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Abstract

In this article, we prove the comparison theorem between the relative log de Rham-Witt cohomology and the relative log crystalline cohomology for a log smooth saturated morphism of fs log schemes satisfying certain condition. Our result covers the case where the base fs log scheme is etale locally log smooth over a scheme with trivial log structure or the case where the base fs log scheme is hollow, and so it generalizes the previously known results of Matsue. In Appendix, we prove that our relative log de Rham-Witt complex and our comparison map are compatible with those of Hyodo-Kato.
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Introduction

For a scheme $X$ of characteristic $p > 0$, its de Rham-Witt complex $W_m\Omega^\bullet_X$ is defined by Illusie. When $X$ is smooth over a perfect scheme $Y$, he proved the theorem that the cohomology of this complex relative to $Y$ is isomorphic to the relative crystalline cohomology of $X/W_m(Y)$, which we call the comparison theorem. In [Ill II 2], he calculated the concrete ‘basis’ of $W_m\Omega^\bullet_X$ when $X$ is the spectrum
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Spec(\(F_p[T_1, \ldots, T_r]\)) of the polynomial ring, and it is the key ingredient for the proof of comparison theorem.

Langer and Zink [LZ] generalized the construction of Illusie and defined the notion of relative de Rham-Witt complex \(W_m\Omega^*_{X/Y}\) when \(Y\) is a scheme on which \(p\) is nilpotent and \(X\) is a \(Y\)-scheme. Moreover, they calculated the concrete ‘basis’ (called the basic Witt differentials) of \(W_m\Omega^*_{X/Y}\) when \(Y = \text{Spec } R\) is affine and \(X\) is the spectrum \(\text{Spec } R[T_1, \ldots, T_r]\) of the polynomial ring, and using them, they proved the comparison theorem between the cohomology of the complex \(W_m\Omega^*_{X/Y}\) relative to \(Y\) and the relative crystalline cohomology of \(X/W_m(Y)\) when \(Y = \text{Spec } R\) as above and \(X\) is smooth over \(Y\).

Matsusue [M] generalized the construction of Langer-Zink and defined the notion of relative log de Rham-Witt complex \(W_m\Lambda^*_{(X,M)/(Y,N)}\) for a morphism \((X,M) \to (Y,N)\) of fine log schemes on which \(p\) is nilpotent. Also, (1) when \((Y,N) = \text{Spec } (R, \ast)\) (where \(\ast\) denotes the trivial log structure) and \((X,M)\) is a pair of a smooth \(Y\)-scheme and the log structure associated to a relative normal crossing divisor, or (2) when \((Y,N) = \text{Spec } (R, \mathbb{N})\) is the log scheme associated to the monoid homomorphism \(\mathbb{N} \to R; 1 \mapsto 0\) and \((X,M) \to (Y,N)\) is a semistable log scheme (logarithmic semistable reduction in the terminology of [KF1, p. 346]), he proved the comparison theorem between the cohomology of the complex \(W_m\Lambda^*_{(X,M)/(Y,N)}\) relative to \(Y\) and the relative crystalline cohomology of \((X,M)/W_m(Y,N)\), again via the calculation of basic Witt differentials.

In this article, we prove the comparison theorem between the cohomology of the relative log de Rham-Witt complex \(W_m\Lambda^*_{(X,M)/(Y,N)}\) relative to \(Y\) and the relative crystalline cohomology of \((X,M)/W_m(Y,N)\) when \(f : (X,M) \to (Y,N)\) is a log smooth saturated morphism of fs log schemes on which \(p\) is nilpotent and the log scheme \((Y,N)\) satisfies the following condition:

(♠) Etale locally around any geometric point \(y\) of \(Y\), there exist a chart \(\varphi : Q_Y \to N\) inducing the isomorphism \(Q \xrightarrow{\cong} N_y/\mathcal{O}_Y^y\), a radical ideal \(J\) of \(Q\) such that the composite \(J \subset Q_Y \xrightarrow{\cong} N \to \mathcal{O}_Y\) is zero and a ring homomorphism \(\psi : R \to \Gamma(Y, \mathcal{O}_Y)\) such that the morphism \((Y,N) \to \text{Spec } (R[Q]/JR[Q], Q)\) induced by \(\varphi, \psi\) is strict smooth.

As we will explain in Remark 4.3.3, the condition (♠) is satisfied in the cases (1), (2) of Matsusue, and so our result generalizes that of Matsusue. Also, our result would contain many interesting cases which are not covered by his result.

The key ingredient of the proof is the calculation of relative log de Rham-Witt complex associated to certain homomorphisms of pre-log rings. More concretely, we will calculate the following three types of relative log de Rham-Witt complexes, where \(R\) is a \(\mathbb{Z}(p)\)-algebra:

(a) The complex \(W_m\Lambda^*_{(R[P], P)/(R, \ast)}\) associated to the pre-log ring \((R[P], P)\) over \((R, \ast)\), where \(P\) is an fs monoid with \(P^{gp}\) torsion free.

(b) The complex \(W_m\Lambda^*_{(R[P], P)/(R[Q], Q)}\) associated to the pre-log ring \((R[P], P)\) over \((R[Q], Q)\) which is induced by an injective \(p\)-saturated morphism \(Q \to P\) of fs monoids with \(Q^{gp}, P^{gp}\), \(Q^{gp}/P^{gp}\) torsion free.

(c) The complex \(W_m\Lambda^*_{(R[P], JR[P], P)/(R[Q], JR[Q], Q)}\) associated to the pre-log ring \((R[P], JR[P], P)\) over \((R[Q], JR[Q], Q)\) which we obtain by dividing the rings \(R[P], R[Q]\) in (b) by the ideals \(JR[P], JR[Q]\) generated by a radical ideal \(J\) of the monoid \(Q\).

The calculation in the case (a) is the basis of all the calculations: Contrary to the cases treated in [LZ] and [M], it is hard to construct the ‘basis’ of \(W_m\Lambda^*_{(R[P], P)/(R, \ast)}\) directly. Nonetheless, by comparing the complex \(W_m\Lambda^*_{(R[P], P)/(R, \ast)}\) with the complex \(W_m\Lambda^*_{(R[P\ast], P^{gp})/(R, \ast)}\) which is accessible by the method in [LZ], we can form a decomposition of the complex \(W_m\Lambda^*_{(R[P], P)/(R, \ast)}\) indexed by the set \(P^{gp}_{\mathbb{Z}(p)}\). Using this decomposition, we can prove the comparison isomorphism when \((f : (X,M) \to (Y,N))\) is as above and the log structure \(N\) of \((Y,N)\) is trivial, namely, when we can take the monoid \(Q\) in the condition (♠) to be the trivial one and the ideal \(J\) to be the empty set.

In the case (b), we prove a similar decomposition by using the decomposition in the case (a) and the fundamental exact sequence for relative log de Rham-Witt complexes proven in [M]. Using this decomposition, we can prove the comparison isomorphism when \((f : (X,M) \to (Y,N))\) is as above and...
(Y, N) is etale locally log smooth over a scheme with trivial log structure, namely, when we can take the radical ideal J in the condition (a) to be the empty set.

In the case (c), we prove a similar decomposition (with a smaller index set) by using the decomposition in the case (b) and noting the fact (proven in [M]) that the complex in (c) is a certain quotient of the complex in (b). Using this decomposition, we can prove the comparison isomorphism in general case.

The content of each section is as follows. In Section 1, we give a review of relative de Rham-Witt complexes and basic Witt differentials defined in [LZ] and relative de Rham-Witt complexes defined in [M]. We also define the comparison morphism from the relative log crystalline cohomology to the cohomology of relative log de Rham-Witt complex in a slightly more general situation than that treated in [M]. In Section 2, we calculate the relative log de Rham-Witt complex $W_m\Lambda^*_P/\mathcal{R}(P)/\mathcal{R}(Q)$ in the case (a) above and prove our main comparison theorem when the log structure on the base log scheme $(Y, N)$ is trivial. In Section 3, we calculate the relative log de Rham-Witt complex $W_m\Lambda^*_P/\mathcal{R}(P)/\mathcal{R}(Q)$ in the case (b) and prove our main comparison theorem when the base log scheme $(Y, N)$ is etale locally log smooth over a scheme with trivial log structure. In Section 4, we calculate the relative log de Rham-Witt complex $W_m\Lambda^*_P/\mathcal{R}(P)/\mathcal{R}(Q)$ in the case (c) and prove our main comparison theorem in general case.

When $k$ is a perfect field of characteristic $p > 0$, $Y = \text{Spec} \ k$ and $f : (X, \mathcal{M}) \to (Y, \mathcal{N})$ is a log smooth $p$-saturated morphism of fine log schemes, Hyodo-Kato defined in [HK] the log de Rham-Witt complex $W_m\omega^*_{(X, \mathcal{M})/(Y, \mathcal{N})}$ whose definition is a priori different from [M] and the comparison map from the complex computing the crystalline cohomology to their log de Rham-Witt complex $W_m\omega^*_{(X, \mathcal{M})/(Y, \mathcal{N})}$. In Appendix, we prove that, in the above situation, their log de Rham-Witt complex $W_m\omega^*_{(X, \mathcal{M})/(Y, \mathcal{N})}$ is isomorphic to our log de Rham-Witt complex $W_m\Lambda^*_P/\mathcal{R}(P)/\mathcal{R}(Q)$ and their comparison map is compatible with ours. This compatibility is proven in [CL] when $f$ is a semistable log scheme, and our result generalizes it.

Throughout this article, $\mathbb{N}$ denotes the set of integers equal or greater than 0. A monoid is always commutative and we write the operation of a monoid by addition, unless it is the multiplication of a commutative ring. Also, the symbol $\ast$ denotes the trivial monoid. We will freely use the notions concerning log structures defined in [KK], [KF1], [KF2] and [O], although some of them will be reviewed in the text.

## 1 Preliminaries

### 1.1 Relative de Rham-Witt complex and basic Witt differential

In this subsection, we give a review of relative de Rham-Witt complexes and basic Witt differentials which are defined in [LZ].

**Definition 1.1.1.** Let $R$ be a commutative ring and $S$ a commutative $R$-algebra.

1. [LZ Def. 1.1] Assume moreover that $S$ is equipped with a divided power structure $(I, \{\gamma_n\})$. For an $S$-module $M$, an $R$-linear derivation $D : S \to M$ is called a pd-derivation if we have the equality $D(\gamma_n(b)) = \gamma_{n-1}(b)D(b)$ for any $n \geq 1$ and $b \in I$. We have the universal pd-derivation, which we denote by $d : S \to \Omega^*_{S/R}$.

2. A differential graded $S/R$-algebra $(E^\bullet, D)$ is a pair of an $\mathbb{N}$-graded $S$-algebra $E^\bullet$ and an $R$-linear map $D : E^\bullet \to E^\bullet$ homogeneous of degree 1 which satisfies the equalities

\[
\begin{align*}
\omega\eta &= (-1)^{ij}\eta\omega & (\omega \in E^i, \eta \in E^j), \\
d(\omega\eta) &= (d\omega)\eta + (-1)^i\omega d\eta & (\omega \in E^i, \eta \in E^j), \\
d^2 &= 0.
\end{align*}
\]

In the situation of (1), if we put $\Omega^*_S := \bigwedge^1_S$, the pd-derivation $d$ induces a structure of differential graded $S/R$-algebra:\n
3. [LZ Def. 1.4] An $F$-$V$-procomplex over an $R$-algebra $S$ is a projective system of differential graded $W_m(S)/W_m(R)$-algebras $\{E_m := (E_m, D_m), \pi_m : E_{m+1} \to E_m\}_{m \in \mathbb{N}}$ with $E_0^* = 0$ equipped with
maps of graded Abelian groups
\[ F : E_{m+1}^* \to E_m^* \quad V : E_m^* \to E_{m+1}^* \]
satisfying the following conditions:

(i) For any \( m \geq 0 \), the canonical map \( W_m(S) \to E_m^0 \) is compatible with \( F, V \).

(ii) If we denote by \( E_{m,[F]}^* \) the algebra \( E_m^* \) regarded as a \( W_{m+1}(S) \)-algebra via the map \( F : W_{m+1}(S) \to W_m(S) \), \( F \) induces a morphism of graded \( W_{m+1}(S) \)-algebras \( E_{m+1}^* \to E_{m,[F]}^* \).

(iii) The following equalities hold.
\[
F \omega = p \omega \quad (\omega \in E_m^*),
\]
\[
F D \omega = D \omega \quad (\omega \in E_m^*),
\]
\[
F \omega \cdot [x] = [x^{p^{-1}}] \omega [x] \quad (x \in S),
\]
\[
V (\omega \cdot \eta) = V (\omega) \eta \quad (\eta \in E_m^*).
\]

A morphism of \( F \)-\( V \)-procomplexes over an \( R \)-algebra \( S \) is a map of projective systems which is compatible with \( D_m(m \in \mathbb{N}), F, V \).

The definition of relative de Rham-Witt complex \( \{W_m \Omega^*_{S/R}\}_m \) is given as follows.

**Proposition-Definition 1.1.2.** [LZ Prop. 1.6] The category of \( F \)-\( V \)-procomplexes over an \( R \)-algebra \( S \) has the initial object. We denote it by \( \{(W_m \Omega^*_{S/R}, d_m)\}_m \) and call it the relative de Rham-Witt complex of the \( R \)-algebra \( S \). We will denote \( d_m \) simply by \( d \) in the following. Also, we put \( W \Omega^*_{S/R} := \lim_m W_m \Omega^*_{S/R} \).

By definition, for any \( F \)-\( V \)-procomplex \( \{(E_m^*, D_m)\}_m \) over an \( R \)-algebra \( S \), there exists uniquely a morphism of \( F \)-\( V \)-procomplexes
\[
\{(W_m \Omega^*_{S/R}, d)\}_m \to \{(E_m^*, D_m)\}_m
\]
over the \( R \)-algebra \( S \).

Concretely, \( W_m \Omega^*_{S/R} \) is defined as a certain quotient of the differential graded \( W_m(S)/W_m(R) \)-algebra \( \tilde{\Omega}^*_{W_m(S)/W_m(R)} \).

Next we recall the definition of basic Witt differentials, which are used to express the elements of \( W_m \Omega^*_{S/R} \) when \( S = R[t] := R[T_1, \ldots, T_r] \) is the polynomial ring over a \( \mathbb{Z} \)-algebra \( R \). Let \( X_i := [T_i] \in W(R[t]) \) be the Teichmüller lift of \( T_i \). We call a map of sets \( k : [1, r] \to \mathbb{N}[\frac{1}{p}] \) as weight, and we will denote its value \( k(i) \) at \( i \) simply by \( k_i \) in the following. We put \( \supp k := \{i \in [1, r]; k_i \neq 0\} \). For each weight \( k \), we put a total order \( \supp k = \{i_1, i_2, \ldots, i_s\} \) on the set \( \supp k \) in such a way that the inequality \( \text{ord}_p k_j \leq \text{ord}_p k_{j+1} \) holds for any \( j \). Also, we assume that the total order on \( \supp k \) is the same as that on \( \supp p^\ell k \) \( (a \in \mathbb{Z}) \).

We call a subset \( I \) of \( \supp k \) an interval if any element \( a \in \supp k \) which is bigger than some element \( b \) in \( I \) and smaller than some element \( c \) in \( I \) with respect to the total order on \( \supp k \) belongs to \( I \).

A tuple \( \mathcal{P} := (I_0, I_1, \ldots, I_l) \) of intervals of \( \supp k \) is called a partition of \( k \) if \( \supp k = I_0 \sqcup \cdots \sqcup I_l \), \( I_0, \ldots, I_l \neq \emptyset \) and if any element in \( I_j \) is smaller than any element in \( I_{j+1} \) with respect to the total order on \( \supp k \) for \( j = 0, \ldots, l-1 \).

For a weight \( k \) and a nonempty set \( I \subset [1, r] \), let \( t(k_i) \in \mathbb{Z} \) be the unique integer such that the elements \( p^{t(k_i)} k_i \) \( (i \in I) \) are all integers and at least one of them is prime to \( p \). Also, we put \( u(k_i) := \max \{t(k_i), 0\} \). When there is no risk of confusion, we will denote \( t(k_i), u(k_i) \) simply by \( t(I), u(I) \), respectively. Also, we put \( t(\emptyset) = u(\emptyset) := 0 \).

For a triple \( (\xi, k, \mathcal{P}) \) consisting of a weight \( k \), its partition \( \mathcal{P} = (I_0, I_1, \ldots, I_l) \) and \( \xi = V^{u(I)} \eta \in V^{u(I)} W(R) \) \( (I = \supp k) \), we define the element \( e(\xi, k, \mathcal{P}) \) in \( W \Omega^*_{R[t]/R} \) in the following way: We put \( X^{p(t_i)k_i} : = \prod_{j \in I_i} X^{p(t_i)k_i} \) for each \( 0 \leq i \leq l \). Then, when \( I_0 \neq \emptyset \),
\[
e(\xi, k, \mathcal{P}) := V^{u(I_0)} (\eta X^{p(t_0)k_{1_0}} d^{t_{1_1}(1)} (X^{p(t_1)k_{1_1}}) \cdots d^{t_{1_l}(l)} (X^{p(t_l)k_{1_l}})).\]
When $I_0 = \emptyset$, $t(I_1) \geq 1,$
\[ e(\xi, k, \mathcal{P}) := d^{\tau(\xi)}(\eta X^{p^{\tau(\xi)}k_1}) d^{\tau(\xi)}(X^{p^{\tau(\xi)}k_2}) \cdots d^{\tau(\xi)}(X^{p^{\tau(\xi)}k_1}). \]
When $I_0 = \emptyset$, $t(I_1) \leq 0,$
\[ e(\xi, k, \mathcal{P}) := \eta d^{\tau(\xi)}(X^{p^{\tau(\xi)}k_1}) \cdots d^{\tau(\xi)}(X^{p^{\tau(\xi)}k_n}). \]
Here, when $t(I_1) < 0$, we put
\[ d^{\tau(\xi)}(X^{p^{\tau(\xi)}k_1}) := e^{-\tau(\xi)} d X^{p^{\tau(\xi)}k_1}. \]
by abuse of notation. We will denote the image of the element $e(\xi, k, \mathcal{P})$ in $W_m \Omega^*_{R[t]/R}$ by the same symbol. We call an element in $W_m \Omega^*_{R[t]/R}$ or $W_m \Omega^*_{R[t]/R}$ of the form $e(\xi, k, \mathcal{P})$ a basic Witt differential.

A weight $k$ is called integral if $k_i \in Z$ for any $i$.

**Proposition 1.1.3.** [LZ Prop. 2.17] Any element $\omega$ in $W_m \Omega^*_{R[t]/R}$ is written uniquely as a sum of basic Witt differentials
\[ \omega = \sum_{k, P} e(\xi, P, k, \mathcal{P}) \]
such that, in the sum, $k$ runs through weights with $p^{m-1}k$ integral and $\mathcal{P}$ runs through partitions of $k$.

We will not recall the proof of Proposition 1.1.3, but we recall here the definition of the map giving the phantom component of relative de Rham-Witt complex, which is the key ingredient of the proof of Proposition 1.1.3 (LZ Sec. 2.4). Let $R$ be a $\mathbb{Z}(p)$-algebra, let $S$ be an $R$-algebra and let $w_m : W(S) \to S$ be the $m$-th Witt polynomial. For an $S$-module $M$, we will denote by $M_{w_m}$ the module $M$ regarded as a $W(S)$-module via the map $w_m$. We put
\[ P_m^* := \bigoplus_{i=0}^{m-1} \Omega^*_{S/R, w_i}, \]
and regard $\{P_m^*\}_m$ as a projective system by natural projections. For $m \geq 0$, define the map $\delta_m : W(S) \to \Omega^1_{S/R, w_m}$ by
\[ (x_i)_{i \in \mathbb{N}} \mapsto \sum_{i=0}^{m} x_i^{p^{m-1}} \frac{dx_i}. \]
This is a $W(R)$-linear pd-derivation and so it induces the map
\[ \omega_m : \tilde{\Omega}^i_{W_m(S)/W_m(R)} \to \Omega^1_{S/R, w_m}. \]
By taking exterior products, this induces the maps
\[ \omega_m : \tilde{\Omega}^i_{W_m(S)/W_m(R)} \to \Omega^i_{S/R, w_m} \quad (i \in \mathbb{N}), \]
hence the map of projective systems of graded algebras
\[ \{(\omega_0, \ldots, \omega_{m-1})\}_m : \tilde{\Omega}^*_{W_m(S)/W_m(R)} m \to \{P_m^*\}_m. \]
Then it is shown in [LZ Prop. 2.15] that it induces the map of projective system of graded algebras
\[ \{\omega^m\}_m : \{W_m \Omega^*_{S/R}\}_m \to \{P_m^*\}_m. \]
(However, note that the maps $\omega^m$ are not compatible with $d$.) As a part of this map, we obtain the map of graded algebras
\[ \omega_m : W_{m+1} \Omega^*_{S/R} \to \Omega^*_{S/R, w_m}. \quad (1.1) \]
We will use the map (1.1) later in this article.
1.2 Relative log de Rham-Witt complex

In this subsection, we give a review of relative log de Rham-Witt complexes which is defined in [M]. First we fix terminologies on monoids, pre-log rings and log Witt schemes.

**Definition 1.2.1.** Let $P$ be a monoid.

1. $P$ is called integral if an equality $x + z = y + z$ in $P$ implies the equality $x = y$.
2. $P$ is called fine if $P$ is integral and finitely generated.
3. $P$ is called saturated if $P$ is integral and if any element $x$ in $P_{\text{sep}}$ such that $nx \in P$ for some $n \in \mathbb{N}_{>0}$ belongs to $P$.
4. $P$ is called fs if it is fine and saturated.

**Definition 1.2.2.** (1) A pre-log ring is a triple $(R, P, \alpha)$ consisting of a commutative ring $R$, a fine monoid $P$ and a monoid homomorphism $\alpha : P \to R$, where $R$ is regarded as a monoid with respect to the multiplication on it. We will often denote a pre-log ring $(R, P, \alpha)$ simply by $(R, P)$. The notion of a morphism of pre-log rings is defined in natural way.

2. For a commutative ring $R$ and a fine monoid $P$, we denote by $(R[P], P)$ the pre-log ring which consists of the monoid algebra $R[P]$ over $R$ associated to $P$, the monoid $P$ and the canonical map $P \to R[P]$.

3. For a pre-log ring $(A, P, \alpha)$, we denote by Spec$(A, P)$ the log scheme whose underlying scheme is $X = \text{Spec}A$ and whose log structure is the one associated to the pre-log structure $P_X \to O_X$ (where $P_X$ is the constant sheaf on $X$ associated to $P$) which is induced by the monoid homomorphism $\alpha : P \to A$.

4. A morphism of pre-log rings $\varphi : (A, P) \to (B, Q)$ is log smooth (resp. log etale) if the kernel and the torsion part of the cokernel (resp. the cokernel) of the map $P^\text{gp} \to Q^\text{gp}$ have order invertible in $B$ and if the map $A \otimes_{\mathbb{Z}[P]} \mathbb{Z}[Q] \to B$ induced by $\varphi$ is etale. In this case, $\varphi$ induces a log smooth (resp. log etale) morphism Spec$(B, Q) \to \text{Spec}(A, P)$ of log schemes by [KK, Thm. 3.5].

**Definition 1.2.3.** (1) Let $(X, \mathcal{M}, \alpha)$ be a log scheme on which $p$ is nilpotent and let $m \in \mathbb{N}_{>0}$. Then its log Witt scheme $(X, \mathcal{M}, \alpha)$ is the log scheme $(W_m(X), W_m(\mathcal{M}), W_m(\alpha))$, where $W_m(X)$ is the Witt scheme of $X$, $W_m(\mathcal{M})$ is the monoid sheaf $\mathcal{M} \oplus \text{Ker}(W_m(O_X)^* \to O_X^*)$ and $W_m(\alpha) : W_m(\mathcal{M}) \to W_m(\mathcal{M}_X)$ is the homomorphism of monoid sheaves defined by $(m, u) \mapsto [\alpha(m)]u$ ($m \in \mathcal{M}, u \in \text{Ker}(W_m(O_X)^* \to O_X^*)$). We will denote the log Witt scheme $(W_m(X), W_m(\mathcal{M}), W_m(\alpha))$ simply by $W_m(X, \mathcal{M})$ in the following.

2. For a pre-log ring $(R, P, \alpha)$ and $m \in \mathbb{N}_{>0}$, its Witt pre-log ring is the pre-log ring $(W_m(R), P, \beta)$, where $\beta : P \to W_m(R)$ is the monoid homomorphism defined by $\beta(x) = [\alpha(x)](x \in P)$. We will denote the Witt pre-log ring $(W_m(R), P, \beta)$ simply by $W_m(R, P)$ in the following. By definition, when $p$ is nilpotent in $R$, the log Witt scheme of Spec$(R, P)$ is Spec$W_m(R, P)$.

Now we recall the definition of relative log de Rham-Witt complex in a parallel way to Section 1.1.

**Definition 1.2.4.** Let $(R, P) \to (S, Q)$ be a morphism of pre-log rings.

1. [Def. 1.1.9] Let $M$ be an $S$-module. A log derivation on $(S, Q)/(R, P)$ is a pair $(D : S \to M, \delta : Q \to M)$ consisting of an $R$-linear derivation $D$ and a monoid homomorphism $\delta$ which satisfies the following two conditions:

   (i) If we denote the structure monoid homomorphism $Q \to S$ of $(S, Q)$ by $\beta$, we have the equality $D(\beta(x)) = \beta(x)\delta(x)$ for any $x \in Q$.

   (ii) If we denote the monoid part $P \to Q$ of the morphism $(R, P) \to (S, Q)$ by $\theta$, we have the equality $\delta(\theta(x)) = 0$ for any $x \in P$.

We have the universal log derivation, which we denote by $(d : S \to \Lambda^1_{(S, Q)}/(R, P), \delta : Q \to \Lambda^1_{(S, Q)}/(R, P))$. 

(2) [M Def. 3.2], [Q Def. 1.1.9] Assume moreover that \( S \) is equipped with a divided power structure \((I, \{\gamma_m\})\). For an \( S \)-module \( M \), a log derivation \((D : S \to M, \delta : Q \to M)\) is called a log pd-derivation. We have the universal log pd-derivation, which we denote by \((d : S \to \Lambda^1_{(S,Q)/(R,P)}, \delta : Q \to \Lambda^1_{(S,Q)/(R,P)})\).

(3) [M Def. 3.3] A log differential graded \((S,Q)/(R,P)\)-algebra is a triple \((E^\bullet, D, \partial)\) consisting of a differential graded \(S/R\)-algebra \((E^\bullet, D)\) and a map \(\partial : Q \to E^1\) such that the pair \((d, \partial)\) is a log derivation with \(d\partial = 0\). In the situation of (2), if we put \(\Lambda^i_{S/R} := \Lambda^i_S \Lambda^1_{S/R}\), the log pd-derivation \((d, \delta)\) induces a structure of a log differential graded \((S,Q)/(R,P)\)-algebra on \(\Lambda^i_{S/R}\).

(4) [M Def. 3.4] A log \(F-V\)-procomplex over an \((R,P)\)-algebra \((S,Q)\) is a projective system of log differential graded \(W_m(S,Q)/W_m(R,P)\)-algebras \(\{E^\bullet_m := (E^\bullet_m, D_m, \partial_m), \pi_m : E^\bullet_{m+1} \to E^\bullet_m\}_{m \in \mathbb{N}}\) with \(E^\bullet_0 = 0\) equipped with maps of graded Abelian groups

\[
F : E^\bullet_{m+1} \to E^\bullet_m \quad V : E^\bullet_m \to E^\bullet_{m+1}
\]

satisfying the following conditions:

(i) \(\partial_m\) is compatible with \(\pi_m\).
(ii) For any \(m \geq 0\), the canonical map \(W_m(S) \to E^0_m\) is compatible with \(F,V\).
(iii) For any \(m \geq 1\), the map \(\pi_m\) commutes with \(F,V\).
(iv) If we denote by \(E^\bullet_m[F]\) the algebra \(E^\bullet_m\) regarded as a \(W_{m+1}(S)\)-algebra via the map \(F : W_{m+1}(S) \to W_m(S)\), \(F\) induces a morphism of graded \(W_{m+1}(S)\)-algebras \(E^\bullet_{m+1} \to E^\bullet_m[F]\).
(v) The following equalities hold.

\[
FV^\omega = p\omega \quad (\omega \in E^\bullet_m),
\]

\[
FD^\omega = D\omega \quad (\omega \in E^\bullet_m),
\]

\[
FD_m[x] = [x^{p-1}] D_m[x] \quad (x \in S),
\]

\[
V(\omega F^\eta) = V^\omega \eta \quad (\eta \in E^\bullet_m),
\]

\[
F(\partial_m + 1 q) = \partial_m q \quad (q \in Q).
\]

A morphism of log \(F-V\)-procomplexes over an \((R,P)\)-algebra is a map of projective systems which is compatible with \(D_m, \partial_m (m \in \mathbb{N}), F,V\).

The definition of relative log de Rham-Witt complex \(\{W_m\Lambda^\bullet_{S/R}\}_m\) is given as follows.

**Proposition-Definition 1.2.5.** [M Prop. 3.5] The category of log \(F-V\)-procomplexes over an \((R,P)\)-algebra \((S,Q)\) has the initial object. We denote it by \(\{(W_m\Lambda^\bullet_{(S,Q)/(R,P)}, d_m, d\log_m)\}_m\) and call it the relative log de Rham-Witt complex of the \((R,P)\)-algebra \((S,Q)\). We will denote \(d_m, d\log_m (m \in \mathbb{N})\) simply \(d, d\log\) respectively in the following. Also, we put \(W_m\Lambda^\bullet_{(S,Q)/(R,P)} := \varprojlim_m W_m\Lambda^\bullet_{(S,Q)/(R,P)}\).

By definition, for any log \(F-V\)-procomplex \(\{(E^\bullet_m, D_m, \partial_m)\}_m\) over an \((R,P)\)-algebra \((S,Q)\), there exists uniquely a morphism of log \(F-V\)-procomplexes

\[
\{(W_m\Lambda^\bullet_{(S,Q)/(R,P)}, d, d\log)\}_m \to \{(E^\bullet_m, D_m, \partial_m)\}_m
\]

over the \((R,P)\)-algebra \((S,Q)\).

Concretely, \(W_m\Lambda^\bullet_{(S,Q)/(R,P)}\) is defined as a quotient of the log differential graded \(W_m(S,Q)/W_m(R,P)\)-algebra \(\Lambda^\bullet_{W_m(S,Q)/W_m(R,P)}\).

We can sheafify the definition above as follows.\(^1\)

\(^1\)\(R\) is assumed to be a \(\mathbb{Z}(\rho)\)-algebra in [M Prop. 3.5], but this assumption is unnecessary (cf. [LZ Prop. 1.6]).
Proposition-Definition 1.2.6. [M Prop.-Def. 3.10] Let \( f: (X, \mathcal{M}) \to (Y, \mathcal{N}) \) be a morphism of fine log schemes such that \( p \) is nilpotent on \( Y \). (Then we can identify the etale site on \( W_m(X) \) with that on \( X \).) Then there exists uniquely a complex of quasi-coherent sheaves \( W_m^*_{(X, \mathcal{M})/(Y, \mathcal{N})} \) which satisfies the following condition: For any commutative diagram

\[
\begin{array}{ccc}
U = \text{Spec } S' & \xrightarrow{\gamma'} & V = \text{Spec } R' \\
\downarrow & & \downarrow \\
X & \xrightarrow{f} & Y
\end{array}
\]

with \( \gamma, \gamma' \) etale and a chart \((Q_U \to \mathcal{M}|_U, P_V \to \mathcal{N}|_V, P \to Q)\) of the morphism \((U, \mathcal{M}|_U) \to (V, \mathcal{N}|_V)\), there exists the canonical equality

\[
\Gamma(U, W_m^*_{(X, \mathcal{M})/(Y, \mathcal{N})}) = W_m^*_{(S', Q)/(R', P)}.
\]

1.3 Definition of comparison morphism

In this subsection, we give a definition of the comparison morphism from the complex computing relative log crystalline cohomology to the relative log de Rham-Witt complex, following the construction in [M Sec. 6.2]. We work in a slightly more general setting than that in [M], where the base log scheme was assumed to be affine.

First we recall the definition of a log Frobenius lift of a log smooth morphism of pre-log rings.

Definition 1.3.1. [M Def. 5.2] Let \( R \) be a commutative ring on which \( p \) is nilpotent and let \((S, P) \to (S, P)\) be a log smooth morphism of pre-log rings. A log Frobenius lift of \((S, P)\) satisfies the following conditions:

(1) \( \{(S_n, P_n)\}_{n \geq 1} \) is a projective system of pre-log rings over \( \{W_n(S, P)\}_{n \geq 1} \) with \( (S_1, P_1) = (S, P) \) such that each \((S_n, P_n)\) is log smooth over \( W_n(S, P) \) and that the transition morphisms induce the isomorphisms

\[
W_n(S, P) \otimes_{W_{n+1}(S, P)} (S_{n+1}, P_{n+1}) \overset{\cong}{\to} (S_n, P_n) \quad (n \geq 1).
\]

(2) \( \{\phi_n: (S_n, P_n) \to (S_{n-1}, P_{n-1})\}_{n \geq 2} \) is a morphism of projective systems which is compatible with the morphism \( \{F: W_n(S, P) \to W_{n-1}(S, P)\}_{n \geq 2} \), the absolute Frobenius \( S/pS \to S/pS \) and the map \( P \to P \) of multiplication by \( p \).

(3) \( \{\delta_n: (S_n, P_n) \to W_n(S, P)\}_{n \geq 1} \) is a morphism of projective systems over \( \{W_n(S, P)\}_{n \geq 1} \) such that the following diagram is commutative:

\[
\begin{array}{ccc}
(S_{n+1}, P_{n+1}) & \xrightarrow{\delta_{n+1}} & W_{n+1}(S, P) \\
\downarrow \phi_{n+1} & & \downarrow F \\
(S_n, P_n) & \xrightarrow{\delta_n} & W_n(S, P).
\end{array}
\]

In particular, if \( w_0: W_n(S, P) \to (S, P) \) denotes the morphism induced by the 0-th Witt polynomial \( w_0: W_n(S) \to S \) and \( \text{id}_P \), the composite \( w_0 \circ \delta_n: (S_n, P_n) \to (S, P) \) is equal to the transition morphism \((S_n, P_n) \to (S_1, P_1) = (S, P)\).

In the following, we will denote the log Frobenius lift \((1.2)\) simply by \((S_n, P_n), \phi_n, \delta_n\), or by \((S_n, \phi_n, \delta_n)\).

It is proven in [M Lem. 5.5(1)] that there always exists a log Frobenius lift of a log smooth morphism of pre-log rings as above.
Example 1.3.2. Here we give a construction of log Frobenius lift when the log smooth morphism \((R, Q) \to (S, P)\) in the definition is of the form \((R[Q], Q) \to (R[P], P)\), where \(P, Q\) are fine monoids and the morphism is the one naturally induced by a monoid homomorphism \(Q \to P\).

Put \(A_n := W_n(R[Q]) \otimes_{\mathbb{Z}[Q]} \mathbb{Z}[P]\), and let \(\phi : A_{n+1} \to A_n\) be the morphism over \(F : W_{n+1}(R[Q]) \to W_n(R[Q])\) which sends \(1 \otimes T^x (x \in P)\) to \(1 \otimes T^{px} (x \in P)\), where we denoted the image of \(x \in P\) by the canonical map \(P \to R[P]\) by \(T^x\). Also, let \(\delta_n : A_n \to W_n(R[P])\) be the morphism extending \(W_n(R[Q]) \to W_n(R[P])\) which sends \(T^x (x \in P)\) to \(T^x\). Then the triple \((A_n, P, \phi_n, \delta_n)_n\) is a log Frobenius lift of \((R[P], P)\) over \((R[Q], Q)\).

Next we recall the definition of a log Frobenius lift of a log smooth morphism of fine log schemes.

Definition 1.3.3. [M Def. 5.4] Let \(Y\) be a scheme on which \(p\) is nilpotent and let \(f : (X, \mathcal{M}) \to (Y, \mathcal{N})\) be a log smooth morphism of fine log schemes. A log Frobenius lift of \((X, \mathcal{M})\) over \((Y, \mathcal{N})\) is a triple

\[
\{(X_n, \mathcal{M}_n)\}_{n \geq 1}, \{\Phi_n : (X_{n-1}, \mathcal{M}_{n-1}) \to (X_n, \mathcal{M}_n)\}_{n \geq 2}, \{\Delta_n : W_n(X, \mathcal{M}) \to (X_n, \mathcal{M}_n)\}_{n \geq 1}
\]

satisfying the following conditions:

1. \(\{(X_n, \mathcal{M}_n)\}_{n \geq 1}\) is an inductive system of fine log schemes over \(\{W_n(Y, \mathcal{N})\}_{n \geq 1}\) with \((X_1, \mathcal{M}_1) = (X, \mathcal{M})\) such that each \((X_n, \mathcal{M}_n)\) is log smooth over \(W_n(Y, \mathcal{N})\) and that the transition morphisms induce the isomorphisms

\[
(X_n, \mathcal{M}_n) \xrightarrow{\sim} W_n(Y, \mathcal{N}) \times_{W_{n+1}(Y, \mathcal{N})} (X_{n+1}, \mathcal{M}_{n+1}) \quad (n \geq 1).
\]

2. \(\{\Phi_n : (X_{n-1}, \mathcal{M}_{n-1}) \to (X_n, \mathcal{M}_n)\}_{n \geq 2}\) is a morphism of inductive systems which is compatible with the morphism \(F : W_{n-1}(Y, \mathcal{N}) \to W_{n-1}(Y, \mathcal{N})\) and the absolute Frobenius \((X, \mathcal{M}) \otimes_{\mathbb{Z}[p]} \mathbb{F}_p \to (X, \mathcal{M}) \otimes_{\mathbb{Z}} \mathbb{F}_p\).

3. \(\{\Delta_n : W_n(X, \mathcal{M}) \to (X_n, \mathcal{M}_n)\}_{n \geq 1}\) is a morphism of inductive systems over \(\{W_n(Y, \mathcal{N})\}_{n \geq 1}\) such that the following diagram is commutative:

\[
\begin{array}{ccc}
W_n(X, \mathcal{M}) & \xrightarrow{\Delta_n} & (X_n, \mathcal{M}_n) \\
\downarrow F & & \downarrow \Phi_{n+1} \\
W_{n+1}(X, \mathcal{M}) & \xrightarrow{\Delta_{n+1}} & (X_{n+1}, \mathcal{M}_{n+1})
\end{array}
\]

In particular, if \(w_0 : (X, \mathcal{M}) \to W_n(X, \mathcal{M})\) denotes the morphism induced by the 0-th Witt polynomial \(w_0 : X \to W_n(X)\) and \(\text{id} \otimes_{\mathcal{M}}\), the composite \(\Delta_n \circ w_0 : (X, \mathcal{M}) \to (X_n, \mathcal{M}_n)\) is equal to the transition morphism

\((X, \mathcal{M}) = (X_1, \mathcal{M}_1) \to (X_n, \mathcal{M}_n)\).

In the following, we will denote the log Frobenius lift \([E3]\) simply by \((X_n, \mathcal{M}_n), \Phi_n, \Delta_n)_n\) or by \((X_n, \Phi_n, \Delta_n)_n\).

It is proven in [M Lem. 5.5(2)] that there always exists a log Frobenius lift of a log smooth morphism \((X, \mathcal{M}) \to (Y, \mathcal{N})\) of fine log schemes as above etale locally on \(X\).

Now we define the comparison morphism using log Frobenius lift, following [M Sec. 6.2]. Let \(Y\) be a scheme on which \(p\) is nilpotent and let \(f : (X, \mathcal{M}) \to (Y, \mathcal{N})\) be a morphism of fine log schemes. Then we have a canonical morphism of topoi

\[
u_m : ((X, \mathcal{M})/W_m(Y, \mathcal{N}))_{\text{crys}}^\text{log} \to X_{\text{et}}.
\]

We denote the structure sheaf on the log crystalline topos \(((X, \mathcal{M})/W_m(Y, \mathcal{N}))_{\text{crys}}^\text{log}\) by \(\mathcal{O}_m\).

Then we define the comparison morphism

\[
\mathbb{R}\nu_m \mathcal{O}_m \to W_m\Lambda^\bullet_{(X, \mathcal{M})/(Y, \mathcal{N})},
\]
which is a morphism in the derived category $D^+(X_{et}, f^{-1}(W_m(\mathcal{O}_Y)))$, in the following way.

First we consider the case where $(X, \mathcal{M})$ admits an immersion into a fine log scheme $(Z, \mathcal{L})$ which is log smooth over $(Y, \mathcal{N})$ and there exists a log Frobenius lift $((Z_m, \mathcal{L}_m), \Phi_m, \Delta_m)_m$ of the morphism $(Z, \mathcal{L}) \to (Y, \mathcal{N})$.

In this case, we have the following commutative diagram:

\[
\begin{array}{ccc}
(X, \mathcal{M}) & \xrightarrow{\mu} & (Z, \mathcal{L}) \\
& \Downarrow & \Downarrow \\
W_m(X, \mathcal{M}) & \to & W_m(Z, \mathcal{L}).
\end{array}
\]

So the composite $W_m(X, \mathcal{M}) \to W_m(Z, \mathcal{L}) \xrightarrow{\Delta_m} (Z_m, \mathcal{L}_m)$ factors through the log pd-envelope $(\bar{Z}_m, \bar{\mathcal{N}}_m)$ of the composite $(X, \mathcal{M}) \to (Z, \mathcal{L}) \to (Z_m, \mathcal{L}_m)$ with respect to the canonical pd-structure on $W_m(Y)$. We denote the resulting morphism by $\mu : W_m(X, \mathcal{M}) \to (\bar{Z}_m, \bar{\mathcal{N}}_m)$. Then, by [KK, Thm 6.4], we have the isomorphism

\[
\mathbb{R}m_{\ast} \mathcal{O}_m \cong \mathcal{O}_{\bar{Z}_m} \otimes \mathcal{O}_{\bar{\mathcal{N}}_m} \mathcal{L}_m^{\ast}(Z_m, \mathcal{L}_m)/W_m(Y, \mathcal{N}).
\]

Moreover, the morphism $\mu$ induces the map $\mathcal{L}^{\ast}(Z_m, \mathcal{L}_m)/W_m(Y, \mathcal{N}) \to \mathcal{L}^{\ast}(X, \mathcal{M})/W_m(Y, \mathcal{N})$, and there exists a canonical surjection $\mathcal{L}_m^{\ast}(X, \mathcal{M})/W_m(Y, \mathcal{N}) \to W_m(X, \mathcal{M})$, as explained after Proposition-Definition 1.2.5. The comparison morphism is defined as the composition of these maps:

\[
\mathbb{R}m_{\ast} \mathcal{O}_m \cong \mathcal{O}_{\bar{Z}_m} \otimes \mathcal{O}_{\bar{\mathcal{N}}_m} \mathcal{L}_m^{\ast}(Z_m, \mathcal{L}_m)/W_m(Y, \mathcal{N}) \to \mathcal{L}^{\ast}(X, \mathcal{M})/W_m(Y, \mathcal{N}) \to W_m(X, \mathcal{M})/W_m(Y, \mathcal{N}). \tag{1.4}
\]

In general case, we take a strict etale covering $\{\{X(i), \mathcal{M}(i)\}\}_{i \in I}$ of $(X, \mathcal{M})$ such that each $(X(i), \mathcal{M}(i))$ admits an immersion into a fine log scheme $(Z(i), \mathcal{L}(i))$ which is log smooth over $(Y, \mathcal{N})$ such that there exists a log Frobenius lift $((Z_m(i), \mathcal{L}_m(i)), \Phi_m(i), \Delta_m(i))_m$ of the morphism $(Z(i), \mathcal{L}(i)) \to (Y, \mathcal{N})$. For $i_1, \ldots, i_r \in I$, we put

\[
(X(i_1, \ldots, i_r), \mathcal{M}(i_1, \ldots, i_r)) := \prod_{(X, \mathcal{M})} (X(i_1), \mathcal{M}(i_1)) \times (X, \mathcal{M})(X(i_r), \mathcal{M}(i_r)),
\]
\[
(Z(i_1, \ldots, i_r), \mathcal{L}(i_1, \ldots, i_r)) := \prod_{(Z, \mathcal{L})} (Z(i_1), \mathcal{L}(i_1)) \times (Z, \mathcal{L})(Z(i_r), \mathcal{L}(i_r)),
\]
\[
(Z_m(i_1, \ldots, i_r), \mathcal{L}_m(i_1, \ldots, i_r)) := \prod_{(Z, \mathcal{L})} (Z_m(i_1), \mathcal{L}_m(i_1)) \times (Z, \mathcal{L})(Z_m(i_r), \mathcal{L}_m(i_r)),
\]

and for $r \in \mathbb{N}$, we put

\[
(X^r, \mathcal{M}^r) := \bigsqcup_{i_1, \ldots, i_r \in I} (X(i_1, \ldots, i_r), \mathcal{M}(i_1, \ldots, i_r)),
\]
\[
(Z^r, \mathcal{L}^r) := \bigsqcup_{i_1, \ldots, i_r \in I} (Z(i_1, \ldots, i_r), \mathcal{L}(i_1, \ldots, i_r)),
\]
\[
(Z_m^r, \mathcal{L}_m^r) := \bigsqcup_{i_1, \ldots, i_r \in I} (Z_m(i_1, \ldots, i_r), \mathcal{L}_m(i_1, \ldots, i_r)).
\]

Then we have an immersion $(X^r, \mathcal{M}^r) \to (Z^r, \mathcal{L}^r)$ of simplicial fine log schemes such that $(Z^r, \mathcal{L}^r)$ is log smooth over $(Y, \mathcal{N})$ and $\{Z_m^r, \mathcal{L}_m^r\}_m$ is a part of the data of a simplicial version of log Frobenius lift of the morphism $(Z^r, \mathcal{L}^r) \to (Y, \mathcal{N})$.

We denote the log pd-envelope of the composite $(X^r, \mathcal{M}^r) \to (Z^r, \mathcal{L}^r) \to (Z_m^r, \mathcal{L}_m^r)$ with respect to the canonical pd-structure on $W_m(Y)$ by $(\bar{Z}_m^r, \bar{\mathcal{N}}_m^r)$. Also, let $\theta : (X^r)_{et} \to X_{et}$ be the canonical augmentation morphism.

Then, by combining the simplicial version

\[
\mathcal{O}_{\bar{Z}_m^r} \otimes \mathcal{O}_{\bar{\mathcal{N}}_m^r} \mathcal{L}_m^{\ast}(Z_m^r, \mathcal{L}_m^r)/W_m(Y, \mathcal{N}) \to W_m(X^r, \mathcal{M}^r)/W_m(Y, \mathcal{N})
\]

we get the isomorphism

\[
\mathcal{O}_{\bar{Z}_m^r} \otimes \mathcal{O}_{\bar{\mathcal{N}}_m^r} \mathcal{L}_m^{\ast}(Z_m^r, \mathcal{L}_m^r)/W_m(Y, \mathcal{N}) \cong \mathcal{O}_{\bar{Z}_m} \otimes \mathcal{O}_{\bar{\mathcal{N}}_m} \mathcal{L}_m^{\ast}(Z_m, \mathcal{L}_m)/W_m(Y, \mathcal{N}).
\]
of the morphism \([13]\), the isomorphism
\[
\mathbb{R}u_m \mathcal{O}_m \xrightarrow{\cong} \mathbb{R}\theta_* (\mathcal{O}_{\mathcal{Z}_m^\bullet} \otimes_{\mathcal{O}_{X_m^*}} \Lambda^*_{(\mathcal{Z}_m^*, \mathcal{C}^*_m)} / W_m(Y, \mathcal{N}))
\]
in [HK] Prop. 2.20] and the isomorphism
\[
\mathbb{R}\theta_* W_m \Lambda^*_{(X^*, \mathcal{M}^*)} / (Y, \mathcal{N}) \xrightarrow{\cong} W_m \Lambda^*_{(X, \mathcal{M})} / (Y, \mathcal{N})
\]
which follows from the etale base change property of relative log de Rham-Witt complex ([M] Prop. 3.7]), we can construct the comparison morphism
\[
\mathbb{R}u_m, \mathcal{O}_m \to W_m \Lambda^*_{(X, \mathcal{M})} / (Y, \mathcal{N}),
\]
as required.

**Remark 1.3.4.** One can prove that the comparison morphism is independent of any choices we made, and it is functorial with respect to \((X, \mathcal{M}) / (Y, \mathcal{N})\). Thus, to prove that it is a quasi-isomorphism, we can work etale locally on \(X\) and on \(Y\).

## 2 Relative log de Rham-Witt complex (I)

In the first four subsection in this section, we study the relative log de Rham-Witt complex \(W_m \Lambda^*_{[R[P], P] / (R, \ast)}\) for a \(\mathbb{Z}_{(p)}\)-algebra \(R\) and an fs monoid \(P\) with \(P^{gp}\) torsion free. The main result is the existence of natural decomposition
\[
W_m \Lambda^*_{[R[P], P] / (R, \ast)} = \bigoplus_{x \in P[\frac{1}{p}]} W_m \Lambda^*_{[R[P], P] / (R, \ast), x}
\]
 indexed by \(P[\frac{1}{p}]\) (see Definition 2.1.1 for the definition of \(P[\frac{1}{p}]\)). The strategy of the proof is as follows.

1. First we introduce the notion of \(P\)-basic Witt differentials, which generates \(W_m \Lambda^*_{[R[P], P] / (R, \ast)}\).

2. Next we introduce the notion of basic Witt differentials in the sense of Langer-Zink for the complex \(W_m \Lambda^*_{[R[P^{gp}], P^{gp}] / (R, \ast)} \cong W_m \Omega^*_{[R[P^{gp}], P^{gp}]} / R\) and prove that they form ‘a basis’. This is a variant of the result in [LZ] Sec. 2.

3. Using \(P\)-basic Witt differentials, we define the \(x\)-part \(W_m \Lambda^*_{[R[P], P] / (R, \ast), x}\) of \(W_m \Lambda^*_{[R[P], P] / (R, \ast)}\) for \(x \in P[\frac{1}{p}]\) with \(W_m \Lambda^*_{[R[P], P] / (R, \ast)} = \bigoplus_{x \in P[\frac{1}{p}]} W_m \Lambda^*_{[R[P], P] / (R, \ast), x}\).

If we apply this construction to \(W_m \Lambda^*_{[R[P^{gp}], P^{gp}] / (R, \ast)}\) (using \(P^{gp}\)-basic Witt differentials), we can define the \(x\)-part \(W_m \Lambda^*_{[R[P^{gp}], P^{gp}] / (R, \ast), x}\) of \(W_m \Lambda^*_{[R[P^{gp}], P^{gp}] / (R, \ast)}\) for \(x \in P^{gp}[\frac{1}{p}]\). By relating \(P^{gp}\)-basic Witt differentials with the basic Witt differentials in (2), we prove that
\[
W_m \Lambda^*_{[R[P^{gp}], P^{gp}] / (R, \ast)} = \bigoplus_{x \in P^{gp}[\frac{1}{p}]} W_m \Lambda^*_{[R[P^{gp}], P^{gp}] / (R, \ast), x}.
\]

Then, by relating \(P\)-basic Witt differentials in (1) with the basic Witt differentials in (2), we prove that
\[
W_m \Lambda^*_{[R[P], P] / (R, \ast), x} \cong W_m \Lambda^*_{[R[P^{gp}], P^{gp}] / (R, \ast), x} \quad (x \in P[\frac{1}{p}]).
\]

By combining these, we obtain the decomposition \((2.1)\).

In the last subsection, by using the decomposition \((2.1)\) and the isomorphism \((2.2)\), we prove that the comparison morphism
\[
\mathbb{R}u_m, \mathcal{O}_m \to W_m \Lambda^*_{(X, \mathcal{M})} / (Y, \mathcal{N})
\]
constructed in Section 1.3 is a quasi-isomorphism when \(\mathcal{N}\) is trivial and \((X, \mathcal{M}) \to (Y, \mathcal{N})\) is a log smooth morphism of fs log schemes.
2.1 Preliminaries on monoids (I)

In this subsection, we give several more notions on monoids which we use in the rest of the article.

Let \( p \) be a prime and let \( \mathbb{Z}[\frac{1}{p}] := \{ \frac{n}{p^n} \in \mathbb{Q}; n \in \mathbb{Z} \} \). Then, for a monoid \( P \), the group \( P^{\mathbb{P}} \otimes \mathbb{Z}[\frac{1}{p}] \) is defined.

**Definition 2.1.1.** For an integral monoid \( P \), we put
\[
P[\frac{1}{p}] := \{ x \in P^{\mathbb{P}} \otimes \mathbb{Z}[\frac{1}{p}]; \exists n \in \mathbb{N}, p^n x \in P \}.
\]

**Definition 2.1.2.** For an integral monoid \( P \), define the function \( u : P[\frac{1}{p}] \to \mathbb{N} \) by
\[
u(x) = u_P(x) := \min\{n \geq 0; p^n x \in P\}.
\]

**Lemma 2.1.3.** Let \( P \) be an integral monoid.

(1) For any \( x \in P[\frac{1}{p}] \), \( u(px) = u(x) - 1 \).

(2) For any \( x, y \in P[\frac{1}{p}] \), \( u(x + y) \leq \max\{u(x), u(y)\} \).

**Proof.** Trivial. \( \square \)

Note that, for an integral monoid \( P \), the function \( u_{P^{\mathbb{P}}} : P^{\mathbb{P}}[\frac{1}{p}] \to \mathbb{N} \) is also defined.

**Lemma 2.1.4.** Let \( P \) be a saturated monoid. Then \( u_P(x) = u_{P^{\mathbb{P}}}(x) \) for \( x \in P[\frac{1}{p}] \).

**Proof.** We have \( u_P(x) \geq u_{P^{\mathbb{P}}}(x) \) by definition. On the other hand, since \( p^{\nu_P(x)} - P^{\mathbb{P}}(x)p^{\nu_{P^{\mathbb{P}}}(x)}x \in P \)
and \( P \) is saturated, \( p^{\nu_{P^{\mathbb{P}}}(x)}x \in P \). Hence \( u_P(x) \leq u_{P^{\mathbb{P}}}(x) \). \( \square \)

2.2 \( P \)-basic Witt differential

Let \( p \) be a prime, let \( R \) be a \( \mathbb{Z}(p) \)-algebra and let \( P \) be an fs monoid with \( P^{\mathbb{P}} \) torsion free, and we fix an isomorphism \( P^{\mathbb{P}} \cong \mathbb{Z}^r \). In the following in this article, we denote the image of \( x \in P \) by the canonical map \( P \to R[P] \) by \( T^x \) and put \( X^x := [T^x] \in W(R[P]) \). In this subsection, we introduce the notion of \( P \)-basic Witt differentials and prove that any element in \( \Lambda^*(R[P], P) \) can be written as a sum of \( P \)-basic Witt differentials.

**Definition 2.2.1.** For \( x \in P[\frac{1}{p}] \) and \( \xi \in V^{\nu(x)} W(R) \), we define the \( P \)-basic Witt differential \( b(\xi, x) \in W(R[P]) \) of degree 0 by
\[
b(\xi, x) = V^{\nu(x)} (\eta X^{p^{\nu(x)}x}),
\]
where \( \xi = V^{\nu(x)} \eta \). We call \( x \) the weight of \( b(\xi, x) \).

Note that, by construction in \([\mathbb{M}] \) Sec. 3.4, \( \Lambda^0_{(R[P], P)/(R, s)} = W(R[P]) \).

**Lemma 2.2.2.** Any element in \( W(R[P]) \) can be written uniquely as the following convergent sum:
\[
\sum_{x \in P[\frac{1}{p}]} b(\xi_x, x) \quad (\xi_x \in W(R)).
\]

Here the convergence means that, for any \( m \in \mathbb{N} \), \( \xi_x \in V^m W(R) \) for almost all \( x \). Moreover, the above element belongs to \( \text{Ker}(W(R[P]) \to W_m(R[P])) \) if and only if \( \xi_x \in V^m W(R) \) for all \( x \in P[\frac{1}{p}] \).

**Proof.** (cf. \([\mathbb{LZ}] \) Prop. 2.3) Take any \( z \in W(R[P]) \) and let \( w_0(z) = \sum_{x \in P} a_x T^x (a_x \in R) \). Then
\[
z - \sum_{x \in P} [a_x] X^x \in V^m W(R[P]).
\]
Using this and arguing by induction, we obtain the unique expression of \( z \) of the form
\[
z = \sum_{m \geq 0, x \in P} V^m ([a_{x,m}] X^x).
\]
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Next we rewrite the each term in the following way: For each \( m, x \), let \( n \) be the maximal element in \( \mathbb{N} \) with \( p^{-n}x \in P \) and \( n \leq m \). Then

\[
V^m([a_{x,m}]X^x) = V^{m-n}(V^m[a_{x,m}]X^{p^{-n}x}).
\]

Then we obtain the required expression for \( z \). The latter assertion also follows from this argument. \( \square \)

**Lemma 2.2.3.** A product of \( P \)-basic Witt differentials of degree 0 is again a \( P \)-basic Witt differential of degree 0.

**Proof.** It suffices to prove that the product of \( b(\xi_1, x_1), b(\xi_2, x_2) \) is a \( P \)-basic Witt differential of degree 0 when \( u(x_1) \geq u(x_2) \). The product is calculated as follows:

\[
\begin{align*}
b(\xi_1, x_1)b(\xi_2, x_2) &= V^{u(1)}(\eta_1 X^{p^{u(1)}(x_1)})V^{u(2)}(\eta_2 X^{p^{u(2)}(x_2)})
-\quad V^{u(1)}(\eta_1 X^{p^{u(1)}(x_1)-u(x_2)})V^{u(2)}(\eta_2 X^{p^{u(2)}(x_2)})
-\quad V^{u(1)}(\eta_1 X^{p^{u(1)}(x_1)}(p^{u(2)}\eta_2 X^{p^{u(2)}(x_2)}))
-\quad V^{u(1)}(\eta_1 X^{p^{u(1)}(x_1)-u(x_2)}(p^{u(2)}\eta_2 X^{p^{u(2)}(x_2)}))
-\quad V^{u(1)}(\eta_1 X^{p^{u(1)}(x_1)-u(x_2)}(\eta_2 X^{p^{u(2)}(x_1+x_2)})).
\end{align*}
\]

Since \( u(x_1 + x_2) \leq u(x_1) \), we can calculate further as follows:

\[
\begin{align*}
&V^{u(1)}(\eta_1 X^{p^{u(1)}(x_1)-u(x_2)}(\eta_2 X^{p^{u(2)}(x_1+x_2)}))
-\quad V^{u(1)}(\eta_1 X^{p^{u(1)}(x_1)-u(x_2)}(\eta_2 X^{p^{u(2)}(x_1)}))
-\quad V^{u(1)}(\eta_1 X^{p^{u(1)}(x_1)-u(x_2)+x_2})(\eta_2 X^{p^{u(2)}(x_1+x_2+2)})
-\quad V^{u(1)}(\eta_1 X^{p^{u(1)}(x_1)-u(x_2)+x_2})(\eta_2 X^{p^{u(2)}(x_1+x_2+2)}).
\end{align*}
\]

The last one is a \( P \)-basic Witt differential of degree 0. \( \square \)

Next we discuss the elements of degree 1. Since \( P \to W\Lambda^1_{(R[P],\mathbb{P})/(R,+)}: x \mapsto d\log X^x \) is a homomorphism of monoids, it induces the group homomorphism \( \mathbb{Z}^r \cong P^{op} \to W\Lambda^1_{(R[P],\mathbb{P})/(R,+)} \). We denote the image of the \( i \)-th standard basis of \( \mathbb{Z}^r \) by \( d\log X_i \).

**Definition 2.2.4.** For \( x \in P_{[\frac{1}{p}]}^1, \xi \in V^{u(x)}W(R) \) and \( n = 0, 1, \ldots, r \), we define the \( P \)-basic Witt differential \( b(\xi, x, n) \) in \( W\Lambda^1_{(R[P],\mathbb{P})/(R,+)} \) of degree 1 as follows:

\[
b(\xi, x, n) = \begin{cases} \sum \frac{db(\xi, x)}{X^{n}} (n = 0), \\
\frac{b(\xi, x)}{d\log X_n} (n \neq 0). \end{cases}
\]

Here \( b(\xi, x) \) is the \( P \)-basic Witt differential of degree 0. \( x \) is called the weight of \( b(\xi, x, n) \).

**Proposition 2.2.5.** Any element in \( W\Lambda^1_{(R[P],\mathbb{P})/(R,+)} \) can be written as the following convergent sum

\[
\sum_{x \in P_{[\frac{1}{p}]}^1, 0 \leq n \leq r} b(\xi_{x,n}, x, n) \quad (\xi_{x,n} \in V^{u(x)}W(R)),
\]

where the convergence is defined in the same way as that in Lemma 2.2.2.

Note that we do not claim the uniqueness of the expression in the above proposition.

**Proof.** Note first that, by Lemma 2.2.2 and Lemma 2.2.3 any element in \( W\Lambda^1_{(R[P],\mathbb{P})/(R,+)} \) is written as the convergent sum of the elements of the following types:

1. \( b(\xi, x)d\log X^y \),
2. \( b(\xi_1, x_1)db(\xi_2, x_2) \).
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Here \( y \in P \) and \( b(\xi, x), b(\xi_1, x_1), b(\xi_2, x_2) \) are \( P \)-basic Witt differentials of degree 0. So it suffices to prove that the element of the above types can be written as a sum of \( P \)-basic Witt differentials of degree 1.

An element of type 1 is calculated as follows: Denote the image of \( y \in P \) by the map \( P \to P^{gp} \cong \mathbb{Z}^r \) by \((y_i)\). Then
\[
b(\xi, x) d\log X^y = b(\xi, x) \sum_{i=1}^r y_i d\log X_i = \sum_{i=1}^r b(y_i, \xi, x, i).
\]

An element of type 2 is calculated as follows:

**Case 1** The case \( u(x_1) \geq u(x_2) \).

We denote the image of \( P^{u(x_2)}x_2 \in P \) by the map \( P \to P^{gp} \cong \mathbb{Z}^r \) by \((z_i)\). Then,
\[
b(\xi_1, x_1) db(\xi_2, x_2) = V_{u(x_1)}(\eta_1 X^{p_{u(x_1)}x_1}) dV_{u(x_2)}(\eta_2 X^{p_{u(x_2)}x_2})
\]
\[
= V_{u(x_2)}(\eta_1 X^{p_{u(x_1)}x_1}) dV_{u(x_2)}(\eta_2 X^{p_{u(x_2)}x_2})
\]
\[
= V_{u(x_2)}(\eta_1 X^{p_{u(x_1)}x_1}) (\eta_2 X^{p_{u(x_2)}x_2} d\log X^{p_{u(x_2)}x_2})
\]
\[
= V_{u(x_2)}(\eta_1 X^{p_{u(x_1)}x_1}) (\eta_2 X^{p_{u(x_2)}x_2} \sum_i z_i d\log X_i)
\]
\[
= \sum_i V_{u(x_2)}(\eta_1 X^{p_{u(x_1)}x_1})(\eta_2 z_i X^{p_{u(x_2)}x_2} d\log X_i)
\]
\[
= \sum_i V_{u(x_2)}(\eta_1 X^{p_{u(x_1)}x_1})(\eta_2 z_i X^{p_{u(x_2)}x_2} d\log X_i)
\]
\[
= \sum_i V_{u(x_1)}(\eta_1 z_i X^{p_{u(x_1)}x_1})(\eta_2 X^{p_{u(x_2)}x_2} d\log X_i)
\]
\[
= \sum_i V_{u(x_1)}(\eta_1 z_i X^{p_{u(x_1)}x_1})(\eta_2 X^{p_{u(x_2)}x_2} d\log X_i).
\]

The coefficient of \( d\log X_i \) on the right hand side is written as a sum of \( P \)-basic Witt differentials of degree 0 by Lemma 2.2.2. Thus the above element is written as a sum of the elements of the form \( b(\xi, x, n) \) with \( n = 1, \ldots, r \).

**Case 2** The case \( u(x_1) < u(x_2) \).

By Leibniz rule,
\[
b(\xi_1, x_1) db(\xi_2, x_2) = d(b(\xi_1, x_1) b(\xi_2, x_2)) - b(\xi_2, x_2) db(\xi_1, x_1).
\]

By Lemma 2.2.2 \( b(\xi_1, x_1) b(\xi_2, x_2) \) is a \( P \)-basic Witt differential of degree 0 and so the first term of the above element is of the form \( b(\xi, x, 0) \). The second term is written as a sum of the elements of the form \( b(\xi, x, n) \) with \( n = 1, \ldots, r \) by Case 1.

So we finished the proof of the proposition. \( \square \)

Finally we discuss the elements of higher degree.

**Definition 2.2.6.** For \( x \in P^{|P|} \), \( \xi \in V^{u(x)} W(R) \) and \( I \subset \{0, 1, \ldots, r\} \), we define the \( P \)-basic Witt differential \( b(\xi, x, I) \in WA_{(R/P, R)/L(R)} \) in the following way:
\[
b(\xi, x, I) = \begin{cases} db(\xi, x) \bigwedge_{i \in I} \{ d\log X_i \} & (0 \in I), \\
b(\xi, x) \bigwedge_{i \in I} d\log X_i & (0 \notin I). \end{cases}
\]

Here \( b(\xi, x) \) is the \( P \)-basic Witt differential of degree 0 and for \( I = \{i_1, \ldots, i_s\} \subset [1, r] \) \((i_1 < \cdots < i_s)\),
\[
\bigwedge_{i \in I} d\log X_i := d\log X_{i_1} \wedge \cdots \wedge d\log X_{i_s}.
\]

(When \( I = \emptyset \), we put \( \bigwedge_{i \in I} d\log X_i := 1 \)). We call \( x \) the weight of \( b(\xi, x, I) \).
By definition, we have
\[
db(\xi, x, I) = \begin{cases} 
0 & (0 \in I), \\
b(\xi, x, I \cup \{0\}) & (0 \notin I).
\end{cases}
\]

**Corollary 2.2.7.** Any element in \(W\Lambda_{(R[P], P)/(R, +)}^n\) can be written as the following convergent sum
\[
\sum_{\substack{s \in P[\frac{1}{I}], \ I \subset [n, r], |I| = n}} b(\xi, x, I) \ (\xi, n \in V^m(R, W(\xi))),
\]
where the convergence means that, for any \(m \in \mathbb{N}\), \(\xi, x, I \in V^m(R, W(\xi))\) for almost all \((x, I)\).

**Proof.** We prove the claim by induction on \(n\). Because we proved the claim in the case \(n = 0, 1\), we may assume the claim in the case \(n = k\) and prove the claim in the case \(n = k + 1\). An element in \(W\Lambda_{(R[P], P)/(R, +)}^{k+1}\) is written as a convergent sum of elements of the form \(\omega d\log X_1\) or the form \(\omega db(\xi', x')\), where \(\omega \in W\Lambda_{(R[P], P)/(R, +)}^k\). By induction hypothesis, \(\omega\) is of the form
\[
\omega = \sum_{\substack{s \in P[\frac{1}{I}], \ I \subset [n, r], |I| = k}} b(\xi, x, I).
\]
Thus we may assume that \(\omega = b(\xi, x, I)\).

In the first case, the claim follows from the equality
\[
b(\xi, x, I) \bigwedge d\log X_1 = \begin{cases} 
0 & (l \in I), \\
b(\pm \xi, x, I \cup \{l\}) & (l \notin I).
\end{cases}
\]

In the second case,
\[
b(\xi, x, I) db(\xi', x') = \begin{cases} 
\db(\xi, x, I) \bigwedge_{i \in I \setminus \{0\}} d\log X_1 \bigwedge db(\xi', x') & (0 \in I), \\
b(\xi, x, I) \bigwedge_{i \in I} d\log X_1 \bigwedge db(\xi', x') & (0 \notin I).
\end{cases}
\]

On the right hand side, \(b(\xi, x, I) db(\xi', x')\) is written as a sum of \(P\)-basic Witt differentials by Proposition 2.2.3. Also, if we express the element \(b(\xi, x, I) db(\xi', x')\) as a sum
\[
\sum_{x \in P[\frac{1}{I}], 0 \leq n \leq r} b(\xi, x, n, x, n)
\]
of \(P\)-basic Witt differentials, we have the equality
\[
\db(\xi, x, I) db(\xi', x') = \sum_{x \in P[\frac{1}{I}], 1 \leq n \leq r} b(\xi, x, n, \{0, n\})
\]
and so it is a sum of \(P\)-basic Witt differentials. Therefore, \(b(\xi, x, I) db(\xi', x')\) is expressed as a sum of \(P\)-basic Witt differentials, as required.

### 2.3 Basic Witt differential in the sense of Langer-Zink

In this subsection, let \(R\) be a \(\mathbb{Z}(p)\)-algebra and we consider the relative log de Rham-Witt complex \(W\Lambda^*_{(R[P], P)/(R, +)}\) in the case \(P = \mathbb{Z}^r\). We prove that any element in it is written as a convergent sum of basic Witt differentials in the sense of Langer-Zink [12].

First we compare the relative log de Rham-Witt complex \(W\Omega^*_{(R[\mathbb{Z}^r], \mathbb{Z}^r)/(R, +)}\) with the relative de Rham-Witt complex \(W\Omega^*_{(R[\mathbb{Z}^r], \mathbb{Z}^r)/(R)}\) without log structures. The ring \(R[\mathbb{Z}^r]\) is isomorphic to the Laurent polynomial ring \(R[T_1^{\pm 1}, \ldots, T_r^{\pm 1}]\). We put \(X_i := [T_i] \in W(R[T_1^{\pm 1}, \ldots, T_r^{\pm 1}])\) and for \(x \in \mathbb{Z}^r\), we put \(X^x := [T^x]\).

**Lemma 2.3.1.** We can put a natural structure of log \(F-V\)-procomplex on \(\{Wm\Omega_{(R[\mathbb{Z}^r], \mathbb{Z}^r)/(R)}\}_{m \in \mathbb{N}}\), and it is isomorphic as log \(F-V\)-procomplex to \(\{Wm\Lambda^*_{(R[\mathbb{Z}^r], \mathbb{Z}^r)/(R, +)}\}_{m \in \mathbb{N}}\).
Proof. We define for each m the map $d \log : \mathbb{Z}^r \to W_m \Omega^*_{R|Z^r|/R}$ by

$$Z^r \ni x \mapsto d \log X^x := X^{-x} dX^x.$$  

Then, the pair $(d, d \log)$ (where $d$ is the the derivation $W_m(R) \to W_m \Omega^1_{R|Z^r|/R}$) forms a log derivation and this definition is compatible with respect to $m$. Also, we have the equality $d \circ d \log = 0$ (where $d$ is the $W_m \Omega^*_{R|Z^r|/R} \to W_m \Omega^2_{R|Z^r|/R}$) and the equality

$$F d \log X^x = F(X^{-x}) F(dX^x) = X^{-p} X^{(p-1)x} dX^x = X^{-p} X^{p} d \log X^x = d \log X^x.$$  

Hence, with this log derivation, we can regard $\{W_m \Omega^*_{R|Z^r|/R}\}_{m \in \mathbb{N}}$ as a log F-V-procomplex.

By the universality, there exists a unique morphism of log F-V-procomplexes

$$\varphi : \{W_m A^*_{(R,Z^r)/(R,*)}\}_{m \in \mathbb{N}} \to \{W_m \Omega^*_{R|Z^r|/R}\}_{m \in \mathbb{N}}$$  

and a unique morphism of F-V-procomplexes

$$\psi : \{W_m \Omega^*_{R|Z^r|/R}\}_{m \in \mathbb{N}} \to \{W_m A^*_{(R,Z^r)/(R,*)}\}_{m \in \mathbb{N}}.$$  

Moreover, by the definition of $d \log$ given above, we see that $\psi$ is a morphism of log F-V-procomplexes. Thus, by the universality again, we have equalities $\psi \circ \varphi = \text{id}$, $\varphi \circ \psi = \text{id}$. So the lemma is proved. □

Thus, in the following, we will prove that any element in $W \Omega^*_{R|Z^r|/R} = \bigodot W \Omega^*_{R[T_{1}, ..., T_{n}]}/R[T_{1}, ..., T_{n}]$ is written uniquely as a convergent sum of basic Witt differentials in the sense of Langer-Zink. The rest of the argument in this subsection is based on the argument in the case of $W \Omega^*_{R[T_{1}, ..., T_{n}]}/R$ treated in [LZ]. (See also [M] Sec. 4.)

Let $p^{-\infty}$ be a symbol with rules $p \cdot p^{-\infty} := p^{-\infty}, p^{-1} \cdot p^{-\infty} := p^{-\infty}, \text{ord}_p p^{-\infty} := -\infty$. We call a map of sets $k : [1, r] \to \mathbb{Z}_{\geq 0} \cup \{p^{-\infty}\}$ a weight and we will denote its value $k(i)$ at $i$ simply by $k_i$ in the following. We put $\text{supp } k := \{i \in [1, r]; k_i \neq 0\}$. For a weight $k$, we define $k^+$ by

$$(k^+) := \big\{ \begin{array}{ll}
0 & (k_i = p^{-\infty}), \\
k_i & (k_i \neq p^{-\infty}).
\end{array}$$

For each weight $k$, we put a total order $\text{supp } k = \{i_1, i_2, \ldots, i_s\}$ on the set $\text{supp } k$ in such a way that the inequality $\text{ord}_p k_i \leq \text{ord}_p k_{i+1}$ holds for any $j$. Also, we assume that the total order on $\text{supp } k$ is equal to that on $\text{supp } p^k(a \in \mathbb{Z})$.

We call a subset $I$ of $\text{supp } k$ an interval if any element $a \in \text{supp } k$ which is bigger than some element $b$ in $I$ and smaller than some element $c$ in $I$ with respect to the total order on $\text{supp } k$ belongs to $I$.

A tuple $P := (I_{-\infty}, I_0, I_1, \ldots, I_l)$ of intervals in $\text{supp } k$ is called a partition of $\text{supp } k$ if $I_{-\infty} = \{i \in [1, r]; k_i = p^{-\infty}\}$, $\text{supp } k := I_{-\infty} \cup I_0 \cup \cdots \cup I_l, I_0, \ldots, I_l \neq \emptyset$ and if any element in $I_j$ is smaller than any element in $I_{j+1}$ with respect to the total order in $\text{supp } k$ for $j = 0, \ldots, l - 1$.

For a weight $k$ and a nonempty set $I \subset [1, r]$ with $k_i \neq p^{-\infty}$ for all $i \in I$, let $t(k_i) \in \mathbb{Z}$ be the unique integer such that the elements $p^{t(k_i)} k_i$ ($i \in I$) are all integers and at least one of them is prime to $p$. Also, we put $u(k_i) := \max\{t(k_i), 0\}$. When there is no risk of confusion, we will denote $t(k_i), u(k_i)$ simply by $t(I)$, $u(I)$, respectively. Also, we put $t(\emptyset) = u(\emptyset) := 0$.

For a triple $(\xi, k, P)$ consisting of a weight $k$, its partition $P = (I_{-\infty}, I_0, I_1, \ldots, I_l)$ and $\xi = \bigodot_{i \in I} \eta \in V^{|I|} W(R)$ (where $I = \text{supp } k^+$), we define the element $\hat{\xi}(\xi, k, P)$ in $W|_{R|Z^r|/R}$ by

$$\hat{\xi}(\xi, k, P) := c(\xi, k^+, (I_0, \ldots, I_l)) \cdot \bigwedge_{i \in I_{-\infty}} d \log X^i,$$  

where $c(\xi, k^+, (I_0, \ldots, I_l))$ is defined analogously to the case of [LZ] in the following way (cf. Section 1.1):

We put $X^{v(i_1)k_{i_1}} := \prod_{j \in I_0} X_j^{v(i_1)k_{i_1}}$ for each $0 \leq i \leq l$. Then, when $I_0 \neq \emptyset$,  

$$c(\xi, k^+, (I_0, \ldots, I_l)) := V^{v(i_0)}(\eta X^{u(I_0)k_{i_1}}) d^{v(i_1)}(X^{t(I_1)k_{i_1}}) \cdots d^{v(i_l)}(X^{t(I_l)k_{i_l}}).$$

When $I_0 = \emptyset, t(I_1) \geq 1$,  

$$c(\xi, k^+, (I_0, \ldots, I_l)) := d^{v(i_1)}(\eta X^{t(I_1)k_{i_1}}) d^{v(i_2)}(X^{t(I_2)k_{i_2}}) \cdots d^{v(i_l)}(X^{t(I_l)k_{i_l}}).$$
When $I_0 = \emptyset, t(I_1) \leq 0$,

$$e(\xi, k^+,(I_0, \ldots, I_l)) := \eta d^{v^{(1)}}(X^{t(I_1)k_{I_1}}) \cdots d^{v^{(l)}}(X^{t(I_l)k_{I_l}}).$$

Here, when $t(I_l) < 0$, we put

$$d^{v^{(l)}}(X^{t(I_l)k_{I_l}}) := e^{-t(I_l)} dX^{t(I_l)k_{I_l}}.$$

We denote the image of $\hat{e}(\xi, k, \mathcal{P})$ in $W_m\Omega^{[1]}_{R[\mathbb{Z}]/R}$ or that of $e(\xi, k^+, (I_0, \ldots, I_l))$ in $W_m\Omega^{[1]}_{R[\mathbb{Z}]/R}$ by the same symbol. We call an element in $W_m\Omega^{[1]}_{R[\mathbb{Z}]/R}$ or $W_m\Omega^{[1]}_{R[\mathbb{Z}]/R}$ of the form $\hat{e}(\xi, k, \mathcal{P})$ a basic Witt differential. A weight $k$ is called integral if $k^+_i \in \mathbb{Z}$ for any $i$.

As for the derivation and the action of $V$ on basic Witt differentials $\hat{e}(\xi, k, (I_\infty, I_0, \ldots, I_l))$, we can prove the following rule in exactly the same way as [LZ Prop. 2.5, [M] Sec. 4.1]:

**Lemma 2.3.2.** (1) $\hat{d}e(\xi, k, (I_\infty, I_0, \ldots, I_l))$

$$= \begin{cases} 0 & (I_0 = \emptyset \text{ or supp } k^+ = \emptyset), \\ \hat{e}(\xi, k, (I_\infty, \emptyset, I_0, \ldots, I_l)) & (I_0 \neq \emptyset, k^+ \text{ is not integral}), \\ p^l(I_0) e(\xi, k, (I_\infty, \emptyset, I_0, \ldots, I_l)) & (I_0 \neq \emptyset, k^+ \text{ is integral}). \end{cases}$$

(2) $V e(\xi, k, (I_\infty, I_0, \ldots, I_l))$

$$= \begin{cases} \hat{e}(V \xi, \frac{1}{k} k, (I_\infty, I_0, \ldots, I_l)) & (I_0 \neq \emptyset \text{ or } \frac{1}{k} k^+ \text{ is integral}), \\ \hat{e}(p^l \xi, \frac{1}{k} k, (I_\infty, I_0, \ldots, I_l)) & (I_0 = \emptyset, \frac{1}{k} k^+ \text{ is not integral}). \end{cases}$$

**Proposition 2.3.3.** Any element in $W_\Omega^\bullet_{R[\mathbb{Z}]/R}$ is written as a convergent sum of basic Witt differentials. Namely, any $\omega \in W_\Omega^\bullet_{R[\mathbb{Z}]/R}$ is written as a convergent sum

$$\omega = \sum_{k, \mathcal{P}} \hat{e}(\xi, k, \mathcal{P}),$$

where the definition of the convergence is the same as that in Lemma 2.3.2.

**Proof.** In this proof, we denote $W_\Omega^\bullet_{R[\mathbb{Z}]/R}$ by $W_\Omega^\bullet_{R[T_1^{\pm1}, \ldots, T_l^{\pm1}]/R}$. Also, let $x_i, X^x (x \in \mathbb{Z})$ be as in the beginning of this subsection. We prove the proposition by reducing to a result in [LZ].

Since any element in $W_\Omega^\bullet_{R[T_1^{\pm1}, \ldots, T_l^{\pm1}]/R}$ is written as a convergent sum of elements of the form

$$V^{n_1}(\eta_1 X^{x_1}) d^{V^{n_2}}(\eta_2 X^{x_2}) \cdots d^{V^{n_l}}(\eta_l X^{x_l}),$$

(2.3)

it suffices to prove that the element (2.3) has the expression in the statement of the proposition, by induction on $l$.

First, we prove that we can reduce to the case $n_1 \geq n_2 \geq \cdots \geq n_l$. By changing the order of $d^{V^{n_j}}(\eta_j X^{x_j}) (j = 2, \ldots, l)$, we may assume that $n_2 \geq \cdots \geq n_l$. If $n_1 \leq n_2$, we use the equality

$$V^{n_1}(\eta_1 X^{x_1}) d^{V^{n_2}}(\eta_2 X^{x_2}) = d(V^{n_1}(\eta_1 X^{x_1}) V^{n_2}(\eta_2 X^{x_2})) - V^{n_2}(\eta_2 X^{x_2}) d^{V^{n_1}}(\eta_1 X^{x_1})$$

to rewrite the element (2.3) to the form

$$d(V^{n_1}(\eta_1 X^{x_1}) V^{n_2}(\eta_2 X^{x_2}) \cdots V^{n_l}(\eta_l X^{x_l})) - V^{n_2}(\eta_2 X^{x_2}) d^{V^{n_1}}(\eta_1 X^{x_1}) \cdots d^{V^{n_l}}(\eta_l X^{x_l}).$$

(2.4)

If we put $\omega := V^{n_1}(\eta_1 X^{x_1}) V^{n_2}(\eta_2 X^{x_2}) \cdots V^{n_l}(\eta_l X^{x_l})$, the first term in (2.4) is equal to $d\omega$. Since $\omega \in W_\Omega^\bullet_{R[T_1^{\pm1}, \ldots, T_l^{\pm1}]/R}$ is written as a convergent sum of in the statement of the proposition by induction hypothesis, so is the element $d\omega$ by Lemma 2.3.2. Also, since $n_2 \geq n_j (j = 1, 2, \ldots, l)$, by changing the order of $d^{V^{n_j}}(\eta_j X^{x_j}) (j = 1, 3, 4, \ldots, l)$ we can rewrite the second term in (2.4) to an element of the form (2.3) with the condition $n_1 \geq n_2 \geq \cdots \geq n_l$ (up to the multiplication by ±1). Thus we can reduce to the case $n_1 \geq n_2 \geq \cdots \geq n_l$.

Then we have

$$V^{n_1}(\eta_1 X^{x_1}) d^{V^{n_2}}(\eta_2 X^{x_2}) \cdots d^{V^{n_l}}(\eta_l X^{x_l}) = V^{n_1} \left( \prod_{i=1}^l P^{n_{i-1}} \eta_i X^{x_i} F^{n_{i-1}} dX^{x_i} \right).$$
By Lemma 2.3.2 if the element within the bracket on the right hand side is written as a convergent sum of basic Witt differentials, then so is the element on the left hand side. So we can work with the element within the bracket on the right hand side. If we put \( \prod_{i=1}^{d} p_{i} x_{i} =: \xi \), this element is rewritten as follows:

\[
\xi X^{x_{1}}dX^{x_{2}} \cdots dX^{x_{n}} = \xi \prod_{i=1}^{d} x_{i}^{(p_{i} - 1)}dX^{x_{i}} \cdots dX^{x_{n}}.
\]

Moreover, by using Leibniz rule, we can rewrite the derivation \( dX^{x_{1}} \) of a monomial \( X^{x_{1}} \) involving many variables to a finite sum of the product of a polynomial and the derivation \( dX^{y_{j}} \) of a monomial \( X^{y_{j}} \) involving only one variable. Using this fact, we can work with an element of the form

\[
\xi X^{y_{1}}dX^{x_{1}} \cdots dX^{x_{n}}
\]

with \( \xi \in \mathcal{W}(R), y \in \mathbb{Z}(1 \leq i \leq r), x_{i} \in \mathbb{Z} \neq 0 \). If we denote the \( i_{k} \)-th entry of \( y \) by \( y_{ik} \), we have the equality

\[
X^{y_{ik}}dX^{x_{ik}} = \begin{cases} 
X^{y_{ik}+x_{ik}-1}dX^{x_{ik}} & (y_{ik} + x_{ik} \geq 1), \\
-x_{ik}X^{y_{ik}+x_{ik}}dX^{x_{ik}-1} & (y_{ik} + x_{ik} \leq -1), \\
x_{ik}X^{-1}dX^{x_{ik}} & (y_{ik} + x_{ik} = 0).
\end{cases}
\]

Using this and renumbering the indices, we can rewrite the element \( \xi X^{y_{1}}dX^{x_{1}} \cdots dX^{x_{n}} \) into an element of the form

\[
\xi' \prod_{i=1}^{a} X_{i}^{y_{i}} \prod_{i=a+1}^{b} X_{i}^{y_{i}} \bigwedge_{i=b+1}^{c} X_{i}^{y_{i}}dX_{i} \bigwedge_{i=c+1}^{d} X_{i}^{y_{i}}dX_{i}^{-1} \bigwedge_{i=d+1}^{e} d\log X_{i} \tag{2.5}
\]

with \( 0 \leq a \leq b \leq c \leq d \leq e \leq r \), \( \xi' \in \mathcal{W}(R) \) and \( y_{i} \in \mathbb{Z} \) such that \( y_{i} > 0 \) for \( i \in [1, a] \cup [b + 1, c] \) and \( y_{i} < 0 \) for \( i \in [a + 1, b] \cup [c + 1, d] \). If we can write the element

\[
\xi' \prod_{i=1}^{a} X_{i}^{y_{i}} \prod_{i=a+1}^{b} X_{i}^{y_{i}} \bigwedge_{i=b+1}^{c} X_{i}^{y_{i}}dX_{i} \bigwedge_{i=c+1}^{d} X_{i}^{y_{i}}dX_{i}^{-1} \bigwedge_{i=d+1}^{e} d\log X_{i} \tag{2.6}
\]

as a convergent sum of basic Witt differentials in \( \mathcal{W}_{R}^{\bullet}(T_{1}^{\pm 1}, \ldots, T_{d}^{\pm 1}) / R \), we can write the element \( \xi' \) also as a convergent sum of basic Witt differentials in \( \mathcal{W}_{R}^{\bullet}(T_{1}^{\pm 1}, \ldots, T_{d}^{\pm 1}) / R \) and so we are done. We define the ring homomorphism \( R[U_{1}, \ldots, U_{d}] \rightarrow R[T_{1}^{\pm 1}, \ldots, T_{d}^{\pm 1}] \) by

\[
U_{i} \mapsto T_{i} \quad (i \in [1, a] \cup [b + 1, c],) \]

\[
U_{i} \mapsto T_{i}^{-1} \quad (i \in [a + 1, b] \cup [c + 1, d],)
\]

and consider the induced map of relative log de Rham-Witt complexes

\[
\varphi: \mathcal{W}_{R}^{\bullet}(U_{1}, \ldots, U_{d}) / R \rightarrow \mathcal{W}_{R}^{\bullet}(T_{1}^{\pm 1}, \ldots, T_{d}^{\pm 1}) / R^{\bullet}.
\]

Then the element \( \xi' \) is the image of some element \( \tilde{\omega} \in \mathcal{W}_{R}^{\bullet}(U_{1}, \ldots, U_{d}) / R \) by \( \varphi \). By [LZ] Thm. 2.8, \( \tilde{\omega} \) is written as a convergent sum of basic Witt differentials in \( \mathcal{W}_{R}^{\bullet}(U_{1}, \ldots, U_{d}) / R \) and it is easy to see that the basic Witt differentials in \( \mathcal{W}_{R}^{\bullet}(T_{1}^{\pm 1}, \ldots, T_{d}^{\pm 1}) / R \) is sent to those in \( \mathcal{W}_{R}^{\bullet}(T_{1}^{\pm 1}, \ldots, T_{d}^{\pm 1}) / R \) by \( \varphi \). Therefore, the element \( \xi' \) is written as a convergent sum of basic Witt differentials in \( \mathcal{W}_{R}^{\bullet}(T_{1}^{\pm 1}, \ldots, T_{d}^{\pm 1}) / R^{\bullet} \) as required.

To prove the uniqueness of the expression in Proposition 2.3.3 we use the morphism

\[
\omega_{m}: W_{m+1}^{\bullet} \rightarrow \Omega_{R[\mathbb{Z}]}^{\bullet} / R^{\bullet},
\]

which we recalled in the end of Section 1.1. We calculate the image of the element \( \tilde{\epsilon}(\xi, k, P) \in W_{m+1}^{\bullet} \Omega_{R[\mathbb{Z}]}^{\bullet} / R^{\bullet} \) (\( P = (I_{-\infty}, I_{0}, \ldots, I_{l}) \)) by \( \omega_{m} \). When \( I_{-\infty} = \emptyset \), we have the following result by exactly the same argument as [LZ] Prop. 2.16.
Lemma 2.3.4. When \( I_{-\infty} = \emptyset \), the image of the element \( \hat{e} := \hat{e}(\xi, k, \mathcal{P}) \) by \( \omega_m \) is zero when \( p^m k \) is not integral. If \( p^m k \) is integral,

\[
\omega_m(\hat{e}) = \begin{cases} 
\omega_m(\xi)T^{p^m k_10}(p^{-\text{ord}_p(p^m k_1)}dT^{p^m k_1}) \cdots (p^{-\text{ord}_p(p^m k_i)}dT^{p^m k_i}) & (I_0 \neq \emptyset \text{ or } k \text{ is integral}) \\
\omega_m(\epsilon)(p^{-\text{ord}_p(p^m k_1)}dT^{p^m k_1}) \cdots (p^{-\text{ord}_p(p^m k_i)}dT^{p^m k_i}) & (I_0 = \emptyset).
\end{cases}
\]

Here, \( u = u(k_1), I = \supp k, V^m \eta = \xi \) and we put

\[
\eta(p^{-\text{ord}_p(p^m k_1)}dT^{p^m k_1}) := T(p^{-m - r^m}(p^m k_1))k_1dT^{p^m k_1}T^{p^m k_1}p^{-\text{ord}_p(p^m k_1)}.
\]

Also, the image of \( d\log X_i \) by \( \omega_m \) is calculated as follows:

\[
\omega_m(d\log X_i) = \omega_m(X_i^{-1}dX_i) = \omega_m(X_i^{-1})\delta(X_i) = T_i^{-p^m}dT_i = d\log T_i
\]

Thus we have

\[
\omega_m(\hat{e}(\xi, k, \mathcal{P})) = \omega_m(\epsilon(\xi, k^+, \mathcal{P})) \bigwedge_{i \in I_{-\infty}} d\log T_i
\]

generally. In particular, for a map \( k : [1, r] \to Z \sqcup \{p^{-\infty}\} \) (which we can regard as a weight if we embed the target \( Z \sqcup \{p^{-\infty}\} \) into \( \mathbb{Z}\frac{1}{p^{\infty}} \sqcup \{p^{-\infty}\} \)) and a partition \( \mathcal{P} = (I_{-\infty}, I_0, \cdots, I_t) \) of \( \supp k \), we define the element \( \hat{e}(k, \mathcal{P}) \in \Omega^\bullet_{\mathbb{R}(T^{1\times1} \cdots T^{1\times1})/R} \) by

\[
\hat{e}(k, \mathcal{P}) = T^{k_0}(p^{-\text{ord}_p(k_1)}dT^{k_1}) \cdots (p^{-\text{ord}_p(k_t)}dT^{k_t}) \bigwedge_{i \in I_{-\infty}} d\log T_i
\]

and call it a \( p \)-basic element. Then we have the following:

Lemma 2.3.5. The \( p \)-basic elements with all possible \( (k, \mathcal{P}) \)'s form a basis of \( \Omega^\bullet_{\mathbb{R}(T^{1\times1} \cdots T^{1\times1})/R} \) as \( R \)-module.

Proof. (cf. [LZ Prop. 2.1]) \( \Omega^\bullet_{\mathbb{R}(T^{1\times1} \cdots T^{1\times1})/R} \) is freely generated by the set

\[
\mathcal{A} := \{ T^k \bigwedge_{i \in J} d\log T_i ; k : [1, r] \to Z, J \subset [1, r], |J| = l \}
\]

as \( R \)-module. If we fix a map \( k : [1, r] \to Z \) and put \( \mathcal{A}_k := \{ T^k \bigwedge_{i \in J} d\log T_i ; J \subset [1, r], |J| = l \}, \mathcal{A}_k = (\mathcal{A}) \). We denote by \( R\mathcal{A}_k \) the \( R \)-submodule of \( \Omega^\bullet_{\mathbb{R}(T^{1\times1} \cdots T^{1\times1})/R} \) generated by \( \mathcal{A}_k \).

On the other hand, for a weight \( k' : [1, r] \to Z \sqcup \{p^{-\infty}\} \) and a partition \( \mathcal{P} = (I_{-\infty}, I_0, \cdots, I_t) \) of \( \supp k' \),

\[
\tau(k', \mathcal{P}) = T^{k'_0}(p^{-\text{ord}_p(k'_1)}dT^{k'_1}) \cdots (p^{-\text{ord}_p(k'_t)}dT^{k'_t}) \bigwedge_{i \in I_{-\infty}} d\log T_i
\]

\[
= \prod_{i=0}^{t'} T^{k'_i} \bigwedge_{i=1}^{t'} d\log T^{k'_{i-1}} \bigwedge_{i \in I_{-\infty}} d\log T_i.
\]

This element belongs to \( R\mathcal{A}_{k'} \) for some \( k'' : [0, 1] \to Z \). For the fixed \( k : [1, r] \to Z \), we calculate the number of pairs \( (k', \mathcal{P}) \) such that \( \tau(k', \mathcal{P}) \) belongs to \( R\mathcal{A}_k \).

The element (2.7) belongs to \( R\mathcal{A}_k \) if and only if \( (k')^+ = k \) and \( |I_{-\infty}| + l' = l \). (In particular, \( \alpha := \supp(k')^+ \) is uniquely determined.) Thus we can calculate the number of pairs \( (k', \mathcal{P}) \) in question in the following way:

(a) First we fix \( \beta := |I_{-\infty}| \). We calculate the number of subsets \( I_{-\infty} \) of order \( \beta \) in the set \([1, r] \setminus \supp k\) and the number of partitions \((I_0, \cdots, I_t)\) of \( \supp k \) with \( l' := l - \beta \), and multiply them.

(b) We take a sum of the numbers calculated in (a) for all possible \( \beta \)'s.
In (a), the number of subsets $I_{-\infty}$ is $\binom{r}{\beta}$. Also, since a partition $(I_0, \ldots, I_r)$ is uniquely determined by fixing the smallest elements of $I_1, \ldots, I_r$, the number of partitions $(I_0, \ldots, I_r)$ is equal to $\binom{r}{\beta}$. Therefore, we have

$$\sum_{\beta, \gamma} \binom{r}{\beta} \binom{r}{\gamma} = \sum_{\beta, \gamma} \binom{r}{\beta} \binom{r}{\gamma} = 1$$

Thus, by (b), the number of pairs in question is equal to $\sum_{\beta, \gamma} \binom{r}{\beta} \binom{r}{\gamma}$ and it is equal to $\binom{r}{\gamma}$. Therefore, it suffices to prove that the $p$-basic elements in $RA_k$ generate $RA_k$ as $R$-module. To do so, it suffices to prove that any element of the form $T^k \wedge_{i \in I} d \log T_i$ is written as an $R$-linear combination of $p$-basic elements.

By renumbering the indices, we may assume that $\sup k = [1, s]$. Then we have $T^k \wedge_{i \in I} d \log T_i = (T^k \wedge_{i \in J \cap \{1, s\}} d \log T_i) \wedge_{i \in J \setminus \{1, s\}} d \log T_i$. If we prove that $T^k \wedge_{i \in J \cap \{1, s\}} d \log T_i$ is written as an $R$-linear combination of $p$-basic elements in $\Omega^*_{R[T^{\pm 1}_1, \ldots, T^{\pm 1}_r]/R}$, we can prove that $T^k \wedge_{i \in J} d \log T_i$ is written as an $R$-linear combination of $p$-basic elements in $\Omega^*_{R[T^{\pm 1}_1, \ldots, T^{\pm 1}_r]/R}$ by multiplying with $\wedge_{i \in J \setminus \{1, s\}} d \log T_i$. Thus we may assume that $J \subseteq \sup k$ to prove the claim in the previous paragraph.

We define the morphism $\varphi : \Omega^*_{R[U_1, \ldots, U_r]/R} \rightarrow \Omega^*_{R[T^{\pm 1}_1, \ldots, T^{\pm 1}_r]/R}$ to be the one induced by the ring homomorphism $R[U_1, \ldots, U_r] \rightarrow R[T^{\pm 1}_1, \ldots, T^{\pm 1}_r]$ defined as follows:

$$U_i \mapsto T_i \quad (k_i \geq 0), \quad U_i \mapsto T_i^{-1} \quad (k_i \leq -1).$$

Then the element $T^k \wedge_{i \in J} d \log T_i$ is in the image of $\varphi$. Since any element in $\Omega^*_{R[U_1, \ldots, U_r]/R}$ can be written as an $R$-linear combination of $p$-basic elements by [LZ, Prop. 2.1] and $p$-basic elements in $\Omega^*_{R[U_1, \ldots, U_r]/R}$ are sent by $\varphi$ to $p$-basic elements in $\Omega^*_{R[T^{\pm 1}_1, \ldots, T^{\pm 1}_r]/R}$, we conclude that $T^k \wedge_{i \in J} d \log T_i$ is written as an $R$-linear combination of $p$-basic elements in $\Omega^*_{R[T^{\pm 1}_1, \ldots, T^{\pm 1}_r]/R}$. So we are done.

Now we can prove the following uniqueness result.

**Proposition 2.3.6.** Any element $\omega$ in $W_m \Omega^*_{R[\mathcal{Z}]/R}$ is written uniquely as the finite sum

$$\omega = \sum_{\xi, k, P} \hat{\epsilon}(\xi, k, P, k, P), \quad (\xi, k, P) \in V_{\omega(k)} W_{m-u(k)}(R),$$

where $k$ runs through weights with $p^{m-1}k$ integral.

Also, any element $\omega$ in $\Omega^*_{R[\mathcal{Z}]/R}$ is written uniquely as the convergent sum

$$\omega = \sum_{\xi, k, P} \hat{\epsilon}(\xi, k, P, k, P)$$

of basic Witt differentials. Here the convergence is defined in the same way as that in Proposition 2.3.5.

**Proof.** (cf. [LZ, Prop. 2.17]) By Proposition 2.3.3 it suffices to prove the uniqueness. Also, it suffices to prove the former assertion. Suppose that we have an equality in $W_m \Omega^*_{R[\mathcal{Z}]/R}$

$$0 = \sum_{\xi, k, P} \hat{\epsilon}(\xi, k, P, k, P).$$

We consider the images of it by the maps $\omega_0, \ldots, \omega_{m-1}$ which we recalled in the end of Section 1.1. By Lemma 2.3.3 and the paragraph after it, the images of basic Witt differentials are $p$-basic elements and by Lemma 2.3.5 they form a basis of $\Omega^*_{R[T^{\pm 1}_1, \ldots, T^{\pm 1}_r]/R}$ as $R$-module. Thus we see that $w_{i-u(k)}(\xi, k, P) = 0$ for $u(k) \leq i \leq m-1$. When $R$ is $p$-torsion free, this implies that $\xi, k, P = 0$. Thus we are done in the case $R$ is $p$-torsion free.

When $R$ is not necessarily $p$-torsion free, we prove the proposition by the same argument as the latter half of the proof in [LZ, Prop. 2.17], which we explain now. Take a $p$-torsion free $\mathbb{Z}(p)$-algebra $\hat{R}$ with $R = \hat{R}/\mathfrak{a}$ for some ideal $\mathfrak{a}$. Also, let

$$W_m \Omega^*_{\hat{R}[\mathcal{Z}]/\hat{R}} \subset W_m \Omega^*_{\hat{R}[\mathcal{Z}]/\hat{R}}$$

be the set of elements of the form

$$\sum_{\xi, k, P} \hat{\epsilon}(\xi, k, P, k, P)$$
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with each \(\xi_k,\wp\) in \(W_{m-u(k)}(a)\). We see that \(\{W_m\Omega_n^{\bullet}[\mathbb{Z}^r]/R\}_{m}\) is stable by \(F, V, d\). We consider the quotient

\[
E^\bullet_m := W_m\Omega^{\bullet}_{R[\mathbb{Z}^r]/R}/W_m\Omega^{\bullet}_{\tilde{R}[\mathbb{Z}^r]/\tilde{R}}.
\]

By definition, \(E^0_m = W_m(R[\mathbb{Z}^r])\). Since \(\{E^\bullet_m\}_{m}\) is an \(F-V\)-procomplex over the \(R\)-algebra \(R[\mathbb{Z}^r]\), we have the unique morphism \(\{W_m\Omega^{\bullet}_{R[\mathbb{Z}^r]/R}\}_{m} \rightarrow \{E^\bullet_m\}_{m}\) which makes the following diagram commutative:

\[
\begin{array}{ccc}
W_m\Omega^{\bullet}_{R[\mathbb{Z}^r]/R} & \rightarrow & E^\bullet_m.
\end{array}
\]

Now suppose that we have an equality

\[
0 = \sum_{k,\wp} \tilde{e}(\xi_k,\wp, k, \wp)
\]

in \(W_m\Omega^{\bullet}_{R[\mathbb{Z}^r]/R}\). We obtain a lifting of the terms on the right hand side by lifting each coefficient \(\xi_k,\wp\) to some \(\tilde{\xi}_k,\wp \in W_{m-u(k)}(\tilde{R})\). If we send these lifted terms to \(E^\bullet_m\), their sum is zero. Since \(\tilde{R}\) is \(p\)-torsion free, every element in \(W_m\Omega^{\bullet}_{R[\mathbb{Z}^r]/R}\) is written uniquely as a sum of basic Witt differentials as in the statement of the proposition, we conclude that \(\tilde{\xi}_k,\wp \in W_{m-u(k)}(a)\) for all \(k, \wp\). Hence \(\xi_k,\wp = 0\) for all \(k, \wp\) and so we are done.

By Proposition 2.3.6, we have the following immediate corollary.

**Corollary 2.3.7.** Any element in the kernel of the map \(W\Omega^{\bullet}_{R[\mathbb{Z}^r]/R} \rightarrow W_m\Omega^{\bullet}_{R[\mathbb{Z}^r]/R}\) is written uniquely as a convergent sum of basic Witt differentials \(\tilde{e}(\xi, k, \wp)\) with \(\xi \in V^m W(R)\).

### 2.4 Decomposition of relative log de Rham-Witt complex (I)

Let \(R\) be a \(\mathbb{Z}_{(p)}\)-algebra and let \(P\) be an fs monoid with \(P_{sp} \cong \mathbb{Z}^r\) torsion free. In this subsection, we introduce the notion of \(x\)-part \(W_m\Lambda^\bullet_{\{R[P], P\}/(R, s), x}\) of the relative log de Rham-Witt complex \(W_m\Lambda^\bullet_{\{R[P], P\}/(R, s)}\) for \(x \in \mathbb{P}^1_{\mathbb{Z}}\) and prove the direct sum decomposition

\[
W_m\Lambda^\bullet_{\{R[P], P\}/(R, s)} = \bigoplus_{x \in \mathbb{P}^1_{\mathbb{Z}}} W_m\Lambda^\bullet_{\{R[P], P\}/(R, s), x}.
\]

**Definition 2.4.1.** Let \(R, P\) be as above. For \(x \in \mathbb{P}^1_{\mathbb{Z}}\), we denote by \(WA^\bullet_{\{R[P], P\}/(R, s), x}\) the set of elements \(\omega\) in \(WA^\bullet_{\{R[P], P\}/(R, s)}\) which is written in the form

\[
\omega = \sum_{I \subset [0, x] \mid |I| = n} b(\xi_I, x, I).
\]

(2.8)

Also, we put

\[
W_m\Lambda^\bullet_{\{R[P], P\}/(R, s), x} := \text{Im}(WA^\bullet_{\{R[P], P\}/(R, s), x} \rightarrow W_m\Lambda^\bullet_{\{R[P], P\}/(R, s)}).
\]

We call them as the \(x\)-part of \(WA^\bullet_{\{R[P], P\}/(R, s)}\), \(W_m\Lambda^\bullet_{\{R[P], P\}/(R, s)}\), respectively.

By definition, the truncation map \(WA^\bullet_{\{R[P], P\}/(R, s)} \rightarrow W_m\Lambda^\bullet_{\{R[P], P\}/(R, s)}\) induces the morphism \(WA^\bullet_{\{R[P], P\}/(R, s), x} \rightarrow W_m\Lambda^\bullet_{\{R[P], P\}/(R, s), x}\) between \(x\)-parts.

**Lemma 2.4.2.** The derivation \(d\) preserves the \(x\)-part.

**Proof.** If \(\omega\) is of the form (2.8), \(d\omega = \sum_{0 \notin I \subset [1, x] \mid |I| = n} b(\xi_I, x, I \cup \{0\})\).

By **Definition 2.4.1**, the notion of \(x\)-part \(WA^\bullet_{\{P_{sp}, P_{sp}\}/(R, s), x}\) of \(WA^\bullet_{\{P_{sp}, P_{sp}\}/(R, s)}\) is defined for \(x \in \mathbb{P}^1_{\mathbb{Z}}\). We prove the relation of it with the basic Witt differentials defined in the previous subsection.
Lemma 2.4.3. Let $P$ be as above and let $x \in P^{sp}[\frac{1}{p}] \cong \mathbb{Z}[\frac{1}{p}]^r$. Then any element $\omega$ in $W\Lambda^\bullet_{R[P^{sp}],P^{sp}/(R,+),x}$ is written uniquely as a sum of basic Witt differentials whose weight $k$ satisfies the equality $k^+ = x$. Namely, $\omega$ is written uniquely in the following form:

$$\omega = \sum_{k^+ = x, P} c(\xi, k, P).$$

Proof. By Proposition 2.3.6, it suffices to prove the existence of the required expression. Since any element in $\omega \in W\Lambda^\bullet_{R[P^{sp}],P^{sp}/(R,+),x}$ is written uniquely as a sum of basic Witt differentials whose weight $k$ satisfies the equality $k^+ = x$.

Proof. By Proposition 2.3.6, it suffices to prove the existence of the required expression. Since any element in $\omega \in W\Lambda^\bullet_{R[P^{sp}],P^{sp}/(R,+),x}$ is written uniquely as a sum of basic Witt differentials whose weight $k$ satisfies the equality $k^+ = x$. Namely, $\omega$ is written uniquely in the following form:

$$\omega = \sum_{I \subseteq [0,r], |I| = n} b(\xi_I, x, I)$$

of $P^{sp}$-basic Witt differentials, it suffices to prove the lemma for a $P^{sp}$-basic Witt differential $b(\xi, x, I)$. In fact, we prove the following slightly stronger claim:

claim 1. Any $P^{sp}$-basic Witt differential $b(\xi, x, I)$ is written (uniquely) in the form

$$b(\xi, x, I) = \sum_{k^+ = x, P} c(\xi, k, P)$$

with each $\xi, k, P$ in the set $\mathbb{Z}(p)\xi$.

If $0 \notin I$, we have the equality $b(\xi, x, I) = db(\xi, x, I \setminus \{0\})$. Then we see by Lemma 2.3.2 that, if claim 1 holds for the element $b(\xi, x, I \setminus \{0\})$, it holds also for the element $b(\xi, x, I)$. Thus we may assume that $0 \notin I$ to prove claim 1.

Next consider the following claim:

claim 2. Let $c(\xi, k, P)$ be a basic Witt differential with $k^+ = x$. Then, for each $i \in [1, r]$, $c(\xi, k, P)d\log X_i$ is written in the form

$$c(\xi, k, P)d\log X_i = \sum_{k^+ = x, P} \tilde{c}(\xi, k, P)$$

with each $\xi, k, P$ in the set $\mathbb{Z}(p)\xi$.

Then claim 2 implies claim 1: Indeed, if $|I| = 0$ (hence $I = \emptyset$), $b(\xi, x, \emptyset) = c(\xi, k, (\supp k))$ with $k = x$. If $|I| > 0$ with $0 \neq i \in I$, we have the equality $b(\xi, x, I) = b(\pm \xi, x, I \setminus \{i\})d\log X_i$ and so claim 2 implies that the induction on $|I|$ works.

So it suffices to prove claim 2. So let $c(\xi, k, P)$ be a basic Witt differential with $k^+ = x$, let $i \in [1, r]$ and put $P := (I_{-\infty}, I_0, \ldots, I_n)$.

(1) The case $k_i = p^{-\infty}$.

In this case, $c(\xi, k, P)d\log X_i = 0$.

(2) The case $k_i = 0$.

In this case, $c(\xi, k, P)d\log X_i = \tilde{c}((-1)^{a}\xi, k', P')$, where

$$k' = \begin{cases} p^{-\infty} & (j = i), \\ k_j & (j \neq i), \end{cases}$$

$$P' = (I'_{-\infty}, I'_0, \ldots, I'_n), \quad I'_j = \begin{cases} I_{-\infty} \cup \{i\} & (j = -\infty), \\ I_j & (0 \leq j \leq n), \end{cases}$$

$$\bigwedge_{j \in I_{-\infty}} d\log X_j \bigwedge_{j \in I'_-} d\log X_i = (-1)^{a} \bigwedge_{j \in I'_-} d\log X_j.$$

Thus $k'^+ = x$. 
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(3) The case $i \in I_a (0 \leq a \leq r)$.

We denote the term in $\hat{c}(\xi, k, \mathcal{P})$ defined from $I_a$ by $\omega$, namely, we put

$$
\omega = \begin{cases} 
V^{\omega(t)}(\eta X_p^{\omega(t)}k_{t_0}) & (a = 0), \\
\frac{dV^{\omega(t)}}{dt}(\eta X_p^{\omega(t)}k_{t_1}) & (a = 1, I_0 = \emptyset, t(I_1) \geq 1), \\
\eta pV^{\omega(t)}(X_p^{\omega(t)}k_{t_1}) & (a = 1, I_0 = \emptyset, t(I_1) \leq 0), \\
\frac{dV^{\omega(t)}}{dt}(X_p^{\omega(t)}k_{t_1}) & \text{(otherwise)}, 
\end{cases}
$$

where $\xi = V^{\omega(t)} \eta, I = \text{supp} \ k$. We denote the product of the terms in $\hat{c}(\xi, k, \mathcal{P})$ which are on the left (resp. right) of the term $\omega$ by $\omega_1$ (resp. $\omega_2$). (If there is no such term, we put $\omega_i := 1$.) Then $\hat{c}(\xi, k, \mathcal{P}) = \omega_1 \omega_2$. We define the subintervals $I_{a0}, I_{a1}$ of $I_a$ by $I_{a0} := \{j \in I_a : j < i\}, I_{a1} := \{j \in I_a : j > i\}$ and put $n_i := t(\{i\}), \ i_i := p^{n_i}k_i$.

We calculate $\omega d \log X_i$. First, when $a = 0$,

$$
\omega d \log X_i = V^\omega(t_0)(\eta X_p^{\omega(t_0)}k_{t_0})d \log X_i
= V^\omega(t_0)(\eta X_p^{\omega(t_0)}k_{t_0})d \log X_i
= V^\omega(t_0)(l_i^{-1} \eta X_p^{\omega(t_0)}k_{t_0} X_{i_1}^{\omega(t_0)-n_i} d \log X_{i_1})
= V^\omega(t_0)(l_i^{-1} \eta X_p^{\omega(t_0)}k_{t_0} X_{i_1}^{\omega(t_0)-n_i} d \log X_{i_1})
= V^\omega(t_0)(l_i^{-1} \eta X_p^{\omega(t_0)}k_{t_0} X_{i_1}^{\omega(t_0)-n_i} d \log X_{i_1})
= \frac{dV^\omega(t_0)}{dt}(\eta X_p^{\omega(t_0)}k_{t_0}) X^{n_i} d \log X_{i_1}
= \frac{dV^\omega(t_0)}{dt}(\eta X_p^{\omega(t_0)}k_{t_0}) X^{n_i} d \log X_{i_1}
= \frac{dV^\omega(t_0)}{dt}(\eta X_p^{\omega(t_0)}k_{t_0}) X^{n_i} d \log X_{i_1}.
$$

When $I_{a0} = \emptyset$, the first term is rewritten as

$$
\begin{cases}
\frac{dV^\omega(t_0)}{dt}(\eta X_p^{\omega(t_0)}k_{t_0}) X^{n_i} & \text{(if } n_i \geq 1), \\
\frac{dV^\omega(t_0)}{dt}(\eta X_p^{\omega(t_0)}k_{t_0}) & \text{(if } n_i \leq 0),
\end{cases}
$$

where $I = \text{supp} \ k$. Also, noting the equality of the form

$$
\frac{dV^\omega(t_0)}{dt}(\eta X_p^{\omega(t_0)}k_{t_0}) = \frac{dV^\omega(t_0)}{dt}(\eta X_p^{\omega(t_0)}k_{t_0}),
$$

we see by a similar calculation as above that, when $a = 1, I_0 = \emptyset, t(I_1) \geq 1$,

$$
\omega d \log X_i = \frac{dV^\omega(t_1)}{dt}(\eta X_p^{\omega(t_1)}k_{t_0})d \log X_{i_1}
= \frac{dV^\omega(t_1)}{dt}(\eta X_p^{\omega(t_1)}k_{t_0})d \log X_{i_1}
= \frac{dV^\omega(t_1)}{dt}(\eta X_p^{\omega(t_1)}k_{t_0})d \log X_{i_1},
$$

when $a = 1, I_0 = \emptyset, t(I_1) \leq 0$, 

$$
\omega d \log X_i = \frac{dV^\omega(t_1)}{dt}(\eta X_p^{\omega(t_1)}k_{t_0})d \log X_{i_1}
= \frac{dV^\omega(t_1)}{dt}(\eta X_p^{\omega(t_1)}k_{t_0})d \log X_{i_1}
= \frac{dV^\omega(t_1)}{dt}(\eta X_p^{\omega(t_1)}k_{t_0})d \log X_{i_1}.
$$
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and in the other cases,
\[\omega d \log X_i = \frac{1}{l_i} d^{V(t)_{(i)}} \left( X^{p^{t(i)}}_{(i)} k^{t(i)} \right) d^{V_{(i)}} \left( X^{p^{(t)_{(i)}}_{(i)}} \right) - \frac{p^{m - t(i)_{(i)}}}{l_i} d^{V(t)_{(i)}} \left( X^{p^{t(i)}}_{(i)} k^{t(i)_{(i)}} \right) d^{V(t)_{(i)+1}} X^{p^{t(i)+1}}_{(i)} \].

Thus we obtain the equality
\[\hat{e}(\xi, k, \mathcal{P}) d \log X_i = \hat{e}(\xi_1, k, \mathcal{P}^1) - \hat{e}(\xi_2, k, \mathcal{P}^2),\]

where
\[\xi_1 = \begin{cases} \frac{\delta p_{(i)}}{l_i} & (a = 0, I_{00} = \emptyset), \\ \frac{p^{m - t(i)_{(i)}}}{l_i} & (\text{otherwise}) \end{cases} (a = 0, I_{00} = \emptyset), \]

(\text{otherwise})

(where \( I = \text{supp} \)), \( \xi_2 = \frac{\delta p_{(i)}}{l_i} \), and if we put \( \mathcal{P}^j := (I_{j, i}, I_{j, i}, \ldots, I_{j, n+1}) \) \((j = 1, 2)\),

\[I_{j, k}^2 = \begin{cases} I_{j, k} & (k < a), \\ I_{j, k} \cup \{ i \} & (k \neq a), \\ I_{j, k} \cup \{ i \} & (k = a + 1), \\ I_{j, k} \cup \{ i \} & (k > a + 1). \end{cases}\]

Here, if \( I_{00} = \emptyset \) (resp. \( I_{01} = \emptyset \)), we put \( \hat{e}(\xi_1, k, \mathcal{P}^1) = 0 \) (resp. \( \hat{e}(\xi_2, k, \mathcal{P}^2) = 0 \)). Since the weight of \( \hat{e}(\xi_1, k, \mathcal{P}^1), \hat{e}(\xi_2, k, \mathcal{P}^2) \) are equal to \( k \), claim 2 is proved. \( \square \)

For \( x \in P[\frac{1}{p}] \subset P_{psp}[\frac{1}{p}] \cong \mathbb{Z}[\frac{1}{p}] \), we will define the following morphisms:
\[\begin{align*}
&f : W^\bullet R_{[P, P]/(R, +)_x} \to W^\bullet (R_{[P, P]/(R, +)_x}, x), \\
g : W^\bullet (R_{[P, P]/(R, +)_x}) \to W^\bullet (R_{[P, P]/(R, +)_x}).
\end{align*}\]

The morphism \( f \) is defined to be the morphism between \( x \)-parts of the morphism of relative log de Rham-Witt complexes
\[h : W^\bullet (R_{[P, P]/(R, +)_x}) \to W^\bullet (R_{[P, P]/(R, +)_x}), \tag{2.9}\]

induced by the monoid homomorphism \( P \to P_{psp} \).

On the other hand, by Lemma 2.4.3, any element in \( W^\bullet (R_{[P, P]/(R, +)_x}) \) is written uniquely as a convergent sum of basic Witt differentials \( \hat{e}(\xi, k, \mathcal{P}) \) with \( k^+ = x \). Thus the morphism \( g \) is defined as we define the image of each \( \hat{e}(\xi, k, \mathcal{P}) \). Put \( \mathcal{P} = (I_{-\infty}, I_0, \ldots, I_l) \). Then, when \( I_0 \neq \emptyset \), we have the equality
\[\hat{e}(\xi, k, \mathcal{P}) = \sum_{i \in I_1} V_{(i)} \left( \eta \prod_{j=1}^l k_j p_i^{t_j} X^{p_{(i)j}^{(t_j)}} \right) d \log X_i \]

where, when \( t(i) < 0 \), we put \( d^{V_{(i)j}}(X^X) := F_{(i)j} X^X \). (We omitted to write the terms defined by \( I_j \) for \( j \geq 2 \)). This calculation is valid also in the case \( I_0 = \emptyset \), \( u(I_1) = 0 \), by our convention that \( u(\emptyset) = 0 \).

By continuing this calculation to the terms defined by \( I_2, \ldots, I_l \), we obtain the following equality when \( I_0 \neq \emptyset \) or \( I_0 = \emptyset \), \( u(I_1) = 0 \):
\[\hat{e}(\xi, k, \mathcal{P}) = \sum_{i \in I_1} V_{(i)} \left( \eta \prod_{j=1}^l k_j p_i^{t_j} X^{p_{(i)j}^{(t_j)}} \right) \bigwedge_{j=1}^l d \log X_j \bigwedge_{j \in I_{-\infty}} d \log X_j \tag{2.10}\]

Also, by the equality
\[d\hat{e}(\xi, k, \mathcal{P}) = \sum_{i \in I_1} d^{V_{(i)j}} \left( \eta \prod_{j=1}^l k_j p_i^{t_j} X^{p_{(i)j}^{(t_j)}} \right) \bigwedge_{j=1}^l d \log X_j \bigwedge_{j \in I_{-\infty}} d \log X_j \tag{2.11}\]
which we obtain by applying $d$ to (2.10) and by Lemma 2.3.2, we obtain the following equality when $I_0 = \emptyset$, $u(I_1) \geq 1$:

$$
\hat{e}(\xi, k, \mathcal{P}) = \sum_{\substack{i_j \in I_j \setminus I_j^c, \ j = 2, \ldots, l}} d^{V^{(I_1)}} \left( \eta \prod_{j=2}^{l} k_j p^{t(I_j)} X^{p^{u(I_j)k^+}_j} \right) \bigwedge_{j=2}^{l} d \log X_{i_j} \bigwedge_{j \in I_\infty} d \log X_j. \quad (2.12)
$$

We define the image of the element $\hat{e}(\xi, k, \mathcal{P})$ by $g$ as the element we obtain by replacing $p^{u(I_0)k^+}$ by $p^{u(x)}$ in the expression on the right hand side of (2.10), (2.12). Namely, when $I_0 \neq \emptyset$,

$$
\hat{e}(\xi, k, \mathcal{P}) \mapsto \sum_{\substack{i_j \in I_j \setminus I_j^c, \ j = 2, \ldots, l}} d^{V^{(I_1)}} \left( \eta \prod_{j=2}^{l} k_j p^{t(I_j)} X^{p^{u(x)}_j} \right) \bigwedge_{j=2}^{l} d \log X_{i_j} \bigwedge_{j \in I_\infty} d \log X_j, \quad (2.13)
$$

when $I_0 = \emptyset$, $u(I_1) \geq 1$,

$$
\hat{e}(\xi, k, \mathcal{P}) \mapsto \sum_{\substack{i_j \in I_j \setminus I_j^c, \ j = 2, \ldots, l}} d^{V^{(I_1)}} \left( \eta \prod_{j=2}^{l} k_j p^{t(I_j)} X^{p^{u(x)}_j} \right) \bigwedge_{j=2}^{l} d \log X_{i_j} \bigwedge_{j \in I_\infty} d \log X_j, \quad (2.14)
$$

and when $I_0 = \emptyset$, $u(I_1) = 0$,

$$
\hat{e}(\xi, k, \mathcal{P}) \mapsto \sum_{\substack{i_j \in I_j \setminus I_j^c, \ j = 2, \ldots, l}} \left( \eta \prod_{j=1}^{l} k_j p^{t(I_j)} X^{p^{u(x)}_j} \right) \bigwedge_{j=1}^{l} d \log X_{i_j} \bigwedge_{j \in I_\infty} d \log X_j. \quad (2.15)
$$

**Proposition 2.4.4.** The morphisms $f, g$ are isomorphisms.

**Proof.** We prove the proposition in 6 steps.

**Step 1.** For any $\omega \in W\Lambda^\bullet_{(R(P), R)}(\mathbb{R})^w$, $f(\omega) = df(\omega)$.

In fact, the morphism $W\Lambda^\bullet_{(R(P), R)}(\mathbb{R})^w \rightarrow W\Lambda^\bullet_{(R(P), R)}(\mathbb{R})^w$ which we defined by the universality respects $d$, and so the morphism between $x$-parts of them also respects $d$.

**Step 2.** For any $\omega \in W\Lambda^\bullet_{(R(P), R)}(\mathbb{R})^w$, $g(\omega) = dg(\omega)$.

To show this, we may assume that $\omega = \hat{e}(\xi, k, \mathcal{P})$ is a basic Witt differential with $k^+ = x$. Put $\mathcal{P} = (I_\infty, I_0, \ldots, I_n)$, $I = \text{supp} k$.

(I) The case $I_0 = \emptyset$.

In this case, $d\omega = 0$. So we will prove that $dg(\omega) = 0$.

(i) The case $u(I_1) \geq 1$.

$g(\omega)$ is defined by (2.14), and it is clear that $dg(\omega) = 0$ in this case.

(ii) The case $u(I_1) = 0$.

$g(\omega)$ is defined by (2.15). Then

$$
dg(\hat{e}(\xi, k, \mathcal{P})) = \sum_{\substack{i_j \in I_j \setminus I_j^c, \ j = 2, \ldots, l}} d \left( \xi \prod_{j=1}^{l} k_j p^{t(I_j)} X^{p^{u(x)}_j} \right) \bigwedge_{j=2}^{l} d \log X_{i_j} \bigwedge_{j \in I_\infty} d \log X_j
$$

$$
= d(\xi X^{p^{u(x)}_j}) \bigwedge_{j=1}^{l} d \log X^{p^{t(I_j)k_j}} \bigwedge_{j \in I_\infty} d \log X_j
$$

$$
= \xi X^{p^{u(x)}_j} \left( \sum_{j=1}^{l} p^{u(x)-t(I_j)} d \log X^{p^{t(I_j)k_j}} \right) \bigwedge_{j=1}^{l} d \log X^{p^{t(I_j)k_j}} \bigwedge_{j \in I_\infty} d \log X_j
$$

$$
= 0.
$$

Thus $dg(\omega) = 0$. 
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For any $I_0 \neq \emptyset$.

$g(\omega)$ is defined by (2.13).

(i) The case $u(I) \geq 1$.

$g(d\omega)$ is defined by (2.14): Indeed, by Lemma 2.3.2

$$d\hat{c}(\xi, k, P) = \hat{c}(\xi, k, (I_{-\infty}, \emptyset, I_0, \ldots, I_n)).$$

In this case, it is clear that $dg(\omega) = g(d\omega)$.

(ii) The case $u(I) = 0$.

$g(d\omega)$ is defined by (2.15): Indeed, by Lemma 2.3.2

$$d\hat{c}(\xi, k, P) = \hat{c}(p^{-t(I)} \xi, k, (I_{-\infty}, \emptyset, I_0, \ldots, I_n)).$$

Hence

$$dg(\hat{c}(\xi, k, P)) = \sum_{i \in I_{-\infty}} d \left( \prod_{j=1}^{l} \left( \prod_{k=1}^{j} \frac{d\log X_{i_k} \wedge d\log X_j}{d\log X_i} \right) \wedge d\log X_{i_j} \right).$$

and so $g(d\omega) = dg(\omega)$.

Step 3. For any $\omega \in W^{n-1}_{\alpha}(R[\mathcal{P}], (R, \ast), x)$ and any $i \in [1, r]$, $f(\omega \wedge d\log X_i) = f(\omega) \wedge d\log X_i$.

In fact, $d\log X_i$ is defined as the image of the $i$-th standard basis by the map $d\log : Z_{\mathcal{P}} \cong P_{\mathcal{P}} \rightarrow W^{n-1}_{\alpha}(R[\mathcal{P}], (R, \ast))$. Hence the morphism $W^{n-1}_{\alpha}(R[\mathcal{P}], (R, \ast)) \rightarrow W^{n-1}_{\alpha}(R[\mathcal{P}], (R, \ast))$ defined by the universality sends $d\log X_i$ to $d\log X_i$.

Step 4. For any $\omega \in W^{n-1}_{\alpha}(R[\mathcal{P}], (R, \ast), x)$ and any $i \in [1, r]$, $g(\omega \wedge d\log X_i) = g(\omega) \wedge d\log X_i$.

To show this, we may assume that $\omega = \hat{c}(\xi, k, P) \in W^{n-1}_{\alpha}(R[\mathcal{P}], (R, \ast), x)$ is a basic Witt differential with $k^+ \in x$, and that the claim holds for elements in $W^{n-1}_{\alpha}(R[\mathcal{P}], (R, \ast), x)$. We put $P = (I_{-\infty}, I_0, \ldots, I_n), I = \text{supp} k$ and take $i \in [1, r]$.

When $I_0 = \emptyset, u(I) \geq 1$, there exists a basic Witt differential $\hat{c}' \in W^{n-1}_{\alpha}(R[\mathcal{P}], (R, \ast), x)$ with $\omega = d\hat{c}'$, by Proposition 2.3.2. Then

$$g(\omega \wedge d\log X_i) = g(d\hat{c}' \wedge d\log X_i) = g(d\hat{c}' \wedge d\log X_i) = g(d\hat{c}' \wedge d\log X_i)$$

where the third and sixth equalities follow from Step 2 and the fourth equality follows from the claim for the element $\hat{c}' \in W^{n-1}_{\alpha}(R[\mathcal{P}], (R, \ast), x)$. Thus we may exclude the case $I_0 = \emptyset, u(I) \geq 1$ in the following argument.

We prove the claim by using the calculation given in the proof of lemma 2.4.3

(I) The case $k_i = p^{-\infty}$.

$\hat{c}(\xi, k, P) \wedge d\log X_i = 0$ and $g(\omega) d\log X_i = 0$ in this case.
(II) The case $k_i = 0$.

If we use the symbols in the proof of Lemma 2.4.3, we have the equality

$$g(\xi, k, \mathcal{P}) \wedge d \log X_i = g((a)\xi, k', \mathcal{P}')$$

where

$$k'_j = \begin{cases} p^{-\infty} & (j = i), \\ k_j & (j \neq i), \end{cases}$$

$$\mathcal{P}' = (I'_0, I'_1, \ldots, I'_n), \quad I'_j = \begin{cases} I_j \cup \{i\} & (j = 0), \\ I_j & (0 \leq j \leq n), \end{cases}$$

$$\bigwedge_{j \in I_{-\infty}} d \log X_j \bigwedge_{j \in I'_{-\infty}} d \log X_j.$$ 

Hence

$$g(\xi, k, \mathcal{P}) \wedge d \log X_i = g((a)\xi, k', \mathcal{P}')$$

$$= (-1)^a \sum_{i_j \in I'_j, j = 1, 2, \ldots, n} v^{k'_{ij}} \left( \eta \prod_{j=1}^n k_{ij}^p I(\mathcal{P}^0) X^u(x)x \right) \bigwedge_{j=1}^n d \log X_j \bigwedge_{j \in I'_{-\infty}} d \log X_j$$

$$= \sum_{i_j \in I'_j, j = 1, 2, \ldots, n} v^{k'_{ij}} \left( \eta \prod_{j=1}^n k_{ij}^p I(\mathcal{P}^0) X^u(x)x \right) \bigwedge_{j=1}^n d \log X_j \bigwedge_{j \in I_{-\infty}} d \log X_i$$

$$= g(\xi, k, \mathcal{P})) \wedge d \log X_i$$

and so the claim holds.

(III) The case $i \in I_a (a = 0, 1, \ldots, n)$.

If we use the symbols in the proof of Lemma 2.4.3, we have the equality

$$\hat{e}(\xi, k, \mathcal{P}) = \hat{e}(\xi_1, k, \mathcal{P}^1) - \hat{e}(\xi_2, k, \mathcal{P}^2),$$

where

$$\begin{align*}
\hat{\xi}_1 &= \begin{cases} (-1)^{\deg \omega_2} & (a = 0, I_{a0} = \emptyset), \\ \xi_1 & (\text{otherwise}), \end{cases} \\
\xi_2 &= \frac{\xi_1^{p^{-\infty}} - I(a)_{1_a}}{I_1} (-1)^{\deg \omega_2}, \\
\mathcal{P}^1 &= (I'_0, I'_1, \ldots, I'_n+1), \\
I'_k &= \begin{cases} I_k & (a < k), \\
I_{a0} & (a = k), \\
\{i\} \cup I_{a1} & (a = k + 1), \\
I_{k-1} & (k > a + 1), \end{cases}
\end{align*}$$

Here, if $I_{a0} = \emptyset$ (resp. if $I_{a1} = \emptyset$), we put $\hat{e}(\xi_1, k, \mathcal{P}^1) = 0$ (resp. $\hat{e}(\xi_2, k, \mathcal{P}^2) = 0$).

In the following, we put $\hat{e}_1 := \hat{e}(\xi_1, k, \mathcal{P}^1), \hat{e}_2 := \hat{e}(\xi_2, k, \mathcal{P}^2)$. We prove that

$$g(\hat{e}_1) - g(\hat{e}_2) = g(\hat{e}(\xi, k, \mathcal{P})) \wedge d \log X_i.$$ 

(i) The case $a \neq 0$.

When $I_{a0}, I_{a1} \neq \emptyset$,

$$g(\hat{e}_1) = \sum_{i_j \in I'_j, j = 1, \ldots, n+1} v^{k'_{ij}} \left( \eta_1 \prod_{j=1}^{n+1} k_{ij}^p I(\mathcal{P}^0) X^u(x)x \right) \bigwedge_{j=1}^{n+1} d \log X_j \bigwedge_{j \in I_{-\infty}} d \log X_i$$

$$g(\hat{e}_2) = \sum_{i_j \in I'_j, j = 1, \ldots, n+1} v^{k'_{ij}} \left( \eta_2 \prod_{j=1}^{n+1} k_{ij}^p I(\mathcal{P}^0) X^u(x)x \right) \bigwedge_{j=1}^{n+1} d \log X_j \bigwedge_{j \in I_{-\infty}} d \log X_i.$$
The terms with \( i_{a+1} \neq i \) on the right hand side of the first equality correspond bijectively to the terms with \( i_a \neq i \) on the right hand side of the second equality, and we have the equality of the coefficients of the corresponding terms

\[
\eta_1 \prod_{j=1}^{n+1} k_{ij} p^{t(I_j)} = \eta_2 \prod_{j=1}^{n+1} k_{ij} p^{t(I'_j)} ;
\]

This equality is reduced to the equality

\[
\prod_{j=1}^{n+1} k_{ij} p^{t(I_j)} = p^{n-t(I_a)} \prod_{j=1}^{n+1} k_{ij} p^{t(I'_j)} ,
\]

which holds because

\[
\text{(LHS)} = k_{i_{a+1}} p^{n_1} \prod_{1 \leq j \leq n+1 \atop j \neq a+1} k_{ij} p^{t(I_j)} = k_{i_{a+1}} p^{n-t(I_a)} \prod_{1 \leq j \leq n+1 \atop j \neq a+1} k_{ij} p^{t(I'_j)}
\]

\[
= p^{n-t(I_a)} k_{i_{a+1}} p^{t(I_{a+1})} \prod_{1 \leq j \leq n+1 \atop j \neq a+1} k_{ij} p^{t(I'_j)} = \text{(RHS)}.
\]

Therefore, in the calculation of \( g(\hat{\varepsilon}_1) - g(\hat{\varepsilon}_2) \), the terms we considered above cancel out. Hence,

\[
g(\hat{\varepsilon}_1) - g(\hat{\varepsilon}_2)
= \sum_{i_j \in I_j, \atop j=1,\ldots,n} \nu^{(t_0)} \left( \eta_1 \prod_{j=1}^{n+1} k_{ij} p^{t(I_j)} X^{u(x)z} \right) \prod_{j=1}^{n+1} d \log X_j \bigwedge_{j \in I_{-\infty}} d \log X_j
\]

\[
- \sum_{i_j \in I_j, \atop j=1,\ldots,n} \nu^{(t_0)} \left( \eta_2 \prod_{j=1}^{n+1} k_{ij} p^{t(I'_j)} X^{u(x)z} \right) \prod_{j=1}^{n+1} d \log X_j \bigwedge_{j \in I_{-\infty}} d \log X_j
\]

\[
= \sum_{i_j \in I_j, \atop j=1,\ldots,n} \nu^{(t_0)} \left( -1 \right) \deg \omega_2 \eta_1 \prod_{j=1}^{n} k_{ij} p^{t(I_j)} X^{u(x)z} \prod_{j=1}^{n} d \log X_j \bigwedge_{j \in I_{-\infty}} d \log X_j
\]

\[
+ \sum_{i_j \in I_j, \atop j=1,\ldots,n} \nu^{(t_0)} \left( -1 \right) \deg \omega_2 \eta_2 \prod_{j=1}^{n} k_{ij} p^{t(I_j)} X^{u(x)z} \prod_{j=1}^{n} d \log X_j \bigwedge_{j \in I_{-\infty}} d \log X_i
\]

\[
= \sum_{i_j \in I_j, \atop j=1,\ldots,n} \nu^{(t_0)} \left( \eta \prod_{j=1}^{n} k_{ij} p^{t(I_j)} X^{u(x)z} \right) \prod_{j=1}^{n} d \log X_j \bigwedge_{j \in I_{-\infty}} d \log X_i
\]

\[
= g(\hat{\varepsilon}(\xi, k, \mathcal{P})) \bigwedge d \log X_i,
\]

as required. When \( I_{a0} = \emptyset \) or \( I_{a1} = \emptyset \), a similar (and simpler) calculation shows the equality

\[
g(\hat{\varepsilon}_1) - g(\hat{\varepsilon}_2) = g(\hat{\varepsilon}(\xi, k, \mathcal{P})) \bigwedge d \log X_i,
\]

(ii) The case \( a = 0, I_{a0} \neq \emptyset \).
When \( I_{01} \neq \emptyset \),

\[
g(\hat{e}_1) = \sum_{j_i \in I_i} V^{n(t_0)} (\eta_1 \prod_{j=1}^{n+1} k_{ij} p^{(t_j)} X^u(x)_x) \bigwedge_{j=1}^{n+1} d \log X_{ij} \bigwedge_{j \in I_{-\infty}} d \log X_j,
\]

\[
g(\hat{e}_2) = \sum_{j_i \in I_i} V^{n(t_0)} (\eta_2 \prod_{j=1}^{n+1} k_{ij} p^{(t_j)} X^u(x)_x) \bigwedge_{j=1}^{n+1} d \log X_{ij} \bigwedge_{j \in I_{-\infty}} d \log X_j.
\]

By a similar argument to that in (i), we see that the sum of the terms with \( i_1 \neq i \) in the right hand side of the first equality is equal to the right hand side of the equality. Hence,

\[
g(\hat{e}_1) - g(\hat{e}_2) = \sum_{j_i \in I_i} V^{\omega(t_0)} (\eta_1 \prod_{j=1}^{n+1} k_{ij} p^{(t_j)} X^u(x)_x) \bigwedge_{j=1}^{n+1} d \log X_{ij} \bigwedge_{j \in I_{-\infty}} d \log X_j
\]

\[
= \sum_{j_i \in I_i} V^{\omega(t_0)} (-1)\deg \omega_2 \eta_1 \prod_{j=1}^{n} k_{ij} p^{(t_j)} X^u(x)_x \bigwedge_{j=1}^{n} d \log X_{ij} \bigwedge_{j \in I_{-\infty}} d \log X_j \bigwedge_{i} d \log X_i
\]

\[
= \sum_{j_i \in I_i} V^{\omega(t_0)} \left( \eta_1 \prod_{j=1}^{n} k_{ij} p^{(t_j)} X^u(x)_x \bigwedge_{j=1}^{n} d \log X_{ij} \bigwedge_{j \in I_{-\infty}} d \log X_j \right)
\]

\[
= g(\hat{e}(\xi, k, \mathcal{P})) \bigwedge_{i} d \log X_i,
\]

as required. When \( I_{01} = \emptyset \), a similar (and simpler) calculation shows the equality \( g(\hat{e}(\xi, k, \mathcal{P}) \bigwedge d \log X_i) = g(\hat{e}(\xi, k, \mathcal{P})) \bigwedge d \log X_i \).

(iii) The case \( \alpha = 0, I_{00} = \emptyset \)

\( g(\hat{e}_1) \) is calculated as follows:

\[
g(\hat{e}_1) = \sum_{j_i \in I_i} d^{\omega(t)} (\eta_1 \prod_{j=2}^{n+1} k_{ij} p^{(t_j)} X^u(x)_x) \bigwedge_{j=2}^{n+1} d \log X_{ij} \bigwedge_{j \in I_{-\infty}} d \log X_j
\]

\[
= \sum_{j_i \in I_i} d^{\omega(t)} (\eta_1 \prod_{j=2}^{n+1} k_{ij} p^{(t_j)} X^u(x)_x) \bigwedge_{j=2}^{n+1} d \log X_{ij} \bigwedge_{j \in I_{-\infty}} d \log X_j
\]

\[
= \sum_{j_i \in I_i} V^{\omega(t)} \left( \eta_1 \prod_{j=2}^{n+1} k_{ij} p^{(t_j)} X^u(x)_x \bigwedge_{j=2}^{n+1} d \log X_{ij} \bigwedge_{j \in I_{-\infty}} d \log X_j \bigwedge_{t} d \log X_t \right)
\]

In the sum of the rightmost side, the terms with \( t \notin \text{supp} \ k \) are 0 because \( x_t = 0 \). The terms with \( t \in I_{-\infty} = I_{-\infty} \) are also 0 because they contain \( d \log X_t \) twice. For the terms
with \( t \in I_j^1 = I_{j-1} (2 \leq j \leq n+1) \), they are equal to 0 if \( t = i_j \), because they contain \( d \log X_i = d \log X_{i_j} \) twice. If \( t \neq i_j \), the terms cancel out with the terms with \( t \) and \( i_j \) interchanged. Thus, we have only to consider the remaining terms, namely, the terms with \( t \in I_0^1 = \{ i \} \cup I_{01} \). The sum of the terms with \( t = i \) is calculated as follows:

\[
\sum_{j=2, \ldots, n+1} V^{i(t)} \left( \eta_{l_i} (n-1)^{\deg \omega_j} \prod_{j=2}^{n+1} k_{i_j} P(t_{i_j}) X^{u(x)} x, p^{u(x)} x_i \right) \wedge d \log X_i
\]

\[
= \sum_{j=1, \ldots, n+1} V^{i(t)} \left( \eta_{l_i} (n-1)^{\deg \omega_j} \prod_{j=2}^{n+1} k_{i_j} P(t_{i_j}) X^{u(x)} x \right) \wedge d \log X_i
\]

\[
= g(\hat{e}(\xi, k, P)) \wedge d \log X_i.
\]

Also, the sum of the terms with \( t \in I_{01} \) is calculated as follows:

\[
\sum_{j=2, \ldots, n+1} V^{i(t)} \left( \eta_{l_i} (n-1)^{\deg \omega_j} \prod_{j=2}^{n+1} k_{i_j} P(t_{i_j}) X^{u(x)} x, p^{u(x)} x_t \right) \wedge d \log X_t
\]

\[
= \sum_{j=1, \ldots, n+1} V^{i(t)} \left( \eta_{l_i} (n-1)^{\deg \omega_j} \prod_{j=2}^{n+1} k_{i_j} P(t_{i_j}) X^{u(x)} x \right) \wedge d \log X_t
\]

\[
= g(\hat{e}_2).
\]

By these calculations, we see the equality \( g(\hat{e}_1) - g(\hat{e}_2) = g(\hat{e}(\xi, k, P)) \wedge d \log X_i \).

**Step 5.** \( g \circ f = \text{id} \).

For \( \omega \in \Lambda^* (R(P), P)/(R, +) \) and \( i \in [1, r] \), we have

\[
g \circ f (\omega \wedge d \log X_i) = g \left( f(\omega) \wedge d \log X_i \right) = g \circ f (\omega) \wedge d \log X_i.
\]

Also, for a \( P \)-basic Witt differential \( b(\xi, x) \) of degree 0, we have

\[
g \circ f (db(\xi, x)) = dg \circ f (b(\xi, x)).
\]

Thus, by Proposition 2.2.7 and the definition of \( P \)-basic Witt differentials, it suffices to prove the equality \( g \circ f (\omega) = \omega \) when \( \omega \) is a \( P \)-basic Witt differential of degree 0, and it is trivial.

**Step 6.** \( f \circ g = \text{id} \).

By Proposition 2.4.4, it suffices to prove the equality \( f \circ g(\hat{e}) = \hat{e} \) for a basic Witt differential \( \hat{e} := \hat{e}(\xi, k, P) \). Since \( f \circ g(\hat{e}) \) is obtained by replacing \( p^{u(x)} x \) in the definition of \( g(\hat{e}) \) by \( p^{u(f)} k^+ \) (where \( I = \text{supp} k \)), the claim follows from the definition of \( g \) and the equations \( 2.10, 2.11, 2.12 \).

**Proposition 2.4.5.** For \( x \in P^{(1)}_{\hat{P}} \), the isomorphisms \( f, g \) induce the isomorphisms of \( x \)-parts of truncated relative log de Rham-Witt complexes

\[
f_m : W_m \Lambda^* (R(P), P)/(R, +), x \to W_m \Lambda^* (R(P)^+, P^+) / (R, +), x,
\]

\[
g_m : W_m \Lambda^* (R(P)^+, P^+) / (R, +), x \to W_m \Lambda^* (R(P), P)/(R, +), x.
\]
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Proof. First we define the morphism \( f_m : W_m\Lambda^k_{\{\mathbb{P}|P,\mathbb{P}\}} / (R, *) \to W_m\Lambda^\bullet_{\{\mathbb{P}|P,\mathbb{P}\}} / (R, x) \). By the universality (Proposition-Definition 1.2.3) of the relative log de Rham-Witt complex, we have the morphism

\[ h_m : W_m\Lambda^\bullet_{\{\mathbb{P}|P,\mathbb{P}\}} / (R, *) \to W_m\Lambda^\bullet_{\{\mathbb{P}|P,\mathbb{P}\}} / (R, x) \]

(This is the truncated version of the morphism \( h \) in \((\mathbb{R})\).) For \( \omega \in W_m\Lambda^\bullet_{\{\mathbb{P}|P,\mathbb{P}\}} / (R, *) \sub W_m\Lambda^\bullet_{\{\mathbb{P}|P,\mathbb{P}\}} / (R, x) \), we would like to define \( f_m \) by \( f_m(\omega) : = h_m(\omega) \). In order to show that it is well-defined, we will check that \( h_m(\omega) \) belongs to \( W_m\Lambda^\bullet_{\{\mathbb{P}|P,\mathbb{P}\}} / (R, x) \). Take a lift \( \tilde{\omega} \) of \( \omega \) to \( W_m\Lambda^\bullet_{\{\mathbb{P}|P,\mathbb{P}\}} / (R, x) \). Then the image of \( \tilde{\omega} \) by the composite

\[ W_m\Lambda^\bullet_{\{\mathbb{P}|P,\mathbb{P}\}} / (R, x) \xrightarrow{f_m} W_m\Lambda^\bullet_{\{\mathbb{P}|P,\mathbb{P}\}} / (R, x) \]

is equal to \( h_m(\omega) \), because \( f \) is the map induced by the map \( h : W_m\Lambda^\bullet_{\{\mathbb{P}|P,\mathbb{P}\}} / (R, *) \to W_m\Lambda^\bullet_{\{\mathbb{P}|P,\mathbb{P}\}} / (R, x) \) in \((\mathbb{R})\) and the maps \( h, h_m \) are compatible. Hence \( h_m(\omega) \) belongs to \( W_m\Lambda^\bullet_{\{\mathbb{P}|P,\mathbb{P}\}} / (R, x) \), and so the map \( f_m \) is well-defined.

Next we define the morphism \( g_m : W_m\Lambda^\bullet_{\{\mathbb{P}|P,\mathbb{P}\}} / (R, *) \to W_m\Lambda^\bullet_{\{\mathbb{P}|P,\mathbb{P}\}} / (R, x) \). For any element \( \omega \in W_m\Lambda^\bullet_{\{\mathbb{P}|P,\mathbb{P}\}} / (R, x) \), take its lift \( \tilde{\omega} \) in \( W_m\Lambda^\bullet_{\{\mathbb{P}|P,\mathbb{P}\}} / (R, x) \) and we would like to define \( g_m(\omega) \) by the image of \( g(\tilde{\omega}) \) in \( W_m\Lambda^\bullet_{\{\mathbb{P}|P,\mathbb{P}\}} / (R, x) \). If we take another lift \( \tilde{\omega}' \) of \( \omega \) in \( W_m\Lambda^\bullet_{\{\mathbb{P}|P,\mathbb{P}\}} / (R, x) \), we can express the difference \( \tilde{\omega} \cdot \tilde{\omega}' \) uniquely as

\[ \tilde{\omega}_1 - \tilde{\omega}_2 = \sum_{k+e=x, k P} \hat{e}(\xi_{k, P}, k, P) \]

by Lemma 2.4.3, and each \( \xi_{k, P} \) belongs to \( V^m W(R) \) by Corollary 2.3.7. Hence we see that the image of the right hand side by \( g \) is zero in \( W_m\Lambda^\bullet_{\{\mathbb{P}|P,\mathbb{P}\}} / (R, x) \) and so the morphism \( g_m \) is well-defined.

We see that \( g_m \) is the inverse of \( f_m \) by construction. So \( f_m, g_m \) are isomorphisms.

Now we prove the decomposition of \( W_m\Lambda^k_{\{\mathbb{P}|P,\mathbb{P}\}} / (R, x) \) into \( x \)-parts \( (x \in P[\frac{1}{p}]) \), which is the main result of this subsection:

**Proposition 2.4.6.** Any element in \( W_m\Lambda^k_{\{\mathbb{P}|P,\mathbb{P}\}} / (R, x) \) is uniquely written as a convergent sum of elements in \( W_m\Lambda^\bullet_{\{\mathbb{P}|P,\mathbb{P}\}} / (R, x) \) \( (x \in P[\frac{1}{p}]) \). Also, we have the canonical direct sum decomposition

\[ W_m\Lambda^k_{\{\mathbb{P}|P,\mathbb{P}\}} / (R, x) = \bigoplus_{x \in P[\frac{1}{p}]} W_m\Lambda^k_{\{\mathbb{P}|P,\mathbb{P}\}} / (R, x) \]

**Proof.** By Corollary 2.4.3 it suffices to prove the uniqueness of the expression. So it suffices to prove that, if we have an equality

\[ 0 = \sum_{x \in P[\frac{1}{p}]} \omega_x \]

in \( W_m\Lambda^k_{\{\mathbb{P}|P,\mathbb{P}\}} / (R, x) \) where the right hand side is a finite sum with \( \omega_x \in W_m\Lambda^k_{\{\mathbb{P}|P,\mathbb{P}\}} / (R, x) \), all \( \omega_x \)’s are equal to 0.

Consider the following commutative diagram

\[ \begin{array}{ccc}
\bigoplus_{x \in P[\frac{1}{p}]} W_m\Lambda^\bullet_{\{\mathbb{P}|P,\mathbb{P}\}} / (R, x) & \xrightarrow{\oplus f_m} & \bigoplus_{x \in P[\frac{1}{p}]} W_m\Lambda^\bullet_{\{\mathbb{P}|P,\mathbb{P}\}} / (R, x) \\
\xrightarrow{\text{sum}} & & \xrightarrow{\text{sum}} \\
W_m\Lambda^\bullet_{\{\mathbb{P}|P,\mathbb{P}\}} / (R, x) & \xrightarrow{h} & W_m\Lambda^\bullet_{\{\mathbb{P}|P,\mathbb{P}\}} / (R, x) \\
\end{array} \]

where \( \oplus f_m \) is the direct sum of the isomorphisms \( f_m \) in Proposition 2.4.5. \( h \) is as in \((\mathbb{R})\) and sum are the morphisms of taking sum. By assumption, the image of the element \( (\omega_x)_x \in \bigoplus_{x \in P[\frac{1}{p}]} W_m\Lambda^\bullet_{\{\mathbb{P}|P,\mathbb{P}\}} / (R, x) \) by \( h \circ \text{sum} = \text{sum} \circ (\oplus f_m) \) is equal to 0. Also, by Lemma 2.4.3 and Proposition 2.4.5, the morphism sum on the right is injective. Thus we see that \( (f_m(\omega_x))_x = (0)_x \) and so \( \omega_x = 0 \) for all \( x \in P[\frac{1}{p}] \).
2.5 Comparison isomorphism (I)

Let $R$ be a commutative ring in which $p$ is nilpotent and let $P$ be an fs monoid such that $P^{gp}$ is torsion free. (Then $(R[P], P)/(R, +)$ is log smooth.)

Let $((\Lambda_m, P), \delta_m, \Delta_m)_m$ be the log Frobenius lift of $(R[P], P)$ over $(R, +)$ in Example 1.3.2 with $Q = 1$ (so $\Lambda_m = W_m(R) \otimes \mathbb{Z}[P] = W_m(R[P])$), and let $(Z_m, \Phi_m, \Delta_m)_m$ be the corresponding log Frobenius lift of $Z := \text{Spec}(R[P], P)$ over $\text{Spec}(R, +)$. Then, by the construction in Section 1.3 using $(Z_m, \Phi_m, \Delta_m)_m$, we obtain the comparison morphism

$$\Lambda^\bullet_{Z_m/\text{Spec}(W_m(R), +)} \to W_m \Lambda^\bullet_{Z/(\text{Spec}(R), +)}$$

of complexes of quasi-coherent sheaves, hence the morphism

$$c_P : \Lambda^\bullet_{\text{Spec}(W_m(R), [P])/\text{Spec}(R), +} \to W_m \Lambda^\bullet_{\text{Spec}(R), +}$$

for each $P$. Although the theorem is a particular case of our main theorem (Theorem 4.3.2), we include the proof of the decomposition $c_P$.

**Proof.** By Proposition 2.4.10, we have the decomposition $W_m \Lambda^k_{[R[P], P]/(R, +)} = \bigoplus_{x \in P \cap \mathbb{Z}} W_m \Lambda^k_{[R[P], P]/(R, +), x}$. We first prove that the map $c_P$ gives an isomorphism onto the subcomplex $\bigoplus_{x \in P} W_m \Lambda^\bullet_{[R[P], P]/(R, +), x}$.

Fix an isomorphism $P^{gp} \simeq \mathbb{Z}^r$. Then, since

$$c_P(\xi T^x \bigwedge_i d \log T_i) = \xi X^x \bigwedge_i d \log X_i = b(\xi, x, I),$$

$$c_P(d(\xi T^x) \bigwedge_i d \log T_i) = d(\xi X^x) \bigwedge_i d \log X_i = b(\xi, x, I \cup \{0\})$$

for $x \in P, I \subset [1, r]$ and $\xi \in W_m(R)$, $c_P$ gives a surjection onto $\bigoplus_{x \in P} W_m \Lambda^\bullet_{[R[P], P]/(R, +), x}$. Also, we have the decomposition

$$\Lambda^\bullet_{\text{Spec}(W_m(R), P)/\text{Spec}(R), +} \simeq \bigoplus_{x \in P} W_m(R)T^x \bigwedge_i d \log T_i$$

and the following commutative diagram, where $i$ is the canonical inclusion and $W_m(R)A_x$ is as in the proof of Lemma 2.3.5.

\[
\begin{array}{cccc}
\bigoplus_{x \in P \cap \mathbb{Z}} W_m(R)T^x \bigwedge_i d \log T_i & \to & \bigoplus_{x \in P^{gp}} \bigoplus_{i \in [1, r]} W_m(R)T^x \bigwedge_i d \log T_i = \bigoplus_{x \in P^{gp}} W_m(R)A_x \times \bigoplus_{x \in P^{gp}} W_m(R)A_x & \to \\
\bigoplus_{x \in P \cap \mathbb{Z}} W_m \Lambda^\bullet_{[R[P], P]/(R, +), x} & \overset{c_P}{\longrightarrow} & \bigoplus_{x \in P^{gp}} \bigoplus_{i \in [1, r]} W_m \Lambda^\bullet_{[R[P^{gp}], P^{gp}]/(R, +), x} & \overset{c_P}{\longrightarrow} \\
\bigoplus_{x \in P \cap \mathbb{Z}} W_m \Lambda^\bullet_{[R[P], P]/(R, +), x} & \overset{c_P}{\longrightarrow} & \bigoplus_{x \in P^{gp}} \bigoplus_{i \in [1, r]} W_m \Lambda^\bullet_{[R[P^{gp}], P^{gp}]/(R, +), x} & \overset{c_P}{\longrightarrow} \\
\end{array}
\]

By the proof of Lemma 2.3.5, any element in $W_m(R)A_x$ is written uniquely as a $W_m(R)$-linear combination of the $p$-basic elements $\tilde{e}(k, P)$ with $k^+ = x$. For such a $p$-basic element $\tilde{e}(k, P)$ and $\xi \in W_m(R)$, we have the equality $c_P(\tilde{e}(k, P)) = \tilde{e}(\xi, k, P)$. Therefore, by Proposition 2.3.5 and Proposition 2.4.3, $c_P$ induces the isomorphism $W_m(R)A_x \simeq W_m \Lambda^\bullet_{[R[P^{gp}], P^{gp}]/(R, +), x}$. By taking direct sums with respect to $x \in P^{gp}$, we see that the map $c_P$ is an injection. Therefore, $c_P$ is also an injection and so $c_P$ gives an isomorphism onto $\bigoplus_{x \in P} W_m \Lambda^\bullet_{[R[P], P]/(R, +), x}$.

So it suffices to prove that the complex $\bigoplus_{x \in P \cap \mathbb{Z}} W_m \Lambda^\bullet_{[R[P], P]/(R, +), x}$ is acyclic. To do so, we prove that, for each $x \in P \cap \mathbb{Z}$, the complex $W_m \Lambda^\bullet_{[R[P^{gp}], P^{gp}]/(R, +), x}$ is acyclic.

Using the isomorphism $W_m \Lambda^\bullet_{[R[P], P]/(R, +), x} \simeq W_m \Lambda^\bullet_{[R[P^{gp}], P^{gp}]/(R, +), x}$ of Proposition 2.4.5, we are reduced to proving the acyclicity of $W_m \Lambda^\bullet_{[R[P^{gp}], P^{gp}]/(R, +), x}$. Since we have $u^{gp}(x) = u(x) \geq 1$ by Lemma 2.1.4 and the assumption $x \in P \cap \mathbb{Z}$, the required acyclicity follows from Lemma 2.3.2.

Now we prove our main comparison isomorphism when the log structure of the base scheme is trivial. Although the theorem is a particular case of our main theorem (Theorem 4.3.2), we include the proof here because the statement of the theorem is simpler and thus it would be helpful to the reader. Let $f : (X, \mathcal{M}) \to (Y, *)$ be a log smooth morphism of fs log schemes on which $p$ is nilpotent, where $*$ denotes the trivial log structure.
**Theorem 2.5.2.** In the situation above, the comparison morphism

\[ Ru_m \mathcal{O}_m \rightarrow W_m \Lambda^*_\mathcal{O}(X, \mathcal{M})/(Y, \mathcal{N}) \]

we constructed in Section 1.3 is a quasi-isomorphism.

**Proof.** (cf. [LZ] Thm 3.5, [M] Thm 7.2) The claim is etale local on \( X \) and \( Y \). Thus we may assume that \((Y, *) = \text{Spec} (R, *)\). Let \( x \) be a geometric point of \( X \) and put \( P = M_x/\mathcal{O}_X^\times \). Then, since \( P^* = \{0\} \), \( P \) is an fs monoid such that \( P^{sp} \) is torsion free. Applying [KP2] Lem. 4.1.1 [to] the morphism \( f \), we see that there exist an etale neighborhood \( U \) of \( x \) in \( X \) and a chart \( U \rightarrow M|_U \) of \((U, M|_U)\) such that the induced morphism \((U, M|_U) \rightarrow \text{Spec}(R[P], P)\) is strict smooth. Then, after shrinking \( U \) suitably, we can take a factorization \((U, M|_U) \rightarrow \text{Spec}(R[P \oplus \mathbb{N}^a], P \oplus \mathbb{N}^a) \rightarrow \text{Spec}(R[P], P)\) such that the first morphism is strict etale. Thus we may assume that \((X, M) = (R[P \oplus \mathbb{N}^a], P \oplus \mathbb{N}^a)\). Because \( P \) is an fs monoid with \( P^{sp} \) torsion free, so is the monoid \( P \oplus \mathbb{N}^a \). Hence the comparison morphism in this case is the map \( c_{P\oplus\mathbb{N}^a} \) in (2.19) (with \( P \) replaced by \( P \oplus \mathbb{N}^a \)), and it is a quasi-isomorphism by Theorem 2.5.1. So we are done. \( \square \)

3 Relative log de Rham-Witt complex (II)

In the first two subsections of this section, we study the relative log de Rham-Witt complex \( W_m \Lambda^*_\mathcal{O}(R[P], P)/(R[Q], Q) \) for a \( \mathbb{Z}_p \)-algebra \( R \) and an injective \( p \)-saturated homomorphism of fs monoids \( Q \rightarrow P \) such that \( Q^{sp}, P^{sp}, P^{sp}/Q^{sp} \) are torsion free. The main result is the existence of a decomposition

\[ W_m \Lambda^*_\mathcal{O}(R[P], P)/(R[Q], Q) = \bigoplus_{x \in P[1]} W_m \Lambda^*_\mathcal{O}(R[P], P)/(R[Q], Q, x) \quad (3.1) \]

indexed by \( P[1] \), which is a relative version of the decomposition (2.1). The proof is done by combining the decomposition (2.1) in the absolute case and the exact sequence

\[ W_m \Lambda^*_\mathcal{O}(R[Q], Q)/(R, *) \rightarrow W_m \Lambda^*_\mathcal{O}(R[P], P)/(R, *) \rightarrow W_m \Lambda^*_\mathcal{O}(R[P], P)/(R[Q], Q) \rightarrow 0 \]

proven in [M] Prop. 3.11.

In the last subsection, using the decomposition (3.1), we prove that the comparison morphism

\[ Ru_m \mathcal{O}_m \rightarrow W_m \Lambda^*_\mathcal{O}(X, \mathcal{M})/(Y, \mathcal{N}) \]

constructed in Section 1.3 is a quasi-isomorphism when \((X, M) \rightarrow (Y, \mathcal{N})\) is a log smooth saturated morphism of fs log schemes on which \( p \) is nilpotent such that \((Y, \mathcal{N})\) is etale locally log smooth over a scheme with trivial log structure.

3.1 Preliminaries on monoids (II)

In this subsection, we give preliminaries on \( p \)-quasi-saturated morphisms of monoids which we use later.

**Definition 3.1.1.** Let \( p \) be a prime number. A monoid \( P \) is called \( p \)-saturated if \( P \) is integral and satisfies the following condition: Any \( x \in P^{sp} \) with \( px \in P \) belongs to \( P \).

**Definition 3.1.2.** Let \( P, Q \) be integral monoids.

1. [KK] Prop. 4.1 A homomorphism \( f : Q \rightarrow P \) is integral if the following condition is satisfied: For any elements \( a_1, a_2 \in Q, b_1, b_2 \in P \) satisfying \( f(a_1) + b_1 = f(a_2) + b_2 \), there exist \( a_3, a_4 \in Q, b \in P \) with the conditions \( b_1 = f(a_3) + b, b_2 = f(a_4) + b, a_1 + a_3 = a_2 + a_4 \).

2. [KK] Def. 4.6 A homomorphism \( f : Q \rightarrow P \) is exact if the following diagram is Cartesian:

\[
\begin{array}{ccc}
Q & \xrightarrow{f} & P \\
\downarrow & & \downarrow \\
Q^{sp} & \xrightarrow{f^{sp}} & P^{sp}
\end{array}
\]
A morphism of fine log schemes $f : X \to Y$ is $p$-quasi-saturated if the homomorphism $h : P \oplus_{Q,p} Q \to P$ defined by the following diagram is exact, where $P \oplus_{Q,p} Q$ denotes the pushout of the diagram $P \xrightarrow{p} Q \xleftarrow{p} P$ in the category of integral monoids:

\[ \begin{array}{ccc}
P & \xrightarrow{p} & Q \\
\downarrow f & & \downarrow f \\
P \oplus_{Q,p} Q & \xrightarrow{h} & P.
\end{array} \]

A homomorphism $f : X \to Y$ is called $p$-saturated if it is $p$-quasi-saturated and integral.

The condition of $p$-quasi-saturatedness is described as follows, where $P \oplus_{Q,p} Q \equiv M$:

\( \circ \) If an element $\{(r_1 - r_2, q_1 - q_2)\} \in M^{\text{gp}}$ $(r_1, r_2 \in P, q_1, q_2 \in Q)$ satisfies $p(r_1 - r_2) + q_1 - q_2 \in P$, $(r_1 - r_2, q_1 - q_2) \in M$, namely, there exists an element $x \in Q^{\text{gp}}$ with $r_1 - r_2 + x \in P$ and $q_1 - q_2 - px \in Q$.

**Lemma 3.1.3.** Let $Q \to P$ be a $p$-quasi-saturated morphism of integral monoids and assume that $P$ is $p$-saturated. Then we have the following:

\( \circ \) If $x$ is an element in $P$ with $x \in p\left( P^{\text{gp}} / Q^{\text{gp}} \right)$ when it is regarded as an element in $P^{\text{gp}} / Q^{\text{gp}}$, there exist elements $r \in P, q \in Q$ such that $x = pr + q$ in $P$.

**Proof.** Let $P' := \text{Im}(P \to P^{\text{gp}} / Q^{\text{gp}})$. (Then $P'^{\text{gp}} = P^{\text{gp}} / Q^{\text{gp}}$.) We first prove that $P'$ is $p$-saturated. If $y$ is an element in $P^{\text{gp}} / Q^{\text{gp}}$ with $py \in P'$, a representative $z \in P^{\text{gp}}$ of $y$ satisfies the equality $pz = \zeta + q_1 - q_2$ for some $\zeta \in P, q_1, q_2 \in Q$. Hence $p(z + q_2) = \zeta + q_1 + (p - 1)q_2$ and the right hand side of it belongs to $P$. Since $P$ is $p$-saturated, $z + q_2 \in P$. So $y \in P'$ and thus $P'$ is $p$-saturated, as required.

If $x$ is an element in $P$ with $x \in p\left( P^{\text{gp}} / Q^{\text{gp}} \right)$ when regarded as an element in $P^{\text{gp}} / Q^{\text{gp}}$, there exists some $y \in P^{\text{gp}} / Q^{\text{gp}}$ with $x = py$. Since $py \in P'$, the claim in the previous paragraph implies that $y \in P'$. Thus there exist elements $r_2 \in P, q_1, q_2 \in Q$ with $x + q_1 = pr_2 + q_2$. Since $q_2 - q_1 + pr_2 = x \in P$, the property (\( \circ \)) implies the existence of elements $x_1, x_2 \in Q$ with

\[ \begin{aligned}
r_2 + x_1 - x_2 & \in P, \\
q_2 - q_1 + p(x_2 - x_1) & \in Q.
\end{aligned} \]

Thus we have the equality $x = p(r_2 + x_1 - x_2) + (q_2 - q_1 + p(x_2 - x_1))$, which is a required expression.

**Lemma 3.1.4.** Let $Q \to P$ be as in Lemma 3.1.3 and assume moreover that $P^{\text{gp}} / Q^{\text{gp}}$ does not have $p$-torsion. Then we have the following:

\( \circ \) For any $n \in \mathbb{N}$, if $x$ is an element in $P$ with $x \in p^n\left( P^{\text{gp}} / Q^{\text{gp}} \right)$ when it is regarded as an element in $x \in P^{\text{gp}} / Q^{\text{gp}}$, there exist elements $r \in P, q \in Q$ such that $x = p^n r + q$.

**Proof.** We prove the lemma by induction on $n$. When $n = 1$, the claim is nothing but the property (\( \circ \)). We assume that (\( \circ \)) holds for $n = k$ and consider the case $n = k + 1$. Let $x$ be an element in $P$ with $x \in p^{k+1}\left( P^{\text{gp}} / Q^{\text{gp}} \right)$ when regarded as an element in $x \in P^{\text{gp}} / Q^{\text{gp}}$. Then, since $x \in p^k\left( P^{\text{gp}} / Q^{\text{gp}} \right)$, there exist $r \in P, q \in Q$ with $x = p^k r + q$ by induction hypothesis. If we consider this equality in $P^{\text{gp}} / Q^{\text{gp}}$, we conclude that $r \in p\left( P^{\text{gp}} / Q^{\text{gp}} \right)$ because $P^{\text{gp}} / Q^{\text{gp}}$ is $p$-torsion free. So, by (\( \circ \)), there exist $r' \in P, q' \in Q$ with $r = pr' + q'$. Then $x = p^{k+1} r' + (p^k q' + q)$, which is a required expression.

Finally we recall the notion of $(p)$-saturated morphism of fine log schemes.

**Definition 3.1.5.** [T] Def. II.2.10] A morphism of fine log schemes $f : (X, \mathcal{M}) \to (Y, \mathcal{N})$ is called $p$-saturated if, for any $x \in X, y = f(x) \in Y$, the homomorphism $(\mathcal{N} / \mathcal{O}_y^n)_y \to (\mathcal{M} / \mathcal{O}_{X,x}^n)_x$ induced by $f$ is $p$-saturated. $f$ is called saturated if it is $p$-saturated for any prime number $p$.

The following proposition immediately follows from [T] Thm. II.3.1.

**Proposition 3.1.6.** Any $p$-saturated morphism of fs log schemes is saturated.
3.2 Decomposition of relative log de Rham-Witt complex (II)

In this subsection, let \( R \) be a \( \mathbb{Z}_{(p)} \)-algebra and let \( Q \to P \) be an injective \( p \)-quasi-saturated homomorphism of fs monoids such that \( Q^{\text{gp}}, P^{\text{gp}}, P^{\text{gp}}/Q^{\text{gp}} \) are torsion free. (Under this assumption, \( Q^{\text{gp}} \to P^{\text{gp}} \) is also injective and \( (R[P], P)/(R[Q], Q), (R[Q], Q)/(R, *) \) are log smooth.) In this subsection, we introduce the notion of \( x \)-part \( W_m \Lambda^*_{(R[P], P)/(R[Q], Q), x} \) of the relative log de Rham-Witt complex \( W_m \Lambda^*_{(R[P], P)/(R[Q], Q)} \) for \( x \in P^{[1]}_{[p]} \) and prove the direct sum decomposition

\[
W_m \Lambda^*_{(R[P], P)/(R, *)} = \bigoplus_{x \in P^{[1]}_{[p]}} W_m \Lambda^*_{(R[P], P)/(R[Q], Q), x}.
\]

First we recall the following proposition due to Matsue:

**Proposition 3.2.1.** [M] Prop. 3.11] For morphisms \( X \to Y \to S \) of fine log schemes, we have the following exact sequence:

\[
W_m \Lambda^1_{X/S} \otimes_{W_m(O_Y)} W_m \Lambda^{*-1}_{X/Y} \to W_m \Lambda^*_{X/S} \to W_m \Lambda^*_{X/Y} \to 0.
\]

We define the notion of \( x \)-part of \( W \Lambda^n_{(R[P], P)/(R[Q], Q), x} \) be the \( W(R) \)-submodule of \( W \Lambda^n_{(R[P], P)/(R[Q], Q)} \) consisting of elements \( \omega \) which has the following expression:

\[
\omega = \sum_{I \subset [1, r], |I| = n} y^{x(x)}(\eta_I X^{p(x)} x) \bigwedge_i d \log X_i + \sum_{J \subset [1, r], |J| = n-1} y^{x(x)}(\eta_J X^{p(x)} x) \bigwedge_J d \log X_j.
\]

We call \( W \Lambda^n_{(R[P], P)/(R[Q], Q), x} \) the \( x \)-part of \( W \Lambda^n_{(R[P], P)/(R[Q], Q)} \). Also, we put\n
\[
W_m \Lambda^n_{(R[P], P)/(R[Q], Q), x} := \text{Im}(W \Lambda^n_{(R[P], P)/(R[Q], Q), x} \to W \Lambda^n_{(R[P], P)/(R[Q], Q)}),
\]

and call it the \( x \)-part of \( W_m \Lambda^n_{(R[P], P)/(R[Q], Q)} \).

By the argument in Lemma 2.4.2 we see that the derivation \( d \) respects the \( x \)-parts.

**Lemma 3.2.3.** The exact sequence

\[
W_m \Lambda^1_{(R[Q], Q)/(R, *)} \otimes_{W_m(O_Q)} W_m \Lambda^{*-1}_{(R[P], P)/(R, *)} \xrightarrow{\alpha} W_m \Lambda^*_{(R[P], P)/(R, *)} \xrightarrow{\beta} W_m \Lambda^*_{(R[P], P)/(R[Q], Q)} \to 0
\]

of Proposition 3.2.1 induces for each \( x \in P^{[1]}_{[p]} \) the exact sequence

\[
(W_m \Lambda^1_{(R[Q], Q)/(R, *)} \otimes_{W_m(O_Q)} W_m \Lambda^{*-1}_{(R[P], P)/(R, *)})_x \xrightarrow{\alpha_x} W_m \Lambda^*_{(R[P], P)/(R, *)}, x \xrightarrow{\beta_x} W_m \Lambda^*_{(R[P], P)/(R[Q], Q), x} \to 0.
\]

Here, \((W_m \Lambda^1_{(R[Q], Q)/(R, *)} \otimes_{W_m(O_Q)} W_m \Lambda^{*-1}_{(R[P], P)/(R[Q], Q)})_x\) denotes the \( W_m(R) \)-submodule generated by the tensors of elements in \( W_m \Lambda^1_{(R[Q], Q)/(R, *)}, x \) (see (2.2) and elements in \( W_m \Lambda^{*-1}_{(R[P], P)/(R[Q], Q), x} \) \( x \in P^{[1]}_{[p]} \)) such that \( x_q + x_p = x \) in \( P^{[1]}_{[p]} \).

**Proof.** By the definition of \( x \)-parts, it is easy to see that the maps \( \alpha_x, \beta_x \) (\( x \in P^{[1]}_{[p]} \)) are well-defined as restriction of the maps \( \alpha, \beta \), respectively. The surjectivity of the map \( \beta_x \) follows immediately from that of the map \( \beta \) and the definition of \( x \)-parts. By the exactness of (2.2), \( \text{Ker} \, \beta_x \) is the set of elements in \( W_m \Lambda^*_{(R[P], P)/(R, *)}, x \) which belongs to the image of \( \alpha \). Take any \( \omega \in \text{Ker} \, \beta_x \). Then, since

\[
W_m \Lambda^1_{(R[Q], Q)/(R, *)} \otimes_{W_m(O_Q)} W_m \Lambda^{*-1}_{(R[P], P)/(R[Q], Q)} = \sum_{x \in P^{[1]}_{[p]}} (W_m \Lambda^1_{(R[Q], Q)/(R, *)} \otimes_{W_m(O_Q)} W_m \Lambda^{*-1}_{(R[P], P)/(R[Q], Q)}),
\]
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there exist \( \omega'_x \in (W_m \Lambda^1_{(R(Q), (R,+))} \otimes W_m (R(Q)) W_m \Lambda^{*-1}_{(R[P], P)/(R(Q), Q)})_x \) (\( x' \in P_{\frac{1}{2}} \)) with \( \omega = \alpha(\sum_x \omega'_x) = \sum_x \alpha_x(\omega'_x) \). Then, since we have the decomposition
\[
W_m \Lambda^{*}_{(R[P], P)/(R,+)} = \bigoplus_{x' \in P_{\frac{1}{2}}} W_m \Lambda^{*}_{(R[P], P)/(R,+), x'},
\]
we conclude that \( \alpha_x(\omega'_x) = 0 \) for \( x' \neq x \) and so \( \omega = \alpha_x(\omega'_x) \), namely, \( \text{Ker} \beta_x \subset \text{Im} \alpha_x \). The inclusion in the other direction follows from the exactness of (3.2). So we are done.

The main result in this subsection is the following:

**Proposition 3.2.4.** Let \( R \) and \( Q \to P \) be as in the beginning of this subsection.

1. For \( x \in P_{\frac{1}{2}} \), we have the isomorphisms
\[
f'_m : W_m \Lambda^{*}_{(R[P], P)/(R(Q), Q)}, x \to W_m \Lambda^{*}_{(R[P], P)/(R(Q), Q)}, x',
\]
\[
g'_m : W_m \Lambda^{*}_{(R[P], P)/(R(Q), Q)}, x \to W_m \Lambda^{*}_{(R[P], P)/(R(Q), Q)}, x,
\]
each of which is the inverse of the other.

2. Any element in \( W \Lambda^{k}_{(R[P], P)/(R(Q), Q)} \) is written uniquely as a convergent sum of elements in \( W \Lambda^{k}_{(R[P], P)/(R(Q), Q)} \) (\( x \in P_{\frac{1}{2}} \)). Also, we have the canonical direct sum decomposition
\[
W_m \Lambda^{k}_{(R[P], P)/(R(Q), Q)} = \bigoplus_{x \in P_{\frac{1}{2}}} W_m \Lambda^{k}_{(R[P], P)/(R(Q), Q), x}.
\]

**Proof.** (1) The morphism \( f'_m \) is defined as the map between \( x \)-parts of the map
\[
W_m \Lambda^{*}_{(R(P), P)/(R(Q), Q)} \to W_m \Lambda^{*}_{(R[P], P)/(R(Q), Q)}
\]
induced by \( P \to P^{sp} \) by the universality of \( F-V \)-procomplexes. By definition, the map \( f_m \) is compatible with \( d \).

Next we define the morphism \( g'_m \) from the composite
\[
W_m \Lambda^{*}_{(R[P], P)/(R(Q), Q)}, x \xrightarrow{g_m} W_m \Lambda^{*}_{(R(P), P)/(R(Q), Q)}, x \xrightarrow{\beta_x} W_m \Lambda^{*}_{(R(P), P)/(R(Q), Q)}, x,
\]
where \( g_m \) is the isomorphism of Proposition 3.2.4 and \( \beta_x \) is the map in Proposition 3.2.3. By the exact sequence
\[
(W \Lambda^1_{(R(Q), (R,+))} \otimes W(R(Q)) W \Lambda^{*-1}_{(R[P], P)/(R(Q), Q)})_x \xrightarrow{\alpha_x^{\text{gp}}} W \Lambda^{*}_{(R(P), P)/(R(Q), Q)}, x \xrightarrow{\beta_x^{\text{gp}}} W \Lambda^{*}_{(R[P], P)/(R(Q), Q)}, x \to 0
\]
of Proposition 3.2.3 with \( P \) replaced by \( P^{sp} \), it suffices to see that the composite (3.3) is zero on
\[
\alpha_x^{\text{gp}}((W_m \Lambda^1_{(R(Q), (R,+))} \otimes W_m (R(Q)) W_m \Lambda^{*-1}_{(R[P], P)/(R(Q), Q)})_x)
\]
to define the map \( g'_m \).

We note that \( (W_m \Lambda^1_{(R(Q), (R,+))} \otimes W_m (R(Q)) W_m \Lambda^{*-1}_{(R[P], P)/(R(Q), Q)})_x \) is generated by the elements of the form \( \omega_1 \otimes \omega_2 \) such that \( \omega_1 \) is either
\[
V^n(\eta X^{q_1}) d \log X^{q_2} \quad \text{or} \quad d V^n(\eta X^{q_1})
\]
and \( \omega_2 \) is either
\[
V^l(\zeta X^{p_1}) \int \log X_i, \quad \text{or} \quad d V^l(\zeta X^{p_1}) \int \log X_i,
\]
where
\[
n \geq 0, \ q_1 \in Q, \ q_2 \in Q^{sp}, \ \eta \in W_{m-n}(R) \quad \text{and} \quad l \geq 0, \ p_1 \in P^{sp}, \ \zeta \in W_{m-l}(R)
\]
and
\[
\omega_1 \text{ is either } V^n(\eta X^{q_1}) d \log X^{q_2} \quad \text{or} \quad d V^n(\eta X^{q_1})
\]
and
\[
\omega_2 \text{ is either } V^l(\zeta X^{p_1}) \int \log X_i, \quad \text{or} \quad d V^l(\zeta X^{p_1}) \int \log X_i,
\]
where
\[
n \geq 0, \ q_1 \in Q, \ q_2 \in Q^{sp}, \ \eta \in W_{m-n}(R) \quad \text{and} \quad l \geq 0, \ p_1 \in P^{sp}, \ \zeta \in W_{m-l}(R)
\]
and
with the condition $\frac{d}{dp} + \frac{d}{p} = x$ in $P^{\mathbb{G}}[\frac{1}{p}]$. So, to define the map $g'_m$, it suffices to check that any element of the form $\omega_1 \otimes \omega_2$ as above is sent to 0 by the composite of the map $\alpha'_{\mathbb{G}}$ and the map $[3.3]$.

**Case 1.** The case $\omega_1 = V^n(\eta X^q) d \log X^q$, $\omega_2 = V^i(\zeta X^p) \bigwedge_I d \log X_i$.

$$V^n(\eta X^q) d \log X^q \otimes V^i(\zeta X^p) \bigwedge_I d \log X_i$$

$$\xrightarrow{\alpha'_{\mathbb{G}}} V^n(\eta X^q) d \log X^q V^i(\zeta X^p) \bigwedge_I d \log X_i$$

$$= V^n(\eta X^q) V^i(\zeta X^p) d \log X^q \bigwedge_I d \log X_i$$

$$= (a \text{ degree 0 element of weight } x) d \log X^q \bigwedge_I d \log X_i$$

$$\mapsto (a \text{ degree 0 element of weight } x) 0 \cdot \bigwedge_I d \log X_i$$

$$= 0.$$

**Case 2.** The case $\omega_1 = V^n(\eta X^q) d \log X^q$, $\omega_2 = d^V(\zeta X^p) \bigwedge_I d \log X_i$.

$$V^n(\eta X^q) d \log X^q \otimes d^V(\zeta X^p) \bigwedge_I d \log X_i$$

$$\xrightarrow{\alpha'_{\mathbb{G}}} V^n(\eta X^q) d \log X^q d^V(\zeta X^p) \bigwedge_I d \log X_i$$

$$= -V^n(\eta X^q) d^V(\zeta X^p) d \log X^q \bigwedge_I d \log X_i.$$  (2)

We divide into two cases.

**Case 2-1.** The case $n \geq l$.

By the calculation similar to **Case 1** in the proof of Proposition 2.2.5

$$\mapsto (a \text{ degree 0 element of weight } x) d \log X^q \cdot 0 \cdot \bigwedge_I d \log X_i$$

$$= 0.$$

**Case 2-2.** The case $n \leq l$.

By the calculation similar to **Case 2** in the proof of Proposition 2.2.5

$$\mapsto d(a \text{ degree 0 element of weight } x) d \log X^q \bigwedge_I d \log X_i$$

$$-(a \text{ degree 0 element of weight } x) d \log X^q \cdot 0 \cdot \bigwedge_I d \log X_i$$

$$\mapsto d(a \text{ degree 0 element of weight } x) \cdot 0 \cdot \bigwedge_I d \log X_i$$

$$-(a \text{ degree 0 element of weight } x) d \log X^q \cdot 0 \cdot \bigwedge_I d \log X_i$$

$$= 0.$$

**Case 3.** The case $\omega_1 = d^{V^n}(\eta X^q)$, $\omega_2 = V^i(\zeta X^p) \bigwedge_I d \log X_i$.

$$d^{V^n}(\eta X^q) \otimes V^i(\zeta X^p) \bigwedge_I d \log X_i$$

$$\xrightarrow{\alpha'_{\mathbb{G}}} d^{V^n}(\eta X^q) V^i(\zeta X^p) \bigwedge_I d \log X_i$$

$$= V^i(\zeta X^p) d^{V^n}(\eta X^q) \bigwedge_I d \log X_i.$$  (3)
We divide into two cases.

**Case 3-1.** The case \( l \geq n \).

By the calculation similar to **Case 1** in the proof of Proposition 2.2.5,

\[
(b) = ( \text{a degree 0 element of weight } x ) d \log X^P \bigwedge_i d \log X_i \\
\implies ( \text{a degree 0 element of weight } x ) \cdot 0 \cdot \bigwedge_i d \log X_i \\
= 0.
\]

**Case 3-2.** The case \( l < n \).

We use the assumption \( q_1 + p_1p^{n-1} = p^n x \). Since \( P^{\text{sp}}/Q^{\text{sp}} \) is torsion free and \( Q \hookrightarrow P \) is quasi-p-saturated, there exist \( p_3 \in P, q_3 \in Q \) with \( q_3 + p_3p^{n-1} = p^n x \) by (**). Also, since \( P^{\text{sp}} \) is also torsion free, \( d \log X^P = d \log X^P \in W_m A^1_{[R[P],P]/[R,Q],Q} \).

Then, by the calculation similar to **Case 2** in the proof of Proposition 2.2.5,

\[
(b) = d^{V^Q}(\eta^{p^{n-1}} \xi^P X^P) \bigwedge_i d \log X_i - d^{V^Q}(\eta^{p^{n-1}} \xi^P X^P) d \log X^P \bigwedge_i d \log X_i \\
\implies d^{V^Q}(\eta^{p^{n-1}} \xi^P X^P) \bigwedge_i d \log X_i - d^{V^Q}(\eta^{p^{n-1}} \xi^P X^P) d \log X^P \bigwedge_i d \log X_i \\
= d^{V^Q}(\eta^{p^{n-1}} \xi^P X^P + p_3p^{n-1}) \bigwedge_i d \log X_i - d^{V^Q}(\eta^{p^{n-1}} \xi^P X^P) d \log X^P \bigwedge_i d \log X_i \\
= V^Q(\xi^P) d^{V^Q}(\eta X^Q) \bigwedge_i d \log X_i \\
= V^Q(\xi^P) \cdot 0 \cdot \bigwedge_i d \log X_i \\
= 0.
\]

**Case 4.** The case \( \omega_1 = d^{V^Q}(\eta X^Q), \omega_2 = d^{V^Q}(\xi^P) \bigwedge_i d \log X_i \).

\[
d^{V^Q}(\eta X^Q) \otimes d^{V^Q}(\xi^P) \bigwedge_i d \log X_i \overset{\alpha^{\text{sp}}}{\rightarrow} d^{V^Q}(\eta X^Q) d^{V^Q}(\xi^P) \bigwedge_i d \log X_i.
\]

We divide into two cases.

**Case 4-1.** The case \( l \geq n \).

By the calculation similar to **Case 1** in the proof of Proposition 2.2.5,

\[
(z) = d( \text{a degree 0 element of weight } x ) d \log X^Q \bigwedge_i d \log X_i \\
\implies d( \text{a degree 0 element of weight } x ) \cdot 0 \cdot \bigwedge_i d \log X_i \\
= 0.
\]

**Case 4-2.** The case \( l < n \).

We use the assumption \( q_1 + p_1p^{n-1} = p^n x \). Since \( P^{\text{sp}}/Q^{\text{sp}} \) is torsion free and \( Q \hookrightarrow P \) is quasi-p-saturated, there exist \( p_3 \in P, q_3 \in Q \) with \( q_3 + p_3p^{n-1} = p^n x \) by (**). Also, since \( P^{\text{sp}} \) is also torsion free, \( d \log X^P = d \log X^P \in W_m A^1_{[R[P],P]/[R,Q],Q} \).

Then, by the calculation similar to **Case 2** in the proof of Proposition 2.2.5,

\[
(z) = d^{V^Q}(\eta^{p^{n-1}} \xi^P X^P) d \log X^P \bigwedge_i d \log X_i \\
\implies d^{V^Q}(\eta^{p^{n-1}} \xi^P X^P) d \log X^P \bigwedge_i d \log X_i
\]
By the above calculation, we have checked that the morphism $g'_m$ is well-defined. Note that the isomorphism $f_m$ in Proposition 2.4.3 and the morphism $f'_m$ fit into the commutative diagram with exact horizontal lines

$$
\begin{array}{ccc}
W_m\Lambda^{\bullet}(R[P],P)/(R,\ast),x & \xrightarrow{f_m} & W_m\Lambda^{\bullet}(R[P],P)/(R[Q],Q),x \\
\downarrow & & \downarrow \\
W_m\Lambda^{\bullet}(R[P\wp],P\wp)/(R\ast),x & \xrightarrow{f'_m} & W_m\Lambda^{\bullet}(R[P\wp],P\wp)/(R[Q\wp],Q\wp),x
\end{array}
$$

and that there exists a similar commutative diagram with two horizontal lines exchanged and morphisms $f_m, f'_m$ replaced by morphisms $g_m, g'_m$. Then, we can check the equalities $f'_m \circ g'_m = id, g'_m \circ f'_m = id$ from the equalities $f_m \circ g_m = id, g_m \circ f_m = id$, the above commutative diagram and the similar diagram with $g_m, g'_m$. So we are done.

(2) We see easily that $\{W_m\Lambda^{\bullet}(R[P\wp],P\wp)/(R[Q\wp],Q\wp)\}_{m \in \mathbb{N}}$ has a structure of log $F$-$V$-procomplex over an $(R[Q\wp],Q\wp)$-algebra $(R[P\wp],P\wp)$, and by the universality, we have the canonical isomorphism of log $F$-$V$-procomplexes

$$\{W_m\Lambda^{\bullet}(R[P\wp],P\wp)/(R[Q\wp],Q\wp)\}_{m \in \mathbb{N}} \cong \{W_m\Lambda^{\bullet}(R[P\wp],P\wp)/(R[Q\wp],Q\wp)\}_{m \in \mathbb{N}}.$$ 

Hence we have the isomorphism

$$W_m\Lambda^{\bullet}(R[P\wp],P\wp)/(R[Q\wp],Q\wp),x \cong W_m\Lambda^{\bullet}(R[P\wp],P\wp)/(R[Q\wp],Q\wp),x.'$$

Also, since the map $Q\wp \to P\wp$ is injective and $P\wp, Q\wp, P\wp/Q\wp$ are torsion free, there exists an isomorphism

$$P\wp \cong Q\wp \oplus (P\wp/Q\wp),$$

which induces an isomorphism

$$W_m\Lambda^{\bullet}(R[Q\wp][P\wp/Q\wp],P\wp/Q\wp)/(R[Q\wp],+),x \cong W_m\Lambda^{\bullet}(R[Q\wp][P\wp/Q\wp],P\wp/Q\wp)/(R[Q\wp],+),x.'$$

For $x \in P\wp[\frac{1}{p}]$, denote the image of $x$ by the isomorphism

$$P\wp[\frac{1}{p}] \cong Q\wp[\frac{1}{p}] \oplus (P\wp/Q\wp)[\frac{1}{p}],$$

induced by (3.4) by $x' + x''$. Also, we put

$$W_m\Lambda^{\bullet}(R[Q\wp][P\wp/Q\wp],P\wp/Q\wp)/(R[Q\wp],+),x := \text{Im} \left( W_m\Lambda^{\bullet}(R[Q\wp][P\wp/Q\wp],P\wp/Q\wp)/(R[Q\wp],+),x \to W_m\Lambda^{\bullet}(R[Q\wp][P\wp/Q\wp],P\wp/Q\wp)/(R[Q\wp],+),x.' \right).$$

Beware that the right hand side is not the $x$-part of $W_m\Lambda^{\bullet}(R[Q\wp][P\wp/Q\wp],P\wp/Q\wp)/(R[Q\wp],+)$ but a subset of the $x'$-part of it. By definition, we have an isomorphism

$$f'_m : W_m\Lambda^{\bullet}(R[Q\wp][P\wp/Q\wp],P\wp/Q\wp)/(R[Q\wp],+),x \cong W_m\Lambda^{\bullet}(R[Q\wp][P\wp/Q\wp],P\wp/Q\wp)/(R[Q\wp],+),x.' $$
An element in $W_mA^*(R[Q_p]([P_{Q_p}/Q_p^p],P_{Q_p}/Q_p^p))/(R[Q_p^p],*)_x$ is written as a sum of the images of $P^{ep}$-basic Witt differentials in $W_mA^*(R[Q_p]([P_{Q_p}/Q_p^p],P_{Q_p}/Q_p^p))/(R[Q_p^p],*)_x$ by $f_m$. As for the $P^{ep}$-basic Witt differentials in $W_mA^*(R[Q_p]([P_{Q_p}/Q_p^p],P_{Q_p}/Q_p^p))/(R[Q_p^p],*)$, we have the following equalities (note that $u(x) = \min\{u(x'),u(x'')\}$):

$$V^{u(x)}(\eta X^{P^n(x)x}) \sum_I d\log X_i = V^{u(x)}(\eta X^{P^n(x)x'} X^{P^n(x')x''}) \sum_I d\log X_i$$

$$= \left\{ \begin{array}{ll} V^{u(x)}(\eta X^{P^n(x)x'} X^{P^n(x')x''}) \sum_I d\log X_i & (u(x') \leq u(x'')) \\
V^{u(x)}(\eta X^{P^n(x)x'} X^{P^n(x')x''}) \sum_I d\log X_i & (u(x') \geq u(x'')) 
\end{array} \right.$$
Consider the following commutative diagram

$$
\begin{array}{ccc}
\bigoplus_{x \in P[1/\mathfrak{p}]} W_m \Lambda^\bullet_{(R[P],P)/(R[Q],Q),x} & \xrightarrow{\oplus \tilde{f}_m} & \bigoplus_{x \in P[1/\mathfrak{p}]} W_m \Lambda^\bullet_{(R[Q^{\mathfrak{p}}]/(P^{\mathfrak{p}},Q^{\mathfrak{p}})/(R[Q^{\mathfrak{p}}],\ast),x} \\
\text{sum} & \xrightarrow{j} & \text{sum}
\end{array}
$$

where $\oplus \tilde{f}_m$ is the direct sum of the isomorphisms $\tilde{f}_m$, $j$ is the composite

$$
W_m \Lambda^\bullet_{(R[P],P)/(R[Q],Q)} \xrightarrow{\oplus m} W_m \Lambda^\bullet_{(R[Q^{\mathfrak{p}}]/(P^{\mathfrak{p}},Q^{\mathfrak{p}})/(R[Q^{\mathfrak{p}}],\ast)} \xrightarrow{\oplus m} W_m \Lambda^\bullet_{(R[Q^{\mathfrak{p}}]/(P^{\mathfrak{p}},Q^{\mathfrak{p}})/(R[Q^{\mathfrak{p}}],\ast)}
$$

and sum are the morphisms of taking sum. By assumption, the image of the element

$$
(\omega_x)_x \in \bigoplus_{x \in P[1/\mathfrak{p}]} W_m \Lambda^\bullet_{(R[P],P)/(R[Q],Q),x}
$$

by $j \circ \text{sum} = \text{sum} \circ (\oplus \tilde{f}_m)$ is equal to 0. Also, as we saw above, the morphism sum on the right is injective. Thus we see that $(j(\omega_x))_x = (0)_x$ and so $\omega_x = 0$ for all $x \in P[1/\mathfrak{p}]$. So we are done.

### 3.3 Comparison isomorphism (II)

Let $R$ be a commutative ring in which $p$ is nilpotent and let $Q \rightarrow P$ be an injective $p$-saturated homomorphism of fs monoids such that $Q^{\mathfrak{p}}, P^{\mathfrak{p}}, Q^{\mathfrak{p}}/P^{\mathfrak{p}}$ are torsion free. (Under this assumption, $Q^{\mathfrak{p}} \rightarrow P^{\mathfrak{p}}$ is also injective and $(R[P], P)/(R[Q], Q)$ is log smooth.)

Let $((A_m, P), \phi_m, \delta_m)_m$ be the log Frobenius lift of $(R[P], P)$ over $(R[Q], Q)$ in Example 1.3.2 (so $A_m = W_m(R[Q]) \otimes_{\mathbb{Z}[Q]} \mathbb{Z}[P]$), and let $(Z_m, \Phi_m, \Delta_m)_m$ be the corresponding log Frobenius lift (as log schemes) of $Z := \Spec(R[P], P)$ over $\Spec(R[Q], Q)$. Then, by the construction in Section 1.3 using $(Z_m, \Phi_m, \Delta_m)_m$, we obtain the comparison morphism

$$
\Lambda^\bullet_{Z_m/\Spec(W_m(R[Q], Q))} \rightarrow W_m \Lambda^\bullet_{Z/\Spec(R[Q], Q)}
$$

of complexes of quasi-coherent sheaves, hence the morphism

$$
c_{P,Q} : \Lambda^\bullet_{(A_m, P)/W_m(R[Q], Q)} \rightarrow W_m \Lambda^\bullet_{(R[P], P)/(R[Q], Q)}
$$

(3.9) of complex of $W_m(R[Q])$-modules.

**Theorem 3.3.1.** In the above situation, the morphism $c_{P,Q}$ is a quasi-isomorphism.

To prove Theorem 3.3.1 first we prove the following lemma.

**Lemma 3.3.2.** Let $R$ and $Q \rightarrow P$ be as above. Then the canonical map

$$
\Lambda^\bullet_{W_m(R[Q]) \otimes_{\mathbb{Z}[Q]} \mathbb{Z}[P], P)/(R[Q], Q) \rightarrow \Lambda^\bullet_{W_m(R[Q]) \otimes_{\mathbb{Z}[Q]} \mathbb{Z}[P^{\mathfrak{p}}], P^{\mathfrak{p}})/(W_m(R[Q]), Q)
$$

is injective.

**Proof.** We put $A_m := W_m(R[Q]) \otimes_{\mathbb{Z}[Q]} \mathbb{Z}[P]$ as above and put $A_m' := W_m(R[Q]) \otimes_{\mathbb{Z}[Q]} \mathbb{Z}[P^{\mathfrak{p}}]$. Since

$$
\Lambda^\bullet_{W_m(R[Q]) \otimes_{\mathbb{Z}[Q]} \mathbb{Z}[P], P)/W_m(R[Q], Q) \cong \Lambda^\bullet_{W_m(R[Q]) \otimes_{\mathbb{Z}[Q]} \mathbb{Z}[P^{\mathfrak{p}}], P^{\mathfrak{p}}}/W_m(R[Q], Q)
$$

it suffices to prove that the canonical map $A_m \rightarrow A_m'$ is injective.

By Proposition 2.2.2 any element in $A_m$ is written as a sum of the elements of the form $v^{\mathfrak{a}}(\eta \xi^{p^{\mathfrak{a}} \mathfrak{q}} \otimes T^r$ with $q \in Q[1/\mathfrak{p}], r \in \mathfrak{p}, \eta \in W_m - u(q)(R)$. Consider the following claim:
claim. Let \( q, q' \in Q[\frac{1}{p}], r, r' \in P \) with \( q + r = q' + r' \in P[\frac{1}{p}] \). Then we have the equality \( V^{(q)}(\eta_X p^{(q)} q) \otimes T^r = V^{(q')}(\eta_X p^{(q')} q') \otimes T^{r'} \) in \( A_m \).

Suppose that the claim is true and assume we are given an element
\[
\omega = \sum_{i=1}^n V^{(q_i)}(\eta_X p^{(q_i)} q_i) \otimes T^{r_i}
\]
in \( A_m \) which is sent to 0 \( \in A_m \). We may assume by the claim that the values \( p_i := q_i + r_i \) \( (1 \leq i \leq n) \) are all different. If we define \( \delta_m : A_m' = W_m(R(Q) \otimes \mathbb{Z}[P]) \to W_m(R[P]) \) is the extension of the canonical morphism \( W_m(R(Q)) \to W_m(R[P]) \) which sends 1 \( \otimes T^x \) to \( x \). Hence, we have the equality
\[
0 = \delta_m(\omega) = \sum_{i=1}^n \delta_m \left( V^{(q_i)}(\eta_X p^{(q_i)} q_i) \otimes T^{r_i} \right) = \sum_{i=1}^n V^{(q_i)}(\eta_X p^{(q_i)} q_i) \otimes T^{r_i}.
\]

Since the cokernel of \( Q_{SP} \to P_{SP} \) is \( p \)-torsion free, we have \( u_P(p_i) = u_P(q_i) = u_Q(q_i) \). Hence the expression on the right hand side of the above equality is unique by Lemma \ref{lem:2.2.2}. Thus we have \( x = 0 \) for all \( i \) and so \( \omega = 0 \), namely, the map \( A_m \to A_m' \) is injective as required. Therefore, it suffices to prove the above claim.

Let \( q, q' \in Q[\frac{1}{p}], r, r' \in P \) with \( q + r = q' + r' \in P[\frac{1}{p}] \). As we saw above, \( u(q) := u_Q(q) = u_P(q) = u_P(q + r) \) and so \( u(q') = u(q') \). Thus \( p^{u(q)} q + p^{u(r)} r = p^{u(q')} q' + p^{u(r')} r' \in P \). Since \( Q \to P \) is an integral morphism, there exist elements \( a, a' \in Q, b, b' \in P \) satisfying:
\[
\begin{align*}
p^{u(q)} q &= a + b, \\
p^{u(r)} r &= a' + b', \\
p^{u(q)} q + a &= p^{u(q')} q' + a'.
\end{align*}
\]

If we regard \( b \in P \) as an element in \( P_{SP} \), it belongs to \( p^{u(q)} (P_{SP}/Q_{SP}) \). Hence, by (\star\star\star\), there exist elements \( \tilde{r} \in P, \tilde{q} \in Q \) such that \( b = p^{u(q)^{\tilde{r}}} + \tilde{q} \). This implies the equality \( p^{u(q)} r = a + \tilde{q} + p^{u(q)^{\tilde{r}}} \tilde{r} \) and so \( a + \tilde{q} \in Q \cap p^{u(q)} P_{SP} \). Since the cokernel of the map \( Q_{SP} \to P_{SP} \) is \( p \)-torsion free, \( Q \cap p^{u(q)} P_{SP} = Q \cap Q_{SP} \cap p^{u(q)} P_{SP} = Q \cap p^{u(q)} Q_{SP} \). Moreover, since \( Q \cap p^{u(q)} Q_{SP} = p^{u(q)} Q \). Thus there exists an element \( c \in Q \) such that \( a + \tilde{q} = p^{u(q)^c} c \). Since \( P_{SP} \) is \( p \)-torsion free, this implies the equality \( r = c + \tilde{r} \). By the same argument, there exists an element \( c' \in Q \) such that \( a' + \tilde{q} = p^{u(q') c'} \). Since \( P_{SP} \) is \( p \)-torsion free, we obtain the equality \( r' = c' + \tilde{r} \). Hence
\[
V^{(q)}(\eta_X p^{(q)} q) \otimes T^r = V^{(q')}(\eta_X p^{(q')} q') \otimes T^{r'} = V^{(q)}(\eta_X p^{(q)} q') \otimes T^r
\]
and so the claim is proved. So we are done. \qed

Now we give a proof of Theorem \ref{thm:3.3.4} using Lemma \ref{lem:3.3.2}.

Proof of Theorem \ref{thm:3.3.4}. We use the notation in the proof of Lemma \ref{lem:3.3.2}. Then we have the following commutative diagram
\[
\begin{array}{ccc}
A_m(P)^\bullet \otimes W_m(R(Q), Q) & \xrightarrow{c_{P,Q}} & W_m A_m(P)^\bullet / (R(Q), Q) \\
\cong & & \cong \\
A_m(P)^\bullet \otimes W_m(R(Q)) & \xrightarrow{c_{P_{SP}, Q}} & W_m A_m(P_{SP})^\bullet / (R(Q), Q) \\
\cong & & \cong \\
A_m(R(Q_{SP})) \otimes W_m(R(Q_{SP})) & \xrightarrow{c_{P_{SP}, Q_{SP}}} & W_m A_m(R(P_{SP}))^\bullet / (R(Q_{SP}), Q_{SP}) \\
\cong & & \cong \\
A_m(R(Q_{SP}))^\bullet / (P_{SP}/Q_{SP}) & \xrightarrow{c_{P_{SP}/Q_{SP}}} & W_m A_m(R(Q_{SP}))^\bullet / (R(Q_{SP}), Q_{SP}) \\
\end{array}
\]
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where the horizontal arrows are comparison morphisms and the vertical arrows are defined by the universality. The arrows with the symbol \( \cong \) are isomorphisms. Also, by Lemma 3.3.2, the top left vertical arrow \( \Lambda^* (\Lambda_{m,P})/W_m (R[Q,Q]) \rightarrow \Lambda^* (\Lambda_{m,P})/W_m (R[Q,Q]) \) is injective. Also, the map \( c_{P,Q}/Q^{sp} \) is injective by the proof of Theorem 2.5.1. Thus we see that the map \( c_{P,Q} \) is injective.

Fix an isomorphism \( P^{sp}/Q^{sp} \cong Z^r \) and we put \( P' := \{ q + r \in P | P \}; q \in Q | \frac{1}{r} ; r \in P \}. \) For an element \( x = q + r \in P' \) and for \( I \subset \{ 1, \ldots, s \}, \) the map \( c_{P,Q}P'/Q^{sp} \) sends elements in \( \Lambda^r (\Lambda_{m,P})/W_m (R[Q,Q]) \) as follows:

\[
V^{u(q)} (\eta x_{P(x,q)}) \bigotimes_T r^i \int d \log T_i \rightarrow V^{u(x)} (\eta x_{P(x,x)}) \bigotimes_T r^i \int d \log X_i,
\]

(3.10)

\[
V^{u(q)} (\eta x_{P(x,q)}) \bigotimes_T d r^i \int d \log T_i \rightarrow d V^{u(x)} (\eta x_{P(x,x)}) \bigotimes_T r^i \int d \log X_i.
\]

Since \( \Lambda^r (\Lambda_{m,P})/W_m (R[Q,Q]) \) is generated by elements on the left hand sides (with various \( x \) and \( I \)) and \( W_m \Lambda^r (\Lambda_{P,P}/(R[Q,Q])_x \) is generated by elements on the right hand side (with various \( I \)), we see that the injective map \( c_{P,Q} \) induces the isomorphism

\[
\Lambda^r (\Lambda_{m,P})/W_m (R[Q,Q]) \cong \bigoplus_{x \in P'} W_m \Lambda^r (\Lambda_{P,P}/(R[Q,Q]), x^r).
\]

So, to prove the theorem, it suffices to see the acyclicity of the complex

\[
\bigoplus_{x \in P' \setminus \{ \frac{1}{r} \}} W_m \Lambda^r (\Lambda_{P,P}/(R[Q,Q]), x^r).
\]

Noting the isomorphism

\[
W_m \Lambda^r (\Lambda_{P,P}/(R[Q,Q]), x^r) \cong W_m \Lambda^r (\Lambda_{P,P}/(R[Q,Q]), x^r)
\]

constructed in the proof of Proposition 3.3.4, we see that it suffices to prove the acyclicity of the complex \( W_m \Lambda^r (\Lambda_{P,P}/(R[Q,Q]), x^r) \) for any \( x \in P' \setminus \{ \frac{1}{r} \} \).

Fix \( x \in P' \setminus \{ \frac{1}{r} \}. \) If \( u_{P,Q}/Q^{sp} (x) = 0 \), we can write \( x = x_1 + x_2 \) for some \( x_1 \in Q^{sp} \setminus \{ \frac{1}{r} \} ; x_2 \in P^{sp}. \) Then we have \( p(x_1) \cdot x = p(x_1) \cdot x_1 + p(x_1) \cdot x_2. \) Since \( p(x_1) \cdot x = p(x_1) \cdot x \cdot x \) \( \forall x \), \( x_1, x_2 \in Q \), \( x_1 = Q \) \( x_2 \in P' \) such that \( p(x_1) \cdot x = x_1 \cdot p(x_1) \cdot x_2 \) by (**) . Then, since \( P^{sp} \) is \( p \)-torsion free, \( x = x_1 \cdot p(x_1) \cdot x_2 \) in \( P' \), which is a contradiction. So we conclude that \( u_{P,Q}/Q^{sp} (x) \geq 1. \)

Now we write the image of \( x \) by the composite \( P' \setminus \{ \frac{1}{r} \} \subset P^{sp} \setminus \{ \frac{1}{r} \} \cong Q^{sp} \setminus \{ \frac{1}{r} \}; \) \( (P^{sp}/Q^{sp}) \setminus \{ \frac{1}{r} \} \) by \( y_1 \) and \( y_2. \) Then, by (3.3), the complex \( W_m \Lambda^r (\Lambda_{P,Q}/(P^{sp}/Q^{sp}), x^r) \) is a direct summand of the \( y_2 \)-part of the complex \( W_m \Lambda^r (\Lambda_{R[Q,Q]}, (P^{sp}/Q^{sp}), (P^{sp}/Q^{sp})/(R[Q,Q]), x^r). \) Since \( u_{P,Q}/Q^{sp} (y_2) \geq 1 \) (namely, \( y_2 \in (P^{sp}/Q^{sp}) \setminus \{ \frac{1}{r} \} \), \( (P^{sp}/Q^{sp}) \) by the argument in the previous paragraph, we see by Lemma 2.5.2 that the \( y_2 \)-part of the complex \( W_m \Lambda^r (\Lambda_{P,Q}/(P^{sp}/Q^{sp}), x^r) \) is acyclic. Hence the complex

\[
W_m \Lambda^r (\Lambda_{P,Q}/(P^{sp}/Q^{sp}), x^r)/(R[Q,Q]), x^r)
\]

is acyclic, as required. So the proof of the theorem is finished.

**Remark 3.3.3.** We remark here that Theorem 3.3.1 does not hold if the monoid homomorphism \( Q \rightarrow P \) does not have the property (**). Assume that \( R \) is of characteristic \( p > 0 \) and let \( P \) be

\[
P := \{(x, y) \in N^2 ; y \leq p^k x, x \leq p^k y \}, \quad Q = \{(x, y) \in N^2 ; x = y \}
\]

with \( Q \rightarrow P \) the natural inclusion. We denote the image of an element \( (x, y) \in P \) by the map \( P \rightarrow R[Q] \) by \( X^x Y^y. \) Then, when \( k > m \geq 3, V (p XY X^{k+1}) = V^2 (X^p Y^{k+1} + p) \neq 0 \) in \( W_m \Lambda^r (\Lambda_{R[Q,Q]/(R[Q,Q]), x^r}) \neq 0. \)
In the above situation, the comparison morphism \( \text{Theorem 3.3.4.} \) is exact.

\[
d^V(pXY^{p+1}) = V(dXY^{p+1}) = V((XY)^{p+1}(d\log X + (p^k + 1)d\log Y)) = V(XY^{p+1}p^kd\log Y) = 0
\]
in \( W_m^1(R[P], P/\langle R(Q), Q \rangle) \). Thus the element \( V(pXY^{p+1}) = V^2(X^{p+1}p^kd\log Y) \) is a nontrivial \( 0 \)-cocycle in \( W_m^1(R[P], P/\langle R(Q), Q \rangle) \) which is not in the image of the comparison morphism \( c_{P,Q} \).

Now we prove our main comparison isomorphism when the base log scheme is etale locally log smooth over a scheme with trivial log structure. (Although the theorem is also a particular case of our main theorem (Theorem \[\text{[3.3.2]}\]), we include the proof here because the statement of the theorem is simpler and thus it would be helpful to the reader.) Let \( f : (X, \mathcal{M}) \to (Y, \mathcal{N}) \) be a log smooth saturated morphism of fs log schemes on which \( p \) is nilpotent and suppose that, etale locally, \((Y, \mathcal{N})\) is log smooth over a log scheme of the form \((\text{Spec } R, \ast)\).

**Theorem 3.3.4.** In the above situation, the comparison morphism

\[
\text{R}_{\text{ufm, O}_m} \to W_m^\bullet((X, \mathcal{M})/(Y, \mathcal{N}))
\]

we constructed in Section 1.3 is a quasi-isomorphism.

**Proof.** We may assume that \((Y, \mathcal{N})\) is log smooth over \((\text{Spec } R, \ast)\). Also, as we see later in the proof, we may assume that \( p \) is nilpotent in \( R \). If we reduce the theorem to the case where the logarithmic structure is trivial, we conclude that \( Q_{sp}^p, P_{sp}, P_{sp}/Q_{sp} \) are torsion free, the theorem follows from Theorem \[\text{[3.3.1]}\]. In the following, we prove this reduction.

Let \( x \) be a geometric point of \( X \) and let \( y = f \circ x \) be the geometric point of \( Y \) induced by \( x \). We put \( Q = N_y/O^\ast_Y \), \( P = M_x/O^\ast_X \). Then the induced homomorphism \( Q \to P \) is a \( p \)-saturated morphism of fs monoids and it is injective by \[\text{[KK Prop. 4.1(2)]}\]. Also, since \( P^\ast = \{0\}, Q^\ast = \{0\}, P_{sp}, Q_{sp} \) are torsion free.

We prove that \( P_{sp}/Q_{sp} \) is also torsion free. By \[\text{[H Thm. II.3.1]}\], \( f \) is \( \ell \)-saturated for any prime number \( \ell \). Thus \( Q \to P \) is \( \ell \)-saturated. Therefore, the map

\[
h: P \oplus Q, \ell Q \to P; \quad (\alpha, \beta) \mapsto \ell \alpha + \beta
\]

is exact.

If \( x \) is a geometric point in \( P_{sp} \) with \( \ell x = y \in Q_{sp} \), the element \( (x, -y) \in P_{sp} \oplus Q_{sp}, \ell Q_{sp} \) is sent by \( h_{sp} \) to \( 0 \in P \subseteq P_{sp} \). Hence, by the exactness of \( h \), there exist \( a \in P, b \in Q \) such that \( (x, -y) = (a, b) \in P_{sp} \oplus Q_{sp}, \ell Q_{sp} \). Then we have \( \ell a + b = 0 \in P \subseteq P_{sp} \). Since \( P^\ast \) is trivial, we conclude that \( a = b = 0 \). Hence \( (x, -y) = (0, 0) \in P_{sp} \oplus Q_{sp}, \ell Q_{sp} \) and so there exists an element \( z \in Q_{sp} \) such that \( (x, -y) = (z, -\ell z) \), namely, \( x \in Q_{sp} \). This argument shows that \( P_{sp}/Q_{sp} \) does not have \( \ell \)-torsion. Since this is true for any prime number \( \ell \), we conclude that \( P_{sp}/Q_{sp} \) is torsion free, as required.

In the following, we will take a nice chart of \( f \) by the following diagram:

\[
(U, \mathcal{M}|_U) \to \text{Spec}(R[P \oplus N^{p+b}], P \oplus N^{a+b})
\]

fiber product \end{verbatim}

\[
\text{Spec}(R[P \oplus N^a], P \oplus N^a) \to \text{Spec}(R[P], P)
\]

\[
(\text{Spec}(R|Q, Q), Q \oplus N^a)
\]
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First we apply [KF2, Lem. 4.1.1] to \((Y, \mathcal{N})/\text{Spec}(R, \ast)\) and to \((X, \mathcal{M})/(Y, \mathcal{N})\). Then we obtain a an etale neighborhood \(U\) of \(x\) in \(X\), an etale neighborhood \(V\) of \(y\) in \(Y\), a morphism \(f' : (U, \mathcal{M}|_U) \to (V, \mathcal{N}|_V)\) over \(f\) and a chart \(Q \to P\) of it such that the induced morphisms

\[(V, \mathcal{N}|_V) \to \text{Spec}(R[Q], Q), \quad (U, \mathcal{M}|_U) \to (V, \mathcal{N}|_V) \times_{\text{Spec}(R[Q], Q)} \text{Spec}(R[P], P)\]  

are strict smooth. Then, after shrinking \(V\) suitably, we can take a decomposition

\[(V, \mathcal{N}|_V) \to \text{Spec}(R[Q \oplus \mathbb{N}^a], Q \oplus \mathbb{N}^a) \to \text{Spec}(R[Q], Q)\]

of the first map in (3.11) in which the first map is strict etale. Since \(p\) is nilpotent on \(V\), the first map in the above diagram factors through \(\text{Spec}((R/p^nR)[Q \oplus \mathbb{N}^a], Q \oplus \mathbb{N}^a)\) for some \(n\) and the map

\[(V, \mathcal{N}|_V) \to \text{Spec}((R/p^nR)[Q \oplus \mathbb{N}^a], Q \oplus \mathbb{N}^a)\]

is strict etale. Thus, we may assume that \(R/p^nR = R\), namely, \(p\) is nilpotent in \(R\).

Let \(\text{Spec}(R[P \oplus \mathbb{N}^a], P \oplus \mathbb{N}^a) \to \text{Spec}(R[Q \oplus \mathbb{N}^a], Q \oplus \mathbb{N}^a)\) be the morphism we obtain by pulling back the map \(\text{Spec}(R[P], P) \to \text{Spec}(R[Q], Q)\) to \(\text{Spec}(R[Q \oplus \mathbb{N}^a], Q \oplus \mathbb{N}^a)\). Then the morphism \((U, \mathcal{M}|_U) \to \text{Spec}(R[P], P)\) induce a morphism

\[(U, \mathcal{M}|_U) \to \text{Spec}(R[P \oplus \mathbb{N}^a], P \oplus \mathbb{N}^a),\]  

(3.12)

which factors through the fiber product of \((V, \mathcal{N}|_V)\) and \(\text{Spec}(R[P \oplus \mathbb{N}^a], P \oplus \mathbb{N}^a)\) over \(\text{Spec}(R[Q \oplus \mathbb{N}^a], Q \oplus \mathbb{N}^a)\). Since the morphism from this fiber product to \(\text{Spec}(R[P \oplus \mathbb{N}^a], P \oplus \mathbb{N}^a)\) is strict etale and the morphism from \((U, \mathcal{M}|_U)\) to this fiber product is strict smooth, we conclude that the map (3.12) is strict smooth. Thus, after shrinking \(U\) suitably, we have a decomposition

\[(U, \mathcal{M}|_U) \to \text{Spec}(R[P \oplus \mathbb{N}^{a+b}], P \oplus \mathbb{N}^{a+b}) \to \text{Spec}(R[P \oplus \mathbb{N}^a], P \oplus \mathbb{N}^a)\]

of the morphism (3.12) in which the first map is strict etale.

By the argument above, we obtain the following commutative diagram in which the horizontal arrows are strict etale:

\[
\begin{array}{ccc}
(U, \mathcal{M}|_U) & \longrightarrow & \text{Spec}(R[P \oplus \mathbb{N}^{a+b}], P \oplus \mathbb{N}^{a+b}) \\
& \searrow & \searrow \\
(V, \mathcal{N}|_V) & \longrightarrow & \text{Spec}(R[Q \oplus \mathbb{N}^a], Q \oplus \mathbb{N}^a). \\
\end{array}
\]

Noting that the statement of the theorem is etale local on \(X\) and \(Y\), we can reduce the proof of the theorem to the case where \(f\) is the morphism \(\text{Spec}(R[P \oplus \mathbb{N}^{a+b}], P \oplus \mathbb{N}^{a+b}) \to \text{Spec}(R[Q \oplus \mathbb{N}^a], Q \oplus \mathbb{N}^a)\). (See also the proof of Theorem 2.5.2.) Since \(Q \to P\) is an injective \(p\)-saturated morphism of fs monoids such that \(Q^{sp}, P^{sp}, P^{sp}/Q^{sp}\) are torsion free, the same properties are satisfied for the homomorphism \(Q \oplus \mathbb{N}^a \to P \oplus \mathbb{N}^{a+b}\). Hence we obtained the required reduction and so we are done. \(\square\)

4 Relative log de Rham-Witt complex (III)

In this section, first we study the relative log de Rham-Witt complex \(W_m\Lambda_{\!(R[P], JR[P], P)/(R[Q], JR[Q], Q)}\) for a \(\mathbb{Z}(\mathfrak{p})\)-algebra \(R\), an injective \(p\)-saturated homomorphism of fs monoids \(Q \to P\) such that \(Q^{sp}, P^{sp}, P^{sp}/Q^{sp}\) are torsion free and a radical ideal \(J \subset Q\). (For precise description of our setting, see Section 4.2.) The main result is the existence of natural decomposition

\[W_m\Lambda_{\!(R[P], JR[P], P)/(R[Q], JR[Q], Q)} = \bigoplus_{x \in P^{\mathfrak{p}}(\mathfrak{D})} W_m\Lambda_{\!(R[P], P)/(R[Q], Q), x}\]  

(4.1)

indexed by \(J\)-minimal elements in \(P^{\mathfrak{p}}\). (For definition of \(J\)-minimality, see Section 4.1.) Then, using this decomposition, we prove that the comparison morphism

\[\mathbb{R}^m\mathcal{O}_m \to W_m\Lambda_{\!(X, \mathcal{M})/(Y, \mathcal{N})}\]

constructed in Section 1.3 is a quasi-isomorphism when \((X, \mathcal{M}) \to (Y, \mathcal{N})\) is a log smooth saturated morphism of fs log schemes on which \(p\) is nilpotent such that \((Y, \mathcal{N})\) satisfies the condition (\(\mathfrak{m}\)) given in the introduction.
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4.1 Preliminaries on monoids (III)

First we recall the notion of ideals of monoids.

**Definition 4.1.1.** (1) [T, Def. I.1.1] A subset \( J \) of a monoid \( Q \) is called an ideal if, for any \( x \in J \) and \( q \in Q \), \( x + q \in J \).

(2) An ideal \( J \) of a monoid \( Q \) is radical if any \( x \in Q \) with \( nx \in J \) for some \( n \in \mathbb{N} \) belongs to \( J \).

In the following in this subsection, let \( Q \to P \) be an injective \( p \)-saturated homomorphism of \( \mathbb{F}_s \) monoids such that \( Q^{gp}, P^{gp}, P^{gp}/Q^{gp} \) are torsion free, and let \( J \subset Q \) be a radical ideal.

**Definition 4.1.2.** Let \( Q \to P, J \) be as above. An element \( x \in P \) is called \( J \)-minimal if we cannot write \( x \) as \( x = r + q \) with \( r \in P, q \in J \).

**Lemma 4.1.3.** An element \( x \) in \( P \) is \( J \)-minimal if and only if \( px \) is.

**Proof.** If \( x \) is not \( J \)-minimal and if we write \( x = r + q \) with \( r \in P, q \in J \), \( px = pr + pq \) with \( pr \in P, pq \in J \) and so \( px \) is not \( J \)-minimal.

Assume that \( px \) is not \( J \)-minimal and write \( px = r + q \) with \( r \in P, q \in J \). Then \( r \) belongs to \( p(P^{gp}/Q^{gp}) \) when we regard it as an element of \( P^{gp}/Q^{gp} \). Then, by (*), there exists elements \( q' \in Q, r' \in P \) with \( r = pr' + q' \). Thus \( px = pr' + (q + q') \). So \( q + q' \in Q \cap qP^{gp} = Q \cap pQ^{gp} = pQ \). (The first equality follows from the torsion freeness of \( P^{gp}/Q^{gp} \) and the second equality follows from the saturatedness of \( Q \).) Thus there exists an element \( q'' \in Q \) with \( q + q'' = pq' \) and so \( px = pr' + pq'' \). Since \( P^{gp} \) is torsion free, this implies the equality \( x = r' + q'' \). Also, since \( px \) is not \( J \)-minimal, \( x \) is not \( J \)-minimal.

We can extend the definition of \( J \)-minimality to elements in \( P_{[\frac{1}{p}]^{\bullet}} \):

**Definition 4.1.4.** An element \( x \) in \( P_{[\frac{1}{p}]^{\bullet}} \) is called \( J \)-minimal if \( p^n x \) is a \( J \)-minimal element in \( P \) for some \( n \in \mathbb{Z} \).

By Lemma 4.1.3, \( x \) in \( P \) is \( J \)-minimal if and only if it is \( J \)-minimal as an element in \( P_{[\frac{1}{p}]^{\bullet}} \). By definition, \( x \in P_{[\frac{1}{p}]^{\bullet}} \) is \( J \)-minimal if and only if \( px \) is \( J \)-minimal.

4.2 Decomposition of relative log de Rham-Witt complex (III)

In this subsection, let \( R \) be a \( \mathbb{Z}_p \)-algebra and let \( Q \to P \) be an injective \( p \)-saturated homomorphism of \( \mathbb{F}_s \) monoids such that \( Q^{gp}, P^{gp}, P^{gp}/Q^{gp} \) are torsion free. Also, let \( J \subset Q \) be a radical ideal. We denote the ideal of \( R(Q) \) (resp. \( R(P) \)) generated by the image of the canonical map \( J \to Q \to R(Q) \) (resp. \( J \to Q \to R(P) \)) by \( JR(Q) \) (resp. \( JR(P) \)). Then we have naturally a pre-log ring \( (R(P)/JR(P), P) \) over \( (R(Q)/JR(Q), Q) \). We study the relative log de Rham-Witt complex \( W_{m,A_r}^{\bullet}(R(P)/JR(P), P)/(R(Q)/JR(Q), Q) \).

By [T] Prop. 3.11(2)], we have the canonical isomorphism

\[ W_mA_r^{\bullet}(R[P]@_R(Q,R,P))/(R,Q) \cong W_mA_r^{\bullet}(R[P],P)/(R,Q)/I_m^m, \]

where \( I_m \) is the differential graded ideal

\[ W_m(JR[P])W_mA_r^{\bullet}(R[P],P)/(R,Q) + dW_m(JR[P])W_mA_r^{\bullet-1}(R[P],P)/(R,Q), \]

of \( W_mA_r^{\bullet}(R[P],P)/(R,Q) \). To study \( I_m \), we study the differential graded ideal

\[ I^m := W(JR[P])W_mA_r^{\bullet}(R[P],P)/(R,Q) + dW(JR[P])W_mA_r^{\bullet-1}(R[P],P)/(R,Q), \]

of \( W_mA_r^{\bullet}(R[P],P)/(R,Q) \).

First we study the degree 0 part \( I^0 \). In the following, we call the image of \( P \)-basic Witt differentials \( b(\xi, x), b(\xi, x, I) \in W_mA_r^{\bullet}(R[P],P)/(R^*) \) by the morphism \( W_mA_r^{\bullet}(R[P],P)/(R^*) \to W_mA_r^{\bullet}(R[P],P)/(R,Q) \) also \( P \)-basic Witt differentials and denote them by the same symbols.

**Lemma 4.2.1.** Any element in \( I^0 \) is written as a convergent sum of \( P \)-basic Witt differentials \( b(\xi, x) \) of degree 0 with \( x \in P_{[\frac{1}{p}]^{\bullet}} \) not \( J \)-minimal.
Proof. Noting that any element in \( JR[P] \) is an \( R \)-linear combination of the elements \( T^x \) with \( r \in P \) not \( J \)-minimal, we see that any element in \( W(JR[P]) \) is written as a convergent sum of the elements \( V^m(\eta X^x) \) with \( \eta \in W(R), x \in P \) such that \( x \) is not \( J \)-minimal. If we denote by \( n \) the maximal element in \( \mathbb{N} \) with \( p^{-m}x \in P \) and \( n \leq m \),

\[
V^m(\eta X^x) = V^{m-n}(V^n \eta X^{p^{-n}x} = b(\eta, p^{-m}x)
\]

and \( p^{-m}x \) is a non-\( J \)-minimal element in \( P[\frac{1}{p}] \). Since we have \( I^n = W(JR[P])W(R[P]) = W(JR[P]) \), we obtain the assertion.

Then we obtain the following description of the elements in \( I^n \) for general \( n \):

**Proposition 4.2.2.** Any element in \( I^n \) is written as a convergent sum of \( P \)-basic Witt differentials \( b(\xi, x, I) \) of degree \( n \) with \( x \in P[\frac{1}{p}] \) not \( J \)-minimal.

Proof. We may assume that \( n \geq 1 \). Since

\[
I^n := W(JR[P])W_\Lambda^n/R[P]/(R[Q], Q) + dW(JR[P])W_\Lambda^{n-1}/R[Q], Q)
\]

any element in \( I^n \) is written as a convergent sum of elements of the following types by Lemma 4.2.1 and Corollary 2.2.7

1. \( b(\xi_1, x_1) \cdot b(\xi, x, I) \) with \( |I| = n \) and \( x_1 \) not \( J \)-minimal.
2. \( db(\xi_1, x_1) \cdot b(\xi, x, I) \) with \( |I| = n - 1 \) and \( x_1 \) not \( J \)-minimal.

The calculation in Section 2.2 shows that the above elements can be written as a sum of \( P \)-basic Witt differentials of weight \( x_1 + x \). Since \( x_1 + x \) is not \( J \)-minimal if \( x_1 \) is not \( J \)-minimal, we obtain the assertion.

Using the above proposition, we prove the following proposition, which is the main result in this subsection.

**Proposition 4.2.3.** We have the canonical isomorphism

\[
W_\Lambda^*_{\mathbb{A}^1/JR[P]/(R[Q]/(R[Q], Q)} \cong \bigoplus_{x \in P[\frac{1}{p}], J \text{-minimal}} W_\Lambda^*_{\mathbb{A}^1/JR[P]/(R[Q], Q)}, x
\]

Proof. Since the canonical surjection \( W_\Lambda^*_{\mathbb{A}^1/JR[P]/(R[Q], Q)} \to W_\Lambda^*_{\mathbb{A}^1/JR[P]/(R[Q], Q)} \) sends \( I^*_m \) surjectively to \( J^*_m \), we see that \( I^*_m \) is equal to the set of elements which are written as a sum of \( P \)-basic Witt differentials with non-\( J \)-minimal weights by Proposition 4.2.2. Thus the decomposition in Proposition 4.2.3 is induced the isomorphism (4.2).

### 4.3 Comparison isomorphism (III)

In this subsection, we prove our main comparison isomorphism between the complex computing the relative log crystalline cohomology and the relative log de Rham-Witt complex.

To prove this, first we prove the comparison isomorphism of relative de Rham complex and relative log de Rham-Witt complex in certain situation. Let \( R, Q \to P, J \) and \( (R[P]/JR[P], Q) / (R[Q], J/R[Q], Q) \) be as in the previous subsection.

Let \((A_m, \phi_m, \delta_m)_{m}\) be the log Frobenius lift of \((R[P], P)\) over \((R[Q], Q)\) in Example 1.3.2 (so \( A_m = W_m(R[Q]) \otimes \mathbb{Z}[Q] \otimes Z[P] \)). Then, if we put \( \overline{A_m} := W_m(R[Q]/JR[Q]) \otimes W_m(R[Q]) A_m \), the morphisms \( \phi_m, \delta_m \) naturally induce the morphisms \( \overline{\phi_m} : \overline{A_m} \to \overline{A_{m-1}}, \overline{\delta_m} : \overline{A_m} \to W_m(R[P]/JR[P]) \) such that the triple \((\overline{A_m}, \overline{\phi_m}, \overline{\delta_m})_{m}\) forms a log Frobenius lift of \((R[P]/JR[P], P)\) over \((R[Q]/JR[Q], Q)\).

Let \((Z_m, \overline{\phi_m}, \overline{\delta_m})_{m}\) be the corresponding log Frobenius lift (as log schemes) of \( Z := Spec(R[P]/JR[P], P) \) over \( Spec(R[Q]/JR[Q], Q) \). Then, by the construction in Section 1.3 using \((Z_m, \overline{\phi_m}, \overline{\delta_m})_{m}\), we obtain the comparison morphism

\[
\Lambda_{\mathbb{A}^1/Z, Spec(W_m(R[Q]/JR[Q], Q) \to W_m^\Lambda_{\mathbb{A}^1/Z, Spec(R[Q]/JR[Q], Q))}
\]
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of complexes of quasi-coherent sheaves, hence the morphism

\[ c_{P,Q,J} : \Lambda^*_{(A_{\text{m}}, P)}/W_m(R[Q]/JR[Q], Q) \rightarrow W_m \Lambda^*_{(R[P]/JR[P], P)/(R[Q]/JR[Q], Q)} \]  

of complex of \( W_m(R[Q]/JR[Q]) \)-modules.

**Theorem 4.3.1.** In the above situation, the morphism \( c_{P,Q,J} \) is a quasi-isomorphism.

**Proof.** By the base change property of relative log de Rham complex, we have the isomorphism

\[ \Lambda^*_{(A_{\text{m}}, P)/W_m(R[Q]/JR[Q], Q)} \cong W_m(R[Q]/JR[Q]) \otimes_{W_m(R[Q])} \Lambda^*_{(A_{\text{m}}, P)/W_m(R[Q], Q)} = \Lambda^*_{(A_{\text{m}}, P)/W_m(R[Q], Q)}/W_m(JR[Q]) \Lambda^*_{(A_{\text{m}}, P)/W_m(R[Q], Q)}. \]

An element in \( W_m(JR[Q]) \Lambda^*_{(A_{\text{m}}, P)/W_m(R[Q], Q)} \) is written as a sum of elements of the forms

\[ V^{(q)}(\eta X^{P(x)}) T^r \wedge \log T_i, \quad V^{(q)}(\eta X^{P(x)}) T^r \wedge dT_i \]

with \( q \in J[1/p] := \{ x \in Q[1/p] ; \exists n \in \mathbb{N}_{>0}, p^nx \in J \}, r \in P \).

Now recall that the morphism

\[ c_{P,Q} : \Lambda^*_{(A_{\text{m}}, P)}/W_m(R[Q], Q) \rightarrow W_m \Lambda^*_{(R[P], P)/(R[Q], Q)} \]

in Section 3.3 sends elements in \( \Lambda^*_{(A_{\text{m}}, P)/W_m(R[Q], Q)} \) as

\[ V^{(q)}(\eta X^{P(x)}) T^r \wedge \log T_i \mapsto V^{(q)}(\eta X^{P(x)}) \wedge \log X_i, \]

\[ V^{(q)}(\eta X^{P(x)}) T^r \wedge dT_i \mapsto dV^{(q)}(\eta X^{P(x)}) \wedge \log X_i, \]

with \( x = q + r \in Q[1/p] + P =: P' \). Also, the map \( c_{P,Q} \) induces the isomorphism

\[ \Lambda^*_{(A_{\text{m}}, P)/W_m(R[Q], Q)} \cong \bigoplus_{x \in P'} W_m \Lambda^*_{(R[P], P)/(R[Q], Q), x}. \]

Thus the image of \( W_m(JR[Q]) \Lambda^*_{(A_{\text{m}}, P)/W_m(R[Q], Q)} \) by the isomorphism (4.4) is the set of sums of \( P \)-basic elements whose weight \( x \in P' \) satisfies the following condition:

\((*) \) \( x \) can be written as a sum \( x = q + r \) with \( q \in J[1/p], r \in P \).

It is easy to see that the condition \((*)\) implies that \( x \) is not \( J \)-minimal as an element in \( P[1/p] \). On the other hand, if \( x = q + r \in P' (q \in Q[1/p], r \in P) \) is not \( J \)-minimal as an element in \( P[1/p] \), we have the equality \( p^nx = q' + r' \) for some \( n \geq 0, q' \in J, r' \in P \). Then, by \((**))\), there exists some \( r'' \in P, q'' \in Q \) with \( r' = p^nr'' \) and so \( x = p^{-n}(q' + q'') = r'' \) with \( p^{-n}(q' + q'') \in J[1/p] \), namely, \( x \) satisfies the condition \((*)\). Therefore, the image of \( W_m(JR[Q]) \Lambda^*_{(A_{\text{m}}, P)/W_m(R[Q], Q)} \) by the isomorphism (4.4) is equal to \( \bigoplus_{x \in P'} W_m \Lambda^*_{(R[P], P)/(R[Q], Q), x} \).

Since \( c_{P,Q,J} \) is compatible with \( c_{P,Q} \), the decomposition in Theorem 3.3.1 and the isomorphism (4.4) induce the isomorphism

\[ \Lambda^*_{(A_{\text{m}}, P)/W_m(R[Q]/JR[Q], Q)} \cong \bigoplus_{x \in P', \text{J-minimal}} W_m \Lambda^*_{(R[P]/JR[P], P)/(R[Q]/JR[Q], Q), x}. \]  

By the decomposition in Theorems 3.2.3 and 4.5, it suffices to see the acyclicity of the complex

\[ \bigoplus_{x \in P[1/p], \text{J-minimal}} W_m \Lambda^*_{(R[P], P)/(R[Q], Q), x} \]

to prove the theorem, and it is already proven in the proof of Theorem 3.3.1. So we are done.
Finally, we prove our main comparison isomorphism in this article. Let \( f : (X, M) \to (Y, N) \) be a log smooth saturated morphism of fs log schemes on which \( p \) is nilpotent and assume that \((Y, N)\) satisfies the following condition (which we already wrote in the introduction):

(\(\heartsuit\)) Etale locally around any geometric point \( y \) of \( Y \), there exist a chart \( \varphi : Q_Y \to N \) inducing the isomorphism \( Q \xrightarrow{\cong} N_y / \mathcal{O}_{Y, y} \), a radical ideal \( J \) of \( Q \) such that the composite \( J_Y \subset Q_Y \xrightarrow{\varphi} N \to \mathcal{O}_Y \) is zero and a ring homomorphism \( \psi : R \to \Gamma(Y, \mathcal{O}_Y) \) such that the morphism \( (Y, N) \to \text{Spec}(R[Q]/JR[Q], Q) \) induced by \( \varphi, \psi \) is strict smooth.

**Theorem 4.3.2.** In the above situation, the comparison morphism 
\[
\text{Ru}_m \mathcal{O}_m \to W^\bullet_{m, A(X, M)/(Y, N)}
\]
we constructed in Section 1.3 is a quasi-isomorphism.

**Remark 4.3.3.** Let \((Y, N)\) be an fs log scheme. Then etale locally around any geometric point \( y \) of \( Y \), there always exists a chart \( \varphi : Q_Y \to N \) inducing the isomorphism \( Q \xrightarrow{\cong} N_y / \mathcal{O}_{Y, y} \) by the argument in [KF2] p.186.

(1) When the log structure \( N \) is trivial, the condition (\(\heartsuit\)) is always satisfied because \( Q \) above is trivial and \( Y \) is etale locally isomorphic to an affine scheme. Thus Theorem 2.5.2 is included in Theorem 4.3.2 and so the case (1) of Matsue’s result explained in the introduction ([M Thm. 7.2]) is included in Theorem 4.3.2.

(2) When \((Y, N)\) is etale locally smooth over a scheme with trivial log structure, we see by the argument in the proof of Theorem 3.3.1 (which uses [KF2 Lem. 4.1.1]) that the condition (\(\heartsuit\)) is always satisfied with \( J = \emptyset \). Thus Theorem 4.3.2 is also included in Theorem 4.3.2.

(3) Recall that \((Y, N)\) is called hollow if any non-invertible local section of \( N \) is sent to 0 by the structure morphism \( N \to \mathcal{O}_Y \). If \((Y, N)\) is hollow, the condition (\(\heartsuit\)) is always satisfied because, when \( Y = \text{Spec} R \), the chart \( Q_Y \to N \) above gives the isomorphism \((Y, N) \cong \text{Spec}(R[Q]/(Q \setminus \{0\})R[Q], Q)\). So the case (2) of Matsue’s result explained in the introduction ([M Thm. 7.9]) is included in Theorem 4.3.2.

**Proof.** The proof is almost the same as that of Theorem 3.3.1. We may assume that \((Y, N)\) is strict smooth over \( \text{Spec}(R[Q]/JR[Q], Q) \) as in the condition (\(\heartsuit\)). Also, as we see later in the proof, we may assume that \( p \) is nilpotent in \( R \). If we reduce the theorem to the case where the morphism \( f : (X, M) \to (Y, N) \) is the morphism \( \text{Spec}(R[P]/JR[P], P) \to \text{Spec}(R[Q]/JR[Q], Q) \) associated to an injective \( p \)-saturated homomorphism \( Q \to P \) of fs monoids such that \( Q^{sp}, P^{sp}, P^{sp}/Q^{sp} \) are torsion free, the theorem follows from Theorem 4.3.2. In the following, we prove this reduction.

Let \( x \) be a geometric point of \( X \) over \( y \) and put \( P = M_x / \mathcal{O}_{X,x} \). Then, as in the proof of Theorem 3.3.4, we see that the homomorphism \( Q \to P \) is an injective \( p \)-saturated morphism of fs monoids with \( P^{sp}, Q^{sp}, P^{sp}/Q^{sp} \) torsion free. In the following, we put \( R[Q] := R[Q]/JR[Q], R[P] := R[P]/JR[P] \). We will take a nice chart of \( f \) by the following diagram:

\[
(U, M(u)) \quad \text{Spec}(R[P] \oplus N^{a+b}, P \oplus N^{a+b}) \quad \text{Spec}(R[P], P) \quad \text{Spec}(R[Q] \oplus N^a, Q \oplus N^a) \quad \text{Spec}(R[Q], Q).
\]
First, applying [KF2, Lem. 4.1.1] to \((X, \mathcal{M})/(Y, \mathcal{N})\), we obtain a an etale neighborhood \(U \) of \(x \) in \(X\), a morphism \(f' : (U, \mathcal{M}|_U) \to (Y, \mathcal{N}) \) over \(f\) and a chart \(Q \to P\) of it such that the induced morphism
\[
(U, \mathcal{M}|_U) \to (Y, \mathcal{N}) \times_{\text{Spec}(\overline{R(P)}, P)} \text{Spec}(\overline{R(Q)}, Q)
\]
is strict smooth. After shrinking \(Y\) suitably, we can take a decomposition
\[
(Y, \mathcal{N}) \to \text{Spec}(R/Q[\mathbb{N}^a], Q[\mathbb{N}^a]) \to \text{Spec}(R/Q, Q)
\]
of the strict smooth map \((Y, \mathcal{N}) \to \text{Spec}(\overline{R(Q)}, Q)\) in (\(\bullet\)) in which the first map is strict etale, where \(R/Q[\mathbb{N}^a] := R/Q[\mathbb{N}^a]/(J[\mathbb{N}^a]R/Q[\mathbb{N}^a])\). Since \(p\) is nilpotent on \(Y\), the first map in the above diagram factors through \(\text{Spec}((R/p^nR)[Q[\mathbb{N}^a], Q[\mathbb{N}^a])\) for some \(n\) (where \((R/p^nR)[Q[\mathbb{N}^a] := (R/p^nR)[Q[\mathbb{N}^a]/(J[\mathbb{N}^a](R/p^nR)[Q[\mathbb{N}^a])\) and the map
\[
(Y, \mathcal{N}) \to \text{Spec}(\overline{(R/p^nR)(Q[\mathbb{N}^a], Q[\mathbb{N}^a)}))
\]
is strict etale. Thus, we may assume that \(R/p^nR = R\), namely, \(p\) is nilpotent in \(R\).

Let \(\text{Spec}(R/P[\mathbb{N}^a], P[\mathbb{N}^a]) \to \text{Spec}(R/Q[\mathbb{N}^a], Q[\mathbb{N}^a])\) be the morphism we obtain by pulling back the map \(\text{Spec}(\overline{R(P)}, P) \to \text{Spec}(\overline{R(Q)}, Q)\) to \(\text{Spec}(\overline{R(P)}, P[\mathbb{N}^a], Q[\mathbb{N}^a])\). (Hence \(R/P[\mathbb{N}^a] := R/P[\mathbb{N}^a]/(J[\mathbb{N}^a]R/P[\mathbb{N}^a])\). Then the morphism \((U, \mathcal{M}|_U) \to \text{Spec}(\overline{R(P)}, P[\mathbb{N}^a])\) induce a morphism
\[
(U, \mathcal{M}|_U) \to \text{Spec}(\overline{R(P)}[\mathbb{N}^{a+b}], P[\mathbb{N}^{a+b}]),
\]
which factors through the fiber product of \((Y, \mathcal{N})\) and \(\text{Spec}(R/P[\mathbb{N}^a], P[\mathbb{N}^a])\) over \(\text{Spec}(\overline{R(Q)}, Q[\mathbb{N}^a])\). Since the morphism from this fiber product to \(\text{Spec}(R/P[\mathbb{N}^a], P[\mathbb{N}^a])\) is strict etale and the morphism from \((U, \mathcal{M}|_U)\) to this fiber product is strict smooth, we conclude that the map \(\text{Spec}(\mathcal{U})\) is strict smooth. Thus, after shrinking \(U\) suitably, we have a decomposition
\[
(U, \mathcal{M}|_U) \to \text{Spec}(\overline{R(P)}[\mathbb{N}^{a+b}], P[\mathbb{N}^{a+b}]) \to \text{Spec}(\overline{R(P)}, P[\mathbb{N}^a])
\]
of the morphism \(\text{Spec}(\mathcal{U})\) in which the first map is strict etale, where \(\overline{R(P)}[\mathbb{N}^{a+b}] := R/P[\mathbb{N}^{a+b}]/(J[\mathbb{N}^a]R/P[\mathbb{N}^{a+b}])\).

By the argument above, we obtain the following commutative diagram in which the horizontal arrows are strict etale:
\[
\begin{array}{c}
(U, \mathcal{M}) \\
\downarrow \\
(Y, \mathcal{N})
\end{array}
\quad \begin{array}{c}
\text{Spec}(\overline{R(P)}[\mathbb{N}^{a+b}], P[\mathbb{N}^{a+b}]) \\
\downarrow \\
\text{Spec}(\overline{R(Q)}, Q[\mathbb{N}^a])
\end{array}
\]
Noting that the statement of the theorem is etale local on \(X\) and \(Y\), we can reduce the proof of the theorem to the case where \(f\) is the morphism \(\text{Spec}(\overline{R(P)}[\mathbb{N}^{a+b}], P[\mathbb{N}^{a+b}]) \to \text{Spec}(\overline{R(Q)}, Q[\mathbb{N}^a])\). Since \(Q \to P\) is an injective \(p\)-saturated morphism of fs monoids such that \(Q_{\text{gp}}, P_{\text{gp}}, P_{\text{gp}}/Q_{\text{gp}}\) are torsion free, the same properties are satisfied for the homomorphism \(Q \to P\). Also, since \(J\) is a radical ideal of \(Q\), \(J[\mathbb{N}^a]\) is also a radical ideal of \(Q[\mathbb{N}^a]\). Hence we obtained the required reduction and so we are done.

### A Compatibility with the construction of Hyodo-Kato

In this appendix, let \(Y = \text{Spec} k\) with \(k\) a perfect field of characteristic \(p > 0\) and let \(f : (X, \mathcal{M}) \to (Y, \mathcal{N})\) be a log smooth \(p\)-saturated morphism between fine log schemes. (By [HK, Prop. II 2.14], it is equivalent to say that \(f\) is a a log smooth morphism of Cartier type [HK, 2.12] between fine log schemes.) Let
\[
u_m : ((X, \mathcal{M})/\mathcal{W}_m(Y, \mathcal{N}))_{\text{log crys}} \to \mathcal{X}_{\text{et}}
\]
be the canonical morphism of topoi introduced in Section 1.3 and let \(\mathcal{O}_m\) be the structure crystal in \(((X, \mathcal{M})/\mathcal{W}_m(Y, \mathcal{N}))_{\text{log crys}}\). Hyodo-Kato [HK, §4] defined the sheaf \(W_m\omega_X^{q}(X, \mathcal{M})/(Y, \mathcal{N})\) (denoted simply as \(W_m\omega_X^{q}\) there) by
\[
W_m\omega_X^{q}(X, \mathcal{M})/(Y, \mathcal{N}) := R^q\nu_m^*\mathcal{O}_m^2.
\]
and defined the maps
\[ d : W_m \omega'^{(q)}_{(X,M)/(Y,N)} \to W_m \omega'^{(q+1)}_{(X,M)/(Y,N)}, \quad F : W_m +1 \omega'^{(q)}_{(X,M)/(Y,N)} \to W_m \omega'^{(q)}_{(X,M)/(Y,N)}, \]
\[ V : W_m \omega'^{(q)}_{(X,M)/(Y,N)} \to W_m +1 \omega'^{(q)}_{(X,M)/(Y,N)}, \quad \pi : W_m +1 \omega'^{(q)}_{(X,M)/(Y,N)} \to W_m \omega'^{(q)}_{(X,M)/(Y,N)} \]
such that
\[ d^2 = 0, \quad FV = VF = p, \quad dF = Fd, \quad Vd = pdV, \quad FdV = d, \quad (A.1) \]
\[ d\pi = \pi d, \quad F\pi = \pi F, \quad V\pi = \pi V. \]

(See [N] Cor. 6.28] for a detailed proof of the last three equalities.) Hence we see that
\[ \{ W_m \omega_*^{\bullet}_{(X,M)/(Y,N)} := (W_m \omega_*^{\bullet}_{(X,M)/(Y,N)}, d)\} \]
forms a projective system of complexes. This is the definition of the log de Rham-Witt complex in [HK].

Then Hyodo-Kato [HK Thm. 4.19] defined the comparison morphism
\[ \mathbb{R}u_m \mathcal{O}_m \to W_m \omega_*^{\bullet}_{(X,M)/(Y,N)} \quad (A.2) \]
and proved that it is a quasi-isomorphism.

In this appendix, we prove the compatibility of the log de Rham-Witt complex and the comparison morphism in [HK] with those in our article. The main result is as follows:

**Theorem A.1.** Let the notations be as above.

1. There exists a canonical isomorphism
\[ \{ W_m \Lambda_*^{\bullet}_{(X,M)/(Y,N)} \} \cong \{ W_m \omega_*^{\bullet}_{(X,M)/(Y,N)} \} \]
of projective systems of differential graded algebras which is compatible with the maps \( F, V \).

2. Via the isomorphism in (1), the comparison morphism \((A.3)\) is the same as the comparison morphism
\[ \mathbb{R}u_m \mathcal{O}_m \to W_m \Lambda_*^{\bullet}_{(X,M)/(Y,N)} \quad (A.3) \]
defined in Section 1.3.

**Corollary A.2.** In the above situation, the comparison morphism \((A.3)\) is a quasi-isomorphism.

**Remark A.3.** The above corollary is not contained in Theorem 4.3.2 because the log structures \( M, N \) here are not necessarily fs. On the other hand, when the log structures \( M, N \) are fs, the above corollary is a special case of Theorem 4.3.2 by Proposition 3.1.6, Remark 4.3.3(3) and the fact that the log structure \( N \) on \( \text{Spec} k \) is necessarily hollow. Note that, when we are in the situation of this appendix with \( M, N \) fs, our proof of comparison isomorphism given in Theorem 4.3.2 is different from the proof by Hyodo-Kato.

We give some preliminaries on the complex \( W_m \Lambda_*^{\bullet}_{(X,M)/(Y,N)} \) which we need in the proof of Theorem A.1. First we explain the definition of \( d, F, V \) in the case where there exists a log Frobenius lift \( (\mathcal{Z}_m, \mathcal{L}_m), \Phi_m, \Delta_m )_m \) of the morphism \( f : (X, M) \to (Y, N) \). (This assumption holds etale locally on \( X \).) In this case, we have the quasi-isomorphism
\[ \mathbb{R}u_m \mathcal{O}_m \cong \mathcal{O}_{\mathcal{Z}_m} \circ \mathcal{O}_{\mathcal{Z}_m} \Lambda_*^{\bullet}_{(Z_m, L_m)/(W_m(Y,N))} \cong \Lambda_{(Z_m, L_m)/(W_m(Y,N))} =: C_* \]
(where \( (\mathcal{Z}_m, \mathcal{L}_m) \) is the log pd-envelope of the closed immersion \( (X, M) \to (Z_m, \mathcal{L}_m) \)) and so
\[ W_m \omega'^{(q)}_{(X,M)/(Y,N)} = H^q(C_*). \]

Then the map \( d : H^q(C_*^m) \to H^{q+1}(C_*^m) \) is defined as the connecting homomorphism induced by the exact sequence
\[ 0 \to C_*^m \to C_2^m \to 0, \]
the map $F : H^q(C_{m+1}^*) \to H^q(C_m^*)$ is defined as the one induced by the projection $C_{m+1}^* \to C_m^*$ and the map $V : H^q(C_m^*) \to H^q(C_{m+1}^*)$ is defined as the one induced by the map $p : C_m^* \to C_{m+1}^*$ of multiplication by $p$.

Let $\tau : W_m(\mathcal{O}_X) \to H^0(C_m^*)$ be the ring homomorphism $(a_0, \ldots, a_{m-1}) \mapsto \sum_{i=0}^{m-1} p^i \bar{a}_i^{p^m-i}$, where $\bar{a}_i$ is any lift of $a_i$ in $\mathcal{O}_{Z_m}$. (The well-definedness of this map is proven in [HK, p.251].) Also, let $d \log : W_m(\mathcal{M}) = \mathcal{M} \oplus \text{Ker}(W_m(\mathcal{O}_X)^* \to \mathcal{O}_X^*) \to H^1(C_m^*)$ be the map defined by $b \mapsto d \log b$ for $b \in \mathcal{M}$ and $b \mapsto \tau(b)^{-1} d(\tau(b))$ for $b \in \text{Ker}(W_m(\mathcal{O}_X)^* \to \mathcal{O}_X^*)$, where $\bar{b}$ is any lift of $b \in \mathcal{M}$ in $\mathcal{L}_m$. (The well-definedness is again proven in [HK, p.251].) Then we can check the following:

**Lemma A.4.** Let the notations be as above.

1. Via $\tau$, $W_m\omega^*_{(X,M)/(Y,N)} = H^*(C_m^*)$ is a differential graded $W_m(\mathcal{O}_X)/W_m(\mathcal{O}_Y)$-algebra.

2. Via $\tau$ and $d \log$, $W_m\omega^*_{(X,M)/(Y,N)} = H^*(C_m^*)$ is a log differential graded algebra on $W_m(X, M)/W_m(Y, N)$.

3. The structure of log differential graded algebras $W_m\omega^*_{(X,M)/(Y,N)} = H^*(C_m^*)$ $(m \in \mathbb{N})$ is compatible with respect to $m$.

4. The map $\tau$ is compatible with $F, V$.

5. The maps $F, V$ are compatible with the map $\pi : W_{m+1}\omega^*_{(X,M)/(Y,N)} \to W_m\omega^*_{(X,M)/(Y,N)}$.

6. The map $F : W_{m+1}\omega^*_{(X,M)/(Y,N)} \to W_m\omega^*_{(X,M)/(Y,N)}$ induces a morphism of graded $W_{m+1}(\mathcal{O}_X)$-algebras $W_{m+1}\omega^*_{(X,M)/(Y,N)} \to W_m\omega^*_{(X,M)/(Y,N)},[F]$ where the symbol $[F]$ is as in Definition 2.2.4(iv) (with $S$ replaced by $\mathcal{O}_X$).

7. The following equalities hold.

$$
FV \omega = p \omega \quad (\omega \in W_m\omega^*_{(X,M)/(Y,N)}),
$$

$$
F dV \omega = d \omega \quad (\omega \in W_m\omega^*_{(X,M)/(Y,N)}),
$$

$$
F d[x] = [x^{p-1}] d[x] \quad (x \in \mathcal{O}_X),
$$

$$
V(\omega \eta) = V(\omega) \eta \quad (\eta \in W_{m+1}\omega^*_{(X,M)/(Y,N)}),
$$

$$
F(d \log q) = d \log q \quad (q \in \mathcal{M} \subseteq W_{m+1}(\mathcal{M})).
$$

**Remark A.5.** The last equality in (7) does not always hold when $q \in W_{m+1}(\mathcal{M})$.

**Proof.** (1) It is standard that the map $\tau$ is a homomorphism of algebras. So it suffices to check the three equalities in Definition 1.1.1(2). The first equality is easy, the third equality is already recalled in $\text{A.1}$. So we check the second equality. Assume that $\omega$ is represented by a cocycle $\alpha \in C_1^m$ and $\eta$ is represented by a cocycle $\beta \in C_1^m$. Then $d(\omega \eta)$ is represented by $\gamma \in C_1^{m+j+1}$ with $p^m \gamma = d(\bar{\alpha} \bar{\beta})$, where $\bar{\alpha} \in C_2^{m+1}$, $\bar{\beta} \in C_2^{m+1}$, $\bar{\alpha}$ and $\bar{\beta}$ are lifts of $\alpha$, $\beta$, respectively. On the other hand, if we take $\delta \in C_1^{m+1}$, $\epsilon \in C_1^{m+1}$ so that $p^m \delta = d(\bar{\alpha})$, $p^m \epsilon = d(\bar{\beta})$, $(d \omega) \eta = (-1)^j \omega \eta$ is represented by $\delta \beta + (-1)^j \epsilon \alpha$. Since we have

$$
p^m(\delta \beta + (-1)^j \epsilon \alpha) = (d\bar{\alpha} \bar{\beta}) + (-1)^j \bar{\alpha} (d \bar{\beta}),
$$

we obtain the equality $\gamma = \delta \beta + (-1)^j \epsilon \alpha$, hence the required equality.

(2) We denote the map $\mathcal{M} \to \mathcal{O}_X$ by $\alpha$ and the map $W_m(\mathcal{M}) \to W_m(\mathcal{O}_X)$ by $\alpha_m$. Also, we denote the map $\mathcal{L} \to \mathcal{O}_{Z_m}$ by $\tilde{\alpha}$. First we check that the pair $(d \circ \tau, d \log)$ is a log derivation. The condition in Definition 2.2.1(i) is written as

$$
d \circ \tau(\alpha_m(b)) = \tau(\alpha_m(b)) d \log(b) \quad (A.4)
$$

in our notation here, and it suffices to check it for $b \in \mathcal{M}$ and for $b \in \text{Ker}(W_m(\mathcal{O}_X)^* \to \mathcal{O}_X^*)$. For $b \in \mathcal{M}$, we have

$$
\text{(LHS of } A.4\text{)} = d \circ \tau(\alpha(b)) = d(\tilde{\alpha}(b) p^m) = \tilde{\alpha}(b) p^{m-1} d \tilde{\alpha}(b),
$$

$$
\text{(RHS of } A.4\text{)} = \tilde{\alpha}(b) p^m d \log(b) = \tilde{\alpha}(b) p^{m-1} d \tilde{\alpha}(b),
$$
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as required. For \( b \in \text{Ker}(W_m(\mathcal{O}_X)^* \to \mathcal{O}_X^*) \), it is immediate from the definition of \( d\log \). Also, the condition \([2, 3](i)(ii)\) is immediate and so \((d \circ \tau, d\log)\) is a log derivation.

So it suffices to check the equality \( d \circ d\log(b) = 0 \) to prove the assertion (2). It is immediate for \( b \in \mathcal{M} \), and for \( b \in \text{Ker}(W_m(\mathcal{O}_X)^* \to \mathcal{O}_X^*) \) it follows from the calculation

\[
d(\tau(b)^{-1}d(\tau(b))) = d(\tau(b)^{-1})d(\tau(b)) = \tau(b)^{-2}d(\tau(b))d(\tau(b)) = 0,
\]

where the first and the second equalities hold by (1) and the third equality holds because it holds in \( C_m^* \). So the proof of the assertion (2) is finished.

(3) First recall that \( \pi \) is a map of graded algebras \( W_{m+1}\omega_{(X,M)/(Y,N)} \to W_m\omega_{(X,M)/(Y,N)} \), although it is not remarked explicitly in \([HK]\) or in \([N]\). This follows from the fact that each arrow in the local expression of the map \( \pi \) given in \([N, (6.4.5)]\) is compatible with the product structure. We already mentioned the compatibility of \( \pi \) and \( d \) in \((A.1)\). So it suffices to check the compatibility of \( \pi \) and the maps \( \tau, d \log \). This follows from the commutativity of the diagram \([N, (7.0.6)]\).

(4) Both \( F \circ \tau \) and \( \tau \circ F \) send \((a_0, \ldots, a_m) \in W_{m+1}(\mathcal{O}_X) \to \sum_{i=0}^m p^i d^{i-1} \alpha_i \). Also, both \( V \circ \tau \) and \( \tau \circ V \) send \((a_0, \ldots, a_{m-1}) \in W_m(\mathcal{O}_X) \to \sum_{i=0}^{m-1} p^i d^{i-1} \alpha_i \).

(5) It is already mentioned in \((A.1)\).

(6) It is immediate from the definition that \( F \) is a morphism of graded algebras. The compatibility of \( F \) with the map \( F : W_{m+1}(\mathcal{O}_X) \to W_m(\mathcal{O}_X) \) follows from (4).

(7) The first equality is immediate from the definition of \( F \) and \( V \). If \( \omega \) is represented by a cocycle \( \alpha \in C_m^* \) and if we take a lift \( \tilde{\alpha} \in C_{2m}^* \) of \( \alpha \) with \( d^0 \omega = \beta \), we have \( \omega = p \alpha \). The second equality \( F d\omega = d\omega \) follows from the computation that both sides are represented by \( \tilde{x} \). The fourth equality immediately follows from the definition of \( F \), and the fifth equality immediately follows from the definition of \( F \), \( d\log \).

Now assume further that the morphism \( f : (X, \mathcal{M}) \to (Y, \mathcal{N}) \) is of the form \( \text{Spec}(S, Q) \to \text{Spec}(k, P) \) induced by a map of pre-log rings \((k, P) \to (S, Q)\) (this condition holds etale locally on \( X \) and \( Y \)), and put \( W_m\omega_{(S,Q)/(k,P)} := \Gamma(X, W_m\omega_{(X,M)/(Y,N)}) = \Gamma(X, F^0(\mathcal{M}^*)) \). Then, by Lemma \([X, 4]\) \( \{W_m\omega_{(S,Q)/(k,P)}\}_m \) forms a log \( F \)-\( V \)-procomplex over the \((k, P)\)-algebra \((S, Q)\). Therefore, we have the canonical morphism of log \( F \)-\( V \)-procomplexes

\[
\{W_m\mathcal{A}_{(S,Q)/(k,P)}\}_m \to \{W_m\omega_{(S,Q)/(k,P)}\}_m
\]

over the \((k, P)\)-algebra \((S, Q)\). Sheafifying this map, we obtain the morphism

\[
\{\Phi_m\}_m : \{W_m\mathcal{A}_{(X,M)/(Y,N)}\}_m \to \{W_m\omega_{(X,M)/(Y,N)}\}_m
\]

of projective systems of log differential graded algebras on \( W_m(X, \mathcal{M})/W_m(Y, \mathcal{N}) \) compatible with the maps \( F, V \). This is the morphism in the statement of Theorem \((A.1)\).

Proof of Theorem \((A.1)\). First we prove (1). It suffices to prove that the map \( \Phi_m \) defined above is an isomorphism. Since both \( W_m\mathcal{A}_{(X,M)/(Y,N)} \) and \( W_m\omega_{(X,M)/(Y,N)} \) are log differential graded algebras on \( W_m(X, \mathcal{M})/W_m(Y, \mathcal{N}) \), we have the canonical morphisms

\[
\psi_A : W_m\mathcal{A}_{(X,M)/(Y,N)} \to W_m\omega_{(X,M)/(Y,N)}, \quad \psi_\omega : W_m\omega_{(X,M)/(Y,N)} \to W_m\omega_{(X,M)/(Y,N)}
\]

of log differential graded algebras on \( W_m(X, \mathcal{M})/W_m(Y, \mathcal{N}) \) such that the diagram

\[
\begin{tikzcd}
W_m\mathcal{A}_{(X,M)/(Y,N)} \arrow[r, \Phi_m] \arrow[dr, \psi_A] & W_m\omega_{(X,M)/(Y,N)} \arrow[dl, \psi_\omega]
\end{tikzcd}
\]

is commutative, by the universal property of log differential module \( \mathcal{A}_{W_m(X, \mathcal{M})/W_m(Y, \mathcal{N})} \). By the construction of \( W_m\mathcal{A}_{(X,M)/(Y,N)} \) given in \([M, 3.4]\), \( \psi_A \) is surjective. On the other hand, by \([HK]\) Prop. 4.7, \( \psi_\omega \) is surjective with \( \text{Ker} \psi_\omega \) the differential graded ideal locally generated by elements of the form

\[
V^i[a] d^i [\alpha(b)] - V^i[\alpha(a)] d^{i-j} \log[b] \quad (0 \leq j < i, a \in \mathcal{O}_X, b \in \mathcal{M}),
\]
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where $\alpha$ denotes the structure morphism $M \to O$. To prove that $\Phi_m$ is an isomorphism, it suffices to check that $\text{Ker} \psi_\omega \subseteq \text{Ker} \psi_\Lambda$, namely, the elements (A.7) are zero in $W_m \Lambda \otimes (X, M)/ (Y, N)$. This is true because the equalities

$$V^i [a\alpha(b)] d \log [b] = V^i [(a\alpha(b)] [d \log [b]] = V^i [(a) F a \alpha(b)] = V^i [a] d \log \alpha(b)$$

hold in $W_m \Lambda \otimes (X, M)/ (Y, N)$. So the proof of (1) is finished.

Next we prove (2). In [HK, pp. 260–261], the comparison morphism (A.2) is defined as the composite of the morphism

$$\mathbb{R} \mathcal{U}_m \mathcal{O}_m \to \Lambda \otimes (X, M)/ (Y, N)$$

defined in [14] and the map

$$\Lambda \otimes (X, M)/ (Y, N) \to W_m \omega \otimes (X, M)/ (Y, N)$$

induced by $\psi_\omega$. From this definition and the construction of the comparison morphism

$$\Lambda \otimes (X, M)/ (Y, N) \to W_m \Lambda \otimes (X, M)/ (Y, N)$$

in [14], the required compatibility follows from the commutativity of the diagram (A.6). So the proof of (2) is also finished.
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