DALL-E for Detection: Language-driven Context Image Synthesis for Object Detection
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Abstract. Object cut-and-paste has become a promising approach to efficiently generate large sets of labeled training data. It involves compositing foreground object masks onto background images. The background images, when congruent with the objects, provide helpful context information for training object recognition models. While the approach can easily generate large labeled data, finding congruent context images for downstream tasks has remained an elusive problem. In this work, we propose a new paradigm for automatic context image generation at scale. At the core of our approach lies utilizing an interplay between language description of context and language-driven image generation. Language description of a context is provided by applying an image captioning method on a small set of images representing the context. These language descriptions are then used to generate diverse sets of context images using the language-based DALL-E image generation framework. These are then composited with objects to provide an augmented training set for a classifier. We demonstrate the advantages of our approach over the prior context image generation approaches on four object detection datasets. Furthermore, we also highlight the compositional nature of our data generation approach on out-of-distribution and zero-shot data generation scenarios.
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1 Introduction

Training modern deep learning models require large labeled datasets \cite{43,26,48}. Obtaining such datasets is both expensive and time-consuming due to human effort. An alternative approach for data collection has been to synthesize images that can easily generate large accurate labeled data for training computer vision models. One promising direction for synthetic data generation has been based on object cut and paste \cite{17}. It involves compositing foreground objects onto background images. While the approach has been applied to generate data
Table 1: Desired quality of context generation method: Generation of a high-quality and diverse set of images (scalable), no(less) human involvement in context image generation, automatic generalization of the images for any new environment, scalable, explainable, privacy-preserving, and compositional.

| Method               | Quality | No Human | Adapt | Scalable | Explainable | Privacy | Compositional |
|----------------------|---------|----------|-------|----------|-------------|---------|---------------|
| Human capture        | ✓       | ✗        | ✗     | ✓        | ✗           | ✓       | ✗             |
| Web image            | ✓       | ✓        | ✗     | ✓        | ✗           | ✓       | ✗             |
| Public dataset       | ✓       | ❌        | ✗     | ✓        | ✗           | ✗       | ❌             |
| Generative models    | ✓       | ✓        | ✗     | ✓        | ✗           | ✓       | ✗             |
| Ours                 | ✓       | ✓        | ✓     | ✓        | ✓           | ✓       | ✓             |

for many computer vision tasks [21, 59, 38, 60], the question of how to select the background images that provide necessary context information is still open.

Context plays a very important role in learning a good object recognition model. Divalla et al. [14] provide empirical evidence to support this claim. Dvornik [16] showed that finding congruent context helped improve accuracy on object detection tasks. For example, placing airplanes and boats in their natural context helped to improve accuracy, e.g., airplanes are generally found in the sky and boats are on the water. Furthermore, in the object cut-and-paste work, Yun et al. [60] have also studied the effect of background images on image segmentation tasks. They observed that selecting images from the UW dataset [31] provided better accuracy than the COCO dataset [35]. This suggests that, for the above downstream task, images from UW data provide better context information.

This raises a question: how can context images be generated that will maximize accuracy on the downstream task? We first hypothesize that any approach that generates context images should satisfy these qualities (Fig. 1): no human involvement in context image generation, automatic generalization of the images for any new environment, scalable, generation of high quality and diverse set of images, explainable, compositional, and privacy-preserving.

Several approaches can be used to generate context images. The first approach could involve selecting web images. Large sets of background images can be easily gathered, but the presence of noisy and out-of-context background images can affect accuracy [60]. Next, background context images can be selected by humans by capturing images in the test environment. Human involvement in training data generation can severely affect scalability. Finally, background images could also come from a similar-looking dataset. For example, if the test environment involves kitchen scenes, context images can be taken from different kitchen datasets. This approach suffers from scalability and diversity issues. For example, it is not easy to find a similar-looking dataset without also having the object of interest present in those images. Furthermore, all the above approaches may not be privacy-preserving. While these approaches involve selecting real-world images as context images, generative models like GANs [22, 6]
Fig. 1: Motivation flow of our pipeline. How the desired properties described above are satisfied by our language-driven compositional context synthesis.

and VAEs [12,27] can also be used to generate context images. These images could consist of noisy and out-of-context images that may severely affect overall accuracy.

In this work, we propose a new paradigm for automatic and scalable context image generation that satisfies all the above-desired properties. At the core of our approach lies utilizing an interplay between language description of context and language-driven image generation. Given a small number of images that represent the context environment, we use image captioning to generate a high-level language description of the context automatically. The language description of the context is used within a text-to-image generation pipeline to generate a diverse set of images. Methods like DALL-E [42], RU-DALLE [1], CogView [13] have been trained on large vision-language data to generate high-quality images from textual descriptions. These diverse sets of generated images are used as context images. Foreground objects are pasted on these context images to provide high-quality accurate ground truth labels for training downstream computer vision tasks.

The proposed pipeline satisfies all the desired properties of context image generation (Fig. 1). The image captioning component helps to easily and succinctly generate the context of any new changing environment. Language helps to provide an explainable and compositional foundation to context description and data generation. Adding or removing objects or settings can be easily done in the language domain. For example, a description as an environment with table and chair can be easily modified to kitchen environment by utilizing the compositional properties of language as a kitchen environment with table and chair. Table. 1 shows the benefit of our approach in generating context images over other approaches.

| High quality with diverse set | Scalable | Privacy & Safety | Explainability | Flexible & Compositional | No / less human involve | Automatic adaptation & generalizable to new tasks |
|------------------------------|----------|------------------|----------------|-------------------------|------------------------|-----------------------------------------------|
| **Generative models**        |          |                  |                |                         |                        |                                               |
| DALL-E                       |          | Image understanding |               |                         |                        |                                               |
| **Language**                 |          |                  |                |                         |                        |                                               |
| **Image caption**             |          |                  |                |                         |                        |                                               |

We have conducted extensive experiments on four publicly available benchmark object detection datasets and compared them against different ways to generate context images. We demonstrate that our approach can achieve much better accuracy compared to the prior approaches. Furthermore, we also demon-
strate the benefit of our approaches in out-of-distribution context and zero-shot data generation scenarios that utilize the compositional nature of our method. We summarize the main contributions of our approach as follows:

– Propose a language-driven context image generation approach to automatically generate large-scale datasets.
– Demonstrate benefit over prior approaches in context image generation.
– Highlight compositional nature by generating context images from out-of-context images and zero-shot data generation scenarios.

2 Related work

Object cut and paste A series of works on using synthetic data for training computer vision problems have been proposed. Some of them include using graphics pipeline or computer games to generate high quality labelled data\cite{43,44,45,46,52,29}. Generally using graphics pipeline requires having 3D models of both objects and environment, that may limit the scalability of these approaches.

The idea of pasting foreground objects on background images has emerged as a easy and scalable approach for large scale data generation. Dosovitskiy et.al.\cite{15} created large data for optical flow problem by creating chair object and pasting them onto background images. Dwibedi et.al.\cite{17} showed this idea can be used to generate high quality labelled data for object instance segmentation task. The idea has been used to solve other problems like object detection and pose estimation problems\cite{50,51,53,28,52,40}. Yun et.al.\cite{60} showed that cut-and-paste strategy can be used for solving domain adaptation problem. In addition, Ghiasi et.al.\cite{21} also showed that copy-paste augmentation can provide benefit to semi-supervised learning approaches. While these works showed that object cut-and-paste can be used to generate large labelled synthetic data easily, they needed careful congruent background images selection for compositing foreground objects onto the background images. This effect has been also observed by\cite{16}. In our work, we have proposed an automatic approach to select congruent background images that can provide useful context information for object recognition task.

Context Several prior works have studied importance of context in recognition problem. Divvala et.al.\cite{14} studied role of context on Pascal Object detection problem\cite{18} and observed that the context helped to reduce overall object detection error. Mottaghi et.al.\cite{39} studied role of context in object detection and semantic segmentation tasks and developed a novel deformable parts based model to combine local and global context information. Similarly, Dvornik et.al.\cite{16} and Zhang et.al.\cite{61} showed that modeling context correctly improved object detection performance and semantic segmentation settings. Similarly Lee et.al.\cite{32} proposed a context aware foreground object placement in background images that helped to improve accuracy. In the domain of object cut-and-paste
problem, Yun et.al. [60] showed that selecting right background images for cut-and-paste helped improve accuracy. We are motivated by these observations to learn congruent background images for solving downstream object recognition tasks.

Language for object recognition. Language has been used to solve computer vision tasks. Vision-language based models have been developed for image captioning task [55,44,24], visual question answering tasks [5,34,9] and others [87,38,34]. In recent years, vision and language based multi-modal models have been developed for self-supervised training. Recent work CLIP [31] showed how training a model on large image-text pair dataset can generalize to several benchmark image classification datasets where current image based models performed very poorly. Language information been used along with vision information to solve other computer vision tasks like object detection [23,30] and semantic image segmentation task [33]. These works have also demonstrated benefits of leveraging language information in solving computer vision tasks.

Another line of work involves leveraging large image-text pairs for text to image generation tasks. These models learnt to generate realistic environment including out-of-context settings which may not be present during the training phase. Some of the examples include DALL-E [42], RU-DALLE [1], CogView [13]. We are motivated by generation quality of these text to image generation methods in this work.

3 Method

The goal of the paper is to efficiently generate a large set of labeled data for the training object detection model. The problem is framed as compositing foreground object masks onto background images following object cut-and-paste strategy [17]. Congruent background images provide essential context information for training object recognition. While the approach can easily generate large labeled data, the problem of finding congruent background images that provide necessary context information has remained an elusive problem. Finding the right context is the focus of our work.

We start by describing the object cut-and-paste cut approach, then we provide an overview of the pipeline before going into details of each individual step.

3.1 Object cut and paste.

We start by describing the details of the object cut-and-paste work of Dwibedi et.al. [17], which proposed an easy method to synthesize large labeled data. It consists of three steps.

Foreground mask segmentation. The first step involves generating a set of object masks. These object masks can be segmented from images consisting of those objects. The images come from the BigBird dataset [49], each paired with a depth image. However, it is shown [17] that simply thresholding depth images
can not produce a high quality ground truth object masks, especially for the objects that have transparent surfaces such as Coca Cola. Therefore, in order to generate better foreground masks, we train a 2-class FCN [36] to classify each pixel as foreground and background objects. The ground truth mask to train FCN is provided by non-transparent objects in BigBird dataset.

Background image selection. The second step involves the selection of background images that provides necessary contextual information for the object recognition tasks. A general approach is to simply take random web images or use images from any popular dataset to create background images. In particular, Dwibedi et.al. [17] used images from the UW dataset [31] to provide background images for evaluation on the GM Kitchen dataset [20]. Similarly, ImageNet [10], COCO [35] and Pascal [18] can be a good sources of background images.

Mask compositing. The final step involves compositing foreground object masks onto the background images. At each step a group of foreground object masks are selected and pasted into a sampled background images, and such procedure is repeated until all foreground object masks are pasted. Composition involves applying random 2d data augmentation, such as rotation and scaling, and then pasting on random background images at random locations. As a final step, different blendings are applied to alleviate boundary artifacts caused by pasting.

3.2 Language-driven Context generation

In this paper, we propose a new paradigm to generate context images automatically at a large scale. The proposed approach consists of three steps (a visualization of our pipeline is provided in Fig.2). The first step involves generating a diverse set of natural language descriptions of context by applying image captioning methods on a few images taken from the context environment. Text to image generation pipeline synthesizes a large set of context images from the natural language descriptions. These context images are then composited with foreground object masks for large-scale training data generation process. Furthermore, the proposed approach also allows for compositional and explainable data generation as well. We describe each of these steps in detail below.

Context description images (CDI). We first assume that we have been given a small set of images that describes the context environment, we call them context description images (CDI). This small set of images can come from an environment that contextually looks similar to the test environment. For example, if the test scenario includes a kitchen environment, the small set of initial kitchen images can be taken from any public dataset or from web images. It should be noted that these context images can be as small as one image.

Image caption. Next step involves succinctly describing context information from the given CDIs. Language can be used to provide a concise description of the context information. In addition, language is both compositional and explainable in nature. Given these advantages, we use language descriptions to represent context information. This raises a question: how can these language descriptions be generated?
Fig. 2: Overview of our pipeline. The user will need to provide a set of CDIs, and note that the user can provide as little as one image. (1), we leverage SCST [44] image captioning models to generate captions for the user provided CDIs. (2), we feed the captions to DALL-E to create images that align with input captions. (3), we combine BigBird foreground objects to obtain synthetic images using cut and paste. (4), we feed the synthetic images to object detection models to train on.

In order to automatically generate such a description of the context, we use image captioning methods. These captioning approaches generate a set of diverse textual captions for input images. Over the years, many image captioning methods have been developed [44, 24]. We use self-critique sequence training (SCST) for image captioning work developed by Rennie et.al. [44]. The method utilizes test time inference to provide rewards during the image to caption training stage. REINFORCE [56] is used to optimize the test time reward. Such an optimization framework allows SCST to achieve very good accuracy on different caption generation datasets including COCO caption generation challenge. Further, it should be noted that our method does not rely on any specific image to caption generation method. Any popular or new SOTA method can be used in place of the SCST method.

For each CDI, \( K \) natural language descriptions are generated using the SCST method. If there are \( N \) CDIs, the caption generation steps provide \( N \times K \) natural language descriptions.
**Image generation.** Next step involves generating a diverse set of $M$ images for each language description of the context information. Recent time has seen a remarkable breakthrough in the text to image generation approach. Generally, these approaches involve training large models using a hugely diverse set of text-image data pairs in a self-supervised fashion. Following the success of transformer models in the language domain the [7,11], text to image generation model also utilizes transformer architectures. The training procedure involves concatenating image and text features into a single stream and training the transformer model in an autoregressive manner. Some popular frameworks for text to image data generation are DALL-E [42], CogView [13], RU-DALL-E [1]. The DALL-E model has been trained on 200 million image-text pairs.

The text-to-image generation model has several benefits. First, it is a compact version of web-scale image-text pair data. That makes it both portable and scalable. Also, being a generative model, the generation pipeline could create new scenarios that were not present in the training data. Furthermore, the synthetic nature of the data generation procedure allows our method to be privacy-preserving.

For each text description, we use DALL-E to generate $M$ images. This approach helps us to generate a total of $N \times K \times M$ images from $N$ CDIs. Generally, in our experiments, $N$ is of order 10, $K$ is of order 10 and $M$ is of order 100. So, even for single context images, we are able to automatically generate a large set of new context images. We will show examples of some input CDIs and output context images from our approach in section 4.1 and 4.5.

**Labeled generation.** Given a set of context images and foreground mask images, we generate labelled ground truth data by pasting foreground mask onto the context images. In order to synthesize the composite image, we randomly select context images and paste the foreground mask on random location in the image. In addition, we follow [17] for compositing foreground on the background image. Note that this method involves applying a Gaussian blur on the object boundary with blur kernel as $\sigma$. This allows us to synthesize a large set of training images with accurate ground truth bounding box labels.

**Compositional data generation.** The natural language description allows compositional data generation. We can intervene in the language description to add or remove a key word (Fig. 3). For example, the word *kitchen* can be added to generate context. This allows us to generate new images with new context information. Similarly, we can remove some unwanted objects. For example, if initial context description involves people, we can remove people from generated images by simply not mentioning the word *people*. The text to image generation pipeline can then generate large set of images without people.

4 Experiments

In this section, we demonstrate that our method can generate good context images for downstream object detection tasks on three popular benchmark datasets. We consider GMU-Kitchen dataset [20] (Sec. 4.1), Active Vision dataset [3] (Sec. 4.2), YCB-video dataset [57] (Sec. 4.3) and PASCAL VOC [19] (Sec. 4.4).
Fig. 3: We highlight compositional and explainable properties of our method. Specifically, when the provided CDI cannot perfectly describe the real test scenario, the compositional property of language can help to correct context description by remove/add/style change. For instance, if the initial description contains noisy information "man and a woman", we can directly intervene and remove the noise information to generate congruent context description. Note that, all the 4 example test scenarios are from GMU kitchen dataset.

More details about these datasets are provided in the coming sections. Furthermore, we also provide results highlighting compositional nature of our data generation process (Sec. 4.5).

Training procedure and evaluation criterion. We use faster RCNN [43] with ResNet-50 [26] as the backbone to train object detection network. Models have been trained till convergence for both the baselines and our approaches. In our experiments we set learning rate as 0.001 with a weight decay 0.0005. Furthermore, we use standard mean average precision (mAP) for the evaluation of object detection results.

4.1 GMU-Kitchen dataset

In order to conduct experiments on the GMU-Kitchen dataset, we follow the evaluation protocol described in the Object Cut-and-Paste [17] paper. **Dataset.** GMU-kitchen dataset [20] is created by placing object instances in 9 kitchen scenes. 11 objects that overlap with 33 objects from the Big Bird dataset [49] are selected for evaluation. The dataset consists of 6,728 images. When we use GMU kitchen as test set, similar as Cut-and-Paste paper, 3-fold cross-validation was used.

**Foreground mask.** In order to create foreground masks for the GMU-kitchen objects, we first take images from the Big Bird dataset that consists of six hundred images taken from six RGB-D calibrated cameras for each of the 33 objects. We follow the strategy described in Sec. 3.1 to get the foreground masks. **Baselines.** We evaluate our approach with several other standard approaches for selecting context images. The main baseline consists of a comparison with...
Fig. 4: Training images generated by our pipeline: pasting foreground objects on DALL-E synthesized images with CDI form UW dataset.

Results. Quantitative results are shown in the Table 2. We observe that our approach is able to get almost 2.1 percentage points improvement over the Object Cut-and-Paste baseline. This highlights that our approach generates a better diverse set of context images compared to the images from the UW dataset. Furthermore, we also observe 37% points, 63.2%, and 16% points of improvements over black, CDIs, and COCO images respectively. Next, we conduct experiments to demonstrate that caption descriptions are important to generate congruent context images. To this end, we use random language descriptions to generate images from DALL-E. We observe almost 12% points improvement of our approach over the random images from DALL-E. Finally, the use of real-world GMU training data combined with our synthetic data helps to achieve the best performance on the GMU test set, i.e., almost 5% points improvement over training with real GMU training data only. Compared to all the baselines, our approach is able to achieve better performance. This highlights the benefit of using our language-driven context image generation approach to synthesize congruent context images. Some qualitative images are shown in Fig. 4 and Fig. 5 that provides a glimpse into the kinds of context images generated by our approach.
Table 2: Quantitative results on GMU-Kitchen dataset. We compare our approach with several prior approaches. Our approach achieve highest accuracy over the baselines. Combining GMU kitchen real training samples with our synthetic data yields the best results on this dataset. Real: real GMU training data as training set. Top row terms are: \#CDI: the number of context description images, CC: Coca Cola, CM: Coffee mate, HB: honey bunches, HS: hunt’s sauce, MR: mahatma rice, NV1: nature V1, NV2: nature V2, PO: palmolive orange, PS: pop secret, Pbbq: pringles bbg, RB: red bull.

| Dataset               | \#CDI | CC   | CM   | HB   | HS   | MR   | NV1 | NV2 | PO | PS | Pbbq | RB | mAP |
|-----------------------|-------|------|------|------|------|------|-----|-----|----|----|------|----|-----|
| Real GMU train        | -     | 81.9 | 95.3 | 92.0 | 87.3 | 90.5 | 88.9| 80.5| 92.3| 88.9| 58.6 | 86.3|     |
| Black                 | 1500  | 42.3 | 62.4 | 64.7 | 5.3  | 3.3  | 61.1| 56.5| 75.3| 1.6 | 26.7 | 33.9| 41.2 |
| CDI                   | 10    | 51.4 | 26.4 | 2.1  | 12.2 | 12.1 | 0.4 | 0.1 | 1.0 | 0.1 | 29.8 | 30.9| 15.0 |
| Random (COCO)         | 1500  | 50.7 | 80.1 | 77.5 | 15.3 | 32.2 | 81.7| 87.9| 71.7| 66.8| 59.0 | 68.5| 62.8 |
| Random (DALL-E)       | 1500  | 64.8 | 86.9 | 78.7 | 49.2 | 62.2 | 84.8| 83.8| 72.6| 70.9 | 57.2 | 24.1| 66.8 |
| UW-Kitchen            | 1500  | 75.7 | 91.1 | 87.7 | 51.6 | 66.5 | 91.5| 88.7| 76.2| 63.2 | 70.5 | 75.2| 76.1 |
| DALL-E (ours)         | 1500  | 79.0 | 92.9 | 90.4 | 44.9 | 77.0 | 92.1| 88.0| 77.5| 64.1 | 75.7 | 80.2| 78.3 |
| DALL-E (ours)         | 2400  | 79.5 | 93.4 | 88.5 | 59.0 | 71.5 | 91.4| 88.1| 76.1| 78.7 | 75.7 | 80.6| 80.1 |
| DALL-E (ours)+Real    | 1500  | 94.4 | 98.2 | 95.2 | 90.7 | 92.5 | 94.1| 93.0| 72.8| 98.3 | 98.7 | 79.8| 91.4 |

Table 3: Per class detection accuracy on Active Vision dataset. CC: Coca Cola, HB: honey bunches, HS: hunt’s sauce, MR: mahatma rice, NV2: nature V2, PO: palmolive orange, PS: pop secret, Pbbq: pringles bbg, RB: red bull.

| Dataset               | CC   | HB   | HS   | MR   | NV2 | RB   | mAP |
|-----------------------|------|------|------|------|-----|------|-----|
| UW-Kitchen            | 42.8 | 20.9 | 15.4 | 1.7  | 19.8| 34.8 | 22.6|
| DALL-E (ours)         | 45.0 | 21.9 | 19.3 | 4.8  | 22.4| 37.5 | 25.8|

4.2 Active Vision dataset

In order to conduct experiments on the Active-vision dataset [3], we follow the evaluation protocol described in the Object Cut-and-Paste paper [17].

**Dataset.** We consider six objects to evaluate performance on the Active-vision dataset. These objects overlap with the GMU-Kitchen dataset objects. There are 4,000 images that consists of 2,000 test images. These images are also captured in the kitchen environment. The Foreground masks are same as GMU kitchen dataset in Sec. 4.1.

**Results.** Quantitative results are shown in the Table 3. We observe that our approach is able to get 3.2 percentage points improvement over the object cut-and-paste baseline. This highlights that our approach generates better context images compared to the images from UW dataset.
4.3 YCB-video dataset

**Dataset.** YCB-video objects [57] is a popular object detection and pose estimation dataset in computer vision and robotics community. It consists of 21 object classes that are generally taken from our daily environments. The data consists of video sequences of YCB-objects present in different indoor environments. The test images are selected from these sequences.

**Foreground mask.** These objects are subset of YCB-object dataset [8]. The YCB-object dataset provides 600 images taken from six camera where objects are placed on white background. Masks are generated by the same strategies discussed in the Sec. 3.1.

**Results.** Table 4 shows quantitative numbers of both the baseline and our approaches. Note that our approach can get 7.2% points improvement over the Object Cut-and-Paste [17] approach with UW-kitchen real context images. This highlights the benefit that our language-driven DALL-E generated images provide congruent and diverse context images compared to using real world images from other public datasets.

4.4 PASCAL-VOC dataset

We also evaluate our method on PASCAL VOC 2012 object detection task [19]. In Table 5 we report accuracy using three commonly used PASCAL VOC object detection metrics: mAP@50, mAP@75 and mAP.
**Dataset.** The dataset has 20 foreground classes. The training and validation set consist of 1,464 images and 1,449 images, respectively with bounding box along with instance segmentation masks. We use the instance segmentation masks from the training set ground truth labels as our foreground masks for cut-and-paste operations.

**Experiments set up.** We conduct two groups of experiments with total of 8 experiments. All experiments use ResNet-101 as backbone. We fix the backbone and fine-tune the head modules only. The first group consists of 4 experiments (EXP). All of them use same foreground object masks that are present in the original 1,464 training images. Further these 1,464 training images are considered context description images (CDIs). EXP-1 is the baseline which involves training the object detection model on the original 1,464 training images without any augmentation of the images using cut-and-paste steps. EXP-2 applies cut-and-paste method into the baseline experiment. Specifically, we randomly paste the foreground object masks onto the training images to form 4,202 different images. For EXP-3, we first use information provided by the context description images to generate context images from DALL-E. We then use cut-and-paste to compose the same set of foreground object masks as in the EXP-2 on the synthesized DALL-E images. This results in a total of 8,438 images. EXP-4 combine the original real training images with DALL-E synthesized images as context image. The second group consists of 4 experiments which are similar as the 4 experiments in the first group. The only difference is the number of CDIs. The second group use only 200 training images as CDIs (10 images per class sampled from original 1,464 training set). The used foreground object masks and all other setting is the same as the first group.

**Results** Table. 5 shows the results of the two groups of 8 experiments. In first group of 4 experiments, we observe at most 6% points improvement on mAP@50 with the help of our method, which shows the effectiveness of our method on large scale and large variance context dataset. In the second group of 4 experiments with only 200 CDIs, we observe that the baseline is hard to converge which might be due to the limited number of training images. However, with our method, we achieve a significant performance improvement.

4.5 Compositional Model

Here we demonstrate the compositional nature of our approach and highlight how language, as a self-interpretable modality with compositionality property, can provide several benefits for synthetic data generation.

**Out of distribution CDIs.** We first consider scenarios where the context description images are out-of-distribution images. For example, suppose the task is to do evaluation in the real kitchen environment, but the context description images are sketch or cartoon images of the kitchen. Even in these scenarios our approach can generate very good context images. This is achieved because the image caption method still works on these out-of-distribution images. Some of these out-of-distribution images, their corresponding captions and context images generated by our approach are provided in the Fig. 3 and Fig. 6.
Table 5: Object detection results on PASCAL VOC dataset. mAP is computed as average of IoU ranging from 50 to 95 with step size 5.

| Dataset                        | #CDI | mAP@50 | mAP@75 | mAP |
|--------------------------------|------|--------|--------|-----|
| Real VOC train                | -    | 45.5   | 7.8    | 17.0|
| + cut paste                   | 1,464| 48.3   | 14.6   | 21.0|
| DALL-E (ours)                 | 1,464| 38.2   | 8.0    | 14.4|
| DALL-E (ours) + Real          | 1,464| 51.5   | **19.2**| **24.1**|
| Real VOC train subset         | -    | 6.4    | 0.6    | 9.4 |
| + cut paste                   | 200  | 38.8   | **8.6**| 19.6|
| DALL-E (ours)                 | 200  | 34.6   | 6.4    | 15.1|
| DALL-E (ours) + Real          | 200  | **39.6**| 6.7    | **20.8**|

Language intervention. Next we show the benefit of compositional nature of our language based context image generation. Suppose the scenario where the user can not provide perfect CDI. They may contain noisy information (distractors or out-of-distribution elements). For instance, the test set scenario are real world kitchen while the provided noisy CID are kitchen images with humans as distractors or only kitchen accessories objects images (microwave, sink). So, presence of distractor objects in the context images may hamper the overall accuracy. Our language-based text to image generation pipeline can handle such situation. In the first case, user provide both noisy CDIs and the knowledge of distractor object or noise. For example, the first example in Fig. 3 user provide people as distractor object. To remove the distractor, we automatically detect and remove the distractor word from the caption by word detection before using them within DALL-E framework. Similarly, We could also add without people to the captions to remove the distractors. Because the text to image generation pipeline DALL-E interprets the meaning of without and generates context images without the distractor objects.

Another scenarios is add scenario, where the CDIs miss some context information. For instance, in the second example in Fig. 3 User provides the noisy CDI and the missing context information kitchen. The noisy CDI focuses only on
Fig. 6: Visualization of context images generated by DALL-E for noisy and out-of-distribution CDIs. In the first row, inputs are cartoon kitchen and in the second row the CDIs are sketch kitchen. Both cartoon and sketch provide noise information about environment. Observe how our approach can handle highlighted words (distractor words) and generate high quality context images.

microwave but does not sufficiently describe kitchen. So we add user provided word *A kitchen of* as a prefix to the caption for CDI description. Captions before and after interventions are shown in the Fig. 3 and Fig. 7.

We use the generated context images with the original caption from the noisy DIS and the generated context images with modified caption to form two datasets and demonstrate the advantages of our compositional advantage in the Table 6. As seen, using context images after modification helps to improve performance by almost 6.7% points, 10.2% points, 5.3% points, and 6% points over generated images from non-modified caption on 4 out-of-distribution scenario (Cartoon kitchen, Skeleton kitchen, objects in Kitchen and Kitchen with human).

5 Conclusion

Object cut-and-paste has become a promising approach to efficiently generate large sets of labelled training data. It involves compositing foreground object masks onto background images. The background images, when congruent with the objects, provide helpful context information for training object recognition
models. However, finding right context images for a downstream task has remained an elusive problem. In this work, we propose a new paradigm for automatic context image generation at scale. At the core of our approach lies utilizing an interplay between language description of context and language-driven image generation. We demonstrate advantages of our approach over the prior context image generation approaches on three object detection datasets. Furthermore, we also highlight the compositional nature of our data generation approach on out-of-distribution and zero-shot data generation scenarios.
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Appendix

A Varying real data

We first demonstrate the effect of incorporating different percentages of real-world training images together with our synthesized images for training object detection models. We conduct experiments on the GMU kitchen [20] test set and the real-world training images are from the GMU kitchen training dataset (100% set contains 3837 images). This experimental setup is similar to the one followed in the Object cut-and-paste paper [17]. All the results are provided in the Table 7. We highlight the mAP accuracy of training with all synthetic data plus 10%, 40%, 70% and 100% real data.

Observe how using only a subset of real-world data (70%) with our synthesized images achieves better performance than full (100%) real-world data only. This suggests the advantages of our data generation approach saving the amount of human efforts required in labeling the real-world data significantly. Further, we also observe that accuracy gradually improves from 78.3% to 91.4% as we increase the amount of real-world data.

| Dataset | CC  | CM  | HB  | HS  | MR  | NV1 | NV2 | PO  | FS  | Pbbq | RB  | mAP |
|---------|-----|-----|-----|-----|-----|-----|-----|-----|-----|------|-----|-----|
| DALL-E (ours) | 79.0 | 92.9 | 90.4 | 44.9 | 77.8 | 92.1 | 88.6 | 77.5 | 64.1 | 75.7 | 80.2 | 78.3 |
| 100% Real | 81.9 | 95.3 | 92.0 | 87.3 | 86.5 | 96.8 | 88.9 | 80.5 | 92.3 | 88.9 | 58.6 | 86.3 |
| DALL-E (ours) + 10% Real | 90.5 | 96.9 | 93.2 | 74.0 | 90.7 | 86.5 | 84.7 | 97.7 | 96.4 | 72.1 | 81.6 |
| DALL-E (ours) + 40% Real | 91.8 | 97.4 | 94.5 | 84.9 | 75.1 | 90.7 | 78.6 | 52.1 | 96.9 | 87.6 | 77.9 | 84.3 |
| DALL-E (ours) + 70% Real | 92.7 | 98.2 | 95.2 | 90.9 | 88.0 | 93.1 | 89.7 | 50.3 | 97.6 | 92.2 | 78.3 | 87.9 |
| DALL-E (ours) + 100% Real | 94.4 | 98.2 | 95.2 | 90.7 | 92.5 | 94.1 | 93.0 | 72.8 | 98.3 | 98.7 | 79.8 | 91.4 |

Table 7: We highlight that our synthesized data together with 70% amount of real data achieves better performance than full (100%) set of real data only. This highlights the benefit of our approach in reducing total human efforts. DALL-E (ours) means DALL-E synthesized 1500 diverse images (use UW as CDI). Top row terms are: CC: Coca Cola, CM: Coffee mate, HB: honey bunches, HS: Hunt’s sauce, MR: mahatma rice, NV1: nature V1, NV2: nature V2, PO: palmolive orange, PS: pop secret, Pbbq: pringles bbg, RB: red bull.

B Additional results from our pipeline

In Fig. 5 of the main paper, we presented one example of context images generated from just one given Context Description Images (CDI). To demonstrate that our model is very generic and can generate a large set of diverse context images from given input as little as one image, we include some other examples of generated images from our pipeline as shown in Fig. 8.
C Additional results for section 4.4

In this section, we demonstrate more results for the compositional experiments present in section 4.4 of the main paper.

In table 5 of the main paper, we evaluate the models with synthetic data generated before intervention and after an intervention. Here in table 8, we provide additional results of training models just on the CDIs. We observe that the model can not yield good results due to the insufficient amount of training instances and the large domain gap. However, if we apply our method without intervention, we can get a significant performance boost by providing diverse training instances. Furthermore, by applying intervention, we can narrow the domain gap and yield even more performance gain, reinforcing the effectiveness of our approach.

| Dataset              | only CDI | No Intervention | After Intervention |
|----------------------|----------|-----------------|-------------------|
| Cartoon Kitchen      | 11.2     | 70.0            | 76.7              |
| Skeleton Kitchen     | 10.3     | 64.6            | 74.8              |
| Objects in Kitchen   | 9.4      | 71.8            | 77.0              |
| Kitchens with Human  | 10.2     | 70.9            | 76.9              |

Table 8: Quantitative results on GMU kitchen dataset highlighting the compositional benefits of our method in handling complex scenarios for example if CDIs come from out of distribution domains. For example, for real-world kitchen test environment (GMU kitchen), CDIs are cartoon kitchen images.

Moreover, we include figures that exemplify our generated images in the compositional experiments. Fig. 9, fig. 10, fig. 11, and fig. 12 are generated results before and after intervention for the experiment Cartoon Kitchen, Skeleton Kitchen, Objects in Kitchen, and Kitchens with Human in the Table, respectively.

D Model predictions

We show the predictions of faster RCNN [43] models trained on synthetic data (with # CDI = 1500 from UW dataset [20]) on the GMU-Kitchen dataset in the Fig. [13]. Note that this model follows the same setup as section 4.1 of the main paper. Although the model is trained on synthetic data, the model is able to yield good predictions without being accessible to GMU Kitchen’s train data.
Fig. 8: Context-images generated from our pipeline.
Fig. 9: The results after we transform cartoon images into real images to narrow the domain gap.
Fig. 10: The results after we transform sketch images to real images to narrow the domain gap.
Fig. 11: The results after we place objects in the kitchen.
Fig. 12: The results after we remove humans from the images. The top row is the given CIDs, and the second row is how we intervene in generated captions. The third row is the images generated based on original captions and intervened captions.
Fig. 13: Qualitative detection results. The colorful box is the prediction of the model, together with the predicted class and confidence. We only show prediction with confidence $> 0.9$. The different color of the box indicates the different prediction of the box.