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Abstract. The modern data is collected by using IoT, stored in distributed cloud storage, and issued for data mining or training artificial intelligence. These new digital technologies integrate into the data middle platform have facilitated the progress of industry, promoted the fourth industrial revolution. And it also has caused challenges in security and privacy-preventing. The privacy data breach can happen in any phase of the Big-Data life cycle, and the Data Middle Platform also faces similar situations. How to make the privacy avoid leakage is exigency. The traditional privacy-preventing model is not enough, we need the help of Machine-Learning and the Blockchain. In this research, the researcher reviews the security and privacy-preventing in Big-Data, Machine Learning, Blockchain, and other related works at first. And then finding some gaps between the theory and the actual work. Based on these gaps, trying to create a suitable framework to guide the industry to protect their privacy when the organization contribute and operate their data middle platform. No only academicians, but also industry practitioners especially SMEs will get the benefit from this research.
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1. Introduction

Modern data is nothing new to any enterprises as well as smaller and medium-sized firms due to multiple benefits like cost-cutting and increase efficiency and effectiveness in the data management system in the circumstance of Big-Data.

According to calculation, there are over 2.5 Eb of the data (2.5×10^{18} bytes) has been created in pre-day, and the number of data creating is still increasing [11]. Data is collected by using internet of things technology, transferred via the Internet, stored in the distributed cloud storage, released and using in the industry such as data mining, training artificial intelligence, or business decision making. To effectively manage and utilize these data, the Big-Data theory has been come up. In the engineering field, the Alibaba Group first create a new concept called the Data Middle Platform which is
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based on the Big-Data theory [26]. Sometimes Middle Platform also can be seen as a strategy to guide the Big-Data construction for enterprises. Because different organizations have different situations, the pathway of implement the Data Middle Platform is a few different [25]. The construction goal of the Data Middle Platform can be simply summarized as providing tools, processes, and methodology to realize the abstraction, reuse, and sharing of data capabilities, empower business departments and improve the efficiency of realizing data value. Alibaba creates this concept wants to address the problems of information island and repeated development and to highlight the concepts of data sharing and reuse. That is the main difference between the Data Middle Platform and the existing big data platforms.

New information technologies, that is represented by Artificial Intelligence, Blockchain, Cloud Computing, Internet of Things, and Big-Data, are integrated and have facilitated the progress of industry, promoted the fourth industrial revolution. But it also has caused threats and a challenge for data security and privacy protection. When private data gets in the wrong hands, it causes the interests of people or organizations are harmed. For example, the government’s privacy breach can put confidential information in the hands of the enemy power. A breach in an organization can put asset data in the hands of a competitor. Educational institutions’ data breaches could put students’ personally identifiable information in the hands of criminals who could launch internet fraud against students’ parents and students themselves. A breach at the medical institutions can put the Protected Health Information in the hands of those who sell bogus medicine and then cause the interests of patients damaged. Yet, new data security and privacy challenges are being exposed as the data security and privacy protection framework based on new information technologies missing.

2. Related Work / Literature Survey

Data Security and Privacy Protection is an interdisciplin ary complex problem. Data security refers to the use of a set of methods and technologies to protect an organization’s data avoid unauthorized access, destroy, or theft from malicious users throughout its whole lifecycle [21]. But the Privacy concerns the ability of personal or organizations to seclude themselves or information about themselves and thereby express themselves selectively [23].

There is both difference and relation between the data security and Privacy-preventing. Privacy is concern about the use and governance of individual sensitive data — like setting up policies to guarantee the student’s personal information is being collected correctly, shared with the right users, and utilized appropriately. Different from privacy, security concentrates more on how to protect data avoid malicious attacks, and the misuse of stolen data for profit. It means that security is essential for protecting data, but not enough to handle privacy [9].

The privacy data breach can happen in any phase of the Big-Data life cycle. But data breaches easily occur in data storage, data transmission, and data release. To solve the privacy leakage issue, predecessors have developed different solutions according to the characteristics of privacy leakage in different stages of the big data life cycle. Privacy-preserving technologies can be classified into the following categories [16].
Privacy-preserving technology based on data distortion

Data distortion-based privacy-preserving technology refers to adding some noise into the original data and then make sensitive data distorted but keeping data properties unchanged. But the statistical characteristics of these distorted sensitive data will not be changed using the privacy-preserving technology based on data distortion.

By extension, there are three kinds of data distortion-based privacy-preserving technologies. The first is randomization. It is a simple way that put some stochastic noise into the raw data and then publishes the disturbing data. The second one is the blocking and cohesion method. Blocking refers to not releasing certain specific data when the data is released, and Cohesion refers to grouping and storing the original data, and then combining them together during statistics, to fulfill the effect of privacy protection. The third one is differential privacy.

Differential privacy, as be short as DP, is a new kind of privacy-preventing model [6-7]. This method is able to unriddle two major shortcomings of the general privacy-preventing model: First of all, it gives a fairly precise attack model. In the model, the researcher doesn’t need to care about the background knowledge of malicious users, even if the malicious users have a good command of all record information except for a certain record, the privacy of the record cannot be uncovered. Secondly, there is a rigorous definition and a quantitative evaluation method has been given for the grade of privacy protection. Due to differential privacy’s advantages, the traditional privacy protection models are quickly replaced. Now, differential privacy is widely discussed in the privacy research area and has attracted the attention of many fields. Not only include computer science, but also contain database, data mining, and machine learning.

3. Privacy-preserving technology based on data encryption

Data encryption-based privacy-preserving technology means the method of using encryption technology to hide privacy in the data mining process. Two representative data encryption-based privacy-preserving technologies are the security multi-party computation and the homomorphic encryption.

The security multi-party computation belongs to a subdiscipline of cryptography. It is also called secure computation, multi-party computation (MPC), or privacy-preserving computation. The aim of security multi-party computation is to create methods to help parties involved in the computation to complete the computation while keeping the data that input by each participant private. It is different from traditional cryptographic tasks. The traditional cryptographic task is using passwords to make sure the data is secure and integrity in communication and storage. It is only useful for the user who outside the system. For the user who involves in, the traditional cryptographic task can do anything to help. But the security multi-party computation gives an idea to solve this situation. The security multi-party computation will protect each party's privacy only be known by itself [22]. In order to ensure data integrity, the blockchain will be used in the process of data transmission and storage.

The homomorphic encryption is an encryption form created by Gentry in 2009 [1]. He puts forward a feasible method which is called "fully homomorphic encryption" in mathematic. That means the encrypted data can be operated without decryption, and the
result which operates by the encrypted data is the same as the result which operates by the encrypted data after decryption [1].

4. Privacy-preserving technology based on restricted release

The privacy-preserving technology based on restricted release is to realize privacy protection by controlling the release of original data. For example, people can release the filtered data or sensitive data with low precision and then make privacy protection.

Normally the research on restricted release-based privacy-preserving technology focuses on two aspects. One is data generalization, the other one is data anonymization. The aim of them is the same is to ensure that the risk of leakage of sensitive data and privacy is within a permissible range.

In general, data generalization has using a process to summarize data by replacing relatively low-level values with higher-level concepts, or by reducing the number of dimensions so that the data can use fewer dimensions to cover. For example, in educational institutes, when the engineer designs a sheet of the database, he can use mark grade from the letter A to the letter E instead of numeric values for an attribute student’s mark. Or, removing birth date and telephone number when summarizing the behavior of a group of students. Given the large amount of data stored in databases, it is useful to be able to protect the specific privacy value at generalized levels of abstraction [8].

Currently, there are three kinds of technologies which is K-anonymity, L-diversity, and T-closeness in data anonymization.

The earliest widely accepted privacy protection model in Privacy-preserving technology based on restricted release is K-anonymity, which has been defined in 2002. In order to dispose of the de-anonymization attacks, each data record that is released by k-anonymity must be difficult to distinguish from no less than k-1 other records (called an equivalence class). Even though the hacker gets the data that is deal with by using the k-anonymous model, he will get the records of at the minimum k different people, and thus cannot make an accurate judgment. The parameter k signifies the strength of privacy-preventing. The larger number the K gets, the stronger strength of privacy-preventing you get. But it also means the lower availability of the data and the more information will be lost [18-19].

In 2006, Machanavajjhala et al. [14] who is working at the Cornell University noticed that the k-anonymity model has a weak point. Even though there is nothing be restricted on sensitive attributes. Hackers also can confirm the relationship between sensitive data and individuals by using background knowledge attacks, re-identification attacks, and consistency attacks. For example, the attacker obtains the k-anonymized data. if the equivalence class of the k-anonymized data is all AIDS patients, then the attacker can easily make the judgment which one in the k-anonymized data definitely has AIDS. To prohibit consistency attacks, the new privacy protection model L-diversity improves k-anonymity to ensure that the sensitive attributes in any equivalence class have at least l different values. Based on L-diversity, t-Closeness requires the distribution of sensitive attributes in all equivalence classes to be as close as possible to the global distribution of the attribute [13]. (a, k)-anonymity principle, on the basis of k-anonymity, further ensure that the percentage of records related to any sensitive attribute value in each equivalence class is not higher than a [17, 20, 24].
However, the privacy-preventing model above is still flawed and needs to be upgraded continuously [2, 3, 5, 10, 15]. Fundamentally, no single privacy protection model can effectively protect privacy. Only by using various privacy protection technologies comprehensively to form a privacy protection technical framework can privacy data be protected effectively.

5. Problem Statement

This research aims to build a privacy protection framework based for Data Middle Platform as follows:

- To list out the effect of security leak & methods in the modern data
- To list out the effect of privacy leak & methods in the modern data
- To compare big-data and Data middle platform
- To identify the importance of Big-Data and Data middle platform in the era of IR 4.0
- To design a framework to handle the security and privacy in the modern data
- To utilize the machine learning techniques in the proposed framework
- To apply the blockchain techniques in the proposed framework
- To test the proposed framework in real-life data

6. Solution Approach

The proposed research needs the machine learning techniques concept to handle the security and privacy in the large volume of data in addition to the blockchain due to its core characteristics like a consensus, smart contract, public, and private key notion. So, the researcher will apply machine learning and blockchain techniques to ensure no data accessibility to an unauthorized person and no one can do the unwanted operation without the accessibility rights.

Figure 1 shows what is in the Blockchain. In IR 4.0, privacy comes from many pathways. Some privacy comes from the existing database located in the data center. But others are coming from devices such as IoT devices, mobiles, network cameras, and industrial robots. That privacy will be packed and then put in the Blockchain.
The Blockchain will flow in the Data Middle Platform as shown in the figure 2. It will be analyzed by using Machine Learning theory. The user will get the result but doesn’t know the specific data. In this way, the privacy will be protected and then avoid different kinds of malicious attacks.

There are five steps which lists in below that will be confirmed in the research.

- A preliminary literature review study will be performed. This encompasses the background theory and pertinent topics including data security technology, privacy protection, machine learning, blockchain, Big-Data, Data Middle Platform, and the Industry Revolution 4.0.
- The literature review will be followed by the state-of-the-art in Data security and privacy-preventing for Big-Data in the Era of the Industry Revolution 4.0. This includes classifying the technologies of data security and privacy protection for identifying the relevant literature. We will use the results to guide to identify gaps in the current research on privacy-preservation in order to suggest areas for further investigation.
Data security and privacy-preserving framework using Machine Learning and Blockchain in Big-Data to Data Middle Platform which is consisted of conceptual and logic will be provided.

We will try to use a use case to verify the framework and then try to identify any potential defects. In this section there are several open-source architectures will be used such as Apache Hadoop, Docker, MongoDB, MySQL, Python.

Papers will be presented at publications and conferences of proceedings for reviewed and discussion.

7. Expected Impact

This research work will benefit academicians, industry practitioners, and researchers to open the new dimension in the middle data platform and SME to Enterprises will not hesitate to adopt the middle data platform and enhance the socio-economy aspect of the enterprises.

8. Conclusion

With the rapid growth of the number of data, data security and privacy-preserving technology are not adequate in the era of the fourth industrial revolution. This is because the development of the data middle platform makes the data security and privacy-preserving technology delay. The old technology may not ensure the user’s privacy because of operational and efficiency problems. So, updating the data security and privacy-preserving framework using new technology such as machine learning and blockchain is of great urgency. Not only to help the industry protect the privacy in Data Middle Platform but also will provide clear guidance to those people who will be involved in the data governance of new initiatives related to data security and privacy-preserving.
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