Quantized Neural Networks for Radar Interference Mitigation
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Abstract. Radar sensors are crucial for environment perception of driver assistance systems as well as autonomous vehicles. Key performance factors are weather resistance and the possibility to directly measure velocity. With a rising number of radar sensors and the so far unregulated automotive radar frequency band, mutual interference is inevitable and must be dealt with. Algorithms and models operating on radar data in early processing stages are required to run directly on specialized hardware, i.e. the radar sensor. This specialized hardware typically has strict resource-constraints, i.e. a low memory capacity and low computational power. Convolutional Neural Network (CNN)-based approaches for denoising and interference mitigation yield promising results for radar processing in terms of performance. However, these models typically contain millions of parameters, stored in hundreds of megabytes of memory, and require additional memory during execution. In this paper we investigate quantization techniques for CNN-based denoising and interference mitigation of radar signals. We analyze the quantization potential of different CNN-based model architectures and sizes by considering (i) quantized weights and (ii) piecewise constant activation functions, which results in reduced memory requirements for model storage and during the inference step respectively.
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1 Introduction

Advanced Driver Assistance Systems (ADAS) and Autonomous Vehicles (AV) heavily rely on a multitude of heterogeneous sensors for environment perception. Among them are radar sensors, that are used for object detection, classification and to directly measure relative object velocities. Advantages of radar sensors are a high resolution, their robustness concerning difficult weather and lighting conditions, as well as their capability to directly measure the relative object velocity.
Typically frequency modulated continuous wave (FMCW)/chirp sequence (CS) radars are used in the automotive context. They transmit sequences of linearly modulated radio frequency (RF) chirps on a shared and non-regulated band. This may lead to mutual interference of multiple radar sensors, becoming increasingly likely with higher numbers of deployed radar-enhanced vehicles and higher bandwidths due to better range-resolutions.

For a non-regulated spectrum, the most common form of mutual interference is non-coherent, where the transmitters send with non-identical parameters \(^1\). This results in burst-like interferences in time domain and a decreased detection sensitivity in the range-Doppler (RD) map. Thus, the detection and mitigation of interference is crucial in a safety context and must be addressed.

Several conventional signal processing algorithms for interference mitigation of mutual interference have been proposed. The most simplistic method is to substitute all interference-affected samples with zero, followed by an optional smoothing of the boundaries. More advanced methods use nonlinear filtering in slow-time \(^2\), iterative reconstruction using Fourier transforms and thresholding \(^3\), estimation and subtraction of the interference component \(^4\), or beam-forming \(^5\). Recently, the use of deep learning has been proposed for radar spectra denoising and interference mitigation. For this task neural networks are applied in time domain or in frequency domain, typically in a supervised manner. For interference mitigation in time domain, recurrent neural networks (RNNs) are used in \(^6\). Basic CNN-based models in \(^8\) and U-Net inspired CNNs in \(^9\) are applied to frequency domain signals. While the results are impressive on simulated and measurement data, the problem of high memory and computational requirements by these models has not been addressed in detail. In order to use the aforementioned methods for interference mitigation in practice, they have to comply with memory, computational as well as real-time constraints of specialized hardware, i.e. the radar sensor.

Typically, deep neural networks (DNNs) have thousands or even millions of parameters and require hundreds of megabytes memory to be stored and executed. Note, that memory is often the limiting factor also in terms of energy efficiency and execution time, because loading data dominates over arithmetic operations and loading from off-chip DRAM is magnitudes more costly than accessing data from on-chip SRAM \(^10\).

There are several, partly orthogonal, options to reduce memory and computational requirements \(^11\). The initial network architecture contributes substantially to the resource requirements, thus a small model with few parameters and small feature-maps is preferable. Neural architecture search (NAS) can be applied with resource-oriented objectives in order to find efficient models \(^12\). Other approaches are different network pruning techniques, weight sharing, knowledge distillation, special matrix structures and quantization. In a quantized neural network, weights and activations, hence feature-maps, are discretized and thus their bit-width is reduced. Typically, research on neural network quantization considers standard image classification data sets (e.g. MNIST, CIFAR-10 or ImageNet) rather than real-world data or regression tasks.
In this paper we investigate the suitability of quantization techniques, in particular the *Straight Through Estimator (STE)* [13], to reduce the total memory requirements for interference mitigation on radar sensors using CNN-based models from [8]. In our experiments we use real-world FMCW/CS radar measurements with simulated interference. Main contributions of this paper are:

- We analyze binarization capabilities according to different model architectures, sizes and quantization strategies, i.e. quantized weights, activations or both
- We illustrate the importance of resource-efficient real-valued initial models w.r.t. quantization and the resulting memory requirements
- We present preliminary results for quantizing exceptionally small models without significant performance degradation

## 2 Signal model

![Fig. 1: Block diagram of a basic FMCW/CS radar processing chain. Dashed boxes indicate the locations of optional interference mitigation steps, including CNN-based approaches (red) and classical methods (blue).](image)

The range-Doppler (RD) processing chain of a common FMCW/CS radar is depicted in Fig. 1. The radar sensor transmits a set of linearly modulated RF chirps, also termed ramps. Object reflections are perceived by the receive antennas and mixed with the transmit signal resulting in the Intermediate Frequency (IF) Signal. The objects’ distances and velocities are contained in the sinusoidals’ frequencies and their linear phase change over successive ramps [14,15], respectively. The signal is processed as a $N \times M$ data matrix $s_{IF}[n, m]$, containing $N$ fast time samples within one ramp and $M$ ramps. Discrete Fourier transforms (DFTs) are computed over both dimensions, yielding a two-dimensional spectrum, the RD map $S_{RD}[n, m]$, on which peaks can be found at positions corresponding to the objects’ distances and velocities. After peak detection, further processing can include angular estimation, tracking, and classification.
State-of-the-art ("classical") interference mitigation methods are mostly signal processing algorithms that are applied either on the time domain signal $s_{1F}[n,m]$ or on the frequency domain signal $S_{R}[n,m]$ after the first DFT \[1\].

The CNN-based method used in this paper, also denoted Range-Doppler De-noising (RDD), is applied on the RD map after the second DFT.

3 CNN Model

The model architecture is based on \[8\] and is illustrated in Figure 2. The network contains $L$ layers, each being a composite function of operations including the convolution operation (Conv), ReLu activation function \[16\] and Batch Normalization (BN). The last layer uses a linear activation function and two feature-maps corresponding to the real and imaginary values of the complex-valued network output. From a signal processing perspective, the CNN model filters the RD map using learnable filter kernels.

The model is applied to radar snapshots after the second DFT (RD maps), hence the input samples are complex valued patches of size $N \times M$. We use two input channels in order to represent the real- and imaginary parts of the complex valued input. The network inputs are RD maps with interference and their targets are the corresponding 'clean' RD maps without interference. Square kernels are used in combination with zero-padding, such that the inputs and outputs for each layer have the same spatial dimension. For the training of the network we use the mean squared error (MSE) loss function and the Adam algorithm \[17\]. In this paper, we report results for two different variants of the CNN-based model:

A consists of the same number of channels in every layer, except for the output layer which has a fixed number of two channels. A model denoted as L3,C32_A would thus have three layers with C = [32, 32, 2] channels. See Figure 3(a).

B has a bottleneck-based structure of channels where the number of channels is halved for each layer and the last layer always consists of two channels. A model denoted as L3,C32_B would thus have three layers with C = [32, 16, 2] channels. See Figure 3(b).
4 Quantization

The training of real-valued neural networks is typically performed using gradient-based algorithms that update the network weights according to some loss function. Discrete-valued weights or piecewise constant activation functions incorporate non-differentiable components, whose gradient is zero almost everywhere, such that conventional gradient-based optimization is not possible. Quantization can be achieved by:

1. Quantizing pre-trained real-valued neural networks in a more or less heuristic manner, e.g. rounding of weights.
2. Quantization aware training using real-valued auxiliary weights and the *Straight Through Gradient Estimator (STE)* during the backward pass of quantization functions \[13\].
3. Training *weight distributions over discrete weights* using a Bayesian inspired approach. The most probable weights of the trained network can be chosen in order to obtain the discrete-valued NN \[18\].

In this paper we consider trained quantization of weights and activations using the STE.

4.1 Straight Through Gradient Estimator (STE)

![Fig. 4: Computation of forward (red) and backward (green) pass through a simplified NN building block using the straight through gradient estimator (STE). The building block consists of a convolution with quantized weights \(W_l^q\) followed by a sign activation function. \(Q\) denotes the piecewise constant quantization function; in the forward pass it is applied to the real-valued auxiliary weights \(W_l^r\). During backpropagation the green dashed line is followed, where the zero-gradients are avoided and substituted by the gradients of the tanh and identity respectively. The gradient updates are then applied to the real-valued weights \(W_l^r\) according to the gradient based learning algorithm.](image)
The STE is a simple method for gradient approximation of non-differentiable network components, that achieves remarkable results in practice. Essentially, the gradient of zero-gradient quantization functions is replaced by some non-zero value during the backward pass of the network. Let \( f(w) \) be some non-differentiable function within the computation graph of the loss function \( L \) such that the partial derivative \( \frac{\partial L}{\partial w} \) is not defined. The gradient \( \frac{\partial L}{\partial w} \) is then approximated by the STE using

\[
\frac{\partial L}{\partial w} = \frac{\partial L}{\partial \tilde{f}} \frac{\partial \tilde{f}}{\partial w} \approx \frac{\partial L}{\partial \tilde{f}} \frac{\partial \tilde{f}}{\partial w},
\]

where \( \tilde{f}(w) \) is an arbitrary differentiable function. Typically, \( \tilde{f}(w) \) is chosen to have a similar functional shape as \( f(w) \) or to be the identity \( \tilde{f}(w) = w \), which results in a derivative of \( \tilde{f}'(w) = 1 \) and thus passes the gradient on to higher components in the computation graph. Figure 4 illustrates the computation graph of the STE on a simplified NN layer consisting of a convolution using quantized weights and the sign activation function.

In this paper, we consider two different quantization functions:

- **Binary**: sign
  \[
  Q_B(x) = \begin{cases} 
    +1, & \text{if } x \geq 0 \\
    -1, & \text{if } x < 0 
  \end{cases}
  \]

- **Integer quantization**: rounding
  \[
  Q_I(x) = \text{round}(x),
  \]

where \( \text{round}(x) \) denotes the rounding of \( x \) to the closest integer value that is representable with a specified number of bits.

The *dynamic range* can be used to map discrete weights to a real-valued range of values with a simple multiplication. Hence, the discrete model weights are stored alongside one real-valued number per layer, i.e. the dynamic range. These discrete weights are scaled according to that value, which typically boosts the model performance. Note, that the memory requirements for the dynamic range can be neglected, because only one 32 bit value is stored per layer. The dynamic range can be seen as a scaling factor \( \alpha \), such that

\[
W_q = Q(W/\alpha)\alpha,
\]

where \( W_q \) are the quantized weights, \( W \) are the real-valued auxiliary weights and \( Q \) is the quantization function.

## 5 Experimental Setup

In this paper, we use real FMCW/CS radar measurement data combined with simulated interference to obtain input-output pairs for training CNN models in
order to perform the denoising and interference mitigation tasks. The model is applied to the processed radar signal after the second DFT, i.e. the RD map. The overall goal is the correct detection of peaks in the RD map, that correspond to real objects rather than clutter or noise.

5.1 Data set
The data set used in this paper consists of real-world FMCW/CS radar measurements mixed with simulated interference. The measurements were recorded in typical inner-city scenarios, where each measurement consists of 32 consecutive radar snapshots (RD maps) captured with sixteen antennas. The radar signal consists of reflections from static and moving objects as well as receiver noise. The interference is simulated by sampling uniformly from the ego radar, interferer radar and signal processing parameters, and is added to the time domain measurement signal. See [19] for a listing and detailed description of the simulation parameters and [8, 20] for an extensive analysis of the used measurement signals.

5.2 Evaluation
The F1-Score is used as evaluation metric, it is defined as:

\[ F_1 = 2 \frac{\text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}} \] (2)

We use manual labels that were obtained from the clean measurement RD maps without interference as ground truth target detections. A Cell Averaging Constant False Alarm Rate (CA-CFAR) target detection algorithm [21] is used to automatically extract detections, hence peak locations, from the interference mitigated model outputs. The ground truth target detections and the CA-CFAR generated detections from interference mitigated RD maps are the basis for the F1-Score. The F1-Score comprises the harmonic mean of correct detections and false alarms. All evaluation results are reported as the mean and the standard deviation over three individually trained models if not stated otherwise.

6 Experimental Results
First, we analyze the overall suitability of CNN-based models from [8] to be discretized without noteworthy performance degradation.

Figure 5 shows a comparison of model architectures A and B with the same number of maximal channels (i.e. 1024 channels), and different numbers of layers (i.e. 3, 5, and 7 layers). The F1-Score of the clean measurement data (Clean) and the interfered data (Interfered) are indicated as references; note, that only a model surpassing the score for interfered data yields an improvement.

The real-valued baseline (Real) in Figure 5(a) does not strongly depend on the model architecture (A or B) within certain limits of layers and channels.
Models with binary weights (Binary) or activations (Sign) typically yield better results with a higher number of model parameters. Architecture B yields better results for binarized weights whereas architecture A is better suited for binarized activations. For architecture B the limiting factor is the minimal number of channels, i.e. the number of channels in the \( L - 1 \)th layer for a model with \( L \) layers. Hence, the overall number of parameters as well as the minimal number of channels has a strong impact on the model performance.

Figure 5(b) shows a comparison between models with the same number of layers (i.e. 7 layers) and different numbers of channels (i.e. 32, 256 and 1024 channels). Binary weight (Binary) and binary activation (Sign) models depend highly on the number of channels. Not only the minimal number of channels is a limiting factor, but also the total number of channels, which is shown by comparing architecture B with 32 and 256 channels, where they both have 8 channels in layer \( L - 1 \) but the model with an overall higher number of channels performs better. Models with binary activations require a very large number of channels, and thus parameters, in order to reach a high F1-Score.

In summary, we have shown that binary weight models can almost reach the performance of their real-valued equivalent given a high number of model parameters and especially channels. In the binary case, architecture B is preferable. For binary activations however, architecture A performs better. In any case, a large amount of parameters is required in order to reach a high F1-Score.

Memory requirements during the inference step stem from storing (i) model parameters and (ii) temporary results during the computation, i.e. feature-maps. For the sake of run time and energy efficient computing, the model parameters and two consecutive feature-maps have to be stored in fast accessible on-chip memory simultaneously. Hence, the memory requirement is given by the memory to store the model parameters and to store the two consecutive feature-maps with the highest accumulated memory requirements.
Figure 6 shows the total memory requirements per model architecture. All depicted models are real-valued and reach a similar F1-Score of $F_1 \geq 0.89$. Models with few channels (e.g., 8, 16 or 32) have much smaller memory requirements than models with many channels (e.g., 256 or 1024); note the different y-axis scales in Figures 6(a) and 6(b). Quantization however reduces the memory footprint by a factor of up to 32, i.e., in the binary case. Thus, there is only a small subset of real-valued models depicted in Figure 6 that could be used as base models in order to further reduce memory requirements using quantization.

Figure 7 illustrates the performance to memory relation for different quantization types, i.e., real-valued, binary weights, or binary activations. Table 1 lists details of the smallest models per quantization type. The results clearly show that models with binarized weights or activations reaching an acceptable
Table 1: Memory and performance details for models annotated in Figure 7. Model designation consists of $L$ layers, $C$ channels, and architecture $A$ or $B$. Quantization type $Q$ can be R for real-valued models, B for binary weights, or S for binary activations (sign).

F1-Score require more memory than a real-valued alternative with fewer parameters. All Pareto optimal points correspond to real-valued models. Already particularly small real-valued models, e.g. the model with three layers and $C=[16,8,2]$ channels, reach a high F1-Score of $F1 > 0.89$.

In the next experiment, we aim to further reduce the memory size of these small real-valued models without a significant performance degradation. We choose the model with three layers and $C=[16,8,2]$ channels as a base model. Figure 8 shows the quantization performance with different bit-widths (1, 2, 4, 6, 8, 32 Bits) for both weights and feature maps.
6, 8, 32) for weights and activations alike. We use integer quantization and calculate the dynamic range as the maximum absolute value over the real-valued auxiliary weights. See Table 2 for details of memory reduction and F1-Scores.

Models with a fixed number of 1 or 2 bits are not suited for the task and do not even reach the F1-Score of signals without mitigation. With 4, 6, and 8 bits the performance increases steadily and almost reaches the real-valued score with only 8 bits. The resulting memory saving with 8-bit weights and activations is approximately 75% compared to the real-valued baseline.

7 Conclusion

In this paper, we investigate the capability to quantize CNN-based models for denoising and interference mitigation of radar signals. Our experiments show, that the initial model size and architecture have a substantial contribution to the quantization outcome, thus we emphasize the importance of small initial real-valued models in order to obtain memory efficient models after quantization.

We find that small architectures are not suitable for binarization in the context of the considered regression task and instead multiple bits are required to retain high performance. For the considered task and selected base models, the quantization of activations has a substantially higher impact on the overall memory than the quantization of weights. An 8-bit model can be used for the considered task reaching a memory reduction of approximately 75% compared to the real-valued equivalent without noteworthy performance degradation.

In the future, we want to analyze quantization using trained bit-width in detail and explore potential advantages of different quantization techniques.
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