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We show that macro-molecular self-assembly can recognize and classify high-dimensional patterns in the concentrations of \(N\) distinct molecular species. Similar to associative neural networks, the recognition here leverages dynamical attractors to recognize and reconstruct partially corrupted patterns. Traditional parameters of pattern recognition theory, such as sparsity, fidelity, and capacity are related to physical parameters, such as nucleation barriers, interaction range, and non-equilibrium assembly forces. Notably, we find that self-assembly bears greater similarity to continuous attractor neural networks, such as place cell networks that store spatial memories, rather than discrete memory networks. This relationship suggests that features and trade-offs seen here are not tied to details of self-assembly or neural network models but are instead intrinsic to associative pattern recognition carried out through short-ranged interactions.

Algorithms to recognize patterns in high-dimensional signals have made remarkable breakthroughs in the last decade, identifying objects in complex images and voices in noisy audio \([1,2]\). These algorithms are fundamentally different from earlier algorithms in that they often simulate a strongly interacting many-body dynamical system (i.e. a neural network) and exploit its emergent computational ability. Such emergent pattern recognition ability \([3]\) raises the question of whether the dynamics of natural or engineered physical systems can directly show similar behavior. Pattern recognition would be of use to living organisms, which must often scan environmental signals for patterns that might be fuzzy, ill-defined, and can only be learned through examples rather than through a set of definitions \([4–6]\). Similarly, fuzzy recognition built into electronic or neural systems for intelligent signal processing. Such an engineered ‘smart’ material can exploit its dynamics to respond differently to, say, the chemical environment of Chicago top soil than to Peoria top soil, even if the individual chemical environments are themselves complex and highly variable and the differences are hard to define.

Here, we show that the self-assembly dynamics of \(N\) interacting molecular species can recognize patterns in those \(N\) concentration levels. In the right window of physical parameters like temperature, binding energy and chemical potentials, even corrupted or incomplete patterns in the concentrations of \(N\) molecular species are classified into one of several predefined classes through the assembly of designated structures. We use a model recently investigated in \([7]\), where multiple self-assembling behaviors were programmed into a one set of self-assembling DNA molecules. Intuitively speaking, the pattern recognition described here exploits the physics of selective nucleation. In particular, we show that nucleation is sensitive to how closely correlations in concentration space reflect the physical proximity of those same species in self-assembled structures.

The robust pattern recognition we find here is reminiscent of “associative memory” \([3,8,9]\) in neural networks. When programmed with examples of idealized patterns, such neural networks can then “associate” a new presented pattern with one of the idealized patterns, even if the presented pattern were corrupted or incomplete. Such networks have been extensively studied in statistical physics, theoretical neuroscience and computer science \([9,11]\). They have been used for tasks such as handwriting recognition, and has served as a conceptual starting point for more complex models of pattern recognition.

We show here that pattern recognition in self-assembly bears a strong similarity to continuous attractors models of neural networks \([12–19]\); these networks code for a continuum of states in short-ranged interactions and thus differ from the the original models of associative memory that code point attractors in long-ranged interactions. In fact, we show that self-assembly is mathematically closely related to associative memory in “place cell” network models \([15,17,18,20]\) of the hippocampus that store representations, or maps, of multiple spatial environments through which an animal may want to move. We show that the storage of memories and their retrieval via pattern recognition in self-assembly are related to analogous processes in the place cell network.

A particularly intriguing aspect of the connection between self-assembly and neural networks is that it relies on an extended quasi-particle approximation for the neural network. For \(N\) binary neurons, this approximation reduces the configuration space from \(2^N\) to a low dimensional attractor manifold of size \(N\), corresponding to the quasi-particle center of mass. Such a reduction to a collective coordinate and its role in complex computational abilities has generated much interest \([12,13,15,17,18,20,21]\).

Thus our mapping between self-assembly dynamics and neural networks dynamics helps isolate exactly which aspects of each model are essential to pattern recognition ability. We hope that such an abstracted understanding of requirements will stimulate further work on finding physical systems \([7,22,28]\) whose dynamics can show the kind of learning behavior that has been successfully demonstrated over the last decade in machine learning research.
Fig. 1. A stored memory consists of a 2-dim spatial arrangement of \(N\) molecular species. Here, we show three distinct memories made of the same \(N = 2500\) species arranged as \(50 \times 50\) grids. Each species occurs exactly once in each memory. We will choose to represent these memories by gray scale images by associating each species with a unique gray scale value. Hence different memories correspond to different gray scale images in which each gray scale value is represented exactly once. Thus the three images here are permutations of the same \(N = 2500\) pixels. (Note: Many computer systems can only display 256 distinct grayscale values.)

\[
m_1 = \begin{array}{cccc}
14 & 212 & \ldots & 109 \\
813 & 1435 & \ldots & 2343 \\
\ldots & \ldots & \ldots & \ldots \\
2 & 1932 & \ldots & 1817 \\
\end{array}
\]

\[
m_2 = \begin{array}{cccc}
734 & 1781 & \ldots & 35 \\
1932 & 636 & \ldots & 1201 \\
\ldots & \ldots & \ldots & \ldots \\
2012 & 17 & \ldots & 1905 \\
\end{array}
\]

\[
m_3 = \begin{array}{cccc}
943 & 212 & \ldots & 902 \\
38 & 1031 & \ldots & 636 \\
\ldots & \ldots & \ldots & \ldots \\
942 & 125 & \ldots & 1153 \\
\end{array}
\]

**I. PATTERN RECOGNITION IN SELF-ASSEMBLY**

We assume we have \(N\) distinct species of macro-molecules. We begin with a few definitions:

- A **memory** is defined as a 2-dimensional arrangement of these \(N\) species as a grid. Fig. 1 shows three examples of such memories - referred to the ‘Leo’, ‘Einstein’ and ‘cat’ memories, made of \(N = 50 \times 50 = 2500\) species of molecules. As we will see below, memories play two roles in pattern recognition: (1) memories represent the physical 2-dimensional structure that is self-assembled in response to a concentration pattern. Thus memories \(m_\alpha\) represent the discrete classes that environmental concentration patterns are classified into. A good pattern recognizer should produce only one self-assembled memory in response to an external concentration pattern; (2) the arrangement of the \(N\) species in each memory \(m_\alpha\) specifies the set of concentration patterns that must be classified as being of type \(m_\alpha\).

- A **concentration pattern** is defined as a concentration vector \(\vec{c}\) in which some number \(s\) of species have a high concentration \(c_{\text{high}}\) and the other \(N - s\) species are at \(c_{\text{low}}\). See Fig. 2. For simplicity, we will restrict to the stored patterns to be made of binary concentrations \(c_{\text{high}}\) or \(c_{\text{low}}\) while describing our work.

**Overlap between pattern and memory** The overlap \(\chi_{a,\alpha}\) is a measure of whether the species with high concentrations in pattern \(\vec{c}_a\) are physically proximate (or contiguous) in the memory \(m_\alpha\). We define \(\chi_{a,\alpha}(x)\) to be the fraction of species in a square region of area \(a^2\) centered at a position \(x\) in memory \(m_\alpha\) that have high concentrations in \(\vec{c}_a\). Thus, if \(\chi_{a,\alpha}(x) = 1\), all species in a region around \(x\) in \(m_\alpha\) have high concentrations in pattern \(\vec{c}_a\). We define the overlap \(\chi_{a,\alpha}\):

\[
\chi_{a,\alpha} = \max_x \chi_{a,\alpha}(x) \quad (1)
\]

To gain intuition, in Fig. 2 we show the local overlap \(\chi_{a,\alpha}(x)\) visually using a blurring mask, described in the Appendix; a blurry region indicates low overlap and...
FIG. 3. Classification of patterns through self-assembly. Each row in (a) represents one concentration pattern shown in three representations as in Fig. 2. The corresponding row in (b) shows the resulting self-assembly outcome. Concentration patterns $\vec{c}_1, \vec{c}_2$ with overlap with Leo or the cat respectively more than other memories assemble only that memory almost exclusively ($E_0 = 3kT, \mu_{\text{high}} = 1.7, \mu_{\text{low}} = 1.9$). Patterns $\vec{c}_3$ and $\vec{c}_4$ have overlap with Leo and the cat are not as significantly different. When assembly is carried out with $\mu_{\text{high}} = 1.5$ as in $\vec{c}_3$, a chimeric mosaic of Leo and the cat is assembled, resulting in a failure to classify (row 3). However, in $\vec{c}_4$, the high concentration is reduced to $\mu_{\text{high}} = 1.7$; nucleation slows down for both the Leo and the cat but more so for the cat and only the Leo memory is evoked. Pattern $\vec{c}_5$ has an overlap of $\chi = 0.8$ with both Einstein and Leo; we find a mosaic of Leo and Einstein and classification fails. Finally pattern $\vec{c}_6$ has no significant overlap with any memory, giving no nucleation on the time scale of our simulations. (Note: One typical self-assembly outcome from Gillespie simulations combined digitally with image of monomers. For time stamps of the assemblies shown, see Appendix.)

A concentration pattern $\vec{c}_a$ is said to evoke a memory $m_\alpha$ if, when species are supplied at concentration $\vec{c}_a$, a structure with molecules arranged as in memory $m_\alpha$ is entirely blurry.

Note that the overlap defined here serves as a generalization of the usual dot product to the case of continuous attractors [9, 17]; it is computed by restricting to local regions of size $q$ of the memory. See the Appendix for a discussion of the appropriate choice of area $q$ in computing the overlap; we use $q = 8 \times 8$ in Fig. 2.

For $x$ in that part of Leo’s face, $\chi_{a,\alpha}(x) = 1$ and thus $\chi_{a,\alpha} = 1$; we say the pattern $\vec{c}_a$ matches Leo’s memory $m_\alpha$ perfectly. On the other hand, these concentrations are widely distributed over the cat memory, as seen from the bar charts in Fig. 2. Consequently, the cat image is entirely blurry.

hence lower concentrations than the average while an in-focus region indicates a region of high concentration. For example, the species with high concentrations in the pattern in Fig. 2 are all localized to a part of Leo’s face in the 2-dim arrangement corresponding to Leo’s memory. For $x$ in that part of Leo’s face, $\chi_{a,\alpha}(x) = 1$ and thus $\chi_{a,\alpha} = 1$; we say the pattern $\vec{c}_a$ matches Leo’s memory $m_\alpha$ perfectly. On the other hand, these concentrations are widely distributed over the cat memory, as seen from the bar charts in Fig. 2. Consequently, the cat image is entirely blurry.
self-assembled.

**Storing memories**

To create self-assembly dynamics that can recognize concentration patterns, we first ‘program’ the given set of idealized memories, such as those in Fig. 1, into the interactions of N species. Inspired by associative memory found in neural networks [3, 9], we take the binding affinities between the N molecular species to reflect spatial relationship in the memories; that is, we assume that two molecular species have high affinity for each other if they occur next to each other in one of the memories.

\[
J_{ij} = \begin{cases} 
-E_0, & \text{if } i, j \text{ are neighbors in any memory} \\
0, & \text{otherwise}
\end{cases} \tag{2}
\]

Note that a given species i will generally have distinct neighbors in different memories; hence the above prescription creates promiscuous interactions. Such a model of promiscuous interactions was studied in [7] as a model of self-assembly with multiple target structures. While analogous to self-assembly polymorphs, we are working in the limit of many distinct species. Consequently [7] found that the number of different polymorphs that can be programmed in has a sharp limit, analogous to the sharp limit on the number of patterns that can be stored in large associative neural networks [3]. Here, we will be interested in how such a promiscuous soup of molecules responds to various concentration patterns.

**Recognition through nucleation**

To understand how the promiscuous soup defined in Eqn. 2 can classify concentration patterns, we need to understand the selective nucleation of different memories by a concentration pattern. We find that a pattern \( \tilde{c}_a \) is much more likely to nucleate a memory \( m_\alpha \) with high overlap \( \chi_{aa} \) than a memory \( m_\beta \) with low overlap \( \chi_{ab} < \chi_{aa} \).

To see this quantitatively, it is convenient to work with chemical potentials \( \mu = -\log c \) of species instead of concentrations \( c \). The average chemical potential of all species in a square region of area \( q \) at position \( x \) for memory \( m_\alpha \) due to pattern \( \tilde{c}_a \) is given by,

\[
\langle \mu \rangle(x) = \mu_{low} + \chi_{aa}(x)(\mu_{high} - \mu_{low}) \tag{3}
\]

Since \( \chi_{aa} = \max_x \chi_{aa}(x) \) and \( \Delta \mu = \mu_{high} - \mu_{low} < 0 \), the region of the memory with lowest average chemical potential (and thus greatest propensity to nucleate) has chemical potential \( \langle \mu \rangle_{m_\alpha} = \mu_{low} + \chi_{aa}(\mu_{high} - \mu_{low}) \). The rate \( \Gamma \) of nucleating a seed in such a region can be calculated from classical nucleation theory by computing the energy barrier to nucleation. We find [7],

\[
\Gamma(\chi_{aa}) = \exp\left(\frac{-E_0}{2 - (\mu_{m_\alpha}/E_0)}\right) = \exp\left(\frac{-E_0}{f + (\delta \mu) \chi_{aa}}\right) \tag{4}
\]

where \( \delta \mu \equiv (\mu_{low} - \mu_{high})/E_0 \) is a measure of the dynamic range of concentrations and \( f \equiv 2 - \mu_{low}/E_0 \) sets the growth rate of nucleated structures. Consequently, a pattern \( \tilde{c}_a \) will result in assembly of memories \( m_\beta \) and \( m_\alpha \) in the ratio \( \Gamma(\chi_{aa})/\Gamma(\chi_{ab}) \). Assuming \( \tilde{c}_a \) was to be classified as \( m_\alpha \) because \( \chi_{aa} > \chi_{ab} \) for all stored memories \( \iota \), we define the error rate in classification as,

\[
\eta = \sum_{\iota \neq a} \frac{\Gamma(\chi_{a\iota})}{\Gamma(\chi_{aa})} \tag{5}
\]

where the sum is over all stored memories except \( a \).

With this definition of error rate \( \eta \), we see that classification fundamentally relies on the nucleation rate \( \Gamma \) showing large variation as a function of the overlap \( \chi \).

**Response to patterns**

What is the response of a soup of promiscuously interacting particles (defined by Eqn. 2) to different concentration patterns \( \tilde{c} \)? How frequently are patterns incorrectly classified? How do the error rate \( \eta \) and time to classify \( \Gamma \) depend on parameters of the theory?

To answer these questions, we simulated self-assembly for a set of illustrative cases of concentration patterns shown in Fig. 3. In each case, we took a set of \( N \) species with interactions as defined by Eqn. 2 and set the concentrations to be a chosen pattern \( \tilde{c} \). We assume for simplicity that concentrations are held fixed during self-assembly, as in a grand canonical ensemble. We simulate self-assembly using the Gillespie algorithm detailed in the Appendix and report on the mix of assembled structures produced.

- Pattern \( \tilde{c}_1 \) in Fig. 3 was taken to perfectly match a part of the Leo memory (\( \chi = 1.0 \)). That is, the concentrations of \( s = 364 \) species that form a clump around Leo’s left eye were taken to be \( c_{high} \) and the rest \( c_{low} \). The high concentration species were randomly spread out and not contiguous in the other memories. We observed rapid nucleation and subsequent assembly of the Leo memory exclusively.

- Pattern \( \tilde{c}_2 \) in Fig. 3 imperfectly matches the cat memory (\( \chi = 0.7 \)) and poorly matches the others. Such an imperfect pattern is nevertheless correctly classified by self-assembly since the Leo and Einstein overlaps are much lower (\( \chi = 0.28, 0.30 \)). However, the nucleation rate \( \Gamma \) is lower than for \( \tilde{c}_1 \) since \( \chi = 0.7 \) has significantly lower average concentration in the nucleation region relative to \( \chi = 1.0 \). That is, the time to classify has increased.
Patterns $\tilde{c}_3$ and $\tilde{c}_4$, which are structurally identical, have higher overlap $\chi = 0.9$ with Leo than with the cat $\chi = 0.69$. But if we speed up nucleation by setting $\mu_{\text{high}} = 1.5$ for $\tilde{c}_4$, we find a high error rate. Many cat memories are nucleated at sites on the boundary of growing Leo memories (‘heterogeneous nucleation’). These errors can be eliminated almost entirely by increasing $\mu_{\text{high}}$ to 1.7 for $\tilde{c}_4$. Increasing $\mu_{\text{high}}$ lowers nucleation rates for both Leo and the cat but the relative rate increases. Thus we trade longer classification time for lower error rate. This speed-accuracy tradeoff is discussed in more detail below.

Pattern $\tilde{c}_5$ has near identical overlap $\chi = 0.8$ with both the Leo and Einstein memories. Such an ambiguous pattern can exist only because the Einstein and Leo memories themselves were designed resemble each other in a region near Einstein’s shirt and Leo’s face. Pattern $\tilde{c}_5$ has high concentrations in such a region, and consequently, pattern $\tilde{c}_5$ evokes a mixture of Leo and Einstein.

Finally, pattern $\tilde{c}_6$ involved $s$ high concentration species that were not significantly grouped together in any memory. Such a pattern has low overlap with all memories and does not evoke (i.e. nucleate) any memory within the duration of the simulation.

Error rates can be lowered through slower nucleation

As mentioned when discussing the response to patterns $\tilde{c}_3$ and $\tilde{c}_4$, nucleation dynamics can be accelerated by lowering $\mu_{\text{high}}$. However, lowering $\mu_{\text{high}}$ beyond a point becomes counter-productive in terms of error rate; e.g., if $\mu_{\text{high}} \approx \mu_{\text{low}}$, all patterns $\tilde{c}$ are indistinguishable from uniform concentrations. If time to nucleate the structure were no concern, what is the optimal value of $\mu_{\text{high}}$ that would give the smallest error rate? From Eqn. 4 and 5 we find that to the minimize the error rate in distinguishing two patterns with overlaps $\chi_r$ (with the ‘right’ memory) and $\chi_w$ (with the ‘wrong’ memory), we should choose

$$\mu_{\text{low}} = \mu_{\text{high}} \left(1 + \frac{1}{\sqrt{\chi_r \chi_w}}\right)$$

Trade-off: Time vs error vs overlap difference

We also saw that while $\tilde{c}_3$ and $\tilde{c}_4$ were the same pattern structurally, the rapid dynamics in response to $\tilde{c}_3$ resulted in a proliferation of errors. This illustrates a fundamental trade-off between error rate and classification time. We can attempt to speed up classification (i.e., increase the nucleation rate $\Gamma_r$ of the ‘right’ memory with highest overlap) by increasing the high concentration (i.e., lowering $\mu_{\text{high}}$) or lowering the binding energy $E_0$ (or equivalently raising the temperature). However, this causes the nucleation rate to increase for all memories with any overlap $\chi$ and, in fact, the error rate $\eta$ then increases. Thus, we can trade off lower classification time $1/\Gamma_r$ for higher classification error $\eta$ and vice-versa.

To understand this trade-off, in Fig. 4 we made a scatter plot of classification time $1/\Gamma_r$ versus the error rate $\eta$ as the parameters, $E_0$ and $\mu$, are varied. We find a fundamental error-time performance bound; given a fixed time, the error rate is bounded from below. In fact, we can derive an analytic formula for this bound from Eqns 4 and 5 by extremizing over parameters; we find that

$$\eta \geq \Gamma_r^\Delta \chi$$

where $\Delta \chi = \chi_r - \chi_w$ and $\chi_r$ is the largest overlap (i.e., overlap with the ‘right’ memory) and $\chi_w$ is the highest overlap (i.e., overlap with the dominant ‘wrong’ memory).

Thus, the minimum achievable error rate always falls off if the classification time is increased (i.e., nucleation rate $\Gamma_r$ is decreased). But the rate at which it drops off is much slower for a pattern that has similar overlap with different memories (i.e., with small $\Delta \chi$). Thus patterns with closer overlap necessarily take longer to distinguish.

Pattern sparsity sets dynamic range of concentrations

The requirement that a random pattern with $s$ high concentration species not evoke a random memory imposes a constraint on the dynamic range of concentrations $c_{\text{high}}$ and $c_{\text{low}}$.

To see this, note that random patterns and memories will generally have overlap $\chi \sim s/N$. Due to the underlying discrete nature of our structures, the nucleation rate $\Gamma$ effectively reaches its highest value when $f + (\delta \mu) \chi \sim 0.5$ (or equivalently $\langle \mu \rangle_m \sim 1.5E_0$); at this point, the critical nucleation seed has area $\sim 2 \times 2$ and thus the nucleation barrier effectively disappears. Combining this inequality with the requirement that the seed grows, $f_{\text{growth}} > 0$, we find that

$$\frac{\mu_{\text{high}}}{E_0} > 2 - N/2s.$$ 

Thus, the sparsity $1 - \frac{s}{N}$ of the pattern $\tilde{c}_a$ sets an upper bound on $c_{\text{high}}$.

Capacity: Maximal number of patterns

Finally, we have only considered three patterns in our simple example and found that the self-assembly properly forms the intended structure in the right regimes of $\chi, \mu, E_0$.

However, as shown in 7, once the number of programmed memories exceeds a threshold, $m$, the capacity of the system, promiscuous interactions lead to a combinatorial explosion of chimeric structures. The capacity $m_n$ was found to scale with the size of the memories as $N^{1-2/\Delta}$ where $\Delta$ is the coordination number of the structure. Even a pattern with perfect overlap $\chi = 1$ with,
FIG. 4. Trade-off between classification time and classification error based on nucleation rates (Eqns 4, 5). We evaluated classification time $\Gamma_r$ and error $\eta$ for pattern $c_3$ of Fig.3 with overlap $\chi = 0.9$ with Leo and $\chi = 0.69$ with the cat for many values of binding energy $E_0$ and chemical potential $\mu_{high}$. We find an absolute lower bound on error for any fixed classification time (red line) given by $\eta \geq \Gamma_r^{\Delta\chi/\chi}$. If $E_0$ is constrained to be a fixed value as would be common experimentally [29, 30], the trade-off curves parameterized by $\mu_{high}$ are shown by lines of different colors. The black dot shows the minimal error for a fixed $E_0$ if time were immaterial. Say Leo, cannot faithfully evoke the Leo memory near or past this capacity transition; chimeric combinations of different stored memories will be assembled in response.

Inverse design: memories from patterns

In the above discussion, we started with the notion of memories – a 2d spatial arrangement of $N$ species – which defined a whole set of concentration patterns that match it. Instead, if one is given a set of concentration patterns $c_\alpha$, how can one design memories and thus interactions $J_{ij}$ such that each pattern evokes a unique memory structure?

We can define a memory $m_\alpha$ for each pattern by taking $s$ of the species that are at high concentrations and design a structure that puts those $s$ species together as a contiguous region in a random permutation in one part of the structure. Species with low concentrations could be placed in a random arrangement surrounding this seed. With such a prescription, each given concentration pattern $c_\alpha$ would reliably evoke memory $m_\alpha$ since the odds of the same seed occurring in another memory $m_\beta$ would be negligible below the capacity threshold.

However, note that memory $m_\alpha$ will necessarily be evoked by patterns unrelated to $c_\alpha$ since patterns localized in other regions of $m_\alpha$ will also evoke it. These other unavoidable patterns associated with $m_\alpha$ are reminiscent of spurious patterns in neural network models; here, these spurious patterns are an inevitable consequence of using short ranged interactions to program continuous attractors instead of point attractors. We discuss this distinction further in the conclusions.

II. RELATIONSHIP BETWEEN SELF-ASSEMBLY AND PLACE CELL NEURAL NETWORKS

We now show that the self-assembly model is able to recognize concentration patterns because of a remarkable similarity to place cell neural networks that store spatial maps of environments. Relying on a simple model of place cells based on recent experiments, we show the connection at two levels; (1) At the level of structure of the interactions, both models create an internal representation of external spatial relationships. (2) At the level of dynamics, pattern recognition in self-assembly is related to a collective coordinate approximation of place cell dynamics.

A. Structure: Internal representation of external spatial relationships

As shown in Fig.5, in self-assembly, the affinities between different species code for the spatial proximity of species in different target structures. In particular, for each of the $\alpha = 1, \ldots, m$ target structures, we assume...
that the interaction matrix between species is,
\[ J_{ij}^\alpha = \begin{cases} 1, & \text{if } |f_{\alpha}(i) - f_{\alpha}(j)| < d \\ 0, & \text{otherwise} \end{cases} \]  
(8)

where \( f_{\alpha}(i) \) is the spatial location of species \( i \) in structure \( \alpha \) and \( d \) is the interaction range. We take the total interaction matrix to be,
\[ J_{ab}^{tot} = \sum_{\alpha} J_{ab}^\alpha \]

Recent neuroscience experiments reveal a similar picture for how mammals represent memories of spatial environments in the hippocampus. When a rodent has been exposed to a spatial environment (e.g., a room), place cells in the hippocampus are each assigned a ‘place field’, i.e., a small spatial region of that environment. A place cell fires only when the rodent is in that cell’s ‘place field’ region of the environment. As the rodent moves through the environment, place cells with nearby place fields fire concurrently when the rodent is in the overlap region of two place fields. Thus place cells with nearby place fields might strengthen their synaptic connections in a Hebbian fashion (cells that ‘fire together, wire together’) while connections between cells with distant place fields are not facilitated. (‘Place cells’ may arise as effective modes of ‘grid cells’ in the entorhinal cortex but we will use the effective place cell description here.)

Thus after being exposed to one environment \( \alpha \), place cells in the hippocampus will have connectivity,
\[ J_{ij}^\alpha = \begin{cases} 1, & \text{if } |f_{\alpha}(i) - f_{\alpha}(j)| < d \\ 0, & \text{otherwise} \end{cases} \]  
(9)

where now \( f_{\alpha}(i) \) is the location of the center of neuron \( i \)’s place field in environment \( \alpha \) and \( d \) sets the range of interactions between place cells. Thus, Eqn.\( \text{(8)} \) says that place cells whose place fields in environment \( \alpha \) overlap are wired together.

Exposing the rodent to a different environment \( \beta \), say \( \beta \), creates another seemingly random assignment of place fields for the same place cells that appear to bear no relationship to place field arrangements in environment \( \alpha \). Exposure to environment \( \beta \) will create a new set of neuronal connections between place cells, in addition to those created by environment \( \alpha \). We assume that the connections between place cell neurons after being exposed to \( m \) environments are simply a sum of each individual environment’s contribution, i.e.,
\[ J_{ij}^{tot} = \sum_{\alpha} J_{ij}^\alpha \]  
(10)

In both constructions, Eqn.\( \text{(8)} \) and Eqn.\( \text{(9)} \) the internal interaction matrix reflects external spatial relationships. In self-assembly, the affinity matrix \( J_{ij}^{tot} \) between chemical species codes for the spatial relationships of those species in the different stored structures. In the hippocampus, the synaptic connectivity \( J_{ij}^{tot} \) codes for the spatial relationships of place fields in the different stored environments. In fact, \[ \text{\cite{35}} \] showed that the geometry and topology of stored environments can be mathematically reconstructed from the pooled matrix \( J_{ij}^{tot} \).

## B. Dynamics: Inhibition and attractors

Despite the similarity of interaction matrices, the state space of these systems is in principle very different. The energy of a self-assembled structure depends on the spatial ordering of different species that occur in the structure; on the other hand, a state of the neural network is determined by which set of neurons is firing and there is no corresponding ordering information. How could the states and dynamics map on to each other?

**Collective coordinate of the neural network**

Long-range global inhibition found in the hippocampus limits the total number of neurons that can be active at once. Earlier theoretical work \[ \text{\cite{15, 17, 18, 20, 38}} \] showed that the balance between short-ranged excitation and long-range inhibition causes neural activity to condense into a contiguous ‘clump’ of some fixed size \( l \), i.e., \( l \) neurons with place fields in one region of space fire while all others are off. Such a stable clump — a collective coordinate for neural activity — corresponds to a specific rodent position in the physical environment. This constraint is analogous to working at fixed magnetization in a ferromagnetic Ising model; the firing neurons condense into a clump of activity to minimize its surface area.

The clump can be driven to move around the network, which is interpreted as mental exploration of a spatial environment. See Fig.\( \text{\cite{7}} \). The description of neural activity in terms of such a collective coordinate, e.g., the center of mass of the clump, simplifies the problem, reducing the configuration space from the \( 2^N \) possible states of \( N \) neurons to \( N \) possible centers of mass states of the clump along the continuous attractor \[ \text{\cite{15}} \].

**Simple model of two memories in 1-dimension**

While our focus in the previous section was nucleation, here we study the similarities in growth dynamics of self-assembly to clump motion in attractor neural networks. To gain intuition, we contrast the dynamics of self-assembly and place cells when they both encode the same pair of 1-dimensional structures or environments. As shown in Fig.\( \text{\cite{6}} \), the first memory in both cases is set to \( 1 - 2 - \ldots - N \) without loss of generality. The second memory is a random permutation but with a region of some size that is in common with memory 1. We assume that interactions extend over \( q = 4 \) nearest neighbors (range \( q \) sets parameter \( d \) in Eqns.\( \text{(8)} \) and \( \text{(9)} \)).

That is, in both cases, the total interaction matrix is the sum of interaction matrices corresponding to two memories (i.e., two structures made of the same species or two spatial environments covered by the same place...
FIG. 6. Self-assembly and neural networks programmed with two memories (red and blue) with high resemblance in a region leads to similar failure to classify due to chimeric structures or mental teleportation. (a) A fragment of the programmed blue structure, growing through self-assembly can transition to growing as the red structure when growing through a region of high resemblance shown in (c). The result is a half blue-half red chimeric structure. (b) If neural activity is initialized as a clump at one end of the blue environment, the rat should be able to mentally explore the blue environment by driving the clump from left to right in environment 1 (e.g., path planning [36, 37]). However, the clump can transition to being a clump in environment 2 (red) when passing through a region of high resemblance (state C). (d) The probability of chimeric transitions in self-assembly and teleportation in neural networks grows with the force $f$ used for retrieval and with local resemblance between stored memories (circles - self-assembly, crosses - neural networks, solid - barrier crossing formula Eqn.11).

cells): 

$$J_{ab}^{tot} = J_{ab}^{(1)} + J_{ab}^{(2)}$$

The central question is whether dynamics based on $J_{ab}^{tot}$ can effectively show behaviors corresponding to only one of the pooled matrices, say $J_{ab}^{(1)}$, chosen by initial conditions.

For self-assembly, we ask if we can selectively grow one of the stored structures (blue) from a seed belonging to that structure using a supply of free components as shown in Fig. 6a. The two structures programmed in possess a region of overlap with strong similarity in a region of length $l = 4$. At first, the self-assembly process will begin to grow the first structure. But if the common region is comparable to the range of interactions ($q = 4$), growth may switch and continue growing as the red structure, thereby producing a blue-red chimera. We computed the probability of a chimera for different degrees of resemblance and as a function of the driving force completing the reaction. See circles in Fig. 6. (Details of the 1d self-assembly model are provided in the appendix.)

For place cell networks, we ask whether the rodent’s neural activity clump can traverse (i.e., ‘mentally explore’ [20]) one environment (say, blue in Fig. 6b), from one end to the other, without being affected by the other. Or might a ‘mental teleportation’ event in a region of high resemblance of place field arrangements (Fig. 6d) spontaneously destroy the clump in one environment and reform the clump in the other environment? Similar transitions have been seen experimentally in rats [39] and in simulations without forces [16, 17]. Details of our simulations including a force are in the Appendix.

We find that the probability of a teleportation event, shown as crosses in Fig. 6d is determined by place field resemblance in the overlapping region as well as the driving force, in close agreement with the self-assembly results for the same pair of 1-d permutations (circles in Fig. 6d).

We are able to accurately capture such chimeric/teleportation behavior of both systems by modeling chimeric/teleportation transitions as a barrier crossing process under a driving force. For the case of near-perfect resemblance (black circles and crosses in Fig. 6d), we find

$$p_{trans} \sim \frac{e^f + e^B}{e^{f} + 1}$$

where $B$ is the energy barrier along the chimeric transition (i.e., segment $CG$ in Fig. 6), in good agreement with simulations of both neural networks and self-assembly. $B$ is the energy barrier along the chimeric transition (i.e., segment $CG$ in Fig. 6) due to imperfect resemblance; for the black curve, we used a resemblance with only one mismatch at the end of the common region in Fig. 6c) and thus $B = E_0$ (one missing bond). $B = 0$ if the
resemblance is perfect over a region of size \( q \).

This example of two memories indicates that the clump of neural activity is analogous to the growing tip of the self-assembling structure. We explore this relationship quantitatively below.

**Fluctuation spectrum of growing structures and the neural clump**

The place cell network model and self-assembly bear strong similarity because transformations of the growing tip of length \( \sim q \) of a structure can be mapped to low energy transformations of an activity clump of size \( l \sim q \) with the same composition as the growing tip. We find that the mapping works to the extent that the collective coordinate approximation is appropriate.

As shown in Fig. 7, all the transformations of self-assembly map onto transformations of the clump in a one-to-one manner, and the energies match up as well. For example, the free energy change in adding a species \( a \) to a growing tip is equal to the free energy change in turning on neuron \( a \) and turning off the weakest neuron in the clump; both transformations have a free energy change \( \Delta F = -f + wE_0 \) where \( w \) is the number of zero energy bonds made by the new molecule (neuron) \( a \) with the growing structure (moving clump) and \( f \) is the driving force on the clump / on assembly (see Appendix).

However, the neural activity has many other transformations that make it discontiguous and thus do not correspond to addition of molecules in self-assembly. But, by definition, these fluctuations break the collective coordinate approximation and they are generally of higher energy. As a result, such energetically expensive transformations (which leave the attractor manifold) are likely to be followed by transformations which subsequently restore contiguity to the clump (and thus return the system to the attractor manifold).

To quantify such corrections to the collective coordinate approximation, we numerically compute the free energy change associated with all possible sequences of \( k \) molecule additions and \( k \) neuron flips – i.e., we found the free energy changes for all trajectories of length \( k \) for both systems. For low \( k \sim 1, 2 \), we find that the clump indeed has several transformations that do not correspond to any transformation of the tip and are only of slightly higher energy. However, as \( k \sim O(q) \), we find that such extra transformations are pushed to significantly higher energies; the histogram of free energy changes for trajectories of length \( k = 6 \) are shown in Fig. 7(b) (blue - place cells, red - self-assembly). We see that the low energy part of the spectrum matches up between the two systems.

**III. SIMILARITIES AND DIFFERENCES**

**Multiplicity of species and place fields**

The self-assembled structures we considered here had only one species of each type (e.g., in Fig. 4 each pixel has a unique gray scale value). Such a heterogeneous limit of self-assembly [10, 15] describes macromolecular complex assembly [16] and, in particular, synthetic DNA brick assemblies [29, 30] where each DNA strand is used exactly once in a structure. However, such an assumption is not essential to our model; as long as multiple copies of a species occur far enough apart in the memories, the robust pattern recognition seen here will continue to hold [7].

Similarly, recording experiments on the hippocampus show that the same place cell might have multiple place fields in a given environment. Much like with self-assembly, the behavior of place cell network models remains unchanged provided the place fields of a given place cell are widely separated in a given environment [16, 20].

**Non-specific interactions**

In self-assembly, we assumed that we can code arbitrary spatial arrangements specified by memories \( m_\alpha \) into the chemical affinities between \( N \) species and that there are no other undesired non-specific interactions between
the \( N \) species. While DNA sequence-based interactions \cite{29, 30} are highly programmable, non-specific interactions can never be completely avoided. The effect of such interactions was shown to be small provided the strength of non-specific interactions was below a threshold logarithmic in the number of species \( \sim \log N \) \cite{7, 40, 42, 43}.

In place cell networks, sufficiently large heterogeneity in the strengths of neural connections has been shown to destabilize continuous attractors and break it into a series of discrete attractors \cite{13, 14}.

**Classification vs memory storage**

We relied on nucleation in self-assembly to classify concentration patterns. The condensation of the activity bump in place cell networks into a single environment’s attractor serves as an analogous classifier of inputs. However, continuous attractors in neural networks are used often as short-term memory storage devices in addition to being a classifier; the precise position of the activity clump within the attractor manifold is interpreted as storing a continuous number \cite{13} that can later be retrieved or reset to another state. An analogous function does not exist in self-assembly.

**Self-assembly as the path integral of neural activity**

The relationship between neural networks and self-assembly is fundamentally a relationship between short trajectories in the two systems; moving the neural activity bump from point A to B corresponds to growing the structure between these two states.

However, a major difference is that while the bump’s final state at \( B \) has no memory of its past (e.g., being at \( A \)), the self-assembled structure encodes the whole history of the bump’s movement in its internal structure. For example, in Fig. 4 the final state of the teleported clump in the red environment has no memory of undergoing the teleportation; however, the corresponding half-blue half-red chimeric structure, contains a record of the neural bump’s trajectory.

Such a record of history limits the length of trajectories over which the mapping is faithful due to interference with the past trajectory. This restriction is most easily apparent in 2 dimensions; a self-assembling structure has a ring-like growing front. Growth in a local region of that front by small amounts is still in 1-1 correspondence with bump moving across that growing front. However, interference between larger growth from different parts of the front cannot be captured by the dynamics of the neural bump.

**IV. CONCLUSIONS**

We have investigated pattern recognition through self-assembly; the dynamics of self-assembly is able to classify patterns in the concentrations of \( N \) molecular species into discrete categories by self-assembling different structures. Even patterns that only modestly resemble an idealized memory are correctly identified and lead to near-exclusive assembly of the corresponding structure. However, we found that low error rates in classification sets a fundamental lower bound on classification time (i.e., nucleation time) that is independent of physical parameters and only depends on how similar different memories are. Within this bound, we found that classification times can be reduced at the expense of higher error rates by changing parameters like temperature, binding energy and concentrations.

We then related such pattern recognition ability to place cell neural networks. We emphasize that the relationship works on two different levels; (1) the similarity of place field maps and the chemical affinity map shown in Fig. 5 (2) a dynamical connection that relies on a quasiparticle approximation of neural activity. Only the low energy states of the neural network can be related to self-assembly as shown in Fig. 7.

The nature of patterns recognized here, based on continuous attractors, is fundamentally different from the original case of point attractors \cite{3}. A 2-dim memory \( m_a \) designed to recognize a given pattern \( c_a \) will necessarily recognize a further two-parameter family of patterns that correspond to other subsets of the 2-dim memory. For example, any subset of the image of Leo corresponds to a distinct pattern \( \vec{c} \) with perfect overlap \( \chi = 1 \) with the Leo memory and will recall it just as easily. There is no way to avoid this continuous degeneracy and hence no way to create a self-assembly response dedicated to a given pattern \( \vec{c} \) that is not evoked by any other pattern. (In the neural network, this degeneracy implies that the clump of activity can moved around within a stored environment with no energy cost.)

In contrast, in the original model of Hopfield \cite{3}, each pattern is stored as a discrete point attractor and there is no continuous degeneracy of states. However, the original model of Hopfield was in infinite dimensions; i.e., any neuron could connect to any other, forming a fully connected network. As shown in \cite{47, 49}, short-ranged finite dimensional counterparts of the original model have non-extensive \( O(N^0) \) capacity and cannot store an extensive number of patterns.

Thus robust pattern recognition with short ranged interactions requires us to go beyond point attractors to continuous attractors. As noted in \cite{19} while comparing the phase diagrams of point and continuous attractor models, continuous attractors are more robust to interference between stored patterns than point attractors. Intuitively, storing a single continuous attractor makes a bigger demand of the system than storing a point attractor since a whole set of states needs to be stabilized for the former. Thus, with short ranged interactions, one can still have an extensive capacity when storing continuous attractors \cite{7} but not with point attractors \cite{17, 49}. Consequently, the degeneracy in pattern recognition seen here is intrinsic to self-assembly with short-ranged interactions and cannot be removed through minor modifications of the model.

We note that it is possible to interpolate between the
continuous and point attractor models and thus removing the degeneracy by increasing the dimensionality $d$ of structures. In the limit $d \to \infty$, we assume that each molecule in a structure interacts with all others. Such ‘mean-field’ structures have no geometry and are entirely specified by their composition; e.g., by a Boolean vector $\vec{\sigma}$ of length $N$ where $\sigma_i = 1$ if species $i$ is present in the structure and $\sigma_i = 0$ otherwise. The energy of the structure is given by $\sum_{ij} J_{ij} \sigma_i \sigma_j$. Thus, the $2^N$ states of such a $d = \infty$ model and their energies are exactly as in the point attractor model of neural networks [3]. For the same reasons, we can store a set of pattern $\sigma_\mu$ in the interactions as $J_{ij} = \sum_{\mu} \sigma_i^\mu \sigma_j^\mu$. If assembly is started with presence of some species $\vec{\sigma}$, the composition of the structure will adjust itself to the closest pre-programmed composition $\vec{\sigma}_\mu$. We also note that the capacity for the self-assembly system [7] in $d$-dimensions was found to be $m_c \sim N^{1-1/d}$ which reduces to the classic $m_c \sim N$ point attractor result of [3] as $d \to \infty$.

Finally, pattern recognition through biophysical dynamics can be exploited in biological and engineering contexts to deploy different self-assembled responses to subtle and hard to define changes in the chemical environment. For example, different transcription factor complexes could be induced by the presence of such imprecise DNA sequence-based or other cues. Similar ideas on pattern recognition of growth factors have been explored in the context of gene regulation during differentiation of stem cells [30], protein folding and other contexts [24–28]. Our model here is directly implementable with DNA brick assembly [29] and could be used to recognize patterns as a smart sensor that performs high-dimensional information processing intrinsically, instead of feeding its output to fragile electronics. Since pattern recognition algorithms and other methods of machine learning often rely on emergent many-body behavior, such artificial intelligence might be realizable through physical and biological dynamics beyond self-assembly.
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Appendix A: Blurring mask

We use a blurring mask to easily visualize how closely a concentration pattern $\vec{c}_x$ matches a memory $m_\alpha$. At each pixel (i.e., position) $x$ of a 2-d memory $m_\alpha$, we consider all species in a square box of area $q$ centered at that pixel and find the overlap $\chi(x)$ by finding the fraction of species with high concentration. At position $x$, we then display a gray scale value $(1 - \chi(x)) \ast g_{\text{correct}} + \chi(x) \ast g_{\text{random}}$, where $g_{\text{correct}}$ is the correct gray scale value and $g_{\text{random}}$ is a randomly chosen grayscale value. That is, if every species around $x$ has high concentrations, then $\chi(x) = 1$ and we display the correct pixel. If all species are of low concentrations, then $\chi(x) = 0$ and we display a random gray scale value. Thus, the image displayed is a measure of the contiguity of high concentration species in pattern $\vec{c}_x$ in the spatial arrangement corresponding to memory $m_\alpha$.

In the paper, we use the $\chi$ to compute the rate of nucleation with that region. So $q$ must be larger than the critical nucleation seed at concentrations $c_{\text{low}}$ and $c_{\text{high}}$. But $q$ must also be small enough, so the $\chi(x)$ computed is representative of the whole region of size $q$. For the images presented here, $q = 8$ was found to satisfy all of these conditions. With these conditions, the blurring mask provides an immediate visual predictor of nucleation since the blurriness determines the nucleation rate through an exponential function (see Eqn. 3). If a memory appears coherent over a region, the spontaneous nucleation rate is high in that region and that memory will be rapidly self-assembled. Blurry images have greatly suppressed nucleation rates.

Appendix B: Gillespie simulation for Self-Assembly

In our model, particles have distinct binding sites with specific interactions. In the 1D model, each particle has two distinct binding sites, left and right, while in the 2D model, each particle has four distinct sites. In our simulations, particles cannot “turn around”; i.e., incoming particles in Fig. 7 always present their left binding site.

We use a Gillespie algorithm to simulate the kinetics shown in Fig. 7 and Fig. 9; the Gillespie algorithm provides an exact way of measuring physical time using discrete time simulations. At each time step, we consider two kinds of processes: (1) all possible additions of a molecule of any species $i$ to the boundary of the growing structure (2) all possible removals of molecules at boundary of the growing structure We compute the free energy difference associated with each of these outcomes. For example, if species $i$ is added to the boundary of the structure, the free energy changes by

$$\Delta F = -nE_0 + \mu_i$$  \hspace{1cm} (B1)

where $\mu_i$ is the chemical potential of species $i$ and $n$ is the number of bonds made by species $i$ with its neighbors in the structure (which is, in turn, determined by the interaction matrix $J_{ij}$ described in the main text).

We assume that the kinetic rate associated with such a process is $k = e^{-A\Delta F}$. Removal rates are calculated with the same formula but with the appropriate sign reversals. One of these reactions is randomly chosen and implemented with probability proportional to the corresponding kinetic rate. Physical time is incremented by $t \to t + \frac{1}{\sum k_i + \sum k_r}$, in accordance with Gillespie’s prescription.
The real time associated with the final frame of simulations in Fig. 3 are \( c_1: 221221; c_2: 168449; c_3: 141202; c_4: 355121; c_5: 182573; c_6: 389395 \) (all times in arbitrary units). These times are measures of nucleation time in one simulation run from which Fig. 3 was made; growth is much faster than nucleation in our parameter regime.

In this Gillespie simulation, we forbid nucleation at multiple points in the box. Instead we seed the initial structure by one random tile appearing and do not let it disappear. Such a choice does not affect the results and is necessary since our simulations do not include diffusion. Seeding with a single monomer amounts to following the fate of a generic monomer in the solution. Further, we repeat the simulation and find that the results for a given initial overlap stays the same.

Finally, Eqn. B1 can be written in a more intuitive form by defining \( f = qE_0 - \mu > 0 \), the “force” driving self-assembly forward (where \( q \) is the range of interactions in the 1-d model). If a species binds with energy \( E_0 \) to only \( n = qw \) of the \( q \) molecules in the growing tip in Fig. 7, then Eqn. B1 reduces to,

\[
\Delta F = -f + wE_0 \tag{B2}
\]

Thus at low driving forces \( f \approx 0 \), growth happens near equilibrium since even a molecule making the maximal number \( q \) of strong bonds (and thus with \( w = 0 \)) binds almost reversibly. At high force \( f > 0 \) (high concentrations), even species that fail to bind strongly with \( w > 0 \) particles in the tip can bind. We connect Eqn. B2 with corresponding equations for neural networks below.

**Appendix C: Neural network simulation**

We perform kinetic Monte Carlo simulations on place cell networks using paired spin flips; at each discrete time step, we randomly pick an ‘on’ neuron \( b \) and an ‘off’ neuron \( a \) and attempt to flip their states. The free energy change associated with such a move is,

\[
\Delta F = -\sum_{c\in\text{clump},c\neq a,b} (J_{ac} - J_{cb}) \tag{C1}
\]

We accept such a move with probability \( e^{-\Delta F} \).

In our simulations, we drive the clump \( \text{Clump} \) by modifying \( J_{ij} \to (1 - f/q)J_{ij} + f/qA_{ij} \) by an anti-symmetric component \( A_{ij} = -A_{ji}, \text{abs}(A_{ij}) = \text{abs}(J_{ij}); \) this applies a driving force on the clump from left to right in each environment in Fig. 6.

We can build some intuition for the driving forces \( f \) and connect with self-assembly by re-writing \( \Delta F \) for some low energy moves. The left-most neuron in a clump (e.g., neuron 4 in Fig. 7) is the easiest to turn off, with a cost \( J_{o4} = q(E_0 - f/q) = qE_0 - f \). Turning on a neuron \( a \) to the right of the clump gives an energy \( J_{on} = (q - w)E_0 \) where \( q - w \) is the number of strong right-ward connections with neurons in the clump made by neuron \( a \). Hence the free energy change in moving the clump by turning off the left-most neuron (4 in Fig. 7) and turning on neuron \( a \) can be written as,

\[
\Delta F_{\text{Clump}} = -f + wE_0 \tag{C2}
\]

Such a move is most favorable if \( w = 0 \), i.e., if the new neuron \( a \) is fully connected to the clump neurons and thus if the clump moves without breaking up (e.g., neuron 8 in Fig. 7).

Comparing Eqn. C2 and Eqn. B2, we see that low energy transformations of the clump are in correspondence with transformations of the growing structure.
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