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ABSTRACT

Poisson regression is one of the model to explain the functional relationship between response variable in the form of count and predictor variable. An important assumption in Poisson Regression analysis is equidispersion. In certain cases, where response variable consists of too many zeros, causing the variance to be greater than the mean or called overdispersion that can be overcome by the Hurdle model. Filariasis disease is caused by filaria worm that led to swelling of the limbs in humans. One province in Indonesia, Papua Barat, reported a quite high death of chronic filariasis cases with a death rate of 459 people. The Hurdle regression model is appropriately to model the number of cases of chronic filariasis death in Indonesia since the data contains overdispersion. This study will compared two regression Hurdle models, namely the Hurdle Poisson regression and Hurdle Negative Binomial Regression. The results showed that the Negative Binomial Hurdle regression model was better than that of the Hurdle Poisson regression model in modeling cases of filariasis in Indonesia with AIC value of 213.263. Based on logit model of Negative Binomial Regression, the percentage of households that have access to proper sanitation \((X_3)\) has a significant effect on the number of cases of death from chronic filariasis in Indonesia.
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1. INTRODUCTION

Filariasis (elephant foot disease) is a contagious disease caused by filaria worms and transmitted by the Mansonia mosquitoes, Anopheles, Culex, and Armigeres [1]. Filaria disease infects lymph tissue (lymph nodes) causing swelling in the legs, breasts, arms, and genital organs in humans. Filariasis has been around since Before Christ (B.C.) as evidenced by some ancient relics that illustrate how people at that time had suffered from chronic filariasis. Filariasis was discovered in Indonesia in 1889 in Jakarta by Hacka and Van Eecke.

Population density and proper sanitation facilities (healthy latrines) affect the number of cases of filariasis [2]. One of who's efforts to inhibit filaria’s transmission disease is to carry out mass preventive drug administration (POPM) filariasis implemented by District/City endemic filariasis [3]. The study wanted to test several predictor variables (to be discussed in chapter 3) that affect the number of cases of death due to chronic filariasis.

The number of cases of death due to chronic filariasis is discrete so it can be modeled by Poisson regression and Negative Binomial Regression. In certain cases, there are many zero values in the response variables, causing the variance value to be greater than the average value or referred to as overdispersion. In the event of overdispersion, Poisson regression and Negative Binomial regression are less precisely used, because the model formed will result in a refractive parameter presumption [4]. Handling overdispersion in this study using the Hurdle model. Parameter estimation used Maximum Likelihood Estimator (MLE).

The goal of the study was to find out the factors that influence the number of cases of death due to chronic filariasis. The Hurdle regression model used is Poisson Hurdle regression and Negative Binomial Hurdle regression then performs the best model selection.
2. METHOD AND ANALYSIS

In this chapter, we outline the data analysis methods used in this study.

2.1. Multicollinearity Testing

The testing of the relationship between predictor variables used the VIF (Variance Inflating Factor) criteria. If the VIF value of the predictor variables is presented in equation (1) exceeds 10 then the change is said to be very closely related to \((k - 1)\) other predictors [5].

\[
VIF_j = \frac{1}{1-R_j^2}
\]

where \(R_j^2\) is the coefficient of determination to-on \(j\) auxiliary regression.

2.2. Poisson Distribution Conformity Testing

The Kolmogorov-Smirnov test for Poisson distribution suitability testing is presented in equation (2) [6].

\[
D = \text{maksimum}\mid F_N(y(i)) - P(y(i),\lambda) \mid
\]

where \(F_N(y(i))\) : cumulative function example, \(F_k(y(i)) : \text{cumulative chance function of the}\) Poisson distribution,

\[
e^{-\lambda} \left( 1 + \lambda + \frac{\lambda^2}{2!} + \cdots + \frac{\lambda^k}{k!} \right)
\]

2.3. Poisson Regression

The regression method for modeling the causal relationship between the discrete response variables and the predictor variables (it can be discrete or continuous) is called Poisson regression. Equation (3) presents Poisson's regression model [7].

\[
y_i = \lambda_i + \epsilon_i
\]

where

\[
\hat{\lambda}_i = \exp(\hat{\beta}_0 + \hat{\beta}_1x_{1i} + \hat{\beta}_2x_{2i} + \cdots + \hat{\beta}_kx_{ki})
\]

\[
\ln(\hat{\lambda}_i) = \hat{\beta}_0 + \hat{\beta}_1x_{1i} + \hat{\beta}_2x_{2i} + \cdots + \hat{\beta}_kx_{ki}
\]

2.4. Overdispersion Testing

In certain cases, there are many zero values in the response variables, causing the variety value to be greater than the average value or referred to as overdispersion. Examination of the occurrence of overdispersion can be done using the Pearson Chi-Square value divided by degrees of freedom of residuals obtained from the results of Poisson regression analysis.

\[
\chi^2_{\text{pearson}} = \sum_{i=1}^{n} \frac{(y_i - \hat{\mu}_i)^2}{\hat{\mu}_i}
\]

If the \(\chi^2_{\text{pearson}/ab}\) value is more than one then it is said that the data contains overdispersion.

2.5. Hurdle Poisson Regression and Hurdle Negative Binomial Regression

One model for overcoming overdispersion is the Hurdle model. The Hurdle Poisson regression model is a combination of the logit model in equation (7) and the truncated Poisson in equation (8).

\[
\ln \pi_i = \ln \left( \frac{\pi_i}{1-\pi_i} \right) = \delta_0 + \sum_{j=1}^{k} x_{ij}\delta_j + \epsilon_i
\]

\[
\ln \lambda_i = \beta_0 + \sum_{j=1}^{k} x_{ij}\beta_j + \epsilon_i
\]

The elaboration results of equation (7) and equation (8) are presented in equation (9) and equation (10).

\[
\pi_i = \frac{\exp(\delta_0 + \sum_{j=1}^{k} x_{ij}\delta_j)}{1+\exp(\delta_0 + \sum_{j=1}^{k} x_{ij}\delta_j)}
\]

\[
\lambda_i = \exp(\beta_0 + \sum_{j=1}^{k} x_{ij}\beta_j)
\]

In addition to using Hurdle Poisson, overdispersion can also be overcome by negative binomial Hurdle regression. The Hurdle Negative Binomial model consists of a combination of the logistic regression model in equation (11) and the zero truncated Negative Binomial model in the equation (12) [8].

\[
\ln \pi_i = \ln \left( \frac{\pi_i}{1-\pi_i} \right) = \delta_0 + \sum_{j=1}^{k} x_{ij}\delta_j + \epsilon_i
\]

\[
\ln \mu_i = \beta_0 + \sum_{j=1}^{k} x_{ij}\beta_j + \epsilon_i
\]

2.6. Hurdle Regression Parameter Testing

There are two hurdle regression parameter testing that is simultaneous testing with \(G\) test statistics and partially parameter testing with the Wald test.

2.6.1. Simultaneous Test

If you want to find out if the change of predictor variables affects the response variables together, then testing the parameters of the regression model simultaneously [9].

The hypotheses underlying the test are:

\(H_0: \beta_j = \delta_j\ vs\ H_1: \text{There is at least one different} \beta_j\ and\ \delta_j\)

Test statistics are used as in the equation (13).

\[
G = -2(l_R - l_F)\sim \chi^2_k
\]
Reject $H_0$ if $G \geq \chi^2_{\alpha;k}$ or $p$ value $< \alpha$

2.6.2. Partial Test

Partial testing of parameters to determine the effect of each predictor variables on the response variables. Partial test results are based on the Wald test [10].

a. Test Model Parameters $\log(\mu) = X\beta$  
   Test of hypothesis-based model parameters $\log(\mu) = X\beta$  
   $H_{01}: \beta_1 = 0$ vs $H_{11}: \beta_1 \neq 0$  
   $H_{02}: \beta_2 = 0$ vs $H_{12}: \beta_2 \neq 0$  
   \vdots  
   $H_{0k}: \beta_k = 0$ vs $H_{1k}: \beta_k \neq 0$  
   Sampling distribution for $\beta_j$:  
   $\beta_j \sim N \left( \beta_j, \sigma^2_j \right)$  
   If $H_0$ true, then $\hat{\beta}_j \sim N \left( 0, \sigma^2_j \right)$
   Test statistics that can be used as in the equation (14).
   $$W_j = \left( \frac{\hat{\beta}_j}{SE(\hat{\beta}_j)} \right)^2 \sim \chi^2_k$$  
   (14)
   Reject $H_0$ if $W_j \geq \chi^2_{\alpha,k}$ or $p$ value $< \alpha$

b. Test Model Parameters $\logit(\omega) = X\delta$  
   Test of hypothesis-based model parameters $\logit(\omega) = X\delta$  
   $H_{01}: \delta_1 = 0$ vs $H_{11}: \delta_1 \neq 0$  
   $H_{02}: \delta_2 = 0$ vs $H_{12}: \delta_2 \neq 0$  
   \vdots  
   $H_{0k}: \delta_k = 0$ vs $H_{1k}: \delta_k \neq 0$  
   The test statistics used are presented in the equation (13).
   $$W_j = \left( \frac{\hat{\delta}_j}{SE(\hat{\delta}_j)} \right)^2 \sim \chi^2_k$$  
   (15)
   Reject $H_0$ if $W_j \geq \chi^2_{\alpha,k}$ or $p$ value$< \alpha$

2.7. Selection of Best Model

One of the criteria for knowing the best model is the AIC (Akaike Information Criterion) value is presented in equation (16). Criterion is based on the Maximum Likelihood Estimator (MLE) method. The best regression models have the smallest AIC values [11].

$$AIC = e^{2k} \sum_{i=1}^{n} e_i^2$$  
(16)

where:  
$e = 2.718$

3. DATA SOURCE

The data used in this study is sourced from the Indonesian Health Profile 2020. This study discusses the influence of the number of all chronic cases of Filariasis in Indonesia ($X_5$), the number of District/City that have succeeded in reducing Mikrophilia $<1\%$ ($X_2$), the number of district/city that is still carrying out Mass preventive drug administration (POPM) Filariasis ($X_3$), population density ($X_4$), percentage of households that have access to proper sanitation ($X_1$), the number of death due to chronic filariasis ($Y$).

4. RESULTS AND DISCUSSION

In this section is outlined related to data description, multicolinearity testing, Poisson regression modeling, overdispersion testing, Hurdle Poisson regression modeling and Negative Binomial hurdle regression, regression parameter testing, as well as selection of the best model.

4.1. Descriptive Statistical Analysis

Descriptive statistical analysis is diffuse to describe or give an overview of the objects studied. In general, descriptive analysis is in the form of tables, diagrams, and graphs. Table 1 is a descriptive statistic for each variables.

| Variable | Mean  | Stdev | Min  | Max  |
|----------|-------|-------|------|------|
| $X_1$    | 291.35| 657.32| 2    | 3615 |
| $X_2$    | 3.76  | 3.28  | 0    | 10   |
| $X_3$    | 2.18  | 3.81  | 0    | 16   |
| $X_4$    | 749.13| 2731.2| 9.5  | 16031.4 |
| $X_5$    | 79.81 | 9.96  | 40.31| 96.96|
| $Y$      | 26.20 | 84.91 | 0    | 459  |

Based on Table 1, the highest number of all chronic cases of Filariasis in Indonesia at 3615 occurred in Papua. The number of death due to chronic filariasis has a mean of 26.20 while the range value is 459. This happens because many Provinces in Indonesia do not have cases of death due to chronic filariasis.

Figure 1 presents a bar chart of the number of death cases from filariasis in every District/City in Indonesia.
Based on Figure 1, West Papua Province, East Kalimantan, and West Java are the three highest provinces that have the highest cases of chronic Filariasis deaths in Indonesia. However, 50% of districts/cities in Indonesia do not have cases of death from Filariasis.

4.2. Multicollinearity testing

One of Poisson's regression assumptions is that there is no relationship between predictor variables (Non-Multicollinerity). Multicollinearity test results with VIF value criteria are presented in Table 2.

Table 2. VIF Values in Predictor Variables

| Variable | VIF Value |
|----------|-----------|
| X₁       | 4.782     |
| X₂       | 1.530     |
| X₃       | 3.872     |
| X₄       | 1.173     |
| X₅       | 3.162     |

Based on Table 2 VIF value of all predictor variables less than 10 it can be said that the assumption of non-multicollinearity is fulfilled.

4.3. Poisson Regression Modeling

After conducting multicollinearity, Poisson regression modeling was done. The parameter estimation of Poisson regression parameters are presented in Table 3.

Table 3. Parameter Estimation Results of Poisson Regression

| Variable | Coefficient | Value-z | Value-p |
|----------|-------------|---------|---------|
| X₀       | -11.79      | -14.770 | <2e-16* |
| X₁       | -1.667 × 10⁻³ | -8.315 | <0.01* |
| X₂       | 0.1778      | 8.813   | <2e-16* |
| X₃       | 0.5746      | 26.841  | <2e-16* |
| X₄       | -3.973 × 10⁻⁴ | -3.046 | 0.00232* |
| X₅       | 0.159       | 17.9    | <2e-16* |

Based on Table 3 all predictor variables that is the number of all chronic cases of Filariasis in Indonesia (X₁), the number of district/city that have succeeded in reducing Mikrophilia <1% (X₂), the number of District/City that is still carrying out Mass preventive drug administration (POPM) Filariasis (X₃), population density (X₄), percentage of households that have access to proper sanitation against the number of cases of (X₅) affects the number of death due to chronic Filariasis (Y).

Then the Poisson regression model can be written according to the equation (17).

\[
\ln \lambda_i = -11.79 \pm 1.667 \times 10^{-3} X_1 + 0.1778 X_2 \\
+ 0.5746 X_3 + 0.5746 X_4 + 0.159 X_5 
\]  

4.4. Overdispersion Testing

In certain cases, there are many zero values in the response variables, causing the variety value to be greater than the average value or referred to as overdispersion. In the event of overdispersion, Poisson regression is less appropriately used. The value \( \chi^2_{\text{Pearson}} = 212.549 \) then can be concluded that the data contains overdispersion.

4.5. Hurdle Poisson Regression Modeling

The parameters generated by the Hurdle model are two, the logit model and the Poisson truncated model. Table 4 provides the results of parameter estimation of logit model parameters for \( y_i = 0 \) and Table 5 presents Poisson's truncated model for \( y_i > 0 \).

Table 4. Parameter Estimation Results of Logit Model for Hurdle Poisson Regression

| Variable | Coefficient | Value-z | Value-p |
|----------|-------------|---------|---------|
| X₀       | -14.43      | -2.202  | 0.0277* |
| X₁       | 4.868 × 10⁻⁴ | 0.247   | 0.8049 |
| X₂       | 0.2045      | 1.322   | 0.1863 |
| X₃       | 0.2508      | 1.021   | 0.3074 |
| X₄       | -2.078 × 10⁻⁴ | -0.549 | 0.5830 |
| X₅       | 0.1646      | 2.153   | 0.0313* |

Based on Table 4, the percentage of households that have access to proper sanitation (X₅) has a significant effect on the number of cases of death from chronic Filariasis in Indonesia. It can be interpreted that every 1% increase in the percentage of households that have access to sanitation deserves to increase the number of cases of death from chronic Filariasis in Indonesia by \( e^{0.1646} = 1.18 \approx 1 \) life. The logit model for Poisson's Hurdle regression is presented in the equation (18).

\[
\ln \left( \frac{m_i}{1 - m_i} \right) = -14.43 + 0.1646 X_5 
\] (18)
Table 5. Parameter Estimation Results of Truncated Poisson on Hurdle Poisson Regression

| Variable | Coefficient | Value-z | Value-p |
|----------|-------------|---------|---------|
| \(X_0\)  | -4.2095     | -4.942  | 7.71 \times 10^{-7}\* |
| \(X_1\)  | -0.0027     | -13.717 | < 2e-16\* |
| \(X_2\)  | 0.1494      | 6.562   | 5.3 \times 10^{-11}\* |
| \(X_3\)  | 0.5104      | 22.558  | < 2e-16\* |
| \(X_4\)  | -0.0004     | -3.482  | 0.0005\* |
| \(X_5\)  | 0.0802      | 8.501   | < 2e-16\* |

Based on Table 5 all predictor variables that is the number of all chronic cases of Filarisis in Indonesia \((X_1)\), the number of District/City that have succeeded in reducing Mikrophilia <1% \((X_2)\), the number of District/City that is still carrying out Mass preventive drug administration (POPM) Filarisis \((X_3)\), population density\((X_4)\), percentage of households that have access to proper sanitation against the number of cases of \((X_5)\) affects the number of death due to chronic filariasis \((Y)\). Then the Poisson regression model can be written according to the equation (19).

\[
\ln \lambda_i = -4.2095 - 4.2095X_1 + 0.1494X_2 + 0.5104X_3
\]

\[-0.0004X_4 + 0.0802X_5 \quad (19)\]

4.6. Hurdle Negative Binomial Regression Modeling

The parameters generated by the Hurdle model are two, the logit model and the zero-truncated Negative Binomial model. Table 6 provides the results of the restoration of logit model parameters for \(y_i = 0\) and Table 7 presents the zero truncated Negative Binomial model for \(y_i > 0\).

Table 6. Parameter Estimation Result of Logit Model on Negative Binomial Hurdle Regression

| Variable | Coefficient | Value-z | Value-p |
|----------|-------------|---------|---------|
| \(X_0\)  | -14.43      | -2.202  | 0.0277\* |
| \(X_1\)  | 4.868 \times 10^{-4} | 0.247 | 0.8049 |
| \(X_2\)  | 0.2045      | 1.322   | 0.1863 |
| \(X_3\)  | 0.2508      | 1.021   | 0.3074 |
| \(X_4\)  | -2.078 \times 10^{-4} | -0.549 | 0.5830 |
| \(X_5\)  | 0.1646      | 2.153   | 0.0313\* |

The result of presumption of logit model parameters in Negative Binomial Hurdle regression is the same as Poisson’s Hurdle model. The percentage of households that have access to proper sanitation \((X_3)\) has a significant effect on the number of cases of death from chronic filariasis in Indonesia.

Table 7. Parameter Estimation Results of Zero Truncated Negative Binomial on Binomial Negative Hurdle Regression

| Variable | Coefficient | Value-z | Value-p |
|----------|-------------|---------|---------|
| \(X_0\)  | -8.826      | -0.931  | 0.352 |
| \(X_1\)  | -4.831 \times 10^{-3} | -0.011 | 0.991 |
| \(X_2\)  | 0.4077      | 1.329   | 0.184 |
| \(X_3\)  | 0.4717      | 1.592   | 0.111 |
| \(X_4\)  | 6.174 \times 10^{-5} | 0.048 | 0.961 |
| \(X_5\)  | 0.1138      | 1.114   | 0.265 |

In the zero truncated Negative Binomial model, all predictor variables did not affect the number of cases of death from chronic Filarisis.

4.8. Selection of the Best Model

After performing three regression modelings (Poisson regression, Poisson Hurdle regression and Negative Binomial Hurdle regression) then the selection of the best model with the criteria of AIC value presented in Table 8.

Table 8. AIC Value Criteria in Three Regression Models

| Type of Regression Model | AIC Value |
|--------------------------|-----------|
| Poisson Regression       | 1386.2    |
| Poisson Hurdle Regression| 958.686   |
| Negative Binomial Hurdle Regression | 213.263 |

Based on Table 8, the best model is the Negative Binomial Hurdle regression model because it has the smallest AIC value of 213.263.

5. CONCLUSIONS

Based on the results of the data analysis that has been done, conclusions are obtained, among others:

1. Violations of equidispersion assumptions can be overcome with a proven Hurdle regression model of AIC values in the Poisson Hurdle model and the Negative Binomial Hurdle compared to Poisson regression.

2. The best regression model to model the number of cases of death from chronic filariasis is the Negative Binomial Hurdle regression model because it has the smallest AIC value compared to the Poisson regression model and regression model. Hurdle Poisson.

3. The results of the restoration of logit model parameters in Negative Binomial Hurdle regression show that the percentage of households that have access to proper sanitation \((X_3)\) has a significant
effect on the number of cases of death from Filariasis. Chronic in Indonesia. While in the zero truncated Negative Binomial model, all predictor variables do not affect the number of cases of death from chronic filariasis in Indonesia.

Suggestions that can be given to the next researcher are:

1. In this study using the Negative Binomial Hurdle model, only one predictor variable affected the number of cases of Filariasis death. Researchers can further add predictor variables that if it affects the number of cases of Filariasis death in Indonesia.

2. The study only compared the Hurdle model for overdispersion handling. Researchers can further add other methods such as Zero-Inflated Poisson and Zero-Inflated Negative Binomial so that they can find out the best regression model for handling overdispersion cases on the data of the number of cases. Death of Filariasis in Indonesia.
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