On-Device Document Classification using multimodal features
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ABSTRACT

From small screenshots to large videos, documents take up a bulk of space in a modern smartphone. Documents in a phone can accumulate from various sources, and with the high storage capacity of mobiles, hundreds of documents are accumulated in a short period. However, searching or managing documents remains an onerous task, since most search methods depend on meta-information or only text in a document. In this paper, we showcase that a single modality is insufficient for classification and present a novel pipeline to classify documents on-device, thus preventing any private user data transfer to server. For this task, we integrate an open-source library for Optical Character Recognition (OCR) and our novel model architecture in the pipeline. We optimise the model for size, a necessary metric for on-device inference. We benchmark our classification model with a standard multimodal dataset FOOD-101 and showcase competitive results with the previous State of the Art with 30% model compression.
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• Multimodal features → Fusion Network.
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1 INTRODUCTION

With the advent of smartphones with internal memory in GBs, there is a plethora of documents, which can be present on a mobile phone. Some of these are private while some are downloaded just while browsing the internet. Existing search mechanisms heavily rely on the name of the document, which can be random and may not represent the content of the document properly. Thus, an important document may get lost in the clutter, providing a bad user experience. The automatic organization of documents based on its content will immensely increase a user’s satisfaction. Since, the contents of a document in a smartphone are personal, sending the document or its content to a server for such kind of processing may lead to privacy and latency issue. Hence, in this paper, we present a light-weight architecture to classify documents on-device, that improves user experience as well as preserve privacy.

Traditionally, document classification considers only text content of a document. The words from a document are converted into vectors, and these vectors are used to compute sentence as well as document vector representations. Sparse Composite Document Vector (SCDV) [16] calculates document vectors using soft clustering over word vectors. One popular model, Hierarchical Attention Network (HAN), uses a word- and sentence-level attention in classifying documents [20]. [3] stipulate that a simple BiLSTM architecture with appropriate regularization yields competitive accuracy and F1-score. [2] established the state of the art results for document classification by fine-tuning BERT [8] and demonstrated that BERT could be distilled into a much simpler single-layered lightweight BiLSTM model that provides competitive accuracy. A recently published paper [1], proposed an approach (HANNN) takes into account the text structure as well as a document. However, all these models are huge, often containing hundreds of millions of parameters, making on-device deployment infeasible.

Most of the work on document classification is based on text extracted from the document. However, we believe that the organization of the text in the document is also an essential factor for document classification. For example, a boarding pass may be easily identified with the structuring of its data, such as the placement of passenger name, gate number, etc. without having to read the actual text. In this paper, we also consider the organization of text in the virtual space of the document as a feature in form of an image. For this task, we create an in-house dataset of documents with human annotated class category. To validate the efficacy of our multimodal approach, we present results on an open-source multimodal dataset. For on-device, we develop a quantized version of our model. The main contributions of our work are as follows:

- Developed a novel multimodal architecture, which considers visual and text features as input for on-device classification.
- Evaluation on a popular text and image dataset, as there is no standard dataset for on-device document classification.
- A novel pipeline for on-device document classification that takes input, a pdf document and gives its class as output.

2 BACKGROUND

Multimodal learning brings out some unique challenges for researchers, given the heterogeneity of data. [5] captures the challenges, methods, and applications of multimodal learning. Document classification is a subjective problem where the classes and data depend on the usecase being targeted. [4] classified documents
of type questionnaire, memo, etc. and showcased that integrating an additional modality offer more robust representation. They used tesseract-OCR to extract text and generate document embedding, and MobileNetv2 to learn visual features. This approach showed a boost in pure image accuracy by 3% on Tobacco3482 and RVL-CDIP datasets. In 2015, a new image and text dataset, UPMCFood-101 dataset, with 100K images and 101 classes was proposed by [19]. The researchers built a search engine that retrieves the relevant recipes given an image by using both text and visual features. [13] verified the performance of multimodal methods on large datasets, and compared various fusion methods with their own method of discretizing continuous features obtained from visual representations. This method demonstrated the feasibility of multimodal methods on large datasets and results showed that multimodal models outperform Fast-Text [? ] and the continuous-only approach regardless of the type of fusion. To the best of our knowledge, our document class types have not been used in any document classification method. Amongst, all the possible ways to fuse and co-learn different modalities representation, we choose late fusion for our problem. We want individual modalities to also be able to classify documents, incase the device constraints don’t permit a full multimodal classifier. Moreover, it’s hard to see low level interactions between visual and text modality in a document, as image of a document hardly describes the textual content of the document.

3 APPROACH

On-device document classification is at a nascent stage, where previous work is sparse. Due to the subjectivity of our task, it is difficult to create a standard dataset that suits the need of all. Thus, to tackle this lack of dataset, we create a small dataset consisting of 5 classes, decided using an internal survey. But, to truly check the efficacy of our model, we needed a dataset, which contains multimodal features. For this, we chose the FOOD-101[19] dataset that contains recipes and images of 101 popular food categories. We use this dataset to benchmark our models performance and to showcase that our multimodal architecture learns both modalities representation and present our experiments below.

3.1 Baselines

Text: The text input of FOOD-101 dataset is the food recipe. We pre-process this text input by performing stop words removal and lemmatization using NLTK [15] Porter Stemmer algorithm. Further, we remove high-frequency (greater than 100,000 occurrences) and low-frequency (less than 5 occurrences to account for spelling/parsing errors) words from the text since the food category of an recipe is likely to be determined by rare words. Moreover, the maximum number of words in a recipe after eliminating stop words were roughly 100,000. Due to this huge size, it was not practical to train a sequential neural model such as CNN, and RNN for building an on-device classifier since the time complexity of such models is directly proportional to number of words in a sequence. Thus, we use Tf-Idf as feature vectors, and train two fully connected layers and a softmax layer on top of this. To identify recipe category, the order of the recipe is rarely useful, thus the loss of sequential information due to Tf-Idf vectors wouldn’t hamper model performance. But the dimensionality of these Tf-Idf vectors is dependent on vocabulary size, and thus it rendered a model of size 720 MB, since the number of parameters first fully connected (FC) layer is directly proportional to the size of input vector, i.e. vocabulary size. Tf-Idf vectors are often sparse and low-rank. So, to resolve this, we use Truncated-SVD to reduce the rank of these high dimensional sparse vectors, and train our classifier on these low-dimensional vectors.

3. APPROACH

On-device document classification is at a nascent stage, where previous work is sparse. Due to the subjectivity of our task, it is difficult to create a standard dataset that suits the need of all. Thus, to tackle this lack of dataset, we create a small dataset consisting of 5 classes, decided using an internal survey. But, to truly check the efficacy of our model, we needed a dataset, which contains multimodal features. For this, we chose the FOOD-101[19] dataset that contains recipes and images of 101 popular food categories. We use this dataset to benchmark our models performance and to showcase that our multimodal architecture learns both modalities representation and present our experiments below.

3.1 Baselines

Text: The text input of FOOD-101 dataset is the food recipe. We pre-process this text input by performing stop words removal and lemmatization using NLTK [15] Porter Stemmer algorithm. Further, we remove high-frequency (greater than 100,000 occurrences) and low-frequency (less than 5 occurrences to account for spelling/parsing errors) words from the text since the food category of an recipe is likely to be determined by rare words. Moreover, the maximum number of words in a recipe after eliminating stop words were roughly 100,000. Due to this huge size, it was not practical to train a sequential neural model such as CNN, and RNN for building an on-device classifier since the time complexity of such models is directly proportional to number of words in a sequence. Thus, we use Tf-Idf as feature vectors, and train two fully connected layers and a softmax layer on top of this. To identify recipe category, the order of the recipe is rarely useful, thus the loss of sequential information due to Tf-Idf vectors wouldn’t hamper model performance. But the dimensionality of these Tf-Idf vectors is dependent on vocabulary size, and thus it rendered a model of size 720 MB, since the number of parameters first fully connected (FC) layer is directly proportional to the size of input vector, i.e. vocabulary size. Tf-Idf vectors are often sparse and low-rank. So, to resolve this, we use Truncated-SVD to reduce the rank of these high dimensional sparse vectors, and train our classifier on these low-dimensional vectors. We demonstrate in Table 1 that our Tf-Idf vectors were indeed low rank and that with SVD, the model gives an accuracy of 85%, a 1.5% reduction from the Tf-Idf model but with a reduction in the model size of more than 95%, since the size of input vector to first FC layer has gone from size of vocab to rank of SVD output.

### Table 1: Accuracy and model size (in MegaBytes) of fusion models compared to baselines, previous works. (Exact model details of previous works are unknown, thus providing minimum model size through visual model used by each.)

| Modality | Text | Model Details | Accuracy | Size (MB) |
| --- | --- | --- | --- | --- |
| SVD | 1st Layer | 2nd Layer | 3rd Layer | |
| Yes | 2000 | 2000 | 500 | 85.39 | 40 |
| Yes | 2000 | 1000 | 500 | 85.33 | 20 |
| No | 2000 | 1000 | 500 | 86.7 | 946 |
| Image Baselines | Batch Norm | Dropout | Layers Frozen | |
| No | Yes | 53 | 65.6 | 17 |
| Yes | Yes | 53 | 66.1 | 17 |
| Yes | Yes | 31 | 65.76 | 17 |
| Previous Work Text + Image | Wang et al. 2015 [19] | | | 85.1 | >534 |
| Kiela et al. 2018 [13] | | | | 90.8 | >230 |
| Fusion | Text + Image | Max | | 86.18 | 12 |
| Concatenate | | | 89.8 | 13 |
| Average | | | 82.9 | 12 |
| Highway | | | 88.03 | 15 |

Figure 1: Fusion Model Architecture
We built upon the late fusion strategy of [19] and show improved performance in model size, as they use a 152-layer Resnet [9] for capturing features, we use the architecture presented above for the visual modality network. We train only the layers succeeding these merged features and build a classifier as shown in Figure 1. We use different methods, F(x), of merging these features, which we discuss below:

**Concatenation:** We concatenate the vectors from both modalities and train a dense layer on top of the concatenated vector, i.e.,

\[
o(x_n) = W(Ux_n^t \oplus Vx_n^v),
\]

where W, U, V are the weight matrices of dense layer and \(x_n^t\) and \(x_n^v\) are the pre-softmax text and visual features representation respectively.

**Average:** Here, we retain the softmax layers of the pre-trained models. We merge the output of the softmax layers using component-wise average and train a dense layer on that average, i.e.,

\[
o(x_n) = W(\text{avg}(\text{softmax}(x_n^t), \text{softmax}(Vx_n^v))),
\]

**Max:** We combine the information from both modalities using component-wise maximum.

\[
o(x_n) = W\max(Ux_n^t, Vx_n^v),
\]

**Gating Layer post Concatenation:** We concatenate the features of both modalities and train a highway layer [18] on top of it.

\[
y_n = Ux_n^t \oplus Vx_n^v \quad g = W(y_n + b),
\]

\[
t = \text{sigmoid}(g) \quad o(x_n) = t \ast g + (1 - t) \ast y_n.
\]

We use ReLU [7] as our non-linear function after merging the layers. The accuracy and model sizes of different fusion strategies as compared to baselines and previous works are shown in Table 1. With our concatenation model, we were able to match the performance achieved by the Gated model of [13] with a reduction in model size, as they use a 152-layer Resnet [9] for capturing visual features while we build upon mobilenet, which has fewer parameters compared to Resnet.

We observed a significant improvement in classification accuracy of food images in the multimodal classifier as compared to individual modality classifiers. For specific classes, as shown in Table 2, we observed improvement in classification accuracy with a fusion of image and text features.

### 3.2 Fusion Classifier

We build upon the late fusion strategy of [19] and show improved accuracy with significant compression in the model size. We use our pre-trained MobileNet based image classifier and the text classifier to train a fusion classifier. We transfer the pre-softmax layer features of both the networks and merge the features from both modalities. We train only the layers succeeding these merged features and build a classifier as shown in Figure 1. We use different methods, F(x), of merging these features, which we discuss below:

- **Concatenation**: We concatenate the vectors from both modalities and train a dense layer on top of the concatenated vector, i.e.,
  \[
o(x_n) = W(Ux_n^t \oplus Vx_n^v),
\]
  where W, U, V are the weight matrices of dense layer and \(x_n^t\) and \(x_n^v\) are the pre-softmax text and visual features representation respectively.

- **Average**: Here, we retain the softmax layers of the pre-trained models. We merge the output of the softmax layers using component-wise average and train a dense layer on that average, i.e.,
  \[
o(x_n) = W(\text{avg}(\text{softmax}(x_n^t), \text{softmax}(Vx_n^v))),
\]

- **Max**: We combine the information from both modalities using component-wise maximum.

\[
o(x_n) = W\max(Ux_n^t, Vx_n^v),
\]

### 4 ON-DEVICE DOCUMENT CLASSIFICATION

We define On-Device document classification as a task of categorising real documents on user device into topics. These topics were decided based on an internal survey of ~100 people. For this task, we created an in house dataset of ~512 documents as presented in Table 3. For the ease of purpose, we consider only PDF documents, but the architecture can be easily extended to any other document type(word, excel, etc.). The architecture as shown in Figure 2, is divided into 3 parts: data extraction, feature generation and classification.

**Data Extraction**: While libraries such as pdftox exist to extract text from a PDF, it will restrict our document set to only PDFs. To create a framework for processing all document types, we use OCR to extract text from PDF. We convert the PDF documents into a set of images and use MLKit\(^1\) to extract text from the images. We then use the images and extracted text as input data to our Multimodal Architecture presented in Figure 1 with some changes to model parameters. For now, we consider only the first page of the PDF document, since the document may consist of 10s of pages and processing all of them would increase latency.

**Feature Generation**: OCR text extraction is highly erratic for PDF documents since it parses information in a line manner. For example, if a PDF is column split, like research papers, the sequence of text will be lost. Thus, a word order based model may fail for this task. We use regex-based text filtering and the pre-processing approach mentioned in the previous section. Further, to tackle noise due to watermarks, etc., we use a filter to remove non-English words from the tokenized text. We maintain a pre-defined vocabulary of 60,000 English words to extract TF-IDf vectors for a document. This vocabulary covers 98% of words present in our dataset. For image features, we use the image generated while extracting text as input to the visual modality network.

**Classification**: We use the architecture presented above for FOOD-101 dataset for this task. We tweak the network parameters to account for the complexity of this specific task and dataset. For

\(^1\)https://firebase.google.com/docs/ml-kit/recognize-text
the text classification, we reduced the rank of TF-Idf vector to 200 using SVD. Following which, we trained 2 dense layers of size 64 and 32 units respectively before adding a final softmax layer for classification. For the image classification, we use MobileNet architecture and train a pooling layer of 512 units and a dense layer of 64 units. We followed the same approach of pre-training text and image classifier separately, and trained a fusion classifier on top of it. The results of single modalities, as well as fusion model, are presented in Table 4.

### Training Methodology
We use Stochastic Gradient Descent with decay as our optimiser with an initial learning rate of 0.01 and decay of 0.8 after every epoch. For training fusion classifier, we follow a multi-stage transfer learning approach, inspired by [11]. We experiment with various strategies of unfreezing layer weights for training. We train a base model for 90 epochs without unfreezing the layers of the pre-trained models. MobileNet architecture consists of repeated blocks of point-wise and depth-wise separated convolutions. So, we unfreeze weights post the end of a block of MobileNet and at the end of second layer of our text model architecture. The layer numbers in the subsequent section signify the actual layer number in order of our model as available in keras’s[6] model summary. Firstly, we unfreeze the weights of pre-trained weights individual modalities models from the 53rd layer of the network after the 30th epoch with and without resetting the learning rate. Secondly, we unfreeze the model weights from 81st layer after the 30th epoch and 53rd layer post the 60th epoch, resetting learning rate at both instances. The accuracy and loss variation is presented in Figure 3. Since, our dataset and the dataset on which mobilenet is trained is dissimilar, we observed better performance by resetting the learning rate in stages.

### On-Device Execution
Depending upon the extension of a file, we can choose an appropriate renderer. For our pdf documents, we use android PdfRenderer for rendering. Once the rendering is done, we extract bitmap which is processed to get Image features.

---

| Modality     | Accuracy |
|--------------|----------|
| Text         | 59.62%   |
| Visual       | 71.88%   |
| Text + Visual| 84.38%   |

### Table 4: Top-1 Accuracy of single and multimodal models.

To extract the text of the document, we have used Google Mlkit which provides on-device API for text extraction. For simplicity, only the English language is considered. However, it’s possible to extract text for different languages on-device as explained in [14]. The offline fusion model which was trained, is quantized using the tflite post-training quantization method. The quantization led to an accuracy reduction of ~0.5%, a minor impact considering it lead to model compression of 75%. The size of the final model is ~13 MB. The total execution time of this pipeline on a document is 4.6s, out of which 3.5s is taken by OCR.

### 5 CONCLUSION
The storage capacity of smartphones is ever-increasing, which leads to a vast accumulation of documents on-device. Such a clutter inhibits a user from retrieving relevant documents. Moreover, with the internet becoming increasingly multimodal, we should leverage the information offered by different modalities for a better understanding of content. With this work, we show that different modalities indeed contribute towards increased understanding of documents. We achieve a ~90% accuracy with our fusion network on FOOD 101 dataset, matching the previous best with a reduction in model size. We also present a feasible framework to classify documents on-device. We acknowledge that the size of our dataset is not sufficient and conclusive evidence of the same. But we hope that our work serves as a precursor for others to contribute to this field of on-device document classification.

---

1. https://developer.android.com/reference/android/graphics/pdf/PdfRenderer
2. https://firebase.google.com/docs/ml-kit/recognize-text
3. https://tensorflow.org/lite
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