HYPERCONTRACTIVITY AND LOWER DEVIATION ESTIMATES IN NORMED SPACES
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ABSTRACT. We consider the problem of estimating small ball probabilities \( P\{f(G) \leq \delta \mathbb{E}f(G)\} \) for subadditive, positively homogeneous functions \( f \) with respect to the Gaussian measure. We establish estimates that depend on global parameters of the underlying function which take into account analytic and statistical measures, such as the variance and the \( L^1 \)-norms of its partial derivatives. This leads to dimension-dependent bounds for small ball and lower small deviation estimates for seminorms when the linear structure is appropriately chosen to optimize the aforementioned parameters. Our bounds are best possible up to numerical constants. In all regimes, \( \|G\|_{\infty} = \max_{1 \leq i \leq n} |g_i| \) arises as an extremal case in this study. The proofs exploit the convexity and hypercontractivity properties of the Gaussian measure.
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1. INTRODUCTION

The concentration of measure phenomenon is one of the most important concepts in high-dimensional probability and is an indispensable tool in the study of high-dimensional structures that arise in theoretical and applied fields. In its most simple form it can be stated as follows: functions depending smoothly on
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many independent variables have small fluctuations. More specifically, in Gauss’ space, asserts that any function \( f \) on \( \mathbb{R}^n \) which is \( K \)-Lipschitz is almost constant with overwhelming probability:

\[
\max \left( \Pr \{ f(G) \leq \mathbb{E} f(G) - tK \}, \Pr \{ f(G) \geq \mathbb{E} f(G) + tK \} \right) \leq \exp(-t^2/2), \quad t > 0,
\]

where \( G \) is the standard Gaussian vector in \( \mathbb{R}^n \), see e.g. [Pis86, Man91]. This probabilistic phenomenon is usually addressed as consequence of the solution to the Gaussian isoperimetric problem, which was solved independently by Sudakov and Tsirel’son [ST74] and by Borell [Bor75]. The Gaussian isoperimetric inequality asserts that among all Borel sets in \( \mathbb{R}^n \) of a given Gaussian measure, the half-spaces have the smallest Gaussian surface area.

However, isoperimetry is not the only reason for the concentration phenomenon; convex functions are known to share the above property even when they are not Lipschitz. In this note we investigate concentration phenomena that appear due to convexity rather than isoperimetry. Having said that let us comment on the symmetric nature of \((1.1)\). If one establishes the one inequality the other one follows easily by applying it to \(-f\); since \(-f\) is also Lipschitz. This is not of course true in the case of convex functions. So we focus only on the “one-sided” inequalities.

In the present work we study the phenomenon in the “lower deviation” regime, that is \( \Pr \{ f(G) \leq \delta \mathbb{E} f(G) \}, \quad 0 < \delta < 1, \) for sub-additive and positively homogeneous functions \( f \). Further, this contains two other important regimes (which we distinguish because frequently they exhibit different behaviors), namely the “small ball regime” when \( 0 < \delta < 1/2 \), and the (lower) “small deviation regime” when \( 1/2 < \delta < 1 \). An important special case of the aforementioned functions are the seminorms which are also Lipschitz. In the light of \((1.1)\), one gets lower deviation estimates for such functions in terms of the Lipschitz constant.

A main goal of this work is to uncover the probabilistic principles which are responsible for this diverse behavior, within a general context, by determining proper parameters that govern the estimates. On this direction our first main result reads as follows:

**Theorem 1.1.** Let \( f : \mathbb{R}^n \to [0, \infty) \) be a positively homogeneous, convex map. Suppose that for some \( L > 0 \) we have

\[
\sum_{j=1}^{n} (\mathbb{E} \| \partial_j f(G) \|^2) \leq L(\mathbb{E} f(G))^2.
\]

Then, we have the following:

1. If \( \| \nabla f(G) \|_2 \in L^2 \) and \( \bar{\beta} = \mathbb{E}\| \nabla f(G) \|_2^2/(\mathbb{E} f(G))^2 \), then for any \( \delta \in (0, 1/2) \) we have

\[
\Pr \{ f(G) \leq \delta \mathbb{E} f(G) \} \leq \exp \left\{ -c\delta^2 \left( \frac{1}{\bar{\beta}} \right)^{\frac{\beta}{2}} \left( \frac{1}{L} \right)^{1-\tau(\delta)} \right\},
\]

where \( \tau(\delta) \asymp \delta^2 \).

2. If \( f(G) \in L^2 \) and \( \beta = \text{Var}[f(G)]/(\mathbb{E} f(G))^2 \), then for any \( \delta \in (0, 1/2) \) we have

\[
\Pr \{ f(G) \leq \delta \mathbb{E} f(G) \} \leq \exp \left\{ -c\delta^2 \left( \frac{1}{\beta} \right)^{\omega(\delta)} \left( \frac{1}{L} \right)^{1-\omega(\delta)} \right\},
\]

---

1. We shall make frequent use of the letters \( c, C, c_1, \ldots \) throughout the text for universal constants whose value may change from line to line. We also use the (standard) asymptotic notation: For any two quantities \( Q_1, Q_2 \) we write \( Q_1 \preceq Q_2 \) if there exists universal constant \( c > 0 \) such that \( Q_1 \leq cQ_2 \). We also write \( Q_2 \succeq Q_1 \) if \( Q_1 \preceq Q_2 \). Finally, we write \( Q_1 \asymp Q_2 \) if \( Q_1 \preceq Q_2 \) and \( Q_2 \preceq Q_1 \).

2. A function \( f : \mathbb{R}^n \to \mathbb{R} \) is said to be positively homogeneous if \( f(\lambda x) = \lambda f(x) \) for all \( \lambda > 0 \) and \( x \in \mathbb{R}^n \).
where $\omega(\delta) \approx \delta$.

Let us comment on the above result. Note that under homogeneity, the sub-additivity and the convexity are equivalent notions, thus the functions under discussion are locally Lipschitz and the partial derivatives exist a.e. by Rademacher’s theorem. Some more remarks are in order. The parameter $L$ depends on the choice of the orthonormal basis with respect to which the partial derivatives are considered. Also, let us emphasize that the assertion (1.3) provides better dependence with respect to $\delta$ compared to (1.4), however the parameter $\tilde{\beta}$ is smaller than $\beta$. In particular, we have the following inequalities:

$$\beta \leq \tilde{\beta} \leq 2\pi.$$  

The estimate $\beta \leq \tilde{\beta}$ follows from the Gaussian Poincaré inequality \cite{Cha14} which asserts that any absolutely continuous function $f$ satisfies

$$\text{Var}[f(G)] \leq \mathbb{E}\|\nabla f(G)\|_2^2.$$  

The estimate $\tilde{\beta} \leq 2\pi$ exploit the convexity and the sub-additivity. Indeed; due to these facts we have

$$f(x) \geq f(x+y) - f(y) \geq \langle \nabla f(y), x \rangle,$$

for almost every $y$ and all $x \in \mathbb{R}^n$. Hence, we may write

$$\mathbb{E}\|\nabla f(G)\|_2^2 = \frac{\pi}{2}\mathbb{E}_G (\mathbb{E}_Z(\|\nabla f(G), Z\|))_2 \leq \frac{\pi}{2}\mathbb{E}_G (2\mathbb{E}f(Z))^2 = 2\pi(\mathbb{E}f(Z))^2,$$

where $G, Z$ are independent standard Gaussian vectors.

The reason for the additional statement (1.4) is due to the fact that $\beta$ can be significantly smaller than $\tilde{\beta}$, i.e., up to a factor that depends on the dimension of the ambient space. In order to illustrate that let us revisit the case of the $\ell_\infty$ norm. It is known (see e.g., \cite{Cha14}) that

$$\text{Var}[\|G\|_{\infty}] \leq \frac{1}{\log n}, \quad \|\nabla\|G\|_{\infty}\|_2 = 1, \quad \mathbb{E}\|G\|_{\infty} \leq \sqrt{\log n},$$

hence $\beta(\| \cdot \|_\infty)/\tilde{\beta}(\| \cdot \|_\infty) \approx (\log n)^{-1}$. Following Chatterjee \cite{Cha14} the function $x \mapsto \|x\|_{\infty}$ is superconcentrated since

$$\text{Var}[\|G\|_{\infty}] \ll \mathbb{E}\|\nabla G\|_{\infty}\|_2^2.$$

That said (1.4) becomes significant for “superconcentrated” functions $f$ (see section 2 for further details and precise definitions). However, in this specific example the superconcentration phenomenon is rather poor (in fact (1.4) is worse than (1.3) for all $\delta$) to highlight the usefulness of bound (1.4). Note that, in general, we have

$$\left(\frac{1}{\beta}\right)^{\omega(\delta)}\left(\frac{1}{L}\right)^{1-\omega(\delta)} \geq \left(\frac{1}{\tilde{\beta}}\right)^{\tau(\delta)}\left(\frac{1}{L}\right)^{1-\tau(\delta)} \iff \frac{1}{s(f)} \gg R(f)^{1-\omega(\delta)},$$

where $R(f)$ and $s(f)$ abbreviate the following quantities:

$$R(f) := \sum_{j=1}^n \frac{\|\partial_j f\|_2^2}{\sum_{j=1}^n \|\partial_j f\|_2^2} = \frac{\tilde{\beta}}{L}, \quad s(f) := \frac{\text{Var}[f(G)]}{\mathbb{E}\|\nabla f(G)\|_2^2} = \frac{\beta}{\tilde{\beta}}.$$  

Now the weakness of (1.3) is explained from the estimates $R(\| \cdot \|_\infty) = n$ and $s(\| \cdot \|_\infty) \approx (\log n)^{-1}$.

Another, more striking, example of superconcentration is the $\| \cdot \|_{\text{op}}$ for Gaussian matrices which exhibits polynomial (with respect to the dimension) gap in the Poincaré inequality. On this particular example one can check that the bound in small ball probability provided by (1.4) is significantly smaller than the bound in (1.3) for all $\delta \in (0, c_0)$ for some sufficiently small absolute constant $c_0 > 0$. Indeed, let $f$ be defined on $\mathbb{R}^n$ by $f(G) = \|G\|_{\text{op}}$, where $G = (g_{ij})$ is an $n \times n$ Gaussian matrix (i.e., its entries are i.i.d. standard Gaussian random variables). Then, $f$ is non-negative, convex, and positively homogeneous (in fact $f$ is a norm). In particular, $f(G)^2 = \|G\|_{\text{op}}^2 = \lambda_{\text{max}}(G^* G)$, where $\lambda_{\text{max}}$ stands for the largest eigenvalue. Let $u = u_G$ be the eigenvector (of Euclidean norm 1) that corresponds to the $\lambda_{\text{max}}(G^* G)$. Clearly,

$$G^* G u = \lambda_{\text{max}} u = f(G)^2 u \quad \Rightarrow \quad f^2(G) = \langle G^* G u, u \rangle = \sum_{i=1}^n \left( \sum_{j=1}^n g_{ij} \langle u, e_j \rangle \right)^2.$$  

3
Differentiation with respect to \( y_{ij} \) yields \( f(G)\partial_{ij} f(G) = \langle u, e_j \rangle \langle Gu, e_i \rangle \), which in turn implies that

\[
\sum_{i,j=1}^{n} |\partial_{ij} f(G)|^2 = 1, \quad \text{a.s.}
\]

Moreover, \( u \) is uniformly distributed on \( S^{n-1} \) and \( G \triangleq UG \) for any orthogonal transformation \( U \) (these assertions follow from the invariances of the Gaussian matrix). Hence, one may infer that

\[
\mathbb{E}|\partial_{ij} f(G)| = \mathbb{E} \left[ \frac{|\langle u, e_j \rangle \langle Gu, e_i \rangle|}{f(G)} \right] = (\mathbb{E}|\langle u, e_j \rangle|)^2 \asymp \frac{1}{n}.
\]

It follows that \( R(|| \cdot ||_{op}) \asymp 1 \). On the other hand, known estimates on the variance of the largest eigenvalue (see e.g. [LR10]) yield

\[
\text{Var}[f(G)] = \text{Var}[\lambda_{\text{max}}(G^*G)] \leq Cn^{2/3} \quad \Rightarrow \quad \text{Var}[f(G)] \leq C' n^{-1/3} \quad \Rightarrow \quad s(|| \cdot ||_{op}) \leq C' n^{-1/3},
\]

where we have used the fact that \( \mathbb{E}||G||_{op} \asymp \sqrt{n} \) and the inequality \((\mathbb{E} \xi)^2 \text{Var}(\xi) \leq \text{Var}(\xi^2)\) which is valid for any non-negative random variable \( \xi \). This proves our claim.

The above discussion shows that the bounds (1.3) and (1.4) are incomparable, hence one may ask if (1.4) can be proved with the stronger \( \ell^2 \) dependence \( \delta^2 \). It turns out that this interesting question is closely related to the optimal constant in Talagrand’s \( L^1 - L^2 \) bound [Tal94]; we elaborate further on this in Section 2.

Talagrand’s inequality is vital for our analysis as it provides the mean for quantifying the superconcentration phenomenon. This also demystifies the appearance of the \( \| \partial f \|_{L^1} \) in our bounds. Further tools exploited are: the hypercontractivity of the Ornstein-Uhlenbeck semigroup \((P_t)_{t \geq 0} \), the fact that convexity is preserved under the action of \((P_t)\), and deviation inequalities that are available for convex functions and are formally stronger than (1.1), see e.g. [PV18a].

The argument can be roughly described as follows: First, smoothening via the OU-semigroup endows the function with stronger concentration properties, e.g., \( \text{Var}[P_t f(G)] \) decays exponentially fast with time. In addition, \( P_t f \) well approximates \( f \) and interpolates between \( f = P_0 f \) and \( \mathbb{E}[f(G)] = P_\infty f \) (due to ergodicity), while the expectation remains unaltered during the ensuing motion, i.e. \( \mathbb{E}P_t f(G) = \mathbb{E}f(G) \), for all \( t \geq 0 \). This allows for replacing \( f \) by \( P_t f \) and reduce the problem of estimating \( \mathbb{P}\{f(G) \leq \delta \mathbb{E}f(G)\} \) to a deviation for \( P_t f \). Next, the application of the aforementioned (stronger) deviation estimate for convex functions is not loose in the small deviation regime for \( P_t f \), after specific time \( t \). In other words, \( P_t \) “lifts” \( f \) in order to “slide” the small ball regime of \( f \) to the lower small deviation regime of \( P_t f \). Roughly speaking, we arrive at an inequality of the form

\[
\mathbb{P}\{f(G) < \delta \mathbb{E}f(G)\} \leq \mathbb{P}\{P_t f(G) < \varepsilon(t, \delta) \mathbb{E}P_t f(G)\},
\]

for which one would like to choose \( t \) as large as possible, when \( P_t f \) has almost no deviation. The admissible range for \( \varepsilon(t, \delta) \) determines the specific time \( t \) that has to be chosen with respect to \( \delta \) in order to obtain the desired estimate.

Being interested in dimension-dependent bounds we have to choose the linear structure appropriately in order to optimize the order of magnitude of the parameters (in terms of the dimension) that govern our probabilities. To this end, we consider three positions (linear images of the norm) which will serve for this purpose. The first two are well known in the theory of Banach spaces [Pis89], while the latter is dictated by the bounds on hand and seems to be relatively new. It was first introduced in this context in [PV18a] for settling the problem of optimal dependence in the randomized Dvoretzky theorem. Recall that a norm \( f \) in \( \mathbb{R}^n \) is said to be in \( \ell\text{-position} \) if it satisfies

\[
\mathbb{E}[\langle G, e_i \rangle \partial_i f(G)f(G)] = \frac{\mathbb{E}(f(G))^2}{n}, \quad i = 1, 2, \ldots, n.
\]

A variant of this position is the so-called \( \text{position of minimal} \ M \) which is described by a similar balancing condition

\[
\mathbb{E}[\langle G, e_i \rangle \partial_i f(G)] = \frac{\mathbb{E}f(G)}{n}, \quad i = 1, 2, \ldots, n.
\]
We refer the reader to [GM97] for a detailed discussion on the isotropic conditions of these positions. Finally, a position, which can be naturally addressed in view of our parameter $L$, is the following: We will say that a norm $f$ in $\mathbb{R}^n$ satisfies the $w^{1,p}$-condition \footnote{We name the position after the standard notation is used in Sobolev norms and spaces.} if
\[
\mathbb{E}[\partial_i f(G)^p] = \mathbb{E}[\partial_j f(G)^p], \quad i, j = 1, \ldots, n,
\]
for $p > 0$ (of particular interest for us is the case $p = 1$).

Another important structural notion which will be crucial in our arguments is the unconditionality. A norm $\| \cdot \|$ in $\mathbb{R}^n$ is said to be 1-unconditional, if it satisfies $\| \sum_{i=1}^n \varepsilon_i \alpha_i e_i \| = \| \sum_{i=1}^n \alpha_i e_i \|$ for all scalars $(\alpha_i) \subset \mathbb{R}$ and any choice of signs $\varepsilon_i = \pm 1$.

With this terminology and by employing Theorem 1.1 we prove our second main result:

**Theorem 1.2 (Small ball estimates for norms).** Let $\| \cdot \|$ be a norm in $\mathbb{R}^n$.

1. If $\| \cdot \|$ is 1-unconditional, in the $M$-position, or in the $\ell$-position, or $w^{1,1}$-position, then for any $\delta \in (0, 1/2]$ we have

\[
P \{ \| G \| \leq \delta \mathbb{E} \| G \| \} \leq 2 \exp \left( -cn^{1-C\delta^2} \right),
\]

where $C, c > 0$ are universal constants.

2. If $\| \cdot \|$ is an arbitrary norm in $\mathbb{R}^n$, then there exists a linear invertible map $T$ such that for every $\delta \in (0, 1/2]$ we have

\[
P \{ \| TG \| \leq \delta \mathbb{E} \| TG \| \} \leq 2 \exp \left( -cn^{1/4-C\delta^2} \right),
\]

where $C, c > 0$ are universal constants.

Let us mention that the aforementioned result in the 1-unconditional case is sharp (up to universal constants) as the example of the $\ell_{\infty}$-norm shows; see (1.2). In (1.8) the existence of the linear map $T$ is established by employing topological methods (Borsuk–Ulam theorem) and combinatorial tools based on a dichotomy that exploits a fundamental theorem of Alon and Milman [AMS3]. This technique has been developed in [PV18a] and plays significant role in the present work, too. Unlike the unconditional case, the exponent $1/4$ that we obtain is probably far from being optimal. However any previous known result to us had only polynomial dependence on the dimension in the probability (1.8). To the best of our knowledge this is the first result that establishes small ball probabilities for norms (in some position) with exponential (with respect to the dimension) decay. Let us emphasize that the corresponding large deviation inequality $P\{\parallel TG \parallel \geq (1+t)e\parallel TG \parallel \}$ can hold only with polynomial dependence $n^{-c\max(1,t^2)}$ as the example of $\| \cdot \|_\infty$ shows; see [Sch07] [PV18a] for details.

A variant of the method we develop to attack the problem in the small ball regime enables us to encounter its small deviation counterpart as well. To this end, the smoothing via the Ornstein-Uhlenbeck semigroup is still involved but the main difference now is that instead of applying $P_t$ directly to the norm $f$ we apply it to an appropriately chosen norming set of $f$. We perform a step-by-step procedure (algorithm) based on smoothing and elimination of spiky parts of the norm, which requires at most polynomial number of steps, and allows to deform the original norm to one which almost preserves the mean and enjoys better variance bounds. The final stage of this procedure is completed by an application of the variance-sensitive deviation inequality for convex function from [PV18a]. Following the aforementioned scheme we are able to settle the problem of small deviation for norms in full generality. Namely, we prove the following:

**Theorem 1.3 (Small deviations for norms).** Let $\| \cdot \|$ be a norm in $\mathbb{R}^n$.

1. If $\| \cdot \|$ is 1-unconditional, in the $M$-position, or in the $\ell$-position, or $w^{1,1}$-position, then for any $\varepsilon \in (0, 1/2]$ we have

\[
P \{ \| G \| \leq (1-\varepsilon)\mathbb{E} \| G \| \} \leq 3 \exp \left( -cn\varepsilon^c \right),
\]

where $c > 0$ is a universal constant.
In the general case, there exists an invertible linear map $T$ such that for any $\varepsilon \in (0, 1/2)$ we have
\begin{equation}
P\{|T G| \leq (1 - \varepsilon)E |T G| \} \leq 3 \exp(-cn^2\varepsilon),
\end{equation}
where $c > 0$ is a universal constant.

At this point we want to stress the fact that the above estimates are optimal (up to constants) where the extremal case occurs (again) for the $\| \cdot \|_\infty$. For the related estimate in the $\ell_\infty$ we refer the reader to [Sch07].

Our initial motivation to study this type of questions stems from the attempt to gain better understanding for the local Euclidean structure in high-dimensional normed spaces. Notably, the first groundbreaking application of the concentration of measure in the asymptotic theory of normed spaces is the seminal work of V. Milman [Mil71] which provides a randomized version of the celebrated theorem of Dvoretzky [Dvo61],

For $E$ being a norm in $\mathbb{R}^n$ we refer the reader to [Sch07].

The randomized Dvoretzky theorem, as was put forth by V. Milman in [Mil71], was also the motivation in the work of Klartag and Vershynin [KV07], who established the following remarkable phenomenon: If one is interested only in the lower estimate of (1.12) then subspaces of higher dimension may occur. Namely, they have shown that there exists a parameter $d = d(\| \cdot \|)$, which is a priori at least as large as the Dvoretzky number, and has the following property: if $m \leq cd$ then for the random $m$-dimensional subspace $E$ one has
\begin{equation}
c\|E \|_n \|y\|_2 \leq \|y\|_n \|y\|_2, \quad y \in E.
\end{equation}

The latter applied for $\| \cdot \|_\infty$ and taking into account $k(\| \cdot \|_\infty) \asymp \log n$ yields that the $c_\infty$ is $E = (\mathbb{R}^n, \| \cdot \|_\infty)$ admits $k$-dimensional subspaces, with $k \asymp \log n$, which are $C$-isomorphic to the Euclidean space $\ell^2_k = (\mathbb{R}^k, \| \cdot \|_2)$ and this is optimal as was shown in [PLM77].

Building on their work and employing Theorem 1.2 we are able to give polynomial (as opposed to the previously known logarithmic) bounds of (almost) optimal order for the parameter $d(f, \delta)$. These estimates lead to the following one-sided randomized Dvoretzky theorem:

**Theorem 1.4** (lower $\ell_2$-estimates). Let $\| \cdot \|$ be a norm in $\mathbb{R}^n$.

1. If $\| \cdot \|$ is 1-unconditional in the $\ell$-position or in the $w^{1, 1}$-position, then for any $\delta \in (0, 1/2)$ and $k \leq cn^{1-C}\delta^2$, the random $k$-dimensional subspace $E$ of $\mathbb{R}^n$ satisfies
\begin{equation}
\|y\| \geq c\|E \|_n \|y\|_2, \quad y \in E,
\end{equation}

with probability greater than $1 - e^{-cn^{1-C}\delta^2}$.

2. In the general case, there exists an invertible linear map $T$ with the following property: for any $\delta \in (0, 1/2)$ and $m \leq cn^{1/4-C}\delta^2$, the random $m$-dimensional subspace $F$ of $\mathbb{R}^n$ satisfies
\begin{equation}
\|Ty\| \geq c\|E \|_n \|y\|_2, \quad y \in F,
\end{equation}

with probability greater than $1 - e^{-cn^{1/4-C}\delta^2}$, where $C, c > 0$ are universal constants.
The rest of the paper is organized as follows: In Section 2 we recall the main tools for Gaussian measure and lay them out carefully, in order to assemble them into the proof of the general lower deviation estimates, thus establishing Theorem 1.1. We provide two variants of the method: Theorem 2.7 and Theorem 2.10.

In Section 3 we discuss applications of the aforementioned lower deviations in the framework of normed spaces, establishing Theorem 1.2 (Theorem 3.4, Theorem 3.5, Theorem 3.14), and Theorem 1.4 (Theorem 3.21). Finally, in Section 4 we prove Theorem 1.3 (Theorem 4.2 and Theorem 4.1).
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2. LOWER DEVIATIONS WITH RESPECT TO GLOBAL PARAMETERS

In this section we introduce a general method (see §2.4) for proving small ball probability estimates for convex, positively homogeneous functions. We provide two variants of the method. The first uses the hypercontractivity property of the Gaussian measure; the second is based on the superconcentration phenomenon, whereas both of them depend heavily on the convexity properties of the underlying function. The convexity ensures that the function deviates less below the median and this becomes even more drastic when the function is proportionally smaller than its mean. We begin with the background material on the Gaussian tools that we will need for proving the aforementioned results. Let us emphasize that all functions considered in the sequel are convex, therefore locally Lipschitz. Hence, by Rademacher theorem they are differentiable a.e. Therefore, the quantities $E\|\nabla f(G)\|_2^2$, $E|\partial_i f(G)|$, . . . , are meaningful without further smoothness assumption.

2.1. Gaussian deviation inequalities for convex functions. For context let us recall the fact that for any convex function the deviation below the median is smaller than the deviation above the median with respect to the Gaussian measure $\gamma_n$:

$$\mathbb{P}\{f(G) \leq \text{med}(f) - t\} \leq \mathbb{P}\{f(G) \geq \text{med}(f) + t\}, \quad t > 0, \quad G \sim N(0, I_n).$$

A rigorous proof of this fact can be given by employing Ehrhard’s inequality [Ehr83] (see [Val19] for the details). However, the inequality (2.1) does not give any information how this skew behavior can be quantified. To this end, there exist one-sided deviation inequalities which improve upon the classical deviation inequality (1.4), when the function under consideration is additionally convex.

An inequality of this type can be traced back to the works of Samson [Sam03] and Bobkov-Götze [BG99] (see also [PV19] §5.2). It essentially states that one may replace in the lower tail in (1.1) the Lipschitz constant of $f$ by $(E\|\nabla f(G)\|_2^2)^{1/2}$. Note that for any Lipschitz function one has

$$\mathbb{E}\|\nabla f(G)\|_2^2 \leq \text{Lip}(f)^2.$$ 

The precise statement is the following:

**Theorem 2.1** (isoperimetry+convexity). For any convex map $f : \mathbb{R}^n \to \mathbb{R}$ with $\|\nabla f\|_2 \in L^2(\gamma_n)$, we have

$$\mathbb{P}\left\{ f(G) \leq \mathbb{E}f(G) - t \left( \mathbb{E}\|\nabla f(G)\|_2^2 \right)^{1/2} \right\} \leq e^{-t^2}, \quad t > 0,$$

where $G$ is the standard Gaussian vector in $\mathbb{R}^n$.

Let us mention that this inequality is obtained by melting together the Gaussian isoperimetry and the convexity properties of the function. In fact, it holds true for a much larger class of measures, e.g. for all measures satisfying a logarithmic Sobolev inequality. We refer the reader to [Led01] Chapter 6] and the references therein for related notions.

Another inequality of this type was recently established in [PV18b]. For convex functions, one may replace the $L^2$-norm of the gradient by the variance of the function. More precisely, we have the following:

**Theorem 2.2** (convexity+convexity). Let $f$ be a convex map in $L^2(\gamma_n)$. Then, we have

$$\mathbb{P}\left\{ f(G) \leq \mathbb{E}f(G) - t\sqrt{\text{Var}[f(G)]} \right\} \leq e^{-t^2/100}, \quad t > 0,$$
where $G$ is the standard Gaussian vector in $\mathbb{R}^n$.

Note that, in the light of the Gaussian Poincaré inequality (1.5), the estimate (2.4) improves considerably upon (2.3). Moreover, there exist classical examples which indicate that the variance can be dramatically smaller than $\mathbb{E}[\| \nabla f(G) \|^2]$ or $\text{Lip}(f)^2$ (see [PVZ17, LT17, Val19, Cha14]). Let us emphasize the fact that, the aforementioned variance-sensitive inequality is strongly connected with the Gaussian convexity, via Ehrhard’s inequality, and it is not known if holds true for other than Gaussian-like distributions, see [PV18b, Theorem 2.2], [PV19, Theorem 5.6] and [Val19 §2.1.3].

In many problems, one is interested in studying the small deviation from the mean (or the median) of a positive convex function $f$, that is

$$
\mathbb{P}\{ f(G) \leq (1-\varepsilon)\mathbb{E}[f(G)] \}, \quad 0 < \varepsilon < 1.
$$

This probability can be estimated by using either (2.3) or (2.4) to obtain

$$
\mathbb{P}\{ f(G) \leq (1-\varepsilon)\mathbb{E}[f(G)] \} \leq \exp\left(-\frac{\varepsilon^2}{2} \beta(f) \right), \quad 0 < \varepsilon < 1, \quad \beta(f) := \frac{\mathbb{E}[\| \nabla f(G) \|^2]}{(\mathbb{E}[f(G)])^2},
$$

in the first case, and

$$
\mathbb{P}\{ f(G) \leq (1-\varepsilon)\mathbb{E}[f(G)] \} \leq 2 \exp\left(-\varepsilon^2 \beta(f) \right), \quad 0 < \varepsilon < 1, \quad \beta(f) := \frac{\mathbb{E}[f(G)]}{(\mathbb{E}[f(G)])^2},
$$

in the latter case. If $f$ is Lipschitz, by taking into account (1.5) and (2.2) we infer that

$$
\frac{(\mathbb{E}[f(G)])^2}{\text{Lip}(f)^2} = k(f) \leq \frac{1}{\beta(f)} \leq \frac{1}{\beta(\theta)},
$$

where $f(k)$ is the Dvoretzky number of $f$ and $\beta(f)$ is referred to as the normalized variance (see e.g. [PV18b]). Furthermore, if $f$ is additionally a norm one may easily check (see e.g. [PV19]) that

$$
n \approx k(|| \cdot ||_2) \geq k(f) \geq k(|| \cdot ||_1) = 2/\pi, \quad \beta(f) \geq \beta(|| \cdot ||_2) \approx 1/n,
$$

where $\theta$ is some (any) unit vector.

2.2. Talagrand’s $L^1 - L^2$ bound. As we have already reviewed in the Introduction there exist several key situations where $\mathbb{E}[f(G)] \ll \mathbb{E}[\| \nabla f(G) \|^2]$ (e.g., $f(x) = ||x||_\infty$). Following Chatterjee [Cha14 Definition 3.1], we will say that an absolutely continuous function $f : \mathbb{R}^n \to \mathbb{R}$ is $\varepsilon_n$-superconcentrated, for some $\varepsilon_n \in (0,1)$, if we have

$$
\mathbb{E}[f(G)] \leq \varepsilon_n \mathbb{E}[\| \nabla f(G) \|^2].
$$

In view of the above, we may define the superconcentration constant of $f$ (see also [Val19]) by

$$
s(f) := \frac{\mathbb{E}[f(G)]}{\mathbb{E}[\| \nabla f(G) \|^2]},
$$

Although superconcentration occurs quite often, unfortunately, not many methods for establishing it are available. Hence, it is of great importance to develop general approaches for quantifying this phenomenon efficiently. A way for proving superconcentration is via Talagrand’s inequality [Tal94], which improves upon the classical Poincaré inequality (1.3).

Theorem 2.3 (Talagrand). For any absolutely continuous function $f : \mathbb{R}^n \to \mathbb{R}$, we have

$$
\mathbb{E}[\| \partial_i f \|^2_L] \leq C \sum_{i=1}^{n} \frac{\| \partial_i f \|^2_{L^2}}{1 + \log (\| \partial_i f \|^2_{L^2}/\| \partial_i f \|^2_{L^1})},
$$

where $\partial_i f$ stands for the $i$-th partial derivative of $f$.

In the study of the asymptotic theory of finite-dimensional normed spaces, Talagrand’s inequality and the superconcentration phenomenon were put forward in [PVZ17]. The authors there, invoke (2.11) to prove that the $\ell_p$-norms are superconcentrated for $p > \log n$ and to establish sharp concentration inequalities for this range of $p$. Soon after, the inequality was used in [Tik18] for proving that every 1-unconditional norm, in $\ell$-position, has concentration at least as good as the $\ell_\infty$-norm. Subsequently, it was exploited in [PV18a], to show that every norm admits an invertible linear image with concentration at least as good as the $\ell_\infty$-norm.
In the present work we will use Talagrand’s inequality, to give an upper bound for the superconcentration constant, in the following form:

**Corollary 2.4.** Let $f$ be a smooth function on $\mathbb{R}^n$. For the following parameters:

\[
(2.12) \quad s(f) := \frac{\text{Var}[f(G)]}{\mathbb{E}\|\nabla f(G)\|^2}, \quad R(f) := \frac{\mathbb{E}\|\nabla f(G)\|_2^2}{\sum_{j=1}^n \|\partial_j f\|_{L^1}^2},
\]

we have

\[
(2.13) \quad \frac{2}{s(f)} \geq \alpha \log R(f),
\]

where $\alpha > 0$ is a universal constant.

This estimate follows from Talagrand’s inequality with an appropriate application of Jensen’s inequality (see e.g. [Cha14, Chapter 5] for the details). Since an explicit constant is required for our approach (see Remark 2.14), we provide a proof at the end of § 2.4.2 which yields $\alpha = 1$. The proof is nothing more than a repetition of the existing argument in [Cha14, Chapter 5], or [BKS03], with a careful bookkeeping of the constants in each computational stage.

Let us point out that Talagrand [Tal94] proved (2.11) for the uniform probability measure on the Hamming cube. An alternative approach was presented by Benjamini, Kalai and Schramm in [BKS03]. Both approaches rest on the Bonami-Beckner hypercontractive inequality and therefore (2.11) holds true for any hypercontractive measure, see e.g. [CEL12]. An explicit proof of the Gaussian version (Theorem 2.3) can be found in [CEL12] or [Cha14, Chapter 5]. Our approach also depends on the hypercontractive property of the Gaussian measure. We recall some basic facts in the next paragraph.

### 2.3. Ornstein-Uhlenbeck semigroup

The hypercontractive property of the Gaussian measure can be expressed in terms of the associated Ornstein-Uhlenbeck semigroup (OU-semigroup). Let us first recall the definition. For any $f \in L^1(\gamma_n)$ we define

\[
(2.14) \quad P_t f(x) = \mathbb{E}_f \left( e^{-t} x + \sqrt{1 - e^{-2t}} G \right), \quad x \in \mathbb{R}^n, \quad t \geq 0,
\]

where $G$ is the standard Gaussian vector in $\mathbb{R}^n$. It is known that $P_t f$ is solution of the following heat equation:

\[
(2.15) \quad \begin{cases} 
\partial_t u = \mathcal{L} u \\
u(x, 0) = f
\end{cases},
\]

where $\mathcal{L}$ stands for the generator of the semigroup, that is $\mathcal{L} u = \Delta u - \langle x, \nabla u \rangle$ for sufficiently smooth functions $u$. For background material on the OU-semigroup we refer the reader to [BGL14]. In the next lemma we collect several properties of the semigroup $(P_t)_{t \geq 0}$ that will be useful in our approach.

**Lemma 2.5.** The Ornstein-Uhlenbeck semigroup $(P_t)_{t \geq 0}$ enjoys the following properties:

1. $P_0 f(x) = f(x)$ and $P_\infty f(x) = \lim_{t \to \infty} P_t f(x) = \mathbb{E}[f(G)]$, $x \in \mathbb{R}^n$.
2. If $f$ is smooth, then for each $i \leq n$ we have $\partial_i (P_t f) = e^{-t} P_t (\partial_i f)$.
3. $\mathbb{E} P_t f(G) = \mathbb{E} f(G)$.
4. If $f \geq 0$, then $P_t f \geq 0$.
5. For every $1 \leq p \leq \infty$ we have that $P_t : L^p \to L^p$ is a linear contraction.
6. If $f$ is convex, then $P_t f$ is also convex.

These properties can be easily verified from the definition of the OU-semigroup. Alternatively, proofs of these facts can be found, e.g., in [Led01, Chapter 5] or [BGL14]. Let us emphasize that while the properties (1)-(5) are satisfied by a fairly general class of Markov semigroups (see e.g. [BGL14]), property (6) depends crucially on the fact that the OU-semigroup admits the integral representation (2.11) with respect to the
Mehler kernel. Indeed, for any \( \lambda \in [0, 1] \) and \( x, y \in \mathbb{R}^n \) we may write
\[
P_t f((1 - \lambda)x + \lambda y) = E \left[ f \left( e^{-t} ((1 - \lambda)x + \lambda y) + \sqrt{1 - e^{-2t} G} \right) \right]
\[
= E \left[ f \left( (1 - \lambda) \left( e^{-t} x + \sqrt{1 - e^{-2t} G} \right) + \lambda \left( e^{-t} y + \sqrt{1 - e^{-2t} G} \right) \right) \right]
\[
\leq E \left[ (1 - \lambda) f \left( e^{-t} x + \sqrt{1 - e^{-2t} G} \right) + \lambda f \left( e^{-t} y + \sqrt{1 - e^{-2t} G} \right) \right]
\[
= (1 - \lambda) P_t f(x) + \lambda P_t f(y),
\]
where we have used the convexity of \( f \) pointwise.

The fact that \( P_t \) is a linear contraction admits an improvement by, roughly speaking, relaxing the integrability assumption in the domain. This important property of the Ornstein-Uhlenbeck semigroup called hypercontractivity is due to Nelson [Nel67]. We have the following:

**Theorem 2.6** (Nelson). Let \( f : \mathbb{R}^n \to \mathbb{R} \) be a function and let \( 1 < p \leq q \). Then, for any \( t \geq 0 \) with \( q \leq 1 + e^{2t}(p - 1) \), we have
\[
\|P_t f\|_{L^2(q_\eta)} \leq \|f\|_{L^p(\eta_\gamma)}.
\]

Gross [Gro75] showed that the hypercontractive property is intimately connected to the logarithmic Sobolev inequality. In particular, he proved that a probability measure is hypercontractive if and only if satisfies a logarithmic Sobolev inequality. See also [BGL14, Chapter 5].

### 2.4. Smoothening convex functions.

We are now ready to present the proofs of the new small ball estimates announced in the Introduction (Theorem 1.1) in terms of the parameters \( \beta \) and \( \tilde{\beta} \).

#### 2.4.1. From hypercontractivity to small ball estimates.

Recall that for any smooth function \( f \) with \( E[f(G)] \neq 0 \) we define
\[
\dot{\tilde{\beta}}(f) = \frac{E[\|\nabla f(G)\|^2]}{(E[f(G)])^2}.
\]

Our goal is to prove the following small ball estimate:

**Theorem 2.7.** Let \( f : \mathbb{R}^n \to [0, \infty) \) be a positively homogeneous, convex map with \( \|\nabla f\|_2 \in L^2(\eta_\gamma) \) and let \( \tilde{\beta} = \dot{\tilde{\beta}}(f) \). Suppose that for some \( L > 0 \) we have
\[
\sum_{j=1}^{n} \|\partial_j f\|^2_{L^2(\eta_\gamma)} \leq L(E[f(G)])^2.
\]

Then, for any \( \delta \in (0, 1/2) \) we have
\[
P \left\{ f(G) \leq \delta E[f(G)] \right\} \leq \exp \left\{ -c \delta^2 \left( \frac{1}{\beta} \right)^{\tau(\delta)} \left( \frac{1}{L} \right)^{1-\tau(\delta)} \right\},
\]
where \( \tau(\delta) \propto \delta^2 \).

Next proposition is the key observation.

**Proposition 2.8.** Let \( f \) be a function with \( \|\nabla f\|_2 \in L^2 \) and let \( L > 0 \) be such that
\[
\sum_{j=1}^{n} \|\partial_j f\|^2_{L^2(\eta_\gamma)} \leq L(E[f(G)])^2.
\]

Then, for all \( t \geq 0 \) we have
\[
\frac{1}{\beta(P_t f)} \geq e^{2t} \left( \frac{1}{\beta(f)} \right)^{\frac{2t}{2t+2t}} \left( \frac{1}{L} \right)^{\frac{1-2t}{1+2t}}.
\]

For the proof we will need the following lemma which is a consequence of Nelson’s hypercontractivity.
Lemma 2.9. Let $h$ be a function in $L^2$. Then, for all $t \geq 0$ one has
\begin{equation}
\|P_t h\|_{L^2} \leq \|h\|_{L^2} \left( \frac{\|h\|_{L^1}}{\|h\|_{L^2}} \right)^{\tanh t}.
\end{equation}

Proof. Using the hypercontractivity (Theorem 2.6) we get
\begin{equation}
\|P_t h\|_2 \leq \|h\|_p, \quad p = 1 + e^{-2t}.
\end{equation}

By Hölder's inequality we derive
\begin{equation}
\|h\|_p^p \leq \|h\|_2^{2-p} \|h\|_2^{2(p-1)}.
\end{equation}

The result follows. \hfill \Box

Now we turn to proving the key proposition. The argument we follow can be traced back to [BKS03] (see also [Cha14, Theorem 5.1]):

Proof of Proposition 2.8. Let $A_i = \|\partial_i f\|_{L^2}$ and $a_i = \|\partial_i f\|_{L^1}$. We may write
\begin{equation}
\mathbb{E}\|\nabla(P_tf)\|_2^2 = e^{-2t} \sum_{i=1}^n \|P_t(\partial_i f)\|_2^2 \leq e^{-2t} \sum_{i=1}^n A_i^2 \left( \frac{a_i^2}{A_i} \right)^{\tanh t},
\end{equation}

where we have also used Lemma 2.9. Note that the function $u \mapsto u^{\tanh t}$, $u > 0$ is concave, thus Jensen’s inequality implies
\begin{equation}
\sum_{i=1}^n A_i^2 \left( \frac{a_i^2}{A_i} \right)^{\tanh t} \leq \mathbb{E}\|\nabla f\|_2^2 \left( \mathbb{E}\|\nabla f\|_2^2 \right)^{\tanh t}.
\end{equation}

Combining (2.20) with (2.21) we arrive at
\begin{equation}
\mathbb{E}\|\nabla(P_tf)\|_2^2 \leq e^{-2t} \mathbb{E}\|\nabla f\|_2^2 R(f)^{-\tanh t},
\end{equation}

where $R(f)$ was defined in (2.12). Dividing both sides with $(\mathbb{E}[f(G)])^2$, using the assumption and the definition of $\tilde{\beta}(f)$, the above estimate yields
\begin{equation}
\tilde{\beta}(P_tf) \leq e^{-2t} \tilde{\beta}(f) \left( \frac{L}{\beta(f)} \right)^{\tanh t},
\end{equation}

as required. \hfill \Box

Now we turn to proving our first main result in this section.

Proof of Theorem 2.7. Since $f$ is positively homogeneous and convex it is also sub-additive, hence
\begin{equation}
P_tf(x) \leq e^{-t}f(x) + \sqrt{1 - e^{-2t}} \mathbb{E}f(G), \quad x \in \mathbb{R}^n, \quad t \geq 0.
\end{equation}

We fix $\delta \in (0, 1/2)$. For any $t > 0$, using Theorem 2.1 we may write
\begin{equation}
\mathbb{P} \left( f(G) \leq \delta \mathbb{E}f(G) \right) \leq \mathbb{P} \left( P_t f(G) \leq \left( \delta e^{-t} + \sqrt{1 - e^{-2t}} \right) \mathbb{E}[P_t f(G)] \right) \leq \exp \left( -c \varepsilon(t)^2 / \tilde{\beta}(P_tf) \right),
\end{equation}

provided that
\begin{equation}
\varepsilon(t) := 1 - \delta e^{-t} - \sqrt{1 - e^{-2t}} = e^{-t} \left( \frac{e^{-t}}{1 + \sqrt{1 - e^{-2t}} - \delta} \right) > 0.
\end{equation}

We select time $t_0 = t_0(\delta) > 0$ such that
\begin{equation}
\frac{e^{-t_0}}{1 + \sqrt{1 - e^{-2t_0}}} = 2\delta.
\end{equation}

For this choice we have $e^{-t_0} \simeq \delta$ and by taking into account Proposition 2.8 we conclude with
\begin{equation}
\tau(\delta) = \frac{2e^{-2t_0}}{1 + e^{-2t_0}} \simeq \delta^2.
\end{equation}

The proof is complete. \hfill \Box
2.4.2. From superconcentration to small ball estimates. Recall the definition of the parameter $\beta$. For any smooth function $f$ with $\mathbb{E} f \neq 0$ we have

$$\beta(f) = \frac{\text{Var}[f(G)]}{(\mathbb{E}[f(G)])^2}.$$  

The main result of this section is the following variant of Theorem 2.4.

**Theorem 2.10.** Let $f : \mathbb{R}^n \to [0, \infty)$ be a positively homogeneous, convex function in $L^2(\gamma_n)$ and let $\beta = \beta(f)$. Suppose that

$$\sum_{j=1}^n \|\partial_j f\|_2^2 \leq L(\mathbb{E}[f(G)])^2, \quad L > 0.$$  

Then, for any $\delta \in (0, 1/2)$ we have

$$\mathbb{P} \{ f(G) \leq \delta \mathbb{E}[f(G)] \} \leq \exp \left\{ -c_2 \delta^2 \left( \frac{1}{\beta} \right) \left( \frac{1}{L} \right)^{1-\omega(\delta)} \right\},$$  

with $\omega(\delta) \leq \delta^\alpha$ and $\alpha$ is the constant from Corollary 2.4.

The proof follows the same lines as in the previous paragraph with the appropriate modifications. Unlike the previous expression, this approach exploits the exponential decay of the variance along the flow $P_t$ as was previously discussed in the Introduction. More precisely, for any Markov semigroup $P_t$ with invariant measure $\mu$ one has

$$\text{Var}(P_t f) \leq e^{-2\lambda_1 t} \text{Var}(f), \quad t \geq 0,$$  

where $\lambda_1$ is the spectral gap of $\mu$. This well known property can be found in any classical text concerned with semigroup tools, see e.g. \[Led00, BGL14\]. However, this dimension free estimate cannot later provide dimension dependent bounds of the right order of magnitude, which is the central theme of this work due to the conjectured extreme case of $\ell_\infty$-norm. Note that the latter is genuinely high-dimensional functional whereas (2.21) takes into account the extremals in Poincaré inequality, i.e. linear functionals. In other words, the bound in terms of $\lambda_1$ is the worst case scenario amongst the ones we have to encounter in the light of

$$\lambda_1(\mu) = \inf \left\{ \frac{1}{s_\mu(f)} : f \text{ smooth, nonconstant} \right\}.$$  

By carefully revisiting the proof of (2.24) we see that something more is true, which fixes this sub-optimality issue. That said, the proof of the next lemma is standard and can be found implicitly in \[Led00, BGL14\]. Since the formulation we need is not explicitly stated there, we shall include a (sketch of) proof for reader’s convenience.

**Lemma 2.11.** Let $f$ be in $L^2(\gamma_n)$. We define $v(t) = \text{Var}[P_t f(G)]$ and $s(t) = s(P_t f)$. Then, we have the following properties:

i. $v'(t) = -2\mathbb{E} \|\nabla(P_t f)\|_2^2.$

ii. $v'(t) s(t) = -2v(t)$, hence for all $t \geq 0$ we have

$$v(t) = v(0) \exp \left( -2 \int_0^t \frac{dz}{s(z)} \right).$$

iii. $v(t)$ is log-convex and hence, $s(t)$ is nondecreasing.

*Proof. (Sketch).* Since all assertions include shift invariant quantities we may assume without loss of generality that $\mathbb{E} f = 0$. Thus, $v(t) = \mathbb{E} (P_t f)^2$ and differentiation in terms of $t$, under the integral sign, yields

$$\frac{dv}{dt} = \frac{d}{dt} \left( \mathbb{E} (P_t f)^2 \right) = 2\mathbb{E} [P_t f \mathcal{L} P_t f] = -2\mathbb{E} (\nabla P_t f, \nabla P_t f) = -2\mathbb{E} \|\nabla(P_t f)\|_2^2,$$

where we have used that $P_t$ solves the heat equation (2.15) and the generator $\mathcal{L}$ satisfies the integration by parts formula, i.e. $\mathbb{E} (u \nabla v) = -\mathbb{E} (\nabla u, \nabla v)$ for $u, v$ smooth functions. The second assertion readily follows. For the log-convexity of $t \mapsto v(t)$ note that

$$\frac{d^2 v}{dt^2} = \frac{d}{dt} \left( 2\mathbb{E} [P_{2t} f \mathcal{L} f] \right) = 4\mathbb{E} \left[ \mathcal{L} P_{2t} f \mathcal{L} f \right] = 4\mathbb{E} \left[ (\mathcal{L} P_t f)^2 \right].$$
where we have used the fact that $P_t$ and $L$ commute and that $P_t$ is self-adjoint. The third assertion now follows by the Cauchy-Schwarz inequality. For more details we refer the reader to [BGL14, p.183-184].

**Remark 2.12.** The above lemma provides a link between the superconcentration phenomenon and the variance decay, during the ensuing motion. This can be viewed as an alternative definition to the superconcentration. Alternative (equivalent) definitions (via the gap in Poincaré inequality or in connection with chaos) can be found in [Cha14, Chapter 3 & 4].

We will need the next proposition, which is the analogue of Proposition 2.8 in terms of the parameter $\beta(f)$. For the proof we employ Corollary 2.4 which we take for granted until we prove it (with $\alpha = 1$) at the end of this section.

**Proposition 2.13.** Let $f \in L^2(\gamma_n)$ be a smooth function and let $L > 0$ such that

$$\sum_{j=1}^{n} \|\partial_jf\|^2_{L^1} \leq L(Ef(G))^2.$$ 

Then, for all $t \geq 0$ we have

$$\frac{1}{\beta(P_tf)} \geq e^{\beta - 2} \left( \frac{1}{\beta(f)} \right) \exp \left( \frac{1}{L} \right) - e^{-\alpha t},$$

where $\alpha$ is the constant from Corollary 2.4.

**Proof.** To ease the notation we set $\beta(t) = \beta(P_tf)$ and $\beta = \beta(f)$. First, note that Lemma 2.11 yields

$$\frac{1}{\beta(t)} = \frac{1}{\beta} \exp(\psi(t)), \quad \psi(t) := 2 \int_0^t dz.$$ 

Next, we employ Corollary 2.4 to link $s(t)$ with $\beta(t)$. To this end, it suffices to bound from below the parameter $R(t) = R(P_tf)$. Indeed; we have

$$R(t) = \frac{E\|\nabla(P_tf)(G)\|^2}{\sum_j \|\partial_j(P_tf)\|^2_{L^1}} \geq \frac{E\|\nabla(P_tf)(G)\|^2}{e^{-2t} \sum_j \|\partial_jf\|^2_{L^1}} \geq \frac{\beta \var(Ef(G))}{L(Ef(G))^2} = \frac{\beta(t)}{L},$$

where we have also used Lemma 2.5 and the Poincaré inequality (1.5). Whence, we obtain

$$\psi'(t) = \frac{2}{s(t)} \geq \alpha \log(e^{2t} \beta(t)/L).$$

Inserting (2.25) into (2.26) we obtain

$$\psi'(t) \geq \alpha \log \left( \frac{\beta}{L} e^{2t-\psi(t)} \right) \Rightarrow \psi'(t) + \alpha \psi(t) \geq 2at + \alpha \log(\beta/L).$$

Integrating the above in $[0, t]$ we find

$$e^{\alpha t} \psi(t) = \int_0^t e^{\alpha z} (\psi'(z) + \alpha \psi(z)) \, dz \geq \int_0^t e^{\alpha z} (2az + \alpha \log(\beta/L)) \, dz$$

$$= 2te^{\alpha t} - \frac{2}{\alpha} (e^{\alpha t} - 1) + (e^{\alpha t} - 1) \log(\beta/L)$$

$$= 2te^{\alpha t} + (e^{\alpha t} - 1) \log(e^{-2/\alpha} \beta/L).$$

It follows that

$$\psi(t) \geq 2t + (1 - e^{-\alpha t}) \log(e^{-2/\alpha} \beta/L), \quad t \geq 0.$$ 

Plug the latter in (2.25) we arrive at

$$\frac{1}{\beta(t)} \geq e^{\beta - 2} \left( \frac{\beta}{\beta(e^{2/\alpha} L)} \right) 1 - e^{-\alpha t} \Rightarrow \frac{1}{\beta(t)} \geq e^{\beta t} \left( \frac{1}{\beta} \right) e^{-\alpha t} \left( \frac{\beta}{e^{2/\alpha} L} \right) 1 - e^{-\alpha t},$$

as required. \qed

Now we turn to proving our second main result.
Proof of Theorem 2.10. The proof follows the same lines as before: For \( \delta \in (0, 1/2) \) and \( t > 0 \) we have
\[
P \{ f(G) \leq \delta \mathbb{E} f(G) \} \leq \exp \left( -c_\delta (t)^2 / \beta(t) \right),
\]
provided that
\[
\varepsilon(t) := 1 - \delta e^{-t} - \sqrt{1 - e^{-2t}} = e^{-t} \left( \frac{e^{-t}}{1 + \sqrt{1 - e^{-2t}}} - \delta \right) > 0.
\]
Selecting time \( t_0 = t_0(\delta) > 0 \) such that
\[
\frac{e^{-t_0}}{1 + \sqrt{1 - e^{-2t_0}}} = 2\delta,
\]
and taking into account Proposition 2.13, we conclude with \( \omega(\delta) = \exp(-\alpha t_0) \propto \delta^\alpha \).

Remark 2.14. The above argument demonstrates that the optimal constant \( \alpha_{\text{opt}} \) in inequality 2.13 is directly connected with the dependence of \( \delta \) in the small ball estimate established in Theorem 2.10. We show below that \( \alpha_{\text{opt}} \geq 1 \) and an a posteriori examination shows that \( \alpha_{\text{opt}} \leq 2 \), at least in the case of even functions. If happens \( \alpha_{\text{opt}} = 2 \), then Theorem 2.7 is of course redundant. However, we are not aware of the value \( \alpha_{\text{opt}} \) as of this writing. Until this interesting question is clarified the two results are incomparable as we have already explained in the Introduction.

Proof of Corollary 2.4. (with \( \alpha = 1 \)). Recall estimate (2.22),
\[
\mathbb{E} \| \nabla (P_t f) \|^2 \leq e^{-2t} \mathbb{E} \| \nabla f \|^2 R(f)^{-\tanh t}, \quad t \geq 0.
\]
Integrating the latter and taking into account the fact that
\[
\text{Var}[f(G)] = v(0) = - \int_0^{\infty} v'(t) \, dt = 2 \int_0^{\infty} \mathbb{E} \| \nabla (P_t f) \|^2 \, dt,
\]
which follows from Lemma 2.5, we get
\[
s(f) \leq 2 \int_0^{\infty} e^{-2t} R(f)^{-\tanh t} \, dt = 2 \int_0^{\infty} e^{-2t} e^{-x \tanh t} \, dt,
\]
where \( x := \log R(f) \geq 0 \). The following easy fact from calculus completes the proof:

Fact. For \( x > 0 \) one has
\[
J(x) := \int_0^{\infty} e^{-2t} e^{-x \tanh t} \, dt < \frac{1}{x}, \quad J(x) \sim 1/x, \quad x \to \infty.
\]

Proof of Fact. Apply the change of variable \( z = \tanh t \) to get
\[
J(x) = \int_0^{1} \frac{1}{(1 + z)^2} e^{-xz} \, dz.
\]
Integration by parts yields
\[
xJ(x) = 1 - \frac{e^{-x}}{4} - 2 \int_0^{1} \frac{e^{-xz}}{1 + z^2} \, dz < 1.
\]
Moreover, \( xJ(x) \sim 1 \) as \( x \to \infty \) which shows that the universal constant \( \alpha = 1 \) we obtain, in terms of the integral \( J(x) \), is asymptotically optimal.

3. Applications to asymptotic geometric analysis

In this section we apply Theorem 2.7 to derive optimal small ball estimates in normed spaces in terms of the underlying dimension. Since our study takes into account the unconditional structure of the norm, both explicitly and implicitly, we begin with some auxiliary results in this context. Our approach blends with analytic techniques hence, in several instances, the norm under study is required to be smooth enough. In order to ease the exposition we assume throughout the section, without loss of generality, that the norms are sufficiently smooth; the general case follows by a standard approximation argument, as described e.g., in [PV1]. Let us point out that in the case of unconditional norms the smooth approximation can be arranged in order to preserve the unconditionality.
3.1. **Unconditional structure.** Let $\| \cdot \|$ be a norm on $\mathbb{R}^n$ and let $(b_i)$ be a basis. Following [FJS0], we define the unconditional constant of the norm with respect to the basis, denoted by $\text{unc}(\| \cdot \|, \{b_i\})$, to be the least $r > 0$ such that

$$\left\| \sum_{i=1}^{n} \varepsilon_i \alpha_i b_i \right\| \leq r \left\| \sum_{i=1}^{n} \alpha_i b_i \right\|,$$

(3.1)

for all choices of signs $\varepsilon_i = \pm 1$ and all scalars $(\alpha_i) \subset \mathbb{R}$. Note that $\text{unc}(\| \cdot \|, \{b_i\}) \geq 1$ for any basis $\{b_i\}$. Next, one defines

$$\text{unc}(\mathbb{R}^n, \| \cdot \|) := \inf \{ \text{unc}(\| \cdot \|, \{b_i\}) : (b_i) \text{ basis} \}.$$

We denote by $(e_i)$ the standard (orthonormal) basis in $\mathbb{R}^n$.

The following lemma can be viewed as a Lozanovski type result (see e.g. [Sza80] or [Pis89]):

**Lemma 3.1.** Let $\| \cdot \|$ be a norm on $\mathbb{R}^n$, let $a_i = E[\partial_i \|G\|]$ for $i = 1, \ldots, n$ and let $r = \text{unc}(\| \cdot \|, \{e_i\})$.

1. For every $x \in \mathbb{R}^n$, we have

$$\frac{1}{r} \sum_{i=1}^{n} a_i |x_i| \leq \|x\| \leq r \sqrt{\frac{n}{2} E\|G\| \cdot \|x\|_{\infty}}.$$

(3.3)

2. The following estimate holds:

$$c \frac{E\|G\|}{\sqrt{\log n}} \leq \sum_{i=1}^{n} a_i \leq r \sqrt{\frac{n}{2} E\|G\|}.$$

In particular,

$$c' \frac{\sum_{i=1}^{n} a_i^2}{n \log n} \leq \sum_{i=1}^{n} \frac{a_i^2}{(E\|G\|)^2}.$$

(3.4)

3. Assuming that $a_i = a_j$ for all $i, j = 1, 2, \ldots, n$, we have the following estimate:

$$\text{vol}_n(B_X)^{1/n} E\|G\| \leq C r \sqrt{\log n},$$

where $B_X = \{ x \in \mathbb{R}^n : \|x\| \leq 1 \}$.

**Proof.** (1). Note that for all $x \in \mathbb{R}^n$ and for (almost) every $y$ we have

$$\sum_{i=1}^{n} x_i \cdot \partial_i \|y\| = \langle x, \nabla \|y\| \rangle \leq \|x\|,$$

where we used the fact that $\nabla \|y\|$ belongs to the unit sphere of the dual space (whenever is defined). Applying the latter for $x_i \rightarrow x_i \text{sgn}(x_i \partial_i \|y\|) \equiv \varepsilon_i x_i$, we obtain

$$\sum_{i=1}^{n} |x_i| \cdot |\partial_i \|y\|| \leq \sum_{i=1}^{n} \varepsilon_i |x_i e_i| \leq r \|x\|,$$

for all $x$ and for (almost) every $y$. Integration over $y$ with respect to the Gaussian measure yields the lower estimate. For the upper estimate we may argue as follows:

$$\|x\| \leq r E_{\delta} \left\| \sum_{i=1}^{n} \delta_i x_i e_i \right\| \leq r \|x\|_{\infty} E_{\delta} \left\| \sum_{i=1}^{n} \delta_i e_i \right\|,$$

where $(\delta_i)$ are independent Rademacher and we have used the contraction principle [LT91, Theorem 4.4]. Jensen’s inequality and the fact that $(\delta_i|g_i|)$ have the same distribution as $(g_i)$ (see e.g. [Pis74, Proposition 1] or [LT91, Lemma 4.5]) yields

$$E \left\| \sum_{i=1}^{n} \delta_i e_i \right\| \leq (E|g_1|)^{-1} E \left\| \sum_{i=1}^{n} g_i e_i \right\|.$$

The assertion follows.
(2). The rightmost inequality follows by integrating the left-hand side of (3.3) with respect to $x$ and the Gaussian measure: If $G = (g_1, \ldots, g_n)$ is a standard Gaussian vector, then

$$
E|g_1| \cdot \sum_{i=1}^{n} a_i = E \left( \sum_{i=1}^{n} a_i|g_i| \right) \leq r E\|G\|.
$$

It remains to notice that $E|g_1| = \sqrt{2/\pi}$.

For the leftmost we argue as follows: Set $A = \{\|G\| > C \sqrt{\log n}\}$ and note that $P(A) \leq n^{-6}$ for a sufficiently large absolute constant $C > 0$. Then, we may write

$$
E\|G\| = E \left[ \sum_{i=1}^{n} g_i \partial_i \|G\| \right] \leq E \{\|G\| \cdot |\nabla \|G\|\|_1\} \leq C \sqrt{\log n} E \|\nabla \|G\|\|_1 + n \sqrt{\pi/2} \cdot E\|G\| \cdot E[\|G\|_\infty 1_A],
$$

where we have also used the fact that $\log n \leq n$. Indeed, we may write

$$
|\partial_i \|G\| | \leq |\nabla \|G\|\|_2 \leq \max_{i=1}^{\infty} |\theta| \leq \sqrt{\pi/2} E\|G\|, \quad a.s.
$$

It remains to notice that

$$
E\|G\|_\infty 1_A \leq \sum_{i=1}^{n} E\{|g_i| 1_A \} \leq n \sqrt{P(A)},
$$

where in the last passage we have applied the Cauchy-Schwarz inequality and the standard fact that $Eg_i^2 = 1$. Finally, the in particular part follows from the leftmost estimate and the Cauchy-Schwarz inequality.

(3). The left-hand side of (3.3) implies that $B_X \subseteq \frac{r}{n} B^n$. Hence, taking volumes on both sides, we get

$$
\text{vol}_n(B_X)^{1/n} \leq \frac{2}{a (n!)^{1/n}} \leq \frac{2er}{cE\|G\|} \sqrt{\log n},
$$

where in the last step we have used the leftmost estimate from (3.4).

\[ \square \]

Remark 3.2. (1) Both lower and upper estimates in (3.4) are sharp (up to constants) in the case of $\ell^n_2$ and $\ell^n_1$-norm, respectively.

(2) Note that Hölder’s inequality implies that $\text{vol}(B_X)^{1/n} E\|G\| \geq c$. Indeed, we may write

$$
E\|G\| = E\|G\|_2 \int_{S^{n-1}} \|\theta\| d\sigma(\theta),
$$

where $\sigma(\cdot)$ is the uniform probability measure on the unit Euclidean sphere $S^{n-1} = \{\theta \in \mathbb{R}^n : \|\theta\|_2 = 1\}$. By Hölder’s inequality we get

$$
\int_{S^{n-1}} \|\theta\| d\sigma(\theta) \geq \left( \int_{S^{n-1}} \|\theta\|^{-n} d\sigma(\theta) \right)^{-1/n}.
$$

On the other hand, integration in polar coordinates yields $\text{vol}_n(B_X) = n \omega_n \int_{S^{n-1}} \|\theta\|^{-n} d\sigma(\theta)$, where $\omega_n$ is the volume of the Euclidean ball $B^n = \{x \in \mathbb{R}^n : \|x\|_2 \leq 1\}$. It remains to notice that $E\|G\|_2 \equiv \omega_n^{1/n} \equiv \sqrt{n}$. Thus, (3.5) should be viewed as a reverse Hölder estimate.

(3) In the sequel only the estimate (3.3) and (3.4) will be used. However, we state the lemma in this form for the sake of completeness and for future reference.

Theorem 3.3. Let $\| \cdot \|$ be a norm in $\mathbb{R}^n$ which satisfies $E|\partial_i \|G\|| = E|\partial_j \|G\||$ for all $i, j = 1, 2, \ldots, n$. If $r = \text{unc}(\| \cdot \|, \{e_i\})$, then for any $\delta \in (0, 1/2)$ we have

$$
\mathbb{P}\{ \|G\| \leq \delta E\|G\| \} < \exp \left( -c \left( \frac{1}{\beta} \right)^{\tau(\delta)} \left( \frac{n}{r^2} \right)^{1-\tau(\delta)} \right),
$$

with $\tau(\delta) \leq \delta^2$, where $\beta = \beta(\| \cdot \|)$.

---

5Let $\|u\|^2 = 1$ such that $\max_{\|\theta\|_2 = 1} |\theta| = |u|$. By duality there exists $v$ such that $\langle x, v \rangle \leq \|x\|$ for all $x$ and $\langle u, v \rangle = \|u\|$. On the other hand by the rotation invariance of the Gaussian measure we get $E\|G\| \geq E\langle G, v \rangle = \sqrt{2/\pi} \|v\|_2 \geq \sqrt{2/\pi} \|u\|$, as claimed.
Proof. By Theorem 2.7 we get
\[ \mathbb{P}\{\|G\| \leq \delta \mathbb{E}\|G\|\} < \exp\left(-c\delta^2(1/\hat{\beta})^{\tau(\delta)}(1/L)^{1-\tau(\delta)}\right), \]
where \( L \) is given by
\[ L = \frac{\sum_{i=1}^{n} (\mathbb{E}|\partial_i G|^2)^2}{(\mathbb{E}\|G\|)^2}. \]
We distinguish two cases.

- \( \delta \geq \frac{1}{10r} \sqrt{Ln} \). Then, \( 1/L \geq \frac{n}{1000r^2} \) and thus,
  \[ \delta^2(1/L)^{1-\tau(\delta)} \geq c'(n/r^2)^{1-\tau(\delta)}. \]

- \( \delta < \frac{1}{10r} \sqrt{Ln} \). Note that by Lemma 3.1 we have
  \[ a\|x\|_1 \leq r\|x\|, \quad a = \mathbb{E}|\partial_i G| = \mathbb{E}\|G\|\sqrt{L/n}, \]
by the definition of \( L \) and the equality for the partial derivatives of the norm. Therefore, we obtain
\[ \{x : \|x\| \leq \delta \mathbb{E}\|G\|\} \subset \left\{x : \|x\|_1 \leq \frac{\delta r}{a} \mathbb{E}\|G\|\right\} \subset \left\{x : \|x\|_1 \leq \frac{n}{10} \right\}, \]
where for the last inclusion we have used the assumption on \( \delta \). This inclusion yields \( \mathbb{P}\{\|G\| \leq \delta \mathbb{E}\|G\|\} < e^{-cn} \). Note that \( r \geq 1 \) and in view of (2.7) and (2.8) it is also \( \hat{\beta} \gtrsim 1/n \), hence we obtain
\[ \left(\frac{1}{\hat{\beta}}\right)^{\tau(\delta)} \left(\frac{n}{r^2}\right)^{1-\tau(\delta)} \leq (C_1n)^{\tau(\delta)}n^{1-\tau(\delta)} \leq C_2n, \]
as required.

In each case we get the desired result. \( \square \)

The following is immediate corollary of Theorem 3.1.

**Theorem 3.4.** Let \( \| \cdot \| \) be a 1-unconditional norm on \( \mathbb{R}^n \), which satisfies \( \mathbb{E}|\partial_i G| = \mathbb{E}|\partial_j G| \) for all \( i, j = 1, 2, \ldots, n \). Then, for any \( \delta \in (0, 1/2) \) we have
\[ \mathbb{P}\{\|G\| \leq \delta \mathbb{E}\|G\|\} < \exp\left(-cn^{1-C\delta^2}\right), \]
where \( c, C > 0 \) are universal constants.

**Proof.** It suffices to notice that \( \hat{\beta} \lesssim 1 \) in view of (2.7) and (2.8). \( \square \)

### 3.2. 1-unconditional norms in the \( \ell \)-position and position of minimal \( M \)

The “\( \ell \)-position” is a classical position in local theory of Banach spaces which played a crucial role for the development of the theory, see e.g. \[ G. \text{Pisier, } 1989 \]. This position, as in the case of \( w^{1,1} \)-position admits a description via an isotropic condition, namely a norm \( \| \cdot \| \) on \( \mathbb{R}^n \) is in \( \ell \)-position if
\[ \mathbb{E}(G_i \partial_i \|G\| \|G\|) = \frac{\mathbb{E}(\|G\|^2)}{n}, \quad i = 1, 2, \ldots, n. \]
A closely related position is the “position of minimal \( M \)”. Similarly, we have that a norm \( \| \cdot \| \) on \( \mathbb{R}^n \) is in minimal \( M \)-position if satisfies
\[ \mathbb{E}(G_i \partial_i \|G\|) = \frac{\mathbb{E}\|G\|}{n}, \quad i = 1, 2, \ldots, n. \]
For further details and how one obtains the aforementioned isotropic characterization we refer the reader to \[ G. \text{Mendel, J. \text{Lee, 1997}} \].

In the \( \ell \) or minimal \( M \) positions, a direct adaptation of the argument will lead to a weaker estimate for small \( \delta \) “close” to \( \log^{-1/2} n \). The reason is that partial derivatives of the norm in the \( \ell \)- (or in minimal \( M \)-) position are not necessarily equal and can vary up to the factor \( O(\log^{1/2} n) \). Indeed, in that setting
Definition 3.6. Let $\| \cdot \|$ be a 1–unconditional norm in the position of minimal $M$. Then for any $\delta \in (0, 1/2]$ we have
\[
P\{ \|G\| \leq \delta \|G\| \} \leq \exp(-cn^{1-C\delta^2}),
\]
where $c, C$ are universal constants.

The main technical step of the proof is to construct (for every fixed $\delta$) a seminorm $\mathcal{T} = \mathcal{T}_\delta$ satisfying three conditions:

- $\mathbb{E}[\mathcal{T}(G)] \geq c\mathbb{E}[\|G\|]$
- $\mathcal{T}(x) \leq C\|x\|$ for all $x \in \mathbb{R}^n$, and
- $\sum_{i=1}^n \frac{(\mathbb{E} |\partial_i \mathcal{T}(G)|)^2}{(\mathbb{E} \mathcal{T}(G))^2} \leq C\delta^2/n$.

The first two conditions immediately yield
\[
P\{ \|G\| \leq \delta \mathbb{E} \|G\| \} \leq P\{ \mathcal{T}(G) \leq C\delta \mathbb{E} \mathcal{T}(G) \},
\]
while the third condition, together with Theorem 3.4, implies the desired deviation estimate. The seminorm is constructed in Proposition 3.13 as a composition of three mappings: a diagonal contraction $\tilde{D}$, an auxiliary seminorm $\mathcal{U}(\cdot)$, and a mapping $F_{\cdot}(\cdot)$ defined below. Each of the mappings from the composition is responsible for particular structural properties of $\mathcal{T}(\cdot)$: $\tilde{D}$ is needed to “balance” the quantities $\mathbb{E}G_i\partial_i \mathcal{T}(G)$, the auxiliary seminorm $\mathcal{U}(\cdot)$ provides an upper bound on the $\ell_1^n$-norm of norming functionals, and $F_{\cdot}(\cdot)$ controls the size of the support of the norming functionals, which, together with the estimate for $\mathbb{E}G_i\partial_i \mathcal{T}(G)$, implies the upper bound for $\sum_{i=1}^n (\mathbb{E}|\partial_i \mathcal{T}(G)|)^2$.

Everywhere in this subsection, by a norming functional for a seminorm $\| \cdot \|$ in $\mathbb{R}^n$ we mean any vector $x \in \mathbb{R}^n$ such that $\sup_{\|y\| \leq 1} \langle y, x \rangle = 1$ and $\langle y, x \rangle = 0$ for all $y$ with $\|y\| = 0$.

As the first step of the proof, we define a mapping $F$ on the class of all 1–unconditional seminorms in $\mathbb{R}^n$.

**Definition 3.6.** Let $\| \cdot \|$ be a 1–unconditional seminorm, and fix a parameter $\tau \geq 1$. We will define a new 1–unconditional seminorm $F|\| \cdot \|, \tau(\cdot)$ as follows. Take any norming functional $x$ for the seminorm $\| \cdot \|$. We associate with $x$ a collection of vectors $\{v(x, I)\}_{I \subset \mathbb{R}^n}$ indexed over all subsets $I \subset [n]$, and with each $v(x, I)$ defined by
\[
v(x, I) := \left(1 + \frac{\|x\|_1 \|x\|_{\ell_1^n}}{\tau \|x\|_{\ell_1^n}}\right)x\mathbf{1}_{[n]\setminus I},
\]
where $\mathbf{1}_J$ denotes the indicator of a subset of indices $J$. In a sense, we truncate and rescale the original functional $x$. Now, set
\[
F|\| \cdot \|, \tau(y) := \sup_{x \subset [n]} \sup_x \langle v(x, I), y \rangle, \quad y \in \mathbb{R}^n,
\]
where the supremum is taken over all norming functionals $x$ for the seminorm $\| \cdot \|$.

---

9In view of the unconditionality we have $x_i \partial_i x = |x_i \partial_i x|$ for all $i = 1, 2, \ldots, n$ and for all $x$ and $|\partial_i x|$ is increasing function of $|x_i|$. Hence, by Chebyshev’s association inequality we get
\[
\mathbb{E}[G_i \partial_i |G|] = \mathbb{E}[|G_i| \cdot |\partial_i \|G\||] \geq \mathbb{E}|G_i| \cdot \mathbb{E}|\partial_i \|G\||.
\]

On the other hand, an argument similar to the one for proving (3.4) shows that
\[
\mathbb{E}[G_i \partial_i |G|] \leq C\sqrt{\log n} \mathbb{E}|\partial_i \|G\|| + \frac{C}{n^2} \mathbb{E}|G|.
\]

The claim follows if we take into account the balancing condition (3.8).
Lemma 3.8. For any 1–unconditional seminorm \(\|\cdot\|\) and \(\tau \geq 1\), the seminorm \(F_{\|\cdot\|,\tau}(\cdot)\) satisfies
\[
\|y\| \leq F_{\|\cdot\|,\tau}(y) \leq \left(1 + \frac{1}{\tau}\right)\|y\|, \quad \forall y \in \mathbb{R}^n.
\]

Proof. For the lower estimate note that \(\{v(x, \emptyset)\}\) is the collection of the original norming functionals. On the other hand, the unconditionality implies coordinatewise monotonicity, hence \(\|x_1_{[n]}\|_{\tau} \leq \|x\|_{\tau}\), for any \(I \subset [n]\) and \(x\), where \(\|\cdot\|_{\tau}\) stands for the dual norm of \(\|\cdot\|\).

The following is a crucial property that says that norming functionals for \(F_{\|\cdot\|,\tau}(\cdot)\) are supported on the sets of large coordinates of corresponding vectors.

Lemma 3.9. Let \(K > 0\) be a parameter, and let \(\|\cdot\|\) be a 1–unconditional seminorm such that every norming functional for \(\|\cdot\|\) has \(\ell_1^1\)–norm at most \(K\). Further, let \(\tau \geq 1\) and let \(F_{\|\cdot\|,\tau}(\cdot)\) be as above. Take a vector \(y \in \mathbb{R}^n\) with \(\|y\| \neq 0\) and let \(\tilde{x}\) be a norming functional with respect to the seminorm \(F_{\|\cdot\|,\tau}(\cdot)\), such that \(\langle y, \tilde{x} \rangle = F_{\|\cdot\|,\tau}(y)\). Then necessarily
\[
\text{supp} \; \tilde{x} \subset \{i \leq n : |y_i| \geq \frac{\tau\|y\|}{(\tau + 1)^2K}\}.
\]

Proof. Let \(x\) be the “original” norming functional with respect to \(\tilde{x}\), i.e. let \(x\) be a norming functional with respect to the seminorm \(\|\cdot\|\), and let \(I \subset \text{supp}(\tilde{x})^c\) be the set such that
\[
\tilde{x} = \left(1 + \frac{\|x_1_{[n]}\|_{\tau}}{\tau\|x\|_{\tau}}\right)x_1_{[n]}\setminus I.
\]

Since our seminorms are 1–unconditional, we may assume without loss of generality that all components of \(y\) and \(x\) are non-negative. Fix any \(i \in \text{supp} \; \tilde{x}\), define \(J := I \cup \{i\}\), and set
\[
x' := \left(1 + \frac{\|x_1_{[n]}\|_{\tau}}{\tau\|x\|_{\tau}}\right)x_1_{[n]}\setminus J.
\]

Then \(x'\) belongs to the collection of functionals \(\{v(x, I)\}\) from the definition of \(F_{\|\cdot\|,\tau}(\cdot)\). Hence, \(\langle \tilde{x}, y \rangle = F_{\|\cdot\|,\tau}(y) = \langle x', y \rangle\). On the other hand,
\[
\frac{1}{\alpha}(\tilde{x}, y) = \frac{1}{\alpha'}(x', y) + x_iy_i,
\]
with
\[
\alpha := \left(1 + \frac{\|x_1_{[n]}\|_{\tau}}{\tau\|x\|_{\tau}}\right); \quad \alpha' := \left(1 + \frac{\|x_1_{[n]}\|_{\tau}}{\tau\|x\|_{\tau}}\right).
\]

Note that
\[
\frac{\alpha'}{\alpha} = \frac{\tau\|x\|_{\tau} + \|x_1_{[n]}\|_{\tau}}{\tau\|x\|_{\tau} + \|x_1_{[n]}\|_{\tau}} - \frac{\tau\|x\|_{\tau} + \|x_1_{[n]}\|_{\tau} + x_i}{\tau\|x\|_{\tau} + \|x_1_{[n]}\|_{\tau}}.
\]

Therefore, from the above we get
\[
\langle \tilde{x}, y \rangle \geq \frac{\tau\|x\|_{\tau} + \|x_1_{[n]}\|_{\tau} + x_i}{\tau\|x\|_{\tau} + \|x_1_{[n]}\|_{\tau}} \langle \tilde{x}, y \rangle - \alpha' x_iy_i, \quad \text{so that} \quad \frac{\langle \tilde{x}, y \rangle}{\tau\|x\|_{\tau} + \|x_1_{[n]}\|_{\tau}} \leq \alpha'y_i.
\]
This inequality, together with the relation \(\|y\| \leq F_{\|\cdot\|,\tau}(y) = \langle x', y \rangle\) from Lemma 3.7 implies that
\[
\frac{\|y\|}{(\tau + 1)\|x\|_{\tau}} \leq \frac{\|y\|}{\tau\|x\|_{\tau} + \|x_1_{[n]}\|_{\tau}} \leq \frac{\langle \tilde{x}, y \rangle}{\tau\|x\|_{\tau} + \|x_1_{[n]}\|_{\tau}} \leq \alpha'y_i \leq \left(1 + \frac{1}{\tau}\right)y_i,
\]
and the result follows. \(\square\)

Proposition 3.9. Let \(\theta \in (0, 1)\) and let \(n \geq C/\theta^2\). Let \(\|\cdot\|\) be a 1–unconditional norm in the position of minimal \(M\), with \(\mathbb{E}\|G\| = 1\), and let \(\delta > 0\). Then at least one of the following two assertions is true:

- Either \(\mathbb{P}\{\|G\| \leq \delta\|G\|\} \leq \exp(-c\theta^2n)\), or
- There is a 1–unconditional seminorm \(U = U_{\delta}\) in \(\mathbb{R}^n\) such that \(U(y) \leq \|y\|\) for all \(y \in \mathbb{R}^n\); all norming functionals for \(U(\cdot)\) have \(\ell_1^1\)–norm at most \(C\delta/\theta^3\); and for any subset \(J \subset [n]\) of size \(|J| \leq c\theta^2n\) we have \(\mathbb{E}U(G_1_{[n]}|J) \geq (1 - \theta)\mathbb{E}\|G\|\).
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Proof. Let $I$ be the subset of all indices $i$ such that $\mathbb{E} |\partial_i \|G\|| \geq \rho \delta / n$, where $\rho = \rho(\theta)$ will be chosen later. Note that for any vector $y \in \mathbb{R}^n$ we have

\begin{equation}
||y 1_I|| \geq \sum_{i \in I} |y_i| \cdot \mathbb{E} |\partial_i \|G\|| \geq \frac{\rho \delta}{n} ||y 1_I||, \tag{3.9}
\end{equation}

where we have also used Lemma 3.1. We will consider two possibilities:

- If $|I| \geq \frac{2n}{\rho}$. Then, in view of (3.9) and applying standard concentration estimates for Lipschitz functions, we get

\[ \mathbb{P}\{|G| \leq \delta \mathbb{E} \|G\|\} \leq \mathbb{P}\{|G 1_I| \leq \delta\} \leq \mathbb{P}\{|G 1_I|_1 \leq n/\rho\} \leq \mathbb{P}\{|G 1_I|_1 \leq |I|/2\} \leq \exp(-cn/\rho), \]

for some universal constant $c > 0$.

- If $|I| < \frac{2n}{\rho}$. First, let

\[ B^* := \{y \in \mathbb{R}^n : \langle x, y \rangle \leq 1, \forall x \in \mathbb{R}^n, \|x\| \leq 1\}. \]

Note that for any norm $\| \cdot \|$ we have that $\mathbb{V} \|x\| \in B^*$ (in view of $\|x\| = \langle x, \nabla \|x\|\rangle$) whenever $x$ is a point of differentiability for $\| \cdot \|$. For any $t \geq 1$ define a collection of functionals

\[ S(t) := \{x 1_{\{n\}\setminus I} : x \in B^* \text{ and } \|x 1_{\{n\}\setminus I}\|_1 \leq \rho \delta t\}. \]

By our assumption and by Markov’s inequality, we have

\[ \mathbb{P}\left\{ \sum_{i \in \{n\}\setminus I} |\partial_i \|G\|| \leq \rho \delta t \right\} \geq 1 - \frac{1}{t}, \quad t \geq 1. \]

Choose any subset $J \subset \{n\}$. By Markov’s inequality again and the assumption that $\| \cdot \|$ is in the position of minimal $M$ (see §3.8), we have

\[ \mathbb{P}\left\{ \sum_{i \in \{n\}\setminus J} G_i \partial_i \|G\| \leq t(|I| + |J|)/n \right\} \geq 1 - \frac{1}{t}, \quad t \geq 1. \]

Since $\sum_{i \in \{n\}\setminus \{J\}\cup J} x_i \partial_i \|x\| = \|x\| - \sum_{i \in \{J\}\cup J} x_i \partial_i \|x\|$ for a.e. $x$, we obtain

\[ \mathbb{P}\left\{ \sum_{i \in \{n\}\setminus \{J\}\cup J} G_i \partial_i \|G\| \geq \left(\|G\| - \frac{t(|I| + |J|)}{n}\right) \text{ and } \sum_{i \in \{n\}\setminus I} |\partial_i \|G\|| \leq \rho \delta t \right\} \geq 1 - \frac{2}{t}, \quad t \geq 1. \]

for all $t \geq 1$. Together with the definition of $S(t)$ this gives

\[ \mathbb{P}\left\{ \sup_{w \in S(t)} \langle G 1_{\{n\}\setminus J}, w \rangle \geq \left(\|G\| - t(|I| + |J|)/n\right) \right\} \geq 1 - \frac{2}{t}, \quad t \geq 1, \quad J \subset \{n\}. \]

Finally, we define $\mathcal{U}(\cdot)$ as

\[ \mathcal{U}(y) := \sup \{\langle y, w \rangle : w \in S(8/\theta)\}, \quad y \in \mathbb{R}^n. \]

Clearly, $\mathcal{U}(\cdot)$ is a 1–unconditional seminorm with $\mathcal{U}(\cdot) \leq \| \cdot \|$. Further, it is known that in position of minimal $M$ one has that the Dvoretzky number $k(\| \cdot \|)$ (see §1.1 for the definition) is at least of order $\log n$ [PV18a, Proposition 2.5]. So, since we have assumed that $\mathbb{E}\|G\| = 1$ we have that (for large enough $n$) $\|G\| \geq 1 - \frac{\theta}{8}$ with probability at least $1 - \frac{\theta}{8}$. Then the above relations imply that for any $J \subset \{n\}$ with $|J| \leq 2n/\rho$ we have

\[ \mathbb{P}\{\mathcal{U}(G 1_{\{n\}\setminus J}) \geq (1 - 8 - 32/(\rho \theta))\} \geq 1 - \frac{\theta}{8} - \frac{\theta}{4}. \]

Finally, choose $\rho := \frac{512}{\theta}$. It is then easy to see that the last relation implies that $\mathbb{E}\mathcal{U}(G 1_{\{n\}\setminus J}) \geq 1 - \theta$, completing the proof.

$\square$
The next technical lemma describes a continuous diagonal contraction, which will be used later to “balance” coordinates of a seminorm.

**Lemma 3.10.** Let \( \mathcal{V}(\cdot) \) be any 1-unconditional seminorm in \( \mathbb{R}^n \). Denote by \( D \) the set of diagonal \( n \times n \) matrices with diagonal entries in \([0,1]\). Then for any \( L > 0 \) there is a differentiable function \( D : [0, \infty) \to D \) having the following properties:

- \( D(t) \) is a solution to initial value problem
  \[
  \begin{cases}
  D(0) := I_n; \\
  \frac{d}{dt}d_{ii}(t) = H(D(t)), \\ i \leq n, \quad t \in [0, \infty),
  \end{cases}
  \]
  where for each \( i \leq n \), and \( A = (a_{kj}) \in D \)
  \[
  H(A)_i := \max \left(0, E(G_i \partial_i(\mathcal{V} \circ A)(G)) - L \right) - \max \left(0, \frac{1}{4} - |a_{ii} - \frac{1}{4}| \right),
  \]
  and \( \partial_i(\mathcal{V} \circ A)(G) \) denotes \( i \)-th partial derivative of the seminorm
  \[
  y \mapsto \mathcal{V} \left( \sum_{i=1}^{n} a_{ii} y_i e_i \right) = \mathcal{V}(Ay), \quad y \in \mathbb{R}^n,
  \]
  at point \( G \);
- Setting \( \bar{D} = (\bar{d}_{ii}) \in D \) to be the entry-wise limit of \( D(t) \) when \( t \to \infty \), we have \( \bar{d}_{ii} \in \{0 \} \cup [1/2, 1] \) for all \( i \leq n \),
  \[
  \mathbb{E}(G_i \partial_i(\mathcal{V} \circ \bar{D})(G)) \leq L,
  \]
  and
  \[
  \left| \left\{ i \leq n : \bar{d}_{ii} = 0 \right\} \right| \leq \frac{2\mathbb{E}\mathcal{V}(G)}{L}.
  \]

**Proof.** For any \( A \in D \) we have \( H(A) \in (-\infty,0]^n \), and the function \( H \) is Lipschitz continuous everywhere on \( D \). Indeed; using Gaussian integration by parts we may write
  \[
  H(A)_i = \max \left(0, \mathbb{E}(G_i^2 - 1)\mathcal{V} \circ A(G) - L \right) - \max \left(0, \frac{1}{4} - |a_{ii} - \frac{1}{4}| \right).
  \]
  Since the mapping \( A \mapsto \mathbb{E}(\langle G_i^2 - 1 \rangle \mathcal{V} \circ A(G) \) is Lipschitz continuous for \( i = 1,2,\ldots,n \), so is the mapping \( A \mapsto H(A) \) on \( D \). Hence, the initial value problem stated above has a (global) solution, by the Picard theorem. Moreover, each solution \( d_{ii} \) is a nonincreasing function with \( 0 \leq d_{ii} \leq 1 \), since \( \frac{d}{dt}d_{ii}(t) \leq 0 \) and \( D(t) \in D \). Hence, \( \bar{d}_{ii} \) is \( \lim_{t \to \infty} d_{ii}(t) \) exists in \( [0,1] \). We also have the following:

**Fact.** For the solution \( d_{ii} \) we have that \( \frac{d}{dt}d_{ii} \) is uniformly continuous, hence \( \lim_{t \to \infty} \frac{d}{dt}d_{ii}(t) = 0 \).

**Proof of Fact.** Note that each solution \( d_{ii} \) satisfies \( |\frac{d}{dt}d_{ii}(t)| = |H(D(t))| \leq 1 + L + \mathbb{E}[,G_i^2 - 1]\mathcal{V}(G)] =: K_1 \), where we have used the 1-unconditionality of \( \mathcal{V} \) and the fact that \( 0 \leq d_{ii}(t) \leq 1 \) for all \( t \geq 0 \). Hence, \( d_{ii} \) is \( K_1 \)-Lipschitz. Furthermore, we may write
  \[
  \left| \frac{\partial d_{ii}}{\partial z}(t) - \frac{\partial d_{ii}}{\partial z}(s) \right| = |H(D(t)) - H(D(s))| \leq \text{Lip}(H) \cdot \|D(t) - D(s)\|_{\text{op}} \leq \max K_1 \cdot \text{Lip}(H) \cdot |t - s|,
  \]
  which proves that \( \partial d_{ii} / \partial t \) is uniformly continuous. Since \( \lim_{t \to \infty} d_{ii}(t) \) exists, we infer that \( \lim_{t \to \infty} \frac{d}{dt}d_{ii}(t) = 0 \) (Barbalat’s lemma).

Having proved that fact, we may argue as follows: By taking limits on both sides of the differential equation (where we have first switched \( \mathbb{E}(G_i \partial_i(\mathcal{V} \circ \bar{D})(G)) \) to \( \mathbb{E}[\langle G_i^2 - 1 \rangle \mathcal{V}(\bar{D}G)] \) in order to interchange limit with expectation) and using the fact we find
  \[
  \max \left(0, \mathbb{E}[,G_i^2 - 1]\mathcal{V}(\bar{D}G) - L \right) = \max \left(0, \frac{1}{4} - \left|\bar{d}_{ii} - \frac{1}{4}\right| \right) = 0, \quad i \leq n,
  \]
  which implies \( \bar{d}_{ii} \in \{0\} \cup [1/2,1] \) and \( \mathbb{E}(G_i \partial_i(\mathcal{V} \circ \bar{D})(G)) \leq L \), as claimed. \footnote{However, this bound is meaningful for all \( i \leq n \) with \( \bar{d}_{ii} \neq 0 \), since for the others holds trivially \( \mathbb{E}(G_i \partial_i(\mathcal{V} \circ \bar{D})(G)) = 0 < L \).}
Continue with the proof, for the next property we may write
\[
\mathbb{E}[\mathcal{V}(G)] = \mathbb{E}[\mathcal{V}(\tilde{D}G)] - \int_0^\infty \mathbb{E}[(\nabla \mathcal{V}(D(t)G), D'(t)G)] \, dt
\]
\[
= \mathbb{E}[\mathcal{V}(\tilde{D}G)] + \sum_{i=1}^n \int_0^\infty \left(-\frac{\partial}{\partial t} d_{ii}(t)\right) \mathbb{E}[G_i \partial_i \mathcal{V}(D(t)G)] \, dt
\]
\[
\geq \mathbb{E}[\mathcal{V}(\tilde{D}G)] + \sum_{i=1}^n \int_0^\infty 1_{\{d_{ii}(t) \geq 1/2\}} \left(-\frac{\partial}{\partial t} d_{ii}(t)\right) \mathbb{E}[G_i \partial_i \mathcal{V}(D(t)G)] \, dt
\]
\[
= \mathbb{E}[\mathcal{V}(\tilde{D}G)] + \sum_{i=1}^n \int_0^\infty 1_{\{d_{ii}(t) \geq 1/2\}} \frac{\delta d_{ii}(t)}{d_{ii}(t)} \mathbb{E}[G_i \partial_i \mathcal{V}(\mathcal{V} \circ D(t))(G)] \, dt,
\]
where we have used that \(\partial d_{ii}/\partial t \leq 0\) and that \(x_i \partial_i \mathcal{V}(x) = |x_i \partial_i \mathcal{V}(x)| \geq 0\) for almost all \(x\) due to the 1-unconditionality of \(\mathcal{V}\).

Now, our definition of \(D(t)\) implies that \(\frac{\partial}{\partial t} d_{ii}(t) < 0\) and \(d_{ii}(t) \geq 1/2\) hold simultaneously only if \(\mathbb{E}(G_i, \partial_i (\mathcal{V} \circ D(t))(G)) \geq L\). Using this inequality and the fact that \(d_{ii} \leq 1\), we get
\[
\mathbb{E}[\mathcal{V}(G)] \geq \mathbb{E}[\mathcal{V}(\tilde{D}G)] + \sum_{i=1}^n \int_0^\infty (-L) 1_{\{d_{ii}(t) \geq 1/2\}} \frac{\partial}{\partial t} d_{ii}(t) \, dt \geq \mathbb{E}[\mathcal{V}(\tilde{D}G)] + \frac{L}{2} \left|\{i \leq n : \tilde{d}_{ii} = 0\}\right|,
\]
implying the bound on the cardinality of \(\{i \leq n : \tilde{d}_{ii} = 0\}\).

\[\square\]

Remark 3.11. On the conceptual level, the continuous contraction \(D(t)\) constructed above is designed to act on the coordinates which give the main input to the expectation \(\mathbb{E}[\mathcal{V}(G)]\). This way, we balance coordinates by making their input approximately equal. When “reasonable” balancing does not work for some coordinates, that is, when after being rescaled by 1/2 they still produce a large input to the norm, we zero them out.

Definition 3.12. Let \(\| \cdot \|\) be a 1–unconditional seminorm in \(\mathbb{R}^n\) and let \(\tau \geq 1\) be a parameter. We will say that \(\| \cdot \|\) is in \(M_{\tau}\)-position if for any \(i \leq n\) we have
\[
\mathbb{E}(G_i, \partial_i \|G\|) \leq \frac{\tau}{n} \mathbb{E}[\|G\|],
\]
where \(G\) is the standard Gaussian vector in \(\mathbb{R}^n\).

Proposition 3.13. There are universal constants \(C, c > 0\) with the following property. Let \(n \geq C\), let \(\| \cdot \|\) be a 1–unconditional norm in the position of minimal \(M\), with \(\mathbb{E}[\|G\|] = 1\), and let \(\delta > 0\). Then at least one of the following is true:

- Either \(\mathbb{P}(\|G\| \leq \delta \mathbb{E}[\|G\|]) \leq \exp(-cn)\), or
- There is a 1–unconditional seminorm \(\mathcal{T} = \mathcal{T}_G\) in \(\mathbb{R}^n\) in the \(M_{\tau}\)-position such that \(\mathcal{T}(y) \leq 2\|y\|\) for all \(y \in \mathbb{R}^n\); \(\mathbb{E}[\mathcal{T}(G)] \geq \frac{1}{4} \mathbb{E}[\|G\|]\); and \(\mathbb{E}[\partial_i \mathcal{T}(G)] \leq \frac{cn}{n} \mathbb{E}[\|G\|]\) for all \(i \leq n\).

Proof. We will apply Proposition \(\ref{prop:concentration2}\) with \(\theta := 1/2\). Assuming that the constant \(c > 0\) is sufficiently small and that the first assertion of the statement does not hold, there is a 1–unconditional seminorm \(\mathcal{U}(\cdot)\) with the properties stated in Proposition \(\ref{prop:unconditional}\). Define a seminorm \(\mathcal{W}(\cdot)\) in \(\mathbb{R}^n\) by setting
\[
\mathcal{W}(y) := F_{\mathcal{U}(\cdot),1}(y), \quad y \in \mathbb{R}^n,
\]
where the transformation \(F_{\mathcal{U}(\cdot),1}\) was constructed earlier. Note that, in view of Lemma \(\ref{lem:scaling}\) and properties of \(\mathcal{U}(\cdot)\),
\[
(3.10) \quad \mathbb{E}[\mathcal{W}(G)] \leq 2.
\]

Next, we apply Lemma \(\ref{lem:scaling}\) with \(\mathcal{V} := \mathcal{W}\) and \(L := \frac{2}{n} \mathbb{E}[\|G\|]\) (\(\tau\) to be chosen a bit later) to obtain a diagonal contraction operator \(\tilde{D}\) with \(\tilde{d}_{ii} \in \{0\} \cup [1/2, 1]\), \(i \leq n\), and with the set
\[
J := \{i \leq n : \tilde{d}_{ii} = 0\}.
Lemma 3.8, we have
\[ x \text{ if } \cdots \]
so indeed
\[ \cdots \]
the properties of
\[ H \text{ for some } C > 0. \]
Hence, by Lemma 3.10 and the definition of
\[ L(T) = \cdots \]
we have
\[ E T(G) \geq E T(G 1_{[n]\setminus J}) \geq \frac{1}{2} E W(G 1_{[n]\setminus J}) \geq \frac{1}{4} E \|G\|. \]
Hence, by Lemma 3.10 and the definition of
\[ L(T) \leq \frac{\tau}{n} E \|G\| \leq \frac{4\tau}{n} E T(G), \quad i \leq n, \]
so indeed \( T(\cdot) \) is in \( M_C \)-position for
\[ C := 4\tau. \]
It only remains to check the assertion about the partial derivatives, i.e. that
\[ E |\partial_i T(G)| \leq \frac{C'' \delta}{n} E \|G\|, \quad i \leq n, \]
for some \( C'' > 0 \). For that, we will apply Lemma 3.8. Pick any vector \( y \in \mathbb{R}^n \) with \( \supp y \subset [n] \setminus J \) and \( T(y) \neq 0 \). Observe that \( Dx \) is a norming functional for \( y \) with respect to the seminorm \( T(\cdot) \) if and only if \( x \) is a norming functional for \( Dy \) with respect to the seminorm \( W(\cdot) \). On the other hand, according to Lemma 3.8 we have
\[ \supp x \subset \{ i \leq n : |\partial_i y_i| \geq \frac{U(y)}{2K} \}, \]
where \( K \) is the maximal \( \ell_1 \)-norm of a norming functional for \( U(\cdot) \). The definition of \( U(\cdot) \) implies that \( K \leq C' \delta \). Since all diagonal entries of \( D \) indexed over \( [n] \setminus J \), belong to the interval \([1/2, 1]\), we get from the above
\[ \supp \tilde{D}x \subset \{ i \leq n : |y_i| \geq \frac{T(y)}{16C' \delta} \}, \]
or, equivalently,
\[ \partial_i T(z) \neq 0 \quad \text{only if } |z_i| \geq \frac{T(z)}{16C' \delta} \quad \text{for almost all } z \in \mathbb{R}^n. \]
But this immediately implies that for any \( i \leq n \) we have
\[ |\partial_i T(G)| \leq \frac{16C' \delta}{T(G)} G_i \partial_i T(G) \]
almost everywhere on the probability space, whence, together with the above relations,
\[ E |\partial_i T(G)| \leq \frac{C_1 \tau \delta}{n} \]
for a universal constant \( C_1 > 0 \). The result follows. \( \square \)

**Proof of Theorem 3.5.** We need to show that
\[ \mathbb{P} \{ \|G\| \leq \delta \mathbb{E} \|G\| \} < 2 \exp \left( -c n^{1-C \delta^2} \right), \quad \delta \in (0, 1/2]. \]
The proof essentially follows by combining Proposition 3.13 and Theorem 2.7. If the first assertion of Proposition 3.13 holds then we are done. Otherwise, let \( T(\cdot) \) be the seminorm defined within the second assertion of that proposition. We set
\[ L := \sum_{i=1}^n (E |\partial_i T(G)|)^2. \]
Then, by the properties of \( T(\cdot) \), we have \( L \leq C \delta^2/n \) for some \( C > 0 \). On the other hand, again by the properties of \( T(\cdot) \),
\[ \mathbb{P} \{ \|G\| \leq \delta \mathbb{E} \|G\| \} \leq \mathbb{P} \{ T(G) \leq 8 \delta \mathbb{E} T(G) \}. \]
It remains to apply Theorem 2.7. \( \square \)
3.3. The general case. Here we show that every norm in $\mathbb{R}^n$ has an invertible linear image which satisfies a small-ball estimate with exponential decay in $n$, thus extending Theorem 3.14 and Theorem 3.15 to arbitrary norms. More precisely, we prove the following:

**Theorem 3.14.** Let $\| \cdot \|$ be a norm on $\mathbb{R}^n$. Then, there exists $T \in GL(n)$ with the following property: for any $0 < \delta < \frac{1}{4}$ one has

$$\mathbb{P}\{|TG| \leq \delta E\|TG\| \} \leq \exp\left(-cn^{\frac{1}{4}} - C\delta^2\right), \quad G \sim N(0, I_n),$$

where $c, C > 0$ are universal constants.

The strategy is first to show that a power law estimate holds true conditionally, i.e., if the underlying norm has moderate unconditional structure. In view of Theorem 3.3, this can be accomplished if the norm also satisfies the $w^{1,1}$-condition. This is promised by the following lemma from [PV18a] whose proof rests on the Borsuk-Ulam antipodal theorem.

**Lemma 3.15.** Let $f$ be a smooth norm on $\mathbb{R}^m$. Then, there exist $\lambda_1, \ldots, \lambda_m > 0$ such that

$$\|\partial_i(f \circ \Lambda)\|_{L^1} = \|\partial_j(f \circ \Lambda)\|_{L^1}, \quad i, j = 1, \ldots, m,$$

where $\Lambda = \text{diag}(\lambda_1, \ldots, \lambda_m)$.

Combining this with Theorem 3.3 we derive the following:

**Theorem 3.16.** Let $\| \cdot \|$ be a norm on $\mathbb{R}^m$. There exists $S \in GL(m)$ such that, for any $\delta \in (0, 1/2)$ we have

$$\mathbb{P}\{|SG| \leq \delta E\|SG\| \} < \exp\left(-c (m/r^2)^{1-\delta^2}\right),$$

where $r = \text{unc}(\mathbb{R}^m, \| \cdot \|)$ and $c, C > 0$ are absolute constants.

This result almost reaches the final goal, except from the parameter $r = \text{unc}X$. Note that John’s theorem [Joh48] readily implies that $\text{unc}X \leq \sqrt{\dim X}$ for any finite dimensional normed space. On the other hand, it is known (see e.g., [Pec77] and [JS04]) that a “typical” subspace $F$ of $\ell^\infty_k$ of proportional dimension satisfies $\text{unc}F \geq \sqrt{\dim F}$, which marks the end of usefulness of Theorem 3.16 in those cases. Nonetheless, we may overcome this obstacle by locating moderate unconditional structure in every normed space. In order to do so, our argument breaks into a dichotomy based on the Alon–Milman theorem [AM83], and its sharper form due to Talagrand [Tal95]. Below we state it as a lemma in a customized form that will be of immediate use for us.

**Lemma 3.17.** Let $X = (\mathbb{R}^n, \| \cdot \|)$ be a normed space and let $B^n_\varnothing = \{x : \|x\|_2 \leq 1\}$ be the maximal volume ellipsoid inscribed in $B_X = \{x : \|x\| \leq 1\}$. Then, there exists $\sigma \subset [n]$ with $|\sigma| \geq c\sqrt{n}$ such that

$$\frac{1}{\delta} \max_{i \in \sigma} |\alpha_i| \leq \left|\sum_{i \in \sigma} \alpha_i e_i\right| \leq 4\sqrt{k} \max_{i \in \sigma} |\alpha_i|,$$

for all scalars $(\alpha_i)_{i \in \sigma} \subset \mathbb{R}$, where $k = k(\| \cdot \|)$ is the Dvoretzky number defined in (1.11).

The reader is referred to [PV18a, Theorem 4.4] for the detailed proof of this formulation which uses the classical Dvoretzky-Rogers lemma [DR50].

Combining Lemma 3.17 with Theorem 3.16 we can prove Theorem 3.14.

**Proof of Theorem 3.14.** We may assume that $B^n_\varnothing$ is the maximal volume ellipsoid inscribed in $B_X$ and let $k = (E\|G\|^2)^{1/2} \leq n^{1/4}$, otherwise if $k > n^{1/4}$ the assertion follows from (1.11) (with $T = \text{Id}$). Then, Lemma 3.17 yields an $\sigma \subset [n]$ with $|\sigma| \approx \sqrt{n}$ such that

$$c_1 \max_{i \in \sigma} |\alpha_i| \leq \left|\sum_{i \in \sigma} \alpha_i e_i\right| \leq C_1 \sqrt{k} \max_{i \in \sigma} |\alpha_i|,$$

for all scalars $(\alpha_i) \subset \mathbb{R}$. Set $E_\sigma = \text{span}\{e_i : i \in \sigma\}$ and note that the above estimate shows that

$$r : = \text{unc}(E_\sigma, \| \cdot \|) \leq C_2 \sqrt{k} \leq C_2 n^{1/8}.$$
Therefore, Theorem 3.16 yields the existence of $S \in GL(E_n)$ with the property that for all $\delta \in (0, 1/2)$ one has
\[ P\{\|SZ\| \leq \delta \|SZ\|\} \leq \exp\left(-\left(\gamma/2^{1-\delta}\right)^{1-\delta}\right) \leq \exp\left(-c\delta^{1-\delta}\right), \quad Z \sim N(0, I_{E_n}). \]
Now we apply a “lifting” argument: We augment the linear map $S$ by considering $T = S \oplus (aI_{E_+})$ to get
\[ \mathbb{E}\|TG\| \leq 2\mathbb{E}\|SZ\|, \]
provided $a > 0$ is sufficiently small and, moreover,
\[ P\{\|TG\| \leq t\} \leq P\{\|SZ\| \leq t\}, \quad t > 0, \]
The result readily follows. \hfill \Box

### 3.4. Dvoretzky-type results.
Although the connection of local almost Euclidean structure with the Gaussian concentration has its origins in V. Milman’s work [Mil71], the link to the Gaussian small ball estimate had not been considered until the work of Klartag and Vershynin in [KV07]. The authors there establish the remarkable phenomenon that any centrally symmetric convex body in $\mathbb{R}^n$, admits random sections of dimension larger than the Dvoretzky number which are well bounded in terms of the expected radius.

**Theorem 3.18** (Klartag-Vershynin). Let $A$ be a centrally symmetric convex body in $\mathbb{R}^n$. Then, for any $1 \leq m \leq cd(A)$, the random $m$-dimensional subspace $F$ (with respect to the Haar probability measure on the Grassmannian $G_{n,m}$) satisfies
\[ A \cap F \subseteq \frac{C}{M(A)} B_F, \quad M(A) = \int_{S^{n-1}} \|\theta\|_A d\sigma(\theta) = (\mathbb{E}\|G\|_2)^{-1}\mathbb{E}\|G\|_A, \]
with probability greater than $1 - e^{-cd(A)}$. Equivalently, the random $F$ satisfies
\[ \|y\|_A \geq \frac{\mathbb{E}\|G\|_A}{\sqrt{n}} \|y\|_2, \quad \forall y \in F, \]
with overwhelming probability, where $\|\cdot\|_A$ is the induced norm.

In order to make the connection of the small ball estimate with the one-sided random version of Dvoretzky’s theorem more transparent, let us first recall the definition of the lower Dvoretzky dimension $d$ due to Klartag and Vershynin: For a centrally symmetric convex body $A$ in $\mathbb{R}^n$ and $\delta \in (0, 1)$, one defines
\[ d(A, \delta) = \min \{n, -\log P\{\|G\|_A \leq \delta \text{med}(\|G\|_A)\}\}, \]
where $\text{med}(\|G\|_A)$ is the median of $\|G\|_A$. For $\delta = 1/2$ we simply write $d(A) = d(A, 1/2)$. Building on the ideas of Latala and Oleszkiewicz from [LO05] and employing the $B$-inequality [CEFM04] they prove the following:

\[ P\{\|G\|_A \leq c\mathbb{E}\|G\|_A\} \leq P\{\|G\|_A \leq \varepsilon\text{med}(\|G\|_A)\} \leq \varepsilon^{d(A, \delta)/\log 2}, \quad \varepsilon \in (0, \delta), \quad (0 < \delta < 1/2), \]
where we have also used the standard fact that $\mathbb{E}\|G\| \leq C\text{med}(\|G\|)$ for any norm $\|\cdot\|$. The next step is to express small ball estimates in terms of reverse Hölder inequalities. More precisely, the estimate \eqref{eq:ball} implies the following standard:

**Lemma 3.19.** Let $A$ be a centrally symmetric convex body in $\mathbb{R}^n$ and let $\delta \in (0, 1/3)$. Then,
\[ \left(\mathbb{E}\|G\|_A^{-q}\right)^{-1/q} \geq c\delta\mathbb{E}\|G\|_A, \quad q \leq cd(A, \delta)/\log(1/\delta). \]
Sketch of Proof. We write
\[ E\|G\|_A^{-q} = q{(\text{med}(\|G\|_A))^{-q}} \int_0^\infty t^{-q-1}P\{\|G\|_A \leq \text{med}(\|G\|_A)\} \, dt \]
and we use (3.15) to bound the integral as follows
\[ q \int_0^\infty t^{-q-1}P\{\|G\|_A \leq \text{med}(\|G\|_A)\} \, dt \leq \int_0^\delta t^{a-q-1} \, dt + \int_\delta^\infty t^{-q-1} \, dt \]
\[ \leq \frac{\delta}{a-q} - \frac{\delta^a-q}{a-q} \leq 2\delta^{-q}, \]
as long as \(2q \leq a := \frac{d(A,\delta)-\log 2}{\log(1/\delta)}\).

The final step requires to bound the diameter of random sections in terms of the negative moments of \(\|G\|_A\). Note that this cannot be achieved now by the standard net argument. The reason is that the latter works once we have first established an upper bound for the norm in the subspace, equivalently that the section contains relatively large ball; this is not the case in this regime. To overcome this obstacle Klartag and Vershynin devise a dimension lift technique based on the low \(M\)-inequality from [Kla04].

**Lemma 3.20 (Dimension lift).** Let \(A\) be a centrally symmetric convex body in \(\mathbb{R}^n\). Then, for any \(1 \leq m \leq q \leq n/8\) we have
\[
(3.16) \quad \left( \int_{G_{n,m}} \text{diam}(A \cap F)^m \, d\nu_{n,m}(F) \right)^{1/m} \leq \frac{C}{M(A)} \left( \frac{E\|G\|_A}{(E\|G\|_A)^{q-1}} \right)^{1/q}.
\]
The latter shows that the diameter of a random section is controlled by the tightness of the reverse Hölder inequality for the negative moments. In view of Lemma 3.19, Lemma 3.20 and the findings of this paper we are able to prove the following (geometric reformulation of Theorem 1.4).

**Theorem 3.21.** Let \(A\) be a centrally symmetric convex body in \(\mathbb{R}^n\) and let \(\|\cdot\|_A\) be the induced norm.

1. If \(\|\cdot\|_A\) is 1-unconditional in the position of minimal \(M\), or \(\ell\)-position, or \(w^{1,1}\)-position, then for any \(\delta \in (0,1/3)\) and \(k \leq cn^{1-C\delta^2}\), the random \(k\)-dimensional subspace \(E\) of \(\mathbb{R}^n\) satisfies
\[
A \cap E \leq \frac{C\delta^{-2}}{M(A)} B_E,
\]
with probability greater than \(1 - e^{-cn^{1-C\delta^2}}\).

2. In the general case, there exists an invertible linear map \(T\) with the following property: for any \(\delta \in (0,1/3)\) and \(m \leq n^{1/4-C\delta^2}\), the random \(m\)-dimensional subspace \(F\) satisfies
\[
TA \cap F \leq \frac{C\delta^{-2}}{M(TA)} B_F,
\]
with probability greater than \(1 - e^{-cn^{1/4-C\delta^2}}\), where \(C, c > 0\) are universal constants.

**Quermassintegrals.** Similar Dvoretzky-type results can be proved for other geometric quantities associated with the convex body than the negative moments of the norm. For example, as an application of the dimension lift (Lemma 3.20) and the Gaussian deviation inequality (Theorem 2.2) it is proved in [PPV19] a quantitative reversal of the classical Alexandrov inequality. The latter says that the sequence of quermassintegrals of a convex body \(A\), appropriately normalized, is monotone. Recall that the \(k\)-th quermassintegral of \(A\) is the average of volume of the random \(k\)-dimensional projection of \(A\), that is
\[
Q_k(A) := \left( \frac{1}{\text{vol}(B_2^k)} \int_{G_{n,k}} \text{vol}_k(P_F A) \, d\nu_{n,k}(F) \right)^{1/k},
\]
where \(\nu_{n,k}\) is the (unique) Haar probability measure invariant under the orthogonal group action on the Grassmannian \(G_{n,k}\). With this normalization Alexandrov’s inequality reads as follows:
\[
Q_n(A) \leq Q_{n-1}(A) \leq \ldots \leq Q_1(A).
\]
Note that $Q_n(A)$ is the volume radius of $A$, $Q_{n-1}(A)$ is (an appropriate multiple of) the surface area of $A$, while $Q_1(A)$ stands for the mean width. We refer the reader to Schneider’s monograph \textit{Sch14} for related background material and an excellent exposition in convex geometry. The main result of \textit{PPV19} asserts that a long initial segment of the above sequence is essentially constant, where the length and the almost constant behavior is quantified in terms of the parameter $1/\beta(A^\circ)$, namely

$$Q_k(A) \geq \left(1 - \sqrt{k\beta(A^\circ)} \log \left(\frac{c}{k\beta(A^\circ)}\right)\right)Q_1(A),$$

where $A^\circ$ is the polar body of $A$.

The strong small-ball probabilities established in the present paper yield an isomorphic reversal (up to constant) which extends to a polynomial order length, regardless the order of magnitude of $\beta(A)$. More precisely, we have the following:

**Theorem 3.22.** Let $A$ be a centrally symmetric convex body in $\mathbb{R}^n$. Let $A^\circ$ be its polar body, that is

$$A^\circ = \{x \in \mathbb{R}^n : \langle x, y \rangle \leq 1 \forall y \in A\}.$$

Then,

1. If $A$ is 1–unconditional, and $A^\circ$ is in the $\ell$–position, or position of minimal $M$, or $w^{1,1}$–position, then for any $\delta \in (0, 1/2)$ and for any $k \leq cn^{1-C\delta^2}$ we have

$$Q_k(A) \geq c\delta^2Q_1(A).$$

2. In the general case there exists a linear image $\bar{A}$ of $A$ such that for any $\delta \in (0, 1/2)$ and for any $k \leq cn^{1/4-C\delta^2}$ we have

$$Q_k(\bar{A}) \geq c\delta^2Q_1(\bar{A}).$$

**Proof.** We prove only (1). The other case follows in similar fashion. We apply Theorem 1.4 in the dual setting to the polar body $A^\circ$ since $A^\circ \cap F = P_F(A)$ for any subspace $F$. To this end, let $A^\circ$ be in one of the announced positions and let $\delta \in (0, 1/2)$. Then, for $k \leq cn^{1-C\delta^2}$ and by taking into account the observation $Q_1(A) \simeq M(A^\circ)$ we derive that the set

$$\mathcal{F} = \{F \in G_{n,k} : P_F(A) \supseteq c\delta^2Q_1(A)B_F\},$$

has measure $\nu_{n,k}(\mathcal{F}) \geq 1 - e^{-cn^{1-C\delta^2}}$ by Theorem 1.4. Therefore,

$$Q_k(A) = \left(\frac{1}{\text{vol}(B_k^2)} \int_{G_{n,k}} \text{vol}_k(P_F A) \, d\nu_{n,k}(F)\right)^{1/k} \geq \left(\frac{1}{\text{vol}(B_k^2)} \int_{\mathcal{F}} \text{vol}_k(P_F A) \, d\nu_{n,k}(F)\right)^{1/k} \geq c\delta^2Q_1(A)^{1/k} \geq c'\delta^2Q_1(A),$$

which proves the assertion. $\Box$
4. Small deviations for norms

The goal of this section is to obtain lower deviation estimates \( \mathbb{P}\{\|G\| < (1 - \varepsilon)\mathbb{E}\|G\|\}, \varepsilon \in (0, 1/2] \), for norms \( \| \cdot \| \) satisfying certain “balancing” conditions. The following two theorems are consequences of the main technical result of the section (Theorem 4.10).

**Theorem 4.1.** For any \( 1 \)-unconditional norm \( \| \cdot \| \) in \( \mathbb{R}^n \) in the position of minimal \( M \), or \( \ell \)-position, or \( w^{1,1} \)-position, we have

\[
\mathbb{P}\{\|G\| < (1 - \varepsilon)\mathbb{E}\|G\|\} \leq 3\exp(-n^{c\varepsilon}), \quad \varepsilon \in (0, 1/2],
\]

where \( c > 0 \) is a universal constant.

For the standard \( \ell_\infty \)-norm in \( \mathbb{R}^n \), a reverse estimate is known \cite{Sch07}:

\[
c\exp(-n^{c\varepsilon}) < \mathbb{P}\{\|G\| < (1 - \varepsilon)\mathbb{E}\|G\|\}, \quad \varepsilon \in (0, 1/2],
\]

which implies that the above result is optimal (in an appropriate sense).

For general norms, we are able to obtain corresponding deviation estimates in a certain (non-classical) position:

**Theorem 4.2.** For any norm \( \| \cdot \| \) in \( \mathbb{R}^n \) there is an invertible linear transformation \( T \) such that

\[
\mathbb{P}\{|T(G)| < (1 - \varepsilon)\mathbb{E}|T(G)|\} \leq 3\exp(-n^{c\varepsilon}), \quad \varepsilon \in (0, 1/2],
\]

where \( c > 0 \) is a universal constant.

The proof of the main result follows a different strategy compared to the results of Section 2. To highlight the basic technical issues with attempting to reuse the relation \( P_t f(x) \leq e^{-t} f(x) + \sqrt{1 - e^{-2t}}\mathbb{E}_f(G) \) together with Theorem 2.1 in the context of small deviations, consider the standard \( \ell_\infty \)-norm in \( \mathbb{R}^n \). Assume we want to show that \( \mathbb{P}\{\|G\|_\infty < (1 - \varepsilon)\mathbb{E}\|G\|_\infty\} \leq 3\exp(-n^{c\varepsilon}) \) for all \( \varepsilon \in (0, 1/2] \). Using the relation and the theorem, we may write

\[
\mathbb{P}\{\|G\|_\infty \leq (1 - \varepsilon)\mathbb{E}\|G\|_\infty\} \leq \mathbb{P}\{P_t\|G\|_\infty \leq \left( (1 - \varepsilon)e^{-t} + \sqrt{1 - e^{-2t}}\mathbb{E}[P_t\|G\|_\infty]\right)\}
\]

\[
= \mathbb{P}\{P_t\|G\|_\infty \leq \mathbb{E}[P_t\|G\|_\infty] - y\mathbb{E}[P_t\|G\|_\infty]\}
\]

\[
\leq \exp\left(-cy^2 \log(n)/(\mathbb{E}\|\nabla P_t\|G\|_\infty^2)\right),
\]

where \( t > 0 \) is any number such that \( y := 1 - (1 - \varepsilon)e^{-t} - \sqrt{1 - e^{-2t}} > 0 \). It is not difficult to see that when \( \varepsilon \) is small, the last inequality forces one to take \( t \) of order at most \( O(\varepsilon^2) \), with \( y \) being at most of order \( \varepsilon \). The estimate then becomes too weak to yield an optimal result.

Although the operator \( P_t \) still plays a fundamental role in this section, instead of “replacing” the original norm with \( P_t\|G\| \) (as is done in the proofs of Theorems 2.7 and 2.10), we will replace it with an auxiliary seminorm by carefully choosing a subset of norming functionals for \( \| \cdot \| \), in such a way that the seminorm satisfies strong lower deviation estimates. In that respect, the proof is similar to the approach from Subsection 3.2, although the actual construction is completely different.

The strategy of proving Theorems 4.1 and 4.2 can roughly be described as follows. Given a norm \( f \) in a “balanced” position, we consider two situations:

- If the variance of the norm \( f \), or the expected squared length of the gradient, is small compared to \( (\mathbb{E} f(G))^2 \) then the statements from Section 2 give the required estimate (in fact, a much stronger inequality).

- Otherwise, one is able to construct a seminorm \( Y(\cdot) \) dominated by \( f \), with a very small Lipschitz constant, and with \( \mathbb{E} Y(G) \) very close to \( \mathbb{E} f(G) \). The lower deviation probabilities for \( f \) can then be bounded by corresponding probabilities for \( Y(G) \), which in turn can be efficiently estimated since the Lipschitz constant of the seminorm \( Y(\cdot) \) is small.

The reason why the dichotomy works (i.e every appropriately “balanced” norm must satisfy at least one of the two above conditions) is rooted in the hypercontractivity properties of the Gaussian measure. This will be made rigorous further.
4.1. Construction of seminorms. Let $H \geq 1$, $\tau \in [\log^{-1} n, 1/2]$ and $\delta \in (0,1]$ be parameters. Given a norm $f(\cdot) = \| \cdot \|$ in $\mathbb{R}^n$ with $H \geq \text{unc}(\| \cdot \|, \{e_i\}_{i=1}^n)$, and
\begin{equation}
(4.1) \quad n^{-\delta} \geq \frac{1}{R(f)} = \frac{\sum_{i=1}^n (\mathbb{E} \left| \partial_i f(x) \right|)^2}{\mathbb{E} \| \nabla f(x) \|^2},
\end{equation}
and a collection of Borel subsets $(\mathcal{E}_t)_{t \geq \tau}$ of $\mathbb{R}^n$, define the seminorm $\Upsilon(\cdot)$ as follows: For every $t \geq \tau$, set
\begin{equation}
(4.2) \quad F_t := \{ x \in \mathbb{R}^n : \langle x, P_t \nabla f(x) \rangle \geq (1 - 4t) \mathbb{E} f(G) \quad \text{and} \quad \| P_t \nabla f(x) \|_2 \leq \| \nabla f \|_{L^2(\gamma_n)} n^{-\delta t/8} \},
\end{equation}
and
$$w(x) := \sup \{ \langle x, P_t \nabla f(y) \rangle : y \in F_t \setminus \mathcal{E}_t, t \geq \tau \}, \quad x \in \mathbb{R}^n$$
(if $F_t \setminus \mathcal{E}_t = \emptyset$ for all $t \geq \tau$ then we set $w \equiv 0$). Then for every vector $x = (x_1, x_2, \ldots, x_n) \in \mathbb{R}^n$ we define
$$\Upsilon(x) := \max \left( w(x), \frac{1}{H} \max_{\epsilon_1, \ldots, \epsilon_n} w \left( \sum_{i=1}^n \epsilon_i x_i e_i \right) \right).$$

The next statement follows from the definition:

Lemma 4.3. For any parameters $H, \tau, \delta$ and Borel subsets $(\mathcal{E}_t)_{t \geq \tau}$, the seminorm $\Upsilon(\cdot)$ satisfies
- $\text{unc}(\Upsilon(\cdot), \{e_i\}_{i=1}^n) \leq H$;
- $\Upsilon(x) \leq f(x)$ for all $x \in \mathbb{R}^n$;
- $\text{Lip}(\Upsilon) \leq \text{Lip}(f) n^{-\delta \tau/8}$;
- $\Upsilon(x) \geq (1 - 4t) \mathbb{E} f(G)$ for every $t \geq \tau$ and $x \in F_t \setminus \mathcal{E}_t$.

While the first, third and fourth assertions are straightforward, we remark that the second assertion $\Upsilon(x) \leq f(x)$, $x \in \mathbb{R}^n$, follows since for every $x \in \mathbb{R}^n$ the quantity $\langle x, P_t \nabla f(x) \rangle$ is a convex combination of inner products $\langle x, u \rangle$, with $u$ taking values in the unit ball of the dual space for $(\mathbb{R}^n, f)$, and therefore $\langle x, P_t \nabla f(x) \rangle \leq f(x)$.

Note that if $F_t$ and $\mathcal{E}_t$ are constructed in such a way that $\cup_{t \geq \tau} (F_t \setminus \mathcal{E}_t)$ has the standard Gaussian measure close to one, the fourth assertion of the lemma implies a strong lower bound for the expectation $\mathbb{E} \Upsilon(G)$.

This, together with the condition $\Upsilon(\cdot) \leq f(\cdot)$ would allow to reduce the problem of estimating $\mathbb{P} \{ f(G) < (1 - \varepsilon) \mathbb{E} f(G) \}$ to bounding a quantity $\mathbb{P} \{ \Upsilon(G) < (1 - \varepsilon') \mathbb{E} \Upsilon(G) \}$, which can be done by using the condition that the Lipschitz constant of $\Upsilon(\cdot)$ is very small. The crucial assumption (4.3) is introduced specifically to guarantee that the sets $F_t$ and $\mathcal{E}_t$ satisfying the needed conditions can be found (as we will show later).

We will view the above procedure as a construction of a family $\mathcal{F}$ of seminorms parameterized by $H, \tau, \delta, f$ and Borel sets $(\mathcal{E}_t)_{t \geq \tau}$. In what follows, by $\Upsilon(\cdot)$ we will understand a particular seminorm from the family $\mathcal{F}$ for a given realization of parameters (which are required to take values from a specific range).

4.2. Lower bound for the expectation $\mathbb{E} \Upsilon(G)$. In what follows, $G$ and $Z$ denote independent standard Gaussian vectors in $\mathbb{R}^n$, and for any $t > 0$, by $G_t$ we denote the random vector $e^{-t} G + \sqrt{1 - e^{-2t}} Z$. The goal of this subsection is to prove

Proposition 4.4. Let the norm $f(\cdot)$ satisfy (4.1), as well as the conditions $\delta \sqrt{\log n} \text{Lip}(f) \leq \mathbb{E} f(G)$ and
$$\mathbb{P} \{ |f(G) - \mathbb{E} f(G)| \geq s \mathbb{E} f(G) \} \leq 2 \exp(-\delta s \log n), \quad s \geq 0,$$
for some $\delta \in (0,1]$. Let $H > 0$, $\tau \in [\log^{-1} n, 1/2]$ and assume that the Borel sets $\mathcal{E}_t, t \in [\tau, 1/2]$, satisfy $\mathbb{P}(\mathcal{E}_t) \leq 2 n^{-\delta t/4}$. Then the seminorm $\Upsilon(\cdot)$ defined above with parameters $H, \tau, \delta, (\mathcal{E}_t)_{t \geq \tau}$, satisfies
$$\mathbb{E} \Upsilon(G) \geq (1 - C^{4.3} \delta^{-2} \tau) \mathbb{E} f(G)$$
for some universal constant $C^{4.3} \geq 0$.

Remark 4.5. We note that if the assumptions are satisfied, the above proposition, combined with (4.1), allows to obtain the optimal lower deviation inequality in the regime $\varepsilon \in \left[ C' \log \log n / \log n, 1/2 \right]$ (taking $\mathcal{E}_t = \emptyset$ for all admissible $t$), namely
$$\mathbb{P} \{ f(G) \leq (1 - \varepsilon) \mathbb{E} f(G) \} \leq 3 \exp(-n^{C' \varepsilon}),$$
for some $c', C' > 0$ depending only on $\delta$. Indeed, setting $\tau := \delta^2 \varepsilon / (2G^2 L^2)$, we get
\[
\mathbb{P}\{ f(G) \leq (1 - \varepsilon) \mathbb{E} f(G) \} \leq \mathbb{P}\{ \Upsilon(G) \leq (1 - \varepsilon)(1 - C5^2 \tau)^{-1} \mathbb{E} \Upsilon(G) \} \leq \exp \left( - \frac{(\mathbb{E} \Upsilon(G))^2 (1 - (1 - \varepsilon)(1 - C5^2 \tau)^{-1})^2}{2 \mathbb{L} \Upsilon(G)} \right),
\]
where, in view of Lemma 4.3 and the assumptions of Proposition 4.4, we would then get
\[
\mathbb{P}\{ f(G) \leq (1 - \varepsilon) \mathbb{E} f(G) \} \leq \exp \left( - \frac{(\varepsilon'^\prime \delta)^2 (\log n)^2 \delta^3 \varepsilon^2/(8cL^2)}{8} \right).
\]
When $\varepsilon \geq C' \log \log n / \log n$ for a sufficiently large $C'$ depending on $\delta$, we have $(c' \delta)^2 (\log n)^2 \delta^3 \varepsilon^2/(8cL^2) \geq 1$, so the last expression is bounded from above by $\exp (-n \delta^3 \varepsilon^2/(8cL^2))$ implying the result. Note, on the other hand, that in the regime $\varepsilon \ll \log \log n / \log n$, the quantity $(\log n)^2 \delta^3 \varepsilon^2$ is much smaller than $n \delta^3 \varepsilon^2/(8cL^2)$, so the above computations do not yield a non-trivial bound.

In order to extend the range to all $\varepsilon \in (0, 1/2]$, we would need an estimate which would cancel the influence of $\varepsilon^2$ in the power of the exponent. If it were true that $\Upsilon(\cdot)$ is superconcentrated in the sense that $\mathbb{V} \Upsilon(G) = O(\log^{-1} n) \mathbb{L} \Upsilon(G)^2$, we would be able to complete the proof given the assumptions of Proposition 4.4. Indeed, in that case, by Theorem 2.2
\[
\mathbb{P}\{ f(G) \leq (1 - \varepsilon) \mathbb{E} f(G) \} \leq \mathbb{P}\{ \Upsilon(G) \leq (1 - \varepsilon)(1 - C5^2 \tau)^{-1} \mathbb{E} \Upsilon(G) \} \leq 2 \exp \left( - c_2^2 (\mathbb{E} \Upsilon(G))^2 / \mathbb{V} \Upsilon(G) \right),
\]
where $\mathbb{V} \Upsilon(G) = O(\log^{-1} n) \mathbb{L} \Upsilon(G)^2 = O(\delta^2 (\log n)^{-2}) (\mathbb{E} f(G))^2 n^{-\delta^2 / 4}$. Essentially repeating the above computations, we would then get
\[
\mathbb{P}\{ f(G) \leq (1 - \varepsilon) \mathbb{E} f(G) \} \leq 2 \exp \left( - \tilde{c} (\log n)^2 \delta^2 \varepsilon^2 \right)
\]
for some $\tilde{c} > 0$ depending only on $\delta$. For $\varepsilon > \frac{1}{\sqrt{\varepsilon \log n}}$, the quantity $\varepsilon (\log n)^2 \delta^2 \varepsilon^2$ is greater than one, so the last bound transforms to the required estimate $2 \exp(-n \varepsilon^2)$. For $\varepsilon \leq \frac{1}{\sqrt{\varepsilon \log n}}$, on the other hand, the probability estimate $3 \exp(-n \varepsilon^2)$ is trivial as long as $c' > 0$ is chosen sufficiently small.

In order to obtain the strong bounds on the variance $\mathbb{V} \Upsilon(G)$, we will need $\Upsilon(\cdot)$ to be “well balanced” in an appropriate sense. Note that although the norm $f$ is assumed to be “well balanced” there is no trivial argument which would guarantee analogous conditions for the seminorm $\Upsilon(\cdot)$. Thus, our main goal is to carefully choose the events $E_t$ in the definition of $\Upsilon(\cdot)$ that would provide the required properties. That will be done in the next subsections.

**Lemma 4.6.** Assume that a norm $f(\cdot)$ in $\mathbb{R}^n$ satisfies $\delta \sqrt{\log n} \mathbb{L} f \leq \mathbb{E} f(G)$ for some parameter $\delta > 0$. Then for any $t > 0$ and $x \in \mathbb{R}^n \setminus \{0\}$ such that the gradient of $f$ at $x$ is well defined, we have
\[
\mathbb{P}\{ (e^{-t} x + \sqrt{1 - e^{-2t}} Z, \nabla f(x)) \leq e^{-t} f(x) - \delta^{-1} \sqrt{t / \log n} u \mathbb{E} f(G) \} \leq 2 \exp(-c u^2), \quad u > 0,
\]
where $c > 0$ is a universal constant.

**Proof.** Obviously,
\[
(e^{-t} x + \sqrt{1 - e^{-2t}} Z, \nabla f(x)) = e^{-t} f(x) + \sqrt{1 - e^{-2t}} (Z, \nabla f(x)).
\]
The inner product $(Z, \nabla f(x))$ is equidistributed with $g \| \nabla f(x) \|_2$, where $g$ is a standard Gaussian variable. Further, $\| \nabla f(x) \|_2 \leq \mathbb{L} f \leq \mathbb{E} f(G) / (\delta \sqrt{\log n})$, by the assumptions of the lemma. The result follows. \hfill \Box

**Lemma 4.7.** Let the norm $f(\cdot)$ satisfy $\delta \sqrt{\log n} \mathbb{L} f \leq \mathbb{E} f(G)$ and
\[
\mathbb{P}\{ |f(G) - \mathbb{E} f(G)| \geq s \mathbb{E} f(G) \} \leq 2 \exp(-\delta^2 \log n), \quad s \geq 0,
\]
for some parameter $\delta \in (0, 1]$. Then for any $u \geq 1$ and $t \in [\log^{-1} n, 1/2]$ we have
\[
\mathbb{P}\{ (G, P_t \nabla f(G)) \leq e^{-t} f(G) - \delta^{-1} \sqrt{t / \log n} u \mathbb{E} f(G) \} \leq 2 \exp(-c u),
\]
for some $c > 0$ independent of $u$.\hfill \Box
for some universal constant $c > 0$.

**Proof.** Fix any $u \geq 1$. Define a subset $S$ of $\mathbb{R}^n$ by setting

$$S := \{ x \in \mathbb{R}^n : \langle x, P_t \nabla f(x) \rangle \leq e^{-t} f(x) - \delta^{-1} \sqrt{t/\log n} u E f(G) \}.$$  

Fix for a moment any $x \in S$. By definition,

$$e^{-t} f(x) - \delta^{-1} \sqrt{t/\log n} u E f(G) \geq \langle x, P_t \nabla f(x) \rangle = \mathbb{E} Z \langle x, \nabla f(e^{-t} x + \sqrt{1 - e^{-2t}} Z) \rangle,$$

where, as usual, $Z$ is the standard Gaussian vector independent from $G$. The upper bound on the expectation then implies that there is an integer $i = i(x) \geq 1$ with

$$(4.3) \quad \mathbb{P}_Z \{ \langle x, \nabla f(e^{-t} x + \sqrt{1 - e^{-2t}} Z) \rangle \leq e^{-t} f(x) - ci\delta^{-1} \sqrt{t/\log n} u E f(G) \} \geq \frac{1}{i^2},$$

for a sufficiently small universal constant $c > 0$ (instead of $\frac{1}{i^2}$ on the right hand side, we can take the $i$-th element of arbitrary convergent series). Indeed, this immediately follows from the obvious relation

$$\mathbb{E} \xi \geq (a - b) \mathbb{P} \{ \xi > a - b \} + \sum_{i=1}^{\infty} (a - (i + 1)b) \mathbb{P} \{ a - (i + 1)b \leq \xi \leq a - ib \}$$

$$\geq a - b - 2b \sum_{i=1}^{\infty} \mathbb{P} \{ \xi \leq a - ib \},$$

which is valid for any variable $\xi$ and any parameters $a \in \mathbb{R}$ and $b > 0$.

For a given $i \geq 1$, denote the collection of all $x \in S$ satisfying (4.3) by $S_i$. Since $\bigcup_{i=1}^{\infty} S_i = S$, we get that there is $i_0 \geq 1$ with $\gamma_n(S_{i_0}) \geq \gamma_n(S)/i_0$. Thus,

$$\mathbb{P} \{ \langle G, \nabla f(G_t) \rangle \leq e^{-t} f(G) - ci_0\delta^{-1} \sqrt{t/\log n} u E f(G) \} \geq \frac{c'}{i_0^2} \gamma_n(S),$$

where $G_t := e^{-t} G + \sqrt{1 - e^{-2t}} Z$. This implies

$$\mathbb{P} \{ \langle G, \nabla f(G_t) \rangle \leq e^{-t} f(G_t) - \frac{c'}{2i_0^2} \delta^{-1} \sqrt{t/\log n} u E f(G) \} \geq \frac{c'}{4i_0^2} \gamma_n(S) - \mathbb{P} \{ |f(G) - f(G_t)| \geq \frac{c'}{2i_0^2} \delta^{-1} \sqrt{t/\log n} u E f(G) \}.$$

Observe that the probability on the left hand side of the inequality is equal to

$$\mathbb{P} \{ \langle G_t, \nabla f(G) \rangle \leq e^{-t} f(G) - \frac{c'}{2i_0^2} \delta^{-1} \sqrt{t/\log n} u E f(G) \},$$

and in this form can be estimated with help of Lemma 4.6. This gives

$$\frac{c'}{4i_0^2} \gamma_n(S) \leq \mathbb{P} \{ |f(G) - f(G_t)| \geq \frac{c'}{2i_0^2} \delta^{-1} \sqrt{t/\log n} u E f(G) \} + 2 \exp(-c_0^2 u^2).$$

It remains to note that the condition on the concentration of $f(G)$ implies

$$\mathbb{P} \{ |f(G) - f(G_t)| \geq \frac{c'}{2i_0^2} \delta^{-1} \sqrt{t/\log n} u E f(G) \} \leq 2e^{-c_0^2 u^2 \log n},$$

and solve the inequality for $\gamma_n(S)$. \hfill \Box

**Lemma 4.8.** Let $f(\cdot)$ be a norm in $\mathbb{R}^n$ satisfying (4.1). Then for any $t \in (0, 1/2]$ we have

$$\mathbb{P} \{ \|P_t \nabla f(G)\|_2 \leq \|\nabla f\|_{L^2(\gamma_n)} n^{-\delta t/8} \} \geq 1 - n^{-c_0\delta t},$$

where $c > 0$ is a universal constant.

**Proof.** Repeating the argument from the proof of Proposition 2.8 or employing (2.22), we get

$$E \|P_t \nabla f(G)\|_2^2 \leq E \|\nabla f(G)\|_2^2 R^{-\tanh t} \leq E \|\nabla f(G)\|_2^2 n^{-\delta t/\tanh t} \leq E \|\nabla f(G)\|_2^2 n^{-\delta t/e}.$$  

The result follows by a standard application of Markov’s inequality. \hfill \Box
Lemma 4.9. Let the norm $f(\cdot)$ satisfy $\delta \sqrt{\log n} \text{Lip}(f) \leq \mathbb{E} f(G)$ and

$$\mathbb{P}\{ |f(G) - \mathbb{E} f(G)| \geq s \mathbb{E} f(G) \} \leq 2 \exp(-\delta s \log n), \quad s \geq 0,$$

for some parameter $\delta \in (0,1]$. Then for any $t \in [\log^{-1} n, 1/2]$ we have

$$\mathbb{P}\{ (G, P_t \nabla f(G)) < (1-4t) \mathbb{E} f(G) \} \leq 2 \exp(-c\sqrt{t \log n})$$

for a universal constant $c > 0$.

Proof. We have

$$\mathbb{P}\{ (G, P_t \nabla f(G)) < (1-4t) \mathbb{E} f(G) \} \leq \mathbb{P}\{ (G, P_t \nabla f(G)) < (1-t) f(G) - 2t \mathbb{E} f(G) \} + \mathbb{P}\{ (1-t) f(G) - 2t \mathbb{E} f(G) < (1-4t) \mathbb{E} f(G) \}.$$

Applying Lemma 4.7, we get

$$\mathbb{P}\{ (G, P_t \nabla f(G)) < (1-t) f(G) - 2t \mathbb{E} f(G) \} \leq 2 \exp(-c\sqrt{t \log n})$$

for some universal constant $c > 0$. On the other hand, the assumptions of the lemma imply

$$\mathbb{P}\{ (1-t) f(G) - 2t \mathbb{E} f(G) < (1-4t) \mathbb{E} f(G) \} \leq 2 \exp(-c' \delta t \log n)$$

for a universal constant $c' > 0$. The result follows. \qed

Proof of Proposition 4.4. Without loss of generality, $\tau \leq 1/4$. We have

$$\mathbb{E} \Upsilon(G) = \int_0^\infty \mathbb{P}\{ \Upsilon(G) \geq s \} ds \geq 4 \int_0^{1/4} \mathbb{P}\{ \Upsilon(G) \geq (1-4s) \mathbb{E} f(G) \} \mathbb{E} f(G) ds$$

$$= (1-4\tau) \mathbb{E} f(G) - 4 \int_0^{1/4} \mathbb{P}\{ \Upsilon(G) < (1-4s) \mathbb{E} f(G) \} \mathbb{E} f(G) ds.$$

Take any $s \in [\tau, 1/4]$. Combining Lemmas 4.8 and 4.9 and the conditions on events $\mathcal{E}_s$, we get that the event

$$\{ G \in F_s \setminus \mathcal{E}_s \} \quad \text{(where the sets $F_s$ are defined in (4.2))}$$

has probability at least $1 - 2 \exp(-c' \delta \sqrt{s \log n})$, for some constant $c' > 0$. By the definition of the seminorm $\Upsilon(\cdot)$, we have $\Upsilon(G) \geq (1-4s) \mathbb{E} f(G)$ whenever $G \in F_s \setminus \mathcal{E}_s$. Hence,

$$\int_0^{1/4} \mathbb{P}\{ \Upsilon(G) < (1-4s) \mathbb{E} f(G) \} ds \leq 2 \int_0^{1/4} \exp(-c' \delta \sqrt{s \log n}) ds \leq C \delta^{-2} \tau,$$

for some constant $C > 0$. The result follows. \qed

4.3. Seminorm deformation. Let $T$ be non-empty closed bounded origin-symmetric subset of $\mathbb{R}^n \setminus \{0\}$, and let $\tilde{w}(\cdot)$ be a seminorm in $\mathbb{R}^n$ given by

$$\tilde{w}(x) := \max_{y \in T} \langle x, y \rangle, \quad x \in \mathbb{R}^n.$$

Further, assume that for some $i \leq n$ and $\alpha \in (0,1)$ we have

$$\mathbb{E} |\partial_i \tilde{w}(G)| \geq \alpha \sqrt{\mathbb{E} \| \nabla \tilde{w}(G) \|_2^2}.$$

We are interested in properties of a new seminorm $\overline{w}(\cdot)$ obtained from $\tilde{w}(\cdot)$ by “removing” functionals with large scalar products with the $i$-th coordinate vector:

$$\overline{w}(x) := \max_{y \in \mathcal{T}_i} \langle x, y \rangle, \quad x \in \mathbb{R}^n.$$
The main statement of the section is the following:

**Proposition 4.10.** Let \( \mathfrak{w}(\cdot), \tilde{\mathfrak{w}}(\cdot), \alpha \in (0, 1) \) and \( i \leq n \) be as above. Then, we have

\[
\mathbb{E}\tilde{\mathfrak{w}}(G) \leq \mathbb{E}\mathfrak{w}(G) - c\alpha^4 \sqrt{\mathbb{E}\|\nabla \mathfrak{w}(G)\|^2},
\]

where \( c > 0 \) is a universal constant.

**Remark 4.11.** The proposition can be interpreted as follows: if the partial derivative of the \( i \)-th coordinate of a seminorm is large then removing the “spikes” in the definition of the set of norming functionals produces a seminorm with expectation significantly less than the expectation of the original seminorm. In a sense, this implies that the total number of such coordinates cannot be large. This will be very important in the next subsection when we choose the events \( (\mathcal{E}_i) \) for the parametric family of seminorms \( \mathcal{Y}(\cdot) \) and prove the main technical statement of the section.

**Lemma 4.12.** Let \( x \in \mathbb{R}^n \) be a vector such that the gradient \( \partial_i \mathfrak{w}(x) \) is well defined and let us assume that \( \partial_i \mathfrak{w}(x) \geq \frac{\alpha}{2} \sqrt{\mathbb{E}\|\nabla \mathfrak{w}(G)\|^2} \). Then, for any \( r > 0 \) one has

\[
\tilde{\mathfrak{w}}(x + re_i) \leq \mathfrak{w}(x + re_i) - \frac{r\alpha}{4} \sqrt{\mathbb{E}\|\nabla \mathfrak{w}(G)\|^2}.
\]

**Proof.** Let \( r > 0 \) and let \( y \in T_i \) such that \( \tilde{\mathfrak{w}}(x + re_i) = \langle x + re_i, y \rangle \). It follows that

\[
\tilde{\mathfrak{w}}(x + re_i) = \langle x, y \rangle + ry_i \leq \mathfrak{w}(x) + \frac{r\alpha}{4} \sqrt{\mathbb{E}\|\nabla \mathfrak{w}(G)\|^2},
\]

where we have used the definition of \( T_i \) and the fact that \( T_i \subseteq T \). On the other hand, the mapping \( x_i \mapsto \mathfrak{w}(x_1, \ldots, x_i, \ldots, x_n) \) is convex (when the other coordinates remain fixed), thus

\[
\mathfrak{w}(x) \leq \mathfrak{w}(x + re_i) - r\partial_i \mathfrak{w}(x) \leq \mathfrak{w}(x + re_i) - \frac{r\alpha}{2} \sqrt{\mathbb{E}\|\nabla \mathfrak{w}(G)\|^2}.
\]

Inserting the latter into (4.4) we get the result. \( \square \)

**Proof of Proposition 4.10** The trivial bound \( \mathbb{E}|\partial_i \mathfrak{w}(G)|^2 \leq \mathbb{E}\|\nabla \mathfrak{w}(G)\|^2 \) and the Paley-Zygmund inequality [BLM13, p.47] imply

\[
\mathbb{P}\left\{|\partial_i \mathfrak{w}(G)| \geq \frac{\alpha}{2} \sqrt{\mathbb{E}\|\nabla \mathfrak{w}(G)\|^2}\right\} \geq \mathbb{P}\left\{|\partial_i \mathfrak{w}(G)| \geq \frac{1}{2} \mathbb{E}|\partial_i \mathfrak{w}(G)|\right\} \geq \frac{1}{4} \left(\mathbb{E}|\partial_i \mathfrak{w}(G)|^2\right) \geq \frac{\alpha^2}{4}.
\]

It follows that\(^9\) the set

\[
Q := \left\{ x : \partial_i \mathfrak{w}(x) \geq \frac{\alpha}{2} \sqrt{\mathbb{E}\|\nabla \mathfrak{w}(G)\|^2}\right\},
\]

satisfies \( \gamma_n(Q) \geq \alpha^2/8 \). We will need the following:

**Fact.** Let \( Q \subseteq \mathbb{R}^n \). For any \( 0 < \lambda < 1 \) and any \( z \in \mathbb{R}^n \) one has

\[
\gamma_n(Q + z) \geq (\gamma_n(Q))^{1/\lambda} \exp\left(-\frac{\|z\|^2}{2(1-\lambda)}\right).
\]

**Proof of Fact.** Let \( q = \gamma_n(Q) \). First note that

\[
\gamma_n(Q + z) = \int_{\mathbb{R}^n} 1_Q e^{-\frac{\|z\|^2}{2} - \langle x, z \rangle} d\gamma_n(x).
\]

\(^9\)Note that if \( Q = \left\{ \partial_i \mathfrak{w} \geq \frac{\alpha}{2} \sqrt{\mathbb{E}\|\nabla \mathfrak{w}(G)\|^2}\right\} \), then the evenness of \( \mathfrak{w} \) implies \(-Q = \left\{ -\partial_i \mathfrak{w} \geq \frac{\alpha}{2} \sqrt{\mathbb{E}\|\nabla \mathfrak{w}(G)\|^2}\right\}\), and hence

\[
\left\{ |\partial_i \mathfrak{w}| \geq \frac{\alpha}{2} \sqrt{\mathbb{E}\|\nabla \mathfrak{w}(G)\|^2}\right\} \subseteq Q \cup (-Q).
\]
Hence, for any $0 < \lambda < 1$ we may apply H"older's inequality to write
\[ q = \int_{\mathbb{R}^n} \left( 1 q e^{-\frac{1}{2} \|x - z\|^2} \right)^\lambda \cdot e^{\lambda \|x - z\|^2} d\gamma_n(x) \leq (\gamma_n(Q + z))^\lambda \left( \int_{\mathbb{R}^n} e^{\lambda \frac{1}{2} \|x - z\|^2} d\gamma_n(x) \right)^{1-\lambda} = (\gamma_n(Q + z))^\lambda e^{\lambda (n-1) \|z\|^2}, \]
where we have used the rotation invariance of the Gaussian measure and the moment generating function of the standard normal. Reorganizing the above inequality we arrive at the desired result. □

By Lemma 4.12, for any $y \in Q + c$, we have
\[ \bar{w}(y) \leq w(y) - \frac{\alpha}{4} \sqrt{E \|\nabla w(G)\|_2^2}. \]
This, together with the obvious relation $\bar{w}(y) \leq w(y)$, $y \in \mathbb{R}^n$ and the previous fact (for $\lambda = 2/3$), gives
\[ E w(G) - E \bar{w}(G) \geq E[(w(G) - \bar{w}(G)) 1_{Q+c}] \geq \frac{\alpha \gamma_n(Q)^{3/2}}{4e^{3/2}} \sqrt{E \|\nabla w(G)\|_2^2}. \]
The bound $\gamma_n(Q) \geq \alpha^2/8$ yields the estimate
\[ E w(G) - E \bar{w}(G) \geq c \alpha^4 \sqrt{E \|\nabla w(G)\|_2^2}, \]
as required. □

4.4. **Balancing the seminorm: improving bounds on the variance.** Our bound on the Lipschitz constant of a seminorm $Y(\cdot)$ from Proposition 4.4 holds under very general (or no) assumptions on parameters $\delta, H$, the norm $f(\cdot)$ and events $(E_t)_{t \geq \tau}$, but is not sufficiently strong to imply the main results of the section. However, the bound on the variance of the seminorm can be improved provided that $H$ is “sufficiently small” and that the events $(E_t)_{t \geq \tau}$ are carefully chosen to guarantee that the seminorm is “well balanced”. It will be convenient to revise our notation a little. Assume parameters $\tau, \delta, H$, and the norm $f$ are fixed. Let $F$ be the collection of all seminorms in $\mathbb{R}^n$ defined as in the Subsection 4.3 where we allow all possible choices for the events $(E_t)_{t \geq \tau}$. We will inductively construct a finite sequence of seminorms $(Y_k)_{k=0}^m \subset F$, where each seminorm corresponds to specially chosen events $(E_t^k)_{t \geq \tau}$, starting with $Y_0(\cdot)$ constructed for empty events $E_0^0 := \emptyset, t \geq \tau$.

Let $\theta > 0$ be a parameter (later, we will connect it with parameters $H$ and $\delta$), and assume that for some $k \geq 1$, the seminorm $Y_{k-1}(\cdot)$ has been constructed. If for every $i \leq n$ we have $E |\partial_i Y_{k-1}(G)| < \theta E Y_0(G)$, then we set $m := k - 1$ and stop the construction. Otherwise, choose an index $i \leq n$ with $E |\partial_i Y_{k-1}(G)| \geq \theta E Y_0(G)$, and for any $t \geq \tau$ let
\[ E_t^k := E_t^{k-1} \cup \{ y \in \mathbb{R}^n : |\partial_i P \nabla f(y)| \geq \frac{\theta}{4} E Y_0(G) \}. \]
Then we let $Y_k(\cdot)$ to be the seminorm from $F$ defined with parameters $\tau, \delta, H, f$ and $(E_t^k)_{t \geq \tau}$, and proceed to the next step.

The following is a consequence of results of the previous subsection:

**Lemma 4.13.** The sequence of seminorms constructed above is finite, with $m \leq C \theta^{-4}$, and for any $k \leq m$ we have
\[ E Y_k(G) \leq E Y_{k-1}(G) - c \theta^4 E Y_0(G), \]
for universal constants $c, C > 0$.

**Proof.** Take any two adjacent seminorms $Y_{k-1}(\cdot)$ and $Y_k(\cdot)$ from the sequence. According to the construction, there is an index $i \leq n$ such that $\sqrt{E \|\nabla Y_{k-1}(G)\|_2^2} \geq E |\partial_i Y_{k-1}(G)| \geq \theta E Y_0(G)$. Define $\alpha > 0$ by $\alpha := \theta E Y_0(G) / \sqrt{E \|\nabla Y_{k-1}(G)\|_2^2}$. Note that the definition of the seminorm $Y_k(\cdot)$ implies that every norming functional of $Y_k(\cdot)$ is a limit of vectors $P \nabla f(y)$ for some $y \in F_i \setminus E_t^k$ or $\frac{1}{\theta}(c_j \partial_j f(y))_{j=1}^n$ for some $y \in F_i \setminus E_t^k$ and $c_j \in \{-1, 1\}$, $j \leq n$. Together with the definition of the events $E_t^k, t \geq \tau$, this implies that every norming functional $v = (v_1, \ldots, v_n)$ of $Y_k(\cdot)$ satisfies $|v_i| \leq \frac{\theta}{4} E Y_0(G) = \frac{\theta}{4} \sqrt{E \|\nabla Y_{k-1}(G)\|_2^2}$. 


Then, by the definition of $\Upsilon_k(\cdot)$ and by Proposition 4.10 we get

$$
\mathbb{E} \Upsilon_k(G) \leq \mathbb{E} \Upsilon_{k-1}(G) - c' \alpha^4 \sqrt{\mathbb{E} \| \nabla \Phi \Upsilon_{k-1}(G) \|^2} = \mathbb{E} \Upsilon_{k-1}(G) - c' \alpha^4 \mathbb{E} \Psi_0(G) \left( \frac{\mathbb{E} \Psi_0(G)}{\sqrt{\mathbb{E} \| \nabla \Psi_{k-1}(G) \|^2}} \right)^2
$$

for a universal constant $\tilde{c} > 0$, where in the last inequality we used that, for the standard Gaussian vector $\tilde{Z}$ independent from $G$ and some universal constant $C > 0$,

$$
\tilde{C} \mathbb{E} \Psi_0(G) \geq \sqrt{\mathbb{E} \Phi \Psi_0(G)} \geq \mathbb{E} \tilde{G} \mathbb{E} \tilde{Z} \| [\tilde{Z}, \nabla \Phi \Psi_{k-1}(G)] \|^2 = \mathbb{E} \tilde{G} \| \nabla \Phi \Psi_{k-1}(G) \|^2.
$$

A recursive application of the bound gives

$$
\mathbb{E} \Upsilon_k(G) \leq (1 - \tilde{c} \theta^4 \delta) \mathbb{E} \Psi_0(G), \quad k \geq 0,
$$

whence $m \leq \frac{1}{\tilde{c} \theta^4}$. \hfill \qed

Next, we will estimate the Gaussian measure of events $\mathcal{E}_k^i$ constructed above.

**Lemma 4.14.** Let the norm $f(\cdot)$ satisfy condition (4.1), and assume that $\delta \sqrt{\log n} \text{Lip}(f) \leq \mathbb{E} f(G)$ and

$$
\mathbb{P}\left\{ |f(G) - \mathbb{E} f(G)| \geq \mathbb{E} f(G) \right\} \leq 2 \exp(-\delta^2 \log n), \quad s \geq 0.
$$

Further, assume that $\log^{-1} n \leq \tau \leq \delta^2/(2C)$, where the constant $C$ is taken from Proposition 4.4. Then for any $k \leq m$ and $t \geq \tau$ we have

$$
\gamma_n(\mathcal{E}_k^i) \leq C k \theta^{- \tau n^{-\delta/2}},
$$

where $C > 0$ is a universal constant.

**Proof.** It is sufficient to show that for any given $i \leq n$, we have

$$
q := \gamma_n \left\{ y \in \mathbb{R}^n : \left| P_i \partial_i f(y) \right| \geq \frac{\theta}{4} \mathbb{E} \Psi_0(G) \right\} \leq \frac{C}{\theta} n^{-\delta/2}.
$$

By our conditions on parameters and in view of Proposition 4.4

$$
\mathbb{E} \Psi_0(G) \geq \frac{1}{2} \mathbb{E} f(G).
$$

Hence,

$$
\mathbb{E} |\partial_i f(G)| \geq \mathbb{E} |P_i \partial_i f(G)| \geq \frac{\theta q}{8} \mathbb{E} f(G) \geq \frac{\theta q}{8} \mathbb{E} f(G) \geq \frac{\theta q}{8} \mathbb{E} f(G) \geq \frac{\theta q}{8} \mathbb{E} f(G) \geq \frac{\theta q}{8} \mathbb{E} f(G).
$$

This, together with condition (4.1), implies the bound. \hfill \qed

As a combination of Lemma 4.3, Proposition 4.4 and the above Lemmas 4.13 and 4.14 we obtain

**Proposition 4.15.** There is a universal constant $C > 0$ with the following property. Let $n \geq C_2$ and let the norm $f(\cdot)$ and parameter $\delta$ be as in Lemma 4.14. Assume additionally that $\log^{-1} n \leq \tau \leq \delta^2/(2C)$ and that $\theta^2 \geq n^{-\delta/4}$. Then the seminorm $\mathcal{Y}_m(\cdot)$ constructed above satisfies

- $\mathcal{Y}_m(x) \leq f(x)$ for all $x \in \mathbb{R}^n$;
- $\mathbb{E} \mathcal{Y}_m(G) \geq (1 - C_1 \theta^4 \delta^2 \tau) \mathbb{E} f(G)$;
- Lip($\mathcal{Y}_m$) $\leq$ Lip($f$) $n^{-\delta \tau/8}$;
- $\mathbb{E} |\partial_i \mathcal{Y}_m(G)| \leq 2 \theta \mathbb{E} \mathcal{Y}_m(G)$ for all $i \leq n$.

**Proof.** The assertions $\mathcal{Y}_m(x) \leq f(x)$ and Lip($\mathcal{Y}_m$) $\leq$ Lip($f$) $n^{-\delta \tau/8}$ are a direct application of Lemma 4.3. Further, the restriction on the parameter $\theta$ together with Lemmas 4.13 and 4.14 imply that $\gamma_n(\mathcal{E}_n^i) \leq \frac{C}{\theta} n^{-\delta/2} \leq C n^{-\delta/4}$. As long as $C_2 > 0$ is chosen sufficiently large, the assumption $\delta^2 \geq (\log n)^{-1}$ and $n \geq C_2$ imply that $\tilde{C} n^{-\delta/4} \leq 2 n^{-\delta/8} \leq 2 n^{-\delta/4}$. Therefore, as long as $C_1 \geq C_2$ we can apply Proposition 4.4 to yield $\mathbb{E} \mathcal{Y}_m(G) \geq (1 - C_1 \theta^4 \delta^2 \tau) \mathbb{E} f(G) \geq \tfrac{1}{2} \mathbb{E} f(G)$. Finally, by the construction of the sequence $(\mathcal{Y}_k)_{k=0}^m$, we have $\mathbb{E} |\partial_i \mathcal{Y}_k(G)| \leq \theta \mathbb{E} \mathcal{Y}_0(G) \leq \theta \mathbb{E} f(G)$, where the last quantity is in turn bounded above by $2 \theta \mathbb{E} \mathcal{Y}_m(G)$. \hfill \qed
Finally, we can prove the main technical result of the section. For convenience, we will explicitly restate all conditions on the parameters involved.

**Theorem 4.16.** There are universal constants $C_{1.10} > 0$ with the following property. Let $\delta \in (0, 1]$, let $n \geq C_{1.10}$ and let $f(\cdot)$ be a norm in $\mathbb{R}^n$ such that $n^{5/64} \geq H := \text{unc}(f, \{e_i\}_{i=1}^n)$. Further, take $\tau$ satisfying $\log n \leq \delta^2 / (2C_{1.10})$. Assume that $f(\cdot)$ is satisfied, that $\delta \log n \text{ Lip}(f) \leq \mathbb{E} f(G)$ and

$$\mathbb{P}\{|f(G) - \mathbb{E} f(G)| \geq s \mathbb{E} f(G)\} \leq 2 \exp(-s \log n), \quad s \geq 0.$$  

Then

$$\mathbb{P}\{f(G) \leq (1 - C_{4.10} \delta^2) \mathbb{E} f(G)\} \leq 3 \exp(-n C_{4.10} \delta^2).$$

**Proof.** We will assume that $C_{4.10} \geq 2C_{1.10}$. Let $\theta := n^{-\delta/32}$, and let $\Upsilon_m(\cdot)$ be the seminorm constructed above. We have \( \Upsilon_m(\cdot) \leq f(\cdot) \) and

$$\mathbb{E} \Upsilon_m(G) \geq (1 - C_{4.10} \delta^2) \mathbb{E} f(G),$$

by Proposition 1.15. This implies

$$\mathbb{P}\{f(G) \leq (1 - C_{4.10} \delta^2) \mathbb{E} f(G)\} \leq \mathbb{P}\{\Upsilon_m(G) \leq (1 - C_{4.10} \delta^2) \mathbb{E} \Upsilon_m(G)\}.$$  

Next, we will estimate the variance $\text{Var} \Upsilon_m(G)$. As a corollary of Talagrand’s $L^1 - L^2$ bound (see Corollary 2.1.4), we obtain

$$\text{Var} \Upsilon_m(G) \leq \frac{\widetilde{C} \mathbb{E} \|\nabla \Upsilon_m(G)\|^2_2}{1 + \log \|\nabla \Upsilon_m(G)\|^2_{L^1(\gamma_n)}},$$

for a universal constant $\widetilde{C} > 0$. Clearly, $\mathbb{E} \|\nabla \Upsilon_m(G)\|^2_2 \leq \text{Lip}(\Upsilon_m)^2 \leq n^{-\delta/4} \text{Lip}(f)^2$, in view of Proposition 1.15. Further, by the same proposition we have for any $i \leq n$:

$$\|\partial_i \Upsilon_m\|_{L^1(\gamma_n)} \leq 2 \mathbb{E} \Upsilon_m(G).$$

Note that if $Z$ is the standard Gaussian vector independent from $G$ then

$$\sum_{i=1}^n \|\partial_i \Upsilon_m\|_{L^1(\gamma_n)} = \sqrt{\pi/2} \mathbb{E} \mathcal{G} \mathbb{E} \mathcal{Z} \sum_{i=1}^n |G_i \cdot \partial_i \Upsilon_m(Z)|$$

$$= \sqrt{\pi/2} \mathbb{E} \mathcal{G} \mathbb{E} \mathcal{Z} \langle \text{sign}(G_i) \partial_i \Upsilon_m(Z) \rangle_{i=1}^n \leq \sqrt{\pi/2} H \mathbb{E} \Upsilon_m(G),$$

where we have used that, by the $H$–unconditionality of the standard vector basis with respect to $\Upsilon_m(\cdot)$, the vector $(\text{sign}(G_i) \partial_i \Upsilon_m(Z))_{i=1}^n$ belongs to $H$–enlargement of the unit dual ball for $\Upsilon_m(\cdot)$. This implies

$$\sum_{i=1}^n \|\partial_i \Upsilon_m\|_{L^1(\gamma_n)}^2 \leq \max_{j \leq n} \|\partial_j \Upsilon_m\|_{L^1(\gamma_n)} \left( \sum_{i=1}^n \|\partial_i \Upsilon_m\|_{L^1(\gamma_n)}^2 \right) \leq C \theta H (\mathbb{E} \Upsilon_m(G))^2 \leq C n^{-\delta/64} (\mathbb{E} \Upsilon_m(G))^2.$$  

Now, if $(\mathbb{E} \Upsilon_m(G))^2 < n^5/128 \mathbb{E} \|\nabla \Upsilon_m(G)\|^2_2$ then the last estimate gives

$$\sum_{i=1}^n \|\partial_i \Upsilon_m\|_{L^1(\gamma_n)}^2 \leq C n^{-\delta/128} \mathbb{E} \|\nabla \Upsilon_m(G)\|^2_2,$$

so, 4.5 implies

$$\text{Var} \Upsilon_m(G) \leq \frac{C n^{-\delta/4} \text{Lip}(f)^2}{1 + \delta \log n} \leq \frac{C n^{-\delta/4} \delta^{-2} (\mathbb{E} f(G))^2}{\log n + \delta \log^2 n}.$$  

On the other hand, if $(\mathbb{E} \Upsilon_m(G))^2 \geq n^5/128 \mathbb{E} \|\nabla \Upsilon_m(G)\|^2_2$ then the Poincaré inequality immediately implies a bound

$$\text{Var} \Upsilon_m(G) \leq 2 n^{-c\delta} (\mathbb{E} \Upsilon_m(G))^2 \leq 2 n^{-c\delta} (\mathbb{E} f(G))^2.$$  

As the final step of the proof, we observe that, according to Theorem 2.2, we have

$$\mathbb{P}\{\Upsilon_m(G) \leq (1 - C_{4.10} \delta^2) \mathbb{E} \Upsilon_m(G)\} \leq 2 \exp(-c \delta^{-4} \mathbb{E} \Upsilon_m(G)^2 / \text{Var} \Upsilon_m(G)).$$

The result follows from the upper bound on the variance obtained above. \qed
4.5. Proof of Theorems 4.2 and 4.4

Proof of Theorem 4.4. Clearly, it is sufficient to show that any 1–unconditional norm \( f(\cdot) \) in the position of minimal \( M, \) or \( \ell \)-position, or \( w^{1,1} \)-position satisfies the conditions of Theorem 4.16 with \( \delta \) being a universal constant. We consider the position of minimal \( M \) first. The conditions \( \delta \sqrt{\log n} \| \text{Lip}(f) \| \leq \mathbb{E} f(G) \) and
\[ \mathbb{P}\left\{ |f(G) - \mathbb{E} f(G)| \geq s \mathbb{E} f(G) \right\} \leq 2 \exp(- s^2 \delta \log n), \quad s \geq 0 \] (for constant \( \delta \)) are known; see, in particular, Proposition 2.5. If, additionally, (4.11) holds then a direct application of Theorem 4.16 gives the result. On the other hand, if (4.11) does not hold, say, for \( \delta = 1/10, \) then, using the balancing conditions
\[ \mathbb{E} (G_i \partial_i f(G)) = \mathbb{E} |G_i \partial_i f(G)| = \frac{1}{n} \mathbb{E} f(G), \quad i \leq n \] for the position of minimal \( M, \) and the Poincaré inequality, we obtain
\[ \text{Var} f(G) \leq \mathbb{E} \| \nabla f(G) \|^2 \leq n^{1/10} \sum_{i=1}^n (\mathbb{E} |\partial_i f(G)|)^2 \leq \frac{\pi}{2} n^{1/10} \sum_{i=1}^n (\mathbb{E} |G_i \partial_i f(G)|)^2 = \frac{\pi}{2} n^{-9/10} (\mathbb{E} f(G))^2, \]
where we used that for any 1–unconditional seminorm for every coordinate \( i \) the quantities \( |G_i| \) and \( |\partial_i f(G)| \) are positively correlated (see, in particular, Section 2.3 for a deterministic statement for 1–unconditional norms which implies the positive correlation). Then Theorem 2.2 implies the required bound.

Proof of Theorem 4.2. Apart from applying Theorem 4.16 the proof essentially reproduces the ideas from Subsection 3.3 so we only sketch the argument. The starting point is the dichotomy employed earlier in paper and, before that, introduced in : given any norm \( f(\cdot) \) in \( \mathbb{R}^n \) with the unit ball in John’s position, and any \( c \in (0, 1/4], \) either the critical dimension \( k(f) \) is greater than \( n^c, \) or, as a corollary of Alon–Milman’s theorem, there is a subspace \( X := (E, f(\cdot)) \) of \( (\mathbb{R}^n, f(\cdot)) \) of dimension \( c' n^{1/2} \) which has a \( C n^{c'/2} \)-unconditional basis (see, for example, proof of Theorem 4.4 in [PV18a]). Here, \( c', C > 0 \) are constants which may only depend on \( c. \) We will choose \( c > 0 \) later.

In the former case, the required result immediately follows from standard concentration estimates for Lipschitz functions in the Gauss space. In the latter case, applying an appropriate linear transformation to \( X \) (whose existence is guaranteed by the Borsuk–Ulam theorem, see Lemma 3.1), we obtain a normed space \( (\mathbb{R}^{c' n^{1/2}}, \tilde{f}(\cdot)) \) such that the standard basis \( \{e_i\}_{i=1}^{c' n^{1/2}} \) is \( C n^{c'/2} \)-unconditional, and, moreover,
\[ \mathbb{E} |\partial_i \tilde{f}(G')| = \mathbb{E} |\partial_j \tilde{f}(G')| \] for all \( i \neq j, \) where \( G' \) is the standard Gaussian vector in \( \mathbb{R}^{c' n^{1/2}}. \) The \( C n^{c'/2} \)-unconditionality of the standard basis then implies, similarly to the argument in 4.16,
\[ \sum_{i=1}^{c' n^{1/2}} (\mathbb{E} |\partial_i \tilde{f}(G')|)^2 \leq C' n^{c'/2} \mathbb{E} \tilde{f}(G') \mathbb{E} |\partial_1 \tilde{f}(G')| \]
\[ = C'' n^{c'/2 - 1/2} \mathbb{E} \tilde{f}(G') \sum_{i=1}^{c' n^{1/2}} \mathbb{E} |\partial_i \tilde{f}(G')| \]
\[ \leq C'' n^{c'/2 - 1/2} (\mathbb{E} \tilde{f}(G'))^2. \]
If \( (\mathbb{E} \tilde{f}(G'))^2 \leq n^c \mathbb{E} \| \nabla \tilde{f}(G') \|_2^2 \) then the deviation estimates follow immediately from Theorem 2.1. Finally, we apply the argument from [PV18a] (see the proof of Theorem 4.5 there) to “lift” the lower deviation estimates for \( \tilde{f}(\cdot) \) back to an appropriate linear transformation of \( (\mathbb{R}^n, f(\cdot)). \)
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