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ABSTRACT

In this paper, we propose a transformer-based architecture, called two-stage transformer neural network (TSTNN) for end-to-end speech denoising in the time domain. The proposed model is composed of an encoder, a two-stage transformer module (TSTM), a masking module and a decoder. The encoder maps input noisy speech into feature representation. The TSTM exploits four stacked two-stage transformer blocks to efficiently extract local and global information from the encoder output stage by stage. The masking module creates a mask which will be multiplied with the encoder output. Finally, the decoder uses the masked encoder feature to reconstruct the enhanced speech. Experimental results on the benchmark dataset show that the TSTNN outperforms most state-of-the-art models in time or frequency domain while having significantly lower model complexity.

Index Terms— time domain, two-stage transformer, local and global information, lower model complexity, speech enhancement

1. INTRODUCTION

Speech enhancement as an indispensable front-end task in many speech processing related applications, such as automatic speech recognition, hearing aid, telecommunication and so on, has been widely studied over the past decades, especially in recent years when deep learning emerges as a powerful tool to develop various data-driven approaches for solving traditional estimation problems with or without supervision.

Most of current deep learning architectures for speech enhancement are implemented in time-frequency (T-F) domain, such as convolutional neural network (CNN) and recurrent neural network (RNN). By using short-time Fourier transform (STFT), those methods usually treat the spectral magnitude as training target. The phase of noisy speech is utilized along with the enhanced speech magnitude to reconstruct the time-domain signal with inverse short-time Fourier transform (iSTFT). Despite some inspiring results achieved [1-4], there are still two main limitations in T-F domain methods. First, Fourier transform operation is an additional overhead which hinders fast speech denoising. Second, the noisy phase information is usually ignored during denoising process. However, the phase information has been proved important for enhancing the speech quality [5]. Some studies have considered both magnitude and phase simultaneously during the training stage to achieve better enhancement results [6].

Recently, various works have directly estimated the clean waveform from noisy raw data in time domain [7-11]. Many researchers have investigated encoder-decoder frameworks based on the CNN or RNN. For modeling long-range sequence like speech, CNN requires more convolutional layers to enlarge receptive field.

The dilated convolutional neural network has been proposed for processing the long-term temporal sequence [12]. Additionally, RNN such as long short-term memory (LSTM) and gated recurrent units (GRU), are commonly used in modeling long-term sequence with order information. However, the drawback of RNN based models is that they cannot perform parallel processing, thus leading to high computation complexity. Although some improvements can be achieved by adding temporal convolutional network (TCN) blocks [10] or LSTM layers between encoder and decoder for further extracting high-level features and enlarging receptive fields [11], the contextual information of speech is often ignored, which restricts the denoising performance. Fortunately, transformer neural network can resolve the long-dependency problem effectively and operate well in parallel, showing good performance on many natural language processing tasks [13]. In [14], the authors proposed a transformer-based network for speech enhancement while it has relatively large model size.

Inspired by the capability of the transformer in sequence modeling, and the effectiveness of the dual-path network for extracting contextual information [15], we here propose a two-stage transformer neural network (TSTNN) for end-to-end monaural speech enhancement in the time domain. The proposed model incorporates the TSTM between the encoder and decoder to learn both local and global contextual information of long-range speech sequences. Our extensive experiments on benchmark dataset show that the TSTNN outperforms the state-of-the-art methods in terms of most evaluation criteria while incurs relatively light model complexity.

2. TWO-STAGE TRANSFORMER

In this section, we first present an improved version of the general transformer structure, based on which we propose a two-stage transformer block for extracting local and global contextual information of speech feature.

2.1. Improved transformer

The general transformer structure consists of encoder and decoder networks [13]. In our model, we only use the encoder part since the input mixtures and output enhanced sequences have the same length in speech denoising. The original transformer encoder is comprised of three important modules: positional encoding, multi-head attention and position-wise feed-forward network. Different from that, we remove the positional encoding part since it is not suitable for acoustic sequence. Inspired by the effectiveness of RNNs in tracking order information, the first fully connected layer of feed-forward network is replaced with a GRU layer to learn the positional information [16, 17], as shown in Fig. 1.

In multi-head attention block, first, the input (X) is mapped
2.2. Two-stage transformer block

We propose a two-stage transformer block based on the improved transformer. As shown in Fig. 2, it has a local transformer and a global transformer, which extracts local and global contextual information, respectively. More specifically, the input is 3-D tensor ([C, N, F]), and the local transformer is first applied to individual chunks to parallelly process local information, which performs on the last dimension F of input tensor. Then the global transformer is used for fusing the information of output from local transformer to learn global dependency, which implements on the dimension N of tensor. Besides, each transformer is followed by the group normalization operation and utilizes residual connection.

In this section, we propose a two-stage transformer based neural network (TSTNN) for speech enhancement. As shown in Fig. 3, the new model consists of segmentation stage, encoder, two-stage transformer module, masking module, decoder and overlap-add stage.

3.1. Segmentation and overlap-add

The segmentation stage splits raw mixture $X \in \mathbb{R}^{1 \times F}$ into frames of length $F$ with hop size $H$. Then all the frames are stacked to form a 3-D tensor $I \in \mathbb{R}^{1 \times N \times F}$ as the input of encoder. Here $L$ is the length of input mixture, and $N$ denotes the number of frames as given by:

$$N = \lfloor (L - F)/(F - H) + 1 \rfloor \qquad (7)$$

The overlap-add method is used as the inverse operation of segmentation, which is used for recovering enhanced waveform.

3.2. Encoder

The encoder uses two convolutional layers of which the first one is increasing the number of channels to 64 using convolution with filter of size (1, 1) and the second one halves the dimension of frame size using filter of size (1, 3) with a stride of (1, 2), where a dilated/dense block [19] with four dilation convolution layers is incorporated between them. All convolutional layers are followed by layer normalization and PReLU nonlinearity [20].

3.3. Two-stage transformer module (TSTM)

The TSTM consists of four stacked two-stage transformer blocks. Before feeding the output from encoder into TSTM, we halve the channel dimension using convolution with a kernel of size (1, 1) followed by the PReLU nonlinearity, which reduces the computational complexity of the following transformer network. Next, feature representation is processed by TSTM to learn local and global contextual features.

3.4. Masking module

Masking network makes use of the output features from TSTM to obtain the mask for denoising. The output from TSTM is doubled along the channel dimension with PReLU nonlinearity and convolution for matching the output of encoder. Then it passes through a two-path 2-D convolution and nonlinearity operation, with the outputs being multiplied together as the input for 2-D convolution and ReLU to get the mask. The final masked encoder feature is obtained by the element-wise multiplication between the mask and the output of the encoder.
3.5. Decoder

In the decoder, a dilated dense block and a sub-pixel convolution [21] are applied to reconstruct the masked encoder feature into enhanced speech feature. Then the 2-D convolution with filter size of (1, 1) recovers the channel dimension of the enhanced speech feature into 1 and produces enhanced speech waveform by overlap-add method.

3.6. Loss function

Our loss function combines both time domain and time-frequency domain losses. The loss in time-frequency domain can supervise the model to learn more information, leading to higher speech intelligibility and perceptual quality [19], which is defined as:

$$\text{loss}_f = \frac{1}{TP} \sum_{t=0}^{T-1} \sum_{f=0}^{F-1} \left[ |X_t(t,f)| + |\tilde{X}_t(t,f)| \right]$$

(8)

where $X$ and $\tilde{X}$ denote the spectrogram of clean waveform and the spectrogram of enhanced waveform. $r$ and $i$ are the real and imaginary parts of the complex variable. $T$ and $F$ are the number of time frames and the number of frequency bins, respectively.

The time-domain loss is based on the mean square error (MSE) between the denoised speech and clean speech, which is defined as:

$$\text{loss}_T = \frac{1}{N} \sum_{i=0}^{N-1} (x_i - \tilde{x}_i)^2$$

(9)

where $x$ and $\tilde{x}$ are the sample of the clean speech and the denoised speech, respectively, and $N$ denotes the number of samples.

The final loss function combines these two types of losses mentioned above, as follows:

$$\text{loss} = \alpha \times \text{loss}_f + (1 - \alpha) \text{loss}_T$$

(10)

where $\alpha$ is a tunable parameter and set as 0.2 in our work.

4. EXPERIMENTS

4.1. Datasets

We evaluate our proposed model on a standard speech dataset from [22], which is selected from Voice Bank corpus [23], including 11572 utterances of 28 speakers (14 female and 14 male) for training set and 824 utterances of 2 speakers (one male and one female) for testing set. The noisy speech is generated with 10 types of noises (8 from DEMAND dataset [24] and 2 artificially generated) at SNRs of 15 dB, 10 dB, 5 dB and 0 dB for training, and with 5 types of unseen noises at SNRs of 17.5 dB, 12.5 dB, 7.5 dB and 2.5 dB for testing.

4.2. Experimental setup

All the utterances are resampled to 16 kHz. Each frame has a size of 512 samples (32ms) with an overlap of 256 samples (16ms). We randomly slice segment of 4 seconds from an utterance if it is larger than 4 seconds. Within a batch, the smaller utterances are zero-padded to match the size of largest utterance.

In the training stage, we train our model for 100 epochs and optimize it by Adam. We use the gradient clipping with maximum L2-norm of 5 to avoid gradient explosion. For learning rate, we use the dynamic strategies during the training stage [13]. More specifically, we first linearly increase the learning rate within num_warmups training steps, and then decay it by 0.98 for every two epochs as follows:

$$lr = k_1 \cdot d_{model}^{-0.5} \cdot n \cdot \text{num_warmups}^{-1.5}, \quad n \leq \text{num_warmups}$$

$$lr = k_2 \cdot 0.98^{\left(\frac{n}{\text{epoch}}\right)^2}, \quad n > \text{num_warmups}$$

where $n$ is the number of steps, and $k_1$, $k_2$ are tunable parameters. In our experiments, we set $k_1 = 0.2$, $k_2 = 4e^{-4}$ and num_warmups = 4000. Finally, $d_{model}$ denotes the feature size of the input of transformer which is set as 64 in our paper.

4.3. Evaluation metrics

We evaluate the proposed speech enhancement model on several objective measures (Table 1): perceptual evaluation of speech quality (PESQ) [25] with a score range from -0.5 to 4.5; Short-time objective intelligibility (STOI) [26] with a score range from 0 to 1. We also adopt subjective mean opinion scores (MOSs) [27] including CSIQ for signal distortion, CBAK for noise distortion evaluation and COVL for overall quality evaluation. All MOSs range from 1 to 5; Segmental signal-to-noise ratio (SSNR) [28] with a value range from -10 to 35 is also used.

4.4. Comparison with other time-domain methods

Our proposed model is compared with several other waveform-based methods. As seen from Table 1, TSTNN outperforms, in terms
of PESQ score, most existing waveform-based methods and achieves comparable performance with only about 36 times fewer of parameters to DEMUCS with large model configuration (Fig. 4). For STOI value, TSTNN achieves the best score (95%) among all the existing time-domain models. Besides, TSTNN achieves best score in three MOSs evaluation compared with existing time-domain models.
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**Table 1:** Evaluation results of our proposed model compared with other methods on the same dataset [22]. Six objective metrics and the number of trainable parameters are considered. (Higher scores are better except parameter size, ‘F’ denotes frequency and ‘T’ is time)

| Model            | Domain | PESQ | STOI (%) | CSIG | CBAK | COVL | SSNR | Para.(Million) |
|------------------|--------|------|----------|------|------|------|------|----------------|
| Noisy            | -      | 1.97 | 91       | 3.34 | 2.44 | 2.63 | 1.73 | -              |
| Wiener           | -      | 2.22 | -        | 3.23 | 2.68 | 2.67 | 5.07 | -              |
| SEGAN, 2017[8]   | T      | 2.16 | 93       | 3.48 | 2.94 | 2.80 | 7.73 | 97.47          |
| Wavenet, 2018[9] | T      | -    | -        | 3.62 | 3.23 | 2.98 | -    | -              |
| CNN-GAN, 2018[5] | F      | 2.34 | 93       | 3.55 | 2.95 | 2.92 | -    | -              |
| Wave U-Net, 2018[7] | T    | 2.40 | -        | 3.52 | 3.24 | 2.96 | 9.97 | 10.0           |
| MMSE-GAN, 2018[2] | F      | 2.53 | 93       | 3.80 | 3.12 | 3.14 | -    | -              |
| MetricGAN, 2019[3] | F      | 2.86 | -        | 3.99 | 3.18 | 3.42 | -    | -              |
| DCUnet-16, 2019[6] | F    | 2.93 | -        | 4.10 | 3.77 | 3.52 | 14.44 | 2.3           |
| DEMUCS (small), 2020[11] | T  | 2.93 | 95       | 4.22 | 3.25 | 3.52 | -    | 18.9           |
| DEMUCS (large), 2020[11] | T | 3.07 | 95       | 4.31 | 3.4  | 3.63 | -    | 33.5           |

TSTNN (ours) | T | 2.96 | 95 | 4.33 | 3.53 | 3.67 | 9.70 | **0.92** |

Table 2: TSTNN vs. Comparison model.

| Model            | PESQ | STOI(%) | CSIG | CBAK | COVL | SSNR | Para.(Million) |
|------------------|------|---------|------|------|------|------|----------------|
| TSTNN            | 2.96 | 95      | 4.33 | 3.53 | 3.67 | 9.70 | **0.92**       |
| Comparison       | 2.87 | 95      | 4.19 | 3.47 | 3.54 | 9.65 | 2.37           |

**Table 3:** Parameters of TSTNN and comparison model.

In this study, we proposed a two-stage transformer neural network for monaural speech enhancement in the time domain, which efficiently extracts both local and global contextual information for long-range speech sequences. Experimental results showed that our model outperforms most of the state-of-the-art methods for most evaluation metrics. Furthermore, our proposed model has much fewer trainable parameters compared with other current models.

5. CONCLUSION

From Tables 2 and 3, we can see that TSTNN has better scores in all evaluation metrics with 2.6 times fewer parameters than the comparison model. It shows that the transformer block is more efficient than encoder layers in terms of feature extraction. The reason for the remarkable performance could be the properties of our two-stage transformer that it not only works well on long-range sequence but also extracts both local and global contextual information, which outperforms most current architectures.
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