ABSTRACT

High-quality text data has become an important data source for social scientists. We have witnessed the success of pretrained deep neural network models, such as BERT and RoBERTa, in recent social science research. In this paper, we propose a compact pretrained deep neural network, Transformer Encoder for Social Science (TESS), explicitly designed to tackle text processing tasks in social science research. Using two validation tests, we demonstrate that TESS outperforms BERT and RoBERTa by 16.7% on average when the number of training samples is limited (<1,000 training instances). The results display the superiority of TESS over BERT and RoBERTa on social science text processing tasks. Lastly, we discuss the limitation of our model and present advice for future researchers.

1 Introduction

Text data has become a central piece of social science research. In particular, political scientists make use of text data such as legislative or legal documents (Truex 2020; Chen and Xu 2021), news articles (King and Lowe 2003; Huff and Kertzer 2018; Chang and Masterson 2019; Wasow 2020; Kim and Sudduth 2021; Halterman et al. 2021), speeches (Monroe, Colaresi, and Quinn 2008; Enamorado, López-Moctezuma, and Rakovic 2021; Boussalis et al. 2021; Goplerud and Smith 2021), and open-ended survey questions (Roberts et al. 2014; Mueller 2022; Manekin and Mitts 2022).

We have witnessed the success of applying pretrained DNNs, such as BERT and RoBERTa (Devlin et al. 2018; Liu et al. 2019), on a wide array of text-related supervised learning tasks (Kim, Griggs, et al. 2021; Wankmüller 2021). However, while DNNs can achieve near-human performance, training DNNs well usually requires a significant amount of data, and annotating a large training set is often costly in social science research settings.

To reduce the cost of using DNNs in social science, we propose a pretrained DNN model designed for social science text processing tasks, Transformer Encoder for Social Science (TESS). Our model offers four advantages over the popular models used by political scientists (e.g., BERT and RoBERTa) on social science-related tasks:

- **Less Data Hungry:** TESS demonstrates superior performance in small training sample settings compared to other popular models.
- **Smaller Size:** TESS is about half the size of BERT and RoBERTa, which makes it easy to use on machines with limited memory.
- **Longer Input Sequence:** TESS can read text sequences up to 768 tokens at a time, while most models on the market take text sequences up to 512 tokens as input.
- **Better Performance:** TESS shows a modest increase in performance than other models on social science related tasks.

Therefore, we believe TESS can be a good alternative to many pretrained DNNs when conducting social science research. Like BERT and RoBERTa, TESS adopts the structure of a transformer encoder (Vaswani et al. 2017).
encoder structure uses parameters more efficiently than the decoder (e.g., GPT-2) but cannot be used for language generation purposes. Since most language processing tasks encountered by social scientists do not include natural language generation, we believe that the encoder structure fits researchers’ needs better than the decoder structure.

However, we improve upon BERT and RoBERTa by introducing the following changes:

- **Embedding Dimensions and Weight Sharing:** Following the findings by Lan et al. (2019), we reduce the wording embedding dimension from 768 to 128 and enable weight-sharing. The model shares the attention weights across all layers but uses individual feed-forward networks. This architecture significantly reduces the number of required parameters (by around 50%) while still preserving the performance.

- **Pretraining on a Social Science Corpus:** We conducted masked language modeling on a considerable social science corpus that includes U.S. congressional bills, annual reports of U.S. public firms, Preferential Trade Agreements, UNGA Resolutions and U.S. Court Opinions.

- **Increasing Input Sequence Length:** we set the input sequence length to be 768 instead of 512, as most text processing tasks in social science require dealing with long documents.

To evaluate the model’s performance, we conducted two validation studies with tasks closely related to political science research. First, we test the model’s performance using the dataset published by Kim, Griggs, et al. (2021). In their project, they propose a multi-class classification task in which human annotators are tasked with comparing the similarity of two subsections of U.S. congressional bills. Later, they test the performance of a series of models, including RoBERTa and BERT. In the second validation test, we utilize the original data proposed by Ge (2021). He proposed a binary sequence classification task to distinguish whether a text sequence contains information about regulatory barriers in certain countries. Our model, TESS, achieves a 6.6% increase in full sample performance compared with BERT and RoBERTa. Furthermore, we test the model’s performance under the small training sample scenario. On average, TESS outperforms BERT and RoBERTa by 16.7% when the number of training samples is below 1,000.

In the next section, we will introduce the model, corpus, and pretraining tasks. The final section will present results from validation analyses.

## 2 TESS: Transformer Encoder for Social Science

### 2.1 Training Corpora

We collected over 35GB of compressed text from multiple sources. Table 1 offers a brief view of the text corpora.

| TEXT                  | SOURCE                                      |
|-----------------------|---------------------------------------------|
| Preferential Trade Agreements | Texts of Trade Agreements                   |
| Congressional Bills   | Kornilova and Eidelman (2019)               |
| UNGA Resolutions      | UN                                          |
| Firms’ Annual Reports | Loughran and McDonald (2016)                |
| U.S. Court Opinions   | Caselaw Access Project                      |

The corpora differ significantly from the Wikipedia corpus, which is commonly used in pretrained language models. They are, however, close to the text that many political scientists encounter in research. Recent studies show that pretraining on different corpora will significantly increase the model’s performance in the corpora (Beltagy, Lo, and Cohan 2019; Gururangan et al. 2020). We cannot collect comprehensive data from news outlets or twitter due to copyright issues.

### 2.2 Model Pretraining

Similar to BERT and RoBERTa, TESS is a 12-layer transformer encoder. However, all 12 attention layers share the same weights, but the feed-forward layer has its individual weights. This architectural design is based on the results from Lan et al. (2019), which shows that sharing attention weights do not negatively affect model performance while sharing the feed-forward network weights does. By sharing attention weights, we reduce the model size by 50% but still preserve the model performance.
We use the classic masked language modeling to pretrain the encoder. Following the literature, the masking probability is set to be 15%. However, we allow n-gram masking, which is shown to lead to superior performance. In the original BERT training, the authors also implement next sentence prediction. We exclude the next sentence prediction task because our text is usually comprised of multiple sections that are not closely connected. Our experiment also found that training with next sentence prediction leads to worse performance than only training with masked language modeling.

We train the model for 120K steps in batches of 2,000 to facilitate model convergence. We use the AdamW optimizer with a learning rate of 1e-4. The model is trained on 4 NVIDIA A100 GPUs hosted by Lambda Labs GPU Cloud.

3 Validation

3.1 Bill Similarity

Kim, Griggs, et al. (2021) propose a five-class classification task to compare bill similarity. The similarity between two subsections of bills ranges from 0 (unrelated) to 4 (identical). The authors manually annotated 4,721 pairs of bill subsections. Among all pairs of subsections, the unrelated bills account for more than 50% of total examples, which shows considerable data imbalance. In the paper, the authors find that the best performance is achieved by RoBERTa (F1 = 76.8).

We fine-tuned TESS on the training set with 3,305 human-annotated samples and tested the model performance on the authors' validation set. We experimented with learning rates = \{1e-5, 3e-5, 5e-5\} and epochs = \{1, 3, 5\} and report best outcomes for each model.

In Figure 1a, we present the comparison of TESS, RoBERTa, and BERT. To test model performance under small sample scenarios, we fine-tune each model using the sample sizes \{50, 200, 500, 800, 1000, 3305 (full sample)\}. It can be observed that TESS outperforms BERT and RoBERTa across almost all sample sizes except for the sample size of 50. When trained on the full sample, TESS achieved an F1 of 0.79, higher than BERT, RoBERTa, and the authors’ best results in the paper. With only 500 training instances (1/6 of the total training samples), TESS can achieve an F1 above 0.7, which showcases the model’s ability to reduce researchers’ annotation costs.

![Figure 1: Validation Results](image)

3.2 Regulatory Barrier

In the second validation study, we utilize the original data set compiled by Ge (2021). They manually annotate sentences and paragraphs from U.S. public companies’ annual reports (i.e., 10-Ks). By reading the sentences, they aim to classify whether a sentence or section contains information about the regulatory barrier encountered by the firm. We use three instances from the training set to illustrate the task:

- **Positive**: We have difficulty gaining market share in countries such as Japan because of regulatory restrictions and customer preferences.
- **Positive**: Burdens of complying with a variety of foreign laws, including more protective employment laws affecting our sizable workforce in Germany.
• **Negative:** We are obligated to comply with various foreign, federal, state, and other environmental laws and regulations, including the environmental laws and regulations of the United States, Iceland, China, and the EU.

We again experiment with learning rates = \{1e-5, 3e-5, 5e-5\} and epochs = \{1, 3, 5\}. When trained on the full training sample (\(n = 2,401\)), TESS has the best performance among the three models (F1 = 0.69). We further investigate the small sample scenarios, \(n = \{100, 400, 700, 1000\}\). Similarly, TESS outperforms BERT and RoBERTa in small training samples: the gap between TESS and the other two models shrinks when the sample size increases.

The two validation results prove TESS’ effectiveness in saving annotation costs without sacrificing the large sample performance.

### 4 Conclusions and Limitations

This paper proposes a transformer encoder designed for the social science research context. By validating on political science text processing tasks, we demonstrate the superiority of TESS over BERT and RoBERTa, especially in small training sample settings.

We also prove the value of building social science-specific language models, as many texts encountered by social scientists are quite different from the generic text corpora used by computer scientists. This project shows that the path to studying pre-trained DNNs in the social science context may be fruitful. We encourage future researchers to explore whether certain pretraining tasks may serve social scientists better than the standard masked language modeling or next word prediction.

Since we do not include text from news outlets and Twitter data, we overlook a significant portion of the text that political scientists often use. It is unclear whether TESS can outperform BERT and RoBERTa on the news or Twitter data, as TESS may specialize in government documents at the expense of understanding other text types. For that reason, we recommend using TESS for processing text similar to our pretraining corpora while remaining cautious if adapting it to a new domain.
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