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Abstract
This work is associated with the use of parallel feedforward compensators (PFCs) for the problem of output synchronization over heterogeneous agents and the benefits this approach can provide. Specifically, it addresses the addition of stable PFCs on agents that interact with each other using diffusive couplings. The value in the application of such PFC is twofold. Firstly, it has been an issue that output synchronization among passivity-short systems requires global information for the design of controllers in the cases when initial conditions need to be taken into account, such as average consensus and distributed optimization. We show that a stable PFC can be designed to passivate a passivity-short system while its output asymptotically vanishes as its input tends to zero. As a result, output synchronization is achieved among these systems by fully distributed controls without altering the original consensus results. Secondly, in the literature of output synchronization over signed weighted graphs, it is generally required that the graph Laplacian be positive semidefinite, i.e., \( L \geq 0 \) for undirected graphs or \( L + L^T \geq 0 \) for balanced directed graphs. We show that the PFC serves as output feedback to the communication graph to enhance the robustness against negative weight edges. As a result, output synchronization is achieved over a signed weighted and balanced graph, even if the corresponding Laplacian is not positive semidefinite.
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1. Introduction
Due to the need for information consensus in large-scale complex networks, and also its close connection with output regulation in control, output synchronization of heterogeneous systems has received intense research attention over the past two decades. \cite{1, 2, 3, 4, 5, 6, 7}.\cite{2} constructs a necessary and sufficient internal model principle for heterogeneous linear systems. \cite{3} derives necessary conditions for non-identical nonlinear systems. \cite{1, 4} approach this problem with passivity and passivity indices. In addition, robustness issues are also considered in \cite{5, 6}. It is worth mentioning that while most of the above works apply the static diffusive couplings of outputs along with some feedback controls, \cite{2} considers augmenting a system to form the dynamic couplings for synchronization. This idea is closely related to the parallel feedforward compensator.

The use of parallel feedforward compensator (PFC) technique dates back to the work \cite{8}, where a compensator is added in parallel to render a linear system almost strictly positive real (ASPR), motivated by the need to implement an adaptive controller on positive real plants. Recently, \cite{9} provides a necessary and sufficient condition for the existence of a stable PFC to render a single-input-single-output (SISO) LTI system minimum phase. There are also some recent applications of PFC in the literature. It is adopted in \cite{10} to generalize the primal-dual algorithm to a class of new algorithms that are convergent under general convex objective functions. The widely used proportional-derivative (PD) control in distributed networks \cite{11, 12} can be viewed as an application of PFC on top of the proportional control. Consensus controllers for linear multi-agent systems in \cite{13} can be interpreted by interaction laws augmented by PFC \cite{9}. Moreover, the modified proportional-integral (PI) algorithm addressed in \cite{14, 15} and the Zero-Gradient-Sum (ZGS) algorithm proposed in \cite{16} for distributed
optimization are unified via PFC (see Example 3). However, compared to the rich literature of feedback design (e.g., [17] [18]), there are fewer works on the design of PFC. The feedforward design is also applied to state synchronization in [29] and output synchronization in [2] with fully distributed controllers but these works do not address the case when initial conditions need to be taken into account, e.g., average consensus and distributed optimization [19] [16] [14]. On the other hand, output synchronization of passivity-short systems requires global graph information to design coupling gains [4] [20]. Thus, designing a proper PFC to render fully distributed controllers without altering the final consensus results is worth addressing.

Synchronization over signed weighted graphs has also been widely studied in recent years, see, e.g., [21] [22] [23]. A negative weight edge in a Laplacian matrix can represent the antagonistic interaction between two agents. Such a matrix is called a signed weighted Laplacian. Some works also focus on the study of inertias of signed weighted Laplacians, i.e., the number of positive, negative, and zero eigenvalues [24] [25] [26] characterizes the positive semidefinite-neness of signed weighted Laplacians in terms of effective resistance, while [23] gives a passivity-based interpretation. The research is extended to directed graphs in [27]. Negative weight edges are also seen in power systems [28] [29], which corresponds to the negative reactance or large angle differences across certain transmission lines in a power network. However, the aforementioned works require positive semidefiniteness on the graph Laplacian ($L \succeq 0$, or $L + L^T \succeq 0$) to guarantee convergence. Output synchronization with indefinite Laplacians has not thus far been dealt with in the literature.

The contributions of this paper are on the design and applications of parallel feedforward compensators in a feedback interconnection and in output synchronization in particular. More specifically:

1. We show that a passive PFC can be added to a passive feedback interconnection and preserve the passivity of the overall closed-loop system. Such a PFC with an excess of passivity can provide additional negative energy to guarantee asymptotic convergence for lossless passive systems. Furthermore, in the problem of output synchronization, it leads to decentralized control policies, where the consensus objective is not affected.

2. We propose systematic conditions in the frequency domain for designing local PFCs to passivate a class of passivity-short systems called input feedforward passive systems.

3. In the problem of output synchronization with signed weighted graphs, we show that the positive semidefinite requirement for graph Laplacian is not necessary with an addition of PFC. Using proportional-derivative (PD) controllers derived from the simplest form of PFC suffices to guarantee convergence under indefinite Laplacians.

The rest of this paper is organized as follows. In Section 2 some preliminaries on graph theory, passivity, and feedback interconnection are given. In Section 3 the addition of PFC to the feedback interconnection of systems is addressed via passivity and the problems to be investigated are formulated. In Sections 4 and 5 the effects of PFC on agent dynamics and the underlying graphs in output synchronization are addressed along with some illustrative examples. Finally, the work is concluded in Section 6.

2. Preliminaries

Notation: $\mathbb{R}$ and $\mathbb{C}$ represent the sets of real and complex numbers, respectively. $\text{Re}[..]$ and $\text{Im}[..]$ represent the real part and imaginary part of a complex number (matrix), respectively. $\| \cdot \|$ denotes the matrix induced 2-norm. Let $\oplus$ denote the direct sum of matrices, i.e., $\bigoplus_{i=1}^N A_i := \text{diag}(A_1, \ldots, A_N)$. $I_N$ denotes the $N \times N$ identity matrix, whose subscript can be omitted if its size is clear from the context. $1_N$ denotes the all-one vector in $\mathbb{R}^N$. $0$ denotes a zero matrix of appropriate size. The conjugate and the conjugate transpose of a complex square matrix $A$ is denoted by $A^*$ and $A^H$, respectively.

2.1. Graph theory and signed weighted graphs

The communication of agents is represented by a directed graph $G = (\mathcal{N}, \mathcal{E}, \mathcal{A})$, where $\mathcal{N} = \{1, \ldots, N\}$ is the node set, $\mathcal{E} \subset \mathcal{N} \times \mathcal{N}$ is the edge set and $\mathcal{A}$ is the adjacency matrix. The edge $(k, i) \in \mathcal{E}$ means that agent $i$ can obtain information from agent $k$. We assume that there is no self-loop in $G$, i.e., $(i, i) \notin \mathcal{E}$. The weights of edges are assigned by $\mathcal{A} = [a_{ik}]$, where $a_{ik} \neq 0$ if $(k, i) \in \mathcal{E}$, and $a_{ik} = 0$, otherwise. In this work, $a_{ik}$ is not restricted to be nonnegative. $G$ is said to be a signed weighted graph if for some $(i, k)$, $a_{ik} < 0$. The corresponding $(i, k)$ is called negative weight edge. $G$ is said to be strongly connected if there exists a sequence of successive distinct edges between any two agents. The graph $G$ is said to be weight-balanced if $\forall i \in \mathcal{N}$, the in-degree $d^\text{in}_i = \sum_{k=1}^N a_{ik}$ equals to out-degree $d^\text{out}_i = \sum_{k=1}^N a_{ki}$. The Laplacian matrix of $G$ is defined as $L = \text{diag}(d^\text{out}_1, \ldots, d^\text{out}_N) - \mathcal{A}$. When $G$ is weight-balanced, it satisfies that $L^T L = 0$ and $L 1_N = 0$.
2.2. Passivity and positive real transfer functions

Consider a nonlinear system $\Sigma$ as follows

$$\Sigma : \dot{x} = f(x,u), \quad y = h(x,u)$$

(1)

where $f : \mathbb{R}^p \times \mathbb{R}^m \rightarrow \mathbb{R}^p$ is locally Lipschitz, $h : \mathbb{R}^p \times \mathbb{R}^m \rightarrow \mathbb{R}^m$ is continuous. System $\Sigma$ is said to be passive if there exists a nonnegative and differentiable real-valued function of the states $V(x)$, called the storage function, such that $\dot{V} \leq u^T y$. It is said to be strictly passive if $\dot{V} \leq u^T y - \psi(x)$ for some positive definite function $\psi(x)$. System $\Sigma$ is said to be input feedforward passive (IFP) if $\dot{V} \leq u^T y$ for some $\nu \in \mathbb{R}$ and we denote this system as IFP($\nu$). When $\nu \leq 0$, the system is said to be passivity-short. System $\Sigma$ is said to be output feedback passive (OFP) if $\dot{V} \leq u^T y - \nu u^p u$ for some $\rho \in \mathbb{R}$, denoted by OFP($\rho$). Whenever we refer to a passive, IFP or OFP system, we will also assume its storage function is positive definite and radially unbounded. These are additional properties needed for the stability analysis in the paper [1]. For a memoryless function $y = h(u)$, $h : \mathbb{R}^m \rightarrow \mathbb{R}^m$ the same definitions hold for passivity, IFP, OFP respectively, but with the storage function $V$ set to zero.

A $m \times m$ proper rational transfer function matrix $H(s)$ is called positive real if

1. The poles of all elements of $H(s)$ are in $\{s \mid \text{Re}[s] \leq 0\}$.
2. for all real $\omega$, where $j\omega$ is not a pole of any element of $H(s)$, $H(j\omega) + H^T(-j\omega) \geq 0$.
3. Any pure imaginary pole $j\omega_0$ of any element of $H(s)$ is a simple pole, and the residue matrix $\lim_{s \rightarrow j\omega_0}(s - j\omega_0)H(s)$ is positive semidefinite Hermitian.

$H(s)$ is called strictly positive real if $H(s - \varepsilon)$ is positive real for some $\varepsilon > 0$. A minimal state space representation of the transfer function matrix $H(s)$ is positive if and only if $H(s)$ is positive real. It is strictly passive if $H(s)$ is strictly positive real. $H(s)$ is IFP($\nu$) if the inequality in the second condition is replaced by $H(j\omega) + H^T(-j\omega) \geq 2\nu I$ for a bounded constant $\nu \in \mathbb{R}$.

2.3. Feedback Interconnection

Consider two subsystems $\Sigma_1$ and $\Sigma_2$ represented by the nonlinear state space model

$$\Sigma_i : \dot{x}_i = f_i(x_i, u_i), \quad y_i = h_i(x_i, u_i)$$

(2)

with $x_i \in \mathbb{R}^{p_i}$, and $u_i, y_i \in \mathbb{R}^{m_i}, i = 1, 2$. The negative feedback interconnection of the two subsystems as shown in Figure 1 results from the interaction rule

$$u_1 = e_1 - y_2, \quad u_2 = e_2 + y_1$$

(3)

The closed-loop system is called well-posed if there exists a unique solution which is causally dependent on inputs $u$. In this work, we assume that all the closed-loop systems considered are well-posed. It is well-known that the feedback interconnection of two passive systems $\Sigma_1, \Sigma_2$ in Figure 1 is passive from $e := [e_1 e_2]^{T}$ to $y := [y_1 y_2]^{T}$ if the closed-loop system is well-posed [17].

Figure 1: Feedback interconnection of two subsystems $\Sigma_1$ and $\Sigma_2$.

Lemma 1 (OFP closed-loop system). Suppose $\Sigma_1$ is OFP($\rho$), $\Sigma_2$ is IFP($\nu$), and let $e_2 = 0$. Then the closed-loop system in Figure 1 is OFP($\rho + \nu$) from $e_1$ to $y_1$.

Proof. By definition, there exists a storage function $V_1 \geq 0$ for $\Sigma_1$ such that $V_1 \leq y_1^T u_1 - \rho y_1^T y_1$, and a storage function $V_2 \geq 0$ for $\Sigma_2$ such that $V_2 \leq y_2^T u_2 - \nu y_2^T y_2$. Let the overall storage function be $V = V_1 + V_2$. Substituting $e_2 = 0$ in (3), we have $V_1 + V_2 \leq y_1^T(e_1 - y_2) - \rho y_1^T y_1 + y_2^T y_1 - \nu y_1^T y_1 = y_1^T e_1 - (\rho + \nu) y_1^T y_1$.

3. Parallel Feedforward Compensator and Problem Formulation

In this section, we introduce the addition of a PFC to the closed-loop system of $\Sigma_1, \Sigma_2$ and then formulate the problems to be investigated.

3.1. Parallel Feedforward Compensator

A stable compensator $C$ is added in parallel to $\Sigma_1$, as shown in Figure 2.

Figure 2: Parallel feedforward compensator $C$ added to the feedback interconnection of $\Sigma_1$ and $\Sigma_2$.

The stable parallel feedforward compensator $C$ is designed to be a system represented by

$$\dot{x}_c = f_c(x_c, u_c), \quad y_c = h_c(x_c, u_c)$$

(4)
The addition of such PFC is represented by the inter-
feedforward operation but with extra internal dynamics 
\( \dot{x}_c = f_c(x_c, u_c) \) that can affect the system performance. 
The addition of such PFC is represented by the inter-
connection rule 
\[
\begin{align*}
    u_c &= u_1, \\
    \dot{y}_1 &= y_1 + y_c,
\end{align*}
\]
which preserves passivity of the closed-loop system if 
C is passive.

**Theorem 1.** Suppose that the closed-loop system (2), 
(3) is passive from \( e = [e_1 e_2] \) to \( y = [y_1 y_2] \), and compensator 
C is passive from \( u_c \) to \( y_c \). Then the closed-loop system (2), (4) and (5), as shown in Figure 2 
preserves passivity from \( e = [e_1 e_2] \) to \( \tilde{y} := [\tilde{y}_1 \tilde{y}_2] \).

Proof. By definition, there exist storage functions \( V, V_c \geq 0 \) such that \( V \leq y_1^T e_1 + y_2^T e_2, V_c \leq y_c^T u_c \) respectively. Here, with an abuse of notation, we notice that \( e_2 \) in (3) is replaced by \( e_2 + y_c \) in (3). Then, 
let \( \Sigma := V + V_c \geq 0 \). It follows from (5) that \( \dot{S} \leq y_1^T e_1 + y_2^T (y_c + e_2) + y_c^T (e_1 - y_2) = \tilde{y}_1^T e_1 + \tilde{y}_2^T e_2 \).

This theorem states that we can safely incorporate a compensator in parallel to a passive closed-loop system 
without affecting its stability. In addition, if \( e_1 - y_2 \to 0 \), 
then \( \tilde{y}_1 \to y_1 \). In other words, the PFC does not contribute to the final value of \( y_1 \). Note that it only requires passivity of the closed-loop system but does not impose passivity requirement for \( \Sigma_1 \) or \( \Sigma_2 \) specifically. If \( \Sigma_1 \) is passive, then the passivity of the system follows directly from the fact that the parallel connection of the two systems \( \Sigma_1 \) and \( C \) is passive. Theorem 1 is useful when the system is only lossless passive but not asymptotically stable. A PFC can be added providing strictness of negative to guarantee asymptotic convergence results.

**Example 1**
To illustrate Theorem 1, we consider the negative feedback interconnection rule (3) of the two subsystems 
\[
\Sigma_i: \quad \dot{x}_i = u_i, \quad y_i = h_i(x_i), \quad x_i, y_i \in \mathbb{R}, \quad i = 1, 2,
\]
where \( h_i(x_i) \) is passive and radially unbounded, i.e., 
\( h_i(x_i) \to \infty \) if \( ||x_i|| \to \infty \). The overall system is 
\[
\dot{x}_1 = h_2(x_2); \quad \dot{x}_2 = -h_1(x_1)
\]

lossless passive with the storage function \( S(x) = \sum_{i=1}^n \int_0^1 h_i(\sigma) d\sigma \geq 0 \). We add the PFC: \( \dot{x}_c = -x_c + u_c, \quad y_c = x_c \) using the interconnection law (5), as depicted in Figure 2. The overall system becomes 
\[
\dot{x}_1 = h_2(x_2); \quad \dot{x}_2 = -h_1(x_1) - x_c; \quad \dot{x}_c = -x_c + h_2(x_2). \quad (7)
\]

Select the Lyapunov function candidate \( V(x) = S(x) + \frac{1}{2} x_2^2 \), which is radially unbounded and its time derivative is \( \dot{V} = \tilde{y}_1 u_1 + y_2 u_2 - x_2^2 = -x_2^2 \leq 0 \). Invoking LaSalle’s invariance principle, we have convergence to an invariant set \( F \) where \( V = 0 \). The latter implies that in set \( F \) we have \( x_c = 0 \) and therefore \( h_2(x_2) = 0 \), which implies \( x_2 = 0 \) and hence \( h_1(x_1) = 0 \). Hence, set \( F \) is the equilibrium point of the feedback interconnection of \( \Sigma_1 \) and \( \Sigma_2 \). Figure 3 below shows the stabilization of the interconnected system when \( h_i(x_i) = x_i^3 \).

**Figure 3:** Stabilization of the lossless passive system \( [\tilde{y}_1 \tilde{y}_2] \) when \( h_i(x_i) = x_i^3 \).
The PFC is designed as $C := \bigoplus_{i=1}^{N} C_i$, where $C_i$ is a local compensator added to agent $P_i$. The diagram is depicted by Figure 4. Let us adopt a stable compensator $C_i$ for each subsystem such that

$$y_{ci} \rightarrow 0 \text{ when } u_{ci} \rightarrow 0. \quad (11)$$

We aim to discover the benefits of using the PFC while solving the following design problems.
1. How to design a PFC to render fully distributed control when $P$ is passivity-short?
2. How to design a PFC to guarantee convergence when the graph $\mathcal{G}$ is signed weighted?

We will address these problems in the following sections.

4. Feedforward Compensation on Agent Dynamics

Let us focus on the effects of PFC on $P$ in this section. We adopt a linear system $(A_i, B_i, C_i, D_i)$ as the compensator $C$. Firstly, note that synchronization among passive systems is achieved through fully distributed dissipative couplings.

**Lemma 2** (11). Let system $\Sigma_1 = P := \bigoplus_{i=1}^{N} P_i$ be Passive from $u_1$ to $y_1$, and $\Sigma_2 = L$ in Figure 4 and the graph is weight-balanced and strongly connected without negative weight edges. Then output synchronization is achieved.

It is obvious that the storage function $V$ of $P$ satisfies $V \leq y_1^T u_1 = -u_1^T L u_1 \leq 0$. Applying LaSalle’s invariance principle we can obtain the above result. Lemma 2 is said to be fully distributed because no global information is needed to design coupling controllers. However, many stable systems are not passive, for example, a stable SISO linear plant whose Nyquist plot is not within the closed right-half complex plane is not passive. Then, we cannot apply Lemma 2 to design fully distributed coupling controllers without shifting consensus results 4, 20. Nevertheless, if the Nyquist trajectory does not go to infinity, i.e., it is input feedforward passive (IFP), then it is always possible to drag it back to the right-half plane using a stable PFC. Therefore, we assume that each system $P_i$ is IFP, which applies to a wider class of Lyapunov stable systems and includes passivity as a special case.

Systems being IFP naturally implies that the consensus criterion (10) is achievable (20). The work (32) adopts the same system dynamics and reshapes the output to passivate any Lyapunov stable system. However, by doing so, $y_i$ may not converge to zero and deviate from the goal to synchronize the original outputs.

4.1. Passivation of linear input feedforward passive systems

We give a straightforward method in the frequency domain for designing each compensator $C_i$ to passivate local linear IFP $P_i$.

Consider the MIMO linear system represented by the transfer function matrix $P(s)$. Then it can be decomposed into partial fractions as

$$P(s) = \sum_{l=1}^{n} \left( \frac{R_{l1}}{s + d_l} + \cdots + \frac{R_{lk}}{(s + d_l)^k} \right)$$

(12)

where $R_{l1}, \ldots, R_{lk} \in \mathbb{R}^{m \times m}$. Here, (12) can represent a general class of transfer function matrices, which can have complex or multiple poles. It is required that $\text{Re}[d_l] \geq 0, \forall l$, and any poles on the imaginary axis are simple to guarantee Lyapunov stability. In addition, for $P(s)$ to be IFP, the corresponding $R_l$ for any pure imaginary pole $d_l = j\omega_l$ is real and positive semidefinite.

It is worth mentioning that $\frac{d}{\omega^2}$ is passive for any $A > 0$ if $\text{Re}[d] \geq 0$. Then, we can use this term to passivate passivity-short systems.

**Theorem 2.** The MIMO IFP system given by (12) with $R_{l1} = R_{l1}^\ast$ for all $l$, is input feedforward passivated by $C(s) = \sum_{l=1}^{n} \frac{A_l}{s + d_l}$, where $A_l$ is a real symmetric matrix which satisfies that if $\text{Re}[d_l] = 0, A_l = 0$; and if $\text{Re}[d_l] \neq 0$,

$$A_l \geq \left( \frac{\|\text{Im}[d_l]\|\text{Re}[R_{l1}]\|^2}{\text{Re}[d_l]} + \sum_{k=1}^{l} \frac{\|R_{k1} + R_{k1}^\ast\| \|R_{l1}^\ast - R_{k1}\|}{2\text{Re}[d_l]^{k-1}} \right) I.$$  

(13)

**Proof.** When $k_1 = 1$, we let $G(s) = \frac{R_{l1}}{s + d_l} + \frac{R_{l1}^\ast}{s + d_l} + \frac{\Delta_{l1}}{s + d_l}$. Note that $d_l = d_l^\ast$ and $R_{l1} = R_{l1}^\ast$ if $d_l \in \mathbb{R}$. By $R_{l1} = R_{l1}^\ast$, we obtain

$$G(j\omega) + G^T(-j\omega)$$
where the denominator is positive. Then, \( G(j\omega) + G^T(-j\omega) \geq 0 \) if the two numerators are positive semidefinite, i.e.,

\[
A_{ii} + \text{Re}[R_{ii}] \geq \frac{\text{Im}[d_i] \text{Im}(R_{ii})}{\text{Re}[d_i]^2} \geq 0.
\]

When \( k_i \geq 2 \), we let \( H(s) = \frac{R_0}{(s+d_1) + \frac{R_0}{(s+d_2)} + \cdots + \frac{R_0}{(s+d_k)}} \). Note that \( d_i = d_i^* \) and \( R_{ii} = R_{ii}^* \) if \( d_i \in \mathbb{R} \). Then,

\[
H(j\omega) + H^T(-j\omega) = \frac{R_0}{(j\omega+d_1)^k} + \frac{R_0^*}{(j\omega-d_1)^k} + \frac{R_0}{(j\omega+d_2)^k} + \frac{R_0^*}{(j\omega-d_2)^k} + \cdots + \frac{R_0}{(j\omega+d_k)^k} + \frac{R_0^*}{(j\omega-d_k)^k}.
\]

**Remark 2.** We do not passivate terms with zero or pure imaginary poles, i.e., \( A_{ii} = \) 0 if \( \text{Re}[d_i] = 0 \) because for IFP systems, \( R_i \geq 0 \) if \( \text{Re}[d_i] = 0 \).

Similar results can be obtained for SISO linear system as a special case. Let \( P_i \) be a SISO linear IFP system with transfer function \( P_i(s) \). Then it can be decomposed into partial fractions as

\[
P_i(s) = \sum_{i=1}^{n} \left( \frac{c_{i1}}{s+d_i} + \frac{c_{i2}}{(s+d_i)^2} + \cdots + \frac{c_{ik}}{(s+d_i)^k} \right)
\]

where \( c_{ik} \in \mathbb{C} \) if \( d_i \in \mathbb{C} \).

**Corollary 1.** The SISO IFP system given by \( P_i(s) = \sum_{i=1}^{n} \left( \frac{c_{i1}}{s+d_i} + \frac{c_{i2}}{(s+d_i)^2} + \cdots + \frac{c_{ik}}{(s+d_i)^k} \right) \) is input feedforward passivated by \( C_i(s) = \sum_{i=1}^{n} \left( \frac{c_{i1}}{\text{Re}[d_i]} \right) \), where

\[
a_i \geq \frac{\text{Im}[c_{i1}] |\text{Im}[d_i]|}{\text{Re}[d_i]} + \sum_{k=1}^{k_i} \frac{|c_{ik}|}{(\text{Re}[d_i])^{k-1}}
\]

if \( \text{Re}[d_i] > 0 \) and \( a_i = 0 \), if \( \text{Re}[d_i] = 0 \).

The compensator proposed in this work differs from the phase-lead compensators in [34, 9] to render a SISO LTI plant minimum phase with relative degree one, which can be understood as a process of passivation when the plant is stable. Compared with [34, 9], our design method is more straightforward and can be carried out on MIMO linear systems.

**Example 2.** Consider a SISO linear system with transfer function \( P(s) = \frac{1}{s+1} \), and a compensator \( C(a, s) = \frac{a}{s+1} \). The Nyquist plot of \( P(s) \), \( C(1, s) \), and \( C(2, s) \) are shown in Figure 5(a). \( P(s) \) is non-passive since it is not in the closed right-half plane while \( C(a, s) \) is passive for any \( a > 0 \). The Nyquist plot of \( G(a, s) = P(s) + C(s) \) with \( a = 1, 2, 3 \), respectively, are shown in Figure 5(b). It can be observed that the parallel interconnected system \( G(a, s) \) is passive if and only if \( a \geq 2 \).

**4.2. Passivation of nonlinear input feedforward passive systems**

It is in general difficult to carry out frequency-wise analysis when system \( P \) is nonlinear. In this case, it would be convenient to measure the passivity of a nonlinear system using passivity indices. The IFP index characterizes the shifting from a passive system in the frequency domain.
**Corollary 2.** A nonlinear IFP(−ν) system \( P_i \) is input feedforward passivated by a compensator \( C_i \) that is IFP(ν), where \( ν > 0 \).

**Proof.** The sum of the storage functions of \( P_i \) and \( C_i \) is denoted by \( V \geq 0 \) and satisfies that \( \dot{V} \leq y^T_i u_i + νυ_i u_i + y^T_i u_c - νυ_i u_c = -\tilde{y}^T_1 y_1 \) since \( u_1 = u_c \).

To passivate an IFP(−ν) system with \( ν > 0 \), compensator \( C \) is required to be IFP(ν). Then the output \( y_i \) of \( C \) contains a direct feedthrough term of input, i.e., \( D_i \neq 0 \) \[18\] Corollary 2.40. The passivation of IFP systems using PFC leads to fully distributed control for output synchronization, since the compensator \( C \) for passivation is added locally to each system \( P_i \), and does not require any graph information to design global parameters.

**Example 3**

We give an implicit application to show that synchronization is achieved via fully distributed control and reveal how some works are unified via the concept of PFC. Consider the modified PI algorithm \[14\] [15],

\[
\dot{x}_i = -\nabla f_i(x_i) - \lambda_i + u_i, \quad \dot{\lambda}_i = -u_i, \quad y_i = x_i
\]

which is used to solve the distributed optimization problem \( \min_{x_i \in \mathbb{R}} \sum_{i=1}^N f_i(x) \). The input can take the diffusive couplings \( u_i = \sigma \sum_{k=1}^{N} a_{ik}(y_k - y_i), \) with \( \sigma > 0 \) to be decided. Let us consider quadratic convex functions \( f_i(x_i) \) here. Then the transfer function for linear system \[18\] is

\[
G(s) = \frac{\frac{\sum_{i=1}^{N} 1}{s\sigma^{-2}f_i(x_i)} - \left(\nabla^2 f_i(x_i)\right)^{-1}}{s} + \frac{1 - \left(\nabla^2 f_i(x_i)\right)^{-1}}{s\sigma^{-2}f_i(x_i)}.
\]

When \( \nabla^2 f_i(x_i) < 1 \), the system is passivity-short. Synchronization of the \( y_i \) can be achieved by appropriately choosing the coupling gain \( \sigma \) for input \( u_i \), as proposed in \[4\]; this, however, requires global graph information. Following the analysis described in the previous sections, we add the term \( \frac{1}{s\sigma^{-2}f_i(x_i)} \) to \( G(s) \), which is based on only the local agent dynamics. The resulting system is passive, and becomes

\[
\dot{x}_i = \left(\nabla^2 f_i(x_i)\right)^{-1} u_i, \quad y_i = u_i
\]

in the time domain, which is exactly the Zero-Gradient-Sum (ZGS) algorithm \[16\], if \( u_i \) takes the diffusive couplings. The closed-loop system is stable for any \( \sigma > 0 \). Note that \( \sigma \) does not depend on any graph information and the controller is thus fully distributed.

5. Feedback Effects of PFC on Communication Graphs

The control diagram in Figure 4 is equivalent to Figure 1 where \( C \) becomes a feedback compensator to \( L \). In this section, we focus on the robustness effects of the PFC on communication graphs. The graph we consider in this section contains antagonistic interactions, represented by negative weight edges. We only assume that zero is a simple eigenvalue to \( L \). In other words, \( L \) may be indefinite.

5.1. Convergence over signed weighted graphs

We show that the use of PFC in output synchronization guarantees convergence of the closed-loop system when the graph is subject to negative weight edges. First, let us characterize the passivity of the diffusive couplings under signed weighted graphs.
Lemma 3. Suppose the graph is weight-balanced. The memoryless function \( y = Lu \) is OFP(\(-r\)) from \( u \) to \( y \), where \( r \) is a constant satisfying
\[
 rL^TL + \frac{L + L^T}{2} \geq 0. \tag{20}
\]

Proof. A memoryless function \( y = h(u) \) is output feedback passive if \( y^Tu + ry^2 \geq 0 \), for some \( r \in \mathbb{R} \). Substituting \( y = Lu \) into the inequality, we obtain (20). Since \( L^TL \) is positive semidefinite and has the same left and right null space as \( L + L^T \) due to the graph being balanced, (20) has a feasible solution for some \( r \in \mathbb{R} \).

Remark 3. Condition (20) is satisfied with some \( r \leq 0 \) when the graph does not have negative weight edges. In this case, \( y = Lu \) is output strictly passive. However, when the graph contains negative weight edges, \( L + L^T \) may not be positive semidefinite [26]. In this case, it is required that \( r > 0 \), and the mapping \( y = Lu \) is OFF with a shortage of passivity. For unbalanced digraphs, a condition similar to (20) can be derived to show that \( y = Lu \) is dissipative, which is not discussed in this work for simplicity.

Consider the output synchronization of \( N \) agents described by (8) over a signed weighted digraph, as shown in Figure 4. Suppose that \( C \) is passive with OFP index \( \rho \geq 0 \) and IFP index \( \nu > 0 \). Then, \( D_c \) satisfies \( \frac{D_c^T + D_c}{2} \geq \nu L \[35\]. Next, we show that the closed-loop system maintains passivity and reaches output synchronization.

Theorem 3. Suppose each agent \( P_i \) is passive, the signed weighted graph \( \mathcal{G} \) is weight-balanced, strongly connected, and 0 is a simple eigenvalue of \( L \). Then, the closed-loop system in Figure 4 is passivity satisfying IFP(\( r \)), where \( r > \nu \), and \( r \) is defined in (20). The agents will also asymptotically achieve output synchronization.

Proof. By Lemma 3 the mapping \( y_2 = Lu_2 \) is OFP(\(-r\)). Note that Figure 6 is equivalent to Figure 4. System \( \tilde{\Sigma}_2 \) in Figure 6 is output strictly passive from \( u_2 \) to \( y_2 \), by Lemma 1. Then, the feedback interconnection of the two passive components \( \Sigma \) and \( \tilde{\Sigma}_2 \) remains passive. Let the Lyapunov function \( V \) be the sum of the storage functions of \( \Sigma_1 \) and \( \Sigma_2 \). Since there is no external input, we have \( V \leq -\epsilon y_2^Ty_2 \), where \( \epsilon = \nu - r > 0 \). Since \( V \) is positive definite and radially unbounded, the level set \( \Omega = \{ x : V(x) \leq \sigma \} \) for some \( \sigma > 0 \) is a compact positively invariant set that can include any initial condition \( x_0 \) by choosing \( \epsilon = V(x_0) \). It then follows from LaSalle’s invariance principle that for any initial condition in \( \Omega \) the trajectories converge to the largest invariant set \( F \subset \Omega \) where \( V - c \) is strictly positive. We now use the fact that \( y_2 = L(y_1 - y_c) \). Since \( y_c \rightarrow 0 \) and \( y_2 \rightarrow 0 \) we deduce that \( y_1 \rightarrow 0 \), which implies \( |y_{ik} - y_{ik}| \rightarrow 0, \forall i, k \), from the strong connectivity of the graph.

Remark 4. The graph Laplacian in this work follows from the definition \( L := \text{diag}(d_m^1, \ldots, d_m^N) - A \), without taking absolute values in the diagonal terms, which avoids the bipartite consensus behavior as in [21]. In this case, some diagonal elements may even be negative, rendering negative eigenvalues, which is a case where convergence has not been shown in the literature [21]. By utilizing the PFC technique, the positive semidefinite requirement is relaxed. However, the PFC only helps improve convergence performance but does not affect the synchronization results. If zero is not a simple eigenvalue of \( L \), clustering consensus may appear [26].

5.2. PD control and practical derivative control

Let the compensator be \( C(s) = d_c \cdot I_{mN} \), which is a positive definite matrix that is IFP(\(-d_c\)). Then, the PFC simply becomes derivative feedback control. We let each agent \( P_i \) be a simple integrator, i.e., \( P_i = \frac{1}{L_c} \). Then, the overall closed-loop system reduces to the proportional-derivative (PD) control for first-order consensus
\[
\dot{x} = -Lx - d_cL\dot{x} \tag{21}
\]
where $x = (x_1^T, \ldots, x_n^T)$ and $x_i$ is the local state of agent $i$. Theorem 3 holds for sufficiently large $d_i$. Therefore, a properly designed PD controller solves the synchronization problem under signed weighted graphs, if zero is a simple eigenvalue for $L$.

The derivative information is a prediction of future values. Hence, the real-time derivative cannot be obtained in practice. Nevertheless, we can realize the derivative control by taking the limit of a first-order low pass filter. For example, the derivative control in (21) can be realized by the compensator $C(s) = \lim_{\tau \to 0^+} \frac{1}{\tau s + 1}$.

In practice, each local compensator may be designed locally by selecting $v_i \geq v$, $\forall i \in N$, where $v$ is the defined in Theorem 3. Moreover, by adopting compensators with different internal dynamics, numerous new protocols can be designed. There are more benefits of adding this extra compensator. For example, it is found in [12] that the delay margin for consensus has been enlarged under the PD controller.

**Example 4**

Consider output synchronization of four harmonic oscillators represented by $P_i(s) = \frac{1}{\sigma^3}$. Each oscillator is passive, then $P = \bigoplus_{i=1}^4 P_i$ is passive. The communication graph is weight-balanced with negative weight edges, as shown in Figure 7. The Laplacian is then given by $L = \begin{bmatrix} -1 & 0 & -1 & 2 \\ -1 & 1 & 0 & 0 \\ 2 & -1 & -1 & 0 \\ 0 & 0 & 2 & -2 \end{bmatrix}$ which is indefinite.

The mapping $y = Lu$ is OFP($-\tau$), where $\tau = 0.5$ by Lemma 3. Let $C(s) = I$. The matrix $I + LC$ is nonsingular, so the overall system represented by Figure 6 is well-posed. The overall closed-loop system can be written as

\[ \dot{x}_i = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix} x_i + \begin{bmatrix} 0 \\ 0 \end{bmatrix} u_i, \quad y_i = \begin{bmatrix} 1 & 0 \end{bmatrix} x_i, \quad i = 1, \ldots, 4, \quad (22a) \]
\[ u = -(I + LC)^{-1} Ly. \quad (22b) \]

We run the example with $C = 0$ (no addition of PFC), and $C = I$ on Simulink. The trajectories of $y_i(t)$ for agents are shown in Figure 8. It can be observed that diffusive couplings cannot synchronize the outputs. The outputs blow to infinity due to antagonistic interactions. On the other hand, the PFC provides extra derivative information that helps synchronization the outputs.

**Figure 8:** Performance of output synchronization represented by the closed-loop system (22) with and without PFC.

### 6. Conclusion

This work has investigated the effects of PFC on output synchronization from the perspective of passivity. A systematic method has been designed to passivate input feedforward passive systems. Moreover, it has been shown that the addition of PFC can solve output synchronization over signed weighted graphs with indefinite Laplacian. There are also several aspects in this work that deserve further investigation in the future. For instance, the communication graph can be extended to unbalanced cases; it is of interest to investigate the possibility of passivating nonlinear dynamics and indefinite Laplacians using a PFC without direct feedthrough terms.
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