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A B S T R A C T

Diffusion MRI (dMRI) provides invaluable information for the study of tissue microstructure and brain connectivity, but suffers from a range of imaging artifacts that greatly challenge the analysis of results and their interpretability if not appropriately accounted for. This review will cover dMRI artifacts and preprocessing steps, some of which have not typically been considered in existing pipelines or reviews, or have only gained attention in recent years: brain/skull extraction, B-matrix incompatibilities w.r.t the imaging data, signal drift, Gibbs ringing, noise distribution bias, denoising, between- and within-volumes motion, eddy currents, outliers, susceptibility distortions, EPI Nyquist ghosts, gradient deviations, B0 bias fields, and spatial normalization. The focus will be on “what’s new” since the notable advances prior to and brought by the Human Connectome Project (HCP), as presented in the preceding issue on “Mapping the Connectome” in 2013. In addition to the development of novel strategies for dMRI preprocessing, exciting progress has been made in the availability of open source tools and reproducible pipelines, databases and simulation tools for the evaluation of preprocessing steps, and automated quality control frameworks, amongst others. Finally, this review will consider practical considerations and our view on “what’s next” in dMRI preprocessing.

1. Introduction

Diffusion MRI (dMRI) sensitizes the NMR signal to the translational diffusive motion of water molecules which is in turn modulated by the presence of tissue barriers. As such, dMRI has been widely used in clinical and biomedical research applications to infer valuable information about the underlying tissue microstructure, far below the actual imaging resolution. The work horse in most dMRI applications to date is the spin-echo (SE) experiment combined with an echo-planar imaging (EPI) readout, with diffusion-encoding magnetic field gradients applied between the 90° and 180° pulses, and between the 180° pulse and image readout. EPI has the advantage of having excellent signal-to-noise-per unit-time, which allows rapid acquisition of multiple dMRI images with varying diffusion encoding, i.e., gradient strength and timing along each axis. Combining images with multiple gradient encoding settings, in turn, provides the opportunity to derive quantitative measures related to the 3D diffusion process and/or tissue microstructure. However, a well-known challenge with EPI is its susceptibility to B0 field inhomogeneities and the switching of strong diffusion-weighted gradients induce eddy currents. In addition, quantitative diffusion MRI analyses, including biophysical modeling and tractography, benefit from high contrast-to-noise ratio (CNR) through substantial diffusion weighting, which comes at the expense of low signal-to-noise ratio (SNR). Therefore, dMRI data is characterized with various imaging artifacts, particularly the inherent subject motion and physiological noise, that challenge data processing and analysis (Jones and Cercignani, 2010; Le Bihan et al., 2006a; Pierpaoli, 2010; Tax et al., 2016). Hence, performing a range of preprocessing steps is generally recommended to reduce the confounding effects inherent in dMRI acquisitions. In this review, “preprocessing” refers to any frequency- or image-domain operation that is performed on the data (including filtering, spatial registration, and other cleaning steps (Esteban et al., 2018)) after acquisition and prior to final dMRI model estimation.

The Human Connectome Project (HCP), initiated nearly a decade ago in pursuit of improving our understanding of the human “connectome”, has brought significant advancements in hardware,
acquisition, and preprocessing. These developments have been extensively described in the Special Issue “Mapping the Connectome”, predecessor of the current Special Issue. Developments in image acquisition included stronger gradients for diffusion weighting, simultaneous multislice (SMS)/multiband (MB) for accelerated acquisition, higher resolution imaging, 2-way reversed phase encoding acquisition for improved correction of susceptibility-induced image distortions, and wide availability of multi-shell dMRI data (Sotiropoulos et al., 2013c). Developments in dMRI preprocessing included a predictive model for eddy current-induced image distortions, integrated motion-, eddy current-, and susceptibility-induced distortion correction leveraging reversed phase encoding acquisitions, and simultaneous detection and replacement of movement-induced signal dropouts. This effort has clearly demonstrated the need for an integrated approach to acquisition and preprocessing where one is informed by results and performance of the other: the choice for monopolar instead of bipolar diffusion encoding has for instance encouraged the development of approaches to ameliorate the amplified eddy current distortions associated with the former, and the increased availability of reversed phase encoding acquisitions in the community called for methods able to leverage this additional information.

In the context of the current special issue “Advances in Mapping the Connectome”, the aim of this paper is to provide an overview of dMRI artifacts and preprocessing steps prior to dMRI estimation and brain connectivity mapping, summarizing some notable advances prior to the HCP and brought by the HCP, while focusing on what’s new in the post-HCP era. Observed trends in the recent literature include the development of tools to promote the availability of reproducible pipelines (e.g. through containers), the emergence of databases and simulations specifically targeted at evaluating preprocessing steps, and efforts that perform automated quality control (QC) and quantitatively and qualitatively compare preprocessing steps. Finally, we will provide our view on practical considerations and what’s next in dMRI preprocessing.

2. Artifacts and what’s new in dMRI preprocessing

We will go over an extensive list of dMRI artifacts, focusing on the preprocessing steps needed to address them (Fig. 1). In each section, we will provide the reader with an introduction to the artifact and a summary of pre-HCP techniques, as well as a description of more recent post-HCP preprocessing strategies and tools, and some practical considerations including quality control and generalizability. As part of this review, we have collected and classified a list of references related to dMRI preprocessing, which will be made public for the community to contribute to. As such, we endeavour to facilitate the navigation through the breadth of tools and software packages available, as well as keeping an up-to-date overview of dMRI preprocessing developments (temporary link: https://github.com/dmripreprocessing/neuroimage-review-2022). The reader should note that the order of the preprocessing steps listed below does not necessarily reflect an optimal or suggested pipeline and different preprocessing packages indeed apply several of these steps at different stages during their execution. Where appropriate, we discuss some practical considerations regarding the ordering of steps. In addition, where steps are interlinked, we refer to the relevant section.

2.1. Brain/skull extraction

**Description and Importance:**
Diffusion MR images of the head contain not only the brain (here assumed to be the organ of interest), but also other structures such as the skin, skull, eyes, meninges, cranial nerves and face muscles. Brain extraction algorithms allow the removal of these structures from the data to potentially improve the reliability of further preprocessing steps, such as tissue segmentation or cross-modal registration. In addition to reducing the computational demands of any subsequent analyses as these can be constrained to the voxels of interest. For example, using an imperfect mask can lead to the inclusion of voxels with spuriously high fractional anisotropy (FA) at the periphery of the brain, which might bias further registration or analysis steps.

Approaches prior to and brought by the HCP:

Brain extraction in dMRI can take advantage of the skull, fat and muscle tissue having considerably lower signal intensity than the brain in fat-suppressed EPI acquisitions. Therefore, the problem can be formulated as a standard image processing background/foreground segmentation. The well-known Otsu histogram thresholding technique (Otsu, 1979) can be retrofitted to this problem to find the optimal signal threshold that separates the brain from non-brain regions and is the brain extraction algorithm of choice in multiple preprocessing pipelines (Garyfallidis et al., 2014).

Another popular technique, FSL’s Brain Extraction Tool (BET) (Smith, 2002), is widely used across different imaging modalities, including dMRI. BET makes mild assumptions about the shape of the brain and it radially projects beams from an initial center position onto a small centered spherical mesh, until the beams reach large intensity gradients. The slowly growing mesh is updated iteratively to accommodate the shape of the brain. A similar approach, AFNI’s 3dSkullStrip (Cox, 1996) first removes gross spatial image nonuniformities and repositions the brain to a more convenient orientation and subsequently applies a modified version of BET for brain extraction. For dMRI datasets, these methods are most typically performed on the first non-diffusion-weighted $b = 0 \text{ s/mm}^2$ image (referred to as the $b = 0$ image throughout this manuscript).

Another category of brain extraction techniques nonlinearly register the $b = 0$ image to one or multiple brain templates (or vice versa) for which segmentation or tissue probability maps have been pre-generated. These template-based brain extraction methods subsequently perform a voting procedure that decides whether a voxel belongs to the foreground or background. BEaST (Eskildsen et al., 2012) and ALFA (Serag et al., 2016) are examples that use multiple templates to statistically improve the voting process.

Diffusion MRI-specific methods leverage the properties of the dMRI signal by fitting a diffusion model to the data and using the derived measures for brain extraction. One of the first measures adopted in this context is Quantitative Anisotropy proposed for Generalized Q-Sampling Imaging (QSI) (Yeh et al., 2010) but can be generalized to any model computing orientation distribution functions (ODF) (e.g. DSI (Wedeen et al., 2005)). The properties of quantitative anisotropy in the brain and the background regions are sufficiently different that a single threshold is often adequate to remove the nonbrain areas.

Novel strategies:

Different types of deep learning architectures such as convolution neural networks (CNNs) (Kleesiek et al., 2016) or U-Nets (Wang et al., 2020b) have recently been proposed for brain extraction. In addition to deep learning-based segmentation, traditional machine learning classifiers such as random forests have been used to segment dMRI data into intracranial, brain, and cerebrospinal fluid (CSF) masks (Reid et al., 2018).

Practical considerations:

Brain extraction quite commonly requires user intervention in the form of $b = 0$ image selection, quality checking, and/or parameter optimization. Brain extraction is typically performed on the first $b = 0$ image, however, any artifacts deteriorating its quality will also impact its performance. Since such a reference image is often used for multiple preprocessing steps (e.g. motion correction, see Section 2.8) it is good practice to select images with minimal artifacts for brain extraction either manually or automatically (Bastiani et al., 2019b). However, even with adequate data the extraction algorithm can generate unsatisfactory results (e.g. in the case of low signal intensities), and therefore the quality of the extracted brain masks should be checked. Several brain extraction algorithms are designed for in vivo human brain data and are not directly applicable to other organs or species and/or require extensive parameter tuning.

The Otsu technique assumes a bimodal signal distribution and can be sensitive to noise in the data. It is therefore commonly performed after the application of a median filter which removes spurious intensities (Garyfallidis et al., 2014) to increase its accuracy. As it does not rely on a priori brain shape information, it can more readily be applied to brains of other species. In contrast, FSL’s BET and AFNI’s 3dSkullStrip (in its default setting), have a priori assumptions on the brain shape and can not directly be applied to other organs or species. Additionally, the performance of BET relies on the accuracy of the center estimation and the validity of its uniform intensity assumption.

The registration quality of the brain outline in template-based extraction methods is of fundamental importance for its accuracy. The machine learning methods depend quite strongly on the size and the representation power of the training dataset. Accurate segmentation is further challenged by pathology in clinical datasets, for example in traumatic brain injury (TBI) patients (see Lutkenhoff et al. (2014)).

Brain extraction is generally performed early in the pipeline as other steps can require a mask (e.g. signal drift correction (Section 2.3) and motion/eddy current correction (Sections 2.7 and 2.9)). However, computation of a brain mask prior to susceptibility distortion correction (Section 2.11) can lead to inaccurate results, as signal pile-up and signal-reduction can confuse brain extraction approaches. In addition, the mask will suffer from the same geometric distortions as the uncorrected $b = 0$ image, which for example complicates registration to anatomical T1 weighted images. Furthermore, brain extraction prior to motion correction and eddy current distortion correction may lead to suboptimal masking of diffusion-weighted images (DWIs) as they are affected by translations/rotations and geometrical distortions compared to the first $b = 0$ image. Therefore, brain extraction can be performed at multiple stages in the pipeline, and it is good practice to compute an updated mask after preprocessing and prior to further analysis steps such as model fitting, spatial normalization, and registration to anatomical images.

2.2. B-Matrix incompatibility with the imaging data

Description and Importance: The B-matrix (Mattiello et al., 1997) or B-tensor contains information on the diffusion encoding - i.e., the diffusion gradient orientation and strength - associated to a dMRI volume, which is necessary for the estimation of diffusion models and representations. Depending on the scanner manufacturer, model, and software version, the diffusion encoding information may be stored in the DICOM headers in the form of either a $b$-value/$b$-vector pair (which can be used to compute the B-matrix of Stejskal-Tanner acquisitions, Fig. 2), or the B-matrix itself (which can be decomposed into $b$-values/$b$-vectors through singular value decomposition and can also accommodate more general encodings, see Section 5.3). The $b$-values contain information about the magnitude and timing of the diffusion gradients and the $b$-vectors about their orientation. Depending on the scanner, the B-matrix can also include the information of the effects of imaging gradients on diffusion sensitization (Lundell et al., 2014; Mattiello et al., 1997).

Different scanner manufacturers and software versions can save the B-matrix in different ways, e.g. flips in directions (Fig. 2a)) or permutation in axes (Fig. 2b)). This can result in a mismatch between the coordinate systems of the B-matrix and imaging data. Furthermore, permutations and flips can occur during conversion between file formats or between different software packages.
Fig. 2. B-matrix incompatibilities. Left: example notations used for the gradient direction, B-matrix, b-value, and diffusion tensor, where capital letters denote tensors and lower case letters their vectorized form. Tr() denotes the trace. The computation of the B-matrix from the gradient directions (stored in the .bvec file) and b-values (stored in the.bval file) in the case of conventional Stejskal-Tanner or linear tensor encoding (LTE) is shown. a) The first eigenvector of the DT (sagittal and coronal view) and resulting tractography (coronal anterior view) is shown for y- and z-gradient direction sign flips; here the x-, y-, and z-axes correspond to left-right, anterior-posterior, and inferior-superior directions, respectively. Note that these flips cannot be identified on the FA or color-FA maps (where the RGB color reflects the direction of the DT first eigenvector). b) Gradient axes permutations, these become apparent on the color-FA maps.

B-matrix incompatibilities with the imaging data are particularly problematic for rotational variance analyses such as fiber tractography. This issue might go unnoticed in dMRI studies, e.g. when blindly analyzing dMRI-derived rotationally invariant scalar maps such as FA.

**Approaches prior to and brought by the HCP:** Manually inspecting the diffusion tensor (DT) first eigenvectors can reveal axes permutations and gradient flips (Fig. 2 right), but it is not always straightforward to find the appropriate correction and trial-and-error of the finite set of possibilities may be necessary. Automated solutions have been proposed that check for unintended B-matrix incompatibilities and correct the B-matrix to match the coordinate space of the imaging data. Jeurissen et al. (2014) introduced the average trajectory length as a measure of how well the gradient orientations match the diffusion MRI images. This strategy relies on the assumption that wrongly permuting axes or flipping gradient orientations will reduce the length of most anatomically correct trajectories and therefore reduce the average length, although it may result in a few slightly longer spurious streamlines. A similar approach is used by AFNI (Cox, 1996) using the GradFlipTest command (Taylor et al., 2018), and other tools provide similar utilities including functions for performing fast tracking and calculating the length of tracks.

**Novel strategies:** Recently a new approach was proposed by Schilling et al. (2019b) based on a “fiber coherence index”, which quantifies the number of pairs of neighboring fiber orientations that are coherent, weighted by their anisotropy values. The coherence index is based on the assumption that white matter orientation is coherent on the millimeter scale throughout the brain, and that the correct gradient table results in the highest overall coherence. This approach showed good performance both in healthy subjects and in patients, and in in vivo and ex vivo animal data.

**Practical considerations:** The proposed methods are generally fast with few parameters, making them suitable for use across species and in vivo and ex vivo data. Some B-matrix inconsistencies are difficult to recognize, for example a flip in the left-right direction on a coronal plane or when permutations and flips occur along multiple axes. In these cases, further manual QC may be required, i.e. looking for specific known pathways such as the Corpus Callosum (CC), cortico-spinal tract (CST) and arcuate fasciculus (AF). Finally, other artifacts may hamper the automatic detection of B-matrix inconsistencies, e.g. severe motion or signal dropouts (Schilling et al., 2019b). B-matrix checks are typically performed early in the pipeline, as quality checks (e.g. based on color-coded FA images) and steps relying on rotationally variant information are affected by incompatibilities.

**2.3. Signal drift correction**

**Description and Importance:** Several studies have observed a gradual change in signal intensity over time within a single dMRI data acquisition session (Fig. 3a) (Froeling et al., 2017; Hansen et al., 2019; Vos et al., 2017). In functional MRI, such low-frequency signal drift has been recognized as a confounding factor for decades and hypothesized to originate from factors such as scanner instabilities (Smith et al., 1999) and subject motion (Bandettini et al., 1993), but it’s effect has only relatively recently been reported in dMRI. dMRI signal drift can vary considerably across vendors, scanners, and sessions in magnitude (signal changes up to ~17% across a session have been reported (Vos et al., 2017)), temporal (decrease/increase, linear/higher order) and spatial pattern (Hansen et al., 2019). Several origins have been hypothesized, e.g. heating due to the rapid switching of gradients for EPI and diffusion...
encoding, drift in the main magnetic field ($B_0$), or an altered transmission energy and flip angle over time (Vos et al., 2017).

Not accounting for signal drift can cause significant non-trivial effects on diffusion measures (Fig. 3b) and fiber tractography, e.g. when the DWIs are acquired in an ordered fashion: if ordered from low to high $b$-value, a systematic artificial signal decrease in the later images can be interpreted as overestimated magnitude of diffusivity, and if ordered according to gradient direction proximity, a systematic bias can occur along specific orientations. Signal drift can also introduce a non-trivial bias even in acquisitions in which the diffusion directions and weightings are ordered randomly, albeit to a smaller extent (Vos et al., 2017).

**Approaches prior to and brought by the HCP:** During acquisition, several vendors provide the possibility to specifically correct for the $B_0$ drift (Benner et al., 2006). However, this approach may only partially correct (or even over-correct) the total signal drift and might not be an option on all clinical scanners. Offline processing strategies may capture such combined effects, but have not been reported prior to or in HCP pipelines.

**Novel strategies:** Vos et al. (2017) propose to acquire several interleaved $b = 0$ images, e.g. every 10th image. Hansen et al. (2019) propose to acquire a $b = 0$ image at least every 32 volumes, with a minimum of four volumes. From the $b = 0$ images, an average global signal drift model is then estimated over time based on a linear or quadratic relationship, and the image intensity of all images is adjusted accordingly. Froeling et al. (2017) estimate and correct the global signal drift using a quadratic relationship before correcting for subject motion and geometric image distortions.

Hansen et al. (2019) have recently extended this approach to accommodate for spatially-dependent signal drifts. Their spatiotemporal correction proposes a second order Chebyshev polynomial decomposition of the spatial effects, interacting with a linear or quadratic behavior of the temporal effects. On phantoms it is shown that the drift can indeed be spatially varying and that the spatiotemporal correction can outperform temporal correction, with significantly reduced errors in the estimated Apparent Diffusion Coefficients (ADC). This remains to be further evaluated in more complex scenarios such as the human brain.

**Practical considerations:** While signal drift correction has mostly been evaluated in phantoms and in vivo human brain, application in other species and ex vivo should be straightforward as long as appropriate tissue masks can be extracted and interleaved $b = 0$ images are available. The latter may be challenging to achieve on some clinical scanners where the flexibility to adapt the diffusion weightings/directions and their order is limited; interleaving $b = 0$ images commonly requires the possibility to read in a customized B-matrix file by the scanner software. If the global signal change is estimated within brain masks, ideally a separate brain mask should be computed per $b = 0$ image to account for subject motion.

Apparent changes in $b = 0$ image intensities may also occur due to other factors than signal drift, e.g. interactions of subject motion with susceptibility fields and gradient nonlinearities. In addition, outliers, respiratory or pulsatile motion, and inaccuracies in computed brain masks can affect the correction. A plot of the estimated drift over time could reveal such issues, and constraining the temporal characterization to lower orders should reduce the influence of higher-frequency variations. Inspection of brain mask overlays (Section 2.1) and outlier profiles (Section 2.10) could further reveal issues in the estimation. Robust procedures to estimate the (spatio)temporal drift factors are less affected by outliers (Hansen et al., 2019); e.g. in global temporal drift correction, the median $b = 0$-signal should be more robust to suble signal variations than the mean. Finally, current procedures correct for drift by multiplying the signal with an estimated drift factor. However, the multiplication of signals also implies multiplication of the noise (Fig. 3c).

Regarding the ordering of steps, temporal signal drift correction has been performed early in the pipeline (Froeling et al., 2017; Vos et al., 2017), but in the case of significant between-volumes subject motion (Section 2.7) the brain mask should be recomputed for each $b = 0$ vol-

---

**Fig. 3. Signal drift.** a) The first column is the processed and combined dMRI dataset using the HCP processing pipeline, which excludes signal drift correction. The second to the seventh columns contain the unprocessed HCP data, to which signal drift correction is applied: The red dots indicate the drift-affecting signal, the black line a quadratic fit, and the blue dots the drift-corrected signal intensities. The second and third columns are the two sets of identical gradient directions but with opposite phase encoding direction. The fourth and fifth, and the sixth and seventh columns represent the second and third sets of gradient directions, respectively, each with opposite phase encoding direction. b) Effect of signal drift on dMRI measures FA, MD, MK, and diffusion tensor first eigenvector; Figures adapted from Vos et al. (2017). c) Simulated signal drift of 17% across the session (top). The noisy signals are corrected by multiplication of the estimated drift factor (blue dots), but when computing the standard deviation across a large number of noisy signals (bottom), one can see that it is affected by the drift factor.
Performing signal drift estimation after corrections for motion, susceptibility fields, and gradient nonlinearities may reduce their effect on mean $b = 0$ intensity fluctuations unrelated to signal drift. For spatiotemporal correction (Hansen et al., 2019) drift correction is typically performed after subject motion- and geometric distortion correction as spatial misalignment can influence the estimation.

2.4. Gibbs ringing correction

**Description and Importance:** Gibbs ringing is a well-known artifact, which manifests itself as spurious signal oscillations or “ringing” near anatomical boundaries (Gibbs, 1989). The artifact is most notable around sharp boundaries in tissue signal intensity, such as tissue interfaces around the ventricles. Gibbs ringing is an intrinsic feature of all MR images that are reconstructed via an inverse Fourier transformation. With MRI, we are bound to acquire the Fourier expansion coefficients of an image, the $k$-space, instead of the image itself. Because of scan time and SNR limitations, the outer parts of $k$-space that contain the high frequency information of the image, are often recorded only up to a certain extent. The apparent sharp cut-off or truncation in the $k$-space is mathematically equivalent to a convolution of the image with a sinc function and will, as such, result in an imperfect approximation of sharp edges. Within a single MR image, the maximal spurious signal fluctuation is about 9% of the intensity step (Gibbs, 1898; Wilbraham, 1848). Because the magnitude, and even the sign, of this signal artifact is dependent on the underlying signal contrast, it is intrinsically dependent on the anatomical location, $b$-value, and the gradient direction. The estimation of diffusion parameters from dMRI data with varying $b$-value and/or gradient directions might amplify this artifact significantly (Barker et al., 2001; Kellner et al., 2016; Perrone et al., 2015; Veraart et al., 2016a). Indeed, the Gibbs effect is often much more noticeable in parametric maps, such as the FA or the mean kurtosis (MK), than the dMRI images themselves. For example, the appearance of non-positive definite diffusion tensors in tissue surrounding the CSF has been observed and tied to Gibbs ringing by Barker et al. (2001).

**Approaches prior to and brought by the HCP:** A very efficient way to suppress Gibbs ringing is windowing the $k$-space with an apodizing filter. By gradually attenuating the highest acquired frequencies, a sharp cut-off can be avoided in $k$-space. Typical filters are the Gaussian, Hann, and Hamming filters. Unfortunately, such filtering introduces signal blur, with potential loss of anatomical contrast and challenge statistical analysis (Vos et al., 2011). Therefore, such filters are not generally adopted.

**Novel strategies:** Under the assumption that the image can be well described by a piecewise constant or piecewise linear function, Total Variation (TV; Rudin et al., 1992) and Total Generalized Variation (TGV; Knoll et al., 2011) regularization, respectively, can be used for the regularized extrapolation of $k$-space, thereby suppressing the spurious oscillations, while preserving the edges (Amarur et al., 1991; Constable and Henkelman, 1991). Such strategy relies heavily on a user-defined regularization constant and can quickly result in patchy - cartoon-like - images (Block et al., 2008), but can easily be applied on individual dMRI images (Perrone et al., 2015; Veroart et al., 2016a).

A technique that is gaining popularity to suppress this artifact in an individual dMRI image is based on subvoxel-shifts to sample the ringing pattern at the zero-crossings of the oscillating sinc function (Kellner et al., 2016). Indeed, within a local patch, the amplitude of the Gibbs ringing depends on the precise location of the anatomical edge relative to the sampling grid. A local re-sampling of the image using sub-voxel shifts can be performed to achieve a sample of the zero-crossings instead of the peaks of the sinc function. The optimal re-sampling grid is determined by minimizing local total variations.

**Practical considerations:** The development of the above techniques and the public availability of code has definitely increased the awareness of the impact of Gibbs ringing on quantitative dMRI measures. However, further developments are needed to foster a more general applicability. The general applicability is challenged by the common use of partial...
Fourier (PF) encoding, which can cause ringing artifacts of varying frequency and phase (Kellner et al., 2016). Extensions of the subvoxel shifts have been proposed for specific PF factors and convolutional neural networks have been developed (Muckley et al., 2021; Zhang et al., 2019) to tackle this problem. However, the solutions impose constraints, e.g. availability of complex data or a specific PF factors, preventing the general applicability at this stage.

Implausible signal maps – which show locations where the $b = 0$ signal becomes lower than diffusion-weighted signals – have been proposed for quality control of Gibbs ringing artifacts, i.e. ringing causing severe signal drops in the $b = 0$ image around sharp intensity changes particularly at CSF-tissue interfaces (Perrone et al., 2015; Tournier et al., 2011). An image showing the difference between pre- and post-correction can qualitatively be inspected to reveal problems with the correction. Automated quality assessment for Gibbs ringing correction is challenged by the complex interference between the shape and magnitude of the artifacts, the location of anatomical boundaries, and signal intensities.

Gibbs ringing correction is typically applied before any signal interpolation e.g. from motion/eddy current correction (Sections 2.7–2.9).

2.5. Noise distribution bias correction

*Description and importance:* Thermal noise is an intrinsic source of undesired signal fluctuations. In MRI, the measurement noise is Gaussian with standard deviation $\sigma$ in the acquired complex $k$-space(s). However, in dMRI, one typically reconstructs the magnitude MR images prior to further analysis to avoid signal voids due to phase variations caused by e.g. subject motion, perfusion, respiration, cardiac pulsation, or fieldinhomogeneities (Fig. 5a). Magnitude MR data is noncentral Chi-distributed (Fig. 5b bottom) and the degrees of freedom depend on the number of coil elements, the parallel imaging method, and the applied reconstruction technique (Aja-Fernández et al., 2013; Dietrich et al., 2008; Gudbjartsson and Patz, 1995). The Sum-of-Squares combination of multiple complex-valued coil images would result in a noncentral Chi distribution in case of unaccelerated imaging or an approximate noncentral Chi distribution in case of accelerated imaging. However, in many widely-adopted cases, the multi-channel coil data is compressed in a single complex value prior to computing the magnitude image; for example in SENSE-like reconstruction or Adaptive Combine. In such cases, the noncentral-Chi distribution reduces to the more favorable Rician distribution (Fig. 5b top). Although at moderate to high SNR, a noncentral-Chi distribution can be well approximated by a Gaussian distribution; at low SNR, one observes a spurious SNR-dependent signal increase – the noise floor (Fig. 5b right). This effect cannot be removed by simple averaging magnitude MR images to enhance the SNR. Indeed, whereas the average of Gaussian distributed signals is an unbiased estimator for the underlying signal $A$, the average of noncentral-Chi distributed signals $S$ exceeds the noise-free signal, with an SNR-dependent offset. For moderate SNR regimes, $S \approx \frac{A^2}{\sigma^2} + L\sigma$, with $L$ the number of effective coils (Fig. 5b) (Aja-Fernández et al., 2013; Gudbjartsson and Patz, 1995).

This signal bias propagates in all diffusion measures in an often non-trivial manner if the actual data distribution is not accounted for during model fitting. For example, the apparent diffusivities are underestimated, but to a greater extent in directions with lower SNR. Therefore, in diffusion tensor imaging (DTI), the MD is underestimated as a result of the noise bias, whereas the effect on FA depends on the $b$-value and SNR (Jones, 2004; Pierpaoli and Basser, 1996). Jones (2004) furthermore show that the noise floor can introduce an artificial correlation between FA and mean MD, which can bias statistical analyses if these measures are tested independently. The impact of such noise bias has also been observed in diffusion kurtosis imaging (overestimated kurtosis; Veraart et al., 2011)) and fiber tracking (more spurious peaks; Eichner et al., 2015)). The impact of the noise bias becomes increasingly important in quantitative dMRI and microstructure mapping, especially with recent developments of higher $b$-values, varying echo times, or higher spatial resolutions.

**Approaches prior to and brought by the HCP:** A conventional strategy to minimize the propagation of the signal bias to the parameters of interest is the use of the Maximum Likelihood estimator (MLE). In this parameter estimator, one optimizes the goodness of fit of a statistical model to the measurements, which includes both the diffusion model and the expected probability distribution function of the measurements (i.e. noncentral-Chi in the case of magnitude images). The MLE has optimal (asymptotical) statistical properties, both in terms of accuracy and precision (Sijbers et al., 1998). In case of additive Gaussian noise, the MLE and nonlinear least squares (NLS, which minimizes the sum-of-squared residuals) are mathematically equivalent. Since image preprocessing might alter the shape of the data distribution, other parameter estimation strategies were proposed. An example is to estimate a diffusion models parameters by incorporating the Rician noise distribution assumption in a fully probabilistic framework (Jbabdi et al., 2012). Instead of including the entire probability distribution function, one can only already reduce the signal bias by “offsetting” the model prediction in the object function of a nonlinear least-squares estimator using the analytical expression of the expectation value operator associated with the appropriate noncentral-Chi distribution (Fig 5c) (Jones, 2004; Veraart et al., 2013). Due to the central limit theorem, the expectation value is more robust to data interpolation associated with image preprocessing than the full data distribution.

Alternatively, one can correct the diffusion-weighted signal prior to model fitting. Ideally, the data distribution is transformed into a Gaussian distribution, centered around the noise-free signal amplitude $A$ and with variance that is equal for all diffusion-weighted measurements. Such approach has been presented (Koay et al., 2009), but relies on an accurate estimation of the $\hat{S}$ and prior knowledge of the noise level. A smoothed spline model (Koay et al., 2009) or spherical harmonics presentation (Veraart et al., 2013) has been suggested to estimate $\hat{S}$. Noise estimation has also become more accurate and various techniques are widely available (e.g. Coupé et al., 2010; Manjón et al., 2015; St-Jean et al., 2020; Veraart et al., 2016b). A variant to this technique proposes to remove the noise-induced offset, without altering the noise variance (Koay et al., 2006). However, again, $\hat{S}$ and $\sigma$ must be estimated accurately and unfortunately, these correction techniques suffer from poor error propagation at low SNR. This and the dependence on an accurate estimation of the noise level have challenged a wide use of this preprocessing step.

**Novel strategies:** If the complex MRI data is accessible, one can estimate the background phase and perform a phase shift to compute a real-valued image with the relevant diffusion-contrast and an imaginary image mainly containing noise which might be discarded. Since the noise in the real- or complex-valued image is Gaussian, the problem of the noise bias is totally avoided (Cordero-Grande et al., 2019; Eichner et al., 2015). Of course, the estimation of the background phase is challenging since it is dependent on unpredictable bulk flow. Eichner et al. (2015) proposed to estimate the background phase with a total variation approach assuming piecewise smoothness of the signal. Such approaches assume knowledge about the smoothness of the background phase (i.e. setting regularization parameters), and suboptimal choices can lead to ineffective correction and even signal outliers and bias beyond that introduced by using magnitude signals (Pizzolato et al., 2016). Further development, including the estimation of the optimal degree of regularization based on noise-variance estimates, are being proposed and will further improve the accuracy of real- or complex valued diffusion MRI (Pizzolato et al., 2020).

**Practical considerations:** The strategies discussed here rely on a reliable estimate of the noise standard deviation and hence their general applicability is challenged by the dependency of the signal distribution to the image reconstruction technique, especially in case of parallel imaging. Coil-correlations and parallel imaging cause the noise to be spatially varying (non-stationary).

The acquisition of ‘noise maps’, which are additional images with the same settings (e.g. echo time (TE)/ repetition time (TR)) but with
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Fig. 5. Rician bias. a) Magnitude and phase data for increasing b-values ([1, 3, 5, 7] ms/μm²). The same structures are roughly visible in the different magnitude images, but the phase images look vastly different. b) Left: Rice (top) and noncentral-Chi (with 3 effective coil elements) distributions for different noiseless underlying signals A and noise standard deviation σ. Right: Selected distributions with A = 0 and A = 4 indicated by the dotted lines and first moment, or average value indicated by the dotted-dashed lines. The average is higher than the true underlying signal and is dependent on the SNR. c) Simulated signal decays (solid lines) as a function of b-value with ground truth diffusivities $D_{GT} = 1$ μm²/ms (left, e.g. representing WM) and $D_{GT} = 3$ μm²/ms (right, e.g. representing CSF). Rician noise was added with an SNR of 20 (dashed black lines and error bars indicate the mean and standard deviation across noise realizations per b-value). The grey dashed line represents the $\tilde{S} = \sqrt{\frac{2\sigma}{\pi}}$ in case of a Rician distribution with $A = 0$ (which becomes a Rayleigh distribution). Whereas the left example shows only a moderate spurious signal increase, this is obvious in the right example. A nonlinear least squares (NLS) fit, which minimizes the sum-of-squared residuals $\sum (\tilde{S} - S)^2$ between the measured signals $\tilde{S}$ and model-predicted signals $S$ gives a bias estimate of the diffusivity, whereas an “offset” in the model prediction – i.e. minimizing $\sum \left( S - \sqrt{\tilde{S}} - \sigma^2 \right)^2$ taking into account the approximate signal bias (Jones, 2004) – reduces the bias. d) Background phase removal to compute real valued images. Figure adapted from Eichner et al. (2015), permission obtained through Rights Link.

all RF pulses turned off, is not always trivial in clinical settings and increases acquisition time. Other noise-characterization strategies have been developed of which some will be discussed in Section 2.6. Finally, the phase images needed to avoid the noise bias are not commonly provided in standard vendor sequences.

Automated quality assessment is challenged by the complex interference between the magnitude of the artifact and signal intensities, which vary spatially and across DWIs.

2.6. Denoising

Description and importance: Thermal noise can challenge the visual inspection of images, especially in areas with low or strongly attenuated diffusion-weighted signal. Moreover, the estimation of quantitative diffusion measures from the diffusion-weighted data might amplify the thermal noise. Although the thermal noise might be reduced by fitting well-conditioned diffusion models such as DTI, NODDI, or the Generalized Spherical Deconvolution Model (Sperl et al., 2017), many analysis strategies of dMRI data are highly susceptible to noise amplifications that lowers the sensitivity of dMRI data and the visual or statistical analyses thereof.

Approaches prior to and brought by the HCP: A widely adopted strategy to suppress noise is Gaussian smoothing in which the signal or diffusion-signal profiles across neighboring voxels are averaged. Unfortunately, together with the noise, sharp edges and anatomical details might fade as well. To avoid blurring of fine anatomical detail, edge-preserving strategies have been implemented in which voxels are selected adaptively (e.g. POAS (Becker et al., 2014; 2012) and anisotropic filtering (Ding et al., 2005; Krishian and Aja-Fernández, 2009)) and/or non-locally (e.g. SUSAN (Smith and Brady, 1997), nonlocal means (Manjón et al., 2010; Wiest-Daesslé et al., 2008) or Nonlocal spatial and angular matching (St-Jean et al., 2016)), based on various similarity measures. Whereas adaptive smoothing aims to average over voxels within connected homogeneous regions, nonlocal strategies allows for signal averaging over disconnected voxels.

Novel strategies: The recent developments in image acquisition and reconstruction have been imposing additional challenges and constraints for image denoising. For example, the thermal noise level is typically spatially varying in routine dMRI. A wide variety of image denoising techniques have been adopted, adapted, and developed to overcome such challenges. The techniques can be broadly classified in regularization-, transformation-, and machine learning-based techniques.

First, total variation regularization has already been discussed in the context of Gibbs ringing correction. Although such techniques can suppress local signal fluctuations due to thermal noise while preserving sharp edges, the quality of the denoising strongly depends on user-dependent variables (Rudin et al., 1992). A low-rank image model and edge-preserving regularization terms are characteristic features of this strategy (Lam et al., 2014).
Second, one can transform the data into a sparse basis representation prior to filtering the noise. Such strategies often preserve anatomical detail better by relying on the physical properties of thermal noise. Popular examples of such sparsifying transformations include the wavelet transformation (Wierstam et al., 2006) and the Principle Component Analysis (PCA) technique. Denoising based on PCA has been gaining popularity in recent years. Under the assumption that dMRI data shows a high degree of redundancy (oversampling the q-space) only a few principle components are sufficient to describe the dMRI data accurately. The removal of the pure-noise principle components results in the desired noise reduction without removing anatomical detail or edges (Manjón et al., 2013). The automated identification of the pure noise principle components is enabled by adopting principles of Random Matrix Theory, i.e. the Marchenko Pastur distribution is a signature of thermal noise in the PCA eigenspectrum (Marchenko and Pastur, 1967; Veraart et al., 2016b). Other related methods for low-rank matrix denoising have been proposed, including statistical/information theory approaches that derive optimal asymptotic matrix denoisers (Cordero-Grande et al., 2019; Donoho et al., 2014; Gavish and Donoho, 2017; Ma et al., 2020b; Moeller et al., 2021; Nadakuditi, 2014).

Third, various supervised, unsupervised, and self-supervised machine learning-based techniques have been developed and evaluated for the denoising of dMRI data. For example, (Muckley et al., 2021) used a convolutional neural network (CNN) for artifact removal in dMRI (complex and magnitude) data. It makes use of encoder-decoder strategies to train on simulated MRI and on synthetic non-MRI images. Next, Patch2Self (Padnavis et al., 2020) is a recent unsupervised and self-supervised denoiser that makes a weak assumption on the noise, i.e. it assumes the noise is statistically independent across the 3D volumes of 4D dMRI data. Noise are uncorrelated “random fluctuations” in the signal components. Unlike the previous approaches which make an assumption on the signal such as low-rank (PCA-based), smoothness (total variation) or repetition (NLMeans, BM3D), Patch2Self strictly makes an assumption on the noise and not the signal.

The idea of using statistical independence was used in Noise2Noise (Lehtinen et al., 2018), where two independent measurements of the same entity were required to do the denoising. Noise2Self (Batson and Royer, 2019) laid out a theoretical foundation of how one could learn a self-supervised denoiser by proposing the theory of J-invariance. Both approaches proposed using deep CNNs for denoising 2-dimensional images. Under the assumption that each DW volume can be represented accurately as a linear combination of all other DW volumes, Patch2Self promotes the use of this denoising strategy to 4D DW data sets.

**Practical considerations:** The general applicability strongly depends on the denoising strategy. Overall, denoising is more efficient in the absence of noise correlation that might be imposed during image re-

---

Fig. 6. Denoising: a) One slice of one DW image, the SNR map, and the FA map from a single, arbitrarily chosen dMRI data set with \( b = 1000 \text{ s/mm}^2 \), is shown, before and after denoising with a state-of-the-art technique. b) the difference maps between the denoised and original data are spatially uncorrelated and zero-centered, and spatially varying trends should reflect the g-factor instead of anatomical features. Unfortunately, the Rician bias might interfere with this quality control since low SNR regions such as the ventricles might present themselves in such maps. c) Denoising is here presented as the reduction of thermal noise only. Other signal artifacts, e.g. a chemical shift artifact, will be unaltered during denoising. d) The denoising performance is best without preceding data interpolation or noise manipulation steps. However, denoising might also improve the performance of subsequent steps such as motion correction (Ades-Aron et al., 2018). The performance of motion correction of a multi-shell DW data sets is here quantified using the mutual information between DW images and a reference \( b = 0 \) image.
construction or image preprocessing. Therefore, there has been a trend towards integrating denoising with image reconstruction (Haldar et al., 2013) or applying it on the complex data, prior to computing the magnitude MR signal and further image preprocessing (Cordero-Grande et al., 2019; Moeller et al., 2021; Wirestam et al., 2006). Denoising is overall widely applicable and does not impose constraints on diffusion acquisition. However, PCA-based denoising algorithms should only be applied if “large” data sets with at least 30 diffusion weighted images are available (Veraart et al., 2016b). Patch2Self has been applied successfully with datasets with small numbers of gradient directions. For example, in Schilling et al. (2021) 15 gradient directions were used.

After the completion of the denoising step, it is advised to evaluate the residual maps. Ideally, residuals are spatially uncorrelated and zero-centered, and spatially varying trends should reflect the $g$-factor instead of anatomical features. Unfortunately, Rician biases might challenge this quality control.

Overall, applying image denoising early in the pipeline might be beneficial for performance of the denoising itself and for the improved performance of the subsequent steps (Veraart et al., 2016b) to avoid altered noise characteristics due to image interpolation (Rohde et al., 2005).

### 2.7. Between-volumes motion correction

**Description and importance:** A typical dMRI dataset consists of $N$ volumes whose voxel-wise intensities reflect properties of the water molecules’ displacement along each of the $N$ sampled diffusion encoding settings. High Angular Resolution Diffusion Imaging (HARDI) and multi-shell acquisitions are now routinely performed, especially in experimental settings, and represent the basic requirements for most of the recently developed microstructural mapping methods (Alexander et al., 2019). Recent advances in EPI-based dMRI data acquisition techniques (e.g., multi-band imaging) have enabled researchers and clinicians to acquire data of unprecedented quality in a fraction of the time when compared to standard serial/interleaved slice-wise protocols (Sotiropoulos et al., 2013c). However, subjects are still required to lie in the scanner for extended periods of time. Therefore, between-volumes subject motion is unavoidable (Fig. 7). If uncorrected, voxels will be misaligned across volumes, leading to, e.g., artifactual higher ADC estimates at the edges between brain tissue and CSF due to partial volume effects (Le Bihan et al., 2006b; Pierpaoli, 2010). Such biased model-based microstructural parameter estimates may lead to spurious results (Leemans and Jones, 2009) when, e.g., comparing two groups (Yendiki et al., 2014). Even though this section focuses on motion-induced misalignment between images, motion is continuous and can lead to misalignment between slices within an image and signal outliers (see sections 2.8 and 2.10 respectively).

**Approaches prior to and brought by the HCP:** Between-volumes motion correction and B-matrix rotation - which preserves the orientational information associated to each DWI upon realignment - (Leemans and Jones, 2009; Rohde et al., 2004) are among the firsts of the stages of a dMRI data preprocessing pipeline. Prior to the HCP, most methods for retrospective motion corrections aimed at affinely registering (Jenkinson and Smith, 2001) each acquired volume to a reference $b = 0$ image using a correlation ratio cost function. However, when dealing with dMRI data, the assumption that volumes are identical except for a rigid geometric transformation does not hold. Distortions caused by other artificial sources, such as eddy currents and other off-resonance fields (see sections 2.9 and 2.11), make registration very challenging. Moreover, between-shells and between-directions differences in diffusion-weighted contrast make the choice of a similarity function that drives between-volume registration not easily addressable (Rohde et al., 2004). This is especially true when dealing with high $b$-value data, where most of the brain outline and tissue boundaries are almost indistinguishable. Mohammadi et al. (2015) try to address this by registering the DWIs per $b$-shell to a median image, and Zhuang et al. (2013) only register images that are close in orientation and $b$-value.

Recent methods try to overcome registration issues by incorporating predictive modelling approaches into dMRI motion-induced distortion correction frameworks. Such approaches make a prediction about how each of the acquired dMRI volumes “should look”, given its $b$-vector, and the residuals between the observed and the predicted data can be obtained. This “error-signal” can then be used to iteratively update the estimate of the motion parameters describing the subject’s position. Some methods have attempted to derive such predictions either using modelling-based approaches, such as the DT (Andersson and Skare, 2002) or by comparing neighbouring diffusion encoding orientations (Zhuang et al., 2006). However, predicting any dMRI encoding from a DT fit carries the intrinsic limitations of the DTI approach (e.g., complex fibre configurations such as crossing or kissing cannot be resolved) and leveraging on neighbouring diffusion encoding orientations makes the quality of the predictions dependent on, e.g., angular sampling. Ben-Amitay et al. (2012) predict DWIs at higher $b$-values using the composite hindered and restricted model of diffusion (CHARMED), with parameters derived from a DT fit at lower $b$-values. Irfanoglu et al. (2017) predict the DWI signal of a given $N^{th}$ volume using the MAP-MRI propagator representation ( Özarslan et al., 2013), from all the previously corrected $N−1$ volumes. Nilsson et al. (2015) suggest that DT-based predictions may negatively impact registration in regions of CSF-partial voluming, and adjust for this and artificial diffusion anisotropy in grey matter. This approach predicts data based on a stretched-exponential representation and is compatible with diffusion encodings beyond conventional pulsed gradient spin echo (PGSE) acquisitions. FSL’s EDDY (Andersson and Sotiropoulos, 2016), predict the data as a linear combination of the observed data using a Gaussian Process (GP), whose hyperparameters are estimated directly from the data (Andersson and Sotiropoulos, 2015). Such hyperparameters determine the smoothness of the dMRI signal, parameterized as a function of $b$-value and diffusion gradient direction. The GP embedded within EDDY solves issues related to model-based predictions by working directly on the raw dMRI signal and by using all the data that has been acquired (Andersson and Sotiropoulos, 2015).

**Novel strategies:** Christiaens et al. (2021) use a model-independent spherical harmonics and radial decomposition (SHARD) signal representation to obtain and output predictions. The retrospective motion correction techniques brought by the HCP and their more recent extensions (see, e.g., Section 2.8) allow to reliably estimate between-volumes motion parameters. Recently, real-time prospective motion correction strategies have been developed (Maclaren et al., 2013). These techniques allow to directly measure the amount of motion by either using imaging-based navigators (Alhamud et al., 2012) or optical tracking systems (Aksoy et al., 2011; Forman et al., 2011; Zaitsev et al., 2006). The latter strategy typically tracks a marker attached to the subject and it can accurately and precisely measure motion irrespective of the sequence being used. Marker-based methods typically require an initial cross-calibration step to measure the position and orientation of the tracking marker with respect to the magnet isocenter. Moreover, they require the subject to be compliant, i.e., to lie still as possible in order not to hide the marker from the tracking camera. This may be hard to achieve with uncooperative subjects such as patients or children. Recently, novel marker-less optical tracking strategies relying on facial features have been developed (Berglund et al., 2021). Although these methods are still being evaluated and have not been widely adopted yet, they offer promising avenues for motion correction in less compliant subjects. Finally, 3D-printed personalized head cases can be used to minimize subject motion, although some studies draw into question their efficacy (Jolly et al., 2020).

**Practical considerations:** Between-volumes motion correction is a processing step that should always be performed when analysing in vivo dMRI data, irrespective of the species being scanned. To ensure optimal results from those methods that rely on model-free predictions of the dMRI signal, a “minimum” $b$-shell dependent number of diffusion encoding directions should be sampled, i.e., at least 10 directions for a
Fig. 7. Absolute and relative between-volumes and within-volume motion effects. a) While between-volume motion affects the displacement of whole volumes, the within-volume effects can be recognised by the tell-tale zigzag patterns across axially acquired slices. b) Both motion-induced distortions can be corrected successfully using recent preprocessing frameworks such as FSL’s eddy, which has been used to correct the two examples provided (bottom left column). c) After running motion correction and estimating between and within volumes translations and rotations, their averages can provide the researcher with useful QC measures. Violin plots for 100 preprocessed UK BioBank subjects are shown, highlighting the distribution of each metric. The plots show the volume-wise values of each metric for the subject represented by the white star on the violin plots. Figure modified from (Bastiani et al., 2019b).
b-value of 1500 s/mm² and 30 directions for a b-value of 5000 s/mm². For techniques that rely on a model or representation, the acquisition experimental design should be compatible with the model used in correction. For example, the majority of correction strategies expect dMRI data that are sampled on b-shells.

Assuming rigid body motion between the reference volume and each acquired volume, a total of six between-volumes motion parameters (three translations, three rotations) can be estimated when correcting for motion-induced artifacts, where one should keep in mind that interactions with other distortions make the misalignment much more complex (sections 2.9 and 2.11). Useful summary quality control (QC) metrics can be obtained by averaging their values across the whole acquisition. Another summary measure of “total motion” can be calculated by averaging voxel displacement across all voxels within the brain mask. Such voxel-wise average voxel displacement summarizes both rotations and translations at each voxel with a single scalar. Absolute (w.r.t. a reference volume) and relative (w.r.t. the previous volume) total motions can be calculated for each volume, and their averages across all volumes can provide very useful summary QC metrics (Fig. 7). Nilsson et al. (2015) computed averaged translation and rotation parameters across all subjects in a study to evaluate preprocessing performance, and suggested that such motion parameters should average to zero in a population.

Alternatively, QC based on DTI-based measures, such as FA uncertainty and the orientation uncertainty of the first eigenvector, and sensitivity and specificity of probabilistic tractography group results have been proposed (Taylor et al., 2016). However, these may offer difficult to interpret insights into the performance of the motion correction step, as they probe quantities further down the processing line that base themselves on several assumptions to link the dMRI signal with underlying anatomical substrates.

2.8. Within-volume motion correction

Description and importance: In dMRI data acquired in challenging scenarios, such as when scanning neonates, children or patients, a tell-tale zig-zag outline (Fig. 7) reflecting slice misalignment is often present (see, e.g., Bastiani et al., 2019a). This artifact is a consequence of significant subject motion happening between the acquisition of the first and the last slice of a single dMRI volume. If not accounted for, slices misalignment may bias between-volume motion correction and, subsequently, microstructural parameter and structural connectivity estimates from dMRI data.

Approaches prior to and brought by the HCP: Current practice to correct for motion-induced artifacts mostly relies on the assumption that subjects will lie still during the acquisition of all the slices within a volume and will only consistently move between the acquisition of two consecutive volumes. This is why the vast majority of methods focus only on between-volume motion correction and aim at aligning individual volumes to a reference one using, e.g., an affine registration (Jenkinson et al., 2002). Recent work based on fMRI data simulation has shown that this assumption does not hold (Beall and Lowe, 2014). Therefore, slice-to-volume-based registration methods have been implemented to correct within-volume motion-induced artifacts by, e.g., combining it with temporal head motion tracking using a Kalman filtering approach (Marami et al., 2016). However, most approaches do not consider other off-resonance sources (Bannister et al., 2007; Kim et al., 1999), such as eddy currents, or have only considered susceptibility-induced distortions (Yeo et al., 2008) as they were developed to deal with fMRI data.

Novel strategies: Few studies have focused on within-volume motion correction. When correcting neonatal (Bastiani et al., 2019a; Christiansen et al., 2021) or fetal (Marami et al., 2017) dMRI data, the benefit of incorporating a slice-to-volume movement by means of simultaneous multi-slice acquisitions (Marami et al., 2019), an intermediary volumetric model (Jiang et al., 2007) or through intersection matching (Kim et al., 2010) has been shown. A recent extension of FSL’s EDDY takes a holistic approach, trying to incorporate within- and between-volume motion, eddy-currents and susceptibility-induced artifacts correction into a single coherent modelling framework (Andersson et al., 2017).

Practical considerations: Correcting for within-volume motion-induced slice misalignment has the greatest benefits when dealing with subjects who move a lot or when acquiring a single volume takes a long time because, e.g., multi-band acquisition is not available. However, simulated data suggests that when within-volume motion is not significant, correcting for it does not bias the results (Andersson et al., 2017). Promising results have been obtained with this method (Oldham et al., 2020), suggesting that this step can be used when preprocessing in vivo human dMRI data even when the data exhibits minimal within-volume motion. A practical consideration is that such corrections are computationally heavy and at the time of writing, the implementation in FSL EDDY requires/benefits from access to a GPU.

Assuming rigid body motion of each slice or block of simultaneously acquired slices (if SMS/MB is used), a total of six within-volume motion parameters (3 translations, 3 rotations) can be estimated by those methods that incorporate a slice-to-volume model. Useful summary QC metrics can be obtained by averaging the standard deviation of each parameter calculated across the slices/groups of a volume (Fig. 7), which quantifies the amount of subject movement within that volume (Bastiani et al., 2019b).

2.9. Eddy current-induced distortion correction

Description and importance: To maximise both the signal- (SNR) and contrast-to-noise ratios (CNR) in a classical Stejskal-Tanner (ST) dMRI experiment using EPI, the two identical diffusion encoding gradients should be played at their maximum amplitude in the shortest possible time. Such rapidly changing magnetic fields induce eddy currents in the MR scanner conducting elements. The eddy currents will in turn generate a magnetic field, which is known as an eddy current-induced off-resonance field. The eddy current-induced gradient will combine with the spatial encoding gradients and will slightly change the expected resonance frequency. All these effects will result in phase encoding (PE) direction-dependent image distortions, such as scaling, shearing and translation, which will be unique to each diffusion-encoding setting. When not properly accounted for, eddy current-induced distortions can lead to misalignment and biased estimates of microstructural parameters such as, e.g., spuriously high FA values at the edge of the brain (Pierpaoli, 2010).

Approaches prior to and brought by the HCP: Advancements in hardware and data acquisition techniques relying on, e.g., in-plane parallel imaging (Larkman and Nunes, 2007), help to reduce eddy current-induced distortions. One way to further reduce eddy current-induced distortions is to try and null the induced field completely by modifying the ST encoding, e.g. bipolar/twice-refocused gradients (Alexander et al., 1997; Finsterbusch, 2009; Reese et al., 2003). However, these modifications often result in increased echo times, which lead to a further drop in SNR. Another possibility is to try and measure the eddy current-induced distortions by using additional data (Jezzard et al., 1998), potentially collected from phantoms (Bastin and Armitage, 2000; Chen et al., 2006; Horsfield, 1999; Papadakis et al., 2000; 2005). These methods assume that eddy-current induced distortions can be predicted from a small set of measurements, enabling researchers to calibrate the MR scanner and minimise distortions. However, these methods do not account for the problems related with subject motion and may not ensure optimal correction if distortions change either slowly or suddenly over time.

Most retrospective image processing-based correction tools try to estimate the eddy current-induced field through affine registration, and are based on the assumption that eddy currents are only elicited in the gradient coils, resulting in a field that can be modelled as a simple com-
bination of linear gradients in the three primary directions (Bastin and Armitage, 2000; Jezzard et al., 1998; Papadakis et al., 2005). The in-plane shears, zooms, and translations along the PE direction can therefore be modelled using 3×N parameters, where N is the total number of acquired DWIs. Therefore, most early approaches for eddy-currents distortion correction employed an affine transformation model (Jenkinson and Smith, 2001; Mohammadi et al., 2010), which are still frequently used (Nilsson et al., 2015; Thompson et al., 2014). The total number of parameters can further be brought down to 9 for any given set of diffusion-weighted volumes when assuming that diffusion-encoding gradients distortions along the three principal axes are known (Andersson and Skare, 2002; Horsfield, 1999; Zhuang et al., 2006).

Finding a suitable distortion-free reference volume to which all distorted volumes can be retrospectively aligned can be very challenging. This would typically be a non-distortion-weighted b = 0 image, however, correction tools would need to account for the difference in contrast between such a volume and the DWIs, potentially with a suitable registration cost function (Rohde et al., 2004). Moreover, modern gradient coils, especially those reaching very high amplitudes, are not necessarily linear (Janke et al., 2004), making the linear model insufficient to describe the eddy current-induced fields (Rohde et al., 2004). For such data, a complete or parsimonious (derived from the Cartesian solutions to the Laplace equation (Rohde et al., 2004)) quadratic (or occasionally cubic) basis sets are used to model the distortions.

Previous works have tried to address the contrast similarity issue by suppressing the CSF signal in b = 0 images (Bastin, 2001) or by acquiring extra volumes at low b-value (Haselgrove and Moore, 1996). Other methods rely on signal extrapolation from low b-value shells (Irfanoglu et al., 2017; Nilsson et al., 2015) or rely on the acquisition of extra DWIs with opposing diffusion gradients (Bodammer et al., 2004) or PE directions (Embleton et al., 2010). These methods may result in significantly longer scan times, with the last two expecting the user to sample the same diffusion direction twice, assuming they will have linearly opposite distortion patterns. To overcome the limitations of the linearity assumption and potentially reduce scanning times, the novel strategy described in Section 2.7 can be used, i.e., combining predictive modelling approaches with standard registration techniques, it is possible to predict diffusion-weighted signals from all the available data and refine, in an iterative fashion, the higher order (quadratic and cubic) eddy current-induced field parameters (Andersson and Sotiropoulos, 2016).

**Novel strategies:** The quest to achieve higher spatial resolution and diffusion weighting in dMRI has led to increasingly "signal-starved" acquisitions, which can prohibit robust correction of eddy current distortions in very low SNR images with image registration-based techniques. An alternate strategy that has been gaining popularity recently in research settings is concurrent field monitoring (Ma et al., 2020a; Wilm et al., 2015) using a field camera (Kennedy et al., 2018; Skope, 2019). These cameras are used to monitor the magnetic field dynamics during the EPI readout, which can retrospectively be used for distortion correction for highly diffusion-weighted acquisitions.

**Practical considerations:** In this review, we mainly considered the primary effects of eddy currents, which are geometric distortions. However, the reader should note that as with other sources that alter the field such as gradient nonlinearities or concomitant fields, eddy currents also introduce a deviation from the prescribed diffusion syntheses. These changes in the B-matrix due to eddy currents are generally ignored and no dMRI preprocessing pipeline currently accommodates for their effects. However, the geometric distortions due to eddy current-induced off-resonance fields should always be corrected when acquiring dMRI data. Image-based techniques are widely available and represent the current de-facto standard. Some strategies (e.g. FSI, EDDY) greatly benefit from acquiring reversed PE data and/or diffusion encoding directions that span the entire sphere and not just the half-sphere. However, to not sample the same diffusion information twice (i.e. g contains the same diffusion information as -g), the directions could be optimally distributed on the half sphere and half the vectors replaced by their negations. Modification to the ST encoding may not always be available across all MR scanner vendors, while field-probing cameras require extra hardware components that are not typically provided with MR scanners.

Correcting for geometric deformations due to eddy currents should be accompanied by modulating the signal intensity in a voxel according to its change in volume upon deformation (Rohde et al., 2004). The Jacobian matrix describes the deformation from the distorted image to the undistorted image, and the associated volumetric change is given by its determinant. Omitting to modulate the signal intensity by the Jacobian determinant can lead to a significant bias in dMRI estimates (Jones and Cercignani, 2010).

Most retrospective image processing-based correction tools model the eddy current-induced off-resonance field using a low order polynomial (typically second order). Using this approach, it is possible to derive QC measures by, e.g., computing the standard deviation of the three coefficients of the first order terms across the whole acquisition (Bastiani et al., 2019b). This is a measure that quantifies the volume-to-volume variability in eddy current-induced distortions across the scan. It reflects a combination of the magnitude of the eddy current-induced off-resonance fields and the bandwidth in the PE direction. Alternatively, visual QC can be performed by looking through the preprocessed volumes, looking for residual distortions across three orthogonal planes (Tournier et al., 2011).

### 2.10. Outlier detection

**Description and Importance:** Outliers are typically defined as signal intensities that significantly differ from the expected behavior based on other observations, and do not reflect the anatomically modulated water diffusion process. Outliers may occur due to measurement variability (e.g. as a result of noise), but could also indicate more serious measurement errors. Signal errors can affect different dMRI measures in different ways and could significantly impact microstructural estimates, tractography, and group studies. For example, they could bias the estimated dMRI measures causing an artificial decrease or increase in certain areas associated with outliers, or they could increase the variance of microstructural estimates impeding the statistical power to detect differences, where the former effect is likely larger (Walker et al., 2011). Moreover, outliers may impact patient- and control populations differently, leading to statistically significant results that can primarily be explained by the presence of outlier data (Yendiki et al., 2014).

Within-volume motion is an important source of outliers: gross movement – e.g. subject or physiological motion – that occurs during the diffusion encoding can cause severe signal dropout. In the typical case of linear gradients, signal dropout is associated with movement that has rigid rotation or linear shear components (Wedeen et al., 1994). The characteristics of the dropout in the case of rigid rotation depend on the magnitude and rotational axis of movement, the magnitude, direction, and timings of the gradients, and the imaging plane (Fig. 8a) (Andersson et al., 2016; Storey et al., 2007). Depending on the direction of the applied diffusion gradient, the second pulse will thus not be able to refocus the phase shift introduced during the first pulse even for static spins, i.e. there will be a phase gradient across the tissue (Storey et al., 2007; Wedeen et al., 1994). Following the properties of the Fourier transform, a linear phase variation (i.e. multiplying the phase with a complex exponential) across the tissue corresponds to a displacement of the data in k-space, and if this displacement is large enough, the signal in k-space may fall (partially) outside the sampled range. This will in turn lead to severe signal loss in the case when the phase change within a single voxel is greater than π (Fig. 8a). Such outliers typically become more prevalent at larger field-of-view (FOV) and higher b-values. The sensitivity to rotational motion is further exacerbated in the case of partial Fourier imaging of k-space, because even a small displacement of the echo in k-space may lead to the signal moving outside of the detected range (Fig. 8b). Note that translations in the period between two pulses
would cause a spatially constant phase and thus theoretically no signal loss.

Besides rigid motion, spatial signal outliers can also occur due to
other types of motion such as physiological processes (e.g. cardiac induced pulsation and respiratory motion) and scanner vibrations. Walker et al. (2011) found an increased extent of outliers in regions affected by cardiac pulsation, such as the cerebellum, genu, and splenium of the corpus callosum at \( b = 1100 \text{ s/mm}^2 \). Pannek et al. (2012) only found outliers in the cerebellum, ventricular and insular regions at \( b = 1000 \text{ s/mm}^2 \), while at higher \( b \)-values (\( b = 3000 \text{ s/mm}^2 \)) outliers were also found within the corpus callosum and posterior limb of the internal capsule, raising the question whether cardiac pulsation is the main cause. Mohammadi et al. (2013) performed peripheral measurements of the subjects breathing and cardiac pulse and found that physiological effects were most prominent in the cerebellum, basal brain areas, extremities of the cortex, and proximity of ventricles, and they found an associated bias in FA in the brainstem between 3 – 5%. Scanner vibration-induced outliers can occur due to the switching of strong diffusion gradients, leading to low-frequency mechanical resonances of the system and table which can be transferred to the subject (Berli et al., 2015; Gallichan et al., 2009). Such mechanical vibration can manifest as localized signal loss when the diffusion gradient has a large component in the left-right direction, presumably due to nonrigid rotational motion in the transverse plane.

In addition to slice-wise or regional signal drops, motion can also generate other types of outliers: common reconstruction algorithms in the case of partial Fourier imaging estimate the phase modulation from the center of the \( k \)-space (i.e. using a low-pass filter), but if the echo has moved outside this central range this can lead to severe outliers in the form of high-frequency oscillations in the image (Fig. 8d) (Storey et al., 2007). Spin-history effects can occur when the time between excitation of consecutive slices is short and motion causes them to overlap, e.g. leading to signal hyper-intensities (Fig. 8e) (Bastiani et al., 2019a).

Other artifacts beyond motion can result in signal outliers, e.g. those described in this review if not appropriately corrected, but also artifacts that are difficult or sometimes even impossible to correct with image...
processing techniques such as the presence of a foreign metal body (e.g. surgery clips, retainers), or remaining chemical shift artifacts where the signal from fat appears spatially displaced along the phase encoding direction because of its different resonance frequency leading to artificial signal changes (usually seen as a ‘band’ from fat below the skin in brain imaging). Outliers may furthermore be hardware-related, e.g., caused by temporal scanner instabilities or spike noise, i.e. an erroneous point in k-space that accentuates a particular spatial frequency and reflects itself as parallel lines in the image. External factors such as electromagnetc interference and vibrations can also introduce signal errors; while proper RF shielding aims to reduce the former, the latter is not always easily avoided in the case of nearby building- or transport sites (e.g. metro).

Approaches prior to and brought by the HCP: Traditionally, images with severe outliers were simply removed upon visual inspection, but more advanced approaches have been proposed since. Cardiac gating during acquisition has been adopted in several studies to avoid imaging during those periods of the heart cycle with the greatest motion (Nunes et al., 2005; Skare and Andersson, 2001), but at the cost of increased scan time and varying temporal gaps between slice acquisitions, which can in turn lead to e.g. different effects of signal relaxation (Mohammadi et al., 2013).

Processing strategies to correct for outliers commonly consist of an identification and amelioration step, and often either target slice-wise or voxel-wise outliers. Slice-wise outlier detection is typically performed before any motion correction, as outlying slices become interpolated across multiple slices. The algorithm of Liu et al. (2010) as implemented in DTIPrep (Oguz et al., 2014) and DSI Studio (Yeh, 2021) computes the normalized correlation between successive slices of a DWI, defined as the pixelwise cross correlation normalized by the square root of the autocorrelation of the slices. Across DWIs, they assume the normalized correlation at the same slice-location to be normally distributed, and slices significantly deviating from the mean (i.e. e times the standard deviation) are flagged. Li et al. (2013) perform a morphological closing operation (i.e. a dilation followed by an erosion) on each DWI along the slice-select direction, and compute the difference with the original image (the inter-slice intensity discontinuity or ISID). Anatomical discontinuities are avoided by subtracting the ISID of a single DWI from the average ISID across all DWIs, and this approach is implemented in DTIStudio (Jiang et al., 2006). Although the closing operation can reveal more localized outliers, Marami et al. (2016) use this to detect motion-corrupted slices if the mean intensity in the difference was outside the inter-quartile range (IQR) of the mean of all slices. Zhou et al. (2011) identify outlier-slices based on their local textural features.

Voxel-wise outliers are typically detected by using the information across DWIs in a robust fitting procedure. The popular Robust Estimation of Tensors by Outlier Rejection (RESTORE) algorithm (Chang et al., 2005) iteratively fits DTI on the data using nonlinear least-squares, each time adjusting the weights of potential outliers. Specifically, the influence of data points with residuals far beyond the noise standard deviation is reduced using the Geman–McClure M-estimation technique (Geman, 1987; Magin et al., 2002), and outlier measurements are finally identified based on the residuals. Chang et al. (2012) propose informed RESTORE (iRESTORE) based on the notion that physiological noise primarily results in signal dropout, and at each iteration the data point with the maximum negative residual is excluded. This prior information is beneficial when detecting physiological noise artifacts in datasets with relatively few directions. Zwiers (2010) incorporates neighborhood and slice-wise information into a different weighting strategy to increase robustness. Robust fitting approaches have also been developed for higher angular resolution data and representations, e.g. spherical harmonics (Pannek et al., 2012) and spherical deconvolution (Parker et al., 2013). The use of dMRI models or representations require the data to be co-registered but voxel-wise outliers become interpolated across the neighborhood, and outlier detection or weight computation is ideally performed on non-interpolated data (Morris et al., 2011; Zwiers, 2010). Farzinfar et al. (2013b) compare the entropy of the estimated fiber orientation distribution across the brain with learned entropy values from a training set of artifact-free samples, with the aim of detecting vibration artifacts which typically generate spurious left-right connections and thus lower entropy.

After detection, outliers can be handled in different ways. DWIs containing outliers can be removed completely based on the detection criteria (e.g. in the case of one (Liu et al., 2010) or multiple (Marami et al., 2016) outlier slices). Although some authors argue that the gain of local compared to global outlier rejection does not outweigh the increased complexity of dealing with locally varying numbers of data-points (Oguz et al., 2014), the affected DWI can still contain relevant information despite the presence of outliers. Several approaches therefore discard outlier measurements voxel-wise or slice-wise, e.g. when the residuals of a fit exceed a certain threshold (Chang et al., 2005; Collier et al., 2015; Tax et al., 2015). Factors causing outliers can also be included as regressors in the fit. Mohammadi et al. (2013) incorporate regressors in DT-fitting to explain the measured physiological effects, and show that the noise in the fit is greatly reduced. To address scanner vibrations, Galichan et al. (2009) include an empirical approximation of their effect on DWIs as a regressor, while Farzinfar et al. (2013b) iteratively remove DWIs that lead to the largest improvement in fiber-orientation entropy. If reversed-PE data is available, the signal may be lost in one PE direction due to the shift in k-space but not in the other, and Mohammadi et al. (2012a) weight the two images according to their respective tensor-fit error. Finally, spatial regularization can be included to penalize discontinuity between estimates in neighboring voxels/slices (Filiardi et al., 2007).

Novel strategies: With multi-shell data becoming more prevalent, outlier detection and amelioration techniques have been extended to accommodate data across b-values. Tax et al. (2015) extend RESTORE to DKI, which is more susceptible to data artifacts, and propose REKINDLE as a faster linearized version. REKINDLE takes into account the heteroscedasticity (i.e. the variance of each measurement becoming different after taking the logarithm to linearize the DTI/DKI equation) by transforming variables so that they obtain a homoskedastic nature in each iteration. Collier et al. (2015) take a slightly different approach where they correct the estimate of the standard deviation for heteroscedasticity and use this to determine the weights in the linearized fitting. FSL integrates outlier detection with motion and distortion correction in their EDDY tool (see section 2.9), and compares measurements to predictions in the native distorted space to avoid interpolation (Andersson et al., 2016). The predictions are based on their Gaussian Process generative model and thus not dependent on a specific dMRI model. If a slice is flagged as an outlier, it can be replaced with the model-free prediction from the GP. TORTOISE employs the MAPRMI model (Özarslan et al., 2013) to predict the diffusion signal for motion and eddy currents distortion correction but does not replace the signal with the predicted values, instead, relies on RESTORE and iRESTORE (Chang et al., 2005; 2012) robust fitting approaches. Koch et al. (2019) derive an outlier score from a harmonic oscillator-based reconstruction and estimation (SHORE) fit of all measurements (Özarslan et al., 2013), and achieve a higher accuracy compared to Gaussian Process-based outlier detection with lower computational demands. Christiansen et al. (2021) integrate slice-wise outlier detection with within-volume motion correction and use their SHARD signal representation to obtain predictions. A probabilistic mixture model per b-value is subsequently used to separate root-mean-squared errors into an “inlier” and outlier class in an unsupervised manner.

Several methods propose to impute detected outliers with signal-predictions (Fig. 8g) (Andersson et al., 2016; Christiansen et al., 2021; Koch et al., 2019), which facilitates the generalizability in that subsequent estimation strategies can be applied as if no outliers were present. A contrasting view is that such an approach does not provide new information (as measurements are predicted from other measurements), and one loses track as to which measurements were ‘original’ and what the
noise distribution and uncertainty of imputed measurements is. Other approaches therefore propose to propagate a measure of uncertainty through the pipeline and eventually include this as weights in the model estimation (Fig. 8b). Outlier rejection assigns binary weights of 1 (inlier) or 0 (outlier), but weights can take any value between 0 and 1 (Mangin et al., 2002). Sairanen et al. (2018) performs slice-wise outlier detection (SOLID) prior to motion and distortion correction by comparing a slice-wise intensity measure across DWIs with a similar b-value, and computes the modified Z-score as a robust version of the Z-score to assess whether an observation is suspiciously far away from the median. Geometrical transformations are then applied to the modified Z-scores and weights are computed, where a data point gets a weight of 0 if the modified Z-score is above an upper threshold, 1 if below a lower threshold, and a value between 0 and 1 otherwise.

**Practical considerations:** Outlier detection generally relies on data-redundancy and a minimum number of ‘good’ measures to separate outliers from inliers. The minimum requirements for accurate outlier detection depend on the separation strategy and the dMRI representation used. Robust estimators typically have a breakdown point, characterizing the proportion of incorrect observations before giving an incorrect result, larger than 0 but lower than 50%; if more than half of the observations are contaminated separation becomes impossible. In low-redundancy datasets not constraining outlier rejection may lead to incorrect estimates (Fig. 8i). The median absolute deviation (MAD), which is often used to estimate the standard deviation of the residuals (Chang et al., 2005; Tax et al., 2015; Zwiers, 2010), has a breakdown point of 50%. For the Gaussian Processes-based outlier detection, FSL recommends a minimum number of directions of 10-15 for a b-value of 1500 and 30-40 directions for a b-value of 5000, whereas simpler outlier measures could work with fewer directions, e.g. in legacy data (Sairanen et al., 2018). In addition, several outlier detection strategies require multiple b-values depending on the model or representation used (e.g. Koch et al. (2019)). Finally, some outlier mitigation techniques require access to additional acquisitions (e.g. reversed PE) or raw k-space data: to ameliorate high-frequency oscillation outliers that can arise from motion in Partial Fourier acquisition, Storøy et al. (2007) compare the commonly used reconstruction algorithm causing the oscillations with an adapted reconstruction algorithm and simple zero padding. While the adapted reconstruction algorithm shows significant improvements, it requires access to k-space data. It is thus important to determine data requirements prior to using any outlier detection strategy.

2.11. Susceptibility distortion correction

**Description and Importance:** As stated in the Introduction, the EPI readout commonly used in dMRI acquisitions is susceptible to B₀ field inhomogeneities. One of the sources of these inhomogeneities is the large magnetic susceptibility differences of the different body parts being imaged. These inhomogeneities introduce geometric distortions and signal pile-ups along the phase-encode direction of the acquisition (Jezzard and Balaban, 1995) and are most significant near the interfaces, such as the air, bone, and soft tissue interfaces for brain imaging (Fig. 9a). Even though the effects of these susceptibility-induced EPI distortions have been reported both on dMRI-derived scalar maps (Kybic et al., 2000; Wu et al., 2008) and on fiber tractography (Irfanoglu et al., 2012), their correction was not a common practice prior to HCP and only a few dMRI processing pipelines included this step.

**Approaches prior to and brought by the HCP:**

Unlike eddy current-induced distortions, susceptibility distortions affect all dMRI volumes identically in the absence of motion, therefore, the estimated diffusion models remain unaltered pre- and post-correction, which was perhaps the primary reason for their exclusion from most pipelines. However, still, the differences in distortion manifestation in multi-site or longitudinal studies significantly reduced dMRI-derived measure reproducibility (Wu et al., 2008), and the incompatibility of the dMRI-estimated fiber direction with the underlying brain shape negatively affected the anatomical plausibility of the fiber tracts (Irfanoglu et al., 2012).

The most widely-used susceptibility-induced EPI distortion correction strategies in the pre-HCP era were to acquire additional data to map the B₀ field (Jezzard and Balaban, 1995) or to perform a nonlinear registration of the b = 0 image to an undistorted T1 or T2 anatomical image (Kybic et al., 2000; Tao et al., 2009; Wu et al., 2008). These fieldmapping or image registration based correction strategies were designed to correct the gross anatomy of the brain but were incapable of capturing fine-level distortions or redistributing the signal in piled-up or expanded regions. The acquisition strategy employed by HCP involved the use of simultaneous multi-slice approach without any in-plane acceleration, which resulted in severely distorted DWIs. Therefore, HCP employed a different (and more sophisticated) distortion correction strategy, the so-called reversed-phase encoding or blip-up blip-down correction (Andersson et al., 2003; Bowtell et al., 1994; Chang and Fitzpatrick, 1992; Holland et al., 2010; Ruthotto et al., 2012) and popularized this technique by demonstrating its significantly superior performance both in terms of geometric fidelity and signal pile-up redistribution (Fig. 9a-b). The technique relies on having (at least) a pair of PE-opposed b = 0 volumes, from which a fieldmap can be estimated and used to correct these distortions. In recent years, the research focus in susceptibility-induced distortion correction has shifted towards the reversed-phase encoding-based correction strategies.

**Novel strategies:** Several new distortion correction methods that aim to further improve correction performance have been proposed since the release of HCP (Fig. 9b). The DRBUDDI method (Irfanoglu et al., 2015) from the TORTOISE dMRI processing package (Pierpaoli et al., 2010), employs a symmetric diffeomorphic distortion model (Avants et al., 2008) and performs the correction not only using b = 0 images but also diffusion tensors fitted to the blip-up and -down acquisitions (if the data supports it). Furthermore, a distortion-free anatomical T2 image serves as a constraint in the presence of large distortions. This multi-parametric and constrained approach enables DRBUDDI to accurately align tiny white matter structures between the blip-up and -down images, which would otherwise be indistinguishable on homogeneous b = 0 images. Other correction techniques that aim to further improve upon white matter fiber bundle correction quality have also been proposed and these techniques directly operate on dMRI-derived measures such as fiber orientation distributions (FODs) (Qiao et al., 2019). Another novel method, HySyCO (Ruthotto et al., 2013), adopts the physical distortion model from Chang and Fitzpatrick (1992) and minimizes a regularized distance function between the up and down b = 0 images to estimate the inhomogeneity. The AnimaBMDistortion correction (Hédouin et al., 2017) method adopts the symmetric block-matching principles to distortion correction.

All these novel techniques compare their results to HCP processing and show either superior or equivalent but faster processing performance. In addition to these image registration-based correction techniques, several deep learning based susceptibility-induced distortion correction techniques have also been proposed in recent years. Schilling et al. (2019a) proposed to employ deep-learning techniques to estimate an undistorted b = 0 image from a distorted raw b = 0 image and an anatomical T1W image. The estimated undistorted image is provided to FSL’s TOPUP with an infinite phase-encoding bandwidth to estimate a deformation field and take advantage of other features of EDDY such as eddy current distortion correction and outlier detection. Qiao and Shi (2020) proposed an unsupervised deep-learning based correction method that uses the fiber orientation distribution information instead of b = 0 images to perform the correction. Other examples of deep learning based EPI distortion correction based techniques generally perform machine-learning based image registration and include the works from Hu et al. (2020) and Duong et al. (2020). In addition to these image registration-based and deep learning-based correction techniques, methods aiming to improve traditional dMRI-to-anatomical registration have also been proposed. Regseg
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Fig. 9. Susceptibility-induced EPI distortions. a) The magnitude of susceptibility-induced distortions of a single subject from the HCP dataset. Distortions near the Pons, frontal lobes and temporal lobes are significant as can be observed from the geometrical difference between the raw, unprocessed b = 0 images and the undistorted T1W image. The distortions between the Right-Left (RL) phase-encoding and Left-Right (LR) phase-encoding are theoretically opposite of each other. b) Corrected b = 0 images of the same data using three different methods: The original HCP-processed data made publicly available, a new image registration based technique and a new machine-learning based technique. c) The Directionally encoded color (DEC) map (Pajevic and Pierpaoli, 1999) of the same subject at the level of the Pons. The image on the left is computed from HCP-processed data, which relies only on the geometry of the b = 0 images and the image on the right is from a method that also uses diffusion information during correction. Using diffusion information improves the anatomical accuracy of the fiber bundles w.r.t just b = 0 based correction. d) Evaluation of the quality of susceptibility distortion correction with 4-way phase-encoded data. Difference between independently processed AP/PA and RL/LR data using either b = 0 or dMRI-derived images can indicate regions with imperfect distortion correction quality, such as the orbito-frontal cortex or posterior part the temporal lobes in these images. The same QC approach could be used to an extent with 2-way blip-up and -down data as well even though the correction of the two images would be inter-dependent.

(Esteban et al., 2016), which is a cortical surface-driven registration method for the segmentation and susceptibility-distortion correction of dMRI is able to achieve high accuracy at a sub-voxel level while registering b = 0 to anatomical images. Such cortical surface-based registration techniques could be combined with blip-up -down techniques to possibly further improve correction quality.

In addition to these new correction methods, new acquisition principles that complement the reversed-phase encoding correction strategies have also emerged in recent years. The developing Human Connectome Project (dHCP) opted to employ a neonatal acquisition protocol that not only phase-encoded the data along the Anterior-Posterior (AP) and Posterior-Anterior (PA) directions but also the horizontal Right-Left (RL) and Left-Right (LR) directions (Hutter et al., 2018b). Irfanoglu et al. (2020) showed that these "4-way" acquisitions not only have the potential to provide even more improved distortion correction, but can also significantly improve data reproducibility by reducing the effects of other artifacts such as ghosts.

Most aforementioned correction techniques assume that the underlying susceptibility field is constant throughout the acquisition and, therefore, apply either the same deformation field or the rotated version of the same field (based on motion) to the DWIs. These approaches disregard the dependence of the susceptibility fields on head orientations, hence subject motion. Recently, a new technique that can estimate the susceptibility fields on a per-volume basis has been proposed (Andersson et al., 2018a). This approach updates the estimated fieldmap by taking into account the effects of subject’s motion, which can influence the spatial location and magnitude of the susceptibility-induced distortions by dynamically affecting the field. In cases where a subject moves significantly, i.e., when scanning patients or children, this approach has been shown to further improve anatomical fidelity of the computed dMRI metrics and data reproducibility.

Practical considerations: Most susceptibility distortion correction techniques require additional data, either in the form of a fieldmap acquisition, reverse phase-encoded dMRI data or an undistorted anatomical image. The latter option is already available in most clinical MRI acquisitions, which can directly be used for correction with several publicly available processing pipelines, but may lead to sub-optimal results. The use of reverse phase-encoded data has become quite common in research settings and its popularity is increasing even in clinical environments, for non-brain acquisitions and in vivo and ex vivo animal scans, as it only requires the acquisition of at least one b = 0 volume with reversed PE orientation.

Theoretical quality control and performance assessment of novel methods are performed with either simulated data (Graham et al., 2016) or with 4-way phase-encoded data (Irfanoglu et al., 2019) (Fig. 9d), which are the approaches used by Gu and Eklund (2019) in their work that compares the performances of publicly available susceptibility distortion correction methods. Quality check for real data is generally still performed visually, by examining the alignment of the corrected b = 0 image and an anatomical image, by examining the anatomical accuracy
of dMRI-derived information such as FA maps or FODs or by assessing the residual mismatch between the corrected blip-up and -down images. A critical note is that when only $b = 0$ images are used for the estimation of the fieldmaps, care must be taken that the correction is adequate in regions where the $b = 0$ image has uniform contrast. In such regions, such as the pons, there might not be sufficient local contrast information to drive the correction process, therefore, during QC, the quality of both the corrected $b = 0$ images and the dMRI-derived maps have to be assessed (9c). Additionally, the quality of the $b = 0$ image used for correction can also be crucial, therefore the acquisition of several $b = 0$ images is generally suggested. Another possible remedy for this issue is to use an "estimated" $b = 0$ image, for instance from the tensor or other models, instead of using an acquired image, which is the approach implemented in (Irfanoglu et al., 2015).

2.12. EPI Nyquist ghost correction

Description and Importance: In EPI pulse sequences, an echo is generated for each $k$-space line and adjacent $k$-space lines along the phase-encoding direction are traversed in the reverse direction. This reading order causes a low bandwidth along the phase encoding direction and even numbered echoes must be time-reversed to match the odd numbered ones prior to Fourier transformation for image reconstruction. If the forward and backward echoes are not consistent, artifacts are introduced into the images: A delay in the acquisition of an echo will be propagated into all the later ones, resulting in slight timing differences between the peaks of even and odd echoes. For non-EPI acquisitions with one readout direction, this does not cause any problems because each $k$-space line exhibits identical phase offsets, which is not reflected onto the magnitude images. However, with EPI, the phase inconsistency between adjacent $k$-space lines results in displaced signal intensity, called Nyquist or $N/2$ ghosts, along the phase-encoding direction, halfway across the image after reconstruction (Fig. 10).

Nyquist ghosts can be caused by several sources including poor shimming, gradient coil heating, patient motion, reconstruction errors, concomitant fields, susceptibility and most predominantly eddy-currents. The manifestation of these ghosts is exacerbated with multi-shot techniques, which introduce an additional source of possible timing inconsistencies. With such techniques and with in-parallel imaging methods, the ghosting pattern is more complex than $N/2$ displacements. When these ghosts overlap with the body organ being imaged, they lead to significantly erroneous diffusion measurements (Porter et al., 1999).

Approaches prior to and brought by the HCP: Nyquist ghosts are often corrected by acquiring additional data in the form of three-line navigator echoes, which are used to model the phase differences between adjacent readout lines as a linear phase change (Heid, 2000), or reference scans (Bruder et al., 1992) that are used to calculate the proper phase corrections and filtering. Another school of correction techniques aims at mapping the 2D phase information (Buonocore and Gao, 1997; Chen and Wyrwicz, 2004; Hu and Le, 1996; Xiang and Ye, 2007) through either a modification to the pulse sequence or through separate reconstruction of odd and even echoes.

Among the many ghost correction methods, referenceless methods that use the EPI data for self-correction without any additional calibration or navigator scans are of particular interest as they potentially reduce scan times and are easier to integrate into existing processing pipelines. These methods define a cost function that is minimized when the data is ghost-free. Earlier techniques employed the image entropy as a heuristic cost function (Clare, 2003; Skare et al., 2006) and showed better correction performance than calibration-scan based methods with single-shot EPI but they are unable to reliably remove ghosts in multi-shot or SMS acquisitions. Another category of referenceless methods rely on a more flexible model in which the data samples from each polarity are assumed to be coming from different but correlated images, similar to parallel imaging methods like SENSE or GRAPPA (Chang and Chen, 2016; Hoge and Polimeni, 2016; Xiang and Ye, 2007).

**Artifact & Correction**

a) Ghost artifact in a single shot acquisition (left) and correction with an entropy minimization technique (right).

**Practical Considerations**
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**Fig. 10.** a) Nyquist (N/2) ghosts with varying number of shots and their corrections with a reference-less image entropy-based correction technique. The displayed images are from Skare et al. (2006). b) Displays two similar acquisitions with similar ghost levels (11% of the base image signal). Even though the calibration-based method improved the ghost levels from the first acquisition, it actually magnified the ghost for the second one. The image phase-correction technique did not suffer from this issue. The images are borrowed from (Buonocore and Gao, 1997).

**Novel strategies:** Entropy based ghost correction has been shown to successfully deghost single-shot EPI images, however, they are inadequate for multi-shot or SMS acquisitions, as these images are confounded by aliasing and the image entropy measure is not applicable. Peterson et al. (2015) proposed an extension to Entropy-based techniques for such cases by maximizing the self-consistency of neighboring $k$-space points with GRAPPA-like kernels and performing singular value decomposition on individual shot of parallel imaging acquisitions. Recently, structured low-rank matrix methods for ghost correction have received increasing attention for their ability to provide near-excellent ghost-suppression performance (Lee et al., 2016; Liu et al., 2019; Lobos et al., 2018; Lyu et al., 2018; Mani et al., 2017). These approaches assume linear dependencies in $k$-space due to limited image support, smooth phase variations and multi-channel correlations. Structured low-rank EPI ghost correction methods combine these principles with the fact that EPI data acquired from different polarities can be treated as coming from different effective channels. Since structured low-rank methods for conventional image reconstruction automatically account for the unknown sensitivity maps in a parallel imaging experiment, these approaches apply the same principles to handle the unknown polarity or shot dependent modulations in EPI ghost correction.
The interest in SMS and ultra-high field acquisitions has grown significantly in dMRI research community since HCP, which is reflected in recent publications on EPI ghost correction. Moeller et al. (2015) propose a k-space trajectory correction that is compatible with Slice-GRAPPA for SMS acquisitions, which they apply to 7T dMRI data. Similarly, Hoge et al. (2018) extend their previous method to these acquisitions. Pan et al. (2020) introduces a novel referencelss correction approach and a new reconstruction algorithm for SMS acquisitions without the need of reference scans. Powell et al. (2020) addresses the challenges of ghost correction for high b-value data by denoising the complex channel data to enable robust ghost correction for low SNR images.

**Practical considerations:** Calibration scan based or navigator based ghost correction techniques require additional data and cannot be applied retrospectively. Several of the aforementioned referenceless methods are performed during image reconstruction or require k-space data, which might not be available in clinical environments. For these reasons, ghost correction techniques are generally not included in widely used dMRI post-processing pipelines. However, a limited number of publicly available modules exist.

Application of the ghost correction techniques to organs other than the brain (e.g. peripheral nerve) is also challenging McKay et al. (2019) due to incomplete fat-suppression and increased $B_0$ susceptibility, and additional measures might need to be taken for adequate correction.

The quality control of a ghost correction technique is generally performed visually in application studies and compared to previously established methods for publications proposing a novel technique. For diffusion MRI, the 4-way acquisition principles described in Section 2.1.1 have the potential to provide an alternative quality control approach. Given that the Nyquist ghosts manifest themselves along the phase-encoding direction, dMRI data acquired with different PEs can implicitly reduce the effects of these artifacts (in case they overlap with the brain region) without any correction applied (Irifanoglu et al., 2020).

Additionally, a local similarity metric of these different PE data can be used to quantitative assess residual ghost manifestations if the DWIs are properly corrected for susceptibility-induced distortions.

### 2.13. Gradient deviations: Gradient nonlinearities & gradient gain miscalibration

**Description and Importance:** The gradients used for image readout and the encoding of diffusion can deviate from their nominal imposed value due to several factors. Firstly, to limit the peripheral nerve stimulation caused by the rapidly varying magnetic fields as a function of time, gradient coils are often designed to accommodate a modest FOV. This can result in a significant spatial nonuniformity (or nonlinearity) of the effect, which become more pronounced when moving away from the isocenter. Particularly in high-performance gradients such as whole-body or head-only ultra-strong gradient systems, gradient linearity is often sacrificed (Foo et al., 2020; Jones et al., 2018; Setsompop et al., 2013; Weiger et al., 2018), but also data from more conventional clinical systems can be affected. Mesri et al. (2020) report angular- and magnitude deviations of the gradients for HCP subjects of up to 5° and 10% respectively, and further characterize their mean magnitude deviation and fractional gradient anisotropy.

The gradient along an axis is generated by providing current to the corresponding gradient amplifier, which in turn generates magnetism along orthogonal directions. In order for the hardware to produce the desired gradient strength at the magnet isocenter given an input current, the gains of the x, y, z gradient amplifiers have to be calibrated. This calibration process is usually performed by vendors at installation and during routine service, using anatomical scans of a phantom of known dimensions. Nevertheless, residual gradient misalignments that are geometrically undetectable could still be present.

Deviations from the expected gradients cause geometric image deformations and discrepancies from the intended diffusion encoding. Geometric distortions and associated signal intensity deviations occur because typical image reconstruction methods assume the data was spatially encoded using calibrated linear gradients. Even on clinical scanners these distortions were found to be significant (Wang et al. (2004) report distortions between 10 and 25 mm), and this can thus be problematic in surgical planning or volumetric studies.

B-matrix discrepancies resulting from gradient deviations are spatially varying, i.e. each voxel has a unique B-matrix (or set of $b$-values and gradient directions). Not accounting for this can lead to significant biases, as was shown in the case of gradient nonlinearity for the estimated diffusion coefficient (up to 30% even on 1.5T 40 mT/m (Bammer et al., 2003)), diffusion tensor directions and diffusion/kurtosis tensor scalar measures (up to 10% and 3% respectively (Mesri et al., 2020)), fibre orientation distribution functions and derived fibre directions (several degrees, (Guo et al., 2020; Morez et al., 2021)), tissue signal fractions (up to 34% for WM (Morez et al., 2021)), tractography and connectivity analysis (Guo et al., 2019; Mesri et al., 2020; Morez et al., 2021), group statistics (changes in significance and effect sizes (Mesri et al., 2020)), and measures derived from sequences beyond Stejskal-Tanner encoding (Paquette et al., 2020). In addition, B-matrix deviations can increase the variability between scanners (Hansen et al., 2021; Tax et al., 2019a). In contrast to the perhaps common assumption that deviations in the B-matrix mostly affect measurements with a high diffusion weighting, also lower-to-moderate diffusion-weighted signals are affected as the absolute signal change as a function of $b$-value is larger in this regime (Guo et al., 2020).

**Approaches prior to and brought by the HCP:** To correct for the effects of gradient deviations, accurate characterization is crucial, i.e. mapping the spatial dependence at each location r of the effective magnetic field generated by each coil $B_{\text{eff}}(r)$, $i = x, y, z$ compared to the nominal imposed field $B_{\text{n}}(r) = g_i r$, where $g_i$ is the applied nominal gradient. $B_{\text{eff}}(r)$ is often expressed by a spherical harmonic expansion, and can be provided by the manufacturer (for gradient nonlinearities), or characterized by imaging a phantom (for a joint characterization of deviations) with known dimensions (Glover and Pelle, 1983; Langlois et al., 1999) or with known diffusion properties (Hansen et al., 2021; Lee et al., 2020; Mohammadi et al., 2012b). By computing the partial derivatives of $B_{\text{eff}}(r)$, normalized by the respective $g_i$, one can obtain the gradient coil tensor $\mathbf{L}(r)$ characterizing deviations up to the first order (Bammer et al., 2003; Mohammadi et al., 2012b).

Geometric distortions arising from gradient nonlinearities can be corrected online on the scanner (Glover and Pelle, 1983; Langlois et al., 1999), but care must be taken as sometimes only the distortions in-plane are remedied (Wang et al., 2004) and distortion correction is not always applied to all types of images (e.g. T1 but not dMRI for some vendors). Alternatively, if uncorrected images can be exported, the geometric distortion can be performed offline as part of the dMRI pre-processing pipeline (Fan et al., 2016; Glasser et al., 2013; Rudrapatna et al., 2021). It should be noted that most widely available online and offline distortion correction techniques perform image-based correction, that is, inverse Fourier transformation of the dataset followed by coordinate mapping and interpolation, and signal intensity correction with Jacobian determinants (see Section 2.9). However, the interpolation leads to blurring and resolution loss, and distortions from gradient deviations are ideally corrected prospectively during reconstruction (Tao et al., 2015).

Based on the coil tensor, the effective gradient and B-matrix can be computed as $g_{\text{eff}}(r) = \mathbf{L}(r)g$ and $B_{\text{eff}}(r) = \mathbf{L}(r)b\mathbf{L}(r)^{-1}$, respectively (Bammer et al., 2003). While the signal could theoretically be corrected by interpolating it back to the nominal B-matrix using a dMRI signal model (e.g. for approaches that rely on a shell-sampling), the spatially varying gradients and B-matrix are more commonly dealt with during or after the estimation of a dMRI model or representation. Malyarenko et al. (2014) proposes an approach to correct the estimated ADC for conventional (three orthogonal direction) DWI acquisitions. Bammer et al. (2003) derive corrections for the diffusion tensor based on the full coil tensor and effective B-matrix, while
Lee et al. (2020) propose a simplified approach based on corrected $b$-values only. Guo et al. (2019); Morez et al. (2021) propose correction strategies for spherical deconvolution approaches - which commonly rely on shell-sampling - by adjusting the response function during estimation.

**Novel strategies:** B-matrix deviations are typically computed as one of the later stages of the preprocessing pipeline, i.e. after subject motion/eddy current corrections. However, if the subject has moved, the $L(r)$ of the original position in the scanner should be applied. Hence, the B-matrix not only varies spatially but also temporally. Rudrapatna et al. (2021) compute spatiotemporal B-matrices by using the estimated motion parameters to map the temporal evolution of the effective gradient amplitudes for each voxel location. Their results suggest that the spatiotemporal B-matrix approach could yield more consistent parameter estimates in the case of high gradient nonlinearities and/or severe motion.

The nonlinearity of a gradient system depends on the coil design and wiring, therefore are known to the manufacturers in advance, however, the gain settings need to be estimated and calibrated periodically. This calibration process is based on the known shape of a phantom, which has a linear dependence on gradient strength. Diffusion synthesization, on the other hand, has a quadratic dependence, and therefore is more sensitive to any miscalibrations: Teh et al. (2017) recently showed that their proposed gradient gain and nonlinearity estimation method improves accuracy of both anatomical and diffusion MRI.

**Practical considerations:** It is not always straightforward to appropriately correct for gradient nonlinearities if the gradient deviations are unknown to the user. Scanner manufacturers in principle possess the necessary information for correction, but since the specification of a gradient system is commercially sensitive information this is often not widely available (Doran et al., 2005). In addition, each gradient coil may be slightly different due to e.g. winding errors, which causes variations from the predicted field (Janke et al., 2004). Accurate characterisation of the gradient system is therefore ideally performed in-house, but the resources and knowledge to do so are not always available. Public databases such as the HCP (Sotiropoulos et al., 2013b) and others (Tax et al., 2019a) increasingly provide information to consider the effective B-matrix in analyses. Care should be taken, however, regarding the gradient information provided and/or used for correction: the coil tensor typically has non-zero cross-terms and is not symmetric, but some studies assume otherwise as highlighted by Bammer et al. (2003).

Commonly available and standardized open source approaches for integrated image-distortion correction (e.g. jointly with motion, eddy, and susceptibility correction) are still not publicly available. Rudrapatna et al. (2021) compare two pipelines proposed by the HCP that address these steps separately: Glasser et al. (2013) advise motion, eddy, and susceptibility correction prior to gradient nonlinearity correction, whereas Fan et al. (2016) suggest the opposite order. By scanning subjects at isocenter as well as deliberately translating the bed away from isocenter, they assess the robustness of pipelines by assessing the change and coefficient of variation in DT estimates of the bed-translated datasets to the isocenter-dataset (Fig. 11d). They found that determining the best performing pipeline was not straightforward as performance seemed to depend on the amount of gradient nonlinearity and/or mo-
tion present in the data, and on the DT measure being evaluated. In addition to ignoring interactions between sources of distortions, separate correction leads to additional interpolation unless the transformations can be concatenated, hence reducing the image resolution by additional blurring.

2.14. B₁ Bias field correction

**Description and Importance:** MR signal intensity measured from homogeneous tissue varies typically smoothly across an image. Such low, non-anatomical intensity variation is usually attributed to poor radio frequency (RF) coil uniformity. This B₁ inhomogeneity, causing a variability in flip angle of 15% in the human brain at 3T and even more at higher field strengths due to shorter RF wavelength, is an intrinsic problem that even a perfect coil cannot resolve (Moeller et al., 2020). The intensity variations are typically modeled as a smooth multiplicative bias field. The common practice of normalizing a diffusion weighted image with the corresponding non-diffusion-weighted b = 0 image thus cancels this bias field in case of minimal subject motion. Therefore, this artifact gained less attention in diffusion MRI in comparison to other MRI modalities. However, when b = 0 normalization is not preferred or possible, this artifact can be corrected prior to further analysis. Specifically, not all diffusion MRI analysis are compatible with a normalization by the b = 0 image; e.g. TE-dependent DWI or estimation of fiber ODVs on a b-shell. Therefore, other B₁ bias field correction strategies might be relevant; the bias field is then estimated based on the (averaged) b = 0-image and DWIs are scaled by the estimated field thereafter.

**Approaches prior to and brought by the HCP:** Sled and Pike (2000) introduced a widely used automatic and non-parametric method for the estimation and correction of the B₁ bias field. During an iterative process, the smoothly varying bias field is estimated by maximizing the high frequency content of the histogram of signal intensities in the image. The original algorithm has been modified by including a B-spline basis approximation to parameterize the bias field and adopting a hierarchical optimization algorithm (Tustison et al., 2010). An alternative strategy to estimate the bias field using an adaptive low-pass filtering technique is implemented in FSL, where the bias field is estimated using an Maximum a posteriori estimator with a Random Field (MRF) based spatial prior (Zhang et al., 2001).

**Practical considerations:** Although B₁ bias field correction is not widely adopted in dMRI analysis, its application might be encouraged in cases of strong head motion and high magnetic field strengths. Various software packages and pipelines have included this bias field correction as an optional step in the image preprocessing pipeline, e.g. MRtrix (Tournier et al., 2019), FSL (Jenkinson et al., 2012), QSIprep (Geslak et al., 2020), Tractoflow (Theaud et al., 2020), PreQual (Cai et al., 2021b), and DESIGNER (Ades-Aron et al., 2018). However, when applied, the signal scaling will be another source of noise heteroscedasticity in the data (similar to Fig. 3c) that might have to be accounted for in parameter estimation, especially with robust estimation techniques (Section 2.10), in subsequent steps for optimal precision.

2.15. Spatial normalisation

**Description and Importance:** Manual delineation of structures in MR images enables quantification of local effects and serves as one of the basis of population based neuroimaging studies. However, this process is very time consuming for large population sizes and is prone to inter-observer variability. Spatial normalization techniques provide a fast alternative and have been used successfully for automated labeling of anatomical MR images. dMRI provides information of typically higher dimensionality about the tissue than conventional MRI, which raises the need for specialized image registration techniques to fully take advantage of this modality.

**Approaches prior to and brought by the HCP:** Since the early 2000s, Tract-Based-Spatial Statistics (TBSS) (Smith et al., 2006) – which non-linearly registers subject data to a common space and performs a skeletonization step – has been de-facto analysis strategy for dMRI data. The main advantage of TBSS was its ability to compensate for the misalignments among subjects in a population, originating from imperfect image registration. In these early days, registration of dMRI data has mostly been based on FA images (Mohammadi et al., 2009; Smith et al., 2006), which did not fully utilize the rich set of information provided by the diffusion tensor or higher order models. More recent advances in specialized dMRI registration and template creation techniques enabled more robust voxel-wise analysis of dMRI data, which provided an alternate route to TBSS.

The Diffusion Tensor Imaging ToolKit (DTI-TK) method from Zhang et al. (2006) was one of the first widely used approaches to dMRI registration specifically. DTI-TK employed the differences between the deviatoric part of diffusion tensors as its similarity metric, which not only considered the anisotropy information but also the estimated principal diffusion direction. Combined with a nonlinear locally-affine deformation model, DTI-TK was able to provide near-excellent voxel-wise correspondence in single fiber white-matter regions.

**Novel strategies:** The DR-TAMAS methodology (Irfanoglu et al., 2016) extends the feature set of DTI-TK, including diffusivity similarity in its cost function with a locally varying weighting, which favors the tensor-deviatoric similarity in white matter regions and the tensor-trace similarity in gray matter and CSF-filled regions. This strategy, along with its support to use anatomical MR images, enables DR-TAMAS to achieve a high quality alignment in all brain regions, not only the white matter. However, DR-TAMAS employs the DT for registration, which might be inadequate for regions of complex fiber-configurations. To achieve better image registration performance in such regions, Raffelt et al. (2011) proposed to employ FOD function similarities. With a multi-level registration strategy that not only gradually increases image resolution but also FOD spherical harmonics degrees, this method is able to achieve a high quality of alignment in all white matter regions. To achieve a better registration accuracy, both these methods use the popular Symmetric Normalization (SyN) transformation model, a powerful diffeomorphic transformation that is not affected by the switching of the source and target images that can intrinsically solve the “2-mean” problem (Avants et al., 2008).

Along with their high quality registration performance and the advances in susceptibility distortion correction strategies, which provide a high level of morphological correspondence between dMRI and anatomical images, these dMRI registration methods have opened the door for voxel-based morphological analysis. The Jacobian matrices originating from the tensor-based registration techniques have been extensively used to analyze different pathologies and those originating from FOD based registration led to analysis approaches for fiber bundle morphology with fiber bundle elements (FIXEL) (Raffelt et al., 2017).

3. Quality control in preprocessing

QC is a crucial but very often neglected aspect of dMRI data preprocessing as it can be time-consuming and nontrivial. Nonetheless, detecting data quality issues and assessing the efficacy of the preprocessing pipeline is of tremendous importance to avoid biased model-based parameters or structural connectivity estimates (Tournier et al., 2011). Here, we will discuss efforts to evaluate the quality of 1) the acquired data, and 2) preprocessing pipelines themselves, where the latter implies that appropriate evaluation criteria (e.g. a ground truth) is available.

3.1. Quality control of data

3.1.1. Data quality measures

“Data quality” pertains both to the quality of the metadata and file format (e.g. appropriate storage of acquisition parameters), and the unprocessed and processed imaging data. Regarding the imaging data,
the lack of a ground truth when dealing with biological tissues implies that data quality can only be assessed by surrogate measures derived from the data itself. Such quality measures have been proposed for MRI images in general (e.g. signal-to-noise ratio (SNR), see also Esteban et al. (2017) for a summary), and several measures more specific to dMRI have been discussed in the "Practical considerations" sections. For example, individual motion and distortion-related QC metrics can provide very useful information to the experimenter, pointing them to individual volumes which may benefit from further visual inspection because, e.g., they are affected by a significant amount of motion. However, such measures do not necessarily quantify the overall quality of a dMRI dataset. The SNR obtained from the $b = 0$ s/mm$^2$ volumes is a very important measure, but for dMRI this quantity does not provide any information about for example the angular contrast of a given dataset. Maximising such contrast is crucial to, e.g., be able to resolve complex sub-voxel fibre geometries. Recently, a $b$-shell-specific contrast-to-noise (CNR) measure was introduced (Bastiani et al., 2019b). Notably, this model-free (Andersson and Sotiropoulos, 2015) metric has been shown to quantify the amount of angular contrast available in a given dMRI dataset, with higher CNR leading to an improvement in the estimation of complex fibre configurations (i.e., more than one fibre compartment in each voxel).

Most QC metrics are based on parameters used to correct the same dataset they are extracted from. This means that they do not necessarily reflect the performance of the preprocessing tool, as it is likely the case that the data has been preprocessed correctly despite, e.g., a subject moving significantly more than the others. Summary QC metrics such as the SNR and CNR play a crucial role in quantifying the overall quality of a dataset. In cases where a preprocessing step has failed, the individual QC metrics may mislead the researcher in believing for example that a given subject did not move significantly during data acquisition. However, SNR and CNR metrics would become strong outliers, warning the researcher that the dataset requires further visual inspection.

Standardization and generalizability of QC metrics is necessary to harmonize datasets and assess new acquisition protocols, but it is not straightforward (Liu et al., 2015). Several quality metrics might depend on specific scanning parameters, such as voxel volume, readout bandwidth and imaged volume’s size (Sotiropoulos et al., 2013a). These factors need to be accounted for when, e.g., comparing subjects between studies to assess the performance of their newly developed dMRI data acquisition strategy (Bastiani et al., 2019b). Some studies have tested different measures in big cohorts and between sites (Kochunov et al., 2018; Lauzon et al., 2013; Roalf et al., 2016), but the accuracy of such measures across different studies using different data acquisition protocols has yet to be assessed.

### 3.1.2. Automatic data quality control

Section 2 provides some guidelines for quality control of data upon individual preprocessing steps; this section will focus on tools for overall quality control of single subject datasets and population-based studies. There are two ways to assess the overall quality of the preprocessed data prior to any microstructural model fit. The first solely relies on visual inspection of the imaging data, and can be performed at any stage of the preprocessing pipeline. A volume can be considered unusable, either a priori because of, e.g., too much within-volume motion occurred, or a posteriori, looking at the output of each preprocessing stage and deciding whether the preprocessing routine achieved a “good-enough” result. All these considerations are subjective and depend on the judgment and expertise of the visual inspector. Moreover, the different artifacts present in a typical SE-EPI dMRI experiment may cause very subtle image distortions or contrast modulation. These may be particularly challenging to consistently identify by visual inspection of a 4-dimensional (where all $b$-values and gradient directions are stored along the 4th dimension) dMRI dataset. With the recent advent of large population-scale studies (Alfaro-Almagro et al., 2018), visual QC of dMRI datasets becomes impossible.

The second way to perform QC of dMRI data is to automatically extract and rank QC measures, such as those presented in the previous sections of this review. These can provide very useful extra features to, e.g., de-confound statistical associations between imaging and non-imaging data (Alfaro-Almagro et al., 2021). This has fortunately gained more attention in the literature recently, and several automated tools have been developed. Some frameworks rely on phantom data to perform pre-calibration based on the accuracy of the expected DTI-derived parameters (Hasan, 2007). Others combine various dMRI data processing tools to extract useful QC measures and perform automated QC. Lauzon et al. (2013) propose a framework integrating FSL and CAMINO that segments $b = 0$ images for regional quality checking, and reports motion parameters, outliers, voxel-wise and slice-wise goodness of fit measures with images of ’best’ and ‘worst’ slices, estimates of FA variance and bias, power curves for different effect sizes, and images for B-matrix checking. They output quality reports for both the raw and processed data. DTIPrep checks dMRI data for information correctness (e.g. image dimensions, origin, voxel spacing, and orientation), slice-wise outliers, residual motion after correction, and suspicious entropy of fiber-orientation estimates across the brain (see also Section 2.10) (Liu et al., 2010; Oguz et al., 2014). Roalf et al. (2016) provide a set of scripts based on AFNI and FSL to classify a dataset as being of excellent, good, or poor quality based on the number of intensity-based outliers, relative motion, and temporal SNR; and Maximov et al. (2019) calculate the latter for each $b$-value as a quality measure of different pipeline steps. In addition, a fully automated dMRI QC framework based on the FSL EDDY tool (Andersson and Sotiropoulos, 2016) has been developed (Bastiani et al., 2019b). This framework consists of two tools, i.e., QUAD (Quality Assessment for dMRI) and SQUAD (Study-wise Quality Assessment for dMRI), which automatically generate quantitative single subject and study-wise reports, respectively. The reports offer a rich description of the off-resonance and subject movement effects present in the uncorrected data by extracting several QC metrics. These are based on the parameters estimated by EDDY when correcting for between-volume motion and off-resonance fields (Andersson and Sotiropoulos, 2016), signal dropout caused by movement during the diffusion encoding (Andersson et al., 2016), within-volume movement (Andersson et al., 2017) and movement-induced changes of the susceptibility-induced off-resonance field (Andersson et al., 2018b). PreQual (Cai et al., 2021b) is built around FSL, MRTrix, and ANTs and performs QC on the raw and preprocessed data. This tool allows for checking the correctness of the phase encoding direction, and provides qualitative and quantitative QC reports on denoising (SNR across $b = 0$ images), intensity normalization between input datasets (scale factors and plot of the average $b = 0$ intensity histograms), susceptibility distortion correction (side-by-side visualization of $b = 0$ and T1 image), FSL’s EDDY output, DT fitting (visualization of tensor glyphs, FA, and MD, and quantification of FA per region and goodness-of-fit), B-matrix flips, brain extraction (contours of the outline on a $b = 0$ image), Gibbs ringing (averaged differences upon correction across $b = 0$ images), Rician bias correction (decreased shell-wise intensity distributions after correction), and $B_\text{i}$ bias field correction (visualization of $b = 0$ images before and after correction).

Finally, several QC tools have been proposed based on machine learning. QC-Automator is a deep-learning based automated QC tool trained on a large manually labeled dataset of artifactual and artifact-free slices from different sites and scanners (Samani et al., 2020). Specifically, QC-Automator consists of a pre-trained CNN that has learned generic image-features adapted to the task of slice-artifact detection using transfer learning. It can detect artifacts on axial slices (e.g. chemical shift, susceptibility, ghosting) and sagittal slices (e.g. motion and multiband interleaving artifacts). Graham et al. (2018) investigate the training of a deep-learning based QC tool on simulated data and a small amount of manually labeled data to minimize manual labor, and show that its performance can approach that of a network trained on real data.
3.2. Evaluation of preprocessing pipelines

The recent literature has seen an increase of strategies to compare preprocessing pipelines, aiming to allow end-users to make a better-informed choice among the breadth of tools available. Quantitatively evaluating preprocessing pipelines requires the availability of a ground truth, most commonly in the form of numerical or physical phantoms. Several numerical simulation frameworks exist, which typically simulate 1) the diffusion process to obtain representative dMRI contrasts, and 2) the MR acquisition process to mimic the occurrence of artifacts. The former can for example be achieved by a model- or representation-based approach (e.g. forward generating the signal given a ground truth DT and acquisition scheme) whether or not combined with a numerical fibre phantom (Neher et al., 2014; Perrone et al., 2016), or by simulating random walks in an arbitrary substrate. Simulation of the diffusion process is sufficient to assess the performance of correction procedures affecting the local signal or B-matrix such as voxel-wise outlier detection (Chang et al., 2005; Farzinfar et al., 2013a; Tax et al., 2015) and B-matrix rotation (Leemans et al., 2009). The MR image acquisition- and artifact simulation can either be performed in image-space or in k-space, where the latter allows for a more natural integration of artifacts associated with image formation. The POSSUM framework (Graham et al., 2016) simulates realistic dMRI datasets using a model-free representation of diffusion and a physics-based approach to the MR image acquisition process in k-space, allowing for the characterization of a wide range of artifacts including those that affect the geometry (e.g. eddy currents, motion (Graham et al., 2016), susceptibility fields (Graham et al., 2017)), and the signal (blurring due to motion and eddy current decay, dropout due to motion, Nyquist ghosting, chemical shifts, Gibbs ringing). It outputs the ground truth signals and deformation fields for evaluation. This approach has been used to evaluate individual processing steps as well as overall pipelines and automatic data QC procedures (Gu and Eklund, 2019; Haddad et al., 2019). Ades-Aron et al. (2018) evaluate the accuracy of their Diffusion parameter ESTimation with Gibbs and Noise removal pipeline (DESIGNER) on a numerical phantom created in image-space by averaging spherical harmonics from 36 HCP datasets nonlinearly registered to a common space, for varying noise levels and in presence of Gibbs artifacts. They found that including noise removal and Gibbs ringing correction yielded increased accuracy of dMRI measures.

Finally, the careful design of public imaging databases can also provide ground truth surrogates for evaluation. The Multiple Acquisition Standards for Standardization of Structural Imaging Validation and Evaluation (MASSIVE) database consists of 8000 dMRI volumes distributed over five shells with b-values up to 4000 s/mm² and two Cartesian grids with b-values up to 9000 s/mm², B₀ field maps, noise maps, and three-dimensional FLAIR, T₁-, and T₂-weighted scans (Froeling et al., 2017). Different PE directions are available, and the database can serve as a testbed for preprocessing pipelines. Irfanoglu et al. (2019) proposed a database and the corresponding methodology for quantitative assessment of newly proposed eddy current and susceptibility-induced distortion correction techniques. The dMRI data of this database contains two shells acquired with 4-way phase-encoding with diffusion gradients sampling the whole-sphere.

Test-retest databases on the same scanner or across scanners are useful to compare the reproducibility of pipelines. Ades-Aron et al. (2018) assess the precision of pipelines by computing the coefficient of variation in a test-retest database of 30 subjects scanned three times. Publicly available examples include the Pentera1.5T and Pentera3T of 10 subjects scanned four times (twice with ten minutes delay and twice with two days delay) at 1.5T (Chamberland et al., 2019; Girard et al., 2015), and 13 subjects scanned six times in two sessions with three scans per session at 3T (Paquette et al., 2019), respectively. The HCP provides test-retest data on 46 subjects (https://www.humanconnectome.org/study/hcp-young-adult/document/1200-subjects-data-release). The MASIVAR database consists of 319 dMRI datasets of 97 subjects on 4 scanners, to assess variability on different levels (Cai et al., 2020). Finally, the CDMRI Harmonization database provides data of 15 subjects on 3 different scanners with 5 different protocols in total, to assess cross-scanner and cross-protocol variability (Ning et al., 2020; Tax et al., 2019a).

Several studies acquired independent measurements alongside dMRI data to characterize confounds, e.g. motion navigators (Taylor et al., 2016) or cardiac/respiratory cycle measurements (Mohammadi et al., 2013), which could be used to benchmark preprocessing pipelines. Other studies use surrogate measures derived from the data to evaluate performance; however, in absence of a ground truth, the underlying assumptions indicating ‘good performance’ may not always be valid and results have to be interpreted with caution. Brun et al. (2019) compute the maximum mutual information (MMI) between dMRI and T1 images to assess the performance of distortion correction, and the DT-fitting error, mean dispersion index of the DT first eigenvectors in a neighborhood, and spatial variance of reconstructed fascicles (i.e. the covariance matrix of the voxel-coordinates that the fascicle traverses within a certain distance from the seed) to evaluate the overall performance of preprocessing. As measures of pipeline performance they assume that a higher MMI and lower dispersion index, fitting-error, and tract spatial dispersion indicates better pipeline performance, and identify a pipeline leveraging full reversed PE data as the best one out of six. Maximov et al. (2019) detect significant spatially varying differences between pipelines using TBSS, and compare temporal SNR and dMRI sensitivity to age between different pipelines. Vellmer et al. (2018) assess the performance of different preprocessing pipelines by their accuracy in brain glioma differentiation. Other surrogate measures of pipeline-performance used in the literature include increased tract length (Zhuang et al., 2015), increased FA (Yamada et al., 2014), and image smoothness and neighboring DWI correlation (Cieslak et al., 2020).

4. Availability of tools

With global movements promoting open-source code and data sharing, our field too has seen a growth in the public availability of dMRI preprocessing tools. Such software packages typically provide the option to perform multiple preprocessing steps successively, and often include the possibility to perform other steps of the dMRI pipeline such as model fitting and tractography. Many preprocessing tools developed not as part of a particular dMRI software package are available on open-source repositories such as GitHub or the MATLAB repository. In addition to software toolkits providing integrated preprocessing pipelines, dedicated pipelines can also be created with pipeline-frameworks that wrap around separate functions or dependencies of different preprocessing packages. This can be in the form of Bash, Python, or MATLAB scripts, as for example adopted in the DESIGNER pipeline (Ades-Aron et al., 2018), PreQual (Cai et al., 2021b), and MTRrix3 connectome (https://github.com/BIDS-Apps/MTRrix3_connectome). Whereas scripts are relatively easy to create, they may be hard to maintain and do not straightforwardly allow to resume processing in case of interruptions. Theaud et al. (2020) discuss multiple pipeline-tools including Luigi, Snakemake (Koster and Rahmann, 2012), and Nipype (Gorgolewski et al., 2011), where the latter is a dedicated neuroimaging data processing framework in Python. QSI2Prep (Cieslak et al., 2020) and dMRI2Prep (https://github.com/nipreps/dmriprep) are based on Nipype. Theaud et al. (2020) mention the complexity of adding and maintaining packages in Nipype as a challenge for creating dMRI preprocessing pipelines, and instead opt for Nextflow (Di Tommaso et al., 2017). Based on this framework, they propose the TractoFlow pipeline that can be run inside container software such as Singularity (Kurtzer et al., 2017), which fixes the versions of dependencies and as such improves reproducibility of the pipeline. Other frameworks have also been made available as containerized version, such as PreQual (Cai et al., 2021b), QSI2Prep (Cieslak et al., 2020), and MTRrix3 connectome (https://github.com/BIDS-Apps/MTRrix3_
connectome), dMRIprep (https://github.com/nipreps/dmriprep), and QuNex (https://bitbucket.org/oriadev/qunex/wiki/Home).

Finally, cloud-based pipelines or platforms have been developed such as Flywheel (Wandell et al., 2015), ORT (Yeung et al., 2021), Brain-Life (Avesani et al., 2019), QuNex and QMENTA. These platforms allow to run multiple tools under a common interface in the cloud. Some of these are commercial products and others publicly available or provided with separate academic/industrial licensing. Cloud-based approaches allow to either use data onsite or upload them to the cloud using web interfaces. The focus of these approaches is to provide automated and reproducible end-to-end solutions.

5. What’s next in dMRI preprocessing

Despite the ever increasing availability of tools for dMRI preprocessing, running a preprocessing pipeline can be tedious and challenging even for technical experts. First and foremost, there is to date no consensus on the optimal pipeline; considering the possibility of combining individual modules from different software packages, varying the order of steps, and the many user-dependent variables, a very large number of preprocessing options are available to the users, often with unknown outcome in accuracy, precision, and/or robustness on the final visual or statistical analysis. A consensus could on the one hand greatly simplify dMRI preprocessing for users who may not necessarily have in depth knowledge of dMRI data analysis techniques, and boost reproducibility of findings across studies which, in the era of big multi-centre imaging studies, is an issue that is gaining a lot of attention (Lerna-Usabiaga et al., 2020; Prohl et al., 2019). This arguably may become even more important as the pipeline from acquisition to modelling becomes more integrated leading to progressively more complex analysis workflows beyond a single expertise (Esteban et al., 2018). On the other hand, apart from several practical considerations including those described in this review, the ‘optimal’ choice of pipeline and its performance may highly depend on the data, and become quickly outdated with new tools becoming available. Furthermore, it is important to maintain a close connection with the data and understanding of the practical considerations and limitations of different dMRI preprocessing steps, and hence providing ‘black-box’ pipelines may be undesirable. Indeed, ongoing consensus efforts involving a large part of the community should greatly contribute to these discussions and reaching a consensus, as in other fields (e.g. Choi and Kreis (2021)).

Here, we discuss several aspects and developments that deserve attention in the discussion of what’s next in dMRI preprocessing. First, the lack of data standardization and the fixed order and inclusion of preprocessing steps in available software platforms challenges the flexible construction and exploration of pipelines. Next, we discuss the need for integration of acquisition and preprocessing and extension to preprocessing of data beyond conventional adult in vivo human brain PGSE EPI data. Finally, we highlight potential advances that machine learning can bring in dMRI preprocessing.

5.1. Data standardization and open-source flexible pipelines as the new norm

Data from different scanners, vendors, or software versions on the same scanner can be stored differently in the DICOM format. This poses a huge challenge for data preprocessing, as the pipeline may have to be re-adjusted for each new dataset. An increasing number of software packages provide (semi-)automatic checks for correctness of information, e.g. B-matrix flips (Section 2.2 and Fig. 2). Most current dMRI preprocessing tools work with other file formats than DICOM, e.g. Nearly Raw Raster Data (NRRD, https://www.namic.org/wiki/NAMIC_Wiki:DTENrrd_format) or the Neuroimaging Informatics Technology Initiative (NIFTI, https://nifti.nimh.nih.gov/) file formats, of which the latter is the most commonly used. NIFTI was adapted from the widely used ANALYZE 7.5 file format (Cox et al., 2004) and several DICOM to NIFTI conversion tools and guidelines are available (Li et al., 2016). One of the main objectives was to provide a community-based framework to address the lack of interoperability of tools and data, and as such make them more useful. While initially focused on dMRI, NIFTI standards have also been proposed for storing dMRI data. NIFTI files are commonly accompanied by a .bval and .bvec file describing the diffusion weighting and direction, respectively. Patel et al. (2010) furthermore proposed standards for storage of metadata in NIFTI for DWI (MIND). Nevertheless, such standards do not always provide the necessary flexibility or have not yet found widespread adoption; whereas the extended MIND header for example proposes to reserve the 4th NIFTI dimension for time-data and the 5th dimension for vector-valued data such as dMRI measurements in different directions, most tools still expect this information to be stored in the 4th dimension. Furthermore, the field has evolved with multidimensional data including variations in diffusion encoding beyond Stejskal-Tanner and other parameters (e.g. TE, inversion time (TI)) per volume and per slice are becoming more common (Section 5.3), requiring new ways of standardization.

The Brain Imaging Data Structure (BIDS) (Gorgolewski et al., 2016) format has been proposed as a standard for organizing and describing MRI datasets using file formats compatible with existing software: the data is stored in the NIFTI format and additional metadata such as acquisition details in JavaScript Object Notation (JSON). In addition, BIDS specifies a directory structure to deal with different subjects, sessions, and imaging modalities, and allows the addition of supplementary files and new metadata keys. A standardization for advanced dMRI data (aDWI-BIDS) has recently been proposed to handle arbitrary diffusion encoding gradients and RF pulses, and to specify sequence parameters at different scales ranging from the entire image to a single voxel (Gholam et al., 2021). This should greatly facilitate the processing of dMRI data and the development of new tools.

With the lack of comprehensive data standards comes the challenge of poor interoperability between software packages that commonly read, interpret, and write data in different ways; e.g. the order of estimated DT and spherical harmonics components, the handling of scaling factors, or information associated with both image and B-matrix coordinate spaces. This greatly challenges the combination of tools from different packages into a flexible pipeline. In addition to BIDS standardization for raw dMRI data, standardizing derivatives (i.e. outputs of processing pipelines for subsequent processing) in the BIDS format can provide machine-readable access and enable higher level processing. Moreover, not all packages are open source and data handling may change with different versions, which further challenges the translation and compatibility between software tools. It is therefore good practice to always mention the version number of the software packages used in a study. Further, the challenges with installation of different packages can hamper the construction and execution of pipelines, for example when only certain operator systems are supported or when root access is required. While efforts have been made to improve compatibility and pipeline design e.g. through the increased availability of documentation and conversion tools, further standardization and the possibility to create flexible pipelines comprising different tools are important moving forward. Containers solve some of these issues: Docker containers are easily run on cloud services and personal computers, while Singularity is more suited for high performance computing clusters and does not require root access. BIDS Apps (Gorgolewski et al., 2017) are versioned container images that take BIDS formatted datasets as input and several BIDS-compatible tools have been developed for dMRI preprocessing, including Tractoflow (Theaud et al., 2020), QSIPrep (Cieslak et al., 2020), MRtrix3, connectome (https://github.com/BIDS-Apps/MRtrix3_connectome), dMRIprep (https://github.com/nipreps/dmriprep), and QuNex (https://bitbucket.org/oriadev/qunex/wiki/Home). As such, containers and BIDS Apps can greatly improve the ease of use and reproducibility of dMRI preprocessing pipelines. Finally, code availability might not be sufficient to guide the user through this complex task. Thorough reporting allow users to better understand and quality-check the
various pipeline-steps; such reports ideally include QC of the data format and metadata (e.g. acquisition parameters), the unprocessed data (e.g. SNR and angular CNR), and the processed data (e.g. motion estimates) (Esteban et al., 2018). The vast amount of interaction on user groups of several platforms also demonstrates the importance of creating a community of users to keep tackling questions and tune the software to the users’ needs.

Even though open source pipelines are desirable in all situations, they might also bring additional challenges. Many of the aforementioned dMRI pipelines use either open-source libraries or tools from other pipelines that are released with different and incompatible licenses. For developers from strictly regulated institutions, these issues need to be overcome for a fully transparent development process. Likewise, making data publicly available for benchmarking is challenged by privacy considerations – in the European Union for example regulated by the General Data Protection Regulation (GDPR, https://gdpr-info.eu/) – and the potential of data containing commercially sensitive information such as gradient system specifications (see e.g. section 2.13).

Despite ongoing efforts of data standardization and distribution of open source software, the wide variability (even when running the same pipeline twice) and degrees of freedom in image preprocessing have been identified as a source in the, often, poor reproducibility of neuroimaging studies (Cetin Karayumak et al., 2020; Theaud et al., 2020). Therefore, as a scientific community, we must keep striving to minimize, or at least understand, the impact of the variability in applied image preprocessing pipelines on the outcome of our studies (Botvinik-Nezer et al., 2020).

5.2. Acquisition, image reconstruction, and preprocessing should be integrated

During the past years, we witnessed a rapidly growing trend of integrating data acquisition, image reconstruction, and image preprocessing during experimental design. As a result, the design of a scan protocol is more often attuned to the planned image preprocessing pipeline. The acquisition of reversed phase encoding data or the uniform distribution of $b = 0$ images across the time series is becoming more widely adopted in clinical and research studies, in part because such modifications to the image protocol are available to most users. However, the user must often overwrite the vendor’s default setting and, for example, provide a customized gradient direction file.

Another example where the acquisition strategy may impact dMRI preprocessing and QC is the adoption of strategies to accelerate the data acquisition: (a) parallel MRI, (b) SMS or multiband, and (c) partial Fourier. In case of parallel imaging, one reduces the duration of the EPI readout, thereby reducing the overall scan time, the magnitude of the susceptibility-induced geometric distortion, and the SNR. In combination with the loss in SNR, the noise amplification is spatially dependent, leading to non-stationary noise levels that require customized tools. In contrast, SMS leads to a reduction in acquisition time with no impact on distortion or SNR. However, SMS can introduce additional artifacts to the images, especially when used with large speed-up factors. Unlike in-plane parallel imaging, the positive and negative effects of SMS on diffusion MRI have yet to be fully characterized. Partial Fourier is a widely adopted imaging strategy that allows for a significant acceleration of data acquisition by exploiting the conjugate symmetry of the $k$-space. Moreover, the SNR penalty can in part be compensated by shortening the echo time. Unfortunately, the incomplete measurement of $k$-space might cause spurious ringing along the phase-encoding direction of the resulting image if zero-filling is used for image reconstruction. Unlike the classical Gibbs phenomenon, this spurious ringing has a varying frequency and phase. It has been shown that this ringing pattern cannot be resolved using classical subvoxel shifting or convolutional neural networks if only magnitude MRI data is available.

Improved integration of acquisition, reconstruction, and preprocessing may affect the pipeline-order, and even make some preprocessing steps redundant in the future. An increasing number of studies have showed that the performance of image preprocessing pipelines can further be improved by performing several preprocessing steps on the $k$-space, complex coil data, or complex combined data. If available, various studies demonstrated that the performance of denoising and Gibbs correction improved and becomes more general applicable. Moreover, enhancing the SNR by denoising the complex data, or avoiding the magnitude operator in its entirety by promoting real- or complex-valued diffusion MRI, holds the promise of more accurate and precise quantitative analysis because the signal will not be perturbed with the Rician or noncentral-Chi bias. Acquisition-side artifact corrections include prospective motion correction, field camera eddy current correction, high order $b0$ shimming, novel reconstruction strategies, or parallel RF transmission (pTx) for $B1$ field optimization. Unfortunately, the development and evaluation of such approaches are currently challenged by limited availability or access to data formats and/or equipment. Conversely, with novel processing algorithms, some acquisition-side artifact remedies could be moved to the processing side (e.g. the correction of eddy current distortions through image registration rather than twice-refocused acquisitions which penalize TE). As acquisition strategies improve, preprocessing strategies will adapt; therefore, determining the most effective way to handle an artifact or distortion will continue to be an interesting engineering problem.

5.3. The need for the extension of tools beyond adult in vivo human brain and conventional PGSE EPI

In this review, we have mostly focused on several techniques and recent developments for preprocessing dMRI human brain data acquired in vivo from healthy young adults using PGSE sequences. However, this scenario represents only a fraction within the breadth of applications that awaits to be explored; we will discuss here extensions to lifespan and cross-species imaging, other sequences and imaging dimensions (e.g. relaxometry), and high resolution imaging.

The brain constantly changes with age, and so do its structural connectivity fingerprint (Cox et al., 2016; Lebel et al., 2012) and microstructural properties (Beck et al., 2021; Cetin-Karayumak et al., 2020). However, because of these changes and other challenges such as increased motion at young/old age, the typical preprocessing pipeline used for young adult data may not always be optimal for other ages. Since the HCP and the related methodological advancements (Sotirooulos et al., 2013c), new preprocessing pipelines that can deal with dMRI data acquired across different age ranges have been developed. These were brought forward by other big international consortia, such as the developing Human Connectome Project (Bastiani et al., 2019a; Hutter et al., 2018b), the Adolescent Brain Cognitive Development (ABCD) study (Hagler et al., 2019), the UK BioBank (Alfaro-Almagro et al., 2018) and the HCP Lifespan extensions (Harms et al., 2018).

Studying different species would enable to define a functionally relevant common framework (Mars et al., 2018; Passingham et al., 2002) and translatability of findings (Mars et al., 2021). Connectome mapping efforts are underway across several species (see, eg., (Autio et al., 2020; Sinke et al., 2018)), and these will lead to optimised preprocessing tools that will allow to deal with species-specific issues.

Furthermore, in recent years, several new acquisition protocols based on novel waveforms have been developed, moving away from the standard Stejskal-Tanner PGSE ‘linear tensor encoding’ approach (Stejskal and Tanner, 1965) defined by a $b$-vector and $b$-value to an extended B-tensor representation (Westin et al., 2016). Spherical and planar encoding techniques have been shown to provide orthogonal information that can potentially be used to resolve some of the microstructural modelling degeneracies which are commonly observed when analysing dMRI data (Cottaar et al., 2020; Lampinen et al., 2019; Szczepankiewicz et al., 2015; Tax et al., 2019b). Spherical tensor-, planar tensor-, and other free gradient waveform-based dMRI data can be affected by several imaging artifacts and sources of signal error. Differ-
enches in signal dependency e.g. as a function of $b$-value between encoding strategies make the development of bespoke preprocessing tools necessary, for example when using prediction-based strategies to correct for subject motion and eddy current distortions (Nilsson et al., 2018). While the effects of concomitant gradients or Maxwell terms – which are additional nonlinear fields present in the transverse direction thus invalidating the assumption of linear gradients along the principle magnetic field direction – are commonly considered negligible in conventional symmetrical Stejskal Tanner encoding (Baron et al., 2012) and therefore not discussed here, this may not be the case for asymmetric free gradient waveforms (Szczepankiewicz et al., 2019). Careful design of the waveforms can compensate for the detrimental effects of concomitant fields, as well as eddy currents (Yang and McNab, 2019) and motion (Szczepankiewicz et al., 2021).

In addition to new flavors of diffusion encoding, the dimensionality of data for in vivo microstructural imaging is increasing beyond a single contrast; correlation experiments vary multiple MRI parameters to extract joint and complementary information from different modalities. This approach has been common in NMR for several decades, but with advances in MRI hardware and software, it has also gained popularity in imaging of the human brain. Several studies for example combine the variation in diffusion encoding parameters (i.e. $b$-value and $b$-vector, or more generally the B-matrix) with variations in parameters related to probing relaxation (i.e. TE (Lampinen et al., 2020; Tax et al., 2017; Veraart et al., 2018), and inversion time (Hutter et al., 2018a)) and susceptibility (i.e. delay time w.r.t. the echo centre (Kleban et al., 2020)). In addition to volume-wise parameter variations, MRI acquisition settings can also vary slice-wise, e.g. when using slice-level interleaved diffusion encoding and slice-shuffling for efficient diffusion-relaxation correlation MRI. As such, a ‘dMRI dataset’ can have parameter variations beyond what is traditionally captured with $b$-value and $b$-vector files, and preprocessing tools have to be adapted accordingly. For example, eddy current distortions can manifest differently if the timing of the diffusion pulses is kept fixed and TE varied. As with variations in B-tensor encoding and diffusion time, such datasets can be processed individually and registered retrospectively, but this would lead to additional interpolation steps. Preprocessing techniques start to be adapted to and evaluated in multi-parametric MRI scenarios, e.g. denoising (Grussu et al., 2020b).

With the post-HCP advent of improved hardware and $k$-space sampling techniques, sub-millimeter dMRI data resolutions can be achieved (Ramos-Llordén et al., 2020; Wang et al., 2020a). Therefore, it becomes crucial to develop new preprocessing tools that can reliably correct for, e.g., small amounts of motion. One solution may be to adopt markerless motion tracking systems (Berglund et al., 2021) that can be used across subjects. However, this may not solve issues related with pulsatile motion (Truong and Guidon, 2014). The acquisition of ex vivo brain tissue represents another route to achieve higher resolution and, when combined with histological techniques, could potentially provide the neuroimaging community with very useful insights into developing early disease biomarkers or novel dMRI modelling approaches (Bastiani et al., 2017; Howard et al., 2019). However, also in this specific situation, while correcting for motion-induced artifacts may not be the primary aim of an ex vivo data preprocessing pipeline, several other factors, such as tissue deformation and signal-changes due to decay and fixation agent need to be taken into account (Roebroeck et al., 2019).

As a consensus of optimal pipelines for conventional data is already lacking, devising a preprocessing pipeline that can reliably deal with data coming from all these different dimensions is very challenging. Single tools have been successfully applied across different studies and data types and their reliability has been quantitatively assessed (Oldham et al., 2020). However, only recently some works have started assessing the generalizability of different whole preprocessing pipelines to analyse human brain multi-shell dMRI data (Ades-Aron et al., 2018; Brun et al., 2019; Cai et al., 2021a; Cai et al., 2013; Maximov et al., 2019; Ogut et al., 2014). It should be noted that both pipelines and data need to be harmonised in order to have a truly generalizable pre-processing framework, and the latter could be achieved faster with the collaboration of the MRI system vendors.

### 5.4. The future of dMRI preprocessing with machine learning

Machine learning (ML), specifically deep learning (DL), has gained a tremendous amount of attention over the last decade. Deep neural networks are now the state-of-the-art machine learning models across a variety of areas, from image analysis to natural language processing, and widely deployed in both academia and industry. These developments have a huge potential for MRI technology, data analysis, diagnostics and healthcare in general, which are slowly being realized. DL has seen applications at each step of the MRI pipeline, from acquisition and image reconstruction to image preprocessing and retrieval, from segmentation to disease prediction.

Deep learning’s primary MRI applications have focused on segmentation and classification (for diagnosis) of images. Its relatively more recent utilization at earlier stages of the MRI pipeline has already shown impressive results. The advantages brought by DL techniques to MRI acquisition and reconstruction in general have already been established, with early works (Schlemper et al., 2018; Wang et al., 2016; Yang et al., 2016) using CNNs and recurrent neural networks (RNN) for acquisition speed-up and dynamic image reconstruction from undersampled $k$-space data. A unified framework for image reconstruction (Zhu et al., 2018), AUTOMAP, combined a fully-connected feedforward deep neural network with a sparse convolutional autoencoder and was trained on the HCP dataset to generate a mapping between the sensor and the image domain data. Recently, NYU Langone Health and Facebook AI Research started an initiative called fastMRI with the goal of achieving a speed-up factor of ten for MRI acquisitions. The use of these faster acquisition and reconstruction techniques has also been investigated for dMRI. Mani et al. (2020) proposed a model-based DL architecture for the reconstruction of highly accelerated dMRI that enables high resolution imaging. The DeepDTI framework (Tian et al., 2020) aims to achieve a high data quality with the minimal acquisition of a single $b = 0 \text{ s/mm}^2$ and six diffusion-weighted volumes.

Super-resolution (or super-sampling) is another exciting application of DL methods. Even though such techniques have been around for a while, the introduction of deep learning has been particularly recent (Bahrami et al., 2017; Zeng et al., 2018). Elsaid and Wu (2019) investigated the feasibility of super-resolution in DTI. Hong et al. (2019) aimed to reduce acquisition time by undersampling the slice dimension and regenerating the high resolution images with DL methods, and similarly Tian et al. (2021) proposed SRDTI to reduce scan times and achieve high data quality. Alexander et al. (2017) showed that application of "image quality transfer" to low resolution dMRI data dramatically outperforms interpolation in increasing image resolution. Given that dMRI data need to undergo interpolation during preprocessing, these DL based interpolation and super-sampling techniques have the potential to be a key component in all dMRI preprocessing pipelines in the future.

Another area that is developing within the context of deep learning for MRI is the estimation of quantitative tissue parameters from recorded complex-valued or magnitude data. These approaches are already being used for quantitative susceptibility mapping and MR fingerprinting, and are also of particular interest to dMRI-based investigation of microstructure as shown in recent studies (de Almeida Martins et al., 2021; Golkov et al., 2016; Grussu et al., 2020a; Ye, 2017; Ye et al., 2019).

The inter-volume motion (Section 2.7), eddy-currents distortion (Section 2.9), susceptibility distortion (Section 2.11) and dMRI spatial normalization (Section 2.15) processing steps generally involve the use of image registration techniques, which is another field particularly suitable for deep learning methods. The long computational times involved in image registration, especially diffeomorphic registration, benefit tremendously from these approaches (Balakrishnan et al., 2019; de Vos et al., 2019; Shan et al., 2018; Wu et al., 2016).
Possibly, the most interesting application of machine learning to dMRI preprocessing will be in the area of image restoration, i.e. for denoising (see Section 2.6), artifact detection, artifact removal, image synthesis, distortion correction and quality assurance. The variety of artifacts dMRI methods have been and are being applied to are numerous: Several groups have proposed methods to detect and possibly remove motion artifacts from MRI data (Duffy et al., 2021; Kistner et al., 2018; Pawar et al., 2018), others tackled Gibbs ringing- (Muckley et al., 2021; Zhang et al., 2019) (see Section 2.4), metal- (See et al., 2020) and banding artifacts (Kim and Park, 2017). Ayub et al. (2020) proposed a deep generative model to “inpaint” overly cropped dMRI data to fill in the missing slices for both the b = 0 and diffusion weighted images. Samani et al. (2020) proposed a DL method to detect artifacts and provide an automated quality control (see Section 3.1.2).

Even though the future of DL is bright, at present, caution should be exercised while interpreting the outcomes and the results should be thoroughly validated. The black-box nature of DL methods can prohibit manual validation of the learned feature sets, e.g., it is challenging to determine whether a DL method successfully classified a patient MRI due to an inherent feature or solely due to the increased amount of motion-related artifacts common for the population group. In the future, with the increased expertise of machine learning researchers on improving potential instabilities (Antun et al., 2020), sensitivity, and reliability of these techniques, ML has the potential to be applied to traditionally intractable or computationally infeasible problems in each step of the dMRI pipeline.

6. Conclusion

The dMRI preprocessing pipeline is typically lengthy and complex and contains multiple steps, each of which can be performed with a broad range of tools and methods. Currently, there is no consensus on the optimal preprocessing pipeline, and the required pipeline steps can vary for different datasets. An integrated approach to acquisition and preprocessing is therefore desired: on the one hand it is necessary to have in-depth knowledge of the data to devise an appropriate pipeline, and on the other hand the acquisition strategy can be adapted when one is well-aware of the required data for desired artifact corrections. Different tools, versions, and operating platforms can cause significant variability in the analysis, and we thus urge the community to carefully report the software and version used for preprocessing in publications. Fortunately, recent developments in data- and code sharing and standardization greatly facilitate the processing of dMRI data and pave the way towards more reproducible results. We envision that data standardization, reporting, and pipelines accommodating more exotic dMRI datasets become increasingly important, and that machine learning can bring exciting new avenues for dMRI preprocessing.
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