Timing of transients: quantifying reaching times and transient behavior in complex systems
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Abstract
In dynamical systems, one may ask how long it takes for a trajectory to reach the attractor, i.e. how long it spends in the transient phase. Although for a single trajectory the mathematically precise answer may be infinity, it still makes sense to compare different trajectories and quantify which of them approaches the attractor earlier. In this article, we categorize several problems of quantifying such transient times. To treat them, we propose two metrics, area under distance curve and regularized reaching time, that capture two complementary aspects of transient dynamics. The first, area under distance curve, is the distance of the trajectory to the attractor integrated over time. It measures which trajectories are 'reluctant', i.e. stay distant from the attractor for long, or 'eager' to approach it right away. Regularized reaching time, on the other hand, quantifies the additional time (positive or negative) that a trajectory starting at a chosen initial condition needs to approach the attractor as compared to some reference trajectory. A positive or negative value means that it approaches the attractor by this much 'earlier' or 'later' than the reference, respectively. We demonstrated their substantial potential for application with multiple paradigmatic examples uncovering new features.

1. Introduction

In complex dynamical systems, the importance of a trajectory’s transient, i.e. the part of the trajectory distant from the attractor, has been identified in physics research as well as in various other fields. Different phenomena during the process of magnetization for various materials, in particular the domain growth, have been studied extensively [1–3]. In laser physics, it was possible to derive analytical results matching the transient phases of different lasers [4, 5]. In kinetic theory, there has been research on non-equilibrium approaches for more than a century by now [6]. Other modern areas of statistical physics have emphasized the importance of transient dynamics, too, e.g. in social systems [7] and transient phases between jam and free-flow phases in vehicular traffic [5].

Even outside of the direct field of physics, but still within the scope of complex dynamical systems, a focus on transient dynamics has been developed recently. Hastings [9] made a call for more transient analysis of ecological models. An example of this was given by van Geest [10], describing macrophyte-dominated states of lakes as non-equilibrium states. In medicine and biology, epilepsy is seen as a transient phenomenon and much work has been done [11, 12]. In economics, a transient analysis complementing the asymptotic analysis proved to be fruitful, particular supporting with the stability analysis and understanding how to reach the equilibria [13]. Climate change is often seen as a transition to a new situation, i.e. a transient change to a new attractor [14–16]. Closely related, discussions in sustainability sciences are on transient dynamics because they refer to transformations from and to sustainability. Important key topics are the Anthropocene [17–19], particular the great acceleration [20], and planetary boundaries [21, 22].
An important emphasis on long transients has been made in [10, 15, 23]. With this term, they refer to trajectories where the relevant and observable phenomena/states, e.g. macrophyte-covered lakes or desert states of the Earth system, are away from the actual attractor, but in the transient phase where a trajectory may stay for a substantial amount of time.

Hastings [9] stressed the importance of different time scales and pointed out how the transient dynamics can be very different and much more interesting than the asymptotic behavior. In addition, he explained how saddles play a central role by inducing long transients. This has been demonstrated in a study by Anderies et al [15] in the context of sustainability science. The ‘interacting planetary boundary’ [21, 22] has been defined by whether states take ‘long’ to the attractor or not. This idea leads precisely to the main question for this article ‘How can we properly quantify the time to reach a system’s attractor’?, i.e. associate meaningful numbers with it.

This study is meant as a methodological step in direction for applications in real-world systems. So in the following, we focus on being able to do numerical estimations while analytical results are only given to understand general properties.

Often, a trajectory is divided arbitrarily in a transient part and the asymptotics close to the attractor. So we split the main question into two sub-questions: (a) ‘What are the problems of these current/intuitive methods to quantify transient time?’ and (b) ‘How can we mend them’?

To answer the first question, we work out four essential problems one is confronted with: (I) infinite reaching time: the attractor is not reached in finite time for a large class of physically relevant systems; (II) physical interpretation: it is unclear how to define precisely ‘when the transient is over’, so it is ambiguous where to divide between the transient and the asymptotics; (III) discontinuities: when having parameter dependence, small changes in the parameter often induce changes in the reaching times for the trajectory of interest and a reference trajectory. Thus, it takes a different point of view, i.e. invariant (or correctly transforming) under smooth transformations of the state space (see ‘smoothly equivalent’ in [24]).

Then, we approach question (b) by formulating two metrics, area under distance curve (D) and regularized reaching time (\(T_{\text{RR}}\)). The first one is the integral over the distance to the attractor along the trajectory, and has a physical dimension of time times distance. It measures which trajectories are reluctant, i.e. stay distant from the attractor for long, or eager, i.e. approach it right away. The second one, \(T_{\text{RR}}\), is defined by the difference between the reaching times for the trajectory of interest and a reference trajectory. Thus, it takes a different point of view, actually measuring a time. The idea is that even though the actual reaching times are infinite (problem (I)), their difference is typically finite. So, we can compare trajectories approaching the attractor and define the notions earlier and later.

We chose four examples to illustrate different features of these metrics. We first use a linear system to understand how the metrics act generally and to observe the divergence of \(T_{\text{RR}}\) on the strong stable manifold particularly. Also, due to the system’s simplicity, analytical solutions are possible. We then use a global carbon cycle model [15] and a model of a generator in the power grid [25] to apply the ideas to some first real world systems. Our final example, the chaotic Rössler oscillator, demonstrates that one can apply these methods to more complex attractors also, in this case a chaotic one. The chosen examples are rather well-understood. So they are good testing cases for the metrics, while their complexity still needs numerical approaches for a proper quantification of reaching times.

Finally, a detailed discussion on how far the two metrics solve the aforementioned problems is given, followed by a summary and an outline of future research.

The remainder of this article is structured as follows. After stating the four essential problems of reaching time definitions in section 2, we illustrate them with a small example. Then, we present the two metrics in section 3 and apply them to examples in section 4. Next, we give a detailed discussion on how far the metrics solve the essential problems in section 5. Finally, we close with a summary and an outlook. Additional information that can be found the supplemental material is available online at stacks.iop.org/NJP/19/083005/Suppl. Mat.

Assumptions and notations. We assume a general, deterministic and autonomous dynamic system given by the differential equation

\[ \dot{x} = f(x) \quad x \in X \]  

with an \(n\)-dimensional state space \(X = \mathbb{R}^n\) and the right-hand side (rhs) \(f(x)\). Usually, we use \(x\) to denote an arbitrary state \(x \in X\), and refer to specific/fixed states with letters as superscripts, e.g. \(x^a\), \(x^k\), and \(x^\text{ref}\). The components of a state are written with subscripts, so \(x = (x_0, x_1, \ldots, x_{n-1})^T\) and \(x^a = (x_0^a, x_1^a, \ldots, x_{n-1}^a)^T\). The words ‘point’ and ‘state’ are used synonymously for the elements of \(X\). We assume the system (1) to have at least one attractor \(A \subseteq X\) with a basin of attraction \(B_A \subseteq X\). In case the system has more than one attractor, the analysis should be applied to the attractors of interest separately.
For convenience, we will make heavy use of the time-evolution operator \( \varphi \) where \( \varphi(t, x) \) is the state after starting at some point \( x \) and letting the system evolve for some time \( t \geq 0 \). Hence
\[
\varphi(0, x) = x \quad \text{and} \quad \frac{\partial \varphi}{\partial t}(t, x) = f(\varphi(t, x)).
\]

When we speak of ‘quantifying the transient time’ we mean to find a function \( X \rightarrow \mathbb{R} \), a ‘metric’, that gives a reasonable number for the time a trajectory spent in transient phase for each initial condition \( x \in B_\Delta \).

Additionally, within the article we assume the asymptotics of the system to be understood as we want to focus on the transient only.

### 2. The problems of reaching time definitions

In this section, we introduce four essential problems. They need to be addressed when aiming to quantify the transient time to reach an attractor \( A \) in a system of type (1). Then, we illustrate them with an example model.

(I) Infinite reaching time. A basic property of a large class of complex systems is that trajectories reach the attractor in infinite time only. That includes even steady states or limit cycles and most systems of ordinary differential equations with smooth rhs functions. This is the fundamental problem why the analysis made in this article is necessary.

(II) Physical interpretation. It is far from being obvious what the terms ‘close to the attractor’ or ‘when the transient is over’ means. Often, this is tackled by using some arbitrary threshold \( \epsilon \) to define what is a ‘small distance’ to \( A \). But because of problem (I), the time to reach this \( \epsilon \)-neighborhood typically diverges for \( \epsilon \rightarrow 0 \). So the result depends strongly on the value of \( \epsilon \). Note that the focus of this article is to quantify the transient time to reach the attractor. So we want to associate meaningful numbers and need to treat this problem.

(III) Discontinuities. When defining a metric to quantify the transient time to reach \( A \) using some parameters e.g. \( \epsilon \), the result might depend discontinuously on the parameter. Usually, we want results to change smoothly and, if possible, weakly to changes of the parameter. If there is a discontinuous dependence, then we would expect there to be a corresponding specific property of the system that introduces this behavior.

(IV) Non-invariance. Our focus is on real-world systems. So the transient time should be a general property of the system, and not dependent on the chosen variables or coordinates to represent it. These coordinates correspond to a point of view on the system only. In other terms, invariance under change of coordinates should be given.

**Example.** While the aforementioned problems are of general nature, we illustrate them next using the example system
\[
\dot{x}_0 = 1 - \frac{x_0}{2} - bx_0, \quad \dot{x}_1 = 2(a - x_1^2), \quad a = 2, \quad b = 0.3.
\]

It has a stable focus \( x^e = (-\sqrt{a}, \sqrt{b}a)^T \) as its only attractor, and a saddle \( x^u = (\sqrt{a}, \sqrt{b}a)^T \). This has been chosen deliberately simple but is still sufficient to demonstrate all four problems. This way, we do not have to cope with problems inherent to the example system, like high-dimensionality or chaos.

Its flow is shown in figure 1(a). For a chosen trajectory starting at \( x^0 = (2.8, 6.2)^T \) (see figure 1(a)) the time-dependence of the Euclidean distance to the attractor
\[
d_E(\varphi(t, x^0), x^e) = \sqrt{\varphi(t, x^0) \cdot x^e}
\]
is depicted in figure 1(a). Two common metrics are the times when an \( \epsilon \)-neighborhood is entered the first and the last time. So we define the class of sets
\[
T^\epsilon(x^e) = \{ t \mid \epsilon = d_E(\varphi(t, x^e), x^e) \},
\]
that invert the axes of figure 1(b) as depicted in figure 1(c) (blue dotted line). \( T^\epsilon(x^e) \) is the set of times when the \( \epsilon \)-neighborhood is entered or left. Furthermore, the first and last entry times are then \( T^\epsilon_\ell(x^e) = \inf T^\epsilon(x^e) \) and \( T^\epsilon_\ell(x^e) = \sup T^\epsilon(x^e) \) respectively. They are graphed in figure 1(c) also.

The infinite reaching time (problem (I)) is visible in figure 1(c) right away, as \( T^\epsilon_\ell(x^e), T^\epsilon_\ell(x^u) \rightarrow \infty \) for \( \epsilon \rightarrow 0 \). By definition, this implies that all elements in \( T^\epsilon(x^e) \) will approach \( \infty \) also.

Problem (II): \( T^\epsilon_\ell(x^e) \) and \( T^\epsilon_\ell(x^u) \) depend heavily on the choice of \( \epsilon \). So a proper physical interpretation is rather difficult. The notions of ‘close to the attractor’ or ‘when the transient is over’ depend strongly on \( \epsilon \).

The strong discontinuities (problem (III)) for \( T^\epsilon_\ell(x^e) \) and \( T^\epsilon_\ell(x^u) \) when changing \( \epsilon \) in figure 1(c) make the choice of a proper \( \epsilon \) even harder. The discontinuities arise because the trajectory will (for a fixed \( \epsilon \)) enter and exit the corresponding \( \epsilon \)-neighborhood several times. This behavior is caused by the complex eigenvalues of the system. It could be circumvented locally by choosing a different distance function, for instance
\[ d_p(x, x^*) = \|P^{-1} \cdot (x - x^*)\|, \quad P = \begin{pmatrix} \frac{1}{4\sqrt{a}/\lambda_+} & 0 \\ 0 & \frac{1}{4\sqrt{a}/\lambda_-} \end{pmatrix}, \] (6)

where \( \lambda_{\pm} = -b/2 \pm \sqrt{b^2/4 - 2\sqrt{a}} \) are the complex eigenvalues of the linearization of (3) around \( x^* \). (This is related to the \( \|\cdot\|_{p}\)-norm used in Suppl. Mat. Proposition 3.4.) Unfortunately, this is not so easy for more complex attractors, e.g. the later treated chaotic Rössler system. However, we will present a pragmatic solution to this problem in section 3.2.

Finally, using a different set of coordinates, i.e. smoothly transforming the system, gives different values for \( T_F^p(x^*) \) and \( T_L^p(x^*) \), because the Euclidean distance is not invariant. Hence, the result depends on the set of coordinates chosen for the system and is not invariant under coordinate transformations (problem (IV)). This dependence on the chosen distance is also known to appear in finite-time dynamical systems and their stability [26].

### 3. Two complementary metrics

To treat the aforementioned problems, we devise two metrics for a general system as equation (1): area under distance curve (abbreviated as \( D \)) and regularized reaching time (\( T_{RB} \)). They naturally lead to a transient analysis from separate points of view as explained in the following.

#### 3.1. Area under distance curve

**Area under distance curve** (\( D \)) comes from the idea that a trajectory stays distant from the attractor during the transient while it is close in the asymptotics. A distance function \( d(\cdot, \cdot) \) is needed to have notions of ‘far’ and ‘close’ and we define \( D \)

\[ D(x) = \int_0^{\infty} dt \ d(\varphi(t, x), A), \] (7)

where \( A \) is the attractor with the basin \( B_A \) and \( \varphi \) the time-evolution operator as in equation (2). So we look at the cumulative distance to the attractor and remove the influence of the asymptotics. As (7) is the integral over the distance in time, \( D \) is the area below the distance curve. A different point of view is that it is the time weighted by the distance.
As \( D \) is defined with the limit of an integral, a note on the convergence is due and can be found in the discussion in section 5.

The distance function \( d \) should be between a point in state space and the attractor \( \mathcal{A} \). If \( \mathcal{A} \) contains more than just one element, it could be the infimum of the distances to all points within. Choosing a tailor-made function \( d(\cdot, \cdot) \) allows to adapt the metric to specific research questions, e.g. by letting \( d(x, \mathcal{A}) \) represent some form of costs or damages due to being away from the attractor. For the idea of \( D \) to work, \( d \) needs to approach 0 around the attractor and be 0 on it.

Due to the integral representation, \( D \) can be estimated numerically directly from the trajectory assuming the attractor is known. The latter was taken as a prerequisite for this article as we want to emphasize the analysis of the transient.

Initial conditions with relatively high values of \( D \) are called ‘reluctant’ and those with low values ‘eager’. This terminology is used to emphasize that reluctant states go through large transients distant from the attractor, while eager states approach it directly.

By straightforward differentiation, we can compute the orbital derivative

\[
\frac{\partial}{\partial t} D(\varphi(t, x)) = -d(\varphi(t, x), \mathcal{A}),
\]

meaning its value strictly decreases along the flow; a property we use later. Furthermore, this shows it to be a Lyapunov function \cite{27}. Furthermore, using equation (8) and adding the condition \( D(x) = 0 \ \forall x \in \mathcal{A} \) is an alternative definition for \( D \).

### 3.2. Regularized reaching time

The second idea, regularized reaching time \( (T_{RR}) \), is based on time differences between trajectories. It can be interpreted as the additional time (positive or negative) that a trajectory starting at a point of interest needs to approach the attractor after a reference trajectory has already approached it. A positive or negative value means that the trajectory at hand approaches the attractor by this much later or earlier, respectively, than the reference trajectory does.

To formalize this idea, we introduce \( t^* (x) \) as the time a trajectory starting at an arbitrary state \( x \) needs in order to reach an \( \varepsilon \)-environment around the attractor. That means for some function \( \Delta : X \rightarrow \mathbb{R}_{\geq 0} \) it holds that

\[
\varepsilon = \Delta(\varphi(t^* (x), x)),
\]

where we want \( \Delta \) to be 0 on the attractor and \( \Delta(\varphi(t, x)) \) to be strictly and continuously decreasing in \( t \). This means, in equation (9), \( \Delta \) has the role of a generalized distance function, measuring how far a point in state space is away from the attractor. Note that \( \varphi(t^* (x), x) \) is the state after starting at \( x \) and evolving the system for a time \( t^* (x) \). Hence, equation (9) implicitly defines \( t^* (x) \) to be the time at which an \( \varepsilon \)-environment around the attractor, with respect to the generalized distance function \( \Delta \), is entered.

Since the actual reaching times to the attractor are both infinite, \( T_{RR} \) is formally described as the limit for \( \varepsilon \rightarrow 0 \) of the difference between how long the trajectory starting at some arbitrary state \( x \) needs to approach the corresponding \( \varepsilon \)-environment around the attractor. That means for some function \( \Delta : X \rightarrow \mathbb{R}_{\geq 0} \) it holds that

\[
T_{RR}(x; x^{ref}) = \lim_{\varepsilon \rightarrow 0} (t^* (x) - t^* (x^{ref})).
\]

For hyperbolic fixed points, we prove in Suppl. Mat. section 3 under mild conditions that there exists a class of choices for \( \Delta \) such that this limit exists for all \( x \) within the basin of attraction except the strong stable manifold and the attractor itself. We call the manifold associated to all Lyapunov exponents except the leading one the strong stable manifold. And, if \( T_{RR} \) exists, it is unique, i.e. independent of which \( \Delta \) has been chosen from the class.

Furthermore, we show that \( T_{RR} \) is a parametrization of the strong stable foliation. Thus, after a smooth change of coordinates \( \Phi \), i.e. a diffeomorphism of the state space, the diffeomorphic image of the strong stable foliation will again parametrize the level sets of \( T_{RR} \) in the new variables. Therefore, \( T_{RR} \) is invariant under such transformations and it holds that

\[
T_{RR}(\Phi(x); \Phi(x^{ref})) = T_{RR}(x; x^{ref}),
\]

where we obviously transformed \( x^{ref} \), too.

\( T_{RR} \) represents the actual time by how much a trajectory approaches the attractor later or earlier than the one starting at the reference point, so we call states with relatively low \( T_{RR} \) ‘early’ and with high \( T_{RR} \) ‘late’.

Different choices of \( x^{ref} \) (that are not on the strong stable manifold or the attractor) result in additive constants. To be precise, choosing another \( x^{ref} \) yields...
\[ T_{RR}(x; x^{\text{ref}}) - T_{RR}(x; x^{\text{ref}}') = T_{RR}(x^{\text{ref}}'; x^{\text{ref}}). \]  

(12)

Because the rhs of equation (12) does not depend on \( x \), different choices of \( x^{\text{ref}} \) do not influence the structure of \( T_{RR} \) w.r.t. \( x \). Thus central moments, i.e. ones invariant under shifts, are sensible for analyzing \( T_{RR} \) over a distribution of initial conditions in state space; especially the standard deviation proves useful for the examples below. In particular, for any choice of \( x^{\text{ref}} \) it obviously holds that \( T_{RR}(x^{\text{ref}}; x^{\text{ref}}) = 0 \).

The reference point should not be chosen on the attractor because this gives \( t' (x^{\text{ref}}) = 0 \) for any \( \epsilon \), but for \( x \in X \setminus A \) the time \( t' (x) \to \infty \) for \( \epsilon \to 0 \). Vice versa, this means when having chosen \( x^{\text{ref}} \not\in A \) then \( T_{RR}(x; x^{\text{ref}}) = -\infty \ \forall x \in A \). The same holds for the strong stable manifold.

In order to compute the orbital derivative \( \frac{\partial}{\partial t} T_{RR}(\varphi(t, y); x^{\text{ref}}) \), we use equation (10) and find

\[ \frac{\partial}{\partial t} T_{RR}(\varphi(t, y); x^{\text{ref}}) = \lim_{\epsilon \to 0} \frac{\partial}{\partial t} t' (\varphi(t, y)). \]  

(13)

where \( y \in X \) is an arbitrary state and exchangeability of the limit and the derivative has been assumed. Next, we take the derivate with respect to time \( t \) in equation (9) for \( x = \varphi(t, y) \). Sorting the terms appropriately gives

\[ 0 = \left( \frac{\partial}{\partial t} (\Delta \circ \varphi) \right) (t' (\varphi(t, y))) + t', y) \cdot \left( \frac{\partial}{\partial t} t' (\varphi(t, y)) + 1 \right). \]  

(14)

\( \Delta(\varphi(t, x)) \) is strictly decreasing in \( t \) for any \( x \in X \). So its derivative is \( \frac{\partial}{\partial t} \Delta(\varphi(t, x)) = \left( \frac{\partial}{\partial t} (\Delta \circ \varphi) \right)(t, x) > 0 \) and in particular non-zero. Hence, \( \frac{\partial}{\partial t} t' (\varphi(t, y)) = -1 \), leading finally to the orbital derivative of \( T_{RR} \)

\[ \frac{\partial}{\partial t} T_{RR}(\varphi(t, y); x^{\text{ref}}) = -1. \]  

(15)

This equation is actually rather natural, as the change of time to approach the attractor along the trajectory should exactly be the time passed. Also, this makes it a Lyapunov function [27].

To use equation (15) as an alternative definition we need another constraint. Because of \( T_{RR}(x; x^{\text{ref}}) = -\infty \ \forall x \in A \), this cannot be done on the attractor (in contrast to \( D \)). In case of hyperbolic fixed points, it follows directly from Suppl. Mat. Proposition 3.7 that \( T_{RR} \) is a parametrization of the strong stable foliation \( \mathcal{F}_{ss} \), whose definition is recalled in Suppl. Mat. Theorem 3.6. So we can use the constraint that \( T_{RR}(x; x^{\text{ref}}) = 0 \ \forall x \in \mathcal{F}_{ss} \), where we call \( \mathcal{F}_{ss} = \mathcal{F}_{ss}(x^{\text{ref}}) \) the reference leaf containing \( x^{\text{ref}} \). For more complex attractors, a generalized condition needs to be found and this is part of the outlook.

Suppl. Mat. Proposition 3.4 provides the convergence of \( T_{RR} \) in equation (10) for hyperbolic fixed points only. When thinking about more complex attractors that may arise in real-world examples the question of convergence comes up again. A general idea why \( T_{RR} \) should converge with a well chosen \( \Delta \) in this case, too, is that in the asymptotics, trajectories will ‘behave similarly’ because they are close to the attractor. So, for two very small \( \epsilon_1 > \epsilon_2 \), the time difference to enter the \( \epsilon_2 \)-environment after entering the one of \( \epsilon_1 \) should be roughly the same, independent from where a trajectory started. Hence, for two states \( x \) and \( x^{\text{ref}} \) we can assume \( t' (x) = t' (x^{\text{ref}}) \approx t' (x^{\text{ref}}') \approx t' (x^{\text{ref}}) \approx t' (x) - t' (x^{\text{ref}}) \). This suggests that the limit in equation (10) might exist. So a crucial problem is to find an appropriate function for \( \Delta \) in order to get an estimation for \( T_{RR} \).

Estimation of \( T_{RR} \). The first idea for a \( \Delta \) would be the infimum of the Euclidean distance to the points in the attractor. Basically, this means that \( t' \) should be replaced by \( T_0^f \) or \( T_0^r \) from section 2. This would give a very coarse estimation but is probably not the correct choice as the condition of \( \Delta \) being strictly decreasing along the flow is in general not fulfilled.

A pragmatic choice of \( \Delta \) is \( D \), the area under distance curve. It fulfills both conditions demanded for \( \Delta \) (see section 3.1) when using for \( d \) the infimum of the Euclidean distance to the attractor points. Hence, we can define \( t'_{\epsilon}(x) \) as the time until the \( D \) (equation (7)) of the trajectory’s remainder is \( \epsilon \)-small

\[ \epsilon = D(\varphi(t_{\epsilon}(x), x)) = \int_{t_{\epsilon}(x)}^{\infty} \text{d}t \ d(\varphi(t, x), A). \]  

(16)

Note that the ideas for \( D \) and \( T_{RR} \) are generally independent and the usage of \( D \) in this case is purely because it fulfills the above mentioned conditions. So it is a good, pragmatic choice.

Using \( t'_{\epsilon} \) defined in equation (16) as the time-function \( t' \) in equation (10) for the estimation of \( T_{RR} \); our numerical results show that this idea is sensible for more complex attractors, e.g. in the Rössler system below.

4. Examples

In order to demonstrate the applicability of the metrics, we selected four examples with differing properties and increasing complexity.
4.1. Linear system with two different time scales

Even though we want to focus on going in the direction of application to real-world systems, understanding some features in a basic linear system proves useful. For general systems, $T_{RR}$ and $D$ can be tackled numerically only. But a linear system can be solved analytically and explicit expressions for both metrics were found. We will first analyze both metrics for a general linear system and then discuss a chosen example.

$T_{RR}$ for a general linear system. For a hyperbolically stable linear system with a (complex-)diagonalizable matrix $A \in \mathbb{R}^{n \times n}$ and the fixed point $x^f$ at the origin,

\[ x = A \cdot x, \]  

we decompose $x = \sum_{i=0}^{n-1} \alpha^i v^i$ with coefficients $\alpha_0, \ldots, \alpha^{n-1}$ in the eigenvector basis $v_0, \ldots, v^{n-1}$ with eigenvalues $\lambda_0^0, \ldots, \lambda_0^{n-1}$ sorted in descending order by real part. We assume in particular $\lambda_0^0$ to have a strictly larger real part than $\lambda_0^i$ and multiplicity one. Hence we can apply Suppl. Mat. equation (10) derived in the Suppl. Mat. and get

\[ T_{RR}(x; x_{ref}) = \frac{1}{\lambda_0} \ln \left| \frac{\alpha_0^{ref}}{\alpha_0} \right|, \]  

(18)

where $\alpha_0^{ref}$ is the $\alpha_0$ coefficient for the reference point $x_{ref}$, $\alpha_0^{ref}$ should be non-zero, i.e. $x_{ref}$ should not be on the strong stable manifold.

Note that Suppl. Mat. Proposition 3.4 gives the uniqueness of this result independent of the choice of $\Delta$.

In equation (18), $T_{RR}$ depends only on $\alpha_0$, meaning the projection of $x$ on the eigenvector corresponding to the least stable eigenvalue $\lambda_0$. While this might be counter-intuitive in the beginning, it can be explained: the contributions from all other eigenvalues are vanishing because they decay faster than $\lambda_0$ by definition. So for a linear system, only the contribution from $\lambda_0$ remains. Also, on the strong stable manifold where $\lambda_0 = 0$, the values for $T_{RR}$ go to $-\infty$ which we mentioned already in section 3.2 for general systems.

$D$ for a general linear system. Taking the system (17) and choosing $d(x, \{x^f\}) = d_E(x, x^f)^2$ the squared Euclidean distance, we calculate $D$ directly by using the definition equation (7)

\[ D(x) = \sum_{i,j=0}^{n-1} \frac{-(\alpha_i^j)\alpha_j^i}{(\lambda_i^j)^2 + \lambda_i^j} (v_i^j)^2 v_i^j. \]  

(19)

Therefore, in case of $D$, all eigenvalues contribute, contrary to $T_{RR}$. But they are weighted as can be seen in the denominator. In case of $A$ being symmetric, this formula can be reduced to $D(x) = \frac{1}{2}x^T A^{-1} x$.

$T_{RR}$ for an example linear system. We choose the $n = 2$-dimensional linear system

\[ \dot{x} = \begin{pmatrix} -1 & 0 \\ 4 & -2 \end{pmatrix} \cdot x \]  

(20)

with a stable and a strong stable eigenvalue and corresponding eigenvectors

\[ \lambda_0 = -1, \quad \nu_0 = \begin{pmatrix} 1 \\ 4 \end{pmatrix}, \quad \lambda_1 = -2, \quad \nu_1 = \begin{pmatrix} 0 \\ 1 \end{pmatrix}. \]  

(21)

We choose the reference point to be $x_{ref} = (1, 1)^T$. Identifying $\lambda_0 = \lambda_1, \nu_0 = \nu_1$ implies $\alpha_0 = x_0$. Then, using equation (18) gives

\[ T_{RR}(x; x_{ref}) = \ln(|x_0|). \]  

(22)

This result is also visible in the numerical estimation in figure 3(c); the values of $T_{RR}$ change only in the direction of $x_0$. The coloring describes the values of the metrics (see the colorbar in the right of the figures) and the green star represents $x_{ref}$.

In order to get a better feeling for these metrics, we have chosen two exemplary initial conditions, an early-eager one and a late-eager one, and plotted their trajectories’ distance to the attractor over time in figure 2. We see an intuition for $T_{RR}$: it can be interpreted as the time-shift between the original trajectory and the reference trajectory until the asymptotics match. So we plotted both trajectories shifted to each other using the analytical result for $T_{RR}$ in equation (22).

$D$ for an example linear system. Analyzing $D$ for the example linear system in equation (20) gives

\[ D(x) = \frac{11}{6} x_0^2 + \frac{1}{4} x_1^2 + \frac{2}{3} x_0 x_1, \]  

(23)

where equation (19) has been used. The numerical result in figure 3(a) confirms this.

In figure 2, the blue-shaded area corresponds to the $D$ value which is the same in both cases of our particular choice. This choice was made in order to see how trajectories can have differing $T_{RR}$ values even if the $D$ values match.

The exponential lower bound that comes up in the scatter plot figure 3(b) can be calculated analytically by combining equations (22) and (23).
Figure 2. The figure shows for two exemplary initial conditions (a) $x^0 = (0.8, 2.35)^T$ and (b) $x^0 = (1.4, 0.24)^T$ the distance of the attractor over time (blue curve) in the linear example system of section 4.1. The initial conditions have been chosen such that the $D$ value, which corresponds to the blue-shaded area, is the same for both trajectories, $D(x^0) = D(x^0) = 3.8$. But the trajectory starting at $x^0$ approaches the attractor earlier than the reference trajectory (green in (a) and (b)), which in turn is earlier than the one from $x^0_c$, meaning $T_{RRL}(x^0; x^m) = -0.22 < T_{RRL}(x^m; x^m) = 0 < T_{RRL}(x^0; x^m) = +0.34$. In order to show this, the example trajectories (blue) have been shifted in each plot by the value of $T_{RRL}$ with respect to the reference trajectory (green). This demonstrates an intuition behind $T_{RRL}$: it describes by how much one has to shift one trajectory so it matches the asymptotics of the reference trajectory.

Figure 3. For the presented example systems (top to bottom: linear system, global carbon cycle, generator in a power grid, Rössler system) the two new metrics have been computed for each initial condition in the state space and marked with color, see left column area under distance curve ($D$, $D$) and right column regularized reaching time ($T_{RRL}$). The middle column shows their relations for the particular system. The initial conditions $x^0$ (triangle) and $x^0$ (square) from figure 2 have been marked in (a)–(c), too. As the Rössler system is three-dimensional, the above plot depicts only a slice at fixed $z = 0.6$ where the boundary of the attractor’s projection to this plane is shown in dashed red lines. As this is only a projection, $D$ is not 0 for all points within. For comparison, a graphical representation of the full attractor can be found in supplementary material section 2.
can be seen as an example to this model of the global carbon cycle proposed by Anderies et al [15]. We use the pre-industrialization version. It consists of three dynamical variables, the terrestrial, marine and atmospheric carbon stocks, denoted by $c_t$, $c_m$, and $c_a$, respectively. Furthermore, the conservation of total carbon is formulated in the constraint $C = c_t + c_m + c_a = \text{const}$. Thus, we can reduce the system to 2 state variables $c_t$ and $c_m$ and rescale the units such that $C = 1$:

$$\dot{c}_t = \text{NEP}(p, r, c_t) - \alpha c_t, \quad \dot{c}_m = I(c_t, c_m),$$

where $\text{NEP}$ is the net Eco-system production, $p$ photosynthesis, $r$ respiration, $\alpha$ harvesting parameter and $I$ diffusion; indirect dependencies have been omitted and more details are in [15, 28]. As the full equations are rather lengthy, we put them in Suppl. Mat. section 1 and refer in the analysis to the $\alpha$ parameter stated above. The whole phase space of equations (25a) and (25b) is the basin of the attraction of the fixed point in the middle marked by a blue dot; the dynamics is drawn as streams. The trajectories starting in the lower part have to pass by a 'desert-like' saddle (with $c_t = 0$) at the left (green dot). The color in figure 3(f) depicts $T_{\text{RR}}$ and the first finding is the splitting of the basin of attraction. The strong stable manifold of the stable node becomes visible as a light beige line due to its low values of $T_{\text{RR}}$, i.e. as very early states because $T_{\text{RR}} \to -\infty$. So it is the separatrix for the observed splitting. Also, the expected smooth increase of the return times when distancing (along the trajectories) from the attractor can be observed.

Still, the splitting of the basin of attraction is visible for values of $c_{\text{terrestrial}} < 0.3$, where it is only due to quantitatively different behavior and the visible boundary is actually a rather sharp but still continuous transition. (The latter statement follows right from Suppl. Mat. Theorem 3.6 and Suppl. Mat. Proposition 3.7.) Looking at figure 3(f) one can also see that the boundary becomes more and more fuzzy for even smaller values of $c_{\text{terrestrial}}$, demonstrating that there is really a need for a quantitative analysis.

When applying $D$ to this model (figure 3(d)), the splitting of the basin can be observed again. In contrast to $T_{\text{RR}}$, the strong stable manifold of the stable node is not visible because $D$ can be seen as a (by distance) weighted time and the contributions from the asymptotic part where the difference in the Lyapunov spectrum matters are negligible.

Furthermore, we see a clear linear correlation of both metrics in figure 3(e) because all trajectories starting in the lower part have to pass by at the saddle on the left and spend a long time there.

Both metrics work as early-warning signals [14, 29], too. When increasing $\alpha$, corresponding to the harvest of terrestrial carbon, the system passes through a subcritical pitchfork bifurcation where the saddle becomes stable and the lower-left part of the phase space splits off. The divergences of the two metrics’ statistics as seen in figure 4 prove their prebifurcational sensitivity, while other systemic indicators like basin stability [30] do not change (up to numerical fluctuations, see figure 4). Note that in this example, a Lyapunov exponent analysis of the saddle would be able to predict the bifurcation due to the simplicity of the saddle also. However, in case of a more complex saddle, this would become arbitrarily difficult while this numerical estimation would still be possible for both metrics.
4.3. Generator in a power grid
As the next example, we chose the swing equation in equation (25), a basic model describing the dynamics of a single generator connected to a large power grid [31]. It consists of two dynamical variables, the phase $\theta$ and angular frequency $\omega$, both in a reference frame rotating at the grid’s rated frequency. The parameters of the system correspond to the net power production $P = 1$ (at the node), the capacity of the transmission line $K = 6$ and dampering $\alpha = 0.1$.

$$\dot{\phi} = \omega, \quad \omega = 2P - \alpha \omega - 2K \sin(\phi).$$

In this form, which is used in electrical engineering [25, 32], it is formally equivalent to a pendulum with constant driving and damping.

The stable fixed point at $\omega^0 = 0, \phi^0 = \arcsin\frac{P}{K}$ describes a state of synchronization. For the chosen set of parameters, the system exhibits another attractor: a limit cycle at larger positive values of $\omega$. For negative values, the two basins of attraction are interleaved. A more detailed introduction and analysis can be found in [25, 31, 33].

Calculating $T_{RR}$ inside the basin of the stable fixed point $(\omega^s, \theta^s)$ yields figure 3(i). There is basically no color change away from the attractor, so we can see that a trajectory barely spends any time in the transient and goes quickly to the attractor. Analogously, figure 3(g) for $D$ leads to the same conclusion as $T_{RR}$.

Comparing both metrics in figure 3(h) shows that they are closely linked. Note that this time $D$ is presented on a logarithmic scale, so the relation is exponential and what we see here is actually the influence of the linearized part of the system. The accumulation in the upper right corresponds to the initial conditions with lower values of $\omega$. This means, they only go through a very short transient and spend most of their time in the part where the linearization holds.

The white parts in the phase spaces figures 3(g) and (i) correspond to the basin of attraction of the limit cycle. As this means the system is away from synchrony, the generators would usually switch off before reaching it. So we did not include it in the analysis.

4.4. Chaotic Rössler oscillator
Although we have proven the convergence of $T_{RR}$ for fixed points only, we show with the chaotic Rössler system [34, 35] that both metrics are applicable to higher-dimensional and more complex attractors, too. The equations are

$$\dot{x} = -y - z, \quad \dot{y} = x + ay, \quad \dot{z} = b + z(x - c),$$

where $x$, $y$ and $z$ are the coordinates in state space. While this naming convention is not in line with the rest of the article, it has been chosen as it is standard for these equations.

Figure 3(i) shows a slice of the phase space with the standard parameters $a = 0.2, b = 0.2, c = 5.7$ for $T_{RR}$ and the expected sensitivity to initial conditions for chaos is observed: early and late trajectories lie closely together and the metric $T_{RR}$ has low spatial correlation.

In contrast, $D$ shows in figure 3(j) surprisingly smooth changes of an embryo-like shape. Because the focus of this article is on transient dynamics a new feature of the chaotic Rössler system is uncovered: while the attractor is chaotic, the basin of attraction is very regular. $D$ focuses on the initial transient and the chaotic asymptotics is filtered out. For comparison, the boundaries of the attractor’s projection have been added with dashed red lines in figure 3(j) and depictions of the attractor are in Suppl. Mat. section 2.

Furthermore, $T_{RR}$ can be applied as an early-warning signal in this case, too. In order to demonstrate this, we chose to vary $a$ as it has a crucial influence on the system’s dynamics (see the bifurcation diagram in figure 5 (green)). For values of $a < 0.006$ (see [36]) there is only a single stable fixed point. At $a \approx 0.006$ a limit cycle emerges due to a Hopf bifurcation [36]. For $a > 0.11$, several period doublings are observed, finally leading to chaos for $a > 0.155$. Even in the chaotic regime, further bifurcations can be observed.

In figure 5, the standard deviation of the $T_{RR}$ distribution from randomly chosen initial conditions inside the basin of attraction is given. Due to the sensitive dependence on initial conditions, the reference value varies a lot and hence introduce shifts in the distribution that do not describe actual changes in the system’s dynamics. To remove this effect, it is crucial to use central moments like the standard deviation.

$T_{RR}$ is strongly sensitive to any qualitative changes in the dynamics of the system, incl. even chaos–chaos transitions. Closely observing figure 5 uncovers that there is a base-line with little fluctuations at $\text{Std}(T_{RR}) \approx 10$ complemented with strong peaks. In the chaotic regime, the peaks correspond directly to qualitative changes. Also, we observe sensible changes during the period-doubling phase and a strong increase before the Hopf bifurcation at $a \approx 0.006$, proving the usefulness as an early-warning signal.

The abrupt downward peak at $a \approx 0.11$ is unexpected and more details are needed to clarify it. The other peaks correspond well with the transitions visible in the bifurcation diagram.
5. Discussion

In order to see how far the two proposed metrics answer the question ‘How can we properly quantify the time to reach a system’s attractor?’ we will go along the four essential problems that have been worked out in section 2 for this discussion: (I) infinite reaching time, (II) physical interpretation (III) discontinuities and (IV) non-invariance.

Area under distance curve \(D\) has been defined as the cumulative distance to the attractor over time in order to emphasize the idea that a trajectory stays ’far’ from the attractor in the transient while being close in the asymptotics. The distance \(d\) is not necessarily meant in the mathematical sense [37], but it only needs to approach 0 around the attractor and be 0 on it. In that way, it is possible to choose the appropriate \(d\) for different research questions, e.g. asking about costs or damages. Even in these interpretations \(D\) is a metric capturing the transient time, because there are only contributions when the trajectory is distant from the attractor, i.e. still in its transient phase. Another point of view is to see \(D\) as the time to reach the attractor weighted by the distance.

We understand Problem (I), infinite reaching time, as solved. For hyperbolic attractors and \(d\) being a mathematical distance function, the integral in equation (7) does converge. Trajectories approach the attractor exponentially in the asymptotics and the integral over the exponential envelope is finite.

While this covers most systems relevant for real-world applications, in some very specific cases, \(D\) might be infinite. The asymptotic tail of the integral might not converge, i.e. the trajectory does not approach it ‘fast enough.’ This means, either this is the wanted result or \(d\) has not been chosen appropriately. In the first case, it could be for example that \(D\) was computed for an initial condition that is not economically feasible, so the cost diverges. Furthermore, this would imply that even though the attractor is systemically stable, it is not economically feasible to cope with small perturbations.

From a technical perspective a divergence in \(D\) can be understood as indicating that \(d\) has not been chosen matching to the system. E.g. using the Euclidean distance and \(\dot{x} = -\frac{1}{2}x_3^3\) where the solutions are 
\[
\phi(t, x) = \text{sign}(x) \cdot \frac{1}{\sqrt{1 + |x|}},
\]
\(D\) does not converge. Another example is to take a linear system \(\dot{x} = -x\) with \(x < 1\). Using \(d(x, \{0\}) = -\frac{1}{\ln|x|}\) with \(d(0, \{0\}) = 0\) gives \(D \rightarrow \infty\).

This can usually be solved by choosing an appropriate \(d\). E.g. choosing for \(\dot{x} = -\frac{1}{2}x^3\) using \(d(x, \{0\}) = \exp(-|x|^{-1})\) and \(d(0, \{0\}) = 0\) gives finite values for \(D\).

Problem (II) is solved because there is no direct parameter. Still, as there is the indirect dependence on \(d\) a discussion is necessary and given in comparison to the first and last entry time to an \(\varepsilon\)-environment \(T^\varepsilon(x)\) and \(T^\varepsilon(x)\) respectively. For them, a small change in \(\varepsilon\) will have a huge impact on the measured times because for \(\varepsilon \rightarrow 0\) both values go to infinity. Furthermore, if one would locally change the way how the distance to the attractor is measured, the values for \(T^\varepsilon(x)\) and \(T^\varepsilon(x)\) would change drastically, too.

Because \(D\) is defined as the cumulative \(d\) over time, a local change in \(d\) will have only minor effects on the exact value, so even estimated functions for \(d\) with some uncertainty can be used.

Problem (III), discontinuities, have been avoided in \(D\) by using the integral representation. Hence the function is even differentiable along the flow (see equation (8)).

We see Problem (IV), non-invariance, as solved, if \(d\) has been chosen with some meaning, e.g. economic damages. Then one can simply represent the economic damage function in the changed coordinates, because the meaning is independent of the coordinates. This reasoning is not mathematical but context-dependent. From a purely mathematical point of view, if \(d\) is just any distance function, generally the result is not invariant under
change of coordinates as it depends on geometric features of the system. But as we want to go in the direction of real-world systems, a model-specific choice of $d$ is compulsory anyway.

Regularized reaching time ($T_{RR}$) has been defined as the difference in time to approach the attractor.

Problem (I), infinite reaching time, does not appear for all states in the basin of attraction except the attractor and the strong stable manifold. In case of the attractor, the trajectory will stay on it while trajectories from other points approach the attractor only; and, by definition, points on the strong stable manifold approach the attractor a lot faster, also in the asymptotics. So these infinities are actually reasonable results. Also, both are usually of a smaller dimension than the state space. Hence coincidently being there is unlikely, and these cases are rather irrelevant for real-world applications.

Problems (II) and (III) are intrinsically solved by avoiding parameters. The necessary choice of $x^{ref}$ introduces a constant shift only while not changing the structure of the function. When looking at central moments of $T_{RR}$, i.e. ones invariant under shifts, this dependence on the choice of $x^{ref}$ disappears completely as they would only shift the mean. So an analysis by changing the system’s parameters is possible. This has been done in the examples for the global carbon cycle and Rössler system and $T_{RR}$ has been confirmed as an early-warning signal. This analysis can be seen as a systemic approach to the concept of critical slowing down (CSD) [14, 29, 38] after a shock, i.e. an instantaneous and non-infinitesimal perturbation, uncovering prebifurcational changes in the transient behavior. In contrast, CSD is usually done with (local) noise only. The usage of shocks has been developed in the context of Basin stability [30, 31] and its extensions [23, 39–42].

Problem (IV), non-invariance, is proven to be solved for hyperbolic fixed points. In case of more complex attractors, we can currently only define an estimation of $T_{RR}$ which depends on geometric properties. So invariance might not be given and more research due in that direction. An important step in that direction has been done by writing down the properties of $\Delta$ which imply that the necessary way of measuring how a trajectory approaches might not be local (except fixed-points). The used pragmatic choice of $\Delta = D$ demonstrates this as it basically says that the remainder of the trajectory should have an $\epsilon$ small value of $D$ only.

An assumption that has been made during the proof of invariance of $T_{RR}$ for hyperbolic fixed points is: the eigenvalue of the RHS’s Jacobian with the largest real-part is either unique and with multiplicity 1 or there are two that are complex conjugated to each other. However, this condition is not really constraining because we assume most real world systems fulfill it.

Comparison. The metrics have been applied to several examples and we will discuss a comparison between both metrics here. They are depicted in figures 3(b), (e), (h) and (k) and show different relations, as stated in the figures. The exponential lower bound and the exponential relation for the linear system and swing equation respectively come mostly from the asymptotic behavior, in particular as the linear system does (by definition) not have any nonlinearities. Still the relations are different as the asymptotic behavior differs slightly, too, one being a node the other a focus. This shows that even though we clearly focus on the transient, it is actually important to be aware of the asymptotic behavior, too. And one cannot analyze the former without knowing about the latter.

In contrast, the linear relation for the global carbon cycle really points to the transient behavior only. It is due to the states passing by the ‘desert-like’ saddle. Finally, there seems to be no clear relation between both metrics for the Rössler example, pointing to the chaotic behavior. Still, both metrics have separately been useful, $D$ demonstrating the smoothness of the basin of attraction and the standard deviation of $T_{RR}$ being sensitive to qualitative changes of the system.

Other methods. When developing this research on measuring times to approach the attractor, we had the impression that there are two more common ideas, additionally to the first and last entry time. We do not intend to have a complete overview of all methods but would like to discuss these two shortly here. This part refers to a general system in the sense of (1).

The first idea is to develop metrics based on characteristic times. These are usually defined as the time until a quantity is reduced to $1/e$ of its original value [43]. This quantity could be a distance to the attractor or a coordinate. From this definition it already follows that they are subject to problem (IV). Also, even if the quantity is at $1/e$ of its initial value, the trajectory might still be far away from the attractor and in its transient dynamics. Lastly, taking a one-dimensional linear system and assuming the quantity is the coordinate, the characteristic time is constant for all initial conditions. This is counter-intuitive when thinking about a time to approach the attractor.

The second idea for general systems is to use Lyapunov exponents [44]. They have units of inverse time and are invariant under changes of coordinates. However, they are actually a property of the attractor. So they do not capture the transient but only the asymptotics closely around and at the attractor.
6. Summary and outlook

In this article, we have treated the question: ‘How can we properly quantify the time to reach a system’s attractor?’

First, we have worked out the four essential problems of quantifying the timing of transients in order to develop two new metrics, area under distance curve $D$ and regularized reaching time $T_{RR}$. As the focus of this work is meant to be on making a first step to real-world systems, we have applied the metrics numerically to four chosen examples systems, observing different features. Finally, we have discussed in detail how far the metrics treat the four essential problems.

With this approach, interesting features of the examples have been uncovered. Using the global carbon cycle, we have demonstrated the importance of the transient analysis, as the desert state is only a saddle but nevertheless passing by there would lead to an extinction of humanity. The splitting of the basin of attraction is partially due to the strong stable manifold of the attractor but it continues for lower values of $c_{terrestrial}$ where it is only due to quantitatively different behavior demonstrating the need for quantitative methods. Particularly interesting is how the (central) statistics of our metrics are a systemic approach to the concept of CSD leading to an interpretation as early-warning signals, which we have demonstrated also. The independence of the choice of reference points has been achieved by the usage of central moments. In case of the generator in a power grid, most of the relevant dynamics seems to be dominated by the linearization of the equations around the focus.

In order to prove the applicability to more complex dynamics, we have used our metrics on the Rössler system, too, and found the smoothness of the attractor’s basin with $D$. As the attractor itself is chaotic, this smoothness is surprising. $T_{RR}$ reacts strongly to the sensitivity to initial conditions of the chaotic system and one might want to ask whether there is a relation to winding numbers when approaching the attractor. Still, its worth is displayed when varying the $a$ parameter. This parameter has strong influence on the Rössler system’s dynamics and $T_{RR}$ reacts strongly to the different bifurcations and even the chaos–chaos transitions, proving again its worth as early-warning-signal.

We have not performed any comparative analysis with the mentioned first- and last-entry-time approaches because these behave inconsistently and their quantitative results are arbitrary, as discussed at length in section 2.

The detailed discussion on the two metrics have showed that, while they do treat the four essential problems, they do not fully solve them and further investigation is needed. Also, they come from two very different basic ideas so the comparison showed that they really measure independent features but can improve the understanding of a system by combining them. For both metrics, we have showed that they are Lyapunov-funcions. While some properties have already been used in the article, these definitions in terms of orbital derivatives may be a rich groundwork for the next steps.

Four directions of immediate future research are due:

1. Working on the definition of $T_{RR}$ using the Lyapunov function properties. This step is crucial in order to further the understanding of transient analysis and needs to take the attractor into account as well. Hence, the analysis of more complex attractors and basin shapes, e.g. riddled basins, is part of this.

2. Applying the current definition of the metrics, in particular using the estimation of $T_{RR}$ with $\Delta = D$, to understand the implications and the precise use cases better. Furthermore, their relations to topological structures, e.g. in complex networks [45], need to be worked out in detail. This part, even though complementary, should be done in accordance with the results in (1).

3. On the numerical side, it is important to introduce more sophisticated methods of Lyapunov function estimations, where a starting point is the work by Giesl and Hafstein [46]. The curse of dimensionality is going to be a problem for network systems, hence methods for estimation of these metrics’ statistics in such kinds of systems induce a need for developing specific algorithms.

4. Comparison of the timing of transients in model output and observation data as the new observable time is now available.
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