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Abstract

The performance of numerical micromagnetic models is limited by the demagnetizing field computation, which typically accounts for the majority of the computation time. For magnetization dynamics simulations explicit evaluation methods are in common use. Higher order methods call for evaluation of all effective field terms, including the demagnetizing field, at all sub-steps. Here a general method of speeding up such explicit evaluation methods is discussed, by skipping the demagnetizing field computation at sub-steps, and instead approximating it using polynomial extrapolation based on stored previous exact computations. This approach is tested for a large number of explicit evaluation methods, both adaptive and fixed time-step, ranging from 2nd order up to 5th order. The polynomial approximation order should be matched to the evaluation method order. In this case we show higher order methods with polynomial extrapolation are more accurate than lower order methods with full evaluation of the demagnetizing field. Moreover, for higher order methods we show it is possible to achieve a factor of 2 or more computation speedup with no decrease in solution accuracy.
I. Introduction

Numerical micromagnetic modelling based on the Landau-Lifshitz-Gilbert (LLG) [1] equation is an essential tool for magnetization dynamics studies, including magnetization switching of nanoparticles [2], thin films [3], spin-valves and other multi-layered structures [4,5], domain wall motion studies [6-8], spin-torque-induced skyrmion dynamics [9-11], spin-waves [12] and spin-torque nano-oscillator simulations [13]. Explicit evaluation methods are in common use for solving the LLG equation. As is common practice, with higher order methods the effective field terms entering the LLG equation are evaluated at all sub-steps, including the computationally costly demagnetizing field. Indeed, all finite-difference micromagnetic modelling to date employs this approach where explicit evaluation methods are used, for example as implemented in OOMMF [14], Mumax3 [15], Fidimag [16], micromagnum [17], and Grace [18]. In Boris [19] this is also the default approach. It should also be noted that implicit evaluation methods are also available for micromagnetics [20-22], and these are particularly useful for stiff problems [22].

In a previous work [23] a linear extrapolation method for the demagnetizing field was used in a semi-implicit scheme. Here we address the problem of using polynomial extrapolation of the demagnetizing field for explicit evaluation methods in general. In particular, we show that when the polynomial approximation order is matched to the explicit evaluation method order, no, or negligible, increase in numerical error results. Indeed, higher order methods where the demagnetizing field is obtained through polynomial extrapolation at sub-steps are more accurate than lower order methods where the field is fully computed at all sub-steps. The advantage of this approach is a very significant reduction in computation time. We show it is possible to achieve speedup factors of 2 or more – largest speedup factor obtained was 2.5 – with no increase in numerical error.
II. Method

Dynamical micromagnetic modelling uses the LLG equation to obtain the time evolution of magnetization:

$$\frac{\partial \mathbf{M}(r,t)}{\partial t} = -\gamma \mathbf{M} \times \mathbf{H}_{\text{eff}}(\mathbf{M}) + \alpha \frac{\mathbf{M}}{M_S} \times \frac{\partial \mathbf{M}}{\partial t} = \mathbf{F}(r',\mathbf{M}).$$  \hspace{1cm} (1)

Here \( \mathbf{M} \) is the magnetization vector, \( M_S \) is the saturation magnetization, \( \gamma \) is the gyromagnetic ratio, and \( \alpha \) is the Gilbert damping constant. The effective field, \( \mathbf{H}_{\text{eff}} \), includes a number of contributions, namely applied field contribution, the magnetostatic or demagnetizing field contribution, the direct exchange interaction, and magneto-crystalline anisotropy. Formulas for these interactions are well known and will not be repeated here – for example see Ref. [19]. The demagnetizing field in a cell-centred finite difference mesh may be obtained using a convolution sum:

$$\mathbf{H}(r_0,t) = -\sum_{r} \mathbf{N}(r-r_0)\mathbf{M}(r,t).$$  \hspace{1cm} (2)

Here \( \mathbf{N} \) is the demagnetizing tensor, computed using formulas given in Ref. [24]. For the demagnetizing field in cell \( r_0 \) the sum in Equation (2) runs over all the cells \( r \) in the discretization mesh. This convolution sum is efficiently evaluated using fast Fourier transforms, based on the convolution theorem, and constitutes the bulk of the computational effort in each iteration – see e.g. Ref. [25].

Explicit evaluation methods generally have the following form:

$$\mathbf{M} = \mathbf{M}_0 + h \sum_k c_k \mathbf{F}_k + O(h^{n+1})$$

$$\dot{\mathbf{M}} = \mathbf{M}_0 + h \sum_k \dot{c}_k \mathbf{F}_k + O(h^{n+1}),$$  \hspace{1cm} (3)

where

$$\mathbf{F}_k = F \left( t_0 + a_k h, \mathbf{M}_0 + h \sum_{\lambda=0}^{k-1} b_{k\lambda} \mathbf{F}_\lambda \right), \quad (k = 1, ..., \max \{n, \hat{n}\} + 1).$$  \hspace{1cm} (4)
Here \( h \) is the time-step, \( n \) is the evaluation method order, \( \hat{M} \) is magnetization evaluation of order \( \hat{n} \) used to obtain the local truncation error for adaptive time-step control, \( e = \| \mathbf{M} - \hat{\mathbf{M}} \| / M_s \). The coefficients \( a_k, b_k, c_k, \) and \( \hat{c}_k \) depend on the evaluation method. In this work a number of explicit evaluation methods are used, both fixed time-step and adaptive time-step. In particular, for fixed time-step the 4th order Runge-Kutta (RK4) method is used [26]. Adaptive time-step methods are the adaptive Heun 2nd order, Runge-Kutta 3rd order with 2nd order error estimation (RK23), having first-same-as-last property [27]; Runge-Kutta-Fehlberg methods, 4th order with 5th order error estimation (RKF45) [28], respectively 5th order with 6th order error estimation (RKF56) [29]; Runge-Kutta-Cash-Karp 4th order with 5th order error estimation (RKCK45) [30]; Runge-Kutta-Dormand-Prince 5th order with 4th order error estimation (RKDP54) [31]; finally the 2nd order linear multi-step Adams-Bashforth-Moulton (ABM) predictor-corrector method [32] is also used. Adaptive time-step control is achieved using a standard integral controller [33]:

\[
h' = \min \{ \max \{ h_c, h_{\min} \}, h_{\max} \},
\]

where

\[
c = \min \left\{ \max \left( \left( \frac{0.8 e_{\max}^{1/n+1}}{e} \right), c_{\min} \right), c_{\max} \right\}.
\]

Here \( h_{\min} \) and \( h_{\max} \) are minimum and maximum time-step values, taken as 1 fs, respectively 3 ps. Bounds on the multiplicative constant \( c \), namely \( c_{\min} \) and \( c_{\max} \) are taken as 0.01, respectively 2. The maximum local truncation error allowed, \( e_{\max} \), is taken as \( 10^{-5} \). If the local truncation error \( e \) exceeds this value the iteration is repeated with a smaller time-step.

When explicit evaluation methods are used to solve the LLG equation, all the effective fields – including the demagnetizing field – are conventionally computed at all sub-steps of the evaluation method in Equations (3) and (4). Here we show it is possible to use a much more efficient strategy for computing magnetization dynamics, with a negligible decrease in solution accuracy. This is based on evaluating the demagnetizing field at sub-steps using a cheap polynomial extrapolation method, thus requiring a single evaluation of Equation (2) per iteration. The general equation used in this work for polynomial extrapolation of order \( p \) is given below:
\[
H(t) = \sum_{i=0}^{p} (H_i - N_{00}M_i) \prod_{j=0}^{p} \frac{t - t_j}{t_j - t_j} + N_{00}M(t).
\] (6)

Here \(t_i\) are start times of current and previous iterations, for which the magnetizations \(M_i\) and demagnetizing fields \(H_i\) – computed exactly from Equation (2) – are known. \(N_{00}\) is the self-demagnetizing tensor element [24], and the stored fields are \(H_i - N_{00}M_i\). The self-demagnetizing contribution, \(N_{00}M(t)\), is included explicitly at every sub-step without polynomial extrapolation, since it is computationally very cheap and forms the largest contribution to the demagnetizing field. Thus, using Equation (6) the demagnetizing field is approximated at sub-steps \(t = t_0 + ah\) of the evaluation method, without requiring full computation of the expensive Equation (2) – the exception is for the first \(p\) iterations which are required to prime the method. The order of the polynomial used is important as this affects the overall accuracy order of the evaluation method. At this point it is instructive to consider bounds on the approximation error. With the simplest method possible, where no extrapolation is used and the demagnetizing field is kept constant at sub-steps (zero order polynomial), from Equations (2) and (3) it is easy to see that \(\| \Delta H \| = \| H(M) - H(M_0) \| \leq hN \| \sum_{k} c_k F_k \|\). Here \(N\) is the number of cells in the finite-difference mesh. Thus the error is bounded by the time-step as expected, but also by the mesh size. This shows numerical tests of the method should also include large mesh sizes. With polynomial extrapolation of order \(p\), in general the bound on the approximation error is of order \(O(h^{p+1})\), thus we expect that a method of order \(n\) should use a polynomial of at least order \(p = n\) in order to achieve the same numerical error \(h\) scaling.
III. Results

In order to test the accuracy of the method discussed above, an approach similar to that used for μMAG Standard Problem #4 [34] is employed. Here a Ni$_{80}$Fe$_{20}$ slab is used (standard values $M_S = 800$ kA/m, exchange stiffness $A = 13$ pJ/m, no magneto-crystalline anisotropy, and $\alpha = 0.02$), initialized with an S-state magnetization configuration. After initialization a reversal field is applied, and the average magnetization is recorded for 3 ns with a resolution of 1 ps. The main differences from μMAG Standard Problem #4 are the slab dimensions used, namely 3.2 μm × 1.6 μm × 20 nm, in order to allow for a greater computational effort and a large number of computational cells (over 800,000 with a 5 nm cubic cellsize), and the reversal field of (-20, 1, 0) kA/m. The simulated switching event is plotted in Figure 1(a), where the reference solution (RK4 with 10 fs time-step) is compared to that obtained using RKF56 with demagnetizing field quintic polynomial extrapolation, showing a virtually identical solution ($R^2 > 0.999$). Figure 1(b) shows the magnetization direction spatial variation obtained at $t = 0.5$ ns using the reference RK4 method. This is also compared to the configurations obtained with all the evaluation methods, both with and without demagnetizing field extrapolation. The comparison is done using the normalized mean absolute error, Equation (7), where $\tilde{M}_i$ are the points in the reference dataset containing $N$ points.

$$
\varepsilon = \frac{1}{N} \sum_{i=1}^{N} \left\| \mathbf{M}_i - \tilde{\mathbf{M}}_i \right\| / M_S .
$$

(7)
Figure 1 – (a) Magnetization switching event in a 3.2 μm × 1.6 μm × 20 nm Ni₈₀Fe₂₀ slab, discretized using a 5 nm cubic cellsize, under an applied field of (-20, 1, 0) kA/m, showing the computed average magnetization components. The switching event is shown computed using the RK4 method with 10 fs time-step and full evaluation of demagnetizing field at all sub-steps (symbols), and using the RKF56 method with demagnetizing field obtained using quintic polynomial extrapolation at sub-steps (dashed lines). (b) Magnetization direction map during the switching event obtained at t = 0.5 ns with RK4, with color-coded direction indicated by the color wheel.

First, the time-step error scaling of the methods is discussed. For this, μMAG Standard Problem #4 itself is used which shows a switching event similar to that in Figure 1 – see e.g. Ref. [19] for details. For each evaluation method a reference result is computed with a 10 fs time-step, and then the computation is repeated with fixed time-steps in the range 100 fs to 500 fs (adaptive time-step controller disabled). Results for the RKF56 method in double floating-point precision are shown in Figure 2(a). The computations are repeated using polynomial extrapolation with orders from p = 1 (linear) up to p = 5 (quintic), which may be compared to the results obtained with full evaluation of the demagnetizing field at all sub-steps. As expected, even though RKF56 is a 5th order method – e ∝ h^5 in Figure 2(a) – using polynomial
extrapolation of order \( p < 5 \) limits the overall accuracy order of the method. With quintic extrapolation however the error values are very similar to the full computation results. This is repeated for all the evaluation methods, with results shown in Figure 2(b). Here, the full computation results are shown using solid symbols, and the results with polynomial extrapolation (polynomial order matched to the evaluation method order) are shown using open symbols. As may be seen, in all cases the errors are very similar; and we also notice that higher order methods with polynomial extrapolation are more accurate than lower order methods with full evaluation of demagnetizing field.

**Figure 2** – Normalized mean absolute errors, \( \varepsilon \), as a function of time-step, \( h \), for all the methods tested in double floating-point precision. (a) Results for RKF56 method with full evaluation of demagnetizing field, as well as polynomial extrapolation with polynomial orders varying from linear up to quintic. (b) Results for all other methods, where solid symbols are the evaluation methods with full evaluation of demagnetizing field, and open symbols are the respective results with polynomial extrapolation of order matched to the evaluation method order.
As a further test we also consider an array of nano-particles which interact only via the demagnetizing field. To this end a checkerboard nano-particle array is used, with mesh size comparable to that in µMAG Standard Problem #4, namely 300 nm × 300 nm × 5 nm, and with the same material parameters. The checkerboard array magnetization configuration is relaxed at zero field, which forms the starting state. A magnetic field of (20, 1, 0) kA/m is applied and the response also recorded over 3 ns with 1 ps resolution. Results are shown in Figure 3, where the same method for calculating $\varepsilon$ is used as for Figure 2. Again it is observed that the results with polynomial extrapolation (open symbols) are very similar to those with full calculation of the demagnetizing field (solid symbols). The only exceptions in this case are for the highest order methods (RKCK45, RKF56, and RKDP54) for time steps above 600 fs. It is unclear why this deviation arises, however the absolute errors are smaller than for RKF45 with exact demagnetizing field computation. It may be that a higher order polynomial extrapolation ($p > 5$) is required. This has not been tested, however the time steps used here are close to the data capture resolution (1 ps), which is an extreme use case.

![Figure 3](image)

Figure 3 – Normalized mean absolute errors, $\varepsilon$, as a function of time-step, $h$, for all the methods tested in double floating-point precision, using the checkerboard problem with no direct exchange contribution. Solid symbols show results with full computation of demagnetizing field, whilst open symbols are the respective results with polynomial extrapolation of order matched to the evaluation method order.

Next, the larger problem in Figure 1 is computed, but this time with the adaptive time-step controller enabled in order to simulate a real-case scenario. Also the results are now computed in single floating-point precision, as is common with LLG computations on the GPU.
As before, an accurate reference result is computed using RK4 with a small fixed time-step of 10 fs. Two different discretization schemes are used: 5 nm cubic cells and 2 nm cubic cells, where in each case the size of the mesh is limited to contain ~800,000 cells. It should be noted the exchange length in Ni$_{80}$Fe$_{20}$ is ~5 nm [35], which sets an upper limit for the discretization cell size. It is well known that decreasing the cell size is an important source of stiffness in the explicit evaluation of the LLG equation, requiring significantly smaller time-steps [36]. Since the demagnetizing field extrapolation method is expected to be more accurate for smaller time-steps, using the largest possible cell size (where time-steps are maximized) is a particularly important test-case. The computed normalized mean absolute errors are shown in Figure 4. Looking first at the 2 nm discretization cell size, the errors are virtually identical when comparing the full demagnetizing field computation with the polynomial extrapolation approach, for all the evaluation methods tested, and are also smaller than for the 5 nm discretization case as expected. The values obtained in this case are at the limit of detectable numerical error, limited by the single floating-point precision used. When looking at the 5 nm discretization cell size, again comparing solutions with full demagnetizing field evaluation and polynomial extrapolation, the obtained errors are very similar. For all but one case (RK23) the errors obtained with polynomial extrapolation are smaller, however the change is negligible and cannot be distinguished from numerical noise. Moreover, the errors plotted in Figure 4 are all relatively small. Indeed, the mean absolute error obtained when comparing the reference datasets between single and double floating-point precision calculations is very similar to the values shown in Figure 4, namely $\varepsilon \approx 4 \times 10^{-4}$. These results put together show the polynomial extrapolation method for approximating the demagnetizing field at sub-steps is not a source of significant solution error. However, it is recommended as good practice to compare the two approaches for particular problem specifications before lengthy studies are conducted.
Figure 4 – Normalized mean absolute errors, $\varepsilon$, shown for all the tested explicit evaluation methods, for the switching events computed with a 5 nm, respectively 2 nm cubic cell size. The reference result was computed using the RK4 method with a 10 fs time-step in single floating-point precision on the GPU. The RK4 result shown here was computed using a 250 fs time-step for 5 nm cubic cell size, respectively 100 fs for 2 nm cubic cell size. For each evaluation method the left-hand-side bars represent the errors from simulations with full evaluation of the demagnetizing field, whilst the right-hand-side bars are obtained from simulations with polynomial extrapolation of the demagnetizing field. The results for 2 nm cubic cell size are limited by the single floating-point precision.

Finally, the computational performance increase resulting from polynomial extrapolation is shown in Figure 5. Here, the physical computation time for the 5 nm discretization problem is shown in Figure 5(a). Very significant reductions in computation time are observed in all cases when the extrapolation method is used. For the fixed time-step RK4 method, the speedup obtained – ratio of computation time with full evaluation divided by computation time with polynomial extrapolation of the demagnetizing field – is to some extent predictable. Thus since RK4 requires 4 sub-step evaluations of the demagnetizing field for each iteration, which accounts for $\sim 60 - 75\%$ of the computation time, using a single evaluation of the demagnetizing field per iteration, with the much cheaper quartic extrapolation method applied at sub-steps, results in $\sim 2$ times faster computation time. For adaptive time-step methods the situation is slightly more complicated, since the time-step is variable and can also be affected by use of polynomial extrapolation rather than full evaluation of the demagnetizing field. However, in general it is to be expected that higher order methods result in larger speedup
factors, and this is reflected in the results in Figure 5(b). Thus for example the ABM method, which only requires 2 sub-steps per iteration, shows the lowest speedup factors of ~1.5; similar remarks apply to RK23 which requires 3 sub-steps per iteration. This is to be compared to the RKF56 method which requires 8 sub-steps per iteration and shows large speedup factors of ~2.2 on average.

**Figure 5** – Increase in computational performance due to polynomial extrapolation of demagnetizing field for the tested explicit evaluation methods. (a) Computation times for the switching event simulation with 5 nm cubic cellsize. For each evaluation method the left-hand-side bars represent the computation time with full evaluation of the demagnetizing field, whilst the right-hand-side bars are obtained from simulations with polynomial extrapolation of the demagnetizing field. (b) Speedup factors obtained for the switching event computed with 5 nm, respectively 2 nm cubic cellsize, as computation time with full evaluation divided by computation time with polynomial extrapolation of the demagnetizing field.
IV. Conclusions

A method of speeding up explicit evaluation methods for the LLG equation was presented here. This is based on approximating the demagnetizing field at sub-steps of higher order evaluation methods using polynomial extrapolation with self-demagnetizing contribution correction. A large number of explicit evaluation methods were tested, in common use in micromagnetic modelling software, both in single and double floating-point precision on the GPU. It was shown that polynomial extrapolation does not result in noticeable loss of simulation result accuracy. On the other hand the speedup factors obtained are up to 2 or more on average. In particular the RKF56 method was found to provide some of the largest speedup factors, whilst also exhibiting the smallest numerical errors. The fastest overall method was the RKF45, particularly when polynomial extrapolation is used. The accuracy required depends on the particular problem studied, and as expected higher order methods provide lower numerical errors. Moreover, it was shown that the use of polynomial extrapolation for the demagnetizing field does not significantly lower the numerical accuracy for the problems studied.

The implementation of this method is publically available in the Boris GitHub repository [37], which allows replication of this approach in other micromagnetic modelling implementations. The intended applications include magnetization dynamics simulations, for example magnetization switching of nanoparticles, thin films, spin valves and other multi-layered structures, domain wall motion studies, spin-torque-induced skyrmion dynamics, spin-wave, and spin-torque nano-oscillator simulations to name a few. For many such problems, which may involve lengthy parametric sweep studies, speedup factors of 2 or more are significant, particularly if no loss of accuracy arises.
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