**ABSTRACT**

In the era of data-driven science, conducting computational experiments that involve analysing large datasets using heterogeneous computational clusters, is part of the everyday routine for many scientists. Moreover, to ensure the credibility of their results, it is very important for these analyses to be easily reproducible by other researchers. Although various technologies, that could facilitate the work of scientists in this direction, have been introduced in the recent years, there is still a lack of open source platforms that combine them to this end. In this work, we describe and demonstrate SCHeMa, an open-source platform that facilitates the execution and reproducibility of computational analysis on heterogeneous clusters, leveraging containerization, experiment packaging, workflow management, and machine learning technologies.

**CCS CONCEPTS**

- Information systems → Computing platforms.

**KEYWORDS**

containerization, data-driven science, reproducibility

1 INTRODUCTION

The computational analysis of large datasets has been established as an important part of the daily routine of many scientists. In order to push scientific progress, results of a computational analysis is an important guarantee for its credibility. This is especially important nowadays, since there is an increasing concern in the research and academic community about the existence of a large number of scientific works that cannot be reproduced [2]. Although it may be an exaggeration that we experience an ongoing reproducibility crisis, it is unarguable that this is an important phenomenon that needs to be addressed [7]. This is why facilitating reproducibility has become an important topic of many research and academic disciplines.

In the context of data-driven science, facilitating reproducibility can be translated into making the datasets, the code, and the configurations used for the analysis openly available. Motivated by this need, approaches to pack up scientific computational experiments (e.g., RO-crate [4]) have been introduced. Although such packages are really useful, their true potential is not easily unleashed due to the fact that computer environments (e.g., software libraries, packages, programming languages) are complex and rapidly evolving, making the reproducibility and extension of computational analyses challenging and tedious [3]. For instance, although the code of a computational experiment may be openly available (e.g., on GitHub or other similar repositories), in many cases its installation may require searching for old or, even, deprecated versions of third-party software, resolving conflicts between different versions of particular dependencies required by different software units, adapting the code to work on a different operating system, and so on.

Given the fact that, usually, scientific software lacks comprehensive documentation, tasks like the previous may require significant technical skills that most scientists do not possess.

The missing piece in this puzzle is the use of containerization technologies (e.g., Docker, Singularity), along with experiment packaging, which has the potential to alleviate issues like these [3, 5, 8]. Such technologies allow the code of a complex software unit to be packed up with its dependencies so it can be easily and reliably executed in a variety of computing environments (laptops, PCs, Cloud or HPC nodes, etc). This packaged software units are known as container images, and can further facilitate the reproducibility of computational analysis tasks since they are already configured and ready-to-use without requiring advanced technical skills for their installation. In addition, in the last years, a large number of scientific containers have been released in public repositories (e.g., in the time of writing, Biocontainers [6] currently contain more than 2076 containers).
It is evident, from the previous discussion, that various technologies, that could facilitate the work of scientists in the direction of data-driven science, have been introduced in the recent years. Consequently, various platforms that attempt to combine these technologies to provide useful services for the research community exist. For example, two relevant platforms are EOSC Life’s WorkflowHub¹ and Galaxy Europe² [1]. The former is an under-development, federated repository of workflows that is based on the SEEK platform [9], however it does not support workflow execution by itself. The latter is a feature-rich platform that supports job scheduling on heterogeneous clusters.

In this work, we introduce SCHeMa (Scheduler for scientific Containers on clusters of Heterogeneous Machines) a new open source³ platform that aims to increase diversity in the aforementioned ecosystem, focusing on the implementation of GA4GH specifications, the native support for CWL workflows, the facilitation of the reproducibility of computational experiments, and the adaptive scheduling of jobs on heterogeneous clusters. The platform exploits containerization, experiment packaging, and workflow management technologies to ease reproducibility, while it leverages machine learning technologies to automatically identify the type of node that is more suitable to undertake each submitted computational task.

It is worth mentioning that a deployment of SCHeMa powers the on-demand computations performed on the Cloud infrastructure of the ELIXIR-GR community⁴, consisting of 45 physical nodes with 2600 CPU cores, 24 TBs RAM memory and 1 PB of storage, in total.

2 SYSTEM OVERVIEW

2.1 Design Objectives

SCHeMa, our open-source platform, has been designed and implemented with the aim to assist the work of scientists in the era of data-driven and reproducible science. In this context, our design had two main objectives: (a) to make the reproduction of any computational experiment performed in the platform as easy as possible, and (b) to allocate the resources of the underlying heterogeneous cluster as wisely as possible.

Regarding the first objective, as was mentioned in Section 1, a set of technologies should be combined together to achieve the desired goal. In addition, we had to identify the most appropriate technologies to be used from a multitude from available options. Our selection was made taking into consideration the maturity of the technologies to be used, their compatibility to each other, and the level of their dissemination in the scientific community. Based on these criteria, we selected to adopt CWL⁵ to describe software interfaces and workflows. We selected RO-crate [4] to create packages that represent computational experiments by storing the CWL description and the particular configuration of the software used along with the input and output datasets involved. Finally, we used containerization (Docker in particular) as a technology to enable the easy software execution, without requiring technical knowledge about building the involved software packages.

Regarding the second objective, we approached the problem of selecting the most appropriate type of machine in the cluster as a classification problem where the input features are metadata relevant to the job to be executed (i.e., characteristics of the inputs used), while each class represents a particular type of machine (e.g., regular-memory machine, large-memory machine, slow-disk machine, etc). In particular, we implemented a profiler that, after a user request, is able to analyse the execution behavior of a software of interest by monitoring its execution on a wide range of different inputs and configurations. The profiler trains and evaluates the accuracy of various classification approaches in different hyperparameter configurations and selects the best performing one as the prediction model to be used for any execution of the particular software in the future.

2.2 Architecture

SCHeMa implements a wide range of functionalities to assist scientists in the data-driven and reproducible science era. Most notable are (a) the option to upload custom-made scientific containers or container-based workflows, (b) a wizard and an API that facilitate the execution of individual containers or workflows, (c) a machine-learning-based classifier that (after a required training phase) identifies the type of cluster node which is more appropriate to undertake a particular computational task, (d) a monitor that informs the users about the consumption of computational resources, (e) a wizard to transform executed analyses into RO-crate-based “experiment packages”, and (f) a wizard to facilitate interconnection with open data repository services. Figure 1 summarises SCHeMa’s architecture, which supports these (and some extra) functionalities. In the following sections we discuss SCHeMa’s external dependencies, as well as the implementation details of its internal software components.

2.2.1 External dependencies. SCHeMa’s function depends on the existence of a couple of external installations, the most important of which are the following:

- A Kubernetes⁶ installation should be deployed on the computational cluster to be used. Kubernetes undertakes the low-level orchestration and monitoring of the computational jobs and interacts with the Job Classifier component that provides the feed of requested jobs along with recommendations about the most suitable types of node for each job.
- A distributed file system should be installed on the hard disks of the machines of the cluster. This file system is used to store input/output data required/produced by the computational tasks. Currently the implementation supports NFS volumes.
- A private Docker image registry supporting TLS security and user authentication is required. SCHeMa uses this registry to upload container images. This ensures that user-uploaded images remain isolated from the outside world (especially those meant to be private).

---

¹WorkflowHub: https://workflowhub.eu/
²Galaxy Europe: https://usegalaxy.eu/
³SCHeMa’s code repository: https://github.com/athenarc/schema (GNU/GPL license)
⁴ELIXIR-GR Cloud Infrastructure (in beta): https://egci-beta.imsi.athenarc.gr/
⁵CWL website: https://www.commonwl.org/
⁶Kubernetes website: https://kubernetes.io/
2.2.2 User Interface. A Web-based user interface has been developed using the Yii2 PHP framework\(^7\). It comprises various wizards that offer execution, reproducibility, and monitoring functionalities for computational experiments (see also Section 2.3). Of course, the function of all these wizards heavily relies on the functionalities provided by the rest components, on which we elaborate in the next sections.

2.2.3 Software Manager. This component implements functionalities to upload (or update) container images and workflows. First of all, any involved container should be loaded in the Docker Image Registry. In addition, in both cases (i.e., individual container or workflow), a CWL description is required and the corresponding metadata, which describe the required inputs and dependencies of the involved software packages (the latter only for workflows), are loaded in the Software Metadata DB. These data are used by various components, e.g., they are used by the User Interface wizard to automatically display a form containing one input field for each input parameter of the software (see also the example of Section 2.2.2).

2.2.4 Job Submission API. Apart from manually submitting computational jobs through the UI wizards, the users are able to also submit batches of jobs programmatically using an implemented API. This API is based on GA4GH’s Task Execution Schemas (TES)\(^8\) and Workflow Execution Service (WES)\(^9\) API specifications. The API supports batch execution and monitoring of computational tasks and can be used by user-implemented scripts and programs.

2.2.5 Software Profiler. This component leverages machine learning to produce (after user request) "execution profiles" for software that has been uploaded on SCHeMa. For each software, this profiler builds a classification model that attempts to map candidate jobs of this software to one class of nodes, which corresponds to the type of node that is appropriate to undertake the computations of the job. As an indicative example, a cluster could have two types of nodes, one with regular-sized main memory and another one with large memory (ideally, to be used by memory-intensive tasks). In this case, given a particular software of interest, the objective of Software Profiler would be to train a (binary) classification model to assign each job of this software to a regular-memory node or to a large-memory one.

2.2.6 Job Classifier. This component receives as input job submissions from the corresponding wizard of the User Interface and the Job Submission API. As a first step, it searches if there are any trained (by the Software Profiler) models for the involved software packages. If yes, it exploits this model to create a suggestion for the most appropriate node type to undertake the job and then propagates it to the Kubernetes scheduler through the Kubernetes API. The scheduler takes into consideration this suggestion and schedules the corresponding job ensuring that the determined node type will be used. If there is no trained model, then the job request is propagated to the Kubernetes scheduler without any indication for the node type to be used.

2.2.7 Data Repository Connector. This component implements an interconnection with various open data repositories. Currently, two repository services are supported: Zenodo\(^11\) and HELIX\(^12\). Data Repository Connector takes advantage of the APIs provided by the repository services to download/upload datasets from/to them. A relevant User Interface wizard exploits this functionality to enable users to download existing datasets from one of the supported repositories and then use them for their analyses or to directly upload the output of a particular analysis on a selected data repository.

2.2.8 Experiment Packager. This component is responsible to create "experiment packages" (according to the RO-crate [4] specification) from previously executed computational jobs, after user request. A relevant wizard is implemented in the User Interface and, based on it, the users can easily create packages that incorporate several metadata for the selected experiment, such as the software used, its configuration, the input and output dataset, or even the DOI of a relevant publication. To collect the required information, the Experiment Packager component communicates with the Job Statistics and the Software Metadata databases. The resulting packages are stored inside an Experiments DB but it is also possible for the users to download the packages to their local computer storage. The easy creation of RO-crate packages is one of the main SCHeMa functionalities that facilitate computational experiment reproducibility.

---

\(^7\)Yii2 website: https://www.yiiframework.com/

\(^8\)TES specification: https://github.com/ga4gh/task-execution-schemas

\(^9\)WES specification: https://github.com/ga4gh/workflow-execution-service-schemas

\(^10\)https://scikit-learn.org/stable/

\(^11\)Zenodo open repository: https://zenodo.org/

\(^12\)Hellenic Data Service (HELIx) repository: https://hellenicdataserviceservice.gr
2.2.9 Monitoring Component. This component aggregates data coming from the low-level logging and monitoring mechanisms of Kubernetes to create insightful reports about the jobs being executed in the cluster. All jobs, both those submitted through the UI and those submitted through the API are being considered. It also provides statistics about the load of the cluster. The component constantly communicates with the *Job Statistics DB* to update its recorded information or to use it for the production of the aggregated statistics. Finally, it propagates data to the job execution wizard so the user can monitor each job’s output and status.

2.3 Quick Tour of the Interface

For the interest of space, in this section we indicatively describe only the main functionalities around the execution of scientific containers (however, the same functionalities for workflows are very similar). It should be highlighted that it is practically impossible for all the offered functionalities to be described.

A list of all containers in the *Docker Image Registry*, for which the connected user has access, can be displayed after clicking on the “Software” top menu item of SCHeMa. In the top of Figure 2, a screenshot of SCHeMa’s interface after this action took place is illustrated. By hitting the arrow-shaped button of any entry, the user is redirected to the job submission wizard of the corresponding software\(^{13}\). This wizard consists of a form that contains one input field for each input parameter of the software; the form is automatically generated based on the description of the selected software (which is stored in the *Software Metadata DB*). After providing input values for all required fields and hitting “Run” the execution starts and the progress can be monitored through the UI. Closing the browser tab is possible without interrupting the execution; the user may revisit the execution page for this job by selecting the corresponding entry in the “Job History” page (accessible again through a top menu item). In the same page, the user can also select to rerun a previously completed execution or to create an RO-crate object based on it. Finally, any output files, which are stored in the distributed storage space, can be found in the “Data” page.

3 DEMONSTRATION

During the conference, we will explain the concept of reproducible and data-driven science and its requirements to the audience and we will demonstrate SCHeMa’s relevant functionalities elaborating on how they help in this context. For this demonstration, we will exploit SCHeMa’s deployment for the ELIXIR-GR Cloud Infrastructure, which is based on a relatively large computational cluster (see Section 1). We will examine SCHeMa’s capabilities in real-time by following any audience-defined scenario, however we will also demonstrate some interesting scenarios we have identified.

The main scenario, is based on executing a pre-loaded scientific container using the corresponding wizard. We will run the container twice: once without exploiting its pre-trained execution profile and once leveraging it and we will prompt the users to observe any differences (e.g., without using the profile a node with unnecessary large resources may be selected, thus its “precious” CPU time may be wasted instead of being used for a more demanding job). After the execution, we will also guide the audience through the process of uploading the output files on an open data repository and packaging the whole experiment into an RO-crate object.

4 CONCLUSION

We introduced and demonstrated SCHeMa, an open-source platform that aims to assist the work of scientists in the data-driven science era through facilitating the execution, reproducibility, and monitoring of computational experiments on heterogeneous computational clusters. To this end, it leverages various technologies like containerization, experiment packaging, workflow management, and machine learning.
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