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ABSTRACT. We introduce and study properties of the Terracini locus of projective varieties $X$, which is the locus of finite sets $S \subset X$ such that $2S$ fails to impose independent conditions to a linear system $L$. Terracini loci are relevant in the study of interpolation problems over double points in special position, but they also enter naturally in the study of special loci contained in secant varieties to projective varieties.

We find some criteria which exclude that a set $S$ belongs to the Terracini locus. Furthermore, in the case where $X$ is a Veronese variety, we bound the dimension of the Terracini locus and we determine examples in which the locus has codimension 1 in the symmetric product of $X$.

1. Introduction

The paper is devoted to the following problem. Consider a projective variety $X \subset \mathbb{P}^N$ of dimension $n$, which we assume to be smooth (even if most of our theory could be arranged to the case $X$ irreducible). Let $p_1, \ldots, p_r$ be general points in $X$. Then the tangent spaces $T_{X,p_i}$'s are $r$ linear spaces of dimension $n$, and it is natural to expect that their linear span $\tau_{p_1,\ldots,p_r}$ has dimension as large as possible, that is $\dim(\tau_{p_1,\ldots,p_r}) = \min\{N, r(n+1) - 1\}$. If this is not the case, the variety $X$ turns out to be quite special. Due to the celebrated Terracini’s Lemma ([14]), the dimension of $\tau_{p_1,\ldots,p_r}$, for $p_1,\ldots,p_r$ general, equals the dimension of the $r$-th secant variety $S_r(X)$. Varieties $X$ for which $S_r(X)$ has dimension smaller than the expected value $\min\{N, r(n+1) - 1\}$ are called $r$-defective, in the terminology of [7], and they are classified in many cases (the literature is too vast for even a rough citation).

Even when $\tau_{p_1,\ldots,p_r}$ has the expected dimension for a general choice of the points, there are possibly special sets $S = \{p_1, \ldots, p_r\}$ for which the span of the tangent spaces drops dimension. These subsets are the object of our study, and their locus, considered as a locally closed locus in the symmetric product $X^{(r)}$, will be denoted as the $r$-th Terracini locus of $X$. Of course when the points $p_i$’s are linearly dependent, then $S$ belongs to the Terracini locus. Yet, there are cases in which linearly independent points have linearly dependent tangent spaces, even for large $N$, and our attention is specially devoted to these cases.

From the point of view of interpolation theory, the Terracini locus is characterized as the locus of finite sets $S$ whose double structures do not impose independent conditions to hyperplanes. The notion naturally generalizes to line bundles $L$ on a variety $X$, and this is the way in which Terracini loci are defined in Section 2.

Our main examples and applications will concern, though, the case of Veronese...
varieties, where $X$ is a projective space and $L$ is the line bundle $\mathcal{O}_X(d)$, for some degree $d$.

From the point of view of secant varieties, the notion of Terracini locus is relevant in the following sense. Several problems on secant varieties can be better understood if one starts with the abstract secant variety $AS_r(X)$, which is the closure in $\mathbb{P}^N \times X^r$ of the set of $(r+1)$-tuples $(u, p_1, \ldots, p_r)$ such that the $p_i$’s are linearly independent and $u$ belongs to the span of the $p_i$’s (see e.g. Part III of [6]). It is a standard fact that $S_r(X)$ is the image of $AS_r(X)$ in the projection $\pi$ to the first factor. $AS_r(X)$ is an object tamer than $S_r(X)$. For instance, when the points $p_1, \ldots, p_r$ are linearly independent smooth points of $X$, then $AS_r(X)$ is smooth of dimension $r(n+1) - 1$ at $(u, p_1, \ldots, p_r)$, and its tangent space projects to $\tau_{p_1,\ldots,p_r}$ in $\pi$. Thus, when $X$ is not $r$-defective, the Terracini locus determines points $(u, p_1, \ldots, p_r) \in AS_r(X)$ where the differential of $\pi$ drops rank. Avoiding these points is relevant for several, even computational, analyses of secant varieties. When $X$ is a Veronese or a Segre variety, understanding the behavior of Terracini loci is important in the determination of the rank and the identifiability of (symmetric and non-symmetric) specific tensors. We refer to Section 6 and also to [10] or [4] for more details.

Through the paper, we will give sufficient conditions for a subset $S$ to lie outside the Terracini locus. Then, we will produce examples in which we determine pairs $(X, L)$, with $L$ very ample, in which the Terracini locus is big, in particular it has components of codimension 1 in $X^{(r)}$. Our examples will be focused mainly on the case of Veronese varieties, where $X$ is a projective space $X = \mathbb{P}^n$ and $L = \mathcal{O}_{\mathbb{P}^n}(d)$, for some degree $d$. Then we will produce bounds for the dimension of components of the Terracini locus (see Theorem 5.7).

The examples reveal a strict connection between the theory of Terracini loci of Veronese surfaces and the Brill-Noether theory of special linear series on curves with a nodal embedding into the projective plane (see e.g. Example 5.4).

A final example of points in the Terracini locus of a Segre variety shows connections between Terracini loci, the identifiability or the algebraic identifiability of points with respect to $X$, and the orbits of finite sets under projective transformations. We aim to understand better the connection in forthcoming researches.

Altogether, the examples prove that the study of Terracini loci indicates a perspective, and provides a challenge, for future studies in algebraic geometry.
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2. Definitions

In this section we define the Terracini loci of a projective variety $X$, with respect to a line bundle $L$. We work in characteristic 0, and we will assume that $X$ is integral. Call $n$ the dimension of $X$.

Let $S \subset X$ be a 0-dimensional scheme. Then we denote with $\ell(S)$ the length of $S$. If $S$ is a (reduced) collection of points, then $\ell(S)$ is the cardinality $\#S$. We also denote with $\mathcal{I}_{S,X}$ the ideal sheaf of $S$ in $X$. We will omit $X$ when $X = \mathbb{P}^n$.

For any point $p \in X_{\text{reg}}$ we denote with $(2p, X)$ the fat point of $X$ which, in any affine open subset containing $p$, is defined by $m_p^2$, where $m_p$ is the maximal ideal which defines $p$. The length of $(2p, X)$ is $n + 1$. If $D \subset X$ is a divisor smooth at $p$, then $(2p, D)$ is a proper subscheme of $(2p, X)$, of length $\ell(2p, D) = 2n$, and
moreover \((2p, X) \cap D = (2p, D)\) (scheme-theoretic intersection). We will write simply \(2p\), instead of \((2p, X)\), if the scheme \(X\) over which we take the fat structure is clear. For any reduced finite set \(S \subset X_{\text{reg}}\) denote with \((2S, X)\), or simply \(2S\), the union \(\bigcup_{p \in S}(2p, X)\).

**Definition 2.1.** Let \(L\) be a line bundle on \(X\). The \(r\)-th Terracini locus of \((X, L)\) is the subset \(T_r(X, L)\) of the symmetric product \(X^{(r)}\) defined as

\[
T_r(X, L) = \{ S \subset X_{\text{reg}} : S \text{ is reduced of cardinality } r \text{ and } h^0(\mathcal{I}_{(2S, X)} \otimes L) > h^0(L) - (n + 1)r \}.
\]

By semicontinuity, the Terracini locus is locally closed in \(X^{(r)}_{\text{reg}}\). We call closed \(r\)-th Terracini locus of \((X, L)\) the closure of \(T_r(X, L)\) in the Hilbert scheme of all degree \(r\) zero-dimensional subschemes of \(X\).

In order to exclude that \(S \subset X_{\text{reg}}\) belongs to the Terracini locus, it is sufficient to check that \(h^0(\mathcal{I}_{2S} \otimes L) \leq h^0(L) - (n + 1)r\). Since \((n + 1)r\) is the length of the structure sheaf of \(2S\), it is easy to realize that \(S \subset X_{\text{reg}}\) does not belong to the Terracini locus if \(h^0(\mathcal{I}_{(2S, X)} \otimes L) = h^1(L)\). Indeed, more in general, we have

**Lemma 2.2.** Let \(X\) be a smooth projective variety, \(L\) a line bundle on \(X\) and \(Z \subset X\) a 0-dimensional scheme. We have \(h^0(\mathcal{I}_Z \otimes L) = h^0(L) - \ell(Z)\) if and only if \(h^1(\mathcal{I}_Z \otimes L) = h^1(L)\).

**Proof.** Consider the exact sequence of sheaves on \(X\):

\[
(2.1) \quad 0 \to \mathcal{I}_Z \otimes L \to L \to L_{|Z} \to 0
\]

Since \(L\) is locally free of rank 1 and \(Z\) is supported on a finite set, the sheaves \(L_{|Z}\) and \(\mathcal{O}_Z\) are isomorphic. Thus \(h^0(L_{|Z}) = h^0(\mathcal{O}_Z) = \ell(Z)\). Since \(Z\) is a zero-dimensional scheme, we have \(h^i(\mathcal{O}_Z) = 0\) for all \(i \geq 1\). Thus the long cohomology exact sequence of \((2.1)\) gives \(h^i(\mathcal{I}_Z \otimes L) = h^i(L)\) for all \(i \geq 2\) (which we do not use), and

\[
(2.2) \quad \ell(Z) - h^0(L) + h^0(\mathcal{I}_Z \otimes L) = h^1(\mathcal{I}_Z \otimes L) - h^1(L).
\]

\[\square\]

**Definition 2.3.** Let \(X\) be an integral projective variety, \(L\) a line bundle on \(X\) and \(Z \subset X\) a 0-dimensional scheme. We say that \(Z\) imposes independent conditions on \(L\) if \(h^0(\mathcal{I}_Z \otimes L) = h^0(L) - \ell(Z)\).

By Lemma 2.2 \(Z\) imposes independent conditions on \(L\) if and only if \(h^1(\mathcal{I}_Z \otimes L) = h^1(L)\). Since \(h^i(\mathcal{O}_Z) = 0\) for \(i > 0\), this is equivalent to say that the restriction map \(H^0(L) \to H^0(L_{|Z})\) surjects.

There are trivial cases of the previous definition that we will not consider in the paper.

For instance, assume that the map \(\phi_L : X \to \mathbb{P}^N\) associated with \(L\) sends \(X\) to a variety of dimension \(m < n\). In this case, it is well known that for any point \(p\) the scheme \(2p\) imposes at most \(m + 1\) conditions to sections of \(L\). It follows that any \(S\) of cardinality \(r\) belongs to the Terracini locus \(T_r(X, L)\).

Also, if \(r\) is so big that \(h^0(L) - (n + 1)r < 0\), then every \(S\) of cardinality \(r\) belongs to the Terracini locus \(T_r(X, L)\), for any \(L\).
On the other hand, when $\phi_L(X)$ has dimension $n$, then for $r = 1$ the Terracini locus is contained in the locus which maps to the singular locus of $\phi_L(X)$. Similarly, for any $r$ the Terracini locus $T_r(X, L)$ contains any $S$ which intersects the inverse image of the singular locus in the map $\phi_L$. Since we are mainly interested in the case where $L$ is very ample, we will forget the part of the Terracini locus which arises from the singularities of $\phi_L(X)$. Notice that if $L$ is very ample, then the Terracini locus $T_1(X, L)$ is empty.

Our target will be the case of integral embedded varieties with $L = \mathcal{O}_X(1)$, so we will forget the case $r = 1$ and also assume that $n$ is the dimension of $\phi_L(X)$.

**Remark 2.4.** We will consider mainly the case in which $L$ is the line bundle cut on $X \subset \mathbb{P}^N$ by the system of hyperplanes, i.e. $L = \mathcal{O}_X(1)$.

In this situation, for any $p \in X_{\text{reg}}$ the hyperplanes $H$ which correspond to sections of $\mathcal{I}_{(2p, X)}(1)$ are precisely the hyperplanes tangent to $X$ at $p$. Thus, we can reinterpret the Terracini locus as the set of all $S \subset X_{\text{reg}}$ of cardinality $r$, such that the span of the tangent spaces to $X$ at the points of $S$ has dimension $< (n + 1)r - 1$.

In the rest of the paper we will use often the notion of *residue* of a scheme with respect to a hypersurface. The definition of residue and its main properties can be found e.g. in Remark 2.2 of [5].

If $Z \subset X$ is any scheme and $T$ is a hypersurface of degree $m$, consider the scheme theoretic intersection $Z \cap T$ and call $\text{Res}(Z, T)$ the residue of $Z$ with respect to $T$. The residue is the scheme defined by $I_Z : F$, where $I_Z$ is the homogeneous ideal of $Z$ and $F$ is an equation for $T$.

For any $d$ the multiplication by $F$ determines the exact sequence of ideal sheaves

$$0 \to \mathcal{I}_{\text{Res}(Z, T)}(d - m) \to \mathcal{I}_Z(d) \to \mathcal{I}_{Z \cap T} \to 0$$

where the rightmost sheaf is the ideal sheaf of $Z \cap T$ as a subscheme of $T$.

We recall that when $Z = Z' \cup Z''$, with $Z'_{\text{red}} \subset T$ and the support of $Z''$ does not intersect $T$, then $Z \cap T = Z' \cap T$ and $\text{Res}(Z, T) = Z'' \cap \text{Res}(Z', T)$.

We always have $\ell(Z \cap T) + \ell(\text{Res}(Z, T)) = \ell(Z)$. It follows that, if $p$ is a smooth point of $T$ and $Z = (2p, X)$, then $Z \cap T = (2p, T)$ and $\text{Res}(Z, T) = \{p\}$.

We recall also that if $p \in X$ is a smooth point and $L$ is very ample, then $(2p, X)$ imposes independent conditions on $L$, i.e. $h^1(\mathcal{I}_{(2p, X)} \otimes L) = 0$.

### 3. An additive result

In this section $X \subset \mathbb{P}^N$ is a integral variety of dimension $n$ and $L$ is a line bundle on $X$. For any $p \in X_{\text{reg}}$ and any finite set $S \subset X_{\text{reg}}$ set $2p := (2p, X)$ and $2S := (2S, X)$.

Let $S$ be a reduced 0-dimensional subscheme of $X_{\text{reg}}$. For any $p \in S$ we have that $S \setminus \{p\}$ does not contain $p$, and $\ell(S \setminus \{p\}) = \ell(S) - 1$ and then $\ell(S \cup 2p) = \ell(S) + n$.

We can thus define the following condition.

**Definition 3.1.** Let $X$ be an integral projective variety, $L$ a line bundle on $X$ and $S \subset X_{\text{reg}}$ a reduced 0-dimensional scheme. We say that

$$(X, L, S) \text{ satisfies condition } \uparrow$$

if the following holds: for every $p \in S$ then $S \cup 2p$ imposes independent conditions on $L$, i.e. $h^0(\mathcal{I}_{S \cup (2p, X)} \otimes L) = h^0(L) - \ell(S) - n$. 

Remark 3.2. By Lemma 2.2 it turns out that \((X, L, S)\) satisfies condition † if and only if for all \(p \in S\) we have \(h^1(I_{S|2p} \otimes L) = h^1(L)\). In turn, this is equivalent to say that the restriction map \(\rho_p : H^0(L) \to H^0(L_{|S|2p})\) surjects for all \(p \in S\). Since \(L_{|S|2p}\) is isomorphic to \(O_{S|2p}\), in order to check that the restriction map \(\rho_p\) surjects it is sufficient to prove that \(\dim(Im(\rho_p)) \geq \ell(S \cup 2p) = \ell(S) + n\).

Remark 3.3. If \(Z\) imposes independent conditions to \(L\), and \(Z'\) is a subscheme of \(Z\), then \(Z'\) imposes independent conditions to \(L\).

Indeed we have \(H^0(I_Z \otimes L) \subseteq H^0(I_{Z'} \otimes L)\), so that \(H^0(L_{|Z'|})\) is a quotient of \(H^0(L_{|Z|})\). Hence when \(H^0(L) \to H^0(L_{|Z|})\) surjects, then also \(H^0(L) \to H^0(L_{|Z'|})\) surjects.

In particular, if condition † holds for \((X, L, S)\), then for any subset \(S'\) of \(S\) condition † also holds for \((X, L, S')\).

Another consequence is the following. Assume that \(Z\) imposes independent conditions to \(L\). Then \(h^0(I_Z \otimes L) = h^0(L) - \ell(Z)\) and also \(h^0(I_{Z'} \otimes L) = h^0(L) - \ell(Z')\). If \(\ell(Z') < \ell(Z)\) (in particular this holds when \(Z\) is reduced and \(Z' \neq Z\)), then there exists a section \(v \in H^0(I_Z \otimes L)\) which does not belong to \(H^0(I_{Z'} \otimes L)\).

Lemma 3.4. Let \(X\) be an integral projective variety, \(S \subseteq X_{\text{reg}}\) a finite set and let \(L_1, L_2\) be line bundles on \(X\). Assume that the base locus of \(L_2\) does not intersect \(S\). If \((X, L_1, S)\) satisfies †, then also \((X, L_1 \otimes L_2, S)\) satisfies †.

Proof. Fix \(p \in S\). Since the base locus of \(L_2\) does not intersect \(S\) and \(S\) is a finite set, then there is a section \(v \in H^0(L_2)\) which is nowhere zero in an open neighborhood of \(S\). The multiplication by \(v\) shows that the rank of the restriction map \(H^0(L_1 \otimes L_2) \to H^0((L_1 \otimes L_2)_{|S|2p})\) cannot be smaller than the rank of the restriction map \(H^0(L_1) \to H^0(L_{|S|2p})\). The conclusion follows from Remark 3.2.

Theorem 3.5. Let \(X\) be an integral projective variety. Let \(L_1, L_2\) be line bundles on \(X\) and \(S \subseteq X_{\text{reg}}\) a finite set of length \(r\). If \((X, L_1, S)\) satisfies † and \(S\) imposes independent conditions to \(L_2\), then \(2S\) imposes independent conditions to \(L_1 \otimes L_2\), i.e. \(h^0(I_{2S} \otimes L_1 \otimes L_2) = h^0(L_1 \otimes L_2) - (n+1)r\), so that \(S\) is not in the \(r\)-th Terracini locus of \(L_1 \otimes L_2\).

Proof. Set \(M := L_1 \otimes L_2\). First assume \(r = 1\) and write \(S = \{p\}\). In this case \(S \cup 2p = 2p\) and \(p\) imposes 1 condition to \(L_2\), so that \(p\) does not lie in the base locus of \(L_2\). Thus \((X, L_1, S)\) satisfies † by assumption, and then \((X, M, S)\) satisfies † by Lemma 3.4.

Now assume \(r > 1\). By Remark 3.3 and induction on the integer \(r\) we may assume that any subset \(S' \subseteq S\) imposes independent conditions to \(M\). Fix \(p \in S\) and take \(S' = S \setminus \{p\}\). We have \(h^0(I_{2S'} \otimes M) = h^0(M) - (n+1)(r-1)\). Thus it is sufficient to prove that \(h^0(I_{2S'} \otimes M) \leq h^0(I_{2S} \otimes M) - n - 1\).

Since \(S\) imposes independent conditions to \(L_2\) and it is reduced, then by the last part of Remark 3.3 there exists \(v \in H^0(I_{S'} \otimes L_2)\) which does not belong to \(H^0(I_S \otimes L_2)\). In particular, \(v\) cannot vanish at \(p\). Since by assumptions and by Remark 3.3 \((X, L_1, S')\) satisfies †, then \(h^0(I_{S'} \otimes L_1) - h^0(I_{S'|2p} \otimes L_1) = n + 1\). Fix a linear subspace \(V \subseteq H^0(I_{S'} \otimes L_1)\) of dimension \(n + 1\) such that \(H^0(I_{S'|2p} \otimes L_1) \cap V = H^0(I_{S'} \otimes L_1)\). Notice that no non-zero elements of \(V\) can belong to \(H^0(I_{2p} \otimes L_1)\), for \(H^0(I_{S'} \otimes L_1) \cap H^0(I_{2p} \otimes L_1) = H^0(I_{S'|2p} \otimes L_1)\). Fix generators \(u_0, \ldots, u_n\) for \(V\). Since \(v \neq 0\), the sections \(u_0 \otimes v, \ldots, u_n \otimes v\) of \(H^0(M)\) are linearly independent.
Since both $u_i$ and $v$ vanish at each point of $S'$, we have $u_i \otimes v \in H^0(\mathcal{I}_{2S'} \otimes M)$ for all $i$. Hence $V \otimes v$ is a subspace of dimension $n$ in $H^0(\mathcal{I}_{2S} \otimes M)$. We claim that $(V \otimes v) \cap H^0(\mathcal{I}_{2S} \otimes M) = (0)$. Indeed any non-zero element of $V \otimes v$ is of the form $w \otimes v$, with $w$ non-zero in $V$. Since $w$ does not belong to $H^0(\mathcal{I}_{2p} \otimes L_1)$ and $v$ does not vanish at $p$, then $w \otimes v \notin H^0(\mathcal{I}_{2p} \otimes M)$, hence $w \otimes v \notin H^0(\mathcal{I}_{2S} \otimes M)$. It follows that $h^0(\mathcal{I}_{2S} \otimes M) \leq h^0(\mathcal{I}_{2S'} \otimes M) - n - 1$. 

For the applications of the following sections, we will need a technical result.

**Lemma 3.6.** Let $X$ be an integral projective variety, $S \subset X_{\text{reg}}$ a finite set of cardinality at least 2 and let $L_1$, $L_2$ be line bundles on $X$. Assume that for all $p \in S$ there exists a divisor in $|L_2|$ which is smooth at $p$ and misses the points of $S \setminus p$. If $L_1 \otimes L_2$ is very ample and $h^1(\mathcal{I}_S \otimes L_1) = 0$ then $(X, L_1 \otimes L_2, S)$ satisfies $\dagger$.

**Proof.** For any $p \in S$ fix $T \in |L_2|$ which is smooth at $p$ and misses the remaining points of $S$. Then $(S \cup 2p) \cap T = (2p, T)$ and the residue of $S \cup 2p$ with respect to $T$ is $S$. Moreover $p$ does not belong to the base locus of $L_1 \otimes L_2$, hence it does not belong to the base locus of $L_1 \otimes L_2$ restricted to $T$. Since $L_1 \otimes L_2$ is very ample, then $h^1(T, \mathcal{I}_{(2p, T)} \otimes (L_1 \otimes L_2)|_T) = 0$. The residue sequence (2.3) becomes

$$0 \rightarrow \mathcal{I}_S \otimes L_1 \rightarrow \mathcal{I}_{S \cup 2p} \otimes L_1 \otimes L_2 \rightarrow \mathcal{I}_{(2p, T)} \otimes (L_1 \otimes L_2)|_T \rightarrow 0$$

and gives $h^1(\mathcal{I}_{S \cup 2p} \otimes L_1 \otimes L_2) = 0$. 

\[\Box\]

4. **Veronese varieties**

In order to understand the range of application of Theorem 3.6, let us illustrate how it applies to some Veronese varieties.

In this section $X$ is the projective space $\mathbb{P}^n$ and we consider the line bundle $L = \mathcal{O}_{\mathbb{P}^n}(d)$ and the complete linear system $|L| = |\mathcal{O}_{\mathbb{P}^n}(d)|$, so that sections of $L$ correspond to hypersurfaces of degree $d$. This amounts to be essentially the same as considering the Veronese variety, image of the Veronese map $\nu_{n,d} : \mathbb{P}^n \rightarrow \mathbb{P}^N$, where $N = \binom{n+d}{d} - 1$, with the linear system cut by the hyperplanes of $\mathbb{P}^N$. In this section we write $2p$ and $2S$ instead of $(2p, \mathbb{P}^n)$ and $(2S, \mathbb{P}^n)$.

We will mainly focus on the case $n = 2$, for small values of $d$.

**Example 4.1.** Assume $n = 2, d = 3$. Since for $r > 3$ one has $h^0(\mathcal{O}_{\mathbb{P}^2}(3)) - 3r < 0$, we will consider the cases $r = 2, 3$. For $r = 2$, the Terracini locus is empty. Namely if $S$ has cardinality 2, every cubic containing $2S$ also contains the line joining the two points. Thus $H^0(\mathcal{I}_{2S}(3))$ is isomorphic to the space of conics passing through $S$, which has dimension $4 = h^0(\mathcal{O}_{\mathbb{P}^2}(3)) - 6$.

For $r = 3$, if $S$ is not aligned, then a cubic containing $2S$ contains the three lines through any pair of points of $S$, so there is just one such cubic and $S$ is not in the Terracini locus. On the other hand if $S$ is aligned then all cubics through $2S$ contain twice the line defined by $S$, so that $h^0(\mathcal{I}_{2S}(3)) = h^0(\mathcal{O}_{\mathbb{P}^2}(1)) = 3 > h^0(\mathcal{O}_{\mathbb{P}^2}(3) - 9$, thus $S$ belongs to the Terracini locus.

**Remark 4.2.** The Alexander-Hirschowitz theorem [Pi] (we will refer to this theorem with AHThm, in the sequel) guarantees that there are few cases of Veronese varieties whose Terracini locus is dense in $X^{(r)}$. They are listed below:

- $d = 2$, any $n > 1$, any $r > 1$.
- $d = 3$, $n = 4$, $r = 7$. 

\[ \begin{align*}
\bullet & \quad d = 4, n = 2, r = 5. \\
\bullet & \quad d = 4, n = 3, r = 9. \\
\bullet & \quad d = 4, n = 4, r = 14.
\end{align*} \]

**Example 4.3.** Assume \( n = 2, d = 4 \). The values of \( r \) to consider are \( r = 2, 3, 4, 5 \).

For \( r = 2 \), since all the subsets of cardinality 2 in \( \mathbb{P}^2 \) are projectively equivalent, by the AHThm the Terracini locus is empty.

For \( r = 3 \), one shows, as in the previous case, that any set of 3 aligned points is in the Terracini locus. The Terracini locus contains just the aligned subsets, by the AHThm, because all the non-aligned subsets of 3 points in \( \mathbb{P}^2 \) are projectively equivalent.

Assume \( r = 4 \). If three points \( p_1, p_2, p_3 \) of \( S = \{p_1, p_2, p_3, p\} \) are contained in a line \( Y \), then \( S \) belong to \( T_4(\mathbb{P}^2, \mathcal{O}_{\mathbb{P}^2}(4)) \). Namely \( h^0(\mathcal{O}_{\mathbb{P}^2}(4)) - 12 = 3 \), while \( |I_{2S}(4)| \) contains quartics which split in \( Y \) plus a cubic passing through \( S \cup 2p \). Since \( s(S \cup 2p) = 6 \), then \( h^0(I_{S \cup 2p}(3)) \geq 4 \). All the subsets of 4 points in \( \mathbb{P}^2 \), no three aligned, are projectively equivalent and form a dense subset of \( (\mathbb{P}^2)^4 \), thus by the AHThm none of them lies in the Terracini locus.

The case \( r = 5 \) falls in one particular case of the AHThm, so that the Terracini locus is dense in \( (\mathbb{P}^2)^5 \).

Some of the previous arguments generalize.

**Remark 4.4.** The case \( r = 2 \) of the two previous examples generalizes. For any \( n \) all the subsets of cardinality 2 in \( \mathbb{P}^n \) are projectively equivalent. Hence, by the AHThm, the Terracini locus is empty.

**Proposition 4.5.** Let \( S \) be a finite reduced subset of \( \mathbb{P}^n \) and fix a degree \( d \). Assume that \( u \) points of \( S \) belong to a hypersurface \( F \) of degree \( d - q \), where \( u, q \) are positive integers which satisfy

\[
(4.1) \quad \left( \frac{q + n}{n} \right) + nu > \left( \frac{d + n}{n} \right).
\]

Then \( S \) belongs to the Terracini locus \( T_r(\mathbb{P}^n, \mathcal{O}_{\mathbb{P}^n}(d)) \).

**Proof.** Just an easy count of parameters. Counting hypersurfaces which split in the union of \( F \) and a hypersurface of degree \( q \) which contains \( 2(S \setminus F) \) and passes through \( F \cap S \), we get:

\[
h^0(I_{2S}(d)) \geq h^0(\mathcal{O}_{\mathbb{P}^n}(q)) - (n + 1)(r - u) - u,
\]

and the last expression is bigger than \( h^0(\mathcal{O}_{\mathbb{P}^n}(d)) - (n + 1)r \), when \( 4.1 \) holds. \( \square \)

**Example 4.6.** Assume \( n = 2, d = 5 \). This is the first case in which we can appreciate the sharpness of Theorem 3.5. The values of \( r \) that we must consider are \( r = 3, 4, 5, 6, 7 \).

For \( r = 3 \) the Terracini locus is empty. Notice indeed that three double points impose independent conditions to quintics, even when they are aligned.

Assume \( r = 4 \). If \( S \) is aligned, then it belongs to the Terracini locus, because of Proposition 4.3. Otherwise, \( S \) imposes independent conditions to conics, i.e. \( h^1(I_S(2)) = 0 \). Thus, the assumptions of Lemma 3.6 are satisfied for \( L_1 = \mathcal{O}_{\mathbb{P}^2}(2) \) and \( L_2 = \mathcal{O}_{\mathbb{P}^2}(1) \). This implies that \( (\mathbb{P}^2, S, \mathcal{O}_{\mathbb{P}^2}(3)) \) satisfies condition \( \dagger \). Hence, by Theorem 3.5 \( S \) does not belong to the Terracini locus.
Assume \( r = 5 \). If 4 points of \( S \) are aligned, then \( S \) belongs to the Terracini locus, because of Proposition 4.5. Otherwise, \( S \) imposes independent conditions to conics, i.e. \( h^1(\mathcal{I}_S(2)) = 0 \). Thus, the assumptions of Lemma 3.6 are satisfied for \( L_1 = \mathcal{O}_{\mathbb{P}^2}(2) \) and \( L_2 = \mathcal{O}_{\mathbb{P}^2}(1) \). This implies that \( (\mathbb{P}^2, \mathcal{O}_{\mathbb{P}^2}(3)) \) satisfies condition \( \dagger \). Hence, by Theorem 3.5 \( S \) does not belong to the Terracini locus.

Assume \( r = 6 \). If \( S \) lies in a conic, then it belongs to the Terracini locus, because of Proposition 4.5. Otherwise, \( S \) imposes independent conditions to conics, i.e. \( h^1(\mathcal{I}_S(2)) = 0 \). Thus, the assumptions of Lemma 3.6 are satisfied for \( L_1 = \mathcal{O}_{\mathbb{P}^2}(2) \) and \( L_2 = \mathcal{O}_{\mathbb{P}^2}(1) \). This implies that \( (\mathbb{P}^2, \mathcal{O}_{\mathbb{P}^2}(3)) \) satisfies condition \( \dagger \). Hence, by Theorem 3.5 \( S \) does not belong to the Terracini locus.

We can extend some cases of the previous example in the following

**Proposition 4.7.** Assume \( S \) is a reduced finite subset of \( \mathbb{P}^n \), of cardinality \( r \), which satisfies \( h^1(\mathcal{I}_S(q)) = 0 \) for some \( q < d/2 \). Then \( S \) does not belong to the Terracini locus \( T_{r, \mathbb{P}^n}(\mathbb{P}^n, \mathcal{O}_{\mathbb{P}^n}(d)) \).

**Proof.** Take \( L_1 = \mathcal{O}_{\mathbb{P}^n}(q) \) and \( L_2 = \mathcal{O}_{\mathbb{P}^n}(1) \). Then the conditions of Lemma 3.6 are satisfied, which implies that \( (X, S, \mathcal{O}_{\mathbb{P}^n}(q+1)) \) satisfies condition \( \dagger \). Since \( d - q \geq q + 1 \), then \( (X, S, \mathcal{O}_{\mathbb{P}^n}(d-q)) \) satisfies condition \( \dagger \) by Lemma 3.4. The conclusion follows from Theorem 3.5. \( \Box \)

**Example 4.8.** Let us continue with the case \( n = 2, d = 5 \). It remains to analyze what happens for \( r = 7 \).

If \( S \) contains 6 points on a conic, then it belongs to the Terracini locus, by Proposition 4.5. This case includes, as a subcase, the situation in which \( S \) has 4 aligned points.

We want to prove that if no 6 points of \( S \) lie in a conic, then \( S \) sits outside the Terracini locus. Notice that we cannot hope to do that by means of Proposition 4.7 because 7 points cannot impose independent conditions to conics.

Since \( r = 7 \), we have \( h^0(\mathcal{O}_{\mathbb{P}^2}(5)) - 3r = 0 \). Thus we get the claim if we prove that there are no quintics containing \( 2S \), unless \( S \) has 6 points on a conic.

So, assume that \( S \) has no 6 points on a (possibly reducible) conic, and that there exists a quintic \( C \) containing \( 2S \). Quintics singular at 7 points have negative arithmetic genus, thus they are reducible. Assume that \( C \) splits in an irreducible conic plus a cubic. Then two points of \( S \) lie outside the conic, thus the cubic must be reducible. It follows that \( C \) has one line \( Y \) as a component.

Assume that \( C \) contains \( 2Y \). Since \( Y \) contains at most three points of \( S \), the residual cubic is singular at three points. No reduced cubic is singular at three points, thus \( C \) contains a second double line \( 2Y' \). As the conic \( Y \cup Y' \) cannot contain more than 5 points of \( S \), the residue of \( C \) with respect to \( 2Y \cup 2Y' \), which is a line, must be singular at two points, a clear contradiction. Thus no lines are contained in \( C \) twice.

The residue \( C' \) of \( C \) with respect to \( Y \) is a quartic with 4 singular points passing through the points of \( S \), hence \( C' \) is reducible. If \( C' \) is a double conic \( 2W \), then \( W \) contains all the points of \( S \), a contradiction. If \( C' \) is the union of two irreducible conics \( W_1 \cup W_2 \), then necessarily the 4 points of \( W_1 \cap W_2 \) belong to \( S \) while \( Y \) contains the three remaining points of \( S \). Since these three points must be contained in \( W_1 \cup W_2 \), then there exists one of the two conics passing through a total of 6 points of \( S \), a contradiction. Thus \( C' \) contains a line \( Y' \).
$C'$ cannot contain $2Y'$, for what we said above, moreover the conic $Y \cup Y'$ contains at most 5 points of $S$. Thus the residual cubic splits either in one line $Y''$ plus an irreducible conic $C''$, or in three lines, since it cannot contain a double line. In the former case, $Y'' \cup C''$ is singular at two points of $S$ and contains at least 4 points of $S \cap (Y \cup Y')$. If $Y'' \cup C''$ contains 5 points of $S \cap (Y \cup Y')$, then either $C''$ contains 6 points of $S$ or $Y''$ contains 4 points of $S$, a contradiction. If $Y'' \cup C''$ contains 4 points of $S \cap (Y \cup Y')$, then $Y \cap Y' \subset S$, and either $C''$ contains 6 points of $S$ or $Y''$ together with one of the two lines $Y, Y'$ contain 6 points of $S$. In both cases we get a contradiction.

Finally, if $C$ splits in 5 lines, then each point of $S$ belongs to at least two lines of $C$: this is combinatorially impossible if any line contains at most three points of $S$.

In particular, when $L = \mathcal{O}_{\mathbb{P}^2}(5)$ on $\mathbb{P}^2$ we see that the Terracini locus is empty for $r = 3$, it has codimension 2 when $r = 4, 5$, and codimension 1 for $r = 6, 7$.

5. VERONESE VARIETIES AND HIGH RANK

Recall that, by definition, the Terracini locus is trivial as soon as $h^0(L) - (n + 1)r < 0$, so the study of the Terracini locus makes sense only for

\begin{equation}
(5.1) \quad r \leq \frac{h^0(L)}{n + 1}.
\end{equation}

In this section we analyze some cases in which $r$ is close to the upper bound.

**Example 5.1.** Consider the Veronese surface with $d = 6$, i.e. the case where $L$ is the system of plane sextics. Here the study of the Terracini locus makes sense only for $r \leq 9$. Let us examine closely what happens for $r = 9$.

Since $h^0(\mathcal{O}_{\mathbb{P}^2}(6)) - 3 \cdot 9 = 1$, by the AHThm for a general choice of a set of 9 points $S$ there exists a unique sextic curve with 9 nodes at the points of $S$. In this particular case (which is weakly defective, in the sense of [7]) the unique sextic with nodes at a general $S$ is the double cubic $C$, where $C$ is the unique cubic curve through $S$.

On the other hand, there are special sets $S$ for which one finds a pencil of sextics passing through $2S$. One case is given by complete intersections of two cubics. Indeed if $S$ is contained in two cubic curves, then $h^0(\mathcal{I}_{2S}(6)) \geq 3$, because $2S$ sits in all pairs of cubics through $S$. Notice that complete intersections of this type fill a locus of codimension 2 in $(\mathbb{P}^2)^{9(1)}$, because 8 points of $X$ can be chosen freely, and after that the ninth point is fixed.

We want to prove the existence of other components of the Terracini locus $T_9(\mathbb{P}^2, \mathcal{O}_{\mathbb{P}^2}(6))$ of low codimension in $(\mathbb{P}^2)^{9(1)}$. To do this, notice that an irreducible sextic curve with 9 nodes has geometric genus 1. If $D$ is such a curve and $S$ is the set of nodes of $C$, then $2S$ belongs to the base locus of the pencil of sextics generated by $D$ and by $2C$, where $C$ is a cubic curve through $S$. Thus $S$ sits in the Terracini locus.

To compute the dimension of the locus of sets $S$ which are the nodes of irreducible sextics, we proceed as follows. First observe that $h^0(\mathcal{I}_{2S}(6))$ cannot be greater than 2. Otherwise, fix a pencil of sextics in $H^0(\mathcal{I}_{2S}(6))$, disjoint from $D$. There exists an element $D'$ of the pencil which passes through a general point $P \in D$ Then the length of the intersection between $D$ and $D'$ is at least $4\ell(S) + 1 = 37$, contradicting Bezout’s formula. Then, consider the 1-dimensional moduli space of elliptic curves.
The choice of 6 general points on a general elliptic curve $\Gamma$ determines a linear series of dimension 5 on $\Gamma$, which contains a family of dimension $3(6 - 3) = 9$ linear series $g^6_2$. Thus, the pairs $(\Gamma, g^6_2)$ form an irreducible family of dimension 10. A general $g^6_2$ maps the corresponding curve $\Gamma$ to an irreducible sextic curve with 9 nodes $S$. Composing with the automorphisms of $\mathbb{P}^2$ (a 8-dimensional family) and considering that a general $S$ sits in a pencil of sextics nodal at $S$, we find a 17-dimensional family of sets in the Terracini locus $T_9(\mathbb{P}^2, \mathcal{O}_{\mathbb{P}^2}(6))$. Thus the Terracini locus has a component of codimension 1.

In the following examples we will often use the main result of [15], which says that, under some numerical assumptions, two nodal plane curves of the same degree cannot share the same set of nodes.

**Example 5.2.** Consider the Veronese surface with $d = 7$. Here the maximal value $r$ for which the Terracini locus is non trivial if $r = 12$. By the AHThm, a general set $S$ of cardinality 12 in $\mathbb{P}^2$ is not the set of nodes of septic curves. Let us show the existence of loci of codimension 1 in $\left(\mathbb{P}^2\right)^{12}$ formed by sets of nodes of irreducible septic curves.

Septic curves with 12 nodes and no other singularities have geometric genus 3. The moduli space of curves of genus 3 is 6-dimensional. On a general curve of genus 3 the choice of 7 general points produces a linear series $g^7_2$, which contains a family of $g^7_2$ of dimension $3(5 - 3) = 6$. Thus, on a general curve $\Gamma$ of genus 3 there is a family of series $g^7_2$ of dimension $7 - 4 + 6 = 9$. The general series $g^7_2$ maps $\Gamma$ to a plane septic with a set $S$ of 12 nodes. Such $S$ belongs to the Terracini locus $T_{12}(\mathbb{P}^2, \mathcal{O}_{\mathbb{P}^2}(7))$. The map from $\Gamma$ to $\mathbb{P}^2$ can be composed with an automorphism of $\mathbb{P}^2$, so we get a family of dimension $9 + 8 = 17$ of such maps. Thus, the family of pairs (curve $\Gamma$ of genus 3, birational map $\Gamma \to \mathbb{P}^2$ of degree 7) is 23-dimensional and determines a family of sets $S$ in the Terracini locus $T_{12}(\mathbb{P}^2, \mathcal{O}_{\mathbb{P}^2}(7))$. By [15], a general septic of genus 3 cannot share the set of nodes with another septic. Thus we have a 23-dimensional component of the Terracini locus in $\left(\mathbb{P}^2\right)^{12}$.

**Example 5.3.** The previous example can be repeated almost verbatim for $d = 8$. In this case the maximal value $r$ for which the Terracini locus is non trivial if $r = 15$. By the AHThm, a general set $S$ of cardinality 15 in $\mathbb{P}^2$ is not the set of nodes of octic curves.

Irreducible octic curves with 15 nodes and no other singularities have geometric genus 6. The moduli space of curves of genus 6 is 15-dimensional. On a general curve of genus 6 the choice of 8 general points produces a linear series $g^8_2$. Thus on a general curve $\Gamma$ of genus 6 there is a family of series $g^8_2$ of dimension $8 - 2 = 6$. The general series $g^8_2$ maps $\Gamma$ to a plane octic with a set $S$ of 15 nodes. Such $S$ belongs to the Terracini locus $T_{15}(\mathbb{P}^2, \mathcal{O}_{\mathbb{P}^2}(8))$. The map from $\Gamma$ to $\mathbb{P}^2$ can be composed by an automorphism of $\mathbb{P}^2$, so we get a family of dimension $6 + 8 = 14$ of such maps. Thus, the family of pairs (curve $\Gamma$ of genus 6, birational map $\Gamma \to \mathbb{P}^2$ of degree 8) is 29-dimensional and determines a family of sets $S$ in the Terracini locus $T_{15}(\mathbb{P}^2, \mathcal{O}_{\mathbb{P}^2}(8))$. By [15], a general octic of genus 3 cannot share the set of nodes with another octic. Thus we have a 29-dimensional component of the Terracini locus in $\left(\mathbb{P}^2\right)^{15}$.

We must stop here the series of examples of codimension 1 components of the Terracini locus. For a general choice of the degree we cannot guarantee the existence of such a component.
Example 5.4. For $n = 2$ fix a degree $d$ not divisible by 3 and greater than 8. Then the maximal $r$ for which the Terracini locus is non trivial is

$$r = \frac{h^0(\mathcal{O}_{\mathbb{P}^2}(d))}{3} = \frac{d^2 + 3d + 2}{6}.$$  

Plane irreducible curves of degree $d$ with $r$ nodes have genus

$$g = \frac{d^2 - 3d + 2}{2} - r = \frac{d^2}{3} - 2d + \frac{2}{3}.$$  

But a general curve of genus $g$ has no linear series $g_d$. The Brill-Noether theory predicts that the moduli space of curves of genus $g$ contains a locus of dimension

$$(3g - 3) - \rho(d, g, 2) = (4g - 3) - (3)(d - g - 2) = \frac{d^2}{3} + d - \frac{25}{3}$$

of curves with a series $g_d^2$, whose general element $\Gamma$ has a unique linear series $g_d^2$ which sends it to a plane curve of degree $d$ with $r$ nodes.

If the guess is true, by [15] we get a family of dimension $\delta = (d^2 + d - \frac{25}{3}) + 8$ of sets $S$ of cardinality $r$ which are nodes of plane curves of degree $d$ (we added the automorphisms of $\mathbb{P}^2$). It is immediate to check that

$$\dim(\mathbb{P}^2)^{(r)} - \delta = 2r - \delta = \frac{d^2 + 3d + 2}{3} - \frac{d^2}{3} - d + \frac{1}{3} = 1.$$  

The previous example does not apply when the degree $d$ is divisible by three, as Example 5.5 will show.

Remark 5.5. Let $X$ be a variety of dimension $n$. We have for every $r$ a natural rational map $u_r : X^r \rightarrow X^{(r)}$. Moreover we have a natural map $i : X^r \rightarrow X^{r-1}$ which forgets the first element.

Assume that $T$ is an irreducible subvariety of codimension 1 in $X^{(r)}$, not contained in the diagonal. Then a general $S' \in X^{(r-1)}$ is contained in some $S \in T$. Moreover, the family $T_{S'} = \{ S \in T : S' \subset S \}$ has dimension $n - 1$. Indeed the set $u_r(i^{-1}(u_{r-1}(S')))$, which parameterizes the sets $S \in X^{(r)}$ which contain $S'$, has dimension $n - 1$ and intersects the diagonal in a finite set.

Example 5.6. Let us see what happens for the Veronese surface with $d = 9$. Here the study of the Terracini locus makes sense only for $r \leq 18$. Let us examine closely what happens for $r = 18$.

Since $h^0(\mathcal{O}_{\mathbb{P}^2}(9)) - 3 \cdot 18 = 1$, by the AHThm for a general choice of a set of 18 points $S$ there exists a unique nonic curve with 18 nodes at the points of $S$. On the other hand, there are special sets $S$ for which one finds a positive dimensional linear series of nonics passing through $2S$. Just to give an example, if $S$ lies in a quartic curve $Q$, then for any line $R$ the nonic $2Q + R$ contains $2S$, so that $h^0(\mathcal{I}_{2S}(9)) > 0$ and $S$ lies in the Terracini locus $T_{18}(\mathbb{P}^2, \mathcal{O}_{\mathbb{P}^2}(9))$.

We want to show that there are no components of $T_{18}(\mathbb{P}^2, \mathcal{O}_{\mathbb{P}^2}(9))$ of codimension 1 in $(\mathbb{P}^2)^{(18)}$.

Namely, by the AHThm and by [7], for a general set $S$ of 18 points in $\mathbb{P}^2$ there exists a unique nonic curve which has nodes at $S$ and no other singularities, and such a curve must be irreducible.

If there exists a component $W$ of the Terracini locus of dimension $2 \cdot 18 - 1 = 35$, then the set of pairs $\{(S, C) : C$ is a nonic curve passing through $2S, S \in W \}$ produces a family of dimension 36 of nodal nonics that cannot contain the general
monic of genus 10. If the general member of the family is irreducible we get a contradiction with the irreducibility of the family of nonics with 18 nodes, proved in [11].

It remains to analyze what happens if the general nonic curve of the family is reducible. This can be done case by case. Notice that, by Remark 5.3, if some component \( T \) of \( T_{18}(\mathbb{P}^2, \mathcal{O}_{\mathbb{P}^2}(9)) \) has codimension 1, then a general subset \( S' \) of 17 points in \( \mathbb{P}^2 \) sits in some element of \( T \).

First assume that a general nonic plane curve \( C \) containing 2S, with \( S \in T \), is non reduced. If \( C \) is equal to a double line 2\( R \) plus a reduced curve \( C' \) of degree 7 then \( R \) cannot contain more than 2 points of \( S' \). The remaining 15 points of \( S' \) must belong to \( C' \). Thus \( C' \) is singular at 15 general points. Hence by the AHThm \( C' \) moves in a family of dimension at most \( H^0(\mathcal{O}_{\mathbb{P}^2}(7)) - 1 - 15 = 20 \). Even adding all lines, we find that the family of curves \( C \) has dimension at most 22. Among the nodes, only those in \( R \) can move when we fix the curve \( C \). We get then that the family of sets \( S \) arising from curves like \( C \) has dimension at most 2 + 22 < 35. With a similar trick one excludes all the cases in which \( C \) is non reduced.

Assume that a general nonic plane curve \( C \) containing 2\( S \), with \( S \in T \), is reducible but reduced. If \( C \) is equal to a line \( R \) plus a curve \( C' \) of degree 8 then \( R \) cannot contain more than 2 points of \( S' \). The remaining 15 points of \( S' \) must belong to \( C' \). Thus \( C' \) is singular at 15 general points. Thus by the AHThm \( C' \) moves in a family of dimension at most \( H^0(\mathcal{O}_{\mathbb{P}^2}(8)) - 1 - 15 = 29 \). Even adding all lines, we find that the family of curves \( C \) has dimension at most 31. No nodes can move when the curve \( C \) is fixed. We get then that the family of sets \( S \) arising from curves like \( C \) has dimension at most 2 + 29 < 35. With a similar trick one excludes all the cases in which \( C \) is reducible and reduced.

Components of codimension 1 of the Terracini locus are not easy to find, in general. We show that if the cardinality \( r \) is small, then no such component exists in the case of Veronese varieties.

**Theorem 5.7.** Fix integers \( n \geq 2 \), \( d \geq 3 \) and \( r > 0 \) such that \( r \leq (\binom{n+\lfloor d/2 \rfloor -1}{n}) - 1 \). Then \( \dim T_r(\mathbb{P}^n, \mathcal{O}_{\mathbb{P}^n}(d)) \leq rn - n \). In particular, no components of the Terracini locus have codimension 1 in \( (\mathbb{P}^n)^{(r)} \).

**Proof.** Take an irreducible component of the Terracini locus \( T \) with maximal dimension and assume \( \dim T \geq rn - n + 1 \). By the AHThm \( T \) does not contain a general element of \( (\mathbb{P}^n)^{(r)} \). Fix a general subset \( S' \in (\mathbb{P}^n)^{(r-1)} \). By Remark 5.3 there exists a \( (n-1) \)-dimensional family of \( S \in T \) such that \( S' \subset S \). Thus the locus \( E \) of points \( o \in \mathbb{P}^2 \setminus S' \) such that \( S' \cup \{o\} \in T \) has dimension \( n -1 \). This implies that for a general line \( R \subset \mathbb{P}^n \), the intersection \( R \cap E \) is non-empty (notice that \( R \cap S' = \emptyset \) by the generality of \( R \)). We may assume \( S = S' \cup \{o\} \in T \) for \( o \in R \).

Let us prove that \( h^1(\mathcal{I}_S([d/2])) = 0 \). Since \( S' \) is general and \( \ell(S') < (\binom{n+\lfloor d/2 \rfloor -1}{n}) \) we have \( h^1(\mathcal{I}_{S'}([d/2] -1)) = 0 \). Call \( B \) the base locus of the linear system defined by \( H^0(\mathcal{I}_{S'}([d/2] -1)) \). We claim that \( \dim(B) \leq n - 2 \). Indeed by assumption \( \ell(S') \leq (\binom{n+\lfloor d/2 \rfloor -1}{n}) \) so \( h^0(\mathcal{I}_{S'}([d/2] -1)) \geq 2 \). By the generality of \( S' \), \( S' \) sits in an integral hypersurface \( W \) in \( H^0(\mathcal{I}_{S'}([d/2] -1)) \) and \( B \neq W \). Since \( B \) is closed, it follows \( \dim B \leq n - 2 \). Thus \( B \neq E \). Since \( R \) is general, \( o \) is a general point of \( E \), thus \( o \notin B \). It follows that

\[
h^0(\mathcal{I}_S([d/2] -1)) < h^0(\mathcal{I}_{S'}([d/2] -1))
\]
which implies that $h^1(I_S([d/2] - 1)) = 0$. Hence $h^1(I_S([d/2])) = 0$.

Next, we prove that $S$ satisfies $\dagger$ with respect to $\mathcal{O}_{\mathbb{P}^n}([d/2])$. We need to prove that for any $p \in S$ we have $h^1(I_{S_p}([d/2])) = 0$.

Assume first $p = o$. Fix a general hyperplane $H$ containing $o$. Since $H$ is general, we have $H \cap S' = \emptyset$ and hence

\[ H \cap (S \cup (2o, \mathbb{P}^n)) = H \cap (2o, \mathbb{P}^n) = (2o, H). \]

Moreover the residue of $S \cup (2o, \mathbb{P}^n)$ with respect to $H$ is $S$. We get an exact sequence

\[
0 \to I_S([d/2] - 1) \to I_{S \cup (2o, \mathbb{P}^n)}([d/2]) \to I_{(2o, H), H}([d/2]) \to 0
\]

Since $\mathcal{O}_H([d/2])$ is very ample, we have $h^1(I_{H, H}([d/2])) = 0$. Above we proved that $h^1(I_S([d/2] - 1)) = 0$. Then the long cohomology exact sequence of (5.2) gives $h^1(I_{S \cup (2o, \mathbb{P}^n)}([d/2])) = 0$.

Similarly, fix a point $p \in S'$ and let $M$ be a general hyperplane containing $p$. As above $(S \cup (2p, \mathbb{P}^n)) \cap M = (2p, M)$ and $\text{Res}(S \cup (2p, \mathbb{P}^n), M) = S$, so the exact sequence

\[
0 \to I_S([d/2] - 1) \to I_{S \cup (2p, \mathbb{P}^n)}([d/2]) \to I_{2p, M}([d/2]) \to 0
\]

proves, as above, that $h^1(I_{S \cup (2p, \mathbb{P}^n)}([d/2])) = 0$.

We conclude that $S$ satisfies $\dagger$ with respect to $\mathcal{O}_{\mathbb{P}^n}([d/2])$. By Theorem 3.5 we are done.

The previous result is not sharp. Indeed, we expect that finding examples of Terracini loci of codimension 1, when $r$ is not close to the upper bound, is hard in general.

For completeness, we state and prove the following proposition, where we introduce a criterion to guarantee that a set $S$ has the property that the addition of a general point does not create a set in the Terracini locus.

**Proposition 5.8.** Fix a reduced finite set $S \subset \mathbb{P}^n$, of cardinality $r$, which does not belong to $\mathbb{T}_r(\mathbb{P}^n, \mathcal{O}_{\mathbb{P}^n}(d - 2))$. Then for all $p \in \mathbb{P}^n \setminus S$ we have that $S \cup p$ does not belong to the Terracini locus $\mathbb{T}_{r+1}(\mathbb{P}^n, \mathcal{O}_{\mathbb{P}^n}(d))$.

**Proof.** Write $2S$ and $2p$ for $(2S, \mathbb{P}^n)$ and $(2p, \mathbb{P}^n)$ resp. By the Castelnuovo-Mumford’s regularity [12], lecture 14) the assumption $h^1(I_{2S}(d - 2)) = 0$ implies that homogeneous ideal of $2S$ is generated in degree $d - 1$. Thus there is a degree $d - 1$ hypersurface $T \subset \mathbb{P}^n$ containing $2S$ and with $p \notin T$. The residual exact sequence of $T$ gives the exact sequence

\[
0 \to I_{2p}(1) \to I_{2S \cup 2p}(d) \to I_{(2S, T), T}(d) \to 0
\]

Since $\mathcal{O}_{\mathbb{P}^n}(1)$ is very ample, we have $h^1(I_{2p}(1)) = 0$. Since $h^1(I_{2S}(d - 2)) = 0$, we also have $h^1(I_{2S}(d)) = 0$. The restriction map $H^0(\mathcal{O}_{\mathbb{P}^n}(d)) \to H^0(T, \mathcal{O}_T(d))$, which is surjective, factors through $H^0(\mathcal{O}_{\mathbb{P}^n}(d)) \to H^0(T, \mathcal{O}_T(d))$, so that $h^1(T, I_{(2S, T), T}(d)) = 0$. Thus gives $h^1(I_{S \cup 2p}(d)) = 0$.

6. Terracini locus and identifiability

Through this section, we assume $X \subset \mathbb{P}^N$, with $N \geq r(n+1) - 1$, and $L = O_X(1)$.

We show how the notion of Terracini locus is linked to the notion of identifiability of a point with respect to the variety $X$. 

Definition 6.1. For a point $u \in S_r(X)$ we say that $u$ is $r$-identifiable if there exists a unique set $S \subset X$ of cardinality $r$ such that $u$ belongs to the span of $S$ (see e.g. [9]).

We say that $u$ is algebraically $r$-identifiable if there are no positive dimensional families of linearly independent subsets $S \subset X$ of cardinality $r$ such that $u$ belongs to the span of $S$. (see e.g. [2]).

When $X$ is $r$-defective, then no sets $S \subset X$ of cardinality $r$ are algebraically identifiable.

Identifiability and algebraic identifiability are strictly connected. Of course the former implies the latter, but there are cases in which they are equivalent (see e.g. [3]). When $X$ is a Segre or a Veronese variety, the test on the algebraic identifiability of a tensor $u \in S_r(X)$ can be performed by using the following, well known fact (see [4], [3] or [12]).

Proposition 6.2. Assume that $u$ is not algebraically $r$-identifiable for $X$, so that there exists a family $S$ of linearly independent subsets $S$ of cardinality $r$ such that $u$ belongs to the span of $S$. Then every $S \in S$ sits in the $r$-th Terracini locus of $X$.

Proof. For any $S = \{p_1, \ldots, p_r\} \in S$ the abstract secant variety $\text{AS}_r(X)$ is smooth of dimension $r(n+1) - 1$ at $(u, p_1, \ldots, p_r)$ and it contains a positive dimensional subvariety $W$ which maps to $u$ in the projection $\pi$ to $\mathbb{P}^N$. All tangent vectors to $W$, which are also tangent vectors to $\text{AS}_r(X)$, are killed by the differential of $\pi$. Thus, the differential of $\pi$ has rank $< r(n+1) - 1$. Since the image of the tangent space to $\text{AS}_r(X)$ at $(u, p_1, \ldots, p_r)$ contains the span of the tangent spaces to $X$ at $p_1, \ldots, p_r$, the claim follows.

Thus, in order to prove that a set $p_1, \ldots, p_r$ which spans $u$ is unique, it is necessary to prove that $S = \{p_1, \ldots, p_r\}$ does not belong to the Terracini locus. A way to do that, in the case of tensors, is illustrated in the algorithms of [3] and [12].

Finally, we give an example of elements in the Terracini locus of a Segre variety.

Example 6.3. Let $X$ be the Segre embedding of $\mathbb{P}^3 \times \mathbb{P}^3 \times \mathbb{P}^3$ in $\mathbb{P}^{63}$. By Section 5 of [9], $X$ is not 6 defective, though no points of $S_6(X)$ are identifiable. Fix $(u, p_1, \ldots, p_6) \in S_6(X)$. Considering $S = \{p_1, \ldots, p_6\}$ as a subset of $\mathbb{P}^3 \times \mathbb{P}^3 \times \mathbb{P}^3$, the natural projections $\pi_i : \mathbb{P}^3 \times \mathbb{P}^3 \times \mathbb{P}^3 \to \mathbb{P}^3$ determine 3 subsets $\pi_i(S) \in \mathbb{P}^3$.

Assume that the three sets $\pi_i(S)$ are projectively equivalent. By Remark 5.1 of [9], $S$ belongs to an infinite continuous family of elliptic normal curves in $X$. Every curve determines, by Proposition 5.2 of [3], a second set $S' = \{q_1, \ldots, q_r\}$ which spans $u$, and these sets clearly move in a positive dimensional family, because they are uniquely determined by the choice of the elliptic curve. Such sets $S'$ form a positive dimensional subvariety of the 6-th Terracini locus of $X$.

With the notation of the previous example, we can launch

Conjecture 6.4. The subsets $S \in X$ of cardinality 6 such that $\pi_i(S)$ and $\pi_j(S)$ are projectively equivalent, for some fixed $i \neq j$, fill a dense open set in the 6-th Terracini locus of $X$.
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