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Abstract. Our simple but useful technique is using an integration by parts to split the stochastic convolution into two terms. We develop five applications for this technique. The first one is getting a uniform estimate of stochastic convolution of $\alpha$-stable processes. Since $\alpha$-stable noises only have $p < \alpha$ moment, unlike the stochastic convolution of Wiener process, the well known Da Prato-Kwapień-Zabczyk’s factorization ([5]) is not applicable. Alternatively, combining this technique with Doob’s martingale inequality, we obtain a uniform estimate similar to that of stochastic convolution of Wiener process. Using this estimate, we show that the stochastic convolution of $\alpha$-stable noises stays, with positive probability, in arbitrary small ball with zero center. These two results are important for studying ergodicity and regularity of stochastic PDEs forced by $\alpha$-stable noises ([9]). The third application is getting the same results as in [12]. The fourth one gives the trajectory regularity of stochastic Burgers equation forced by $\alpha$-stable noises ([9]). Finally, applying a similar integration by parts to stochastic convolution of Wiener noises, we get the uniform estimate and continuity property originally obtained by Da Prato-Kwapień-Zabczyk’s factorization.
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1. Introduction

In the study of stochastic PDEs (SPDEs) forced by Wiener noises, we often need to use a uniform estimate of the stochastic convolution as following

$$
E \sup_{0 \leq t \leq T} \left\| \int_0^t e^{-A(t-s)}dW_t \right\|^p \leq C,
$$

where $p > 0$, $C$ only depends on $p$ and $W_t$ is a $Q$-Wiener process (see [6], Chapter 4). The estimate (1.1) has many applications such as ergodicity ([7], [9], [8]) and regularity of the solutions ([6], [7]).
To show (1.1), we usually use the well known Da Prato-Kwapień-Zabczyk’s factorization technique (6). This technique requires that the noises has some $p > 2$ moments. For an $\alpha$-stable process $(0 < \alpha < 2)$, it only has $p < \alpha$ moment. Therefore, the factorization technique is not applicable in this case.

Alternatively, we use an integration by parts technique to split the convolution into two parts and then use Doob’s martingale inequality to obtain the uniform estimates. Applying this uniform estimate, we show that the stochastic convolution of $\alpha$-stable noises stays, with positive probability, in arbitrary small ball with zero center. These two results are new and important for studying the ergodicity and regularity of SPDEs forced by $\alpha$-stable noises (9).

This integration by parts technique has several other applications. The third and fourth applications are studying the trajectory property of stochastic convolution and stochastic Burgers equations. We, in particular, get the same results as in [12]. Finally, applying a similar integration by parts to stochastic convolution of Wiener noises, we get a uniform estimate and continuity property.

Finally, we stress that this simple integration by parts technique has been used in used in the book [13, Section 9.4.5] to study the stochastic convolution of square integrable Lévy noises. For the further study of stochastic systems forced by stable processes, we refer to [4, 13, 2, 19, 20, 18, 17, 16, 15],…..
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1.1. Notations and Assumptions. Let $H$ be a separable Hilbert space. Let $A$ be a self-adjoint operator with discrete spectrum $\{\gamma_k\}_{k \geq 0}$ satisfying

$$0 < \gamma_1 \leq \gamma_2 \leq \ldots \leq \gamma_n \leq \ldots, \quad \lim_{n \to \infty} \gamma_n = \infty.$$  

Assume that the eigenvectors $\{e_k\}_{k \geq 0}$ of $A$, i.e., $Ae_k = \gamma_k e_k$ ($k \geq 1$), from a basis of $H$. Without loss of generality, we assume that $\|e_k\|_H = 1$ ($k \geq 1$). For all $x \in H$, it can be uniquely represented by

$$x = \sum_{k \geq 1} x_k e_k,$$

where $x_k \in \mathbb{R}$ for all $k \geq 1$ and $\sum_{k \geq 1} x_k^2 < \infty$. 
Given a \( \sigma \in \mathbb{R} \), we can define \( A^\sigma \) by
\[
A^\sigma = \sum_{k \geq 1} \gamma_k^\sigma e_k \otimes e_k.
\]
where \( e_k \otimes e_k : H \to H \) is a linear operator defined by \( e_k \otimes e_k x = \langle e_k, x \rangle_H e_k \) for all \( x \in H \).

Let \( L_t = \sum_{k \geq 1} \beta_k l_k(t) e_k \) be the cylindrical \( \alpha \)-stable processes on \( H \) such that \( \{l_k(t)\}_{k \geq 1} \) are i.i.d. 1 dimensional standard symmetric \( \alpha \)-stable process sequence, and that \( \{\beta_k\}_{k \geq 1} \) satisfies Assumption 1.1 below. A one dimensional standard symmetric \( \alpha \)-stable process \((l(t))_{t \geq 0}\) has the following characteristic function
\[
(1.2) \quad \mathbb{E}[e^{i\lambda l(t)}] = e^{-|\lambda|^\alpha}.
\]

**Assumption 1.1.** \( (\beta_k)_{k \geq 1} \) satisfies \( \sum_{k \geq 1} |\beta_k|^\alpha < \infty \).

**Lemma 1.2.** Under Assumption 1.1, for all \( t \geq 0 \), \( L_t \in H \) a.s..

**Proof.** It is a straightforward corollary of [18, Proposition 3.3]. \( \square \)

### 1.2. Stochastic convolution and integration by parts technique.

Consider the following stochastic convolution:
\[
(1.3) \quad Z(t) = \int_0^t e^{-A(t-s)} dL_s = \sum_{k \in \mathbb{Z}_*} z_k(t) e_k
\]
where
\[
z_k(t) = \int_0^t e^{-\gamma_k(t-s)} \beta_k dl_k(s).
\]
It follows from Ito’s product formula ([11, Theorem 4.4.13]) that for all \( k \geq 1 \),
\[
l_k(t) = \int_0^t \gamma_k e^{-\gamma_k(t-s)} l_k(s) ds + \int_0^t e^{-\gamma_k(t-s)} dl_k(s) + \int_0^t \gamma_k e^{-\gamma_k(t-s)} \Delta l_k(s) ds
\]
where \( \Delta l_k(s) = l_k(s) - l_k(s-) \). Since \( l_k(t) \) is an \( \alpha \)-stable process, \( \Delta l_k(s) = 0 \) for \( s \in [0, t] \) a.s. and thus
\[
\int_0^t \gamma_k e^{-\gamma_k(t-s)} \Delta l_k(s) ds = 0.
\]
Therefore,
\[
(1.4) \quad z_k(t) = \beta_k l_k(t) - \int_0^t \gamma_k e^{-\gamma_k(t-s)} \beta_k l_k(s) ds
\]
Hence, we get
\[
(1.5) \quad Z(t) = L_t - Y(t),
\]
where
\[ Y(t) := \int_0^t A e^{-A(t-s)} L_s ds \in H. \]

Since \( Z(t) \) and \( L_t \) are both in \( H \) a.s. for all \( t \geq 0 \), we have
\[ Y(t) \in H \text{ a.s.} \quad (t \geq 0). \]

We can further show that \( (Y(t))_{t \geq 0} \) is continuous in \( H \) a.s. in Lemma 3.1 below.

2. Main results: two applications of (1.5)

The main results of this paper are the two theorems below. These two theorems are new and are important for studying the ergodicity and regularity of SPDEs ([9]).

2.1. Application 1. The first application is a uniform estimate of \( Z(t) \), which is similar to that of stochastic convolution of Wiener noises got by Da Prato-Kwapień-Zabczyk’s factorization. This type of estimate is often used to study ergodicity and regularity of stochastic systems ([9, 5]).

**Theorem 2.1.** Let \( \alpha > 1 \). Further assume that there exists some \( \theta > 0 \) so that

\[
(2.1) \quad \sum_{k \geq 1} |\beta_k|^{\alpha} \gamma_k^{\alpha} < \infty.
\]

Then, for all \( 0 < p < \alpha, \tilde{\theta} \in [0, \theta) \) and \( T > 0 \), we have

\[
(2.2) \quad \mathbb{E} \sup_{0 \leq t \leq T} \| A^{\tilde{\theta}} Z(t) \|^p_H \leq C T^{p/\alpha} \vee T^{(1/\alpha + \theta - \tilde{\theta})p} \vee T^{(1+1/\alpha)p} \quad t > 0.
\]

where \( C \) depends on \( \alpha, \beta, \tilde{\theta} \) and \( p \).

**Proof.** We only need to show the inequality for the case \( p \in (1, \alpha) \) since the case of \( 0 < p \leq 1 \) is an immediate corollary by Hölder’s inequality.

**Step 1.** We claim that for all \( p \in (1, \alpha) \) and all \( \tilde{\theta} \in [0, \theta] \),

\[
(2.3) \quad \mathbb{E} \| \tilde{\theta} L_t \|^p_H \leq C(\alpha, p) \left( \sum_{k \geq 1} |\beta_k|^{\alpha} \gamma_k^{\alpha} \right)^{p/\alpha} t^{p/\alpha} \quad t > 0.
\]

To show (2.3), we only show the inequality for the case \( \tilde{\theta} = \theta \) since the other cases are by the same arguments.

We follow the argument in the proof of [18, Theorem 4.4]. Take a Rademacher sequence \( \{r_k\}_{k \geq 1} \) in a new probability space \((\Omega', \mathcal{F}', \mathbb{P}')\), i.e. \( \{r_k\}_{k \geq 1} \) are i.i.d. with
By this inequality, we get

\[
\left( \sum_{k \geq 1} C_k^2 \right)^{1/2} \leq C(p) \left( \mathbb{E} \left[ \sum_{k \geq 1} r_k C_k^p \right] \right)^{1/p}.
\]

By this inequality, we get

\[
\mathbb{E} \left| A^\theta L_t \right|^p_H = \mathbb{E} \left( \sum_{k \geq 1} \gamma_k^{2\beta} \left| \beta_k \right|^2 l_k(t)^2 \right)^{p/2} \leq C \mathbb{E} \left| \sum_{k \geq 1} r_k \gamma_k^\theta \left| \beta_k \right| l_k(t) \right|^p
\]

where \( C = C^p(p) \). For any \( \lambda \in \mathbb{R} \), by the fact of \( |r_k| = 1 \) and formula (4.7) of [18], one has

\[
\mathbb{E} \exp \left\{ i\lambda \sum_{k \geq 1} r_k \gamma_k^\theta \left| \beta_k \right| l_k(t) \right\} = \exp \left\{ -|\lambda|^\alpha \sum_{k \geq 1} \left| \beta_k \right|^\alpha \gamma_k^{\alpha \theta} t \right\}
\]

Now we use (3.2) in [18]: if \( X \) is a symmetric random variable satisfying

\[
\mathbb{E} \left[ e^{i\lambda X} \right] = e^{-\sigma^\alpha |\lambda|^\alpha}
\]

for some \( \alpha \in (0, 2) \) and any \( \lambda \in \mathbb{R} \), then for all \( p \in (0, \alpha) \),

\[
\mathbb{E} |X|^p = C(\alpha, p) \sigma^p.
\]

Since \( \sum_{k \geq 1} |\beta_k|^\alpha \gamma_k^{\alpha \theta} < \infty \), (2.3) holds.

**Step 2.** Thanks to Step 1, it is easy to get that \( A^\theta L_t \) \( (\tilde{\theta} \in [0, \theta]) \) is an \( L^p \) martingale. By Doob’s martingale inequality and (2.3),

\[
\mathbb{E} \left[ \sup_{0 \leq t \leq T} \left| A^\theta L_t \right|^p_H \right] \leq \left( \frac{p}{p - 1} \right)^p \mathbb{E} \left[ \left| A^\theta L_T \right|^p_H \right] \leq C T^{p/\alpha},
\]

where \( C \) depends on \( \tilde{\theta}, \alpha, \beta \) and \( p \). Recall

\[
Y(t) = \int_0^t A e^{-A(t-s)} L_s ds,
\]

observe that

\[
\sup_{0 \leq t \leq T} \left| A^\theta Y(t) \right|_H \leq \sup_{0 \leq t \leq T} \int_0^t \left| A^{1+\theta-\theta} e^{-A(t-s)} \right| \left| A^\theta L_s \right|_H ds
\]

\[
\leq \sup_{0 \leq t \leq T} \left| A^\theta L_t \right|_H \sup_{0 \leq t \leq T} \int_0^t \left| A^{1+\theta-\theta} e^{-A(t-s)} \right| ds
\]
By the classical estimate
\begin{equation}
\|A^\gamma e^{-At}\| \leq Ct^{-\gamma} \quad \gamma \geq 0,
\end{equation}
we get
\begin{equation}
\sup_{0 \leq t \leq T} \|A^\tilde{\theta} Y(t)\|_H \leq C \sup_{0 \leq t \leq T} \|A^\theta L_t\|_H (T^{\theta-\tilde{\theta}} \vee T),
\end{equation}
which, together with Doob’s inequality and (2.3), implies
\begin{equation}
E \sup_{0 \leq t \leq T} \|A^\tilde{\theta} Y(t)\|_H^p \leq CT^{(1/\alpha+\theta-\tilde{\theta})p} \vee T^{(1+1/\alpha)p},
\end{equation}
where $C$ depends on $\alpha, \beta, \theta, \tilde{\theta}$ and $p$.

Combining the above inequality with (2.5) and (1.5), we immediately get the desired inequality. 

\[\square\]

2.2. Application 2. Theorem 2.2 below is an application of Theorem 2.1; it of course has its own interest and can be applied to prove ergodicity ([9]). If $L_t$ is cylindrical Wiener noises, (2.9) is well known. If $L_t$ is finite dimension $\alpha$-stable noises, thanks to [3, Proposition 3, Chapter VIII] and an argument for $I_2$ in the proof below, we can also obtain (2.9). However, as $L_t$ is infinite dimensional, Theorem 2.1 is crucial for passing the limit from the finite to infinite dimensions.

Theorem 2.2. Assume that the conditions in Theorem 2.1 hold. Let $T > 0$ and $\varepsilon > 0$ be arbitrary. For all $\tilde{\theta} \in [0, \theta)$, we have
\begin{equation}
P\left( \sup_{0 \leq t \leq T} \|A^\tilde{\theta} Z(t)\|_H \leq \varepsilon \right) > 0.
\end{equation}

Proof. Since $\{z_k(t)\}_{k \geq 0}$ are independent sequence, we have
\begin{equation}
P\left( \sup_{0 \leq t \leq T} \|A^\tilde{\theta} Z(t)\|_H \leq \varepsilon \right) = P\left( \sup_{0 \leq t \leq T} \sum_{k \geq 1} \gamma_{k}^{2\tilde{\theta}} |z_k(t)|^2 \leq \varepsilon^2 / 2 \right) \geq I_1 I_2
\end{equation}
where
\begin{align*}
I_1 &:= P\left( \sup_{0 \leq t \leq T} \sum_{k \geq N} \gamma_k^{2\tilde{\theta}} |z_k(t)|^2 \leq \varepsilon^2 / 2 \right), \\
I_2 &:= P\left( \sup_{0 \leq t \leq T} \sum_{k \leq N} \gamma_k^{2\tilde{\theta}} |z_k(t)|^2 \leq \varepsilon^2 / 2 \right),
\end{align*}
with \( N \in \mathbb{N} \) being some fixed large number. By the spectral property of \( A \), we have

\[
I_1 \geq \mathbb{P} \left( \sup_{0 \leq t \leq T} \sum_{k>N} \gamma_k^{2\theta} |z_k(t)|^2 \leq \varepsilon^2/2 \right)
\]

\[
\geq \mathbb{P} \left( \sup_{0 \leq t \leq T} \| A^\theta Z(t) \|_H^2 \leq \gamma_N^{2(\theta-\delta)} \varepsilon^2/2 \right)
\]

\[
= 1 - \mathbb{P} \left( \sup_{0 \leq t \leq T} \| A^\theta Z(t) \|_H^2 > \gamma_N^{p(\theta-\delta)} \varepsilon^p/2^{p/2} \right)
\]

This, together with Theorem 2.1 and Chebyshev inequality, implies

\[
I_1 \geq 1 - C \gamma_N^{-(\theta-\delta)p} \varepsilon^{-p},
\]

where \( p \in (1, \alpha) \) and \( C \) depends on \( p, \alpha, \beta, T \). As \( \gamma_N \) is sufficient large,

\[
I_1 > 0.
\]

To finish the proof, it suffices to show that

(2.10) \( I_2 > 0 \).

Define \( A_k := \{ \sup_{0 \leq t \leq T} |z_k(t)| \leq \varepsilon/(\sqrt{2N} \gamma_k^{\delta}) \} \), it is easy to have

(2.11) \[ I_2 \geq \mathbb{P} \left( \bigcap_{|k| \leq N} A_k \right) = \prod_{|k| \leq N} \mathbb{P}(A_k). \]

Recalling (1.8), we have

\[
z_k(t) = \beta_k l_k(t) - \int_0^t \gamma_k e^{-\gamma_k(t-s)} \beta_k l_k(s) ds.
\]

Furthermore, it follows from a straightforward calculation that

\[
\sup_{0 \leq t \leq T} | \int_0^t \gamma_k e^{-\gamma_k(t-s)} \beta_k l_k(s) ds | \leq |\beta_k| \sup_{0 \leq t \leq T} |l_k(t)| \quad k \geq 1.
\]

Therefore,

\[
\mathbb{P}(A_k) \geq \mathbb{P} \left( \sup_{0 \leq t \leq T} |l_k(t)| \leq \frac{\varepsilon}{2|\beta_k| \sqrt{2N} \gamma_k^{\delta}} \right)
\]

By [3, Proposition 3, Chapter VIII], there exist some \( c, C > 0 \) only depending on \( \alpha \) so that

\[
\mathbb{P} \left( \sup_{0 \leq t \leq T} |l(t)| \leq 1 \right) \geq Ce^{-ct}.
\]


This, together with the scaling property of stable process, implies
\[(2.12) \quad \mathbb{P}(A_k) > 0 \quad |k| \leq N,\]
which, combining with (2.11), immediately implies (2.10). \(\square\)

3. SOME FURTHER APPLICATIONS

In this section, let us give other three applications of (1.5). The results in Applications 3 and 5 are known, it seems that we give new and more illustrative proofs by our simple technique. The result in Application 4 is also new and from [9].

3.1. Application 3. The third application is to determine the trajectory property of \((Z(t))_{t \geq 0}\). The theorem implies the results in [12].

For a stochastic process \((X_t)_{t \geq 0}\) valued in some Banach space, it is said to be Càdlàg if it has left limit and is right continuous almost surely.

**Lemma 3.1.** Let \(\theta \in \mathbb{R}\) and let the following assumption hold:
\[
\sum_{k \geq 1} |\beta_k|^\alpha \gamma_k < \infty.
\]
Then, \((Y(t))_{t \geq 0}\) is continuous in \(\mathcal{D}(A^\theta)\) a.s..

**Proof.** It is easy to check that under the condition in the lemma, \(Z_t\) and \(L_t\) are both in \(\mathcal{D}(A^\theta)\) for all \(t \geq 0\). Thanks to (1.5), \(Y(t) \in \mathcal{D}(A^\theta)\) for all \(t \geq 0\). We only prove the lemma for the case of \(\theta = 0\) since the other cases are by the same arguments.

By [13, Theorem 4.13], for all \(T > 0\), \(L_t\) uniformly converges in \(H\) on \([0, T]\) a.s.. This, together with [12 Lemma 3.1], implies that \(L_t\) has a Càdlàg version on \([0, T]\). Since \(T > 0\) is arbitrary, \((L_t)_{t \geq 0}\) has a Càdlàg version. By [13, Theorem 9.3], \((Z(t))_{t \geq 0}\) has a Càdlàg modification. Hence, \((Y(t))_{t \geq 0}\) also has a Càdlàg version.

Write \(Y(t) = \sum_{k=1}^{\infty} y_k(t)e_k\) with
\[
y_k(t) := \int_0^t \gamma_k e^{-\gamma_k(t-s)} \beta_k l_k(s) ds,
\]
\(n \in \mathbb{N}\).
Since \((Y(t))_{0 \leq t \leq T}\) also has a Càdlàg version for all \(T > 0\), by [12, Lemma 3.1], we get
\[
\lim_{n \to \infty} \sup_{0 \leq t \leq T} \|Y^n(t)\|_H^2 = 0 \quad \text{with probability 1}.
\]
On the other hand, \((Y_n(t))_{t \geq 0}\) is continuous for all \(n \geq 0\). By [12, Lemma 3.1] again, \((Y(t))_{t \geq 0}\) is continuous on \(H\). Since \(T > 0\) is arbitrary, \((Y(t))_{t \geq 0}\) is continuous on \(H\).

**Theorem 3.2.** Under the same condition as in Lemma 3.1, \((Z(t))_{t \geq 0}\) has a Càdlàg version in \(D(A^\theta)\) iff \((L_t)_{t \geq 0}\) has a Càdlàg version in \(D(A^\theta)\).

**Proof.** Using the integration by formula (1.5), we have
\[
Z(t) = L_t - Y(t).
\]
Since \((Y(t))_{t \geq 0}\) is continuous in \(D(A^\theta)\), \((Z(t))_{t \geq 0}\) has a Càdlàg version iff \((L_t)_{t \geq 0}\) has a Càdlàg version.

**Remark 3.3.** Using above theorem, we can easily recover the results in [12], but our proof seems much more illustrative.

### 3.2. **Application 4.**

The fourth application of Theorem 2.1 is to determine the trajectory property of stochastic Burgers equations:

\[
(3.1) \quad dX(t) - \nu \partial^2_\xi X(t) dt + X(t) \partial_\xi X(t) dt = dL_t, \quad X(0) = x.
\]

Let \(T = \mathbb{R}/(2\pi\mathbb{Z})\) be equipped with the usual Riemannian metric, and let \(d\xi\) denote the Lebesgue measure on \(T\). Then
\[
H := \left\{ x \in L^2(T, \mathbb{R}) : \int_T x(\xi) d\xi = 0 \right\}
\]
is a separable real Hilbert space with inner product and norm
\[
\langle x, y \rangle_H := \int_T x(\xi)y(\xi) d\xi, \quad \|x\|_H := \langle x, x \rangle_H^{1/2}.
\]

For \(x \in C^2(T)\), the Laplacian operator \(\Delta\) is given by \(\Delta x = x''\). Let \((A, D(A))\) be the closure of \((-\Delta, C^2(T) \cap H)\) in \(H\), which is a positively definite self-adjoint operator on \(H\). Denote \(Z_* := \mathbb{Z} \setminus \{0\}\). \(\{e_k\}_{k \in Z_*}\), with \(e_k = \frac{1}{\sqrt{2\pi}} e^{ik\xi}\) an orthonormal basis of \(H\). It is easy to see that
\[
Ae_k = |k|^2 e_k.
\]

Assume that \(L_t = \sum_{k \in \mathbb{Z}_*} \beta_k l_k(t)\) is the cylindrical \(\alpha\)-stable processes on \(H\) with \(\{l_k(t)\}_{k \in \mathbb{Z}_*}\) being i.i.d. standard 1 dimensional \(\alpha\)-stable process sequence. Moreover, there are some constants \(C_1, C_2 > 0\) so that \(C_1 |k|^{-1/2} \leq |\beta_k| \leq C_2 |k|^{-1/2}\) with
Under the above setting, Theorems 2.1 and 2.2 reads as the following two theorems respectively:

**Theorem 3.4.** Let $\alpha > 1$, $0 < \theta < \beta - \frac{1}{2\alpha}$ and $T > 0$ be all arbitrary. For all $0 < p < \alpha$ and $\tilde{\theta} \in [0, \theta)$, we have

$$
\mathbb{E} \sup_{0 \leq t \leq T} \|A^{\tilde{\theta}} Z(t)\|_H^p < C
$$

where $C$ depends on $\alpha, \theta, p, T$.

**Theorem 3.5.** Under the same conditions as in Theorem 3.4. For all $T > 0$, $\tilde{\theta} \in [0, \theta)$ and $\varepsilon > 0$, we have

$$
\mathbb{P}(\sup_{0 \leq t \leq T} \|A^{\tilde{\theta}} Z(t)\|_H \leq \varepsilon) > 0.
$$

The following result is from [9, Theorem 2.1], Theorem 3.4 plays a crucial role in its proof ([9, Section 4]).

**Theorem 3.6.** For all $x \in H$, Eq. (3.1) admits a unique mild solution with Cadlag trajectory.

### 3.3. Application 5

Let us use the integration by parts technique to study the stochastic convolution of Wiener noises. Let $Q$ be Hilbert-Schmidt in $H$, i.e., $Q$ is a linear operator such that

$$
\|Q\|^2_{HS} := \sum_{k \geq 1} \|Qe_k\|^2_H < \infty.
$$

**Theorem 3.7.** Let $(W_t)_{t \geq 0}$ be a cylindrical white Wiener noise in $H$, i.e., $W_t$ can be formally written as $W_t = \sum_{k \geq 1} w_k(t)e_k$ ([6, pp 48]) with $\{w_k(t)\}_{k \geq 1}$ being a sequence of i.i.d. 1d Brownian motions. Let $(Z_W(t))_{t \geq 0}$ be the stochastic convolution defined by

$$
Z_W(t) = \int_0^t e^{-A(t-s)} QdW_s.
$$

If we further assume that there exists an (arbitrary small) $\theta > 0$ so that $\|A^{\theta} Q\|_{HS} < \infty$, then the following statements hold:

1. For all $\tilde{\theta} \in [0, \theta)$, $T > 0$ and $p > 0$, we have

$$
\mathbb{E} \sup_{0 \leq t \leq T} \|A^{\tilde{\theta}} Z_W(t)\|_H^p \leq CT^{3p/2} \vee T^{(1/2 + \theta - \tilde{\theta})p} \vee T^{p/2},
$$

where $C$ depends on $\tilde{\theta}$ and $p$.

2. $(Z_W(t))_{t \geq 0}$ is continuous in $\mathcal{D}(A^{\tilde{\theta}})$ with $\tilde{\theta} \in [0, \theta)$. 


Proof. Applying Itô formula \((14)\) to \(e^{-A(t-s)}QW_s\), we get
\[
Z_W(t) = QW_t - \int_0^t Ae^{-A(t-s)}QW_s ds.
\]
This immediately implies (2).

Now let us show (1). Since the case of \(0 < p < 2\) immediately follows from Hölder inequality and the case of \(p \geq 2\), we only need to show the inequality for the case \(p \geq 2\). Since \(A^\theta Q\) is Hilbert-Schmidt, by Doob’s martingale inequality, we have
\[
E \sup_{0 \leq t \leq T} \|A^\theta QW_t\|_H^p \leq \left(\frac{p}{p-1}\right)^p E \|A^\theta QW_T\|_H^p \leq CT^{p/2},
\]
where \(C\) depends on \(p\) and \(\|A^\theta Q\|_{HS}\), and the last inequality is by Fernique theorem for Gaussian measure \((10)\).

Denote
\[
I := \int_0^t Ae^{-A(t-s)}QW_s ds,
\]
Observe
\[
\|A^\theta I\|_H \leq \int_0^t \|A^{1-(\theta-\tilde{\theta})}e^{-A(t-s)}\| \sup_{0 \leq s \leq T} \|A^\theta QW_s\| ds.
\]
This, together with \((2.6)\) and Doob’s inequality, implies
\[
E \sup_{0 \leq t \leq T} \|A^\theta I\|_H^p \leq E \sup_{0 \leq t \leq T} \|A^\theta QW_t\|_H^p \sup_{0 \leq s \leq T} \int_0^t (t-s)^{-1+(\theta-\tilde{\theta})} \vee 1 ds \bigg|^p \leq CT^{3p/2} \vee T^{(1/2+\theta-\tilde{\theta})p}
\]
where \(C\) depends on \(p\) and \(\|A^\theta Q\|_{HS}\).

Combining the two estimates, we immediately get the desired inequality in (1).

\[ \square \]
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