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Abstract—Instead of treating inventory items as static resources, future intelligent warehouses will transcend containers to Cyber Physical Systems (CPS) that actively and autonomously participate in the optimization of the logistical processes. Consequently, new challenges that are system-immanent for the massive Internet of Things (IoT) context, such as channel access in a shared communication medium, have to be addressed. In this paper, we present a multi-methodological system model that brings together testbed experiments for measuring real hardware properties and simulative evaluations for large-scale considerations. As an example case study, we will particularly focus on parametrization of the 802.15.4-based radio communication system, which has to be energy-efficient due to scarce amount of harvested energy, but avoid latencies for the maintenance of scalability of the overlaying warehouse system. The results show, that a modification of the initial backoff time can lead to both, energy and time savings in the order of 50% compared to the standard.

I. INTRODUCTION AND RELATED WORK

This paper will contribute to system design and system optimization of IoT-based warehouses and materials handling systems, which embraces a physical testbed PhyNetLab [1] into a simulative design space exploration. The research is part of the project A4 "Resource efficient and distributed platforms for integrative data analysis" in the collaborative research center SFB 876 "Providing information by resource-constrained data analysis", which is sponsored by Deutsche Forschungsgemeinschaft (DFG).

A promising application field for distributed connected platforms are future logistics processes, which waive any central controlling units like inventory management. Instead, such warehouses will be composed of numerous communicating Cyber Physical Systems (CPS), e.g., robots or smart containers with knowledge of their tasks or contained goods and which independently and autonomously reconcile each other to perform their duties. A real-life system testbed for such autonomous materials handling and warehousing is PhyNetLab (cf. Fig. 1), which consists of a large number of containers, each attached with an embedded system platform – the PhyNode [2]. The main components of the PhyNode are a small microcontroller, a photovoltaic cell, a rechargeable battery, and a low-energy transceiver which operates in the 868 MHz Short Range Devices (SRD) band. The testbed enables researchers to address manifold challenges in fields of materials handling, system-, software-, and hardware design, energy management and efficient communication, and evaluate these approaches on a physical large-scale system. Conversely, knowledge from trail runs and actual hardware behavior like sensor data, communication statistics, and energy consumption, is feed back into simulations to refine the system models an increase the simulation accuracy.

In this paper we will present a system-in-the-loop simulation model for a typical logistics use case, which incorporates actual hardware characteristics of the PhyNetLab testbed and analyze the scalability and energy-efficiency of the wireless communication system.

A. Challenges

The overlaying challenge of IoT-based systems like PhyNetLab is an efficient management the available resources, e.g., memory, energy, or radio resources, which are typically very scarce on embedded systems. Since the components of such systems are mobile and not connected to any power grid, the energy management becomes one of the most important design parameters, which in turn constraints the activity of other system components. Although a limited number of mobile robots might autonomously seek for a charging station in case of a low battery state, a recharge-management for thousands of smart containers might render the system unaffordable. As an alternative such containers might harvest the required energy from the environment, such as light. However, the amount of harvested energy in a dimly lit warehouse still requires an
extremely efficient and astute system platform. One of the largest energy consumers in such distributed platforms is the communication module, which is typically a radio transceiver.

Our recent empirical study [3] points out a quickly and significantly increasing power draw for the standardized assessment of a clear radio channel, if the number of concurrently accessing participants is raised beyond a few dozen nodes due to congestions. From this result arises the demand for an optimized radio channel access scheme, which is scalable in the order of hundreds or thousands of nodes without overtaxing their power sources. Therefore, we feed back this knowledge into a simulation model of the physical testbed to optimize the channel access for the logistics applications.

B. Related Work

The PhyNetLab [1] and its underlying platform, the PhyNode [2], have been addressed in numerous research works covering, e.g., the performance availability [4] or the availability of harvested energy from the included photovoltaic cells [5]. In [6] the authors propose energy models for the PhyNode components, which are based on Priced Timed Automata (PTA) and can be used for both use cases, offline energy estimations in simulations, and online energy accounting due to a lightweight integration into the proposed operating system.

Other indoor testbeds for large-scale sensor networks, though not focusing on logistics, are FIT/IoT-Lab [7] and WISEBED [8]. Both networks are public and remotely accessible and provide Software Development Kits (SDKs) to the subscriber. They also include simulation frameworks for offline testing before deploying firmware into the physical network. However, the nodes in these testbeds have static positions (with the exception of FIT/IoT-Lab recently introducing a hand full of mobile robots), which disqualifies their usage for logistic processes.

A long-term scalability analysis of an outdoor sensor network of 330 nodes is addressed in the GreenOrbs project [9]. Here, the authors identified higher link loss rates on nodes which are in proximity to high traffic paths in the network. They suggest, that the Carrier Sense Multiple Access / Collision Avoidance (CSMA/CA) algorithm might not properly detect concurrently transmitting packets and point out the importance of considering the scalability of the radio access scheme during system design.

Collisions on the radio channel reflect a waste of scarce energy, because, in the worst case, none of the colliding messages might be decoded by the receiver and have to be retransmitted. Moreover, this also wastes radio channel resources and computational effort to repeat transmissions. A general survey on energy efficiency in wireless sensor networks is given in [10]. Finally, this motivates us to analyze and optimize the concurrent channel access and reduce packet collisions to a minimum.

The structure of this paper is as follows. In Sec. II we describe the addressed system-scenario and define problem statement in terms of system-specific key performance indicators. Furthermore, we describe in Sec. III the system-in-the-loop architecture at system-level and contrast the simulated model with the PhyNode hardware. After introducing the power consumption model we present the setup for the simulative performance evaluation of the channel access. In Sec. IV we discuss results of a case study and conclude the paper in Sec. V.

II. SCENARIO AND PERFORMANCE INDICATORS

The System-scenario addresses a large-scale future warehouse, reflected by the PhyNetLab testbed, which stores various products in containers of arbitrary size. While a container is bound to a specific product, products are not limited to one container, but rather are distributed over multiple containers in the warehouse. Each container has an attached PhyNode, with knowledge of the comprised product and the contained quantity. An exemplary overview of such a warehouse deployment is shown in Fig. 2.

The PhyNodes communicate over a radio interface in the SRD band at 868 MHz and are logically attached to the nearest Access Point (AP) in terms of signal strength. The APs are equally distributed in the warehouse and serve as relay stations to the PhyNodes. They collect messages from the PhyNodes and forward them over a local Long Term Evolution (LTE) network and vice versa. This hierarchical network architecture lowers the required transmission power for the PhyNodes and allows a reuse of radio channels in the style of cellular networks. Although APs are battery-powered and occasionally have to be recharged or replaced by robots, they are not scope of this paper. Neighboring APs use different radio channels for communication with the attached PhyNodes to avoid interference. Therefore, it is sufficient to model a single cell covered by one AP to encounter all influencing factors to the behavior and energy consumption of the resource-constrained PhyNodes.

According to this system-scenario, and from the communication’s point of view, the most challenging use case of smart warehousing without central stock list, is querying for requested goods. In such case, incoming orders for goods are broadcast into the warehouse in anticipation of sufficient replies to fulfill the order (cf. Fig. 2). The inquirer then selects a subset of replied containers and requests robots to reload the products from the warehouse. Since goods might be distributed over a high number of smart containers, the synchronous replies to such queries challenge the radio
channel access in the most intense manner. Without an efficient access procedure, almost all replies to a query would collide on the medium due to similar processing and reply time.

In this paper we focus on the IEEE 802.15.4 CSMA/CA access scheme [11]: Each pending transmission is held back by the transceiver for \( b \in \mathbb{N}_0 \) Unit Backoff Periods (UBPs). The parameter \( b \) is randomly chosen in the interval \([0, \ldots, 2^{BE} - 1]\) with the backoff exponent \( BE \) having the initial value \( BE_0 = 3 \) in the first attempt. If the following Clear Channel Assessment (CCA) fails due to an occupied channel, \( BE \) is incremented by one (with a maximum value of 8) and the backoff procedure is repeated. Otherwise the transmitter sends its packet and resets \( BE \) to its initial value for the next transmission. One UBP corresponds to 20 symbol periods and equals to 1 ms in our setup (cf. Tab. I) due to a symbol rate of 20 kSymbols/s and 2-GFSK modulation. Since multiple nodes may still chose equal \( b \), this channel access scheme inherits a probability for packet collisions as well as a latency caused by repeatedly failing CCA. Therefore, we define the following performance indicators to quantify the schemes’ efficiency.

A. System-Specific Key Performance Indicators

According to the defined warehousing scenario, we specify of the following performance indicators to quantify the efficiency and scalability of the channel access scheme:

**Query Response Ratio (QRR):** As a consequence of scattering equal products among numerous containers, queries will be replied by multiple containers simultaneously. Due to a residual probability for collisions from the CSMA/CA scheme, only a subset of reply messages will be received by the inquirer. For each query the ratio of collision-free replies in relation to the total number of replying nodes \( N \) is defined as \( \text{QRR}(N,BE_0) \in [0, 1] \). The QRR shall be maximized during system design, because colliding messages reflect a waste of energy and radio resources. Since a query might be satisfied by a subset of reply messages, we define \( \text{QRR}_{\text{min}} \) as the minimum required QRR to ensure proper functionality of the warehouse system.

**Query Response Time (QRT):** The passed time between sending a product poll into the network and receiving a latency caused by repeatedly failing CCA. Therefore, we define \( \text{QRR}_{\text{min}} \) as the minimum required QRR to ensure proper functionality of the warehouse system.

\[
R_u = \bigcup_k R_k
\]

of the previous reply-message sets \( R_k \), with \( k \) representing the repetition, and checks it against the terminating condition. In these cases QRT reflects the time interval between sending the first query and finally reaching the terminating condition

\[
\frac{|R_u|}{N} \geq \text{QRR}_{\text{min}}.
\]

Therefore, QRT reflects the performance of the warehouse system in terms of possible queries per time interval.

**Energy Consumption per Device:** Each query incurs an energy consumption \( E(N,BE_0) \) in each PhyNode for reception, CCA, and transmission of the reply message. In case of repetitive queries to satisfy \( \text{QRR}_{\text{min}} \), we later sum up the energy consumption of distinct attempts to compare the overall efficiency of different channel access configurations. Note that even in the case of early satisfying \( \text{QRR}_{\text{min}} \) we continue the energy accounting until all nodes finish their transmission, because the energy consumption incurred by those “late” messages still is a consequence of the initial query. Further parameters, e.g., transmission power, packet length, and data rate, are kept constant through the experiments, since their optimization is not in the scope of this paper.

III. SIMULATION-BASED SYSTEM MODEL AND SYSTEM ARCHITECTURE

Motivated by the overlaying challenge of determining the best parametrization of the proposed Internet of Things (IoT)-based warehouse, a multi-methodical approach is used that brings together testbed experiments and simulative evaluations (cf. Fig. 3). While the real-world system provides the application models and the ability to measure the actual properties of the individual hardware components, it cannot be effectively used for parameter studies and large scale evaluations due to the high configuration effort. Instead, those analyses are performed with an OMNeT++-based [12] simulation model. Afterwards, the best parameters are applied into the system software of PhyNetLab and evaluated in trial runs.

OMNeT++ is an Open Source and well-established simulation framework in the communication networks domain. Due to its modular approach, it has been extended by many extension frameworks focusing on specific communication technologies. For the simulative evaluation performed in this paper, the IEEE 802.15.4 model of [13] has been used with the focus on an analysis of the radio channel assessment and its impact on the QRR and the energy consumption of the system components. We modeled the warehouse system including a set of PhyNodes together with an AP working as a relay station. Due to the cellular structure of the network (cf.

![Fig. 3. System architecture for multi-methodical parameter optimization consisting of a real-world, IoT-based warehouse testbed and a simulation model for the radio communication based on OMNeT++ network simulator.](image-url)
Sec. II), it is sufficient to simulate a single cell, as neighboring cells use different radio channels for communication with their AP and do not interfere with each other.

The simulation model is composed from numerous units, each reflecting parts of the physical system. Fig. 4 shows a detailed comparison of the simulation architecture and the PhyNode hardware.

Starting from the bottom, the physical radio medium is modeled by the unit ChannelControl.ned. It models the signal propagation in terms of path loss, delay and interference due to concurrent medium access. Instances of the radio-interface model Radio.ned can subscribe to the channel controller and compute an individual Signal to Interference and Noise Ratio (SINR) estimate for each delivered packet. Based on the receiver’s sensitivity and a minimum SINR threshold for a correct reception of a packet, the radio model can mark the received packet as correct or corrupted before passing it to the next layer of abstraction.

While each activity of the physical radio interface (CC1200) dissipates a certain amount of energy from the battery, a power consumption model (cf. next section) keeps track of this dissipation in the simulation, by following state transitions of the radio model.

The remaining layers of the physical system are located in the system software of the PhyNode and are executed by the Micro Controller Unit (MCU). In contrast, the simulation’s radio model also includes functionalities of the radio driver, e.g., configuration of transmission power, CCA requests and event handling of incoming transmissions. The actual driver interface is provided by PHY.ned.

Address management and the implementation of the CSMA/CA algorithm are part of the Media Access Control (MAC)-layer. It includes the configurable initial backoff exponent $B_{E0}$, which is a design parameter of the case study in this paper.

The top-layer application provides functionalities of the overlaying logistics process. Since we target an analysis of the channel access procedure, the application currently covers only answering to product queries, which challenges the access scheme in the most intensive manner. It will be extended to the full logistics process in future work.

The source code of the simulation model is public available [14] and can be executed on any general purpose computer.

A. Measurements

To feed the simulation model with power consumption values under realistic conditions, we performed measurements of the physical hardware, especially of the radio transceiver. Since the addressed scenario does not require any sensor data or complex computations, we neglect the power consumption of any peripherals and the low power microcontroller in this scenario. In Fig. 5, we show an exemplary measurement trace of the transceiver’s power consumption. We set up a subset of PhyNodes to reply for product queries simultaneously, according to the IEEE 802.15.4 CSMA/CA procedure. In the trace, distinct CCA-attempts appear as short peaks, where the transceiver probes the radio channel for a short interval after each backoff time. Due to a high concurrency on the radio channel, the CCA repeatedly fails nine times. During the highest peak in the trace, the transceiver finally sends its buffered message over the channel. Subsequently, the devices enters the listen mode, and sniffs the radio channel at a high rate to detect other packets on the channel, e.g., new queries.

Based on the traced behavior, the transceiver is modeled as state machine and includes four states BACKOFF, LISTEN, receive (RX), and transmit (TX), as shown Fig. 6. Each state is annotated by an average power consumption $P_i$, where $i \in \{\text{BACKOFF, LISTEN, RX, TX}\}$, which is obtained from previously described measurements. Although these measurements cover only one specific transceiver, the method is generally applicable on arbitrary devices as well [6].

B. Setup for the Simulative Performance Evaluation

Based on the proposed model, we performed a case study and set up simulations of up to 410 communicating containers, which are logically attached to one AP located in the center of the arrangement. The setup represents one cell of the entire warehouse. Since neighboring cells do not interfere with each other, the results can be generalized to the full warehouse deployment. The containers are organized in storage racks (cf.
Fig. 2) with laterally attached PhyNodes facing the corridor between the shelves.

A single simulation run is initialized by placing $N$ nodes into random locations in the available racks. The nodes represent containers with products of the same kind, hence all nodes will reply to the product query simultaneously. Since nodes with other products do not reply, they are not included explicitly into the setup. After initializing the positions, the AP—representing the inquirer—broadcasts a product query into the network. If he receives at least $\lceil N \cdot QRR_{\text{min}} \rceil$ different replies, the run terminates after the last node transmits its reply. Otherwise, the AP repeats its query until sufficient different replies reach the AP. After each run, we store the individual energy consumption of the nodes, as well as the QRR and QRT into logs.

For a scalability analysis of the CSMA/CA algorithm and its impact on the energy consumption in a large-scale deployment, we subsequently increased $N$ from 10 to 410 nodes and repeated each configuration 20 times. We modified the initial backoff exponent $BE_0$ in the range of 3, 6 and 8, and repeated the simulations for these configurations as well.

Finally, we performed all configurations with $QRR_{\text{min}}$ set to 80% and 20% in order to evaluate the impact of the product distribution in the warehouse to the QRR and energy consumption. An overview of the remaining system parameters, which remained constant, is given in Tab. I.

IV. RESULTS OF CASE STUDY

In this section we present and discuss the results of a first case study, which is accomplished by the proposed system and which we configured as described in the previous section. The results of the average energy consumption per node in Fig. 7 show a continuous increase of energy consumption for growing numbers of concurrently replying nodes. However, the system configuration in terms of initial backoff exponent $BE_0$ and required $QRR_{\text{min}}$, clearly affects the dissipation of energy in the network. The most upper three curves represent a warehouse deployment with high demands on the reply ratio $QRR_{\text{min}} = 80\%$, which is required if product queries generally demand for a high ratio of the stored goods (of the same kind). In such scenario, setting the initial CSMA/CA backoff exponent $BE_0$ from its default value of 3 to the maximum of 8, leads to energy savings of 49% for the case of 410 nodes. In case of 150 nodes, this still leads to savings of 44%, although the benefits of an increased backoff shrink for smaller deployments. While the reader might expect a larger backoff exponent to increase the Query Response Time (QRT), this is generally not the case as Fig. 7 (right) confirms. Instead, a short backoff exponent leads to a high amount of collisions on the radio channel, hence forcing the inquirer to repeat his query multiple times until finally satisfying $QRR_{\text{min}}$. A larger backoff reduces the amount of collisions and consequently reduces QRT. In the addressed configuration the QRT shortens by 56% at 410 replying nodes, and even 63% at 150 nodes. Therefore, warehouse deployments with high demand on QRR, quickly benefit significantly from the largest backoff configuration, and save both energy and time.

In systems with low demands on QRR, e.g., $QRR_{\text{min}} = 20\%$, the impact of $BE_0$ slightly differs from the previous configuration as shown in the lowest three curves in both figures: For high numbers of concurrently replying nodes, $BE_0 = 3$ still incurs the highest energy dissipation in the given setup. However, it undershoots the energy consumption of larger backoff configurations for smaller deployments below 200 nodes. Due to the repeat timeout $T_{\text{wait}}$, QRT for $BE_0 = 3$ still produces the highest delays in this setup.

Comparing the results for $BE_0 = 6$ and 8, we receive overlapping results for QRT, but a slightly lower energy consumption for $BE_0 = 6$. This difference is issued by different degrees of over-satisfying the query in the first and only attempt. The largest $BE_0$ configuration leads to less collisions on the medium and incurs additional packet receptions in those nodes, who early transmitted their own reply message. Although these messages are withdrawn after address check in the MAC layer, they still lead to a slightly increased energy consumption due to transitions in $RX$ state.

Finally the results reveal the limitations of the default 802.15.4 radio channel access scheme for energy-constrained large-scale deployments in case of synchronized replies to

| Parameter Value |
|-----------------|
| $QRR_{\text{min}}$ | 0.8, 0.2 |
| $BE_0$ | 3, 6, 8 |
| $T_{\text{wait}}$ | 1 s |
| $QRT$ | 63 % at 150 nodes |
| $BE_0 = 3$ | still produces the highest delays in this setup. |
| $BE_0 = 6$ and 8 | receive overlapping results for QRT, but a slightly lower energy consumption for $BE_0 = 6$. |
| $BE_0 = 6$ and 8 | This difference is issued by different degrees of over-satisfying the query in the first and only attempt. The largest $BE_0$ configuration leads to less collisions on the medium and incurs additional packet receptions in those nodes, who early transmitted their own reply message. Although these messages are withdrawn after address check in the MAC layer, they still lead to a slightly increased energy consumption due to transitions in $RX$ state. |
| $BE_0 = 3$ | $QRT$ for $BE_0 = 3$ still produces the highest delays in this setup. |

1Representing the covered cell by a single AP. The actual warehouse consists of numerous neighboring cells.
broadcast messages. However, the results also show possible solutions by modifying the CSMA/CA configuration and setting the initial backoff exponent to a value, which leads to the lowest energy consumption and/or the shortest query reply time for a given warehouse configuration.

V. CONCLUSION AND FUTURE WORK

In this paper we have presented a system-in-the-loop simulation model of PhyNetLab, a large-scale IoT-based warehouse system. With the objective on energy-efficient communication, we focused on the channel access procedure and analyzed the performance in the highly competitive use case of querying for distinct products in the warehouse.

We showed, that the default 802.15.4 CSMA/CA procedure leads to high amounts of collisions on the radio channel which incur a long query delay and a high energy consumption in the replying nodes. However by adapting the initial backoff exponent of the CSMA/CA algorithm, we showed that the energy dissipation is reduced in the order of 50 % for large-scale deployments, in which 410 nodes simultaneously reply to queries for a single product. Additionally, this approach also reduces the Query Response Time (QRT) in the same order of magnitude, since queries are fulfilled by less repetitions.

In future work we will merge our system with a simulation model of the actual logistics processes, which will introduce mobility and inter-cell dynamics, e.g., handover between cells. Furthermore, we include multi-channel approaches like frequency division multiplex (FDD) and evaluate their suitability for such systems.
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