Moduli of convexity and smoothness of reflexive subspaces of $L^1$

S. Lajara $^a$, A.J. Pallarés $^b$, S. Troyanski $^{b,*}$

$^a$ Departamento de Matemáticas, Escuela de Ingenieros Industriales, Universidad de Castilla-La Mancha, Campus Universitario, 02071 Albacete, Spain

$^b$ Departamento de Matemáticas, Universidad de Murcia, Campus de Espinardo, 30100 Murcia, Spain

Received 20 April 2011; accepted 29 July 2011
Available online 12 August 2011
Communicated by K. Ball

Abstract

We show that for any probability measure $\mu$ there exists an equivalent norm on the space $L^1(\mu)$ whose restriction to each reflexive subspace is uniformly smooth and uniformly convex, with modulus of convexity of power type 2. This renorming provides also an estimate for the corresponding modulus of smoothness of such subspaces.
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1. Introduction and main results

Let $X$ be a real Banach space with norm $\| \cdot \|$ and $S_X = \{ x \in X : \| x \| = 1 \}$ its unit sphere. The moduli of convexity and smoothness of $X$ are the functions defined respectively by the formulas

$$\delta_X(\varepsilon) = \inf \left\{ 1 - \frac{\| x + y \|}{2} : x, y \in S_X, \| x - y \| = \varepsilon \right\}, \quad 0 < \varepsilon \leq 2,$$

$$\delta_X(\varepsilon) = \inf \left\{ 1 - \frac{\| x + y \|}{2} : x, y \in S_X, \| x - y \| = \varepsilon \right\}, \quad 0 < \varepsilon \leq 2,$$
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and

$$\rho_X(\tau) = \sup \left\{ \frac{\|x + \tau y\| + \|x - \tau y\|}{2} - 1 : x, y \in X \right\}, \quad \tau > 0.$$ 

The space $X$ is said to be uniformly convex if $\delta_X(\varepsilon) > 0$ for every $\varepsilon > 0$. If, in addition, $\delta_X(\varepsilon) \geq C\varepsilon^q$, for some constant $C > 0$ and $q \geq 2$, we say that $X$ has modulus of convexity of power type $q$.

The space $X$ is said to be uniformly smooth if \( \lim_{\tau \to 0} \frac{\rho_X(\tau)}{\tau} = 0 \). If there exist constants $C > 0$ and $1 < p \leq 2$ such that $\rho_X(\tau) \leq C\tau^p$, we say that $X$ has modulus of smoothness of power type $p$.

It is well known (see e.g. [11, II, p. 63] or [4, Chapter 9.1]) that for $p > 1$ the canonical norm on $L^p$ is uniformly convex and uniformly smooth. Moreover, if $1 < p \leq 2$ then $L^p$ has modulus of convexity of power type 2 and modulus of smoothness of power type $p$.

In [16], H.P. Rosenthal studies the subspaces of $L^p(\mu)$, for a probability measure $\mu$, and shows that every reflexive subspace $X \subset L^1(\mu)$ embeds in (is linearly homeomorphic to a subspace of) $L^p(\nu)$ for some $p$, $1 < p \leq 2$, and some probability measure $\nu$ such that $d\nu = \phi_X d\mu$ for some positive measurable function $\phi_X$. In particular, $X$ admits an equivalent norm with modulus of convexity of power type 2, and modulus of smoothness of type $p$, for some $1 < p \leq 2$. The renorming in this assertion depends naturally on the specific subspace $X$. In [2,10] it was shown that the class of reflexive subspaces of $L^1(\mu)$ is quite big. For example reflexive subspaces of Orlicz function spaces $L_M([0,1])$ with natural requirements on the Orlicz function $M$ embed in $L^1([0,1])$.

The space $L^1(\mu)$ admits an equivalent norm, namely an Orlicz norm, whose restriction to every reflexive subspace is uniformly convex [3]. An analogous statement for uniform smoothness was proved in [5] using some transfer techniques. Both results provide us a weaker version of Rosenthal’s theorem that every reflexive subspace of $L^1(\mu)$ is superreflexive (i.e. admits equivalent norms that are uniformly convex and/or uniformly smooth). However, these results do not give any information about the asymptotic behavior at 0 of the moduli of convexity and smoothness.

The aim of this note is to construct an equivalent norm on $L^1(\mu)$ whose restriction to every reflexive subspace yields quantitative estimates of the moduli by means of the following indexes defined in terms of the distributions of functions, $F_f(t) = \mu(|f| > t)$, $f \in L^1(\mu)$. Namely, for a subspace $X$ of $L^1(\mu)$ we consider

$$C_X(t) = \inf \{ F_f(t) : f \in X, \|f\|_1 = 1 \}, \quad 0 < t < 1, \quad \text{and} \quad (1)$$

$$G_X(t) = \sup \left\{ \int_{t}^{+\infty} F_f(u) \, du : f \in X, \|f\|_1 = 1 \right\}, \quad t > 0. \quad (2)$$

In the rest of this section we formulate our results leaving the proofs for the next sections. Our main theorem is the following
Theorem 1. Let $\mu$ be a probability measure. Then there exist an equivalent norm $\| \cdot \|$ on $L^1(\mu)$ and positive constants $K_1$ and $K_2$ such that for the moduli of convexity and smoothness of the norm $\| \cdot \|$ in every subspace $X$ of $L^1(\mu)$, the inequalities hold

$$\delta_X(\varepsilon) \geq K_X \varepsilon^2, \quad \text{for } 0 < \varepsilon \leq 2,$$

where $K_X = K_1 \sup_{0 < t < 1} \{t^2 C_X^3(t)\}$, \hspace{1cm} (A)

and

$$\rho_X(\tau) \leq K_2 \tau^2 \int_0^{1/\tau} G_X(t) \, dt, \quad \tau > 0.$$ \hspace{1cm} (B)

Note that the estimate (A) is meaningful only if $C_X(t) > 0$ for some $t > 0$ and in this case it implies that the restriction to $X$ of the new norm is uniformly convex with modulus of convexity of power type 2, and consequently $X$ is superreflexive.

We also observe that the estimate (B) would provide some useful information only if $\lim_{t \to +\infty} G_X(t) = 0$ ($G_X(t)$ is non-increasing). For better understanding of the function $G_X(t)$, note that using Riemann–Stieltjes integrals and integration by parts, we have

$$\int_{\{x > t\}} |f| \, d\mu = -\int_t^\infty x \, df(x) = t F_f(t) + \int_t^{+\infty} F_f(u) \, du \geq \int_t^{+\infty} F_f(u) \, du.$$

Thus, for all $t > 0$,

$$1 \geq \sup_{\{x > t\}} \left\{ \int |f| \, d\mu: f \in X, \|f\|_1 = 1 \right\} \geq G_X(t).$$ \hspace{1cm} (3)

Now it is not difficult to verify that $\lim_{t \to +\infty} G_X(t) = 0$ implies that

$$\lim_{\tau \to 0} \int_0^{1/\tau} G_X(t) \, dt = 0,$$

and then (B) in turn implies that the restriction to $X$ of the norm in the theorem is uniformly smooth, and that $X$ is superreflexive.

For the converse, when $X$ is reflexive, its unit sphere must be a relatively weakly compact subset of $L^1(\mu)$ and after the characterization due to Dunford and Pettis (see e.g. [1, 5.2.9]) must be equi-integrable. Recall that a bounded subset $W \subset L^1(\mu)$ is called equi-integrable (or uniformly integrable) if

$$\lim_{\mu(A) \to 0} \sup_A \{ \int |f| \, d\mu: f \in W \} = 0,$$ \hspace{1cm} (4)
which is equivalent to

$$\lim_{t \to +\infty} \sup \left\{ \int_{|f| > t} |f| \, d\mu : f \in W \right\} = 0.$$  \(5\)

Clearly, from (3) and (5) we can apply (B) as in the above argument to get that $$X$$ is uniformly smooth renormable.

Also from the equi-integrability of the sphere $$S_X$$ we deduce that $$C_X(t) > 0$$ for every $$t \in (0, 1)$$ and we can apply (A) to obtain that $$X$$ is uniformly convexifiable. Indeed, assume the contrary, i.e. there is $$t \in (0, 1)$$ with $$C_X(t) = 0$$, and find a sequence $$f_n \in S_X$$ such that $$F_{f_n}(t) \to 0$$. Now, for $$A_n = \{|f_n| > t\}$$ we have $$\mu(A_n) \to 0$$ and from (4) we get $$\|f_n \chi_{A_n}\|_1 = \int_{A_n} |f_n| \, d\mu < \varepsilon$$ for $$\varepsilon = 1 - t > 0$$ and $$n$$ big enough. Let us denote by $$B_n = \{|f_n| \leq t\}$$ the complement of $$A_n$$, and observe that we get the contradiction:

$$t \geq t \mu(B_n) \geq \|f \chi_{B_n}\|_1 = 1 - \|f \chi_{A_n}\|_1 > 1 - \varepsilon = t.$$

After these remarks, we are ready to set the following characterization

**Corollary 2.** Let $$\mu$$ be a probability measure. For a closed subspace $$X \subset L^1(\mu)$$, the following are equivalent

(i) $$X$$ is superreflexive;
(ii) $$X$$ is reflexive;
(iii) $$C_X(t) > 0$$ for some $$t \in (0, 1)$$;
(iv) $$\lim_{t \to +\infty} G_X(t) = 0$$.

When we have good estimates for $$G_X(t)$$, we can apply (B) of Theorem 1 in order to approach the power type for the modulus of smoothness.

For a first example, a direct application of the theorem gives us

**Corollary 3.** Let $$X \subset L^1(\mu)$$ be a closed subspace such that $$G_X(t)$$ is integrable in $$[0, +\infty)$$. Then

$$\rho_X(\tau) \leq K \tau^2,$$

where $$K = K_2 \int_0^{+\infty} G_X(t) \, dt < +\infty$$. In this case, $$X$$ with the norm from Theorem 1 has power type 2 for both moduli of convexity and smoothness.

For instance, if $$R$$ is the space generated by the Rademacher functions in $$L^1([0, 1])$$, there is a well known upper bound for its distribution function (see, for example, [14]). Using this estimate and the Khintchine inequality we get

$$G_R(t) = \sup \left\{ \int_0^{+\infty} F_g(x) \, dx : g \in R, \|g\|_1 = 1 \right\} \leq \int_t^{+\infty} e^{-\frac{1}{2} x^2} \, dx \leq c_2 e^{-\frac{1}{2} t^2}.$$
for some constants $c_1$ and $c_2$. Thus, $G_R(t)$ is integrable and $R$ is 2-uniformly smooth and 2-uniformly convex.

For another applications, observe that working with the representation as Riemann–Stieltjes integrals it is not difficult to prove that when $X$ is in $L^p(\mu) \subset L^1(\mu)$, $p > 1$, and the norms $\| \cdot \|_p$ and $\| \cdot \|_1$ are equivalent on $X$, then

$$t^{p-1}G_X(t) \leq \frac{1}{p} \sup_{\|g\|_1 = 1} \left\{ \int_{\|g\| > t} |g|^p d\mu : g \in X, \right\},$$

and $G_X(t) = o(1/t^{p-1})$.

Let us assume that $G_X(t) = O(1/t^{p-1})$. In this case, for $p > 2$, $G_X(t)$ is integrable on $[0, +\infty)$ and then the modulus of smoothness is of type 2. For the case $1 < p < 2$ it is easy to prove that $\int_0^1 G_X(t) \leq c + k \tau^{p-2}$ for some constants $c$ and $k$, and bringing this inequality to (B) in Theorem 1 we obtain the power type $p$ for the modulus of smoothness. Finally, the case $p = 2$ is similar to the above, but now taking primitives we obtain that $\int_0^1 G_X(t) \leq k |\log \tau|$ for some constant $k$. Thus

**Corollary 4.** Let $\mu$ be a probability measure and $X \subset L^1(\mu)$ be a subspace such that $G_X(t) = O(1/t^{p-1})$ with $p > 1$. Then

1. $\rho_X(\tau) = O(\tau^2)$ if $2 < p$,
2. $\rho_X(\tau) = O(\tau^p)$ if $1 < p < 2$, and
3. $\rho_X(\tau) = O(\tau^2 |\log \tau|)$ if $p = 2$.

Let us note that $G_X(t) = O(1/t^{p-1})$ implies that each function in $X$ is in $L^{p'}(\mu)$ for $p' < p$ and that the corollary can be applied to the subspaces $X$ in $L^{p}(\mu) \subset L^1(\mu)$, $p > 1$, where the norms $\| \cdot \|_p$ and $\| \cdot \|_1$ are equivalent, giving that the norm from Theorem 1 is min\{p, 2\} uniformly smooth except in the case $p = 2$. However for this case some facts of the proof of the main theorem show that the new norm is 2 uniformly smooth (see Remark 10).

In general, the estimate (B) in Theorem 1 does not give us the power type behavior of $\rho_X$. To get examples where this happens, we focus our attention on reflexive subspaces $E_f$ of $L^1([0, 1])$ that can be generated using the Rademacher functions and different positive densities (weights) $f \in L^1([0, 1])$.

Note that in [17] a weighted version of the Khintchine inequalities was proved, showing that for a strictly positive weight $f \in L^p([0, 1])$, $p > 1$, the space $E_f$ defined as the closed span in $\| \cdot \|_1$ of the set $\{fr_n : n \in \mathbb{N}\}$, is a copy of $\ell_2$. In the next proposition we see that for any positive weight $f \in L^1([0, 1])$, and in particular if $\int_0^1 f(x)^p dx = +\infty$ for every $p > 1$, it is possible to find copies of $\ell_2$ in $L^1([0, 1])$ defined in a similar way.

**Proposition 5.** Let $f \in L^1([0, 1])$, $f \geq 0$ and $\|f\|_1 = 1$, and consider the sequence of Rademacher functions $r_n(x) = \text{sign}(\sin(2^n \pi x))$. Then, there is a subsequence $r_{n_k}$ such that the space $E_f$ generated by the sequence $(fr_{n_k})_k$ is isomorphic to the reflexive space $R$ generated by the Rademacher sequence $(r_k)_k$, and through the Khintchine inequalities, is a copy of $\ell_2$. 
We postpone the proof for the last section where we also find a function \( f \) in \( L^1([0, 1]) \), with \( \int_0^1 |f(x)|^p \, dx = +\infty \) if \( p > 1 \) and such that \( GE_f(t) \geq 1/(4 \log(4t)) \) if \( t \) is big enough (Proposition 12). For such a function \( f \), \( GE_f(t) \neq O(1/t^{p-1}) \) for any \( p > 1 \) and Corollary 4 does not apply.

This example shows us that the estimate (B) in Theorem 1 for \( \rho_X \) is not sharp in general under renorming \( X \). However the inequality (A) for \( \delta_X \) allows us to find some non-trivial estimate for the type of \( X \) and to renorm the subspace \( X \) in such a way to get a power type estimate for the modulus of smoothness of the new norm in terms of \( C_X(t) \). In order to do this we can use the results of \([7,8]\) where it was shown that if \( \delta_X(\varepsilon) \geq k\varepsilon^2 \), then we can renorm \( X \) to obtain that the new norm has modulus of smoothness of power type \( p = p(k) > 1 \) and this estimate is asymptotically sharp when \( k \) goes to 1/8 or 0 (remember that \( \delta_X(\varepsilon) \leq \delta_{L^2}(\varepsilon) = (1/8)\varepsilon^2 + o(\varepsilon^2) \) \([11, II, p. 63]\)).

2. Proof of the main theorem

Let \((\Omega, \Sigma, \mu)\) be a probability measure space. The equivalent norm on \( L^1(\mu) \) that verifies the thesis of Theorem 1 will be the Luxemburg norm in the Orlicz space \( L^1(\mu) \) for a suitable Orlicz function \( M(t) \) (see e.g. \([9, 15]\) for references).

2.1. The Orlicz function space

Consider the function \( \phi(t) = 2 \) if \( 0 \leq t \leq 1 \) and \( \phi(t) = 8/(1 + t)^2 \) if \( t > 1 \), and let \( M(t) \) be the even function defined as a second primitive of \( \phi \) by the expression

\[
M(t) = \int_0^t |t| \phi(u)(|t| - u) \, du.
\]

It is clear that \( M \) is an Orlicz function, i.e., an even, continuous, convex, increasing in \([0, +\infty)\) and \( M(0) = 0 \). Moreover \( M(t) = t^2 \) if \( |t| \leq 1 \), \( M'(t) \) is concave in \([0, +\infty)\), \( M''(t) = \phi(t) \), and thus

\[
\lim_{t \to +\infty} t \frac{M(t)}{t} = \lim_{t \to +\infty} M'(t) = \int_0^{+\infty} \phi(u) \, du < +\infty.
\]

This identity shows (see e.g. \([9, II.13.7]\)) that the Luxemburg norm associated to \( M \) defined as \( \|f\| := \inf\{\lambda > 0 : \int_\Omega M(f/\lambda) \, d\mu \leq 1\} \) is equivalent to \( \| \cdot \|_1 \) in \( L^1(\mu) \), and, because \( M \) is normalized (\( M(1) = 1 \)), there is some constant \( k > 0 \) such that

\[
k \| \cdot \|_1 \leq \| \cdot \| \leq k \| \cdot \|_1.
\]  

(6)

Since \( M'(t) \) is concave on \([0, +\infty)\) and \( M'(0) = 0 \) we have \( \alpha M'(u) \geq M'(\alpha u) \) for \( \alpha \geq 1 \) and \( u > 0 \). Thus, for \( t \geq 0 \),

\[
\alpha^2 M(t) = \int_0^t \alpha^2 M'(u) \, du \geq \int_0^t \alpha M'(\alpha u) \, du = \int_0^{\alpha t} M'(s) \, ds = M(\alpha t).
\]  

(7)
In particular we have $4M(t) \geq M(2t)$ (this gives the $\Delta_2$ condition for $M$ [9,15]) and

$$3M(t) \geq M(2t) - M(t) = \int_{t}^{2t} M'(u) \, du \geq tM'(t) = t \int_{0}^{t} M''(u) \, du \geq t^2 M''(t).$$

Thus

$$M(t) \geq \frac{1}{3} t^2 M''(t), \quad \text{for all } t \geq 0. \quad (8)$$

Using the inequalities (7) and (8) we shall prove the following lemma that is the key for proving our main theorem.

**Lemma 6.** The function $M$ satisfies the inequalities

$$\frac{1}{4} M''(c)(a-b)^2 \leq M(a) + M(b) - 2M\left(\frac{a+b}{2}\right) \leq 16M\left(\frac{a-b}{2}\right)$$

for all $a, b \in \mathbb{R}$, and $c = \max\{|a|, |b|\}$.

**Proof.** Taylor’s formula for $M$ gives

$$M(a) + M(b) - 2M\left(\frac{a+b}{2}\right) = \frac{(a-b)^2}{4} M''\left(\frac{a+b}{2} + \theta \frac{a-b}{2}\right)$$

with $\theta \in (-1, +1)$. As $M$ is an even function and $M''$ is decreasing in $[0, +\infty)$, it is easy to get that $M''\left(\frac{a+b}{2} + \theta \frac{a-b}{2}\right) \geq M''(c)$, which provides the left inequality.

For the right inequality we assume that $0 \leq |a| \leq |b|$, $a \neq b$, and consider separately three cases:

(a) $0 < \frac{b}{2} \leq a \leq b$ ($c = b$). Put $d = \frac{a+b}{2} + \theta \frac{a-b}{2} \in \left[\frac{b}{2}, b\right]$. By inequality (8) we get

$$M''(d) \leq M\left(\frac{b}{2}\right) \leq \frac{3}{4} M\left(\frac{b}{2}\right) \leq 12 \frac{M(c)}{c^2}.\quad \text{Going back to Taylor’s formula from above we obtain}$$

$$M(a) + M(b) - 2M\left(\frac{a+b}{2}\right) \leq 3(a-b)^2 \frac{M(c)}{c^2}.$$  

(b) $0 \leq a < \frac{b}{2}$ ($c = b$). In this case $|a-b| \geq \frac{b}{2}$, and we have

$$M(a) + M(b) - 2M\left(\frac{a+b}{2}\right) \leq M(b) = \frac{1}{4} M\left(\frac{b}{2}\right)^2 \leq 4(a-b)^2 \frac{M(c)}{c^2}.$$
(c) \( 0 \leq -a \leq b \) or \( 0 \leq a \leq -b \) (\( c = |b| \)). In both cases \( |a - b| \geq |b| \) and

\[
M(a) + M(b) - 2M\left(\frac{a + b}{2}\right) \leq 2M(b) - 2b^2\frac{M(c)}{c^2} \leq 2(a - b)^2\frac{M(c)}{c^2}.
\]

To complete the chain of inequalities we use (7) with \( \alpha = \frac{2c}{|a - b|} > 1 \) and we get

\[
4(a - b)^2\frac{M(c)}{c^2} = 16\alpha^{-2}M\left(\frac{a - b}{2}\right) \leq 16M\left(\frac{a - b}{2}\right). \quad \Box
\]

The upper bound we propose for \( M(a) + M(b) - 2M\left(\frac{a + b}{2}\right) \) can be deduced from [13, Lemma 4], in fact we only improve the constant. We note that in [13] an estimate similar to our estimate from below is obtained assuming \( tM'(t)/M(t) \geq p > 1 \) for \( t > 0 \). Clearly for our function \( \lim_{t \to +\infty} tM'(t)/M(t) = 1 \) and the result from [13] is not applicable. For this reason we involve the second derivative of \( M \).

2.2. (A) Estimate for the modulus of convexity

To get the estimate (A) of Theorem 1 we prove the following more general statement relative to the Luxemburg norm for our Orlicz function.

Lemma 7. For every \( u, v \in L^1(\mu) \), \( \|u \pm v\| = 1 \), and every \( t > 0 \),

\[
1 - \|u\| \geq \left(\frac{k}{9}\right)^2 t^2 \mu\left(\{|v| > t\|v\|_1\}\right)^3 \|v\|^2,
\]

where \( k \) is the isomorphic constant from (6).

Proof. Without loss of generality we may assume that \( \mu\left(\{|v| > t\|v\|_1\}\right) > 0 \).

Recall that \( k\|\phi\| \leq \|\phi\|_1 \leq \|\phi\| \) for every \( \phi \) in \( L^1(\mu) \).

Set \( z = v/\|v\| \). Then we have

\[
\mu\left(\{|z| > k\|z\|_1\}\right) \geq \mu\left(\{|z| > t\|z\|_1\}\right) = \mu\left(\{|v| > t\|v\|_1\}\right) > 0.
\]

On the other hand the Tchebychev inequality for \( s = 4/\mu\left(\{|v| > t\|v\|_1\}\right) \) and \( \phi \) in \( L^1(\mu) \) gives

\[
\mu\left(\{s\|\phi\| < |\phi|\}\right) \leq \mu\left(\{s\|\phi\|_1 < |\phi|\}\right) \leq \frac{1}{s} = \frac{\mu\left(\{|v| > t\|v\|_1\}\right)}{4}.
\]

Now, we can use the last inequalities for our function \( z \) to get the estimate

\[
\mu\left(\{|z| > k\|z\|_1\}\right) = \mu\left(\{|z| > k\|z\|_1\}\right) - \mu\left(\{|z| < |z|\}\right)
\geq \mu\left(\{|v| > t\|v\|_1\}\right) - \frac{1}{s} = \frac{3}{4} \mu\left(\{|v| > t\|v\|_1\}\right). \quad (10)
\]
Note that $\|u\| \leq 1$, and $\|v\| \leq 1$. Then for each $\omega \in \Omega$ such that $|u(\omega)| \leq s \|u\| \leq s$ and $s \geq |z(\omega)| > kt$, we have $|v(\omega)| \leq s$ and therefore $|u(\omega) \pm v(\omega)| \leq 2s$. As $M''$ is decreasing in $[0, +\infty)$ by applying Lemma 6 with $a = u(\omega) + v(\omega)$ and $b = u(\omega) - v(\omega)$ we get

$$M(u(\omega) + v(\omega)) + M(u(\omega) - v(\omega)) - 2M(u(\omega)) \geq \|v\|^2 z^2(\omega) M''(2s). \quad (11)$$

The $\Delta_2$ condition for $M$ gives that $\int_{\Omega} M(f) \, d\mu = 1$, if $\|f\| = 1$ [15, III.3.4.6]. By integrating (11) over $\Omega$ we obtain

$$2\left(1 - \int_{\Omega} M(u) \, d\mu\right) = \int_{\Omega} M(u + v) \, d\mu + \int_{\Omega} M(u - v) \, d\mu - 2 \int_{\Omega} M(u) \, d\mu$$

$$\geq \|v\|^2 M''(2s) \int_{\{s \geq |z| > kt\} \setminus \{|u| > s \|u\|\}} z^2 \, d\mu$$

$$\geq \|v\|^2 M''(2s) k^2 t^2 \mu\left(\{|s \geq |z| > kt\}\right) - \mu\left(\{|u| > s \|u\|\}\right)$$

$$> \frac{1}{2} \|v\|^2 M''(2s) k^2 t^2 \mu\left(\{|v| > t \|v\|_1\}\right)$$

$$= 4 \|v\|^2 \frac{1}{(1 + 2s)^2} k^2 t^2 \mu\left(\{|v| > t \|v\|_1\}\right)$$

$$\geq \|v\|^2 \left(\frac{2k}{9}\right)^2 t^2 \mu\left(\{|v| > t \|v\|_1\}\right)^3. \quad (12)$$

On the other hand, having in mind the inequality (7) with $\alpha = \frac{1}{\|u\|}$ we get

$$\frac{1}{\|v\|^2} \int_{\Omega} M(u(\omega)) \, d\mu(\omega) \geq \int_{\Omega} M\left(\frac{u(\omega)}{\|u\|}\right) \, d\mu(\omega) = 1,$$

and using this inequality in (12) we obtain the inequality we are looking for:

$$1 - \|u\| \geq \frac{1}{2} \left(1 - \|u\|^2\right) \geq \frac{1}{2} \left(1 - \int_{\Omega} M(u(\omega)) \, d\mu(\omega)\right)$$

$$\geq (k/9)^2 t^2 \mu\left(\{|v| > t \|v\|_1\}\right)^3 \|v\|^2. \quad \square$$

Let $f, g \in X$, $\|f\| = \|g\| = 1$ with $\|f - g\| = \varepsilon$. Setting $u = (f + g)/2$ and $v = (f - g)/2$ in Lemma 7, $K_1 = (k/18)^2$, $K_X = K_1 \sup\{t^2 C_X^2(t) : 0 < t < 1\}$ and according to the definition of the modulus of convexity, we get

$$\delta_X(\varepsilon) \geq K_X \varepsilon^2. \quad \text{for } 0 < \varepsilon \leq 2,$$

as we wanted to show.
Remark 8. Lemma 7 implies that \( L^1(\mu) \) with the new Orlicz norm is **uniformly rotund in every direction** which was proved in [3] essentially using a strictly convex Orlicz function that satisfies the \( \Delta_2 \) condition. On the other hand, the derivative of our function \( M \) is concave and belongs to the class of functions considered in [12]. So, according to the main result of this work, that norm is uniformly Gâteaux smooth.

2.3. (B) Estimate for the modulus of smoothness

The proof of (B) is based on the right hand side inequality in Lemma 6. In order to simplify the computations we need the following

**Proposition 9.** (See Figiel [6].) For every Banach space \( X \) and \( \tau > 0 \) we have

\[
\rho_X(\tau) \leq 16 \sup \left\{ \frac{\|x + \tau y\| + \|x - \tau y\|}{2}, x, y \in S_X, x \perp y \right\} \tag{13}
\]

where \( x \perp y \) means that there is some \( x^* \in S_{X^*} \) such that \( x^*(x) = 1 \) and \( x^*(y) = 0 \).

**Proof of (B) in Theorem 1.** Let \( X \) be a subspace of \( L^1(\mu) \) and \( \| \cdot \| \) be the Luxemburg norm associated to our Orlicz function \( M \). Since \( M(\alpha t) \leq \alpha M(t) \) for every \( \alpha \in [0, 1] \) and \( t > 0 \), for \( f, g \in X, \|f\| = \|g\| = 1, f \perp g \), we have

\[
1 \leq \|f \pm \tau g\| \leq \int_{\Omega} M(f \pm \tau g) \, d\mu.
\]

On the other hand, the right inequality in Lemma 6 for \( a = f(\omega) + \tau g(\omega) \) and \( b = f(\omega) - \tau g(\omega) \) reads

\[
M\left(f(\omega) + \tau g(\omega)\right) + M\left(f(\omega) - \tau g(\omega)\right) - 2M\left(f(\omega)\right) \leq 16M(\tau g(\omega)),
\]

and integrating over \( \Omega \) we get

\[
\|f + \tau g\| + \|f - \tau g\| - 2 \leq \int_{\Omega} M(f + \tau g) \, d\mu + \int_{\Omega} M(f - \tau g) \, d\mu - 2 \int_{\Omega} M(f) \, d\mu \leq 16 \int_{\Omega} M(\tau g) \, d\mu. \tag{14}
\]

This, together with inequality (13) gives

\[
\rho_X(\tau) \leq 128 \sup_{\Omega} \left\{ \int_{\Omega} M(\tau g) \, d\mu : \|g\| = 1, g \in X \right\}.
\]

Having in mind (6), and considering \( g_1 = g/\|g\|_1 \) we have

\[
M(\tau g) \leq \|g\|_1 M(\tau g_1) \leq M(\tau g_1).
\]
Thus, we have also
\[ \rho_X(\tau) \leq 128 \sup \left\{ \int_{\Omega} M(\tau g) \, d\mu : \|g\|_1 = 1, \ g \in X \right\}. \]

Our Orlicz function \( M(x) \) is equal to \( x^2 \) for \(|x| \leq 1\) and equivalent to \( x \) when \( x \to +\infty \). Then, it is easy to find a constant \( C > 1 \) such that \( M(x) \leq C|x| \) for \(|x| \geq 1\). Thus for \( K = 128C > 0 \) we have
\[
\rho_X(\tau) \leq K \sup_{g \in X, \|g\|_1 = 1} \left\{ \tau^2 \int_{\|g\| \leq \frac{1}{\tau}} |g|^2 \, d\mu + \tau \int_{\|g\| > \frac{1}{\tau}} |g| \, d\mu \right\}. \tag{15}
\]

In order to put the sum in the brackets in the last inequality as in a single integral, we are going to express the two integrals as Riemann–Stieltjes integrals and after an integration by parts we will write them as double integrals.

\[ I_1 := \tau^2 \int_{\|g\| \leq \frac{1}{\tau}} |g|^2 \, d\mu = -\tau^2 \int_0^{1/\tau} x^2 \, dF_g(x) \]
\[ = -F_g(1/\tau) + 2\tau^2 \int_0^{1/\tau} x F_g(x) \, dx = -F_g(1/\tau) + 2\tau^2 \int_0^{1/\tau} F_g(x) \int_0^x dt \, dx \]
\[ = -F_g(1/\tau) + 2\tau^2 \int_0^{1/\tau} \int_0^x F_g(x) \, dx \, dt, \]
\[ I_2 := \tau \int_{\|g\| > \frac{1}{\tau}} |g| \, d\mu = -\tau \int_{1/\tau}^{+\infty} x \, dF_g(x) = F_g(1/\tau) + \tau \int_{1/\tau}^{+\infty} F_g(x) \, dx \]
\[ = F_g(1/\tau) + \tau^2 \int_0^{1/\tau} \int_0^{+\infty} F_g(x) \, dx \, dt, \]
\[ I_1 + I_2 \leq 2\tau^2 \int_0^{1/\tau} \int_0^{+\infty} F_g(x) \, dx \, dt. \]

This inequality and (15) imply (B) with \( K_2 = 2K \)
\[ \rho_X(\tau) \leq K_2 \tau^2 \sup_{g \in X, \|g\|_1 = 1} \left\{ \int_0^{1/\tau} \int_0^{+\infty} F_g(x) \, dx \, dt \right\} \leq K_2 \tau^2 \int_0^{1/\tau} G_X(t) \, dt. \tag{B} \]
Remark 10. For every $1 < p \leq 2$ there is some constant $c_p > 0$ such that $M(u) \leq c_p |u|^p$ for all $u$. When $X$ is in $L^p(\mu) \subset L^1(\mu)$, and the norms $\|\cdot\|_p$ and $\|\cdot\|_1$ are equivalent on $X$ ($\|g\|_p \leq C\|g\|$ for $g \in X$), in (14) we have

$$\|f + \tau g\| + \|f - \tau g\| - 2 \leq 16 \int_\Omega M(\tau g) d\mu \leq 16c_p \tau^p \|g\|_p \leq 16c_p C^p \tau^p$$

for $f$ and $g \in X$, $\|f\| = \|g\| = 1$, and $f \perp g$. Thus, the subspace $X$, endowed with the norm from Theorem 1 has modulus of convexity of power type 2 and modulus of smoothness of power type $p$.

3. Some reflexive subspaces of $L^1([0, 1])$ that are copies of $\ell_2$

3.1. Proof of Proposition 5

Let us introduce some notation before proceeding with the proof. Consider the dyadic tree $T = \{0, 1\}^{\mathbb{N}} = \bigcup_{n=1}^{\infty} [0, 1]^n$ with the order defined by $s \leq d$ if $s = \{s_j\}_{1 \leq j \leq n_s}$, $d = \{d_j\}_{1 \leq j \leq n_d}$, $n_s \leq n_d$, and $s_j = d_j$ for $j \leq n_s$, i.e. $s$ is a predecessor of $d$.

We describe all the dyadic intervals indexed in $T$, $\{I^n_s: s \in \{0, 1\}^n, n \in \mathbb{N} \}$. We begin with $I^n_{(0)} = [0, 1/2)$ and $I^n_{(1)} = [1/2, 1)$, and for a given $s \in \{0, 1\}^n$ if $I^n_s = [j(s)/2^n, (j(s) + 1)/2^n)$ for some $j(s) \in \{0, 1, \ldots, 2^n - 1\}$, we define

$$I^{n+1}_{s,0} = [j(s)/2^n, (2j(s) + 1)/2^n + 1), \quad I^{n+1}_{s,1} = [(2j(s) + 1)/2^n + 1, (j(s) + 1)/2^n).$$

Observe that the Rademacher function $r_n$ is constant on each $I^n_s$ and takes the value 1 or $-1$ depending on whether the last digit $s_n$ in $s = \{s_1, \ldots, s_n\}$, is 0 or 1.

We denote by $D_m$ ($m \in \mathbb{N}$) the family of all sets $A \subset [0, 1]$ which are finite unions of dyadic intervals $I^n_s$ of length $1/2^n$. Let us also denote by $\mu$ the Lebesgue measure in $[0, 1]$.

Lemma 11. Let $g \in L^1([0, 1])$, $g \geq 0$, $A \in D_m$ and $\lambda \in (0, 1)$. Then there exists an integer $n_\lambda > m$ such that for every $n \geq n_\lambda$ there are sets $A_0$, and $A_1 \in D_n$ verifying

1. $A = A_0 \cup A_1$;
2. $\mu(A_0) = \mu(A_1) = \frac{1}{2} \mu(A)$;
3. $\frac{1}{2} \int_A g d\mu \leq \int_{A_i} g d\mu \leq \frac{1}{2^{1/\lambda}} \int_A g d\mu$, $i = 0, 1$;
4. $r_{n|A_i}(t) = (-1)^i$, $i = 0, 1$.

Proof. It is not restrictive to assume that $\int_A g d\mu = 1$. Now we can find an integer $k > m$, a subset $S \subset \{0, 1\}^k$, and a simple function

$$\varphi = \sum_{s \in S} \alpha_s \chi_{I^k_s}$$
such that $A = \bigcup_{s \in S} I_s^k$ and

$$\int_A |g - \varphi| \, d\mu < \delta = \frac{1 - \lambda}{4}. \quad (16)$$

Let $n_\lambda = k + 1$, and $n \geq n_\lambda$. We define $A_0$ as the union of dyadic intervals $I_d^n \subset A$ with $d = \{d_1, \ldots, d_n\}$ and $d_n = 0$, and $A_1 = A \setminus A_0$. Then, $A = A_0 \cup A_1$, $A_i \in D_n$ and $r_{n|A_i}(t) = (-1)^i$ for $i = 0, 1$. Having in mind that for each $I_d^n \subset A$ the predecessor $s = \{d_1, \ldots, d_k\}$ of $d$ is in $S$ and $\varphi$ is constant on $I_d^n$, one can deduce that $\int_{A_i} \varphi \, d\mu = \frac{1}{2} \int_A \varphi \, d\mu$. To finish the proof, we use (16) to get

$$\lambda \frac{1}{2} = \frac{1}{2} - 2\delta \leq \int_{A_i} \varphi \, d\mu - \delta \leq \int_A g \, d\mu \leq \int_{A_i} \varphi \, d\mu + \delta \leq \frac{1}{2} + 2\delta \leq \frac{1}{2\lambda}. \quad \square$$

We get the proof of Proposition 5 iterating this last lemma. Let $\eta \in (0, 1)$ and choose a sequence $\lambda_k \in (0, 1)$ such that $\prod_{k=1}^{+\infty} \lambda_k = \eta$.

We start by applying Lemma 11 for $\lambda_1 \in (0, 1)$ to the function $f$ and the set $A = [0, 1]$ and we get $n_1, A_{[0]}^1, A_{[1]}^1 \in D_{n_1}$ such that

$$\lambda_1 \frac{1}{2} \leq \int_{A_{[1]}^1} f \, d\mu \leq \frac{1}{\lambda_1} \frac{1}{2},$$

and $r_{n_1|A_{[i]}^1} = (-1)^i$, $i = 0, 1$.

Assume we have chosen $n_1 < n_2 < \cdots < n_k$ and $A_s^p \in D_{n_p}$ with $s \in \{0, 1\}^p$, $1 \leq p \leq k$, in such a way that for $1 < p \leq k$, $A_s^{p|_{[s,0]}}$ and $A_s^{p|_{[s,1]}}$ is the partition of $A_s^{p-1}$ that verifies the statement of Lemma 11 for this set, the function $f, n = n_p$ and $\lambda = \lambda_p$.

To continue the construction by induction, for each $s \in \{0, 1\}^k$ we apply Lemma 11 to the set $A_s^k$, the function $f$, and the number $\lambda_{k+1}$, and we find a number $n(s, \lambda_{k+1}) > n_k$ that satisfies its statement. We choose $n_{k+1} = \max\{n(s, \lambda_{k+1}) : s \in \{0, 1\}^k\}$, and we consider for each $s$, the partitions provided by the lemma to obtain $A_s^{k+1}_{[s,0]}$, and $A_s^{k+1}_{[s,1]} \in D_{n_{k+1}}$ such that $A_s^k = A_s^{k+1}_{[s,0]} \cup A_s^{k+1}_{[s,1]}$,

$$\lambda_{k+1} \frac{1}{2} \int_{A_s^k} f \, d\mu \leq \int_{A_s^{k+1}_{[s,0]}} f \, d\mu \leq \frac{1}{\lambda_{k+1}} \frac{1}{2} \int_{A_s^k} f \, d\mu,$$

and $r_{n_{k+1}|A_{[s,0]}^{k+1}} = (-1)^i$, $i = 0, 1$.

Under this construction, for any finite sequence of scalars $a_1, \ldots, a_k$, the function $\sum_{j=1}^{k} a_j r_j$ is constant on each $I_s^k$ and takes the same value as $\sum_{j=1}^{k} a_j r_{n_j}$ on $A_s^k$. 
On the other hand, the induction hypothesis yields the inequalities:

\[ \eta \mu(T^k_s) \leq \prod_{p=1}^k \lambda_p \frac{1}{2^k} \leq \int_{A^k_t} f \, d\mu \leq \frac{1}{\prod_{p=1}^k \lambda_p} \frac{1}{2^k} \leq \frac{1}{\eta} \mu(T^k_s). \]

Now it is not difficult to prove that for any finite sequence of scalars \(a_1, \ldots, a_k\) we have

\[ \eta \left\| \sum_{j=1}^k a_j r_j \right\|_1 \leq \left\| \sum_{j=1}^k a_j r_j f \right\|_1 \leq \frac{1}{\eta} \left\| \sum_{j=1}^k a_j r_j \right\|_1. \]

Thus, the subspace \(E_f\) generated by the sequence \((f r_n)\) in \(L^1([0,1])\) is isomorphic to the subspace \(R\) generated by the sequence of Rademacher functions \((r_k)\).

3.2. An example of \(f \in L^1([0,1])\) with “bad” distribution

It is clear that if \(E_f\) is the reflexive subspace provided by Proposition 5 for a positive function \(f \in L^1([0,1])\) with \(\|f\|_1 = 1\), then

\[ G_{E_f}(t) = \int_t^{+\infty} F_f(s) \, ds. \]

**Proposition 12.** The function \(f(x) = 1/(x \log^2(x/e))\) defined in \([0,1]\) satisfies that \(\int_0^1 f(x) \, dx = 1\) and

\[ \int_t^{+\infty} F_f(s) \, ds \geq \frac{1}{4 \log(4t)}. \]

**Proof.** Some simple calculus shows that \(f\) decreases on \([0,1/e]\), increases on \([1/e, 1]\), and \(f(1) = 1\), so for all \(t > 1\) we have \(F_f(t) = \lambda \{ x : f(x) > t \} = f^{-1}(t)\), where \(f^{-1}\) denotes the inverse function of \(f\) defined on \([1, +\infty)\) with values in \((0, 1/e)\).

Let us observe that \(f(\sqrt{x/e}) = (4\sqrt{x/e}) f(x)\). We fix \(0 < x_0 < 1/e\) such that \(f(x_0) = 1\) and \(t_0 = f(x_0^2/e) > 1\). If \(t > t_0\) and \(x_t = f^{-1}(t)\), we have \(x_t < x_0^2/e < \sqrt{x_t e} < x_0, f(\sqrt{x_t e}) > 1\) and \(t = (\sqrt{e} f(\sqrt{x_t e}))/4(\sqrt{x_t}) > \sqrt{e}/(4\sqrt{x_t})\). And we have \(x_t = f^{-1}(t) > \frac{e}{16t^2}\), for \(t > t_0\). From this inequality we get

\[ \int_{\{ x : f(x) > t \}} f(x) \, dx = \int_0^{f^{-1}(t)} f(x) \, dx \geq \int_0^{\frac{e}{16t^2}} f(x) \, dx = \frac{1}{2 \log(4t)}, \]

and

\[ tF_f(t) = t f^{-1}(t) = f(x_t) x_t \leq \frac{1}{\log^2(x_t/e)} < \frac{1}{\log^2(16t^2)} \leq \frac{1}{4 \log(4t)}. \]
To finish, observe that for $t > t_0$ we have
\[
\int_{t}^{+\infty} F_f(s) \, ds = \int_{\{x : f(x) > t\}} f(x) \, dx - t F_f(t) \geq \frac{1}{4 \log(4t)}. \quad \Box
\]
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