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Abstract: Borcherds-Kac-Moody algebras generalise finite-dimensional, simple Lie algebras. Scheithauer showed that there are exactly ten Borcherds-Kac-Moody algebras whose denominator identities are completely reflective automorphic products of singular weight on lattices of square-free level. These belong to a larger class of Borcherds-Kac-Moody (super)algebras Borcherds obtained by twisting the denominator identity of the Fake Monster Lie algebra. Borcherds asked whether these Lie (super)algebras admit natural constructions. For the ten Lie algebras from the classification we give a positive answer to this question, i.e. we prove that they can be realised uniformly as the BRST cohomology of suitable vertex algebras.
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1. Introduction

There is an intriguing relation between vertex algebras, Borcherds-Kac-Moody algebras and automorphic forms. Vertex (operator) algebras give a mathematically rigorous description of two-dimensional conformal field theories [2,30]. Borcherds-Kac-Moody algebras (or generalised Kac-Moody algebras) are natural generalisations of finite-dimensional, simple Lie algebras defined by generators and relations [3]. Both concepts were famously used by Borcherds in his proof of the Monstrous Moonshine conjecture [6].
Sometimes, the denominator identities of Borcherds-Kac-Moody algebras are automorphic forms on orthogonal groups. Classification results for such Lie algebras were obtained in [31,32,54]. It is conjectured that those Borcherds-Kac-Moody algebras whose denominator identities are automorphic products of singular weight [8] can all be realised in natural constructions, i.e. other than by generators and relations, for example as string quantisations of suitable conformal vertex algebras $M$ of central charge 26 (see Problem 8 in [10]).

On the other hand, in [6] a large class of Borcherds-Kac-Moody (super)algebras $g_{\phi_\nu}$ was obtained by twisting the denominator identity of the Fake Monster Lie algebra [5] by elements $\nu \in O(\Lambda) \cong \text{Co}_0$, the automorphism group of the Leech lattice $\Lambda$, or, more precisely, by their standard lifts $\phi_\nu$ (see Sect. 2.2). Borcherds then asked if also these Lie algebras can be obtained in natural constructions (see [6, Section 15]).

In Sect. 4, as our main result, we give bosonic string constructions (based on the BRST or semi-infinite cohomology [27,28]) of ten particularly nice special cases, namely those Borcherds-Kac-Moody algebras $g_{\phi_\nu}$ associated with the elements $\nu$ of square-free order $m$ in the Mathieu group $M_{23}$, viewed as a subgroup of $O(\Lambda)$, hence giving a partial positive answer to Borcherds’ question.

**Theorem** (Main Result, Theorem 4.31). Let $\nu$ be of square-free order in $M_{23}$. Then there is a conformal vertex algebra $M_{\phi_\nu}$ of central charge 26 whose BRST cohomology $H^1_{\text{BRST}}(M_{\phi_\nu})$ is isomorphic to the (complexification of the) Borcherds-Kac-Moody algebra $g_{\phi_\nu}$ obtained by twisting the denominator identity of the Fake Monster Lie algebra by $\phi_\nu$.

This also adds evidence to the aforementioned conjecture since it was proved in [54] that these ten Borcherds-Kac-Moody algebras are exactly those whose denominator identities are completely reflective automorphic products of singular weight on lattices of square-free level (see Sect. 2.3).

In fact, we shall see that their denominator identities are Borcherds lifts of certain vector-valued characters associated with the vertex algebras $M_{\phi_\nu}$ in the input of the BRST construction (see Proposition 3.10 and Remark 3.11).

The construction of $M_{\phi_\nu}$ as a certain simple-current extension involving the fixed-point vertex operator subalgebra $V_{\Lambda}^{\phi_\nu}$ of the Leech lattice vertex operator algebra $V_{\Lambda}$ (see Proposition 3.1) is made possible by recent advancements in orbifold theory, most notably in [26,38,47] (see Sect. 3.2).

Some of these ten Borcherds-Kac-Moody algebras have already been constructed as string quantisations. Clearly, for $\nu = \text{id}$ we obtain the Fake Monster Lie algebra [5] itself. For the automorphism of order 2 in $M_{23}$ one obtains the Fake Baby Monster Lie algebra [34]. With a slightly less effective method in [15] the authors constructed the four Borcherds-Kac-Moody algebras associated with the automorphisms in $M_{23}$ of order 2, 3, 5 and 7 depending on some conjectures.

The main notions and their connections are depicted in the following diagram and in the diagram at the end of Sect. 4:

![Diagram](attachment:diagram.png)

The paper is organised as follows:
In Sect. 2 we state a sufficient criterion for a Lie algebra to be a Borcherds-Kac-Moody algebra, describe Borcherds’ twisting procedure for the Fake Monster Lie algebra and state Scheithauer’s classification result.

In Sect. 3 we describe orbifold results for vertex operator algebras associated with coinvariant sublattices of unimodular lattices and then construct the ten conformal vertex algebras of central charge 26 that will serve as input for the BRST quantisation construction.

In Sect. 4 we describe the BRST quantisation, study the ten Borcherds-Kac-Moody algebras obtained in this procedure and state the main result of the paper (Theorem 4.31).

Conventions. All Lie algebras and vertex algebras will be over the base field \( \mathbb{C} \) unless otherwise noted, in which case they will be over \( \mathbb{R} \). Note that \( \tau \) will always be assumed to be in the upper half-plane \( \mathbb{H} = \{z \in \mathbb{C} \mid \text{Im}(z) > 0\} \) and \( q = e^{(2\pi i)\tau} \).

2. Borcherds-Kac-Moody Algebras

In this section we discuss Borcherds-Kac-Moody algebras and in particular the ten Borcherds-Kac-Moody algebras for which we develop string constructions in this text.

Borcherds-Kac-Moody algebras (or generalised Kac-Moody algebras) are a class of infinite-dimensional Lie algebras introduced in [3] (see also [6,36]) naturally generalising Kac-Moody algebras, which in turn generalise finite-dimensional, simple Lie algebras. Like Kac-Moody algebras, Borcherds-Kac-Moody algebras are defined by generators and relations, which are encoded in a generalised Cartan matrix. However, the restrictions on the generalised Cartan matrix are weaker, and, in particular, simple roots may be imaginary.

Borcherds-Kac-Moody algebras admit representation-theoretic data like a character formula for highest-weight modules and a denominator identity

\[
\rho \prod_{\alpha \in \Phi^+} (1 - e^{\alpha})^{\text{mult}(\alpha)} = \sum_{w \in W} \det(w) w \left( \rho \sum_{\alpha \in \Phi} \varepsilon(\alpha) e^\alpha \right),
\]

an identity of formal exponentials, where the second sum is over all roots \( \alpha \) in the root system \( \Phi \) and the product ranges over the set \( \Phi^+ \) of positive roots, \( W \) denotes the Weyl group, \( \rho \) the Weyl vector, \( \text{mult}(\alpha) \) the multiplicity of the root \( \alpha \) and \( \varepsilon(\alpha) \) is \((-1)^n\) if \( \alpha \) is the sum of \( n \) pairwise orthogonal imaginary simple roots and 0 otherwise.

2.1. Borcherds-Kac-Moody property. In the following we state a sufficient criterion that will allow us to identify complex Lie algebras as Borcherds-Kac-Moody algebras. It is a slight modification of Theorem 1 in [7] where the case of real Lie algebras was treated:

**Proposition 2.1** ([12], Lemma 3.4.2). Let \( \mathfrak{g} \) be a complex Lie algebra satisfying the following conditions:

1. \( \mathfrak{g} \) admits a non-degenerate, symmetric, invariant bilinear form \((\cdot, \cdot)\).
2. \( \mathfrak{g} \) has a self-centralising subalgebra \( \mathcal{H} \), called a Cartan subalgebra, such that \( \mathfrak{g} \) is the direct sum of eigenspaces under the adjoint action of \( \mathcal{H} \) and the non-zero eigenvalues, called roots, have finite multiplicity.
(3) There is a real subspace $\mathcal{H}_R$ of $\mathcal{H}$ such that $\mathcal{H} = \mathcal{H}_R \otimes \mathbb{C}$, the bilinear form is real-valued on $\mathcal{H}_R$ and the roots lie in the dual space $(\mathcal{H}_R)^*$. 

(4) The norms of the roots under the inner product $\langle \cdot, \cdot \rangle$ are bounded from above.

(5) There exists a vector $h_{\text{reg}} \in \mathcal{H}_R$, called a regular element, such that:

(a) $\mathcal{H} = C_\mathfrak{g}(h_{\text{reg}})$, the centraliser of $h_{\text{reg}}$ in $\mathfrak{g}$.

(b) for any $M \in \mathbb{R}$, there exist only finitely many roots $\alpha$ such that $|\alpha(h_{\text{reg}})| < M$.

(If $\alpha(h_{\text{reg}}) < 0$, we say that the root $\alpha$ is negative and if $\alpha(h_{\text{reg}}) > 0$, we say that $\alpha$ is positive.)

(6) Any two roots of non-positive norm that are both positive or both negative have inner product at most zero, and if the inner product is zero, then their root spaces commute.

Then $\mathfrak{g}$ is a Borcherds-Kac-Moody algebra.

We can simplify the above criterion if the Lie algebra is Lorentzian, i.e. if the bilinear form restricted to $\mathcal{H}_R$ has Lorentzian signature:

**Proposition 2.2** (cf. [7], Theorem 2). Let $\mathfrak{g}$ be a complex Lie algebra satisfying conditions (1) to (4) in the above proposition. Assume that the bilinear form restricted to $\mathcal{H}_R$ is Lorentzian, i.e. has signature $(\dim(\mathcal{H}) - 1, 1)$. Then (5) is fulfilled. Moreover, (6) is true if additionally the following holds: if two roots are positive multiples of the same norm-zero vector, then their root spaces commute.

**Proof.** This is essentially Theorem 2 in [7] adapted to the case of complex Lie algebras. In the case of complex $\mathfrak{g}$ we have to replace $\mathcal{H}$ by $\mathcal{H}_R$ and can apply the same arguments. \qed

2.2. Twisting the Fake Monster Lie algebra. In [6], in addition to his famous proof of the Monstrous Moonshine conjecture, Borcherds also constructed a class of Borcherds-Kac-Moody (super)algebras by twisting the denominator identity of the Fake Monster Lie algebra, both as Lie (super)algebras over $\mathbb{R}$. We shall describe this construction and a nice special case in the following.

The *Fake Monster Lie algebra* $\mathfrak{g}$ [5], originally called Monster Lie algebra\(^1\) by Borcherds, is the $\mathbb{II}_{25,1}$-graded (real) Borcherds-Kac-Moody algebra obtained as quantisation (see Sect. 4) of the conformal vertex algebra $M = V_{\mathbb{II}_{25,1}}$ of central charge 26 associated with the unique even, unimodular lattice $\mathbb{II}_{25,1}$ of Lorentzian signature $(25, 1)$.

Let $\Lambda$ denote the Leech lattice, i.e. the unique positive-definite, even, unimodular lattice of dimension 24 that has no roots. The root lattice of the Fake Monster Lie algebra $\mathfrak{g}$ is $\mathbb{II}_{25,1} \cong \Lambda \oplus \mathbb{II}_{1,1}$ with elements $\alpha = (\lambda, m, n)$ for $\lambda \in \Lambda$, $m, n \in \mathbb{Z}$ and norm $\langle \alpha, \alpha \rangle/2 = \langle \lambda, \lambda \rangle/2 - mn$. A non-zero vector $\alpha \in \mathbb{II}_{25,1}$ is a root if and only if $\langle \alpha, \alpha \rangle/2 \leq 1$, in which case it has multiplicity

$$\dim(\mathfrak{g}(\alpha)) = \left[ \frac{1}{\eta^{24}} \right] \left( -\frac{\langle \alpha, \alpha \rangle}{2} \right)$$

where $\eta$ is the Dedekind eta function, a modular form of weight $1/2$. The real simple roots of $\mathfrak{g}$ are the vectors $\alpha \in \mathbb{II}_{25,1}$ of norm $\langle \alpha, \alpha \rangle/2 = 1$ satisfying $\langle \alpha, \rho \rangle = -\langle \alpha, \alpha \rangle/2 = -1$

\(^1\) The term *Monster Lie algebra* was later recoined to denote the Borcherds-Kac-Moody algebra obtained as quantisation of $V^\natural \otimes V_{\mathbb{II}_{1,1}}$ (with the Moonshine module $V^\natural$ [30]), which was used by Borcherds in his proof of the Monstrous Moonshine conjecture [6].
where $\rho = (0, 0, 1)$ is (a choice of) the Weyl vector. They generate the Weyl group $W$ of $g$, which is the full reflection group of $II_{25,1}$. The imaginary simple roots are the positive multiples $n\rho, n \in \mathbb{Z}_{>0}$, of the Weyl vector, each with multiplicity 24. The denominator identity of $g$ is

$$e^{\rho} \prod_{\alpha \in \Phi^+} (1 - e^{\sigma \frac{1}{\eta^{24}} - (\alpha, \alpha)/2}) = \sum_{w \in W} \det(w) w(\eta^{24}(e^{\rho})).$$

Note that $\eta^{24}(e^{\rho}) = e^{\rho} \prod_{n=1}^{\infty} (1 - e^{n\rho})^{24}$ and recall that $\Phi^+$ denotes the set of positive roots. Upon replacing the formal exponentials by complex ones, the above is the expansion of a certain automorphic product $\Psi$ of weight 12 for $O(II_{26,2})^+$.\(^2\)

We describe certain automorphisms of the Fake Monster Lie algebra $g$. The automorphism group of the Leech lattice vertex operator algebra $V_{\Lambda}$ acts on $M = V_{II_{25,1}} \cong V_{\Lambda} \otimes V_{II_{1,1}}$ by trivially extending the automorphisms to the tensor product. This implies that $\text{Aut}(V_{\Lambda})$ acts as Lie algebra automorphisms on $g$ (see comment after Proposition 4.5). Explicitly, by the vanishing theorem (see Propositions 4.9 and 4.10), viewing $M$ and $g$ only as $II_{1,1}$-graded for the moment, the graded component $g(\beta)$ is isomorphic as an $(\text{Aut}(V_{\Lambda}))$-module to the $L_0$-weight space $(V_{\Lambda})_{1-\langle\beta,\beta\rangle/2}$ for non-zero $\beta \in II_{1,1}$ and to $(V_{\Lambda})_1 \oplus \mathbb{R}^{1,1}$ for $\beta = 0$.

Given an automorphism of the Borcherds-Kac-Moody superalgebra $g$, Borcherds defined a twisted denominator identity [6]. Sometimes, this will be the (untwisted) denominator identity of some other Borcherds-Kac-Moody (super)algebra. We describe some special cases. For an automorphism $\nu \in O(\Lambda)$ of order $m$, let $\phi_\nu \in O(\hat{\Lambda}) \leq \text{Aut}(V_{\Lambda})$ be the (up to conjugacy unique) standard lift of $\nu$ (see Sect. 3.1). For simplicity, we also assume that $\phi_\nu^k$ is a standard lift of $\nu^k$ for all $k \in \mathbb{Z}_{\geq 0}$, which is for example the case if $\nu$ has odd order. In particular, $\phi_\nu$ has the same order as $\nu$. Borcherds then computes the corresponding twisted denominator identity and shows that it is the denominator identity of a real Borcherds-Kac-Moody superalgebra, which we shall call $g_{\phi_\nu}$ in the following. Depending on $\nu$, this Lie superalgebra $g_{\phi_\nu}$ will sometimes be a Lie algebra.

For a lattice automorphism $\nu$ of order $m$ with cycle shape $\prod_{t|m} t^{b_t}, b_t \in \mathbb{Z}$, we define the associated eta product as $\eta_\nu(\tau) := \prod_{t|\text{gcd}(m, t)} \eta(t \tau)^{b_t}$. The level of such an automorphism is defined as the level of the subgroup of $SL_2(\mathbb{Z})$ fixing the eta product $\eta_\nu$ under modular transformations, and this is the smallest positive multiple $N$ of $m = |\nu|$ such that 24 divides $N \sum_{t|m} b_t/t$.

Scheithauer showed that if $\nu$ has square-free level, then the $\phi_\nu$-twisted denominator identity of $g$, i.e. the denominator identity of $g_{\phi_\nu}$, is an automorphic form of singular weight $-w := \text{rk}(\Lambda^\vee)/2 = k/2 - 1$ in the image of the Borcherds lift, i.e. an automorphic product (see [54], Theorem 10.1, [52, 55]). Indeed, starting from the modular form $1/\eta_\nu$, he constructed a vector-valued modular form $F$ of weight $w = 1 - k/2$ (see Sect. 3.5), which he then lifted, using the Borcherds lift [8], to an automorphic product $\Psi_{\phi_\nu}$ whose expansion at a certain cusp gives the denominator identity of $g_{\phi_\nu}$.

Finally, we describe the nice special case relevant for this text, which is obtained for ten particular conjugacy classes of automorphisms of the Leech lattice $\Lambda$. Let $m \in \mathbb{Z}_{>0}$ be square-free such that $\sigma_1(m) \mid 24$ with the sum-of-divisors function $\sigma_1$. Explicitly, let $m = 1, 2, 3, 5, 6, 7, 11, 14, 15, 23$. For each such $m$ let $\nu$ be the up to algebraic

\(^2\) Here, $O(II_{26,2})^+$ denotes the subgroup of $O(II_{26,2})$ of elements preserving the (choice of continuously varying) orientation on the 2-dimensional positive-definite subspaces of $II_{26,2} \otimes_{\mathbb{Z}} \mathbb{R}$. See, for example, Section 13 in [8].
conjugacy (i.e. conjugacy of cyclic subgroups [14]) unique\(^3\) automorphism with cycle shape \(\prod_{t \mid m} t^{b_t} = \prod_{t \mid m} t^{24/\sigma_t(m)}\). These automorphisms have order and level \(m\). We remark that the fixed-point lattices \(\Lambda^\nu\) are the unique even lattices in their respective genera without roots. The rank of \(\Lambda^\nu\) is given by \(\text{rk}(\Lambda^\nu) = k = 2 = 24\sigma_0(m)/\sigma_1(m)\).

The ten automorphisms correspond exactly to the elements of square-free order in the Mathieu group \(M_{23}\), which acts naturally on the Leech lattice \(\Lambda\), and they are listed in Table 1 below.

**Theorem 2.3** ([52], Theorem 10.1). Let \(\nu\) be of square-free order in \(M_{23}\). Then the \(\phi_\nu\)-twisted denominator identity of \(g\) is

\[
\epsilon^\rho \prod_{d \mid m} \prod_{\alpha \in \Phi^+ \cap d\Delta'} (1 - \epsilon^{\alpha})^{1/\eta_\nu(-\langle \alpha, \alpha \rangle/2d)} = \sum_{w \in W} \det(w)(\eta_\nu(\epsilon^\rho))
\]

where \(\Delta = \Lambda^\nu \oplus \Pi_{1,1}\), \(\Delta'\) is the dual lattice of \(\Delta\), \(\rho = (0, 0, 1)\) and \(W\) is the full reflection group of \(\Delta\).

This is the denominator identity of the \(\Delta\)-graded real Borcherds-Kac-Moody algebra \(g_{\phi_\nu}\) whose real simple roots are the simple roots of the Weyl group \(W\) and whose imaginary simple roots are the positive multiples \(n\rho\), \(n \in \mathbb{Z}_{>0}\), of the Weyl vector \(\rho\) with multiplicity \(24\sigma_0((m, n))/\sigma_1(m)\).

This denominator identity is the expansion at any cusp of the automorphic product \(\Psi_{\phi_\nu}\) on the lattice \(P = L \oplus \Pi_{1,1}^\nu = \Lambda^\nu \oplus \Pi_{1,1}(m) \oplus \Pi_{1,1}^\nu\) of singular weight \(-w = 12\sigma_0(m)/\sigma_1(m) \in \mathbb{Z}\) (where \(L = \Lambda^\nu \oplus \Pi_{1,1}(m)\)). The lattice \(P\) is even, of signature \((k, 2)\) and has level \(m\).

We remark that the root multiplicities of \(g_{\phi_\nu}\) are

\[
\dim(g_{\phi_\nu}(\alpha)) = \sum_{d \mid m} \delta_{\alpha \in \Delta \cap d\Delta'} \left[ \frac{1}{\eta_\nu} \right] \left( -\frac{1}{d} \frac{\langle \alpha, \alpha \rangle}{2} \right)
\]

for all non-zero \(\alpha \in \Delta\) and that \(\dim(g_{\phi_\nu}(0)) = k\).

One observes that for these ten automorphisms \(\nu\) the automorphic form \(\Psi_{\phi_\nu}\) is completely reflective (see [54, Section 9]), i.e. it has nice symmetries. In fact, as we shall see in the next section, one can show that these are essentially all the completely reflective automorphic products of singular weight on lattices of square-free level.

### 2.3. Classification

We describe a classification result for automorphic products and for Borcherds-Kac-Moody algebras from [54].

As we saw above, the denominator identity of a Borcherds-Kac-Moody algebra is sometimes an automorphic product. These are automorphic forms on orthogonal groups in the image of the Borcherds lift [8], which lifts from vector-valued modular forms for the Weil representation of \(\text{Mp}_2(\mathbb{Z})\). Since these automorphic forms have an infinite-product expansion, they are called automorphic products.

In [54] the author classified all Borcherds-Kac-Moody algebras whose denominator identities are completely reflective automorphic products of singular weight. He found that the ten Borcherds-Kac-Moody algebras from Sect. 2.2 are essentially all such Borcherds-Kac-Moody algebras. More precisely:

\(^3\) Except for \(m = 23\) this is also the unique conjugacy class. When \(m = 23\), \(\nu\) and \(\nu^{-1}\) represent two distinct conjugacy classes.
Theorem 2.4 ([54], Theorem 12.7). Let \( P \) be an even lattice of signature \((k, 2)\) with \( k \geq 4\), square-free level \( m \) and \( p \)-ranks of the discriminant form \( P'/P \) at most \( k + 1 \). Then a real Borcherds-Kac-Moody algebra whose denominator identity is a completely reflective automorphic product of singular weight \(-w = k/2 - 1\) on \( P \) is isomorphic to \( \mathfrak{g}_{\phi_v} \) for the automorphism \( v \) of order \( m \) in \( M_{23} \).

As formulated here, this is a slight improvement of the theorem in [54] due to the author of this text, removing the assumption that \( P \) splits two hyperbolic planes (see Satz 6.4.2 in [46]).

The above result is achieved by classifying automorphic products:

Theorem 2.5 ([54], Theorem 12.6). Let \( P \) be an even lattice of signature \((k, 2)\) with \( k \geq 4\), square-free level \( m \) and \( p \)-ranks of the discriminant form \( P'/P \) at most \( k + 1 \). Then a completely reflective automorphic product of singular weight \(-w = k/2 - 1\) exists on \( P \) if and only if \( P \) is isomorphic to one of the following lattices (the unique isomorphism class in the following lattice genera):

\[
\begin{array}{c|c}
-w & P \\
1 & \Pi_{4,2}(23^{-3}) \\
2 & \Pi_{6,2}(11^{-4}), \; \Pi_{6,2}(2^47^{-4}), \; \Pi_{6,2}(3^45^{-4}) \\
3 & \Pi_{8,2}(7^{-5}) \\
4 & \Pi_{10,2}(5^6), \; \Pi_{10,2}(2^63^{-6}) \\
6 & \Pi_{14,2}(3^{-8}) \\
8 & \Pi_{18,2}(2^{+10}) \\
12 & \Pi_{26,1} \\
\end{array}
\]

Moreover, all these lattices are of the form \( P \cong \Lambda' \oplus \Pi_{1,1}(m) \oplus \Pi_{1,1} \) for an element \( v \) of square-free order \( m \) in \( M_{23} \).

The restriction on the \( p \)-ranks is essential since it guarantees in particular the finiteness of the above list (see [54], remark after Theorem 12.3). As before, Satz 6.4.1 in [46] removes the assumption that \( P \) splits two hyperbolic planes.

3. Vertex Algebras

In this section we define the ten conformal vertex algebras \( M_{\phi_v} \) of central charge 26 that will serve as input of the BRST quantisation in Sect. 4. For an introduction to the theory of vertex (operator) algebras and their representation theory we refer the reader to [29,30,39], for example.

Recall that a vertex operator algebra \( V = \bigoplus_{n \in \mathbb{Z}} V_n \) is a \( \mathbb{Z} \)-graded vertex algebra with \( \dim(V_n) < \infty \) and \( \dim(V_n) = 0 \) for \( n \ll 0 \). Moreover, it carries a representation of the Virasoro algebra of some central charge \( c \in \mathbb{C} \) (see also Sect. 4.1) and \( V_n \) is the eigenspace of \( L_0 \) associated with eigenvalue (or weight) \( n \) for all \( n \in \mathbb{Z} \). If we drop the assumptions of lower-boundedness of the grading and the finite-dimensionality of the graded components, we arrive at the notion of a conformal vertex algebra. Examples of conformal vertex algebras are vertex algebras associated with even lattices. If the lattice is in addition positive-definite, then we obtain a vertex operator algebra.

In this paper we follow the convention in [23] and call a vertex operator algebra strongly rational if it is rational (as defined in [19], for example), \( C_2 \)-cofinite (or lisse),
self-contragredient (or self-dual) and of CFT-type (which imply simplicity). Rationality entails that the category of modules is semisimple with finitely many simple objects, i.e. irreducible modules. A vertex operator algebra of CFT-type is \( \mathbb{Z}_{\geq 0} \)-graded with \( V_0 = \mathbb{C} \mathbf{1} \) where \( \mathbf{1} \) denotes the vacuum vector.

A vertex operator algebra is called holomorphic if its only irreducible module is \( V \) itself.

### 3.1. Heisenberg and lattice vertex algebras

We review Heisenberg vertex operator algebras and vertex algebras associated with even lattices, which are among the best-studied examples of vertex (operator) algebras.

Let \( M_h(1,0) \) denote the Heisenberg (or free-boson) vertex operator algebra (of level 1) associated with the \( \mathbb{C} \)-vector space \( h \) equipped with a non-degenerate, symmetric bilinear form \( \langle \cdot, \cdot \rangle \). It has central charge \( \dim(h) \) and its irreducible modules are given up to isomorphism by \( M_h(1, \alpha) \) for \( \alpha \in h \) with conformal weights (or lowest \( L_0 \)-weights) \( \langle \alpha, \alpha \rangle / 2 \) (see, for example, [39, Section 6.3]). The form \( \langle \cdot, \cdot \rangle \) on \( h \) naturally induces a non-degenerate, Virasoro-invariant (see Definition 4.1 below), symmetric bilinear form on \( M_h(1, \alpha) \) for all \( \alpha \in h \).

Over \( \mathbb{C} \), \( (h, \langle \cdot, \cdot \rangle) \) is always isometric to \( \mathbb{C}^d, d := \dim(h) \), equipped with the standard bilinear form, and the Heisenberg vertex operator algebras corresponding to \( (h, \langle \cdot, \cdot \rangle) \) and \( \mathbb{C}^d \) are isomorphic. In the following, we shall simply write \( \pi_d := M_h(1, \alpha) \) if \( \dim(h) = d \). Also note that \( \pi_0^d \cong (\pi_0^1)^\otimes d \).

However, for the BRST construction in Sect. 4 we shall also need to demand that \( h \), and \( M_h(1, \alpha) \) for all \( \alpha \in h \), come equipped with a non-degenerate, Hermitian sesquilinear form. To this end, we shall start with an \( \mathbb{R} \)-vector space \( h_{\mathbb{R}} \) equipped with a non-degenerate, symmetric bilinear form \( \langle \cdot, \cdot \rangle_{\mathbb{R}} \) of signature \( (r, s) \) for some \( r, s \in \mathbb{Z}_{\geq 0} \) with \( r + s = d \). Then, over \( \mathbb{R} \), \( (h_{\mathbb{R}}, \langle \cdot, \cdot \rangle_{\mathbb{R}}) \) is isometric to \( \mathbb{R}^{(r,s)} \), the \( (r+s) \)-dimensional \( \mathbb{R} \)-vector space with the standard bilinear form of signature \( (r,s) \). The form \( \langle \cdot, \cdot \rangle_{\mathbb{R}} \) extends to a non-degenerate, symmetric bilinear form \( \langle \cdot, \cdot \rangle \) and also to a non-degenerate, Hermitian sesquilinear form of signature \( (r,s) \) on \( h = h_{\mathbb{R}} \otimes_{\mathbb{C}} \mathbb{C} \), and these forms extend naturally to non-degenerate, Virasoro-invariant, symmetric bilinear and Hermitian sesquilinear forms on \( M_h(1, \alpha) \), \( \alpha \in h \). In the following, we shall write \( \pi_{(r,s)} := M_h(1, \alpha) \) if \( (h_{\mathbb{R}}, \langle \cdot, \cdot \rangle_{\mathbb{R}}) \) has signature \( (r,s) \).

The character or graded dimension of \( \pi_{(r,s)}^d \) is given by

\[
\chi_{\pi_{(r,s)}^d} = \text{tr}_{\pi_{(r,s)}^d} q^{L_0 - d/24} = \frac{q^{\langle \alpha, \alpha \rangle/2}}{\eta(\tau)^d}
\]

for \( \alpha \in h \) with the Dedekind eta function \( \eta \).

Let \( L \) be an even lattice, i.e. a free abelian group \( L \) of rank \( d \) equipped with a non-degenerate, symmetric bilinear form \( \langle \cdot, \cdot \rangle : L \times L \to \mathbb{Z} \) such that \( \langle \alpha, \alpha \rangle / 2 \in \mathbb{Z} \) for all \( \alpha \in L \). Let \( (r,s) \) denote the signature of \( \langle \cdot, \cdot \rangle \) over \( \mathbb{R} \). We recall some well-known facts about the lattice vertex algebra \( V_L \) associated with \( L \) [2, 16, 30]. \( V_L \) is a conformal vertex algebra of central charge \( d = r + s \). If \( L \) is positive-definite, then \( V_L \) is a strongly rational vertex operator algebra, and if \( L \) is unimodular, then \( V_L \) is holomorphic.

The lattice vertex algebra \( V_L \) contains the Heisenberg vertex operator algebra \( \pi_0^{(r,s)} \) associated with the vector space \( h = L \otimes_{\mathbb{Z}} \mathbb{C} \) (and \( h_{\mathbb{R}} = L \otimes_{\mathbb{Z}} \mathbb{R} \)) as a vertex operator subalgebra and decomposes into a direct sum \( V_L = \bigoplus_{\alpha \in L} \pi_{(r,s)}^\alpha \) of irreducible \( \pi_{(r,s)}^\alpha \)-modules.
The irreducible $V_L$-modules up to isomorphism are $V_{\lambda+L} = \bigoplus_{\alpha \in \lambda + L} \pi_\alpha^{(r,s)}$ for $\lambda + L \in L'/L$ where $L'$ is the dual lattice. They are all simple currents, meaning that their fusion products are again irreducible, and have the fusion rules

$$V_{\lambda+L} \boxtimes V_{\mu+L} \cong V_{\lambda+\mu+L}$$

for all $\lambda, \mu, L \in L'/L$, i.e. the fusion algebra is the group algebra $\mathbb{C}[L'/L]$.

In the following, let $L$ be positive-definite. Then character of $V_{\lambda+L}$ is well-defined and given by

$$\text{ch}_{V_{\lambda+L}}(\tau) = \text{tr}_{V_{\lambda+L}} q^{L_0 - d/24} = \frac{\vartheta_{\lambda+L}(\tau)}{\eta(\tau)^d}$$

for $\lambda + L \in L'/L$. Here, $\vartheta_{\lambda+L}(\tau) = \sum_{\alpha \in \lambda + L} q^{(\alpha,\alpha)/2}$ denotes the usual theta series of the lattice coset $\lambda + L \in L'/L$.

We denote by $O(L)$ the group of automorphisms (or isometries) of the lattice $L$. The construction of the vertex operator algebra $V_L$ involves a choice of group 2-cocycle $\epsilon: L \times L \to \{\pm 1\}$ such that $\epsilon(\alpha, \beta)/\epsilon(\beta, \alpha) = (-1)^{(\alpha,\beta)}$ for all $\alpha, \beta \in L$. An automorphism $\nu \in O(L)$ together with a function $\eta: L \to \{\pm 1\}$ satisfying $\eta(\alpha)\eta(\beta)/\eta(\alpha+\beta) = \epsilon(\alpha, \beta)/\epsilon(\nu a, \nu b)$ defines an automorphism $\hat{\nu} \in O(L) \leq \text{Aut}(V_L)$ (see, for example, [6, 30]). We call $\hat{\nu}$ a standard lift if the restriction of $\eta$ to the fixed-point sublattice $L^\nu \leq L$ is trivial. All standard lifts of $\nu$ are conjugate in $\text{Aut}(V_L)$ (see [26], Proposition 7.1). Let $\hat{\nu}$ be a standard lift of $\nu$ and suppose that $\nu$ has order $m$. If $m$ is odd or if $m$ is even and $\langle \alpha, v^{m/2}\alpha \rangle \in 2\mathbb{Z}$ for all $\alpha \in L$, then the order of $\hat{\nu}$ is also $m$. Otherwise the order of $\hat{\nu}$ is $2m$, in which case we say that $\nu$ exhibits order doubling.

3.2. Orbifold theory. Given a suitably nice, for example strongly rational, vertex operator algebra $V$ and a group $G \leq \text{Aut}(V)$ of automorphisms of $V$, orbifold theory is concerned with the properties of the fixed-point vertex operator subalgebra $V^G$ and in particular its representation theory. Recently, it was proved that if $V$ is strongly rational and $G$ is a finite, solvable group of automorphisms of $V$, then $V^G$ is also strongly rational [13, 21, 44].

In this section we describe two special cases in which the representation theory of $V^G$ has been fully determined, i.e. the irreducible $V^G$-modules and the fusion rules amongst them. The first one is the cyclic orbifold theory for holomorphic vertex operator algebras developed in [26, 47]. Here, $V$ is assumed to be holomorphic and $G$ to be cyclic. Secondly, we discuss the representation theory of the vertex operator algebra $V_{L_{\nu}}$ associated with the coinvariant lattice $L_{\nu} = (L^\nu)^{\perp}$ of a unimodular lattice $L$ and an automorphism $\nu \in O(L)$. These results were obtained in [38] (with partial results in [47], Chapter 7).

We begin with the holomorphic orbifold theory [26, 47]. Let $V$ be a strongly rational, holomorphic vertex operator algebra, whose central charge is necessarily in $8\mathbb{Z}_{\geq 0}$, and $G = \langle \sigma \rangle \leq \text{Aut}(G)$ a finite, cyclic group of automorphisms of $V$ of order $m \in \mathbb{Z}_{\geq 0}$.

By [20] there is an up to isomorphism unique irreducible $\sigma^i$-twisted $V$-module $V(\sigma^i)$ for each $i \in \mathbb{Z}_m$. Moreover, for all $i \in \mathbb{Z}_m$ the vector space $V(\sigma^i)$ admits a representation $\phi_i: G \to \text{Aut}(V(\sigma^i))$ of $G$ such that

$$\phi_i(\sigma)Y_{V(\sigma^i)}(v, x)\phi_i(\sigma)^{-1} = Y_{V(\sigma^i)}(\sigma v, x)$$

for all $v \in V$. This representation is unique up to an $m$-th root of unity. We denote by $V^\sigma(i, j)$ the eigenspace of $\phi_i(\sigma)$ in $V(\sigma^i)$ corresponding to the eigenvalue $e^{(2\pi i)j/m}$. On $V(\sigma^0) = V$ a possible choice for $\phi_0$ is given by $\phi_0(\sigma) = \sigma$. 

The fixed-point vertex operator subalgebra \( V^\sigma = V^\sigma(0, 0) \) is strongly rational by [13, 21, 44] and has exactly \( m^2 \) irreducible modules, namely
\[
V^\sigma(i, j) \quad \text{for} \quad i, j \in \mathbb{Z}_m,
\]
which follows from results in [24, 45]. We showed that the conformal weight \( \rho(V(\sigma)) \) of \( V(\sigma) \) is in \( (1/m^2)\mathbb{Z} \), and we define the type \( t \in \mathbb{Z}_m \) of \( \sigma \) by \( t = m^2 \rho(V(\sigma)) \mod m \).

For ease of presentation, let us assume in the following that \( \sigma \) has type 0, i.e. that \( \rho(V(\sigma)) \in (1/m)\mathbb{Z} \). (But note that the other cases were studied as well in [26, 47].) Then it is possible to choose the representations \( \phi_i \) such that the conformal weights obey
\[
Q_\rho((i, j)) := \rho(V^\sigma(i, j)) + \mathbb{Z} = i j / m + \mathbb{Z} =: Q_m((i, j))
\]
and \( V^\sigma \) has fusion rules
\[
V^\sigma(i, j) \otimes V^\sigma(k, l) \cong V^\sigma(i + k, j + l)
\]
for all \( i, j, k, l \in \mathbb{Z}_m \), i.e. the fusion algebra of \( V^\sigma \) is the group algebra \( \mathbb{C}[\mathbb{Z}_m \times \mathbb{Z}_m] \) (see [26, Section 5]). In particular, all \( V^\sigma \)-modules are simple currents (see also [24]).

The fusion group \( \mathbb{Z}_m \times \mathbb{Z}_m \) together with the quadratic form \( Q_\rho = Q_m \) forms a non-degenerate finite quadratic space \( R(V^\sigma) = (\mathbb{Z}_m \times \mathbb{Z}_m, Q_m) \). It is isomorphic to the discriminant form of the rescaled hyperbolic lattice \( II_{1,1}(m) \), i.e.
\[
R(V^\sigma) \cong (II_{1,1}(m))'/II_{1,1}(m).
\]

We now describe the orbifold theory for certain vertex operator algebras associated with coinvariant lattices [38]. Let \( L \) be an even, positive-definite, unimodular lattice and \( \nu \in O(L) \) an isometry of \( L \) of order \( m \). Then \( L^\nu = \{ \alpha \in L \mid \nu \alpha = \alpha \} \) denotes the fixed-point lattice (or invariant lattice), and its orthogonal complement \( L^\nu : = (L^\nu)^\perp \subseteq L \) is called coinvariant lattice. The restriction of \( \nu \) to \( L^\nu \), which we shall also call \( \nu \), acts fixed-point free on \( L^\nu \), i.e. \( (L^\nu)^\nu = \{0\} \). This implies that all lifts of \( \nu \in O(L^\nu) \) to \( \text{Aut}(V_{L^\nu}) \) are conjugate. Let \( \hat{\nu} \) be one such lift. It is a standard lift and has order \( m \), i.e. no order doubling occurs.

Note however that the (up to conjugacy unique) standard lift \( \phi_\nu \) of \( \nu \in O(L) \) to an automorphism in \( \text{Aut}(V_L) \) might exhibit order doubling and this will play a role in what follows.

Given the lattice vertex operator algebra \( V_{L^\nu} \) and the automorphism \( \hat{\nu} \), we consider the fixed-point vertex operator subalgebra \( V_{L^\nu}^\hat{\nu} \). It was shown in [38, 47] that \( V_{L^\nu}^\hat{\nu} \) has exactly \( m^2\) \((L^\nu)^\prime/L^\nu\) irreducible modules, which are all simple currents. The exact fusion rules were determined in [38]. There are two cases depending on whether \( \phi_\nu \in \text{Aut}(V_L) \) exhibits order doubling or not. For simplicity let us assume that this is not the case, i.e. that \( \langle \alpha, \nu^m/2\alpha \rangle \in 2\mathbb{Z} \) for all \( \alpha \in L \) if \( m \) is even.

By [16] the irreducible \( V_{L^\nu} \)-modules are parametrised by the lattice cosets \((L^\nu)^\prime/L^\nu\). For \( i \in \mathbb{Z}_m \) the irreducible \( \hat{\nu}^i \)-twisted \( V_{L^\nu} \)-modules were determined in [1, 18]. They are similarly given by \( V_{\alpha+L^\nu}(\hat{\nu}^i) \) for \( \alpha + L^\nu \in ((L^\nu)^\prime/L^\nu)^\delta \). Since \( L^\nu \) is the coinvariant lattice corresponding to \( \nu \), it is easy to show that \( ((L^\nu)^\prime/L^\nu)^\nu^i = (L^\nu)^\prime/L^\nu \), i.e. that \( \nu \) acts trivially on \( (L^\nu)^\prime/L^\nu \). This also implies the existence of linear representations \( \phi_{\alpha+L^\nu,i} : \hat{\nu} \rightarrow \text{Aut}_\mathbb{C}(V_{\alpha+L^\nu}(\hat{\nu}^i)) \) satisfying the same property as the \( \phi_i \) above.

With the same arguments as before, the irreducible \( V_{L^\nu}^\hat{\nu} \)-modules are exactly the corresponding eigenspaces
\[
V_{L^\nu}^\hat{\nu}(\alpha + L^\nu, i, j) \quad \text{for} \quad \alpha + L^\nu \in ((L^\nu)^\prime/L^\nu) \text{ and } i, j \in \mathbb{Z}_m.
\]
Again, for simplicity we only present the case when $\phi_v$ has type 0, i.e. when $\rho(V_L(\phi_v)) \in (1/m)\mathbb{Z}$. Note that $\rho(V_L(\phi_v)) = \rho(V_L(\hat{v}))$. Then, after a suitable choice of the aforementioned representations, the irreducible $V_L^\hat{\nu}$-modules have conformal weights

$$Q_\rho(\alpha + L_v, i, j) = \rho(V_L^\hat{\nu}(\alpha + L_v, i, j)) + \mathbb{Z} = \frac{(\alpha, \alpha)}{2} + \frac{ij}{m} + \mathbb{Z}$$

and fusion rules

$$V_L^\hat{\nu}(\alpha + L_v, i, j) \boxtimes V_L^\hat{\nu}(\beta + L_v, k, l) \cong V_L^\hat{\nu}(\alpha + \beta + L_v, i + k, j + l)$$

for all $\alpha + L_v, \beta + L_v \in (L_v)'/L_v$ and $i, j, k, l \in \mathbb{Z}_m$, i.e. the fusion algebra of $V_L^\hat{\nu}$ is the group algebra $\mathbb{C}[(L_v)'/L_v \times \mathbb{Z}_m \times \mathbb{Z}_m]$. Together with the quadratic form $Q_\rho$ the fusion group forms a finite quadratic space

$$R(V_L^\hat{\nu}) = (L_v)'/L_v \times R(V_L^{\phi_v}) = (L_v)'/L_v \times (\mathbb{Z}_m \times \mathbb{Z}_m, Q_m),$$

which depends on the finite quadratic space of $V_L^{\phi_v}$. Similar results hold if $\phi_v$ does not have type 0 or exhibits order doubling.

### 3.3. Simple-current extensions.

We describe simple-current extensions of vertex operator algebras. A lot of progress has been made recently concerning vertex operator algebra extensions. We shall only need the following special case, which is developed in [26,47].

Let $V$ be a strongly rational vertex operator algebra and assume that all irreducible $V$-modules are simple currents. Then the fusion algebra of $V$ is the group algebra $\mathbb{C}[D]$ of some finite abelian group $D$, i.e. the isomorphism classes of irreducible $V$-modules $\{W^\gamma \mid \gamma \in D\}$ can be parametrised by $D$ and

$$W^\gamma \boxtimes W^\delta \cong W^{\gamma + \delta}$$

for all $\gamma, \delta \in D$. The identity element is given by $W^0 \cong V$ and the inverse of $\gamma$ by $W^{-\gamma} \cong (W^\gamma)'$, the contragredient module.

Now additionally assume that $V$ satisfies the positivity condition, i.e. that the conformal weight $\rho(W) > 0$ for any irreducible $V$-module $W \not\cong V$ and $\rho(V) = 0$. Then

$$Q_\rho(\gamma) = \rho(W^\gamma) + \mathbb{Z} \in \mathbb{Q}/\mathbb{Z}$$

defines a non-degenerate quadratic form on $D$, i.e. $(D, Q_\rho)$ is a non-degenerate finite-quadratic space.

Let $I$ be a subset of $D$. Then the direct sum

$$V_I := \bigoplus_{\gamma \in I} W^\gamma$$

carries an up to isomorphism unique vertex operator algebra structure, extending the vertex operator algebra structure of $V$ and the module structure of the $W^\alpha, \alpha \in I$, if and only if $I$ is an isotropic subgroup of $D$.

In this case $V_I$ is strongly rational and the irreducible $V_I$-modules are up to isomorphism given by

$$X^{\alpha+I} := \bigoplus_{\gamma \in \alpha+I} W^\gamma$$

for $\alpha + I \in I^\perp/I$. They are again all simple currents and the fusion group of $V_I$ is given by the quotient group $I^\perp/I$. In particular, $V_I$ is holomorphic if and only if $I = I^\perp$. 

Table 1. The ten automorphisms \( v \in O(\Lambda) \) and related properties

| Co\(_1\) class | Cycle shape | \( \rho(V_{\Lambda}(\phi_v)) \) | \( k \) | \( w \) | Genus \( \Lambda^v \) | Genus \( K \) |
|---|---|---|---|---|---|---|
| 1A | \( 1_{24}^4 \) | 0 | 26 | -12 | \( H_{24,0} \) | \( \Pi_{1,1} \) |
| 2A | \( 1_{8}^8 \) | 1/2 | 18 | -8 | \( H_{16,0}(2_t^{15}) \) | \( \Pi_{1,1}(2_t^{3}) \) |
| 3B | \( 1_{6}^6 \) | 2/3 | 14 | -6 | \( H_{12,0}(3_t^{5}) \) | \( \Pi_{1,1}(3_t^{3}) \) |
| 5B | \( 1_{4}^4 \) | 4/5 | 10 | -4 | \( H_{8,0}(5_t^{3}) \) | \( \Pi_{1,1}(5_t^{2}) \) |
| 6E | \( 1_{2}^2, 3^2, 6^2 \) | 5/6 | 10 | -4 | \( H_{8,0}(2_t^{15}), 3^2 \) | \( \Pi_{1,1}(2_t^{23}), 3^2 \) |
| 7B | \( 1_{3}^2 \) | 6/7 | 8 | -3 | \( H_{6,0}(3_t^{5}) \) | \( \Pi_{1,1}(7_t^{3}) \) |
| 11A | \( 1_{2}^2, 11^2 \) | 10/11 | 6 | -2 | \( H_{4,0}(11_t^{2}) \) | \( \Pi_{1,1}(11_t^{2}) \) |
| 14B | \( 1.2.7.14 \) | 13/14 | 6 | -2 | \( H_{4,0}(2_t^{23}, 7t^{2}) \) | \( \Pi_{1,1}(2_t^{23}, 7t^{2}) \) |
| 15D | \( 1.3.5.15 \) | 14/15 | 6 | -2 | \( H_{4,0}(3_t^{25}, -2) \) | \( \Pi_{1,1}(3_t^{25}, -2) \) |
| 23A, B | 1.23 | 22/23 | 4 | -1 | \( H_{2,0}(23^t) \) | \( \Pi_{1,1}(23^t) \) |

3.4. Conformal vertex algebras of central charge 26. Using the tools from Sects. 3.2 and 3.3 we shall define the conformal vertex algebras \( M_{\phi_v} \) of central charge 26 that will serve as input for the BRST construction.

To this end consider the strongly rational, holomorphic vertex operator algebra \( V_{\Lambda} \) of central charge 24 associated with the Leech lattice \( \Lambda \) and let \( v \in O(\Lambda) \) be of square-free order in \( M_{23} \), i.e. one of the ten automorphisms from Sect. 2.2 with orders \( m = 1, 2, 3, 5, 6, 7, 11, 14, 15, 23 \) and cycle shapes \( \prod_{i|m} t^{b_i} = \prod_{i|m} t^{24/\sigma_1(m)} \). Let \( \phi_v \in \text{Aut}(V_{\Lambda}) \) be the (up to conjugacy unique) standard lift of \( v \in O(\Lambda) \). In the ten cases at hand, \( \phi_v \) has order \( m \), i.e. no order doubling occurs, and the property that \( \phi_v^k \) is a standard lift of \( v^k \) for all \( k \in \mathbb{Z}_{\geq 0} \).

The conformal weight of the unique irreducible \( \phi_v \)-twisted \( V_{\Lambda} \)-module \( V_{\Lambda}(\phi_v) \) is

\[
\rho(V_{\Lambda}(\phi_v)) = \frac{1}{24} \sum_{i|m} b_i(t - 1/t) = \frac{m - 1}{m} \in \mathbb{Z}.
\]

In particular, \( \phi_v \) has type 0. Note that \( V_{\Lambda}(\phi_v) \) satisfies the positivity condition.

Applying the cyclic orbifold theory for holomorphic vertex operator algebras described in Sect. 3.2 we conclude that \( V_{\Lambda}(\phi_v) \) has exactly \( m^2 \) irreducible modules \( V_{\Lambda}^{\phi_v}(i, j) \), \( i, j \in \mathbb{Z}_m \), with fusion group \( \mathbb{Z}_m \times \mathbb{Z}_m \) and quadratic form \( Q_{\rho}(i, j) = \rho(V_{\Lambda}^{\phi_v}(i, j)) + \mathbb{Z} = (i + j)/m + \mathbb{Z} = Q_m((i, j)) \).

Let \( H_{1,1} \) be the up to isomorphism unique even, unimodular lattice of Lorentzian signature (1, 1) and let \( K := H_{1,1}(m) \) be the same lattice with the quadratic form rescaled by \( m \). As mentioned above, the discriminant form \( K'/K \) is as finite quadratic space isomorphic to \( (\mathbb{Z}_m \times \mathbb{Z}_m, Q_m) \) and in fact it is also isomorphic to \( (\mathbb{Z}_m \times \mathbb{Z}_m, -Q_m) \). (Given any finite quadratic space \( A \), let \( \bar{A} \) be the same finite abelian group but with the quadratic form multiplied by \(-1\) ) We make a choice of isomorphism

\[
\varphi: K'/K \rightarrow (\mathbb{Z}_m \times \mathbb{Z}_m, -Q_m)
\]

but shall later see that this choice is irrelevant.

Consider the conformal vertex algebra \( V_K \) of central charge 2 associated with \( K \). It has irreducible modules \( V_{\alpha+K} \) for \( \alpha + K \in K'/K \) and fusion group \( K'/K \) [16].

In Table 1 we collect some properties of the ten cases. Recall that \( O(\Lambda) \cong \text{Co}_0 \) and that the sporadic group \( \text{Co}_1 \) is the quotient \( \text{Co}_0/(\pm 1) \) of \( \text{Co}_0 \) by its centre.

Finally, we define the conformal vertex algebra \( M_{\phi_v} \) in the matter sector of the BRST construction as a simple-current extension of \( V_{\Lambda}^{\phi_v} \otimes V_K \):
Proposition 3.1. Let \( \nu \) be of square-free order in \( M_{23} \). Then the direct sum

\[
M_{\phi \nu} := \bigoplus_{\alpha + K \in K'/K} V^\phi_{\Lambda} (\varphi (\alpha + K)) \otimes V_{\alpha + K}
\]

admits the structure of a conformal vertex algebra of central charge 26.

Proof. We note that \( \bigoplus_{i, j \in \mathbb{Z}_m} V^\phi_{\Lambda} (i, j) \) is an abelian intertwining algebra \([26, 47]\), and so is \( \bigoplus_{\alpha + K \in K'/K} V_{\alpha + K} \) \([17]\), corresponding to the fact that all the irreducible modules are simple currents.

An abelian intertwining algebra \([17]\) is a generalisation of a conformal vertex algebra associated with some finite quadratic space. Conformal vertex algebras are recovered if the \( L_0 \)-grading is integral and the quadratic form trivial. The axioms of an abelian intertwining algebra also include a grading-compatibility condition that relates the bilinear form associated with the quadratic form to the \( L_0 \)-grading. Under mild assumptions (see, for example, Remark 3.1.5 in \([47]\)) this guarantees that if an abelian intertwining algebra has integral \( L_0 \)-grading, this bilinear form vanishes. This does not quite mean, however, that the quadratic form vanishes.\(^4\) Some abelian intertwining algebras satisfy an additional evenness condition. In that case, the quadratic form itself is related to the \( L_0 \)-grading, and hence an integral \( L_0 \)-grading does imply that the quadratic form vanishes.

Now, the tensor-product abelian intertwining algebra of central charge 26

\[
\left( \bigoplus_{i, j \in \mathbb{Z}_m} V^\phi_{\Lambda} (i, j) \right) \otimes \left( \bigoplus_{\alpha + K \in K'/K} V_{\alpha + K} \right) = \bigoplus_{i, j \in \mathbb{Z}_m} \bigoplus_{\alpha + K \in K'/K} V^\phi_{\Lambda} (i, j) \otimes V_{\alpha + K}
\]

is an abelian intertwining algebra with associated finite quadratic space

\[
(\mathbb{Z}_m \times \mathbb{Z}_m, -Q_m) \times K'/K.
\]

It was shown in \([26, 47]\) that the first abelian intertwining algebra satisfies the evenness condition, and for the second this follows by definition of lattice abelian intertwining algebras \([17]\). Hence, also the tensor product satisfies evenness.

Clearly, by definition of \( \varphi \), the abelian intertwining subalgebra \( M_{\phi \nu} \) defined by the subgroup of all elements of the form

\[
(\varphi (\gamma), \gamma) \quad \text{for} \quad \gamma \in K'/K
\]

has integral \( L_0 \)-grading. Hence, the quadratic form for \( M_{\phi \nu} \) vanishes and \( M_{\phi \nu} \) is a conformal vertex algebra. \( \square \)

We shall see in Proposition 3.4 that \( M_{\phi \nu} \) is up to isomorphism independent of the choice of \( \varphi \).

For the remainder of this section we study the properties of

\[
M_{\phi \nu} = \bigoplus_{\alpha \in K'} V^\phi_{\Lambda} (\varphi (\alpha + K)) \otimes \pi_\alpha^{(1, 1)},
\]

\(^4\) Indeed, every quadratic form \( Q \) (on some finite, abelian group \( D \)) has a unique associated bilinear form \( B_Q \). On the other hand, given a finite bilinear form \( B \), there are \(|D/2D|\) many quadratic forms \( Q \) with \( B_Q = B \).
which is clearly graded by $K'$. In the following we shall see that $M_{\phi_v}$ is actually graded by $L'$ where

$$L := \Lambda^v \oplus K = \Lambda^v \oplus II_{1,1}(m)$$

is a lattice of rank $k$ and signature $(k - 1, 1)$. Indeed, recall that $V_{\Lambda_v}^\hat{\psi}$ is the orbifold vertex operator algebra associated with the coinvariant lattice $\Lambda_v$ and the up to conjugacy unique lift $\hat{\psi} \in \text{Aut}(V_{\Lambda_v})$ of $\psi \in O(\Lambda_v)$. It is not difficult to see that $V_{\Lambda_v}^\hat{\psi}$ and the lattice vertex operator algebra $V_{\Lambda_v}$ form a dual pair in $V_{\Lambda_v}^\psi$, i.e. they are mutual commutants (or centralisers), intersect trivially, i.e. $V_{\Lambda_v}^\hat{\psi} \cap V_{\Lambda_v} = 1$ and generate a full vertex operator subalgebra of $V_{\Lambda_v}^\phi$ isomorphic to $V_{\Lambda_v}^\psi \otimes V_{\Lambda_v}$.

This implies that we can decompose $V_{\Lambda_v}^\phi$ and any of its modules into a direct sum of irreducible $V_{\Lambda_v}^\psi \otimes V_{\Lambda_v}$-modules. First we observe that because fixed-point sublattices are always primitive sublattices and because $\Lambda$ is unimodular, there is a natural isomorphism of finite quadratic spaces

$$\psi : (\Lambda^v)'/\Lambda^v \to (\Lambda_v)'/\Lambda_v$$

such that

$$\Lambda \cong \bigcup_{\alpha+\Lambda^v \in (\Lambda^v)'/\Lambda^v} \psi(\alpha + \Lambda^v) \oplus (\alpha + \Lambda^v)$$

(see, for example, Proposition 1.2 in [25]). Hence,

$$V_{\Lambda} \cong \bigoplus_{\alpha+\Lambda^v \in (\Lambda^v)'/\Lambda^v} V_{\psi(\alpha + \Lambda^v)} \otimes V_{\alpha + \Lambda^v}.$$ 

This can be used to show that

$$V_{\Lambda_v}^\phi(i, j) \cong \bigoplus_{\alpha+\Lambda^v \in (\Lambda^v)'/\Lambda^v} V_{\Lambda_v}^\hat{\psi}(\psi(\alpha + \Lambda^v), i, j) \otimes V_{\alpha + \Lambda^v}$$

for all $i, j \in \mathbb{Z}_m$ (see [38], proof of Theorem 5.3).

Inserting the above into the definition of $M_{\phi_v}$ and defining the isomorphism $\chi := (\psi, \varphi)$ of finite quadratic spaces

$$\chi : L'/L \to (\Lambda_v)'/\Lambda_v \times (\mathbb{Z}_m \times \mathbb{Z}_m, -Q_m)$$

where $L = \Lambda^v \oplus K = \Lambda^v \oplus II_{1,1}(m)$ we can decompose $M_{\phi_v}$ as simple-current extension of $V_{\Lambda_v}^\hat{\psi} \otimes V_L$:

**Proposition 3.2.** Let $\psi$ be of square-free order in $M_{23}$. Then the conformal vertex algebra $M_{\phi_v}$ decomposes as

$$M_{\phi_v} \cong \bigoplus_{\gamma+L \in L'/L} V_{\Lambda_v}^\hat{\psi}(\chi(\gamma + L)) \otimes V_{\gamma+L}.$$
Proof. With the above observation we can decompose $M_{\phi_v}$ as $V_{\Lambda_v}^\vee \otimes V_L$-module
\[
M_{\phi_v} = \bigoplus_{\beta+K \in K'/K} V_{\Lambda_v}^\vee (\varphi (\beta + K)) \otimes V_{\beta+K}
\]
\[
\cong \bigoplus_{\beta+K \in K'/K} \bigoplus_{\alpha+\Lambda^\vee \in (\Lambda^\vee)^\gamma/\Lambda^\vee} V_{\Lambda_v}^\vee (\psi (\alpha + \Lambda^\vee), \varphi (\beta + K)) \otimes V_{\alpha+\Lambda^\vee} \otimes V_{\beta+K}
\]
\[
\cong \bigoplus_{\gamma+L \in L'/L} V_{\Lambda_v}^\vee (\chi (\gamma + L)) \otimes V_{\gamma+L},
\]
which proves the assertion. \(\Box\)

The proposition implies in particular that $M_{\phi_v}$ is graded by $L'$, i.e.
\[
M_{\phi_v} = \bigoplus_{\alpha \in L'} M_{\phi_v} (\alpha) = \bigoplus_{\alpha \in L'} V_{\Lambda_v}^\vee (\chi (\alpha + L)) \otimes \pi_\alpha^{(k-1,1)}
\]
with $M_{\phi_v} (\alpha) = V_{\Lambda_v}^\vee (\chi (\alpha + L)) \otimes \pi_\alpha^{(k-1,1)}$ for all $\alpha \in L'$.

Note that $(V_{\Lambda_v}^\vee)_1 = \{0\}$ since $\Lambda_v \subseteq \Lambda$ has no vectors $\alpha$ of norm $\langle \alpha, \alpha \rangle / 2 = 1$ and $\nu$ acts fixed-point free on $\Lambda_v \otimes \mathbb{C}$. This plays a role in Sect. 4.4 when we determine a Cartan subalgebra for the Lie algebra obtained as quantisation of $M_{\phi_v}$.

In the following we shall prove that the conformal vertex algebra $M_{\phi_v}$ is up to isomorphism independent of the isomorphism $\chi$ and hence in particular of the choice of $\varphi$.

**Lemma 3.3.** Let $\nu$ be of square-free order $m$ in $M_{23}$ and $L = \Lambda^\vee \oplus I_{1,1}(m)$. Then the natural group homomorphism $O(L) \to O(L'/L)$ is surjective.

**Proof.** Of the ten lattices $L = \Lambda^\vee \oplus I_{1,1}(m)$ all but one fulfil the assumptions of Theorem 1.14.2 in [48], which implies the assertion. The lattice for $m = 23$ of genus $H_{3,1}(23^{-3})$ is covered by Corollary 7.8 in [43], Chapter VIII. \(\Box\)

**Proposition 3.4.** Let $\nu$ be of square-free order $m$ in $M_{23}$. Then the isomorphism class of $M_{\phi_v}$ does not depend on the isomorphism $\chi : L'/L \to (\Lambda_v)^\gamma/\Lambda_v \times (\mathbb{Z}_m \times \mathbb{Z}_m, -Q_m)$ and is in particular independent of the choice of the isomorphism $\varphi : K'/K \to (\mathbb{Z}_m \times \mathbb{Z}_m, -Q_m)$.

**Proof.** As in the proof of Lemma 3.1 in [35], the decomposition in Proposition 3.2 and Lemma 3.3 imply the assertion. \(\Box\)

3.5. **Characters.** We describe the characters of the irreducible modules of the orbifold vertex operator algebras $V^\vee_{L_v}$ from Sect. 3.2 and, more specifically, of $V^\vee_{\Lambda_v}$ where $\nu$ is one of the ten automorphisms of square-free order in $M_{23}$. We then show that the latter form a vector-valued modular form obtained as lift of a certain eta product associated with $\nu$.

The vertex operator algebra $V^\vee_{L_v}$ is strongly rational of central charge $\text{rk}(L_v)$ and has group-like fusion with fusion group $R(V^\vee_{L_v}) = (L_v)^Y/L_v \times (\mathbb{Z}_m \times \mathbb{Z}_m, Q_m)$. The corresponding characters
\[
\text{ch}_{V^\vee_{L_v}} (\alpha + L_v, i, j) (\tau) = \text{tr}_{V^\vee_{L_v}} (\alpha + L_v, i, j) q^{L_0-c/24},
\]
Let $\vartheta(\alpha,\beta,\gamma)$ be a vector-valued modular form of weight $0$ for Zhu’s representation $\hat{\rho}_{V^\hat{\nu}_{L_v}} : SL_2(\mathbb{Z}) \rightarrow GL(\mathbb{C}[R(V^\hat{\nu}_{L_v})])$.

that is holomorphic on the upper half-plane $\mathbb{H}$ but may have poles at the cusp $\infty$. Since all irreducible $V^\hat{\nu}_{L_v}$ -modules are simple currents, Zhu’s representation takes a very simple form (see [26], Theorem 3.4, [47], Proposition 2.2.6):

$$\rho_{V^\hat{\nu}_{L_v}}(S)(\alpha + L_v, i, j) \cdot (\beta + L_v, k, l) = \frac{1}{m\sqrt{|(L_v)/L_v|}} e^{-(2\pi i)(\alpha, \beta + (i + j)k)/m},$$

$$\rho_{V^\hat{\nu}_{L_v}}(T)(\alpha + L_v, i, j) \cdot (\beta + L_v, k, l) = e^{(2\pi i)((\alpha, \alpha)/2 + i j + m - c)/24}$$

for the standard generators $S, T \in SL_2(\mathbb{Z})$.

The characters of the irreducible $V^\hat{\nu}_{L_v}$-modules $V^\hat{\nu}_{L_v}(\alpha + L_v, 0, j)$, i.e. those stemming from the irreducible untwisted $V^\hat{\nu}_{L_v}$-modules, can be computed directly. In fact, we shall be able to express them explicitly in terms of theta series and the eta function. Since their modular properties are explicitly known, we can then determine the full vector-valued character of $V^\hat{\nu}_{L_v}$ by applying modular transformations.

More precisely, in order to compute the characters of the irreducible modules $V^\hat{\nu}_{L_v}(\alpha + L_v, 0, j)$ we first consider the twisted trace functions [20]

$$T_{\alpha + L_v, i, j}(\tau) := tr_{V^\hat{\nu}_{L_v}(\hat{\nu}^i)}(\Phi_{\alpha + L_v, i}(\hat{\nu}^j)) q^{L_0 - c/24}$$

for all $\alpha + L_v \in (L_v)^*/L_v$ and $i, j \in \mathbb{Z}_m$ where $\Phi_{\alpha + L_v, i}$ is the choice of representation of $(\hat{\nu})$ on $V^\hat{\nu}_{\alpha + L_v}$ described in Sect. 3.2. It follows directly from the definition of the irreducible $V^\hat{\nu}_{L_v}$-modules that

$$ch_{V^\hat{\nu}_{\alpha + L_v, i, j}}(\tau) = \frac{1}{m} \sum_{k \in \mathbb{Z}_m} e^{-(2\pi i)jk/m} T_{\alpha + L_v, i, k}(\tau)$$

for all $\alpha + L_v \in (L_v)^*/L_v$ and $i, j \in \mathbb{Z}_m$.

Since the action of $(\hat{\nu})$ on the untwisted $V^\nu_{L_v}$-modules $V^\nu_{\alpha + L_v}$ for all $\alpha + L_v \in (L_v)^*/L_v$ can be explicitly determined, it is possible to compute $T_{\alpha + L_v, 0, j}(\tau)$ and hence $ch_{V^\nu_{\alpha + L_v, 0, j}}(\tau)$ for all $\alpha + L_v \in (L_v)^*/L_v$ and $j \in \mathbb{Z}_m$.

Now consider the vertex operator algebra $V^\nu_{\Lambda_0}$ where $\Lambda$ is the Leech lattice and $\nu$ is one of the ten automorphisms of square-free order in $M_{23}$. Recall that for a lattice automorphism of cycle shape $\prod_{i|m} t_i b_i$, $b_i \in \mathbb{Z}$, the associated eta product is $\eta_\nu(\tau) = \prod_{i|m} \eta(t_i \tau)^{b_i}$. Also, for any subset $S$ of a positive-definite lattice the corresponding theta series is defined as $\vartheta_S(\tau) := \sum_{\alpha \in S} q^{(\alpha, \alpha)/2}$.

**Proposition 3.5.** Let $\nu$ be of square-free order $m$ in $M_{23}$. Assume that the representations $\Phi_{\alpha + L_v, 0}$ of $(\hat{\nu})$ on the irreducible $V^\nu_{\Lambda_0}$-modules are chosen as in Sect. 3.2. Then

$$T_{\alpha + L_v, 0, j}(\tau) = \frac{\vartheta_{(\alpha + \Lambda_0)^{\nu^j}}(\tau)}{\eta_\nu(\tau)}$$

for all $\alpha + \Lambda_0 \in (\Lambda_0)^*/\Lambda_0$ and $j \in \mathbb{Z}_m$ where $(\alpha + \Lambda_0)^{\nu^j}$ are the vectors in the lattice coset $\alpha + \Lambda_0$ invariant under $\nu^j$. 

$q = e^{(2\pi i)\tau}$ for $\alpha + L_v \in (L_v)^*/L_v$ and $i, j \in \mathbb{Z}_m$ satisfy Zhu’s modular invariance [60], i.e. they form a vector-valued modular form of weight $0$ for Zhu’s representation
Proof. The somewhat technical proof can be found in [47], Proposition 7.5.9 and Lemma 7.6.8. For the assertion to hold, the actions of \( \langle \hat{V} \rangle \) on the irreducible \( V_{\Lambda_v} \)-modules have to be sufficiently nice. In general, the theta series in the above expression would be modified by some function \((\Lambda_v) \to \{ \pm 1 \}\). \( \square \)

The above proposition and the preceding discussion allow us to compute the vector-valued character of \( V_{\Lambda_v}^{\hat{V}} \). By multiplying by a suitable power of the eta function we make the character transform under the more standard Weil representation rather than Zhu’s representation:

**Proposition 3.6.** Let \( v \) be of square-free order \( m \) in \( M_{23} \). Then

\[
\text{ch}_{V_{\Lambda_v}^{\hat{V}}(\alpha+\Lambda_v,i,j)}(\tau)/\eta(\tau)^{\text{rk}(\Lambda_v)}
\]

for \( \alpha + \Lambda_v \in (\Lambda_v)'/\Lambda_v \) and \( i, j \in \mathbb{Z}_m \) are the components of a vector-valued modular form, holomorphic on \( \mathbb{H} \) but with possible poles at the cusp \( \infty \), of weight \( w = -\text{rk}(\Lambda_v)/2 = 1 - k/2 \in \mathbb{Z}_{<0} \) for the Weil representation of \( \text{SL}_2(\mathbb{Z}) \) on \( \mathbb{C}[R(V_{\Lambda_v}^{\hat{V}})] \).

**Proof.** By Corollary 2.2.13 in [47], the \( \text{ch}_{V_{\Lambda_v}^{\hat{V}}(\alpha+\Lambda_v,i,j)}(\tau)\eta(\tau)^{\text{rk}(\Lambda_v)} \) for \( \alpha + \Lambda_v \in (\Lambda_v)'/\Lambda_v \) and \( i, j \in \mathbb{Z}_m \) form a vector-valued modular form of weight \( \text{rk}(\Lambda_v)/2 \) for the Weil representation of \( \text{SL}_2(\mathbb{Z}) \) on \( \mathbb{C}[R(V_{\Lambda_v}^{\hat{V}})] \). Dividing by \( \Delta(\tau) = \eta(\tau)^{24} \), which is modular of weight 12, yields the assertion. \( \square \)

In the following we shall see that the vector-valued modular form from Proposition 3.6 is exactly the vector-valued modular form \( F \) obtained in [52, 54, 55] as lift of a certain scalar-valued modular form associated with \( v \) (see also Sect. 2.2).

We consider the eta product

\[
f(\tau) := \frac{1}{\eta_v(\tau)} = \prod_{t|m} \eta(t\tau)^{-24/\sigma_1(t)}
\]

associated with the cycle shape of \( \nu \in \text{O}(\Lambda) \). Products of rescaled eta functions are sometimes modular forms.

To describe this in more detail, we define the Dirichlet character \( \chi_s \) for \( s \in \mathbb{Z}_{>0} \) as the Kronecker symbol \( \chi_s(j) := (j/s), j \in \mathbb{Z} \). Note that if \( s \) is an odd prime, then \( \chi_s \) is a character modulo \( s \). For \( s = 1 \) we get the trivial character. Given a quadratic Dirichlet character \( \chi : \mathbb{Z} \to \{ \pm 1 \} \) of some modulus \( k \in \mathbb{Z}_{>0} \) we can view it as a character \( \chi : \Gamma_0(k) \to \{ \pm 1 \} \) on the congruence subgroup \( \Gamma_0(k) \) by setting \( \chi(M) := \chi(a) = \chi(d) \) for \( M = (\begin{smallmatrix} a & b \\ c & d \end{smallmatrix}) \in \Gamma_0(k) \). Then clearly, \( \chi \) is also a character on \( \Gamma_0(l) \) for any multiple \( l \) of \( k \).

Theorem 6.2 in [9] implies:

**Lemma 3.7.** Let \( v \) be of square-free order \( m \) in \( M_{23} \). Then \( f(\tau) \) is a modular form, holomorphic on \( \mathbb{H} \) but with possible poles at the cusps, of weight \( w = 1 - k/2 = -12\sigma_0(m)/\sigma_1(m) \in \mathbb{Z}_{<0} \) for the congruence subgroup \( \Gamma_0(m) \) and character \( \chi_s \) where \( s = s(m) \in \mathbb{Z}_{>0} \) is chosen such that \( s \prod_{t|m} t^{24/\sigma_1(t)} \) is a rational square, i.e.

\[
s(m) = \begin{cases} 
  m & \text{if } m = 7, 23, \\
  1 & \text{otherwise}. 
\end{cases}
\]
Note that as described above, $\chi_s$ is indeed a character on $\Gamma_0(m)$ and it is the trivial character except for $m = 7, 23$.

Consider now the lattice $L = \Lambda^v \oplus K$ and its discriminant form $L'/L$. It has level $m$ and even signature. For any finite quadratic space $D$ of even signature and level $N$ we define

$$\chi_D(j) := \left( \frac{j}{|D|} \right) e \left( (j - 1) \text{oddiy}(D)/8 \right),$$

$j \in \mathbb{Z}$, which is a quadratic Dirichlet character modulo $N$ (see, for example, Section 6 in [54]). If 4 does not divide the level $N$, for instance if $N$ is square-free, then the character simplifies and becomes

$$\chi_D(j) = \left( \frac{j}{|D|} \right).$$

Using elementary properties of the Kronecker symbol we find:

**Lemma 3.8.** Let $\nu$ be of square-free order $m$ in $M_{23}$ and $L = \Lambda^v \oplus H_{1,1}(m)$. Then $\chi_{L'/L} = \chi_s$ for $s = s(m)$ as defined in Lemma 3.7.

This lemma allows us to lift $f(\tau) = 1/\eta_\nu(\tau)$ to a vector-valued modular form for the (dual) Weil representation on $\mathbb{C}[L'/L]$.

**Proposition 3.9.** Let $\nu$ be of square-free order $m$ in $M_{23}$. Then

$$F_{\alpha+L}(\tau) := \sum_{M \in \Gamma_0(m) \setminus \text{SL}_2(\mathbb{Z})} (c\tau + d)^{-w} \frac{1}{\eta_\nu(M,\tau)} \overline{\rho}_{L'/L}(M^{-1})_{\alpha+L,0+L}$$

for $\alpha + L \in L'/L$ defines a vector-valued modular form $F$, holomorphic on $\mathbb{H}$ but with possible poles at the cusp $\infty$, of weight $w = 1 - k/2 = -12\sigma_0(m)/\sigma_1(m)$ for the dual Weil representation $\overline{\rho}_{L'/L}$ of $\text{SL}_2(\mathbb{Z})$ on $\mathbb{C}[L'/L]$. Moreover, $F$ is invariant under the automorphisms of the finite quadratic space $L'/L$.

**Proof.** Given a finite quadratic space $D$ of even signature and level dividing $N$ and a modular form $f$ of weight $w \in \mathbb{Z}$ for $\Gamma_0(N)$ and character $\chi_D$ it was shown in [54], Theorem 6.2, that

$$F_{\gamma}(\tau) := \sum_{M \in \Gamma_0(N) \setminus \text{SL}_2(\mathbb{Z})} (c\tau + d)^{-w} f(M,\tau) \overline{\rho}_D(M^{-1})_{\gamma,0},$$

$\gamma \in D$, are the components of a vector-valued modular form $F$ of weight $w$ for the dual Weil representation $\overline{\rho}_D$ of $\text{SL}_2(\mathbb{Z})$ on $\mathbb{C}[D]$, which is invariant under the automorphisms of the finite quadratic space $D$. $F$ is called the lift of $f$ with trivial support.

Applying this result to $D = L'/L$ of level $m$ and $f(\tau) = 1/\eta_\nu(\tau)$, which is a modular form of weight $w$ for $\Gamma_0(m)$ with character $\chi_{L'/L}$, yields the assertion. $\square$

The main result of this section is the following proposition, which shows that the two vector-valued modular forms from Propositions 3.6 and 3.9 are equal. Recall that there is an isomorphism $\chi : L'/L \to (\Lambda^v)'/\overline{\Lambda^v} \times (\mathbb{Z}_m \times \mathbb{Z}_m, -Q_m)$.

**Proposition 3.10.** Let $\nu$ be of square-free order in $M_{23}$. Then

$$\text{ch}_{V_{\Lambda^v}(\chi(\alpha+L))}(\tau)/\eta(\tau)^{\text{rk}(\Lambda^v)} = F_{\alpha+L}(\tau)$$

for all $\alpha + L \in L'/L$. 

Proof. We consider the vector-valued modular form $G$ with components $G_{\alpha+L}(\tau) := \text{ch}_{V^\dagger_{\Lambda_v}(\chi(\alpha+L))}(\tau)/\eta(\tau)^{rk(\Lambda^v)}$ for $\alpha + L \in L'/L$. We have to prove that $F = G$.

By Proposition 3.9, $F$ is a vector-valued modular form of weight $w$ for $\bar{\rho}_{L'/L}$. Proposition 3.6 states that the functions $G_{\alpha+L}(\tau) = \text{ch}_{V^\dagger_{\Lambda_v}(\chi(\alpha+L))}/\eta(\tau)^{rk(\Lambda^v)}$ form a vector-valued modular form of weight $w$ for the Weil representation on the fusion group $(\Lambda^v)'/\Lambda_v \times (\mathbb{Z}_m \times \mathbb{Z}_m, Q_m) \cong L'/L$ (via $\chi$), which is the same as the dual Weil representation $\bar{\rho}_{L'/L}$ on $L'/L$.

Hence, $F$ and $G$ are both vector-valued modular forms of the same negative weight $w$ for $\bar{\rho}_{L'/L}$, and they are both holomorphic on $\mathbb{H}$ with possible poles at the cusp $\infty$.

We compute the $q$-expansions of $F$ and $G$ explicitly and verify that the singular coefficients are identical. The lift $F$ takes a very simple form (see Proposition 3.12 below) and hence its $q$-expansion can be easily determined using the well-known $q$-expansion of the eta function. The computation of the characters of the irreducible $V^\dagger_{\Lambda_v}$-modules, which enter $G$, is described at the beginning of this section. These calculations are performed in Sage and Magma [11, 59].

Then $F - G$ is a modular form of negative weight, which has no singular terms, i.e. which is finite at the cusp $\infty$, and therefore has to vanish by the valence formula (see, for example, [33], Theorem 1.4.1). Hence, $F = G$. $\square$

We comment on some special properties of the modular form $F$:

Remark 3.11. (1) Since $L = \Lambda^v \oplus \Pi_{1,1}(m)$ and $P = L \oplus \Pi_{1,1}$ have the same discriminant form $L'/L \cong P'/P$, we can view $F$ also as a vector-valued modular form for the dual Weil representation $\bar{\rho}_{P'/P}$ on $\mathbb{C}[P'/P]$. As such $F$ is completely reflective (as defined in [54], Section 9). Note that the lattice $P$ has signature $(k, 2)$ and $F$ weight $w = 1 - k/2$ with $k \geq 4$ even.

Exactly such vector-valued modular forms are classified in [54]. Theorems 2.5 and 2.4 state the corresponding results for automorphic products and Borcherds-Kac-Moody algebras, respectively.

In the ten cases at hand complete reflectivity means that singular terms in the $q$-expansion of $F$ appear exactly in the components $F_{\alpha+P}(\tau)$, $\alpha + P \in P'/P$, with $\langle \alpha, \alpha \rangle/2 = 1/d$ (mod 1) and $d \cdot (\alpha + L) = 0 + L$ for $d \mid m$ and in such a component the only singular term is $1 \cdot q^{1-1/d}$.

(2) As completely reflective modular form, $F$ is in particular symmetric, i.e. invariant under the automorphisms of the finite quadratic space $P'/P \cong L'/L$ (see Section 9 in [54] and note that $m$, the level of $P$ or $L$, is square-free). This also follows immediately from Proposition 3.9.

Then, the characters of the irreducible $V^\dagger_{\Lambda_v}$-modules are invariant under the automorphisms of the fusion group $R(V^\dagger_{\Lambda_v})$ as finite quadratic space. In particular, the characters $\text{ch}_{V^\dagger_{\Lambda_v}(\chi(\alpha+L))}(\tau)$ do not depend on the choice of the isomorphism $\chi : L'/L \rightarrow (\Lambda^v)'/\Lambda_v \times (\mathbb{Z}_m \times \mathbb{Z}_m, -Q_m)$ (cf. Proposition 3.4).

(3) The automorphic product $\Psi_{\phi_v}$ on $P$, which is the denominator identity of $g_{\phi_v}$, is constructed in [53] precisely as the Borcherds lift of the modular form $F$.

In the following we present a nice explicit formula for the components of the vector-valued modular form $F$ based on Theorem 6.5 in [54]. This was already stated in [52], Proposition 9.5. We give a proof for completeness. For $d \in \mathbb{Z}_{>0}$, we decompose $f(\tau/d)$, which has an expansion in $q^{1/d}$, as $f(\tau/d) = g_{d,0}(\tau) + \cdots + g_{d,d-1}(\tau)$ where $g_{d,j}(\tau)$ transforms under $T$ like $g_{d,j}(\tau + 1) = e^{(2\pi i)/d}g_{d,j}(\tau)$.
Proposition 3.12. Let $\nu$ be of square-free order $m$ in $M_{23}$. Then

$$F_{\alpha+L}(\tau) = \sum_{d|m} \delta_{\alpha \in L' \cap \frac{1}{d}L} g_{d, j_{\alpha+L, d}}(\tau)$$

for all $\alpha + L \in L'/L$ with $j_{\alpha+L, d} \in \mathbb{Z}_d$ such that $-j_{\alpha+L, d} / d = \langle \alpha, \alpha \rangle / 2$ (mod 1).

Proof. Explicit formulae for the components of lifts of scalar-valued modular forms are given in [54], Theorem 6.5: let $F$ be the lift of a scalar-valued modular form $f$ for the dual Weil representation $\overline{\rho}_D$ on some discriminant form $D$ of even signature and level dividing $N$. Assume that $N$ is square-free. Then for $\gamma \in D$,

$$F_{\gamma}(\tau) = \sum_{c|N} \delta_{\gamma \in D_c} \xi_c^{1/\sqrt{|D_c|}} c h_{c, j_{\gamma, c}}(\tau)$$

where for $c | N$ the $\xi_c$ are certain factors of unit modulus and the $h_{c, j}$, $j \in \mathbb{Z}_c$, are obtained from $f_{N/c}(\tau)$ in the same manner as the $g_{c, j}$ are obtained from $f(\tau/c)$. The $f_c(\tau)$ for $c | N$ are defined as $f_c(\tau) := (c\tau + d)^{-w} f(M_c \tau)$ where the matrices $M_c = \begin{pmatrix} a \\ b \\ c \\ d \end{pmatrix} \in SL_2(\mathbb{Z})$ are chosen such that $d = 1$ (mod $c$) and $d = 0$ (mod $N/c$). Finally, $D_c = \{ \gamma \in D \mid c \gamma = 0 \}$.

Returning to the specific cases at hand, with $D = L'/L$ of square-free level $m$ and $f = 1/\eta_\nu$, using that the modular-transformation properties of the eta function and rescaled eta functions are explicitly known (see, for example, [56], Proposition 6.2), we compute the $f_c(\tau)$. Due to the highly symmetric nature of the eta product $f(\tau) = 1/\eta_\nu(\tau) = \prod_{t|m} \eta(t\tau)^{-24/\sigma_1(m)}$ one obtains that

$$f_{m/c}(\tau) = \psi_{m/c} f(\tau/c) \prod_{t|m} (t, c)^{12/\sigma_1(m)}$$

for some phase factor $\psi_{m/c}$ of unit modulus and hence

$$h_{c, j}(\tau) = g_{c, j}(\tau) \psi_c^{1/\sqrt{|D_c|}} \prod_{t|m} (t, c)^{12/\sigma_1(m)}.$$

The cardinality of $D_c = (L' \cap (1/c)L)/L$ is $|D_c| = c^2 \prod_{t|m} (t, c)^{24/\sigma_1(m)}$. Consequently all factors of non-unit modulus cancel and

$$F_{\alpha+L}(\tau) = \sum_{c|m} \delta_{\alpha+L \in D_c} \xi_c^{1/\sqrt{|D_c|}} \psi_c^{1/\sqrt{|D_c|}} g_{c, j_{\alpha+L, c}}(\tau).$$

A case-by-case study reveals that $\xi_c \psi_c = 1$ for all $m = 1, 2, 3, 5, 6, 7, 11, 14, 15, 23$ and all $c \mid m$, completing the proof. \(\square\)

The results we just proved about the vector-valued modular form $F$ will play an important role in Sect. 4.4 when we relate its Fourier coefficients to the dimensions of the graded components of the Lie algebra obtained as BRST quantisation of $M_{\phi_\nu}$. 


4. BRST Construction

In this section we describe the BRST quantisation of certain Virasoro representations \( M \) of central charge 26 and study the resulting physical space if \( M \) is additionally a conformal vertex algebra, admits an invariant bilinear form or carries a certain representation of the Heisenberg vertex operator algebra \([27,28,41,42,61]\) (based on the semi-infinite cohomology of graded Lie algebras \([27,28]\)). To some extent, we follow the presentation in [12], Section 3.

Then we apply the BRST quantisation to the conformal vertex algebras \( M_{\phi_v} \) from Sect. 3.4 and show that the resulting Borcherds-Kac-Moody algebras are isomorphic to the ten twisted Fake Monster Lie algebras \( g_{\phi_v} \) in Sect. 2.

4.1. BRST quantisation. We describe the BRST quantisation of Virasoro representations of central charge 26.

A representation of the Virasoro algebra is a complex vector space \( V \) equipped with operators \( L_n, n \in \mathbb{Z} \), and \( K \) in \( \text{End}(V) \) satisfying the Virasoro relations

\[
[L_m, L_n] = (m - n)L_{m+n} + \frac{m^3 - m}{12} \delta_{m+n,0} K \quad \text{and} \quad [L_n, K] = 0
\]

for all \( m, n \in \mathbb{Z} \).

We define some important notions:

**Definition 4.1.** Let \( V \) be a representation of the Virasoro algebra.

1. \( V \) has **central charge** \( c \in \mathbb{C} \) if \( K = c \cdot \text{id}_V \).
2. We call \( V \) **positive-energy** if \( L_0 \) acts diagonalisably on \( V \), i.e. \( V \) is a direct sum of \( L_0 \)-eigenspaces \( V = \bigoplus_{k \in \mathbb{C}} V_k \), and if the subalgebra generated by \( \{ L_n | n \in \mathbb{Z}_{>0} \} \) acts locally nilpotently, i.e. for all \( v \in V \) there is an \( N \in \mathbb{Z}_{>0} \) such that \( L_{n_1} \ldots L_{n_k} v = 0 \) for all sequences \( n_1, \ldots, n_k \in \mathbb{Z}_{>0} \) satisfying \( n_1 + \ldots + n_k > N \). (The second property is trivially satisfied if the \( L_0 \)-grading on \( V \) is bounded from below.)
3. We say that a bilinear or sesquilinear form \( (\cdot, \cdot) \) on \( V \) is **Virasoro-invariant** if \( (L_n v, w) = (v, L_{-n} w) \) for all \( v, w \in V \) and all \( n \in \mathbb{Z} \).

For the BRST quantisation, which associates a physical space with a Virasoro representation, we first introduce the **bosonic ghost vertex operator superalgebra** \( V_{\text{gh}} \), of central charge \(-26\) (in the “ghost sector”). It can be constructed as the vertex operator superalgebra associated with the integral lattice \( \mathbb{Z} \sigma \) with \( \langle \sigma, \sigma \rangle = 1 \) and the usual Virasoro vector shifted by \( \frac{3}{2} \sigma (-2) 1 \otimes e_0 \).

\( V_{\text{gh}} \) is \( \mathbb{Z}_{\geq -1} \)-graded by \( L_0 \)-weights, \( \mathbb{Z}_2 \)-graded by parity (super grading) and \( \mathbb{Z} \)-graded by ghost number, the eigenvalue of the ghost number operator \( U = \sigma (0) \), and all these gradings are compatible. (In fact, the parity is just given by the parity of the ghost number.) \( V_{\text{gh}} \) is generated by \( b = 1 \otimes e_{-\sigma} \) and \( c = 1 \otimes e_\sigma \), which have \( L_0 \)-weights 2 and \(-1\), odd parity and ghost numbers \(-1\) and 1, respectively.

Given a Virasoro representation \( M \) (in the “matter sector”) of central charge \( c \) we consider the tensor-product Virasoro module \( W = M \otimes V_{\text{gh}} \), which is of central charge \( c - 26 \). It is equipped with a tensor-product weight grading. The ghost (and parity) grading are extended trivially to the tensor product. Then one defines a BRST current \( j^{\text{BRST}} \in W \) and the BRST operator \( Q := j^{\text{BRST}}_0 \) as its zero mode. Explicitly,

\[
Q = \sum_{n \in \mathbb{Z}} L_n^M \otimes c_{-n-2} - \frac{1}{2} \text{id}_M \otimes \sum_{m,n \in \mathbb{Z}} (m-n) : c_{-m-2} c_{-n-2} b_{m+n+1} : 
\]
where the normal ordering means that the annihilation operators $b_n$, $c_n$ for $n \geq 0$ are moved to the right of the creation operators $b_n$, $c_n$ for $n \leq -1$, keeping track of minus signs since these are fermionic operators.

**Proposition 4.2.** Let $M$ be a positive-energy representation of the Virasoro algebra of central charge $c$. The BRST operator $Q$ on $W = M \otimes V_{gh}$ fulfils:

1. $[U, Q] = Q$, i.e. $Q$ raises the ghost number by 1.
2. $[U, L_0] = 0$, i.e. the ghost-number and $L_0$-grading are compatible.
3. $\{Q, b_{n+1}\} = L_n$ for all $n \in \mathbb{Z}$.
4. $Q^2 = 0$ if and only if $c = 26$.

Moreover, if $c = 26$, then:

5. $[Q, L_n] = 0$ for all $n \in \mathbb{Z}$.

**Proof.** These claims are readily checked. They are listed in [61], Section 4. □

We use the modern definition of $Q$ corresponding to the integral ghost grading described above rather than the version of $Q$ corresponding to the ghost grading shifted by $-3/2$, which is used in older texts.

If $c = 26$, then the BRST operator $Q$ with ghost number 1 satisfies $Q^2 = 0$, i.e. $\text{im}(Q) \subseteq \ker(Q)$, and therefore defines a cochain complex of vector spaces, the BRST complex

$$\cdots \xrightarrow{Q} W^{p-1} \xrightarrow{Q} W^p \xrightarrow{Q} W^{p+1} \xrightarrow{Q} \cdots$$

where $p$ denotes the ghost number. The complex is graded by $L_0$-weights because $[Q, L_0] = 0$. Since $\{Q, b_1\} = L_0$, the corresponding cohomological spaces $H^p_{\text{BRST}}(M) = (W^p \cap \ker(Q))/(W^p \cap \text{im}(Q))$ are supported only in $L_0$-weight 0, which means that we can redefine the BRST complex to be

$$\cdots \xrightarrow{Q} W^{p-1}_0 \xrightarrow{Q} W^p_0 \xrightarrow{Q} W^{p+1}_0 \xrightarrow{Q} \cdots$$

without changing the cohomological spaces.

We can now define the BRST quantisation:

**Definition 4.3.** Let $M$ be a positive-energy representation of the Virasoro algebra of central charge 26. Then we define the physical space to be $H^1_{\text{BRST}}(M)$.

Note that, in contrast to some of the cited literature, we use the term physical space irrespective of whether $H^1_{\text{BRST}}(M)$ naturally admits a positive-definite Hermitian sesquilinear form or not (see also Remark 4.8 below).

**Remark 4.4.** There is also a different quantisation procedure sometimes called old covariant quantisation, which was used in [6], for example. One can show, however, that given a positive-energy representation of the Virasoro algebra of central charge 26 with a Virasoro-invariant bilinear form, the corresponding physical spaces are naturally isomorphic (see, for example, Lemma 3.3.6 in [12] and the references cited therein).

The equation $\{Q, b_1\} = L_0$ also permits us to restrict $Q$ to $C := W_0 \cap \ker(b_1)$, the weight-zero vectors in the kernel of $b_1$, which defines the relative BRST subcomplex

$$\cdots \xrightarrow{Q} C^{p-1} \xrightarrow{Q} C^p \xrightarrow{Q} C^{p+1} \xrightarrow{Q} \cdots$$
with corresponding cohomological spaces $H^p_{\text{rel}}(M) = (C \cap \ker(Q))/(C \cap \text{im}(Q))$. We note that the inclusion map $C^p \hookrightarrow W^p_0$ induces an injective map $H^p_{\text{rel}}(M) \to H^p_{\text{BRST}}(M)$.

There is a short exact sequence of cochain complexes

$$0 \to C^\bullet \hookrightarrow W^\bullet_0 \overset{\psi}{\to} C^{\bullet-1} \to 0$$

with $\psi : W^p_0 \to C^{p-1}$, $w \mapsto (-1)^{|w|} b_1 w$. Then the zig-zag lemma entails a long exact sequence

$$\ldots \to H^p_{\text{rel}} \to H^p_{\text{BRST}} \to H^{p-1}_{\text{rel}} \to H^{p+1}_{\text{rel}} \to H^p_{\text{BRST}} \to H^{p+1}_{\text{rel}} \to H^p_{\text{rel}} \to H^{p+2}_{\text{rel}} \to \ldots$$

In Sect. 4.3 we shall study situations in which this sequence collapses.

4.2. Lie algebra and invariant bilinear form. We describe the case when the Virasoro representation $M$ in the matter sector is a conformal vertex algebra. Then $H^1_{\text{BRST}}(M)$ and $H^1_{\text{rel}}(M)$ inherit Lie algebra structures. More precisely:

**Proposition 4.5.** Let $M$ be a conformal vertex algebra of central charge 26, which is positive-energy as Virasoro representation. Then the bracket $[u, v] = (b_0 u)_0 v$ for all $u, v \in W^1$ is well-defined on $H^1_{\text{BRST}}(M)$ and endows it with the structure of a Lie algebra.

Moreover, the bracket restricts to $\ker(b_1)$ and also defines a Lie algebra structure on $H^1_{\text{rel}}(M)$.

**Proof.** The first claim is stated in [42], Theorem 2.2, and the second assertion follows from Lemma 2.1 in [42]. □

We note that if a group $G$ acts on $M$ by automorphisms of conformal vertex algebras, then $G$ induces an action on $H^1_{\text{BRST}}(M)$ by Lie algebra automorphisms.

Let us additionally assume that the conformal vertex algebra $M$ carries a non-degenerate, invariant bilinear form $(\cdot, \cdot)$, which is necessarily symmetric [40] and Virasoro-invariant. We show that this induces a non-degenerate, invariant bilinear form on the Lie algebra $H^1_{\text{rel}}(M)$ as well.

**Proposition 4.6.** Let $M$ be a positive-energy Virasoro representation of central charge 26. Assume that $M$ is a conformal vertex algebra that carries a non-degenerate, invariant bilinear form $(\cdot, \cdot)_M$. Then $(\cdot, \cdot)_M$ induces a non-degenerate, symmetric, invariant bilinear form on the Lie algebra $H^1_{\text{rel}}(M)$.

**Proof.** Since $M$ is positive-energy, in particular $L_1$ acts locally nilpotently on $M$. In this case there is still a nice theory of invariant bilinear forms on $M$ [49,50], similar to the theory for vertex operator algebras developed in [40]. We shall also need to consider $\mathbb{Z}$-graded conformal vertex superalgebras, for which the theory is described in [51,53].

The proof closely follows the arguments made in [53], Section 4, and [51], Section 5. Note that $(V_{gh})_0/L^1_{gh}(V_{gh})_1$ is one-dimensional. Let $(\cdot, \cdot)_{gh}$ be the unique invariant bilinear form on the ghost vertex superalgebra $V_{gh}$. For definiteness we normalise it such that $(1, 1 \otimes e_{3r})_{gh} = 1$. Then $(\cdot, \cdot)_{gh}$ is super-symmetric (with respect to the $\mathbb{Z}_2$-grading), non-degenerate, vanishes on $\ker(b_1)$ and pairs spaces $(V_{gh})_n^p$ and $(V_{gh})_n^q$ non-trivially only if $m = n$ and $p + q = 3$. Also, note that the following adjoint relations hold: $b^*_n = b_{2-n}$ and $e^*_n = -c_{-4-n}$ for all $n \in \mathbb{Z}$. 
On $W = M \otimes V_{\text{gh}}$, we consider the tensor-product bilinear form $(\cdot, \cdot)_W$, which is non-degenerate, super-symmetric, invariant and vanishes on $\ker(b_1)$. Moreover, $Q^* = -Q$.

We then define a bilinear form on $B := W \cap \ker(b_1)$ by setting $(u, v)_B := (c_{-2}u, v)_W$ for $u, v \in B$. It is non-degenerate, super-antisymmetric and pairs $B^p_m$ and $B^q_m$ non-trivially only if $m = n$ and $p + q = 2$.

Then $(u, v)_B$ can be restricted to $C = B_0 = W_0 \cap \ker(b_1)$ and the corresponding bilinear form is again non-degenerate. Moreover, $(Qu, v)_C = -(-1)^{|u|}(u, Qv)_C$ for $u, v \in C$ with $u$ being $\mathbb{Z}_2$-homogeneous.

The last relation, together with $Q^2 = 0$, entails that $(\cdot, \cdot)_C$ induces a well-defined bilinear form $(\cdot, \cdot)_{\text{rel}}$ on $H_{\text{rel}} = (\ker(Q) \cap C)/(\im(Q) \cap C)$. This form is non-degenerate, super-antisymmetric and pairs $H^p_{\text{rel}}$ and $H^q_{\text{rel}}$ non-trivially only if $p + q = 2$.

Finally, $(\cdot, \cdot)_{\text{rel}}$ can be restricted to the Lie algebra $H^1_{\text{rel}}$ and the resulting bilinear form is non-degenerate, symmetric and invariant. \hfill $\square$

4.3. Vanishing theorem. In the following we shall specialise to the case where the Virasoro representation $M$ in the matter sector carries a representation of the Heisenberg (or free-boson) vertex operator algebra $\pi_0^{(k-1, 1)}$ of some rank $2 \leq k \leq 26$ and Lorentzian signature.

The following vanishing theorem, which uses the full power Feigin’s semi-infinite cohomology theory [27], asserts the vanishing of almost all cohomological spaces associated with the relative BRST complex.

**Proposition 4.7** (Vanishing Theorem, [61], Theorem 4.9, [27]). Let $2 \leq k \leq 26$ and $V$ be a positive-energy Virasoro representation of central charge $26 - k$ carrying a non-degenerate, Virasoro-invariant Hermitian sesquilinear form. Let $\alpha \in \mathbb{R}^{(k-1, 1)} \otimes \mathbb{R} \mathbb{C}$ with $\alpha \neq 0$. Then

$$H^p_{\text{rel}}(V \otimes \pi_\alpha^{(k-1, 1)}) = \{0\}$$

for all $p \neq 1$.

Of course, for this result the vertex operator algebra module structure of $\pi_\alpha^{(k-1, 1)}$ is irrelevant. Only the structure of $M = V \otimes \pi_\alpha^{(k-1, 1)}$ as a Virasoro module with a Virasoro-invariant Hermitian sesquilinear form matters.

We remark that a vanishing theorem for $M = \pi_{(r,s)}^{(r,s)}$ for $r, s \in \mathbb{Z}_{>0}$ with $r + s = 26$ was stated in Theorem 2.7 of [28].

The vanishing of the relative cohomological spaces for $\alpha \neq 0$ lets collapse the above long exact sequence so that for $\alpha \neq 0$

$$H^1_{\text{BRST}}(V \otimes \pi_\alpha^{(k-1, 1)}) \cong H^1_{\text{rel}}(V \otimes \pi_\alpha^{(k-1, 1)}) \cong H^2_{\text{BRST}}(V \otimes \pi_\alpha^{(k-1, 1)})$$

and

$$H^p_{\text{BRST}}(V \otimes \pi_\alpha^{(k-1, 1)}) = \{0\}$$

for all $p \neq 1, 2$.

**Remark 4.8.** Like in the proof of Proposition 4.6, the non-degenerate, Hermitian sesquilinear forms on $V$ and $\pi_\alpha^{(k-1, 1)}$ induce a non-degenerate, Hermitian sesquilinear form on the physical space $H^1_{\text{BRST}}(V \otimes \pi_\alpha^{(k-1, 1)}) \cong H^1_{\text{rel}}(V \otimes \pi_\alpha^{(k-1, 1)})$ for $\alpha \neq 0$. If the form on $V$ is positive-definite, then so is the one on the physical space [61]. This is referred to as no-ghost theorem.
The vanishing theorem together with the fact that the Euler-Poincaré characteristic of the relative BRST complex, if well-defined, is the same as the one of the corresponding cohomological spaces implies:

**Proposition 4.9** ([61], Theorem 4.9). Let $2 \leq k \leq 26$ and $V$ be a positive-energy Virasoro representation of central charge $26 - k$ carrying a non-degenerate, Virasoro-invariant, Hermitian sesquilinear form. Assume that the $L_0$-grading of $V$ is bounded from below and that the $L_0$-eigenspaces of $V$ are finite-dimensional. Let $\alpha \in \mathbb{R}^{(k-1,1)} \otimes_{\mathbb{R}} \mathbb{C}$ with $\alpha \neq 0$. Then

$$H^1_{\text{BRST}}(V \otimes \pi_{\alpha}^{(k-1,1)}) \cong H^1_{\text{rel.}}(V \otimes \pi_{\alpha}^{(k-1,1)}) \cong (V \otimes \pi_{0}^{(k-2,0)})_{1 - \langle \alpha, \alpha \rangle / 2}.$$ 

(Note that $1/\Delta(q)$ should be replaced by $1/\eta(q)$ in item (b) of Theorem 4.9 in [61].)

The case of $\alpha = 0$ is not covered by the vanishing theorem but a direct calculation yields:

**Proposition 4.10** ([61], Theorem 4.9). Let $2 \leq k \leq 26$ and $V$ be a positive-energy Virasoro representation of central charge $26 - k$ carrying a non-degenerate, Virasoro-invariant, Hermitian sesquilinear form. Assume that (1) the $L_0$-spectrum of $V$ is non-negative, (2) $L_{-1}V_0 = \{0\}$. Then

$$H^1_{\text{BRST}}(V \otimes \pi_0^{(k-1,1)}) \cong H^1_{\text{rel.}}(V \otimes \pi_0^{(k-1,1)}) \cong (V \otimes \pi_0^{(k-1,1)})_1.$$ 

**Proof.** Assuming that $M$ is a positive-energy Virasoro representation with non-negative $L_0$-spectrum, one computes $H^1_{\text{BRST}}(M) = ((\ker(L_1) \cap M_1)/L_{-1}M_0) \otimes \mathbb{C} = H^1_{\text{rel.}}(M)$. Inserting $M = V \otimes \pi_0^{(k-1,1)}$ yields

$$\frac{\ker(L_1) \cap V_1}{L_{-1}V_0} \otimes \mathbb{C} \cong V_0 \otimes (\pi_0^{(k-1,1)})_1 \otimes \mathbb{C}.$$ 

Using (2), which also implies $L_1V_1 = \{0\}$ because of the non-degenerate, Virasoro-invariant, Hermitian sesquilinear form, this proves the assertion. \qed

If the character of $V$ is well-defined, the following is immediate with knowledge of the character of the Heisenberg vertex operator algebra (see Sect. 3.1):

**Corollary 4.11.** Let $2 \leq k \leq 26$ and $V$ as in the above proposition. Additionally assume that all the $L_0$-eigenspaces are finite-dimensional. Then the dimension of the physical space is

$$\dim(H^1_{\text{BRST}}(V \otimes \pi_{\alpha}^{(k-1,1)})) = \left[ \frac{\chi_V(q)}{\eta(q)^{k-2}} \right] (-\langle \alpha, \alpha \rangle / 2) + 2\delta_{\alpha,0} \dim(V_0)$$

for all $\alpha \in \mathbb{R}^{(k-1,1)} \otimes_{\mathbb{R}} \mathbb{C}$.

### 4.4. Natural construction of ten Borcherds-Kac-Moody algebras

Finally, we apply the BRST quantisation to the ten conformal vertex algebras $M_{\phi_v}$ from Sect. 3.4.

First, we must check that the assumptions are satisfied.

**Lemma 4.12.** Let $v$ be of square-free order in $M_{23}$. Then $M_{\phi_v}$ is a positive-energy Virasoro representation of central charge 26.
Proof. By definition, $M_{\phi_v}$ decomposes as

$$M_{\phi_v} = \bigoplus_{\alpha \in K'} V^{\phi_v}_\Lambda (\varphi(\alpha + K)) \otimes \pi_\alpha^{(1,1)}.$$ 

Clearly, $L_0$ acts diagonally on $M_{\phi_v}$ with central charge 26. Moreover, the $L_0$-grading on the irreducible $V^{\phi_v}_\Lambda$-modules and on the Heisenberg modules $\pi_\alpha^{(1,1)}$, $\alpha \in K'$, is bounded from below. Hence, they are positive energy, which (in contrast to the boundedness from below) carries over to $M_{\phi_v}$. □

This allows us to apply the BRST quantisation in Definition 4.3 to $M_{\phi_v}$. We define

$$g^{\phi_v} := H^1_{\text{BRST}}(M_{\phi_v}),$$

which is a Lie algebra:

**Proposition 4.13.** Let $v$ be of square-free order $m$ in $M_{23}$. Then the physical space $g^{\phi_v}$ is an $L'$-graded Lie algebra, i.e.

$$g^{\phi_v} = \bigoplus_{\alpha \in L'} g^{\phi_v}(\alpha) \text{ and } [g^{\phi_v}(\alpha), g^{\phi_v}(\beta)] \subseteq g^{\phi_v}(\alpha + \beta)$$

for all $\alpha, \beta \in L'$ where $g^{\phi_v}(\alpha) = H^1_{\text{BRST}}(M_{\phi_v}(\alpha))$ and $L = \Lambda^v \oplus H_{1,1}(m)$.

**Proof.** The Lie algebra claim follows from Lemma 4.12 and Proposition 4.5.

For the grading we recall that the conformal vertex algebra $M_{\phi_v}$ is graded by the dual lattice $L'$, i.e.

$$M_{\phi_v} = \bigoplus_{\alpha \in L'} M_{\phi_v}(\alpha) = \bigoplus_{\alpha \in L'} V^{\hat{\phi}_v}_\Lambda (\chi(\alpha + L)) \otimes \pi^{(1,1)}_\alpha.$$ 

We note that the $L'$-grading is compatible with the $L_0$-grading on $M_{\phi_v}$. In fact, all the Virasoro modes $L_n, n \in \mathbb{Z}$, on $M_{\phi_v}$ preserve the $L'$-grading, and hence so does $Q$. We conclude that the BRST quantisation preserves the $L'$-grading, which shows the direct-sum decomposition of $g^{\phi_v}$. Since $M_{\phi_v}$ is $L'$-graded as vertex algebra, $g^{\phi_v}$ is $L'$-graded as Lie algebra. □

The $L'$-decomposition of the Lie algebra $g^{\phi_v}$ allows us to apply the vanishing theorem or its corollary, Proposition 4.9. Again, we first have to check that the assumptions are satisfied:

**Lemma 4.14.** Let $v$ be of square-free order $m$ in $M_{23}$. Then $V^{\hat{\phi}_v}_\Lambda (\alpha + \Lambda_v, i, j)$ admits a non-degenerate, Virasoro-invariant Hermitian sesquilinear form and satisfies items (1) and (2) in Proposition 4.10 for all $\alpha + \Lambda_v \in (\Lambda_v)'/\Lambda_v$ and $i, j \in \mathbb{Z}_m$.

**Proof.** That the $L_0$-spectrum of all the irreducible $V^{\hat{\phi}_v}_\Lambda$-modules is non-negative follows from the corresponding fact for the irreducible $\hat{\phi}_v$-twisted $V_{\Lambda_v}$-modules for $i \in \mathbb{Z}_m$. Their conformal weights are described in [18] and always non-negative. This shows (1). In fact, $V^{\hat{\phi}_v}_\Lambda$ satisfies the positivity condition, i.e. the conformal weight of any irreducible $V^{\hat{\phi}_v}_\Lambda$-module is positive except for that of $V^{\hat{\phi}_v}_\Lambda$ itself. Since $V^{\hat{\phi}_v}_\Lambda$ is of CFT-type and $L_{-1}1 = 0$, this shows (2).

If $m = 1$, $V^{\hat{\phi}_v}_\Lambda$ is the trivial vertex operator algebra. For the remaining cases the central charge is $26 - k = 8, 12, \ldots, 22$. Similar to Lemma 3.1.2 in [12] (see also [37]) one can show that for all $\alpha + \Lambda_v \in (\Lambda_v)'/\Lambda_v$ and $i, j \in \mathbb{Z}_m$, $V^{\hat{\phi}_v}_\Lambda (\alpha + \Lambda_v, i, j)$ admits a non-degenerate, Virasoro-invariant, Hermitian sesquilinear form. □
The lemma permits us to compute $g^{\phi_v}(\alpha) = H^1_{\text{BRST}}(M_{\phi_v}(\alpha)) \cong H^1_{\text{rel.}}(M_{\phi_v}(\alpha))$ using Propositions 4.9 and 4.10:

**Proposition 4.15.** Let $v$ be of square-free order in $M_{23}$. Then the $L'$-graded Lie algebra $g^{\phi_v}$ satisfies

$$g^{\phi_v}(\alpha) \cong \begin{cases} (V^\vee_{\Lambda_v}(\chi(\alpha + L)) \otimes \pi_0^{(k-2,0)})_{1 - \langle \alpha, \alpha \rangle / 2} & \text{if } \alpha \neq 0, \\ (V^\vee_{\Lambda_v} \otimes \pi_0^{(k-1,1)})_1 & \text{if } \alpha = 0 \end{cases}$$

for all $\alpha \in L'$. Moreover,

$$\dim(g^{\phi_v}(\alpha)) = \left[ \chi_{V^\vee_{\Lambda_v}(\chi(\alpha + L))}(q)/\eta(q)^{k-2} \right] \langle \langle \alpha, \alpha \rangle / 2 \rangle$$

for all $\alpha \in L' \setminus \{0\}$ and

$$\dim(g^{\phi_v}(0)) = k = \text{rk}(L).$$

**Proof.** The first two claims are immediate from Lemma 4.14 and Proposition 4.9. The last statement follows since $V^\vee_{\Lambda_v}$ is of CFT-type and satisfies $(V^\vee_{\Lambda_v})_1 = \{0\}$. □

By the above proposition, the dimensions of the graded components of $g^{\phi_v}$ are Fourier coefficients exactly of the vector-valued modular form $F_\alpha + L$ defined in Sect. 3.5 (see Proposition 3.10) and lifting to the automorphic product $\Psi_{\phi_v}$ (see Sect. 2.2). Hence:

**Corollary 4.16.** Let $v$ be of square-free order $m$ in $M_{23}$. Then

$$\dim(g^{\phi_v}(\alpha)) = [F_{\alpha + L}](-\langle \alpha, \alpha \rangle / 2) = \sum_{d|m} \delta_{d \in L' \cap \frac{1}{d} L} [1/\eta_v](d \langle \alpha, \alpha \rangle / 2)$$

for all $\alpha \in L' \setminus \{0\}$.

**Proof.** Proposition 3.12 implies that

$$[F_{\alpha + L}](-\langle \alpha, \alpha \rangle / 2) = \sum_{d|m} \delta_{d \in L' \cap \frac{1}{d} L} \left[ g_{d, j_0 + L, d} \right](-d \langle \alpha, \alpha \rangle / 2)$$

by definition of the $g_{d, j}(\tau)$ in terms of $1/\eta_v(\tau/d)$. □

Because $g^{\phi_v} = H^1_{\text{BRST}}(M_{\phi_v}) = H^1_{\text{rel.}}(M_{\phi_v})$, we can use Proposition 4.6 to define a non-degenerate, symmetric, invariant bilinear form on $g^{\phi_v}$.

**Lemma 4.17.** Let $v$ be of square-free order in $M_{23}$. Then the conformal vertex algebra $M_{\phi_v}$ admits a non-degenerate, symmetric, invariant bilinear form $(\cdot, \cdot)_{M_{\phi_v}}$, which is unique up to a non-zero scalar.

**Proof.** The space of symmetric, invariant bilinear forms on $M_{\phi_v}$ is isomorphic to the dual space of $(M_{\phi_v})_0/L_1(M_{\phi_v})_1$ since $L_1$ acts locally nilpotently on $M_{\phi_v}$ [49,50]. However, instead of studying such forms on $M_{\phi_v}$ directly, we shall first consider the vertex operator algebra $M_{\phi_v}(0)$ and then extend the result to $M_{\phi_v}$. 
The space $M_{\phi_v}(0)/L_1 M_{\phi_v}(0)$ is one-dimensional. Let $(\cdot, \cdot)_{M_{\phi_v}(0)}$ be the up to non-zero scalar unique non-degenerate, symmetric, invariant bilinear form on the simple, self-contragredient vertex operator algebra $M_{\phi_v}(0)$. It is related to the contragredient pairing by $(u, v)_{M_{\phi_v}(0)} = (\phi_0(u), v)$ for $u, v \in M_{\phi_v}(0)$ where $\phi_0 : M_{\phi_v}(0) \to M_{\phi_v}(0)'$ is an isomorphism of $M_{\phi_v}(0)$-modules, again unique up to a non-zero scalar.

Any $M_{\phi_v}$-invariant bilinear form on $M_{\phi_v}$ can only pair the irreducible $M_{\phi_v}(0)$-module $M_{\phi_v}(\alpha) = V_{\Lambda_{\phi_v}}(\chi(\alpha + L)) \otimes \pi_{\alpha}^{(k-1,1)}$ non-trivially with its contragredient module $M_{\phi_v}(\alpha)' \cong M_{\phi_v}(-\alpha) = V_{\Lambda_{\phi_v}}(\chi(-\alpha + L)) \otimes \pi_{-\alpha}^{(k-1,1)}$, and such a form is in particular $M_{\phi_v}(0)$-invariant.

On the other hand, $(\cdot, \cdot)_{M_{\phi_v}(0)}$ and the contragredient pairings with choices of $M_{\phi_v}(0)$-module isomorphisms $\phi_{\alpha} : M_{\phi_v}(-\alpha) \to (M_{\phi_v}(\alpha))'$ for $\alpha \neq 0$ define a non-degenerate, symmetric, $M_{\phi_v}(0)$-invariant bilinear form $(\cdot, \cdot)_{M_{\phi_v}}$ on $M_{\phi_v}$.

Proper normalisation with respect to the normalisation of $(\cdot, \cdot)_{M_{\phi_v}(0)}$ (cf. Proposition 3.1.8 in [12]) makes the form $(\cdot, \cdot)_{M_{\phi_v}}$ -invariant bilinear form on $M_{\phi_v}$-modules, again unique up to a non-zero scalar. For definiteness we normalise $(\cdot, \cdot)_{M_{\phi_v}}$ such that $(1, 1)_{M_{\phi_v}} = 1$. Proposition 4.6 implies:

**Proposition 4.18.** Let $v$ be of square-free order in $M_{23}$. Then there is a non-degenerate, symmetric, invariant bilinear form $(\cdot, \cdot)_{g^\phi_v}$ on $g^\phi_v$.

In the following we describe the zero-component $\mathcal{H} := g^\phi_v(0)$ of $g^\phi_v$, which we shall later identify as a Cartan subalgebra of $g^\phi_v$. It simplifies to

$$\mathcal{H} \cong (V_{\Lambda_{\phi_v}}^\vee)_0 \otimes (\pi^\Lambda_{\phi_v}_{(0-1,1)})_1 = \mathbb{C} \otimes \{h(-1)1 | h \in \mathfrak{h}\} \cong \mathfrak{h}$$

with $\mathfrak{h} := L \otimes \mathbb{Z} \mathbb{C}$ since $V_{\Lambda_{\phi_v}}^\vee$ is of CFT-type and satisfies $(V_{\Lambda_{\phi_v}}^\vee)_1 = \{0\}$.

Now recall that $(\cdot, \cdot)_{g^\phi_v}$ is induced from the tensor product of the up to non-zero scalar unique invariant, bilinear forms $(\cdot, \cdot)_{M_{\phi_v}}$ on $M_{\phi_v}$ and $(\cdot, \cdot)_{gh}$ on $V_{gh}$, and that we chose normalisations for both. Moreover, recall that $\mathfrak{h}$ comes equipped with a bilinear form $(\cdot, \cdot)$ obtained as extension of the bilinear form $(\cdot, \cdot)$ on the lattice $L$. Then the above isomorphism is even an isometry:

**Proposition 4.19.** Let $v$ be of square-free order in $M_{23}$. Then there is an isometry

$$(\mathfrak{h}, (\cdot, \cdot)) \cong (\mathcal{H}, (\cdot, \cdot)_{g^\phi_v})$$

induced by $h \mapsto 1 \otimes h(-1)1 \otimes c \in W$ for all $h \in \mathfrak{h} = L \otimes \mathbb{Z} \mathbb{C}$. This isometry maps $L \otimes \mathbb{Z} \mathbb{R}$, on which the bilinear form $(\cdot, \cdot)$ is real-valued and of signature $(k-1,1)$, to a real subspace $\mathcal{H}_\mathbb{R}$ of $\mathcal{H}$ on which $(\cdot, \cdot)_{g^\phi_v}$ is real-valued and of signature $(k-1,1)$.

**Proof.** Cf. [53], Section 4.2. □

We shall see that $\mathcal{H} = g^\phi_v(0)$ is a Cartan subalgebra of $g^\phi_v$. For this property it is essential that $(V_{\Lambda_{\phi_v}}^\vee)_1 = \{0\}$.

In the following we prove that $g^\phi_v$ is a Borcherds-Kac-Moody algebra using Propositions 2.1 and 2.2.

**Lemma 4.20.** Let $v$ be of square-free order in $M_{23}$. Then $g^\phi_v$ satisfies items (1) to (4) in Proposition 2.1.
Proof. Item (1) is the statement of Proposition 4.18.

Recall that \( g^{\phi_v} \) is graded by \( L' \). Then \( \mathcal{H} = g^{\phi_v}(0) \) is a Lie subalgebra of \( g^{\phi_v} \) and acts on \( g^{\phi_v} \) in the adjoint representation as \( \{ x, y \} = \langle h, \alpha \rangle y \) for \( x = 1 \otimes h(-1)1 \otimes c \in \mathcal{H} \) and \( y \in g^{\phi_v}(\alpha), \alpha \in L' \). This implies that \( \mathcal{H} \) is self-centralising.

We abuse notation and write \( h \in \mathfrak{h} \) for the element \( 1 \otimes h(-1)1 \otimes c \in \mathcal{H} = g^{\phi_v}(0) \), identifying \( \mathcal{H} \) with \( \mathfrak{h} \). Since the bilinear form on \( \mathcal{H} \) is non-degenerate, we can further identify \( \mathcal{H} \cong \mathfrak{h} \) with \( \mathfrak{h}^* \) via \( \alpha(\cdot) := \langle \alpha, \cdot \rangle \) for \( \alpha \in \mathfrak{h} \). Then

\[
[h, x] = \alpha(h)x
\]

for \( h \in \mathcal{H} \) and \( x \in g^{\phi_v}(\alpha) \), i.e. \( g^{\phi_v}(\alpha) \) is the root space associated with \( \alpha \in L' \setminus \{0\} \). The set of roots \( \Phi \subseteq L' \setminus \{0\} \) are those \( \alpha \) for which \( g^{\phi_v}(\alpha) \neq \{0\} \). Then \( g^{\phi_v} \) decomposes into the direct sum

\[
g^{\phi_v} = \mathcal{H} \oplus \bigoplus_{\alpha \in \Phi} g^{\phi_v}(\alpha)
\]

with Cartan subalgebra \( \mathcal{H} \) and root spaces \( g^{\phi_v}(\alpha), \alpha \in \Phi \). Proposition 4.15 states in particular that \( \dim(g^{\phi_v}(\alpha)) < \infty \) for all \( \alpha \in L' \setminus \{0\} \), i.e. the root spaces are finite-dimensional. This completes the proof of item (2).

Proposition 4.19 isometrically identifies \( \mathcal{H} \) with \( \mathfrak{h} = L \otimes \mathbb{Z} \mathbb{C} \), which has a natural real subspace \( \mathcal{H}_\mathbb{R} := L \otimes \mathbb{Z} \mathbb{R} \), on which the bilinear form takes real values, and the roots, identified with elements of the lattice \( L' \), lie in \( \mathcal{H}_\mathbb{R}^* \). This shows item (3).

Under the identifications presented above the norm of a root \( \alpha \in \Phi \) is exactly \( \langle \alpha, \alpha \rangle / 2 \). From the explicit expression for \( g^{\phi_v}(\alpha) \) in Proposition 4.15 we conclude that \( g^{\phi_v}(\alpha) = \{0\} \) if \( \langle \alpha, \alpha \rangle / 2 > 1 \) since \( V_{\Lambda_v}^{\hat{\psi}} \) satisfies the positivity condition. This proves (4). \( \square \)

The more difficult part of the proof that \( g^{\phi_v} \) is a Borcherds-Kac-Moody algebra is to show that the conditions in Proposition 2.2 are satisfied. First, we need the following lemma:

**Lemma 4.21.** Let \( \nu \) be of square-free order \( m \) in \( M_{23} \) and \( L = \Lambda^{\nu} \oplus I_{1,1}(m) \). Then the orbits of the finite quadratic space \( L'/L \) under \( O(L'/L) \) are uniquely determined by the order and the value of the quadratic form of their elements.

**Proof.** Proposition 5.1 in [57] implies that for a non-degenerate finite quadratic space \( D \) of square-free level, two elements of \( D \) are in the same orbit under \( O(D) \) if and only if they have the same order and value of the quadratic form (see comment before Proposition 5.3 in [57]). Since \( L'/L \) has level \( m \), the assertion follows. \( \square \)

**Lemma 4.22.** Let \( \nu \) be of square-free order in \( M_{23} \). Then \( g^{\phi_v} \) satisfies the conditions in Proposition 2.2, which implies that (5) and (6) in Proposition 2.1 are satisfied.

**Proof.** We want to show that the root spaces of \( g^{\phi_v} \) corresponding to positive multiples of the same norm-zero root commute. To this end we consider the vertex operator algebra \( V_{\Lambda_v}^{\hat{\psi}} \otimes V_{\Lambda_v} \) of central charge 24. Its fusion group is the finite quadratic space

\[
F := (\Lambda_v')/\Lambda_v \times (\mathbb{Z}_m \times \mathbb{Z}_m, Q_m) \times (\Lambda^{\nu})'/\Lambda^{\nu}
\]

by the results in Sect. 3.2. Let \( I \subseteq F \) be an isotropic subgroup of \( F \) with \( I^{\perp} = I \). Then, as explained in Sect. 3.3, the direct sum of irreducible \( V_{\Lambda_v}^{\hat{\psi}} \otimes V_{\Lambda_v} \)-modules

\[
V_I = \bigoplus_{(\alpha + \Lambda_v, i, j, \beta + \Lambda^{\nu}) \in I} V_{\Lambda_v}^{\hat{\psi}}(\alpha + \Lambda_v, i, j) \otimes V_{\beta + \Lambda^{\nu}}
\]
is a strongly rational, holomorphic vertex operator algebra of central charge 24. These vertex operator algebras have been studied extensively (see, for example, [22,26,58]). In particular, \( \dim((V_I)_1) = 24 \) if and only if \( V_I \) is isomorphic to the lattice vertex operator algebra \( V_\Lambda \) associated with the Leech lattice \( \Lambda \) [23].

It is well-known that the weight-one space \( V_I \) of a vertex operator algebra \( V \) of CFT-type carries the structure of a Lie algebra via \( \{ (\psi(\lambda + \Lambda^v), 0, i, \lambda + \Lambda^v) \mid \lambda + \Lambda^v \in (\lambda + \Lambda^v)'/\Lambda^v, i \in \mathbb{Z}_m \} \leq F \), which is isotropic, satisfies \( I^\perp = I \) and contains \( (\kappa^{-1}(\chi(\gamma + L)), 0 + \Lambda^v) \).

Now consider the holomorphic vertex operator algebra \( V_I \) of central charge 24 associated with this particular choice of \( I \). We shall show that \( \dim((V_I)_1) = 24 \) and hence \( V_I \cong V_\Lambda \) so that \( (V_I)_1 \) is abelian. In fact, because the characters of the irreducible \( V_{\Lambda^v}^\vee \)-modules have the special property that they are invariant under the automorphisms of \( (\lambda + \Lambda^v)'/\Lambda^v \times (\mathbb{Z}_m \times \mathbb{Z}_m, Q_m) \) (see item (2) of Remark 3.11), it follows that

\[
V_k(I) = \bigoplus_{(\alpha + \Lambda^v,i,j,\beta + \Lambda^v) \in I} V_{\Lambda^v}^\vee(\kappa(\alpha + \Lambda^v, i, j)) \otimes V_{\beta + \Lambda^v}
\]

has the same character as \( V_I \) where \( \kappa = (\kappa, \text{id}) \in O(F) \) and hence \( \dim((V_k(I))_1) = \dim((V_I)_1) = 24 \). In particular, \( (V_k(I))_1 \) is abelian.

But \( \kappa(I) \) contains the subgroup \( \langle (\chi(\gamma + L)), 0 + \Lambda^v) \rangle \), and therefore the abelian Lie algebra \( (V_k(I))_1 \) contains

\[
\left( V_{\Lambda^v}^\vee(k\chi(\gamma + L)) \otimes V_{\Lambda^v} \right)_1 \cong V_{\Lambda^v}^\vee(k\chi(\gamma + L))_1 = V_{\Lambda^v}^\vee(\chi(k\gamma + L))_1 \cong g^{\phi_v}(k\gamma)
\]

for all \( k \in \mathbb{Z}_{>0} \). One checks that the definitions of the Lie brackets on the left-hand and right-hand side of the equation coincide, which implies that

\[
[g^{\phi_v}(k\gamma), g^{\phi_v}(l\gamma)] = 0
\]

for all \( k, l \in \mathbb{Z}_{>0} \). This proves the assertion.

It remains to show that the holomorphic vertex operator algebra \( V_I \) has a weight-one space of dimension 24. By the definition of \( V_I \) and Proposition 3.10, the character of \( V_I \) is

\[
\text{ch}_{V_I}(\tau) = \sum_{\lambda + \Lambda^v \in (\lambda + \Lambda^v)'/\Lambda^v} \text{ch}_{V_{\Lambda^v}^\vee(\psi(\lambda + \Lambda^v), 0, i)}(\tau) \text{ch}_{V_{\Lambda^v}^\vee(\lambda + \Lambda^v)}(\tau) = \sum_{\lambda + \Lambda^v \in (\lambda + \Lambda^v)'/\Lambda^v} F_{\chi^{-1}(\psi(\lambda + \Lambda^v), 0, i)}(\tau) \partial_{\lambda + \Lambda^v}(\tau).
\]
To determine the constant term in the $q$-expansion of the above character we note that $\vartheta_{\lambda+\Lambda^v}(\tau)$ has no singular terms and a constant term only if $\lambda + \Lambda^v = 0 + \Lambda^v$. As described in item (1) of Remark 3.11, the complete reflectivity of the vector-valued modular form $F$ means that singular terms in the $q$-expansion of $F$ appear exactly in the components $F_{\alpha+L}(\tau), \alpha + L \in L'/L$, with $\langle \alpha, \alpha \rangle/2 = 1/d \mod 1$ and $d \cdot (\alpha + L) = 0 + L$ for $d \mid m$ and that in such a component the only singular term is $1 \cdot q^{-1/d}$. Hence

$$\dim((V_f)_1) = [\mathrm{ch}_{V_f}]_{(0)} = \sum_{i \in \mathbb{Z}_m} [F_{X^{-1}(0+\Lambda^v,0,i)}](0)[\vartheta_{0+\Lambda^v}](0)$$

$$+ \sum_{d \mid m} \sum_{\lambda + \Lambda^v \in (\Lambda^v)' \cap \Lambda^v \atop i \in \mathbb{Z}_m, d \cdot i = 0} [F_{X^{-1}(\psi(\lambda+\Lambda^v),0,i)}](-1/d)[\vartheta_{\lambda+\Lambda^v}](1/d)$$

$$= \sum_{i \in \mathbb{Z}_m} [F_{X^{-1}(0+\Lambda^v,0,i)}](0) + \sum_{d \mid m} d \sum_{\lambda + \Lambda^v \in (\Lambda^v)' \cap \Lambda^v \atop (\lambda, \lambda)/2 = 1/d \mod 1} [\vartheta_{\lambda+\Lambda^v}](1/d).$$

Studying the theta series of the cosets of $\Lambda^v$ we find the second term to vanish. For example, since $\Lambda^v$ has no vectors $\alpha$ of norm $\langle \alpha, \alpha \rangle/2 = 1$, the coefficient of the $q^1$-term in $\vartheta_{\Lambda^v}(\tau)$ vanishes. Then

$$\dim((V_f)_1) = \sum_{i \in \mathbb{Z}_m} [F_{X^{-1}(0+\Lambda^v,0,i)}](0) = \sum_{i \in \mathbb{Z}_m} [\mathrm{ch}_{V_{\Lambda^v}}(0+\Lambda^v,0,i)] / \eta^{k-2}(0)$$

$$= [\mathrm{ch}_{\Lambda^v} / \eta^{k-2}](0) = [\vartheta_{\Lambda^v} / \eta^{24}](0) = 24$$

since also $\Lambda^v$ has no vectors $\alpha$ of norm $\langle \alpha, \alpha \rangle/2 = 1$. This completes the proof. \qed

The two lemmata imply:

**Proposition 4.23.** Let $\nu$ be of square-free order in $M_{23}$. Then $g^{\phi_{\nu}}$ is a Borcherds-Kac-
Moody algebra with Cartan subalgebra $H = g^{\phi_{\nu}}(0) \cong L \otimes \mathbb{Z} \mathbb{C}$.

Finally, we shall prove that $g^{\phi_{\nu}} = H^{1\text{BRST}}(M_{\phi_{\nu}})$ is isomorphic to the complexification of the real Borcherds-Kac-Moody algebra $g_{\phi_{\nu}}$ constructed by Borcherds [6] by twisting the denominator identity of the Fake Monster Lie algebra $g$ (see Sect. 2.2).

To facilitate the discussion we rescale the rational lattice $L' = (\Lambda^v)' \oplus (\Pi_{1,1}(m))'$, by which $g^{\phi_{\nu}}$ is graded, to an even and in particular integral lattice $\Delta$. Note that $\Pi_{1,1}(m)' \cong \Pi_{1,1}(1/\nu)$ and, due to the special form of the ten automorphisms, $(\Lambda^v)' \cong \Lambda^v(1/m)$. Hence, rescaling the quadratic form on $L$ by $m$ we obtain the even lattice

$$\Delta := L'(m) \cong \Lambda^v \oplus \Pi_{1,1}.$$

Then Corollary 4.16 implies:

**Corollary 4.24.** Let $\nu$ be of square-free order $m$ in $M_{23}$. Then the Borcherds-Kac-Moody
algebra $g^{\phi_{\nu}}$ is graded by the even lattice $\Delta = L'(m) = \Lambda^v \oplus \Pi_{1,1}$ of rank $k$ and level $m$ with the dimensions of the graded components given by

$$\dim(g^{\phi_{\nu}}(\alpha)) = \sum_{d \mid m} \delta_{\alpha \in \Delta \cap d \Delta'} \left[ \frac{1}{\eta_{\nu}} \right] \left( -d \frac{\langle \alpha, \alpha \rangle}{m} \right)$$

$$= \sum_{d \mid m} \delta_{\alpha \in \Delta \cap d \Delta'} \left[ \frac{1}{\eta_{\nu}} \right] \left( -1 \frac{\langle \alpha, \alpha \rangle}{2} \right)$$

for all $\alpha \in \Delta \setminus \{0\}$. 


Comparing with the equation for \( \dim(\mathfrak{g}_{\phi_v}(\alpha)) \) in Sect. 2.2 this immediately shows that the \( \Delta \)-graded components, i.e. the root spaces, of \( \mathfrak{g}_{\phi_v} \) and \( \mathfrak{g}_{\phi_v} \) have identical dimensions.

We now study the roots of \( \mathfrak{g}_{\phi_v} \). The real roots of \( \mathfrak{g}_{\phi_v} \), i.e. the vectors \( \alpha \in \Delta \) with \( \langle \alpha, \alpha \rangle > 0 \) and \( \dim(\mathfrak{g}_{\phi_v}(\alpha)) > 0 \), can be easily read off from the dimension formula in Corollary 4.16 or the rescaled version in Corollary 4.24:

**Proposition 4.25.** Let \( v \) be of square-free order \( m \) in \( M_{23} \). Then the real roots of \( \mathfrak{g}_{\phi_v} \) are exactly the \( \alpha \in \Delta \cap d\Delta' \) with \( \langle \alpha, \alpha \rangle/2 = d \) for \( d \mid m \), and they all have root multiplicity \( \dim(\mathfrak{g}_{\phi_v}(\alpha)) = 1 \). Moreover, the real roots of \( \mathfrak{g}_{\phi_v} \) are exactly the roots of the lattice \( \Delta \).

**Proof.** Let \( \alpha \in \Delta \) such that \( \langle \alpha, \alpha \rangle > 0 \). Then using that

\[
\frac{1}{\eta_v(\tau)} = \prod_{t|m} \eta(t \tau)^{-24/\sigma_1(m)} = \frac{1}{q} + \frac{24}{\sigma_1(m)} + \ldots
\]

we obtain

\[
\dim(\mathfrak{g}_{\phi_v}(\alpha)) = \sum_{d|m} \delta_{\alpha \in \Delta \cap d\Delta'} \left[ \frac{1}{\eta_v} \right] \left( -\frac{1}{d} \frac{\langle \alpha, \alpha \rangle}{2} \right) = \sum_{d|m} \delta_{\alpha \in \Delta \cap d\Delta'} \delta_{d, \langle \alpha, \alpha \rangle/2},
\]

which proves the first claim. The second claim follows directly from Propositions 2.1 and 2.2 in [54]. □

The Weyl group \( W \leq \text{Aut}(\Delta) \) of \( \mathfrak{g}_{\phi_v} \) is defined as the group generated by the reflections through the hyperplanes orthogonal to the real roots of \( \mathfrak{g}_{\phi_v} \) and hence in this case it is the full reflection group of the lattice \( \Delta \), i.e. the group generated by the reflections through the hyperplanes orthogonal to the roots of \( \Delta \).

Therefore, a choice of simple roots of the reflection group of \( \Delta \) gives a choice of real simple roots of \( \mathfrak{g}_{\phi_v} \).

A Weyl vector for \( W \) is a vector \( \rho \in \Delta \otimes \mathbb{Z} \mathbb{R} \) such that a set of simple roots of \( W \) is given by the roots \( \alpha \in \Delta \) satisfying \( \langle \alpha, \rho \rangle = -\langle \alpha, \alpha \rangle/2 \) (see Corollary 2.4 in [3]).

**Proposition 4.26.** Let \( v \) be of square-free order in \( M_{23} \). Then there exists a primitive norm-zero vector \( \alpha \in \Delta \) that is a Weyl vector for the reflection group \( W \) of \( \Delta \).

**Proof.** As remarked earlier, the even lattice \( \Lambda^v \) has no roots. This allows us to apply Theorem 3.3 in [4] to the Lorentzian lattice \( \Delta = \Lambda^v \oplus I_{1,1} \). It states that there is a norm-zero vector \( \rho \in \Delta \) such that the simple roots of the reflection group \( W \) of \( \Delta \) are exactly the roots \( \alpha \) of \( \Delta \) such that \( \langle \alpha, \rho \rangle \) is negative and divides \( \langle \alpha, v \rangle \) for all vectors \( v \in \Delta \). It is not difficult to show that for one of the ten automorphisms the vector \( \rho \) is a Weyl vector and primitive. □

A possible choice of Weyl vector is given by \( \rho = (0, \eta) \in \Lambda^v \oplus I_{1,1} \) for any primitive norm-zero vector \( \eta \in I_{1,1} \) (cf. [15], directly before Theorem 6.2). We fix such a choice of \( \rho \), which also fixes a set of simple roots of \( W \) and the fundamental Weyl chamber, i.e. the set of vectors in \( \Delta \otimes \mathbb{Z} \mathbb{R} \) with non-positive inner product with the simple roots. (For example, we may take \( \rho = (0, 0, 1) \), like for \( \mathfrak{g}_{\phi_v} \) in Theorem 2.3.) The Weyl vector \( \rho \) lies in the fundamental Weyl chamber. We obtain:

**Proposition 4.27.** Let \( v \) be of square-free order \( m \) in \( M_{23} \). Then the real simple roots of \( \mathfrak{g}_{\phi_v} \) are the \( \alpha \in \Delta \cap d\Delta' \) with \( \langle \alpha, \alpha \rangle/2 = d \) for \( d \mid m \) and \( \langle \rho, \alpha \rangle = -\langle \alpha, \alpha \rangle/2 \). These are precisely the simple roots of the reflection group \( W \) of \( \Delta \).
Proposition 4.29. Let \( k \) be the identity of \( g \). The argument uses that the denominator identity of \( g \) follows immediately from Proposition 4.26 and the properties of a Weyl vector.

We then determine the imaginary simple roots of \( g^{\Phi_v} \).

**Proposition 4.28.** Let \( v \) be of square-free order \( m \) in \( M_{23} \). Then the positive multiples \( n\rho, n \in \mathbb{Z}_{>0}, \) of the Weyl vector \( \rho \) are imaginary simple roots of \( g^{\Phi_v} \) with multiplicity \( 24\sigma_0((m,n))/\sigma_1(m) \).

**Proof.** The Weyl vector \( \rho \) lies in the fundamental Weyl chamber. In fact, it has negative inner product with all real simple roots. By Proposition 2.1 in [3] we can choose imaginary simple roots lying in the fundamental Weyl chamber so that \( \rho \) has non-negative inner product with all simple roots. In Lorentzian signature the inner product of two vectors of non-positive norm in the same cone is non-positive and zero only if both vectors are multiples of the same norm-zero vector. Therefore, if we write \( n\rho, n \in \mathbb{Z}_{>0}, \) as sum of simple roots with positive coefficients, the only simple roots appearing in this sum are positive multiples of \( \rho \). Since the support of an imaginary root is connected, all the \( n\rho, n \in \mathbb{Z}_{>0}, \) are simple roots. By Corollary 4.24, the multiplicities are

\[
\dim(g^{\Phi_v}(n\rho)) = \sum_{d|m} \delta_{n\rho \in \Delta \cap d \Delta'} [1/\eta_v](0) = \frac{24}{\sigma_1(m)} \sum_{d|m} \delta_{n\rho \in \Delta \cap d \Delta'}
\]

for \( n \in \mathbb{Z}_{>0} \). Since the Weyl vector \( \rho = (0, \eta) \) is primitive in \( \Delta = \Lambda^v \oplus \Pi_{1,1} \), we obtain that \( n\rho \in \Delta \cap d \Delta' \) if and only if \( d \mid n \) and hence

\[
\dim(g^{\Phi_v}(n\rho)) = \frac{24}{\sigma_1(m)} \sum_{d|m} \frac{24\sigma_0((m,n))}{\sigma_1(m)}
\]

for \( n \in \mathbb{Z}_{>0} \), which completes the proof.

The following result shows that these are in fact all the imaginary simple roots. The argument uses that the denominator identity of \( g^{\Phi_v} \) (see also Corollary 4.30) is the automorphic product \( \Psi_{\Phi_v} \) from [53, 54].

**Proposition 4.29.** Let \( v \) be of square-free order \( m \) in \( M_{23} \). Then a set of simple roots of \( g^{\Phi_v} \) is as follows: the real simple roots of \( g^{\Phi_v} \) are the \( \alpha \in \Delta \cap d \Delta' \) with \( \langle \rho, \alpha \rangle = d \) for \( d \mid m \) and \( \rho, \alpha \rangle = -(\alpha, \alpha)/2 \) with multiplicity 1 and the imaginary simple roots are the positive multiples \( n\rho, n \in \mathbb{Z}_{>0}, \) of the Weyl vector \( \rho \) with multiplicity \( 24\sigma_0((m,n))/\sigma_1(m) \).

**Proof.** We consider the automorphic product \( \Psi_{\Phi_v} \) of singular weight obtained in [53] as Borcherds lift of the vector-valued modular form \( F \) introduced in Sect. 3.5. Its expansion at any cusp is given by

\[
\epsilon^\rho \prod_{d|m} \prod_{\alpha \in \Phi^+ \cap d \Delta'} (1 - \epsilon^\alpha)^{1/\eta_v}(-\langle \alpha, \alpha \rangle/2d) = \sum_{w \in W} \det(w) w(\eta_v(\epsilon^\rho)).
\]

Now, let \( \mathfrak{k} \) be the Borcherds-Kac-Moody algebra with root lattice \( \Delta \), Cartan subalgebra \( \Delta \otimes \mathbb{C} \) and simple roots as stated in the theorem. Then the above is the denominator identity of \( \mathfrak{k} \), implying that \( \mathfrak{k} \) and \( g^{\Phi_v} \) have the same root multiplicities (cf. proof of Theorem 7.2 in [6]). The simple roots of a Borcherds-Kac-Moody algebra (with given Cartan subalgebra and choice of fundamental Weyl chamber) are determined by its root multiplicities because of the denominator identity. Hence, \( \mathfrak{k} \) and \( g^{\Phi_v} \) have the same simple roots (and are therefore isomorphic). \( \square \)
The following two results are immediate corollaries of (the proof of) Proposition 4.29.

**Corollary 4.30.** Let $\nu$ be of square-free order $m$ in $M_{23}$. Then the denominator identity of the Borcherds-Kac-Moody algebra $g^{\phi\nu}$ is
\[
e^\rho \prod_{d|m} \prod_{\alpha \in \Phi^{+} \cap d\Delta'} (1 - e^{\alpha})^{[1/\eta\nu](-\langle \alpha, \alpha \rangle/2d)} = \sum_{w \in W} \det(w) w(\eta\nu(e^\rho))
\]
with $\Delta = \Lambda^\nu \oplus H_{1,1}$, Weyl vector $\rho = (0, 0, 1)$ and Weyl group $W$, which is the full reflection group of $\Delta$.

Comparing with Theorem 2.3 we obtain the main result of this work:

**Theorem 4.31 (Main Result).** Let $\nu$ be of square-free order in $M_{23}$. Then $g^{\phi\nu} = H^1_{\text{BRST}}(M_{\phi\nu})$ is isomorphic to the complexification of $g^{\phi\nu}$.

With the above theorem we have found a uniform, natural construction of the Borcherds-Kac-Moody algebras obtained in [6] by twisting the denominator identity of the Fake Monster Lie algebra $g$ by elements of square-free order in $M_{23}$. These are also the ten Borcherds-Kac-Moody algebras classified in [54] whose denominator identities are completely reflective automorphic products of singular weight.

Moreover, we showed that these denominator identities are Borcherds lifts of the vector-valued characters of the vertex operator algebras in the input of this natural construction.

The main results are summarised in the following diagram (cf. the diagram in the introduction):

\[
\begin{array}{ccc}
V_{\Lambda} \otimes V_{H_{1,1}} & \cong & V_{H_{25,1}} \\
\phi\nu & \text{quantise} & \Psi \\
\bigoplus_{\gamma \in K'/K} V_{\Lambda}^{\phi\nu}(\gamma + K) \otimes V_{\gamma + K} & \text{quantise} & g^{\phi\nu} \cong g_{\phi\nu} \\
\phi\nu & \text{lift of char.} & \psi_{\phi\nu} \\
\end{array}
\]

While we gave the first systematic string-theoretic construction of a subfamily of Borcherds’ twisted versions of the Fake Monster Lie algebra, the majority of these Borcherds-Kac-Moody (super)algebras have not yet been realised in natural constructions (see Problem 3 in [6]). However, with recent advancements in orbifold theory, it should be possible to make further strides in this direction.
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