Abstract. We study positive bound states for the equation

\[-\varepsilon^2 \Delta u + Vu = u^p, \quad \text{in } \mathbb{R}^N,\]

where \(\varepsilon > 0\) is a real parameter, \(\frac{N}{p} < \frac{N+2}{N-2}\) and \(V\) is a nonnegative potential. Using purely variational techniques, we find solutions which concentrate at local maxima of the potential \(V\) without any restriction on the potential.

1. Introduction

We consider the stationary nonlinear Schrödinger equation

\[
\begin{align*}
-\varepsilon^2 \Delta u + Vu &= u^p, & \text{in } \mathbb{R}^N, \\
\end{align*}
\]

where \(\varepsilon > 0\) is a real parameter, \(N \geq 3\), \(\frac{N}{N-2} < p < \frac{N+2}{N-2}\) and \(V \in C(\mathbb{R}^N, \mathbb{R}^+)\).

In the semi-classical limit when \(\varepsilon\) is small, one expects quantum physics to be approximated by classical physics and thus the stationary solutions should concentrate around critical points of the potential. A first way to construct such a family of solutions around a nondegenerate critical point of the potential is the Lyapunov–Schmidt reduction \([1, 2, 4, 16, 22–24]\). Solutions of \((P_\varepsilon)\) can also be found by variational methods. The most natural method yields solutions concentrating around a global minimum of the potential \(V\) \([25, 27]\). More elaborate critical constructions allow to construct solutions concentrating around strict local minima \([11, 13]\) and around strict local maxima \([12, 14]\).

All the works mentioned above are concerned with subcritical frequency case \(\inf_{\mathbb{R}^N} V > 0\). In the critical frequency case \(\inf_{\mathbb{R}^N} V = 0\), solutions concentrating around nondegenerate critical points \([5]\) and around local minima have been obtained \([3, 10]\) provided that the potential \(V\) does not decay too fast at infinity. In the case of local minima, the variational method has been adapted to construct solutions concentrating around a local minimum with a fast decay potential \(V\) including a compactly supported potential \([6, 20, 21, 28]\).

The goal of this work is to establish by a variational method the existence of solutions concentrating around local maxima for fast-decaying potentials. Since any potential that decays at infinity has a global maximum, this shows the existence of solutions for a quite general class of potentials. We also think that this problem is a good test of the robustness and flexibility of the variational methods for solutions.
concentrating around local maxima and of the penalization method for fast decay potentials.

Our main result is the following

**Theorem 1.** Let \( N \geq 1, \ p > 1 \) such that \( \frac{1}{p} > \frac{N-2}{N+2} \) and \( V \in C^N(\mathbb{R}^N, \mathbb{R}^+) \), \( V \neq 0 \) be a nonnegative potential. If \( \lim_{|x| \to \infty} V(x) = 0 \) and either \( \frac{1}{p} < \frac{N-2}{N} \) or \( \liminf_{|x| \to \infty} V(x) |x|^2 > 0 \), then, for \( \varepsilon > 0 \) small enough, the problem \( (P) \) has a family of positive solution that concentrates around a global maximum of \( V \).

A typical new potential \( V \) for which this result applies is given by \( V(x) = \frac{1}{1+|x|^2} \) for \( x \in \mathbb{R}^n \). The assumption on \( p \) is optimal, since when \( \frac{1}{p} \geq \frac{N-2}{N+2} \) and \( V \) is compactly supported, \( (P) \) does not have any solution. Indeed, such a solution would be positive and satisfy \( -\Delta u = \varepsilon^p \) in \( \mathbb{R}^N \setminus \supp V \) and that would imply \( u = 0 \) on \( \mathbb{R}^N \setminus \supp V \). Theorem 1 follows from the following result:

**Theorem 2.** Let \( N \geq 1, \ p > 1 \) such that \( \frac{1}{p} > \frac{N-2}{N+2} \) and \( V \in C(\mathbb{R}^N, \mathbb{R}^+) \). Assume that there exists a smooth bounded open set \( \Lambda \subset \mathbb{R}^N \) such that

\[
\sup_{\Lambda} V > \inf_{\Lambda} V = \sup_{\partial\Lambda} V
\]

and

\[
\sup_{\Lambda} V^\frac{p+1}{2} \cdot \frac{1}{\Lambda} < 2 \inf_{\Lambda} V^\frac{p+1}{2} \cdot \frac{1}{\Lambda}.
\]

If either \( \frac{1}{p} < \frac{N-2}{N+2} \) or \( \liminf_{|x| \to \infty} V(x) |x|^2 > 0 \), then for \( \varepsilon > 0 \) small enough, problem \( (P) \) possesses a positive weak solution \( u_\varepsilon \in H^1_{\text{loc}}(\mathbb{R}^N) \) such that \( u_\varepsilon \) achieves its maximum at \( x_\varepsilon \in \Lambda \),

\[
\liminf_{\varepsilon \to 0} u_\varepsilon(x_\varepsilon) > 0
\]

and

\[
\liminf_{\varepsilon \to 0} \text{dist}(x_\varepsilon, \mathbb{R}^N \setminus \Lambda) > 0.
\]

The first assumption on \( V \) implies that

\[
\sup_{\partial\Lambda} V = \inf_{\partial\Lambda} V,
\]

that is, \( \partial\Lambda \) is a level line of \( V \).

Theorem 1 follows from Theorem 2 by taking \( \Lambda_\delta = \{ x \in \mathbb{R}^N \mid V(x) > \sup V - \delta \} \) for \( \delta > 0 \). By Sard’s lemma, the set \( \Lambda_\delta \) is smooth for almost every \( \delta > 0 \). One applies then Theorem 2 and a diagonal argument.

Our method of proof is based on the penalization method [1] introduced to decaying potentials \([10,21]\). However the decay of the potentials requires us to take some extra care at several steps, especially when lower bounds on the energy of solutions are needed.

This paper is organized as follows. We first introduce a penalized problem (section 2) and recall some properties of the associated limiting problem (section 3). We then study the asymptotic behaviour of families of critical points (section 4) and minimizers (section 5) of the energy functional associated to \( (P) \). This allows us to define a minimax level and prove the existence of a solution to the penalized problem in section 6. Finally in section 7 we use the asymptotics and some comparison argument to show that when \( \varepsilon \) is small, our solutions of the penalized problem solve the original problem. Whereas the proof is written for \( N \geq 3 \), we highlight in section 8 how the proof can be adapted to the case \( N \leq 2 \).
2. The Penalized Problem

Following M. del Pino and P. Felmer [12], we introduce a penalized problem. D. Bonheure and J. Van Schaftingen [9,10] have introduced a penalized problem for decaying potentials. The penalization for fast decay potentials is due to V. Moroz and J. Van Schaftingen [20,21]. It was used by D. Bonheure together with the authors to study solutions concentrating around spheres [8]. Another penalized problem was defined by Yin Huicheng and Zhang Pingzheng [28] (see also Fei Mingwen and Yin Huicheng [15] and Ba Na, Deng Yinbin and Peng Shuangjie [6]).

2.1. The Penalization Potential. Recall that \( \Lambda \) is a bounded domain. Let \( x_0 \in \Lambda \) and \( \rho > 0 \) be such that \( B(x_0, \rho) \subset \Lambda \), and let \( \chi_\Lambda \) denote the characteristic function of the set \( \Lambda \). For \( N \geq 3 \), the penalization potential \( H : \mathbb{R}^N \to \mathbb{R} \) is defined by

\[
H(x) := (1 - \chi_\Lambda(x)) \left( \frac{(N - 2)^2}{4|x - x_0|^2} \left( \frac{\log \frac{\rho}{\rho_0}}{\log \frac{|x - x_0|}{\rho_0}} \right)^{1+\beta} \right)
\]

for some fixed \( \beta > 0 \) and \( \rho_0 \in (0, \rho) \).

Let us recall that the operator \( -\Delta - H \) satisfies a positivity principle [21, Lemma 3.1].

Lemma 2.1. For every \( u \in C^\infty_c(\mathbb{R}^N) \),

\[
\int_{\mathbb{R}^N} (|\nabla u|^2 - H|u|^2) \geq 0.
\]

Proof. Since \( N \geq 3 \), this follows from the classical Hardy inequality since for every \( x \in \mathbb{R}^N \setminus B(x_0, \rho) \),

\[
H(x) \leq \frac{(N - 2)^2}{4|x - x_0|^2}.
\]

2.2. The Penalized Nonlinearity. Fix \( \mu \in (0, 1) \). The penalized nonlinearity \( g_\varepsilon : \mathbb{R}^N \times \mathbb{R} \to \mathbb{R} \) is defined for \( x \in \mathbb{R}^N \) and \( s \in \mathbb{R} \) by

\[
g_\varepsilon(x, s) := \chi_\Lambda(x)s_+^p + (1 - \chi_\Lambda(x)) \min\{\mu \varepsilon^2 H(x) + V(x), |s|^{p-1}\} s_+.
\]

Also set \( G_\varepsilon(x, s) := \int_0^s g_\varepsilon(x, \sigma) \, d\sigma \). The function \( g_\varepsilon \) is a Carathéodory function with the following properties :

\begin{enumerate}
  \item[(g_1)] \( g_\varepsilon(x, s) = o(s) \), as \( s \to 0 \), uniformly on compact subsets of \( \mathbb{R}^N \).
  \item[(g_2)] for every \( x \in \mathbb{R}^N \) and \( s \in \mathbb{R} \),
    \[
g_\varepsilon(x, s) \leq (s)_+^p,
    \]
  \end{enumerate}

if moreover \( x \in \mathbb{R}^N \setminus \Lambda \), then

\[
g_\varepsilon(x, s) \leq \mu \varepsilon^2 H(x) + V(x) s_+
\]

\begin{enumerate}
  \item[(g_3)] for every \( s \in \mathbb{R} \), if \( x \in \Lambda \),
    \[
    (p + 1)G_\varepsilon(x, s) \leq g_\varepsilon(x, s)s,
    \]
  \end{enumerate}

and if \( x \not\in \Lambda \),

\[
2G_\varepsilon(x, s) \leq g_\varepsilon(x, s)s,
\]

\begin{enumerate}
  \item[(g_4)] the function
    \[
    t \in (0, \infty) \mapsto \frac{g_\varepsilon(x, ts)s}{t}
    \]
  \end{enumerate}

is nondecreasing for all \( x \in \mathbb{R}^N \) and \( s \in \mathbb{R} \).
2.3. The penalized functional. The Hilbert space naturally associated to the linear part of our equation is the weighted Sobolev space $H^1_0(\mathbb{R}^N)$, which is the closure of $C_0^\infty(\mathbb{R}^n)$ under any of the equivalent norms

$$\|u\|^2 := \int_{\mathbb{R}^N} (\varepsilon^2 |\nabla u|^2 + V |u|^2)$$

defined for $\varepsilon > 0$.

We look for a solution $u \in H^1_0(\mathbb{R}^N)$ of the penalized equation

$$(Q_\varepsilon) \quad -\varepsilon^2 \Delta u(x) + V(x) u(x) = g_\varepsilon(x, u(x)) \quad \text{for } x \in \mathbb{R}^N.$$ 

The associated functional is

$$J_\varepsilon : H^1_0(\mathbb{R}^N) \to \mathbb{R} : J_\varepsilon(u) := \frac{1}{2} \int_{\mathbb{R}^N} (\varepsilon^2 |\nabla u|^2 + V |u|^2) - \int_{\mathbb{R}^N} G_\varepsilon(x, u(x)) \, dx.$$ 

It is standard that $J_\varepsilon$ is well-defined and continuously differentiable and that its critical points are weak solutions of the penalized equation $\mathcal{Q}_\varepsilon$.

2.4. The Nehari manifold. The Nehari manifold associated to the functional $J_\varepsilon$ is defined by

$$\mathcal{N}_\varepsilon := \{ u \in H^1_0(\mathbb{R}^N) \setminus \{0\} \mid \langle J_\varepsilon'(u), u \rangle = 0 \}.$$ 

It is well-known that $u \in H^1_0(\mathbb{R}^N) \setminus \{0\}$ is a critical point of $J_\varepsilon$ if and only if $u \in \mathcal{N}_\varepsilon$ and $u$ is a critical point of $J_\varepsilon$ restricted to $\mathcal{N}_\varepsilon$.

We point out that $\mathcal{N}_\varepsilon$ is bounded away from 0. We first have an integral estimate.

**Lemma 2.2.** Let $\varepsilon > 0$ and $u \in \mathcal{N}_\varepsilon$. Then

$$\int_{\Lambda} |u|^{p+1} \geq (1 - \mu) \int_{\mathbb{R}^N} \varepsilon^2 |\nabla u|^2 + V |u|^2.$$ 

**Proof.** By $(g_2)$, one has

$$\int_{\mathbb{R}^N} (\varepsilon^2 |\nabla u|^2 + V |u|^2) = \int_{\mathbb{R}^N} g_\varepsilon(x, u(x)) u(x) \, dx$$

$$\leq \int_{\Lambda} |u|^{p+1} + \mu \int_{\mathbb{R}^N \setminus \Lambda} (V + \varepsilon^2 H) |u|^2.$$ 

We deduce from Lemma 2.1 that

$$(1 - \mu) \int_{\mathbb{R}^N} \varepsilon^2 |\nabla u|^2 + V |u|^2 \leq \int_{\Lambda} |u|^{p+1}. \quad \Box$$

**Lemma 2.3.** Let $\varepsilon > 0$ and $u \in \mathcal{N}_\varepsilon$. Then

$$\int_{\Lambda} \varepsilon^2 |\nabla u|^2 + V |u|^2 \geq c \varepsilon^N$$

where $c > 0$ is independent of $\varepsilon$ and $u$.

**Proof.** Since $\inf_{\Lambda} V > 0$, the Sobolev and Hölder inequalities imply that

$$\int_{\Lambda} |u|^{p+1} \leq C \left( \int_{\mathbb{R}^N} |\nabla u|^2 \right)^{\frac{p+1}{2N}} \left( \int_{\Lambda} |u|^2 \right)^{\frac{p+1}{2}} \leq \frac{C}{\varepsilon^{N-2}} \left( \int_{\Lambda} \varepsilon^2 |\nabla u|^2 + V |u|^2 \right)^{\frac{p+1}{2}}.$$ 

The conclusion follows from Lemma 2.2 $\Box$.

We also have a uniform lower estimate on the maximum.

**Lemma 2.4.** Let $\varepsilon > 0$ and $u \in \mathcal{N}_\varepsilon$. Then

$$\sup_{\Lambda} \frac{u^p}{V} \geq 1.$$
This was proved for solutions of \( Q_\varepsilon \) by V. Moroz and J. Van Schaftingen [21, Lemma 4.2] (see also [10, Lemma 17]).

**Proof.** One has by \((g_2)\),
\[
\int_{\mathbb{R}^N} \varepsilon^2 |\nabla u|^2 + V |u|^2 \leq \int_{\Lambda} (u)^{p+1} + \mu \int_{\mathbb{R}^N \setminus \Lambda} (V + \varepsilon^2 H) |u|^2 \\
\leq \sup_{\Lambda} \frac{u^p - 1}{V} \int_{\Lambda} V |u|^2 + \mu \int_{\mathbb{R}^N \setminus \Lambda} (V + \varepsilon^2 H) |u|^2 ,
\]
and thus by Lemma 2.4,
\[
\sup_{\Lambda} \frac{u^p - 1}{V} \int_{\Lambda} V |u|^2 \geq \int_{\Lambda} V |u|^2 .
\]
By Lemma 2.3, \( \int_{\Lambda} V |u|^2 > 0 \), and the conclusion follows. \(\square\)

We also note the following coercivity estimate.

**Lemma 2.5.** For every \( \varepsilon > 0 \) and \( u \in \mathcal{N}_\varepsilon \),
\[
\left( \frac{1}{2} - \frac{1}{p+1} \right) (1 - \mu) \int_{\mathbb{R}^N} (\varepsilon^2 |\nabla u|^2 + V |u|^2) \leq J_\varepsilon(u).
\]

**Proof.** Since \( u \in \mathcal{N}_\varepsilon \), one has
\[
J_\varepsilon(u) = \left( \frac{1}{2} - \frac{1}{p+1} \right) \int_{\mathbb{R}^N} (\varepsilon^2 |\nabla u|^2 + V |u|^2) \\
+ \frac{1}{p+1} \int_{\mathbb{R}^N} g_\varepsilon(x, u(x))u(x) - (p+1)G_\varepsilon(x, u(x)) \, dx.
\]
In view of \((g_3)\) and \((g_2)\),
\[
\frac{1}{p+1} \int_{\mathbb{R}^N} g_\varepsilon(x, u(x))u(x) - (p+1)G_\varepsilon(x, u(x)) \, dx \\
\geq \frac{p-1}{p+1} \int_{\mathbb{R}^N \setminus \Lambda} G_\varepsilon(x, u(x)) \, dx \\
\geq \left( \frac{1}{2} - \frac{1}{p+1} \right) \mu \int_{\mathbb{R}^N \setminus \Lambda} (\varepsilon^2 H + V) |u|^2 .
\]
Thanks to Lemma 2.4, we reach the conclusion. \(\square\)

### 2.5. The Palais-Smale condition.

For every \( \varepsilon > 0 \), the functional \( J_\varepsilon \) satisfies the Palais-Smale compactness condition:

**Lemma 2.6.** For every \( \varepsilon > 0 \), if \( (u_n)_{n \in \mathbb{N}} \) is a sequence such that \( (J_\varepsilon(u_n))_{n \in \mathbb{N}} \)
converges and \( (J'_\varepsilon(u_n))_{n \in \mathbb{N}} \) converges to 0 in \( H^*_1(\mathbb{R}^N) \), then, up to a subsequence, \( (u_n)_{n \in \mathbb{N}} \)
converges in \( H^*_1(\mathbb{R}^N) \).

The proof of Lemma 2.6 is a combination of the arguments for the penalization without \( H \) [10, Lemma 6] and without \( V \) [21, Lemma 3.5] whose main lines originate in the proof for nondecaying potentials [11, Lemma 1.1]. It was already proved with the present penalization for the functional restricted to a subspace of symmetric functions [8].
2.6. Minimizers on the Nehari manifold.

**Proposition 2.7.** For every \( \varepsilon > 0 \), there exists \( u \in \mathcal{N}_\varepsilon \) such that 
\[
\mathcal{J}_\varepsilon(u) = \inf_{\mathcal{N}_\varepsilon} \mathcal{J}_\varepsilon.
\]

Proposition 2.7 was proved for the penalization for nondecaying potentials \([11, \text{Lemma } 2.1]\), the penalization without \( H \) \([10, \text{Proposition } 9]\) the penalization without \( V \) \([10, \text{Proposition } 3.7]\) and the present penalization under symmetry constraints \([8]\).

**Proof of Proposition 2.7.** The proof is standard: by \((g_4)\) one has the equality \([25, \text{Proposition } 3.11]\)
\[
\inf_{\mathcal{N}_\varepsilon} \mathcal{J}_\varepsilon = \inf_{\mathcal{N}_\varepsilon} \mathcal{J}_\varepsilon(u) = \sup_{t > 0} \mathcal{J}_\varepsilon(tu) = \inf_{\mathcal{N}_\varepsilon} \mathcal{J}_\varepsilon(u)
\]
by Lemmas 2.3 and 2.5, \( \mathcal{J}_\varepsilon \) is bounded away from 0 on \( \mathcal{N}_\varepsilon \). Since \( \mathcal{J}_\varepsilon \) satisfies the Palais-Smale compactness condition by Lemma 2.6, the existence of \( u \) follows. \( \square \)

3. Limiting problems

3.1. The limit problem. For \( \nu > 0 \) let \( U_\nu \) be the unique positive solution of the problem
\[
\begin{aligned}
-\Delta u + \nu u &= u^p \quad \text{in } \mathbb{R}^N, \\
\quad u &> 0, \\
\quad u(0) &= \max_{\mathbb{R}^N} u.
\end{aligned}
\]
(3.1)
The function \( U_\nu \) is radial around the origin \([17]\). The functional associated to (3.1) is \( \mathcal{I}_\nu : H^1(\mathbb{R}^N) \to \mathbb{R} \) defined for \( u \in H^1(\mathbb{R}^N) \) by
\[
\mathcal{I}_\nu(u) := \frac{1}{2} \int_{\mathbb{R}^N} (|\nabla u|^2 + \nu |u|^2) - \frac{1}{p+1} \int_{\mathbb{R}^N} u^{p+1}.
\]
One has the variational characterization
\[
b_\nu := \inf_{\mathcal{M}_\nu} \mathcal{I}_\nu = \mathcal{I}_\nu(U_\nu)
\]
where
\[
\mathcal{M}_\nu = \left\{ u \in H^1(\mathbb{R}^N) \setminus \{0\} \mid \int_{\mathbb{R}^N} (|\nabla u|^2 + \nu |u|^2) = \int_{\mathbb{R}^N} u^{p+1} \right\}.
\]
We also set
\[
C(y) := b_{V(y)} := \frac{S_{p+1}^{1/r}}{r} V(y)^{\frac{p+1}{r}} - \frac{N}{r},
\]
where \( \frac{1}{r} = \frac{1}{2} - \frac{1}{p+1} \) and
\[
S_{p+1}^2 := \inf \left\{ \int_{\mathbb{R}^N} (|\nabla u|^2 + |u|^2) \mid u \in H^1(\mathbb{R}^N) \text{ and } \int_{\mathbb{R}^N} u^{p+1} = 1 \right\}.
\]
We also recall the following classical result

**Lemma 3.1.** Let \( \nu > 0 \) and \((v_n)_{n \in \mathbb{N}}\) be a sequence in \( \mathcal{M}_\nu \subset H^1(\mathbb{R}^N) \). If
\[
\lim_{n \to \infty} \mathcal{I}_\nu(v_n) = b_\nu,
\]
then there exists a sequence of points \((y_n)_{n \in \mathbb{N}}\) in \( \mathbb{R}^N \) such that \( v_n(\cdot - y_n) \to U_\nu \) in \( H^1(\mathbb{R}^N) \).
Proof. Let $\mathcal{F}_\nu : H^1(\mathbb{R}^N) \to \mathbb{R}$ be defined for $\nu \in H^1(\mathbb{R}^N)$ by

$$\mathcal{F}_\nu(v) = \int_{\mathbb{R}^N} |\nabla v|^2 + \nu |v|^2 - \int_{\mathbb{R}^N} v^{p+1}_+$$

By a standard application of the Ekeland variational principle on the manifold $\mathcal{M}_\nu$ (see for example [19, Theorem 4.1]), there exist sequences $(\bar{v}_n)_{n \in \mathbb{N}} \subset \mathcal{M}_\nu$ and $(\lambda_n)_{n \in \mathbb{N}} \subset \mathbb{R}$ such that $I_\nu(\bar{v}_n) \to b_\nu$, $I_\nu'(\bar{v}_n) + \lambda_n \mathcal{F}_\nu'(\bar{v}_n) \to 0$ in $H^{-1}(\mathbb{R}^N)$ and $v_n - \bar{v}_n \to 0$ in $H^1(\mathbb{R}^N)$ as $n \to \infty$. The sequence $(\bar{v}_n)_{n \in \mathbb{N}}$ is a Palais-Smale sequence for the unconstrained functional $I_\nu$, that is $I_\nu'(\bar{v}_n) \to 0$. Indeed one has

$$\lambda_n(p-1) \int_{\mathbb{R}^N} |\nabla v_n|^2 + |v_n|^2 = -\lambda_n(\mathcal{F}_\nu'(\bar{v}_n), \bar{v}_n)$$

$$= (I_\nu'(\bar{v}_n), \bar{v}_n) + o(\|\bar{v}_n\|_{H^1}) = o(\|\bar{v}_n\|_{H^1}),$$

as $n \to \infty$. Since there exists a constant $c > 0$ such that $\|v\|_{H^1(\mathbb{R}^N)} \geq c$ for every $v \in \mathcal{M}_\nu$, we deduce that $\lim_{n \to \infty} \lambda_n = 0$.

We compute that

$$2I_\nu(\bar{v}_n) - (I_\nu'(\bar{v}_n), \bar{v}_n) = \left( 1 - \frac{2}{p+1} \right) \int_{\mathbb{R}^N} (\bar{v}_n)^{p+1}_+ \, dx \to 2b_\nu.$$ 

Hence,

$$\liminf_{n \to \infty} \int_{\mathbb{R}^N} (\bar{v}_n)^{p+1}_+ > 0.$$ 

Since $(\bar{v}_n)_{n \in \mathbb{N}}$ is bounded in $H^1(\mathbb{R}^N)$, we deduce from [18, Part 2, Lemma 1.1] (see also [20, Lemma 1.21]) that

$$\int_{\mathbb{R}^N} (\bar{v}_n)^{p+1}_+ \leq C \left( \int_{\mathbb{R}^N} |\nabla \bar{v}_n|^2 + |\bar{v}_n|^2 \right) \sup_{z \in \mathbb{R}^N} \left( \int_{B(1,1)} (\bar{v}_n)^{p+1}_+ \right)^{\frac{p}{p+1}}.$$ 

Consequently, there exists a sequence $(y_n)_{n \in \mathbb{N}} \subset \mathbb{R}^N$ such that, if we set $\bar{v}_n := \bar{v}_n(\cdot - y_n)$, we have

$$\int_{\mathbb{R}^N} (\bar{v}_n)^{p+1}_+ \leq C \left( \int_{\mathbb{R}^N} |\nabla y_n|^2 + |y_n|^2 \right) \sup_{z \in \mathbb{R}^N} \left( \int_{B(1,1)} (\bar{v}_n(y_n))^{p+1}_+ \right)^{\frac{p}{p+1}}.$$ 

(3.3)

$$\liminf_{n \to \infty} \int_{B(0,1)} (\bar{v}_n)^{p+1}_+ > 0.$$ 

Since $(\bar{v}_n)_{n \in \mathbb{N}}$ is bounded in $H^1(\mathbb{R}^N)$ and $\frac{p-1}{p} > \frac{N-2}{N}$, we can assume that $\bar{v}_n \to \bar{v}$ in $H^1(\mathbb{R}^N)$, $\bar{v}_n \to \bar{v}$ in $L^{\infty}_{\text{loc}}(\mathbb{R}^N)$ and $\bar{v}_n \to \bar{v}$ almost everywhere. By [33, 39], $\bar{v} \not\equiv 0$.

For all $v \in H^1(\mathbb{R}^N)$, we have $I_\nu'(\bar{v}_n, v) \to 0$ because $\bar{v}_n$ is a Palais-Smale sequence, and $(I_\nu'(\bar{v}_n), v) \to (I_\nu'(\bar{v}), v)$ because $\bar{v}_n \to \bar{v}$. We conclude that $(I_\nu'(\bar{v}), v) = 0$ and so $\bar{v}$ is a solution of (1.1). We compute that

$$\frac{p-1}{p+1} \int_{\mathbb{R}^N} (\bar{v}_n)^{p+1}_+ = 2I_\nu(\bar{v}_n) - (I_\nu'(\bar{v}_n), \bar{v}_n) \to 2b_\nu,$$

and

$$\frac{p-1}{p+1} \int_{\mathbb{R}^N} (\bar{v})^{p+1}_+ = 2I_\nu(\bar{v}) = 2b_\nu.$$ 

Therefore $\|(\bar{v}_n)\|_{L^{p+1}(\mathbb{R}^N)} \to \|(\bar{v})\|_{L^{p+1}(\mathbb{R}^N)}$. We infer that $\bar{v}_n \to \bar{v}$ in $L^{p+1}(\mathbb{R}^N)$. Finally we can write

$$\|\bar{v}_n - \bar{v}\|_{H^1(\mathbb{R}^N)}^2 = (I_\nu'(\bar{v}_n) - I_\nu'(\bar{v}), \bar{v}_n - \bar{v})$$

$$+ \int_{\mathbb{R}^N} \left( (\bar{v}_n)^p_+ - (\bar{v})^p_+ \right) (\bar{v}_n - \bar{v}).$$

Since $I_\nu'(\bar{v}) = 0$, $I_\nu'(\bar{v}_n) \to 0$ as $n \to \infty$ and the last term goes to 0 by Hölder’s inequality, we conclude that $\bar{v}_n \to \bar{v}$ in $H^1(\mathbb{R}^N)$. The conclusion follows. $\square$
3.2. Penalized limit problems. The two following lemmas will provide information about the limit of sequences of rescaled solutions. The first lemma is due to M. del Pino and P. Felmer [13, Lemma 2.3]. Let \( \mathbb{R}^N_+ := \{ x \in \mathbb{R}^N \mid x_N > 0 \} \).

**Lemma 3.2.** Let \( \nu \geq 0 \) and \( \mu \in [0, \nu] \). If \( u \in H^1(\mathbb{R}^N) \) is a solution of

\[
\begin{align*}
-\Delta u + \nu u &= u_+^p, & \text{in } \mathbb{R}^N_+, \\
-\Delta u + \nu u &= \min(\mu, |u|^{p-1}) u_+, & \text{in } \mathbb{R}^N_-
\end{align*}
\]

then \( |u|^{p-1} \leq \mu \) in \( \mathbb{R}^N \).

**Proof.** We follow the argument of M. del Pino and P. Felmer [13, Lemma 2.3]. By elliptic regularity, \( u \in H^2(\mathbb{R}^N) \cap C^1(\mathbb{R}^N) \). Thus we can use \( \partial_N u \) as a test function in the equation. Writing \( g(s) := \min(\mu, |s|^{p-1})s_+ \) and \( G(s) := \int_0^s g(\sigma) \, d\sigma \), we obtain

\[
\frac{1}{2} \int_{\mathbb{R}^N} \partial_N (|\nabla u|^2 + \nu |u|^2) = \frac{1}{p+1} \int_{\mathbb{R}^N_+} \partial_N (u_+^{p+1}) + \int_{\mathbb{R}^N} \partial_N (G \circ u).
\]

This reduces to

\[
\int_{\mathbb{R}^{N-1}} \left( G(u(x', 0)) - \frac{1}{p+1} (u(x', 0))^{p+1}_+ \right) \, dx' = 0.
\]

Since \( G(u) \leq \frac{u_+^{p+1}}{p+1} \) on \( \mathbb{R}^N \), we have \( G(u(x', 0)) = \frac{1}{p+1} (u(x', 0))^{p+1}_+ \) for all \( x' \in \mathbb{R}^{N-1} \), and hence, for every \( x' \in \mathbb{R}^{N-1}, u(x', 0) \leq \mu_+^{1/p} \). One has on \( \mathbb{R}^N \)

\[-\Delta u + (\nu - \mu) u \leq 0.\]

Since \( \nu \geq \mu \), we deduce by the maximum principle that \( u \leq \mu_+^{1/p} \) in \( \mathbb{R}^N_-. \)

The second lemma is an application of the maximum principle.

**Lemma 3.3.** Let \( \nu \geq 0 \) and \( \mu \in [0, \nu] \). If \( u \in H^1(\mathbb{R}^N), u \geq 0, \) is a solution of

\[-\Delta u + \nu u = \min(\mu, u^{p-1}) u_+ \quad \text{in } \mathbb{R}^N,\]

then \( u \equiv 0. \)

**Proof.** If \( u \) is a solution, we have

\[-\Delta u + (\nu - \mu) u \leq 0 \quad \text{in } \mathbb{R}^N.\]

Taking \( u \) as a test function, we obtain

\[
\int_{\mathbb{R}^N} |\nabla u|^2 + (\nu - \mu) |u|^2 \leq 0.
\]

Since \( \nu - \mu \geq 0 \), this implies that \( u \equiv 0. \)

4. Asymptotics of families of critical points

In this section we refine the asymptotic analysis in [10, Section 5] in order to obtain an estimate of the energy of a critical point \( u_\varepsilon \) of \( \mathcal{J}_\varepsilon \) depending on the number and the location of its local maxima. The corresponding lower estimate was proved in [10].
4.1. Asymptotics on small balls. The next lemma states that the sequences of rescaled solutions converge in $C^1_{\text{loc}}(\mathbb{R}^N)$ to a function in $H^1(\mathbb{R}^N)$.

**Lemma 4.1.** Let $(\varepsilon_n)_{n \in \mathbb{N}}$ be a sequence in $\mathbb{R}^+$ such that $\varepsilon_n \to 0$ as $n \to \infty$, let $(u_n)_{n \in \mathbb{N}}$ be a sequence of solutions of $Q_{\varepsilon_n}$ such that
\[
\liminf_{n \to \infty} \varepsilon_n^{-N} J_{\varepsilon_n}(u_n) < \infty
\]
and let $(x_n)_{n \in \mathbb{N}}$ be a sequence in $\mathbb{R}^N$ such that $x_n \to \bar{\Lambda}$ as $n \to \infty$. Denote by $(v_n)_{n \in \mathbb{N}}$ the sequence defined by $v_n(x) = u_{\varepsilon_n}(x_n + \varepsilon_n x)$. If $V(\bar{x}) > 0$, then there exists $v \in H^1(\mathbb{R}^N)$ such that $v_n \to v$ in $C^1_{\text{loc}}(\mathbb{R}^N)$ as $n \to \infty$.

This lemma was proved for minimal energy solutions in [10, Lemma 13]. We sketch here the argument in order to highlight that the proof only depends on the fact that $u_n$ is a solution that satisfies an energy bound.

**Proof.** Take $\varphi \in C^\infty_c(\mathbb{R}^N)$ such that $\varphi \equiv 1$ on $B(0, 1)$. Set for $R > 0$ and $x \in \mathbb{R}^N$ $\varphi_R(x) = \varphi(\frac{x}{R})$. The sequence $(\varphi_R v_n)_{n \in \mathbb{N}}$ is bounded in $H^1(\mathbb{R}^N)$ for every $R > 0$. By a diagonal argument, there exists $v \in H^1_{\text{loc}}(\mathbb{R}^N)$ such that $v_n \to v$ weakly in $H^1_{\text{loc}}(\mathbb{R}^N)$ along a subsequence.

Now note that for every $R > 0$,
\[
\int_{B(0, R)} |\nabla v|^2 \leq \liminf_{n \to \infty} \int_{B(0, R)} |\nabla v_n|^2 \leq \liminf_{n \to \infty} \int_{\mathbb{R}^N} |\nabla v_n|^2
\]
and
\[
V(\bar{x}) \int_{B(0, R)} |v|^2 \leq \liminf_{n \to \infty} \int_{B(0, R)} V |v_n|^2 \leq \liminf_{n \to \infty} \int_{\mathbb{R}^N} V |v_n|^2,
\]
so that $v \in H^1(\mathbb{R}^N)$.

The remainder follows from classical regularity and compactness results. \hfill \Box

**Lemma 4.2.** Let $(\varepsilon_n)_{n \in \mathbb{N}}$ be a sequence in $\mathbb{R}^+$ such that $\varepsilon_n \to 0$ as $n \to \infty$, let $(u_n)_{n \in \mathbb{N}}$ be a sequence of solutions of $Q_{\varepsilon_n}$ such that
\[
\liminf_{n \to \infty} \varepsilon_n^{-N} J_{\varepsilon_n}(u_n) < \infty
\]
and let $(x_n)_{n \in \mathbb{N}}$ be a sequence in $\mathbb{R}^N$ such that $x_n \to \bar{x}$ as $n \to \infty$. If $V(\bar{x}) > 0$ and
\[
\liminf_{n \to \infty} u_{\varepsilon_n}(x_n) > 0,
\]
then, $\bar{x} \in \bar{\Lambda}$,
\[
\limsup_{n \to \infty} \frac{\text{dist}(x_n, \Lambda)}{\varepsilon_n} < \infty,
\]
\[
\lim_{R \to \infty} \limsup_{n \to \infty} \varepsilon_n^{-N} \int_{B(x_n, \varepsilon_n R)} \left( \frac{\varepsilon_n^2}{2} |\nabla u_{\varepsilon_n}|^2 + V |u_{\varepsilon_n}|^2 \right) \geq 0,
\]
and
\[
\lim_{R \to \infty} \limsup_{n \to \infty} \varepsilon_n^{-N} \int_{B(x_n, 2\varepsilon_n R) \setminus B(x_n, \varepsilon_n R)} |\nabla u_{\varepsilon_n}|^2 + V |u_{\varepsilon_n}|^2 = 0.
\]

**Proof.** Set $v_n(x) := u_{\varepsilon_n}(x_n + \varepsilon_n x)$. By Lemma 4.1 up to a subsequence, there exists a $v \in H^1(\mathbb{R}^N)$ such that $v_n \to v$ in $C^1_{\text{loc}}(\mathbb{R}^N)$. We have $v(0) = \lim_{n \to \infty} v_n(0) > 0$ so that $v \not\equiv 0$.

Let us now prove by contradiction that
\[
\limsup_{n \to \infty} \frac{\text{dist}(x_n, \Lambda)}{\varepsilon_n} < \infty.
\]
Up to a subsequence, we can assume that \( \lim_{n \to \infty} \text{dist}(x_n, \Lambda)/\varepsilon_n = \infty \). Then, since the sequence of characteristic functions \( \chi_n(x) := \chi_{\Lambda}(x + \varepsilon_n x) \) converges pointwise to 0, we have as \( n \to \infty \)

\[
g_{\varepsilon_n}(x_n + \varepsilon_n, v_n) = \min(\mu(\varepsilon_n^2 H(x_n + \varepsilon_n) v_n + V(x_n + \varepsilon_n)), |v_n|^{p-1})(v_n)_+ \\
\to \min(\mu V(\bar{x}), |v|^{p-1}) v_+, 
\]

in \( L^q_\text{loc}(\mathbb{R}^N) \) for \( 1 \leq q < \frac{2N}{p(N-2)} \), and thus \( v \) solves the limiting equation

\[
-\Delta v + V(\bar{x}) v = \min(\mu V(\bar{x}), |v|^{p-1}) v_+ , \quad \text{in } \mathbb{R}^N .
\]

By Lemma 4.3, \( v \equiv 0 \), which is a contradiction. Thus (4.1) holds.

Now, let us assume that

\[
\limsup_{n \to \infty} \frac{\text{dist}(x_n, \mathbb{R}^N \setminus \Lambda)}{\varepsilon_n} = \infty .
\]

Since \( \chi_n(x) \) converges pointwise to 1, we have, up to a subsequence, for \( n \) large enough,

\[
g_{\varepsilon_n}(x_n + \varepsilon_n, v_n) = (v_n)_+^p \to v_+^p ,
\]

in \( L^q_\text{loc}(\mathbb{R}^N) \) for \( 1 \leq q < \frac{2N}{p(N-2)} \). Hence \( v \) solves the limiting equation

\[
-\Delta v + V(\bar{x}) v = v_+^p \quad \text{in } \mathbb{R}^N .
\]

If (4.2) holds but (4.2) does not, then

\[
\limsup_{n \to \infty} \frac{\text{dist}(x_n, \partial \Lambda)}{\varepsilon_n} < \infty .
\]

Since \( \Lambda \) is smooth, \( \chi_n \to \chi_E \), almost everywhere as \( n \to \infty \), where \( E \) is a half-space. By Lemma 4.2, \( v \) is again a solution of (4.3).

In any case, \( v \) is thus a nontrivial solution of (4.3). Now we claim that

\[
\lim_{R \to \infty} \lim_{n \to \infty} \varepsilon_n^{-N} \frac{1}{2} \int_{B(x_n, \varepsilon_n R)} (\varepsilon_n^2 |\nabla u_{\varepsilon_n}|^2 + V |u_{\varepsilon_n}|^2) = \frac{1}{2} \int_{\mathbb{R}^N} |\nabla U(\bar{x})|^2 + V(\bar{x}) |U(\bar{x})|^2 .
\]

For every \( R > 0 \), the convergence of \( v_n \) to \( v \) in \( C^1_{\text{loc}}(\mathbb{R}^N) \) implies that

\[
\lim_{n \to \infty} \varepsilon_n^{-N} \frac{1}{2} \int_{B(x_n, \varepsilon_n R)} (\varepsilon_n^2 |\nabla u_{\varepsilon_n}|^2 + V |u_{\varepsilon_n}|^2) = \frac{1}{2} \int_{B(0, R)} |\nabla v|^2 + V(\bar{x}) |v|^2 .
\]

Since \( v \in H^1(\mathbb{R}^N) \), and \( v \) and \( U(\bar{x}) \) are equal up to a translation, we conclude that (4.1) holds. The argument for the other limit is similar.

4.2. Asymptotics outside small balls. The solutions decay outside a neighborhood of \( \Lambda \):

**Lemma 4.3.** For every open set \( U \) such that \( \bar{\Lambda} \subset \mathring{U} \), there exists \( C > 0 \) such that for every \( \varepsilon > 0 \), if \( u \in H^1_0(\mathbb{R}^N) \) is a solution of \( Q_\varepsilon \),

\[
\int_{\mathbb{R}^N \setminus U} (\varepsilon^2 |\nabla u|^2 + V |u|^2) \leq C \varepsilon^2 \int_{\mathbb{R}^N} (\varepsilon^2 |\nabla u|^2 + V |u|^2) .
\]

**Proof.** Since \( V \) is continuous and \( \inf_{\Lambda} V > 0 \), we can assume without loss of generality that \( \inf_U V > 0 \). Take \( \psi \in C^\infty_c(\mathbb{R}^N) \) such that \( \psi = 0 \) on \( \bar{\Lambda} \) and \( \psi = 1 \) on \( \mathbb{R}^N \setminus U \). By taking \( \psi^2 u_n \) as a test function in \( Q_\varepsilon \), we obtain

\[
\int_{\mathbb{R}^N} (\varepsilon^2 |\nabla (\psi u)|^2 + V |\psi u|^2) = \int_{\mathbb{R}^N} g_\varepsilon(x, u(x)) \psi(x)^2 u(x) dx + \int_{\mathbb{R}^N} \varepsilon^2 |\nabla \psi|^2 |u|^2 .
\]
Since $\psi = 0$ in $\Lambda$, we deduce from (g2) and Lemma 3.1 that
\[
\int_{\mathbb{R}^N} g_\varepsilon(x, u(x))\psi(x)^2 u(x) \, dx \leq \mu \int_{\mathbb{R}^N} (V + \varepsilon^2 H) |\psi u|^2 \\
\leq \mu \int_{\mathbb{R}^N} (\varepsilon^2 |\nabla(\psi u)|^2 + V |\psi u|^2).
\]
Therefore, since $\text{supp} \nabla \psi \subset U \setminus \Lambda$ and $\inf U V > 0$, we have
\[
(1 - \mu) \int_{\mathbb{R}^N} (\varepsilon^2 |\nabla(\psi u)|^2 + V |\psi u|^2) \leq \int_{\mathbb{R}^N} \varepsilon^2 |\nabla \psi|^2 |u|^2 \leq C \varepsilon^2 \int_{U \setminus \Lambda} V |u|^2.
\]
Now we have an estimate outside small balls.

Lemma 4.4. Let $(\varepsilon_n)_{n \in \mathbb{N}}$ be a sequence in $\mathbb{R}^+$ such that $\varepsilon_n \to 0$ as $n \to \infty$, let $(u_n)_{n \in \mathbb{N}}$ be a sequence of solutions of $(Q_{\varepsilon_n})$ such that
\[
\limsup_{n \to \infty} \varepsilon_n^{-N} J_{\varepsilon_n}(u_n) < \infty,
\]
and let $(x_n^i)_{n \in \mathbb{N}} \subset \mathbb{R}^N$, $1 \leq i \leq M$, be sequences such that $x_n^i \to \bar{x}^i \in \mathbb{R}^N$ as $n \to \infty$. If for every $i \in \{1, \ldots, M\}$, $V(\bar{x}^i) > 0$ and
\[
\liminf_{n \to \infty} u_n(x_n^i) > 0,
\]
then
\[
\liminf_{R \to \infty} \liminf_{n \to \infty} \varepsilon_n^{-N} \left( \int_{\mathbb{R}^N \setminus B_n(R)} \frac{1}{2} (\varepsilon_n^2 |\nabla u_n|^2 + V |u_n|^2) - G_{\varepsilon_n}(., u_n) \right) \geq 0,
\]
where $B_n(R) := \bigcup_{i=1}^M B(x_n^i, R)$. Furthermore, if
\[
\inf \{ \limsup_{n \to \infty} \|u_n\|_{L^\infty(U \setminus B_n(R))} \mid R > 0, U \text{ is open and } \bar{\Lambda} \subset U \} = 0,
\]
then
\[
\lim_{R \to \infty} \limsup_{n \to \infty} \varepsilon_n^{-N} \int_{\mathbb{R}^N \setminus B_n(R)} \frac{1}{2} (\varepsilon_n^2 |\nabla u_n|^2 + V |u_n|^2) - G_{\varepsilon_n}(., u_n) \right) = 0.
\]
The first assertion was proved in [10, Lemma 15].

Proof. First we claim that
\[
\lim_{R \to \infty} \limsup_{n \to \infty} \varepsilon_n^{-N} \int_{\mathbb{R}^N \setminus B_n(R)} (\varepsilon_n^2 |\nabla u_n|^2 + V |u_n|^2) - \frac{1}{2} G_{\varepsilon_n}(x, u_n(x))u_n(x) \, dx = 0.
\]
This is proved in [10, Lemma 15] by taking a suitable family of test functions and using Lemma 3.1. We do not need to go to a subsequence since by Lemma 4.2
\[
\lim_{R \to \infty} \limsup_{n \to \infty} \int_{B(x_n^i, R) \setminus B(x_n^i, R/2)} \varepsilon_n^2 (|\nabla u_n|^2 + V |u_n|^2) = 0.
\]
The first assertion follows, as in [10, Lemma 15] from the inequality
\[
\frac{1}{2} \int_{\mathbb{R}^N \setminus B_n(R)} (\varepsilon_n^2 |\nabla u_n|^2 + V |u_n|^2) - \frac{1}{2} \int_{\mathbb{R}^N \setminus B_n(R)} g_{\varepsilon_n}(x, u_n(x))u_n(x) \, dx \\
\leq \frac{1}{2} \int_{\mathbb{R}^N \setminus B_n(R)} (\varepsilon_n^2 |\nabla u_n|^2 + V |u_n|^2) - \int_{\mathbb{R}^N \setminus B_n(R)} G_{\varepsilon_n}(x, u_n(x)) \, dx.
\]
For the second assertion, we have by $(g_2)$ and $(g_3)$,
\[
\left| \int_{\mathbb{R}^N \setminus B_n(R)} G_{\varepsilon_n}(x, u_n(x)) - \frac{1}{2} g_{\varepsilon_n}(x, u_n(x)) u_n(x) \, dx \right| \\
\leq \int_{\mathbb{R}^N \setminus B_n(R)} \frac{1}{2} g_{\varepsilon_n}(x, u_n(x)) u_n(x) \, dx \\
\leq \frac{1}{2} \int_{U \setminus B_n(R)} (u_n)^{p+1}_+ + \frac{H}{2} \int_{\mathbb{R}^N \setminus U} (\varepsilon_n^2 H + V) |u_n|^2.
\]
We compute that
\[
\int_{U \setminus B_n(R)} |u_n|^{p+1} \leq C \left\| u_n \right\|_{L^\infty(U \setminus B_n(R))} \int_{U \setminus B_n(R)} |u_n|^2 \\
\leq \frac{1}{(\inf U)^2} \left\| u_n \right\|_{L^\infty(U \setminus B_n(R))} \int_{\mathbb{R}^N} (\varepsilon_n^2 |\nabla u_n|^2 + V |u_n|^2).
\]
In view of Lemma 4.3 for every $U \supset \Lambda$ there exists $C > 0$ such that we have
\[
\left| \int_{\mathbb{R}^N \setminus B_n(R)} G_{\varepsilon_n}(x, u_n(x)) - \frac{1}{2} g_{\varepsilon_n}(x, u_n(x)) u_n(x) \, dx \right| \\
\leq \frac{1}{2} \left( \frac{1}{(\inf U)^2} \left\| u_n \right\|_{L^\infty(U \setminus B_n(R))} + C \varepsilon_n^2 \right) \int_{\mathbb{R}^N} (\varepsilon_n^2 |\nabla u_n|^2 + V |u_n|^2).
\]
We conclude by taking $U \supset \bar{\Lambda}$ small enough and $R$ and $n$ large enough, in view of the hypothesis and Lemma 2.5. \hfill \square

4.3. Conclusion. We can now state and prove the main result of this section is

**Proposition 4.5.** Let $(\varepsilon_n)_{n \in \mathbb{N}}$ be a sequence in $\mathbb{R}^+$ such that $\varepsilon_n \to 0$ as $n \to \infty$, let $(u_n)_{n \in \mathbb{N}}$ be a sequence of solutions of $Q_{\varepsilon_n}$ such that
\[
\limsup_{n \to \infty} \varepsilon_n^{-N} J_{\varepsilon_n}(u_n) < \infty,
\]
and let $(x_n^i)_{n \in \mathbb{N}} \subset \mathbb{R}^N$, $1 \leq i \leq M$, be sequences such that $x_n^i \to \bar{x}^i \in \mathbb{R}^N$ as $n \to \infty$. If for every $i \in \{1, \ldots, M\}$, $V(\bar{x}^i) > 0$ and
\[
\liminf_{n \to \infty} u_n(x_n^i) > 0,
\]
and if for every $i, j \in \{1, \ldots, M\}$ such that $i \neq j$,
\[
\lim_{n \to \infty} \frac{|x_n^i - x_n^j|}{\varepsilon_n} = +\infty,
\]
then for every $i \in \{1, \ldots, M\}$, $\bar{x}^i \in \Lambda$,
\[
\lim_{n \to \infty} \frac{\text{dist}(x_n^i, \Lambda)}{\varepsilon_n} < +\infty,
\]
and
\[
\liminf_{n \to \infty} \varepsilon_n^{-N} J_{\varepsilon_n}(u_n) \geq \sum_{i=1}^M C(\bar{x}^i).
\]
Furthermore, if
\[
\inf \left\{ \limsup_{n \to \infty} \left\| u_n \right\|_{L^\infty(U \setminus B_n(R))} \mid R > 0, U \text{ is open and } \bar{\Lambda} \subset U \right\} = 0,
\]
then
\[
\lim_{n \to \infty} \varepsilon_n^{-N} J_{\varepsilon_n}(u_n) = \sum_{i=1}^M C(\bar{x}^i).
\]
Proof. This follows from Lemmas 4.2 and 4.4 (see [10] Proposition 16; [21] Lemma 4.3) for the details.

5. ASYMPTOTICS OF FAMILIES OF ALMOST MINIMIZERS

5.1. Families of minimizers. Let us recall how the results of Section 4 allow to study the asymptotics of \( \inf_{\mathcal{N}_\varepsilon} \mathcal{J}_\varepsilon \).

**Proposition 5.1.** If \( \inf_{\Lambda} V > 0 \), then

\[
\lim_{\varepsilon \to 0} \varepsilon^{-N} \inf_{\mathcal{N}_\varepsilon} \mathcal{J}_\varepsilon = \inf_{\Lambda} C.
\]

This has been proved by M. del Pino and P. Felmer [11] (2.4) and Lemma 2.2 when \( \inf_{\mathcal{N}} V > 0 \), and has been extended to decaying potentials [10] Lemma 12 and proof of Proposition 21; [21] Lemma 2.2.

**Sketch of the proof.** First one shows that for every \( x \in \Lambda \),

\[
\lim_{\varepsilon \to 0} \sup_{\mathcal{N}_\varepsilon} \varepsilon^{-N} \inf_{\mathcal{N}_\varepsilon} \mathcal{J}_\varepsilon \leq C(x)
\]

by taking suitable multiples of cutoffs of \( U_{V(x)}(\cdot - x) \).

By Proposition 2.4 for every \( \varepsilon > 0 \), there exists \( u_\varepsilon \in \mathcal{N}_\varepsilon \) such that \( \mathcal{J}_\varepsilon(u_\varepsilon) = \inf_{\mathcal{N}_\varepsilon} \mathcal{J}_\varepsilon \). By classical regularity theory, \( u_\varepsilon \) is continuous. Choose \( x_\varepsilon \in \Lambda \) such that

\[
u_\varepsilon(x_\varepsilon) = \sup_{\Lambda} u_\varepsilon.
\]

By Lemma 2.4

\[
\lim_{\varepsilon \to 0} \inf_{\mathcal{N}_\varepsilon} \mathcal{J}_\varepsilon(u_\varepsilon) > 0.
\]

By Proposition 1.3

\[
\lim_{\varepsilon \to 0} \varepsilon^{-N} \mathcal{J}_\varepsilon(u_\varepsilon) \geq \inf_{\Lambda} C.
\]

5.2. Decay of almost minimizers. The next ingredient is a decay estimate that will allow to control the functional outside \( \Lambda \) in the proof of the strict inequality [10].

**Lemma 5.2.** Let \( (\varepsilon_n)_{n \in \mathbb{N}} \subset \mathbb{R}_0^+ \) be a sequence such that \( \varepsilon_n \to 0 \) as \( n \to \infty \) and let \( (u_n)_{n \in \mathbb{N}} \subset \mathcal{N}_{\varepsilon_n} \). If \( \inf_{\Lambda} V > 0 \) and

\[
\limsup_{n \to \infty} \varepsilon_n^{-N} \mathcal{J}_{\varepsilon_n}(u_n) \leq \inf_{\Lambda} C,
\]

then, for every open set \( U \subset \mathbb{R}^N \) such that \( \bar{\Lambda} \subset U \),

\[
\lim_{n \to \infty} \varepsilon_n^{-N} \int_{\mathbb{R}^N \setminus U} \left( \varepsilon_n^2 |\nabla u_n|^2 + V |u_n|^2 \right) = 0.
\]

This lemma is proved by M. del Pino and P. Felmer [12] (1.19) when \( \inf_{\mathbb{R}^N} V > 0 \). The proof of Lemma 5.2 relies on the following lemma

**Lemma 5.3.** Let \( U \subset \mathbb{R}^N \) be such that \( \bar{\Lambda} \subset U \) and \( \inf_U V > 0 \). Let \( \psi \in C^1(\mathbb{R}^N) \) and \( \varphi \in C^1(\mathbb{R}^N) \) be such that \( \psi = 0 \) on \( \Lambda \), \( \varphi = 0 \) on \( \mathbb{R}^N \setminus U \), and \( \psi^2 + \varphi^2 = 1 \) on \( \mathbb{R}^N \). There exists \( C > 0 \) such that for every \( \varepsilon > 0 \) and \( u \in H^1_U(\mathbb{R}^N) \),

\[
\mathcal{J}_\varepsilon(\varphi u) + (1 - \mu) \int_{\mathbb{R}^N} \left( \varepsilon^2 |\nabla (\psi u)|^2 + V |\psi u|^2 \right) \leq \mathcal{J}_\varepsilon(u) + C\varepsilon^2 \int_{U \setminus \Lambda} V |u|^2.
\]

**Proof.** One has

\[
\mathcal{J}_\varepsilon(u) = \mathcal{J}_\varepsilon(\varphi u) + \frac{1}{2} \int_{\mathbb{R}^N} \left( \varepsilon^2 |\nabla (\psi u)|^2 + V |\psi u|^2 \right) - \frac{1}{2} \int_{U \setminus \Lambda} \varepsilon^2 (|\nabla \psi|^2 + |\nabla \varphi|^2) |u|^2
\]

\[
- \int_{\mathbb{R}^N} G_\varepsilon(x, u(x)) - G_\varepsilon(x, \varphi(x) u(x)) \, dx.
\]
One has for every \( x \in \mathbb{R}^N \setminus \Lambda \), by \((g_2)\),

\[
G_\varepsilon(x, u(x)) - G_\varepsilon(x, \varphi(x) u(x)) = \int_{\varphi(x) u(x)}^{u(x)} g_\varepsilon(x, \sigma) \, d\sigma \\
\leq \mu \int_{\varphi(x) u(x)}^{u(x)} (V(x) + \varepsilon^2 H(x)) \, d\sigma \\
= \frac{\mu}{2} (V(x) + \varepsilon^2 H(x)) |\psi(x) u(x)|^2,
\]

so that

\[
\int_\mathbb{R} G_\varepsilon(x, u(x)) - G_\varepsilon(x, \varphi(x) u(x)) \, dx \leq \frac{\mu}{2} \int_\mathbb{R}^N (V + \varepsilon^2 H) |\psi u|^2.
\]

On the other hand,

\[
\int_{U \setminus \Lambda} \varepsilon^2 (|\nabla \psi|^2 + |\nabla \varphi|^2) |u|^2 \leq C \varepsilon^2 \int_{U \setminus \Lambda} V |u|^2.
\]

The conclusion follows. \(\square\)

**Proof of Lemma 5.2.** Without loss of generality, assume that \( \inf_U V > 0 \). Let \( \psi \in C^1(\mathbb{R}^N) \) and \( \varphi \in C^1(\mathbb{R}^N) \) be such that \( \psi = 0 \) on \( \Lambda \), \( \varphi = 0 \) on \( \mathbb{R}^N \setminus U \), and \( \psi^2 + \varphi^2 = 1 \) on \( \mathbb{R}^N \). Define \( t_n \) so that \( t_n \varphi u_n \in \mathcal{N}_{\varepsilon_n} \). By Lemma 2.5

\[
\limsup_{n \to \infty} \varepsilon_n^{-N} \int_{\mathbb{R}^N} \varepsilon_n^2 |\nabla \varphi u_n|^2 + V |\varphi u_n|^2 < \infty,
\]

and thus

\[
\limsup_{n \to \infty} \varepsilon_n^{-N} \int_{\mathbb{R}^N} \varepsilon_n^2 |\nabla (\varphi u_n)|^2 + V |\varphi u_n|^2 < \infty.
\]

By the choice of \( t_n \),

\[
t_n^2 \int_{\mathbb{R}^N} \varepsilon_n^2 |\nabla (\varphi u_n)|^2 + V |\varphi u_n|^2 = \int_{\mathbb{R}^N} g_\varepsilon(x, t_n \varphi(x) u_n(x)) t_n \varphi(x) u_n(x) \, dx \\
\geq t_n^{p+1} \int_{\Lambda} |u_n|^{p+1}.
\]

We infer from Lemmas 2.2 and 2.3 that

\[
\liminf_{n \to \infty} \varepsilon_n^{-N} \int_{\Lambda} |u_n|^{p+1} > 0.
\]

Therefore, \( \limsup_{n \to \infty} t_n < \infty \) and

\[
\limsup_{n \to \infty} \varepsilon_n^{-N} \left. \int_{\Lambda} V |t_n u_n|^2 \right. < \infty.
\]

By Lemma 5.3,

\[
\limsup_{n \to \infty} \varepsilon_n^{-N} \mathcal{J}_\varepsilon (t_n u_n) \geq \liminf_{n \to \infty} \varepsilon_n^{-N} \mathcal{J}_\varepsilon (t_n \varphi u_n) \\
+ \limsup_{n \to \infty} \varepsilon_n^{-N} (1 - \mu) t_n^2 \int_{\mathbb{R}^N} (\varepsilon_n^2 |\nabla (\psi u_n)|^2 + V |\psi u_n|^2).
\]

By assumption, we have

\[
\limsup_{n \to \infty} \varepsilon_n^{-N} \mathcal{J}_\varepsilon (t_n u_n) \leq \limsup_{n \to \infty} \varepsilon_n^{-N} \mathcal{J}_\varepsilon (u_n) \leq \inf_{\Lambda} \mathcal{C},
\]

and since \( t_n \varphi u_n \in \mathcal{N}_{\varepsilon_n} \), we deduce from Proposition 5.1 that

\[
\liminf_{n \to \infty} \varepsilon_n^{-N} \mathcal{J}_\varepsilon (t_n \varphi u_n) \geq \inf_{\Lambda} \mathcal{C}.
\]

Combining the last three inequalities, we obtain the conclusion. \(\square\)
5.3. Asymptotics of the barycenters. As in [12], we introduce a barycenter map in order to localize functions. Let \( \psi \in C^1(\mathbb{R}^N) \) be such that \( \text{supp}\psi \) is compact, \( \text{supp}\psi \subset \{x \in \mathbb{R}^N \mid V(x) > 0\} \) and \( \psi = 1 \) on a neighborhood of \( \Lambda \). The barycenter of a function \( u \in L^2(\mathbb{R}^N) \) is defined by

\[
\beta(u) := \frac{\int_{\mathbb{R}^N} x |\psi(x)u(x)|^2 \, dx}{\int_{\mathbb{R}^N} |\psi(x)u(x)|^2 \, dx}.
\]

The map \( \beta \) is well-defined on the set \( \{u \in H^1_N(\mathbb{R}^N) \mid \psi u \neq 0\} \), which contains \( \mathcal{N}_\varepsilon \) for each \( \varepsilon > 0 \) by Lemma 2.3.

**Proposition 5.4.** Let \( (\varepsilon_n)_{n \in \mathbb{N}} \subset \mathbb{R}_0^+ \) be a sequence such that \( \varepsilon_n \to 0 \) as \( n \to \infty \) and let \( (u_n)_{n \in \mathbb{N}} \subset \mathcal{N}_{\varepsilon_n} \). If \( \inf_\Lambda V > 0 \) and

\[
\limsup_{n \to \infty} \varepsilon_n^{-N} \mathcal{J}_{\varepsilon_n}(u_n) \leq \inf_\Lambda C,
\]

then

\[
\lim_{n \to \infty} V(\beta(u_n)) = \inf_\Lambda V.
\]

**Proof.** Let \( t_n > 0 \) be such that

\[
\int_{\mathbb{R}^N} \varepsilon_n^2 |\nabla t_n \psi u_n|^2 + V_0 |t_n \psi u_n|^2 = \int_{\mathbb{R}^N} (t_n \psi u_n)^{p+1}.
\]

Define \( v_n : \mathbb{R}^N \to \mathbb{R} \) for \( y \in \mathbb{R}^N \) by

\[
v_n(y) := t_n \psi(\beta(u_n) + \varepsilon_n y) u_n(\beta(u_n) + \varepsilon_n y).
\]

Claim 1. The sequence \( (t_n)_{n \in \mathbb{N}} \) is bounded.

By Lemmas 2.2 and 2.3,

\[
\liminf_{n \to \infty} \varepsilon_n^{-N} \int_{\mathbb{R}^N} (\psi u_n)^{p+1} \geq \liminf_{n \to \infty} \varepsilon_n^{-N} \int_{\Lambda} (u_n)^{p+1} > 0.
\]

Since

\[
\limsup_{n \to \infty} \int_{\mathbb{R}^N} \varepsilon_n^2 |\nabla t_n \psi u_n|^2 + V_0 |t_n \psi u_n|^2
\]

by Lemma 2.5 the sequence \( (t_n)_{n \in \mathbb{N}} \) is bounded.

Claim 2. One has

\[
\limsup_{n \to \infty} \varepsilon_n^{-N} \mathcal{J}_{\varepsilon_n}(t_n \psi u_n) \leq \inf_\Lambda C.
\]

We can write

\[
\mathcal{J}_{\varepsilon_n}(t_n \psi u_n) = \mathcal{J}_{\varepsilon_n}(t_n u_n) + \frac{\varepsilon_n^2}{2} t_n^2 \int_{\mathbb{R}^N} |\nabla (\psi u_n)|^2 - |\nabla u_n|^2
\]

\[
+ \frac{t_n^2}{2} \int_{\mathbb{R}^N} (\psi^2 - 1)V |u_n|^2
\]

\[
+ \int_{\mathbb{R}^N} G_{\varepsilon_n}(x, t_n u_n(x)) - G_{\varepsilon_n}(x, t_n \psi(x) u_n(x)) \, dx
\]

Now, in view of Lemma 5.2 since \( \psi = 1 \) in a neighborhood of \( \Lambda \) and \( (t_n)_{n \in \mathbb{N}} \) is bounded,

\[
\frac{\varepsilon_n^2}{2} t_n^2 \int_{\mathbb{R}^N} |\nabla (\psi u_n)|^2 - |\nabla u_n|^2
\]

\[
= \frac{\varepsilon_n^2}{2} t_n^2 \int_{\mathbb{R}^N} (\psi^2 - 1) |\nabla u_n|^2 + 2 \psi u_n \nabla \psi \cdot \nabla u_n + |\nabla \psi|^2 |u_n|^2 = o(\varepsilon_n^N),
\]
as $n \to \infty$. Lemma 5.2 also implies that
\[ \int_{\mathbb{R}^N} (\psi^2 - 1) V |u_n|^2 = o(\varepsilon_n^N), \]
as $n \to \infty$. Finally, since $\psi = 1$ on a neighborhood $U$ of $\Lambda$, we deduce from (g2) that
\[ \int_{\mathbb{R}^N} G_{\varepsilon_n}(x, t_n u_n(x)) - G_{\varepsilon_n}(x, t_n \psi(x) u_n(x)) \, dx \]
\[ \leq \frac{\mu^2}{2} \int_{\mathbb{R}^N \setminus U} (\varepsilon_n^2 H + V) |u_n|^2 = o(\varepsilon_n^N), \]
as $n \to \infty$, where we have used Lemma 5.2 again. It follows from the hypothesis that
\[ \limsup_{n \to \infty} \varepsilon_n^{-N} \mathcal{J}_{\varepsilon_n}(t_n u_n) \leq \limsup_{n \to \infty} \varepsilon_n^{-N} \mathcal{J}_{\varepsilon_n}(u_n) \leq \inf_{\Lambda} C; \]
the claim follows.

Claim 3. There holds
\[ \limsup_{n \to \infty} I_{V_0}(v_n) \leq \inf_{\Lambda} C, \]
where $V_0 = \inf_{\Lambda} V$.

One computes that, using (g2),
\[ \varepsilon_n^N I_{V_0}(v_n) = \mathcal{J}_{\varepsilon_n}(t_n \psi u_n) + \frac{\mu^2}{2} \int_{\mathbb{R}^N} (V_0 - V) \psi^2 |u_n|^2 \]
\[ + \int_{\mathbb{R}^N} G_{\varepsilon_n}(x, t_n \psi(x) u_n(x)) - \frac{\mu^{p+1}}{p+1} (\psi(x) u_n(x))^{p+1} \, dx \]
\[ \leq \mathcal{J}_{\varepsilon_n}(t_n \psi u_n) + \frac{\mu^2}{2} \int_{\mathbb{R}^N} (V_0 - V) \psi^2 |u_n|^2. \]

For $\kappa \in (0, 1)$, define
\[ U_\kappa = \{ x \in \mathbb{R}^N \mid (V_0 - V(x)) \psi^2(x) < \kappa V(x) \}. \]
Since $V$ is continuous, $U_\kappa$ is open and $\overline{\Lambda} \subset U_\kappa$. By Lemma 5.2
\[ \int_{\mathbb{R}^N} (V_0 - V) \psi^2 |u_n|^2 \leq \kappa \int_{U_\kappa} V |u_n|^2 + \int_{\mathbb{R}^N \setminus U_\kappa} (V_0 - V) \psi^2 |u_n|^2 \]
\[ \leq \kappa \int_{\mathbb{R}^N} V |u_n|^2 + o(\varepsilon_n^N), \]
as $n \to \infty$. Since $\kappa > 0$ is arbitrary, and $(t_n)_{n \in \mathbb{N}}$ and $(\| u_n \|_\kappa)_{n \in \mathbb{N}}$ are bounded,
\[ \frac{\mu^2}{2} \int_{\mathbb{R}^N} (V_0 - V) \psi^2 |u_n|^2 \leq o(\varepsilon_n^N), \]
as $n \to \infty$. The claim now follows from Claim 2.

Conclusion. We know from Claim 3 that $(v_n)_{n \in \mathbb{N}}$ is a minimizing sequence of $I_{V_0}$ on its associated Nehari manifold $\mathcal{M}_{V_0}$. By Lemma 3.1 there exists a sequence of points $(y_n)_{n \in \mathbb{N}} \subset \mathbb{R}^N$ such that $v_n(\cdot - y_n)$ converges in $H^1(\mathbb{R}^N)$ to the positive
solution $U_{V_0}$ of problem (6.1). Let $x_n := \varepsilon_n y_n$. Since

$$\beta(u_n) = x_n + \frac{\int_{\mathbb{R}^N} (x - x_n) |\psi(x)u_n(x)|^2 \, dx}{\int_{\mathbb{R}^N} |\psi(x)u_n(x)|^2 \, dx} = x_n + \frac{\varepsilon_n \int_{\mathbb{R}^N} |v_n(y - y_n)|^2 \, dy}{\int_{\mathbb{R}^N} |v_n(y - y_n)|^2 \, dy},$$

we have $\lim_{n \to \infty} \beta(u_n) - x_n = 0$.

Now, note that for $n$ large enough, by Lemma 2.3

$$\liminf_{n \to \infty} \varepsilon_n^{-N} \int_{\Lambda} |u_n|^{2} > 0.$$ 

Since $v_n(- y_n) \to U_{V_0}$ in $L^2(\mathbb{R}^N)$, we must have $\text{dist}(x_n, \Lambda) = O(\varepsilon_n)$ as $n \to \infty$.

Let

$$\bar{V} := \limsup_{n \to \infty} V(x_n) = \limsup_{n \to \infty} V(\beta(u_n)).$$

Since $V$ is continuous on the compact set $\text{supp} \psi$, one has $\lim_{n \to \infty} V(x_n + \varepsilon y) \geq V_0$.

By Claim 2,

$$b_{V_0} \geq \varepsilon_n^{-N} \mathcal{J}_{\varepsilon_n}(t_n \psi u_n) + o(1) \geq \frac{1}{2} \int_{\mathbb{R}^N} |\nabla v_n|^2 + \frac{1}{2} \int_{\mathbb{R}^N} V(x_n + \varepsilon y) |v_n|^2 - \frac{1}{p + 1} \int_{\mathbb{R}^N} (v_n)^{p+1} + o(1),$$

as $n \to \infty$, and thus we obtain

$$\frac{1}{2} \int_{\mathbb{R}^N} |\nabla U_{V_0}|^2 + V_0 |U_{V_0}|^2 - \frac{1}{p + 1} \int_{\mathbb{R}^N} (U_{V_0})^{p+1} = b_{V_0} \geq \frac{1}{2} \int_{\mathbb{R}^N} (|\nabla U_{V_0}|^2 + \bar{V} |U_{V_0}|^2) - \frac{1}{p + 1} \int_{\mathbb{R}^N} (U_{V_0})^{p+1}.$$ 

This implies that $\bar{V} \leq V_0$. The conclusion follows. \qed

6. The minimax level

6.1. Definition of the minimax level. Following M. del Pino and P. Felmer [12, 14], we define a minimax value for $\mathcal{J}_\gamma$.

Let $\eta \in C^\infty_c(\mathbb{R}^+)$ be a cut-off function such that $0 \leq \eta \leq 1$, $\eta = 1$ on a neighborhood of $\Lambda$ and $\text{supp} \eta \subset \{ x \in \mathbb{R}^N : V(x) > 0 \}$. We define $w_{\varepsilon, y} \in C^\infty_c(\mathbb{R}^N)$ by

$$w_{\varepsilon, y}(x) := t_{\varepsilon, y}(x) U_{V(y)} \left( \frac{y - x}{\varepsilon} \right),$$

where $t_{\varepsilon, y} > 0$ is such that $w_{\varepsilon, y} \in \mathcal{N}_\varepsilon$. Let $\Lambda_\varepsilon \subset \Lambda$ be such that

$$\lim_{\varepsilon \to 0} \sup_{x \in \partial \Lambda_\varepsilon} \text{dist}(x, \partial \Lambda) = 0$$

and

$$\lim_{\varepsilon \to 0} \inf_{x \in \partial \Lambda_\varepsilon} \frac{\text{dist}(x, \partial \Lambda)}{\varepsilon} = \infty.$$ 

We define the family of paths

$$\Gamma_\varepsilon := \{ \gamma \in C(\overline{\Lambda}_\varepsilon, \mathbb{N}_\varepsilon) : \text{ for every } y \in \partial \Lambda_\varepsilon, \gamma(y) = w_{\varepsilon, y} \}.$$
and the minimax value

\[ c_\varepsilon := \inf_{\gamma \in \Gamma} \sup_{y \in \Lambda_{\varepsilon}} \mathcal{J}_\varepsilon(\gamma(y)). \]

We want to apply the following theorem.

**Theorem 3** (General Minimax Principle [20, Theorem 2.9]). Let \( X \) be a Banach space. Let \( M_0 \) be a closed subspace of the metric space \( M \) and \( \Gamma_0 \subset C(M_0, X) \). Define

\[ \Gamma := \{ \gamma \in C(M, X) \mid \gamma|_{M_0} \in \Gamma_0 \}. \]

If \( \varphi \in C^1(X, \mathbb{R}) \) satisfies

\[ \infty > c := \inf_{\gamma \in \Gamma} \sup_{z \in M} \varphi(\gamma(z)) > a := \sup_{\gamma_0 \in \Gamma_0} \sup_{z \in M_0} \varphi(\gamma_0(z)) \]

and if \( \varphi \) satisfies the Palais-Smale condition at the level \( c \), then \( c \) is a critical value of \( \varphi \).

Since \( \mathcal{J}_\varepsilon \) satisfies the Palais-Smale condition (Lemma 2.6), we have to show that for \( \varepsilon > 0 \) small enough,

\[ c_\varepsilon > \sup_{y \in \partial \Lambda_{\varepsilon}} \mathcal{J}_\varepsilon(w_{\varepsilon,y}) =: a_\varepsilon. \]

### 6.2. Estimates on the levels.

**6.2.1. Estimate of \( a_\varepsilon \).** We begin with an estimate of \( a_\varepsilon \).

**Lemma 6.1.** We have

\[ \lim_{\varepsilon \to 0} \varepsilon^{-N} a_\varepsilon = \sup_{\partial \Lambda} C. \]

**Proof.** By a standard computation, we find in view of (6.3)

\[ \mathcal{J}_\varepsilon(w_{\varepsilon,y}) = \varepsilon^N I_V(y) \left( U_V(y) \right) + o(\varepsilon^N). \]

as \( \varepsilon \to 0 \), uniformly in \( y \in \Lambda \). Thus

\[ a_\varepsilon = \sup_{y \in \partial \Lambda_{\varepsilon}} \mathcal{J}_\varepsilon(w_{\varepsilon,y}) = \varepsilon^N \sup_{y \in \partial \Lambda_{\varepsilon}} b_V(y) + o(\varepsilon^N). \]

The estimate follows from (5.2), (5.8) and the continuity of \( V \). \( \square \)

**6.2.2. Upper estimate of the critical level \( c_\varepsilon \).** The same method gives an upper estimate on \( c_\varepsilon \).

**Lemma 6.2.** We have

\[ \limsup_{\varepsilon \to 0} \varepsilon^{-N} c_\varepsilon \leq \sup_{\Lambda} C. \]

**Proof.** As a test path in (6.3), we take \( w_{\varepsilon,y} \) defined by (6.1) for every \( y \in \Lambda_{\varepsilon} \). We obtain the first estimate after a straightforward computation in view of (6.3). \( \square \)

**6.2.3. Lower estimate of the critical level \( c_\varepsilon \).** A more delicate construction gives a lower estimate of the critical level \( c_\varepsilon \).

**Lemma 6.3.** If

\[ \sup_{\Lambda} C > \inf_{\Lambda} C, \]

then

\[ \lim_{\varepsilon \to 0} \varepsilon^{-N} c_\varepsilon > \inf_{\Lambda} C. \]

We do not know whether one has the natural stronger conclusion

\[ \liminf_{\varepsilon \to 0} \varepsilon^{-N} c_\varepsilon \geq \sup_{\Lambda} C. \]
Lemma 6.4. Let \( x \in \Lambda \). There exists \( \varepsilon_0 > 0 \) such that for every \( \varepsilon \in (0, \varepsilon_0) \) and every \( \gamma \in \Gamma_\varepsilon \), there exists \( z \in \Lambda_\varepsilon \) such that \( \beta(\gamma(z)) = x \).

Proof. For every \( y \in \partial \Lambda_\varepsilon \), one has in view of the definition of \( w_{\varepsilon,y} \),

\[
\beta(w_{\varepsilon,y}) = y + o(1),
\]
as \( \varepsilon \to 0 \), uniformly in \( y \).

Let \( \gamma \in \Gamma_\varepsilon \). Therefore, if \( \varepsilon \) is small enough, one has for every \( y \in \partial \Lambda_\varepsilon \), by (6.2),

\[x \in \Lambda_\varepsilon \text{ for } n \text{ large enough.}\]

When \( \varepsilon \) is small enough, we have

\[
\sup_{y \in \partial \Lambda_\varepsilon} |\beta(w_{\varepsilon,y}) - y| < \inf_{y \in \partial \Lambda_\varepsilon} |y - x|,
\]

therefore, by the properties of the topological degree, if \( x \in \Lambda_\varepsilon \) there exists \( z \in \Lambda_\varepsilon \) such that \( \beta(\gamma(z)) = x \). \( \square \)

We follow the arguments of [12]. Heuristically, the idea is to show that a sequence of functions violating the strict inequality (6.5) cannot have enough energy to stay concentrated inside \( \Lambda \) and must thus concentrate around a point of \( \partial \Lambda \). But this would in fact contradict the continuity of the paths in \( \Gamma_\varepsilon \).

Proof of Lemma 6.3. Assume by contradiction that there is a sequence \((\varepsilon_n)_{n \in \mathbb{N}}\) such that \( \lim_{n \to \infty} \varepsilon_n = 0 \) and \( \lim_{n \to \infty} \varepsilon_n^{-N} c_{\varepsilon_n} \leq \inf_{\Lambda} C \). By definition of \( c_\varepsilon \), there exists \( \gamma_n \in \Gamma_{\varepsilon_n} \) such that

\[
\lim_{n \to \infty} \sup_{x \in \Lambda_{\varepsilon_n}} \varepsilon_n^{-N} J_{\varepsilon_n}(\gamma_n(x)) \leq \inf_{\Lambda} C.
\]

Choose \( x \in \Lambda \) such that \( V(x) > \inf_{\Lambda} V \). For each \( n \in \mathbb{N} \) large enough, let \( x_n \) be given by Lemma 6.4 so that \( \beta(\gamma_n(x_n)) = x \). One has

\[
\limsup_{n \to \infty} \varepsilon_n^{-N} J_{\varepsilon_n}(\gamma_n(x_n)) \leq \inf_{\Lambda} C.
\]

Proposition 5.4 brings then a contradiction. \( \square \)

6.3. Existence of a solution. We are now in a position to prove the strict inequality (6.5).

Lemma 6.5. If

\[
\sup_{\Lambda} C > \inf_{\partial \Lambda} C = \sup_{\partial \Lambda} C,
\]

then

\[
\liminf_{\varepsilon \to 0} \varepsilon^{-N}(c_\varepsilon - a_\varepsilon) > 0.
\]

Proof. This follows directly from Lemmas 6.1 and 6.3. \( \square \)

As a consequence of the General Minimax Principle, we have thus proved the following existence result for the penalized problem (Q_\varepsilon).

Proposition 6.6. Let \( N \geq 3 \), \( 1 < p < \frac{N+2}{N-2} \) and let \( g_\varepsilon : \mathbb{R}^N \times \mathbb{R}^+ \to \mathbb{R} \) be a function satisfying assumptions \((g_1)\) - \((g_4)\). For \( \varepsilon > 0 \) small enough, there exists \( u_\varepsilon \in \mathcal{N}_\varepsilon \) such that \( J_\varepsilon(u_\varepsilon) = c_\varepsilon \) and \( J'_\varepsilon(u_\varepsilon) = 0 \).

Proof. This follows from the general minimax principle (Theorem 6.1), the Palais-Smale condition coming from Lemma 2.6 and the strict inequality of Lemma 6.5. \( \square \)
7. Back to the original problem

7.1. Asymptotics of solutions. Thanks to the asymptotics of solutions of Section 4 and the estimates on the critical level of Section 6.2 we prove that the solution $u_\varepsilon$ is single-peaked.

**Lemma 7.1.** Let $(u_\varepsilon)_{\varepsilon > 0}$ be a family such that for $\varepsilon > 0$ small enough, $J_\varepsilon(u_\varepsilon) = c_\varepsilon$ and $J'_\varepsilon(u_\varepsilon) = 0$. Let $(x_\varepsilon)_{\varepsilon > 0}$ in $\Lambda$ be such that
\[ \liminf_{\varepsilon \to 0} u_\varepsilon(x_\varepsilon) > 0. \]

If
\[ \sup_{\Lambda} C < 2 \inf_{\Lambda} C, \]
then for every $U \subset \mathbb{R}^N$ such that $\bar{U}$ is compact and $\inf_{U} V > 0$,
\[ \lim_{\varepsilon \to 0} \frac{1}{R} \left\| u_\varepsilon \right\|_{L^\infty(U \setminus B(x_\varepsilon, \varepsilon R))} = 0. \]

If moreover
\[ \sup_{\Lambda} C > \inf_{\Lambda} C = \sup_{\partial \Lambda} C, \]
then
\[ \liminf_{\varepsilon \to 0} d(x_\varepsilon, \mathbb{R}^N \setminus \Lambda) > 0. \]

**Proof.** First we prove that
\[ \lim_{\varepsilon \to 0} \frac{1}{R} \left\| u_\varepsilon \right\|_{L^\infty(U \setminus B(x_\varepsilon, \varepsilon R))} = 0. \]

Assume by contradiction that there exist sequences $(\varepsilon_n)_{n \in \mathbb{N}}$ and $(y_n)_{n \in \mathbb{N}}$ such that for every $n \in \mathbb{N}$, $y_n \in U$,
\[ \lim_{n \to \infty} \varepsilon_n = 0, \quad \liminf_{n \to \infty} u_\varepsilon(y_n) > 0 \quad \text{and} \quad \lim_{n \to \infty} \frac{|x_{\varepsilon_n} - y_n|}{\varepsilon_n} = +\infty. \]

Then, by Lemma 6.2
\[ \limsup_{n \to \infty} \varepsilon_n^{-N} J_{\varepsilon_n}(u_{\varepsilon_n}) \leq \sup_{\Lambda} C, \]
while by Proposition 4.5
\[ \liminf_{n \to \infty} \varepsilon_n^{-N} J_{\varepsilon_n}(u_{\varepsilon_n}) \geq \liminf_{n \to \infty} (C(x_{\varepsilon_n}) + C(y_n)) \geq 2 \inf_{\Lambda} C. \]

This is a contradiction with our assumption.

Now we turn to the second assertion. Assume by contradiction that there exists a sequence $(\varepsilon_n)_{n \in \mathbb{N}}$ such that $\varepsilon_n \to 0$ and $\lim_{n \to \infty} \text{dist}(x_{\varepsilon_n}, \mathbb{R}^N \setminus \Lambda) = 0$. Then, by the first assertion, the second part of Proposition 4.5 and Lemma 6.3
\[ \inf_{\Lambda} C < \liminf_{n \to \infty} \varepsilon_n^{-N} J_{\varepsilon_n}(u_{\varepsilon_n}) = \liminf_{n \to \infty} C(x_{\varepsilon_n}) = \sup_{\partial \Lambda} C. \]

But this contradicts our assumption. \(\square\)

This allows now to show that $u_\varepsilon$ is a subsolution for some second-order linear elliptic operator.

**Lemma 7.2.** Let $(u_\varepsilon)_{\varepsilon > 0}$ be a family of positive solutions of (2.2) at the level $c_\varepsilon$ and let $(x_\varepsilon)_{\varepsilon > 0} \subset \Lambda$ be such that
\[ \liminf_{\varepsilon \to 0} u_\varepsilon(x_\varepsilon) > 0. \]

Then there exists $\varepsilon_0 > 0$ and $R > 0$ such that for all $\varepsilon \in (0, \varepsilon_0)$,
\[ -\varepsilon^2 (\Delta + \mu H) u_\varepsilon + (1 - \mu) V u_\varepsilon \leq 0 \quad \text{in} \quad \mathbb{R}^N \setminus B(x_\varepsilon, \varepsilon R). \]

**Proof.** This follows from Lemma 7.1 see [24, Lemma 5.1] for the details. \(\square\)
We then have a comparison principle [21] Lemma 3.2.

**Lemma 7.3.** Let \( \Omega \subset \mathbb{R}^N \) be a domain with a smooth boundary. Let \( v \in H^1_{\text{loc}}(\Omega) \) and \( w \in H^1_{\text{loc}}(\Omega) \) be such that \( w \geq 0 \) in \( \Omega \). If
\[
-\varepsilon^2(\Delta + \mu H)v + (1 - \mu)Vv \leq -\varepsilon^2(\Delta + \mu H)w + (1 - \mu)Vw, \quad \text{weakly in } \Omega.
\]
and \( v \leq w \) on \( \partial \Omega \), then \( v \leq w \) in \( \Omega \).

**Proof.** Take \( \psi \in C_c^\infty(\mathbb{R}^N) \) such that \( \psi \equiv 1 \) on \( B_1 \) and supp \( \psi \subset B_2 \) and define \( \psi_n \in C_c^\infty(\mathbb{R}^N) \) for \( n \in \mathbb{N} \) and \( x \in \mathbb{R}^N \) by \( \psi_n(x) = \psi(x/n) \). Using \( \psi_n^2(v - w)_+ \in H^1(\Omega) \) as a test function in the inequality, one has
\[
\int_{\Omega} (\varepsilon^2 |\nabla (\psi_n(v - w)_+)|^2 - \varepsilon^2 \mu H |\psi_n(v - w)_+|^2 + (1 - \mu) V |\psi_n(v - w)_+|^2) \leq \varepsilon^2 \int_{\Omega} |\nabla \psi_n|^2 (v - w)_+^2.
\]
By Lemma 2.1 on the one hand and by definition of \( \psi_n \) and nonnegativity of \( w \) on the other hand, we have
\[
(1 - \mu) \int_{\Omega} \varepsilon^2 |\nabla (\psi_n(v - w)_+)|^2 + V |\psi_n(v - w)_+|^2 \leq C \int_{B_n \setminus B_2} |v(x)|^2 \, dx.
\]
By Lebesgue dominated convergence, we deduce that \( \psi_n(v - w)_+ \to 0 \) strongly in \( H^1(\Omega) \) as \( n \to \infty \). Hence, \( (v - w)_+ = 0 \).

7.2. **Barrier functions and solution of the original problem.** Since \( u_\varepsilon \) is a subsolution for some second-order linear elliptic operator, we shall compare it with supersolutions of that operator. We first recall how suitable supersolutions can be constructed.

7.2.1. **The case of fast decaying potentials.** Independently of the decay rate of \( V \) we have

**Lemma 7.4.** Let \( (x_\varepsilon)_{\varepsilon > 0} \subset \Lambda \) be such that \( \liminf_{\varepsilon \to 0} d(x_\varepsilon, \partial \Lambda) > 0 \), let \( \mu \in (0, 1) \) and let \( R > 0 \). If \( N \geq 3 \), then there exists \( \varepsilon_0 > 0 \) and a family of functions \( (W_\varepsilon)_{0 < \varepsilon < \varepsilon_0} \) in \( C^1,1(\mathbb{R}^N \setminus B(x_\varepsilon, \varepsilon R)) \) such that, for \( \varepsilon \in (0, \varepsilon_0) \),

(i) \( W_\varepsilon \) satisfies the inequality
\[
-\varepsilon^2(\Delta + \mu H)W_\varepsilon + (1 - \mu)VW_\varepsilon \geq 0 \quad \text{in } \mathbb{R}^N \setminus B(x_\varepsilon, \varepsilon R),
\]
(ii) \( \nabla W_\varepsilon \in L^2(\mathbb{R}^N \setminus B(x_\varepsilon, \varepsilon R)) \),
(iii) \( W_\varepsilon = 1 \) on \( \partial B(x_\varepsilon, \varepsilon R) \),
(iv) there exist \( C, \lambda, \nu > 0 \) such that for every \( x \in \mathbb{R}^N \setminus \{B(x_\varepsilon, \varepsilon R)\} \),
\[
W_\varepsilon(x) \leq C \exp \left(-\frac{\lambda}{\varepsilon} \frac{|x - x_\varepsilon|}{1 + |x - x_\varepsilon|} \right) \left(1 + |x|^2\right)^{-\frac{\nu}{2}}.
\]

**Proof.** The arguments are the same as those of V. Moroz and J. Van Schaftingen [21] Lemma 5.2, since the penalization potential \( H \) is the same.

The decay of \( u_\varepsilon \) is then similar to the decay of \( W_\varepsilon \).

**Proposition 7.5.** Let \( (u_\varepsilon)_{\varepsilon > 0} \) be a family of positive solutions of \( (Q) \) at the level \( c_\varepsilon \) and let \( (x_\varepsilon)_{\varepsilon > 0} \subset \Lambda \) be such that
\[
\liminf_{\varepsilon \to 0} u_\varepsilon(x_\varepsilon) > 0.
\]
If \( N \geq 3 \) then there exists \( C, \lambda > 0 \) and \( \varepsilon_0 > 0 \) and \( R > 0 \) such that for all \( \varepsilon \in (0, \varepsilon_0) \),
\[
u(x) \leq C \exp \left(-\frac{\lambda}{\varepsilon} \frac{|x - x_\varepsilon|}{1 + |x - x_\varepsilon|} \right) \left(1 + |x|^2\right)^{-\frac{\nu}{2}}, \quad x \in \mathbb{R}^N.
\]
We first have a counterpart of Lemma 7.4.

If \( B \) then, there exists \( u \) and therefore \( \text{Lemma 7.7.} \)

By definition of the penalized nonlinearity \( g \), we can now go back to the original problem.

Proposition 7.6. Let \((u_\varepsilon)_{\varepsilon>0}\) be a family of positive solutions of \((P_\varepsilon)\) at the level \( c_\varepsilon \). If \( \frac{\varepsilon}{p} < \frac{N-2}{2} \), then there exists \( \varepsilon_0 > 0 \) such that, for every \( 0 < \varepsilon < \varepsilon_0 \), \( u_\varepsilon \) solves the original problem \((P)\).

Proof. The proof follows the lines of [21 Proposition 5.4]. By Lemma 7.8 there exists a family of points \((x_\varepsilon)_{\varepsilon>0} \subset \Lambda\) such that

\[
\liminf_{\varepsilon \to 0} u_\varepsilon(x_\varepsilon) > 0.
\]

By Lemma 7.1 \( (u_\varepsilon(x))^{p-1} \leq \left( C \exp \left( -\frac{\lambda}{\varepsilon (1 + |x - x_\varepsilon|)} \right) (1 + |x|^2)^{\frac{N-2}{2}} \right)^{p-1} \leq \mu \varepsilon^2 \frac{(N-2)^2}{4|x - x_\varepsilon|^4} \left( \frac{\log \frac{x}{\varepsilon}}{\log \frac{\varepsilon}{\varepsilon_0}} \right)^{1+\beta} = \mu \varepsilon^2 H(x). \]

By definition of the penalized nonlinearity \( g_\varepsilon \), one has then

\[
g_\varepsilon(x, u_\varepsilon(x)) = (u_\varepsilon(x))^p, \quad x \in \mathbb{R}^N \setminus \Lambda,
\]

and therefore \( u_\varepsilon \) solves the original problem \((P)\). \( \square \)

7.2.2. The case of slow decaying potentials. Now we assume that \( \liminf_{|x| \to \infty} V(x)|x|^2 = 0 \). We first have a counterpart of Lemma 7.6.

Lemma 7.7. Let \((x_\varepsilon)_{\varepsilon} \subset \Lambda\) be such that \( \liminf_{\varepsilon \to 0} d(x_\varepsilon, \partial \Lambda) > 0 \), let \( \mu \in (0, 1) \) and let \( R > 0 \). If

\[
\liminf_{|x| \to \infty} V(x)|x|^2 > 0,
\]

then, there exists \( \varepsilon_0 > 0 \) and a family of functions \((W_\varepsilon)_{0 < \varepsilon < \varepsilon_0}\) in \( C^{1,1}(\mathbb{R}^N \setminus B(x_\varepsilon, R))\) such that, for \( \varepsilon \in (0, \varepsilon_0)\),

(i) \( W_\varepsilon \) satisfies the inequality

\[
-\varepsilon^2(\Delta + \mu H)W_\varepsilon + (1 - \mu)VW_\varepsilon \geq 0 \quad \text{in} \quad \mathbb{R}^N \setminus B(x_\varepsilon, \varepsilon R),
\]

(ii) \( \nabla W_\varepsilon \in L^2(\mathbb{R}^N \setminus B(x_\varepsilon, \varepsilon R)) \),

(iii) \( W_\varepsilon = 1 \) on \( \partial B(x_\varepsilon, \varepsilon R) \),

(iv) there exist \( C, \lambda, \nu > 0 \) such that for every \( x \in \mathbb{R}^N \setminus B(x_\varepsilon, \varepsilon R)\),

\[
W_\varepsilon(x) \leq C \exp \left( -\frac{\lambda}{\varepsilon (1 + |x - x_\varepsilon|)} \right) (1 + |x|^2)^{-\frac{\nu}{2}}.
\]

Proof. See the discussion after [21 Theorem 7]. \( \square \)

As a consequence we have

Proposition 7.8. Let \((u_\varepsilon)_{\varepsilon>0}\) be a family of positive solutions of \((P_\varepsilon)\) at the level \( c_\varepsilon \) and let \((x_\varepsilon)_{\varepsilon>0} \subset \Lambda\) be such that

\[
\liminf_{\varepsilon \to 0} u_\varepsilon(x_\varepsilon) > 0.
\]

If

\[
\liminf_{|x| \to \infty} V(x)|x|^2 > 0,
\]

then, there exists \( \varepsilon_0 > 0 \) such that, for every \( 0 < \varepsilon < \varepsilon_0 \), \( u_\varepsilon \) solves the original problem \((P)\). \( \square \)
then there exists \( C, \lambda, \nu > 0 \) and \( \varepsilon_0 > 0 \) and \( R > 0 \) such that for all \( \varepsilon \in (0, \varepsilon_0) \),
\[
u
u_
(\varepsilon(x) \leq C \exp \left( -\frac{\lambda}{\varepsilon} \frac{|x-x_\varepsilon|}{1+|x-x_\varepsilon|} \right) (1+|x|^2)^{-\frac{\nu}{2}}, \quad x \in \mathbb{R}^N.
\]

This allows us to go back to our original problem.

**Proposition 7.9.** Let \((u_\varepsilon)_{\varepsilon > 0}\) be a family of positive solutions of \((Q_\varepsilon)\) at the level \(c_\varepsilon\). If
\[
\liminf_{|x| \to \infty} V(x) |x|^2 > 0,
\]
then there exists \( \varepsilon_0 > 0 \) such that, for every \( 0 < \varepsilon < \varepsilon_0 \), \( u_\varepsilon \) solves the original problem \((P_\varepsilon)\).

**Proof.** The proof begins as the proof of Proposition 7.6. Applying Proposition 7.8, we have for \( \varepsilon > 0 \) small enough and for \( x \in \mathbb{R}^N \setminus \Lambda \),
\[
(u_\varepsilon(x))^{p-1} \leq \left( C \exp \left( -\frac{\lambda}{\varepsilon} \frac{|x-x_\varepsilon|}{1+|x-x_\varepsilon|} \right) (1+|x|^2)^{-\frac{\nu}{2}} \right)^{p-1}
\]
\[
\leq \mu \varepsilon^2 \frac{(N-2)^2}{4|x-x_0|^2} \left( \log \frac{|x-x_\varepsilon|}{\rho_\varepsilon} \right)^{1+\beta} = \mu \varepsilon^2 H(x),
\]
and therefore \( u_\varepsilon \) solves the original problem \((P_\varepsilon)\). \( \square \)

**7.2.3. Proof of the main theorem.** Finally we complete the proof of the main theorem.

**Proof of Theorem 2.** Let \( u_\varepsilon \) be the solution of the penalized problem \((Q_\varepsilon)\) from Proposition 2.7. By Lemma 2.4, there exists \((x_\varepsilon)_{\varepsilon > 0}\) such that
\[
\liminf_{\varepsilon \to 0} u_\varepsilon(x_\varepsilon) > 0.
\]
By Lemma 7.1,
\[
\liminf_{\varepsilon \to 0} d(x_\varepsilon, \mathbb{R}^N \setminus \Lambda) > 0.
\]
By Proposition 7.6 or 7.9 \( u_\varepsilon \) solves \((P_\varepsilon)\) for \( \varepsilon \) small enough. \( \square \)

**8. The low-dimensional case**

In the case \( N \leq 2 \), we do not have the Hardy inequality, but since one cannot have \( \frac{1}{p} < \frac{N-2}{2} \), we can use some information about the decay of \( V \).

We define the penalization potential \( H : \mathbb{R}^N \to \mathbb{R} \) by
\[
H(x) := (1 - \chi_\Lambda(x)) \frac{1}{|x-x_0|^{2+\beta}}
\]
for some \( \beta > 0 \).

In place of Lemma 2.1 we now have

**Lemma 8.1.** For every \( u \in C^\infty_c(\mathbb{R}^N) \),
\[
\int_{\mathbb{R}^N} (|
abla u|^2 - H|u|^2) \geq -C \int_{\mathbb{R}^N} V|u|^2.
\]

**Proof.** Since \( \liminf_{|x| \to \infty} V(x) |x|^2 > 0 \), there exists \( R > 0 \) such that if \( x \in \mathbb{R}^N \setminus B_R \), \( H(x) \geq V(x) \). One has
\[
\int_{\mathbb{R}^N \setminus B_R} H|u|^2 \leq \int_{\mathbb{R}^N \setminus B_R} V|u|^2.
\]
Taking \( \varphi \in C^\infty(\mathbb{R}^N) \) such that \( \varphi \geq 0 \), supp\( \varphi \subset B_{2R} \) and \( \varphi = 1 \) on \( B_R \), by the Sobolev inequality,
\[
\int_{B_R} H |u|^2 \leq \int_{\mathbb{R}^N} H |\varphi u|^2 \leq C \int_{\mathbb{R}^N} V |(1-\varphi)u|^2 + \frac{1}{2} \int_{\mathbb{R}^N} |\nabla(\varphi u)|^2
\leq C \int_{\mathbb{R}^N} V |(1-\varphi)u|^2 + \int_{\mathbb{R}^N} (|\varphi|^2 |\nabla u|^2 + |\nabla \varphi|^2 |u|^2).
\]
from which the conclusion follows.

The proof of the counterpart of the Palais-Smale condition (Lemma 2.6) for \( N \in \{1, 2\} \) relies on the condition \( \lim_{|x| \to \infty} V(x) |x|^2 > 0 \).

The rest of the proof is the same up to minor modifications when Lemma 2.1 is used. These modification of the argument works in fact also for \( N \geq 3 \) when one assumes that \( \lim_{|x| \to \infty} V(x) |x|^2 > 0 \).
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