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Abstract – Many real-world networks are coupled together to maintain their normal functions. Here we study the robustness of multiplex networks with interdependent and interconnected links under k-core percolation, where a node fails when it connects to less than k neighbors. By deriving the self-consistent equations, we solve the key quantities of interests such as the critical threshold and size of the giant component and validate the theoretical predictions by numerical simulations. We find a rich phase transition phenomenon as we tune the inter-layer coupling strength. Specifically speaking, in the ER-ER multiplex networks, with the increase of coupling strength, the size of the giant component in each layer first undergoes a first-order transition and then a second-order transition and finally a first-order transition. This is due to the nature of inter-layer links with both connectivity and dependency. The system is more robust if the dependency on the initially robust network is strong and more vulnerable if the dependency on the initial attacked network is strong. These effects are even amplified in the cascading process. When applying our model to the SF-SF multiplex networks, the type of transition changes. The system undergoes a first-order phase transition first only when the two layers’ mutually coupling is very strong and a second-order transition in all other conditions.

Introduction. – Most real-world networks are not isolated but coupled with other systems to implement normal functions, which can be described by the multilayer networks [1–6]. A typical example is the transportation network composed of airlines and railways, where different transportation ways support each other to maintain the traffic flow of people [7,8]. Another example is the interdependent communication and power grid network, where a failure of a tiny fraction of nodes in one network induces the collapse of the whole system [9]. The multilayer network approach has been very successful in many fields of network science, such as resilience and robustness [10], spreading dynamics [11–16] and synchronization [17,18].

Real complex systems are frequently under random or intentional attacks, such as natural disasters of hurricanes, earthquakes, power outages, Internet router failure, and terrorist attacks [19,20]. These damages may crucially change or even destroy the structure and function of the network. Understanding the cascading induced by an initial failure is a critical question in the study of complex systems. Research on network robustness is an active topic in network science [21,22], such as on flow network, infrastructure network and hierarchical network [23–25], where the robustness quantifies how resilient the network is under perturbations [26]. In studying the robustness of networks, the ordinary percolation model is usually used [22]. In the ordinary percolation approach, initially a fraction 1 – p of nodes are removed, which may disconnect more nodes from the largest connected components. If 1 – p is large enough, then at a critical value p\textsubscript{c} the whole network collapses, and there are only negligible small clusters and isolated nodes. The size of the largest connected component in the remaining network is served as the order parameter that measures the robustness of the network and is used for studying the phase transition behaviors [27]. A natural generalization of the ordinary percolation is the k-core percolation [28]. The k-core is
a highly interconnected part of the network, where each node in the \(k\)-core has at least \(k\) neighbors \[29\]. It is obtained by removing the nodes with less than \(k\) neighbors. If there appear new nodes with degree less than \(k\), we keep removing them until no further removal is possible. The \(k\)-core percolation implies the emergence of a giant \(k\)-core at a threshold of a proportion of nodes being removed at random, which displays an entirely different phase transition from the ordinary percolation \[30\]. These methods are generalized to study the robustness of multilayer networks \[31–33\].

Studies on the robustness of multilayer networks focus on two types of networks distinguished by their inter-layer coupling, which are the interdependent networks and the interconnected networks. In the interdependent networks, the presence of a node in one layer depends on a node’s presence in other layers. The removal of nodes on one layer leads to isolated nodes or small clusters in the same layer and leads to the removal of their dependent nodes in other layers. Extensive studies have found that interdependency among layers makes the system more vulnerable \[9,34–38\]. While in the interconnected networks, the connectivity links coupling the two layers provide an additional connection for the nodes, making the system significantly more robust \[39–41\]. Besides, scientists studied the coupled networks with both interdependent and interconnected links, where the two kinds of links have competing effects of either decreasing or increasing the robustness of the system \[42,43\]. Understanding how the interdependency and interconnectedness impact the system’s robustness is the main challenge in designing resilient infrastructures.

In some real-world scenarios, the coupling of networks may be interdependent as well as interconnected simultaneously. For example, in the social networks, an individual may have connections in different social media corresponding to several layers. To be active in the network, the actor should have a certain amount of effective connections within a layer or have connections in different layers. The individual’s failure in one network leads to the failure of the individual in the other network because it is the same actor. In this case, the coupling of different social networks is interdependent and interconnected simultaneously. In the infrastructure systems, such as the water supply and power system, transportation, natural gas and oil, banking and finance system, there are also cases where the multiple layers are coupled by links of dependency and connectivity \[44\]. For example the air transportation and railway networks can be considered as coupled by interdependent and interconnected links simultaneously \[42\]. When both of them work normally, each network affords a fraction of the flow which is an interconnected relationship. While if the airport is mainly treated as a transfer station to the railway, the failure of the railway station will result in a largely reduced flow to the airport and vice versa, which is a relationship of interdependency. Another example is the coupled financial systems, where individual banks are considered as nodes. Their economic interplays such as credit, derivatives, foreign exchange, and securities are represented by links and grouped into different layers by types \[45\]. A bank’s business on one layer may support this bank’s business in another layer due to its reputation in the first business. Still, the failure in one business may lead to the bankruptcy of the financial organization, and thus its activities in all layers are disabled.

In this paper, we study the robustness of coupled networks in which the inter-layer links have a nature of both dependency and connectivity simultaneously. Using the \(k\)-core percolation approach, we analyze the phase transition under random attacks, which agrees well with the simulation results. We find that in the ER-ER multiplex networks \(i.e.,\, each\, subnetwork\, is\, an\, Erdős–Rényi\, (ER)\, network\), with the increase of the asymmetrical coupling strength \(q_a\) and \(q_b\) between two layers, the interdependent and interconnected network first undergoes a first-order phase transition, and then a second-order transition and finally a first-order transition again. Meanwhile, as the inter-layer links have a competing effect of either increasing the robustness due to the interconnectivity nature or decreasing the robustness due to the interdependency nature, we find that for a relatively large range of parameter values, the coupled network is more vulnerable when the coupling strength becomes strong, which means the dependency of links dominates in the cascading process. Specifically speaking, when the coupling strength \(q_a\) is fixed, the robustness decreases with \(q_b\). While \(q_b\) is fixed, there are two stages. When \(q_b\) is within 0.6, the robustness increase with \(q_a\), which means the connectivity of inter-layer links dominates in the cascading process. If \(q_a\) is above 0.6, the robustness is in general decreasing with \(q_a\). Finally, we study the coupled SF-SF multiplex networks \(i.e.,\, each\, subnetwork\, is\, a\, scale-free\, (SF)\, network\) and find that the phase transition phenomena are different from those of the coupled ER-ER networks.

The rest of the paper is organized as follows. In the model section, we describe the cascading model in the interdependent and interconnected networks. In the theory analysis section, we analyze the \(k\)-core percolation process and derive the percolation threshold and size of the giant \(k\)-core. In the simulation results section, we demonstrate the simulation results and analyze the phase transition in the coupled ER-ER networks and SF-SF networks. A conclusion is given finally.

**The model.** – Consider a system composed of two uncorrelated random networks \(A\) and \(B\) with the same number of nodes \(N\) and degree distribution \(P(k_A)\) and \(P(k_B)\), respectively. A fraction \(q_a\) of nodes in layer \(A\) depend on and are connected by nodes in layer \(B\), which means for a node \(i\) in layer \(A\) when its dependent node in layer \(B\) is functional, it provides one connection (one degree) to node \(i\), but if the dependent node in layer \(B\) fails, node \(i\) in layer \(A\) also fails. Thus the inter-layer link can be considered as directional with both dependency and connectivity. Similarly, a fraction \(q_b\) of nodes in layer \(B\) depend on and are
connected by nodes in layer A. We assume that each node in a layer depends on and is connected by at most one node in the other layer. \( q_a \) and \( q_b \) determine the coupling strength.

Initially, a fraction \( 1 - p \) of randomly chosen nodes in network A are removed, along with their edges. The nodes that are dependent on the removed nodes in layer B are also removed. In the classical \( k \)-core percolation, nodes in layer A with fewer neighbors than \( \phi_a \), the local threshold, are removed, along with all the nodes in layer B dependent on them. Then in layer B, nodes with fewer neighbors than \( \phi_b \) are removed as well as the nodes in layer A that are dependent on them. This cascading process continues until a steady state is reached. The system is either completely fragmented or a mutually connected giant \( k \)-core appears, where \( k = (\phi_a, \phi_b) \) [31]. Note that in the process of obtaining the \( k \)-core, a node \( i \) in layer A that is dependent and connected by a node in layer B needs only \((\phi_a - 1)\) neighbors to be in the \( k \)-core, because the inter-layer link provides a connection to \( i \). If a node in layer A has no inter-layer link, then it must have at least \( \phi_b \) neighbors within layer A to be in the \( k \)-core. It is similar for nodes in layer B. The cascading process is demonstrated in fig. 1.

**Theoretical analysis.** – In this section, we study the size of the giant \( k \)-core connected cluster and phase transition in the final state. When the system reaches the final state in the cascading process, let \( f_a \) be the probability that a given end of a randomly selected edge is the root of an infinite \((\phi_a - 1)\)-ary subtree. An end of an edge is a root of an infinite \((\phi_a - 1)\)-ary subtree if at least \( \phi_a - 1 \) of its children are the roots of infinite \((\phi_a - 1)\)-ary subtreess, meanwhile the node it depends on must be in the \( \phi_a \)-core of network B. Similarly, \( f_j \) is the probability that a given end of a randomly selected edge is the root of an infinite \((\phi_b - 1)\)-ary subtree. Then \( f_a \) can be expressed as

\[
f_a = p((1 - q_a) \sum_{k_a = \phi_a - 1}^{\infty} \frac{P(k_a + 1)(k_a + 1)}{(k_a)} + \sum_{j = \phi_a - 1}^{k_a} C_{k_a}^{j} f_a^j (1 - f_a)^{k_a - j}) + \sum_{k_a = \phi_a - 2}^{\infty} P(k_a + 1)(k_a + 1) \sum_{j = \phi_a - 2}^{k_a} C_{k_a}^{j} f_a^j (1 - f_a)^{k_a - j} \psi_b(f_b),
\]

where \( p \) is the probability that a node is not removed initially, and \( C_{k_a}^{j} = k_a!(k_a - j)!j! \). The term \( P(k_a + 1)(k_a + 1)/(k_a) \) is the probability that an end of a randomly chosen edge has \( k_a \) out-going edges except for the chosen edge, and \( C_{k_a}^{j} f_a^j (1 - f_a)^{k_a - j} \) is the probability that if a given end of an edge has \( k_a \) children, then exactly \( j \) of them are the roots of \((\phi_a - 1)\)-ary subtreess [28]. In eq. (1) two types of nodes are represented. The first type consists of the nodes with no inter-layer links, corresponding to the term with coefficient \((1 - q_a)\), where these nodes should have no less than \( \phi_a \) neighbors within network A. The second type consists of the nodes with inter-layer links, corresponding to the term with coefficient \( q_a \), where these nodes should have no less than \( \phi_a - 1 \) neighbors within network A, and the remaining neighbor is the node it is dependent on and connected to in the \( \phi_a \)-core of network B. The term \( \psi_b(f_b) \) is the probability of a node to be in the \( \phi_b \)-core of network B in the steady state, where it is expressed as

\[
\psi_b(f_b) = (1 - q_b) \sum_{k_b = \phi_b}^{\infty} P(k_b) \sum_{j = \phi_b}^{k_b} C_{k_b}^{j} f_b^j (1 - f_b)^{k_b - j}
\]

\[
+ q_b \sum_{k_b = \phi_b - 1}^{\infty} P(k_b) \sum_{j = \phi_b - 1}^{k_b} C_{k_b}^{j} f_b^j (1 - f_b)^{k_b - j}.
\]

In eq. (2), the two terms on the right-hand side respectively represent the probability of nodes without or with inter-layer links in the \( \phi_b \)-core in network B.

Similarly, we can obtain the equation of \( f_j \) as

\[
f_j = (1 - q_b) \sum_{k_b = \phi_b - 1}^{\infty} \frac{P(k_b + 1)(k_b + 1)}{(k_b)} \times \sum_{j = \phi_b - 1}^{k_b} C_{k_b}^{j} f_b^j (1 - f_b)^{k_b - j}
\]
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In the second term on the right-hand side of eq. (3), the multiplier $p$ represents the probability that an end of the edge is occupied (not removed initially). $\psi_a(f_a)$ is the probability that a randomly chosen node belongs to the $\phi_a$-core in network A, which is

$$
\psi_a(f_a) = (1 - q_a) \sum_{k_a = \phi_a}^{\infty} P(k_a) \sum_{j=\phi_a}^{k_a} C_{k_a}^j f_a^j (1 - f_b)^{k_a-j} \psi_a(f_a).
$$

In the second term on the right-hand side of eq. (3), the multiplier $p$ represents the probability that an end of the edge is occupied (not removed initially). $\psi_a(f_a)$ is the probability that a randomly chosen node belongs to the $\phi_a$-core in network A, which is

$$
\psi_a(f_a) = (1 - q_a) \sum_{k_a = \phi_a}^{\infty} P(k_a) \sum_{j=\phi_a}^{k_a} C_{k_a}^j f_a^j (1 - f_b)^{k_a-j} \psi_a(f_a) + q_a \sum_{k_a = \phi_a - 1}^{\infty} P(k_a) \sum_{j=\phi_a}^{k_a} C_{k_a}^j f_a^j (1 - f_b)^{k_a-j} \psi_b(f_b),
$$

(4)

For any given value of $p$, $f_a$ and $f_b$ can be solved from eqs. (1) and (3) using the Newton’s method [36] after giving appropriate initial values.

We denote $M_{\phi_a}^A(p)$ and $M_{\phi_b}^B(p)$ as the probability of a randomly chosen node in network A or B belonging to the mutually connected ($\phi_a$, $\phi_b$)-core, which satisfy

$$
M_{\phi_a}^A(p) = p(l - q_a) \sum_{k_a = \phi_a}^{\infty} P(k_a) \sum_{j=\phi_a}^{k_a} C_{k_a}^j f_a^j (1 - f_b)^{k_a-j} \psi_a(f_a) + q_a \sum_{k_a = \phi_a - 1}^{\infty} P(k_a) \sum_{j=\phi_a}^{k_a} C_{k_a}^j f_a^j (1 - f_b)^{k_a-j} \psi_b(f_b)
$$

and

$$
M_{\phi_b}^B(p) = (1 - q_b) \sum_{k_b = \phi_b}^{\infty} P(k_b) \sum_{j=\phi_b}^{k_b} C_{k_b}^j f_b^j (1 - f_a)^{k_b-j} \psi_b(f_b) + p q_b \sum_{k_b = \phi_b - 1}^{\infty} P(k_b) \sum_{j=\phi_b}^{k_b} C_{k_b}^j f_b^j (1 - f_a)^{k_b-j} \psi_a(f_a).
$$

(5)

The solutions of eqs. (1) and (3) can be graphically represented on a $f_a$, $f_b$ plane [34]. For small values of $p$ eqs. (1) and (3) have the trivial solution of $f_a = f_b = 0$, which implies the absence of k-core in the system. As $p$ increases, at a critical value of $p = p_c$, the mutually connected giant k-core appears. In this case, the two curves $f_a = f_a(f_b)$ and $f_b = f_b(f_a)$ tangentially touch each other at a point, and meet the condition

$$
\frac{df_a}{df_b} = \frac{df_b}{df_a} = 1,
$$

(6)

which implies a first-order transition at the touching point as shown in fig. 2(a). When $p > p_c$, shown in fig. 2(b), the two curves will have non-zero intersections. The larger values of $f_a$ and $f_b$ are the physical solutions of eqs. (1) and (3) where the giant k-core exists. For the smaller one, as it is under the value at the threshold, there is no giant k-core and this solution is physically meaningless.

Simulation results. –

ER-ER multiplex networks. We construct the interdependent and interconnected ER-ER multiplex networks, where the network size is $N_a = N_b = 10000$ and the degree distribution of each network is $P(k) = e^{-k/b} \frac{b}{k}$, where $\phi_a = \phi_b = 7$ is the average degree. We set $\phi_a = \phi_b = 3$ as the local threshold to obtain k-core. The k-core percolation process starts by randomly removing a fraction $1 - p$ of nodes in network A, and the pruning process continues until the steady state is reached. Figure 3 shows the giant connected cluster size of the k-core of network A and network B, and the number of iterations (NOI) in obtaining $f_a$ and $f_b$ as a function of $p$. It can be seen from figs. 3(a) and (b) that when the coupling strength is weak, for $q_a = 0.2$, both $M_{\phi_a}^A(p)$ and $M_{\phi_b}^B(p)$ undergo a discontinuous first-order transition. As the coupling strength becomes strong, for $q_a = 0.5$, the transition becomes a continuous second-order transition. Increasing the number of inter-layer links makes the system more robust and more controllable. The number of iterations in obtaining $f_a$ and $f_b$ from eqs. (1) and (3) reaches a maximum at the percolation threshold $p_c$, as shown in figs. 3(c) and (d).

We demonstrate the phase diagram of the percolation in network A as a function of the coupling strength $q_a$ and $q_b$ in fig. 4. The two types of phase transition are separated by the black lines. To determine the boundary of the first-order and second-order transition, we use the following method [43]. Consider $p$ increases from 0 to 1. At the percolation threshold $p = p_c$, there is a first-order or second-order transition. Define $F_a(p, f_a, f_b, \psi_a)$ as the right-hand side of eq. (1) and $F_b(p, f_a, f_b, \psi_b)$ as the right-hand side of eq. (3).
Dividing $f_a$ on both sides of eq. (8) comes to
\[ 1 = F'_a(p^c, 0, 0, 0) + \frac{1}{2} F''_a(p^c, 0, 0, 0)f_a + O(f^3_a). \]  
(9)

As $f_a \to 0$, we neglect the second and third terms on the right-hand side of eq. (9) and get $1 = F'_a(p^c, 0, 0, 0)$, where the threshold at the second-order transition $p^b_c$ can be calculated. As for the case when $p$ is approaching the first-order transition threshold $p^b_c$, there is a jump for $f_a, f_b, \psi_a, \psi_b$ from 0 to non-zero values. The non-trivial solutions $f_a$ and $f_b$ at this point satisfy
\[ \frac{\partial F_a(p, f_a, f_b, \psi_a)}{\partial f_a}|_{f_a=f_b=0} = 1 \]  
(10)
and
\[ \frac{\partial F_b(p, f_a, f_b, \psi_b)}{\partial f_b}|_{f_a=f_b=0} = 1. \]  
(11)

Combining eqs. (1)–(4) and (10), (11), the threshold for the first-order transition $p^c$ can be solved. At the boundary, $p^c = p^b_c = p_c$, where $p_c$ satisfies both conditions for determining the first-order threshold and second-order threshold.

Take $1 = F'_a(p_c, 0, 0, 0)$ into eq. (8), we obtain
\[ \frac{1}{2} F''_a(p_c, 0, 0, 0)f_a^2 + O(f_a^3) = 0. \]  
(12)

As $f_a$ and $f_b$ have non-trivial solution at the first-order transition threshold, then
\[ F''_a(p_c, 0, 0, 0) = 0. \]  
(13)

By solving eq. (13), the boundary of the first-order threshold and second-order threshold can be obtained.

From fig. 4 it can be seen that when $q_a < 0.2$, $p_c$ increases with $q_b$ and there is only first-order transition. When $q_a > 0.2$, $p_c$ also increases with $q_b$, and the phase transition is second-order followed by a first-order transition. As for $q_b$, when it is smaller than 0.6, with the increase of $q_a$, $p_c$ decreases which reflects an increased system robustness. When $q_b > 0.6$, with the increase of $q_a$, $p_c$ increases first and then decreases a little bit. The above phenomena can be explained as follows. For a fixed $q_a$, the increase of $q_b$ means stronger dependency and connectivity of network B on network A. As network A is initially under attack, the larger the dependency is, the more nodes in network B will be removed at the first step. This will cause larger removed nodes in network A and B in the following cascading process, thus making the system more vulnerable. While for a fixed $q_b$ not too large, with the increase of $q_a$, more nodes in network A are dependent on and connected by nodes from network B. As initially all nodes in network B are functional, the increasing dependency and connectivity on network B make more nodes in network A receive one more connection from network B thus making network A be more robust, which also increases the robustness of the system. We can consider this simply as increasing dependency on the initially attacked nodes.
The function of predictions and the symbols are simulation results. Transition at \( q \) (c) Both networks undergo a first-order transition at \( q \). Decreasing dependency on the network \( B \) makes the system more robust, while increasing dependency on the network \( A \) makes the system more vulnerable, while in network \( A \), the dependency of network \( B \) on network \( A \) is the smallest and the coupled network is the most robust. This implies that an intermediate coupling strength best balances the effects of dependency and connectivity.

**SF-SF multiplex networks.** Next we construct two single networks that both follow the power-law degree distribution \( p(k) \sim k^{-\gamma} \) and connect them by inter-layer links, where \( \gamma \) is the degree exponent. Figure 7 shows the phase diagram of \( k \)-core percolation transition of network \( A \). It can be seen that the percolation under most of the coupling strength \( q_a \) and \( q_b \) is second-order, which is quite different from that of the ER networks. This is because in the ER networks, a large number of nodes have a degree around the mean degree and thus are above the local threshold. When there are inter-layer links, the nodes are much impacted by the interdependency and interconnectivity. For the ER networks, the strong dependency on the initially robust network \( B \), corresponding to large \( q_a \) and small \( q_b \), makes the system undergo a second-order transition, compared to that of the first-order transition in the single ER networks [36]. While for the SF networks, a large number of nodes have a small degree and will be pruned in the \( k \)-core percolation process. Thus the system is less impacted by the inter-layer coupling.

Finally we focus on the case of symmetrical coupling of \( q_a = q_b = q \) on the robustness of the network. From fig. 6(a), we can see that when \( q \) increases from 0 to 0.4, the threshold \( p_c \) decreases, and the network \( A \) undergoes a first-order transition first and then a second-order transition. The increase of inter-layer links boosts the robustness of the system. When \( q \) increases from 0.4 to 1.0, the threshold \( p_c \) begins to increase, and the phase transition changes to the first-order transition again. This implies that when the coupling is weak increasing the inter-layer links enhances the robustness of the network, but while the coupling becomes strong increasing the inter-layer links reduces the robustness of the system.

We compare the phase transitions under different combinations of coupling strength \( q_a \) and \( q_b \), as shown in fig. 5. In figs. 5(a) and (b), it can be seen that increasing the coupling strength \( q_a \) reduces the percolation threshold \( p_c \) and makes the network more robust when \( q_b \) is relatively small. This is because network \( B \) is weakly impacted by network \( A \), and more nodes in network \( A \) are connected by inter-layer links from \( B \) with the increase of \( q_a \). In this case the network \( B \) helps to maintain the robustness of network \( A \). But if network \( B \) is impacted strongly by network \( A \), corresponding to the large \( q_b \) as shown in panels (c) and (d), the damaged network \( B \) further reduces the robustness of network \( A \) as \( q_a \) increases. If we compare figs. 5(a) and (c), as well as (b) and (d), we can find that no matter how large \( q_a \) is, the system becomes more vulnerable when the dependency of network \( B \) on network \( A \) \( q_b \) increases. These results are consistent with our analysis on fig. 4.
Conclusion. — In this work we have studied the robustness of the coupled networks by $k$-core percolation, where the inter-layer links with the nature of interdependency and interconnectivity either increase or decrease the robustness of the system under different coupling strength. As the coupling is directed, the interdependency and interconnectivity have competing effects in impacting the robustness. We find that the strong dependency on the initially attacked network leads to a more vulnerable coupled system, while the strong dependency on the initial robust network leads to a more robust system. When increasing the mutual coupling strength, the system undergoes a first-order transition first, and then a second-order transition followed by a first-order transition. There is an optimal coupling strength where the percolation threshold is the lowest, and the system is the most robust. When our model is applied to the coupled SF networks, the phase transition is different from that of the coupled ER networks due to the local structural characteristics. As the SF networks are robust under random attack, using the SF network as the coupled network may better increase the robustness of an initially attacked ER network under some coupling strengths.
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