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Abstract

The generalized orthogonal Procrustes problem (GOPP) plays a fundamental role in several scientific disciplines including statistics, imaging science and computer vision. Despite its tremendous practical importance, it is generally an NP-hard problem to find the least squares estimator. We study the semidefinite relaxation (SDR) and an iterative method named generalized power method (GPM) to find the least squares estimator, and investigate the performance under a signal-plus-noise model. We show that the SDR recovers the least squares estimator exactly and moreover the generalized power method with a proper initialization converges linearly to the global minimizer to the SDR, provided that the signal-to-noise ratio is large. The main technique follows from showing the nonlinear mapping involved in the GPM is essentially a local contraction mapping and then applying the well-known Banach fixed-point theorem finishes the proof. In addition, we analyze the low-rank factorization algorithm and show the corresponding optimization landscape is free of spurious local minimizers under nearly identical conditions that enables the success of SDR approach. The highlight of our work is that the theoretical guarantees are purely algebraic and do not assume any statistical priors of the additive adversaries, and thus it applies to various interesting settings.
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1 Introduction

Given a set of multiple point clouds, how to find a rotation for each point cloud such that all the transformed point clouds are well aligned? This problem, known as rigid point clouds registration and also generalized orthogonal Procrustes problem (GOPP), has found numerous applications in computer vision [45] (multi-view point clouds registration), statistics [27,28,48], shape analysis [52], cryo-electron microscopy [17,46,50,49], and robotics [47]. In particular, it is also an important subproblem of the Procrustes matching problem [8,20,31,41].

In this work, we consider each point cloud $A_i$ is a noisy copy of a common point cloud $A$ in $\mathbb{R}^{d \times m}$ transformed by an unknown $d \times d$ orthogonal matrix $O_i$:

$$A_i = O_iA + \Delta_i, \quad 1 \leq i \leq n,$$

(1.1)
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where \( \{\Delta_i\}_{i=1}^n \) is any arbitrary additive noise. Our goal is to recover \((A, O_i)\) from \(\{A_i\}_{i=1}^n\). In matrix form, we define

\[
D := \begin{bmatrix} A_1 \\ \vdots \\ A_n \end{bmatrix} = OA + \Delta \quad \text{where} \quad O := \begin{bmatrix} O_1 \\ \vdots \\ O_n \end{bmatrix} \in O(d)^{\otimes n}, \quad \Delta := \begin{bmatrix} \Delta_1 \\ \vdots \\ \Delta_n \end{bmatrix} \in \mathbb{R}^{nd \times m}, \tag{1.2}
\]

where \(O(d)\) denotes the set of all \(d \times d\) orthogonal matrices.

### 1.1 Least squares estimation

One approach is to find the least squares estimator by minimizing \(f(S, A)\):

\[
f(S, A) := \sum_{i=1}^{n} \|S_iA - A_i\|_F^2 = n\|A\|_F^2 - 2\sum_{i=1}^{n} \langle A, S_i^\top A_i \rangle + \sum_{i=1}^{n} \|A_i\|_F^2
\]

where \(S^\top = [S_1^\top, \cdots, S_n^\top]\) is an element in \(O(d)^{\otimes n}\). For any fixed \(S \in O(d)^{\otimes n}\), the global minimizer for \(A\) is \(\tilde{A} = n^{-1} \sum_{i=1}^{n} S_i^\top A_i\). Therefore, the least squares estimation is equivalent to finding the global minimizer to the following program:

\[
\min_{S \in O(d)^{\otimes n}} - \sum_{i,j} \langle A_iA_j^\top, S_iS_j^\top \rangle = \min_{S \in O(d)^{\otimes n}} - \langle C, SS^\top \rangle \quad \text{(P)}
\]

where \(C_{ij} = A_iA_j^\top\) and \(C = DD^\top\) is the data matrix:

\[
C = (OA + \Delta)(OA + \Delta)^\top = OAA^\top O^\top + \Delta A^\top O^\top + O\Delta A^\top + \Delta \Delta^\top. \tag{1.3}
\]

For \(n = 2\), (P) can be easily solved by performing singular value decomposition \([18]\). However, it becomes much more challenging for large \(n\) to find the global minimizer to (P) \([27, 44, 51]\). In fact, (P) is a well-known NP-hard problem even if \(d = 1\). Therefore, one would seek for alternative methods to approximate the global solution to this nonconvex program.

### 1.2 Convex relaxation and its tightness

Among many existing approaches, semidefinite relaxation (SDR) is one of the most powerful methods. One common SDR uses the fact that \(Z = SS^\top\) is positive semidefinite and also its diagonal block is \(I_d\). Using these two observations gives a convex program:

\[
\min_{Z \in \mathbb{R}^{nd \times nd}} - \langle C, Z \rangle \quad \text{s.t.} \quad Z \succeq 0, \quad Z_{ii} = I_d. \quad \text{(SDR)}
\]

Despite that this SDR is solvable with a polynomial-time algorithm, the main question is whether this SDR produces a solution close to the least squares estimator. In \([7]\), Bandeira, Kho, and Singer conjectured that a threshold exists such that if the signal-to-noise ratio (SNR) is above this threshold, the SDR succeeds in recovering the least squares estimator. Roughly speaking, if the noise strength \(\|\Delta\|\) is weaker than the signal \(\|A\|\), the SDR can find the global minimizer to a highly nonconvex problem. In this work, we will try to investigate the following question

\textbf{When does the SDR recover the least squares estimator?}

This is known as the \textit{tightness} of the SDR: the global minimizer to (SDR) is rank-\(d\).

Convex relaxation has proven to be one powerful approach to solve the generalized orthogonal Procrustes problem \([9, 6, 17, 43, 44, 50, 51]\). The (SDR) is a convex relaxation of (P) and it generalizes the famous Goemans-Williamson relaxation \([26]\) of the graph Max-Cut. After solving the SDR, one needs to round the solution to orthogonal matrices. This relaxation plus rounding strategy has enjoyed remarkable successes and can produce satisfactory approximate solutions \([6, 43]\). On the other hand, as observed in \([7]\), the SDR is tight in the numerical trials,
i.e., it directly produces the globally optimal solution to (P) and the rounding procedure is not necessary. Similar phenomena have been observed in a series of applications arising from signal processing and machine learning such as matrix completion [16], blind deconvolution [3], phase retrieval [13], multi-reference alignment [9], and community detection [1] in which the optimal solution to the SDR is exactly the ground truth solution. However, unlike these aforementioned examples, the least squares estimator usually does not match the ground truth signal in the generalized orthogonal Procrustes problem in presence of noise. The similar issue also arises in angular synchronization [1, 26, 65], orthogonal group synchronization [37, 33, 50, 59], and orthogonal trace-sum maximization [63]. This has created many difficulties in analyzing the tightness of convex relaxation which requires significantly different techniques from the previous examples [1, 3, 5, 14, 16]. It is also worth noting that spectral, least squares and SDP estimator achieve min-max optimal for the group synchronization under Gaussian noise even though they are not equal to the ground truth [23, 24, 64].

1.3 Generalized power method (GPM)

As the SDR is expensive to solve, we also consider an iterative method named generalized power method to efficiently find the least squares estimator. The algorithm follows a two-step procedure: (a) start with an initialization $O^0$ via spectral method (spectral initialization), which is shown in the first two steps in Algorithm 1; (b) update the iterate $O^t$ by

$$O^{t+1} = \mathcal{P}_n(CO^t)$$

where $CO^t \in \mathbb{R}^{nd \times d}$ and $\mathcal{P}_n(\cdot) : \mathbb{R}^{nd \times d} \rightarrow O(d)^{\otimes n}$ maps each $d \times d$ block to a $d \times d$ orthogonal matrix by

$$\mathcal{P}(R) := \text{argmin}_{Q \in O(d)} \|Q - R\|_F$$

whose global minimizer is $Q = UV^\top$ where $U$ and $V$ are the left and right singular vectors of $R \in \mathbb{R}^{d \times d}$ respectively.

**Algorithm 1** Spectral initialization and generalized power methods for the GOPP

1: Compute the top $d$ left singular vectors $U \in \mathbb{R}^{nd \times d}$ of $D$ in [12] with $U^\top U = I_d$.
2: Compute $\mathcal{P}(U_i)$ for all $1 \leq i \leq n$ where $U_i$ is the $i$th $d \times d$ block of $U$.
3: Initialize $O^0 = \mathcal{P}_n(U) \in \mathbb{R}^{nd \times d}$.
4: $O^{t+1} = \mathcal{P}_n(CO^t), \quad t = 0, 1, \cdots$
5: Stop when the iteration stabilizes.

Generalized power method is much more efficient than the convex relaxation: Every iteration of the GPM is essentially a matrix-vector multiplication followed by a projection step for each block. As shown in [37, 38, 39, 65], the GPM is significantly faster than the SDR in synchronization problem. However, this two-step approach is essentially nonconvex and has the risk of getting stuck at stationary points or local minimizer. On the other hand, the output of the GPM is usually quite satisfactory and is even equal to the solution to (SDR). Therefore, we would like to theoretically justify why this efficient nonconvex approach is successful, especially in the regime of high signal-to-noise ratio (SNR). In particular, we are interested in answering this question:

*When does the generalized power method to recover the least squares estimator exactly?*

In practice, the first-order optimization methods [2, 9, 21, 12, 62] are quite popular in solving medium/large-scale convex programs. The main idea is first to find a proper initialization and show that global convergence of the algorithm is guaranteed with this carefully-chosen initialization [15, 18, 30, 40]. For the generalized orthogonal Procrustes problem, we will focus on the generalized power method (GPM) since it has been successfully applied to the group synchronization problem. The GPM was first proposed and analyzed in joint alignment problem [18].
angular synchronization \cite{10, 35, 65}, and was later extended to orthogonal group synchronization \cite{39, 33} and community detection under the stochastic block model \cite{60}. The work \cite{63} by Zhong and Boumal analyzed the global convergence of the GPM to the least squares estimator in angular synchronization. Later on, \cite{39} studied the convergence of the GPM in the orthogonal group (and its subgroup) synchronization and provided a unified analysis on the error bound for the iterates. The analysis of the GPM algorithm combined with spectral initialization in \cite{65} has also been extended to the orthogonal group synchronization and the generalized orthogonal Procrustes problem with additive Gaussian noise in \cite{34, 33} and \cite{36} respectively. However, it remains unclear whether the GPM works for the orthogonal Procrustes problem under arbitrary adversaries, which is the focus of this work.

1.4 Optimization landscape of low-rank factorization

The generalized power method works well empirically to solve the generalized Procrustes problem if the noise is small compared with the signal. More surprisingly, even without spectral initialization, the power method still recovers a tight solution. To partially explain this phenomenon, we investigate the performance of the Burer-Monteiro approach. The Burer-Monteiro approach \cite{12, 13, 9} replaces the orthogonality constraints of each \( O_i \) in \( \mathbb{P} \) by an element on the Stiefel manifold \( \text{St}(d,p) := \{ S_i \in \mathbb{R}^{d \times p} : S_i S_i^\top = I_d \} \) \cite{2, 21},

\[
\min_{S_i \in \text{St}(d,p)} - \sum_{i,j} \langle C_{ij}, S_i S_j^\top \rangle \tag{BM}
\]

This family of optimization programs \( \text{BM} \) with different \( p \) is an “interpolation” between \( \mathbb{P} \) and \( \text{SDR} \): if \( p = d \), \( \text{BM} \) equals \( \mathbb{P} \) and if \( p = nd \), \( \text{BM} \) is exactly the \( \text{SDR} \). Despite the nonconvexity of \( \text{BM} \), it has been observed that even if the rank is quite small, the algorithm still does not often get stuck at spurious local minima even with random initialization. Therefore, we are interested in the following question:

\textit{Are there no other local minima in \( \text{BM} \) besides the global minima?}

It has been shown that no spurious local minima exist for a class of the SDPs, i.e., the optimization landscape is \textit{benign}, if the rank of the factorization \( p \) is sufficiently large, namely greater than the square root of the number of the constraints \cite{11, 58}. Many works have shown that the landscape of the nonconvex objective function is benign under nearly identical conditions that enable the success of the SDR. Examples include phase retrieval \cite{54}, phase synchronization and community detection \cite{35}, orthogonal group synchronization \cite{37}, matrix completion \cite{25} and dictionary learning \cite{63}. Therefore, we aim to provide a bound on the rank of the factorization that theoretically guarantees a benign optimization landscape for the GOPP under arbitrary noise.

2 Main results

We denote vectors and matrices by boldface letters \( \mathbf{x} \) and \( \mathbf{X} \) respectively. For a given matrix \( \mathbf{X}, \mathbf{X}^\top \) is the transpose of \( \mathbf{X} \) and \( \mathbf{X} \succeq 0 \) means \( \mathbf{X} \) is symmetric and positive semidefinite. Let \( I_n \) be the identity matrix of size \( n \times n \), and \( J_n \) and \( \mathbf{1}_n \) be the \( n \times n \) matrix and \( n \times 1 \) vector with all entries equal to 1. For two matrices \( \mathbf{X} \) and \( \mathbf{Y} \) of the same size, their inner product is \( \langle \mathbf{X}, \mathbf{Y} \rangle = \text{Tr}(\mathbf{X}^\top \mathbf{Y}) = \sum_{i,j} X_{ij} Y_{ij} \). Let \( \| \mathbf{X} \| \) be the operator norm and \( \| \mathbf{X} \|_F \) be the Frobenius norm. We denote the \( i \)th largest and the smallest singular value of \( \mathbf{X} \) by \( \sigma_i(\mathbf{X}) \) and \( \sigma_{\min}(\mathbf{X}) \) respectively. For a non-negative function \( f(x) \), we write \( f(x) \preceq g(x) \) if there exists a positive constant \( C_0 \) such that \( f(x) \leq C_0 g(x) \) for all \( x \).

2.1 Main theorems

Before we present the main theorems, we provide some additional assumption on the data matrix \( \mathbf{A} \). Given a matrix \( \mathbf{A} \), we let \( \sigma_{\max}(\mathbf{A}) := \sqrt{\lambda_{\max}(\mathbf{A} \mathbf{A}^\top)} \) and \( \sigma_{\min}(\mathbf{A}) := \sqrt{\lambda_{\min}(\mathbf{A} \mathbf{A}^\top)} \),
and $\lambda_{\text{max}}(\cdot)$ and $\lambda_{\text{min}}(\cdot)$ are the largest and smallest eigenvalues respectively. In particular, we assume $A$ is full row-rank, i.e., $\sigma_{\text{min}}(A) > 0$. Let $\kappa$ be the condition number of $A$, i.e., $\kappa = \sigma_{\text{max}}(A)/\sigma_{\text{min}}(A)$. Define the SNR (signal-to-noise ratio) as

$$\text{SNR} := \frac{\sigma_{\text{min}}(A)}{\max_{1 \leq i \leq n} \|A_i\|}.$$  

(2.1)

Now we present our first main result on the tightness of the SDR.

**Theorem 2.1 (Tightness of the SDR).** Suppose

$$\text{SNR} \geq 30\kappa^3 \sqrt{d},$$

the SDR is tight and recovers the unique global minimizer to (P), i.e., the global minimizer to the SDR is unique and exactly rank-$d$.

Theorem 2.1 does not assume any statistical models on $\Delta$. The sufficient condition for the tightness is completely algebraic and works for any type of additive adversaries. In other words, solving (SDR) yields the least squares estimator to the generalized Procrustes problem in the high SNR regime.

Before we proceed to present the convergence of the GPM, we introduce one more notation. Note that the value of (P) remains the same if we multiply $X$ by another orthogonal matrix from the right side. We resolve this ambiguity by using the following distance for two elements $X$ and $Y \in \mathbb{R}^{nd \times d}$ by

$$d_F(X, Y) := \min_{Q \in O(d)} \|X - YQ\|_F = \min_{Q \in O(d)} \left( \sum_{i=1}^{n} \|X_i - Y_iQ\|_F^2 \right)^{1/2}$$

(2.2)

where the minimizer $Q = \mathcal{P}(Y^T X)$ is given in (1.5). One can verify $d_F(X, Y)$ in (2.2) is indeed a distance and satisfies triangle inequality.

**Theorem 2.2 (Convergence of the GPM).** Suppose

$$\text{SNR} \geq 35\kappa^4 \sqrt{d},$$

the generalized power method with spectral initialization recovers the globally optimal solution to the SDR with linear convergence

$$d_F(O^t, \hat{O}) \leq \rho^t d_F(O^0, \hat{O}), \quad \rho < 1,$$

where $\hat{O}$ and $\hat{O}^\top$ are the unique globally optimal solution to (P) and (SDR) respectively. Moreover, it holds that

$$\min_{Q \in O(d)} \|\hat{O} - OQ\|_F \leq 7\kappa^2 \text{SNR}^{-1} \sqrt{nd}.$$

Theorem 2.2 gives an efficient algorithm to produce the globally optimal solution to (P) and (SDR). Moreover, the sufficient conditions in Theorem 2.1 and 2.2 are almost the same. Both theorems are general and can be applied to different settings, e.g., $\Delta_i$ is a random sub-gaussian matrix in which case $\|\Delta_i\|$ is straightforward to upper bound, see [56]. We will provide two concrete examples in the next sections. Finally, we will discuss the optimization landscape of (BM), whose proof is characterized via Theorem 2.8 in [35].

**Theorem 2.3 (Optimization landscape of the Burer-Monteiro factorization).** Suppose that

$$\text{SNR} \geq \frac{7\kappa^2 \sqrt{d}(p + 2\kappa^2 d + d - 2)}{p - 2\kappa^2 d + d - 2} \quad \text{and} \quad \text{SNR} \geq 35\kappa^4 \sqrt{d},$$

then any second order critical point $S \in \text{St}(d, p)^{\otimes n}$ is global and $SS^\top$ is equal to the unique global minimizer to (SDR). In particular, $p \geq 2\kappa^2 d + 2$ along with SNR $\geq 35\kappa^4 \sqrt{d}$ suffices to ensure a benign optimization landscape.

Theorem 2.3 justifies why gradient-based approach do not suffer from getting stuck at any local minimizers in (BM) as every local minimizer in (BM) is a global minimizer to (SDR) provided that $p$ is slightly larger than $d$ in the high SNR regime.
2.2 Applications in two statistical models

Example: Gaussian noise model. Consider

\[ A_i = O_i A + \sigma W_i, \quad 1 \leq i \leq n, \]  

where \( W_i \in \mathbb{R}^{d \times m} \) is a Gaussian random matrix. In this case, it suffices to have

\[ \text{SNR} := \frac{\sigma_{\min}(A)}{\max ||\Delta_i||} \geq \frac{\sigma_{\min}(A)}{\sigma(\sqrt{d} + \sqrt{m} + \sqrt{2\gamma \log n})} \geq 35\kappa^4 \sqrt{d} \]

where \( \max ||W_i|| \leq \sqrt{d} + \sqrt{m} + \sqrt{2\gamma \log n} \) holds with probability at least \( 1 - 2n^{-\gamma+1} \), following from [57, Theorem 2.26] and [56, Theorem 7.3.1].

**Corollary 2.4.** Consider the model (2.3) and assume

\[ \sigma \leq \frac{1}{35\kappa^4 \sqrt{d}} \frac{\sigma_{\min}(A)}{\sqrt{d} + \sqrt{m} + \sqrt{2\gamma \log n}} \]  

the GPM with spectral initialization converges linearly to the global minimizer to \( \text{SDR} \) with probability at least \( 1 - 2n^{-\gamma+1} \).

Under the same setting, [36, Theorem 3.2] proves that

\[ \sigma \leq \frac{1}{\kappa^4 \sqrt{d}} \frac{\sigma_{\min}(A)}{\sqrt{d} + \sqrt{m/n} + \sqrt{2\gamma \log n}} \]  

is needed for the global convergence of the GPM and the tightness of SDR. Our bound (2.4) is sub-optimal particularly if \( m \) is very large, in which increasing \( n \) does not help improve the bound in (2.4) unlike (2.5).

Example: uniform corruption model Consider \( A = [a_1, \cdots, a_m] \) consists of \( m \) points on \( \mathbb{S}^{d-1} \). Each point cloud \( A_i \) is constructed as follows:

\[ a_{ij} = \varphi_{ij} a_j + (1 - \varphi_{ij}) z_{ij}, \quad \varphi_{ij} \sim_{i.i.d} \text{Ber}(\theta), \quad z_{ij} \sim \text{Unif}(\mathbb{S}^{d-1}) \]  

where \( a_{ij} \) denotes the \( j \)-th point in the \( i \)-th point cloud. The matrix form of the \( i \)-th point cloud equals

\[ A_i = \theta A + A(\text{diag}(\varphi_i) - \theta I_m) + Z_i(I_m - \text{diag}(\varphi_i)) \]

where \( \varphi_i = [\varphi_{i1}, \cdots, \varphi_{im}]^\top \). The noisy part of \( A_i \) can be written into:

\[ \Delta_i = A(\text{diag}(\varphi_i) - \theta I_m) + Z_i(I_m - \text{diag}(\varphi_i)) = \sum_{j=1}^m \Delta_{ij}, \]

\[ \Delta_{ij} = ((\varphi_{ij} - \theta)a_j + (1 - \varphi_{ij})z_{ij}) e_j^\top. \]

To apply Theorem 2.1 and 2.2 it suffices to estimate \( ||\Delta_i|| \) and the singular values of \( A \), which is quite standard via the matrix Bernstein inequality [55, Theorem 1.4]. We leave the proof to Section 3.5.

**Corollary 2.5.** Consider the model (2.6) and assume

\[ 1 \geq \theta \geq \max \left\{ \frac{400\kappa^4 d \log(n(m + d))}{\sqrt{m}}, 1 - \frac{1}{(140\kappa^4 \sqrt{12d \log(n(m + d)))^2}} \right\} \]  

and

\[ m \geq 400^2 \kappa^8 d^2 \log^2(n(m + d)), \]

the GPM with spectral initialization converges linearly to the global minimizer to \( \text{SDR} \) with probability at least \( 1 - 2(n(m + d))^{-1} \).
We proceed to perform some experiments to see if Corollary 2.5 is tight empirically, and then we will discuss more on the optimality and sub-optimality of our result.

For the experiments, we will run the generalized power method with random initialization $O^0$. Once the iterates $\{O^t\}$ stabilize, we verify its global optimality via convex analysis. More precisely, the algorithm stops if

$$\|O^{t+1}(O^{t+1})^\top - O^t(O^t)^\top\|_F \leq 10^{-6}$$

or reaches the maximum number of iterations. We consider $O^t$ as an approximate global minimizer if

$$\|{(\Lambda^t - C)O^t}\| < 10^{-6}, \quad \lambda_{d+1}(\Lambda^t - C) > 0$$

where $\Lambda^t$ is a symmetric block-diagonal matrix whose $i$th block equals $\Lambda^t_{ii} = ([CO^t]_i[CO^t]_i^\top)^{1/2}$ and $\lambda_{d+1}(\Lambda^t - C)$ denotes the $(d+1)$th smallest eigenvalue of $\Lambda^t - C$.

For the additive Gaussian model, we do not repeat the experiments here: the simulations in [20] indicate that if $\sigma_{\min}(OA) > 1.89\|W\|$ where $\|W\| \leq \sqrt{nd + m + 2\sqrt{n}\log n}$, i.e., then the GPM converges to the global minimizer of the SDR with high probability. For the uniform corruption model, we set different $(d, n, m, \theta)$ in the experiment, and $\theta$ varies from 0 to 1. For each set of $(d, n, m, \theta)$, we run 20 experiments and calculate the proportion of the global convergence of the (1.4), as shown in Figure 1. We can see that the phase transition boundary between the black region (failure) and the white one (success) is quite sharp. To see how the signal-to-noise affects the convergence, we plot $|OA|/\|\Delta\|$ v.s. the frequency of success in the right column. The empirical experiments show that $|OA|/\|\Delta\| > 2$, the tightness holds.

Here we provide a brief discussion on how optimal our result is. Given $D = OA + \Delta$, we define another notion of the signal-to-noise ratio as:

$$\text{SNR}_S := \frac{|OA|}{\|\Delta\|} = \frac{\sqrt{n}\|A\|}{\|\Delta\|} \quad (2.8)$$

where $|OA| = \sqrt{n}\|A\|$. This notion of the SNR arises naturally in bounding the estimator of $O$ via spectral method, i.e., extracting the top $d$ left singular values $U$ of $D$ with $U^\top U = nI_d$, and then it holds from Davis-Kahan theorem that

$$\frac{1}{\sqrt{n}} \min_{Q \in O(d)} \|U - OQ\| \leq \frac{2\|\Delta\|}{\sqrt{n}\sigma_{\min}(A) - \|\Delta\|} = \frac{2}{\kappa^{-1}\text{SNR}_S - 1}.$$ 

This implies that the spectral method provides a non-trivial error bound if $\text{SNR}_S$ is at least greater than a constant. In our numerical experiments indicate that if $\text{SNR}_S \geq 2$ for both two models, then the global convergence of the GPM holds. Now we proceed to compare SNR and $\text{SNR}_S$ whose difference is mainly on the measure of noise. Let

$$\xi := \frac{\sqrt{n}\max_{\|\Delta\|}}{\|\Delta\|} \geq 1 \quad \text{and then} \quad \text{SNR}_S = \frac{\sqrt{n}\|A\|}{\sqrt{n}\xi^{-1}\max_{\|\Delta\|}} = \kappa\xi \text{SNR}.$$ 

The reason why $\xi$ is defined in this form is: if $\xi$ is of order 1, then $\text{SNR}_S$ and SNR are of the same order. In particular, if $\{\Delta_i\}_{i=1}^n$ are i.i.d. Gaussian random matrices and $m/d$ is not too large, then $\xi$ is close to 1. The factor $\xi$ determines how much SNR is different from $\text{SNR}_S$.

Based on $\text{SNR}_S \geq 2$ from our numerical experiments, we have a bound in terms of the SNR:

$$\text{SNR} = \frac{\text{SNR}_S}{\kappa\xi} \geq \frac{2}{\kappa\xi}$$

which differs from our bound in Theorem 2.1 and 2.2 by a factor that involves $\xi, \kappa$ and $d$. The main difference comes from $\xi$ as it may vary significantly in specific cases. In particular, if $\xi$ is large, then our bound is far away from the phase transition boundary in the simulations. Now we roughly approximate a lower bound of $\xi$ in the two applications. Suppose $\xi_\perp$ is a lower bound, then as long as $\text{SNR} \geq \text{SNR}_S/(\kappa\xi_\perp) \geq 2/(\kappa\xi_\perp)$, the tightness of SDR holds which follows from

$$\text{SNR}_S = \kappa\xi \text{SNR} \geq \frac{2\kappa\xi}{\kappa\xi_\perp} \geq 2.$$ 

In both models, if $m \gg d$ and $n$ are large, then $\xi_\perp$ is large and our bound is sub-optimal.
Figure 1: Phase transition for the tightness/global convergence of the GPM. Left column: black region: the tightness of the (1.4) fails; white region: the tightness holds; Right column: the frequency of success v.s. $\|OA\|/\|\Delta\|

Gaussian noise model  For $\Delta = \sigma W$, then we have $\|W\| \leq \sqrt{m} + \sqrt{nd} + 2\sqrt{n \log n}$, and $\max \|W_i\| \geq \sqrt{m} - \sqrt{d} - 2\sqrt{\log n}$. Then

$$\xi \geq \frac{\sqrt{m} - \sqrt{d} - 2\sqrt{\log n}}{\sqrt{m/n} + \sqrt{d} + 2\sqrt{\log n}} \gtrsim \min \left\{ \sqrt{n}, \sqrt{d} \right\}$$
for some constant $C > 0$ where $m \geq d + 1$. In other words, if $m/d$ and $n$ are large, then our bound is not tight.

**Uniform corruption model** For the uniform corruption model (2.6), we note that

$$
\mathbb{E} \Delta^\top \Delta = n(1 - \theta^2)I_m, \quad \mathbb{E} \Delta_i \Delta_i^\top = (1 - \theta) \left( \theta AA^\top + \frac{m}{d} I_d \right).
$$

For $m$ and $n$ sufficiently large, $\Delta^\top \Delta$ and $\Delta_i \Delta_i^\top$ will not deviate from their respective expectations much. As a result, we can argue that $\|\Delta_i\|$ has a lower bound of order at least $(1 - \theta)\sqrt{m/d}$ and $\|\Delta\|$ is of order at most $\sqrt{(1 - \theta^2)mn}$. Therefore, we have

$$
\xi = \sqrt{n} \max \frac{\|\Delta_i\|}{\|\Delta\|} \gtrsim \sqrt{\frac{m}{d}}
$$

This implies that if $m/d$ and $n$ are large, then $\xi \gg 1$ and our theorem is sub-optimal.

## 3 Proofs

Before we proceed to the proof, we first introduce a few notations and two useful theorems that will be used later. The distance $d_F(\cdot, \cdot)$ in (2.2) can be computed exactly by using

$$
d_F^2(X, Y) = \|X\|_F^2 + \|Y\|_F^2 - 2\|X^\top Y\|_*
$$

where $\|\cdot\|_*$ denotes the matrix nuclear norm, i.e., the sum of singular values. In particular, if $X$ and $Y$ are both in $O(d)_{\otimes n}$, then

$$
d_F^2(X, Y) = 2nd - 2\|X^\top Y\|_*
$$

(3.1)

To measure how close a given element $S \in O(d)_{\otimes n}$ is to the ground truth state, i.e., $OQ \in O(d)_{\otimes n}$ for some $Q \in O(d, p)$, we define an $\epsilon$-neighborhood around $O$ in $O(d)_{\otimes n} \subset \mathbb{R}^{nd \times d}$:

$$
\mathcal{N}_\epsilon := \left\{ S \in O(d)_{\otimes n} : d_F(S, O) \leq \epsilon \sqrt{nd} \right\}.
$$

(3.2)

For any $S \in \mathcal{N}_\epsilon$, we have

$$
\left(1 - \frac{\epsilon^2 d}{2}\right)n \leq \sigma_{\min}(S^\top O) \leq \sigma_{\max}(S^\top O) \leq n
$$

(3.3)

which follows from $2nd - 2\|S^\top O\|_* \leq \epsilon^2 nd$ and $\sigma_{\max}(S^\top O) \leq n$. Note that

$$
\frac{\epsilon^2 nd}{2} \geq nd - \sum_{i=1}^{d} \sigma_i(S^\top O) = \sum_{i=1}^{d} (n - \sigma_i(S^\top O)) \geq n - \sigma_{\min}(S^\top O)
$$

since $0 \leq \sigma_i(S^\top O) \leq n$. Then we have a lower bound on the smallest singular value of $S^\top O$ for any $S \in \mathcal{N}_\epsilon$.

One important supporting theorem is the optimality condition of (SDR). This result provides a simple sufficient condition to certify whether a candidate solution is a global minimizer to (P) and (SDR).

**Theorem 3.1 (Characterization of global optimality).** The matrix $Z = SS^\top$ with $S \in O(d)_{\otimes n}$ is a global minimizer to (SDR) if there exists a block-diagonal matrix

$$
\Lambda = \text{blkdiag}(\Lambda_{11}, \cdots, \Lambda_{nn}) \in \mathbb{R}^{nd \times nd}
$$

with $\Lambda_{ii} \in \mathbb{R}^{d \times d}$ such that

$$
CS = \Lambda S, \quad \Lambda - C \succeq 0.
$$

(3.4)

Moreover, if $\Lambda - C$ is of rank $(n - 1)d$, then $X$ is the unique global minimizer, and $S$ is rank-$d$ and equals the global minimizer to (P).
This optimality condition can be found in several places including [9, Theorem 3.4], [37, Proposition 5.1] and [47, Theorem 7], whose proof follows from the standard routine of duality theory in convex optimization. The other supporting result is the very well-known contraction principle, which will be used to analyze the convergence of the generalized power method.

**Theorem 3.2. Banach contraction principle, [29, Theorem 1.1]** Let \((\mathcal{X}, d)\) be a complete metric space and \(T: \mathcal{X} \to \mathcal{X}\) be a contraction map, i.e.,
\[
d(T(x), T(y)) \leq \rho d(x, y), \quad \forall x, y \in \mathcal{X}
\]
for an absolute positive constant \(\rho < 1\). Then there is a unique fixed point \(u\) and \(T^t(x)\) converges to \(u\) as \(t \to \infty\) for each \(x \in \mathcal{X}\) with
\[
d(T^t(x), u) \leq \rho^n d(x, u).
\]

### 3.1 An overview of the proof

Define the operator \(T\) on \(\mathbb{R}^{nd \times d}\):
\[
T(X) := P_n(CX),
\]
for any \(X \in \mathcal{O}(d)^{\otimes n}\) and Algorithm 1 becomes \(O^{t+1} = T(O^t)\). Under certain conditions on \(\epsilon\) and SNR, we will first prove \(T\) is a contraction mapping on \(\mathcal{N}_\epsilon\); moreover, for any \(X \in \mathcal{N}_\epsilon\), \(T(X)\) still stays in \(\mathcal{N}_\epsilon\) and \(T^t(X)\) converges to a unique fixed point and the limiting point corresponds to the global minimizer to the SDR.

For the tightness of SDR and the convergence of generalized power method, we consider two sets of conditions on \(\epsilon\) and SNR.

- **Condition (a)** for the tightness of SDR:
  \[
  \epsilon \sqrt{d} = 0.19 \kappa^{-2}, \quad \text{SNR} \geq 30 \kappa^3 \sqrt{d}.
  \]
  (3.6)

- **Condition (b)** for the convergence of GPM with spectral initialization:
  \[
  \epsilon \sqrt{d} = 7 \kappa^2 \sqrt{d} \text{SNR}^{-1}, \quad \text{SNR} \geq 35 \kappa^4 \sqrt{d}.
  \]
  (3.7)

**Proposition 3.3.** \(T\) is a contraction mapping from \(\mathcal{N}_\epsilon\) to \(\mathcal{N}_\epsilon\) under both (3.6) and (3.7).

The proof of Proposition 3.3 is a direct consequence of Proposition 3.4 and 3.5.

**Proposition 3.4 (Lipschitz continuity of \(T\) on \(\mathcal{N}_\epsilon\)).** For \(X\) and \(Y \in \mathcal{N}_\epsilon\), it holds that
\[
d_F(T(X), T(Y)) \leq \rho d_F(X, Y)
\]
where
\[
\rho(\epsilon, \text{SNR}) := \frac{2\kappa^2 \left(2\epsilon \sqrt{d} + (2 + \text{SNR}^{-1}) \text{SNR}^{-1}\right)}{1 - \left(\epsilon^2 d/2 + \kappa(2 + \text{SNR}^{-1}) \text{SNR}^{-1}\right)}.
\]
(3.8)

**Proposition 3.5 (\(T\) maps \(\mathcal{N}_\epsilon\) to itself).** Suppose
\[
\eta(\epsilon, \text{SNR}) := \frac{4\kappa^2 \left(\epsilon^2 d/2 + \kappa^{-1}\sqrt{d}(2 + \text{SNR}^{-1}) \text{SNR}^{-1}\right)}{2 - \left(\epsilon^2 d/2 + \kappa(2 + \text{SNR}^{-1}) \text{SNR}^{-1}\right)} \leq \epsilon \sqrt{d}
\]
then we have \(T(X) \in \mathcal{N}_\epsilon\) for any \(X \in \mathcal{N}_\epsilon\).
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Proposition 3.6. Proposition 3.4 and 3.5 imply that $\mathcal{T}$ is a contraction mapping on $\mathcal{N}_i$ if $\rho(\epsilon, \text{SNR}) < 1$ and $\eta(\epsilon, \text{SNR}) \leq \epsilon \sqrt{nd}$. We will now verify them under (3.6) and (3.7).

For Condition (a) in (3.6), we have $\epsilon \sqrt{d} = 0.19\kappa^{-2}$ and SNR $\geq 30\kappa^{-3}\sqrt{d} \geq 30$. It holds that
\[
\rho \leq \frac{2\kappa^2 (0.38\kappa^{-2} + (2 + 30^{-1}\kappa^{-3})30^{-1}\kappa^{-3})}{1 - 0.19^2\kappa^{-4} / 2 - \kappa(2 + 30^{-1}\kappa^{-3})30^{-1}\kappa^{-3}} \leq \frac{2 (0.38 + (2 + 30^{-1}30^{-1})}{1 - 0.19^2 / 2 - (2 + 30^{-1})30^{-1}} < 1,
\]
\[
\eta \leq \frac{4\kappa^{-2} (0.19^2/2 + 30^{-1}(2 + 30^{-1}\kappa^{-3})}{2 - (0.19^2/2 + 30^{-1}(2 + 30^{-1})} \leq \frac{4\kappa^{-2} (0.19^2/2 + 30^{-1}(2 + 30^{-1})}{2 - (0.19^2/2 + 30^{-1}(2 + 30^{-1})} \leq 0.18 \kappa^2 \leq \epsilon \sqrt{d},
\]

where $\kappa \geq 1$ and $d \geq 1$. Then $\mathcal{T}$ is a contraction mapping under (3.6).

For Condition (b) in (3.7), we have $\epsilon \sqrt{d} = 7\kappa^2/\sqrt{d}\text{SNR}^{-1}$, $\text{SNR} \geq 35\kappa^4\sqrt{d}$, and thus $\epsilon^2d \leq 1.4\sqrt{d}\text{SNR}^{-1}$. Then
\[
\rho \leq \frac{2\kappa^2 (14\kappa^2\sqrt{d} + 2 + \text{SNR}^{-1})}{1 - (0.7\sqrt{d} + \kappa(2 + \text{SNR}^{-1}))} \text{SNR}^{-1} \leq 1,
\]
\[
\eta \leq \frac{4\kappa^2\sqrt{d} (0.7 + \kappa^{-1}(2 + \text{SNR}^{-1}))}{2 - (0.7\sqrt{d} + \kappa(2 + \text{SNR}^{-1}))} \text{SNR}^{-1} \leq 6\kappa^2\sqrt{d}\text{SNR}^{-1} \leq \epsilon \sqrt{d},
\]

for $\text{SNR} \geq 35\kappa^4\sqrt{d}$.

The following proposition guarantees that the spectral initialization in Algorithm 1 will produce an initial guess $O^0$ in $\mathcal{N}_i$.

Proposition 3.6 (Spectral initialization). If the SNR in (2.1) satisfies $\text{SNR} > 1$, then
\[
d_F(O^0, O) = \min_{Q \in O(d)} \|O^0 - OQ\|_F \leq \frac{6\kappa^2 (\text{SNR} + 1)^2}{(\text{SNR} - 1)^2} \text{SNR}^{-1} \sqrt{nd}.
\]

In addition, if $\text{SNR} \geq 35\kappa^4\sqrt{d}$ and $\epsilon = 7\kappa^2\text{SNR}^{-1}$, i.e., Condition (b) in (3.7) holds, then
\[
d_F(O^0, O) \leq 7\kappa^2\text{SNR}^{-1} \sqrt{nd},
\]
the spectral initialization produces $O^0 \in \mathcal{N}_i$.

3.2 $\mathcal{T}$ is a contraction mapping on $\mathcal{N}_i$

We start with providing a few supporting lemmas that will be used to prove Proposition 3.4 and 3.5. Recall that
\[
C = OAAT, \quad \Delta := \Delta A^T + OAA^T + \Delta \Delta^T.
\]

Lemma 3.7. The operator norm of $\bar{\Delta}$ is bounded by
\[
\|\bar{\Delta}\| \leq n(2 + \text{SNR}^{-1})\|A\| \max \|\Delta_i\| = n\|A\|\sigma_{\min}(A)(2 + \text{SNR}^{-1})\text{SNR}^{-1}.
\]

For any $X \in \mathcal{N}_i$, it holds for $1 \leq i \leq n$,
\[
\max \|\Delta_i^T X \| \leq n\|A\|\sigma_{\min}(A)(2 + \text{SNR}^{-1})\text{SNR}^{-1},
\]
\[
\sigma_{\max}((CX)_i) \leq n\|A\|^2 (1 + \kappa^{-1}(2 + \text{SNR}^{-1})\text{SNR}^{-1}),
\]
\[
\sigma_{\min}((CX)_i) \geq n\|A\|^2 \kappa^{-2} (1 - \epsilon^2d/2 - \kappa(2 + \text{SNR}^{-1})\text{SNR}^{-1}),
\]

where $\Delta_i = \Delta(O_i, A + \Delta) \Delta_i^T + OAA \Delta_i^T$ is the $i$-th block column of $\bar{\Delta}$.

Lemma 3.7 is essential and also is different from [36]. Here we do not assume any statistical property of noise and thus use linear algebra to have a deterministic bound on $\|\Delta X\|_F$. It could be suboptimal under many statistical scenarios. On the other hand, the Gaussianity of noise was exploited in [36] and we can carry out a careful analysis to control $\|\Delta X^t\|_F$ via the leave-one-out technique where $X^t$ is the iterate from the GPM.
Proof of Lemma 3.7. The operator norm of \( \tilde{\Delta} \) satisfies
\[
\|\tilde{\Delta}\| \leq 2\sqrt{n}\|A\|\|\Delta\| + \|\Delta\|^2 = \sqrt{n}\|A\|\|\Delta\| \left(2 + \frac{\|\Delta\|}{\sqrt{n}\|A\|}\right) \leq n(2 + \text{SNR}^{-1})\|A\| \max\|\Delta_i\|
\]
where \( \|\Delta\| \leq \sqrt{n} \max\|\Delta_i\| = \sqrt{n}\sigma_{\min}(A) \text{SNR}^{-1} \leq \sqrt{n}\|A\| \text{SNR}^{-1} \).

We consider an upper bound of \( \|C_X\| = O_iA^TA^T\bar{X} + \Delta_i^TX \):
\[
\|\Delta_i^TX\| = \|\Delta_iA^TX + (O_iA + \Delta_i)\Delta_i^TX\|
\leq n\|A\|\|\Delta_i\| + n(\|A\| + \|\Delta_i\|) \max\|\Delta_i\|
\leq n\|A\|\sigma_{\min}(A)(2 + \text{SNR}^{-1}) \text{SNR}^{-1}
\]
(3.12)
where \( \|O^TX\| \leq n \) and \( \|\Delta_i^TX\| \leq \sqrt{n}\|\Delta\| \leq n \max\|\Delta_i\| \).

For the lower bound of \( \sigma_{\min}(|C_X|) \), it holds that
\[
\sigma_{\min}(|C_X|) \geq \sigma_{\min}(O_iA^TA^TX) - \|\tilde{\Delta}_i^X\| \geq \sigma_{\min}^2(A)\|\Delta_i\| - \|\Delta_i^X\|
\geq \sigma_{\min}^2(A) \left(1 - \frac{\epsilon^2d}{2}\right) - n\|A\|\sigma_{\min}(A)(2 + \text{SNR}^{-1}) \text{SNR}^{-1}
\geq n\|A\|^2\kappa^{-2} \left(1 - \epsilon^2d/2 - \kappa(2 + \text{SNR}^{-1}) \text{SNR}^{-1}\right)
\]
where the singular values of \( O^TX \) satisfy [3,3]. Similarly, we have
\[
\sigma_{\max}(|C_X|) \leq \|AA^TO^TX\| + \|\tilde{\Delta}_i^X\| \leq n\|A\|^2 + n\|A\|\sigma_{\min}(A)(2 + \text{SNR}^{-1}) \text{SNR}^{-1}
\leq n\|A\|^2 (1 + \kappa^{-1}(2 + \text{SNR}^{-1}) \text{SNR}^{-1})
\]

Lemma 3.8. For any \( X \) and \( Y \) in \( N_\epsilon \subseteq O(d)^{\otimes n} \), we have
\[
d_F(C_X,C_Y) \leq n\|A\|^2 \left(2\epsilon\sqrt{d} + (2 + \text{SNR}^{-1}) \text{SNR}^{-1}\right) d_F(X,Y)
\]

Proof: Let \( Q \) be the orthogonal matrix which makes \( d_F(X,Y) = \|X - YQ\|_F \), i.e., \( Q = P(Y^TX) \).
\[
\|C(X - YQ)\|_F \leq \|OAA^TO^T(X - YQ)\|_F + \|\Delta(X - YQ)\|_F
\leq \sqrt{n}\|A\|^2\|O^T(X - YQ)\|_F + \|\tilde{\Delta}\||X - YQ\|_F
\leq \sqrt{n}\|A\|^2\|O^T(X - YQ)\|_F + n(2 + \text{SNR}^{-1})\|A\| \max\|\Delta_i\||X - YQ\|_F
\leq n\|A\|^2 \left(\frac{1}{\sqrt{n}}\|O^T(X - YQ)\|_F + (2 + \text{SNR}^{-1}) \text{SNR}^{-1}\|X - YQ\|_F\right)
\]
where \( \|\tilde{\Delta}\| \leq n(2 + \text{SNR}^{-1})\|A\| \max\|\Delta_i\| \) in (3.11). The first term is bounded by
\[
\|O^T(X - YQ)\|_F \leq \|(Y - OQ)Y^T(X - YQ)\|_F + \|Y^T(X - YQ)\|_F
\]
Use \( Q_Y = P(O^TY) \)
\[
\leq \epsilon\sqrt{nd} \cdot d_F(X,Y) + \|Y^T(X - nQ)\|_F
\]
Use (3.13)
\[
\leq \epsilon\sqrt{nd} \cdot d_F(X,Y) + \frac{1}{2}\|X - YQ\|_F^2
\]
\[
\leq 2\epsilon\sqrt{nd} \cdot d_F(X,Y)
\]
where \( d_F(X,Y) = \min_{Q \in O(d)} \|X - YQ\|_F \leq d_F(X,O) + d_F(Y,O) \leq 2\epsilon\sqrt{nd} \) and
\[
\|Y^T(X - nQ)\|_F \leq \frac{1}{2}\|X - YQ\|_F^2
\]
(3.13)
for any \( X \) and \( Y \in O(d)^{\otimes n} \) where \( Q := P(Y^TX) \). Thus
\[
d_F(C_X,C_Y) \leq \|C(X - YQ)\|_F \leq n\|A\|^2 \left(2\epsilon\sqrt{d} + (2 + \text{SNR}^{-1}) \text{SNR}^{-1}\right) d_F(X,Y).
\]
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The inequality [3.13] follows from
\[ \|Y^T X - nQ\|_F^2 = \sum_{i=1}^{d} (n - \sigma_i(Y^T X))^2 \leq \left( \sum_{i=1}^{d} (n - \sigma_i(Y^T X)) \right)^2 \]

Use (3.1)  \[ = \left( nd - \|Y^T X\|_\star \right)^2 = \left( \frac{1}{2} \|X - YQ\|_F^2 \right)^2 \]

where \( \sigma_i(Y^T X) \leq n \).

**Lemma 3.9.** For two invertible matrices \( X \) and \( Y \) in \( \mathbb{R}^{d \times d} \),
\[ \|P(X) - P(Y)\| \leq \frac{2\|X - Y\|}{\sigma_{\min}(X) + \sigma_{\min}(Y)}, \quad \|P(X) - P(Y)\|_F \leq \frac{4\|X - Y\|_F}{\sigma_{\min}(X) + \sigma_{\min}(Y)} \]

where \( P(\cdot) \) is defined in (1.3).

The proof uses Davis-Kahan theorem for eigenvector perturbation [19]. This perturbation bound can be found in [32] Theorem 1 and [33] Lemma 4.7. It seems that to prove \( T \) is a contraction, we only need to combine Lemma 3.8 with Lemma 3.9. The proof of Proposition 3.4 follows from combining all the results above.

**Proof of Proposition 3.4.** For any \( X \) and \( Y \) in \( \mathcal{N} \), Lemma 3.7 implies a lower bound of \( \sigma_{\min}(\|CX\|_i) \) and \( \sigma_{\min}(\|CY\|_i) \). Let \( Q \) be the orthogonal matrix which minimizes \( \|CX - CYQ\|_F \). We have
\[ d_F(P_n(CX), P_n(CY)) = \min_{R \in O(d)} \|P_n(CX) - P_n(CY)R\|_F \]
\[ \leq \frac{1}{n\|A\|^2} \cdot \frac{\|P(\|CX\|_i) - P(\|CY\|_i)Q\|_F^2}{1 - \epsilon^2 d/2 - \kappa(2 + \text{SNR}^{-1}) \text{SNR}^{-1}} \cdot d_F(CX, CY) \]
\[ \leq \frac{2\kappa^2}{1 - \epsilon^2 d/2 - \kappa(2 + \text{SNR}^{-1}) \text{SNR}^{-1}} \cdot d_F(X, Y) \]

which gives the expression of \( \rho \).

**Proof of Proposition 3.5.** Suppose \( X \in \mathcal{N} \), then we want to show that \( P_n(CX) \in \mathcal{N} \). Let \( Q = P(O^TX) \) be the minimizer to \( \min_{Q \in O(d)} \|X - OQ\|_F \) whose optimal value equals \( d_F(X, O) \) in (3.11) exactly. Then we try to bound the distance between \( T(X) \) and \( O \) via
\[ d_F(T(X), O) = d_F(P_n(CX), P_n(nOAA^\top)) \]
\[ \leq \frac{1}{n\|A\|^2} \cdot \frac{\|P(\|CX\|_i) - P(nO_iAA^\top)Q\|_F^2}{2 - \epsilon^2 d/2 - \kappa(2 + \text{SNR}^{-1}) \text{SNR}^{-1}} \cdot \|CX - nOAA^\top Q\|_F \]

(3.14)

where \( \sigma_{\min}(nO_iAA^\top) \geq n\|A\|^2\kappa^{-2}, P(nO_iAA^\top) = O_iP(AA^\top) = O_i \), and thus \( P_n(nOAA^\top) = O \). It suffices to estimate \( \|CX - nOAA^\top Q\|_F \). Note that for each block of \( CX - nOAA^\top Q \),
it holds that
\[
\| [C X]_i - n O_i A A^\top Q \|_F = \| (O_i A A^\top O^\top X + \Delta^\top X) - n O_i A A^\top Q \|_F \\
\leq \| O_i A A^\top (O^\top X - n Q) \|_F + \| \Delta^\top X \|_F \\
Use (3.12) \leq \| A \|_2^2 \| O^\top X - n Q \|_F + n \sqrt{d} \| A \|_2 \sigma_{\min}(A)(2 + \text{SNR}^{-1}) \SNR^{-1} \\
Use (3.13) \leq \| A \|_2^2 \| X - O Q \|_F^2 + n \| A \|_2^2 \kappa^{-1} \sqrt{d}(2 + \text{SNR}^{-1}) \SNR^{-1} \\
Use X \in \mathcal{N}_\epsilon \leq n \| A \|_2^2 \left( \frac{\epsilon^2 d}{2} + \kappa^{-1} \sqrt{d}(2 + \text{SNR}^{-1}) \SNR^{-1} \right).
\]

By combining it with (3.14), we have
\[
d_F(T(X), O) \leq \frac{4 \sqrt{n} \kappa^2 \left( \epsilon^2 d/2 + \kappa^{-1} \sqrt{d}(2 + \text{SNR}^{-1}) \SNR^{-1} \right)}{2 - \left( \epsilon^2 d/2 + \kappa(2 + \text{SNR}^{-1}) \SNR^{-1} \right)} \leq \epsilon \sqrt{nd}
\]
provided that (3.9) holds.

3.3 Proof of Theorem 2.1, 2.2, and 2.3

Step 1-3 are devoted to proving Theorem 2.1 and 2.2; and Step 4 justifies Theorem 2.3.

Step 1: Existence of the fixed point and linear convergence. Let \( \mathcal{N}_\epsilon = \{ X \in O(d)^{\otimes n} : d_F(X, O) \leq \epsilon \sqrt{nd} \} \) and we equip it with the distance function \( d_F(\cdot, \cdot) \) in (2.2). Apparently, this is a complete and compact metric space since \( \mathcal{N}_\epsilon \) is a bounded and closed subset in \( \mathbb{R}^{nd \times d} \).

For the operator \( T \) defined in (3.5), Proposition 3.3 ensures that \( T \) is a contraction mapping on \( \mathcal{N}_\epsilon \) and it maps \( \mathcal{N}_\epsilon \) to itself under (3.6) and (3.7).

For the proof of Theorem 2.1 and 2.2 we use different initializations.

- To prove the tightness of the SDR in Theorem 2.1 we simply set \( O^0 = O \in \mathcal{N}_\epsilon \);
- To prove the global convergence of the GPM via spectral initialization in Theorem 2.2 Proposition 3.6 along with Condition (b) in (3.7) implies that the initial guess \( O^0 \) satisfies \( d_F(O^0, O) \leq \epsilon \sqrt{nd} \) with \( \epsilon = 7 \kappa^2 \SNR^{-1} \) and \( \SNR \geq 35 \kappa^4 \sqrt{d} \).

Theorem 3.2 guarantees that the generalized power method with an initial value \( O^0 \in \mathcal{N}_\epsilon \) will finally converge to a unique fixed point \( \hat{O} \) in \( \mathcal{N}_\epsilon \) satisfying
\[
d_F(T(\hat{O}), \hat{O}) = 0 \iff T(\hat{O}) = P_n(C\hat{O}) = \hat{O} Q
\]
for some \( Q \in O(d) \). Moreover, the convergence rate satisfies \( d_F(O^i, \hat{O}) \leq \rho^i d_F(O^0, \hat{O}) \) where \( \rho < 1 \) holds under (3.9) and (3.7) according to Proposition 3.3.

Step 2: Proof of \( T(\hat{O}) = \hat{O} \). Next, we will show that \( Q \) is in fact equal to \( I_d \). Note that Lemma 3.7 implies \( \sigma_{\min}([C\hat{O}]_i) > 0 \) for \( \hat{O} \in \mathcal{N}_\epsilon \) with \( \epsilon \) satisfying (3.6) or (3.7). For each block of \( C\hat{O} \), we get
\[
P([C\hat{O}]_i) = ([C\hat{O}]_i [C\hat{O}]_i^\top)^{-1/2} [C\hat{O}]_i = \hat{O}_i Q, \quad 1 \leq i \leq n.
\]
Define
\[
\Lambda_i = ([C\hat{O}]_i [C\hat{O}]_i^\top)^{1/2}, \quad \Lambda = \text{blkdiag}(\Lambda_{11}, \cdots, \Lambda_{nn}) \tag{3.15}
\]
which is a strictly positive semidefinite block-diagonal matrix, and then
\[
[C\hat{O}]_i = \Lambda_i \hat{O}_i Q, \quad 1 \leq i \leq n \iff C\hat{O} = \Lambda \hat{O} Q. \tag{3.16}
\]
Now multiplying both sides of (3.16) by $\hat{O}^\top$ gives
\[
\hat{O}^\top C\hat{O} = \hat{O}^\top O A A^\top O^\top \hat{O} + \hat{O}^\top \Delta \hat{O} = \hat{O}^\top \Lambda \hat{O} Q,
\] (3.17)
where $C$ satisfies (3.10). The smallest eigenvalue of $\hat{O}^\top C\hat{O}$ is lower bounded by
\[
\lambda_{\min}(\hat{O}^\top C\hat{O}) \geq \sigma_{\min}^2(A) \cdot \lambda_{\min}(\hat{O}^\top O O^\top \hat{O}) - n\|\Delta\|
\]
Use (3.11) \[ \geq \sigma_{\min}^2(A) \cdot \sigma_{\min}^2(O^\top \hat{O}) - 3n^2\|A\| \max\|\Delta_i\|
\]
Use (3.3) \[ \geq \sigma_{\min}^2(A) (1 - \epsilon^2d/2)^2 n^2 - 3n^2\|A\| \max\|\Delta_i\|
\]
\[ \geq n^2 \sigma_{\min}^2(A) ((1 - \epsilon^2d/2)^2 - 3\kappa \text{SNR}^{-1}) > 0 \]
under both (3.9) and (3.7). Note $\hat{O}^\top C\hat{O}$ is positive definite and so is $\hat{O}^\top \Lambda \hat{O}$. Therefore, $Q$ must be $I_d$ according to (3.17) since the only positive semidefinite orthogonal matrix is $I_d$. Therefore, $\hat{O}$ is the only fixed point to the nonlinear mapping $T$, i.e., $T(\hat{O}) = \hat{O}$ and $(\Lambda - C)\hat{O} = 0$ where $\Lambda$ is defined in (3.15).

**Step 3: Global optimality of $\hat{O}^\top O^\top$ in (SDR).** Define $L = \Lambda - C$ where $\Lambda_{ii}$ is defined in (3.15) and $\hat{Q} := \text{argin} \min_{Q \in O(d)} \|\hat{O} - OQ\|_F$, and we have $L\hat{O} = 0$. To prove the global optimality of $\hat{O}^\top O^\top$, it suffices to show $\lambda_{d+1}(L) > 0$, i.e., the $(d + 1)$th smallest eigenvalue of $L$ is strictly positive since $L\hat{O} = 0$ implies $d$ eigenvalues are equal to 0. Besides the $(d + 1)$-th smallest eigenvalue, we will also consider the top eigenvalue of $L$ as it will be used in analyzing the optimization landscape. Note that
\[
L = \begin{pmatrix} I_{nd} - n^{-1} \hat{O} \hat{O}^\top \end{pmatrix} L \begin{pmatrix} I_{nd} - n^{-1} \hat{O} \hat{O}^\top \end{pmatrix}
= \begin{pmatrix} I_{nd} - n^{-1} \hat{O} \hat{O}^\top \end{pmatrix} \Lambda \begin{pmatrix} I_{nd} - n^{-1} \hat{O} \hat{O}^\top \end{pmatrix} - \begin{pmatrix} I_{nd} - n^{-1} \hat{O} \hat{O}^\top \end{pmatrix} C \begin{pmatrix} I_{nd} - n^{-1} \hat{O} \hat{O}^\top \end{pmatrix}
\]
where $L\hat{O} = 0$. As a result, the Weyl’s theorem on eigenvalues implies the $(d + 1)$-th smallest and top eigenvalues of $L$ are
\[
\lambda_{\max}(L) \leq \lambda_{\max}(\Lambda) + \|(I_{nd} - n^{-1} \hat{O} \hat{O}^\top)C(I_{nd} - n^{-1} \hat{O} \hat{O}^\top)\|
\]
\[ \lambda_{d+1}(L) \geq \lambda_{\min}(\Lambda) - \|(I_{nd} - n^{-1} \hat{O} \hat{O}^\top)C(I_{nd} - n^{-1} \hat{O} \hat{O}^\top)\|
\]
Note that $C = O A A^\top O^\top + \Delta$ and
\[
\|(I_{nd} - n^{-1} \hat{O} \hat{O}^\top)C(I_{nd} - n^{-1} \hat{O} \hat{O}^\top)\|
\leq \|(I_{nd} - n^{-1} \hat{O} \hat{O}^\top)O\|_2^2 + \|\Delta\| \leq \|A\|^2 \|(I_{nd} - n^{-1} \hat{O} \hat{O}^\top)O\|_2^2 + \|\Delta\|
\leq \|A\|^2 \|\hat{O} - OQ\|_2^2 + \|\Delta\| \leq \epsilon^2 nd \|A\|^2 + n \|A\| \sigma_{\min}(A) (2 + \text{SNR}^{-1}) \text{SNR}^{-1}
\leq n \|A\|^2 (\epsilon^2 d + (2 + \text{SNR}^{-1}) \text{SNR}^{-1})
\]
where $\|\Delta\|$ is bounded in (3.11) and
\[
\|(I_{nd} - n^{-1} \hat{O} \hat{O}^\top)O\|_F = \|(I_{nd} - n^{-1} \hat{O} \hat{O}^\top)(O - \hat{O} \hat{Q}^\top)\|_F \leq \|\hat{O} - O\hat{Q}\|_F \leq \epsilon \sqrt{nd}. \quad (3.18)
\]
Note that $\Lambda_{ii}$ is symmetric and positive semidefinite, and thus its eigenvalues match the singular values of $[C\hat{O}]_i$, i.e., $[C\hat{O}]_i = O_i A_i A_i^\top O_i^\top \hat{O} + \Delta_i \hat{O}$ where $\Delta_i$ is the $i$-th block column of $\Delta$. Thus Lemma (3.4) gives
\[
\lambda_{\max}(\Lambda) = \max_{1 \leq i \leq n} \sigma_{\max}(C\hat{O})_i \leq n \|A\|^2 (1 + \kappa^{-1} (2 + \text{SNR}^{-1}) \text{SNR}^{-1}),
\]
\[
\lambda_{\min}(\Lambda) = \min_{1 \leq i \leq n} \sigma_{\min}(C\hat{O})_i \geq n \sigma_{\min}(A)_i (1 - \epsilon^2 d/2 - \kappa (2 + \text{SNR}^{-1}) \text{SNR}^{-1})
\]
Then we have
\[
\lambda_{\max}(L) \leq n \|A\|^2 + n \|A\|^2 (\epsilon^2 d + (2 + \text{SNR}^{-1}) \text{SNR}^{-1})
\]
For \( \lambda_{d+1}(L) \), it holds that
\[
\lambda_{d+1}(L) \geq n\sigma_{\min}^2(A) (1 - \epsilon^2d/2 - \kappa(2 + \text{SNR}^{-1})\text{SNR}^{-1}) - n\|A\|^2 (\epsilon^2d + (2 + \text{SNR}^{-1})\text{SNR}^{-1}) \\
\geq n\sigma_{\min}^2(A) (1 - 3\kappa^2\epsilon^2d/2 - 2\kappa^2(2 + \text{SNR}^{-1})\text{SNR}^{-1}) > 0
\]
under both (3.6) and (3.7). Theorem 3.1 implies that \( \hat{O}\hat{O}^T \) is the unique global minimizer to the SDR, which finishes the proof of Theorem 2.1 and 2.2.

Step 4: Optimization landscape of the Burer-Monteiro factorization. Under condition (b) in (5.7), we have \( \epsilon^2d \leq 1.4\sqrt{d}\text{SNR}^{-1} \) for \( \text{SNR} \geq 35\kappa^4\sqrt{d} \) and \( \epsilon = 7\kappa^2\text{SNR}^{-1} \). The eigenvalues of \( L \) satisfy
\[
\lambda_{\max}(L) \leq n\|A\|^2 (1 + \epsilon^2d + 2(2 + \text{SNR}^{-1})\text{SNR}^{-1}) \leq n\|A\|^2 (1 + 6\sqrt{d}\text{SNR}^{-1}), \\
\lambda_{d+1}(L) \geq n\sigma_{\min}^2(A) (1 - 3\kappa^2\epsilon^2d/2 - 2\kappa^2(2 + \text{SNR}^{-1})\text{SNR}^{-1}) \geq n\sigma_{\min}^2(A)(1 - 7\kappa^2\sqrt{d}\text{SNR}^{-1}).
\]
As a result, we have
\[
\frac{\lambda_{\max}(L)}{\lambda_{d+1}(L)} \leq \kappa^2 \cdot \frac{1 + 7\kappa^2\sqrt{d}\text{SNR}^{-1}}{1 - 7\kappa^2\sqrt{d}\text{SNR}^{-1}}.
\]
Theorem 2.8 in [33] implies that if \( p \geq (2\lambda_{\max}(L)/\lambda_{d+1}(L) - 1)d + 2 \), i.e.,
\[
p \geq \left( \frac{2\kappa^2(1 + 7\kappa^2\sqrt{d}\text{SNR}^{-1})}{1 - 7\kappa^2\sqrt{d}\text{SNR}^{-1}} - 1 \right) d + 2 \iff \text{SNR} \geq \frac{\kappa^2\sqrt{d}}{p + 2\kappa^2d + d - 2},
\]
then the optimization landscape of \( \text{(BM)} \) is benign, i.e., every local minimizer is global and the local minimizer \( S \in \text{St}(d, p)^{\otimes n} \) satisfies \( SS^T = \hat{O}\hat{O}^T \). This finishes the proof of Theorem 2.8.

3.4 Proof of Proposition 3.6 (Initialization)

The proof of Proposition 3.6 relies on the Davis-Kahan theorem for singular vectors [19, 61].

Theorem 3.10 (Davis-Kahan theorem). Let \( B \) and \( \tilde{B} \) be two matrices of size \( \mathbb{R}^{N \times M} \) with \( \min\{N, M\} \geq d \). Suppose
\[
\sigma_d(B) \geq \alpha + \delta, \quad \sigma_{d+1}(\tilde{B}) \leq \alpha,
\]
where \( \sigma_d(\cdot) \) denotes the \( d \)th largest singular value, then
\[
\frac{1}{2} \min_{Q \in O(d)} \|V_B - V_BQ\| \leq \|(I_N - V_BV_B^T)V_B\| \leq \frac{\|\tilde{B} - B\|}{\delta}
\]
where \( V_B \) and \( V_{\tilde{B}} \in \mathbb{R}^{N \times d} \) are the top \( d \) normalized left singular vectors of \( B \) and \( \tilde{B} \) respectively. A similar bound also holds for the right singular vectors.

Now we present the proof of Proposition 3.6.

Proof of Proposition 3.6. Consider the data matrix \( D := OA + \Delta \in \mathbb{R}^{nd \times m} \). Denote \( (\Sigma, U, V) \) as the top \( d \) singular values and left/right singular vectors of \( D \) where \( \Sigma \in \mathbb{R}^{d \times d} \) is a diagonal matrix, \( U \in \mathbb{R}^{nd \times d} \) with \( U^TU = I_d \), and \( V \in \mathbb{R}^{m \times d} \) with \( V^TV = I_d \). It simply holds
\[
U = DV\Sigma^{-1}.
\]
Let \( A = U\Sigma\tilde{V}^T \in \mathbb{R}^{d \times m} \) be the SVD of \( A \) and \( \tilde{V} \in \mathbb{R}^{m \times d} \) consists of top \( d \) right singular vectors of \( A \). We will approximate \( U \) by using “one-step power method”:
\[
U - D\tilde{V}Q\Sigma^{-1} = D(V - \tilde{V}Q)\Sigma^{-1}
\]
where \( Q \) is an orthogonal matrix that minimizes \( \min_{R \in O(d)} \|V - \tilde{V}R\|_F \). Next, we will show that each block \( U_i \) of \( U \) is well approximated by that of \( D\tilde{V}Q\Sigma^{-1} \). We start with estimating \( \|V - \tilde{V}Q\| \) using the Davis-Kahan theorem.
Using Weyl’s inequality, we have
\[ \| D - O A \| \leq \| \Delta \| \implies |\sigma_i(D) - \sqrt{n} \sigma_i(A)| \leq \| \Delta \|, \quad 1 \leq i \leq d. \]  \hspace{1cm} (3.19)

By denoting \( \Sigma = \text{diag}(\sigma_1(D), \ldots, \sigma_d(D)) \), it holds that
\[ \sqrt{n} \| A \|((1 + \text{SNR}) \geq \lambda_{\max}(\Sigma) \geq \lambda_{\min}(\Sigma) \geq \sqrt{n} \sigma_{\min}(A)(1 - \text{SNR}^{-1}). \]

and \( \| \Delta \| \leq \text{SNR}^{-1} \sigma_{\min}(A) \leq \text{SNR}^{-1} \| A \| \).

Applying the Davis-Kahan theorem to \( D \) and \( O A \) implies that
\[ \| V - \tilde{V} Q \| \leq \frac{2 \| \Delta \|}{\sqrt{n} \sigma_{\min}(A)} \leq \frac{2 \max \| \Delta \|}{\sigma_{\min}(A) - \max \| \Delta \|} = \frac{2}{\text{SNR}^{-1}}. \]  \hspace{1cm} (3.20)

As a result, the \( i \)th block \( U_i \) of \( U \) is approximated by \( [D \tilde{V} Q \Sigma^{-1}]_i \) with error bounded by
\[ \| U_i - [D \tilde{V} Q \Sigma^{-1}]_i \| \leq \| (O_i A + \Delta_i)(V - \tilde{V}) Q \Sigma^{-1} \| \]

Use (3.19) and (3.20) \[ \leq \| A \|(1 + \text{SNR}) \cdot \frac{2}{\text{SNR}^{-1}} \cdot \frac{1}{\sqrt{n} \sigma_{\min}(A)(1 - \text{SNR}^{-1})} \]

\[ \leq \frac{2 \kappa (\text{SNR} + 1)}{\sqrt{n} (\text{SNR} - 1)^2}. \]

Therefore,
\[ \| U_i - O_i A \tilde{V} Q \Sigma^{-1} \| \leq \| U_i - (O_i A + \Delta_i) \tilde{V} Q \Sigma^{-1} \| + \| \Delta_i \tilde{V} Q \Sigma^{-1} \| \]

\[ \leq \frac{2 \kappa (\text{SNR} + 1)}{\sqrt{n} (\text{SNR} - 1)^2} + \frac{\max \| \Delta \|}{\sqrt{n} \sigma_{\min}(A)(1 - \text{SNR}^{-1})} \]

\[ \leq \frac{2 \kappa (\text{SNR} + 1)}{\sqrt{n} (\text{SNR} - 1)^2} + \frac{\text{SNR} - 1}{\sqrt{n} (\text{SNR} - 1)^2} \leq \frac{3 \kappa (\text{SNR} + 1)}{\sqrt{n} (\text{SNR} - 1)^2}. \]

Now applying Lemma 3.3 gives:
\[ \| P(U_i) - P(O_i A \tilde{V} Q \Sigma^{-1}) \| \leq \frac{2}{\sigma_{\min}(O_i A \tilde{V} Q \Sigma^{-1})} \cdot \| U_i - O_i A \tilde{V} Q \Sigma^{-1} \| \]

\[ \leq 2 \sqrt{n} (1 + \text{SNR}^{-1}) \cdot \frac{3 \kappa (\text{SNR} + 1)}{\sqrt{n} (\text{SNR} - 1)^2} = \frac{6 \kappa^2 (\text{SNR} + 1)^2}{(\text{SNR} - 1)^2} \text{SNR}^{-1} \]

where \( \sigma_{\min}(\Sigma) = \sigma_{\min}(A) \) and
\[ \sigma_{\min}(O_i A \tilde{V} Q \Sigma^{-1}) = \sigma_{\min}(U \tilde{V} Q \Sigma^{-1}) \geq \sigma_{\min}(\Sigma) \sigma_{\min}(\Sigma^{-1}) \]

Use (3.19) \[ \geq \frac{\sigma_{\min}(A)}{\sqrt{n} \| A \|(1 + \text{SNR}^{-1})} = \frac{1}{\kappa \sqrt{n}(1 + \text{SNR}^{-1})}. \]

Finally we arrive at
\[ d_F(O^0, O) \leq \sqrt{\sum_{i=1}^{n} \| P(U_i) - P(O_i A \tilde{V} Q \Sigma^{-1}) \|_F^2} \leq \frac{6 \kappa^2 (\text{SNR} + 1)^2}{(\text{SNR} - 1)^2} \text{SNR}^{-1} \sqrt{nd}. \]

\[ \square \]

### 3.5 Proof of Corollary 2.5

Define \( \delta := m^{-1} d \log (n(m+d)) \), as we assume \( \delta \leq 1/16 \) which is guaranteed if \( m \geq 16d \log (n(m+d)) \). We start with the estimation of singular values of \( A \). Note that \( A A^\top = \sum_{j=1}^{m} a_j a_j^\top \) and \( E A A^\top = md^{-1} I_d \). Then by [27] Example 6.21, we have
\[ \left\| \frac{d}{m} A A^\top - I_d \right\| \leq 2 \gamma \delta + \sqrt{2 \gamma \delta} \]
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with probability $1 - 2d(n(m + d))^{-\gamma}$. Setting $\gamma = 2$ gives

$$\frac{m}{4d} \leq \frac{m(1 - 2\sqrt{\delta} - 4\delta)}{d} \leq \lambda_{\min}(AA^\top) \leq \lambda_{\max}(AA^\top) \leq \frac{m(1 + 2\sqrt{\delta} + 4\delta)}{d} \leq \frac{7m}{4d}.$$  

It is straightforward to control $\|\Delta_i\|$ via the Bernstein inequality ([55, Theorem 1.4]): conditioned on $A$, it holds

$$\sum_{j=1}^{m} E \Delta_{ij} \Delta_{ij}^\top = \sum_{j=1}^{m} \theta(1 - \theta) a_j a_j^\top + (1 - \theta) \mathbb{E} z_{ij} z_{ij}^\top = (1 - \theta) \left( \theta AA^\top + \frac{m}{d} I_d \right),$$

$$\sum_{j=1}^{m} E \Delta_i^\top \Delta_{ij} = \sum_{j=1}^{m} (1 - \theta^2) e_j e_j^\top = (1 - \theta^2) I_m,$$

$$\sum_{i=1}^{n} E \Delta_i^\top \Delta_i = n(1 - \theta^2) I_m,$$

and then with $\theta \leq 1$, we have

$$\max \left\{ \| \sum_{j=1}^{m} E \Delta_{ij} \Delta_{ij}^\top \|, \| \sum_{j=1}^{m} E \Delta_i^\top \Delta_{ij} \| \right\} \leq (1 - \theta) \max \left\{ \left( \theta \| A \|^2 + \frac{m}{d} \right), 1 + \theta \right\} \leq \frac{3(1 - \theta)m}{d}.$$  

Note that $\|\Delta_{ij}\| \leq 1 + \theta \leq 2$ and thus it holds

$$\max \|\Delta_i\| \leq \frac{4\gamma \log(n(m + d))}{3} + \sqrt{6\gamma(1 - \theta)md^{-1} \log(n(m + d))} \leq \left( \frac{8}{3} + 2\sqrt{3(1 - \theta)\delta^{-1}} \right) \log(n(m + d))$$

with probability at least $1 - 2(n(m + d))^{-1}$. Then the sufficient condition in Theorem 2.2 becomes

$$\frac{\theta}{2} \sqrt{\frac{m}{d}} \geq 70\kappa^4 \sqrt{d} \max \left\{ \frac{8}{3} \sqrt{3(1 - \theta)\delta^{-1}} \log(n(m + d)) \right\}$$

which is guaranteed by

$$\theta \geq \frac{400\kappa^4 d \log(n(m + d))}{\sqrt{m}} \quad \text{and} \quad \theta \geq 1 - \frac{1}{(280\kappa^4 \sqrt{3d \log(n(m + d))})^2}$$

where $d \log(n(m + d)) = m\delta$.
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