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Abstract—A clustering outcome for high-dimensional data is typically interpreted via post-processing, involving dimension reduction and subsequent visualization. This destroys the meaning of the data and obfuscates interpretations. We propose algorithm-agnostic interpretation methods to explain clustering outcomes in reduced dimensions while preserving the integrity of the data. The permutation feature importance for clustering represents a general framework based on shuffling feature values and measuring changes in cluster assignments through custom score functions. The individual conditional expectation for clustering indicates observation-wise changes in the cluster assignment due to changes in the data. The partial dependence for clustering evaluates average changes in cluster assignments for the entire feature space. All methods can be used with any clustering algorithm able to reassign instances through soft or hard labels. In contrast to common post-processing methods such as principal component analysis, the introduced methods maintain the original structure of the features.
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I. INTRODUCTION

Recent efforts have focused on making machine learning models interpretable, both via model-agnostic interpretation methods and novel interpretable model types [1], which is referred to as interpretable machine learning or explainable artificial intelligence in different contexts. Research in unsupervised learning - which includes clustering - has mostly avoided the topic of interpretability. However, it is desirable to explain why an observation was clustered in a certain way and what distinguishes clusters from each other [2]. Explanations increase human trust in decisions that are made on the basis of a clustering outcome and can be used to improve the underlying algorithm or its parameters. Unfortunately, the success in addressing the issue of cluster interpretability has been limited [3]. There are two options to receive interpretable clusters. Either using an algorithm that produces interpretable clusters [2]–[4] or post-processing of the clustering results, which typically involves dimension reduction, e.g., via principal components analysis, and subsequent visualization of lower-dimensional data. The first option is restricted by the availability of clustering algorithms that produce interpretable clusters. The second option obfuscates interpretations by destroying the features used to cluster the data.

A. Contributions

This paper presents a novel, algorithm-agnostic way to interpret any clustering outcome while preserving the original features, inspired by model-agnostic interpretation techniques from supervised learning (SL).

What do we mean by algorithm-agnostic interpretation? We consider clustering interpretability to be any information that improves our knowledge of the clustering routine. This includes information regarding the relevance of features for the entire clustering outcome or for the constitution of single clusters. Our methods examine the current state of the clustering routine, conditional on a given data set. They are based on the principles of sensitivity analysis (SA) [5], changing feature values in a systematic way and evaluating changes in cluster assignments, thus being algorithm-agnostic for any clustering method that can assign instances to existing clusters through soft or hard labels.

The permutation feature importance (PFI) [6], [7] serves as an inspiration for the PFI for clustering (PFIC), the individual conditional expectation (ICE) [8] for the ICE for clustering (ICEC), and the partial dependence (PD) [9] for the PD for clustering (PDC).

B. Paper Outline

We provide background information on model interpretations in SL and interpretable clustering in Section II. Section III introduces the notation. In Sections IV, V and VI, we define the PFIC, ICEC, and PDC, respectively. Section VII provides additional comments on the methodology behind our techniques. Section VIII demonstrates all methods on both simulated and real data. In Section IX, we discuss our results and provide an outlook on future work.

II. BACKGROUND AND RELATED WORK

With roots dating back several decades, the interpretation of model output has become a popular research topic only in
recent years [10]. Existing techniques provide interpretations or explanations (terms we use exchangeably in this paper) in terms of feature summary statistics or visualizations (e.g., a value indicating a feature’s importance to the model or a curve indicating its effects on the prediction), model internals (e.g., beta coefficients for linear regression models), data points (e.g., counterfactual explanations [11]), or surrogate models (i.e., interpretable approximations to the original model) [1].

Established methods to determine feature summaries comprise the ICE, PD, accumulated local effects (ALE) [12], local interpretable model-agnostic explanations (LIME) [13], Shapley values [14], [15], or the PFI. The functional analysis of variance (FANOVA) [5], [16] and Sobol indices [17] of a high-dimensional model representation are powerful tools to quantify input influence on the model output in terms of variance but are limited by the requirement for independent inputs. Modifications to adapt the FANOVA for dependent inputs have had a limited success [18]. Shapley values - a concept from game theory - can address certain settings for dependent inputs, e.g., to identify non-influential inputs (factor fixing), or quantifying a feature’s total order importance (including all types of interactions) [19].

Unsupervised learning, including clustering, has largely been ignored by this line of research. However, for high-dimensional data sets, the clustering routine can often be considered a black box, as we may not be able to assess and visualize the multidimensional cluster patterns found by the algorithm. It therefore is desirable to receive deeper explanations on how an algorithm makes its decisions and what differentiates clusters from each other. Interpretable clustering algorithms incorporate the interpretability criterion directly into the cluster search. Interpretable clustering of numerical and categorical objects (INCONCO) [2] is an information-theoretic approach based on finding clusters that minimize minimum description length. It finds simple rule descriptions of the clusters by assuming a multivariate normal distribution and taking advantage of its properties. Interpretable clustering via optimal trees (ICOT) [3] uses decision trees to optimize a cluster quality measure. In [4] clusters are explained by forming polytopes around them. Mixed integer optimization is used to jointly find clusters and define polytopes.

Analogously to SL, we may define post-hoc interpretations as ones that are obtained after the clustering procedure, e.g., by showing a subset of representative elements of a cluster or via visualization techniques such as scatter plots or saliency maps [20]. Running another algorithm on top of the clustering outcome is referred to as post-processing. Typically, the data is high-dimensional and requires the use of dimensionality reduction techniques such as principal component analysis (PCA) before being visualized in two or three dimensions. PCA creates linear combinations of the original features called the principal components (PCs). The goal is to select fewer PCs than original features while still explaining most of their variance. PCA obscures the information contained in the original features by rotating the system of coordinates, thereby not revealing dependencies between features but instead between the PCs and the features. For instance, interpretable correlation clustering (ICC) [21] uses post-processing of correlation clusters. A correlation cluster groups the data such that there is a common within-cluster hyperplane of arbitrary dimensionality. ICC applies PCA to each correlation cluster’s covariance matrix, thereby revealing linear patterns inside the cluster. One can also use an SL algorithm to post-process the clustering outcome which learns to find interpretable patterns between the found cluster labels and the features. Although we may use any SL algorithm, classification trees are a suitable choice due to naturally providing decision rules on how they arrive at a prediction [22].

Another post-processing option is to conduct a form of SA where data are deliberately manipulated and reassigned to existing clusters. In [23], the PFI is adapted for clustering, where feature values are first shuffled and the observations are reassigned to existing clusters. The percentage of change between clusters is used as a feature importance indication, termed global permutation percent change (G2PC) for global evaluations and local permutation percent change (L2PC) for evaluations of single instances. This methodology, originating in SA (where it is also referred to as the pick-freeze method due to picking select input values and freezing the remainders) and SL, is suited for algorithm-agnostic methods and provides the basis for the methods proposed in this paper.

The PFIC represents a more general framework than G2PC which can be fine-tuned to the task at hand with a custom score metric and which is able to evaluate the cluster-specific feature importance. The ICEC provides a more targeted analysis than L2PC. Instead of shuffling in the same fashion as G2PC, the ICEC orders the feature values created to reevaluate cluster assignments, which can then be visualized for user-friendly interpretations. The PDC combines the motives behind the PFIC and ICEC. It globally explains effects on the clustering outcome for the entire feature space through aggregating local interpretations (the ICECs) and at the same time can be interpreted visually and more systematically than G2PC.

III. NOTATION

We cluster a data set \( D = \{ x^{(i)} \}_{i=1}^{n} \) where \( x^{(i)} \) denotes the \( i \)-th observation. A single observation \( x \) consists of \( p \) feature values \( x = (x_1, \ldots, x_p) \). A subset of features is denoted by \( S \subseteq \{1, \ldots, p\} \) with the complement set being denoted by \( \neg S = \{1, \ldots, p\} \setminus S \). Using \( S \), an observation \( x \) can be partitioned so that \( x = (x_S, x_{\neg S}) \). A data set \( D \) where all features in \( S \) have been shuffled is denoted by \( D_S \). An algorithm generates \( k \) clusters. The initial clustering is encoded within a function \( f \) that - conditional on whether the clustering algorithm outputs hard or soft labels - maps each observation \( x \) to a cluster index \( c \) (hard label) or to \( k \) pseudo probabilities indicative of cluster membership (soft labeling):

- **Hard labeling:** \( f : x \mapsto c, \ c \in \{1, \ldots, k\} \)
- **Soft labeling:** \( f : x \mapsto [0, 1]^k \)
For soft labeling algorithms, \( f^{(c)}(x) \) denotes the pseudo probability of observation \( x \) belonging to the \( c \)-th cluster. The same notation is used to indicate the cluster-specific value within an ICEC or PDC vector (see Sections V and VI).

IV. PERMUTATION FEATURE IMPORTANCE FOR CLUSTERING

Shuffling a feature in the data set destroys the information it contains. The PFI is computed by evaluating the model performance before and after shuffling. The G2PC transfers this concept to clustering. It indicates the percentage of change between the cluster assignments of the original data and those from a permuted data set. A high G2PC indicates an important feature for the clustering outcome. However, for clusters that considerably differ in size, the G2PC does not accurately represent the importance of features, as it is dominated by the cluster with the most observations.

We instead propose a more general framework, termed the permutation feature importance for clustering (PFIC). The clustering task is viewed as a multi-class classification problem where the assignment to clusters after permuting feature values is evaluated using an appropriate score, e.g., the F1 score. Our framework consists of four stages: (1) running the clustering algorithm, (2) shuffling a subset of features (i.e., columns) \( S \) in the data set \( D \), (3) assigning the shuffled data \( D_S \) to the clusters from step (1), and (4) measuring the change in cluster assignments through an appropriate score function \( h(f(D), f(D_S)) \). G2PC is a special case of our framework where the score corresponds to the global percentage of change. The PFIC for feature set \( S \) corresponds to:

\[
PFIC_S = h(f(D), f(D_S))
\]

In order to reduce variance in the estimate resulting from shuffling the data, one can shuffle \( t \) times and evaluate the distribution, e.g., the median for a point estimate:

\[
PFIC_S = \text{median} \left( h(f(D), f(D_S^{(1)})), \ldots, h(f(D), f(D_S^{(t)})) \right)
\]

**Algorithm 1** Global PFIC

run clustering algorithm

for all \( \text{iter} \in \{1, \ldots, t\} \) do

shuffle columns \( S \)
compute hard labels
create multi-class confusion matrix
compute score \( h_c \) from confusion matrix

end for

evaluate distribution of \( \{h_c^{(\text{iter})}\}_{\text{iter} \in \{1, \ldots, t\}} \)

**Algorithm 2** Cluster-Specific PFIC

run clustering algorithm

for all \( \text{iter} \in \{1, \ldots, t\} \) do

shuffle columns \( S \)
compute hard labels
for all \( c \in \{1, \ldots, k\} \) do

create binary confusion matrix
compute score \( h_c \) from confusion matrix

end for

evaluate distribution of \( \{h_c^{(\text{iter})}\}_{\text{iter} \in \{1, \ldots, t\}} \)

A. Multi-Class Classification Problem

When comparing original cluster assignments and the ones after shuffling the data, we can create a confusion matrix in the same way as in multi-class classification (see Table I). Multi-class classification performance can be evaluated by aggregating binary class comparisons - class \( c \) versus the remaining classes - through a micro and macro score (see Appendix). The micro score is a suitable metric if all instances shall be considered equally important. The macro score suits a setting where all classes (i.e., clusters in our case) shall be considered equally important. The micro F1 score (see Appendix) is equivalent to classification accuracy (for settings where each instance is assigned a single label), so the following relation holds:

\[
F1_{\text{micro}} = 1 - \text{G2PC}
\]

Instead of aggregating binary comparisons, we can also directly evaluate them for cluster-specific interpretation purposes (see Table I). Analogously, one can use established binary score metrics, e.g., the F1 score, Rand [24] or Jaccard [25] index. This allows much more flexible interpretations than G2PC. Algorithm 1 describes the global PFIC algorithm. Algorithm 2 describes the cluster-specific PFIC algorithm.

**TABLE I**

**MULTI-CLASS CONFUSION MATRIX TO COMPUTE THE PFIC.**

| Cluster before shuffling | Cluster c | Cluster after shuffling |
|--------------------------|-----------|------------------------|
| Cluster 1                | #11       |                         |
| ...                      | .         | .                      |
| Cluster c                | #c1       |                         |
| ...                      | .         | .                      |
| Cluster c                | #cc       |                         |
| ...                      | .         | .                      |

How to interpret the PFIC: The global PFIC indicates how shuffling the values of a feature or a set of features changes the assignment of instances to the clusters, measured by a multi-class score metric. The multi-class score is a global feature importance value that ranks features according to their overall contribution to the clustering outcome. The cluster-specific PFIC indicates how shuffling the values of a feature or a set of features changes the assignment of instances to that specific...
have a similar shape (see Fig. 9). Different shapes indicate depending on the initial cluster assignment, sICECs will
the way vector:

\[ \text{ICEC}_x(\tilde{x}_S) = f(\tilde{x}_S, x_{-S}) \]

For soft labeling algorithms, the sICEC corresponds to a k-way vector:

\[ \text{sICEC}_x(\tilde{x}_S) = \left( f^{(1)}(\tilde{x}_S, x_{-S}), \ldots, f^{(k)}(\tilde{x}_S, x_{-S}) \right) \]

The sICEC is best interpreted visually (see Section VIII). Depending on the initial cluster assignment, sICECs will have a similar shape (see Fig. 9). Different shapes indicate interactions with other features.

### Algorithm 3 ICEC

| run clustering algorithm |
|-------------------------|
| sample m vectors of feature values \( \{ \tilde{x}_S^{(j)} \}_{j \in \{1, \ldots, m\}} \) |
| for all \( i \in \{1, \ldots, n\} \) do |
| for all \( j \in \{1, \ldots, m\} \) do |
| generate hypothetical observation \( x = (\tilde{x}_S^{(j)}, x_{-S}) \) |
| ICEC\(_{x^{(i)}(\tilde{x}_S^{(j)})} = f(x) \) |
| end for |
| end for |

How to interpret the ICEC: The sICEC indicates how replacing values of a feature or a set of features changes the pseudo probability of a single instance being assigned to each existing cluster. The hICEC indicates how replacing values of a feature or a set of features changes the hard cluster assignment of a single instance.

### VI. PARTIAL DEPENDENCE FOR CLUSTERING

The partial dependence (PD) \[ \text{PD} \] represents the expectation of an SL model w.r.t. a subset of features. The PD can be estimated through a point-wise aggregation of ICEs. We propose the PDC which indicates both cluster-specific and global effects of a subset of features on the clustering. Analogously to the ICEC, it works for both soft labeling (sPDC) and hard labeling (hPDC):\[ \text{hPDC}_D(\tilde{x}_S) = \text{mode}(\{ \text{ICEC}_{x^{(1)}}(\tilde{x}_S), \ldots, \text{ICEC}_{x^{(n)}}(\tilde{x}_S) \}) \]

\[ \text{sPDC}_D(\tilde{x}_S) = \left( \text{sICEC}^{(1)}_D(\tilde{x}_S), \ldots, \text{sICEC}^{(k)}_D(\tilde{x}_S) \right) \]

where

\[ \text{sICEC}^{(c)}_D(\tilde{x}_S) = \frac{1}{n} \sum_{i=1}^{n} \text{sICEC}^{(c)}_{x^{(i)}}(\tilde{x}_S) \]

Alternatively, one can use the median instead of the mean value. Due to changing feature values for all observations and then aggregating the ICECs, the PDC is a global explanation for the entire feature space. The PDC is best interpreted visually (see Section VII). For a hard labeling algorithm, the outcome of the ICEC and thus also PDC is a scalar indicating cluster membership. We receive \( n \) hard labels for each replaced feature value. A useful interpretation (and visualization) is to evaluate the percentage of majority vote labels, indicating “certainty” of the PDC for hard labeling algorithms (see Fig. 9). The percentage of majority voted class labels indicates the homogeneity of ICECs. If substituting a feature set by the same values for all observations results in a reassignment to one cluster for the majority of instances, the PDC is a good interpretation instrument. Otherwise, further investigations into the ICECs are required.

### Algorithm 4 sPDC

| run clustering algorithm |
|-------------------------|
| sample \( m \) vectors of feature values \( \{ \tilde{x}_S^{(j)} \}_{j \in \{1, \ldots, m\}} \) |
| for all \( i \in \{1, \ldots, n\} \) do |
| compute ICEC\(_{x^{(i)}} \) (see Algorithm 3) |
| end for |
| for \( j \in \{1, \ldots, m\} \) do |
| for \( c \in \{1, \ldots, k\} \) do |
| sPDC\(_{x^{(j)}}^{(c)}(\tilde{x}_S) = \frac{1}{n} \sum_{i=1}^{n} \text{sICEC}^{(c)}_{x^{(i)}}(\tilde{x}_S) \) |
| end for |
| end for |

How to interpret the PDC: The sPDC indicates how - on average - replacing values of a feature or a set of features changes the pseudo probability of an observation being assigned to each existing cluster. The hPDC indicates how - on average - replacing values of a feature or a set of features changes the hard cluster assignment of an observation.
Algorithm 5 hPDC

run clustering algorithm
sample \( m \) vectors of feature values \( \{\tilde{x}^{(j)}_S\}_{j \in \{1, \ldots, m}\} \)
for all \( i \in \{1, \ldots, n\} \) do
    compute ICEC\( x^{(i)} \) (see Algorithm [3])
end for
for \( j \in \{1, \ldots, m\} \) do
    \( \text{hPDC}_D(\tilde{x}^{(j)}_S) = \text{mode} \left( \{\text{sICEC}_{x^{(i)}}(\tilde{x}^{(j)}_S)\}_{i \in \{1, \ldots, n\}} \right) \)
end for

VII. ADDITIONAL NOTES ON THE METHODOLOGY

A. Sampling

We sample values for a feature set \( S \). A simple option is to use the sampling distribution, i.e., all observed values. In SA, one typically intends to explore the feature space as thoroughly as possible (space-filling designs). In SL, there are valid arguments against space-filling designs due to resulting in model extrapolations, i.e., predictions in areas where the model was not trained with enough data [26, 27]. In clustering, the absence of a model and in turn the absence of associated model performance issues allow us to fill the feature space as extensively as possible, e.g., with unit distributions, random, or quasi-random (also referred to as low-discrepancy) sequences (e.g., Sobol sequences) [5]. In fact, assigning unseen data to the clusters serves our purpose of visualizing the decision boundaries between them.

Sampling strategy for each method: For the PFIC, we evaluate a fixed dataset and simply shuffle \( x_S \). For the ICEC and PDC, we can either use observed values or strive for a more space-filling design. The more values we sample, the better our interpretations but the higher the computational cost.

B. Reassigning versus Reclustering

As discussed in [23], one could argue that assigning instances to existing clusters violates the purpose behind clustering algorithms (which would form new clusters instead). Reclassifying data that were manipulated on a greater scale results in a “concept drift” and different clusters. In Fig. 1 (left), we evaluate the Cartesian product of bivariate data that forms 3 clusters (grid lines). The right plot visualizes a reclustering of the same Cartesian product, resulting in clearly visible changes in the shape and scale of the clusters.

The PFIC, ICEC, and PDC can also be used to evaluate a reclustering of the data. For instance, one could compare the sets of observations clustered together before and after the change in the data (in all three methods). However, such an analysis is computationally considerably more costly. Furthermore, one must factor out stochasticity when reclustering, e.g., due to randomly initializing the initial cluster parameters.

However, the influence of small and isolated changes in the data on the constitution of the clusters is negligible. For instance, the ICEC evaluates changes of single instances one-at-a-time, and the changes are typically restricted to single features or small sets of features. Although the PFIC and PDC evaluate simultaneous changes in all data instances, these are also restricted to a (typically very small) subset of features. Such a scenario is markedly different from increasing the size of the data as in Fig. 1. However, note that - especially for simultaneous changes in the data - reassigning instances is not necessarily predictive of how a reclustering would appear. It follows that our methods are mainly targeted at characterizing high-dimensional clusters in reduced dimensions, conditional on a given dataset. In other words, we treat the found clustering outcome as a model, and our interpretations are akin to model-agnostic interpretations in SL.

C. Algorithm-Agnostic Interpretations

How to reassign instances differs across clustering algorithms. For instance, in \( k \)-means we assign an instance to the cluster with the lowest Euclidean distance; in probabilistic clustering such as Gaussian mixture models we select the cluster associated with the largest probability; in hierarchical clustering we select the cluster with the lowest linkage value, etc. [23]. In other words, although the implementation of the reassignment stage in our methods differs across algorithms (the computation of soft or hard labels), our interpretation techniques stay exactly the same. For our methods to be truly algorithm-agnostic, we incorporate variants to accommodate hard labeling algorithms as well.

VIII. APPLICATION

A. Simulations

1) Micro F1 versus Macro F1: We simulate an imbalanced data set consisting of 4 classes (see Fig. 2), where each class follows a different bivariate normal distribution. 60 instances are sampled from class 3 while 20 instances are sampled from each of the remaining classes. To capture the latent class variable, \( c \)-means is set to the 4 centers. The right plot in Fig. 2 displays the perfect cluster assignments. We can see that \( x_1 \) is the defining feature of the clustering for 3 out of 4 clusters.

We now compare the macro F1 and micro F1 score for \( x_1 \) and \( x_2 \). In Table III we can see that micro F1 indicates that both features are equally important. Note that the micro F1 score corresponds to 1 - G2PC, which implies that G2PC is unable to identify the feature importance in this case. Macro F1 on the other hand is different for both features,
indicating that $x_1$ is more important. Note that the F1 score is a similarity index. A low F1 score indicates a high dissimilarity between original data and shuffled data and thus a high feature importance.

### TABLE III

| Feature | 5% Quantile | Median | 95% Quantile |
|---------|-------------|--------|--------------|
| $x_1$   | 0.36        | 0.43   | 0.49         |
| $x_2$   | 0.58        | 0.64   | 0.70         |

These results stem from the fact that micro F1 accounts for each instance with equal importance. Cluster 3 is over-represented with 3 times as many observations as the remaining clusters. The macro F1 score accurately captures this by treating each cluster equally important, regardless of its size.

2) Global versus Cluster-Specific PFIC: We simulate three visibly distinctive classes (left plot in Fig. 3) where each follows a bivariate normal distribution with different mean and covariance matrices. 50 instances are sampled from class 2 and 20 instances are sampled from class 1 and class 3 each. We initialize c-means at the 3 mean values. As shown in Fig. 3 the cluster assignments capture all three classes almost perfectly, except for an instance of class 2 being assigned to cluster 1 and one to cluster 3.

In contrast, the cluster-specific PFIC offers a more detailed view of the contributions of each feature to the clustering outcome (see Table V). While $x_1$ and $x_2$ are equally important in forming cluster 2, feature $x_2$ is considerably more important for cluster 3, and $x_1$ is the defining feature of cluster 1. Note that the mean scores per feature strongly resemble the macro scores from Table IV.

### TABLE V

| Feature | Cluster 1 | Cluster 2 | Cluster 3 | Mean Similarity |
|---------|-----------|-----------|-----------|-----------------|
| $x_1$   | 0.24      | 0.73      | 0.86      | 0.61            |
| $x_2$   | 1.00      | 0.73      | 0.26      | 0.66            |

In Fig. 4, we stack the cluster-specific PFIC for each feature, which results in similar total proportions between $x_1$ and $x_2$. The left bar plot shows the results for the macro F1 score. The whiskers represent the interquartile range. The left plot indicates that both features are of equal global importance to the clustering, while the right bar plot reveals differences in cluster-specific importance of both features.

3) ICEC and PDC: We now draw 50 instances from three multivariate normally distributed classes. To make them differentiable for the clustering algorithm, the classes are generated with an antagonistic mean structure. The covariance matrix of the three classes is sampled using a Wishart distribution (see Appendix for details). The left plot in Fig. 5 depicts the 3-dimensional distribution of the classes. We intend class 3 to be dense and classes 1 and 2 to be less dense but large in hypervolume. We initialize c-means at the 3 centers and optimize via Euclidean distance. Fig. 5 visualizes the perfect clustering. Fig. 6 displays an hPDC plot for $x_1$ (see Section VI), indicating the majority vote of observations when exchanging values of $x_1$ on average for all observations.
Fig. 5. Sampled classes (left plot) versus clusters (right plot).

Fig. 6. A plot indicating “certainty” of the hPDC. On average, replacing \( x_1 \) by the axis value results in an observation being assigned to the color-indicated cluster. The vertical distance indicates how many observations are assigned to the majority cluster.

The curves in Fig. 7 represent the cluster-wise sPDC. The bandwidths represent 60 percent of the sICE curve ranges that were averaged to receive the respective sPDC. We can see that - on average - \( x_1 \) has a substantial effect on the clustering outcome. The lower the value of \( x_1 \) that is plugged into an observation, the more likely it is assigned to cluster 1, while for larger values of \( x_1 \) it is more likely to be assigned to cluster 2. For \( x_1 \approx 0 \), observations are more likely to be assigned to cluster 3. The large bandwidths indicate that the clusters are spread out and plugging in different values of \( x_1 \) into an observation has widely different effects across the data set. Particularly around \( x_1 \approx 0 \), where cluster 3 dominates, the average effect loses its meaning due to the underlying sICEC curves being highly heterogeneous. In this case, one should be vary of the interpretative value of the PDC.

Fig. 7. Cluster-specific sPDC curves. Each sPDC curve indicates the average pseudo probability of an observation being assigned to the \( c \)-th cluster if its \( x_1 \) value is replaced by the axis value. The bandwidths represent the distribution of sICEC curves the were vertically averaged to the respective sPDC curve.

We proceed to investigate the heterogeneity of the sICEC curves for cluster 3 (see Fig. 7). Note that the yellow line in Fig. 8 is the blue line in Fig. 7 and the black lines correspond to the sICEC curves that form the blue ribbon in Fig. 7. The flat shape of the cluster-specific sPDC indicates that \( x_1 \) has a rather low effect on observations being assigned to cluster 3. However, the sICEC curves reveal that individual effects cancel each other out when being averaged.

Fig. 8. Cluster-specific PDC and ICEC curves, indicating effects on the pseudo probabilities for observations to be assigned to cluster 3.

It seems likely that observations belonging to a single cluster in the initial clustering run would behave similarly once their feature values were changed. We color each sICEC curve by the original cluster assignment (see Fig. 9) and add additional sPDC curves for each initial cluster assignment. Our assumption - that observations within a cluster behave similarly once we make isolated changes to their feature values - is confirmed.

Fig. 9. sICEC curves colored by initial cluster assignment. We can see similar effects of replacing the values of \( x_1 \) on the pseudo probabilities, depending on what initial cluster an observation is part of.

**B. Real Data**

The Wisconsin diagnostic breast cancer data set \cite{28} consists of 569 instances of cell nuclei obtained from breast mass. Each instance consists of 10 characteristics derived from a digitized image of a fine-needle aspirate. For each characteristic, the mean, standard error and “worst” or largest value (mean of the three largest values) is recorded, resulting in 30 features of the data set. Each nucleus is classified as malignant (cancer, class 1) or benign (class 2). We cluster the data using Euclidean optimized c-means. Fig. 10 visualizes the projection of the data onto the first two PCs. The clusters cannot be separated with two PCs, and the visualization is of little help in understanding the influence of the original features on the clustering outcome.
1) PFIC: We first showcase how the PFIC can serve as an approximation of the actual reclustering, thus accurately representing the influence of features on the clustering outcome (see Table VI below and Fig. 14 in the Appendix). We use the median F1 score. The first row indicates the performance of the initial clustering run (measured on the latent target variable). Then we recluster the data, once with the 4 most important (second row) and once with the 4 least important features (third row). Dropping the 26 least important features only reduces accuracy by 3% (measured using the hidden target). In contrast, using the 4 least important features reduces accuracy by 40%, thus altering the clustering in a major way. This demonstrates that assigning new instances to existing clusters can serve as an efficient method for feature selection.

To showcase the grouped feature importance, we jointly shuffle features and compare their importance in Fig. 11. Note that we use the natural logarithm of the PFIC in Fig. 11 for better visual separability and to receive a natural ordering of the feature importance (due to F1 being a similarity index), where lower values indicate a lower importance and vice versa.

2) ICEC and PDC: Fig. 12 plots the sPDC for 3 features concavity_worst, compactness_worst and concave_points_worst. The transparent areas indicate the regions where 70% of the sICEC mass is located. A rug on the horizontal axis shows the distribution of the corresponding feature. For all three features, larger values result in the observation being assigned to cluster 1, while lower values result in the observation being assigned to cluster 2. The distribution of cluster-specific sICEC curves is large, reflecting voluminous clusters. All features have a strong univariate effect on the clustering, which indicates a large importance. In other words, changing any of these three features would result in a different clustering outcome.

IX. CONCLUSION

This research paper presents three interpretation methods suited for any clustering algorithm able to reassign instances through soft or hard labels: The PFIC, ICEC, and PDC. Our methods characterize the relevance of features for the entire clustering outcome or the constitution of clusters in lower dimensions. The PFIC is a general framework that outputs a single, global value for each feature indicating its importance to the clustering outcome or one value for each cluster (and feature). It can be easily adjusted to the data and algorithm at hand due to its flexibility in terms of different score metrics and the possibility for global and cluster-specific assessments. The ICEC and PDC add to these capabilities by visualizing
adapting existing techniques in SL to the unsupervised setting, we hope to demonstrate the untapped potential of algorithm-agnostic interpretation methods. With this research, the limited works on cluster interpretability, specifically on learning, including clustering. Our proposed methods add to research topic in SL, it is largely ignored in unsupervised clustering algorithm.

our methods for explaining an outcome of a non-interpretable and PDC can also assist in conducting interpretations for other) but rather complement them. First, the PFIC, ICEC, which actively search for interpretable clusters and/or explain they do not replace interpretable clustering algorithms (e.g., is explained in the same space as it was created. However, are superior to actual dimension reduction, as the clustering space. We argue that interpretations based on SA of the data structure of the feature influence on the clustering across the feature space for single observations and the entire feature space. We argue that interpretations based on SA of the data are superior to actual dimension reduction, as the clustering is explained in the same space as it was created. However, they do not replace interpretable clustering algorithms (e.g., which actively search for interpretable clusters and/or explain clustering decisions and what distinguishes clusters from each other) but rather complement them. First, the PFIC, ICEC, and PDC can also assist in conducting interpretations for interpretable algorithms. Second, there are few alternatives to our methods for explaining an outcome of a non-interpretable clustering algorithm.

Although explaining algorithmic decisions is an active research topic in SL, it is largely ignored in unsupervised learning, including clustering. Our proposed methods add to the limited works on cluster interpretability, specifically on algorithm-agnostic interpretation methods. With this research paper, we hope to demonstrate the untapped potential of adapting existing techniques in SL to the unsupervised setting and spark more research in this direction.
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A. Binary Scores

- $F_{\beta}$ score: Balances false positives and false negatives.

Relating to Section IV the $F_{\beta}$ score of cluster $c$ versus the remaining ones corresponds to:

$$F_{\beta,c} = \left(\frac{\beta^2 + 1}{\beta^2} \right) \cdot \frac{P_c \cdot R_c}{P_c + R_c}$$

where

$$P_c = \frac{\#_{cc}}{\#_{cc} + \#_{c}}$$

$$R_c = \frac{\#_{cc}}{\#_{cc} + \#_{cc}}$$

The $F_1$ (which we refer to as $F_1$) score simplifies to:

$$F_{1,c} = 2 \cdot \frac{P_c \cdot R_c}{P_c + R_c}$$

- Jaccard Index: Identifies equivalency between data sets.

$$J_c = \frac{\#_{cc}}{\#_{cc} + \#_{c} + \#_{cc}}$$

- Folkes-Mallows index: Identifies similarities between clusters.

$$FM_c = \sqrt{\frac{\#_{cc}}{\#_{cc} + \#_{c}} \cdot \frac{\#_{cc}}{\#_{cc} + \#_{cc}}}$$

B. Multi-Class Scores

Let $s_{bin, i}$ be an arbitrary binary score for the $i$-th class and $w_i$ be the proportion of class $i$ in the data set. $s_{macro}$ denotes the multi-class macro score that treats each cluster with equal importance. $s_{micro}$ denotes the multi-class micro score that treats each instance with equal importance:

$$s_{macro} = \frac{1}{k} \sum_{i=1}^{k} s_{bin, i}$$

$$s_{micro} = \sum_{i=1}^{k} w_i \cdot s_{bin, i}$$

C. Wishart Distribution

We sample a covariance matrix $M$ from the Wishart distribution $M \sim \text{Wishart}_3(3, \Sigma)$, where $\Sigma$ is constructed as follows:

$$\Sigma_{\text{Class } 1} = 0.6I_3$$

$$\Sigma_{\text{Class } 2} = 0.3I_3$$

$$\Sigma_{\text{Class } 3} = 0.15I_3$$

$I_3$ refers to the $3 \times 3$ identity matrix. As a result, the variance of class 1 is the largest, the variance of class 3 is the lowest,
and the variance of class 2 lies between the variance of class 1 and 3. This results in the following distributions:

\[
\begin{pmatrix}
  x_1 \\
  x_2 \\
  x_3
\end{pmatrix}
\sim
\mathcal{N}
\left(
\begin{pmatrix}
  -3 \\
  0 \\
  3
\end{pmatrix},
\begin{pmatrix}
  2.23 & -2.30 & 0.49 \\
  -2.30 & 5.07 & -0.83 \\
  0.49 & -0.83 & 1.65
\end{pmatrix}
\right)
\]

\[
\begin{pmatrix}
  x_1 \\
  x_2 \\
  x_3
\end{pmatrix}
\sim
\mathcal{N}
\left(
\begin{pmatrix}
  3 \\
  0 \\
  -3
\end{pmatrix},
\begin{pmatrix}
  1.22 & -0.21 & 0.21 \\
  -0.21 & 0.77 & -0.58 \\
  0.21 & -0.58 & 0.55
\end{pmatrix}
\right)
\]

\[
\begin{pmatrix}
  x_1 \\
  x_2 \\
  x_3
\end{pmatrix}
\sim
\mathcal{N}
\left(
\begin{pmatrix}
  0 \\
  0 \\
  -3
\end{pmatrix},
\begin{pmatrix}
  0.60 & 0.25 & 0.39 \\
  0.25 & 0.20 & 0.14 \\
  0.39 & 0.14 & 1.20
\end{pmatrix}
\right)
\]

D. PFIC for Wisconsin Diagnostic Breast Cancer Data

Fig. 14. Global PFIC on Wisconsin diagnostic breast cancer data clustering using micro (top) and macro (bottom) F1 score. We use the natural logarithm of the PFIC for better visual separability and to receive a natural ordering of the feature importance, where lower values indicate a lower importance and vice versa. This reverses the ordering of the F1 score which is a similarity index, where lower values indicate higher dissimilarity between shuffled and unshuffled data and thus a high importance.