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Abstract

We compute energy gaps and study infalling massive geodesic probes in the new families of scaling, microstate geometries that have been constructed recently and for which the holographic duals are known. We find that in the deepest geometries, which have the lowest energy gaps, the geodesic deviation shows that the stress reaches the Planck scale long before the probe reaches the cap of the geometry. Such probes must therefore undergo a stringy transition as they fall into microstate geometry. We discuss the scales associated with this transition and comment on the implications for scrambling in microstate geometries.
1 Introduction

One of the most remarkable properties of microstate geometries is that they can approximate the exterior region of a BPS black hole to arbitrary precision. This means that they can have extremely long AdS throats that cap-off arbitrarily close to where the black-hole horizon would be. Such backgrounds are often referred to as scaling microstate geometries and the presence of the long AdS throat means that one can use AdS/CFT to determine the dual microstate structure that is being captured by the microstate geometry. Indeed, recent work [1–8] has been very successful in identifying the states of the D1-D5 CFT that can be captured by fluctuations of single-centered, microstate geometries in six dimensions.

While the supergravity solutions have continuous parameters describing their energy, charges, angular momenta and moduli, one knows that most of these parameters will ultimately need to be quantized. As a result, the continuous free parameters of the supergravity solution will typically become rational numbers with specific denominators. Indeed, these considerations became extremely important in limiting the depths of the AdS throats in microstate geometries. If the throats can actually be made arbitrarily deep then there is a paradox [9]: the energy gap of the theory can be made arbitrarily small, well below that of the dual CFT, and such geometries could store arbitrary amounts of information, exceeding that of the black hole. In the simplest examples, the quantization of angular momentum led to a limit on the supergravity moduli [10,9] and a far more sophisticated, and more general analysis, was obtained in [11,12] by quantizing the
moduli space of multi-centered solutions. This showed that the tuning of the angular positions
of each cycle was limited by the quantized angular momentum carried by that cycle, thereby
limiting the classical depth of microstate geometries.

The analysis of [10, 9, 11, 12] established two extremely important results about microstate
geometries. First, quantization not only limits the depth of the throat but also enables one to
derive the energy gap of supergravity solution by looking at the longest wavelength mode that
could reside at the bottom of the deepest possible throat and then computing its energy including
the huge redshift between the bottom and the top of the throat. It was one of the early triumphs of
the microstate geometry program that this supergravity energy gap precisely matched that of the
lowest energy states of the dual D1-D5 CFT. The second result was that, even though the deepest,
scaling microstate geometries were macroscopic solutions with low curvatures and well within the
range of the supergravity approximation, once they became sufficiently deep, the vast spatial
volumes near the bottom of such throats could actually have a phase-space volume of less than \( h \).
Thus macroscopic regions of space-time, in which the supergravity approximation appears valid,
could be wiped out by a single quantum fluctuation. This is essentially how quantum mechanics
put a limit on the depth of the throats in microstate geometries.

The primary purpose of this paper is to use geodesics to probe the scaling microstate ge-
ometries constructed in [5, 7, 8], particularly when these geometries are deep enough to access
the very-low energy, intrinsically stringy sectors of the dual D1-D5 CFT. We will analyze the
geodesic deviation for classes of radially infalling, massive particles and, rather surprisingly, we
find that such a particle must undergo a stringy transition long before it reaches the cap of a deep,
scaling microstate geometry. There are several ways to express this result: one is simply that the
depth of the throat is dramatically limited if one is to keep the stress forces below the Planck
scale. More significantly, we find that, for a scaling microstate geometry of maximal depth whose
excitations of the cap have the gap energy, \( O((N_1N_5)^{-1}) \), the gravitational stress reaches the
Planck scale when the probe is encountering a throat depth commensurate with a CFT energy
scale of \( O((N_1N_5)^{-1/2}) \), which is that of the typical sector of the D1-D5 CFT.

It is a celebrated fact that there is “no drama at the horizon of a black hole.” The tidal
forces on an infalling observer near the horizon may be made arbitrarily small by making the
mass of the black hole arbitrarily large. The appearance of huge tidal forces in the middle of the
AdS throat of a deep scaling microstate geometry may seem hard to reconcile with the idea that
the microstate geometry closely approximates the black-hole geometry until it caps-off just above
the horizon. Indeed, the microstate geometries of [5, 7, 8] closely approximate the extremal BTZ
geometry, and yet we will show that probes in the former can encounter Planck-scale stress while
probes in the latter encounter no drama whatsoever in the same region of the throat.

What is happening is that, even though the presence of the cap produces extremely small
curving effects higher up in the throat, the ultra-relativistic speeds of particles falling into very
deep throats greatly magnifies these tiny “curving effects” to the extent that they rip the particle
into its constituent strings before the particle gets to the cap. This, once again, highlights the
fact that having an AdS vacuum at the horizon scale is an extremely fine-tuned effect, and
even tiny deviations combined with large blue-shifts can lead to dramatic effects on probes.
This observation underpinned much of the firewall melodrama [13–23], but here, with microstate
geometries, one now has a real, physical geometry that is an actual solution to the supergravity
equations of motion, is consistent with string theory, has a precise holographic interpretation in the D1-D5 CFT and it allows analysis of the stringy transition of matter falling and scrambling into a fuzzball.

The microstate geometries that we analyze here can be written in a relatively simple form as a warped fibration of an $S^3$ over a three-dimensional space-time, $\mathcal{K}$ [8]. For a scaling geometry, it is $\mathcal{K}$ that closely approximates the BTZ geometry while the $S^3$ remains macroscopic and has non-trivial warp factors and fibration connections. These six-dimensional geometries have a singular limit in which the $\mathcal{K}$ becomes precisely an extremal BTZ black hole, the $S^3$ becomes maximally symmetric while the fibration becomes trivial\(^1\). From this one might be led to believe that $S^3$ is simply some macroscopic auxiliary space and that most of the interesting physics lies in $\mathcal{K}$. Indeed, it was noted in [8] that the warp factors exhibit only a modest dimple where the microstate structure is localized. However, we will show stress forces in the sphere directions not only become extremely large in some directions but also rapidly change sign (twice) as the particle crosses the localized microstate structure. Thus the huge stress forces not only arise from capping off of the BTZ geometry but also as a result of the non-trivial fibration and the bumps at the bottom of the throat.

There has been a very interesting recent discussion of possible instabilities of microstate geometries. Much of this discussion also arises from the study of geodesics but focusses on the trapping of particles near evanescent ergospheres [24–27]. These results are extremely interesting and represent “feature” as opposed to a “bug” in the microstate geometry program. Microstate geometries are supposed to represent individual microstates of black holes and sufficiently typical microstate geometries should behave much like a black hole in the same way that a sufficient typical microstate of a box of gas should closely resemble the ensemble average. Thus microstate geometries should trap particles and those particles should ultimately “scramble” into the microstate structure. This process will indeed look just like an instability. The only issue with the analyses in [24–27] is that the decay/scrambling channels have been greatly limited for practical reasons and such limited decay channels can suggest that the endpoint of the instability could be singular. String theory, on the other hand, suggests that the instabilities of infalling particles should somehow result in the scrambling of matter into intrinsically stringy states. This paper reveals precisely such an instability, at least for probes that fall from the top of the BTZ throat: such highly energetic matter encounters Planck scale stresses in scaling microstate geometries.

In Section 2 we will review the microstate geometries of [5,7] but in the formulation given in [8]. We will work with geometries that are asymptotic to AdS\(_3\) × $S^3$ since these are much simpler and yet capture the essential physics that we wish to explore. We examine the curvatures and scales of these geometries and verify that they remain safely away from the Planck scale throughout the geometry, and thus the supergravity approximation remains valid. In Section 3 we analyze the energy gap for the scaling microstate geometries. We note that one could easily use the red-shift arguments employed in [10,9] but given that the massless scalar wave equation is separable [8], we use the dispersion relation to analyze the energetics of small fluctuations. This also reveals an interesting insight into how level-matching in the CFT emerges from smoothness conditions at the cap. Section 4 contains our analysis of radial geodesics and the geodesic deviation and we make estimates of where stringy transitions will occur for particles falling from the top of the

\(^1\)It is in this sense that the microstate geometries can be chosen to be arbitrarily close to BTZ × $S^3$. 
2 The microstate geometries

2.1 The CFT states and dual geometries

We are going to focus on probing geometries that are holographically dual to the pure momentum excitations of the D1-D5 system. The numbers of underlying D1-branes and D5-branes will be denoted by $N_1$ and $N_5$ respectively. The ground states of the D1-D5 system can be described by partitioning $N = N_1 N_5$ into strands of lengths between 1 and $N$ and by the spins of each of the strands (see, for example, [1]). One can then excite the strands using operators in the CFT and the standard set of $1\over 2$-BPS states are those that remain in the right-moving Ramond ground state but have arbitrary excitations in the left-moving sector. Here we will work with microstate geometries that are dual to coherent superpositions of states assembled from strands of length 1 with spins $|00\rangle$ and $|++\rangle$, and we only consider the left-moving excitations obtained by acting with $(L_{-1} - J_{-1}^3)$ on the $|00\rangle$ strands. That is we consider the states:

$$N_{++} (1 \over n! \left( (L_{-1} - J_{-1}^3)^n |00\rangle_1 \right)^{N_{00}},$$

where $N_{++} + N_{00} = N \equiv N_1 N_5$ and the subscripts on $|\ldots\rangle_1$ indicate the strand length.

The microstate geometries dual to such coherent states were first presented in [5]. Apart from the quantum numbers $N_1, N_5$ and $n$, there are two Fourier coefficients, $a$ and $b$, that determined the numbers of $|++\rangle_1$ and $|00\rangle_1$ strands, respectively. In the supergravity theory, the partitioning of the strands emerges as a regularity condition at the D1-D5 locus and takes the form:

$$Q_1 Q_5 = a^2 + \frac{1}{2} b^2,$$

where $Q_I$ are the supergravity charges and $R_y$ is the radius of the common $y$-circle of the D1 and D5 branes.

The supergravity charges are related to the quantized charges via [1]:

$$Q_1 = \frac{(2\pi)^4 N_1 g_s \alpha'^3}{V_4}, \quad Q_5 = N_5 g_s \alpha',$$

where $V_4$ is the volume of $T^4$ in the IIB compactification to six dimensions. In particular, it is convenient to define $\mathcal{N}$ via:

$$\mathcal{N} = \frac{N_1 N_5 R_y^2}{Q_1 Q_5} = \frac{V_4 R_y^2}{(2\pi)^4 g_s^2 \alpha'^4} = \frac{V_4 R_y^2}{(2\pi)^4 \ell_{10}^8} = \frac{\text{Vol}(T^4) R_y^2}{\ell_{10}^8},$$

where $\ell_{10}$ is the ten-dimensional Planck length and $(2\pi)^7 g_s^2 \alpha'^4 = 16\pi G_{10} \equiv (2\pi)^7 \ell_{10}^8$. The quantity, $\text{Vol}(T^4) \equiv (2\pi)^{-4} V_4$, is sometimes introduced [28] as a “normalized volume” that is equal to 1 when the radii of the circles in the $T^4$ are equal to 1.

If one has a supergravity momentum charge, $Q_P$, then it is related to the quantized momentum charge (along the $y$-direction) via:

$$N_P = \mathcal{N} Q_P.$$
2.2 The family of metrics

While the microstate geometries dual to coherent superpositions of states of the form (2.1) were first given in [5], the metrics were rewritten in a much more convenient form in [8]. In particular, they were recast in terms of an $S^3$ fibration over a $(2 + 1)$-dimensional base, $\mathcal{K}$:

$$\begin{align*}
    ds_6^2 &= \sqrt{Q_1Q_5} \frac{\Lambda}{F_2(r)} \left[ F_2(r) \frac{dr^2}{r^2 + a^2} - \frac{2 F_1(r)}{a^2(2a^2 + b^2)^2 R_y^2} \left( dv + \frac{a^2(a^4 + (2a^2 + b^2)r^2)}{F_1(r)} du \right)^2 \\
    &\quad + 2 a^2 r^2 (r^2 + a^2) F_2(r) \frac{du}{dv} \right] \\
    &\quad + \sqrt{Q_1Q_5} \left[ \Lambda d\theta^2 + \frac{1}{\Lambda} \sin^2 \theta \left( d\varphi_1 - \frac{a^2}{(2a^2 + b^2)} \frac{\sqrt{2}}{R_y} (du + dv) \right)^2 \\
    &\quad + \frac{F_2(r)}{\Lambda} \cos^2 \theta \left( d\varphi_2 + \frac{1}{(2a^2 + b^2) F_2(r) R_y} \sqrt{2} \left[ a^2(du - dv) - b^2 F_0(r) dv \right] \right)^2 \right],
\end{align*}$$

(2.6)

where the functions, $F_i(r)$, are defined by:

$$\begin{align*}
    F_0(r) &\equiv 1 - \frac{r^{2n}}{(r^2 + a^2)^n}, \quad F_1(r) \equiv a^6 - b^2(2a^2 + b^2)r^2 F_0(r), \\
    F_2(r) &\equiv 1 - \frac{a^2 b^2}{(2a^2 + b^2)} \frac{r^{2n}}{(r^2 + a^2)^{n+1}},
\end{align*}$$

(2.7)

and the warp factor, $\Lambda$, is defined by:

$$\Lambda \equiv \sqrt{1 - \frac{a^2 b^2}{(2a^2 + b^2)} \frac{r^{2n}}{(r^2 + a^2)^{n+1}} \sin^2 \theta}. \quad (2.8)$$

The coordinates, $u$ and $v$, are the standard null coordinates, which are related to the canonical time and spatial coordinates via:

$$u = \frac{1}{\sqrt{2}} (t - y), \quad v = \frac{1}{\sqrt{2}} (t + y), \quad (2.9)$$

where $y$ is the coordinate around $S^1$ with

$$y \equiv y + 2\pi R_y. \quad (2.10)$$

The parameters, $a$ and $b$, made their original appearance in the microstate geometry as Fourier coefficients of the underlying supertube profile and of a charge-density fluctuation. The metric only depends on the RMS values of these profiles, and hence only upon $a^2$ and $b^2$. The quantized angular momenta and momentum charges of this geometry are related to the Fourier coefficients via [5]:

$$J \equiv J_L = J_R = \frac{1}{2} N a^2, \quad N_P = \frac{1}{2} N n b^2. \quad (2.11)$$

The identity $J_L = J_R \sim a^2$ reflects the fact that the only source of angular momentum is the $|++\rangle$ supertube and that it has a circular profile in an $\mathbb{R}^2$ of the spatial $\mathbb{R}^1$ base geometry. The excitations are created only on the $|00\rangle$ supertube and so the momentum is proportional to $nb^2$.

It is also useful to note that (2.2) can be rewritten as

$$\frac{b^2}{a^2} = 2 \left( \frac{Q_1Q_5}{a^2 R_y^2} - 1 \right) = 2 \left( \frac{N_1 N_5}{N a^2} - 1 \right) = \frac{N_1 N_5}{J} - 2. \quad (2.12)$$
We are going to be particularly interested in microstate geometries that closely approximate non-rotating black holes and so they will be “deep, scaling geometries,” with \( a^2 \ll b^2 \). Such microstate geometries will be characterized by

\[
b^2 \approx \frac{2 Q_1 Q_5}{R_y^2}, \quad \frac{a^2}{b^2} \approx \frac{J}{N_1 N_5}.
\] (2.13)

Note that \( \frac{a^2}{b^2} \) controls the angular momentum of the CFT state compared to the overall central charge of the CFT.

2.3 Limits of the metric

The metric, (2.6), is asymptotic to AdS3 \( \times S^3 \), at infinity. Indeed, for large \( r \) one has:

\[
ds_6^2 = \sqrt{Q_1 Q_5} \left( \frac{d\rho^2}{\rho^2} - \rho^2 dt^2 + \rho^2 dy^2 \right) + \left[ d\theta^2 + \sin^2 \theta \left( d\varphi_1 - \frac{R_y a^2}{Q_1 Q_5} dt \right)^2 + \cos^2 \theta \left( d\varphi_2 - \frac{R_y a^2}{Q_1 Q_5} dy \right)^2 \right], \label{eq:2.14}
\]

where \( \rho \equiv (Q_1 Q_5)^{-\frac{1}{2}} r \) and we have used (2.9).

At the other extreme, \( r = 0 \), the metric becomes degenerate for the simple reason that a (boosted) \( y \)-circle pinches off. We therefore expand around \( r \), retaining only the \( r^2 \) terms needed to avoid degeneracy. We find

\[
ds_6^2 = \sqrt{Q_1 Q_5} \left( \frac{d\rho^2}{\rho^2} - \frac{a^4 R_y^2}{(Q_1 Q_5)^2} dt^2 + \rho^2 \left( \frac{dy}{R_y} + \frac{R_y b^2}{2 Q_1 Q_5} dt \right)^2 \right) + \left[ d\theta^2 + \sin^2 \theta \left( d\varphi_1 - \frac{R_y a^2}{Q_1 Q_5} dt \right)^2 + \cos^2 \theta \left( d\varphi_2 - \frac{dy}{R_y} - \frac{R_y b^2}{2 Q_1 Q_5} dt \right)^2 \right], \label{eq:2.15}
\]

where \( \rho \equiv r/a \). One should note that because \( y/R_y \) has period \( 2\pi \), there is no conical singularity at \( \rho = 0 \). Indeed this geometry is simply that of \( \text{Mink}^{(1,2)} \times S^3 \). The geometry thus caps off smoothly at \( r = 0 \).

Finally, there is the \( a \to 0 \) limit, which leads to the extremal BTZ metric with a round \( S^3 \):

\[
ds_6^2 = \sqrt{Q_1 Q_5} \left( \frac{d\rho^2}{\rho^2} - \rho^2 dt^2 + \rho^2 dy^2 + \frac{n}{R_y^2} (dy + dt)^2 \right) + \left[ d\theta^2 + \sin^2 \theta d\varphi_1^2 + \cos^2 \theta d\varphi_2^2 \right], \label{eq:2.16}
\]

where \( \rho \equiv (Q_1 Q_5)^{-\frac{1}{2}} r \).

2.4 Some comments on curvatures and the supergravity approximation

For supergravity to be a valid description of a microstate geometry, the scales of the essential geometric features, and particularly the curvature (length) scale, should be much larger than the Planck length. For the \( T^4 \) compactification of IIB supergravity, the scale of the \( T^4 \) must also be larger than the Planck scale:

\[
\text{Vol}(T^4) > \ell_{10}^4. \label{eq:2.17}
\]
Furthermore, for the six-dimensional supergravity to be a valid description, the six-dimensional geometry, and $R_y$ in particular, should also be larger than the scale of the $T^4$.

We will typically find that geometric details and tidal stresses can be expressed as a multiple of some combination of $\ell_{10}$ and $\text{Vol}(T^4)$ and we will generically refer to these scales as the Planck/compactification scale. When possible, we will use (2.17) to relate everything to the ten-dimensional Planck scale.

The $\text{AdS}_3 \times S^3$ metric is, of course, maximally symmetric and the BTZ metric is that of $\text{AdS}_3$ divided by a discrete group and so the curvature is that of $\text{AdS}_3$. It follows that the two limits, (2.14) and (2.16), have radii of curvature, $\ell$, given by:

$$\ell^{-2} = \frac{1}{\sqrt{Q_1 Q_5}} \sim \frac{\sqrt{2}}{b R_y}, \quad a \to 0. \tag{2.18}$$

Thus, the curvatures vanish uniformly for large $b$.

The general metric, (2.6), is obviously much more complicated. However, for small $\frac{a}{b}$, there is a long BTZ throat and the region around $r = 0$ caps off smoothly in $\text{Mink}^{(1,2)} \times S^3$ while the scale of the $S^3$ remains macroscopic. One therefore expects that the curvatures remain small and the supergravity approximation to remain valid all the way down to $r = 0$. Indeed, we have computed the Riemann invariant, and we find that it is everywhere regular and, to leading order in inverse powers of $b$, it behaves as:

$$R_{\rho\sigma\mu\nu} R^{\rho\sigma\mu\nu} \sim \frac{P(r, \sin^2 \theta)}{(r^2 + a^2)^2 - a^2 r^2 \sin^2 \theta} \frac{1}{b^2 R_y^2}, \tag{2.19}$$

where $P(r, \sin^2 \theta)$ is a complicated polynomial of degree 20 in $r$ and degree 4 in $\sin^2 \theta$. Thus the Riemann invariant of the general metric, (2.6), exhibits the same overall scaling, (2.18), in $b R_y$ as the $\text{AdS}_3 \times S^3$ and the BTZ metric. In particular, the curvature invariant becomes vanishingly small for large $b$.

It therefore appears, at least from the perspective of smoothness and curvature, that supergravity remains valid for any value of $\frac{a}{b}$, including the limit $\frac{a}{b} \to 0$.

Perhaps the most important geometric feature is the cap and this becomes manifest at $r \sim a$. One has, from (2.11), that

$$a^2 = \frac{2 J}{N} = \frac{2 \ell_{10}^8 J}{\text{Vol}(T^4) R_y^2}, \tag{2.20}$$

where we have used (2.4). Thus, for $J \sim \mathcal{O}(1)$, $a$ is essentially at the Planck/compactification scale. This seems to be at the edge of the supergravity limit, however, $a$ itself is not a physical scale in the metric. Indeed (2.6) implies that the scale of the cap is approximately

$$(Q_1 Q_5)^{1/4} \int_{r=0}^{r=a} \frac{\sqrt{\Lambda} \, dr}{\sqrt{r^2 + a^2}} \sim (Q_1 Q_5)^{1/4}, \tag{2.21}$$

which is the horizon scale, and so the cap is always macroscopic.

It is also very instructive to examine the typical size of the fluctuations in the size of the $S^3$ at various points in the BTZ throat and at the cap. If one sets $r = a^{(1-\alpha)} b^\alpha$ for some $0 < \alpha < 1$ then, for $b \gg a$, one finds that the circumference of a great circle defined by $\theta$ is given by

$$2 (Q_1 Q_5)^{1/4} \int_{\theta=0}^{\theta=\pi} d\theta \sqrt{\Lambda} \sim 2\pi (Q_1 Q_5)^{1/4} \left(1 - \frac{1}{8} \left(\frac{a^2}{b^2}\right)^\alpha\right), \tag{2.22}$$
The deviation from the round circumference has magnitude

$$\frac{\pi}{4} (Q_1 Q_5)^{1/4} \left( \frac{a^2}{b^2} \right)^\alpha \sim \frac{\ell_0^2 J^\alpha (N_1 N_5)^{\frac{1}{4}-\alpha}}{(\text{Vol}(T^4))^{\frac{1}{4}}},$$  

(2.23)

This is below the Planck length for $\alpha \geq \frac{1}{4}$ and macroscopic for $\alpha \leq \frac{1}{4}$. Indeed, for $r = a$ the circle has circumference

$$2 (Q_1 Q_5)^{1/4} \int_{\theta=0}^{\theta=\pi} \left( 1 - 2^{-(n+1)} \sin^2 \theta \right)^{1/4} d\theta. $$  

(2.24)

The deviation is once again of order $O((Q_1 Q_5)^{1/4})$ and therefore of similar scale to the horizon of the corresponding black hole.

In this sense, the metric, (2.6), is extremely close to that of $\text{BTZ} \times S^3$ until close to the bottom of the throat, at which point, the cap and all the essential structural features grow much larger than Planck/compactification scale and indeed have scales comparable to that of the horizon of the corresponding black hole. One therefore expects that supergravity should accurately capture the essential physical details of this geometry and, most particularly, the cap and the fluctuations caused by the microstate structure.

### 3 The energy gap, red shifts and dispersion relations

Because of the twisted sectors of the D1-D5 CFT, the excitations of the D1-D5 CFT can have energies that are fractionated relative to the energy scale, $R_y^{-1}$, suggested by the size of the common circle on the D1’s and D5’s. Indeed, for strands of length $k$, the lowest energy mode has an energy $\sim k^{-1}$, in units of $R_y^{-1}$. The maximally-twisted sector has strands of length $N_1 N_5$ and so it gives rise to the lowest energy excitations of the D1-D5 theory, with

$$E_{\text{gap}} = \frac{1}{N_1 N_5}. $$  

(3.1)

This maximally-twisted sector is extremely important because its extremely small energy gap leads to vast degeneracies of states and these provide a dominant contribution to the entropy of the BPS black hole [29].

#### 3.1 Red shifts and $E_{\text{gap}}$

One of the triumphs of the microstate geometry program was to show that this sector of the CFT can be accessed using deep, scaling microstate geometries. The original argument was simple [10, 9]: scaling geometries could not be made arbitrarily deep because the angular momentum of the geometry was quantized. Setting the angular momentum exactly to zero makes the throat infinitely long, and the geometry becomes singular. As a result, the lowest angular momentum is $O(h)$ and so there is a maximum depth. The energy gap then emerged from looking at the longest wavelength mode that could reside at the bottom of such a throat and then computing its energy including the huge redshift between the bottom and the top of the throat. The result was (3.1). A much more general argument was given in [11, 12], where the moduli space of multi-centered microstate geometries was semi-classically quantized.
If one looks at the coefficient of $dt^2$ in the metric (2.15), one immediately notices the huge redshift factor of $\frac{a^2 R_3}{(Q_1 Q_5)^{1/4}}$, where we have taken the square-root to get the scaling of the proper time. One can then use arguments exactly parallel to those of [10, 9] to arrive at (3.1). However, given some of the remarkable properties of the metric (2.6), we will make a slightly more sophisticated analysis using the dispersion relation for a massless scalar field in (2.6).

### 3.2 Dispersion relations

In [8] it was shown that the massless wave equation was separable in the background (2.6). In particular, for a a generic mode, $\Phi$, of the form

$$\Phi = K(r) S(\theta) e^{i\left(\frac{\sqrt{r}}{r} \omega u + \frac{\sqrt{r}}{r} p v + q_1 \varphi_1 + q_2 \varphi_2\right)}.$$  (3.2)

the massless wave equation reduces to:

$$\frac{1}{r} \partial_r \left( r(r^2 + a^2) \partial_r K \right) + \left( \frac{a^2(\omega + p + q_1)^2}{r^2 + a^2} - \frac{a^2(\omega - p - q_2)^2}{r^2} \right) K = \frac{b^2 \omega}{a^2 (r^2 + a^2)} \left( 2a^2 p + F_0(r) [2a^2 (\omega + q_1) + b^2 \omega] \right) K = \lambda K,$$  (3.3)

$$\frac{1}{\sin \theta \cos \theta} \partial_\theta (\sin \theta \cos \theta \partial_\theta S) - \left( \frac{q_1^2}{\sin^2 \theta} + \frac{q_2^2}{\cos^2 \theta} \right) S = -\lambda S,$$  (3.4)

for some eigenvalue $\lambda$. The second equation has regular solutions based on Jacobi Polynomials of $\cos 2\theta$ provided that

$$\lambda = \ell (\ell + 2).$$  (3.5)

Indeed, the solution to the eigenvalue problem, (3.4), is simply provided by the harmonic modes on a round $S^3$ of unit radius.

If $b$ were zero then the first eigenvalue problem, (3.3), would reduce to finding the harmonic modes on AdS$_3$. The Laplacian for this is simply:

$$\frac{1}{r} \partial_r \left( r(r^2 + a^2) \partial_r K \right) + \left( \frac{a^2(\omega + p + q_1)^2}{r^2 + a^2} - \frac{a^2(\omega - p - q_2)^2}{r^2} \right) K = \lambda K.$$  (3.6)

The modes of this Laplacian are non-trivial fluctuations of $\rho = r/a$, and hence vary significantly on scales $r \sim a$. As noted in (2.21), such modes actually have a wavelength of order $O((Q_1 Q_5)^{1/4})$, which is also the scale of the $S^3$. The modes we are interested in are precisely these long-wavelength modes, and their counterparts on the $S^3$. We therefore want $K(r)$ to be either approximately constant or a slowly varying function of $\rho = r/a$.

The Laplacian (3.6) blows up at $r = 0$ but this is a standard artifact of using polar coordinates. Near $r = 0$, (3.3) reduces to:

$$\frac{1}{r} \partial_r (r \partial_r K) - \frac{(\omega - p - q_2)^2}{r^2} K = \hat{\lambda} K,$$  (3.7)

where we have simply put all the constants into a new eigenvalue of $\hat{\lambda}$. This is just polar form for the Laplacian on $\mathbb{R}^2$, as one should expect from the capping off in $Mink^{(1,2)}$. Regularity requires that

$$\omega - p - q_2 = m \in \mathbb{Z},$$  (3.8)
and that \( K(r) \sim r^m \) as \( r \to 0 \). The constant mode, of course, corresponds to \( m = 0 \).

Returning to the original issue, we want to consider modes that are localized around \( r = 0 \) but have the longest wavelength, this means that we want to solve (3.3) near \( r = 0 \) with \( K(r) \) either constant or slowly varying in the cap. If \( K(r) \) is not constant it must satisfy (3.8) and vanish according to \( K(r) \sim r^m \) as \( r \to 0 \). We therefore drop the first and third terms in (3.3) and set \( r = 0 \) in the remaining part. Taking \( K(r) \sim \text{constant} \) and dropping the overall factor of \( K \), one obtains the dispersion relation:

\[
(\omega + p + q_1)^2 + \frac{2b^2}{a^2} \omega (a^2(p + q_1) + (a^2 + \frac{1}{2}b^2) \omega) = \ell(\ell + 2),
\]

(3.9)

The simplest non-trivial mode on the \( S^3 \) is \( S(\theta) = \cos 2\theta \), which has \( q_1 = q_2 = 0, \ell = 2 \) and hence \( \lambda = 8 \). We can eliminate \( p \) using (3.8) and we can take \( q_1, q_2 \) small and for \( \frac{b}{a} \) large, (3.9) reduces to

\[
\omega = \frac{a^2}{b^2} \mu \sim \frac{\mu J}{N_1N_5},
\]

(3.10)

where \( \mu \) is some number of order \( \sqrt{\ell(\ell + 2)} \sim \mathcal{O}(1) \) and where we have used (2.13) to arrive at the second identity. More generally, for \( K(r) \) varying slowly in the cap, the constant \( \mu \) is modified by the eigenvalue, \( \tilde{\lambda} \), in (3.7), but this is also a number of order 1. Thus we obtain a result of the form (3.10) for modes of wavelength of order \( \mathcal{O}((Q_1Q_5)^{1/4}) \) whether they lie on the sphere or in the cap.

The deepest scaling geometries have \( J = 1 \) and so we arrive at

\[
\omega \sim \frac{\mu}{N_1N_5}.
\]

(3.11)

This implies that for such geometries, the gap energy is given by (3.1), as one might have expected.

However, we have also learnt something else from this analysis of the dispersion relations: Regularity of modes in the microstate geometry imposes level-matching on the dual CFT state. Specifically, the quantum numbers \( p \) and \( \omega \) in (3.2) represent the left-moving and right-moving energies of the modes moving around the \( y \)-circle. As we saw in (3.8), regularity of the modes at \( r = 0 \) requires:

\[
(\omega - p) \in \mathbb{Z}.
\]

(3.12)

This is precisely the level-matching condition: \( L_0 - \bar{L}_0 \in \mathbb{Z} \) on CFT states. Our computation, and in particular (3.11), shows the quantum numbers \( p \) and \( \omega \) can both fractionate in units of \( (N_1N_5)^{-1} \) but their difference must be an integer, exactly as in the dual CFT. Level-matching is, of course, an expression of world-sheet angular momentum and so its integer quantization is hardly surprising. However, here we see it emerging from regularity at the cap of a microstate geometry.

This observation goes some way to explaining why finding fractionated modes in BPS microstate geometries has proven so elusive: the BPS condition requires the right-moving sector to be in its ground state while regularity of the solution requires level-matching. This means that smooth BPS microstate geometries cannot see anything other than collective excitations with integer-valued left-moving energies. Energy fractionation is only visible in regular solutions if one looks at non-BPS excitations, like those of (3.2).
It is also interesting to note that this observation meshes nicely with the results of [3], which studied microstate geometries with an orbifold singularity. These geometries did indeed access fractionated BPS excitations on the left-moving sector but only in combinations that respected level-matching.

4 Geodesics and probes

4.1 Radially infalling geodesics

Geodesics in the metric (2.6) were studied in [8], where it was shown that there is a conformal Killing tensor and hence there is an additional quadratic integral of the motion for null geodesics. Here we are going to be concerned with a simple class of time-like geodesic probes. For simplicity, we will look at “equatorial geodesics” at $\theta = 0$ and $\theta = \frac{\pi}{2}$ and hence $\frac{d\theta}{d\tau} = 0$. One can easily check that such a restriction is consistent with the geodesic equations because of the symmetries of the metric under $\theta \rightarrow -\theta$ and $\theta \rightarrow \pi - \theta$. At $\theta = 0$ the coordinate, $\varphi_1$, degenerates and so we will have $\frac{d\varphi_1}{d\tau} = 0$. Similarly, at $\theta = \frac{\pi}{2}$ the coordinate, $\varphi_2$, degenerates and we have $\frac{d\varphi_2}{d\tau} = 0$.

Recall that the warp-factor, $\Lambda$, is given by (2.8) and so the geodesics with $\theta = \frac{\pi}{2}$ “see the bump” more sharply, while the geodesics for $\theta = 0$ see the bump less strongly.

The isometries guarantee the following conserved momenta$^2$:

$$L_1 = K_{(1)\mu} \frac{dx^{\mu}}{d\tau}, \quad L_2 = K_{(2)\mu} \frac{dx^{\mu}}{d\tau}, \quad P = K_{(3)\mu} \frac{dx^{\mu}}{d\tau}, \quad E = K_{(4)\mu} \frac{dx^{\mu}}{d\tau}, \quad (4.1)$$

where the $K_{(I)}$ are the Killing vectors: $K_{(J)} = \frac{\partial}{\partial x^J}$, $K_{(3)} = \frac{\partial}{\partial v}$ and $K_{(4)} = \frac{\partial}{\partial u}$.

The standard quadratic conserved quantity coming from the metric is:

$$g_{\mu\nu} \frac{dx^{\mu}}{d\tau} \frac{dx^{\nu}}{d\tau} \equiv -1, \quad (4.2)$$

which means that $\tau$ is the proper time measured on the geodesic.

One can now use $\frac{d\theta}{d\tau} = 0$ and (4.1) to determine all the velocities with the exception of $\frac{dr}{d\tau}$, however, as usual, this can be determined, up to a sign, from (4.2). Since we want to consider infall, we want $\frac{dr}{d\tau} < 0$.

To remove all the centrifugal barriers and enable the geodesic to fall from large values of $r$ down to $r = 0$, one must take:

$$L_1 = 0, \quad L_2 = 0, \quad P = E. \quad (4.3)$$

One should note that at infinity this means that

$$\frac{du}{d\tau} = \frac{dv}{d\tau} = -\frac{E \sqrt{Q_1 Q_5}}{r^2} \Rightarrow \frac{dt}{d\tau} = -\frac{E \sqrt{2Q_1 Q_5}}{r^2}, \quad \frac{dy}{d\tau} = 0. \quad (4.4)$$

Thus the particle has no $y$-velocity at infinity and, for standard time-orientations ($\frac{dt}{d\tau} > 0$), one must have

$$E < 0. \quad (4.5)$$

$^2$As usual with geodesics, these quantities are “momenta per unit rest mass,” and so their dimensions must be adjusted accordingly.
Using (4.3), one finds that (4.2) can be reduced to
\[
\left( \frac{dr}{d\tau} \right)^2 = \frac{(2a^2 + b^2 F_0(r))}{a^2 \sqrt{\Lambda}} E^2 - \frac{(r^2 + a^2)}{R_y \sqrt{a^2 + \frac{1}{2} b^2 \sqrt{\Lambda}}} ,
\]
where Λ is the warp factor, (2.8), and \( F_0(r) \) is defined in (2.7). Note that for \( \theta = 0 \) one has \( \Lambda = 1 \) while for \( \theta = \frac{\pi}{2} \) one has \( \Lambda = F_2(r) \). One should also note that in arriving at this expression we have used \( \frac{d\theta}{d\tau} = 0 \) and so it is only valid for geodesics at constant \( \theta \). For infall, one takes the negative square-root.

At \( r = 0 \), this becomes
\[
\left( \frac{dr}{d\tau} \right)^2 = \frac{2 Q_1 Q_5}{a^2 R_y^2} E^2 - \frac{a^2}{\sqrt{Q_1 Q_5}} ,
\]
where we have used (2.2). There is thus no centrifugal barrier, and, to leading order, we have:
\[
\left. \frac{dr}{d\tau} \right|_{r=0} \sim \frac{\sqrt{2} Q_1 Q_5}{a R_y} E .
\]

For \( r,b \gg a \), one has:
\[
\left( \frac{dr}{d\tau} \right)^2 = \left( 2 + \frac{n b^2}{r^2} \right) E^2 - \frac{\sqrt{2} r^2}{R_y b} ,
\]
which is precisely what one obtains for similar geodesics in the BTZ metric (2.16) if one uses (2.2) with \( b \gg a \). Note that if these radial geodesics come to a halt at \( r = r^* \gg a \) then
\[
E^2 = \frac{\sqrt{2} r^4}{R_y b \left( 2 r^2 + n b^2 \right)} .
\]
Also observe that, for \( b \gg a \), the AdS$_3$ region of (2.6) and (2.16) starts at around \( r \geq b \sqrt{n} \).

To summarize, the geodesics that we will study are those with \( \theta = 0 \) or \( \theta = \frac{\pi}{2} \), \( \frac{d\theta}{d\tau} = 0 \) and either \( \frac{d\phi_1}{d\tau} = 0 \) or \( \frac{d\phi_2}{d\tau} = 0 \), respectively. The conserved momenta are restricted to \( L_1 = L_2 = 0 \), \( P = E < 0 \) while \( \frac{d \phi}{d\tau} \) given by the negative square root in (4.6). They will start in the asymptotic AdS$_3$ region, that is, they will have \( r^*_s > b \sqrt{n} \) and, by construction, they will fall all the way to \( r = 0 \). It is evident from (4.7) that such a particle will be traveling at a very high speed in the “Lab Frame” that is at rest at the bottom of the cap.

For simplicity we will, henceforth, take \( n = 1 \).

### 4.2 Tidal forces

For a geodesic with proper velocity, \( V^\mu = \frac{dx^\mu}{d\tau} \), the equation of geodesic deviation is:
\[
A^\mu \equiv \frac{D^2 S_\mu}{d\tau^2} = -R^\mu_{\nu\rho\sigma} V^\nu S^\rho S^\sigma ,
\]
where \( S^\mu \) is the deviation vector. By shifting the proper time coordinates of neighboring geodesics one can arrange \( S^\mu V_\mu = 0 \) over the family of geodesics. Thus \( S^\mu \) is a space-like vector in the rest-frame of the geodesic observer. One can re-scale \( S^\mu \) at any one point so that \( S_\mu S^\mu = 1 \) and...
then $A^\mu$ represents the acceleration per unit distance, or the tidal stress. The skew-symmetry of the Riemann tensor means that $A^\mu V_\mu = 0$ and so the tidal acceleration is similarly space-like, representing the tidal stress in the rest-frame of the infalling observer with velocity, $V^\mu$. To find the largest stress one can maximize the norm, $\sqrt{A^\mu A_\mu}$, of $A^\mu$ over all the choices of $S^\mu$, subject to the constraint $S^\mu S_\mu = 1$.

We will consider the geodesics defined in the previous section. To analyze the stress forces we introduce what is sometimes called the “tidal tensor:"

$$A^\mu_\rho \equiv -R^\mu_{\nu \rho \sigma} V^\nu V^\sigma,$$

and consider its norm and some of its eigenvalues and eigenvectors. In particular, we define

$$|A| \equiv \sqrt{A^\mu_\rho A_\rho^\mu}.$$ (4.13)

Note that since $V^\mu = \frac{dx^\mu}{d\tau}$ is dimensionless, $A$ has the same dimensions as the curvature tensor, $L^{-2}$.

If $V^\mu$ and $S^\mu_{(a)}$, $a = 1, \ldots 5$, are orthonormal vectors then it is trivial to see that

$$|A|^2 = \sum_{a=1}^{5} A_{(a)\mu} A_{(a)\mu},$$ (4.14)

where $A_{(a)\mu}$ is given by (4.11) with $S^\mu = S^\mu_{(a)}$. If there is one dominant direction of maximum stress then one can adapt the basis, $S^\mu_{(a)}$ to this direction and $|A|$ will yield this maximum stress. For our problem, the maximum stress is spread over multiple directions and so $|A|$ will give an estimate of this stress up to a numerical factor of order 1.

One should also note that $A^\mu_\rho$ is not generically symmetric, and so the stress cannot always be directed along the displacement directions, $S^\mu_{(a)}$.

### 4.2.1 The scale of the stress and string transitions of probes

As a warm-up exercise, we computed $A^\mu_\rho$ for radially infalling geodesics in the BTZ metric\textsuperscript{3}. We obtained a result that was independent of the starting point:

$$|A| = \frac{2}{R_y b} = \frac{\sqrt{2}}{\sqrt{Q_1 Q_5}} = \frac{\sqrt{2}}{\sqrt{N_1 N_5}} \frac{\sqrt{\text{Vol}(T^4)}}{\ell_4^{10}}.$$ (4.15)

As one would expect, and hope, this becomes vanishingly small compared to the Planck/compactification scale if $N_1$ and $N_5$ are suitably large. There is, indeed, no tidal drama as one approaches the macroscopic horizon of a black hole.

The story is very different in the deep, scaling throat of the general metric, (2.6). We will assume that $b \gg a$ throughout.

First, when an infalling geodesic is near the top of the throat, around $r = b$, one obtains (to leading order in $b$) the same result as for the BTZ black hole, (4.15). One the other hand, at $r = 0$ and $r = a$, one finds:

$$|A|_{r=0} = c_1 \frac{E^2 b^2}{a^4}, \quad |A|_{r=a} = c_2 \frac{E^2 b^2}{a^4},$$ (4.16)

\textsuperscript{3}Remember we are taking $n = 1$. 
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where $E$ is the energy\textsuperscript{4} of the geodesic motion and

\[
(c_1, c_2) = \left(\sqrt{3}, \frac{2\sqrt{13}}{9}\right) \text{ for } \theta = \frac{\pi}{2}, \quad (c_1, c_2) = \left(\sqrt{2}, \frac{3}{8}\sqrt{\frac{5}{2}}\right) \text{ for } \theta = 0.
\]

(4.17)

If the probe is released from rest at $r_* \sim b$, then (4.10) gives

\[
|E| \sim \sqrt{\frac{b}{R_y}}.
\]

(4.18)

(We are dropping numerical factors of order 1 throughout this discussion.) Thus we find that, for both classes of geodesic ($\theta = 0, \frac{\pi}{2}$), when they arrive in the vicinity of the cap ($0 \leq r \leq a$) the stress has a magnitude given by:

\[
|A|_{\text{cap}} \sim \frac{b^3}{a^4 R_y} = \frac{b^4}{a^4 b R_y} \sim \frac{(N_1 N_5)^{\frac{3}{2}} \sqrt{\text{Vol}(T^4)}}{J^4 \ell_{10}^4}.
\]

(4.19)

where we have used the second equation in (2.13). Note that at the bottom of the deepest scaling throats, with $J = 1$, this stress is super-Planckian.\textit{ Such an infalling probe must become intrinsically stringy long before it hits the cap!} Indeed, the only way to avoid the stringy dissolution of the probe is if the throat is relatively shallow: $J \sim (N_1 N_5)^{\beta}$ for $\beta > \frac{3}{4}$. From (3.10), this corresponds to an energy gap of

\[
E_{\text{gap}} \sim \frac{1}{(N_1 N_5)^{1-\beta}}, \quad \beta > \frac{3}{4}.
\]

(4.20)

To find where the string transition must take place in the throat, we computed $|A|$ at weighted geometric averages of $a$ and $b$. Specifically we found that for $r = a^{(1-\alpha)}b^\alpha$, $0 < \alpha < \frac{2}{3}$, the dominant term controlling $|A|$ is given by

\[
|A|_{\text{throat}} \sim \frac{a^2 b^2 E^2}{r^6} \sim \left(\frac{b}{a^2}\right)^{2-3\alpha} \frac{1}{b R_y} \sim \frac{\sqrt{\text{Vol}(T^4)}}{\ell_{10}^4} \frac{(N_1 N_5)^{3/2}}{J^2} \left(\frac{J}{N_1 N_5}\right)^{3\alpha}.
\]

(4.21)

If we have the deepest possible throat, with $J \sim 1$, then the tidal stress hits and exceeds the Planck scale for $\alpha \leq 1/2$.

This implies the central result of this paper: the probe must undergo a stringy transition as it approaches $r = \sqrt{ab}$.

It is interesting to note that the dominant stress term that we have singled out in (4.21) is proportional to $\frac{a^2}{b^2}$. This term becomes sub-dominant for $\alpha > \frac{2}{3}$ and vanishes when $a = 0$. Indeed, for $a = 0$ the metric (2.6) reduces to the BTZ metric and the stress is bounded well below the Planck/compactification scale, as in (4.15). Thus the stringy transition of the probe is a feature of having the cap at the bottom of a deep throat: the stress is induced by the probe hurtling through the cap and having its course reversed by the geometry.

\textsuperscript{4}As usual with geodesics, $E$ is the energy per unit rest mass, and so is actually dimensionless.
The stress along the sphere directions exhibits some rather remarkable features that can be illustrated by some of the simpler eigenvectors, \( U^\rho \), and eigenvalues, \( \lambda \), of \( A \):

\[
A_{\mu \rho} U^\rho = \lambda U^\rho.
\]

(4.22)

In particular, \( U = \frac{\partial}{\partial \theta} \) is an eigenvector of \( A \) along the entire geodesics for both \( \theta = 0 \) and \( \theta = \frac{\pi}{2} \) but the eigenvalues are very different for the two classes of geodesic. For \( \theta = 0 \) we find

\[
\lambda = \frac{a^2 r^2 b^2}{4 R_y (r^2 + a^2)^2 (a^2 + \frac{b^2}{2})^2} \sim \frac{a^2 r^2}{\sqrt{2} R_y b (r^2 + a^2)^2},
\]

for large \( b \). In other words, this stress remains very small, unlike the behavior expected from (4.16). For \( \theta = 0 \) one can also show that \( U = \frac{\partial}{\partial \phi} \) is an eigenvector with the same eigenvalue, (4.23), as \( U = \frac{\partial}{\partial \theta} \). At \( \theta = 0 \) the \( \varphi_1 \) coordinate degenerates in the same way that spherical polars degenerate at the origin of \( \mathbb{R}^2 \). This observation about the \( U = \frac{\partial}{\partial \phi} \) being an eigenvector with the same eigenvalue as \( U = \frac{\partial}{\partial \theta} \) reflects the fact that the eigenspace of (4.23) is two-dimensional, corresponding to the slice of tangent space described by \( \frac{\partial}{\partial \theta} \) and \( \frac{\partial}{\partial \phi} \) in the neighborhood of \( \theta = 0 \).

We have not be able to find any other eigenvectors of \( A \) for \( \theta = 0 \) and general values of \( r \), however at \( r = 0 \) we find that

\[
U = -\frac{R_y}{\sqrt{2}} \frac{\partial}{\partial u} + \frac{R_y}{\sqrt{2}} \frac{\partial}{\partial v} + \frac{\partial}{\partial \varphi_2},
\]

is an eigenvector with eigenvalue

\[
\lambda = -\left( \frac{E^2 b^2}{a^4} + \frac{1}{R_y \sqrt{(a^2 + \frac{b^2}{2})}} \right),
\]

(4.25)

which exhibits the growth anticipated by (4.16).

The picture for \( \theta = \frac{\pi}{2} \) is very different and has a rather more interesting structure. First, \( U_{(0)} = \frac{\partial}{\partial \theta} \), \( U_{(1)} = \frac{\partial}{\partial \varphi_1} \) and \( U_{(2)} = \frac{\partial}{\partial \varphi_2} \) are all eigenvectors of \( A \), with eigenvalues \( \lambda_I \), \( I = 0, 1, 2 \). One finds \( \lambda_0 = \lambda_2 \) but this is not surprising since \( \varphi_1 \) degenerates at \( \theta = \frac{\pi}{2} \) and we are once again finding a two-dimensional eigenspace in the tangent space at \( \theta = \frac{\pi}{2} \). The general eigenvalues are very complicated but, for \( b \gg a \), we have the following limits:

\[
r \to \infty : \quad \lambda_0 = \lambda_2 \sim \frac{a^2 b^2}{4 (Q_1 Q_5)^{\frac{3}{2}}} R_y^2 r^{-2}, \quad \lambda_1 \sim -\frac{a^2 b^2}{4 (Q_1 Q_5)^{\frac{3}{2}}} \frac{R_y^2}{r^2},
\]

(4.26)

\[
r \to a : \quad \lambda_0 = \lambda_2 \sim \frac{E^2 b^2}{9 a^4}, \quad \lambda_1 \sim -\frac{E^2 b^2}{9 a^4},
\]

(4.27)

\[
r \to 0 : \quad \lambda_0 = \lambda_2 \sim -\frac{E^2 b^2}{2 a^4}, \quad \lambda_1 \sim \frac{E^2 b^2}{2 a^4}.
\]

(4.28)

At infinity these eigenvalues fall off more rapidly than anticipated by (4.15) but, in the cap, they exhibit the same scale as indicated by (4.16). Thus, at infinity, the tidal forces along the \( S^3 \) are rapidly decoupling from the stronger tidal forces of the AdS_3. However, in the cap the tidal
Forces along the sphere directions are extremely large, exhibiting the typical asymptotic behavior (4.16).

Even more interesting is the leading behavior of these eigenvalues for $b \gg a$. We find the following leading behavior:

$$\lambda_0 = \frac{E^2 b^2}{a^4} G_1(\rho), \quad G_1(\rho) \equiv -\frac{(2 - 11\rho^2 - 18\rho^4 - 5\rho^6 + 8\rho^8)}{4(1 + \rho^2)(1 + \rho^2 + \rho^4)^3},$$

$$\lambda_1 = \frac{E^2 b^2}{a^4} G_2(\rho), \quad G_2(\rho) \equiv \frac{(2 - 11\rho^2 - 11\rho^4 + 8\rho^6)}{4(1 + \rho^2 + \rho^4)^3},$$

where $\rho \equiv r/a$. In particular $G_1$ and $G_2$ both change signs twice on the range $0 < r < 2a$. (See Fig. 1.) Recall that the microstate structure localizes around $r \sim a$, as is evident from the warp factor, $\Lambda$, in (2.8). It is evidently the microstate structure that introduces a very bumpy ride for the stresses in the sphere directions.

4.3 Redshifts and energy scales

To estimate the lowest energy excitations of the CFT states that localize in various regions of the throat, we looked, once again at the dispersion relation but now at $r = a^{(1-\alpha)} b^\alpha$ with $b \gg a$, $0 < \alpha < \frac{2}{3}$ and $n = 1$.

Focusing on the long-wavelength modes that come from excitations on the $S^3$ and taking $K(r) \sim$ constant in the region of interest in the throat, we find

$$\omega \sim \mu \left(\frac{a^2}{b^2}\right)^{1-\alpha} \sim \mu \left(\frac{J}{N_1 N_5}\right)^{1-\alpha},$$

where $\mu$ is some number of order 1. The deepest throat has $J = 1$, and the stringy transition occurs at $\alpha = \frac{1}{2}$. Thus the energy gap of states that localize near the stringy transition of the
probe is:

$$E_{\text{transition}} \sim \frac{1}{\sqrt{N_1 N_5}}.$$  \hfill (4.32)

It is interesting to note that while the longest strands have length $N_1 N_5$, in the ensemble of strands it is expected that the typical strand length peaks at $k = \sqrt{N_1 N_5}$ and (4.32) is the energy gap for such strands. Our geodesic probe thus seems to make its stringy transition when it encounters the energy scale appropriate to the most typical strands.

5 Discussion

As with the older families of scaling, multi-centered microstate geometries [10,9,11,12], we have shown that the quantization of angular momentum in the new microstate geometries of [5,7,8] leads to a limit on the depth of the throat and that excitations at the bottom of this throat have a holographic energy gap that matches the maximally-twisted sector of the dual CFT. We have also examined the curvatures and the scales of the structural features of the supergravity solutions and found that they all lie well within the range of validity of the supergravity approximation. One therefore expects that the new microstate geometries represent reliable backgrounds for holographic analyses.

One of the puzzles in the construction of BPS microstate geometries is finding geometries that correspond to back-reacted, twisted-sector states. There are some limited examples of such geometries based on orbifolds or fractional spectral flow [30,3], however it has been very challenging to go beyond these limited constructions and obtain more generic examples. This has been especially frustrating since it has long been known that BPS supergravity geometries can access states in even the maximally-twisted sector. In this paper we got some insight into this challenge: regularity of perturbations imposes level-matching on the corresponding states. For BPS states, the right-moving sector is necessarily in its ground state, which means that the left-moving excitations must have integer energy levels. Thus BPS microstate geometries will necessarily be dual to states with integer energy levels. Obviously there can be coherent combinations of twisted operators whose energy levels are integral, but such states involve multiple operator excitations and so may not be easily accessible to the techniques that underlie [1], which started from linearized “seed solutions” and single operator excitations. On the other hand, non-BPS excitations, like the scalar fields considered here, are not paired with the right-moving vacuum state and so level-matched states can indeed exhibit highly-fractionated energies.

This suggests that BPS geometries dual to coherent combinations of twisted operators will necessarily arise through some non-linear supergravity excitation. One obvious candidate for such geometries are the multi-centered bubbling solutions. At present the holographic interpretation of bubbling and multi-centered geometries remains, at best, heuristic. It would be extremely interesting to see if these geometric transitions could be interpreted as some large scale, coherent expression of twisted-sector states.

The primary impetus behind this work has been to explore geodesic probes of microstate geometries. We used a special class of probes: massive particles released from rest at $r = r_s \sim b \sim (Q_1 Q_5)^{\frac{1}{2}}$. In the asymptotically-AdS geometries, these probes start at the top of the BTZ throat. If one were to add constants to the harmonic functions and obtain asymptotically-flat
microstate geometries, these probes would start from the transition region between flat space and the AdS throat. These probes therefore represent typical infalling particles from near the would-be black hole and, as such, they have extremely high energies compared to the quanta that localize near the cap of the microstate geometry.

We found that, for deep throats, these probes experience extremely-high stresses from geodesic deviation and that such probes will therefore go through a stringy transition long before they get to the cap. More specifically, we found that to avoid Planck/compactification-scale stress forces on such particles, the depth of the throat must be limited according to:

$$J \sim (N_1 N_5)^{\beta} \iff E_{\text{gap}} \sim \frac{1}{(N_1 N_5)^{1-\beta}},$$

(5.1)

with $\beta > \frac{3}{4}$. For the deepest throats, whose states are dual to the maximally-twisted sector, the probe undergoes a stringy transition “half-way down the throat” (in the logarithmic sense, $r \sim (ab)^{1/2}$). The energy scale associated with this transition is

$$E_{\text{transition}} \sim \frac{1}{\sqrt{N_1 N_5}}.$$  

(5.2)

It is probably not a coincidence that this is also the energy gap of the most typical sector of the D1-D5 system.

These large stress forces are not so much a direct result of the details of the bumps at the bottom of the throat but more a manifestation of the capping off of the throat: They come from the deviation of the microstate geometry from BTZ geometry amplified by the relativistic speed of the infalling particle. The bumps near the bottom of the microstate geometry can also play a role in the very large tidal stress and we saw that large stress forces in the sphere directions could even change sign as the probe encountered the localized microstructure.

The fact that energetic geodesic probes undergo stringy transitions in the deep, microstate geometries does not invalidate the geometry itself, any more that showers of cosmic rays invalidate the energy levels of the hydrogen atom. The deep, scaling microstate geometries are still good holographic duals of very low-energy, zero-temperature microstates. What these probe calculations show is that deep, scaling microstate geometries only make sense in a highly constrained environment and that exposing them to the typical matter of a black-hole environment will generate highly-excited states of the system. In this sense, our geodesic probes reveal an “instability” of the BPS microstate geometries, but it is an instability that must be present as part of black-hole physics: infalling matter must scramble into excited, non-BPS microstates.

Here we have focussed on geodesic probes and it would be extremely interesting to generalize this work to string and supertube probes and determine exactly how they become excited. In particular, it would be very interesting to see if one can extend some of the exact CFT techniques developed in [31] to understand the tidal excitations of supertubes.

One of the early, interesting challenges to the fuzzball and microstate-geometry programs was how a perfectly spherical shell of collapsing matter could evolve into a fuzzball rather than merely maintain spherical symmetry and become a Schwarzschild black hole. The answer lies in the immense density of states in a black hole and the fact that quantum effects become important at the horizon-scale, and so the perfectly spherical shell of matter undergoes a quantum phase
transition into fuzzball before a horizon can form [32–35]. This also means that infall of a probe should also have a description in terms of tunneling into the microstate structure. This observation underlies the idea of fuzzball complementarity [36,37,14,38,23].

In this context, and from the perspective of holography, BPS microstate geometries represent zero-temperature ground states, or phases, of the underlying D1-D5 system while typical collapse and infall produce extremely high-energy excitations above these ground states. The results presented in this paper show that if the system lies in a state that is dual to a BPS microstate geometry, then there is a purely classical, tidal phenomenon that will lead to a stringy transition that will ultimately scramble the probe. Thus scrambling could start as a simple, classical phenomenon and may not require one to immediately invoke quantum tunneling into a vast family of degenerate states. On the other hand, fuzzball complementarity suggests that tidal forces in Schwarzschild may be an effective description of the quantum decoherence and scrambling of a probe. It is therefore quite possible that the tidal effects that we describe in this paper are, in the same spirit, another manifestation of fuzzball complementarity and quantum scrambling.
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