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Abstract

This paper covers predicting high-resolution electricity peak demand features given lower-resolution data. This is a relevant setup as it answers whether limited higher-resolution monitoring helps to estimate future high-resolution peak loads when the high-resolution data is no longer available. That question is particularly interesting for network operators considering replacing high-resolution monitoring predictive models due to economic considerations. We propose models to predict half-hourly minima and maxima of high-resolution (every minute) electricity load data while model inputs are of a lower resolution (30 minutes). We combine predictions of generalized additive models (GAM) and deep artificial neural networks (DNN), which are popular in load forecasting. We extensively analyze the prediction models, including the input parameters’ importance, focusing on load, weather, and seasonal effects. The proposed method won a data competition organized by Western Power Distribution, a British distribution network operator. In addition, we provide a rigorous evaluation study that goes beyond the competition frame to analyze the models’ robustness. The results show that the proposed methods are superior to the competition benchmark concerning the out-of-sample root mean squared error (RMSE). This holds regarding the competition month and the supplementary evaluation study, which covers an additional eleven months. Overall, our proposed model combination reduces the out-of-sample RMSE by 57.4% compared to the benchmark.
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1. Introduction

The decentralization of the energy system renders accurate electricity demand forecasts more critical than ever. Spikes in demand can produce strain on the networks. These issues will likely increase due to the increased use of lower-carbon technologies such as heat pumps and electric vehicles. Monitoring is expensive in the long term since it requires initial investments and sustained maintenance. Network operators are, therefore, particularly interested in peak-demand estimates.

This paper presents a winning method for high-resolution peak-demand prediction using generalized additive models (GAM) and deep neural networks (DNN). We developed this method for solving a data competition organized by Western Power Distribution (WPD), a British network operator responsible for the Midlands, South West, and Wales. The goal was to predict high-resolution minimum and maximum peak load using only low-resolution data and weather information. This is a relevant setup as it answers whether limited higher-resolution monitoring helps to estimate future high-resolution peak loads when the high-resolution data is no longer available. This is particularly interesting for network operators since consistent high-resolution monitoring is very costly [1, 2]. Therefore, replacing high-resolution monitoring with data science methods is an economically attractive scenario. If the results for a particular substation generalize to other substations, only low-resolution data would be necessary to obtain high-resolution features.

Peak load estimates are relevant at various scales. While Nationwide forecasts are essential for climate change issues and resource planning [3, 4], network operators are usually more interested in regional peak load predictions, which are also the topic of this paper. Another relevant topic for network operators is peak load shaving [5, 6]. The latter deals with flattening the load curve. While this topic is also highly relevant for network operators, it is less related to the topic of this paper. In the following paragraphs, we provide an overview of research on peak load estimation.

There are various papers dealing with peak load prediction at different scales, e.g., forecasting short-term load of individual households [7, 8], office buildings [9], low-voltage feeders [10], cities [11], and nations [4]. The results indicate that weather data like temperature, humidity, wind speeds, and air-pressure help explain peak loads [12, 13, 14, 15]. The influence of windspeed on electricity loads is discussed in detail in [16]. [17] deals with the selection of suitable weather stations. In contrast, [10], who supplemented their model with deterministic factors like the day of the week, found little to no evidence for an impact of the temperature on electricity load.

The applied techniques for peak load forecasting are diverse. They include models like time-varying autoregressive (ARTV) [18], recurrent and convolutional neural networks (RNN, CNN) [14], long-short term memory (LSTM) networks [15], gradient boosting [19], and multistep approaches [20, 21, 22]. The techniques proposed in this paper have also been applied to load forecasting. GAMs are widely used in global [23] and local [24, 25] short-term electricity load forecasting, and in forecasting high-resolution demand smart-meter data [26]. The literature on artificial intelligence
models based on neural networks in electricity load forecasting is much broader. A wide range of artificial neural networks, including multilayer perceptron networks (MLP), CNNs, and RNNs, are used in peak load [27, 28] and load [29, 30, 31, 32, 33, 34, 35, 36] forecasting.

Summarizing the research contribution of this manuscript, we

i) propose a winning method for predicting high-resolution power load with low-resolution data.

ii) analyze the descriptive data characteristics of relevant input data (esp. load and weather inputs) in detail for suitable usage for predictive analytics.

iii) design machine learning models, GAMs and DNNs, which combined yield the best performance among competitors.

iv) provide a rigorous predicting study that ensures the robustness of the method.

v) study and interpret the explanatory power of relevant inputs and discuss hyperparameter tuning results.

The remainder of this paper is structured as follows. Section 2 introduces the data and provides an extensive descriptive data analysis. Section 3 describes the models that we developed. The models’ performance is measured using an evaluation study. Section 4 contains the study design as well as the results. Section 5 concludes.

Figure 1: Illustration of the high-resolution peak load estimation task for four days in July 2021. The half-hourly minima and maxima (red, orange) of the high-resolution 1-minute load data (grey) have to be predicted using the low-resolution half-hourly load values (black).
2. Setting, Data & Exploratory Analysis

We consider a data set of the high-resolution peak load estimation challenge ranging from November 2019 to September 2021, covering almost two years of data. The data was provided by WPD\(^1\). Next to the mentioned load data that is also illustrated in Fig. 1, weather data was given to improve predictions. This is MERRA-2 weather reanalysis data from five areas close to the substation, as shown in Fig. 2. This weather data includes temperature (temp), solar irradiance (solar), north-south wind (windN), east-west wind (windE), pressure (press), and specific humidity (humid). We utilize the six weather inputs by averaging across the five areas.

Given the data mentioned above, the competition participants were requested to predict the minimum and maximum load values every half-hour of September 2021. However, to illustrate the robustness of the methodology used in the competition, we utilize a rolling window study with 12 test months from October 2020 to September 2021. Furthermore, the competition winner was determined by evaluating a specific skill with respect to the squared error. Thus, we are required to provide predictions of the expected value of the minimum and maximum load in each half-hour to optimize the skill score \[37\]. Further details on the evaluation are described in Section 4.3.

Let \(L_t\) be the half-hourly load, corresponding to the black line in Fig. 1. Further, let \(L_t^{\min}\) and \(L_t^{\max}\) be the minimum and maximum load values of the high-frequency data, which are our prediction targets. As \(L_t\) is known and it holds \(L_t^{\min} < L_t < L_t^{\max}\)

\(^1\)The data can be retrieved from WPD Datasets
it makes sense to model $\Delta_{t}^\text{min} = L_t^\text{min} - L_t$ and $\Delta_{t}^\text{max} = L_t^\text{max} - L_t$ directly. Fig. 3 illustrates the minimum and maximum load difference $\Delta_{t}^\text{min}$ and $\Delta_{t}^\text{max}$ for two selected time regions. Here, we added the discrete second order central difference (DSOCD) additionally
\[
L''_t = L_{t-1} - 2L_t + L_{t+1}
\]
of the load $L_t$, as well as its negative version $-L''_t$. We observe that $\Delta_{t}^\text{min}$ and $\Delta_{t}^\text{max}$ tends to be larger in absolute terms if $L''_t$ (or a neighbouring value like $L''_{t-1}$ or $L''_{t+1}$) is large in absolute terms. Thus, it makes sense to regard $L''_t$ as an important feature in model engineering.

A closer look at the bottom graph in Fig. 3 shows relatively large absolute values for $L''_t$ in winter at the very end and beginning of a day (at 23:30 and 0:00). It concerns a limited period in the winter months exclusively. However, we can not explain those values. In contrast to other large values, those do not translate into large absolute $\Delta_{t}^\text{min}$ and $\Delta_{t}^\text{max}$ values. Therefore, we decided to replace these values to prevent any influence of these spurious observations on our prediction. To adjust for these phenomena, we introduce an adjusted discrete second-order central difference $\tilde{L''}_t$ where the corresponding linear interpolation replaces the two values. The latter is formally defined as:
\[
\tilde{L''}_t = \begin{cases} 
L''_t & \text{if } t \mod 48 = 1, \ldots, 46 \\
\frac{1}{3}L''_{t-2} + \frac{2}{3}L''_{t+1} & \text{if } t \mod 48 = 0 \\
\frac{2}{3}L''_{t-2} + \frac{1}{3}L''_{t+1} & \text{if } t \mod 48 = 47
\end{cases}
\]

We define three deterministic components for further preliminary data analysis to capture potential seasonal characteristics in the data. Those are daily, weekly and annual inputs, which we refer to by $D_t$, $W_t$, and $A_t$. $D_t$ and $W_t$ count the number of hours in a day or week starting Monday. Similarly, $A_t$ counts the number of hours in a meteorological year with 365.24 days starting at 0:00 on 1st January 2020.

Fig. 4 shows a correlation matrix of relevant data discussed above. These are load-related time series $\Delta_{t}^\text{min}$, $\Delta_{t}^\text{max}$, $L_t$, $L''_t$, the six weather time series, and the daily, weekly and annual seasonal inputs $D_t$, $W_t$, and $A_t$. We illustrate Pearson’s correlation coefficients on the lower triangle and the distance correlation on the upper triangle. The former is a standard linear dependency measure that takes values in $[-1, 1]$. The latter is a non-linear dependency measure that takes values in $[0, 1]$ and characterizes stochastic independence [38].

We observe that likely $L_t$ and $L''_t$ will be important to explain $\Delta_{t}^\text{min}$ and $\Delta_{t}^\text{max}$. We also see that $\tilde{L''}_t$ seems to be slightly preferable to $L''_t$ for modeling purposes. In terms of correlation, solar irradiance explains best $\Delta_{t}^\text{min}$ and $\Delta_{t}^\text{max}$ among all meteorological inputs, which is plausible due to the expected high impact from photovoltaic to the load. However, the overall contribution of the weather data remains unclear, especially as weather data is highly correlated with deterministic seasonal variables. Among the seasonal inputs, we observe close-to-zero correlation values between $-0.04$ and $0.05$. This means that there is merely linear dependency between $\Delta_{t}^\text{min}$ and $\Delta_{t}^\text{max}$ and the seasonal inputs. However, we observe elevated distance correlations for the daily
and annual inputs. Since strong linear relations are already ruled out due to the close-to-zero Pearson’s correlation, we can deduce that the relation between daily and annual inputs and $\Delta_{t}^{\text{min}}$ and $\Delta_{t}^{\text{max}}$ is non-linear.

3. Models

To preserve comparability, we design the GAM and DNN models using the same input matrix $\mathcal{X}$. $\mathcal{X}$ contains $N = 21$ columns that are listed in Tab. 1. Note again that the challenge did not ask for forecasts (of the future) but for precise predictions. Therefore, in contrast to a classical forecasting problem, it is allowed to use positively lagged inputs to deduce the high-frequency peak load behavior. Therefore, we include positive lags of the load and DSOCD load.\footnote{However, at the end of the data set, we have to omit positively lagged components to predict the last observations of September 2021.}

Figure 3: Illustration of minimum and maximum load differences $\Delta_{t}^{\text{min}} = L_{t}^{\text{min}} - L_{t}$ and $\Delta_{t}^{\text{max}} = L_{t}^{\text{max}} - L_{t}$ with positive and negative discrete second order central difference (DSOCD) $L'_{t}$ of the load $L_{t}$ for four days in summer (23-26 July 2020, top) and winter (5-8 December 2020, bottom).
### Table 1: Table of all 3+9+6+3=21 inputs.

| Variable type       | Included feature                        | Number |
|---------------------|-----------------------------------------|--------|
| Lagged load         | $L_{t-1}$, $L_t$, $L_{t+1}$             | 3      |
| Lagged DSOCD load   | $L''_{t-4}$, ..., $L''_{t+4}$           | 9      |
| Weather inputs      | Temp, Solar, WindN, WindE, Press, Humid | 6      |
| Seasonal inputs     | $D_t$, $W_t$, $A_t$                     | 3      |
3.1. GAM models

A generalized additive model (GAM) is a model with $M$ additive model components. For our objectives $\Delta^m_t$ and $\Delta^m_{\tau}$ this is in general

$$\Delta^m_t = \sum_{i=1}^M f_i(X_{t,1}, \ldots, X_{t,N}) + \varepsilon_t$$  \hspace{1cm} (3)

where $m \in \{\min, \max\}$. The additive terms $f_i$ may represent arbitrary model components. Traditionally, linear terms and smoothing spline components are used for $f_i$. However, complex building blocks like gradient boosting machines or (deep) neural networks are also used in recent years, [39, 40].

In this application, we reduce the complexity of the considered GAM model (3) by restricting the model to linear terms and 2-way interactions. Thus, we do not allow for 3-way or higher interactions between the inputs. Additionally, we use GAMs in the traditional framework using splines, more precisely cubic B-splines. The GAM model with all 2-way interactions is defined by

$$\Delta^m_t = \sum_{i=1}^N b_{k_0}(X_{t,i}) + \sum_{i=2}^N \sum_{j=1, j>i}^N b_{k_1,k_2}(X_{t,i}, X_{t,j}) + \varepsilon_t$$ \hspace{1cm} (4)

where $b_{k_0}$ and $b_{k_1,k_2}$ denote univariate and bivariate splines with $k_0$, and $(k_1, k_2)$ knots. For the latter, we consider tensor interaction splines that only model joint interaction effects. In addition, we choose $k_0 = 27$ and $k_1 = k_2 = 9$. Thus, linear terms are specified by 27 parameters and bivariate terms by 81 parameters.

The model is estimated using the `bam` function of the R package mgcv [41] which allows efficient estimation for large data sets. Here, the input data can be discretized first to reduce the computational effort in the fast restricted maximum likelihood (fREML) computation. The fREML estimation is performed with respect to the Gaussian distribution with fixed variance, which corresponds to minimizing least squares. The parameter estimation is performed so that the Bayesian information criterion (BIC) is minimized, utilizing the effective degrees of freedom of the smoothing spline components. For more details on computational and theoretical issues on spline-based GAM models see [41].

In addition to (4), we introduce a reduced GAM model (GAM.red) that includes only selected 2-way interactions. We consider here only interactions that involve the crucial load input $L_t$, the second derivative $\tilde{L''}_t$ and the daily seasonal term $\text{Solar}_t$. Thus, the reduced GAM model is

$$\Delta^m_t = \sum_{i=1}^N b_{k_0}(X_{t,i}) + \sum_{i=2}^N b_{k_1,k_2}(L_t, X_{t,i})$$

$$\hspace{1cm} + \sum_{i=3}^N b_{k_1,k_2}(\tilde{L''}_t, X_{t,i}) + \sum_{i=4}^N b_{k_1,k_2}(\text{Solar}_t, X_{t,i}) + \varepsilon_t$$ \hspace{1cm} (5)
with the same $k_0 = 27$ and $k_1 = k_2 = 9$. Note that for notation convenience in (5) we assume that in column 1 to 3 in $\mathcal{X}$ are $L_t$, $\tilde{L}_t''$ and Solar$_t$. The computational cost for parameter estimation of the GAM.red is substantially lower than in (4). Using our eight-core machine, it relieves from about 3 hours to 2 minutes for the entire training and prediction of a minimum or maximum peak model. We also considered the main GAM models GAM.full and GAM.red with absolute wind speed$^3$ instead of north-south and east-west components. However, the results differed only marginally (less than 0.05% in RMSE). We, therefore, decided to use the original wind components and omit to report the results for brevity$^4$. The highly nonlinear structure of DNNs allows them to consider these nonlinear transformations themselves. We, therefore, decided to consider the original wind components only.

We consider the simple GAM model GAM.simple to illustrate the relevance and the non-linear impact of the mentioned three inputs $L_t$, $\tilde{L}_t''$ and Solar$_t$ beyond the descriptive data analysis:

$$\Delta_t^m = b_{k_0}(L_t) + b_{k_0}(\tilde{L}_t'') + b_{k_0}({\text{Solar}}_t) + \varepsilon_t$$

(6)

with $k_0 = 27$. The BIC-based fit of model (6) illustrated in Fig 5. We observe that especially the load $L_t$ and the second derivative $\tilde{L}_t''$ have clearly non-linear relationships. The spline fit of $\tilde{L}_t''$ close to 0 looks approximately like an absolute value which corresponds to the effect that was already visible in Fig 3.

Finally, we also consider the GAM model (4) without any weather inputs to evaluate the impact of the weather inputs. We refer to that model as GAM.noWeather.

3.2. Deep neural network model

The deep neural network (DNN) model uses the MLP structure as shown in Fig. 6. Formally, for $i \in \{1, \ldots, I\}$ we define it by

$$H_{t,i} = a_i (H_{t,i-1}W_i + b_i)$$

(7)

where $H_{t,i}$ is the output matrix of $i$th hidden layer, and $W_i, b_i, a_i$ are the weights, bias and activation function of the $i$th hidden layer, respectively. Note that $H_{t,0} = X_t = (X_{t,1}, \ldots, X_{t,N})$ and $H_{t,I+1} = \Delta_t = (\Delta_{t}^{\min}, \Delta_{t}^{\max})$. The model assumes $I = 2$ or $I = 3$ hidden layers and outputs our peak load prediction targets: $\Delta_{t}^{\min}$ and $\Delta_{t}^{\max}$. The model is regularized using input feature selection, a dropout layer, and $L_1$ regularization of the hidden layers and their weights. These methods are subject to tuning. We tune them along with other hyperparameters, such as the number of hidden layers, their activation functions, number of neurons, and the learning rate. We summarize all the hyperparameters to be tuned in the following list.

- Input feature selection as shown in Tab. 1 (21 hyperparameters).

$^3$Absolute wind speed is defined as $wind = \sqrt{windE^2 + windN^2}$

$^4$We are happy to provide them upon request.
Figure 5: Fitted cubic B-splines of the simple GAM model (6) for $\Delta_t^{\text{min}}$ (top) and $\Delta_t^{\text{max}}$ (bottom) for $L_t$ (left), $L_t''$ (center) and Solar$_t$ (right).

Figure 6: Exemplary network structure of the MLP.

- Number of hidden layers – either 2 or 3 (1 hyperparameter).
- Dropout layer – whether to use it after the input layer and if yes, at what rate.
The rate is drawn uniformly from \((0, 1)\) interval (up to 2 hyperparameters).

- Activation functions in the hidden layers. The possible functions are: elu, relu, sigmoid, softmax, softplus, and tanh (1 hyperparameter per layer).

- Number of neurons in the hidden layer drawn on an exp-scale from \([4, 128]\) interval (1 hyperparameter per layer).

- \(L_1\) regularization – whether to use it on the hidden layers and their weights and if yes, at what rate. The rate is drawn on an exp-scale from \((10^{-5}, 10)\) interval (up to 4 hyperparameters per layer).

- Learning rate for the Adam optimization algorithm drawn on an exp-scale from \((10^{-5}, 10^{-1})\) interval (1 hyperparameter).

This results in up to 43 hyperparameters that are subject to tuning. However, the number of possible combinations is far too high to check every single value for each parameter. Thus, we use the Optuna [42] tool for the tuning exercise. It utilizes a Bayesian optimization algorithm to find the optimal parameters. The number of tuning iterations is set to 1000. Each iteration consists of a small, 3-steps expanding window study. In the first step, we consider in-sample data excluding the last three months, and we fit the model to that. Then, using the model, we predict the values for the following month. In the second step, we roll our window by one month, this time including the one that we predicted in the previous step, and repeat the fitting and predicting exercise. The third step is analogous to the second one. This way, we obtain the predictions of the recent three months of in-sample data with the given set of hyperparameters. To mimic the prediction study, we could tune the hyperparameters only using the most recent month. However, we use three of them for the sake of robustness, i.e., we want to avoid an overfitted deep neural network. After the whole iteration, the MSE of the predictions is calculated, and the Optuna sampler seeks the hyperparameter set that minimizes this value. The tuning procedure is repeated every month, i.e., before each modeling for the following month, resulting in 12 hyperparameter tunings.

The model is constructed and estimated with the Tensorflow [43] and Keras [44] framework. In addition to the tuned parameters, we arbitrarily set the validation set size to 25% of the input data, the maximum number of epochs to 1500, and the batch size to \(7 \cdot 48 = 336\). Moreover, we use the Adam optimizing algorithm, MSE as the loss function, and the early stopping callback with a patience of 50 epochs. Naturally, the input data is standardized prior to the modeling.

Due to the stochastic nature of the DNNs, we may face instability between multiple estimations of a single DNN. Therefore, the predictions are obtained each time using an ensemble of predictions provided by ten runs of each of the five best hyperparameter sets. Ensembling is sometimes also called forecast averaging and has been applied to electricity price [45] and load forecasting [46] before. Thus, a single prediction represents an ensemble (here the mean) of 50 independent ones.
4. Empirical study and results

4.1. GAM parameter significance

Tab. 2 shows parameter significance estimates of the reduced GAM model GAM.red (5). We only report single terms and interactions with cumulative effective degrees of freedom (EDF) larger than 3 for the single terms and larger than 6 for the interactions to keep the table concise. The table also reports the F-statistic for an F-test that evaluates the joint significance with respect to no effect of the model term. We do not report the p-value here since all variables included in Tab. 2 are very close to 0. Large EDF values and F-statistics indicate the high importance of the corresponding model term.

We observe that $L_t$ is by far the most important input as a single term, but also in the interactions. This holds for both minimum and maximum models. Besides, we also see that various non-linear effects, represented by the tensor interactions, receive high EDF values. Overall, minimum and maximum models differ in various respects. However, the (lagged and modified) second derivatives of the load $\tilde{L}_{t+k}$ receive high EDF values in both models. A similar conclusion can be made for the weather variables and interactions with the weather. Solar is clearly the most important among the weather variables, but temperature, wind, and humidity also contribute. Those weather effects are known to have some relevance in load forecasting literature as well [12, 10, 15].

4.2. DNN Hyperparameter tuning results

We conduct the DNN hyperparameter tuning 12 times and each time we choose 5 best sets what results in 60 sets in total. Fig. 7 presents the choice frequency of input features in the obtained sets. The most important inputs are $L_t$, $\tilde{L}_{t+1}''$ and Solar, which is similar to the parameter importance in the GAM.red model, see Tab. 2. The least important variables are $\tilde{L}_{t-4}'$ and WindN. The DNN uses three hidden layers in 60% of cases and two in 40% of cases. On average, the first hidden layer consists of 66 neurons, the second and the third (if present) of 38. Fig. 9 presents the dependency between the numbers on different layers. Interestingly, the 2-layer networks tend to be smaller in the number of neurons than the 3-layer ones.

Fig 8 presents how often particular activation functions were chosen in each of the layers. We see that the elu function was chosen in half of the first layers, but in none of the remaining layers. The relu function is equally distributed across the first two layers and dominates the third layer. The most often chosen activation function in layer 2 is the softmax. The regularization frequency through dropout and $L_1$ regularization is reported in Fig. 10. We observe that, in most cases, the most optimal networks neglected these ways of regularization. Only the $L_1$ regularization of layer two was used in more than half of the tuned networks.

4.3. Study design

We evaluate the proposed models in an empirical evaluation study. The competitive models under consideration are the full GAM model GAM.full (4), the reduced GAM...
| Minimum EDF | Maximum EDF | Minimum F | Maximum F |
|-------------|-------------|------------|------------|
| Single Terms | EDF | F | Single Terms | EDF | F |
| $L_t$ | 9.5 | 8.9 | $L_t$ | 10.8 | 17.6 |
| $\tilde{L}_{t-1}''$ | 8.8 | 4.4 | $\tilde{L}_{t-2}''$ | 6.7 | 4.9 |
| $\tilde{L}_{t+1}''$ | 8.4 | 4.8 | $L_{t-1}$ | 6.3 | 6.9 |
| $\tilde{L}_{t}'$ | 8.2 | 4.6 | $L_{t+1}$ | 5.4 | 5.0 |
| Humid | 6.1 | 3.7 | $D_t$ | 4.8 | 3.1 |
| WindE | 5.1 | 8.9 | Temp | 4.1 | 11.5 |
| $A_t$ | 4.7 | 4.9 | Solar | 4.0 | 5.5 |
| WindN | 4.2 | 8.5 | WindE | 3.8 | 5.8 |
| Temp | 3.5 | 3.6 | $\tilde{L}_{t+4}''$ | 3.2 | 2.1 |
| $L_{t-1}$ | 3.3 | 1.3 | $\tilde{L}_{t+1}'$ | 3.1 | 2.2 |
| Interactions | EDF | F | Interactions | EDF | F |
| $L_t, A_t$ | 26.7 | 7.8 | $L_t, A_t$ | 37.8 | 28.1 |
| $L_t, Solar$ | 20.7 | 11.2 | $L_t, D_t$ | 25.1 | 20.6 |
| $L_t, D_t$ | 18.3 | 8.2 | Solar, $A_t$ | 15.4 | 6.4 |
| $L_t, L_{t+1}$ | 17.1 | 4.0 | $\tilde{L}_{t}'$, $\tilde{L}_{t-1}'$ | 14.9 | 6.5 |
| $\tilde{L}_{t}'$, $\tilde{L}_{t-1}'$ | 13.5 | 2.5 | Solar, $D_t$ | 11.0 | 8.5 |
| $L_t, Temp$ | 13.3 | 3.1 | $\tilde{L}_{t}'$, $\tilde{L}_{t+1}'$ | 11.0 | 2.4 |
| $L_t, L_{t-1}$ | 13.0 | 4.9 | $\tilde{L}_{t}'$, $\tilde{L}_{t+2}'$ | 10.7 | 2.8 |
| $\tilde{L}_{t}'$, $\tilde{L}_{t+1}'$ | 12.1 | 2.3 | $L_t, Solar$ | 10.0 | 2.9 |
| $L_t, W_t$ | 11.7 | 3.0 | $\tilde{L}_{t}'$, Temp | 9.5 | 3.4 |
| $\tilde{L}_{t}'$, $\tilde{L}_{t+2}'$ | 11.4 | 2.9 | $L_t, WindE$ | 9.3 | 2.5 |
| $L_t, Humid$ | 10.1 | 2.6 | $L_t, \tilde{L}_{t-4}'$ | 9.1 | 2.1 |
| $\tilde{L}_{t}'$, $\tilde{L}_{t-3}'$ | 9.9 | 3.1 | $\tilde{L}_{t}'$, $\tilde{L}_{t-3}'$ | 9.0 | 2.2 |
| $L_t, WindN$ | 9.9 | 4.4 | Solar, WindE | 9.0 | 2.5 |
| $\tilde{L}_{t}'$, Humid | 9.8 | 1.8 | $L_t, W_t$ | 8.9 | 1.9 |
| $\tilde{L}_{t}'$, $\tilde{L}_{t-2}'$ | 9.3 | 2.1 | $L_t, \tilde{L}_{t-3}'$ | 8.7 | 1.5 |
| $L_{t+1}, Solar$ | 8.3 | 1.3 | $L_t, L_{t+1}$ | 8.4 | 1.3 |
| Solar, $D_t$ | 8.2 | 2.0 | $L_t, \tilde{L}_{t+3}'$ | 7.4 | 1.3 |
| $L_t, WindE$ | 7.6 | 2.5 | $L_t, \tilde{L}_{t+1}'$ | 6.8 | 1.5 |
| Solar, WindE | 6.9 | 1.6 | $L_t, \tilde{L}_{t-1}'$ | 6.5 | 1.4 |
| $\tilde{L}_{t}'$, WindE | 6.9 | 1.5 | $L_t, \tilde{L}_{t+4}'$ | 6.1 | 1.0 |
| $L_t, \tilde{L}_{t+1}'$ | 6.2 | 4.2 |

Table 2: Effective degree of freedom and F-statistic of selected model terms of model **GAM.red**.
model \texttt{GAM.red} (5), and the deep neural network \texttt{DNN} (7). Combining sophisticated models often improves predictive accuracy, thus we also consider the naive combination of \texttt{GAM.full}, \texttt{GAM.red} and \texttt{DNN}. The naive combination uses uniform weights for the three models.

Additionally, we consider the simple GAM model \texttt{GAM.simple} (6), the full GAM model (4) without weather inputs \texttt{GAM.noWeather}, and the naive benchmark \texttt{Naive} defined by $\tilde{L}_t^{\text{max}} = L_t$ and $\tilde{L}_t^{\text{min}} = L_t$ for comparison purposes.
As mentioned, we evaluate the predictive accuracy of the models in a rolling window study, measuring the performance in the 12 months from 10/2020 to 09/2021. We evaluate the predictions by calculating the root mean squared error (RMSE) of the predictions. Here, we distinguish a joint RMSE and an RMSE for the minimum and maximum:

\[
\text{RMSE} = \sqrt{\sum_{t \in \mathbb{T}} (\tilde{L}_t^\text{min} - L_t^\text{min})^2 + (\tilde{L}_t^\text{max} - L_t^\text{max})^2} \quad (8)
\]

\[
\text{RMSE}_m = \sqrt{\sum_{t \in \mathbb{T}} (\tilde{L}_t^m - L_t^m)^2} \quad (9)
\]

where \(m \in \{\text{min, max}\}\) and \(\mathbb{T}\) represents the index set of time points of the considered
Overall | 20/10 | 20/11 | 20/12 | 21/1 | 21/2 | 21/3 | 21/4 | 21/5 | 21/6 | 21/7 | 21/8 | 21/9 | Avg |
|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-----|
| GAM.full | .1239 | .0703 | .0497 | .0532 | .0988 | .1202 | .1147 | .1746 | .1368 | .1537 | .1383 | .1163 | .1150 |
| GAM.red  | .1241 | .0700 | .0496 | .0536 | .0994 | .1201 | .1147 | .1750 | .1385 | .1554 | .1374 | .1162 | .1155 |
| DNN     | .1230 | .0704 | .0507 | .0545 | .1027 | .1251 | .1154 | .1653 | .1474 | .1538 | .1422 | .1225 | .1174 |
| Combination | .1221 | .0689 | .0491 | .0527 | .0979 | .1193 | .1433 | .1684 | .1365 | .1512 | .1371 | .1164 | .1137 |
| GAM.noWeather | .1301 | .0707 | .0508 | .0533 | .1058 | .1253 | .1471 | .1822 | .1401 | .1584 | .1424 | .1249 | .1193 |
| GAM.simple | .1531 | .0940 | .0584 | .0672 | .1267 | .1500 | .1797 | .2093 | .1733 | .1873 | .1671 | .1413 | .1423 |
| Naive   | .2833 | .1693 | .1144 | .1255 | .2217 | .2847 | .3380 | .4029 | .3131 | .3334 | .3478 | .2699 | .2670 |

Table 3: RMSE values for peak load prediction in MW in the evaluation study with corresponding averages (last column). Relative improvements over the Naive model in % are in brackets below.

month. The naive benchmark model was also used in the competition skill score which corresponds to the relative improvement in the RMSE:

\[
\text{Score} = \frac{\text{RMSE(Model)}}{\text{RMSE(naive)}}. \tag{10}
\]

4.4. Evaluation results

Tab. 3 shows the RMSE and corresponding score results of the considered models. Overall, we see that all sophisticated models show high predictive accuracy. The GAM.full and GAM.red have almost the same predictive accuracy and improve the RMSE of naive by about 57%. The DNN model performs only slightly worse with an accuracy improvement of 56%. Still, we see a few months where DNN outperforms the GAM models, namely October 2020 and May 2021. Hence, the Combination has a robust predictive accuracy and exhibits another small improvement over the individual models. This improvement is about 57.5% compared to naive. We want to mention that in the WPD challenge, the test month was September 2021. Here, the GAM models performed particularly well with a skill score of 43.1% (56.9% Improvement compared to naive) - the same score as the more robust Combination model. In the competition, we used a slightly modified combination model (e.g., the GAM also included manually selected 3-way interactions) with a final skill score of 42.6% (57.4% Improvement compared to naive). The second and third-placed teams (WOJJ and code_green) received a score of 43.6% and 43.7%. Thus, the proposed Combination model has an improvement of more than 1 percentage point in terms of RMSE compared to the other teams.

From the GAM.noWeather model in Tab. 3 we can deduce that the weather variables improve the RMSE skill score by 1.6 percentage points on average. This sounds minor, but it is substantial, considering that the difference in the skill score between GAM.simple and GAM.full is only about 10 percentage points.
|       | 20/10 | 20/11 | 20/12 | 21/1  | 21/2  | 21/3  | 21/4  | 21/5  | 21/6  | 21/7  | 21/8  | 21/9  | Avg   |
|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| **Min** |       |       |       |       |       |       |       |       |       |       |       |       |       |
| GAM.full | .1551 | .0831 | .0544 | .0593 | .1136 | .1281 | .1429 | .1824 | .1389 | .1658 | .1528 | .1169 | .1344 |
| GAM.red  | .1529 | .0826 | .0543 | .0598 | .1151 | .1278 | .1452 | .1801 | .1416 | .1673 | .1513 | .1188 | .1247 |
| DNN     | .1513 | .0838 | .0565 | .0630 | .1176 | .1373 | .1518 | .1746 | .1527 | .1684 | .1579 | .1297 | .1287 |
| Combination | .1517 | .0818 | .0541 | .0596 | .1132 | .1285 | .1433 | .1761 | .1404 | .1644 | .1520 | .1197 | .1237 |
| GAM.noWeather | .1635 | .0827 | .0545 | .0592 | .1181 | .1306 | .1463 | .1869 | .1434 | .1694 | .1571 | .1243 | .1280 |
| GAM.simple | .1889 | .1105 | .0623 | .0758 | .1413 | .1624 | .1768 | .2122 | .1817 | .1963 | .1842 | .1443 | .1531 |
| Naive   | .3256 | .1890 | .1196 | .1305 | .2375 | .3010 | .3330 | .4131 | .3269 | .3468 | .3691 | .2723 | .2804 |
| **Max** |       |       |       |       |       |       |       |       |       |       |       |       |       |
| GAM.full | .0816 | .0545 | .0444 | .0462 | .0813 | .1116 | .1464 | .1663 | .1346 | .1406 | .1220 | .1156 | .1038 |
| GAM.red  | .0860 | .0544 | .0444 | .0466 | .0805 | .1120 | .1481 | .1698 | .1353 | .1425 | .1220 | .1135 | .1046 |
| DNN     | .0859 | .0538 | .0440 | .0445 | .0853 | .1115 | .1511 | .1555 | .1418 | .1377 | .1247 | .1149 | .1042 |
| Combination | .0824 | .0529 | .0434 | .0436 | .0797 | .1094 | .1453 | .1603 | .1324 | .1366 | .1203 | .1129 | .1017 |
| GAM.noWeather | .0842 | .0561 | .0409 | .0446 | .0797 | .1197 | .1478 | .1774 | .1367 | .1466 | .1259 | .1255 | .1088 |
| GAM.simple | .1057 | .0740 | .0541 | .0574 | .1101 | .1365 | .1825 | .2065 | .1645 | .1789 | .1481 | .1381 | .1296 |
| Naive   | .2335 | .1469 | .1090 | .1203 | .2047 | .2674 | .3429 | .3925 | .2986 | .3193 | .2952 | .2675 | .2523 |

Table 4: RMSE$_{\text{min}}$ and RMSE$_{\text{max}}$ values for the minimum and maximum peak load in MW for considered prediction models in the evaluation study with corresponding average (last column).

Tab. 4 presents the RMSE$_{\text{min}}$ and RMSE$_{\text{max}}$ results. We observe that the performance between the GAM models and the DNN varies with the prediction target. For the minimum peak load models, the DNN performs clearly worse than the GAM models, even worse than the GAM.noWeather model. Thus, the predictive accuracy of the Combination model improves only marginally compared to the well-performing GAM models GAM.full and GAM.red. In contrast, the neural network model performs similarly to the two GAM models for the maximum peak load. Thus, we see a substantial increase in predictive accuracy due to aggregation in the Combination model.

5. Conclusion

This paper covers estimating high-resolution electricity peak demand given lower resolution data. For this purpose, we developed models using two distinct model classes, namely GAM and DNN. Combining these models received the best score in the WPD data competition. The month to predict in the competition was September 2021. However, to evaluate the robustness of our proposed methodology, we report model performance for eleven additional months. The model components and their importance were discussed in detail. Given the results, we conclude that the most important ones are the load $L_t$, its modified second derivative $\tilde{L}_t''$, and Solar. This applies to both GAM and DNN models. The proposed combination of both model classes improves performance and delivers more robust predictions. The method was proven in a robust 12-months evaluation study. Overall, this combination yields an RMSE
that is 1.2% lower compared to the best performing individual model \textit{GAM.full} and 57.4% lower compared to the \textit{Naive} benchmark. Including weather information was clearly beneficial. Comparing \textit{GAM.full} to \textit{GAM.noWeather} shows that considering weather variables improves the RMSE by 1.6 percentage points on average. The proposed methodology can easily be applied to different substations. An interesting question is how the model performance changes when the data is from a different region. If the results generalize well, network operators would not need to pay for collecting high-resolution data in the first place. The high-resolution features of interest could be extracted from low-resolution data using the proposed methods. This is an interesting topic for future work.
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