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Abstract This paper explores what prompts some individuals to spend a significant amount of time travelling. In the literature, travel time tends to be regarded as useless, unproductive time and, in some cases, as the worst time of the day. The actual behaviour of intensive travellers challenges this view of travel time. A mixed approach that combines quantitative and qualitative methodologies was adopted. A survival analysis of daily travel time in eight European cities gives a quantitative definition of intensive travellers. Qualitative interviews with intensive travellers explore the various dimensions of choice and/or obligation that are responsible for these extreme daily travel times. The results show that roughly 20 % of the individuals in the sample for each city have long travel times (more than 100 min a day). The quantitative analysis also suggests that the behaviour of these individuals is atypical and cannot be explained solely by the characteristics that are considered in standard travel surveys. A qualitative sociological approach supplements the quantitative approach and illustrates that the allocation of travel time is not only determined by the activity pursued at the destination or the mode of transport but also by other factors such as personal beliefs and the perception of travel time. The positive perception of travel time as time to be used constructively or enjoyed influences the decision to travel intensively and, above all, contributes to its long-term acceptability. A number of political issues depend on travel behaviour and, therefore, to some extent, on time management. New patterns of behaviour with regard to time management help explain the expansion in the range of individual travel.
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1 Introduction

In the literature, travel time is sometimes considered to be the worst time of the day [27] and has been reported as being negatively correlated with happiness [56]. Nevertheless, travel time budgets have increased in several European conurbations, suggesting that a growing number of people are spending more time travelling and that some of them are experiencing what can be termed “extreme” travel times. This paper will examine the reasons that lead some people, to whom we shall refer as “intensive travellers”, to spend so much time a day travelling. The primary concern of this paper is thus to define above what time threshold an individual becomes an intensive traveller and the determinants of this behaviour. Some seem to find pleasure, whereas others see only constraint or boredom. Based on these two contradictory observations, this paper sets out to explore intensive daily travel behaviour and to draw conclusions about what drives

1 Travel time budgets are increasing, especially in The Netherlands, Great Britain, France and Switzerland [13, 22, 26, 47, 48, 62].
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Economic theory tends to consider travel time as derived from participation in activities. Many studies have examined travel time in relation to the types of activities pursued and their duration. Chen and Mokhtarian [11] introduced the principle of proportional allocation in a microeconomic model [3], assuming that the travel time for a given activity is determined by “travel time prices for activities”, by calculating travel time based on the length of the activity using different rates depending on the type of activity. Thus, in this model, travel time is considered only as a constraint. Certain empirical studies have attempted to quantify this relationship (typically via a proportional relationship) between transportation and activity durations, based on different methods. Thus, a considerable number of studies have estimated a time price of travel [6, 7, 15, 17, 18, 20, 30, 31, 35, 38, 54, 55].

Nonetheless, the time an individual is willing to spend travelling to and from an activity is the result of a complex process that combines a large number of compromises. Expressing travel simply in terms of price - be it temporal or monetised - (as a result of the performance of transportation systems, for instance) seems reductionist in the sense that some trips (or parts thereof) seem more arduous than others. For example, the first 10 min of a trip are often less negatively perceived than the last ten. Similarly, the wait for a given mode of public transportation is often perceived more negatively than the actual trip, and so on. Using non-linear relationships between travel time and activity time, Joly [25] has shown individuals’ growing reluctance to accept ever-increasing travel times. Moreover, this depiction of travel time as a direct cost to individuals’ activity schedules is to some extent challenged by recent qualitative and quantitative research that offers another interpretation of travel time. The possible existence of a trade-off between activity time and travel time in relation to the perceived quality and utility (or uselessness) of this time should undoubtedly be considered. Studies have attempted to characterize the value of travel time, which in fact is not always viewed as wasted time that, optimally, should be reduced. Rather than a cost, travel time can be perceived as ‘gifted’ time during which the individual is able to engage in activities [24].

Trips and travel time have a positive use, not only because of the activities that can be done during the journey but also because of different aspects inherent to the journey (landscapes, comfort, the pleasure of driving, a break between activities, etc.) [14, 19, 37, 43, 44, 49, 53, 60]. Travel time can be seen as time that has been saved, or a pleasant time where the vehicle becomes a living space in its own right [49, 51] and during which a variety of activities can be done, thus making it worthwhile - even productive [16, 38, 51, 59]. Travel time can even be an opportunity for doing personal activities that would be impossible at another time during the day [24]. Moreover, the information age with increased use of mobile communication technologies seems to have changed the perception of travel time and its utility, as Lyons et al. have pointed out in the case of UK train passengers [36]. Travel speed and its maximization appear not to be an objective for some travelers, as stated by O’Fallon and Wallis in their research in New Zealand [46].

To study travel time effectively - especially for intensive travellers - at the very least these two theoretical viewpoints should be considered. The methodology proposed in this article is therefore mixed in that it applies both quantitative and qualitative methods to a single research topic [21]. This proposed mixed method attempts to move beyond the usual preconceived ideas about travel time. Managing time and making schedules involve complex behaviour and choices, which put travel time at the crossroads between individuals’ decisions to participate in activities and the various constraints and opportunities as regards transportation systems and facilities, as well as the perception and value given to travel time.

The following section presents the quantitative and qualitative methods used in this research. The third section, in which our findings are presented, begins by defining a criterion for identifying intensive travellers and goes on to identify and measure the determinants of travel time and finally reports on interviews with intensive travellers about their experience of travel time. In the fourth section we conclude with a discussion about several topics.

2 Methodology

This article is based on a mixed approach that uses both a quantitative statistical method (duration models) and a qualitative method (interviews). The quantitative method sets out to characterise the level of daily travel time that defines intensive travellers and to identify the determinants of daily travel duration.

2.1 Quantitative method

2.1.1 Duration model

The analysis of the daily travel times for our sample is based on duration models, alternatively known as survival analysis. In the activity-based literature, duration models are used to analyse both the duration of daily activities and the activity pattern structure [25]. We analyse the daily time allocated to transport (the sum of the duration of all trips), hence simplifying the daily process of time allocation to travel.

Duration model techniques are able to overcome a number of the limitations of Ordinary Least Squares (OLS) estimation. Duration data are known to be non-normal data, non-
symmetric with a specific form. Linear regression is not robust to these violations [34].

In the framework of duration models, specific attention is given to the concept of duration dependence. Duration models consider the time variable under study as the duration of an individual in a given state and then consider the probability of leaving that state at any time. Hence, the model estimates the probability of leaving the current state as being dependent on the time spent in the state. The focus on the duration dependence dimension of the daily allocation of time to travel raises the question of the temporal dynamic of the behaviour. We can infer that, on average, this probability of leaving or stopping travel should be increasing if travel time is an undesired and unsatisfying time.

Average behaviour is modelled by defining the survival function, or the probability of a representative individual travelling for a given duration on a daily basis. The hazard rate associated with this survival represents the rate of interruption at each date. The hazard function is defined as the limit of the conditional probability of a process ending, given the elapsed time. Hence, the likelihood of daily travel time ending depends on the length of elapsed time. This probability can vary during the process.

If the hazard rate increases, the likelihood of interruption increases with the duration of travel. If it decreases, interruption is increasingly unlikely. The survival function associated with it decreases all the time, as hazard is always positive. The survival function can be concave, convex or both successively, depending on the hazard rate. Figure 1a and b illustrate two common types of hazard and survival curves. First, the monotonic increasing hazard indicates an increasing risk to stop the allocation of time to travel with the travel duration. In the second figure, the non-monotonic hazard (increasing and decreasing) indicates a varying chance to stop the travel time. For individuals completing the corresponding travel duration, decreasing hazard would indicate a decreasing propensity or capacity to stop their travel.

The type of hazard function, therefore, has an important impact on how the process’ temporal dynamic is represented. Information on the temporal dynamics of the process can be gathered directly by studying the slope of the hazard curve.

Non-parametric analysis provides more information about raw survival and hazard. The survival function is estimated using the Kaplan-Meier estimator. In the case of rounded stated times, we choose to group event times into 5-min intervals. Assuming that the hazard remains constant within each discrete period, one can then approximate the shape of the hazard function by a continuous-time step function. This method allows us to define the critical duration (i.e., the duration for which hazard is at its highest) beyond which mobile individuals are deemed to be intensive travellers.

Once the distribution has been validated, the impact of explanatory variables on survival is introduced by means of Cox’s proportional hazard model. Cox’s semi-parametric estimation method imposes no constraints on the form of the baseline hazard. This method is considered to be more robust than the fully parametric approach [45] as regards the estimation of the effects of covariates. Cox’s model allows us to identify and evaluate the impact of the assumed determinants on hazard rate and, consequently, on the average daily travel times.

When interpreting the results of Cox’s model, it should be noted that a positive regression coefficient means a greater likelihood of travelling no further, thus shortening the travel

![Fig. 1 a: Examples of density, f(t), probability F(t) and survival S(t) curves associated with monotonic increasing hazard h(t). b: Examples of density, f(t), probability F(t) and survival S(t) curves associated with non-monotonic hazard h(t) (increasing and decreasing)
time budget. Conversely, a negative coefficient means a higher travel time budget.

Our third step, using a binary logit model, was to estimate the determinant of the probability of a mobile person to become an intensive traveller. We can expect that for most of the explanatory variables, the effect on the average daily travel time and on the probability of intensive travel will be equivalent.

2.1.2 Data

The data was provided by travel surveys conducted in eight cities in three European countries (Lyon (2006), Grenoble (2002), Rennes (2001) and Strasbourg (1997) in France, Geneva, Bern and Zurich in Switzerland (2000) and Brussels in Belgium (1999). These cities were chosen because the travel data available for them was relatively contemporary (see Table 1). Secondly, the surveys, albeit in different countries, used similar methodologies for measuring respondents’ travel behaviour and activities. Finally, these cities offer great diversity in terms of socio-demographical profiles, urban morphology, density and transportation infrastructure (see Table 2 for a detailed description of these characteristics in the eight cities). Strasbourg, Zurich and Bern have effective urban and regional public transport systems and are developing a policy to optimise these infrastructures and regulate car accessibility to the city centre. The supply of urban public transport in Lyon, Grenoble, Brussels and Geneva is effective but regional transport is weak. Transport policy in these cities aims to develop public transport and road infrastructure, while simultaneously restricting car accessibility to the city centre. Public transport in Rennes is poor and the city’s transport policy tends to promote road traffic.

The data collected for each country differs both in terms of response items and level of detail. Common classifications were made for trip purpose (types of activities), modes of transport used and socio-demographic characteristics. As Timmermans et al. [57] have pointed out, international comparative studies are often problematic due to the recomposition of the variables (activity patterns, transport modes, etc.). Extensive work was then done to make the data as comparable as possible and avoid the use of subjective variables [26].

Thus, activities outside the home have been divided into four categories: 1) work/training, 2) education, 3) shopping/personal business, 4) social/leisure activities. It should be noted that only weekdays (Monday-Friday) were available in the three types of survey and thus in this analysis. The absence of Saturdays and Sundays is obviously limiting, especially for shopping and leisure trips.

2.2 In-depth interviews with intensive travellers

In order to understand their behaviour, experience and perceptions of travel time, qualitative research has long focused on individuals with large travel time budgets. Intensive travellers were chosen based on the amount of time they spent travelling each day (a minimum of 2 h). In addition to this criterion, a diversity principle was applied when recruiting respondents. Twenty-nine interviews were conducted in three of the eight cities for which we have quantitative data (Lyon, Geneva and Brussels). Three sets of qualitative data were used in the analysis – a first set of 11 interviews done in 2008 in the Lake Geneva area, a second set of eight interviews done in France in the Lyon region in 2008 and a third set of ten interviews done in the Brussels region in Belgium, also in 2008. As the

| Table 1    | Characteristics of the surveys compared |
|------------|-----------------------------------------|
|            | France                                  | Switzerland                           | Belgium                               |
| Name of survey | Household Travel Surveys (EMD) | Microcensus2000 | Belgian mobility survey (MOBEL)          |
| Year        | 1997 (Strasbourg) | 2000 | 1998–1999 |
|             | 2001 (Rennes) |                      |                                      |
|             | 2002 (Grenoble) |                      |                                      |
|             | 2006 (Lyon) |                      |                                      |
| Survey method | Household interview | Computer-assisted telephone interview (CATI) | Mail-in survey with additional follow-up by telephone, if necessary |
| Respondents | All persons in household 5 years or + | 1 person (+6 years) per household (if household <4 people); if >4, 2 people surveyed | All people in household + 6 years. |
| Days of trips | All trips made on the day (weekday) preceding the day of the survey | All trips made 1–2 days before the survey date * | All trips made the day before the inquiry * |
| Survey period | A reference day over a period of several months in a year (October to May) | A reference day over an entire year | A reference day over a period of several months in a year (October to May) |

* The present study considers only weekdays.
interviews were conducted in French, we decided not to trans-
late respondents’ statements verbatim but to report the con-
tents of their replies in the analysis in order to avoid distorting
their statements.

The interviews were conducted based on a qualitative,
comprehensive method using life story interviews [1, 5, 12].
The qualitative method was chosen precisely for its compre-
hensive dimension [4, 32] because it seemed to be the best
way to bring out the trade-offs that were important for respon-
dents and influential in their decision-making. Although many
studies mention teleporting, the preference for this hypotheti-
cal option was not tested during interviews [9, 46, 50]. We
agree with O’Fallon and Wallis [46] that travellers, especially
intensive travellers, tend to answer this question with refer-
ce to their own travel constraints, in particular the location
of their job and home.

From the standpoint of data collection, a number of socio-
spatial disparities exist between the three countries. Belgium
and Switzerland are similar in several respects in which
France differs. First, Switzerland and Belgium are comparable
in size and small and thus conducive to travel. Residents of
these countries are less inclined to move within their country
than are the French (for example, when changing jobs, be-
cause travel distances are shorter and more feasible on a daily
basis). Moreover, a language barrier divides both Switzerland
and Belgium, which is another obstacle to residential reloca-
tion. Thus, Switzerland and Belgium are commuter countries.
However, the sheer size of metropolitan France – which
covers a greater area and has longer distances - is an obstacle
to intensive travelling practices, although the development of
high speed rail lines has done a great deal to provide a rapid
connection between remote areas. Spatial constraints and geo-
graphical remoteness tend to encourage residential relocation
rather than the commuting practices found in Switzerland and
Belgium. In France, intensive travel practices are reflected in
the travel practices of residents living on the periphery of
major cities, as is the case in Lyon.

3 Results

3.1 Defining intensive travellers

The data collected in each of the cities in the study provide the
duration of each trip made by the individuals in the samples.
The daily travel time budget was then calculated as the sum of
the duration of all trips made during the day. The average
time budgets for the mobile population are relatively
high (Table 3). More specifically, the proportion of individuals
whose travel time budget exceeds 100 min (or even 2 h) is not
marginal (around 10–25 % of the mobile population).

Intensive travellers are defined in this study as individuals
who travel more than 100 min per day. It is worth noting that
the previous studies of such behaviour focus on commute
distance [10, 39] and commute time [40], thus restricting their
definition of extreme travel time to commuting. This paper
analyses travel movements over the whole day. By including
all the activities pursued in a day, travel time for constrained
activities is balanced against travel time for discretionary ac-
tivities. Extreme travel time is identified no longer in terms of

| City       | Area covered by survey (km²) | Number of zones/municipalities | Average surface area (km²) | Population | Sample size |
|------------|-----------------------------|--------------------------------|---------------------------|------------|-------------|
| Brussels   | 557                         | 33                             | 16.9                      | 1,309,478  | 982         |
| Grenoble   | 310                         | 36                             | 8.6                       | 386,886    | 4934        |
| Lyon       | 490                         | 76                             | 6.4                       | 1,226,052  | 9465        |
| Rennes     | 609                         | 46                             | 13.2                      | 358,561    | 6900        |
| Strasbourg | 305                         | 32                             | 9.5                       | 449,036    | 3317        |
| Bern       | 422                         | 36                             | 11.7                      | 333,334    | 1163        |
| Geneva     | 228                         | 42                             | 5.4                       | 410,261    | 1688        |
| Zurich     | 906                         | 99                             | 9.2                       | 983,937    | 1818        |

City Public transport system (1) Parking limitation Cycling infrastructure Policy on car access to city centre

| City       | Public transport system (1) | Parking limitation | Cycling infrastructure | Policy on car access to city centre |
|------------|-----------------------------|--------------------|------------------------|----------------------------------|
| Brussels   | S+T+B                       | Weak constraint    | Medium development     | Favourable to car                 |
| Grenoble   | T+B                         | Weak constraint    | Medium development     | Favourable to car                 |
| Lyon       | S+T+B                       | Weak constraint    | Low development        | Incentive                         |
| Rennes     | B                           | Weak constraint    | Low development        | Incentive                         |
| Strasbourg | T                           | Weak constraint except in city centre | High development | Restrictive                       |
| Bern       | T+B                         | Strong constraint  | High development       | Restrictive                       |
| Geneva     | S+T+B                       | Weak constraint except in city centre | Medium development | Favourable to car                 |
| Zurich     | S+T+B                       | Strong constraint  | High development       | Restrictive                       |

(1) Subway (S); Tramway (T); Buses (B)
mere distance travelled (which, at least in part, depends on access to high speed transportation systems) but in terms of the daily amount of time allocated to travel. Nevertheless, this focus on travel time includes long distance commuters de facto.

It is debatable at what point travel time budgets should be considered to be “high”. Using a quantitative method to define this threshold, travellers were defined to be “intensive” based on the amount of time they spent travelling each day. Rather than engaging in a discussion about the choice of the appropriate quantile, survival analysis methods were chosen. Modelling the hazard rate identified the duration dependence of the process of allocating time to travel. As the graphs show (Fig. 2), the hazard rate is non-monotonic and decreases for all cities at around 100–120 min. This specific shape of the hazard indicates that there is a time threshold beyond which the hazard rate of individuals still engaged in the process (travel, in this case) decreases at each date. Thus, there is less and less chance of them interrupting their travel and, consequently, their resistance to long travel time is greater.

However, the survival rate indicates that the number of “survivors” exceeding this threshold is not insignificant; 15–25 % of travellers travel for more than 100 min and 10–15 % for more than 120 min (Table 3). The findings for the eight cities thus converge, providing a quantitative threshold with which to define intensive travellers as well as the recruitment criteria for respondents for the qualitative survey.

### 3.2 The determinants of intensive travelling

Both the quantitative and the qualitative method of analysis confirmed the same determinants of intensive travelling. First, we quantified the effects on average travel time (through the hazard rate) and on the probability of being an intensive traveller of the determinants available in the travel surveys, insofar as this was possible. Second, our investigation of the determinants of travel behaviour was informed by the qualitative interviews we conducted, which highlight the role of a certain number of traits linked to the individual and the household.

First, three types of determinants were identified, consistent with those found in the literature: the household’s socio-economic characteristics; the individual’s travel characteristics and activity patterns; and the day of the week.

In general, the results are consistent with those found in the literature on daily travel time (see [25, 42]). Table 4 shows the results of the estimation of the Cox and the logit models. Most of the estimated coefficients are significant. The signs of the coefficients are the same in the two estimations.

#### i - Households’ socio-economic characteristics

First of all, households’ socio-economic characteristics influence daily travel times and can thus be considered to be a determinant of intensive travel (Table 4). Our estimation results show that on average men’s hazard rate is 8.6 % lower than women’s (Cox model: \( \beta = -0.089, \) hazard ratio = 0.914, \( p \)-value < 0.001) and that they also have a higher probability of intensive travel (logit model: \( \beta = 0.3212, \) odds ratio = 1.379, \( p \)-value < 0.001). Individuals of working age (over 15 years) have longer travel times than older people (aged 65 years and over) and a higher probability of being intensive travellers, whereas younger people (aged between 5 and 14 years) have lower daily travel times. The dummy variables for the cities impact daily travel times and the probability of intensive travel in the same direction. All else being equal, the daily travel time and the probability of intensive travel are the lowest in Rennes, which is the city in our sample that most favours car travel, buses providing the only public transport. In increasing order of daily travel times, there follows: Strasbourg, Grenoble, Brussels, Lyon, Bern, Geneva and Zurich. Individuals’ occupations also affect their daily travel time and their probability of intensive travel. Nonetheless, there are disparities between the countries (captured by the dummy variables that
Fig. 2  Estimated survival and hazard curves for each city (in red: estimated hazard curve; in black: estimated survival curve)
Table 4: Results of the estimation of the semi-parametric Cox model and the LOGIT model

| Cox model | Parameters | Hazard ratios |
|-----------|------------|--------------|
| **Socio-demographic attributes** | | |
| Gender (female = ref.) | −0.0899 | 0.914 |
| 14 years old and under | 0.3709 | 1.449 |
| Between 15 and 25 years of age | −0.3157 | 0.729 |
| Between 25 and 55 years of age | −0.1347 | 0.874 |
| Between 55 and 65 years of age | −0.1253 | 0.882 |
| 65 years of age and over ref. | | |
| Employed in Belgium | −0.1892 | 0.828 |
| Employed in France | 0.0689 | 0.933 |
| Employed in Switzerland | 0.2667 | 1.306 |
| Unemployed ref. | | |
| Presence of children under 12 years of age (1/0 = ref.) | 0.1228 | 1.131 |
| Couple (1/0 = ref.) | −0.0185 | 0.982 |
| Car owners (1/0 = ref.) | 0.0837 | 1.087 |
| **Spatial indicators** | | |
| Brussels | 0.4077 | 1.503 |
| Grenoble | 0.4393 | 1.552 |
| Rennes | 0.5474 | 1.729 |
| Strasbourg | 0.4540 | 1.575 |
| Lyon | 0.2518 | 1.286 |
| Geneva | 0.1040 | 1.110 |
| Bern | 0.1415 | 1.152 |
| Zurich ref. | | |
| **Mobility and activity indicators** | | |
| Number of daily trips | −0.1541 | 0.857 |
| Daily duration of activity: | | |
| Work | −0.0004 | 1.000 |
| School/training | −0.0001 | 1.000 |
| Shopping/Personal business | −0.0096 | 0.999 |
| Leisure activities | −0.0015 | 0.999 |
| Monday | 0.0752 | 1.078 |
| Tuesday | 0.0556 | 1.057 |
| Wednesday | 0.0197 | 1.020 |
| Thursday | 0.0414 | 1.042 |
| Friday ref. | | |

| Logit model | Parameters | Odd ratios |
|-------------|------------|------------|
| **Socio-demographic attributes** | | |
| Gender (female = ref.) | 0.3212 | 1.379 |
| 14 years old and under | −0.7586 | 0.468 |
| Between 15 and 25 years of age | 0.5843 | 1.794 |
| Between 25 and 55 years of age | 0.2799 | 1.323 |
| Between 55 and 65 years of age. | 0.2592 | 1.296 |
| 65≤ Age ref. | | |
| Employed in Belgium | 0.2546 | 1.290 |
| Employed in France | 0.1818 | 1.199 |
| Employed in Switzerland | −0.6764 | 0.508 |
| Unemployed ref. | | |
combine country and occupation. 2) Workers in Belgium have longer daily travel times than French workers, while Swiss workers have shorter daily travel times than French workers. Conversely, the presence of children under the age of 12 in a household tends to reduce the daily travel time and the probability of intensive travel. Similarly, car-owning households tend to have shorter daily travel times and a lower probability of intensive travel.

Table 4 (continued)

| Presence of children under 12 years of age (1/0 = ref.) | -0.3086 | *** | 0.734 |
| Couple (1/0 = ref.) | -0.0167 | 0.983 |
| Car owners (1/0 = ref.) | -0.2422 | *** | 0.785 |

Spatial indicators

| Brussels | -0.8371 | *** | 0.433 |
| Grenoble | -1.1047 | *** | 0.331 |
| Rennes | -1.4236 | *** | 0.241 |
| Strasbourg | -1.1204 | *** | 0.326 |
| Lyon | -0.6450 | *** | 0.525 |
| Geneva | -0.2284 | ** | 0.796 |
| Bern | -0.2879 | ** | 0.750 |
| Zurich | ref. |

Mobility and activity indicators

| Number of daily trips | 0.2939 | *** | 1.342 |

Daily duration of activity:

| Work | -0.0001 | 1.000 |
| School/training | -0.0002 | 1.000 |
| Shopping/personal business | 0.0011 | *** | 1.001 |
| Leisure activities | 0.0021 | *** | 1.002 |
| Monday | -0.2283 | *** | 0.796 |
| Tuesday | -0.1213 | * | 0.886 |
| Wednesday | -0.1089 | * | 0.897 |
| Thursday | -0.1536 | ** | 0.858 |
| Friday | ref. |
| Intercept | -2.7392 | *** |

N = 25747, \( p \)-value: *** <0.01; ** <0.05; * <0.1

The qualitative and quantitative results are consistent in showing differences in daily travel time budgets according to the day of the week, resulting in a degree of regularity and a weekly cycle (commonly inferred from cross-sectional data). The qualitative survey, however, provides insight into this question. This regularity indicates increasing travel time budgets during the week and increasing probability of extreme travel. Travel times are lower at the beginning of the week than on Wednesday and Friday, which can be explained by the fact that intensive travellers are more likely to engage in leisure activities at the end of the week so as to limit fatigue. Yoann, for instance, prefers to go out with his friends on Thursday night, because after Thursday there is only one working day left in the week. He avoids going out on Tuesdays or Wednesdays because, if he did, he would be likely to be tired for the rest of the week.

The duration of activities outside the home (work, job training, school, leisure activities, shopping and personal business) significantly increases daily travel times. Nevertheless, the probability of intense travel seems to be significantly and positively correlated only with the duration of leisure, shopping and personal business activities, indicating that intense travel may be the result of a specific activity pattern and duration. This result therefore indicates that, in certain cases, longer periods of travel time may be chosen. For methodological reasons (sample size and lack of statistical representativeness), it is difficult to take these dimensions into account in the qualitative survey.

Many people’s daily travel time budgets increase once or twice a week due to activities outside the workplace. In most cases, these activities are pre-planned and regular (on a given day). John’s daily travel time increases by roughly 20 min twice a week because of football practice. In addition to a 50-min train ride, Thomas also

---

2 The databases do not allow for the creation of more refined transverse classes. Thus all occupations (executives, employees, labourers, etc.) must be treated as a single category, resulting in the assumption of the homogeneity of travel practices between cities from the same country. On the contrary, unemployed persons are in heterogeneous situations in and between cities and countries. Therefore we take the unemployed status as reference. Here again, qualitative analysis would provide more detailed information and new perspectives.
drives 40–50 min once a week to attend rehearsals of his music group. Anne’s daily journey also increases by 10 min twice a week when she goes to pick up her dry cleaning.

The idea of the opportunity cost of travel was also perceptible in the interviews. Intensive travellers’ free time for other activities is clearly limited. This increased constraint in turn causes them to modify certain aspects of their trips. The first effect relates to the difficulty of going home before doing other occasional activities. These additional trips are therefore combined with routine trips and, consequently, potentially change the selected mode of transportation. For instance, rather than take the train to work as she normally does, Rachel takes her car on those days when she has planned leisure activities in Lausanne after work.

The interviews also show that the organization of these additional trips has repercussions on the organization of the other days. John and Thomas leave work early on days when they have their musical and sporting activities and must, therefore, make up these hours by working later on the other days of the week. In this way, secondary activities can influence daily travel time budgets for the entire week. Such daily variations in travel time budgets have been observed in numerous quantitative studies. Another aspect of this link between secondary activities and travel time is the postponing of leisure activities and home management to the weekend. In the case of home management, it is also interesting to note that shopping and household chores can also be transferred to another member of the household or another party. For example, it is Emilie’s husband, also an intensive traveller, who does the family grocery shopping on Friday, as he only works 4 days a week. They have also chosen to hire a cleaning woman to unburden themselves of this task. Therefore, activity time management during the week cannot be analysed solely from an individual perspective, as intensive travelling affects the activity schedules of all the members of the household.

Thus, several determinants of intensive travelling can be identified in the qualitative interviews and are statistically verifiable via the quantitative data. The two methods are consequently complementary in identifying and fleshing out the factors that explain high travel time budgets.

3.3 Making use of travel time as a rationale for intensive travelling

The interviews shed light on some of the aspects of intensive travelling that do not appear in travel surveys and/or which are more difficult to grasp quantitatively. In view of the respondents’ social histories, the life story interviews indeed show that intensive travelling falls somewhere between life choices (most notably family and residential) and career choice [54]. Residential and social anchorage, the pursuit of a career into which the individual puts a great deal or about which he or she is enthusiastic or the desire to climb the career ladder are determinants of intensive travelling, be it short- or long-term. Jean-Pierre, for instance, chooses to continue his intensive travelling so that he can keep on doing the research work about which he is so passionate. In such situations, intensive daily travelling seems to be an adjustment variable between the individual’s personal and professional lives.

Furthermore, travel time - using it, making it useful and how it is perceived - is one of the reasons for choosing to travel intensively. Indeed, travel time is not spent just moving from A to B, different activities can be performed during this time that imbue it with meaning (productivity, relaxation, transition, sociability, avoidance or excitement) [16]. Whatever the activity or meaning behind it, activities themselves say nothing about intensive travellers’ perception of travel time, as activities alone are not enough to turn travel time into quality time. As Russell [52] has pointed out, activities that involve “doing nothing”, such as gazing ahead or out the window, may be greatly valued. Activities and inactivity both have meaning for passengers and give a value to travel time. Experienced time [61] could differ from real time. The distortion between experienced and real time creates various perceptions of travel time on a scale whose extremes are the perception of “time to kill” and time to enjoy. Between these two extremes, a median perception of travel time is to optimise it.

1) Firstly, for some intensive travellers, travel time is simply time to kill. In this case, experienced time is worse and longer than real time leading to a very negative perception of travel time. They consider that this time is wasted and useless, consequently engaging in activities simply to make the time pass more quickly. While these activities in some ways help to make up for a lack of free time, these travellers nonetheless feel they could do more activities and do them more effectively if they did not do them during their trips. Some travellers, for example, say they have trouble working on the train because of the people around them and the noise. Others are too tired to work on their way home and can only do so effectively in the morning. Finally, drivers cannot fully take advantage of their travel time because of the need to concentrate on the driving task, especially on highways.

2) Next, some intensive travellers optimise their travel time by doing activities during their trip that could be done elsewhere, at another time. Activity optimisation is consistent with some other studies on travel time use conducted on all types of travellers [46, 52] but it is particularly
relevant to intensive travellers who have busy schedules. Intensive travellers very often use their travel time as an extension of work time [16, 41]. This optimisation of travel time is only possible, however, for intensive travellers whose jobs are mobile. Other types of activities can also be done on the train in order to streamline the daily routine. Some travellers use this time to eat, especially in the morning. Others use it to sleep, thus in part compensating for the lack of sleep that results from long travel times. Finally, some use this time to finish getting ready for work, especially for putting on makeup.

A third and extremely positive way of perceiving travel time is to see it as additional time or time to enjoy. In this case, the activities done during the trip are activities the traveller would not have time to do otherwise and that are made possible by the very existence of a time set aside expressly for them. These activities can be personal or professional. Marie and Franck take time to read during their journey on public transport, claiming they would not have time to do so otherwise. In such cases, intensive travellers see their travel time as a personal opportunity – valuable, enjoyable, time – not the worst time of the day at all [24, 28, 29]. The results of some other studies concur with this: the increasing use of mobile communication tools helps to make trips more pleasant for travellers [38]. In addition, commuters in New Zealand would be likely to increase their daily commute time if they could have the pleasure of walking or cycling during their trips [49]. Commuters’ experience of time seems to be compressed through the usefulness and pleasure of travelling.

Travellers’ perception of travel time can affect their decision to become an intensive traveller, or at least to continue to be one, as well as their modal choices. Thus, when intensive travelling is experienced as a waste of time, individuals implement strategies to stop the practice (changing jobs, moving or travelling to their place of work once a week). In our survey, Yoann, who travels between Grenoble and Lyon (more than 100 km), was about to change jobs when we met him, so as to end the long car journeys that he saw as a waste of time. The perceived quality of travel time also depends on the mode of transportation used and can therefore influence the modal choice of intensive travellers. Thus, some travellers choose to spend more time travelling to be able to take full advantage of their travel time, using public transportation most notably. This trend is reinforced by certain beliefs and environmental values. Patrick, out of concern for the environment, takes the bus instead of driving to the station, where he then takes a local train to work. In this way, transportation supply is undoubtedly one of the factors that affects the decision to travel intensively.

4 Discussion

Quantitative data from eight European cities has enabled us to propose a definition of intensive travel and measure its extent. Using quantitative analysis, we determined the time threshold above which travel is deemed to be intensive. Starting with a daily travel time budget of 100–120 min, individuals have a decreasing hazard rate. In other words, above and beyond 120 min, intensive travellers are more likely to travel for even longer than other people and this trend remains strong and decreases at a slower rate than for other travellers. The quantitative definition of this threshold served as a recruitment criterion for our interviews. The determinants of intensive travelling then emerged from a cross analysis of the two methods. Firstly, individuals’ socio-economic characteristics influence intensive travelling, which is more common among men and employed persons and rarer among individuals with children. Secondly, the number of trips and the duration of activities outside the home also tend to increase daily travel times. Specifically, the duration of activities (leisure, shopping and/or personal business) tends to increase the probability of being an intensive traveller. Thirdly, activities done during the week on a regular basis also increase daily travel time budgets and create regular weekly cycles. Finally, the qualitative method has opened up discussion on how travel time is experienced in order to help explain intensive travelling. The hypothesis stemming from this qualitative data is that a positive perception of daily travel time encourages intensive travelling practices.

Despite the diversity in characteristics of the studied cities (in terms of urban morphology, density, transport system, etc.), we find regularities in the level of daily travel time and the indicators of intense travel. This result casts doubt on the impact of urban morphology on travel behaviour. Approximately 20% of the mobile population spent more than 100 min a day travelling in each of the cities in our sample.

Common to all the cities and consistent with the results found in the literature, the interviews demonstrate that the determinants identified here are meaningful within the context of individuals’ practices. Conversely, the hypotheses we have made based on the results of the interviews have been quantitatively confirmed using statistical data. The mixed method we propose has, therefore, led to the successful cross-validation of the results by triangulation and complementarity for a single subject: intensive travellers [8, 58].

Our results challenge the findings of studies that claim that time spent travelling is considered to be the worst time of the day. Considering travel time as the worst time of the day

---

3 The role of the basic function of travel on modal choices and the likelihood of a modal shift was most notably highlighted by Diana [14].
implies that individuals only endure it. This is a very normative vision of travel time because it is possible to carry out many activities during a journey and also because travel time is not perceived in this negative way by intensive travellers.

The qualitative interviews especially show that this time can be useful, as individuals can then optimise their time and carry out some of the activities in their daily routine. What is more, this time has an intrinsic value of its own, as it gives other individuals the opportunity to carry out additional activities they would not be able to do otherwise. Returning to Mokhtarian and Salomon’s [43] hypothesis, the value of travel time can come from three sources: the value of activities performed at the destination, the intrinsic value of the trip and the value of activities done during the trip.

Studies of long-distance commuters – one particular type of intensive traveller – highlight their ability to use travel spaces for a variety of activities. Commuters between Rouen and Paris and between Tours and Paris in turn transform trains into bedrooms (when they rest or sleep), living rooms (when they listen to music or watch films), kitchens (when they eat) and bathrooms (when they put on makeup) [2, 41]. Means of transportation become mobile, moveable workspaces. For commuters, trains are productive spaces where they can work during their trip, in large part thanks to laptop computers [41]. Individuals who travel mainly by car can also turn their automobiles into mobile offices by calling clients, colleagues or secretaries, reading e-mails or printed documents and finalizing visits during their commute [33]. Thus, travel time can be put to various kinds of use (productive use, relaxing, or social activities), or simply be enjoyed for its intrinsically emotional and recreational dimensions, regardless of the mode used [16].

Activities that are undertaken during trips can also have an intrinsic value depending on the perceived quality of this travel time. Among intensive travellers, those who choose long trips and use their time constructively challenge the idea that travel time is merely tolerated. This type of behaviour raises issues for transport policy. Our results suggest that intensive travel behaviour is, at least partly, explained by the perception of travel time and its cost. Transport policy needs to adopt a more subjective notion than simple monetary cost. On the one hand, policies aiming to impact modal choice need to consider travel time on travel behaviour. Methodologically, this means not only considering the activities done during travel but also how they are perceived. From a theoretical standpoint, answering such questions means rethinking the very question of the value of trips: must they be productive in order to have a positive value? Does travel time only have value in the economic sense of the term?
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