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Abstract—Automated audio captioning aims to describe audio data with captions using natural language. Existing methods often employ an encoder-decoder structure, where the attention-based decoder (e.g., Transformer decoder) is widely used and achieves state-of-the-art performance. Although this method effectively captures global information within audio data via the self-attention mechanism, it may ignore the event with short time duration, due to its limitation in capturing local information in an audio signal, leading to inaccurate prediction of captions. To address this issue, we propose a method using a self-attention mechanism [7]. The novelty of our method is the proposal of the LocalAFT decoder, which allows local information within an audio signal to be captured while retaining the global information. This enables the events of different duration, including short duration, to be captured for more precise caption generation. Experiments show that our method outperforms the state-of-the-art methods in Task 6 of the DCASE 2021 Challenge with the standard attention-based decoder for caption generation.

Index Terms—Automated audio captioning, local information, attention-free Transformer

I. INTRODUCTION

AUTOMATED audio captioning (AAC) is an intermodal translation task that converts input audio into a text description, i.e., caption, using natural language [1], [9]. It benefits various applications, such as intelligent and content oriented machine-to-machine interaction and automatic content description [2]–[5]. Existing AAC methods usually employ an encoder-decoder structure, where the encoder is used to obtain an audio feature of the audio input, while the decoder is used to generate texts from the audio feature [6]–[10]. The pretrained audio neural networks (PANNs) [11] module has been widely used in the encoder to extract audio features from the audio signal, while the attention-based Transformer has been used in the decoder to model the global information within audio features with a self-attention mechanism [7].
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With the PANNs encoder and the attention-based decoder, several methods [2], [12]–[14] have been developed, achieving state-of-the-art performance in Task 6 of the DCASE 2021 Challenge.

The standard self-attention mechanism [7], however, does not explicitly consider the local information within audio features and may ignore the event with short duration. Moreover, with the softmax function used in the self-attention strategy, the frames that contain predicted events get high weights, while those corresponding to rare events may get low weights. As a result, the prediction of captions for describing such events may be inaccurate. Table I shows examples of generated captions using such methods, assuming the ground truth captions are correct. For instance, P-Transformer [12] may miss local information about some events, e.g., “people are talking” in example 1, or generate inaccurate descriptions, e.g., “A dog barks” is wrongly interpreted as “birds are chirping” in example 2.

To address the above issues, we propose a new decoder by leveraging the attention-free Transformer (AFT) method and its variant AFT-local [15]. AFT-local was initially proposed for modeling data within a local region in image processing and character-level language modeling [15]. Although AFT-local has the ability to capture locality while maintaining global connectivity within features, it does not have a decoder structure to model the sequential information for text description, which, nevertheless, is required in the audio captioning task. Other studies, e.g., [16] for image classification and [17] for speaker verification have also considered local self-attention, but they cannot be used directly to model the sequential information for generating text description.

In this letter, we present a LocalAFT decoding method based on [15] for the AAC task. More specifically, our LocalAFT method has two key modules; namely, the future interference masking (FIM) module and the local information assisted captioning (LAC) module. The FIM module is designed to model the sequential word features, which can
avoid interference from future words and use element-wise multiplication to capture the global information of the input word features. In the LAC module, we introduce a window function and a learnable weight matrix, where the window function is used to constrain the weights in the learnable weight matrix. With the element-wise multiplication and the constrained weight matrix, our LAC module can capture the local information while maintaining the global information of audio features, to predict latent features for captions, thereby achieving the inter-modal integration between text and audio information. Thus, the proposed decoder can capture the short-time event, along with events of longer duration, and generate more precise captions.

In our work, the PANNs algorithm based encoder is employed to extract high-quality audio features as the input of the LocalAFT decoder. Therefore, the overall captioning method including both encoder and decoder is denoted as P-LocalAFT. The proposed method is evaluated and compared with the state-of-the-art methods that use PANNs as the encoder and constrain weight matrix, our LAC module can capture the local information while maintaining the global information of audio features, to predict latent features for captions, thereby achieving the inter-modal integration between text and audio information.

II. PROPOSED METHOD

The proposed P-LocalAFT uses a PANNs encoder to extract audio features and a LocalAFT decoder to incorporate the local information about audio events to guide caption prediction. Figure 1 shows the framework of the P-LocalAFT method.
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**A. PANNs Encoder**

The encoder of the proposed method is used to extract audio features, which are the input of the decoder for caption prediction. The input to the PANNs encoder is the log-Mel spectrogram \( X \in \mathbb{R}^{T \times F} \), where \( T \) denotes the number of time frames and \( F \) denotes the dimension of Mel band.

To extract the audio feature, we choose the 10-layer CNN module from PANNs [11] which is pretrained on AudioSet [19]. The 10-layer CNN module has four convolutional blocks and two linear layers. Each convolutional block has two \( 3 \times 3 \) convolutional layers with ReLU activation function and batch normalization. The number of channels in the convolutional blocks is 64, 128, 256, and 512, respectively. There are \( 2 \times 2 \) average pooling layers between convolutional blocks. After the convolutional blocks, global pooling is employed on the Mel band dimension. Then, two linear layers are used to output the audio feature \( H \in \mathbb{R}^{L \times D} \), as the input to the LocalAFT decoder, where \( L \) and \( D \) represent the number of time frames and the dimension of the spectral feature at each frame, respectively. Here \( D \) is set as 128.

**B. LocalAFT Decoder**

Inspired by [15], in our LocalAFT decoder, local information about audio events is incorporated to guide caption prediction. The LocalAFT decoder has two inputs. One is the output of the PANNs encoder \( H \in \mathbb{R}^{L \times D} \), the other is the word embedding \( W = [w_0, \cdots, w_{N-1}]^\top \in \mathbb{R}^{N \times D} \) from a pretrained word2vec model, where \( N \) denotes the length of the target caption and \( \top \) denotes matrix transpose. Note that, \( w_0 \) is the token \(<\text{sos}>\) representing the start of a sequence, and it is not from a caption. To predict the \( n \)-th word \( w_n \) of the caption, the posterior probability is calculated as

\[
p(w_n | H, W_{pre}) = \text{Decoder}(H, W_{pre}),
\]

where \( W_{pre} = [w_0, \cdots, w_{n-1}]^\top \) are the previously predicted words. The LocalAFT decoder has two key modules, future interference masking (FIM) and local information assisted captioning (LAC), as shown in Figure 1. FIM is developed to deal with sequential word embedding and avoid the interference from the future words after the \((n-1)\)-th word, i.e., \([w_n, \cdots, w_{N-1}]^\top\). LAC is developed to capture the local information while maintaining the global information about audio events.

1) **Future Interference Masking:** This module processes the input word feature \( Y \) (i.e., the word embedding with positional encoding), where \( Y = [y_1, \cdots, y_n, \cdots, y_N]^\top \in \mathbb{R}^{N \times D} \). To predict the \( n \)-th word, the input feature \( Y \) should only contain the features of the previously generated words (i.e., \([y_1, \cdots, y_n]^\top\) ), and the feature after \( y_n \) should be ignored. To this end, we design a mask matrix \( M \in \mathbb{R}^{N \times N} \) of learnable weights in the FIM module, defined as

\[
M = \begin{bmatrix}
m_{1,1} & -\infty & \cdots & -\infty \\
M_{2,1} & m_{2,2} & \cdots & \vdots \\
\vdots & \vdots & \ddots & \vdots \\
M_{N,1} & M_{N,2} & \cdots & m_{N,N}
\end{bmatrix},
\]

where “-\infty” is the negative infinity and \( \exp(-\infty) = 0 \). As a result, \( \exp(M) \) becomes a lower triangular matrix. This helps reduce the interference from subsequent words, i.e., words after the current words.

Following the above masking, we define the future interference masking function \( FIM(\cdot) \) to remove the future interference in \( Y \), as follows

\[
y_n^{\text{FIM}} = FIM(Y) = \sigma(Q_n) \odot \frac{\sum_{i=1}^t \exp(m_{n,i}) \odot \exp(K_i) \odot V_i}{\sum_{i=1}^t \exp(m_{n,i}) \odot \exp(K_i)},
\]

where \( \sigma \) is the element-wise sigmoid activation function and \( \odot \) denotes element-wise multiplication.
where \( y_{n}^{FIM} \) denotes the output feature of the FIM module corresponding to the \( n \)-th word \( w_n \), \( m_{n,i} \) is an element of matrix \( \mathbf{M} \), \( \sigma(\cdot) \) denotes the sigmoid function, \( \odot \) denotes element-wise multiplication, and \( I \) is the length of the previously generated caption. Here, \( \mathbf{Q} \), \( \mathbf{K} \) and \( \mathbf{V} \) are the linear mapping results of \( \mathbf{Y} \), which are calculated following [15]. \( \mathbf{Q}_{n} \) is the \( n \)-th row vector of \( \mathbf{Q} \), \( \mathbf{K}_{i} \) and \( \mathbf{V}_{i} \) are the \( i \)-th row vectors of \( \mathbf{K} \) and \( \mathbf{V} \), respectively.

According to Eq. (3), the FIM module is free from the words information after the previously generated caption, since \( \exp(m_{n,i}) = 0 \) is used to mask future interference when \( i > n \). The mask matrix \( \mathbf{M} \) can act on all captions of the dataset and adjust the weight on its lower triangular part. Instead of implementing self-attention through matrix multiplication operation, the FIM applies element-wise multiplication operation, following [15]. Therefore, the FIM module involves global information similar to self-attention for each caption, by applying \( \mathbf{M} \) over the whole dataset.

Then, we can obtain the output feature \( \hat{y}_{n}^{FIM} \) of the \( n \)-th word, as follows
\[
\hat{y}_{n}^{FIM} = LN(y_{n}^{FIM} + y_{n}),
\]
where \( y_{n} \) is the \( n \)-th vector of the input feature \( \mathbf{Y} \), corresponding to the \((n - 1)\)-th word \( w_{n-1} \), and \( LN(\cdot) \) denotes the layer normalization function.

2) Local Information Assisted Captioning: The local information assisted captioning (LAC) module uses both \( \hat{y}_{n}^{FIM} \) and audio feature \( \mathbf{H} \) as inputs, aiming to learn the semantic information from the audio feature and generate latent caption feature. To learn the global information from the whole dataset, a weight matrix \( \mathbf{Z} \in \mathbb{R}^{n\times L} \) is defined and learned in LAC. Meanwhile, similar as [15], a window function \( f_{C}(\cdot) \) is used to constrain the weight matrix \( \mathbf{Z} \), as follows
\[
f_{C}(z_{n,l}) = \begin{cases} z_{n,l}, & \text{if } (l - n) < s, \\ 0, & \text{otherwise}, \end{cases}
\]
where \( z_{n,l} \in \mathbf{Z} \) with \( 1 \leq n \leq N \) and \( 1 \leq l \leq L \). In Eq. (5), \( s \) is the size of the local region, which helps \( \mathbf{Z} \) attend local information in audio feature \( \mathbf{H} \). Different from [15], the local area defined in Eq. (5) is not lower bounded with respect to \( s \) and \( n \). Specifically, \( \mathbf{Z} \) correlates the caption with the audio feature, such that the local information corresponding to the \( n \)-th word information can be adaptively learned from the 1-st to the \((s + n)\)-th audio feature vectors.

The output feature \( y_{n}^{LAC} \) corresponding to the \( n \)-th word \( w_{n} \) is calculated as
\[
y_{n}^{LAC} = LAC(\hat{y}_{n}^{FIM}, \mathbf{H}) = \sigma(\tilde{y}_{n}) \odot \frac{\sum_{l=1}^{L} \exp(f_{C}(z_{n,l})) \odot \exp(\mathbf{H}^{K}_{l}) \odot \mathbf{H}^{V}}{\sum_{l=1}^{L} \exp(f_{C}(z_{n,l})) \odot \exp(\mathbf{H}^{K}_{l})},
\]
where \( \tilde{y}_{n} \) is the linear mapping result of \( \hat{y}_{n}^{FIM} \), \( \mathbf{H}^{K} \) and \( \mathbf{H}^{V} \) are the linear mapping results of \( \mathbf{H} \). Here, \( \mathbf{H}^{K} \) and \( \mathbf{H}^{V} \) are the \( l \)-th row vector of \( \mathbf{H}^{K} \) and \( \mathbf{H}^{V} \), respectively.

Note that, when \( z_{n,l} \) is not within the window for the local region, \( \exp(f_{C}(z_{n,l})) \) has the value as 1 (i.e., \( \exp(0) = 1 \)). Therefore, \( \mathbf{Z} \) can learn local information (i.e., \( f_{C}(z_{n,l}) = z_{n,l} \)), while allowing the LAC module to retain the global information by the Transformer (i.e., \( f_{C}(z_{n,l}) = 0 \)). In summary, the LAC module can model both the global and local information for caption prediction. Finally, the output feature of LAC is calculated as follows
\[
\hat{y}_{n}^{LAC} = LN(y_{n}^{LAC} + \hat{y}_{n}^{FIM}).
\]

To get a more effective word embedding, we pretrain a word2vec language model [20] by combining the captions of both Clotho-v2 [1] and an external AAC dataset (i.e., AudioCaps [18]). We also use the AudioCaps dataset to pretrain the whole P-LocalAFT method, and then fine-tune it on Clotho-v2 dataset, with the same training strategy as [12].

III. EXPERIMENTS

A. Dataset

We use two datasets in our experiments, i.e., Clotho-v2 [1] and AudioCaps [18]. Clotho-v2 was released for Task 6 of the DCASE 2021 Challenge, including 3839, 1045 and 1045 audio clips for the development, validation and evaluation splits, respectively. Each audio clip has five captions. The audio clips have a varying duration ranging from 15 to 30 seconds, with captions of 8 to 20 words. In our experiments, the development and validation splits are combined together to form a new training set of 4884 audio clips. The evaluation split is used for the performance evaluation.

AudioCaps [18] is another AAC dataset whose audio signals are from AudioSet [19], including 49838, 495 and 975 audio clips for the development, validation and evaluation splits, respectively, in the initial version. However, because of the rules of YouTube, the dataset available in this experiment includes 44366, 458 and 905 audio clips for the development, validation and evaluation, respectively. Each audio clip has the duration of 10 seconds. We combine the development and the validation splits to pretrain our P-LocalAFT method.

B. Experimental Setup

The local region window size \( s \) in Eq. (5) was set as 80 based on empirical tests. In practice, this hyper-parameter needs to be chosen and tuned in terms of the data to be processed. Positional encoding and padding mask were used in the LocalAFT decoder. For the whole P-LocalAFT method, SpecAugment and mix-up strategies were introduced to improve generalization following [12]. The cross-entropy loss with label smooth [21] was used with Adam optimizer [22] to optimize the network. The batch size was set as 16, and the learning rate was set as 0.0001. The decoder used a teacher forcing strategy in training and beam search strategy with the beam size of 5 in evaluation.

Following DCASE 2021 Challenge, all the methods are evaluated by machine translation metrics (i.e., BLEU, ROUGE and METEOR) and captioning metrics (CIDEr, SPICE and SPIDEr). BLEU [23] measures a modified n-gram precision. ROUGE [24] is a score based on the longest common sub-sequence. METEOR [25] is a harmonic mean of weighted unigram precision and recall. CIDEr [26] is a weighted cosine similarity of n-grams, which reflects the grammar and fluency properties of captions ignored in METEOR and SPICE. SPICE [27] is the F-score of semantic propositions.
The proposed P-LocalAFT is compared with state-of-the-art methods [2], [12]–[14], which all use PANNS encoder and standard attention decoders, i.e., P-Transformer [12], P-Conformer [13], P-Meshed Memory [14], and P-Temporal Attention [2]. Noting that, our proposed method does not consider the influence of reinforcement learning, so the reinforcement learning processes in both P-Transformer and P-Temporal Attention are not involved. Moreover, the P-Transformer method has the same training strategy as the proposed P-LocalAFT. The results of P-Conformer, P-Meshed Memory, and P-Temporal Attention are those from the results of DCASE 2021 Challenge.

The results are shown in Table II. Our proposed P-LocalAFT method outperforms other state-of-the-art methods (i.e., P-Transformer, P-Conformer, P-Meshed Memory and P-Temporal Attention), in terms of BLEU₁, BLEU₂, BLEU₃, BLEU₄, ROUGE₁, METEOR, CIDEₚ, SPICE, and SPIDEₚ. More specifically, apart from the SPICE metric, our P-LocalAFT method performs better than P-Transformer in all the other metrics, showing that our LocalAFT decoder outperforms the standard Transformer decoder, especially in terms of grammar and fluency. The proposed method has slightly lower performance in SPICE and METEOR as compared to the best baselines. This could be because the window size is fixed and not optimized for capturing the semantic information of the audio events or scenes with varying duration.

### C. Performance Comparison

- **Example 1**: The audio event “people talk” is described by our P-LocalAFT method but lost in the caption generated by P-Transformer and P-GlobalAFT. This demonstrates that our LocalAFT decoder can capture the audio event of short duration, overcoming the loss of local information in the standard Transformer decoder. Meanwhile, in example 2, the audio event “a dog barks” is wrongly interpreted as “birds are chirping” by the P-Transformer method and the audio event “two men talk” is wrongly interpreted as “birds chirp” by the P-GlobalAFT method, which shows that the lack of the effective use of the local information may also degrade the quality of the prediction of the acoustic events. In contrast, the proposed P-LocalAFT method precisely describes the events “a dog barks” and “people talk” in the generated caption, verifying that the proposed LocalAFT decoder can achieve more precise caption prediction. The source codes and more examples with audio clips are available [1].

### D. Ablation Study

To demonstrate the effectiveness of using local information for audio captioning, a P-LocalAFT variant without using the local region (i.e., P-GlobalAFT) is evaluated in our ablation study. Specifically, P-GlobalAFT does not use the local region window function (i.e., Eq. (5)) to constrain the learnable weight matrix Z in the LAC module. The result is also given in Table II. It can be observed from Table II that, without incorporating the local information, P-LocalAFT degenerates to P-GlobalAFT, resulting in similar captioning performance to the standard Transformer-based method, i.e., P-Transformer. This result indicates that the proposed P-LocalAFT improves performance in caption prediction, due to the effective use of the local information from the audio events and caption contents, along with the use of the global information.

For better understanding the effect of local information for audio captioning, we present two examples in Table III. In example 1, the audio event “people talk” is described by our P-LocalAFT method but lost in the caption generated by P-Transformer and P-GlobalAFT. This demonstrates that our LocalAFT decoder can capture the audio event of short duration, overcoming the loss of local information in the standard Transformer decoder. Meanwhile, in example 2, the audio event “a dog barks” is wrongly interpreted as “birds are chirping” by the P-Transformer method and the audio event “two men talk” is wrongly interpreted as “birds chirp” by the P-GlobalAFT method, which shows that the lack of the effective use of the local information may also degrade the quality of the prediction of the acoustic events. In contrast, the proposed P-LocalAFT method precisely describes the events “a dog barks” and “people talk” in the generated caption, verifying that the proposed LocalAFT decoder can achieve more precise caption prediction. The source codes and more examples with audio clips are available [1].

### IV. Conclusion

We have presented a novel automated audio captioning method that employs a PANNS encoder to extract audio features and exploits a LocalAFT decoder to incorporate local and global information from audio data. Experimental results show that the proposed method improves captioning performance as compared to state-of-the-art methods by incorporating local information, and overcomes the limitation of these attention-based methods. In a future work, we may explore the choice of adaptive window size to capture local information from audio clips with acoustic events and scenes of different duration.

---
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