Nonlinear transformation of complex amplitudes via quantum singular value transformation
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Due to the linearity of quantum operations, it is not straightforward to implement nonlinear transformations on a quantum computer, making some practical tasks like a neural network hard to be achieved. In this work, we define a task called nonlinear transformation of complex amplitudes and provide an algorithm to achieve this task. Specifically, we construct a block-encoding of complex amplitudes from a state preparation unitary. This allows us to transform the complex amplitudes by using quantum singular value transformation. We evaluate the required overhead in terms of input dimension and precision, which reveals that the algorithm depends on the roughly square root of input dimension and achieves an exponential speedup on precision compared with previous work. We also discuss its possible applications to quantum machine learning, where complex amplitudes encoding classical or quantum data are processed by the proposed method. This paper provides a promising way to introduce the highly complex nonlinearity of the quantum states, which is essentially missing in quantum mechanics.

I. INTRODUCTION

Quantum mechanics is fundamentally linear. Quantum operations are all unitaries in matrix representation, and the measurement is the only way in which we can produce the nonlinearity. If deterministic nonlinear operations are allowed, quantum computers can solve NP-hard problems in polynomial time [1]. This result implies the difficulty of nonlinear quantum operations. However, nonlinearity plays an essential role in applications such as nonlinear differential equations and machine learning. It is important to consider how to implement a nonlinear transformation on a quantum computer, even if it can only be applied probabilistically.

The key idea for applying probabilistic nonlinear operations is to use a post-selection, i.e., the desired transformation is applied on target subsystems if ancilla qubits are measured in a certain state. The Harrow-Hassidim-Lloyd (HHL) algorithm [2], for example, used this idea to provide an exponential speedup for solving linear systems of equations compared with classical computers.

In recent years, methods for performing nonlinear operations have been developed rapidly. Quantum signal processing [3] is a technique to perform desired nonlinear functions on eigenvalues of a unitary operator. Quantum singular value transformation (QSVT) [4], which unifies the disparate problems like Hamiltonian simulation [3, 6–8], linear equation solving [2, 9] and amplitude amplification techniques [10–12], implying the importance of developing tools to introduce nonlinearity on quantum computers.

Here, we consider how to perform nonlinear transformations on the state amplitudes directly, rather than the nonlinear transformation of matrices described in the previous work [4]. We call this task nonlinear transformation of complex amplitudes (NTCA), which is defined as follows. Assume we have access to a state preparation oracle

$$U : |0\rangle \rightarrow \sum_{k=1}^{N} c_k |k\rangle,$$

which encodes a complex vector $c = \{c_1, \ldots, c_N\}$. We also assume having access to its adjoint and their controlled versions. For given nonlinear functions $P, Q : \mathbb{R} \rightarrow \mathbb{C}$, NTCA is a task to prepare a quantum circuit such that its output state is

$$\frac{1}{\sqrt{c}} \sum_{k=1}^{N} (P(x_k) + Q(y_k)) |k\rangle,$$

where $x_k + iy_k = c_k$ and $c$ is a normalization factor.

In this work, we provide an algorithm for NTCA based on QSVT. To achieve this, we develop a method called block-encoding of amplitudes, where a unitary operator constructed from the state preparation oracle encodes a Hermitian matrix, whose singular values are the real or imaginary parts of amplitudes, into its subspace. We show that if functions $P$ and $Q$ can be approximated by $d$-degree polynomials $P'$ and $Q'$, NTCA can be imple-
mented using controlled-$U$ and controlled-$U^\dagger$
\[ O\left(d\sqrt{\frac{N}{\delta}}\sum_{k=1}^{N} |P'(x_k) + Q'(y_k)|^2 \right) \]
times in expectation. We also provide a discussion about how to exploit this algorithm for quantum machine learning. More specifically, we consider how to perform a neural network on the quantum computer and discuss its possible applications. This work opens up a way to implement nonlinear operations on a quantum computer and may contribute to the field of quantum machine learning.

This paper is organized as follows. We define the task NTCA and summarize existing important subroutines in Section II. In Section IIIA, we introduce the block-encoding of amplitudes. Combining this method with QSVT, we construct an algorithm to perform NTCA in Section IIIB. In Section IV, we provide the application of this algorithm and show that NTCA provides us a way to perform the neural network task directly on a quantum computer.

II. PRELIMINARY

In this section, we first define a task called NTCA and summarize some subroutines from existing works. Throughout this paper, $N$ denotes the dimension of data, $n = \lceil\log_2(N)\rceil$, and $I_s$ denotes the identity operator for $s$ qubits. A quantum state $|\psi\rangle$ represented in the form $|\psi\rangle = c_0 |a\rangle + \cdots$ means that we focus on the term $c_a |a\rangle$ and the residual term is orthogonal to the first term.

First, we formally define NTCA as follows:

Definition 1 (Nonlinear transformation of complex amplitudes (NTCA)). Assume we have access to a state preparation oracle $U$ such that $U|0\rangle = \sum_{k=1}^{N} c_k |k\rangle$, where $c_k = x_k + iy_k$ and $x_k, y_k$ are real numbers. We also assume having access to its adjoint and their controlled versions. For nonlinear functions $P, Q : \mathbb{R} \to \mathbb{C}$ bounded on the interval $[-1, 1]$, output a quantum state $\frac{1}{\sqrt{\epsilon}} \sum_{k=1}^{N} b_k |k\rangle$ such that it is an $\epsilon$-approximation to the $\frac{1}{\sqrt{\epsilon}} \sum_{k=1}^{N} (P(x_k) + Q(y_k)) |k\rangle$. Here, $c, c'$ are the normalization coefficients, and $\epsilon$-approximation means that, for all $k$ and $x_k, y_k \in [-1, 1],$
\[ |b_k - P(x_k) - Q(y_k)| \leq \frac{\epsilon}{N}. \]

To achieve NTCA, we utilize QSVT, which is a technique to apply nonlinear functions on singular values of a matrix. It exploits the so-called block-encoding of a target matrix defined as follows.

Definition 2 (Block-encoding [8, 13]). Suppose that $A$ is an $n$-qubit operator, $\alpha, \varepsilon \in \mathbb{R}_+$ and $a \in \mathbb{N}$. Then we say that the $(a+n)$-qubit unitary $U$ is an $(\alpha, a, \varepsilon)$-block-encoding of $A$ if
\[ \|A - \alpha(0|\otimes^a \otimes I_n)U(0|\otimes^a \otimes I_n)\| \leq \varepsilon. \]

Using the block-encoding, QSVT can implement $P(A)$ of a Hermitian matrix $A$ for any polynomial $P$. More formally, we can achieve the following.

Lemma 3 (Polynomial eigenvalue transformation of arbitrary parity [4, Theorem 56]). Suppose that $U$ is an $(\alpha, a, \varepsilon)$-block-encoding of a Hermitian matrix $A$. If $\delta \geq 0$ and $P : \mathbb{R} \to \mathbb{C}$ is a $d$-degree polynomial satisfying that
\[ \text{for all } x \in [-1, 1] : |P(x)| \leq \frac{1}{4}, \]
then there is a quantum circuit $\tilde{U}$, which is an $(1, a + 3, 4d \sqrt{\varepsilon/\alpha + N\delta})$-block-encoding of $P(A/\alpha)$, and consists of $d$ applications of $U, U^\dagger$ gates, a single application of controlled-$U$ and $O(\alpha(d))$ other one- and two-qubit gates. Moreover, we can compute a description of such a circuit with a classical computer in time $O(\text{poly}(d, \log(1/\delta)))$.

We note that this theorem is not exactly Theorem 56 of Ref. [4] but a slightly generalized version which is mentioned in Ref. [4]. The original theorem is a similar claim for real polynomial $P_{\mathbb{R}} : \mathbb{R} \to \mathbb{R}$ requiring two ancilla qubits instead of three in the above theorem.

III. RESULT

A. Block-encoding of amplitudes

In this subsection, we describe a method that we call block-encoding of amplitudes. Using the state preparation oracle $U$ as Definition 1, we construct $(1, 1, 0)$-block-encodings $\tilde{G}$ and $\tilde{G}'$ of $(2n+1)$-qubit Hermitian matrices, whose eigenvalues include respectively the real and imaginary part of amplitudes, i.e.,
\[ (|0\rangle \otimes I_{2n+1})\tilde{G}(|0\rangle \otimes I_{2n+1}) = \sum_{k=1}^{N} x_k |\varphi_k\rangle |\varphi_k\rangle + \cdots, \]
\[ (|0\rangle \otimes I_{2n+1})\tilde{G}'(|0\rangle \otimes I_{2n+1}) = \sum_{k=1}^{N} y_k |\varphi'_k\rangle |\varphi'_k\rangle + \cdots, \]
where $|\varphi_k\rangle$ and $|\varphi'_k\rangle$ are mutually orthogonal $(2n+1)$-qubit states. Concrete forms of $|\varphi_k\rangle$ and $|\varphi'_k\rangle$ will be described later. The result is summarized as the following theorem.

Theorem 4 (Block-encoding of real part amplitudes). Given a state preparation oracle $U$ as Definition 1, we can construct a unitary $\tilde{G}$ and $\tilde{G}'$ which satisfy Eq. (6) and (7) respectively by using controlled-$U$, controlled-$U^\dagger$ four times, and $O(n)$ one- and two-qubit gates.

Proof. The construction is partly based on the previous work [14]. First, we construct a unitary whose eigenvalues encode the information of $x_k$. Let $W$ be a sequence
in Appendix A 2, eigenvectors of $\alpha$ where the following normalized states $k$ which is shown in Fig. 2. For ancilla qubit B. With these operations, we defineSee Appendix A 1 for details. Let $k_0 := \mathcal{I}_{n+1}-2\ket{0}\bra{0}_{da,B}$ be a conditional phase-shift gate on the data qubits and ancilla qubit B, and $Z_B$ be the $Z$ gate acting on the ancilla qubit B. With these operations, we define
\[ G := W S_0 W^\dagger Z_B, \]
which is shown in Fig. 2. For $k \in \{1, \ldots, N\}$, we define the following normalized states
\[ |\Psi_{k0}\rangle_{da,B} := \frac{1}{\sqrt{2\alpha_k}} \left( \sum_j c_j |j\rangle + |k\rangle \right) \quad (10) \]
\[ |\Psi_{k1}\rangle_{da,B} := \frac{1}{\sqrt{2\beta_k}} \left( \sum_j c_j |j\rangle - |k\rangle \right) \quad (11) \]
where $\alpha_k = \sqrt{\frac{1}{2}(1+x_k)}$, $\beta_k = \sqrt{\frac{1}{2}(1-x_k)}$. As shown in Appendix A 2, eigenvectors of $G$ are
\[ |k\rangle_{ad} |\Psi_{k\pm}\rangle_{da,B} := \frac{1}{\sqrt{2}} |k\rangle_{ad} (|\Psi_{k0}\rangle \pm |\Psi_{k1}\rangle)_{da,B} \quad (12) \]
with the corresponding eigenvalues $-x_k \pm i\sqrt{1-x_k^2}$. We neglect other eigenstates of $G$ since we are only interested in the subspace which encodes amplitudes. However, since our target is to achieve an operator as Eq. (6), we need to remove the imaginary part of eigenvalues.

We achieve this by the circuit in Fig. 3 where we use controlled versions of $G$ and $G^\dagger$. The idea is that the imaginary part of eigenvalues can be canceled by implementing $\frac{1}{2}(G + G^\dagger)$. Define $\tilde{G}$ as shown in Fig. 3. We then have
\[ (|0\rangle \otimes \mathcal{I}_{2n+1}) \tilde{G} (|0\rangle \otimes \mathcal{I}_{2n+1}) = \frac{1}{2}(G + G^\dagger). \quad (13) \]

Therefore, $\tilde{G}$ is a $(1,1,0)$-block-encoding of Hermitian matrix $-\frac{1}{2}(G + G^\dagger)$. Eigenvalues of $-\frac{1}{2}(G + G^\dagger)$ are $\{x_k\}_{k=1}^N$. To construct $\tilde{G}$, we need to use controlled-$U$, controlled-$U^\dagger$ four times, and $\mathcal{O}(n)$ one- and two-qubit gates. Details of gate count are provided in Appendix A 3.

$\tilde{G}'$ can be constructed by the same procedure except that we add an $S$ gate on the ancilla qubit $B$ in $W$ as in Fig. 1.

\[ \tilde{G}' \]

B. Nonlinear transformation of complex amplitudes

In this subsection, we provide an algorithm to implement NTCA. The idea is to apply Lemma 3 to the block-encodings obtained in Theorem 4 to implement desired functions. We assume the existence of polynomial approximations of functions $P$ and $Q$ to utilize Theorem 3. Note that in principle, any continuous real-valued function defined on the interval $[-1, 1]$ can be approximated by a polynomial function with arbitrary precision by the Weierstrass approximation theorem [15].

Our quantum algorithm for NTCA is the following.

**Theorem 5** (Nonlinear transformation of complex amplitudes). If functions $P$ and $Q$ in Definition 1 can be approximated by $d_p$- and $d_q$-degree polynomials $P'$ and $Q'$ such that $|P'(x) - P(x)|, |Q'(x) - Q(x)| \leq \epsilon/(4N)$ for all $x \in [-1, 1]$, the following holds. Let $d := \max\{d_p, d_q\}$ and $\gamma := \max_{x \in [-1, 1]} \{|P(x)|, |Q(x)|\}$, then NTCA in Definition 1 can be achieved by using controlled-$U$, controlled-$U^\dagger$

\[ \mathcal{O} \left( d\gamma \sqrt{N} \sum_{k=1}^{N} |P'(x_k) + Q'(y_k)|^2 \right) \]
times, and

\[ \mathcal{O} \left( nd\gamma \sqrt{N} \sum_{k=1}^{N} |P'(x_k) + Q'(y_k)|^2 \right) \]
one- and two-qubit gates in expectation.
Proof overview. We implement \( P'(x) \) and \( Q'(y) \) separately by applying Lemma 3 to the block-encodings obtained in Theorem 4. This process provides us two unitaries \( \mathcal{P} \) and \( \mathcal{Q} \) which block-encodes matrices whose eigenvalues are \( P'(x_k)/(4\gamma) \) and \( Q'(y_k)/(4\gamma) \), respectively. The coefficient of \( 4\gamma \) is necessary to make the functions implementable with Lemma 3. Noting that the eigenstates of the above two unitaries can be prepared by applying \( W \) operation in Fig. 2 to a computational basis, we then apply \( \mathcal{P} \) and \( \mathcal{Q} \) to uniform superpositions of \( N \) eigenstates corresponding to eigenvalues \( P'(x_k)/(4\gamma) \) and \( Q'(y_k)/(4\gamma) \). The concrete algorithm is provided below.

Proof. First note that \( P'(x)/(4\gamma) \) satisfies \( |P'(x)/(4\gamma)| \leq 1/4 \) therefore compatible with Lemma 3. By using \( G \) in Theorem 4 as an input to Lemma 3 and setting \( \delta = \varepsilon/(16\gamma N) \) in Lemma 3, we can construct the unitary \( \mathcal{P} \) as a \((1, 4, \varepsilon/(16\gamma))\)-block-encoding of matrix \( P'(-\frac{1}{4}(G + G^\dagger))/(4\gamma) \) where \( G \) is the unitary defined by Eq. (9). Details of error analysis are provided in Appendix B. With a similar procedure, we can construct \( \mathcal{Q} \) as a \((1, 4, \varepsilon/(16\gamma))\)-block-encoding of matrix \( Q'(-\frac{1}{4}(G' + G'^\dagger))/(4\gamma) \).

We can extract \( P'(x_k) \) and \( Q'(y_k) \) to the amplitudes by injecting eigenstates of \( P'(-\frac{1}{4}(G + G^\dagger)) \) and \( Q'(-\frac{1}{4}(G' + G'^\dagger)) \) to \( \mathcal{P} \) and \( \mathcal{Q} \) respectively. We claim that \( W|k\rangle_{\text{ad}}|0\rangle_{\text{da}, \overline{B}} \) and \( W'|k\rangle_{\text{ad}}|0\rangle_{\text{da}, \overline{B}} \) is an eigenstate of \( \mathcal{P} \) and \( \mathcal{Q} \) respectively. This is because the two states \( |k\rangle_{\text{ad}}|\Psi_{\pm}\rangle_{\text{da}, \overline{B}} \) in Eq. (12) are the eigenstates of \( -\frac{1}{2}(G + G^\dagger) \) with the (degenerate) eigenvalue \( x_k \). Therefore, any linear combinations of \( |\Psi_{k\pm}\rangle_{\text{da}, \overline{B}} \), or equivalently those of \( |\Psi_{k0}\rangle_{\text{da}, \overline{B}} \) and \( |\Psi_{k1}\rangle_{\text{da}, \overline{B}} \), are eigenvectors with eigenvalues \( x_k \). From Eq. (8), we see that \( W|k\rangle_{\text{ad}}|0\rangle_{\text{da}, \overline{B}} \) is a linear combination of \( |\Psi_{k0}\rangle_{\text{da}, \overline{B}} \) and \( |\Psi_{k1}\rangle_{\text{da}, \overline{B}} \) and hence an eigenvector with the eigenvalue \( x_k \). Therefore, we have,

\[
\mathcal{P} \left[ |0\rangle \otimes^4 \left( W |k\rangle_{\text{ad}} |0\rangle_{\text{da}, \overline{B}} \right) \right] = \frac{P'(x_k)}{4\gamma} |0\rangle \otimes^4 \left( W |k\rangle_{\text{ad}} |0\rangle_{\text{da}, \overline{B}} \right) + \cdots ,
\]

\[
\mathcal{Q} \left[ |0\rangle \otimes^4 \left( W' |k\rangle_{\text{ad}} |0\rangle_{\text{da}, \overline{B}} \right) \right] = \frac{Q'(y_k)}{4\gamma} |0\rangle \otimes^4 \left( W |k\rangle_{\text{ad}} |0\rangle_{\text{da}, \overline{B}} \right) + \cdots .
\]

By injecting the uniform superposition of the eigenstates, i.e., \( \frac{1}{\sqrt{N}} \sum_{k=1}^{N} |0\rangle \otimes^4 \left( W |k\rangle_{\text{ad}} |0\rangle_{\text{da}, \overline{B}} \right) \) to \( \mathcal{P} \), we can get

\[
\frac{1}{4\gamma \sqrt{N}} \sum_{k=1}^{N} P'(x_k) |0\rangle \otimes^4 \left( W |k\rangle_{\text{ad}} |0\rangle_{\text{da}, \overline{B}} \right),
\]

which has transformed amplitudes. We can do likewise to extract \( Q'(y_k) \).

To achieve NTCA of Definition 1, we have to take a linear combination of \( P'(x_k) \) and \( Q'(y_k) \). This can be performed by the circuit in Fig. 4. The state before the application of controlled-\( \mathcal{P} \) gate in Fig. 4 is,

\[
\frac{1}{\sqrt{2N}} \sum_{k=1}^{N} \left[ |0\rangle \otimes^4 \left( W |k\rangle_{\text{ad}} |0\rangle_{\text{da}, \overline{B}} \right) + |1\rangle \otimes^4 \left( W' |k\rangle_{\text{ad}} |0\rangle_{\text{da}, \overline{B}} \right) \right].
\]

Applying controlled-\( \mathcal{P} \) and controlled-\( \mathcal{Q} \) to this state leads to the following state:

\[
\frac{1}{4\gamma \sqrt{N}} \sum_{k=1}^{N} \left[ P'(x_k) |0\rangle \otimes^4 \left( W |k\rangle_{\text{ad}} |0\rangle_{\text{da}, \overline{B}} \right) + Q'(y_k) |1\rangle \otimes^4 \left( W' |k\rangle_{\text{ad}} |0\rangle_{\text{da}, \overline{B}} \right) \right] + \cdots .
\]

Then, we apply controlled-\( W' \) and controlled-\( W'\dagger \) to uncompute the data and \( B \) qubits. Finally, applying the Hadamard gate to the first qubit as in Fig. 4 provides us the desired state,

\[
\frac{1}{8\gamma \sqrt{N}} \sum_{k=1}^{N} \left( P'(x_k) + Q'(y_k) \right) |0\rangle \otimes^5 |k\rangle_{\text{ad}} |0\rangle_{\text{da}, \overline{B}} + \cdots ,
\]

which contains the target state neglecting the data and \( B \) qubits. It is obvious that we can implement NTCA if we measure the first five qubits and the outcome is \( |0\rangle \otimes^5 \). The probability of this event is \( \frac{1}{8\gamma \sqrt{N}} \sum_{k=1}^{N} |P'(x_k) + Q'(y_k)|^2 \).

We can use amplitude amplification [16] to boost this probability quadratically. It allows us to achieve the NTCA with

\[
O \left( \gamma \sqrt{\frac{N}{\sum_{k=1}^{N} |P'(x_k) + Q'(y_k)|^2}} \right)
\]

use of the circuit in Fig. 4 in expectation. Each of controlled-\( \mathcal{P} \) and controlled-\( \mathcal{Q} \) operations is constructed with \( O(d) \) controlled-\( U \) and controlled-\( U\dagger \) operations and \( O(nd) \) elementary gates. Therefore, in total, we use controlled-\( U \) and controlled-\( U\dagger \)

\[
O \left( d\gamma \sqrt{\frac{N}{\sum_{k=1}^{N} |P'(x_k) + Q'(y_k)|^2}} \right)
\]

FIG. 4. Quantum circuit for the nonlinear transformation of part of complex amplitudes
times, and
\[ O\left( n d\gamma \sqrt{\frac{N}{\sum_{k=1}^{N} |P'(x_k) + Q'(y_k)|^2}} \right) \]

one- and two-qubit gates in expectation to achieve NTCA.

Notice that there is a natural generalization of Theorem 5. For \( N_1 \leq N \), we can output the state
\[ \frac{1}{8\gamma \sqrt{N_1}} \sum_{k=1}^{N_1} (P'(x_k) + Q'(y_k)) |0\rangle \otimes |k\rangle + \cdots, \tag{20} \]
by slightly modifying the circuit in Fig. 4 so that the state just before the controlled-\( P \) operation is the following state,
\[ \frac{1}{\sqrt{2N}} \sum_{k=1}^{N_1} \left[ |0\rangle \otimes (W |k\rangle_{\text{ad}} |0\rangle_{\text{da,B}}) + |1\rangle |0\rangle \otimes (W' |k\rangle_{\text{ad}} |0\rangle_{\text{da,B}}) \right], \tag{21} \]
instead of the uniform superposition of \( N \) eigenstates prepared in Eq. (17). If we are only interested in performing nonlinear transformations to a part of the amplitudes, we can benefit from this generalization.

Another remark is that, if we consider the case with real function \( P: \mathbb{R} \rightarrow \mathbb{R} \) acting on the real part of amplitudes, we can reduce the total number of ancilla qubits from five to three. This is because we can construct \( P \) with only two ancilla qubits in this case as mentioned earlier in Sec. II, and the sum between functions \( P \) and \( Q \) becomes unnecessary. Therefore, with a continuous real-valued function \( P \) and its polynomial approximation \( P' \), for \( N_1 \leq N \) we can prepare the following state,
\[ \frac{1}{2\gamma \sqrt{N_1}} \sum_{k=1}^{N_1} P'(x_k) |0\rangle \otimes |k\rangle \otimes |0\rangle_{\text{da,B}} + \cdots, \tag{22} \]
only requiring three ancilla qubits.

C. Comparison with previous work

Our work is inspired by the previous work [14], based on which we focus on how to apply nonlinear functions on amplitudes of a quantum state on the quantum computer. Ref. [14] also considered performing nonlinear transformation of amplitudes. Let us compare the present work with Ref. [14] in the case where we wish to implement only \( P: \mathbb{R} \rightarrow \mathbb{R} \) acting on real parts of amplitudes. Their algorithm works by first performing quantum phase estimation [17] of the unitary \( G \) defined in Eq. (9) to encode \( x_k \) (and \( y_k \)) into bitstrings as \( \sum_{k=1}^{N} |k\rangle |\bar{x}_k\rangle \), where \( \bar{x}_k \) is a binary representation of \( x_k \). Then, using an ancilla qubit and arithmetical operations, it prepares a state in the form of
\[ \sum_{k=1}^{N} |k\rangle |\bar{x}_k\rangle \left( P(x_k) |0\rangle + \sqrt{1 - P(x_k)^2} |1\rangle \right), \]
from which we can obtain the desired state if we measure the ancilla qubit in \( |0\rangle \) state. If this algorithm is applied to the same setting as Definition 1, it would require \( \tilde{O}(N/\varepsilon) \) uses of the controlled-\( G \) and hence the same amount of controlled-\( U \) in the phase estimation step. In total, it would require
\[ \tilde{O}\left( \frac{N/\varepsilon}{d} \sqrt{\frac{N}{\sum_{k=1}^{N} |P(x_k)|^2}} \right) \]
uses of controlled-\( U \). In contrast, the algorithm presented in Theorem 5 uses
\[ \tilde{O}\left( \frac{1}{d} \sqrt{\frac{N}{\sum_{k=1}^{N} |P'(x_k) + Q'(y_k)|^2}} \right) \]
of controlled-\( U \), where \( d \) implicitly depends on the precision requirement \( N/\varepsilon \). In many cases, \( d \) can be taken as \( d = \tilde{O}(\log(N/\varepsilon)) \) [4], and thus we achieve exponential speedup in terms of \( N \) and \( \varepsilon \). This improvement is important when we consider the running time of possible applications like a quantum neural network, as described in the next section. We also need fewer ancilla qubits for NTCA. While our quantum algorithm needs \( \tilde{O}(n) \) ancilla qubits, Ref. [14] needs \( \tilde{O}(n + \log(N/\varepsilon)) \).

IV. APPLICATION TO QUANTUM MACHINE LEARNING

Let us finally discuss possible applications of NTCA for machine learning tasks. A straightforward application of the NTCA is to implement the neural network by using the complex amplitudes as its nodes as follows. For a (classical) data vector \( \bar{x} = \{x_1, x_2, \cdots, x_N\} \in \mathbb{R}^N \), let us assume that we have a data-encoding unitary \( U_{\bar{x}} \) such that,
\[ U_{\bar{x}} : |0\rangle \rightarrow \sum_{k=1}^{N} x_k |k\rangle. \tag{23} \]
This is the so-called amplitude encoding of classical data [18]. \( U_{\bar{x}} \) can be constructed via the use of quantum random access memory (QRAM) [19] with the data structure mentioned in Ref. [20]. Using \( U_{\bar{x}} \) and an orthogonal matrix \( O = \sum_{j,k} o_{jk} |j\rangle \langle k| \), we can prepare,
\[ \sum_{k=1}^{N} \left( \sum_{j=1}^{N} o_{kj} x_j \right) |k\rangle, \tag{24} \]
whose amplitudes correspond to the outputs of a single-layer neural network with an activation function $P$ and an orthogonal weight matrix, by using $OU_{\text{data}}$ as $U$ in Theorem 5. Note that the normalization factor is omitted to simplify the notation. We will do so henceforth if the normalization factor is not needed explicitly for discussions. We also analyze the concrete implementation of a famous activation function $F(x) = \tanh(x)$ in Appendix C.

We can straightforwardly generalize them for a complex input vector $|\psi\rangle = \sum_{k=1}^{N} \psi_{k} |k\rangle$. Let $U_{\psi}(0) := |\psi\rangle$. Our NTCA algorithm can prepare a state in the form of,

$$\sum_{k=1}^{N} F \left( \sum_{j=1}^{N} v_{kj} \psi_{j} \right) |k\rangle$$  \hspace{1cm} (25)

$F : \mathbb{C} \rightarrow \mathbb{C}$ is an activation function in the form of $F(\psi) = P(\text{Re}(\psi)) + Q(\text{Im}(\psi))$, and $v_{kj}$ are elements of a (trainable) unitary $V = \sum_{j=1}^{N} v_{kj} |j\rangle \langle j|$, by using $V U_{\psi}$ as $U$ in Theorem 5. The amplitudes of this state can be regarded as the outputs of a single-layer neural network with input datum $\{\psi_{k}\}$.

While $U_{\psi}$ naturally includes the amplitude encoding unitary defined in Eq. (23), it is notable that $U_{\psi}$ can be any encoding of a classical data $\vec{x}$ to quantum state $|\psi(\vec{x})\rangle$ such as the ones proposed in quantum machine learning literatures [21–26]. Moreover, we believe that a more important situation for NTCA is when the input state $|\psi\rangle$ has intrinsic quantumness. For example, we might be able to learn properties of a certain family of Hamiltonians $H$ by directly feeding a time-evolved state $e^{iHt} |0\rangle$ or an approximate ground state generated via e.g. variational quantum eigensolver [27] to a neural network.

The generated state has a variety of possible applications. A straightforward application would be the classification. To classify the data into $N_{c}$ classes, we measure certain $\lfloor \log_{2} N_{c} \rfloor$ qubits of the output state (25). Note that in this case, we do not need to output a full vector like Eq. (25) and can exploit the fact that we can output a state like $\sum_{k=1}^{N} F(\sum_{j=1}^{N} v_{kj} \psi_{j}) |k\rangle$.

Another possible application is to use the output state in Eq. (25) for a generative model [28]. The purpose of generative models is to create a machine that can sample from a probability distribution that is close to the distribution of data. Since it has been shown that sampling from a certain family of quantum states is classically hard [29], it is a promising direction to explore the usefulness of quantum computers for this task. In contrast to the previous works [30–32], our algorithm can provide nonlinearity and it may have better performance compared with them. Finally, we mention that the transformation can be considered as a quantum feature map [22, 23] that takes a quantum data $|\psi\rangle$ as an input and maps the state nonlinearly to create a quantum feature vector $|\Psi(\psi)\rangle = \sum_{k=1}^{N} F \left( \sum_{j=1}^{N} v_{kj} \psi_{j} \right) |k\rangle$. The inner product of the feature vectors, $\langle \Psi(\psi_{1}) | \Psi(\psi_{2}) \rangle$, can be exploited for quantum kernel methods [22, 23], which constructs a machine learning model based on the inner products of data in a feature space. We can also perform quantum circuit learning [21] by applying a trainable unitary to $|\Psi(\psi)\rangle$.

It is also possible to obtain the values of the $N_{1}(\leq N)$ dimensional nodes, i.e., $\left\{ F \left( \sum_{j} v_{kj} \psi_{j} \right) \right\}_{k=1}^{N_{1}}$, by using amplitude estimation [16]. The amplitude estimation essentially allows us to estimate the absolute value $|a|$ of an amplitude $a$ in a quantum state $|\phi\rangle = |a\rangle |0\rangle + \cdots$ with an additive error $\beta$ by $O(1/\beta)$ uses of a quantum circuit that creates $|\phi\rangle$. Note that $a$ itself can also be estimated if we can construct quantum circuits that create a state in the form of $\frac{|a|+\beta}{2} |0\rangle + \cdots$ and $\frac{|a|+\beta}{2} |0\rangle + \cdots$. In this case, we can separately estimate $|1+a|$, $|1+ia|$ and $|a|$ from which $\text{Re}(a)$ and $\text{Im}(a)$ can be reconstructed. Since we can easily construct a quantum circuit that implements the functions $\frac{|a|+\beta}{2}$ and $\frac{|a|+\beta}{2}$ instead of $F$ by QSVT, we can estimate each of $\left\{ F \left( \sum_{j} v_{kj} \psi_{j} \right) \right\}_{k=1}^{N_{1}}$ with an additive error $\beta$ with $O\left( \sqrt{N_{1}}/\beta \right)$ uses of the circuit in Fig. 4. To estimate all of them, we need to repeat it for $N_{1}$ times and thus require $O\left( N_{1}^{3/2}/\beta \right)$ uses of the circuit.

Finally, as a natural extension, we consider how to implement a multi-layer neural network. We first consider how to achieve the two-layer neural network. More concretely, we wish to prepare a state in the form of,

\begin{equation}
\sum_{k=1}^{N_{1}} F \left[ \sum_{k=1}^{N_{2}} v_{kj}^{(2)} F \left( \sum_{j=1}^{N_{1}} v_{kj}^{(1)} \psi_{j} \right) \right] |l\rangle,
\end{equation}

$V^{(\ell)} = \sum_{k} v_{kj}^{(\ell)} |k\rangle \langle j|$ are trainable unitaries connecting the $(\ell-1)$-th and $\ell$-th layers, that is, we take input vector $\{\psi_{j}\}$ as zeroth layer. We assumed the $\ell$-th layer has $N_{\ell}$ nodes. Let $A_{\ell}$ be the quantum circuit for a single-layer neural network, i.e., the circuit in Fig. 4 with $U = V^{(1)} U_{\psi}$. It is easy to see that the state of Eq. (26) can essentially be constructed by using $(I_{3} \otimes V^{(2)} \otimes I_{\ell+1}) A_{1}$ as the state preparation oracle in Theorem 5. Detailed analysis of this process is presented in Appendix D. An layer neural network can be achieved by repeating the above steps $\ell - 1$ times. As shown in Appendix D, a quantum state which corresponds to an $\ell$-layer neural network can be generated by $\hat{O}\left( d^{\ell} \sqrt{N_{1} N_{2} \cdots N_{\ell-1}} \right)$.

V. CONCLUSION

We have defined a task called NTCA considering how to apply nonlinear functions onto the amplitudes of a quantum state. To this end, we introduced block-encoding of amplitudes, which encodes amplitudes of a quantum state on a block element of a unitary operator by using the state preparation oracle. This allows us to treat complex amplitudes of a quantum state as
singular values of a matrix encoded into a unitary operator and hence to apply QSVT for NTCA. Since the proposed mapping from a state preparation oracle to a block-encoding unitary is very general, we expect that it can be applied widely when we want to process a quantum state in such a way that cannot be achieved by a simple unitary transformation. As a concrete example of such an application, we proposed to use our algorithm to implement neural networks on quantum computers, where complex amplitudes are used as nodes for the neural networks and nonlinear transformations, which cannot be realized by a unitary operation, are performed by the proposed NTCA. From scaling analysis, our result implies that there could be a complexity-theoretic benefit to use a quantum computer to process and perform a nonlinear transformation on a high dimensional input data, while it still relies on several assumptions such as the state preparation oracle. It is an interesting open question whether the proposed nonlinear transformation or quantum neural network can provide an advantage in classical machine learning tasks. We think that it is, at least, inevitable to apply quantum machine learning for quantum data since a systematic nonlinear transformation is essentially missing in quantum systems without the proposed method.

Note-added. The first preprint version of this manuscript was released in July 2021. Since then, there have been several further developments. A similar task was considered in the parameterized quantum circuit setting [33]. By using the importance-weighted method and for functions like tanh(x), one can remove the dependency on the input dimension $N$ [34]. Applications like quantum machine learning, state preparation, and maximum finding have been investigated [34–37].
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Appendix A: Details for Theorem 4

1. Derivation of Eq. (8)

1. Apply the oracle $U$ on data qubits, the state will be

$$|k\rangle_{ad} \left( \sum_{j=1}^{N} c_j |0\rangle_{da}^\otimes |j\rangle \right) |0\rangle_B.$$

(A1)

2. Perform Hadamard gate on the $B$ ancilla qubit and controlled-$U$ gate with $B$ as controlled qubits, we prepare the state

$$|k\rangle_{ad} \left( \sum_{j=1}^{N} c_j |j\rangle \right)_{da} |0\rangle_B + |0\rangle_{da}^\otimes |1\rangle_B.$$

(A2)

3. Apply Toffoli gates with address qubits and $B$ ancilla qubit as controlled gates and Hadamard gate on the $B$ ancilla qubits, we have

$$|k\rangle_{ad} |\Psi_k\rangle_{da,B} := \frac{|k\rangle}{2} \left( \sum_{j=1}^{N} c_j |j\rangle \right)_{da} |0\rangle_B + \left( \sum_{j=1}^{N} c_j |j\rangle - |k\rangle \right)_{da} |1\rangle_B.$$  

(A3)

2. Eigenvalues and eigenvectors of $G$

Here, we derive the eigenvalues and eigenvectors of $G$ defined in Eq. 9. It can be seen that $G$ has invariant two-dimensional subspaces spanned by \{\ket{k} |\Psi_{k0}\rangle, \ket{k} |\Psi_{k1}\rangle\} \forall k \in \{1, ..., N\}$. Let $Z_B, W_S W^\dag, G$ be the operations $Z_B, W_S W^\dag$ and $G$ acting only on these subspaces.

The matrix representation of $Z_B, W_S W^\dag$ can be written as,

$$Z_B = |k\rangle \langle k| \langle \Psi_{k0} | |\Psi_{k1}\rangle \langle k|$$

(A4)

$$W_S W^\dag = (1 - 2\alpha_k^2) |k\rangle \langle k| \langle \Psi_{k0} | |\Psi_{k1}\rangle \langle k| + (1 - 2\beta_k^2) |k\rangle \langle k| \langle \Psi_{k1} | |\Psi_{k0}\rangle \langle k| + 2\alpha_k \beta_k (|k\rangle \langle \Psi_{k1} | |\Psi_{k0}\rangle \langle k| + |k\rangle \langle k| |\Psi_{k0}\rangle \langle \Psi_{k1}|).$$

(A5)

Thus, we have,

$$G = W_S W^\dag Z_B$$

(A6)

$$= (1 - 2\alpha_k^2) |k\rangle \langle k| \langle \Psi_{k0} | |\Psi_{k1}\rangle \langle k|$$

$$- (1 - 2\beta_k^2) |k\rangle \langle k| \langle \Psi_{k1} | |\Psi_{k0}\rangle \langle k|$$

$$- 2\alpha_k \beta_k (|k\rangle \langle \Psi_{k1} | |\Psi_{k0}\rangle \langle k| - |k\rangle \langle k| |\Psi_{k0}\rangle \langle \Psi_{k1}|).$$

(A7)
Therefore, eigenvectors of $\mathcal{G}$ can be written as

$$|k\rangle_{\text{ad}}|\Psi_{k\pm}\rangle_{\text{da,B}} = \frac{1}{\sqrt{2}} |k\rangle_{\text{ad}}(|\Psi_{k0}\rangle \pm i |\Psi_{k1}\rangle)_{\text{da,B}}, \quad (A8)$$

with the corresponding eigenvalue $-x_k \pm i\sqrt{1-x_k^2}$. $G$ has the same eigenvalues and eigenvectors.

3. One- and two-qubit gate counts

To construct $\tilde{U}$ as in Theorem 4, we use controlled-$G$ and controlled-$G^\dagger$ one time, which consists of controlled-$H$, controlled-$Z$, Toffoli gates on four qubits, and controlled-S0 gates. Decomposition of Toffoli gates is described in [38]. Notice that here we use Toffoli gates $\mathcal{O}(n)$ times. The (controlled) conditional phase shift gate $S_0 = I_{n+2} - 2|0\rangle\langle 0|$ on $n$ qubits can be performed with a Toffoli gate on $(n + 2)$ qubits and two Hadamard gates. As described in [39], Toffoli gate on $(n + 2)$ qubits can be performed with $\mathcal{O}(n)$ gates with an additional ancilla qubit. Therefore, in total, we use controlled-$U$ and controlled-$U^\dagger$ four times and $\mathcal{O}(n)$ one- and two-qubit gates for Theorem 4.

Appendix B: Detailed error analysis for Theorem 5

Note that $\mathcal{P}$ is a $(1, 4, \epsilon/(16\gamma))$-block-encoding of a matrix whose eigenvalues are $P'(x_k)/(4\gamma)$. For all $x_k \in [-1, 1]$, we have

$$|P'(x_k)/(4\gamma) - P''(x_k)| \leq \frac{\epsilon}{16\gamma N}, \quad (B1)$$

where $P''(x_k)$ denotes the exact value achieved by Lemma 3. By assumption, we have $|P(x_k) - P'(x_k)| \leq \frac{\epsilon}{(4\gamma)}$. Therefore,

$$|P'(x_k) - P''(x_k)| \leq |P(x_k) - P'(x_k)| + |P'(x_k) - 4\gamma P''(x_k)|$$

$$\leq |P(x_k) - P'(x_k)| + 4\gamma |P'(x_k)/(4\gamma) - P''(x_k)| \leq \frac{\epsilon}{2N}, \quad (B2)$$

where the inequalities come from triangle inequality. The same discussion applies for the imaginary part, i.e., $|Q'(y_k) - 4\gamma Q''(y_k)| \leq \frac{\epsilon}{(2\gamma N)}$ for all $y_k \in [-1, 1]$. Finally, for all $x_k, y_k \in [-1, 1]$ we have

$$|4\gamma P''(x_k) + 4\gamma Q''(y_k) - P(x_k) - Q(y_k)| \leq \frac{\epsilon}{N}, \quad (B3)$$

satisfying the error bound condition for NTCA.

Appendix C: Polynomial approximation of $\tanh$

Here, we show that $P(x) = \tanh(x)$ can be approximated to an precision $\epsilon$ with a degree $d = \mathcal{O}(\log(1/\epsilon))$ polynomial $P_d(x)$ in the sense that $|P'_d(x) - \tanh(x)| \leq \epsilon$. It suffices to use the simple Taylor series. By Taylor expansion,

$$\tanh(x) = \sum_{n=1}^{\infty} (-1)^{n-1} \frac{2^{2n} (2^{2n} - 1) B_{2n}}{(2n)!} x^{2n-1}, \quad (C1)$$

where $B_{2n}$ is the Bernoulli number. We take

$$P'_d(x) = \sum_{n=1}^{d} (-1)^{n-1} \frac{2^{2n} (2^{2n} - 1) B_{2n}}{(2n)!} x^{2n-1} \cdot \quad (C2)$$

Then, the error can be written as,

$$|P'_d(x) - \tanh(x)| = \sum_{n=d+1}^{\infty} (-1)^{n-1} \frac{2^{2n} (2^{2n} - 1) B_{2n}}{(2n)!} x^{2n-1}. \quad (C3)$$

As mentioned in Ref. [40], we have

$$|B_{2n}| < 5\sqrt{\pi n} \left( \frac{n}{\pi e} \right)^{2n}. \quad (C4)$$

Also, since $(n/e)^n \leq n!$, we have

$$\frac{2^{2n} (2^{2n} - 1) B_{2n}}{(2n)!} < 5\sqrt{\pi n} \left( \frac{2}{\pi} \right)^{2n} \cdot \quad (C5)$$

Further, since $\sqrt{d+1} \leq (\pi/2)^{d+1}$ for $d \geq 0$, we have

$$5\sqrt{\pi (d+1)} \left( \frac{2}{\pi} \right)^{2d+2} \leq 5\sqrt{\pi} \left( \frac{2}{\pi} \right)^{d+1}. \quad (C6)$$

Therefore, the error in Eq. (C3) can be bounded by

$$\sum_{n=d+1}^{\infty} (-1)^{n-1} \frac{2^{2n} (2^{2n} - 1) B_{2n}}{(2n)!} x^{2n-1} \leq \sum_{n=d+1}^{\infty} \frac{5\sqrt{\pi} \left( \frac{2}{\pi} \right)^{d+1}}{1 - (2/\pi)^{d+1}}. \quad (C7)$$

It follows that the error bound of $\epsilon$ can be achieved by setting $d = \mathcal{O}(\log(1/\epsilon))$.

Appendix D: Generalization to multi-layer neural network

We first consider how to perform a two-layer quantum neural network. For simplicity, we assume
\[ |P(x)|, |Q(x)| \leq 1 \] for all \( x \in [-1, 1] \) so that \( \gamma = 1 \). We also assume \( P(x) \) and \( Q(x) \) can exactly be expressed by a \( d \)-degree polynomial to avoid a complicated discussion about errors. Let \( \mathcal{A}_1 \) be the quantum circuit that outputs the state

\[
\frac{1}{8\sqrt{N_1}} \sum_{k=1}^{N_1} F \left( \sum_{j=1}^{N} v_{kj}^{(1)} \psi_j \right) |0 \rangle^{\otimes 5} |k\rangle_{ad} |0\rangle_{\text{da,B}}^{\otimes n+1} + \cdots.
\]

(D1)

Also, let \( \tilde{\mathcal{A}}_1 := (I_5 \otimes V^{(2)} \otimes I_{n+1}) \mathcal{A}_1 \). Then,

\[
\tilde{\mathcal{A}}_1 |0\rangle_{\otimes 2n+6} = \frac{1}{8\sqrt{N_1}} \sum_{l=1}^{N_2} \left[ \sum_{k=1}^{N_1} v_{lk}^{(2)} F \left( \sum_{j=1}^{N} v_{kj}^{(1)} \psi_j \right) \right] |0\rangle^{\otimes 5} |l\rangle_{ad} |0\rangle_{\text{da,B}}^{\otimes n+1} + \cdots.
\]

(D2)

\( \tilde{\mathcal{A}}_1 \) can be considered as the state preparation oracle for Theorem 5 to achieve the two-layer neural network. However, before doing so, we remove the coefficient \( 1/(8\sqrt{N_1}) \) by uniform singular value amplification \([4, 12]\). To do so, first note that, by Theorem 4, we can construct a block-encoding \( \tilde{G}^{(2)} \) of a matrix \( -\frac{1}{2} (G^{(2)} + (G^{(2)})^\dagger) \) whose eigenvalues are

\[
\left\{ \frac{1}{8\sqrt{N_1}} \sum_{k=1}^{N_1} v_{lk}^{(2)} F \left( \sum_{j=1}^{N} v_{kj}^{(1)} \psi_j \right) \right\}^{N_1} \kappa_{ad}.
\]

(D3)

The coefficient \( 1/(8\sqrt{N_1}) \) from these eigenvalues can be removed by using uniform singular value amplification which uses \( \hat{\mathcal{A}}_1 \) and \( \hat{\mathcal{A}}_1^\dagger \tilde{O} \left( \sqrt{N_1} \right) \) times. Let \( \tilde{\mathcal{A}}_1' \) be the circuit constructed by the above procedure, i.e.,

\[
\tilde{\mathcal{A}}_1' |0\rangle_{\otimes 2n+6} = \frac{1}{8\sqrt{N_2}} \sum_{l=1}^{N_2} \left[ \sum_{k=1}^{N_1} v_{lk}^{(2)} F \left( \sum_{j=1}^{N} v_{kj}^{(1)} \psi_j \right) \right] |0\rangle^{\otimes 5} |l\rangle_{ad} |0\rangle_{\text{da,B}}^{\otimes n+1} + \cdots.
\]

(D4)

After this step, we use Theorem 5 on \( \tilde{\mathcal{A}}_1' \) to achieve the state

\[
\tilde{\mathcal{A}}_1' |0\rangle_{\otimes 2n+6} = \frac{1}{8\sqrt{N_2}} \sum_{l=1}^{N_2} \left[ \sum_{k=1}^{N_1} v_{lk}^{(2)} F \left( \sum_{j=1}^{N} v_{kj}^{(1)} \psi_j \right) \right] |0\rangle^{\otimes 5} |l\rangle_{ad} |0\rangle_{\text{da,B}}^{\otimes n+1} + \cdots.
\]

(D5)

Counting the \( U_\psi \) operations used in this whole procedure, this state can be prepared with \( \tilde{O} (d^6 \sqrt{N_1}) \) uses of \( U_\psi \).

An \( \ell \)-layer neural network can be achieved by repeating the above procedure \( \ell - 1 \) times, and it uses \( \tilde{O} \left( d^6 \sqrt{N_1 N_2 \cdots N_{\ell-1}} \right) \) times of \( U_\psi \). If we want to further obtain the values of each amplitude with an additive error \( \beta \), we perform the amplitude estimation on the resulting state. This would require repeating the whole circuit for \( \tilde{O} \left( N_\ell^{3/2}/\beta \right) \) times, and the total number of \( U_\psi \) is calculated to be \( \tilde{O} \left( d^6 \sqrt{N_1 N_2 \cdots N_\ell}/\beta \right) \).
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