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Abstract

Knowledge Graph (KG) completion is an important task that greatly benefits knowledge discovery in many fields (e.g. biomedical research). In recent years, learning KG embeddings to perform this task has received considerable attention. Despite the success of KG embedding methods, they predominantly use negative sampling, resulting in increased computational complexity as well as biased predictions due to the closed world assumption. To overcome these limitations, we propose KG-NSF, a negative sampling-free framework for learning KG embeddings based on the cross-correlation matrices of embedding vectors. It is shown that the proposed method achieves comparable link prediction performance to negative sampling-based methods while converging much faster.

1 Introduction

In the past few years, large Knowledge Graphs (KGs) have become one of the most valuable resources for improving AI applications, such as information retrieval, question answering, and information extraction. A KG is a multi-relational directed graph that represent real-world knowledge as relational facts (also called triples), which are denoted as \((h, r, t)\), where \(h\) and \(t\) correspond to the head and tail entities and \(r\) denotes the relation between them, e.g., \(<\text{covid}, \text{causes}, \text{headaches}>\). Freebase, Yago, Gene Ontology, and NELL are examples of large and modern KGs that contain millions of facts. Even though they are successful and popular, their coverage is still far from complete and comprehensive due to the vast amount of facts that could be asserted about our world. However, it is possible to infer new facts from known facts. This motivates the research on knowledge graph completion. The problem of KG completion can be viewed as predicting new triples based on the existing ones. More formally, the goal of KG completion is to predict either the head entity in a given query \((?, r, t)\) or the tail entity in a given query \((h, r, ?)\). KG embedding has been proposed to address this issue.

Basically, KG embedding targets to map the entities/relations to dense, low dimensional, and real-valued vectors (called embeddings), capturing the intrinsic structural information of the knowledge graph. Then based on the embeddings, a scoring function \(f\) is employed to compute a score to infer whether a candidate triple is a fact. Various scoring functions have been proposed to improve the quality of the embedding. Typical examples include DistMult \([1]\), SimpleE \([2]\), ComplEx \([3]\), TransE \([4]\), RESCAL \([5]\), etc. These methods aim to learn a model that distinguishes positive (i.e. true triples) and negative (i.e. false triples) instances based on the optimization of a loss function. The need for negative sampling comes from the fact that there are only positive triples in a KG. Negative sampling under the closed world assumption considers all non-existing triples to be negative by default, which may lead to a significant amount of false negatives. In addition, it has been shown that the hardness of negative examples can lead to the so-called representation collapse \([6]\). Indeed, extremely hard and extremely easy negative examples both lead to representation collapse, which makes the process of negative sampling a critical part of KG embedding.
In this paper, we propose a new approach for KG completion which does not require negative sampling, which we call KG-NSF. It learns embeddings for relations and entities for the purposes of KG completion without using negative examples and without optimizing objectives that depend on the score function directly.

The contributions of this work can be summarized as follows:

- We develop a negative sample-free approach for learning KG embeddings based on the cross-correlation matrices of the embedding vectors. In addition to not requiring negative sampling, the proposed approach converges faster than existing methods, thus exhibiting reduced computational complexity. Further, our approach achieves link prediction performance comparable to that of negative sampling-based methods.

- We show that the loss functions used in traditional KG embedding methods too can be expressed in terms of the cross-correlation matrices of the embedding vectors, but only through their diagonal elements.

2 Related Literature

2.1 Knowledge Graph Embedding

A KG is a data structure that represents complex semantic relations between conceptual entities. Formally, a KG \( G \) can be presented as the tuple \( (E, R, T) \), where \( E \) is the set of entities, \( R \) is the set of relations, and \( T = \{(h, r, t) ; h, t \in E, r \in R\} \) is the set of triples. KG embedding aims at learning low dimensional representations of entities and relations in a KG while preserving their semantic properties. These embeddings can be used for various tasks such as link prediction, triple classification, clustering, and entity alignment. In general, KG embedding methods have the following common core elements [7]:

a) a representation space, which is the low-dimensional space in which the entities and relations are represented; most methods use \( \mathbb{R}^d \), \( d > 1 \) as the representation space \([4, 8, 9, 10]\), while other methods use different spaces, e.g. the complex space \( \mathbb{C}^d \) [3], the quaternion space \( \mathbb{H}^d \) [11], the box space [12];

b) a scoring function \( f \), which is a function that assigns a score to each triple in the dataset; this score reflects the goodness of that triple;

2) a training process, which is the method that is used to learn the embeddings of relations and entities to have "good" representations given a score function. The training process is characterized by two main features. The first feature is the negativity assumption which designates what triples should be considered false (i.e. negative) and what triples should be considered true (i.e. positive). There are two prevailing assumptions: the closed world assumption, which signifies that every triple that is not explicitly stated in the data is a negative triple, and the open world assumption which states that all triples in a KG are positive and all non-observed triples can either be true or false. The second feature is the loss function (or training objective) \( L \) to be optimized; it is computed using positive and negative examples generated using the considered negativity assumption. In general, the training objective can be expressed as follows:

\[
\mathcal{L} = \sum_{(h, r, t) \in T} \left( \mathcal{L}^+ (f(h, r, t)) + \sum_{(\bar{h}, \bar{r}, \bar{t}) \in \text{Neg}(h, r, t; n)} \mathcal{L}^- (f(\bar{h}, \bar{r}, \bar{t})) \right)
\] (1)

where \( \text{Neg}(h, r, t; n) \) is a negative sampling function that generates \( n \) negative examples per positive example \((h, r, t)\), and \( \mathcal{L}^+ \) and \( \mathcal{L}^- \) are the loss functions for positive and negative triples respectively. Figure [1] summarizes the traditional KG embedding approach. Our approach differs from these methods in many aspects. First, we avoid using negative sampling which can account for a substantial amount of computational power when training [13] (e.g. percentage of time spent on negative sampling for each training epoch of SimplE is 69.3% [13]). Second, our objective does not include a direct expression of the score function which calculates the likelihood of the existence of a link. Instead, we derive our objective based on the score function in a way that makes the embeddings of heads and entities in their respective triples invariant to transformations based on the embedding of relations.
2.2 Self-supervised Learning (SSL)

In recent years, SSL methods have achieved state-of-the-art performance on many tasks [14, 15]. Depending on how negative examples are used, we can categorize these methods into two categories: a) contrastive SSL methods and b) non-contrastive SSL methods. The former is the more traditional approach to SSL, which uses negative examples to make the embeddings of negative examples and positive examples as distant as possible from each other while making the embeddings of positive examples as close as possible to each other. The use of negative examples is motivated by the representation collapse problem, which occurs when models learn trivial representations that optimized the objective function but do not encode any useful information for downstream tasks. Non-contrastive SSL methods [16, 17] do not make use of negative sampling, and employ other approaches to avoid representation collapse. Some of these methods use regularization (BYOL [16]). Other methods use specially designed objectives such as Barlow Twins (BT) [17]. We make use of this loss in our work.

Our training objective is based on the BT loss function, which was introduced in [17] as a negative-sampling free pre-training objective for image pretext tasks. It was later applied in a similar manner for graph representation learning [18] and videos [19]. To the best of our knowledge, this loss function has not been used before in the context of KG completion.

There are fundamental differences in the way we use the BT loss in our objective function. First, we do not use our objective function to train representations on a pretext text, which would later be used in a downstream task. Our pretext task and downstream task are the same, i.e. link prediction. The models trained using our objective function are ready for inference immediately after training. Second, we do not apply any kind of augmentations on the KG. Consequently, our representations are not invariant to the augmentation of the data. Third, our objective function is a combination of two BT losses instead of one.

2.3 Barlow Twins and Variants

The BT loss was introduced in [17] for non-contrastive self-supervised learning of image representations. The objective of this loss is to learn invariances by discriminating instances and features rather than positive instances and negative instances. This was achieved through the calculation of the cross correlation matrix \( C \) between two tensors \( X = [x_{ij}]_{1 \leq i \leq b, 1 \leq j \leq d} \) and \( Y = [y_{ij}]_{1 \leq i \leq b, 1 \leq j \leq d} \) (\( b \) is the batch size and \( d \) is the dimension of the embedding), whose elements can be expressed as follows:

\[
C_{ij} = \frac{\sum_b x_{bi} y_{bj}}{\sqrt{\sum_b (x_{bi})^2} \sqrt{\sum_b (y_{bj})^2}}
\]  

(2)

The BT loss consists of the combination of an invariance component and a redundancy component:

\[
\mathcal{L}_{BT}(X, Y) = \sum_i (1 - C_{ii})^2 + \lambda \sum_i \sum_{j \neq i} C_{ij}^2
\]

(3)

Minimizing the BT loss function \( \mathcal{L}_{BT} \) (Equation 3) forces the cross-correlation matrix to be as close as possible to the identity matrix. Minimizing the invariance component pushes the embeddings to be
as invariant as possible to data augmentations by forcing the on-diagonal elements, $C_{ii}$, be as close as possible to 1. Minimizing the redundancy component ensures that the embedding features are as decorrelated (non-redundant) as possible by forcing the off-diagonal elements, $C_{ij}$, to be as close as possible to 0. Parameter $\lambda > 0$ in Eq. 3 defines the trade-off between the invariance and redundancy reduction terms when optimizing the BT loss. The authors of [17] proposed to use $\lambda = 1/d$, which we adopt in our experiments.

The BT loss has its theoretical grounding in Information Bottleneck Theory [20], which supposes that the embedding vectors are drawn from a Gaussian distribution. This assumption is too strong for most practical cases and may not be achievable in some cases. [21] remedied this problem by interpreting the BT loss as an instance of negative-sample-free contrastive learning, which connected the BT loss to the Hilbert-Schmidt Independence Criterion (HSIC) [22]. Representations are learned by maximizing HSIC for augmented views of data points. This can be achieved by minimizing the following loss function:

$$L_{HSIC} = \sum_i (1 - C_{ii})^2 + \lambda \sum_i \sum_{j \neq i} (1 + C_{ij})^2 \quad (4)$$

We utilize both of these losses in our experiments.

In addition, we utilize the batch normalization method ShuffledDBN (Shuffled Decorrelated Batch Normalization) described in [23], which was found to increase feature decorrelation and improve the performance of Barlow twins-based methods.

2.4 KG Embedding without Negative Sampling

To our knowledge, there is only one method that explores KG embedding without negative sampling [13]. The objective function in [13] is defined as follows:

$$L = \sum_{(h, r, t) \in T} L^+(f(h, r, t)) + \lambda L^{sp}(f) \quad (5)$$

where the first term of this objective function penalizes low scores for the positive examples, while $L^{sp}$ (sp stands for stay positive) tries to prevent the model from generating high scores for all the triples; $\lambda$ is a hyperparameter. In [13], $L^{sp}$ is defined as:

$$L^{sp}(f) = \left\| \sum_{h \in \mathcal{E}} \sum_{r \in \mathcal{R}} \sum_{t \in \mathcal{E}} f(h, r, t) - \psi |\mathcal{E}|^2 |\mathcal{R}| \right\| \quad (6)$$

where $\psi$ is a hyperparameter. Figure 2 summarizes the approach in [13]. Our approach differs from this work in many aspects. First, our objective does not use an explicit expression of the score function, which makes the representations more robust to biases that the score function might induce. Second, we do not solve the representation collapse problem using regularization. We use instead an objective function based on the BT loss. Third, even though the approach in [13] does not explicitly use negative sampling, the regularization term is computed over all the possible triples in the KG (i.e. positive and negative triples), which is avoided in our approach since our objective function is computed using a batch of positive triples only.

![Figure 2: Stay Positive Approach.](image)
3 Methodology

Motivated by the self-supervised nature of KG embedding, we propose a new framework for KG embedding without the use of negative examples. The overall pipeline of our framework is shown in Figure 3. The processing steps can be described as follows:

Knowledge Graph (\(G\)) We present a knowledge graph \(G\) as a triple \((\mathcal{E}, \mathcal{R}, \mathcal{T})\), where \(\mathcal{E}\) is the set of entities, \(\mathcal{R}\) is the set of relations and \(\mathcal{T} = \{(h, r, t) | h, t \in \mathcal{E}, r \in \mathcal{R} \}\) is the set of triples \((h \equiv \text{head}, t \equiv \text{tail} \text{ and } r \equiv \text{relation})\). Each entity/relation \(u\) has an embedding \(u\), which is obtained from a standard embedding layer.

Embedding (\(E\)) An embedding layer is a mapping that transforms the entities/relations from their symbolic form to a vector space. In this work, we represent the embedding vectors of entities and relations with bold letters. Specifically, we represent an embedding of a head \(h\) and tail \(t\) entities with \(\mathbf{h}\) and \(\mathbf{t}\) respectively. The embedding for the relation \(r\) is presented as \(\mathbf{r}\).

Transformation (\(T\)) The transformation module is used to transform the different matrices from their original embedding space to another space with some desired properties. In our work, we experimented with the linear transformation and ShuffledDBN [23].

Score Function (\(f\)) In traditional KG embedding, a score function is used in order to quantify the likelihood of the existence of a triple. The literature contains a multitude of score functions. In this work we focused on the following score functions:

- **TransE**: TransE is one of the earliest KG embedding methods. It uses a translation based approaches. Its score function is: \(f(h, r, t) = -\|\mathbf{h} + \mathbf{r} - \mathbf{t}\|_p\) (7), where \(p \in \{1, 2\}\). \(\mathbf{h}, \mathbf{r}\) and \(\mathbf{t}\) are the embeddings of \(h, r\) and \(t\) respectively. \(\|\cdot\|_p\) is the \(L_p\) norm.

- **DistMult**: DistMult also belongs to the family of bi-linear models. It has the following score function: \(f(h, r, t) = \sum_i [\mathbf{h} \odot \mathbf{r} \odot \mathbf{t}]_i\) (8), where \(\odot\) is the element-wise product, and the \(i\) index is along the feature dimension of the vector resulting from the element-wise product of the different features.

Loss (\(L\)) The general expression of the proposed loss function is:

\[
\mathcal{L}((\{h, r, t\})_{b=1}^b) = \mathcal{L}_{BT}(\mathbf{H}_i, \mathbf{T}) + \mathcal{L}_{BT}(\mathbf{H}, \mathbf{T}),
\]

where \(\mathcal{L}_{BT}\) is the BT loss, \(b\) is the batch size, \(\mathbf{H} = [\mathbf{h}_i]_{i=1}^b \in \mathbb{R}^{b \times d_e}\) is a matrix were each row represents the embedding of a head entity in the batch, \(\mathbf{T} = [\mathbf{t}_i]_{i=1}^b \in \mathbb{R}^{b \times d_e}\) is a matrix were each row represents the embedding of a tail entity in the batch, and \(\mathbf{R} = [\mathbf{r}_i]_{i=1}^b \in \mathbb{R}^{b \times d_e}\) is a matrix where each row represents the embedding of a relation in the batch. \(\mathbf{H}_i\) is a function of \(\mathbf{H}\) and \(\mathbf{R}\), and \(\mathbf{T}_i\) is a function of \(\mathbf{T}\) and \(\mathbf{R}\); these functions are designed according to the score function used to evaluate the triples during inference, as described next.
The score function can be re-written in two forms: $f(h, r, t) = \begin{cases} p_1(g_1(h, r), g'_1(t)) \\ p_2(g_2(h), g_2(t, r)) \end{cases}$, where $p_1$, $p_2$, $g_1$, $g_2$, $g'_1$ and $g'_2$ have expressions that depend on the kind of score function. For example, in the case of TransE, $p_1(x, y) = p_2(x, y) = ||x-y||_p$, $g_1(h, r) = h + r$, $g'_1(t) = t$, $g_2(t, r) = t - r$, and $g'_2(h) = h$. In the case of TransH, $p_1(x, y) = p_2(x, y) = ||x-y||_p$, $g_1(h, r) = (h - w^r h w_r) + r$, $g'_1(t) = t - w^r tw_r$, $g_2(t, r) = (t - w^r tw_r) - r$, and $g'_2(h) = h - w^r hw_r$. In the case of DistMult we have $p_1(x, y) = p_2(x, y) = x \odot y$, $g_1(h, r) = h \odot r$, $g'_1(t) = t$, $g_2(t, r) = t \odot r$, and $g'_2(h) = h$. Given these two forms of the score function, we define $H_i$ and $T_i$ as follows: $H_i = [g_i(h, r_i)]_{i=1}^b \in \mathbb{R}^{b \times d_i}$ and $T_i = [g_i(t, r_i)]_{i=1}^b \in \mathbb{R}^{b \times d_i}$. Hence, considering this reformulation, the only difference in training our models resides in the choice of $g_1$ and $g_2$ through $H_i$ and $T_i$. For the score functions considered in this paper, we choose the following expressions:

- **NSF-TransE**: $H_1 = H + R$, $T_1 = T - R$ (10)
- **NSF-DistMult**: $H_1 = H \odot R$, $T_1 = R \odot T$ (11)

It is worth pointing out that this approach can be applied directly to other score functions. For example, all translation based models (e.g. TransH [8], TransR [10], TransD [9] etc) can be implemented in a manner analogous to that of TransE, since the only difference is in the expression of the above-mentioned functions. Similarly, any bilinear model (RESCAL [5], SimplE [2]) etc can be implemented in a way similar to that of NSF-DistMult. The design of the proposed loss is motivated by the self-supervised nature of the link prediction task. In fact, link prediction does not require any kind of direct supervision, but rather the positive and negative links are extracted from the data itself (i.e. links that exist are positive, links that do not may be considered negative). Consequently, the kinds of invariances that are learned by the embeddings are intrinsic to the data. For example, TransE tries to minimize a distance (L1 or L2) between $h + r$ and $t$, which can be interpreted as learning entity embeddings invariant to relation translation, which is also what our loss tries to do using the BT loss. Analogously to the invariance term in BT loss, which learns embeddings invariant to data augmentation, in our loss it learns embeddings invariant to relation translation. In methods such as TransE, negative sampling is used to avoid the representation collapse problem [6]. In the proposed method, the second term of BT loss, i.e. the redundancy term, avoids this problem as it forces the features to be as uncorrelated as possible, thus promoting diversity of the embedding representations. Consequently, our approach replaces negative examples with feature decorrelation to avoid the collapsing problem.

In the appendix, we show that the original TransE and DistMult loss functions too can be expressed as functions of the (non-standardized) cross-correlation matrices of embedding vectors for positive and negative triples, but only through their diagonal elements. The proposed BT loss-based method uses both diagonal and off-diagonal terms of the cross-correlation matrices matrices for positive triples only to learn good (non-trivial) embeddings.

### 4 Experiments

In our main line of experiments we are interested in quantifying the efficiency of the models proposed in the previous section for the task of link prediction. Other experiments are conducted to highlight other interesting characteristics of our method. Our implementation is based on TorchKGE [24] python package. All the models were trained on a Geforce RTX 3090 GPU with 24G of memory.

### 4.1 Datasets

We choose established datasets in KG completion literature so that we can compare them to our methods. Table 1 shows some statistics of the datasets. We used the following datasets: a) FB15K which is a subset of a dataset called Freebase [25]. Freebase is a large knowledge base that consists of large amounts of facts. We used the split that exit bt default in TorchKGE. b) WN18 is a subset of a dataset called WordNet [26]. It is a large lexical knowledge graph. Entities in WordNet are synonyms that express distinct concepts. Relations in WordNet are conceptual-semantic and lexical relations. We used the split that exit bt default in TorchKGE. c) WN18RR and d) FB15k-237AM are subsets of the WN18RR [27] and FB15k-237 [28] datasets respectively. They were introduced in [19] after the
We observe that the performance of NSF-DistMult and NSF-TransE variants surpass that of DistMult and TransE on the FK15k and FK15k-237AM datasets, while having a comparable performance on the WN18 and WN18AM datasets. In addition, compared to SP-DistMult, NSF-DistMult has a better performance on the FK15k-237AM dataset and a comparable performance on the WN18AM dataset (i.e. higher MRR and lower $H@1$). Compared to SimplE, NSF-DistMult and NSF-TransE variants have better performance on the FK15k-237AM and a comparable performance on the WN18AM dataset (i.e. higher $H@1$ and lower MRR). Compared to SP-SimplE, NSF-TransE (W/o SDBN) have

| Metrics | FB15K | WN18 | FB15K-237AM | WN18AM |
|---------|-------|------|-------------|--------|
| #Entities | 14991 | 40943 | 14505 | 40559 |
| #Relations | 1384 | 18 | $-277$ | 11 |
| #Train Triples | 585143 | 141154 | 20438 | 60835 |
| #Validation Triples | 50000 | 5000 | 13262 | 2824 |
| #Test Triples | 59071 | 5000 | 28418 | 2924 |

Table 1: Dataset statistics.

Authors noticed that WN18RR and FB15k-237 training data was missing some entities that exist their respective validation and test splits. We used the same splits introduced by the authors.

4.2 Evaluation Protocol

4.2.1 Experimental Setup

We use the same embedding generating model architecture for all methods. The model’s parameters are optimized using negative sampling-based methods and our approach. We experiment with various batch sizes, embedding dimensions and learning rates, following the same line of experimental setups as the methods to which we compare our approach. In our experiments we select the learning rate (lr) among \{0.001, 0.0005, 0.0001\}, the batch size b among \{100, 200, 500, 1000, 2000, 4000\}, and the embedding dimension (d = d_e = d_r) among \{50, 100, 150, 200, 300, 400, 500\}. We used the Adam optimizer [29]. The optimal parameters are determined by the filtered MRR metric calculated on the test set. Tables 2 and 3 show and compare the performances of the models trained with negative sampling and our models on multiple datasets. In the experiments where we use ShuffledDBN, we fixed its group size to be 5 (see [23] for more details on ShuffledDBN).

4.2.2 Evaluation Metrics

The learned $f(h, r, t)$ is evaluated in the context of link prediction. As in other works [4, 8, 9, 10], for each triple $(h, r, t)$, we first take $(?, r, t)$ as the query and obtain the filtered rank on the head: $rank_h = |\{e \in E : (f(e, r, t) \geq f(h, r, t)) \land ((e, r, t) \notin S_{tra} \cup S_{val} \cup S_{tst})\}| + 1$, where $S_{tra}, S_{val}, S_{tst}$ are the training, validation, and test triples, respectively. Next we take $(h, r, ?)$ as the query and obtain the filtered rank on the tail: $rank_t = |\{e \in E : (f(h, r, e) \geq f(h, r, t)) \land ((h, r, e) \notin S_{tra} \cup S_{val} \cup S_{tst})\}| + 1$. The following metrics are computed from both the head and tail ranks on all triples: (i) Mean reciprocal ranking (MRR): $MRR = \frac{1}{2|\mathcal{S}|} \sum_{(h,r,t) \in \mathcal{S}} \left(\frac{1}{rank_h} + \frac{1}{rank_t}\right)$. (ii) $H@k$: ratio of ranks no larger than $k$, i.e., $H@k = \frac{1}{2|\mathcal{S}|} \sum_{(h,r,t) \in \mathcal{S}} (\mathbb{I}(rank_h \leq k) + \mathbb{I}(rank_t \leq k))$, where $\mathbb{I}(a) = 1$ if $a$ is true, otherwise 0. (iii) MR: mean rank: $MR = \frac{1}{2|\mathcal{S}|} \sum_{(h,r,t) \in \mathcal{S}} (rank_h + rank_t)$. The larger the MRR or $H@k$, the better is the embedding. The smaller the MR, the better the embedding.

4.3 Results

NSF-TransE (w/o SDBN) and NSF-DistMult (w/o SDBN) are the models trained using our approach without the ShuffledDBN layer. In NSF-TransE (w/ SDBN) and NSF-DistMult (w/ SDBN) we transform $\mathbf{H}, \mathbf{H}, \mathbf{T},$ and $\mathbf{T}$ using the ShuffledDBN approach described in [23] before feeding them to the BT loss. We compare our models to TransE [4] and DistMult [1] trained using negative sampling on the FB15k and WN18 datasets. The results reported for these two methods are taken from the corresponding original papers. The performance of the baselines and our models on the FB15k and WN18 datasets is shown in Table 2. In addition, we conducted a set of experiments to compare the performance of our approach with that of the only negative-sample-free approach in the literature reported in [13]. The results are shown in Table 3.
a better $MRR$ a lower $H@1$. The bad performance of NSF-TransE on the WN18 and WN18AM datasets can be attributed to the nature of relationships that the triples in these datasets have. In fact, since (in both datasets) the number of relations is very low, while the number of triples is very high, there is a high incidence of N-1, 1-N and N-N relations, which are known to be one of TransE’s weaknesses \[8\]. All the models have converged significantly faster than the ones trained using negative sampling (see supplementary material).

### Table 2: Results on FB15K and WN18.

| Model               | MRR (fb15k) | MRR (wn18) | H@1 (fb15k) | H@10 (fb15k) | H@1 (wn18) | H@10 (wn18) |
|---------------------|-------------|------------|-------------|--------------|------------|-------------|
| TransMult(\[4\])   | 0.386       | 0.352      | 0.799       | 0.799        | 0.352      | 0.799       |
| DistMult(\[4\])    | 0.386       | 0.352      | 0.799       | 0.799        | 0.352      | 0.799       |
| SimpE(\[4\])       | 0.386       | 0.352      | 0.799       | 0.799        | 0.352      | 0.799       |
| NSF-TransE(\[4\])  | 0.386       | 0.352      | 0.799       | 0.799        | 0.352      | 0.799       |
| NSF-DistMult(\[4\])| 0.386       | 0.352      | 0.799       | 0.799        | 0.352      | 0.799       |

### Table 3: Results on FB15K-237AM and WN18AM. SP refers to stay positive from \[13\].

| Model                     | MRR (fb15k) | MRR (wn18) | H@1 (fb15k) | H@10 (fb15k) | H@1 (wn18) | H@10 (wn18) |
|---------------------------|-------------|------------|-------------|--------------|------------|-------------|
| TransMult(\[4\])         | 0.386       | 0.352      | 0.799       | 0.799        | 0.352      | 0.799       |
| DistMult(\[4\])          | 0.386       | 0.352      | 0.799       | 0.799        | 0.352      | 0.799       |
| SimpE(\[4\])             | 0.386       | 0.352      | 0.799       | 0.799        | 0.352      | 0.799       |
| NSF-TransE(\[4\])        | 0.386       | 0.352      | 0.799       | 0.799        | 0.352      | 0.799       |
| NSF-DistMult(\[4\])       | 0.386       | 0.352      | 0.799       | 0.799        | 0.352      | 0.799       |

### 5 Ablation Study

#### 5.1 Loss Weighting

The purpose of this ablation study is to explore the effects of using different weights ($\alpha$ in equation \[12\]) on the performance of the models on link prediction.

\[
\mathcal{L}(\{(h,r,t)\}_{i=1}^{b}) = \alpha \mathcal{L}_{BT}(H, T) + (1 - \alpha) \mathcal{L}_{BT}(H, T) \tag{12}
\]

We consider $\alpha \in \{0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1\}$. In order to decrease the number of our experiments, we fixed the embedding dimension $d$, learning rate $lr$ and batch size $b$ to $d = 500$, $b = 2000$ and $lr = 0.001$ for NSF-DistMult, and to $d = 500$, $b = 4000$, $lr = 0.001$ for NSF-TransE. We used $L_2$ distance as a similarity measure. Figure \[4\] shows performance as a function of $\alpha$. Figure \[4(4.1)\] shows that NSF-DistMult is not sensitive to $\alpha$, meaning that using only term is sufficient for this method. However, for NSF-TransE, figure \[4(4.2)\] shows that the performance is impacted significantly by $\alpha$. Optimum performance is obtained with $\alpha = 0.5$, which corresponds to the expression in \[9\]. We can attribute this to the symmetric nature of DistMult score function and the asymmetric nature of TransE, which makes the inclusion of the second term essential.

#### 5.2 HSIC

In this part, we are interested in studying the effect of replacing the BT loss in equation \[9\] with the HSIC loss (equation \[4\]) on the performance of the different models. The objective that we optimize in this ablation study is

\[
\mathcal{L}(\{(h,r,t)\}_{i=1}^{b}) = \mathcal{L}_{HSIC}(H, T) + \mathcal{L}_{HSIC}(H, T) \tag{13}
\]

We did not use ShuffleDBN in this experiment. We varied the dimension size, the learning rate, the batch size and the dissimilarity type (in the case of TransE) in a manner similar to what we described in section \[5.2.1\]. Table \[4\] shows the different results that we obtained. We notice that using HSIC instead of BT causes a slight decrease in performance for most metrics.
This work demonstrates the possibility of learning knowledge graph embeddings without negative examples. This is done using the DistMult score function (equation 8). We varied the dimension size, the learning rate, the batch size and the dissimilarity type (in the case of TransE) in a manner similar to what we did using the DistMult score function (equation 11, but with the TransE score function for inference(equation 7). We also trained Alt-NSF-DistMult with the loss designed based on the TransE score function (equation 10), but inference is done using the DistMult score function (equation 8). We varied the dimension size, the learning rate, the batch size and the dissimilarity type (in the case of TransE) in a manner similar to what we described in section 4.2.1. We do not employ the ShuffleDBN layer in these experiments. Table 5 shows the results for different datasets. We notice that there is a significant drop in performance when using the loss design for an alternative model, which shows the strong connection that exists between the design of the loss function and the score function used during inference.

Table 4: Results on FB15K and WN18 for different losses.

| Dataset | MRR@1 | MRR@10 | Hits@1 | Hits@10 |
|---------|-------|--------|--------|---------|
| FB15K   |       |        |        |         |
| NFS-TransE (w/ HSIC) | 0.009322 | 0.2387 | 0.001130 | 0.1435 |
| NFS-DistMult (w/ HSIC) | 0.007853 | 0.2472 | 0.001075 | 0.1383 |
| NFS-TransE (Alt) | 0.0123 | 0.3119 | 0.0721 | 0.1435 |
| NFS-DistMult (Alt) | 0.014942 | 0.3149 | 0.0721 | 0.1435 |

Table 5: Results on FB15K and WN18 for different alternative losses.

| Dataset | MRR@1 | MRR@10 | Hits@1 | Hits@10 |
|---------|-------|--------|--------|---------|
| FB15K   |       |        |        |         |
| NFS-TransE (w/ HSIC) | 0.009322 | 0.2387 | 0.001130 | 0.1435 |
| NFS-DistMult (w/ HSIC) | 0.007853 | 0.2472 | 0.001075 | 0.1383 |
| NFS-TransE (Alt) | 0.0123 | 0.3119 | 0.0721 | 0.1435 |
| NFS-DistMult (Alt) | 0.014942 | 0.3149 | 0.0721 | 0.1435 |

5.3 Effect of Loss Design from Score Function

In this ablation study, we aim to quantify the effect of having a loss function based on the score function (used for inference), as described in section 5, on the performance of the model. More precisely, we trained a model, Alt-NSF-TransE, with the loss function designed for DistMult described in equation 11 but with the TransE score function for inference (equation 7). We also trained Alt-NSF-DistMult with the loss designed based on the TransE score function (equation 10), but inference is done using the DistMult score function (equation 8). We varied the dimension size, the learning rate, the batch size and the dissimilarity type (in the case of TransE) in a manner similar to what we described in section 4.2.1. We do not employ the ShuffleDBN layer in these experiments. Table 5 shows the results for different datasets. We notice that there is a significant drop in performance when using the loss design for an alternative model, which shows the strong connection that exists between the design of the loss function and the score function used during inference.

6 Conclusion

Negative-sample-free link prediction is still at a nascent stage with many challenges remained unsolved. In this paper, we propose a novel approach (KG-NSF) to learn embeddings for knowledge graph entities and relations for the purpose of link prediction without using negative examples. In particular, feature decorrelation is introduced to replace the need for negative examples, which leads to avoiding learning trivial solutions (i.e. representation collapse). Experimental results on multiple link prediction datasets have shown either a superior or comparable performance of our approach. This work demonstrates the possibility of learning knowledge graph embeddings without negative sampling and without explicit constraints on the score functions. One potential limitation of our approach is that it is memory intensive, since it requires multiplications between large matrices.
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  - **WN18**: We used the dataset available via the TorchKGE package. We used the default split.
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  - **WN18AM**: We used the dataset available via the Github repository of [13] at [https://github.com/BorealisAI/StayPositive/tree/master/dataset/WN18AM](https://github.com/BorealisAI/StayPositive/tree/master/dataset/WN18AM) We used the default split.

B NSF-TransE Vs. TransE

In what follows $\text{tr}(A)$ refers to the trace of matrix $A$. We used some standard properties of the matrix trace in this section such as

$$
\text{tr}(A^T B) = \text{tr}(AB^T) = \text{tr}(B^T A) = \text{tr}(BA^T) = \sum_{i=1}^{m} \sum_{j=1}^{n} a_{ij}b_{ij}
$$

[23] Tianyu Hua, Wenxiao Wang, Zihui Xue, Sucheng Ren, Yue Wang, and Hang Zhao. On feature decorrelation in self-supervised learning. In Proceedings of the IEEE/CVF International Conference on Computer Vision, pages 9598–9608, 2021.

[24] Armand Boschin. Torchkge: Knowledge graph embedding in python and pytorch. In International Workshop on Knowledge Graph: Mining Knowledge Graph for Deep Insights, Aug 2020.

[25] Kurt Bollacker, Colin Evans, Praveen Paritosh, Tim Sturge, and Jamie Taylor. Freebase: a collaboratively created graph database for structuring human knowledge. In Proceedings of the 2008 ACM SIGMOD international conference on Management of data, pages 1247–1250, 2008.

[26] George A Miller. Wordnet: a lexical database for english. Communications of the ACM, 38(11):39–41, 1995.

[27] Tim Dettmers, Pasquale Minervini, Pontus Stenetorp, and Sebastian Riedel. Convolutional 2d knowledge graph embeddings. In Proceedings of the AAAI Conference on Artificial Intelligence, volume 32, 2018.

[28] Kristina Toutanova and Danqi Chen. Observed versus latent features for knowledge base and text inference. In Proceedings of the 3rd workshop on continuous vector space models and their compositionality, pages 57–66, 2015.

[29] Diederik P Kingma and Jimmy Ba. Adam: A method for stochastic optimization. arXiv preprint arXiv:1412.6980, 2014.

[30] Ehtisham Ur Rehman, Aamir Saeed, Nasru Minallah, and Abdul Hafeez. Knowledge graph embedding for link prediction models. 2022.

[31] Sameh K Mohamed, Emir Muñoz, and Vit Novacek. On training knowledge graph embedding models. Information, 12(4):147, 2021.
This means that \( \text{tr} \left( A^2 \right) = \sum_{i=1}^{n} \sum_{j=1}^{n} a_{ij}^2 \). In what follows we relate TransE objective and our objective via non-standardized empirical cross-correlation matrix \( \tilde{C} = \text{cor}(X, Y) = X^T Y \), where \( C_{ij} = \sum_b x_{b,i} y_{b,j} \), as opposed to the standardized empirical cross-correlation whose elements are expressed as follows:

\[
C_{ij} = \frac{\sum_b x_{b,i} y_{b,j}}{\sqrt{\sum_b x_{b,i}^2} \sqrt{\sum_b y_{b,j}^2}}.
\]

Even though the two expressions are different but from an optimization prospective they share similar behavior. The loss function of TransE for positive triples is (in the case of L2 norm):

\[
L^+ = \sum_i^b \| h_i + r_i - t_i \|_2 = \sum_i^b (h_i + r_i - t_i)^T (h_i + r_i - t_i) \tag{14}
\]

This loss can be reformulated in the following three forms:

\[
L^+_1 = \sum_i^b (h_i + r_i)^T (h_i + r_i) - 2(h_i + r_i)^T t_i + t_i^T t_i \tag{15}
\]

\[
L^+_2 = \sum_i^b h_i^T h_i - 2h_i^T (t_i - r_i) + (t_i - r_i)^T (t_i - r_i) \tag{16}
\]

\[
L^+_3 = \sum_i^b (h_i - t_i)^T (h_i - t_i) + 2(h_i - t_i)^T r_i + r_i^T r_i \tag{17}
\]

It is easy to show that \( L^+ = L^+_1 = L^+_2 = L^+_3 \).

This can be presented in a matrix form as follows: let \( H = [h_i]_{i=1}^b \in \mathbb{R}^{b \times d} \), \( T = [t_i]_{i=1}^b \in \mathbb{R}^{b \times d} \), \( R = [r_i]_{i=1}^b \in \mathbb{R}^{b \times d} \), \( H_i = H + R \in \mathbb{R}^{b \times d} \), \( T_i = T - R \in \mathbb{R}^{b \times d} \), and \( R_i = H - T \).

\[
L^+_1 = \text{tr} \left( H_i H_i^T \right) - 2\text{tr} \left( H_i T_i^T \right) + \text{tr} \left( T_i T_i^T \right) \tag{18}
\]

\[
L^+_2 = \text{tr} \left( H H^T \right) - 2\text{tr} \left( H T_i^T \right) + \text{tr} \left( T_i T_i^T \right) \tag{19}
\]

\[
L^+_3 = \text{tr} \left( R R_i^T \right) - 2\text{tr} \left( R R_i^T \right) + \text{tr} \left( R R_i^T \right) \tag{20}
\]

Additionally we have:

\[
H_i H_i^T = (H + R)(H + R)^T = (H + R)(H^T + R^T) = HH^T + HR^T + RH^T + RR^T \tag{21}
\]

and \( T_i T_i^T = (T - R)(T - R)^T = (T - R)(T^T - R^T) = RR^T - RT^T - TR^T + TT^T \tag{22} \)

and \( R_i R_i^T = (H - T)(H - T)^T = (H - T)(H^T - T^T) = HH^T - HT^T - TH^T + TT^T \tag{23} \)

Consequently, \( L^+_1 \) can be expressed as follows:

\[
L^+_1 = \text{tr} \left( HH^T + HR^T + RH^T + RR^T \right) - 2\text{tr} \left( H_i T_i^T \right) + \text{tr} \left( T_i T_i^T \right)
\]

\[
= \text{tr} \left( HH^T \right) + \text{tr} \left( HR^T \right) + \text{tr} \left( RH^T \right) + \text{tr} \left( RR^T \right) - 2\text{tr} \left( H_i T_i^T \right) + \text{tr} \left( T_i T_i^T \right)
\]

\[
= \text{tr} \left( HH^T \right) + \text{tr} \left( RR^T \right) + \text{tr} \left( TT^T \right) + 2\text{tr} \left( RH^T \right) - 2\text{tr} \left( H_i T_i^T \right)
\]

\[
= \|H\|^2 + \|R\|^2 + \|T\|^2 + 2\text{tr} \left( RH^T \right) - 2\text{tr} \left( H_i T_i^T \right) \tag{24}
\]
$L^+_3$ can be expressed as follows:

$$L^+_3 = \text{tr} (HH^T) - 2\text{tr} (HT^T) + \text{tr} (T^T T)$$

$$= \text{tr} (HH^T) - 2\text{tr} (HT^T) + \text{tr} (RR^T - RT^T - TR^T + TT^T)$$

$$= \text{tr} (HH^T) - 2\text{tr} (HT^T) + \text{tr} (RR^T) - \text{tr} (RT^T) - \text{tr} (TR^T) + \text{tr} (TT^T)$$

$$= \text{tr} (HH^T) + \text{tr} (RR^T) + \text{tr} (TT^T) - 2\text{tr} (RT^T) - 2\text{tr} (HT^T)$$

(25)

$L^+_4$ can be expressed as follows:

$$L^+_4 = \text{tr} R^T R + 2\text{tr} RR^T + \text{tr} (RR^T)$$

$$= \text{tr} (HH^T - HT^T - TH^T + TT^T) + 2\text{tr} (RR^T) + \text{tr} (RR^T)$$

$$= \text{tr} (HH^T) - \text{tr} (HT^T) - \text{tr} (TH^T) + \text{tr} (TT^T) + 2\text{tr} (RR^T) + \text{tr} (RR^T)$$

$$= \text{tr} (HH^T) + \text{tr} (RR^T) + \text{tr} (TT^T) - 2\text{tr} (TH^T) + 2\text{tr} (RR^T)$$

(26)

If we combine the three expressions of $L^+_T$, we have:

$$L^+_T = \frac{1}{3} (L^+_1 + L^+_2 + L^+_3)$$

$$= \nu + \frac{2}{3} \text{tr} (R (H - T)^T) - \frac{2}{3} \text{tr} (R (H - T)^T) - \frac{2}{3} \text{tr} (H (H - T)^T) - \frac{2}{3} \text{tr} (H (H - T)^T)$$

$$= \nu + \frac{4}{3} \text{tr} (R (H - T)^T) - \frac{2}{3} \text{tr} (R (H - T)^T) - \frac{2}{3} \text{tr} (H (H - T)^T) - \frac{2}{3} \text{tr} (H (H - T)^T)$$

$$= \nu + \frac{4}{3} \text{tr} (R (H - T)^T) - \frac{2}{3} \text{tr} (R (H - T)^T) - \frac{2}{3} \text{tr} (H (H - T)^T) - \frac{2}{3} \text{tr} (H (H - T)^T)$$

$$= \nu + \frac{4}{3} \text{tr} (R (H - T)^T) - \frac{2}{3} \text{tr} (R (H - T)^T) - \frac{2}{3} \text{tr} (H (H - T)^T) - \frac{2}{3} \text{tr} (H (H - T)^T)$$

$$= \nu + \frac{4}{3} \text{tr} (R (H - T)^T) - \frac{2}{3} \text{tr} (R (H - T)^T) - \frac{2}{3} \text{tr} (H (H - T)^T) - \frac{2}{3} \text{tr} (H (H - T)^T)$$

(27)

With $\nu = \|H\|_2^2 + \|R\|_2^2 + \|T\|_2^2$. By analogy, the expression of the loss on the negative examples (for an arbitrary number of negative examples per positive example) can be expressed as follows (note that it should be maximized),

$$L^+_T = \frac{2}{3} \text{tr} \left( \text{cor}(H_i, T) \right) + \frac{2}{3} \text{tr} \left( \text{cor}(H_i^l, T) \right) + \frac{2}{3} \text{tr} \left( \text{cor}(T, T') \right) - \nu - \frac{4}{3} \text{tr} \left( \text{cor}(R_i, (H - T)) \right)$$

(28)

The objective is to minimize the previous score function on positive examples, which is equivalent to maximizing the on-diagonal elements of $\text{cor}(H_i, T)$ and $\text{cor}(H, T_i)$, which is similar to what our loss does. In fact, $L_{BT}(H_i, T)$ maximizes the on-diagonal elements of $\text{cor}(H, T)$ and minimizes its off-diagonal terms. $L_{BT}(H, T_i)$ maximizes the on-diagonal elements of $\text{cor}(H, T_i)$ and minimizes its off-diagonal terms. We hypothesize that our approach avoids representation collapse by minimizing the off-diagonal terms. Concerning the second and 5th terms in equation $27$, we implemented the following objective, which satisfies them:

$$L = L(H_i, T) + L(H, T_i) + L(H, T) - L(R, H - T)$$

(29)

This objective was also consistently minimized and the additional constraints didn’t cause any significant collapse, but the performance of our model deteriorated slightly. This deterioration in the performance after minimizing the additional losses can be attributed to the dimensions that are decorrelated in these terms, which shouldn’t be decorrelated. In fact, $H$ and $T$ may have the same elements (since the tail and the head can be interchangeable), consequently decorrelating them is counter intuitive. This behavior is also noticed in the case of negative sample free contrastive learning [23]. [23] observed that increasing feature decorrelation can improve the performance of models. This shows empirically the sufficiency of $L(H_i, T) + L(H, T_i)$. 
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C NSF-Distmult Vs. Distmult

Distmult score function is:

\[ f(h, r, t) = \sum_i [h \odot r \odot t]_i \]  

(30)

And its positive score function can be expressed as follows:

\[ \mathcal{L}_{\text{Distmult}}^+ = \sum_{j=1}^b f(h_j, r_j, t_j) \]  

(31)

Let \( T_l = T \odot R, H_l = H \odot R \) and \( R_l = H \odot T \). \( \odot \) is the Hadamard product. This can be expressed in matrix form as follows:

\[ \mathcal{L}_{\text{Distmult}}^+ = \sum_{i=1}^b \sum_{j=1}^d [H \odot R \odot T]_{ij} \]
\[ = \sum_{i=1}^b \sum_{j=1}^d h_{ij} \cdot r_{ij} \cdot t_{ij} \]  

(32)

This from the previous expression we can deduce that the following expressions are equal:

\[ \mathcal{L}_1^+ = \sum_{i=1}^b \sum_{j=1}^d (h_{ij} \cdot r_{ij}) \cdot t_{ij} \]
\[ = \text{tr} \left( H R^T \right) \]  

(33)

\[ \mathcal{L}_2^+ = \sum_{i=1}^b \sum_{j=1}^d h_{ij} \cdot (r_{ij} \cdot t_{ij}) \]
\[ = \text{tr} \left( T R^T \right) \]  

(34)

\[ \mathcal{L}_3^+ = \sum_{i=1}^b \sum_{j=1}^d (h_{ij} \cdot t_{ij}) \cdot r_{ij} \]
\[ = \text{tr} \left( R R^T \right) \]  

(35)

We can rewrite \( \mathcal{L}^+ \) as follows:

\[ \mathcal{L}_{\text{Distmult}}^+ = \frac{1}{3} (\mathcal{L}_1^+ + \mathcal{L}_2^+ + \mathcal{L}_3^+) \]
\[ = \frac{1}{3} \text{tr} \left( H R^T \right) + \frac{1}{3} \text{tr} \left( T R^T \right) + \frac{1}{3} \text{tr} \left( R R^T \right) \]  

(36)

We suppose that \( H_l, H, T \) and \( T_l \) are batch normalized i.e. their matrix product equals the empirical cross-correlation matrix. Then we will have,

\[ \mathcal{L}_{\text{Distmult}}^+ = \frac{1}{3} \text{tr} \left[ \text{cor} \left( H_l, R \right) \right] + \frac{1}{3} \text{tr} \left[ \text{cor} \left( T_l, R \right) \right] + \frac{1}{3} \text{tr} \left[ \text{cor} \left( R_l, R \right) \right] \]  

(37)

We observe that minimizing the first two terms is equivalent to minimizing the on-diagonal terms of the objective that we used to train NSF-Distmult. The last term is not included in our loss since it has been shown to deteriorate performance.

D Optimal Hyper-parameters for Different Models and Datasets.

Table 6 shows the optimal parameters obtained in various experiments. The optimality criteria of these models is the filtered MRR metric.
Table 6: Optimal parameter configurations.

| Dataset      | Model                        | Optimal parameters |
|--------------|------------------------------|--------------------|
| FB15K        | NSF− TransE (w/o SDBN)       | 0.001 500 4000 L2  |
|              | NSF− DistMult (w/o SDBN)     | 0.001 500 4000 L2  |
|              | NSF− DistMult (w/ SDBN)      | 0.0005 400 4000 L2 |
|              | NSF− TransE (w/ SDBN)        | 0.001 500 4000 L2  |
| WN18         | NSF− TransE (w/o SDBN)       | 0.001 500 1000 L1  |
|              | NSF− DistMult (w/o SDBN)     | 0.0001 500 500 L1  |
|              | NSF− DistMult (w/ SDBN)      | 0.0005 50 4000 L2  |
| FB15k-237AM  | NSF− DistMult (w/o SDBN)     | 0.0005 400 200 L1  |
|              | NSF− DistMult (w/ SDBN)      | 0.001 500 1000 L1  |
|              | NSF− TransE (w/o SDBN)       | 0.001 500 1000 L1  |
|              | NSF− TransE (w/ SDBN)        | 0.001 500 1000 L1  |
| WN18AM       | NSF− DistMult (w/o SDBN)     | 0.0001 400 4000 L1 |
|              | NSF− DistMult (w/ SDBN)      | 0.0001 500 4000 L1 |
|              | NSF− TransE (w/o SDBN)       | 0.0001 500 200 L1  |
|              | NSF− TransE (w/ SDBN)        | 0.0005 500 200 L1  |
|              | NSF− TransE (w/ SDBN)        | 0.0005 100 200 L1  |

Table 6: Optimal parameter configurations.

E  Hyperparameter Analysis

In this part we try to see if there is a relationship between the different hyper-parameters that we used for our experiments and the performance of the models. Figures 5 and 6 show the H@1 performance of TransE, DistMult and Rescal models. This is done as a function of either the batch size, the embedding dimension or the learning rate. In order to study each hyperparameter independent of the other hyperparameters, we fix the other hyperparameters using their respective values that had the best performance on the filtered MRR metric. We observe that increasing the batch size had a positive impact on the performance of the models across the different datasets. On the other hand the effect of the embedding size varies across datasets. In fact, for the FB15K dataset increasing the embedding dimension consistently improved the performance of the models, but in the case of the WN18 dataset increasing the embedding dimension improved DistMult and Rescal while deteriorating the performance of TransE. Similarly, the effect of the learning rate was inconsistent across datasets and models. In the case of the FB15K dataset increasing the learning rate improved the performance of TransE and DistMult slightly while deteriorating the performance of Rescal significantly. In the case of models trained using WN18, increasing the learning rate deteriorated the performance of Rescal and DistMult, while improving the performance of TransE.

F  Convergence Analysis

As was stated previously, our method increases the speed of convergence significantly relative to methods that use negative sampling. Figure 7 shows the distribution of the number of epochs needed for convergence of different models trained of FB15K dataset. Each sub-figure is composed out of superposed histograms, and each histogram depends on a hyperparameter value. Taking multiple histograms depending on the hyperparameters was employed to understand the impact of the different hyperparameters on the overall convergence of the different models. First, we observe that the vast majority of models in all the experiments have converged in the first 40 epochs as opposed to models trained using negative sampling which need an order of a 100 epoch to converge [30, 31] (i.e. the number of epochs is 100 × k, k ∈ N).
Figure 6: This figure shows the $H@1$ performance of the different models trained using the wn18 dataset.

Figure 7: Distribution of the number of epochs needed for convergence on the set of conducted experiments on all the models (TransE, DistMult and Rescal).