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Abstract

We explore the interpretability of 3D geometric deep learning models in the context of Computer-Aided Design (CAD). The field of parametric CAD can be limited by the difficulty of expressing high-level design concepts in terms of a few numeric parameters. In this paper, we use a deep learning architecture to encode high dimensional 3D shapes into a vectorized latent representation that can be used to describe arbitrary concepts. Specifically, we train a simple auto-encoder to parameterize a dataset of complex shapes. To understand the latent encoded space, we use the idea of Concept Activation Vectors (CAV) to reinterpret the latent space in terms of user-defined concepts. This allows for the explicit control of a reference design to exhibit more or fewer characteristics of a chosen concept or group of concepts. We also test the statistical significance of these identified concepts and determine the sensitivity of a physical quantity of interest across the dataset.

1. Introduction

Over the past half-decade, there has been spectacular success with deep learning to synthesize 3D shapes \cite{1,8-10,24,25,27,28,42}. A common approach has been to use a latent space representation that can encode the 3D geometry using some non-linear transformations. This latent space can either be learned directly from the data through an auto-encoder architecture \cite{15,42} or implicitly by sampling from a known distribution (e.g., Gaussian) \cite{1,9,11,26,40} and training a decoder network to replicate the samples from the dataset. Other latent representation approaches also include multi-view reconstruction \cite{17,22,24,25,29,32,35,37,41}, implicit neural representations \cite{4,5,14,34}, auto-decoder models \cite{27}, etc. The general aim in all these approaches is to obtain a latent space whose dimension is much smaller than the input dimension, thus having a strong relation to the field of signal compression. The latent space representation has been interpreted as a deep learning analog of dimensionality reduction algorithms such as SVD and PCA; indeed, a network with a single hidden layer can be made equivalent to the $\Sigma V$ formulation of SVD \cite{21}. Thus, it is believed that the learned latent space should encode the most salient modes of the data and forms a low-dimensional manifold. Similar to their classical analogs, deep learning models discover the latent manifold in a self-supervised manner, where the objective function is determined by recreating the input distribution. Furthermore, either by construction or assumption, it is possible to linearly interpolate between points on this manifold and obtain synthesized data points. To this end, some works impose regularising conditions on the latent space to encourage the network to discover a well-behaved manifold, such as sparsity constraints \cite{23} or reparametrization to multi-variate Gaussian distributions \cite{7}.

One fundamental drawback of the latent space representation is its lack of interpretability. In the standard approach, there is no control over what each coordinate in the latent vector represents, and there is no canonical way in which the network can decompose the original signal. It is easy enough to encode two dataset samples and linearly interpolate between them; however, it is much harder to determine the changes required a priori. There have been attempts to condition the embedding space on a particular semantic feature in the input \cite{20}, thus allowing more principled exploration. However, these conditions need to be defined before training, thus restricting the range of possible semantic combinations that can be investigated. In the engineering context it would be highly desirable to link high level design concepts with physical performance. Usually this is done through simulations for an individual design, but quantifying the impact of a design choice across an entire database is a challenging task. We show that using the representation power of deep neural networks we can analyse the sensitivity of a physical quantity of interest with respect to user-defined design concepts and across an entire dataset.

The idea of explainable AI (XAI) is also emerging over the past half-decade. Very early approaches for XAI were gradient-based saliency maps \cite{33}, class-activation maps \cite{31,45}, and some recent approaches are Layerwise
relevance propagation [6]. In the field of geometric shape understanding, several researchers have attempted to extend these interpretability algorithms to 3D geometric shapes represented by voxels [12, 43] or, more recently, point clouds [16, 36, 38, 44]. However, these methods were mostly characterized by visual appearance and, in many situations, did not satisfying some of the sanity checks outlined in [2, 3, 18, 39]. Further, to the best of the knowledge of the authors, there are no XAI-based approaches for understanding the latent shape representation of the geometries.

An XAI method robust to these sanity checks with a lot of promise is Concept Activation Vectors (CAVs) [13, 18]. CAVs allow the definition of semantic representations on the embedding space in a posthoc manner. It offers the freedom to define and explore the latent manifold in a human interpretable way, with concepts and inputs that were not originally part of the training dataset. In this work, we focus on whether we can use CAVs for 3D datasets. To this end, we eschew some of the more involved representation learning techniques and propose to learn a simple MLP auto-encoder on a point cloud dataset. We chose the dataset to contain shapes that are low resolution enough to be efficiently learned by an MLP and varied enough to allow interesting interpolations. Once the learning has converged for the reconstruction loss, we explore the latent space in terms of several hand-defined concepts. To create the CAVs, we gather examples within the dataset and from a synthetic distribution that can be interpreted as abstract examples of a style. We then show that it is possible to take a reference design and add or subtract varying amounts of each concept, allowing a potential designer to modify an existing design in a high-level, human interpretable way. To further take advantage of the XAI properties of TCAVs and test the statistical significance of the learned concepts, we also train a model to predict a physical quantity from the latent space. The main contributions of our work are:
- We introduce concept activation vectors (CAV) for interpretable 3D shape interpolation.
- We demonstrate CAVs for a dataset of 3D cars similar to ShapeNet.
- We introduce the notion of parametric concepts to parametrize designs using human-understandable concepts and regress through them.

While these contributions apply to general 3D shape understanding, we are mainly interested in an engineering design perspective. Hence, we chose a cars dataset and its corresponding drag coefficients in our experiments.

2. Concept Exploration for 3D shapes

In this section, we outline the various steps required to traverse a latent space in a human interpretable manner.

2.1. Training an auto-encoder

We start with a dataset of point clouds \( D_x = \{x_i\}_{i=1}^N \) where each point cloud \( x_i \in \mathbb{R}^{P \times d} \) is a rank two tensor signifying a collection of points in 3D space with \( d \) features (\( d = 3 \)). In addition we can consider a set of vector quantities \( D_y = \{y_i\}_{i=1}^N \) related to the the point clouds, where \( y_i \in \mathbb{R}^F \). We signify the combination of the two datasets as \( D_{x,y} = \{(x_i,y_i)\}_{i=1}^N \). An auto-encoder can be represented as a pair of maps \( AE := (e,d) \) such that:

\[
e : x \in \mathbb{R}^{P \times d} \to z \in \mathbb{R}^h
\]

and

\[
d : z \in \mathbb{R}^h \to x \in \mathbb{R}^{P \times d}
\]
of deep neural networks $AE_{\Theta} := (\theta_e, d_{\theta_d})$ where $\Theta = \{\theta_e, \theta_d\}$ is the set of parameters from all networks. We train in an end-to-end fashion with the reconstruction loss:

$$L(AE_{\Theta}, x_i) := \|x_i - d_{\theta_d}(e_{\theta_e}(x_i))\|_F^2;$$

where $\|\cdot\|_F$ denotes the Frobenius norm. We want to minimize the expectation of the loss across the dataset, for which we use stochastic gradient descent based optimization.

### 2.2. TCAV framework

Once the $AE$ is trained, we can use the encoder to obtain latent vectors for any input that matches the dimensions of our original dataset. These new inputs are usually examples from a holdout dataset that follows the same distribution as $D_x$. However, as was shown in [18], we are not entirely limited by the input distribution, and we can obtain useful embeddings for shapes that are similar to the original input as well. We define a concept as a human interpretable collection of shapes that have some quality in common (e.g., a set of sporty cars).

$$C := \{z^{(c)} : z^{(c)} = e(x^{(c)}), x^{(c)} \in \mathbb{R}^{p \times d}\}$$

Conversely, we define a non-concept $\overline{C}$ as a random collection of inputs that have no particular common characteristic. We can use concepts and non-concepts to define multi-way linear classification problems. Since linear classification learns hyperplanes that maximally separate the classes, we can take the normal to the hyperplanes to represent the direction of the concept.

$$w_C = \max_{w \in \mathbb{R}^h} \left[ E_{z \sim C} \left( I_{w \cdot z + b \geq 1} \right) + E_{z \sim \overline{C}} \left( I_{w \cdot z + b \leq -1} \right) \right]$$

Here $I_A$ is the indicator function, and $w_C$ are known as Concept Activation Vectors (CAVs). We would like to note that since CAVs are obtained as a result of a classification problem, they are sensitive to the other classes. For example, obtaining the CAV for concept $C_1$ against a non-concept $\overline{C}$ is guaranteed to be the same as the CAV obtained by classifying against another concept $C_2$. In fact, this is a useful property that allows us to obtain relative and more targeted CAVs.

**Testing with CAVs.** Once we have recovered the CAV for our chosen concept, it is easy to determine the sensitivity of a network output to the chosen concept by performing the directional derivative:

$$S^C_{ij}(x) = w_C \cdot \nabla z d(e(x))_{ij}$$

Having defined the sensitivity of a single input, we can extend it to test the sensitivity of an entire dataset or a subset of it.

$$TCAV^C_{ij}(D_x) := \left| \frac{\{x \in D_x : S^C_{ij}(x) > 0\}}{|D_x|} \right|$$

This gives us the fraction of tested inputs positively influenced by the concept. As mentioned in [18], it is possible to consider a metric based on the magnitude of the sensitivities as well.

### 2.3. Regressing from the latent space

Since understanding the sensitivity of the auto-encoder output is not particularly interesting, we train another neural network $r_{\theta_r}$ that can regress a quantity of interest from the latent space.

$$r : Z \rightarrow y$$

Since this is a scalar physical quantity $y \in \mathbb{R}$, the sensitivities have a more intuitive interpretation than for the auto-encoder case:

$$S^C_{y}(x) = w_C \cdot \nabla z y(z).$$

That is, the sensitivity captures how much the quantity $y$ increases or decreases if we move in the direction of the concept. This value, along with the corresponding TCAV metric, can have practical engineering applications.

### 2.4. Exploring the latent space with CAVs

Since each CAV describes an un-normalized direction in latent space, we can use them to translate a point in $z \in \mathbb{R}^h$ along this direction:

$$z' = z + \varepsilon \hat{w}_C,$$

where $\varepsilon \in \mathbb{R}$ is a parameter controlling how far we go towards the concept if $\varepsilon > 0$ or away from the concept if $\varepsilon < 0$. Then we can use the decoder to transform the new point in latent space back into the input space $x' = d(z')$. In this way, we can both navigate the latent space and interpret the output in a naturally human-understandable form. As
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a straightforward extension, we can chain multiple translations in the latent space and thus blend multiple concepts. Say that we have identified a set \( M = \{ C_i \}_{i=1}^m \) of concepts and found their corresponding CAVs, then we can add any linear combination of these concepts to the original point.

\[
z' = z + \sum_{i=1}^m \varepsilon_i \hat{w}_C_i \tag{11}
\]

Thus the complicated task of modifying an existing design to exhibit a combination of multiple design concepts and styles has been reduced to a simple linear algebra operation. **Concept querying** is a natural benefit of using the CAVs to interpret the latent space. Since the classifier essentially computes a similarity score between the CAV and the latent representation of the input, we can define the query with respect to a certain concept as

\[
Q(D_x, C) := \{ q : q = w_C \cdot e(x), x \in D_x, |q| \gg 0 \}. \tag{12}
\]

We can recover the instances in \( D_x \) that are most similar or dissimilar to the concept for strongly positive or negative \( q \)'s, respectively.

### 3. Results

In this section, we outline the results obtained for an in-house dataset consisting of 1165 car shapes represented by point clouds of dimension \( \mathbb{R}^{6146 \times 3} \) with accompanying drag coefficients obtained from CFD simulations. A quarter of the shapes were reserved for validation, and the auto-encoder was trained on the rest. The auto-encoder consists of 4 fully connected layers for the encoder resulting in an embedding space with 8 dimensions; the decoder mirrors the encoder structure with the final output dimension equal to that of the original shapes. All activations in the auto-encoder are LeakyReLU [30] apart from the latent layer, which has a \( \tanh \) activation function to provide some hard bounds on the latent space, and no activation for the final layer of the decoder so that we can model the points in all of \( \mathbb{R}^3 \). For the regressor network \( r_{\theta} \), we use a similar fully connected deep architecture to predict the drag coefficient for each car. Consequently we restrict the output to values in \( \mathbb{R}_{>0} \) via a ReLU activation. Given the small size of the dataset, a small dropout was added to most layers to combat over-fitting. All models are trained for 1000 epochs using the ADAM optimizer [19] with default settings.

#### 3.1. Obtaining CAVs

**Collecting concepts.** To collect interesting concepts, we manually inspected the dataset and identified several styles of cars with a few examples each. In addition, to test the capability of the latent space to encode out of distribution shapes, we decided to represent the concept of boxiness and curviness via randomly generated cuboids and ellipsoids. To be close to the car shape distribution, we restrict the aspect ratio of the generated shapes to lie in a similar range to the cars. Specific numbers and examples are given in Table 1. We chose the examples from the validation set to test the representation power of the latent space. Where non-concepts were necessary, we chose 50 random shapes from both the training and validation set.

**Training CAVs.** Once the concept examples are selected, we train linear classifiers on the latent space representation of the examples via SGD and with an \( L_2 \) penalty. We explore CAVs obtained for each concept in Table 1 paired with a random subset of the car dataset. In addition, we train CAVs for the Cuboids-Ellipsoids and Sport-Sedan pairs since they are roughly opposite concepts. We can see the TCAV metrics of the drag coefficient in Figure 4.

The TCAV metrics broadly follow our intuitions in that the less aerodynamical concepts tend to increase the drag coefficients much more than the streamlined concepts. This is even more pronounced for the Cuboids-Ellipsoids CAV; however, the same can not be said for the Sport-Sedan CAV. This suggests that the Sedan concept might be more aerodynamic than first thought or that this is a poorly understood concept for the model. All the CAVs were verified to be statistically significant using a two-sided t-test.

#### 3.2. Concept Blending and Querying

As discussed in Section 2.4, we can blend different concepts into an existing design by adding linear combinations of the CAVs to the latent space embeddings. Image grids for two pairs of interesting CAVs are presented in Figure 3. First, we would like to note that both examples confirm the viability of our approach since the generated designs are not present in the original dataset and follow the intu-
Figure 3. Concept blending for two pairs of CAVs. We blend the Ellipsoids - Cuboids CAV with the Sport - Sedan CAV (left) and with the Sport - Random CAV (right). Note the different effect of moving towards the Sport concept in both cases.

Figure 4. TCAV metric expressed in terms of sign count and magnitude. Since the values for each concept in the CAV pair are complementary we only show the values for the first concept. Error bars represent one standard error.

Figure 5. Top five queries from the dataset for a specific concept. From the top: Sedan, Ellipsoids, Sport and Cuboids.

Figure 6. Query results for the re-computed Sport - Random CAV.

contents used to generate them. Specifically moving towards the Sport concept for the Sport - Sedan CAV generates wider based and larger sporty designs in contrast to the Sport influenced shapes of the Sport - Random CAV. Both the synthetic concepts are also changing the design in sensible ways affecting both the shape of the front of the cars as well as the back to generate more compact or SUV-like types. Finally, the different concepts constrain each other in interesting ways depending on their relative strengths in the blend. For example, the last column of the right figure features muscle-type sports cars or racing-type sports cars depending on the degree of Cuboids or Ellipsoids added.

**Querying.** We present the top five most similar designs for some concepts in Figure 5. We note that querying the dataset is a good way to evaluate the quality of the learned CAV, as observed from the overlap between the results for the Sport and Ellipsoids concepts. Retraining the CAV for the Sport concept results in better query results in Figure 6. This behavior emphasizes the stochastic nature of the CAV and that adding more examples and tuning the classifier might be worthwhile.

3.3. Parametric CAVs

While the TCAV framework is great for exploring intangible concepts, it would also be useful for designers and engineers to control the parametric qualities of a design. To test whether this is possible, we generate a synthetic dataset of ellipsoids with constant proportions but with deformations of random height. We then select some examples with the highest deformations to obtain a HighBump - Random
CAV. By varying the strength of the CAV, we can control the height of the deformation as seen in Figure 7.

Even though the embedding dimension is set to 8, the data manifold is essentially one-dimensional, as evidenced by the mean off-diagonal correlation coefficient being 0.97. Thus it is not surprising that the CAV can control the height of the deformation so well. To determine if we could isolate the deformation from the other shape parameters, we trained another auto-encoder on a similar dataset but with random ellipsoid proportions. The new manifold is not one-dimensional with an absolute off-diagonal mean correlation of 0.57. However, because of the still significant correlation between the dimensions, we found it necessary to define the CAV using a converse LowBump concept instead of a non-concept. Using this CAV, we were able to vary the height of the deformation without affecting the rest of the ellipsoid shown in Figure 8.

These results hint that the TCAV framework could be easily extended to regressive concepts. Indeed the High-Bump - LowBump CAV is effectively a biased linear regression problem.

4. Discussion

In this work, we demonstrated the applicability of the TCAV XAI framework to a dataset of 3D car shapes. We trained a simple auto-encoder to embed high dimensional point clouds into a low dimensional manifold. By gathering examples of different car types from the dataset together with abstract representations of style concepts, we were able to explore the latent space in a human interpretable way. Even with this simple architecture, the latent space proved to be rich enough to blend and represent concepts outside the data distribution. However, at the same time, the model was able to constrain the linear combinations of CAVs to produce interesting blends of various concepts without degenerating quickly into previously seen data points.

We introduced the notion of a parametric CAV that allows for a reinterpretation of the latent space in terms of a known design parameter or one that might have become of interest later. Our approach was to cast the regression problem into a classification task to define the parametric CAV; however, we can use a linear regressor instead of a classifier. Using a linear regressor would, in principle, allow for the construction of single concept CAVs, and we leave it as a future direction of work.

Finally, we would like to highlight that the high performance of the networks was not a prerequisite for the success of these experiments. Indeed, the low amount of data, simple architecture, and small latent dimension hampered the reconstruction capabilities of the auto-encoder. It is encouraging that concept blending worked well in this regime, and we believe it will also work well for high-performance, latent space-based generative models. TCAV may prove even more valuable for such models with a high number of latent dimensions since understanding and directly exploring these spaces is very challenging.
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