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Abstract—Aside from graph neural networks (GNNs) attracting significant attention as a powerful framework revolutionizing graph representation learning, there has been an increasing demand for explaining GNN models. Although various explanation methods for GNNs have been developed, most studies have focused on instance-level explanations, which produce explanations tailored to a given graph instance. In our study, we propose Prototype-based GNN-Explainer (PAGE), a novel model-level GNN explanation method that explains what the underlying GNN model has learned for graph classification by discovering human-interpretable prototype graphs. Our method produces explanations for a given class, thus being capable of offering more concise and comprehensive explanations than those of instance-level explanations. First, PAGE searches for embeddings of class-discriminative input graphs on the graph-level embedding space after clustering them. Then, PAGE discovers a common subgraph pattern by iteratively searching for high matching node tuples using node-level embeddings via a prototype scoring function, thereby yielding a prototype graph as our explanation. Using six graph classification datasets, we demonstrate that PAGE qualitatively and quantitatively outperforms the state-of-the-art model-level explanation method. We also carry out systematic experimental studies by demonstrating the relationship between PAGE and instance-level explanation methods, the robustness of PAGE to input data scarce environments, and the computational efficiency of the proposed prototype scoring function in PAGE.
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I. INTRODUCTION

A. Background and Motivation

Graphs are a ubiquitous way to organize a diverse set of complex real-world data such as social networks and molecular structures. Graph neural networks (GNNs) have been widely studied as a powerful means to extract useful features from underlying graphs while performing various downstream graph-related tasks [1]. GNNs are known to have high expressive capability via message passing to effectively learn representations of both nodes and graphs [2], while adopting neural networks as a basic building block to learn the graph structure and node features (attributes).

Despite their strengths, such GNN models lack transparency since they do not offer any human-interpretable explanations of GNN’s predictions for a variety of downstream tasks. Thus, fostering explainability for GNN models has become of recent interest as it enables a thorough understanding of the model’s behavior as well as trust and transparency [3]. Recent attempts to explain GNN models mostly highlight a subgraph structure within a given input graph that contributed most towards the underlying GNN model’s prediction [4], [5], [6], [7], [8], [9], [10], [11], [12]. These so-called instance-level explanation methods for GNNs provide an in-depth analysis for a given graph instance [13].

Nevertheless, instance-level GNN explanations do not reveal the general behavior of the underlying model that has already been trained over an entire dataset, consisting of numerous graphs. In some real-world scenarios, explanations that showcase the decision-making process of GNN models are indeed beneficial. For example, when a black-box GNN model is employed in a real-world setting, it is likely that the model will encounter various instances unobserved during training. In such a case, understanding the general decision-making process of the GNN model will help predict the GNN’s behavior in new environments. This motivates us to study model-level explanations that aim to interpret GNNs at the model-level.

Fig. 1 visualizes how instance-level explanation methods differ from model-level explanation methods in order to understand the general behavior of the pre-trained GNN model.
For instance-level explanations, the explanation is provided for each graph instance. Thus, to understand the model on the whole dataset, we need further steps such as extraction of common patterns among explanations at the instance-level and aggregation of the extracted patterns [14]. However, model-level explanation methods directly capture how the pre-trained GNN model behaves by presenting what it has learned from the whole dataset, which is summarized as a form of a human-interpretable subgraph.

As a representative model-level explanation method for GNNs, XGNN [14] trains a graph generator based on reinforcement learning. Since XGNN requires domain-specific knowledge to manually design the reward function, it often fails to produce reliable explanations unless precise rewards are provided according to different types of datasets. Despite numerous practical challenges, designing model-level explanation methods for GNNs remains largely underexplored.

B. Main Contributions

In this paper, we introduce Prototype-based GNN-Explainer (PAGE), a novel post-hoc model-level explanation method that explains what the underlying GNN model has learned for graph classification by discovering human-interpretable prototype graphs. The GNN model’s behavior is represented as the prototype graphs by identifying graph patterns learned by the model for a given target class. We formulate our problem guided by the following insight: the common graph pattern that we shall seek is indeed within the training set. Thus, we use the training set as well as representations generated by the pre-trained GNN model as the input to PAGE in order to precisely capture what the model has learned. Fig. 1 illustrates an example where PAGE correctly identifies the benzene structure from the set of molecules as the resulting model-level explanation, while using a set of both node-level and graph-level embeddings through the pre-trained GNN model as input.

We aim to devise our PAGE method according to the following design principles: an explanation module itself should (a) be interpretable and (b) not be accompanied with advanced learning models (i.e., black-box learning models). Towards this end, we design a two-phase method consisting of 1) clustering and selection of embeddings on the graph-level embedding space and 2) discovery of the prototype graph. In Phase 1, we select class-distinctive graphs from the training set by performing clustering on the graph-level embedding space and then choosing $k$ embeddings near the centroid of each cluster. This phase is motivated by claims that 1) graph-level embeddings manifesting common subgraph patterns tend to be co-located on the graph-level embedding space (which is validated empirically) and 2) the selected $k$ graphs (or equivalently, graph-level embeddings) near the centroid can be good representations of the cluster to which they belong. In Phase 2, as our explanation, we discover the prototype graph from the selected $k$ graphs. However, representing the GNN’s behavior as a precise subgraph pattern from the selected $k$ graphs is challenging since it requires combinatorial search over all possible $k$ nodes across $k$ different graphs, which should collectively embody what the model has learned. To guide this search, we newly characterize a prototype scoring function, which is used for efficiently calculating the matching score among $k$ nodes across $k$ selected graphs using node-level embedding vectors. By applying the function to all possible combinations of $k$ nodes, we iteratively search for high matching node tuples until we discover a subgraph. It is worth noting that the impacts and benefits of leveraging the two types of embedding spaces (i.e., node-level and graph-level embedding spaces) in prototype discovery are two-fold: 1) the behavior of the pre-trained GNN model is encoded to vector representations on low-dimensional embedding spaces, which can be handled readily, and 2) the rich attribute and topological information can be fused into vector representations.

To validate the quality and effectiveness of our PAGE method, we perform comprehensive empirical evaluations using various synthetic and real-world datasets. However, the evaluation of model-level explanations poses another challenge as it has yet been largely underexplored in the literature. As one of the main contributions of our study, we devise systematic evaluations for model-level GNN explanations, which are summarized below.

First, we perform a qualitative evaluation by visualizing the explanations, which demonstrates that PAGE produces prototype graphs similar to the ground truth explanations. Second, by adopting four performance metrics, accuracy, density, consistency and faithfulness [15], with modifications, we carry out the quantitative analysis, which (a) shows the superiority of PAGE over XGNN [14]; the representative model-level GNN explanation method, and (b) is in agreement with the qualitative assessment. Third, we investigate the relationship between our PAGE method and instance-level explanation methods. To this end, we present two quantities, including the concentration score and relative training gain, and quantitatively assess the extent to which instance-level explanations agree with the prototype graph discovered by PAGE. Fourth, we analyze the robustness of PAGE by visualizing the resultant prototype graphs in a more difficult setting where each training set is composed of only a few available graphs as the input of PAGE; we demonstrate that reasonable ground truth explanations can still be produced. Finally, we empirically validate the effectiveness of our prototype scoring function, which successfully approximates computationally expensive alternatives.

Additionally, we address the key differences between PAGE and XGNN [14]: 1) the use of interpretable components without black-box learning modules and 2) generalization ability in the sense of applying our method to diverse domains without domain-specific prior knowledge. The main technical contributions of this paper are three-fold and are summarized as follows:

- **We propose PAGE**, a novel model-level GNN explanation method for graph classification, which is comprised of two phases, 1) clustering and selection of graph-level embeddings and 2) prototype discovery;
- **In PAGE**, we theoretically and empirically justify the usage of clustering of graph-level embeddings and design a new prototype graph discovery algorithm to capture the general behavior of GNN models;
- Through our systematic evaluations using five graph classification datasets, we comprehensively demonstrate that
PAGE is effective, robust to incomplete datasets, and computationally efficient.

C. Organization and Notations

The remainder of this paper is organized as follows. In Section II, we present prior studies related to our work. In Section III, we explain the methodology of our study, including the basic settings, description of GNN models, our problem formulation, and an overview of our PAGE method. Section IV describes technical details of the proposed method. Comprehensive experimental results are shown in Section V. Finally, we provide a summary and concluding remarks in Section VI.

II. RELATED WORK

We first summarize broader research lines related to explanation methods for deep neural networks, and then we focus on reviewing explanation methods for GNNs.

A. Explanation Methods for Deep Learning

Significant research efforts have been devoted to interpretation techniques that explain deep neural network models on image data. Although existing techniques are commonly partitioned into instance-level and model-level methods, considerable attention has been paid to instance-level explanations, which explain the prediction of a given input instance by discovering salient features in the input through the underlying explainable method. As one of widely used techniques, layer-wise relevance propagation (LRP) [16] proposed to redistribute the model output values towards the input in proportion to the activation values. In addition, Grad-CAM [17] was presented by producing explanations based on a course heatmap highlighting salient regions in the given image.

In contrast to the instance-level explanations, model-level explanation methods aim at offering the interpretability of the underlying model itself. These methods generally generate the optimized input to maximize a certain prediction score (e.g., a class score) produced by a given explanation model. DGN-AM [18] employed a separate neural network capable of inverting the feature representations of an arbitrary layer. Furthermore, PPGN [19] was developed by adding a learned prior to generate realistic high-resolution images exhibiting more diversity.

B. Explanation Methods for GNNs

Despite the great success of GNN models in solving various graph mining tasks, such as node/graph classification [1], much less attention has been yet paid to the study on explaining GNN models. For GNN models, explanations in the form of subgraphs rather than heatmaps would be appropriate. As a representative work, GNNEncoder [5] was developed to discover a subgraph, including the target node, to be explained by maximizing the mutual information between prediction values of the original graph and the discovered subgraph. GNN-LRP [9] extended the idea of LRP to GNN models to produce higher-order explanations via relevant walks contributing to the model decisions. In [6], SubgraphX identified the most relevant subgraph explaining the model prediction via Monte Carlo tree search using Shapley values as a measure of subgraph importance. On the other hand, instead of directly searching for subgraphs, several studies have learned parameterized models to explain GNN’s predictions. PGExplaner [7] proposed a probabilistic graph generative model to collectively explain multiple instances. GraphMask [8] also proposed a post-hoc method that interprets the predictions determining whether (superfluous) edges at every GNN layer can be removed. Furthermore, PGM-Explaner [10] presented a probabilistic graphical model so as to provide an explanation by investigating predictions of GNNs when the GNN’s input is perturbed. In RC-Explaner [12], a reinforcement learning agent was presented to construct an explanatory subgraph by adding a salient edge to connect the previously selected subgraph at each step, where a reward is obtained according to the causal effect for each edge addition. Most recently, CF-GNNExplainer [11] presented a counterfactual explanation in the form of minimal perturbation to the input graph such that the model prediction changes.

Although recent efforts have been made to effectively produce instance-level explanations for GNN models, model-level explanations for GNNs have been largely underexplored in the literature. XGNN [14] was developed only for model-level GNN explanations, where a subgraph pattern that maximizes the target class probability is generated via a reinforcement learning framework. It is worth mentioning that several explanation methods that provide more coarse-grained explanations were recently proposed. ReFine [20] proposed to train global attribution that captures class-wise patterns, while also training local attribution by fine-tuning on the given instance. CGE [21] jointly considered attribution on the input as well as the intermediate neural activation in the underlying GNN model for explanations, and found a large overlap of neural activations within instances from the same class. However, the class-wise patterns still require a specific instance as input to be expressed, and cannot map such explanations as a standalone structural representation, which is required in model-level explanation methods.

C. Discussion

Apart from most explanation methods that operate on the instance-level, we aim to design model-level interpretations that offers high-level insights as well as generic understandings of the underlying model mechanism. Critically, XGNN requires domain knowledge to provide appropriate rewards in the graph generation procedure based on reinforcement learning. If the reward is not adequately designed, then the generated representative graph would be hardly realistic. Furthermore, the usage of such reinforcement learning frameworks introduces another black-box model for explanation, which is a sub-optimal choice. This motivates us to design a more interpretable and convenient model-level method that does not require domain-specific knowledge and learning modules.

We note that the prototype discovery in Phase 2 of our PAGE method can be viewed as a form of graph matching [22], [23], [24], [25], since graph matching attempts to compare common substructures among multiple graph instances. Although graph
matching methods can be utilized in Phase 2 to find the prototype candidates, they require a substantial amount of nontrivial modifications since they cannot incorporate the instance-level embedding vectors, nor can they guarantee that a graph with a single connected component is returned, which thereby severely reduces the quality of the discovered prototype candidates.

III. METHODOLOGY

In this section, we first describe our problem setting with the objective. Then, we present the overview of our PAGE method as a model-level explanation for GNNs.

A. Settings and Basic Assumptions

Let us assume that we are given a set of $n$ graphs $\mathcal{G} = \{G_i\}_{i=1}^n$ with node attributes. Each graph is denoted as $G_i = (V_i, E_i, \mathcal{X}_i)$, where $V_i = \{v_i^1, \ldots, v_i^{\|V_i\|}\}$ is the set of nodes with cardinality $|V_i|$ and $E_i$ is the set of edges between pairs of nodes in $V_i$. We assume each graph $G_i$ to be undirected and unweighted without self-edges or repeated edges. We define $\mathcal{X}_i = \{x_i^1, \ldots, x_i^{\|V_i\|}\}$ as the set of feature (attribute) vectors of nodes in $V_i$, where $x_i^j \in \mathbb{R}^d$ is the feature vector of node $v_i^j$ in $G_i$ and $d$ is the number of features per node.

We associate each graph $G_i$ with a label $y_i$, where $y_i$ is an element in the set $C = \{c_1, \ldots, c_m\}$, which means that we address an $m$-class graph classification problem. A pre-trained GNN model $f_{\text{GNN}} : \mathcal{G} \rightarrow C$ for graph classification corresponds to the model of interest to be explained. Additionally, the number of ground truth explanations per class is assumed to be available for each dataset. While acquiring such knowledge a priori from each dataset may require additional work, we do not include this task in our study to focus primarily on prototype discovery.

B. GNN Models for Graph Classification

In this subsection, we give a brief review of GNN models for graph classification.

First, we show a general form of message passing in GNNs [26], in which we iteratively update the representation of a node by aggregating representations of its neighbors using two functions. Specifically, given a graph $G_i$, the underlying GNN model produces the latent representation vector $u^p_v$ of node $v \in V_i$ at the $p$-th GNN layer, where $p \in \{1, \ldots, P\}$.\(^1\) Formally, the $p$-th layer of the GNN model updates the latent representation $u^p_v$ of each node $v$ in $V_i$ by passing through two phases, including the message passing phase and the update phase, which are expressed as $m^{p+1}_v = \sum_{w \in N_{G_i}(v)} M_p(u^p_w, u^p_v)$ and $u^{p+1}_v = U_p(u^p_v, m^{p+1}_v)$, respectively, where $N_{G_i}(v)$ indicates the set of neighbors of node $v$ in the given graph $G_i$. Here, the message function $M_p(\cdot, \cdot)$ and the update function $U_p(\cdot, \cdot)$ can be specified by several types of GNN models.\(^2\) After passing through all $P$ layers, we acquire the final representation as the node-level embedding vector of node $v^j$, which is denoted as $h^j_v = u^{P}_v \in \mathbb{R}^b$ for the dimension $b$ of each vector.

Second, we describe how to produce the graph-level embedding vector $h_{G_i}$ of $G_i$. To this end, a readout function $R(\cdot)$ collects all node-level embedding vectors $h^j_v$ for $v^j \in V_i$ and is formally expressed as $h_{G_i} = R(\mathcal{H}_{G_i})$, where $\mathcal{H}_{G_i} = \{h^j_v | v^j \in V_i\}$, indicating the set of embedding vectors of nodes in $V_i$. In practice, differentiable permutation-invariant functions such as the summation and average [2] are typically used. Then, the set of calculated graph-level embedding vectors over all graphs $\mathcal{G}$ is fed into a classifier to perform graph classification.

C. Problem Formulation

The objective of our study is to provide a post-hoc model-level explanation by discovering the most distinctive graph patterns that the underlying GNN model has learned during training for graph classification. Towards this end, we present PAGE, a new model-level explanation method along with human-interpretable prototype graphs. For a target class $c \in C$ to which a given graph belongs and a pre-trained GNN model $f_{\text{GNN}}$, PAGE aims to discover a set of prototype graphs, $\mathcal{G}^{(c)}_{\text{proto}}$, each of which represents the graph pattern such that the model $f_{\text{GNN}}$ most likely predicts the target class $c$. Formally, the model-level explanation function $f^{(c)}_{\text{model}}(\cdot, \cdot)$ in PAGE is expressed as:

$$
\mathcal{G}^{(c)}_{\text{proto}} = f^{X}_{\text{model}}(c; f_{\text{GNN}}).
$$

Note that the model-level explanation differs from the instance-level explanation, which provides an explanation with respect to a given graph instance $G_i \in \mathcal{G}$ rather than a target class.

D. Overview of Our PAGE Method

In this subsection, we explain our methodology along with the overview of the proposed PAGE method, which consists of the following two phases: 1) selection of input graphs that precisely represent the given class $c$ through clustering and selection of graph-level embeddings, and 2) discovery of the prototype graph set $\mathcal{G}^{(c)}_{\text{proto}}$.

Before describing each phase above, let us briefly state the core difference from XGNN [14], the state-of-the-art model-level explanation method for GNNs. While XGNN was designed to generate the prototype graph, PAGE attempts to discover the set of prototype graphs, $\mathcal{G}^{(c)}_{\text{proto}}$, using underlying graphs, $\mathcal{G}$, by turning our attention to both the graph- and node-level embedding spaces, where the impacts and benefits of leveraging the two types of embedding spaces are two-fold. First, the behavior of the pre-trained GNN model is encoded to vector representations on low-dimensional embedding spaces, thus facilitating many network analysis tasks. Second, the rich attribute and structural information of $\mathcal{G}$ can be fused efficiently and effectively into vector representations in conducting the prototype discovery. In particular, the set of graph-level embedding vectors can be used to reduce the prototype graph search space within the set $\mathcal{G}$ by...
selecting only a small number of embedding vectors that are most representative.

Now, we describe each phase of our PAGE method as follows. First, we select a small number of graphs from the input that represent the given class $c$ by performing clustering on the graph-level embedding space (see the left part in Fig. 2(a)). This phase is motivated by the observation that graph-level embedding vectors revealing common subgraph patterns tend to be co-located on the graph-level embedding space (which will be empirically shown in Section IV-A2). The clustering phase also provides a practical advantage, where it provides a natural anchor point to which we select graph-level embedding vectors (and their corresponding graphs) as the centroid of each cluster. For a target class $c$, we focus on $\mathcal{H}_G^{(c)}$, which is defined as a subset of graph-level embedding vectors such that the model $f_{GNN}$ predicts as class $c$. In this phase, we discover $L$ clusters using a Gaussian mixture model (GMM) [28] for a pre-defined parameter $L$. Consequently, we are able to map each graph-level embedding vector to one of $L$ clusters. After acquiring $L$ clusters, we select the $k$-nearest neighbors ($k$NNs) from each cluster’s centroid on the graph-level embedding space for a pre-defined parameter $k$. Since centroids are typically located near the center of each cluster, graph-level embedding vectors near centroids can be considered good representations of the clusters to which they belong. Subsequently, we acquire $K_i$, which represents the subset of underlying graphs in $G$ corresponding to $k$ selected graph-level embedding vectors. That is, we retrieve a subset of graphs from the selected graph-level embedding vectors. Fig. 2(b) illustrates an example of retrieving $K_1 = \{G_1, G_2, G_3\}$ using the 3-nearest neighbors $h_{G_1}$, $h_{G_2}$, and $h_{G_3}$ from the centroid when $k = 3$.

Second, we turn to discovering the prototype graph (see the right part in Fig. 2(a)). For the ease of explanation, we focus only on the $l$-th cluster. Given $K_l = \{G_1, \ldots, G_k\}$ for the $l$-th cluster, we aim to discover a common subgraph pattern within the subset $K_l$, which serves as the prototype graph, denoted as $g_{l}^{(c)}$, in the set $q_{GNN}^{(c)}$. To this end, we compare nodes across $k$ different graphs in $K_l$ in order to select the most probable nodes according to the matching score. The matching score, which is calculated among $k$ nodes, takes advantage of the structural and attribute information embedded by the model $f_{GNN}$, which measures how high the matching score for the node-level embedding vectors of nodes $v_1^{(c)}, \ldots, v_k^{(c)}$ is. After we use the matching scores to select the set of nodes to be included in the explanation, we extract $k$ induced subgraphs from $K_l$ by only taking into account the selected nodes. We can then calculate the output probability $p_{GNN}$ for each subgraph extracted from $k$ graphs in the set $K_l$ by feeding each into $f_{GNN}$, where the subgraph with the highest $p_{GNN}$ is selected. We further repeat this procedure with a different search process during multiple search sessions alongside a given search budget. Finally, the subgraph exhibiting the highest $p_{GNN}$ among the ones found across all search sessions is retrieved as the resulting prototype graph, which provides an intuitive model-level explanation for GNN’s prediction given the target class $c$. Fig. 2(c) illustrates an example of retrieving the final prototype graph $g_1^{(1)}$ based on the prototype discovery function $q_{proto}$ using $K_1 = \{G_1, G_2, G_3\}$.

IV. PAGE: PROPOSED METHOD

In this section, we elaborate on PAGE, the proposed post-hoc model-level GNN explanation method for graph classification.
We first describe how to cluster and select graph-level embeddings for the subset selection of input graphs in detail. We also provide the theoretical and empirical validation for our clustering. Then, we present how to discover prototype graphs.

### 1. Methodological Details

We assume that the parameters and their corresponding input graphs: $\mu_t$, through a feed-forward process of GNN.

Then, we estimate the parameters of the Gaussian mixture distribution to fit the embedding vectors $H^c_i$ of $G^l$ by recoloring over the multiset of neighborhood colors, i.e., $\{c^{(i)}(v)|v| \in N_{G^l}(v)\}$, where $N_{G^l}(v)$ is the set of neighbors of node $v$ in $G^l$. Now, we are ready to establish the following theorem, which verifies that there exists a GNN model equivalent to the WL kernel as long as node-level embeddings are concerned.

**Theorem 1 (Morris et al. 2019):** Let $f_{\text{GNN}}^p$ denote the function that returns node-level vector representations at the $p$-th GNN layer in $f_{\text{GNN}}$. Then for all $p \geq 0$, there exists a GNN model equivalent to a node coloring such that $f_{\text{GNN}}^p(u) = f_{\text{GNN}}^p(v)$ if and only if $c^p(u) = c^p(v)$ for every $u, v \in V_l$.

**Corollary 2:** Suppose that two graph feature vectors $I_{G^a}$ and $I_{G^b}$ are obtained via color refinement for two graphs $G^a$ and $G^b$, respectively. Then, for a GNN model with $L$ layers such that $c^i$ and $f_{\text{GNN}}^i$ are equivalent, $I_{G^a} = I_{G^b}$ implies $R(H_{G^a}) = R(H_{G^b})$, where $R(\cdot)$ is either the summation or average function.

**Proof:** From Theorem 1, there exists a bijective function $\nu : c^i(v') \rightarrow h^i_l$ for node $v' \in V_l$, where $i$ is either $a$ or $b$. Moreover, $I_{G^a} = I_{G^b}$ indicates that both the number of nodes and the distribution of node colors over each graph are the same for $G^a$ and $G^b$. Due to the fact that each node-level embedding vector $h^i_l$ can be regarded as a bijection $\nu$ of a node color, the distributions of unique node-level embedding vectors for $G^a$ and $G^b$ are identical. In this context, if the readout function $R(\cdot)$ is

---

3 Although the convergence of EM is slow (i.e., linear convergence) in approaching the true parameters, we empirically showed that the runtime of the EM algorithm in Phase 1 is not a bottleneck.

4 A multiset is a generalized version of a set that allows multiple instances for each of its elements, where the multiplicity of each element in the multiset corresponds to the number of instances.
and the creation of
by going through two operations

thus resulting in \( R(\mathcal{H}_{C_1}) = R(\mathcal{H}_{C_2}) \), since the summation is permutation-invariant. When \( R(\cdot) \) is given by the average function, this corollary can also be proven by dividing each side of (2) by the number of nodes. This completes the proof of this corollary.

From Corollary 1, one can expect that GNNs will behave as WL kernels in the sense of differentiating graphs (i.e., distinguishing non-isomorphic graphs).

Next, we empirically validate our claim that GNNs can differentiate graphs containing different prototypes.

Example 1: Fig. 3 empirically demonstrates such a tendency by visualizing the graph-level embedding vectors for the BA-house dataset via t-SNE [33] in which there are multiple graphs with and without the house-shaped subgraph(s) (refer to Section V-A for more description of BA-house). Here, we train a GNN model to perform a graph classification task that classifies whether an input graph contains the house-shaped subgraph(s) (Class 1) or not (Class 0). However, as each graph in Class 1 may have either one or two house-shaped subgraphs, we are interested in further investigating whether graphs with different numbers of house-shaped subgraphs, belonging to Class 1, are separately embedded into the graph-level embedding space. Although the GNN model is trained while being unaware of the existence of such prototypes, we observe that the GNN model embeds input graphs with different prototypes to distant clusters in the graph-level embedding space (see red and blue points in Fig. 3).

Through this empirical validation, we conclude that GNNs are indeed capable of differentiating graphs with different prototypes as in the WL kernel.

B. Prototype Discovery (Phase 2)

In this section, we turn our attention to describing our prototype discovery algorithm \( \tilde{q}_{\text{proto}} \), which calculates the matching score by comparing \( k \) nodes across \( k \) different graphs in the set \( \mathcal{K}_l = \{G_1, \ldots, G_k\} \). Since we iteratively discover a prototype graph \( g_l^{(c)} \) for each cluster \( l \in \{1, \ldots, L\} \), we concentrate only on obtaining \( g_l^{(c)} \) for the \( l \)-th cluster in this subsection. The prototype discovery phase consists of the initialization step and the core prototype search module that is made up of two steps. The mechanism of the core prototype search module for a certain search session is illustrated in Fig. 4 where the parameter \( k \) in \( k\text{NN} \) is given by 3.

Remark 1: It is possible to employ alternatives (e.g., using graph matching) to achieve our goal of discovering prototype graphs. Nonetheless, when we adopted the graph matching method in [24], [25] to discover prototype graph candidates, we empirically found that the resulting candidates are less likely to include the ground truth explanation, if not unrecognizable at all. This implies that prototype discovery based on alternative approaches may require major modifications for satisfactory performance.

1) Initialization (Step 1): The initialization step involves the creation of an order-\( k \) matching tensor \( \mathbf{Y}_l \) and the creation of empty node lists. We first describe how to create \( \mathbf{Y}_l \). From the set of node-level embedding vectors, \( \mathcal{H}_{G_l} \in \mathbb{R}^{n_l \times b} \) for each \( G_l \in \mathcal{K}_l \), we are interested in calculating the order-\( k \) tensor \( \mathbf{Y}_l \), where each element of \( \mathbf{Y}_l \) is the matching score among \( k \) nodes. To consider the node-level embedding vectors from \( f_{\text{GNN}} \) to efficiently calculate the matching score, we formally define a new scoring function:

Definition 1 (Prototype Scoring Function): Given a set of \( b \)-dimensional vectors \( \{\mathbf{v}_i\}_{i=1}^k \), we define the prototype scoring function \( s : \mathbb{R}^b \times \cdots \times \mathbb{R}^b \rightarrow \mathbb{R} \) as follows:

\[
s(\mathbf{v}_1, \ldots, \mathbf{v}_k) = \mathbf{1}^T (\mathbf{v}_1 \odot \cdots \odot \mathbf{v}_k),
\]

where \( \odot \) indicates the element-wise product and \( \mathbf{1} \in \mathbb{R}^b \) is the all-ones vector.

We now focus on calculating each element of \( \mathbf{Y}_l \) by using the node-level embeddings as input of the prototype scoring function \( s \). To this end, we define \( \mathbf{X}_l \in \mathbb{R}^{n_l \times b} \) as another order-\( k \) tensor such that \( \mathbf{X}_l[i_1, \ldots, i_k] = s(\mathbf{h}_1^{i_1}, \ldots, \mathbf{h}_k^{i_k}) \). Each element of \( \mathbf{X}_l \) represents a matching score that encodes the likelihood that \( k \) nodes, each of which comes from the corresponding \( k \) graphs in the set \( \mathcal{K}_l \), match well on the node-level embedding space according to the GNN model \( f_{\text{GNN}} \). In order to normalize \( \mathbf{X}_l \) and encode additional information, we then obtain \( \mathbf{Y}_l \) by going through two operations \( u^1_k(\cdot) \) and \( u^2_k(\cdot) \) on \( \mathbf{X}_l \) for \( k' \in \{1, \ldots, k\} \) that modify the values of the input tensor while not changing the dimensions: 1) \( u^1_k(\mathbf{X}_l) \) applies the softmax normalization along the \( k' \)-th dimension; and 2) \( u^2_k(\mathbf{X}_l) \) returns the average matching score along the \( k' \)-th dimension and is expressed as \( \sigma(\sum_{i_{k'}=1}^{n_{k'}} \mathbf{X}_l[i_1, \ldots, i_{k'}, \ldots]) / |V_{k'}| \), where \( \sigma(\cdot) \) is the sigmoid function. Finally, we are capable of calculating \( \mathbf{Y}_l \) by taking the average of the element-wise products of \( u^1_k(\mathbf{X}_l) \) and \( u^2_k(\mathbf{X}_l) \) over all dimensions:

\[
\mathbf{Y}_l = \frac{1}{k} \left( \sum_{k'=1}^k u^1_k(\mathbf{X}_l) \odot u^2_k(\mathbf{X}_l) \right).
\]
For our matching score calculation, we address the following computational complexity issues.

**Remark 2:** Although the inner product is a natural way of encoding similarities between two node-level embedding vectors, its extension to the case of $k \geq 3$ is not straightforward. Alternative designs of the prototype scoring function include, but are not limited to, the approach for taking the average of the inner products between each vector and the arithmetic mean vector. This approach requires the calculation of all possible inner products between pairs of $k$ embedding vectors, which is inefficient because such pairwise comparisons take $O(k^2)$. On the other hand, it is possible to calculate the matching score among $k$ nodes with a linear scaling of $k$ (i.e., $O(k)$) by using the prototype scoring function $s$ in (3), which is much more efficient. Additionally, the prototype scoring function based on such an alternative approach does not naturally boil down to the inner product when $k = 2$. Moreover, we empirically found that the output of PAGE using such an alternative is shown to be less stable for prototype discovery.

**Remark 3:** To reduce the search space, we can exclude node tuples in the matching tensor $Y_l$ such that the feature vectors of the corresponding nodes do not coincide. To achieve this, we post-process $Y_l$ by assigning zeros to the elements of $Y_l$, where the feature vectors of nodes are not identical to each other. For example, suppose that $k = 3$ along with the order-3 matching tensor $Y_l$. For each element $Y_l[i, j, m]$, we examine the feature vectors of nodes, i.e., $x_i^1$, $x_j^2$, and $x_m^3$. We do not modify the value of $Y_l[i, j, m]$ if $x_i^1 = x_j^2 = x_m^3$; we assign zeros to $Y_l[i, j, m]$ otherwise. Thus, it is possible to avoid searching for such zero-injected node tuples in $Y_l$. This post-processing does not deteriorate the performance of PAGE while substantially reducing the computational complexity of prototype search.

Next, we create $k$ empty node lists $S_1, \ldots, S_k$, in which node indices will be included during the iterative search. As illustrated in the top-left of Fig. 4, for $k = 3$, three empty lists $S_1, S_2,$ and $S_3$ are being initialized. The node indices in each list after the final iteration correspond to the nodes in the prototype graph $g_l^{(c)}$.

**2) Core Prototype Search Module:** For the remaining part of our prototype discovery phase, we would like to materialize the prototype discovery function $q_{proto}$, which is designed to extract common subgraph patterns in a reliable manner. In a nutshell, as depicted in Fig. 2(a), we run multiple search sessions, each producing one prototype graph candidate. After running all search sessions, we feed each prototype candidate to the underlying model $f_{GNN}$, and acquire the one with the highest output probability $p_{GNN}$ as the final prototype graph. This ensures that we leverage various subgraphs as candidates for the final prototype graph, thereby increasing the chances of retrieving a trustworthy prototype graph that conforms to the underlying GNN model.

More concretely, we introduce a search budget, denoted as the variable $budget$, which determines the number of search sessions that we run. Each search session is composed of iterative subgraph search (Step 2) and prototype retrieval (Step 3). In other words, for a given $budget$, we run up to $budget$ sessions for prototype search. When the prototype search is over for all sessions, we select the one having the highest output probability $p_{GNN}$ among the $budget$ discovered subgraphs as the final prototype graph $g_l^{(c)}$ for the target class $c$.

**3) Iterative Subgraph Search (Step 2):** We now describe the iterative subgraph search step in each search session. In this step, we iteratively find $k$-tuples of node indices to be inserted into the created $k$ node lists. Each iteration starts by collecting all possible $k$-tuples to be selected. In Iteration 0 (i.e., initial search), all combinations of $k$ nodes across $k$ different graphs in the set $K_l$ are valid candidates for selection. For the rest of the iterative search process, we construct node sequences by traversing for each graph; that is, combinations only from neighbors for each of the $k$ selected nodes in the previous iteration...
are valid candidates for selection (See the block of Iteration 1 in Fig. 4 for \( k = 3 \)). Selection among the valid candidates for the \( k \)-tuples is determined based on the corresponding value in \( Y_i \). Each \( k \)-tuple with the highest matching score is chosen out of possible combinations from the sets of neighbors of already selected nodes during the iteration process, except the initial search. For the initial search, the \( k \)-tuple with the \( b \)-th highest matching score is selected, where \( b \in \{1, \ldots, \text{budget} \} \) indicates the index of the search session described in Section IV-B2. We describe this step more concretely when \( k = 3 \) as follows.

**Example 2.** As illustrated in Fig. 4, in our example, suppose that \( k = 3 \) and node indices 6, 5, and 5 are in the node lists \( S_1, S_2, S_3 \), respectively, in Iteration 0 (initialization). In Iteration 1, we focus only on the set of neighbors for each node, which are \( N_{G_1}(v^1_1) = \{4, 5\} \), \( N_{G_2}(v^2_2) = \{3, 4\} \), and \( N_{G_3}(v^3_3) = \{3\} \), where \( N_{G}(v) \) is the set of neighbors of node \( v \) in \( G_i \). Then, all possible candidates are the Cartesian product of the three sets of neighbors: \( N_{G_1}(v^1_1) \times N_{G_2}(v^2_2) \times N_{G_3}(v^3_3) = \{4, 5\} \times \{3, 4\} \times \{3\} \). In consequence, the possible node candidates are given by \((4, 3, 3),(4, 4, 3),(5, 3, 3)\), and \((5, 4, 3)\) as depicted in Iteration 1.

Each node index of the selected \( k \)-tuple is added to each node list \( S_1, \ldots, S_k \). After selection, we update \( Y_i \) by multiplying a certain decay factor along each dimension from the selected \( k \)-tuple. The whole subgraph search iteration terminates when either the allowed maximum number of iterations is reached or the size of the resultant subgraph exceeds a pre-defined value.

4) **Prototype Retrieval** (Step 3): As the next step, we are capable of discovering \( k \) subgraphs, each of which is retrieved from the node list \( S_i \) for \( G_i \). In Step 3 of prototype discovery for each search session, we describe how to retrieve a candidate of the final prototype graph by evaluating the output probabilities \( p_{\text{GNN}} \) for each discovered subgraph from the list \( S_i \). Specifically, we feed each subgraph as input to the model \( f_{\text{GNN}} \) to get \( p_{\text{GNN}} \) and choose the subgraph with the highest \( p_{\text{GNN}} \) among \( k \) subgraphs (see the bottom-right in Fig. 4 for \( k = 3 \)).

As we run \textit{budget} search sessions, we acquire \textit{budget} prototype candidates. We retrieve the final prototype graph \( y^{(c)}_i \) by selecting the prototype candidate with the highest output probability \( p_{\text{GNN}} \) among \textit{budget} candidates.

V. EXPERIMENTAL EVALUATION

In this section, we first describe synthetic and real-world datasets used in the evaluation. We also present the benchmark GNN explanation method for comparison. After describing our experimental settings, we comprehensively evaluate the performance of PAGE and benchmark methods. The source code for PAGE is made publicly available online.

A. Datasets

In our study, two synthetic datasets, including the BA-house and BA-grid datasets, and four real-world datasets, including the Solubility, MUTAG, Benzene, and MNIST-sp datasets, are used for the evaluation of our proposed PAGE method. The ground truth explanations (i.e., ground truth prototypes) as well as the ground truth labels for graph classification are available for all datasets. The main statistics of each dataset are summarized in Table I. We describe important characteristics of the datasets.

**BA-house and BA-grid.** Inspired by [5], we generate new synthetic datasets for graph classification. In both datasets, we use the Barabási-Albert (BA) model as a backbone graph, and complete each graph by attaching certain subgraph patterns (or motifs), which serve as the ground truth explanations. Both datasets contain two classes, where one class includes the ground truth explanation(s) in the underlying graph, while another class has an incomplete subgraph pattern. To generate the dataset, we first assign the class label 0 or 1 to a graph to be generated. We then generate a backbone graph using the BA model consisting of 5 to 10 nodes. If the assigned class label is 0, then we connect additional subgraph patterns to the backbone graph. Otherwise, we connect an incomplete subgraph pattern to the backbone graph. For BA-house, the subgraph pattern is a house-shaped subgraph, while, for BA-grid, a grid-like subgraph is used. In the case of BA-house, either single or double house-shaped subgraphs are randomly added within Class 0. Each node has a one-hot encoded feature vector indicating whether the node belongs to the backbone graph, the head of the motif (i.e., the ground truth explanation), or the body of the motif, depending on the node’s position in the given graph.

**Benzene** [15]: The Benzene dataset contains molecules, where nodes and edges represent atoms and chemical bonds, respectively. The graphs are partitioned (labeled) into two different classes with respect to the existence of the benzene structure within the molecule (i.e., the structure having a six-carbon ring as the dataset neglects the Hydrogen atom). Each node has the corresponding one-hot encoded feature vector representing one possible atom type, which can be one of Carbon, Nitrogen, Oxygen, Fluorine, Iodine, Chlorine, and Bromine.

**MUTAG** [34]: The MUTAG dataset contains graphs representing molecules, where nodes represent different atoms, similarly as in the Benzene dataset. The graphs are partitioned into two different classes according to their mutagenic effect on a bacterium [5]. The node features are one-hot encoded vectors.

| Dataset   | \( n \) | \( \sum_i V_i, \text{avg.} \) | \( \sum_i E_i, \text{avg.} \) | TP  |
|------------|--------|----------------------------|----------------------------|-----|
| BA-house   | 2,000  | 21,029 (10.51)             | 62,870 (31.64)             | 1.00|
| BA-grid    | 2,000  | 29,112 (14.56)             | 91,224 (45.61)             | 0.983|
| Benzene    | 12,000 | 246,998 (20.38)            | 523,842 (43.65)            | 0.9444|
| MUTAG      | 4,337  | 131,498 (30.32)            | 266,894 (61.54)            | 0.7247|
| Solubility | 708    | 9,445 (13.34)              | 9,735 (13.75)              | 0.8717|
| MNIST-sp   | 70,000 | 5,250,000 (75)             | 41,798,306 (696.63)        | 0.7595|

We also report the average number of nodes and edges per graph for each dataset in the parenthesis.
that represent types of atoms, including Carbon, Nitrogen, Oxygen, Fluorine, Iodine, Chlorine, Bromine, and Hydrogen. In our experiments, the edge labels are ignored for simplicity.

Solubility [4]: The Solubility dataset is composed of real-world molecules with different levels of solubility, where nodes and edges represent atoms and their chemical bonds, respectively. In our experiments, we ignore the edge connection types. Although this dataset was originally intended to be used as a regression task, it is partitioned into two classes for the graph classification task. We label molecules with log solubility values lower than $-4$ as 0, and those with values higher than $-2$ as 1. Rigid carbon structures are considered as the ground truth explanation for insolubility, while R-OH chemical groups are treated as the ground truth explanation for solubility. The one-hot encoded feature vector of each node represents types of atoms, which can be one of Carbon, Nitrogen, Oxygen, Fluorine, Iodine, Chlorine, Phosphorus, Sulfur, Hydrogen, and Bromine.

MNIST-sp [35]: MNIST-sp is a dataset for graph classification originated from the MNIST dataset used for image classification. Since local pixels are processed to form a node (superpixel) for each image, the image classification is transformed into a graph classification problem. Each graph contains 75 nodes, and edges are connected depending on whether the superpixels are neighbors in the original image. The node features include the center positions of the superpixel and the continuous values of the pixels. Therefore, we categorize the continuous values to discretize them. The pixel values are categorized into three groups according to their original values: 0 (completely black), (0, 0.5] (dark), (0.5, 1] (bright). The position values are categorized to an evenly divided 14 × 14 grid of the image via their association.

Note that model-level explanation methods aim to identify explanations based on the classes of each dataset. Thus, in all the experiments, model-level explanation methods use the class including a precise subgraph pattern as input and attempt to retrieve the class-distinctive subgraph as the prototype graph.

B. Benchmark Method

In this subsection, we present a state-of-the-art method for comparison. As the representative model-level explanation, we use XGNN [14] as our benchmark method, which trains a graph generator that generates a subgraph pattern (i.e., a prototype graph) via reinforcement learning in the sense of maximizing a certain prediction of the underlying GNN model. More specifically, the graph generator is trained to add edges in an iterative fashion. At step $t$ of the generation, the generated graph $G_{t+1}$ is fed into the underlying GNN to calculate the reward function $R_t$:

$$R_t = R_{t, \text{foss}}(G_{t+1}) + \lambda_1 \sum_{i=1}^{m} \text{Rollout}(G_{t+1}) + \lambda_2 R_{t, r},$$

where $\lambda_1$ and $\lambda_2$ are hyperparameters; $R_{t, \text{foss}}(G_{t+1})$ is the predicted class probability of the underlying GNN $f_{\text{GNN}}$; Rollout($\cdot$) is the rollout operation [36]; $m$ is the number of times rollout is performed, and $R_{t, r}$ is the additional term that provides domain-specific rewards based on various graph rules.

C. Experimental Settings

We first describe the settings of the GNN model. We adopt GCN [27] as one of the widely used GNN architectures. The summation function is used as a readout function. We use 2 GNN layers for the BA-house and BA-grid datasets and 3 GNN layers for other three datasets unless otherwise stated. We set the dimension of each hidden latent space to 32 for all the datasets. We train the GNN model with Adam optimizer [37] with a learning rate of 0.001 and a batch size of 16. For all five datasets excluding MNIST-sp, we split each dataset into training/validation/test sets with a ratio of 90/5/5%. For the MNIST-sp dataset, we follow the given train/test split and further split the training set into train/val sets with a ratio of 5:1. The training set is used to learn the model parameters with the cross-entropy loss, and the validation set is used for early stopping with a patience of 5 epochs. Unless otherwise specified, we use all the graphs in the training set to run PAGE. We report the graph classification performance on the test set along with the datasets in Table I.

Next, we turn to describing the settings of explanation methods including PAGE and XGNN. In PAGE, the implementations of clustering with the GMM are those from the scikit-learn Python package [38]. We set $L = 2$ and $k = 3$ since we have found that such a setting produces stable results across different datasets. We also set budget, indicating the number of search sessions, to 5. Additionally, we set the decay rate and the maximum number of iterations used in the iterative subgraph search (Step 2 of Phase 2) as 10 and 1,000, respectively. For the implementations of XGNN, we tuned the hyperparameters by essentially following the same settings as those in the original paper [14].

The GNN model and explanation methods used in our experiments were implemented with Python 3.8.12, PyTorch 1.11.0, PyTorch Geometric 2.0.4 [39], and Captum 0.5.0 [40], and were run on a machine with an Intel Core i7-9700 K 3.60 GHz CPU with 32 GB RAM and a single NVIDIA GeForce RTX 3080 GPU.

D. Experimental Results

Our experiments are designed to answer the following eight key research questions (RQs).

- **RQ1**: How are the model-level explanations of PAGE qualitatively evaluated in comparison with the benchmark method?
- **RQ2**: How are the model-level explanations of PAGE quantitatively evaluated in comparison with the benchmark method?
- **RQ3**: When does PAGE return the final prototype graph during multiple search sessions?
- **RQ4**: How do the explanations of PAGE relate to instance-level explanation methods?
- **RQ5**: How many input graphs does PAGE require for model-level explanations?
- **RQ6**: How effective is the prototype scoring function in PAGE in comparison with naïve alternatives?
- **RQ7**: How expensive is the computational complexity of PAGE in comparison with the benchmark method?
Fig. 5. Qualitative comparison of PAGE and XGNN for five datasets (excluding MNIST-sp, which is separately presented in Fig. 6), where each node is colored differently according to the types of nodes.

Fig. 6. Qualitative comparison of PAGE and XGNN for Class 0 on the MNIST-sp dataset.

- **RQ8:** How does PAGE perform for datasets without explicit ground truth explanations?

  1) **Qualitative Analysis of Model-Level Explanation Methods (RQ1):** We perform a qualitative evaluation of both PAGE and XGNN by visualizing their explanations (i.e., prototype graphs) along with the ground truth explanations for each dataset. As illustrated in Fig. 5, we observe that the explanations discovered by PAGE and the ground truth explanations exhibit a high similarity in terms of the graph structure and node features (i.e., types of nodes), while XGNN mostly fails to produce prototypes that contain the entire ground truth explanations. From Figs. 5 and 6, our findings for each dataset are as follows:

  - For the BA-house dataset, PAGE successfully returns the class-discriminative subgraphs that we add to the backbone graph, that is, the house-shaped subgraphs on BA-house. However, the prototypes generated by XGNN contain only parts of the house-shaped subgraphs. For instance, the outcome from XGNN contains only three out of five nodes of the house-shaped subgraph, thus making the explanation incomplete. On the other hand, PAGE can produce much more precise explanations by returning two types of prototype graphs containing either a single or double house-shaped subgraph. Such preciseness of PAGE is possible primarily due to the usage of clustering of graph-level embeddings.

  - The results from the BA-grid dataset show a tendency similar to those on BA-house. PAGE returns most of grid-like subgraphs, while XGNN recovers smaller portions of them.

  - For the case of the Benzene dataset, PAGE correctly identifies the ring structure with 6 carbon atoms as a part of the prototype graph, while XGNN does not generate any carbon ring. Although XGNN produces six carbon atoms, it fails to connect the atoms to a closed ring structure.

  - For the MUTAG dataset having two types of prototype graphs, PAGE identifies both carbon rings and NO\textsubscript{2} chemical groups. However, XGNN only recovers NO\textsubscript{2} while generating small molecules.

  - We analyze model-level explanations for two classes on Solubility. For Class 0 (i.e., the case classified as insoluble molecules), PAGE tends to return carbon atoms and occasionally adds hydrogen atoms; XGNN also produces prototypes with mostly carbon atoms but contains a large portion of non-carbon atoms. Unlike the case of PAGE, XGNN mostly fails to produce the carbon ring structure. For Class 1 (i.e., the case classified as soluble molecules), PAGE correctly identifies the \textit{R-OH} chemical group for all prototypes; in contrast, XGNN fails to include \textit{R-OH} for its explanations.

  - We finally analyze the results for Class 0 on MNIST-sp. As depicted in Fig. 6, the number 0 corresponding to the class of interest is visible in the explanation for PAGE, whereas XGNN struggles to generate a sufficient number of new nodes to provide a comprehensive explanation for Class 0. This indicates the benefit of PAGE that discovers the prototype graph in the dataset over its counterpart generating it.

2) **Quantitative Analysis of Model-Level Explanation Methods (RQ2):** For the quantitative analysis, we adopt four performance metrics: **accuracy**, **density**, **consistency** and **faithfulness**.

  - **Accuracy** compares the prototype graph \( g \) with the ground truth explanation \( g_T \). To this end, we assume that we can acquire node/edge correspondences connecting \( g_T \) and \( g \) (i.e., node matching between the two graphs) while counting the number of edges in \( g \) that belong to a part of \( g_T \), which would result in the best explanation performance. In our evaluation, we define the accuracy (Acc.) of model-level
explanations as follows:

$$\text{Acc.} = \frac{\text{TP}(g, g_T)}{\text{TP}(g, g_T) + \text{FP}(g, g_T) + \text{FN}(g, g_T)},$$  \hspace{1cm} (6)$$

where TP\((g, g_T)\), FP\((g, g_T)\), and FN\((g, g_T)\) represent the true positive\((s)\), false positive\((s)\), and false negative\((s)\), respectively, in terms of counting the numbers of relevant nodes and edges between \(g\) and \(g_T\).

- **Density** measures the ratio of the number of edges relative to the square of the number of nodes in the prototype graph \(g\).
- **Consistency** [15] measures the robustness of explanations for different settings of GNN models. Intuitively, reliable explanation methods should produce stable explanations despite different model configurations for the same task. In our experiments, we calculate the standard deviation of output probabilities for the explanations (e.g., the prototype graphs retrieved by PAGE) across different GNN hyperparameter settings. To this end, we generate multiple GNN models with various combinations of the hidden layer dimension. For the BA-house and BA-grid datasets, we produce 25 models with \(\{4, 8, 16, 32, 64\} \times \{4, 8, 16, 32, 64\}\) hidden dimension configurations. For the Benzene, Solubility, MUTAG, and MNIST-sp datasets, we produce 64 models with \(\{4, 8, 16, 32\} \times \{4, 8, 16, 32\}\) hidden dimension configurations. The lower the value of consistency, the better the performance.
- **Faithfulness** [15] measures how closely the explanation method reflects the GNN model’s behavior. Following [15], we regard the test accuracy of the model as the behavior of interest, and empirically observe the relationship between the output probabilities of explanations and the GNN’s test accuracies. In our experiments, faithfulness is measured with respect to the accuracy, density, consistency, and faithfulness when six datasets are used. Table II(a) shows that PAGE consistently provides more accurate explanations when compared to ground truth explanations regardless of datasets. Table II(b) shows that the explanations produced by PAGE tend to exhibit a lower density in most cases, which implies that the explanations are relatively less complex. In Table II(c), we observe that PAGE provides more stable explanations across different hidden dimension configurations than those of XGNN for all datasets except MNIST-sp (note that such an exception is mainly due to output probabilities of XGNN being near zero for almost all the cases, resulting in a lower standard deviation). From Table II(d), we observe that PAGE apparently exhibits a positive correlation between the GNN’s test accuracies and the output probabilities compared to XGNN, which implies that PAGE is able to successfully account for what the GNN model has learned about its explanation outcome.

To further analyze the faithfulness for PAGE and XGNN, we visualize scatter plots of the output probabilities of explanations versus the GNN’s test accuracies in Fig. 7. The intriguing observations are made from Table II(d) and Fig. 7:

- The different tendency between PAGE and XGNN is apparent on BA-house, BA-grid, Benzene, and MNIST-sp. For Solubility and MUTAG, the GNN’s test accuracy tends to be quite low when labels are corrupted, which thus does not exhibit a clear relationship between the output probability and the test accuracy. This implies that the two datasets are more challenging to be learned in such noisy settings.
- Overall, the performance difference PAGE and XGNN in terms of the faithfulness becomes more prominent for the synthetic datasets. This is because the ground truth explanation can establish a relationship with the corresponding class more clearly due to less noise of the synthetic datasets.
- XGNN reveals a negative Kendall’s tau coefficient for some datasets.
- This is because, when the GNN model is trained with high label corruption ratios, it basically passes through as a random classifier and thus cannot decide whether the explanation generated from XGNN is valid or not. When

Table II summarizes quantitative evaluations for PAGE and XGNN with respect to the accuracy, density, consistency, and faithfulness when six datasets are used. The intriguing observations are made from Table II(d) and Fig. 7:

- The different tendency between PAGE and XGNN is apparent on BA-house, BA-grid, Benzene, and MNIST-sp. For Solubility and MUTAG, the GNN’s test accuracy tends to be quite low when labels are corrupted, which thus does not exhibit a clear relationship between the output probability and the test accuracy. This implies that the two datasets are more challenging to be learned in such noisy settings.
- Overall, the performance difference PAGE and XGNN in terms of the faithfulness becomes more prominent for the synthetic datasets. This is because the ground truth explanation can establish a relationship with the corresponding class more clearly due to less noise of the synthetic datasets.
- XGNN reveals a negative Kendall’s tau coefficient for some datasets.
- This is because, when the GNN model is trained with high label corruption ratios, it basically passes through as a random classifier and thus cannot decide whether the explanation generated from XGNN is valid or not.
the GNN model is trained with fewer corrupted data, it now learns the characteristics of the given dataset and will produce low output probabilities if the outcome of XGNN does not contain the complete ground truth prototype. Eventually, this results in a negative correlation between the output probability versus the GNN’s test accuracy.

3) Impact of Multiple Search Sessions in PAGE (RQ3): Aside from the final prototype graph of PAGE, we are also interested in analyzing the output probability $p_{\text{PGNN}}$ calculated for each search session in order to see when the prototype candidate having the highest $p_{\text{PGNN}}$ is selected over budget search sessions. Fig. 8 visualizes a heatmap of the output probability $p_{\text{PGNN}}$ for the discovered subgraph (i.e., the prototype candidate) in each session for all datasets, being partitioned into two clusters for a certain class, when budget is given by 5. The prototype candidate chosen as the final prototype graph $g_i^{(c)}$ is highlighted with a red box for each case. We would like to make the following observations:

- In most cases, each search session tends to return a prototype candidate with various values of $p_{\text{PGNN}}$. For example, in Cluster 1 of MUTAG, the resultant $p_{\text{PGNN}}$’s of the discovered prototype candidates range from the values near 0.4 to the ones near 0.8, which faithfully reflects our intention for the design of the core prototype search module (see Section IV-B2).

- The first search session produces the final explanation (i.e., the final prototype graph $g_i^{(c)}$) for 7 out of 10 cases.

This tendency is expected since the first search session starts the iterative subgraph search (Step 2 of Phase 2 in Section IV-B3) alongside the highest matching score in $Y_i$.

- There are a few cases in which the prototype candidate returned by a search session other than the first one is chosen as the final prototype graph, thereby justifying the necessity of multiple search sessions.

- From these observations, one can see that the number of search sessions, namely budget, will not be a critical problem in determining the performance of PAGE.

4) Relation Between PAGE and Instance-Level Explanations (RQ4): Since most studies on GNN explanations focus on instance-level explanations, we perform an additional analysis by investigating the relationship between our proposed PAGE method and instance-level explanation methods. Specifically, we are interested in evaluating the attribution map of the prototype graph, which indicates its significance towards making the model decisions. To this end, after discovering the prototype graph $g_i^{(c)}$ along with PAGE, we use $g_i^{(c)}$ as the input to an instance-level explanation method to acquire the attribution map (also known as the saliency map). This evaluation can be interpreted as measuring the agreement between PAGE and instance-level explanation methods.

For a graph $G_i = (V_i, E_i, X_i)$, an instance-level explanation method takes a node $v$ in a graph as input and returns its attribution score, denoted as $\Lambda(v)$, which is normalized across all nodes in the graph. We present the following two quantities that we define in our experiments.

**Definition 2 (Concentration Score):** Given a prototype graph $g_i^{(c)}$ and the ground truth explanation $g_T^{(c)}$, we define the concentration score $\alpha$ as follows:

$$
\alpha = \frac{\sum_{v \in V_{g_T^{(c)}} \cap V_{g_i^{(c)}}} \Lambda(v)}{\sum_{v \in V_{g_i^{(c)}}} \Lambda(v)},
$$

where $V_{g_T^{(c)}}$ and $V_{g_i^{(c)}}$ are the sets of nodes belonging to subgraphs $g_T^{(c)}$ and $g_i^{(c)}$, respectively. The concentration score measures how much the instance-level explanation concentrates on the nodes belonging to the ground truth explanation $g_T^{(c)}$. If none of the nodes in the prototype $g_i^{(c)}$ belongs to $g_T^{(c)}$, then $\alpha$ becomes...
zero. The higher the value of $\alpha$ lying between 0 and 1, the better the performance.

**Definition 3 (Relative Training Gain):** Given the concentration score $\alpha$ for a prototype graph $g_{c}^{(e)}$ and the ground truth explanation $g_{T}^{(c)}$, the relative training gain $\beta$ is defined as

$$\beta = \frac{\alpha}{\alpha_{0}} - 1,$$

where $\alpha_{0}$ denotes the concentration score calculated using an initialized GNN model before training for the same prototype graph $g_{c}^{(e)}$.

The relative training gain measures the relative gain of the concentration score after the GNN model has been trained. The higher the value of $\beta$, the better the performance. Note that $\beta$ differs from the faithfulness in that it focuses on the relationship between model-level and instance-level explanation methods.

In our experiments, we adopt the following two instance-level explanation methods:

- **Input $\times$ Gradient [42]:** This method takes the gradients of the output with respect to the input and multiplies by the input in order to produce attribution maps.
- **GNNExplainer [5]:** Given an input instance, this method identifies a subgraph structure and a small subset of node features that are most influential to GNN’s prediction. GNNExplainer performs an optimization task in the sense of maximizing the mutual information between the prediction and the distribution of possible subgraph structures.

Table III summarizes quantitative evaluations for measuring the agreement between PAGE and two instance-level explanation methods with respect to the concentration score $\alpha$ and the relative training gain $\beta$ when the BA-house and Benzene datasets are used, along with the performance of each instance-level explanation method by measuring the area under the receiver operating characteristic (AUROC) against the ground truth prototype. To further analyze the relation between PAGE and two instance-level explanation methods, we visualize the attribution score as a heatmap where the two instance-level explanation methods are adopted to the output prototype graphs discovered by PAGE for the two datasets in Fig. 9.

![Fig. 9. Visualization of the attribution score as a heatmap where Input $\times$ Gradient and GNNExplainer are adopted to the output prototype graphs from PAGE for the BA-house and Benzene datasets.](image)

We first analyze the quantitative assessment results with respect to $\alpha$ in Table III and Fig. 9.

- For the BA-house dataset, the values of $\alpha$ achieved by both Input $\times$ Gradient and GNNExplainer are sufficiently high, which indicates that a vast majority of attribution scores are assigned to the nodes belonging to the house-shaped subgraphs. In other words, the performance of PAGE and two instance-level explanation methods is shown to behave closely and consistently with each other.
- For the Benzene dataset, although the above tendency is observed similarly for GNNExplainer, the value of $\alpha$ tends to diminish for Input $\times$ Gradient. It is known that gradient-based attribution methods may often fail to capture the GNN model’s behavior since activation functions such as Rectified Linear Units (ReLUs) have a gradient of zero when they are not activated during the feed-forward process of GNN [42].

We turn to analyzing the quantitative assessment results with respect to $\beta$ in Table III.

- One can expect to see a positive value of $\beta$ if the performance of both PAGE and instance-level explanation methods behaves closely and consistently.
- However, a negative value of $\beta$ is observed for the case of Input $\times$ Gradient on Benzene, which is in contrast to the case of GNNExplainer producing positive values of $\beta$ for the two datasets.
- The higher agreement between PAGE and GNNExplainer on Benzene is due to the fact that GNNExplainer was designed for generating explanations on graphs and GNN models, thus reliably producing the resulting attributions. The above tendency is also found with respect to the AUROC in Table III, where Input $\times$ Gradient returns zero as AUROC.
We now perform a qualitative evaluation of PAGE in terms of the computation efficiency in graphs from is used for running T while the GNN model has been trained using the whole \( \tilde{C} \) \( \tilde{F} \) = 3 \( P \). In the case of \( S \) \( 10 \) (\( M \) for five independent trials when the subset \( |G| \) of the \( \times \) with the following alternative prototype scoring functions: \( \text{ReLU}(v + \log \sim N v_s b \rho) \). From this figure, we observe that the prototype contains \( \text{MAX} \), which is more computationally expensive than \( n(v) \) in terms of the efficiency. To this end, we first \( 10 \) [43] and \( s \) in Table \( s \) or \( O \).

In our experiments, we generate \( 10^3 \) \( 3 \)-tuples of vectors, which are used as the input of \( s(v_1, v_2, v_3) \). We compare \( s \) with the following alternative prototype scoring functions: \( s_{AM}(v_1, v_2, v_3) = (v_1^2 v_2 + v_2^2 v_3 + v_3^2 v_1)/3 \) and \( s_{GM}(v_1, v_2, v_3) = (v_1^2 v_2 + v_2^2 v_3 + v_3^2 v_1)^{1/3} \), which return the arithmetic mean and the geometric mean, respectively, of all possible inner products between pairs of embedding vectors.

We empirically show the average runtime complexities of \( s_{AM} \), \( s_{GM} \), and \( s_{GM} \) in Table IV. This experiment reveals that \( s_{AM} \) and \( s_{GM} \) are more computationally expensive than \( s \), which is consistent with our analysis in Remark 2. Additionally, Fig. 11 visualizes scatter plots of the proposed \( s \) versus each of the naïve alternative, i.e., either \( s_{AM} \) or \( s_{GM} \). From this figure, we observe a high correlation between two, where the Pearson correlation coefficient \( \rho \) is more than 0.75 for both cases. This demonstrates that our prototype scoring function \( s \) is a good approximation of the calculation of all possible inner products between embedding pairs.

We empirically show the average runtime complexities of \( s \), \( s_{AM} \), and \( s_{GM} \) in Table IV. This experiment reveals that \( s_{AM} \) and \( s_{GM} \) are more computationally expensive than \( s \), which is consistent with our analysis in Remark 2. Additionally, Fig. 11 visualizes scatter plots of the proposed \( s \) versus each of the naïve alternative, i.e., either \( s_{AM} \) or \( s_{GM} \). From this figure, we observe a high correlation between two, where the Pearson correlation coefficient \( \rho \) is more than 0.75 for both cases. This demonstrates that our prototype scoring function \( s \) is a good approximation of the calculation of all possible inner products between embedding pairs.

6) Effectiveness of the Prototype Scoring Function (RQ6): We validate the effectiveness of our prototype scoring function \( s \) in Definition 1 in terms of the computation efficiency in comparison to a naïve alternative. Instead of acquiring a set of node-level embedding vectors through a certain GNN model, we synthetically generate and feed them into the function \( s \), which is sufficient to analyze the effectiveness of \( s \). Specifically, we first generate each Gaussian random vector \( w_i \) with zero mean and covariance matrix \( I_b \), i.e., \( w_i \sim N(0_b, I_b) \), where \( 0_b \) and \( I_b \) denote the zero vector and the identity matrix, respectively, of size \( b \). Then, the vectors \( w_i \)’s pass through the ReLU activation function \( v_i = \text{ReLU}(w_i) \), which corresponds to a synthetic node-level embedding vector.

In our experiments, we generate \( 10^3 \) \( 3 \)-tuples of vectors, which are used as the input of \( s(v_1, v_2, v_3) \). We compare \( s \) with the following alternative prototype scoring functions: \( s_{AM}(v_1, v_2, v_3) = (v_1^2 v_2 + v_2^2 v_3 + v_3^2 v_1)/3 \) and \( s_{GM}(v_1, v_2, v_3) = (v_1^2 v_2 + v_2^2 v_3 + v_3^2 v_1)^{1/3} \), which return the arithmetic mean and the geometric mean, respectively, of all possible inner products between pairs of embedding vectors.

We empirically show the average runtime complexities of \( s \), \( s_{AM} \), and \( s_{GM} \) in Table IV. This experiment reveals that \( s_{AM} \) and \( s_{GM} \) are more computationally expensive than \( s \), which is consistent with our analysis in Remark 2. Additionally, Fig. 11 visualizes scatter plots of the proposed \( s \) versus each of the naïve alternative, i.e., either \( s_{AM} \) or \( s_{GM} \). From this figure, we observe a high correlation between two, where the Pearson correlation coefficient \( \rho \) is more than 0.75 for both cases. This demonstrates that our prototype scoring function \( s \) is a good approximation of the calculation of all possible inner products between embedding pairs.

7) Efficiency of PAGE (RQ7): We validate the superiority of PAGE in terms of the efficiency. To this end, we first theoretically analyze its computational complexity. In Phase 1, the complexity of GMM is \( O(nk^3) \) [43] and the \( k\text{NN} \) selection involves sorting for each cluster, which results in \( O(nk(b^3 + \log n)) \), where \( b \) is the dimension of node-level
embedding vectors. In Phase 2, since computing $Y_t$ and running each search session are highly parallelizable, the computation depends basically on the pre-defined maximum allowed number of iterations during the iterative subgraph search, $N_{\text{max}}$, and the number of non-zero elements in $Y_t$, $N_{\text{nnz}}$. Thus, the resulting complexity for Phase 2 of PAGE is $O(N_{\text{max}}N_{\text{nnz}} \log N_{\text{nnz}})$. Therefore, the total computational complexity of PAGE is given by $O(nk(b^0 + \log n) + N_{\text{max}}N_{\text{nnz}} \log N_{\text{nnz}})$.

Additionally, we conduct experiments using two datasets, BA-house and Benzene, to measure the runtime complexities of PAGE and XGNN. Table V the runtime complexity (mean ± standard deviation) of each model-level GNN explanation method for 10 independent trials. The results demonstrate the efficiency of PAGE over XGNN regardless of the datasets.

8) Performance of PAGE on the Graph-SST2 Dataset (RQ8): We evaluate the performance of PAGE on Graph-SST2 [13], the dataset without explicit ground truth explanations. Graph-SST2 is a binary graph classification dataset processed from the SST2 dataset [44]. Sentences from the SST2 dataset are transformed into graphs by representing words as nodes and constructing edges according to the relationships between words. 786-dimensional word embedding vectors are used as node features.

Since Graph-SST2 is a sentiment classification dataset, it does not have a clear ground truth explanation that commonly expresses itself across instances, posing a critical challenge to run PAGE. In other words, it is technically difficult to discover ground truth explanations (prototypes) representing the whole class. The fact that the edges represent the lexical collocations makes the task more problematic, since the lexical combinations do not have an explicit connection to the classes.

Despite such a critical limitation, we run a part of PAGE on Graph-SST2 to see what input graphs are selected as the most representative ones. More specifically, we perform Phase 1 on Graph-SST2 as a simplified version of PAGE. Fig. 12 visualizes the results of PAGE by selecting three graphs for each class/cluster. From the figure, we would like to make the following observations.

- As discussed earlier, extracting a common subgraph pattern is not possible. This is because 1) there are cases where node edge exists and 2) additional criteria are necessary to determine whether a node matches another node to form a tuple.
- The selected input sentences tend to be very short in length. This can be naturally interpreted as a result of Phase 1 in PAGE that attempts to discover a common pattern among examples in a cluster. When a sentence becomes longer, it will be more uniquely positioned in the belonging cluster as it is likely to include rarely used words, thus yielding a unique graph structure. Although PAGE cannot provide explicit prototype graphs in contrast to other datasets classified as chemical/molcular datasets, it can still offer a low-resolution concept of each class representing the sentiment of phrases, which is another merit of PAGE behind.

VI. CONCLUSIONS AND OUTLOOK

We investigated a largely underexplored yet important problem of explaining the decisions of GNNs at the model level. To tackle this practical challenge, we introduced a novel explanation method that offers model-level explanations of GNNs for the graph classification task by discovering prototypes from both node-level and graph-level embeddings. Specifically, we designed PAGE, an effective two-phase model-level GNN explanation method; after performing clustering and selection of graph-level embeddings in Phase 1, we perform prototype discovery in Phase 2, which is partitioned into the initialization, iterative subgraph search, and prototype retrieval steps. Furthermore, we theoretically validated the usage of clustering of graph-level embeddings in PAGE. Using two synthetic and three real-world datasets, we comprehensively demonstrated that PAGE is superior to the state-of-the-art model-level GNN explanation method both qualitatively and quantitatively. Additionally, through systematic evaluations, we proved the effectiveness of PAGE in terms of 1) the impact of multiple search sessions in the core prototype search module, 2) the relation to instance-level explanation methods via quantitative assessment, 3) the robustness to a difficult and challenging situation where only a few graphs are available as input of PAGE, and 4) the computational efficiency of the proposed prototype scoring function.

| Dataset          | PAGE   | XGNN   |
|------------------|--------|--------|
| BA-house         | 1.15 ± 0.01 s | 3.14 ± 0.02 s |
| Benzene          | 12.10 ± 0.02 s | 13.50 ± 0.14 s |

**Table V**

Comparison of Runtime Complexities Between PAGE and XGNN on the BA-House and Benzene Datasets
The main limitation of our work mainly lies in the assumption that the number of ground truth explanations per class is available, under which we run Phase 1 in PAGEx to discover multiple clusters on the graph-level embedding space. In Phase 1, one can use various performance metrics used for the quantitative analysis to find the optimal number of clusters. As an outlook on future research, estimating the number of ground truth explanations per class before running explanation methods is an intriguing and important research topic from the fact that Phase 1 of PAGEx needs the number of ground truth explanations per class for clustering, which is however not known a priori. Additional avenues of future research include the design of model-level GNN explanation methods for the node-level or edge-level classification task.
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