The application of ridgelines in extended radio source cross-identification

B. Barkus, J. H. Croston, J. Piotrowska, B. Mingo, P. N. Best, M. J. Hardcastle, R. I. J. Mostert, H. J. A. Röttgering, J. Sabater, B. Webster and W. L. Williams

1 School of Physical Sciences, The Open University, Walton Hall, Milton Keynes MK7 6AA, UK
2 Cavendish Laboratory, Astrophysics Groups, University of Cambridge, 9 JJ Thomson Avenue, Cambridge CB3 0HE, UK
3 Kavli Institute for Cosmology, Madingley Road, Cambridge CB3 0HA, UK
4 Institute for Astronomy, University of Edinburgh, Royal Observatory, Blackford Hill, Edinburgh EH9 3HJ, UK
5 Centre for Astrophysics Research, University of Hertfordshire, College Lane, Hatfield AL10 9AB, UK
6 Leiden Observatory, Leiden University, PO Box 9513, NL-2300 RA Leiden, the Netherlands
7 ASTRON, the Netherlands Institute for Radio Astronomy, Postbus 2, NL-7990 AA Dwingeloo, the Netherlands

Accepted 2021 October 7. Received 2021 September 24; in original form 2021 July 9

ABSTRACT

Extended radio sources are an important minority population in modern deep radio surveys, because they enable detailed investigation of the physics governing radio-emitting regions such as active galaxies and their environments. Cross-identification of radio sources with optical host galaxies is challenging for this extended population, due to their morphological complexity and multiple potential counterparts. In the first data release of the Low-Frequency Array (LOFAR) Two-metre Sky Survey (LoTSS DR1), the automated likelihood ratio for compact sources was supplemented by a citizen science visual identification process for extended sources. In this paper, we present a novel method for automating the host identification of extended sources by using ridgelines, which trace the assumed direction of fluid flow through the points of highest flux density. Applying a new code, RL-XID, to LoTSS DR1, we demonstrate that ridgelines are versatile: by providing information about spatial structure and brightness distributions, they can be used both for optical host identification and morphological studies in radio surveys. RL-XID draws ridgelines for 85 per cent of sources brighter than 10 mJy and larger than 15 arcsec, with an improved performance of 96 per cent for the subset >30 mJy and >60 arcsec. Using a sample of sources with known hosts from LoTSS DR1, we demonstrate that RL-XID successfully identifies the host for 98 per cent of the sources with successfully drawn ridgelines, and performs at a comparable level to visual identification via citizen science. We also demonstrate that ridgeline brightness profiles provide a promising automated technique for morphological classification.
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1 INTRODUCTION

In order to better understand the role of active galactic nuclei (AGN) jets in galactic feedback processes one requires an in-depth knowledge of jet interactions with their surrounding medium (e.g. Hardcastle et al. 2019). Such jets are found in radio galaxies, where they demonstrate their presence through the synchrotron radiation emitted by charged particles carried out to large distances. AGN jets can reach megaparsec (Mpc) in size and are extremely powerful in terms of kinetic luminosity and radiative signatures, emitting over the entire electromagnetic spectrum (Worrall 2009; Hardcastle et al. 2016). Observations of jet interactions with their environment can reveal properties such as velocity, energy density, and magnetic field content, while measurements of the jet parameter can be used to make inferences about the environment itself (e.g. De Young 1991). Properly characterizing physical properties such as age and size for the extended sources in a radio galaxy population allows models of radio galaxy impact to be fully tested (e.g. Hardcastle et al. 2019).

Surveys such as Evolutionary Map of the Universe (EMU) with Australian Square Kilometre Array Pathfinder (ASKAP; Norris et al. 2011), the MeerKAT International GHz Tiered Extragalactic Exploration (MIGHTEE) Survey with MeerKAT (Jarvis et al. 2018), and the LOFAR Two-metre Sky Survey (LoTSS) with Low-Frequency Array (LOFAR; Shimwell et al. 2019) as Square Kilometre Array (SKA) precursors are expected to observe millions of sources each when completed. The science goals of radio continuum surveys are to understand many aspects of the Universe including the evolution of AGN (Smolčić 2016), star formation (Beswick et al. 2016; Shimwell et al. 2017), and galaxy clusters (Shimwell et al. 2017; Hardcastle et al. 2019). For all of the scientific aims of these surveys, redshifts are needed and must be obtained by finding the counterparts to radio sources in optical/infrared (IR) surveys.

Cross-identification is the matching of radio sources with optical/IR sources from other surveys, and it is an essential step towards obtaining the redshifts that are needed to determine physical quantities such as luminosity and source size. This essential task is
made difficult because of the extended nature of some radio sources (Williams et al. 2019; Kondapally et al. 2021). A further challenge for many radio surveys in obtaining redshifts is the lack of high-quality photometric data to determine good photometric redshifts. AGN are harder to obtain reliable photometric redshifts for and a method that works for one astronomical population (e.g. AGN) will not be as successful on another (Duncan et al. 2019; Salvato, Ilbert & Hoyle 2019). However, with wide area data such as the Panoramic Survey Telescope and Rapid Response System (PanSTARRS) and AllWISE, photometric redshifts can be determined provided the radio source host galaxy can be identified (Duncan et al. 2019). Upcoming radio surveys present even greater cross-identification challenges due to the increased volume of data.

Identification of possible host candidates, when cross-comparing catalogues with a range of resolutions, has often been carried out using the nearest neighbour technique (Kimball & Ivezić 2008). Although successful for some earlier surveys, this is not practical for cross-identification over multiple wavelengths as this method can produce multiple possible matches to extended sources where the nearest neighbour ID can be wrong (Kondapally et al. 2021). The likelihood ratio (LR) method (Richter 1975) helps by statistically determining when to accept a possible counterpart depending on the properties of the radio source and the potential optical/IR host. With the larger catalogues being produced by new and upcoming surveys, the increased volume of data will lead to a higher number of extended sources (or potentially multicompoment sources) observed, and multiple matches to be interpreted.

Automated methods are needed to deal with the great volume of data and to improve the characterization of extended sources. Methods of cross-identification include variations on the LR method (e.g. Richter 1975); this class of methods uses statistical determination of the likelihood of an optical/IR source being a matching counterpart to a radio source, based on parameters including separation, colour, and magnitude of the sources, along with their associated errors. There also exist techniques using Poisson probability (Downes et al. 1985) and Bayesian methods of hypothesis testing (Fan et al. 2015) for component matching of radio sources with realistic morphology. The success of the LR method can be limited by sources that are too large and complex (see Pineau et al. 2016). In some circumstances the source finder is unable to correctly group separate components of large sources, or incorrectly groups multiple sources together, and the LR is unable to correct for this (Williams et al. 2019).

In these instances when automated methods cannot be used, other visual classifications have been developed, such as Radio Galaxy Zoo (Banfield et al. 2015), where citizen science is used to identify host galaxies. This can be time consuming, as multiple classifications are needed per radio source.

In this paper, we consider a novel idea for automated host identification, and potentially morphological classification, of extended radio sources: the use of spatial information in the form of ridgelines. From the late 1970s the concept of tracing the direction of fluid flow along a jet using the radio brightness has been used, especially in the context of dynamical modelling (see Blandford, Icke & Kellogg 1978; Icke 1981; Gower et al. 1982; Condon 1984; Huntstead et al. 1984). More sophisticated ridgeline analysis and algorithmic approaches, such as the one presented in this paper, are largely associated with the very long baseline interferometry (VLBI) studies (see Britzen et al. 2010; Karouzos et al. 2012; Peruchó et al. 2012; Vega-García et al. 2019). Similar techniques have been used to study other types of source, such as the X-ray binary jet SS 433 (e.g. Blundell & Bowler 2004). Total intensity ridgelines based on the method of Pushkarev et al. (2017), where the integrated intensity is equal on both sides of the ridgeline, have been used by multiple authors to investigate properties of the ridgelines themselves, such as their spectral index and the electric vector position angle (see Li et al. 2018; Pushkarev et al. 2019; Kravchenko et al. 2020; Lico et al. 2020).

Morphological classification of extended radio sources is another process that has recently been automated, for example by LoMORPH (Mingo et al. 2019) and plays an important role in the understanding of feedback processes. Traditionally, radio-loud AGN are divided into two Fanaroff and Riley (FR) morphologies: FRI and FRII. These are defined based on the ratio of the distance between the region of highest brightness and the core on each side, and the full length of the corresponding side. If the ratio $<0.5$, where the peak of the brightness is near the core, it is an FRI and if the brightest peak is near the edge of the lobes, giving a ratio $>0.5$, it is an FRII (Fanaroff & Riley 1974). Surface brightness (SB) profiles along ridgelines therefore have the potential to be used as a means to classify extended radio sources.

In this work, we make use of SB information via ridgelines to improve the automated LR method for host identification, and reduce the number of sources going to human classification such as Radio Galaxy Zoo. In this way we both speed up the identification of an optical/IR counterpart and lower the chances of human error associated with visual inspection. We also extend our investigation to automated morphological classification, further demonstrating the versatility of ridgelines in radio astronomy. We introduce the radio and optical/IR catalogues in Section 2, followed by ridgeline code introduction and examples given in Section 3 (with more details given in Appendix A). We then use ridgelines to define and generate SB profiles in Section 4. We follow this by applying both ridgelines and the optical host properties, magnitude and colour, in Section 5. We summarize our results in Section 6.

### 2 DATA

We wish to investigate whether a ridgeline-based host identification method can obtain results comparable to those from visual analysis of extended sources. The LoTSS DR1 value-added catalogue (Williams et al. 2019) provides a large set of extended radio sources that have been classified using the LOFAR Galaxy Zoo (LGZ) citizen science approach, built on the Zooniverse platform. Although a citizen science approach was used for DR1, the classifications were performed by experts in the field that is likely to have improved the reliability of the results. In this work, we therefore adopt the DR1 LGZ identifications as the truth set used for comparing our results. We have further tested the reliability of the LGZ truth set by examining the subset of our sample of large, bright sources for which a compact Faint Images of the Radio Sky at Twenty-cm (FIRST) source consistent with a radio core is present (62 per cent of our sample), finding that for 97 per cent of sources with a bright, compact FIRST source in a plausible host location, the LGZ host ID coincides with the FIRST core. This is not surprising, as the FIRST contours were available as part of the LGZ visual process. We are therefore confident that it forms a useful truth set that represents the state of the art in host identification for large extended source samples, and so provides the best testing ground for our method, although we note that the LGZ catalogue is not perfect, with a small number of source matches resulting in incorrect IDs. As discussed in Section 6,\footnote{https://github.com/bnings/LoMorph}.

\footnote{https://www.zooniverse.org/projects/chrismpg/radio-galaxy-zoo-lofar}
optimizing the method for rejection of sources with no valid host will be the subject of future work with the upcoming second data release of LoTSS.

The data are taken from LoTSS DR1 (Shimwell et al. 2019; Williams et al. 2019), a 120−168 MHz continuum survey that covers 424 deg$^2$ of the Northern hemisphere at a resolution of 6 arcsec (giving 1 pixel $\approx$ 1.5 arcsec). LoTSS DR1 contains 318,520 sources where 73 per cent have optical counterparts (Williams et al. 2019). We selected our final sample from the 23,344 sources defined as radio-loud AGN by Hardcastle et al. (2019) and compared against the combined optical/IR Pan-STARRS and AllWISE catalogue used by Williams et al. (2019). We chose to focus on AGN during the method development stages to avoid contamination from large star-forming galaxies. We note, however, that initial testing indicates that while the method is motivated by jet morphologies, it also performs successfully on extended star-forming galaxies, because their emission is typically symmetric about the major axis with a centrally located peak. The Williams et al. (2019) data set includes fully associated components and so it is important to remember that the problem of associating components is beyond the scope of this paper. It is assumed this will be done by other means prior to the application of our methods, although there is the potential of extending the use of ridgelines to this problem as well.

The shape and sizes of the sources were obtained and catalogued using the PYTHON source detection code, PyBDSF (Mohan & Raf-ferty 2015; Shimwell et al. 2019; Williams et al. 2019). For LoTSS DR1 Williams et al. (2019) used a decision tree to select which sources were to have their hosts determined automatically and which went to a visual classification. The large and bright radio sources, most likely to require visual classification, were defined to have a major axis $>15$ arcsec and flux density $>10$ mJy. Those sources smaller than 15 arcsec with nearby companions were considered as possible unassociated components of complex sources, and were inspected again before being sent to LGZ for visual classification if needed.

We carried out initial development of the method, using a data set containing 991 of the largest and brightest sources (with total flux density $>30$ mJy and a size $>60$ arcsec, described in Sections 3 through to 5.1). Source size is a necessary input parameter for our method (see Section 3.1); however, the Williams et al. (2019) catalogued sizes are only rough approximations for complex extended sources in which multiple PyBDSF components have been associated. We therefore, instead, make use of the source sizes determined by Mingo et al. (2019) using the LOcALORPH code. The Mingo et al. (2019) sizes are calculated from an image thresholded at the higher of four times the rms and 1/50 of the peak brightness by determining the greatest distance between two non-zero pixels assumed to be part of the source. We later explore the performance of our method over a wider range in source parameters, as described fully in Section 5.5.

In order to ensure a fair comparison between the performance of our method and the identification methods of Williams et al. (2019) and LGZ, we use the same parent catalogue of potential host galaxies. The optical/IR catalogue includes the sources from Pan-STARRS 3π survey (Chambers et al. 2018) and the AllWISE catalogue (Wright et al. 2010) in the same sky area as LoTSS DR1. In total there are over 26.5 million sources that are detected in either Pan-STARRS, AllWISE, or both (Williams et al. 2019). The potential hosts in the radio sample are allowed a maximum optical error for both RA and Dec. of $<0.3$ arcsec. This selection excludes a small subset (105,407, 0.395 per cent) of potential hosts with poorly constrained positions (RA and Dec. errors over 1 arcsec) from the optical/IR catalogue that could affect the cross-matching probability. Throughout this work magnitudes are in the AB system (Oke & Gunn 1983).

3 METHOD FOR RIDGELINE CHARACTERIZATION

Using a similar approach to Pushkarev et al. (2017), we wrote a new code (RL-XID$^3$) to generate total radio emission intensity ridgelines and investigate their application towards optical host identification and morphological classification of radio sources. A ridgeline is defined as a piecewise linear pathway of connected points of highest intensity, separated by a full width of a telescope beam.

In the case of AGN jets, a ridgeline is intended to trace the direction of fluid flow. Under the assumption that jets are generated by the supermassive black holes residing at galactic centres, and that the radio emission is typically laterally symmetric about the direction of the jet flow, each ridgeline should pass through (or near to) the centre of its optical/IR host.

3.1 Methods

RL-XID$^3$ is written in PYTHON using standard packages, as well as SCIKIT-IMAG$^4$ (Van Der Walt et al. 2014), ASTROPY$^5$ (Astropy Collaboration 2013, 2018), and PYREGION.$^6$ Fig. 1 shows the workflow of the code involving three main parts, each of which are described below in detail. RL-XID acts on a set of input image arrays, to which a threshold has been applied to mask extraneous emission. The threshold is set at the higher of (i) four times the locally measured rms noise, or (ii) 1/50th of the source’s peak flux density. The latter dynamic range criterion was found to provide an optimal threshold for image analysis of bright sources in this data set by Mingo et al. (2019). There are two outputs for each input source, text files tracing the ridgeline and an image of the source with the ridgeline traced on top of it. If a source has a successfully drawn ridgeline it is defined as a Completed source, and the code generates two joint text files, each containing information on the location of the ridge points, the angular difference in radians between two consecutive points and the length of the ridgeline in pixels. The code also generates an image of the source after the image preparation steps described in the following section, with the ridge points overlaid and joined to form the ridgeline (see Fig. 2). If the code fails at any point during the process the source is deemed a Failed source and the processed image is stored and a file containing a list of all the sources and type of error is produced. The key steps in the process are shown in Figs 1 and 2.

3.1.1 Image preparation

The image is first prepared to remove any non-associated sources and extraneous emission. This confines the ridgeline process to emission contained within the source of interest. The component masking and FloodFill codes from LOcALORPH (Mingo et al. 2019) are applied in order to mask nearby non-associated PyBDSF components, and remove extraneous emission not related to associated components from the cut-out. The component masking and flood-fill stage enables the masking of all emission not associated with the source, and

$^3$https://github.com/BonnyBlu/RL-Xid/tree/main/LOFAR/DR1
$^4$https://scikit-image.org/
$^5$https://www.astropy.org/
$^6$https://pyregion.readthedocs.io/en/latest/
Figure 1. The workflow of RL-XID. There are three main stages in the code: image preparation, initial ridgeline detection, and ridgeline tracing. The various routes by which the code can produce an error and pass the source out as a Failed are shown with the dashed lines. The different processes carried out by the code are shown in the rectangular boxes with the decision restrictions in the diamond boxes. The full sample size is given in the image box and the number of sources passed out as each type of Failed is given, as a percentage of the full sample (black text) and as a percentage of the total number of Failed (blue text). The final number of Completed and Failed sources is given as a percentage of the full sample. A detailed description of the process is given in Section 3.1.
is explained in full detail in section 2.2 of Mingo et al. (2019). In summary, a mask is made that contains all pixels within the Williams et al. (2019) catalogued Gaussian components associated with the source, and excludes any nearby components catalogued as not associated; the PYTHON SKIMAGE.MEASURE label\(^7\) routine is then used to identify connected islands of emission, which are used to extend the source’s outer boundary beyond the Gaussian components to include any connected emission. In this way a source mask is generated that excludes background noise, artefacts, and faint uncatalogued sources, as well as nearby bright sources. This careful masking of unassociated emission from around the source is essential to ensure the ridgeline traces only associated emission and does not extend beyond the boundary of the source. Finally, the image is smoothed through a convolution using a cross-shaped, centre-weighted kernel. The convolution is performed to help remove any localized edge effects due to the component masking. Erosion is a SKIMAGE.MORPHOLOGY function\(^8\) that is performed, using an octagonal kernel, to emphasize the brightest regions in the image above a given threshold. The octagonal kernel represents the LOFAR beam shape, and as the erosion function minimizes the pixel values over this area (centred on the centre pixel), this highlights the brighter areas whilst enlarging the fainter ones. The erosion and convolution kernels were carefully tested to make sure that the optimal size and weight were used to balance the amount of image eroded and noise remaining. A kernel size of just below beamwidth was found as optimal; see Figs 1 and 2.

3.1.2 Initial ridgeline detection

As the ridgeline is intended to trace the pathway of highest flux density in the radio source, the maximum brightness inside the source region is taken as the initial point. This maximum is calculated as the pixel inside the source region with the highest value. This guarantees the ridgeline passes through the brightest point of the source, which in many cases will coincide with an AGN core or hotspot region, which we would also expect to lie along the ridgeline and so acts as a satisfactory starting point.

The initial directions, in which RL-Xid searches for the ridgeline steps, are determined by finding the first two local maxima closest to the initial point. If there is only a single maximum found, then the complementary direction at \(\pm \pi\) rad is taken (see Fig. 2). If no direction can be determined, the initial point is masked, and a new maximum is located by taking the pixel with the next highest value within the source regions. The erosion and direction-finding processes are iterated until starting directions are found or a maximum number of iterations are achieved (see Fig. 1). The initial directions form the centres of two initial search sectors. As given in Table 1 the step size of the code, \(R\), is set to 5 pixels. This is roughly the same size as a beam’s width, with 1 pixel \(\approx 1.5\) arcsec and an angular resolution of 6 arcsec. Further optimization of \(R\) may improve the performance of the code in particular situations. After exhaustive testing, a half-sector size was set as \(d\phi = 60^\circ\). This produces optimal results between ridgelines that are too straight to be representative and those that, in some situations, tended to turn back towards the centre rather than continuing along the extent of the source.

\(^7\)https://scikit-image.org/docs/dev/api/skimage.measure.html#skimage.measure.label

\(^8\)https://scikit-image.org/docs/dev/api/skimage.morphology.html#skimage.morphology.erosion

---

**Figure 2.** Three images showing the process of generating a ridgeline (1 pixel \(\approx 1.5\) arcsec). (a) The source cut-out before the ridgeline process takes place. (b) A close up of the source after it has been eroded, showing enhancement of the brightest regions. (c) A zoomed-in image to illustrate the different stages of the ridgeline process (see text for full description). The black cross is the initial starting point, the magenta triangles represent the search sectors, the cyan dots represent the located ridge points, the white circles represent the masked out areas around the previous points, and the red arrows show how the points are joined together to form the final ridgeline.
Table 1. A list of the adjustable parameters in the code. The name of the parameter is listed along with the current value used with LoTSS DR1, and a description of how it is used. These parameters are likely to require adjusting according to survey specifications.

| Parameter | Value (units) | Description |
|-----------|---------------|-------------|
| \(R\)     | 5 (pixels)    | Starting step size between each ridge point. Set to LOFAR beam size in pixels. |
| \(\phi\)  | 60 (°)        | Half-size of the search sector. |
| \(r_{\Delta}/d_{\Delta}\) | \(\pm 0.00041667\) | The degree to pixel coloured conversion factor, currently set to the LoTSS configuration. |
| \(\text{Rad}\) | 2.5 (pixels) | Radius of the mask over an unsuccessful initial point determination. Set to the resolution of the LoTSS beam. |
| \(\text{ipit}\) | 6 | The number of iterations of reattempts on the initial point function. |
| \(R_{\text{max}}\) | 0.95 \(\times\) source size | The total length permitted for each half of the ridgeline. |
| \(J_{\text{lim}}\) | 0.4 \(\times\) source size | The limit on the ridgeline length at which it is permitted for the algorithm to perform a ‘jump’. |
| \(J_{\text{max}}\) | Source size | The maximum distance to which a ridgeline can search when performing a ‘jump’. |

3.1.3 Ridgeline tracing

Having masked all but the initial search sectors, an annular slice of the sector is searched for a maximum brightness value. This slice is created by masking the previous point and any points greater than \(R\), typically leaving only a segment of pixels, as shown in Fig. 2. If the search area is empty, the search is repeated; increasing the width of the segment by increasing \(R\) 1 pixel at a time. This continues until either a value is found, or \(R\) has increased to be greater than \(R_{\text{max}}\); see Table 1. The \(R_{\text{max}}\) parameter, which sets the overall ridgeline maximum length, is set to a value related to the input catalogued source size, obtained as described in Section 2. The motivation for relating \(R_{\text{max}}\) to source size is that we would expect for typical morphologies, allowing for source bends, the overall ridgeline length is unlikely to exceed the total source extent by more than a factor of \(\sim 2\). As we generate the two ridgeline halves separately, and in some cases the starting point is not the source centre, there is a trade-off between the edge cases of (i) highly asymmetric sources that should not be restricted from completing their path and (ii) complex, more amorphous objects where too large a value of \(R_{\text{max}}\) will lead to a ridgeline that continues to explore regions of lower dynamic range after it reaches close to the source edge, leading to ‘looping’ (see Appendix A). Our strategy of increasing \(R\) where emission is not found within the search region allows the ridgeline to jump any nearby gaps in emission, for example in an FRII morphology where an emission-free region between the two lobes may be present; this is demonstrated in Fig. 3.

Once a maximum point has been determined it becomes the starting point for the next step. The previously identified point is recorded and masked out in a circle of radius \(R\). This prevents any future searches in the area from selecting the previous points or nearby points within a beam area. A search sector is created on the newly identified starting point, with a direction centred using the brightness-weighted average of the previous annular search slice, see Fig. 2. From here the point determination is repeated. Again, if the search area is empty, \(R\) is increased until a new point can be found (i.e. the ridgeline is permitted to ‘jump’ empty regions), or restrictions are met. Here the length is restricted again to \(R_{\text{max}}\); however, the jump is only permitted if the ridgeline is under \(J_{\text{lim}}\) and must not exceed \(J_{\text{max}}\) in total, see Table 1 for definitions and values. This helps prevent the ridgeline from extending to any possible remaining external unassociated emission.

Similarly to \(R_{\text{max}}\), the values of \(J_{\text{max}}\) and \(J_{\text{lim}}\) were determined through a series of tests and visual checks for quality, and will need to be adjusted for different surveys. These values optimized the successful outcomes and the quality of the ridgelines by reducing issues such as extending to nearby sources, and maximizing the number of FRII jumps achieved.

After the first point in each direction has been determined, the process iterates until ridge points can no longer be located. The ridgeline is completed when the restrictions are met, or when no viable points are found within the search sector, as shown in Fig. 1. The final step outputs the information about the ridgeline’s individual points as a text file. This includes the location of the ridge points in pixels, the angular direction of the ridge points in radians, and the length of the ridgeline. An image of the source with an overlay of the ridge points plotted and connected (see Fig. 3) is saved for visual comparison. Using Fig. 2 the complete ridgeline definition process can be summarized as:

(i) initial point is found (black cross);
(ii) initial direction and search sectors are located – If not, source flagged as a Failed;
(iii) initial points are determined – If not, flagged as a Failed;
(iv) search sectors are placed at the first ridge points in the direction from the initial point (magenta triangles are examples of how the sectors appear);
(v) new ridge points are determined (cyan dots) – If the search area is empty the step size can increase to allow for bridging of gaps in emission;
(vi) previous points are masked around, with a radius one step size (white circles);
(vii) the most recent ridge points are used for search sectors;
(viii) repeat steps (iv)–(vii) until the end of the source is reached, or the ridgeline is greater than \(R_{\text{max}}\);
(ix) ridgelines are completed for both directions;
(x) the information about the ridgeline is printed to a text file and an image of the source is produced with the ridge points (cyan dots) joined together (red arrows), leading out from the initial point (black cross) overlaid on it.

Throughout the ridgeline creation process there are steps where the code can fail and output a Failed source, see Fig. 1. During the FloodFill process, cataloguing errors and mismatching component information causes the sources to fail. There is a chance a source may fail the Erosion process, mainly due to rare catalogue errors creating empty source images. The Failed source is designated as having an ID Out of Region when these catalogue errors produce incorrect cut-outs; the initial point is deemed to be outside the initial search area. Assuming no cataloguing errors occur, if the initial point iterations exceeds the ipit parameter (see Table 1 for definition and value) without finding initial directions, then the source has failed due to lack of suitable initial points. Likewise, when searching for the first points, if a value is not found within \(R_{\text{max}}\), the source is classed as a Failed. This may occur when the initial point is on one lobe and the diagonal distance to the other lobe is greater than \(R_{\text{max}}\), or where the initial point is on the edge of the source and there is...
Figure 3. The figure shows four examples of successfully drawn ridgelines (1 pixel \(\approx\) 1.5 arcsec). (a) A simple straight source with a ridgeline. (b) A more complex, curved source demonstrating the ridgelines capacity to follow the path of the radio galaxy. (c) A wide-angled tail radio galaxy with the morphology clearly demonstrated with the ridgeline. (d) An example where the ridgeline has successfully jumped from one part of the emission to another in an FRII.

no first point to be found in one direction. Both first points must be found for a source to continue to Completion.

3.2 Results

This ridgeline drawing process has two possible outcomes: Completed, where a ridgeline has been drawn, or Failed. These outcomes are discussed in detail in Appendix A. For 95.9 per cent of our sample the code Completed. This generates output files containing the numerical and graphical information. Examples of Completed sources can be seen in Fig. 3, where a variety of ridgelines are shown demonstrating how they can pick out simple, straight structures in Fig. 3(a), to more complex, angled sources in Fig. 3(b). This complexity can lead to distinguishing different morphologies such as wide-angled tail (Fig. 3c) and narrow-angled tail sources. The Completed data set are described in detail in Section A1; and the Failed outcomes discussed in more detail in Section A2.
Both the location of a minimum value along the ridgeline: SB profiles were split into four different groups depending upon the position of any dips or peaks. The profiles were classified according to the location of any dips or peaks. For host identification and morphological classification, the profiles may be used as part of the optical identification process and for morphological classification. The SB profile is the measurement of SB of the radio source at each point along the ridgeline. A brightness-weighted average of nearby pixels is plotted for a graphical representation of the profile of the ridgeline. The SB profile shows the dips and peaks in brightness along the ridgeline. Using the definition of FR classification (described in the Introduction), it is expected that sources with FRI-type morphology will have SB peaks near the centre of their ridgelines. Likewise, those with an FRII-type structure will have two distinct peaks towards the ends of the ridgeline, demonstrating the difference between FRI and FRII-type structure. It is expected, as the ridgeline will commence or terminate at the edge of the source, possibly in an empty part of the array. If the lowest point is at the end of the ridgeline the next lowest point is chosen and checked. The three points are checked in ascending order until one point not at the end of the ridgeline is found. The location of this point along the ridgeline is compared with the middle 30 per cent of the ridgeline. If it lies in this region the source is classified as having a dip.

The ridge point with the highest associated SB is labelled the peak and its location is checked against the middle 30 per cent of the ridgeline. If only the maximum value and not the minimum value is in this region the profile is designated a Peak. For those profiles where both a dip and a peak are found in the central region they are classified as Both, and if neither are found they are classified as Neither.

4 SURFACE BRIGHTNESS PROFILES

In addition to recording the positional information, RL-XID also records a surface brightness (SB) profile along the ridgeline, which may be used as part of the optical identification process and for morphological classification. The SB profile is the measurement of SB of the radio source at each point along the ridgeline. A brightness-weighted average of nearby pixels is plotted for a graphical representation of the profile of the ridgeline. The SB profile shows the dips and peaks in brightness along the ridgeline. Using the definition of FR classification (described in the Introduction), it is expected that sources with FRI-type morphology will have SB peaks near the centre of their ridgelines. Likewise, those with an FRII-type structure will have two distinct peaks towards the ends of the ridgeline, demonstrating the difference between FRI and FRII sources; see Fig. 4.

4.1 Categorization of the surface brightness profiles

In order to look at the SB profiles in more detail and use them for host identification and morphological classification, the profiles were classified according to the location of any dips or peaks. The SB profiles were split into four different groups depending upon the location of a minimum value along the ridgeline: Dips, Peaks, Both, and Neither. We considered the optimally sized central region within which a peak or dip is expected to fall, and found the central 30 per cent of the source gave the best results. This method differs from the original FR classification (Fanaroff & Riley 1974) where they excluded any compact component situated on the central galaxy, and calculated their ratio from this central location.

If only a minimum value occurs within the middle 30 per cent of the length of the ridgeline, then the SB profile is classed as a Dip. In order to determine if a minimum value is contained in the middle 30 per cent the lowest three values of the SB profile are taken. As the dips are meant to be global minima that are also not the minima associated with the ends of the ridgeline, we start with the lowest; the first step is to check to see if it lies at the end of the ridgeline. This is expected, as the ridgeline will commence or terminate at the edge of the source, possibly in an empty part of the array. If the lowest point is at the end of the ridgeline the next lowest point is chosen and checked. The three points are checked in ascending order until one point not at the end of the ridgeline is found. The location of this point along the ridgeline is compared with the middle 30 per cent of the ridgeline. If it lies in this region the source is classified as having a dip.

The ridge point with the highest associated SB is labelled the peak and its location is checked against the middle 30 per cent of the ridgeline. If only the maximum value and not the minimum value is in this region the profile is designated a Peak. For those profiles where both a dip and a peak are found in the central region they are classed as Both, and if neither are found they are classed as Neither.

4.2 Comparison with LoMORPH

As the data are a subset of the sample from Mingo et al. (2019) this method of subdividing the SB profiles could be compared to LoMORPH's classification of these radio sources to investigate the potential of ridgelines for morphological identification. It should be noted that the LoMORPH's classification excludes any compact component situated on the central galaxy. The LoMORPH's classification of the sample sources as Star-Forming, Double-double, Fuzzy blobs, Core-bright, and Bad were left out, leaving a clean sample (88 per cent of the SB profiles) of FRI [including wide-angle tail (WAT) and narrow-angle tail (NAT)], FRII, and hybrids. This was done as a starting point to assess the capabilities of RL-XID to perform simple morphological classifications. The final sample from Mingo et al. (2019) consists of 2106 sources of which ∼60 per cent are FRI, ∼20 per cent FRII, and ∼20 per cent are hybrid. In comparison the final SB groups show similar percentages across the Dip and Peak groups (see Table 2).

Fig. 5 shows a high number of FRI sources having SB profiles in the Peak group and the majority of the Dip SB profiles as matching sources with FRII classification. As WATs and NATs are subsets of FRIs (Owen & Rudnick 1976; Rudnick & Owen 1976; O’Dea & Owen 1985; Hardcastle & Croston 2020), it is expected that they make up a high number of the Peak SB profiles. Likewise, as FRIs
and hybrids are thought to have similar morphologies (Mingo et al. 2019; Harwood, Vernstrom & Stroe 2020), the Dip SB profiles will contain a high number of these classifications. Since Hybrids are a heterogeneous population (Mingo et al. 2019), unsurprisingly they do not fit neatly into any of the categories. This is the most likely cause of the high number of Hybrids in the Both SB profile group where both a peak and a dip were found in the central region. Likewise, some FRIIs have a structure with a bright central core and emission gaps between lobes; this will increase the number of FRII classified sources likely to appear in the Both SB profile group. Interestingly, the Neither SB profile group has a higher FRII content. This group appears to be made up of sources with a fairly uniform SB, so unambiguous classification by any method is challenging. Table 2 and Fig. 5 demonstrate a link between the presence of a dip or peak in the middle 30 per cent of the ridgeline, matching each LoMORPH’s classification.

In addition to using the SB information for morphological classification, we also wanted to explore its use in host identification. For this purpose, we identified a location that characterized the most likely host location given the SB profile. Taking the Dip SB profiles, which can be considered to have an FRII like morphology with two outer peaks, the ridge point corresponding to the location of the dip was recorded. All other sources recorded the ridge point at which the maximum occurred. For the Peak SB profiles, this was because of their FRII like morphology coinciding with a central peak; for the Both SB profiles this included those with FRI-like tendencies and those FRIIs with bright central cores. For the Neither SB profiles, the peak was taken as a starting point to work with. In each group the distance between the host galaxy for this source and the corresponding dip or peak is considered to be the SB separation used in later calculations.

In conclusion, we have shown that RL-XID is extracting useful morphological information. Future work is planned to develop this capability of the code further to enable more sophisticated classifications.

### 5 INCORPORATING RIDGELINES INTO HOST IDENTIFICATION

Cross-identification for extended sources is an inexact science and automated methods are becoming increasingly necessary to handle large volumes of data containing increased numbers of extended or multicomponent sources. The aim of our work is to develop the optimal LR method for complex extended sources, incorporating spatial information from the ridgelines and existing catalogue information. This section compares how well several different definitions of the host-galaxy/radio source positional offset parameter (hereafter called ‘separation’), and defined for each case considered in Section 5.1) perform within a maximum likelihood approach applied to extended sources whose hosts were originally matched through LGZ. Building directly on Williams et al. (2019)’s work, ‘radio’ refers to the PyBDSF radio source catalogue (LoTSS) and ‘optical’ refers to the matching catalogue (PanSTARRS/AllWISE), even though it contains IR sources.

Williams et al. (2019) used two methods to determine the optical/IR counterparts of a radio source. The first is a LR that identifies the counterpart in a statistical fashion. Based on work by Richter (1975), de Ruiter, Willis & Arp (1977), and Sutherland & Saunders (1992) the ratio of the probability of a source being a true counterpart to it being a random interloper is used to statistically investigate whether an object at one wavelength is the correct counterpart to an observed object at another wavelength. Williams et al. (2019) considered magnitude, colour, and distance from the radio source and its potential counterpart, taking into account the uncertainties of each, and selected the host based on the LR for all radio sources <30 arcsec in size and all PyBDSF components <30 arcsec in size that may have been incorrectly combined into larger sources.

Out of the ~320 000 sources in the LoTSS catalogue ~12 000 went to LGZ for visual classification (Williams et al. 2019). Of the 950 sources analysed in this paper and classified as Completed, 99.8 per cent (948) had their optical ID’s determined via LGZ. In the following sections these 950 sources have been used to investigate our adaption of the LR method described by Williams et al. (2019) to incorporate ridgeline information.

#### 5.1 Separation parameters

Williams et al. (2019) use the separation between the flux-density-weighted LOFAR catalogue radio position and the position of the possible optical counterpart. This method assumes the true radio and optical source positions are the same, and any separation between the radio source and its counterpart is due to statistical uncertainties. In what follows we use the ‘Centroid distance’ to refer to this separation measure; however, as discussed in Section 5.4, we relax the underlying assumption regarding the statistical origin of deviation between host and radio centroid so as better to reflect the nature of extended source behaviour. We use Centroid distance as a comparison to our ridgeline separation measure in the analysis which follows.

The ‘Ridge distance’ is the shortest separation between a possible counterpart and the ridgeline. It is the perpendicular distance determined using the line segment joining the nearest two consecutive ridge points to the possible counterpart. If the perpendicular line from the counterpart lies outside the line segment on the ridgeline, then the distance to the closest ridge point is used. Similarly to the original method the assumption is that within uncertainties the true host should lie on the ridgeline. The SB separation, consisting of the distance of the host to the morphological central feature, i.e. peak

---

**Table 2.** The percentage of surface brightness (SB) profiles that are classified as either an FRI, FRII, or hybrid, in each of the Dip and Peak groups.

| Classification | Dip (per cent) (number) | Peak (per cent) (number) |
|----------------|-------------------------|-------------------------|
| FRI            | 16 (35)                 | 71 (262)                |
| FRII           | 59 (129)                | 11 (40)                 |
| Hybrid         | 25 (56)                 | 18 (67)                 |

**Figure 5.** The four surface brightness (SB) groups separated into by-eye classifications. This shows the percentage of each group, defined by the presence of a peak or dip in the central 30 per cent of the ridgeline, matching each LoMORPH’s classification.
or dip, as described previously (see Section 4.2) is the third distance parameter that can be considered.

We carried out preliminary testing using only the radio parameters to investigate the performance of the three separation parameters. This demonstrated the promise of using a ridgeline-based distance measure and also showed that combining with a radio centroid-based measure showed potential. Our tests showed that whilst the ridge distance performed comparably to the centroid distance, the best results were obtained by taking the geometric mean of the two, rather than just taking the possible counterpart with the highest LR using either separation. The SB distance measure performed less well and so has not been applied further in this work; however, its use could be further explored after future code refinements such as smoother profiles and improved peak detection.

5.2 Application of magnitude and colour

The combined optical catalogue of Pan-STARRS and AllWISE sources has had no pre-filtering for astronomical objects such as star-forming galaxies, or stars. Radio jets are known to be associated with hosts of particular colours and magnitudes, leading Williams et al. (2019) to apply these parameters in their LR.

The LR Williams et al. (2019) used to statistically investigate whether a source observed at one wavelength is the correct counterpart (or host) to a source in another wavelength is calculated as the ratio of the probability of the source being the correct counterpart over being a random source. This is given by

\[
LR = \frac{q(m, c) f(r)}{n(m, c)}, \tag{1}
\]

where \(q(m, c)\) is the a priori probability of a radio source having a counterpart of magnitude, \(m\) (split into fixed colour bins, \(c\)), and \(n(m, c)\) is the sky density per unit area (arcsec\(^2\)) of objects at this magnitude (split into the same colour bins, \(c\)). \(f(r)\) is the probability distribution of the offset between the optical source and the flux-density-weighted centroid position host offsets, from checking with LGZ. This can help counter any biases from using only the known hosts as it is an almost even divide between both counterparts and the whole population.

5.3 Calculating \(q(m, c)\) and \(n(m, c)\)

In order to determine the probability distribution that reflects the true distribution of host properties three alternative routes were considered for \(q(m, c)\) and tested using only the magnitudes.

(i) The first method investigated was the original technique by Williams et al. (2019). This searches for sources with matching magnitudes across all nearby sky patches, for all given radio sources. However, Williams et al. (2019) were aiming to cross-match to the full radio population and the extended sources being studied here may well have a different range of properties.

(ii) The second distribution was created by selecting the closest optical source to each LOFAR catalogue position. These were selected because ~50 per cent of these are known to be true counterparts, from checking with LGZ. This can help counter any biases from using only the known hosts as it is an almost even divide between both counterparts and the whole population.

(iii) The final distribution was generated from the population of 950 known hosts, as this is the best representation of the host properties of complex, extended sources classified by LGZ. This is likely to give overly good results when applied to the same population, but better reflects the most appropriate approach to take with future LOFAR survey sky areas where we can make use of the improved knowledge developed with LoTSS DR1.

For (ii) and (iii) kernel density estimators (KDEs; Pedregosa et al. 2011) were generated (Gaussian kernel, bandwidth = 0.2, bin size = 0.05) for both the \(i\) band and the W1 band. Out of all three methods, using the \(q(m)\) in (iii) very slightly outperforms the other two methods by at most less than 0.5 per cent, and so we adopted option (iii) as this best represents the population of extended sources.

Because of the large number of sources in the optical catalogue a random sample of 50,000 were selected to form a 2D KDE (Gaussian kernel, bandwidth = 0.2, bin size = 0.05) for colour and magnitude in both bands for \(n(m, c)\). Multiple samples were run and checked to make sure they maintained the same properties.

5.4 The separation probability function

Williams et al. (2019) define \(f(r)\) as the probability distribution of the offset between the optical source and the flux-density-weighted LOFAR catalogued position. We have taken \(f(r)\) to have the form

\[
f(r) = \frac{1}{2\pi\sigma^2} e^{\frac{-r^2}{2\sigma^2}}. \tag{2}
\]

Using the previous distance-based investigations the best results were achieved through taking the geometric mean of the \(f(r)\) of the centroid distance and the ridgeline distance. We therefore tested the magnitude and colour LR formulation with the outcomes of \(f(r)\) for each of the ridgeline and centroid distance definitions separately. We note the formally correct distribution for the ridgeline distance parameter is a 1D rather than 2D Gaussian. The method performance for the Ridge distance is not found to differ significantly if a 1D or 2D Gaussian distribution is used.

The for Ridge separation, maintaining the assumption that the host will lie on the ridgeline within positional uncertainties gives \(\sigma^2 = \sigma_{\text{rad}}^2 + \sigma_{\text{opt}}^2 + \sigma_{\text{ast}}^2\). The astrometric uncertainty between the optical and radio catalogues was chosen to be \(\sigma_{\text{ast}} = 0.6\) arcsec from Williams et al. (2019); the optical positional uncertainty for each source, \(\sigma_{\text{opt}}\), is taken from the optical catalogue and, after extensive testing, we took \(\sigma_{\text{rad}}\) to be 3 arcsec (2 pixels). The choice of \(\sigma_{\text{rad}}\) is related to the step and sector size (\(\varphi\) and \(\varphi_d\)), and is the optimal setting for the LR given the systematic uncertainties producing some of the issues discussed in Appendix A.

For the Centroid separation, as \(\sigma\) represents the assumed width of the distribution of the separation, \(r\), we used the known distribution of catalogue/host offsets for extended sources from LOFAR DR1 to derive empirically that \(\sigma = 0.2\) in units of the source size (i.e. the host is typically within the central 40 per cent of the radio source extent). This empirically derived distribution better accounts for the known broad distribution of the centroid position host offsets, with the centroid separation taken as the distance from the possible counterpart to the LOFAR catalogue position as a fraction of the size of the source as given by Mingo et al. (2019). Our method emphasizes the possible counterparts that are within the size of the source, whilst reducing the impact from those further out.

As we are matching this set with the known hosts from LGZ, all of which have AllWISE identifications, we chose to use only the W1 magnitude as a parameter in equation (1). LGZ found many instances where an AllWISE source was present in the expected location of a host, particularly for small double radio sources, but
XID was applied to all sources in the Hardcastle et al. (2019) AGN sample, where the ridgelines successfully drew, 28.7 per cent (971) were already identified through their LR method. For the 3263 where the hosts were correctly identified through RL-XID, 29.6 per cent (965) were already known. For the remaining 121 unidentified ones, 5.0 per cent (6) were already identified. In summary RL-XID was able to identify an additional 58.2 per cent (2298) hosts in the selected full AGN sample compared to the LR in Williams et al. (2019).

Of the 562 AGN meeting the size and flux density requirements, for which ridgelines could not be drawn, most failed due to catalogue errors or the sources being circular and centre bright. This structure is ideal for identification through the original LR method and indeed 64.1 per cent (360) of these hosts have already been identified in this way, and it is therefore unlikely that these sources would need to be identified using RL-XID. For the remaining sources where a ridgeline could not be drawn, using the centroid is a viable method for determining counterparts.

### 6 SUMMARY

In LoTSS DR1 a LR method was used to determine the majority of IR/optical counterparts. This statistical determination works very well for small, compact sources. However, for larger, extended sources or those with a more complicated structure, for example, where blending of multiple sources may occur, the citizen science project LGZ was used to determine the host galaxies.

As an alternative to this labour-intensive process we have developed RL-XID to draw ridgelines and perform cross-identification for extended radio sources. This method requires a given radio catalogue with correctly associated radio components for the non-single component sources. In the full DR1 sample ∼76 per cent (2984) of the sources were considered to be single component sources, therefore at least 25 per cent of sources would have to be associated. In this paper, we demonstrate the following.

(i) RL-XID was able to draw ridgelines on 85.8 per cent of the LoTSS DR1 sample of sources over 10 mJy and 15 arcsec, including 95.9 per cent of the sources over 30 mJy and 60 arcsec.

(ii) Of the ridgeline sample group for the largest and brightest sources (over 30 mJy and 60 arcsec), RL-XID was able to correctly identify 95.5 per cent of the hosts, using the union of the Centroid and Ridge distance parameter results for the LR function. For the full LoTSS DR1 ridgeline sample, using the same method, 98.0 per cent were correctly identified.

(iii) The fainter (between 10 and 30 mJy) and smaller (between 15 and 60 arcsec) source subset had 99.0 per cent hosts correctly identified, mostly likely due to a smaller possible optical population surrounding the source.

(iv) We have shown that the most successful method to be applied to a new data set for which hosts are unknown is the combined Centroid and Ridge probability distribution function for separation.
the LR found 82.7 per cent of the full DR1 sample hosts, where the previous LR method had found 33.7 per cent. RL-XID identified 49.0 per cent more hosts, significantly reducing the number of possible sources requiring cross-identification via LGZ, though association will still need to be performed. This proportion could be increased by applying the centroid distance parameter only in cases where a ridgeline could not be drawn.

(v) Preliminary results demonstrate the effectiveness of SB profiles as a complementary method of automated morphological classification that is well matched to the outcomes of LOFAR (Mingo et al. 2019).

This method shows the potential of automated methods for cross-identification to be applied to extended sources. The intention is for this method to be used in conjunction with the already existing LR method for DR2 of LoTSS to help identify IR/optical counterparts and reduce the number of sources requiring classification via the public LGZ. The testing of RL-XID was carried out on data with known hosts and pre-associated sources, so minor improvements were applied when run on the LoTSS DR2 data set. This includes a LR threshold, chosen to reject objects with no visible host, and code performance improvements, as more information about the true distribution of the host properties is incorporated. Preliminary testing of RL-XID on the LOFAR DR2 is already showing good performance results and as mentioned in Section 2 pre-filtering for AGN does not appear necessary.

This method can be applied to data from surveys other than LOFAR, for example it is currently being applied to a sample of MeerKAT data. As well as being used for identifying host galaxies, RL-XID has shown the ability to be a useful tool in helping to automate other processes such as morphological classification through SB profiles.
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APPENDIX A: RL-XID RESULTS

There are two possible outcomes of the ridgeline drawing for each source. Completed, where the code has managed to find two initial directions, first points and a series of points leading from them. Completed sources create individual files holding information about the ridgelines. The other possible outcome is a Failed, where the code has failed at any of the possible points described above. These Failed are recorded in an output file. The sample of 991 had a 95.9 per cent success rate (41 Failed, see Table A1); this is discussed in more detail below.

A1 Completed

A Completed source is one where the code managed to complete and draw a ridgeline in two directions from the initial point. A visual inspection of the Completed sources was carried out to check the quality of the ridgelines. Low-quality ridgelines fall into two categories: those which are caused by rare cataloguing errors and those where the code has produced a ridgeline containing analytical issues, as discussed below. These have produced ridgelines that are faulty or misleading in some aspect. They may not necessarily be unusable depending on the application of the ridgelines. The cataloguing errors occur with the Erosion and FloodFill functions. Overlapping, unassociated sources, or misidentified components in the catalogue can lead to large parts of the source being masked out, see Fig. A1. The code will have attempted to draw a ridgeline for these sources given the emission present with varying degrees of success. These cataloguing errors are evident in 1.5 per cent of the sample: 1.1 per cent in the Completed sources (see Table A1) and

![Figure A1](https://academic.oup.com/mnras/article/509/1/1/6408496/13)

**Figure A1.** An example of a low-quality ridgeline produced from a masking or flood-fill error (1 pixel ≈ 1.5 arcsec). A large portion of the source has been masked either through an coloured overlapping source or a misidentified region, causing a completed but inaccurate attempt at a ridgeline.
Figure A2. Examples of the analytical issues creating low-quality ridgelines in the successful sample (1 pixel ≈ 1.5 arcsec). These are explained in detail in Section A1. (a) An example of an extended issue where the ridgeline has extended to nearby unassociated emission. (b) A ridgeline containing a full loop. (c) An example where the end of the ridgeline has turned back on itself for at least three steps. (d) This ridgeline is an example where the FRII gap has not been bridged. (e) Because of the even emission of this source the both halves of the ridgeline have travelled in the same direction. (f) On inspection this source would appear to be a narrow angle tail source, the ridgeline drawn does not represent this. (g) The ridgeline does not represent the source and is instead transverse to the expected direction. (h) The ridgeline has stopped short of the end of the source. (i) The ridgeline has bridged the gap in the emission, however it is not long enough to reach the end of the source.

0.4 per cent in the Failed. Examples of the analytical issues are shown in Fig. A2 and described below, stating their percentage occurrence within the successfully drawn ridgelines.

(i) Extended (2.1 per cent) (Fig. A2a). The ridgeline has jumped or extended out of the apparent source into nearby, unassociated emission. This is due to incomplete masking or flood filling, or catalogue errors.

(ii) Looping (5.5 per cent) (Figs A2b and A2c). The ridgeline has managed to create a full loop in its pathway or has looped back at the ends. Full loops are more often found in large sources where the masking around the previous points fails to prevent a circular pattern from occurring. For a source to be classed as having a loop back the ridgeline has to take three or more steps returning towards the centre, without indication in the image of an associated tail or back flow in the location of these ridge points.
Table A1. Results from the ridgeline drawing stage of RL-XID on the sample of 991 sources. It gives the percentages of Completed and Failed along with the catalogue errors and analytical issues as a ratio of the whole 991 sample and of each group.

|                         | Sample (per cent) (991) | Completed (per cent) (950) |
|-------------------------|-------------------------|---------------------------|
| Completed (950)         | 95.9                    | -                         |
| Masking                 | 1.1                     | 1.2                       |
| Extended                | 2.0                     | 2.1                       |
| Looping                 | 5.3                     | 5.5                       |
| Failed to FRII          | 1.0                     | 1.1                       |
| Same direction          | 0.8                     | 0.8                       |
| Not representative      | 1.8                     | 1.9                       |
| Too short               | 1.7                     | 1.8                       |
| Failed (41)             | 4.1                     | Failed (per cent)         |
| FloodFill               | 1.1                     | 27                        |
| Erosion                 | 1.5                     | 37                        |
| Initial ID out of region| 0.9                     | 22                        |
| Unable to find initial directions | 0.5 | 12 |
| Unable to find first ridge point | 0.1 | 2 |

(iii) FRII jump failed (1.1 per cent) (Fig. A2d). The ridgeline on some FRII sources did not make the jump over the central emission gap, or over a gap from the central core to one of the outer hotspots.

(iv) Both same direction (0.8 per cent) (Fig. A2e). Both ridgelines have travelled in the same direction from the initial point. With sources that have very even emission around the initial point this can lead to both ridgelines heading in the same direction.

(v) Not representative (1.9 per cent) (Figs A2f and g). The ridgeline does not represent the believed pathway of the jet. In these instances the correct path has not been determined and the ridgeline has often travelled transverse to the source as in Fig. A2(g) or has been unable to correctly distinguish the separation between tails, Fig. A2(f).

(vi) Too short (1.8 per cent) (Figs A2b and i). The ridgeline is too short for the source. This may occur after an FRII jump and might be because of the length restriction in place in the code (see earlier discussion in Section 3.1.3).

The breakdown of how many catalogue errors and analytical issues are present in the sample is given in Table A1 along with the percentages in terms of the sample as a whole and of the Completed sources. From Table A1 the catalogue errors account for ∼1 per cent and analytical errors for ∼13 per cent of the Completed outcomes. It is intended in future releases of the code to further reduce the effects of these errors.

As the initial point is the point of maximum flux density it is expected this will coincide with the AGN core or hotspot region, and for the purposes of cross-identification may be situated near to the possible optical counterpart. Regardless of the analytical issues the initial point is still present on the ridgeline and this allows for cross-identification to take place in the majority of cases. All of these analytical issues are morphological in nature, therefore up to ∼13 per cent of the Completed sources could produce morphologically misleading ridgelines. As the Completed ridgeline output files contain further information regarding the location of the ridge point on the array, the length of the ridgeline, and the angular change in the ridgeline, further work investigating these properties could be affected in ∼13 per cent of the results.

A2 Failed

There are five possible ways for the code to produce an error; this produced 41 (4.1 per cent) instances of Failed sources. Two instances, Erosion and FloodFill, fail through an inability to complete their functions and are the cause of 63 per cent of the Failed. The remaining Failed are due to the ridgeline not meeting the requirements to be drawn, for example the ID out of region error discussed at the end of Section 3.1.3. The remaining two possibilities are simply where the source is unsuitable for the ridgeline process. Either after multiple attempts the initial conditions are not satisfied (unable to find initial directions) or from the initial point the first steps of the process are unable to begin (unable to find first ridge point), see Fig. 1.

As the RL-XID algorithm lays search sectors for two ridgelines in opposite directions from the initial point, it is possible certain morphologies might not be detected, such as narrow-angle tail (NAT) sources. Head–tail sources are NAT radio galaxies, viewed edge on, which show sharp bends very close to the core, making it hard to distinguish both tails (Simon 1978). The cores of these radio galaxies lie close to one edge of the source and may be prone to causing the code to fail due to its inability to find a first ridge point in both directions. In order to check the effect of this, the sample was visually reviewed for head–tail sources and ∼2 per cent (22) of the sample was found to be likely head–tail candidates. Of these the Failed were visually inspected for these cases and ∼27 per cent (6) possible candidates were found, ∼9 per cent (2) were classed as Erosion errors. The remaining ∼18 per cent (4) are possible candidates for failure as head–tail sources with an outputted error of unable to find the first ridge point.
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