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Abstract

The class of Fourier matrices is of special importance in compressed sensing (CS).
This paper concerns deterministic construction of compressed sensing matrices from
Fourier matrices. By using Katz’ character sum estimation, we are able to design a
deterministic procedure to select rows from a Fourier matrix to form a good com-
pressed sensing matrix for sparse recovery. The sparsity bound in our construction is
similar to that of binary CS matrices constructed by DeVore which greatly improves
previous results for CS matrices from Fourier matrices. Our approach also provides
more flexibilities in terms of the dimension of CS matrices. As a consequence, our
construction yields an approximately mutually unbiased bases from Fourier matri-
ces which is of particular interest to quantum information theory. This paper also
contains a useful improvement to Katz’ character sum estimation for quadratic ex-
tensions, with an elementary and transparent proof. Some numerical examples are
included.
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1 Introduction

In many practical situations the data of concern is sparse under suitable representations.
Many problems turn to be computationally amenable under the sparsity assumption. As
a notable example, it is now well understood that the ℓ1 minimization method provides an
effective way for reconstructing sparse signals in a variety of settings.

The goal of compressed sensing (CS) is to recover a sparse vector $\beta \in \mathbb{C}^N$ from the linear
sampling $y = \Phi \beta$ and the sampling matrix (or compressed sensing matrix) $\Phi \in \mathbb{C}^{m \times N}$. A
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general model can be of the form $y = \Phi \beta + z$ with $z$ being a vector of errors (noise). In this case, one needs to approximate the sparse vector $\beta$ from the linear sampling $y$, the compressed sensing matrix $\Phi$ and some information of $z$. However we shall only be interested in the noiseless case (i.e., $z = 0$) in this paper to simplify discussion.

In order to achieve less samples, one requires that the size of $y$ be much smaller than the dimension of $\beta$, namely $m \ll N$. A naïve approach for solving this problem is to consider $\ell_0$ minimization, i.e.,

$$(P_0) \quad \hat{\beta} = \arg\min_{\gamma \in \mathbb{C}^N} \{\|\gamma\|_0 \text{ subject to } y = \Phi \gamma\}. \quad (1)$$

However this is computationally infeasible. It is then natural to consider the method of $\ell_1$ minimization which can be viewed as a convex relaxation of $\ell_0$ minimization. The $\ell_1$ minimization method in this context is

$$(P_1) \quad \hat{\beta} = \arg\min_{\gamma \in \mathbb{C}^N} \{\|\gamma\|_1 \text{ subject to } y = \Phi \gamma\}. \quad (2)$$

This method has been successfully used as an effective way for reconstructing a sparse signal in many settings.

Here, a central problem is to construct the compressed sensing matrices so that the solution to $(P_1)$ is the same as that to $(P_0)$. One of the most commonly used frameworks for the compressed sensing matrices $\Phi$ is the restricted isometry property (RIP) which was introduced by Candès and Tao [8]. RIP has been used in the randomized construction of CS matrices (see for example [1, 8, 10]). Another well-known framework in compressed sensing is the mutual incoherence property (MIP) of Donoho and Huo [14]. Several deterministic constructions of CS matrices are based on MIP, e.g., [12, 24, 37].

The main focus of this paper is on the deterministic construction of CS matrices. In [12], DeVore presented a deterministic construction of CS matrices using the mutual incoherence: given a prime number $p$ and an integer $1 < n \leq p$, an $m \times N$ (with $m = p^2$, $N = p^n$) binary matrix (i.e., each of its entry is either 0 or 1) $\Phi$ can be found in a deterministic manner such that whenever

$$k < \sqrt{m} \cdot \frac{1}{2(n-1)} + 1, \quad (3)$$

a signal $\beta$ with the sparsity $k$ (i.e., $\beta$ has at most $k$ nonzero components, we also call such a vector $k$-sparse) can be produced by solving $(P_1)$. Recently, Li, Gao, Ge, and Zhang [24] suggested a deterministic construction of of binary CS matrices via algebraic curves over finite fields. As stated in [24], their construction is more flexible and slightly improves DeVore’s result when $N$ is large (in fact the examples in [24] indicate that one sees improvement only when $N \geq \Theta(m^4 \sqrt{m})$).

\[1\text{In [12], it was stated that for RIP bound } \delta < 1, \text{ it suffices that } k < 2 \sqrt{m} \cdot \frac{1}{n-1} + 1. \text{ But for being able to recover } k\text{-sparse signal, one needs to use } (3) \text{ based on the discussion in [4].} \]
It is remarked that, in terms of construction via MIP, the bound (3) is asymptotically optimal because of the Welch lower bound [34] (details will be given in section 2). This means that one needs to require \( k = O(\sqrt{m}) \). Using new estimates for sumsets in product sets and for exponential sums with the products of sets possessing special additive structure, Bourgain, Dilworth, Ford, Konyagin and Kutzarva [2] were able to overcome the natural barrier \( k = O(\sqrt{m}) \). However there is a restriction in the construction of [2], namely the ratio \( \frac{N}{m} \) is small.

Compared with binary matrices, the class of Fourier matrices is of great theoretical and practical relevance to compressed sensing. A notable technique of designing random partial Fourier matrices was suggested by Candès and Tao [9], and was improved by Rudelson and Vershynin [29]. Let \( \mathcal{F}(N) \) be the \( N \times N \) Fourier matrix whose \((k,j)\)-th entry is given by
\[
(F^{(N)})_{k,j} = \exp\left(\frac{2\pi i k j}{N}\right).
\]
For \( \Gamma = \frac{1}{\sqrt{N}} \mathcal{F}(N) \), it was proved in [29] that if
\[
m = O(k \log^4 N),
\]
then a submatrix \( \Phi \) consists of \( m \) random rows of \( \Gamma \) satisfying RIP conditions (which ensures \( k \)-sparse signal recovery) with high probability. This means that given \( N \) and \( m \), the optimal \( k \) is \( k = O\left(\frac{m}{\log^4 N}\right) \).

Deterministic construction of CS matrices from Fourier matrices has also received recent attention. In [35], by using the difference set, Xia, Zhou and Giannakis constructed a deterministic partial Fourier matrices with size \( m \times N \) whose mutual incoherence constant meets the Welch lower bound (see Section 2). Such matrices are CS matrices for recovering a \( k \)-sparse signal whenever \( k < \frac{1}{2} \left(\sqrt{\frac{(N-1)m}{N-m}} + 1\right) \). However, the restriction on the matrix size (\( m \) and \( N \)) is heavy. In fact, one can only construct such partial Fourier matrices for some very special parameters (\( m, N \)) with small \( \frac{N}{m} \) (see [35]). Recently, Haupt, Applebaum, and Nowak proposed a deterministic procedure to produce a partial Fourier matrix with size \( m \times N \) for a large class of (\( m, N \)) pairs [19]. More specifically, the matrices in [19] are of size \( m \times N \) with \( N \) being a prime and \( m \in [N^{\frac{1}{d-1}}, N] \) for some integer \( d \geq 2 \). This class of CS matrices can be used to recover \( k \)-sparse signal with
\[
k = O\left(\frac{m^{\frac{1}{d-1}+\log d}}{\log d}\right).
\]

It is noted that there is a significant gap between the bound (5) and the (asymptotically optimal) bound (3). The allowed range of sparsity for the case of a deterministic partial Fourier matrices is far smaller than that of the binary case. Constructing partial Fourier matrices deterministically that work for a larger sparsity range of signals is certainly of particular interest.
The aim of this paper is to construct a partial Fourier matrix which is a CS matrix, through a deterministic procedure. Based on a celebrated character sum estimation of Katz [20], we are able to obtain a bound for the sparsity $k$ in the case of partial Fourier matrices that is similar to (3). More precisely, we have shown that if $q = p^a$ is a prime power and $n > 1$, setting $N = q^n - 1$ or $N = \frac{q^n - 1}{p^a - 1} = \frac{q^n - 1}{p^b - 1} (b \mid a$ is required for this case), then there is a deterministic process to select $m = q$ rows from the Fourier matrix $\mathcal{F}^{(N)}$ and build a (column normalized) matrix $\Phi$, such that if

$$k < \frac{\sqrt{m}}{2(n - 1)} + \frac{1}{2},$$

then $\Phi$ can be used to reconstruct $k$-sparse signals via $(P_1)$. It is noted that (6) also greatly improves (5). The result in this paper can also be used to recover the sparse trigonometric polynomial with a single variable [27, 28].

In this paper, we also improve Katz’ estimation for quadratic extension fields with an elementary and transparent approach. Using this improvement, we are able to construct a CS matrix which is a partial Fourier matrix, and whose columns are a union of orthonormal bases. This is a useful construction for sparse representation of signals in a union of orthonormal bases which has been a topic of some studies (see, for example [14, 15, 17, 18]). Moreover, this construction produces an approximately mutually unbiased bases which is of particular interest in quantum information theory. We also conduct some numerical experiments. The results show that the deterministic partial Fourier matrices has a better performance over the random partial Fourier matrices, provided that these two classes of matrices are of comparable sizes.

This paper is organized as follows. The section below provides some necessary concepts and results to be used in our discussion. The main results are given in section 3. The discussion of computational issues and numerical results are contained in the last section.

2 Background and Preparation

2.1 MIP and Sparse Recovery

Let $\Phi$ be an $m \times N$ matrix with normalized column vectors $\Phi_1, \Phi_2, \ldots, \Phi_N$. Assume that each $\Phi_i$ is of unit (Euclidean) length. The mutual incoherence constant (MIC) is defined as

$$\mu = \max_{i \neq j} |\langle \Phi_i, \Phi_j \rangle|.$$
Even though in many situations a small $\mu$ is desired, the following well-known result of Welch [34] indicates that $\mu$ is bounded below

$$\mu \geq \sqrt{\frac{N - m}{(N - 1)m}}.$$  

In [14], Donoho and Huo gave a computationally verifiable condition on the parameter $\mu$ that ensures the sparse signal recovery: let $\Phi$ be a concatenation of two orthonormal matrices. Assume $\beta$ is $k$-sparse. If

$$\mu < \frac{1}{2k - 1},$$  

then the solution $\hat{\beta}$ for $(P_1)$ is exactly $\beta$.

This result of [14] was extended to a general matrix $\Phi$ by Fuchs [16], and, Gribonval and Nielsen [18], both in the noiseless case. For the noisy case of the bounded error, [13, 5, 33] proved that $\ell_1$-minimization gives a stable approximation of the signal $\beta$ under some conditions that are stronger than (7). The open problem of whether condition (7), namely $\mu < \frac{1}{2k - 1}$, is sufficient for stable approximation of $\beta$ in the noisy case was settled by Cai, Wang and Xu in [4]–actually the authors of [4] even proved that this condition is sharp, for both noisy and noiseless cases. Another remark is that if one considers only the noiseless case, the proof in [4] simplifies that of [14, 16, 18].

Although the sparse recovery condition (7) is rather strong, it is advantageous in checking whether a matrix meets the condition. Such a checking procedure requires $O(N^2)$ steps which is computationally feasible. The MIC $\mu$ has been explicitly used in the design of compressed sensing matrices by several works, e.g., [3, 12, 2, 24, 37].

2.2 RIP and Sparse Recovery

We say that $\Phi$ satisfies the Restricted Isometry Property (RIP) of order $k$ and constant $\delta_k \in [0, 1)$ if

$$(1 - \delta_k)\|x\|_2^2 \leq \|\Phi x\|_2^2 \leq (1 + \delta_k)\|x\|_2^2$$

(8)

holds for all $k$-sparse vector $x$ (see [8]). In fact, (8) is equivalent to requiring that the Grammian matrices $\Phi_T^T\Phi_T$ has all of its eigenvalues in $[1 - \delta_k, 1 + \delta_k]$ for all $T$ with $|T| \leq k$, where $\Phi_T$ is the submatrix of $\Phi$ whose columns are those with indexes in $T$. It has been shown that, under various conditions on RIP constant $\delta_k$, such as $\delta_k < \frac{1}{3}$ (see [6]), one can recover the $k$-sparse signal by solving $(P_1)$.

2.3 Katz’ Characters Sums Estimation and Its Improvement

Let $\mathbb{F}_{q^n}$ be a finite field of order $q^n$ where $q$ is a prime power. A multiplicative character $\chi$ is a homomorphism from the multiplicative group $\langle \mathbb{F}_{q^n}^*, \cdot \rangle$ to $\mathbb{S}^1$ where $\mathbb{S}^1 = \{ z \in \mathbb{C} : \|z\| = 1 \}$. 
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By a trivial character we mean the function that sends every element of \( \mathbb{F}_{q^n}^* \) to 1.

Let \( g \) be a primitive root of \( \mathbb{F}_{q^n} \) (namely, \( g \) generates the multiplicative group \( \mathbb{F}_{q^n}^* \)). For each element \( u \in \mathbb{F}_{q^n}^* \), we define the discrete logarithm of \( u \) with respect to the base \( g \) to be the non-negative integer \( m \) (\( m < q^n - 1 \)) such that \( g^m = u \), and we write \( \log_g u = m \).

Let \( N = q^n - 1 \). Then a nontrivial multiplicative character of \( \mathbb{F}_{q^n}^* \) is of the form

\[
\chi_a(u) = e^{2\pi i \log_u N}
\]

where \( 1 \leq a \leq N - 1 \).

For a nontrivial multiplicative character, a celebrated theorem of Katz [20] concerns the magnitude of summation of the character values over a special coset of \( \mathbb{F}_q \) (as an additive subgroup of \( \mathbb{F}_{q^n} \)). More precisely, Katz proved that for a nontrivial multiplicative character \( \chi_a \) of \( \mathbb{F}_{q^n}^* \), and for an element \( \alpha \) of \( \mathbb{F}_{q^n} \) with \( \mathbb{F}_{q^n} = \mathbb{F}_q(\alpha) \), there is an estimation

\[
\left| \sum_{t \in \mathbb{F}_q} \chi_a(t - \alpha) \right| \leq (n - 1)\sqrt{q}.
\]  

(9)

The method that Katz used in [20] to obtain the estimate (9) was a geometric one. In [25], Li presented an arithmetic proof of (9) using the Riemann hypothesis for the projective line over finite fields. It is interesting to note, in the case of quadratic extension of the fields, we can get a more precise estimation of Katz sum with an elementary and transparent proof. This result will be a useful tool in our construction of special CS matrices. Our improvement of Katz estimation is stated as

**Theorem 2.1** Suppose that \( \chi_a \) is a nontrivial multiplicative character of \( \mathbb{F}_{q^2}^* \). For an element \( \alpha \) of \( \mathbb{F}_{q^2} \) with \( \mathbb{F}_{q^2} = \mathbb{F}_q(\alpha) \), we have

\[
\left| \sum_{t \in \mathbb{F}_q} \chi_a(t - \alpha) \right| = \begin{cases} 
\sqrt{q}, & \text{if } (q - 1) \nmid a, \\
-q, & \text{if } (q - 1) \mid a.
\end{cases}
\]

(10)

\[
\sum_{t \in \mathbb{F}_q} \chi_a(t - \alpha) = \begin{cases} 
0, & \text{if } (q - 1) \nmid a, \\
q - 1, & \text{if } (q - 1) \mid a.
\end{cases}
\]

(11)

Proof. To this end, we first prove that

\[
\sum_{t \in \mathbb{F}_{q^2}^*} \chi_a(t) = \begin{cases} 
0, & q - 1 \nmid a, \\
q - 1, & q - 1 \mid a.
\end{cases}
\]

(12)

Let \( g \) be a primitive root in \( \mathbb{F}_{q^2} \). For \( 0 \leq m \leq q - 2 \), the fact that \( (g^{m(q+1)})(q-1) = g^{m(q^2-1)} = 1 \) implies

\[
\{ g^{m(q+1)} : 0 \leq m \leq q - 2 \} = \mathbb{F}_{q^2}^*,
\]
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or, equivalently

\[(q + 1) \mid \log_q t \iff t \in \mathbb{F}_q^*.
\]

(13)

Therefore, (12) follows.

Now assume that \((q - 1) \mid a\). We have

\[
0 = \sum_{t \in \mathbb{F}_q^2} \chi_a(t) = \sum_{t_1, t_2 \in \mathbb{F}_q^*} \chi_a(t_1 + t_2 \alpha)
\]

\[
= \sum_{t \in \mathbb{F}_q^*} \chi_a(t) + \sum_{t_2 \in \mathbb{F}_q^*} \sum_{t_1 \in \mathbb{F}_q^*} \chi_a(t_1 + t_2 \alpha) = \sum_{t \in \mathbb{F}_q^*} \chi_a(t) + \sum_{t_2 \in \mathbb{F}_q^*} \sum_{t_1 \in \mathbb{F}_q^*} \chi_a(t_2^{-1} t_1 + \alpha)
\]

\[
= \sum_{t \in \mathbb{F}_q^*} \chi_a(t) + \sum_{t_2 \in \mathbb{F}_q^*} \sum_{t \in \mathbb{F}_q^*} \chi_a(t + \alpha)
\]

\[
= \left(1 + \sum_{t \in \mathbb{F}_q^*} \chi_a(t + \alpha)\right) \sum_{t \in \mathbb{F}_q^*} \chi_a(t) = \left(1 + \sum_{t \in \mathbb{F}_q^*} \chi_a(t + \alpha)\right)(q - 1),
\]

and hence \(\sum_{t \in \mathbb{F}_q} \chi_a(t + \alpha) = -1\).

Next we consider the case \((q - 1) \nmid a\) and we shall prove (10). It is not difficult to check that \(\frac{t_1 - \alpha}{t_2 - \alpha} \notin \mathbb{F}_q^*\) for \(t_1, t_2 \in \mathbb{F}_q^*\) and \(t_1 \neq t_2\). In fact, if \(\frac{t_1 - \alpha}{t_2 - \alpha} = s \in \mathbb{F}_q^*\), then \(s \neq 1\).

Therefore \(\alpha = \frac{st_2 - t_1}{s - 1} \in \mathbb{F}_q\). This is absurd as \(\alpha \notin \mathbb{F}_q^*\). Therefore by (13) we see that

\[(q + 1) \nmid \log_q \frac{t_1 - \alpha}{t_2 - \alpha},\]

provided \(t_1, t_2 \in \mathbb{F}_q^*\) and \(t_1 \neq t_2\). Now

\[
\left| \sum_{t \in \mathbb{F}_q} \chi_a(t - \alpha) \right|^2 = \left| \sum_{t \in \mathbb{F}_q} e^{a \frac{2\pi i \log_q (t - \alpha)}{q^2 - 1}} \right|^2 = \left( \sum_{t_1 \in \mathbb{F}_q^*} e^{a \frac{2\pi i \log_q (t_1 - \alpha)}{q^2 - 1}} \right) \left( \sum_{t_2 \in \mathbb{F}_q^*} e^{a \frac{2\pi i \log_q (t_2 - \alpha)}{q^2 - 1}} \right)
\]

\[
= q + \sum_{t_1, t_2 \in \mathbb{F}_q^*, t_1 \neq t_2} e^{a \frac{2\pi i \log_q (t_1 - t_2)}{q^2 - 1}} = q + \sum_{k=1, q+1}^{q^2-2} e^{a \frac{2\pi i k}{q^2 - 1}}
\]

\[
= q + \sum_{k=1}^{q^2-2} e^{a \frac{2\pi i k}{q^2 - 1}} - \sum_{j=1}^{q-2} e^{a \frac{2\pi i j (q+1)}{q^2 - 1}} = q + \sum_{k=0}^{q^2-2} e^{a \frac{2\pi i k}{q^2 - 1}} - \sum_{j=0}^{q-2} e^{a \frac{2\pi i j (q+1)}{q^2 - 1}}
\]

\[
= q,
\]

which yields

\[
\left| \sum_{t \in \mathbb{F}_q} \chi_a(t - \alpha) \right| = \sqrt{q}.
\]
3 The Main Results and Construction Procedure

In this section, we shall discuss construction of CS matrices by deterministically selecting set of rows from the $N \times N$ Fourier matrix.

In the following discussion, we let $F_0, F_1, \ldots, F_{N-1}$ be the rows of the $N \times N$ Fourier matrix $\mathcal{F}(N)$, i.e.,

$$
\mathcal{F}(N) = \begin{pmatrix}
F_0 \\
F_1 \\
\vdots \\
F_{N-1}
\end{pmatrix}.
$$

Suppose that $M$ is a subset of $\{0, 1, \ldots, N-1\}$, i.e., $M = \{m_0, m_1, \ldots, m_r\} \subset \{0, 1, \ldots, N-1\}$. Then we can define the partial Fourier matrix associated with $M$ as

$$
F^{(N)}_M := \begin{pmatrix}
F_{m_0} \\
F_{m_1} \\
\vdots \\
F_{m_r}
\end{pmatrix}.
$$

Let $q$ be a prime power and let $\alpha \in \mathbb{F}_{q^n}$ be such that $\mathbb{F}_{q^n} = \mathbb{F}_q(\alpha)$.

Assume that $g$ is a generator of the cyclic group $\mathbb{F}_{q^n}^*$, we then have

**Theorem 3.1** Let $q$ be a prime power, and $n > 1$ be a positive integer. Let $N = q^n - 1$ and

$$
M = \{m = \log_g (t - \alpha) : t \in \mathbb{F}_q\}.
$$

Then the $q \times N$ matrix $\Phi = \frac{1}{\sqrt{q}} F^{(N)}_M$ has MIC

$$
\mu \leq \frac{n-1}{\sqrt{q}}.
$$

**Proof.** For $0 \leq j, k \leq N-1$ and $j \neq k$, the inner product of the $j$th and $k$th columns of the matrix $\Phi$ is

$$
\langle \Phi_j, \Phi_k \rangle = \frac{1}{q} \sum_{r=0}^{q-1} e^{2\pi j m_r i} e^{-2\pi k m_r i} = \frac{1}{q} \sum_{r=0}^{q-1} e^{(j-k) 2\pi m_r i} = \frac{1}{q} \sum_{t \in \mathbb{F}_q} e^{(j-k) \frac{2\pi \log_g (t-\alpha)}{N}}.
$$
Since $j \neq k$, $\chi(u) = e^{(j-k)^2 \log g(u)/N}$ defines a nontrivial multiplicative character of $\mathbb{F}_{q^n}^*$.

By the Katz estimation (9) we have

$$\mu = \max_{j \neq k} |\langle \Phi_j, \Phi_k \rangle| = \frac{1}{q} \left| \sum_{t \in \mathbb{F}_q} \chi(t - x) \right| \leq \frac{n - 1}{\sqrt{q}}.$$  

We would like to point out that this result was also mentioned in [2]. However, Theorem 3.1 only produces a $q \times (q^n - 1)$ matrix and hence the matrix size in Theorem 3.1 is quite restrictive. Note that in DeVore’s construction [12], the matrix size is $p^2 \times p^n$ where $p$ is a prime. But Theorem 3.1 cannot always be used to produce matrices of size $\Theta(p^2 \times p^n)$, e.g., when $n$ is an odd number.

We can have more flexibilities in choosing the size $N$ of the Fourier matrix $\mathcal{F}^{(N)}$. This provides a larger set of parameters for constructing partial Fourier matrices for compressed sensing. More specifically, we have the following:

**Theorem 3.2** Let $q = p^a$ where $p$ is a prime number. Suppose that $b$ is a positive integer with $b \mid a$. Let $N = \frac{q^n - 1}{p^b - 1}$ where $n > 1$ is a positive integer and let

$$M = \{ m_k = \log g(t_k - \alpha) \pmod{N} : t_k \in \mathbb{F}_q, k = 0, \ldots, q - 1 \}.$$  

Then the MIC for the $q \times N$ matrix $\Phi = \frac{1}{\sqrt{q}} \mathcal{F}^{(N)}_M$ satisfies

$$\mu \leq \frac{n - 1}{\sqrt{q}}.$$  

**Proof.** To this end, we first prove that $\#M = q$, i.e., $m_k \neq m_j$ if $k \neq j$. We assume that, for some $k \neq j$, $m_k = m_j$ holds. Then

$$\log g(t_k - \alpha) \equiv \log g(t_j - \alpha) \pmod{N}.$$  

This implies that

$$\frac{t_k - \alpha}{t_j - \alpha} = g^{dN}$$  

for some integer $d$. Obviously $g^{dN} \neq 1$ as $t_k \neq t_j$. Noting that $(g^{dN})^{p^b - 1} = (g^{q^n - 1})^d = 1$, we see that

$$g^{dN} \in \mathbb{F}_{p^b} \subset \mathbb{F}_q.$$  

Solving (14) for $\alpha$, we get

$$\alpha = \frac{g^{dN} t_j - t_k}{g^{dN} - 1} \in \mathbb{F}_q.$$
which implies that $F_q(\alpha) = F_q$. This is impossible as $n > 1$.

Now we consider the $q \times N$ matrix $\Phi$. The inner product of the $j$th and $k$th columns of the matrix $\Phi$ is

$$\langle \Phi_j, \Phi_k \rangle = \frac{1}{q} \sum_{m \in M} e^{2\pi j/m} e^{-2\pi k/m} = \frac{1}{q} \sum_{m \in M} e^{(j-k)(p^b-1)2\pi m/N}$$

$$= \frac{1}{q} \sum_{t \in F_q} e^{(j-k)(p^b-1)2\pi \log(g(t-\alpha))/N},$$

where $\tilde{N} = N(p^b - 1) = q^n - 1$. Since for $0 \leq j, k < N$ and $j \neq k$,

$$\chi(u) = e^{(j-k)(p^b-1)2\pi \log(g(t-\alpha))/N}$$

defines a nontrivial multiplicative character of $F_q^n$. Again, by the Katz estimation (9), we arrive at

$$\mu = \max_{j \neq k} |\langle \Phi_j, \Phi_k \rangle| = \frac{1}{N} \sum_{t \in F_q} \chi(t-\alpha) \leq \frac{n-1}{\sqrt{q}}.$$

\[\Box\]

**Remark 3.1**

1. According to our discussion in the previous section, a $k$-sparse signal $\beta$ in model (1) can be reconstructed via the $\ell_1$-minimization ($P_1$) as long as $\mu < \frac{1}{2k-1}$. The matrix $\Phi$ in Theorem 3.1 and Theorem 3.2 can be a CS matrix for recovering $k$ sparse signals if

$$k < \frac{\sqrt{q}}{2(n-1)} + \frac{1}{2}.$$

This bound is the same as the case of binary CS matrices obtained by DeVore [12]. Also, this bound improves the one for subsampling Fourier matrices in [19] greatly.

2. In terms of matrix dimension, our theorems provide more flexibilities. In [12], the (binary) CS matrices can be of size $p^r \times p^r$ for any $r \geq 2$. We can get similar dimensions for partial Fourier CS matrices too. Taking $q = p^2$ in theorem 3.1, we can get a $p^2 \times \Theta(p^{2n})$ matrix; letting $a = 2$ and $b = 1$ in theorem 3.2, we have a $p^2 \times \Theta(p^{2n-1})$ matrix.

3. For the number $N = \frac{q^n - 1}{p^b - 1} = \frac{p^{an} - 1}{p^b - 1}$, as pointed out in [3], the coherence of a $q \times N$ random matrix with i.i.d. Gaussian entries is about $2\sqrt{\frac{\log N}{q}} \approx 2\sqrt{\frac{(an-b) \log p}{q}}$. Hence, when $\log p > \frac{(n-1)^2}{4(an-b)}$, MIC of the deterministic matrix $\Phi$ given in Theorem 3.2 is smaller than that of random matrices.
Finally in this section, we restrict ourselves to the case of quadratic extension. We shall construct a partial Fourier matrix whose columns form a union of orthonormal bases, by using our improvement of Katz’ estimation. The construction of such matrix is also raised in quantum information theory.

Let \( q \) be a prime power and let \( \alpha \) be such that \( \mathbb{F}_{q^2} = \mathbb{F}_q(\alpha) \). As before, we let \( N = q^2 - 1 \) and denote

\[
M = \{ m = \log q (t - \alpha) : t \in \mathbb{F}_q \}. \tag{15}
\]

It is easy to see that \( 0 \not\in M \). We are able to state

**Theorem 3.3** Let

\[
\Phi = \frac{1}{\sqrt{q+1}} \mathcal{F}_{M \cup \{0\}}^{(N)} \in \mathbb{C}^{(q+1) \times (q^2 - 1)}, \tag{16}
\]

where \( M \) is defined in (15). For each \( j = 0, \ldots, q - 2 \), set

\[
T_j = \{ j + k \cdot (q - 1) : 0 \leq k \leq q \}.
\]

Then we have

1. For any \( 0 \leq j \leq q - 2 \), \( \Phi_{T_j} \) is an orthogonal matrix.
2. For \( k_1 \in T_j \) and \( k_2 \in T_{j_2} \) with \( j_1 \neq j_2 \), we have

\[
\left| \frac{\sqrt{q} - 1}{q + 1} \leq |\langle \Phi_{k_1}, \Phi_{k_2} \rangle| \leq \frac{\sqrt{q} + 1}{q + 1} \right.
\]

**Proof.** For any \( k_1, k_2 \in T_j \) with \( k_1 \neq k_2 \). Since \( (q - 1) | k_1 - k_2 \), using (11) of theorem 2.1 we get

\[
\langle \Phi_{k_1}, \Phi_{k_2} \rangle = \frac{1}{q + 1} \left( 1 + \sum_{r=0}^{q-1} e^{2\pi i k_1 m_r} e^{-2\pi i k_2 m_r} \right) = \frac{1}{q + 1} \left( 1 + \sum_{r=0}^{q-1} e^{(k_1 - k_2) 2\pi i m_r} \right)
\]

\[
= \frac{1}{q + 1} (1 + (-1)) = 0.
\]

This shows \( \Phi_{T_j} \) is an orthonormal matrix for any \( 0 \leq j \leq q - 2 \).

We next consider the inner product of \( \Phi_{k_1}, \Phi_{k_2} \) with \( k_1 \) and \( k_2 \) belonging to different sets \( T_j, j = 0, \ldots, q - 2 \). We have

\[
|\langle \Phi_{k_1}, \Phi_{k_2} \rangle| = \frac{1}{q + 1} \left| 1 + \sum_{r=0}^{q-1} e^{2\pi i k_1 m_r} e^{-2\pi i k_2 m_r} \right|
\]

\[
= \frac{1}{q + 1} \left| 1 + \sum_{r=0}^{q-1} e^{2\pi (k_1 - k_2) m_r} \right|
\]
Since \((q - 1) \nmid k_1 - k_2\), using (10) of theorem 2.1 we get
\[
\frac{\sqrt{q} - 1}{q + 1} \leq |\langle \Phi_{k_1}, \Phi_{k_2} \rangle| \leq \frac{\sqrt{q} + 1}{q + 1}.
\]

**Remark 3.2** The concept of approximately mutually unbiased bases (AMUBs) (see [21, 22, 23]) arises from quantum information theory. An \(m \times N\) matrix \(\Phi\) (with columns of unit length and with \(m \mid N\)) is a AMUBs if (i) the set of columns of \(\Phi\) can be partitioned into \(N/m\) sets of \(m\) vectors, and each set is an orthonomal basis for \(\mathbb{C}^m\); (ii) \(|\langle \Phi_{k_1}, \Phi_{k_2} \rangle| = \frac{1}{m} + o(1)\) holds if \(\Phi_{k_1}\) and \(\Phi_{k_2}\) are taken from different bases. By Taylor expansion, we have
\[
\frac{\sqrt{q} + 1}{q + 1} = \sqrt{\frac{1}{q + 1}} + O\left(\frac{1}{q + 1}\right), \quad \frac{\sqrt{q} - 1}{q + 1} = \sqrt{\frac{1}{q + 1}} + O\left(\frac{1}{q + 1}\right).
\]
So Theorem 3.3 says that we have actually constructed an AMUBs.

4 Computational Issues and Numerical Example

In this section we will first discuss the issues of finding a primitive root \(g\) in \(\mathbb{F}_{q^n}\) and of computing discrete logarithm with respect to \(g\). We then explain some results from our numerical experiments.

4.1 Computational Issues

Finding a primitive root of a finite field is an interesting problem. In [32], Shparlinski gave a deterministic algorithm which returns a primitive root \(g\) of \(\mathbb{F}_{q^n}\) in time \(O(q^{n/4} \log q)\). It is noted that there is no polynomial time algorithm available for this problem even under the General Riemann Hypothesis unless \(q\) is prime and \(n \leq 2\) (see Shoup [31]). The idea of Shparlinski’s algorithm is to construct a subset \(M \subset \mathbb{F}_{q^n}\) such that

1. \(M\) contains a primitive root;
2. \(|M| = O(q^{n/4})\).

To identify a primitive root in \(M\) one just uses the following fact: an element \(g \in \mathbb{F}_{q^n}^*\) is a primitive root if and only if \(g^{q^n - 1} \neq 1\) for any prime factor \(\ell\) of \(q^n - 1\).

Computing a discrete logarithm over a finite field is also of great importance because the hardness of this problem is a base of several well-known cryptosystems. The index calculus methods provide efficient ways of solving discrete logarithm problem over finite fields (see [26]). However, since in our setting, the size of the finite field involved is far smaller than that in the cryptographical setting, we can use the following algorithm of Shanks [30] to compute the discrete logarithm in \(\mathbb{F}_{q^n}^*\). Again, denote \(N = q^n - 1\) and let \(K = \lceil \sqrt{N} \rceil\).
Computing $\log_g u$ for $u \in \mathbb{F}_q^*$

1. For all $0 \leq j < K$, compute $g^j$ and store $(j, g^j)$ in list $L$.
2. Compute $g^{-K}$
3. For $i = 0$ to $K - 1$
   Compute $u(g^{-K})^i$
   if $u(g^{-K})^i$ equals some $g^j$ in the list $L$, return $\log_g u = iK + j$.

The computational costs are $O(\sqrt{N})$ both in time and space.

4.2 Numerical Examples

The purpose of the experiments is to provide some performance comparisons of the random sampling and the deterministic sampling of Fourier matrices. We use the method introduced in this paper to produce a deterministic partial Fourier matrix. To compare with the deterministic partial Fourier matrix, we generate the random partial Fourier matrix by choosing the same number of rows (as that in the deterministic case) from the Fourier matrix in a uniformly random manner. We reconstruct the Fourier coefficients by OMP (see [27, 36]) and BP, respectively. For BP, we use the optimization tools of CVX [7]. We repeat the experiment 100 times for each sparsity $k \in \{1, \ldots, 20\}$ and calculate the success rate in Example 1 and Example 2. In Example 3, we compare the maximum and minimum eigenvalue statistics of Gram matrices $\Phi_T^T \Phi_T$ of varying sparsity $k = |T|$ for a deterministic sampling matrix and a random sampling matrix. It is interesting to note that all the numerical results show that the deterministic partial Fourier matrix has a better performance over the random partial Fourier matrix, regardless whether the sparsity is within the theoretical range (i.e. $k < \frac{1}{2} \left( \frac{1}{\mu} + 1 \right)$) or not.

Example 1 Take $q = 29$ and $N = q^2 - 1 = 840$. Consider the field $\mathbb{F}_{29^2} = \mathbb{F}_{29}[x]/(x^2 + 2)$. Denote $\bar{x} = x + (x^2 + 2)$ and choose $\alpha = \bar{x}$, $g = \bar{x} + 2$. We have

$$M_1 = \{\log_g (t - \alpha) : t \in \mathbb{F}_{29}\} = \{465, 1, 494, 649, 47, 507, 758, 610, 835, 244, 67, 204, 588, 519, 332, 808, 351, 672, 456, 683, 776, 275, 470, 562, 3, 103, 761, 466, 449\}.$$

By Theorem 3.1, we can build a $29 \times 840$ partial Fourier matrix $\Phi = \frac{1}{\sqrt{q}} \mathcal{F}_{M_1}^{(N)}$. To compare, we generate the random partial Fourier matrix selecting 29 rows from the $840 \times 840$ Fourier matrix uniformly randomly.

Figure 1 depicts the recovery results with using the recovery algorithm OMP and BP, respectively.
Figure 1: Numerical experiments for the comparison of the random and the deterministic $29 \times 840$ partial Fourier matrix. The left graph corresponds to the success rates recovering by OMP, whereas the right one depicts the success rate of BP.

**Example 2** We take $q = p = 19$ and $N = \frac{p^3 - 1}{p - 1} = p^2 + p + 1 = 381$. Then we have

$$M_2 = \{\log_q (t - \alpha) \mod N : t \in \mathbb{F}_{19}\} = \{192, 208, 162, 165, 160, 39, 154, 141, 245, 356, 304, 311, 223, 40, 321, 68, 118, 174, 249\},$$

where $\mathbb{F}_{19^3} = \mathbb{F}_{19}[x]/(x^3 + x + 1), \alpha = \bar{x}, g = \bar{x}^2 + 2\bar{x}$. By Theorem 3.2, we can build a $19 \times 381$ sub-Fourier matrix $\Phi = \frac{1}{\sqrt{q}}\mathcal{F}^{(N)}_{M_2}$. Similar to Example 1, we also compare the deterministic sampling and the random sampling and show the result in Figure 2.

Figure 2: Numerical experiments for the comparison of the random and the deterministic $19 \times 381$ partial Fourier matrix. The left graph corresponds to the success rates recovered by OMP, whereas the right one depicts the success rate of BP.

**Example 3** The aim of the numerical experiment is to compare the maximum and minimum eigenvalue statistics of Gram matrices $\Phi_T^\top \Phi_T$ of varying sparsity $M = |T|$ for deterministic sampling matrix and random sampling matrix. In fact, RIP of order $k$ with constant $\delta_k$ is equivalent to requiring that the Grammian matrices $\Phi_T^\top \Phi_T$ has all of its eigenvalues in $[1 - \delta_k, 1 + \delta_k]$ for all $T$ with $|T| \leq k$. For every value $M$, sets $T$ are drawn.
Figure 3: Eigenvalue statistics of Gram matrices $\Phi_T^\top \Phi_T$ for the deterministic sampling matrixes and random sampling matrixes. The left graph shows the result of $19 \times 381$ partial Fourier matrix in Example 2, whereas the right one depicts the result of $29 \times 840$ partial Fourier matrix in Example 1.

uniformly random over all sets and the statistics are accumulated from 50,000 samples. Figure 3 shows the maximum and minimum eigenvalues of $\Phi_T^\top \Phi_T$ for $\#T \in \{1, \ldots, 20\}$.

Acknowledgement: Part of this work was done when the first author visited the Inst. Comp. Math., Academy of Mathematics and Systems Science, Chinese Academy of Sciences. He is grateful for the warm hospitality.

References

[1] R. Baraniuk, M. Davenport, R. DeVore, and M. Wakin, A simple proof of the restricted isometry property for random matrices, Constr. Approx., 28(2008), 253-263.

[2] J. Bourgain, S. Dilworth, K. Ford, S. Konyagin and D. Kutzarova, Explicit constructions of RIP matrices and related problems, Duke Math. J., 159(2011), 145-185.

[3] T. Cai and T. Jiang, Limiting laws of coherence of random matrices with applications to testing covariance structure and construction of compressed sensing matrices. The Annals of Statistics, 39(2011), 1496-1525.

[4] T. Cai, L. Wang, and G. Xu, Stable Recovery of Sparse Signals and an Oracle Inequality, IEEE Trans. Inf. Theory, 56(2010), 3516-3522.

[5] T. Cai, G. Xu, and Zhang, On Recovery of Sparse Signals via $\ell_1$ Minimization, IEEE Trans. Inf. Theory, 55(2009), 3388-3397.

[6] T. Cai and A. Zhang, Sharp RIP Bound for Sparse Signal and Low-Rank Matrix Recovery, Applied and Computational Harmonic Analysis, to appear.
[7] M. Grant, S. Boyd and Y. Ye, CVX: Matlab software for disciplined convex programming, Version 1.0RC3, http://www.stanford.edu/~boyd/cvx, 2007.

[8] E. J. Candès and T. Tao, Decoding by linear programming, IEEE Trans. Inf. Theory, 51(2005), 4203-4215.

[9] E. J. Candès and T. Tao, Near-optimal signal recovery from random projections: universal encoding strategies? IEEE Trans. Inf. Theory, 52(2006),5406-5425.

[10] E. J. Candès and T. Tao, The Dantzig selector: statistical estimation when $p$ is much larger than $n$ (with discussion), Ann. Statist., 35(2007), 2313-2351.

[11] M. E. Davies and R. Gribonval, Restricted Isometry Constants where $\ell_p$ sparse recovery can fail for $0 < p \leq 1$, IEEE Trans. Inf. Theory, 55(2009), 2203-2214.

[12] R. DeVore, Deterministic constructions of compressed sensing matrices, Journal of Complexity, 23(2007), 918-925.

[13] D.L. Donoho, M. Elad, and V.N. Temlyakov, Stable recovery of sparse overcomplete representations in the presence of noise, IEEE Trans. Inf. Theory, 52 (2006), 6-18.

[14] D. L. Donoho, X. Huo, Uncertainty principles and ideal atomic decomposition, IEEE Trans. Inf. Theory, 47(2001), 2845-2862.

[15] M. Elad and A.M. Bruckstein, A Generalized Uncertainty Principle and Sparse Representation in Pairs of Bases. IEEE Trans. Inf. Theory, 48 (2002), 2558-2567.

[16] J. Fuchs, On sparse representations in arbitrary redundant bases, IEEE Trans. Inf. Theory, 50(2004), 1341-1344.

[17] S. Ghobber and P. Jaming, On uncertainty principles in the finite dimensional setting, Linear Algebra and its Applications DOI:10.1016/j.laa.2011.01.038.

[18] R. Gribonval and M. Nielsen, Sparse representations in unions of bases, IEEE Trans. Inf. Theory, 49(2003), 3320-3325.

[19] J. Haupt, L. Applebaum, and R. Nowak, On the restricted isometry of deterministically subsampled Fourier matrices, Proc. 44th Annual Conf. on Information Sciences and Systems, Princeton, NJ, March 2010.

[20] G. M. Katz, An estimate for character sums, J. Amer. Math. Soc., 2(1989),197-200.

[21] A. Klappenecker, M. Rötteler, I. Shparlinski and A. Winterhof, On approximately symmetric informationally complete positive operator-valued measures and related systems of quantum states, J. Math. Physics, 46(2005), 82-104.
[22] I. E, Shparlinski and A. Winterhof, Constructions of approximately mutually unbiased bases, *Lect Notes Comput Sci*, 3887 (2006), 793-799

[23] Godsil C, Roy A. Equiangular line, mutually unbiased bases and spin model. *Euro J. Combin.*, 30(2009), 246-262

[24] S. Li, F. Gao, G. Ge, and S. Zhang, Deterministic construction of compressed sensing matrices via algebraic curves, *IEEE Trans. Inf. Theory*, 58(2012), 5035-5041.

[25] W. -C. W. Li, Character sums, and abelian Ramanujan graphs, *J. Number Theory*, 41(1992), 199-217.

[26] A. Odlyzko, Discrete logarithms: the past and the future, *Designs, Codes and Cryptography*, 19(2000), 129-145.

[27] S. Kunis, H. Rauhut, Random sampling of sparse trigonometric polynomials II - Orthogonal matching pursuit versus basis pursuit, *Found. Comput. Math.*, 8 (2008), 737-763.

[28] H. Rauhut, Random sampling of sparse trigonometric polynomials, *Appl. Comput. Harmon. Anal.*, 22 (2007), 16-42.

[29] M. Rudelson and R. Vershynin, Sparse reconstruction by convex relaxation: Fourier and Gaussian measurements, 40th Annual Conference on Information Sciences and Systems, (2006) 207-212.

[30] D. Shanks, Class number, a theory of factorization and genera. *Proceedings of the Symposium in Pure Mathematics* 20, AMS (1971), 415-440.

[31] V. Shoup, Searching for primitive roots in finite fields, *Math. Comput.*, 58 (1992), 369-380.

[32] I. Shparlinski, On finding primitive roots in finite fields, *Theoretical Computer Science*, 157(1996), 273-275.

[33] P. Tseng, Further results on a stable recovery of sparse overcomplete representations in the presence of noise, *IEEE Trans. Inf. Theory*, 55 (2009), 888-899.

[34] L.Welch, Lower bounds on the maximum cross correlation of signals, *IEEE Trans. Inf. Theory*, IT-20 (1974), 397-399.

[35] Xia P., Zhou S., Giannakis G.B., Achieving the Welch bound with difference sets, *IEEE Trans. Inf. Theory*, 51(2005), 1900-1907.

[36] Z. Xu, The performance of orthogonal multi-matching pursuit under RIP, arXiv:1210.5323

[37] Z. Xu, Deterministic sampling of sparse trigonometric polynomials, *Journal of Complexity*, 27 (2011), 133-140.