Fresh look at the effects of gravitational tidal forces on a freely-falling quantum particle
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Abstract

We take a closer and new look at the effects of tidal forces on the free fall of a quantum particle inside a spherically symmetric gravitational field. We derive the corresponding Schrödinger equation for the particle by starting from the fully relativistic Klein-Gordon equation in order (i) to briefly discuss the issue of the equivalence principle and (ii) to be able to compare the relativistic terms in the equation to the tidal-force terms. To the second order of the nonrelativistic approximation, the resulting Schrödinger equation is that of a simple harmonic oscillator in the horizontal direction and that of an inverted harmonic oscillator in the vertical direction. Two methods are used for solving the equation in the vertical direction. The first method is based on a fixed boundary condition, and yields a discrete-energy spectrum with a wavefunction that is asymptotic to that of a particle in a linear gravitational field. The second method is based on time-varying boundary conditions and yields a quantized-energy spectrum that is decaying in time. Moving on to a freely-falling reference frame, we derive the corresponding time-dependent energy spectrum. The effects of tidal forces yield an expectation value for the Hamiltonian and a relative change in time of a wavepacket’s width that are mass-independent. The equivalence principle, which we understand here as the empirical equivalence between gravitation and inertia, is discussed based on these various results. For completeness, we briefly discuss the consequences expected to be obtained for a Bose-Einstein condensate or a superfluid in free fall using the nonlinear Gross-Pitaevskii equation.
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1 Introduction

The motivation behind studying the behavior of a quantum particle in free fall inside the gravitational field of the Earth is primarily to test the equivalence principle at the quantum level. Of course, the problem of the fate of the equivalence principle in quantum theory has given rise to a large body of literature on the subject. Not only various researchers came to various conclusions concerning the satisfaction or the violation of the principle at the quantum level, but even the definition of the principle itself has received many variants and classifications; whence the different conclusions reached by various authors (see e.g., Refs. [1–10] and the references therein). Therefore, instead of distinguishing here between the various definitions of the principle put forward in the literature, we shall only refer to the principle as stating the equivalence between the gravitational mass and the inertial mass of a particle. The former is what should make the particle react to gravity, whereas the latter is what makes the particle react to an accelerated motion.

Such a definition of the principle is empirical in nature and is usually referred to in the literature as the Newtonian equivalence principle\(^1\), as opposed to Einstein’s equivalence principle. The latter relies on the former to assume that the physical effects of uniform acceleration are locally identical to those of a uniform gravitational field. Given the main features of quantum mechanics — nonlocality, the uncertainty principle and the superposition principle — it is indeed clear that one can hardly take Einstein’s equivalence principle literally when dealing with quantum objects without adding extra refinements to the definition [5]. Studying the free fall of quantum objects is therefore tantamount to testing the equivalence of the two concepts of mass by conducting quantum analogs [12–26] of Galileo’s experiment of dropping massive objects. Indeed, the quantum analogs of the latter can perhaps be viewed as testing the concept of mass beside testing the universality of free fall, for in quantum mechanics a mass-independent behaviour can rarely be found [1, 5]. Starting with the theoretical study in Refs. [27, 28], testing the free fall of a quantum particle has, by now, given rise to very well established experimental results [29–32]. The latter experiments, and the more recent works on testing the effect of gravity on quantum particles [33–44], mainly rely on cold neutrons and neutral atoms.

The effect of the linear gravitational field near the surface of the Earth on cold neutrons has been demonstrated based on two main approaches. The first approach consists in inducing a quantum interference between two superposed branches of a split wavefunction of a particle, of gravitational mass \(m_g\) and of inertial mass \(m_i\). In the Colella-Overhauser-Werner (COW) experiment [29], one branch propagates horizontally at a different height relative to where the other branch is propagating. The branch propagating at height \(z_0\) acquires a gravitational potential energy \(\Delta U = m_ggz_0\) higher than the one propagating at height \(z = 0\), where \(g\) is the gravitational acceleration at the location of the experiment. As a consequence, after traveling a distance \(L\) along the higher path,

\(^1\)See, e.g., Ref. [6] for a distinction between the weak equivalence principle and the Newtonian equivalence principle, and for other more sophisticated formulations of the principle.
the particle acquires due to the change $\Delta p$ in its linear momentum an extra phase of $\Delta \phi = \frac{1}{\hbar} \Delta p L$ relative to the phase it acquires when traveling along the lower path. For a wavepacket of wavelength $\lambda_0 = h/p_0$, the conservation of the total nonrelativistic energy $p^2/2m_i + U$ leads then to

$$\Delta \phi \approx -\frac{m_im_g g}{2\pi \hbar^2} z_0 \lambda_0 L.$$  \hspace{1cm} (1.1)

This phase difference gives rise to a measurable interference between the two branches [29]. The experiment has been done using cold neutrons to benefit from their long wavelength $\lambda_0$. Note, however, that, as we intentionally made it explicit here, what appears in Eq. (1.1) is the product $m_im_g$. This is the reason why such an experiment relying on quantum interference does not yield a mass-independent result even if $m_i = m_g$. Similarly, in the much more recent and precise experiments relying on quantum interference the measured differential phase shift is proportional to $k_{\text{eff}} gT^2$, where $k_{\text{eff}}$ is the effective wave vector of the falling atoms and $T$ is the time between pulses in the light-pulse atom interferometry experiments (See, e.g., the up-to-date comprehensive review given in Ref. [13]). The inertial mass in this case is thus contained inside $k_{\text{eff}}$. A more direct quantum analog of the mass-independent free-fall experiments would require an equation involving the isolated ratio $m_g/m_i$. Unfortunately, this is rarely the case [1, 6] as the two concepts of mass are rather involved in very subtle ways in quantum dynamics [19,35]. Nevertheless, we shall see in this paper that such a case does actually arise when taking into account tidal forces. As we shall discuss it, however, general relativity itself does not allow the appearance of $m_g$ in the equations.

Another method for testing the equivalence of the two masses using cold neutrons consists in inducing a quantum bounce on the quantum particle [32]. As the particle falls downwards and “hits” the ground and “bounces” off, the particle acquires a discrete energy, for in the bouncing process the particle “interferes” with its own wavefunction. The equation used to describe the dynamics of the neutrons inside the gravitational field of the Earth is the Schrödinger equation with a linear external interaction potential given by $m_g gz$, where $z$ is the vertical distance measured from the surface of the Earth. The general solution $\psi(z)$ to the resulting time-independent Schrödinger equation, with such a positive and linear potential, is a linear combination of the Airy functions $\text{Ai}(z)$ and $\text{Bi}(z)$. Discarding the unphysical solution $\text{Bi}(z)$ — as it is divergent at infinity in $z$ — one keeps only the function $\text{Ai}(z)$. After requiring the boundary condition $\psi(z = 0) = 0$ to be satisfied by the wavefunction, as imposed by a fixed reflecting horizontal flat surface at $z = 0$, the Airy function $\text{Ai}(z)$ leads to the following approximate expression for the discrete energy of the freely-falling neutrons [36]:

$$E_n \approx \left[ \frac{9m_g^2 \pi^2 \hbar^2 g^2}{8m_i} \left( n - \frac{1}{4} \right)^2 \right]^{\frac{1}{3}},$$  \hspace{1cm} (1.2)

where $n$ is a positive integer. Note that, although it was not done so in Ref. [36], we have, for later reference, explicitly shown here the appearance of the ratio $m_g^2/m_i$ as opposed to an isolated ratio
$m_g/m_i$. Now, physically, the emergence of this quantization condition in the energy spectrum of the particle can be understood as originating from the nonlocality of the wavefunction. In fact, the latter “feels” simultaneously the lower boundary condition $\psi(0) = 0$, imposed on it by the presence of the horizontal flat surface from below, and the “pushing” down of the gravitational force from above. The effect of gravity on the quantum particle does not seem thus to differ much from the particle-in-a-box effect, which is mainly due to the spatial extension of the wavefunction.

When we know that real gravity exhibits tidal forces, in contrast to the one due to an accelerated frame, it becomes clear that the spatial extension of the wavefunction has not been fully exploited in such a study. Indeed, the effect of gravitational tidal forces on the freely-falling quantum particle is simply ignored. For works on tidal-force effects on quantum systems, see, e.g., Refs. [11–18], as well as Ref. [45] where tidal-force terms in curved spacetime have been exposed in detail but their consequences remained unexplored. One of our two goals in the present paper is to contribute to the existing literature on this subject by systematically carrying out a detailed investigation of three new different configurations of a quantum system under the influence of gravitational tidal forces.

Of course, it is evident that tidal forces can only bring very weak effects on the dynamics of a freely-falling quantum object. Nevertheless, it is very interesting and very important to investigate them more rigorously at the theoretical level as they might very well become, sooner than expected, accessible at the experimental level as well. For, as far as we can tell, only tidal forces allow us to distinguish between gravity and acceleration. As such, investigating the effects of tidal forces promises to shed more light on the (non)equivalence between gravitational effects and inertial effects at the quantum level. The second goal of the present paper is specifically to take into account the effects of tidal forces on the free fall of a quantum particle to come up with new perspectives on the equivalence principle at the quantum level. At first sight, this proposal might seem meaningless and at odds with what we saw above concerning the locality requirement in Einstein’s equivalence principle. It turns out, however, that in contrast to focusing on point-like systems, the effect of gravitational tidal forces at the quantum level brings a new life to the distinction — already offered by Newtonian gravity — between the two concepts of mass thanks to the extended nature of the wavefunction.

In fact, a different, and more rigorous, route to arrive at the phase difference $\Delta \phi$ used in the COW experiment, would be to compare the two forms displayed by the Schrödinger equation governing the evolution of the wavefunction but written in two different reference frames: the noninertial laboratory frame held fixed to the ground, and an inertial reference frame translating downwards with the uniform acceleration $a = g$. The dynamics of the particle subjected to the linear gravitational field is described in the noninertial-frame coordinates $(t, z)$ by a Schrödinger equation displaying the linear potential term $m_g g z \psi$. Going to the freely-falling inertial frame, of acceleration $a$ and of coordinates $(t', z')$, the Galilean change of coordinates $t' = t$ and $z' = z + \frac{1}{2}at^2$ transforms the Schrödinger equation into an equation with a time-dependent term and with a term
proportional to the gradient of the wavefunction $\psi$. It was shown in much detail in Ref. [7] that in order for the resulting equation to take the form of the Schrödinger equation of a free particle described by a wavefunction $\varphi(z',t')$, two conditions must be satisfied. The first, is that the acceleration $a$ of the falling frame should actually be $a = \frac{ma}{m_i}g$. The second is that the wavefunction $\varphi$ used in the inertial frame differs from the wavefunction $\psi$ used in the noninertial frame by a phase factor only:

$$\psi(z',t') = \varphi(z',t') \exp\left(-\frac{ima}{\hbar}z't' + \frac{ima^2}{3\hbar}t'^3\right). (1.3)$$

To see that this result yields the same phase difference (1.1) obtained by other means, one only needs to express the phase factor in Eq. (1.3) in terms of the coordinates $(t, z)$ of the noninertial frame fixed on the ground. In fact, the phase factor takes then the form, $\exp(-\frac{ima}{\hbar}zt - \frac{ima^2}{6\hbar}t^3)$ [7]. Recalling that the time the particle spends in the branch at the height $z_0$ is $t = L/v_0$ and that the speed $v_0$ is related to the wavelength by $\lambda_0 = h/(m_i v_0)$, we immediately see that the first term inside the parentheses leads indeed to the phase difference (1.1). Very important here, is the fact that recovering the phase difference (1.1) is possible only if the acceleration $a$ of the falling frame is chosen such that $a = \frac{ma}{m_i}g$.

The second term proportional to $t^3$ in this phase factor does not contribute to the phase difference in such a setup, because it is the same for the two branches as it does not depend on $z$. It seems then that such an extra term could be considered as a mere gauge artifact that arises due to the Galilean change of coordinates between the two reference frames. This is not the case, however. In fact, it was argued in the recent Ref. [46] (see also Refs. [13,19]) that such a term could be tested experimentally by first splitting the wavefunction into a superposition of two branches on the same horizontal plane and then making, somehow, the particle in one of the two branches drop downwards so that it acquires the above relative phase factor. In the reference frame of the freely-falling particle, which has the acceleration $a$ relative to the other branch, the particle's wavefunction should be perceived as that of a free particle, $\varphi$, whereas relative to the horizontally-moving branch the wavefunction should be perceived to be $\psi$. Therefore, the term proportional to $t^3$ in the relative phase factor would, in principle, also contribute to the phase difference giving rise to the interference. This would show the equivalence between inertia and gravitation.

In this paper, we show that tidal forces provide an alternative strategy for investigating analogs of such a phase-difference effect. The strategy avoids the delicate need to make the particle in one branch suddenly drop downward to meet the other branch. In addition, the strategy avoids the need to associate a reference frame to the quantum particle, and hence avoids attaching a constant and precise acceleration to a particle that is supposed to be a de-localized object governed by probabilities and which is in a superposition along two different paths. As such, the requirement $a = \frac{ma}{m_i}g$, that actually hides a distinction between inertia and gravitation in Eq. (1.3), is avoided. The trick is, indeed, remarkably played by the hitherto neglected tidal forces. The idea is to associate an inertial frame to a freely-falling laboratory, rather than to the freely-falling quantum
particle. The use of Fermi normal coordinates in such a frame is then justified, and one would thus immediately have access to “pure” gravitational tidal forces, in the sense that the latter are cleaned up from the noninertial contamination experienced by a fixed reference frame on the ground. As we shall see, this leads to completely different and new perspectives than by searching for phase differences of the forms (1.1) and (1.3).

The remainder of this paper is structured as follows. In Sec. 2, we examine in great detail the effect of tidal forces on the free fall of a quantum particle. We first derive the Schrödinger equation from the Klein-Gordon equation in order to compare the tidal forces to the non-tidal relativistic corrections due to a curved spacetime. We then use two approaches to solve the Schrödinger equation. First, we use a time-independent boundary condition, and then we use time-dependent boundary conditions. In both approaches, the energy spectrum of the particle comes out discrete. However, the important difference is in the specific forms in which the masses \( m_i \) and \( m_g \) appear in each result. We then examine in Sec. 3 tidal forces in the inertial frame, and show how a substitute for the \( t^3 \)-phase could be investigated, bringing a different perspective on the interplay between inertia and gravitation. In Sec. 3, we briefly discuss how our work could be extended to include the effects of tidal forces based on the Gross-Pitaevskii equation used to describe Bose-Einstein condensates and superfluids. We conclude this paper with a summary and discussion section.

## 2 Tidal forces in the noninertial frame

Although our investigation in this section will be based on the nonrelativistic Schrödinger equation, it is important to extract the latter from the fully relativistic Klein-Gordon equation in curved spacetime. There are three reasons behind such an enterprise. The first reason is that one can properly take into account the effects of curved spacetime on the wavefunction of the particle only within the Klein-Gordon equation. The second reason is that, being interested in tidal forces which consist of very small perturbations to the linear gravitational potential, one needs to make sure that such terms still dominate compared to the relativistic correction terms before discarding the latter. The third reason is that starting from the Klein-Gordon equation rather than assuming beforehand the Schrödinger equation, allows us to neatly see why, in contrast to the latter equation, the former does not allow one to consistently distinguish between a gravitational mass and an inertial mass. Such a consideration is what allows us indeed to discuss the Newtonian equivalence principle in quantum mechanics.

The Klein-Gordon equation for a particle in a curved spacetime reads \((\Box - \frac{m^2 c^2}{\hbar^2}) \varphi = 0\), where the d’Alembert operator is given by\(^2\), \(\Box = g^{\mu\nu} \nabla_\mu \nabla_\nu\). When writing explicitly the covariant derivatives

---

\(^2\)The signature of the spacetime metric \(g_{\mu\nu}\), and of its inverse \(g^{\mu\nu}\), is here taken to be \((- , + , + , +\)). Greek indices denote the four spacetime coordinates and take the values \(\{0, 1, 2, 3\}\), whereas the Latin indices will stand for the three spatial coordinates and take the values \(\{1, 2, 3\}\).
∇_μ in terms of the Christoffel symbols \( \Gamma^λ_μν \), the Klein-Gordon equation takes the form,

\[
\left( g^{\mu\nu} \partial_\mu \partial_\nu - g^{\mu\nu} \Gamma^λ_\mu_\nu \partial_\lambda - \frac{m_i^2 c^2}{\hbar^2} \right) \varphi = 0.
\]

(2.1)

The preliminary remark in relation to the Newtonian equivalence principle that should be made here is that the gravitational interaction manifests itself in this equation only through the partial derivative operators \( \partial_\mu \) acting on the wavefunction. As such, no distinction can be made at this point between a gravitational mass \( m_g \) (which is completely absent here) and the inertial mass \( m_i \) of the particle. In other words, one can say that, in some sense, in the curved-spacetime Klein-Gordon equation, gravity does not “act” on the particle but on the wavefunction of the latter. As the wavefunction is shaped by the inertial mass-energy of the particle, gravity has no other option but to act on the particle through the inertial properties of the latter. We shall come back to this observation in the conclusion section.

In fact, in order to display explicitly the coupling of the mass of the particle to the gravitational field, we need to adopt, as is customary, the ansatz \( \varphi(x) = \psi(x) e^{-\frac{i}{\hbar} m_i c^2 t} \) for the wavefunction. The mass \( m_i \) appearing in the exponential in this ansatz is not a gravitational mass, but rather the inertial mass. This is because the special relativistic rest-mass energy \( m_i c^2 \) is tied up to the inertial mass, not to a gravitational one. Thus, in contrast to the Schrödinger equation, the equivalence of the two masses is already a built-in assumption in the Klein-Gordon equation in curved spacetime. This, in turn, is hardly surprising as it is tied up to the way general relativity is founded. Therefore, according to Eq. (2.1), the only possibility to allow for the existence of a mass \( m_g \) different from \( m_i \) would be to artificially attach the ratio \( m_g/m_i \) to the metric itself. However, this would greatly alter the main design of general relativity, especially as it would require a different metric for different test particles in case the ratio \( m_g/m_i \) is different for different particles.

Let us now insert that ansatz for \( \varphi(x) \) into Eq. (2.1) and consider a spherically symmetric and time-independent metric for spacetime. For such a spacetime, the equation simplifies considerably since the only nonzero Christoffel symbols that contribute to the equation are \( \Gamma_{00}^0 \) and \( \Gamma_{ij}^k \). The equation we get then reads,

\[
\frac{g^{00}}{c^2} \partial^2_t \psi - \frac{2im_i g^{00}}{\hbar} \partial_t \psi - \left( g^{00} \Gamma_{00}^k + g^{ij} \Gamma_{ij}^k \right) \partial_k \psi - \frac{m_i^2 c^2}{\hbar^2} \left( g^{00} + 1 \right) \psi + g^{ij} \partial_j \psi = 0.
\]

(2.2)

Next, we need to pick up a metric for our spacetime. The obvious choice would be to use the Schwarzschild metric written in the Schwarzschild coordinates \((t, r, \theta, \phi)\). It turns out, however, that the Schwarzschild coordinates are not the best coordinates to use for our present purposes. The first reason is that with such a coordinate system, the wavefunction of the particle would have to be expanded in the spherical harmonics \( Y^m_l(\theta, \phi) \) along the angular coordinates \( \theta \) and \( \phi \). Given that the wavefunction of the test particle does not wrap around the planet, but is rather limited in its extension to the size of the laboratory, a representation of the wavefunction in spherical
harmonics is not recommended here. The second reason is that the spherical symmetry of the metric does not allow us to properly take into account the gravitational tidal forces in terms of local linear horizontal displacements from a given reference point. With such coordinates, one would have indeed to use angular displacements, which are not adequate for a table-top-size experiment.

Let us then use the Schwarzschild metric in the pseudo-Cartesian coordinates \((t, x, y, z)\) in which the metric reads (see, e.g., Ref. [47]),

\[
ds^2 = -(1 - \frac{r_s}{r}) c^2 dt^2 + \left[1 + \frac{r_s x^2}{r^2(r - r_s)}\right] dx^2 \\
+ \left[1 + \frac{r_s y^2}{r^2(r - r_s)}\right] dy^2 + \left[1 + \frac{r_s z^2}{r^2(r - r_s)}\right] dz^2 \\
+ \frac{2r_s}{r^2(r - r_s)} (xy dx dy + xz dx dz + yz dy dz).
\] (2.3)

Here, \(r_s = 2GM/c^2\) is the Schwarzschild radius and \(r = \sqrt{x^2 + y^2 + z^2}\) is the radial coordinate from the center of the Earth. It is easy now to extract from this metric the nonzero Christoffel symbols. Keeping only the leading-order terms, i.e., those terms that contain at most one \(c^2\) in the denominator, we are left with the following approximations for the inverse metric components \(g^{\mu\nu}\) and for the Christoffel symbols \(\Gamma^\lambda_{\mu\nu}\),

\[
g^{00} \approx -1 - \frac{2GM}{c^2 r} - \frac{4G^2M^2}{c^4 r^2}, \quad g^{ii} = 1 - \frac{2GM(x^i)^2}{c^2 r^3}, \\
g^{ij} = -\frac{2GMx^i x^j}{c^2 r^3} (i \neq j), \quad \Gamma^0_{00} \approx \frac{GMx^i}{c^2 r^3}, \\
\Gamma^i_{jj} \approx \frac{GMx^i [2r^2 - 3(x^j)^2]}{c^2 r^5}, \quad \Gamma^i_{jk} \approx -\frac{3GMx^i x^j x^k}{c^2 r^5} (j \neq k).\] (2.4)

Note that we kept here the term with a factor of \(1/c^4\) in the component \(g^{00}\) because the latter also appears multiplied by \(m_i c^2\) in one of the terms of Eq. (2.2). Multiplying the whole equation (2.2) by \(h^2/2m_i\), as well as by \(g_{00} = 1/g^{00}\), and then plugging the approximated terms (2.4) into it, we get the following equation after keeping only those terms which are at least of the order of \(1/c^2\):

\[
\frac{h^2}{2m_i c^2} \partial_t^2 \psi - \frac{h^2}{2m_i} \left[\delta^{ij} - \frac{2GM}{c^2 r} \left(\delta^{ij} + \frac{x^i x^j}{r^2}\right)\right] \partial_{ij} \psi - \frac{h^2}{m_i} \frac{GMx^i}{c^2 r^3} \partial_t \psi - \frac{GMm_i}{r} \psi = i\hbar \partial_t \psi.\] (2.5)

We can now clearly distinguish from this expression the different contributions of the gravitational field. All the terms containing the \(c^2\) in the denominator are relativistic corrections to the Newtonian gravitational potential \(GM/r\). Among those relativistic terms, the ones that are proportional to \(x^i\) and \(x^i x^j\) are part of the relativistic tidal forces acting on the wavefunction of the particle. However, more tidal-force terms are still hiding inside the diagonal relativistic term \(2GM\delta^{ij}/c^2 r\), as well as inside the Newtonian term. To see this, one only needs to Taylor-expand the ratio \(1/r\)
to the second order in the Cartesian coordinates \((x, y, z)\).

More important, however, is the presence of the cross-terms \(x^i x^j\) that multiply the second derivatives \(\partial_{ij} \psi\) of the wavefunction. Indeed, the presence of such terms prevents the wavefunction from being separable in the spatial coordinates. As a consequence, the wavefunction cannot anymore be split into the usual simple product \(\psi(x, y, z) = \psi(x) \psi(y) \psi(z)\). The result is that the components of the wavefunction become spatially entangled\(^3\). We see then that even classical general relativity is able to induce a quantum entanglement (see, e.g., Refs. [49, 50] for particle entanglement in curved-spacetime). The validity of this remark concerning the Newtonian gravitational potential will shortly become evident as well.

In order to better estimate the orders of magnitude of each of the various terms in Eq. (2.5), and hence be able to better compare the relativistic terms to the nonrelativistic tidal forces, we need to consider concrete experimental values that could be involved in that equation. For definiteness, we consider the test particle to be a neutron. First, we have the Schwarzschild radius of the Earth that evaluates to \(GM/c^2 \approx 4\) mm. Therefore, using the radius of the Earth \(R_E \approx 6 \times 10^6\) m yields \(GM/(c^2 R_E) \sim 10^{-9}\). As a consequence, both the second and third terms inside the square brackets in Eq. (2.5) can safely be neglected. This is also true for the term that multiplies \(\partial_i \psi\) in that equation. On the other hand, the very first term in that equation can be neglected because it is of the order of \(\sim 10^{17}\) times smaller than the kinetic term, even for a neutron. Therefore, the only source for possibly measurable tidal forces that remains inside this equation is the Newtonian potential.

To investigate the effect of the latter in detail, let us perform the following change of variables \(z \rightarrow R_E + z\). Therefore, the variable \(z\) will henceforth represent in this section the upward vertical distance as measured from the surface of the Earth. As a consequence, we also have \(r = \sqrt{(R_E + z)^2 + x^2 + y^2}\). As \(x, y\) and \(z\) are all of the size of the laboratory, and hence are all much smaller than \(R_E\), we can Taylor-expand around the origin of the laboratory in each of the three coordinates. Keeping only terms up to the second order in \(x/R_E, y/R_E\) and \(z/R_E\), allows us to cast Eq. (2.5) into the following Schrödinger equation,

\[
-\frac{\hbar^2}{2m_i} \left( \partial_x^2 + \partial_y^2 + \partial_z^2 \right) \psi - \frac{GMm_g}{R_E} \left( 1 - \frac{z}{R_E} + \frac{z^2}{2R_E^2} - \frac{x^2}{2R_E^2} - \frac{y^2}{2R_E^2} \right) \psi = i\hbar \partial_t \psi.
\]  

(2.6)

Before we proceed, a couple of remarks are in order here. The first, is that we have introduced by hand the gravitational mass \(m_g\) into Eq. (2.6). We did this in view of discussing our results when they are thought of as emerging from a Newtonian gravity, which does allow such a distinction between the two masses. Whenever one wishes to focus instead only on what general relativity implies, one can always go back to the latter case by the replacement \(m_g \rightarrow m_i\). The second remark is that Eq. (2.6) is a differential equation which is separable in the coordinates \((x, y, z)\). Therefore,

\(^3\)Spatial entanglement in the components of a wavefunction is not discussed often in literature. However, a very nice pedagogical exposition of the subject can be found in Ref. [48].
the solution to the equation might be found in the form of a product: \( \psi(x, y, z) = \psi(x)\psi(y)\psi(z) \). However, had we kept at least the two third-order terms \( z^2/R_E^3 \) and \( zy^2/R_E^4 \) in the equation, the latter would not have been separable anymore and the wavefunction would again exhibit a spatial entanglement in its components. This implies that even the classical Newtonian gravity can induce a quantum entanglement (see the recent Ref. [51] for work on a Newtonian gravity-induced particle entanglement).

Going back now to our equation (2.6), we first notice that the constant term \(-GMm g/R_E\) would simply shift the whole energy spectrum of the particle by a constant. From what is left, we recognize the linear gravitational potential energy \(-GMm g z/R_E = -m g g z\), where \( g = GM/R_E^2 \) is the gravitational acceleration on the surface of the Earth. The extra quadratic term \( z^2/R_E \) could then be considered as a correction term to the linear potential. This suggests that we could first solve the unperturbed equation in \( z \), which leads to a wavefunction given in terms of the square-integrable Airy function Ai\( (z) \), and then insert the latter into the time-independent perturbation theory to extract the corrected energy-spectrum for the freely-falling particle. A better and more insightful strategy, however, which will be useful to us in Sec. 3 as well, consists instead in rearranging the terms in \( z \) as follows:

\[
-\frac{\hbar^2}{2m_i} \left( \partial_x^2 + \partial_y^2 + \partial_\xi^2 \right) \psi + \frac{mg}{2} \omega^2 \left( x^2 + y^2 - 2\xi^2 \right) \psi - \kappa \psi = i\hbar \partial_t \psi. \tag{2.7}
\]

In writing this equation, we introduced the new variable \( \xi = \frac{1}{2}R_E - z \) and gathered the constant terms on the left-hand side into the single constant \( \kappa = \frac{3}{4}GMm g/R_E \). We also introduced the constant angular frequency \( \omega = \sqrt{g/R_E} \). This corresponds to an oscillation period of about one hour on the surface of the Earth. Using this angular frequency, we then also have \( \kappa = \frac{3}{4}m g \omega^2 R_E^2 \).

The form of the gravitational potential in the Schrödinger equation (2.7) is that of a simple harmonic oscillator along the horizontal direction, spanned by the coordinates \((x, y)\). However, along the vertical direction, the gravitational potential is that of the well-known inverted harmonic — sometimes also called repulsive — oscillator [52–54], centered at \( \xi = 0 \). Of course, this center of the inverted harmonic oscillator is only a fictitious position, for in our approximations we have \( z \ll R_E \).

In order to solve the inverted harmonic oscillator equation governing the dynamics of the component \( \psi(\xi, t) \) along the vertical direction, we have actually two options. The first option consists in leaving the system to evolve in a time-independent way. In such a case, the wavefunction will also be time-independent and will be dealt with in Sec. 2.1. The second option consists in imposing on the system time-dependent boundary conditions. The wavefunction in the latter case will obviously be time-dependent as well, and will be dealt with in Sec. 2.2.
2.1 Using a time-independent boundary condition

In case a single time-independent boundary condition is applied in the vertical direction, the system will be time-independent as well. We can thus cast the constant $\kappa$ in the Schrödinger equation (2.7) into the right-hand side and absorb it into the particle’s constant energy $E$ on the right-hand side by redefining the ground-level energy. The separability of the equation implies then that the total energy $E$ of the particle is made of three pieces as well:

$$E = E_{nx} + E_{ny} + \mathcal{E}.$$  (2.8)

where, $n_x$ and $n_y$ are two non-negative integers. The ratio $m_g/m_i$ emerges here due to the different masses attached to the kinetic and potential terms of the harmonic oscillators. This result is very interesting because, just as in Newtonian mechanics, we remarkably obtained the ratio $m_g/m_i$ in an isolated form even within quantum mechanics. The precision in measuring this ratio is thus directly linked to the precision that could be achieved in measuring the frequency $\omega$ of the oscillator. When one is assuming the framework of general relativity, one should set $m_g = m_i$. In that case, Eq. (2.8) implies a mass-independent energy spectrum in the $xy$-plane. In order to find the energy $\mathcal{E}$, we should solve the $\xi$-equation.

The resulting differential equation in $\xi$ along the vertical direction has the form of Weber’s equation [56]. In order to simplify our mathematical manipulations, it is more convenient to introduce a scaling factor $\ell$, given by $\ell = [\hbar^2 R_E/(2m_i m_g)]^{\frac{1}{4}}$. With the help of this scaling factor, we can define the dimensionless position parameter $\zeta = \xi/\ell$, as well as the dimensionless energy parameter $\eta = \mathcal{E} R_E/(2 m_g g \ell^2)$. Substituting these redefinitions into Eq. (2.7), the equation obeyed by $\psi(\zeta)$ reads

$$-\frac{1}{2} \left( \frac{d^2}{d\zeta^2} + \zeta^2 \right) \psi = \eta \psi.$$  (2.9)

The solution of such an equation provides the well-known eigenstates [52] of the time-independent inverted harmonic oscillator in terms of the parabolic cylinder function. Those eigenstates constitute a complete orthonormal basis in the Hilbert space $L^2(R)$ of square-integrable functions, but in the Dirac sense (see, e.g., Ref. [57]). The eigenstates thus normalized read [57],

$$\psi(\zeta) = e^{i\frac{\pi}{4} + \frac{\pi}{4} \eta} \Gamma \left( \frac{1}{2} - i\eta \right) \mathcal{D}_{i\eta - \frac{1}{2}} \left( \pm e^{\frac{3\pi}{4} \sqrt{2} \zeta} \right).$$  (2.10)

Here, $\Gamma(a)$ is the gamma function for any complex constant $a$, and $\mathcal{D}_{ib - \frac{1}{2}}(\sigma)$ is the Whittaker form of the parabolic cylinder function for any complex variable $\sigma$ and for any real constant $b$ [58]. For us, the important fact about this solution is that the parabolic cylinder function exhibits the
remarkable feature that when its constant parameter $b$ is large, it admits an expansion in terms of Airy functions [58, 59] for all positive values of the variable $\zeta$, including the case for which $\zeta \gg 1$.

It turns out that this is exactly our case. Indeed, recall that the definition of our dimensionless variable is $\zeta = \xi/\ell = (\frac{1}{2} R_E - z)/\ell$. Also, for a neutron particle, for example, we find that the scaling factor $\ell$ is of the order of $\sim 6$ mm. Therefore, close to the ground level at $z = 0$, we have $\zeta \gg 1$.

On the other hand, from the definition of our dimensionless energy parameter $\eta$, we also have $|\eta| = |E| R_E / (2m g \ell^2) \gg 1$. This stems from the fact that, according to Eq. (2.9), the parameter $\eta$ is made of the kinetic energy of the particle and the term $-\frac{1}{2} \zeta_0^2$, where $\zeta_0 = \frac{1}{2} R_E / \ell$ is obtained by setting $z = 0$ in $\zeta$. In other words, $E$ in Eq. (2.9) is now made of the gravitational potential energy $-\frac{1}{2} m g R_E$ plus a comparatively small positive kinetic energy $\epsilon$. Furthermore, the condition $\zeta / \sqrt{2|\eta|} > 1$ that we are in brings us to a very specific expansion in terms of the Airy function $\text{Ai}(z)$ [58, 59]. Using such an expansion, we find the following expression of the wavefunction for all $\zeta$, i.e., for all $z$, inside the laboratory stuck to the ground,

$$\psi(\zeta) \sim 2^{\frac{3}{4}} \sqrt{\pi} e^{\frac{3}{2}|\eta|} \left( \frac{u}{\zeta^2 - 2|\eta|} \right)^{\frac{1}{4}} \text{Ai}(-u). \quad (2.11)$$

The variable $u$ in this expression is given in terms of our $\zeta$ and $|\eta|$ by [58],

$$u = \left( \frac{3}{2} |\eta| \right)^{\frac{3}{2}} \left( \frac{\zeta}{\sqrt{2|\eta|}} \sqrt{\frac{\zeta^2}{2|\eta|} - 1 - \text{arccosh} \left( \frac{\zeta}{\sqrt{2|\eta|}} \right)} \right)^{\frac{1}{4}}. \quad (2.12)$$

From expression (2.11), we see that the only way for the wavefunction to satisfy the boundary condition $\psi(z = 0) = 0$, is to have the Airy function vanish at $z = 0$, for which the variable $\zeta$ reduces to $\zeta_0$. On the other hand, we know that, to a good approximation, the zeros of the Airy function $\text{Ai}(-u)$ are given by $u_0 \approx \left[ \frac{3\pi}{2} (n - \frac{1}{4}) \right]^{\frac{3}{2}}$, where $n$ is a non-negative integer [58]. Substituting expression (2.12) of $u$ into these zeros of the Airy function leads to a transcendental equation involving $|\eta|$, $\zeta_0$ and the integer $n$. Thus, an exact analytic expression for $|\eta|$, i.e. for the kinetic energy $\epsilon$ of the particle, in terms of $\zeta_0$ and $n$ cannot be obtained. What we can do instead, is write $|\eta| = \frac{1}{2} \zeta_0^2 - \epsilon R_E / (2m g \ell^2)$, and expand in $\epsilon$ the right-hand side of Eq. (2.12) up to the first nonvanishing order in $\epsilon$, which is $\epsilon^{\frac{3}{2}}$. The zeros $u_0$ of the Airy function then lead to the following constraint on $\epsilon$ in order for the boundary condition $\psi(z = 0) = 0$ to be satisfied:

$$\epsilon \approx \frac{2m g \ell^2}{R_E} \left[ \frac{3\pi \zeta_0}{2\sqrt{2}} \left( n - \frac{1}{4} \right) \right]^{\frac{3}{2}}. \quad (2.13)$$

By substituting our definitions of the parameters $\ell$ and $\zeta_0$ into this result, we recover exactly expression (1.2) obtained for the particle inside the linear gravitational field of the Earth.

Let us now pause here to ponder on the way we arrived at this result and how it compares
to the result (1.2) obtained with the linear-field approximation of the gravitational field of the Earth. First, we should note that the energy spectrum of the inverted harmonic oscillator in the $z$-direction gave rise to the same spectrum as the one implied by the linear potential thanks to the fact that, far from its fictitious center $z_0 = \frac{1}{2} R_E$, the shape of the inverted harmonic oscillator potential tends to the linear potential. Nevertheless, our approach, which consists in finding the exact eigenstates of the Hamiltonian in Eq. (2.6) instead of considering the term proportional to $z^2$ as a mere perturbing term, has been very instructive. Indeed, our approach showed that although the ratio $m_g/m_i$ appears in the wavefunction (2.10) inside the parameter $\eta$, such a ratio does not appear in an isolated form. The presence of $\ell$ inside $\zeta$ is what contaminates such a ratio. This is in contrast to the gravitational harmonic oscillators along the horizontal directions $x$ and $y$ for which the ratio $m_g/m_i$ remained pure. Moreover, the probability for finding the particle at a certain height $z$ is given by $|\psi(z)|^2$ which, according to Eq. (2.11), is oscillating thanks to the Airy function like in the linear case, but with an amplitude which is here contained inside an envelop that is increasing with the height $z$ like $(\frac{1}{2} R_E - z)^{-\frac{1}{3}}$. Furthermore, even this envelop depends on the ratio $m_g/m_i$ in a non-isolated form.

The other very important fact we would like to emphasize now is that even by setting $m_g = m_i$, as required by general relativity, the energy spectrum (2.13) does not become mass-independent as is the case for the harmonic oscillators along the horizontal directions. In other words, even though both kinds of harmonic oscillators are gravitationally induced, one of them becomes mass-independent while the other remains mass-dependent when both concepts of mass coincide. We shall come back to this observation in the conclusion section.

### 2.2 Using time-dependent boundary conditions

As we did in the previous subsection, in order to solve Eq. (2.7) we only need to split the wavefunction into the product $\psi(x, y, \xi, t) = \psi(z)\psi(y)\psi(\xi, t)$, and solve separately the three resulting independent equations. The reason for the time dependence of the third component, and for not having discarded the constant $\kappa$ as is customary when dealing with the time-independent Schrödinger equation, is due to the time dependence of the boundary conditions that we are going to impose here on the wavefunction along the vertical direction. This approach admits an exact analytic treatment thanks to the technique introduced in Ref. [53]. We shall expose here in detail the steps behind such a technique by adapting it to our case, which is slightly different from the one exposed in Ref. [53].

We start by making the following successive redefinitions, first a redefinition of the wavefunction
\( \psi(\xi, t) \), and then followed by a redefinition of the variable \( \xi \):

\[
\psi(\xi, t) = \exp \left( \frac{i\omega \sqrt{m_i} m_g}{\sqrt{2\hbar}} \xi^2 + \frac{i\kappa}{\hbar} t - \sqrt{\frac{m_g}{2m_i}} \omega t \right) \Phi(\xi, t), \tag{2.14}
\]

\[
\xi = u e^{\sqrt{\frac{2m_g}{m_i}} \omega t}. \tag{2.15}
\]

Inserting the redefinition (2.14) into the Schrödinger equation for \( \psi(\xi, t) \) as given by Eq. (2.7), the differential equation one obtains for \( \Phi(\xi, t) \) takes the following form:

\[
- \frac{\hbar^2}{2m_i} \frac{\partial^2 \Phi}{\partial \xi^2} - i\hbar \sqrt{\frac{2m_g}{m_i}} \xi \frac{\partial \Phi}{\partial \xi} = i\hbar \frac{\partial \Phi}{\partial t}. \tag{2.16}
\]

Finally, with the redefinition (2.15) of the variable \( \xi \), we have \( \partial_\xi = e^{-\sqrt{2m_g/m_i} \omega t} \partial_u \) and we have to turn the operator \( \partial_t \) in Eq. (2.16) into the operator \( \partial_t - \sqrt{2m_g/m_i} \omega u \partial_u \). The differential equation for the new wavefunction \( \Phi(u, t) \), which thus becomes a function of the variables \( u \) and \( t \), takes then the following form:

\[
- \frac{\hbar^2}{2m_i} \frac{\partial^2 \Phi}{\partial u^2} = i\hbar e^{\sqrt{\frac{8m_g}{m_i}} \omega t} \frac{\partial \Phi}{\partial t}. \tag{2.17}
\]

This equation is easily solvable as it is separable in the variables \( u \) and \( t \). Two sets of linearly independent solutions are possible. Introducing a positive constant \( \epsilon \) with the dimensions of energy, and setting \( \epsilon = \sqrt{2m_i\epsilon/\hbar^2} \), the two possible solutions read

\[
\Phi_1(u, t) = \exp \left( \frac{ie}{\hbar \omega} \sqrt{\frac{m_i}{8m_g}} e^{-\sqrt{\frac{8m_g}{m_i}} \omega t} \right) \left[ C_1 \sin(\epsilon u) + C_2 \cos(\epsilon u) \right], \tag{2.18}
\]

\[
\Phi_2(u, t) = \exp \left( \frac{ie}{\hbar \omega} \sqrt{\frac{m_i}{8m_g}} e^{-\sqrt{\frac{8m_g}{m_i}} \omega t} \right) \left( C_3 e^{-\epsilon u} + C_4 e^{\epsilon u} \right). \tag{2.19}
\]

Note the important appearance, just as in Eq. (2.8), of the ratio \( m_g/m_i \) in an isolated form in both solutions. The only solution which we can obviously discard out of hand, as being unphysical, is the second term which is proportional to \( e^{\pm \epsilon u} \) in the combination (2.19). On the other hand, the first term that multiplies \( C_3 \) in that combination (2.19) is normalizable. The reason why we cannot take that one as a physical solution either is that this technique requires, in addition, to impose the vanishing of the wavefunction at two distinct boundaries. It is obvious that the latter requirement cannot be imposed on the first term multiplying \( C_3 \) in Eq. (2.19), which does not vanish for any finite value of \( u \) unless we set \( C_3 = 0 \). We have then no other choice, but to consider only the solution given by Eq. (2.18).

Both terms in the combination (2.18) do not yield normalizable wavefunctions all over space in the variable \( \xi \). However, as pointed out in Ref. [53], such a solution can be normalized in the
variable \( u \) when the wavefunction \( \Phi_1(u, t) \) is confined between the origin at \( u = 0 \), i.e., at \( \xi = 0 \), and some other position \( u = h_0 \), for some constant \( h_0 \). This means that the wavefunction \( \Phi_1(u, t) \) has to vanish at these two boundaries. In our case, the obvious first boundary would be at \( z = 0 \). Unfortunately, \( z = 0 \) corresponds to \( \xi = \frac{1}{2} R_E \) for which the combination (2.18) cannot vanish either, unless \( C_1 = C_2 = 0 \). Therefore, in order to adapt that strategy to our case, we choose the distinct boundaries to be at \( u = h_0 \) and \( u = h_1 \), both different from the origin \( u = 0 \). In terms of the variable \( z \), these time-dependent positions are realized at \( z_0 = \frac{1}{2} R_E - h_0 \exp(\sqrt{\frac{2m_g}{m_i}} \omega t) \) and at \( z_1 = \frac{1}{2} R_E - h_1 \exp(\sqrt{\frac{2m_g}{m_i}} \omega t) \), respectively. Imposing \( \Phi_1(h_0, t) = 0 \) on the combination (2.18), we find that \( C_2 = -C_1 \tan(\varepsilon h_0) \). Next, substituting \( C_2 \) in terms of \( C_1 \) into the condition \( \Phi_1(h_1, t) = 0 \), we arrive at the following single condition on \( \varepsilon \):

\[
\sin[\varepsilon(h_1 - h_0)] = 0.
\]  

(2.20)

This condition is satisfied if and only if \( \varepsilon = n\pi/(h_1 - h_0) \), for any integer \( n \).

The last step now is to normalize the wavefunction \( \psi(\xi, t) \) as given by Eq. (2.18), by demanding that \( \int |\psi(\xi, t)|^2 d\xi \) evaluates to unity over the interval of the confinement [53]. First, inserting the combination (2.18) into expression (2.14), and taking into account Eq. (2.15), as well as the relation we just found between \( C_1 \) and \( C_2 \), we arrive at the following final expression for the wavefunction \( \psi(\xi, t) \):

\[
\psi(\xi, t) = C_1 \exp \left( \frac{i\omega \sqrt{m_i m_g}}{\sqrt{2h}} \xi^2 + \frac{i\kappa}{h} - \sqrt{\frac{m_g}{2m_i}} \omega t + \frac{i\varepsilon}{h\omega} \sqrt{\frac{m_i}{8m_g}} e^{-\sqrt{\frac{8m_g}{m_i}} \omega t} \right) 
\times \left[ \sin \left( \varepsilon e^{-\sqrt{\frac{2m_g}{m_i}} \omega t} \xi \right) - \tan (\varepsilon h_0) \cos \left( \varepsilon e^{-\sqrt{\frac{2m_g}{m_i}} \omega t} \xi \right) \right].
\]  

(2.21)

The normalization of this wavefunction in the interval \( u \in [h_0, h_1] \) corresponds to the normalization in the variable \( \xi \) within the interval \( \xi \in [h_0 \exp(\sqrt{\frac{2m_g}{m_i}} \omega t), h_1 \exp(\sqrt{\frac{2m_g}{m_i}} \omega t)] \). Evaluating the integral leads to the following result after rearranging the terms and using the condition (2.20):

\[
\int_{h_0 \exp(\sqrt{\frac{2m_g}{m_i}} \omega t)}^{h_1 \exp(\sqrt{\frac{2m_g}{m_i}} \omega t)} |\psi(\xi, t)|^2 d\xi = |C_1|^2 \left( \frac{h_1 - h_0}{2\cos^2(\varepsilon h_0)} - \left[ \frac{\cos(\varepsilon h_1)}{4\varepsilon \cos(\varepsilon h_0)} - \frac{\tan^2(\varepsilon h_0)}{2\varepsilon} \right] \sin[\varepsilon(h_1 + h_0)] \right).
\]  

(2.22)

In order to simplify this expression even further, we may assume that the distances \( h_0 \) and \( h_1 \) are chosen such that \( h_0 + h_1 = s(h_1 - h_0) \), with a positive integer number \( s \). In fact, in such a case, \( \sin[\varepsilon(h_1 + h_0)] \) vanishes, and only the first term inside the parentheses in Eq. (2.22) would remain. Therefore, by choosing the relative heights such that \( h_1 = \frac{s+1}{s-1} h_0 \), for any integer \( s > 1 \), we end up
with the following normalization constant for the wavefunction:

\[ C_1 = \sqrt{s - 1} \frac{1}{h_0} \cos(\varepsilon h_0). \]  (2.23)

We would like to emphasize here that Eq. (2.22) is valid for the general case, and can be used to extract the normalization constant in that general case as well. However, to achieve our present purposes, it is sufficient to consider only the simplifying special case (2.23) which does not compromise in any way the generality of the result we obtain below.

In fact, after plugging this value of the normalization constant into expression (2.21) of the wavefunction, as well as the condition (2.20), we compute the energy spectrum of the particle, up to an unimportant overall constant, using the Hamiltonian \( \mathcal{H} \) of the inverted harmonic oscillator as follows,

\[
E_n = \int_{h_0}^{h_1} \exp\left(\sqrt{\frac{2m_g}{m_i}} \omega t\right) \psi^*(\xi, t) \mathcal{H} \psi(\xi, t) d\xi
\]

\[
= \frac{n^2 \pi^2 h^2 C_1^2}{4(h_1 - h_0)m_i \cos^2(\varepsilon h_0)} e^{-\sqrt{\frac{8m_g}{m_i}} \omega t}
\]

\[
= \frac{n^2 (s - 1)^2 \pi^2 h^2}{8m_i h_0^2} e^{-\sqrt{\frac{8m_g}{m_i}} \omega t}.
\]  (2.24)

The second line in this result is what one obtains for the general case when there is no special link between the experimental heights \( h_1 \) and \( h_0 \) chosen for the boundaries. The last line is what one obtains for the special case \( h_1 = \frac{s + 1}{s - 1} h_0 \), for any integer \( s > 1 \), for which the formal expression simplifies greatly. In both cases, however, the general pattern displayed by the particle’s energy is that the latter is quantized and decays exponentially with time, with a decay rate given by \( \sqrt{\frac{8m_g}{m_i}} \omega \).

The remarkable dependence of this energy decay on the ratio \( m_g/m_i \), instead of just a dependence on either \( m_i \) or \( m_g \), is due to the fact that we forced the system to react simultaneously to a stimulation caused by the gravitational field and another stimulation that is kinematical in nature. As a consequence, the system has to react with its gravitational mass to the first and has to react with its inertial mass to the second. The presence of the gravitational stimulus gives rise to the ratio \( m_g/m_i \), whereas the inertial stimulus gives rise to the isolated mass \( m_i \) in the denominator. For this reason, even if one sets \( m_g = m_i \) to conform to the framework of general relativity, the mass dependence in the energy spectrum (2.24) would still remain.

Given the smallness of \( \omega \), it is clear that the decay rate of the energy is very small too. Given that the motion of the two time-varying boundaries to be imposed on the particle needs to be exponentially accelerating at a rate proportional to \( \omega \), an eventual experimental realization of the setup requires achieving long-lived quantum coherence.
3 Tidal forces in the inertial frame

Our investigation in the previous section allowed us to extract the effect of tidal forces on the wavefunction in two different settings, both as seen from a noninertial frame. To achieve that, we made use of the Schwarzschild metric (2.3) as perceived by the noninertial observer stuck to the ground. To describe the local physics inside a freely-falling laboratory, we need to use, instead, the Schwarzschild metric written in Fermi normal coordinates \((t, x, y, z)\). In such coordinates, the metric takes the following form along a geodesic path parallel to the \(z\)-axis [60]:

\[
ds^2 = - \left[ 1 + \frac{r_s}{2r^3(\tau)} (x^2 + y^2) \right] c^2 dt^2 + \left[ 1 + \frac{r_s}{6r^3(\tau)} (z^2 - 2y^2) \right] dx^2 + \left[ 1 + \frac{r_s}{6r^3(\tau)} (z^2 - 2x^2) \right] dy^2 + \left[ 1 + \frac{r_s}{6r^3(\tau)} (x^2 + y^2) \right] dz^2
- \frac{r_s}{3r^3(\tau)} (xz \, dx \, dz + yz \, dy \, dz - 2xy \, dx \, dy). \tag{3.1}
\]

This metric is time-dependent through the dependence of the radial coordinate \(r(\tau)\) on the proper time \(\tau\) as measured by an observer on board the freely-falling laboratory. For such a spacetime, the components \(g_{0i}\), and hence also the components \(g_{0i}^{0i}\), still vanish and the only nonzero Christoffel symbols that would be required to write down the Klein-Gordon equation are \(\Gamma_{000}, \Gamma_{0ij}, \Gamma_{kij}\) and \(\Gamma_{kij}\). Therefore, Eq. (2.1) takes the following explicit form,

\[
\frac{g^{00}}{2m_i c^2} \partial_t^2 \psi - \frac{i \hbar}{2m_i c} g^{ij} \Gamma_{ij}^0 \partial_t \psi
- \frac{\hbar^2}{2m_i} \left( g^{00} \Gamma_{k0}^k + g^{ij} \Gamma_{ij}^k \right) \partial_k \psi
+ \frac{\hbar^2}{2m_i} g^{ij} \partial_j \partial_i \psi
- \frac{m_i c^2}{2} \left( g^{00} + 1 - \frac{i \hbar}{m_i c} g^{00} \Gamma_{00}^0 - \frac{i \hbar}{m_i c} g^{ij} \Gamma_{ij}^0 \right) \psi = 0. \tag{3.2}
\]

Having already checked the orders of magnitude of the majority of the relativistic terms in this equation in the previous section, and found that they are at least \(1/c^2\) smaller than the tidal-force terms, we only need to focus here on the new terms containing \(\Gamma_{000}, \Gamma_{0ij}\) and \(\Gamma_{kij}\). The forms of these Christoffel symbols are readily evaluated to be \(\Gamma_{000} = \frac{1}{2r^2} g^{00} \partial_t g_{00}\) and \(\Gamma_{0ij} = -\frac{1}{2r^2} g^{00} \partial_t g_{ij}\). Therefore, all the new terms in Eq. (3.2) are proportional to \(1/c^3\) except the last term inside the parentheses in the last line, which has the form \(\frac{i \hbar}{16} g^{ij} g^{00} \partial_t g_{ij}\). This term is of the order of \(GM(x^i)^2/c^2 r^4\) and can therefore also be ignored together with the terms we were able to drop from the previous section. Substituting the components of the inverse metric extracted from Eq. (3.1), and keeping only the
leading terms, the differential equation (3.2) takes the following form:

\[-\frac{\hbar^2}{2m_i} \left( \partial_x^2 + \partial_y^2 + \partial_z^2 \right) \psi + \frac{GMm_i}{2r^3(\tau)} (x^2 + y^2 - 2z^2) \psi = i\hbar \partial_{\tau} \psi.\]  

We have introduced here the proper-time derivative \(\partial_{\tau} \psi\) by noting that \(\partial_t \psi = \frac{d\tau}{dt} \partial_{\tau} \psi\) and that \(\frac{d\tau}{dt} \approx 1 - r_s/r \approx 1\). Note, also, that we have not introduced here the gravitational mass \(m_g\) by hand as we did previously. The reason is that the time-dependence of the system we are going to obtain yields an expression that is already very involved even when identifying the two masses. Moreover, as we shall discuss below, in contrast to what we did so far, the appearance of the ratio \(m_g/m_i\) in the final results in this section would not be altered much by ignoring the possibility of having \(m_g \neq m_i\). Indeed, as we shall see, our results bring a new perspective by specifically setting \(m_i = m_g\) and examining the outcome.

Once more, we recognize in Eq. (3.3) the simple harmonic potentials along the horizontal \(xy\)-plane and the inverted harmonic oscillator along the vertical \(z\)-axis. In other words, we have a generic distinction between the vertical direction and the horizontal directions. The tidal forces along the former are due to the inverse-square law of gravity, whereas tidal forces along the latter are due to the geometric shape of the mass source. The difference with the previous section, however, is that here both potentials are time-dependent. The other difference is that the three gravitational potentials have now the same center along the three spatial directions. In addition, the wavefunctions are again separable into three independent pieces along the three different spatial directions. As such, and since finding the energy spectrum and the eigenstates of the inverted harmonic oscillator becomes much more involved when attempting to solve the Schrödinger equation exactly the way we did it in the previous section, we only need to focus on one of the two time-dependent simple harmonic oscillators in the \(xy\)-plane.

To be able to solve Eq. (3.3), we need first to examine the explicit expression of \(r^3(\tau)\), which is given by solving the radial geodesic equation in the Schwarzschild spacetime\(^4\). Within our approximation of nonrelativistic motion, we have \(E \approx m_ic^2\), in which case the solution of the radial geodesic equation reduces to the Newtonian result,

\[r^3(\tau) = \frac{9}{2} GM \left( \sqrt{\frac{2r_0^3}{9GM}} - \tau \right)^2.\]  

We have chosen the constant of integration such that \(r = r_0\) at \(\tau = 0\). Note, in addition, that this simple expression (3.4) is obtained by assuming, either the reference frame is released without initial speed infinitely far away from the center of the mass source, or else, the non-zero initial speed \(\sqrt{2GM/r_0}\) of the reference frame would have to be considered instead. This is the price to

\(^4\)See, e.g., Ref. [61] where the derivations leading to the radial geodesic equation in the Schwarzschild metric needed here is worked out in much detail.
pay to avoid having our subsequent formulas in this section become unwieldy.

We need now to estimate the time duration required for the experiment in order for the time-dependent term in this expression to make a non-negligible influence on the time-evolution of the energy of the harmonic oscillator. If we take the Earth to be the mass source, and take \( r_0 \) to be of the order of Earth’s radius \( R_E \), we find that \( \sqrt{2r_0^3/9GM} \approx 380 \) seconds. Therefore, for the time-dependence to make a significant contribution to the shaping of the energy of the harmonic oscillator, the duration of the free fall needs to be at least around 38 seconds. If, on the other hand, we consider instead initial distances \( r_0 \) which are much larger than the Earth’s radius in order to avoid the initial unrealistic large speeds, than the duration of the free fall would, of course, be much larger than these 38 seconds. We shall come back to this issue in the conclusion section. We are now going to find the energy spectrum of the particle from Eq. (3.3).

First, we introduce here the decreasing reduced time \( \bar{t} = t_0 - \tau \) for convenience, where we have set \( t_0 = (2r_0^3/9GM)^{1/2} \). Then, we separate the total wavefunction into \( \psi(x, y, z, \bar{t}) = \chi(x, \bar{t}) \nu(y, \bar{t}) \zeta(z, \bar{t}) \) and consider here only the \( x \)-component \( \chi(x, \bar{t}) \). The one-dimensional Schrödinger equation satisfied by this component after substituting Eq. (3.4) into (3.3), is given by,

\[
-\frac{\hbar^2}{2m_i} \frac{d^2}{d\bar{t}^2} \chi + \frac{m_i}{9\bar{t}^2} x^2 \chi = -i\hbar \frac{d}{d\bar{t}} \chi.
\] (3.5)

Note also that the proper time \( \tau \) increases from 0, for which \( \bar{t} = \bar{t}_0 \), and tends to \( \bar{t}_0 \), for which both \( \bar{t} \) and \( r(\tau) \) vanish. The time scale \( \bar{t}_0 \) should then be taken here as an asymptotic value for \( \tau \) because the freely-falling laboratory frame does not go to \( r = 0 \). The minimum distance from the center of the Earth that the laboratory can reach is the radius of the Earth. Now, this equation (3.5) has the well-known form of a general time-dependent frequency harmonic oscillator, the time-dependent energy spectrum of which is given in Refs. [62,63]. Using the results provided in the latter references, Eq. (3.5) yields the following expectation value of the Hamiltonian along the \( x \)-direction:

\[
\langle n | H_x | n \rangle = \frac{\hbar}{2m_i} \left[ \frac{m_i^2}{9\bar{t}^2} \dot{\rho}^2(\bar{t}) + \frac{2m_i^2}{9\bar{t}^2} \rho^2(\bar{t}) + \frac{1}{\rho^2(\bar{t})} \right].
\] (3.6)

Here, an overdot denotes a derivative with respect to \( \bar{t} \), and \( |n\rangle \) are normalized eigenstates with \( n \) a non-negative integer [62,63]. The auxiliary function of time \( \rho(\bar{t}) \) satisfies a second-order and nonlinear differential equation that reads,

\[
m_i^2 \ddot{\rho} + \frac{2m_i^2}{9\bar{t}^2} \rho = \frac{1}{\rho^3}.
\] (3.7)

By solving this differential equation we can immediately find the evolution in time of the energy spectrum as given by the expectation values (3.6) for each eigenstate \( n \). In addition, however, the Hamiltonian \( H_x \) has also off-diagonal matrix elements. As a consequence, the off-diagonal matrix elements \( \langle n' | H | n \rangle \) are nonzero whenever \( n' = n \pm 2 \) [63]. Being interested here in the diagonal
matrix elements, we restrict our focus on the latter.

To solve Eq. (3.7), which is the Ermakov equation, we follow the method outlined in Ref. [56] for solving such an equation. The derivation of the solution $\rho(\bar{t})$ is quite long, so the detailed steps are given in Appendix A. Plugging the result (A.11) for $\rho(\bar{t})$ and $\dot{\rho}(\bar{t})$ into Eq. (3.6), we arrive at the following evolution in time of the expectation value of the Hamiltonian:

$$\langle n | H_x | n \rangle = \frac{\hbar}{\sqrt{2t_0}} \left( n + \frac{1}{2} \right) \left[ 9 \left( \frac{t_0}{\bar{t}} \right)^2 - 35 \left( \frac{t_0}{\bar{t}} \right)^{\frac{3}{2}} + \frac{643}{12} \left( \frac{t_0}{\bar{t}} \right)^{\frac{3}{2}} - \frac{75}{2} \left( \frac{t_0}{\bar{t}} \right)^{\frac{1}{2}} + \frac{81}{8} \left( \frac{t_0}{\bar{t}} \right)^{\frac{3}{2}} \right].$$

(3.8)

We clearly see from this time evolution of the expectation value the effect of the tidal forces on the free fall. As the particle comes closer to the surface of the Earth, the tidal forces become stronger. The induced harmonic oscillations become, as a consequence, stronger as well. Indeed, as the proper time $\tau$ increases, the reduced time $\bar{t}$ decreases and the right-hand side of Eq. (3.8) increases.

What we have considered so far is a particle described by a wavefunction which is an eigenstate of the time-dependent harmonic oscillator Hamiltonian. It turns out, however, that Eq. (3.5) also possesses a Gaussian wavepacket solution [64] and, hence, a freely falling wavepacket can also be described based on the results we derived here. In fact, the relative change in time of the width $\langle \tilde{x}^2 \rangle = \langle x^2 \rangle - \langle x \rangle^2$ of the wavepacket is given by [64],

$$\frac{1}{\langle \tilde{x}^2 \rangle} \frac{d}{dt} \langle \tilde{x}^2 \rangle = 2 \dot{\gamma}(\bar{t}) \frac{1}{\gamma(\bar{t})}.$$  

(3.9)

Here, the function of time $\gamma(\bar{t})$ satisfies again an Ermakov differential equation of the form $\ddot{\gamma} + 2\gamma/9\bar{t}^2 = 1/\gamma^3$. With the replacement $\gamma(\bar{t}) \rightarrow \sqrt{m_i} \rho(\bar{t})$, this equation becomes identical to Eq. (3.7) which we already solved for $\rho(\bar{t})$. Therefore, using the results (A.11), we deduce that,

$$\frac{1}{\langle \tilde{x}^2 \rangle} \frac{d}{dt} \langle \tilde{x}^2 \rangle = \frac{12}{\bar{t}} \times \frac{3 - 5 \left( \frac{\bar{t}}{t_0} \right)^{-\frac{3}{2}} + 2 \left( \frac{\bar{t}}{t_0} \right)^{-\frac{3}{2}}}{2 + \left[ 5 - 6 \left( \frac{\bar{t}}{t_0} \right)^{-\frac{3}{2}} \right]^2}.$$  

(3.10)

This result gives the rate of shrinking of the width of the wavepacket as viewed from the freely-falling reference frame of the laboratory. Note that this rate of change of the width is proportional to $\dot{\gamma}(\bar{t})$, and hence also proportional to $\dot{\rho}(\bar{t})$. This means that an initial condition, for which $\dot{\rho}(\bar{t_0}) = 0$, represents a vanishing initial shrinking of the wavepacket’s width.

The remarkable feature of both results (3.8) and (3.10) is that they are independent of the inertial mass $m_i$ of the particle. This would not have been possible to obtain if we had kept the distinction between inertial and gravitational masses. In fact, if we had done so, we would have had
the ratio $m_g/m_i$ all over the place. Note that the mass-independence in these results is specifically due to the emergence of this ratio in an isolated form. The mass-independence of the expectation value of the Hamiltonian, as well as of the rate of change of the wavepacket’s width is, therefore, what actually might more properly be viewed as the analog of the universality of free fall in quantum mechanics. Witnessing any experimental dependence of these results on the nature of the quantum objects used as test particles would signal an issue in our assumption of $m_i = m_g$. Note that these results are in agreement with the mass-independence that would emerge from Eq. (2.8) of Sec. 2 when one sets there $m_g = m_i$. The extra ingredient that has been gained here is the specific time-dependence of the energy of the particle and of the shape of a wavepacket, that would be witnessed within an inertial reference frame. This is a substitute for the $t^3$-phase effect discussed in the Introduction. Instead of measuring phase differences, one measures a time-dependence.

As a final remark in this section, we would like to point out that one could still use circular geodesics instead of the radial geodesic we have adopted here for the inertial laboratory. The metric that emerges then in the Fermi normal coordinates inside the inertial laboratory involves terms of the form $z^2 \cos(2\Omega \tau)$ and $xz \sin(2\Omega \tau)$ [45]. Here, $\Omega = \sqrt{GM/r_0^3}$, with $r_0$ a radial coordinate of the revolving laboratory from the center of the Earth. The problem with such a case is that the time-dependent Schrödinger equation is rendered much harder to solve due to the wavefunction which becomes non-separable. The important fact to keep in mind, though, is that the cross term $xz$ leads again to a spatial entanglement of the wavefunction in the reference frame of the laboratory. Such experiments would, of course, need to be done on board of a satellite-based laboratory.

4 Using the Gross-Pitaevskii equation

For completeness, we are going to discuss briefly in this section the possibility of replacing the test-particle of the previous sections by a freely-falling Bose-Einstein condensate or a superfluid. However, as the latter require both analytic and numerical techniques that are completely different to the approach we adopted in this paper, it is clear that we cannot do justice to such a topic here. Nevertheless, we believe that the importance — and the link — of the topic to our present work deserves at least a short section to be devoted to a formal discussion of it in order to highlight the expected outcomes.

Let us consider here a particle that obeys the nonlinear Gross-Pitaevskii equation, like what happens to the particles of a Bose-Einstein condensate [65]. For that purpose, we need to assume, as often done in the literature (see, e.g., Refs. [45,66–68]), the equation for the wavefunction to be the Gross-Pitaevskii equation in curved spacetime. Within the nonrelativistic approximations, the equation reduces to a nonlinear Schrödinger equation coupled to the Newtonian potential. As such, when taking into account tidal forces, the nonlinear equation we obtain for the case of a condensate
freely-falling within the noninertial reference frame of the laboratory stuck to the ground is

\[-\frac{\hbar^2}{2m_i} \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial \xi^2} \right) \psi + \frac{m_g}{2} \omega^2 \left( x^2 + y^2 - 2\xi^2 \right) \psi + \frac{4\pi \hbar^2 a_s}{m_i} |\psi|^2 \psi = \mu \psi. \]  

(4.1)

Here, we have introduced the chemical potential \( \mu \) inside which we included the constant term \( \kappa \) defined below Eq. (2.7) of Sec. 2. The constant \( a_s \) represents the scattering length of the bosons among themselves. This scattering gives rise either to a repulsive self-interaction of the bosons, for which \( a_s > 0 \), or to an attractive self-interaction for which \( a_s < 0 \).

In the case of a condensate freely-falling inside a laboratory that is itself freely-falling, the gravitational potential to use is the one from Eq. (3.3). The Gross-Pitaevskii equation then reads

\[-\frac{\hbar^2}{2m_i} \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2} \right) \psi + \frac{m_g}{2} \omega^2(\tau) \left( x^2 + y^2 - 2z^2 \right) \psi + \frac{4\pi \hbar^2 a_s}{m_i} |\psi|^2 \psi = i\hbar \frac{\partial}{\partial \tau} \psi. \]  

(4.2)

Here, the time-dependent angular frequency along the geodesic \( r(\tau) \) is \( \omega(\tau) = \sqrt{GM/r^3(\tau)} \). When both equations are solved, we expect that very interesting information could be extracted about the energy spectrum of the condensate, or the superfluid used as well as the time-evolution of its shape. However, given the peculiar potentials displayed in Eqs. (4.1) and (4.2), it is evident that even with the presently available numerical techniques for dealing with the nonlinear equation in the presence of harmonic potentials [69–74], one still needs to find new techniques to deal with our special cases. In fact, what renders our cases a little bit different is the inverse harmonic oscillator. Given the nonlinearity of the equations (4.1) and (4.2), the separation of variables is not valid. Otherwise, we would have adopted a separate different numerical technique for each of the two kinds of harmonic oscillators. Nevertheless, according to what we found for the single-particle in the linear case, and according to what is already known for the anisotropic harmonic oscillator in the nonlinear case [71–73], we very much expect the emergence of a quantized energy-spectrum that would also depend on the isolated ratio \( m_g/m_i \) of the particles making the condensate or the superfluid. As for the shape of the superfluid, numerical simulations could be used to extract specific behaviors that could be confronted with actual experiments. All this remains, unfortunately, beyond the scope of the present paper.

5 Summary and Discussion

We have investigated the effects of tidal forces due to a spherically symmetric gravitational field on the free fall of a quantum particle — or any quantum object for that matter — from various different perspectives. We first examined the effects as they would be observed from a noninertial reference frame that would be stuck to the ground on the surface of the Earth. We found that, up to the second order in the nonrelativistic approximation, the resulting gravitational potential is that of a simple harmonic oscillator in the horizontal direction, but that in the vertical direction
the potential is that of an inverted harmonic oscillator. We studied two different situations. One in which we imposed a fixed boundary condition on the wavefunction along the vertical direction, and the other in which we imposed time-varying boundary conditions along the vertical direction. The emerging pattern in each case is different. The dynamics of the particle in the first case does not give rise to an isolated ratio \( \frac{m_g}{m_i} \), but in the second case it does as in classical mechanics. The appearance of the isolated ratio \( \frac{m_g}{m_i} \) in the second case was possible because inertial and gravitational effects share common contributions to the dynamics of the particle. This is, in fact, the reason why in the first case the ratio \( \frac{m_g}{m_i} \) arises in an isolated form along the horizontal plane, but not in the vertical direction. It arises along the \( xy \)-plane thanks to the gravitationally induced harmonic oscillators. The harmonic oscillators along the \( xy \)-plane have been induced by the geometric shape of the gravitational source. As such, the geometric extension of the wavefunction, itself governed by the inertial properties of the particle, is the origin of the dependence of the energy spectrum (2.8) on the pure ratio \( \frac{m_g}{m_i} \).

Still, this was achieved at the price of introducing the gravitational mass concept which has only a meaning within Newtonian gravity. In fact, as was already briefly mentioned below Eq. (2.1), general relativity does not allow a distinction between a gravitational mass and an inertial mass. The reason why we introduced such a distinction in our treatment is to be able to investigate possible departures from general relativity's foundations at the quantum level. The mere fact of using the Klein-Gordon equation in curved spacetime is itself an implicit assumption of the equivalence between the two masses. Nevertheless, introducing by hand a different concept for the mass is one way for testing how fundamental is the identity between the two masses. In fact, testing the universality of free fall will probably not going to confirm or disproof the geometrization of gravity at the quantum level, and hence might not be capable of taking us closer to the theory of quantum gravity when the latter is viewed as a quantization of spacetime, as already argued in Ref. [5]. However, we believe that investigating the various ways gravity and inertia enter into the dynamics of quantum particles might at least help us understand better the nature of gravity and the way it influences quantum objects.

One of our goals behind introducing the gravitational mass \( m_g \) was in the hope of being one day able to detect any possible difference between the two masses. Our main goal, however, remains to use \( m_g \) as a tool to probe the role the different concepts of mass play when coupling quantum objects to gravity. Actually, the correctness of general relativity is, in our opinion, sufficient to take the equivalence between the two masses to be an unequivocal fact about Nature. This equivalence can even be classified in the same category as the constancy of the speed of light. While the constancy of the speed of light can be deduced from the fundamental principle that the laws of Nature should be the same in all inertial reference frames, the equivalence of the two masses can be viewed as a

\[^{5}\text{Note that we solely focus here on general relativity and its foundations, excluding, thus, from our discussion extensions of general relativity. For a discussion on the status of the equivalence principle in, for example, the so-called dilaton models, see, e.g., Refs. [75,76], as well as Refs. [13,22].}\]
consequence of the fact that gravity is equivalent to geometry. The latter equivalence is, of course, itself a consequence of extending the invariance of the laws of Nature to arbitrary reference frames. The status of the identity between the two concepts of mass is therefore reminiscent of the status of the constancy of the speed of light towards the end of the 19th century. The geometrization of gravity is to the equivalence of the two masses what the invariance of the laws of Nature is to the constancy of the speed of light. Thereby, taking the trouble to formally distinguish between the two concepts of mass at the quantum level can certainly take us one step further towards a better understanding of the equivalence of the two masses (i.e. of the emergence of geometry) at the quantum level.

By studying the free fall of a particle in a reference frame which is itself free-falling, our work showed that assuming the two masses are equivalent leads to the neat result that the effect of tidal forces induces a simple harmonic motion on the particle in which the latter acquires a mass-independent and quantized energy. In addition, the acquired energy is time-dependent. Furthermore, we found that when a wavepacket is considered, the relative change in the width of the latter is also mass-independent. We argued that these effects are to be seen as the analogs of the universality of free fall in classical mechanics. Nevertheless, any experimental deviation could be taken to be a possible sign for the violation of the assumption that the two concepts of mass should be identified. In fact, our primary motivation in this work is based on the belief that not finding a departure from the equivalence principle at the classical level begs for a deeper investigation of why no possible departure from it could be found so far at the quantum level as well.

We have to emphasize here the challenges that would be encountered in any attempt to conduct an experimental investigation of our results. The first major hindrance will, of course, be encountered due to the weakness of the effects we derived here. We saw in Sec. 2.1 that the energy separation of the levels of the gravitationally-induced harmonic oscillators is of the order of \( \Delta E = \hbar \sqrt{g/R_E} \sim 10^{-18} \text{eV} \). This order of magnitude is not improved by using the tidal forces offered by smaller-radius bodies like the Moon. In fact, the value one gets on the Moon for \( \Delta E \) is very close to this one, for even though the radius of the Moon is smaller the gravitational acceleration \( g \) on the latter is smaller too. The second hindrance one seems to encounter experimentally is the fact that Earth is not homogeneous and not perfectly spherical as we assumed here. However, the corrections one needs to bring due to this departure from sphericity are not important as long as the \( 1/r \)-potential stays a good approximation. This is indeed the case, for the corrections brought to such a potential scale like \( 1/r^3 \). Actually, one might still extract a better approximation for the potentials created at an external point by an Earth assumed to be an ellipsoid instead of a perfect sphere. Unfortunately, working with ellipsoidal and nonhomogeneous distributions of mass is too involved (see, e.g., Ref. [78]). The other experimental challenge one would be confronted to is the smallness of the inverse time constant for the decay rate of the quantized energy of the system, \( \omega = \sqrt{g/R_E} \approx 10^{-3} \text{s}^{-1} \), in Sec. 2.2. This entails that one has to be able to sustain quantum coherence up to two hours. Finally, another major experimental challenge we saw is that the length
of the free fall time required in Sec. 3 has to be at least of the order of 38 seconds even for the unpractical case of very large initial speeds.

We expect that the experimental challenges we just listed could be overcome with more technological advances. The good news, however, is that the only result that relies on the gravitational acceleration $g$, and hence requires a large gravitational source, is the energy spectrum given in Eq. (2.13). That result requires indeed, like the phase shift (1.1) and the energy spectrum (1.2), to have a large $g$. All our other results depend either (i) on $\omega$, like in Eqs. (2.8) and (2.24) or (ii) on $\tilde{t}_0$, like in Eqs. (3.8) and (3.10). Now, we know that for any solid sphere of mass density $\rho$ and radius $R$, our $\omega$ can be written as $\sqrt{g/R} = \sqrt{4\pi G\rho}$. This means that for the results (2.8) and (2.24) the radius of the mass source is not important. What is important is the mass density of the material used. As such, a material of very high mass density, like platinum or osmium for which the density is about $\sim 22$ g/cm$^3$, could be exploited. In fact, with such a density one easily reaches an $\omega$ of the order of $4 \times 10^{-3}$ s$^{-1}$. On the other hand, we also have $\tilde{t}_0 = \sqrt{2r_0^3/9GM} = \sqrt{r_0^3/(18\pi G\rho R^3)}$ in Eqs. (3.8) and (3.10), so that for such a density and for an initial separation $r_0$ of the test particle from the center of the sphere not much different from $R$, we have $\tilde{t}_0 \sim 110$ seconds. Therefore, we see that one can still experimentally benefit from the possibility of using in the lab a homogeneous spherically symmetric massive material, instead of relying on the gravitational field of the Earth to detect tidal forces.

Our main goal in this paper has been, as in Ref. [79], to achieve a better understanding of the interaction of gravity with quantum particles. We have mentioned that gravity might be seen as interacting with a quantum particle via the wavefunction of the latter. It follows that the universality of gravity can thus be understood as due to the universality of quantum mechanics. However, what we mean here by the word universality is not the universality of the free fall of quantum objects, but rather the universality of the coupling of gravity to mass and energy. In other words, by universality we mean that all objects couple to gravity via their inertial properties, instead of a new hypothetical gravitational charge. In fact, as we discussed below Eq. (2.1), when looking at the Klein-Gordon equation in curved spacetime, it appears as if gravity is acting on the wavefunction of the particle rather than acting directly on the latter. This observation is, in itself, very interesting despite the big debate in literature around the reality of the wavefunction (see, e.g., Ref. [80]). As such, we may very well conclude that it is the universality of quantum mechanics that actually guarantees the universality of gravity in the sense we gave here to the word universality. Therefore, it is not excluded that understanding quantum mechanics would automatically lead to the emergence of the concept of gravity.

A Solving the Ermakov equation (3.7)

We follow here the method (outlined in Ref. [56], Sec. 2.9.1.2) to solve the Ermakov (sometimes also called Yermakov) equation (3.7) and give the detailed steps that lead us to its solution. The
general Ermakov equation has the form \[56\],

\[
y'' + f(x)y = \frac{a}{y^3}, \tag{A.1}
\]

where a prime denotes here a derivative with respect to the variable \(x\). In our case, Eq. (3.7) is of this form, but with the variable \(x\) replaced by the variable \(\bar{t}\), the function \(f(x)\) is replaced by the function \(2/9\bar{t}^2\), and the constant \(a\) is replaced by \(1/m_i^2\). The first step for solving Eq. (3.7) consists then in finding a function of time \(w(\bar{t})\) which is a solution of the second-order linear differential equation,

\[
\ddot{w} + \frac{2}{9\bar{t}^2}w = 0. \tag{A.2}
\]

With the change of variables \(\eta = 1/\bar{t}\), this equation becomes the second-order Euler’s differential equation in the variable \(\eta\), the solution of which is given in Sec. 2.1.2.123 of Ref. [56]. Using that solution, we find,

\[
w(\bar{t}) = A_1\bar{t}^{\frac{2}{3}} + A_2\bar{t}^{\frac{1}{3}}. \tag{A.3}
\]

where, \(A_1\) and \(A_2\) are two integration constants. Note, however, that keeping both terms in this solution would make our subsequent analysis extremely cumbersome without leading to easily trackable physical insights about the system. Fortunately, we can appeal to the following powerful simple argument which turns out to be very useful as a guide for solving our Ermakov equation (3.7) and extracting valuable physical insights.

We note that the crucial differential equation (A.2), which is a necessary intermediate step for solving our equation (3.7), is time-reversal symmetric. We therefore set the constant \(A_2\) to zero in Eq. (A.3) so that the solution \(w(\bar{t})\) becomes invariant under time reversal as well. This would, indeed, keep Eq. (A.2) time-reversal symmetric without having to introduce complex numbers. In fact, if we keep the second term in Eq. (A.3), a time-reversal symmetry of Eq. (A.2) would require performing a complex phase redefinition of the integration constant \(A_2\) in the solution (A.3). This simple argument would not have been possible, however, if we had kept \(m_g \neq m_i\) in Eq. (3.3), as we would then have had to work with an even more involved expression than Eq. (A.3). But, once again, if we had done so our equations would only be rendered more cumbersome without gaining new insights about the time dependence of the system. Let us now, in addition, redefine the constant \(A_1\) in terms of a new constant \(A\) and a time scale \(\bar{t}_0\), so that the physical dimensions of \(w(\bar{t})\) become entirely given by those of the constant \(A\), which, in turn, becomes easier to find as we will see shortly. The solution we take then for \(w(\bar{t})\) is of the form \(w(\bar{t}) = A (\bar{t}/\bar{t}_0)^\frac{2}{3}\). This turns out to be a very convenient form as we will see below.

The second and last step consists now in evaluating an integral involving \(w(\bar{t})\) [56]. The general
solution of Eq. (3.7) is indeed given by,

\[
C_1 \rho^2(\bar{\tau}) = \frac{w^2(\bar{\tau})}{m_i^2} + w^2(\bar{\tau}) \left( C_2 + C_1 \int \frac{dt}{w^2(t)} \right)^2
\]

\[
= A^2 \left( \frac{\bar{\tau}}{t_0} \right)^{\frac{2}{3}} \left( 1 + \frac{3\bar{\tau}C_1}{A^2} \left( \frac{\bar{\tau}}{t_0} \right)^{\frac{1}{3}} + C_3 \right)^2, \quad (A.4)
\]

where \( C_1, C_2 \) and \( C_3 \) are all integration constants. After dividing both sides of this equation by the constant \( C_1 \), it becomes evident that we may absorb \( C_1 \) into the constant \( A^2 \). Next, we combine the constants \( C_2 \) and \( C_3 \) inside the square brackets into a single constant \( B \). The presence of the term \( 1/m_i^2 \) inside the parentheses indicates that the constant \( B \) should have the physical dimensions of \( 1/m_i \). Let us therefore introduce the dimensionless constant \( \alpha \) such that \( B = \alpha/m_i \). We obtain then the following expression for \( \rho(\bar{\tau}) \):

\[
\rho^2(\bar{\tau}) = \frac{A^2}{m_i^2} \left( \frac{\bar{\tau}}{t_0} \right)^{\frac{2}{3}} + \frac{A^2}{m_i^2} \left[ \alpha \left( \frac{\bar{\tau}}{t_0} \right)^{\frac{2}{3}} - \frac{3\bar{\tau}C_1}{A^2} \left( \frac{\bar{\tau}}{t_0} \right)^{\frac{1}{3}} + C_3 \right]^2. \quad (A.5)
\]

From this expression, we immediately deduce the physical dimensions of the constant \( A \). In fact, from Eq. (3.7), we know that the physical dimensions of \( \rho^2(\bar{\tau}) \) should be time over mass. Therefore, we conclude that the physical dimensions of \( A^2 \) are time times mass. In other words, \( A^2 \) has the same physical dimensions as those of \( h/c^2 \). Let us then set the constant \( A^2 \) to be proportional to the physical constants already involved in the system: \( m_i \) and \( t_0 \). Setting \( A^2 = \beta m_i t_0 \) for some arbitrary dimensionless constant \( \beta \), expression (A.5) yields,

\[
\rho^2(\bar{\tau}) = \frac{\beta t_0}{m_i} \left( \frac{\bar{\tau}}{t_0} \right)^{\frac{2}{3}} + \frac{\beta t_0}{m_i} \left[ \alpha \left( \frac{\bar{\tau}}{t_0} \right)^{\frac{2}{3}} - \frac{3\bar{\tau}C_1}{A^2} \left( \frac{\bar{\tau}}{t_0} \right)^{\frac{1}{3}} \right]^2,
\]

\[
\rho^2(\bar{\tau}) = \frac{4\beta}{9m_i t_0} \left( \frac{\bar{\tau}}{t_0} \right)^{\frac{2}{3}} \left[ 1 + \alpha^2 - \frac{9\alpha}{2\beta} \left( \frac{\bar{\tau}}{t_0} \right)^{\frac{1}{3}} + \frac{9}{2\beta^2} \left( \frac{\bar{\tau}}{t_0} \right)^{\frac{2}{3}} \right]^2 \left( 1 + \left[ \alpha - \frac{3\beta}{\bar{\tau}} \right]^2 \right)^{-1}. \quad (A.6)
\]

Note that from the first identity, we deduce that \( \beta \) has to be a positive constant. In order to fix the arbitrary constants \( \alpha \) and \( \beta \), we evaluate \( \rho^2(\bar{\tau}) \) and \( \dot{\rho}^2(\bar{\tau}) \) at \( \bar{\tau} = \bar{\tau}_0 \), i.e., for \( \tau = 0 \). We find,

\[
\rho^2(\bar{\tau}_0) = \frac{\beta t_0}{m_i} \left[ 1 + \left( \alpha - \frac{3\beta}{\bar{\tau}} \right)^2 \right],
\]

\[
\dot{\rho}^2(\bar{\tau}_0) = \frac{4\beta}{9m_i t_0} \left[ 1 + \alpha^2 - \frac{9\alpha}{2\beta} + \frac{9}{2\beta^2} \right] \left[ 1 + \left( \alpha - \frac{3\beta}{\bar{\tau}} \right)^2 \right]^{-1}. \quad (A.7)
\]
Setting now \( \alpha = \frac{1}{16} \left( 9 \pm \sqrt{9 - 16 \beta^2} \right) \), leads to the initial condition \( \dot{\rho}^2(\bar{t}_0) = 0 \). The meaning of this condition is elucidated below Eq. (3.10). On the other hand, for such an expression of \( \alpha \), we have

\[
\rho^2(\bar{t}_0) = \frac{\bar{t}_0}{m_i} \left[ \beta + \frac{9}{16\beta} \left( 1 \pm \sqrt{1 - \frac{16}{9} \beta^2} \right)^2 \right].
\] (A.8)

By plugging these initial expressions into the expectation value (3.6), and requiring that the latter to be identical to the initial expectation value of the corresponding time-independent harmonic oscillator, we can easily fix the constant of integration \( \beta \) and then deduce the integration constant \( \alpha \) as well.

Indeed, inserting expression (A.8) as well as \( \dot{\rho}(\bar{t}_0) = 0 \) into Eq. (3.6), we find the following initial-time expectation value:

\[
\langle n | H_x | n \rangle_{\bar{t} = \bar{t}_0} = \frac{\hbar}{2t_0} \left( \left[ \frac{2\beta}{9} + \frac{1}{8\beta} \left( 1 \pm \sqrt{1 - \frac{16}{9} \beta^2} \right)^2 \right] \right) \left[ \beta + \frac{9}{16\beta} \left( 1 \pm \sqrt{1 - \frac{16}{9} \beta^2} \right)^2 \right]^{-1}.
\] (A.9)

On the other hand, according to Eq. (3.5) the initial angular frequency \( \omega(\bar{t}) \) of the time-dependent harmonic oscillator is \( \omega_0 = \sqrt{2/3\bar{t}_0} \). The expectation value of the corresponding time-independent harmonic oscillator is then \( \hbar \omega_0 \left( n + \frac{1}{2} \right) = \hbar \sqrt{2} \left( n + \frac{1}{2} \right) / 3\bar{t}_0 \). The initial expectation value (A.9) would coincide with this value if and only if we set the dimensionless constant \( \beta \) to be \( 1/\sqrt{2} \). This real value for \( \beta \) results only when picking up the plus sign in front of the square roots in Eq. (A.9). The minus sign does not lead to any real value for \( \beta \). Therefore, we have the following final values for \( \alpha \) and \( \beta \):

\[
\alpha = \frac{5\sqrt{2}}{2}, \quad \beta = \frac{\sqrt{2}}{2}.
\] (A.10)

Substituting these into expressions (A.6), we get the final expressions for \( \rho^2(\bar{t}) \) and \( \dot{\rho}^2(\bar{t}) \):

\[
\rho^2(\bar{t}) = \frac{\sqrt{2} \bar{t}_0}{4m_i} \left( \frac{\bar{t}}{\bar{t}_0} \right)^{\frac{4}{3}} \left[ 2 + \left[ 5 - 6 \left( \frac{\bar{t}}{\bar{t}_0} \right)^{-\frac{1}{3}} \right]^2 \right],
\]

\[
\dot{\rho}^2(\bar{t}) = \frac{9\sqrt{2}}{m_i \bar{t}_0} \left( \frac{\bar{t}}{\bar{t}_0} \right)^{\frac{4}{3}} \left[ 3 - 5 \left( \frac{\bar{t}}{\bar{t}_0} \right)^{-\frac{1}{3}} + 2 \left( \frac{\bar{t}}{\bar{t}_0} \right)^{-\frac{2}{3}} \right]^2 \left[ 2 + \left[ 5 - 6 \left( \frac{\bar{t}}{\bar{t}_0} \right)^{-\frac{1}{3}} \right]^2 \right]^{-1}.
\] (A.11)
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