Fractional derivative of composite functions: exact results and physical applications
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We examine the fractional derivative of composite functions and present a generalization of the product and chain rules for the Caputo fractional derivative. These results are particularly important for a comprehensive description of transport phenomena through multiscale physical systems and biological structures, e.g., porous materials, disordered media, and clusters of neurons. In order to address the multiscale dynamics that occur in these systems, we derive product and chain rules for the Caputo fractional derivative of composite functions. Unlike the Leibniz and di Bruno formulae that characterize an integer-order derivative of a product of functions and composite functions, respectively, and which result in a finite series of lower order derivatives, the fractional analogs of these formulae produce an infinite series of fractional derivatives of the constituent functions. We demonstrate the obtained results by the exact evaluation of the Caputo fractional derivative of hyperbolic tangent, which describes dark soliton propagation in non-linear media.
I. INTRODUCTION

Transport through multi-scale physical and biological systems, such as tissues [1–3], clusters of neurons [4, 5], porous materials [6–8], disordered media [9, 10], and ultimately the Solar System [11] is governed by fractional partial differential equations (FPDEs) [12–14]. These vastly different physical systems share distinct emergent phenomena, including, but not limited to, long-range correlations, non-locality, fractional geometry, non-Gaussian statistics, and non-Fickian transport [15, 16]. The general framework of FPDEs provides a thorough account of these properties in a cohesive and self-consistent way [12–14, 16, 17]. Moreover, this framework is not only capable of describing the properties of existing multi-scale physical systems, but also allows one to design and build advanced synthetic materials with prescribed physical properties, such as enhanced mass exchange and charge transfer rate [7, 18].

The development of the general framework of FPDEs has brought a rich variety of fractional derivatives - from the discrete Grünwald-Letnikov fractional derivative defined in a coordinate space to a continuous Fourier fractional derivative defined in a frequency domain [12, 14, 16]. The non-local nature of the Caputo fractional derivative, combined with its convergence at the origin, makes it the most suitable choice of a fractional derivative in a wide range of physical applications in condensed matter, astrophysics, biophysics, and material science [11, 15, 16]. Thus, exact results for the Caputo fractional derivative play a key role in the description of multi-scale physical and biological systems. A number of versatile and robust numerical techniques and analytical methods have been developed that allow one to evaluate a whole range of fractional derivatives for a wide spectrum of functions [17, 19–37]. Recently, an analytic method has been developed for an exact evaluation of the Caputo fractional derivative based on the generalized Euler’s integral transform (EIT) [38]. Despite the fact that this method led to the exact evaluation of the Caputo fractional derivative of a broad class of elementary functions, such as Gaussian, quartic Gaussian, Lorentzian, and hyperbolic functions, it was not a truly universal method. Indeed, this method was limited to a class of functions that can be expressed in terms of a hypergeometric function with a **power-law argument**. While, individually, elementary functions can be represented in terms of a single hypergeometric function with a power-law argument, their combination, in the most general case, cannot be brought to such a form. These combinations are especially
important for a number of physical applications, e.g., Gaussian wavepacket propagation described by the fractional Schrödinger equation \[16, 39\]. If we assume that the amplitude is a slowly varying function compared to the phase of the wavepacket, one can apply the slowly varying envelope approximation (SVEA) \[40\]. In this approximation, one can decouple the amplitude from the highly oscillatory phase that allows one to solve the fractional Schrödinger equation \[16\]. The SVEA method, along with the quasi-classical approximation and the method of separation of variables, are just a few examples among the myriad of methods for solving FPDEs that rely on the decomposition of the wavefunction in terms of a product of the trial functions. Since the EIT method cannot be used in the evaluation of the Caputo fractional derivative of composite functions, we address this problem by deriving both product and chain rules for the Caputo fractional derivative. We shall point out that a form of the product rule has been obtained previously \[12, 13\]. However, practical implementation of the fractional chain and product rules was limited due to the fact that the results were expressed in terms of a sum of the repeated integral of the generalized hypergeometric function with a power-law argument. In this paper, we solve this problem by applying the EIT method \[38\] to the repeated integral that results in a single hypergeometric function of a higher order. As a result, we are able to implement the fractional product and chain rules in the application of the Caputo fractional derivative in a much simpler and more practical way. Based on the obtained results, we are able to extend the applicability of the generalized EIT to a domain of functions that cannot be expressed in terms of a single hypergeometric function with a power-law argument.

The rest of this paper has the following structure. In sections \[\text{I}I\] and \[\text{I}I\] we expand the Caputo fractional derivative into an infinite series of integer order derivatives and derive the fractional product and chain rules, correspondingly. In section \[\text{V}\] we apply the EIT method to the exact evaluation of the repeated integral of the generalized hypergeometric function with a power-law argument, which enables the practical implementation of both fractional product and chain rules. Finally, we demonstrate the fractional product and chain rules by evaluating the Caputo fractional derivative of hyperbolic tangent. In section \[\text{V}\] we summarize the obtained results.
II. THE FRACTIONAL PRODUCT RULE

In this paper we will focus on the Caputo fractional derivative due to its fundamental role in physical applications [16]. The Caputo fractional derivative of fractional order $0 < \alpha < 1$ for $x > 0$ is defined as [12, 13, 16],

$$C D_x^\alpha f(x) = \frac{1}{\Gamma(1 - \alpha)} \int_0^x dt \ (x - t)^{-\alpha} \frac{df(t)}{dt}. \quad (1)$$

To extend this definition to the entire domain of $x \in (-\infty, \infty)$, a factor of Re[$\exp(-i\alpha)$] is applied to the result of the derivative in the $x < 0$ region, but for simplicity we will restrict ourselves to the definition in Eq. (1) [12]. We shall point out that the Caputo fractional derivative is defined only for the non-integer values of fractional order, i.e., $\alpha \notin \mathbb{N}$ [12, 13, 16]. For integer values of order $\alpha = n \in \mathbb{N}$, the Caputo fractional derivative is defined such that it matches exactly with the integer derivative of the $n^{th}$ order [12]. Previously we found that the Caputo fractional derivative of the order $\alpha = n \in \mathbb{N}$ is consistent with the integer $n^{th}$ order derivative, except for the case $\alpha = 0$ [38]. In the special case of $\alpha = 0$, the Caputo fractional derivative differs from the function $f(x)$ by its value at the origin, i.e., $C D_x^{\alpha=0} f(x) = f(x) - f(0)$. The extra requirement for the Caputo fractional derivative of integer order $C D_x^{\alpha=n} f(x) \equiv \frac{d^n f(x)}{dx^n}$ leads to a discontinuity in the vicinity of the parameter $\alpha = 0$. However, the Caputo fractional derivative defined by Eq. (1) adopted for both integer and non-integer values of $0 \leq \alpha \leq 1$ leads to a continuous transformation of the fractional derivative between $C D_x^{\alpha=0} f(x)$ and $C D_x^{\alpha=1} f(x)$. In order to avoid the discontinuity in the vicinity of $\alpha = 0$, we apply the definition of the Caputo fractional derivative given by Eq. (1) for all values of $0 \leq \alpha \leq 1$.

Previously we established that a wide range of fractional derivatives - from discrete Grünwald-Letnikov to the continuous Riemann–Liouville and Caputo fractional derivatives [12, 13, 16] - can be equivalently expressed in terms of an infinite expansion of integer order derivatives [37]. The expansion for the Caputo derivative of order $0 \leq \alpha \leq 1$ takes the form

$$D_x^{\alpha}[f(x)] = \sum_{k=0}^{\infty} \frac{\sin[\pi (\alpha - k)]}{\pi (\alpha - k)} \left( \frac{\Gamma(\alpha + 1)}{\Gamma(k + 1)} \right) x^{k-\alpha} \frac{d^k}{dx^k}[f(x) - f(0)], \quad (2)$$

where, for convenience and to be consistent with the adoption of this derivative for $\alpha = 0$, we will redefine $f(x) \equiv f(x) - f(0)$ for the duration of this paper. We shall point out that, by using this expansion, one can derive the fractional product rule for a product of an arbitrary
number of functions. However, for the sake of simplicity and without loss of generality, we
restrict ourselves to the Caputo fractional derivative of a product of two functions,

$$D_x^\alpha[f(x) \cdot g(x)] = \sum_{k=0}^{\infty} \frac{\sin[\pi(\alpha - k)]}{\pi(\alpha - k)} \left( \frac{\Gamma(\alpha + 1)}{\Gamma(k + 1)} \right) x^{k-\alpha} \frac{d^k}{dx^k} f(x) \cdot g(x) =$$

$$= \sum_{k=0}^{\infty} \frac{\sin[\pi(\alpha - k)]}{\pi(\alpha - k)} \left( \frac{\Gamma(\alpha + 1)}{\Gamma(k + 1)} \right) x^{k-\alpha} \sum_{l=0}^{k} C_k^l f^{(k-l)}(x)g^{(l)}(x),$$

where $C_k^l = \binom{k}{l} = k!/l!(k-l)!$ is the binomial coefficient. By exchanging the order in the
summation,

$$\sum_{k=0}^{\infty} \sum_{l=0}^{\infty} = \sum_{l=0}^{\infty} \sum_{k=0}^{\infty},$$

we obtain,

$$D_x^\alpha[f(x) \cdot g(x)] = \sum_{l=0}^{\infty} g^{(l)}(x) \sum_{k=0}^{\infty} \frac{\sin[\pi(\alpha - k)]}{\pi(\alpha - k)} \left( \frac{\Gamma(\alpha + 1)}{\Gamma(k + 1)} \right) x^{k-\alpha} C_k^l f^{(k-l)}(x).$$

Next, we perform a shift in the dummy summation index $k \rightarrow k + l$, which directly leads to

$$D_x^\alpha[f(x) \cdot g(x)] = \sum_{l=0}^{\infty} g^{(l)}(x) \sum_{k=0}^{\infty} \frac{\sin[\pi((\alpha - l) - k)]}{\pi((\alpha - l) - k)} \left( \frac{\Gamma(\alpha + 1)}{\Gamma(k + 1)} \Gamma(\alpha - l + 1) \Gamma(l + 1) \right) x^{k-(\alpha-l)} f^{(k)}(x).$$

By rewriting the ratio of the Gamma functions,

$$\frac{\Gamma(\alpha + 1)}{\Gamma(k + 1) \Gamma(l + 1)} = \frac{\Gamma(\alpha - l + 1)}{\Gamma(k + 1)} \frac{\Gamma(\alpha + 1)}{\Gamma(\alpha - l + 1) \Gamma(l + 1)} = \frac{\Gamma(\alpha - l + 1)}{\Gamma(k + 1)} C_{\alpha}^l,$$

we arrive at the fractional product rule,

$$D_x^\alpha[f(x) \cdot g(x)] = \sum_{l=0}^{\infty} C_{\alpha}^l g^{(l)}(x) \sum_{k=0}^{\infty} \frac{\sin[\pi((\alpha - l) - k)]}{\pi((\alpha - l) - k)} \left( \frac{\Gamma(\alpha - l + 1)}{\Gamma(k + 1)} \Gamma(\alpha - l + 1) \Gamma(l + 1) \right) x^{k-(\alpha-l)} f^{(k)}(x) =$$

$$= \sum_{l=0}^{\infty} C_{\alpha}^l g^{(l)}(x) D_x^{(\alpha-l)}[f(x)],$$

where we have recognized that the inner sum in Eq. (8) is nothing but the fractional derivative
of the $(\alpha - l)^{th}$ order of the function $f(x)$ as it follows directly from Eq. (2). Thus, the
fractional derivative of the $\alpha^{th}$ order of a product of two functions is given by an infinite
series of a product of an $l^{th}$ order integer derivative of the first function and an $(\alpha - l)^{th}$
order fractional derivative of the second function [12, 13]. We shall point out that one can
bring the obtained fractional product rule given by Eq. (8) into a form in which the Caputo
fractional derivative acts on both functions in a symmetric fashion, similarly to the Leibniz
rule \[12\]. However, in this case, the lower bound of summation in Eq. \[8\] of \(l = 0\) turns into \(l \to -\infty\), i.e., the infinite sum goes over the entire range of indices \[12\]. Since the Caputo fractional derivative of an elementary function is given in terms of the generalized hypergeometric function \[38\], the symmetric form of the fractional product rule will produce an infinite sum of a product of them. Thus, the symmetric form of the fractional product rule, while being completely equivalent to the asymmetric expansion given by Eq. \[8\], results in a much more complicated expression for the Caputo fractional derivative. Therefore, for the sake of simplicity we will focus on the asymmetric form of the fractional product rule as it appears in Eq.\[8\]. In the special case of an integer value of the parameter \(\alpha = n \in \mathbb{N}\), the infinite series in the fractional product rule given by Eq.\[8\] becomes finite due to the fact that the binomial coefficient vanishes, i.e. \(C_l^m = 0\), for integer values of index \(l\) exceeding \(n\),

\[
D_x^\alpha = \left[ f(x) \cdot g(x) \right] = \sum_{l=0}^{\infty} C_l^n g^{(l)}(x) D_x^{(n-l)}[f(x)] = \sum_{l=0}^{n} C_l^n g^{(l)}(x) f^{(n-l)}(x) = (f(x) \cdot g(x))^{(n)}. \tag{9}
\]

As a result, the fractional derivative of the integer order \(\alpha = n \in \mathbb{N}\) reduces to the well-known Leibniz rule \[12\].

III. THE FRACTIONAL CHAIN RULE

The goal of this section is to derive the fractional chain rule for the Caputo fractional derivative. We begin our derivation with di Bruno’s formula for the \(k\)th order integer derivative of a composite function \(f(g(x))\) \[41–44\],

\[
\frac{d^k}{dx^k} f(g(x)) = \sum_{m=0}^{k} \frac{1}{m!} \left( \sum_{j=0}^{m} (-1)^j C_m^j g(x)^j \frac{d^k}{dx^k} g(x)^{m-j} \right) f^{(m)}(g(x)). \tag{10}
\]

Thus, the direct application of di Bruno’s formula leads to the following expression for the Caputo fractional derivative,

\[
D_x^\alpha [f(g(x))] = \sum_{k=0}^{\infty} \sin[\pi(\alpha - k)] \left( \frac{\Gamma(\alpha + 1)}{\Gamma(k + 1)} \right) x^{k-\alpha} \times
\]

\[
\sum_{m=0}^{k} \frac{1}{m!} \left( \sum_{j=0}^{m} (-1)^j C_m^j g(x)^j \frac{d^k}{dx^k} g(x)^{m-j} \right) f^{(m)}(g(x)). \tag{11}
\]

As in the case of the fractional product rule, we exchange the summation order,

\[
\sum_{k=0}^{\infty} \sum_{m=0}^{k} = \sum_{m=0}^{\infty} \sum_{k=m}^{\infty}, \tag{12}
\]
which directly leads to,
\[
D_x^n[f(g(x))] = \sum_{m=0}^{\infty} \frac{f^{(m)}[g(x)]}{m!} \sum_{k=m}^{\infty} \sin[\pi(\alpha - k)] \left( \frac{\Gamma(\alpha + 1)}{\Gamma(k + 1)} \right) x^{k-\alpha} \times
\]
\[
\times \left( \sum_{j=0}^{m} (-1)^j \mathcal{C}_m^j g(x)^j \frac{d^k}{dx^k} g(x)^{m-j} \right) = \sum_{m=0}^{\infty} \frac{f^{(m)}[g(x)]}{m!} \sum_{j=0}^{m} (-1)^j \mathcal{C}_m^j g(x)^j \sum_{k=m}^{\infty} \sin[\pi(\alpha - k)] \left( \frac{\Gamma(\alpha + 1)}{\Gamma(k + 1)} \right) x^{k-\alpha} \frac{d^k}{dx^k} g(x)^{m-j}.
\]  

By shifting the summation index in the inner-most sum in Eq. (13) as \( k \to k + m \), we can rewrite it as
\[
S_1(x, \alpha) \equiv \sum_{k=m}^{\infty} \frac{\sin[\pi(\alpha - k)]}{\pi(\alpha - k)} \left( \frac{\Gamma(\alpha + 1)}{\Gamma(k + 1)} \right) x^{k-\alpha} \frac{d^k}{dx^k} g(x)^{m-j} = \]
\[
eq x^{m-\alpha} \left[ \sum_{k=0}^{\infty} \frac{\sin[\pi(\alpha - k - m)]}{\pi(\alpha - k - m)} \left( \frac{\Gamma(\alpha + 1)}{\Gamma(k + m + 1)} \right) x^k \frac{d^k}{dx^k} \right] \frac{d^m}{dx^m} g(x)^{m-j}.
\]

In order to perform the summation in Eq. (14) we shall introduce the Cauchy–Euler differential operator \( \hat{J}_x \equiv x \frac{d}{dx} \), along with the normal ordering operation \( [45] \),
\[
: \hat{J}_x^k : = \left( x \frac{d}{dx} \right)^k : = x^k \frac{d^k}{dx^k}.
\]  

As the result, we obtain,
\[
S_2(x, \alpha) \equiv \sum_{k=0}^{\infty} \frac{\sin[\pi(\alpha - m)]}{\pi(\alpha - m)} \left( \frac{\Gamma(\alpha + 1)}{\Gamma(m + 1)} \right) : \hat{J}_x^k : =
\]
\[
eq \frac{\sin[\pi(\alpha - m)] \Gamma(\alpha + 1)}{\pi(\alpha - m) \Gamma(m + 1)} : \mathcal{F}_2 : \begin{bmatrix} 1, & m-\alpha & -\hat{J}_x \\ 1 + m, & 1 + m - \alpha \\ \end{bmatrix} \frac{d^m}{dx^m} g(x)^{m-j},
\]  

where \( : \mathcal{F}_2 : \) is the normal ordered generalized hypergeometric function. The summation result obtained in Eq. (16) allows us to bring the sum in Eq. (14) into the following form,
\[
S_1(x, \alpha) = x^{m-\alpha} \frac{\sin[\pi(\alpha - m)]}{\pi(\alpha - m)} \frac{\Gamma(\alpha + 1)}{\Gamma(m + 1)} : \mathcal{F}_2 : \begin{bmatrix} 1, & m-\alpha & -\hat{J}_x \\ 1 + m, & 1 + m - \alpha \\ \end{bmatrix} \frac{d^m}{dx^m} g(x)^{m-j}.
\]  

Finally, by introducing the weight function as,
\[
W_m(\alpha, x, g(x)) = \sum_{j=0}^{m} \frac{(-1)^j}{m!} \mathcal{C}_m^j g(x)^j : \mathcal{F}_2 : \begin{bmatrix} 1, & m-\alpha & -x \frac{d}{dx} \\ 1 + m, & 1 + m - \alpha \\ \end{bmatrix} \frac{d^m}{dx^m} g(x)^{m-j},
\]  

(18)
the fractional chain rule given by Eq. (13) acquires a particularly simple form,

\[ D_\alpha x [f(g(x))] = \sum_{m=0}^{\infty} W_m(\alpha, x, g(x)) \frac{\sin[\pi(\alpha - m)]}{\pi(\alpha - m)} \frac{\Gamma(\alpha + 1)}{\Gamma(m + 1)} x^{m-\alpha} f^{(m)}[g(x)]. \]  

(19)

If we compare the obtained result given by Eq. (19) with the regular expression of the fractional derivative given by Eq. (2), we find that the fractional chain rule effectively reduces to the regular fractional derivative of a function \( f(x) \) with the extra weight factor \( W(x) \) given by Eq. (18).

IV. APPLICATIONS OF THE FRACTIONAL CHAIN AND PRODUCT RULES

The goal of this section is to apply the obtained fractional chain and product rules to the exact evaluation of the Caputo fractional derivative of hyperbolic tangent. First, we shall point out that the derived fractional product rule given by Eq. (8) leads to an implicit evaluation of the Caputo fractional derivative of a product of two functions. Indeed, the Caputo fractional derivative of order \( \alpha \) of a product of two functions is expressed in terms of a semi-infinite sum of a product of an integer derivative of the \( l \)th order of the first function and the Caputo fractional derivative of the \( (\alpha - l) \)th order of the second function. In the particular case of elementary functions, the Caputo fractional derivative of the \( (\alpha - l) \)th order results in the repeated integral of the generalized hypergeometric function with a power-law argument. In this paper, we implement the generalized Euler’s integral transform developed in [38] that allows us to represent the implicit form of the repeated integral in terms of a single hypergeometric function of a higher order. In this section, we will evaluate the Caputo fractional derivative of a composite function, e.g., hyperbolic tangent, that represents the dark soliton solution to the nonlinear Schrödinger equation [46]. The obtained result is especially important for the evaluation of the dark soliton’s kinetic energy in the course of generalization from the integer to the fractional non-linear Schrödinger equation.

We start with the direct application of the fractional product rule given by Eq. (8) to hyperbolic tangent,

\[ C^\alpha D_x \left[ \frac{\sinh(\beta x)}{\cosh(\beta x)} \right] = \sum_{l=0}^{\infty} C_l^\alpha \frac{d^l}{dx^l} \left( \frac{1}{\cosh(\beta x)} \right) D_x^{(\alpha-l)}[\sinh(\beta x)]. \]  

(20)

First, we evaluate the \( l \)th order integer derivative of hyperbolic secant by means of di Bruno’s
In order to evaluate the repeated integral in Eq. (23), we employ the Cauchy repeated integration formula \[12, 16\],

\[
\frac{d^n}{dx^n} \left( \frac{1}{f(x)} \right) = (n + 1) \sum_{k=0}^{n} C^n_k \left( \frac{-1}{k + 1} \right) \frac{1}{f(x)^{k+1}} \frac{d^n}{dx^n} f(x)^k.
\] (21)

Next, we evaluate the Caputo fractional derivative of hyperbolic sine, which can be done exactly by means of the generalized Euler’s integral transform \[38\],

\[
C D_x^{(\alpha)} \sinh(\beta x) = \frac{\beta x^{1-\alpha}}{\Gamma(2 - \alpha)} F\left(1; \frac{2-\alpha}{2}, \frac{3-\alpha}{2}, \frac{\beta^2 x^2}{4}\right).
\] (22)

Now we rewrite the fractional derivative of the \((\alpha - l)\)th order as,

\[
D_x^{(\alpha-l)} \sinh(\beta x) = D_x^{(\alpha-l)} D_x^{(\alpha)} \sinh(\beta x) = \underbrace{\int_0^x dx \cdots \int_0^x dx}_{t \text{ times}} D_x^{(\alpha)} \sinh(\beta x).
\] (23)

In order to evaluate the repeated integral in Eq. (23), we employ the Cauchy repeated integration formula \[12, 16\],

\[
I_n \equiv \underbrace{\int_0^x dx \cdots \int_0^x dx f(x)}_{n \text{ times}} = \frac{1}{\Gamma(n)} \int_0^x dt (x - t)^{n-1} f(t).
\] (24)

Next, we apply the Cauchy formula to a generalized hypergeometric function \(_A F_B\), followed by re-scaling \(t \to xt\),

\[
J_n \equiv \underbrace{\int_0^x dx \cdots \int_0^x dx}_{n \text{ times}} x^k \,_A F_B \left[ \begin{array}{c} a_1, \ldots, a_A \\ b_1, \ldots, b_B \end{array} ; \zeta x^m \right] = \frac{1}{\Gamma(n)} \int_0^x dt (x - t)^{n-1} \,_A F_B \left[ \begin{array}{c} a_1, \ldots, a_A \\ b_1, \ldots, b_B \end{array} ; \zeta t^m \right]
\]

\[
= \frac{x^{k+n}}{\Gamma(n)} \int_0^1 dt \, t^{k} (1 - t)^{n-1} \,_A F_B \left[ \begin{array}{c} a_1, \ldots, a_A \\ b_1, \ldots, b_B \end{array} ; \zeta x^m t^m \right],
\] (25)

Where \(\kappa\) and \(\zeta\) are arbitrary real constants and \(m\) is an arbitrary integer. We immediately recognize that the obtained integral in Eq. (25) is nothing but the generalized Euler’s integral transform \[38\], which can be written as,

\[
\int_0^1 dt \, t^{c-1} (1 - t)^{d-c-1} \,_A F_B \left[ \begin{array}{c} a_1, \ldots, a_A \\ b_1, \ldots, b_B \end{array} ; z t^m \right] = \frac{\Gamma(d - c) \Gamma(c)}{\Gamma(d)} \,_A F_{B+m} \left[ \begin{array}{c} a_1, \ldots, a_A, c_0, \ldots, c_{m-1} \\ b_1, \ldots, b_B, d_0, \ldots, d_{m-1} \end{array} ; z \right],
\] (26)

where the constants \(c_j\) and \(d_j\) are given by \(c_j = (c + j)/m\), and \(d_j = (d + j)/m\) with index \(j\) spanning \(j \in [0, 1, \ldots, m - 1]\). Therefore, by assigning \(z = \zeta x^m\), the repeated integral of
FIG. 1: The Caputo fractional derivative of \( f(x) = \tanh(x) \) for fractional order \( 0 \leq \alpha \leq 1 \), with the specific choices of \( \alpha \) displayed in the legend. This derivative was calculated using the expression for the fractional chain rule of the Caputo derivative, which contains an infinite sum of generalized hypergeometric functions. The series was truncated after 10 terms to produce the plots above.

A generalized hypergeometric function that appears in Eq. (25) can be expressed in terms of a single generalized hypergeometric function of a higher order,

\[
J_n = x^{\kappa+n} \frac{\Gamma(\kappa + 1)}{\Gamma(\kappa + n + 1)} A_m F_{B+m} \left[ a_1, \ldots, a_A, c_1 \cdots c_m ; \zeta x^m \right], \quad (27)
\]

where \( c_j = (\kappa + j)/m \) and \( d_j = (\kappa + n + j)/m \) for \( j \in [1,2, \cdots, m] \). Thus, a straightforward application of the general result given by Eq. (27) with specific values \( \kappa = 1 - \alpha \), \( \zeta = \beta^2/4 \), and \( m = 2 \) results in an explicit expression for the Caputo fractional derivative of the \((\alpha - l)\)th order of hyperbolic sine presented in Eq. (22),

\[
^{C} D_{\alpha}^{-l} [\sinh(\beta x)] = C D_{x}^{-l} \left[ \frac{\beta x^{1-\alpha+l} \Gamma(2 - \alpha)}{\Gamma(2 + l - \alpha)} {}_3F_4 \left[ \begin{array}{c} 1, \frac{2-\alpha}{2}, \frac{3-\alpha}{2} \\ \frac{2-\alpha}{2}, \frac{3-\alpha}{2}, \frac{3-l-\alpha}{2}, \frac{2+l-\alpha}{2} \end{array} ; \frac{\beta^2 x^2}{4} \right] \right] = \quad (28)
\]

\[
= \frac{\beta x^{1-\alpha+l} \Gamma(2 - \alpha)}{\Gamma(2 + l - \alpha)} {}_3F_4 \left[ \begin{array}{c} 1, 2 + l - \alpha, 3 + l - \alpha \\ \frac{2-\alpha}{2}, \frac{3-\alpha}{2}, \frac{3-l-\alpha}{2}, \frac{2+l-\alpha}{2} \end{array} ; \frac{\beta^2 x^2}{4} \right]
\]

Therefore, we obtain the sum of generalized hypergeometric functions for the fractional
derivative of hyperbolic tangent,

\[ C D_x^\alpha \left[ \frac{\sinh(\beta x)}{\cosh(\beta x)} \right] = \sum_{l=0}^{\infty} C^l \alpha \frac{d^l}{dx^l} \left( \frac{1}{\cosh(\beta x)} \right) D_x^{(\alpha-l)}[\sinh(\beta x)] = \]

\[ = \sum_{l=0}^{\infty} C^l \alpha \frac{d^l}{dx^l} \left( \frac{1}{\cosh(\beta x)} \right) \frac{\beta x^{l+\alpha+l}}{\Gamma(2+l-\alpha)} _1F_2 \left( 1; \frac{2+l-\alpha}{2}, \frac{3+l-\alpha}{2}; \frac{\beta^2 x^2}{4} \right). \]

In a similar way, one can calculate the fractional derivative of products and ratios of elementary functions by expressing them in terms of generalized hypergeometric functions. The application of the Cauchy formula to the repeated integral of a hypergeometric function, followed by the generalized EIT method, leads to an explicit result for the Caputo fractional derivative of an arbitrary function. However, in contrast to the generalized Euler integral transform that yields a single generalized hypergeometric function, both chain and product rules for the Caputo fractional derivative produce an infinite series of generalized hypergeometric functions.

V. CONCLUSIONS

In conclusion, we explored the Caputo fractional derivative of composite functions, which, upon expansion into an infinite series of integer order derivatives, led to the derivation of the fractional product and chain rules. The practical implementation of these results was restricted since the final results were expressed in terms of a sum of the repeated integral of the generalized hypergeometric function. We applied the Euler’s integral transform, which allowed us to transform the nested integral of generalized hypergeometric functions into a single hypergeometric function of a higher order. Thus, we were able to obtain the exact result for the Caputo fractional derivative of a composite function, such as hyperbolic tangent. Moreover, fractional product and chain rules allowed us to extend the applicability of the generalized Euler’s integral transform as a method for the exact evaluation of the Caputo fractional derivative of composite functions. However, unlike the Euler’s integral transform that results in a single generalized hypergeometric function, both Caputo fractional chain and product rules produce an infinite series of hypergeometric functions.
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