Determination of the effect size of an observed factor based on a multi-variate model for evaluating practical significance of differences between two groups of case-control design
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Abstract

**Background:** To determine the effect size of an observed factor for a disease by using consistency in a cohort study (CRC) for evaluating practical significance of differences between two groups of case-control design.

**Methods:** A model of multiple pathogenic factors was established by analyzing the number and distribution of observed factors in a study population. The difference in the incidence between two groups (exposed and unexposed) was calculated according to the model as CRC. The relationship of Youden’s index and true and false-positive ratio (TFR) in case-control design were observed with CRC.

**Results:** The CRC was able to correctly reflect the number of factors combined in the models, and therefore, indicates that CRC is a reasonable indicator of effect size. Difference scores <0.25 indicate that one of four or more factors plays a role in a disease; scores >0.50 indicate one of two factors plays a role in disease and implies a high intensity level of the factor. TFR could correctly reflect CRC. Accordingly, a factor with an effect size (i.e., TFR) less than 6.0 should not be considered a clinically significant factor, even if the observed difference is statistically significant.

**Conclusions:** A CRC over 0.25 OR TFR over 6.0 is suggested as an indicator of a substantial effect size.
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Background

Complex events, those in which many factors exert synergetic effects, are frequently observed not only in medical practice but also in our everyday lives. Currently, the pathogenesis of most diseases is related to interactions among extrinsic and intrinsic suspected factors [1-3]. The case-control study is a common method for examining etiological factors associated with rare diseases. In case-control studies, the potential relationship between a suspected factor is examined by comparing difference of frequencies of this factor between the diseased and non-diseased subjects with using statistical methods. However, a statistical difference does not indicate the strength of the effect of an observed factor on a disease.

Quantitative variations in a particular event are normally distributed in terms of changes in ratios [4-6] and absolute values [7-9], such as odds ratio (OR) [10] and Youden’s index (Y) [11]. When the values of cardinal numbers are relatively small, an increase in a ratio may be very high although the absolute increase may not be. In contrast, when the values of cardinal numbers are relatively large, an increase in a ratio may not be high but the absolute increase may be highly significant. Thus, ratios and absolute values are not comparable [12]. Therefore, it is important to evaluate which effect size of an observed factor indicator (OR or Y) is a better measure of the association of the suspected factor with the disease.

Cohort studies, which observe the association between a specific factor and a disease, are considered to be the most reliable form of scientific evidence in the hierarchy of epidemiological evidence [13-15]. In such a study, a putative suspected factor is used as an exposure variable, the exposed and unexposed study participants are observed until they
develop the outcome of interest. This can be done by comparing the difference in the frequency of disease occurrence between the exposed and unexposed groups in cohort studies, which indicates the strength of the effect of the observed factor (its effect size) on the disease. Here, we propose a multiple risk-factor model for cohort studies to evaluate more reliable measures of the strength of the association, or functional intensity, between suspected factors and outcomes. We believe such a model has the potential to solve the aforementioned problem.

**Methods**

*Multiple risk-factor model*

The basic assumptions of the analytical model are: (1) the prevalence of the different observed factors is independent of each other and play a role in a superimposed manner, regardless of interaction or weight function; and (2) a chronic disease is a continuous process of the superimposed manner of suspected factors.

A four-factor model simulating pathogenic data was established. Four sets of random numbers with binomial distributions (P = 0.5, N = 100,000) were generated using SPSS statistical software. The four sets of data, which were independent of each other, were named A, B, C, and D. By adding the four sets of data to create group results for the ABCD group, group A can be regarded as a factor of the ABCD group, as shown in Figure 1. The highest value of ABCD was used as the denominator to convert value of ABCD from 0 to 1. A higher number of suspected factors indicates a higher probability of disease. Hence, A can be regarded as a cause of ABCD; this model was named the four-factor model, which has a probability of 0.5.
In the same way, four-factor models simulating pathogenic data in which the probability of the suspected factor was 0.01 and 0.001 in the study population (four-factor models with 0.01 and 0.001) were established to observe the influence of suspected-factor distribution on differences in incidence between the two groups.

*Evaluation of effect size*

In a similar way, a three-factor model with 0.5 (A vs ACB) and a two-factor model with 0.5 (A vs AB) were established to evaluate the differences in the magnitude of the associations between the observed factors and outcomes. Using the A group as the cause group and ABCD, ABC, and AB as results, a cohort study was established to generate simulated results. The difference in the observed occurrence of disease between the two groups was then calculated to evaluate the effect sizes.

*Evaluation of odds ratio and Youden’s index*

We assumed that the frequencies of a genetic marker (gene) were distributed in disease and control groups as shown in Table 1.

Table 1

| Gene | Disease | Control |
|------|---------|---------|

The following equations were used to determine the Youden’s index (Y) and odds ratios (OR)[10, 11]
Y = a+d-1=a+(1-b)-1=a-b

OR = (a*d)/(b*c)=[a*(1-b)]/[b*(1-a)]

Meanwhile, we also suggested the true and false-positive ratio (TFR) in a case-control study as follows:

TFR = a / b

The basic principle of the analysis model is to comprehensively consider which of Y, OR and TFR could correctly reflect consistency in a cohort study (CRC).

The CRC is the sum of the incidence in the exposure group and the healthy rate in the non-exposure group minus 1 as follows:

CRC = Pe-(Pn-1)-1 = Pe-Pn

where Pe and Pn represent the incidence in the exposed group and non-exposed group, respectively, from the cohort study.

Evaluation of Y, OR and TFR in case-control study based on CRC from cohort study was performed using special numbers. A definite relationship between cohort outcomes and that from case-control study is as follows [16]:

\[ Pe = \frac{Pd \times m}{Pc \times (1 - m) + Pd \times m} \]

\[ Pn = \frac{m \times (1 - Pd)}{1 - Pc \times (1 - m) - Pd \times m} \]

where Pe and Pn represent the incidence of the exposure group and that of non-exposure group, respectively, in the cohort study; Pd and Pc represent the frequencies of the observation factor in disease group and in the control group, respectively, in the case-control study; and “m” represents the incidence in the total population and is assigned to a value of
5% in the present study because a chronic disease usually is a low probability event.

**Results**

The differences in incidence between the two groups in the four-factors model with probabilities of 0.5, 0.01, and 0.001 are listed in Table 2. A value of approximately 0.25 was obtained from all three of the models, indicating that the distribution of observed factors in the population did not influence the differences in disease incidence between the two groups (CRC).

Table 2

The CRC derive from the four-, three-, and two-factors models are shown in Table 3. That CRCs derive from the four-, three-, and two-factor models were approximately 0.25(1/4), 0.33(1/3), and 0.50(1/2), which can be considered that CRC correspond to the number of factors combined in the models and is reasonable measures of effect sizes.

Table 3

The data generation in test set was based on Y (Y=0.4), OR (OR=4) and TFR (TFR=4) as shown in Table 4. CRCs deriving from the same TFR with different cardinal number were similar; however, that were not closed for Y and OR, indicating TFR could correspond to CRC.
The data for the test set were generated based on different TFR for low-probability events as shown in Table 5. Result showed that CRC increase with increasing TFR, suggesting that TFR could reflect CRC. TFR with 20 could provide CRC value of 0.513 (when the incidence was assumed as 0.05 for a disease); When TFR=200, CRC could reach 0.910 (incidence=0.05).

Discussion

The present study employed models of multiple pathogenic factors that examined the effects of the number factors and the distribution of factors in the population. The results of the models indicate this methodology can be used as a pragmatic, common-sense approach to intuitively understanding the roles of observed factors in complex biological events. We found the distribution of the observed factors in the population had no influence on the differences in the incidence of disease between two groups. We also found the difference in incidence between the two groups correctly reflected the number of factors combined in the models, and therefore, the difference in incidence between the two groups (CRC) can be considered a reasonable indicator of effect size, which can be used to evaluate the intensity of an observed factor.
The effect size of parents should play one of four roles in a child according to Mendelian pattern [17], therefore, we propose that an effect size (CRC): less than 0.25 indicates a weak intensity factor (which can be understood as one of more than four factors playing roles in a disease under the standard model); ranging from 0.25 to 0.50 indicates a moderate intensity factor (which implies that one or two of three factors plays a role in a disease); and over 0.50 indicates a high intensity factor (which implies that one factor mainly plays a role in a disease); values in excess of 0.75 indicate only one observed factor plays a role in a disease. Thus, the intensity of a particular observed factor can reasonably be quantified by the obtained effect size.

Youden's index is the common index used to evaluate the effectiveness of a biomarker or diagnosis made using a biomarker [11]. However, the result showed that Y does not truly reflect the intensity of a suspected factor on a disease outcome, based on the CRC deriving from multiple pathogenic-factor model and TFR could truly reflect the intensity of a suspected factor on a disease outcome. We propose that TFR provides a better method of evaluating the suspected represented by different conditions that arise in populations in case-control study, even though change in absolute values in two group of case-control design is widely used. TFR with 20 could provided CRC value of 0.513 (when the incidence was assumed as 0.05 for a disease); When TFR=200, CRC could reach 0.910 (incidence=0.05). Accordingly, we do not think a factor with an effect size (i.e., CRC) less than 6.0 should be considered a clinically significant factor, even if the observed difference is statistically significant. We suggest a TFR over 6.0 is a substantial effect size because such factors could be further investigated and that over 20 could be used for prediction.
Conclusions

A CRC over 0.25 OR TFR over 6.0 is suggested as an indicator of a substantial effect size. As disease occurrence is a small probability event, incidence usually is less than 0.05; it is difficult to find a biomarker with TFR >20. Apparently, it is necessary to use two or more markers combined. We also think that results deriving from case-control study may overestimate the effect of an observed factor on a disease. Therefore, evaluating effect sizes using TFR deriving from CRC based on a model of multiple pathogenic factors could increase our understanding of quantitative variations in measures of association using new concepts.
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Tables

### Table 1: Frequency distribution of genetic markers in disease and control groups (%).

| Genetic marker          | Groups |              |          |              |          |          |          |          |          |
|-------------------------|--------|--------------|----------|--------------|----------|----------|----------|----------|----------|
|                         | Disease| Control      | Total    | Carrying gene| a        | b        | a+b      | Not carrying gene| c        | d        | c+d      | Total   |
|                         |        |              |          |              |          |          |          |              |          |          |          |         |
|                         |        |              |          |              |          |          |          |              |          |          |          |         |
|                         | 100    | 100          | 200      |              |          |          |          |              |          |          |          |         |

### Table 2: Influence of the distribution of the observed factor in the population on the consistency in a cohort study (CRC)

| Observed factor | Incidence | CRC |
|-----------------|-----------|-----|
|                 | Groups    | Mean | Median | Mean | Median |
| Distribution    | Number combined |     |        |      |        |
| 0.500           | 4         | Exposed | 0.624 | 0.500 | 0.250 | 0.250 |
|                 |           | Unexposed | 0.374 | 0.250 |        |        |
| 0.010           | 4         | Exposed | 0.258 | 0.250 | 0.251 | 0.250 |
|                 |           | Unexposed | 0.007 | 0.000 |        |        |
| 0.001           | 4         | Exposed | 0.250 | 0.250 | 0.249 | 0.250 |
|                 |           | Unexposed | 0.001 | 0.000 |        |        |
Table 3 Evaluation of consistency in a cohort study (CRC) with using the four-, three-, and two-factors models

| Model       | Cause (A)  | Results (ABCD) | CRC (Exposed-Unexposed) |
|-------------|------------|----------------|-------------------------|
|             |            | Mean | Median | Mean | Median |
| Four factor | Exposed    | 0.624 | 0.500  | 0.250 | 0.250  |
|             | Unexposed  | 0.374 | 0.250  |       |        |
| Three factor| Exposed    | 0.665 | 0.333  | 0.333 | 0.334  |
|             | Unexposed  | 0.332 | 0.667  |       |        |
| Two factor  | Exposed    | 0.749 | 0      | 0.500 | 0.500  |
|             | Unexposed  | 0.249 | 0.500  |       |        |
Table 4 The simulated results in case-control study to observe relationship among Youden’s index (Y), odds ratios (OR), true and false-positive ratio (TFR) and consistency in a cohort study (CRC)

| Disease | Control | Y   | OR | TFR | CRC |
|---------|---------|-----|----|-----|-----|
| 0.800   | 0.500   | 0.300 | **4.000** | 1.600 | 0.057 |
| 0.400   | 0.143   | 0.257 | **4.000** | 2.800 | 0.093 |
| 0.200   | 0.059   | 0.141 | **4.000** | 3.400 | 0.109 |
| 0.050   | 0.013   | 0.037 | **4.000** | 3.850 | 0.120 |
| 0.800   | 0.400   | **0.400** | 6.000 | 2.000 | 0.078 |
| 0.700   | 0.300   | **0.400** | 5.444 | 2.333 | 0.087 |
| 0.600   | 0.200   | **0.400** | 6.000 | 3.000 | 0.111 |
| 0.500   | 0.100   | **0.400** | 9.000 | 5.000 | 0.180 |
| 0.800   | 0.200   | 0.600 | 16.000 | **4.000** | 0.161 |
| 0.400   | 0.100   | 0.300 | 6.000 | **4.000** | 0.140 |
| 0.200   | 0.050   | 0.150 | 4.750 | **4.000** | 0.131 |
| 0.040   | 0.010   | 0.030 | 4.125 | **4.000** | 0.125 |

The boldface numbers indicate similar values.
Table 5  Evaluation of relationship between false-positive ratio (TFR) in case-control study and consistency in a cohort study (CRC)

| Disease | Control  | TFR | Incidence=0.05 | Incidence=0.01 |
|---------|----------|-----|----------------|----------------|
| 1.000   | 0.150    | 6.667 | 0.260       | 0.063           |
| 1.000   | 0.100    | 10.000 | 0.345      | 0.092           |
| 1.000   | 0.050    | 20.000 | 0.513      | 0.168           |
| 1.000   | 0.010    | 100.000 | 0.840     | 0.503           |
| 1.000   | 0.025    | 40.000 | 0.678      | 0.288           |
| 1.000   | 0.005    | 200.000 | 0.913     | 0.669           |
| 1.000   | 0.001    | 1000.000 | 0.981     | 0.910           |
Figure legends

Figure 1. Model of multiple pathogenic factors to assess the association between a causal factor (observed factor) and an ABCD composite factor (disease).