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Abstract—There has been definite progress recently in proving the variational single-letter formula given by the heuristic replica method for various estimation problems. In particular, the replica formula for the mutual information in the case of noisy linear estimation with random i.i.d. matrices, a problem with applications ranging from compressed sensing to statistics, has been proven rigorously. In this contribution we go beyond the restrictive i.i.d. matrix assumption and discuss the formula proposed by Takeda, Uda and Kabashima in the case of CDMA [14] for matrices taken from a rotationally invariant ensemble. The replica formula was later extended by Tulino, Caire, Verdu and Shamai [9] for such similar ensembles in order to allow for more complicated priors such as Gaussian-Bernoulli ones. These works point to a generic conjecture, that we now describe, giving the single-letter formula for the mutual information.

Consider a measurement matrix \( \Phi = O \Sigma N^\dagger \) where \( O \) and \( N \) are both orthogonal matrices and \( \Sigma \) is diagonal (non-square if \( \alpha \neq 1 \)). The matrices \( \Sigma, N, O \) are independent and \( N \) is distributed uniformly, according to the Haar measure of its orthogonal group, in which case \( \Phi \) is said to be right-rotationally invariant (if \( O \) is also Haar distributed the ensemble is simply called rotationally invariant). The matrix \( R = \frac{1}{n} \Phi^\dagger \Phi = \frac{1}{n} \Sigma N^\dagger \Sigma N^\dagger \) plays an important role. For general rotationally invariant ensembles its eigenvalues are not necessarily i.i.d. but typically are such that \( \frac{1}{n} \Sigma \) has a suitable limiting eigenvalue distribution (as in fact assumed in [14]). The limit of the normalized mutual information is conjectured to be

\[
\lim_{n \to \infty} i_n = \inf_{(E,r) \in \Gamma} i_{\text{RS}}(E,r;\lambda) \tag{2}
\]

where the so-called replica symmetric potential \( i_{\text{RS}}(E,r;\lambda) = i_{\text{RS}} \) is defined as

\[
i_{\text{RS}} = I(X;\sqrt{\mathbb{R}}X+Z)+\frac{1}{2} \int_0^E \mathcal{R}_R(-z)dz - \frac{E}{2}. \tag{3}
\]

Here we have used the \( R \)-transform of the matrix \( R \) (see [3] for an introduction to such transforms). \( I(X;\sqrt{\mathbb{R}}X+Z) \), that we simply denote \( I(r) \) later on, is the mutual information for the scalar Gaussian channel \( Y = \sqrt{\mathbb{R}}X+Z, X \sim P_0 \) and \( Z \sim \mathcal{N}(0,1) \). Moreover, \( \Gamma \) is the set of critical points of the potential, or state evolution fixed points (\( \rho \equiv \mathbb{E}_{P_0}(X^2) \))

\[
\Gamma \equiv \{(E,r) \in [0,\rho] \times \mathbb{R}_+ | E = \text{mmse}(X|\sqrt{\mathbb{R}}X+Z), \quad r = \lambda \mathcal{R}_R(-\lambda E)\}. \tag{4}
\]
A virtue of the formula (3) is that the details of the rotation invariant matrix ensemble only enter through the R-transform.

Note the slight difference with the potential written in [9]:

In the potential (3) a factor $1/2$, not present in [9], multiplies both the integrated R-transform and $-r E$. This is because they consider the complex $\Phi$ case while we consider the real case (nevertheless, we believe that our proof techniques could easily be generalized to include the complex case).

Interestingly, Manoel et al [15] and Reeves [16] were able to formally re-derive equivalent results independently for a subclass of rotationally invariant matrices by considering multi-layered estimation problems. This line of work combined with our present rigorous work is giving a lot of credibility to the replica conjecture for the general rotation invariant ensemble.

A. Main result

Our main result is a proof of the replica conjecture (2) for a specific, but large, set of correlated matrices. We hope it paves the way towards a completely general proof, as the non-rigorous replica calculation only assumes right-rotational invariance of $\Phi$. We assume that the $m \times n$ matrix $\Phi$ can be decomposed as follows:

$$\Phi = \Phi' W$$

(4)

in which all elements of the $m \times n$ matrix $W$ are i.i.d. Gaussians $\mathcal{N}(0, 1/n)$ with mean zero and variance $1/n$, $\Phi'$ is a $m \times m$ random matrix, and $W, \Phi'$ are independent. Concerning $\Phi'$, our analysis is currently complete under the assumption that it is a product of a finite number of independent matrices, each with i.i.d. matrix-elements that are either bounded or standard Gaussians. The case of a product of i.i.d. standard Gaussian matrices constitutes an interesting example that has been considered in [15].

Our goal here is to give a rigorous proof of (2) in the setting of matrices (4) with the independence assumptions for $\Phi'$. Some of our technical calculations are based on previous related works, and all of them will be discussed in a complete manner in a longer contribution.

**Theorem 1.1 (Replica formula):** Assume that the prior $P_0$ has compact support or, in other words, the signal is bounded. Then with $n, m, \Phi, \mathbf{R}, i_{RS}$ defined as before (in particular $\Phi$ satisfies (4) and the subsequent hypothesis), one has

$$\lim_{n \to \infty} \inf_{r \geq 0} \sup_{E \in [0, \rho]} i_{RS}(E, r; \lambda) = 0.$$ 

**Remark 1.1 (Equivalent expressions of the replica formula):**
The right hand side in the theorem above can also be written as

$$\inf_{(E, r) \in \Gamma} i_{RS}(E, r; \lambda)$$

(if the extremizers are not attained at the boundaries, which is the case when noise is present) or as

$$\inf_{E \in [0, \rho]} \sup_{r \geq 0} i_{RS}(E, r; \lambda).$$

A proof of such equivalences, in the case of generalized linear estimation, is found in [13].

**Remark 1.2 (Right-rotation invariance of the ensemble):**
Note that (4) implies the right-rotation invariance of $\Phi$ because of the rotation invariance of $W$. Our result thus covers a subclass of right-rotationally invariant matrices.

**Remark 1.3 (Relaxing the assumptions on $\Phi'$):** The assumptions on $\Phi'$ come from the fact that a complete rigorous analysis requires proving the concentration of the “free energy” of an interpolating model (see below; the free energy is equal to the mutual information up to a trivial additive constant). This involves the use of tools such as the McDiarmid bounded difference inequality and/or the Gaussian Poincaré inequality, which require some independence between degrees of freedom. If one assumes concentration of the free energy of the interpolating model then one can relax these assumptions to the following more general ones. It then suffices to assume that $\frac{1}{n} \Phi'' \Phi'$ has a well-defined, positively and compactly supported, asymptotic eigenvalue distribution in the limit $n \to \infty$. We also remark that concentration proofs of the free energy of the original and interpolated models are technically similar, however we have not established a purely logical implication between the two. If such an implication holds one could also replace the independence assumption on $\Phi'$ by an assumption of concentration of the free energy.

**Remark 1.4 (Relaxing the assumption on $P_0$):** Boundedness of the signal is again used to obtain concentration results for the free energy but it can presumably be removed using a limiting argument as in [17].

B. Related works

There has been a lot of effort recently [10–13] to prove the Tanaka formula for random i.i.d. matrices. Our strategy in the present paper is to follow the adaptive interpolation method introduced in [18, 19]. This method, in particular, has been used by the authors of [13] to reach a rigorous demonstration of the replica formula for the mutual information for the case of i.i.d. measurement matrix $\Phi$, in the more general situation of “generalized linear estimation” i.e., with an arbitrary measurement channel (instead of just a random additive noise as in (1)). Some steps of our current approach consequently follow similar ones in [13] (but with key differences) and we will refer to this work when necessary. We believe, in fact, that the approach presented in the present paper could further be generalized as well to generalized linear estimation with rotationally invariant matrices to reach the formula conjectured by Kabashima in [20]. This is left for future work.

Perhaps the most important consequence of the replica formula is that it predicts the value of the minimum mean-square error (MMSE) in the reconstruction of the signal $X$. In fact, it is conjectured (and proved for Gaussian matrices [11, 12]) to be given by the value $E$ that extremizes (3). While we consider here mainly the information theoretic result, a large body of work has focused on algorithmic approaches to random linear estimation, and investigated whether the MMSE is efficiently (say, in polynomial time) achievable.

For Gaussian matrices, the most successful approach, so far, again originated in statistical physics [21, 22] and is called approximate message-passing (AMP) [23]. AMP is Bayes-optimal and efficiently achieves the MMSE for a large set of parameters, as proven in [11]. There, however, might exist a region called “hard” where this is not the case, and polynomial
algorithms improving on AMP are not known. Whether there exists an efficient algorithm that is able to beat AMP in the hard region is widely considered to be a notoriously difficult problem (see e.g. [24] and reference therein).

For rotationally invariant matrices, different but related approaches were proposed [14, 25]. In particular, the general expectation-propagation (EP) [26] leads to a powerful scheme in this context [27]. Recently Ma and Ping proposed a variation of EP called OAMP [28] specially adapted to these matrices. Rangan, Schniter and Fletcher introduced a related approach called VAMP [29] and showed that it follows the fixed point equation (called state evolution) of the potential (3).

Interestingly, the multi-layer AMP algorithm of Manoel et al. [15] also has the same fixed point. Our result thus supports that OAMP, VAMP (and multi-layer AMP) are Bayes-optimal and efficiently reach the MMSE in the "easy" region of random linear estimation with these correlated matrices, just as AMP does in the case of i.i.d. Gaussian matrices.

II. PROOF BY THE ADAPTIVE INTERPOLATION METHOD

We give here the main steps of the proof of Theorem 1.1. We will use the adaptive interpolation method, introduced in [18], and then applied in [19] and [13]. It is a powerful evolution of the interpolation method developed by Guerra and Toninelli in the context of spin glasses [30]. Many steps of the proof follow the ones of [13], and we will refer to them when necessary.

A. Interpolating estimation problem

Let us fix a sequence \( s_n \in (0, 1/2] \) that goes to 0 as \( n \) goes to infinity. Let \( \epsilon = (\epsilon_1, \epsilon_2) \in [s_n, 2s_n)^2 \) (so that \( \epsilon \) actually depends on \( n \), but we will drop this dependency for clarity).

Let \( E : [0, 1] \to [0, \rho] \) and \( r : [0, 1] \to \mathbb{R}_+ \) be two continuous "interpolation functions" (that will later depend on \( \epsilon \)), and \( R_1(t) \equiv \epsilon_1 + \int_0^t r(v)dv \), \( R_2(t) \equiv \epsilon_2 + \int_0^t E(v)dv \) for \( t \in [0, 1] \). Consider the following two \( t \)-dependent observation channels for \( i = 1, \ldots, n \), and \( \mu = 1, \ldots, m, \)

\[
\begin{align*}
Y_{t,i} &\equiv \sqrt{\lambda(1-\mu)/n} (\Phi X)_\mu + \sqrt{\lambda n/2} R_2(t) (\Phi^* V)_\mu + Z_{t,i} , \\
\tilde{Y}_{t,i} &\equiv \sqrt{R_1(t)} X_t + \tilde{Z}_i .
\end{align*}
\]

In the following we assume \( \lambda = 1 \), as it amounts to a scaling of \( \Phi \). Here \( (\tilde{Z}_i), (Z_\mu), (V_\mu) \overset{i.i.d.}{\sim} \mathcal{N}(0, 1) \) whereas \( (X_t) \overset{i.i.d.}{\sim} P_0 \). The inference problem is to recover both \( X = (X_t)_{t=1}^n \) and \( V = (V_\mu)_{\mu=1}^m \) from the knowledge of the observations \( Y_t, \tilde{Y}_t \) and the matrix \( \Phi \) (and thus of \( \Phi^* \) and \( W \) too as the decomposition (4) is assumed to be known).

In the Bayesian setting the posterior associated with this inference problem, written in the Gibbs-Boltzmann form, is

\[
dP_{t,e}(x, v | Y_t, \tilde{Y}_t, \Phi) = \frac{dP_0 (x) D\nu e^{-\mathcal{H}(t, x, v, Y_t, \tilde{Y}_t, \Phi)}}{dP_0 (x) D\nu e^{-\mathcal{H}(t, x, v, Y_t, \tilde{Y}_t, \Phi)}},
\]

where \( D\nu \equiv \prod_{i=1}^n dv_i (2\pi)^{-1/2} e^{-v_i^2/2} \) is the standard Gaussian measure, and we have defined the interpolating Hamiltonian \( \mathcal{H} = \mathcal{H}(t, x, v, Y_t, \tilde{Y}_t, \Phi) \) as

\[
\mathcal{H} \equiv \frac{1}{2} ||Y_t - \sqrt{\lambda(1-\mu)/n} \Phi X||^2 + \frac{1}{2} ||\tilde{Y}_t - \sqrt{R_1(t)} X||^2 ,
\]

It is a simple exercise (see e.g. [11]) to show that the normalized mutual information \( i_n(t) \equiv \frac{1}{n} I(X, V; Y_t, \tilde{Y}_t, \Phi) \) for the interpolation estimation problem is related to the posterior normalization (or partition function) through

\[
i_n(t) = -\frac{1}{n} \mathbb{E} \log \int dP_0 (x) D\nu e^{-\mathcal{H}(t, x, v, Y_t, \tilde{Y}_t, \Phi)} - \frac{\alpha + 1}{2} .
\]

One can verify that this interpolating mutual information satisfies:

\[
\begin{align*}
i_n,\epsilon(0) &= i_n + o_n(1), \\
i_n,\epsilon(1) &= I(R_1(1)) + \frac{1}{n} \mathbb{E} X_t \ln(1 + R_2(1)X_t') + o_n(1),
\end{align*}
\]

where \( X' \sim \rho_n' \), with \( \rho_n' \) the empirical spectral distribution of the \( m \times m \) matrix \( \frac{1}{n} \Phi^* \Phi' \). Here, \( o_n(1) \to 0 \) in the \( n \to \infty \) limit, uniformly in \( E, r, t, \epsilon \). The second term in the expression of \( i_n,\epsilon(1) \) (sometimes referred to as a Shannon transform, see e.g. [3]) is obtained using the celebrated "log-det formula" for the mutual information \( \frac{1}{n} I(Y_t, V; \Phi') \) of an i.i.d. Gaussian input multiplied by the matrix \( \Phi^* \) and under additive Gaussian noise, see e.g. [3].

Now a crucial step in our proof, that is a consequence of the particular form of the measurement matrix (4), is that as \( n \) grows, the second term in \( i_n,\epsilon(1) \) can be replaced by an integrated \( R \)-transform. Denoting \( G_R(x) \equiv \int_0^\infty R(u) \) \( dR(u) \),

\[
i_n,\epsilon(1) = I(R_1(1)) + \frac{1}{n} G_R(R_2(1)) + o_n(1),
\]

where \( R_R(z) \) is the \( R \)-transform associated with the asymptotic spectrum of \( R = \frac{1}{n} \Phi^* \Phi \). We give the definition of this transform as well as the proof of (9) in the next section.

A word about notations: We define the Gibbs bracket \( \langle - \rangle_{t,\epsilon,\mu} \) as the expectation w.r.t. the posterior (6). In contrast, we denote by \( \mathbb{E} \) the joint expectation w.r.t. all quenched variables (i.e. fixed by the realization of the problem), namely \( (X, V, Y_t, \tilde{Y}_t, \Phi', W) \), or equivalently w.r.t. \( (X, V, Z, \tilde{Z}, \Phi', W) \).

B. Useful tools from random matrix theory

In this paragraph we show how to deduce (9) from (8). Note

\[
\mathbb{E} X_t \ln(1 + R_2(1)X_t') = \mathbb{E}_X \int_0^{R_2(1)} du X_{t+u} - \mathbb{E} X_{t+R_2(1)},
\]

The result thus follows if the following relation is true:

\[
\mathcal{R}_R(-u) = \alpha \mathbb{E} X_t \ln(1 + X_{t+u}) + o_n(1).
\]

This is a well known relation in random matrix theory. For matrices of the form \( R = W T W \), where \( W \) is a Gaussian \( m \times n \) matrix with i.i.d. \( \mathcal{N}(0, 1/n) \) elements, and \( T = \frac{1}{n} \Phi^* \Phi \) a non negative \( m \times m \) matrix with a limiting spectral distribution, this was already shown by Marcenko and Pastur in 1967 [31] in the language of the Stieltjes transform. See also [32] for generalizations. Denoting by \( g_R(z) \) and \( g_T(z) \) (\( z \) a complex number outside the spectrum of the matrices) the limiting Stieltjes transforms of the matrices \( R \) and \( T \), we have [31, 32] that the Marcenko-Pastur formula takes the form

\[
z(g_R(z))^2 + \alpha g_T(-1/g_R(z)) + (1 - \alpha)g_R(z) = 0.
\]
Simple algebra then implies \((g^{-1}_R)\) is the inverse function
\[
g^{-1}_R(z) + z^{-1} = -\alpha z^{-2}(g_T(z^{-1}) - z).
\]

Since by definition \(R(z) \equiv g^{-1}_R(z) - z^{-1}\) and \(g_T(z) \equiv \int \frac{dr(x)}{z-x}, d\sigma\) being the limiting eigenvalue distribution of \(T\), this relation is nothing else than \(R(z) = \alpha \int \frac{dr(x)}{1+xz}\) which is equivalent to (10) when \(n \to \infty\). We refer to the review [33] for a more modern discussion using free probability concepts.

C. Mutual information variation

In order to “compare” the potential (3) with the mutual information, we use the trivial identity
\[
i_n = i_{n,\epsilon}(0) + \sigma_n(1) = i_{n,\epsilon}(1) - \int_0^1 i'_{n,\epsilon}(t) dt + \sigma_n(1)
\]
which becomes, using (9),
\[
i_n = I(R_1(1)) + \frac{1}{2}G_R(R_2(1)) - \int_0^1 i'_{n,\epsilon}(t) dt + \sigma_n(1).
\]

We now evaluate \(i'_{n,\epsilon}(t)\). Define \(Q \equiv \frac{1}{n} \sum_{i=1}^n X_i x_i\), called the overlap, and the vector \(u_t = (u_{t,\mu})_{\mu=1}^n\) with
\[
u_{t,\mu} \equiv \sqrt{\frac{1}{n} \langle \Phi(X-x) \rangle_\mu + \sqrt{\frac{2\alpha(t)}{n} \langle \Phi'(V-v) \rangle_\mu} + Z_{\mu}.
\]

Lemma 2.1 (Mutual information t-variation): For \(t \in (0, 1)\),
\[
i'_{n,\epsilon}(t) = \frac{r(t)}{2} (\rho - \mathbb{E}(Q)_{t,\epsilon}) + \sigma_n(1)
+ \frac{1}{2 n^2} \mathbb{E} \left[ \langle \Phi'(\Phi')_\mu \rangle_{t,\epsilon} (E(t) - (\rho - Q)_{t,\epsilon}) \right].
\]

The proof of this lemma is very similar to the one found in [13]. The idea is to write explicitly the derivative \(i'_{n,\epsilon}(t)\) and then to integrate by parts the quenched Gaussian variables \(V\) and \(W\), before using the Nishimori identity. This identity is a consequence of Bayes rule and the fact that we consider the optimal Bayesian setting, namely that all hyperparameters in the problem such as the snr and \(P_0\) are known and used when defining the posterior, see [13, 18, 24].

D. Overlap concentration

The next lemma essentially states that the overlap concentrates around its mean, and plays a key role in our proof. The proof technique for Bayesian inference has been developed in [11, 34–36] and is akin to the analysis reviewed for example in [37]. The point however here is that in Bayesian inference overlap concentration can be proved in the whole phase diagram. We will refer to [13, 18] where the analysis has been made quite generic. We now write explicitly the dependency of \(R_1(t, \epsilon)\) and \(R_2(t, \epsilon)\) on \(\epsilon\).

Lemma 2.2 (Overlap concentration): Assume that for any \(t \in (0, 1)\) the map \(\epsilon \mapsto (\epsilon_1, \epsilon_2) \in [s_n, 2s_n]^2 \mapsto R(\epsilon) = (R_1(t, \epsilon), R_2(t, \epsilon))\) is a \(C^1\) diffeomorphism with Jacobian determinant greater or equal to 1. Then one can find a sequence \(s_n\) going to 0 slowly enough such that there exist positive constants \(C\) and \(\gamma\) only on the support and moments of \(P_0\) and on \(\alpha\), and such that:
\[
\frac{1}{s_n} \int_{[s_n, 2s_n]^2} \int_0^1 dt \mathbb{E} \left[ \langle Q - \mathbb{E}(Q)_{t,\epsilon} \rangle^2_{t,\epsilon} \right]_{t,\epsilon} \leq C n^{-\gamma}.
\]

We refer to [13, 18] for a detailed proof (in the case where \(\Phi'\) is the identity matrix). For the present model under the assumptions on \(\Phi'\), this follows from Gaussian Poincaré and McDiarmid inequalities much as in [13]. As a consequence of this result, together with Lemma 2.1, we obtain (using continuity and boundedness properties of the functions \(I \text{ and } G_R\), see again [13] for more details):

Lemma 2.3 (Fundamental identity): Assume \(\epsilon \mapsto R(t, \epsilon)\) satisfies the hypotheses of Lemma 2.2, and choose \(s_n \to 0\) according to this lemma. Assume that for all \(t \in [0, 1]\) and \(\epsilon \in [s_n, 2s_n]^2\) we have \(E(t, \epsilon) = \rho - \mathbb{E}(Q)_{t,\epsilon}\). Then:
\[
i_n = \frac{1}{2} \int_{[s_n, 2s_n]^2} dt \left\{ I(\int_0^1 r(t, \epsilon) dt) + \frac{1}{2} G_R(\int_0^1 E(t, \epsilon) dt) \right\} - \frac{1}{2} \int_0^1 E(t, \epsilon) r(t, \epsilon) dt + \sigma_n(1),
\]
in which \(\sigma_n(1)\) is uniform in the choice of the functions \(E, r\).

E. Upper and lower bounds

Similar bounds can be found in [13, 19]. We will often refer to [13] for more details. We first prove the upper bound:

Proposition 2.1: \(\limsup_{n \to \infty} i_n \leq \inf_{\epsilon \in [0, \rho]} i_{RS}(E, r; 1)\).

Proof: Choose first \(r(t) = r > 0\) a fixed value. We then fix \(R = (R_1, R_2)\) as the solution \(R(t, \epsilon) = (\epsilon_1 + rt, \epsilon_2 + \int_0^t E(s, \epsilon) ds)\) to the first order differential equation:
\[
\partial_t R_1(t) = F_1, \quad \partial_t R_2(t) = F_2(t, R(t)),
\]
and \(R(0) = \epsilon\), with \(F_1 = r, F_2(t, R(t)) = \rho - \mathbb{E}(Q)_{t,\epsilon}\) (it is easy to show that \(F_2\) is in \([0, \rho]\), and thus \(E\) too). One can check (see [13]) that this ODE satisfies the hypotheses of the Cauchy-Lipschitz theorem. As \(F = (F_1, F_2)\) is continuous and admits continuous partial derivatives, \(R(t, \epsilon)\) is \(C^1\) (in both arguments). By the Liouville formula, the Jacobian determinant \(J_{R_1}(t, \epsilon) = \alpha \mapsto R(t, \epsilon)\) satisfies \(J_{R_1}(t, \epsilon) = \exp\left\{ \int_0^t \partial_{R_2} F_2(s, R(s, \epsilon)) ds \right\} \geq 1\). Indeed, the partial derivative \(\partial_{R_2} F_2\) is non-negative, see Prop. 6 of [13]. Also, as this Jacobian never cancels, and as \(\epsilon \mapsto R(t, \epsilon)\) is injective (by unicity of \(R(t, \epsilon)\), it is a diffeomorphism by the inversion theorem. Recall \(G_R(x) = \int_0^x R^{-1}(u) du\) and (3). Then Lemma 2.3 implies:
\[
i_n = \frac{1}{2} \int_{[s_n, 2s_n]^2} \int_0^1 dt \mathbb{E} \left[ \langle Q - \mathbb{E}(Q)_{t,\epsilon} \rangle^2_{t,\epsilon} \right]_{t,\epsilon} + \sigma_n(1),
\]
that directly gives the desired bound.

We now turn to the lower bound:

Proposition 2.2: \(\liminf_{n \to \infty} i_n \geq \inf_{r \geq 0} \sup_{E \in [0, \rho]} i_{RS}(E, r; 1)\).

Proof: Fix \(R\) as the solution \(R(t, \epsilon) = (\epsilon_1 + \int_0^t r(s, \epsilon) ds, \epsilon_2 + \int_0^t E(s, \epsilon) ds)\) to the following Cauchy problem:
\[
\partial_t R_1(t) = F_1(t, R(t)), \quad \partial_t R_2(t) = F_2(t, R(t)) = \rho - \mathbb{E}(Q)_{t,\epsilon} \quad \text{and} \quad R(0) = \epsilon.
\]
Let us denote this equation \(\partial_t R(t) = F(t, R(t))\) (\(F\) also depends on \(n\)). Note that this implies that the solutions verify \(E(t, \epsilon) = \rho - \mathbb{E}(Q)_{t,\epsilon} \in [0, \rho]\) and \((r(t), \epsilon) \geq 0\). It is possible to verify (see the details in a similar case in [13]) that \(F(t, R)\) is a bounded \(C^1\) function of \(R\), and thus the Cauchy-Lipschitz theorem implies that \(R(t, \epsilon)\) is a \(C^1\) function of both \(t\) and \(\epsilon\). The Liouville formula for the Jacobian determinant \(J_{R_1}(t, \epsilon)\) of the map \(\epsilon \mapsto R(t, \epsilon)\) yields \(J_{R_1}(t, \epsilon) = \exp\left\{ \int_0^t \partial_{R_2} F_2(s, R(s, \epsilon)) ds + \int_0^s \partial_{R_2} F_2(s, R(s, \epsilon)) ds \right\} \geq 1\). Indeed, one can show (see again
of $G$ in the exponential. Indeed, by identity (10), we have $G''_{\mathcal{R}}(x) \leq 0$. Jensen’s inequality thus yields (and recalling (3))
\[
i_n \geq \frac{1}{\frac{1}{2}} \int dt \int_{0}^{1} i_{\mathcal{RS}}(E(t), r(t); 1) + \sigma_n(1).
\]
Indeed, $g_{r} : E \mapsto i_{\mathcal{RS}}(E, r(t); 1)$ is also concave (by concavity of $G_{\mathcal{R}}$, with derivative $g''_{r}(E) = \frac{1}{2}R_{\mathcal{R}}(E) - \frac{1}{2}$. By definition of the solution $R(t, \epsilon)$, $g_{r}(E(t), \epsilon) = 0$ for any $(t, \epsilon)$, so by concavity $g_{r}(E(t))$ reaches its maximum at $E(t)$. Thus we finally obtain
\[
i_n \geq \frac{1}{\frac{1}{2}} \int dt \sup_{E \in [0, 1]} i_{\mathcal{RS}}(E, r(t); 1) + \sigma_n(1)
\]
\[
\geq \inf_{r \geq 2} \sup_{E \in [0, 1]} i_{\mathcal{RS}}(E; r; 1) + \sigma_n(1).
\]
Taking the limit, it ends the proof of Theorem 1.1.
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APPENDIX

A. Nishimori identity

Lemma A.1: Let \((X,Y)\) be a couple of random variables on a polish space \(E\). For a given \(k \in \mathbb{N}^*\), let \((X^{(i)})_{i=1}^{k}\) be i.i.d random variables from the distribution (conditional over \(Y\)) \(P(X = \cdot | Y)\). Denote \((\cdot)\) the expectation with respect to this probability distribution, and \(\mathbb{E}\) the expectation with respect to the probability measure of \((X,Y)\). Then, for all \(f : E^{k+1} \to \mathbb{R}\) continuous and bounded

\[
\mathbb{E}\langle f(Y, X^{(1)}, \ldots, X^{(k)}) \rangle = \mathbb{E}\langle f(Y, X^{(1)}, \ldots, X^{(k-1)}, X) \rangle.
\]

Proof: This is a trivial consequence of Bayes formula:

\[
\mathbb{E}_{X,Y} \langle f(Y, X^{(1)}, \ldots, X^{(k-1)}, X) \rangle = \mathbb{E}_{Y} \mathbb{E}_{X|Y} \langle f(Y, X^{(1)}, \ldots, X^{(k-1)}, X) \rangle = \mathbb{E}\langle f(Y, X^{(1)}, \ldots, X^{(k)}) \rangle.
\]

B. Proof of Lemma 2.1

The proof is done in two steps. First, we show the following formula:

\[
i_n'(t) = \frac{r(t)}{2} (\rho - \mathbb{E}\langle Q \rangle_{t,\epsilon}) + \frac{1}{2n^2} \sum_{\mu=1}^{m} \sum_{\nu=1}^{m} \mathbb{E}\left\langle Z_\mu (\Phi' \Phi'^\top)_{\mu \nu} u_{t,\nu} \left[ E(t) - \left( \frac{1}{n} \sum_{i=1}^{n} X_i^2 - Q \right) \right] \right\rangle_{t,\epsilon}.
\]

We will then conclude using the concentration of \(\frac{1}{n} \sum_{i=1}^{n} X_i^2\) on \(\rho\) by the central limit theorem as \(n \to \infty\).

Recall that we defined the Gibbs bracket

\[
(A(x,v))_{t,\epsilon} = \frac{\int dP_0(x) Dv e^{-H(\epsilon,t,x,y;\tilde{Y}_t,\Phi)} A(x,v)}{\int dP_0(x) Dv e^{-H(\epsilon,t,x,y;\tilde{Y}_t,\Phi)}}.
\]

From this and the definition of \(i_n'(t)\) (7), one gets

\[
i_n'(t) = \frac{1}{n} \mathbb{E}\left[ \mathcal{H}'(\epsilon, t, x, v; Y_t, \tilde{Y}_t, \Phi) \ln Z \right] + \frac{1}{n} \mathbb{E}\left[ \mathcal{H}'(\epsilon, t, x, v; Y_t, \tilde{Y}_t, \Phi) \right]_{t,\epsilon},
\]

where the partition function \(Z\) and Hamiltonian derivative with respect to \(t\) read

\[
\mathcal{H}'(\epsilon, t, x, v; Y_t, \tilde{Y}_t, \Phi) = \frac{1}{2} \sum_{\mu=1}^{m} Z_\mu \left( \sqrt{n(1-t)} \Phi X \right)_\mu - \frac{E(t)}{\sqrt{nR_1(t)}} (\Phi' \Phi)_\mu - \frac{1}{2} \sum_{i=1}^{n} \tilde{Z}_i \frac{r(t)}{\sqrt{R_1(t)}} X_i,
\]

\[
Z = Z(\epsilon, t, Y_t, \tilde{Y}_t, \Phi) = \int dP_0(x) Dv e^{-H(\epsilon,t,x,y;\tilde{Y}_t,\Phi)}.
\]

The Nishimori identity (Lemma A.1) directly implies

\[
\mathbb{E}\left[ \mathcal{H}'(\epsilon, t, x, v; Y_t, \tilde{Y}_t, \Phi) \right]_{t,\epsilon} = \mathbb{E}\mathcal{H}'(\epsilon, t, x, v; Y_t, \tilde{Y}_t, \Phi) = 0.
\]

We now compute \(\mathbb{E}[\tilde{Z}_i X_i \ln Z]\). Using a Gaussian integration by parts, which reads for any real function \(f\) with continuous derivative \(\mathbb{E}[\tilde{Z}_i f(\tilde{Z}_i)] = \mathbb{E}[f'(\tilde{Z}_i)]\) for \(\tilde{Z}_i \sim \mathcal{N}(0,1)\), we obtain the first term of (15) as

\[
- \frac{1}{2n} \frac{r(t)}{\sqrt{R_1(t)}} \sum_{i=1}^{n} \mathbb{E} \left[ X_i \tilde{Z}_i \ln \int dP_0(x) Dv e^{-H(\epsilon,t,x,y;\tilde{Y}_t,\Phi)} \right]
\]

\[
= \frac{1}{2n} \frac{r(t)}{\sqrt{R_1(t)}} \sum_{i=1}^{n} \mathbb{E} \left[ X_i \ln \int dP_0(x) Dv e^{-\text{term}_1(x;\tilde{Z}_i)} \right] + \frac{1}{2n} \frac{r(t)}{\sqrt{R_1(t)}} \sum_{i=1}^{n} \mathbb{E} \left[ X_i (\sqrt{R_1(t)} (X_i - x_i) + \tilde{Z}_i)_{t,\epsilon} \right]
\]

\[
= \frac{r(t)}{2} \mathbb{E} \left[ \frac{1}{n} \sum_{i=1}^{n} X_i x_i \right]_{t,\epsilon}
\]

\[
= \frac{r(t)}{2} (\rho - \mathbb{E}\langle Q \rangle_{t,\epsilon}).
\]
In the same way, an integration by parts with respect to \( V_i \sim \mathcal{N}(0,1) \) yields
\[
- \frac{1}{2n} \frac{E(t)}{\sqrt{nR_2(t)}} \sum_{\mu=1}^{m} \mathbb{E} \left[ Z_{\mu}(\Phi^t \mathbf{V})_{\mu} \ln Z \right]
\]
\[
= - \frac{1}{2n} \frac{E(t)}{\sqrt{nR_2(t)}} \sum_{\mu=1}^{m} \sum_{i=1}^{n} \mathbb{E} \left[ Z_{\mu}\Phi_{\mu}^t V_i \ln \int dP_0(x) d\nu e^{-\frac{1}{2} \sum_{\nu} \left( \sqrt{\frac{2\pi t}{n}} (\Phi(x-x)\nu + \sqrt{\frac{\mu_{2}n}{2}} (\Phi'(\nu) - \mu) \right)^2 + \text{term}_2(x) } \right]
\]
\[
= E(t) \frac{m}{2n^2} \sum_{\mu=1}^{m} \sum_{\nu=1}^{n} \mathbb{E} \left[ Z_{\mu}(\Phi^t \Phi^t)_{\mu\nu} \langle u_{t,\nu} \rangle_{t,\nu} \right].
\]

Let us now look at the final term we need to compute. By our hypothesis (4), this term reads, using again a Gaussian integration by part but this time with respect to \( W_{ji} \sim \mathcal{N}(0,1/n) \),
\[
\frac{1}{2n} \sqrt{\frac{1}{n(1-t)}} \sum_{\mu=1}^{m} \mathbb{E} \left[ Z_{\mu}(\Phi^t W \mathbf{X})_{\mu} \ln Z \right]
\]
\[
= \frac{1}{2n} \sqrt{\frac{1}{n(1-t)}} \sum_{\mu=1}^{m} \sum_{i,j=1}^{n} \mathbb{E} \left[ Z_{\mu}\Phi_{\mu}^t W_{ji} X_i \ln \int dP_0(x) d\nu e^{-\frac{1}{2} \sum_{\nu} \left( \sqrt{\frac{2\pi t}{n}} (\Phi(W(x-x)\nu + \sqrt{\frac{\mu_{2}n}{2}} (\Phi'(\nu) - \mu) \right)^2 + \text{term}_2(x) } \right]
\]
\[
= - \frac{1}{2n^2} \sum_{\mu,\nu=1}^{m} \sum_{i,j=1}^{n} \mathbb{E} \left[ Z_{\mu}\Phi_{\mu}^t \Phi_{\nu}^t X_i \langle (X_i - X_j) \rangle_{t,\nu} \left( \frac{1-t}{n} (\Phi(X-x))_{\nu} + \sqrt{\frac{R_2(t)}{n}} (\Phi'(\nu) + Z_{\nu}) \right)_{t,\nu} \right]
\]
\[
= - \frac{1}{2n^2} \sum_{\mu,\nu=1}^{m} \sum_{i,j=1}^{n} \mathbb{E} \left[ Z_{\mu}(\Phi^t \Phi^t)_{\mu\nu} \langle u_{t,\nu} \rangle_{t,\nu} \right].
\]

Combining all three terms leads to (13).

We now go to the last step. By adding and subtracting a term to (13) we reach
\[
i'_{n,\epsilon}(t) = \frac{r(t)}{2} (\rho - \mathbb{E}(Q)_{t,\epsilon}) + \frac{1}{2n^2} \sum_{\mu=1}^{m} \sum_{i=1}^{n} \mathbb{E} \left[ Z_{\mu}(\Phi^t \Phi^t)_{\mu\nu} u_{t,\nu} \mathbb{E} \left( E(t) - (\rho - Q) \right) \right]_{t,\nu}
\]
\[
+ \frac{1}{2n^2} \sum_{\mu,\nu=1}^{m} \sum_{i,j=1}^{n} \mathbb{E} \left[ Z_{\mu}(\Phi^t \Phi^t)_{\mu\nu} u_{t,\nu} \left( \rho - \frac{1}{n} \sum_{i=1}^{n} X_i^2 \right) \right]_{t,\nu}.
\]

Using the Cauchy-Schwarz inequality we obtain that the last term can be bounded as
\[
\frac{1}{n^2} \mathbb{E} \left( \left( Z^t (\Phi^t \Phi^t) u \right)^2 \right)_{t,\epsilon} \leq \left( \frac{1}{n^4} \mathbb{E} \left( \left( Z^t (\Phi^t \Phi^t) u \right)^2 \right)_{t,\epsilon} \right)^{1/2}. \tag{21}
\]

As the \( X_i \) are independent the central limit theorem implies that \( \mathbb{E}(\rho - \frac{1}{n} \sum_{i=1}^{n} X_i^2)^2 = O(1/n) \). Thus it remains to show that the multiplicative term in front is bounded:
\[
\frac{1}{n^2} \mathbb{E} \left( \left( Z^t (\Phi^t \Phi^t) u \right)^2 \right)_{t,\epsilon} \leq \frac{1}{n^2} \mathbb{E} \left( ||Z||^2 ||u||^2 ||\Phi^t \Phi^t||^2 ||\Phi^t \Phi^t||^2 \right)_{t,\epsilon}
\]
\[
\leq \frac{1}{n^2} \left( \sqrt{\mathbb{E} \left( ||Z||^4 ||u||^4 \right)_{t,\epsilon}} \mathbb{E} \left( ||\Phi^t \Phi^t||^4 \right)_{t,\epsilon} \right)^{1/2} \leq \frac{1}{n^2} \sqrt{\mathbb{E} \left( ||Z||^8 ||u||^8 \right)_{t,\epsilon}} \mathbb{E} \left( ||\Phi^t \Phi^t||^8 \right)_{t,\epsilon} = O(1). \tag{22}
\]

The last equality follows from the following observations. By construction of \( \Phi^t \), \( \mathbb{E} \left( ||\Phi^t \Phi^t||^4 \right) = O(n^2) \). Moreover, as \( Z \) is a \( m \)-dimensional Gaussian vector with i.i.d. components \( \mathbb{E} \left( ||Z||^8 \right) = O(n) \). Finally, the Nishimori identity leads to \( \mathbb{E} \left( ||\Phi^t \Phi^t||^8 \right) = O(n) \). This claim is proven using a consequence of the triangle inequality:
\[
\forall x, y \in \mathbb{R}^n \quad ||x + y||^8 \leq 2^7 (||x||^8 + ||y||^8),
\]
which is combined with the Nishimori identity:
\[
\mathbb{E}(||\Phi^t \Phi^t||^8)_{t,\epsilon} = \mathbb{E} \left( \left( \sqrt{\frac{1-t}{n}} \Phi(X-x) + \sqrt{\frac{R_2(t)}{n}} \Phi'(V-x) + Z \right)^8 \right)_{t,\epsilon}
\]
\[
\leq 2^7 \mathbb{E}(||Z||^8) + 2^{22} (1-t)^4 \mathbb{E}(||\sqrt{\frac{1}{n}} \Phi X||^8) + 2^{22} R_2(t)^4 \mathbb{E}(||\sqrt{\frac{1}{n}} \Phi' V||^8). \tag{24}
\]
One can now use that both \( \frac{1}{n} \Phi^T \Phi \) and \( \frac{1}{n} \Phi' \Phi' \) have almost surely bounded Euclidian (or Frobenius) norm when \( n \to \infty \). This implies that there exists \( C > 0 \) such that
\[
\mathbb{E}[\| \frac{1}{\sqrt{n}} \Phi X \|^8] \leq C \mathbb{E}[\| X \|^8] .
\]
Moreover \( \mathbb{E}[\| X \|^8] = \mathcal{O}(n^4) \) because we assumed the prior distribution \( P_0 \) to be compactly supported. The same argument can be conducted for bounding \( \mathbb{E}[\| \frac{1}{\sqrt{n}} \Phi' V \|^8] \) since \( \mathbb{E}[\| V \|^8] = \mathcal{O}(n^4) \) as \( V \) is a standard Gaussian vector.