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Abstract

In this article, we consider scalar conservation laws with fluxes having spatial discontinuities and possible flat regions and study the following three aspects: (i) existence, (ii) uniqueness and (iii) BV regularity of solutions. We propose a uniqueness condition and prove existence of a weak solution via the method of wave front tracking. In the later part of the article, a BV bound of the solution is achieved under a suitable condition on the initial data and flux. We construct two counterexamples showing BV blow-up of the solution which proves the optimality on the assumptions.
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1. Introduction

This article deals with existence, uniqueness and regularity aspects of solutions for the following initial value problem,

\begin{align}
  u_t + A(x, u)_x &= 0 \quad \text{for } (t, x) \in (0, \infty) \times \mathbb{R}, \\
  u(x, 0) &= u_0(x) \quad \text{for } x \in \mathbb{R}.
\end{align}

Here the flux $A(x, u)$ has spatial discontinuities, possibly infinitely many, and possibly having accumulation points. In this article, we consider the case of a flux $A$ such that the minima of $u \mapsto A(x, u)$ may occur on some interval $I = [a, b]$ for $a \leq b$. Henceforth, we refer to this type of flux as a ‘degenerate flux’ if $a < b$, and the interval $[a, b]$ is a ‘flat region’ (see figure 1 below).

The equations of the type (1.1)–(1.2) with finitely many spatial discontinuities have been of interest for some decades now and they play an important role in mathematical modelling of various physical phenomena. To name a few, the hydrodynamic limit of interacting particle systems with discontinuous speed parameter [16], sedimentation [17], petroleum industry and polymer flooding [26], two phase flow in heterogeneous porous medium [8], clarifier thickener units used in waste water treatment plants [13], traffic flow on highways with changing surface conditions [18]. For fluxes having finitely many spatial discontinuities, the uniqueness and existence of solutions have been studied [3, 4, 5, 6, 7, 9, 12, 14, 15, 17, 18, 22, 23, 26, 27] via various methods, including Hamilton-Jacobi, numerical schemes, vanishing viscosity, etc.

In this article we address three aspects of (1.1): (i) uniqueness in the presence of a degenerate flux, (ii) existence for a general flux which may include degeneracy and (iii) BV regularity of the entropy solution. Previously, the uniqueness problem has been dealt with in [10, 24] when $u \mapsto A(x, u)$ is unimodal. Existence of an adapted entropy solution within the setup of [10] has been proved in [16, 19, 24, 25, 28] via various methods. We note that the techniques of [10, 24] cannot be applied for degenerate fluxes. We prove uniqueness for (1.1) by introducing an entropy condition for a degenerate flux. In the sequel we prove existence of the adapted entropy solution for a degenerate flux via a front tracking algorithm. In the last part of this article, we prove a BV bound for the adapted entropy solution under a suitable assumption on the initial data. Unlike the case of scalar conservation laws with Lipschitz flux, the total variation (TV) bound of the entropy solution can blow up [1] for conservation laws with discontinuous flux. In contrast, note that a BV bound holds [21] when $A$ has one spatial discontinuity and the minima of both fluxes have the same height. It is noticed in the present article that results on BV bounds for the case when $A$ has infinitely many spatial discontinuities is completely different from the case of finitely many spatial discontinuities. Here we offer a sufficient condition to obtain a BV estimate for the entropy solution and construct two counter-examples to show that the conditions are optimal.

Here we discuss all three problems and compare with previous results.

1. Uniqueness for degenerate flux: Uniqueness of the adapted entropy solution to (1.1) is proved in [10, 24] when $u \mapsto A(x, u)$ has a unique minimum point. It was an open problem to prove uniqueness when the fluxes can have flat regions, since to apply the results of [10, 24] one needs injectivity of $u \mapsto A(x, u)$ on both side of the unique minima point. In this article, we consider the case of a flux $A$ such that the minima of $u \mapsto A(x, u)$ can occur on some interval $I = [u_M^-(x), u_M^+(x)]$ for $u_M^-(x) \leq u_M^+(x)$. To the best of our knowledge, the uniqueness problem for degenerate fluxes is open even for the case $A(x, u) = H(x)f(u) + H(-x)g(u)$ (the so-called two-flux problem), where $H$ denotes the Heaviside function and $f, g$ are fluxes having suitable regularity. To prove our uniqueness result we do not need any assumption on the traces of the solution at the interface.
2. **Existence of solution via front tracking:** We establish existence of an adapted entropy solution via a front tracking algorithm. Previously, a front tracking approximation for the adapted entropy solution was studied [25] when $u \mapsto A(x, u)$ is strictly increasing and convex. By a difference scheme, existence of the adapted entropy solution is proved [28] for the case of a strictly increasing flux. Via the method of measured-valued solution existence of an adapted entropy solution has been established in [24]. Recently, in [19, 20] existence of an adapted entropy solution has been proved in the setup of [10, 24] via a Godunov-type approximation. Therefore, even in the setup of [10, 24], the question of existence via front tracking approximation was open. We note that when $u \mapsto A(x, u)$ has critical points, a BV bound of the entropy solution may not be possible [1, 21] in general, even with BV initial data. One way to get compactness for (1.1) is to look for a TV bound of the solution transformed under the so-called singular mapping (see [19]). If $u \mapsto A(x, u)$ has one minima point, then the corresponding singular map becomes a strictly increasing function which allows one to invert the singular mapping and get back the solution. For degenerate fluxes, we note that the singular map fails to become monotone on the flat portion of the flux and hence is not invertible. We modify the singular map by adding a function which is strictly increasing on the flat potion of the flux. Unlike the case of convex conservation laws, for (1.1) the number of fronts may increase after interactions. Recently, it has been shown [2] that rarefactions cannot occur if the fluxes do not have any affine part. Since we work with a general convex flux which may contain an affine part, the situation becomes more complex as the number of fronts increases due to rarefactions that originate from the interface.

3. **BV bound for uniformly convex flux:** As we mentioned before, unlike the case of classical scalar conservation laws, the TV of the entropy solution can blow up [1] at a finite time even if the initial data is in BV. In contrast to this, a BV bound of the entropy solution has been established [21] when $A$ has finitely many spatial discontinuities and the fluxes are $C^2$ with same height minima. For $A$ with infinitely many discontinuities BV estimates of the adapted entropy solution have been established [25, 28] when the map $u \mapsto A(x, u)$ does not have a critical point. Hence, it is an open question to achieve a BV bound for fluxes having critical points in the $u$-variable and infinitely many spatial discontinuities. In this article we provide a sufficient condition on the initial data to obtain a BV bound for the entropy solution for uniformly convex fluxes. That this result is optimal is demonstrated via two examples provided in sections 4.2 and 4.3.

4. **BV blow-up:** It has been proved by explicit examples [1, 21] that if the minima of convex fluxes are not the same then the TV of the entropy solution blows up even for BV initial data. On the contrary, in [21] a BV bound of the entropy solution has been achieved when $A(x, u)$ has finitely many discontinuities and $u \mapsto A(x, u)$ is $C^2$ having the same height minima. Note that the fluxes considered in the current article have the same height minima and are $C^2$. By providing two examples we show that the BV-regularity results of [21] can not hold when the flux $A$ has infinitely many discontinuities. We show this in two examples constructed in sections 4.2 and 4.3. The example in section 4.3 further shows that even if we assume uniform convexity of the fluxes, the TV of the entropy solution can blow up. Construction of the example in section 4.3 is novel and it contains new ideas which differ from previous constructions [1, 21].

### 1.1. Adapted Entropy Solutions

We make the following assumptions on the flux $A(x, u)$,
A-1 *A*(x, u) is continuous on \( \mathbb{R} \setminus \Omega \times \mathbb{R} \), where \( \Omega \) is a closed zero measure set.

A-2 There exists a locally bounded function \( q : \mathbb{R} \to \mathbb{R} \) such that
\[
|A(x, u) - A(x, v)| \leq q(M) |u - v| \quad \text{for a.e. } x \in \mathbb{R} \text{ and } u, v \in [-M, M] \text{ with } M > 0. \tag{1.3}
\]

A-3 There exist functions \( u^+_M : \mathbb{R} \to \mathbb{R} \) which are continuous on \( \mathbb{R} \setminus \Omega \), such that \( u^-_M(x) \leq u^+_M(x) \) for \( x \in \mathbb{R} \setminus \Omega \) and \( A(x, \cdot) \) is decreasing on \((-\infty, u^-_M(x)]\) and increasing on \([u^+_M(x), \infty)\) satisfying \( A(x, z) = 0 \) for all \( u^-_M(x) \leq z \leq u^+_M(x) \).

For \( \alpha \geq 0 \), let \( k^\pm_\alpha \) be defined as follows,
\[
k^-_\alpha(x) \leq u^-_M(x) \quad \text{such that } A(x, k^-_\alpha(x)) = \alpha, \tag{1.4}
\]
\[
k^+_\alpha(x) \geq u^+_M(x) \quad \text{such that } A(x, k^+_\alpha(x)) = \alpha. \tag{1.5}
\]

**Definition 1.1.** A function \( k : \mathbb{R} \to \mathbb{R} \) is said to be a stationary state, if \( u(t, x) = k(x) \) is the weak solution to the IVP (1.1)-(1.2), with \( u_0(x) = k(x) \). For \( \alpha > 0 \), we work with two types of stationary states \( k^+_\alpha : \mathbb{R} \to (u^+_M, \infty) \) and \( k^-_\alpha : \mathbb{R} \to (-\infty, u^-_M) \) such that \( A(x, k^\pm_\alpha(x)) = \alpha \). We define \( \mathcal{K}_\alpha \) to be the set of all stationary states corresponding to height \( \alpha \geq 0 \).

**Remark 1.1.** Note that for \( \alpha = 0 \) there are infinitely many choices for stationary states \( k(x) \). Any \( k(x) \) satisfying \( k(x) \in [u^-_M(x), u^+_M(x)] \) for all \( x \in \mathbb{R} \) is a stationary state. We observe that \( u^\pm_M \) can be written as
\[
u^-_M(x) = \inf \{ u \in \mathbb{R}; A(x, u) = 0 \} \text{ and } u^+_M(x) = \sup \{ u \in \mathbb{R}; A(x, u) = 0 \}. \tag{1.6}
\]
For notational brevity we denote a stationary state by \( k_\alpha(x) \) for \( \alpha \geq 0 \). When \( \alpha > 0 \), \( k_\alpha \) coincides with one of \( k^\pm_\alpha \).

**Definition 1.2 (Adapted Entropy Condition).** A function \( u \in L^\infty(\mathbb{R} \times \mathbb{R}^+) \cap C([0, T], L^1_{lo}(\mathbb{R})) \) is an adapted entropy solution of the Cauchy problem if it satisfies the following inequality in the sense of distribution:
\[
\partial_t |u(x, t) - k^\pm_\alpha(x)| + \partial_x \left[ \text{sgn}(u - k^\pm_\alpha(x))(A(u, x) - \alpha) \right] \leq 0, \tag{1.7}
\]
for \( \alpha \geq 0 \). Or equivalently, for all \( 0 \leq \phi \in C^\infty_c (\mathbb{R} \times \mathbb{R}^+) \)
\[
\int_Q |u(t, x) - k_\alpha(x)| \phi_t(t, x) + \text{sgn}(u(t, x) - k_\alpha(x))(A(x, u(t, x)) - \alpha)\phi_x(t, x) \, dx \, dt \\
+ \int_\mathbb{R} |u_0(x) - k_\alpha(x)| \phi(0, x) \, dx \geq 0. \tag{1.8}
\]

2. Uniqueness

**Theorem 2.1.** Let \( u, v \in C(0, T; L^1_{lo}(\mathbb{R})) \cap L^\infty(Q) \) entropic solution to the IVP (1.1)-(1.2) with initial data \( u_0, v_0 \in L^\infty(\mathbb{R}) \). Assume the flux satisfies the hypothesis (A-1)-(A-3). Then for \( t \in [0, T] \) the following holds,
\[
\int_a^b |u(t, x) - v(t, x)| \, dx \leq \int_{a-Mt}^{b-Mt} |u_0(x) - v_0(x)| \, dx, \tag{2.1}
\]
for \(-\infty \leq a < b \leq \infty \) and \( M := \sup \{|A(u, x, u(t, x))|; x \in \mathbb{R}, 0 \leq t \leq T\} \).
which implies having flat regions in \([u^+_M(x_1), u^-_M(x_2)], i = 1, 2\) respectively.

**Proof.** To prove the theorem, it is enough to show the following,
\[
\int_Q |u(t, x) - v(t, x)|\phi_t(t, x) + \text{sgn}(u(t, x) - v(t, x))(A(x, u(t, x)) - A(x, v(t, x)))\phi_x(t, x)\,dx\,dt
\]
\[+ \int_{\mathbb{R}} |u_0(x) - v_0(x)|\phi(0, x)\,dx \geq 0.
\]

Let \((t, x), (s, y) \in Q\). Corresponding to \(v(s, y)\) and \(u(t, x)\), we define \(\tilde{v}(s, y, \cdot), \tilde{u}(t, x, \cdot) : \mathbb{R} \to \mathbb{R}\) respectively as below.

\[
\tilde{v}(s, y, x) := \begin{cases} 
  k^+_{A(y, v(s,y))}(x) & \text{if } v(s, y) > u^+_M(y), \\
  k^-_{A(y, v(s,y))}(x) & \text{if } v(s, y) < u^-_M(y), \\
  \min(u^-_M(x) + h, u^+_M(x)) & \text{if otherwise,}
\end{cases}
\]  

(2.2)

where \(h = v(s, y) - u^-_M(y)\). Similarly,

\[
\tilde{u}(t, x, y) := \begin{cases} 
  k^+_{A(x, u(t,x))}(y) & \text{if } u(t, x) > u^+_M(x), \\
  k^-_{A(x, u(t,x))}(y) & \text{if } u(t, x) < u^-_M(x), \\
  \min(u^-_M(y) + h, u^+_M(y)) & \text{if otherwise,}
\end{cases}
\]

(2.3)

where \(h = u(t, x) - u^-_M(x)\). By the above definition, it is clear that

\[
A(y, \tilde{u}(t, x, y)) = A(x, u(t, x)),
\]
\[
A(x, \tilde{v}(s, y, x)) = A(y, v(s, y)).
\]

Given a \((s, y) \in [0, T] \times \mathbb{R}\), we rewrite the entropy condition (1.8) for \(u(t, x)\) with \(\alpha = A(y, v(s, y))\), which implies

\[
\partial_t|u(t, x) - k_{A(y, v(s,y))}(x)| + \partial_x \left[\text{sgn}(u(t, x) - k_{A(y, v(s,y))}(x))(A(x, u(t, x)) - A(y, v(s, y)))\right] \leq 0.
\]

Set \(k_{A(y, v(s,y))}(x) = \tilde{v}(s, y, x)\), by the definition of \(k_{\alpha}\) we get

\[
\partial_t|u(t, x) - \tilde{v}(s, y, x)| + \partial_x \left[\text{sgn}(u(t, x) - \tilde{v}(s, y, x))(A(x, u(t, x)) - A(y, v(s, y)))\right] \leq 0.
\]

(2.4)

Similarly, now rewriting the entropy condition \(v(s, y)\) with \(\alpha = A(x, u(t, x))\), we get

\[
\partial_t|v(s, y) - \tilde{u}(t, x, y)| + \partial_x \left[\text{sgn}(v(s, y) - \tilde{u}(t, x, y))(A(y, v(s, y)) - A(x, u(t, x)))\right] \leq 0.
\]

(2.5)

Let \(\xi_\eta, \rho_\epsilon \in C^\infty_c(\mathbb{R})\) be mollifiers, such that \(\text{supp}(\rho) \subset [-2, -1]\). We define \(\Phi_{\eta, \epsilon} : Q^2 \to \mathbb{R} \in C^\infty_c(Q^2)\)
as follows,
\[ \Phi_{\eta,\epsilon}(t, x, s, y) = \phi(t, x)\rho_\epsilon(t - s)\xi_{\eta}(x - y). \]

Note that
\[ \frac{\partial}{\partial x}\Phi_{\eta,\epsilon}(t, x, s, y) = \phi(t, x)\rho_\epsilon(t - s)\xi'_{\eta}(x - y) + \phi_x(t, x)\rho_\epsilon(t - s)\xi_{\eta}(x - y), \]
\[ \frac{\partial}{\partial y}\Phi_{\eta,\epsilon}(t, x, s, y) = -\phi(t, x)\rho_\epsilon(t - s)\xi'_{\eta}(x - y), \]
\[ \frac{\partial}{\partial t}\Phi_{\eta,\epsilon}(t, x, s, y) = \phi(t, x)\rho'_\epsilon(t - s)\xi_{\eta}(x - y) + \phi_t(t, x)\rho_\epsilon(t - s)\xi_{\eta}(x - y), \]
\[ \frac{\partial}{\partial s}\Phi_{\eta,\epsilon}(t, x, s, y) = -\phi(t, x)\rho'_\epsilon(t - s)\xi_{\eta}(x - y). \]

Integrating (2.4) in \( x, y, t, s \) against the function \( \Phi_{\eta,\epsilon}(t, x, s, y) \), we have,

\[
\int_{Q^2} |u(t, x) - \bar{v}(s, y, x)|\phi(t, x)\rho_\epsilon(t - s)\xi_{\eta}(x - y) dxdydt ds \\
+ \int_{Q^2} |u(t, x) - \bar{v}(s, y, x)|\phi_t(t, x)\rho_\epsilon(t - s)\xi_{\eta}(x - y) dxdydt ds \\
+ \int_{Q^2} |\text{sgn}(u(t, x) - \bar{v}(s, y, x))(A(x, u(t, x)) - A(y, v(s, y)))|\phi(t, x)\rho_\epsilon(t - s)\xi_{\eta}'(x - y) dxdydt ds \\
+ \int_{Q^2} |\text{sgn}(u(t, x) - \bar{v}(s, y, x))(A(x, u(t, x)) - A(y, v(s, y)))|\phi_x(t, x)\rho_\epsilon(t - s)\xi_{\eta}(x - y) dxdydt ds \\
+ \int_{Q \subseteq \mathbb{R}} |u_0(x) - \bar{v}(s, y, x)|\phi(t, x)\rho_\epsilon(-s)\xi_{\eta}(x - y) dxdy ds \geq 0.
\]

Integrating (2.5) in \( x, y, t, s \) against function \( \Phi_{\eta,\epsilon}(t, x, s, y) \), we get

\[
- \int_{Q^2} |v(s, y) - \bar{u}(t, x, y)|\phi(t, x)\rho_\epsilon(t - s)\xi_{\eta}(x - y) dxdydt ds \\
- \int_{Q^2} |\text{sgn}(v(s, y) - \bar{u}(t, x, y))(A(y, v(s, y)) - A(x, u(t, x)))|\phi(t, x)\rho_\epsilon(t - s)\xi_{\eta}'(x - y) dxdydt ds \\
+ \int_{Q \subseteq \mathbb{R}} |v_0(x) - \bar{u}(t, x, y)|\phi(t, x)\rho_\epsilon(t)\xi_{\eta}(x - y) dxdydt \geq 0.
\]

Adding the above two inequalities and collecting the common terms, we have the sum of the following 6 terms

1. \[
\int_{Q^2} |u(t, x) - \bar{v}(s, y, x)|\phi_t(t, x)\rho_\epsilon(t - s)\xi_{\eta}(x - y) dxdydt ds,
\]

2. \[
\int_{Q^2} (|u(t, x) - \bar{v}(s, y, x)| - |v(s, y) - \bar{u}(t, x, y)|)\phi(t, x)\rho'_\epsilon(t - s)\xi_{\eta}(x - y) dxdydt ds,
\]
\[
\int_{Q^2} [\text{sgn}(u(t, x) - \tilde{\nu}(s, y, x)) (A(x, u(t, x)) - A(y, v(s, y))) \right] \phi(x, t) \rho(t-s) \xi_n(x-y) dx dy dt ds,
\]

\[
\int_{Q^2} \left[ \left( \text{sgn}(v(s, y) - \tilde{\nu}(t, x, y)) + \text{sgn}(u(t, x) - \tilde{\nu}(s, y, x)) \right) (-A(y, v(s, y)) + A(x, u(t, x))) \right] \\
\phi(t, x) \rho(t-s) \xi_n(x-y) dx dy dt ds,
\]

\[
\int_{Q} \int_{\mathbb{R}} |u_0(x) - \tilde{\nu}(s, y, x)| \phi(t, x) \rho(t-s) \xi_n(x-y) dx dy ds,
\]

\[
\int_{Q} \int_{\mathbb{R}} |v_0(x) - \tilde{\nu}(t, x, y)| \phi(t, x) \rho(t) \xi_n(x-y) dx dy dt,
\]

is greater than equal to 0.

We now make the following claims:

i. \( \tilde{\nu}(s, y, x) \rightarrow \tilde{\nu}(s, y, y) = v(s, y) \) as \( x \rightarrow y \) for a.e. \( y \in \mathbb{R} \).

ii. \( \tilde{\nu}(t, x, y) \rightarrow \tilde{\nu}(t, x) = u(t, x) \) as \( y \rightarrow x \) for a.e. \( x \in \mathbb{R} \).

iii. \( (\text{sgn}(v(s, y) - \tilde{\nu}(t, x, y)) + \text{sgn}(u(t, x) - \tilde{\nu}(s, y, x))) (-A(y, v(s, y)) + A(x, u(t, x))) = 0. \)

To prove (i.), let us assume that \( A(\cdot, \cdot) \) is continuous at \( (y, v(s, y)) \). Therefore,

\[
A(x, \tilde{\nu}(s, y, y)) \rightarrow A(y, \tilde{\nu}(s, y, y)) \text{ as } x \rightarrow y.
\]

Now, If \( v(s, y) < u_M^+(y) \), then, by (2.2) we have \( \tilde{\nu}(s, y, x) < u_M^+(x) \) for all \( x \in \mathbb{R} \), in particular, \( \tilde{\nu}(s, y, y) < u_M^+(y) \). By (2.2), we also have, \( A(y, \tilde{\nu}(s, y, y)) = A(y, v(s, y)) = A(x, \tilde{\nu}(s, y, x)) \). Therefore, \( A(x, \tilde{\nu}(s, y, y)) - A(x, \tilde{\nu}(s, y, x)) \rightarrow 0 \) as \( x \rightarrow y \). Since \( \{\tilde{\nu}(s, y, x), x \in \mathbb{R}\} \) is bounded and \( A(x, u) \) is monotone on \( (-\infty, u_M^-(x)], \) we have \( \tilde{\nu}(s, y, x) \rightarrow \tilde{\nu}(s, y, y) \) as \( x \rightarrow y \). When \( v(s, y) > u_M^+(y) \), by a similar argument we have \( \tilde{\nu}(s, y, x) \rightarrow \tilde{\nu}(s, y, y) \) as \( x \rightarrow y \). Suppose \( v(s, y) \in [u_M^-(y), u_M^+(y)] \). Then by (2.2), we have \( \tilde{\nu}(s, y, x) = \min\{u_M^-(x) + v(s, y) - u_M^-(y), u_M^+(x)\} \).

Since \( y \) is a continuity point of \( u_M \), we have \( u_M^-(x) + v(s, y) - u_M^-(y) \rightarrow v(s, y) \) as \( x \rightarrow y \). Therefore, we have \( \tilde{\nu}(s, y, x) \rightarrow \min\{v(s, y), u_M^+(y)\} \) as \( x \rightarrow y \). Since \( v(s, y) \in [u_M^-(y), u_M^+(y)] \), we have \( \tilde{\nu}(s, y, x) \rightarrow v(s, y) \) as \( x \rightarrow y \). This proves (i.). By a similar argument, we prove (ii.).

To prove (iii.), consider,

\[
(\text{sgn}(v(s, y) - \tilde{\nu}(t, x, y)) + \text{sgn}(u(t, x) - \tilde{\nu}(s, y, x))) (A(x, u(t, x)) - A(y, v(s, y))).
\]

Now, depending on the values of \( A(y, v(s, y)), A(x, u(t, x)) \), we will have the following four cases:

**Case 1.** Suppose \( A(y, v(s, y)), A(x, u(t, x)) > 0 \). In this case, we follow a similar argument as in [10]. Note that

\[
\text{sgn}(u(t, x) - u_M(x)) = \text{sgn}(u(t, x, y) - u_M(y)),
\]

\[
\text{sgn}(v(s, y) - u_M(y)) = \text{sgn}(v(s, y, x) - u_M(x)).
\]

Suppose \( v(s, y) > \tilde{\nu}(t, x, y) \). Then there are three possibilities
(a) \( v(s, y) > \tilde{u}(t, x, y) > u^+_M(y) \). Therefore, \( A(x, \tilde{v}(s, y, x)) = A(y, v(s, y)) > A(y, \tilde{u}(t, x, y)) = A(x, u(t, x)) \). By using (2.7) and (2.8), we get \( \tilde{v}(s, y, x) > u(t, x) > u^+_M(x) \).

(b) \( u^+_M > v(s, y) > \tilde{u}(t, x, y) \). By a similar argument as in (Case 1.a) we get \( u^+_M > \tilde{v}(s, y, x) > u(t, x) \).

(c) \( v(s, y) > u^+_M(y) > u^+_M(y) > \tilde{u}(t, x, y) \). By using (2.7) and (2.8), we get \( \tilde{v}(s, y, x) > u^+_M(x) > u^+_M(x) > u(t, x) \).

Hence, the term in (2.6) vanishes for this case. By a similar argument, we can show the same result when \( v(s, y) < \tilde{u}(t, x, y) \). Note that when \( v(s, y) = \tilde{u}(t, x, y) \), we have

\[
A(y, v(s, y)) = A(y, \tilde{u}(t, x, y)) = A(x, u(t, x)) = A(x, \tilde{v}(s, y, x)).
\]

Therefore, the term in (2.6) vanishes for this case too.

Case 2. Now we consider \( A(y, v(s, y)) = A(x, u(t, x)) = 0 \). This implies \( (A(x, u(t, x)) - A(y, v(s, y))) = 0 \) and hence (2.6) vanishes.

Case 3. Next we consider \( A(y, v(s, y)) = 0 \) and \( A(x, u(t, x)) > 0 \). In this case, using the (2.2)-(2.3), we get \( v(s, y) \in [u^+_M(y), u^+_M(y)] \) and \( v(s, y, x) \in [u^+_M(x), u^+_M(x)] \). Suppose \( u(t, x) > u^+_M(x) \).

By (2.8) we have \( \tilde{u}(t, x, y) > u^+_M(y) \). Therefore, the term in (2.6) vanishes. By a similar argument, we can show that (2.6) vanishes when \( u(t, x) < u^+_M(x) \).

Case 4. Finally, we consider \( A(y, v(s, y)) > 0 \) and \( A(x, u(t, x)) = 0 \). By a similar argument as in (Case 3.) we show the term in (2.6) vanishes.

This completes proof of (iii.). Now rest of the proof runs on the similar lines [10], which we briefly discuss for the sake of completeness.

**Term 1:** By using (i.) we first sending \( \eta \) to zero and then sending \( \epsilon \) to zero and obtain,

\[
\int_{Q^2} |u(t, x) - \tilde{v}(s, y, x)|\phi(t, x)\rho_s(t - s)\xi_0(x - y)\,dxdydt\,ds
\]

\[
\rightarrow \int_Q |u(t, x) - v(t, x)|\phi(t, x)\,dxdt.
\]

**Term 2:** Now we want to show

\[
\int_{Q^2} \left( |u(t, x) - \tilde{v}(s, y, x)| - |v(s, y) - \tilde{u}(t, x, y)| \right)\phi(t, x)\rho_s(t - s)\xi_0(x - y)\,dxdydt\,ds \rightarrow 0. \quad (2.10)
\]

By using the reverse triangular inequality \(|a| - |b| \leq |a - b|\), we obtain,

\[
|u(t, x) - \tilde{v}(s, y, x)| - |v(s, y) - \tilde{u}(t, x, y)| \leq |u(t, x) - \tilde{u}(t, x, y) - \tilde{v}(s, y, x) + v(s, y)|
\]

\[
\leq |u(t, x) - \tilde{u}(t, x, y)| + |\tilde{v}(s, y, x) - v(s, y)|.
\]

Now, using (i.)-(ii.), first let \( \eta \rightarrow 0 \). Therefore,

\[
\int_{R^2} (|u(t, x) - \tilde{v}(s, y, x)| - |v(s, y) - \tilde{u}(t, x, y)|)\phi(t, x)\xi_0(x - y)dxdy \rightarrow 0 \text{ as } \eta \rightarrow 0,
\]

for each fixed \( \epsilon > 0 \). This proves (2.10).
**Term 3:** Now we wish to show
\[
\int_{Q^2} [\text{sgn}(u(t, x) - \tilde{v}(s, y, x))(A(x, u(t, x)) - A(y, v(s, y)))] \phi_x(t, x) \rho_\epsilon(t - s) \xi_\eta(x - y) dxdydt ds
\]
\[
\rightarrow \int_{Q} [\text{sgn}(u(t, x) - v(t, x))(A(x, u(t, x)) - A(y, v(t, x)))] \phi_x(t, x) dx dt \text{ as } \eta \rightarrow 0, \epsilon \rightarrow 0.
\]

(2.11)

We consider \(A(x, u, v) = \text{sgn}(u - v)(A(x, u) - A(x, v))\). Since \(\tilde{v}(s, y, x) \in L^\infty([0, T] \times \mathbb{R} \times \mathbb{R})\), there exists \(C > 0\) such that the following holds
\[
|A(x, u(t, x), \tilde{v}(s, y, x)) - A(x, u(t, x), v(s, y))| \leq C |\tilde{v}(s, y, x) - v(s, y)|.
\]

By using (i.) and letting \(\eta \rightarrow 0\), we have
\[
\int_{\mathbb{R}^2} [\text{sgn}(u(t, x) - \tilde{v}(s, y, x))(A(x, u(t, x)) - A(y, v(s, y)))] \phi_x(t, x) \xi_\eta(x - y) dxdy
\]
\[
\rightarrow \int_{\mathbb{R}} [\text{sgn}(u(t, x) - v(t, x))(A(x, u(t, x)) - A(x, v(t, x)))] \phi_x(t, x) dx.
\]

Now we pass to the limit as \(\epsilon \rightarrow 0\) and get (2.11).

**Term 4:** By using (iii.) we get
\[
\int_{Q^2} [\text{sgn}(v(s, y) - \bar{u}(t, x, y))(A(x, u(t, x)) - A(y, v(s, y))] \phi(t, x) \rho_\epsilon(t - s) \xi_\eta'(x - y) dxdydt ds
\]
\[
+ \int_{Q^2} [\text{sgn}(u(t, x) - \tilde{v}(s, y, x))(A(y, v(s, y)) + A(x, u(t, x))] \phi(t, x) \rho_\epsilon(t - s) \xi_\eta'(x - y) dxdydt ds
\]
\[= 0.
\]

**Term 5:** By using (i.) we obtain
\[
\int_{Q} \int_{\mathbb{R}} |u_0(x) - \tilde{v}(s, y, x)| \phi(t, x) \rho_\epsilon(-s) \xi_\eta(x - y) dxdy ds \rightarrow \int_{\mathbb{R}} |u_0(x) - v_0(x)| dx \text{ as } \epsilon \rightarrow 0.
\]

**Term 6:** Since support of \(\rho\) is a subset of \([-2, -1]\), we have,
\[
\int_{Q} \int_{\mathbb{R}} |v_0(x) - \bar{u}(t, x, y)| \phi(t, x) \rho_\epsilon(t) \xi_\eta(x - y) dxdy dt \rightarrow 0 \text{ as } \epsilon \rightarrow 0.
\]

This completes the proof of Theorem 2.1.

\(\square\)

3. Existence via front-tracking

To use the Front tracking algorithm for \(A(x, u)\) of the type (A-1)-(A-3), we make the following additional assumptions:

**B-1** There exists a continuous function \(\eta : \mathbb{R} \rightarrow \mathbb{R}\) and a BV function \(a : \mathbb{R} \rightarrow \mathbb{R}\) such that
\[
|A(x, u) - A(y, u)| \leq \eta(u)|a(x) - a(y)| \quad \forall x, y, u \in \mathbb{R}.
\]
1.7

1.1

The map \( u \mapsto A(x, u) \) is convex for each \( x \in \mathbb{R} \).

There exist non negative convex functions \( B_1 \) and \( B_2 \) satisfying
\[
B_1(u) \leq |A(x, u)| \leq B_2(u) \quad \text{and} \quad \lim_{|u| \to \infty} B_1(u) = \infty.
\]

The function \( u_M(\cdot) \in BV(\mathbb{R}) \) and \((u^+_M(\cdot) - u^-_M(\cdot)) \in BV(\mathbb{R})\).

**Theorem 3.1.** Suppose \( u_0(\cdot) \in L^\infty(\mathbb{R}) \), and \( A(\cdot, \cdot) \) satisfies the assumptions (A-1)–(A-3) and (B-1)–(B-4). Then, there exists a unique adapted entropy solution to (1.1) corresponding to the initial data \( u_0 \).

3.1. Results from two-flux theory

We momentarily focus on the so-called two-flux theory where \( A(x, u) = H(-x)g(u) + H(x)f(u) \), and \( H(\cdot) \) denotes the Heaviside function. Here \( f \) and \( g \) are a pair of functions \( f, g : \mathbb{R} \to \mathbb{R} \) such that (A-1)–(A-3) hold. Note that there are constants \( \theta_f, \theta_g^\pm \) such that
\[
u_M^\pm(x) = H(-x)\theta_g^\pm + H(x)\theta_f^\pm.
\]

**Definition 3.1** (Interface entropy functional, [4]). Interface entropy functional \( I_{(\theta_g, \theta_f)} \) corresponding to the connection \( (\theta_g, \theta_f) \) is defined by
\[
I_{(\theta_g, \theta_f)}(u_-, u_+) := \text{sgn}(u_+ - \theta_g)(g(u_-) - g(\theta_g)) - \text{sgn}(u_+ - \theta_f)(f(u_-) - f(\theta_f)),
\]
where \( \theta_g, \theta_f \) are defined as follows
\[
\theta_g = \frac{\theta_g^- + \theta_g^+}{2} \quad \text{and} \quad \theta_f = \frac{\theta_f^- + \theta_f^+}{2}.
\]

We note that the interface entropy function \( I_{AB} \) has been introduced in [4] for \( A - B \) connection which can boil down to \( I_{(\theta_g, \theta_f)} \) for \( A = \theta_g, B = \theta_f \) where \( \theta_g, \theta_f \) correspond to unique minima points of \( f, g \) respectively. In our case, there can be more than one minima points for the fluxes \( f, g \) but it turns out that similar entropy functional works in our set up as well, and it selects same the solution as the adapted entropy condition does. More precisely, we prove the following theorem,

**Lemma 3.1.** Suppose \( A(x, u) = H(-x)g(u) + H(x)f(u) \) for two function \( f, g : \mathbb{R} \to \mathbb{R} \) such that (A-1)–(A-3) hold. Then, for a weak solution of (1.1)–(1.2) with left and right trace the following two are equivalent

E-1. It satisfies Kruzkov entropy away from interface and \( I_{(\theta_g, \theta_f)} \geq 0 \) at the interface.

E-2. It satisfies the adapted entropy inequality (1.7).

**Proof.** Fix a \( t > 0 \). Define \( u_\pm = u(0 \pm, t) \). By choosing an appropriate sequence of test functions it can be shown that \( f(u_+) = g(u_-) \). Since \( u \) satisfies (1.7), by a similar argument as before, we get
\[
\text{sgn}(u_- - k_\alpha(0-))(g(u_-) - \alpha) - \text{sgn}(u_- - k_\alpha(0+))(f(u_+) - \alpha) \geq 0 \quad \text{for} \quad k_\alpha \in \mathcal{S}_\alpha, \alpha \geq 0.
\]
We take a special choice \( \alpha = 0 \) and \( k_\alpha(0 \pm) = (u_M^+(0 \pm) + u_M^-(0 \pm)) / 2 \). This gives (E-1.). To see that (E-1.) implies (E-2.). We only check the adapted entropy condition at the interface. Away from the interface, \( u \) satisfies (E-2.) since \( u \) satisfies the classical Kruzkov entropy condition. We fix a \( k_\alpha \in \mathcal{S}_\alpha \) for \( \alpha \geq 0 \). If \( \alpha = 0 \), then, it suffices to show
\[
[\text{sgn}(u_- - k_\alpha(0-)) - \text{sgn}(u_- - k_\alpha(0+))](f(u_+) - \alpha) \geq 0.
\]

(3.3)
It is clear for \( f(u_+) = 0 \). Without loss of generality, we assume \( f(u_+) > 0 \). Then, (3.3) follows from inequality \( I_{(\theta,\varphi)} \geq 0 \). Next we consider the case when \( \alpha > 0 \), then it suffices to show
\[
\left[ \text{sgn}(u_- - k^+_\alpha(0-)) - \text{sgn}(u_+ - k^+_\alpha(0+)) \right] (f(u_+) - f(k_\alpha(0+))) \geq 0.
\]
(3.4)
We only check for \( k^+_\alpha \), same argument works for \( k^-_\alpha \). Now, observe that if \( f(u_+) > 0 \) and \( u_+ \geq \frac{\theta_f^+ + \theta_f^-}{2} \), then we have \( u_+ > \theta_f^- \). Similarly, we have that if \( f(u_+) > 0 \) and \( u_+ \leq \frac{\theta_f^- + \theta_f^+}{2} \), then we have \( u_+ < \theta_f^- \). Rest of the proof we split into cases.

(i) Suppose \( f(u_+) \geq \alpha \). Then, there arise following two subcases.

(a) If \( u_+ \geq \theta_f^+ \), then we have \( u_+ \geq k^+_\alpha(0+) \). Since \( (u_-,u_+) \) satisfies (3.2), we have \( u_- \geq \theta_g^+ \). Therefore, we have \( u_- \geq k^+_\alpha(0-) \). Hence, we have (3.4).

(b) If \( u_+ \leq \theta_f^- \), then \( u_+ < k^+_\alpha(0+) \). Hence, it clearly follows (3.4).

(ii) Now, suppose \( f(u_+) \leq \alpha \). We have the following two subcases.

(a) If \( \theta_f^- \leq u_+ \), then \( \leq k^+_\alpha(0+) \) and by previous observation, we have \( u_- \geq \theta_g^+ \). Note that \( g(u_-) \leq \alpha \). Hence, \( u_- \leq k^+_\alpha(0-) \). Hence, (3.4) holds.

(b) Now, if \( u_+ \leq \theta_f^- \), then we have \( u_- \leq \theta_g^- \). Note that in this case, \( u_+ \leq k^+_\alpha(0+) \) and \( u_- \leq k^+_\alpha(0-) \). Therefore, (3.4) holds.

\[
\square
\]

3.2. Riemann problem solutions

Continuing to focus on the two-flux setup as in section 3.1, we consider Riemann data defined as follows
\[
u_0(x) := \begin{cases}
u_l & \text{for } x < 0, \\
u_r & \text{for } x > 0.
\end{cases}
\]
(3.5)
Below, we propose solutions \( u \) for possible choices of \( (u_l,u_r) \). In the next subsection we prove that these solutions satisfy the adapted entropy condition, hence they are unique. The notations \( \theta_+, \theta_- \) are as in section 3.1.

Solution of the Riemann problem:

1. \( u_l \leq \theta_g^+ \) and \( u_r \geq \theta_f^- \). The solution is given by
\[
u(x,t) = \begin{cases}
u_l & \text{for } x < s_1 t, \\
\left(g|_{(-\infty,\theta_g^+)}\right)^{-1} \left( \frac{x}{t} \right) & s_1 t \leq x \leq 0, \\
\left(f|_{\theta_f^+}\right)^{-1} \left( \frac{s_2 t}{t} \right) & 0 \leq x \leq s_2 t, \\
u_r & \text{otherwise},
\end{cases}
\]
where \( s_1 = g'(u_l) \) and \( s_2 = f'(u_r) \).

2. \( u_l \leq \theta_g^+ \) and \( u_r \leq \theta_f^+ \). Define \( u_- = \left(g|_{(-\infty,\theta_g^+)}\right)^{-1} (f(u_r)) \).
(a) Suppose $u_l < u_-$, then the solution is given by,

$$u(x,t) = \begin{cases} 
  u_l & x < s_1 t, \\
  g'(\frac{x}{-\infty, \theta^-})^{-1}\left(\frac{x}{t}\right) & s_1 t \leq x \leq s_2 t, \\
  u_- & s_2 t < x < 0, \\
  u_r & \text{otherwise},
\end{cases}$$

where $s_1 = g'(u_l)$ and $s_2 = g'(u_-)$.

(b) Suppose $u_l > u_-$, then the solution is given by,

$$u(x,t) = \begin{cases} 
  u_l & x < s_1 t, \\
  u_- & s_1 t < x < 0, \\
  u_r & \text{otherwise},
\end{cases}$$

where $s_1 = \frac{g(u_l) - g(u_-)}{u_l - u_-}$.

3. $u_l \geq \theta^-_g$ and $u_r \geq \theta^+_f$. Define $u_+ = \left(f|_{\theta^+_f, \infty}\right)^{-1}(g(u_l))$.

(a) Suppose $u_r > u_+$, then the solution is given by,

$$u(x,t) = \begin{cases} 
  u_+ & x < 0, \\
  f'(\frac{x}{\theta^+_f, \infty})^{-1}\left(\frac{x}{t}\right) & 0 < x < s_1 t, \\
  u_r & s_1 t \leq x \leq s_2 t, \\
  u_r & x > s_2 t,
\end{cases}$$

where $s_1 = f'(u_+)$ and $s_2 = f'(u_r)$.

(b) Suppose $u_r < u_+$, then the solution is given by,

$$u(x,t) = \begin{cases} 
  u_l & x < 0, \\
  u_+ & 0 < x < s_1 t, \\
  u_r & \text{otherwise},
\end{cases}$$

where $s_1 = \frac{f(u_r) - f(u_+)}{u_r - u_+}$.

4. $u_l \geq \theta^-_g$ and $u_r \leq \theta^+_f$.

(a) Suppose $g(u_l) \geq f(u_r)$. Define $u_+ = \left(f|_{\theta^+_f, \infty}\right)^{-1}(g(u_l))$, then the solution is given by,

$$u(x,t) = \begin{cases} 
  u_l & x < 0, \\
  u_+ & 0 < x < s_1 t, \\
  u_r & \text{otherwise},
\end{cases}$$

where $s_1 = \frac{f(u_r) - f(u_+)}{u_r - u_+}$.

(b) Suppose $g(u_l) \geq f(u_r)$. Define $u_- = \left(g|_{(-\infty, \theta^-_g}\right)^{-1}(f(u_r))$, then the solution is given
Since for each \( x \in \mathbb{R} \), the solution may exceed the total variation of the initial data, i.e. the list of Riemann problem solution mentioned before, it is clear that in general total variation of \( u \) may be defined by the above four-case solution of the Riemann problem. Then, \( u \) is a weak solution to (1.1) and satisfies the adapted entropy condition in the sense of Definition 1.2.

**Proof.** Follows from case by case check of the inequality \( I_{(\vartheta, \vartheta)}(u_-, u_+) \geq 0 \) and an application of Lemma 3.1

### 3.3. Singular Maps

**Definition 3.2.** Given a function \( A(\cdot, \cdot) \) satisfying our assumptions (A-1)–(A-3) and (B-1)-(B-4), we define corresponding singular maps by

\[
\Psi_A(x, u) := \int_{u_M(x)}^{u} \left| \frac{\partial}{\partial u} A(x, s) \right| ds \quad \text{where } u_M(x) = \frac{u_M^-(x) + u_M^+(x)}{2},
\]

which on simplification yields,

\[
\Psi_A(x, u) = \begin{cases} 
-A(x, u), & \text{if } u \leq u_M^-(x), \\
0, & \text{if } u_M^-(x) < u \leq u_M^+(x), \\
A(x, u), & \text{if } u > u_M^+(x).
\end{cases}
\]

Since for each \( x \in \mathbb{R} \), \( u \mapsto A(x, u) \) is convex, we have \( u \mapsto \Psi_A(x, u) \) is non-decreasing. From the list of Riemann problem solution mentioned before, it is clear that in general total variation of the solution may exceed the total variation of the initial data, i.e. \( |u_l - u_r| \). However for we do have such result for the transformation of the solution. This observation helps in proving the TV bounds on the transformations of the solution. We conclude this discussion in the form of the following lemma.

**Lemma 3.3.** Let \( A(x, u) = H(-x)g(u) + H(x)f(u) \), where \( f \) and \( g \) are convex functions having same minimum. If \( u \) is the adapted entropy solution of the IVP (1.1)–(1.2), for the Riemann data \( u_0 \) then, for \( t \geq 0 \)

\[
TV(\Psi_A(\cdot, u(\cdot, t))) = TV(\Psi_A(\cdot, u_0(\cdot))).
\]

**Proof.** Proof can be verified case by case from the list of Riemann problem mentioned above.

Note that invertibility of \( \Psi \) fails on \([u_M^-(x), u_M^+(x)]\). For this we introduce a new map \( \pi : \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) defined as follows

\[
\pi_A(x, u) := \begin{cases} 
\frac{u_M^-(x)}{u} & \text{if } u \leq u_M^-(x), \\
u & \text{if } u_M^-(x) \leq u \leq u_M^+(x), \\
\frac{u_M^+(x)}{u} & \text{if } u \geq u_M^+(x).
\end{cases}
\]
Note that \( u \rightarrow \Psi(x,u) + \pi(x,u) \) is strictly increasing function. Therefore, it is invertible for each \( x \in \mathbb{R} \). Now we have the following lemma,

**Lemma 3.4.** Let \( A(x,u) = H(-x)g(u) + H(x)f(u) \), where \( f \) and \( g \) are convex functions having same minimum. If \( u \) is the adapted entropy solution of the IVP (1.1)–(1.2), for the Riemann data \( u_0 \) then, for \( t \geq 0 \)

\[
TV(\pi_A(\cdot, u_0(\cdot))) = TV(\pi_A(\cdot, u_0(\cdot))). \tag{3.11}
\]

### 3.4. Wave front tracking approximation

In this section, we prove that there exists a solution to IVP (1.1)–(1.2), extending the classical front tracking algorithm for a time independent flux to the case of a flux with spatial discontinuities satisfying the assumptions (A-1)-(A-3) and (B-1)–(B-4). In other words, approximate solutions will be constructed by solving Riemann problems for an approximated equation, and then we pass to the limit in the sequence of approximate solutions to obtain the the solution of (1.1)–(1.2). We begin this section by introducing the following definition.

**Definition 3.3.** A set \( \tilde{S} \) is said to be the completion of the set \( S = \{u_1, \cdots, u_n\} \subset [-M,M] \), with respect to a function \( A : \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R} \) if \( \tilde{S} \) is the smallest set satisfying the following,

\[
\{u : A(x,u) = A(x,u_i), \text{ for some } x \in \mathbb{R}, u_i \in S\} \subset \tilde{S}.
\]

A set is said to be complete if \( S = \tilde{S} \).

The following lemma is an easy consequence of the above definition.

**Lemma 3.5.** If \( A \) has finitely many spatial discontinuities and satisfies the assumptions (A-1) to (A-3), then given a finite set \( S \), its completion with respect to \( A \) is a finite set.

Let \( F : [a,b] \rightarrow \mathbb{R} \) be a Lipschitz function and \( S = \{s_i; 1 \leq j \leq m \text{ with } a = s_1 < s_2 < \cdots < s_m = b\} \) be a finite set of points. We connect \((s_i, F(s_i))\) and \((s_{i+1}, F(s_{i+1}))\) by line segments for \( 1 \leq i \leq m - 1 \) and obtain a piece-wise linear function \( \tilde{F} \). Henceforth we refer points of set \( S \) as the break-points of the function \( \tilde{F} \).

**Front Tracking algorithm for discontinuous flux:**

I. Approximate the initial data \( u_0 \) by a piecewise constant function \( u_0^\delta \) with finitely many discontinuities such that \( u_0^\delta \rightarrow u_0 \in L^1_{loc}(\mathbb{R}) \) as \( \delta \rightarrow 0 \) and

\[
TV(\Psi_A(\cdot, u_0^\delta)) + TV(\pi_A(\cdot, u_0^\delta)) \leq C,
\]

for some \( C > 0 \) depends only on \( TV(u_0), TV(u_M^+) \) and the flux \( A \).

II. Approximate \( A(x,u) \) by \( A^\delta(x,u) \) such that \( x \mapsto A^\delta(x,\cdot) \) is piecewise constant with finitely many discontinuities and for fixed \( x \) the function \( u \mapsto A^\delta(x,u) \) is piecewise linear convex and the set of break points \( P^\delta \) contains the range set of \( u_0^\delta \) and is complete with respect to \( A^\delta \). Then, \( A^\delta(x,u) \rightarrow A(x,u) \) for a.e. \( x \in \mathbb{R} \) and \( |u| \leq M \) for some \( M > 0 \). Also in addition, \( k^{\delta,\pm}_\alpha(x) \rightarrow k^{\pm}_\alpha(x) \) for a.e. \( x \in \mathbb{R} \).

III. Solve the following initial value problem via the wave front tracking algorithm,

\[
u_t + (\mathcal{A}^\delta(x,u))_x = 0 \quad \text{for } (x,t) \in \mathbb{R} \times (0,\infty), \tag{3.12}
\]
\[
u(x,0) = u_0^\delta(x) \quad \text{for } x \in \mathbb{R}. \tag{3.13}
\]

More precisely, at each discontinuity point of \( u_0^\delta \) we use the Riemann solver and obtain a solution \( u^\delta \) for small time. Discontinuities in the solution \( u^\delta \) are called fronts. Often we refer
a front by \((u_L, u_R)\) if \(u_L, u_R\) are left and right states along a discontinuity line of \(u^\delta\). Now after the first interaction happens at time \(t = t_0\), we again use the Riemann solver at each discontinuity point of \(u^\delta(\cdot, t_0)\) and proceed. Then we show that the number of fronts remains finite and we can continue the process for all time \(t > 0\) to obtain an approximate solution \(u^\delta\). Then, we show that \(u^\delta\) satisfies the adapted entropy condition (1.7).

IV. As \(A^\delta(x, u) \to A(x, u)\) and \(u^\delta_0 \to u_0\), show that the approximate solution \(u^\delta \to u\), where \(u\) is the adapted entropy solution to (1.1)–(1.2).

In what follows we denote the approximate solution as \(u^\delta\) which corresponds to flux \(A^\delta\) and initial data \(u^\delta_0\). We use the notation \(\Psi^\delta\) for the singular mapping \(\Psi_{A^\delta}\) corresponding to \(A^\delta\). For consistency of notation we use \(\pi^\delta\) in place of \(\pi_{A^\delta}\). Before we proceed further we have the following remark

**Remark 3.1.** Suppose \(n\) many fronts \(\{(u_j, u_{j+1}), 1 \leq j \leq n\}\) meet at some \((x_0, t_0)\) which is away from interfaces. Since \(u \mapsto A^\delta(x, u)\) is convex for each \(x \in \mathbb{R}\), we have

1. after interaction only one front \((u_1, u_{n+1})\) emanates. Hence \# of fronts decays,

2. \(|u_1 - u_{n+1}| \leq \sum_{k=1}^n |u_k - u_{k+1}|\).

3. Since \(u \mapsto \Psi^\delta(x, u)\) and \(u \mapsto \pi(x, u)\) are non-decreasing functions, we have

\[
\left|\Psi^\delta(x, u_1) - \Psi^\delta(x, u_{n+1})\right| + \left|\pi^\delta(x, u_1) - \pi^\delta(x, u_{n+1})\right| \\
\leq \sum_{k=1}^n \left|\Psi^\delta(x, u_k) - \Psi^\delta(x, u_{k+1})\right| + \sum_{k=1}^n \left|\pi^\delta(x, u_k) - \pi^\delta(x, u_{k+1})\right|.
\]

For the proof of (R-1) and (R-2) we refer to [11].

In the next two lemmas we prove that \(TV(\Psi_A(\cdot, u_0(\cdot))), TV(\pi_A(\cdot, u_0(\cdot))) < \infty\) if \(u_0 \in BV(\mathbb{R})\) and the flux \(A\) satisfies (A-1)–(A-3) and (B-1)–(B-4).

**Lemma 3.6.** Let \(u \in BV\) and \(\Psi_A\) be defined as in (3.7) for a flux \(A\) satisfying (A-1)–(A-3) and (B-1)–(B-4). Then the map \(x \mapsto \Psi_A(x, u(x))\) is BV.

**Proof.** Since \(TV(u(\cdot)) < \infty\), we have \(M_0 := ||u||_{L^\infty} < \infty\). Thus, we have the following,

\[
\left|\Psi_A(x, u) - \Psi_A(y, v)\right| \leq \left|\Psi_A(x, u) - \Psi_A(x, v)\right| + \left|\Psi_A(x, v) - \Psi_A(y, v)\right| \\
\leq K \left(|u - v| + |u_M(x) - u_M(y)| + |a(x) - a(y)|\right).
\]

Hence, we get,

\[
TV(\Psi(\cdot, u(\cdot))) = \sup \sum_{i \in \mathbb{Z}} \left|\Psi(x_i, u(x_i)) - \Psi(x_{i-1}, u(x_{i-1}))\right| \\
\leq K \left(TV(u) + TV(u_M) + TV(a)\right) < \infty.
\]

**Lemma 3.7.** Let \(w \in BV(\mathbb{R})\) and \(A\) be a flux satisfying (A-1)–(A-3) and (B-1)–(B-4). Then the map \(x \mapsto \pi_A(x, w(x))\) belongs to \(BV(\mathbb{R})\).
**Proof.** Let \( x_1, x_2 \in \mathbb{R} \). Then we have
\[
|\pi_A(x_1, w(x_1)) - \pi_A(x_2, w(x_2))| \leq |\pi_A(x_1, w(x_1)) - \pi_A(x_1, w(x_2))| + |\pi_A(x_1, w(x_2)) - \pi_A(x_2, w(x_2))|.
\]
From the definition of \( \pi_A \), \( |\pi_A(x, u_1) - \pi_A(x, u_2)| \leq |u_1 - u_2| \) for \( x \in \mathbb{R} \) and \( u_1, u_2 \in \mathbb{R} \). We note that \( u_M^-(x) \leq \pi_A(x, u) \leq u_M^+(x) \) and \( u_M^-(y) \leq \pi_A(y, u) \leq u_M^+(y) \) for \( x, y, u \in \mathbb{R} \). Subsequently,
\[
|\pi_A(x, u) - \pi_A(y, u)| \leq |u_M^-(x) - u_M^-(y)| + |u_M^+(x) - u_M^+(y)| \quad \text{for} \ x, y \in \mathbb{R} \text{ and } u \in \mathbb{R}.
\]
From (3.14) we have
\[
|\pi_A(x_1, w(x_1)) - \pi_A(x_2, w(x_2))| \leq |w(x_1) - w(x_2)| + |u_M^-(x) - u_M^-(y)| + |u_M^+(x) - u_M^+(y)|.
\]
From (B-4) we have \( u_M^+(\cdot), u_M^-(\cdot) \in BV(\mathbb{R}) \). This completes the proof of Lemma 3.7. \( \square \)

We first prove the convergence of front-tracking approximation for BV data \( u_0 \). By Lemma 3.6 and (3.7) we obtain
\[
TV(\Psi_A(\cdot, u_0(\cdot))) + TV(\pi_A(\cdot, u_0(\cdot))) < \infty.
\]
From the definition of \( \Psi_A \) we can show that
\[
|\Psi_A(x, u) - \Psi_A(y, u)| \leq C|[u_M(x) - u_M(y)] + |a(x) - a(y)| \quad \text{for} \ x, y \in \mathbb{R}, u \in [m, M]
\]
where \( C \) depends only on \( m, M \). Hence we have \( TV(\Psi_A(\cdot, u_0^{\delta})) \leq TV(\Psi_A(\cdot, u_0)) + C[TV(u_M) + TV(a)]\).

By using (B-4) and (3.15) we obtain
\[
TV(\pi_A(\cdot, u_0^{\delta}(\cdot))) \leq TV(\pi_A(\cdot, u_0^{\delta}(\cdot))) + TV(u_M(\cdot)) + TV\left(u_M^+(\cdot) - u_M^-(\cdot)\right).
\]
Hence,
\[
TV(\Psi_A(\cdot, u_0^{\delta}(\cdot))) + TV(\pi_A(\cdot, u_0^{\delta}(\cdot))) \leq C_1,
\]
for some \( C_1 > 0 \) does not depend on \( \delta \).

We wish to keep track of fronts coming from the affine part of \( A(x, u) \). In this regards we would like to mention that recently in [2] it has been proved that rarefactions cannot occur if the flux does not have any affine part. Since we are considering more general fluxes which may contain affine parts, rarefactions can occur from interactions at the interfaces. That is why it deserves a special treatment in counting the number of fronts. For that purpose we define \( Q(x) \) and \( #PL \) as follows.

Let \( Q(x) \) be the set of all pairs \( (a, b) \in \mathbb{R}^2 \) such that \( A(x, u) \) is affine on \( [a, b] \) and if \( A(x, u) \) is affine on \( [c, d] \) containing \( [a, b] \), then \( a = c, b = d \). Similarly we define the set \( Q^\delta(x) \) as the set of all pairs \( (a, b) \in \mathbb{R}^2 \) such that the following holds (i) \( a, b \in P^\delta \) with \( (a, b) \cap P^\delta \neq \emptyset \), (ii) the point \( (v, A(x, v)) \) lies on the straight line joining \( (a, A(x, a)) \) and \( (b, A(x, b)) \) for all \( u \in (a, b) \cap P^\delta \) and (iii) if \( (c, d) \in Q^\delta \) such that \( [a, b] \subset [c, d] \) then \( a = c \) and \( b = d \). Note that by our choice of \( A^\delta \), we have \( A^\delta(x, u) = \sum_{j=0}^{k} A(x_j, u)\chi(x_j, x_{j+1}) \) for \( u \in P^\delta \) where \( -\infty \leq x_0 < x_1 < \cdots < x_k < x_{k+1} \leq \infty \).

Then, we define
\[
#PL = \sum_{j=0}^{k} \sum_{(a, b) \in Q(x_j)} #(a, b) \cap P^\delta).
\]
Observe that \( #(a, b) \cap P^\delta = #(a, b) \cap P^\delta - 2 \). The quantity \( #PL \) defined above depends on \( \delta \). For the sake of simplicity we suppress the parameter \( \delta \) in the notation. We also use the notation \( #PL([r_1, r_2], x) \) for the number \( #(a, b) \cap P^\delta \) where the pair \( (r_1, r_2) \in Q^\delta(x) \). The following
Lemma 3.8. For the flux $A(\cdot, \cdot)$ with finitely many spatial discontinuities (piecewise constant on spatial variable) and satisfying the assumptions (A-1)–(A-3) and (B-1)–(B-4), a piecewise constant weak solution of (1.1)–(1.2) satisfies the adapted entropy condition if and only if the following holds:

S-1. $A(a-, u(a-, t)) = A(a+, u(a+, t))$ for a discontinuity point $(a, t) \in \mathbb{R} \times (0, \infty)$.

S-2. Any discontinuity away from the interface of discontinuity separating the states $(u_L, u_R)$ satisfies one of the following

(a) $u_L > u_R$,
(b) there exists no break points in $(u_R, u_L)$,
(c) if there is a break-point in $(u_R, u_L)$, then $u \mapsto A(x, u)$ is affine on $(u_R, u_L)$.

S-3. [Interface discontinuity:] The discontinuity at the interface $x = a$ separating the states $(u_L, u_R)$ satisfies one of the following

(a) $u_L \leq u_M^+(a_-)$ and $u_R \leq u_M^+(a_+)$,
(b) $u_L \geq u_M^-(a_-)$ and $u_R \geq u_M^-(a_+)$,
(c) $u_L \geq u_M^-(a_-)$ and $u_R \leq u_M^+(a_+)$.

Before we proceed to the proof of Lemma 3.8, we remark that away from interface discontinuities of type (a), (b), (c) of (S-2) will often be referred later in this article by shock, rarefaction and contact discontinuity respectively.

Proof of Lemma 3.8: If shocks are away from the interface, the adapted entropy condition boils down to the Kruzhkov entropy condition and (S-2) follows as in the case of conservation law with spatially independent flux. To prove (S-3), suppose $u_L < u_M(a_-)$ and $u_R > u_M(a_+)$. Applying Rankine-Hugoniot condition along the line of discontinuity of $x \mapsto A(x, \cdot)$ we have,

$$(A(a_-, u_L) - A(a_-, u_M(a_-))) = (A(a_+, u_R) - A(a_+, u_M(a_+))) > 0.$$  

Substituting it in the definition of interface entropy functional, we get,

$I_{(u_M(a_-), u_M(a_+))} = (\text{sgn}(u_L - u_M(a_-)) - \text{sgn}(u_R - u_M(a_+))) (A(a_+, u_R) - A(a_+, u_M(a_+))) < 0$, which is a contradiction to the Lemma 3.1, hence one of the possibilities (a), (b), (c) of (S-3) must hold.

Next we define the minimum variation $\xi_\delta$ for different states at $\delta$-approximation level.

$$\xi_\delta := \min_{0 \leq j \leq k} \min_{(u_1, u_2) \in P^j \times P^k \setminus \{u_M(x_j), u_M(x_j)\} \times [u_M(x_j), u_M(x_j)]}, u_1 \neq u_2 \left| \Psi^\delta(x_j, u_1) - \Psi^\delta(x_j, u_2) \right|. \tag{3.21}$$

The quantity $\xi_\delta$ helps us to show that up to finite time $T > 0$ the decay of $TV(\Psi^\delta(\cdot, u(\cdot, t)))$ can not happen infinitely many times which implies that the number of interactions where $TV(\Psi^\delta(\cdot, u(\cdot, t)))$ decays can not happen infinitely many times. In the proof of the following lemma and in the rest of the article we sometimes use the notation $\Psi_g(v) = \Psi^\delta(x_j-, v)$ and $\Psi_f(v) = \Psi^\delta(x_j+, v)$. Now we have the following lemma which is key to prove finiteness of fronts.

Lemma 3.9. Let $t_0$ be a time when one or many fronts hit an interface. Then the following two properties hold:
1. either $TV(\Psi^\delta(\cdot, u^\delta(\cdot, t_0+))) - TV(\Psi^\delta(\cdot, u^\delta(\cdot, t_0-))) \leq -\xi_\delta$,

2. or the number of fronts increase by at most $\#PL$ where $\#PL$ is defined as in (3.20).

Proof. Suppose at $t = t_0$, $l$ many fronts $(u_{m-l}, u_{m-l+1}), \ldots, (u_{m-1}, u_m)$ meet the interface from left and $k$ many fronts $(u_{m+1}, u_{m+2}), \ldots, (u_{m+k}, u_{m+k+1})$ meet the interface $x = x_j$ from right. For our convenience we denote $f = A^\delta(x_j+, \cdot), g = A^\delta(x_j-, \cdot)$ and $u^+_M(x_j-) = \theta^+_g$, $u^-_M(x_j+) = \theta^+_f$. Then,

(i) $f(u_{m+1}) = g(u_m)$.

(ii) speeds of fronts are decreasing, in particular, we have
\begin{align*}
\frac{g(u_{m-l}) - g(u_{m-l+1})}{u_{m-l} - u_{m-l+1}} \geq \frac{g(u_{m-1}) - g(u_m)}{u_{m-1} - u_m} \quad \text{and} \quad \frac{f(u_{m+1}) - f(u_{m+2})}{u_{m+1} - u_{m+2}} \geq \frac{f(u_{m+k}) - f(u_{m+k+1})}{u_{m+k} - u_{m+k+1}}.
\end{align*}

Next, we wish to show that in all possible types of interaction at the interface, either $TV$ of $\Psi$ strictly decreases or fronts at the interface are coming from affine part of flux.

O.1 When $l = 0$, $k \geq 1$ and $u_m \leq \theta^+_g$: In this case we observe that $u_{m+k+1} \leq \theta^+_f$. After interaction, we solve the Riemann problem $(u_m, u_{m+k+1})$ at the interface. Let $u_- = \left(g|_{(-\infty, \theta^+_g]}\right)^{-1}(f(u_{m+k+1}))$. From section 3.2, we note that there are two possibilities:

O.1.1 First we consider the case when $u_- > u_m$. Note that in this case either rarefaction wave or contact discontinuity or mixture of them appears. Therefore, number of fronts may increase in this case. Since $u_- > u_m$ and $u_m \leq \theta^+_g$ we have $f(u_{m+k+1}) = g(u_-) < g(u_m) = f(u_{m+1})$. By Lemma 3.8 we have $u_{m+1} \leq \theta^+_f$. Hence $\Psi^\delta(x_j-, u_m) = \Psi^\delta(x_j+, u_{m+1})$. Change in $TV(\Psi)$ due to this interaction at interface is
\begin{align*}
|\Psi_g(u_m) - \Psi_g(u_-)| - \sum_{n=1}^k |\Psi_f(u_{m+n}) - \Psi_f(u_{m+n+1})| = |\Psi_f(u_{m+1}) - \Psi_f(u_{m+k+1})| - \sum_{n=1}^k |\Psi_f(u_{m+n}) - \Psi_f(u_{m+n+1})|.
\end{align*}
We observe that (3.23) becomes 0 if and only if $\Psi_f(u_{m+1}) < \cdots < \Psi_f(u_{m+k+1})$. Since $\Psi_f$ is increasing function we have $u_{m+1} < \cdots < u_{m+k+1}$. By Lemma 3.8 we get two further possibilities: (i) either $k = 1$ and there is no break-point between $u_{m+1}$ and $u_{m+2}$, (ii) or $u_{m+1}$ and $u_{m+k+1}$ are connected by linear segment. Now we observe that if (i) holds then number of fronts remains same after interaction. On the other hand if $u_{m+1}$ and $u_{m+k+1}$ are connected by linear segment then they can not meet if $k \geq 2$. Hence, $k = 1$. In this case number of fronts increases by $\#PL([u_{m+1}, u_{m+2}], x_j) - 1$. (see figure 2)

O.1.2 If $u_- < u_m$ then shock appears on left side of the interface. Hence number of fronts does not increase.

O.2 When $l = 0$, $k \geq 1$ and $u_m > \theta^+_g$: We observe that $u_{m+k+1} < \theta^+_f$ since $(u_{m+k}, u_{m+k+1})$ front meets the interface from right. Hence by the Riemann problem solutions as in section 3.2 we know that only one shock appears either on right or left side of the interface. Hence number of fronts does not increase. (see figure 3)
Figure 2: This picture illustrates the interaction of fronts (i) at interface and (ii) away from interfaces. In this figure, we consider 5 interfaces at \( x = x_i, i = 1, \cdots, 5 \). Fronts \((u_1, u_2)\) and \((v_1, v_2)\) are contact discontinuities and at time \( t = t_0 \) rarefaction fronts are created from interface \( x = x_0 \). On the other hand \((x_3, t_3)\), \((x_4, t_4)\) represent the interaction points which are away from interface. We notice that only one shock created after the interaction at \((x_3, t_3)\) and \((x_4, t_4)\).

O.3 When \( l \geq 1, k = 0 \) and \( u_{m+1} \geq \theta_f^+\): This case is similar to (O.1). Here we note that \( u_{m-l} \leq \theta_f^+\). After interaction at interface, we solve the Riemann problem \((u_{m-l}, u_{m+1})\) according to section 3.2. Let \( u_+ = \left( f|_{[\theta_f^+, \infty)} \right)^{-1} (g(u_{m-l})) \). By previous observation we know that there are two possibilities:

O.3.1 First we consider the case when \( u_+ < u_{m+1} \). Note that in this case either rarefaction wave or contact discontinuity or mixture of them appears. Therefore, number of fronts may increase in this case. Since \( u_+ < u_{m+1} \) and \( u_+, u_{m+1} \geq \theta_f^-\) we have \( g(u_{m-l}) = f(u_+) < f(u_{m+1}) = g(u_m) \). By Lemma 3.8 we have \( u_m \geq \theta_g^-\). Hence \( \Psi(x_j-, u_m) = \Psi(x_j+, u_{m+1}) \). Change in \( TV(\Psi^\delta) \) due to this interaction at interface is

\[
|\Psi_f(u_{m+1}) - \Psi_f(u_+)| - \sum_{n=1}^{l} |\Psi_g(u_{m-n}) - \Psi_g(u_{m-n+1})| = |\Psi_g(u_m) - \Psi_g(u_{m-l})| - \sum_{n=1}^{l} |\Psi_g(u_{m-n}) - \Psi_g(u_{m-n+1})|.
\] (3.24)

We observe that (3.24) becomes 0 if and only if \( \Psi_g(u_{m-l}) < \cdots < \Psi_g(u_m) \). Since \( \Psi_g \) is increasing function we have \( u_{m-l} < \cdots < u_m \). By Lemma 3.8 we get two possibilities: (i) either \( k = 1 \) and there is no break-point between \( u_{m-l} \) and \( u_m \), (ii) or \( u_{m-l} \) and \( u_m \) are connected by linear segment. Now we observe that if (i) holds then number of fronts remains same after interaction. Note that if \( u_{m-l} \) and \( u_m \) are connected by linear segment then they can not meet if \( l \geq 2 \). Hence, \( l = 1 \). In this case number of fronts increases by \( \#PL([u_{m-l}, u_m], x_j) - 1 \).

O.3.2 If \( u_+ > u_m \) then shock appears on right side of the interface. Hence number of fronts does not increase.

O.4 When \( l \geq 1, k = 0 \) and \( u_{m+1} < \theta_f^+\): We observe that \( u_{m-l} > \theta_g^- \) since \((u_{m-l}, u_{m-l+1})\) front meets the interface from left. Hence by Riemann problem solutions in section 3.2, we know that only one shock appears either on right or left side of the interface. Hence number of fronts does not increase.
We know that only one contact wave can not be generated from an interaction away from interfaces. Hence number of fronts does not increase.

\[ \text{O.5 When } l \geq 1, k \geq 1: \text{ We observe that } u_{m-l} > \theta_g^- \text{ since } (u_{m-l}, u_{m-l+1}) \text{ front meets the interface. Similarly, we have } u_{m+k+1} < \theta_f^+ \text{ since } (u_{m+k}, u_{m+k+1}) \text{ front meets the interface from right. Hence by Riemann problem solution as in section 3.2 we know that only one shock appears either on right or left side of the interface (see figure 3). Hence number of fronts does not increase.} \]

As it is observed in (O.1.1) and (O.3.1), number of fronts increases if a contact discontinuity hits the interface. We want to keep track of this increase of fronts. In the next lemma we prove that a contact wave can not be generated from an interaction away from interfaces.

**Lemma 3.10.** Suppose fronts \((u_j, u_{j+1})\) for \(1 \leq j \leq k-1, k \geq 3\) meet away from interface. Then either \(u_1 > u_k\) or there is no break-point in the interval \((u_1, u_k)\).

**Proof.** Note that fronts \((u_j, u_{j+1})\) for \(1 \leq j \leq k-1\) are generated by Riemann solver. Hence, there are three possibilities: (i) \(u_j > u_{j+1}\), (ii) \(u_{j+1} > u_j\) and there is no break-point in the interval \((u_j, u_{j+1})\), (iii) \(u_{j+1} > u_j\) and the flux is linear on the interval \((u_j, u_{j+1})\). Suppose \(u_1 < u_k\) and there are break-point in \((u_1, u_k)\). Let \(j_0\) be the smallest index so that \(u_1 < u_{j_0}\) and there is at least one break-point in \((u_1, u_{j_0})\). Now there are two possibilities:

\[\text{L-1 We first consider the case when } j_0 \geq 3. \text{ Then note that from minimality of } j_0 \text{ we have either } u_{j_0-1} < u_1 \text{ or there is no break-point in } (u_1, u_{j_0-1}). \text{ Hence,}
\]

\[\text{(a) if } u_{j_0-1} < u_1, \text{ then we have } u_{j_0-1} < u_{j_0} \text{ since } u_{j_0} < u_1.\]

\[\text{(b) if } u_{j_0-1} > u_1 \text{ and there is no break-point in } (u_1, u_{j_0-1}) \text{ then } u_{j_0-1} < u_{j_0} \text{ since } u_{j_0} \text{ is also a break point and } u_{j_0} > u_1.\]

Therefore, we have \(u_{j_0-1} < u_{j_0}\). By a similar argument, we have \(u_{j_0-2} < u_{j_0}\). Since \((u_{j_0-2}, u_{j_0-1})\) and \((u_{j_0-1}, u_{j_0})\) meet and \(f\) is convex, we have \(u_{j_0-2} > u_{j_0}\). This gives a contradiction. Hence, Lemma 3.10 is proved for this case.
L-2 Now we consider the case when \( j_0 = 2 \). Suppose \( j_1 \) is the smallest number in \( \{3, \cdots, k\} \) such that there is at least one break-point in \((u_1, u_{j_1})\). By a similar argument as in (L-1) we show that \( j_1 \) can not satisfy \( j_1 > 3 \). Now we consider when \( j_1 = 3 \). Since \((u_1, u_2)\) meets with \((u_2, u_3)\), we obtain \( u_1 > u_3 \). This gives a contradiction. Hence Lemma 3.10 is proved.

Therefore, from Lemma 3.9 and 3.10, we note that new contact discontinuity can be created only at initial time \( t = 0+ \). Hence, we observe that

\[
\#(\text{of fronts at any time } t) \leq \#(\text{of fronts at time } t = 0+) \times \#PL, \tag{3.25}
\]

where \#PL is defined as in (3.20). By Remark 3.1, Lemma 3.7, 3.8, 3.9 and 3.10 we obtain

\[
TV(\Psi^\delta(\cdot, u^\delta(\cdot,t))) + TV(\pi^\delta(\cdot, u^\delta(\cdot,t))) \leq TV(\Psi^\delta(\cdot, u_0^\delta)) + TV(\pi(\cdot, u_0^\delta))
\]

\[
\leq TV(\Psi(\cdot, u_0)) + TV(\pi(\cdot, u_0))
\]

\[
+ C[TV(u_M) + TV(u_M^+ - u_M^-) + TV(a)]
\]

\[
< \infty. \tag{3.26}
\]

**Lemma 3.11.** If \( u_0 \in L^\infty \), then there exists an \( M \) such that \( ||u^\delta||_{L^\infty} \leq M \).

**Proof.** Let \( u_0^\delta \in [-K, K] \) for some \( K > 0 \). Define the following,

\[
\alpha := \max_{x \in \mathbb{R}, u \in [-K, K]} A^\delta(x, u_0^\delta). \tag{3.27}
\]

Thus for each of the front tracking approximations \( u^\delta \), the following holds.

\[
0 \leq A^\delta(x, u_0^\delta(x,t)) \leq \alpha \tag{3.28}
\]

Due to the assumption B-3 we have,

\[
\alpha \leq \max_{u \in [-K, K]} g(u_0^\delta) < \infty, \tag{3.29}
\]

which implies

\[
g^{-1}(\alpha) \leq u^\delta \leq g^{+1}(\alpha). \tag{3.30}
\]

Taking \( M = \max\{|g^{-1}(\alpha)|, |g^{+1}(\alpha)|\} \) completes proof. \( \square \)

**Lemma 3.12.** Let \( v^\delta \) be defined as \( v^\delta(x,t) := \Psi^\delta(x, u^\delta(x,t)) + \pi^\delta(x, u^\delta(x,t)) \). For \( 0 \leq t_1 < t_2 \), each of the front tracking approximation satisfies the following time continuity property.

\[
||v^\delta(\cdot, t_1) - v^\delta(\cdot, t_2)||_{L^1(\mathbb{R})} \leq L|t_1 - t_2|TV(v_0^\delta). \tag{3.31}
\]

**Proof.** Since the approximate solution \( u^\delta \) satisfies the Rankine-Hugoniot condition at each discontinuity line, we have

\[
||u^\delta(\cdot, t_1) - u^\delta(\cdot, t_2)||_{L^1(\mathbb{R})} \leq TV(A^\delta(\cdot, u^\delta(\cdot, t_1)))|t_1 - t_2| \quad \text{for } t_1, t_2 \in [t, \tilde{t}], \tag{3.32}
\]

where \( t, \tilde{t} \) are two points in \( \mathbb{R}_+ \) such that there is no wave interaction in \((t, \tilde{t})\). Since

\[
TV(A^\delta(\cdot, u^\delta(\cdot, t_1))) \leq TV(\Psi^\delta(\cdot, u^\delta(\cdot, t_1))) \leq TV(v_0^\delta),
\]

we have

\[
||u^\delta(\cdot, t_1) - u^\delta(\cdot, t_2)||_{L^1(\mathbb{R})} \leq TV(v_0^\delta)|t_1 - t_2| \quad \text{for } t_1, t_2 > 0, \tag{3.33}
\]

thus we get

\[
||v^\delta(\cdot, t_1) - v^\delta(\cdot, t_2)||_{L^1(\mathbb{R})} \leq LTV(v_0^\delta)|t_1 - t_2| \quad \text{for } t_1, t_2 > 0, \tag{3.34}
\]

where \( L \) is the uniform Lipschitz constant of \( u \mapsto \Psi^\delta(x, u) + \pi^\delta(x, u) \). \( \square \)
The following lemma shows that there exists a sequence of approximations of \( u_0 \) and \( A \), such that part (II.) of the front tracking algorithm holds.

**Lemma 3.13.** Let \( u_0 : \mathbb{R} \to \mathbb{R} \) be a function satisfying (i) \( m \leq u_0(x) \leq M \) for some \( 0 < m < M < \infty \) and (ii) \( TV(u_0) < \infty \). Let \( A : \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) satisfy the hypothesis (A-1)-(A-3) and (B-1)-(B-4). Then there exist approximate sequences \( \{u^n_0\} \) and \( \{A^n\} \) such that

(a) \( u^n_0 \) is piecewise constant with finitely many discontinuities and \( m \leq u^n_0(x) \leq M \) for a.e. \( x \in \mathbb{R} \), \( n \geq 1 \).

(b) \( u^n_0 \to u_0 \) in \( L^1_{loc}(\mathbb{R}) \) as \( n \to \infty \).

(c) \( TV(\Psi_A(\cdot, u^n_0)) + TV(\pi_A(\cdot, u^n_0)) \leq C \) for \( n \geq 1 \) where \( C > 0 \) depends only on \( TV(u_0) \), \( TV(u^n_M) \) and the flux \( A \).

(d) \( A^n : \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) has finitely many spatial discontinuities and \( A^n \to A \) pointwise in \( \mathbb{R} \times \mathbb{R} \).

(e) For fixed \( x \) the function \( u \to A^n(x, u) \) is piecewise linear convex and the set of break points \( P^n \) contains the range set of \( u^n_0 \) and complete with respect to \( A^n \).

**Proof.** The sequence of approximations of \( A^n \) and \( u^n_0 \) satisfying the above properties can be constructed in the following ways.

Step-(i) **Approximation of \( u_0 \) by piecewise constant functions:** Since initial data \( u_0 \in BV(\mathbb{R}) \), we can approximate \( u_0 \) by a sequence of piecewise constant functions denoted by \( u^n_0 \) such that \( TV(u^n_0) \leq TV(u_0) \). Therefore, by Lemma 3.6 and 3.7 there exists a \( C > 0 \) such that

\[
TV(\Psi_A(\cdot, u^n_0)) + TV(\pi_A(\cdot, u^n_0)) \leq C
\]

where \( C \) depends on \( TV(u_0) \), \( TV(u^n_M) \) and the flux \( A \). Hence (a), (b) and (c) hold.

Step-(ii) **Approximate \( A \) by a function \( A^n \) having finitely many spatial discontinuities:** From assumption B-1, there exists a continuous function \( \eta : \mathbb{R} \to \mathbb{R} \) and a BV function \( a : \mathbb{R} \to \mathbb{R} \) such that

\[
|A(x, u) - A(y, u)| \leq \eta(u)|a(x) - a(y)| \quad \forall x, y, u \in \mathbb{R}.
\]

Since \( a \in BV(\mathbb{R}) \), corresponding to \( a \) we define the following function \( F(x) := TV(-\infty, x](a) \). Note that \( F \) is an increasing function and left continuous function. We also observe that \( F(x) \to TV_R(a) \) as \( x \to \infty \). Given \( \epsilon > 0 \), let \( n \) be the largest integer such that \( n\epsilon \leq TV_R(a) \).

For \( j = 1, 2, ..., n \) define the following

\[
z_j := \min \{x : F(x) \geq j\epsilon\}, \quad 1 \leq j \leq n \quad \text{and} \quad z_0 = -\infty, z_{n+1} = \infty,
\]

\[
\tilde{A}^n(x, u) := A(z_j, u) \quad \text{for} \quad x \in [z_j, z_{j+1}) \quad \text{for} \quad 1 \leq j \leq l.
\]

For \( x \in [z_i, z_{i+1}) \), we get

\[
|\tilde{A}^n(x, u) - A(x, u)| = |A(z_i, u) - A(x, u)|
\]

\[
\leq \eta(u)|a(z_i) - a(x)|
\]

\[
\leq \eta(u)\epsilon.
\]  

(3.35)

Step-(iii) **Approximation of \( A \) by piecewise linear convex functions \( A^n \) having finitely many spatial discontinuities whose break points form a complete set:** Suppose \( u^n_0 \) takes values in the set \( U^n \). Then define \( P_n \) as the completion of the following set

\[
\left\{ \frac{k}{2^n} : -2^nM \leq k \leq 2^nM, k \in \mathbb{Z} \right\} \bigcup U^n.
\]  

22
Due to Lemma 3.5 $P_n$ is a finite set. For each $x \in \mathbb{R}$ approximate $\tilde{A}^n$ by piecewise linear convex function $A^n$, such that $A^n$ has break up points only in $P_n$. Clearly $A^n(u, x, u) = \tilde{A}^n(x, u)$ for $u \in P_n$. Recall from previous step that for $\epsilon > 0$ we have $n\epsilon \leq TV(u) \leq (n + 1)\epsilon$.

$$|A^n(x, u) - A(x, u)| \leq |A^n(x, u) - \tilde{A}^n(x, u)| + |\tilde{A}^n(x, u) - A(x, u)|$$

$$\leq C(M) \frac{1}{2^n} + \eta(u)\epsilon$$

$$\leq C(M) \frac{1}{2^n} + \eta(u) \frac{TV_R(a)}{n},$$

(3.36)

for $u \in [-M, M]$ with $M > 0$.

Step-(iv) For each $n$ define $k^{\pm}_{\alpha, n}$ by $A^n(x, k^{\pm}_{\alpha, n}(x)) = \alpha$. Since $A^n \to A$ uniformly on compact sets and $u \mapsto A^{-1}(x, u)$, $u \mapsto A_n^{-1}(x, u)$ are decreasing on $(-\infty, u_M(x)]$ we get $k^{\pm}_{\alpha, n}(x) \to k^{\pm}_{\alpha}(x)$.

The above construction assures the existence of approximations required in (II.). Now, we proceed to give the proof of the Theorem 3.1

Proof of Theorem 3.1: We split the proof into the following two steps.

Step-1 Consider a data $u_0 \in BV(\mathbb{R})$. Let $\{u^\delta\}$ be the sequence of Front Tracking approximations of (3.12)-(3.13). From Lemma 3.3, Lemma 3.4, and the estimate (3.26), there exists $C > 0$ independent of $\delta$ such that,

$$TV\left(\Psi^\delta(u^\delta(\cdot, t))\right) + TV\left(\pi^\delta(u^\delta(\cdot, t))\right) \leq C, \ \forall t \geq 0.$$  

Now applying Helly’s theorem and Lemma 3.12 we get, up to a sub-sequence $\Psi^\delta(x, u^\delta(x, t)) + \pi^\delta(x, u^\delta(x, t))$ converges pointwise a.e. (say to $\Phi$), i.e. $\Psi^\delta(x, u^\delta(x, t)) + \pi^\delta(x, u^\delta(x, t)) \to \Phi(x, t)$ a.e. in $\mathbb{R} \times [0, \infty)$. Hence, due to the invertibility of $\Psi(x, \cdot) + \pi(x, \cdot)$, there exists $u(x, t)$ such that $\Phi(x, t) = \Psi_A(x, u(x, t)) + \pi_A(x, u(x, t))$ and subsequently, we have $u^\delta \to u$ a.e. in $\mathbb{R} \times \mathbb{R}^+$. Since $A^\delta \to A$ pointwise, $u$ is indeed a weak solution. From Lemma 3.2 the front tracking approximations $u_0^\delta$ satisfy adapted entropy corresponding to $A^\delta$ thus the limit satisfy the adapted entropy. Since every subsequential limit satisfies adapted entropy condition the whole sequence $u^\delta$ converges to the adapted entropy solution $u$ of the IVP (3.12)-(3.13).

Step-2 Now we prove the existence result for $L^\infty$ data $u_0$. Let $\{u^n_0\}$ be an approximation such that $u^n_0 \in BV(\mathbb{R})$ and $u^n_0 \to u_0$ as $n \to \infty$. From (Step-1) we have an adapted entropy solution $u^n$ corresponding to data $u^n_0$. Hence by estimate (2.1) we have the existence of adapted entropy solution to the data $u_0$.

4. Study of BV regularity

In this section we study the regularity of adapted entropy solutions in BV space. In the next subsection, we introduce a condition on initial data to get TV bound of entropy solution when the fluxes are uniformly convex. Later we give two counter-examples to show that neither the condition on initial data nor the uniform convexity assumption on flux can be relaxed.
4.1. Regularity in BV space

To obtain BV regularity of entropy solutions we need an assumption on initial data which is stronger than BV. Let \( b \in L^\infty(\mathbb{R}) \) and \(-\infty < x_1 < \cdots < x_{n+1} < \infty\). We define a sequence \( \{\Delta w_j\}_{1 \leq j \leq n} \) as follows,

\[
\Delta w_j := \begin{cases} 
|b(x_j) - b(x_{j+1})| & \text{if } A(x_j, \cdot) = A(x_{j+1}, \cdot), \\
|b(x_j) - u_M(x_j)| + |b(x_{j+1}) - u_M(x_{j+1})| & \text{if } A(x_j, \cdot) \neq A(x_{j+1}, \cdot),
\end{cases}
\]

for \( 1 \leq j \leq n \). We define \( \Lambda(b) \) as follows,

\[
\Lambda(b) := \sup \left\{ \sum_{j=1}^n \Delta w_j; -\infty < x_1 < \cdots < x_{n+1} < \infty \text{ and } \Delta w_j \text{ is defined as in (4.1)} \right\}
\]

and the set \( X := \{ b \in L^\infty(\mathbb{R}); \Lambda(b) < \infty \} \). Since \( u_M \in BV(\mathbb{R}) \), we observe that \( X \subset BV(\mathbb{R}) \).

If \( x \mapsto A(x, \cdot) \) is piece-wise constant then (4.2) can be simplified in the following way: let \(-\infty = z_0 < z_1 < \cdots < z_n < z_{n+1} = \infty \) be discontinuity points of \( x \mapsto A(x, u) \). We can write

\[
\Lambda(b) = \sum_{k=0}^n TV(z_k, z_{k+1})(b) + \sum_{k=1}^n [b(z_k) - u_M(z_k)] + |b(z_{k+1}) - u_M(z_{k+1})|.
\]

**Theorem 4.1.** Let \( A(\cdot, \cdot) \) satisfy (A-1)–(A-3) and (B-1)–(B-4) with \( u_M^+(x) = u_M^-(x) \) for \( x \in \mathbb{R} \). Additionally, we assume that \( A(\cdot, x) \in C^2(\mathbb{R}) \) and \( \partial u_M A(\cdot, x) \geq C_1 \) for all \( x \in \mathbb{R} \) where \( C_1 > 0 \) does not depend on \( x \). Let \( u \) be an adapted entropy solution to (1.1)–(1.2) with initial data \( u_0 \) such that \( \Lambda(u_0) < \infty \) where \( \Lambda \) is defined as in (4.2). Then we have

\[
TV(u(\cdot, t)) \leq TV(u_M) + C_3 \Lambda(u_0) \quad \text{for } t > 0,
\]

where \( C_2 = \sup \{ \|A(\cdot, x)\|_{C^2([-M, M]), x \in \mathbb{R}} \} \) and \( C_3 := \left( \frac{C_2}{C_1} \right)^{\frac{1}{2}} \).

Before the proof of Theorem 4.1, here we prove a property of uniform convex flux in the following lemma.

**Lemma 4.1.** Let \( f, g \in C^2(I) \) such that \( f'', g'' \in [C_1, C_2] \) for \( C_2 > C_1 > 0 \). Additionally, assume that \( f(\theta_f) = g(\theta_g) = 0 \). Then we have

\[
|g_+^{-1}(a) - g_+^{-1}(b)| \leq C_3 |f_+^{-1}(a) - f_+^{-1}(b)| \quad \text{for } a, b \in I \text{ where } C_3 = \left( \frac{C_2}{C_1} \right)^{\frac{3}{2}}.
\]

**Proof.** Suppose \( f(u_1) = g(u_2) \) with \( u_1 > \theta_f, u_2 > \theta_g \). Now, we observe that

\[
f(u_1) = f(\theta_f) + f'(\theta_f)(u_1 - \theta_f) + \frac{f''(u_1)}{2} |u_1 - \theta_f|^2 \geq \frac{C_1}{2} |u_1 - \theta_f|^2,
\]

\[
g(u_2) = g(\theta_g) + g'(\theta_g)(u_2 - \theta_g) + \frac{g''(u_2)}{2} |u_2 - \theta_g|^2 \leq \frac{C_2}{2} |u_2 - \theta_g|^2.
\]

Subsequently, we have

\[
\frac{C_1}{2} |u_1 - \theta_f|^2 \leq \frac{C_2}{2} |u_2 - \theta_g|^2.
\]

Therefore, we have

\[
(u_1 - \theta_f) \leq \left( \frac{C_2}{C_1} \right)^{\frac{1}{2}} (u_2 - \theta_g).
\]
Notice that
\[
 f'(f_+^{-1}(p)) = f'(f_+^{-1}(p)) - f'_{\theta_f} = (f_+^{-1}(p) - \theta_f) \int_0^1 f''(\lambda f_+^{-1}(p) + (1 - \lambda)\theta_f) \, d\lambda
\]
\[
 \leq \left( \frac{C_2}{C_1} \right)^{\frac{3}{2}} (g_+^{-1}(p) - \theta_g) \int_0^1 g''(\lambda g_+^{-1}(p) + (1 - \lambda)\theta_g) \, d\lambda
\]
\[
 = \left( \frac{C_2}{C_1} \right)^{\frac{3}{2}} g'(g_+^{-1}(p)).
\]
Hence, we have
\[
g_+^{-1}(a) - g_+^{-1}(b) = (a - b) \int_0^1 \frac{1}{g'(g_+^{-1}(\lambda a + (1 - \lambda)b))} \, d\lambda
\]
\[
 \leq \left( \frac{C_2}{C_1} \right)^{\frac{3}{2}} (a - b) \int_0^1 \frac{1}{f'(f_+^{-1}(\lambda a + (1 - \lambda)b))} \, d\lambda
\]
\[
 = \left( \frac{C_2}{C_1} \right)^{\frac{3}{2}} (f_+^{-1}(a) - f_+^{-1}(b)).
\]

\textit{Proof of Theorem 4.1.} We prove the estimate for approximated solution \( u^\delta \) and then, we show that estimates are uniform over \( \delta \). Let \( u^\delta \) be approximated solution to \( (1.1) \) obtained via wave front tracking. Note that there is no affine part on \( A(\cdot, x) \) for all \( x \in \mathbb{R} \) due to \( \partial_{uu} A(u, x) \geq C_1 \). By using Lemma 3.10, no new state arises away from interface for time \( t > 0 \). Since there is no linear part in the flux, no rarefaction wave occurs at the interface for \( t > 0 \). Therefore, for a time \( t_0 > 0 \) and \( x \in \mathbb{R} \), there exists \( y(x) \in \mathbb{R} \) such that \( A^\delta(u^\delta(x, t_0), x) = A^\delta(u_0^\delta(y(x)), y(x)) \). Suppose \( -\infty = x_0 < x_1 < \cdots < x_m < x_{m+1} = \infty \) are discontinuity points of \( x \mapsto A(\cdot, x) \). Let \( z_1, z_2 \in (x_i, x_{i+1}) \) for some \( 0 \leq i \leq m \). Now, there are two cases

1. \( y(z_1), y(z_2) \in (x_j, x_{j+1}) \) for some \( 0 \leq j \leq m \). Then by Lemma 4.1 we have
\[
 |u^\delta(z_1, t_0) - u^\delta(z_2, t_0)| \leq C_3 |u_0^\delta(y(z_1)) - u_0^\delta(y(z_2))|. \tag{4.10}
\]

2. \( y(z_1) \in (x_j, x_{j+1}), y(z_2) \in (x_k, x_{k+1}) \) for some \( 0 \leq j \neq k \leq m \). Then by Lemma 4.1 and triangle inequality, we have
\[
 |u^\delta(z_1, t_0) - u^\delta(z_2, t_0)| \leq |u^\delta(z_1, t_0) - u_M^\delta(z_1)| + |u^\delta(z_2, t_0) - u_M^\delta(z_2)| + |u_M^\delta(z_1) - u_M^\delta(z_2)|
\]
\[
 \leq C_3 \left[ |u_0^\delta(y(z_1)) - u_M^\delta(y(z_1))| + |u_0^\delta(y(z_2)) - u_M^\delta(y(z_2))| \right]
\]
\[
 + |u_M^\delta(z_1) - u_M^\delta(z_2)|. \tag{4.11}
\]
Suppose \( z \in (x_i, x_{i+1}) \) for \( 0 \leq i \leq m - 1 \), then by Lemma 4.1, we have
\[
 |u^\delta(z, t_0) - u_M^\delta(z)| \leq C_3 |u_0^\delta(y(z)) - u_M^\delta(y(z))|. \tag{4.12}
\]
Combining (4.10), (4.11) and (4.12) with definition (4.2) of \( \Lambda \) we conclude Theorem 4.1. \( \square \)

4.2. \textit{Counterexample-I}

In this section, we wish to construct an example of adapted entropy solution to a flux satisfying \textbf{A-1–A-3} and \textbf{B-1–B-4} such that \( u(\cdot, 1) \notin BV_{loc}(\mathbb{R}) \) for a data \( u_0 \in BV(\mathbb{R}) \). Here we consider
a flux which is additionally satisfying $C^2$ regularity, that is, for a.e. $x \in \mathbb{R}$, $u \mapsto A(x,u)$ is a $C^2$-function. Note that this result is special for fluxes having infinitely many spatial discontinuities since for a flux $A$ with finitely many discontinuity and satisfying $\textbf{A-1–A-3}$ and $\textbf{B-1–B-4}$, $TV(u(\cdot ,t)) < \infty$ for BV initial data (see [21]).

**Proposition 4.1.** There exists a flux $A$ satisfying (\textbf{A-1})–(\textbf{A-3}), (\textbf{B-1})–(\textbf{B-4}) and an initial data $u_0$ such that $\Lambda(u_0) < \infty$ such that the corresponding entropy solution to (1.1) has TV blow up at some finite time $T_0 > 0$.

**Construction:** Let us consider two sequences $\{y_n\}_{n \geq 0}$ and $\{z_n\}_{n \geq 1}$ such that they satisfy

\[ y_{n-1} < z_n < y_n \quad \text{for } n \geq 1 \quad \text{and} \quad \lim_{n \to \infty} y_n = \lim_{n \to \infty} z_n = z^* \quad \text{for some } z^* \in \mathbb{R}. \tag{4.13} \]

Now we consider the following flux,

\[ A(x,u) := \sum_{n=1}^{\infty} f_n(u) \chi_{(y_{n-1},z_n]}(x) + \sum_{n=1}^{\infty} g_n(u) \chi_{(z_n,y_n]}(x) + f_1 \chi_{(\infty,y_n]}(x) + u^2 \chi_{(z^*,\infty]}(x) \tag{4.14} \]

where $f_n, g_n$ are defined as follows

\[ f_n(u) = \frac{2}{n^{3/2}} u^2 + u^4 \quad \text{and} \quad g_n(u) = u^4. \tag{4.15} \]

Note that $u \mapsto A(x,u)$ is a $C^2$-function for a.e. $x \in \mathbb{R}$. Hence \textbf{A-1} is satisfied. Observe that $A(x,u)$ satisfies \textbf{B-3}, \textbf{A-3} and \textbf{B-4} with $B_1(u) = u^4, B_2(u) = 2u^4$ and $u_M \equiv 0$. Note that \textbf{B-1} is verified for $A(x,u)$ with the following choice of $\eta, a$

\[ \eta(u) := 2u^2 \quad \text{and} \quad a(x) := \sum_{n=1}^{\infty} \frac{1}{n^2} \chi_{(y_{n-1},z_n]}(x) + 1 \chi_{(\infty,y_n]}(x). \tag{4.16} \]

Loosely speaking, $\left|(g_n)^{-1}(f_n(u))\right| \geq u^2 n^{-\frac{3}{2}}$ gives a possible blow up in the solution.

We consider an initial data defined as follows,

\[ u_0^n(x) := \begin{cases} 
0 & \text{if } y_{n-1} < x < x_n^1, \\
a_n & \text{if } x_n^1 < x < x_n^2, \\
0 & \text{if } x_n^2 < x < z_n, \\
0 & \text{if } z_n < x < y_n.
\end{cases} \tag{4.17} \]

We observe that rarefaction wave arises at $x_n^1$ and shock wave is generated at $x_n^2$ with shock speed $\lambda_n$ where $\lambda_n$ is calculated as follows

\[ \lambda_n = \frac{f_n(a_n) - f_n(0)}{a_n - 0} = \frac{2a_n}{n^2} + a_n^3. \tag{4.18} \]

Let at time $t = t_n$ the shock curve hits the interface, therefore, we have $x_n^2 + t_n \lambda_n = z_n$. Since the speed of extreme right characteristic of rarefaction wave $f_n'(a_n)$ is bigger than $a_n$, we need to give sufficient gap between $x_n^1$ and $x_n^2$ such that before time $t = 1$ it does not hit the shock wave and the interface at $z_n$. Hence, it must hold

\[ z_n - x_n^1 \geq f_n'(a_n). \tag{4.19} \]

Now after the shock wave from $x_n^2$ hits the interface at $z_n$ it generates another shock wave from $(z_n, t_n) \in \mathbb{R} \times \mathbb{R}_+$. Note that this new shock wave has states $b_n, 0$ on its left and right respectively where $b_n = (g_n)^{-1}(f_n(a_n))$. We want this shock wave not to meet interface at $y_n$ before time $t = 1$, hence it must hold,

\[ \xi_n(1 - t_n) + z_n < y_n, \tag{4.20} \]
where $\xi_n$ is the shock speed between $b_n, 0$, that is,

$$\xi_n = \frac{g_n(b_n) - g_n(0)}{b_n - 0} = b_n^3. \quad (4.21)$$

If we are able to choose such $x_n^1, x_n^2, z_n, y_n$ then the solution has the following structure up to time $t = 1$, (see figure 4)

1. For $t \in [0, t_n]$ we have

$$u^n(x, t) := \begin{cases} 0 & \text{if } x < x_n^1, \\ (f'_n)^{-1}(x - x_n^1/t) & \text{if } x_n^1 < x < x_n^1 + f'_n(a_n)t, \\ a_n & \text{if } x_n^1 + f'_n(a_n)t < x < x_n^2 + \lambda_n t, \\ 0 & \text{if } x_n^2 + \lambda_n t < x < z_n, \\ 0 & \text{if } z_n < x < y_n, \end{cases} \quad (4.22)$$

where $\lambda_n$ is defined as in (4.18).

2. For $t \in [t_n, 1]$ we have

$$u^n(x, t) := \begin{cases} 0 & \text{if } x < x_n^1, \\ (f'_n)^{-1}(x - x_n^1/t) & \text{if } x_n^1 < x < x_n^1 + f'_n(a_n)t, \\ a_n & \text{if } x_n^1 + f'_n(a_n)t < x < z_n, \\ b_n & \text{if } z_n < x < z_n + \xi_n(t - t_n), \\ 0 & \text{if } z_n + \xi_n(t - t_n) < x < y_n, \end{cases} \quad (4.23)$$

where $\xi_n$ is defined as in (4.21) and $b_n$ is defined as follows,

$$b_n = (g_n)_+^{-1}(f_n(a_n)). \quad (4.24)$$

Finally, we choose

$$a_n = \frac{1}{n^{1+\delta}}, x_n^2 - x_n^1 = \frac{8}{n^{\delta + \frac{1}{2}}} + \frac{8}{n^{3+3\delta}} \text{ and } z_n - x_n^2 = \left(\frac{4}{n^{\delta + \frac{1}{2}}} + \frac{2}{n^{3+3\delta}}\right) \left(1 - \frac{1}{n^2}\right), \quad (4.25)$$

where $\delta > 0$. Next we choose

$$y_n - z_n = 2 \left(\frac{2}{n^{2\delta + \frac{1}{2}}} + \frac{1}{n^{4+4\delta}}\right)^{\frac{3}{4}} \leq 6 \left(\frac{1}{n^{2\delta + \frac{1}{2}}}\right)^{\frac{3}{4}} \text{ and } x_n^1 = y_n - 1 + \frac{1}{n^2}. \quad (4.26)$$

Note that

$$y_n - y_{n-1} = y_n - z_n + z_n - x_n^2 + x_n^2 - x_n^1 + x_n^1 - y_n - 1 < x_n^2 < z_n < y_n. \quad (4.27)$$

Note that $x_n^2 - x_n^1 = f'_n(a_n)$. Hence, we have $z_n - x_n^1 = z_n - x_n^2 + x_n^2 - x_n^1 > f'(a_n)$ since $z_n - x_n^2 > 0$. Therefore, (4.19) is satisfied. Observe that $y_n - z_n = 2((g_n)_+^{-1}(f_n(a_n)))^3 = 2\xi_n > \xi_n(1 - t_n)$ since $\xi_n > 0$ and $0 < 1 - t_n < 1$. Hence, the condition (4.20) is satisfied. Now we note that

$$y_n - y_{n-1} = y_n - z_n + z_n - x_n^2 + x_n^2 - x_n^1 + x_n^1 - y_n - 1 \leq 6 \left(\frac{1}{n^{2\delta + \frac{1}{2}}}\right)^{\frac{3}{4}} + \left(\frac{4}{n^{\delta + \frac{1}{2}}} + \frac{2}{n^{3+3\delta}}\right) \left(1 - \frac{1}{n^2}\right) + \frac{8}{n^{\delta + \frac{1}{2}}} + \frac{8}{n^{3+3\delta}} + \frac{1}{n^2} \quad (4.28)$$

$$\leq \frac{1}{n^2} + \frac{22}{n^{\delta + \frac{1}{2}}} + \frac{8}{n^{2\delta + \frac{1}{2}}}. \quad (4.29)$$

Thus, there exists an $y_\infty$ such that $y_n \to y_\infty$. Set $z^* = y_\infty$ and $y_0 = 0$ in (4.14).
Note that $TV(u^n_0) \leq n^{-1-\delta}$ and $TV(u^n(\cdot, 1)) \geq |b_n|$. Observe that

$$|b_n| = \left[ \frac{2}{n^{2\theta+\frac{T}{2}}} + \frac{1}{n^{4+4\delta}} \right]^{\frac{1}{4}} \geq \frac{1}{n^{\frac{T}{8}+\frac{4}{7}}}.$$ 

(4.31)

Note if we take an initial data $u_0 = \sum_{k=1}^{\infty} u_k^k$ then, $u = \sum_{k=1}^{\infty} u_k$ will be adapted entropy solution to (1.1). Since $TV(u_k^0) \leq k^{-1-\delta}$ and $\text{supp}(u_k^0), k \geq 1$ are mutually disjoint we have $TV(u_0) < \infty$. We observe that $\text{supp}(u^k(\cdot, 1)), k \geq 1$ are mutually disjoint. Therefore, we have,

$$TV(u(\cdot, 1)) \geq \sum_{k \geq 1} \frac{1}{k^{\frac{T}{8}+\frac{4}{7}}}. \tag{4.32}$$

Now we choose, $\delta \in (0, 4^{-1})$. Then, we have $\frac{7}{8} + \frac{\delta}{2} < 1$. Hence, $TV(u(\cdot, 1)) = \infty$.

Figure 4: This illustrates the structure of the solution in $[y_{n-1}, y_n] \times [0, 1]$. This is the building block for the solution giving TV blow up at time $t = 1$ for strictly convex flux. Here $x = y_{n-1}$, $x = z_n$, $x = y_n$ represent interfaces. Note that rarefaction and shock are generated at $(x^1_0, 0)$ and $(x^2_0, 0)$ respectively. The shock line hits the interface $x = z_n$ at time $t = t_n < 1$.

### 4.3. Counterexample-II

In section 4.2 we show a BV blow-up of entropy solutions with the quantity $\Lambda(u_0)$ is finite for initial data $u_0$ where the fluxes $u \mapsto A(x, u)$ is not necessarily uniformly convex. In this section we construct an example coming from BV data and uniformly convex flux such that it has a TV blow-up at some finite time $T$. In this situation we construct a flux and data for which the quantity $\Lambda(u_0)$ is not finite.

**Proposition 4.2.** There exists a flux $A$ satisfying (A-1)–(A-3), (B-1)–(B-4) and an initial data $u_0$ such that $\partial_{uu} A(x, u) \in [C_1, C_2]$ for some $C_2 > C_1 > 0$ and the corresponding entropy solution to (1.1) has TV blow up at some finite time $T_0 > 0$.

**Construction:** We split the construction into several steps.

**Step-1 Construction of flux and initial data:** In this very first step we construct a flux function $A$ satisfying conditions (A-1)–(A-3) and (B-1)–(B-4). Note that due to the condition (B-4), we need to construct a flux function which is BV in spatial variable that is why the choice of flux becomes tricky. Then we choose a suitable initial data.
To construct the flux $A(x,u)$, we define functions $g, f_n$ as follows,

\[
f_n(u) := \begin{cases} 
  u^2 & \text{if } u \leq -\frac{1}{n^{2/3}}, \\
  u^2 + \frac{u^2}{n^{1/4}} - 3n^{13/12}u^4 + 3n^{29/12}u^6 - n^{15/4}u^8 & \text{if } -\frac{1}{n^{2/3}} \leq u \leq \frac{1}{n^{2/3}}, \\
  u^2 & \text{if } u \geq \frac{1}{n^{2/3}}.
\end{cases}
\]

and $g(u) = u^2$. After a calculation we get

\[
f'_n(u) = \begin{cases} 
  2u & \text{if } u \leq -\frac{1}{n^{2/3}}, \\
  2u + \frac{2u}{n^{1/4}} - 12n^{13/12}u^3 + 18n^{29/12}u^5 - 8n^{15/4}u^7 & \text{if } -\frac{1}{n^{2/3}} \leq u \leq \frac{1}{n^{2/3}}, \\
  2u & \text{if } u \geq \frac{1}{n^{2/3}}.
\end{cases}
\]

and

\[
f''_n(u) = \begin{cases} 
  2 & \text{if } u \leq -\frac{1}{n^{2/3}}, \\
  2 + \frac{2}{n^{1/4}} - 36n^{13/12}u^2 + 90n^{29/12}u^4 - 56n^{15/4}u^6 & \text{if } -\frac{1}{n^{2/3}} \leq u \leq \frac{1}{n^{2/3}}, \\
  2 & \text{if } u \geq \frac{1}{n^{2/3}}.
\end{cases}
\]

Hence $f_n \in C^2(\mathbb{R})$ for $n \geq 1$. Note that there exists $n_0 \in \mathbb{N}$ such that $f''_n(u) \geq 1$ for $n \geq n_0$.

Suppose $\{a_n\}, \{b_n\}$ are two sequences such that $0 < a_{n+1} < b_{n+1} < a_n$. We consider a flux $A$ as follows

\[
A(x,u) := \begin{cases} 
  f_n(u) & \text{for } a_n \leq x \leq b_n \text{ for } n \geq n_0, \\
  g(u) & \text{otherwise}.
\end{cases}
\]

We choose $a_n = \frac{1}{n^{2/3}}$ and $b_n = a_n + \frac{1}{n^{2n}}$. We approximate $A$ by $A^N$ as follows

\[
A^N(x,u) := \begin{cases} 
  f_n(u) & \text{for } a_n \leq x \leq b_n \text{ with } n_0 \leq n \leq N, \\
  g(u) & \text{otherwise}.
\end{cases}
\]

By the choice of $f_n(u) = g(u)$ for $|u| \geq n^{-2/3}$. Consider the following data

\[
u_0(x) := \begin{cases} 
  0 & \text{for } x < 0, \\
  1 & \text{for } x > 0.
\end{cases}
\]

**Step-2 Analysis of characteristics:** In this step we track the paths travelled by the characteristics emanates from $x = 0, t = 0$ to get structural information about adapted entropy solution to (1.1) corresponding to flux $A^N$ and data $u_0$ as in **Step-1**.

Let $u^N$ be the adapted entropy solution to (1.1) with flux $A^N$ and data $u_0$. Note that initially rarefaction arises at $x = 0$ and then it travels through interfaces and there is no interaction between waves. We observe that since $n_0 \geq 4$, $f_n = g = u^2$ for $u = 1$, hence no wave arises from interfaces at $t = 0+$ for $x > 0$. Let $L_N : [0,2] \to \mathbb{R}$ be the path travelled by the characteristic arising from $x = 0$ with speed $2w_N$ with $w_N := (N + 1)^{-2/3}$. Rest of this step is divided into two parts.

**Step-2a Analyzing the curve $L_N$:** Note that $L_N$ is a piecewise linear curve originated from $x = 0$ (see figure 5). We get $L_N(0) = 0$ and wish to estimate $L_N(1)$.

Let $v_{N,k} \in [0, \infty)$ such that $g(w_N) = f_m(v_{N,k})$. Suppose $L_N(t) \in [a_k, b_k]$ for $t \in [t_k, t'_k]$. Therefore, we have $f'_k(v_{N,k})(t'_k - t_k) = b_k - a_k$. Suppose $t''_k > t_k$ such that $b_k - a_k =
Figure 5: This figure shows the structure of the entropy solution for approximated flux $A_{N+5}$. Here the curves $L_k(t)$ represent the path traveled by characteristic arising from origin with speed $2(N+k)^{-2/3}$ for $k = 1, 2, 3, 4, 5$.

$(t''_k - t_k)g'(w_N)$. We obtain

$$|t''_k - t'_k| = (b_k - a_k) \frac{|f'_k(v_{N,k}) - g'(w_N)|}{f'_k(v_{N,k})g'(w_N)}.$$ 

Subsequently, we have

$$g'(w_N) |t''_k - t'_k| = (b_k - a_k) \frac{|f'_k(v_{N,k}) - g'(w_N)|}{f'_k(v_{N,k})}.$$

Let $L(\tilde{t}_N) = a_{N/2}$, then we have

$$|1 - \tilde{t}_N| \leq \sum_{k=[N/2]}^{N} (b_k - a_k) \frac{|f'_k(v_{N,k}) - g'(w_N)|}{f'_k(v_{N,k})g'(w_N)}.$$

Note that $\frac{1}{(N+1)^{2/3}} \geq \frac{1}{2(N/2)^{2/3}}$ for $N \geq n_1$ for some $n_1 > 1$. Subsequently, we have

$$\frac{k^{2/3}}{(N+1)^{2/3}} \geq \frac{1}{2}.$$

Now we observe that

$$f_k \left( \frac{1}{2(N+1)^{2/3}} \right) = \frac{1}{2(N+1)^{4/3}} \left( 1 + \frac{1}{k^{1/4}} \left( 1 - \frac{k^{4/3}}{4(N+1)^{4/3}} \right) \right)^3$$

$$\leq g(w_N) \frac{1}{2^{4/3}} \left( 1 + \frac{1}{16k^{1/4}} \right)$$

$$\leq g(w_N) = f_k(v_{N,k}).$$

Hence, we get $\frac{w_N}{2} \leq v_{N,k}$ for $N/2 + 1 \leq k \leq N$. Since $(1 - k^{4/3}u^2)^3 \geq 0$ for $|u| \leq k^{-2/3}$ we have $f_k(w_N) \geq f_k(v_{N,k})$, therefore $w_N \geq v_{N,k}$. This shows that

$$|f'(v_{N,k}) - g'(w_N)| \leq |w_N - v_{N,k}| + \frac{C}{k^{1/4}} v_{N,k} \leq \tilde{C} w_N.$$
Hence, \[
|1 - \tilde{t}_N| \leq \sum_{k=\frac{N}{2}+1}^{N} \frac{\tilde{C}}{k^{2k}w_N} = \tilde{C}(N + 1)^{2/3} \sum_{k=\frac{N}{2}+1}^{N} \frac{1}{k^{2k}} \leq \tilde{C}_1(N + 1)^{2/3} \frac{2^N}{N^{2N+1}} \leq \tilde{C}_2 \frac{2^N}{N^{N+1/3}}. \tag{4.34}
\]

Therefore, \[
\left| L(1) - \frac{2}{(N + 1)^{2/3}} \right| \leq \tilde{C} \left| 1 - \tilde{t}_N \right| N \leq \tilde{C}_3 \frac{2^N}{N^{N+1}}. \tag{4.35}
\]

This completes the (Step-2a).

Step-2b Let \( u^m \) be the entropy solution to (1.1) with data \( u_0 \) as in (4.33) and flux \( A^m \). In this step we prove that adapted entropy solution \( u^m \) agrees with \( u^N \) in some subset of \( \mathbb{R} \times [0, 1] \) for sufficiently large \( m \).

Due to the fact that \( f_m = g \) for \( u \geq (N + 1)^{-2/3} \), then characteristic with speed \( 2(N + 1)^{-2/3} \) travels through \( L_N(1) \) for \( m \geq N + 1 \) and we observe that \( u^m(x, t) = u^N(x, t) \) for \( (x, t) \in D_N \) where \( D_N \) is defined as (see figure 5)

\[ D_N := (\infty, 0) \times [0, 1] \cup \{ (x, t), x \geq L_N(t), t \in [0, 1] \}. \]

Step-3 Calculating the variation \( |u^N(a_m + 1) - u^N(a_m + 1)| \): In this step we wish to calculate \( |u^N(a_m + 1) - u^N(a_m + 1)| \) where \( u^N \) is the adapted entropy solution to (1.1) corresponding to flux \( A^N \) and data \( u_0 \).

Let characteristic corresponding to \( u = \frac{1}{2m^{2/3}} \) and originated from \( x = 0 \) moves through path \( Q(t) \). Note that \( Q(t) \) is analogous to \( L(t) \). By a similar argument as in (4.35) we obtain

\[ |Q(1) - a_m| \leq \frac{\tilde{C}_2}{m^{2m+1}}. \]

Suppose \( Q(t) \) hits \( x = b_{m-1} \) and \( x = a_m \) at time \( t = \tilde{t}_1 \) and \( t = \tilde{t}_2 \) respectively. Suppose \( u^N(a_m -) = \bar{w}_N \), then we have,

\[ a_m - b_{m-1} = 2w_N(\tilde{t}_2 - \tilde{t}_1) \text{ and } a_m - b_{m-1} = 2\bar{w}_N(1 - \tilde{t}_1). \]

Since \( \tilde{t}_2 \geq 1 \) we get \( w_N \leq \bar{w}_N \). Then we have

\[ \left| \frac{1}{w_N} - \frac{1}{\bar{w}_N} \right| \leq \frac{\tilde{t}_2 - 1}{a_m - b_{m-1}}. \tag{4.36} \]

Note that \( a_m - b_{m-1} = \frac{1}{2m^{2/3}} - \frac{1}{2(n + 1)^{2/3}} - \frac{1}{(n + 1)^{2n+2}} \geq \frac{1}{3(n + 1)^{5/3}} - \frac{1}{(n + 1)^{2n+2}} \geq \frac{1}{6(n + 1)^{5/3}}. \)

By a similar argument as in (4.34) we have

\[ \left| \tilde{t}_2 - 1 \right| \leq \frac{B}{m^{2m+1}}. \]

Hence, from (4.36), we obtain

\[ 1 - \frac{w_N}{\bar{w}_N} \leq \frac{24Bm^{5/3}}{m^{2m+1}} \frac{1}{2m^{2/3}} \leq \frac{12B}{m^{2m}}. \]
Then, we get
\[ 1 - \frac{12B}{m^{2m}} \leq \frac{w_m}{\bar{w}_m}. \]

For sufficiently large \( m \), that is there exists an \( m_0 > 1 \) such that \( 1 - \frac{12B}{m^{2m}} \geq \frac{1}{2} \) for \( m \geq m_0 \). Therefore, \( \bar{w}_m \leq 2w_m \). Hence, we get
\[ |w_m - \bar{w}_m| \leq 2w_m^2 \frac{\bar{t}_2 - 1}{a_m - b_{m-1}} \leq \frac{24B}{m^{2m+\frac{2}{3}}}. \]

Suppose \( f_m(\bar{v}_m) = g(\bar{w}_m) \). Note that there exists \( m_1 > 1 \) such that \( |\bar{w}_m - w_m| \leq \frac{1}{6m^{2/3}} \).

Then we note that \( \frac{1}{3m^{2/3}} \leq \bar{w}_m \leq \frac{1}{2m^{2/3}} \). Subsequently, we get
\[
f_m(\bar{w}_m) = f_m \left( \frac{1}{2m^{2/3}} \right) = \frac{1}{4m^{4/3}} \left( 1 + \frac{1}{8m^{1/4}} \right) \geq \frac{1}{4m^{4/3}} = g(\bar{w}_m) = f_m(\bar{v}_m).
\]

Thus we get \( \bar{w}_m \geq \bar{v}_m \). Note that
\[
f_m \left( \frac{1}{3m^{2/3}} \right) = \frac{1}{9m^{4/3}} \left( 1 + \frac{4}{9m^{1/4}} \right) \leq \frac{2}{9m^{4/3}} \leq g(\bar{w}_m) = f_m(\bar{v}_m).
\]

Hence \( 1/3 \leq \bar{v}_m m^{2/3} \leq 1/2 \). Therefore,
\[
\bar{w}_m^2 = \frac{1}{4m^{4/3}} = f_m(\bar{v}_m) = v_m^2 \left( 1 + \frac{(1 - m^{2/3}v_m)^3}{m^{1/4}} \right) \leq v_m^2 \left( 1 + \frac{8}{27m^{1/4}} \right).
\]

Hence
\[
|\bar{w}_m - \bar{v}_m| = \bar{w}_m - \bar{v}_m \geq \bar{w}_m \left( \sqrt{1 + \frac{8}{27m^{1/4}}} - 1 \right) \geq \frac{1}{27m^{1/4}} \left( \frac{1}{2m^{2/3}} - \frac{B}{m^{2m+\frac{2}{3}}} \right).
\]

Therefore, we obtain for \( N \geq 2m + 1 \),
\[
|u^N(a_m + 1) - u^N(a_m - 1)| \geq \frac{1}{27m^{1/4}} \left( \frac{1}{2m^{2/3}} - \frac{B}{m^{2m+\frac{2}{3}}} \right). \tag{4.37}
\]

**Step-4 Convergence of \( u^m \) as \( m \to \infty \):** In this step we want to pass to the limit for \( \{u^m\} \) sequence as \( m \to \infty \). Then we show that limiting function is an adapted entropy solution to (1.1) for initial data \( u_0 \) defined as in (4.33).

Note that \( \|u^N - u^m\|_{L^1(\mathbb{R} \times [0,1])} \leq BN^{-2/3} \) for all \( m \geq N \). Therefore, \( \{u^m\}_{m \geq 1} \) is a Cauchy sequence in \( L^1(\mathbb{R} \times [0,1]) \). Hence, there exists a \( u \in L^1(\mathbb{R} \times [0,1]) \) such that \( u^m \to u \) in \( L^1(\mathbb{R} \times [0,1]) \). We also note that \( A^N(x, \cdot) = A(x, \cdot) \) for \( x \in \mathbb{R} \setminus [0, b_N] \). This implies \( k_{a,N}^+(x) = k_a^+(x) \) for \( x \in \mathbb{R} \setminus [0, b_N] \) and we get \( k_{a,N} \to 0 \) as \( N \to \infty \). Since \( u^N \) is adapted entropy solution, \( u^N \to u \) in \( L^1(\mathbb{R} \times [0, T]) \), \( k_{a,N}^+ \to k_a^+ \), \( A^N(x, u) \to A(x, u) \) for a.e. \( x \in \mathbb{R} \), we get \( u \) is adapted entropy solution to (1.1) for data \( u_0 \) as in (4.33) with flux \( A(x, u) \).

**Step-5 BV blow up:** Let \( u \) be the adapted entropy solution obtained in **Step-4**. By using **Step-2b**, we note that \( u(x, t) = u^N(x, t) \) for \( (x, t) \in D^N \). From (4.37) we get
\[
|u(a_m + 1) - u(a_m - 1)| \geq \frac{1}{27m^{1/4}} \left( \frac{1}{2m^{2/3}} - \frac{B}{m^{2m+\frac{2}{3}}} \right).
\]

Hence we have \( TV(u(\cdot, 1)) = \infty \).
Remark 4.1. Let $u_0$ be defined as in (4.33). Due to the finite speed of propagation we can consider a data $	ilde{u}_0 = u_0 \chi_{[-M,M]}$ for some large $M > 0$ and solution still gives a TV blow up at time $t = 1$.
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