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Introduction

At the Second International Congress of Mathematicians, which met at Paris in 1900, the outstanding German mathematician David Hilbert made the report "Mathematical Problems" [1, pp. 290 – 329]. In it, he presented 23 problems, extending over all fields of mathematics. Hilbert’s sixteenth problem is the investigation of the topology of algebraic curves and surfaces. The second part of this problem is the problem on the maximal number and the arrangement of isolated closed trajectories (limit cycles [2]) of an ordinary autonomous second-order differential system with polynomial right-hand sides.

Poincaré proved [3, pp. 112 – 136] a test of the absence of closed trajectories (periodic solutions) for a differential system

$$\frac{dx}{dt} = P(x, y), \quad \frac{dy}{dt} = Q(x, y) \quad (0.1)$$

where $P: G \to \mathbb{R}$ and $Q: G \to \mathbb{R}$ are continuously differentiable functions on a domain $G \subset \mathbb{R}^2$.

The Poincaré test. If there exists the continuously differentiable on a domain $G' \subset G$ function $N_2: G' \to \mathbb{R}$ such that the function

$$H_2: (x, y) \to \partial_x N_2(x, y)P(x, y) + \partial_y N_2(x, y)Q(x, y) \quad \text{for all } (x, y) \in G'$$

is definite, then the system (0.1) has no closed trajectories in the domain $G'$.

Bendixson proved [4] a test for the absence of simple closed curves, which are made from trajectories of system (0.1). This was the first test based on the divergence of the vector field of the differential system (0.1) and proved with the help of the Green formula about relations of curvilinear and double integrals.

A simple closed curve, which is made from trajectories of system (0.1), either is a closed trajectory or is made from alternation among themselves of whole nonclosed trajectories and equilibria. In particular a limit cycle is such curve.

The Bendixson test. If the divergence of the vector field

$$a: (x, y) \to (P(x, y), Q(x, y)) \quad \text{for all } (x, y) \in G$$

on a simply connected domain $G' \subset G$ is constant sign, then the system (0.1) in the domain $G'$ has no simple closed curves, which are made from trajectories of system (0.1).

Bendixson’s test was generalized by Dulac [5] and generalization is referred to as the Bendixson — Dulac test for the absence in a simply connected domain of simple closed curves, which are made from trajectories of system (0.1), and for the existence of at most one simple closed curve, which is made from trajectories of system (0.1), in an annular domain.

The Bendixson — Dulac test. If there exists the continuously differentiable on a simply connected domain $G' \subset G$ function $\mu: G' \to \mathbb{R}$ such that the divergence of the vector field

$$b: (x, y) \to \mu(x, y)(P(x, y), Q(x, y)) \quad \text{for all } (x, y) \in G'$$

is constant sign, then the system (0.1) in the domain $G'$ has no simple closed curves, which are made from trajectories of system (0.1).

The Dulac test. If there exists the continuously differentiable on a biconnected domain $G' \subset G$ scalar function $\mu: G' \to \mathbb{R}$ such that the divergence of the vector field

$$b: (x, y) \to \mu(x, y)(P(x, y), Q(x, y)) \quad \text{for all } (x, y) \in G'$$

is constant sign, then the ordinary differential system (0.1) in the domain $G'$ has at most one simple closed curve, which is made from trajectories of system (0.1), such that this curve contains the inner boundary of the domain $G'$.

In [6], Bendixson’s and Dulac’s tests for system (0.1) was generalized on a multiply connected domain by the present author.
Theorem 0.1 (a test for the boundedness of the number of limit cycles of an ordinary autonomous second-order differential system). If there exists the constant sign continuously differentiable on an s-connected domain $G' \subset G$ scalar function $\mu: G' \to \mathbb{R}$ such that the divergence of the vector field $b: (x, y) \to \mu(x, y)(P(x, y), Q(x, y))$ for all $(x, y) \in G'$ is constant sign or is identically zero on the domain $G'$, then the differential system (0.1) in the domain $G'$ has not more than $s - 1$ limit cycles.

The aim of this paper is the investigation of the topology of compact integral manifolds of differential systems:

an ordinary autonomous differential system of $n$-th order

$$\frac{dx}{dt} = f(x),$$

where $t \in \mathbb{R}$, $x \in \mathbb{R}^n$, a vector column $\frac{dx}{dt} = \text{col}(\frac{dx_1}{dt}, \ldots, \frac{dx_n}{dt})$, a vector function $f(x) = \text{col}(f_1(x), \ldots, f_n(x))$, scalar functions $f_i: \mathbb{R} \to \mathbb{R}$, $i = 1, \ldots, n$, a domain $G \subset \mathbb{R}^n$;

an autonomous system of total differential equations

$$dx = X(x) \, dt,$$

where $t \in \mathbb{R}^m$, $x \in \mathbb{R}^n$, $m < n$, $dx = \text{col}(dx_1, \ldots, dx_n)$, $dt = \text{col}(dt_1, \ldots, dt_m)$, an $n \times m$ matrix $X(x) = \|X_{ij}(x)\|$, $X_{ij}: \mathbb{R} \to \mathbb{R}$, $i = 1, \ldots, n$, $j = 1, \ldots, m$, a domain $G \subset \mathbb{R}^n$;

a linear homogeneous system of partial differential equations

$$\mathcal{X}_j(x) y = 0, \quad j = 1, \ldots, m,$$

where $x \in \mathbb{R}^n$, $y \in \mathbb{R}$, $m < n$, linear differential operators of first order $\mathcal{X}_j(x) = \sum_{i=1}^n X_{ij}(x) \partial x_i$ for all $x \in G$, $X_{ij}: \mathbb{R} \to \mathbb{R}$, $i = 1, \ldots, n$, $j = 1, \ldots, m$, a domain $G \subset \mathbb{R}^n$;

a Pfaff system of equations

$$\omega_j(x) = 0, \quad j = 1, \ldots, m,$$

where $x \in \mathbb{R}^n$, $m < n$, linear differential forms $\omega_j(x) = \sum_{i=1}^n w_{ji}(x) \, dx_i$ for all $x \in G$, $w_{ji}: \mathbb{R} \to \mathbb{R}$, $j = 1, \ldots, m$, $i = 1, \ldots, n$, a domain $G \subset \mathbb{R}^n$;

a system of exterior differential equations

$$\zeta_j(x) = 0, \quad j = 1, \ldots, m,$$

where $x \in \mathbb{R}^n$, $m < n$, coefficients of $p_j$-forms $\zeta_j$, $1 \leq p_j \leq n - 1$, $j = 1, \ldots, m$, are scalar functions on a domain $G \subset \mathbb{R}^n$.

Let the linear differential operators $\mathcal{X}_j$, $j = 1, \ldots, m$, of the system of partial differential equations (6), the linear differential forms $\omega_j$, $j = 1, \ldots, m$, of the Pfaff system of equations (Pf), and the $p_j$-forms $\zeta_j$, $j = 1, \ldots, m$, of the system of exterior differential equations (ED) be not linearly bound on the domain $G$ [7, pp. 105 – 115]. Note also that the operators $\mathcal{X}_j$, $j = 1, \ldots, m$ (the 1-forms $\omega_j$, $j = 1, \ldots, m$, the $p_j$-forms $\zeta_j$, $j = 1, \ldots, m$) are called linearly bound on the domain $G$ if these operators (1-forms, $p_j$-forms) are linearly dependent in any point of the domain $G$.

Note that the Poincaré test was generalized by V.F. Tkachev in [8] for system (D).

Theorem 0.2. If there exists the continuously differentiable on a domain $G' \subset G$ function $N: G' \to \mathbb{R}$ such that the function $H: x \to \sum_{i=1}^n \partial x_i N(x) f_i(x)$ for all $x \in G'$ is definite, then the system (D) with the continuously differentiable on the domain $G'$ vector function $f: G \to \mathbb{R}^n$ has no closed trajectories in the domain $G'$. 


The basic results about the topology of compact integral manifolds of differential systems were originally published in the papers [9, 10, 11] and then in the monograph [12].

To avoid ambiguity, we stipulate the following notions.

We recall that by domain we mean open arcwise connected set.

By \( f \in C^k(G) \) \((f \in C^\infty(G))\) we denote a \( k \)-times continuously differentiable (holomorphic) function on the domain \( G \). If the entries of the functional matrix \( X \), the coordinate functions of the linear differential operators \( \mathcal{X}_j \), and the coefficient of the differential forms \( \omega_j, \zeta_j \) are \( k \)-times continuously differentiable (holomorphic) on the domain \( G \), then we write \( X \in C^k(G), \mathcal{X}_j \in C^k(G), \omega_j \in C^k(G), \zeta_j \in C^\infty(G) \) \((X \in C^\infty(G), \mathcal{X}_j \in C^\infty(G), \omega_j \in C^\infty(G), \zeta_j \in C^\infty(G)\), \( j = 1, \ldots, m \).

If the scalar function \( g : G \to \mathbb{R} \) such that either \( g(x) \geq 0 \) for all \( x \in G \) or \( g(x) \leq 0 \) for all \( x \in G \), and if the relation \( g(x) = 0 \) is possible only on a null-set with respect to the \( \nu \)-dimensional measure, then this function is said to be \( \nu \)-constant sign on the domain \( G \subset \mathbb{R}^n, \ n > \nu \), and we single out the cases \( \nu \)-positive sign and \( \nu \)-negative sign functions on the domain \( G \). If \( \nu = n \), then we say that the scalar function \( g : G \to \mathbb{R} \) is constant sign, \( \nu \)-positive, and \( \nu \)-negative on the domain \( G \), respectively.

If either the function \( g \) is positive \((g(x) > 0 \) for all \( x \in G \)) or the function \( g \) is negative \((g(x) < 0 \) for all \( x \in G \)), then we say that the function \( g \) on the domain \( G \) is definite.

By a gap \( \theta \) in the domain \( G \) of the space \( \mathbb{R}^n \) with homotopy group \( \pi_\nu(G), \nu \leq n - 1 \), we mean a nonempty arcwise connected set \( \theta \) such that \( \theta \cap G = \emptyset \) and in the domain \( G \) there exists a manifold homeomorphic to a sphere \( S^\nu \) such that \( \theta \) is an obstruction to the continuous contraction of this manifold into a point.

An integral manifold of the system of total differential equations (TD) \((\text{of the ordinary differential system (D)})\) is said to be regular if it is oriented and does not contain singular points (equilibria) of this differential system.

A compact integral manifold of dimension \( \nu \) for the total differential system (TD) \((\text{of the ordinary differential system (D)})\) is called isolated if in some \( \varepsilon \)-neighborhood of this manifold there is no other compact integral manifolds of dimension \( \nu \) for this system.

In the same way, we may define isolated closed trajectories (limit cycles) of system (D), isolated compact regular orbits \([13, 14]\) of the completely solvable system (TD), isolated compact integral hypersurfaces of systems (D), (TD), (\( \partial \)), (Pf), and (ED).

1. The boundedness of the number of compact regular integral manifolds

1.1. Autonomous ordinary differential system

Let \( \Omega_{t_0} \) be a \( \nu \)-dimensional manifold, bounded by \((\nu - 1)\)-dimensional manifolds \( \Lambda_{t_0}^k \), \( k = 1, \ldots, s \), from the space \( \mathbb{R}^n, 3 \leq \nu \leq n \). In addition, the manifolds \( \Omega_{t_0}, \Lambda_{t_0}^k, k = 1, \ldots, s \), consist of points \( x_0 = (x_0^1, \ldots, x_0^s) \) provided by solutions \( x : t \to x(t) \) for all \( t \in J_0 \) of system (D) with \( f \in C^1(G) \) such that \( x(t_0) = x_0, t_0 \in J_0, x_0 \in G, \) and \( n \geq 3 \). We define manifolds \( \Omega_{t_0 + h} \) and \( \Lambda_{t_0 + h}^k \), \( k = 1, \ldots, s \), as sets of points \( x^h = (x_1^h, \ldots, x_s^h) \), \( x^h \in G \), provided by the same solutions \( x : t \to x(t) \) for all \( t \in J_0 \) under \( t = t_0 + h, \) i.e., \( x^h = x(t_0 + h), \ x^h \in G \).

Therefore we can form the mappings \( \Omega : t \to \Omega(t) \) for all \( t \in U(t_0) \) and \( \Lambda^k : t \to \Lambda^k(t) \) for all \( t \in U(t_0), k = 1, \ldots, s \), such that \( \Omega(t_0) = \Omega_{t_0} \) and \( \Lambda^k(t_0) = \Lambda_{t_0}^k \), \( k = 1, \ldots, s \), where \( U(t_0) \) is a neighborhood of the point \( t_0 \).

By \( \mathbb{R}^\nu_\xi \) where \( \xi \) is the multiindex \( \xi_1 \cdots \xi_n \), we denote the subspace of the arithmetic space \( \mathbb{R}^n \) formed by the base coordinates \( x_{\xi_1}, \ldots, x_{\xi_n} \) and by \( \Omega_{t_0}^\xi \) we denote the natural projection of the manifold \( \Omega_{t_0} \) onto the subspace \( \mathbb{R}^\nu_\xi \). Note that, among all \( \nu \)-dimensional
subspaces \( \mathbb{R}^\nu \) formed by \( \nu \) coordinates of the basis \( x_1, \ldots, x_n \) there is at least one subspace in which the manifold \( \Omega_{t_0}^{\xi} \) has the dimension \( \nu \). To be definite, we assume that this is the subspace \( \mathbb{R}^\nu \).

Let \( V_{t_0}^{\xi} \) be the \( \nu \)-dimensional volume of the manifold \( \Omega_{t_0}^{\xi} \). We introduce the mappings \( \Omega^{\xi}: t \to \Omega^{\xi}(t) \) for all \( t \in U(t_0) \) and \( V^{\xi}: t \to V^{\xi}(t) \) for all \( t \in U(t_0) \) such that \( \Omega^{\xi}(t_0) = \Omega_{t_0}^{\xi} \), \( V^{\xi}(t_0) = V_{t_0}^{\xi} \). In this case, the scalar function of scalar argument

\[
V^{\xi}: t \to \int_{V_{t_0}^{\xi}} dx_0^{\nu} \quad \text{for all} \quad t \in U(t_0), \quad x_0^{\nu} \in \mathbb{R}^\nu,
\]

is an additive function of the \( \nu \)-dimensional volume.

For the scalar function \( V^{\xi} \) we evaluate the derivative \( DV^{\xi}: U(t_0) \to \mathbb{R} \), specifying the change of the \( \nu \)-dimensional volume \( V^{\xi}(t) \) in the neighborhood \( U(t_0) \). We add the increment \( \Delta t \) to the independent variable \( t \) and evaluate the coefficient at \( \Delta t \) in the Taylor formula for the scalar function \( V^{\xi}: t + \Delta t \to V^{\xi}(t + \Delta t) \) for all \( t + \Delta t \in U(t_0) \) with the remainder term \( o(\Delta t) \). Let \( \tilde{x}_i = x_i(t + \Delta t), \ i = 1, \ldots, n \). Then

\[
V^{\xi}(t + \Delta t) = \int_{V_{t+\Delta t}^{\xi}} dx_0^{\nu} \quad \text{for all} \quad t + \Delta t \in U(t_0), \quad \tilde{x}_0^{\nu} \in \mathbb{R}^\nu.
\]

On the other hand,

\[
V^{\xi}(t + \Delta t) = \int_{V_t^{\xi}} J(\tilde{x}_0^{\nu}; x_0^{\nu}) dx_0^{\nu} \quad \text{for all} \quad t + \Delta t \in U(t_0),
\]

where \( J(\tilde{x}_0^{\nu}; x_0^{\nu}) \) is the Jacobian. Moreover,

\[
\tilde{x}_i = x_i + f_i(x)\Delta t + o(\Delta t), \quad i = 1, \ldots, n,
\]

and the Jacobian

\[
J(\tilde{x}_0^{\nu}; x_0^{\nu}) =
\begin{vmatrix}
1 + \partial_{x_0^{\nu}} f_1(x)\Delta t + o(\Delta t) & \partial_{x_0^{\nu}} f_1(x)\Delta t + o(\Delta t) & \ldots & \partial_{x_0^{\nu}} f_1(x)\Delta t + o(\Delta t) \\
\partial_{x_0^{\nu}} f_2(x)\Delta t + o(\Delta t) & 1 + \partial_{x_0^{\nu}} f_2(x)\Delta t + o(\Delta t) & \ldots & \partial_{x_0^{\nu}} f_2(x)\Delta t + o(\Delta t) \\
\ldots & \ldots & \ldots & \ldots \\
\partial_{x_0^{\nu}} f_n(x)\Delta t + o(\Delta t) & \partial_{x_0^{\nu}} f_n(x)\Delta t + o(\Delta t) & \ldots & 1 + \partial_{x_0^{\nu}} f_n(x)\Delta t + o(\Delta t)
\end{vmatrix}
= 1 + \text{div}_x^{\nu} f(x) \Delta t + o(\Delta t),
\]

where \( \text{div}_x^{\nu} f(x) = \sum_{j=1}^{\nu} \partial_{x_0^{\nu}} f_j(x) \) for all \( x \in G \).

Therefore the first derivative of the scalar function \( V^{\xi}: U(t_0) \to \mathbb{R} \) is given by the formula

\[
DV^{\xi}: t \to \int_{V_t^{\xi}} \text{div}_x^{\nu} f(x) dx_0^{\nu} \quad \text{for all} \quad t \in U(t_0). \tag{1.1}
\]
Lemma 1.1 [12, pp. 317 – 319]. Suppose that λ-dimensional arcwise connected domain $G \subset \mathbb{R}^n$, $3 \leq \nu \leq \lambda$, has the homotopy group $\pi_{\nu-1}(G)$ of rank $r$, and for each sample $\xi = \xi_1, \ldots, \xi_\nu$ of dimension $\nu$ from the numbers $1, \ldots, n$, there exists the single-valued scalar function $\mu_\xi \in C^1(G)$ such that the divergence $\text{div}_\xi \nu M_\xi' \nu$ of the single-valued vector function $M_\xi' : x \to \mu_\xi(x)f(x)$ for all $x \in G^{(1.2)}$

is $\nu$-constant sign on the domain $G$. Then the following situation is impossible for $(\nu-1)$-dimensional compact regular integral manifolds of the ordinary autonomous differential system (D) with $f \in C^1(G)$ in any arcwise connected domain $G' \subset G$ with homotopy group $\pi_{\nu-1}(G')$ of rank $k \leq r$: each of $(\nu-1)$-dimensional compact regular integral manifolds $\Lambda^1, \ldots, \Lambda^k$ contains only one gap in its interior, and $(\nu-1)$-dimensional compact regular integral manifold $\Lambda^{k+1}$ contains all these $k$ gaps in its interior.

Proof. We use the following fact: if the system (D) with $f \in C^1(G)$ has a compact regular integral manifold of dimension $\nu - 1$ in the arcwise connected domain $G$, then this manifold is $(\nu - 1)$-dimensional compact regular integral manifold in the domain $G$ of the ordinary autonomous differential system with the vector field $M_\xi' : x \to \mu_\xi(x)f(x)$ for all $x \in G$, where the scalar function $\mu_\xi \in C^1(G)$.

Suppose the contrary, namely, let any of the compact regular $(\nu - 1)$-dimensional integral manifold $\Lambda^1, \ldots, \Lambda^k$ of system (D) with $f \in C^1(G)$ contain only one gap in its interior, and the compact regular $(\nu - 1)$-dimensional integral manifold $\Lambda^{k+1}$ of system (D) contains all these $k$ gaps. Then there exists a manifold $\Omega$ of dimension $\nu$ that is entirely inside the domain $G' \subset G$ and is bounded by the manifolds $\Lambda^1, \ldots, \Lambda^k, \Lambda^{k+1}$.

Let $\mathbb{R}^\nu_\xi$, where the multiindex $\xi = \xi_1, \ldots, \xi_\nu$, be the subspace of the phase space $\mathbb{R}^n$ for which the natural projection $\Omega^\xi$ of the manifold $\Omega$ has the dimension $\nu$.

Let us consider two logically possible cases:

1) the divergence $\text{div}_\xi \nu M_\xi' \nu$ on the domain $G'$ is $\nu$-positive;

2) the divergence $\text{div}_\xi \nu M_\xi' \nu$ on the domain $G'$ is $\nu$-negative.

In the first case, on the basis of the representation (1.1), we conclude that the $\nu$-dimensional volume of the manifold $\Omega^\xi$ increases as $t \to +\infty$. Since $\Lambda^1, \ldots, \Lambda^{k+1}$ are regular integral manifolds of dimensions $\dim \Lambda^j = \nu - 1, j = 1, \ldots, k + 1$, $\nu \geq 3$, we arrive at a contradiction. Since the contradiction thus obtained takes place for any subspace $\mathbb{R}^\nu_\xi \subset \mathbb{R}^n$ for which the natural projection $\Omega^\xi$ of the manifold $\Omega$ has the dimension $\dim \Omega^\xi = \nu, \nu \geq 3$, it follows that the assertion of the lemma holds for the case under consideration.

In the second case we arrive at a similar contradiction by substituting $t$ by $-t$. ■

Theorem 1.1 (a test for the boundedness of the number of possible compact regular integral manifolds of an ordinary autonomous differential system) [10]. Suppose that $\lambda$-dimensional arcwise connected domain $G' \subset G$ with $3 \leq \nu \leq \lambda$ has the homotopy group $\pi_{\nu-1}(G')$ of rank $r$ and for each sample $\xi = \xi_1, \ldots, \xi_\nu$ of dimension $\nu$ from the numbers $1, \ldots, n$ there exists the single-valued scalar function $\mu_\xi \in C^1(G')$ such that the divergence $\text{div}_\xi \nu M_\xi' \nu$ of the single-valued vector function (1.2) is $\nu$-constant sign on the domain $G'$. Then the ordinary autonomous differential system (D) with $f \in C^1(G)$ has at most $r$ compact regular integral manifolds of dimension $\nu - 1$ in the domain $G'$.

Proof. For $r = 1$, the desired assertion follows from Lemma 1.1.

Suppose that the assertion of Theorem 1.1 holds for $r = k$, i.e., for any $\lambda$-dimensional arcwise connected domain in $\mathbb{R}^n$ with homotopy group $\pi_{\nu-1}$ of rank $k$.

The following two logical cases are possible for a $\lambda$-dimensional arcwise connected domain $G'$ with homotopy group $\pi_{\nu-1}(G')$ of rank $k + 1$:

1) at least one gap is not inside a compact regular integral manifolds of dimension $\nu - 1$;
2) any gap is inside at least one compact regular integral manifolds of dimension $\nu - 1$.

In case 1), we split the domain $G'$ into two $\lambda$-dimensional parts such that the above gap...
is inside the boundary of one part, and the remaining gaps are inside the boundary of the other part. Then, in the first part, there is no \((\nu - 1)\)-dimensional compact regular integral manifolds of system \((D)\) with \(c f \in C^1(G)\), and the other part contains at most \(k - 1\) compact regular integral manifolds of this system (by assumption).

Therefore, in the first case, the domain \(G'\) contains at most \(k - 1\) compact regular integral manifolds of dimension \(\nu - 1\).

Let us consider case 2). Suppose that in the domain \(G'\) there are at least \(k + 1\) compact regular integral manifolds of dimension \(\nu - 1\). Then we have two logical possibilities:

a) no \((\nu - 1)\)-dimensional compact regular integral manifold contains all gaps in its interior;

b) there exists a compact regular integral manifold of dimension \(\nu - 1\) that contains all gaps in its interior.

Case a). Suppose \(\theta \geq 1\) gaps lie inside some \((\nu - 1)\)-dimensional compact regular integral manifold \(\Lambda^i\) and not exists \((\nu - 1)\)-dimensional compact regular integral manifold \(\Lambda^j\) such that this manifold also contain at least one of the remaining \(k - \theta\) gaps.

We split the domain \(G'\) into two \(\lambda\)-dimensional parts such that the chosen \((\nu - 1)\)-dimensional compact regular integral manifold \(\Lambda^i\) lies inside the boundary of one part, and no gap is outside this part. Then, by the Lemma 1.1, a compact regular integral manifold of dimension \(\nu - 1\) containing only these \(\theta\) gaps can be neither inside this manifold \(\Lambda^i\) nor outside it. Taking account of the ranks of the homotopy groups \(\pi_{\nu - 1}\) of the parts, we see that the first part contains at most \(\theta\) compact regular integral manifold of dimension \(\nu - 1\) and the other at most \(k - \theta\) ones. Hence, in the domain \(G'\), there are at most \(k\) compact regular integral manifold of dimension \(\nu - 1\).

Thus case a) is impossible.

Case b). By the Lemma 1.1, all gaps cannot lie inside two compact regular integral manifold of dimension \(\nu - 1\). Then, by the same Lemma 1.1, inside the external compact regular integral manifold of dimension \(\nu - 1\) there must be at least one gap not contained inside any compact regular integral manifold of dimension \(\nu - 1\) except for the external one. Just as in case 1), we split the domain bounded by the external \((\nu - 1)\)-dimensional compact regular integral manifold into two \(\lambda\)-dimensional parts and see that the external \((\nu - 1)\)-dimensional compact regular integral manifold contains at most \(k - 1\) integral \((\nu - 1)\)-dimensional compact regular integral manifolds in its interior. Hence, in the domain \(G'\), there are at most \(k\) compact regular integral manifold of dimension \(\nu - 1\).

Thus case b) is impossible.

The contradictions thus obtained mean that, in case 2), the domain \(G'\) contains at most \(k\) compact regular integral manifold of dimension \(\nu - 1\) of system \((D)\) with \(f \in C^1(G)\). 

From Theorem 1.1, we get a test for the absence of nonisolated compact regular integral manifolds of an ordinary autonomous differential system.

**Corollary 1.1.** Under the assumptions of Theorem 1.1, in the domain \(G' \subset G\) system \((D)\) with \(f \in C^1(G)\) has no nonisolated \((\nu - 1)\)-dimensional compact regular integral manifolds.

**Example 1.1.** The fifth-order ordinary autonomous differential system

\[
\begin{align*}
\frac{dx_1}{dt} &= -x_1 - x_2 + x_1 g(x) \equiv f_1(x), \\
\frac{dx_2}{dt} &= x_1 - x_2 + x_2 g(x) \equiv f_2(x), \\
\frac{dx_3}{dt} &= -x_3 - x_4 + x_3 g(x) \equiv f_3(x), \\
\frac{dx_4}{dt} &= x_3 - x_4 + x_4 g(x) \equiv f_4(x), \\
\frac{dx_5}{dt} &= -5x_5 g(x) \equiv f_5(x),
\end{align*}
\]

where the scalar function \(g: x \to x_1^2 + x_2^2 + x_3^2 + x_4^2\) for all \(x \in \mathbb{R}^5\), has three-dimensional compact regular integral manifold

\[
\{x: g(x) = 1, \ x_5 = 0\}.
\]
It can easily be checked that the derivative by virtue of system (1.3) is

\[ D_t (g(x) - 1)_{|_{(1.3)}} = 2(g(x) - 1)g(x) \] for all \( x \in \mathbb{R}^5 \).

Let us prove its uniqueness (in the class of three-dimensional compact regular integral manifolds) with the help of Theorem 1.1.

The straight line \( x_1 = x_2 = x_3 = x_4 = 0 \) is a line of equilibria of system (1.3). The domain \( G' \) from \( \mathbb{R}^5 \setminus \{ x: x_1 = x_2 = x_3 = x_4 = 0 \} \) has the homotopy group \( \pi_3(G') \) of rank 1.

Suppose

\[ \mu^4_{1234}(x) = g^{-3}(x) \] for all \( x \in G' \),
\[ \mu^4_{2345}(x) = \mu^4_{1345}(x) = \mu^4_{1245}(x) = \mu^4_{1235}(x) = 1 \] for all \( x \in G' \).

Then the divergences of the vector functions

\[ M^4_{1234}(x) = \mu^4_{1234}(x)(f_1(x), \ldots, f_4(x), 0) \] for all \( x \in G' \),
\[ M^4_{1235}(x) = (f_1(x), f_2(x), f_3(x), 0, f_5(x)) \] for all \( x \in G' \),
\[ M^4_{1245}(x) = (f_1(x), f_2(x), 0, f_4(x), f_5(x)) \] for all \( x \in G' \),
\[ M^4_{1345}(x) = (f_1(x), 0, f_3(x), f_4(x), f_5(x)) \] for all \( x \in G' \),
\[ M^4_{2345}(x) = (0, f_2(x), \ldots, f_5(x)) \] for all \( x \in G' \)
are 4-definite functions on the domain \( G' \):

\[ \text{div}^4_{1234} M^4_{1234}(x) = \frac{2}{(x_1^2 + x_2^2 + x_3^2 + x_4^2)^3} > 0; \]
\[ \text{div}^4_{1235} M^4_{1235}(x) = -(3 + 2x_4^2) < 0; \]
\[ \text{div}^4_{1245} M^4_{1245}(x) = -(3 + 2x_3^2) < 0; \]
\[ \text{div}^4_{1345} M^4_{1345}(x) = -(3 + 2x_2^2) < 0; \]
\[ \text{div}^4_{2345} M^4_{2345}(x) = -(3 + 2x_1^2) < 0. \]

By Theorem 1.1, the manifold (1.4) is the unique three-dimensional compact regular integral manifold of the ordinary autonomous differential system (1.3).

\section*{1.2. Autonomous total differential system}

\subsection*{1.2.1. Test of the boundedness of the number of compact regular integral manifolds.}

Autonomous system of total differential equations (TD) induces \( m \) ordinary autonomous differential systems of \( n \)-th order

\[ dx = X^j(x) \, dt_j, \quad j = 1, \ldots, m, \] (Dj)

where \( X^j(x) = \text{col} (X_{1j}(x), \ldots, X_{nj}(x)) \) for all \( x \in G \).

\textbf{Lemma 1.2.} If the system (TD) has a regular integral manifold, then each of the systems (Dj), \( j = 1, \ldots, m \), has the same regular integral manifold. In addition, the compactness of regular integral manifolds is preserved.

We can prove Lemma 1.2 by the method of fixing \( m - 1 \) independent variables \( t_1, \ldots, t_m \).

Using Lemma 1.2, from Theorem 1.1, we get a test of the boundedness of the number of compact regular integral manifolds for an autonomous total differential system [10].
Theorem 1.2. Suppose that $\lambda$-dimensional arcwise connected domain $G' \subset G$ with $3 \leq \nu \leq \lambda$ has the homotopy group $\pi_{\nu-1}(G')$ of rank $r$ and for each sample $\xi = \xi_1 \ldots \xi_\nu$ of dimension $\nu$ from the numbers $1, \ldots, n$, there exists the single-valued scalar function $\mu^\nu_{\xi_j} \in C^1(G')$, $j \in \{1, \ldots, m\}$, such that the divergence $\text{div}_\xi M^\nu_{\xi_j}$ of the single-valued vector function $M^\nu_{\xi_j}: x \rightarrow \mu^\nu_{\xi_j}(x)X^j(x)$ for all $x \in G'$ is $\nu$-constant sign on the domain $G'$.

Then the autonomous total differential system (TD) with $X \in C^1(G)$ has at most $r$ compact regular integral manifolds of dimension $\nu - 1$ in the domain $G'$.

Using the estimates of Theorem 1.2 and successively considering the ordinary autonomous differential systems (D1), . . . , (Dm), we can estimate the total possible number of compact regular integral manifolds of system (TD).

From Theorem 1.2, we obtain a test of the absence of nonisolated compact regular integral manifolds for an autonomous total differential system.

Corollary 1.2. If there exists $j \in \{1, \ldots, m\}$ such that the system (Dj) satisfies the assumptions of Theorem 1.2, then the system (TD) with $X \in C^1(G)$ has no nonisolated compact regular integral manifolds of dimension $\nu - 1$ in the domain $G' \subset G$.

Example 1.2. For the autonomous system of total differential equations

$$
\begin{aligned}
\frac{dx_1}{dt} &= ( - x_1 - x_2 + x_3g(x) ) dt_1 + ( - x_1 + x_4 + x_1g(x) ) dt_2, \\
\frac{dx_2}{dt} &= ( x_1 - x_2 + x_2g(x) ) dt_1 + ( - x_2 + x_3 + x_2g(x) ) dt_2, \\
\frac{dx_3}{dt} &= ( - x_3 - x_4 + x_3g(x) ) dt_1 + ( - x_2 - x_3 + x_3g(x) ) dt_2, \\
\frac{dx_4}{dt} &= ( x_3 - x_4 + x_4g(x) ) dt_1 + ( - x_1 - x_4 + x_4g(x) ) dt_2,
\end{aligned}
$$

(1.5)

where $g: x \rightarrow x_1^2 + x_2^2 + x_3^2 + x_4^2$ for all $x \in \mathbb{R}^4$, the sphere $S^3 = \{ x : g(x) = 1 \}$ is a three-dimensional compact regular integral manifold. We see that the differential by virtue of the total differential system (1.5) is

$$
d(g(x) - 1)_{(1.5)} = 2(g(x) - 1)g(x)(dt_1 + dt_2) \quad \text{for all} \quad (t, x) \in \mathbb{R}^6.
$$

Let us consider the ordinary differential system

$$
\begin{aligned}
\frac{dx_1}{dt} &= ( - x_1 - x_2 + x_1g(x) ) dt_1, \\
\frac{dx_2}{dt} &= ( x_1 - x_2 + x_2g(x) ) dt_1, \\
\frac{dx_3}{dt} &= ( - x_3 - x_4 + x_3g(x) ) dt_1, \\
\frac{dx_4}{dt} &= ( x_3 - x_4 + x_4g(x) ) dt_1
\end{aligned}
$$

(1.6)

induced by the total differential system (1.5).

Let $\mu^4_{1234}: x \rightarrow g^{-3}(x)$ for all $x \in G'$, where a domain $G' \subset \mathbb{R}^4 \backslash \{(0, 0, 0, 0)\}$. Then, for the ordinary autonomous differential system (1.6), the divergence of the vector function $M^4_{1234}$ is 4-positive sign on the domain $G'$:

$$
\text{div} M^4_{1234}(x) = 2g^{-3}(x) > 0 \quad \text{for all} \quad x \in G'.
$$

Since the rank of the homotopy group $\pi_3(G')$ is 1 we see that the sphere $S^3 = \{ x : g(x) = 1 \}$ is the unique three-dimensional compact regular integral manifold of the ordinary autonomous differential system (1.6) (by Theorem 1.1).

By Theorem 1.2, the sphere $S^3 = \{ x : g(x) = 1 \}$ is the unique three-dimensional compact regular integral manifold of the total differential system (1.5).

1.2.2. Tests of the absence of compact regular orbits. Consider the completely solvable autonomous system of total differential equations (TD) with $X \in C^k(G)$, $1 \leq k \leq \infty$. Let us remember that the Frobenius conditions [13] for completely solvability of system (TD)
we may represent via Poisson brackets as the identities
\[
[\mathbf{X}_j(x), \mathbf{X}_l(x)] = \mathbf{0} \quad \text{for all } x \in G, \ j = 1, \ldots, m, \ l = 1, \ldots, m, \tag{1.7}
\]
where \( \mathbf{0} \) is the null operator, the linear differential operators
\[
\mathbf{X}_j(x) = \sum_{i=1}^{n} X_{ij}(x) \partial_{x_i} \quad \text{for all } x \in G, \ j = 1, \ldots, m,
\]
induced by system (TD) are operators of differentiation by virtue of system (TD).

**Theorem 1.3** (the first test of the absence of compact regular orbits for an autonomous total differential system) [11]. Suppose there exists a single-valued scalar function \( N \in C^1(G'), G' \subset G \), such that
\[
\mathbf{X}_j(x) N(x) = H_j(x) \quad \text{for all } x \in G', \ j = 1, \ldots, m, \tag{1.8}
\]
and the function \( H_k: G' \to \mathbb{R} \) is definite for at least one \( k \in \{1, \ldots, m\} \). Then the completely solvable system (TD) with \( X \in C^\infty(G) \) has no compact regular orbits in the domain \( G' \).

**Proof.** Suppose that in the domain \( G' \), there is a compact regular orbit of the completely solvable total differential system (TD) with \( X \in C^\infty(G) \) corresponding to a periodic solution \( x: t \to x(t) \) for all \( t \in D \) with period \( T = (T_1, \ldots, T_m) \) and initial condition \( x_0 = x(t_0), \ t_0 = (t_{01}, \ldots, t_{0m}), \ t_0 \in D, \ x_0 \in G' \). Then \( T_j \neq 0, \ j = 1, \ldots, m, \) and, by Theorem 5.4 in [13, c. 31], this solution can be continued to the entire space \( \mathbb{R}^m \).

Let the function \( H_k: G' \to \mathbb{R} \) be positive definite (negative definite). Then from the system of identities (1.8), we find that if \( t_j = t_{0j}, \ j = 1, \ldots, m, \ j \neq k, \ t_{0k} \leq t_k \leq t_{0k} + T_k \), then the function \( v: t_k \to N(x(t)) \) is strictly increasing (strictly decreasing). Therefore, \( v(t_{0k}) < v(t_{0k} + T_k) \) (\( v(t_{0k}) > v(t_{0k} + T_k) \)), which, together with the single-valuedness of \( N \), contradicts the periodicity of solution \( x: t \to x(t) \) for all \( t \in D \).

This contradiction completes the proof of Theorem 1.3. \( \blacksquare \)

The first test (Theorem 1.3) is coordinated with the Poisson test and his generalized version (Theorem 0.1) when the generalized Lyapunov function used to determine the absence of closed trajectories for the ordinary autonomous differential system of the second order (0.1).

We introduce the linear differential form
\[
\omega(x) = \sum_{i=1}^{n} w_i(x) \, dx_i \quad \text{for all } x \in G' \tag{1.9}
\]
that is exact on the domain \( G' \subset G \) and has continuously differentiable on the domain \( G' \) coefficients \( w_i: G' \to \mathbb{R}, \ i = 1, \ldots, n, \) i.e., \( \omega \in C^1(G') \).

Since the 1-form (1.9) is exact on the domain \( G' \), we see that there exists a single-valued function \( N: G' \to \mathbb{R} \) such that the total differential
\[
dN(x) = \omega(x) \quad \text{for all } x \in G'.
\]
Therefore,
\[
\mathbf{X}_j N(x) = \sum_{i=1}^{n} w_i(x) X_{ij}(x) \quad \text{for all } x \in G', \ j = 1, \ldots, m. \tag{1.10}
\]

Using Theorem 1.3, we obtain the second test of the absence of compact regular orbits for an autonomous total differential system [11].

**Theorem 1.4.** If there exists on the domain \( G' \subset G \) a linear differential form (1.8) such that the sum \( \sum_{i=1}^{n} w_i(x) X_{ij}(x) \) is definite on the domain \( G' \) for at least one \( j \in \{1, \ldots, m\} \), then the system (TD) with \( X \in C^\infty(G) \) has no compact regular orbits in the domain \( G' \).
Note that Theorem 1.4 (unlike Theorem 1.3) does not require knowledge of the function $N$ and only assumes that the derivative (1.10) of $N$ by virtue of one of the ordinary autonomous differential systems $(D_j)$ induced by the completely solvable system (TD) with $X \in C^\infty(G)$ is definite on the domain $G'$.

Let us consider a linear homogeneous autonomous system of total differential equations
\[ dx = A(x) \, dt, \quad (1.11) \]
where $t \in \mathbb{R}^m$, $x \in \mathbb{R}^n$, $dx = \text{col} (dx_1, \ldots, dx_n)$, $dt = \text{col} (dt_1, \ldots, dt_m)$, $m < n$, the entries of $n \times m$ matrix $A(x) = \|a_{ij}(x)\|$ for all $x \in \mathbb{R}^n$ are linear homogeneous functions $a_{ij}: x \to \sum_{\tau=1}^{n} a_{ij\tau} x_\tau$ for all $x \in \mathbb{R}^n$, $a_{ij\tau} \in \mathbb{R}$, $i = 1, \ldots, n$, $j = 1, \ldots, m$, $\tau = 1, \ldots, n$.

The Frobenius conditions for completely solvability of system (1.11) are equivalent
\[ A_jA_l = A_lA_j, \quad j = 1, \ldots, m, \quad l = 1, \ldots, m, \]
where the $n \times n$-matrices $A_j = \|a_{rji}\|$, $j = 1, \ldots, m$ ($r$ is a row number, $i$ is a column number).

By Theorem 1.1 in [20, p. 30] (or Lemma 7.5.1 in [21, p. 249]) and Theorem 1.3, we have a test of the absence of compact regular orbits for a linear homogeneous autonomous total differential system [11].

**Theorem 1.5.** If at least one of the matrices $A_j$ has eigenvalues $\lambda_i^j, \ldots, \lambda_n^j$ such that $\lambda_i^j + \lambda_l^j \neq 0$, $i = 1, \ldots, n$, $\tau = 1, \ldots, n$, $j \in \{1, \ldots, m\}$, then the completely solvable linear homogeneous autonomous total differential system (1.11) has no compact regular orbits.

2. The boundedness of the number of compact integral hypersurfaces

2.1. System of exterior differential equations

**Theorem 2.1** (a test for the boundedness of the number of possible compact integral hypersurfaces of a system of exterior differential equations). Let a domain $G' \subset G$ have the homotopy group $\pi_{n-1}(G')$ of rank $r$. Suppose that there exist an $(n-2)$-form $\alpha \in C^2(G')$ and $(n-p_j-1)$-forms $\gamma_j \in C^1(G')$, $j = 1, \ldots, m$, such that the exterior differentials of sum
\[ d\left( d\alpha(x)_{(ED)} + \sum_{j=1}^{m} \zeta_j(x) \wedge \gamma_j(x) \right) = B(x) \, dx_1 \wedge \ldots \wedge dx_n, \quad (2.1) \]
where the function $B: G' \to \mathbb{R}$ is constant sign. Then in the domain $G'$ the system (ED) with $\zeta_j \in C^\infty(G)$, $j = 1, \ldots, m$, has at most $r$ compact integral hypersurfaces.

**Proof** of Theorem 2.1 [9] is similar to that one in Theorem 1.1 when $\nu = n$. Also, we use the following

**Lemma 2.1.** Let the assumptions of Theorem 2.1 be valid. Then the following arrangement is impossible for compact integral hypersurfaces of the system of external differential equations (ED) with $\zeta_j \in C^\infty(G)$, $j = 1, \ldots, m$, in any subdomain $\Omega$ of the domain $G' \subset G$ with homotopy group $\pi_{n-1}(\Omega)$ of rank $s$, $s \leq r$: any of $s$ gaps is surrounded by its own compact integral hypersurface $\partial \Sigma_1, \ldots, \partial \Sigma_s$, and a compact integral hypersurface $\partial \Sigma_{s+1}$ surrounds these $s$ gaps; moreover, the hypersurfaces $\partial \Sigma_1, \ldots, \partial \Sigma_s$ are disjoint, do not surround each other, and are entirely surrounded by the hypersurface $\partial \Sigma_{s+1}$.

**Proof.** We prove Lemma 2.1 by contradiction. Assume that the situation described in Lemma 2.1 takes place. Then by $\Sigma$ we denote the domain bounded by the hypersurface $\partial \Sigma = \bigcup_{\tau=1}^{s+1} \partial \Sigma_\tau$. Taking into account the Stokes formula for an oriented manifold with boundary and the identity (2.1), we obtain
\[
\int \left( \frac{\partial \alpha(x)}{\partial \Sigma} \right)_{(ED)} + \sum_{j=1}^{m} \zeta_j(x) \wedge \gamma_j(x) = 0
\]

(2.2)

\[
= (-1)^n \int_{\Sigma} d \left( \frac{\partial \alpha(x)}{\partial \Sigma} \right)_{(ED)} + \sum_{j=1}^{m} \zeta_j(x) \wedge \gamma_j(x) = (-1)^n \int_{\Sigma} B(x) \, d\Sigma.
\]

Using the Poincaré theorem [15, p. 111] to the effect that \(d(\omega(x)) = 0\) for all \(x \in G\), where the differential form \(\omega \in C^2(G)\), in view of the system of exterior differential equations (ED) we have

\[
\int \left( \frac{\partial \alpha(x)}{\partial \Sigma} \right)_{(ED)} + \sum_{j=1}^{m} \zeta_j(x) \wedge \gamma_j(x) \bigg|_{(ED)} = 0
\]

(2.3)

\[
= (-1)^n \int_{\Sigma} d \left( \frac{\partial \alpha(x)}{\partial \Sigma} \right)_{(ED)} + \int_{\partial \Sigma} \sum_{j=1}^{m} (\zeta_j(x) \wedge \gamma_j(x)) \bigg|_{(ED)} = 0.
\]

By virtue of (2.2), the equality (2.3) is impossible, since the integrand of the multiple integral occurring on the right-hand side in the chain of relations (2.2) is a constant sign function on the domain \(G'\) and \(\Sigma \subset \Omega \subset G'\). The obtained contradiction completes the proof of Lemma 2.1. ■

**Example 2.1.** Consider the system of exterior differential equations

\[
\zeta_j(x) = 0, \quad j = 1, \ldots, 4
\]

(2.4)

where the differential forms

\[
\zeta_1(x) = (x_1^2 + x_2^2 + x_3^2 + x_4^2)(x_2 \, dx_1 + (x_3 + x_4^2) \, dx_2) + (x_1 + x_2 - x_3 + x_4 + x_1^2 - 2x_1x_2 + 3x_3^2) \, dx_3 + (2x_2 - x_3 + 5x_4 + 3x_1^2 - x_2^2 + 2x_3^2 - 5x_4^2) \, dx_4 \quad \text{for all} \ x \in \mathbb{R}^4,
\]

\[
\zeta_2(x) = dx_1 + x_1(-2x_2 + x_1^2) \, dx_2 + (x_1^2 + x_2^2) \, dx_3 + (x_1^2 + x_2^2) \, dx_4 \quad \text{for all} \ x \in \mathbb{R}^4,
\]

\[
\zeta_3(x) = (-1 + 2x_1 + (x_1^2 + x_2^2 + x_3^2 + x_4^2)(1 - x_2^2)) \, dx_1 + (5 + 2x_2 - (x_1^2 + x_2^2 + x_3^2 + x_4^2)(5 + x_3 + x_4^2)) \, dx_2 + (-x_1 - x_2 + 3x_3 - x_4 - x_1^2 + 2x_1x_2 - 3x_4^2) \, dx_3 + (2x_2 + x_3 - 3x_4 - 3x_1^2 + x_2^2 - 2x_3^2 + 5x_4^2) \, dx_4 \quad \text{for all} \ x \in \mathbb{R}^4,
\]

\[
\zeta_4(x) = x_1^2 \, dx_1 \wedge dx_4 + x_2^2 \, dx_2 \wedge dx_3 \quad \text{for all} \ x \in \mathbb{R}^4.
\]

The system (2.4) such that the differential 2-forms

\[
\alpha(x) = x_1 \, dx_3 \wedge dx_4 \quad \text{for all} \ x \in \mathbb{R}^4,
\]

\[
\gamma_1(x) = \frac{1}{x_1^2 + x_2^2 + x_3^2 + x_4^2} \, dx_3 \wedge dx_4 \quad \text{for all} \ x \in G', \quad \gamma_2(x) = \gamma_3(x) = 0 \quad \text{for all} \ x \in \mathbb{R}^4,
\]

and the differential 1-form

\[
\gamma_4(x) = 0 \quad \text{for all} \ x \in \mathbb{R}^4
\]

on the domain \(G' = \mathbb{R}^4\setminus\{(0,0,0,0)\}\) satisfy the relations

\[
\frac{\partial \alpha(x)}{\partial \Sigma} = x_1(2x_2 - x_1^2) \, dx_2 \wedge dx_3 \wedge dx_4,
\]

\[
\zeta_1(x) \wedge \gamma_1(x) = x_2^2 \, dx_1 \wedge dx_3 \wedge dx_4 + (x_3 + x_4^2) \, dx_2 \wedge dx_3 \wedge dx_4,
\]

and the differential 2-forms

\[
\alpha(x) = x_1 \, dx_3 \wedge dx_4 \quad \text{for all} \ x \in \mathbb{R}^4,
\]

\[
\gamma_1(x) = \frac{1}{x_1^2 + x_2^2 + x_3^2 + x_4^2} \, dx_3 \wedge dx_4 \quad \text{for all} \ x \in G', \quad \gamma_2(x) = \gamma_3(x) = 0 \quad \text{for all} \ x \in \mathbb{R}^4,
\]

and the differential 1-form

\[
\gamma_4(x) = 0 \quad \text{for all} \ x \in \mathbb{R}^4
\]
\[ \zeta_2(x) \land \gamma_2(x) = \zeta_3(x) \land \gamma_3(x) = \zeta_4(x) \land \gamma_4(x) = 0, \]
\[ d\left(\left.\alpha(x)\right|_{(2.4)} + \sum_{j=1}^{4} \zeta_j(x) \land \gamma_j(x)\right) = -3x_1^2 \, dx_1 \land dx_2 \land dx_3 \land dx_4. \]

By Theorem 2.1, in the domain \( G' = \mathbb{R}^4 \setminus \{(0,0,0,0)\} \) with homotopy group \( \pi_3(G') \) of rank 1 the system (2.4) can have at most one compact integral hypersurface.

Since
\[ dw(x) = \left(\zeta_1(x) + \zeta_3(x)\right)\big|_{w(x)=0}, \]
where \( w: x \rightarrow x_1^2 + x_2^2 + x_3^2 + x_4^2 - 1 \) for all \( x \in \mathbb{R}^4 \), we see that the sphere \( S^3 = \{x: w(x) = 0\} \) is this single compact integral hypersurface of system (2.4).

The possibility of the fact that some gap or a set of gaps of the domain \( G' \) is not surrounded by a compact integral hypersurface of the system of exterior differential equations (ED) with \( \zeta_j \in C^\infty(G), \ j = 1, \ldots, m \), can be considered on the basis of the notion of invariance of a differential form on the domain \( G' \) with respect to system (ED).

A differential \((n-2)\)-form \( \theta \) is said to be invariant on the domain \( G' \subset G \) under the system of exterior differential equations (ED) if it is closed on any \((n-2)\)-dimensional manifold of this system, i.e.,
\[ d\theta(x)|_{(ED)} = 0 \quad \text{for all} \ x \in G', \]
or, in other words, there exist \((n-p_j-1)\)-forms \( \eta_j, j = 1, \ldots, m \), with continuously differentiable coefficients on the domain \( G' \) and such that the exterior differential
\[ d\theta(x) = \sum_{j=1}^{m} \zeta_j(x) \land \eta_j(x) \quad \text{for all} \ x \in G'. \]

The index of the gap \( \Theta \) of the domain \( G' \) with respect to the closed differential \((n-1)\)-form \( \delta \) on the domain \( G' \) is called the number \( \text{ind}_\delta \Theta = \int_S \delta \), where \( S \) is a manifold homeomorphic to a hypersphere lying in the domain \( G' \) such that the gap \( \Theta \) is the only obstruction to the continuous contraction of this manifold into a point.

**Theorem 2.2** [9]. Let a domain \( G' \subset G \) have the homotopy group \( \pi_{n-1}(G') \) of rank \( r \), and let there exist differential \((n-2)\)-forms \( \alpha \in C^2(G'), \theta \in C^2(G'), \) and \((n-p_j-1)\)-forms \( \gamma_j \in C^1(G'), \ j = 1, \ldots, m, \) such that the \((n-2)\)-form \( \theta \) is invariant on the domain \( G' \) with respect to the system of exterior differential equations (ED) with \( \zeta_j \in C^\infty(G), \ j = 1, \ldots, m, \) and the exterior differential of sum
\[ d\left(\left.\alpha(x)\right|_{(ED)} + d\theta(x) + \sum_{j=1}^{m} \zeta_j(x) \land \gamma_j(x)\right) = B(x) \, dx_1 \land \ldots \land dx_n \quad \text{for all} \ x \in G', \]  
where the function \( B: G' \rightarrow \mathbb{R} \) is constant sign. Then the following assertions are valid:
1) the system (ED) can have at most \( r \) compact integral hypersurfaces in the domain \( G' \);
2) any set of gaps of the domain \( G' \) surrounded by a compact integral hypersurface of system (ED) has the zero total index with respect to the \((n-1)\)-form \( d\theta \).

**Proof.** The first assertion readily follows from Theorem 2.1. Since on the domain \( G' \) the exterior differential
\[ d\left(\left.\alpha(x)\right|_{(ED)} + d\theta(x) + \sum_{j=1}^{m} \zeta_j(x) \land \gamma_j(x)\right) = d\left(\left.\alpha(x)\right|_{(ED)} + \sum_{j=1}^{m} \zeta_j(x) \land \gamma_j(x)\right), \]
we see that from the condition (2.5), we get the condition (2.1).
We prove the second assertion by contradiction. Let the gaps \( \Theta_\tau, \tau = 1, \ldots, s \), on the domain \( G' \) have the nonzero total index \( \sum_{\tau=1}^s \text{ind}_d \Theta_\tau \neq 0 \) with respect to the \((n-1)\)-form \( d\theta \). Then the integral \( \int_{\partial \Xi} d\theta(x) \neq 0 \) on any compact hypersurface \( \partial \Xi \) from the domain \( G' \) surrounding all gaps \( \Theta_\tau, \tau = 1, \ldots, s \), but no other gaps. Suppose that one of the compact hypersurfaces \( \partial \Xi \) is an compact integral hypersurface of the system of exterior differential equations (ED); we denote it by \( \partial \Sigma \). Then the integral \( \int_{\partial \Sigma} d\theta(x) \neq 0 \).

On the other hand, the \((n-2)\)-form \( \theta \) is invariant on the domain \( G' \) with respect to the system of exterior differential equations (ED). Therefore the integral \( \int_{\partial \Sigma} d\theta(x) = 0 \). The obtained contradiction completes the proof of Theorem 2.2. \( \blacksquare \)

### 2.2. Pfaff system of equations

#### 2.2.1. The first boundedness test for the number of compact integral hypersurfaces

The following Theorems 2.3 and 2.4 [9, 16] are straightforward corollaries of Theorems 2.1 and 2.2 for a Pfaff system of equations.

**Theorem 2.3** (the first boundedness test for the number of compact integral hypersurfaces of a Pfaff system of equations). Let a domain \( G' \subset G \) have the homotopy group \( \pi_{n-1}(G') \) of rank \( r \), and let there exist \((n-2)\)-forms \( \alpha \in C^2(G') \) and \( \ell_j \in C^1(G'), j = 1, \ldots, m \), such that on the domain \( G' \) the exterior differential of sum

\[
d\left( \alpha(x) |_{\text{Pf}} \right) + \sum_{j=1}^m \omega_j(x) \wedge \ell_j(x) = B(x) \, dx_1 \wedge \ldots \wedge dx_n,
\]

where the function \( B: G' \to \mathbb{R} \) is constant sign. Then the Pfaff system of equations (Pf) with \( \omega_j \in C^\infty(G), j = 1, \ldots, m \), in the domain \( G' \) has at most \( r \) compact integral hypersurfaces.

**Theorem 2.4.** Let a domain \( G' \subset G \) have the homotopy group \( \pi_{n-1}(G') \) of rank \( r \), and let there exist \((n-2)\)-forms \( \alpha \in C^2(G'), \theta \in C^2(G'), \ell_j \in C^1(G'), j = 1, \ldots, m \), such that the \((n-2)\)-form \( \theta \) is invariant on the domain \( G' \) with respect to the Pfaff system of equations (Pf) with \( \omega_j \in C^\infty(G), j = 1, \ldots, m \), and the exterior differential

\[
d\left( \alpha(x) |_{\text{Pf}} \right) + d\theta(x) + \sum_{j=1}^m \omega_j(x) \wedge \ell_j(x) = B(x) \, dx_1 \wedge \ldots \wedge dx_n \quad \text{for all } x \in G',
\]

where the function \( B: G' \to \mathbb{R} \) is constant sign. Then the following assertions are valid:

1) the system (Pf) has at most \( r \) compact integral hypersurfaces in the domain \( G' \);
2) any set of gaps of the domain \( G' \) surrounded by a compact integral hypersurface of system (Pf) has the zero total index with respect to the \((n-1)\)-form \( d\theta \).

**Example 2.2.** Let us consider the Pfaff system of equations

\[
\omega_1(x) = 0, \quad \omega_2(x) = 0,
\]

where the differential 1-forms

\[
\omega_1(x) = x_1 \, dx_1 + x_2 \, dx_2 + g(x)(x_4 \, dx_3 - x_3 \, dx_4) \quad \text{for all } x \in \mathbb{R}^4,
\]

\[
\omega_2(x) = x_1 \, dx_1 + x_2 \, dx_2 + (2x_3 - x_4) \, dx_3 + (x_3 + 2x_4) \, dx_4 \quad \text{for all } x \in \mathbb{R}^4,
\]

the scalar function \( g(x) = x_1^2 + x_2^2 + x_3^2 + x_4^2 \) for all \( x \in \mathbb{R}^4 \).

The Pfaff system (2.6) such that the differential 2-forms \( \alpha(x) = 0 \) for all \( x \in \mathbb{R}^4 \),

\[
\ell_1(x) = g^{-1}(x) \, dx_1 \wedge dx_2 \quad \text{for all } x \in G', \quad \ell_2(x) = dx_3 \wedge dx_4 \quad \text{for all } x \in \mathbb{R}^4
\]
on the domain $G' = \mathbb{R}^4 \setminus \{(0, 0, 0, 0)\}$ satisfy the relations

$$\omega_1(x) \wedge \ell_1(x) = x_4 \, dx_1 \wedge dx_2 \wedge dx_3 - x_3 \, dx_1 \wedge dx_2 \wedge dx_4,$$

$$\omega_2(x) \wedge \ell_2(x) = x_1 \, dx_1 \wedge dx_3 \wedge dx_4 + x_2 \, dx_2 \wedge dx_3 \wedge dx_4,$$

$$d(\omega_1(x) \wedge \ell_1(x) + \omega_2(x) \wedge \ell_2(x)) = -2 \, dx_1 \wedge dx_2 \wedge dx_3 \wedge dx_4.$$

Therefore (by Theorem 2.3) in the domain $G' = \mathbb{R}^4 \setminus \{(0, 0, 0, 0)\}$ with homotopy group $\pi_3(G')$ of rank 1 the Pfaff system (2.6) can have at most one compact integral hypersurface.

Now, if we take into account the fact that

$$d(g(x) - 1) = (\omega_1(x) + \omega_2(x))\big|_{g(x)=1},$$

then we see that the sphere $S^3 = \{x: g(x) = 1\}$ is this single compact integral hypersurface of the Pfaff system of equations (2.6).

**Example 2.3.** Consider the Pfaff system of equations

$$\omega_1(x) = 0, \quad \omega_2(x) = 0, \quad (2.7)$$

where the differential 1-forms

$$\omega_1(x) = x_3((x_1 - 2)^2 + x_2^2 + x_3^2) \, dx_1 + x_3 \, dx_2 + x_2((x_1 - 2)^2 + x_2^2 + x_3^2) \, dx_3$$

for all $x \in \mathbb{R}^3$,

$$\omega_2(x) = \left(\left(\sqrt{x_1^2 + x_2^2} - 2\right)^2 + x_3^2 - 1 + x_1 \sqrt{x_1^2 + x_2^2} \left(\sqrt{x_1^2 + x_2^2} - 2\right)\right) \, dx_1 +$$

$$+ \left(\left(\sqrt{x_1^2 + x_2^2} - 2\right)^2 + x_3^2 - 1 + x_2 \sqrt{x_1^2 + x_2^2} \left(\sqrt{x_1^2 + x_2^2} - 2\right)\right) \, dx_2 +$$

$$+ x_3(x_1^2 + x_2^2) \, dx_3$$

for all $x \in \mathbb{R}^3$.

The Pfaff system (2.7) such that the differential 1-forms $\alpha(x) = 0$ for all $x \in \mathbb{R}^3$,

$$\ell_1(x) = \frac{1}{(x_1 - 2)^2 + x_2^2 + x_3^2} \, dx_2 \quad \text{for all } x \in G', \quad \ell_2(x) = 0 \quad \text{for all } x \in \mathbb{R}^3,$$

on the domain $G' = \mathbb{R}^3 \setminus \{(2, 0, 0)\}$ satisfy the relations

$$\omega_1(x) \wedge \ell_1(x) = x_3 \, dx_1 \wedge dx_2 - x_2 \, dx_2 \wedge dx_3, \quad \omega_2(x) \wedge \ell_2(x) = 0,$$

$$d(\omega_1(x) \wedge \ell_1(x) + \omega_2(x) \wedge \ell_2(x)) = dx_1 \wedge dx_2 \wedge dx_3.$$

Consequently (by Theorem 2.3) in the domain $G' = \mathbb{R}^3 \setminus \{(2, 0, 0)\}$ with homotopy group $\pi_2(G')$ of rank 1 the Pfaff system (2.7) can have at most one compact integral hypersurface. Since

$$dw(x) = \frac{2}{x_1^2 + x_2^2} \, \omega_2(x)\big|_{w(x)=0},$$

where the scalar function

$$w: x \to \left(\sqrt{x_1^2 + x_2^2} - 2\right)^2 + x_3^2 - 1$$

for all $x \in \mathbb{R}^3$,

we see that the two-dimensional torus $\{x: w(x) = 0\}$ is this single compact integral hypersurface of the Pfaff system of equations (2.7).

**Theorem 2.5.** A linear Pfaff system has no isolated compact integral hypersurfaces.

*Proof.* Suppose a linear Pfaff system of equations is induced the 1-forms $\omega_j$, $j = 1, \ldots, m$, with linear coordinate functions. Let us consider the following two logical possibilities:

1) there exists an index $k \in \{1, \ldots, m\}$ such that $d\omega_k(x) \neq 0$;
2) \( d \omega_j(x) = 0 \) for all \( x \in \mathbb{R}^n, j = 1, \ldots, m \).

In the first case, the exterior differential has the form
\[
d \omega_k(x) = \sum_{1 \leq i < \tau \leq n} c_{irk} \, dx_i \wedge dx_\tau,
\]
where the coefficients \( c_{irk} \) are real numbers that do not vanish simultaneously. Let \( c_{\lambda \rho k} \neq 0, \lambda < \rho \). We take on the space \( \mathbb{R}^n \) the \( (n-2) \)-form
\[
\ell(x) = dx_1 \wedge \ldots \wedge dx_\lambda \wedge dx_{\lambda+1} \wedge dx_{\lambda+2} \wedge \ldots \wedge dx_\rho \wedge dx_{\rho+1} \wedge dx_{\rho+2} \wedge \ldots \wedge dx_n.
\]

Then the exterior differential of exterior product
\[
d(\omega_k(x) \wedge \ell(x)) = \pm c_{\lambda \rho k} \, dx_1 \wedge \ldots \wedge dx_n \text{ for all } x \in \mathbb{R}^n.
\]

Using Theorem 2.3, we obtain the linear Pfaff system of equations has neither isolated compact integral hypersurfaces nor compact integral hypersurfaces.

In the second case, the 1-forms \( \omega_j, j = 1, \ldots, m \), are total differentials on the space \( \mathbb{R}^n \). Therefore the linear Pfaff system has a basis of first integrals \( F_j : \mathbb{R}^n \to \mathbb{R}, j = 1, \ldots, m \), where \( F_j \) are some polynomials of degree \( \deg F_j \leq 2, j = 1, \ldots, m \). Since this is an algebraic basis, it follows that there is no isolated compact integral hypersurface.

From the proof of Theorem 2.5, we get the following corollaries about compact integral hypersurfaces of a linear Pfaff system of equations.

**Corollary 2.1.** If for the linear Pfaff system of equations \( \omega_j(x) = 0, j = 1, \ldots, m \), there exists an index \( k \in \{1, \ldots, m\} \) such that \( d \omega_k(x) \neq 0 \), then this linear Pfaff system has no compact integral hypersurfaces.

**Corollary 2.2.** An non-isolated compact integral hypersurfaces of a linear Pfaff system of equations are an algebraic hypersurfaces of second order.

### 2.2.2. The second boundedness test for the number of compact integral hypersurfaces.

**Theorem 2.6** (the second boundedness test for the number of compact integral hypersurfaces of a Pfaff system of equations). Let a domain \( G \subseteq G' \cap G \) have the homotopy group \( \pi_{n-1}(G') \) of rank \( r \), let there exists a vector field \( V \in C^1(G') \) orthogonal to the vector fields
\[
W_j : x \to (w_{j1}(x), \ldots, w_{jn}(x)) \text{ for all } x \in G', \ j = 1, \ldots, m,
\]
such that \( \text{div} V \) is constant sign on the domain \( G' \). Then the Pfaff system \((Pf)\) with \( \omega_j \in C^\infty(G), j = 1, \ldots, m \), in the domain \( G' \) has at most \( r \) compact integral hypersurfaces.

The proof of this theorem is similar to that of Theorem 1.1 when \( \nu = n \) [9, 16] and is based on the following

**Lemma 2.2.** Let the assumptions of Theorem 2.6 be valid. Then in a subdomain \( \Omega \) of the domain \( G' \subseteq G \) with homotopy group \( \pi_{n-1}(\Omega) \) of rank \( s, s \leq r, \) the situation described in Lemma 2.1 is impossible for compact integral hypersurfaces of the Pfaff system of equations \((Pf)\) with \( \omega_j \in C^\infty(G), j = 1, \ldots, m \).

**Proof.** The proof of Lemma 2.2 is similar to that of Lemma 2.1, but in this case we use the Ostrogradskii formula
\[
\int_{\partial \Sigma} V(x) n(x) \, dS = (-1)^n \int_{\Sigma} \text{div} V(x) \, d\Sigma,
\]
where \( n \) is the unit normal on the integral hypersurface \( \partial \Sigma = \bigcup_{\tau=1}^{s+1} \partial \Sigma_\tau \) of system \((Pf)\), and
take into account the orthogonality of the vector fields $W_j$, $j = 1, \ldots, m$, to the hypersurface $\partial \Sigma$ and the constant sign of the scalar function $\text{div} \, V$ on the domain $G'$. ■

**Example 2.4.** Consider the Pfaff system of equations

$$
\omega_1(x) = 0, \quad \omega_2(x) = 0,
$$

where the differential 1-forms

$$
\omega_1(x) = (x_1 - x_2 + x_2 g(x)) \, dx_1 + (x_1 + x_2 - x_1 g(x)) \, dx_2 + + \quad (x_3 - x_4 + x_4 g(x)) \, dx_3 + (x_3 + x_4 - x_3 g(x)) \, dx_4 \quad \text{for all } x \in \mathbb{R}^4,
$$

$$
\omega_2(x) = (x_3 - x_4 + x_4 g(x)) \, dx_1 + (x_3 + x_4 - x_3 g(x)) \, dx_2 + + \quad (x_1 - x_2 + x_2 g(x)) \, dx_3 + (x_1 + x_2 - x_1 g(x)) \, dx_4 \quad \text{for all } x \in \mathbb{R}^4,
$$

the scalar function $g: x \rightarrow x_1^2 + x_2^2 + x_3^2 + x_4^2$ for all $x \in \mathbb{R}^4$.

The continuously differentiable on the domain $G' = \mathbb{R}^4 \setminus \{(0,0,0,0)\}$ vector field $V: x \rightarrow g^{-3}(x)(-x_1 - x_2 + x_1 g(x), x_1 - x_2 + x_2 g(x), -x_3 - x_4 + x_3 g(x), x_3 - x_4 + x_4 g(x))$ is orthogonal to the vector fields $W_1$ and $W_2$ induced by the system (2.8). Moreover, the function $\text{div} \, V(x) = 2g^{-3}(x)$ for all $x \in G'$ is positive on the domain $G'$.

By Theorem 2.6, the Pfaff system (2.8) in the domain $G' = \mathbb{R}^4 \setminus \{(0,0,0,0)\}$ with the homotopy group $\pi_3(G')$ of rank 1 can have at most one compact integral hypersurface.

Taking into account $d(g(x)-1) = 2\omega_1(x)|_{g(x)=1}$, we obtain the sphere $S^3 = \{x: g(x) = 1\}$ is this single compact integral hypersurface of the Pfaff system of equations (2.8).

Let us consider a Pfaffian equation

$$
\omega(x) = 0,
$$

where the differential 1-form

$$
\omega(x) = \sum_{i=1}^{n} a_i(x) \, dx_i \quad \text{for all } x \in G,
$$

the scalar functions $a_i \in C^\infty(G)$, $i = 1, \ldots, n$, the domain $G \subset \mathbb{R}^n$.

We assume that the Pfaffian equation (2.9) is completely integrable [17, 18, 19] on the domain $G$, i.e., the Frobenius condition $d\omega(x) \wedge \omega(x) = 0$ for all $x \in G$ is satisfied.

The following corollary [16] is an immediate consequence of Theorem 2.6.

**Corollary 2.3.** Let a domain $G' \subset G$ have the homotopy group $\pi_{n-1}(G')$ of rank $r$, let there exists a vector field $V \in C^1(G')$ orthogonal on the domain $G'$ to the vector field

$$
A: x \rightarrow (a_1(x), \ldots, a_n(x)) \quad \text{for all } x \in G
$$

such that the divergence $\text{div} \, V$ is constant sign on the domain $G'$. Then the completely integrable Pfaffian equation (2.9) has at most $r$ compact leaves in the domain $G'$.

For the practical use of Corollary 2.3 we construct the set of $n - 1$ linearly independent vector fields

$$
\Phi_\tau: x \rightarrow (\varphi_1(x), \ldots, \varphi_n(x)) \quad \text{for all } x \in G, \quad \varphi_l: x \rightarrow \delta_{l\tau} a_n(x) \quad \text{for all } x \in G,
$$

$$
\varphi_n: x \rightarrow - a_\tau(x) \quad \text{for all } x \in G, \quad l = 1, \ldots, n - 1, \tau = 1, \ldots, n - 1,
$$

where $\delta_{l\tau}$ is the Kronecker delta. The vector fields (2.10) are orthogonal to the vector field $A: x \rightarrow (a_1(x), \ldots, a_n(x))$ for all $x \in G'$. Therefore any vector field $V: G' \rightarrow \mathbb{R}^n$ orthogonal to $A$ on the domain $G'$ can be represented in the basis $\Phi_\tau$, $\tau = 1, \ldots, n - 1$, as the sum

$$
V(x) = \sum_{\tau=1}^{n-1} V_\tau(x) \Phi_\tau(x) \quad \text{for all } x \in G'.
$$
V(x) = \sum_{\tau=1}^{n-1} g_{\tau}(x) \Phi_{\tau}(x) \quad \text{for all } x \in G',

where the scalar functions \( g_{\tau} \in C^1(G'), \tau = 1, \ldots, n - 1 \). Now using Corollary 2.3, we get

**Theorem 2.7.** Let a domain \( G' \subset G \) have the homotopy group \( \pi_{n-1}(G') \) of rank \( r \), and let there exist scalar functions \( g_{\tau} \in C^1(G'), \tau = 1, \ldots, n - 1 \), such that the vector field

\[ V(x) = \sum_{\tau=1}^{n-1} g_{\tau}(x) \Phi_{\tau}(x) \quad \text{for all } x \in G' \]

(which is constructed on the basis of the linearly independent vector fields (2.10)) has the constant sign divergence \( \text{div} \, V \) on the domain \( G' \). Then the completely integrable Pfaffian equation (2.9) has at most \( r \) compact leaves in the domain \( G' \).

Let us indicate tests for the absence [16] of compact leaves of the Pfaffian equation (2.9).

**Theorem 2.8.** Suppose a domain \( G' \subset G \) has the trivial homotopy group \( \pi_{n-1}(G') \), there exists a scalar function \( \mu \in C^1(G') \) such that the vector field

\( \mu A : x \to \mu(x)(a_1(x), \ldots, a_n(x)) \quad \text{for all } x \in G' \)

can vanish only on a null set of the \((n - 2)\)-dimensional measure, and the vector field \( \mu A \) is solenoidal on the domain \( G' \), i.e.,

\[ \text{div} \, (\mu(x)A(x)) = 0 \quad \text{for all } x \in G'. \]

Then the completely integrable Pfaffian equation (2.9) has no compact leaves in the domain \( G' \).

**Proof.** The proof is performed similarly to that of Theorem 1.1 when \( m = 1, \nu = n \) and is based on the Ostrogradskii formula

\[ \int_L (\mu(x)A(x), n(x)) \, dS = (-1)^n \int_{\Xi} \text{div} \, (\mu(x)A(x)) \, d\Xi, \]

where \((\cdot, \cdot)\) is the operation of scalar product of vectors, \( n \) is the unit external normal vector to the leaf \( L = \partial\Xi \). In our case this formula is fails.

Namely, since the field \( \mu A \) is orthogonal to the leaf \( L \), it follows that the integral

\[ \int_L (\mu(x)A(x), n(x)) \, dS \neq 0. \]

But on the other hand, since the vector field \( \mu A \) is solenoidal, we have

\[ \int_{\Xi} \text{div} \, (\mu(x)A(x)) \, d\Xi = 0. \]

**Corollary 2.4.** If the vector field

\( A : x \to (a_1(x), \ldots, a_n(x)) \quad \text{for all } x \in G' \)

is solenoidal on the domain \( G' \subset G \) with trivial homotopy group \( \pi_{n-1}(G') \) and can vanish only on a null set of the \((n - 2)\)-dimensional measure, then the completely integrable Pfaffian equation (2.9) has no compact leaves in the domain \( G' \).

**Example 2.5.** The Pfaffian equation

\[ yz \, dx + 2xz \, dy + 3xy \, dz = 0 \quad (2.11) \]

is completely integrable on \( \mathbb{R}^3 \). Indeed, the vector field

\( A : (x, y, z) \to (yz, 2xz, 3xy) \quad \text{for all } (x, y, z) \in \mathbb{R}^3 \)
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rot \( A(x, y, z) = (x, -2y, z) \) for all \( (x, y, z) \in \mathbb{R}^3 \)

are orthogonal, i.e., \( (A(x, y, z), \text{rot} A(x, y, z)) = 0 \) for all \( (x, y, z) \in \mathbb{R}^3 \).

The vector field \( A \) is solenoidal, i.e., \( \text{div} A(x, y, z) = 0 \) for all \( (x, y, z) \in \mathbb{R}^3 \).

By Corollary 2.4, the completely integrable Pfaffian equation (2.11) has no compact leaves.

Note that

\[
\frac{d(xy^2z^3)}{dx} \bigg|_{(2.11)} = 0 \quad \text{for all } (x, y, z) \in \mathbb{R}^3.
\]

Therefore the Pfaffian equation (2.11) is determined the foliation \( xy^2z^3 = C \) of space \( \mathbb{R}^3 \).

This foliation doesn’t contain compact leaves.

2.3. Ordinary autonomous differential system

2.3.1. The first boundedness test for the number of compact integral hypersurfaces. The ordinary autonomous differential system (D) is induced the system of \( n(n-1)/2 \) Pfaffian equations

\[
\psi_{qh}(x) = 0, \quad 1 \leq q < h \leq n, \tag{2.12}
\]

where the 1-forms

\[
\psi_{qh}(x) = f_q(x) dx_h - f_h(x) dx_q \quad \text{for all } x \in G, \quad 1 \leq q < h \leq n,
\]

are closed on the domain \( G \).

An autonomous integral basis of system (D) is a basis of first integrals of the Pfaff system of equations (2.12), and vice versa. This allows one to generalize Theorems 2.3 and 2.4 to the case of system (D), and we call Theorems 2.3D (the first boundedness test for the number of compact integral hypersurfaces of an ordinary autonomous differential system) and 2.4D.

As to Theorem 2.4D in the case of system (0.1), we note that a scalar function \( \theta: G \rightarrow \mathbb{R} \) invariant with respect to the Pfaff system of equations (2.12) induced by system (0.1) is an autonomous general integral of system (0.1).

Example 2.6. Using the first boundedness test for the number of compact integral hypersurfaces (Theorem 2.3D), we could prove that the ordinary autonomous differential system

\[
\frac{dx_1}{dt} = x_3 g(x), \quad \frac{dx_2}{dt} = -x_2 + x_3 + x_2 g(x), \quad \frac{dx_3}{dt} = -x_2 - x_1 g(x), \tag{2.13}
\]

where the scalar function \( g: x \rightarrow x_1^2 + x_2^2 + x_3^2 \) for all \( x \in \mathbb{R}^3 \), has one compact integral surface in the domain \( G' = \mathbb{R}^3 \setminus \{(0,0,0)\} \).

We claim that the sphere \( S^2 = \{x: g(x) = 1\} \) is a compact integral surface of the differential system (2.13). Indeed,

\[
\frac{d(g(x) - 1)}{dt} \bigg|_{(2.13)} = 2x_2^2 (g(x) - 1) \quad \text{for all } x \in \mathbb{R}^3.
\]

Using the ordinary differential system (2.13), we form the Pfaffian equations

\[
\psi_{12}(x) = 0,
\]

where \( \psi_{12}(x) = x_3 g(x) dx_2 - (-x_2 + x_3 + x_2 g(x)) dx_1 \) for all \( x \in \mathbb{R}^3 \).

The continuously differentiable on the domain \( G' \) 1-form

\[
\omega(x) = -\frac{1}{g(x)} dx_1 \quad \text{for all } x \in G',
\]

such that the exterior differential of exterior product
where the scalar function \( \varphi \) is orthogonal on the domain \( Z \) surfaces. Using the first boundedness test for the number of compact integral hypersurfaces and the exterior differential and as the \( \nu \), there exists a scalar function \( V \cdot N \cdot G \) orbuzov.

2.9. In this assertion the boundedness for the number of compact integral hypersurfaces is of an ordinary autonomous differential system (Theorem 2.3D), we could prove Theorem 2.9. Let a domain \( G' \subset G \) have the homotopy group \( \pi_{n-1}(G') \) of rank \( r \), let there exists a scalar function \( \varphi \in C^1(G') \) such that the divergence \( \text{div} Z \) of the vector field \( Z : x \rightarrow \varphi(x)f(x) \) for all \( x \in G' \) is constant sign on the domain \( G' \). Then the system \( (D) \) with \( f \in C^\infty(G) \) has at most \( r \) compact integral hypersurfaces in the domain \( G' \).

Proof. From Theorem 2.3D, it follows that if as the 1-forms \( \omega_i, i = 1, \ldots, n \), we choose \( \omega_\nu(x) = f_\nu(x) dx_{\nu-1} - f_{\nu+1}(x) dx_\nu \) for all \( x \in G, \ \nu = 1, \ldots, n-1 \), \( \omega_n(x) = f_n(x) dx_1 - f_1(x) dx_n \) for all \( x \in G \), and as the \( (n-2) \)-forms \( \ell_i, i = 1, \ldots, n \), we take \( \ell_\nu(x) = \frac{1}{2} \varphi(x) dx_1 \wedge \ldots \wedge dx_{\nu-1} \wedge dx_{\nu+2} \wedge dx_{\nu+3} \wedge \ldots dx_n \) for all \( x \in G' \), \( \ell_n(x) = (-1)^{n+1} \frac{1}{2} \varphi(x) dx_2 \wedge \ldots \wedge dx_{n-1} \) for all \( x \in G', \ \nu = 1, \ldots, n-1 \), where the scalar function \( \varphi \in C^1(G') \), then the sum of exterior products

\[
\sum_{i=1}^{n} \omega_i(x) \wedge \ell_i(x) =
\]

\[
= \sum_{i=1}^{n} (-1)^{i+1} f_i(x) dx_1 \wedge \ldots \wedge dx_{i-1} \wedge dx_{i+1} \wedge dx_{i+2} \wedge \ldots dx_n \text{ for all } x \in G'
\]

and the exterior differential

\[
d\left(\varphi(x) \sum_{i=1}^{n} \omega_i(x) \wedge \ell_i(x)\right) = \text{div} Z(x) dx_1 \wedge \ldots \wedge dx_n \text{ for all } x \in G'.
\]

Consequently, by Theorem 2.3D, Theorem 2.9 is valid.

Note also that Theorem 2.9 is a consequence of Theorem 2.6 on the case of the ordinary autonomous differential system (D) with \( f \in C^\infty(G) \). It follows from that the vector field \( V: x \rightarrow \varphi(x) f(x) \) for all \( x \in G' \) is orthogonal on the domain \( G' \) to the vector fields

\[
(0, \ldots, 0, -f_h(x), 0, \ldots, 0, f_q(x), 0, \ldots, 0) \text{ for all } x \in G', \ 1 \leq q < h \leq n,
\]

which are associated with differential forms \( \psi_{qh} \).

Therefore we shall say that Theorem 2.9 is the second boundedness test for the number of compact integral hypersurfaces of an ordinary autonomous differential system.

If \( n = 2 \), then Theorem 2.9 correspond to Theorem 0.1. In this case is enough \( P \in C^1(G) \) and \( Q \in C^1(G) \), since limit cycles, which are closed (rather than only compact) trajectories, are determined by periodic solutions of system (0.1).
Suppose \( n = 2 \), the domain \( G \) has the fundamental group \( \pi_1(G) \) of ranks 0 and 1. Then Theorem 2.9 correspond to the Bendixson—Dulac test for the absence (when \( d(\pi_1(G)) = 0 \)) of closed curve, which is made from trajectories of system (0.1), and correspond to the Dulac test for the existence of at most one (when \( d(\pi_1(G)) = 1 \)) closed curve, which is made from trajectories of system (0.1).

**Theorem 2.10.** Let a domain \( G' \subset G \) be an \((r + 1)\)-connected domain, let there exist scalar functions \( \beta \in C^1(G') \) and \( \alpha \in C^2(G') \) such that the function

\[
p_1 : (x, y) \to \frac{P(x, y)}{Q(x, y)} \partial_x \alpha(x, y) \quad \text{for all } (x, y) \in G'
\]

\[
\left(p_2 : (x, y) \to \frac{Q(x, y)}{P(x, y)} \partial_y \alpha(x, y) \quad \text{for all } (x, y) \in G'\right)
\]

is continuously differentiable on the domain \( G' \) and the function

\[
q_1 : (x, y) \to \partial_x (p_1(x, y) + \partial_y \alpha(x, y)) + \text{div} A(x, y) \quad \text{for all } (x, y) \in G'
\]

\[
\left(q_2 : (x, y) \to -\partial_y (\partial_x \alpha(x, y) + p_2(x, y)) + \text{div} A(x, y) \quad \text{for all } (x, y) \in G'\right)
\]

is constant sign, where the vector field

\[
A(x, y) = \beta(x, y)\left(P(x, y), Q(x, y)\right) \quad \text{for all } (x, y) \in G'.
\]

Then the system (0.1) with \( P \in C^\infty(G) \) and \( Q \in C^\infty(G) \) in the domain \( G' \) has at most \( r \) simple closed curves, which are made from trajectories of system (0.1).

**Proof.** Indeed,

\[
d\alpha(x, y)\big|_{(0.1)} = \left(\frac{P(x, y)}{Q(x, y)} \partial_x \alpha(x, y) + \partial_y \alpha(x, y)\right) \, dy \quad \text{for all } (x, y) \in G',
\]

and

\[
d\alpha(x, y)\big|_{(0.1)} = \left(\partial_x \alpha(x, y) + \frac{Q(x, y)}{P(x, y)} \partial_y \alpha(x, y)\right) \, dx \quad \text{for all } (x, y) \in G'.
\]

Then, respectively, the exterior differential

\[
d\left(d\alpha(x, y)\big|_{(0.1)} + \beta(x, y)\left(P(x, y) \, dy - Q(x, y) \, dx\right)\right) =
\]

\[
= \left(\partial_x \left(\frac{P(x, y)}{Q(x, y)} \partial_x \alpha(x, y) + \partial_y \alpha(x, y)\right) + \partial_x (\beta(x, y)P(x, y)) + \partial_y (\beta(x, y)Q(x, y))\right) \, dx \wedge dy
\]

and

\[
d\left(d\alpha(x, y)\big|_{(0.1)} + \beta(x, y)\left(P(x, y) \, dy - Q(x, y) \, dx\right)\right) =
\]

\[
= \left(-\partial_y \left(\partial_x \alpha(x, y) + \frac{Q(x, y)}{P(x, y)} \partial_y \alpha(x, y)\right) + \partial_x (\beta(x, y)P(x, y)) + \partial_y (\beta(x, y)Q(x, y))\right) \, dx \wedge dy
\]

for all \( (x, y) \in G' \).

By Theorem 2.3D, we conclude that Theorem 2.10 is valid. ⊡

In the case of closed curves, which are limit cycles of system (0.1), Theorem 2.10 is true for system (0.1) with \( P \in C^\infty(G) \) and \( Q \in C^\infty(G) \), since limit cycles, which are closed (rather than only compact) trajectories, are determined by periodic solutions of system (0.1).
Notice that if under the assumptions of Theorem 2.10 we set
\[ \partial_x \alpha(x, y) = \mu(x, y) Q(x, y) \quad \text{for all} \quad (x, y) \in G' \]
in the expression (2.14) and
\[ \partial_y \alpha(x, y) = -\mu(x, y) P(x, y) \quad \text{for all} \quad (x, y) \in G' \]
in the expression (2.15), then these expressions acquire the form
\[ \partial_x ((\mu(x, y) + \beta(x, y)) P(x, y)) + \partial_y ((\mu(x, y) + \beta(x, y)) Q(x, y)) \quad \text{for all} \quad (x, y) \in G'. \]

2.3.3. Test of the boundedness of the number of compact regular integral hypersurfaces.

**Theorem 2.11** (a boundedness test for the number of isolated compact regular integral hypersurfaces of an ordinary autonomous differential system). Let a domain \( G' \subset G \) have the homotopy group \( \pi_{n-1}(G') \) of rank \( r \), let there exists a definite on the domain \( G' \) scalar function \( g \in C^\infty(G') \) such that the vector field
\[ h: x \to g(x)f(x) \quad \text{for all} \quad x \in G' \]
is solenoidal on the domain \( G' \). Then the system (D) with \( f \in C^\infty(G) \) has at most \( r \) isolated compact regular integral hypersurfaces in the domain \( G' \).

The proof of this theorem is consistent with the proof of Theorem 1.1 when \( \nu = n \) and is based on the following

**Lemma 2.3.** Let the assumptions of Theorem 2.11 be valid. Then the situation described in Lemma 2.1 is impossible for isolated compact regular integral hypersurfaces of the ordinary autonomous differential system (D) with \( f \in C^\infty(G) \) in any subdomain \( \Omega \) of the domain \( G' \subset G \) with homotopy group \( \pi_{n-1}(\Omega) \) of rank \( s, s \leq r \).

Proof. First we note the following fact. Since the function \( g \in C^\infty(G') \) is definite on the domain \( G' \), it follows that if system (D) has a compact regular integral hypersurface in the domain \( G' \), then the autonomous ordinary differential system determining the vector field \( h: x \to g(x)f(x) \) for all \( x \in G' \) has the same compact regular integral hypersurface.

Suppose the contrary. Namely, let the situation described in Lemma 2.1 take place for isolated compact regular integral hypersurfaces \( \partial \Sigma_1, \ldots, \partial \Sigma_{s+1} \) of system (D). Since \( \partial \Sigma_{s+1} \) is an isolated compact regular integral hypersurface of system (D), we see that, in the exterior, trajectories of system (D) approach \( \partial \Sigma_{s+1} \) (respectively, go away from \( \partial \Sigma_{s+1} \)) as \( t \to +\infty \), and there exists a hypersurface \( \partial \Xi \) diffeomorphic to the hypersurface \( \partial \Sigma_{s+1} \) such that through this hypersurface the trajectories enter (respectively, leave) the domain bounded by the hypersurfaces \( \partial \Xi \) and \( \partial \Sigma_{s+1} \). Therefore,
\[ \int_{\partial \Xi} g(x)f(x)n(x) \, dS + \sum_{\tau=1}^{s} \int_{\partial \Sigma_{\tau}} g(x)f(x)n(x) \, dS \neq 0, \]
where \( n \) is the unit outward normal field.

But, on the other hand, since the vector field \( h: x \to g(x)f(x) \) for all \( x \in G' \) is solenoidal on the domain \( G' \), it follows that
\[ \int_{\partial \Xi} g(x)f(x)n(x) \, dS + \sum_{\tau=1}^{s} \int_{\partial \Sigma_{\tau}} g(x)f(x)n(x) \, dS = \int_{\Xi} \text{div} (g(x)f(x)) \, d\Xi = 0, \]

where \( \Xi \) is the domain bounded by the hypersurface \( \partial \Xi \cup \left( \bigcup_{\tau=1}^{s} \partial \Sigma_{\tau} \right) \).

The obtained contradiction completes the proof of Lemma 2.3. \( \blacksquare \)
From Theorems 2.9 and 2.11 (with \( \varphi(x) = 1 \) for all \( x \in G \)), we obtain the following

**Corollary 2.5.** An ordinary linear autonomous differential system has no isolated compact regular integral hypersurface.

### 2.4. Autonomous total differential system

The autonomous system of total differential equations (TD) induces \( m \) ordinary autonomous differential systems of \( n \)-th order (Dj), \( j = 1, \ldots, m \).

A scalar function \( w \in C^1(G'), G' \subset G \), is an autonomous partial integral of system (TD) if and only if the system of identities

\[
\mathbf{X}_j w(x) = \Phi_j(x) \quad \text{for all} \quad x \in G', \quad j = 1, \ldots, m,
\]

is consistent, where the functions \( \Phi_j: G' \to \mathbb{R}, j = 1, \ldots, m \), such that

\[
\Phi_j(x)|_{w(x)=0} = 0, \quad j = 1, \ldots, m.
\]

The consistency of the \( k \)-th identity of system (2.16) under the condition (2.17) with \( j = k \) is equivalent to the existence of the autonomous partial integral \( w: G' \to \mathbb{R} \) for system (Dk). This allows one to make the following conclusions [9].

**Theorem 2.12** (the first boundedness test for the number of compact integral hypersurfaces of an autonomous total differential system). Suppose there exists an index \( j \in \{1, \ldots, m\} \) such that the assumptions of Theorem 2.3D are valid for system (Dj). Then the system (TD) with \( X \in C^\infty(G) \) has at most \( r \) compact integral hypersurfaces in the domain \( G' \).

**Theorem 2.13.** Suppose there exists an index \( j \in \{1, \ldots, m\} \) such that the assumptions of Theorem 2.4D are valid for system (Dj). Then the following assertions hold:

1) the total differential system (TD) with \( X \in C^\infty(G) \) has at most \( r \) compact integral hypersurfaces in the domain \( G' \);

2) any set of gaps of the domain \( G' \) surrounded by a compact integral hypersurface of system (TD) with \( X \in C^\infty(G) \) has the zero total index with respect to the \((n-1)\)-form \( d\theta \).

**Theorem 2.14** (the second boundedness test for the number of compact integral hypersurfaces of an autonomous total differential system). Suppose a domain \( G' \subset G \) has the homotopy group \( \pi_{n-1}(G') \) of rank \( r \), there exist an index \( j \in \{1, \ldots, m\} \) and a scalar function \( \varphi \in C^1(G') \) such that the divergence \( \text{div} Z_j \) of the vector field

\[
Z_j: x \to \varphi(x)X^j(x) \quad \text{for all} \quad x \in G'
\]

is constant sign on the domain \( G' \). Then the total differential system (TD) with \( X \in C^\infty(G) \) has at most \( r \) compact integral hypersurfaces in the domain \( G' \).

**Example 2.7.** Consider the total differential system

\[
dx_1 = x_3 \prod_{k=0}^{n} (g(x) - 2k) \, dt_1 + x_2 \, dt_2,
\]

\[
dx_2 = \left( x_3 + x_2 \prod_{k=0}^{n} (g(x) - 2k)(g(x) - 2k - 1) \right) dt_1 + (-x_1 + x_3) \, dt_2,
\]

\[
dx_3 = \left( -x_2 - x_1 \prod_{k=0}^{n} (g(x) - 2k) \right) dt_1 + \left( -x_2 + x_3 \prod_{k=0}^{n} (g(x) - 2k)(g(x) - 2k - 1) \right) dt_2,
\]

where the scalar function

\[
g: x \to x_1^2 + x_2^2 + x_3^2 \quad \text{for all} \quad x \in \mathbb{R}^3.
\]
Since
\[ d(g(x) - m)|_{(2.18)} = 2 \prod_{k=0}^{n} (g(x) - 2k)(g(x) - 2k - 1)(x_2^2 dt_1 + x_3^2 dt_2) \]
for all \((t, x) \in \mathbb{R}^5, \ m = 1, \ldots, 2n + 1,\)
we see that the spheres \(S^2_m = \{x: g(x) = m\}, \ m = 1, \ldots, 2n + 1,\) are compact integral hypersurfaces for the system of total differential equations (2.18).

Using the ordinary autonomous differential system (D1) induced by the autonomous total differential system (2.18), we obtain the Pfaffian equations
\[ \psi_{12}(x) = 0, \]
where the differential 1-form
\[ \psi_{12}(x) = -(x_3 + x_2 \prod_{k=0}^{n} (g(x) - 2k)(g(x) - 2k - 1)) dx_1 + x_3 \prod_{k=0}^{n} (g(x) - 2k) dx_2 \]
for all \(x \in \mathbb{R}^3.\)

The linear differential form
\[ \ell(x) = -\prod_{k=0}^{n} \frac{1}{g(x) - 2k} dx_1 \quad \text{for all} \quad x \in \bigcup_{k=0}^{n} G_k, \]
\[ G_\tau = \{x: 2\tau < g(x) < 2(\tau + 1)\}, \ \tau = 0, \ldots, n - 1, \quad G_n = \{x: x_1^2 + x_2^2 + x_3^2 > 2n\}, \]
such that the exterior differential
\[ d(\psi_{12}(x) \wedge \ell(x)) = dx_1 \wedge dx_2 \wedge dx_3 \quad \text{for all} \quad x \in \bigcup_{k=0}^{n} G_k. \]

Therefore, by Theorem 2.12, the system (2.18) in any domain \(G_k\) with homotopy group \(\pi_2(G_k), \ k = 0, \ldots, n,\) has at most one compact integral hypersurface.

Thus the autonomous total differential system (2.18) has \(2n + 1\) compact integral hypersurfaces, which are the spheres \(S^2_m, \ m = 1, \ldots, 2n + 1.\)

If system (TD) is completely solvable, then in the entire set of its integral hypersurfaces we distinguish regular ones, on which this system has no singular points.

**Theorem 2.15** (a boundedness test for the number of isolated compact regular integral hypersurfaces of a completely solvable autonomous total differential system). Suppose a domain \(G' \subset G\) has the homotopy group \(\pi_{n-1}(G')\) of rank \(r\), there exist definite on the domain \(G'\) scalar functions \(g_j \in C^\infty(G'), \ j = 1, \ldots, m,\) such that the vector fields
\[ Y_j: x \to g_j(x)X^j(x) \quad \text{for all} \quad x \in G', \quad j = 1, \ldots, m, \]
are solenoidal on the domain \(G'.\) Then the completely solvable system (TD) with \(X \in C^\infty(G)\) has at most \(r\) isolated compact regular integral hypersurfaces in the domain \(G'.\)

**Proof.** The assertion of this theorem follows from the obvious fact that if each ordinary differential system (Dj), \(j = 1, \ldots, m,\) has the same isolated compact integral hypersurface, then this hypersurface is an isolated compact integral hypersurface of system (TD). \(\blacksquare\)

Under the conditions (2.17) we can obtain the following statement from the system of identities (2.16), Corollary 2.5, Theorems 2.12 and 2.15.

**Corollary 2.6.** A linear completely solvable autonomous total differential system has no isolated compact regular integral hypersurfaces.
2.5. Linear homogeneous system of partial differential equations

The linear homogeneous system of partial differential equations \((\partial)\) induces \(m\) ordinary autonomous differential systems of \(n\)-th order \((Dj), j = 1, \ldots, m\) (the characteristic system for the partial system \((\partial)\)). Therefore a scalar function \(w \in C^1(G'), G' \subset G\), is an partial integral of system \((\partial)\) if and only if the system of identities (2.16) under the conditions (2.17) is consistent. The consistency of the \(k\)-th identity of system (2.16) under the condition (2.17) with \(j = k\) is equivalent to the existence of the autonomous partial integral \(w: G' \rightarrow \mathbb{R}\) for system \((Dk)\). This allows one to make the following conclusions.

**Theorem 2.16** (the first boundedness test for the number of compact integral hypersurfaces of a linear homogeneous system of partial differential equations). Suppose there exists an index \(j \in \{1, \ldots, m\}\) such that the assumptions of Theorem 2.3D are valid for system \((Dj)\). Then the partial system \((\partial)\) with \(X_j \in C^\infty(G), j = 1, \ldots, m, \) has at most \(r\) compact integral hypersurfaces in the domain \(G'\).

**Theorem 2.17.** Suppose there exists an index \(j \in \{1, \ldots, m\}\) such that the assumptions of Theorem 2.4D are valid for system \((Dj)\). Then the following assertions hold:

1) the linear homogeneous system of partial differential equations \((\partial)\) with \(X_j \in C^\infty(G), j = 1, \ldots, m,\) has at most \(r\) compact integral hypersurfaces in the domain \(G'\);

2) any set of gaps of the domain \(G'\) surrounded by a compact integral hypersurface of system \((\partial)\) has the zero total index with respect to the \((n-1)\)-form \(d\theta\).

**Theorem 2.18** (the second boundedness test for the number of compact integral hypersurfaces of a linear homogeneous system of partial differential equations). Suppose a domain \(G' \subset G\) has the homotopy group \(\pi_{n-1}(G')\) of rank \(r\), there exist an index \(j \in \{1, \ldots, m\}\) and a scalar function \(\varphi \in C^1(G')\) such that the divergence \(\text{div} Z_j\) of the vector field

\[
Z_j: x \rightarrow \varphi(x) X_j(x) \quad \text{for all} \ x \in G'
\]

is constant sign on the domain \(G'\). Then the system of partial differential equations \((\partial)\) with \(X_j \in C^\infty(G), j = 1, \ldots, m,\) has at most \(r\) compact integral hypersurfaces in the domain \(G'\).

**Example 2.8.** Consider the linear homogeneous system of partial differential equations

\[
x_2 g(x) \partial_{x_1} y + (x_3 - x_1 g(x)) \partial_{x_2} y + \left( -x_1 - x_2 + x_1 g(x) \right) \partial_{x_3} y = 0,
\]

\[
( -x_2 + x_3 + x_2 g(x)) \partial_{x_1} y + (x_1 - x_1 g(x)) \partial_{x_2} y + \left( -x_1 - x_2 + x_2 g(x) \right) \partial_{x_3} y = 0,
\]

where the scalar function \(g: x \rightarrow x_1^2 + x_2^2 + x_3^2\) for all \(x \in \mathbb{R}^3\).

The sphere \(S^2 = \{x: g(x) = 1\}\) is a compact integral surface of system (2.19).

Now let us consider the ordinary autonomous differential system \((D1)\) induced by the partial system (2.19). Using the system \((D1)\), we obtain the Pfaffian equations

\[
\psi_{13}(x) = 0,
\]

where the differential 1-form

\[
\psi_{13}(x) = x_2 g(x) dx_3 - \left( -x_1 - x_2 + x_1 g(x) \right) dx_1 \quad \text{for all} \ x \in \mathbb{R}^3.
\]

The continuously differentiable on the domain \(G' = \mathbb{R}^3 \setminus \{(0,0,0)\}\) differential 1-form

\[
\ell(x) = \frac{1}{g(x)} \ dx_1 \quad \text{for all} \ x \in G'
\]

such that the exterior differential of exterior product

\[
d(\psi_{13}(x) \wedge \ell(x)) = dx_1 \wedge dx_2 \wedge dx_3 \quad \text{for all} \ x \in G'.
\]
Therefore, by Theorem 2.16, the system (2.19) in the domain $G'$ with homotopy group $\pi_2(G')$ of rank 1 has at most one compact integral surface. This surface is the sphere $S^2$.

**Example 2.9.** For the linear homogeneous system of partial differential equations

$$
(-x_1 + x_2 + x_1 g(x)) \partial_{x_1} y + (-x_1 - x_2 + x_2 g(x)) \partial_{x_2} y + (-x_3 + x_3 g(x)) \partial_{x_3} y = 0, \\
(-x_2 + x_3 + x_2 g(x)) \partial_{x_1} y + (x_1 - x_1 g(x)) \partial_{x_2} y + (-x_1 - x_2 + x_2 g(x)) \partial_{x_3} y = 0,
$$

where the scalar function $g: x \rightarrow x_1^2 + x_2^2 + x_3^2$ for all $x \in \mathbb{R}^3$, the sphere

$$
S^2 = \{ x : g(x) = 1 \}
$$

is a compact integral surface.

Consider now the ordinary autonomous differential system (D1) induced by the partial differential system (2.20). Let us the scalar function

$$
\varphi: x \rightarrow g^\frac{5}{2}(x) \quad \text{for all } x \in \mathbb{R}^3 \setminus \{(0,0,0)\}.
$$

Then the divergence $\operatorname{div} Z_1$ of the vector field

$$
Z_1: x \rightarrow \varphi(x) X^1(x) \quad \text{for all } x \in \mathbb{R}^3 \setminus \{(0,0,0)\}
$$

is positive on the domain $\mathbb{R}^3 \setminus \{(0,0,0)\}$. The rank $d(\pi_2(\mathbb{R}^3 \setminus \{(0,0,0)\})) = 1$.

By Theorem 2.18, it follows that the sphere $S^2$ is the unique compact integral surface of the system of partial differential equations (2.20) in the domain $\mathbb{R}^3 \setminus \{(0,0,0)\}$.
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