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ABSTRACT
Basic propensity score methodology is designed to balance the distributions of multivariate pre-treatment covariates when comparing one active treatment with one control treatment. However, practical settings often involve comparing more than two treatments, where more complicated contrasts than the basic treatment-control one, \((1, -1)\), are relevant. Here, we propose the use of contrast-specific propensity scores (CSPS), which allows the creation of treatment groups of units that are balanced with respect to bifurcations of the specified contrasts and the multivariate space spanned by these bifurcations.

1. Introduction
Studies with multiple treatments, whether due to multi-valued treatments (e.g. doses of a drug) or many factors (e.g. several types of drugs), are common. A contrast among \(T\) treatments is formally a vector of \(T\) coefficients that sum to zero. With two treatments, there is only one linearly independent contrast, conventionally written as \((1, -1)\), which compares the two conditions, but with more than two treatments, there are multiple contrasts. Contrasts have long been used in experimental studies (see [1–4]). They are typically more useful when they correspond to meaningful scientific comparisons.

When \(T = 2\), Rosenbaum and Rubin [5] proposed the use of the propensity score to balance multivariate covariates, and it is now widely used in applied statistics (e.g. [6–15]). The propensity score is the conditional probability of assignment to treatment versus control, given pre-treatment covariates. Some extensions of the propensity score to studies with multiple treatments have been suggested. The ‘generalized propensity score’ proposed by Imbens [16] is primarily applicable to methods using inverse probability weighting estimation [17]. The multidimensional propensity score proposed by Lechner [18] and the propensity function proposed by Imai and van Dyk [19] are two suggestions that differ from what we propose, as explained in more detail later.
A contrast-specific propensity score is the conditional probability of assignment to a bifurcation of treatment groups, for example, the treatment groups having positive coefficients in that contrast versus those having negative coefficients in that contrast, given pre-treatment covariates. We propose the use of contrast-specific propensity scores (csp) to create treatment groups with balanced covariate distributions in the multidimensional space spanned by such bifurcations of contrasts.

2. Contrasts among treatments

A $T$ component vector $\boldsymbol{\lambda} = (\lambda_1, \ldots, \lambda_T)$ is a contrast if $\sum_{t=1}^{T} \lambda_t = 0$. A contrast-specific propensity score uses a bifurcation of treatment conditions based on a contrast. For an example, let $\boldsymbol{\lambda} = (\lambda_1, \ldots, \lambda_T)$, with $\lambda_t \neq 0$. Then consider using the sign of contrast $\boldsymbol{\lambda}$, which is $\text{sgn}(\boldsymbol{\lambda}) = (\text{sgn}(\lambda_1), \ldots, \text{sgn}(\lambda_T))$, with $\text{sgn}(\lambda_t) = \lambda_t/|\lambda_t|$ so that $\lambda^+ = (\lambda_1^+, \ldots, \lambda_T^+)$ and $\lambda^- = (\lambda_1^-, \ldots, \lambda_T^-)$ denote the positive and negative components of $\boldsymbol{\lambda}$ respectively, i.e. $\lambda_t^+ = \max(\lambda_t, 0)$ and $\lambda_t^- = \min(\lambda_t, 0)$. The sgn function bifurcates contrast $\boldsymbol{\lambda}$ into $\text{sgn}(\lambda^+)$ versus $\text{sgn}(\lambda^-)$. For example, it bifurcates contrast $(1/2, 1/2, -1)$ into $(1, 0, 0)$ versus $(0, 0, -1)$. The sgn function bifurcates a contrast into components using zero as the boundary for all $T$ components. Non-zero boundaries can also be appropriate.

More generally, let $f(\boldsymbol{\lambda}) = (f(\lambda_1), \ldots, f(\lambda_T))$ be the function for bifurcation, with $f(\lambda_t) = \lambda_t/|\lambda_t|$ if $\lambda_t \leq \ell_t$ or $\lambda_t > u_t$, where $\ell_t$ and $u_t$ are the lower and upper boundaries for component $t$. For example, for the linear contrast with four groups, $(-3, -1, +1, +3)$, the bifurcation function $f$ with the lower boundary $(-1, -1, -1, -1)$ and upper boundary $(1, 1, 1, 1)$ bifurcates the contrast into $(-1, 0, 0, 0)$ versus $(0, 0, 0, 1)$.

Example 2.1 (One active treatment with two control conditions): For one active treatment, the first, with two control conditions, the contrast $(1, -1/2, -1/2)$ compares the active treatment to the average of the two control conditions, and the contrast $(0, 1, -1)$ compares the two control conditions. Contrasts $(1, -1/2, -1/2)$ and $(0, 1, -1)$ are orthogonal. For instance, LaLonde [20] was interested in the contrast of one experimental treatment, a job training programme, versus the average of two controls, using the groups from the Panel Study of Income Dynamics and from the Current Population Survey.

Example 2.2 (Multiple factors each with two levels): Table 1 displays the case of three factors (A,B,C), each with two levels denoted by 0 and 1, and thus $2^3 = 8$ treatments. The contrasts $\lambda_j, j = 1, 2, 3$, define the three main effects of A, B and C, the contrasts $\lambda_j, j = 4, 5, 6$, define the three two-way interaction effects, commonly labelled AB, BC and AC, and the contrast $\lambda_7$ defines the three-way interaction effect, ABC (see, e.g. [3]). The contrast $\lambda_8$ compares the combination of factors A and B versus the main effect of factor A; the contrast $\lambda_9$ compares the combination of factors A and B versus the main effect of factor B; the contrast $\lambda_{10}$ compares the effect of factors A and B both at level ‘1’ versus when they are both at level ‘0’. For example, in a recent study, Kaplan et al. [21] considered the contrasts $(-1, 1, 0, 0)$ and $(0, 0, -1, 1)$.

3. Notation

Consider a study with $N$ units, indexed by $i \in \{1, \ldots, N\}$. The outcome variable $Y$ is measured on each unit after its treatment exposure. Associated with treatment $t$ is the potential
outcome $Y_i(t)$, the value of $Y$ when the unit $i$ is exposed to treatment $t$, which implicitly assumes the stable unit treatment value assumption (SUTVA) [22], within the ‘Rubin Causal Model’ [23] – often also called the ‘potential outcomes approach to causal inference’ [24]. Each unit $i$ is associated with covariates $X_i$, $X_i = (X_{i1}, \ldots, X_{iK}) \in \mathbb{R}^K$, that are measured prior to treatment exposure, and which ideally are balanced across treatment groups, meaning that they have the same distributions under all treatments, which is ensured by randomization. The $\lambda$ contrast of potential outcomes for unit $i$ is $\sum_{t=1}^{T} \lambda_t Y_i(t)$.

Let $w_{it}$ be the indicator for whether unit $i$ is assigned to treatment $t$. Specifically, $w_{it} = 1$ if $W_i = t$ and 0 otherwise, where $W_i = t$ indicates that unit $i$ receives treatment $t$, $t \in \{1, \ldots, T\}$. To illustrate, let $D_i$ be the indicator for whether $w_{it}$ corresponds to a positive or negative $\lambda_t$, i.e. $D_i = 1$ if $\text{sgn}(\lambda_t) = 1$ and $D_i = 0$ if $\text{sgn}(\lambda_t) = -1$. Based on $D_i$, csps are the conditional probability of assignment to the treatment groups with positive coefficients versus negative coefficients of contrast $\lambda$, given pre-treatment covariates $X_i$,

$$c(X_i) = \text{pr}(D_i = 1 \mid X_i, D_{it} = 0, 1).$$

More generally, Equation (1) defines csps where $D_i$ indicates the bifurcation function for the contrast.

Let the conditional probability of assignment to treatment $t$, given covariates $X_i$, be $p_t(X_i) = \text{pr}(W_i = t \mid X_i)$. In Example 2.1, csps for the contrast $(1, -1/2, -1/2)$ is $p_1(X_i)$; In Example 2.2, csps for the contrast $\lambda_1$ is $\sum_{t=5}^{8} p_t(X_i)$, which equals $\text{pr}(A = 1 \mid X_i)$.

4. Basic results

The assignment with respect to the sgn bifurcation of contrast $\lambda$ is unconfounded, given covariates $X_i$, if $D_i \perp \perp Y_i(1), \ldots, Y_i(T) \mid X_i$. The condition is weaker than the strong unconfoundedness condition $W_i \perp \perp Y_i(1), \ldots, Y_i(T) \mid X_i$, originally defined in Rubin [25] and as stated in Imbens and Rubin [24].

As with the basic propensity score, the key advantage of csps is their balancing property. For one contrast, the standard propensity [5] simply follows,

**Property 4.1:** Creating balance on $c(X_i)$, the csps of contrast $\lambda$, balances the bifurcation of that contrast, i.e. $D_i \perp \perp X_i \mid (c(X_i), Di = 0, 1)$. 

---

### Table 1. Three factorial treatments, each with two levels.

| Treatments Indexings | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
|----------------------|---|---|---|---|---|---|---|---|
| Factors A            | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 |
| Factors B            | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| Factors C            | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 1 |

| Contrasts | $\lambda_1$ | $\lambda_2$ | $\lambda_3$ | $\lambda_4$ | $\lambda_5$ | $\lambda_6$ | $\lambda_7$ | $\lambda_8$ | $\lambda_9$ | $\lambda_{10}$ |
|-----------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
|           | $-1$        | $-1$        | $-1$        | $-1$        | $1$         | $1$         | $1$         | $-1$        | $0$         | $-1$        |
|           | $-1$        | $1$         | $-1$        | $1$         | $1$         | $1$         | $1$         | $1$         | $-1$        | $1$         |
|           | $-1$        | $-1$        | $1$         | $1$         | $-1$        | $1$         | $1$         | $1$         | $1$         | $1$         |
|           | $1$         | $1$         | $1$         | $-1$        | $1$         | $-1$        | $1$         | $1$         | $1$         | $1$         |
|           | $-1$        | $1$         | $1$         | $-1$        | $1$         | $-1$        | $1$         | $1$         | $1$         | $1$         |
|           | $0$         | $0$         | $0$         | $0$         | $-1$        | $1$         | $1$         | $1$         | $1$         | $-1$        |
|           | $0$         | $-1$        | $0$         | $-1$        | $0$         | $1$         | $0$         | $1$         | $0$         | $1$         |
|           | $-1$        | $0$         | $-1$        | $0$         | $0$         | $1$         | $0$         | $1$         | $0$         | $1$         |
For $J$ contrasts, let $c_j(X_i)$ be the csps of the contrast $\lambda_j$ and let $D_{ij}$ be the bifurcation indicators with respect to contrast $\lambda_j$, $j = 1, \ldots, J$.

**Property 4.2:** Balance on $c_j(X_i)$, or any one-to-one function of $c_j(X_i)$, $j = 1, \ldots, J$, balances the associated bifurcations of contrasts $\lambda_j$, $j = 1, \ldots, J$. That is, $(D_{ij}; j = 1, \ldots, J) \perp \perp X_i \mid (c_j(X_i), D_{ij} = 0, 1; j = 1, \ldots, J)$, and therefore balances the subspace spanned by these bifurcations of contrasts $\lambda_1, \ldots, \lambda_J$.

Because $T-1$ linearly independent vectors span the full space, we have that balance on csps of contrasts with $T-1$ linearly independent vectors, e.g. sgn bifurcations of orthogonal contrasts, balances all linear contrasts among $T$ treatments, and all bifurcations among $T$ treatments.

Property 4.2 has an interesting implication in practice. The $J$ csps, once created, could be treated as covariates using a usual propensity score analysis, which creates a chain of balance. That is, balance on the propensity scores with the $J$ csps used as covariates balances the $J$ csps, and hence by Property 4.2, balances the subspace spanned by these bifurcations of the $J$ contrasts, and therefore, any linear combination of these bifurcated contrasts.

### 5. Illustrations

We start with a simple example with 24 units with treatment indicator $W_i$, $W_i = 1, 2, 3$. Suppose that one contrast is under investigation, e.g. $\lambda_1 = (1/2, 1/2, -1)$. Using the sgn bifurcations of the contrast, we bifurcate the multivariate indicators of treatments into bivariate indicators, a collection of $D_{i1} = 0$ and $D_{i1} = 1$ (See Table 2). The standard propensity score in Rosenbaum and Rubin [5] then directly applies.

For creating balance on csps of $J$ contrasts as well as for assessing balance for the contrasts and their linear combinations, the algorithm in Supplementary materials provides an illustrative routine. We refer to this routine as ‘the Algorithm.’

#### 5.1. An artificial example

Table 2 displays an artificial dataset with 24 units, three treatments and four covariates. We implement the Algorithm using two contrasts $\lambda_1 = (1/2, 1/2, -1)$ and $\lambda_2 = (1, -1, 0)$. We show the balance results for a third contrast $\lambda_3 = \lambda_1 - 1/2\lambda_2 = (0, 1, -1)$, which is a linear combination of $\lambda_1$ and $\lambda_2$. We briefly discuss the resulting balance for the four covariates and an alternative approach where only the bifurcation of $\lambda_2$ is used for balancing.

The third column of Table 2 shows the treatment group indicators with respect to the two contrasts $\lambda_1$ and $\lambda_2$. After the contrasts $c_1$ and $c_2$ are created, they are treated as covariates and a usual propensity score analysis is used to estimate the probability of $D_{i3} = 1$ versus $D_{i3} = 0$ given $(c_1(X_i), c_2(X_i))$. The right panel shows the estimated propensity scores and the subclass labels created by this algorithm. Clearly, within each subclass, the difference in means between treatment groups with respect to contrast $\lambda_3$ is exactly balanced because balancing on $(c_1, c_2)$ balances the subspace spanned by these bifurcations of the two contrasts $\lambda_1$ and $\lambda_2$.

However, balancing on the csps of bifurcations does not balance the subspace that is orthogonal to these bifurcations. To illustrate this, we balance on $c_2$ and evaluate
Table 2. A simple artificial example showing that balance on $c_1, c_2$ balances $\lambda_3$.

| $(X_{1i}, X_{2i}, X_{3i}, X_{4i})$ | $W_i$ | $D_{1i}$ | $D_{2i}$ | $c_1$ | $c_2$ | $D_{3i}$ | Propensity score | Subclass labels | Covariate in bifurcated groups |
|----------------------------------|-------|---------|---------|------|------|--------|---------------|----------------|---------------------|
| $(1,1,1,1)$                      | 1     | 1       | 1       | –    | –    | –      | $\frac{1}{5}$ | 1              | $(1,1,1,1)$        | $D_3 = 1$ |
|                                 | 2     | 1       | 0       | 1    | –    | –      | –             | –              | $(1,1,1,1)$        | $D_3 = 0$ |
|                                 | 3     | 0       | –       | $\frac{1}{3}$ | $\frac{1}{2}$ | 0 | $\frac{1}{5}$ | 1              | $(1,1,1,1)$        | $D_3 = 1$ |
|                                 | 3     | 0       | –       | 0    | –    | –      | –             | –              | $(1,1,1,1)$        | $D_3 = 0$ |
| $(1,0,1,0)$                      | 1     | 1       | 1       | –    | –    | –      | –             | –              | $(1,0,1,0)$        | $D_3 = 1$ |
|                                 | 1     | 1       | 1       | –    | –    | –      | –             | –              | $(1,0,1,0)$        | $D_3 = 0$ |
|                                 | 2     | 1       | 0       | $\frac{2}{3}$ | $\frac{2}{4}$ | $\frac{1}{4}$ | $\frac{1}{5}$ | 2              | $(1,0,1,0)$        | $D_3 = 1$ |
|                                 | 3     | 0       | –       | 0    | –    | –      | –             | –              | $(1,0,1,0)$        | $D_3 = 0$ |
| $(0,1,1,0)$                      | 1     | 1       | 1       | –    | –    | –      | –             | –              | $(0,1,1,0)$        | $D_3 = 1$ |
|                                 | 1     | 1       | 1       | –    | –    | –      | –             | –              | $(0,1,1,0)$        | $D_3 = 0$ |
|                                 | 2     | 1       | 0       | $\frac{5}{6}$ | $\frac{2}{5}$ | 1 | $\frac{3}{4}$ | 3              | $(0,1,1,0)$        | $D_3 = 1$ |
|                                 | 2     | 1       | 0       | 1    | –    | –      | –             | –              | $(0,1,1,0)$        | $D_3 = 0$ |
|                                 | 3     | 0       | –       | 0    | –    | –      | –             | –              | $(0,1,1,0)$        | $D_3 = 0$ |
| $(0,0,0,0)$                      | 1     | 1       | 1       | –    | –    | –      | –             | –              | $(0,0,0,0)$        | $D_3 = 1$ |
|                                 | 1     | 1       | 1       | –    | –    | –      | –             | –              | $(0,0,0,0)$        | $D_3 = 0$ |
|                                 | 2     | 1       | 0       | $\frac{2}{3}$ | $\frac{1}{2}$ | 1 | $\frac{1}{2}$ | 4              | $(0,0,0,0)$        | $D_3 = 1$ |
|                                 | 3     | 0       | –       | 0    | –    | –      | –             | –              | $(0,0,0,0)$        | $D_3 = 0$ |

the resulting balance with respect to contrast $\lambda_1$. In the subclass with $c_2 = 1/2$, the covariate means for treatment groups with $D_{1i} = 1$ and $D_{1i} = 0$ are $(1/3, 2/3, -1, 0)$ and $(2/3, 2/3, 2/3, 2/3)$ respectively, which shows that the covariate difference between treatment groups is not $(0, 0, 0, 0)$ at the same level of $c_2$.

5.2. Simulation studies

In § 5.1, we were able to stratify the units into subclasses such that each subclass has only one level of $(c_1, c_2)$, but this is usually not the case when there are many values of $(c_1, c_2)$. We now consider such a case with $T = 3$ and $N = 800$ units and covariates $X_{ik} \sim \text{Norm}(0, 1)$, $k = 1, 2, 3$. The assignment mechanisms we consider are two different multinomial logistic models, with $\text{pr}(W_i = t \mid X_i) = \exp(\beta'_t X_i)/\sum_{t=1}^{3} \exp(\beta'_t X_i)$. Mechanism I has $\beta_1 = \beta_2 = \beta_3 = (0, 0, 0)$, i.e. complete randomization, and Mechanism II has $\beta_1 = (0, 0, 0)$, $\beta_2 = (0.75, 0.25, 0.5)$, $\beta_3 = (0.25, 0.75, 0.5)$. We consider four contrasts: $\lambda_1 = (1/3, 2/3, -1, 0)$, $\lambda_2 = (1, -1, 0)$, $\lambda_3 = (1, 0, -1)$, $\lambda_4 = (0, 1, -1)$. We implement the Algorithm, balancing on the sgn bifurcation $c_3$ps of $\lambda_1$ and $\lambda_2$.

We repeat the simulations 100 times and report the results in Table 3. For assignment mechanism I, a completely randomized experiment, a small increase in balance is observed after applying the Algorithm, illustrating that using the estimated $c_3$ps can
reduce random imbalance. We find that, for assignment mechanism II, after implementing the Algorithm using simple subclassification, the differences in covariate means are substantially diminished, to less than 0.1 on average.

6. Discussion

csps methodology focuses on creating, at the design stage, treatment groups with balanced covariates. Once balanced groups are created and outcomes are measured, treatment effects can be estimated using more sophisticated methods than the simple comparison of means. For example, recent work suggests that weighting estimators using estimated propensity scores are generally worse than using imputation-based estimators, which use models to impute missing potential outcomes (e.g. Gutman and Rubin [26, 27]), advice which can be traced back to Rubin [28] and Cochran and Rubin [29].
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