Maximum Energy Growth Rate in Dilute Quantum Gases
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In this letter we study how fast the energy density of a quantum gas can increase in time, when the inter-atomic interaction characterized by the s-wave scattering length $a_s$ is increased from zero with arbitrary time dependence. We show that, at short time, the energy density can at most increase as $\sqrt{t}$, which can be achieved when the time dependence of $a_s$ is also proportional to $\sqrt{t}$, and especially, a universal maximum energy growth rate can be reached when $a_s$ varies as $2\sqrt{\mu t}/(\pi m)$. If $a_s$ varies faster or slower than $\sqrt{t}$, it is respectively proximate to the quench process and the adiabatic process, and both result in a slower energy growth rate. These results are obtained by analyzing the short time dynamics of the short-range behavior of the many-body wave function characterized by the contact, and are also confirmed by numerical solving an example of interacting bosons with time-dependent Bogoliubov theory. These results can also be verified experimentally in ultracold atomic gases.

The ability of tuning interactions between particles is a major advantage of ultracold atomic systems [1, 2]. Especially, by utilizing magnetic and optical tools, the interaction strength between atoms, usually characterized by the s-wave scattering length $a_s$, can be tuned in a time scale much faster than the many-body relaxation time. This has led to a number of interesting ultracold atomic experiments reported in recent years, such as universal quench dynamics observed by quenching interaction to unitarity [3, 4], and coherent excitation of the Higgs model in superfluid Fermi gases and the Bogoliubov quasi-particles in Bose condensate by periodically modulating interactions [5–8]. These experimental progresses are also accompanied by lots of theoretical interests on studying non-equilibrium dynamics driven by time-dependent interactions [9–30].

Motivated by these progresses, here we address a fundamental issue whether there is a universal upper limit for the energy increasing rate. To be concrete, suppose that we start with a non-interacting quantum gas with $a_s = 0$ and then change $a_s$ in time, and suppose that $a_s(t)$ can be controlled in any function form, the question is whether there is an upper bound for the rate of how fast the total energy can increase as a function of time. In this letter we show that there does exist such a universal rate limit, as far as the initial growth rate is concerned. This result is quite counter-intuitive, because normally the interaction energy increases as the interaction strength increases. Thus, intuitively, one would think that a faster increasing of interaction strength should result in a faster increasing of interaction energy, and consequently, a faster increasing of the total energy. Since we consider that $a_s$ can be increased as fast as one wants, it seems to indicate that there should not be such a bound.

However, our results show that this intuition is not correct. Before presenting rigorous mathematical statement, we first emphasize that our result is closely tied to a key quantity of ultracold atomic gases called the contact [31–39]. It is now well known that, for quantum gases with zero-range interactions, one can define contact $C$ through the short-range behavior of the many-body wave function when any two atoms are brought close to each other, or equivalently, through the high-momentum tail of the momentum distribution. It has been shown that the total energy of a quantum gas is directly related to the contact [31–39].

To gain an intuitive understanding of our results, let us first consider two limits. On one limit, the fastest change of the interaction strength is the quench process, during which $a_s$ instantaneously jumps from zero to any non-zero value. However, it can be shown that the contact does not change and retains zero right after the quench [32], and therefore, the total energy also does not change after the quench. This means that the fastest change of interaction actually does not result in a fast change of the total energy, and in contrast, the interaction energy does not change at all. On the opposite limit, we can consider an adiabatic varying of the interaction strength, during which the interaction energy does vary in time but it varies adiabatically with sufficiently slow rate. The physical pictures in these two limits motivate us to expect a universal maximum growth rate driven by intermediate speed of varying the interaction strength.

General Expression for the Contact Growth. Here we consider a uniform Bose gas or spin-1/2 Fermi gas starting from any non-interacting state $|\Psi_0\rangle$ at $t = 0$, and then the s-wave scattering length $a_s(t)$ can vary with arbitrary time dependence. Below we use $n$ and $n_\sigma$ to denote the densities of bosons and fermions with spin-$\sigma$ ($\sigma = \uparrow, \downarrow$), respectively, and $\hat{\psi}$ and $\hat{\psi}_\sigma$ to denote boson operator and fermion operator with spin-$\sigma$, respectively. One of the main results of this work states as follows:
In the short-time limit, the dynamics of the contact $C(t)$ is given by

$$C(t) = g_2(0)\eta(t)^2. \quad (1)$$

Here $g_2(\mathbf{r})$ is defined as $\langle \Psi_0 | \hat{\psi}(\frac{\mathbf{r}}{2}) \hat{\psi}(\frac{\mathbf{r}}{2}) | \Psi_0 \rangle$ for bosons and $\langle \Psi_0 | \hat{\psi}_s(\frac{\mathbf{r}}{2}) \hat{\psi}_s(\frac{\mathbf{r}}{2}) | \Psi_0 \rangle$ for fermions, and $g_2(0)$ means $g_2(\mathbf{r})$ evaluated at $\mathbf{r} = 0$. Especially, if $|\Psi_0 \rangle$ is the non-interacting ground state, then $g_2(\mathbf{r}) = |\mathbf{r}|^2$ for the Bose or the spin-$1/2$ Fermi gas. The key result is that the function $\eta(t)$ obeys the following integral equation

$$\left[ \hat{L} + \frac{1}{4\pi \alpha_n(t)} \right] \eta(t) = -1, \quad (2)$$

where $\hat{L}$ is a linear operator acting on $\eta(t)$ as

$$\hat{L} \eta(t) = \left( \frac{m}{\hbar} \right)^{\frac{3}{2}} \frac{1}{8\pi^{3/2} \Gamma(3/2)} \times \lim_{\epsilon \to 0^+} \left[ \int_0^{t-\epsilon} \frac{\eta(t)}{(t-\tau)^{3/2}} d\tau - \frac{2\eta(t)}{\sqrt{t}} \right]. \quad (3)$$

This result is motivated by solving the two-body problem, which satisfies the following Schrödinger equation in the relative coordinate $\mathbf{r}$ frame as

$$i\hbar \frac{\partial \psi}{\partial t} = -\frac{\hbar^2 \nabla^2 \psi}{m} + \frac{4\pi \hbar^2 \alpha_n(t)}{m} \delta(\mathbf{r}) \frac{\partial}{\partial \mathbf{r}} \psi. \quad (4)$$

Starting from an initial state $\psi(\mathbf{r}) = 1/\sqrt{V}$ ($V$ is the total volume of the system), the time evolution of the wave function always obeys the following asymptotic form in the short-range $r \to 0$ limit, that is

$$\psi(\mathbf{r}, t) = \frac{\eta(t)}{4\pi \sqrt{V}} \left[ \frac{1}{r} - \frac{1}{\alpha_n(t)} \right] + O(r), \quad (5)$$

and it can be shown that $\eta(t)$ satisfies Eq. 28 [40]. Generalizing this result from the two-body problem to the many-body problem utilizes the short-time expansion and is quite straightforward, which yields Eq. 1 [40]. Here we note that for the two-body problem, $\eta(t)$ satisfies Eq. 28 for all time scales, but for the many-body problem, the result is only valid for the short-time scale. Here short-time is defined as the time scale much shorter than the typical many-body time scale $t_n = \hbar/E_n$, where $E_n = \hbar^2 k_n^2/(2m)$ and $k_n = (6\pi^2 n)^{1/3}$ (with $n$ replaced by $n_\sigma$ for fermions). In other word, in such short time scale, the short-range behavior of many-body wave function is still dominated by the two-body physics.

**Contact Growth Rate.** Here, without loss of generality, we consider that $\alpha_n(t)$ grows from zero to a positive value in a power-law function as

$$\alpha_n(t) = \sqrt{2} \beta_0 \left( \frac{t}{t_0} \right)^\alpha, \quad (6)$$

where $t_0$ is an arbitrary length unit and $t_0$ is the time units, and $l_0$ and $t_0$ are both related to the same energy unit as $\hbar/t_0 = \hbar^2/(2ml_0^2)$. $\alpha, \beta$ are two constants describing the power and the coefficient, respectively and a factor $\sqrt{2}$ is introduced just for the later convenience. The operator $\hat{L}$ has an important property that

$$\hat{L} t^\alpha = \left( \frac{m}{\hbar} \right)^{\frac{3}{2}} B(\alpha)t^{\alpha - \frac{3}{2}}, \quad (7)$$

where $B(\alpha)$ is a constant given by $B(\alpha) = i^{3/2} \Gamma(\alpha + 1)/(4\pi\Gamma(\alpha + 1/2))$. That is to say, suppose $\eta(t)$ is a power-law function in $t$, when $\hat{L}$ acts on $\eta(t)$, it lowers the power of $\eta(t)$ by $1/2$. This property plays a crucial role in the following analysis because it means whether $\alpha$ in Eq. 6 is greater or smaller than $1/2$ makes significant difference.

**Case I: $\alpha > 1/2$.** In this case, the $1/(4\pi \alpha_n)$ term dominates Eq. 28, and thus, to the leading order of $t$, $\eta(t)$ and

FIG. 1: (a1-a2) The time-dependence of the scattering length $a_n(t)$ (in unit of $l_0$) with different power-law functions of Eq. 6. (a1) $\alpha = 3/4$, (a2) $\alpha = 1/4$, $\alpha = 1/2$. Generalizing this result from the two-body problem to the many-body problem utilizes the short-time expansion and is quite straightforward, which yields Eq. 1 [40]. (b1-b2) The time-dependence of the energy density change $\delta E$ (in unit of $g_2(0)l_0^2\hbar^2/m$) with $a_n(t)$ plotted in (a1) and (a2), respectively.
\[ C(t) \text{ are given by} \]
\[ \eta(t) = -4\pi a_s(t); \quad C(t) = 16\pi^2 a_s^2(t) g_2(0). \quad (8) \]

This is consistent with the adiabatic regime where the physical quantities only depend on the instantaneous scattering length at time \( t \).

Case II: \( \alpha < 1/2 \). In this case, the \( \hat{L} \) term dominates Eq. 28, and thus, to the leading order of \( t \), \( \eta(t) \) and \( C(t) \) are given by

\[
\eta(t) = -\left( \frac{\hbar}{m} \right)^\frac{1}{2} \frac{1}{B(1/2)} \sqrt{t}; \quad C(t) = \frac{\hbar}{m} \frac{g_2(0)}{B(1/2)^2 t}, \quad (9)
\]

where \( B(1/2) = -1/(8\sqrt{\pi}) \). Surprisingly, in this case this result shows that the growth of contact at the short-time is independent of parameters \( l_0, t_0, \alpha \) and \( \beta \) in Eq. 6. That is to say, it is independent of how fast \( a_s \) varies in time. Even if \( l_0 \) or \( \beta \) is infinitely large, or \( \alpha \) is infinitesimally small, and then \( a_s(t) \) initially grows infinitely fast, the contact always grows linearly in time with a constant rate. This means that as long as \( \alpha < 1/2 \), the short-range physics at the short time is the same as a quench process where the scattering length instantaneously jumps to unitarity.

Case III: \( \alpha = 1/2 \). In this case, Eq. 6 becomes

\[ a_s(t) = \beta \sqrt{\frac{\hbar t}{m}}, \quad (10) \]

By dimension analysis, it is easy to see that \( l_0 \) and \( t_0 \) cancel each other and only the coefficient \( \beta \) enters the expression. In this case, both \( \hat{L} \) term and the \( 1/(4\pi a_s) \) term are equally important. Also to the leading order of \( t \), we obtain

\[ \eta(t) = -A(\beta) \sqrt{t}; \quad C(t) = |A(\beta)|^2 g_2(0)t, \quad (11) \]

where \( A(\beta) \) is also a constant given by

\[ A(\beta) = \left( \frac{\hbar}{m} \right)^\frac{1}{2} \frac{1}{B(\frac{1}{2}) + \frac{1}{4\pi^2}}. \quad (12) \]

As one can see from here, this is a critical case. In the Case III, by taking \( \beta \to \infty \), Eq. 11 recovers Eq. 9, consistent with the quench limit, and by taking \( \beta \to 0 \), Eq. 11 recovers Eq. 8, consistent with the adiabatic limit.

Here an important point is that \( |A(\beta)|^2 \) is not a monotonic function in \( \beta \). For a given initial state, \( g_2(0) \) is fixed, and we can then define the initial growth rate for contact as \( v_C = \lim_{t \to 0} dC(t)/dt \). As one can see from Eq. 8, \( v_C = 0 \) for case I. And for both the Case II and the Case III, \( v_C \) is a constant, given by \( |A(\beta)|^2 g_2(0) \) for the Case III and \( |A(\beta = \infty)|^2 g_2(0) \) for the Case II. It turns out that \( |A(\beta)|^2 \) reaches its maximum at \( \beta_c = 2\sqrt{2/\pi} \approx 1.596 \), at which \( v_C^{\max} = (\hbar/m)128\pi g_2(0) \).

**Energy Growth Rate.** The total energy density of a uniform zero-range interacting quantum gas can be measured through its momentum distribution \( n_k \). For example, for spin-1/2 fermions, it is given by

\[ \mathcal{E} = \int \frac{d^3k}{(2\pi)^3} \epsilon_k \left( n_k - \frac{2C}{k^2} \right) + \frac{C}{4\pi m a_s}, \quad (13) \]

where \( n_k = n_{k^+} + n_{k^-}, \epsilon_k = \hbar^2 k^2/(2m) \), and the contact \( C \) is related to \( n_{k\sigma} \) through \( C \equiv \lim_{k \to \infty} k^4 n_{k\sigma} \) [31]. The same expression, replacing all \( C \) by \( C/2 \), also holds for the spinless Bose gas as long as the three-body contact can be ignored [38].

On the other hand, there is a direct relation between the time evolution of the energy and the contact. For spin-1/2 fermions it is given as

\[ \frac{d}{dt} \mathcal{E}(t) = \frac{4\pi \hbar^2}{4\pi m a_s^2} \frac{da_s}{dt}. \quad (14) \]

For spinless bosons, an extra \( 1/2 \) factor should also be added in the r.h.s. of Eq. 14. Therefore, based on the contact growth discussed above, we can determine the energy growth.

Case I: \( \alpha > 1/2 \). With the help of Eq. 8, one can obtain that

\[ \delta \mathcal{E}(t) = \frac{4\pi \hbar^2 a_s(t)}{m} g_2(0). \quad (15) \]

where \( \delta \mathcal{E}(t) = \mathcal{E}(t) - \mathcal{E}(t = 0) \). This result again shows that the physics in this regime is consistent with adiabatic regime where the energy is determined by the instantaneous scattering length. Since \( \alpha > 1/2 \), the energy increases slower than \( \sqrt{t} \) at the short time.

Case II: \( \alpha < 1/2 \). In this regime, Eq. 9 gives rise to

\[ \delta \mathcal{E}(t) = \frac{16\sqrt{2} n}{\beta(1-\alpha)m} g_2(0) l_0 \left( \frac{t}{t_0} \right)^{1-\alpha}. \quad (16) \]

Since \( \alpha < 1/2 \), the energy also increases slower than \( \sqrt{t} \) at the short time. When taking the \( \alpha \to 0 \) limit, or
\[ \beta \to \infty \text{ or } l_0 \to \infty \text{ limit, } \delta \mathcal{E}(t) \to 0, \text{ and it is consistent with the fact that there is no energy change for the quench process as discussed above.} \]

Case III: \( \alpha = 1/2 \). In this regime, Eq. 11 yields

\[ \delta \mathcal{E}(t) = \sqrt{\frac{\hbar^3}{m}} \frac{|A(\beta)|^2}{4\pi \beta} g_2(0) \sqrt{t}. \] (17)

It is in this case that the energy growth at the short time is the fastest. Now we can define an energy growth rate \( v_E = \lim_{t \to 0} \delta \mathcal{E}(t)/\sqrt{t} \). For case I and II, this rate is zero. In case II, \( v_E \) is given by \( \sqrt{\hbar^3/m}|A(\beta)|^2 g_2(0)/(4\pi \beta) \), which reaches its maximum at \( \beta_{c2} = 2/\sqrt{\pi} \approx 1.128 \) with \( v_E^{\text{max}} = 4(2 + \sqrt{2})/\sqrt{\pi} g_2(0)/\sqrt{\hbar^3/m} \approx 24.2 g_2(0)/\sqrt{\hbar^3/m} \). Note that this value of \( v_E^{\text{max}} \) applies for the spin-1/2 Fermi gas, and for the spinless Bose gas an extra 1/2 factor should be added.

This maximum energy growth rate is the main result of this work. We note that, although this result is obtained by assuming power-law function of \( a_s(t) \) and by considering positive \( a_s(t) \), it can be extended to other function forms, including the logarithmic function corrections, and including the situations where \( a_s \) varies to negative values. The results discussed above are summarized in Fig. 1 and Fig. 2. Fig. 1(a1) and (a2) show different power-law function of \( a_s(t) \) given by Eq. 6, either with different power \( \alpha \), or with different coefficient \( \beta \) and fixed \( \alpha = 1/2 \). Fig. 1(b1) and (b2) show the corresponding contact growth, and Fig. 1(c1) and (c2) show the corresponding energy growth, using spinless bosons as an example. It clearly shows that a faster increasing of \( a_s \) does not necessarily lead to a faster increasing of the contact and the energy density. One can see that for different powers, \( \alpha = 1/2 \) gives the fastest contact growth and energy growth at the short time. And for \( \alpha \) fixed at \( 1/2 \), \( \beta = \beta_{c1} \) yields the fastest contact growth and \( \beta = \beta_{c2} \) yields the fastest energy growth, as also shown in Fig. 2.

**Example.** The analysis above is based on the short time expansion. Here, we consider a concrete example of spinless bosons, which can be described by the following time-dependent Hamiltonian

\[ \hat{H}(t) = \sum_k \epsilon_k \hat{b}_k\hat{b}_k + \frac{U(t)}{2V} \sum_{k,k',q} \hat{b}_q^{\dagger} \hat{b}_k^{\dagger} \hat{b}_{k+q} \hat{b}_{k'}. \] (18)

where \( \hat{b}_k \) are boson creation operators with momentum \( k \). \( U(t) \) is related to \( a_s(t) \) through the renormalization relation

\[ \frac{1}{U(t)} = \frac{m}{4\pi \hbar^2 a_s(t)} - \frac{1}{V} \sum_k \frac{1}{2c_k}. \] (19)

We solve this Hamiltonian by adopting the Bogoliubov-type variational ansatz as

\[ |\Psi(t)\rangle = \mathcal{N}(t) \exp \left[ g_0(t) \hat{b}_0^{\dagger} + \sum_{k\neq 0} g_k(t) \hat{b}_k^{\dagger} \hat{b}_k \right] |0\rangle, \] (20)

where \( \mathcal{N}(t) \) is a normalization factor, \( |0\rangle \) is vacuum of particles, and \( g_0 \) and \( g_k \) are all variational parameters. This approach is not restricted to the short time and has been successfully used in the previous studies of degenerate Bose gas quenched to unitarity \([10, 13, 26]\).

The evolution of variational parameters \( g_0(t) \) and \( g_k(t) \) can be obtained from the Euler-Lagrange equation for the Lagrangian \( \mathcal{L} = \frac{1}{2} |(\hat{\Psi}(t)|\hat{\Psi}(t) - (\hat{\Psi}(t)\hat{\Psi}(t)) - (\hat{\Psi}(t)|\hat{H}(t)|\hat{\Psi}(t)) \rangle \), which yields a set of differential equations for \( g_0 \) and \( g_k \). Since we start with a non-interacting Bose condensate, we take \( g_0 = 1 \) and \( g_k = 0 \) at \( t = 0 \) as the initial conditions for these differential equations. We can obtain the variational wave function by solving these equations, and subsequently, we can determine the total energy density with Eq. 13. The results for the total energy density are shown in Fig. 3 for different powers and different coefficients. One can see that the short time behaviors agree very well with that given in Fig. 1(c1) and (c2).

**Summary.** In summary, we have studied the energy growth rate of degenerate quantum gas driven by increasing the s-wave scattering length \( a_s \) from zero, by both analyzing the short time behavior on general situations and numerically solving a concrete example of interacting bosons. Two main results are summarized as follows: (i) For energy increasing as \( t^\alpha \) at the short time, \( \alpha \) cannot be smaller than 1/2 and \( \alpha = 1/2 \) is achieved when \( a_s(t) \) varies as \( \propto \sqrt{t} \). (ii) For energy increasing as \( \sqrt{t} \) at the short time, the fastest energy increasing is achieved when \( a_s(t) = 2\sqrt{\hbar/3\pi m} \), with a maximum energy growth given by \( 4(2 + \sqrt{2})\sqrt{\pi \hbar^3/\hbar\hbar^2 g_2(0)} \) for the spin-1/2 Fermi gas and half of that for the spinless Bose gas. This prediction can be directly verified in cold atom experiments. We emphasize that this maximum energy growth rate is universal, that is, it is independent of any length or energy scale. This is because when \( a_s \) varies as
\( \sqrt{t} \), the entire many-body Schrödinger equation is invariant under a space-time scaling transformation \( t \rightarrow \lambda^2 t \) and \( r \rightarrow \lambda r \). Similar examples of such scale invariant many-body dynamics have been studied in [41–43]. Hence, this result ties together the fastest energy growth with the scaling symmetry, and this is reminiscent of an equilibrium analogy, where the interaction effect is the strongest at unitarity where the system is also scale invariant.
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Supplementary material:
Maximum Energy Growth Rate in Dilute Quantum Gases

In this supplementary material, we provide the details of proof for Eq. (1)-(3) in the main text.

SOLUTION OF TWO-BODY PROBLEM

In this section, we solve the time-dependent two-body problem and establish Eq. (2) and (3). We consider the following time-dependent Schrödinger equation in the relative coordinate $r$ frame

$$i\hbar \frac{\partial}{\partial t}\psi(r, t) = -\frac{\hbar^2}{m} \nabla^2 \psi(r, t) + \frac{4\pi\hbar^2 a_s(t)}{m} \delta(r) \frac{\partial}{\partial r} r \psi(r, t),$$  \hspace{1cm} (21)

which is Eq. (4) in the main text and we choose the initial state $\psi(r) = 1/\sqrt{V}$. We first define an auxiliary function $\eta(t)$ as

$$\eta(t) = -\sqrt{V} \frac{4}{\pi} a_s(t) \lim_{r \to 0} \frac{\partial}{\partial r} [r \psi(r, t)].$$  \hspace{1cm} (22)

Then Eq. (21) can be rewritten as

$$i\hbar \frac{\partial}{\partial t}\psi(r, t) = -\frac{\hbar^2}{m} \nabla^2 \psi(r, t) - \frac{1}{\sqrt{V}} \frac{\hbar^2}{m} \delta(r) \eta(t).$$  \hspace{1cm} (23)

Now Eq. (23) can be solved with the standard Green’s function approach and the solution is given as

$$\psi(r, t) = \psi_0(r, t) + \frac{i}{\sqrt{V}} \frac{\hbar}{m} \int_0^t G_{0}^{\text{rel}}(r, t - \tau) \eta(\tau) d\tau$$  \hspace{1cm} (24)

where $G_{0}^{\text{rel}}(r, t - \tau)$ is the noninteracting Green’s function in the relative coordinate frame given by

$$G_{0}^{\text{rel}}(r, t - \tau) = \left[ i \frac{m}{\pi \hbar^2 (t - \tau)} \right]^{3/2} \exp \left[ \frac{i m r^2}{4\hbar (t - \tau)} \right],$$  \hspace{1cm} (25)

and $\psi_0(r, t)$ satisfies the non-interacting Schrödinger equation

$$i\hbar \frac{\partial}{\partial t}\psi_0(r, t) = -\frac{\hbar^2}{m} \nabla^2 \psi_0(r, t), \hspace{0.5cm} \psi_0(r, t = 0) = \psi(r)$$  \hspace{1cm} (26)

where $\psi(r)$ is the initial wave function of $\psi(r, t)$.

For $\psi(r) = 1/\sqrt{V}$, we have $\psi_0(r, t) = 1/\sqrt{V}$ and, based on Eq. (24), we obtain the following asymptotic expansion at $r \to 0$.
\[
\psi(\mathbf{r}, t) = \frac{1}{\sqrt{V}} \left\{ 1 + \frac{\eta(t)}{4\pi r} + \left( \frac{m}{\hbar} \right)^{\frac{3}{2}} \lim_{r \to 0^+} \int_0^t \frac{\eta(\tau) \exp \left[ \frac{i m r^2}{4 \hbar^2 (t-\tau)^2} \right]}{(t-\tau)^{\frac{3}{2}}} d\tau - \int_0^t \frac{\eta(t) \exp \left[ \frac{i m r^2}{4 \hbar^2 (t-\tau)^2} \right]}{(t-\tau)^{\frac{3}{2}}} d\tau \right\} + O(r),
\]

where \( \hat{L} \) is defined in Eq. (3) in the main text. Then substituting Eq. (27) into the r.h.s. of Eq. (22), we immediately obtain

\[
\left[ \hat{L} + \frac{1}{4\pi a_s(t)} \right] \eta(t) = -1,
\]

which is exactly the Eq. (2) in the main text.

**GENERALIZATION TO MANY-BODY WAVE FUNCTION**

In this section, we generalize the two-body solution to many-body wave functions and establish Eq. (1) in the main text. To simplify notations, we set \( \hbar = m = 1 \) in this section. Since we are only interested in the short time evolution of the short distance behavior of the many-body wave function, it is convenient to divide the entire 3N dimensional space into two regions: \( \mathcal{D}_\epsilon \) and \( \mathcal{I}_\epsilon \). \( \mathcal{D}_\epsilon \) denotes the region in which the distance between any two bosons is larger than \( \epsilon \), and \( \mathcal{I}_\epsilon \) is the complementary space to \( \mathcal{D}_\epsilon \). In the short time limit \( t < t_n \), it is possible to choose an intermediate length scale \( \epsilon \) such that \( \sqrt{t} \ll \epsilon \ll 1/k_n \) (\( t_n \) and \( k_n \) was already defined in the main text). Such dividing of configuration space will be very useful in the following proof of this section.

We consider the following many-body Schrödinger equation for \( N \)-interacting bosons with a time-dependent s-wave scattering length \( a_s(t) \)

\[
i \frac{\partial}{\partial t} \psi(\mathbf{r}_1, \mathbf{r}_2, \cdots, \mathbf{r}_N; t) = -\frac{1}{2} \sum_{i=1}^{N} \nabla_i^2 \psi(\mathbf{r}_1, \mathbf{r}_2, \cdots, \mathbf{r}_N; t) + 4\pi a_s(t) \sum_{i<j} \delta(\mathbf{r}_{ij}) \frac{\partial}{\partial \mathbf{r}_{ij}} \psi(\mathbf{r}_1, \mathbf{r}_2, \cdots, \mathbf{r}_N; t)
\]

where \( \mathbf{r}_{ij} = \mathbf{r}_i - \mathbf{r}_j \) and \( \psi(\mathbf{r}_1, \mathbf{r}_2, \cdots, \mathbf{r}_N; t) \) is the normalized N-body wave function satisfying

\[
\int d^3\mathbf{r}_1 \cdots d^3\mathbf{r}_N |\psi(\mathbf{r}_1, \mathbf{r}_2, \cdots, \mathbf{r}_N; t)|^2 = 1.
\]

We first define an auxiliary function

\[
\Phi(\mathbf{R}; \mathbf{Z}; t) = -4\pi a_s(t) \lim_{r \to 0} \frac{\partial}{\partial r} \psi(\mathbf{R} + \mathbf{r}/2, \mathbf{R} - \mathbf{r}/2, \mathbf{z}_1, \cdots, \mathbf{z}_{N-2}; t)
\]

where \( \mathbf{Z} = \mathbf{z}_1, \cdots, \mathbf{z}_{N-2} \). Then based on Eq. (29) and (31), one can show that the N-body wave function satisfies the following asymptotic boundary condition at \( r_{ij} \to 0 \) with any \( i < j \):

\[
\psi(\mathbf{R}; t) = \frac{1}{4\pi} \Phi(\mathbf{R}_{ij}; \mathbf{R}_{ij}; t) \left( \frac{1}{r_{ij}} - \frac{1}{a_s(t)} \right) + O(r_{ij}),
\]

where \( \mathbf{R}_{ij} = (\mathbf{r}_i + \mathbf{r}_j)/2 \) and, to simplify notations, we have defined \( \mathbf{R} = \mathbf{r}_1, \mathbf{r}_2, \cdots, \mathbf{r}_N \) and \( \mathbf{R}_{ij} \) denotes the coordinates excluding \( \mathbf{r}_i \) and \( \mathbf{r}_j \).

The function \( \Phi(\mathbf{R}; \mathbf{Z}; t) \) is directly related to the contact as

\[
\mathcal{C}(t) = \frac{1}{V} 16\pi^2 N(N-1) \int d^3\mathbf{R} d^3(\mathbf{R}_{ij}) \left| \frac{1}{4\pi} \Phi(\mathbf{R}; \mathbf{Z}; t) \right|^2,
\]
where $V$ is the total volume of system and $d_{N-2} \mathcal{Z} = d^3z_1 \cdots d^3z_{N-2}$.

Now Eq. (29) can be rewritten as

$$i \frac{\partial}{\partial t} \psi(\mathbf{R}; t) = - \frac{1}{2} \sum_{i=1}^{N} \nabla_i^2 \psi(\mathbf{R}; t) - \sum_{i<j} \delta(\mathbf{r}_{ij}) \Phi \left( \frac{\mathbf{r}_i + \mathbf{r}_j}{2}; \mathbf{R}; t \right).$$

(34)

This equation can still be solved by standard Green’s function approach and we obtain the following form of solution

$$\psi(\mathbf{R}; t) = \psi_0(\mathbf{R}; t) + \sum_{i<j} \psi_{int}(\mathbf{r}_i, \mathbf{r}_j; \mathbf{R}; t),$$

(35)

$$\psi_{int}(\mathbf{a}, \mathbf{b}; \mathbf{R}; t) = i \int_0^t d\tau G_0^{\text{rel}}(\mathbf{a} - \mathbf{b}, t - \tau) \Phi_0^{t-\tau} \left( \frac{\mathbf{a} + \mathbf{b}}{2}, \mathbf{R}; \tau \right),$$

(36)

$$\Phi_0^{t-\tau}(\mathbf{R}; \tau) = \int d^3 \mathbf{R}' d^3 \mathbf{R} G^{\text{cm}}_0(\mathbf{R} - \mathbf{R}', t - \tau) \exp \left[ i \frac{(\mathbf{Z} - \mathbf{Z}')^2}{2(t-\tau)} \right] \frac{1}{[2\pi i(t-\tau)]^{1+\frac{1}{2}}} \Phi(\mathbf{R}'; \mathbf{Z}'; \tau),$$

(37)

where we defined the following two Green’s functions

$$G^{\text{cm}}_0(\mathbf{r}, t) = \frac{1}{(\pi it)^{3/2}} \exp \left( \frac{r^2}{t} \right), \quad G_0^{\text{rel}}(\mathbf{r}, t) = \frac{1}{(4\pi it)^{3/2}} \exp \left( \frac{r^2}{4t} \right).$$

(38)

The function $\Phi_0^{t-\tau}(\mathbf{R}; \tau)$ can be seen as the free expansion with time $t-\tau$ from an ‘initial wave function’ $\Phi(\mathbf{R}, \mathbf{Z}; t)$. The non-interacting wave function $\psi_0(\mathbf{R}; t)$ satisfies

$$i \frac{\partial}{\partial t} \psi_0(\mathbf{R}; t) = - \frac{1}{2} \sum_{i=1}^{N} \nabla_i^2 \psi_0(\mathbf{R}; t), \quad \psi_0(\mathbf{R}; t = 0) = \psi(\mathbf{R}; t = 0).$$

(39)

It is easy to show that $\psi_{int}(\mathbf{a}, \mathbf{b}; \mathbf{Z}; t)$ is only singular at $\mathbf{a} - \mathbf{b} \to 0$, and we obtain the following asymptotic behavior as $r_{ij} \equiv |\mathbf{r}_{ij}| \to 0$

$$\psi_{int}(\mathbf{r}_i, \mathbf{r}_j; \mathbf{R}; t) = \frac{\Phi(\mathbf{R}_{ij}, \mathbf{R}; t)}{4\pi r_{ij}} + iZ \int_0^t d\tau \frac{\Phi_0^{t-\tau}(\mathbf{R}_{ij}; \mathbf{R}; \tau)}{[4\pi i(t-\tau)]^{3/2}} + O(r_{ij}),$$

(40)

where we have defined

$$Z \int_0^t d\tau \frac{\Phi_0^{t-\tau}(\mathbf{R}; \tau)}{[4\pi i(t-\tau)]^{3/2}} = \frac{1}{(4\pi it)^{3/2}} \lim_{\epsilon \to 0^+} \left[ \int_0^{t-\epsilon} d\tau \frac{\Phi_0^{t-\tau}(\mathbf{R}; \tau)}{(t-\tau)^{3/2}} - 2 \Phi(\mathbf{R}; t) \right].$$

(41)

Finally, combining Eq. (31), (35) and (40) we obtain an closed integral equation for $\Phi(\mathbf{R}, \mathbf{Z}; t)$

$$- \frac{\Phi(\mathbf{R}; t)}{4\pi a(t)} = \psi_0(\mathbf{R}, \mathbf{R}; t) + iZ \int_0^t d\tau \frac{\Phi_0^{t-\tau}(\mathbf{R}; \mathbf{Z}; \tau)}{[4\pi i(t-\tau)]^{3/2}} + 2 \sum_{i=1}^{N-2} \psi_{int}(\mathbf{z}_i, \mathbf{R}; \mathbf{Z}; t) + \sum_{i<j}^{N-2} \psi_{int}(\mathbf{z}_i, \mathbf{z}_j; \mathbf{Z}; t)$$

(42)

where $\mathbf{Z}_i = \mathbf{z}_1, \ldots, \mathbf{z}_{i-1}, \mathbf{R}, \mathbf{z}_{i+1}, \ldots, \mathbf{z}_{N-2}$ and $\mathbf{Z}_ij = \mathbf{z}_1, \ldots, \mathbf{z}_{i-1}, \mathbf{R}, \mathbf{z}_{i+1}, \ldots, \mathbf{z}_{j-1}, \mathbf{R}, \mathbf{z}_{j+1}, \ldots, \mathbf{z}_{N-2}$.

In the case of spinless bosons starting from a pure non-interacting BEC state, we have $\psi(\mathbf{R}, t = 0) = 1/V^{N/2}$ and thus $\psi_0(\mathbf{R}, t) = 1/V^{N/2}$. Below we will show that the ansatz $\Phi(\mathbf{R}; \mathbf{Z}; t) = \eta(t)/V^{N/2}$ provides an asymptotic exact solution in the region $\mathcal{D}_e$. Substituting this ansatz into Eq. (42), we obtain

$$- \frac{\eta(t)}{4\pi a(t)} - 1 - \dot{\eta}(t) = 2 \sum_{i=1}^{N-2} \phi(\mathbf{z}_i - \mathbf{R}; t) + 2 \sum_{i<j}^{N-2} \phi(\mathbf{z}_i - \mathbf{z}_j, t),$$

(43)

$$\phi(\mathbf{r}, t) = i \int_0^t d\tau G_0^{rel}(\mathbf{r}, t-\tau) \eta(\tau).$$

(44)

On a first sight, Eq. (43) cannot be full filled because the l.h.s. only depends on $t$ but the r.h.s. is a function of $t$, $\mathbf{Z}$ and $\mathbf{R}$. However, it is important to note that since $\int \phi(\mathbf{r}, t) d^3 \mathbf{r} = i \int_0^t \eta(\tau) d\tau$ is finite, $\phi(\mathbf{r}, t)$ must decay very fast as $r \gg \sqrt{t}$. For example, for $a_0(t) = \beta \sqrt{t}$, we have

$$\phi_\beta(\mathbf{r}, t) = \frac{1}{1 - 2\sqrt{\pi} \beta} \left[ \text{Erf} \left( \frac{r}{2\sqrt{\pi} \beta} \right) + 2\sqrt{\pi} \frac{\beta}{\sqrt{\pi} r} \exp \left( i \frac{r^2}{4t} \right) - 1 \right].$$

(45)
where Erf(z) is the error function in the complex plane. In this case, we have \( \phi_\beta(r, t) \to t^{3/2}/r^3 \) as \( r \gg \sqrt{\ell} \). For other form of \( a_\nu(t) \), \( \phi(r, t) \) decays even faster as \( r \gg \sqrt{\ell} \). On the other hand, in region \( D_\epsilon \), we have \( r_{ij} > \epsilon \gg \sqrt{\ell} \). This means the r.h.s. of Eq. (43) vanishes in the region \( D_\epsilon \) and Eq. (43) is reduced to Eq. (28) (or Eq. (2) in the main text). As a result, the ansatz solution

\[
\Phi(R; Z; t) = \frac{\eta(t)}{V^{N/2}},
\]

with \( \eta(t) \) satisfying Eq. (28) becomes asymptotically exact in the region \( D_\epsilon \).

Finally, substituting Eq. (28) into (33) and the contact is given as

\[
C(t) = \frac{1}{V} 16\pi^2 N(N-1) \int_{D_\epsilon + Z_\epsilon} d^3R d^3r_3 \cdots d^3r_N \left| \frac{1}{4\pi} \Phi(R; r_3 \cdots r_N; t) \right|^2
\]

(47)

\[
= \frac{1}{V} 16\pi^2 N(N-1) \int_{D_\epsilon} d^3R d^3r_3 \cdots d^3r_N \left| \frac{1}{4\pi} \Phi(R; r_3 \cdots r_N; t) \right|^2
\]

(48)

\[
= \frac{1}{V} 16\pi^2 N(N-1) V^{N-1} \left| \frac{1}{4\pi} \eta(t) \right|^2
\]

(49)

\[
= n^2 |\eta(t)|^2,
\]

(50)

where \( V \) is the total volume of the system. The equality between Eq. (47) and (48) is due to the fact that the contribution to the integral from the region \( Z_\epsilon \) vanishes in the limit \( \epsilon \ll 1/k_n \). The relative error caused by omitting the term \( \int_{Z_\epsilon} \cdots \) is on the order of \( k_n \epsilon \).

It is also straightforward to generalize above analysis to an initial state of arbitrary low energy plane wave state where

\[
\psi(r_1, \cdots r_N; t = 0) = \frac{1}{N!V^{N/2}} \sum_P \exp \left( i \sum_{j=1}^N k_{P_j} \cdot r_j \right),
\]

(51)

\[
\psi_0(r_1, \cdots r_N; t) = e^{-iE_0 t} \psi(r_1, \cdots r_N; 0),
\]

(52)

\[
E_0 = \frac{1}{2} \sum_{j=1}^N k_j^2,
\]

(53)

where \( P \) runs over all permutations. Here low energy means that \( \max\{k_i\} \ll 1/\sqrt{\ell} \). In this case, one can show that

\[
\Phi(R; Z; t) = \eta(t) \psi_0(R, R, Z; t),
\]

(54)

also provides an asymptotically exact solution in the region \( D_\epsilon \) and the contact is given by

\[
C(t) = \frac{1}{V} N(N-1) \int_{D_\epsilon} d^3R d^3r_3 \cdots d^3r_N |\psi(R, R, r_3 \cdots r_N; 0)|^2 |\eta(t)|^2
\]

(55)

\[
= \frac{1}{V} \int d^3R \langle \Psi_0 | \hat{\psi}^\dagger(R) \hat{\psi}(R) | \Psi_0 \rangle |\eta(t)|^2
\]

(56)

\[
= \frac{1}{V} \int d^3R \langle \Psi_0 | \hat{\psi}^\dagger(0) \hat{\psi}(0) | \Psi_0 \rangle |\eta(t)|^2
\]

(57)

\[
= n^2 |\eta(t)|^2,
\]

(58)

which is Eq. (1) in the main text.

The above proof can be generalized straightforwardly to spin-1/2 fermions. In this case, we have

\[
\psi(r_{1\uparrow}, \cdots r_{N\uparrow}; r_{1\downarrow}, \cdots r_{M\downarrow}; t = 0) = \frac{1}{N!M!V^{(N+M)/2}} \sum_{P_1, P_2} (-1)^{P_1} (-1)^{P_2} \exp \left( i \sum_{j=1}^N k_{P_{j\uparrow}} \cdot r_{j\uparrow} + i \sum_{j=1}^M k_{P_{j\downarrow}} \cdot r_{j\downarrow} \right),
\]

(59)

\[
\psi_0(r_{1\uparrow}, \cdots r_{N\uparrow}; r_{1\downarrow}, \cdots r_{M\downarrow}; t) = e^{-iE_0 t} \psi(r_{1\uparrow}, \cdots r_{N\uparrow}; r_{1\downarrow}, \cdots r_{M\downarrow}; 0),
\]

(60)

\[
E_0 = \frac{1}{2} \sum_{j=1}^N k_{j\uparrow}^2 + \frac{1}{2} \sum_{j=1}^M k_{j\downarrow}^2,
\]
and following a similar derivation as given above for Bose gas, one can show that the contact is given as

\[
C(t) = \frac{1}{V} NM \int_{\mathcal{D}_\epsilon} d^3R \prod_{\sigma=\uparrow,\downarrow} d^3r_{2\sigma} \cdots d^3r_{N\sigma} |\psi(R, r_{2\uparrow}, \cdots r_{N\uparrow}; R, r_{2\downarrow}, \cdots r_{M\downarrow}; 0)|^2 |\eta(t)|^2
\] (61)

\[
= \frac{1}{V} \int d^3R (\Psi_0 | \hat{\psi}_\uparrow^\dagger(R) \hat{\psi}_\downarrow^\dagger(R) \hat{\psi}_\uparrow(R) \hat{\psi}_\downarrow(R) | \Psi_0 \rangle |\eta(t)|^2
\] (62)

\[
= \frac{1}{V} \int d^3R (\Psi_0 | \hat{\psi}_\uparrow^\dagger(0) \hat{\psi}_\downarrow^\dagger(0) \hat{\psi}_\uparrow(0) \hat{\psi}_\downarrow(0) | \Psi_0 \rangle |\eta(t)|^2
\] (63)

\[
= g_2(0) |\eta(t)|^2,
\] (64)

which also gives Eq. (1) in the main text. Here for spin-1/2 fermions, \(\mathcal{D}_\epsilon\) is defined as the region in which the distance between any \(\uparrow\)-particle and \(\downarrow\)-particle is larger than \(\epsilon\).