Learning Trajectories of Hamiltonian Systems with Neural Networks
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Abstract. Modeling of conservative systems with neural networks is an area of active research. A popular approach is to use Hamiltonian neural networks (HNNs) which rely on the assumptions that a conservative system is described with Hamilton’s equations of motion. Many recent works focus on improving the integration schemes used when training HNNs. In this work, we propose to enhance HNNs with an estimation of a continuous-time trajectory of the modeled system using an additional neural network, called a deep hidden physics model in the literature. We demonstrate that the proposed integration scheme works well for HNNs, especially with low sampling rates, noisy and irregular observations.
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1 Introduction

Many real-world physical systems are modeled using (partial) differential equations which are derived from the laws of physics. This modeling approach has the benefits that one can build a functional model using a small amount of data and the model may generalize well outside of the training data distribution (provided that the modeling assumptions are correct). However, building the model from the first principles requires deep understanding of the modeled process and often results in a tedious procedure when various modeling assumptions are tested in how well they can explain the data. The data-driven approach is therefore an attractive alternative: one can fit a generic model like neural networks to training data without much effort on the model design and the derivations of the learning and inference procedures. The downside is, however, that the accuracy of this model depends greatly on the amount of available data: too little data may result in models that do not generalize well. Thus, there is clear demand for combining two modeling approaches: using neural networks models for better flexibility while also constraining the solutions with laws of physics can greatly improve sample efficiency. The laws of conservation (of energy/mass/momentum) are among very common modeling assumptions made for describing physical systems. Many real-world physical systems can be modeled as closed and therefore conservative systems. Combining the conservation laws with neural networks
One prominent research direction that emerged recently in the literature is modeling Hamiltonian systems with neural networks [1]. In Hamiltonian neural networks (HNNs), the law of the energy conservation is in-built in the structure of the dynamics model and therefore it is automatically satisfied. The idea of utilizing Hamilton’s equations was successfully used to predict the dynamics of Hamiltonian systems from pixel observations [13,26,31], to build representations of molecular data [21] and it was extended to control tasks [29,31] and meta-learning [20]. The original HNN model [11] had the limitation of assuming the knowledge of the state derivatives with respect to time or approximating those using finite differences. Many recent works have used numerical integrators for modeling the evolution of the system state and several improvements of the integration procedure have been proposed [5,8,9,16,25,28].

In this paper, we propose to model the evolution of the system state by adding another neural network instead of relying on traditional numerical integrators. This alternative to numerical integration is known in the literature under the name deep hidden physics models [23]. Our method provides a continuous-time approximation of system states without relying on additional assumptions such as Hamiltonian separability. Hamiltonian preservation is encoded as a soft constraint through an extra loss term rather than being in-built in the architecture itself. We experimentally show that the proposed approach can improve the modeling accuracy in the presence of observation noise and for measurements with low sampling rates or irregularly-sampled observations.

2 Modeling Hamiltonian systems

2.1 Hamiltonian neural networks

The modeling assumption of Hamiltonian neural networks [1] is that the observed state $s = (q, p)$ of a dynamical system evolves according to Hamilton’s equations:

$$\frac{dq}{dt} = \frac{\partial H}{\partial p}, \quad \frac{dp}{dt} = -\frac{\partial H}{\partial q}, \quad (1)$$

where $H$ is the Hamiltonian (total energy) of the system, $q$ is the position and $p$ is the momentum part of the state. Hamiltonian equations assume the system state $s = (q, p)$ being represented in canonical coordinates. Although Hamiltonian $H(q, p)$ is modeled with a generic neural network with inputs $q$ and $p$, using equation (1) to describe the system dynamics guarantees that the total energy is conserved:

$$\frac{\partial H}{\partial t} = \frac{\partial H}{\partial p} \frac{dp}{dt} + \frac{\partial H}{\partial q} \frac{dq}{dt} = 0. \quad (2)$$
The original HNN model was trained by minimizing the loss

$$L_{\text{HNN}} = \frac{1}{K} \sum_{k=1}^{K} \left( \frac{dq_k}{dt} - \frac{\partial H_k}{\partial p} \right)^2 + \left( \frac{dp_k}{dt} + \frac{\partial H_k}{\partial q} \right)^2$$  \hspace{1cm} (3)$$

where $\frac{\partial H_k}{\partial p}$, $\frac{dq_k}{dt}$, $\frac{dp_k}{dt}$, $\frac{\partial H_k}{\partial q}$ are partial derivatives computed at the locations of the training examples $q(t_k), p(t_k)$. The derivatives $\frac{\partial H_k}{\partial p}, \frac{\partial H_k}{\partial q}$ are calculated by differentiating the neural network which models the Hamiltonian, while the derivatives $\frac{dq_k}{dt}, \frac{dp_k}{dt}$ are either assumed to be known (from the simulator) or approximated with finite differences. Using finite differences to approximate the derivatives $\frac{dq_k}{dt}$ and $\frac{dp_k}{dt}$ is essentially equivalent to Euler integration with a time step being equal to the sampling interval, which limits the accuracy of the trained model.

Many extensions of HNNs use more advanced numerical integrators combined with the Neural ODE approach to model the evolution of the system state in time. Several works use symplectic integrators which preserve the conserved quantity and are therefore natural options for Hamiltonian systems. The analysis of several numerical integrators shows that non-symplectic integrators cannot guarantee the recovery of true Hamiltonian $H$ and the prediction accuracy obtained with a symplectic integrator depends on the integrator accuracy order. In addition to the use of a symplectic integrator, SympNets have the network architecture that guarantees zero energy loss by network design. Some symplectic integration schemes make additional assumptions such as the separability of the Hamiltonian. A recent model called Non-separable Symplectic Neural Networks (NSSSN) releases this assumption by an improved symplectic integrator which works well for both separable and non-separable Hamiltonians.

One potential problem in applying model equations to real-world data is the fact that the system dynamics in equation is written for clean states $p$ and $q$ while in practice state measurements typically contain noise. Working with noisy states leads to inaccurate modeling due to the compounding error problem. Therefore the states should be denoised both at training and inference times. Many existing HNN models were trained with noisy observations but they do not have in-built techniques for handling observation noise in initial states at inference time. Some works directly address this issue: for example, which proposes an initial state optimization procedure.

### 2.2 Physics-informed neural networks as an integrator for HNN

Physics-informed neural networks (PINNs) is a mesh-free method of solving given differential equations using neural networks. The method can be used to approximate a solution of an initial value problem defined by an ordinary

$$H(q, p) = V(q) + K(p)$$ where $V$ and $K$ are potential and kinetic energies is separable.
differential equation (ODE) with a known function $f$

$$\frac{ds(t)}{dt} = f(t, s(t))$$  \hspace{1cm} (4)

and initial conditions $s_0 = s(t_0)$. The solution $s(t)$ of the ODE is approximated by a neural network with time $t$ as input trained by minimizing a composite loss function. The loss function for the network training can be represented as a weighted sum of the supervised learning loss for the initial conditions

$$\mathcal{L}_{\text{init}} = ||s(t_0) - s_0||^2$$  \hspace{1cm} (5)

and the loss forcing the network to satisfy the ODE in equation 4:

$$\mathcal{L}_{\text{ode}} = \frac{1}{K} \sum_{k=1}^{K} \left( \frac{ds_k}{dt} - f(t_k) \right)^2$$  \hspace{1cm} (6)

where $\frac{ds_k}{dt}$ denotes derivatives computed at locations $t_k$. The locations $t_k$ can be sampled randomly on the interval on which the ODE is solved.

In case a sequence of observations $\{(t_0, s_0), ..., (t_N, s_N)\}$ from the modelled system in equation 4 is available PINNs allow to easily include the observations in the model training procedure in which case the loss in equation 5 is replaced with the following supervision loss:

$$\mathcal{L}_{\text{fit}} = \frac{1}{N} \sum_{i=1}^{N} ||s(t_i) - s_i||^2.$$  \hspace{1cm} (7)

The PINN method can be viewed as a supervised learning method with the ODE-based regularizer given in equation 6. Unlike traditional numerical solvers PINNs can handle ill-posed problems, e.g. with unknown initial conditions but with measurements for other time points.

Deep hidden physics models (DHPMs) extend the PINNs approach to the case of an unknown function $f$ in equation 4. Function $f$ is approximated with another neural network which is trained by minimizing the loss in equation 6. Thus, DHPMs contain two neural networks: one defines the differential equation and the other one approximates its solution.

In this paper, we propose to learn the HNN model using the PINNs approach, that is to approximate the solution of the Hamiltonian equations 1 by a neural network $s(t)$ that outputs $q(t)$ and $p(t)$ as a function of time $t$. This network is trained to fit the available observations $s_i = (q_i, p_i)$ at time instances $t_i$ by minimizing the loss in equation 7 and to satisfy Hamilton’s equations by minimizing the loss in equation 3. The value of Hamiltonian $\mathcal{H}$ is approximated by an HNN which is jointly trained with solution network $s(t)$. Note that the derivatives $\frac{dq}{dt}$, $\frac{dp}{dt}$ can be computed by differentiating the neural network $s(t)$ with respect to its input $t$. Thus, the method does not require the knowledge of these derivatives from the simulator or their approximation using finite differences. Note also that the locations of points $t_k$ do not have to coincide with the
locations of the training samples: they are sampled randomly on the solution interval. This stabilizes training and makes the method work well with lower sampling rates and in the presence of observation noise.

The total loss minimized during training is the weighted sum of losses in equation 3 and equation 7. We also find it beneficial to use an additional loss term which forces the energy values to stay constant throughout a trajectory:

$$L_{	ext{extra}} = \frac{1}{M} \sum_{ij} (\mathcal{H}(s(t_i)) - \mathcal{H}(s(t_j)))^2,$$

where pairs of points $t_i, t_j$ are sampled randomly and $M$ is the number of sampled pairs in a mini-batch.

We call our algorithm Deep Hidden Hamiltonian (DHH) in analogy to DH-PMs: we assume that Hamiltonian $\mathcal{H}$ is unknown and should be learned from data.

3 Related work

Recently many improvements to the original HNN architecture have been proposed in the literature. The proposed improvements include the use of symplectic integrators [5,9,16,25,28], hard constraints on energy conservation [16] as well as modifications to the soft constraints, for example, by switching to the Cartesian coordinates [10]. More details on the comparison of different methods for Hamiltonian systems can be found in survey [30]. In contrast to many exiting works, our method does not rely on traditional numerical integrators but instead utilizes an extra neural network for learning of the system trajectory. Another alternative to approaches listed above is a method called GFNN [2] that learns modified generating functions as a symplectic map representation instead of approximating a vector field directly. Thus, the method does not require finite difference approximations of the vector field. However, GFNN requires solving a system of non-linear equations for prediction of one step evolution which might be a computational bottleneck.

An advantage of the algorithm proposed in this paper is its applicability to noisy measurements without the need to design a separate denoising procedure. The solution network finds a continuous-time approximation of the system state trajectory from noisy observations. Previous works had a separate denoising step, for example, by basis functions approximations [27] or an optimization procedure for the initial step [5].

Our approach is related to several works that have used physics-informed neural networks for modeling conservative systems. cPINNs [15] has used physics-informed neural networks for modeling non-Hamiltonian conservative systems with known system equations. Work [22] has applied PINNs for solving Hamilton’s differential equations with a known Hamiltonian $\mathcal{H}$. In contrast, we learn the Hamiltonian from the data following the DHPMs methodology.
4 Experiments

We test our method on the following four physical systems from [11]:

- mass-spring
  \[ H = \frac{1}{2} k q^2 + \frac{p^2}{2m} \] (9)
  with \( m = \frac{1}{2} \) and \( k = 2 \);

- pendulum
  \[ H = 2mgl(1 - \cos q) + \frac{l^2 p^2}{2m} \] (10)
  with \( l = 1 \), \( m = \frac{1}{2} \) and \( g = 3 \);

- 2-body and 3-body systems
  \[ H = \sum_{i=0}^{N} \frac{\|p_i\|^2}{2m_i} - \sum_{1 \leq i < j \leq N} \frac{Gm_i m_j}{\|q_i - q_j\|} \] (11)
  with \( G = 1 \), \( m_i = 1 \), \( i = 1, \ldots, N \) and \( N \in \{2, 3\} \).

We generate training data by randomly sampling the initial state and numerically solving differential equations 1 using the fourth-order Runge-Kutta method with \( H \) given in equations 9 – 11. To test the robustness of the proposed method to noise in observations, the generated data points are corrupted with additive Gaussian noise with zero mean and 0.1 standard deviation.

In all the experiments, Hamiltonian \( H \), solutions \( s(t) \) and dynamics \( f \) (for a DHPM baseline) are modeled with multi-layer perceptron networks. The models are optimized using the Adam optimizer [17] with learning rates of 0.0001 for HNN and dynamics \( f \) and 0.01 for the solution network. We normalize the modeling interval of \( t \) to be \([-1, 1]\). Points \( t_k \) required for computing the loss terms in equation 3 and equation 6 for the DHPM baseline (described in Sec. 2.2) are sampled uniformly from the interval \([-1, 1]\) for each optimization step. Similarly, pairs of points \((t_i, t_j)\) for the extra loss term in equation 8 are sampled at each optimization step such that \( t_i \in [-1, 0] \) and \( t_j \in [0, 1] \). In our experiments, the training loss is the weighted sum of the supervision loss in equation 7 (with weight 1), the loss in equation 3 (with weight 0.1 for the mass-spring system and the pendulum and 1 for the 2-body and 3-body systems) and the loss in equation 8 (with weight 0.01).

In Fig. 1, we compare the trajectories for the mass-spring system estimated with the proposed DHH approach and with the HNN from [11] in which the derivatives are estimated using finite differences. Fig. 1a-c show the results for three settings: 1) clean regularly-sampled observations 2) noisy regularly-sampled observations 3) clean irregularly-sampled observations. In the experiment with noisy observations (Fig. 1d), we additionally show a trajectory obtained by the baseline HNN when we assume access to the clean state observation for the last time step in the training set. The results show that the proposed
Fig. 1. (a)–(c): Estimated state trajectories for the mass-spring system with DHH (green) and HNN (blue). (d): The trajectory obtained by integrating the system equations with the Runge-Kutta integrator using the Hamiltonian $H$ learned by DHH for the data from Fig. 1c. The method performs well under low sampling rates and it tolerates noise in the data.

In Fig. 1d, we show the trajectory obtained by integrating the system equations with the Euler integrator using the Hamiltonian $H$ learned by DHH for the data from Fig. 1c. The results show that the Hamiltonian $H$ found by DHH is very accurate and the model works well even when changing the integration scheme at test time.

Fig. 2. Estimated trajectories and the corresponding vector field by DHH for the mass-spring system with noisy observations of $q$ and no observations of $p$. 
In Fig. 2, we show that the proposed algorithm can be used when some of the state variables are not observed. In this experiment, we model the mass-spring system using only noisy measurements of the position variable $q$ while $p$ is assumed unobserved. The results show that the proposed method is able to reconstruct the missing coordinate (up to an additive constant).

Next, we quantitatively compare the proposed approach against the following baselines: 1) HNN [11] with derivatives calculated as finite differences, 2) HNN [11] with derivatives provided by the simulator, 3) NSSNN [28], 4) Neural ODE [3] and 5) DHPMs [23]. The implementations of NSSNN and HNN are taken from the original papers. For Neural ODE, we use the same implementation as in [28] with the second-order Runge-Kutta integrator. DHPMs estimate the system dynamics in equation 3 by modeling $f$ with a multi-layer perceptron and by minimizing the sum of the losses in equations 6 and 7.

In Fig. 3, we present the effect of the sampling rate on the log mean-squared error (log-MSE) of the estimated trajectories compared to the ground truth. We show the average log-MSE for each model across five runs with a solid line, while the shaded interval represent the minimum and maximum log-MSEs among the five runs. The $x$-axis corresponds to the number of points in the training set: a smaller number of points in the training set corresponds to a lower sampling rate. As can be seen from the results, the proposed method performs similarly

---

2 Minimum and maximum errors are used to emphasize extreme cases (e.g., failed runs).
to the baselines on clean observations and it outperforms the baselines on noisy observations. We attribute the improvement to the energy conservation bias built in the model and to the noise filtration capabilities of the solution network. The performance of DHH and DHPMs is more stable in the low sampling rate regime compared to the approaches with traditional numerical integrators due to computational challenges of numerical integration in this scenario. However, methods, such as Neural ODE and HNN perform better with increase of sampling rates of clean observations. Note that the HNN model that has access to the simulator derivatives is an unrealistic approach because those derivatives are not available in practical applications.

In Fig. 4, we show that the use of the extra loss term in equation 8 has a positive effect on the training of the proposed model.

5 Conclusion and future work

In this work, we proposed to learn a continuous-time trajectory of a modeled Hamiltonian system using an additional neural network. The time derivatives provided by this network can replace the finite-difference estimates of the derivatives used as the targets in the original HNN model. We showed experimentally that the proposed approach can outperform existing alternatives, especially in the case of low sampling rates and presence of noise in the state measurements.

A big limitation of the HNN methodology is its applicability only to conservative systems described by Hamilton’s equations and observed in the canonical
coordinates. These assumptions may be restrictive in many practical applications. Addressing this limitation is an important line for future research with many promising results obtained recently (see, e.g., [4, 6, 7, 14]). Another important research question is to identify the most efficient way to incorporate inductive biases from physics into modeling of dynamical systems, which is a topic of active debate at the moment [1, 12].
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