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Abstract

Crack detection, length estimation, and Remaining Useful Life (RUL) prediction are among the most studied topics in reliability engineering. Several research efforts have studied physics of failure (PoF) of different materials, along with data-driven approaches as an alternative to the traditional PoF studies. To bridge the gap between these two techniques, we propose a novel hybrid framework for fatigue crack length estimation and prediction. Physics-based modeling is performed on the fracture mechanics degradation data by estimating parameters of the Paris Law, including the associated uncertainties. Crack length estimations are inferred by feeding manually extracted features from ultrasonic signals to a Neural Network (NN). The crack length prediction is then performed using the Particle Filter (PF) approach, which takes the Paris Law as a move function and uses the NNs output as observation to update the crack growth path. This hybrid framework combines machine learning, physics-based modeling, and Bayesian updating with promising results.
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1. Introduction

Although assumed to be identically manufactured, components always present some variability in their performance while in service. This variability can be seen in their degradation path and time to failure as they are tested under identical conditions. In engineering, fatigue is the most common degradation mechanism, and it has been under extensive study over the past century [1]. The fluctuating loads applied to components result in damage accumulation. The damage starts at the micro-scale constituent levels of materials and grows to a macro-scale level, eventually causing a catastrophic failure. In metals, accumulated damage causes a macro-crack to form and develop until final fracture. The fatigue damage modeling and life prediction in metals encompass a rich history of research studies, mainly focused on damage mechanisms and damage accumulation models [2]. Fatigue life prediction in metals is usually divided into two main regimes: crack initiation and crack propagation. Fracture mechanics focuses on crack length estimation based on the applied stress and other factors such as geometry. One of the most widely accepted models in fracture mechanics is the Paris’ Law [3]. The flexibility to adapt to unseen situations and the available historical information on physics-based models make them a reliable tool for fatigue life prediction. However, due to the stochastic nature of fatigue and the need to decrease the uncertainty in degradation prediction of sensitive structures, several data-driven methods have been developed over the past years. The implementation of data-driven methods seeks to exploit the interpretation of high volumes of data collected by sensors during the operational life of a component. Hence, the assessment of the health state can constantly be updated based on the operational conditions, allowing to guide the maintenance decision-making towards a condition-based one.

One of the sensor measurements that have proven to be a good assessment tool for crack identification and propagation are ultrasonic signals, particularly Lamb waves. By studying anomalies in their behavior, such as dispersion characteristics and propagation speeds, Lamb waves can be used for damage identification [4] and quantification through Bayesian updating [5, 6]. Other applications of Lamb wave properties for crack damage identification can be found in structural health monitoring through a defect imaging system [7], an enhanced hierarchical probability damage-imaging [8], and on-line crack prognostics using particle filtering based method [9]. The compelling evidence of the strong relationship between ultrasonic waves and
damage identification led researchers to apply Machine Learning (ML) approaches of high hierarchical order, aiming to extract abstract features from the signals [10, 11, 12]. Among these, Artificial Neural Networks (ANN) stand out as the most popular approach. Indeed, De Fenza et al. [13] analyzed Lamb waves to determine the location and quantification of damage in metallic and composite plates, based on a damage index determined from the propagation of the waves. These indices were then used to train the ANN, which outputs the health state diagnostic of the plate. Sharufatti et al. [12] addressed a similar problem scenario, training an ANN with synthetically generated data, which was then validated with experimental data from a plate. In [12], indices were extracted from Lamb waves to create a feature vector, which was later used as input for two regression networks, one for localization and the second for quantification. Further, application of NN for damage identification and quantification based on wave signals have been applied in [14, 15, 16].

Prediction accuracy in data-driven models heavily depends on the availability of reliable training data. Uncertainty in the remaining useful life (RUL) estimation of degradation processes increases when a limited amount of training data is available. Meanwhile, the adaptability of physics-based models to account for different conditions and availability of historical data can provide a reliable estimation of the degradation path specifically in the case of widely used materials. To incorporate the benefits of both data-driven and physics-based models, hybrid approaches are widely used to model the degradation behaviors [17, 18, 19]. Particle Filtering (PF) and its evolved versions (thoroughly discussed by Jouin et al. [20]) are among the most popular hybrid prognostic techniques. PF can be updated in real-time, captures nonlinearity’s, accounts for uncertainty, and can to perform prognostic and prediction tasks, which are great assets to hybrid techniques.

In this paper, we propose a novel hybrid Neural Network-Particle Filtering (NN-PF) model as a powerful probabilistic tool for crack length estimation and prognostics. This model fuses the physics-based degradation model for crack growth (Paris’ Law) with the output of the data-driven approach (NN). To the best of our knowledge, there is only one similar application of an assembled neural network-particle filtering framework by Baraldi et al. [21], in which the authors present a bagged ensemble artificial neural network to map the state of the particle to the measurement. Their main focus is to quantify the uncertainty over the RUL predictions. Our approach, however, focuses on the framework development, which assembles NN with PF to output a crack length estimation.

2. Proposed Framework

A hybrid physics-based and data-driven framework is proposed to describe the stochastic nature of crack growth and decrease the uncertainty of crack propagation estimation. In this framework, fracture mechanics is used to model the physics of crack growth. The uncertainty in the component degradation path is captured through the physics-based model. Parameters of the governing equation of fatigue crack growth, Paris’ Law, are estimated based on the available training data, through a probability distribution fitting. As a result, instead of describing the behavior of an unseen component using deterministic parameters, a series of potential crack growth paths with their associated probabilities are used.

Neural network (NN) estimates the crack length based on features extracted from ultrasonic signals recorded at different crack lengths. One important advantage of using NN for crack length estimation is that it is independent of the cycle numbers and loading conditions and only dependent on the signals. The crack length estimates from NN is used to select the most likely path of crack growth in the series of potential crack growth paths. Then, particle filter performs as a hybrid model, taking the selected crack growth path as the move function, and NN estimates as observations to update the degradation path of the fatigue test. This approach, while based on the general physics of crack growth, is tailored to the test conditions using NN outputs and is expected to decrease the uncertainty of RUL estimation and provide an accurate crack propagation estimation. Figure 1 shows the proposed framework. Details of each step are explained in the following.

2.1. Physics-Based Modeling

The fatigue crack propagation prediction in this study is described by the linear elastic fracture mechanics (LEFM) introduced by Paris [3]. The Paris’ Law equation explains the crack growth rate in a material as a function of its geometry and applied load, and it is defined as:

$$\frac{da}{dN} = C(\Delta K)^m$$

(1)

In which \(a\) is the crack length, \(N\) is the number of cycles, and \(da/dN\) is the crack growth rate with respect to the number of cycles. \(C\) and \(m\) are material dependent parameters, and \(\Delta K\) is stress intensity factor defined as:

$$\Delta K = f(g)\Delta \sigma \sqrt{\pi a}$$

(2)

In Equation 2, \(f(g)\) is correction factor that depends on specimen and crack geometry, \(\Delta \sigma\) is the applied stress and \(a\) is the crack length. Equations 1 and 2 can be used to describe the crack growth behavior of a known geometry and material.
component. Although the Paris’ Law parameters for widely used materials are reported in many open-source databases, they are usually associated with high uncertainties. The material properties of a component can be measured by performing fatigue tests and crack length measurements and using:

$$N_2 - N_1 = \int_{a_1}^{a_2} \frac{da}{C(f(g)\Delta\sigma\sqrt{\pi a})^m}$$

To find the $C$ and $m$ parameters, crack growth data from the training database is fit to Equation 3. The parameters are material dependent and are expected to yield identical values if multiple fatigue results are used from components of identical material. However, due to the uncertainties associated with tests, measurements, geometry, etc., values show a scattered behavior. After finding the Paris’ Law parameters for each training test, a distribution over life at each crack length is fitted. A Weibull distribution is then used to capture the scatter in crack growth paths of all training test data. This results in a distribution of crack growth paths describing the Paris’ Law for the training set with its confidence intervals. In the case that the loading condition is changed from a constant amplitude to a variable amplitude, the change in Paris Law parameter $C$ is described using Newman’s equation [22].

2.2. Deep Neural Network

Neural networks have popularly been used to address problems regarding classification and regression for the last decades [23]. Given their hierarchical nature, NN could extract abstract information from a given input data $X_0$ by stacking multiple layers of nonlinear functions. A layer ($h_i$) is mathematically described as:

$$h_i = \sigma(W_i^T \cdot X_{i-1} + b_i).$$

Where, $W_i$ and $b_i$ are the so-called weights and bias of layer $i$, respectively. $X_{i-1}$ is the input data to the layer, and $\sigma$ is known as the activation function, which is a nonlinear function such as the hyperbolic tangent (tanh), rectifier linear unit (ReLU), sigmoid, etc. Each of these nonlinear transformations are known as layers. The number of outputs in each layer (i.e., $h_i$’s dimension) is equal to the number of neurons or hidden units, that the layer has. For a multi-layer neural network (i.e., Deep Neural Network), a layer’s outputs $h_i$ correspond to the input data $X_{i+1}$ of the next layer. The output of the whole network ($y$) is then given by:

$$y = W_l^T \cdot h_l + b_l$$

where $l$ corresponds to the number of hidden layers of the network.

The neural network used in this framework has two hidden layers of ten hidden units each, with ReLU as the activation function. The network takes as input different features extracted from the Lamb Waves signals, and it outputs the estimated crack length corresponding to those features. Note that the network does not take the number of cycles as an input. Thus, crack estimation is solely based on the abstract interpretation of the Lamb waves.

The training cost for the network is set as a combination of the prediction error and a penalization function $T$ (Equation 7). This function was introduced as a penalization for the PHM Data Challenge 2019 [24]. This gives a greater penalization for prediction errors at greater crack lengths. The training cost function is then defined as:
\[ \Delta = y_i - W^T \cdot X_i \]  
\[ T = 2.0 + 10.0 \cdot y_i \]  
\[ \text{Cost} = \frac{1}{N} \sum_{i=1}^{N} \Delta^T \cdot T \]  

The network is trained using stochastic gradient descent through back-propagation with Adam optimizer [25]. The learning rate was set to be 0.001. Further, the training of the network does not depend on the particle filtering process, and we only train the network using a random sample set from the given dataset. Hence, the output corresponds to one output per input data, rather than a distribution as in [21]. The network was trained using Python 3.6 through Tensorflow 1.13 in Windows 10. An Intel i7 9700k CPU, a Titan RTX GPU of 24GB, and 32GB of RAM were used as the hardware.

2.3. Particle Filtering

Particle Filtering (PF) is a sequential Monte Carlo-based computational technique that is frequently used for Bayesian prognostics of nonlinear and/or non-Gaussian processes. Considering a system whose state at the discrete time step \( t_k = k \Delta t \) is represented by a vector \( x_k \). The state space model can describe the system’s evolution as:

\[ x_k = f_k(x_{k-1}, \omega_{k-1}) \]  

Where \( f_k \) is the nonlinear state transition function (aka move function) and \( \omega \) is the state noise vector. Noise is being introduced in the modeling to account for the stochasticity involved in fatigue crack growth that can vary from specimen to specimen. The objective in the particle filtering process is to recursively estimate \( x_k \) from measurements \( z_k \) which can be described by Equation 10.

\[ z_k = h_k(x_k, \nu_k) \]  

Where \( h_k \) is the measurement function and \( \nu_k \) is the measurement noise. The Bayesian approach uses the following probability density function (PDF) \( p(x_k|z_{1:k}) \) to estimate the dynamic state \( x_k \), given the measurements \( z_k \) up to time \( k \). This PDF is calculated recursively from \( t_1 \) to \( t_k \) using Equation 11.

\[ p(x_k|z_{1:k}) = \frac{p(z_k|x_k)p(x_k|z_{1:k-1})}{p(z_k|z_{1:k-1})} \]  

To numerically perform PF, one should assume that a set of random samples, i.e., particles, \( x^i_{k-1}, i = 1, \ldots, N \) of the system state at time \( k-1 \) are available as a realization for the posterior \( p(x_{k-1}|z_{1:k-1}) \). Prediction step at time \( k \) is accomplished by:

- Sampling from the probability distribution of the system noise \( \omega_{k-1} \)
- Simulating the system dynamics (application of the move function) to generate a new set of samples \( x^i_k \) which are realizations of the predicted probability distribution \( p(x_k|z_{1:k-1}) \).
- Updating each sampled particle’s \( x^i_k \) assigned weight \( w^i_k \) based on the likelihoods of the observations \( z_k \) collected at time \( k \). An approximation of the posterior distribution \( p(x_k|z_{1:k}) \) can then be obtained from the weighted samples \( (x^i_k, w^i_k), i = 1, \ldots, N \).

In this framework the move function for PF is determined by the physics-based modeling. The initial particles distribution mean and standard deviation is determined according to the upper bound and lower bound (i.e., 5% and 95% confidence) of the crack growth path obtained by physics-based modeling at a reasonably low cycle number (in which we are confident that the component is healthy). The impact of the observations is determined by the standard deviation of the distribution, whose mean is placed on the observation point and the particles weights are updated by it. This standard deviation value, along with the noise of the move function, is optimized in a way to achieve maximum prediction accuracy on the training data. To do so, it is considered that NN predictions are only available for the first few cycles in training tests. Then, using PF, the crack lengths in higher cycle numbers are predicted.
3. Case Study

3.1. Data description

The dataset used for this study is publicly available at the PHM data challenge 2019 competition [24]. The dataset describes fatigue tests on lap-shear joints made of aluminum alloy, reporting ultrasonic signals and crack length measurements. The database includes six training tests and two validation tests. In the training tests, for each specimen, a set of cycle numbers and their corresponding crack lengths are provided. For each crack length, two sets of ultrasonic signals are given, which include an actuation and a received signal. The goal is to determine the crack lengths at given cycle numbers for two validation tests. In the validation data, ultrasonic signals are only provided for the first few cycles, and prognostics needs to be carried out for a determined number of cycles with no provided signals.

All training tests and one validation test are fatigued with a constant amplitude loading, while the second validation test is fatigued under variable amplitude loading. Constant amplitude loading is described with a maximum stress $\sigma_{\text{max}} = 100.21 \, \text{MPa}$ and a minimum stress $\sigma_{\text{min}} = 4.77 \, \text{MPa}$, at a 5 Hz frequency. Variable amplitude spectrum is described as 500 cycles with $\sigma_{\text{max}} = 90 \, \text{MPa}$ and $\sigma_{\text{min}} = 4.77 \, \text{MPa}$ followed by 500 cycles with $\sigma_{\text{max}} = 100.21 \, \text{MPa}$ and $\sigma_{\text{min}} = 4.77 \, \text{MPa}$, at the same 5 Hz frequency. The loading conditions are shown in Figure 2. The only information available about the geometry of the specimen is the distance between actuator and receiver sensors that is 161.0 mm.

![Figure 2. Tests loading conditions.](image)

3.2. Crack growth path

The parameters of the Paris’ Law are evaluated for each training test separately. The results of all training tests are used to find the mean and confidence intervals of the crack growth path for the specimen and material. Since the material type is not known, no prior distribution is used for the Paris’ Law parameters. Furthermore, the geometry coefficient in Equation 2 cannot be directly selected due to the lack of knowledge about the geometry. Therefore, based on the description of the problem which states the crack is bracketed by the sensors, an equivalent center-cracked plate with tension loading is selected.

The geometry coefficient, in this case, is defined as:

$$f(g) = \sqrt{\sec\left(\frac{\pi a}{2b}\right)}$$  \hspace{1cm} (12)

Where $2a$ is the crack length and $2b$ is the specimen width. The use of this $f(g)$ requires information about the specimen width. Hence, an optimization on the parameter $b$ of Equation 12 and parameters $C$ and $m$ of Equation 1 is performed using Equation 3. The objective of the optimization is to minimize the error in crack length estimation using the known crack lengths. The optimization is done on all of the training tests individually. This results in a series of six values for the specimen width (parameter $b$). All the widths found are similar with an average of 39mm and a standard deviation of 3mm. The optimization of Paris’ Law parameters is then repeated for each training test using the average value for specimen width. Since the actual geometry of the specimen is different from the one assumed, the actual specimen width is also expected to be different from the equivalent specimen width found. The crack growth path of the training tests are used to find the mean and the confidence intervals for the crack growth path of the material and geometry. The mean, 5% and 95% confidence bounds of the crack growth path are found by fitting a Weibull distribution over the cycle numbers at different crack lengths. The results are shown in Figure 3, where we can see that the mean and the confidence interval capture all the variability in the crack growth paths for the different training tests.
3.3. Data cleaning

The first step to use the ultrasonic signals is denoising. Since no information is provided regarding the actuation signals, we perform denoising aimed to increase the correlation coefficient for each set of two signals in the training tests. In order to increase the accuracy of signal denoising, only the signals that correspond to zero crack length are used. The correlation coefficient in each pair of signals is computed for both actuation and received signals.

Two methods of signal denoising are used in this study to achieve higher signal-to-noise ratios. The first one is wavelet analysis, where a 'db10' wavelet is used to denoise signals. The method is selected following the analysis presented in [8], which showed to be an effective denoising approach. The second method is based on the power spectrum of the signals. For each signal, the power spectrum shows a peak in the lower frequencies followed by an oscillation around lower power values for the rest of the frequency spectrum. Hence, the range of frequency showing the highest power spectrum is selected and used as a bandpass filter to denoise signals. It is assumed that the actual signal has the highest values in the power spectrum and therefore, the corresponding frequencies can be used to denoise signals. The average correlation coefficient for all the signals with zero crack length are summarized in Table 1. It can be seen that the bandpass filter has the highest value. Figure 4 shows a set of received signals before and after bandpass filtering. We observe that while the bandpass filtered signals have the same shape, raw signals include lots of noise, which significantly decreases the correlation coefficient.

Table 1. Comparison of two different signal denoising methods.

| Signal         | Actuation | Received |
|----------------|-----------|----------|
| Raw            | 96.31%    | 81.01%   |
| Wavelet filter | 98.16%    | 83.48%   |
| **bandpass filter** | **99.83%** | **97.29%** |

3.4. Signal feature extraction

In the simplest approach, one can analyze the whole recorded signal and calculate commonly used features like phase change [5], correlation coefficient [8], information entropy [26], normalized amplitude [27], normalized energy [28], and time of flight [8]. Doing so would introduce a considerable amount of noise and uncertainty to the results, since the recorded signals are contaminated by boundary waves reflections and external sources of noise. In the literature, a specific portion of the signals is often considered for further analysis based on the expected time of receiving the actuation signal. This time window is determined by knowing the geometry and material of the test specimens and time of flight diffraction (ToFD) techniques [29, 30]. However, for our case study the exact geometry, material and piezoelectric sensors specifications are not known to perform a thorough ToFD.
Considering the above, to select the most important portion of the signal, a time window with the length of the actuation signal is considered. This window is then moved along the received signals to find the most correlated portions of the received signals compared to the actuation signal. The two most correlated portions approximate time windows are shown in Figure 4.

This approach is justified since the actuation lamb wave frequency would remain constant when propagating through the material and only its energy (amplitude) gets dissipated. Further analysis of the extracted signals revealed that the features from signals corresponding to the second window (later in time) correlate better with the crack lengths. Therefore, only the second time window is used for further analysis. Figure 5 shows the signals extracted from the second window in test 4, where we can see a change in the trend of the signals corresponding to different cycle numbers (i.e., different crack lengths).

Features investigated in this study are:

1. **Pearson Correlation Coefficient** which is a measure of the linear dependence between two random variables. If there are \( N \) observations for each signal, then the coefficient is calculated as:

\[
\rho(A, B) = \frac{1}{N - 1} \sum_{i=1}^{N} \left( \frac{A_i - \mu_A}{\sigma_A} \right) \left( \frac{B_i - \mu_B}{\sigma_B} \right)
\]  

(13)

Where \( \mu \) and \( \sigma \) are the mean and standard deviation of random variables \( A \) and \( B \), respectively. In this study, \( A \) and \( B \) are the received signals at different crack lengths for each test.

2. **Phase change** between different measurements of each test specimen [5]. Phase change between two signals can be calculated with different methods. In this study, we use the Discrete Fourier Transform (DFT) and Maximum Likelihood estimation (MLE) of the properties of the signals. The phase difference between harmonic components of lamb wave signals is found as the phase difference of the harmonics DFT phase spectrum values of Lamb wave signals. A detailed mathematical explanation for various phase change calculation methods is provided by Sedlacek.
and Krumpholc [31]. The phase change relative to the received signal when there is no crack is considered as a feature in this paper.

3. **Energy** of the received signals. Cracks, damages, or any anomalies in the structure of the material would cause energy dissipation when the signal is traveling through the material. The energy of the actuation signal is considered as the total amount of energy released into the material. Thus, the energy of the received signals are calculated as a percentage of the actuation signal’s energy. Energy of a signal calculated as follows.

$$E_s = \int_{-\infty}^{\infty} |x(t)|^2 dt$$  \hspace{1cm} (14)

4. **Information Entropy**. This feature has recently received attention as a new parameter to quantify fatigue damage using recorded signals [26]. Information entropy relies on the information content of the distribution of received signals. It uses the signal distribution characteristics to measure the information content of the signal and consequently quantifies the damage. The information entropy defined by Shannon [32] is expressed as:

$$I = -c \sum_{i=1}^{n} P(x_i) \ln(1/P(x_i))$$  \hspace{1cm} (15)

Figure 6. Signals, their voltage histograms and their respective information entropy (IE) values.

Where \( I \) is the information entropy, \( c \) is a constant considered to be unity in this study and \( P(x_i) \) is the probability distribution of the random variable. In the case of ultrasonic signals, voltage is the random variable and the histogram of signals is used as a non-parametric probability distribution. Figure 6 shows how the change in signal at different cycles results in a change of histogram and consequently its information entropy. Figure 7 shows the trend of information entropy change in all tests.

3.5. **Results and discussion**

The validation tests are referred to as Test 7 and Test 8. Both tests have similar geometries as the training tests. Test 7 is performed using constant amplitude loading. In this test, eight crack lengths are to be estimated for some given cycle numbers. Ultrasound signals are only provided for the first four cycles. Test 8 is performed under variable amplitude loading. Ten crack lengths are to be estimated for the given cycle numbers with ultrasound signals provided only for the first five cycles. For each signal, features are extracted and fed to the neural network, which outputs an estimation of the crack length for the corresponding signal. Then, based on the NN crack length estimations, the appropriate Paris’ Law parameters from the crack growth path distribution (shown in Figure 3) are selected.

In Test 7, the mean value of the crack growth path shown in Figure 3 is considered as the move function. The NN crack estimations are used by the PF to predict the crack length values at cycle numbers with available signals. These estimations are then used to update the distribution of the crack growth path shown in Figure 8. To update the move function, the four
crack lengths estimated by the PF are used to find Paris’ Law parameters for Test 7. These parameters are then used to update the overall $C$ and $m$ and their confidence interval for the specimens. The updated moving function is then used for prognostics and crack length estimation of the remaining cycle numbers, starting from the last estimated crack length with observation (signal). Figure 8 shows all the PF estimations of crack length including the first four-cycle numbers (with signal) and crack length prognostics for the rest of the cycle numbers.

The NN’s crack length estimations in Test 8 are closer to the upper end of the confidence interval (i.e., 5% confidence). Thus, the 5% curve’s $C$ and $m$ are selected as the Paris’ Law parameters for the PF’s move function. NN estimations are then used as observations for PF to update the crack length values. Similar to Test 7, when no observation is available, PF is used to predict crack lengths without updates in its move function. In this case, we are not updating the move function based on a fit to Test 8 estimations due to the variable amplitude loading condition. Doing so would increase the overall uncertainty in estimated Paris Law parameters since there is no training sample with variable amplitude loading. The estimation for crack lengths for Test 8 are depicted in Figure 8.

The database in the case study has been previously used for fatigue crack estimation by He et al. [4] and Wang et al. [28]. In both studies, extracted features from ultrasonic signals are used to determine the parameters of proposed models. The models are based on multivariate equations by combining different features. Their approaches rely only on data-driven
methods with slightly different models proposed in each study. The probability of crack detection for each proposed model is also studied in the latter research. Wang et al. [28], used physics-based modeling (Paris’ Law) to estimate fatigue life (as ground truth) and evaluated the models for RUL estimation. However, to determine the distribution for the Paris’ Law parameters, fatigue crack growth results of the same material reported in a different study [33] are used.

In the present study, we have used all the available data, i.e., signals, crack lengths and their associated cycle numbers to derive a hybrid physics-based and data-based method to predict crack length despite the lack of information regarding exact geometry and material. Figure 8 shows how well our approach performs comparing to the He et al. [4] and Figure 9 shows the root mean square error (RMSE) in each study for both tests. It can be seen that although much less information was available regarding the test conditions, material and geometry of the specimen, crack length estimation results using the proposed framework yield if not better, as good results as the other study. An accurate comparison could not be made with Wang et al. [28] since they used a different validation test with slightly different training data.

![Figure 9. Root mean square error comparison of NN-PF and He et al. [4]](image)

4. Conclusions

In this paper, we have developed a hybrid Neural Network-Particle Filter framework for crack lengths estimation based on Lamb Waves Signals and demonstrated its effectiveness in a case study. The signals in the case study were collected during multiple fatigue tests on lap-shear joint aluminum alloys. The denoising of the signals turned out to be a key factor in extracting representative features, which were then fed to a Neural Network for a first estimation of the crack length. Four features were selected and found to be sensitive to crack lengths, including the information entropy of signals which, to the best of the authors’ knowledge, has not been used for the purpose of crack length estimation previously.

Two separate time windows in signals were found to be most correlated with the actuation signal and thus used to extract the features. The features from the second time window that appears with a time delay (i.e., Time of Flight) relative to the actuation signal, were identified as the most sensitive to damage quantification. A series of potential crack growth paths with their associated probability of happening are calculated based on the available training tests. The NN crack length estimations are then used to select the appropriate crack growth path (i.e., Paris’ Law parameters).

The selected path is then considered as the move function for the particle filter. Crack length estimations from the NN were used as observation to update and adjust the PF model to decrease the uncertainty in crack length estimation further. This model allows crack propagation and RUL estimations under uncertainty, combining all the available data. Comparing to He et al. [4], this model decreased uncertainty in crack length prediction by 22% in test 7 and 4% in test 8. The proposed framework could be further improved by using the more general forms of the Paris’ Law that can describe all the regions in crack growth. The comparison of the proposed framework with similar studies on the same dataset shows that fusing more of the available data, i.e., from a physics-based and data-driven approach, despite some lack in available information, can further decrease the uncertainties associated with crack length estimations and accurately predict RUL of components with minimal information on the geometry and material.
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