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Abstract. We study rectangular Vandermonde matrices \( V \) with \( N + 1 \) rows and \( s \) irregularly spaced nodes on the unit circle, in cases where some of the nodes are “clustered” together – the elements inside each cluster being separated by at most \( h \leq \frac{1}{N} \), and the clusters being separated from each other by at least \( \theta \geq \frac{1}{N} \). We show that any pair of column subspaces corresponding to two different clusters are nearly orthogonal: the minimal principal angle between them is at most

\[
\frac{\pi}{2} - \frac{c_1}{N\theta} - c_2 Nh,
\]

for some constants \( c_1, c_2 \) depending only on the multiplicities of the clusters. As a result, spectral analysis of \( V_N \) is significantly simplified by reducing the problem to the analysis of each cluster individually. Consequently we derive accurate estimates for 1) all the singular values of \( V \), and 2) componentwise condition numbers for the linear least squares problem. Importantly, these estimates are exponential only in the local cluster multiplicities, while changing at most linearly with \( s \).

1. Introduction

1.1. Background. For an ordered set of distinct nodes \( \mathcal{X} = \{x_1, \ldots, x_s\} \) with \( x_j \in (-\pi, \pi] \), and \( N \geq s - 1 \), we consider the \((N + 1) \times s\) Vandermonde matrix \( V = V_N(\mathcal{X}) \) with nodes \( \{e^{ix_j}\}_{j=1}^s \), given by

\[
V_N(\mathcal{X}) = \begin{bmatrix}
1 & 1 & \cdots & 1 \\
e^{ix_1} & e^{ix_2} & \cdots & e^{ix_s} \\
e^{i2x_1} & e^{i2x_2} & \cdots & e^{i2x_s} \\
& \vdots & \ddots & \vdots \\
e^{iNx_1} & e^{iNx_2} & \cdots & e^{iNx_s}
\end{bmatrix}.
\]  

(1.1)

Square and rectangular Vandermonde matrices have been studied quite extensively by numerical analysts due to their close relation to polynomial interpolation and approximation, quadrature and related topics, see e.g. [16, 9, 22, 23, 24, 21, 11, 37, 43, 10] and references therein. The matrices \( V_N \) as in (1.1) have also received recent attention in the applied harmonic analysis community with relation to the problem of mathematical super-resolution [6, 4, 36, 5, 34, 33, 19, 18, 31, 30], where the magnitude of their smallest singular value controls the limit of stable recovery of point sources from bandlimited data. Similar connections exist in spectral estimation and direction of arrival problems, where \( V_N \) are closely related to data covariance matrices [32, 40, 42, 46].

While Vandermonde matrices with real nodes are known to be ill-conditioned (for instance, the condition number must grow exponentially in \( s \), see [10, 11, 37] and references therein), the situation may be drastically different for complex nodes. Indeed, the columns of \( V_N \) become orthogonal when
\( \mathcal{X} \) is a subset of the roots of unity of order \( N + 1 \), but on the other hand may be arbitrary close to each other if two or more nodes collide. When the minimal distance\(^2\) between any two nodes in \( \mathcal{X} \) (denoted by \( \eta \) in this section) is larger than \( \frac{1}{N} \), the matrix \( V_N(\mathcal{X}) \) is known to be well-conditioned. The sharpest result in that direction was recently presented in [19], building upon earlier results [3, 39, 33, 8]. On the other hand, the spectral decomposition of \( V_N \) in the special case of equispaced and nearly colliding nodes (i.e. \( x_j = x_0 + j \eta \) and \( N\eta \ll 1 \)) can be derived from the seminal works on the spectral concentration problem by Slepian and co-workers, see [5, 39, 38] and references therein. However, the general case of irregularly spaced and partially colliding nodes is much less understood.

1.2. Contributions. In the line of recent works [1, 2, 5, 31, 30, 33, 34], in this paper we study the properties of \( V_N \) under the geometric assumption that the nodes \( \{x_j\} \) form “clusters”, each of which is contained in an interval of length at most \( h \leq \frac{1}{N} \), while the inter-cluster distances are at least \( \theta \gtrsim \frac{1}{N} \). Our main result (Theorem 2.1) establishes that the subspaces of \( \mathbb{C}^{N+1} \) corresponding to each cluster (the so-called “cluster subspaces”, see Definition 2.3 below) are nearly orthogonal. In more detail, we show that for large enough \( N\theta \) and small enough \( Nh \), the complementary subspace angle between each pair of cluster subspaces is at most \( c_1 N\eta \) for some constants \( c_1, c_2 \) depending only on the multiplicities of (number of nodes in) the clusters. As a result, spectral analysis of \( V_N \) is significantly simplified, reducing the problem to the analysis of each cluster separately (see Theorem 2.2). To demonstrate this general principle, we establish the following results for the case that the points are approximately uniformly distributed in each cluster:

1. We derive full asymptotic description of all the singular values of \( V_N \) (Theorems 2.3, 2.2).
2. In the particular case where the size of all the clusters is of the same order \( h \), the singular values of \( N^{-1/2} V_N \) have the following simple scales (up to constants):
   \[
   (Nh)^0, ..., (Nh)^{\ell-1},
   \]
   where \( \ell \) is the maximal multiplicity of any cluster. Furthermore, the number of singular values scaling as \( (Nh)^{j-1} \) is exactly equal to the number of clusters of multiplicity at least \( j \) (see Corollary 2.1).
3. In Theorem 2.4 we obtain componentwise stability bounds of the linear least squares problem
   \[
   \min_a \| V_N(\mathcal{X})a - b \|_2.
   \]
   In particular, we show that the entries of \( a \) corresponding to the nodes of \( \mathcal{X} \) inside a cluster of size \( h \) and multiplicity \( \ell \) (i.e. \( h, \ell \) may be different for different clusters), have condition numbers proportional to \( (Nh)^{1-\ell} \), with the proportionality constant scaling linearly with \( s \). In contrast, without prior geometric assumptions, all the entries have condition number on the scale of \( (N\eta)^{1-s} \) (where \( \eta \) is the global minimal separation of the nodes).

1.3. Related work and discussion. The scaling \( \sigma_j \left( \frac{1}{\sqrt{N}} V_N \right) \approx (N\eta)^{j-1} \) for a single cluster can also be derived from [39, 32]. In the proof of Theorem 2.3 we use a particular technique based on Taylor expansion of the kernel matrix \( V_N^H V_N \), used in [44]. It will be interesting to investigate the possibility of extending our result to more general types of matrices, for instance those considered in [32]. Another interesting question is to allow the nodes of the Vandermonde matrix to be in a small annulus containing the unit circle, as in [37].

Several previous works studied the behaviour of the minimal singular value of clustered Vandermonde matrices in the regime \( N\eta \ll 1 \). Below, positive constants that are independent of \( N, \eta \) are

\(^2\)All distances are in the wrap-around sense, to be defined precisely below.
indicated by $c_1, c_2, \ldots, c, c', \ldots$. From Corollary 2.1 it directly follows that

$$\sigma_{\min}\left(\frac{1}{\sqrt{N}} V_N \right) \geq c(N\eta)^{\ell-1}, \quad N\eta < c',$$

(1.2)

where, again, $\ell$ is the largest multiplicity. This scaling has been previously established in [5, 33, 31], by completely different techniques and under additional conditions. In the following, we briefly compare those results to ours.

- The bound (1.2) was first established in [5] in the regime $N\theta \geq c_1$. However, it was also required that the entire node set $X$ be contained in an interval of length $\frac{1}{s^{2}}$. Compared with [5] we similarly require that $N\theta \geq c_2$, but the node set $X$ is no longer restricted to such a tiny interval.

- In [31] (building upon [33]), (1.2) was shown to hold with $c' = 1$ but under further restriction of the form

$$N\theta > c_3(\gamma)(N\eta)^{-\gamma},$$

(1.3)

where $\gamma > 0$ can be arbitrarily small. However in this case $\lim_{\gamma \to 0} c_3(\gamma) = \infty$ and also $\lim_{\gamma \to 0} c(\gamma) = 0$ where $c$ is the constant in (1.2). To make a comparison, let us fix $\theta, \gamma$ and consider what values of $\eta$ are covered, first by our result: $\eta \in \left(0, c' N^{-1}\right]$ and then by [33, 31]: $\eta \in \left[c'' N^{-1(1+\gamma^{-1})}, N^{-1}\right]$. Note that:

- The regime $\eta \in \left(0, c' N^{-1}\right]$ allows $\eta \to 0$ for a fixed $N$;
- If $N$ is sufficiently large then the regimes overlap, and all values of $\eta \in \left(0, N^{-1}\right]$ are either covered by the results of this paper or those of [33, 31].

- Our constant $c$ in (1.2) is not explicit, while the authors of [31] managed to prove that under the condition (1.3) with $\gamma = \frac{\ell-1}{2}$, the constant $c(\gamma)$ is of order $C^{-\ell}$, for an absolute constant $C$ (in [5] a much worse estimate $c \sim s^{-2s}$ was given). The scaling $c \sim C^{-\ell}$ can be shown to be optimal (up to the magnitude of the absolute constant $C$), see [31] Example 5.1. Simulations suggest that (1.2) holds with $c \sim C^{-\ell}$ whenever $N\theta \geq c_4$, i.e. the clusters separation should only be large with respect to $\frac{1}{N}$, regardless of the relation between $N$ and $\eta$. We plan to close this gap in the constant in a future publication.

In addition, our results have consequences for the analysis of super-resolution problem and algorithms, both on-grid and off-grid [6, 3, 20, 33, 34]. In this context, it should also be interesting to investigate low-rank approximation for the covariance matrices [11, 40].

We hope that using the cluster subspace orthogonality it will be possible to provide an accurate description of the singular vectors, in particular, their spectral concentration properties. These questions are important in e.g. time-frequency analysis and sampling of multiband signals [27].

1.4. Organization of the paper. In Section 2 we establish some notation and formulate our main results. In Section 3 we develop the necessary tools and prove Theorem 2.1. In Section 4 we analyze the case of a single cluster and prove Theorem 2.3. In Section 5 we analyze the multi-cluster setting and prove Theorems 2.2 and 2.4. In Section 6 we present results of numerical experiments validating our main results.
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2. Main results

2.1. Notation. For \( x, y \in \mathbb{R} \), we denote the wrap-around distance

\[
\Delta(x, y) = |\text{Arg} \exp i(x - y)| = |x - y \mod (-\pi, \pi)| \in [0, \pi],
\]

where for \( z \in \mathbb{C} \setminus \{0\} \), \( \text{Arg}(z) \) is the principal value of the argument of \( z \), taking values in \((-\pi, \pi]\).

For a matrix \( A \), \( A^H \) denotes the Hermitian transpose of \( A \), and \( A^\dagger \) denotes the Moore-Penrose pseudoinverse \cite{BP} of \( A \). The \( k \)-th component of a vector \( x \) is denoted by \( (x)_k \), and \( (i, j)-\text{th} \) entry of a matrix \( A \) is denoted by \( (A)_{i,j} \). We use \( \|A\| \) for the spectral, \( \|A\|_F \) for the Frobenius and \( \|A\|_{\max} \) for the maximum norm of \( A \). We recall their definitions, as well as some relations we will frequently use, in Appendix A. We use the Landau symbols \( O \) for an asymptotic upper bound and \( \Theta \) for asymptotically equal up to constants.

**Definition 2.1** (Single cluster configuration). The node set \( \mathcal{X} = \{x_1, \ldots, x_s\} \subset (-\pi, \pi] \) is said to form

- an \((h, s)\)-cluster if
  \[
  \forall x, y \in \mathcal{X}, x \neq y: \quad 0 < \Delta(x, y) \leq h;
  \]
- an \((h, \tau, s)\)-cluster, for some \( \tau > 0 \), if
  \[
  \forall x, y \in \mathcal{X}, x \neq y: \quad \tau h \leq \Delta(x, y) \leq h.
  \]

**Remark 2.1.** Clearly, an \((h, \tau, s)\) cluster is in particular an \((h, s)\)-cluster, where in addition we assume that the nodes are approximately uniformly distributed within the cluster.

**Definition 2.2** (Multi-cluster configuration). The node set \( \mathcal{X} = \{x_1, \ldots, x_s\} \subset (-\pi, \pi] \) is said to form an \( (h^{(j)}, s^{(j)})_{j=1}^M, \theta) \) (respectively, \( (h^{(j)}, \tau^{(j)}, s^{(j)})_{j=1}^M, \theta) \))-clustered configuration if there exists an \( M \)-partition \( \mathcal{X} = \bigcup_{j=1}^M \mathcal{C}^{(j)} \), such that for each \( j \in \{1, \ldots, M\} \) the following conditions are satisfied:

- \( \mathcal{C}^{(j)} \) is an \((h^{(j)}, s^{(j)})\) (respectively, an \((h^{(j)}, \tau^{(j)}, s^{(j)})\))-cluster;
- \( \Delta(x, y) \geq \theta > 0 \), \( \forall x \in \mathcal{C}^{(j)}, \forall y \in \mathcal{X}\setminus\mathcal{C}^{(j)} \).

Below we write \( C_k(s_1, s_2, \ldots, s_j) \) or \( N_k(s_1, s_2, \ldots, s_j) \), for some indexes \( k, j \) and parameters \( s_1, \ldots, s_j \), to indicate a constant that depends only on \( s_1, \ldots, s_j \).

2.2. Cluster subspace orthogonality.

**Definition 2.3** (Cluster subspace). Let \( \mathcal{X} = \{x_1, \ldots, x_s\} \subset (-\pi, \pi] \) and let \( v_1, \ldots, v_s \) denote the columns of the Vandermonde matrix \( V_N(\mathcal{X}) \). We denote by \( L(\mathcal{X}) \) the subspace spanned by \( v_1, \ldots, v_s \), i.e.

\[
L(\mathcal{X}) := L(\mathcal{X}, N) = \text{span}\{v_1, \ldots, v_s\} \subset \mathbb{C}^{N+1}.
\]

**Definition 2.4** (Minimal principal angle). For two subspaces \( L_1, L_2 \subset \mathbb{C}^{N+1} \), the minimal principal angle \( \angle_{\min}(L_1, L_2) \) between \( L_1 \) and \( L_2 \), taking values in \([0, \pi/2]\), is defined as

\[
\angle_{\min}(L_1, L_2) := \min_{v \in L_1 \setminus \{0\}, u \in L_2 \setminus \{0\}} \arccos \left( \frac{\langle v, u \rangle}{\|v\| \cdot \|u\|} \right).
\]

Our first main result, proved in Section 3, reads as follows.
Theorem 2.1 (Cluster subspaces orthogonality). Let $\mathcal{X}$ and $\mathcal{Y}$ form an $(h^{(1)}, s_1)$- and $(h^{(2)}, s_2)$-clusters, respectively, such that

$$\Delta(x, y) \geq \theta \quad \forall x \in \mathcal{X}, y \in \mathcal{Y}.$$ 

Put $h = \max\left( h^{(1)}, h^{(2)} \right)$. Then there exist positive constants $C_1$, $C_2$, $C_3$ and $C_4$, depending only on $s_1$ and $s_2$, such that for all $N$ with $C_1 \leq N \leq C_2 \frac{\hat{C}}{h}$ we have

$$\angle_{\min}(L(\mathcal{X}, N), L(\mathcal{Y}, N)) \geq \frac{\pi}{2} - \frac{C_4}{N\theta} - C_3Nh.$$ (2.1)

Remark 2.2. Note that Theorem 2.1 holds irrespective of the inner structure of each cluster.

Remark 2.3. Clearly, if $N > \max\left( C_1, \frac{\hat{C}}{\theta} \right) \cdot \max\left( 1, \theta^{-1} \right)$ and $Nh < \min\left( C_2, \frac{\frac{\pi}{2}}{4C_3} \right)$, then $\angle_{\min}$ is guaranteed to be positive. So, Theorem 2.1 will always produce a nontrivial bound for sufficiently large $N$ and sufficiently small $Nh$.

2.3. Full spectral description. Now we establish accurate estimates for all the singular values of $V$.

First, using the orthogonality result (Theorem 2.1), we show in Section 5.3 that the set of all the singular values of $V$ equals, up to a small multiplicative perturbation, to the union of the sets of singular values of the sub-matrices of $V$, corresponding to the clusters.

Theorem 2.2 (Multi-cluster Vandermonde matrix singular values). Suppose that the node set $\mathcal{X} = \{x_1, \ldots, x_s\} \subseteq (-\pi, \pi]$ forms an $((h^{(j)}, s^{(j)})_{j=1}, \theta)$-clustered configuration, and consider the Vandermonde matrix $V_N(\mathcal{X})$ and its sub-matrices formed by each cluster, $V_N(\mathcal{C}^{(1)}), \ldots, V_N(\mathcal{C}^{(M)})$. Let

$$\sigma_1 \geq \ldots \geq \sigma_s$$

be the singular values of $V_N(\mathcal{X})$ in non-increasing order. Further, let

$$\tilde{\sigma}_1 \geq \ldots \geq \tilde{\sigma}_s$$

be all the singular values of the sub-matrices $\{V_N(\mathcal{C}^{(j)})\}$, also in non-increasing order.

Put $h = \max_j (h^{(j)})$. Then there exist positive constants $C_5$, $C_6$, $C_7$ and $C_8$, depending only on $s^{(1)}, \ldots, s^{(M)}$, such that for all $N$ satisfying $C_4 \frac{\hat{C}}{\theta} \leq N \leq C_8 Nh$ we have

$$\left( 1 - \frac{C_7}{N\theta} - C_8 Nh \right)^{1/2} \tilde{\sigma}_j \leq \sigma_j \leq \left( 1 + \frac{C_7}{N\theta} + C_8 Nh \right)^{1/2} \tilde{\sigma}_j, \quad j = 1, \ldots, s.$$ (2.2)

Remark 2.4. In the proof of Theorem 2.2 it is ensured that $1 - \frac{C_7}{N\theta} - C_8 Nh > 0$, see Proposition 5.1 and in particular (5.11). Compare this with Remark 2.3.

Thus, the analysis of the spectrum of $V_N$ is reduced to looking at each cluster separately. To that effect, our next result (proved in Section 4) provides the decay rates for the singular values corresponding to a single cluster, assuming that the distribution of the nodes inside the cluster is approximately uniform.

Theorem 2.3 (Single cluster singular values). Let $\mathcal{X}$ form an $(h, \tau, s)$-cluster. Then there exist constants $C_9(\tau, s)$, $C_{10}(\tau, s)$ and $C_{11}(s)$, such that for all $N \geq s$ and $Nh \leq C_9$ we have

$$C_{10}N^{\frac{1}{2}}(Nh)^{j-1} \leq \sigma_j \left( V_N(\mathcal{X}) \right) \leq C_{11}N^{\frac{1}{2}}(Nh)^{j-1}, \quad j = 1, \ldots, s.$$ (2.3)

Combining Theorems 2.2 and 2.3 provides complete scaling of all the singular values of $V_N(\mathcal{X})$ for the case of approximately uniform clusters (i.e. $\min_j \tau^{(j)} \geq \tau > 0$). If we assume, in addition, that all the cluster sizes $h^{(j)}$ are of the same order (for simplicity we may take them to be equal to each other), then we have a particularly simple description of the spectrum of $V_N$ as follows.
Corollary 2.1 (Entire spectrum). Let $X$ form an $((h^{(j)}, \tau^{(j)}, s^{(j)})_{j=1}^M, \theta)$-clustered configuration, and furthermore suppose that $h^{(1)} = h^{(2)} = \ldots = h^{(M)} = h$. For each $j = 1, 2, \ldots, \max_j s^{(j)}$, define
\[ \ell_j := \#\{1 \leq k \leq M : j \leq s^{(k)}\}. \]
Then, there exist constants $C_{12}$ and $C_{13}$ such that for all $N \theta \geq C_{12}$ and $N h \leq C_{13}$ there are precisely $\ell_j$ singular values of $V_N(X)$ scaling like $\asymp N^{\frac{1}{2}} (Nh)^{\frac{1}{2}-1}$. All the constants in the statement depend only on $(s^{(j)}, \tau^{(j)})_{j=1}^M$.

2.4. Accuracy of least squares problems.

Definition 2.5 (Cluster index set). For a multi-cluster $X = \{x_1, \ldots, x_s\}$, for each $1 \leq j \leq M$, we define $C_j = C_j(X)$ to be the indices of all the nodes in cluster $j$, i.e.
\[ C_j(X) = \{ \ell : x_\ell \in C^{(j)} \}. \]

Definition 2.6 (Least squares solution). Given a multi-cluster $X$ as in Definition 2.2, $N > s$, and a vector $b \in \mathbb{C}^{N+1}$, define
\[ a(X, b) := \arg \min_{a} \|V_N(X)a - b\|_2. \]

In Section 5.4 we prove the following result.

Theorem 2.4. Suppose that the node set $X = \{x_1, \ldots, x_s\} \subset (-\pi, \pi]$ forms an $((h^{(j)}, \tau^{(j)}, s^{(j)})_{j=1}^M, \theta)$-clustered configuration, with $h = \max_{1 \leq j \leq M} (h^{(j)})$. Let $N$ satisfy $\frac{C_{14}}{h^{(j)}} \leq N \leq \frac{C_{15}}{h^{(j)}}$ for certain constants $C_{14}(s^{(1)}, \ldots, s^{(M)})$ and $C_{15}(s^{(1)}, \ldots, s^{(M)})$ to be specified in the proof. Next, let $a_0 \in \mathbb{C}^s$ be arbitrary and $b_0 = V_N(X)a_0$. Then for each $j \in \{1, 2, \ldots, M\}$ there exists a constant $C_{16}(s^{(j)}, \tau^{(j)})$ such that for all $\ell \in C_j(X)$ we have
\[ \left\| (a(X, b) - a_0)_\ell \right\| \leq C_{16}s \left( \frac{1}{Nh^{(j)}} \right)^{s^{(j)-1}} \|b - b_0\|_\infty. \quad (2.4) \]

The above result shows that for multi-cluster distributions of the nodes, the componentwise condition numbers are much more accurate than the standard condition number. Indeed, without any geometric assumptions on the node distribution, the classical condition number $\kappa(V_N) = \frac{\sigma_{\max}(V_N)}{\sigma_{\min}(V_N)}$ is well-known to grow exponentially with $s$, see e.g. [11, 37] and references therein. In contrast, the errors in (2.4) grow exponentially with the multiplicities of each cluster, and only linearly in the overall number of nodes (compare also with [5, Corollary 3.10]).

Remark 2.5. If one considers perturbations in $X$ as well, the stability analysis becomes more complicated, see e.g. [13, 26]. The main point we would like to emphasize here is that the components of $a$ have different condition numbers according to the multiplicity of the nodes of $X$ in the corresponding cluster.

3. Orthogonality of cluster subspaces

In this section we prove Theorem 2.1. To facilitate the reading, let us start with a short overview of the steps.

(1) In Section 5.1 we introduce several objects associated with an $(h, s)$-cluster $X$: a particular basis for $L = L(X, N)$, called the “divided difference basis”; the limit space $\hat{L}$; and a certain basis for $\hat{L}$ called the “limit basis”. We show that the spaces $L$ and $\hat{L}$ are “close”, in the sense that the divided difference basis vectors of $L$ are close to the corresponding limit basis vectors of $\hat{L}$, up to order $O(Nh)$.
(2) Next, in Subsection 3.2 we show that limit basis is well-conditioned (i.e. the smallest singular value of the corresponding matrix is effectively bounded from below for large enough \( N \)).

(3) Given two different clusters of the nodes, \( \mathcal{X} \) with \( s_1 \) nodes and \( \mathcal{Y} \) with \( s_2 \) nodes, in Subsection 3.3 we prove the following key property: the limit spaces \( \bar{L}(\mathcal{X}, N) \), \( \bar{L}(\mathcal{Y}, N) \), are nearly orthogonal, with \( \angle_{\text{min}}(L_1, L_2) \) being of order \( \frac{\pi}{2} - \mathcal{O}\left(\frac{1}{N}\right) \).

(4) Combining the above results, in Subsection 3.4 we conclude that the angle between any \( v \in L_1 \) and \( u \in L_2 \) is at least \( \frac{\pi}{2} - \mathcal{O}(Nh) - \mathcal{O}\left(\frac{1}{N}\right) \), completing the proof.

### 3.1. Spaces and bases

Let \( \mathcal{X} \) form an \((h,s)\)-cluster as in Definition 2.1 fix \( N \geq s - 1 \), and, as per Definition 2.3 let

\[
L(\mathcal{X}) = L(\mathcal{X}, N) = \text{span}\{v_1, \ldots, v_s\} \subset \mathbb{C}^{N+1}, \quad V_N(\mathcal{X}) = [v_1, \ldots, v_s].
\]

We start by constructing a basis for \( L(\mathcal{X}) \), different from \( \{v_1, \ldots, v_s\} \), which is given by certain divided differences of the vectors \( v_1, \ldots, v_s \). For the reader’s convenience we recall the definition of divided differences below, and list several of their properties in Lemma B.1 in Appendix B. For further references see e.g. [17] and [7, Section 6.2].

**Definition 3.1** (Divided finite differences). Let an arbitrary sequence of points \( (t_1,t_2,\ldots,) \) be given (repetitions are allowed). For any \( n = 1,2,\ldots, \) and for any smooth enough real-valued function \( f \), defined at least on \( t_1,\ldots,t_n \), the \( n-1 \)-st divided difference \( [t_1,\ldots,t_n]f \) is the \( n \)-th coefficient, in the Newton form, of the (uniquely defined) Hermite interpolation polynomial \( p \), which agrees with \( f \) and its derivatives of appropriate order on \( t_1,\ldots,t_n \), i.e. \( [t_1,\ldots,t_n]f = [t_1,\ldots,t_n]p \) where

\[
f^{(\ell)}(t_j) = p^{(\ell)}(t_j) : \quad 1 \leq j \leq n, \quad 0 \leq \ell < d_j := \# \{i: \quad t_i = t_j\};
\]

\[
p(t) = \sum_{j=1}^{n} \{[t_1,\ldots,t_j]p\} \prod_{k=1}^{j-1} (t-t_k).
\]

Divided differences of complex-valued functions are defined by applying them to the real and the imaginary parts separately:

\[
[t_1,\ldots,t_n](f + ig) = [t_1,\ldots,t_n]f + i[t_1,\ldots,t_n]g.
\]

For a vector of functions \( \mathbf{f} = (f_1,\ldots,f_m) \), we denote

\[
[t_1,\ldots,t_n]\mathbf{f} := ([t_1,\ldots,t_n]f_1,\ldots,[t_1,\ldots,t_n]f_m) \in \mathbb{C}^m.
\]

Denote by

\[
\mathbf{v}_N(x) = (1,e^{ix},e^{2ix},\ldots,e^{Nix})
\]

the vector of \( N+1 \) exponential functions. Note that by (3.2) the standard basis for \( L(\mathcal{X}, N) \) can be simply written as

\[
\mathbf{v}_j = [x_j]\mathbf{v}_N(x), \quad j = 1,\ldots,s. \tag{3.1}
\]

**Definition 3.2.** Given \( \mathcal{X} = \{x_1,\ldots,x_s\} \subset (-\pi,\pi] \) and a positive integer \( N \), define, for every \( j \in \{1,\ldots,s\} \) the following vector:

\[
\mathbf{w}_j := (j-1)! [x_1,\ldots,x_j]\mathbf{v}_N(x), \quad \tilde{\mathbf{w}}_j := \frac{\mathbf{w}_j}{\|\mathbf{w}_j\|}. \tag{3.2}
\]

The ordered set \( \mathcal{W} = \mathcal{W}(\mathcal{X}) = \{\mathbf{w}_1,\ldots,\mathbf{w}_s\} \) is called the divided difference basis to \( L(\mathcal{X}) \), and the ordered set \( \tilde{\mathcal{W}} = \tilde{\mathcal{W}}(\mathcal{X}) = \{\tilde{\mathbf{w}}_1,\ldots,\tilde{\mathbf{w}}_s\} \) is called the normalized divided difference basis to \( L(\mathcal{X}) \).
**Definition 3.3** (Limit basis and limit space). Given $\zeta \in (-\pi, \pi]$ and positive integers $N, s$, define, for every $j \in \{1, \ldots, s\}$ the following vector:

$$u_j := (j - 1)!\left[\zeta, \ldots, \zeta\right]v_N(x), \quad \hat{u}_j = \frac{u_j}{\|u_j\|}.$$  \hspace{1cm} (3.3)

The ordered set $U(\zeta, N, s) := \{u_1, \ldots, u_s\} \subset \mathbb{C}^{N+1}$ is called the $(\zeta, N, s)$ limit basis, and the ordered set $\tilde{U} = \tilde{U}(\zeta, N, s) = \{\tilde{u}_1, \ldots, \tilde{u}_s\}$ is called the normalized $(\zeta, N, s)$ limit basis.

We further define the limit space at $\zeta$ as

$$\tilde{L}(\zeta, N, s) := \text{span}\{U(\zeta, N, s)\} \subset \mathbb{C}^{N+1}.$$  

**Definition 3.4** (Cluster limit space). For $\mathcal{X}$ forming an $(h, s)$-cluster we define the cluster limit space $\tilde{L}(\mathcal{X}, N)$ by

$$\tilde{L}(\mathcal{X}, N) := \tilde{L}(x_1, N, s) \subset \mathbb{C}^{N+1}.$$  

**Remark 3.1.** The choice of the point $x_1$ in the definition of $\tilde{L}(\mathcal{X}, N)$ is arbitrary, in the sense that all subsequent results hold true if we replace $x_1$ in Definition 3.3 with another node $x_j \in \mathcal{X}$, or, even more generally, with any other point $x \in [\min_j x_j, \max_j x_j]$. Furthermore, note that $\tilde{L}(\mathcal{X}, N)$ depends neither on the cluster size $h$ nor on the relative positions of the points inside the cluster.

Below we establish several properties of the sets $W, \tilde{W}, U, \tilde{U}$ and the relationships between them, which will be used in the rest of the section, towards the proof of Theorem 2.1 in Subsection 3.4.

**Proposition 3.1.** Let $\mathcal{X}$ form an $(h, s)$-cluster, and let $N \geq s - 1$.

1. $\text{span}\{W(\mathcal{X})\} = L(\mathcal{X})$.
2. Each $u_j \in U(\zeta, N, s)$ is explicitly given by
   $$u_{j,k} = \frac{\partial^{j-1}}{\partial x^{j-1}}e^{ik\zeta}\big|_{\zeta} = (ik)^{j-1}e^{ik\zeta}, \quad j = 1, \ldots, s, \quad k = 0, \ldots, N.$$  \hspace{1cm} (3.4)
3. $U(\zeta, N, s)$ is a linearly independent set, i.e. it is indeed a basis for $\tilde{L}(\zeta, N, s)$.
4. Putting $\zeta = x_1$, then
   $$\lim_{h \to 0} w_j = u_j \in U(x_1, N, s), \quad j \in \{1, \ldots, s\}.$$
5. With $C_{17} = C_{17}(s) := \frac{1}{\sqrt{2s-1}}$, we have
   $$C_{17}N^{j-\frac{1}{2}} \leq \|u_j\| \leq N^{j-\frac{1}{2}}, \quad u_j \in U(\zeta, N, s), \quad j \in \{1, \ldots, s\}.$$  \hspace{1cm} (3.5)
6. With $C_{18} := 2\sqrt{7}$, we have
   $$\|\hat{u}_j - \hat{w}_j\| \leq C_{18}Nh, \quad \hat{u}_j \in \tilde{U}(x_1, N, s), \quad \hat{w}_j \in \tilde{W}(\mathcal{X}), \quad j \in \{1, \ldots, s\}.$$  \hspace{1cm} (3.6)

**Proof.** In the proofs below, we use results from Appendices B and C.

1. Using the extended form $[B.3]$ together with $[B.5]$, we see that each vector $w_j$ is a linear combination of the original basis vectors $v_1, \ldots, v_s$, i.e.
   $$w_j = \sum_{k=1}^{j} \frac{1}{\prod_{k \neq j}(x_j - x_k)} v_k.$$  Hence the set $w_1, \ldots, w_s$ is given by a triangular transformation, with non-zero coefficients, of the original basis $v_1, \ldots, v_s$, and therefore forms another basis to the subspace $L(\mathcal{X})$.
2. Follows from $[B.5]$ and $[B.3]$.  
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Using the previous explicit formula for $u_j$, the matrix $[u_1, \ldots, u_s] \in \mathbb{C}^{(N+1) \times s}$ is, up to a diagonal factor, the Pascal-Vandermonde matrix and is known to be full rank (see e.g. \[\text{Section 4.1}])

Directly follows from the definitions and the continuity property \[(B.1)\].

For each $j \in \{1, \ldots, s\}$ we have that $\|u_j\| = \sqrt{\sum_{k=0}^{N} k^{2(j-1)}}$. Using \[(C.2)\] we have

$$\frac{N^{j-\frac{1}{2}}}{\sqrt{2s - 1}} \leq \frac{N^{j-\frac{1}{2}}}{\sqrt{2j - 1}} \leq \|u_j\| \leq N^{j-\frac{1}{2}},$$

which then proves \[(3.5)\].

First we have that

$$\|\tilde{u}_j - \tilde{w}_j\| = \left\| \frac{u_j}{\|u_j\|} - \frac{w_j}{\|w_j\|} \right\| = \frac{1}{\|u_j\|} \left\| u_j - w_j + \left( 1 - \frac{|u_j|}{\|w_j\|} \right) w_j \right\|$$

$$\leq \frac{1}{\|u_j\|} \left( \|u_j - w_j\| + \|u_j - \|w_j\|\right) \right\| \right) \leq \right\| 2 \frac{|u_j - w_j|}{\|u_j\|} \right\| \right\| \right) \right\| \right\| \right.$$  

(3.7)

Let $k \in \{0, 1, \ldots, N\}$. By assumption, $|x_\ell - x_m| \leq h$ for all $\ell, m \in \{1, \ldots, j\}$. Using \[(3.4)\], \[(3.2)\], and applying \[(3.4)\] to the real and the imaginary parts of $e^{ikx}$, we obtain $\xi_1, \xi_2 \in [\min \ell, x_\ell, \max \ell, x_\ell]$ such that

$$|u_{j,k} - w_{j,k}|^2 = \left| \frac{d^{j-1}}{dx^{j-1}} e^{ikx} \right|^2 \left| x_1 \right| - (j-1)! [x_1, \ldots, x_j] e^{ikx} \right|^2$$

$$= \left| \frac{d^{j-1}}{dx^{j-1}} \cos(kx) \right|^2 \left| x_1 \right| - \left| \frac{d^{j-1}}{dx^{j-1}} \cos(kx) \right|^2 \left| x_1 \right| + \left| \frac{d^{j-1}}{dx^{j-1}} \sin(kx) \right|^2 \left| x_1 \right|$$

$$\leq 2k^j \hbar^2,$$

where the last line is obtained by applying the standard mean value theorem to $\cos(j-1)(kx)$ and $\sin(j-1)(kx)$, respectively.

Now $|u_{j,k} - w_{j,k}| \leq \sqrt{2}k^j \hbar$, which implies that

$$\left\| u_j - w_j \right\| \leq \sqrt{2} \hbar \left( \sum_{k=1}^{n} k^{2j} \right)^{1/2}.$$

Using $\|u_j\| = \sqrt{\sum_{k=0}^{N} k^{2(j-1)}}$ and \[(3.7)\], we obtain that

$$\left\| \tilde{u}_j - \tilde{w}_j \right\| \leq 2\sqrt{2} \hbar \left( \sum_{k=1}^{N} k^{2j} \right)^{1/2} \leq 2\sqrt{2} \hbar N. \quad \square$$

### 3.2 Conditioning of the limit basis

Given $\zeta \in (-\pi, \pi]$, and $N \geq s - 1$, consider the normalized limit basis $\tilde{U} = \tilde{U}(\zeta, N, s)$ to the limit space $\tilde{L}(\zeta, N, s) \subset \mathbb{C}^{N+1}$. While for any fixed $N$ we have seen that $\tilde{U}$ is linearly independent, in this section we will furthermore establish that for sufficiently large $N$ the corresponding condition number is bounded from below by a constant which does not depend on $N$. 
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For each $\zeta$ as above, let $U(\zeta, N, s) \in \mathbb{C}^{(N+1)\times s}$ denote the matrix with columns $\{\tilde{u}_1, \ldots, \tilde{u}_s\}$:

$$U(\zeta, N, s) = [\tilde{u}_1, \ldots, \tilde{u}_s] = \begin{bmatrix}
1 & 0 & \cdots & 0 \\
\cdot & \cdot & \cdot & \cdot \\
e^{iN\zeta} & e^{iN\zeta} & \cdots & (iN)^{s-1}e^{iN\zeta}
\end{bmatrix} \cdot \text{diag}(\|u_1\|^{-1}, \ldots, \|u_s\|^{-1}).$$

**Proposition 3.2.** Given a positive integer $s$ and $\zeta \in (-\pi, \pi]$, there exist a monotonically increasing constant $N_1 = N_1(s)$ and a monotonically decreasing constant $\Xi = \Xi(s) > 0$, such that for any $N \geq N_1$, 

$$\sigma_{\min}(U(\zeta, N, s)) \geq \Xi.$$  

Moreover, $\Xi = \sqrt{\frac{\lambda_{\min}(H_s)}{2}}$, where $\tilde{H}_s$ is the normalized $s \times s$ Hilbert matrix defined in (3.12) below.

**Proof.** First we extract the $i^{j-1}$ factor from each column by putting 

$$\tilde{U}_N = U(\zeta, N, s) \cdot \text{diag}(i^{-0}, \ldots, i^{-(s-1)}),$$

and clearly $\sigma_{\min}(\tilde{U}_N) = \sigma_{\min}(U(\zeta, N, s))$. We therefore continue with $\tilde{U}_N$.

Next we consider the Gramian matrix $\tilde{U}_N^H \tilde{U}_N$, and we have that

$$\left[\tilde{U}_N^H \tilde{U}_N\right]_{j,l} = \sum_{k=0}^{N-1} k^{j+l-2} \frac{\sum_{k=0}^{N-1} k^{j+l-2}}{\sqrt{\left(\sum_{k=0}^{N-1} k^{2j}\right)\left(\sum_{k=0}^{N-1} k^{2l}\right)}}, \quad (3.8)$$

By combining (3.8) and (3.1) we get

$$\left[\tilde{U}_N^H \tilde{U}_N\right]_{j,l} = \frac{N^{j+l-1}}{j+l-1} + \mathcal{O}(N^{j+l-2}) \left(\frac{N^{2j-1}}{2j-1} + \mathcal{O}(N^{2l-2})\right) = \frac{\sqrt{2j-1}\sqrt{2l-1}}{j+l-1} + \mathcal{O}\left(\frac{1}{N}\right), \quad (3.9)$$

where the $\mathcal{O}$ asymptotic notation can be referred to $N$. Define the inner product $\langle \cdot, \cdot \rangle_H$ and the corresponding norm $\| \cdot \|_H$, over the vector space of polynomials of degree smaller than $s$, as

$$\langle P, Q \rangle_H = \int_0^1 P(x)\overline{Q(x)} \, dx. \quad (3.10)$$

Then by (3.9) we can write $\tilde{U}_N^H \tilde{U}_N$ as follows

$$\tilde{U}_N^H \tilde{U}_N = \tilde{H}_s + E_s, \quad (3.11)$$

where $E_s, \tilde{H}_s$ are Hermitian matrices, the entries of $E_s$ are $\mathcal{O}\left(\frac{1}{N}\right)$, and $\tilde{H}_s$ is the normalized Hilbert matrix (see e.g [15, 41]),

$$[\tilde{H}_s]_{j,l} = \left\langle \frac{x^{j-1}}{\|x^{j-1}\|_H}, \frac{x^{l-1}}{\|x^{l-1}\|_H} \right\rangle_H = \int_0^1 \frac{x^{j-1}}{\|x^{j-1}\|_H} \frac{x^{l-1}}{\|x^{l-1}\|_H} \, dx. \quad (3.12)$$

$\tilde{H}_s$ is the Gramian matrix with respect to the inner products of the form (3.10), of the normalized monomial basis $\frac{1}{\|1\|_H}, \ldots, \frac{x^{s-1}}{\|x^{s-1}\|_H}$. Therefore, it is non-degenerate, and its smallest eigenvalue $\lambda_{\min}(\tilde{H}_s)$ is bounded from below by a positive constant depending only on $s$.

\footnote{\textsuperscript{3}Notice also that an explicit bound for the $\mathcal{O}(N)$ terms can be obtained from Faulhaber’s formula given in (3.1).}
On the other hand, since the entries of $E_s$ are $O\left(\frac{1}{N}\right)$ and $E_s$ is Hermitian (but not necessarily PSD), we have that

$$\lambda_{\min}(E_s) \geq -\|E_s\| \geq -\|E_s\|_F \geq sO\left(\frac{1}{N}\right).$$  \hspace{1cm} (3.13)

Using (3.13) we set $N_1(s)$ to be such that for all $N \geq N_1$, $\lambda_{\min}(E_s) \geq -\frac{\lambda_{\min}(H_s)}{2}$. Furthermore, we increase $N_1(s)$ to be as least as large as $N_1(1), \ldots, N_1(s-1)$. Then using (3.11) and Weyl’s perturbation inequality, for all $N \geq N_1$,

$$\sigma_{\min}(\tilde{U}_N) = \sqrt{\lambda_{\min}\left(\tilde{U}_N^{\text{H}}\tilde{U}_N\right)} \geq \sqrt{\lambda_{\min}(\tilde{H}_s) + \lambda_{\min}(E)} \geq \sqrt{\lambda_{\min}(H_s)/2}.$$  \hspace{1cm} (3.14)

The last claim that $\Xi(s)$ is decreasing follows as deleting the last row and column of $\tilde{H}_{s+1}$ gives $\tilde{H}_s$. Thus, $\lambda_{\min}(\tilde{H}_{s+1}) \leq \lambda_{\min}(\tilde{H}_s)$ by the minimax principle.

**Remark 3.2.** Clearly, $\sigma_{\min}(U(\zeta, N, s))$ does not depend on $\zeta$ and we just proved that

$$\sigma_{\min}(U(\zeta, N, s)) \rightarrow \sqrt{\lambda_{\min}(\tilde{H}_s)}, \quad N \rightarrow \infty.$$  \hspace{1cm} (3.15)

Since $U(\zeta, N, s)$ is injective whenever $N \geq s - 1$ (recall Proposition 3.1), we could replace $N_1(s)$ by $s - 1$. Then, however, we would lose the control over $\Xi(s)$. Here we can give an asymptotic lower bound for $\Xi(s)$ as follows. The asymptotic behavior of $\lambda_{\min}(H_s)$ where $H_s$ is the unnormalized Hilbert matrix is known to be

$$\lambda_{\min}(H_s) \in \Theta\left(\sqrt{s}(1 + \sqrt{2})^{-4s}\right), \quad s \rightarrow \infty,$$

see [45], equation (3.35). By normalization we lose at most another factor of $s$, ending up with a lower bound of order $(1 + \sqrt{2})^{-2s}/\sqrt{s}$ for $\Xi(s)$.

### 3.3. Near-orthogonality of the limit spaces.

**Proposition 3.3.** For any two distinct points $\zeta_1, \zeta_2 \in (-\pi, \pi]$ and positive integers $s_1, s_2$, there exists a positive constant $C_{19}(s_1, s_2)$, such that for any $N \geq \max(s_1, s_2) - 1$:

$$|\langle z_1, z_2 \rangle| \leq \frac{C_{19}}{\Delta(\zeta_1, \zeta_2) N}, \quad z_{\ell} \in \tilde{U}(\zeta_{\ell}, N, s_{\ell}), \quad \ell = 1, 2.$$  \hspace{1cm} (3.16)

**Proof.** Consider the following limit vectors (as they appear in Definition 3.3):

$$U(\zeta_{\ell}, N, s_{\ell}) = \left\{ u_{j}^{(\ell)} \right\}_{j=1}^{s_{\ell}}, \quad \ell = 1, 2;$$

$$\tilde{U}(\zeta_{\ell}, N, s_{\ell}) = \left\{ \tilde{u}_{j}^{(\ell)} \right\}_{j=1}^{s_{\ell}}, \quad \ell = 1, 2.$$  \hspace{1cm} (3.17)

Consider an arbitrary any pair of normalized limit vectors $z_1 = \tilde{u}_{p}^{(1)}$ and $z_2 = \tilde{u}_{q}^{(2)}$, $p = 1, \ldots, s_1$, $q = 1, \ldots, s_2$. By (3.5) we have:

$$\frac{1}{\sqrt{2 s_1 - 1}} N^{-\frac{1}{2}} \leq \|u_{p}^{(1)}\| \leq N^{-\frac{1}{2}},$$

$$\frac{1}{\sqrt{2 s_2 - 1}} N^{-\frac{1}{2}} \leq \|u_{q}^{(2)}\| \leq N^{-\frac{1}{2}}.$$  \hspace{1cm} (3.18)

By (3.4) we have

$$\langle u_{p}^{(1)}, u_{q}^{(2)} \rangle = \sum_{k=0}^{N} b_{k}^{p+q-2}(-1)^{q-1} \sum_{k=0}^{N} k^{2} a_{k}^{p+q-2} z_{k}^{k}.$$
with \( z = e^{i(\xi_1 - \xi_2)} \). Notice that since \( \xi_1 \neq \xi_2 \), we have \( z \neq 1 \). Now using Lemma A.1 we get that
\[
\left| \left\langle \mathbf{u}_p^{(1)}, \mathbf{u}_q^{(2)} \right\rangle \right| = \left| \sum_{k=0}^{N} k^{p+q-2} z^k \right| \leq \frac{2}{|1-z|} N^{p+q-2}. \tag{3.16}
\]
Finally we have that
\[
|1 - z| = |1 - e^{i(\xi_1 - \xi_2)}| \geq \frac{2}{\pi} \Delta(\xi_1, \xi_2),
\]
which together with (3.16) gives that
\[
\left| \left\langle \mathbf{u}_p^{(1)}, \mathbf{u}_q^{(2)} \right\rangle \right| \leq \frac{\pi}{\Delta(\xi_1, \xi_2)} N^{p+q-2}. \tag{3.17}
\]
Combining (3.15) with (3.17) we obtain:
\[
|\langle \mathbf{z}_1, \mathbf{z}_2 \rangle| = \frac{|\langle \mathbf{u}_p^{(1)}, \mathbf{u}_q^{(2)} \rangle|}{\|\mathbf{u}_p^{(1)}\| \|\mathbf{u}_q^{(2)}\|} \leq \frac{\sqrt{(2s_1 - 1)(2s_2 - 1)} \pi N^{p+q-2}}{N^{p-q-\frac{3}{2}} \Delta(\xi_1, \xi_2)},
\]
finishing the proof with \( C_{19}(s_1, s_2) = \pi \sqrt{(2s_1 - 1)(2s_2 - 1)}. \)

3.4. **Proof of Theorem 2.1** Let \( X, s_1, h(1), Y, s_2, h(2), \theta, h \) be as stated in Theorem 2.1. Let \( N \) be such that \( C_1 \leq N \leq \frac{C_2}{\pi} \), where \( C_1 = C_1(s_1, s_2), \ C_2 = C_2(s_1, s_2) \), will be specified within the proof.

Let \( \mathbf{v} \in L_1 = L(X, N) \) and \( \mathbf{u} \in L_2 = L(Y, N) \) be two unit vectors. We will show that
\[
|\langle \mathbf{v}, \mathbf{u} \rangle| \leq \frac{C_{20}(s_1, s_2)}{N \theta} + C_{21}(s_1, s_2) N h, \tag{3.18}
\]
where \( C_{20} = C_{20}(s_1, s_2) \) and \( C_{21} = C_{21}(s_1, s_2) \) will be specified during the proof. Now, (3.18) implies that
\[
\angle_{\text{min}}(L_1, L_2) \geq \frac{\pi}{2} - \frac{\pi C_{20}(s_1, s_2)}{N \theta} - \frac{\pi}{2} C_{21}(s_1, s_2) N h,
\]
thus proving (2.1) with \( C_4 = \frac{\pi}{2} C_{20} \) and \( C_3 = \frac{\pi}{2} C_{21} \).

Recalling Definitions 3.2 and 3.3 let
\[
\hat{U}(x_1, N, s_1) := \left\{ \hat{u}_1^{(1)}, \ldots, \hat{u}_s^{(1)} \right\}, \quad U_1 := [\hat{u}_1^{(1)}, \ldots, \hat{u}_s^{(1)}];
\]
\[
\hat{U}(y_1, N, s_2) := \left\{ \hat{u}_1^{(2)}, \ldots, \hat{u}_s^{(2)} \right\}, \quad U_2 := [\hat{u}_1^{(2)}, \ldots, \hat{u}_s^{(2)}];
\]
\[
\hat{W}(X) := \left\{ \hat{w}_1^{(1)}, \ldots, \hat{w}_s^{(1)} \right\}, \quad W_1 := [\hat{w}_1^{(1)}, \ldots, \hat{w}_s^{(1)}];
\]
\[
\hat{W}(Y) := \left\{ \hat{w}_1^{(2)}, \ldots, \hat{w}_s^{(2)} \right\}, \quad W_2 := [\hat{w}_1^{(2)}, \ldots, \hat{w}_s^{(2)}].
\]
Furthermore, put
\[
W_1 = U_1 + E_1, \quad W_2 = U_2 + E_2. \tag{3.19}
\]
Then by (3.6) and Lemma A.1
\[
\|E_j\| \leq \|E_j\|_F \leq \sqrt{s} C_{18} Nh, \quad j \in \{1, 2\} \tag{3.20}
\]
for \( s = \max(s_1, s_2) \). In addition, since the columns of \( U_1 \) and \( U_2 \) have unit length, we also have that
\[
\|U_j\| \leq \|U_j\|_F \leq \sqrt{s}, \quad j \in \{1, 2\}. \tag{3.21}
\]
We now represent \( \mathbf{v} \) using the basis \( W_1 \) and \( \mathbf{u} \) using the basis \( W_2 \) as follows:
\[
\mathbf{v} = W_1 a, \quad \mathbf{u} = W_2 b.
\]
Then using (3.20) and (3.21), and assuming $Nh < 1$, we get that
\[
|\langle v, u \rangle| = |b^H W_2^H W_1 a| \\
= |b^H (U_2 + E_2)^H (U_1 + E_1) a| \\
\leq |b^H U_2^H U_1 a| + |b^H U_2^H E_1 a| + |b^H E_2^H U_1 a| + |b^H E_2^H E_1 a| \\
\leq |b^H U_2^H U_1 a| + \|b\|_2 \|a\|_2 \Theta_1 Nh + \|b\|_2 \|a\|_2 \Theta_1 Nh + \|b\|_2 \|a\|_2 \Theta_1 Nh \\
\leq |b^H U_2^H U_1 a| + C_{22} \|b\|_2 \|a\|_2 Nh.
\] (3.22)

By Proposition 3.2 we have that
\[
\sigma_{\min}(U_1) \geq \Xi(s), \quad \sigma_{\min}(U_2) \geq \Xi(s),
\] (3.23)
provided $N \geq N_1(s)$, where $\Xi$ and $N_1$ are the constants defined in Proposition 3.2.

Assume that $N$ and $h$ satisfy
\[
Nh \leq \min \left(1, \frac{\Xi(s)}{2\sqrt{sC_{18}}} \right) = C_{23}(s).
\] (3.24)

Then, using (3.19), (3.20), (3.24) and (3.23), and applying the standard singular value perturbation bound, we get
\[
\sigma_{\min}(W_1) = \sigma_{\min}(U_1 + E_1) \geq \sigma_{\min}(U_1) - \|E_1\|_2 \geq \frac{\Xi(s)}{2}, \\
\sigma_{\min}(W_2) = \sigma_{\min}(U_2 + E_2) \geq \sigma_{\min}(U_2) - \|E_2\|_2 \geq \frac{\Xi(s)}{2}.
\] (3.25)

By (3.25) we conclude that
\[
\|a\|_2 \leq \|W_1\| \|v\| \leq 2\Xi^{-1}(s), \\
\|b\| \leq \|W_2\| \|u\| \leq 2\Xi^{-1}(s).
\] (3.26)

Now combining (3.22), (3.26) and (3.14), we get that
\[
|\langle v, u \rangle| \leq |b^H U_2^H U_1 a| + 4C_{22} \Xi^{-2}(s) Nh \\
\leq \frac{4s\Xi^{-2}(s)C_{19}(s_1, s_2)}{N \theta} + 4C_{22} \Xi^{-2}(s) Nh,
\]
which proves (3.18) with $C_{20} = 4s\Xi^{-2}(s)C_{19}(s_1, s_2)$, and $C_{21} = 4C_{22} \Xi^{-2}(s)$.

Collecting the assumptions we have made along the proof, regarding the range of $N$ for which the intermediate claims hold, we required:

- $N \leq C_0 \frac{\theta}{s}$, this assumption was used in (3.24) in order to establish (3.26) and (3.22).
- $N \geq N_1(s)$, this assumption was used to establish (3.23).

Therefore, we have proved Theorem 2.1 with $C_4$ and $C_3$ as above and with $C_1 = N_1(s)$ and $C_2 = C_{23}$. \[\square\]

\footnote{Here we used the fact the $N_1(s)$ is increasing in $s$ and $\Xi(s)$ is decreasing in $s$ (see Proposition 3.2).}
4. Proof of Theorem 2.3

Given nodes $\mathcal{X} = \{x_1, \ldots, x_s\}$ and $N = 2M$ where $M$ is an integer, define

$$\tilde{V}_N(\mathcal{X}) := \frac{1}{\sqrt{N}} V_N \times \text{diag} \{e^{-im x_j}\}_{j=1,\ldots,s} = \frac{1}{\sqrt{2M}} \{\exp(i k x_j)\}_{k=-M,\ldots,M}.$$  

Also, let

$$G_N = G_N(\mathcal{X}) := \tilde{V}_N(\mathcal{X})^H \tilde{V}_N(\mathcal{X}) = \frac{1}{2M}[D_M(x_i - x_j)]_{i,j},$$  

where $D_M$ is the Dirichlet kernel of order $M$:

$$D_M(t) := \sum_{k=-M}^{M} \exp(ikt) = \begin{cases} \frac{\sin((M+\frac{1}{2})t)}{\sin \frac{t}{2}} & t \neq 2\pi \mathbb{Z} \\ 2M+1 & \text{else.} \end{cases}$$

Therefore,

$$\sigma_j(\tilde{V}_N(\mathcal{X})) = N^\frac{1}{2} \sigma_j(\tilde{V}_N(\mathcal{X})) = \sqrt{N\lambda_j(G_N)}, \quad j = 1, \ldots, s. \quad (4.1)$$

Put $\varepsilon := Mh = \frac{4h}{t}$. Further, put $\{y_1, \ldots, y_s\} = \mathcal{Y} := \frac{1}{\tau} \mathcal{X}$. Then we have

$$G_N = \frac{1}{2M} \left[ D_M \left( \frac{\varepsilon |y_i - y_j|}{M} \right) \right]_{1 \leq i,j \leq s},$$

where $\tau \leq |y_i - y_j| \leq 1$ for $i \neq j$.

The following is essentially a variation of Theorem 8, suitable for our setting.

Denote by $D = D(\mathcal{Y})$ the distance matrix $D = [y_i - y_j]_{i,j}$, and $D^k = [(y_i - y_j)^k]_{i,j}$, the element-wise powers of $D$.

Next, define for $m = 0, 1, \ldots, s-1$ the $(m+1) \times s$ Vandermonde matrices

$$P_m = P_m(\mathcal{Y}) = \left[ y_j^i \right]_{j=0,\ldots,m}.$$  

Since the elements of $\{y_j\}$ are pairwise different, the matrices $P_m$ have full row rank (equal to $m+1$). Thus, dim $\ker P_m = s - 1 - m$, and furthermore, with $P_{-1} := 0$,

$$\{0\} = \ker P_{s-1} \subset \ker P_{s-2} \subset \cdots \subset \ker P_0 \subset \ker P_{-1} \equiv \mathbb{R}^s.$$  

The following key result is precisely the well-known Micchelli lemma.

**Lemma 4.1** (Lemma 3.1 in [35]). Let $m = 0, 1, \ldots, s-1$. If $a \in \ker P_{m-1}$ then

$$(-1)^m a^T D^{2m} a \geq 0, \quad (4.2)$$

while equality holds if and only if $a \in \ker P_m$.

It can be readily checked that the Taylor expansion of the normalized Dirichlet kernel at the origin is

$$\frac{1}{2M} D_M \left( \frac{t}{M} \right) = \sum_{k=0}^{\infty} (-1)^k \frac{F(M,k)}{(2k)!} t^{2k}, \quad F(M,k) := \frac{1}{2M^{2k+1}} \sum_{m=-M}^{M} m^{2k}.$$  

Note that by (C.2) we have

$$F(M,k) \in \left[ \frac{1}{2k+1}, \frac{1}{14} \right]. \quad (4.3)$$
Consider the following quadratic form

\[
a^T G_N a = \sum_{k=0}^{\infty} \frac{(-1)^k F(M, k) \varepsilon^{2k}}{(2k)!} a^T D^{2k} a. \quad (4.4)
\]

Let \( m \in \{0, 1, \ldots, s - 1\} \). If \( a \in \ker P_{m-1} \) and \( \|a\| = 1 \), then by Theorem A.1 (i.e. (A.2) applied to \( L = \ker P_{m-1} \))

\[
\lambda_{m+1}(G_N) \leq \sum_{k=m}^{\infty} \frac{\varepsilon^{2k}}{(2k)!} \left| a^T D^{2k} a \right|.
\]

(4.5)

For every \( k \in \mathbb{N} \), the entries of \( D^{2k} \) are bounded from above by 1, therefore Lemma A.1 yields

\[
\left| a^T D^{2k} a \right| \leq \|D^{2k}\|_F \leq s.
\]

Now suppose that \( \varepsilon < 1 \), then clearly

\[
\lambda_{m+1}(G_N) \leq \sum_{k=m}^{\infty} \frac{\varepsilon^{2k}}{(2k)!} \left| a^T D^{2k} a \right| \leq s \varepsilon^{2m} \quad (4.6)
\]

Let \( \ker P_{m-1} = \ker P_m \oplus \mathcal{M}_m \) (i.e. \( \mathcal{M}_m \) is the orthogonal complement of \( \ker P_m \) in \( \ker P_{m-1} \)). Clearly \( \dim \mathcal{M}_m = 1 \). Now if \( a \in \mathcal{M}_m \), \( \|a\| = 1 \) then (4.2) holds with strict inequality. Applying (A.1) with \( L = \bigoplus_{k=0}^{m} \mathcal{M}_k \) to (4.4) in this case we have

\[
\lambda_{m+1}(G_N) \geq \min_{a \in \mathcal{M}_m, \|a\| = 1} \left\{ \frac{F(M, m) \varepsilon^{2m}}{(2m)!} \left| a^T D^{2m} a \right| - \sum_{k=m+1}^{\infty} \frac{\varepsilon^{2k}}{(2k)!} \left| a^T D^{2k} a \right| \right\}. \quad (4.7)
\]

Define

\[
\mathcal{Y}(\tau, s) := \{ \mathcal{Y} = \{y_1, \ldots, y_s\} : \tau \leq |y_i - y_j| \leq 1 \text{ for } i \neq j \}.
\]

Next, the following minimum exists:

\[
C_{24} = C_{24}(\tau, m, s) := \min_{\mathcal{Y} \in \mathcal{Y}(\tau, s)} \min_{a \in \mathcal{M}_m(\mathcal{Y}), \|a\| = 1} \left| a^T D^{2m}(\mathcal{Y}) a \right| > 0.
\]

Substituting (4.6) with \( m + 1 \) in place of \( m \) into (4.7) and applying (4.3) we have

\[
\lambda_{m+1}(G_N) \geq \varepsilon^{2m} \left( \frac{C_{24}}{(2m + 1)!} - s \varepsilon^2 \right).
\]

Thus for \( Nh = 2\varepsilon < \min \left( 2, \sqrt{\frac{2C_{24}}{s \varepsilon (2m + 1)!}} \right) \) we obtain the lower bound

\[
\lambda_{m+1}(G_N) \geq C_{25}\varepsilon^{2m}, \quad C_{25} = \frac{C_{24}}{2(2m + 1)!}. \quad (4.8)
\]

Combining (4.1), (4.6) and (4.8), we conclude that (4.3) holds with

\[
C_9(\tau, s) := \min \left( 2, \frac{2}{\sqrt{s \varepsilon} \cdot \min_{0 \leq m < s} C_{25}(\tau, m, s)^{\frac{1}{2}}} \right),
\]

\[
C_{10}(\tau, s) := \min_{0 \leq m < s} C_{25}(\tau, m, s)^{\frac{3}{2}},
\]

\[
C_{11}(s) := \sqrt{s \varepsilon}.
\]
5. Spectral properties of multi-cluster Vandermonde matrices

5.1. Singular values of nearly orthogonal spaces. In this section we consider an $N \times s$ matrix $A$ whose columns are partitioned as $A = [A_1, \ldots, A_M]$, and with the blocks $A_j$ having the following property: Let $L_j$ be the subspace spanned by the columns of the sub-matrix $A_j$. We consider the case where the minimal principle angle between each pair of subspaces $L_j, L_k$ is large:

$$\angle_{\min}(L_j, L_k) \geq \frac{\pi}{2} - \alpha,$$

for some “small enough” $\alpha$.

We show below that in this case, the singular values of $A$ are given by a multiplicative perturbation of the singular values of all the sub-matrices $A_j$, the size of the multiplicative factor of the perturbation $\gamma$ is $\sqrt{1 - s\alpha} \leq \gamma \leq \sqrt{1 + s\alpha}$.

**Lemma 5.1.** Let $A \in \mathbb{C}^{N \times s}$, $N \geq s$, such that $A$ is given in the following block form

$$A = [A_1, \ldots, A_M],$$

with $A_j \in \mathbb{C}^{N \times s_j}$ and $\sum_{j=1}^{M} s_j = s$. Let $L_j \subset \mathbb{C}^N$ be the subspace spanned by the columns of the sub-matrix $A_j$. Assume that for all $1 \leq j, k \leq M$, $j \neq k$, and $0 \leq \alpha \leq \frac{1}{s}$,

$$\angle_{\min}(L_j, L_k) \geq \frac{\pi}{2} - \alpha. \quad (5.1)$$

Then the following hold.

1. For each $j = 1, \ldots, M$, let $A_j = Q_j R_j$ be the QR-decomposition of $A_j$, where $Q_j \in \mathbb{C}^{N \times s_j}$ has orthonormal columns, and $R_j \in \mathbb{C}^{s_j \times s_j}$ is upper triangular. Write

$$A = QR \equiv [Q_1, \ldots, Q_M] \, \text{diag}(R_1, \ldots, R_M), \quad (5.2)$$

where $\text{diag}(R_1, \ldots, R_M) \in \mathbb{C}^{s \times s}$ is a block diagonal matrix whose diagonal blocks are $R_1, \ldots, R_M$. Then

$$\sqrt{1 - s\alpha} \leq \sigma_{\min}(Q) \leq \sigma_{\max}(Q) \leq \sqrt{1 + s\alpha}. \quad (5.3)$$

2. Let

$$\sigma_1 \geq \ldots \geq \sigma_s$$

be the ordered collection of all the singular values of $A$, and let

$$\tilde{\sigma}_1 \geq \ldots \geq \tilde{\sigma}_s$$

be the ordered collection of all the singular values of the sub-matrices $\{A_j\}$. Then

$$\sqrt{1 - s\alpha} \tilde{\sigma}_j \leq \sigma_j \leq \sqrt{1 + s\alpha} \tilde{\sigma}_j \quad j = 1, \ldots, s. \quad (5.4)$$

**Proof.** First we argue that the singular values of $R = \text{diag}(R_1, \ldots, R_M)$ are given by $\tilde{\sigma}_1 \geq \ldots \geq \tilde{\sigma}_s$. Indeed we have that the singular values of $R$ are given by the union of the singular values of its diagonal blocks $R_1, \ldots, R_M$. From the other hand, for each $j$, the singular values of $A_j$ are equal to the singular values of $R_j$ (and this is true since $Q_j$ is an orthogonal matrix). Therefore the singular values of $R$, ordered according to their magnitude, are exactly

$$\tilde{\sigma}_1 \geq \ldots \geq \tilde{\sigma}_s. \quad (5.5)$$

Put $Q = [Q_1, \ldots, Q_M]$. Next we show that $\sigma_{\max}(Q) \leq \sqrt{1 + s\alpha}$ and that $\sigma_{\min}(Q) \geq \sqrt{1 - s\alpha}$. 


We write the Gramian matrix

\[
Q^H Q = [Q_1^H; \ldots; Q_M^H] [Q_1, \ldots, Q_M] = \begin{bmatrix}
Q_1^H Q_1 & Q_1^H Q_2 & \cdots & Q_1^H Q_M \\
Q_2^H Q_1 & Q_2^H Q_2 & \cdots & Q_2^H Q_M \\
\vdots & \vdots & \ddots & \vdots \\
Q_M^H Q_1 & Q_M^H Q_2 & \cdots & Q_M^H Q_M
\end{bmatrix}.
\]

The off-diagonal blocks are made out of inner products of unit vectors from different subspaces \(L_j\). By (5.1), for each pair of unit vectors \(v \in L_j\) and \(u \in L_k, j \neq k\),

\[
|\langle v, u \rangle| \leq \cos \left(\frac{\pi}{2} - \alpha\right) = \sin(\alpha) \leq \alpha.
\]

Therefore the absolute value of each entry in the off-diagonal blocks is less than \(\alpha\).

On the other hand, for each \(j = 1, \ldots, M\), the diagonal block \(Q_j^H Q_j = I_{s_j}\), where \(I_{s_j}\) is the \(s_j \times s_j\) identity matrix. We can therefore write \(Q^H Q\) as

\[
Q^H Q = I_s + E,
\]

where \(I_s\) is the \(s \times s\) identity matrix, and \(E \in \mathbb{C}^{s \times s}\) is an Hermitian matrix, the absolute value of each one of its entries is bounded by \(\alpha\). Therefore

\[
\lambda_{\min}(E) \geq -\|E\| \geq -\|E\|_F \geq -s\alpha,
\]

\[
\lambda_{\max}(E) \leq \|E\| \leq \|E\|_F \leq s\alpha.
\]

Now using Weyl's perturbation inequality on the perturbation (5.6) and the bounds (5.7) and (5.8), we have that

\[
\sigma_{\min}(Q) = \sqrt{\lambda_{\min}(Q)} \geq \sqrt{1 - s\alpha},
\]

\[
\sigma_{\max}(Q) = \sqrt{\lambda_{\max}(Q)} \leq \sqrt{1 + s\alpha}.
\]

We conclude that according to (5.2), (5.5), (5.9) and (5.10), \(A\) can be written as follows:

\[
A = QR,
\]

where the minimal and maximal singular values of \(Q\) are bounded as in (5.9) and (5.10), and the singular values of \(R\) are exactly \(\hat{\sigma}_1 \geq \ldots \geq \hat{\sigma}_s\). The proof of Lemma 5.1 is then completed by invoking Lemma A.2 with \(C = A, B = Q\) and \(A = R\) (on the left side are the matrices of Lemma A.2). \(\square\)

### 5.2. Multi-cluster subspace angles.

**Proposition 5.1** (Multi-cluster subspace angles). Suppose that \(X = \{x_1, \ldots, x_s\} \subset (-\pi, \pi]\) forms an \((h^{(j)}, s^{(j)})_{j=1}^M, \theta)\)-clustered configuration, and put \(h = \max_j (h^{(j)})\). Then there exist constants \(C_{26}, C_{27}, C_{28}\) and \(C_{29}\), depending only on \(s^{(1)}, \ldots, s^{(M)}\), such that for \(\frac{C_{28}}{\theta} \leq N \leq \frac{C_{29}}{\theta}\) we have

\[
\angle_{\min}(L(C^{(j)}, N), L(C^{(k)}, N)) \geq \frac{\pi}{2} - \alpha, \quad \alpha := \frac{C_{28}}{N\theta} + C_{29}N h \leq \frac{1}{s}, \quad 1 \leq j < k \leq M.
\]
Lemma 5.2. Let \( V \) be the loss of generality we assume that \( "h \) when furthermore \( \alpha \)

Proof. (5.11) immediately follows from Theorem 2.1 with

\[
C_{28} = \max_{1 \leq j < k \leq M} C_4(s^{(j)}, s^{(k)}), \tag{5.12}
\]

\[
C_{29} = \max_{1 \leq j < k \leq M} C_3(s^{(j)}, s^{(k)}), \tag{5.13}
\]

\[
C_{26} := \max \left( \pi \left\{ \max_{1 \leq j < k \leq M} C_1(s^{(j)}, s^{(k)}) \right\}, 2sC_{28} \right), \tag{5.14}
\]

\[
C_{27} := \min \left( \left\{ \min_{1 \leq j < k \leq M} C_2(s^{(j)}, s^{(k)}) \right\}, \frac{1}{2sC_{29}} \right). \tag{5.15}
\]

Here \( C_1, C_2, C_4 \) and \( C_3 \), are the constants specified in Theorem 2.1.

5.3. Proof of Theorem 2.2. Let \( X \) form an \((h^{(j)}, s^{(j)})_M\)-clustered configuration and put \( h = \max_j (h^{(j)}) \). Let \( \sigma_1 \geq \ldots \geq \sigma_s \) and \( \tilde{\sigma}_1 \geq \ldots \geq \tilde{\sigma}_s \) be as specified in Theorem 2.2. Without loss of generality we assume that \( V_N(X) \) is organized in block form, according to the clusters, as follows:

\[
V_N(X) = \left[ V_N(C^{(1)}), \ldots, V_N(C^{(M)}) \right]. \tag{5.16}
\]

By Proposition 5.1 we have the estimate (5.11) for

\[
\frac{C_{26}}{\theta} \leq N \leq \frac{C_{27}}{h},
\]

when furthermore \( \alpha \leq \frac{1}{s} \). Now we invoke Lemma 5.1 with \( A = V_N(X), A_j = V_N(C^{(j)}) \) and \( \alpha \) as above and get that

\[
(1 - s\alpha)^{\frac{1}{2}} \tilde{\sigma}_j \leq \sigma_j \leq (1 + s\alpha)^{\frac{1}{2}} \tilde{\sigma}_j, \quad j = 1, \ldots, s,
\]

thus proving Theorem 2.2 with \( C_5 = C_{26}, C_6 = C_{27}, C_7 = C_{28}s \) and \( C_8 = C_{29}s \).

5.4. Proof of Theorem 2.4. Let \( A \in \mathbb{C}^{m \times n} \) be a matrix. We use the following notations:

- \( \|A\|_{k,1} \) for the \( \ell_1 \) norm of the \( k \)-th row of \( A \), i.e.

\[
\|A\|_{k,1} := \sum_{\ell=1}^{n} |(A)_{k,\ell}|, \quad k \in \{1, \ldots, m\};
\]

- \( \|A\|_{k,\max} \) for the maximum norm of the \( k \)-th row of \( A \), i.e.

\[
\|A\|_{k,\max} := \max_{1 \leq \ell \leq n} |(A)_{k,\ell}|, \quad k \in \{1, \ldots, m\}.
\]

Lemma 5.2. Let \( A = BC \in \mathbb{C}^{m \times n} \), where \( C \in \mathbb{C}^{p \times n} \). Then

\[
\|A\|_{k,1} \leq \sqrt{pn} \|B\|_{k,\max} \|C\|_F. \tag{5.17}
\]

Proof. We have

\[
\|A\|_{k,1} = \sum_{\ell=1}^{n} |(A)_{k,\ell}| = \sum_{\ell=1}^{n} \sum_{j=1}^{p} |(B)_{k,j}| (C)_{j,\ell} \]

\[
\leq \|B\|_{k,\max} \sum_{j,\ell} |(C)_{j,\ell}| \]

\[
\leq \sqrt{pn} \|B\|_{k,\max} \|C\|_F,
\]

where the last transition is just the Hölder’s inequality.

First we prove the following estimate.

\[
\]
Proposition 5.2 (Pseudoinverse row norms). Suppose that the node set $\mathcal{X} = \{x_1, \ldots, x_s\} \subset (-\pi, \pi]$ forms an $(\{h^{(j)}, \tau^{(j)}\}, s^{(j)})_{j=1}^M,$ clustered configuration, with $h = \max_{1 \leq j \leq M} h^{(j)}).$ Then there exist constants $C_{30}(s^{(1)}, \ldots, s^{(M)})$ and $C_{31}(s^{(1)}, \ldots, s^{(M)})$ such that for all $\frac{C_{30}}{\theta} \leq N \leq \frac{C_{31}}{\tau}$ and each $j \in \{1, 2, \ldots, M\}$ there exists a constant $C_{32}(s^{(j)}, \tau^{(j)})$ such that for all $\ell \in C_j(\mathcal{X})$ (recall Definition 2.5) we have

$$\|V_N^\ell(\mathcal{X})\|_{\ell, 1} \leq C_{32}s \left(\frac{1}{Nh^{(j)}}\right)^{s^{(j)}-1}.$$  

(5.18)

Proof. Again, applying Proposition 5.1 and then Lemma 5.1 to the matrix $V_N^\ell(\mathcal{X})$ assumed to be in the block form (5.10), we obtain the block QR-decomposition (5.2) $V_N^\ell(\mathcal{X}) = QR.$ Since $Q \in \mathbb{C}^{(N+1)\times s}$ has full column rank, and $R \in \mathbb{C}^{s\times s}$ is invertible, we have

$$V_N^\ell = R^{-1}Q^\ell.$$  

(5.19)

Using (5.3), we have

$$\|Q^\ell\| = \sigma_{\max}(Q^\ell) = \sigma_{\min}^{-1}(Q^\ell) \leq (1 - s\alpha)^{-\frac{1}{2}},$$  

(5.20)

where $\alpha = \frac{C_{28}}{N\theta} + C_{29}Nh$ as provided by Proposition 5.1.

On the other hand, each one of the blocks $R_j$ has its singular values exactly equal to the singular values of $V_N^\ell(C^{(j)})$. By Theorem 2.3, the smallest one scales like $N^{\frac{1}{2}}(Nh^{(j)})^{s^{(j)}-1}$, and therefore for some constant $C_{33}(s^{(j)}, \tau^{(j)})$ we have, using Lemma A.1

$$\|R_j^{-1}\|_{\max} \leq \|R_j^{-1}\| = \sigma_{\min}^{-1}(R_j) \leq C_{33} \frac{1}{\sqrt{N}} \left(\frac{1}{Nh^{(j)}}\right)^{s^{(j)}-1}.$$  

Let $\ell \in C_j(\mathcal{X})$, then by (5.17) applied to (5.19), (5.20) and the fact that $Q^\ell$ is of rank $s$, we have that

$$\|V_N^\ell\|_{\ell, 1} \leq \sqrt{sN}\|R_j^{-1}\|_{\max}\|Q^\ell\|_F$$

$$\leq sC_{33}(1 - s\alpha)^{-\frac{1}{2}} \left(\frac{1}{Nh^{(j)}}\right)^{s^{(j)}-1}.$$  

Here, we used Lemma A.1 once again. If $N\theta > 4sC_{28}$ and $Nh < \frac{1}{4sC_{28}}$ we have $\alpha < \frac{1}{2^2}$ and consequently $(1 - s\alpha)^{-\frac{1}{2}} < \sqrt{2}$. This completes the proof of (5.18) with $C_{30}(s^{(1)}, \ldots, s^{(M)}) = \max(C_{26}, 4sC_{28}), C_{31}(s^{(1)}, \ldots, s^{(M)}) = \min(C_{27}, \frac{1}{4sC_{28}})$ and $C_{32}(s^{(j)}, \tau^{(j)}) = \sqrt{2}C_{33}$.  

Proof of Theorem 2.4. From Definition 2.6 we clearly have $a(\mathcal{X}, b) = V_N^\ell(\mathcal{X})b$, and since $a_0 = V_N^\ell(\mathcal{X})b_0$, we obtain by (5.18)

$$|a(a_0)\ell| = \left|\left(V_N^\ell(b - b_0)\right)\ell\right| \leq \|V_N^\ell(\mathcal{X})\|_{\ell, 1}\|b - b_0\|_\infty$$

$$\leq C_{32}s \left(\frac{1}{Nh^{(j)}}\right)^{s^{(j)}-1}\|b - b_0\|_\infty.$$  

This completes the proof of (2.4) with $C_{14} = C_{30}, C_{15} = C_{31}$ and $C_{16} = C_{32}$.  

6. Numerical experiments

In this section we provide basic numerical evidence supporting our main results. All calculations were performed using Julia 1.1 with standard packages, in double precision floating point (and sometimes multi-precision).
6.1. Cluster subspace angles. We use the notation from Theorem 2.1. In order to compute the minimal principal angle $\angle_{\min}(L_1, L_2)$ between $L_1 = L(\mathcal{X}, N)$ and $L_2 = L(\mathcal{Y}, N)$, we use the standard SVD-based algorithm (see e.g. [14, 29]) which is numerically stable for large angles. We then compute the complementary angle

$$\beta(L_1, L_2) := \frac{\pi}{2} - \angle_{\min}(L_1, L_2).$$

In the experiments, the two clusters were chosen to consist of equispaced nodes with the same cluster size $h^{(1)} = h^{(2)} = h$, and with a prescribed distance $\theta$ between the closest nodes. According to the estimate (2.1) from Theorem 2.1, we have the bound

$$\beta(L_1, L_2) \leq \frac{C_1}{N\theta} + C_3Nh.$$  \hfill (6.1)

In the first set of experiments, we kept the value of $\theta$ fixed, and changed $N, h$ simultaneously so that the product $Nh$ remained fixed. We chose 3 different values $Nh = 10^{-10}, 10^{-5}, 0.1$. The dependence of $\beta$ on $N$ is presented in Figure 1. For $s^{(1)} = 4, s^{(2)} = 2$ (left plot) the asymptotic decay $\beta \sim \frac{1}{N}$ is clearly seen, with smaller values of $\beta$ corresponding to smaller values of $Nh$. This suggests that $\frac{C_1}{N\theta}$ is indeed the dominant term with respect to $C_3Nh$ in (6.1). However, for $s^{(1)} = s^{(2)} = 6$ (right plot) we see that when $Nh = 10^{-5}$, the value of $\beta$ is relatively constant, $\approx 10^{-5}$, while the value of $\beta$ for $Nh = 0.1$ decays relatively slowly with $N$ (for $Nh = 10^{-10}$ we still have $\beta \sim \frac{1}{N}$). This suggests that the value of $Nh$ is indeed important for controlling the subspace angle in the regime $Nh \ll 1$, however for $Nh = O(1)$ there must be other factors.

In the second set of experiments, we kept the values of $N$ and $\theta$ fixed, while changing $h$. We chose again 3 different values $\theta = 0.01, 0.1, 1$. The dependence of $\beta$ on $h$ (or $Nh$) in this case is shown in Figure 2. Notice that for small enough $Nh$ we indeed see that $\beta$ approaches a positive value which is proportional to $\frac{1}{Nh}$, i.e. the dominant role is played by the cluster separation. For increasing values of $Nh$, the actual cluster subspaces move further away from the limit spaces and therefore this regime is not covered by our theory. However, apparently also in this case $\beta$ remains small, but this must be due to other factors.

6.2. Spectra of multi-cluster Vandermonde matrices. We normalize the Vandermonde matrix and compute the spectra of the matrices $\frac{1}{\sqrt{N}}V_N(\mathcal{X})$. For each experiment we choose the values of $N$ and $h$ randomly from within a prescribed range. In the multi-cluster setting, we construct 2 nontrivial clusters of same size $h^{(1)} = h^{(2)} = h$, and add zero or more well-separated nodes (so if $s^{(1)} = 2, s^{(2)} = 3$ and $s = 7$, there are 2 clusters of multiplicity 1). The values of $\sigma_j(\frac{1}{\sqrt{N}}V_N(\mathcal{X}))$ for different $\mathcal{X}$ are plotted in Figure 3.
There is good agreement with Theorem 2.3 and Corollary 2.1. The proportionality constant is seen to be not too large. Furthermore, the minimal value of $Nh$ for which the bounds hold (corresponding to the constants $C_0$ and $C_6$ in Theorems 2.3 and 2.2, respectively) is apparently reasonably high.

6.3. Least squares accuracy. Here we solve the least squares problem as in Theorem 2.4. In each experiment, we choose $N, h, \varepsilon$ uniformly at random within prescribed ranges. This in particular defines $\mathcal{X}$ and $V_N(\mathcal{X})$. We then choose the entries of the vectors $a_0$ and $f$ to be uniformly randomly distributed in $[0, 1]$. Then we put $b_0 = V_N(\mathcal{X})a_0$ and $b = b_0 + \varepsilon f$. We then compute $a = a(\mathcal{X}, b)$ as in Definition 2.6. Finally, we set

$$\delta a_\ell := \frac{|(a - a_0)_\ell|}{\|b - b_0\|_\infty}.$$

We then repeat the experiment multiple times, and plot $\delta a_\ell$ for all $\ell = 1, \ldots, s$ as a function of $Nh$. The results are presented in Figure 4. There is a good agreement with the estimate (2.4) for each component.
Figure 4. Accuracy of least squares reconstruction. 2 nontrivial clusters (and 3 overall), multiplicities = 2, 3, 1. The slopes of the lines, computed by a linear fit, are written in the respective legend labels.
Here we collect well-known facts from matrix analysis.

**Definition A.1 (Matrix Norms).** Let $A \in \mathbb{C}^{m \times n}$.

1. We denote the spectral norm by
   \[ \|A\| = \max_{\|a\|=1} \|Aa\| = \sigma_{\text{max}}(A). \]
   If $A$ is Hermitian, we clearly have
   \[ \|A\| = \max_{\lambda \text{ eigenvalue of } A} |\lambda|. \]

2. The maximum norm is given by
   \[ \|A\|_{\text{max}} = \max_{j,k} |(A)_{j,k}|. \]
   Note that this is not the operator norm induced by the $\infty$-norm and not a sub-multiplicative matrix norm.

3. The Frobenius norm, defined as
   \[ \|A\|_{F} = \left( \sum_{j,k} |(A)_{j,k}|^2 \right)^{1/2}. \]

The following relations are standard and we use them frequently.

**Lemma A.1 (Relations of Matrix Norms).** For any $A \in \mathbb{C}^{m \times n}$ we have
\[ \|A\|_{\text{max}} \leq \|A\|, \]
\[ \|A\| \leq \|A\|_{F}, \]
\[ \|A\|_{F} \leq \sqrt{r} \|A\|, \quad \text{if } A \text{ is of rank } r. \]

**Theorem A.1 (Theorem 4.2.6 in [28], Courant-Fischer minimax principle).** Let $A \in \mathbb{C}^{n \times n}$ be Hermitian and have eigenvalues $\lambda_1(A) \geq \lambda_2(A) \geq \cdots \geq \lambda_n(A)$. Let $L$ denote a linear subspace of $\mathbb{C}^n$. Then, for $j = 1, \ldots, n$:
\[ \lambda_j(A) = \max_{L:\dim L=j} \min_{\|v\|=1, v \in L} v^H Av \]
\[ = \min_{L:\dim L=n-j+1} \max_{\|v\|=1, v \in L} v^H Av. \tag{A.1} \]

For any matrix $C \in \mathbb{C}^{m \times n}$, we will refer to its singular values in a decreasing order and list them as $\sigma_{\text{max}}(C) = \sigma_1(C) \geq \cdots \geq \sigma_{\text{min}(m,n)}(C) = \sigma_{\text{min}}(C)$.

**Lemma A.2.** For $m \geq n$, Let $C \in \mathbb{C}^{m \times n}$, $B \in \mathbb{C}^{m \times m}$ and $A \in \mathbb{C}^{m \times n}$ such that $C = BA$. Then the singular values of $C$ are given by a multiplicative perturbation of the singular values of $A$ as follows:
\[ \sigma_{\text{min}}(B) \sigma_j(A) \leq \sigma_j(C) \leq \sigma_{\text{max}}(B) \sigma_j(A), \quad 1 \leq j \leq n. \tag{A.3} \]

**Proof.** The claim is a direct consequence of Theorem A.1. Indeed, let $j \in \{1, \ldots, n\}$, then by applying (A.1) to the matrix $CHC$ we have
\[ \sigma_j(C) = \max_{L:\dim(L)=j} \min_{v \in L: \|v\|=1} \|BAv\| \leq \sigma_{\text{max}}(B) \max_{L:\dim(L)=j} \min_{v \in L: \|v\|=1} \|Av\| = \sigma_{\text{max}}(B) \sigma_j(A), \]
\[\sigma_j(C) = \max_{L:\, \dim(L) = j} \min_{v \in L: \|v\| = 1} \|BAv\| \geq \sigma_{\min}(B) \max_{L:\, \dim(L) = j} \min_{v \in L: \|v\| = 1} \|Av\| = \sigma_{\min}(B)\sigma_j(A).\]

\[\square\]

**APPENDIX B. DIVIDED DIFFERENCES**

Recall Definition 3.1. The following properties can be found in e.g. [17], see also [7, Section 6.2].

**Lemma B.1.** The functionals \([t_1, \ldots, t_n]\) satisfy the following.

1. \([t_1, \ldots, t_n]\) is a symmetric function of \((t_1, \ldots, t_n)\).
2. \([t_1, \ldots, t_n]\) is a continuous function of \((t_1, \ldots, t_n)\), i.e.
   \[
   \lim_{(t_1, \ldots, t_n) \to (u_1, \ldots, u_n)} [t_1, \ldots, t_n]f = [u_1, \ldots, u_n]f.
   \] (B.1)
3. The numbers \([t_1, \ldots, t_n]\) can be computed by the recursive rule
   \[
   [t_1, \ldots, t_n]f = \begin{cases} 
   f(t_1) & n = 1; \\
   \left[\frac{f(t_1) - f(t_2, \ldots, t_{n-1})}{t_n - t_1}\right]_{t_1 \neq t_n} & t_1 \neq t_n; \\
   \lim_{t_1 \to t_n} \left\{ \frac{d}{dt} ([\xi, t_2, \ldots, t_{n-1}]f) \right\} & t_1 = t_n.
   \end{cases}
   \] (B.2)
4. (Chakalov’s Expansion): for \(\xi \in \{t_j\} := T\), denote by \(#\xi := \#\{j : t_j = \xi\}\) the number of
   occurrences of \(\xi\) in the sequence \((t_1, \ldots, t_n)\), then
   \[
   [t_1, \ldots, t_n]f = \sum_{\xi \in T} \sum_{0 \leq j < \#\xi} A_{\xi, j} f^{(j)}(\xi),
   \]
   where the coefficients \(A_{\xi, j}\) are defined by the partial fraction decomposition
   \[
   \prod_{j=1}^{n} (t - t_j)^{-1} = \sum_{\xi \in T} \sum_{\ell=0}^{\#\xi - 1} \frac{A_{\xi, \ell}!}{(t - \xi)^{\ell+1}},
   \]
   or directly by Cauchy’s residue theorem:
   \[
   A_{\xi, \ell} = \frac{1}{\#\xi - 1 - \ell} \lim_{z \to \xi} \left( \frac{d}{dz} \right)^{\#\xi - 1 - \ell} \left\{ \frac{(z - \xi)^{\ell+1}}{\prod_{j=1}^{n}(z - t_j)} \right\}.
   \]
5. In particular, if all \(\{t_j\}\)’s are distinct, then
   \[
   [t_1, \ldots, t_n]f = \sum_{j=1}^{n} \frac{f(t_j)}{\prod_{k \neq j}(t_j - t_k)}. \] (B.3)
6. (Mean value theorem) Let \(t_1, \ldots, t_n \in \mathbb{R}\) and put \(I := [\min_{i} t_i, \max_{i} t_i]\). Then
   \[
   [t_1, \ldots, t_n]f = \frac{f^{(n-1)}(\xi)}{(n-1)!}, \quad \xi \in I.
   \] (B.4)
7. From the above, in particular,
   \[
   [t, t, \ldots, t]_n = \frac{f^{(n-1)}(t)}{(n-1)!}.
   \] (B.5)
Appendix C. Power sums

**Lemma C.1.** For a positive integer $p$, the sum of the $p^{th}$ powers of the first $N+1$ non-negative integers is given by Faulhaber’s formula

$$\sum_{k=0}^{N} k^{p} = \frac{N^{p+1}}{p+1} + \frac{1}{2} N^{p} + \sum_{k=2}^{p} \frac{B_{k}}{k!} (p)_{k-1} N^{p-k+1} = \frac{N^{p+1}}{p+1} + \mathcal{O}(N^{p}), \quad (C.1)$$

where $B_{k}$ are the Bernoulli numbers, and $(p)_{k-1}$ is the falling factorial, $(p)_{k-1} = \frac{p!}{(p-k+1)!}$. We also have the following non-asymptotic bounds:

$$\frac{N^{p+1}}{p+1} = \int_{0}^{N} x^{p} \, dx \leq \sum_{k=0}^{N} k^{p} \leq N^{p+1}. \quad (C.2)$$

Appendix D. Trigonometric cancellation

**Lemma D.1.** For each $z \neq 1$ with $|z| = 1$ and for each $m \in \mathbb{N}$ we have

$$\left| \sum_{k=0}^{N} k^{m} z^{k} \right| \leq \frac{2}{|1 - z|} N^{m}. \quad (D.1)$$

**Proof.** Let us notice that a “naive” upper bound

$$\left| \sum_{k=0}^{N} k^{m} z^{k} \right| \leq \sum_{k=0}^{N} k^{m} \sim N^{m+1}$$

is not sufficient for our purposes. To get the order of $N^{m}$ we have to take into account cancellations in the sum (D.1) as follows:

$$(1 - z) \sum_{k=0}^{N} k^{m} z^{k} = -N^{m} z + \sum_{k=0}^{N} k^{m} z^{k} - \sum_{k=0}^{N-1} k^{m} z^{k+1} = -N^{m} z + \sum_{k=1}^{N} (k^{m} - (k - 1)^{m}) z^{k}.$$  

Then by the triangle inequality

$$\left| 1 - z \right| \sum_{k=0}^{N} k^{m} z^{k} \leq N^{m} + \sum_{k=1}^{N} k^{m} - (k - 1)^{m} = 2 N^{m}.$$  

This completes the proof of Lemma [D.1](#).
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