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ABSTRACT. Given a quadruple of finite index subfactors we explicitly compute the Pimsner-Popa probabilistic constant for the pair of intermediate subfactors and relate it with the corresponding Connes-Størmer relative entropy between them. This generalizes an old result of Pimsner and Popa.

1. INTRODUCTION

Generalizing the classical notion of (conditional) entropy from ergodic theory, Connes and Størmer in [3] defined a relative entropy $H(B_1|B_2)$ between a pair of finite dimensional $C^*$-subalgebras of a finite von Neumann algebra $M$ with a fixed faithful normal trace $tr$. Using this they obtained an appropriate definition of the entropy of an automorphism in the non-commutative framework of operator algebras. As an application, they proved that for $n \neq m$ the $n$-shift of the hyperfinite $II_1$ factor is not conjugate to the $m$-shift. Furthermore, they also proved a Kolmogorov-Sinai type theorem using the relative entropy as the main technical tool. However, in an impactful paper [8], Pimsner and Popa had observed that the definition of the relative entropy does not depend on $B_1, B_2$ being finite dimensional, so that one may also consider the relative entropy $H(B_1|B_2)$ for arbitrary von Neumann subalgebras $B_1, B_2 \subset M$. In another direction, as a generalization of the index of a subgroup in a group, Jones in a groundbreaking paper [5] introduced a notion of index $[M:N]$ as the Murray-von Neumann’s coupling constant $\dim_N(L^2(M))$ for any subfactor $N \subset M$ of type $II_1$. Quite surprisingly, Pimsner and Popa had discovered that if $N$ and $M$ are type $II_1$ factors and $N \subset M$ then $H(M|N)$ depends on both the Jones index and the relative commutant. More precisely, they proved (among other things) that if the relative commutant is trivial, that is $N' \cap M = C$, then

$$H(M|N) = \log[M:N].$$

In fact, Pimsner and Popa had shown that the equality holds in Equation (1.1) if and only if the subfactor $N \subset M$ is extremal.

Given the fact that subfactor theory deals with the relative position of a subfactor inside an ambient factor, it is a very natural and fundamental question to consider relative positions of multiple subfactors. For an irreducible subfactor with finite Jones index the set of its intermediate subfactors forms a finite lattice under two natural operations. By a Galois correspondence, every interval sublattice of finite groups can be realized as intermediate subfactor lattice of finite index and thereby the study of intermediate subfactor lattice of finite index may be thought of as a natural generalization of the study of interval sublattice of finite groups. Realization of even some simple finite lattices as intermediate (irreducible) subfactor lattices remains entirely open. We want to understand this lattice better. To this end, recently in [1], we discovered a
new notion of angle between two intermediate subfactors $P$ and $Q$ of the finite index subfactor $N \subset M$ of type $II_1$ factors. In this paper we have taken yet another approach by investigating the Connes-Stormer relative entropy and it looks like more calculable in the non-irreducible setting. We consider a pair of intermediate subfactors $N \subset P, Q \subset M$ of a finite index subfactor $N \subset M$ of type $II_1$ factors with $N' \cap M = \mathbb{C}$ (and thus form a quadruple which we denote by $(N, P, Q, M)$), and obtain a formula for $H(P|Q)$ in terms of a probabilistic number $\lambda(P|Q)$ due to Pimsner and Popa.

For von Neumann subalgebras $B_2 \subset B_1 \subset M$ of a finite von Neumann algebra $M$, Pimsner and Popa, in [5], defined the probabilistic constant

$$\lambda(B_1, B_2) = \max \{\lambda > 0 | E_{B_2}(x) \geq \lambda x, x \in B_{1+}\}.$$  

This serves as a replacement of Jones index when $B_1$ and $B_2$ are not necessarily factors. Quite remarkably, they also prove that if $M$ is a type II_1 factor and $N \subset M$ is a subfactor then

$$\lambda(M, N) = [M : N]^{-1}.  \tag{1.3}$$

Interestingly, the definition of $\lambda(B_1, B_2)$, as in Equation (1.2), works for general subalgebras $B_1$ and $B_2$ (not necessarily, $B_2 \subset B_1$) of $M$ as well; and furthermore, one may also consider the number $\lambda(B_2, B_1)$.

As a generalization of Equation (1.3), we prove the following result:

**Theorem 3.12.** Let $(N, P, Q, M)$ be a quadruple of type $II_1$ factors with $[M : N] < \infty$.

1. If $(N, P, Q, M)$ is a commuting square then $\lambda(P, Q) = [P : N]^{-1}$ and $\lambda(Q, P) = [Q : N]^{-1}$.
2. If $(N, P, Q, M)$ is a co-commuting square then $\lambda(P, Q) = [M : Q]^{-1}$ and $\lambda(Q, P) = [M : P]^{-1}$.

Moreover, in Corollary 3.9 and Corollary 3.10 we prove that the converse of Theorem 3.12 also holds true for an irreducible quadruple (i.e., $N' \cap M = \mathbb{C}$).

In this article, we also provide some calculable formulae for the probabilistic numbers in the case of an irreducible quadruple.

**Theorem 3.3.** Suppose $(N, P, Q, M)$ is a quadruple of $II_1$ factors with $N' \cap M = \mathbb{C}$ and $[M : N] < \infty$ and $e_P$ (resp. $e_Q$) is the biprojection corresponding to the intermediate subfactor $P$ (resp. $Q$), then $\lambda(Q, P) = \frac{\text{tr}(e_P e_Q)}{\text{tr}(e_Q)}$ and $\lambda(P, Q) = \frac{\text{tr}(e_P e_Q)}{\text{tr}(e_P)}$.

Finally, we prove the main result of this article by relating Connes-Stormer relative entropy $H(P|Q)$ with $\lambda(P, Q)$.

**Theorem 4.3.** Let $(N, P, Q, M)$ be an irreducible quadruple such that $[M : N] < \infty$. Then, $H(Q|P) = -\log(\lambda(Q, P))$.

The above formula generalizes Equation (1.1).

Combining Theorem 4.3 with Theorem 3.3, we deduce the following formula for the relative entropy (in Corollary 4.4):

$$H(Q|P) = \log(\text{tr}(e_Q)) - \log(\text{tr}(e_P e_Q)).$$

We conclude the paper with a cute application of Theorem 4.3, where we deduce (in Corollary 4.7) that if $(N, P, Q, M)$ is an irreducible quadruple with $[M : N] < \infty$ and $[P : N] = 2$ then $H(P, Q)$ is either 0 or $\log 2$.

The paper is organized as follows. After some Preliminaries in Section 2, we discuss the probabilistic constants and present some useful formulae for them in Section 3 and finally, in Section 4, we prove our main result involving the Connes-Stormer relative entropy.
2. Preliminaries

In this section, we fix the notations and recall some results from \[^{\Pi}\], which we will use frequently in the sequel.

**Notation 2.1.** In this paper we only deal with separable type $II_1$ factors. Consider a subfactor $N \subset M$ of a type $II_1$ factor $M$ with $[M : N] < \infty$. Throughout we will be dealing only with subfactors of type $II_1$ with finite Jones index. Thus, $M$ has the unique faithful, normal tracial state $\tr$.

1. A quadruple

\[
Q \subset M \\
\cup \cup \\
N \subset P,
\]

denoted by $(N, P, Q, M)$, is called irreducible if $N' \cap M = \mathbb{C}$. Consider the basic constructions $N \subset M \subset M_1$, $P \subset M \subset P_1$ and $Q \subset M \subset Q_1$. As is standard, we denote by $e_1$ the Jones projection $e_1^N$. It is easily seen that, as $II_1$-factors acting on $L^2(M)$, both $P_1$ and $Q_1$ are contained in $M_1$. In particular, if $e_P : L^2(M) \to L^2(P)$ denotes the orthogonal projection, then $e_P \in M_1$. Likewise, $e_Q \in M_1$. Note that, $\tr(e_P) = [M : P]^{-1}$. Thus, we naturally obtain a dual quadruple

\[
P_1 \subset M_1 \\
\cup \cup \\
M \subset Q_1.
\]

We call $(M, Q_1, P_1, M_1)$ the basic construction of $(N, P, Q, M)$.

2. A quadruple $(N, P, Q, M)$ is called a commuting square if $E_P^M E_Q^M = E_Q^M E_P^M = E_N^M$. A quadruple $(N, P, Q, M)$ is called a co-commuting square if the quadruple $(M, Q_1, P_1, M_1)$ is a commuting square.

3. Suppose $N_{-1} \subset N \subset M$ is a downward basic construction. Also, denote by $P_{-1}$ (resp. $Q_{-1}$) a downward basic construction of $N \subset P$ (resp. $N \subset Q$) with the corresponding Jones projection $e_{P_{-1}}^N$ (resp. $e_{Q_{-1}}^N$). We obtain a new quadruple

\[
P_{-1} \subset N \\
\cup \cup \\
N_{-1} \subset Q_{-1}.
\]

We call this new quadruple $(N_{-1}, Q_{-1}, P_{-1}, N)$ as a downward basic construction of the quadruple $(N, P, Q, M)$.

We recall without proofs the following elementary facts.

**Fact 2.2.** Consider a quadruple of type $II_1$ factors $(N, P, Q, M)$ with $[M : N] < \infty$.

1. Suppose $(M, Q_1, P_1, M_1)$ is the basic construction of the quadruple and let $e_{P_1}$ (resp. $e_{Q_1}$) be the Jones projection for the inclusion $P_1 \subset M_1$ (resp. $Q_1 \subset M_1$). Then,

\[
\tr(e_{P_1} e_{Q_1}) = \frac{[M : P]}{[Q : N]} \tr(e_{P} e_{Q}) = \frac{[M : Q]}{[P : N]} \tr(e_{P} e_{Q}).
\]

2. Suppose $(N_{-1}, Q_{-1}, P_{-1}, N)$ is a downward basic construction of $(N, P, Q, M)$. Then,

\[
\tr(e_{P_{-1}}^N e_{Q_{-1}}^N) = \frac{[M : Q]}{[P : N]} \tr(e_{P} e_{Q}) = \frac{[M : P]}{[Q : N]} \tr(e_{P} e_{Q}).
\]

3. $[P_{-1} : N_{-1}] = [M : P]$ and $[Q_{-1} : N_{-1}] = [M : Q]$. 


Remark 3.2. Consider a quadruple $(N, P, Q, M)$ as in Fact 2.2. Let \( \{\lambda_i : i \in I\} \) and \( \{\mu_j : j \in J\} \) be (right) Pimsner-Popa bases for \( P/N \) and \( Q/N \), respectively. Define two auxiliary operators \( p(P, Q) \) and \( p(Q, P) \) as follows:

\[
p(P, Q) = \sum_{i,j} \lambda_i \mu_j e_1 \mu_j^* \lambda_i^* \quad \text{and} \quad p(Q, P) = \sum_{i,j} \mu_j \lambda_i e_1 \lambda_i^* \mu_j^*.
\]

Below we recall from [1] a few important facts about the auxiliary operators \( p(P, Q) \) and \( p(Q, P) \).

Fact 2.4. Consider an irreducible quadruple of type \( II_1 \) factors \( (N, P, Q, M) \) with \( [M : N] < \infty \).

1. \( p(P, Q) \) and \( p(Q, P) \) are both independent of choice of bases. See [1] Lemma 2.18 for details.

2. \( p(P, Q) = [P : N]E_{P}^N(e_Q) = [Q : N]E_{Q}^M(e_P). \) Similarly, \( p(Q, P) = [Q : N]E_{Q}^N(e_P) = [P : N]E_{P}^M(e_Q). \) This follows from [1] Proposition 2.25.

3. By [1] Proposition 2.22, \( Jp(P, Q)J = p(Q, P) \), where \( J \) is the usual modular conjugation operator on \( L^2(M) \); so that, \( \|p(P, Q)\| = \|p(Q, P)\| \).

4. \( \lambda := \|p(P, Q)\| = \|p(Q, P)\|. \) We note that \( \lambda = [M : N]\text{tr}(e_P e_Q). \) Indeed, by [1] Remark 3.3, first observe that \( \lambda = [M : Q]\text{tr}(p(P, Q)e_Q) \) and then, by the proof of [1] Proposition 3.5, we note that \( \text{tr}(p(P, Q)e_Q) = [Q : N]\text{tr}(e_P e_Q). \)

We also recall the following result which will be used heavily in this note.

Lemma 2.5. [1] If \( N' \cap M = \mathbb{C} \) then \( \frac{1}{2}p(P, Q) \) is a projection and \( \frac{1}{4}p(P, Q) \geq e_P \vee e_Q \). Similar statement holds if we interchange \( P \) and \( Q \).

Remark 2.6. The auxiliary operators corresponding to a downward basic construction (see Notation 2.1) \((N_{-1}, Q_{-1}, P_{-1}, N)\) of the quadruple \((N, P, Q, M)\) satisfy the following formulae:

\[
p(Q_{-1}, P_{-1}) = [Q_{-1} : N_{-1}]E_{Q_{-1}}^{N_{-1}}(e_{P_{-1}}) = [P_{-1} : N_{-1}]E_{P_{-1}}^{M_{-1}}(e_{P_{-1}})
\]

and

\[
p(P_{-1}, Q_{-1}) = [P_{-1} : N_{-1}]E_{P_{-1}}^{N_{-1}}(e_{Q_{-1}}) = [Q_{-1} : N_{-1}]E_{Q_{-1}}^{M_{-1}}(e_{Q_{-1}}).
\]

3. **Pimsner-Popa probabilistic constant**

Generalizing the Jones index, Pimsner and Popa in [8] Notation 2.5 had introduced the probabilistic constant \( \lambda(B_1, B_2) \) for von Neumann subalgebras \( B_2 \subset B_1 \subset M \) of a finite von Neumann algebra \( M \) and this proved to be a powerful analytical tool in subfactor theory. However, as observed in [7] Definition 4.1, this definition works for general subalgebras \( B_1 \) and \( B_2 \) (not necessarily, \( B_2 \subset B_1 \)) as well. In this section we shall obtain a formula for \( \lambda(P, Q) \), for a pair of intermediate subfactors \( P \) and \( Q \) of a subfactor \( N \subset M \).

**Definition 3.1.** (Pimsner-Popa) Consider a pair of von Neumann subalgebras \( P \) and \( Q \) of a finite von Neumann algebra \( M \). The Pimsner-Popa probabilistic constant of the ordered pair \((P, Q)\) is defined as follows:

\[
\lambda(P, Q) = \max\{t > 0 | E_Q(x) \geq tx \forall x \in P_+\}.
\]

**Remark 3.2.** If \( N \subset M \) is a subfactor of type \( II_1 \) factors then \( \lambda(N, M) = 1 \). This follows easily from the above definition.
In [8, Theorem 2.2], Pimsner and Popa have given a very useful characterization of Jones index. More precisely, they obtained the following relationship between \([M : N]\) and \(\lambda(M, N)\) for any subfactor \(N \subset M\) of type II1 factors:

\begin{equation}
[M : N]^{-1} = \lambda(M, N).
\end{equation}

Below we consider a quadruple \((N, P, Q, M)\) and obtain a calculable formula for \(\lambda(P, Q)\) (and also of \(\lambda(Q, P)\)) in the case \(N \subset M\) is irreducible. If \(Q = M\) and \(P = N\), we recover Equation (3.1). We hope to obtain formulae for \(\lambda(P, Q)\) and \(\lambda(Q, P)\) in the general case as well in a future publication.

**Theorem 3.3.** Suppose \((N, P, Q, M)\) is a quadruple of II1 factors with \(N' \cap M = \mathbb{C}\), then \(\lambda(Q, P) = \frac{\text{tr}(e_P e_Q)}{\text{tr}(e_Q)}\) and \(\lambda(P, Q) = \frac{\text{tr}(e_P e_Q)}{\text{tr}(e_P)}\).

**Proof.** Let \(x \in P_+\). Since \(x\) is positive, we must have

\[
x = \left( \sum_j a_j e_{P, -1}^{N} b_j \right)^* \left( \sum_i a_i e_{P, -1}^{N} b_i \right) = \sum_{i,j} b_j^* E_{P, -1}^{N} (a_j^* a_i) e_{P, -1}^{N} b_i,
\]

where \(a_i, b_j \in N\). By Lemma 2.3 and Fact 2.4 [item (4)], we have

\[
\frac{1}{[N : N_{-1}] \text{tr}(e_{P, -1}^{N} e_{Q, -1}^{N})} p(P_{-1}, Q_{-1}) \geq e_{P_{-1}}^{N}
\]

and thanks to Fact 2.2 we have

\[
\frac{1}{[M : P][M : Q] \text{tr}(e_{P} e_{Q})} |Q_{-1} : N_{-1}| E_{Q}^{M} (e_{P_{-1}}^{N}) \geq e_{P_{-1}}^{N}.
\]

Again by Fact 2.2 \([Q_{-1} : N_{-1}] = [M : Q]\) so that

\begin{equation}
\frac{\text{tr}(e_P)}{\text{tr}(e_P e_Q)} E_{Q}^{M} (e_{P_{-1}}^{N}) \geq e_{P_{-1}}^{N}.
\end{equation}

Thus, we deduce that :

\[
x = \sum_{i,j} b_j^* E_{P, -1}^{N} (a_j^* a_i) e_{P, -1}^{N} b_i
\]

\[
\leq \frac{\text{tr}(e_P)}{\text{tr}(e_P e_Q)} \sum_{i,j} b_j^* E_{P, -1}^{N} (a_j^* a_i) E_{Q}^{M} (e_{P_{-1}}^{N}) b_i \quad \text{[By Equation (3.2)]}
\]

\[
\leq \frac{\text{tr}(e_P)}{\text{tr}(e_P e_Q)} E_{Q}^{M} \left( \sum_{i,j} b_j^* E_{P, -1}^{N} (a_j^* a_i) e_{P, -1}^{N} b_i \right)
\]

\[
\leq \frac{\text{tr}(e_P)}{\text{tr}(e_P e_Q)} E_{Q}^{M} (x).
\]

In other words, for any \(x \in P_+\), we have

\begin{equation}
E_{Q}^{M}(x) \geq \frac{\text{tr}(e_P e_Q)}{\text{tr}(e_P)} x.
\end{equation}

Now, suppose \(E_{Q}^{M}(x) \geq s x\) for some \(s > 0\). Then, \(E_{Q}^{M} (e_{P_{-1}}^{N}) \geq s e_{P_{-1}}^{N}\). Taking norm on both sides we get, \(\|E_{Q}^{M} (e_{P_{-1}}^{N})\| \geq s\). By Fact 2.4 and Remark 2.1 we see that

\[
\|E_{Q}^{M} (e_{P_{-1}}^{N})\| = \frac{[M : N] \text{tr}(e_{P_{-1}}^{N} e_{Q_{-1}}^{N})}{[M : Q]}.
\]
Hence, by Fact 2.2
\[ \text{(3.4)} \quad \frac{\text{tr}(ePeQ)}{\text{tr}(eP)} \geq s. \]
Therefore, combining Equation (3.3) and Equation (3.4) we get $\lambda(P, Q) = \frac{\text{tr}(ePeQ)}{\text{tr}(eP)}$, as desired.

The other formula follows by interchanging $P$ and $Q$.

This completes the proof. \hfill $\square$

**Remark 3.4.** Suppose $(N,P,Q,M)$ be as in Theorem 3.3. In general, $\lambda(P, Q) \neq \lambda(Q, P)$ as can be easily seen from Remark 3.2. Using Theorem 3.3 it follows that $\lambda(P, Q) = \lambda(Q, P)$ if and only if $[P : N] = [Q : N]$.

**Example 3.5.** Let $G$ be a finite group acting outerly on a $II_1$-factor $S$. Let $H, K$ and $L$ be subgroups of $G$ such that $L \subseteq H \cap K$ and $H$ and $K$ are non-trivial. Consider the quadruple $(N = S \times L, P = S \times H, Q = S \times K, M = S \times G)$. Then, a simple calculation shows that (see \cite{2} Section 2.2), for instance
\[ \text{tr}(ePeQ) = \frac{|H \cap K|}{|G|}, \text{tr}(eP) = \frac{|H|}{|G|} \quad \text{and} \quad \text{tr}(eP) = \frac{|K|}{|G|}. \]

Therefore,
\[ \lambda(P, Q) = \frac{|H \cap K|}{|H|} \quad \text{and} \quad \lambda(Q, P) = \frac{|H \cap K|}{|K|}. \]

**Example 3.6.** Let $H, K, G$ and $S$ be as in Example 3.5. Consider the quadruple $(N = S^G, P = S^H, Q = S^K, M = S)$. Then,
\[ \lambda(P, Q) = \frac{|H \cap K|}{|K|} \quad \text{and} \quad \lambda(Q, P) = \frac{|H \cap K|}{|H|}. \]

The proof is simple and omitted.

**Corollary 3.7.** Let $(N, P, Q, M)$ be a quadruple of $II_1$ factors with $N' \cap M = \mathbb{C}$ and $[M : N] < \infty$. Then, $\lambda(P, Q) = \lambda(Q, P)$ and $\lambda(Q, P) = \lambda(P, Q)$.

**Proof.** It is easy to check that $\text{tr}(eQ) = \frac{|N|}{|N'|}$. Thus, using Fact 2.2 and Theorem 3.3 we see that
\[ \lambda(Q, P) = \frac{\text{tr}(ePeQ)}{\text{tr}(eP)} = [M : P] \text{tr}(ePeQ) = \lambda(P, Q). \]

Similarly, $\lambda(P, Q) = \lambda(Q, P)$. This completes the proof. \hfill $\square$

**Corollary 3.8.** Let $(N, P, Q, M)$ be a quadruple of $II_1$ factors with $N' \cap M = \mathbb{C}$ and $[M : N] < \infty$. Then, $\lambda(P_{-1}, Q_{-1}) = \lambda(Q, P)$ and $\lambda(Q_{-1}, P_{-1}) = \lambda(P, Q)$.

**Proof.** First, it is easy to check that $\text{tr}(e_{P_{-1}}^N) = [P : N]^{-1}$. Thus by Theorem 3.3 and Fact 2.2
\[ \lambda(P_{-1}, Q_{-1}) = \frac{\text{tr}(e_{P_{-1}}^N e_{Q_{-1}}^N)}{\text{tr}(e_{P_{-1}}^N)} = [M : Q] \text{tr}(ePeQ) = \lambda(Q, P). \]

Similarly, $\lambda(Q_{-1}, P_{-1}) = \lambda(P, Q)$. This completes the proof. \hfill $\square$

**Corollary 3.9.** Let $(N, P, Q, M)$ be a quadruple of type $II_1$ factors with $N' \cap M = \mathbb{C}$ and $[M : N] < \infty$. Then, $1 \geq \lambda(P, Q) \geq [P : N]^{-1}$. Furthermore, $\lambda(P, Q) = [P : N]^{-1}$ if and only if $(N, P, Q, M)$ is a commuting square. Also, $\lambda(P, Q) = 1$ if and only if $P \subset Q$. A similar statement holds if we interchange $P$ and $Q$. 
1. Thus, if two cases arise. If it follows from Definition 3.1 that $\lambda$ (3.6) is a square if and only if $\lambda$. That Proof.

$$Q [\frac{[M : N]}{P : N}]$$

We conclude that if $(N, P, Q, M)$ is a quadruple of type $II_1$ factors, then $1 \geq \lambda(P, Q) \geq [P : N]^{-1}$.

Consider the auxiliary operator $p(P, Q)$ as in Definition 2.3 and following Fact 2.4, put $\|p(P, Q)\| = \lambda$. Since, by Fact 2.4 [item (4)], $\lambda = [M : N]\text{tr}(e_P e_Q)$, by Theorem 3.3 we obtain

$$\lambda(P, Q) = \frac{\lambda}{[P : N]}.$$ (3.5)

Recall, given a quadruple of $II_1$ factors $(N, P, Q, M)$, a notion of (interior) angle between $P$ and $Q$, denoted by $\alpha_N^P(P, Q)$, was introduced in [1]. By [1] Proposition 2.4, $(N, P, Q, M)$ is a commuting square if and only if $\alpha_N^P(P, Q) = \pi/2$. Furthermore, by [2] Proposition 4.5, $\alpha_N^P(P, Q) = \pi/2$ if and only if $\lambda = 1$. In other words, $(N, P, Q, M)$ form a commuting square if and only if $\lambda = 1$ and only if $\lambda(P, Q) = [P : N]^{-1}$ (by Equation (3.5)).

If $P \subset Q$ then $\epsilon_P \leq \epsilon_Q$ and hence using Theorem 3.3 we see that $\lambda(P, Q) = 1$. Conversely, if $\lambda(P, Q) = 1$ then we get $\epsilon_P = \epsilon_P \epsilon_Q = \epsilon_Q \epsilon_P$ and hence $P = P \cap Q$. Therefore, we get $P \subset Q$.

This completes the proof.

**Corollary 3.10.** Let $(N, P, Q, M)$ be a quadruple of type $II_1$ factors with $N' \cap M = \mathbb{C}$ and $[M : N] < \infty$. Then, $1 \geq \lambda(P, Q) \geq [M : Q]^{-1}$. Furthermore, $(N, P, Q, M)$ is a co-commuting square if and only if $\lambda(P, Q) = [M : Q]^{-1}$. A similar statement holds if we interchange $P$ and $Q$.

**Proof.** That $\lambda(P, Q) \geq [M : Q]^{-1}$ follows from Definition 3.1. Indeed, as

$$\{t > 0 : E_Q(x) \geq tx \forall x \in M_+\} \subset \{t > 0 : E_Q(x) \geq tx \forall x \in P_+\},$$

it follows from Definition 3.1 that $\lambda(M, Q) \leq \lambda(P, Q)$ and by Equation 3.1 we know that $\lambda(M, Q) = [M : Q]^{-1}$.

Recall, $(N, P, Q, M)$ is a co-commuting square if and only if $(M, Q_1, P_1, M_1)$ is a commuting square. Therefore, by Corollary 3.9, $(N, P, Q, M)$ is a co-commuting square if and only if $\lambda(Q_1, P_1) = [Q_1 : M_1]^{-1} = [M : Q]^{-1}$ if and only if $\lambda(P, Q) = [M : Q]^{-1}$ (thanks to Corollary 3.7). This proves the assertion.

**Proposition 3.11.** Let $(N, P, Q, M)$ be a quadruple of type $II_1$ factors with $N' \cap M = \mathbb{C}$ and $[M : N] < \infty$. If $[P : N] = 2$, then $\lambda(P, Q)$ is either 1 or 1/2.

**Proof.** Let $\{1, u\}$ be a unitary orthonormal Pimsner-Popa basis for $P/N$ (which exists by [5] Corollary 3.4.3). Thus, $p(P, Q) = e_Q + u e_Q u^*$. By Lemma 2.3, $p(P, Q)e_Q = \lambda e_Q$ and hence $(1 + u E_Q(u^*))e_Q = \lambda e_Q$. Thus, by [8] Lemma 1.2, we obtain

$$\lambda - 1 = u E_Q(u^*).$$ (3.6)

Now two cases arise. If $\lambda = 1$ then $(N, P, Q, M)$ is a commuting square (as already observed in the proof of Corollary 3.9) and hence, by Corollary 3.9, $\lambda(P, Q) = 1/2$. When $\lambda \neq 1$, by Equation (3.6), $u \in Q$ and therefore $P \subset Q$. So, by Corollary 3.9 again, we conclude that $\lambda(P, Q) = 1$. 

$\square$
By Corollary 3.9 we know that if $N \subset M$ is irreducible then $(N, P, Q, M)$ is a commuting square if and only if $\lambda(P, Q) = [P : N]^{-1}$. Similarly, Corollary 3.10 says that if $N \subset M$ is irreducible then $(N, P, Q, M)$ is a co-commuting square if and only if $\lambda(P, Q) = [M : Q]^{-1}$.

Unfortunately, we are not able to prove above formulae for the general case (i.e., without assuming irreducibility). However, as a partial progress we have the following result.

**Theorem 3.12.** Let $(N, P, Q, M)$ be a quadruple of type $II_1$ factors with $[M : N] < \infty$.

1. If $(N, P, Q, M)$ is a commuting square then $\lambda(P, Q) = [P : N]^{-1}$ and $\lambda(Q, P) = [Q : N]^{-1}$.
2. If $(N, P, Q, M)$ is a co-commuting square then $\lambda(P, Q) = [M : Q]^{-1}$ and $\lambda(Q, P) = [M : P]^{-1}$.

**Proof.** If $x \in P_+$, we have, by commuting square condition, $E^M_Q(x) = E^M_Q \circ E^M_P(x) = E^P_Q(x)$.

Thanks to 

\[ E^M_Q(x) \geq [P : N]^{-1} x \text{ and so } E^M_Q(x) \geq [P : N]^{-1} x. \]

Now, if $E^M_Q(x) \geq tx$ for all $x \in P_+$ and for some scalar $t$, we see that $E^M_Q(e^N_{P^-}) = E^P_Q(e^N_{P^-}) = [P : N]^{-1}$ and so $[P : N]^{-1} \geq te^N_{P^-}$. Taking norm to the both sides of the last equation we get $[P : N]^{-1} \geq t$. Therefore, $\lambda(Q, P) = [P : N]^{-1}$. Similarly, $\lambda(Q, P) = [Q : N]^{-1}$. This completes the proof of item (1).

We now prove item (2). Since $(N, P, Q, M)$ is a co-commuting square it is easy to see that $(N, Q, P, M)$ is a commuting square. According to 

\[ p(P_{-1}, Q_{-1}) \text{ is a projection such that } p(P_{-1}, Q_{-1}) \geq e^N_{P^-}. \]

By Remark 2.6 and Fact 2.2 we see that

\[ \lambda(P, Q) = [M : Q]^{-1} \text{ and similarly } \lambda(Q, P) = [M : P]^{-1}. \]

This completes the proof. \[ \square \]

**Remark 3.13.** Since the quadruple $(N, M, N, M)$ is both a commuting and a co-commuting square, in view of the fact that $\lambda(M, N) = [M : N]^{-1}$ (see 

\[ \lambda(M, N) = [M : N]^{-1}, \]

Theorem 3.12 can be thought of as a natural generalization of 

**Theorem 3.14.** Let $K \subset L$ be a subfactor of finite index and $G$ be a finite group acting outerly on $L$ so that we obtain a quadruple $(N = K, P = L, Q = K \rtimes G, M = L \rtimes G)$. Then the quadruple is a commuting square. Thus, $\lambda(L, K \rtimes G) = [L : K]$ and $\lambda(K \rtimes G, L) = [G]$.

**Remark 3.15.** We feel that $\lambda(P, Q)$ (and $\lambda(Q, P)$) is a powerful invariant in determining the relative position between the intermediate subfactors $N \subset P, Q \subset M$, and demands a deeper investigation.
4. Relative entropy and intermediate subfactors

Connes and Størmer in [3] introduced a notion of entropy of a finite dimensional subalgebra and more generally, the relative entropy between two finite dimensional subalgebras of a finite von Neumann algebra as an extension of the notion of entropy from classical ergodic theory. Pimsner and Popa in [5] had observed that this notion does not depend on the fact that the subalgebras are finite-dimensional and they further extended it to a notion of relative entropy between intermediate von Neumann subalgebras of a finite von Neumann algebra. We briefly recall the definition below.

**Definition 4.1.** (Connes-Størmer) Let \( \eta : [0, \infty) \to (0, \infty) \) be defined by \( \eta(t) = -t \log(t) \) for \( t > 0 \) and \( \eta(0) = 0 \). Let \( M \) be a finite von Neumann algebra with a fixed normalized trace \( \text{tr} \) and \( P \) and \( Q \) be von Neumann subalgebras of \( M \). The entropy of \( P \) relative to \( Q \) with respect to \( \text{tr} \) is

\[
H_{\text{tr}}(P|Q) = \sup \sum_i \left( \text{tr}(\eta(E_Q(x_i))) - \text{tr}(\eta(E_P(x_i))) \right),
\]

where the supremum is taken over all finite partitions of unity \( 1 = \sum_i x_i \in M \), and \( E_P \) and \( E_Q \) are the \( \text{tr} \)-preserving conditional expectations on \( P \) and \( Q \), respectively. If \( M \) is type \( I_1 \) factor we often suppress \( \text{tr} \) in the notation for the relative entropy as the trace is uniquely determined in this case.

Below, we see that the Pimsner-Popa probabilistic constant is closely related with the relative entropy. Recall, in [8 Corollary 4.6], Pimsner and Popa had proved that if \( N \subseteq M \) is irreducible then

\[
(4.1) \quad H(M|N) = -\log \lambda(M, N).
\]

More generally, we consider a quadruple of type \( II_1 \) factors \( (N, P, Q, M) \) with \( [M : N] < \infty \) and \( N^\prime \cap M = \mathbb{C} \) and obtain a formula of \( H(P|Q) \) (and also of \( H(Q|P) \)) which generalizes Equation (4.1). This is the main result of this article. First we need a lemma.

**Lemma 4.2.** Let \( (N, P, Q, M) \) be an irreducible quadruple such that \( [M : N] < \infty \). Then,

\[
\text{tr} \left( \eta(E_P^M(e_{Q^{-1}}^N)) \right) = \frac{1}{[Q : N]} \log \lambda(Q, P).
\]

**Proof.** Following Notation 2.1, suppose \( (N_{-1}, Q_{-1}, P_{-1}, N) \) is a downward basic construction of \( (N, P, Q, M) \) and \( p(Q_{-1}, P_{-1}) \) is the corresponding auxiliary operator. By Remark 2.6

\[
(4.2) \quad \text{tr} \left( \eta(E_P^M(e_{Q^{-1}}^N)) \right) = \text{tr} \left( \eta\left( \frac{1}{[P_{-1} : N_{-1}]} p(Q_{-1}, P_{-1}) \right) \right).
\]

Now, using Fact 2.3 (item (4)) and Lemma 2.5 we see that \( \frac{1}{[M : N] \text{tr}(e_{P_{-1}} e_{Q_{-1}})} p(Q_{-1}, P_{-1}) \) is a projection. Denote this projection by \( f \). By Fact 2.2

\[
f = \frac{1}{[M : P][M : Q] \text{tr}(e_P e_Q)} p(Q_{-1}, P_{-1}).
\]

Since \( p(Q_{-1}, P_{-1}) = [Q_{-1} : N_{-1}] E_{Q_{-1}^{-1}}^N(e_{P_{-1}}^N) \), it follows that

\[
\text{tr}(p(Q_{-1}, P_{-1})) = \frac{[Q_{-1} : N_{-1}]}{[N : P_{-1}]} = \frac{[M : Q]}{[P : N]},
\]

and so

\[
(4.3) \quad \text{tr}(f) = \frac{1}{[M : N] \text{tr}(e_P e_Q)}.
\]
Since $[P_{-1} : N_{-1}] = [M : P]$, Equation (4.2) implies that
\[
\text{tr} \left( \eta \left( E_P^M (\epsilon_{Q,-1}^N) \right) \right) = \text{tr} \left( \eta \left( \frac{\text{tr}(e_P e_Q)}{\text{tr}(e_Q)} f \right) \right).
\]
It follows easily (see [4]) that if $\alpha$ is a scalar then $\eta(\alpha f) = \eta(\alpha)f$. Therefore, by Equation (4.3) we obtain
\[
\text{tr} \left( \eta \left( E_P^M (\epsilon_{Q,-1}^N) \right) \right) = \frac{1}{[M : N]\text{tr}(e_P e_Q)} \eta \left( \frac{\text{tr}(e_P e_Q)}{\text{tr}(e_Q)} f \right).
\]
In other words,
\[
\text{tr} \left( \eta \left( E_P^M (\epsilon_{Q,-1}^N) \right) \right) = -\frac{1}{[Q : N]} \log \left( \frac{\text{tr}(e_P e_Q)}{\text{tr}(e_Q)} \right).
\]
The proof is now complete once we apply Theorem 3.3. \qed

**Theorem 4.3.** Let $(N, P, Q, M)$ be an irreducible quadruple such that $[M : N] < \infty$. Then, $H(Q|P) = -\log \left( \lambda(Q, P) \right)$.

**Proof.** To establish $H(Q|P) \leq -\log \left( \lambda(Q, P) \right)$ (this inequality generalizes an observation of [7, Proposition 4.1]) we suitably modify the proof of [8, Proposition 3.5]. We provide sufficient details for the sake of self-containment. First note that for any $x \in M_+$ we must have

\[
E_P (E_Q(x)) \geq \lambda(Q, P) E_Q(x).
\]

Since log is operator increasing we get
\[
(E_Q(x))^{1/2} \log E_P (E_Q(x)) (E_Q(x))^{1/2} \geq \log \lambda(Q, P) E_Q(x) + (E_Q(x))^{1/2} \log E_Q(x) (E_Q(x))^{1/2}.
\]

Thus,
\[
\text{tr} \left( E_P (E_Q(x)) \log E_P (E_Q(x)) \right) \geq \log \lambda(Q, P) \text{tr}(x) + \text{tr} \left( E_Q(x) \log E_Q(x) \right).
\]

In other words, we get
\[
\text{tr} \left( \eta E_P(E_Q(x)) \right) - \text{tr} \left( \eta E_Q(x) \right) \leq -\log \lambda(Q, P) \text{tr}(x).
\]

As $\eta E_P(E_Q(x)) \geq E_P(\eta E_Q(x))$ (see [8] page 74, for instance) we readily obtain
\[
\text{tr}(\eta x) - \text{tr}(\eta E_Q(x)) \leq -\log \lambda(Q, P) \text{tr}(x).
\]

So,
\[
(\text{tr}(\eta x) - \text{tr}(\eta E_P(x))) + (\text{tr}(\eta E_P(x)) - \text{tr}(\eta E_Q(x))) \leq -\log \lambda(Q, P) \text{tr}(x).
\]

Summing up over a partition of unity $(x_i)$ in $M_+$ and taking the supremum over all such partitions we get $H(P|M) + H(Q|P) \leq -\log \lambda(Q, P)$. But as $P \subset M$, it follows easily that $H(P|M) = 0$ (see [8] page 75]). Thus we have proved that
\[
(4.4) \quad H(Q|P) \leq -\log \lambda(Q, P).
\]

We now prove the non-trivial implication. The proof is inspired by [8] (see also [6]). Note, $e_{Q,-1}^N$ is a projection in $Q$ with $\text{tr}(e_{Q,-1}^N) = \frac{1}{[Q : N]}$. Put $x = e_{Q,-1}^N - \frac{1}{[Q : N]}1$. Then, $\text{tr}(x) = 0$. Following [8, Lemma 4.2], let
\[
K_x = \text{conv} \{vxv^*: v \in U(N) \}.
\]
A similar calculation as in [8] Lemma 4.2] shows that \(0 \in K_x\) and hence for any fixed \(\epsilon > 0\) there are unitaries \(v_1, \ldots, v_n \in N\) such that
\[
\left\| \sum_i \frac{1}{n} v_i x v_i^* \right\|_2 < \epsilon^2 \frac{1}{[Q : N]}.
\]
Therefore, we see that
\[
\left\| \sum_i \frac{[Q : N]}{n} v_i e_{Q^{-1}} v_i^* - 1 \right\|_2 < \epsilon^2.
\]
Put \(y = \frac{[Q : N]}{n} \sum_i v_i e_{Q^{-1}} v_i^*\). Then,
\[
\|y - 1\|_2 < \epsilon^2.
\]
(4.5)

Let \(p\) be the spectral projection of \(y\) corresponding to the interval \([0, 1 + \epsilon]\). Using the following obvious inequality
\[
\frac{1}{(1 + \epsilon)} t X_{[0, 1+\epsilon]}(t) \leq 1,
\]
and then applying functional calculus we easily obtain \(\frac{1}{(1 + \epsilon)} yp \leq 1\). Now, put
\[
x_i = \frac{[Q : N]}{(1 + \epsilon)n} v_i e_{Q^{-1}} v_i^* \wedge p.
\]
Thus,
\[
\sum x_i \leq \frac{[Q : N]}{(1 + \epsilon)n} \sum p v_i e_{Q^{-1}} v_i^* p \leq \frac{1}{(1 + \epsilon)} yp \leq 1.
\]

Now, it follows immediately from Definition [14] that
(4.6) \[
H(Q|P) \geq \sum_i \text{tr}(\eta(E_P(x_i)) - \eta(E_Q(x_i))).
\]

Since, for any scalar \(\alpha, t > 0\) we have \(\eta(\alpha t) = \alpha \eta(t) + \alpha \eta(t)\), a simple calculation yields
\[
\sum_i \text{tr}(\eta(E_P(x_i)) - \eta(E_Q(x_i))) = \frac{[Q : N]}{(1 + \epsilon)n} \sum_i \text{tr}(\eta(E_P(v_i e_{Q^{-1}} v_i^* \wedge p)) - \eta(E_Q(v_i e_{Q^{-1}} v_i^* \wedge p)));
\]
and so, by Inequality (4.5) we get
(4.7) \[
H(Q|P) \geq \sum_i \text{tr}(\eta(E_P(x_i)) - \eta(E_Q(x_i))) \geq \frac{[Q : N]}{(1 + \epsilon)n} \sum_i \text{tr}(\eta(E_P(v_i e_{Q^{-1}} v_i^* \wedge p))).
\]

By [8] page 74] we know that if \(a, b \in M_+\), then \(\text{tr}(\eta(a + b)) \leq \text{tr}(\eta(a)) + \text{tr}(\eta(b))\) and so,
\[
\text{tr}\left(\eta(E_P(v_i e_{Q^{-1}} v_i^* \wedge p))\right) \geq \text{tr}\left(\eta(E_P(v_i e_{Q^{-1}} v_i^*))\right) - \text{tr}\left(\eta(E_P(v_i e_{Q^{-1}} v_i^*) - E_P(v_i e_{Q^{-1}} v_i^* \wedge p))\right).
\]
By concavity of \(\eta\), it is well-known that \(\eta(v^* xv) \geq v^* \eta(x)v\) for any \(v\) with \(\|v\| \leq 1\) and \(x \in M_+\) with \(\|x\| \leq 1\) (see [8] B.1, for instance). Therefore, it follows that
\[
\text{tr}\left(\eta(E_P(v_i e_{Q^{-1}} v_i^*))\right) = \text{tr}\left(\eta(v_i E_P(e_{Q^{-1}} v_i^*))\right) \geq \text{tr}\left(v_i \eta(E_P(e_{Q^{-1}} v_i^*))\right) = \text{tr}\left(\eta(E_P(e_{Q^{-1}} v_i^*))\right).
\]
Thus, by Inequality (4.7) we obtain
(4.8) \[
H(Q|P) \geq \frac{[Q : N]}{(1 + \epsilon)n} \left\{ \sum_i \text{tr}(\eta(E_P(e_{Q^{-1}} v_i^*))) - \text{tr}\left(\eta(E_P(v_i e_{Q^{-1}} v_i^*) - E_P(v_i e_{Q^{-1}} v_i^* \wedge p))\right) \right\}.
\]
Now, a similar calculations as in the proof of [8][Lemma 4.2] yields
\begin{equation}
\text{tr} \left( \eta \left( E_P (v_i e_{Q_{-1}}^N v_i^*) - E_P (v_i e_{Q_{-1}}^N v_i^* \wedge p) \right) \right) \leq \eta (\epsilon^2).
\end{equation}
(4.9)

We provide the details for the convenience of the reader. In view of the fact that \( \text{tr} \circ \eta \leq \eta \circ \text{tr} \), it is sufficient to prove that
\begin{equation}
\eta (\text{tr} (v_i e_{Q_{-1}}^N v_i^* - v_i e_{Q_{-1}}^N v_i^* \wedge p)) \leq \eta (\epsilon^2).
\end{equation}
(4.10)

Since \( \text{tr} (e \vee f) = \text{tr} (e) + \text{tr} (f) - \text{tr} (e \wedge f) \) for any projections \( e \) and \( f \) in \( M \) we get

\[ \text{tr} (v_i e_{Q_{-1}}^N v_i^* - v_i e_{Q_{-1}}^N v_i^* \wedge p) \leq 1 - \text{tr} (p). \]

Applying functional calculus we easily see that

\[ \text{tr} (v_i e_{Q_{-1}}^N v_i^* - v_i e_{Q_{-1}}^N v_i^* \wedge p) \leq 1 - \text{tr} (p). \]

Thus, by Inequality [4.3] we obtain
\[ 1 - \text{tr} (p) \leq \epsilon^2 \| y - 1 \|^2 \leq \epsilon^2. \]

So we obtain
\[ \text{tr} (v_i e_{Q_{-1}}^N v_i^* - v_i e_{Q_{-1}}^N v_i^* \wedge p) \leq \epsilon^2. \]

As \( \eta \) is increasing in \([0, \epsilon^2]\) for sufficiently small \( \epsilon \), we see that the Inequality [4.10] is now obvious. This proves the truth of the Inequality [4.9].

Below we show that, using Inequalities [4.8] and [4.9] the following inequalities hold true:

\[ H(Q|P) \geq \frac{|Q : N|}{(1 + \epsilon)n} \sum_i \text{tr} \left( \eta \left( E_P (e_{Q_{-1}}^N) \right) \right) - \frac{|Q : N|}{(1 + \epsilon)} \eta (\epsilon^2) \]

\[ = - \frac{|Q : N|}{(1 + \epsilon)} \log (\lambda(Q, P)) - \frac{|Q : N|}{(1 + \epsilon)} \eta (\epsilon^2) \text{ [Using Lemma [4.2]]} \]

\[ \geq - \frac{1}{(1 + \epsilon)} \log (\lambda(Q, P)) - \frac{|Q : N|}{(1 + \epsilon)} \eta (\epsilon^2). \]

Therefore, letting \( \epsilon \to 0 \) we conclude that
\begin{equation}
H(Q|P) \geq - \log (\lambda(Q, P)).
\end{equation}
(4.11)

The proof is now complete once we combine Inequality [4.4] and Inequality [4.11].

Applying Theorem [3.8] we immediately obtain the following (possibly useful) formula for the relative entropy.

**Corollary 4.4.** Let \((N, P, Q, M)\) be an irreducible quadruple such that \(|M : N| < \infty\). Then,

\[ H(Q|P) = \text{log} (\text{tr}(e_Q)) - \text{log} (\text{tr}(e_P e_Q)) \]

and

\[ H(P|Q) = \text{log} (\text{tr}(e_P)) - \text{log} (\text{tr}(e_P e_Q)) \]

**Corollary 4.5.** Let \((N, P, Q, M)\) be a quadruple of type II_1 factors with \(N' \cap M = C\) and \(|M : N| < \infty\). Then, \(H(Q_1, P_1) = H(P|Q)\) and \(H(P_1|Q_1) = H(Q|P)\).

**Proof.** By Theorem [4.3] we obtain \(H(P_1|Q_1) = - \text{log} (\lambda(P_1, Q_1))\). Using Corollary [3.7] we get \(H(P_1|Q_1) = - \text{log} (\lambda(Q, P))\).

Interchanging \(P\) and \(Q\) in the above equation we prove the other implication. This completes the proof.

Similarly, applying Corollary [3.8] we get the following.
Corollary 4.6. Let \((N, P, Q, M)\) be a quadruple of type \(\text{II}_1\) factors with \(N' \cap M = C\) and 
\([M : N] < \infty\). Then, 
\(H(Q_{-1}|P_{-1}) = H(P|Q)\) and 
\(H(P_{-1}|Q_{-1}) = H(Q|P)\).

The following consequence is obvious once we apply Theorem 4.3 and Proposition 3.11.

Corollary 4.7. Let \((N, P, Q, M)\) be a quadruple of type \(\text{II}_1\) factors with \(N' \cap M = C\) and 
\([M : N] < \infty\). If \([P : N] = 2\) then \(H(P, Q)\) is either 0 or \(\log 2\).

We conclude the paper with a remark.

Remark 4.8. We believe that \(H(P|Q)\) is a powerful invariant to investigate the relative position between intermediate subfactors and therefore, it is desirable to know the possible values of it. We remark that Theorem 4.3 is a modest step towards achieving this goal. In future we want to dig deep into these entropic aspects of intermediate subfactor theory.
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