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Abstract  In engineering practice, a nonlinear system stable about several equilibria is often studied by linearizing the system over a small range of operation around each of these equilibria, and allowing the study of the system using linear system methods. Theoretically, for operations beyond a small range but still within the stable regime of an equilibrium, the system behaves nonlinearly, and can be described and investigated using the Volterra series approach. However, there is still no available approach that can systematically transform the model of a nonlinear system into a form that can be studied over the whole stable regime about an equilibrium so as to facilitate the system study using the Volterra series approach. This transformation is, in the present study, referred to as nonlinear model standardization, which is the extension of the well-known concept of linearization to the nonlinear case. In this paper, a novel approach to nonlinear model standardization is proposed for nonlinear systems that can be described by a Nonlinear AutoRegressive model with eXogeneous input (NARX) or a nonlinear differential equation (NDE) model. The proposed approach is then used in three case studies covering the applications in nonlinear system analysis, nonlinear system design, and nonlinearity compensation, respectively, demonstrating the significance of the proposed nonlinear model standardization in a wide range of engineering practices.
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1 Introduction

The analysis, design, and control of linear systems have been well-developed and widely applied in engineering practice [1, 2]. Considering all practical systems are inherently nonlinear, the extension of well-established linear approaches to the nonlinear case has always been a focus of studies in the subject area of systems and control [3, 4].

Complex dynamic behaviours can emerge from nonlinear systems which include bifurcation, chaos, etc. Among these, a unique feature which is not available with linear systems is that a nonlinear system can have more than one equilibrium as shown in Fig. 1, where the motion of a particle represents the...
response of the system. Traditionally, the study of the behaviours of nonlinear systems as shown in Fig. 1 about each equilibrium is often conducted by using a linearization procedure to represent the system by several linear models, with each linear model representing the original system over a small range of operation around one equilibrium [5, 6]. Consequently, at each equilibrium, the nonlinear systems can be studied using a linear system approach [7–9]. For example, based on the piecewise linear model, the stability issue with nonlinear systems has been addressed using the Lyapunov functions or Linear Matrix Inequalities (LMIs) [9].

However, when a nonlinear system operates beyond a small range but still within the regime about a stable equilibrium, the system behaves nonlinearly and cannot be simply represented by a linear model. In these cases, linearization is often difficult to be applied to facilitate the study of the system behaviours, and the nonlinear system around the stable equilibrium can be represented by a Volterra series model [10] as illustrated in Fig. 1. The Volterra series theory has been widely applied to occupy the middle ground in generality and applicability, linking the activities of more esoteric mathematical studies and development of engineering techniques [11].

Compared with linear system theories and methods, the methods that can be applied for the analysis and design of nonlinear systems are limited. The perturbation methods are applied to the analysis of nonlinear oscillators of limited generality [12]. In addition, researchers often apply subtle mathematics to study the existence/uniqueness of the stability, controllability, and control of nonlinear systems [13] which are often difficult to be applied in practice. Severe nonlinearities such as bifurcation and chaos may exist in nonlinear systems, which can appear outside the regime in Fig. 1 where the Volterra series works and have to be addressed case by case using different methods to avoid uncertain behaviours in engineering and control system design [14]. However, in practice, an engineering system often works in a regime around a stable equilibrium [15] and given an input loading, there is a need to determine the equilibrium associated with the input for either system analysis or design [16]. Although linearization approaches have been widely used for the equilibrium determination, there is still no method that can be applied to find the equilibrium when the system works beyond the linear range but still within the regime of this stable equilibrium. This is the scenario in many engineering practices where the system can be represented by a Volterra series model and studied using the Volterra series approach of nonlinear systems.

Traditional Volterra series approaches were developed for nonlinear systems stable at zero equilibrium [17], and it is relatively straightforward to extend the application of the Volterra series approach to nonlinear systems stable around a nonzero equilibrium [18]. As a result, the representation of a nonlinear system around a stable equilibrium using a Volterra series can be considered to be an extension of the well-applied linearization to the nonlinear case. This, in the present study, is referred to as nonlinear model standardization.

Many nonlinear engineering problems related to nonzero equilibria have been reported [19–21], and can be investigated by using a standardized nonlinear model. For example, Zhu et al. [19] studied the pre-distortion issue with the radio frequency power amplifier of a wideband wireless communication system using the Volterra series approach and a nonlinear model standardized about zero equilibrium. It has been found in Sekhar [21] that the gravities of beam structures can significantly affect the crack detection results, which can, as demonstrated in Case Study 1 in this paper, be addressed by nonlinear model standardization. Compared to the widely applied linearization, nonlinear model standardization is much more complicated and difficult because the superposition principle does not apply any more in nonlinear cases.

Some researchers have considered the nonlinear model standardization for the analysis of specific nonlinear systems [22–26]. For example, the work in [25] and [26] studied the frequency domain analysis of nonlinear systems having nonzero direct current (DC) components. A recursive algorithm was used to determine a Volterra series representation associated with each equilibrium affected by the DC component. This work makes a significant contribution to the nonlinear model standardization but have two problems. First, the recursive algorithm is too complicated to implement. Second, there is no consideration of the fact that zero DC component in nonlinear systems can also produce nonzero equilibria.

In order to address these problems with existing methods, in the present study, a novel approach to
Nonlinear model standardization is proposed for nonlinear systems that can be described by a Nonlinear AutoRegressive models with eXogeneous (NARX) input [27] or a Nonlinear Differential Equation (NDE) model [28]. The key idea is to apply the Nonlinear Output Frequency Response Functions (NOFRFs) [29] to determine the stable equilibrium associated with a nonlinear system’s operational conditions of concern. Then, the NARX/NDE model of the system is standardized such that the system can be investigated using the Volterra series approach around this equilibrium. The NOFRFs is an extension of the linear system frequency response function (FRF) to the nonlinear case [29].

In the derivation of the new nonlinear model standardization approach, the NARX/NDE models with a DC terms [24–26] are considered to take a large class of nonlinear systems into account. The DC term in the model representation is not necessarily to be nonzero, which is a key difference compared to the studies in [25, 26]. The new approach is then applied in three case studies which are concerned with the analysis of gravity effects on the detection of cracks in beams, the design of an Auxetic foam structure, and the compensation of nonlinear distortions in engineering systems, respectively. These results demonstrate the significance of the proposed method in a range of engineering practices.

2 Nonlinear systems with non-zero equilibria

Consider nonlinear systems that can be represented by a NARX model with a DC component [25, 27]

\[ y(k) = \sum_{m=1}^{M} \sum_{p=0}^{m} \sum_{k_{p,q}=1}^{K} [c_{p,q}(k_1, \cdots, k_{p+q}) \times \prod_{i=1}^{p} y(k - k_i) \prod_{i=p+1}^{p+q} u(k - k_i)] + c_{0,0} \]  

(1)

where \( k \) is discrete time; \( u(.) \) and \( y(.) \) are the system input and output, respectively; \( M \) and \( K \) are integers; \( p + q = m \) and \( \sum_{k_{p,q}=1}^{K} = \sum_{k_1=1}^{K} \cdots \sum_{k_{p+q}=1}^{K} \); \( c_{p,q}(k_1, \cdots, k_{p+q}) \) are the model coefficients and \( c_{0,0} \) is a constant.

In nonlinear system (1), assume that there are \( N_e \) different equilibria, which will later on be denoted as \( y_0 = \{ y_0,i | i = 1, \ldots, N_e \} \). Obviously, \( c_{0,0}=0 \) is a necessary condition for the NARX model to be stable at zero equilibrium.

For example, consider the NARX model

\[ y(k) = u(k - 1) + \beta y(k - 1) - 0.5y(k - 2) - 0.5y^2(k - 1) + C \]  

subject to harmonic input

\[ u(k) = 0.1 \cos(\omega_F k\Delta t + \varphi) \]  

(3)

where \( f_s = 1/\Delta t = 512 \text{ Hz}; \ \omega_F = 20 \text{ rad/s} \) is the input frequency; \( \varphi \) is the phase of the input with \( \varphi = 0 \) and \( \varphi = \pi \) representing two different operating conditions of the system.

Figure 2 shows the output responses of system (2) in the three different cases of (i) \( \beta = 1, \ C = 0, \ \varphi = 0 \) or \( \pi \), (ii) \( \beta = 2, \ C = 0, \ \varphi = 0 \) and (b) \( \beta = 2, \ C = 0, \ \varphi = \pi \), and (iii) \( \beta = 1, \ C = 0.1, \ \varphi = 0 \) or \( \pi \).

In Fig. 2, case (i) and case (iii) both have only one stable equilibrium like a valley in Fig. 1, while case (ii) has two stable equilibria and one unstable equilibrium like a peak in Fig. 1.

When system (1) is stable at zero equilibrium, the output about zero equilibrium can be represented by a Volterra series with \( h_n(\tau_1, \ldots, \tau_n) \) being the

\[ y(k) = \sum_{n=1}^{N} y_n(k) \]

\[ = \sum_{n=1}^{N} \sum_{\tau_1=-\infty}^{+\infty} \cdots \sum_{\tau_n=-\infty}^{+\infty} h_n(\tau_1, \ldots, \tau_n) \prod_{i=1}^{n} u(k - \tau_i) \]  

(4)

n th order Volterra kernel of the system. The output spectrum of system (1) can be described as [16]

\[ Y(j\omega) = \sum_{n=1}^{N} Y_n(j\omega) = \sum_{n=1}^{N} \frac{1}{\sqrt{n(2\pi)^{n-1}}} \times \int_{\omega_1 + \cdots + \omega_n = \omega} \left| H_n(\omega_1, \cdots, \omega_n) \prod_{i=1}^{n} U(j\omega_i) d\sigma_{n,\omega} \right| \]  

(5)

where \( \int_{\omega_1 + \cdots + \omega_n = \omega} (.) d\sigma_{n,\omega} \) represents the integration over the hyperplane \( \omega_1 + \cdots + \omega_n = \omega; \ d\sigma_{n,\omega} \) is the area of the minute element on the hyperplane; \( -\pi f_s \leq \omega \leq \pi f_s, f_s = 1/\Delta t \) is the sampling frequency; \( U(j\omega) \) and \( Y(j\omega) \) are the spectra of the system input and output, respectively, and
is the \( n \)th order generalized frequency response function (GFRF) of the system, which can be evaluated by using the recursive algorithm in [27] as given in Appendix 1a.

When system (1) is stable at a nonzero equilibrium, the output response about the equilibrium can be represented by the corresponding Volterra series as [26]

\[
y(k) = \tilde{y}_0 + \sum_{n=1}^{N} y_n(k)
\]

\[
= \tilde{y}_0 + \sum_{n=1}^{N} \sum_{\tau_1=\cdots=\tau_n=\cdots=\infty}^{+\infty} T_n(\tau_1, \ldots, \tau_n) \prod_{j=1}^{n} u(k-j)
\]

(7)

where \( \tilde{y}_0 \) represents this nonzero stable equilibrium, \( T_n(\tau_1, \ldots, \tau_n) \) represents the \( n \)th order Volterra kernel of the system and is dependent on \( \tilde{y}_0 \), and

\[
y(\omega) = \overline{y}_0(\omega) + \sum_{n=1}^{N} y_n(\omega) = \overline{y}_0(\omega) + \sum_{n=1}^{N} \frac{1}{\sqrt{n(2\pi)^{n-1}}} \times \int_{\omega_1^{\cdots}+\cdots+\omega_n=\omega} \overline{H}_n(\omega_1, \ldots, \omega_n) \prod_{j=1}^{n} U(j\omega_0) d\sigma_{n, \omega}
\]

(8)

where \( \overline{y}_0(\omega) = \begin{cases} \tilde{y}_0 & \omega = 0 \\ 0 & \omega \neq 0 \end{cases} \)

Fig. 1 An illustration of when a nonlinear system can be represented by a linear or a nonlinear Volterra series model where \( x \) and \( y \) are states of the system

Fig. 2 Output response of a nonlinear system with (i) one stable zero equilibrium, (ii) one unstable zero equilibrium and two stable nonzero equilibria, and (iii) one stable nonzero equilibrium, respectively

\[
\overline{y}_n(\omega_1, \ldots, \omega_n) \times \int_{\omega_1^{\cdots}+\cdots+\omega_n=\omega} \overline{H}_n(\omega_1, \ldots, \omega_n) \prod_{j=1}^{n} U(j\omega_0) d\sigma_{n, \omega}
\]

(9)

and \( \overline{H}_n(\omega_1, \ldots, \omega_n) \) represents the \( n \)th order GFRF of the system corresponding to equilibrium \( \overline{y}_0 \).

The evaluation of the GFRFs \( \overline{H}_n(\omega_1, \ldots, \omega_n), n = 1, \ldots, N \) was proposed in [25] where the stable equilibrium \( \overline{y}_0 \) needs first to be determined then \( \overline{H}_n(\omega_1, \ldots, \omega_n), n = 1, \ldots, N \) can be evaluated using a recursive method shown in Appendix 2b.

However, the problem with this method is that there is no a mechanism that can be used to determine the stable equilibrium \( \overline{y}_0 \) which is associated with the system response of concern. In addition, instead of using the relatively simple traditional recursive algorithm [27] for evaluating the GFRFs of nonlinear systems at zero equilibrium, a more complicated recursive algorithm has to be used for each stable equilibrium assuming that the system stability at these
equilibria is already known albeit this is often not straightforward.

In the present study, these difficulties will be addressed by proposing a novel approach for nonlinear model standardization. This approach will transform the model of a nonlinear system with nonzero stable equilibria into a model which is stable around zero equilibrium just as dealing with linear systems with a nonzero operating point. The transformed model represents the behaviours of the system under study with its zero equilibrium associated with the original nonzero stable equilibrium of the concern for the system analysis and design using the Volterra series approach.

Remark 1 Although the above discussions are about the NARX model of nonlinear systems, all results in the present study can be applied to the NDE model of nonlinear systems, all results in the system analysis and design using the Volterra model represents the behaviours of the system under zero equilibrium just as dealing with linear systems with a nonzero equilibrium can be standardized by shifting zero to a nonlinear system with nonzero equilibrium.

\[
M = \frac{c_p \{ l_1, \ldots, l_{p+q} \}}{\prod_{i=1}^{p} D^i y(t) D^j u(t)} + c_{0,0} = 0
\]  

where \( D \) is defined by \( D^j y(t) = \frac{d^j y(t)}{d t^j} \), and \( L \) is the maximum order of the differential operator \( D \).

For example, the nonlinear differential equation

\[
y(t) + 9.8 \left( y(t) + \frac{1}{3!} y^3(t) + \frac{1}{5!} y^5(t) \right) = u(t)
\]

is a special case of the NDE model (10) with \( M = 5, L = 2 \), and

\[
c_{1,0}(2) = 1; \quad c_{1,0}(0) = 9.8; \quad c_{0,1}(0) = -1;
\]

\[
c_{3,0}(0) = -\frac{9.8}{3!}; \quad c_{5,0}(0) = \frac{9.8}{5!}; \quad \text{else } c_{p,q}(.) = 0
\]

3 The principle of nonlinear model standardization

It is well-known that a linear system stable at a nonzero equilibrium can be standardized by shifting the stable equilibrium to zero. For example, the linear system

\[
y(k) = u(k-1) + y(k-1) - 0.5y(k-2) + C
\]

where \( C \neq 0 \) is a constant can be standardized as

\[
\bar{y}(k) = u(k-1) + \bar{y}(k-1) - 0.5\bar{y}(k-2)
\]

with \( \bar{y}(t) = y(t) + 2C \).

For nonlinear systems, as the superposition principle cannot be applied, the principle of standardization is more complicated and can generally be introduced in Proposition 1 for nonlinear systems described by NARX model (1).

Proposition 1 The NARX model (1) of nonlinear systems can be described in the following standard form.

\[
y(k) = \sum_{m=1}^{M} \sum_{p=0}^{m} \sum_{k_p=1}^{K} \left[ \sum_{r=0}^{p-1} \sum_{j_1 < j_2 \cdots < j_p-r}^{p-r} 0 \right] c_{p,q}(k_1, \ldots, k_{p+q}) y_0
\]

\[
\times \prod_{i=1}^{p} \pi(k - k_i) \prod_{i=p+1}^{p+q} u(k - k_i)
\]

where \( p + q = m \),

\[
\bar{y}(k) = y(k) - y_0
\]

and \( y_0 = \{ y_{0,i} | i = 1, \ldots, N_e \} \) are obtained from finding the real roots of the equation

\[
\sum_{p=1}^{M} c_{p,0} y_0^p + c_{0,0} = 0
\]

\[
c_{p,0} = \begin{cases} -1, & p = 1 \\ \sum_{k_1, \ldots, k_p=1}^{K} c_{p,0}(k_1, \ldots, k_p) & p \geq 2 \\ \end{cases}
\]

Proof of Proposition 1 Proposition 1 can be proved by substituting

\[
y(k) = y_0 + \bar{y}(k)
\]

into NARX model (1) and letting the constant terms on both sides of the equation identical. The results will show

\[
\sum_{p=1}^{M} \sum_{k_1, \ldots, k_p=1}^{K} c_{p,0}(k_1, \ldots, k_p) y_0^p - y_0 + c_{0,0} = 0
\]
with the real roots being $y_{0,i}, i = 1, \ldots, N_e$.

**Remark 2** For the NDE model (10) of nonlinear systems, the standardized model about a stable zero equilibrium can be obtained as:

$$
\sum_{m=1}^{M} \sum_{p=0}^{m} \sum_{l_{p+q}=0}^{L} \left[ \sum_{r=0}^{p-1} \sum_{j_1, j_2, \ldots, j_r=1; j_1 < \ldots < j_r}^{p} c_{p,q}(l_1, \ldots, l_{p+q}) \bar{y}_0 \right] \\
\times \prod_{i=1}^{p-r} D^i y(t) \prod_{i=p+1}^{p+q} D^i u(t) = 0
$$

(20)

where $\bar{y}_0$ is obtained from the solutions to (16) representing a stable nonzero equilibrium of system (10) with

$$
c_{p,0} = c_{p,0}(0, \ldots, 0)
$$

(21)

given in Eq. (17).

For example, the NARX model (2) in the cases of (ii) and (iii) can be transformed into a standard form with zero equilibrium as follows.

Substituting (18) into (2) yields

$$
\gamma(k) + y_0 \equiv u(k - 1) + \left( \beta - 1.5y_0^3 \right)\gamma(k - 1) \\
- 0.5\gamma(k - 2) - 1.5y_0^2\gamma^2(k - 1) - 0.5\gamma^3(k - 1) \\
+ (-0.5y_0^3 + (\beta - 0.5)y_0 + C)
$$

(22)

Let $y_0$ be the solution to equation

$$
-0.5y_0^3 + (\beta - 1.5)y_0 + C = 0
$$

(23)

Equation (22) can be written as

$$
\gamma(k) \equiv u(k - 1) + \left( \beta - 1.5y_0^3 \right)\gamma(k - 1) \\
- 0.5\gamma(k - 2) - 1.5y_0^2\gamma^2(k - 1) - 0.5\gamma^3(k - 1)
$$

(24)

In case (ii) of NARX model (2) with $C = 0$, (23) becomes

$$
-0.5y_0^3 + 0.5y_0 = 0
$$

(25)

yielding $y_0 = 0, \pm 1$; In case (iii) of NARX model (2) with $C = 0.1$, (23) becomes

$$
-0.5y_0^3 - 0.5y_0 + 0.1 = 0
$$

(26)

yielding $y_0 = 0.1928$.

Consequently, substituting $y_0$ thus evaluated into (22), the NARX model of nonlinear system (2) can be standardized as,

$$
\gamma(k) = \begin{cases} 
  u(k - 1) + 0.5\gamma(k - 1) - 0.5\gamma^2(k - 1) \\
  + 1.5\gamma^3(k - 1) & y_0 = -1 \\
  u(k - 1) + 2\gamma(k - 1) - 0.5\gamma(k - 2) \\
  - 0.5\gamma^2(k - 1) & y_0 = 0 \\
  u(k - 1) + 0.5\gamma(k - 1) - 0.5\gamma^2(k - 2) \\
  - 1.5\gamma^3(k - 1) & y_0 = 1
\end{cases}
$$

(27)

for case (ii), and

$$
\gamma(k) \equiv u(k - 1) + 0.9442\gamma(k - 1) \\
- 0.5\gamma(k - 2) - 0.2892\gamma^2(k - 1), \ y_0 = 0.1928 \\
- 0.5\gamma^3(k - 1)
$$

(28)

for case (iii). It is worth pointing out that as $y_0 = 0$ is not a stable equilibrium in case (ii), the standard form of NARX model (2) corresponding $y_0 = 0$ in (27) is not valid.

It can be seen that although a standard form of nonlinear system description can be obtained following the principle introduced above, the stability of each equilibrium $y_0$ of the original system has to be determined first. More importantly, given the system response of concern to a specific input, which standard model form needs to be used for the required system analysis is an important question to answer. Many methods are available for the determination of whether a nonlinear system is stable or not around an equilibrium, which include, for example, the Routh–Hurwitz method [30, 31] and the Lyapunov method [32], the describing function method [33], the bounded input bounded output approaches [34], etc. But, even if the stable equilibria with the original system have been found out by using one of these methods, there is still no a systematic method that can be used to determine which stable equilibrium should literally be used to transform the original model into a standard form that can then be used for the required system analysis.

In order to address this issue, a NOFRFs-based approach is proposed in the next section. The approach will first find the stable equilibrium with the original system of concern for the considered analysis, and then produce the standard model form with respect to this stable equilibrium of the system following the
general principle introduced above. Generally speaking, the advantage of studying dynamic systems in the frequency rather than time domain is that the frequency-domain methods transform the study of differential equations to the study of much simpler algebraic equations. It will be seen in the following studies that the NOFRFs-based frequency-domain representation of the response of a nonlinear system can significantly facilitate the revelation of the system operating point, the linear response, and the higher-order nonlinear responses, providing an effective approach for the evaluation of the equilibrium of concern and determination of a standardized model for the system.

4 The NOFRFs-based approach to nonlinear model standardization

4.1 The NOFRFs of nonlinear systems

The NOFRFs was proposed by Lang et al. [29] for the analysis of nonlinear systems and has found applications including fault detection [35, 36] and system analysis [37]. For nonlinear systems stable at zero equilibrium, the NOFRFs is defined as

$$G_n(j\omega) = \frac{Y_n(j\omega)}{U_n(j\omega)}; \quad n = 1, \ldots, N$$

where $Y_n(j\omega)$ and $U_n(j\omega)$ are the spectrum of the $n$th order output of the system and the spectrum of the system input raised to $n$th order, respectively; $\Omega_n$ is the frequency support of $U_n(j\omega)$ where $U_n(j\omega) \neq 0$, which can be determined using the results about the output frequencies of nonlinear systems [17].

For the nonlinear systems which are stable at a specific equilibrium $\bar{y}_0 \neq 0$, the output spectrum can be represented using the NOFRFs as

$$Y(j\omega) = \bar{Y}_0(j\omega) + \sum_{n=1}^{N} \bar{Y}_n(j\omega)$$

$$= \bar{Y}_0(j\omega) + \sum_{n=1}^{N} G_n(j\omega)U_n(j\omega)$$

where

$$G_n(j\omega) = \frac{\bar{Y}_n(j\omega)}{U_n(j\omega)}; \quad n = 1, \ldots, N$$

is the $n$th order NOFRF of the nonlinear system associated with equilibrium $\bar{y}_0$.

Moreover, it can readily be shown that the NOFRFs associated with a nonzero equilibrium as defined in (31) has the following properties:

1. Let $z$ be a nonzero constant and $\bar{G}_n(j\omega)$ the $n$th order NOFRF computed for $U(j\omega)$. Then, the $n$th order NOFRF computed for $zU(j\omega)$ are the same as $\bar{G}_n(j\omega)$.

2. The frequency support of $\bar{G}_n(j\omega)$, $Y_n(j\omega)$ and $U_n(j\omega)$, i.e. the frequency range where these functions of frequency are well-defined, are the same.

It is worth noting that the above discussions about the NOFRFs are valid for both the NARX and NDE model of nonlinear systems.

4.2 The NOFRFs-based nonlinear model standardization

It can be seen from Proposition 1 that the key to nonlinear model standardization is to find the stable equilibrium which is $\bar{y}_0$ associated with the system operating condition of concern. However, as discussed in Sect. 3, the existing method provides no a systematic way to achieve this. It is known from the Volterra series representation (8) that using the spectrum $U(j\omega)$ of the system input which is associated with the system operational condition of concern, the corresponding stable equilibrium can be determined as $\bar{y}_0 = \bar{Y}_0(j\omega)|_{\omega=0}$. Then, Proposition 1 can be used to find the standard nonlinear model which is valid around equilibrium $\bar{y}_0 = \bar{Y}_0(0)$. Based on this observation, a procedure for nonlinear model standardization is proposed as follows.

Step 1 Evaluate all equilibria of the nonlinear system under study

According to Proposition 1, denote $\gamma(k) = \bar{y}(k) + y_0$ such that the standardized NARX model can be formulated as (14), and then determine the equilibrium of the nonlinear system by finding the solutions to Eq. (16), $y_{0i}$, $i = 1, \ldots, N_e$.

Step 2 The NOFRF-based evaluation of the stable equilibrium of concern
Determine an estimate for the specific stable equilibrium $y_0$ of the system, which is associated with the considered system operational condition represented by a specific input $\pi(k)$.

Evaluate the responses of the system to $N \geq N + 1$ inputs $u_i(k) = z_i\pi(k)$, $i = 1, \ldots, N$, where $z_i$, $i = 1, \ldots, N$ are constants. From (30), it is known that the system responses to these inputs at zero frequency are

$$Y^{(i)}(0) = y_0 + \sum_{n=1}^{N} z_i^n \overline{G}_n(0) \overline{U}_n(0), \quad i = 1, \ldots, N$$  \hspace{1cm} (32)

where $\overline{U}_n(j\omega)$ is the spectrum of the system input $\pi(k)$ raised to $n$th order. Equation (32) can further be written in a matrix form as

$$Y_{\omega=0} = [Y^{(1)}(0), \ldots, Y^{(N)}(0)]^T, \quad U_{\omega=0} = \begin{bmatrix} z_1 \overline{U}_1(0) & \cdots & z_N^n \overline{U}_N(0) \\ 1 & \cdots & \cdots & \cdots \\ 1 & \cdots & \cdots & \cdots \\ \vdots & \cdots & \cdots & \cdots \\ \vdots & \cdots & \cdots & \cdots \end{bmatrix}$$

and

$$\overline{G}_{\omega=0} = [\overline{G}_1(0), \ldots, \overline{G}_N(0)]^T$$

Consequently, the system NOFRFs at $\omega = 0$ can be evaluated as:

$$\overline{G}_{\omega=0} = \begin{bmatrix} U^T_{\omega=0} U_{\omega=0} \end{bmatrix}^{-1} U^T_{\omega=0} Y_{\omega=0}$$  \hspace{1cm} (33)

and $y_0$ can then be obtained as

$$y_0 = \begin{bmatrix} 1, 0, \ldots, 0 \end{bmatrix}^T \overline{G}_{\omega=0}$$  \hspace{1cm} (34)

Step 3 Determine the standardized NARX model for systems analysis

Find $y_{0j}$ from $y_{01}, \ldots, y_{0N_c}$ obtained in Step 1 such that $y_{0j} \approx y_0$. Replace $y_0$ with $y_{0j}$ in Eq. (14) obtaining the standardized NARX model, which is stable at the zero equilibrium and is associated with the system operational condition of concern.

4.3 Two examples

4.3.1 Example 1

Consider nonlinear system (2) with $\beta = 2$, $C = 0$ and subject to the loading input (3) with $\phi = 0$ and apply the proposed model standardization to the system following the three steps procedure as follows.

Step 1 Denote $y(k) = \overline{y}(k) + y_0$, the equilibria of the system can be obtained as $y_{01} = -1$, $y_{02} = 0$ and $y_{03} = 1$ by solving Eq. (25).

Step 2 The NOFRFs representation of the output spectrum of the system at zero frequency, i.e. Eq. (32) can, in this case, be written as

$$Y(0) = \overline{y}_0 + \overline{G}_2(0) U_2(0) + \overline{G}_4(0) U_4(0) + \overline{G}_6(0) U_6(0)$$  \hspace{1cm} (35)

when up to the 6th ($N = 6$) order nonlinearity of the system is taken into account.

From the system responses to the inputs

$u_i(k) = z_i\pi(k), \quad i = 1, \ldots, 4$ with $[z_1, z_2, z_3, z_4] = [0.8, 1.0, 1.1, 1.2]$, where $\pi(k)$ is as given in (3) with $\phi = 0$ and following the algorithm described by Eqs. (32)-(34), the stable equilibrium of the system of concern was obtained as $\overline{y}_0 = 0.9977$.

Step 3 Considering that $y_{03} = 1 \approx \overline{y}_0 = 0.9977$, substituting $y_0 = 1$ into Eq. (22) yields the standardized NARX model

$$\overline{y}(k) = u(k - 1) + 0.5\overline{y}(k - 1) - 0.5\overline{y}(k - 2) - 1.5\overline{y}^2(k - 1) - 0.5\overline{y}^3(k - 1)$$  \hspace{1cm} (36)

Remark 3 Note that the NOFRFs is developed based on the Volterra series representation and can be used to represent the dynamics of a nonlinear system around a stable equilibrium when the system is subject to an input representing the loading conditions of concern [28, 37]. The procedure proposed above is to determine the stable equilibrium of a nonlinear system associated with the operating condition represented by the loading input $\pi(k)$. Therefore, the values of $z_i$, $i = 1, \ldots, N$ in the procedure are taken at and around 1 so as to use the system operational data around the considered operating condition to find the stable equilibrium of concern.

Remark 4 In practice, a nonlinear system can have multi-equilibria but the system usually works around
one of these equilibria. In this case, only one equilibrium is the operating point of interest while others are not. In theory, the stable equilibrium obtained by using the NOFRFs is the same as the equilibrium obtained by (16). However, due to truncation error in the NOFRF evaluation, the evaluated \( y_0 \) cannot be directly applied to replace \( y_0 \) in (14) but can provide a valuable guidance about which equilibrium should be used to standardize the nonlinear model.

### 4.3.2 Example 2

Figure 3 shows a particle with mass \( m \) moving on a circle which is an example of the nonlinear systems illustrated in Fig. 1.

The motion of the particle is nonlinear and can be represented by the nonlinear model

\[
mx(t) + mg \sin(x(t)) = f(t)
\]  
(37)

where \( f(t) \) is a loading force applied on the particle, while \( x(t) \) is the angular displacement of the particle representing the output response of the system.

The equilibria of the system are the solutions to equation \( \sin[x] = 0 \), which are given by \( x_0 = 2k\pi \) (stable equilibria) and \( x_0 = (2k + 1)\pi \) (unstable equilibria) for \( k = 0, 1, \ldots \).

Now, consider the case where

\[
m = 1 \text{ kg}, \quad r = 1 \text{ m}, \quad g = 9.8 \text{ m/s}^2
\]

and apply the proposed nonlinear model standardization to find a standardized model for system (37) associated with loading force

\[
f(t) = \cos(10\pi t)
\]
as follows.

**Step 1** Evaluate the equilibria of nonlinear system (37) producing \( x_0 = 2k\pi \) and \( x_0 = (2k + 1)\pi \), \( k = 0, 1, \ldots \);

**Step 2** Collect the system output response to inputs \( z_if(k), \ i = 1, \ldots, 4 \) respectively, with

\[
[z_1, \ z_2, \ z_3, \ z_4] = [0.8, \ 1.0, \ 1.1, \ 1.2]
\]

These output responses are generated using Eq. (37) under initial conditions of \( x(0) = 2\pi, \dot{x}(0) = 0 \) and as shown in Fig. 4.

The application of the NOFRFs-based evaluation to the applied loading inputs and corresponding output responses shown in Fig. 4 yields

\[
\bar{Y}_0(0) = 6.2831 \approx 2\pi
\]
indicating the equilibrium associated with the considered system operating condition is.

\( x_0 = 2\pi \).

**Step 3** The standardized model of the system is therefore obtained as

\[
mx(t) + mg \sin[\bar{x}(t)] = f(t)
\]  
(38)

where \( \bar{x}(t) = x(t) - 2\pi \). Apply the polynomial expansion

\[
\sin[\bar{x}(t)] = \bar{x}(t) + \frac{-1}{3!}\bar{x}^3(t) + \frac{1}{5!}\bar{x}^5(t) + \cdots
\]  
(39)

up to the fifth order, the standardized model (38) can then be represented in the form of NDE model (10) as
In the following, three case studies will be used to demonstrate the application of the proposed nonlinear model standardization to address different engineering problems.

5 Case studies

5.1 Case study 1–Application to the detection of cracks in beam structures

The detection of cracks in beam structures has been widely investigated by researchers [38, 39]. A NOFRFs-based approach to the detection of cracks in beams has recently been proposed to exploit nonlinearities induced by cracks to find locations [35, 36] and to evaluate severities [21, 40] of cracks in beam structures. It has been demonstrated that, compared to traditional crack detections using system output spectra, the NOFRFs-based indices are more sensitive to crack defects [21, 40].

There are two different experimental setups for the detection of cracks in a beam which, as shown in Fig. 5, are (a) vertical setup and (b) horizontal setup, respectively. In previous studies [35], both setups were used but the effects of gravity on the analysis were ignored. This is acceptable in some cases, but for beams with a large length–width ratio and small stiffness, the gravity effects may change the operating point of the system and significantly affect the analysis and hence the results of crack detection [41]. In this case study, the proposed nonlinear model standardization method is applied to take the effects of gravity of a beam structure into account and the NOFRFs based approach is then used to detect cracks in the beam. The objective is to demonstrate how to apply the proposed nonlinear model standardization to resolve a significant structural integrity evaluation problem.

Under vertical setup as shown in Fig. 5a, the effects of gravity can be ignored since it does not affect the horizontal vibration of the beam.

For example, consider a beam system represented by an NDE model as [21]

$$m r \ddot{x}(t) + mg \left( \dddot{x}(t) + \frac{1}{3!} x^3(t) + \frac{1}{5!} x^5(t) \right) = f(t)$$

(40)

$$\ddot{y}(t) + 2 \zeta \omega_0 \dot{y}(t) + \omega_0^2 y(t) + k_{n2} y^2(t) - k_{n4} y^4(t) = u(t)$$

(41)

where $\zeta = 0.2$, $\omega_0 = 120\pi \text{ rad/s}$, and $u(t) = \cos(\omega_F t)$ are the damping ratio, natural frequency, and input of the system, respectively. $k_{n2}$ and $k_{n4}$ are the parameters directly related to the crack characteristics in the beam with $k_{n4} = 1 \times 10^{16}$ and $k_{n2}$ varied over the range of $k_{n2} = \{0 : 0.5 : 10\} \times 10^9$ to represent different severities of cracks in the beam.

Obviously, (41) has zero equilibrium and is, therefore, already a standardised model. Consequently, the variation of the NOFRFs of the system with the changes of $k_{n2}$ over the range of $k_{n2} = \{0 : 0.5 : 10\} \times 10^9$ can directly be determined from the system’s input output data using the algorithm in [21] to detect and quantify the severity of cracks in the beam. The results are as shown in Fig. 6.

Under horizontal setup as shown in Fig. 5b, however, the effects of gravity have to be considered and the beam system should be described as

$$\ddot{y}(t) + 2 \zeta \omega_0 \dot{y}(t) + \omega_0^2 y(t) + k_{n2} y^2(t) - k_{n4} y^4(t) - F_G = u(t)$$

(42)

where $F_G = 0.88$ is the normalized beam gravity. Because the equilibrium of the beam system model (42) is not zero, the model has to be standardized first then the NOFRFs approach can be applied to the input output data of the standardized model for crack detection as shown in [21].

It is worth noting that the cracked beam models (41) and (42) are widely used to represent nonlinear
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For example, when $k_{n2} = 2 \times 10^8$, following the three steps proposed in Sect. 4, the standardization of nonlinear model (42) is conducted as follows.

**Step 1** Denote $y(t) = \bar{y}(t) + y_0$. According to Proposition 1, model (42) can be standardized as

$$
\ddot{y}(t) + (1.421 \times 10^5 + 4 \times 10^8 y_0 - 4 \times 10^{16} y_0^2) \dot{y}(t) + 1.508 \times 10^2 \ddot{y}(t) + (2 \times 10^8 - 6 \times 10^{16} y_0^3) y^2(t) - 4 \times 10^{16} y_0^4(t) - 1 \times 10^{16} y^4(t) = u(t)
$$

(43)

The equilibria $y_{0,1}, \ldots, y_{0,N_e}$ are evaluated by solving equation

$$
-1 \times 10^{16} y_0^4 + 2 \times 10^8 y_0^2 + 1.421 \times 10^5 y_0 - 0.88 = 0
$$

(44)

yielding $N_e = 2$,

$$
y_{0,1} = 2.6797 \times 10^{-4} \text{ and } y_{0,2} = 6.1389 \times 10^{-6}
$$

(45)

**Step 2** The output spectrum of the standardized model at zero frequency can be represented using the NOFRFs up to eighth order ($N = 8$) as

$$
Y(0) = \bar{y}_0 + \sum_{i=1}^{4} \bar{G}_{2i}(0) U_{2i}(0)
$$

(46)

where only even order NOFRFs are involved because the constraint $\omega_1 + \cdots + \omega_n = 0$ with $\omega_i = \pm \omega_F$, $i = 1, \ldots, n$ should be satisfied [29].

Evaluating the NOFRFs and $\bar{y}_0$ in (46) from the system responses to inputs $u(t) = x \cos(\omega_F t)$ with $x = \{0.8 : 0.1 : 1.2\}$ and $\omega_F = \omega_0$ yields

$$
\bar{y}_0 = 6.1393 \times 10^{-6}
$$

(47)

**Step 3** By comparing the equilibria in (45) and the evaluated $\bar{y}_0$ in (47), the stable equilibrium associated with the system operating condition represented by input $u(t) = \cos(\omega_F t)$ is found to be $y_0 = y_{0,2} = 6.1389 \times 10^{-6} \approx \bar{y}_0$. Thus substituting $y_0 = y_{0,2} = 6.1389 \times 10^{-6}$ into (45) yields the standardized nonlinear model

$$
\ddot{y}(t) + 1.508 \times 10^2 \dot{y}(t) + 1.3962 \times 10^5 \ddot{y}(t) - 3.4375 \times 10^7 y^2(t) - 2.5 \times 10^{12} y^3(t) - 1 \times 10^{16} y^4(t) = u(t)
$$

(48)

Repeating Step 1 to Step 3 for $k_{n2} = \{0 : 0.5 : 10\} \times 10^9$, respectively, produce 21 standardized nonlinear models of the beam in the case of horizontal setup under 21 different crack severities. The NOFRFs of the standardized models, denoted as $\bar{G}_n(j\omega)$ are then evaluated using the algorithm proposed in [21] from the input and output data of the standardized model (48). The results are also shown in Fig. 6.

When the cantilever beam is tested under vertical setup, the gravity does not need to be considered and the model is already standardized. In this case, the second order NOFRF magnitude $|G_2(j2\omega_F)|$ increase linearly and monotonously with the increase in $k_{n2}$ and the magnitude of the first order NOFRF $|G_1(j0\omega)|$ is a constant. When the cantilever beam is tested under horizontal setup, however, the gravity can significantly change the profile of the NOFRFs: the magnitude of the first order NOFRF $|\bar{G}_1(j\omega_F)|$ monotonously decreases with the increase in $k_{n2}$, but the magnitude of the second order NOFRF $|\bar{G}_2(j2\omega_F)|$ is almost a constant when $k_{n2}$ increases. These observations indicate that the second order NOFRF should be used for the detection and quantification of cracks when the cantilever beam is tested under vertical setup, while the first-order NOFRF should be used when the cantilever beam is tested under horizontal setup. In addition, the results also show that when beams are tested under horizontal setup, the proposed
nonlinear model standardization is necessary for the application of the NOFRF’s approach to the detection of cracks.

Traditional solution to the problems relevant to this case study is to find all possible equilibria of the system in (45) and then select one of them of concern for the study. This, however, cannot address the issue with how to determine the equilibrium associated with the operational condition when a system is working under a specific input. This case study demonstrates that the proposed NOFRFs based approach can directly determine the operating point of interest of a beam structure and produce a standardized model to facilitate the detection of cracks in the beam.

5.2 Case study 2–Application to the design of an Auxetic foam structure

Auxetic foams are made of materials of negative Poisson’s ratio and can be used to significantly dissipate vibration energy [41, 49]. In [42], a NARX model with parameters of interest for the design of an Auxetic foam structure was identified based on the experimental data under sampling frequency \( f_s = 100 \, \text{Hz} \) as

\[
f(k) = \theta_1(A, V)y^2(k) + \theta_2(A, V)y(k-1) + \theta_3(A, V)y(k-2) + \theta_4(A, V)y^2(k-3) + \theta_5(A, V)y(k-1) + \theta_6(A, V)y(k) + \theta_7(A, V)y(k)y(k-1) + \theta_8(A, V)y(k)y(k-1)
\]

where \( y(k) \) and \( f(k) \) represent the input displacement (mm) and the output force (N), respectively. \( A \) and \( V \) are the design parameters representing the axial and volume ratio of the foam, and \( \theta_m(A, V), m = 1, \ldots, 8 \) are polynomial functions of \( A \) and \( V \) with their values under 4 different pairs of \( A \) and \( V \) shown in Table 1 in Appendix 2.

Due to vibration energy dissipation properties, Auxetic foam can be used in a vibration isolation system as shown in Fig. 7, where \( u(t) \) is the force input, \( y(t) \) is the displacement output, and \( f_{\text{out}}(t) \) represents the force transmitted to the ground.

The dynamic model of the isolation system in Fig. 7 is given by

\[
m \ddot{y}(t) + f_{\text{out}}(t) = u(t) + mg
\]

where in this case study, \( m = 5 \, \text{kg} \) and \( g = 9.8 \, \text{m/s}^2 \).

The NDE model (50) can be discretized to produce a NARX model

\[
y(k) = 2y(k-1) - y(k-2) - \frac{\Delta^2}{m} f_{\text{out}}(k-1) + \frac{\Delta^2}{m} u(k-1) + \Delta^2 g
\]

by substituting the central difference [4]

\[
y(k) = \frac{y(k+1) - 2y(k) + y(k-1)}{\Delta^2}
\]

and (49) into (50) with \( \Delta t = 1/f_s = 0.01 \, \text{s} \).

Now, consider design of the manufacturing parameters \( (A, V) \) of the foam structure when the vibration isolation system is subject to the harmonic loading \( u(t) = F_0 \cos(\omega_F t) \) where \( F_0 = 5 \, \text{N} \) and \( \omega_F = 120 \, \text{rad/s} \). In order to conduct the design, as the first step, the standardized model (51) about a stable operating equilibrium should be built. The proposed nonlinear model standardization is, therefore, applied to model (51) of the isolation system following the three standardization steps in Sect. 4 as follows.

\[
\text{Step 1} \text{ Denote } y(k) = \tilde{y}(k) + y_0 \text{ and use Proposition 1 to write the standardized model of system (51) as }
\]

\[
\tilde{y}(k) = 2\tilde{y}(k-1) - \tilde{y}(k-2) - \frac{\Delta^2}{m} f_0(k-1) + \frac{\Delta^2}{m} u(k-1)
\]

where

\[
f_0(k) = \theta_1(A, V)\tilde{y}^2(k) + \theta_2(A, V)\tilde{y}(k-1)\tilde{y}(k-3) + \theta_3(A, V)\tilde{y}(k-1) - \tilde{y}(k-2) + \theta_4(A, V)\tilde{y}^2(k-3) + \theta_5(A, V)\tilde{y}(k-2) + \theta_6(A, V)\tilde{y}(k) + \theta_7(A, V)\tilde{y}(k)\tilde{y}(k-1) + \theta_8(A, V)\tilde{y}(k)\tilde{y}(k-1)
\]

where\( \tilde{y}(k) \) and \( y_0 \) are under different design parameters \( (A, V) \) and \( y_0/\text{mm} \) shown in Table 1 in Appendix 2.

| (A, V)      | (2.13, 5.30) | (1.88, 4.67) | (1.38, 3.43) | (1.13, 2.80) |
|-------------|-------------|-------------|-------------|-------------|
| \( y_{0,1} \) | -6.623      | -6.955      | -7.623      | -8.051      |
| \( y_{0,2} \) | -2.813      | -2.601      | -1.980      | -1.296      |
Table 2 Zero-order NOFRF under different design parameters

| (A, V)      | (2.13, 5.30) | (1.88, 4.67) | (1.38, 3.43) | (1.13, 2.80) |
|-------------|-------------|-------------|-------------|-------------|
| $\bar{y}_0$ | 6.596       | 6.923       | 7.589       | 8.014       |
both $Y(j\omega)$ and $T(j\omega)$ can be described, using the associated output frequency response function (AOFRF) approach proposed in [43] as a complex valued polynomial function of $A$ with the coefficients of the polynomial being dependent on both frequency variable $\omega$ and the system input. For example, a third-order AOFRF representation of the force transmissibility $T(j\omega)$ at $\omega = 120$ rad/s can be obtained using Eq. (62) by evaluating the AOFRF representation of the standardized model output spectrum $Y(j\omega)$ as

$$
T(j120) = (-6.574 + 7.614i)A + (-6.014 + 10.715i)A^2 + (0.786 - 2.389i)A^3
$$

(63)

From (63), how $|T(j120)|$ varies with the changes of $A$ can be determined. The result is shown in Fig. 8. Figure 8 shows that a solution to the optimization problem (60) and (61) can be found as

$$
A = 1.45, V = 3.60
$$

(64)

A comparison of the output force under the optimal design and the output force under $(A,V) = (2.00, 4.97)$, a different choice of the design parameters, is also shown in Fig. 8, indicating that the system under the optimal design does perform better.

This case study demonstrates how the operating point of the Auxetic foam-based vibration isolation system is evaluated using the NOFRFs approach, based on which the standardized model of the system can be determined for the analysis and design. Again, this is difficult to be achieved using the traditional method by simply finding all possible equilibria.

5.3 Case study 3–Application to the compensation for system nonlinearity

Compensation for system nonlinearity has been widely considered in electrical and optical communication systems [19, 44] including, for example, the compensation for pre-distortion in the radio frequency power amplifier in wireless communication systems [19]. The purpose of the nonlinearity compensation is to eliminate the unwanted nonlinear effects of a system on signals passing through the system [44], so that original signals can correctly be restored from the system outputs. The Volterra series approach is one of the most powerful techniques in nonlinearity compensation [45], by which, nonlinear distortions can be reduced by using a cascaded inverse system as shown in Fig. 9a. In Fig. 9a, $H$ represents the nonlinear system that induces nonlinear distortions on input signal $u(k)$, and $Q$ is the inverse of system $H$ that can be determined using the Volterra series approach and used to compensate for the nonlinear distortions [46].

If nonlinear system $H$ is stable at zero equilibrium, its inverse system $Q$ can be determined by first determining the GFRFs $H_n(\omega_1, \cdots, \omega_n)$, $n = 1, \ldots, N$ of system $H$ from the algorithm in Appendix 1a and then finding the corresponding inverse of $H_n(\omega_1, \cdots, \omega_n)$, $n = 1, \ldots, N$ from [47]. The basic principle can be summarized as follows.

The output spectrum of system $H$ in Fig. 9a can be represented by the Volterra series using (5) as

$$
Y(j\omega) = \sum_{n=1}^{N} Y_n(j\omega) = \sum_{n=1}^{N} \frac{1}{\sqrt{n!(2\pi)^{n-1}}} \times \int_{\omega_1+\cdots+\omega_n=0} H_n(\omega_1, \cdots, \omega_n) \prod_{\ell=1}^{n} U(j\omega_\ell) d\sigma_{n,\omega}
$$

(65)

and the output spectrum of the compensating system $Q$ can be represented as
Fig. 9 An illustration of compensation for system nonlinearity, where a Compensation for system nonlinearity around zero stable equilibrium, and b Compensation for system nonlinearity around nonzero equilibrium.

\[ Z(j\omega) = \sum_{n=1}^{N} Z_n(j\omega) = \sum_{n=1}^{N} \frac{1}{\sqrt{n(2\pi)^{n-1}}} \times \int_{\sigma_{1}+\cdots+\sigma_{n} = \sigma} Q_n(\omega_1, \cdots, \omega_n) \prod_{i=1}^{n} Y(j\omega_i) d\sigma_{n, \omega} \]

(66)

Substituting (65) into (66) yields

\[ Z(j\omega) = Q_1(\omega) Y(j\omega) + \frac{1}{2\sqrt{2\pi}} \int_{\sigma_{1}+\sigma_{2} = \sigma} Q_2(\omega_1, \omega_2) \times Y(j\omega_1) Y(j\omega_2) d\sigma_{2, \omega} + \cdots \]

\[ = Q_1(\omega) H_1(\omega) U(j\omega) + \frac{1}{2\sqrt{2\pi}} Q_2(\omega_1, \omega_2) H_2(\omega_1, \omega_2) U(j\omega_1) U(j\omega_2) d\sigma_{2, \omega} + \frac{1}{2\sqrt{2\pi}} Q_3(\omega_1, \omega_2, \omega_3) H_3(\omega_1, \omega_2, \omega_3) U(j\omega_1) U(j\omega_2) U(j\omega_3) d\sigma_{3, \omega} + \cdots \]

(67)

For the purpose of compensating for system nonlinearities, in (67), letting all higher order terms of \( U(j\omega) \) be zeros yields

\[
\begin{align*}
Q_1(\omega) H_1(\omega) &= 1 \\
Q_2(\omega_1, \omega_2) H_2(\omega_1, \omega_2) + Q_2(\omega_1, \omega_2) H_1(\omega_1) H_1(\omega_2) &= 0 \\
&\vdots
\end{align*}
\]

(68)

so that the compensating system \( Q \) can be determined by solving (68) for \( Q_n(\omega_1, \cdots, \omega_n), n = 1, \ldots, N \).

However, when nonlinear system \( H \) has several stable equilibria, before the procedure above can be applied, the model of the nonlinear system needs to be standardized about the equilibrium associated with the input signal to be processed. The standardization involves, as shown in Fig. 9b, determining the system stable equilibrium associated with the input signal to process, and evaluating the GFRFs of the compensating system \( Q \) corresponding to the determined equilibrium. In the following, the nonlinear model standardization will be applied to system (2) to demonstrate how to apply the proposed nonlinear model standardization to address the problem of compensation for the nonlinearities in the system over two different stable equilibria, which are \( y_0 = y_{0,3} = 1 \) and \( y_0 = y_{0,1} = -1 \), respectively. In case (ii) of system (2) and under the operating condition (a) where \( u(k) = 0.1 \cos(20k\Delta t + \varphi) \) with \( \varphi = 0 \), the standardized model can be obtained, using the proposed method, as given by Eq. (36) with \( y_0 = y_{0,3} = 1 \). Under the operating condition (b) where \( u(k) = 0.1 \cos(20k\Delta t + \varphi) \) with \( \varphi = \pi \), the standardized model can be obtained in the same way as

\[ \bar{y}(k) = u(k) - 0.5\bar{y}(k - 1) - 0.5\bar{y}(k - 2) + 1.5\bar{y}^2(k - 1) - 0.5\bar{y}^3(k - 1) \]

(69)

where \( y_0 = y_{0,1} = -1 \).

Under operating condition (a), the standardized model (36) needs to be used for compensation for the system nonlinearity following the procedure proposed in [43] as briefly introduced above and illustrated in Fig. 9b while under operating condition (b) the standardized model (69) needs to be used instead.

It is worth noting that the compensated result can be significantly distorted if a wrong standardized model is used. For example, under operating condition (a) where \( u(k) = 0.1 \cos(20k\Delta t) \), the correct standardized model is (36) and the system’s first and second order GFRFs can be determined from (36) as

\[
\begin{align*}
\Pi_1(\omega_1) &= \frac{\exp(-j\omega_1 \Delta t)}{1 - 0.5 \exp(-j\omega_1 \Delta t) + 0.5 \exp(-j2\omega_1 \Delta t)} \\
\Pi_2(\omega_1, \omega_2) &= -1.5\Pi_1(\omega_1 + \omega_2)\Pi_1(\omega_1) \\
&\quad \times \Pi_1(\omega_2) \exp(-j(\omega_1 + \omega_2) \Delta t)
\end{align*}
\]

(70)

The GFRFs of the corresponding compensating system \( Q \) can then be determined as

\[
\begin{align*}
Q_1(\omega_1) &= \Pi_1^{-1}(\omega_1) \\
Q_2(\omega_1, \omega_2) &= -\Pi_2(\omega_1, \omega_2)\Pi_1^{-1}(\omega_1) \\
&\quad \times \Pi_1^{-1}(\omega_2) Q_1(\omega_1 + \omega_2)
\end{align*}
\]

(71)
Consequently, the compensated signal \( z(k) \) can be obtained from the inverse Fourier transform of its spectrum

\[
Z(j\omega) \approx Q_1(\omega)\mathcal{F}(j\omega) + \frac{1}{2\sqrt{2\pi}} \int_{\omega_1 + \omega_2 = \omega} Q_2(\omega_1, \omega_2)\mathcal{F}(j\omega_1)\mathcal{F}(j\omega_2)d\sigma_{\omega_1,\omega_2}
\]

(72)

as shown in Fig. 10.

Figure 10 shows that the nonlinear distortion induced by system (2) can be well compensated by using the inverse of the standardized model (36), producing a compensated signal such that \( z(k) = u(k) \). However, if the standardized model under the given operational condition is wrongly chosen as model (69), the compensated signal will be significantly distorted in both amplitude and phase as shown in Fig. 11. These results demonstrate the important role of the proposed nonlinear model standardization for the compensation for system nonlinearity, which has applications in many engineering systems.

It is worth noting that there are many approaches that can be used to study nonlinear compensation, and most of these approaches were developed based on the Volterra series representation [44–46, 48]. However, none of these studies have tried to discuss the multi-equilibria issue as these approaches are mainly focused on nonlinearity compensation around a known stable equilibrium [24, 25]. This case study raises the possible multi-equilibria problem with nonlinearity compensation and demonstrates how to apply the proposed approach to resolve this issue.

6 Conclusions

Linearization has been widely applied to study nonlinear systems over a small range about a stable equilibrium. In order to conduct the analysis, design and control of nonlinear systems over a wider range of operation, the Volterra series theory of nonlinear systems is often applied. This needs to transform the original model of nonlinear systems into a form that can be studied using the Volterra series approach. This transformation is referred to as nonlinear model standardization which can be considered to be an extension of the concept of linearization. In the present study, a novel and systematic approach has been developed to conduct the model standardization for nonlinear systems that can be represented by a NARX/NDE model of nonlinear systems. The approach involves the evaluation of the system’s stable equilibrium under the operating condition of interest, and the determination of a standardized nonlinear model about this equilibrium.

The results extend the well-known linearization concept to the nonlinear case to produce a nonlinear model about a stable equilibrium of concern such that the Volterra series and associated approaches for nonlinear systems can be applied for the system analysis and design.

Three case studies have been used to show how to apply the proposed nonlinear model standardization to address different engineering problems including the detection of cracks in beams, the design of Auxetic foam structure for vibration isolation, and
compensation for system nonlinearities. These demonstrate the significance of the proposed nonlinear model standardization in a wide range of engineering practices.
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**Appendix 1**

(a) The GFRFs $H_n(\omega_1, \ldots, \omega_n)$ of the NARX model (1) can be evaluated by using algorithm [27]:

$$
H_n(\omega_1, \ldots, \omega_n) = \sum_{k_1, \ldots, k_n=1}^{K} \prod_{k=1}^{n} \sum_{p=1}^{k_n} \sum_{q=1}^{k_n} \left[ c_{p,q}(k_1, \ldots, k_n) \exp(-j(\omega_1 k_1 + \ldots + \omega_n k_n)\Delta t) \right] X \left[ \sum_{i=1}^{n-p} H_i(\omega_1, \ldots, \omega_n) \right]
$$

(b) The GFRFs $\overline{H}_n(\omega_1, \ldots, \omega_n)$ of the NARX model with a constant term (5) can be evaluated by introducing $H_0$ in algorithm (A1) and (A2) as [25]:

$$
\overline{H}_n(\omega_1, \ldots, \omega_n) = H_n(\omega_1, \ldots, \omega_n) + \sum_{i=1}^{n-p} H_i(\omega_1, \ldots, \omega_n) \exp(-j(\omega_1 k_1 + \ldots + \omega_n k_n)\Delta t)
$$

### Table 3 $\theta_m(A, V)$ under different parameters of $A$ and $V$

| $A, V$ | $\theta_1(A, V)$ | $\theta_2(A, V)$ | $\theta_3(A, V)$ | $\theta_4(A, V)$ |
|--------|------------------|------------------|------------------|------------------|
| (2.13, 5.30) | 10.45 | 10.55 | 10.65 | 10.75 |
| (1.88, 4.67) | 9.35 | 9.45 | 9.55 | 9.65 |
| (1.38, 3.43) | 8.25 | 8.35 | 8.45 | 8.55 |
| (1.13, 2.80) | 7.15 | 7.25 | 7.35 | 7.45 |

### Table 4 $\overline{\theta}_m(A, V)$ under different parameter of $A$ and $V$

| $A, V$ | $\overline{\theta}_1(A, V)$ | $\overline{\theta}_2(A, V)$ | $\overline{\theta}_3(A, V)$ | $\overline{\theta}_4(A, V)$ |
|--------|------------------|------------------|------------------|------------------|
| (2.13, 5.30) | 10.25 | 10.25 | 10.25 | 10.25 |
| (1.88, 4.67) | 9.15 | 9.15 | 9.15 | 9.15 |
| (1.38, 3.43) | 8.05 | 8.05 | 8.05 | 8.05 |
| (1.13, 2.80) | 6.95 | 6.95 | 6.95 | 6.95 |
where $H_0$ is determined from the equilibrium $y_0$, and

$$
\begin{align*}
\Pi_{a,p}(a_1, \ldots, a_n) &= \sum_{p=1}^{n-1} H_0^p \prod_{i=p+1}^{n} (a_1, \ldots, a_n) \\
\Pi_{a,p-1}(a_1, \ldots, a_n) &= \prod_{i=p+1}^{n} (a_1, \ldots, a_n) \\
\Pi_{a,1}(a_1, \ldots, a_n) &= \prod_{i=1}^{n} (a_1, \ldots, a_n)
\end{align*}
$$

(76)

Appendix 2

The parameters of the Auxetic foam structure model (49) and the standardized system model (53) under the constraint of $V = 2.485A$ are shown in Tables 3 and 4, respectively.
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