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Abstract

This paper incorporates the Baidu Index into various heterogeneous autoregressive type series models and shows that the Baidu Index is a superior predictor of realized volatility in the SSE 50 Index. Furthermore, the predictability of the Baidu Index is found to rise as the forecasting horizon increases. We also find that continuous components enhance predictive power across all horizons, but that increases are only sustained in the short and medium terms, as the long-term impact on volatility is less persistent. Our findings should be expected to influence investors interested in constructing trading strategies based on realized volatility.
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Introduction

Forecasting return volatility is a crucial task in investment, option pricing, and risk management. There are two main ways of forecasting return volatility: The first employs the implied volatility derived from option prices as a key predictor. Assessing this method, Latané and Rendleman (1976) and Chiras and Manaster (1978) show that implied volatility performs better than historical standard deviations, where implied volatility is based on past volatility—e.g., realized volatility and jumps (Busch et al. 2011; Christensen and Prabhala 1998). The second way is inferring information from historical data and incorporating data into a GARCH-type model (Bollerslev 1986; Glosten et al. 1993) and a stochastic volatility (SV) model (Harvey et al. 1994). However, these model types rely on low-frequency data—i.e., daily, weekly, or monthly data.

Notably, Andersen et al. (2003) found that models using high-frequency data outperform GARCH-type and SV models due to the fact that the low-frequency data omit important intraday information (Carnero et al. 2004). In light of the past frequently of collection of historical data, various variables and models have been proposed. Initially, Andersen and Bollerslev (1998) suggested using the realized volatility (RV), computed by summing the squared intraday returns. Following this, it was accepted that both the GARCH and SV models can be measured at a high-frequency level, but that the RV is more objective (Barndorff-Nielsen and Shephard 2001; Fleming et al. 2003). In any case, the Internet has fundamentally changed information diffusion patterns in the stock market in the time since, such that scholars began to consider the Internet as one of the...
most important information sources, incorporating this into the prediction models—
e.g., Internet news (Chua and Tsiaplias 2018; Zhang et al. 2016), Twitter (Behrendt &
Schmidt 2018; Li et al. 2017), Sina Weibo (Jin et al. 2016), Internet stock message boards
(Li et al. 2018), and Google Trends (Da et al. 2011; Dimpfl and Jank 2016). Reflecting the
present impact of Internet information sources, this paper employs Internet data to fore-
cast stock return volatility.

This paper focuses on the Chinese stock market because this market is dominated by
individual investors and there is a large number of “netizens.” A recent survey of Shen-
zhen Stock Exchange (2018) shows that individual investors accounts for 75.1% of the
total in Mainland China equities market. By contrast, individual investors account for
only 27% and 12.4% of the U.S. equities market (U.S. Securities and Exchange Commiss-
ion 2013) and the London Stock Exchange (U.K. Office of National Statistics 2020),
respectively. According to the 44th China Statistical Report on Internet Development
(China Internet Network Information Center 2019), there are about 854 million “neti-
zens” in China. These country-level characteristics provide a rare opportunity to inves-
tigate the predictability of individual investors’ information-seeking behavior for return
volatility, where the Baidu Index is selected as an appropriate proxy for individual inves-
tors’ information-seeking behavior, given that, as illustrated by Zhang et al. (2013),
the Baidu Index provides more authentic, scientific, and objective results than Google
Trends.\

For the empirical design, we consider the constituent stocks of the SSE 50
Index, comparing various forecasting models deriving from Corsi’s (2009) heterogene-
ous autoregressive (HAR) model. The HAR-type models consider multiscaling features
of financial data, where different market participant actions generate different volatil-
ity components. Thus, HAR-type models not only produce long-memory volatility (over
months), but also deliver clear economic interpretations, which perform better than
fractional integration models. Notably, standard GARCH and SV models are not able to
reproduce all these features.

Specifically, we construct a novel HAR-type model by incorporating the Baidu Index—
i.e., the HAR-RSV-B model, which contains positive and negative realized semivariance,
to forecast RV. Therefore, our paper contributes to the existing literature in two ways.
Firstly, it contributes to the forecasting literature (e.g., Andersen et al. 2007; Corsi and
Reno 2009; Shen et al. 2017) by advocating for the use of a novel and superior predi-
tor—i.e., a weighted Baidu Index. In particular, we find that its predictive ability is more
accurate in the long-run, which is interesting as most studies analyzing the Internet
communication effect focus on the performance of investor attention in the short term
(e.g., Audrino et al. 2020; Bollen et al. 2011; Hamid and Heiden 2015; Ramos et al. 2020;
Tantaopas et al. 2016; Vozyublennaia 2014). Secondly, our findings accord with recent
studies on the interdependence between Internet-based activities and stock market per-
formance (Ping and Li 2018; Wen et al. 2019; Yuan 2019). Our study analyzes the predic-
tive power of jump and continuous components, semivariance, and signed jumps that
coexist with investor attention and provide evidence regarding the mechanisms of con-
tinuous (Andersen et al. 2007) and jump components (Martens et al. 2009).

\[1\] For a detailed illustration, refer to Sect. Realized volatility: Description of Baidu Index of Zhang et al. (2013).
The remainder of this paper is organized as follows. Section Literature review reviews the relevant literature; Sect. Methodology outlines the methodological approach; Sect. Data describes the data used; Sect. Empirical results and discussion presents the results; and Sect. Conclusion concludes.

**Literature review**

With more and more frequently collected (intraday) historical data becoming commonplace in financial markets, more sophisticated methods of forecasting return volatility have recently been demanded. Although Blair et al. (2001) found that intraday data only provided little added benefit in implied volatility. The empirical results of Martens and Zein (2002) and Pong et al. (2004) indicate that implied volatility is able to forecast at least as accurately as GARCH models using high-frequency data. So, recent studies have identified a trend of convergence between various methods: Koopman et al. (2005) introduced RV into a GARCH model to perfect the forecast performance, Deo et al. (2006) combined an ARFIMA model with a stochastic volatility model to forecast realized volatility, Dobrev and Szerszen (2010) estimated stochastic volatility by realized volatility measures, Hansen et al. (2012) proposed a measurement equation that added the realized measure to the conditional variance of returns, and Shin and Shin (2019) applied a vector error correction model to take advantage of the cointegration relation between realized volatility and implied volatility.

Intraday data contains many forms of disaggregated information that can improve the accuracy of volatility predictions. Andersen et al. (2004) showed that simple time series models based on RV outperform GARCH-class models. In their 2004 study, Barndorff-Nielsen and Shephard produced an asymptotic model to separate quadratic variation into its continuous and jump components. When these two parts are incorporated into the HAR model, the relevant HAR-CJ models appear (Andersen et al. 2007). The literature initially considered jumps to exhibit weak forecasting ability because of their high prevalence and less enduring nature; but continuous components to be exactly opposite (Andersen et al. 2007; Forsberg and Ghysels 2006). However, in finding a small sample bias for bi-power variation in computing jumps, Corsi et al. (2010) proposed that jumps also have a significant impact on future volatility.

Additionally, semivariance is an important measurement. However, since numerous empirical studies (e.g., Chunhachinda et al. 1997; Fama 1965) show that security returns are not symmetrically distributed, a variable is needed to measure the investment risk. Semivariance, as introduced by Markovitz (1959), is one of the common downsides to risk measures (Huang 2008a). However, Choobineh and Branting (1986) specify optimal estimators for semivariance, and semivariance is applied in asset pricing models by Ang et al. (2006) and in portfolio choice by Huang (2008b), as well as in other sectors.

The use of realized volatility has advantages for long-memory models (Koopman et al. 2005). These long-memory fractional integration models were popular in the past (Shin 2018), but, more recently, diverse modifications based on the HAR model have been proposed by the literature. For instance, Corsi and Reno (2009) added negative returns to investigate the asymmetric leverage effect, a number of empirical analyses indicated that leveraged HAR models improve forecasting ability (e.g., Asai et al. 2012; Audrino
and Knaus 2016), and Patton and Sheppard (2015) constructed various HAR-type models with realized semivariance and jumps.

Through more recent studies, scholars continued to improve the ability of models to forecast stock market volatility. Wu and Hou (2019) and Yuan (2019) find that time-varying parameters have greater forecasting accuracies than constant parameters, Wang et al. (2019) find that time-varying transition probabilities (TVTPs) also help the Markov-switching heterogeneous autoregressive (MS-HAR) model perform better, Ma et al. (2019) construct a new jump component in the U.S. stock market, and Ping and Li (2018) propose a truncated two-scale realized volatility (TTSRV) estimator as the continuous part of RV.

The study of the determinants of realized volatility is mainly divided into two aspects. The first relates to the investor agent and participant behavior. In this area of study, Lux and Marchesi (1999) found that noise trade can generate large fluctuations in periods of high volatility, Foucault et al. (2011) showed that retail traders contribute to about 23% of volatility in stock returns, and Barber and Odean (2008) discovered that individual investors are net buyers of attention-grabbing stocks. The second aspect is the effects of related factors on volatility. For instance, Peltomäki et al. (2018) estimate three practical innovations of the investor attention variable in equity and currency markets, Andrei and Hasler (2015) find that both attention and uncertainty are key determinants of asset prices, and Hervé et al. (2019) find investor attention and the participant structure of the market to be closely related.

There are two primary methods of measuring investor attention. The first is direct measurement from the asset itself. Avramov et al. (2006) classify informed and uninformed traders by trade sizes. Many attention-grabbing events are proposed and confirmed, like unusual trading volumes and extreme returns (Barber and Odean 2008), and returns and record events of broader market indices (Yuan 2015; Hu et al. 2020, 2021). The second is indirect proxies related to the asset. As investors now commonly use the Internet as a primary information channel, many recent studies have constructed novel proxies, linking them to investors’ psychological biases.

Methodology
This section provides an empirical definition of volatility and of the components extracted from intraday data and the Baidu Index that will be used in our models (i.e., continuous components, semivariance, signed jumps, and investor attention).

Realized volatility
For a given day \( t \) and sample frequency \( 1/N \), the daily realized volatility proposed by Andersen and Bollerslev (1998) is defined as:

\[
RV_{t,N} = \sum_{j=2}^{N+1} r^2_{t,j}
\] (1)

Many novel proxies based on Internet information have been described in the Introduction. For brevity, we do not repeat them in this section.
where \( r_{t,j} = 100 (\ln P_{t,j} - \ln P_{t,j-1}) \) is an intraday return \((j = 2, \ldots, N + 1)\) on day \( t \). \( P_{t,j} \) is the last price at time \( j \) on day \( t \). Therefore, there are \( N \) intervals and \( N + 1 \) intraday closing prices in one trading day. The call market dominates price discovery (Ellul et al. 2009), and is also a part of daily variance. As such, we adjust the realized volatility to:

\[
RV_t = RV_{t,N} + r^2_{t,1} = \sum_{j=1}^{M} r^2_{t,j}
\]

(2)

where \( r_{t,1} = 100 (\ln P_{t,1} - \ln P_{t-1,end}) \) is the call auction variance on day \( t \), \( P_{t,1} \) is the opening price of continuous trading on day \( t \), and \( P_{t-1,end} \) is the closing price on day \( t - 1 \). \( RV_t \) is the daily complete realized volatility on day \( t \). The length of the supplemental return series \( r_{t,j} \) is \( M = N + 1 \).

Jump and continuous components

We employ a standard jump-diffusion process to estimate the log price of the SSE 50 index \( p(t) \) on a trading day:

\[
dp(t) = \mu(t)dt + \sigma(t)dW_t + \kappa dq_t
\]

(3)

where \( \mu(t) \) and \( \sigma(t) \) denote the drift and instantaneous volatility, \( W_t \) is a standard Brownian motion and \( \kappa dq_t \) is the pure jump component. Barndorff-Nielsen and Shephard (2004) prove that when \( M \rightarrow \infty \) daily realized volatility is a consistent estimator of quadratic variation \( QV_t \):

\[
RV_t \xrightarrow{M \rightarrow \infty} QV_t = \int_{t-1}^{t} \sigma^2_s ds + \sum_{t-1<s\leq t} \kappa^2_s
\]

(4)

where \( \int_{t-1}^{t} \sigma^2_s ds \) is an integrated variation of the continuous component and \( \sum_{t-1<s\leq t} \kappa^2_s \) is the jump component. Meanwhile, the continuous component can be estimated by the realized bi-power variation (RBV) proposed by Barndorff-Nielsen and Shephard (2004):

\[
RBV_t = \mu_1^{-2} \frac{M}{M-2} \sum_{j=3}^{M} \left| r_{t,j} \right| \left| r_{t,j-2} \right|
\]

(5)

where \( \mu_p = E(|Z|_p) = 2p^{p/2} \Gamma((p+1)/2)/\Gamma(1/2) \) is the mean of the absolute value of a standard normally distributed random variable and \( RBV \) is a consistent estimator of integrated variation. Following Barndorff-Nielsen and Shephard (2006) and Huang and Tauchen (2005), we use \( Z \)-statistics to test the significance of the jump component:

\[
Z_t = \frac{(RV_t - RBV_t)RV_{t,-1}^{-1}}{\sqrt{\frac{\mu_1^{-4} + 2\mu_2^{-2} - 5}{M} \max(1, \frac{RTQ_t}{RBV_t})}}
\]

(6)

where \( RTQ_t = M \mu_4^{-4} \left( \frac{M}{M-4} \right) \sum_{j=5}^{M} \left| r_{t,j} \right|^{4/3} \left| r_{t,j-2} \right|^{4/3} \left| r_{t,j} \right|^{4/3} \) is the jump-robust realized tri-power quarticity statistic, \( \mu_1 = \sqrt{2/\pi} \) and \( \mu_4 = 2 \Gamma(\frac{4}{6}) \Gamma(\frac{1}{2})^{-1} \).

Thus, the jump component \( f_t \) can be defined as:
\[ I_t = (RV_t - RBV_t) \times I_{[Z_t > \Phi_u]} \]  \hspace{1cm} (7)

where \( I(\cdot) \) is the indicator function used to identify the significance and the significance threshold \( \alpha \) is 0.99, as per Andersen et al. (2007). Thus, the remainder of the realized volatility is continuous variation \( C_t \), which can be calculated as:

\[ C_t = RBV_t \times I_{[Z_t > \Phi_u]} + RV_t \times I_{[Z_t \leq \Phi_u]} \]  \hspace{1cm} (8)

**Semivariance and signed jumps**

The realized semivariance is proposed by Barndorff-Nielsen et al. (2008). The negative realized semivariance estimator is defined as:

\[ RSV_t^- = \sum_{j=1}^{M} r_{ij}^2 \times I_{[r_{ij} < 0]} \]  \hspace{1cm} (9)

Whilst the positive realized semivariance estimator is written as:

\[ RSV_t^+ = \sum_{j=1}^{M} r_{ij}^2 \times I_{[r_{ij} > 0]} \]  \hspace{1cm} (10)

The signed jumps defined by Patton (2011) can be constructed as:

\[ \Delta I_t = RSV_t^+ - RSV_t^- \]  \hspace{1cm} (11)

Furthermore, the signed jumps can be divided into positive signed jumps \( \Delta I_t I_{[\Delta I_t > 0]} \) and negative signed jumps \( \Delta I_t I_{[\Delta I_t < 0]} \).

**Investor attention based on the Baidu Index**

The Baidu Index is based on the number of times users search for keywords, such that it reflects the interest of search engine users to content related to keywords. When investors are interested in one stock, they may search for the security name or its company name in a search engine. However, other users, who are not investors, are more likely to search the company name for contact or recruitment information rather than investment information. Therefore, as a proxy for investor attention, the search query volume of a company name is likely to include a lot of noise, such that the Baidu Index of a security name is more effective. Thus, to investigate the attention given to a security market index, we compute the capitalization-weighted sum of the aggregate Baidu Index of market index components, not market index name, as the proxy variable (Zhang and Wang 2015). Because individual investors are more likely to influence the market index fluctuations by dealing stocks than by trading stock index futures, and generally, institutional investors also do not search for stock index futures before trading them. Thus, the proxy variable for investor attention, \( B_t \), is defined as:

\[ B_t = \frac{\sum_{c=1}^{S} (cap_{c,t} \cdot \ln(1 + b_{c,t}))}{\sum_{c=1}^{S} cap_{c,t}} \]  \hspace{1cm} (12)
where \( \text{cap}_{c,t} \) is the market capitalization of component security \( c \) in the given market index on day \( t \) and \( b_{c,t} \) is the Baidu Index of the component security name. \( S \) is the number of shares in the market index.

**Model specifications**

This paper uses 22 models: 11 existing models and 11 models created for this analysis. These new models are nested models, formulated by adding \( B \) to previous models.

**Model 1: HAR-RV**

The HAR model, as proposed by Corsi (2009), forms the basis of all the models used in our research because it reproduces the long-memory effect of asset volatility. It is specified as:

\[
RV_{t+1,t+h} = \beta_0 + \beta_1 RV_t + \beta_2 RV_{t-4, t} + \beta_3 RV_{t-21, t} + \epsilon_t
\]

where \( h \) is the forecasting horizon, \( RV_{t+1,t+h} \) is the average realized volatility from \( t+1 \) to \( t+h \), and \( RV_{t+1,t+h} = (RV_{t+1} + RV_{t+2} + \cdots + RV_{t+h})/h \). The forecasting result considers the last 1-day, 1-week, and 1-month realized variance, which, according to Corsi (2009), correspond to short-term, medium-term and long-term effects.

**Model 2: HAR-RV-J**

Andersen et al. (2007) developed their HAR-RV-J model to improve forecast accuracy, adding the last daily jump component to the HAR-RV model to produce:

\[
RV_{t+1,t+h} = \beta_0 + \beta_1 RV_t + \beta_2 RV_{t-4, t} + \beta_3 RV_{t-21, t} + \beta_4 J_t + \epsilon_t
\]

where \( J_t \) is the jump variation on day \( t \), as computed by Eq. (7).

**Model 3: HAR-CJ**

The HAR-CJ model proposed by Andersen et al. (2007) is also based on the HAR-RV model, disaggregating realized volatility in each horizon into jump and continuous components, as below:

\[
RV_{t+1,t+h} = \beta_0 + \beta_1 C_t + \beta_2 J_t + \beta_3 C_{t-4, t} + \beta_4 J_{t-4, t} + \beta_5 C_{t-21, t} + \beta_6 J_{t-21, t} + \epsilon_t
\]

where \( C_t \) is the continuous component on day \( t \) defined in Eq. (8), \( C_{t-4, t} \) is the average continuous variation over the period \([t-4, t]\), and \( C_{t-21, t} \) is the average of the month-lag continuous component. \( J_{t-4, t} \) and \( J_{t-21, t} \) are the average weekly and monthly jumps, respectively.

**Model 4: PS**

The PS model proposed by Patton and Sheppard (2015) decomposes daily realized volatility into positive and negative realized semivariance, as below:

\[
RV_{t+1,t+h} = \beta_0 + \beta_1^- RSV_t^- + \beta_1^+ RSV_t^+ + \beta_2 RV_{t-4, t} + \beta_3 RV_{t-21, t} + \epsilon_t
\]

where \( RSV_t^- \) is the negative realized semivariance defined in Eq. (9) and \( RSV_t^+ \) is the positive realized semivariance specified in Eq. (10).
Model 5: PSLev
The PSLev model adds the leverage effect, as defined by Martens et al. (2009) and generated by negative returns, to the PS model. Patton and Sheppard (2015) proposed assessing if the leverage effect leads to a superior significance of the negative realized semivariance. The model is specified as:

\[ RV_{t+1,t+h} = \beta_0 + \beta_1 RSV_t^- + \beta_1^+ RSV_t^+ + \beta_m I[\{r_t < 0\}] + \beta_3 RV_{t-4,t} + \beta_5 RSV_{t-21,t} + \epsilon_t \]  

where \( RV_t I[\{r_t < 0\}] \) is the leverage effect and \( I[\{r_t < 0\}] \) is the indicator function that only a negative return is valid for computing realized volatility in Eq. (1).

Model 6: HAR-RSV
The model developed by Patton and Sheppard (2015) divides realized volatility into positive realized semivariance and negative realized semivariance to assess whether positive and negative parts have different impacts on forecasting. The model is specified as:

\[ RV_{t+1,t+h} = \beta_0 + \beta_1 RSV_t^- + \beta_1^+ RSV_t^+ + \beta_5 RSV_{t-4,t} + \beta_5^+ RSV_{t-4,t} \]
\[ + \beta_2 RSV_{t-21,t} + \beta_2^+ RSV_{t-21,t} + \epsilon_t \]  

where \( RSV_{t-4,t} \) and \( RSV_{t-4,t}^- \) are average weekly positive and negative semivariance, respectively. \( RSV_{t-21,t}^+ \) and \( RSV_{t-21,t}^- \) are semivariance for the month horizon.

Model 7: HAR-RSV-J
Chen and Ghysels (2011) produce their HAR-RSV-J model by adding the daily lag jump component to the HAR-RSV model, such that this model can be specified as:

\[ RV_{t+1,t+h} = \beta_0 + \beta_1 RSV_t^- + \beta_1^+ RSV_t^+ + \beta_1^+ RSV_{t-4,t} + \beta_3 RSV_{t-21,t} + \beta_3^+ RSV_{t-21,t} \]
\[ + \beta_2 RSV_{t-21,t} + \beta_2^+ RSV_{t-21,t} + \beta_1 J_t + \epsilon_t \]  

Model 8: HAR-RV-SJ
The HAR-RV-SJ model investigates the effect of signed jumps by replacing the daily realized volatility with continuous component and signed jumps in HAR-RV models. It is specified as:

\[ RV_{t+1,t+h} = \beta_0 + \beta_1 \Delta J_t + \beta_3 C_t + \beta_5 RV_{t-4,t} + \beta_5 C_t + \beta_5 C_{t-4,t} \]
\[ + \beta_2 \Delta C_{t-4,t} + \beta_2 C_{t-4,t} + \epsilon_t \]  

where \( \Delta J_t \) is the signed jumps on day \( t \), which is defined in Eq. (11).

Model 9: HAR-CSJ
This model is identical to the HAR-CJ model except for the replacement of jump components with signed jumps. We consider longer-period signed jumps than previous HAR-RV-SJ models by specifying that:

\[ RV_{t+1,t+h} = \beta_0 + \beta_1 \Delta J_t + \beta_3 J_t + \beta_5 J_{t-4,t} + \beta_5 J_{t-4,t} \]
\[ + \beta_2 J_{t-21,t} + \beta_2 J_{t-21,t} + \epsilon_t \]  

where \( \Delta J_{t-4,t} \) and \( \Delta J_{t-21,t} \) are week-lag and month-lag signed jumps.
Model 10: HAR-RV-SJd
The HAR-RV-SJd model represents an improvement over the HAR-RV-SJ model by dividing daily signed jumps into positive signed jumps and negative signed jumps, as below:

\[
RV_{t+1,t+h} = \beta_0 + \beta_{\Delta_1 J} \Delta I_{[\Delta_t < 0]} + \beta_{\Delta_1 J} \Delta I_{[\Delta_t > 0]} + \beta C I + \\
\beta_5 RV_{t-4,t} + \beta_{22} RV_{t-21,t} + \epsilon_t,
\]

where \( \Delta I_{[\Delta_t < 0]} \) is the negative daily signed jump and \( \Delta I_{[\Delta_t > 0]} \) is the positive daily signed jump.

Model 11: HAR-CSJd
The HAR-CSJd was proposed by Sévi (2014) and considers many previously stated factors, including dividing signed jumps into positive and negative parts, long-period variables and continuous components. It is written as:

\[
RV_{t+1,t+h} = \beta_0 + \beta_{\Delta_1 J} \Delta I_{[\Delta_t < 0]} + \beta_{\Delta_1 J} \Delta I_{[\Delta_t > 0]} + \beta C I + \\
\beta_{\Delta 4,t} \Delta I_{[\Delta_t - 4t < 0]} + \beta_{\Delta 4,t} \Delta I_{[\Delta_t - 4t > 0]} + \beta C 5 C_{4,t} + \\
\beta_{\Delta 21,t} \Delta I_{[\Delta_t - 21t < 0]} + \beta_{\Delta 21,t} \Delta I_{[\Delta_t - 21t > 0]} + \beta C 22 C_{21,t} + \epsilon_t
\]

Model 12: HAR-RV-B
The HAR-RV-B model is a new specification that adds investor attention to the HAR-RV model. We concentrate on the forecast accuracy improvement that \( B \) provides, by specifying:

\[
RV_{t+1,t+h} = \beta_0 + \beta_1 RV_t + \beta_5 RV_{t-4,t} + \beta_{22} RV_{t-21,t} + \beta BB_t + \epsilon_t
\]

where \( B_t \) is the capital-weighted Baidu Index defined in Eq. (12).

Model 13 to 22: B Models
We then develop ten further models by adding \( B_t \) to Models (2) to (11) to make Models (12) to (22), which all end with “−B.” To avoid repetition, we omit the descriptions of these new models, but Table 1 displays the names and IDs of all 22 models.

Model comparison
The model comparison consists of in-sample analysis and out-of-sample analysis, with OLS regression applied to investigate the aptness of a linear explanation. According to Giot and Laurent (2007), an out-of-sample analysis is the only effective way to evaluate forecasting performance in realized volatility. Generally, the DMW statistic, developed by Diebold and Mariano (1995) and West (1996), is widely used within the forecasting literature.

The DMW test needs a loss function to measure the difference between a real value and a forecasted result in the out-of-sample period. As we use a proxy to estimate the volatility
instead of observing it directly, a robust loss function is needed to rank two competing models unbiasedly (Patton 2011). As a result of its robustness, Patton (2011) proposes the Q-LIKE loss function, which is defined as:

$$L(\hat{\sigma}^2, v) = \log v + \frac{\hat{\sigma}^2}{v}$$  \hspace{1cm} (25)$$

where $\hat{\sigma}^2$ is a conditionally unbiased volatility proxy, such as realized volatility and $v$ is the forecasted volatility. Then, the difference in loss function for Models A and B at time $t$ is defined as:

$$d_{t,[A,B]} = L(\hat{\sigma}^2_t, v_t^A) - L(\hat{\sigma}^2_t, v_t^B)$$  \hspace{1cm} (26)$$

With a given rolling window size, the moving process will compute a series of losses. The DMW statistic is then given by:

$$DM - QLIKE_{[A,B]} = \frac{-d_{[A,B]}}{\sqrt{\text{Var}\left(d_{[A,B]}\right)}}$$  \hspace{1cm} (27)$$

where $d_{[A,B]}$ is the mean of the difference and $\text{Var}\left(d_{[A,B]}\right)$ is an approximate asymptotic standard variance, which can be estimated as:

$$\text{Var}\left(d\right) = \frac{1}{P} \left( \hat{\gamma}_0 + 2 \sum_{k=1}^{h} \hat{\gamma}_k \right)$$  \hspace{1cm} (28)$$

where $P$ is the length of the loss series and $h$ is the forecast horizon. $\gamma_k$ is the autocovariance of $d_t$, which can be computed by:

| Table 1 Models specifications |
|-------------------------------|
| **Existing models**           | **New models**               |
| **ID** | Model name | Reference | Equation number | **ID** | Model name | Equation number |
| 1 | HAR-RV | Corsi (2009) | (13) | 12 | HAR-RV-B | (24) |
| 2 | HAR-RV-J | Andersen et al. (2007) | (14) | 13 | HAR-RV-J-B |   |
| 3 | HAR-CJ | Andersen et al. (2007) | (15) | 14 | HAR-CJ-B |   |
| 4 | PS | Patton and Sheppard (2015) | (16) | 15 | PS-B |   |
| 5 | PSLev | Patton and Sheppard (2015) | (17) | 16 | PSLev-B |   |
| 6 | HAR-RSV | Patton and Sheppard (2015) | (18) | 17 | HAR-RSV-B |   |
| 7 | HAR-RSV-J | Chen and Ghysels (2011) | (19) | 18 | HAR-RSV-J-B |   |
| 8 | HAR-RV-SJ | Patton and Sheppard (2015) | (20) | 19 | HAR-RV-SJ-B |   |
| 9 | HAR-CSJ | Sévi (2014) | (21) | 20 | HAR-CSJ-B |   |
| 10 | HAR-RV-Sjd | Patton and Sheppard (2015) | (22) | 21 | HAR-RV-Sjd-B |   |
| 11 | HAR-CSJd | Sévi (2014) | (23) | 22 | HAR-CSJd-B |   |
\[ \hat{y}_k = \frac{1}{P} \sum_{t=k+1}^{n} \left( d_t - \bar{d} \right) \left( d_{t-k} - \bar{d} \right) \]  

(29)

However, the DMW statistic is inappropriate when comparing nested models. Clark and West (2007) adjust the mean squared prediction error (MSPE) and propose the CW statistic. The MSPE of a parsimonious model is expected to be smaller than that of a larger model, as an MSPE-adjusted model is needed to account for the noise (Clark and West 2007).

By way of explanation, we take Model B as the larger model which nests the smaller Model A. \( h \)-day ahead forecasts are conducted at time \( t \), such that the real value at time \( t + h \) is \( y_{t+h} \) and the forecasts of the two models are \( \hat{y}_{1t,t+h} \) and \( \hat{y}_{2t,t+h} \) with corresponding forecast errors \( y_{t+h} - \hat{y}_{1t,t+h} \) and \( y_{t+h} - \hat{y}_{2t,t+h} \). Generally, the sample MSPE is computed by \( (y_{t+h} - \hat{y}_{1t,t+h})^2 \) and \( (y_{t+h} - \hat{y}_{2t,t+h})^2 \). Improving on this form, the adjusted MSPE is defined as:

\[ \hat{f}_{t+h} = (y_{t+h} - \hat{y}_{1t,t+h})^2 - \left( (y_{t+h} - \hat{y}_{1t,t+h})^2 - (\hat{y}_{1t,t+h} - \hat{y}_{2t,t+h})^2 \right) \]  

(30)

Letting \( \hat{f} \) be the sample average of \( \hat{f}_{t+h} \), the test statistic becomes:

\[ \sqrt{P \, \hat{f} \var{\hat{f}_{t+h} - \hat{f}}} \]  

(31)

where \( P \) is the forecasting length. We reject the null hypothesis if the statistic is greater than +1.282 at a 10% significant level and +1.645 at a 5% level.

**Data**

This paper uses data from the SSE 50 Index of China’s securities market. The SSE 50 Index contains 50 stocks of the Shanghai Stock Exchange that are sufficiently large in scale and have good liquidity, and are broadly representative of Chinese enterprises. The sampling frequency of realized variance is five minutes because very few frequencies can beat standard five-minute realized volatility measures in forecasting exercises (Liu et al. 2015). We downloaded all five-minute high-frequency price data from the RESSET dataset.

The Baidu Index data is taken from https://index.baidu.com, which supplies separate indices for different client devices and geographical regions. However, we use the complete index from all regions and devices to investigate the attention of the whole market. We downloaded the component security list, security name, and weight on each trading day from the RESSET dataset.

The investor attention \( B_t \), defined in Eq. (12), is a weighted aggregate measure of the Baidu Index for all SSE 50 companies, except those securities whose names are not included in the keyword directory. Figure 1 illustrates the time series of \( B_t \) over the

---

3 The Baidu Index (https://index.baidu.com/Helper/?tpl=help) provides data updates daily. The previous day’s Baidu Index is usually available before the beginning of market trading.
entire sample period. It shows that investor attention boomed in 2015, when the Chinese stock market was experiencing large fluctuations. In other periods, fluctuations are not as exaggerated and occur over shorter periods.

Since Baidu only began publishing its “Baidu Index” product in January 2011, the study’s sample period is from January 2011 to May 2019. We remove all non-trading days and obtain 2029 daily observations. Each record contains one realized volatility, $RV_t$, the jump component, $J_t$, the continuous component, $C_t$, the positive semivariance, $RSV_t^+$, the negative semivariance, $RSV_t^-$, signed jumps $\Delta J_t$, and investor attention, $B_t$, for that day.
The logarithm of daily returns, realized volatility and signed jumps for the SSE 50 are shown by Fig. 2. Periods of relatively low volatility clustering are observed in 2013 and 2018, with a period of very high volatility in 2015. Daily returns and signed jumps are prone to large fluctuations, often moving in unison. Additionally, we find that negative signed jumps are more likely to cause higher volatility in 2013, 2015, and 2018, as would be expected when forecasting short-term volatility.

Figure 3 compares the autocorrelation of realized volatility ($RV$), positive realized semivariance ($RSV^+$), negative realized semivariance ($RSV^-$), continuous components ($C$), jump components ($J$), and signed jumps ($\Delta J$). The results for $RV$, $RSV^+$, $RSV^-$, and $C$ all reveal autocorrelation and long-memory processes, but the continuous component displays a more regular autocorrelation. We observe that $J$ and $\Delta J$ are only autocorrelated over only one day, indicating that long-term jumps and signed jumps are almost impossible to predict.

Table 2 reports the statistical properties of all variables for all models. It reveals that the average value of daily, weekly, and monthly variables is approximately equal, but that the variance gradually decreases as the timespan increases. According to the Ljung-Box Q-statistic results, all the variables reject the null hypothesis, and show dynamic dependence at a lag of 5, 10, and 15 days. This phenomenon is beneficial for our regression models. The last column of Table 2 shows the results of an augmented Dickey-Fuller test, which indicates that all variables are stable time series except for monthly mean realized volatility, $RV_{t-21,t}$, the monthly continuous component, $C_{t-21,t}$, and investor attention, $B_t$.

Empirical results and discussion

This section provides the main results. Firstly, an in-sample analysis of all 22 models forecasting average realized volatility for 1–66 days is provided. We then compare the out-of-sample performance of both existing models and new models. The number of daily observations in our sample is 2008 (from January 2011 to May 2019). These observations are divided into two subgroups: in-sample volatility data covering the first 1000 days and out-of-sample data covering the remaining 1008 days.

In-sample analysis

We estimate Models (1) to (22) introduced in the previous section through OLS regression for $h = 1–66$ (a forecasting horizon ranging from 1 to 66 days that covers the short term, medium term and long term). This provides a clear picture of the performance of each model and the predictive power of various components.

First, Fig. 4 compares the performance of existing models and new models by plotting the mean adjusted $R^2$ of each model type. These values are high in the short-term but are much lower when the forecast horizon is longer than 15 days. As the time range increases, the gap between existing models and new models is found to widen and the new models perform even better in long-term forecasting. Evidently, it is investor attention ($B_t$) that improves the precision of forecasts.

Table 3 presents more model-specific results over different time horizons. When predicting the realized volatility of the next day, the results of old models and new models are found to be very similar, as the Baidu Index only improves accuracy in poor models.
Fig. 3 Sample autocorrelation functions for realized volatility (RV), positive realized semivariance ($RSV^+$), negative realized semivariance ($RSV^-$), continuous component (C), jump component (J) and signed jump ($\Delta J$).
Table 2 Summary statistics for all variables

|                  | Mean   | Std     | Skewness | Kurtosis | Q(5)       | Q(10)      | Q(15)      | ADF test |
|------------------|--------|---------|----------|----------|------------|------------|------------|----------|
| \( RV_t \)       | 2.0356 | 4.3549  | 8.4772   | 102.1690 | 3000.5***  | 4064.5***  | 4600.5***  | −19.0158*** |
| \( RV_{t-4,t} \) | 2.0302 | 3.5615  | 6.8019   | 7072.3***| 9618.7***  | 10.852***   | 1.5736     |
| \( RV_{t-21,t} \)| 2.0255 | 2.8059  | 4.3552   | 23.1870  | 9510.3***  | 17.147***   | 22.623***  |
| \( J_t \)        | 0.3226 | 2.0344  | 17.7191  | 409.9864 | 1036***     | 110.5***    | 125.0***   |
| \( J_{t-4,t} \)  | 0.3222 | 1.0651  | 9.6433   | 124.0903 | 3311.8***  | 3434.2***   | −11.6409***|
| \( J_{t-21,t} \)| 0.3199 | 0.5934  | 4.3531   | 24.2468  | 8381.0***  | 16.480***   | −4.2723*** |
| \( C_t \)        | 1.7130 | 3.3405  | 7.0078   | 65.9576  | 4002.3***  | 5655.4***   | 6548.1***  |
| \( C_{t-4,t} \)  | 1.7080 | 2.8584  | 6.0201   | 48.5859  | 7566.3***  | 10.892***   | −4.1946*** |
| \( C_{t-21,t} \)| 1.7056 | 2.3411  | 4.2527   | 24.7815  | 9598.7***  | 17.513***   | −1.3818    |
| \( RSV_t \)      | 1.0354 | 2.7893  | 12.2875  | 225.3263 | 1110.0***  | 1633.2***   | 1890.0***  |
| \( RSV_{t-4,t} \)| 1.0330 | 1.9408  | 6.4176   | 53.8677  | 6129.0***  | 8345.7***   | −6.8134*** |
| \( RSV_{t-21,t} \)| 0.9972 | 1.7340  | 7.3391   | 72.0839  | 7034.2***  | 9332.2***   | −5.2929*** |
| \( \Delta_1 \)   | −0.0352| 2.5151  | −5.7525  | 230.0335 | 143.8***   | 163.2***    | −33.4634***|
| \( \Delta_1 \mid \Delta_1 < 0 \) | −0.3867 | 2.0237 | −17.4996 | 396.7764 | 49.81***   | 85.92***    | −39.6306***|
| \( \Delta_1 \mid \Delta_1 > 0 \) | 0.3515  | 1.3994  | 20.2655  | 603.1561 | 229.6***   | 248.2***    | −39.8506***|
| \( \Delta_4 \)    | −0.0357| 0.9291  | −3.2872  | 45.5140  | 1573.0***  | 1600.9***   | −22.072*** |
| \( \Delta_4 \mid \Delta_4 < 0 \) | −0.2219 | 0.7544 | −7.7952  | 77.4435  | 2286.1***  | 2391.3***   | −1.6804*   |
| \( \Delta_4 \mid \Delta_4 > 0 \) | 0.1861 | 0.4597  | 9.0984   | 145.1430 | 1107.5***  | 1113.3***   | −19.9480***|
| \( \Delta_{21,t} \)| −0.0327 | 0.4005  | −2.2144  | 8.2741   | 6750.3***  | 10.805***   | −9.2129*** |
| \( \Delta_{21,t} \mid \Delta_{21,t} < 0 \) | −0.1329 | 0.3298  | −3.6243  | 15.3696  | 6965.5***  | 11.229***   | 13.247***  |
| \( \Delta_{21,t} \mid \Delta_{21,t} > 0 \) | 0.1002 | 0.1581  | 2.3289   | 6.6759   | 6086.9***  | 9600.1***   | 11.392***  |
| \( \Delta_t \)    | 0.9021 | 39.2789 | 1.7131   | 3.1501   | 9498.5***  | 18.584***   | 27.309***  |

Q(5), Q(10) and Q(15) are the Ljung-Box Q-statistics with 5, 10, 15 trading days lag. The last column is augmented Dickey-Fuller test statistic. ***, **, * indicate statistical significance at 1%, 5% or 10% level, respectively.
Table 3 The adjusted $R^2$ of existing models and new models

|                      | Short-term | Medium-term | Long-term |
|----------------------|------------|-------------|-----------|
|                      | $h = 1$    | $h = 5$     | $h = 10$  |
|                      | Before     | After       | Delta     | Before     | After       | Delta     |
| HAR-RV-type          | 0.317      | 0.331       | 0.014     | 0.478      | 0.509       | 0.030     | 0.491      | 0.535       | 0.044     |
| HAR-RV-J-type        | 0.325      | 0.336       | 0.011     | 0.512      | 0.534       | 0.022     | 0.518      | 0.553       | 0.035     |
| HAR-CJ-type          | 0.346      | 0.354       | 0.008     | 0.539      | 0.556       | 0.018     | 0.551      | 0.580       | 0.029     |
| PS-type              | 0.321      | 0.333       | 0.012     | 0.495      | 0.521       | 0.026     | 0.502      | 0.541       | 0.039     |
| PSLev-type           | 0.324      | 0.335       | 0.011     | 0.509      | 0.533       | 0.023     | 0.514      | 0.551       | 0.037     |
| HAR-RSV-type         | 0.339      | 0.348       | 0.009     | 0.519      | 0.539       | 0.020     | 0.531      | 0.564       | 0.033     |
| HAR-RSV-J-type       | 0.340      | 0.349       | 0.008     | 0.531      | 0.549       | 0.018     | 0.542      | 0.571       | 0.030     |
| HAR-RV-SJ-type       | 0.325      | 0.336       | 0.011     | 0.513      | 0.534       | 0.022     | 0.517      | 0.552       | 0.035     |
| HAR-C SJ-type        | 0.347      | 0.355       | 0.008     | 0.541      | 0.557       | 0.017     | 0.553      | 0.580       | 0.027     |
| HAR-RV-SJd-type      | 0.326      | 0.337       | 0.011     | 0.512      | 0.534       | 0.022     | 0.517      | 0.552       | 0.035     |
| HAR-CSJd-type        | 0.356      | 0.361       | 0.006     | 0.544      | 0.559       | 0.014     | 0.555      | 0.580       | 0.025     |

This table presents the adjusted $R^2$ of existing models (1) to (11) in the column "Before", new models (12) to (22) with investor attention in the column "After" and difference in the column "Delta". The horizon of 1, 5, 10, 22, 44, 66 days cover the short-term, medium-term and long-term.
In forecasting medium-term volatility, the Baidu Index plays a more important role, such that new models perform better. The HAR-CSJd-type models perform the best, producing the highest adjusted $R^2$ values either with or without the Baidu Index, but the gap between HAR-CJ-type, HAR-CSJ-type, and HAR-CSJd-type models is reduced. These three model types with continuous components offer improvements on all other models, whilst the positive and negative semivariance in the HAR-RSV-type and HAR-RSV-J-type models also improve forecasting ability. This confirms the positive impact of disaggregating the realized volatility in prediction.

Finally, we choose the time ranges of 22, 44, and 66 days to assess the accuracy of long-term predictions. As the time horizon increases, the contribution of $B_t$ to all existing models is found to rise, which is consistent with the relationship observed in Fig. 4. For the long-term result, we can still discriminate between models with continuous components, but disparities between new models decrease. The difference between the best new model and the worst new model is 0.050 when $h = 5$, but this value falls to 0.005 when $h = 66$, which indicates the reduced importance of continuous components.

To be able to draw conclusions about the significance of coefficients, we also consider the estimated parameters of new models. Table 4 reports the estimated result for a 1-day horizon and shows that investor attention is statistically significant at the 5% level for all models. In the HAR-RV-B model, the mean realized volatility of the last day and the last week are significantly positive, but $RV_{t-21,t}$ is not. The HAR-CJ-B model leads to a significant increase in explanatory power due to the decomposition of realized volatility. Jumps have a positive impact on the realized volatility in the short term but the coefficients of jumps over the medium and long term are negative, indicating that they offset the impact of short-term jumps, thereby shadowing the conclusions reached by Andersen et al. (2007).

The coefficient $\beta_{J1}$ in the HAR-RV-J-B and HAR-RSV-J-B models cannot show the real effect of $J_{t-1,t}$ because realized volatility and semivariance also contain jump factors. As is defined in Eqs. (7) and (8), the realized volatility is the sum of jump and continuous components, such that, for example, the sum of $\beta_1$ and $\beta_{J1}$ is the actual coefficient of the daily jump component of the HAR-RV-J-B model. In Table 3, we show that the HAR-CJ-B, HAR-CSJ-B, and HAR-CSJd-B models with continuous components of each horizon possess the most explanatory power. The 1-day realized volatility is more closely related to the past short-term and medium-term continuous components.

In Table 4, Rows 4–7 report the results for models with positive and negative semivariance. Comparing with the HAR-RV-B model, the decomposition by positive and negative semivariances contributes to the fit of the predictive regression. The 1-day-lagged negative semivariance has a positive effect on the realized volatility, in line with the significance of the downside risk identified by Barndorff-Nielsen et al. (2008). However, interestingly, the positive semivariance of the last week causes higher volatility, but this does not exhibit a strong leverage effect. In the HAR-RV-SJ-B, HAR-CSJ-B, HAR-RV-SJd-B, and HAR-CSJd-B models, signed jumps defined by subtracting negative semivariance from positive semivariance can be used to predict volatility. The higher adjusted $R^2$ of the HAR-CSJ-B and HAR-CSJd-B models fits the result obtained by Patton and Sheppard (2015), who find that the jump size and sign are the gains from realized jumps. The negative sign of coefficient $\beta_{\delta J1}$ matches the leverage effect of negative semivariance.
Table 4 Regression parameters of new models for 1-day horizon

| Model | \( \beta_0 \) | \( \beta_1 \) | \( \beta_2 \) | \( \beta_{22} \) | \( \beta_{22}^+ \) | \( \beta_3 \) | \( \beta_3^+ \) | \( \beta_{22} \) | \( \beta_{22}^+ \) | \( \beta_{33} \) | \( \beta_8 \) | \( R^2 \) |
|-------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| HAR-RV | -12.363*** | 0.251*** | 0.500*** | -0.050 | 0.324** | 0.258*** | 0.751*** | 0.053 | -0.204*** | -0.510** | 0.268*** | 0.349 | 0.014*** |
|       | (-5.785) | (9.258) | (12.329) | (-1.226) | (9.157) | (6.718) | (12.570) | (0.752) | (-2.113) | (-2.500) | (6.718) | (12.570) | (0.752) |
| RV-B | -10.361*** | 0.393*** | 0.434*** | -0.040 | -0.290*** | 0.331 | 0.434*** | 0.336 | 0.012*** | 0.036 | 0.007*** | 0.035 | 5.946 |
|       | (-4.822) | (10.758) | (10.381) | (-1.005) | (-5.759) | (-5.946) | (-5.946) | (4.963) | (-5.946) | (-5.946) | (-5.946) | (-5.946) | (-5.946) |
| HAR-CJB | -5.852*** | 0.232*** | 0.204*** | -0.510** | 0.258*** | 0.751*** | 0.053 | -0.204*** | -0.510** | 0.258*** | 0.751*** | 0.053 | 0.267 |
|       | (-2.674) | (5.947) | (2.213) | (-2.500) | (12.615) | (12.715) | (12.715) | (12.715) | (12.715) | (12.715) | (12.715) | (12.715) | (12.715) |
| PS-B | -12.812*** | 0.561*** | 0.063 | -0.063 | 0.372*** | 0.002 | 0.229*** | 0.019 | 0.117*** | 0.035 | 0.015*** | 0.033 | 6.221 |
|       | (-6.049) | (13.567) | (-1.577) | (-1.577) | (12.147) | (-0.038) | (3.615) | (3.615) | (2.663) | (2.663) | (2.663) | (2.663) | (2.663) |
| PSlev-B | -12.931*** | 0.569*** | 0.070* | 0.070* | 0.229*** | 0.021 | 0.229*** | 0.021 | 0.117*** | 0.035 | 0.015*** | 0.033 | 6.288 |
|       | (-6.113) | (13.743) | (-1.743) | (-1.743) | (3.615) | (3.615) | (3.615) | (3.615) | (2.663) | (2.663) | (2.663) | (2.663) | (2.663) |
| HAR-RV-B | -12.797*** | 0.561*** | 0.063 | -0.063 | 0.372*** | 0.002 | 0.229*** | 0.019 | 0.117*** | 0.035 | 0.015*** | 0.033 | 6.221 |
|       | (-6.106) | (13.743) | (-1.743) | (-1.743) | (12.147) | (-0.038) | (3.615) | (3.615) | (2.663) | (2.663) | (2.663) | (2.663) | (2.663) |
| HAR-RV-B | -12.797*** | 0.561*** | 0.063 | -0.063 | 0.372*** | 0.002 | 0.229*** | 0.019 | 0.117*** | 0.035 | 0.015*** | 0.033 | 6.221 |
|       | (-10.424) | (-10.424) | (-10.424) | (-10.424) | (-10.424) | (-10.424) | (-10.424) | (-10.424) | (-10.424) | (-10.424) | (-10.424) | (-10.424) | (-10.424) |

This table reports the in-sample analysis results of the next trading day. New models denote model (12) to (22). Estimation is by OLS and t-statistic is shown in parentheses. *** , ** indicate statistical significance at 1%, 5% or 10% level, respectively.
in the PS-B, PSLev-B, HAR-RSV-B, and HAR-RSV-J-B models. However, 1-day, 1-week, and 1-month signed jumps have different effects on short-term volatility prediction, which corresponds to the findings from the semivariance. Notably, but perhaps as a result of the nature of the asset assessed, this result contrasts with those obtained by Patton and Sheppard (2015) when analyzing oil future markets. In the stock market, a strong volatility appears likely to follow a positive medium-term semivariance. Thus, overall, the 1-day lagged and 1-week lagged variables are found to be the most important factors in short-term forecasting.

Table 5 reports the in-sample regression result when $h = 5$. The 1-month lagged realized volatility is not statistically significant, but the continuous and jump components extracted from this variable are significant, which indicates that the volatility follows a jump process. The HAR-CJ-B, HAR-CSJ-B, and HAR-CSJd-B models, with different horizons of continuous composition, are shown to outperform other new models, confirming the findings of Andersen et al. (2007) that almost all of the predictability in return volatility comes from non-jump components. Yet, we also find evidence that the long-term historical jump components or signed jumps are more important in market volatility forecasting. For 1-week horizon forecasting, the explanatory power of monthly realized volatility is not significant. As the main component of realized volatility, the continuous component $C_{22}$ also has little predictive effect, and it is the monthly jump and signed jumps that contribute the most to the explanatory power. The opposite direction of the coefficient $\beta_{C_{22}}$ in the HAR-CJ-B and HAR-CSJ-B models also indicates that the jump and signed jumps are more dominant than the continuous component. However, as a result of daily and weekly realized volatility, the effect does not appear in short-term and medium-term parameters. For medium-term forecasting, we note that the coefficients of monthly semivariance and signed jumps are all statistically significant, and exhibit a stronger downside risk effect than signed jumps in other horizons. This result demonstrates that China’s stock markets have significant “negative effects” in the long period.

Table 6 reports the estimated parameters for the 1-month horizon. In forecasting long-term volatility, the coefficient of investor attention is larger, but those of other variables are reduced. This change confirms that it is investor attention that narrows the gap between different HAR-type models in volatility forecasting. Many of the short- and medium-term lagged factors are not statistically significant, including 1-day lagged jumps and signed jumps, 5-day lagged semivariance, and realized volatility. However, we note that long-term factors still play a key role in prediction. In addition, comparing the PS-B and the HAR-RSV-B models, we observe that the decomposition of medium-term and long-term semivariance produces a result that is consistent with the long-memory features highlighted by Corsi (2009). We find that the daily signed jump component is insignificant at the 10% level and that the adjusted $R^2$ of the model is similar to that of the HAR-RV-J-B. This indicates that there is no specific gain to be made from considering signed jumps. However, all the continuous components remain significant with a strong explanatory potential in the long term.

Summarizing the results of the in-sample analysis, we find that investor attention can significantly improve prediction accuracy over the long-term horizon. Comparing different forecast horizons, we find that the range of historical data matches the prediction
Table 5  Regression parameters of new models for 1-week horizon

|       | $\beta_0$ | $\beta_1$ | $\beta_2$ | $\beta_3$ | $\beta_4$ | $\beta_5$ | $\beta_6$ | $\beta_7$ | $\beta_8$ | $\beta_9$ | $\beta_{\text{adj}}$ | $\beta_{\text{adj}}$ |
|-------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------------|-----------------|
| HAR-SJ-B | $-15.432***$ | $0.192***$ | $-0.014$ | $0.495***$ | $-0.013$ | $-0.013$ | $-0.013$ | $0.018***$ | $0.018***$ | $0.018***$ | $0.534$ | $0.534$ |
| HAR-CJS-B | $-12.575***$ | $-0.185***$ | $-0.102$ | $-0.469***$ | $-0.033$ | $0.026$ | $-1.162$ | $0.003$ | $-1.162$ | $0.003$ | $0.534$ | $0.534$ |
| HAR-SJd-B | $-15.480***$ | $0.182***$ | $-0.390$ | $-0.490***$ | $-0.303$ | $0.026$ | $-1.162$ | $0.003$ | $-1.162$ | $0.003$ | $0.534$ | $0.534$ |
| HAR-CSJd-B | $-11.415***$ | $-7.161$ | $0.324***$ | $0.508***$ | $-0.090**$ | $-0.071**$ | $0.30$ | $0.39***$ | $-0.262$ | $-1.228***$ | $0.013**$ | $0.559$ |

This table reports the in-sample analysis results of the next trading week. Other comments are the same as Table 4.
Table 6  Regression parameters of new models for 1-month horizon

|       | $\beta_0$ | $\beta_1$ | $\beta_2$ | $\beta_3$ | $\beta_4$ | $\beta_5$ | $\beta_6$ | $\beta_{C1}$ | $\beta_{C5}$ | $\beta_{C22}$ | $\beta_{C2}$ | $\beta_{C27}$ | $\beta_{C22}$ | $\beta_{A^+}$ | $\beta_{A^+}$ | $\beta_{A^+2}$ | $\beta_{A^+22}$ | $\beta_{A^+22}$ | $\beta_{A^+22}$ | $\beta_{A^+22}$ | $\beta_A$ | $\beta_B$ | Adj-$R^2$ |
|-------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-------------|-------------|--------------|-------------|--------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| HAR-J | $-29.395^{***}$ | 0.104*** | 0.029 | 0.110*** | 0.034*** | 0.497 | 0.034*** | 0.513 | 0.032*** | 0.513 | 0.032*** | 0.513 | 0.032*** | 0.513 | 0.032*** | 0.513 | 0.032*** | 0.513 | 0.032*** | 0.513 | 0.032*** | 0.513 | 0.032*** | 0.513 |
| RV-J  | $-29.395^{***}$ | 0.104*** | 0.029 | 0.110*** | 0.034*** | 0.497 | 0.034*** | 0.513 | 0.032*** | 0.513 | 0.032*** | 0.513 | 0.032*** | 0.513 | 0.032*** | 0.513 | 0.032*** | 0.513 | 0.032*** | 0.513 | 0.032*** | 0.513 | 0.032*** | 0.513 |
| PS-J  | $-29.395^{***}$ | 0.104*** | 0.029 | 0.110*** | 0.034*** | 0.497 | 0.034*** | 0.513 | 0.032*** | 0.513 | 0.032*** | 0.513 | 0.032*** | 0.513 | 0.032*** | 0.513 | 0.032*** | 0.513 | 0.032*** | 0.513 | 0.032*** | 0.513 | 0.032*** | 0.513 |
| PSL-J | $-29.395^{***}$ | 0.104*** | 0.029 | 0.110*** | 0.034*** | 0.497 | 0.034*** | 0.513 | 0.032*** | 0.513 | 0.032*** | 0.513 | 0.032*** | 0.513 | 0.032*** | 0.513 | 0.032*** | 0.513 | 0.032*** | 0.513 | 0.032*** | 0.513 | 0.032*** | 0.513 |
| HAR-RV | $-27.371^{***}$ | -0.350*** | 0.091*** | 0.110*** | 0.034*** | 0.513 | 0.032*** | 0.513 | 0.032*** | 0.513 | 0.032*** | 0.513 | 0.032*** | 0.513 | 0.032*** | 0.513 | 0.032*** | 0.513 | 0.032*** | 0.513 | 0.032*** | 0.513 | 0.032*** | 0.513 |
| RV-J  | $-27.371^{***}$ | -0.350*** | 0.091*** | 0.110*** | 0.034*** | 0.513 | 0.032*** | 0.513 | 0.032*** | 0.513 | 0.032*** | 0.513 | 0.032*** | 0.513 | 0.032*** | 0.513 | 0.032*** | 0.513 | 0.032*** | 0.513 | 0.032*** | 0.513 | 0.032*** | 0.513 |

This table reports the in-sample analysis results of the next trading month. Other comments are the same as Table 4.
period. For instance, the future long-term realized volatility depends upon historical monthly components, not 1-day lagged and 1-week lagged variables. This result also confirms the advantages of HAR-type models in forecasting long-term volatility. The decomposition of realized volatility advocated by Andersen et al. (2007) is found to have a significant impact on volatility forecasting (especially the continuous component), but signed jumps perform better than jump components in the SSE 50. Specifically, the HAR-CSJd-B model generates the highest adjusted $R^2$ over the 1-day and 1-week horizons and the HAR-CSJ-B model produces the highest adjusted $R^2$ over a 1-month horizon.

### Out-of-sample analysis

In this section, we analyze the out-of-sample performance of the 11 existing models and the 11 new models. Specifically, we compare the existing models and their corresponding new models to identify the importance of investor attention. We then compare between different new models for short-term, medium-term, and long-term predictions. A rolling window method is employed to estimate the volatility forecasting results of each model, by adding one new day and removing the most distant day in turn. Therefore, the sample used to estimate the models remains fixed at length $w = 1000$ and the forecasts do not overlap. The number of daily out-of-sample observations is $T = 1008$. For each forecast horizon $h$, each model will re-estimated $P = T - h + 1$ times, and its parameters are time varying with different samples. Following this process, we produce the loss series of each model with length $r$, and evaluate their out-of-sample performance.

### Table 7 The CW test between existing models and new models

| Model       | $h = 1$  | $h = 5$  | $h = 10$ | $h = 22$ | $h = 44$ | $h = 66$ |
|-------------|----------|----------|----------|----------|----------|----------|
| HAR-RV-B    | 0.701*** | 1.750*** | 3.318*** | 4.665*** | 5.451*** | 7.748*** |
| (3.001)     | (4.657)  | (6.146)  | (7.120)  | (8.493)  | (9.674)  |          |
| HAR-RV-J-B  | 0.460*** | 1.109*** | 2.417*** | 3.887*** | 4.835*** | 7.148*** |
| (2.550)     | (4.108)  | (5.733)  | (6.927)  | (8.188)  | (9.410)  |          |
| HAR-CJ-B    | 0.118    | 0.397*** | 1.213*** | 2.400*** | 3.349*** | 5.564*** |
| (1.219)     | (2.969)  | (5.135)  | (6.373)  | (7.240)  | (8.579)  |          |
| PS-B        | 0.814*** | 1.775*** | 3.439*** | 4.862*** | 5.631*** | 7.960*** |
| (3.217)     | (4.636)  | (5.818)  | (6.689)  | (8.120)  | (9.339)  |          |
| PSLev-B     | 0.840*** | 1.837*** | 3.511*** | 4.903*** | 5.677*** | 8.018*** |
| (3.240)     | (4.736)  | (5.889)  | (6.657)  | (8.090)  | (9.323)  |          |
| HAR-RSV-B   | 0.822*** | 1.858*** | 3.604*** | 5.039*** | 5.776*** | 8.055*** |
| (2.878)     | (4.378)  | (5.648)  | (6.522)  | (7.919)  | (9.172)  |          |
| HAR-RSV-J-B | 0.354**  | 1.139*** | 2.491*** | 3.989*** | 4.914*** | 7.194*** |
| (2.087)     | (4.002)  | (5.707)  | (6.763)  | (7.989)  | (9.251)  |          |
| HAR-RV-SJ-B | 0.443*** | 1.125*** | 2.472*** | 3.979*** | 4.925*** | 7.254*** |
| (2.705)     | (4.311)  | (6.064)  | (7.289)  | (8.479)  | (9.645)  |          |
| HAR-CSJ-B   | 0.157*   | 0.692*** | 1.848*** | 3.229*** | 4.176*** | 6.469*** |
| (1.454)     | (3.627)  | (5.651)  | (6.774)  | (7.943)  | (9.222)  |          |
| HAR-RV-Sjd-B| 0.423*** | 1.127*** | 2.461*** | 3.944*** | 4.879*** | 7.232*** |
| (2.554)     | (4.243)  | (5.980)  | (7.219)  | (8.382)  | (9.596)  |          |
| HAR-CSjd-B  | 0.056    | 0.568*** | 1.649*** | 3.020*** | 4.157*** | 6.122*** |
| (0.764)     | (3.758)  | (5.744)  | (6.645)  | (7.557)  | (8.789)  |          |

A positive difference indicates the new model with investor attention performs better than its correspondent existing model. The forecasting horizon $h$ (unit: day) covers short-term, medium-term and long-term. T-statistic is shown in parentheses. ***, ** and * denote the statistical significance at 1%, 5% and 10% level.
Table 7 reports the CW test result for the out-of-sample analysis between existing models and new models. Each new model is the nested model of its correspondent existing model—i.e., the HAR-RV-B model is the larger model which nests the smaller HAR-RV model. There are only two non-significant values in Table 7, which are the HAR-CJ-B and HAR-CSJd-B models for the 1-day forecasting horizon, indicating that the investor attention in these two new models is unable to improve the accuracy of short-term prediction. In addition, the HAR-CJ-B and HAR-CSJd-B models outperform other new models in the in-sample analysis, which indicates that the continuous and jump components have strong predictive power. As the forecasting horizon increases, the gap between existing models and new models widens. Investor attention is thus playing an increasingly important role in volatility forecasting, further verifying the conclusion drawn from the previous analysis.

Next, we compare the out-of-sample performance of new models and report the DMW statistics for various horizons in Tables 8 and 9. Table 8 presents the test result for $h = 1, 5, \text{ and } 10$, which covers the short term and medium term. The results indicate that the differences between the new models are greater: In Panel A, the result obtained at Row HAR-RV-B Column HAR-RV-J-B is 4.0807, which indicates that the HAR-RV-J-B model performs better than the HAR-RV-B model when $h = 1$. The PS-B, PSLev-B, and HAR-RSV-B models, which only contain realized volatility and semivariance components, were outperformed by most of the other models, including the original HAR-RV-B model. Furthermore, the decomposition of realized volatility into semivariance does not contribute to volatility forecasting. As expected, given the results of the in-sample analysis, the jump and signed jump indeed play a significant role. The HAR-RSV-J-B model, with the help of the 1-day lagged jump component, outperforms the HAR-RSV-B model.

Considering the 1-week horizon in Panel B, we note that the gap between the models increases and the models with semivariance still do not offer improved performance. The HAR-CJ-B and HAR-CSJd-B model outperform most of the other models, especially in the 1-week lagged and 1-month lagged jumps and signed jumps over the 1-week horizon. At the same time, the HAR-RV-J-B, HAR-RV-SJ-B, and HAR-RV-SJd-B models are outperformed by the HAR-CJ-B and HAR-CSJd-B models. The HAR-CSJ-B model also demonstrates prediction accuracy, but not as effectively as the HAR-CSJd-B model, which indicates that dividing the signed jump into positive and negative aspects is an effective approach.

Panel C shows that the HAR-CSJd-B model is still the most appropriate in the two-week forecasting horizon, but the HAR-CJ-B does not perform as well over the 1-day and 1-week forecasting horizon. The worst models are the PS-B, PSLev-B, and HAR-RSV-B models, which underperform against other models in the short and medium forecasting horizon.

Table 9 reports the DMW statistics for 1-month, two-month and three-month forecasts, with results over the long term differing quite significantly to short-term results. Based on the conclusion that investor attention is a strong predictor over the long term, we note that when $h \geq 22$ all new models mainly rely on the Baidu Index, not the components extracted from realized volatility. In Panel A, the best model is the HAR-CSJ-B model, rather than the HAR-CJ-B or HAR-CSJd-B models. The HAR-RV-J-B model is
| Model         | Panel A: forecast horizon $h = 1$ | Panel B: forecast horizon $h = 5$ |
|--------------|-----------------------------------|-----------------------------------|
| HAR-RV-B     | 4.0807                            | 5.1121                            |
| HAR-RV-J-B   | 1.6891                            | 4.0309                            |
| HAR-CJ-B     | 3.2676                            | 2.5138                            |
| PS-B         | 2.0692                            | 4.7525                            |
| PSLev-B      | 1.8273                            | 5.2395                            |
| HAR-RSV-B    | 2.0006                            | -2.5433                           |
| HAR-RSV-J-B  | 0.1823                            | 3.0124                            |
| HAR-RV-SJ-B  | 3.3036                            | 5.1543                            |
| HAR-CSJ-B    | 1.1339                            | 5.4313                            |
| HAR-RV-Sjd-B| 2.5973                            | 5.1284                            |
| HAR-CSjd-B   | 1.2350                            | 5.7115                            |
| HAR-RSV-B    | 0.3662                            | 4.4486                            |
| HAR-RSV-J-B  | 3.2676                            | 2.5138                            |
| HAR-CJ-B     | -2.5581                           | 3.2676                            |
| PS-B         | -0.6842                           | -4.2706                           |
| PSLev-B      | 1.2702                            | 3.0070                            |
| HAR-RV-SJ-B  | 3.2200                            | 2.9214                            |
| HAR-CSJ-B    | -0.7775                           | 3.4305                            |
| HAR-RV-Sjd-B| -0.0190                           | 1.0324                            |
| HAR-CSjd-B   | -0.1227                           | 10111                             |
| HAR-RV-Sjd-B| 0.3405                            | 0.0393                            |
| HAR-RV-Sjd-B| 5.1284                            | 4.4486                            |
| HAR-RV-Sjd-B| 5.1284                            | 4.4486                            |
| HAR-RV-Sjd-B| 4.4581                            | 4.4486                            |
Table 8 (continued)

|                         | HAR-RV-B | HAR-CJ-B | PS-B | PSLev-B | HAR-RSV-B | HAR-RSV-J-B | HAR-RV-SJ-B | HAR-CSJ-B | HAR-RV-Sjd-B | HAR-CSjd-B |
|-------------------------|----------|----------|------|---------|-----------|-------------|-------------|-----------|-------------|------------|
| Panel C: forecast horizon $h = 10$ |          |          |      |         |           |             |             |           |             |            |
| HAR-RV-B                | 3.5871   | 1.6059   | -0.2265 | 0.1255 | -1.5756  | 0.0165      | 3.3574      | 2.5526    | 3.3482      | 3.5180     |
| HAR-RV-J-B              | 0.3498   | -3.5934  | -3.2313 | -3.2289 | -3.1719  | -2.2486     | -0.0045     | -0.9359   | 2.1956      |
| HAR-CJ-B                | -1.6133  | -1.6039  | -2.1194 | -1.6005 | -0.5234  | -0.3217     | -0.4417     | 0.4023    |             |
| PS-B                    | 0.2670   | -1.6182  | -0.0357 | 3.4080  | 2.6632    | 3.3460      | 3.591      |           |             |
| PSLev-B                 | -1.6408  | 0.0692   |        | 2.9941  | 2.3307    | 3.0113      | 3.3022      |           |             |
| HAR-RSV-B               |          |          |        |         | 2.1674    | 3.0821      | 3.6786      | 3.0989    | 3.7385      |
| HAR-RSV-J-B             |          |          |        |         | 2.8361    | 4.2123      | 2.8552      | 4.1197    |             |
| HAR-RV-SJ-B             |          |          |        |         | 0.4644    | 1.1162      | 2.5653      |           |             |
| HAR-RV-Sjd-B            |          |          |        |         | -0.2333  | 1.9145      |             |           |             |
| HAR-CSjd-B              |          |          |        |         | 2.3833    |             |             |           |             |

Short-term covers forecast horizon of one day. Medium-term covers forecast horizon of 5 and 10 days. The new models are model (12) to (22) with investor attention. A positive statistic indicates that the model in the headline performs better than that in the first column. The statistic is a consistent estimate of the asymptotic variance, whose font is bold for significant result.
Table 9 The DMW statistic for new models in forecasting long-term realized volatility

|                  | HAR-RV-B | HAR-CJ-B | PS-B   | PSLev-B | HAR-RSV-B | HAR-RSV-J-B | HAR-RV-SJ-B | HAR-CSJ-B | HAR-RV-SJd-B | HAR-CSJd-B |
|------------------|----------|----------|--------|---------|-----------|-------------|-------------|-----------|--------------|------------|
| Panel A: forecast horizon $h = 22$ |          |          |        |         |           |             |             |           |              |            |
| HAR-RV-B         | 2.1857   |          |        |         |           |             |             |           |              |            |
| HAR-RV-J-B       | 0.5460   |          |        |         |           |             |             |           |              |            |
| HAR-CJ-B         | 0.2094   |          |        |         |           |             |             |           |              |            |
| PS-B             |          | 1.6391   |        |         |           |             |             |           |              |            |
| PSLev-B          |          |          | 0.0617 |         |           |             |             |           |              |            |
| HAR-RSV-B        | 1.2031   |          |        |         |           |             |             |           |              |            |
| HAR-RSV-J-B      |          | 0.5903   |        |         |           |             |             |           |              |            |
| HAR-RV-SJ-B      |          |          | 1.3599 |         |           |             |             |           |              |            |
| HAR-CSJ-B        |          |          |        |         |           |             |             |           |              |            |
| HAR-RV-SJd-B     |          |          |        |         |           |             |             |           |              |            |
| Panel B: forecast horizon $h = 44$ |          |          |        |         |           |             |             |           |              |            |
| HAR-RV-B         | 1.0521   |          |        |         |           |             |             |           |              |            |
| HAR-RV-J-B       | 0.2469   |          |        |         |           |             |             |           |              |            |
| HAR-CJ-B         | 0.0389   |          |        |         |           |             |             |           |              |            |
| PS-B             |          | 0.9870   |        |         |           |             |             |           |              |            |
| PSLev-B          |          | 0.8211   |        |         |           |             |             |           |              |            |
| HAR-RSV-B        | 0.5069   |          |        |         |           |             |             |           |              |            |
| HAR-RSV-J-B      |          |          |        |         |           |             |             |           |              |            |
| HAR-RV-SJ-B      |          |          |        |         |           |             |             |           |              |            |
| HAR-CSJ-B        |          |          |        |         |           |             |             |           |              |            |
| HAR-RV-SJd-B     |          |          |        |         |           |             |             |           |              |            |

HAR-RV-B, HAR-CJ-B, PS-B, PSLev-B, HAR-RSV-B, HAR-RSV-J-B, HAR-RV-SJ-B, HAR-CSJ-B, HAR-RV-SJd-B, HAR-CSJd-B.
Table 9 (continued)

|                | HAR-RV-J-B | HAR-CJ-B | PS-B  | PSLev-B | HAR-RSV-B | HAR-RSV-J-B | HAR-RV-SJ-B | HAR-CSJ-B | HAR-RV-SJd-B | HAR-CSJd-B |
|----------------|------------|----------|-------|---------|-----------|-------------|-------------|-----------|--------------|------------|
| Panel C: forecast horizon \( h = 66 \)  |            |          |       |         |           |             |             |           |              |            |
| HAR-RV-B      | 1.1689     | -0.6521  | 1.6637| 1.7833  | -1.0486   | -0.7506     | 1.3646      | 0.7236    | 1.0524       | 0.5457     |
| HAR-RV-J-B    | -0.9007    | -1.0336  | -1.0653| -1.4658 | -1.2167   | -0.8408     | 0.0808      | -0.9470   | 0.1644       |            |
| HAR-CJ-B      | 0.6902     | 0.6922   | 0.2102| 0.3963  | 0.7489    | 1.2456      | 0.8717      | 1.0596    |              |            |
| PS-B          | -0.4127    | -1.1371  | -0.8364| 0.9754  | 0.6580    | 0.8948      | 0.5046      |            |              |            |
| PSLev-B       | -1.1482    | -0.8481  | 0.7536| 0.6327  | 0.9139    | 0.4919      |             |           |              |            |
| HAR-RSV-B     | 0.8909     | 0.9489   | 0.5216| 0.6664  | 0.4232    |              | 0.0239      | 0.2272    |              |            |
| HAR-RSV-J-B   |            |          |       |         |           |             |             |           |              |            |
| HAR-RV-SJ-B   |            |          |       |         |           |             |             |           |              |            |
| HAR-CSJ-B     |            |          |       |         |           |             |             |           |              |            |
| HAR-RV-SJd-B  |            |          |       |         |           |             |             |           |              |            |

Long-term covers forecast horizon of 22, 44 and 66 days. Other comments are the same as Table 8.
only more effective than the worst two predictors—the PS-B and PSLev-B models. In Panel B, the HAR-CSJ-B model outperforms other models with significant results. However, the DMW statistic that compares between the HAR-CJ-B and HAR-CSJ-B models is not significant. In Panel C, even the HAR-CSJ-B model only outperforms two models and the jump component does not have a significant predictive impact over the long term, unlike the result of the in-sample analysis.

We conclude that these results are caused by two factors. Firstly, the jump component often derives from macroeconomic events, which makes it difficult to predict and a major driver of short-term volatility. Secondly, the coefficient of the jump component may also be susceptible to external conditions. In the in-sample analysis, all observations are used to evaluate the parameters, but in the out-of-sample analysis, the model trained using historical data is unable to accurately forecast if the condition will change in the future. In addition, the HAR-CSJd-B model is also outperformed by the HAR-CSJ-B model in regards to long-term forecasting. The positive and negative signed jumps can provide more information in short-term and medium-term forecasting but they lead to model overfit for the HAR-CSJd-B model when $h$ is increasing.

To summarize, we conclude that investor attention is valuable in forecasting, but that positive and negative semivariance are not. Furthermore, the in-sample performance can be dramatically improved by disaggregating jump and continuous components over the entire forecasting horizon. However, in long-term forecasting, jumps do not contribute more than other factors extracted from realized volatility, whilst the predictive ability of jumps in long-term forecasting is also affected by other conditions in stock market.

**Conclusion**

This paper investigates the impact of investor attention on forecasting volatility in the Chinese stock market. Specifically, it adds the Baidu Index as a proxy for investor attention to existing HAR-type models to forecast SSE 50 Index volatility. Using five-minute high-frequency data and collating the Baidu indices of the component security names in the SSE 50 Index, we propose 11 new models by adding the investor attention variable to 11 previously existing models. We then compare their in-sample and out-of-sample predictive power.

The comparison of the models identifies the predictive ability of the variables when taking investor attention into account. The continuous component is found to play an important role in prediction, while the jump component only significantly improves models in the short- and medium-term. Over the long-term horizon, predictive power is reduced by macroeconomic shocks.

It is also shown that investor attention is a useful indicator in forecasting volatility, especially over the long-term horizon. Thus, for security investors, our findings offer an effective risk management and option pricing tool. Specifically, as more option products can be traded in the future, the weighted Baidu Index of component securities will greatly improve the accuracy of original models in predicting long-term volatility. This result is of particular interest because much of the previous research finds the impacts of search query data to be short lived. Consequently, our article provides a new form of evidence within the investor attention research field. Based on our results, it appears feasible that long-term forecasting ability may be related to a discovered long-memory
property (Fan et al. 2017), but we leave the analysis of this potential relationship to future research.
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