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Abstract

We derive the rate of convergence to Nash equilibria for the payoff-based algorithm proposed in [11]. These rates are achieved under the standard assumption of convexity of the game, strong monotonicity and differentiability of the pseudo-gradient. In particular, we show the algorithm achieves \(O(\frac{1}{T^{1/2}})\) in the two-point function evaluating setting and \(O(\frac{1}{\sqrt{T}})\) in the one-point function evaluation under additional requirement of Lipschitz continuity of the pseudo-gradient. These rates are to our knowledge the best known rates for the corresponding problem classes.

1 Introduction

The problem of payoff-based learning of Nash equilibrium in a multi-agent game concerns deriving a learning algorithm for each player that uses only evaluation of the player’s cost function. The payoff-based information in a game corresponds to the so-called zero-order oracle setting in optimization. Payoff-based algorithms for games over continuous action spaces have been independently proposed in [2, 11]. The underlying assumptions have been the convexity of the game and the strong monotonicity of the game pseudo-gradient. While both works derived the rate of convergence to a Nash equilibrium, the lower bound for the convergence rate in this problem class were unknown. Thus, an open question was whether one can achieve faster convergence rates for the above problem class.

Letting \(T\) denote the number of iterations of the algorithm, it was shown in [2] that the proposed algorithm will ensure convergence to the Nash equilibrium at a rate of \(O(\frac{1}{T^{1/3}})\). Though an explicit rate was not derived in [11], it could be verified from Theorem 3 in that work that the proposed algorithm under the optimal parameters would also achieve a rate of \(O(\frac{1}{T^{1/3}})\). In this work, we show that the algorithm proposed in [11] achieves a rate of \(O(\frac{1}{\sqrt{T}})\). This improved rate is derived with a more refined analysis of the algorithm rather than modifying it or its parameters. Furthermore, we propose a modified algorithm to account for the possibility of two-point evaluation of the players’ cost function. For this case, we show that the convergence rate can be improved to \(O(\frac{1}{T})\). We expect these rates to be optimal as we will reason below.

Convex games with monotone pseudo-gradient include the class of convex optimization problems. In particular, if the game is potential, which is the case if the pseudo-gradient has symmetric Jacobian, then computing Nash equilibrium is equivalent to computing a minimum of a convex potential function. Now, strongly convex smooth optimization corresponds to strongly monotone games with Lipschitz pseudo-gradients. Hence, the lower bound for this class of optimizations would imply a lower bound for the corresponding class of games. It is known that the lower bound on the zero-order strongly convex smooth optimization is \(O(\frac{1}{T^{1/3}})\) in case of one-point function evaluation [10] and \(O(\frac{1}{T})\) in case of full gradient information [9]. Since we show that our algorithm achieves these rates under the payoff-based information, it appears that we achieve the optimal rate in terms of iteration complexity. However, in the one-point setting, we have an additional assumption on the differentiability of the cost functions’ gradients (see Assumptions 5) in comparison to smoothness in [10] (see Section 2 therein).
This assumption is required to analyze strongly monotone properties of the pseudo-gradient in the mixed strategies (see Proposition 2). Whether a better lower bound can be achieved for the class of optimization problems and games under this additional assumption is an open question.

As for our algorithmic approach and the derived rates few remarks are in order. First, to estimate the gradient of a player’s cost function with respect to her decision variable, using payoff-based information, we apply a randomized sampling strategy that estimates the gradient of a smoothed version of the cost function. The randomization approach is similar in spirit to [3] for bandit online learning but in contrast to the above work, we use a Gaussian distribution inspired by stochastic sampling in [12, 6]. The introduced noise term has a diminishing variance denoted by $\sigma_t$. We can then show that in the two-point evaluation, the variance of the estimated gradient is bounded. On the other hand, under the one-point evaluation, the variance is of order $O(\frac{1}{\sqrt{t}})$. This limits the rate at which $\sigma_t$ can converge to zero to ensure convergence to the Nash equilibrium in the one-point setting.

We also note that the proposed payoff-based algorithm in the one-point evaluation setting, apart from the sampling distribution, can be considered as a subclass of the mirror-descent approach in [2] (by using the Euclidean distance as the regularizer). The choice of Gaussian distribution requires a different approach to ensure feasibility of the algorithm iterates and different proof techniques. However, this choice is not the reason for the improved rates achieved here. These improvements are due to the fact that unlike the analysis in [2, 11], in this work we compare the algorithm iterates to the Nash equilibria of a corresponding time-varying smoothed game. This modified analysis technique is inspired by [1], who considered zero-order optimization under different smoothness assumptions.

Our contributions are thus as follows. We propose an algorithm to learn Nash equilibria in convex games with strongly monotone differentiable pseudo-gradient under one-point and two-point function evaluations. We establish its rate of convergence as $O(\frac{1}{\sqrt{t}})$ (Theorem 2) in the two-point setting and as $O(\frac{1}{t})$ in the one-point zero-order setting (Theorem 3). To derive these rates, in the one-point setting, we introduce a new analysis technique in which the iterates of the algorithm are compared with the Nash equilibria of a time-varying smooth game whose pseudo-gradient is defined in (16). The supporting results are in Propositions (1)-(6). In the two-point setting, we compare the algorithm iterates to the iterates arising from a modified procedure defined in (30) based on exact pseudo-gradient information. Our supporting results in Propositions (7)-(8) lead to the rate of convergence reported.

The rest of the paper is organized as follows. In Section 2 we formulate the problem of payoff-based learning and state the assumptions on the considered class of games. In Section 3 we detail the proposed payoff-based approaches in the one-point and two-point setting. In Section 4 we state the main theorems and proofs on the convergence rates of the algorithms. The proofs of all supporting lemmas and propositions are provided in the Appendix. In Section 5 we conclude the paper.

## 2 Problem Formulation

Consider a game $\Gamma(N, \{A_i\}, \{J_i\})$ with $N$ players, the sets of players’ actions $A_i \subseteq \mathbb{R}^d$, $i \in [N]$, and the cost (objective) functions $J_i : A \to \mathbb{R}$, where $A = A_1 \times \ldots \times A_N$ denotes the set of joint actions. We restrict the class of games as follows.

**Assumption 1** The game under consideration is convex. Namely, for all $i \in [N]$ the set $A_i$ is convex and closed, the cost function $J_i(a^i, a^{-i})$ is defined on $\mathbb{R}^{Nd}$, continuously differentiable in $a$ and convex in $a^i$ for fixed $a^{-i}$.

**Assumption 2** The action sets $A_i$ are compact for all $i \in [N]$.

**Assumption 3** The mapping $M : \mathbb{R}^{Nd} \to \mathbb{R}^{Nd}$, referred to as the pseudo-gradient, defined by

$$M(a) = (\nabla_{a^i} J_i(a^i, a^{-i}))_{i=1}^N = (M_1(a), \ldots, M_N(a))^\top,$$
Algorithm 1 Payoff-based algorithm for learning Nash equilibria in strongly monotone games

Require: Action set \( A^i \subset \mathbb{R}^d \), the sequences \( \{\sigma_i\}, \{\rho_i\}, \{\gamma_i\} \), initial state \( \mu^i(0) \).

for \( t = 0, 1, \ldots \) do
    Sample \( \xi^i(t) \) according to probability density (3).
    Obtain the feasible action \( a^i(t) = \text{Proj}_{A^i}[\xi^i(t)] \).
    
    /* Simultaneously and similarly, other players choose their actions \( a^{-i}(t) \). */
    Observe \( J^i(t) = J^i(a^i(t), \ldots, a^N(t)) \).

    Perform the one-point gradient estimate \( m^i_1(t) = J^i(t) \frac{\xi^i(t)-\mu^i(t)}{\sigma^i_t} \)
    or perform the two-point gradient estimate \( m^i_2(t) = (J^i(t) - J^i(\mu^i(t))) \frac{\xi^i(t)-\mu^i(t)}{\sigma^i_t} \).
    Update the state: \( \mu^i(t+1) = \text{Proj}_{(1-\rho_i)A^i}[\mu^i(t) - \gamma_i m^i_j(t)], j = 1 \text{ or } j = 2. \)
    /* Simultaneously and similarly, other players update their states \( \mu^{-i}(t+1) \). */

where \( M_i(a) = (M_{i,1}(a), \ldots, M_{i,d}(a))^\top \), \( M_{i,k}(a) = \frac{\partial J_i(a)}{\partial a_k}, a \in A, i \in [N], k \in [d] \),

is strongly monotone on \( \mathbb{R}^{Nd} \) with the constant \( \nu \).

We consider a Nash equilibrium in game \( \Gamma(N, \{A_i\}, \{J_i\}) \) as a stable solution outcome because it represents a joint action from which no player has any incentive to unilaterally deviate.

Definition 1 A point \( a^* \in A \) is called a Nash equilibrium if for any \( i \in [N] \) and \( a^i \in A_i \)

\[
J_i(a^{is}, a^{-is}) \leq J_i(a^i, a^{-is}).
\]

Our goal is to learn such a stable action in a game through designing a payoff-based algorithm. To do so, we first connect existence of Nash equilibria for \( \Gamma(N, \{A_i\}, \{J_i\}) \) with solution set of a corresponding variational inequality problem.

Definition 2 Consider a mapping \( T(\cdot): \mathbb{R}^d \to \mathbb{R}^d \) and a set \( Y \subseteq \mathbb{R}^d \). The solution set \( \text{SOL}(Y, T) \) to the variational inequality problem \( VI(Y, T) \) is the set of vectors \( y^* \in Y \) such that \( (T(y^*), y - y^*) \geq 0, \forall y \in Y \).

Theorem 1 ([7, Proposition 1.4.2]) Given a game \( \Gamma(N, \{A_i\}, \{J_i\}) \) with pseudo-gradient \( M \), suppose that the action sets \( \{A_i\} \) are closed and convex, the cost functions \( \{J_i\} \) are continuously differentiable in \( a \) and convex in \( a^i \) for every fixed \( a^{-i} \) on the interior of \( A \). Then, some vector \( a^* \in A \) is a Nash equilibrium in \( \Gamma \), if and only if \( a^* \in \text{SOL}(A, M) \). Moreover, if additionally Assumptions 2 holds, the Nash equilibrium in \( \Gamma \) exists. If Assumptions 3 holds, the Nash equilibrium in \( \Gamma \) exists and is unique.

For the development and analysis of our algorithms, we use the following well-established and easy to verify result.

Lemma 1 Consider a mapping \( T(\cdot): \mathbb{R}^d \to \mathbb{R}^d \) and a convex closed set \( Y \subseteq \mathbb{R}^d \). Given \( \theta > 0 \),

\[
y^* \in \text{SOL}(Y, T) \iff y^* = \text{Proj}_Y(y^* - \theta T(y^*)).
\]

3 Proposed Optimization Algorithm

Let us denote by \( m^i_j, j \in \{1, 2\} \), some estimate of \( M^i \) in the pseudo-gradient of the game. The proposed method to update the player \( i \)'s so-called state \( \mu^i \) is as follows:

\[
\mu^i(t+1) = \text{Proj}_{(1-\rho_i)A^i}[\mu^i(t) - \gamma_i m^i_j(t)],
\]

\( 3 \)
where $\mu^i(0) \in \mathbb{R}^{Nd}$ is an arbitrary finite value, $\gamma_t$ is the step size, and $\rho_t$ is a regularization parameter introduced to control the feasibility of the actions as will be detailed further. The step size $\gamma_t$ needs to be chosen based on the bias and variance of the pseudo-gradient estimates $\tilde{m}^j_i$, as well as the regularization parameters. The term $\tilde{m}^j_i(t)$, $j \in \{1, 2\}$, is obtained using the payoff-based feedback as described below.

Given $\mu^i(t)$, let player $i$ sample the random vector $\xi^i(t)$ according to the multidimensional normal distribution $\mathcal{N}(\mu^i(t) = (\mu^i_1(t), \ldots, \mu^i_d(t))^\top, \sigma_t)$ with the following density function:

$$p^i(x^i; \mu^i(t), \sigma_t) = \frac{1}{(\sqrt{2\pi\sigma_t})^d} \exp \left\{ -\frac{1}{2\sigma_t^2} \sum_{k=1}^d (x^i_k - \mu^i_k(t))^2 \right\}. \quad (3)$$

Then, the action agent $i$ chooses is $a^i(t) = \operatorname{Proj}_{A^i}[\xi^i(t)]$. In this work we consider two following set ups. The players can either have access only to the value of the cost function at the actual joint action (bandit setting), or they can use two estimations of their cost functions, namely at the currently played joint action $a(t)$ and also at the joint state $\mu(t)$. According to the bandit setting, the cost value $J^i(t)$ at the joint action $a(t) = (a^1(t), \ldots, a^N(t)) \in A$, denoted by $J^i(t) = J^i(a(t))$ is revealed to each agent $i$. Agent $i$ then estimates her local gradient $\frac{\partial J^i}{\partial \mu^i}$ evaluated at the point of the joint state $\mu(t) = (\mu^1(t), \ldots, \mu^N(t))$ as follows:

$$m^i_1(t) = J^i(t) \frac{\xi^i(t) - \mu^i(t)}{\sigma_t^2}. \quad (4)$$

Otherwise, there is an extra piece of information available to each agent, namely $J^i(\mu(t))$. Then each agent uses the following estimation of the local gradient $\frac{\partial J^i}{\partial \mu^i}$ at the point of $\mu(t)$:

$$m^i_2(t) = (J^i(t) - J^i(\mu(t))) \frac{\xi^i(t) - \mu^i(t)}{\sigma_t^2}. \quad (5)$$

The steps of the procedure run by each player are summarized in Algorithm 1. Before stating the convergence analysis, let us provide insight into the procedure defined by Equation (2) by deriving an analogy to a regularized stochastic gradient algorithm.

Let

$$p(x; \mu, \sigma) = \prod_{i=1}^N p_i(x^i_1, \ldots, x^i_d; \mu^i, \sigma) \quad (6)$$

denote the density function of the joint distribution of agents’ states. Given $\sigma > 0$, for any $i \in [N]$ define $\tilde{J}_i : \mathbb{R}^{Nd} \rightarrow \mathbb{R}$ as

$$\tilde{J}_i(\mu^1, \ldots, \mu^N, \sigma) = \int_{\mathbb{R}^{Nd}} J_i(x)p(x; \mu, \sigma)dx. \quad (7)$$

Thus, $\tilde{J}_i, i \in [N]$ is the $i$th player’s cost function in mixed strategies sampled from the normal distribution with the density function in (6). Let $\mu(t) = (\mu^1(t), \ldots, \mu^N(t))$ and for $i \in [N]$, define $\tilde{M}_i(\cdot) = (\tilde{M}_{i,1}(\cdot), \ldots, \tilde{M}_{i,d}(\cdot))^\top$ as the $d$-dimensional mapping with the following elements:

$$\tilde{M}_{i,k}(\mu, \sigma) = \frac{\partial \tilde{J}_i(\mu, \sigma)}{\partial \mu_k^i}, \text{ for } k \in [d]. \quad (8)$$

Using $\tilde{M}_i(\cdot), i \in [N]$ defined above we can rewrite the algorithm step in (2) in the form below:

$$\mu^i(t + 1) = \operatorname{Proj}_{\{1 - \rho_t\}A_i}[\mu^i(t) - \gamma_t \sigma_t^2 (\tilde{M}_i(\mu(t)) + R_{i,j}(\xi(t), \mu(t), \sigma_t) + P_i(\xi(t), \mu(t), \sigma_t))], \quad (9)$$
for all \(i \in [N]\), where \(R_{i,j}\), \(j = 1, 2\), and \(P_i\) are defined as follows:

\[
P_i(\xi(t), \mu(t), \sigma_t) = \frac{\xi_i(t) - \mu_i(t)}{\sigma_t^2} (J_i(a(t)) - J_i(\xi(t))),
\]

(10)

\[
R_{i,j}(\xi(t), \mu(t), \sigma_t) = \tilde{m}_{i,j}(t) - \tilde{M}_i(\mu(t), \sigma_t),
\]

where

\[
\tilde{m}_{i,j}(t) = \begin{cases} 
J_i(\xi(t)) \frac{\xi_i(t) - \mu_i(t)}{\sigma_t^2}, & \text{if } j = 1 \text{ (one-point estimation)}, \\
(J_i(\xi(t)) - J_i(\mu(t))) \frac{\xi_i(t) - \mu_i(t)}{\sigma_t^2}, & \text{if } j = 2 \text{ (two-point estimation)}. 
\end{cases}
\]

(11)

The following lemmas demonstrate the behavior of the terms \(P_i\) and \(R_{i,j}\). Due to the sampling from the Gaussian distribution with unbounded support, we need the following assumption on the cost functions’ behavior at infinity.

**Assumption 4** Each function \(J^i(x) = O(\exp\{\|x\|^a\})\) as \(\|x\| \to \infty\), where \(a < 2\).

First, we demonstrate that the mapping \(\tilde{M}_i(\mu(t))\) evaluated at \(\mu(t)\) is equivalent to the expected pseudo-gradient. That is,

\[
\tilde{M}_i(\mu(t)) = \int_{\mathbb{R}^Nd} M_i(x)p(x; \mu(t), \sigma_t)dx.
\]

(12)

Moreover, this lemma proves that \(\tilde{M}_i(\mu(t))\) is equal to the expectation of the term

\[
\tilde{m}_{i,j}(t) = (\tilde{m}_{i,j}^1(t), \ldots, \tilde{m}_{i,j}^d(t)) \in \mathbb{R}^d, \quad j = 1, 2.
\]

**Lemma 2** Given Assumptions 1 and 4, for \(j = 1, 2\),

\[
\tilde{M}_{i,k}(\mu(t)) = \mathbb{E}\{\tilde{m}_{i,k}(t)|\xi^i(t) \sim N(\mu_k(t), \sigma_t), i \in [N], k \in [d]\}
\]

\[
= \mathbb{E}\{M_{i,k}(\xi^i, \ldots, \xi^N)|\xi^i(t) \sim N(\mu_k(t), \sigma_t), i \in [N], k \in [d]\}. 
\]

(13)

Proof is in Appendix B.

Lemma 2 above implies that

\[
R_{i,j}(\xi(t), \mu(t), \sigma_t) = \tilde{m}_{i,j}(t) - \mathbb{E}_{\xi(t)}\{\tilde{m}_{i,j}(t)\}, \quad i \in [N].
\]

(14)

Further, for the sake of notation simplicity, we may use \(R(t) = R(\xi(t), \mu(t), \sigma_t)\). Let \(\mathcal{F}_t\) be the \(\sigma\)-algebra generated by the random variables \(\{\mu(k), \xi(k)\}_{k \leq t}\). For the second moment of the term \(R\) we prove the following lemma.

**Lemma 3** Under Under Assumptions 1 and 4, as \(\sigma_t \to 0\),

\[
\mathbb{E}\{\|R_{i,j}(t)\|^2|\mathcal{F}_t\} = \begin{cases} 
O\left(\frac{1}{\sigma_t^2}\right), & \text{if } j = 1, \\
O(1), & \text{if } j = 2.
\end{cases}
\]

Proof is in Appendix C.

Finally, the term

\[
P_i(\xi(t), \mu(t), \sigma_t) = (P_1(\xi(t), \mu(t), \sigma_t), \ldots, P_N(\xi(t), \mu(t), \sigma_t)),
\]

is the vector of the difference between the gradient estimation based on the state \(\xi(t) \in \mathbb{R}^Nd\) and the played action \(a(t) \in A\). To characterize this term we prove the following statement.

**Lemma 4** Under Assumptions 1 and 4 we have

\[
\mathbb{E}\{\|P_i(\xi(t), \mu(t), \sigma_t)\| |\mathcal{F}_t\} = \mathbb{E}\left\{|J_i(a(t)) - J_i(\xi(t))| \frac{|\xi_i(t) - \mu_i(t)|}{\sigma_t^2} |\mathcal{F}_t\right\}
\]

\[
= O\left(\left(\frac{e^{-\frac{\sigma_t^2}{2\sigma_t^2}}}{\sigma_t^{Nd+1}}\right)^\frac{1}{2}\right) \text{ almost surely.}
\]

(15)

Proof is in Appendix D.
4 Convergence Analysis

4.1 One-point Estimations \((j = 1)\)

We will provide the analysis of Algorithm 1 in the case \(j = 1\) (one-point gradient estimations) under the following smoothness assumption.

**Assumption 5** The pseudo-gradient \(M : \mathbb{R}^N \rightarrow \mathbb{R}^N\), defined in Assumption 3 fulfills one of the following conditions:

1. \(M\) is twice differentiable over \(\mathbb{R}^N\);

2. \(M\) is differentiable and Lipschitz continuous over \(\mathbb{R}^N\) with some constant \(K\).

**Remark 1** Note that under Assumption 5.2 each function \(J_i(x) = O(\|x\|^2)\) as \(\|x\| \rightarrow \infty\) and, thus, Assumption 4 holds in this case.

In the case of one-point gradient estimations, we will base our analysis on the algorithm’s representation in (9). Thus, in this subsection we exploit the properties of the term \(M_i(\mu(t))\) therein.

Let us now focus on the mapping \(\tilde{M}^{(t)}(\cdot) = (\tilde{M}_1^{(t)}(\cdot), \ldots, \tilde{M}_N^{(t)}(\cdot))\), where for any \(\mu \in \mathbb{R}^N\)

\[
\tilde{M}_i^{(t)}(\mu) = \int_{\mathbb{R}^N} M_i(x)p(x; \mu, \sigma_t)dx
\]

for some given \(\sigma_t\). Note that if \(\mu = \mu(t)\), where \(\mu(t)\) is updated according to (2), then \(\tilde{M}_i^{(t)}(\mu)\) is equal to \(M_i(\mu(t))\), according to Lemma 2 (see also (12)). Such mapping is the pseudo-gradient in the mixed strategies, given that the joint action is generated by the normal distribution with the density (6).

Our next results describe the properties of the mapping \(\tilde{M}^{(t)}\) which are important for the further algorithm’s analysis.

First, we note that the following statement, which describes the connection between \(M^{(t)}\) and \(M^{(t−1)}\) as well as \(M^{(t)}\) and \(\tilde{M}^{(t)}\), takes place.

**Proposition 1** Let the pseudo-gradient \(M\) be differentiable over \(\mathbb{R}^N\). Then, under Assumptions 4, for any \(\mu \in A\), we have

\[
\|\tilde{M}^{(t)}(\mu) - \tilde{M}^{(t−1)}(\mu)\| = O(\|\sigma_t - \sigma_{t−1}\|),
\]

\[
\|\tilde{M}^{(t)}(\mu) - M^{(t)}(\mu)\| = O(\sigma_t).
\]

See Appendix E for the proof.

**Proposition 2** Let Assumptions 3−5 hold. Then \(\tilde{M}(\mu)\) is continuous and differentiable over \(\mathbb{R}^N\) and Lipschitz continuous over any compact set. Moreover, let \(\sigma_t \rightarrow 0\) as \(t \rightarrow \infty\). Then there exists some finite \(T\) such that for each \(t \geq T\) the mapping \(\tilde{M}^{(t)}\) is strongly monotone with the constant \(\frac{\tau}{2}\).

See Appendix F for the proof.

Proposition above states that under Assumptions 3−5 the mapping \(\tilde{M}^{(t)}\) is continuous over \(\mathbb{R}^N\). Thus, if Assumption 2 holds, the set \(SOL(A, \tilde{M}^{(t)})\) is not empty (see [7]). The following proposition provides the connection between Nash equilibria in the game \(\Gamma(N, \{A_i\}, \{J_i\})\) and the set \(SOL(A, \tilde{M}^{(t)})\).

**Proposition 3** Let Assumptions 1−4 hold. Let \(a^*\) be the unique Nash equilibrium in \(\Gamma(N, \{A_i\}, \{J_i\})\) and \(\mu_t^* \in SOL(A, \tilde{M}^{(t)})\). Then, as \(\sigma_t \rightarrow 0\),

\[
\|\mu_t^* - a^*\| = O(\sigma_t).
\]
See Appendix G for the proof.

The next proposition we need to further analyze convergence of the proposed algorithm relates two points $\mu_t^*$ and $\mu_{t-1}^*$ from the sets $SOL(A, \bar{M}(t))$ and $SOL(A, \bar{M}(t-1))$ respectively.

**Proposition 4** Let Assumptions 3–5 hold and $\sigma_t \to 0$ as $t \to \infty$. Then, as $t \to \infty$,

$$||\mu_t^* - \mu_{t-1}^*|| = O(|\sigma_t - \sigma_{t-1}|).$$

See Appendix H for the proof.

Let us also consider the following auxiliary sequence $y(t)$:

$$y(t) = SOL((1 - \rho_t)A, \bar{M}(t)),$$

where $\rho_t \in [0, 1)$. We prove the following statements regarding the sequence $y(t)$.

**Proposition 5** Let Assumptions 3–5 hold and $\sigma_t \to 0$ as $t \to \infty$. Then, as $t \to \infty$,

$$||y(t) - y(t-1)|| = O(|\sigma_t - \sigma_{t-1}|) + O(|\rho_t - \rho_{t-1}|).$$

See Appendix I for the proof.

**Proposition 6** Let Assumptions 3–5 hold and $\sigma_t \to 0$ as $t \to \infty$. Then, as $t \to \infty$,

$$||y(t) - \mu_t^a|| = O(\rho_t).$$

See Appendix J for the proof.

With all these results at place, we are ready to formulate the main result.

**Theorem 2** Let the states $\mu^i(t)$, $i \in [N]$, evolve according to Algorithm 1 with the gradient estimations $m^i(t)$. Let Assumptions 1–5 hold. Moreover, let the parameters in the procedure be chosen as follows: $\gamma_t = \frac{4}{\nu t^4}$, $\sigma_t = \frac{\alpha}{\nu}$, $\rho_t = \frac{1}{t^4 + \epsilon}$ for arbitrary small $\epsilon > 0$. Here $\nu$ is the strong monotonicity constant from Assumption 3.

Then the joint state $\mu(t)$ converges almost surely to the unique Nash equilibrium $\mu^* = a^*$ of the game $\Gamma$, whereas the joint state $\xi(t)$ converges in probability to $\bar{a}^*$. Moreover,

$$E\|\mu(t) - a^*\|^2 = O\left(\frac{1}{t^{1/2 - \epsilon}}\right).$$

**Proof:** Let us notice that due to the theorem's conditions and the particular choice $\sigma_t = \frac{\alpha}{\nu t^4} \to 0$, as $t \to \infty$, Propositions 2–6 hold.

We consider $||\mu(t + 1) - y(t)||^2$, where the sequence $y(t)$ is defined in (19). We aim to bound the growth of $||\mu(t + 1) - y(t)||^2$ in terms of $||\mu(t) - y(t-1)||^2$ and, thus, to obtain the convergence rate of the sequence $||\mu(t + 1) - y(t)||^2$. Further, we aim to apply Propositions 6 and 3 estimating the distances $||y(t - 1) - \mu^*_t||$ and $||\mu^*_t - a^*||$ respectively to conclude the result.

We analyze each term in the following sum $\sum_{i=1}^N ||\mu^i(t + 1) - y^i(t)||^2$. From the procedure for the update of $\mu(t)$ in (9), the non-expansion property of the projection operator, the fact that $y(t)$ belongs to $SOL((1 - \rho_t)A, \bar{M}(t)(y))$, namely, that $\forall i \in [N]$ $y^i(t) = \text{Proj}_{(1 - \rho_t)A_i}[y^i(t) - \gamma_t(\bar{M}_i(t)(y(t)),$

where $\bar{M}(t) = \bar{M}$, we obtain that for any $i \in [N]$

$$||\mu^i(t + 1) - y^i(t)||^2 \leq ||\mu^i(t) - y^i(t) - \gamma_t[\bar{M}_i(\mu(t)) - \bar{M}_i(y(t)) + R_{i,j}(\xi(t), \mu(t)) + P_i(\xi(t), \mu(t))]||^2$$
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\[
\begin{align*}
&= \| \mu^i(t) - y^i(t) \|^2 \\
&\quad - 2\gamma_i(\tilde{M}_i(\mu(t)) - \tilde{M}_i(y(t)), \mu^i(t) - y^i(t)) \\
&\quad - 2\gamma_i(R_{i,j}(t), \mu^i(t) - y^i(t)) \\
&\quad - 2\gamma_i(P_i(t), \mu^i(t) - y^i(t)) \\
&\quad + \gamma_i^2 \| G_i(t) \|^2,
\end{align*}
\]  

where, for ease of notation, we have defined \( R(t) = R(\xi(t), \mu(t), \sigma_t) \), \( P(t) = P(\xi(t), \mu(t), \sigma_t) \), and

\[
G_i(t) = \tilde{M}_i(\mu(t)) - \tilde{M}_i(y(t)) + R_{i,j}(t) + P_i(t).
\]

We expand \( G_i \) as below and bound the terms in the expansion.

\[
\begin{align*}
\| G_i(t) \|^2 &= \| \tilde{M}_i(\mu(t)) - \tilde{M}_i(y(t)) \|^2 \\
&\quad + \| R_{i,j}(t) \|^2 + \| P_i(t) \|^2 \\
&\quad + 2(P_i(t), R_{i,j}(t)) \\
&\quad + 2(\tilde{M}_i(\mu(t)) - \tilde{M}_i(y(t)), R_{i,j}(t) + P_i(t)).
\end{align*}
\]

Thus, by taking into account (14), which implies \( E\{R_{i,j}(t)|\mathcal{F}_t\} = 0 \) for any \( \mu \), and the Cauchy-Schwarz inequality, we get from (31)

\[
\begin{align*}
E\{\| \mu^i(t+1) - y^i(t) \|^2 |\mathcal{F}_t\} \\
&\leq \| \mu^i(t) - y^i(t) \|^2 \\
&\quad - 2\gamma_i(\tilde{M}_i(\mu(t)) - \tilde{M}_i(y(t)), \mu^i(t) - y^i(t)) \\
&\quad + 2\gamma_iE\{\| P_i(t) \| |\mathcal{F}_t\} \| \mu^i(t) - y^i(t) \| \\
&\quad + \gamma_i^2 E\{\| G_i(t) \|^2 |\mathcal{F}_t\}
\end{align*}
\]

\[
\begin{align*}
\leq &\| \mu^i(t) - y^i(t) \|^2 \\
&\quad - 2\gamma_i(\tilde{M}_i(\mu(t)) - \tilde{M}_i(y(t)), \mu^i(t) - y^i(t)) \\
&\quad + 2\gamma_iE\{\| P_i(t) \| |\mathcal{F}_t\} \| \mu^i(t) - y^i(t) \| \\
&\quad + \gamma_i^2 E\{\| M_i(\mu(t)) - M_i(y(t)) \|^2 \\
&\quad + E\{\| R_{i,j}(t) \|^2 + \| P_i(t) \|^2 |\mathcal{F}_t\} \\
&\quad + 2E\{\| P_i(t) \| \| R_{i,j}(t) \| |\mathcal{F}_t\} \\
&\quad + 2E\{\| M_i(\mu(t)) - M_i(y(t)) \| \} E\{\| P_i(t) \| |\mathcal{F}_t\} \}.
\end{align*}
\]

Next, taking into account Lemmas 3, 4 and the fact that \( \frac{a}{t} \to 0 \) as \( t \to \infty \) we conclude that \( E\{\| P_i(t) \| |\mathcal{F}_t\} \) and \( E\{\| P_i(t) \|^2 |\mathcal{F}_t\} \) decrease geometrically fast in comparison with other ones. Hence, we obtain from (23) that

\[
\begin{align*}
E\{\| \mu^i(t+1) - y^i(t) \|^2 |\mathcal{F}_t\} \\
&\leq \| \mu^i(t) - y^i(t) \|^2 \\
&\quad - 2\gamma_i(\tilde{M}_i(\mu(t)) - \tilde{M}_i(y(t)), \mu^i(t) - y^i(t)) \\
&\quad + \gamma_i^2 E\{\| M_i(\mu(t)) - M_i(y(t)) \|^2 + E\{\| R_{i,j}(t) \|^2 |\mathcal{F}_t\} \}.
\end{align*}
\]

Thus, using continuity of \( \tilde{M} \) (Proposition 2) and, thus, boundedness of \( \| \tilde{M}_i(\mu(t)) - \tilde{M}_i(y(t)) \| \) as well as taking into account the result of Lemma 3, we conclude that

\[
E\{\| \mu^i(t+1) - y^i(t) \|^2 |\mathcal{F}_t\}
\]
\[ \leq \| \mu'(t) - y'(t) \|^2 - 2\gamma_t(M_t(\mu(t)) - M_t(y(t)), \mu'(t) - y'(t)) + h(t), \]  
where 
\[ h(t) = O \left( \frac{\gamma_t^2}{\sigma_t^2} \right). \]  

Thus, due to Proposition 2, we conclude from (25) by summing up the inequalities over \( i = 1, \ldots, N \),
\[ E(\| \mu(t + 1) - y(t) \|^2 | \mathcal{F}_t) \leq (1 - \nu \gamma_t)\| \mu(t) - y(t) \|^2 + Nh(t). \]

Next, by using the inequality
\[ \| \mu(t) - y(t) \|^2 \leq (1 + \epsilon_t)\| \mu(t) - y(t - 1) \|^2 + (1 + 1/\epsilon_t)\| y(t - 1) - y(t) \|^2, \]
which holds for any \( \epsilon_t > 0 \), we get
\[ E(\| \mu(t + 1) - y(t) \|^2 | \mathcal{F}_t) \leq (1 - \nu \gamma_t)(1 + \epsilon_t)\| \mu(t) - y(t - 1) \|^2 \\
+ (1 - \nu \gamma_t)(1 + 1/\epsilon_t)\| y(t - 1) - y(t) \|^2 \]
\[ + h(t) \leq \left( 1 - \frac{\nu \gamma_t}{2} \right)\| \mu(t) - y(t - 1) \|^2 \\
+ O \left( \frac{|\sigma_t - \sigma_{t-1}|^2 + |\rho_t - \rho_{t-1}|^2}{\gamma_t} \right) + h(t), \]
where in the last inequality we chose \( \epsilon_t = \frac{\nu \gamma_t}{2} \) and used Proposition 5. Thus, given the settings for the parameter \( \gamma_t = \frac{4}{\sigma_t} \), the definition of \( h(t) \) (see (26)), we conclude that
\[ E(\| \mu(t + 1) - y(t) \|^2 | \mathcal{F}_t) \leq \left( 1 - \frac{2}{t} \right)\| \mu(t) - y(t - 1) \|^2 + O \left( \frac{1}{t^{3/2 - \epsilon}} \right), \]  
(27)

Here we used the definition of \( h_t \) from (26), which implies \( h_t = O \left( \frac{1}{t^{3/2 - \epsilon}} \right) \). Moreover,
\[ \frac{|\sigma_t - \sigma_{t-1}|^2 + |\rho_t - \rho_{t-1}|^2}{\gamma_t} = O \left( \frac{1}{t^{3/2 - \epsilon}} \right), \text{ if } j = 1. \]

Thus, (27) implies that \( \mu(t) \) converges to \( y(t - 1) \) almost surely (see Chung’s Lemma 4 in Chapter 2.2 [8], for the reader’s convenience we provide this lemma in Appendix L). Moreover, due to Propositions 6 and 3, the almost sure convergence of \( \mu(t) \) to \( a^* \) takes place. Taking into account that \( \xi(t) \sim N(\mu(t), \sigma_t) \) and \( \sigma_t \to 0 \) as \( t \to \infty \), we conclude that \( \xi(t) \) converges weakly to a Nash equilibrium \( a^* \). Moreover, according to the Portmanteau Lemma [5], this convergence is also in probability. Next, by taking the full expectation of the both sides in (27), we obtain
\[ E[\| \mu(t + 1) - y(t) \|^2] \leq \left( 1 - \frac{2}{t} \right) E[\| \mu(t) - y(t - 1) \|^2] + O \left( \frac{1}{t^\epsilon} \right). \]

By applying the Chung’s lemma (see Appendix L) to the inequality above, we conclude that
\[ E[\| \mu(t + 1) - y(t) \|^2] = O \left( \frac{1}{t^{3/2 - \epsilon}} \right). \]

Finally,
\[ E[\| \mu(t + 1) - a^* \|^2] \leq 2E[\| \mu(t + 1) - y(t) \|^2] + 2\| y(t) - \mu_t \|^2 + 2\| \mu_t - a^* \|^2. \]  
(28)

Thus, applying Propositions 3 and 6 with the given choice of the parameters, we obtain the result.
4.2 Two-point Estimations \((j = 2)\)

We will provide the analysis of Algorithm 1 in the case \(j = 2\) (two-point gradient estimations) under the following smoothness assumption.

**Assumption 6** The pseudo-gradient \(M : \mathbb{R}^{Nd} \rightarrow \mathbb{R}^{Nd}\), defined in Assumption 3 fulfills one of the following conditions:

1. \(M\) is differentiable over \(\mathbb{R}^{Nd}\);
2. \(M\) is Lipschitz continuous over \(\mathbb{R}^{Nd}\) with some constant \(l\).

For the case, when two points are used by agents for gradient estimations \((j = 2\) in Algorithm 1), we focus on the following representation of the proposed learning procedure from (9):

\[
\mu^i(t + 1) = \text{Proj}_{(1-\rho_t)A_i}[\mu^i(t) - \gamma_t\sigma^2(M_i(\mu(t)) + Q_i(\mu(t)) + R_i(\xi(t), \mu(t), \sigma_t) + P_i(\xi(t), \mu(t), \sigma_t))],
\]

(29)

where \(Q_i(\mu(t)) = \tilde{M}_i(\mu(t)) - M_i(\mu(t))\). That is why to analyze the procedure in this case by comparing its iterates with ones based on the actual gradients, we introduce the following sequence:

\[
z(t + 1) = \text{Proj}_{(1-\rho_t)A}[z(t) - \gamma_tM(z(t))],
\]

(30)

where \(\rho_t \in [0, 1]\). For the forthcoming analysis we will need the following statements regarding the sequence \(z(t)\).

**Proposition 7** Let Assumptions 3 and 6 hold. Then

\[
\|z(t) - z(t - 1)\| = O(|\rho_t - \rho_{t-1}|).
\]

**Proposition 8** Let Assumptions 3 and 6 hold. Let \(a^*\) be the unique Nash equilibrium in \(\Gamma(N, \{A_i\}, \{J_i\})\). Then

\[
\|z(t) - a^*\| = O(\rho_t).
\]

Note that the proofs of Propositions 7, 8 are analogous to ones of Propositions 5, 6 respectively, where the mapping \(\tilde{M}^{(1)}\) is replaced by the pseudo-gradient \(M\) with the corresponding properties.

The following theorem formulates the main result on the convergence and its rate.

**Theorem 3** Let the states \(\mu^i(t), i \in [N]\), evolve according to Algorithm 1 with the gradient estimations \(m_j^i(t), j = 2\). Let Assumptions 1–4, and 6 hold. Moreover, let the parameters in the procedure be chosen as follows: \(\gamma_t = \frac{1}{\hat{\nu}t}, \sigma_t = \frac{\nu}{\hat{\nu}t}, \rho_t = \frac{s}{\hat{\nu}, 1 \leq r < s\). Here \(\nu\) is the strong monotonicity constant from Assumption 3.

Then the joint state \(\mu(t)\) converges almost surely to the unique Nash equilibrium \(\mu^* = a^*\) of the game \(\Gamma\), whereas the joint state \(\xi(t)\) converges in probability to \(a^*\). Moreover,

\[
E\|\mu(t) - a^*\|^2 = O\left(\frac{1}{t}\right).
\]

**Proof:** We follow here the logic of the proof for Theorem 2. However, in this case we consider \(\|\mu(t + 1) - z(t)\|^2\), where the sequence \(z(t)\) is defined in (30).

We analyze each term in the following sum \(\sum_{i=1}^{N} \|\mu^i(t + 1) - z^i(t)\|^2\). From the procedure for the update of \(\mu(t)\) in (29), the non-expansion property of the projection operator, the fact that \(z(t)\) belongs to \(SOL((1-\rho_t)A, M(z))\), namely, that \(\forall i \in [N]\)

\[
z^i(t) = \text{Proj}_{(1-\rho_t)A_i}[z^i(t) - \gamma_t(M(z))],
\]

(29)
we obtain that for any \( i \in [N] \)

\[
\| \mu^i(t + 1) - \zeta^i(t) \|^2 \leq \| \mu^i(t) - \mu^i(t) - \gamma_t [M_i(\mu(t)) - M_i(z(t))]
\]

\[
= \| \mu^i(t) - \mu^i(t) \|^2 - 2\gamma_t [Q_i(t), \mu^i(t) - \mu^i(t)]
\]

\[
- 2\gamma_t (M_i(\mu(t)) - M_i(z(t))), \mu^i(t) - \mu^i(t))
\]

\[
- 2\gamma_t (R_{i,j}(t), \mu^i(t) - \mu^i(t))
\]

\[
+ \gamma^2 \| H_i(t) \|^2,
\]

(31)

where, for ease of notation, we have defined \( Q_i(t) = Q_i(\mu(t)), R(t) = R(\xi(t), \mu(t), \sigma_t), P(t) = P(\xi(t), \mu(t), \sigma_t) \), and

\[
H_i(t) = M_i(\mu(t)) - M_i(\nu(t))
\]

\[
+ Q_i(t) + R_{i,j}(t) + P_i(t).
\]

(32)

Taking into account that \( Q_i(\mu(t)) = M_i(\mu(t)) - M_i(\mu(t)), M_i(\mu(t)) = M_i(\mu(t)), \) and applying Proposition 1, we conclude that \( \| Q_i(\mu(t)) \| = O(\sigma_t) \). Thus, repeating the steps in (22) - (23), where we count for the additional term \( Q_i(\mu(t)) \) we obtain:

\[
E\{ \| \mu^i(t + 1) - \zeta^i(t) \|^2 | \mathcal{F}_t \}
\]

\[
\leq \| \mu^i(t) - \zeta^i(t) \|^2
\]

\[
- 2\gamma_t (M_i(\mu(t)) - M_i(z(t))), \mu^i(t) - \mu^i(t))
\]

\[
+ 2\gamma_t \| Q_i(t) \| \| \mu^i(t) - \zeta^i(t) \|
\]

\[
+ \gamma^2 \| M_i(\mu(t)) - M_i(z(t)) \|^2 + \| Q(t) \|^2 + E\{ \| R_{i,j}(t) \|^2 | \mathcal{F}_t \} \}
\]

(33)

Thus, using continuity of \( M \) and the fact that both \( \mu^i(t) \) and \( \zeta^i(t) \) belong to the compact set \( A \), as well as taking into account the result of Lemma 3, we conclude that

\[
E\{ \| \mu^i(t + 1) - \zeta^i(t) \|^2 | \mathcal{F}_t \}
\]

\[
\leq \| \mu^i(t) - \zeta^i(t) \|^2
\]

\[
- 2\gamma_t (M_i(\mu(t)) - M_i(z(t))), \mu^i(t) - \mu^i(t)) + h_1(t)
\]

(34)

where \( h_1(t) = O(\gamma_t \sigma_t + \gamma_t^2) \). Thus, due to Assumption 3, we conclude from (34) by summing up the inequalities over \( i = 1, \ldots, N \),

\[
E\{ \| \mu(t + 1) - \zeta(t) \|^2 | \mathcal{F}_t \} \leq (1 - \nu \gamma_t) \| \mu(t) - \zeta(t) \|^2 + Nh_1(t).
\]

Next, by using the inequality

\[
\| \mu(t) - \zeta(t) \|^2 \leq (1 + \epsilon_t) \| \mu(t) - \zeta(t) \|^2 + (1 + 1/\epsilon_t) \| \zeta(t - 1) - \zeta(t) \|^2
\]

which holds for any \( \epsilon_t > 0 \), we get

\[
E\{ \| \mu(t + 1) - \zeta(t) \|^2 | \mathcal{F}_t \} \leq (1 - \nu \gamma_t)(1 + \epsilon_t) \| \mu(t) - \zeta(t - 1) \|^2
\]

\[
+ (1 - \nu \gamma_t)(1 + 1/\epsilon_t) \| \zeta(t - 1) - \zeta(t) \|^2 + h_1(t)
\]

\[
\leq \left( 1 - \frac{\nu \gamma_t}{2} \right) \| \mu(t) - \zeta(t - 1) \|^2
\]

\[
+ O \left( \frac{|\rho_t - \rho_{t-1}|^2}{\gamma_t} + h_1(t) \right),
\]
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where in the last inequality we chose $\epsilon_t = \frac{\sigma_i}{\sqrt{t}}$ and used Proposition 7. Thus, given the settings for the parameters, the definition of $h_1(t)$, we conclude that

$$E[\|\mu(t + 1) - z(t)\|^2 | F_t] \leq \left( 1 - \frac{2}{t} \right) \|\mu(t) - z(t - 1)\|^2 + O \left( \frac{1}{t^2} \right). \quad (35)$$

Thus, (35) implies that $\mu(t)$ converges to $z(t - 1)$ almost surely (see Chung’s Lemma in Appendix L). Moreover, due to Proposition 8, the almost sure convergence of $\mu(t)$ to $a^*$ takes place. Taking into account that $\xi(t) \sim N(\mu(t), \sigma_t)$ and $\sigma_t \to 0$ as $t \to \infty$, we conclude that $\xi(t)$ converges weakly to a Nash equilibrium $a^*$. Moreover, according to the Portmanteau Lemma [5], this convergence is also in probability. Next, by taking the full expectation of the both sides in (27), we obtain

$$E[\|\mu(t + 1) - z(t)\|^2] \leq \left( 1 - \frac{2}{t} \right) E[\|\mu(t) - z(t - 1)\|^2] + O \left( \frac{1}{t^2} \right).$$

By applying the Chung’s lemma (see Appendix L) to the inequality above, we conclude that

$$E[\|\mu(t + 1) - z(t)\|^2] = O \left( \frac{1}{t} \right).$$

Finally,

$$E[\|\mu(t + 1) - a^*\|^2] \leq 2E[\|\mu(t + 1) - z(t)\|^2] + 2\|z(t) - a^*\|^2. \quad (36)$$

Thus, applying Proposition 8 with the given choice of the parameters, we obtain the result. \qed

### 4.3 Discussion

With two-point function evaluation, the proposed payoff-based procedure achieves the best convergence rate $O(1/T)$ in the class of stochastic gradient algorithms applied to optimization of smooth strongly convex functions, given bounded estimations of gradients at each time [9]. This improved rate is due to the fact that, in this case, expectation of the squared stochastic term $R_{i,2}(t)$ in the proposed method (9) is upper bounded by some constant (see Lemma 3). This rate is however not achievable in the case of one-point estimations of gradients since in that case we have unbounded expectation as over time ($\sigma_t \to 0$ as time runs), which requires a specific setting for the variance parameter $\sigma_t$ to be able to upper bound the corresponding stochastic term during the iterates. Such settings naturally lead to a slower convergence rate.

With one-point function evaluation, the proposed payoff-based procedure achieves the best convergence rate $O(1/\sqrt{T})$ in the class of stochastic gradient algorithms applied to optimization of smooth strongly convex functions, given zero-order function evaluation at each time [10]. On the other hand, the work [2] addresses convergence to Nash equilibria in strictly monotone games given payoff information with one-point gradient estimations. In particular, the authors mentioned the rate of their proposed algorithm in the case of the strongly monotone pseudo-gradients. The obtained rate was $O \left( \frac{1}{\sqrt{t}} \right)$ which is worse than $O \left( \frac{1}{\sqrt{t^2}} \right)$ presented in this paper. The reason is two different techniques used in the procedures’ analysis. The work [2] estimates the distances from the iterates to the actual solution and not to the solutions in games with mixed strategies (in our notations such solutions are $\mu_i^*$ and $y(t)$ for the action set regularized by $\rho_t$). The latter approach allows for getting a tighter upper bound for the distance between the iterates and the Nash equilibrium in the original game by obtaining the rate of convergence to the mixed-strategy solutions as well as estimating the distance between them and the actual one (see Propositions 3, 6), and finally applying the triangle inequality (see (36) in the proof of Theorem 2).
5 Conclusion

We showed that bandit learning of the Nash equilibrium in convex strongly monotone smooth games can be achieved with a rate of $O\left(\frac{1}{\sqrt{T}}\right)$ in the one-point feedback and $O\left(\frac{1}{T}\right)$ in the two-point feedback. These rates are the lowest known to our knowledge for the considered class of problems.

In future, we need to quantify the rate dependence on the problem dimension $d$ and number of players $N$. Furthermore, we may verify that the mirror-descent class of algorithms achieve the same optimal rates. Finally, characterizing the optimal rates for a larger class of games, namely, those with non-strongly monotone pseudo-gradients remains an open problem.
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A Auxiliary Results

The following auxiliary lemma will be used in the proofs of some propositions and lemmas below.

**Lemma 5** Let some continuous function \( f(x) : \mathbb{R}^N \to \mathbb{R} \) be such that \( f(x) \geq 0 \) for any \( x \in \mathbb{R}^N \) and \( f(x) = O(\exp\{\|x\|^\alpha\}) \) as \( \|x\| \to \infty \), where \( \alpha < 2 \). Let \( A \) be some compact subset of \( \mathbb{R}^N \). Finally, let \( p(x; \mu, \sigma) \), \( \mu, \sigma \in A \), be the density function of the Gaussian vector \( \xi \) as defined in (6) and \( \tilde{\xi} = \mu + \theta(\xi - \mu) \) for some \( \theta \in [0,1] \). Then there exists a constant \( C > 0 \) such that \( E\{f(\tilde{\xi})\} \leq 2^N C \). Moreover, if \( \sigma \to 0 \) as \( t \to \infty \), then there exists \( c > 0 \), which is independent on \( d \) and \( N \), such that \( E\{f(\tilde{\xi})\} \leq c \) for all sufficiently large \( t \).

**Proof:** Let us define \( \tilde{x} = \mu + \theta(x - \mu) \) for any \( x \in \mathbb{R}^N \). Then,

\[
E\{f(\tilde{\xi})|\xi \sim N(\mu, \sigma_t)\} = \int_{\mathbb{R}^N} f(\tilde{x}) p(x; \mu, \sigma_t) dx
\]

\[
= \int_{\mathbb{R}^N} f(\tilde{x}) \prod_{i=1}^N \frac{1}{(\sqrt{2\pi} \sigma_t)^d} \exp \left\{ - \sum_{k=1}^d \frac{(x_k^i - \mu_k^i)^2}{2\sigma_t^2} \right\} dx
\]

\[
= 2^N \int_{\mathbb{R}^N} f(\tilde{x}) \prod_{i=1}^N \exp \left\{ - \sum_{k=1}^d \frac{(x_k^i - \mu_k^i)^2}{4\sigma_t^2} \right\} dx.
\]

According to the condition \( f(x) = O(\exp\{\|x\|^\alpha\}) \) as \( \|x\| \to \infty \), where \( \alpha < 2 \), there exists a constant \( C > 0 \) such that

\[
f(\tilde{x}) \prod_{i=1}^N \exp \left\{ - \sum_{k=1}^d \frac{(x_k^i - \mu_k^i)^2}{4\sigma_t^2} \right\} \leq C
\]

for any \( x \in \mathbb{R}^N \) and \( \mu \in A \). Thus, taking into account that

\[
\int_{\mathbb{R}^N} \frac{1}{(\sqrt{2\pi} \sigma_t)^d} \prod_{i=1}^N \exp \left\{ - \sum_{k=1}^d \frac{(x_k^i - \mu_k^i)^2}{4\sigma_t^2} \right\} dx = 1,
\]

we conclude that \( Ef(\tilde{\xi}) \leq 2^N C \).

Furthermore, let us notice that

\[
E\{f(\tilde{\xi})\} = \int_{\mathbb{R}^N} f(\tilde{x}) p(x; \mu, \sigma_t) dx
\]

\[
= \int_{\mathbb{R}^N} f(\tilde{x}) \prod_{k=1}^N \frac{1}{(\sqrt{2\pi} \sigma_t)^d} \exp \left\{ - \sum_{k=1}^d \frac{(x_k^i - \mu_k^i)^2}{2\sigma_t^2} \right\} dx
\]

\[
\leq c_0 + \int_{\mathbb{R}^N \setminus B} f(\tilde{x}) \prod_{k=1}^N \frac{1}{(\sqrt{2\pi} \sigma_t)^d} \exp \left\{ - \sum_{k=1}^d \frac{(x_k^i - \mu_k^i)^2}{2\sigma_t^2} \right\} dx, \quad (37)
\]

where \( B \) is some compact such that \( A \subset B \) and we used boundedness of \( f \) over \( B \) to conclude that there exists some constant \( c_0 \) such that

\[
\int_B f(\tilde{x}) \prod_{k=1}^N \frac{1}{(\sqrt{2\pi} \sigma_t)^d} \exp \left\{ - \sum_{k=1}^d \frac{(x_k^i - \mu_k^i)^2}{2\sigma_t^2} \right\} dx \leq c_0.
\]
Next, we notice that, as $\sigma_t \to 0$, and due to the fact that $f(x) = O(\exp(\|x\|^\alpha))$ as $\|x\| \to \infty$, where $\alpha < 2$, for given $d$ and $N$, there exists some finite $T$ such that the following inequality holds for $t \geq T$ and any $x \in \mathbb{R}^{Nd}$:

$$f(\bar{x}) \prod_{k=1}^{N} \exp \left\{ -\sum_{k=1}^{d} \frac{(x_k^i - \mu_k^i)^2}{4\sigma_k^2} \right\} \leq \frac{1}{2Nd}.$$

Hence, for $t \geq T$

$$\int_{\mathbb{R}^{Nd} \setminus B} f(\bar{x}) \prod_{k=1}^{N} \frac{1}{(2\pi\sigma_k)^d} \exp \left\{ -\sum_{k=1}^{d} \frac{(x_k^i - \mu_k^i)^2}{4\sigma_k^2} \right\} d\bar{x}$$

$$= \int_{\mathbb{R}^{Nd} \setminus B} f(\bar{x}) \prod_{k=1}^{N} \exp \left\{ -\sum_{k=1}^{d} \frac{(x_k^i - \mu_k^i)^2}{4\sigma_k^2} \right\} \frac{1}{(2\pi\sigma_k)^d} \prod_{k=1}^{N} \exp \left\{ -\sum_{k=1}^{d} \frac{(x_k^i - \mu_k^i)^2}{4\sigma_k^2} \right\} d\bar{x}$$

$$\leq \frac{1}{2Nd} \int_{\mathbb{R}^{Nd} \setminus B} \frac{1}{(2\pi\sigma_k)^d} \prod_{k=1}^{N} \exp \left\{ -\sum_{k=1}^{d} \frac{(x_k^i - \mu_k^i)^2}{4\sigma_k^2} \right\} d\bar{x}$$

$$\leq \int_{\mathbb{R}^{Nd}} \frac{1}{(2\pi\sigma_k)^d} \prod_{k=1}^{N} \exp \left\{ -\sum_{k=1}^{d} \frac{(x_k^i - \mu_k^i)^2}{4\sigma_k^2} \right\} d\bar{x} = 1. \quad (38)$$

Thus, we conclude from (37) and (38) that $\Pr\{J_i(\xi(t))\} \leq c_0 + 1 = c$ in the case $\sigma_t \to 0$. \hfill \Box

We will use the Hölder’s inequality:

$$\Pr\{|XY| \} \leq (\Pr\{X^2\})^{1/2} (\Pr\{Y^2\})^{1/2}, \quad (39)$$

which holds for any random variables $X$ and $Y$ such that $\Pr\{X^2\} < \infty$ and $\Pr\{Y^2\} < \infty$.

**B Proof of Lemma 2**

**Proof:** First, we verify that the differentiation under the integral sign in

$$\hat{M}_{i, k}(\mu, \sigma) = \frac{\partial \int_{\mathbb{R}^{Nd}} J_i(x)p(x; \mu, \sigma)dx}{\partial \mu_k^i}, \quad \text{for} \ k \in [d],$$

is justified at any $\mu \in A$. Then, it can then readily be verified that the first equality in (13) holds, by taking the differentiation inside the integral.

A sufficient condition for differentiation under the integral is that the integral of the formally differentiated function with respect to $\mu_k^i$ converges uniformly over the domain set of the parameter $\mu_k^i$, whereas the differentiated function is continuous (see [13, Chapter 17]). Continuity of the functions $J_i(x)p(x; \mu, \sigma)$ and $\frac{\partial J_i(x)p(x; \mu, \sigma)}{\partial \mu_k^i} = J_i(x)\frac{x_k^i - \mu_k^i}{\sigma^2} p(x; \mu, \sigma)$ follows from continuity of $J_i(x)$ and $p(x; \mu, \sigma)$. We demonstrate uniform convergence of the integral $\int_{\mathbb{R}^{Nd}} J_i(x)\frac{x_k^i - \mu_k^i}{\sigma^2} p(x; \mu, \sigma)dx$ over the set $A$. By making the substitution $y = x - \mu$, we obtain

$$\int_{\mathbb{R}^{Nd}} J_i(x)\frac{x_k^i - \mu_k^i}{\sigma^2} p(x; \mu, \sigma)dx$$

$$= \int_{\mathbb{R}^{Nd}} J_i(y + \mu)\frac{y_k^i}{\sigma^2} p(y; 0, \sigma)dy.$$ 

Thus, taking into account Assumption 4 and the fact that $y \in A$, we conclude that there exists a finite constant $D > 0$ such that for any $y \in \mathbb{R}^{Nd}$

$$|J_i(y + \mu)\frac{y_k^i}{\sigma^2} p(y; 0, \sigma)| \leq D \frac{|y_k^i|}{\sigma^2} \prod_{i=1}^{N} \frac{1}{(\sqrt{2\pi\sigma})^d} \exp \left\{ -\sum_{k=1}^{d} \frac{(y_k^i)^2}{4\sigma^2} \right\}.$$
By noting that
\[
\int_{\mathbb{R}^N} \frac{D[y^i_k]}{\sigma^2} \prod_{i=1}^{N} \frac{1}{(\sqrt{2\pi}\sigma)^d} \exp \left\{ -\sum_{k=1}^{d} \frac{(y^i_k)^2}{4\sigma^2} \right\} dy = O(\sigma),
\]
we apply the Weierstrass criterion for uniform convergence of integrals to conclude the desired result. Next,
\[
\int_{\mathbb{R}^N} \frac{J_i(x)^k - \mu^k_i}{\sigma^4} p(x; \mu, \sigma) dx = -\frac{1}{(\sqrt{2\pi}\sigma)^{N+1}}
\]
\[
\times \int_{\mathbb{R}^{(N-1)}} \left[ \int_{x_i^k = -\infty}^{x_i^k = +\infty} J_i(x) d\left( \exp \left\{ -\sum_{i=1}^{N} \frac{(x^i_j - \mu^i_j)^2}{2\sigma^2} \right\} \right) \right]
\times \exp \left\{ -\sum_{j \neq i}^{N} \frac{(x^i_j - \mu^i_j)^2}{2\sigma^2} \right\} dx^{-i,k} = \int_{\mathbb{R}^N} \frac{\partial J_i(x)}{\partial x_i^k} p(x; \mu, \sigma) dx,
\]
where in the above, we use integration by parts and Assumption 4.

\[\Box\]

C Proof of Lemma 3

Proof: From the definition of \( R_{i,j} \) in (11) and its property given by (14), we notice that for \( j = 1 \),
\[
E\{|R_{i,1}(t)|^2|\mathcal{F}_t\} = E\{|R_{i,1}(t)|^2|\xi(t) \sim (\mu(t), \sigma_t)\}
\leq \sum_{k=1}^{d} \int_{\mathbb{R}^N} J_i^2(x) \frac{(x^i_k - \mu^i_k(t))^2}{\sigma_t^4} p(x; \mu(t), \sigma_t) dx
\]
Next, we take into account Assumption 4 and apply Lemma 5 to conclude that there exists some finite constant \( c_1 > 0 \) such that
\[
E\{J_i^4(\xi(t))\} < c_1.
\]
Thus, we can use the Hӧlder’s inequality (39) to obtain
\[
\int_{\mathbb{R}^N} J_i^2(x) \frac{(x^i_k - \mu^i_k(t))^2}{\sigma_t^4} p(x; \mu(t), \sigma_t) dx
= E\{J_i^2(\xi(t)) \frac{(\xi^i_k - \mu^i_k(t))^2}{\sigma_t^2}\} \leq (E\{J_i^4(\xi(t))\})^{1/2} \left( E\left( \frac{(\xi^i_k - \mu^i_k(t))^4}{\sigma_t^8} \right) \right)^{1/2}
\leq \frac{c_1}{\sigma_t^2},
\]
where in the last inequality we used (42). Hence,
\[
E\{|R_{i,1}(t)|^2|\mathcal{F}_t\} = O\left( \frac{d}{\sigma_t^2} \right).
\]
Now we consider \( R_{i,2}(t) \). According to the definition of \( R_{i,2}(t) \) in (11),
\[
E\{|R_{i,2}(t)|^2|\mathcal{F}_t\} = E\{|R_{i,2}(t)|^2|\xi(t) \sim (\mu(t), \sigma_t)\}
\leq \sum_{k=1}^{d} \int_{\mathbb{R}^N} (J_i(x) - J_i(\mu(t)))^2 \frac{(x^i_k - \mu^i_k(t))^2}{\sigma_t^4} p(x; \mu(t), \sigma_t) dx.
\]
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Next, due to the Taylor’s expansion of $J_i$ around the point $\mu(t)$, we conclude that for any $x \in \mathbb{R}^{Nd}$

$$J_i(x) = J_i(\mu(t)) + (\nabla J_i(\bar{x}(t)), \mu(t) - x)$$

where $\bar{x}(t) = \mu(t) + \theta(x - \mu(t))$ for some $\theta \in [0, 1]$. Thus, we obtain from (44)

$$E\{\|R_{i,2}(t)\|^2 | \mathcal{F}_t\} \leq \int_{\mathbb{R}^{Nd}} \|\nabla J_i(\bar{x}(t))\|^2 \|\mu(t) - x\|^2 \left(\sum_{k=1}^{d} \frac{(x_k - \mu_k(t))^2}{\sigma_k^2}\right) p(x; \mu(t), \sigma_t) dx$$

Next, we apply Lemma 5 (see Assumption 4) to conclude existence of some constant $c_2 > 0$ such that

$$E\|\nabla J_i(\bar{x}(t))\|^4 \leq c_2.$$  \hfill (46)

Thus, applying the Hölder’s inequality (39) to (45), we get:

$$E\{\|R_{i,2}(t)\|^2 | \mathcal{F}_t\} \leq \sqrt{c_2} N d^2.$$

□

D Proof of Lemma 4

Proof: As $a(t) = \text{Proj}_A \xi(t)$, we conclude that almost surely

$$E\left\{J_i(a(t)) - J_i(\xi(t))\right\} \frac{\|\xi(t) - \mu(t)\|^2}{\sigma_t^2} \cdot \left|J_i(\xi(t))\right| = \mathcal{F}_t$$

$$E\left\{J_i(a(t)) - J_i(\xi(t))\right\} \frac{\|\xi(t) - \mu(t)\|^2}{\sigma_t^2} \cdot \mathcal{F}_t \sim \mathcal{N}(\mu(t), \sigma_t)$$

$$\leq (E\{J_i(a(t)) - J_i(\xi(t))^2\})^{1/2} \left(E\left\{\frac{\|\xi(t) - \mu(t)\|^2}{\sigma_t^2}\right\}\right)^{1/2}$$

$$= \sqrt{N d / \sigma_t} \left(E\{J_i(a(t)) - J_i(\xi(t))^2\}\right)^{1/2},$$  \hfill (47)

where, as before, we used the Hölder’s inequality $(E|XY| \leq (E(X^2)^{1/2}(E(Y^2)^{1/2})$ and the notation $E\{\cdot\} = E\{\|\xi(t) - \mu(t), \sigma_t\}$. Next, we estimate the term $E\{J_i(a(t)) - J_i(\xi(t))^2\}$ as follows.

$$E\{J_i(a(t)) - J_i(\xi(t))^2\}$$

$$= \int_A |J_i(\text{Proj}_A x) - J_i(x)|^2 p(x; \mu(t), \sigma_t) dx$$

$$+ \int_{\mathbb{R}^{Nd} \setminus A} |J_i(\text{Proj}_A x) - J_i(x)|^2 p(x; \mu(t), \sigma_t) dx$$

$$= \int_{\mathbb{R}^{Nd} \setminus A} |J_i(\text{Proj}_A x) - J_i(x)|^2 p(x; \mu(t), \sigma_t) dx$$

$$\leq 2 \int_{\mathbb{R}^{Nd} \setminus A} (J_i(\text{Proj}_A x))^2 p(x; \mu(t), \sigma_t) dx + 2 \int_{\mathbb{R}^{Nd} \setminus A} (J_i(x))^2 p(x; \mu(t), \sigma_t) dx$$

$$\leq 2K \Pr\{\xi(t) \in \mathbb{R}^{Nd} \setminus A\} + 2 \int_{\mathbb{R}^{Nd} \setminus A} (J_i(x))^2 p(x; \mu(t), \sigma_t) dx,$$  \hfill (48)
where $O$-notation above is in terms of $t \to \infty$. The second equality above is due to the fact that $\text{Proj}_A x = x$ for any $x \in A$. The first inequality was obtained by taking into account that $|J_i(\text{Proj}_A x) - J_i(x)|^2 \leq 2(J_i(\text{Proj}_A x))^2 + 2(J_i(x))^2$, whereas the last one is due to the inequality $(J_i(\text{Proj}_A x))^2 \leq K$ for some constant $K$ and any $x$ (since $A$ is compact and $J_i$ is continuous).

Thus, let us estimate $\Pr\{\xi(t) \in \mathbb{R}^d \setminus A\}$ above. The idea is that since $\xi(t)$ is sampled from a Gaussian distribution with mean $\mu(t)$, $\xi(t)$ concentrates around its mean $\mu(t)$ with high probability. Since the mean is projected onto a shrunk version of the set $A$, namely, $(1 - \rho_t)A$, by appropriately tuning $\rho_t$ and the variance of the distribution $\sigma_t$, we can ensure that $\xi(t)$ stays within the original feasible set with high probability.

Let $O_{\rho_t}(x) = \{y \in \mathbb{R}^d \|y - x\|^2 < \rho_t^2\}$ denote the $\rho_t$-neighborhood of the point $x \in A$. Hence, $\text{sup}_{y \notin O_{\rho_t}(x)} \|y - x\|^2 = -\rho_t^2$. Then, taking into account the fact that $O_{\rho_t}(x)$ is contained in $A$ and $\rho_t < 1$, we obtain that for any $t$ and any bounded $\sigma > \sigma_t$:

$$
\Pr\{\xi(t) \in \mathbb{R}^d \setminus A\} \leq \Pr\{\xi(t) \in \mathbb{R}^d \setminus O_{\rho_t}(\mu(t))\}
= \int_{y \notin O_{\rho_t}(\mu(t))} \frac{1}{(2\pi)^{Nd/2} \sigma_t^{Nd}} \exp\left\{-\frac{\|y - \mu(t)\|^2}{2\sigma_t^2}\right\} dy
= \int_{y \notin O_{\rho_t}(\mu(t))} \exp\left\{-\frac{\|y - \mu(t)\|^2}{2\sigma_t^2}\right\} \left(\frac{1}{(2\pi)^{Nd/2} \sigma_t^{Nd}} \exp\left\{-\frac{\|y - \mu(t)\|^2}{2\sigma_t^2}\right\}\right) dy
\leq \exp\left\{-\rho_t^2 \left(\frac{1}{2\sigma_t^2} - \frac{1}{2\sigma_t^2}\right)\right\} \frac{\sigma_{Nd}^{Nd}}{\sigma_t^{Nd}}
\times \int_{y \notin O_{\rho_t}(\mu(t))} \frac{1}{(2\pi)^{Nd/2} \sigma_t^{Nd}} \exp\left\{-\frac{\|y - \mu(t)\|^2}{2\sigma_t^2}\right\} dy
\leq k_1 \frac{\rho_t^2}{\sigma_t^{Nd}},
$$

(49)

for some finite $k_1 > 0$. The last inequality holds because

$$
\int_{y \notin O_{\rho_t}(\mu(t))} \frac{1}{(2\pi)^{Nd/2} \sigma_t^{Nd}} \exp\left\{-\frac{\|y - \mu(t)\|^2}{2\sigma_t^2}\right\} dy \leq 1
$$

and, thus, due to the diminishing $\rho_t$ there exists $0 < k_1 < \infty$:

$$
\int_{y \notin O_{\rho_t}(\mu(t))} \frac{e^{\frac{\rho_t^2}{2\sigma_t^2}} \sigma_{Nd}^{Nd}}{(2\pi)^{Nd/2} \sigma_t^{Nd}} \exp\left\{-\frac{\|y - \mu(t)\|^2}{2\sigma_t^2}\right\} dy \leq k_1.
$$

Taking into account Assumption 4, we conclude existence of some constant $C_1$ such that

$$(J_i(x))^2 \exp\left\{-\frac{\|x - \mu(t)\|^2}{4\sigma_t^2}\right\} \leq C_1$$

for any $x$. Thus,

$$
\int_{\mathbb{R}^d \setminus A} (J_i(x))^2 p(x; \mu(t), \sigma_t) dx
\leq C_1 \int_{y \in \mathbb{R}^d \setminus A} \frac{1}{(2\pi)^{Nd/2} \sigma_t^{Nd}} \exp\left\{-\frac{\|x - \mu(t)\|^2}{4\sigma_t^2}\right\} dx
\leq C_1 \int_{x \notin O_{\rho_t}(\mu(t))} \frac{1}{(2\pi)^{Nd/2} \sigma_t^{Nd}} \exp\left\{-\frac{\|x - \mu(t)\|^2}{4\sigma_t^2}\right\} dx.
$$
Hence, analogously to (49), we have

\[
\int_{\mathbb{R}^{Nd}} (J_i(x))^2 p(x; \mu(t), \sigma_t) \, dx \\
\leq C_1 \int_{x \notin A_{\eta}(\mu(t))} \frac{1}{(2\pi)^{Nd/2} \sigma_t^{Nd}} \exp \left\{ - \frac{||x - \mu(t)||^2}{4\sigma_t^2} \right\} \, dx \\
= \int_{x \notin A_{\eta}(\mu(t))} \exp \left\{ - ||x - \mu(t)||^2 \left( \frac{1}{4\sigma_t^2} - \frac{1}{4\sigma^2} \right) \right\} \\
\times \frac{1}{(2\pi)^{Nd/2} \sqrt{2\sigma} \sigma_t^{Nd}} \exp \left\{ - \frac{||x - \mu(t)||^2}{4\sigma^2} \right\} \, dx \\
\leq \exp \left\{ - \rho t^2 \left( \frac{1}{4\sigma_t^2} - \frac{1}{4\sigma^2} \right) \right\} \\
\times \int_{x \notin A_{\eta}(\mu(t))} \frac{1}{(2\pi)^{Nd/2} \sqrt{2\sigma} \sigma_t^{Nd}} \exp \left\{ - \frac{||x - \mu(t)||^2}{4\sigma^2} \right\} \, dx \\
\leq k_2 \frac{e^{-\sigma_t^2/2\sigma^2}}{\sigma_t^{Nd}} = O \left( \frac{e^{-\sigma_t^2/2\sigma^2}}{\sigma_t^{Nd}} \right),
\]

where the last inequality is due to the fact that

\[
\int_{x \notin A_{\eta}(\mu(t))} \frac{1}{(2\pi)^{Nd/2} \sqrt{2\sigma} \sigma_t^{Nd}} \exp \left\{ - \frac{||x - \mu(t)||^2}{4\sigma^2} \right\} \, dx \\
\leq \int_{\mathbb{R}^{Nd}} \frac{1}{(2\pi)^{Nd/2} \sqrt{2\sigma} \sigma_t^{Nd}} \exp \left\{ - \frac{||x - \mu(t)||^2}{4\sigma^2} \right\} \, dx = 1.
\]

\[\square\]

**E Proof of Proposition 1**

**Proof:** Due to differentiability of \( M \) and its Taylor’s expansion, for any \( i \in [N], k \in [d] \),

\[
M_{i,k}(x) = M_{i,k}(\mu) + (\nabla M_{i,k}(\bar{x}), x - \mu),
\]

where \( \bar{x} = \mu + \theta(x - \mu) \) for some \( \theta \in [0,1] \). Thus,

\[
\left| \tilde{M}_{i,k}^{(t)}(\mu) - M_{i,k}^{(t-1)}(\mu) \right| = \left| \tilde{M}_{i,k}^{(t)}(\mu) - M_{i,k}(\mu) + M_{i,k}(\mu) - M_{i,k}^{(t-1)}(\mu) \right| \\
= \left| \int_{\mathbb{R}^{Nd}} [M_{i,k}(x) - M_{i,k}(\mu)] p(x; \mu, \sigma_t) \, dx + \int_{\mathbb{R}^{Nd}} [M_{i,k}(\mu) - M_{i,k}(x)] p(x; \mu, \sigma_{t-1}) \, dx \right| \\
= \left| \int_{\mathbb{R}^{Nd}} (\nabla M_{i,k}(\bar{x}), x - \mu) p(x; \mu, \sigma_t) \, dx \\
- \int_{\mathbb{R}^{Nd}} (\nabla M_{i,k}(\bar{x}), x - \mu) p(x; \mu, \sigma_{t-1}) \, dx \right|,
\]

where in the last equality we used (51). Moreover let us consider the function \( f_i^{k}(\mu, \sigma_t) = \tilde{M}_{i,k}^{(t)}(\mu) - M_{i,k}(\mu) \) separately. Thus, according to (51),

\[
f_i^{k}(\mu, \sigma_t) = \int_{\mathbb{R}^{Nd}} [M_{i,k}(x) - M_{i,k}(\mu)] p(x; \mu, \sigma_t) \, dx
\]
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Hence, and the fact holds, then we can apply the Taylor’s expansion (see Assumption Cauchy-Schwarz inequality, applicable due to Lemma \(\xi\) where
\[
\text{Proof: We start by characterizing the elements of the matrix } \frac{\partial M^{(i)}(\mu)}{\partial \mu_j}, k, l \in [d], j \in [N]. \text{ We have}
\]
\[
\frac{\partial M^{(i)}_{i,k}(\mu)}{\partial \mu_j} = \frac{\partial}{\partial \mu_j} \int_{\mathbb{R}^d} M_{i,k}(x)p(x; \mu, \sigma_l)dx.
\]

Analogously to the proof of Lemma 2, we can demonstrate that in the expression above the differentiation under the integral sign is justified for all \(k, l \in [d], j \in [N]\). Hence, differentiability of \(M^{(i)}\) and Lipschitz continuity over compact sets follow. Thus,

\[
\frac{\partial M^{(i)}_{i,k}(\mu)}{\partial \mu_j} = \int_{\mathbb{R}^d} \frac{\partial M_{i,k}(x)}{\partial \mu_j} p(x; \mu, \sigma_l)dx = -\int_{\mathbb{R}^d} (x_i^l - \mu_i^l)M_{i,k}(x)p(x; \mu, \sigma_l)dx
\]
\[
= -\left(\frac{1}{\sqrt{2\pi}\sigma_l}\right)^N \int_{\mathbb{R}^{d-1}} \left[ \int_{x_i^l=-\infty}^{x_i^l=+\infty} M_{i,k}(x)dx \left( \exp \left\{ -\frac{(x_i^l - \mu_i^l)^2}{2\sigma_l^2} \right\} \right) \right]
\]
\[
\times \exp \left\{ -\frac{\|x_i - \mu_i\|^2}{2\sigma_l^2} \right\} \) dx_{-i}
\]
\[
= \int_{\mathbb{R}^d} \frac{\partial M_{i,k}(x)}{\partial x_i^l} p(x; \mu, \sigma_l)dx
\]
\[
= \int_{\mathbb{R}^d} \left( \frac{\partial M_{i,k}(x)}{\partial x_i^l} - \frac{\partial M_{i,k}(\mu)}{\partial \mu_i^l} \right) p(x; \mu, \sigma_l)dx + \frac{\partial M_{i,k}(\mu)}{\partial \mu_i^l},
\] (54)

where in the third equality above we used integration by parts. Let us denote the function \(\frac{\partial M_{i,k}(x)}{\partial x_i^l}\) by \(g_{i,k,i}(x)\), i.e. \(g_{i,k,i} = \frac{\partial M_{i,k}(x)}{\partial x_i^l}\). If Assumption 5.1 holds, then we can apply the Taylor’s expansion to the function \(g_{i,k,i}(\cdot)\) at the point \(\mu\) to conclude that
\[
g_{i,k,i}(x) - g_{i,k,i}(\mu) = (\nabla g_{i,k,i}(\tilde{x}), x - \mu),
\]
where $\bar{x} = \mu + \theta(x - \mu)$ for some $\theta \in [0, 1]$. Hence,
\[
\int_{\mathbb{R}^d} (g_{i,k,l}(x) - g_{i,k,l}(\mu)) p(x; \mu, \sigma_t) dx \geq -\int_{\mathbb{R}^d} \|\nabla g_{i,k,l}(\bar{x})\| \|x - \mu\| p(x; \mu, \sigma_t) dx
\]
\[
= -E\{\|\nabla g_{i,k,l}(\xi)\| \|\xi - \mu\|\},
\]
where $\xi$ is the Gaussian vector with the density function $p(x; \mu, \sigma_t)$ and $\bar{\xi} = \mu + \theta(\xi - \mu)$. Next, according to Lemma 5, there exists $K_1$ such that
\[
E\{\|\nabla g_{i,k,l}(\xi)\|^2\} \leq K_1^2.
\]
Moreover,
\[
E\{\|\xi - \mu\|^2\} = \int_{\mathbb{R}^d} \|x - \mu\|^2 p(x; \mu, \sigma_t) dx = \sum_{i=1}^{N} \sum_{k=1}^{d} \int_{\mathbb{R}^d} \|x_i^k - \mu_i^k\|^2 p(x; \mu, \sigma_t) dx = Nd\sigma_t^2.
\]
Thus, using (39) in (55), we obtain
\[
\int_{\mathbb{R}^d} (g_{i,k,l}(x) - g_{i,k,l}(\mu)) p(x; \mu, \sigma_t) dx \geq -K_1\sqrt{Nd}\sigma_t.
\]
Further, by combining the elements $\frac{\partial M_{i,k,l}^{(t)}(\mu)}{\partial \mu_i}$ above in the matrix $\frac{\partial M^{(t)}(\mu)}{\partial \mu}$ and taking into account Assumption 3 and, thus, the inequality $\frac{\partial M(\mu)}{\partial \mu} \succeq \nu I_{Nd}$ with $I_{Nd}$ being the identity $Nd \times Nd$-matrix, we obtain, according to (54), that
\[
\frac{\partial M^{(t)}(\mu)}{\partial \mu} \succeq -K_1Nd\sigma_1I_{Nd} + \nu I_{Nd},
\]
where $1_{Nd}$ in the $Nd \times Nd$-matrix with all elements equal to 1 and of the same size. Thus, by taking $\sigma_t \leq \frac{\nu}{2K_1Nd^2}$, we obtain the strict diagonally dominant symmetric matrix $\frac{\partial M^{(t)}(\mu)}{\partial \mu}$ such that
\[
\frac{\partial M^{(t)}(\mu)}{\partial \mu} \succeq \frac{\nu}{2} I_{Nd}.
\]
On the other hand, if Assumption 5.2 holds, we obtain the last two inequalities above by directly applying the Lipschitz property of $M$ to (54) and replacing the constant $K_1$ by the Lipschitz constant $K$. \hfill \Box

G Proof of Proposition 3

**Proof:** We use the well-known fact that $y^* \in SOL(Y, T)$ if and only if
\[
y^* = \text{Proj}_Y[y^* - \beta T(y^*)]
\]
for any $\beta > 0$. Thus, using the fact above and Theorem 1 we conclude that
\[
\alpha^* = \text{Proj}_A[\alpha^* - \beta M(\alpha^*)],
\]
\[
\mu^* = \text{Proj}_A[\mu^* - \beta \tilde{M}^{(t)}(\mu^*)],
\]
where $\beta$ is any positive constant. Thus, using the non-expansion of the projection operator, we obtain
\[
\|\mu^* - \alpha^*\|^2 \leq \|\mu^* - \alpha^* - \beta(\tilde{M}^{(t)}(\mu^*) - M(\alpha^*))\|^2
\]
\[
\| \mu^*_t - a^* \|^2 - 2 \beta (\tilde{M}^{(t)}(\mu^*_t) - M(a^*), \mu^*_t - a^*) + \beta^2 \| M(a^*) - \tilde{M}^{(t)}(\mu^*_t) \|^2.
\]

By taking into account that, due to Assumptions 3 - 5 and (18) in Proposition 1,

\[
\begin{align*}
(\tilde{M}^{(t)}(\mu^*_t) - M(a^*), \mu^*_t - a^*) &= (\tilde{M}^{(t)}(\mu^*_t) - M(\mu^*_t) + M(\mu^*_t) - M(a^*), \mu^*_t - a^*) \\
&\geq -\| \tilde{M}^{(t)}(\mu^*_t) - M(\mu^*_t) \| \| \mu^*_t - a^* \| + \nu \| \mu^*_t - a^* \|^2 \\
&\geq -k_1 \sigma_I \| \mu^*_t - a^* \| + \nu \| \mu^*_t - a^* \|^2
\end{align*}
\]

for some constant \(k_1 > 0\). Moreover, due to compactness of \(A\) and continuity of \(M\), the mapping \(M\) is Lipschitz continuous over \(A\) with some constant \(L\). Hence,

\[
\| M(a^*) - \tilde{M}^{(t)}(\mu^*_t) \|^2 \leq 2 \| M(a^*) - M(\mu^*_t) \|^2 + 2 \| M(\mu^*_t) - \tilde{M}^{(t)}(\mu^*_t) \|^2 \\
\leq 2L^2 \| \mu^*_t - a^* \|^2 + 2k_1^2 \sigma_I^2.
\]

Thus, combining the inequalities above we obtain

\[
\| \mu^*_t - a^* \|^2 \leq \| \mu^*_t - a^* \|^2 + 2 \beta k_1 \sigma_I \| \mu^*_t - a^* \| - 2\nu \beta \| \mu^*_t - a^* \|^2 + 2L^2 \beta^2 \| \mu^*_t - a^* \|^2 \\
+ 2k_1^2 \beta^2 \sigma_I^2.
\]

Hence,

\[
(\nu - \beta L^2) \| \mu^*_t - a^* \|^2 - k_1 \sigma_I \| \mu^*_t - a^* \| - \beta k_1^2 \sigma_I^2 \leq 0.
\]

By taking \(\beta = \frac{\nu}{2L^2}\) we obtain the following inequality:

\[
\frac{\nu}{2} \| \mu^*_t - a^* \|^2 - k_1 \sigma_I \| \mu^*_t - a^* \| - \frac{\nu k_1^2 \sigma_I^2}{2L^2} \leq 0,
\]

which implies

\[
\| \mu^*_t - a^* \| \leq \frac{k_1 \sigma_I (1 + \sqrt{1 + \frac{\nu^2}{L^2}})}{\nu}.
\]

Thus, the result follows. \qed

H Proof of Proposition 4

**Proof:** We focus here on such \(t\) for which Proposition 2 holds, namely the mapping \(\tilde{M}^{(t)}\) is strongly monotone over \(\mathbb{R}^{Nd}\) with the constant \(\nu/2\).

According to the definition of \(\mu^*_t\),

\[
\mu^*_t = \text{Proj}_A[\mu^*_t - \beta \tilde{M}^{(t)}(\mu^*_t)],
\]

where \(\beta\) is any positive constant. Thus, using the non-expansion of the projection operator, we obtain

\[
\| \mu^*_t - \mu^*_{t-1} \| \leq \| \mu^*_t - \mu^*_t - \beta (\tilde{M}^{(t-1)}(\mu^*_{t-1}) - \tilde{M}^{(t)}(\mu^*_t)) \| \\
\leq \| \mu^*_t - \mu^*_t - \beta (\tilde{M}^{(t)}(\mu^*_{t-1}) - \tilde{M}^{(t)}(\mu^*_t)) \| \\
+ \beta \| \tilde{M}^{(t-1)}(\mu^*_{t-1}) - \tilde{M}^{(t)}(\mu^*_t) \|.
\]

Moreover, the mapping \(\tilde{M}^{(t)}\) is Lipschitz continuous over \(A\) due to compactness of the latter (see Proposition 2). Note that, according again to Proposition 2, \(L(t) \geq \frac{\nu}{2}\). Thus,

\[
\| \mu^*_t - \mu^*_t - \beta (\tilde{M}^{(t)}(\mu^*_{t-1}) - \tilde{M}^{(t)}(\mu^*_t)) \|^2 \\
= \| \mu^*_t - \mu^*_t - \beta (\tilde{M}^{(t)}(\mu^*_{t-1}) - \tilde{M}^{(t)}(\mu^*_t)) \|^2 \\
= \| \mu^*_t - \mu^*_t - \beta (\tilde{M}^{(t)}(\mu^*_{t-1}) - \tilde{M}^{(t)}(\mu^*_t)) \|^2
\]
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\[ + \beta^2 \| M(t) (\mu^*_t) - \tilde{M}(t) (\mu^*_t) \|^2 \]

\[ \leq (1 - \beta \nu) \| \mu^*_t - \mu^*_{t-1} \|^2 + \beta^2 L(t) \| \mu^*_t - \mu^*_{t-1} \|^2 \]

\[ = (1 - \beta \nu + \beta^2 L(t)) \| \mu^*_t - \mu^*_{t-1} \|^2 = (1 - \beta \nu + \beta^2 L(t)) \| \mu^*_t - \mu^*_{t-1} \|^2, \quad (57) \]

where we substituted \( \beta = \frac{\nu}{2L(t)} \). Thus,

\[ \| \mu^*_t - \mu^*_{t-1} \| \leq \sqrt{1 - \frac{\nu^2}{4L^2(t)} \| \mu^*_t - \mu^*_{t-1} \| + \frac{\nu}{2L(t)} \| \tilde{M}(t-1) (\mu^*_{t-1}) - \tilde{M}(t) (\mu^*_t) \|}, \]

and, hence, by taking into account Proposition 1 (17), we obtain

\[ \| \mu^*_t - \mu^*_{t-1} \| \leq \sqrt{1 - \frac{\nu^2}{4L^2(t)} \| \mu^*_t - \mu^*_{t-1} \| + \frac{\nu}{2L(t)} O(|\sigma_t - \sigma_{t-1}|).} \]

which implies the result. \( \Box \)

I Proof of Proposition 5

Proof: We focus here on such \( t \) for which Proposition 2 holds, namely the mapping \( \tilde{M}(t) \) is strongly monotone over \( \mathbb{R}^d \) with the constant \( \nu/2 \).

According to the definition of \( y(t) \),

\[ y(t) = \text{Proj}_{(1-\rho_t)A} [y(t) - \alpha \tilde{M}(t)(y(t))], \]

where \( \alpha \) is any positive constant. Thus, using the triangle inequality, Lemma 6 (see Appendix K), and the non-expansion property of the projection operator, we obtain

\[ \| y(t) - y(t-1) \|
\]

\[ \leq \| \text{Proj}_{(1-\rho_t)A} [y(t) - \tilde{M}(t)(y(t))]] - \text{Proj}_{(1-\rho_t)A} [y(t-1) - \tilde{M}(t-1)(y(t-1))]] \|
\]

\[ + \| \text{Proj}_{(1-\rho_t)A} [y(t-1) - \tilde{M}(t-1)(y(t-1))] - \text{Proj}_{(1-\rho_{t-1})A} [y(t-1) - \tilde{M}(t-1)(y(t-1))]] \|
\]

\[ \leq \| \text{Proj}_{(1-\rho_t)A} [y(t) - \tilde{M}(t)(y(t))]] - \text{Proj}_{(1-\rho_t)A} [y(t-1) - \tilde{M}(t-1)(y(t-1))]] \|
\]

\[ + O(|\rho_t - \rho_{t-1}|)]
\]

\[ \leq \| y(t) - y(t-1) + \alpha (\tilde{M}(t-1)(y(t-1)) - \tilde{M}(t)(y(t))) \| + O(|\rho_t - \rho_{t-1}|). \]

We proceed with estimating \( \| y(t) - y(t-1) + \alpha (\tilde{M}(t-1)(y(t-1)) - \tilde{M}(t)(y(t))) \| \).

\[ \| y(t) - y(t-1) + \alpha (\tilde{M}(t-1)(y(t-1)) - \tilde{M}(t)(y(t))) \|
\]

\[ \leq \| y(t) - y(t-1) + \alpha (\tilde{M}(t)(y(t-1)) - \tilde{M}(t)(y(t))) \|
\]

\[ + \alpha \| \tilde{M}(t-1)(y(t-1)) - \tilde{M}(t)(y(t-1)) \|. \]

Moreover, the mapping \( \tilde{M}(t) \) is Lipschitz continuous over \( A \) with some constant \( L(t) \) (see Proposition 2). Note that, according again to Proposition 2, \( L(t) \geq \frac{\nu}{2} \). Thus,

\[ \| y(t) - y(t-1) + \alpha (\tilde{M}(t)(y(t-1)) - \tilde{M}(t)(y(t))) \|^2
\]

\[ = \| y(t) - y(t-1) \|^2 - 2\alpha \langle \tilde{M}(t)(y(t-1)) - \tilde{M}(t)(y(t), y(t-1) - y(t))
\]

\[ + \alpha^2 \| \tilde{M}(t)(y(t-1)) - \tilde{M}(t)(y(t)) \|^2
\]
\[\leq (1 - \alpha \nu) \|y(t) - y(t - 1)\|^2 + \alpha^2 L^2_{(t)} \|y(t) - y(t - 1)\|^2\]
\[= (1 - \alpha \nu + \alpha^2 L^2_{(t)}) \|y(t) - y(t - 1)\|^2 = (1 - \frac{\nu^2}{4L^2_{(t)}}) \|y(t) - y(t - 1)\|^2,\]  
where substituted \(\alpha = \frac{\nu}{2L^2_{(t)}}\). Thus,
\[\|y(t) - y(t - 1) + \alpha(\tilde{M}^{(t-1)}(y(t - 1)) - \tilde{M}^{(t)}(y(t)))\|\]
\[\leq \sqrt{1 - \frac{\nu^2}{4L^2_{(t)}}} \|y(t) - y(t - 1)\| + \frac{\nu}{2L^2_{(t)}} \|\tilde{M}^{(t-1)}(y(t - 1)) - \tilde{M}^{(t)}(y(t - 1))\|,\]
and, hence, by taking into account (17) in Proposition 1, we obtain
\[\|y(t) - y(t - 1)\| \leq \sqrt{1 - \frac{\nu^2}{4L^2_{(t)}}} \|y(t) - y(t - 1)\| + \frac{\nu}{2L^2_{(t)}} O(\sigma_t - \sigma_{t-1}) + O(\rho_t - \rho_{t-1}).\]
which implies the result.  

\[J\quad \text{Proof of Proposition 6}\]

**Proof:** We focus here on such \(t\) for which Proposition 2 holds, namely the mapping \(\tilde{M}^{(t)}\) is strongly monotone over \(\mathbb{R}^{Nd}\) with the constant \(\nu/2\).  

According to the definition of \(\mu^*_t\) and \(y(t)\), we have
\[y(t) = \text{Proj}_{(1-\rho_t)A} [y(t) - \alpha \tilde{M}^{(t)}(y(t))],\]
\[\mu^*_t = \text{Proj}_A [\mu^*_t - \alpha \tilde{M}^{(t)}(\mu^*_t)],\]
given any \(\alpha > 0\). Thus, taking into account Lemma 6 (see Appendix K), we obtain
\[\|y(t) - \mu^*_t\| \leq \|\text{Proj}_{(1-\rho_t)A} [y(t) - \alpha \tilde{M}^{(t)}(y(t))] - \text{Proj}_{(1-\rho_t)A} [\mu^*_t - \alpha \tilde{M}^{(t)}(\mu^*_t)]\|\]
\[+ \|\text{Proj}_{(1-\rho_t)A} [\mu^*_t - \alpha \tilde{M}^{(t)}(\mu^*_t)] - \text{Proj}_A [\mu^*_t - \alpha \tilde{M}^{(t)}(\mu^*_t)]\|\]
\[\leq \|y(t) - \mu^*_t - \alpha(\tilde{M}^{(t)}(y(t)) - \alpha \tilde{M}^{(t)}(\mu^*_t))\| + O(\rho_t).\]  
(59)

We proceed with estimating \(\|y(t) - \mu^*_t - \alpha(\tilde{M}^{(t)}(y(t)) - \alpha \tilde{M}^{(t)}(\mu^*_t))\|\). Analogously to (58), we get for \(\alpha = \frac{\nu^2}{2L^2_{(t)}}\):
\[\|y(t) - \mu^*_t - \alpha(\tilde{M}^{(t)}(y(t)) - \alpha \tilde{M}^{(t)}(\mu^*_t))\|^2\]
\[\leq (1 - \frac{\nu^2}{4L^2_{(t)}}) \|y(t) - \mu^*_t\|^2,\]
where \(L_{(t)}\) is, as before, the Lipschitz constant of the mapping \(\tilde{M}^{(t)}\). Applying the result above to (59), we obtain the result.  

\[K\quad \text{Properties of the shrunked set}\]

**Lemma 6** For any \(x \in \mathbb{R}^{Nd}\) the following holds:
\[\|\text{Proj}_{(1-\rho_{t-1})A} x - \text{Proj}_{(1-\rho_t)A} x\| = O(|\rho_t - \rho_{t-1}|),\]
\[\|\text{Proj}_A x - \text{Proj}_{(1-\rho_t)A} x\| = O(|\rho_t|).\]  
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Proof: Without loss of generality, assume \( x \notin (1 - \rho_{t-1})A \) (otherwise, \( \| \text{Proj}_{(1 - \rho_{t-1})A}x - \text{Proj}_{(1-rt)}A \| = 0 \)). Due to convexity of the set \( A \subset \mathbb{R}^{Nd} \) there exists a convex function \( g : \mathbb{R}^{Nd} \to \mathbb{R} \) such that \( A = \{ x : g(x) \leq 0 \} \), so that \( (1 - \rho_{t})A = \{ x : g(x) \leq -\rho_{t} \} \) for any \( t \). Moreover, define \( x' := \text{Proj}_{(1-rt)}A x \), and observe that \( \text{Proj}_{(1-\rho_{t-1})A}x = \text{Proj}_{(1-\rho_{t-1})A}x' \). Thus, we have \( \| \text{Proj}_{(1-\rho_{t-1})A}x - \text{Proj}_{(1-rt)}A x \| = d \), where \( d \) is the optimal cost corresponding to the following optimization problem

\[
\begin{align*}
\min_y & \| y - x' \|, \\
\text{s.t.} & \quad g(y) = -\rho_{t-1}.
\end{align*}
\]

The optimization problem has a solution \( y^* \) for which the gradient of the corresponding Lagrangian is zero, namely

\[
\frac{(y^* - x')}{\|y^* - x'\|} + \lambda \nabla g(y^*) = 0,
\]

where \( \lambda > 0 \) is the dual multiplier of the problem under consideration. Due to Assumption 1 and the choice of \( \rho_{t} \), that guarantees nonempty interior of \((1 - \rho_{t})A\) for all \( t \), the Slator’s condition for the constraints \( g(x) \leq -\rho_{t} \) holds for all \( t \). Hence, for any \( x \in \mathbb{R}^{Nd} \) there exists a constant \( \Lambda > 0 \) such that \( \lambda < \Lambda \) (see [4]). Thus, we conclude that

\[
\nabla g(y^*) = -\frac{(y^* - x')}{\lambda \|y^* - x'\|}.
\]

Next, due to convexity of the function \( g \),

\[
g(x') \geq g(y^*) + (\nabla g(y^*), x' - y^*) = -\rho_{t-1} + \frac{\|y^* - x'\|^2}{\lambda \|y^* - x'\|} \geq -\rho_{t-1} + \frac{\|y^* - x'\|}{\Lambda}.
\]

Thus, taking into account that \( g(x') \leq -r_{t} \), we obtain

\[
d = \| y^* - x' \| \leq \Lambda (\rho_{t-1} - \rho_{t}) = O(|\rho_{t-1} - \rho_{t}|).
\]

Analogously one can demonstrate that for any \( x \in \mathbb{R}^{Nd} \)

\[
\| \text{Proj}_{A}x - \text{Proj}_{(1-rt)}A x \| = O(|\rho_{t}|).
\]

\[\square\]

L The Chung’s Lemma (Lemma 4 in Chapter 2.2. [8])

Lemma 7 Let \( u_k \geq 0 \) and

\[
u_{k+1} \leq \left(1 - \frac{c}{k}\right) u_k + \frac{d}{k^{1+p}}, \quad d, p, c > 0.
\]

Then

\[
u_k \leq d (c - p)^{-1} k^{-p} + o(k^{-p}), \quad \text{if } c > p,
\]

\[
u_k = O(k^{-c} \ln k), \quad \text{if } c = p,
\]

\[
u_k = O(k^{-c}), \quad \text{if } c < p.
\]
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