Orientational Order in Disordered Colloidal Suspensions
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Exploring structural order in disordered systems including liquids and glasses is an intriguing but challenging issue in condensed matter physics. Here we construct a new parameter based on the angular distribution function of particles and show that this new orientational order has significantly higher correlation with dynamic heterogeneity compared to a translational parameter based on the radial distribution functions in colloidal glasses. The gradual development of orientational and translational order in supercooled liquids shows that the higher correlation between orientational order and dynamics comes from the onset of glass transition and the orientational order would dominate the glassy dynamics after a simple liquid is considerably supercooled. Our results suggest that orientational order reflects the formation of amorphous order during glass transition while translational order is mainly a result of density increase.

PACS numbers: 61.43.Bn, 64.70.Pf, 83.50.-v, 61.43.-j

Glassy systems such as supercooled liquids and amorphous solids are referred to as "disordered" matters, due to the lack of long-range translational order. More puzzling is that there are slight structural changes at the level of radial distribution functions (RDFs) when glasses form from liquids with dynamics slowing down dramatically [12]. However, investigations on glassy dynamics suggest that glasses and supercooled liquids are not fully random. Non-Gaussian heterogeneous dynamics with non-exponential decay are observed in a wide variety of glassy systems [3][12]. An increase of dynamical correlation length with packing fraction increasing or temperature declining suggests that there are correlations or some sort of order under the apparent disorder [13]. Studies on sophisticated structural order such as symmetry-based models [14][18] and point-to-set correlations [19][23] also suggest that the dynamic heterogeneity is a consequence of structure order. Nevertheless, detailed identifications of amorphous structure and a casual link between structure and glassy dynamics remain elusive [24].

Recently, machine-learned softness [25][28] and particle-level structural entropy $S_2$ [11][29][31] embody promises of revealing structural orders in disordered systems for binary glassy systems with strong geometrical frustrations. The efficiency of these two structural parameters, which directly use or can be approximated by using the local RDFs [25][29], suggests that the configuration information in local RDF are essential to characterize amorphous order. As a whole, the distribution function of amorphous systems are assumed isotropic and thus ensemble-averaged RDFs are usually angle-averaged. For a single particle, however, the several shells of particles surrounding it are not uniformly distributed by angle. Therefore, the local angular distribution function (ADF) could not be neglected. Besides, ADF is a physically appealing way of considering many-body effects [32], which are ignored by two-body RDFs or their derivatives.

In this letter, we construct translational and orientational structural orders based on local RDF and local ADF. These parameters characterize the broken symmetry in glasses and supercooled liquids compared to ideal gas. By comparison, we find that the orientational order plays dominant roles in dynamic heterogeneity of colloidal glasses. In contrast to the slight change of translational order in liquids with packing fraction increasing consistently, the orientational order grow dramatically and are mostly responsible for dynamic heterogeneity after liquids are supercooled. The maximally preferred directions are also shown to be correlated within three shells of neighbours.

We used colloidal particles as big 'atoms’. A binary mixture of poly-N-isopropylacrylamide (PNIPAM) particles between two cover slips was hermetically sealed to prepare two-dimensional colloidal suspensions [33][34]. The binary mixtures with number ratio 1:1 and with diameter ratio 1:1.4 were used to avoid crystallization. The particles are thermo-sensitive and the temperature could be controlled by thermal coupling to the microscope objective (BiOptechs). Thus we could tune the samples' packing fraction in-situ from high-packing amorphous solids to low-packing liquids. There were two groups of packing variations consisting of ~ 3500 particles. One group with packing fraction varying from 0.91 to 0.85 was used to simulate the glassy solids; the other group was a series of liquids with packing fractions between 0.54 and 0.83. Before all the data acquisitions, we relaxed the samples for more than 3 hours. After each temperature change, the samples were equilibrated for more than 15 minutes before another measurement. The particle configurations were recorded by standard video microscopy.
The distribution of particles in an ideal gas, $g(r, \theta)$, can be characterized as the probability of finding particles at radial coordinate $r$ and angular coordinate $\theta$. The spatial distribution of $g$ is obtained by particle-tracking techniques [36].

For each particle, there are two algorithms to quantify fluctuations of local RDFs and local ADFs to characterize the structure of particles in a small ring with radius $r$ in two-dimensional ideal gas. By an angular average, we obtain local RDF $g_i(r, \theta)$ or local ADFs of different particles, we normalize $g_i(\theta)$ as $p_i(\theta) = \frac{g_i(\theta)}{\sum_r g_i(r)}$. For comparisons between local RDFs or local ADFs of different particles, we normalize $g_i(\theta)$ as $p_i(\theta) = \frac{g_i(\theta)}{\sum_r g_i(r)}$.

Structure emerges when symmetries break down and the distribution functions become nonuniform. Based on this philosophy, we use the fluctuations of local RDFs and local ADFs to characterize the structure of each particle. There are two algorithms to quantify fluctuations. An intuitive choice is the variance of $p_i(\theta)$ or $p_i(r)$. In our binary systems, the orientational and translational fluctuations are defined as $O_i = - \sum_{u=b,s} \rho_{i,u} \sigma_{i,u}(\theta)$ and $T_i = - \sum_{u=b,s} \rho_{i,u} \sigma_{i,u}(r)$, where $\rho_{i,u}$ are the number density of big (b) or small (s) particles surrounding particle $i$, $\sigma_{i,u}(\theta)$ (or $\sigma_{i,u}(r)$) are the variance of $p_{i,u}(\theta)$ (or $p_{i,u}(r)$). The other algorithm is the seminorm entropy of $p_{i,u}(\theta)$ (or $p_{i,u}(r)$): $S_i^O = - \sum_{u=b,s} \sum_r \rho_{i,u} p_{i,u}(\theta) \ln p_{i,u}(\theta)$ and $S_i^T = - \sum_{u=b,s} \sum_r \rho_{i,u} p_{i,u}(r) \ln p_{i,u}(r)$. The correlation between $O_i(T_i)$ and $S_i^O(S_i^T)$ is as high as 0.99, indicating the equality between $O_i(T_i)$ and $S_i^O(S_i^T)$ as good metrics of local RDF (or local ADF) fluctuations. In this Letter, we use the variances $O_i$ and $T_i$ to characterize the fluctuations. The fluctuations are calculated from three shells of neighbors around each particle to avoid the loss of a large fraction of particles due to the boundary effect. More shells of neighbors contribute trivially to the correlation between the order parameters and dynamics as in supplementary [37] since particles far from the reference particle are more uniformly distributed.

Fig. 1a and Fig. 1b plot the spatial distribution of fluctuations of local ADF ($O_i$) and that of local RDF ($T_i$) for each particle in a colloidal glass with packing fraction $\phi \sim 0.85$. To remove short-time fluctuations, $O_i$ and $T_i$ are extracted from the $g_i(r, \theta)$ averaged within beta-relaxation time where the mean square displacement (MSD) reaches plateau [29, 31]. Both $O_i$ and $T_i$ are spatially heterogeneously, and high $O_i$ particles are more likely to be clustered than high $T_i$ ones. In the following, we compare the spatial heterogeneity of $O_i$ (or $T_i$) and dynamical heterogeneity as in Fig. 2c. Dynamical heterogeneity in glasses [33, 38] is characterized by local Debye-Waller factor $\alpha_i = \langle (|\vec{r}(t) - \vec{r}(0)|^2) \rangle$, where $\vec{r}(t)$ is the position of particle $i$ at time $t$ when the MSD reaches its plateau, and $\langle \cdot \rangle$ denotes the time average [39, 40]. Comparing Fig. 1a and Fig. 1b, we would find that particles locating at high $O_i$ regions tend to have higher $\alpha_i$ values. The Spearman’s rank correlation coefficient between $O_i$ and $\alpha_i$ is as high as $\sim 0.8$, significantly higher than that between $T_i$ and $\alpha_i$ ($\sim 0.5$). The high correlation is robust in samples with different $\phi$ and with $O_i$ ($T_i$) averaged from a wide range of time $\Delta t$. In Fig. 1a (Fig. 1b), a small $\Delta t$ ($\sim 6$s, when the MSD just reaches
its plateau) would saturate the correlation between $O_i$ ($T_i$) and $\alpha_i$.

In the following, we would focus on how the correlation between the orders we defined and dynamic heterogeneity is developed from liquids. With packing fraction increasing, the dynamics slow down and become more heterogeneous. Fig. 2b depicts the self-intermediate scattering function $F_\phi(q, t)$ of a series of liquids. $F_\phi(q, t) = \langle \sum_{i=1}^{N} e^{iq \cdot (x_i(t) - x_i(0))} \rangle / N$, where $x_i(t)$ is the position of particle $i$ at time $t$, $N$ is the number of particles, $q$ is the scattering vector determined by the first peak in the structural factor, and $\langle \rangle_i$ denotes a time average. $\alpha$ relaxation time $\tau_\alpha$ is then defined as the duration where $F_\phi(q, t)$ decays from 1 to 1/e. The dynamic heterogeneity in liquids is characterized by a four-point susceptibility $\chi_4$ [3][8]. $\chi_4$ measures the fluctuations of a two-time self-correlation function $Q_2$. $Q_2(a, \Delta t) = \langle (\langle x_i(t) \rangle - \langle x_i(0) \rangle)^2 \rangle$, where $a$ is the probing spatial scale, $N$ is the number of particles, and $\Delta t$ is the MSD of particle $i$ within duration $\Delta t$. Then $\chi_4(a, \Delta t) = N(\langle Q_2(a, \Delta t)^2 \rangle - \langle Q_2(a, \Delta t) \rangle^2)$, where $\langle \rangle_i$ stands for a time average. In Fig. 2b, we plot the dependence of $\chi_4(a, \Delta t)$ on duration $\Delta t$ by preselecting $a$ as the length maximizing $\chi_4$ for each packing. $\chi_4$ reaches its maximum value with $\Delta t$ close to $\alpha$-relaxation time as indicated by the arrows in Fig. 2b, which is consistent with previous studies of dynamical heterogeneity in different glassy systems [7]. Therefore, the single-particle dynamic in liquids is calculated in $\tau_\alpha$, where its dynamic heterogeneous is most pronounced.

We calculate the correlation between single-particle dynamics and local structural order averaged over different durations $\Delta t$ in liquids as we do in the glassy solids. The dynamic-structure correlation is maximized in a rather wide $\Delta t$ range from less than $1/\tau_\alpha$ to $\tau_\alpha$ [37]. The maximum correlation for each packing is summarized in Fig. 2c. With packing fraction increasing, $C_{\phi, T_i}$ increases sharply from 0 to $\sim$ 0.7, while $C_{\phi, A_i}$ changes relatively slowly from 0.1 to 0.4. There is a crossover at $\phi_c \sim 0.7$ after which $O_i$ becomes better correlated with dynamical heterogeneity than $T_i$. Independent experiments with the same particles suggest that the crossover $\phi_c \sim 0.7$ is also the packing fractions where glassy dynamics and dynamic heterogeneity emerge [11]. After the crossover, orientational order, rather than the translational order, dominates the glassy dynamics, distinguishes glassy liquids from normal liquids. Note that the $C_{\phi, T_i}$ in liquids with packing fraction less than $\phi_c \sim 0.7$ is 0.1 - 0.3. This nontrivial correlation between dynamics and the fluctuations of distribution functions suggests the translational symmetry breaks down even in simple liquids, and could account for the validity of using RDF to predict the macroscopic properties in simple liquids such as diffusion and energy from liquid theories [32][40].

Since the crystalline bond orientational order show negligible changes with packing increasing for a binary
glass with strong geometric frustration, the build-up of $C_{\alpha_1, \alpha_2}$ suggests an emergence of amorphous order during glass transition. The specific form of the amorphous order is of interest. Since orientational distribution fluctuations suggests that there are some preferred directions, we plot the spatial distribution of polar vectors pointing to the maximum $g_1(\theta)$ for each particle. It seems that there are some correlated domains for vectors in supercooled liquids with $\phi = 0.83$ (In Fig. 2a), compared to the random distributions of vectors in normal loose liquids (Fig. 2b). The correlation function among vectors are defined as the sum of the dot-product between the polar vector of reference particle $i$ and those of the neighboring particles at a given distance $r$. While the correlation is trivial at all distances for loose liquids, there is a significant peak for the liquids approaching jamming ($\phi_j \sim 0.85$) as in Fig. 2. The correlation peak also emerges close to the crossover packing $\phi_c$ where $C_{\alpha_1, \alpha_2}$ surpasses $C_{\alpha_1, \alpha_2, \alpha_3}$. The correlation length of orientational order is about three shells of neighboring particles. More detailed features of the amorphous order remain to be revealed.

In conclusion, the orientational order defined from a particle’s angular distribution fluctuations are demonstrated to be better correlated with dynamic heterogeneity than the translational order extracted from radial distribution functions. During glass transition, particles tune their orientational distributions and form orientational orders besides the simple increase of density. Most popular liquid state theories such as the density functional theory 47,48 and mode-coupling theory 19,50 only consider the scalar density field (the translational order) and two-body effects. Our experimental results reveal that the non-local orientational order plays even more important roles in strongly disordered systems than translational order. The orientational order emphasizes many-body effects in complex liquids and may call for a rethink for the structure in dense liquids or glassy systems. Particle distribution fluctuations are irrelevant to inter-particle interactions and unlimited to specific polydisperse systems, and thus could be borrowed to other strongly disordered complex systems such as multi-component metallic glasses 51 and vibrated granular systems 52.
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