The No-Core Gamow Shell Model: Including the continuum in the NCSM
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Abstract
We are witnessing an era of intense experimental efforts that will provide information about the properties of nuclei far from the valley of \(\beta\) stability, regarding resonant and scattering states as well as (weakly) bound states. This talk describes our formalism for including these necessary ingredients into the No-Core Shell Model by using the Gamow Shell Model approach. Applications of this new approach, known as the No-Core Gamow Shell Model, both to benchmark cases as well as to unstable nuclei will be given.

1 Introduction
The atomic nucleus, which at energies in the range of mega-electron volts can be viewed as a quantum system of strongly interacting protons and neutrons \([1–3]\), is a very fascinating object. One of the most intriguing challenges is the description of its time evolution. Indeed the nucleus can be naturally found in quantum states that decay by emitting photons, electrons or even nucleons and heavier particles. This endeavor becomes even more necessary in the rise of new experiments that probe new modes of radioactivity which will need theoretical justification \([4]\). One way is to solve the time-dependent Schrödinger equation by means of time discretization techniques \([5–7]\). A different approach lies in the solution of the time-independent Schrödinger equation in the complex energy or momentum space. The time dependence is then absorbed by the complex nature of the solution, whose imaginary part is associated with the decay time. Metastable nuclear states and resonances could then be described in a time-independent formalism \([8–11]\). Formulating the structure and reaction problem in the complex energy plane \([12–22]\), provides with an alternative step towards the unification of structure (bound states) and reaction (resonances) aspects in nuclear physics, which will lead in a more controlled and model independent evaluation of observables. Noted that there already exists vivid progress on the \textit{ab-initio} description of structure and reactions on the real-axis by Lawrence Livermore and TRIUMF groups \([23–25]\), by Los Alamos/Argonne groups \([26]\) and also on the lattice by \([27, 28]\).

2 The NC(GSM) formalism
One of the ways to obtain complex energy solutions of a physical system is by turning the Schrödinger equation into an eigenvalue problem and diagonalizing the complex Hamiltonian matrix. The basic code that has been employed for the description of resonances, by diagonalizing a very large non-Hermitian complex symmetric Hamiltonian matrix, is the Gamow Shell Model (GSM) code \([29–33]\). The orthonormal underlying basis, upon which the Hamiltonian matrix is diagonalized, is known as Berggren basis \([9]\) which provides a symmetric description of bound states, resonances and scattering states. The Hamiltonian matrix is non-Hermitian and complex symmetric with complex eigenvalues. The matrix is sparse and a relatively small number of eigenvectors and eigenvalues is of interest. At this point there is no conceptual difference between GSM with a core and the NCGSM besides the underlying Hamiltonian. Indeed, in the GSM case the Hamiltonian consists of the one-body kinetic energy, the one-body mean-field (either schematic or Hartree-Fock) and the residual NN interaction, whereas in the NCGSM case the
The one-body mean field is not present in the A-body Hamiltonian [32]. The nucleon-nucleon interaction is expressed in the Berggren basis using the potential separable expansion (PSE) [34] in a HO basis method [32, 35, 36]. In this way, matrix elements between scattering and/or resonant states never diverge, due to the Gaussian fall-off of the HO radial form factor, and in addition one can conveniently transform matrix elements from the relative frame to the lab frame. For matrix elements of other operators, such as electromagnetic transition operators, the renormalization of integrals relies on the method of external complex scaling (ECS). We note here though that the PSE method has also been employed for the calculation of the recoil matrix elements of the intrinsic Hamiltonian, since in this case the ECS technique does not provide converged results.

For the diagonalization of the large complex symmetric matrix we have used a complex extension of the Lanczos algorithm [31]. The largest matrix that has been diagonalized has a dimension of \( \sim 10^6 \). This number materializes to about \( A=4,5 \) for \( \text{ab-initio} \) no-core calculations in the Berggren basis and to 7-8 active valence particles when assuming a frozen configuration (also known as “core”) but allowing only a portion of the particles occupying the continuum (Berggren) orbitals (particle-hole truncations).

The second alternative is the Davidson method [31] (see also a recent application on the description of tunneling for a two-body atomic system [37]). We would like to highlight a unique feature of the GSM diagonalization. Both the Lanczos and the Davidson methods calculate the ground state of the system as the lowest eigenvalue. In the GSM where the Hamiltonian matrix is non-Hermitian, the lowest eigenvalue is not guaranteed to coincide with the ground state and it may as well be a scattering state. A criterion is established which separates the state of interest from the wealth of scattering states; that is the overlap method [31]. In the overlap method a smaller diagonalization takes place first, in a space spanned by a few states (usually single particle bound states and resonances). This smaller space sometimes is also called the “pole approximation”. The solution is the reference eigenvector. At a second step a diagonalization in the full space (bound states+resonances+scattering states) takes place and the solution is the one that maximizes the overlap with the reference eigenvector.

Together with the GSM, another algorithm known as the Density Matrix Renormalization Group (DMRG) has also been used [32, 39–42]. The method is a truncation algorithm which aims in reducing the sizes of the matrices to be diagonalized, while keeping the same accuracy as in the full calculation. DMRG is an iterative method for which at each step the space is increased by adding basis states one-by-one and the truncation is dictated by the density matrix which is constructed in each step. At each step a complex symmetric non-Hermitian matrix is diagonalized via the Lanczos method and the matrix is smaller than the typical matrix of a full-fledged GSM calculation. Several diagonalizations of such smaller matrices are performed until a convergence criterion is reached. A recent variant of the DMRG method [43] has shown that very large model spaces can be reached and many “sweeps” can be performed in a timely manner, making it tempting to use such a variant also in Berggren basis DMRG based

| Nucleus  | MFDn  | NCGSM  | Difference |
|----------|-------|--------|------------|
| \(^2\text{H}\) ^1\(^+\) (N\(_{\text{shell}}\) = 4) | -1.6284 | -1.6284 | \(\leq 0.1\) keV |
| \(^2\text{H}\) ^1\(^+\) (N\(_{\text{shell}}\) = 8) | -2.1419 | -2.1419 | \(\leq 0.1\) keV |
| \(^3\text{H}\) 1/2\(^+\) (N\(_{\text{shell}}\) = 4) | -7.6016 | -7.6016 | \(\leq 0.1\) keV |
| \(^3\text{H}\) 1/2\(^+\) (N\(_{\text{shell}}\) = 8) | -8.3203 | -8.3203 | \(\leq 0.1\) keV |
| \(^3\text{He}\) 1/2\(^+\) (N\(_{\text{shell}}\) = 8) | -7.6084 | -7.6084 | \(\leq 0.1\) keV |
| \(^4\text{He}\) 0\(^+\) (N\(_{\text{shell}}\) = 4) | -27.3685 | -27.3684 | 0.1 keV |
| \(^6\text{Li}\) 1\(^+\) (N\(_{\text{shell}}\) = 4) | -24.9778 | -24.9776 | 0.2 keV |
| \(^6\text{Li}\) 3\(^+\) (N\(_{\text{shell}}\) = 4) | -22.4959 | -22.4957 | 0.2 keV |
applications.

3 Applications of the NCGSM approach

3.1 Benchmarks

Aiming at a predictive theory it becomes increasingly important to complete a quality control on the solvers which are employed for the solution of the many-body problem, a task that implies validation and cross-checks (benchmarks) of existing codes [44]. To test the NCGSM algorithm we have performed benchmark calculations, in which we compared the NCGSM results with results obtained using the NCSM [45] Many-Fermion Dynamics nuclear (MFDn) computer program [46, 47], and in Table 1 we present applications for systems up to $^6$Li. For this benchmark we employed a Harmonic Oscillator (HO) basis in a Full Configuration Interaction (FCI) truncation and the JISP16 realistic interaction [48]. Nevertheless, chiral interactions were also tested successfully [38]. This agreement reassures that the calculations are not contaminated with unintentional errors or flaws. It should be noted that there has also been two other successful works that benchmarked the GSM algorithm, using central interactions and a $\alpha$-core, against the complex scaling technique [49, 50].

3.2 ANCs and widths

In its current implementation the NCGSM is not ready to provide scattering observables on the real-axis, such as cross-sections, even though such a goal is not far from reach after the combination of the GSM with the Resonating Group Method [51] using phenomenological interactions/optical potentials [15, 52]. We are able however to compute overlaps between nuclear states and access information associated with the “tail” of the overlap. The relevant quantity in the study of asymptotic properties of the nuclear wavefunction or actually its projection onto cluster (sub-cluster) states [53] is the Asymptotic Normalization Coefficient (ANC). Recently there is a collective effort in nuclear theory to compute asymptotic quantities and we are witnessing an abandonment of quantities such as spectroscopic factors in favor of ANCs and widths or partial widths. The basic argument behind this endeavor, besides the physics interest (e.g. relevance to astrophysical processes for both resonance widths and ANCs), is the fact that asymptotic quantities are less model dependent and closer to the notion of an observable quantity [54, 55]. At the same time ANCs can serve as an internal consistency test between many-body methods since calculations
at distances far away from the nuclear interaction range always pose challenges and difficulties (see e.g. discussion at [56] for some of the ab-initio methods). The GSM or the NCGSM which are formulated on a basis that has a correct asymptotic behavior and captures the relevant long range physics, become appropriate for the calculation of asymptotic quantities. For a detailed review of the progress that has been made in the calculation of ANCs and also the experimental situation we refer the reader to [56] and also [57] for ANCs calculations within the GSM.

In this contribution we present calculations that were published in [32] of ANCs within the NCGSM using realistic interactions. The model space of the calculation, as it was described in [32], includes single particle (s.p.) partial waves with angular momentum up to $\ell = 4$ (g-waves). For $^5$He, being particle unstable in its ground state, we employed a complex GHF basis consisting of the s.p. $0p_{3/2}$ resonant state and non-resonant $p_{3/2}$ states along the complex contour which encloses the s.p. resonant state, a necessary condition for the s.p. Berggren completeness to be satisfied. In order to obtain the many-body solution and calculate the overlap for the reaction: $^4$He$_{0+} + n \rightarrow ^5$He$_{3/2}$ we used the Davidson diagonalization [31] method and limited our selves to continuum configurations that allowed up to four particles occupying continuum orbits (4p-4h truncation). In the future it will be important to assess the importance of the configurations involving many particles in continuum orbits and also try to accompany the results with a truncation error associated with the missing configurations. It should also be noted that the creation operator for the calculation of the overlap does not only create on a single state, but there is a sum over all continuum states; a fundamental difference between NC(GSM) and traditional configuration interaction calculations in a HO basis [58].

We present our results in Fig. 1 which was taken from [32] for the effective $V_{low k}^{5\Lambda}$ $\Lambda = 1.9$fm$^{-1}$ chiral N$^3$LO NN interaction [62]. We see that the overlap exhibits both real and imaginary parts reflecting the complex nature of the Berggren basis. After fitting the asymptotic part of the overlap with a complex Hankel function we extract an ANC with a real part of 0.197 fm$^{-1/2}$. Now knowing the ANC we are able to obtain the width of $^5$He using the formula:

$$ C = \sqrt{\frac{\Gamma \mu}{h^2 \Re(k)}} $$

that relates the width and the ANC [57], where $\mu$ is the reduced mass, $k$ is the real part of the complex linear momentum that corresponds to the neutron-separation energy of $^5$He and $C$ stands for the ANC. The result for the width is $\Gamma = 311$ keV. Within the 4p-4h truncation, the complex Davidson diagonalization provided for the $S_{1n}$ the value of -1.561 MeV and a width $\Gamma$ of 370 keV. The small difference between the width obtained from the ANC formula and the one obtained from the diagonalization stems from an approximation that was made on the proof of formula (1). The approximation is that the real part of the linear momentum has to be considered. It has been shown in [32] that this approximation implies the condition $\frac{\Gamma}{2S_{1n}} \rightarrow 0$, namely, formula (1) will work for states that have widths much smaller as compared to two-times the separation energy. In our case $\frac{\Gamma}{2S_{1n}} = 11.8 \%$, which explains the deviation from the exact diagonalization result.

### 3.3 NCGSM results for $^4$H and $^4$Li

Next we are presenting calculations for $^4$H and $^4$Li. These systems have also been computed in approaches with realistic interactions, in [63] for a scattering benchmark calculation within several few body methods and in [64] within the complex scaling method. Especially for hydrogen isotopes there exists a recent experimental interest since measurements claim to observe a relatively narrow $^3$H resonance [65]. In addition, it is believed that the triplet of isotopes $^5,^6,^7$H resemble the Helium isotopic chain ($^6,^7,^8$He). Namely $^7$H resembling $^8$He is the most “bound” member of the triplet having a relatively small width, $^4$H resembling $^7$He is “unbound” reflecting its extremely large width while $^5$H is just a broad resonance (broader than $^7$H), resembling in this case $^6$He which is less bound than $^8$He. The theoretical
investigation of the shell structure and the pairing correlations in the continuum will be a decisive factor in the understanding of the binding mechanism in this area of the chart and it will also be a challenging task.

In this work we are using a phenomenological WS potential for the generation of the basis. For $^4$H and $^4$Li the WS basis is created for the $^3$H + n or $^3$He + p systems respectively. Namely for $^4$H a neutron $0p_{3/2}$ s.p. resonant state is considered whereas for $^4$Li a proton $0p_{3/2}$ s.p. resonant state. The long-range Coulomb interaction in the case of $^4$Li is treated in the same way as in [32, 66, 67]. Besides the complex neutron and proton resonances and the associated complex continua, we consider s.p. partial waves up to h-waves ($\ell=5$) as HO basis states characterized by a frequency of $\hbar \omega = 20$ MeV. In particular, for $^4$H and for the neutron space we used a basis that consisted of 15p$_{3/2}$ complex s.p. states and 7s$_{1/2}$, 7p$_{1/2}$, 2d, 2f, 2g, 1h real HO s.p. states, while for the proton space all basis states are HO states with 7s$_{1/2}$, 7p$_{1/2}$, 2d, 2f, 2g, 1h. Noted that we are using a different truncation scheme that departs from the typical $N_{\text{max}}$ or $N_{\text{shell}}$ HO truncation. Here states with $\ell=0,1$ have been chosen to have more nodes since we noticed that they contribute more energy to the system. Further calculations that investigate this behavior are in progress. The same basis was used for $^4$Li but instead of a neutron s.p. resonant state we considered a proton s.p. resonant state. Our results for the g.s and first excited states of $^4$H and $^4$Li are shown on Fig.2. The energies are with respect to the one-neutron and one-proton particle thresholds. For the thresholds, the g.s. energies of $^3$H and $^3$He are found to be -7.92 MeV and -7.12 MeV respectively, for an effective $V_{\text{low}} \Lambda = 2.0 \text{fm}^{-1}$ N$^3$LO Chiral EFT interaction. Overall we observe a good agreement with experimental measurements [68] and especially the small gap between the 1$^-$ and 2$^-$ states that has been observed is also predicted in our calculation. Eventhough the calculations for the widths show stability, the widths are very large, so we are not dealing with typical resonances that would have an appreciable impact on cross-sections. In the calculation presented here we restricted the occupation of continuum orbits to a maximum of three particles (3p-3h). In our future work we will provide results without truncations and also with investigations on the impact of missing excitations on energies and widths.

4 Conclusions and outlook

In conclusion, we presented applications of the NCGSM for the calculation of energies, widths and asymptotic quantities such as ANC of unbound nuclei. At the same time we benchmarked our algorithm
against another commonly used solver. Our immediate goals are to continue working on applications of the NCGSM for light unbound nuclear systems in the neutron and proton rich side of the nuclear chart. The success of the NCGSM is tied with advances in computer algorithms and the formulation of efficient complex symmetric diagonalization solvers. On the physics side, even when the most efficient solver will be at hand, a full calculation in the Berggren basis (no p-h truncations) for a system such as \(^{11}\text{Li}\) will be very demanding. Hence, one of our goals is to quantify at first the impact of missing truncations (we already know that the weight of many particles in continuum orbits is small). Also we aim at a construction of a realistic effective interaction, i.e. an interaction in the NCGSM nuclear medium\(^1\) that would stem from a realistic free-space interaction, which we will then utilize for NCGSM calculations (see e.g. \([69]\) for a Lee-Suzuki transformation for interactions in the complex energy plane and a multireference perturbation theory approach). Finally, we would like to contribute to the effort of bridging the gap between Lattice-QCD and low energy physics and a possible way was shown in \([70]\). This could be achieved once NCGSM will be utilized to handle NNN interactions. Then we could naturally compute resonant features of finite nuclei at any pion mass that is available at that time.
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\(^1\)NCGSM medium here should be seen as the model space that the A-nucleons evolve, but in addition, scattering to continuum orbits will be allowed through the Berggren basis
Bibliography

[1] G. Bertsch, D. Dean, and W. Nazarewicz, Scidac Review 6, 42 (2007).
[2] R. Furnstahl, Nuclear Physics News 21, 18 (2011).
[3] http://nuclei.mps.ohio-state.edu
[4] Z. Kohley, T. Baumann, D. Bazin, G. Christian, P. A. DeYoung, J. E. Finck, N. Frank, M. Jones, E. Lunderberg, B. Luther, S. Mosby, T. Nagi, J. K. Smith, J. Snyder, A. Spyrou, and M. Thoennessen, Phys. Rev. Lett. 110, 152501 (2013).
[5] A. Bulgac, Y.-L. Luo, P. Magierski, K. J. Roche, and Y. Yu, Science 332, 1288 (2011).
[6] A. Volya, Phys. Rev. C 79, 044308 (2009).
[7] T. Oishi, K. Hagino, and H. Sagawa, Phys. Rev. C 90, 034303 (2014).
[8] G. Gamow, Z. Phys. 51, 204 (1928).
[9] T. Berggren, Nuclear Physics A 109, 265 (1968).
[10] W. Romo, Nuclear Physics A 191, 65 (1972).
[11] J. Dobaczewski and W. Nazarewicz, Philosophical Transactions of the Royal Society of London A: Mathematical, Physical and Engineering Sciences 356, 2007 (1998).
[12] G. Papadimitriou and J. P. Vary, Phys. Rev. C 91, 021001 (2015).
[13] G. Papadimitriou and J. Vary, Physics Letters B 746, 121 (2015).
[14] G. Hagen and N. Michel, Phys. Rev. C 86, 021602 (2012).
[15] K. Fossez, N. Michel, M. Płoszajczak, Y. Jaganathen, and R. M. Id Betan, Phys. Rev. C 91, 034609 (2015).
[16] R. Lazauskas, Phys. Rev. C 91, 041001 (2015).
[17] R. Lazauskas and J. Carbonell, Phys. Rev. C 84, 034002 (2011).
[18] A. Deltuva and A. C. Fonseca, Phys. Rev. C 86, 011001 (2012).
[19] A. Deltuva and A. C. Fonseca, Phys. Rev. C 92, 024001 (2015).
[20] A. T. Kruppa, R. Suzuki, and K. Katô, Phys. Rev. C 75, 044602 (2007).
[21] T. Myo, Y. Kikuchi, H. Masui, and K. Katô, Progress in Particle and Nuclear Physics 79, 1 (2014).
[22] Y. Kikuchi, T. Myo, K. Katô, and K. Ikeda, Phys. Rev. C 87, 034606 (2013).
[23] S. Quaglioni and P. Navrátil, Phys. Rev. C 79, 044606 (2009).
[24] S. Baroni, P. Navrátil, and S. Quaglioni, Phys. Rev. C 87, 034326 (2013).
[25] G. Hupin, S. Quaglioni, and P. Navrátil, Phys. Rev. Lett. 114, 212502 (2015).
[26] K. M. Nollett, S. C. Pieper, R. B. Wiringa, J. Carlson, and G. M. Hale, Phys. Rev. Lett. 99, 022502 (2007).
[27] S. Elhatisari, D. Lee, G. Rupak, E. Epelbaum, H. Krebs, T. Lähde, T. Luu, and U.-G. Meißner, arXiv:1506.03513 [nucl-th].
[28] R. A. Briceño, Z. Davoudi, and T. C. Luu, Journal of Physics G: Nuclear and Particle Physics 42, 023101 (2015).
[29] N. Michel, W. Nazarewicz, M. Płoszajczak, and K. Bennaceur, Phys. Rev. Lett. 89, 042502 (2002).
[30] N. Michel, W. Nazarewicz, M. Płoszajczak, and J. Okołowicz, Phys. Rev. C 67, 054311 (2003).
[31] N. Michel, W. Nazarewicz, M. Płoszajczak, and T. Vertse, J. Phys. G: Nucl. Part. Phys. 36, 013101 (2009).
[32] G. Papadimitriou, J. Rotureau, N. Michel, M. Płoszajczak, and B. R. Barrett, Phys. Rev. C 88, 044318 (2013).
[33] Y. Jaganathen, R. Betan, N. Michel, W. Nazarewicz, and M. Płoszajczak, To be submitted (2015).
[34] B. Gyarmati and A. T. Kruppa, Phys. Rev. C 34, 95 (1986).
[35] G. Hagen, M. Hjorth-Jensen, and N. Michel, Phys. Rev. C 73, 064307 (2006).
[36] G. Papadimitriou, A. T. Kruppa, N. Michel, W. Nazarewicz, M. Płoszajczak, and J. Rotureau, Phys. Rev. C 84, 051304 (2011).
[37] C. Forssén, R. Lundmark, J. Rotureau, J. Larsson, and D. Lidberg, Few-Body Systems, 1 (2015).
[38] G. Papadimitriou and P. Maris, Unpublished (2014).
[39] S. R. White, Phys. Rev. Lett. 69, 2863 (1992).
[40] T. Papenbrock and D. J. Dean, Journal of Physics G: Nuclear and Particle Physics 31, S1377 (2005).
[41] S. Pittel and N. Sandulescu, Phys.Rev.C 73, 014301 (2006).
[42] J. Rotureau, N. Michel, W. Nazarewicz, M. Płoszajczak, and J. Dukelsky, Phys. Rev. Lett. 97, 110603 (2006).
[43] Legeza, Ö. and Veis, L. and Poves, A. and Dukelsky, J., (2015), arXiv:1507.00161 [nucl-th].
[44] J. Dobaczewski, W. Nazarewicz, and P.-G. Reinhard, Journal of Physics G: Nuclear and Particle Physics 41, 074001.
[45] B. R. Barrett, P. Navrátil, and J. P. Vary, Progress in Particle and Nuclear Physics 69, 131 (2013).
[46] P. Sternberg, E. G. Ng, C. Yang, P. Maris, J. P. Vary, M. Sosonkina, and H. V. Le, in Proceedings of the 2008 ACM/IEEE Conference on Supercomputing SC ’08 (IEEE Press, Piscataway, NJ, USA, 2008) pp. 15:1–15:12.
[47] P. Maris, M. Sosonkina, J. P. Vary, E. Ng, and C. Yang, Procedia Computer Science 1, 97 (2010) {ICCS} 2010.
[48] A. Shirokov, J. Vary, A. Mazur, and T. Weber, Physics Letters B 644, 33 (2007).
[49] A. T. Kruppa, G. Papadimitriou, W. Nazarewicz, and N. Michel, Phys. Rev. C 89, 014330 (2014).
[50] H. Masui, K. Katō, N. Michel, and M. Płoszajczak, Phys. Rev. C 89, 044317 (2014).
[51] K. Wildermuth and Y. C. Tang, A Unified Theory of the Nucleus (Vieweg Teubner Verlag, 1977).
[52] Y. Jaganathan, N. Michel, and M. Płoszajczak, Phys. Rev. C 89, 034624 (2014).
[53] K. M. Nollett and R. B. Wiringa, Phys. Rev. C 83, 041001 (2011).
[54] A. M. Mukhamedzhanov and A. S. Kadyrov, Phys. Rev. C 82, 051601 (2010).
[55] R. J. Furnstahl and A. Schwenk, Journal of Physics G: Nuclear and Particle Physics 37, 064005 (2010).
[56] K. M. Nollett, Phys. Rev. C 86, 044330 (2012).
[57] J. Okołowicz, N. Michel, W. Nazarewicz, and M. Płoszajczak, Phys. Rev. C 85, 064320 (2012).
[58] N. Michel, W. Nazarewicz, and M. Płoszajczak, Phys. Rev. C 75, 031301 (2007).
[59] S. Bogner, R. Furnstahl, and A. Schwenk, Progress in Particle and Nuclear Physics 65, 94 (2010).
[60] M. Hjorth-Jensen, T. T. Kuo, and E. Osnes, Physics Reports 261, 125 (1995).
[61] M.-J. T. Engeland and G. Jansen, CENS, a Computational Environment for Nuclear Structure, in preparation.
[62] D. R. Entem and R. Machleidt, Phys. Rev. C 68, 041001 (2003).
[63] M. Viviani, A. Deltuva, R. Lazauskas, J. Carbonell, A. C. Fonseca, A. Kievsky, L. Marcucci, and S. Rosati, Phys. Rev. C 84, 054010 (2011).
[64] W. Horiuchi and Y. Suzuki, Phys. Rev. C 87, 034001 (2013).
[65] M. Caamaño, D. Cortina-Gil, W. Mittig, H. Savajols, M. Chartier, C. E. Demonchy, B. Fernández, M. B. Gómez Hornillos, A. Gillibert, B. Jurado, O. Kiselev, R. Lemmon, A. Obertelli, F. Rejmund, M. Rejmund, P. Roussel-Chomaz, and R. Wolski, Phys. Rev. Lett. 99, 062502 (2007).
[66] N. Michel, Phys. Rev. C 83, 034325 (2011).
[67] N. Michel, W. Nazarewicz, and M. Płoszajczak, Phys. Rev. C 82, 044315 (2010).
[68] http://www.tunl.duke.edu/nucldata/chain/04.shtml.
[69] G. Hagen, M. Hjorth-Jensen, and J. S. Vaagen, Phys. Rev. C 71, 044314 (2005).
[70] N. Barnea, L. Contessi, D. Gazit, F. Pederiva, and U. van Kolck, Phys. Rev. Lett. 114, 052501 (2015).