MagBB: Wireless Charging for Batteryless Sensors using Magnetic Blind Beamforming
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Abstract—Tiny batteryless sensors are desirable since they create negligible impacts on the operation of the system being monitored or the surrounding environment. Wireless energy transfer for batteryless sensors is challenging since they cannot cooperate with the charger due to the lack of energy. In this paper, a Magnetic Blind Beamforming (MagBB) algorithm is developed for wireless energy transfer for batteryless sensors in inhomogeneous media. Batteryless sensors with randomly orientated coils may experience significant orientation losses and they may not receive any energy from the charger. MagBB uses a set of optimized current vectors to generate rotating magnetic fields which can ensure that coils on batteryless sensors with arbitrary orientations can receive sufficient voltages for charging. It does not require any information regarding the batteryless sensor’s coil orientation or location. The efficiency of MagBB is proven by extensive numerical simulations.

Index Terms—Batteryless, blind beamforming, magnetic induction, underground sensors, wireless charging.

I. INTRODUCTION

Wireless sensor plays an important role in precision agriculture. It can be used to collect information such as light intensity and leaf color. More recently, underground wireless sensors are also introduced to precision agriculture to monitor soil nutrition and moisture [1], [2]. Today’s wireless sensors are bulky and expensive, which is not suitable for large-scale wireless sensor networks. Hence, wireless sensors are used sparsely on farms.

However, as sensor technology improves, sensors can be made smaller and less intrusive thereby making them more suitable for in-situ sensing [3], [4]. Batteries are inconvenient in applications where sensors are not easily accessible as having to replace batteries, for instance, in an underground sensor would require precise knowledge of the sensor location and having to dig it up each time. Thus, tiny batteryless sensors are desirable. For example, batteryless sensors can be deployed aboveground and underground to monitor various parameters regarding plant health, as shown in Fig. 1. Since these sensors are small and low-cost, they do not require precise deployment, which is more convenient compared with traditional sensors.

Batteryless sensors rely on wireless energy transfer to support their normal operation. As shown in Fig. 1 a mobile wireless charger is used to wirelessly charge batteryless sensors. Since sensors are randomly located surrounding a plant, their orientations and locations are unknown. Also, the plant growth is a dynamic process, previous information of sensor locations and orientations may not be useful. Existing applications of wireless energy transfer calculate a channel model based on which the power transfer implementation takes into account how the transmitted signal is altered by noise and the nature of the channel [5]. The channel estimation approach, however, is only ideal for active sensors which can provide channel information feedback to the charger. In such a system, blind beamforming becomes a good method of overcoming such unpredictable circumstances. Using an efficient blind beamforming implementation, signals can be added constructively at the receiver without the knowledge of channel status information.

In this paper, we use magnetic induction-based wireless energy transfer to charge randomly located and orientated batteryless sensors [5], [6]. We use magnetic induction because its operating frequency is in the HF band which demonstrates a long skin depth. In this case, if the communication range is much shorter than the wavelength, the impact of the soil-air boundary can be neglected [7] and, thus, we can consider the environment as a homogeneous medium. The mobile charger employs a tri-axis coil with three mutually perpendicular unidirectional coils. By optimally controlling the currents of the tri-axis coil, we can create magnetic fields in any direction. We design the Magnetic Blind Beamforming (MagBB) algorithm to rotate the magnetic field at a certain point to ensure that an arbitrarily orientated coil can receive sufficient power to charge the batteryless sensor. We compare our approach with other solutions to show its effectiveness and
evaluate its performance numerically.

The rest of this paper is organized as follows. In Section II, we discuss the research challenges and related works. In Section III, we present the MagBB algorithm and provide analytical insights to its performance. After that, in Section IV, the numerical analyses are given. Finally, this paper is concluded in Section V.

II. RESEARCH CHALLENGES AND RELATED WORK

The wireless energy transfer for batteryless sensors in inhomogeneous media is challenging due to the following three reasons:

- **Threshold voltage.** Typical energy harvesting circuits use a full-wave bridge rectifier [4] which consists of diodes to convert the induced AC voltages to DC voltages. Since diodes have a threshold voltage $v_{th}$, lower than which the circuit cannot harvest any energy. The typical $v_{th}$ is around 200 mV which is hard to obtain when the distance between a charger and a sensor is large. Moreover, considering the tiny size of the batteryless sensor, the antenna is not efficient in receiving energy due to its low profile.

- **Unknown coil/receiver information.** Since a batteryless sensor does not store any energy, it cannot perform channel estimation for wireless energy transfer. Without the channel status information, efficient beamforming cannot be implemented. Thus, the wireless charger has no information about the receiver.

- **Random coil/receiver location and orientation.** In an uncontrolled and relatively dynamic environment, the location of a sensor might change, or its antenna orientation in space might be altered by various factors. Even though sensors may be placed at specific, documented locations in the soil, the potentially dynamic nature of the internal soil environment can alter the exact location of a sensor over time. The growth of plants and the consequent penetration of their roots into the soil, for instance, has the potential to displace underground sensors to an unpredictable degree. Moreover, other uncontrollable phenomena such as erosion and seasonal changes in moisture can result in remarkable variations in communication channel conditions and the expected attenuation.

- **Inhomogeneous environment.** The wireless signal propagation is hard to predict due to the inhomogeneous environment, which may require complex beamforming algorithms. However, it is not trivial to map the environment and predict signal propagation.

The above challenges also arise individually in many other related works. In [4], the threshold voltage issue was addressed using blind beamforming analogous to the multipath fading in terrestrial environments. The UHF signals are used to power batteryless RFID sensors. However, the high carrier frequency may not efficiently penetrate through harsh environments that are considered in this paper. In [8], [9], adaptive blind beamforming is used for a multiantenna RFID reader. The RFID tag provides feedback signals to the reader to adaptively change the beamforming vectors. In this paper, the batteryless sensors do not have the capability to provide any feedback due to the lack of sufficient energy. Magnetic induction with long-wavelength signals can efficiently penetrate through dense media, which has been used for wireless communication in extreme environments [10]–[12]. Also, the magnetic induction for wireless energy transfer has been widely accepted and the recently developed magnetic beamforming can significantly improve its efficiency [5], [6], [13]. MagBB uses magnetic fields without knowing any information regarding the receiving coil, which is fundamentally different from existing solutions.

III. MAGNETIC BLIND BEAMFORMING USING TRI-AXIS COILS

In this section, we introduce the tri-axis coil model first. Then, we design a magnetic beamforming algorithm using current vectors. After that, we provide analytical analyses of the proposed algorithm and compare it with low-complexity solutions. Since we use long-wavelength magnetic induction signals, in the following we neglect the inhomogeneity of the environment and consider the sensors are located in homogeneous air medium. Also, due to the limited space of a batteryless sensor, it can only use a tiny unidirectional coil as the antenna.

A. Tri-axis Coil Array

The proposed approach to this problem is to design a tri-axis coil array whose magnetic field can be aligned in any direction in a three-dimensional (3D) space based on the value of the current that is fed into the individual coils. The current can be varied to produce a constantly rotating magnetic field that would be varied in fixed steps with a period that is long enough to provide enough energy to any sensor in a given direction to overcome its threshold voltage. The tri-axis coil, as shown in Fig. 2, has three coils with each coil axis aligned along each of the Cartesian plane axes (i.e., $x$, $y$, and $z$).

We define pseudo-axes for a unidirectional coil using a unit vector $n = [x_n, y_n, z_n]^T$. Since the coil size is much smaller than the wavelength, we consider a coil as a magnetic dipole and the dipole moment has the same direction as $n$. The tri-axis coil model is created by three magnetic dipoles which only generate $x_n$, $y_n$, and $z_n$, respectively. The tri-axis coil axis be $i_1$, $i_2$ and $i_3$. We assume the coils are identical and have the same radius $a_1 = a_2 = a_3 = a_t$ and number of turns $N_1 = N_2 = N_3 = N_t$. This simplifies the resultant formula for the magnetic field such that the total magnetic field observed at a point with spherical coordinates $(r, \theta, \phi)$ relative to the transmitter can be represented in spherical coordinates as $h_r = [h_{rr}, h_{r\theta}, h_{r\phi}]^T$.

Since the aim is to achieve direction control by changing the currents, we can use one variable $i \in \mathbb{C}^3$ to denote coil currents, i.e., $i = [i_1, i_2, i_3]^T$. Then, the beamforming problem
simplifies to the problem of obtaining optimal $i$. To achieve this in a simplified manner, we introduce variables $C_r$, $C_\theta$, $C_\phi \in \mathbb{C}$ such that:

$$C = \begin{bmatrix} C_r \\ C_\theta \\ C_\phi \end{bmatrix} = \begin{bmatrix} \frac{j k a_r^2 N_r}{2 \pi r} \cdot \left[1 + \frac{1}{j k r} \right] \cdot e^{-j k r} \\ \frac{k^2 a_r^2 N_r}{4 \pi} \cdot \left[1 + \frac{1}{j k r} \right] - \frac{1}{(kr)^2} \cdot e^{-j k r} \end{bmatrix}$$

(1)

where $k$ is the propagation constant and $a_r$ is the radius of the coil. Then, the magnetic fields generated by a tri-axis coil derived in [14] can be reformulated as

$$h_r = C \cdot \Gamma \cdot i$$

(2)

where

$$C = \begin{bmatrix} C_r & 0 & 0 \\ 0 & C_\theta & 0 \\ 0 & 0 & C_\phi \end{bmatrix}$$

(3)

and

$$\Gamma = \begin{bmatrix} \sin \theta_l \cos \phi_l & \sin \theta_l \sin \phi_l & \cos \theta_l \\ \cos \theta_l \cos \phi_l & \cos \theta_l \sin \phi_l & -\sin \theta_l \\ -\sin \phi_l & \cos \phi_l & 0 \end{bmatrix}$$

(4)

where $\theta_l$ and $\phi_l$ are the angle parameters that are used to describe the location of the observation point, as shown in Fig. 2. Here, $C$ is a function of distance, coil parameters, and environmental parameters and $\Gamma$ is a function of the observation point location in the 3D space. For example, if receivers located on a sphere with the transmitter with a tri-axis coil in the center, they have the same $C$ but different $\Gamma$.

Magnetic field $h_r$ is obtained in a Spherical Coordinates System (SCS), while the coil orientation is described in a Cartesian Coordinates System (CCS). By using the following equation, we can obtain $h_r$ in a CCS,

$$h = T \cdot h_r,$$

(5)

where

$$T = \begin{bmatrix} \sin \theta_l \cos \phi_l & \cos \theta_l \cos \phi_l & -\sin \phi_l \\ \sin \theta_l \sin \phi_l & \cos \theta_l \sin \phi_l & \cos \phi_l \\ -\sin \phi_l & \cos \phi_l & 0 \end{bmatrix}.$$
the receiver’s coil axis, no voltage can be induced. Thus, the performance of using constant currents for the tri-axis coil is highly random, which is not predictable nor reliable without the knowledge of \( u \).

MagBB is based on current vector rotation. As shown in Fig. 3b, 5 current vectors are used to create 5 magnetic fields with different directions (their magnitudes may also be different). For example, if we use 60 seconds to charge a sensor, each current vector is allocated with 12 seconds. Since the 5 vectors cover 180 degrees, we can ensure that coils with arbitrary orientations can be covered and at least one current vector can induce voltage that is larger than the threshold voltage to charge a sensor. Next, we try to study the following three problems: 1) how to design the current vectors? 2) how many current vectors do we need? and 3) does the current vector depend on the receiver’s location?

1) Current Vector Design: Assume we have the knowledge of the receiver’s location. Then, we create \( n_{cv} \) current vectors to rotate the magnetic field direction for 180 degrees. The following problem is formulated to obtain the current vector \( i \).

\[
\text{(P1): minimize } \| u - \frac{h}{\| h \|} \| ^2 \\
\text{s.t. } i^T Ri \leq 2P_{\text{max}}; \quad |h^T u| > \frac{V_{th}}{\omega \mu_0 \mu_0 N_r \pi a_l^2},
\]

where \( u \) is the targeting magnetic field direction. The objective function aims to design the magnetic field to point to the desired direction. The first constraint is due to the transmission power and the second constraint ensures the induced voltage is larger than the rectifier’s threshold voltage \( v_{th} \). Consider the targeting magnetic field directions as \( \{ u_l, i = 1, \cdots, n_{cv} \} \). By substituting \( \{ u_l, i = 1, \cdots, n_{cv} \} \) into the above problem, we can obtain the associated current vectors.

However, directly solving (P1) is challenging. In order to homogenize this optimization problem, a slack variable \( t \in \mathbb{R} \) is introduced such that:

\[
t = \| h \| \quad \text{and} \quad t^2 = i^T \cdot C^T \cdot C \cdot i.
\]

The objective function can then be rewritten as

\[
\text{(P2): minimize } \| tu - h \| ^2 \\
\text{s.t. } i^T C^T Ci = t^2 \\
i^T Ri \leq 2P_{\text{max}} \\
i^T C^T uu^T Ci > \frac{V_{th}^2}{\omega^2 (\mu_0 \mu_0 N_r \pi a_l^2)^2}
\]

which can subsequently be solved using the method of Semidefinite Relaxation [15].

Our ability to use Semidefinite Relaxation is incumbent on the ability to express our problem in the form \( x^T A x \) where \( x \in \mathbb{C}^N \) is the variable or system of variables to be optimized and \( A \in \mathbb{C}^{N \times N} \) is a function or group of functions with known values that constitute a positive semidefinite matrix. Since the value of \( i \) could be complex in nature, the optimization problem can be expressed as a real value equation whereby we decompose all potentially complex values into their real and imaginary forms such that:

\[
u = \begin{bmatrix} \Re \{ u \} \\ \Im \{ u \} \end{bmatrix}, \quad i = \begin{bmatrix} \Re \{ i \} \\ \Im \{ i \} \end{bmatrix}
\]

\[
C = \begin{bmatrix} \Re \{ C \} & -\Im \{ C \} \\ \Im \{ C \} & \Re \{ C \} \end{bmatrix}, \quad R = \begin{bmatrix} \Re \{ R \} & -\Im \{ R \} \\ \Im \{ R \} & \Re \{ R \} \end{bmatrix}
\]

This decomposition essentially doubles all dimensions such that all any matrix \( X \in \mathbb{C}^{N \times N} \) becomes \( X \in \mathbb{R}^{2N \times 2N} \) and all vectors \( x \in \mathbb{C}^N \) become \( x \in \mathbb{R}^{2N} \), i.e., \( u \) and \( i \) become \( 6 \times 1 \) matrices and \( C \) becomes a \( 6 \times 6 \) matrix. The homogenized objective function \( \| tu - h \| ^2 \) can then be accurately written as:

\[
\begin{bmatrix} i^T & t \end{bmatrix} A \begin{bmatrix} i \\ t \end{bmatrix} = \begin{bmatrix} C^T C & -C^T u \\ -u^T C & u \end{bmatrix} \begin{bmatrix} i \\ t \end{bmatrix}
\]

In this form, we can adequately apply semidefinite programming in solving this problem. We can express a single variable \( \beta \in \mathbb{R}^{7 \times 7} \) as the product of our variable matrix and its transpose:

\[
\begin{bmatrix} i \\ t \end{bmatrix} \begin{bmatrix} i^T & t \end{bmatrix} = \beta.
\]

The algorithm to be employed based on the objective function and constraints is given in Algorithm I.

The approximated solution is a rank-1 matrix \( \beta \) and to obtain the approximated \( i \) we use the dominant eigenvector:

\[
\beta \approx \lambda_{\text{max}} qq^T,
\]

where \( \lambda_{\text{max}} \in \mathbb{R} \) is the largest eigenvalue of matrix \( \beta \in \mathbb{R} \) and \( q \in \mathbb{R}^{N \times 1} \) is the eigenvector associated with \( \lambda_{\text{max}} \). The eigenvector that is associated with the largest eigenvalue of \( \beta \) is considered as the solution \( i \). From this approximation,
Algorithm 1: Code for optimization problem (P2)

1: Variable $\beta(7,7)$ symmetric
2: minimize($\text{trace}(A \ast \beta)$)
3: subject to
4: $\text{trace}(R \ast \beta(1:6,1:6)) \leq 2P_{\text{max}}$
5: $\text{trace}(C^T C \ast \beta(1:6,1:6)) = \beta(7,7)$
6: $\text{trace}((C^T uu^T C) \ast \beta(1:6,1:6)) \geq \frac{V^2}{\omega^2(\mu_0 \rho_0 N \mu_0^2)^2}$

the optimal decomposed current vector can be obtained as $i^* \in \mathbb{R}^{7 \times 1}$ such that:

$$i^* = \sqrt{\lambda_{\text{max}}} \cdot q,$$  

(24)

with

$$\begin{bmatrix}
\Re\{i_1\} \\
\Re\{i_2\} \\
\Re\{i_3\}
\end{bmatrix} = i^*(1:3); \quad \begin{bmatrix}
\Im\{i_1\} \\
\Im\{i_2\} \\
\Im\{i_3\}
\end{bmatrix} = i^*(4:6).$$  

(25)

The performance of a given set of currents is then obtained by finding the optimum current for a coil in a given location and in all possible directions of orientation. The efficacy of this system lies in its ability to induce a voltage in a randomly oriented coil at a given location for a sufficiently long period such that the induced voltage $v > v_{\text{th}}$.

2) Number of Current Vectors: We cycle through the current set in a fast enough manner in order to keep the sensors charged. For a given set of current values, therefore, we charge the sensor long enough such that all the currents in the current set are applied for an equal time interval of $\Delta T$, i.e.,

$$\Delta T \times n_{\text{ev}} = T_c,$$  

(19)

where $T_c$ is the overall charging time. Here, there is a trade-off between the charging efficiency and the charging time interval of $\Delta T$. On one hand, if $n_{\text{ev}}$ is large, with high probability, we can obtain the optimal (or nearly optimal) current vector to charge the receiver with near-zero orientation loss. On the other hand, a large $n_{\text{ev}}$ reduces $\Delta T$ since the $T_c$ is a constant. Even if the charging efficiency is high, a small $\Delta T$ may reduce the overall received energy. Since the receiver’s orientation $u$ is an arbitrary vector in 3D space, to fully capture all possibilities, we need three current vectors at least. Otherwise, if $n_{\text{ev}} < 3$, there are some blind points. On the contrary, there is no limitation on the maximum number of current vectors since with more current vectors, we can cover more orientations. However, as the number increases, the complexity of the algorithms increases, and the correlation between two adjacent current vector increases, which may waste resources.

The minimum number of current vectors, i.e., 3 mutually orthogonal receiver coil orientations, can be designed in the following way. We define three random vectors $v_1, v_2, v_3 \in \mathbb{R}^{3 \times 1}$ based on which we derive orthogonal basis $u_1, u_2, u_3 \in \mathbb{R}^{3 \times 1}$ using Gram–Schmidt process such that:

$$u_1 = v_1$$  

(26)

$$u_2 = v_2 - \frac{v_2 \cdot u_1}{\|u_1\|^2} u_1$$  

(27)

$$u_3 = v_3 - \frac{v_3 \cdot u_1}{\|u_1\|^2} u_1 - \frac{v_3 \cdot u_2}{\|u_2\|^2} u_2$$  

(28)

By normalizing $u_1$, $u_2$, and $u_3$, we obtain the orthonormal basis $e_1, e_2, e_3 \in \mathbb{R}^{3 \times 1}$ which represent three mutually orthogonal coil directions such that:

$$e_n = \frac{u_n}{\|u_n\|}.$$  

(29)

Knowledge of these orientations can then be used in finding the optimum currents for a coil aligned along these directions by substituting into (10).

3) Receiver Location Dependency: Note that, we optimize the current vectors at one specific location. Next, we explore how the location of a receiver coil affects the magnetic field intensity, and how to maximize this field. From (2), we introduce the scalar and angular coefficients of the equation. It can be seen that $\Gamma$ is an orthogonal matrix since $\Gamma^T = \Gamma^T \Gamma = I$. The angular coefficient, therefore, does not affect the magnitude of the generated magnetic field vector but would only either reflect it in some plane or rotate it. The factor affecting the efficacy of a given current vector set in any location would, therefore, depend principally on the scalar coefficient $C$. From (1), it can be seen that $C_\theta = C_\phi$. Also, it can be seen, quite intuitively, that the scalar coefficient magnitudes are inversely proportional to $r$. In the near field of the coil antenna ($r \ll \text{wavelength}/2\pi$),

$$C_r \approx 2C_\theta \approx 2C_\phi.$$  

(30)

The induced voltage is proportional to $h_r$ which is given in (2). Since $\Gamma$ is an orthogonal matrix, $h_r$ is equivalent to the result of projecting $i$ in a new orthogonal coordinates system using $\Gamma$ and then scaled the three elements using $C_r, C_\theta$, and $C_\phi$. Given the distance, $C_r, C_\theta$, and $C_\phi$ do not change on the sphere. In the near field, due to (30), $h_r$ are similar, which does not depend on the location on the sphere. Assuming the applied current is at its maximum accepted value such that $\|i\|_{\text{max}}^2 = \frac{2P_{\text{max}}}{\rho}$, then $C_\theta \|i\|_{\text{max}} \leq \|h\| \leq C_r \|i\|_{\text{max}}$, and this stands true for the near-field region. This relatively low variation in magnetic field intensity as the receiver location changes for a constant current is very convenient for reliable charging of a receiving sensor.

However, as we venture into the far field ($kr >> 1$) [16], the scalar coefficient values start to diminish such that $C_r << C_\theta \approx C_\phi$. In this case, the projected $i$ is scaled unevenly. If the projected vector has a dominant element and it is scaled by $C_r$, the $h_r$ can be extremely small. The magnitude of the magnetic field can, therefore, vary widely as the receiver location changes, potentially resulting in erratic charging efficiency as the produced voltage can drop below the desired value with a slight change in the relative location of the
receiver to the transmitter. This makes a far field application of this implementation relatively suboptimal.

IV. SIMULATION AND RESULTS

In this section, various simulations are carried out to numerically analyze, compare, and contrast the performance of the blind beamforming scheme under various conditions. We first evaluate the induced voltage and then we generate randomly orientated receiving coils and compare the reliability of different approaches. The employed values for the simulations are shown in Table I.

A. Comparison of Induced Voltage

We test the performance of this system using a current set optimized for randomly oriented coil at a predetermined location 1.2 m directly below the transmitter ($\theta_t = 180^\circ$, $\phi_t = 0^\circ$), which is called the “Optimized location” in Fig. 4 to Fig. 9. Also, we compared with two other locations given in Table II which are called “Location 1” and “Location 2”, respectively, in Fig. 4 to Fig. 9. We then rotated the various coil orientations throughout the spherical region in predetermined steps and calculate the corresponding current values based on the optimization method outlined in Algorithm 1. We compare the induced voltage at a receiver placed at this location by the calculated current set to that for 2 other randomly oriented coils located at randomly determined locations as shown in Table II. Lastly, we employ a simplistic approach by finding the maximum balanced current without exceeding the power threshold. We calculate the induced voltage at the predetermined locations and compared these with the results of the optimal current sets. Since the circuitry can be configured to invert negative voltages, the working range of the sensor consists of all induced voltages $v$ such that $|v| > v_{th}$. We compare the voltage induced within a one-minute charging cycle, and the total energy induced for various radial distances, locations, and orientations as outlined in the following sections.

We compare two optimized current sets; we calculate one set of currents for 36 combinations of $\theta_t$ and $\phi_t$ throughout a hemispherical range. We repeat this process for a second set of currents for 100 locations within the hemispherical range, therefore, giving a better resolution. To test the efficacy of these current sets, we find the voltage induced for randomly located and oriented coils at a distance of 1.2 m from the transmitter by charging the receiver coils for an equal amount of time by each current set within a 1-minute charging cycle. We also use the simplistic approach by supplying the maximum allowable current to the transmitter coils per the power requirements specified for this system. i.e.,

$$i = \sqrt{\frac{2P_{max}}{3r_t}}[1, 1, 1]^T$$

The performance of the optimized and simplistic approaches in charging multiple randomly located and oriented receivers is compared. Fig. 4 and Fig. 5 show this comparison for the 36-current and 100-current sets respectively. The optimized set shows a clear advantage here as it is able to charge all 3 randomly located receivers above the threshold voltage at certain points within the charging cycle. The constant current, however, either works throughout the charging cycle (optimized location & location 2) or does not charge the receiver at all throughout the charging cycle (location 1). This, therefore, makes the simplistic approach suboptimal for simultaneous charging at multiple locations. Comparing Fig. 4...

| Quantity     | Value |
|--------------|-------|
| $r$          | 0.6 m / 1.2 m |
| $e_o$        | 8.85 $\times$ 10$^{-12}$ F/m |
| $\mu_o$      | 1.2566 $\times$ 10$^{-6}$ mkgs $^{-1}$ A$^{-2}$ |
| $\rho$       | 0.1 m |
| $f$          | 1360 Hz |
| $P_{max}$    | 50 W |
| $r_t$        | 1 $\Omega$ |

| Simulation Locations | $\theta_t$ | $\phi_t$ |
|----------------------|------------|----------|
| Optimized location    | 180$^\circ$| 0$^\circ$|
| Random location 1     | 0.021$^\circ$| 108.84$^\circ$|
| Random location 2     | 33.53$^\circ$| 124.3$^\circ$|

| Simulation Locations | $\theta_t$ | $\phi_t$ |
|----------------------|------------|----------|
| Optimized location    | 180$^\circ$| 0$^\circ$|
| Random location 1     | 0.021$^\circ$| 108.84$^\circ$|
| Random location 2     | 33.53$^\circ$| 124.3$^\circ$|
and Fig. 5 the 100-current set appears to charge the receiver more continuously given the higher resolution afforded by more current sets and more continuous rotation in the three-dimensional space.

However, this advantage comes with more computational burden given the higher number of steps required. We explore the necessity and possibility of reducing this computational burden by producing a set of current vectors optimized for three mutually orthogonal coil orientations which are then tested in comparison with the constant current sets for the same locations as shown in Table II. In order to observe the performance of the system with a minimum number of current values, we determine the orthonormal bases of 3 randomly generated unit currents. The optimum current values are then found for each orientation using the Algorithm 1. The performance is observed as shown in Fig. 8 and Fig. 9. As we can see, the 3 orthogonal current vectors can also achieve high induced voltage. Also, it provides more directional diversity compared with the constant current.

B. Reliability Evaluation

We then analyze the performance of the various current sets for fixed locations at 0.6 m and at 1.2 m. The general performance is appraised by finding the total energy delivered to 10,000 randomly positioned receivers assuming the receivers are only charged by voltages above the threshold voltage. The receiving coils are randomly orientated by letting their axes point to a random point on a unit sphere. Then, we calculate the received energy during one charging cycle. To make a fair comparison, we consider one cycle is 60 s, and a current vector uses $60/n_{cv}$ s. Then, we obtain the CDFs (Cumulative Distribution Function) for various policies and compare their performances.

First, in Fig. 6 we fix the receiver location and randomly generate its orientation. We use 4, 8, 36, and 100 current vectors. The results show that when the distance is 1.2 m using a constant current vector, around 40% of the receivers cannot be charged at all. If we use MagBB, the percentage...
A magnetic blind beamforming (MagBB) algorithm is proposed in this paper to wirelessly charge batteryless sensors with unknown coil orientations. The efficiency of magnetic induction-based wireless energy transfer strongly depends on the coil alignment. The misalignment causes significant losses. Since batteryless sensors use diodes in the energy harvesting circuit, if the induced voltage is lower than the diode threshold voltage, no energy can be received. MagBB can rotate the magnetic fields at a point which can ensure that part of the magnetic fields can be leveraged to charge a sensor. This paper provides a detailed design procedure for MagBB and discusses its reliability, location dependency, and efficiency. Extensive simulations are performed to evaluate the performance of MagBB. The results suggest that MagBB can effectively charge sensors without knowing their coil orientation. This can enable the use of large numbers of tiny batteryless sensors for applications such as precision agriculture and structural health monitoring.
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