NetSel-RF: A Model for Network Selection Based on Multi-Criteria and Supervised Learning
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Abstract: Network selection plays a pivotal role in ensuring efficient handover management. Some existing approaches for network selection may use one criterion, such as RSSI (Received Signal Strength Indicator) or SINR (Signal to Interference Noise Ratio). However, these approaches are reactive and may lead to incorrect decisions due to the limited information. Other multi-criteria-based approaches use techniques, such as statistical mathematics, heuristics methods, and neural networks, to optimize the network selection. However, these approaches have shortcomings related to their computational complexity and the unnecessary and frequent handovers. This paper introduces NetSel-RF, a multi-criteria model, based on supervised learning, for network selection in WiFi networks. Here, we describe the created dataset, the data preparation and the evaluation of diverse supervised learning techniques (Random Forest, Support Vector Machine, Adaptive Random Forest, Hoeffding Adaptive Tree, and Hoedding Tree techniques). Our evaluation results show that Random Forest outperforms other algorithms in terms of its accuracy and Matthews correlation coefficient. Additionally, NetSel-RF performs better than the Signal Strong First approach and behaves similarly to the Analytic Hierarchy Process–Technique for Order Preferences by Similarity to the Ideal Solution (AHP-TOPSIS) approach in terms of the number of handovers and throughput drops. Unlike the latter, NetSel-RF is proactive and therefore is more efficient regarding Quality of Services (QoS) and Quality of Experience (QoE) since the end-devices perform the handover before the network link quality degrades.
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1. Introduction

Handover Management (HM) plays a fundamental role in wireless communications. HM is the process by which a mobile device maintains an active connection when the user roams from the coverage area of one network to another [1]. HM comprises three phases [2,3]: initiation, selection, and execution. Handover Initiation collects all information required to identify and determine the neighbor networks, their parameters, and their available services. Network Selection chooses the best available network by taking into account diverse parameters and evaluation metrics. Handover Execution establishes the connection and releases resources. This paper focuses on the selection phase, which is crucial to ensuring service continuity, providing Quality of Services (QoS), and satisfying the Quality of Experience (QoE) [4,5].
Traditional approaches for Network Selection use a single criterion to decide the next network (e.g., Access Point (AP) or Base Station) to which devices must connect as they move [6]. The Signal Strong First (SSF) is the most widely used traditional approach, which performs the selection by comparing the RSSI of the current network with available adjacent networks [1]. Other approaches based on a single criterion use the available bandwidth [7], load in the network [8], or Signal-to-Interference Noise Ratio (SINR) [9] to select the network. As these approaches only use one criterion, they ignore important information, leading to throughput drops, unnecessary handovers, and even service disruption [6,10,11].

Other approaches use multiple criteria to address the shortcomings mentioned above. The selection criteria can be classified into network, user, device, and application criteria [12]. Network criteria include parameters that describe the wireless network characteristics (e.g., coverage area and Received Signal Strength Indicator (RSSI)). User criteria comprise parameters related to user preferences. Device criteria encompass parameters that provide information about the mobile device, such as battery consumption, and location. Application criteria cover parameters related to the QoS requirements of real or non-real time applications, such as the bandwidth consumed by such applications. Some multi-criteria approaches (also known as Multi-Attribute Decision-Making (MADM)) include the Simple Additive Weighting (SAW), Gray Relational Model, and the Technique for Order Preferences by Similarity to the Ideal Solution (TOPSIS) [4,13]. These approaches have some shortcomings related to skipping diverse selection criteria, which results in incorrect network selection [6]. Other relevant multi-criteria approaches use techniques such as mathematical models [14], Neural Networks (NN) [12,15], Fuzzy Logic (FL) [16,17], and Game Theory [6] to perform network selection. However, these techniques can decrease the throughput during the handover [18]. Hybrid solutions combine multi-criteria approaches [19]; however, their major problem is their high computational complexity.

In this paper, we introduce NetSel-RF: a multi-criteria model based on supervised learning which is intended to overcome the shortcomings mentioned above and achieve efficient network selection in WiFi networks. To create this model, we constructed a dataset, performed data preparation, carried out feature selection, and applied different supervised Machine Learning (ML) techniques. Our evaluation results reveal several facts. First, to build up NetSel-RF, the Random Forest (RF) technique [20] performs better than the Hoeffding Tree (HT) [20], Adaptive Random Forest (ARF) [21], Hoeffding Adaptive Tree (HAT) [21], Support Vector Machine (SVM) [22] techniques regarding accuracy [23] and the Matthews correlation coefficient (MCC) [24]. Second, NetSel-RF outperforms the SSF approach in terms of the number of handovers, ping-pong, and throughput drops. Third, the proposed method behaves similarly to the AHP-TOPSIS approach regarding the number of handovers and throughput drops. These are as a result of the fact that our model uses criteria coming from the network, user preferences, end-devices, and applications simultaneously. Furthermore, our model is proactive; that is, the mobile selects a new AP while it is still connected to another one.

The remainder of this paper is organized as follows. Section 2 reviews the related work. Section 3 introduces the network selection approach based on multiple criteria and ML. Section 4 presents the efficiency of NetSel-RF in comparison with AHP-TOPSIS and SSF. Finally, Section 5 contains some concluding remarks and plans for future work.

2. Related Work

In SSF, the mobile devices switch to another AP or Base Station (BS) when the RSSI level of the currently associated network is lower than a threshold (e.g., −90 dBm). During this threshold violation, mobile devices select the adjacent AP/BS with a stronger RSSI [25]. Network selection based only on RSSI has some shortcomings [13]—discontinuity of service, unnecessary handovers, and noticeable delays during the handover—which are more evident in dense networks.

Regarding multi-criteria approaches, Khan et al. [16] presented a generic handover management approach that operates in three phases. First, it identifies the appropriate place for the handover
initiation based on the estimated coverage area. Second, it uses FL to eliminate inappropriate networks. Third, it selects an optimal network using the TOPSIS algorithm by considering several parameters such as delay, jitter, bit error rate (BER), packet loss, communication cost, response time, and network load. Sadik et al. [19] proposed a solution to ensure QoS during HM which operates as follows. First, it uses network-related parameters such as SINR in the HM initiation phase; second, it uses AHP-TOPSIS to select the network with the best predicted QoE based on user-related parameters, such as movement direction and the Mean Opinion Score (MOS), as well as device-related parameters such as the battery level.

Yu et al. [13] introduced an approach that combines network (i.e., available bandwidth, latency, delay jitter, packet loss ratio, and BER) and user parameters (i.e., service price and user preferences). This approach uses FAHP, entropy, and TOPSIS to calculate a utility value for all candidate networks using the parameters mentioned above. A network with a utility value higher than the current network is selected. Goyal et al. [17] proposed a network selection approach considering several parameters such as RSSI, velocity, bandwidth, load on evolved node B (eNB), power transmission, dwell time, and cell radius. The handover procedure is initiated when the RSSI of the current network drops below a predefined threshold, and the dwell time is higher than the handover time. This approach selects the new best AP/BS by an objective function computed by the Fuzzy Analytical Hierarchy Process.

Goyal et al. [14] introduced an approach that, through simple mathematical formulation, gives dynamic and realistic weights to parameters, such as bandwidth, distance, velocity, power consumption, and network usage charges. This approach uses the dynamic weights to determine the best AP/BS to connect the mobile device. Alotaibi et al. [12] present an NN-based approach for HM, which includes three elements: the Vertical Handover Manager handles the handoff requests carried out by mobile devices; the Attributes Collector recovers network, device, and user criteria to feed an NN; and the Artificial Network Selector uses this NN to choose the best available wireless network. Ali et al. [15] proposed an approach that uses a Feed-Forward NN (FNN) with two levels to select the best AP/BS. This approach gathers parameters from the network parameter and QoE from eNB and trains its FNN by using them and considering the experience gained from past handover decisions.

Table 1 lists some shortcomings of the multi-criteria approaches. First, none of the methods mentioned above use network, device, applications, and user criteria jointly. Skipping parameters may affect the network selection, which can lead to unstable connection, unnecessary device resource consumption, and unneeded handovers. Second, approaches based on NN and FNN have a high computational complexity which can increase the time of network selection, thus decreasing throughput during the handover. Third, MADM approaches suffer when determining the most suitable weights for the criteria, which can affect network selection. In summary, the network selection in HM is still an open issue since multi-criteria approaches need to be optimized to avoid unnecessary handovers and increase the throughput.

### Table 1. Multi-criteria based related work.

| Proposal | Network | Devices | User | Application | # of Handovers | Throughput | Type Handover | Complexity |
|----------|---------|---------|------|-------------|----------------|------------|---------------|------------|
| [16]     | √       | √       | √    | √           | √              | √          | High          |
| [19]     | √       | √       | √    | √           | √              | √          | Medium        |
| [13]     | √       | √       | √    | √           | √              |            | High          |
| [17]     | √       | √       |      |             |                |            | Medium        |
| [14]     | √       | √       | √    | √           |                |            | Medium        |
| [12]     | √       | √       | √    | √           |                |            | High          |
| [15]     | √       | √       |      |             |                | √          | High          |
| NetSel-RF| √       | √       | √    | √           | √              | √          | Medium        |
3. NetSel-RF Model

This section presents our classification model for optimizing the network selection in a WiFi-based environment. In particular, this section presents the motivation, methodology, interpretation of data, data preparation, and model construction.

3.1. Motivation

Figure 1 shows a user with a mobile device (dev1) moving through the hall. This dev1 needs to be always connected to the best network. As mentioned above, traditional handover approaches consider only RSSI for making decisions [26]; however, his approach produces frequent disconnection and inefficient seamless handovers, leading to handover operation failures [6].

Several approaches have addressed these problems by using multiple criteria considering the handover decision parameters related to QoS and QoE [18]. Nevertheless, current approaches based on multi-criteria can perform incorrect network selection by skipping one or more criteria related to network, devices, users, or applications parameters. In this paper, we argue that a supervised learning model based on multiple criteria allows the network selection to be optimized by considering the parameters of networks, devices, users, and applications. In this way, such a model can learn the best network to satisfy QoS and QoE. Additionally, supervised learning allows the new network to be selected proactively; the devices perform a handover before the network link quality degrades.

3.2. Methodology

We followed the Cross Industry Standard Process for Data Mining methodology (CRISP-DM) [27] to build our classification model. The aim was to optimize the network selection by choosing the best AP available in Wi-Fi networks. We carried out three CRISP-DM steps, namely data interpretation, data preparation, and modeling. Data interpretation generates, gathers, and defines the initial dataset that includes the set of data and the set of features related to the selection of the best AP to perform a hand-off. Data preparation covers all activities necessary to construct the final dataset from the
initial dataset; data preparation tasks include attribute selection as well as the transformation and cleaning of data. Modeling refers to the assessment of several supervised ML algorithms to choose the one that best foresees the AP to make the handover decision. The selection metrics are the true positive rate (TPR) [28], false positive rate (FPR) [29], Matthews correlation coefficient (MCC) [24], and time of classification ($T_C$) [28].

3.3. Data Interpretation

This phase builds an initial dataset with the appropriate features (i.e., parameters) to select the best available AP in a WiFi network. This phase includes the following tasks: first, an experimental scenario is designed and implemented; second, the relevant parameters/attributes to optimize the AP selection are chosen; third, the target variable is defined; fourth, the dataset is filled by capturing the attributes when the devices are moving and have at least two APs in range.

Figure 2 shows the scenario built to obtain the initial dataset. This scenario includes four APs (described in Table 2), together with 24 mobile devices (devs). In particular, dev1, dev2, dev3, and dev4 perform a circular movement, and dev5, dev6, dev7, and dev8, carry out a linear movement. In turn, dev9 to dev24 perform a random movement. All devices perform the movement in 500 steps at a speed of 1 m/s and communicate at 2462 GHz. The scenario described was deployed by using the Mininet-WiFi [30] emulator in a virtual machine with Ubuntu Server 16.04.

Table 2. Access Point (AP) setup.

| AP   | SSID   | Position [x,y,z] (m) | Range (m) | Channel | Total_Users_Support |
|------|--------|----------------------|-----------|---------|---------------------|
| ap1  | ap1-ssid | [50.0,150.0,0]      | 45        | 1       | 15                  |
| ap2  | ap2-ssid | [90.0,180.0,0]      | 50        | 7       | 18                  |
| ap3  | ap3-ssid | [130.0,150.0,0]     | 45        | 11      | 15                  |
| ap4  | ap4-ssid | [90.0,90.0,0]       | 57        | 11      | 20                  |

Figure 2. Dataset scenario set-up.
In the second step, we investigated the most used parameters in the literature related to the network selection phase. Table 3 briefly describes the parameters chosen for our initial dataset and classifies them according to their type: network, device, application, and user. In the third task, we defined AP_target as the dependent parameter/attribute (also known as output variable) to predict; this variable is categorical because it allows the prediction of the AP to which the mobile device should connect taking into account the user preference. In the fourth task, we proceeded to fill up the dataset. It is relevant to mention that we gathered the data when mobile devices (devs) moved and had at least two candidate APs in-range.

Table 3. Parameter description.

| Proposal | Criterion | Parameter | Description |
|----------|-----------|-----------|-------------|
| [14,16,17] | Network | AP | Indicates which are the candidate APs that are in range of the mobile device. |
| RSSI | Reference scale for measuring the power level of the signals received by a device and determining if the signal is sufficient to get a good wireless connection. |
| AP Occupation | Percentage of users connected to the AP concerning the entire capacity of users support the AP. |
| [14] Devices | Distance | Distance between mobile device and candidate AP. |
| [31] Device and Application | Battery consumption | Estimated discharge percentage of the device when it is connected to the candidate AP taking into account the applications used by the user and the distance to the AP. |
| [32] Application | Power consumption | Battery consumption in the mobile device due to the type of application that users are using in the handover moment. |
| [33] User | User Preference | User preference between good signal quality, lower battery consumption or good QoS. |

The result of this phase is the initial dataset with five input parameters/attributes and one output parameter. The input parameters are as follows: AP available, RSSI, AP occupation, battery consumption of devices, distance from the device to the AP, and power consumption of applications. The output parameter (dependent variable) is the selected AP. To create this dataset, we leveraged the global view of the network offered by Mininet-WiFi. This emulator provides a global view as it follows the Software-Defined Network concept [33]. With Mininet-WiFi, it is possible to collect parameters from end-devices and APs [34]. Listing 1 shows excerpts of code to illustrate how the aforementioned parameters were collected.

Listing 1: Parameter collection.

```plaintext
// AP available
dev.params["apsInRange"]
dev.params["associatedTo"]

// RSSI
ap_dis = dev.get_distance_to(ap_name)
dev_rssi = dev.get_rssi(ap_name,0,ap_dis)

// AP occupation
ap_num_dev = ap_name.params["associatedStations"]
ap_max_dis.params["maxDis"]
ap_ocu = ((ap_num_dev+100)/ap_max_dis)

// Battery consumption of devices
dev_app = dev.params.get("app")
ap_dis = dev.get_distance_to(ap_name)
bat_temp = constant_battery_discharge * ap_dis * dev_app

// Distance from the device to the AP
dev.get_distance_to(ap_temp)

// Power consumption of applications
dev.params["pow"]
```
3.4. Data Preparation

This phase analyzes and processes the initial dataset in order to build the final dataset. The data preparation involves the assessment of the quality of the dataset and the reduction the dataset’s dimension. Firstly, we captured the data from the Mininet Wi-Fi emulator. We noted that the data for APs in the range of mobile devices were correct in the dataset. For APs which were out of range, there were missing values in the dataset. Therefore, we decided to substitute the missing values with the maximum value of each parameter. In particular, we assigned $-100 \text{ dBm}$ for RSSI, 100% for AP occupation, and 1% for battery consumption. These maximum values in the dataset represent the non-selection of an AP outside the range of the mobile device.

Secondly, we selected the most relevant features with the aim of reducing the dataset’s dimension and the computational complexity. To determine the final dataset features, we applied three ML classification algorithms to all datasets resulting from the combination of all features of the initial dataset. In particular, we used HT, RF, and SVM because the output variable of these methods is categorical. HT is an incremental decision tree learner for large data streams, which assumes that the data distribution is not changing over time [20]. Additionally, HT uses the simple idea that a small sample can often be sufficient to choose an optimal splitting attribute, which is supported mathematically by the Hoeffding bound that quantifies the number of observations needed to estimate some statistics within a prescribed precision [35]. RF consists of a large number of individual decision trees that operate as an ensemble. Each tree predicts a class, and the class with the most votes becomes the prediction [36]. SVM outputs an optimal N-dimensional hyperplane (N—the number of labels) that categorizes the output variable given labeled training data [22].

In this feature selection task, we used accuracy and MCC as metrics because they are typical in classification problems. Accuracy is the ratio between the number of correct predictions made and all predictions made [29]. MCC is a measure of the quality of classifications; it takes into account true and false positives and negatives. MCC is, in essence, a correlation coefficient value between $-1$ and 1. A coefficient of 1 represents a perfect prediction, 0 an average random prediction, and $-1$ an inverse prediction [24].

For the sake of readability, Figure 3 depicts only the evaluation results of four tested datasets regarding accuracy and MCC. Dataset 1, in purple, includes RSSI, AP occupation, and battery consumption. Dataset 2, in green, considers RSSI, AP occupation, battery consumption, and distance. Dataset 3, in blue, comprises RSSI, AP occupation, battery consumption, and power consumption. Dataset 4, in orange, includes RSSI, AP occupation, battery consumption, distance, and power consumption. Dataset 1 obtained the best performance regarding accuracy and MCC for all evaluated ML algorithms. Specifically, this dataset obtained the highest accuracy, which was near to 99.7%, and the highest MCC score, of around 0.996; thus, Dataset 1 was selected as the final dataset.
Considering the accuracy and MCC results mentioned above, we reduced the dataset’s dimension (i.e., resulting in lower computational complexity) from five to four input features; the final dataset (Dataset 1) includes the output variable AP_target and the input features: AP available, RSSI, AP occupation, and battery consumption. Note that the final dataset does not include the distance feature (no relevant); this may be due to its relationship with battery consumption. We filled the final dataset by capturing the features/parameters when the device is in motion and has at least two APs in range; note that we assigned the maximum values to the missing data. Our final dataset comprises a total of 10,500 instances (see Table 4) [37].

### Table 4. Excerpt of final dataset.

| station | ap1  | rss1 | ocu1 | con1 | ap2  | rss2 | ocu2 | con2 | ap3  | rss3 | ocu3 | con3 | ap4  | rss4 | ocu4 | con4 | AP_Target |
|---------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|-----------|
| 1       | sta1 | 0    | 100  | 1.00 | 1    | −69.0| 66.67| 0.031| 1    | −72.0| 46.67| 0.031| 0    | −100| 100  | 1.00 | ap3       |
| 2       | sta2 | 0    | 100  | 1.00 | 1    | −55.0| 55.56| 0.010| 1    | −76.0| 60.00| 0.041| 0    | −100| 100  | 1.00 | ap2       |
| 3       | sta3 | 0    | 100  | 1.00 | 0    | −69.0| 53.33| 0.024| 1    | −69.0| 53.33| 0.024| 1    | −76.0| 45.00| 0.052| ap3       |
| 4       | sta4 | 0    | 100  | 1.00 | 1    | −74.0| 66.67| 0.046| 1    | −66.0| 60.00| 0.018| 1    | −77.0| 40.00| 0.056| ap3       |
| ...     | ...  | ...  | ...  | ...  | ...  | ...  | ...  | ...  | ...  | ...  | ...  | ...  | ...  | ...  | ...  | ...  | ...       |
| 10500   | sta24| 0    | 100.0| 100.0| 1.00| 1    | −72.0| 66.67| 0.0376| 1    | −44.0| 46.67| 0.0169| 0    | −100.0| 100.0| 1.00 | ap3       |

#### 3.5. Modeling

We evaluated five classification algorithms, namely the three used in the features selection plus ARF and HAT. ARF is an adaptation of RF, which includes mechanisms to adapt to different kinds of concept drifts, given the same hyper-parameters. HAT adaptively learns from data streams that change over time without needing a fixed size of sliding window. The optimal size of the sliding window is a complicated parameter to guess for users since it depends on the rate of change of the distribution of the dataset [21]. We used these five algorithms because the target variable is categorical.

As evaluation metrics, we used the two used in the feature selection plus TPR, FPR, precision and time of classification ($T_C$). TPR is the number of class members classified correctly over the total number of class members (i.e., the label AP1 is used when AP1 is the correct selection for handover). In contrast to TPR, FPR is the number of class members classified incorrectly over the total number of class members (i.e., label the AP1 is used when AP3 is the correct selection for handover) [28]. The precision is the number of class members classified correctly over the total number of instances classified as class members [29]. $T_C$ is the time spent by an algorithm to classify the selected AP [28]. Furthermore, we used cross-validation, which consisted of randomly dividing the final dataset into two parts: 80% for training and 20% for validation. As a result of the modeling phase, we obtained the classification model, called NetSel-RF.
Figure 4 shows the evaluation results regarding accuracy. These results reveal that RF and ARF obtain higher accuracy than the other evaluated algorithms. In particular, RF and ARF reach an accuracy of approximately 99.7% and 99.57%, respectively. These results are due to RF and ARF being able to handle large amounts of data with higher dimensionality; additionally, RF and ARF require less cleaning and pre-processing of data compared to other learning methods. Figure 4 depicts the evaluation results regarding MCC. These results reveal that RF and ARF also obtain a higher MCC than SVM, HT, and HAT. In particular, RF and ARF reach an MCC of approximately 0.996 and 0.994, respectively. These results are because tree-based algorithms are efficient at finding complex correlations. Therefore, RF and ARF provide a high correlation between real and predicted values for HM.

We also evaluated HT, HAT, RF, ARF, and SVM by using the confusion matrix, which is a fundamental tool to evaluate the performance of classification algorithms; this matrix allows us to determine quickly if the model is confusing different classes. In this matrix, each column represents the number of predictions per class, while each row represents the instances in the real class. Here, TPR and TFP represent the proportion of APs selected correctly and incorrectly, respectively.

Table 5 presents the performance evaluation results of the five algorithms mentioned above according to metrics derived from the confusion matrix and $T_C$. These results show that all algorithms have a higher TPR than than 90%. Again, RF and ARF behave better than the other evaluated algorithms, reaching percentages of around 99.7% and 99.57%, respectively. Furthermore, RF and ARF have a low FPR of about 0.29% and 0.43%, respectively. In addition, RF and ARF reach a high precision of around 99.68% and 99.69%, respectively. $T_C$ is low for all tested algorithms, ranging between 0.66 and 5.146 ms. HT and SVM obtain the shortest $T_C$. 

![Figure 4. Modeling evaluation; (a) Accuracy evaluation, (b) MCC evaluation.](image)

**Table 5.** $T_C$ and metrics derived from the confusion matrix. TPR: true positive rate; FPR: false positive rate; RF: Random Forest; ARF: Adaptive Random Forest; SVM: Support Vector Machine; HAT: Hoeffding Adaptive Tree; HT: Hoeffding Tree.

| Algorithms | TPR% | FPR% | Precision% | $T_C$ (ms) |
|-----------|------|------|------------|-----------|
| RF        | 99.70| 0.29 | 99.68      | 3.865     |
| ARF       | 99.57| 0.42 | 99.65      | 5.146     |
| SVM       | 90.57| 9.42 | 92.99      | 1.445     |
| HAT       | 94.21| 5.78 | 75.65      | 1.471     |
| HT        | 92.55| 7.44 | 74.44      | 0.666     |
From the cross-validation and confusion matrix analysis, we concluded the following: (a) none of the algorithms achieve the best results for all the metrics presented, (b) RF and ARF algorithms outperform the other algorithms regarding accuracy and MCC; and (c) the algorithms that obtained better performance in the TPR metric result in a high $T_C$ and vice-versa. Considering these conclusions, we decided to use RF for network selection due to it being the model with the best balance between accuracy, MCC, and $T_C$. Thus, we built NetSel-RF by using RF. In the next section, we compare NetSel-RF with SSF and AHP-TOPSIS.

4. Network Selection

This section aims to evaluate the behavior of NetSel-RF regarding two metrics: the number of handovers and throughput drops. Furthermore, this section compares NetSel-RF to SSF and AHP-TOPSIS qualitatively and quantitatively. The following subsections present the metrics, evaluation scenario, and results obtained.

4.1. Metrics and Evaluation Scenario

We compared NetSel-RF to SSF and AHP-TOPSIS regarding the number of handovers and throughput drops. The quantity of handovers is the number of transfers an end-device makes when it moves from a place to another one [13]; this number is affected by the ping-pong effect that occurs when the mobile device does not stay within the coverage of the selected AP and returns to the associated AP. The throughput drops represent the times that the number of bytes transmitted falls to zero due to handover.

With the aim of evaluating NetSel-RF, we used Mininet-WiFi to emulate a network formed by four APs with 802.11 g and 17 end-devices distributed in four rooms (see Figure 1). We analyzed the performance of NetSel-RF, SSF, and AHP-TOPSIS regarding the metrics mentioned above when dev1 carried out a linear movement at a speed of 1 m/s.

4.2. Results and Analysis

Figure 5 depicts how NetSel-RF, SSF, and AHP-TOPSIS behave regarding the number of handovers, revealing NetSel-RF has a higher number of unnecessary handovers than SSF and AHP-TOPSIS because it suffers from the ping-pong effect in the movements 100, 215, and 415. This ping-pong is caused by $AP_3$ and $AP_4$ offering identical conditions (i.e., the same RSSI level and percentage of users connected to AP) to dev1.

![Figure 5. Number of handovers: NetSel-RF without movements module.](image-url)
To address the ping-pong effect, we enhanced NetSel-RF with a movements module. This module uses a row vector to store the variable \textit{AP\_target} as well as the last seven locations (latitude and longitude) of end-devices. A movement is given by a location change. Thus, the handover is performed only when \textit{AP\_target} has the same value for all seven movements; otherwise, the end-devices remain connected to their current AP. It is important to highlight that we performed tests by considering 3, 5, 7, and 9 movements to choose the proper number to eliminate the ping-pong effect.

Table 6 exemplifies two vectors containing \textit{AP\_target}. NetSel-RF does not perform any handover for the \textit{AP\_target} presented in the first row since this row jumps between \textit{AP2} and \textit{AP3}. Conversely, since the \textit{AP\_target} is the same for the seven location changes (movements) in the second row, NetSel-RF carries out the handover. In practice, we filled this vector for all devices in movement by using Mininet features: \texttt{dev.params["associatedTo"]} and \texttt{dev.params["position"]}.

| Movement | Mov1 | Mov2 | Mov3 | Mov4 | Mov5 | Mov6 | Mov7 |
|----------|------|------|------|------|------|------|------|
| \textit{AP\_target} | AP2,loc1 | AP2,loc2 | AP2,loc3 | AP3,loc4 | AP2,loc5 | AP3,loc6 | AP2,loc7 | \(X\) |
| \textit{AP\_target} | AP2,loc1 | AP2,loc2 | AP2,loc3 | AP2,loc4 | AP2,loc5 | AP2,loc6 | AP2,loc7 | \(\sqrt{\text{ }}\) |

Figure 6 depicts the evaluation results regarding the number of handovers carried out by the enhanced NetSel-RF, AHP-TOPSIS, and SSF. These results reveal that NetSet-RF and AHP-TOPSIS outperform SSF regarding this evaluation metric. In particular, the number of handovers for RSSI, AHP-TOPSIS, and our model are 9, 3, and 3, respectively.

Figure 7 shows the evaluation results regarding the throughput drops of the enhanced NetSel-RF, AHP-TOPSIS, and SSF. These results reveal our model and AHP-TOPSIS outperform SSF regarding this evaluation metric. In particular, NetSel-RF and AHP-TOPSIS suffer 3 throughput drops (0Mbps). In turn, SSF has 7 drops. In summary, according to Figures 6 and 7, the multi-criteria based approaches behave better than SSF regarding the number of handovers and throughput drops.
Figures 6 and 7 reveal that NetSel-RF behaves similarly to AHP-TOPSIS regarding the number of handovers and throughput drops. However, there is an essential difference between our model and AHP-TOPSIS. NetSel-RF performs transfers earlier than AHP-TOPSIS (as shown in Figure 8). This is due to the fact that our model is proactive and AHP-TOPSIS is reactive. Thus, NetSel-RF selects a new AP before suffering a disconnection. The proactive approaches are more effective than reactive ones regarding QoS and QoE since the end-devices perform the handover before the network link quality degrades, meaning that end-devices are always connected [38].

4.3. Practicability

Since the NetSel-RF model needs information from devices (e.g., battery consumption) and APs (e.g., occupation), it requires a network global view for a real deployment. In this sense, NetSel-RF is envisioned to be deployed on WiFi networks following the SDN paradigm. SDN offers programmability, a global view, logically centralized control, and the decoupling of network control and packet forwarding. It is noteworthy that our training and validation datasets were collected by using the Mininet-WiFi emulator, which is SDN-oriented.

We analyzed the most common parameters used in the literature to build the final dataset used to train and validate NetSel-RF. The use of parameters other than those used in the data interpretation and data preparation phases is out of the scope of this paper. It is also worthy of note that we use the parameters available in the device and AP because, in practice, NetSel-RF is geared towards Software-Defined Wireless Networks [39–41], which is implicit from the data interpretation phase to the evaluation phase. For actual deployment, we suggest installing the NetSel-RF learning agent in the management plane [42] or in the cognitive plane [43].

5. Conclusions and Future Work

In this paper, we introduced a multi-criteria model based on supervised learning, called NetSel-RF, to cope with incorrect network selection decisions that lead to unnecessary handovers,
throughput drops, and complexity in the current HM solutions. We constructed a dataset, performed data preparation, carried out feature selection, and developed our model by using RF. Our model, based on multi-criteria (coming from the network, user preferences, end-devices, and applications) and supervised learning, outperformed the SSF approach regarding several metrics, such as the number of handovers (67%) and throughput drops (50%). Moreover, our model behaved similarly to AHP-TOPSIS regarding the metrics mentioned, but selecting a new AP without waiting for the current AP is beyond the capability of the model. Our approach is proactive, and AHP-TOPSIS is reactive; therefore, NetSelf-RF makes a hand-off to an AP with better conditions before the mobile device loses connection, in contrast to AHP-TOPSIS.

As future work, we intend to consider various devices carrying out the handover process at the same time. In this way, we plan to carry out the handover as a group, reducing the control messages that arrive at the AP. We also plan to evaluate the impact of proactive migrations in the throughput.
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