Hamiltonian synaptic sampling in a model for reward-gated network plasticity
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Abstract

Experimental data show that synaptic connections are subject to stochastic processes, and that neural codes drift on larger time scales. These data suggest to consider besides maximum likelihood learning also sampling models for network plasticity (synaptic sampling), where the current network connectivity and parameter values are viewed as a sample from a Markov chain, whose stationary distribution captures the invariant properties of network plasticity. However convergence to this stationary distribution may be rather slow if synaptic sampling carries out Langevin sampling. We show here that data on the molecular basis of synaptic plasticity, specifically on the role of CaMKII in its activated form, support a substantially more efficient Hamiltonian sampling of network configurations. We apply this new conceptual and mathematical framework to the analysis of reward-gated network plasticity, and show in a concrete example based on experimental data that Hamiltonian sampling speeds up the convergence to well-functioning network configurations. We also show that a regulation of the temperature of the sampling process provides a link between reinforcement learning and global network optimization through simulated annealing.

1 Biological basis and mathematical framework for the model

Numerous experimental data show that synaptic connections are subject to a continuous coming and going of dendritic spines [1, 2] and axonal sprouting [3], even in the adult cortex. These processes are likely to be governed by activity-dependent plasticity rules only when a synaptic connection has been formed on a sufficiently large spine, but spine dynamics appears to be inherently stochastic and independent of pre- or postsynaptic firing in the absence of a functional synaptic connection [1].
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We introduce a second dynamic variable $\Gamma_{ki}$ while via autophosphorylation among its 12 subunits. Furthermore CaMKII triggers in its activated state a short term memory or low pass filter for calcium influx with a time constant in the range of 100 s (see e.g. ch. 15 in [8], Fig. 1c in [9], Fig. 3F in [10]). Calcium influx autophosphorylated (active) state a short term memory or low pass filter for calcium influx with a time constant in the range of 100 s (see e.g. ch. 15 in [8], Fig. 1c in [9], Fig. 3F in [10]). Calcium influx is a typical feature of the induction of longterm plasticity via NMDA receptors. More specifically, incoming calcium transforms CaMKII via calmodulin into its active state, which is maintained for a while via autophosphorylation among its 12 subunits. Furthermore CaMKII triggers in its activated state changes of synaptic efficacy through the phosphorylation of AMPA receptors and the anchoring of additional AMPA receptors in the postsynaptic density, dopamin-gated stabilization of spines (see e.g. Fig. 3, S5, S11 in [10]). It is also conjectured to contribute to the formation of temporally stable NMDA-CaMKII complexes on the much larger time scale of consolidation (i.e., days) that we do not consider in our model [11, 12]. We focus here on the previously sketched transient role of CaMKII as a low pass filter in the induction of synaptic plasticity and spine enlargement.

We introduce a second dynamic variable $\Gamma_{ki}$ for each synapse. $\Gamma_{ki}$ serves as a low pass filter for signals that may lead to synaptic changes, similarly as activated CaMKII is reported to serve as a low pass filter for calcium influx through NMDA receptors. We use $\theta$ and $\Gamma$ to represent the sets of all synaptic parameters $\theta_{ki}$ and $\Gamma_{ki}$ respectively.

The interaction between the parameters $\theta_{ki}$ and $\Gamma_{ki}$ gives rise to Hamiltonian dynamics. $\Gamma_{ki}$ acts as a momentum variable that dampens fast synaptic changes. As a results, synaptic plasticity is stabilized and synaptic weight changes are likely to follow the same direction (either potentiation or depression) for longer times. In addition we include a source of noise to the momentum variable $\Gamma_{ki}$. This allows us to model the permanently ongoing dendritic spine dynamics [11,12] and at the same time facilitates exploration of the parameter space. We therefore model the interaction between the variables $\theta_{ki}$ and
\( \Gamma_{ki} \) by the following set of stochastic differential equations (SDEs)

\[
d\theta_{ki} = a \Gamma_{ki} \, dt, \quad d\Gamma_{ki} = \left( a \frac{\partial}{\partial \theta_{ki}} \log p^*(\theta) - b \Gamma_{ki} \right) dt + \sqrt{2Tb} \, dW_{t,ki},
\]

where \( a, b > 0 \) are scaling constants and \( dW_{t,ki} \) denotes infinitesimally small changes of a Wiener process \( W_{t,ki} \).

Despite the differences between eqs. (1) and eq. (2), one can show that they give rise to the same stationary distribution \( p^*_T(\theta) \). In Sec. 4 we derive the stationary distribution of the SDEs eq. (2) and show, that \( p^*_T(\theta) = \frac{1}{Z} p^*(\theta)^{\frac{1}{T}} \) is the marginal of this stationary distribution with regard to the variables \( \theta_{ki} \) for some normalizing constant \( Z \). In fact, the dynamics (1) and (2) are special cases of a more general range of possible dynamics for synaptic sampling (see Sec. 4 and the Supplement), that all have the same stationary distribution \( p^*_T(\theta) \). Hence, these different dynamics do not differ in their stationary properties, however, they do differ in the way how these are approached. The dynamics (2) introduces a hidden synaptic state \( \Gamma_{ki} \) for each synapse that filters the gradient on a slower time scale than single pairings of pre- and postsynaptic activity (defined by parameter \( b \)) and synaptic parameters are updated indirectly based on this hidden synaptic state. We propose that this gradient filtering is performed on the time scale of CaMKII dynamics, i.e., on the time scale of seconds to minutes [8, 9]. In artificial neural network learning, such gradient filtering has been proven advantageous and is commonly known as gradient descent with momentum. Here however, due to the added noise, the parameter dynamics do not perform gradient descent but sampling. In this context, the stochastic dynamics is known as Hamiltonian sampling [14, 15] based on the same idea of a momentum that biases a physical mass (i.e., the state variable) to keep its direction of movement. Compared to Langevin sampling implemented by the synaptic sampling dynamics (1), Hamiltonian sampling is known to drastically speed up the sampling process in many situations [14].

Whereas previous work on synaptic sampling [5, 6] had only considered the case of unsupervised learning, we apply it here to reward-based learning, and show that previously proposed deterministic rules for reward-gated synaptic plasticity arise as special cases if stochastic spine dynamics is ignored. It was shown, however, that rewards also have an important impact on spine dynamics: Dopamine promotes spine enlargement during a narrow time window (0.3 to 2 s) after the glutaminergic inputs [10]. For modelling reward-gated network plasticity we set \( p^*(\theta) = p_N(\theta | R = 1) \propto p_S(\theta) p_N(\theta | R = 1 | \theta) \), where \( p_S(\theta) \) denotes a prior over network parameters and \( p_N(\theta | R = 1 | \theta) \) is the probability that the neural network \( N \) receives a reward for the given parameters. \( R \) is here an abstract binary variable that denotes the presence of a global reward signal. Then the preceding mathematical results imply for a flat prior that the stochastic dynamics of \( \theta_{ki} \) and \( \Gamma_{ki} \) according to (2) enables the network to sample on the long run from the distribution \( p^*_T(\theta) = \frac{1}{Z_T} p_N(\theta | R = 1)^{\frac{1}{T}} \) that has most of its mass on network configurations that provide attractive compromises between the prior and reward-maximization.

In fact, this mathematical framework allows us to create a link from reinforcement learning to optimization theory, which establishes conditions under which a neural circuit could attain not only functionally attractive locally optimal network configurations, but in principle even a global optimum. In particular, for an uninformative prior, when the network has reached the stationary distribution \( p^*_T(\theta) \), the expected reward at temperature \( T \), \( E[R_T] \), is given by (see Sec. 2.2)

\[
E[R_T] = \frac{1}{Z_T} \int p_N(R = 1 | \theta)^{1 + \frac{1}{T}} \, d\theta.
\]

Hence, sampling from \( p^*_T(\theta) \) with decreased temperature \( T < 1 \) concentrates parameter samples at values that lead to large rewards and therefore increases the expected reward of the network. For small temperatures, the posterior is concentrated at the global optima of the reward landscape. Getting close to a globally optimal network configuration is practically encumbered by the need for a suitable cooling schedule, and the need to converge for each temperature \( T \) within a reasonable time length to the associated stationary distribution. While some data suggest that the genetic program for developmental learning has some features that are reminiscent of a cooling schedule [16], a Hamiltonian sampling dynamics is likely to improve the convergence speed for each temperature.

The remainder of the paper is organized as follows: In Sec. 2 we first derive the reward-modulated synaptic plasticity rule for a network of spiking neurons. In Sec. 3 we analyze the behavior of this network for a motor learning experiment. Finally in Sec. 4 we present a general framework of synaptic parameter dynamics and rewiring.
Figure 1: Emergence of a suitable network architecture and parameters through reward-based learning in a model for the task of [13]. A: Illustration of the network architecture and learning task. B: Spiking activity of the network at the beginning and after learning. Activities of random subsets of neurons from all populations are shown. Lever position inferred from the neural activity is shown at the bottom. Rewards are indicated by red bars. Vertical blue lines indicate cue onsets. C: Trial-averaged network activity (top) and lever movements (bottom) before and after learning. Arrowheads indicate cue onset. Average lever movement (black) and 10 individual movements (gray) are shown. Both network activity and resulting lever presses become more efficient and stereotypical through learning. D: Illustration of the model for structural plasticity. Values of synaptic parameters $\theta_{ki}$ are mapped to synaptic weights $w_{ki}$. Negative values of $\theta_{ki}$ indicate non-functional (disconnected) synapses. E: Snapshots of four example synapses at three different time points throughout learning. Synaptic parameters are represented by spine head size. Synapses show different behaviors (blue: transient decaying, green: transient emerging, gray: stable) qualitatively similar to experimental data [2, 1]. F: The synaptic turnover throughout learning. Mean values over 5 runs are shown. Bars indicate SEM. G: Comparison of learning curves for synaptic sampling with (blue) Hamiltonian dynamics according to equ. (2), and without according to equ. (1) in green. Average performance is measured here as the average time from cue onset to reward. Shaded areas indicate SEM. Means and SEM values are computed over 5 independent simulation runs. H: Traces of the synaptic parameter $\theta_{ki}$, the momentum $\Gamma_{ki}$ and the eligibility trace $e_{ki}$ for one example synapse. I: PCA of a random subset of the parameters $\theta_{ki}$. The plot suggests continuing dynamics in task-irrelevant dimensions after the learning goal has been reached. Line color: task performance.
2 Application to reward-gated reconfiguration and synaptic plasticity in a network of spiking neurons

Here, we apply the Hamiltonian synaptic sampling framework to a spiking neural network. We first describe the network model and then derive the gradient \( \frac{\partial}{\partial \theta_{ki}} \log p^*(\theta) \) which is necessary to define concrete plasticity rules for parameter sampling in a reward-based learning context.

2.1 Network model

We considered a network \( N \) of \( K \) neurons \( z_1, \ldots, z_K \) with potentially asymmetric recurrent connections, where \( w_{ki} \) denotes the weight from presynaptic neuron \( z_i \) to network neuron \( z_k \). Network neurons were modeled by a standard stochastic variant of the spike response model [17].

\[
\begin{align*}
  u_k(t) &= \sum_{i \neq k} y_i(t) w_{ki} + \varphi_k(t),
  \end{align*}
\]

where \( \varphi_k(t) \) denotes the slowly changing bias potential of neuron \( z_k \), used to ensure that the output rate of each neuron stays within finite bounds (see Supplement). \( y_i(t) \) denotes the trace of the (unweighted) postsynaptic potentials (PSPs) from neuron \( z_i \) at time \( t \). We used standard PSP kernels with a brief finite rise and exponential decay, but any other PSP shape may be used in principle. We denote the output spike train of neuron \( z_k \) by \( z_k(t) \) defined as a sum of Dirac delta pulses positioned at the spike times \( t^{(1)}_k, t^{(2)}_k, \ldots \), i.e., \( z_k(t) = \sum \delta(t - t^{(l)}_k) \). The firing probability of neuron \( k \) at time \( t \) is defined as \( f_k(t) = f(u_k(t), \rho_k(t)) \), where \( \rho_k(t) \) denotes a refractory variable that is given by the time elapsed since the last spike of neuron \( z_k \). In this article, we set \( f(u_k, \rho_k) = \sigma(u_k)\Theta(\rho_k - \tau_{ref}) \), where \( \sigma(u_k) \) is a sigmoid activation function \( \sigma(u_k) = \frac{1}{1 + e^{-u_k}} \) and \( \Theta(\cdot) \) denotes the Heaviside step function, i.e. \( \Theta(x) = 1 \) for \( x \geq 0 \) and 0 otherwise.

2.2 Reward-based learning with stochastic plasticity and rewiring

In the reward-based framework we set \( p^*(\theta) = p_N(\theta | R = 1) \propto p_S(\theta)p_N(R = 1 | \theta) \) as described above, where \( p_S(\theta) \) is a Gaussian prior with mean \( \mu \) and variance \( \sigma^2 \) for each parameter \( \theta_{ki} \). The derivative that appears in (2) and (1) can in this case be decomposed into a contribution from the prior and a contribution from the reward likelihood:

\[
\begin{align*}
  \frac{\partial}{\partial \theta_{ki}} \log p_N(\theta | R = 1) &= \frac{\partial}{\partial \theta_{ki}} \log p_N(\theta) + \frac{\partial}{\partial \theta_{ki}} \log p_N(R = 1 | \theta).
  \end{align*}
\]

The contribution of the Gaussian prior is given by \( \frac{\partial}{\partial \theta_{ki}} \log p_S(\theta) = \frac{1}{\sigma^2} (\mu - \theta_{ki}) \). In the model network we denote by \( r(t) \) the current reward at time \( t \). This reward function encodes the probability that the global binary reward \( R \) is acquired, given the network activity up to time \( t \). Then, the gradient of the reward likelihood can be estimated as (see Supplement for details):

\[
\begin{align*}
  \frac{\partial}{\partial \theta_{ki}} \log p_N(\theta | R = 1) &= \int_{t=0}^{\infty} r(t) \int_{\tau=0}^{t} \lambda^\tau w_{ki} y_i(t-\tau)(z_k(t-\tau) - f_k(t-\tau)) \, d\tau \, dt,
  \end{align*}
\]

where \( \lambda < 1 \) is a discount factor that exponentially discounts the contribution of previous pre-post spike pairs to the current reward. In the network model, eq. (5) can be realized by a plasticity mechanism that uses an eligibility trace \( e_{ki}(t) \), which is updated online:

\[
\begin{align*}
  de_{ki}(t) &= (\log \lambda \, e_{ki}(t) + w_{ki} y_i(t)(z_k(t) - f_k(t))) \, dt,
  \end{align*}
\]

Learning rules of this from were found previously in the context of reward-based learning [18, 19], but these models did not include stochastic rewiring and Hamiltonian dynamics and were not applied for reward-based learning in recurrent networks.

Eligibility traces of the form (6) work on time scales of seconds and are known to lead to reliable structural plasticity if they are paired with reward [10]. We used a time constant of 1 s for the eligibility trace in our experiments. Using these derivatives, reward-based learning can be implemented through both Hamiltonian [2] and classical [11] synaptic sampling. In the simulation we used a time constant of 100 s for the momentum variable \( \Gamma_{ki} \), and a fixed temperature of \( T = 0.1 \).
The temperature $T$ plays a critical role in the parameter dynamics, as it shapes the stationary distribution $p_T^*(\theta)$. Denote by $R_T$ the Bernoulli random variable that indicates reward at temperature $T$. Under the assumption that the network has reached the stationary distribution $p_T^*(\theta)$, the expectation of $R_T$ (i.e., the expected reward at temperature $T$) is then

$$E[R_T] = \sum_{q \in \{0,1\}} q \cdot p_N(R_T = q) = p_N(R_T = 1) = \int p_N(R = 1 \mid \theta) p_T^*(\theta) d\theta =$$

$$= \frac{1}{Z} \int p_N(R = 1 \mid \theta) p^*(\theta) d\theta = \frac{1}{Z} \int p_N(R = 1 \mid \theta) \frac{1}{2} \int p_s(\theta) \frac{1}{2} d\theta = \frac{1}{Z} \int p_N(R = 1 \mid \theta)^{\frac{1}{2} + \frac{1}{2}} d\theta,$$

where we assumed an uninformative prior $p_s(\theta)$ in the last step. In the limit $T \to 0$, the stationary distribution $p_T^*(\theta)$ converges to the uniform distribution over optimal parameter settings (with other parameter settings assuming zero probability) and $E[R_T]$ also assumes its global optimum. One attempt to attain such an optimum is to start with a large temperature and reduce it slowly towards 0. Such an annealing procedure is used in simulated annealing, a non-linear optimization technique. In order to be able to apply a reasonably fast annealing schedules however, fast convergence to the stationary distribution is necessary at each temperature. Therefore, the faster sampling dynamics of Hamiltonian synaptic sampling may turn out crucial. In summary the plasticity dynamics that implements on-line reward-based Hamiltonian synaptic sampling are given by

$$d\theta_{ki} = a \Gamma_{ki} dt, \quad d\Gamma_{ki} = \left( a \left( \frac{1}{\sigma^2} (\mu - \theta_{ki}) + r(t) e_{ki}(t) \right) - b \Gamma_{ki} \right) dt + \sqrt{2TB} dW_{\Gamma_{ki}}. \quad (8)$$

Compared to the synaptic sampling equations eq. (1), Eqs. (8) updates the parameters $\theta_{ki}$ according to the average gradient $\Gamma_{ki}(t)$ instead of the current gradient $\frac{1}{\sigma^2} (\mu - \theta_{ki}) + r(t) e_{ki}(t)$.

### 3 A model for experimental data on reward-based learning in motor cortex

Changes of network activity and spine turnover in motor cortex were monitored in [13] through calcium imaging over 2 weeks, while mice acquired a forelimb lever-press task through reward-based learning. A reward was given when the lever press crossed two thresholds within a given time window marked by an auditory cue. We examined to what extent a simple model based on the previously described framework for network plasticity would be able to reproduce the observed changes in neural activity, the observed transient turnover in spine dynamics, and the learning of the task.

We adapted the learning task [13] in the following way for our model (see Fig. 1A and B). Trial duration was indicated through the presentation of a cue pattern (a fixed, randomly generated rate pattern for all 200 input neurons, see Supplement). Reward was delivered when the lever crossed the threshold +5 after first crossing a lower threshold -5 (see black lines in Fig. 1B) within 10 s after cue onset. After each trial a brief holding phase of random length was inserted, during which input neurons were set to a background input rate of 2 Hz.

We trained a simple generic recurrent network consisting of 70 excitatory and 20 inhibitory neurons to solve this task. One pool $D$ of 10 excitatory neurons within this recurrent network was randomly selected to cause downwards movements of the lever, and another pool $U$ of 10 neurons for upwards movements. All synaptic connections from the external input (cue) and between the 70 excitatory neurons (including those in the pools $D$ and $U$) in the network were subjected to the rule (8) for reward-based Hamiltonian synaptic sampling. The constants $b$ where chosen to amount to a time constant of 100 s for the dynamics of $\Gamma_{ki}$ (see Supplement for additional parameters). We also allowed for multiple synaptic connections between neurons, which commonly exist according to experimental data [20], see Supplement. Synaptic connections and weights from and to inhibitory neurons (black arrows in Fig. 1A) were randomly chosen and fixed. Thus the network had to learn without any guidance, except for the reward in response to good performance, to create after the onset of the cue first higher firing in pool $D$ and then higher firing in pool $U$ (see Supplement for details).

We used the model for spine motility from [5][6], that is illustrated in Fig. 1D. Three example spines at different sizes are shown. Corresponding values of synaptic parameters $\theta_{ki}$ and synaptic efficacies $w_{ki}$ are shown next to the spines. Negative synaptic parameters $\theta_{ki}$ denote nonfunctional (disconnected)
synapses with \( w_{ki} = 0 \). For \( \theta_{ki} > 0 \) the weight \( w_{ki} \) of the synapse is given by \( \exp(\theta_{ki} - \theta_i) \). Spine
heads are represented in Fig. 1D,E by circular volumes with diameters proportional to \( \sqrt{w_{ki}} \). Spine
neck dimensions are scaled accordingly to facilitate the illustration. Four example spines are shown
at three different time points during learning in Fig. 1E. Different patterns of behavior emerge for the
spines, analogously as in recorded data \([21]\). Many synapses are transient (either decay or emerge
over time) whereas some synapses show stable behavior (persistently functional or non-functional).

Network responses before and after learning are shown in Fig. 1B. Initially the rewarded goal is
only reached occasionally. After learning for 2 hours the network is able to solve the task in most
of the trials and the average trial duration (time to reward) decreases significantly (Fig. 1H). This
effect is accompanied by more stereotyped network activity and lever movement patterns as in the
experimental data of \([13]\), compare our Fig. 1C with Fig. 1b and Fig. 2 of \([13]\). In Fig. 1C we
shows the trial-averaged activity of the 70 excitatory neurons before and after learning for 8 hours.
The neurons are sorted by their maximum activity peak after cue onset (arrowheads). The left and
center plots are sorted according to the activity at the beginning of learning. The right plot was
produced by resorting the center plot according to the activity after learning. The role of different
neurons is restructured throughout learning. Also, the neural activity peaks become narrower and
less background noise is observed after learning. Lower panels in Fig. 1C show the average lever
movement and 10 individual movement traces at the beginning and the end of learning. The lever
movement trajectories become more stereotyped after learning. Note that this learning is nontrivial
because of the credit assignment problem which the network has to solve: the network does not
"know" which neurons belong to the movement-triggering pools D, U, and synapses do not "know"
whether they connect hidden neurons, neurons within a pool, hidden neurons and pool-neurons, or
input neurons with other neurons. Furthermore the plasticity of all these different synapses is gated
by the same global reward signal.

3.1 Analysis of rewiring and the Hamiltonian dynamics of synaptic sampling

The total synaptic turnover (number of emerging and decaying synapses in time windows of 10
minutes) is shown in Fig. 1F for every phase of learning. The initial phase of learning causes a large
increase of synaptic turnover. This phase of network rewiring lasts for about 1 h, during which the
largest performance increase is observed (see Fig. 1G). This result is compatible with experimental
data, which show that learning of a new task is accompanied by increased spine turnover \([21]\). After
this brief initial phase of strong turnover, the level of rewiring is reduced to a significantly lower
but nonzero level of continuously ongoing connectivity change, which persists throughout the total
learning session. The connectivity patterns that emerge through learning are sparse. Only about 15% of
the total number of synaptic connection opportunities are functional at the end of the learning
session.

Despite this permanent rewiring the network is able to maintain its performance throughout the 8
hour session. Fig. 1G shows the mean time from cue onset to reward (used as measure for learning
progress in the following). The network’s random activity allows it to solve the task on average after
5 seconds at the beginning of training. The network performance is significantly enhanced during
the first 2 hours of learning and then this performance is stably maintained throughout prolonged
learning. Fig. 1G also shows that the learning performance was significantly worse if the synaptic
sampling learning rule \((1)\) was used instead of the Hamiltonian dynamics \((2)\) (mean trial duration
was 4.6 without and 2.1 with Hamiltonian dynamics at the end of training).

In Fig. 1H we analyze the evolution of the eligibility trace \( e_{ki} \), the momentum variable \( \Gamma_{ki} \), and the
synaptic parameter \( \theta_{ki} \) for one example synapse over a time span of 20 minutes during learning. The
momentum variable acts as a low passing filter that stabilizes learning signals. Note that \( \Gamma_{ki} \) can also
assume negative values, and then enhances LTD. This feature is consistent with experimental data
which show that also LTD requires the activated form of CaMKII, and that the switch between LTP
and LTD is implemented through other mechanisms \([22, 23]\). The time constant of 100 seconds used
for the momentum variable \( \Gamma_{ki} \) is consistent with biological time constants of CaMKII \([8, 9, 10]\).

A structural difference between stochastic learning models such as synaptic sampling and other
learning models that focus on convergence of parameters to a (locally) optimal setting becomes
apparent through Fig. 1F. I. Although performance did no longer improve after 2 h, both network
connectivity and parameters kept changing in task-irrelevant dimensions, as often observed in
experimental data, see e.g. \([24]\). For Fig. 1I we randomly selected 1% of the roughly 90000
parameters \( \theta_{ki} \) and plotted the first 3 principal components of their dynamics. After about 2 hours of learning the parameter vector reaches a lower dimensional manifold where high performance is achieved. This transition is accompanied by a clearly visible change in movement direction in the PCA space.

4 Relating synaptic plasticity rules to the stationary distribution of network configurations

Here we present the general mathematical framework of synaptic parameter dynamics and derive the emerging stationary distribution of network configurations that results from this dynamics. For different parameter settings, this framework includes various types of dynamics as special cases, of which two have been considered in this article: Hamiltonian synaptic sampling \( (2) \) and synaptic sampling \( (1) \). The generalized model is given by the following set of SDEs:

\[
\begin{align*}
d\theta_{ki} &= \left(-a \frac{\partial \log p^*(\Gamma)}{\partial \theta_{ki}} + c \frac{\partial \log p^*(\theta)}{\partial \theta_{ki}}\right) dt + \sqrt{2Tc} dW_{\theta_{ki}} \\
d\Gamma_{ki} &= \left(a \frac{\partial \log p^*(\theta)}{\partial \Gamma_{ki}} + b \frac{\partial \log p^*(\Gamma)}{\partial \Gamma_{ki}}\right) dt + \sqrt{2Tb} dW_{\Gamma_{ki}}.
\end{align*}
\]

(9)

Here, \( T > 0 \) is the temperature parameter, \( W_{\theta_{ki}}, W_{\Gamma_{ki}} \) are independent one-dimensional Wiener processes, and \( a, b, c \) are positive constants. This dynamics describes a general noisy first-order interaction between visible synaptic parameters \( \theta_{ki} \), that determine the efficacy of the synapse, and hidden synaptic parameters \( \Gamma_{ki} \), that model the local concentration of CaMKII in its activated state. The dynamics can thus be seen as a generalization of standard gradient-based synaptic plasticity rules (e.g. for maximum likelihood learning) that includes both, hidden synaptic variables and stochastic plasticity. For the general dynamics, the joint distribution over the sets of all parameters \( \theta \) and \( \Gamma \) will converge after a while to \( p^*_T(\theta, \Gamma) = \frac{1}{Z_T} p^*(\theta)^\frac{1}{2} p^*(\Gamma)^\frac{1}{2} \) and produce samples from it. This result can be formalized in the following theorem:

**Theorem 4.1** Let \( p^*(\theta), p^*(\Gamma) \) be strictly positive, continuous probability distributions over parameters \( \theta \) and \( \Gamma \) respectively, twice continuously differentiable with respect to \( \theta \) and \( \Gamma \). Let \( a, b, c \) be positive constants. Then the set of stochastic differential equations (9) leaves the distribution \( p^*_T(\theta, \Gamma) = \frac{1}{Z_T} p^*(\theta)^\frac{1}{2} p^*(\Gamma)^\frac{1}{2} \) invariant. Furthermore, this is the unique stationary distribution of the sampling dynamics.

The proof of Theorem\( 4.1 \) follows directly by writing the SDEs in the corresponding Fokker-Planck equation (FPE) and then inserting the assumed stationary distribution \( p^*_T(\theta, \Gamma) \) as the stochastic equilibrium of the FPE. By marginalization over the hidden synaptic parameters \( \Gamma_{ki} \) it then follows that the stationary distribution over the visible synaptic parameters is given by \( p^*_T(\theta) = \int p^*_T(\theta, \Gamma) d\Gamma = \frac{1}{Z_T} p^*(\theta)^\frac{1}{2} \) (See the Supplement for a detailed proof).

Hamiltonian sampling and synaptic sampling are special cases of the more general parameter dynamics (9). Hamiltonian synaptic sampling as defined in (2) is obtained by choosing \( c = 0 \) and a Gaussian distribution for the hidden parameters \( p^*(\Gamma) \sim \text{NORMAL}(0, 1) \). Synaptic sampling as defined in (1) is obtained by choosing \( a = b = 0 \). We remark that various types of gradient descent can also be recovered from the generalized dynamics for \( T = 0 \), e.g. gradient descent with momentum for the noiseless Hamiltonian dynamics. Equation \( 9 \) can be seen as the continuous version of Hamiltonian sampling \( 13 \), where a Metropolis update is performed after simulating Hamiltonian dynamic. Hamiltonian sampling has been considered recently in \( 15 \) for neuronal dynamics, but not for parameter dynamics as we propose in this article. Equation \( 9 \) can also be seen as an extension of \( 13\) \( 25 \) to the case where the temperature \( T \) is used to shape the static distribution \( p^*_T(\theta) \).

5 Discussion

We have presented a theoretical framework for reward-based network plasticity that captures not only plasticity of weights, but in contrast to preceding models also network rewiring (spine dynamics). Since experimental data suggest that spine dynamics is inherently stochastic, one needs a stochastic learning framework for that. Reward-based network learning is modeled in our approach as a synaptic sampling process, whose stationary distribution of network configurations is determined by structural
priors (such as sparse connectivity) and the likelihood of receiving rewards. We have shown that meaningful local rules for reward-based local synaptic plasticity and spine dynamics can be derived from this general framework.

The underlying theory implies that reward-based network plasticity is in principle able to acquire through down-regulation of the temperature the full power of simulated annealing for optimizing the network for a specific task. It is essential for this approach that network plasticity converges for each temperature quite fast to its stationary distribution. Hence it is of interest to realize that biological data on the activation dynamics of the kinase CaMKII support the hypothesis that biological networks of neurons are able to approximate Hamiltonian sampling of network configurations, rather than only the slower Langevin sampling. We propose that this feature makes biological reward-based network reconfiguration and synaptic plasticity substantially more efficient. We have demonstrated the advantage of Hamiltonian sampling in a model for a concrete reward-based motor learning experiment in mice that was shown to involve a substantial turnover of synaptic connections.
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