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Mobile mental health applications are seen as a promising way to fulfill the growing need for mental health care. Although there are more than ten thousand mental health apps available on app marketplaces, such as Google Play and Apple App Store, many of them are not evidence-based, or have been minimally evaluated or regulated. The real-life experience and concerns of the app users are largely unknown. To address this knowledge gap, we analyzed 2159 user reviews from 117 Android apps and 2764 user reviews from 76 iOS apps. Our findings include the critiques around inconsistent moderation standards and lack of transparency. App-embedded social features and chatbots were criticized for providing little support during crises. We provide research and design implications for future mental health app developers, discuss the necessity of developing a comprehensive and centralized app development guideline, and the opportunities of incorporating existing AI technology in mental health chatbots.
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1 INTRODUCTION

One out of every four persons on the world has been impacted by mental or neurological issues at some point in their lives [82]. Mental health issues affect around 450 million people globally, making them one of the primary causes of ill-health and disability according to WHO [82]. In 2019, 20.6% of adults in the United States (51.5 million individuals) were affected by mental illness, representing 1 in every 5 adults and a sharp increase of 4% in just three years [57]. Due to the inaccessibility and high cost of traditional treatment, around 55% of people with severe mental illnesses do not receive treatment [91]. With the advancement of mobile technologies in the last ten years developers recognized a strong promise for digital tools like mobile phone applications to expand better accessibility at low cost to mental health (MH) treatment and services [9]. Prior study has acknowledged this breakthrough for making MH treatment more accessible, convenient, and adaptable to the patient’s lifestyle [19]. By 2018, there were over 10,000 MH and wellness apps available for immediate download [114], with services ranging from symptom tracking and monitoring to implementing scientifically grounded therapy, such as CBT and Mindfulness, as well...
as various interactive tools and modules for self-guidance [8]. However, prior study has shown that while access and availability of MH applications has increased, concerns about privacy, effectiveness, and usability have also been raised [113]. According to a recent study, 7–42% of users continued to use the apps after four weeks, but just 0.5–28.6% after six weeks [87]. The use and adherence with MH applications in real-world settings may range between 1% and 29% [39]. Furthermore, because the majority of the applications accessible are not evidence-based, their efficacy in aiding people with MH concerns is questionable [8].

Prior research has attempted to understand these challenges using data from a variety of sources, including the descriptions of applications in mobile app stores [29], publicly available peer-review databases [8], frameworks and evaluation criteria from engineering and informatics literature, and interdisciplinary organizations [20], etc. Smartphone-based apps represent a unique opportunity to expand the availability and quality of MH treatment, and the COVID-19 pandemic caused a surge in MH and wellness app downloads [119]. But only a few studies focused on user-centered design and usability evaluation of these apps. There is a gap in HCI and CSCW literature in understanding the limitations of these apps through a user-centered lens. To gain an empirical understanding of why there is such a low level of engagement and significant dropout rates, it is vital to examine the challenges and concerns regarding these apps from the consumers’ perspective and their real-life experience.

User reviews provide a unique venue to extract information around usability issues and evaluate efficacy [76]. Studies have demonstrated that analyzing user evaluations can provide in-depth knowledge of user experiences. It can assist in identifying potentially harmful functionalities, incorporating community values and expectations into app design in a variety of domains, including mobile health technologies [2]. Furthermore, users consider these reviews as a credible source to learn about expectations and potential consequences, allowing them to make informed judgments about what to choose and avoid while thinking about these apps as treatment supplements. In this study, we utilize the app descriptions and user reviews of the mobile MH apps from two most popular app stores to investigate two research questions:

**RQ1:** What is the state of the art in mobile MH applications, in terms of targeted MH problems and techniques used to support users?

**RQ2:** What are the concerns and perspectives expressed in user reviews published on mobile app store platforms about the usability and efficiency of mobile MH applications?

To answer these questions, we used inductive thematic analysis to examine user reviews of 164 apps from Google Play Store and Apple App Store. This publicly available data (user reviews) provides in-depth analyses of users’ personal app experiences. We collected user reviews of mobile applications from online that offer support and treatment for a variety of MH concerns, including (but not limited to) depression, anxiety, stress, and other MH concerns. We found that there is a lack of attention in these apps to offer in real-time and emergency support, as well as a lack of transparency in collecting private data from users. There were persistent complaints about the app-embedded online communities regarding inconsistent moderation approaches and biases against specific genders, races, and other marginalized groups. The app-embedded chatbots often failed to deliver helpful and practical solutions due to the inability to generate personalized responses.

CSCW has a long history of research around the nature of analyzing the efficacy of technologies related to the treatment of mental health care [38, 93, 97], health ICT policies and agendas [63, 83], and designing collaborative support system for the users [73, 79, 96]. Recent studies in CSCW [38, 88, 103] pointed out the necessity of assessing socio-technical perspectives of such technologies from users’ viewpoints. These studies have emphasized the importance of user-centric design and evaluation of systems targeted for vulnerable populations such as individuals suffering from
mental health concerns. [72, 107, 117]. We contribute to this body of work by providing concrete research and design implications for future MH app developers by considering the limitations of existing apps found from the user-feedback. Our findings point to the need for a comprehensive guideline for MH app developers. User reviews are one of the first sources people seek for when installing the apps [59]. Developing guidelines with user reviews in mind may help users make informed decisions, and bridge the communication gap that exists between developers and users.

2 RELATED WORK
We situate our work in previous literature by discussing why and how researchers conducted user review analysis, introducing the current state of the art research on MH apps, and describing the necessity of following guidelines in developing MH apps.

2.1 User Review Analysis
Online reviews are a type of product information generated by individuals based on their own personal experiences with the product. Consumers can post product reviews with content in the form of numerical star ratings and open-ended customer-authored remarks about the product on online sites [71]. User reviews are an integral component of the user experience, especially when topic satisfaction is crucial for adoption [59]. Like many other online marketplaces, mobile app stores allow users to post their feedback based on their experience of using the apps [110]. Users may utilize this feedback loop to evangelize and promote apps they like, as well as alert other users of the apps’ shortcomings. Given the highly competitive nature of the mobile app market, customers consider user reviews an important resource to take informed decision about which apps (and what features in those) will or won’t work for them [76]. In recent years, researchers have offered a wide range of data mining tools to help developers and analysts use this feedback [46]. In terms of analytical tools and methodologies to extract the rich contextual information, they used sentiment analysis [10], SVM [121], Naive Bayes [84], maximum entropy classification [52, 121], N-gram model [121], and qualitative analysis methodologies [110] etc. These methodologies were utilized to identify relationship between ranks and sales [21, 23], explore the underlying factors of customer value [83], compare reviews of different products in a category to find the reputation of the target product [49], create summary of opinions for question answering [18], identify fake reviews [66], exploring user characteristics [40, 42, 60] etc. from different e-commerce platforms such as amazon [10, 84], mobile app stores [3, 105], hospitality sectors [33], restaurant sectors [61] etc. There are few works that employ user evaluations to investigate mobile mental health/well-being/behavior change applications for future design opportunities [28], figuring out usability concerns or user characteristics [2].

Our research is motivated by this body of work that considers user-generated feedback as a valuable source of information [90] and make useful meaning out of them [76]. User-generated content allows us to gather information from a wide spectrum of people that is difficult to collect with typical data collection methods [90, 109]. Through this investigation we will develop a deeper understanding of the real-world experience and usability concerns of mental health app users and extract the complaints and suggestions including problem reports, feature requests, etc. All these are valuable resources for app developers to improve user experience and satisfaction [83].

2.2 Mobile MH Technologies
The extensive adoption of mobile health (mHealth) technologies is unprecedented in the history of healthcare and access to treatment [47]. Apps particularly addressing mental health (MH) issues [47] target a broad range of psychological concerns including anxiety [106], depression [101], schizophrenia [100] etc., and vary in design and functionality. They offer a variety of functions,
including assessing, tracking and monitoring of illness symptoms [36], providing resources and education to mitigate and manage symptoms that arise as a result of a mental health issue, such as breathing [22], meditation [45], etc., game–based apps that help to manage anxiety and achieve healthy living [14], and facilitating support through a community of peers and/or coaches [41]. Despite the fact that mental health apps have been shown to be beneficial in supporting mental health, there is still a significant number of issues and concerns, such as early dropouts [68], low engagement [74], and not being very effective in improving the condition of the patients [13]. For example, researchers found clinically proven methods such as CBT and positive psychology often do not perform as expected in mobile-based platforms [75]. Moreover, prior research showed different self-guided mobile applications suffer from early dropouts [6]. Many mental health applications report low engagement and a high attrition rate. However, there is little evidence to support these claims [112]. Possible reasons include usability issues, such as software bugs, unappealing user interfaces, data loss, battery and memory usage issues, lack of guidance and explanation, etc. [3]. Additionally, due to privacy concerns, people are often wary of using mental health apps [108]. Very few evidence and research based applications that are available often fail in implementing important features, such as understanding early warning signs and triggers [69], wellness plans [113], etc. These result in a lack of trust among users and healthcare providers, as well as poor engagement and dropouts [68, 74].

The importance of applying best practices such as making comprehensive support accessible and available inside the app, as well as following clinical evidence-based approaches has been acknowledged in previous research. However, research into the effectiveness of mental health apps is still in its infancy, and there are ongoing discussions about how best to examine the efficacy of mental health apps. Hundreds of apps are being developed and are downloaded from the app stores without significant research to confirm the effectiveness of such apps. A comprehensive understanding of user perspectives and experiences may aid in answering research questions around this debate and inform design of effective apps. A qualitative analysis of app store reviews will contribute to an understanding of the current confusing, uncertain picture about consumer interest in using MH apps in the real world (as opposed to research settings).

### 2.3 Guidelines for Developing Mobile MH Applications

Anyone who wants to create or recommend an MH app will confront a number of challenges in terms of comprehending the design elements and functionalities [62, 70]. Even experts in this field, such as healthcare professionals, have difficulty determining what will and will not work for their patients [8, 27]. Even if developers and professionals try to anticipate all of these technologies’ possible ramifications and create the recovery process in such a way that they may be avoided, it doesn’t always work out in the best interests of the users [27, 51]. Prior research showed that users risk serious consequences as a result of the lack of evidence-based development of such applications, as well as poor design and functionality implementation, such as their mental health concerns becoming even more triggered [32]. Recognizing these issues, different agencies offered directions in establishing guidelines for developing these applications, such as government bodies that regulate health apps have begun to issue guidance to explain the law, and offers suggestions on how to create apps that run in accordance with ethical values [118]. Self-regulatory ethical codes have also been produced by professional organizations, informing and instructing app developers on industry norms for professional behaviour [5, 7, 30]. The Federal Trade Commission (FTC) has banned the promotion of health apps that made unfounded claims regarding their intended use [24, 25]. They proposed an interactive tool to assist app developers with the knowledge of legal compliance [37]. The purpose is to provide developers a quick overview of a few key federal laws.
and regulations from different agencies [37]. Besides, different approaches to establishing guidelines have been noted, such as the American Psychiatric Association (APA) proposing a learning tool called “App Advisor” to help psychiatrists and other mental health professionals navigate appropriate applications for their patients by highlighting important aspects they should consider [4]. Another non-profit, “Psyberguide,” works to expand access to mental health resources for those who didn’t have it before, as well as to help users learn how to utilize technology to better their well-being [81]. They assessed a number of mental health apps using three criteria: credibility, user experience, and transparency [81]. Both the APA and Psyberguide guidelines are based on the opinions of healthcare professionals and experts [4, 81].

However, there exist several shortcomings in the existing guidelines for the design and development of MH apps. First, many of these focus only on ethical norms and notify developers about legal compliance. The rules aren’t very detailed or user-centric. There is no way to make sure if any of the components is not misunderstood by the developers [89]. Furthermore, only adhering to ethical standards and legal requirements does not guarantee that the app will not cause any negative repercussions for the users [15]. Second, each of these guidelines follow a different set of criteria and do not provide a standardized set of recommendations for app developers. App developers may not be aware of all available legal and professional recommendations and policies, nor they will have access to these. This is due in part to the fact that relevant advise is handled by a variety of organizations, the majority of which are independent, across a wide range of industries [86, 92]. Since the guidelines are dispersed in so many areas, and are subject to change with new apps being introduced, it is difficult for the app industry/developers to keep track of the latest set of guidelines [111]. Third, only a few, such as “Psyberguide,” offer guidance to users in deciding between different applications, but these do not fully consider actual user feedback and real-world experiences, but rather on the opinions of professionals and experts in the most part. Integrating users’ opinions in critical in offering app suggestions in such a sensitive health context [110].

These shortcomings call for a standardized all-in-one guideline for MH app development, containing effective techniques to avoid potentially harmful functionalities and to include community values and expectations while designing the apps. It should provide the patients with knowledge of expectations and possible ramifications, and enable them to make informed decisions about selecting apps. This work aims to build a comprehensive understanding of the state of the art in mobile mental health-related apps and their user feedback from the two largest online app store marketplaces, that may inform the design of such a standard app development guideline.

3 METHODS

Users of mobile apps can download, review, and comment on the apps depending on their experience and satisfaction. This publicly accessible data (user reviews) offers in-depth evaluations that include positive, negative, and neutral feedback. Written evaluations can also reveal customer satisfaction with certain program features or desire for enhancements. As a result, reviews are regarded as a significant source of information.

3.1 Selection of Sample Apps and Reviews

We searched for potential apps focused on MH on two dominant mobile platform app stores (Google Play for Android and Apple App Store for iOS). We used the search term “Mental health apps” on both app stores. The search was conducted from the homepages of the app stores without logging in to any specific account. This step was taken to ensure that no ranking algorithm could be applied by the system to prioritize any specific user preference. Therefore, although the search results may not be fully comprehensive (as found from convenience sampling), these apps represent the sample in (almost) the same order that consumers would likely be exposed to and thus,
most likely to use. The initial inclusion criteria were: an app must have an English-language interface and must have at least 100 downloads. These two filters gave us a list of 249 apps from Google Play and 117 apps from Apple App store. The authors carefully read the app descriptions and observed the screenshots of the app features to make sure if an app targets at least one mental health condition. Apps were excluded if they fell into any of the following categories: does not target a mental health issue, has less than 100 reviews (very few reviews would not give us enough useful or representative opinions), or is not in English. The final list included a total of 117 applications from Google play store and 76 applications from apple app store. Twenty nine applications were compatible with both platforms. As a result, a total of 164 applications were selected. Among the 164 applications analyzed in our study, 68 applications can be downloaded for free, 93 applications can be downloaded for free but an in-app purchase is required to access all functionalities, and 3 applications are being offered as a paid product upfront. The “Supplementary Material” contains a complete list of apps considered in our study.

We wrote python scripts to scrape application details and all available user reviews from the 189 apps. In order to extract recent critical user feedback of the apps we applied the three following inclusion criteria for filtering.

- **Timeline:** We included reviews that were published between January 1, 2019 and May 1, 2021. As the marketplaces change rapidly with new apps and updates of the existing apps, we wanted to capture the most recent user reviews. In addition, this timeline would allow us to understand if there exists any substantial difference in the reviews between pre and during COVID-19 period.

- **Length:** We included reviews with character counts of 200 or more. According to a previous study, the average amount of characters in a relevant review is 110.8. [66]. We chose 200 characters for the scope of our study because reviews with more characters will aid us in uncovering deeper insights when performing the analysis. Moreover, shorter reviews often tend to be fake and are created for promotional purposes. Ignoring those reviews assisted us in improving data integrity.

- **Star rating:** This filter was used to rank the reviews in an order that would allow us to arguably differentiate the expressed critical or negative insights from the positive ones. We categorized the reviews in two classes: reviews that have a one, two, or three star rating and reviews that have a four or five star rating. For discovering the negative insights discussed in the reviews, we considered all reviews with <=3 stars and reviews with >3 stars that contain some negative components in them. We took into consideration the positive components in the four star and five star reviews to understand users’ positive opinions or preferences about different aspects of the apps.

2159 reviews from the Google Play Store and 2764 reviews from the Apple App Store met all of the inclusion criteria. These reviews are based on 117 apps from the Google Play Store and 76 from the Apple App Store. All of the reviews have a unique coding system that can be easily traced back to the application and platform from whence they emerged. During the analysis, the lead author was responsible for carefully reading each review and ensuring that all personally identifying information was replaced or removed.

### 3.2 Data Analysis

First, to gain an understanding of the current status of the commercially available MH apps, we categorized the 164 unique applications based on what mental health condition(s) they target and what intervention tools and techniques they adopt. The findings from this categorization are described in section 4.1. Then, we analyzed the reviews (filtered with the inclusion criteria) using
an inductive thematic approach [77]. Thematic analysis was chosen because it allows systematic study of a big data collection and aids in the understanding of patterns in the text while taking context into consideration [56, 110]. Previous research [110] has shown that data obtained from thematic analyses may be examined and reported qualitatively, therefore we employed a qualitative thematic analysis. Analysis consisted of two passes. In the first pass we generated open codes (over 40 total) to capture diverse viewpoints from the reviews. This high number of open codes is due to our effort to capture the nuance in the specific insights included in each review and was significantly reduced through the process of memoing and clustering [77]. In the second phase of analysis, we memoed and clustered the codes using a constant comparison method operationalized as affinity mapping. Each open code was compared to others and positioned to reflect its affinity to emerging themes and clusters. The reported themes consisted both of ones that appeared consistently across multiple reviews, and also the ones that came from reviews that represented divergent responses and opinions. Despite the fact that we first thematically analyzed the negative content of all the reviews, we did not limit ourselves to only looking at the critiques. In section 4.3, we provide a brief description of what aspects of these applications users liked and reviewed positively as found from our analysis of the positive components of the >3 star reviews.

3.3 Data Integrity and Ethical Considerations

App stores, like many other online have reviews posted by fake and paid users. However, prior research [66] showed that in "Health & Fitness" category the percentage of potential fake reviews is very low (about 6%). Fake reviews also tend to have good star ratings [66]. Since we are mostly considering reviews with three or fewer stars, we assume that almost all of the reviews included are original and can be trusted.

Apple website has an automatic scraper detector that blocked our script several times as it was requesting from the same IP address within a short period of time [48, 116]. We circumvent this by identifying those apps where the review collection was incomplete and running our scripts on those apps iteratively from different IP addresses. We ran an additional script to detect and eliminate all the duplicate reviews (if present).

It is unethical for researchers to use any personal information from the internet if the data or information is restricted to a certain group of people or communities [122]. Hence, we ensured the webpages we collected the data from are public and not restricted to certain communities or populations. [122] also adds to this conversation of ethical implications by emphasizing that more than expected information should not be revealed through the combination of visual and textual elements. To ensure that, we intentionally refrained ourselves from publishing or revealing any identifiable information that were shared in those pages even though they were public.

3.4 Positionality

The research team consisted of members whose family members and close relatives have suffered from MH issues. One team member is an expert in intersectional stigma, online social support, and MH care, while another is an expert in working with marginalized and vulnerable populations.

3.5 Limitations

Our analysis methods and selection criteria have some inherent limitations. First, we may be missing feedback from users who are not comfortable (or do not care) about writing their experience on online platforms. However, since we considered a representative sample of the MH apps and the number of reviews were high, we can safely assume that the concerns we found will be representative of user opinions. Second, we elected not to incorporate critical assessments around broad UI issues and software defects in our user-centered evaluations, largely because we aimed
to capture a broader picture of customers’ real-life experience and concerns around the usability and efficiency that a mere software update wouldn’t be able to solve, and need more attention from the researchers and the app developing organizations. Third, for this study, we looked at ratings from only the two major mobile platforms (Google and Apple). Other mobile platforms were not taken into account for the scope of this research.

4 FINDINGS

We provided our findings from the analysis in this part divided into two subsections. In the first subsection, a descriptive analysis of the current state of the overall mobile mental health (MH) app market is presented. In the second subsection, perspectives and sentiments raised by users such as inconsistent moderation, toxic social interaction, lack of transparency and useful functionalities regarding chatbots are presented.

4.1 State of the Art in Mobile Mental Health (MH) Applications

We begin with an overview of the apps that were selected from our careful consideration following the approach described in section 3.1. Although the list of apps may not be exhaustive, it is a large representative sample of the existing mobile MH apps from two most popular app stores. Thus, we can assume that the descriptive statistics can be generalized and the findings reflect the current status of the overall mobile MH marketplace. We provide categorizations of the apps on two key aspects: types of MH concerns they target and techniques and technologies used to assist users.

4.1.1 Targeted MH conditions. Fig. 1(a) shows the number and percentage of apps per addressed MH problems, sorted in descending order. These categories are not mutually exclusive, which means that an app can address multiple MH conditions. Anxiety is the most commonly addressed issue (79, 48.17%). Other significant issues are: stress (62, 37.8%), depression (55, 33.54%), general mental health and wellbeing (48, 29.27%), sleep disorder (25, 15.24%), PTSD (23, 14.02%), eating disorder (22, 13.4%), bipolar & other related disorders (14, 8.54%), personality disorder (13, 7.93%), schizophrenia (6, 3.66%), substance use/disorder (6, 3.66%).

Fig. 1. (a) Targeted MH conditions covered by the (percentage of) apps considered in our study. (b) Frequency distribution of the apps in terms of techniques and technological tools used.
4.1.2 **Intervention techniques and approaches used.** Different apps use different strategies and tools to treat various MH issues. These techniques, as found from the description of the applications covered in our study (n=164), can be split into five broad categories: evidence-based framework, therapy, technology tools, continuous assessment, and community and peer support. Figure 1(b) represents the number and percentage of these broad categories and subcategories. These categories are mutually inclusive, implying that an app can implement a variety of strategies.

- **Evidence-based framework:** A handful of the apps implemented techniques that are evidence based and scientifically grounded such as CBT, DBT, mindfulness and positive psychology. Assisting people in achieving mindfulness is a prominent evidence-based strategy. We found 47 (28.7%) apps utilizing mindfulness. The ability to be fully present, aware of where we are and what we’re doing, and not unduly reactive or overwhelmed by what’s going on around us is known as mindfulness. Meditation is a popular method for achieving mindfulness. These apps offer guided meditations and courses, sleep meditation, breathing exercises, stress relief and coping meditations, exercises related to finding focus building productivity, tailored reminders about meditation, and the option to measure the number of minutes meditated, etc. The duration of these courses and guides might range from a few minutes to several hours. CBT (cognitive behavioral therapy) is another type of psychotherapeutic treatment that teaches people how to recognize and change harmful or distressing thought patterns that affect their behavior and emotions. Among the applications we considered, 37(22.5%) implemented CBT. Majority of the apps have a number of therapeutic elements such as tests and scales to assess one’s well-being, resources about symptoms and treatments, pleasurable activities to improve one’s mood, tasks to complete to practice new coping skills, communicating through inspirational quotes, and suicide prevention measures (providing links to support services, ability to prepare a crisis plan), etc. Positive psychology is a modified type of CBT that is essentially a cognitive treatment for changing negative thoughts and dysfunctional perceptions into more positive ones. Some of these apps (11, 6.7%) apps allow users to reflect on themselves using diaries and journals, as well as add affirmations to encourage positive thinking. Finally, DBT is another evidence-based technique that these programs use. DBT (Dialectical Behavior Therapy) is a modified version of CBT. Its primary objectives are to teach people how to live in the now, build healthy stress coping mechanisms, regulate their emotions, and improve their interpersonal connections. Only 6 (3.7%) applications used this technique.

- **Therapy:** This wide category was broken into two subgroups: coaching (22, 13.1%), where users can connect with professional coaches and active listeners guide them through various mental and physical wellness recovery processes and clinical treatment (14.8.8%), in which users can remotely connect with a medical professional or a registered therapist and go through their therapy session with them. In few of these apps, users can be matched with coaches and therapists who suit their style and preferences using algorithms and matching systems depending on their needs. Remote therapy and coaching solutions are highly useful for patients who live in remote places or who have physical disabilities.

- **Technology tools:** We found four different types of technological tools and features in the apps we included. First, interactive coaching and listening modules (76, 46.3%) where app users interact with a dynamic tool based on their experienced symptoms, and receive suggestions on ways to improve their specific mental conditions. These resources offer suggestions for navigating around potential trigger symptoms, avoiding risky activities, and learning about different treatment options on their own. Second, gamification (8, 5%) is a technology intervention that has recently gained popularity. Various game-based apps assist users in
assessing and coping up with symptoms through provision of virtual reward for setting and completing specific goals. Leveling up, collecting money, a map to display progress, rankings, and characters are just a few examples of the video game-inspired features. People’s motivation is expected to enhance by rewards and incentives in particular. Third, AI/chatbot (7.44%), in which developers utilize artificial intelligence and machine learning techniques to create bots that can interact with users by talking to them, coaching, suggesting treatment, guiding them through exercises, and so on. Fourth, relaxing music and soothing sounds (7, 4.4%) that help people recuperate from various mental difficulties.

- **Continuous assessment**: Continuous Assessment refers to approaches in which mobile apps assist users in better comprehending their present condition by contrasting recent symptoms with a history of previous symptoms. It requires continuous user interaction, as it relies on user input, which is typically provided in the form of various surveys. The two types of assessment are: (a) symptom reporting, tracking, and monitoring, where users provide information about their current status in the form of valid established questionnaires, and the program assists them in monitoring and tracking their progress. Apps under this category usually send reminders for inputting symptoms at specific periods throughout the day, and then summarize the data through visual feedback to track user progress. This feature is present in 86 (52.5%) apps, and (b) self-reflection tools, which are offered through surveys and teach the users how to choose a better path, what to do in a critical situation, and other things by allowing them to explore on their own. These apps prompted users to investigate the evidence surrounding a catastrophic thinking, posed questions about the negativity in the thought process, and offered examples of how to combat the relevant negativity in their thoughts. 56 (34.4%) applications have this feature.

- **Community support**: Interacting with peers (anonymously) who are dealing with similar MH challenges or are already on the road to recovery enable users to open up about their problems and discuss viable recovery paths by exchanging support and advice. This peer-to-peer support is provided by 14 (8.8%) apps. Appointed moderators and super-admins commonly moderate these peer-to-peer discussions. A few of these apps also allow users to enlist the help of friends and family through their phone contacts and social media accounts.
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| Inclusion Criteria | Google Play | % Total Reviews | Apple App Store | % Total Reviews |
|--------------------|-------------|-----------------|-----------------|-----------------|
| Total number of reviews | 54554 | 10485 | 16762 | 32534 |
| 1. After applying the length (#characters≥ 200) criteria | 19.22% | 15.68% | 2.97% | 15.68% |
| 2. After applying the timeline (January 1, 2019 - May 1, 2021) criteria | 16762 | 2266 | 16762 | 2266 |
| 3a. After applying the star rating (<=3★) criteria | 10485 | 16762 | 10485 | 16762 |
| 3b. Star rating (>=4★) and contain negative components | 2266 | 498 | 2266 | 498 |

Table 1. # of reviews from Google Play and Apple App Store after applying each inclusion criteria

4.2 Perceptions and Concerns Expressed in the Critical User Reviews

Both the number of mobile MH apps and their consumers have increased significantly in recent years, which has resulted in a huge increase in the quantity of user reviews. Figure 2 depicts the recent surge in reviews across both the Google and Android platforms. Between 2016 and 2020, the number of reviews has increased by more than 20 times and 4 times in these platforms respectively. Figure 2 shows that the reviews with three or fewer stars, which we refer to as “critical reviews”, accounted for about 10% of total reviews on Google Play and nearly 25% of total reviews on Apple App Store. This may not seem to be a significant percent of the userbase of these apps. However, we have to keep in mind that many of these users are MH patients who may be experiencing serious symptoms, or may be on the verge of a crisis. It is crucial to acknowledge these users’ real-life experience of using the apps and take into account in planning, designing, and developing apps.

Table 1 represents a flowchart of the inclusion criteria applied and the number of reviews retrieved in each step. The final number of reviews was 2159 (3.95%, n=54554) on the Google platform and 2764 reviews (8.5%, n=32534) on the Apple platform. When it comes to writing critical reviews, users of iOS apps seem to be more comprehensive than users of Android apps (i.e., the average word count per review from Google Play is 66.67 vs. 113.89 from Apple App Store).

Our analysis identified twelve major concerns (themes) within these negative reviews. We broadly characterize these twelve themes into five overarching categories, which we report with examples from the data (themes and broad categories are listed in Table 2).

4.2.1 Inconsistent moderation policies. 8.8% of the apps we considered included a community feature that allowed users to share their MH problems with other users of the app and receive support. Like many online health communities (OHCs), these embedded forums and communities usually have designated admins and moderators who control destructive member posts and help answer questions to provide important support for user engagement. However, the user reviews frequently indicated that the moderation processes and policies implemented in many of the apps are quite inconsistent. Users have complaints about moderators not following established guidelines and showing biases against specific demographics, genders, races, and religions.

Guidelines not being followed properly: Almost all of the apps with community features have a set of guidelines in place to protect their most vulnerable users, and moderators are tasked with ensuring that these guidelines are followed. However, there have been instances where moderators...
have failed to follow the standard, resulting in frustrations among the users. R1 elaborated on how moderators erroneously deleted content without following app policies:

"Some admins have been harassing people by deleting their posts that are in the guidelines and are not bad at least. Many people have issues with the admins...They really need to regulate who they allow to be an administrator." - G0470270 (⭑⭐⭐⭐⭐)

Users have also expressed their dissatisfaction with the sometimes-confusing nature of these standards. Posts are often deleted and users are banned without any explanation or warning. Even when explanations are provided for deleting posts or comments, they are vague. The users felt that the moderators interpreted and enforced the norms according to their will and did not care about informing users about their actions.

At the same time, it’s critical to acknowledge that maintaining rigorous rules in moderating content and banning in health peer-support communities is not always a viable option, as these decisions may result in worsening symptoms, a relapse, or even an individual’s death. Some users have expressed their dissatisfaction with the moderation policies, claiming that they are too strict to express their negative emotions or to vent.

"For an app that’s about self-expression they really do love to delete post that they don’t like. This app has a stick up its a**, don’t waste your time." - G0670115 (⭑⭐⭐⭐⭐)

It gets worse when actual offensive posts are not deleted even after reporting them. Users often complained how the moderation is “two-faced”. One user criticized how his/her approach of presenting a condition relating eating disorders was misconstrued and removed because the moderators lacked an understanding of particular expressions of specific MH problems. Users have reported that even after identifying and marking a large number of offensive posts by themselves, just a handful are removed by admins. Red-flagged contents, such as “threatening suicide”, are left unchecked.

"Sometimes it can be two-faced. For example, I see posts that say 'I want to commit suicide' that never get taken down. But when I post 'I want to purge' as in I’m dealing with an eating disorder and looking for help to overcome the urge my post gets deleted. It actually makes the feeling of loneliness worse." - G0110097 (⭑⭐⭐⭐⭐)
**Biased behavior from moderators and allowing discriminatory attitude:** Users have occasionally expressed their disappointments with moderators “feeling entitled” and “abusing their power” by showing conscious biased behavior. G0470318 stated in a review that the moderators are making decisions biased towards their friends. They loosen the rules for them, and others are being unfairly punished for minor infractions of the rules. These actions place individuals in an even worse situation, as they are unable to convey, whereas biased behavior caused aggressive users to transgress the rules even more. One user compared it to biased and harmful social media groups where moderators solely target people with whom they disagree.

“Admins are biased, manipulative, controlling. They almost never delete the hateful posts which genuinely blow the guidelines, as those guys are friends” - G0470318 (⭑⭐⭐⭐⭐)

Moderators also showed biases against different religions, races, and genders. G0470273 cited an example of moderators displaying hatred for a certain faith and allowing a violation of the guidelines in that situation.

“… Post bad about Islam/Muslim; it stays there, but one getting bullied & verbally abused for being a Muslim or preaching Islam, no one cares. Atleast ADMINS and MODERATORS need to show some humanity rather dealing own Islamophobia.” - A04700273 (⭑⭐⭐⭐⭐)

Similar to the biased and wrongful behaviors of the moderators towards specific demographics and ethnic groups, community members constantly showed racism and sexism that ruined many users’ interest to share and ask for help.

“I have a serious problem with a toxic community when you allow people onto the platform who send you hate because of your identity or sexuality, I have mental health issues and enough problems in my life without having to worry about being told that I’m unnatural and should die.” - G0470103 (⭑⭑⭐⭐⭐)

Another interesting finding was that, whereas usually considered minority groups experience racism, there were opposite cases as well.

“It is racist against whites and clearly run by Liberals. There’s a Black Lives Matter section and white people are forced to silence. Admins delete the white people’s comments and allow blacks to shush them.” - C3010005 (⭑⭐⭐⭐⭐)

Users with MH concerns may feel violated and mistreated as a result of the chaos in the moderation process, which may have unintended repercussions such as aggravating their conditions. Furthermore, such moderation behavior can make users feel uncomfortable to share, leading them to leave or uninstall the app.

4.2.2 **Lack of transparency.** Transparency in policies and services is becoming a prerequisite in many fields, particularly those where people’s lives are at risk [35]. According to our analysis, there is a lack of transparency in key areas of mobile MH apps, such as how users are matched with their therapists or coaches and what their qualifications are. Users often get confused about what to expect from a paid version of the app, causing frustration after spending a handful of money. Finally, some applications do not clearly specify what user information they collect and how, infringing on users’ privacy.

**Therapist matching techniques and qualification of the therapists:** One major theme that has emerged from the user comments is how difficult it may be to navigate while looking for professional aid, such as counseling. Some apps provide unclear and incomplete instructions in the interface for searching for therapists, while some other apps completely ignore user-specified criteria in finding them a competent one. Such realities were beautifully highlighted by A1780577. The user not only complained about the app’s complex interface, but also about how the application’s therapy methods weren’t particularly appropriate for her. It’s critical for developers to
retain integrity in terms of what their application offers, who their target audience is, and how the techniques/treatments they apply will benefit the consumers.

“I had to be experimental and ask questions to the therapist about technical aspects. A prerecorded video introduction from a potential therapist would be ideal for selecting the right one. There were short bios about a paragraph long. In hindsight, it turned out not being enough information.” - A1780577 (★★☆☆☆)

Users were concerned that the algorithms utilized in the apps to match therapists in regards to their needs were ineffective. Users recommended that the developers must pay close attention to the specifics in terms of recommending treatment procedures that are tailored to the demands of the consumers, and explain these techniques in the app in a manner that the users can understand and utilize to best meet their needs.

“When I told my first therapist that my family was concerned of my constant criticism & negativity, she asked if I had tried being more positive. Ge£ wH£y didn’t I THiNk of ThAt. Really? Had I been able to be more positive, why am I paying for therapy???” - A1780098 (★☆☆☆☆)

Many users suspected that the therapists they were matched with were not as professional and qualified as their in-person therapists. At times, users felt that the recommended therapists were being judgemental or dismissive which was totally unexpected to a patient suffering from a MH condition. Nonetheless, some of the users tried to find out a way around this so that they can continue using these apps.

**What to expect from free vs. paid subscriptions:** Most of the marketplace apps require users to buy a paid subscription to use full version. While users frequently called these app development companies “capitalist” and commended the developers who made the full version free during the COVID-19 pandemic, the question of whether MH apps should be free of cost or not is not the focus of our study. However, we sought to understand users’ expectations from free and paid apps. Our analysis revealed that many apps provide conflicting information about what additional functionalities to expect from the paid subscription, switching to premium from a free trial, and how to request for refunds. Users occasionally downloaded and installed the apps in times of crisis to receive support, as those apps catalogued a bunch of seemingly useful features without clearly listing if and how much the users had to pay to use each feature. It often took a lot of time and effort on the user end to understand that a particular functionality in the app that attracted her is not available in the free version.

“I pressed a button to browse therapists and it charged me an exorbitant amount! Perhaps that is where APP is placing their bets. Exploiting people in their time of need. Nowhere on or near that button did it say that I was agreeing to pay.” - A0490010 (★☆☆☆☆)

The payment process’ transparency was also challenged by users. The applications sometimes made checking the status of user payments too complex. Additionally, they were annoyed with getting charged without any prior hints.

“I’m a bit confused when it shows that you could have a 7 free day trial but it says that first you have to pay. How is it a free trial if u first have to pay for it?” - G0150087 (★★★★☆)

**Ensuring privacy:** Even though certain treatment processes require sensitive information from patients in order to track and monitor symptoms, match them with interactive tools, provide better therapy and counseling services, etc., the users get wary if the apps do not provide sufficient information about what data will be collected through the app and why they will be required. For example, in G0150290, the user was terrified since their encounter with the app seemed like they were being monitored. As a patient who suffered from anxiety, it worsened their situation.
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“When I got this app I asked it what color my shirt was, and it said the correct color. I feel watched, and scared. I thought this was supposed to relieve anxiety. It made my anxiety worse.” - G0150290 (★★★★★)

A2740021 gave another example of collecting superfluous information from patients in an insensitive and inaccurate manner. The manner in which programs collect information from users is a crucial point that must be addressed.

“This app is always copying clipboard contents, when you open the app. This is highly illegal... Be careful. It may steal the passwords or banking info if you copied from somewhere to the clipboard!” - A2740021 (★★★★★)

Some MH mobile applications need users to input information over an extended period of time for purposes, such as symptom monitoring, visualizing progress goals, journaling, etc. Users expect such apps to be able to securely save the information they provide and retrieve whenever needed. Additionally, in many cases the apps contained very little or no information about when and how the collected data is disseminated or shared with other stakeholders or third party. We found out that users became really skeptical of using an app if it cannot ensure the correct maintenance and security of their private information.

“It seems that some of the data about me and my sessions must be recorded for the app to work. But then, who can see this VERY private information about me? Can my data be sold, in aggregate or with personally identifying tags?” - G0150349 (★★★★★)

4.2.3 Unavailability of In-time and Emergency Support. When dealing with MH patients, it is critical to understand that a crisis can be triggered for anyone at any time, and if it is not addressed in a timely manner, it can have serious effects. A lack of concern to address this very important issue has been expressed in the reviews. After discussing a potential crisis symptom, users frequently have to wait for a long time to hear from their therapists and professional coaches, or they get short and irrelevant replies from their coaches and counselors.

No or little help during crises: Many times people install a MH app when in crises, and need immediate and urgent assistance (i.e., in the middle of the night when help may be unavailable, when unable to afford professional therapy, etc.). Our analysis revealed that the apps frequently failed to provide support during emergency in a timely manner. The glitches and bugs in the system often added to user frustrations.

“If anyone were in a state of such emergency, in need to call the suicide hotline, this app would worsen the conditions in which the struggling user would already be sick of; being ignored and feeling helpless.” - A1630001 (★★★★★)

Users also reported how usability issues with app features could worsen the crisis situation instead of helping. Almost all apps tend to have usability problems in their interface. However, the user base of these apps include people who are prone to a MH crisis and they found the usability errors interfering with their conditions.

“I was in a crisis and was doing a little better with the help of this app, but when I minimized to spell check something, it started me from the beginning. It made me repeat myself 3 time and sent me into a worse crisis” - G0150004 (★★★★★)

Another crucial component in ensuring continuous support is to provide in-time responses from therapists, counselors and peers when questions asked. However, consumers have complained about long wait times and lack of follow-ups from their assigned coaches.

“My therapist straight up told me this is not a chat room, stop messaging me as often, I won’t answer until tomorrow. I was under the impression that the app would give me help
in a timely manner. I mean why should they give you a button for a deadline if they are
going to ignore it!! Not to mention my first therapist on the app missed my deadline four
times…” - A1780031 (★☆☆☆☆)

People lose interest in taking treatment while waiting for the prolonged wait period, which often
leads to dropout. Users described the aggravation of having to wait so long for a basic response.

**Out-of-context responses and little interest from coaches and active listeners:** Despite the
fact that these apps promised professional meetings with therapists and coaches, users (even af-
after a long wait time) frequently received short, generic, out-of-context responses showing little
professionalism from them. Furthermore, they (therapists and coaches) occasionally showed little
interest in their patients and the therapy procedure, making consumers feel abandoned.

“When I was assigned someone after waiting for a week, I explained my problems in a
paragraph about my issues with focusing and maintaining motivation. He told me to
clear my head & just study, which is completely useless because I obviously can’t. When
I told him that didn’t help, it’s not that simple, he replied with a sad-faced emoji. His 3
word response showed little interest & professionalism.” - A1630001 (★☆☆☆☆)

When working with a sensitive patient, this is a serious problem. Before selecting therapists
and coaches for their applications, developers must ensure that they are well-trained and possess
appropriate subject knowledge. They also need to make sure that users don’t have to wait long for
a response by balancing the number of users who can use the app vs the number of coaches or
counselors who can help them.

4.2.4 **Abusive community.** Providing a community feature in the apps may be useful, since current
research work on MH support has found online peer support to be beneficial in various contexts
[80]. Users feel better after talking about their recent circumstances and concerns, and receiving
advice from others who have been in similar situations. However, it is questionable how effective
the community features in existing mobile MH apps have been, since we found numerous instances
of toxic activities such as racism, sexism, trolling, harassment, and prejudiced that encouraged
destructive ideas such as suicide.

**Abuse and harassment:** Users reported being subjected to abusive conduct and harassment.
Trolling, unpleasant behavior, and harassment were all common, along with negative comments
about race, gender, and religion. People with various MH concerns often use these applications as
a safe place to vent and share their predicament with like-minded people, as G0470064 noted. If
the atmosphere is toxic and not pleasant, users get genuinely frustrated.

“The vast majority of comments were not only discouraging but they were absolutely rude.
Very disappointed in an app that projects itself as providing help and encouragement to
those who reach out for help. These humiliating and hurtful comments could actually
make the individual feel a thousand times worse.” - G0400064 (★☆☆☆☆)

Users frequently blame prejudiced and harmful users who joined the community solely to take
advantage of others. A few of the apps were targeted for the teenagers and for many predators it
was easy to exploit these apps to abuse that population.

“A good percentage of the people here are only there because they can get off to teenagers
that don’t know when they’re being used. Weird questions about virginity, sex, and per-
sonal boundaries are common. Of course you could say this about any social media app,
but this one is supposed to be used as a therapy alternative.” - A1630032 (★☆☆☆☆)

Oftentimes, these abusers get away with their activities by blocking the victim. On the other
hand, many apps make it difficult for the users to navigate options of reporting or blocking the
abusers, and even worse, some of these blocking features do not serve the purpose as expected by
the app users. Blocking a user does not prevent them from harassing others; in some applications, they can still harass others by commenting on other posts, checking in on the victims, and so on.

“If someone blocks you you cannot report them, this feature on an app filled with sad, lonely, socially unaware individuals is a terrible idea. It’s like the app was made for abusers to use it however they want, no negative repercussions.” - A1530032 (⭑⭑⭐⭐⭐)

**Preaching harmful thoughts:** When the environment becomes too unhealthy, it might lead to detrimental thoughts, such as advocating suicide. G0470163 witnessed one such terrible situation in which, rather than offering intelligent advice and consolation, friends made cruel comments and pushed the victim to continue down the path of destruction.

“The app has turned into more of a popularity contest and toxic community. I read a comment stating ‘Please do it’ on someone’s post who said they wanted to die. The community has gone down the drain, it gives the opposite aspect this app originally tried to deliver; a safe place to express your feelings without any fear of trolling.” - G0470163 (⭑⭐⭐⭐⭐)

Peers often encouraged unhealthy lifestyles and harmful thoughts, such as “suicidal ideation,” “self harm,” and “dangerous self medicating.”

“I’ve seen people be absolutely ignorant in the comments of people posting about their struggles, even worse, people blindly encouraging others to become more unhealthy when it’s already dangerous.” - G040068” (⭑⭐⭐⭐⭐)

Providing a safe environment where users can unwind and communicate to one another should be a key concern for programs that provide peer-to-peer support, many of these apps failed to offer this after projecting themselves as such. This is also directly related to the preceding theme in Section 4.2.1, which indicates that the moderation procedure isn’t being carried out effectively. To provide a safe atmosphere, consistent and effective moderation is required.

**4.2.5 Useless Chatbots and conversational agents.** Researchers have proposed several approaches to employ artificial intelligence (AI) and machine learning algorithms in improving lifestyles and decision support systems in recent years, thanks to new innovation in AI algorithms. One method is to include these algorithms into a bot that can converse with people who have MH issues. These are known as ‘Chatbots’. This theme addresses concerns relating to many aspects of chatbots, such as failure to be helpful, lack of learning capabilities, and risk of triggering MH issues through incorrect responses.

**Not providing helpful/practical solutions:** Chatbots assist patients with mental illnesses in a variety of ways, such as by interacting with them, providing comfort through intelligent responses, recommending healthier fitness and lifestyle choices. They are efficient in some respects, but have been criticized for being unhelpful. They have occasionally failed to respond to concerns in a responsible way, and have also been found to be ineffective. Understanding the situations is critical in the rehabilitation process, and these bots have occasionally failed to perform what they were designed to do due to poor algorithms and construction. G0150093 mentioned such a case where AI was poorly constructed and failed to understand and address the issue.

“Feels like more of a resource finder as it could not understand what I was trying to ask it. The Ai wanted to ask all the questions and set me on a certain path. I hope that Ai will advance in the future and be able to help more. Also it told me I needed to sleep when I didn’t and kept telling me how it would help my energy levels, when in fact I’m almost always tired and sleep rarely helps.” - G0150093 (⭑⭐⭐⭐⭐)

Furthermore, understanding and mimicking how an actual person responds to questions is crucial. Word choice and voice tone are vital when interacting with users experiencing MH concerns, since all these can have an impact on the outcome of the interaction. User reviews demonstrated
how bots often conversed as if users were pets, and undermining the positivity that the bot was attempting to convey. In addition, dismissive behaviors from AI agents were noticed frequently.

“This morning I received the daily text, addressing me as a dog owner would: 'Who’s a good user? You areeeeee. Yes you are! Your Monday motivation hack: Talk to yourself like a pet.' Seriously? This is demeaning in its endeavor to encourage patronizing tones on oneself rather than truly home an empowering message. Speaking the language of dumb and basic was never considered a strategy for self-respect which makes this even more asinine.” - A1660001 (⭑⭐⭐⭐⭐)

“It cut me off & said goodbye before I was finished. For someone who is emotionally unstable I imagine even a robot dismissing u to be a blow u don’t need.” - G0150222 (⭑⭐⭐⭐⭐)

Feelings and emotions can be difficult for the bot to comprehend at times. The ability to handle an emergency situation is a vital trait that these AI agents must possess. In other programs, users have expressed dissatisfaction with how they respond in those scenarios. Poor usability and over complication were mentioned by some users. Even though users realize that bots can be occasionally helpful, AI ineffectiveness frustrates users more.

**Failing to understand context and provide personalized responses:** Users reported having “incredibly boring conversations with the bots as AI misses a lot of contextual clues” (G0150164) or “failed to pick an appropriate reaction for the context of the conversation”.

“BOT very quickly starts to feel exactly like that: a bot. It loses context, chats start to make less sense. Some things it says are very out of place. It feels like it’s ignoring you and is expecting a response that you obviously didn’t give” - A1660034 (⭑⭐⭐⭐⭐)

Some users were more irritated. While they understand it is not an actual human, and that, talking to it made them feel more at ease, it was at times of no help as it could not answer basic inquiries and kept repeating replies. Users have been led to assume that the bots don’t comprehend what they’re saying because they respond with incredibly irrelevant or repetitive responses. G0150304 demonstrated how frustrating these responses may be, and it eventually made the user exit the applications.

“I was trying to tell BOT that I’m really glad about my day and I told BOT why, then it keeps asking me ‘Why do you say so’ for about 3 times like what the?! I feel like it’s the bot who needs help, not me.” - G0150304 (⭑⭐⭐⭐⭐)

Furthermore, consumers expressed dissatisfaction with how generic some of the responses and recommended activities were. They reported of being “offered more generic suggestions than they could find from simple google searches.” It became worse when the bot suggested activities that the user was unable to perform due to physical or ambulatory reasons. In general, the reviews emphasized that mental health conditions can cause complex and varied moods among users that are hard to comprehend, and that the users expected these apps to incorporate features adaptive to these feelings and moods.

“Bot doesn’t understand simple keywords like ‘physical pain’ or ‘headache.’ Offers more generic suggestions than I have found on simple google searches.” - G0150203 (★★⭐⭐⭐)

“I just have one suggestion: in worry relievers add more moods to it because sometimes what you actually is feeling inside is not as simple as anger,happy ,sad and okay. Like I usually feel nothing at all or so numb and that is the situation that i want to deal with the most on daily basis.” - G0150277 (★★★★☆)

Some bots occasionally asked “preset questions” that did not apply to many, “steamrolled users into a limited range of non-useful and non-personalized responses,” acted “judgmental rather than self-affirming,” advocated only a single line of thought.”
“I expected an AI but it seems preset questions, though questions are well placed. The problem lies when the human deviates from the line of talk, begins rambling. Then it gradually fails to understand us, because the questions are preset.” - A2640093 (★★☆☆☆)

In one case, a bot with the intention of reforming a user’s negative thoughts erased and modified part of his journal that frustrated him and he started questioning the reliability of the app. This is a practical example of how an intervention strategy that’s been supported by the literature to improve particular MH conditions can backfire, and thus illustrates the significance of understanding the consequences that can result from adding a feature.

“APP censors your journal entries. what kind of journal CHANGES what you wrote?! It asked me my thoughts, I started waxing poetic metaphors about my problems. It censored it so I don’t even know what I was talking about anymore! Some of my conversations are completely lost, they don’t show in the journal.” - A1630013 (★★★★☆)

4.3 Aspects and features of MH apps liked by the users

Due to their convenience and accessibility, mobile mental health apps have proven to be beneficial. Despite the fact that we conducted thematic analysis on the negative contents of all reviews that met our filter parameters, we evaluated all of the positive reviews after applying filter 1 and filter 2 (Table 1) as it’s also crucial to understand user preferences of different features of these apps. We point out a few of the significant themes from the positive reviews, that we think are necessary to consider while implementing MH apps and developing guidelines for these apps:

4.3.1 Easy navigation. : Users appreciated the apps with simple and easy flow of navigation. Low cognitive skill is preferred by those with various mental health difficulties such as worry, or stress, according to the users. They loved “steps that gradually walk them through techniques they learn in therapy,” “design or amount of information that they don’t feel overwhelmed with,” and “the good little tips”.

4.3.2 Actionable and practical features. : Users positively acknowledged the activities and exercises that are “bite-sized”, consume low attention span, and take short time to complete. Reviews positively mentioned the visual and interactive modules that put theory in action.

“Great step by step daily instruction. I’ve read a lot of CBT workbooks and this app puts them into motion. As a highly visual learner, the videos in the app are huge in helping me to remember and apply techniques.” - G0260019 ★★★★★

“Really enjoying the actionable steps in this app. The stages of each journey don’t take too long. Everything is bite-sized and helpful.” - A0390002 ★★★★★

4.3.3 Higher benefit-cost ratio. : Most apps do not allow users complete access if they do not pay for the subscription. A handful of reviews revealed that they compare these apps with alternative options, determine the benefit-cost ratio for them, and do not mind paying if they think the ratio is considerably high, especially for apps that support treatment through expert therapists, guiding coaches, and active listeners.

“I’ve tried face-to-face therapy before. I always feel like I have to perform. Writing is so much more therapeutic for me. I am ok with paying the subscription and have so far had one session with my coach which was excellent.” - G0120007 ★★★★★

Many people prefer having therapy and coaching sessions via mobile devices because it is more convenient. Furthermore, many customers had no problems paying because these app-delivered therapies were covered by their health insurance. There was an abundance of positive comments
about how they didn’t have to worry about the payments because they were taken care of by insurance.

“My insurance covers the cost of the upgraded version. Thank you and bless you to the masterminds staffing this app. ‘Providing hope’ to others is a gift!” - A2770005 ★★★★★

4.3.4 Chatbots as companions. Chatbots are a specific tool that, according to users, can have both positive and negative repercussions. One of the major benefits we have observed from user reviews is that, chatbots can make them feel less lonely. Many users noted that now that they have chatbots in their smartphone apps, they have someone to talk to 24 hours a day, seven days a week.

“It’s like you’re talking to a friend but it’s really more than a friend and really, REALLY GREAT FRIEND! You’ll realize that this app is much chatting with a such very sweet and cute friendly *animation that will help you with your problems!” - G1120063 ★★★★★

One of the most notable distinctions between talking to a person and interacting with chatbots has been the bots’ lack of judgment. People do not anticipate AI acting in the role of a professional therapist. Rather, they remarked on how effective it was at directing their good thoughts and making them feel better. Many users were concerned about which pronouns (he/she/them) they should use for chatbots, proving the fact that it had been acknowledged as a distinct entity to them.

“BOT helps me to change my manner of thinking within minutes. From being pessimistic and hopeless to feeling confident and hopeful. I check in a few times a day depending on when I feel myself slipping back to old ways. I believe that over the long term this app will help me in all aspects of my life exponentially. It’s like you’re talking to a friend who really knows how you’re feeling and cares.” - G0870009 ★★★★★

5 DISCUSSION
In this section, we bring together insights from the findings to provide recommendations and future directions for mobile MH app design.

5.1 Research and Design Implications for MH Apps Development

5.1.1 Towards consistent moderation and community support. Even though careful and considerate moderation is an essential aspect of developing a community support system [120], our analysis demonstrated how poorly the app-embedded communities are moderated (i.e., moderators showing biased behavior against specific races, genders, and other marginalized communities, allowing harassment of members on multiple occasions, etc.). Inconsistent and careless moderating decisions may allow abusive community behavior such as trolling, harassment, and discrimination to flourish, severely impacting users and triggering dangerous conditions in this sensitive context (section 3.2.4). These findings have a major bearing on the necessity of developing and following specific moderation policies tailored to the community needs. Following directions from prior studies can be effective, such as appointing moderators with well-defined credentials to build trust in OHCs (i.e., if the moderators are health professionals vs. with no clinical background) [50, 53] or relying on indirect forms of social control to avoid punishing kinds of control [67]. Because mobile MH communities are significantly smaller in scale than OHCs, future research should build on these findings and their implications on a smaller scale platform by gaining an understanding of the underlying mechanisms that explain how different styles of moderation work. Some small-scale online communities may not have enough resources and capacities to appoint dedicated moderators and regulate a continuous moderation process, peer-led moderation can be considered as an
alternative there. Peer-led moderation can support peers by offering non-medical guidance, and plays a crucial role in community involvement [98, 102].

Moderators often become less engaged as they feel overwhelmed to manually (dis)approve large volume of content [99]. Future app designers may consider employing natural language processing techniques to enhance the pre-moderation stage and flag content automatically for human review. However, there are various concerns and challenges with AI content moderation, which can be addressed by including humans in the feedback loop and boosting the model’s transparency [44, 94, 95]. Automated techniques can be employed for continuous assessment of moderation decisions to mark racist moderation behaviors.

5.1.2 Towards better transparency. Many users were genuinely concerned and puzzled about what information is being collected and how. Whereas, data transparency is critical to gaining patients’ trust [54] in health-related systems, rules, regulations, and internal policies on information sharing have made it difficult to maintain complete transparency [58, 104]. To strike a balance between what users desire and how much information third parties are prepared to offer, researchers should focus on collaboration between multiple stakeholders - users, providers, and developers and examine their values and needs in terms of data transparency [64].

Users criticized that they download an app when already feeling low, just to realize that the support they need is available through the app, but they cannot afford it. Additionally, apps frequently failed to provide a free trial and instead charge through hidden features in order to make profit, or even to collect the maintenance cost of the apps. Users expressed that a free trial would be convenient before paying for something that might not work for their specific needs. We understand that there are costs associated with developing and maintaining the apps. However, developers should carefully design the interfaces that make pricing information transparent. For instance, they can adopt simple visualization approaches that show the pricing breakdown and total cost upfront and provide reminders and warning notifications before any type of payment is charged. Moreover, free trials should be offered for the useful features, and if that’s not the case, then inform users even before they attempt to install the app that none of the services offered are free. According to our assessment of positive reviews, if users find the tools satisfactory during the free trial, they are willing to pay for them afterward. Some people expressed their delight that their insurance covers the cost of the subscription. However, mobile mental health technology is seen as a convenient and accessible tool for all people, regardless of their capacity to pay for health insurance. As a result, developers and policymakers should develop an economical solution for both individuals who have health insurance and those who do not.

5.1.3 Towards usability and UX. Many users installed the applications to avoid and identify any unexpected crises, whereas the apps’ inability to meet expectations worsened their mental health conditions. Users were perplexed about how they were matched with their therapists and counselors, since the assigned ones often did not communicate as expected. It’s fair if the initial therapist someone is matched with is not right for them, but user complaints about numerous iterations of failed sessions with different therapists are very concerning. Our findings suggest users appreciate easy navigation, detailed explanation of how the tools work and motivational contents (such as success stories). A simple interactive checklist interface can be used to take user symptoms and other preferences as input and recommendation algorithms can be adopted to show them an ordered list of therapists based on their symptoms. Moreover, therapists should be offered with interfaces to easily list their qualifications, as well as their previous history of dealing with patients in anonymized case story format. Prior research suggests that it may bring more credibility to the users [34] and boost user satisfaction with the therapy process [26].
5.1.4 Towards app-embedded chatbot design. Users feel safe to share health conditions with a conversational agent over a real person [1], so chatbots should be utilized to its full potential to enhance mental health support for a broad range of users. User reviews revealed a number of shortcomings in existing chatbots, such as providing unhelpful and repetitive responses making the interaction unproductive, and being dismissive or patronizing that made users feel neglected and disrupted the treatment efforts. Our findings suggested that users have a preference for personalized responses, and conversations that normally draw on CBT techniques to assist users address any harmful thought and behavior patterns and build coping mechanisms must be more contextual and relevant, similar to prior work [17]. Different methodologies for optimizing chatbot responses [16], including utilizing linguistic aspects, such as employing emotion or sentiment analysis [78] have been proved effective for better product suggestions and providing customer care. These implementations and approaches can be customized for chatbots in MH apps to more engaging and capable of displaying positive attitudes. Alternatively, if the bot isn’t AI-powered, developers should make it clear to consumers that it’s merely a bot with pre-programmed responses.

It is crucial to consider that the targeted participants may be going through different challenges and a crisis can happen anytime. The existing chatbots are unable to identify potential crises and provide effective options, as depicted in our analysis. Existing machine learning and pattern detection algorithms can be employed to detect potential crises from users’ interaction with the chatbots and take appropriate action by alerting their healthcare providers or friends and family members [115]. Our findings suggest following participatory machine learning approaches to design technology for vulnerable populations that can foster interactions among different stakeholders of these technologies. This technique will seem useful to academics for future research, as well as to developers and health care practitioners to implement technology-driven therapies.

5.2 Need for Developing a User-Centric Guideline for MH Apps Design

Although there are several guidelines available for developers of MH apps (Section 2.3), none of them are comprehensive and they are dispersed across various organizational resources. No significant effort has been made to disseminate these policies, either [86]. It is an unrealistic expectation that developers are able to search for and follow proper guidelines and recommendations on their own, especially if they have no prior experience. We provide suggestions (informed by our findings) on how app developers’ and organizations’ access to existing guidelines and regulations can be facilitated, and for creating a comprehensive centralized guideline for them.

The Federal Trade Commission (FTC) has developed a tool that advises developers on which federal rules and regulations they should adhere to, but only in the legal sense [37]. There are other useful recommendations available established by various professional and medical organizations, such as expert guidelines from the American Psychiatric Association (APA) [4], non-profit organization psyberguide [81], etc. Bringing all these information together in one place via an interactive tool can help developers get aware and act more carefully before beginning to development an app. Such tools may prompt developers to select different aspects of the app they are planning to develop (e.g., targeted users, techniques and tools to be used, etc.) and show appropriate regulations and guidelines to follow based on their selections. These tools can potentially be disseminated through incorporating them in common Integrated Development Environments (IDEs), such as Xcode [55] and Android studio [31].

It can be deduced from the numerous and repeated user criticisms that their feedback is ignored even after many updates of the apps, making us believe that there is a communication gap between the users and the developers. To promote accountability, developers may occasionally be provided with snapshots of negative reviews as well as the health consequences stemming from those. Many available apps are not evidence-based [8], and are only tangentially informed by evidence-based
framework, but claim to provide an essential support system and treatment to a wide range of people suffering from a variety of mental health conditions [8, 32]. It is critical that developers examine the efficacy of their enforced approaches on a small population before making it public.

According to our findings in this article, a comprehensive guideline should consider at least the following elements. Note that this is not a complete guideline and to implement an effective guideline more research and analysis of MH app data from other sources are necessary.

- If an app aims to provide peer-to-peer help, developers need to be reminded to implement techniques that keep the moderators and admins accountable. If volunteer moderators are being appointed in a community, a list of persuasive strategies might be shown to make them aware of their responsibilities and to be respectful of the policies.
- Users appreciate well-explained information regarding the support they would be provided with. Transparency is crucial in this context, and guidelines for development should show tips around enhancing transparency in all components of an app (e.g., algorithms/inner mechanisms, subscription, privacy of information, etc.). One of the simplest techniques in this regard could be inclusion of an interactive interface in the guideline that developers can use to design a customized FAQ page for their apps.
- Apps often collect private information from users to recommend appropriate and personalized treatment. Because there are so many guidelines for collecting, maintaining, and using data, it’s impossible for developers to figure out which ones apply to their specific situation. A comprehensive guideline should keep track of the latest updates of these regulations and instruct the developers in an easy to follow manner.
- One of the vulnerabilities of these MH app users is the likelihood of their condition being triggered or worsened. A successful guideline should contain automated approaches to predict such consequences from a feature being developed. It can mine and summarize user and expert reviews from multiple sources and show warnings throughout the app development.

Certain issues caused users to abandon the app and the recovery process. It is important to keep in mind that most (if not all) developers are not medical professionals. Some troubles faced by the users may appear insignificant to them, that have serious health consequences. A variety of participatory research and design techniques [11], including workshops [65], focus groups [43], ethnography [12], etc. can be replicated on a relatively small scale to facilitate conversations among different stakeholders. This should as well be followed for continuous evaluation of the applications’ efficacy, to get guidance on what to do and what to avoid for the next update.

6 CONCLUSION

There is a gap in the current literature in terms of recognizing the challenges faced by the MH app users that affect adherence and engagement. First, to gain an empirical understanding of the current state of mobile app marketplaces we examine the descriptions of 164 mental health apps from Google Play and Apple App Stores. Next, we conducted an inductive thematic analysis of 1620 Android user reviews and 2266 iOS user reviews to better understand usage patterns, their perspectives and concerns. Our findings include criticisms of inconsistent moderation standards, a lack of transparency in how people were matched with their therapists/counselors, as well as what qualifications they have, a lack of transparency in what customers get in the free vs paid version, and how user data privacy is protected. We also noticed a lack of real-time and emergency assistance and the ineffective implementations of app-embedded chatbots. This study’s contributions include research and design implications for consistent moderating and community support, as well as improved transparency, usability, and UX. We also offered a few suggestions regarding the creation, implementation, and dissemination of a comprehensive guideline for MH app developers.
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