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1 INTRODUCTION

Volume computation is a fundamental problem with many applications [10, 33, 58, 62, 63]. It is computationally hard: #P-hard for explicit polytopes [21, 28], and APX-hard [23] for convex bodies in the oracle model. Therefore, a great effort has been devoted to randomized approximation algorithms, based on Monte Carlo methods and Markov chains for sampling. The first celebrated result given in [22] with complexity $O^*(d^{23})$, where $O^*(\cdot)$ suppresses polylog factors and dependence on error parameters, and $d$ is the dimension. Improved algorithms reduced the exponent to 5 [46]. The latter led to the first practical implementation [24] for high dimensional polytopes. Further results [16, 48] reduced the exponent to 3, followed by another practical implementation [17]. There are two limitations in current algorithm implementations. First, they only support polytopes given by a set of inequalities (H-polytopes) and, second, they scale typically only up to a few hundreds of dimensions. Our aim is to provide the first practical method and its implementation that scales up to thousands dimensions for H-polytopes and to a few hundreds for other polytope representations.

Interestingly, Monte Carlo methods based on Markov chains have gained a lot of interest in the literature for several important problems. For example, in maximum likelihood estimation [27], machine learning [8], finance [10], optimal control [31, 32], Bayesian inference [25], optimization [5, 19, 37, 50, 59], and sampling [20, 47, 51, 53, 54].

Considering volume approximation, in the most general setting, a convex body is given by a (membership or separation) oracle. Thus, the complexity of a randomized volume algorithm is given by an upper bound on the number of oracle calls. Generally, a randomized algorithm uses a Multiphase Monte Carlo (MMC) technique that reduces volume approximation of a convex body $P$ to computing a product of ratios of integrals. The MMC we employ defines a sequence of volume ratios:

$$
\text{vol}(P) = \frac{\text{vol}(P_k)}{\text{vol}(P)} \frac{\text{vol}(P_{k-1})}{\text{vol}(P_k)} \cdots \frac{\text{vol}(P_0)}{\text{vol}(P_1)}.
$$

(1)

Clearly, the number of volume ratios is equal to the number of bodies in MMC.

Geometric random walks\(^1\) come into the picture to estimate each ratio by sampling from an appropriate distribution. A random walk in polytope $P$ starts at some interior point and, at each step, moves to a “neighbouring” point, that we choose according to some distribution depending only on the current point. The complexity of a random walk is determined by two factors: its mixing time, which equals the number of steps (or walk length) required to make the distance between the current and the target distribution close to null, and the complexity of the basic operations that we perform at each step of the walk, called per step cost.

A crucial observation is that, if the ratios are bounded by some constant, then acceptance-rejection sampling would suffice to accurately estimate them, i.e., from Chebyshev inequality we obtain that for some volume ratio $i < k$, about $k \cdot (\text{vol}(P_{i-1})/\text{vol}(P_i))$ uniformly distributed points in $P_i$ suffice to estimate that volume ratio. All in all, the total number of operations performed by an MMC volume algorithm is

$$k \times \# \text{points per volume ratio} \times \# \text{operations per point}.
$$

(2)

The relations $rB_d \subseteq P \subseteq RB_d$, for $r < R$ and $B_d$ the $d$-dimensional unit ball, imply that $k = \lceil d \log(R/r) \rceil$. We call $R/r$ the sandwiching ratio of $P$. For general convex bodies, the sandwiching ratio is minimized when the body is well-rounded, i.e., $B_d \subseteq P \subseteq O(\sqrt{d})B_d$. In [46] they put $P$

\(^1\)i.e., Markov Chain Monte Carlo (MCMC) algorithms to sample from multivariate distributions constrained in (non-)convex bodies.
in isotropic position, which implies well-roundness, and use scaled copies of the $d$-dimensional unit ball $B_d$ to define the MMC, i.e., $P_i = (2^{(k-1)/d}B_d) \cap P$, for $i = 0, \ldots, k = \Theta(d \lg d)$. These techniques combined with the so called speedy walk—a special case of the ball walk—delivers an $O^*(d^3)$ algorithm.

In [48] they fix a sequence of functions $f_0, \ldots, f_k$ and $\text{vol}(P)$ is given by a telescopic product of operations to achieve the same relative error. 

The mixing time of the random walks they employ. Considering practical volume algorithms, the objective is to perform efficient computations to obtain the volume of a high dimensional polytope. Typically, to achieve this goal, a practical algorithm on one hand, is based on a theoretical algorithmic scheme and on the other hand, provides practical adjustments, heuristics and efficient tuning. Moreover, practical algorithms instead of theoretical guarantees, provide strong empirical evidences for the run-time and the accuracy of the method through extended experimental results. For example, the method in [24] is based on the ball sequence in [22] and performs $\sim md^4$ operations to achieve a relative error at most 0.1 in practice. The method in [17] is based on the Gaussian cooling in [16], and performs $\sim md^3$ operations to achieve the same relative error.

Considering sampling in practice, the dominant paradigm for random walks is CDHR [38]. It is a version of HR that uses directions parallel to the axes. HR mixes after $O^*(d^3)$ steps for isotropic log-concave distributions. Very recently, the mixing time of CDHR has been bounded by $O^*(R(d^r \log))$ [44, 53]. However, experiments [24, 30] indicate that both CDHR and HR have similar convergence rates in practice. Thus, the faster step of CDHR compared to HR—$O(m)$ vs. $O(md)$—is the main reason why CDHR overshadowed, until recently, all other random walks in practical computations on H-polytopes.

A certainly interesting and overlooked problem is to compute in practice the volume of a polytope given by other representations, namely, V-polytopes (given by the set of extreme points or vertices) and Z-polytopes or zonotopes, given as a Minkowski sum of segments. For those representations all known practical algorithms [17, 24, 26] fail to compute the volume for dimensions beyond, say, $d > 15$. There are two main reasons for that, besides the costly oracles (which are equivalent to a linear program). First, it is not possible to compute efficiently the largest inscribed ball needed as an initialization by all algorithms. In particular, for a Z-polytope $P$ and a ball $B$, checking whether $B \subseteq P$ is in co-NP while for $P$ being a V-polytope, given $p \in P$, the computation of the largest inscribed ball centered at $p$ is NP-hard [52]. Second, the number of facets—which is requested by the implementation of [17]—is typically exponential in $d$ for both Z- and V-polytopes.

\[ \text{vol}(P) = \prod_{i=0}^{k} \left(2^{(k-1)/d}B_d\right) \cap P, \quad i = 0, \ldots, k = \Theta(d \lg d) \]
A powerful approach to obtain well roundness is to put $P$ in near isotropic position \cite{16,48}. In \cite{1}, they prove that $O^*(d)$ uniformly distributed points in $P$ suffice to achieve 2-isotropic position after some proper linear transformations. However, this could be quite computationally expensive in practice due to extensive uniform sampling from skinny polytopes. In \cite{30}, they provide an alternative method which achieves efficiency comparable in practice to that in \cite{17}. They compute the maximum volume ellipsoid in $P$, they map it to the unit ball and apply to $P$ the same transformation. They experimentally show that a few iterations suffice to put $P$ in John’s position \cite{35}. However, when $P$ is a V-polytope there is no known algorithm to compute the largest inscribed ellipsoid of $P$. For a Z-polytope, the John ellipsoid $E$ is tighter, as for any centrally symmetric convex body compared to non-symmetric convex bodies. However, there is no algorithm for the computation of the John ellipsoid of a Z-polytope. The algorithm in \cite{12} computes an ellipsoid $E : E \subseteq P \subseteq dE$ for a given Z-polytope; the complexity is polynomial but the degree is not determined. Thus, it is unclear whether it may lead to an efficient rounding and whether it can be practical for Z-polytopes.

Interestingly, for well-rounded convex polytopes, using any sequence of bodies to fix the telescopic product leads to $k = \Theta^*(d)$ phases in the telescopic product \cite{48}, while using a sequence of any log-concave functions leads to $k = \Theta^*(\sqrt{d})$ phases \cite{16}. Therefore, the fact that our practical algorithm is faster than that in \cite{17} apparently contradicts theory \cite{16,46}. The main reason behind this “contradiction” is the efficiency of the improved version of Billiard Walk we use. In particular, extended experiments have shown that—for rounded convex polytopes—Billiard Walk mixes after $O^*(1)$ steps in practice \cite{14}, while its per step cost is $O(md)$. On the other hand, both HR and CDHR mix after $O^*(d^2)$ steps in practice \cite{17,30}.

1.1 Our Contributions

We propose the first practical volume algorithm that scales to thousands of dimensions for H-polytopes outperforming all the existing practical algorithms. Additionally, it efficiently handles two more representations of polytopes, namely V- and Z-polytopes, up to a few hundred dimensions for the first time. We provide an extended experimental analysis that provides empirical evidences on the accuracy as well as the performance of our practical algorithm. Moreover, our experiments show that our proposed practical algorithm outperforms the state-of-the-art, namely \cite{17} (e.g. for unit cubes, 20 times faster in $d = 50$ and 95 times faster in $d = 500$; for $d = 1,000$ our implementation is expected to be ~ 130 times faster; see Section 5.2 and Figure 6 for more details).

The algorithm (Algorithm 3) is based on the MMC framework and combines the sequence of convex bodies with a new simulated annealing schedule, while leveraging uniform sampling and the superior practical performance of Billiard walk \cite{56}. In brief, the algorithm fixes a convex body $C \in \mathbb{R}^d$ and a sequence $C_1 \supseteq \cdots \supseteq C_k$ that intersects $P$, where $C_i = q_i C$, $q_i \in \mathbb{R}^+$, using a cooling or annealing schedule (Algorithm 5). The algorithm uses a telescopic product (Equation (7)) of ratios of volumes, each bounded by a constant with high probability by the annealing schedule. With high probability, $k = O(\lg(\text{vol}(P)/\text{vol}(P_k)))$, where $P$ is the input polytope and $P_k = C_k \cap P$ the body with minimum volume in MMC (Section 4.2.1), which is not surprising, as—if $C$ is a ball—this results to $O^*(d)$ bodies in MMC with $O^*(d)$ points required per volume ratio. However, our scheme offers crucial advantages in practice compared to the state-of-the-art by (a) optimizing the hidden constants in the complexity (Propositions 3 and 4), (b) taking advantage of fast practical uniform samplers, and (c) exploiting good choices of $C$ in the Z-polytope case.

To fix the sequence of $C_i$ we introduce a new simulated annealing schedule. The schedule minimizes the number of phases $k$ given a body $C$ with high probability—assuming perfect uniform sampling. To achieve this we define a new statistical test that restricts each ratio in the telescopic product in Equation (1) in the interval $[r, r + \delta]$, where $r$ and $\delta$ are predefined constants.
For sampling, we leverage the Billiard walk for the first time in volume computation (Section 2). We show that, with the right selection of parameters, this walk outperforms CDHR even if the walk length is 1. Using this walk length, our algorithm only needs $O^*(1)$ points per volume ratio (Section 5 and Figures 8 and 9), to ensure the desired accuracy (Figure 2). We provide efficient implementations for the step of billiard_walk for all polytope representations. For Z- and V-polytopes, the steps are reduced to solving linear programs while for H-polytopes, with $m$ facets, we exploit the fast implementation of billiard_walk in [14] to extend it to the case of the intersection with a ball. Our efficient implementation requires $O(dm)$ operations per billiard_walk point.

For rounding, we propose methods for all types of polytopes (Section 3) that are faster than the ones currently available [17, 24, 30] as reported by our experiments (Section 5). For H-polytopes, we simply enhance the method from [17] with the billiard sampler. For V-polytopes, our method brings $P$ to approximate John’s position by computing the smallest enclosing ellipsoid using $P$’s vertices and the algorithm in [61]. For Z-polytopes, we construct an H-polytope that approximates $P$ well, and set it as $C$ in MMC. We experimentally show that this choice, with no rounding, is more efficient than estimating the volume after applying various rounding methods.

We offer an optimized implementation of the proposed algorithm that scales in thousands of dimensions for H-polytopes and hundreds of dimensions for V- and Z-polytopes on moderate hardware (Section 5) for the first time. Our software performs computations which were intractable until now (Tables A.3 and A.4), outperforms current state-of-the-art implementations [17, 24] in all representations, and is illustrated in evaluating Z-polytope approximations in the context of mechanical engineering [41]. Our implementation\(^3\) builds upon and enhances volesti, a C++ open source library for high-dimensional sampling and volume computation with an R interface [13].

**Notation.** We denote the dimension that the polytope $P$ lies with $d$. For H-polytopes $m$ denotes the number of facets. For V- and Z-polytopes we denote the number of vertices and the number of generators respectively with $n$. Considering algorithms, with volume we refer to our practical algorithm and its implementation, and with CoolingGaussian we refer to the implementation of the practical algorithm in [17].

## 2 UNIFORM SAMPLING AND POLYTOPE ORACLES

In this section we introduce the proposed uniform sampler that the volume algorithm will use and discuss polytope operations.

We start with some notation. $P$ is a full-dimensional convex polytope lying in $d$-dimensional space and $\partial P$ is its boundary. An H-polytope (in H-representation) is

$$P = \{ x \mid Ax \leq b, \ A \in \mathbb{R}^{m \times d}, \ b \in \mathbb{R}^m \}$$

with $m$ facets in $d$ dimensions. A V-polytope is the convex hull of a pointset in $\mathbb{R}^d$; equivalently it can be seen as a linear projection, given by a matrix $V \in \mathbb{R}^{d \times n}$, of the canonical simplex, i.e.,

$$\left\{ x \in \mathbb{R}^n \mid \sum_{i=1}^{n} x_i = 1, \ x_i \geq 0 \right\},$$

while the columns of $V$ corresponds to the $n$ vertices of $P$. A zonotope (Z-polytope) is the Minkowski sum of $n$ $d$-dimensional segments or equivalently given by matrix $G \in \mathbb{R}^{d \times n}$ and seen as a linear map of hypercube $[-1, 1]^n$ to $\mathbb{R}^d$; we call it a Z-representation. The order of a Z-polytope is the ratio $n/d$. We denote by $[n]$ the set $\{1, 2, \ldots, n\}$ for some natural number $n$.

\(^3\)https://github.com/GeomScale/volume_approximation/tree/v1.1.3.
**Algorithm 1: billiard_walk** \( (P, p, \rho, \tau, S) \)

**Input:** \( \text{polytope } P; \text{ point } p; \text{ upper bound on the number of reflections } \rho; \text{ length of trajectory parameter } \tau; \text{ walk length } S. \)

**Require:** \( \text{point } p \in P \)

**Output:** \( \text{A point in } P \)

```plaintext
for j = 1, \ldots, S do
    L \leftarrow -\tau \ln \eta, \eta \sim U(0, 1) \text{ // length of the trajectory}
    i \leftarrow 0 \text{ // current number of reflections}
    p_0 \leftarrow p \text{ // initial point of the step}
    pick a uniform vector \( v_0 \) from the boundary of the unit ball
    do
        \( \ell \leftarrow \{p_1 + tv_1, 0 \leq t \leq L\} \text{ // segment} \)
        if \( \partial P \cap \ell = \emptyset \) then \( p_{i+1} \leftarrow p_i + L v_1; \text{ break; } \)
        \( p_{i+1} \leftarrow \partial P \cap \ell \text{ // point update} \)
        the inner vector, \( s \), of the tangent plane at \( p \), s.t. \( \|s\| = 1 \)
        \( L \leftarrow L - |\partial P \cap \ell| \)
        \( v_{i+1} \leftarrow v_i - 2(v_i^T s)s \text{ // direction update} \)
        \( i \leftarrow i + 1 \)
        while \( i \leq \rho \)
        if \( i = \rho \) then \( p \leftarrow p_0 \) else \( p \leftarrow p_i \)
    return p;
```

Random sampling is fundamental for efficient volume approximation. Our algorithm employs Billiard walk (Algorithm 1, billiard_walk) to sample approximately uniform points from a polytope \( P \). billiard_walk starts from a given point \( p_0 \in P \), selects uniformly at random a direction, say \( v_0 \), and it moves along the direction of \( v_0 \) for length \( L \); it reflects on the boundary if necessary. This results in a new point \( p_1 \) inside \( P \). We repeat the procedure from \( x_1 \). Asymptotically it converges to the uniform distribution over \( P \). The length is \( L = -\tau \ln \eta \), where \( \eta \) is a uniform number in \( (0, 1) \), that is \( \eta \sim U(0, 1) \), and \( \tau \) is a predefined constant. It is useful to set a bound, say \( \rho \), on the number of reflections to avoid computationally hard cases where the trajectory may be stuck in corners. In [56] they set \( \tau \approx diam(P) \) and \( \rho = 10d \).

Billiard_walk requires an access to a boundary oracle, that is, to compute the intersection of a ray \( \ell := \{p + tv, t \in \mathbb{R} \} \) with \( \partial P \), where \( p \in P \). Additionally, the walk needs the tangent plane on the intersection point to compute the reflection of the billiard trajectory.

When the input is an H-polytope, see Equation (3), the inner vector of the boundary point’s facet is given by a row of \( A \). To compute the boundary point \( \partial P \cap \ell \) for the first reflection, we solve \( a_j^T (p_0 + tv_0) = b_j, \ j \in [m], \) for \( t \), and keep the smallest positive root, where \( a_j \) is the \( j \)-th row of \( A \). This takes \( dm \) arithmetic operations in total. A straightforward approach for billiard_walk would consider that each reflection costs \( O(md) \) and thus each step costs \( O(\rho md) \). However, we exploit the fast version of billiard_walk in [14]. It improves both point and direction updates (see related comments in Algorithm 1) by storing computations from the previous iteration combined with preprocessing. The preprocessing computes the inner products of all possible pairs of normal vectors of the facets, that takes \( m^2d \) operations. Then, the first reflection of each billiard_walk step costs \( O(md) \) operations and the rest ones cost \( O(m) \) operations each. Thus, the amortized per-step complexity to sample from a H-polytope with billiard_walk becomes \( O((\rho + d)m) \).

**Lemma 1** ([14]). *The amortized per-step complexity of the billiard_walk (Algorithm 1) for a polytope \( P \in \mathbb{R}^d \) with \( m \) facets, given in H-representation, is \( O((\rho + d)m) \) operations after preprocessing that takes \( O(m^2d) \) operations, where \( \rho \) is the maximum number of reflections per step.*
In the context of the volume algorithm (Section 4) when the body used in MMC is a ball we have to sample from the intersection of an H-polytope with a ball using billiard_walk. Assuming that the center of the ball is the origin with radius $R$, to compute the intersection of the ray $\ell = \{p + tv, \ t \in \mathbb{R}_+\}$ with the boundary of the ball we compute the positive root of the equation,

$$t^2 + 2(p^Tv)t + \|p\|_2^2 - R^2 = 0,$$

which takes $O(d)$ operations. The normal to the tangent plane of a ball at point $p$ is $p/\|p\|_2$. Thus, to compute the reflection of the ray when it hits the boundary of the ball takes $O(d)$ operations.

For both Z- and V-polytopes, given a ray $\ell$, computing $\partial P \cap \ell$ reduces to a linear program (LP). One may consider the pre-image of $\ell$, hence computation of $\partial P \cap \ell$ becomes an optimization problem in the region defined by the intersection of a linear subspace with the hypercube or the simplex, respectively. Let $g_i$ be the generators of a Z-polytope, $i \in [n]$. The intersection of $\partial P \cap \ell$ is given by the following LP:

$$\max t, \ s.t. \ p + tv = \sum_{i=1}^n x_i g_i,$$

$$-1 \leq x_i \leq 1, \ i \in [n].$$

If $v_i$ are the vertices of a V-polytope, $i \in [n]$, then the intersection of $\partial P \cap \ell$ is given as follows:

$$\max t, \ s.t. \ p + tv = \sum_{i=1}^n x_i v_i,$$

$$x_i \geq 0, \ \sum_{i=1}^n x_i = 1, \ i \in [n].$$

To compute the reflection of the ray we exploit the solutions of the above LPs. For V-polytopes we keep the vertices that correspond to the positive $x_i$, which generate the facet that $\ell$ hits. Then, we compute the normal to the hyperplane they define. Similarly, for Z-polytopes we keep the generators that correspond to $x_i \neq \{-1, 1\}$. Computing the normal in both cases requires to solve a $d \times d$ linear system.

Volume estimation also requires a membership oracle which decides whether point $p$ lies in $P$ (see estimation of $r_{k+1}$ in Equation (7)). For an H-polytope one has to check at most $m$ inequalities, thus it costs $O(dm)$ operations. For both Z- and V-polytopes, membership oracles are feasibility problems reducing to LP. For a V-polytope, $p \in P$ if and only if the following region is feasible:

$$\sum_{i=1}^n x_i v_i = p, \ x_i \geq 0, \ \sum_{i=1}^n x_i = 1.$$ 

For a Z-polytope, $v_i$ corresponds to the generators of $P$ and the rest of the constraints become $-1 \leq x_i \leq 1$.

3 PREPROCESSING: TO ROUND OR NOT TO ROUND

We introduce two different preprocessing methods. First, a rounding method that transforms a polytope of any representation to a so-called near isotropic position. Second, we propose a preprocessing method for Z-polytopes without rounding.

We employ the rounding in [17] to introduce a faster method that brings $P$ to near-isotropic position, using billiard_walk for uniform sampling instead of Hit-an-Run. The method samples uniformly from $P$, then computes a linear transformation that puts the sample to isotropic position and applies to $P$ the same transformation. To map the pointset to isotropic position, we
compute the SVD decomposition of the matrix that contains the generated points in rows [3]. We iterate this procedure until the ratio of the maximum over the minimum singular value falls below a threshold, e.g. 4.

Next, we propose a different preprocessing with no rounding that can be more efficient than rounding for some specific polytopes such as Z-polytopes (Section 5). The key idea is the choice of C at MMC so that it is both a good approximation of P and we can efficiently sample from it. The first property affects the number of bodies in MMC while the second the runtime per volume ratio in the telescopic product in Equation (7).

When P is a Z-polytope with generator matrix $G \in \mathbb{R}^{d\times n}$, we compute a centrally symmetric H-polytope $C \subset P$ (Algorithm 2). Since $P$ is the projection of the hypercube $[-1, 1]^n$ onto $\mathbb{R}^d$ by $G$, our method projects a linear subspace of $[-1, 1]^n$ onto $\mathbb{R}^d$ such that (a) it is easy to compute the H-representation of the underlying polytope $C$ and (b) we minimize the information loss for $P$ implied by the restriction of $[-1, 1]^n$ to that subspace. We exploit the basic idea of Principal Component Analysis (PCA) [36] and obtain $C$ by projecting with $G$ the linear subspace spanned by the kernel of $G^T G$ restricted in $[-1, 1]^n$. The matrix $G^T G$ has $n-d$ zero eigenvalues. We compute an orthonormal basis of its kernel matrix $E \in \mathbb{R}^{n \times (n-d)}$, whose SVD is given below, and use the orthogonal complement $W_\perp$ defined as follows:

$$E = USV^T = \begin{bmatrix} W & W_\perp \end{bmatrix}^T \begin{bmatrix} S & 0 \\ 0 & 0 \end{bmatrix} V^T.$$  

In short, we use the linear map induced by $W_\perp$ to compute an H-representation of $C$. By construction, $C \subset P$ since the domain of $C$ is a subset of the domain of $P$ (subspace of the hypercube) under the same mapping $G$.

For an illustration of an example of $C$ and $P$ see Figure 1 (right).

4 VOLUME ALGORITHM

In this section, we detail the volume algorithm (Algorithm 3) based on uniform sampling and the preprocessing of Sections 2 and 3. The algorithm uses the following telescopic product:

$$\text{vol}(P) = \frac{\text{vol}(P_i)}{\text{vol}(P_{i-1})} \frac{\text{vol}(P_{i-1})}{\text{vol}(P_{i-2})} \cdots \frac{\text{vol}(P_1)}{\text{vol}(P_0)} \text{vol}(C_k),$$  

where $P_0 = P$, $P_i = C_i \cap P$, $i = 1, \ldots, k$. The annealing schedule bounds each ratio $r_i$ by a constant, with high probability. The algorithm uses a ratio estimation (Algorithm 6) to estimate

$$r_i = \frac{\text{vol}(P_i)}{\text{vol}(P_{i-1})}, \quad 1 \leq i \leq k,$$
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Fig. 1. An example of how our algorithm uses different bodies to fix the telescopic product (MMC) in Equation (1) and chooses the most efficient option. When the input polytope is a Z-polytope, left, we use balls in MMC. Right, we use a centrally symmetric H-polytope that can be exploited to skip rounding and to reduce the number of bodies in MMC and total runtime. In both plots $\frac{\text{vol}(C \cap P)}{\text{vol}(C)} \in [0.9, 0.95]$, where $P$ is the Z-polytope, left $C'$ is the smallest ball, and right, $C'$ is the red centrally symmetric H-polytope.

**Algorithm 3: volume** $(P, \epsilon, r, \delta, \alpha, \nu, N, l)$

**Input**: A polytope $P$; requested error $\epsilon$; annealing parameters $r, \delta, \nu, N$; length of sliding window $l$.

**Output**: An estimation of $\text{vol}(P)$

Let $q_{\text{min}}C \subseteq P \subseteq q_{\text{max}}C$;

$\{P_0, \ldots, P_k, C_k\} = \text{annealing}\_\text{schedule}(P, C, r, \delta, \nu, N, q_{\text{min}}, q_{\text{max}})$;

Set $\epsilon_i, i = 1, \ldots, k + 1$ s.t. $\sum_{i=0}^{k+1} \epsilon_i^2 = \epsilon^2$;

for $i = 1, \ldots, k + 1$ do

  if $i \leq k$ then $r_i = \text{estimate}\_\text{ratio}(P_i, P_{i+1}, \epsilon_i, k, l)$;

  else $r_{k+1} = \text{estimate}\_\text{ratio}(C_k, P_k, \epsilon_{k+1}, k, l)$;

return $\frac{\text{vol}(C_k)}{r_1 / \cdots / r_k \cdot r_{k+1}}$.

using **billiard\_walk** (Algorithm 1) to sample uniformly from $P_i$, and acceptance/rejection in $P_{i+1}$. The algorithm also estimates the ratio

$$r_{k+1} = \frac{\text{vol}(P_k)}{\text{vol}(C_k)}$$

using uniform sampling from $C_k$ and acceptance/rejection in $P_k$. Lastly, **estimate\_ratio** uses a sliding window of the last $l$ ratios and an empirical criterion to declare convergence in a statistical sense.

Algorithm **volume** is parameterized by: the error of approximation $\epsilon$, cooling parameters $r, \delta > 0, 0 < r + \delta < 1$, significance level (s.l.) $\alpha > 0$ of the statistical tests, the degrees of freedom $\nu$ for the t-student used in t-tests, and $N$ that controls the number of points $\nu N$ generated per $P_i$ all used in the annealing schedule.

### 4.1 Annealing Schedule for Convex Bodies

Given $P$ and $q_{\text{min}}C \subseteq P \subseteq q_{\text{max}}C$, **annealing\_schedule** generates the sequence of convex bodies $C_1 \supseteq \cdots \supseteq C_k$ defining $P_i = C_i \cap P$ and $P_0 = P$. The computation of $q_{\text{min}}, q_{\text{max}}$ is not trivial but in
Algorithm 4: perform_tests ($P_1, P_2, r, \delta, \alpha, v, N$)

Input: bodies $P_1, P_2$; parameters $r, \delta, \alpha, v, N$.
Output: results of L-test and U-test

Sample $vN$ uniform points from $P_1$;
Partition $vN$ points to lists $S_1, \ldots, S_v$, each of length $N$;
Compute ratios $t_i = |\{q \in P_2 : q \in S_i\}|/N$, $i = 1, \ldots, v$;
Compute the mean, $\bar{t}$, and st.d., $s$, of the $v$ ratios:

if $\bar{t} \geq r + t_{\nu-1, \alpha} \frac{s}{\sqrt{v}}$ then L-holds $\leftrightarrow$ true else L-holds $\leftrightarrow$ false;

if $\bar{t} \leq r + \delta - t_{\nu-1, \alpha} \frac{s}{\sqrt{v}}$ then U-holds $\leftrightarrow$ true else U-holds $\leftrightarrow$ false;

return (L-holds, U-holds);

Section 5 we give practical choices depending on $C$ which are very efficient in practice. The main goal is to restrict each ratio $r_i$ to the interval $[r, r + \delta]$ with high probability.

We introduce some notions from statistics needed to define two tests and refer to [18] for details. Given $v$ observations from a r.v. $X \sim N(\mu, \sigma^2)$ with unknown variance $\sigma^2$, the (one tailed) t-test checks the null hypothesis that the population mean exceeds a specified value $\mu_0$ using the statistic

$$t = \frac{\bar{x} - \mu_0}{s/\sqrt{v}} \sim t_{\nu-1},$$

where $\bar{x}$ is the sample mean, $s$ the sample st.d. and $t_{\nu-1}$ is the t-student distribution with $\nu - 1$ degrees of freedom. Given a significance level $\alpha > 0$ we test the null hypothesis for the mean value of the population, $H_0 : \mu \leq \mu_0$ against $H_1 : \mu > \mu_0$. We reject $H_0$ if,

$$t \geq t_{\nu-1, \alpha} \iff \bar{x} \geq \mu_0 + t_{\nu-1, \alpha}s/\sqrt{v},$$

which implies $\Pr[\text{reject } H_0 \mid H_0 \text{ true}] = \alpha$. Otherwise we fail to reject $H_0$. In the sequel, we define two statistical tests for a volume ratio, which can be reduced to t-tests:

$$U\text{-test}(P_1, P_2) \quad H_0 : \frac{\text{vol}(P_2)}{\text{vol}(P_1)} \geq r + \delta \quad (8)$$

$$L\text{-test}(P_1, P_2) \quad H_0 : \frac{\text{vol}(P_2)}{\text{vol}(P_1)} \leq r \quad (9)$$

The U-test and L-test are successful if and only if null hypothesis $H_0$ is rejected, namely $r_i$ is upper bounded by $r + \delta$ or lower bounded by $r$, with high probability, respectively.

If we sample $N$ uniform points from a body $P_{i-1}$ then r.v. $X$ that counts points in $P_i$, follows $X \sim b(N, r_i)$, the binomial distribution, and $Y = X/N \sim N(r_i, r_i(1-r_i)/N)$ follows the Normal distribution. The Algorithm 4 provides all the steps to perform both statistical tests.

Remark. The normal approximation of r.v. $Y = X/N$ suffices when $N$ is large enough and we adopt the well known rule of thumb to use it only if $Nr_i(1-r_i) > 10$.

Then each sample proportion that counts successes in $P_i$ over $N$ is an unbiased estimator for $\mathbb{E}[Y]$, which is $r_i$. So if we sample $vN$ points from $P_{i-1}$ and split the sample into $v$ sublists of length $N$, the corresponding $v$ ratios are experimental values that follow $N(r_i, r_i(1-r_i)/N)$ and can be used to check both null hypotheses in U-test and L-test. Let $\hat{\mu}$ be the sample mean of the ratios. If

$$r + \delta - t_{\nu-1, \alpha} \frac{s}{\sqrt{v}} \geq \hat{\mu} \geq r + t_{\nu-1, \alpha} \frac{s}{\sqrt{v}} \quad (10)$$

then both U-test and L-test are successful and $r_i$ is restricted to $[r, r + \delta]$ with high probability.

Let us now describe annealing_schedule in more detail: Given $q_{\text{min}}C \subseteq P \subseteq q_{\text{max}}C$, annealing_schedule computes the sequence $C_1 \supseteq \cdots \supseteq C_k$. Each body $C_i$ is a scalar multiple of a given body $C$. When $C$ is the unit ball, the body used in each step is determined by a radius. The initialization step of annealing_schedule computes the body with minimum volume, denoted by $C'$ which is set as $C_k$ at termination of annealing_schedule. To be precise, the last body in the
sequence shall be $C_k$, s.t. $r_{k+1} = \text{vol}(P_k)/\text{vol}(C_k) \in [r, r + \delta]$ with high probability. In particular, at initialization, `annealing_schedule` binary searches in the interval $[q_{\min}, q_{\max}]$ to compute a scalar $q'$ s.t. $C' = q'C$ and both U-test($C'$, $C' \cap P$) and L-test($C'$, $C' \cap P$) are successful.

To compute $C_i = q_iC$, `annealing_schedule` computes the scalar $q_i$ using binary search in a proper interval, such that both U-test($P_{i-1}$, $q_iC \cap P$) and L-test($P_{i-1}$, $q_iC \cap P$) are successful, where $P_0 = P$, $P_i = C_i \cap P$ and $i = 1, \ldots, k$. As $C' = q'C$ is the body of smallest volume in the sequence of MMC the interval to binary search for $q_i$ has to be $[q', q_{i-1}]$, $i = 1, \ldots, k$, where $q_0 = q_{\max}$. At termination the `annealing_schedule` sets $q_k = q'$. Notice that the binary search in the interval $[q', q_{i-1}]$ implies that $\text{vol}(C' \cap P) < \text{vol}(P_i) < \text{vol}(P_{i-1})$ and if both L-test and U-test are successful then $r_i \in [r, r + \delta]$ with high probability. Also recall that in each step of binary search which computes $q_i$, `annealing_schedule` samples $\nu N$ points from $q_{i-1}C \cap P$ to check both U-test and L-test.

`annealing_schedule` employs $C'$ to decide stopping at the $i$-th step after computing $C_i$; if the criterion fails, the algorithm computes $C_{i+1}$. In particular, it checks whether $\text{vol}(P_i)/\text{vol}(C' \cap P) \geq r$ with high probability, using L-test. Formally,

**Stop in step $i$ if L-test($P_i, C' \cap P$) holds.** Then, set $k = i + 1$, $q_k = q'$ and $C_k = q_kC$, $P_k = C_k \cap P$.

To perform L-test, $\nu N$ uniformly distributed points are sampled from $P_i$.

### 4.2 Termination

This section proves that `annealing_schedule` terminates with constant probability.

**Theorem 2.** Let $J$ be the minimum number of steps by `annealing_schedule`, corresponding to no errors occurring in the t-tests. Let also `annealing_schedule` actually perform $M \geq J$ steps and $\beta_{\max}$, $\beta_{\min}$ be the maximum and minimum among all $\beta$’s in the $M$ pairs of t-tests in the U-test and L-test, respectively. Then, `annealing_schedule` terminates with constant probability, namely:

$$
\Pr[\text{annealing_schedule terminates}] \geq 1 - 2 \frac{\alpha(1 - \beta_{\min}) + \beta_{\max}}{1 - \alpha(1 - \beta_{\min}) + \beta_{\max}} - \frac{2\beta_{\max} - \beta_{\min}^2}{1 - 2\beta_{\max} - \beta_{\min}^2}.
$$

**Proof.** We demonstrate halting of `annealing_schedule`. In the t-tests, errors of different types may occur, thus, binary search may enter intervals that do not contain ratios in $[r, r + \delta]$, which implies that there is a (smaller) probability that `annealing_schedule` fails to terminate. We bound the probability that `annealing_schedule` enters inappropriate intervals in a certain step—thus we bound the probability of failing to terminate—by a constant. Let $\beta$ capture the power of a t-test: $p_{\text{pow}} = \Pr[\text{reject } H_0 \mid H_0 \text{ false}] = 1 - \beta$.

Let $M \geq J$. If `annealing_schedule` fails to terminate after $M$ pairs of U-test and L-test, then some type I or type II error occurred in the t-tests. An error of type I occurs when the null Hypothesis is true and the test rejects it, while type II occurs when the null Hypothesis is false and the test fails to reject it. The respective probabilities are $\Pr[\text{reject } H_0 \mid H_0 \text{ true}] = \alpha$ and $\Pr[\text{fail to reject } H_0 \mid H_0 \text{ false}] = \beta$, which is a value of the quantile function of t-student. For the latter probability we write $\beta_L$, $\beta_R$ for U-test and L-test, respectively. If, for a pair of tests, both null hypotheses are false then an error occurs with probability

$$
p_1 = \Pr[\text{error occurs } \mid \text{ both } H_0 \text{ false}] = \beta_L(1 - \beta_R) + \beta_R(1 - \beta_L) + \beta_L\beta_R \\
= \beta_L + \beta_R - \beta_L\beta_R \leq 2\beta_{\max} - \beta_{\min}^2
$$
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**ALGORITHM 5: annealing_schedule** \((P, C, r, \delta, \alpha, \nu, q_{\text{min}}, q_{\text{max}})\)

**Input** : bodies \(P, C\); parameters \(r, \delta, \alpha, \nu, q_{\text{min}}, q_{\text{max}}\).

**Output** : A sequence of bodies in Multiphase Monte Carlo

\[q_1 \leftarrow q_{\text{min}}, q_2 \leftarrow q_{\text{max}}, q \leftarrow (q_1 + q_2)/2;\]

do

//binary search for the initialization;

Binary search in \([q_{\text{min}}, q_{\text{max}}]\) for a scaling factor \(q\) such that both U-test\((qC, qC \cap P)\) and L-test\((qC, qC \cap P)\) holds;

\(C' \leftarrow qC;\)

while true;

\(P_0 \leftarrow P, i \leftarrow 0, q_{\text{min}} \leftarrow q;\)

do

//computation of the sequence;

if L-test\((P_i, C' \cap P)\) holds then

\(k \leftarrow i + 1, P_k \leftarrow C' \cap P\) and break;

Binary search in \([q_{\text{min}}, q_{\text{max}}]\) for a scaling factor \(q\) such that both U-test\((P_i, qC \cap P)\) L-test\((qC, qC \cap P)\) holds;

\(P_{i+1} \leftarrow qC \cap P, i \leftarrow i + 1;\)

\(q_{\text{max}} \leftarrow q;\)

while true;

return \(\{P_0, \ldots, P_k, C'\}\);

end

Similarly,

\[p_2 = \Pr[\text{error occurs} \mid \text{U-test } H_0 \text{ false and L-test } H_0 \text{ true}]\]

\[= \alpha(1 - \beta_L) + \alpha \beta_L + \beta_L(1 - \alpha)\]

\[= \alpha + \beta_L - \alpha \beta_L \leq \alpha + \beta_{\text{max}} - \alpha \beta_{\text{min}}\]

\[p_3 = \Pr[\text{error occurs} \mid \text{L-test } H_0 \text{ false and U-test } H_0 \text{ true}]\]

\[= \alpha(1 - \beta_R) + \alpha \beta_R + \beta_R(1 - \alpha)\]

\[= \alpha + \beta_R - \alpha \beta_R \leq \alpha + \beta_{\text{max}} - \alpha \beta_{\text{min}}\]

Then,

\[\Pr[\text{annealing_schedule fails to terminate}] \leq \sum_{i=1}^{M} p_1^i + \sum_{i=1}^{M} p_2^i + \sum_{i=1}^{M} p_3^i\]

\[\leq \sum_{i=1}^{\infty} p_1^i + \sum_{i=1}^{\infty} p_2^i + \sum_{i=1}^{\infty} p_3^i = \frac{1}{1 - p_1} + \frac{1}{1 - p_2} + \frac{1}{1 - p_3} - 3\]

\[\leq 2 \frac{\alpha(1 - \beta_{\text{min}}) + \beta_{\text{max}}}{1 - \alpha(1 - \beta_{\text{min}}) + \beta_{\text{max}}} + \frac{2\beta_{\text{max}} - \beta_{\text{min}}^2}{1 - 2\beta_{\text{max}} - \beta_{\text{min}}^2}.\]

\[\square\]

**4.2.1 Number of Bodies in MMC.** We give probabilistic bounds on the number of bodies in MMC. Let us assume that (i) we sample perfect uniform points in each step of annealing_schedule and (ii) that annealing_schedule terminates successfully. We offer a probabilistic upper bound on the number of bodies in MMC \(k\) and then a probabilistic interval where \(k\) lies.

**Proposition 3.** Given a convex polytope \(P \subset \mathbb{R}^d\) with sandwiching ratio \(R/r\), i.e., \(rB_d \subseteq P \subseteq rB_d\), and cooling parameters \(r, \delta\) such that \(r + \delta < 1/2\) and parameters \(\alpha, \nu, q_{\text{min}}, q_{\text{max}}\) let \(k\) be the
number of convex bodies in MMC returned by Algorithm ANNEALING_SCHEDULE, when $C$ is the unit ball. Then $\Pr[k \geq \lfloor d \log(R/r) \rfloor] \geq 2 - \frac{1}{1-r} = 1 - \frac{\beta_{\min}}{1-r}$, where $\gamma = \alpha(1 - \beta_{\min})$ and $\beta_{\min}$ is the minimum among all the values of the quantile function appearing in $L$-test.

PROOF. If $k > \lfloor d \log(R/r) \rfloor$ holds then $k \geq 1$ type I errors of U-test occurred in ANNEALING_SCHEDULE, i.e., $H_0$ holds but the test rejects it, while $L$-test was successful, i.e., $H_0$ is false and the test rejects it. Type I error occurs with probability $\alpha$ and the probability of the success of $L$-test is $1 - \beta_R$. Let $\beta_{\min}$ be the minimum among the values of the quantile function appearing in all instances of $L$-test. Then,

$$\Pr[k > \lfloor d \log(R/r) \rfloor] \leq \sum_{i=1}^{k} (\alpha(1 - \beta_i))^i \leq \sum_{i=1}^{\infty} (\alpha(1 - \beta_{\min}))^i.$$

$$= \frac{1}{1 - \alpha(1 - \beta_{\min})} - 1 \Rightarrow$$

$$\Pr[k \leq \lfloor d \log(R/r) \rfloor] \geq 2 - \frac{1}{1 - \alpha(1 - \beta_{\min})} = 1 - \frac{\gamma}{1 - \gamma}, \text{ where } \gamma = \alpha(1 - \beta_{\min}).$$

PROPOSITION 4. Let a convex polytope $P \subset \mathbb{R}^d$, where $r + \delta < 1/2$, parameters $\alpha$, $N$, $v$, $q_{\min}$, $q_{\max}$, and $k$ be the number of bodies in MMC by ANNEALING_SCHEDULE. Then,

$$\Pr \left[ \left\lfloor \log_{\frac{1}{1+\delta}} \left( \frac{\text{vol}(P)}{\text{vol}(P_k)} \right) \right\rfloor \leq k \right] \leq \left\lfloor \log_{\frac{1}{1+\delta}} \left( \frac{\text{vol}(P)}{\text{vol}(P_k)} \right) \right\rfloor \geq 1 - \frac{\gamma_L}{1 - \gamma_L} - \frac{\gamma_R}{1 - \gamma_R},$$

where $\gamma_L = \alpha(1 - \beta_{\min}^L)$, $\gamma_R = \alpha(1 - \beta_{\min}^R)$ and $\beta_{\min}^R$, $\beta_{\min}^L$ are minimum among all values of the quantile function appearing in U-test and L-test, respectively.

PROOF. Let,

$$\Pr \left[ \left\lfloor \log_{\frac{1}{1+\delta}} \left( \frac{\text{vol}(P)}{\text{vol}(P_k)} \right) \right\rfloor \leq k \right] \leq \left\lfloor \log_{\frac{1}{1+\delta}} \left( \frac{\text{vol}(P)}{\text{vol}(P_k)} \right) \right\rfloor = 1 - \Pr \left[ k > \left\lfloor \log_{\frac{1}{1+\delta}} \left( \frac{\text{vol}(P)}{\text{vol}(P_k)} \right) \right\rfloor \text{ or } k < \left\lfloor \log_{\frac{1}{1+\delta}} \left( \frac{\text{vol}(P)}{\text{vol}(P_k)} \right) \right\rfloor \right]$$

$$= 1 - \Pr \left[ k > \left\lfloor \log_{\frac{1}{1+\delta}} \left( \frac{\text{vol}(P)}{\text{vol}(P_k)} \right) \right\rfloor \right] - \Pr \left[ k < \left\lfloor \log_{\frac{1}{1+\delta}} \left( \frac{\text{vol}(P)}{\text{vol}(P_k)} \right) \right\rfloor \right].$$

Similarly to the proof of Proposition 3, we have $\Pr[k > \lfloor \log_{\frac{1}{1+\delta}} (\frac{\text{vol}(P)}{\text{vol}(P_k)}) \rfloor] \leq \frac{\gamma_R}{1 - \gamma_R}$, where $\gamma_R = \alpha(1 - \beta_{\min}^R)$, and $\beta_{\min}^R$ is the minimum among all values of the quantile function appearing in L-test.

If $k < \lfloor \log_{\frac{1}{1+\delta}} (\frac{\text{vol}(P)}{\text{vol}(P_k)}) \rfloor$, then $k$ type-I errors of L-test occurred, where $k \geq 1$, while U-test was successful with probability $1 - \beta$. This implies that $\Pr[k < \lfloor \log_{\frac{1}{1+\delta}} (\frac{\text{vol}(P)}{\text{vol}(P_k)}) \rfloor] \leq \frac{\gamma_L}{1 - \gamma_L}$, where $\gamma_L = \alpha(1 - \beta_{\min}^L)$, and $\beta_{\min}^L$ is the minimum among all values of the quantile function appearing in U-test.

Putting everything together, it follows that:

$$\Pr \left[ \left\lfloor \log_{\frac{1}{1+\delta}} \left( \frac{\text{vol}(P)}{\text{vol}(P_k)} \right) \right\rfloor \leq k \right] \leq \left\lfloor \log_{\frac{1}{1+\delta}} \left( \frac{\text{vol}(P)}{\text{vol}(P_k)} \right) \right\rfloor \geq 1 - \frac{\gamma_L}{1 - \gamma_L} - \frac{\gamma_R}{1 - \gamma_R}.$$
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Therefore, the number of bodies is $k = O(\lg(\text{vol}(P)/\text{vol}(P_k)))$ with high probability. This implies that $k$ decreases when $C$ is a good fit to $P$. Clearly, the body that minimizes the number of bodies is the one that maximizes $\text{vol}(C_k \cap P)$.

### 4.3 Ratio Estimation

VOLUME requires that we estimate $k + 1$ ratios, which have been formed by ANNEALING_SCHEDULE. This section describes how to perform these estimations (Algorithm 6). First, we bound the error in each ratio estimation in order to use it for the definition of the stopping criterion. From standard error propagation analysis, for each volume ratio $r_i = \text{vol}(P_i)/\text{vol}(P_{i-1})$ in Equation 7, we have to bound the corresponding error by $\epsilon_i$ such that

$$
\sum_{i=1}^{k+1} \epsilon_i^2 = \epsilon^2,
$$

Then, the telescopic product in Equation (7) approximates \(\text{vol}(P)\) with error $\leq \epsilon$. In Section 5, we further discuss efficient error splitting. To estimate $r_i$, we generate $n$ BILLIARD_WALK points in $P_{i-1}$ and compute the proportion of the points that lie in $P_i$. For the ratio $r_{k+1} = \text{vol}(P_k)/\text{vol}(C_k)$ we follow the same procedure, but we sample from $C_k$ and we count the number of points in $P_k$. Computationally, we would like to determine an as small as possible integer $n$ where we are within our target accuracy $\epsilon_i$.

The main issue that one should address, is that VOLUME generates correlated samples/points in the polytope $P$ using BILLIARD_WALK. Therefore, the best known bounds for the number of BILLIARD_WALK points required are far too large for practical computations. Thus, to estimate $r_i$, we use a sliding window to keep the last $l$ estimation values of the ratio. That is a queue with length $l$; each time a new sample point is generated by inserting the new ratio value of $\hat{r}_i$ and by popping out the oldest ratio value.

To determine an empirical stopping criterion, first, we assume that we have $n$ i.i.d. uniformly distributed samples in $P_{i-1}$. Then, and we employ the binomial confidence interval for the estimator of $r_i$ to bound $n$. The number of points in $P_i$ follows the binomial distribution $b(n, r_i)$. A binomial proportion confidence interval for $\hat{r}_i$—the current approximation to $r_i$—is given by $\hat{r}_i \pm z_{\alpha/2} \sqrt{\frac{\hat{r}_i(1-\hat{r}_i)}{n}}$, where $z_{\alpha/2}$ is the $1-\alpha/2$ quantile of the Gaussian distribution. As $n$ increases, the interval tightens around $\hat{r}_i$, thus, stopping for that value of $n$ where

$$
\frac{z_{\alpha/2} \sqrt{\hat{r}_i(1-\hat{r}_i)/n}}{\hat{r}_i - z_{\alpha/2} \sqrt{\hat{r}_i(1-\hat{r}_i)/n}} \leq \epsilon_i,
$$

obtains an estimation of $r_i$ within error $\epsilon_i$ with probability $(1-\alpha)$, and Equation (7) would estimate $\text{vol}(P)$ up to at most $\epsilon$ with probability $(1-\alpha)^{k+1}$.

Notice that $\sqrt{\hat{r}_i(1-\hat{r}_i)/n}$ is an estimator of the st.d. of all sample fractions of size $n$. Thus, to define an empirical criterion we replace that quantity with the st.d., $s$, of the last $l$ ratio values, i.e., the ratios stored in the sliding window. Moreover, we consider the average, $\bar{r}$, of the ratios in the sliding window. Finally, we stop sampling when $\bar{r}$ and the st.d. $s$ meet the criterion of Equation (12): then we say they meet convergence. Clearly, for the first $l$ points sampled, we do not check for convergence. For a probability $p$ sufficiently close to 1, the empirical criterion for declaring convergence is as follows:

$$
\frac{(\bar{r} + z_{p/2}s) - (\bar{r} - z_{p/2}s)}{\bar{r} - z_{p/2}s} = \frac{2z_{p/2}s}{\bar{r} - z_{p/2}s} \leq \frac{\epsilon_i}{2}.
$$
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Algorithm 6: estimate_ratio \((P_1, P_2, \epsilon, k, l)\)

**Input**: bodies \(P_1, P_2\); requested error \(\epsilon\); number of bodies in Multiphase Monte Carlo; length of the sliding window \(l\).

**Output**: An estimation of \(\frac{\text{vol}(P_2)}{\text{vol}(P_1)}\)

\[
p \leftarrow 1 - k \sqrt[4]{\frac{3}{\pi}};
\]

\[
\text{convergence} \leftarrow \text{false};
\]

\[
j \leftarrow 0, \text{count}_\text{in} \leftarrow 0;
\]

set the queue \(W\) to be the sliding window;

\[
do\]

\[
j \leftarrow j + 1;
\]

Generate an approximate uniform point \(q_j\) from \(P_1\) using \text{BILLIARD\_WALK};

\[
\text{if } q_j \in P_2 \text{ then}
\]

\[
\text{count}_\text{in} \leftarrow \text{count}_\text{in} + 1;
\]

\[
r_j \leftarrow \text{count}_\text{in} / j;
\]

\[
\text{push } r_j \text{ to } W;
\]

\[
\text{if } W \text{ has } l \text{ elements then}
\]

\[
s \leftarrow \text{std}(W);
\]

\[
a \leftarrow r_j - \frac{z_p}{2s};
\]

\[
b \leftarrow r_j + \frac{z_p}{2s};
\]

\[
\text{if } (b - a)/a \leq \epsilon/2 \text{ then } \text{convergence} \leftarrow \text{true};
\]

\[
\text{else pop 1st element of } W;
\]

\[
\text{while convergence is false;}
\]

\[
\text{return } r_j;
\]

In Section 5 we experimentally show that this empirical rule suffice to achieve error \(\epsilon\) for \(p = 1 - k \sqrt[4]{\frac{3}{\pi}}\), and for \(l = O(1)\), i.e., when the length of the sliding window is constant—dependent from the dimension.

5 IMPLEMENTATION AND EXPERIMENTS

In this section we discuss our implementation. We perform extended experiments analysing various aspects such as the tuning of the algorithm’s parameters and its practical complexity. Finally, we apply our software to compute the volume of high-dimensional Birkhoff polytopes, and we test the quality of approximation of various methods for low-order reduction of Z-polytopes.

We use the \text{eigen} library [29] for linear algebra and \text{lpsolve} [4] for solving linear programs. All experiments were performed on a PC with Intel® Core™ i7-6700 3.40GHz 8 CPU and 32GB RAM running Ubuntu 18. Runtimes reported in the plots and tables are averaged over 10 runs unless otherwise stated. We denote by \text{CoolingGaussian} the implementation of [17]. Brief instructions for how to run the implementation and reproduce the computational results of this article are described in the Appendix (Section B). All experiments are run without multi-threading.

It is of special interest to create and maintain a database of convex polytopes to evaluate the performance and the accuracy of various algorithms for sampling and volume approximation. Our polytope database, presented in Table 1, is constructed by merging and extending the databases used in [9, 17, 24].

For the special case of polytope that comes from a metabolic network, the polytope is given as a set of equalities and inequalities; that is a low-dimensional polytope. To obtain the full dimensional polytope \(P \subset \mathbb{R}^d\) we follow the preprocessing in [14] which we compute with library \text{cobra} [57].
The Polytope Database, Where \( d \) is the Dimension, \( e_1, \ldots, e_d \) are the Standard Basis Vectors in \( \mathbb{R}^d \)

| Polytope          | Definition                                                                 | H-rep. | V-rep. |
|-------------------|-----------------------------------------------------------------------------|--------|--------|
| cube-\( d \)      | \{ \( x = (x_1, \ldots, x_d) \mid -1 \leq x_i \leq 1, x_i \in \mathbb{R}, i = 1, \ldots, d \} \) | ✓      | ✓      |
| cross-\( d \)     | cross polytope, the dual of cube, i.e., \( \text{conv}((-e_i, e_i : i = 1, \ldots, d)) \) | ✓      | ✓      |
| \( \Delta \)-\( d \) | \( d \)-dimensional simplex \( \text{conv}((e_i : i = 1, \ldots, d)) \) | ✓      | ✓      |
| \( \Delta \)-\( d \)-\( d \) | the product of two simplices, i.e., \( \{(p, p') \in \mathbb{R}^{2d} \mid p \in \Delta - d, p' \in \Delta - d\} \), | ✓      |        |
| \( B_n \) Birkhoff polytope | \( \{ x \in \mathbb{R}^d \mid x_{ij} \geq 0, \sum_i x_{ij} = 1, \sum_j x_{ij} = 1, 1 \leq i, j \leq n \} \) | ✓      |        |
| \( E-n \)-\( s \) Everest polytope | see [39] |          | ✓      |
| \( K-d \) dual Knapsack polytope | \( \text{conv}(\pm e_1, \ldots, \pm e_d, \alpha) \), where \( \alpha \in \mathbb{Z}_{\geq 0}^d \) is generated randomly |          | ✓      |
| cc-8-\( k \)     | 8d product of two 4d cyclic polyhedra                                        |        | ✓      |
| ccp-\( k \)       | complete cut polytope on \( k \) vertices                                    |        | ✓      |
| rvc-\( d \)-\( n \) | polytope with \( n \) vertices in \([-1, 1]^d\): generate uniform points in \([-1, 1]^d\), stop when \( n \) lie in convex position |        | ✓      |
| rvs-\( d \)-\( n \) | polytope with \( n \) vertices uniformly distributed on the unit sphere     |        | ✓      |
| rhs-\( d \)-\( n \) | polytope with \( n \) facets, with normals uniformly distributed on the unit sphere |        | ✓      |
| metabolic polytopes | polytopes that correspond to the flux space of a metabolic network [14, 30], see Table A.1 |        | ✓      |
| \( Z_{U} \)-\( d \)-\( n \) | \( n \) generators, length of each generator selected uniformly from \([0, 100]\) |        |        |
| \( Z_{N} \)-\( d \)-\( n \) | \( n \) generators, length of each generator from \( N(50, (50/3)^2) \) truncated to \([0, 100]\) |        |        |
| \( Z_{\text{Exp}} \)-\( d \)-\( n \) | \( n \) generators, length of each generator from \( \text{Exp}(1/30) \) truncated to \([0, 100]\) |        |        |

The direction of each generator for \( Z \)-polytopes: \( Z_{U} \)-\( d \)-\( n \), \( Z_{N} \)-\( d \)-\( n \), \( Z_{\text{Exp}} \)-\( d \)-\( n \), is chosen uniformly from the \((d - 1)\)-dimensional unit hypersphere.

The estimation of the telescopic product in Equation (7) might lead to numerical overflows and underflows in floating-point arithmetic. To avoid that our implementation estimates the following expression,

\[
\log(\text{vol}(P)) = \log(\text{vol}(C_k)) - \sum_{i=1}^{k} \log(r_i) + \log(r_{k+1}).
\]  

(13)

To evaluate the efficiency of our implementation, when the input polytope is a V- or a Z-polytope, we count the number of reflections (or boundary oracle calls) that \textsc{billiard\_walk} performs to achieve a relative error \( \leq \epsilon \). This is the number of Linear Programs (LP) in Equations (5, 6) that our implementation solves. When the input polytope is a H-polytope, reflections have...
different complexities i.e., the first takes $O(md)$ while the rest $O(m)$ operations. Therefore, we count the number of points that `billiard_walk` generates to achieve a relative error $\leq \epsilon$.

### 5.1 Parameter Tuning

Let us explain how we fine-tune the volume algorithm and the sampling procedures presented in Sections 2 and 4.

To start sampling from each body $P_i = C_i \cap P$ in MMC of Equation (7) we use a central point of $P$. For H-polytopes we use the center of the Chebychev ball, i.e., the largest inscribed ball in $P$, which requires to solve a linear program [6]. For V-polytopes, we compute an approximation of the minimum-volume enclosing ellipsoid of the vertices [61] and use its center. For Z-polytopes we use the center of symmetry as they are centrally symmetric convex bodies.

#### 5.1.1 Billiard Walk’s Parameters.

For `billiard_walk` first we have to set the parameter $\tau$ that controls the length of the linear trajectory of each step of the random walk. In [56] they suggest to set $\tau$ equal to the diameter of the body we are about to sample. Since computing the diameter could be hard, we are suggesting the following heuristics depending on the representation of the input convex body.

1. For the intersection of a polytope $P$, given in any representation, with a ball $B$, we set $\tau$ equal to the diameter of $B$.
2. For H-polytopes computing the diameter is hard even by randomized algorithms [7]. Thus, we set $\tau = 4 \cdot \sqrt{\text{dr}}$, where $r$ is the radius of the largest inscribed (Chebychev) ball in $P$.
3. For V-polytopes, the computation of the diameter is straightforward and takes $O(dn^2)$ operations, where $n$ is the number of vertices.
4. For Z-polytopes the diameter can be computed by a non-convex optimization problem:

   $$\min -\|x\|^2_2 = -\|Gy\|^2_2 = -y^T G^T Gy$$  \quad \text{subject to: } y \in [-1, 1]^n. \tag{14}$$

   This optimization is NP-hard. However, we use the following heuristic: (a) compute the covariance matrix of the generators of $P$, (b) compute its eigenvector $w$ that corresponds to the maximum eigenvalue, (c) compute $\max \langle w, x \rangle$, $x \in P$, in $O(dn)$, where $n$ is the number of generators.

5. To compute the diameter of the intersection of a Z-polytope with a scaled copy of the polytope computed by Algorithm 2, i.e., $Z - \text{approx} := \{x \in \mathbb{R}^d \mid Mx \leq b\}$, the program in Equation (14) becomes:

   $$\min -\|x\|^2_2 = -\|Gy\|^2_2 = -y^T G^T Gy$$  \quad \text{subject to: } y \in [-1, 1]^d \cap \Phi,$n  \tag{15}$$

   where $\Phi := \{y \in \mathbb{R}^d \mid MTy \leq b\}$.

   In practice, we sample a set $S$ of $O(d^2)$ points from $[-1, 1]^d \cap \Phi$, with CDHR, keeping the boundary points, and return $2 \max_{x \in S} \|x\|_2^2$.

Both heuristics for Z-polytopes and $P \cap Z - \text{approx}$ return better solutions in our experiments than solvers like Sequential QP [42] from package NLopt for the optimization problems of Equations (14) and (15).

The second parameter of `billiard_walk` is the upper bound on the number of reflections $\rho$. In our experiments, the average number of reflections in a `billiard_walk’ s step increases linearly or sub-linearly with the dimension (see Figures 8, 5, and 9). Thus, we tested upper bounds given by a linear function $\sim \gamma d$ for some $\gamma \in \mathbb{N}$. We choose to set $\gamma = 20$ by following the experimental evidences in Figures 9 and 8 where $\gamma < 16$ up to dimension 100.
Last, we have to set the walk length, which is the number of BILLIARD_WALK’s steps we burn until we use a point for ratio estimation. We aggressively set this to 1 following the observation in [17] that the fastest convergence of the empirical distribution happens for this particular value of walk length.

Interestingly, in our experiments, the number of points that BILLIARD_WALK with walk length equals to 1 generates to estimate each volume ratio, depends only on the number of bodies $k$ in MMC and not on the dimension $d$. For example, in Figures 8 and 9 (down left plots), when volume fixes the same number of bodies in MMC, for different dimensions, BILLIARD_WALK generates the same number of points to achieve a relative error $\leq 0.1$. Consequently, the mixing rate of BILLIARD_WALK does not depend on the dimension on those instances.

5.1.2 Annealing Schedule’s Parameters. For the cooling parameters in Section 4.1, we set $r = 0.1$ and $\delta = 0.05$ and thus each volume ratio would be restricted in $[r, r + \delta] = [0.1, 0.15]$ with high probability. We choose the significance level to be $\alpha = 0.10$. A smaller $\alpha$ can be chosen for a tighter test around $r + \delta$ which will result to more iterations in each step of annealing schedule. For larger $\alpha$ values the number of iterations could be reduced but the method becomes unstable, as the probability that annealing_schedule fails to terminate increases while $\alpha$ increases as well (see Theorem 2).

To set the parameters $\nu, N$ we follow the empirical rule of Remark 4.1. Thus, assuming perfect uniform sampling and $r_j = 0.1$, one has to set $N \geq 112$. At the initialization step of the annealing schedule we have to sample from a ball we set $N = 120$ as we employ perfect uniform sampling from a ball. Otherwise, when BILLIARD_WALK is used in all the other cases of uniform sampling from a convex body we set $N = 125$. We also set $\nu = 10$ to keep the product $\nu N$ as small as possible. Smaller $\nu$ values would result to more unstable iterations in annealing_schedule. Hence, following well known empirical rules we use t-student distribution in the t-tests. We apply the following optimization, for the $i$-th volume ratio, we sample from $P_i$ and if the stopping criterion fails, we employ binary search by reusing the same sample. Hence, we sample only once the $\nu N$ points per step of annealing_schedule.

annealing_schedule also has to compute $q_{\min}$, $q_{\max}$ such that $q_{\min} C \subseteq P \subseteq q_{\max} C$. Ideally, the first would correspond to the largest inscribed scaled copy of the body $C$ in the polytope $P$; the second to the minimally scaled copy of $C$ that encloses $P$. In our implementation we set $q_{\min} = 0$ and to set $q_{\max}$ we sample $\nu N$ points and compute $q_{\max}$ such that all points belong to $q_{\max} C$. In the special case of $C$ being the H-polytope of Algorithm 2 we compute the scaling factor $q_{\max}$ to compute the polytope $q_{\max} C$ that tightly encloses the Z-polytope $P$ and we set $q_{\min} = 0$.

5.1.3 Error Splitting and Sliding Window. Recall that when we estimate each ratio in Multi-phase Monte Carlo (MMC), we have to do an error splitting for the volume ratios that appear in the telescopic product in Equation (7)–i.e., given a requested error $\epsilon$ for the algorithm compute an error $\epsilon_i$ for each volume ratio $r_i$ (see Section 4.3), such that,

$$\sum_{i=1}^{k+1} \epsilon_i^2 = \epsilon^2.$$ 

We do not split the error $\epsilon$ equally to all ratios. In particular, we set the requested error $\epsilon_{k+1} = \epsilon/2\sqrt{k + 1}$ for the last ratio $r_{k+1} = \text{vol}(P_k)/\text{vol}(C_k)$ to be the smallest ratio in the telescopic product, where $k$ is the number of bodies in MMC and the rest errors $\epsilon_i$, $i = 1, \ldots, k$ are set to be equally weighted. The reason is that $\text{vol}(P_k)/\text{vol}(C_k)$ converges faster than the other ratios in practice. The latter occurs because sampling from $C_k$ is usually faster and more accurate than sampling from any other $P_i$, e.g. when the body $C$ used in MMC is either a ball while $P_i$ is the intersection of $P$ with a ball, or an H-polytope while $P$ is a Z-polytope.
Fig. 2. The average errors of volume for cube-$d$, $\Delta$-$d$ and $\Delta$-$d$-$d$. This figure shows that the algorithm does not exceed the input error parameter $\epsilon = 0.1$ in practice.

Then we have to split $\epsilon' = \epsilon \sqrt{4(k+1) - 1/2\sqrt{k+1}}$ to the remaining ratios, since $\epsilon^2_{k+1} + \epsilon'^2 = \epsilon^2$. Thus, we set $\epsilon_i = \epsilon' \sqrt{k}$, $i = 1, \ldots, k$ so that $\sum_{i=0}^{k+1} \epsilon^2_i = \epsilon^2$ holds.

In the special case of $P$ being a $Z$-polytope, the body $C_k$ is an $H$-polytope. We estimate $\text{vol}(C_k)$ by calling $\text{volume}$ using balls in $\text{MMC}$, while the computational time of $\text{vol}(C_k)$ is a small portion of the total runtime. For the computation of $\text{vol}(C_k)$ we set the requested error $\epsilon'' = \epsilon / 2\sqrt{k+1}$ and then we equally split $\epsilon' = \epsilon \sqrt{2k+1}/\sqrt{2k+2}$ to the $k+1$ ratios respecting $\sum_{i=0}^{k+1} \epsilon^2_i = \epsilon^2$.

For the length of the sliding window, we set $l = 250$. Our experiments on the error show this choice offers stability, e.g. in Figure 2 $\text{volume}$ always compute a smaller error than the requested error 0.1 for unit cubes, unit simplices, and cross polytopes never exceeds the requested value for $d \leq 1000$.

For each new generated point, we update the average mean and the variance of the sliding window in $O(1)$ as follows. Let $\hat{\mu}$ be the average mean of the ratios in the sliding window, then we write the variance as

$$\frac{1}{l} \sum_{i=1}^{l} (\hat{r}_i - \hat{\mu})^2 = \frac{1}{l} \left( \sum_{i=1}^{l} \hat{r}^2_i - 2\hat{\mu} \sum_{i=1}^{l} \hat{r}_i + l\hat{\mu}^2 \right).$$

We store the sum of the window’s ratios $\sum_{i=1}^{l} \hat{r}_i$ and the sum of the squared ratios $\sum_{i=1}^{l} \hat{r}^2_i$. For each new generated point we obtain an updated ratio and the oldest ratio is popped out. We use both the updated and the popped out ratios to update both $\sum_{i=1}^{l} \hat{r}^2_i$ and $\sum_{i=1}^{l} \hat{r}_i$ and to compute the updated average mean value and st.d. of the current ratios in the sliding window.

In the sequel, we benchmark the proposed algorithm $\text{volume}$ tuned as described in the previous sections. We present the result obtained from our experiments for each polytope representation separately.

### 5.2 Volume Experiments for H-polytopes

The implementation of our algorithm, $\text{volume}$, scales up to thousands of dimensions within a few hours. In Tables A.1 and A.2 we report the runtime of $\text{volume}$ for cube-$d$, $\Delta$-$d$, $\Delta$-$d$-$d$, rhs-$m$-$d$, metabolic polytopes and $B_n$, while $\text{volume}$ achieves relative error equal at most 0.1. Except of cube-$d$, $\Delta$-$d$, $\Delta$-$d$-$d$ we apply the rounding preprocess on Section 3 before volume estimation. Our implementation takes for $d = 100$ a few seconds and for $d = 500$ a few minutes except for iSDY_1059 that takes almost an hour as it has a larger number of facets (i.e., $m \approx 3000$). When
Fig. 3. Experimental complexity of volume for H-polytopes: the number of points that billiard_walk generates (left) and the number of bodies computed in MMC (right). We consider the cases of cube-d, Δ-d and rhs-d-m with m = 5d and d = 50, 100, . . . , 1000. We set the error parameter ε = 0.1 as input for the computations.

For the rounding method of Section 3 we experimentally evaluate its quality by counting the number of generated bodies in MMC. In particular, given a skinny polytope $P$ we round it and then we compare the number of bodies in MMC with that of isotropic polytopes (e.g. cube-d, Δ-d-d). In Figure 3 (right) for rhs-d-m and $B_n$ we notice that for both rounded and isotropic bodies the number of bodies grows as $O(d \log d)$ which is a strong evidence that our rounding method transforms the polytope to a near isotropic position.

Next, we experimentally study how the complexity of our implementation depends on the input error parameter. In Figure 4 we estimate the volumes of cube-d for $d = 50, 100, \ldots, 500$ for two different values for the error parameter $\epsilon = 0.1, 0.2$. In the left plot we notice that for both values the number of generated points by volume increase as $O(d^2)$, while a smaller value of $\epsilon$ just increases the slope of the line, i.e., increases the run-time by a constant. The right plot also confirms this observation; it shows that the run-time of volume increases as $O(d^3)$ for cube-d. This is expected as the number of points increases as $O(d^3)$ and the per step cost of billiard_walk is $O(md)$, while $m = O(d)$ for cube-d.

Finally, we examine the time spent in different steps in the algorithm i.e., rounding, constructing the sequence, and volume computation. We conclude that those are highly depended on the convex body. For example for a 100-cube the times for the sequence construction and volume computation is 2.06836 and 4.29843 secs, respectively. While for a 100-simplex those numbers are 2.85144 and 17.2575. Intuitively, this effect is related to the isotropy of the convex set. Regarding
preprocessing/rounding this also depends on the geometry of the body. For example, the rounding of the unit 100-cube takes 0.01427 secs while for a skinny 100-cube it takes 6.92041 secs.

5.2.1 Comparison with Cooling Gaussian. We compare our implementation, i.e., volume, against the state-of-the-art MATLAB implementation of CoolingGaussian in [17] for cube-\(d\), simplices \(\Delta\)-\(d\) and random polytopes \(\text{rhs-}\(d\)-\(m\) with \(m = 5d\). In Figure 5, we report the total number of generated points for both algorithms to achieve a relative error \(\leq 0.1\). CoolingGaussian performs computations up to \(d = 500\) while volume compute up to \(d = 1000\) in a shorter time frame. More interestingly, the ratio between the number of points generated by CoolingGaussian over the number of points generated by volume increases linearly with the dimension. Then, the comparison of the run-times is determined by the per step cost of the random walk used in each implementation.

The plot in Figure 6 compares the run-times of both implementations for cube-\(d\), \(\Delta\)-\(d\) in H-representation (left plot), and \(\text{rhs-}\(d\)-\(m\) with \(m = 5d\) and \(d = 50, 100, \ldots, 1000\). It confirms that volume is faster than CoolingGaussian in [17]. Moreover, notice that the gap on the run-time increases with the dimension as expected. In particular, for \(d = 50\) our implementation is 20, 2, and 3 times faster for cube-\(d\), \(\Delta\)-\(d\) and \(\text{rhs-}\(d\)-\(m\), respectively. For \(d = 500\) our implementation is 95, 8, and 10 times faster for the same classes of polytopes. For \(d = 1000\) we use polynomial interpolation to estimate the runtime of CoolingGaussian, and our implementation is expected to be around 130, 13, and 20 times faster for cube-\(d\), \(\Delta\)-\(d\) and \(\text{rhs-}\(d\)-\(m\), respectively.

5.3 Volume Experiments for Z-polytopes

Our implementation is the first one that scales up to hundreds of dimensions in order of hours for Z-polytopes. In Table A.3 we report the runtimes for both high and low order Z-polytopes. Our implementation, for a 100-dimensional Z-polytope of order equal to 2 performs \(6.37 \cdot 10^4\) reflections (equivalent to boundary oracle calls in [17]) in less than an hour. Considering high order Z-polytopes our implementation scales up to order 150 for \(d \leq 15\) and to order 100 and 20 for \(d = 20\) and \(d = 30\), respectively, in at most half an hour by performing \(5.56 \cdot 10^3\) reflections.

The only alternative implementation for Z-polytopes is that in [17], however they estimate volumes only for low dimensional Z-polytopes, while our implementation is undoubtedly superior. Since, we were unable to reproduce the results reported on [17] for Z-polytopes we compare against the data given in [17]. In particular, for a 2-order, 10-dimensional Z-polytope our implementation performs \(9.79 \cdot 10^3\) reflections (boundary oracle calls) in 2.7 seconds to achieve a relative
1.3:22 A. Chalkis et al.

Fig. 5. Comparison of volume vs. CoolingGaussian, i.e., our implementation compared the implementation in [17]. We consider the cases of randomly rotated cube-$d$, $\Delta$-$d$ in H-representation, and rhs-$d$-$m$ with $m = 5d$ and $d = 50, 100, \ldots, 1000$. For each class of polytopes we set the 12 hours as a time limit for the run-time of both algorithms. The runtime of volume never exceeds the 5 hours for all instances. The average number of generated points by both implementations in log-scale (left) and the ratio of those numbers (right). In those experiments, we set the error parameter $\epsilon = 0.1$ for both implementations as input for the computations.

Fig. 6. Comparison of average run-time of volume vs. CoolingGaussian, i.e., our implementation compared the implementation in [17]. We consider the case of randomly rotated cube-$d$, $\Delta$-$d$ in H-representation (left plot), and rhs-$d$-$m$ with $m = 5d$ and $d = 50, 100, \ldots, 1000$ (right plot). In those experiments, we set the error parameter $\epsilon = 0.1$ for both implementations as input for the computations.

error smaller than 0.1; the implementation of CoolingGaussian in [17] generates $9.58 \cdot 10^4$ CDHR points which corresponds to $1.92 \cdot 10^5$ boundary oracle calls in 3010 seconds to achieve a relative error higher than 0.1 and smaller than 0.2. For a 100-order, 10-dimensional Z-polytope our implementation performs $2.95 \cdot 10^3$ reflections in 180 seconds while the CoolingGaussian in [17] performs $2.50 \cdot 10^5$ boundary oracle calls in 4,900 seconds for the same values of relative errors. Clearly, for those instances, our implementation achieves a better accuracy, while the run-time is at least two order of magnitudes smaller than that of CoolingGaussian in [17].

Exact volume computation of Z-polytopes [28] require an exponential to the dimension $d$ number of operations. Thus, it cannot scale beyond $d = 10$ for low order Z-polytopes.

In the second column of Table A.3 we report the type of body we use in MMC. For low order Z-polytopes we use the H-polytope from Section 3 while for high order Z-polytopes we use the unit ball. Our experiments suggest to set the threshold for the order $n/d \leq 5$ so that the Z-polytope is considered as a low order one. In particular, Figure 7 shows that for order $\leq 4$, if we use the H-polytope in MMC, we get a bound on the the number of bodies in MMC $k \leq 3$ for $d \leq 100$. Note that when we use the H-polytope the number of bodies $k$ is smaller for all pairs $(d, n)$
Fig. 7. Number of bodies in MMC for $Z_d$. For each dimension we generate 10 random $Z$-polytopes and we compute the number of bodies in MMC when $C$ is ball. We keep the $Z$-polytope with the larger number of bodies in MMC and then, for that one, we compute the number of bodies in MMC when $C$ is the $Z$-approximation.

compared to using the unit ball without applying rounding to the $Z$-polytope. When we use balls in MMC, $n$ decreases for constant $d$ as $n$ increases. For orders equal to 5 the number of balls in MMC, without rounding, is equal or smaller than the number of H-polytopes in MMC when we use the H-polytope of Section 3. Table A.3 shows that, for high-order $Z$-polytopes, $k = 1$, which implies one or two acceptance-rejection steps. Moreover, Table A.5 illustrates that the rounding method combined with balls in MMC results to a larger number of bodies in MMC and runtime than the case of using the H-polytope in MMC, while for order equal to 5 the best runtime occurs when using a ball in MMC without rounding. Thus, we use the H-polytope in MMC if the order $n/d < 5$. We conclude that for a $Z$-polytope of any order, no rounding preprocessing is needed, if we make the right choice of $C$ depending on the order; the maximum number of bodies is $k \leq 3$ for $d \leq 100$.

To evaluate the efficiency of our implementation for $Z$-polytopes we wish to count the average number of reflections. We run our implementation of \texttt{volume} for $Z_{d^2-d-n}$, $Z_N-d-n$ and $Z_{Exp-d-n}$ $Z$-polytopes. An example for $Z$-polytopes of order $n/d = 2$ is illustrated in Figure 8. First, as mentioned above our experiments imply that the number of bodies in MMC is $\leq 3$ for any order for $d \leq 100$. Moreover, the average number of reflections per point grows sub-linearly in $d$ (downright plot in Figure 8). Considering that \texttt{billiard\_walk} generates $O^*(1)$ points per volume ratio, the total number of reflections grows sub-linearly in $d$.

**Application: Evaluate $Z$-polytope approximation.** We propose an efficient algorithm for evaluating an over-approximation of a given $Z$-polytope $P$. $Z$-polytopes are critical in applications such as autonomous driving [2] or human-robot collaboration [55]. Complexity strongly depends on the order of the encountered $Z$-polytopes. Thus, a practical solution is to over-approximate $P$, as tight as possible, with another $Z$-polytope $P_{red} \supseteq P$ of smaller order. A good measure of the approximation quality (fitness) is

$$R = (\text{vol}(P_{red})/\text{vol}(P))^{1/d}$$

Thus, to compute the approximation quality we need to compute volumes of $Z$-polytopes. In [41] they compute volumes exactly and deterministically, therefore it is impossible to compute the quality of approximation for $d > 10$.

Here, we exploit our software to test the quality of such approximations. The two methods that are able to scale for $d \geq 20$ are, primarily, the \textbf{Principal Component Analysis (PCA)} and the
Fig. 8. Experimental complexity of volume for Z-polytopes of order 2. Total number of oracle calls (or reflections) is given by the (#bodies in MMC)x(#generated points per volume ratio)x(#reflections per generated point). We set the error parameter \(\epsilon = 0.1\) as input for the computations.

BOX method from [41]. Both adopt similar approximations and are of comparable reliability; here we focus on PCA: Let \(X = [G - G]^T\) and \(\text{SVD}(X^T X) = U\Sigma V^T\), then \(G_{\text{red}} = U \cdot \text{IH}(U^T G)\) is square and generates \(P_{\text{red}}\), where \(\text{IH}(\cdot)\) is the “interval hull” from [43]. Over-approximation can be seen as a reduction problem, so that the covariance among the \(d\) generators of \(P_{\text{red}}\) must be null.

Table A.3 shows experimental results for Z-polytopes up to \(d = 100\) and various orders. \(\text{vol}(P_{\text{red}})\) is obtained exactly by computing one determinant. For PCA over-approximations we show that \(R\) increases as \(d\) grows but the same does not occur for fixed \(d\) as order increases. To our knowledge this is the first time practical volume estimation is used to test approximation methods in that high dimensional spaces.

5.4 Volume Experiments for V-polytopes

In Table A.4 we report the runtimes of our implementation for several V-polytopes. It estimates volume within a relative error at most 0.1 in less than an hour. To round a V-polytope, we introduce a new method to control the sandwiching ratio \(R/r\). Since the vertices are known, we put \(P\) to John’s position [35]. First, we compute the smallest enclosing ellipsoid \(E\) of \(P\)’s vertices by applying the approximation algorithm in [61]. Notice that \(E\) is also the smallest enclosing ellipsoid of \(P\) and, if \(E\) is a ball, then \(P\) is in John’s position. To round \(P\), we apply to it the transformation that maps \(E\) to the unit ball and repeat until the ratio between \(E\)’s longest and shortest axes falls under a given threshold. Our experiments suggest this is much faster than the method in Section 3, as sampling is costly for this representation due to expensive boundary oracle calls. In the left plot of Figure A.1, notice that, for rounded V-polytopes, the number of bodies in MMC \(k\) increases as a linear function.
Fig. 9. Experimental complexity of volume for V-polytopes. Total number of oracle calls (or reflections) is given by the (#bodies in MMC)×(#generated points per volume ratio)×(#reflections per generated point). We set the error parameter $\epsilon = 0.1$ as input for the computations.

of $d$. Moreover, as the number of vertices increases for constant $d$, then $k$ decreases. All rounding steps in our experiments for $d \leq 100$ took $\leq 3$ seconds.

To evaluate the performance of our algorithm we wish to count the average number of reflections (or boundary oracle calls). We run Volume for rvc-$d$-$n$ and rvs-$d$-$n$ polytopes after a rounding step. An example of V-polytopes with number of vertices $n = 1.5d$, $2d$, $3d$ is illustrated in Figure 9: The average number of reflections grows sublinearly in $d$ (down-right plot in Figure 9). The total number of oracle calls grows as $O^*(d)$ (up-left plot in Figure 9). Volume performs similarly for both rvc-$d$-$n$ and rvs-$d$-$n$ polytopes. However, the number of boundary oracle calls decreases as the number of vertices $n$ increases for constant $d$. This holds because after a rounding step the more the vertices of a random V-polytope the smaller the sandwiching ratio.

6 CONCLUSIONS AND FUTURE WORK

We propose a new practical algorithm that computes for the first time volumes of very high-dimensional H-polytopes i.e., in the order of thousands of dimensions and high-dimensional V-, and Z-polytopes i.e., in the order of hundreds of dimensions. We provide strong empirical evidences on the efficiency of the algorithm and its accuracy through extended experiments on benchmark polytopes in computational geometry and bioinformatics.

We expect our software to address hard counting problems, e.g. counting the number of linear extensions of a partially ordered set [60]. Our MMC scheme can be extended for other hard computational problems as Markov Chain Monte Carlo integration for multivariate integrals over a convex polytope. In particular, one could estimate the volume and generate the uniform samples required by one pass. Last but not least, we could exploit parallelism and faster software libraries for linear programs to scale to higher dimensions for V- and Z-polytopes.
## APPENDICES

### A FIGURES AND TABLES

Table A.1. Volume Estimation for H-polytopes by volume

| H-polytope   | volume     | std/mean | error | k     | points     | time  |
|--------------|------------|----------|-------|-------|------------|-------|
| cross-10     | 2.81e-04   | 0.06     | 0.01  | 1.0   | 1.50e+03   | 0.11  |
| cross-13     | 1.30e-06   | 0.07     | 0.01  | 1.0   | 1.50e+03   | 1.17  |
| cross-15     | 2.49e-08   | 0.04     | 0.01  | 1.0   | 1.50e+03   | 12.8  |
| cube-100     | 1.18e+30   | 0.15     | 0.07  | 9.2   | 2.80e+04   | 1.5   |
| cube-250     | 1.96e+75   | 0.16     | 0.08  | 34.5  | 1.96e+05   | 36.2  |
| cube-500     | 3.38e+150  | 0.25     | 0.03  | 84.7  | 7.09e+05   | 425   |
| cube-750     | 5.75e+225  | 0.22     | 0.03  | 139.9 | 1.52e+06   | 1501  |
| cube-1000    | 2.11e+301  | 0.29     | 0.03  | 201.0 | 2.70e+06   | 6180  |
| Δ-100        | 1.02e-158  | 0.16     | 0.05  | 21.0  | 1.01e+05   | 4.8   |
| Δ-250        | 3.20e-493  | 0.15     | 0.03  | 66.3  | 5.05e+05   | 66.4  |
| Δ-500        | 7.55e-1135 | 0.20     | 0.08  | 149.1 | 1.65e+06   | 847.8 |
| Δ-750        | 3.70e-1833 | 0.17     | 0.04  | 237.9 | 3.28e+06   | 4088  |
| Δ-1000       | 2.67e-2568 | 0.24     | 0.07  | 328.4 | 5.34e+06   | 10711 |
| Δ-50-50      | 1.07e-129  | 0.21     | 0.01  | 22.3  | 9.90e+04   | 3.3   |
| Δ-125-125    | 2.91e-419  | 0.18     | 0.03  | 67.0  | 5.07e+05   | 107.2 |
| Δ-250-250    | 9.10e-986  | 0.23     | 0.05  | 151.3 | 1.69e+06   | 958.5 |
| Δ-375-375    | 6.26e-1609 | 0.21     | 0.06  | 239.3 | 3.35e+06   | 4344  |
| Δ-500-500    | 6.22e-2269 | 0.24     | 0.07  | 323.5 | 5.39e+06   | 9432  |
| rhs-100-1000 | 4.19e-46   | 0.11     | ??    | 10.6  | 3.33e+04   | 5.25  |
| rhs-300-2000 | 2.75e-205  | 0.20     | ??    | 50.0  | 3.22e+05   | 253   |
| rhs-1000-6000| 4.18e+275  | 0.23     | ??    | 202.1 | 2.61e+06   | 19431 |
| rhs-1000-1000| 1.47e+216  | 0.21     | ??    | 172.3 | 1.90e+06   | 22833 |
| ecoli_core  | 3.37e-47   | 0.08     | ??    | 2.0   | 3.52e+03   | 0.16  |
| iAB_RBC_283  | 1.73e+43   | 0.28     | ??    | 23.9  | 1.11e+05   | 31.3  |
| iJR904       | 6.00e+53   | 0.25     | ??    | 50.8  | 3.38e+05   | 169.3 |
| iAT_PLT_636  | 3.65e-854  | 0.25     | ??    | 66.3  | 4.99e+05   | 512.7 |
| iSDY_1059    | 2.25e-350  | 0.27     | ??    | 136.0 | 1.43e+06   | 3486  |
| Recon1       | 8.01e-5321 | 0.17     | ??    | 266.1 | 3.84e+06   | 18225 |

For each polytope volume performs 10 runs; volume: mean volume computed; std/mean: ratio of std and mean of volumes; error: the relative error; k: average number of generated bodies in MMC; points: average number of generated points; time: average time in seconds; $\epsilon = 0.1$ used in all cases; ?? the exact volume is unknown. The last six are metabolic polytopes with $m$ facets in $d$ dimensions denoted as $[m-d]$. For metabolic polytopes we follow the preprocessing of cobra package [57] also used in [14, 30].
Table A.2. Average Volume of Birkhoff Polytopes ($\mathcal{B}_n$) over 50 Runs of volume for $n \leq 20$ and over 10 Runs for $21 \leq n \leq 28$; $d$: the dimension of $\mathcal{B}_n$; exact: the exact volume; asymptotic: the asymptotic volume from [11]; volume: mean estimated volume; error: relative error; std/mean: the ratio between std and mean of volumes; $k$: average number of bodies in MMC; points: average number of generated points; time: average time in seconds; ??: the exact volume is unknown; $e = 0.1$ in all cases

| $\mathcal{B}_n$ | $d$ | exact | asymptotic | volume   | error | std/mean | $k$ | points | time |
|-----------------|-----|-------|------------|----------|-------|----------|-----|--------|------|
| $\mathcal{B}_3$ | 4   | 1.12  | 1.410849   | 1.12e+00 | 0.00  | 0.02     | 1   | 1.50e+03 | 0.01 |
| $\mathcal{B}_4$ | 9   | 6.21e-02 | 7.61e-02 | 6.17e-02 | 0.01  | 0.02     | 1   | 1.50e+03 | 0.01 |
| $\mathcal{B}_5$ | 16  | 1.41e-04 | 1.69e-04 | 1.38e-04 | 0.02  | 0.01     | 1   | 1.52e+03 | 0.03 |
| $\mathcal{B}_6$ | 25  | 7.35e-09 | 8.62e-09 | 7.35e-09 | 0.00  | 0.05     | 2.3 | 3.63e+03 | 0.06 |
| $\mathcal{B}_7$ | 36  | 5.64e-15 | 6.51e-15 | 5.49e-15 | 0.03  | 0.02     | 4.0 | 7.98e+03 | 0.16 |
| $\mathcal{B}_8$ | 49  | 4.42e-23 | 5.03e-23 | 4.24e-23 | 0.04  | 0.05     | 6.4 | 1.62e+04 | 0.37 |
| $\mathcal{B}_9$ | 64  | 2.60e-33 | 2.93e-33 | 2.54e-33 | 0.02  | 0.03     | 9.2 | 2.82e+04 | 0.86 |
| $\mathcal{B}_{10}$ | 81  | 8.78e-46 | 9.81e-46 | 8.46e-46 | 0.04  | 0.05     | 13.1| 4.69e+04 | 1.9  |
| $\mathcal{B}_{11}$ | 100 | ?? | 1.49e-60 | 1.24e-60 | ??    | 0.05     | 17.6| 7.17e+04 | 3.5  |
| $\mathcal{B}_{12}$ | 121 | ?? | 8.38e-78 | 7.28e-78 | ??    | 0.10     | 23.1| 1.07e+05 | 6.7  |
| $\mathcal{B}_{13}$ | 144 | ?? | 1.43e-97 | 1.205e-97 | ??    | 0.19     | 29.2| 1.49e+05 | 11.9 |
| $\mathcal{B}_{14}$ | 169 | ?? | 6.24e-120| 5.13e-120 | ??    | 0.08     | 35.9| 2.04e+05 | 20.7 |
| $\mathcal{B}_{15}$ | 196 | ?? | 5.94e-145| 4.92e-145| ??    | 0.05     | 43.4| 2.68e+05 | 34.5 |
| $\mathcal{B}_{16}$ | 225 | ?? | 1.06e-172| 9.62e-173| ??    | 0.12     | 51.9| 3.49e+05 | 56.3 |
| $\mathcal{B}_{17}$ | 256 | ?? | 3.10e-203| 2.50e-203| ??    | 0.10     | 60.9| 4.41e+05 | 84.2 |
| $\mathcal{B}_{18}$ | 289 | ?? | 1.30e-236| 1.03e-237| ??    | 0.10     | 72.0| 5.65e+05 | 129  |
| $\mathcal{B}_{19}$ | 324 | ?? | 6.96e-273| 5.41e-273| ??    | 0.09     | 82.0| 6.88e+05 | 198  |
| $\mathcal{B}_{20}$ | 361 | ?? | 4.23e-312| 3.31e-312| ??    | 0.11     | 94.9| 8.46e+05 | 297  |
| $\mathcal{B}_{21}$ | 400 | ?? | 2.62e-354| 1.77e-354| ??    | 0.27     | 101.6| 9.40e+05 | 325  |
| $\mathcal{B}_{22}$ | 441 | ?? | 1.49e-399| 1.49e-399| ??    | 0.17     | 115.0| 1.12e+06 | 453  |
| $\mathcal{B}_{23}$ | 484 | ?? | 7.10e-448| 4.33e-448| ??    | 0.30     | 128.8| 1.33e+06 | 624  |
| $\mathcal{B}_{24}$ | 529 | ?? | 2.57e-499| 2.10e-499| ??    | 0.27     | 143.7| 1.55e+06 | 845  |
| $\mathcal{B}_{25}$ | 576 | ?? | 6.46e-554| 5.56e-554| ??    | 0.28     | 158.8| 1.82e+06 | 1060 |
| $\mathcal{B}_{26}$ | 625 | ?? | 1.04e-611| 7.80e-612| ??    | 0.22     | 176.3| 2.11e+06 | 1405 |
| $\mathcal{B}_{27}$ | 676 | ?? | 9.81e-673| 1.00e-672| ??    | 0.30     | 194.0| 2.41e+06 | 1918 |
| $\mathcal{B}_{28}$ | 729 | ?? | 5.05e-737| 6.13e-737| ??    | 0.31     | 211.1| 2.75e+06 | 2573 |
| $\mathcal{B}_{29}$ | 784 | ?? | 1.31e-804| 1.17e-804| ??    | 0.31     | 231.5| 3.15e+06 | 3539 |
| $\mathcal{B}_{30}$ | 841 | ?? | 1.60e-875| 1.35e-875| ??    | 0.35     | 249.1| 3.53e+06 | 4982 |
| $\mathcal{B}_{31}$ | 900 | ?? | 8.55e-950| 8.43e-950| ??    | 0.40     | 272.9| 4.02e+06 | 6967 |
| $\mathcal{B}_{32}$ | 961 | ?? | 1.86e-1027| 1.58e-1027| ??    | 0.39     | 293.8| 4.47e+06 | 8905 |
| $\mathcal{B}_{33}$ | 1024 | ?? | 1.56e-1108| 1.37e-1108| ??    | 0.42     | 314.1| 4.97e+06 | 11105 |
Table A.3. Volume Estimation for Z-polytopes by volume

| Z-polytope | Body  | order | volume          | std/mean | $k$  | Refl | time | vol($P_{red}$) | $R$  |
|------------|-------|-------|----------------|----------|------|------|------|----------------|------|
| $Z_U$-10-200 | Ball  | 20    | 5.47e+34       | 0.06     | 1    | 3.15e+03 | 13   | 2.24e+37 | 1.82 |
| $Z_U$-10-500 | Ball  | 50    | 3.19e+38       | 0.07     | 1    | 3.00e+03 | 50   | 1.42e+41 | 1.84 |
| $Z_U$-10-1000 | Ball  | 100   | 2.57e+41       | 0.04     | 1    | 2.95e+03 | 180  | 1.08e+44 | 1.83 |
| $Z_U$-15-300 | Ball  | 20    | 3.79e+51       | 0.07     | 1    | 4.34e+03 | 50   | 3.63e+56 | 2.15 |
| $Z_U$-15-750 | Ball  | 50    | 8.14e+57       | 0.05     | 1    | 3.39e+03 | 183  | 7.84e+62 | 2.15 |
| $Z_U$-15-1500 | Ball  | 100   | 3.45e+62       | 0.04     | 1    | 3.22e+03 | 503  | 3.20e+62 | 2.14 |
| $Z_U$-15-2250 | Ball  | 150   | 1.47e+65       | 0.05     | 1    | 3.14e+03 | 1071 | 1.31e+70 | 2.14 |
| $Z_U$-20-300 | Ball  | 15    | 1.31e+67       | 0.09     | 1    | 4.53e+03 | 72   | 7.91e+74 | 2.45 |
| $Z_U$-20-400 | Ball  | 20    | 5.58e+69       | 0.05     | 1    | 4.46e+03 | 110  | 2.90e+77 | 2.43 |
| $Z_U$-20-1000 | Ball  | 50    | 1.12e+77       | 0.05     | 1    | 3.76e+03 | 455  | 4.91e+84 | 2.41 |
| $Z_U$-20-2000 | Ball  | 100   | 1.93e+83       | 0.06     | 1    | 3.51e+03 | 183  | 7.84e+90 | 2.40 |
| $Z_U$-30-450 | Ball  | 15    | 8.15e+99       | 0.10     | 1    | 5.45e+03 | 280  | 5.73e+113| 2.89 |
| $Z_U$-30-600 | Ball  | 100   | 1.49e+104      | 0.06     | 1    | 5.46e+03 | 503  | 1.04e+118| 2.89 |
| $Z_{Exp}$-60-78 | Hpoly | 1.3   | 1.47e+16       | 0.07     | 1    | 7.26e+04 | 357  | 9.25e+54 | 4.43 |
| $Z_{Exp}$-80-104 | Hpoly | 1.3   | 6.39e+08       | 0.08     | 3.0  | 1.37e+05 | 1604 | 5.03e+71 | 6.11 |
| $Z_{Exp}$-100-130 | Hpoly | 1.3   | 4.73e+17       | 0.05     | 3.0  | 1.97e+05 | 2851 | 5.73e+113| 2.89 |
| $Z_{Exp}$-60-90 | Hpoly | 1.5   | 9.24e+19       | 0.07     | 1    | 5.68e+03 | 332  | 1.04e+58 | 4.31 |
| $Z_{Exp}$-80-120 | Hpoly | 1.5   | 3.46e+21       | 0.05     | 2.7  | 7.28e+04 | 901  | 9.70e+75 | 4.79 |
| $Z_{Exp}$-100-150 | Hpoly | 1.5   | 5.30e+37       | 0.09     | 3    | 1.27e+05 | 2647 | 2.66e+108| 5.09 |
| $Z_{Exp}$-60-102 | Hpoly | 1.7   | 2.06e+132      | 0.07     | 2    | 4.18e+04 | 329  | 2.65e+175| 5.23 |
| $Z_{Exp}$-80-136 | Hpoly | 1.7   | 1.74e+176      | 0.10     | 2.8  | 5.17e+04 | 857  | 2.63e+237| 5.81 |
| $Z_{Exp}$-100-170 | Hpoly | 1.7   | 3.74e+222      | 0.14     | 3    | 8.06e+04 | 2402 | 1.98e+303| 6.42 |
| $Z_{Exp}$-60-120 | Hpoly | 1.7   | 1.85e+135      | 0.12     | 2    | 3.38e+04 | 337  | 1.89e+177| 5.01 |
| $Z_{Exp}$-80-160 | Hpoly | 2     | 2.27e+186      | 0.15     | 2.6  | 5.72e+04 | 1227 | 2.56e+245| 5.47 |
| $Z_{Exp}$-100-200 | Hpoly | 2     | 5.86e+231      | 0.17     | 3    | 6.37e+04 | 2652 | 1.85e+310| 6.10 |
| $Z_{Exp}$-60-180 | Hpoly | 3     | 2.95e+155      | 0.21     | 2    | 1.98e+04 | 417  | 6.61e+191| 4.03 |
| $Z_{Exp}$-80-240 | Hpoly | 3     | 5.59e+206      | 0.19     | 2.8  | 2.97e+04 | 2497 | 9.47e+260| 4.76 |

For each polytope volume performs 10 runs. Body: type of body in MMC; order: the ratio between the number of generators over the dimension ($n/d$); volume: the mean computed volume; error: relative error; $k$: average number of bodies in MMC; Refl: average number of reflections (or boundary oracle calls) performed by billiard_walk; time: average time in seconds; vol($P_{red}$): volume of the over-approximation; $R$: ratio of fitness by Equation (16); $\epsilon = 0.1$ in all cases.
### Table A.4. Volume Estimation for V-polytopes by volume

| V-polytope | volume | std/mean | $k$ | Refl | error | time | exact time |
|------------|--------|----------|-----|------|-------|------|------------|
| cross-50   | 4.54e+13 | 0.05 | 1.0 | 10.9e+03 | 0.05 | 3 | -- |
| cross-100  | 1.43e-128 | 0.05 | 2.0 | 5.80e+04 | 0.08 | 112 | -- |
| cross-150  | 1.50e-64 | 0.07 | 2.0 | 2.99e+04 | 0.08 | 24 | -- |
| cross-200  | 1.66e-95 | 0.10 | 3.0 | 5.92e+04 | 0.02 | 33 | -- |
| Δ-40      | 1.17e-48 | 0.15 | 6.1 | 2.4e+05 | 0.05 | 230 | 0.008 |
| Δ-60      | 1.12e-82 | 0.14 | 11.2 | 5.13e+05 | 0.07 | 989 | 0.02 |
| Δ-80      | 1.35e-119 | 0.21 | 15.6 | 1.21e+06 | 0.03 | 4140 | 0.07 |
| cube-10   | 1052.4 | 0.07 | 1 | 1.50e+03 | 0.03 | 54 | -- |
| cube-11   | 1930.2 | 0.06 | 1 | 1.5e+03 | 0.06 | 155 | -- |
| cube-12   | 4240.6 | 0.08 | 1 | 1.81e+03 | 0.04 | 567 | -- |
| cube-13   | 7538.2 | 0.06 | 1 | 1.87e+03 | 0.08 | 2937 | -- |
| K-60      | 2.43e-62 | 0.10 | 1.0 | 4.05e+04 | ?? | 178 | -- |
| K-70      | 2.05e-77 | 0.12 | 1.0 | 4.78e+04 | ?? | 298 | -- |
| K-80      | 3.62e-93 | 0.14 | 1.0 | 5.43e+04 | ?? | 466 | -- |
| K-90      | 1.72e-109 | 0.08 | 1.9 | 7.32e+04 | ?? | 756 | -- |
| K-100     | 3.16e-126 | 0.12 | 2.0 | 7.79e+04 | ?? | 1066 | -- |
| E-3-4     | 1.35e-01 | 0.07 | 1.0 | 1.22e+04 | 0.02 | 35.4 | -- |
| E-5-5     | 8.98e-03 | 0.05 | 1.0 | 1.49e+04 | 0.00 | 358 | -- |
| E-7-3     | 1.04e-01 | 0.08 | 1.0 | 1.63e+04 | 0.00 | 403 | -- |
| E-4-4     | 1.43e-02 | 0.07 | 1.0 | 1.74e+04 | 0.02 | 521 | -- |
| ccp-p-5   | 2.31 | 0.07 | 1.0 | 9.24e+03 | 0.00 | 3.1 | 0.02 |
| ccp-p-6   | 1.40 | 0.06 | 1.0 | 1.28e+04 | 0.04 | 8.8 | 44.6 |
| ccp-p-7   | 5.21e-01 | 0.06 | 1.0 | 1.67e+04 | ?? | 29.5 | -- |
| cc-8-5    | 1.77e-03 | 0.04 | 1.0 | 8.79e+03 | 0.02 | 6.9 | 0.03 |
| cc-8-7    | 2.75e+01 | 0.06 | 1.0 | 7.60e+03 | 0.00 | 7.2 | 0.07 |
| cc-8-9    | 3.30e+04 | 0.05 | 1.0 | 7.38e+03 | 0.02 | 19.3 | 0.5 |
| cc-8-11   | 1.40e+06 | 0.07 | 1.0 | 7.22e+03 | 0.01 | 14.1 | 2.4 |
| rvs-10-20 | 1.51e-05 | 0.07 | 1 | 1.11e+04 | 0.06 | 3.2 | 0.01 |
| rvc-10-30 | 5.30e-02 | 0.05 | 1 | 9.65e+03 | 0.05 | 4.5 | 0.09 |
| rvs-10-40 | 3.85e-04 | 0.09 | 1 | 7.19e+03 | 0.05 | 4.8 | 0.4 |
| rvc-10-50 | 0.40 | 0.05 | 1 | 7.27e+03 | 0.02 | 3.7 | 0.9 |
| rvc-15-45 | 1.01e-03 | 0.07 | 1 | 9.34e+03 | 0.04 | 6.2 | 87 |
| rvc-15-60 | 8.72e-04 | 0.05 | 1 | 8.98e+03 | 0.02 | 9.1 | 549 |
| rvc-20-40 | 2.86e-10 | 0.06 | 1 | 1.23e+04 | ?? | 77 | -- |
| rvc-50-200 | 1.04e-18 | 0.08 | 1 | 2.25e+03 | ?? | 215 | -- |
| rvc-60-90 | 1.48e-39 | 0.10 | 3.1 | 5.18e+04 | ?? | 267 | -- |
| rvc-80-120 | 5.94e-97 | 0.08 | 4.5 | 7.88e+04 | ?? | 763 | -- |
| rvc-100-150 | 1.31e-75 | 0.07 | 5.8 | 1.00e+05 | ?? | 2237 | -- |
| rvc-60-120 | 2.05e-72 | 0.11 | 2.2 | 5.39e+04 | ?? | 422 | -- |
| rvc-80-180 | 8.17e-106 | 0.19 | 3.0 | 7.50e+04 | ?? | 1089 | -- |
| rvs-100-200 | 9.13e-142 | 0.13 | 4.1 | 1.05e+05 | ?? | 2520 | -- |
| rvc-60-120 | 2.72e-33 | 0.14 | 2.1 | 5.25e+04 | ?? | 354 | -- |
| rvc-80-160 | 5.32e-49 | 0.15 | 3.0 | 7.93e+04 | ?? | 1052 | -- |
| rvc-100-200 | 1.04e-65 | 0.16 | 4.0 | 1.04e+05 | ?? | 2278 | -- |

For each polytope volume performs 10 runs; volume: average estimated volume; $k$: average number of bodies in MMC; Refl: average number of reflections (or boundary oracle calls) performed by BILLIARD_WALK; error: average relative error; time: average time in seconds; exact time: time in seconds for exact volume computation by qhull (using R package geometry); --: implies the execution failed due to memory issues or exceeded 1hr; ??: the exact volume is unknown; $e = 0.1$ in all cases.
Table A.5. Comparisons between Rounding and the H-polytope Approximation used as Body in MMC of Section 3

| Z-polytope | k | Refl | time | k | Refl | time |
|-----------|---|------|------|---|------|------|
| $Z_{U}-30-60$ | 3 | 3.09e+04 | 54 | 1 | 2.80e+04 | 50 |
| $Z_{U}-40-80$ | 4 | 4.23e+04 | 126 | 1 | 3.89e+04 | 115 |
| $Z_{U}-50-100$ | 5 | 5.53e+04 | 282 | 1 | 5.10e+04 | 270 |
| $Z_{U}-60-120$ | 7 | 9.04e+04 | 825 | 1 | 6.61e+04 | 575 |

For each Z-polytope volume performs 10 runs. $k$: average number of bodies in MMC; Refl: average number of reflections (or boundary oracle calls) performed by billiard_walk; time: average runtime of volume in seconds. We set $\epsilon = 0.1$ in all cases. Bold marks best runtimes. The volumes for each Z-polytope agree up to at most $\epsilon = 0.05$ and are thus omitted.

Fig. A.1. The number of balls in MMC for $rvc$. For each dimension we generate 10 $rvc$ and we compute the number of balls in MMC. We keep the V-polytope with the largest number of balls in MMC and then, for that one, we apply the rounding step and we compute the number of balls in MMC for the rounded polytope.
B SOFTWARE TUTORIAL

This section aims in providing a brief outline on how to reproduce the computational results of this article. First, to run the C++ implementation of volume we suggest to use the R interface. To install the R interface follow the instructions given at the repository:

https://github.com/GeomScale/volume_approximation/blob/v1.1.3/doc/r_interface.md

After installation the user should open an R terminal or alternatively use Rstudio and load the volesti package running:

library(volesti)

Then we start using the package by illustrating polytope generators that could be used to generate polytopes in various representations.

\[
\begin{align*}
    d &= 50 \\
    m &= 200 \\
    HP &= \text{gen\_cube}(d, 'H') \\
    VP &= \text{gen\_cube}(d, 'V') \\
    HP &= \text{gen\_simplex}(d, 'H') \\
    VP &= \text{gen\_simplex}(d, 'V') \\
    HP &= \text{gen\_cross}(d/5, 'H') \\
    VP &= \text{gen\_cross}(d/5, 'V') \\
    HP &= \text{gen\_prod\_simplex}(d) \\
    \text{# product of simplices and Birkhoff polytopes} \\
    \text{# are available only as H-polytopes} \\
    HP &= \text{gen\_birkhoff}(10) \\
    \text{# 10 is the order of the Birkhoff polytope} \\
    HP &= \text{gen\_rand\_hpoly}(d, m) \\
    \text{# m is the number of facets} \\
    VP &= \text{gen\_rand\_vpoly}(d, m) \\
    \text{# m is the number of vertices} \\
    ZP &= \text{gen\_rand\_zonotope}(d, m, \text{generator} = 'uniform') \\
    \text{# m is the number of generators} \\
    \text{Note that when the value of the input flag of generator in the gen\_rand\_zonotope() is 'uniform' then the function generates a random } Z_H^{-d\cdot n}. \text{ Other options are 'gaussian' for random } Z_N^{-d\cdot n} \text{ and 'exponential' for random } Z_{\text{Exp}}^{-d\cdot n}. \\
    \text{To estimate the volume of a polytope with our implementation of volume the user should use the function volume(). The output contains both the estimated volume and its logarithm (useful in overflow or underflow cases).} \\
    \text{pair\_vol} &= \text{volume}(HP) \\
    \text{# get the logarithm of the estimation}
\end{align*}
\]
\log\_vol = pair\_vol$
# get the volume estimation
vol = pair\_vol$volume

To request polytope rounding before volume estimation using the methods we introduced in Section 3 run:

pair\_vol = volume(HP, rounding = "isotropy")

To estimate the volume with algorithm CoolingGaussian as described in [17],

pair\_vol = volume(HP, setting = list("algorithm" = "CG"))

To compute the PCA over-approximation of a Z-polytope,

res\_list = zonotope\_approximation(ZP, fit\_ratio = TRUE)
# The over-approximation computed with PCA
ZPred = res\_list$P
# the ratio of fitness of the computed over-approximation
fit\_ratio = res\_list$fit\_ratio
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