Estimates of critical quantities from an expansion in mass: 
Ising model on the simple cubic lattice

Hirofumi Yamada
Division of Mathematics and Science, Chiba Institute of Technology, Shibazono 2-1-1, Narashino, Chiba 275-0023, Japan
(Dated: April 7, 2015)

PACS numbers: 11.15.Me, 11.15.Tk, 64.60.Bd, 64.60.De

I. INTRODUCTION

Since the invention of lattice field theories, the border between condensed matter models and field theoretic models is lost and the two fields of physics are unified [1, 2]. Traditionally, the both systems are described in terms of $\beta$ which indicates the inverse temperature or the inverse bare coupling constant. In the field theory side, we notice that the lattice spacing $a$ or the equivalent full-mass can play the role of the basic parameter describing the models through the dependence of the bare coupling constant on $a$. This feature naturally appears in the large $N$ limit of field theoretic models [3]. Also for finite-$N$ case of non-linear sigma models, it was shown that the scaling behavior of the inverse bare coupling has been captured from an expansion method in inverse powers of the mass [4]. Then, it is a natural step to take the reverse point of view into the condensed matter models. That is, from mathematical analogy of field theory models, the inverse temperature $\beta$ may be effectively described in the correlation length or the corresponding dimensionless mass parameter. The behavior of the inverse temperature and other quantities like the magnetic susceptibility would be then governed by the dependence of them on the mass. The critical point is universally specified by the massless point and the scaling behavior described in the mass may emerge as the asymptotic behavior in the vicinity of the point.

In the present paper, we consider the 3-dimensional (3D) Ising model on the simple cubic lattice and try to estimate critical quantities, the critical temperature and critical exponents by the use of sole information in the high temperature expansion which is equivalent with, in terms of the mass, the expansion in the inverse powers of the mass. To the best of our knowledge, most of the unbiased and self-contained computation has been carried out in field theoretic models and computer simulations. For instance in Ising universality class at three dimension, there exist only a few literatures [5, 6] where pure series expansions (high temperature expansions without universality hypothesis) of Ising models themselves were employed for the full exponents computation in a self-contained manner. As the unbiased analysis for the first time, Guttmann studied the 19th order high temperature series and obtained the estimates of $\beta_c$, $\gamma$ and $\nu$ on three 3D lattices [3] by the use of differential approximants method [7]. After a decade, using the same method, Butera and Comi investigated 21st order high temperature series for the $N$ vector model and estimated those three quantities [6]. In general, accurate estimation of critical quantities becomes possible under the bias of the inverse critical temperature $\beta_c$ and/or the correction-to-scaling exponent $\theta$ from external sources. It is desirable, however, to equip necessary tools in one computation framework and we like to propose a self-contained approach to critical quantities in the expansion in a mass parameter.

We adopt as the basic argument the second moment mass $M = 3\chi/\mu$ where $\chi$ and $\mu$ denote the magnetic susceptibility and the second moment, respectively. In the high temperature expansion, $\chi$ and $\mu$ can be expanded in powers of $\beta$ and the inversion of $M(\beta)$ gives the series expansion of $\beta$ in $1/M$. The key ingredient is the function $f$ expressed by $M$. The analogous relation in field theories is the inverse bare coupling expressed by $a\Lambda$ where $\Lambda$ means a finite mass scale. The dimensionless mass $M$ plays the role of the square of $a\Lambda$.

From the form of the asymptotic expansion near the critical point, we consider that the critical behaviors of $\beta(M)$ and also other quantities are endowed with linear differential equations (LDE) with constant coefficients [8]. The LDE describing the scaling law in terms of $M$ is not satisfied by $\beta(M)$ at large $M$. On the other hand our information available is the $1/M$ expansion of $\beta(M)$ with a certain convergence radius. Thus, it is not allowed to use LDE to the $1/M$ series. However, the so-called $\delta$-expansion is expected to change the status drastically [3]. Let us denote a function of interest be $f(M)$ and its truncated $1/M$ expansion, $f_\bar{c}(M)$. As well, $f_{<}(M)$ denotes the asymptotic expansion valid in the vicinity of the critical point $M = 0$. Then, it has been verified in some models that $\delta$-expansion induces a transform of $f_{>}(M)$ to $f_{>}(t)$ and $f_{>}(t)$ turns out to be effective to investigate the critical behavior of $f(M)$, as confirmed by the plots of $f_{>}(t)$ and its derivatives. In other words, the critical quantities may be extracted by the
LDE expected to be satisfied by \( \bar{f}_c(t) \) at supposed matching region of \( f_c(t) \) and \( f_c'(t) \). For a detailed analysis on the 2D square Ising model, see ref. [8]. After the confirmation of the scaling region realized in \( f_c(t) \) when necessary, we estimate critical quantities \( \beta_c, \nu, \omega (= \theta/\nu), \eta \) and \( \gamma \) in a fully self-contained way.

This paper is organized as follows: In section 2, we briefly review the method of \( \delta \) expansion on the lattice. In section 3, we shall estimate \( \beta_c \) from an expansion in the mass \( M \) in an unbiased manner. Rough estimation of \( \nu \) is also obtained. In section 4, we investigate in detail an improved estimate of critical exponents. First, we estimate \( \nu \) and \( \eta \) by making use of the result \( \nu \sim 0.84 \) summarized in ref. [10]. Then, unbiased and self-contained estimation of the exponents \( \omega, \nu, \eta \) and \( \gamma \) is attempted. The last section is devoted to concluding remarks.

II. \( \delta \)-EXPANSION

Let a given thermodynamic quantity as a function of \( M \) be \( f(M) \) and has the limit, \( \lim_{M \to 0} f(M) = f_c \). Then, our task is to estimate \( f_c \) via the \( 1/M \) expansion of \( f \) to the order \( N \) denoted by \( f_{>N} = \sum_{n=0}^{N} a_n M^{-n} \). We change the variable from \( M \) to \( t \) by

\[
M = \frac{1-\delta}{t}, \quad (0 \leq \delta \leq 1), \quad \text{(2.1)}
\]

and view the function in \( t^{-1} \) space where the critical region is enlarged by the factor \( 1 - \delta \). Then, expand the function \( f_{>N}((1-\delta)/t) \) in powers of \( t \). By the expansion in \( \delta \), typical term \( M^{-n} \) in \( f_{>N} \) becomes as

\[
M^{-n} = t^n \left( 1 + n \delta + \frac{n(n+1)}{2} \delta^2 + \cdots \right). \quad \text{(2.2)}
\]

By truncating the \( \delta \)-expansion at \( \delta^L \) and putting \( \delta = 1 \), we obtain

\[
M^{-n} \to \frac{(L+n)!}{n! L!} \cdot t^n. \quad \text{(2.3)}
\]

Thus, the \( \delta \)-expansion of \( f_{>N} \) to order \( L \) gives

\[
f_{>N} \to \sum_{n=0}^{N} a_n \frac{(L+n)!}{n! L!} t^n. \quad \text{(2.4)}
\]

Empirically, it is found that the truncation order \( L \) gives best result when \( L \) depends on \( N \) such that \( 3, 9 \)

\[
L = N - n. \quad \text{(2.5)}
\]

Throughout this paper we employ the prescription \( 2, 5 \). Then

\[
M^{-n} \to \frac{N!}{n!(N-n)!} t^n, \quad \text{(2.6)}
\]

with the binomial factor

\[
\binom{N}{n} = \frac{N!}{n!(N-n)!} = \frac{\Gamma(N+1)}{\Gamma(n+1)\Gamma(N-n+1)}. \quad \text{(2.7)}
\]

We notice that \( \binom{N}{0} = 1 \) and \( M^0 \to t^{-0} \). The \( \delta \)-expansion keeps a constant term invariant.

Thus, we define the \( \delta \)-expansion of \( f_{>N}(M) = \sum_{n=0}^{N} a_n M^{-n} \) by

\[
f_{>N}(M) \to \sum_{n=0}^{N} a_n \left( \frac{N}{n} \right) t^n =: D_N[f_{>N}(M)] =: \bar{f}_{>N}(t). \quad \text{(2.8)}
\]

To summarize, the \( \delta \)-expansion creates a new function \( \bar{f}_{>N}(t) \) associated with \( f_{>N}(M) \) by transforming the coefficient from \( a_n \) to \( a_n(N/n) \) which depends on the order \( N \). The symbol \( D_N \) denotes the order dependent transformation from \( f_{>N}(M) \) to \( \bar{f}_{>N}(t) \). Since \( \binom{N}{n} \to \frac{N!}{n!} (\text{for fixed } N \to \infty) \), one might think that the series becomes ill-defined in the \( N \to \infty \) limit. However, it is shown in some simple models that there exists a region of the form \( (0, t_0) = I \) where \( \bar{f}_{>N}(t) \) develops a plateau there and converges almost everywhere to \( f_c \) as \( N \to \infty \). This is generally highly conceivable, since putting \( \delta = 1 \) means \( M = 0 \) for every \( t \) (see (2.1)). We thus assume that, when \( \lim_{M \to 0} f(M) = f_c \), exists

\[
\lim_{N \to \infty} \bar{f}_{>N}(t) = f_c \quad \text{(2.9)}
\]

over a certain region \( I \). As explicitly studied in ref. [8], in one-dimensional Ising model, the above result is analytically confirmed. In the square Ising model, numerical analysis to large orders of \( 1/M \) expansion has also served us the convincing result supporting (2.9). In the case of simple cubic lattice, we can confirm (2.9) by the direct numerical experiment for relevant functions as shown in various plots (see, for example, the plots of \( D_N(\beta_{>N}) = \beta_{>N} \) in FIG. 1). The point is, in the \( t \)-space, the whole region of \( I \) becomes the scaling region as long as the order \( N \) is high enough. We emphasize that the effective region does not include the origin \( t = 0 \) inside.

In the presence of phase transition, we must deal with the case where the expansion of \( f \) around \( M = 0 \) is not regular. Then we consider how in such a case the \( \delta \)-expansion affects the small \( M \) behavior of \( f(M) \), supposing that \( f \) behaves at small enough \( M \) as \( f \sim f_c + f_1 M^\alpha_1 + f_2 M^\alpha_2 + \cdots =: f_c + \sum_{\alpha} \) where \( 0 < \alpha_1 < \alpha_2 < \cdots < \alpha \). When \( M = t^{-\delta} (1 - \delta) \) is substituted into \( f(M) \) and \( ((1-\delta)/t)\alpha \) is expanded in \( \delta \), giving \( M^\alpha = t^{-\alpha} (1 + \alpha \delta + \cdots) \), a reasonable truncation protocol for the best matching with \( \bar{f}_{<N}(t) \) is not found on logical grounds yet. Here also, we proceed along with experiences. In some physical models, we found that the formal extension of (2.6),

\[
M^\alpha \to \left( \frac{N}{-\alpha} \right) t^{-\alpha}, \quad \text{(2.10)}
\]

where

\[
\left( \frac{N}{-\alpha} \right) = \frac{\Gamma(N+1)}{\Gamma(-\alpha+1)\Gamma(N+\alpha+1)} \quad \text{(2.11)}
\]

provides us the best matching. We follow the above working rule here and take that the \( \delta \)-expansion of \( f_c(M) \) is given by

\[
D_N[f_c(M)] = f_c + f_1 \left( \frac{N}{-\alpha_1} \right) t^{-\alpha_1} + \cdots. \quad \text{(2.12)}
\]
The generalized binomial factor \( \binom{N}{-\alpha} \) vanishes when \( \alpha = 1, 2, 3, \cdots \) and
\[
D_N[M^\alpha] = 0, \quad (\alpha = 1, 2, 3, \cdots). \tag{2.13}
\]
This means that the regular contributions in the scaling region are essentially deleted by the \( \delta \) expansion. For non-integer positive power of \( M \), the factor decreases with the order and disappears in the \( N \to \infty \) limit,
\[
\binom{N}{-\alpha} \to \frac{N^{-\alpha}}{\Gamma(-\alpha+1)} \to 0, \quad (N \to \infty). \tag{2.14}
\]
Larger the exponent \( \alpha \), decreases faster due to the new amplitude \( \binom{N}{-\alpha} f_n \). All these facts favors the consideration of \( \bar{f}_N(t) \) instead of \( f_N(M) \).

In the present work, our task is summarized to estimate \( f_c \) and \( \alpha_k \ (k = 1, 2, \cdots) \) from the known series \( 2.8 \). In the process, we use derivatives of \( f_N (= f_{> N} \ or \ f_{< N}) \). To this end we remark that \( D_N \)-operation and differentiation is commutable. It is convenient to use the following abbreviate notation,
\[
\left( \frac{d}{dt} \right)^k \bar{f}_N(t) = \bar{f}_N^{(k)}(t), \quad (k = 0, 1, 2, 3, \cdots). \tag{2.16}
\]
From \( 2.8 \) and the property of the binomial factor, we obtain
\[
\bar{f}_{> N}^{(1)} = N(\bar{f}_{> N} - \bar{f}_{> N-1}). \tag{2.17}
\]
This relates the derivative to the backward difference of the functions with respect to \( N \). It means that the stationary point of \( \bar{f}_{> N} \) sits on the curve of \( \bar{f}_{> N-1} \), one lower order function. The second order derivative obeys similar constraint,
\[
\bar{f}_{> N}^{(2)} = N(N-1)(\bar{f}_{> N} - 2\bar{f}_{> N-1} + \bar{f}_{> N-2}) + \bar{f}_{> N}^{(1)} \tag{2.18}
\]
Hence, when \( \bar{f}_{> N}^{(1)} = \bar{f}_{> N}^{(2)} = 0 \) at \( t = t^* \), it follows that \( \bar{f}_{> N} = \bar{f}_{> N-1} = \bar{f}_{> N-2} \) at \( t = t^* \). In general, \( 2.17, \tag{2.17} \tag{2.18} \) and their higher order followers state on the convergence issue of the sequence of estimates. If \( f_c \) is estimated by the stationary point of \( \bar{f}_{> N} \) and the result is successful, the derivative \( \bar{f}_{> N}^{(1)} \) must be almost vanishing around the estimation point \( t^* \) for large enough \( N \) and then, from \( 2.17, \tag{2.17} \), \( \bar{f}_{> N}(t^*) \sim \bar{f}_{> N-1}(t^*) \), signaling the convergence behavior (note that \( N \gg 1 \) is multiplied to the difference).

\[\beta_\gamma = x - 6x^2 + \frac{124}{3} x^3 - 312x^4 + \frac{12596}{5} x^5 - 21432x^6 + \frac{1330848}{7} x^7 - 1745344x^8 + \frac{14838438}{9} x^9 - 797787336 \cdot 5 x^{10} + 17341288504 \cdot 11 x^{11} - 15857888272x^{12} + 2106367479672 \cdot 13 x^{13} - 11748802870160 \cdot 7 x^{14}\]

III. ESTIMATION OF \( \beta_c \) AND \( \nu \)

The Ising model on the simple cubic lattice is defined by the action
\[
S = -\beta \sum_{<i,j>} s_is_j, \quad s_i^2 = 1, \quad \tag{3.1}
\]
where the spin sum is over all nearest neighbour pair on the periodic lattice. Our purpose here is to estimate the inverse of the critical temperature \( \beta_c \) defined in our approach by
\[
\beta_c = \lim_{M \to \infty} \beta(M). \tag{3.2}
\]
Past studies up to 2002 year on the estimation of \( \beta_c \) and exponents are reviewed by Pelissetto and Vicari \( 10 \) in comprehensive manner. Of course there are important new contributions after ref. \( 10 \) on the subject of accurate estimations of the critical quantities \( 11-20 \). The best estimations of \( \beta_c \) to our knowledge before 2002 are \( \beta_c = 0.22165459(10) \tag{21}, \beta_c = 0.2216595(15) \tag{22}, \beta_c = 0.2216545(1) \tag{11}, \beta_c = 0.22165455(3) \tag{2}, \beta_c = 0.22165463(8) \tag{15} \) and \( \beta_c = 0.221652(2) \tag{20} \). Newer estimations agree with each other to the first 6 decimal places and, in this work, we refer the range of \( \beta_c \) as the modest one,
\[
\beta_c = 0.22165 \sim 0.22166, \quad \tag{3.3}
\]
within which all recent estimates are included. The world average of \( \nu \) up to the review \( 10 \) is given by \( \nu = 0.6301(4) \). Newer estimates are \( \nu = 0.63002(10) \tag{15}, \nu = 0.6305(5) \tag{16}, \nu = 0.63065(6) \tag{14}, \nu = 0.63048(32) \tag{17}, \nu = 0.629(1) \tag{18}, \nu = 0.62999(5) \tag{19} \) and \( \nu = 0.63018(8) \tag{20} \). Now, though most accurate estimates come from \( 15 \) and \( 19 \), we refer
\[
\nu = 0.6301(4) \quad \tag{3.4}
\]
summarized in \( 10 \), since further accumulation of estimates seems to be waiting for.

A. Preliminary studies

Our approach is based upon the high temperature expansion. The magnetic susceptibility and the second moment have been computed up to \( \beta^{25} \) by Butera and Comi \( 23 \). From the definition of the second moment mass squared \( (M = 3\chi/\mu) \) and the result reported in \( 23 \), we find by the simple inversion of \( M(\beta) \),
series to a few orders reads

\[
\begin{align*}
&263968267347944 x^{15} - 186504592354608 x^{16} + 33924951987330804 x^{17} - 21535692193295224 x^{18} \\
&+ 4449606807205690200 x^{19} - 1282120588102119992 x^{20} + 197756701920466780928 x^{21} \\
&- 344286982688927835376 x^{22} + 80156432259652309452520 x^{23} - 116948936021276297965072 x^{24} \\
&+ 1094658297290415563857296 x^{25} + O(x^{26}),
\end{align*}
\]

where

\[
x := \frac{1}{M}. \tag{3.6}
\]

The result of the \(\delta\)-expansion to the order \(N\) is readily obtained by multiplying the binomial factor to the \(n\)th order coefficient \(b_n\), giving

\[
\bar{\beta}_{>N} := D_N[\beta_{>N}] = \sum_{n=1}^{N} b_n \binom{N}{n} t^n. \tag{3.7}
\]

Now, we turn to argue the behavior of \(\beta\) near the critical point to prepare our estimation work. In the study of phase transition via series expansion technique, we rely upon heuristic assumption of the power law near transition point. In reference to \([10]\), we start the arguments by the consideration of the Wegner expansion \([24]\) of the correlation length \(\xi\) at temperatures near the critical temperature in terms of the reduced temperature \(\tau = 1 - \beta/\beta_c\). Let the spectrum of powers of corrections be generated by the basic ones, \(1, \theta, \theta_1, \theta_2, \ldots\) and their integer multiples. Then,

\[
\xi \sim f \tau^{-\nu} \left[ 1 + \left\{ a_0 \theta (1 + a_1 \theta + a_2 \theta^2 + \cdots) + a_2 \theta^2 (1 + a_1 \theta + a_2 \theta^2 + \cdots) + \cdots \right\} \right] + \xi_R,
\]

where \(\xi_R = const \times \tau (1 + r_1 \tau + r_2 \tau^2 + \cdots)\) stands for the analytic back ground and \(0 < \theta < \theta_1 < \theta_2 < \cdots\). The inversion yields a series in \(\xi/f\) with the spectrum of exponents of the form scaled by \(\nu, -1/\nu, - (n_1 + n_2 \theta_1 + n_3 \theta_2 + \cdots)/\nu\) where \(n, n_1, n_2, n_3, \ldots\) are all non-negative integers. Leading term is \((\xi/f)^{-1/\nu}\) provided \(\theta < 1\) and the next term is \((\xi/f)^{-1(1+\theta)/\nu}\). Here, we pose the assumption that \(\theta_1 > 1\) and then the third term proves to be \((\xi/f)^{-1(1+\theta)/\nu} = (\xi/f)^{-2/\nu}\) (provided \(\theta > 1/2\). Then, inversion of the above series to a few orders reads

\[
\tau = (\xi/f)^{-1/\nu} + \frac{a}{\nu} (\xi/f)^{-1(1+\theta)/\nu} + \frac{b}{\nu} (\xi/f)^{-2/\nu} + \cdots. \tag{3.9}
\]

Using \(\xi^{-2} \sim M (1 + const \times M + \cdots)\) near the critical point, we have \(\xi^{-1/\nu} \sim M^{1/2\nu} (1 + const \times M + \cdots)\) and the term of order \(M^{1/2\nu+1}\) appears. This term belongs to rather higher orders in our study and thus we arrive at

\[
\tau = f^b M^{\frac{\beta}{\nu}} (1 + \frac{a}{b^\nu} f^b M^{\frac{\beta}{\nu}} + \frac{b}{b^\nu} M^{\frac{\beta}{\nu}} + \cdots) \tag{3.10}
\]

and

\[
\beta = \beta_c (1 - \tau). \tag{3.11}
\]

Having finished a survey on the series, let us start the argument by supposing the scaling behavior of inverse temperature in the power-like form. By the combination of \(3.10\) and \(3.11\), we write

\[
\beta_c = \beta_c - A_1 x^{-p_1} - A_2 x^{-p_2} - A_3 x^{-p_3} - O(x^{-p_4}) \tag{3.12}
\]

where \(0 < p_1 < p_2 < p_3 < \cdots\) and

\[
\bar{\beta}_c = \beta_c - \bar{A}_1 t^{-p_1} - \bar{A}_2 t^{-p_2} - \bar{A}_3 t^{-p_3} - O(t^{-p_4}), \tag{3.13}
\]

where

\[
\bar{A}_n = A_n \left( \frac{N}{-p_n} \right). \tag{3.14}
\]

We note that

\[
p_1 = \frac{1}{2\nu}, \quad p_2 = \frac{1 + \theta}{2\nu}, \quad p_3 = \frac{1 + 1}{2\nu}. \tag{3.15}
\]

Since \(\left( \frac{N}{-p_n} \right) \to 0\) as \(N \to \infty\), we may assume that over a certain region of \(t\),

\[
\lim_{N \to \infty} \bar{\beta}_c = \bar{\beta}_c. \tag{3.16}
\]

The effects of \(\delta\)-expansion are clearly shown in the plots of relevant functions. For an example, the plot of \(\bar{\beta}_{>25}(x)\) and \(\bar{\beta}_{>25}(t)\) in FIG. 1 shows that \(\bar{\beta}_{>25}(t)\) exhibits the trend of approaching to the limit \(\bar{\beta}_c\), while \(\bar{\beta}_{>25}(x)\) has no sign of the scaling, as it would. This numerical examination provides a clear evidence that the \(\delta\)-expansion gives effective function of \(t\) capturing the scaling behavior at non-large \(t\). We also show in FIG. 2 the plots of \(\bar{\beta}_{>25}\) and \(\bar{\beta}_{>25}^{(k)}\) for \(k = 1 \sim 5\). Also in the derivatives, it seems that the scaling behaviors have emerged: After oscillations of a few or several times, the derivatives set in their scaling behaviors of monotonically approaching to zero. It however needs a detailed study to judge to what level or grade the observed behaviors can be classified. On this respects, see FIG. 3 where the logarithmic plots of the derivative \(\bar{\beta}^{(k)}(x)\) \((k = 1, 2, 3, 4)\),

\[
\bar{\beta}^{(k)}(x) = (-1)^{k+1} \left( p_1^k \bar{A}_1 t^{-p_1} + p_2^k \bar{A}_2 t^{-p_2} + \cdots \right). \tag{3.17}
\]
for the square and cubic models are shown.

We note that the linear-like behavior in \( \log t \) is necessary for a benchmark of the scaling, since \( \log((-1)^{k+1} \bar{\beta}^{(k)}) = \log(p_{1}^{k}A) - p_{1} \log t + O(t^{-p_{2}+p_{2}}) \). If the behavior of \( \log((-1)^{k+1} \bar{\beta}^{(k)}) \) is linear and the correction \( O(t^{-p_{2}+p_{2}}) \) is negligible, then the leading terms are dominant and the scaling behavior is pure and high grade. In this case, the gradient yields a good approximation for \( -p_{1} = -1/(2\nu) \). If the behavior is linear-like but the correction is still affective, the scaling behavior is a mixture of the leading and correction terms.

The square model at 25th order exhibits clear and almost pure scalings for the first and second derivatives, as shown in FIG. 3 (We have used an exact mass \( M = 2(\cosh \xi^{-1} - 1) \) \[25\] where the correlation length \( \xi \) is given by \( \beta \) as \( \xi^{-1} = -\log \tanh \beta - 2\beta \) \[26\]. The points appropriate for the linearization of the first derivative are at \( t = 0.172647 \cdots \) and \( 0.210147 \cdots \). The gradients at respective points are \( -0.515381 \cdots \) and \( -0.508829 \cdots \), respectively. As for the second derivative, the linearization is suitable at \( t = 0.190590 \cdots \) and the gradient takes the value \( -0.544483 \cdots \).

As expected, the value of the gradient in the first derivative at larger \( t \) is most accurate to the exact value \( -1/(2\nu) = -0.5 \). The second order derivative shows rather mixed scaling and the fourth order, weak and obscure. Thus, the times of differentiation increases, the scaling behavior becomes less-qualified.

At 3-dimension, the scaling behavior is not so high graded compared to the 2-dimensional case. For instance, the curve of the third order derivative is located at the upper region of that of the second order one, while the former must originally be in the lower region at the scaling. Thus, the trend of the scalings are indeed implied by the linear-like behavior, but the level of the scaling is not so high except for the first order. The vertical intervals between the derivatives are narrower at 3D compared with the 2D case. This is due to the fact that the interval roughly given by \(- \log p_{1} \) is smaller for 3D model implying the closeness of \( p_{1} = 1/(2\nu) \) to unity.

We emphasize that, the \( \delta \)-expansion is still effective to uncover the scaling region within small \( t \) regime. In particular for \( \bar{\beta}_{>N} \), it is obtained as the integration of its first derivative and the scaling behavior is expected to be better. The problem is that the leading correction of order \( O(t^{-p_{1}}) \) is not negligible in \( \bar{\beta}_{>N} \) and accuracy of estimate by the stationary point in the plateau would not be so good; The leading correction to \( \bar{\beta}_{c} \) is given as \( A_{1}t^{-p_{1}} \) which is still active in the effective region of \( \bar{\beta}_{>N} \) for \( N \leq 25 \). Now then, our idea upon the estimation of \( \bar{\beta}_{c} \) is to cancel dominant corrections to \( \bar{\beta}_{c} \) in \[3.13\] by incorporating the derivative and consider the combination, 

\[
\left[ 1 + p_{1}^{-1} \frac{d}{d \log x} \right] \bar{\beta}_{c}.
\]  \[3.18\]
Then it holds approximately at large \( x \) (small \( M \)) that

\[ [1 + p_1^{-1} \frac{d}{d \log x}] \beta_x < \sim \beta_c. \quad (3.19) \]

The discrepancy between both sides is of order \( O(x^{-p_2}) \) and reduced to the second order correction.

From (3.19) again, for large \( N \), \( \beta_{<N} \) would approximately obey (3.20) over a certain region that

\[ [1 + p_1^{-1} \frac{d}{d \log t}] \beta_{<N} = \beta_c + O(t^{-p_2}), \quad (3.20) \]

where \( \beta_{<N}(t) := D_n[\beta_{<}(M)] \). We notice that, as the extension, one can readily build up \( K \)th order LDE such that

\[ \prod_{k=1}^K \left[ 1 + p_k^{-1} \frac{d}{d \log t} \right] \beta_{<N} = \beta_c + O(t^{-p_{K+1}}), \quad (3.21) \]

for \( K = 1, 2, 3, \ldots \). For the sake of notational simplicity, we denote

\[ \Psi_{<} := \prod_{k=1}^K \left[ 1 + p_k^{-1} \frac{d}{d \log t} \right] \beta_{<N}. \quad (3.22) \]

Making use of (3.21) or (3.22), we carry out estimation of \( \beta_c \) and \( \nu \) in the following subsections.

Closing comment on the naturalness of the scheme based upon LDE: We note that (3.12) can be written as \( \beta = \beta_c - A_1 e^{-p_1 \log x} - A_2 e^{-p_2 \log x} - \ldots \). This form urges us to consider that the series is an expansion in eigen functions of the linear operator \( \prod_k [p_k + d/d \log x] \). When there exists a quantity in which some terms are multiplied by the logarithmic factor of \( x \) giving \( \log x \times x^{-\lambda_k} \), it means that the eigen value \( \lambda_k \) is doubly degenerated. The magnetic susceptibility and the specific heat at 2D just correspond to such a case. Also in field theoretic models, ordinary quantum corrections come as logarithmic corrections. The approach explored in this work would be capable of handling these cases.

### B. Estimate of \( \beta \) and \( \nu \) with the 1st order LDE

The starting point is (3.20) which states that \( \Psi_{<} = [1 + p_1^{-1}(d/d \log t)] \beta_{<N} \) approaches as \( N \to \infty \) to \( \beta_c \). First, at finite \( N \), we employ the principle of minimum sensitivity (PMS) [27]. The use of the principle is quite natural since the convergence region of the left-hand-side of (3.20) or (3.21) should appear as a plateau. Thus, the value of \( \Psi_{<} \sim \Psi_{>} = \bar{\beta}_{>N} + p_1^{-1} \beta_{>N} \) at a possible stationary point gives an estimation of \( \beta_c \). To obtain numerical results, it needs the value of \( p_1 = 1/(2\nu) \). Hence, to fix all unknown quantities \( \beta_c \) and \( p_1 \), we extend PMS condition such that the stationarity of \( \Psi_{>} \) is maximal at a proper value of \( p_1 \) by further imposing the second derivative \( \Psi_{>}^{(2)} = \beta_{>N}^{(2)} + p_1^{-1} \beta_{>N}^{(3)} \) to vanish or be minimal in the magnitude. Now, the point is to remind that \( \bar{\beta}_{>N} \) is expected to simulate the scaling behavior in some region. From FIG. 1, we convince ourselves that the upper limit of the region showing the scaling behavior of \( \bar{\beta}_{>N}^{(k)} (k = 0, 1, 2) \) is about \( t \sim 0.15 \). Encouraged from this, we replace \( \bar{\beta}_{<N} \) by \( \bar{\beta}_{>N} \) in the estimation task under extended PMS.

Explicitly the extended PMS condition in terms of \( \bar{\beta}_{>N}^{(k)} \) reads

\[ \Psi_{>}^{(1)} = \bar{\beta}_{>N}^{(1)} + p_1^{-1} \beta_{>N}^{(2)} = 0, \quad (3.23) \]
\[ \Psi_{>}^{(2)} = \bar{\beta}_{>N}^{(2)} + p_1^{-1} \beta_{>N}^{(3)} \sim 0. \quad (3.24) \]

The symbol \( \sim \) in the second condition means the local minimality in the magnitude. It is straightforward first to obtain \( p_1^{-1} \) from (3.23) as the function of \( t \) which indicates the estimation point and local object. To avoid possible confusion we denote the solution as \( \rho(t) \). Thus, \( \rho(t) = -\bar{\beta}_{>N}^{(1)}/\bar{\beta}_{>N}^{(2)} \).

Then, substituting it into (3.24), we obtain \( \Psi_{>}^{(2)} = \bar{\beta}_{>N}^{(2)} - \rho(t)(\bar{\beta}_{>N}^{(2)})^2 + (\bar{\beta}_{>N}^{(2)})^3/\bar{\beta}_{>N}^{(3)} \) and from \( \Psi_{>}^{(2)} \rho(t) \sim 0 \) the point \( t = t^* \) at which the stationarity is maximally realized is found. Next, \( \rho(t^*) = 1/p_1 \) gives the estimate of \( \nu \) by \( \nu = 1/(2p_1) \). In this manner, we have estimation of \( \beta_c \) by

\[ \beta_c = \Psi_{>} \bigg|_{t=t^*} = \bar{\beta}_{>N}(t^*) + (1/p_1^*)^\beta_{>N}^{(3)}(t^*). \quad (3.25) \]

We carry out this procedure from 4th order to 25th order. The reliable and steady trend of our approach emerges from 13th order. The trend is the characteristic scaling behavior that the \( \rho(t) \)-substituted second derivative \( \bar{\beta}_{>N}^{(2)} + \rho(t)\bar{\beta}_{>N}^{(3)} \) should exhibit, which we describe below: The solution \( \rho(t) \) should behave at \( t \) in the critical region as

\[ \rho(t) = \frac{\sum_{k=1}^\infty p_k A_k t^{-p_k}}{\sum_{k=1}^\infty (p_k)^2 A_k t^{-p_k}} = \frac{1}{p_1} - \frac{p_2 A_2}{p_1 A_1} (p_2 - p_1) t^{-(p_2 - p_1)} + \ldots. \quad (3.26) \]

Then \( \Psi_{>}^{(2)} = \bar{\beta}_{>N}^{(2)} + \rho(t)\bar{\beta}_{>N}^{(3)} \) loses term \( t^{-(p_2 - p_1)} \) and has to behave as

\[ \Psi_{>} = \frac{p_2}{p_1} (p_2 - p_1)^2 A_2 t^{-p_2} + \ldots. \quad (3.27) \]

Note that \( \rho(t) \to 1/p_1 \) since \( (N^{-p_2}/(N_{p_1})) \sim \Gamma(1-p_2)/\Gamma(1-p_1) \times N^{-p_2 + p_1} \) tends to zero \( (p_1 < p_2) \) as \( N \to \infty \). In the same manner, the correction in (3.27) vanishes in the \( N \to \infty \) limit. At finite order, the correction \( \sim const \times t^{-p_2} \) remains yet and the weak peak about \( t \approx 0.09 \) at \( N = 13 \) is interpreted to show the transition from high temperature to the scaling region though which is not developed yet. This is supported by the higher order plots of \( \Psi_{>}^{(2)} = \bar{\beta}_{>N}^{(2)} + \rho(t)\bar{\beta}_{>N}^{(3)} \) as seen in FIG. 4(a). The dotted vertical lines in FIG. 4(a) and (b) represent the value of \( t \) at which \( \bar{\beta}_{>N}^{(2)} + \rho(t)\bar{\beta}_{>N}^{(3)} = 0 \) and \( \rho(t) \to \pm \infty \). As shown in FIG. 4 (a), (b) at 13th order, we obtain two candidates of the estimated \( \beta_c \). One comes from the zero of \( \Psi_{>}^{(2)} = \bar{\beta}_{>N}^{(2)} + \rho(t)\bar{\beta}_{>N}^{(3)} \) and the other from the local minimum of it. The first candidate lies the outside \( (t \sim 0.07) \) and the other in the beginning \( (t \sim 0.12) \) of the scaling region. The later one represented by the blue cross is also the
point marking the upper limit of the reliable region of the truncated $\Psi_{>}(t)$, $\rho(t)$ and $\Psi_{>}(t)$. Hence, we regard the candidate marked by the blue cross as important and optimal. Actual values computed are $\beta_c = 0.218638$ (at $t^* = 0.068789$) and $\beta_c = 0.220024$ (at $t^* = 0.116908$). To summarize, we can thus select which solution is the best choice among appeared. We note that at the point where $\Psi_{>}(t) = 0$, $\rho(t)$ becomes extremal. At general order $N$, this is found by the direct differentiation of $\rho(t)$ by $\log t$.
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**Fig. 4:** (Color online) Plots of (a) $\Psi_{>}(\rho(t), t) = ((\beta^{(2)}_{>})^2 - \beta^{(1)}_{>})/\beta^{(2)}_{>}$, (b) $\rho(t)$ and (c) $\Psi_{>}(\rho^*, t)$ at $N = 13$. Vertical dashed lines in (a) and (b) indicate the singular points coming from the solution of $\beta^{(2)}_{>} = 0$. They are at $t = 0.01526$ and 0.14768. Table that between the two points, $\rho$ is positive definite. The range of optimal stationary points are thus limited within $0.01526 < t^* < 0.14768$. Two candidates of physical interest due to the extended PMS are indicated by the red triangle and blue cross. Among them, important one is the solution represented by the blue cross, which we call proper solution, because it lies in the place where the critical region begins to appear. The lower plot shows two $\Psi_{>}(\rho^*, t)$ at $N = 13$. The red one is for $\rho^* = 0.863705$ and the blue one is for $\rho^* = 0.945108$.

| order | 20 | 21 | 22 | 23 | 24 | 25 |
|-------|----|----|----|----|----|----|
| $\beta_c$ | 0.220933 | 0.220944 | 0.221035 | 0.221040 | 0.221114 | 0.221117 |
| $1/p_1$ | 1.028607 | 1.029841 | 1.041745 | 1.042425 | 1.053098 | 1.053408 |
| $t^*$ | 0.133502 | 0.126393 | 0.135082 | 0.128043 | 0.136505 | 0.129586 |

Then, let us turn to the even high order case, $N = 24$. From the plots shown in Fig. 5, we find that the point marked by the blue cross gives the best solution where $\Psi_{>}(t) = 0$. We call the best solution as the proper solution and use it to estimate $\beta_c$. In this manner, we can identify the proper sequence of estimated $\beta_c$. In Fig. 6, the sequence of $\beta_c$ estimated at nonproper $t$ is shown by red triangles and at proper $t$ by blue crosses. It is clearly shown that the proper estimates serve us better values.
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**Fig. 5:** (Color online) Plots of (a) $\Psi_{>}(\rho(t), t) = ((\beta^{(2)}_{>})^2 - \beta^{(1)}_{>})/\beta^{(2)}_{>}$ and (b) $\rho(t)$ at $N = 24$. Scaling regions have developed broader compared to the 13th order. This agrees with the assumption (2.9).

As the order increases, the optimized value of $p_1$ gradually increases but is not sure whether the sequence converges to the established value, $1/p_1 = 2\nu = 1.2602$. See Table I. On the
other hand, the accuracy of estimated \( \beta_c \) is good for \( N = 25 \) as \( \beta_c = 0.221117 \cdots \) and the relative error is about 0.24%. The non-accurate results for \( p_1^{-1} \) may be explained as follows: In our method of using extended PMS, the value of \( p_1 \) is fixed to achieve the total corrections being suppressed. Here notice that the dominant part of total corrections are composed by first few or several terms in (3.13) and not only by \( \bar{A}_1 t^{-p_1} \). Hence, even when the cancelation is successful, it does not necessarily mean that \( 1/p_2^* \) contains accurate information of true \( 1/p_1 = 2 \nu \), unless the order of \( 1/M \) expansion is extremely large.

The sequence of good estimations starting with 8th order for even \( N \) and 13th for odd \( N \) has enough number of terms to do extrapolation to the infinite order by a fitting. Assuming the simplest form, \( \beta_c(N) \sim \beta_c - b \times N^{-a} \), let us use the last three estimations of odd orders, 21st, 23rd and 25th. Then, we obtain \( \beta_c = 0.221642 \) with \( b = 0.101171 \) and \( u = 1.634371 \). If we use the 20th, 22nd and 24th orders results, we obtain \( \beta_c = 0.221624 \) with \( b = 0.102833 \) and \( u = 1.669628 \). Both values come close to the established value, \( \beta_c = 0.22165 \) (see (3.13)). The relative error is only 0.00035 ~ 0.1%. Also for \( p_1^{-1} \) we have done the fitting and obtained with 21st, 23rd and 25th order results, \( p_1^{-1} \approx 1.2828 \) and with 20th, 22nd and 24th orders, \( p_1^{-1} \approx 1.2640 \). The estimation is much improved as having relative discrepancy to 1.2602 about 0.3 ~ 1.8%. We can say that the proper sequence tends to the present world standard.

C. Estimates of \( \beta_c \) and \( \nu \) with the 2nd order LDE

In this subsection, we apply our method to the ansatz \( \beta_c = \beta_c + \text{const} \times t^{-p_1} + \text{const} \times t^{-p_2} \) which satisfies the following LDE,

\[
\bar{\Psi}_c = \left[ 1 + p_2^{-1} \frac{d}{d \log t} \right] \left[ 1 + p_1^{-1} \frac{d}{d \log t} \right] \bar{\beta}_{cN} = \beta_c. \tag{3.28}
\]

By using \( \bar{\beta}_{cN} \) and its derivatives in the place of \( \bar{\beta}_{cN}^{(k)} \), we must search three optimal values of \( p_1, p_2 \) and \( t \). For the purpose, we use extended PMS specified by the coupled equations,

\[
\bar{\Psi}_c^{(1)} = \bar{\beta}_{cN}^{(1)} + \rho \bar{\beta}_{cN}^{(2)} + \sigma \bar{\beta}_{cN}^{(3)} = 0,
\]

\[
\bar{\Psi}_c^{(2)} = \bar{\beta}_{cN}^{(2)} + \rho \bar{\beta}_{cN}^{(3)} + \sigma \bar{\beta}_{cN}^{(4)} = 0,
\]

\[
\bar{\Psi}_c^{(3)} = \bar{\beta}_{cN}^{(3)} + \rho \bar{\beta}_{cN}^{(4)} + \sigma \bar{\beta}_{cN}^{(5)} \sim 0, \tag{3.29}
\]

where

\[
\rho = p_1^{-1} + p_2^{-1}, \quad \sigma = (p_1 p_2)^{-1}. \tag{3.30}
\]

It is interesting to see the results of estimation, when the 5th order derivative, that shows the behavior insufficient for the scaling, enters into the estimation program. As in the case of one-parameter ansatz, it proves convenient to express \( \rho \) and \( \sigma \) in terms of \( t \). From the first two equations, we obtain

\[
\rho(t) = \frac{\bar{\beta}_{cN}^{(2)} - \bar{\beta}_{cN}^{(1)}}{\Delta}, \tag{3.31}
\]

\[
\sigma(t) = \frac{\bar{\beta}_{cN}^{(1)} - (\bar{\beta}_{cN}^{(1)})^2}{\Delta}, \tag{3.32}
\]

where

\[
\Delta = \bar{\beta}_{cN}^{(2)} + (\bar{\beta}_{cN}^{(3)})^2. \tag{3.33}
\]

The two parameters behave at large \( t \) as

\[
\rho(t) \sim \frac{p_1 + p_2}{p_1 p_2} + \text{const} \times t^{-p_1 + p_2} + \cdots,
\]

\[
\sigma(t) \sim \frac{1}{p_1 p_2} + \text{const} \times t^{-p_1 + p_2} + \cdots. \tag{3.34}
\]

The critical behavior of \( \bar{\Psi}_c^{(3)} = \bar{\beta}_{cN}^{(3)} + \rho(t)\bar{\beta}_{cN}^{(4)} + \sigma(t)\bar{\beta}_{cN}^{(5)} \) is then given by \( \sim \text{const} \times t^{-p_1} \) and decays faster than \( t^{-p_1} \). It should also be noted that the coefficient of \( t^{-p_1} \) denoted by "const" depends on the order \( N \) and tends to zero in the \( N \to \infty \) limit. Therefore the 3rd order derivative in which the solutions (3.31) and (3.32) are substituted should exhibit rapid trend of vanishing. At \( N = 25 \), this is numerically confirmed as shown in FIG. 7. The vertical dotted lines indicate the singularities of the function. All of them come from zero points of \( \Delta \), the solutions of \( \Delta = 0 \). The proper stationary point lies between the two singular points. Actually, \( \bar{\Psi}_c \) stays close to the horizontal axis between the two marking points (red triangle and blue cross) and the expected scaling (though not so clear) is observed there. Thus, the proper solution comes from the point represented by the blue cross. Now the solution of \( t \) is obtained by searching zero or least sensitive point of \( \bar{\Psi}_c^{(3)} = \bar{\beta}_{cN}^{(3)} + \rho(t)\bar{\beta}_{cN}^{(4)} + \sigma(t)\bar{\beta}_{cN}^{(5)} \). Then, with obtained \( t^* \), \( \rho^* = \rho(t^*) \) and \( \sigma^* = \sigma(t^*) \), the estimation of \( \beta_c \) is directly given by

\[
\beta_c = \bar{\Psi}_c \bigg|_{t^*} = \bar{\beta}_{cN} + \rho^*\bar{\beta}_{cN}^{(1)} + \sigma^*\bar{\beta}_{cN}^{(2)} \bigg|_{t^*}. \tag{3.35}
\]

The result of estimation is shown in Table II, FIGs. 8 and 9. The behavior of \( \bar{\Psi}_c^{(3)} \) becomes steady at 12th order and single solution is obtained up to 19th order. The new channel to the proper sequence opens from 20th for even orders and from 23rd for odd orders. This sequence includes estimation lying inside of the scaling region. The level of the scaling behavior observed in \( \bar{\Psi}_c^{(3)} \) is lower compared to the one-parameter ansatz. For example, the scaling level of 25th order
in the two-parameter case, is to the eye, the same level with the 13th order in the one-parameter case. However, we notice that the accuracy is improved: The relative error of 25th order \( \beta_c \) is about 0.004\%. The estimation of \( p_1^{-1} = 2 \nu \) is not so good yet, though two-parameter estimation is improved compared to one-parameter case. At 25th order, the relative error is about 6\%.

The extrapolation of the proper sequence to the \( N \to \infty \) limit is not adequate in the two-parameter case. This is because the number of elements in the sequence is not enough.

### D. Estimates of \( \beta_c \) and \( \nu \) with the 3rd and higher order LDEs

The three parameter ansatz takes the form \( \beta_\leq = \beta_c + \text{const} \times t^{-p_1} + \text{const} \times t^{-p_2} + \text{const} \times t^{-p_3} \). With third order LDE,

\[
\bar{\Psi}_\leq = \prod_{i=1}^{3} \left[ 1 + p_i^{-1} \frac{d}{dt} \right] \beta_{\leq N} \sim \beta_c, \tag{3.36}
\]

we continue estimation of \( \beta_c \) and \( \nu \). The estimation procedure follows those of 1st and 2nd order LDEs and we omit the details and present just the outline. The extended PMS condition reads

\[
\bar{\Psi}^{(1)}_\geq = \beta_{\geq N}^{(1)} + \rho \beta_{\geq N}^{(2)} + \sigma \beta_{\geq N}^{(3)} + \tau \beta_{\geq N}^{(4)} = 0,
\]

and then the substitution of them into the last equation gives the solution \( t = t^* \) and then the estimates of the three parameters, \( \rho^*, \sigma^* \) and \( \tau^* \). Then, \( \beta_c \) is obtained by

\[
\beta_c = \beta_{\geq N} + \rho^* \beta_{\geq N}^{(1)} + \sigma^* \beta_{\geq N}^{(2)} + \tau^* \beta_{\geq N}^{(3)} |_{t=t^*}.
\]

To 22nd order, the forth order derivative \( \bar{\Psi}^{(4)}_\geq \) shows a complicated behavior. Only from 23rd order, our method begins to provide estimations characteristic to the 3-parameter ansatz.

The behavior of \( \bar{\Psi}^{(3)}_\geq \) is not developed yet compared to the higher order results in the 1-2 parameter cases. It is typically reflected to the narrowness of the region \( (\rho, \sigma, \tau) \) are
Table III: Estimation of $\beta_c$ and $p_1$ and $p_2$ with three parameters.

| order | 23 | 24 | 25 |
|-------|----|----|----|
| $\beta_c$ | 0.220709 | 0.221741 | 0.221687 |
| $1/p_1$ | 2.010008 | 1.336976 | 1.274452 |
| $1/p_2$ | 0.920863 | 0.715954 | 0.648486 |
| $1/p_3$ | 0.299087 | 0.242590 | 0.210993 |
| $t^*$ | 0.111805 | 0.111116 | 0.112973 |

IV. IMPROVED ESTIMATION OF CRITICAL EXPONENTS

We here attempt to improve estimations of critical exponents. The reference values are (3.4) and the following summarized in ref. [10],

\[
\begin{align*}
\omega &= 0.84(4), \\
\eta &= 0.0364(5), \\
\gamma &= 1.2372(5). 
\end{align*}
\]

The number in the parenthesis indicates the uncertainty or error in the last digit. Recent works added further estimations: $\omega = 0.782(5)$ from [14], $\omega = 0.832(6)$ from [15], $\omega = 0.82(4)$ from [16], $\omega = 0.83(3)$ from [17], $\omega = 0.83(3)$ from [18], $\omega = 0.83(9)$ from [20]. Though some results are out of the range indicated in (4.1) to (4.3), we use those values quoted in [10] as the benchmark.
A. Preliminary studies

From the lesson of the previous section, we learned that the massless limit of a given function itself is approximated better than the exponents of the corrections included. Thus, we use functions derived from $\beta(M)$ and $\chi(M)$ which provide associated exponents as the leading terms in the $M \to 0$ limit.

To improve the estimation of the critical exponents, we will use the characteristic structure of (3.10), (3.11) and LDE, leading self-consistent point of view for $\nu$. To prepare the estimation work, we study the expansion structure of relevant functions appropriate for the estimation of critical exponents.

For the estimation of $\nu$, the ratio $\beta^{(2)}/\beta^{(1)} =: f_\beta$ is convenient since $\nu$ itself appears as the leading term,

$$\frac{\beta^{(2)}}{\beta^{(1)}} = f_\beta = 1 - \frac{1}{2\nu} + B_1 x^{-\frac{\theta}{2\nu}} + B_2 x^{-\frac{\nu}{2\nu}} + \cdots. \quad (4.4)$$

The amplitude is written by $a$, $\nu$, $\theta$ and so on (see (3.8)) but its detail is not relevant for our purpose.

The magnetic susceptibility $\chi$ is defined by

$$\chi = \sum_{n \in \text{sites}} < s_0 s_n >. \quad (4.5)$$

The re-writing of $\chi$ in terms of $x$ instead of $\tau$ is straightforward: In the critical region, it suffices to substitute $\tau(x)$ into (3.10) into the standard expression of $\chi < \chi_\tau(t) \sim C \tau^{-\gamma} [1 + \text{const} (\tau^\theta + \cdots) + \cdots + \text{const} (\tau + \cdots)] + \chi_R (\chi_R$ denotes the analytic back ground) [28]. Substituting further the characteristic structure of (3.10), and further recasting the series in $x$, one obtains

$$\chi_\tau = C x^{\frac{\theta}{2\nu}} (1 + \text{const} \cdot x^{-\frac{\theta}{2\nu}} + \text{const} \cdot x^{-\frac{\nu}{2\nu}} + \cdots). \quad (4.6)$$

Scaling relation for $\chi_\tau$ reads $\eta/(2\nu) = 1 - \eta/2$ and we can directly measure the ratio $\eta$ rather than $\gamma$. In the estimation of $\eta$, it proves convenient to address $$(\log \chi)^{(1)} = (d/d\log x) \log \chi := f_\chi.$$ It behaves near the critical point,

$$f_\chi = \frac{\gamma}{2\nu} + C_1 x^{-\theta/2\nu} + C_2 x^{-1/2\nu} + \cdots. \quad (4.7)$$

All behaviors of the series (4.3) and (4.7) can be written as

$$f_\chi = f_\chi + f_1 x^{-q_1} + f_2 x^{-q_2} + \cdots, \quad (4.8)$$

where

$$q_1 = \frac{\omega}{2}, \quad q_2 = \frac{1}{2\nu}. \quad (4.9)$$

The function $f_\chi$ satisfies $K$th order LDE,

$$\Phi_\chi := \prod_{n=1}^{K} \left[ 1 + q_n^{-1} \frac{d}{d\log x} \right] f_\chi = f_\chi + O(x^{-q_{K+1}}). \quad (4.10)$$

Hence, after the transformation by $\delta$-expansion and truncating the higher order corrections of order $O(t^{-q_{K+1}})$, we find

$$\tilde{f}_\chi := \prod_{n=1}^{K} \left[ 1 + q_n^{-1} \frac{d}{d\log t} \right] \tilde{f}_\chi = f_\chi. \quad (4.11)$$

Our estimation protocol is almost the same as that for $\beta_c$. In the place of $f_{\beta_N}$, $f_{\beta_N}$ is substituted because there is the matching region where the scaling behavior may be observed in $f_{\beta_N}$, and then $\tilde{f}_\chi$ and unknown critical exponent $q_i$ will be estimated by utilizing extended PMS and self-consistent conditions.

From $f_{\beta_N} = \beta^{(2)}/\beta^{(1)}$,

$$f_{\beta_N} = 1 - 12x + 104x^2 - 1008x^3 + 10416x^4 - \cdots, \quad (4.12)$$

and the $\delta$-expansion at the expansion order $N$ transforms the above result to $f_{\beta_N} := D_N[f_{\beta_N}]$.

$$\tilde{f}_{\beta_N} = 1 - 12 \left( \begin{array}{c} N \\ 1 \end{array} \right) t + 104 \left( \begin{array}{c} N \\ 2 \end{array} \right) t^2 - 1008 \left( \begin{array}{c} N \\ 3 \end{array} \right) t^3 + \cdots, \quad (4.13)$$

where the last term should be of the order $t^N$. We note that, while the highest order of $\beta_{N} \equiv \beta_{\geq N}$ is 25th, the highest order of $f_{\beta_{N}}$ is 24th, because of the cancellation of $t$ in the numerator and the denominator in $\beta^{(2)}/\beta^{(1)}$.

The susceptibility is also written in $x$, by the substitution of $\beta_{N}(x)$ into $\chi_{N}(x)$ obtained in [23], giving

$$\chi_{N} = 1 + 6x - 6x^2 + 36x^3 - 270x^4 - 2268x^5 - 193176x^6 - 1890462x^7 - 18990892x^8 - 194709708x^{10}$$

$$+ 2029271688x^{11} - 21435300372x^{12} + 228983179752x^{13} - 2469626018184x^{14} + 26855777435248x^{15}$$

$$- 294145354348974x^{16} + 324210506258220x^{17} - 35935261094616124x^{18} + 40095059578038760x^{19}$$

$$- 447901444356807276x^{20} + 5031950685731420376x^{21} - 567383767790459777016x^{22}$$

$$+ 641889932198617552400x^{23} - 7283865191416355555012x^{24} + 828839976149613486374184x^{25} - \cdots. \quad (4.14)$$

and from $f_{N} = \chi_{N}/\chi_{\geq N}$,

$$f_{N} = 6x - 48x^2 + 432x^3 - 4167x^4 + 42336x^5 - \cdots. \quad (4.15)$$

We thus arrive at

$$f_{\chi_{N}} = 6 \left( \begin{array}{c} N \\ 1 \end{array} \right) x - 48 \left( \begin{array}{c} N \\ 2 \end{array} \right) x^2 + 432 \left( \begin{array}{c} N \\ 3 \end{array} \right) x^3 - \cdots. \quad (4.16)$$
where \( D_N[f_{\chi>N}] := \bar{f}_{\chi>N} \). For the sake of notational simplicity, let us omit the subscript \( N \) in \( \bar{f}_{\chi>(<)N} \) henceforth.

**B. Biased estimation of \( \nu \)**

First of all, we like to confirm that our approach provides results consistent with \( [4.4], [4.2] \) and \( [4.6] \) by use of the value \( (4.1) \), \( \omega = 0.84(4) \) giving

\[
q_1 = \frac{\omega}{2} = 0.42(2).
\]

Such a biased estimation strengthen the validity of the approach when successful and suggests possible improvement of the protocol in an unbiased estimation which will be explored later.

Before the estimation, we survey the behaviors of \( \bar{f}_{\beta>} \), \( \bar{f}_{\chi>} \) and their derivatives. We find from FIG. 11 (a), (b) that the functions to the third order derivatives may exhibit scalings. The plots of \( \log((-1)^k \bar{f}_{\beta>}^{(k)}) \) and \( \log((-1)^k \bar{f}_{\chi>}^{(k)}) \) shown in FIG. 12(a), (b) provide us more detailed information on the scaling levels. Both for \( \bar{f}_{\beta>} \) and \( \bar{f}_{\chi>} \), the derivatives to the second order show scalings while the third order derivative is not sufficient. As for the fourth order one, we observe no linear-like behavior. This implies that the derivatives to the second or at most third order are appropriate for the estimation. The level of the scaling shown in the derivatives is less-qualified to that of the square model (see FIG. 3(a)).

As the first protocol (i), we consider the estimation of \( \nu \) via the function \( \bar{f}_{\beta>} \) only. When the first order ansatz \( \bar{f}_{\beta<} = -1/(2\nu) + const \times x^{-\nu} \) is used, the LDE to be considered is \( \bar{\Phi}_{\beta<} = [1 + q_1^{-1}(d/d\log t)]\bar{f}_{\beta<} = -1/(2\nu) \). Then, substituting \( q_1 = \omega/2 = 0.84(4)/2 \), we search the stationary point around \( t = 0.11 \sim 0.13 \) (see the plot of \( \bar{f}_{\beta>}^{(k)} \) \((k = 0, 1)\) in FIG. 11(a)). Then the stationary point at each order of \( N = 21 \) to 24 gives \( \nu = 0.6078(34), 0.6077(35), 0.6095(33), 0.6094(33) \), respectively but these are not good approximation. Satisfactory estimation comes from the second order LDE, where the second order ansatz reads \( \bar{f}_{\beta<} = -1/(2\nu) + const \times x^{-\nu} + const \times x^{-\nu} \). The second order LDE is given by

\[
\bar{\Phi}_{\beta<} = \left[ 1 + q_1^{-1}\frac{d}{d\log t}\right]\left[ 1 + q_2^{-1}\frac{d}{d\log t}\right] \bar{f}_{\beta<} = -\frac{1}{2\nu}.
\]

Since \( 1/(2\nu) \) in the right-hand-side is nothing but \( q_2 \), the unfixed parameter included in the left-hand-side, we can write the above LDE as

\[
\bar{\Phi}_{\beta<} = \bar{f}_{\beta<} + (q_1^{-1} + q_2^{-1})\bar{f}_{\beta<}^{(1)} + (q_1q_2)^{-1}\bar{f}_{\beta<}^{(2)} = -q_2.
\]

By this installation of the self-consistent point of view, we can reduce the number of equations and the order of derivatives included in the estimation. We thus estimate \( \nu \) by both use of \( (4.19) \) and the PMS condition,

\[
\bar{\Phi}_{\beta<}^{(1)} = \bar{f}_{\beta<}^{(1)} + (q_1^{-1} + q_2^{-1})\bar{f}_{\beta<}^{(2)} + (q_1q_2)^{-1}\bar{f}_{\beta<}^{(3)} = 0.
\]
Explicitly, after the replacement of $f^{(k)}_{\beta<\beta'}$ by $f^{(k)}_{\beta>\beta'}$, we first solve the LDE $\dot{\Phi}_{\beta>\beta'}^{(1)} = 0$, and obtain $q_2^{-1}$ involved in the correction as the function of $t$, the estimation point. The solution denoted by $Q_{2\beta}(t)^{-1}$ is given by

$$Q_{2\beta}(t)^{-1} = \frac{f^{(1)}_{\beta>\beta'} + (2/\omega)f^{(2)}_{\beta>\beta'}}{f^{(2)}_{\beta>\beta'} + (2/\omega)f^{(3)}_{\beta>\beta'}}. \quad (4.21)$$

Then, substituting the solution $Q_{2\beta}(t)$ into $q_2$ in both sides of (4.19), we look for the self-consistent point around, say, $t = 0.11 \sim 0.12$. The result is summarized in Table IV in the $\nu_1$ row. Actually, at odd orders, the solution $t$ of (4.19) just appeared from 23rd order. For lower odd orders, two curves of $\Phi_{\beta>}$ and $-Q_{2\beta}(t)$ has no common point and we have picked up approximate solution of $t$ where $\Phi_{\beta>} - (-Q_{2\beta}(t))$ becomes locally minimum in the absolute value. Also at even orders, we consider that reliable solution just emerge from 22nd order, since from that order the second order derivative $\Phi_{\beta>}[Q_{2\beta}(t)]$ begins to show the tendency toward zero, after the peak at lower $t$, around the self-consistent point. We see from Table IV that the result manifests good accuracy at high orders. We however point out one drawback contained in the approach. That is, the scaling of $Q_{2\beta}$ which is deduced from the differentiation of (4.4) that

$$Q_{2\beta}(t)^{-1} = \frac{1}{q_2} + O(t^{-q_1+q_2}), \quad (4.22)$$

is not seen even at higher orders such as $N = 23, 24$. As seen in FIG. 13 (a), (b), the curves of $-Q_{2\beta}$ show no sign of approaching to $-1/(2\nu)$ represented by the dashed line.

Now, to explore the possibility of handling series for the estimation, let us consider the use of $f_{\chi}$ to replace $Q_{2\beta}$ by a better function. The series $f_{\chi}$ is expected to have almost the same structure with $f_{\beta<}$: Though differences remain in the limit $x \to \infty$ and the amplitudes of each corrections, the both functions have corrections $x^{-\omega/2}, x^{-1/(2\nu)}$ etc. The function $f_{\chi>}$ has an advantage, compared to $f_{\beta>}$, that the derivatives show better behaviors than those of $f_{\beta>}$ derivatives (see FIG. 11 and FIG. 12). For instance, from FIG. 12, we find that $f^{(k)}_{\chi>}$ ($k = 1, 2$) exhibits a bit longer linear-like behavior than that of $f^{(k)}_{\beta>}$. Thus, from the stationarity condition for $\Phi_{\chi>}$,

$$\Phi_{\chi>}^{(1)} = f^{(1)}_{\chi>} + (q_1^{-1} + q_2^{-1})f^{(2)}_{\chi>} + (q_1 q_2)^{-1}f^{(3)}_{\chi>} = 0, \quad (4.23)$$

we obtain

$$Q_{2\chi}(t)^{-1} = \frac{f^{(1)}_{\chi>} + (2/\omega)f^{(2)}_{\chi>}}{f^{(2)}_{\chi>} + (2/\omega)f^{(3)}_{\chi>}}, \quad (4.24)$$

which represents $q_2^{-1}$ at the estimation point $t$. To demonstrate the differences between $Q_{2\beta}(t)$ and $Q_{2\chi}(t)$ clearer, we plotted them at the respective highest orders in FIG. 14. The function $Q_{2\chi}(t)$ exhibits the scaling though the plateau is narrow and the stationary value at the top of the hill signals rough but good estimation of $1/(2\nu)$ (As $Q_{2\chi}$ obeys the scaling $Q_{2\chi}$ also obeys the same scaling. If the scaling could be of high grade, it develops a plateau and the stationary point indicates $q_2^{-1}$). Our recipe, which is the point in this protocol (ii), is to replace $Q_{2\beta}^{-1}(t)$ by $Q_{2\chi}^{-1}(t)$ in $\Phi_{\beta>}$, Here we note that for the combined use of $\Phi_{\beta>}$ and $\Phi_{\chi>}$, care must be paid that the solution of $\Phi_{\chi>}^{(1)} = 0$ at $(N+1)$th order should be substituted into $N$th order $\Phi_{\beta>}$, since both functions are derived from $(N+1)$th order expansion of $\beta(M)$. By the substitution of $Q_{2\chi}(t)$ into $q_2$ in (4.19), we search the solution obeying self-consistency in exact or approximate manner. For instance, as shown in FIG. 15 (a), the exact solution exists at $N = 23$ as the intersection of two curves. On the other hand, $N = 24$ case satisfies an approximate one, $\Phi_{\beta>} - (-Q_{2\chi}(t)) \sim 0$ ($\neq 0$) (see the behaviors around $t \sim 0.12$ plotted in FIG. 15(b)).
The result is recorded in Table IV as a $\nu_{2}$-sequence. As in the first protocol, the result is good at higher orders. We add one point to be noted that in this protocol the stationarity of $\bar{\Phi}_{\beta>}$ at the estimation point is not exactly realized due to the replacement of $Q_{2x}^{-1}$ by $Q_{2x}$. However, the local gradient at the estimation point is very small and the stationarity is still respected precisely.

As the last protocol (iii), we consider the sole use of the PMS condition in the combination of $f_{x}$ and $f_{y}$. The recipe uses the two conditions, $\bar{\Phi}_{\chi>}(1) = 0$ and $\bar{\Phi}_{\beta>}(1) \sim 0$. The first condition gives $Q_{2x}$ (see (4.24)) and then its substitution into $\bar{\Phi}_{\beta>}$ yields the solution $t = t_{PMS}$ where the first derivative becomes zero or nearly zero. Then we obtain the estimate of $\nu$ from (4.18),

$$\bar{\Phi}_{\beta>}(t_{PMS}) = -\frac{1}{2\nu}. \quad (4.25)$$

The proper solution appeared just at 23rd order (non-proper solution at the order, giving $\nu_{3} = 0.62787$, has omitted in Table IV). At this order, we emphasize that the self-consistency is also satisfied approximately, since $1/(2Q_{2x}(t_{PMS})) = 0.62924$ which is close to $\nu = 0.63020$ estimated by (4.25).

This approximate realization of the self-consistent feature is observed for the first time at 23rd order. Though proper solution is not obtained at 24th order, it would emerge at least a few larger even order.

We have plotted $\nu_{i}$ ($i = 1, 2, 3$) against the order $N$ in FIG. 16. Though the extended PMS protocol (iii) needs a few higher orders for the assurance of convergence issue, we can say that all three protocols suggest the trend of the convergence to the correct limit. For the protocol (iii), however, the 25th order $1/M$ expansion (24th order for $f_{\beta}$) is a bit too short. To summarize our estimation, we therefore focus on the self-consistent two protocols. Rounding the two estimates of $\nu$ at the respective higher orders in protocols (i) and (ii) off to four decimal places, we find the both results agree with each other and yield single estimate,

$$\nu = 0.6301(6). \quad (4.26)$$

Here the number in the parenthesis implies approximate deviation when $\omega = 0.80$ and 0.88 are used. Note that the indicated range comes from the uncertainty of $\omega$ and not from some statistical origin. To compare our result (4.26) with the reference value $\nu = 0.6301(4)$ quoted in Ref. [10], our estimate is in excellent agreement.
TABLE V: $\omega$-biased estimation of $\eta$ with the second order LDE. $\eta_1$ means the result from extended PMS and $\eta_2$ from the simple substitution of $\nu_2$ and PMS. See the main text in detail.

| order | 22   | 23   | 24   | 25   |
|-------|------|------|------|------|
| $\eta_1$ | 0.03367(61) | 0.03586(44) | 0.03672(31) | 0.03695(25) |
| $\eta_2$ | 0.03770(50) | 0.03755(48) | 0.03761(47) | 0.03758(46) |

C. Biased estimation of $\eta$ and $\gamma$

The exponent $\eta$ is estimated by using the first order ansatz $f_X^< = \gamma/(2\nu) + \text{const} \times x^{-\eta_1}$ and the second order one, $f_X^< = \gamma/(2\nu) + \text{const} \times x^{-\eta_1} + \text{const} \times x^{-\eta_2}$. The result from the first order LDE manipulated in the same way as $f_{\beta^<}$ is not acceptable, however, since the estimate gives negative value of $\eta$ in some cases. Therefore, we need second order ansatz satisfying

$$\tilde{\Phi}_X^< = \tilde{f}_X^< + (q_1^{-1} + q_2^{-1}) \tilde{x}_X^< + (q_1 q_2)^{-1} f_X^{(2)} = \frac{\gamma}{2\nu}, \quad (4.27)$$

There are essentially two prescriptions to estimate $\eta$. One is, to avoid the bias as long as possible, to treat $q_2$ as an adjustable parameter for the PMS. The PMS conditions to be used reads $\tilde{\Phi}_X^{(1)} = 0$ and $\tilde{\Phi}_X^{(2)} \sim 0$. From the first condition, we have $Q_{2x}(t)^{-1}$ in exact agreement with $4.24$ and replace $q_2$ by $Q_{2x}(t)$ in the second derivative $\Phi_X^{(2)}$. We then search its zero or closest point to zero in the region $t = 0.11 \sim 0.12$ where the emergence of the scaling is expected (See Fig. 11(b)). By substituting the solution into $\tilde{\Phi}_X^>$ we obtain the estimate of $\gamma/(2\nu)$. The other recipe is just to use estimated $q_2(= 1/2\nu)$ obtained in the previous subsection into $\tilde{\Phi}_X^>$ and search the least variation point of $\tilde{\Phi}_X^>$ at the appropriate region. The point provides the estimate of $\gamma/(2\nu)$. As a representative value of $q_2$ in this prescription, we used $\nu_2$ in Table IV. The result of the two estimations is summarized in Table V and FIG. 17. At the highest two orders, all recipes give a bit larger values compared with the standard one, $4.22$.

As the last biased estimation task, we investigate the $\gamma$ estimation. First we like to comment that the combination $f_X^\beta := f_{\beta^<}$ gives $-\gamma$ in the $M \to 0$ limit and, if $f_{\beta^<}$ would allow us effective $\delta$-expansion, it would be a best function in our purpose. However, $f_{\beta^<}$ has zero at $x = 0.23885637 \cdots$, which is confirmed by its diagonal Padé approximants to high accuracy, and this develops a pole of $f_X^\beta$ at the same location and spoils the power of the $\delta$-expansion. Thus, we use the estimated $\nu$ and $\eta$ to obtain $\gamma$ through $\gamma = 2\nu(1 - \eta/2)$. In this protocol, two options are possible: One is to substitute $\eta_1$ obtained in the first prescription in $\eta$ estimate and $\nu_2$. The other is to substitute $\eta_2$ obtained in the second prescription in $\eta$ estimate and $\nu_2$. Thus, we have two candidates of estimates, $\gamma_1 = 2\nu_2(1 - \eta_1/2)$ and $\gamma_2 = 2\nu_2(1 - \eta_2/2)$. The result of estimates are summarized in Table VI and FIG. 18. Though the accurate estimate is not achieved yet, the trend of convergence is observed and the results at higher order implies agreement with the reference value $4.33$.

To summarize this subsection, we find rough agreement with the reference results $4.2$ and $4.3$. In the estimation of both exponents, it seems that the PMS protocol is slightly superior to the simple substitution of pre-estimated $\nu$. Maybe the second parameter $q_2(= 1/2\nu)$ is more suitable to be dealt with as the adjustable parameter, as long as it does not obey in the included function some constraint, such as the self consistent one.

D. Unbiased estimation

Here we attempt to estimate critical exponent in unbiased and self-contained manner. We first address to the estimation of $\omega$ and $\nu$. As many terms of the corrections are included in $f_{\beta(X)^<}$, the estimation becomes accurate. However, to fix associated unknown exponents, derivatives of target functions should be involved as many and then large order series in $1/M$ expansion is required. Confined with 25th order, it is safe to rely upon the two parameter ansätze,

$$f_{\beta^<} = -\frac{1}{2\nu} + \text{const} \cdot x^{-q_1} + \text{const} \cdot x^{-q_2}, \quad (4.28)$$

FIG. 17: (Color online) Plots of $\omega$-biased estimates of $\eta$ via two protocols: Black plot indicates the results via PMS conditions $\tilde{\Phi}_X^{(1)} = 0$ and $\tilde{\Phi}_X^{(2)} \sim 0$ without using estimated $\nu$. Blue plot indicates the results via $\tilde{\Phi}_X^{(1)} = 0$ and with the substitution of $\nu_2$. Error bar denotes the variation range of estimated $\eta$ under the change of $\omega$ from 0.80 to 0.88. (Lower and upper ends represent the limit for $\omega = 0.80$ and 0.88, respectively). Dashed line indicates $\eta = 0.0364$ and the covered light gray zone indicates the range suggested in $4.22$.

TABLE VI: $\omega$-biased estimation of $\gamma$ with the second order LDE. In evaluation of $\gamma$ at order $N$ through $\gamma = 2\nu(1 - \eta/2)$, we used $\nu = \nu_2$ estimated in the previous analysis at order $N + 1$. $\gamma_1 = 2\nu_2(1 - \eta_1/2)$ and $\gamma_2 = 2\nu_2(1 - \eta_2/2)$.

| order | 22       | 23       | 24       | 25       |
|-------|----------|----------|----------|----------|
| $\gamma_1$ | 1.23833(108) | 1.23602(94) | 1.23732(87) | 1.23686(100) |
| $\gamma_2$ | 1.23579(91) | 1.23496(76) | 1.23676(86) | 1.23464(64) |
As the first protocol, let us discuss the extended PMS using conditions \( \Phi^{(1)}_\chi = 0 \) and \( \Phi^{(2)}_\chi \sim 0 \) without using estimated \( \nu \). Blue plot indicates the result under the simple substitution \( q_2 = 1/(2\nu_2) \) with PMS condition on \( \Phi^{(2)}_\chi \). In both protocols, we used Fisher relation \( \gamma = 2\nu(1-\eta/2) \) to compute \( \gamma \) with \( \nu_2 \). Error bar denotes the variation range of estimated \( \gamma \) under the change of \( \omega \) from 0.80 to 0.88 (Lower and upper ends represent the limit for \( \omega = 0.80 \) and 0.88, respectively). Dashed line indicates \( \gamma = 1.2372 \) and the covered light gray zone indicates the range suggested in (4.3).

\[
f_{x,<} = \frac{\gamma}{2\nu} + \text{const} \cdot x^{-q_1} + \text{const} \cdot x^{-q_2}. \tag{4.29}
\]

As the first protocol, let us discuss the extended PMS using conditions \( \Phi^{(1)}_\chi = 0 \) and \( \Phi^{(2)}_\chi \sim 0 \) which gives \( Q_{1x}(t) \) and \( Q_{2x}(t) \) for the corresponding exponents \( q_1 \) and \( q_2 \). Then, substituting them into the last condition that \( \Phi^{(2)}_\chi \) becomes least sensitive at \( t = t_{PMS} \) in the appropriate region, we obtain estimates of \( q_i \) by \( Q_{ix}(t_{PMS}) = q_i^* \) \( (i = 1, 2) \). Since \( q_1 = \omega/2 \) and \( q_2 = 1/(2\nu) \), \( Q_{ix}(t_{PMS}) \) may give estimates of \( \omega \) and \( \nu \). However, an experience in \( \beta \)-estimation urges us to regard \( t_{PMS} := \Phi^{(2)}_\beta |_{t=t_{PMS},q_i=Q_{ix}(t_{PMS})} \) important (see (4.18)). The result reads, for example at \( N = 24 \), \( t_{PMS} = 0.63537, \nu^* = 0.41331 \) and \( \omega^* = 1.37326 \). The results at other orders are also of similar or worse. The problem is found in the large discrepancy between the two estimates of \( \nu \) by \( t_{PMS} \) and \( \nu^* \) (former is better than the later) and this would have some connection to largeness of estimated \( \omega \). The circumstance is quite similar when \( \Phi^{(1)}_\chi = \Phi^{(2)}_\chi = 0 \) is used. The pure PMS protocol is therefore not acceptable.

As explicitly confirmed in the previous biased computation, one of the satisfactory features to be possessed in good protocols is an approximate realization of the self-consistency. From this point of view, we consider that the best way is to employ the second protocol (ii) presented in the former subsection, which protocol is a hybrid of using PMS and the self-consistency in the combination of \( f_x \) and \( f_\beta \).

Let us summarize here the conditions of the protocol (ii)-unbiased as follows:

- The self-consistency for the parameter \( q_2 \) is rigorously respected at the estimation point.
- Use the stationarity condition \( \Phi^{(1)}_\chi = 0 \) which gives \( q_2 \rightarrow Q_{2x}(t) \) as its effective function of estimation point \( t \),
- The upper limit of the observed scaling behavior of \( Q_{2x}(t) \) is matched with the self-consistent point.

According to the above protocol, the estimation goes as follows: For example, consider the case at \( N = 24 \), the highest order of \( \Phi_\beta \). Taking three conditions into account, we impose the coupled equations

\[
\begin{align*}
\Phi^{(1)}_{\beta}|_{Q_{2x}} &= -Q_{2x}, \tag{4.30} \\
Q^{(1)}_{2x} &= 0. \tag{4.31}
\end{align*}
\]

The second equation comes from the interpretation that the upper limit of the scaling of \( Q_{2x} \) would be attained at the stationary point. We then obtain the solutions, \( t = 0.11793799038 \cdots = t_{SC} \) and \( \omega = 0.7451128251 \cdots = \omega_{SC} \). Then, the substitution of the solution into \( \Phi^{(2)}_{\beta}|_{Q_{2x}} \) or \( Q_{2x} \) yields \( \nu = 1/(2q_2) = 0.628830753 \cdots = \nu_{SC} \). Next, consider the case at \( N = 23 \). At this order the set of solutions is absent and we loosen the second condition such that \( Q_{2x} \) should approximately satisfy the stationarity at the self-consistent point \( t = t_{SC} \); That is, we instead use \( Q^{(2)}_{2x} = 0 \) at \( t = t_{SC} \) (Above 20th orders, we found that at even orders \( t_{SC} \) is obtained as the stationary point of \( Q_{2x} \) and at odd orders as the least variation point in the scaling region.). This modification then gives \( t_{SC} = 0.11673398933 \cdots \) and \( \omega_{SC} = 0.7120047317 \cdots \). Thus, we obtain \( \nu_{SC} = 0.6278846723 \cdots \). For the graphical representation of the situation, see FIG. 19 and FIG. 20.

The result from 20th to 24th order is summarized in Table VII and FIG. 21. We observe that both of \( \omega_{SC} \) and \( \nu_{SC} \) are monotonically increasing with the order \( N \). For \( \omega \) results, this may explain the smallness of \( \omega_{SC} \) such that the incorporation of un-computed higher order terms would lift up the higher order estimates near (4.1). The estimate of \( \nu \) at the present highest order is slightly smaller than (4.2), but the sequence \( \{\nu_{SC}\} \) indicates the value ~ 0.63 and essentially consistent in the world average.

Next, we turn to estimate \( \eta \) and then \( \gamma \). We use \( \omega_{SC} \) just obtained in the protocol (ii)-unbiased. The estimate of \( \nu \) is not required. It is desirable to avoid as possible the bias from the previous estimation work. Then, we use (4.24) to substitute it into the second derivative of \( \Phi^{(2)}_{\chi} \) and select the point satisfying

\[
\Phi^{(1)}_{\chi} \sim 0 \tag{4.32}
\]

\begin{table}
\centering
\caption{Unbiased estimation of \( \omega \) and \( \nu \) via the self-consistent PMS protocol (ii)-unbiased.}
\begin{tabular}{llllll}
\hline
\textbf{order} & 20 & 21 & 22 & 23 & 24 \\
\hline
\textbf{\( \omega_{SC} \)} & 0.31643 & 0.41711 & 0.61357 & 0.71200 & 0.74513 \\
\textbf{\( \nu_{SC} \)} & 0.60424 & 0.61507 & 0.62526 & 0.62788 & 0.62883 \\
\hline
\end{tabular}
\end{table}
We obtained the results shown in Table VIII and FIG. 22 (a). The estimate of \( \gamma \) is simply done through \( \gamma = 2\nu(1 - \eta/2) \). See the result in Table VIII and FIG. 22 (b). We first remark that, at \( N = 25 \), \( t_{PMS} \) exactly agrees with \( t_{SC} \) obtained in the \( \nu \) estimation. This is because the second stationarity condition \( \bar{\Phi}^{(2)}_{X>0} = 0 \) is equivalent with \( Q_{2X}^{(1)} = 0 \). When \( \bar{\Phi}^{(2)}_{X>0} \neq 0 \) at \( t_{PMS} \), \( t_{PMS} \) shows just a slight difference from \( t_{SC} \). These facts mean that the value of \( Q_{2X} \) at \( t_{PMS} \) yields exactly the same or very close value to \( \nu_{SC} \) at respective orders (Remind that \( Q_{2X} \) converges to \( 1/(2\nu) \) in the scaling limit). The protocol (ii)-\textit{unbiased} thus fulfills the unified treatise of estimations of various exponents.

The estimate of \( \eta \) at 25th order agrees excellently with the quoted value \([4,2] \) [10]. The lists of the \( \gamma \) estimation are composed by two sequences. The upper sequence stands for the results by use of \( \nu_{SC} \) shown in Table VII. The lower sequence asterisked shows the results by use of \( \nu \) quoted in \([3,4] \) as the standard [10]. The result of \( \eta \) at \( N = 25 \) is slightly lower.
than the standard one [4,3], though the trend of the sequence implies acceptable limit. The list of $\gamma$ in the upper sequence is biased from $\nu_{SC}$ and it would be interesting to see that the use of [3,4] gives excellent agreement with the standard $\gamma$ quoted in [4,3]. This indicates that our approach to the critical exponent estimation is totally satisfactory.

V. CONCLUDING REMARKS

To summarize the paper, we have investigated the estimation of critical quantities in expansion in a mass argument. First, the critical inverse temperature $\beta_c$ has estimated through LDE with constant coefficients related to the critical exponents. With the aid of the $\delta$-expansion and the extended PMS condition, we have obtained at the highest order 25th, $\beta_c = 0.221687$, larger than the standard upper limit $\sim 0.22166$. As a by product, we have also obtained the rough estimate of $\nu$ at third order LDE.

Independently, the improved estimations of $\nu$ and other critical exponents have been attempted by employing $\beta^{(2)}/\beta^{(1)}$ and $\chi^{(1)}/\chi$ as the target functions. Under the hybrid protocol of PMS and self-consistency point of view, we have attempted biased and un-biased estimations of critical exponents. Biased by $\omega = 0.84(4)$, we obtained results in good agreement of world averages. In unbiased approach, satisfactory results are obtained for $\nu$, $\eta$ and $\gamma$ in self-contained way: The best estimate of $\omega$ is 0.74513 and smaller than the range indicated in ref. [10], though the obtained sequence $\{\omega_{SC}\}$ may probably grow to the value around $\sim 0.8$ at large enough orders. Exponent $\nu$ has estimated to be 0.62883, slightly smaller compared to [4,2]. In contrast, the estimate $\eta = 0.03633$ agrees very well with [4,2].

The works of Guttmann, Butera and Comi [5,6], using solely the high temperature expansion with the aid of differential approximants method, used shorter series and the direct comparison is not possible, but we remark that our estimates of $\nu$ and $\gamma$ are better than their results. In [5], $\gamma$ is estimated as 1.2431(24) and in [6], $\nu = 0.634(2)$ and $\gamma = 1.244(3)$. However, their estimates of $\beta_c$ is better than ours; $\beta_c = 0.221657(7)$ in [5] and 0.221663(9) in [6]. In fact, we have expected that the improved estimate of critical exponents may help to improve the $\beta_c$ estimation. However, we have not obtained yet a solid scheme for the essential improvement.

Finally, we remind that the estimation protocol (ii)-unbiased fulfills the conditions of self-consistency in $\Phi_\beta$ exactly and the approximate (or exact in cases) stationarity of $Q_{2\chi}$ and $\Phi_\beta$ at the estimation point. These are also valid for $\Phi_\gamma$ function for $\eta$ estimation. We note that those conditions should be respected when the functions under the investigation are really in the scaling region. The set of those conditions are strong and tightly bounds the estimation procedures. If one can find more flexible variant, the accuracy of estimates might be improved. An effective refinement along the present approach may still set the self-consistency between the involved parameters be the pivot, as conceived from the successful biased estimate of protocol (i) even when $Q_{2\beta}$ does not exhibit an enough scaling behavior.
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