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Abstract. For the Hodge–Laplace equation in finite element exterior calculus, we introduce several families of discontinuous Galerkin methods in the extended Galerkin framework. For contractible domains, this framework utilizes seven fields and provides a unifying inf-sup analysis with respect to all discretization and penalty parameters. It is shown that the proposed methods can be hybridized as a reduced two-field formulation.

1. Introduction

Finite element exterior calculus (FEEC) is a powerful and elegant framework uniting numerical analysis on the de Rham complex, or more generally, closed Hilbert complexes. In recent decades, theory of FEEC has been under intensive investigation and applied to a variety of problems such as vector Laplacian [7], Stokes [31, 19], Maxwell [34], and elasticity equations [8, 4]. For a thorough introduction to FEEC, readers are referred to [7, 9, 2] and references therein. As a model problem in FEEC, the continuous Galerkin/Arnold–Falk–Winther (AFW) method for the following Hodge–Laplace equation (without harmonic forms)

\[(1.1) \quad (d\delta + \delta d)u = f\]

has been discussed in many aspects, see, e.g., [7, 20, 30, 45] for commuting projections and a priori error estimates and [27, 26, 18, 43, 44] for a posteriori error estimates and adaptive algorithms, [32, 6] for time-dependent problems, and [3, 33, 28] for FEEC on cubical and polyhedral meshes.

The discontinuous Galerkin (DG) methods can be traced back to the late 1960s [46, 10]. DG methods have achieved great success in purely convective or convection-dominated problems in fluids, see, e.g., [41, 54, 23, 22] and references therein. In recent decades, DG methods have also been applied to purely elliptic problems, see, e.g., interior penalty methods [29, 12, 56, 1], enriched Galerkin methods [13, 55], local DG methods [24], and hybridized DG methods [17, 21]. A unified DG analysis for elliptic problems could be found in [5]. To achieve consistency and stability, DG methods often utilize additional finite element spaces on the boundaries of elements. In most existing DG methods, only one boundary discrete space (Lagrangian multiplier space) is introduced, cf. [16, 36]. Recently, an extended Galerkin (XG) framework for Poisson’s equation was presented in [37]. This framework makes use of two auxiliary finite element spaces (check spaces) on element boundaries.
unifies several classes of popular DG methods in the literature. The XG method was further generalized to linear elasticity equations in [35].

To the best of our knowledge, a detailed analysis of DG methods in FEEC is still missing. Very recently, the work [11] derived hybridization and postprocessing technique for the AFW mixed method in FEEC and discussed possible extensions to hybridized DG methods. In addition, there are several relevant works on non-standard discretizations of the Maxwell equations, see, e.g., DG methods [38, 39, 50, 42], weak Galerkin methods [47], and virtual element methods [25]. Comparing to Maxwell equations, the DG discretization of the mixed Hodge Laplacian is expected to involve more unknown variables, numerical fluxes and stabilization terms.

In this work, we present several DG methods for the Hodge–Laplace equation in a unified XG framework, which employs three unknowns approximating \( u, du, \delta u \) as well as four “check” variables defined on element boundaries. Similarly to the XG method for Poisson’s equation [37], the seven-field XG formulation is motivated by the so called Nitsche’s trick [51, 52]. In fact, the solution \( u \) of the Hodge Laplace equation (1.1) satisfies two types of inter-element continuity conditions based on \( d \) and \( \delta \). In the existing literature, the classical AFW mixed method essentially utilizes one of them. Working in totally discontinuous Galerkin subspaces, the XG method penalizes the inter-element continuity w.r.t. both \( d \) and \( \delta \) by check variables. Therefore, the proposed XG method stays in an intermediate stage between AFW conforming methods. In addition, it is shown that the solution of our XG method converges to the classical AFW mixed method as penalty parameters approach suitable limits.

By eliminating one or more fields, the seven-field XG formulation could be further reduced to a variety of more compact DG methods. In the extreme case, we hybridize the XG method to obtain a condensed system with only two unknown numerical fluxes. It is well known that the Hodge Laplacian covers the Poisson’s equation and vector Laplacian as special cases. Correspondingly, the proposed seven-field XG method reduces to the original four-field XG method in [37] for the Poisson equation in primal and mixed forms. It also leads to several new families of DG methods for the vector Laplacian.

The XG framework also facilitates a transparent convergence analysis for DG discretizations of the Hodge–Laplace equation. In particular, we derive the quasi-optimal error estimate of the XG method through constructing a discrete inf-sup condition uniform w.r.t. all discretization and penalty parameters. In doing so, several fields on element boundaries are eliminated and the remaining variables are carefully grouped to obtain a standard perturbed saddle point system (4.7). It turns out that the resulting saddle system could be analyzed block-wise using the classical Babuska–Brezzi inf-sup theory, cf. [14].

The rest of this paper is organized as follows. In Section 2, we introduce notation and preliminaries in FEEC. In Section 3, we derive the XG formulations for the Hodge–Laplace equation. Section 4 is then devoted to the analysis of continuous and discrete inf-sup conditions. In Section 5, we discuss the relationship between XG methods and the classical mixed methods. In Section 6, a hybridized version of the proposed XG method is proposed. Finally, we restate XG methods for the Hodge–Laplace equation in the language of vector calculus in Section 7.
2. Preliminaries

In this section, we follow the convention in [7, 9] to present minimal preliminaries in FEEC for developing XG methods with differential forms.

2.1. De Rham complex. Let \( \Omega \subset \mathbb{R}^n \) be a bounded Lipschitz polyhedron. For simplicity of presentation, throughout the rest of this paper, we assume that the cohomology of \( \Omega \) is trivial, e.g., \( \Omega \) is contractible.

2.1.1. Continuous de Rham Complex. Given an integer \( k \in \{0, 1, \ldots, n\} \), let \( S^n_k \) denote the set of increasing multi-indices in the form \( \alpha = (\alpha_1, \ldots, \alpha_k) \in \mathbb{N}^k \) with \( 1 \leq \alpha_1 < \cdots < \alpha_k \leq n \). Let \( \Lambda^k(\Omega) \) be the space of smooth differential \( k \)-forms written as

\[
\omega = \sum_{\alpha \in S^n_k} \omega_\alpha dx^{\alpha_1} \wedge \cdots \wedge dx^{\alpha_k},
\]

where each coefficient \( \omega_\alpha \in C^\infty(\Omega) \), and \( \wedge \) is the wedge product. The space \( \Lambda^k(\Omega) \) is naturally endowed with the \( L^2 \)-inner product \( \langle \cdot, \cdot \rangle \) given as

\[
\langle \omega, \eta \rangle := \sum_{1 \leq \alpha_1 < \cdots < \alpha_k \leq n} \int_\Omega \omega_\alpha \eta_\alpha dx, \quad \omega, \eta \in \Lambda^k(\Omega).
\]

The induced \( L^2 \)-norm is \( \| \cdot \| \). We further denote the \( L^2 \)-inner product and \( L^2 \)-norm on a Lipschitz submanifold \( U \subset \Omega \) as \( \langle \cdot, \cdot \rangle_U \) and \( \| \cdot \|_U \), respectively. Let \( d^k : \Lambda^k(\Omega) \to \Lambda^{k+1}(\Omega) \) denote the exterior derivative for differential forms, that is,

\[
d^k \omega = \sum_{\alpha \in S^n_k} \sum_{i=1}^n \frac{\partial \omega_\alpha}{\partial x_i} dx_i \wedge dx^{\alpha_1} \wedge \cdots \wedge dx^{\alpha_k}.
\]

The space \( L^2 \Lambda^k(\Omega) \) is the completion of \( \Lambda^k(\Omega) \) w.r.t. the norm \( \| \cdot \| \), which is simply the space of \( k \)-forms with \( L^2(\Omega) \) coefficients. The derivative \( d^k \) can be extended as a weak derivative \( d^k : L^2 \Lambda^k(\Omega) \to L^2 \Lambda^{k+1}(\Omega) \), which is a densely defined unbounded operator with domain

\[
H\Lambda^k(\Omega) := \{ \omega \in L^2 \Lambda^k(\Omega) : d^k \omega \in L^2 \Lambda^{k+1}(\Omega) \}.
\]

We shall also make use of \( H^s \Lambda^k(\Omega) \), the Sobolev space of differential \( k \)-forms whose coefficients are in \( H^s(\Omega) \). Due to \( d^k \circ d^{k-1} = 0 \), the following sequence

\[
(2.1) \quad H\Lambda^0(\Omega) \xrightarrow{d^0} H\Lambda^1(\Omega) \xrightarrow{d^1} \cdots \xrightarrow{d^{n-2}} H\Lambda^{n-1}(\Omega) \xrightarrow{d^{n-1}} H\Lambda^n(\Omega)
\]

is called the de Rham complex. Let \( \mathfrak{F}^k := N(d^k) \) be the kernel of \( d^k \), \( \mathfrak{B}^k := R(d^{k-1}) \) be the range of \( d^{k-1} \), and \( \mathfrak{H}^k := \mathfrak{F}^k \cap \mathfrak{B}^{k-1} \) be the space of harmonic \( k \)-forms. Here \( \perp \) is the operation of taking \( L^2 \)-orthogonal complement in \( H\Lambda^k(\Omega) \). Due to the assumption on \( \Omega \), we have

\[
(2.2) \quad \mathfrak{H}^k = \left\{ \begin{array}{ll}
\mathbb{R}, & k = 0, \\
\{0\}, & k \geq 1,
\end{array} \right.
\]

and thus \( \mathfrak{B}^k = \mathfrak{F}^k \) if \( k \geq 1 \). It then follows that

\[
(2.3) \quad H\Lambda^k(\Omega) = \mathfrak{F}^k \oplus \mathfrak{H}^{k-1} = \mathfrak{B}^k \oplus \mathfrak{H}^{k-1}, \quad k \geq 1.
\]

In addition, there exists an absolute constant \( c_P > 0 \) relying on \( \Omega \) such that

\[
(2.4) \quad \|v\| \leq c_P \|d^k v\|, \quad \forall v \in \mathfrak{F}^k.
\]
For each index $k$, the Hodge star $\ast : L^2\Lambda^k(\Omega) \to L^2\Lambda^{n-k}(\Omega)$ is a linear isomorphism determined by the equation

$$\int_{\Omega} \omega \wedge \mu = (\ast \omega, \mu), \quad \forall \mu \in L^2\Lambda^{n-k}(\Omega).$$

It is well-known that for $\omega, \mu \in L^2\Lambda^k(\Omega)$,

$$\ast \ast \omega = (-1)^{k(n-k)}\omega,$$

(2.5a)

$$(\ast \omega, \ast \mu) = (\omega, \mu).$$

(2.5b)

With the help of $\ast$, the coderivative $\delta^k : H^1\Lambda^k(\Omega) \to L^2\Lambda^{k-1}(\Omega)$ is then defined as

$$\ast \delta^k \omega = (-1)^k d^{n-k} \ast \omega.$$

(2.6)

Given Lipschitz manifolds $M \subseteq \Omega_0 \subseteq \Omega$, let $i_{M,\Omega_0} : M \to \Omega_0$ be the inclusion, and $\text{tr}_{M,\Omega_0} = i_{M,\Omega_0}^*$ be the pullback for differential forms based on $i_{M,\Omega_0}$, i.e., the trace operator on $M$. We denote $\text{tr}_M = \text{tr}_{M,\Omega}$ and may suppress the subscript $M$. Such spaces form a de Rham complex with essential boundary condition is

$$\mathcal{H}A^k(\Omega) := \{\omega \in H^1\Lambda^k(\Omega) : \text{tr}_{\partial \Omega} \omega = 0\}.$$

Such spaces form a de Rham complex with essential boundary condition

$$\mathcal{H}A^k(\Omega) \xrightarrow{d^0} \mathcal{H}A^{k+1}(\Omega) \xrightarrow{d^1} \cdots \xrightarrow{d^{n-2}} \mathcal{H}A^{n-1}(\Omega) \xrightarrow{d^{n-1}} \mathcal{H}A^n(\Omega)$$

(2.8)

The coderivative $\delta^k$ could be extended as a closely defined and unbounded operator $\delta^k : L^2\Lambda^k(\Omega) \to L^2\Lambda^{k-1}(\Omega)$ with domain

$$\mathcal{H}A^k(\Omega) := \ast \mathcal{H}A^{n-k}(\Omega)$$

$$= \{\omega \in L^2\Lambda^k(\Omega) : \delta^k \omega \in L^2\Lambda^{k-1}(\Omega), \text{tr}_{\partial \Omega} \ast \omega = 0\}.$$ 

As a result of $\delta^k \circ \delta^{k+1} = 0$, we have the following exact sequence

$$\mathcal{H}A^k(\Omega) \xleftarrow{\delta^1} \mathcal{H}A^{k}(\Omega) \xleftarrow{\delta^2} \cdots \xleftarrow{\delta^{n-1}} \mathcal{H}A^{n-1}(\Omega) \xleftarrow{\delta^n} \mathcal{H}A^n(\Omega),$$

(2.9)

which is the dual complex of (2.1).

2.1.2. Discrete de Rham Complex. In the following, we present the discrete analogue of the de Rham complex (2.1). Let $\mathcal{T}_h$ be a conforming partition of $\Omega$, which is shape-regular in the sense that

$$\max_{T \in \mathcal{T}_h} (r_T / \rho_T) := C_{\text{mesh}} < \infty,$$

where $r_T, \rho_T$ are radii of circumscribed and inscribed spheres of $T$, and $C_{\text{mesh}}$ is an absolute constant. Given a Lipschitz manifold $U$ and an integer $r \geq 0$, define

$$\mathcal{P}_r \Lambda^k(U) := \{\omega \in L^2\Lambda^k(U) : \omega_\alpha \in \mathcal{P}_r(U) \text{ for all } \alpha \in S_k^\alpha\},$$

which is the space of $k$-forms on $U$ with polynomial coefficients of degree at most $r$. Let $\kappa : L^2\Lambda^{k+1}(U) \to L^2\Lambda^k(U)$ denote the interior product for differential forms.
We shall also make use of the space of $k$-forms on $U$ with incomplete polynomial coefficients
\[ \mathcal{P}_r^{-} \Lambda^k(U) := \mathcal{P}_{r-1} \Lambda^k(U) + \kappa(\mathcal{P}_{r-1} \Lambda^{k+1}(U)). \]

There exist two families of conforming finite element subspaces of $H \Lambda^k(\Omega)$:
\[ \mathcal{P}_r \Lambda^k(\mathcal{T}_h) := H \Lambda^k(\Omega) \cap \prod_{T \in \mathcal{T}_h} \mathcal{P}_r \Lambda^k(T), \]
\[ \mathcal{P}_r^{-} \Lambda^k(\mathcal{T}_h) := H \Lambda^k(\Omega) \cap \prod_{T \in \mathcal{T}_h} \mathcal{P}_r^{-} \Lambda^k(T). \]

Under essential boundary conditions, we define
\[ \mathcal{P}_r \Lambda^k(\mathcal{T}_h) := \hat{H} \Lambda^k(\Omega) \cap \mathcal{P}_r \Lambda^k(\mathcal{T}_h), \]
\[ \mathcal{P}_r^{-} \Lambda^k(\mathcal{T}_h) := \hat{H} \Lambda^k(\Omega) \cap \mathcal{P}_r^{-} \Lambda^k(\mathcal{T}_h). \]

For each index $k$, we may choose $V^k_h = \mathcal{P}_{rk} \Lambda^k(\mathcal{T}_h)$ or $\mathcal{P}_{rk}^{-} \Lambda^k(\mathcal{T}_h)$. In addition, \{\(V^k_h\)\}_k is assumed to form a discrete de Rham complex
\[ (2.10) \quad V^0_h \xrightarrow{d^1} V^1_h \xrightarrow{d^2} \ldots \xrightarrow{d^{n-2}} V^{n-1}_h \xrightarrow{d^{n-1}} V^n_h, \]
which could be connected with (2.1) via commuting interpolations, see (2.17) and [7, 9] for more details. In the discrete level, \(V^k_h := \hat{H} \Lambda^k(\Omega) \cap V^k_h\), \(0 \leq k \leq n\) form a discrete complex with essential boundary conditions. Similarly to the continuous case, let \(3^k_h := \mathcal{N}(d^k|_{V^k_h})\), \(2^k_h := d^k(V^{k-1}_h)\), and \(\mathcal{N}^k_h := 3^k_h \cap 2^k_h\). The space of discrete harmonic $k$-forms \(\mathcal{N}^k_h\) is isomorphic to \(\mathcal{N}^k\). In particular,
\[ (2.11) \quad \mathcal{N}^k_h = \begin{cases} \mathbb{R}, & k = 0, \\ \{0\}, & k \geq 1. \end{cases} \]

For $k \geq 1$, it is straightforward to obtain
\[ (2.12) \quad V^k_h = 2^k_h \oplus 3^k_h \oplus d^{k-1}V^{k-1}_h \oplus 3^k_h, \]
i.e., the discrete Hodge decomposition. In addition, there exists an absolute constant $c_{dp} > 0$ dependent on $\Omega$ and $C_{\text{mesh}}$ such that
\[ (2.13) \quad \|v_h\| \leq c_{dp} \|d^k v_h\|, \quad \forall v_h \in 3^k_h. \]

In the literature, (2.13) is known as the discrete Poincaré inequality and the proof could be found in e.g., [7].

Throughout the rest of this paper, we may suppress the super-index of $\delta^k$, $d^k$, $L^2 \Lambda^k(\Omega)$, $H \Lambda^k(\Omega)$ etc. for a fixed $k$ and adopt the notation
\[ d = d^k, \quad \delta = \delta^k, \quad d^- = d^{k-1}, \quad \delta^+ = \delta^{k+1}, \]
\[ V^- = H \Lambda^{k-1}(\Omega), \quad V = H \Lambda^k(\Omega), \quad W^+ = L^2 \Lambda^{k+1}(\Omega). \]

Similar notation will be used in the discrete level. The $V^-$ and $V$-norms are
\[ \|\tau\|_{V^-}^2 = \|\tau\|^2 + \|d^- \tau\|^2, \quad \tau \in V^-, \]
\[ \|v\|_{V}^2 = \|v\|^2 + \|dv\|^2, \quad v \in V. \]
2.2. Hodge Laplacian and approximation. Given an index $k \geq 1$ and data $f \in L^2\Lambda^k(\Omega)$, we consider the the Hodge–Laplace equation

\begin{equation}
(\delta^* \delta + \delta \delta^*)u = f. \tag{2.14}
\end{equation}

The solution $u$ is contained in the space $HA^k(\Omega) \cap H^\star \Lambda^k(\Omega)$, which is the intersection of domains of $d$ and $\delta$. Therefore the primal variational formulation for (2.14) is to find $u \in HA^k(\Omega) \cap H^\star \Lambda^k(\Omega)$ such that

\begin{equation}
(du, dv) + (\delta u, \delta v) = (f, v), \quad \forall v \in HA^k(\Omega) \cap H^\star \Lambda^k(\Omega). \tag{2.15}
\end{equation}

Although (2.15) is well-posed, a practical finite element subspace of $HA^k(\Omega) \cap H^\star \Lambda^k(\Omega)$ is not available yet. To remedy this situation, Arnold, Falk, and Winther [9] considered the mixed formulation of (2.14): Find $(\sigma, u) \in V^- \times V$ such that

\begin{align}
(\sigma, \tau) + (d^- \tau, u) &= 0, \quad \tau \in V^-, \tag{2.16a} \\
(d^- \sigma, v) - (du, dv) &= -(f, v), \quad v \in V. \tag{2.16b}
\end{align}

From (2.16a), it could be observed that $\sigma = -\delta u$. The well-posedness of the variational formulation (2.16) was verified in [7].

To discretize the Hodge–Laplace equation (2.16), the finite element pair $V^-_h \times V_h = V^{-k-1}_h \times V^k_h$ must be carefully chosen such that a discrete inf-sup stability is satisfied. In this paper, we choose the Arnold–Falk–Winther finite element space

\begin{equation}
V^\prime_h = \left\{\mathcal{P}_{r+1} \Lambda^{k-1}(T_h)\right\}, \quad V_h = \left\{\mathcal{P}_{r+1}^\prime \Lambda^k(T_h), \mathcal{P}_r \Lambda^k(T_h)\right\}. \tag{2.17}
\end{equation}

The AFW mixed method for (3.6) is to find $(\sigma_h^\prime, u_h^\prime) \in V^-_h \times V_h$, such that

\begin{align}
(\sigma_h^\prime, \tau_h) + (d^- \tau_h, u_h^\prime) &= 0, \quad \tau_h \in V^-_h, \tag{2.18a} \\
(d^- \sigma_h^\prime, v_h) - (du_h^\prime, dv_h) &= -(f, v_h), \quad v_h \in V_h.
\end{align}

In [7, 9], the discrete inf-sup condition and a priori error estimates of (2.18) were established.

3. Extended Galerkin Formulation

In this section, we derive an XG framework unifying several DG methods for the Hodge Laplacian (2.14). Those DG methods converge to the classical AFW mixed method (2.18) in limiting cases.

3.1. DG Notation. In a partition $T_h$, let $E_h$ denote the set of faces (of dimension $n - 1$), and $E^\partial_h \subset E_h$ be the collection of faces that are contained in $\partial \Omega$. The set of interior faces is then $E_h^\prime := E_h \setminus E^\partial_h$. Given subsets $E \subseteq E_h$ and $T \subseteq T_h$, let

\begin{align*}
H^1\Lambda^k(T) &:= \prod_{T \in \mathcal{T}} H^1\Lambda^k(T), & L^2\Lambda^k(E) &:= \prod_{E \in \mathcal{E}} L^2\Lambda^k(E), \\
\mathcal{P}_r \Lambda^k(T) &:= \prod_{T \in \mathcal{T}} \mathcal{P}_r \Lambda^k(T), & \mathcal{P}_r \Lambda^k(E) &:= \prod_{E \in \mathcal{E}} \mathcal{P}_r \Lambda^k(E), \\
\mathcal{P}_r^\prime \Lambda^k(T) &:= \prod_{T \in \mathcal{T}} \mathcal{P}_r^\prime \Lambda^k(T).
\end{align*}
Let \( \langle \cdot, \cdot \rangle_E \) be the \( L^2 \)-inner product of differential forms on \( E \). We adopt the notation
\[
\langle \cdot, \cdot \rangle_E = \sum_{E \in E} \langle \cdot, \cdot \rangle_E, \quad \langle \cdot, \cdot \rangle_{\partial T} = \sum_{T \in T} \langle \cdot, \cdot \rangle_{\partial T}, \quad \langle \cdot, \cdot \rangle = \langle \cdot, \cdot \rangle_{E_h}.
\]
The \( L^2 \)-norm based on \( \langle \cdot, \cdot \rangle_E \) is denoted as \( \| \cdot \|_E \). Each face \( E \in E_h \) is assigned with a unit norm \( \nu_E \). Given an interior face \( E \in E_h \), let \( T_E^+ \) and \( T_E^- \) denote elements in \( T_h \) sharing \( E \) as a face such that \( \nu_E \) is pointing out of \( T_E^+ \). In addition, \( \nu_E \) is chosen to be outward and \( T_E \in T_h \) denotes the element containing \( E \) if \( E \subset \partial \Omega \) is a boundary face, see Figure 1. On a face \( E \in E_h \), the face Hodge star \( \bar{\star} : L^2 \Lambda^k(E) \rightarrow L^2 \Lambda^{n-k}(E) \) is a linear isometry such that for \( \eta_1, \eta_2 \in L^2 \Lambda^k(E) \) and \( \eta_3 \in L^2 \Lambda^{n-k-1}(E) \),
\[
\langle \bar{\star} \eta_1, \bar{\star} \eta_2 \rangle_E = \langle \eta_1, \eta_2 \rangle_E, \quad \int_E \eta_1 \wedge \eta_3 = \langle \bar{\star} \eta_1, \eta_3 \rangle_E.
\]
Given \( \omega \in H^1 \Lambda^k(T_h) \) and \( E \in E_h \), we introduce the trace average \( \{\text{tr} \omega\} \in L^2 \Lambda^k(E_h) \) and trace jump \( \|[\text{tr} \omega]\| \in L^2 \Lambda^k(E_h) \), which are widely used in the DG literature. In particular, for each interior edge \( E \in E_h^o \),
\[
\{\text{tr} \omega\}|_E := \frac{1}{2} \left\{ \text{tr}_E(\omega|_{T_E^+}) + \text{tr}_E(\omega|_{T_E^-}) \right\}, \quad E \in E_h^o,
\]
\[
\|[\text{tr} \omega]\||_E := \text{tr}_E(\omega|_{T_E^+}) - \text{tr}_E(\omega|_{T_E^-}), \quad E \in E_h^o.
\]
Furthermore, for each boundary edge \( E \in E_h^b \), we distinguish the trace averages/jumps of \( \omega \) and \( \bar{\star} \omega \) as
\[
\{\text{tr} \omega\}|_E := \text{tr}_E(\omega|_{T_E}), \quad \|[\text{tr} \omega]\||_E := 0,
\]
\[
\{\text{tr} \bar{\star} \omega\}|_E := 0, \quad \|[\text{tr} \bar{\star} \omega]\||_E := \text{tr}_E(\bar{\star} \omega|_{T_E}).
\]
For each \( T \in T_h \) and \( E \subset \partial T \), let \( s_E^T = 1 \) if \( \nu_E \) is outward to \( \partial T \) and \( s_E^T = -1 \) otherwise. Let \( s_T \) be the sign function on \( \partial T \) with \( s_T = s_E^T \) on \( E \subset \partial T \). For
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\caption{An interior element pair and a boundary element.}
\end{figure}
\( \eta_1, \eta_2 \in L^2 \Lambda^k(E) \), we define \( L^2 \)-inner products on element boundaries
\[
\langle \eta_1, \eta_2 \rangle_{\partial T} := (s_T \eta_1, \eta_2)_{\partial T} = \sum_{E \subset \partial T, E \in \mathcal{E}_h} s_T^E (\eta_1, \eta_2)_E,
\]
\[
\langle \cdot, \cdot \rangle_{\partial T} = \sum_{T \in T} \langle \cdot, \cdot \rangle_{\partial T}^h.
\]

With this notation and using (2.7), (3.1b), we obtain for \( \omega_1 \in H^1 \Lambda^k(T_h), \omega_2 \in H^1 \Lambda^{k+1}(T_h) \) and \( T \in T_h \),
\[
(3.2) \quad (d^k \omega_1, \omega_2)_T = \langle \omega_1, \delta^{k+1} \omega_2 \rangle_T + \langle \star \text{tr} \omega_1, \text{tr} \delta \omega_2 \rangle_{\partial T}.
\]

In fact the regularity in (3.2) could be weakened as \( \omega_1|_T \in H \Lambda^k(T) \cap H^s \Lambda^k(T), \omega_2|_T \in L^2 \Lambda^{k+1}(T) \cap H^s \Lambda^{k+1}(T), \delta^{k+1} \omega_2|_T \in L^2 \Lambda^k(T) \) with \( s > \frac{1}{2} \). It is also straightforward to verify the elementary identity
\[
(3.3) \quad (\star \text{tr} \omega_1, \text{tr} \delta \omega_2)^{\partial T_h} = \langle \star \text{tr} \omega_1, \text{tr} \delta \omega_2 \rangle_{\partial T_h}.
\]

Let \( d^k \) and \( \delta^{k+1} \) denote the piecewise \( d^k \) and \( \delta^{k+1} \) w.r.t. the partition \( T_h \), respectively. We define spaces of broken polynomial differential forms
\[
(3.4) \quad V^-_h = \left\{ \begin{array}{ll}
\tilde{P}_{r_1} \Lambda^{k-1}(T_h),
\tilde{P}_{r_2} \Lambda^k(T_h),
\tilde{P}_{r_3} \Lambda^{k-1}(T_h),
\end{array} \right\},
\quad V_h = \left\{ \begin{array}{ll}
\tilde{P}_{r_1} \Lambda^k(T_h),
\tilde{P}_{r_2} \Lambda^k(T_h),
\tilde{P}_{r_3} \Lambda^{k-1}(T_h),
\end{array} \right\},
\quad V^+_h = \left\{ \begin{array}{ll}
\tilde{P}_{r_1} \Lambda^{k-1}(T_h),
\tilde{P}_{r_2} \Lambda^k(T_h),
\tilde{P}_{r_3} \Lambda^{k-1}(T_h),
\end{array} \right\}
\]

where \( r_1, r_2, r_3 \) are fixed non-negative integers. Given a space \( \tilde{V} \subseteq H^1 \Lambda^k(T_h) \), we make use of the trace space
\[
\text{tr} \tilde{V} := \{ v \in L^2 \Lambda^k(\mathcal{E}_h) : \forall E \in \mathcal{E}_h \exists \omega \in \tilde{V} \text{ with } \text{tr}_E \omega = v|_E \}.
\]

3.2. Extended Galerkin Formulation.

3.2.1. First Order Formulation. In addition to \( \sigma = -d^- u \) in Section 2, we introduce another unknown \( \xi = -d u \) and rewrite (2.14) as
\[
(3.5a) \quad \sigma + \delta u = 0,
(3.5b) \quad \xi + du = 0,
(3.5c) \quad d^- \sigma + \delta^+ \xi = -f.
\]

A variational problem of (3.5) seeks \( (\sigma, \xi, u) \in V^- \times W^+ \times V \), such that
\[
(3.6) \quad (\sigma, \tau) + (d^- \tau, u) = 0, \quad \tau \in V^-,
(3.6) \quad (\xi, \eta) + (du, \eta) = 0, \quad \eta \in W^+,
(3.6) \quad (d^- \sigma, v) + (\xi, dv) = -(f, v), \quad v \in V.
\]

The well-posedness of (3.6) will be confirmed by Theorem 4.1.

3.2.2. Derivation of XG methods. The XG method for (3.6) searches \( \sigma_h \in \mathcal{V}_h, \xi_h \in \mathcal{V}^+_h, u_h \in \mathcal{V}_h \) such that
\[
(3.7) \quad \sigma_h \approx \sigma, \quad \xi_h \approx \xi, \quad u_h \approx u.
\]

Since \( \Omega \) is a Lipschitz polyhedron, there exists \( s_0 \in (\frac{1}{2}, 1] \) relying on \( \Omega \) such that
\[
(3.7) \quad u, d^- \sigma, \delta^+ \xi \in H^{s_0} \Lambda^k(\Omega), \quad \sigma \in H^{s_0} \Lambda^{k-1}(\Omega), \quad \xi \in H^{s_0} \Lambda^{k+1}(\Omega),
\]

\( \mathcal{V}^-_h, \mathcal{V}_h, \mathcal{V}^+_h \).
see, e.g., [7]. Therefore on each element $T$ we could test (3.5) with $H^1$ differential forms and apply the formula (3.2). The resulting equations are

$$
(\sigma, \tau)_{T} + (d^- \tau, u)_{T} - \langle \star \text{tr} \tau, \text{tr} * u \rangle_{\partial T}^s = 0, \quad \tau_T \in H^1 \Lambda^{k-1}(T),
$$
$$
(\xi, \eta_T)_{T} + (\delta^+ \eta_T, u)_{T} + \langle \star \text{tr} u, \text{tr} * \eta_T \rangle_{\partial T}^s = 0, \quad \eta_T \in H^1 \Lambda^{k+1}(T),
$$
$$
(\sigma, \delta v_T)_{T} + (\xi, dv_T)_{T} + \langle \star \text{tr} \sigma, \text{tr} * v_T \rangle_{\partial T}^s = -\langle \star \text{tr} v_T, \text{tr} * \xi \rangle_{\partial T}^s = -\langle f, v_T \rangle_{T}, \quad v_T \in H^1 \Lambda^k(T).
$$

To impose weak continuity and facilitate numerical stability, our XG method employs four “check” variables $\bar{u}_h \in \tilde{V}^{-}_h, \bar{u}^{*}_h \in \tilde{V}^{+}_h, \tilde{\sigma}_h \in \tilde{V}^{-}_h, \tilde{\xi}^{*}_h \in \tilde{V}^{+*}_h$, where

$$
\tilde{V}^{-}_h = P_{r_{4}} \Lambda^{k-1}(\mathcal{E}_h),
$$
$$
\tilde{V}^{+}_h = P_{r_{4}} \Lambda^{k}(\mathcal{E}_h),
$$
$$
\tilde{V}^{+*}_h = \{ \tilde{\xi}^{*}_h \in P_{r_{4}} \Lambda^{n-k}(\mathcal{E}_h) : \tilde{\xi}^{*}_h = 0 \text{ on } \partial \Omega \},
$$
$$
\tilde{V}^{*}_h = \{ \tilde{u}^{*}_h \in P_{r_{4}} \Lambda^{n-k}(\mathcal{E}_h) : \tilde{u}^{*}_h = 0 \text{ on } \partial \Omega \},
$$

with $\{r_i\}_{i=4}^7$ being fixed non-negative integers. We choose numerical fluxes

$$
\tilde{u}_h \in L^2 \Lambda^k(\mathcal{E}_h), \quad \tilde{u}^{*}_h \in L^2 \Lambda^{n-k}(\mathcal{E}_h),
$$
$$
\tilde{\sigma}_h \in L^2 \Lambda^{k-1}(\mathcal{E}_h), \quad \tilde{\xi}^{*}_h \in L^2 \Lambda^{n-k-1}(\mathcal{E}_h),
$$

such that on each face in $\mathcal{E}_h$,

$$
\tilde{u}_h \approx \text{tr} u, \quad \tilde{u}^{*}_h \approx \text{tr} * u, \quad \tilde{\sigma}_h \approx \text{tr} \sigma, \quad \tilde{\xi}^{*}_h \approx \text{tr} * \xi.
$$

Let $\bar{u}_h, \bar{u}^{*}_h, \tilde{\sigma}_h, \tilde{\xi}^{*}_h$ be central fluxes

$$
\bar{u}_h := \langle \text{tr} u_h \rangle, \quad \bar{u}^{*}_h := \langle \text{tr} * u_h \rangle,
$$
$$
\tilde{\sigma}_h := \langle \text{tr} \sigma_h \rangle, \quad \tilde{\xi}^{*}_h := \langle \text{tr} * \xi_h \rangle.
$$

The numerical fluxes of the XG method have the following distinctive feature

$$
\tilde{u}_h = \bar{u}_h + \bar{u}^{*}_h \text{ on } \mathcal{E}_h, \quad \tilde{\sigma}_h = \tilde{\sigma}_h + \tilde{\sigma}_h \text{ on } \mathcal{E}_h,
$$
$$
\tilde{\xi}^{*}_h = \tilde{\xi}^{*}_h + \tilde{\xi}^{*}_h \text{ on } \mathcal{E}^{+*}_h, \quad \tilde{\xi}^{*}_h = \tilde{\xi}^{*}_h + \tilde{\xi}^{*}_h \text{ on } \mathcal{E}^{*}_h,
$$
$$
\tilde{u}^{*}_h = \bar{u}^{*}_h = 0 \text{ on } \mathcal{E}^{-}_h, \quad \tilde{\xi}^{*}_h = \tilde{\xi}^{*}_h = 0 \text{ on } \mathcal{E}^{-}_h.
$$

In view of the local equation (3.8), we propose a seven-field XG formulation for (2.14): Find $(\sigma_h, \sigma_h, \xi_h, \xi^{*}_h, \bar{u}_h, \bar{u}^{*}_h, \tilde{u}^{*}_h) \in \mathcal{V}^{-}_h \times \tilde{V}^{-}_h \times \mathcal{V}^{+*}_h \times \mathcal{V}^{+*}_h \times \tilde{V}^{*}_h \times \tilde{V}^{*}_h$, such that on each $T \in T_h$,

$$
(\sigma_h, \tau_h)_{T} + (d^- \tau_h, u_h)_{T} - \langle \star \text{tr} \tau_h, \bar{u}^{*}_h \rangle_{\partial T}^s = 0,
$$
$$
(\xi_h, \eta_h)_{T} + (\delta^+ \eta_h, u_h)_{T} + \langle \star \text{tr} u_h, \bar{u}^{*}_h \rangle_{\partial T}^s = 0,
$$
$$
(\sigma_h, \delta v_h)_{T} + (\xi_h, dv_h)_{T} + \langle \star \text{tr} v_h, \bar{u}^{*}_h \rangle_{\partial T}^s = -\langle f, v_h \rangle_{T},
$$
$$
(\tilde{\sigma}_h, -\delta v_h)_{T} + (\tilde{\xi}_{h}, dv_h)_{T} + \langle \star \text{tr} \sigma_h, \tilde{u}^{*}_h \rangle_{\partial T}^s = 0,
$$
$$
(\tilde{\xi}^{*}_h, -b \|\text{tr} u_h\|, \eta^{*}_h)_{T} = 0,
$$
$$
(\tilde{u}^{*}_h, -c \|\text{tr} * \xi_h\|, \tilde{u}^{*}_h)_{T} = 0,
$$

for all $(\tau_h, \bar{\tau}_h, \bar{\eta}_h, \bar{\xi}_h, \bar{u}_h, \bar{u}^{*}_h, \tilde{\xi}^{*}_h) \in \mathcal{V}^{-}_h \times \tilde{V}^{-}_h \times \mathcal{V}^{+*}_h \times \tilde{V}^{+*}_h \times \mathcal{V}^{*}_h \times \tilde{V}^{*}_h$. Here $a, b, c, d \in P_0(\mathcal{E}_h) = P_0(\mathcal{E}_h)$ are piecewise constants that will be specified in the next section.
Remark 3.1. It follows from (3.8) that (3.11a)–(3.11c) hold with \((\sigma, \xi, u)\) replacing \((\sigma_h, \xi_h, u_h)\). In addition, (3.11d)–(3.11g) are true provided \(\tilde{\sigma}_h = 0, \tilde{\xi}_h = 0, \tilde{u}_h = 0\), and \((\sigma_h, \xi_h, u_h)\) is replaced by \((\sigma, \xi, u)\). Therefore, the overall XG method is consistent.

Equations (3.11d)–(3.11g) are motivated by Nitsche’s trick. First it follows from \(\sigma \in H \Lambda^{k-1}(\Omega), u \in H \Lambda^k(\Omega)\) that \([\text{tr}\sigma] = 0, [\text{tr}\,u] = 0\) on \(\mathcal{E}_{\text{h}}\). In the XG method, such inter-element continuity is weakly enforced by (3.11e), (3.11g). On the other hand, \(u \in \tilde{H}^* \Lambda^{k}(\Omega), \xi \in \tilde{H}^* \Lambda^{k+1}(\Omega)\) imply that \([\text{tr}\,\sigma] = 0, [\text{tr}\,\xi] = 0\) on \(\mathcal{E}_{\text{h}}\). Weak inter-element continuity from this viewpoint could be imposed by (3.11d), (3.11f). Therefore, the XG method (3.11) is a compromise between the following two types of conformity

\[
(\sigma, u) \in H \Lambda^{k-1}(\Omega) \times H \Lambda^{k}(\Omega),
\]

\[
(\xi, u) \in \tilde{H}^* \Lambda^{k-1}(\Omega) \times \tilde{H}^* \Lambda^{k}(\Omega).
\]

For simplicity, we make the assumption

\[
\text{tr}\,\sigma_h \subseteq \tilde{\sigma}_h^+, \quad \text{tr}\,\xi_h \subseteq \tilde{\xi}_h^+,
\]

\[
\text{tr}\,u_h \subseteq \tilde{u}_h^-,
\]

It then follows that all check variables can be eliminated using the relations

\[
\tilde{\sigma}_h = a[\text{tr}\,u_h], \quad \tilde{\xi}_h = b[\text{tr}\,\sigma_h], \quad \tilde{u}_h = d[\text{tr}\,u_h],
\]

see (3.20) for a compact three-field formulation. However, with the help of several check variables, we are able to present a more transparent convergence analysis for the original augmented scheme.

**Four Field Formulation I.** Applying (3.2) to (3.11a)–(3.11c) leads to

\[
(\sigma_h, \tau_h)_T + (d^- \tau_h, u_h)_T - \langle \text{tr}\,\tau_h, \tilde{\xi}_h^+ \rangle_{\partial T} = 0,
\]

\[
(\xi_h, \eta_h)_T + (\eta_h, d_h u_h)_T + \langle \text{tr}\,u_h - \text{tr}\,u_h, \tau_h \rangle_{\partial T} = 0,
\]

\[
(d^- \sigma_h, v_h)_T + \langle \xi_h, d_h v_h \rangle_T + \langle \text{tr}\,\sigma_h - \text{tr}\,\sigma_h, v_h \rangle_{\partial T} - \langle \text{tr}\,v_h, \tilde{\xi}_h^+ \rangle_{\partial T} = 0.
\]

Summing (3.15) over all \(T \in \mathcal{T}_h\) and using (3.10), (3.9), (3.3), we obtain

\[
(\sigma_h, \tau_h) + (d^- \tau_h, u_h) - \langle \text{tr}\,\tau_h, \tilde{\xi}_h^+ \rangle - \langle \text{tr}\,\tau_h, \tilde{\xi}_h^+ \rangle_{\partial T} = 0,
\]

\[
(\xi_h, \eta_h) + (\eta_h, d_h u_h) + \langle \text{tr}\,u_h, \tilde{\xi}_h^+ \rangle - \langle \text{tr}\,u_h, \tilde{\xi}_h^+ \rangle_{\partial T} = 0,
\]

\[
(d^- \sigma_h, v_h) + \langle \xi_h, d_h v_h \rangle + \langle \text{tr}\,\sigma_h, v_h \rangle - \langle \text{tr}\,v_h, \tilde{\xi}_h^+ \rangle = 0.
\]

Eliminating \(\tilde{\sigma}_h, \tilde{\xi}_h, \tilde{u}_h\) by (3.14), the XG method (3.11) is equivalent to the following four-field formulation: Find \(\sigma_h \in \mathcal{V}_h^-, \xi_h \in \mathcal{V}_h^+, \xi_h^+ \in \mathcal{V}_{h,+}^+, \eta_h \in \mathcal{V}_h\), such that

\[
(\sigma_h, \tau_h) + (d^- \tau_h, u_h) - \langle \text{tr}\,\tau_h, \tilde{\xi}_h^+ \rangle - \langle \text{tr}\,\tau_h, \tilde{\xi}_h^+ \rangle_{\partial T} = 0,
\]

\[
(\xi_h, \eta_h) + (\eta_h, d_h u_h) + \langle \text{tr}\,u_h, \tilde{\xi}_h^+ \rangle - \langle \text{tr}\,u_h, \tilde{\xi}_h^+ \rangle_{\partial T} = 0,
\]

\[
(d^- \sigma_h, v_h) + \langle \xi_h, d_h v_h \rangle + \langle \text{tr}\,\sigma_h, v_h \rangle - \langle \text{tr}\,v_h, \tilde{\xi}_h^+ \rangle = 0.
\]
for all \((\tau_h, \eta_h, \nu_h, v_h) \in \mathcal{V}_h^- \times \mathcal{V}_h^+ \times \mathcal{V}_h^{++} \times \mathcal{V}_h^\times\).

**Four Field Formulation.** Similar arguments in (3.15), (3.16) yield
\[
\begin{align*}
&\left(\sigma_h, \tau_h\right) + (\delta_h u_h, \tau_h) + \langle \star \left(\text{tr} \tau_h, \text{tr} u_h\right), \star \left(\text{tr} \tau_h, \text{tr} u_h\right)\rangle - \langle \text{tr} \sigma_h, \text{tr} \tau_h, \text{tr} u_h\rangle = 0, \\
&\left(\xi_h, \eta_h\right) + (\delta_h^\perp \eta_h, u_h) + \langle \star \left(\text{tr} u_h\right), \text{tr} \xi_h\rangle - \langle \text{tr} \eta_h, \text{tr} \xi_h\rangle = 0, \\
&\left(\tau_h, \delta_h v_h\right) + (\delta_h^\perp \xi_h, v_h) + \langle \star \left(\text{tr} \sigma_h\right), \text{tr} v_h\rangle = 0, \\
&- \langle \text{tr} \nu_h, \xi_h\rangle + \langle \star \left(\text{tr} \nu_h\right), \star \left(\text{tr} \xi_h\right)\rangle = -(f, v_h).
\end{align*}
\]
(3.18)

Eliminating \(\xi_h^\perp, u_h, \nu_h^\perp\) by (3.14), the XG method (3.11) is also equivalent to another four-field formulation: Find \(\sigma_h \in \mathcal{V}_h^-\), \(\sigma_h \in \mathcal{V}_h^+\), \(\xi_h \in \mathcal{V}_h^\times\), \(u_h \in \mathcal{V}_h\), such that
\[
\begin{align*}
&\left(\sigma_h, \tau_h\right) + (\delta_h u_h, \tau_h) + \langle \star \left(\text{tr} \tau_h\right), \text{tr} u_h\rangle - \langle \text{tr} \sigma_h, \text{tr} \tau_h\rangle = 0, \\
&\left(\xi_h, \eta_h\right) + (\delta_h^\perp \eta_h, u_h) + \langle \star \left(\text{tr} u_h\right), \text{tr} \xi_h\rangle = 0, \\
&\left(\tau_h, \delta_h v_h\right) + (\delta_h^\perp \xi_h, v_h) + \langle \star \left(\text{tr} \sigma_h\right), \text{tr} v_h\rangle = 0, \\
&- \langle \text{tr} \nu_h, \xi_h\rangle + \langle \star \left(\text{tr} \nu_h\right), \star \left(\text{tr} \xi_h\right)\rangle = 0.
\end{align*}
\]
(3.19)
for all \((\sigma_h, \tau_h, \eta_h, \nu_h, v_h) \in \mathcal{V}_h^- \times \mathcal{V}_h^+ \times \mathcal{V}_h^{++} \times \mathcal{V}_h^\times\).

**Three Field Formulation.** Eliminating \(\xi_h^\perp\) by (3.11c), the scheme (4.7) further yields a three field formulation: Find \(\sigma_h \in \mathcal{V}_h^-\), \(\xi_h \in \mathcal{V}_h^\times\), \(u_h \in \mathcal{V}_h\) such that
\[
\begin{align*}
&\left(\sigma_h, \tau_h\right) + (d_h^- \tau_h, u_h) - \langle \star \left(\text{tr} \tau_h\right), \text{tr} u_h\rangle - \langle \text{tr} \sigma_h, \text{tr} \tau_h\rangle = 0, \\
&\left(\xi_h, \eta_h\right) + (d_h^\perp \eta_h, u_h) + \langle \star \text{tr} \xi_h\rangle - \langle \text{tr} \eta_h, \text{tr} \xi_h\rangle = 0, \\
&\left(d_h^- \sigma_h, v_h\right) + (\eta_h, d_h^\perp v_h) + \langle \text{tr} \text{tr} \nu_h\rangle - \langle \star \text{tr} \sigma_h, \text{tr} \nu_h\rangle = 0, \\
&- \langle \text{tr} \nu_h, \xi_h\rangle - \langle \text{tr} \nu_h, \xi_h\rangle = 0.
\end{align*}
\]
(3.20)
for all \((\tau_h, \eta_h, \nu_h, v_h) \in \mathcal{V}_h^- \times \mathcal{V}_h^\times \times \mathcal{V}_h\).

Throughout the rest of this paper, we use \(C\) to denote a generic constant depending only on \(\Omega, C_{\text{mesh}}\), and the polynomial degrees \(\{r_i\}_{i=1}^{n}\). We may also use \(C_t > 0\) to indicate an absolute constant relying the previous quantities and the extra parameter \(t\). We say \(A \lesssim B\) if \(A \leq CB\), and \(A \simeq B\) provided \(A \lesssim B\) and \(B \lesssim A\).

4. INF-SUP CONDITIONS

In this section, we analyze the inf-sup stability of the continuous mixed formulation (3.6) and the four-field XG formulation (3.17).

4.1. Continuous Inf-Sup Condition. First we introduce
\[
\begin{align*}
&a(\sigma, \xi; \tau, \eta) := \langle \sigma, \tau \rangle + \langle \xi, \eta \rangle, \\
&b(\sigma, \xi; v) := (d^- \sigma, v) + \langle \xi, dv \rangle,
\end{align*}
\]
and the total bilinear form
\[
\begin{align*}
B(\sigma, \xi, u; \eta, v) = a(\sigma, \xi; \tau, \eta) + b(\sigma, \xi; v) + b(\tau, \eta; u).
\end{align*}
\]
The continuous problem (3.6) is then written as
\[
\begin{align*}
B(\sigma, \xi, u; \eta, v) = -(f, v), \quad \forall (\eta, v) \in \mathcal{V}^- \times W^+ \times \mathcal{V}.
\end{align*}
\]
The next theorem confirms the well-posedness of (3.6).
**Theorem 4.1** (Continuous Inf-Sup Condition). There exists a constant $C_{cts}$ dependent on $\Omega$ such that

$$\inf_{(\sigma, \xi) \in V^- \times W^+ \times V^-} \sup_{(\tau, \eta) \in V^- \times W^+ \times V^+} B(\sigma, \xi, u; \tau, \eta, v) \geq C_{cts} > 0.$$ 

**Proof.** Consider the kernel of $b$ 

$$N := \{(\tau, \eta) \in V^- \times W^+ : b(\tau, \eta; v) = 0, \ \forall v \in V\}.$$ 

Given $(\tau, \eta) \in N$, taking $v = d^-\tau$ in $b(\tau, \eta; v)$ leads to $d^-\tau = 0$. It then follows that 

$$a(\tau, \eta; \tau, \eta) = \|\tau\|_{V^-}^2 + \|\eta\|^2.$$ 

Next we verify the inf-sup condition of $b$. For any $v \in V$, using (2.3) and (2.4), we obtain 

\begin{align*}
(4.2a) & \quad v = v_B + v_\perp, \quad v_B \in \mathfrak{B}, \quad v_\perp \in \mathfrak{Z}^-,
(4.2b) & \quad \|v_\perp\| \leq c_P\|dv\|.
\end{align*}

Moreover, we simply take 

$$\eta = dv \in W^+,$$ 

and choose $\tau \in V^-$ such that 

$$d^-\tau = u_B, \quad \|\tau\|_V \leq c_P\|u_B\|.$$ 

A combination of (4.2), (4.3), (4.4), $(u_B, u_\perp) = 0$ yields 

$$b(\tau, \eta; v) = (d^-\tau, v) + (\eta, dv)$$
$$= \|v_B\|^2 + \|dv\|^2$$
$$\geq 2^{-1}\min(1, c_P^2)\|v\|_V^2.$$ 

It then follows that 

$$\inf_{v \in V^-} \sup_{\|v\|_V = 1} b(\tau, \eta; v) \geq C_b,$$

where $C_b$ depends only on $c_P$.

Finally the inf-sup condition of $B$ follows from (4.1) and (4.5), see, e.g., [15, 57] for the theory of inf-sup condition for saddle point systems. 

**4.2. Discrete Inf-Sup Condition.** In this subsection, we analyze the discrete inf-sup condition of the reduced four-field XG method (3.17) based on appropriate discrete spaces. First of all, we make the assumption 

$$\mathcal{V}_h^- \cap H^{k-1}(\Omega) = V_h^-, \quad \mathcal{V}_h \cap H^k(\Omega) = V_h.$$ 

For convenience, several tuples are introduced 

$$\Sigma_h = \mathcal{V}_h^- \times \mathcal{V}_h^+ \times \mathcal{V}_h^{+*},$$
$$\tilde{\sigma}_h = (\sigma_h, \xi_h, \tilde{\xi}_h) \in \Sigma_h,$$
$$\tilde{\eta}_h = (\eta_h, \eta_h, \tilde{\eta}_h) \in \Sigma_h.$$
We also make use of the discrete bilinear forms
\[ a_h(\tilde{\sigma}_h, \tilde{\tau}_h) = (\sigma_h, \tau_h) + (\xi_h, \eta_h) - (d\|\tr\sigma_h\|, \|\tr\tau_h\|) \\
+ (c\|\tr \xi_h\|, \|\tr \eta_h\|) + (b^{-1}\tilde{\xi}_h, \tilde{\eta}_h^*), \]
\[ b_h(\tilde{\sigma}_h, v_h) = (d_h^\Sigma \sigma_h, v_h) + (\xi_h, d_h v_h) - (d\|\tr \sigma_h\|, \|\tr v_h\|) \\
- (d_h \|\tr \xi_h\|, \|\tr v_h\|) + (d_h \|\tr \xi_h\|, \tilde{\xi}_h^*), \]
\[ c_h(u_h, v_h) = (a\|\tr u_h\|, \|\tr v_h\|). \]

With the above notation, \((3.17)\) is to find \((\tilde{\sigma}_h, u_h) \in \Sigma_h \times \mathcal{V}_h\) such that
\[ a_h(\tilde{\sigma}_h, \tilde{\tau}_h) + b_h(\tilde{\tau}_h, u_h) = 0, \quad (4.7) \]
\[ b_h(\tilde{\sigma}_h, v_h) + c_h(u_h, v_h) = -(f, v_h) \]
for all \((\tilde{\tau}_h, v_h) \in \Sigma_h \times \mathcal{V}_h\).

Let \(h\) be the mesh size function such that
\[ h|_T = h_T := \text{diam}(T), \quad T \in \mathcal{T}_h, \]
\[ h|_E = h_E := \text{diam}(E), \quad E \in \mathcal{E}_h. \]

Given a positive constant \(\rho\) and \(\tau_h \in \mathcal{V}_h^-\), \(v_h \in \mathcal{V}_h\), \(\tilde{\tau}_h \in \Sigma_h\), we propose the following mesh dependent norms
\[ \|\tau_h\|_{p,h}^2 := \|\tau_h\|^2 + \|d_h^\Sigma \tau_h\|^2 + \rho^{-1}\|h^{-\frac{1}{2}}\|\tr\tau_h\|\|\xi_h\|_E^2, \]
\[ \|v_h\|_{p,h}^2 := \|v_h\|^2 + \|d_h v_h\|^2 + \rho^{-1}\|h^{-\frac{1}{2}}\|\tr v_h\|\|\eta_h\|_E^2, \]
\[ \|\tilde{\tau}_h\|_{p,h}^2 := \|\tau_h\|_{p,h}^2 + \rho\|h^{\frac{1}{2}}\tilde{\eta}_h\|^2, \]
\[ \|(\tilde{\tau}_h, v_h)\|_{p,h}^2 := \|\tilde{\tau}_h\|_{p,h}^2 + \|v_h\|_{p,h}^2. \]

The next lemma shows that the DG spaces of differential forms could be approximated by conforming AFW spaces. The proof is postponed in the appendix.

**Lemma 4.2.** For any \(v_h \in \mathcal{V}_h\) and \(\tau_h \in \mathcal{V}_h^-\), there exist \(v_h^k \in \mathcal{V}_h\) and \(\tau_h^k \in \mathcal{V}_h^-\) such that
\[ \|h^{-1}(\tau_h - \tau_h^k)\| + \|d_h^\Sigma (\tau_h - \tau_h^k)\| \leq C\|h^{-\frac{1}{2}}\|\tr\tau_h\|\|\xi_h\|_E, \quad (4.8a) \]
\[ \|h^{-1}(v_h - v_h^k)\| + \|d_h (v_h - v_h^k)\| \leq C\|h^{-\frac{1}{2}}\|\tr v_h\|\|\eta_h\|_E. \quad (4.8b) \]

In addition, we will frequently utilize the estimate
\[ \|\tr v_h\|_{p,T} \leq C r h^{-\frac{3}{2}}\|v_h\|_{p,T}, \quad \forall v_h \in \mathcal{P}_r L^k(\mathcal{T}), \quad \forall T \in \mathcal{T}_h. \quad (4.9) \]

In fact, \((4.9)\) immediately follows from the well-known trace and inverse inequalities. The next lemma is concerned with the inf-sup condition of the bilinear form \(b_h\).

**Lemma 4.3** (Inf-Sup Condition of \(b_h\)). Let \(\rho_0 > 0\) be a constant and \(\rho \in (0, \rho_0]\).

Let the assumptions \((3.13), (4.6)\) hold and assume \(d_h \mathcal{V}_h \subseteq \mathcal{V}_h^+\). Then we have
\[ \inf_{v_h \in \mathcal{V}_h} \sup_{\tilde{\tau}_h \in \Sigma_h, \tilde{\tau}_h \neq 0} \frac{b_h(\tilde{\tau}_h, v_h)}{\|\tilde{\tau}_h\|_{p,h} \|v_h\|_{p,h}} = C_{\rho_0} > 0, \]

**Proof.** Given \(v_h \in \mathcal{V}_h\), we choose \(v_h^k \in \mathcal{V}_h\) in Lemma 4.2 such that
\[ \|v_h - v_h^k\| + \|d_h (v_h - v_h^k)\| \leq C_{\rho_0} \rho^{-\frac{1}{2}}\|h^{-\frac{1}{2}}\|\tr v_h\|\|\eta_h\|_E. \quad (4.10) \]
Combining (4.10) and the triangle inequality, we obtain
\begin{equation}
\|v_h^e\|_V \leq C_{\rho_0} \|v_h\|_{p,h}.
\end{equation}

Due to (2.12) and (2.13), there exists a stable decomposition
\begin{align}
&(4.12a) \quad v_h^e = d^- \tau_h + v_h^k, \quad \tau_h \in V_h^-, \quad v_h^k \in \mathcal{D}^k_h, \\
&(4.12b) \quad \|v_h^k\| \leq c_{dp} \|dv_h^k\| = c_{dp} \|dv_h^\tau\|, \\
&(4.12c) \quad \|\tau_h\|_V \leq \|d^- \tau_h\| \leq \|v_h^e\|.
\end{align}

It then follows from (4.10), (4.12) and the triangle inequalities that
\begin{equation}
\|v_h\|_{p,h} \leq \|v_h^e\|_{p,h} + \|v_h - v_h^e\|_{p,h}
\end{equation}
\begin{align*}
&\leq \|v_h^e\| + \|dv_h^e\| + C_{\rho_0} \rho^{-\frac{1}{2}} \|h^{-\frac{1}{2}} \|tr v_h\|\| \xi_h^e\| \\
&\leq C_{\rho_0} (\|d^- \tau_h\| + \|d_h v_h\| + \rho^{-\frac{1}{2}} \|h^{-\frac{1}{2}} \|tr v_h\|\| \xi_h^e\|).
\end{align*}

We now take \( \tilde{\tau}_h = (\tau_h, \eta_h, \tilde{\eta}_h) \in \Sigma_h \), where \( \eta_h \in \mathcal{V}_h^+, \quad \tilde{\eta}_h \in \tilde{\mathcal{V}}_h^+ \) are defined as
\begin{equation}
\eta_h = d_h v_h, \quad \tilde{\eta}_h = -t \rho^{-1} h^{-1} \tilde{x} \|tr v_h\|
\end{equation}
with some constant \( t \) to be specified later. Direct calculation shows
\begin{align*}
b_h(\tilde{\tau}_h, v_h) &= (d^- \tau_h, v_h^e) + (d^- \tau_h, v_h - v_h^e) + \|d_h v_h\|^2 \\
&\quad - \langle \tilde{x} \|tr v_h\|, \langle \|tr d_h v_h\| \rangle + t \rho^{-1} \|h^{-\frac{1}{2}} \|tr v_h\|\| \xi_h^e\|^2.
\end{align*}

Using the previous identity, the estimates (4.12c), (4.10), (4.9), and a Young’s inequality with arbitrary \( \varepsilon > 0 \), we obtain that
\begin{align*}
b_h(\tilde{\tau}_h, v_h) &\geq \|d^- \tau_h\|^2 - C \|d^- \tau_h\| \|h^{-\frac{1}{2}} \|tr v_h\|\| \xi_h^e\| + \|d_h v_h\|^2 \\
&\quad - C \|h^{-\frac{1}{2}} \|tr v_h\|\| \xi_h^e\| \|d_h v_h\| + t \rho^{-1} \|h^{-\frac{1}{2}} \|tr v_h\|\| \xi_h^e\|^2 \\
&\geq (1 - 4^{-1} \rho C^2) (\|d^- \tau_h\|^2 + \|d_h v_h\|^2) + (t - \varepsilon^{-1}) \rho^{-1} \|h^{-\frac{1}{2}} \|tr v_h\|\| \xi_h^e\|^2.
\end{align*}

In the above inequality, taking \( \varepsilon = \rho^{-1} C^{-2}, \quad t = 2 \rho_0 C^2 \) and using (4.13) lead to
\begin{align}
b_h(\tilde{\tau}_h, v_h)
&\geq 2^{-1} (\|d^- \tau_h\|^2 + \|d_h v_h\|^2) + C_{\rho_0} \rho^{-1} \|h^{-\frac{1}{2}} \|tr v_h\|\| \xi_h^e\|^2 \\
&\geq C_{\rho_0} \|v_h\|_{p,h}^2.
\end{align}

On the other hand, a combination of (4.12c), (4.14), (4.11) yields
\begin{equation}
\|\tilde{\tau}_h\|_{p,h} \leq C_{\rho_0} \|v_h\|_{p,h}.
\end{equation}

Finally we finish the proof by (4.15) and (4.16). \( \square \)

Now it remains to verify that \( a_h \) is coercive on the kernel of \( b_h \).

**Lemma 4.4 (Coercivity of \( a_h \)).** Let \( \rho_0 > 0 \) be a constant and \( \rho \in (0, \rho_0] \). Let
\begin{align*}
b &\simeq \rho^{-1} h^{-1}, \quad c \simeq \rho h, \quad d \simeq -\rho^{-1} h^{-1}, \\
\mathcal{N}_h &= \{ \tilde{\tau}_h \in \Sigma_h : b_h(\tilde{\tau}_h, v_h) = 0, \quad \forall v_h \in \mathcal{V}_h \}.
\end{align*}

Then it holds that
\begin{equation}
a_h(\tilde{\tau}_h, \tilde{\tau}_h) \geq C_{\rho_0} \|\tilde{\tau}_h\|_{p,h}^2, \quad \forall \tilde{\tau}_h \in \mathcal{N}_h.
\end{equation}
Proof. Given $\tau_h = (\tau_h, \eta_h, \bar{\eta}_h) \in N_h$, the definition of $a_h$ implies
\begin{align}
a_h(\tau_h, \eta_h, \bar{\eta}_h) &\geq \|\tau_h\|^2 + \|\eta_h\|^2 + \rho^{-1} \|h^{-\frac{1}{2}} \text{tr} \tau_h\|_h^2 + \rho \|h^{-\frac{1}{2}} \bar{\eta}_h\|_h^2. \label{eq:coercivity}
\end{align}
For any $v_h \in V_h$, the membership of $N_h$ yields
\begin{align}
(d_h^- \tau_h, v_h) + (\eta_h, d_h v_h) - \langle \hat{\tau} \text{tr} \tau_h, \text{tr} v_h \rangle - \langle \hat{\tau} \hat{\eta}_h, \hat{\eta}_h \rangle = 0. \label{eq:natural}
\end{align}
We take $\tau^c_h \in V^c_h$ in Lemma 4.2 such that
\begin{align}
\|\tau_h - \tau^c_h\| + \|d_h (\tau_h - \tau^c_h)\| \leq C_{\rho o} \rho^{-\frac{1}{2}} \|h^{-\frac{1}{2}} \text{tr} \tau_h\|_h^2. \label{eq:coercivity2}
\end{align}
It follows from (4.18) with $\tau^c_h$, (4.19), (4.9) that
\begin{align}
(d_h^- \tau_h, d^- \tau^c_h) = \langle \hat{\tau} \text{tr} \tau_h, \text{tr} d^- \tau^c_h \rangle &\leq \|h^{-\frac{1}{2}} \text{tr} \tau_h\|_h \|d^- \tau^c_h\|_h \\
&\leq C_{\rho o} \rho^{-\frac{1}{2}} \|h^{-\frac{1}{2}} \text{tr} \tau_h\|_h (\|d_h^- \tau_h\| + \|d_h^- (\tau_h - \tau^c_h)\|) \\
&\leq \frac{1}{4} \|d_h^- \tau_h\|^2 + C_{\rho o} \rho^{-1} \|h^{-\frac{1}{2}} \text{tr} \tau_h\|_h^2.
\end{align}
Using the previous estimate, the elementary inequality
\begin{align}
\|d_h^- \tau_h\|^2 &\leq 2(d_h^- \tau_h, d^- \tau^c_h) + \|d_h^- (\tau_h - \tau^c_h)\|^2,
\end{align}
and (4.19), we have
\begin{align}
\|d_h^- \tau_h\|^2 \leq C_{\rho o} \rho^{-1} \|h^{-\frac{1}{2}} \text{tr} \tau_h\|_h^2.
\end{align}
Combining it with (4.17) eventually proves the coercivity. \hfill \Box

Introducing the discrete bilinear form
\begin{align}
\bar{B}_h(\bar{\sigma}_h, u_h; \bar{\tau}_h, v_h) = a_h(\bar{\sigma}_h; \bar{\tau}_h) + b_h(\bar{\sigma}_h, v_h) + b_h(\bar{\tau}_h, u_h) + c_h(u_h, v_h),
\end{align}
the reduced XG method (4.7) could be recast into
\begin{align}
\bar{B}_h(\bar{\sigma}_h, u_h; \bar{\tau}_h, v_h) = -(f, v_h), \quad \forall (\bar{\tau}_h, v_h) \in \Sigma_h \times V_h.
\end{align}
Now we are in a position to present the first main result.

**Theorem 4.5.** Let $\rho_0 > 0$ be a constant, $\rho \in (0, \rho_0]$, and
\begin{align}
a \simeq -\rho h, \quad b \simeq \rho^{-1} h^{-1}, \quad c \simeq \rho h, \quad d \simeq -\rho^{-1} h^{-1},
\end{align}
in (3.14). It holds that for $\bar{\sigma}_h, \bar{\tau}_h \in \Sigma_h$, $(\bar{\tau}_h, v_h) \in V_h$, where $C_{\rho d} > 0$ is a constant dependent on $\Omega$, $C_{\text{mesh}}$, $\{\bar{r}_i\}_{i=1}^7$. In addition, let the assumptions (3.13) and (4.6) hold and $d_h V_h \subseteq V^+_h$. Then there exists a constant $C_{\text{stab}}$ relying on $\Omega$, $C_{\text{mesh}}$, $\rho_0$, $\{\bar{r}_i\}_{i=1}^7$, such that
\begin{align}
\inf_{(\bar{\sigma}_h, u_h) \in \Sigma_h \times V_h} \sup_{(\bar{\tau}_h, v_h) \neq (\bar{\sigma}_h, u_h) \in \Sigma_h \times V_h} \frac{\bar{B}_h(\bar{\sigma}_h, u_h; \bar{\tau}_h, v_h)}{\|\bar{\sigma}_h\|_{\rho,h} \|\bar{\tau}_h\|_{\rho,h} \|v_h\|_{\rho,h}} \geq C_{\text{stab}} > 0,
\end{align}
Proof. The boundedness of $\bar{B}_h$ is a direct consequence of the trace inequality (4.9) and the Cauchy–Schwarz inequality. The inf-sup condition of $\bar{B}_h$ follows from Lemmas 4.3 and 4.4 and $a \leq 0$, see, e.g., Theorem 5.5.1 in [14] for the theory of inf-sup condition of perturbed saddle point systems. \hfill \Box
Let the assumptions in Theorem 4.5 hold. Then we have

**Corollary 4.6.** Let the assumptions in Theorem 4.5 hold. Then we have

\[
\|\sigma - \sigma_h\|_{\rho,h} + \|\xi - \xi_h\| + \|u - u_h\|_{\rho,h} 
\leq C_{\rho_0} \inf_{\tau_h \in V_h^-} \left( \|\sigma - \tau_h\|_{\rho,h} + \|\xi - \eta_h\| + \|u - v_h\|_{\rho,h} \right).
\]

In addition, assume that

- \( P_{r+1}^\Lambda k^{-1}(T_h) \subseteq V_h^- \), \( P_{r+1}^\Lambda k(T_h) \subseteq V_h^+ \), \( \tilde{P}_r\Lambda^{k+1}(T_h) \subseteq V_h^+ \),
- \( u, d^\sigma \in H^s\Lambda^k(\Omega) \), \( \sigma \in H^s\Lambda^{k-1}(\Omega) \), \( \xi \in H^s\Lambda^{k+1}(\Omega) \) for an index \( s > 0 \).

Then we have for \( 0 < t \leq \min(r+1, s) \),

\[
\|\sigma - \sigma_h\|_{\rho,h} + \|\xi - \xi_h\| + \|u - u_h\|_{\rho,h} 
\leq C_{\rho_0} h^t (|\sigma|_{H^s\Lambda^{k-1}(\Omega)} + |d^\sigma|_{H^s\Lambda^k(\Omega)} + |\xi|_{H^s\Lambda^{k+1}(\Omega)} + |u|_{H^s\Lambda^k(\Omega)}) \cdot
\]

**Proof.** Let \( \tilde{\sigma} = (\sigma, \xi, 0) \in V^- \times V^+ \times L^2\Lambda^{n-k-1}(\mathbb{E}_h) \). It follows from the inf-sup condition in Theorem 4.5 and the consistency in Remark 3.1 that

\[
\| (\tilde{\sigma} - \tilde{\sigma}_h, u - u_h) \|_{\rho,h} \leq \frac{C_{\text{bd}}}{C_{\text{stab}}} \inf_{(\tilde{\sigma}, v_h) \in \mathbb{E}_h \times V_h} \| (\tilde{\sigma} - \tilde{\sigma}_h, u - v_h) \|_{\rho,h},
\]

see, e.g., [57]. As a result, we obtain (4.22). Let \( \pi_h^- : L^2\Lambda^{k-1}(\Omega) \to V_h^- \subseteq V_h^- \), \( \pi_h : L^2\Lambda^k(\Omega) \to V_h \subseteq V_h \) be smoothed commuting projections (cf. [7]) in FEEC, and \( Q_h^+ \) be the \( L^2 \)-projection onto \( V_h^+ \). A direct consequence of (4.22) is

\[
\|\sigma - \sigma_h\|_{\rho,h} + \|\xi - \xi_h\| + \|u - u_h\|_{\rho,h} 
\leq C_{\rho_0} \left( \|\sigma - \pi_h^- \sigma\|_{\rho,h} + \|\xi - Q_h^+ \xi\| + \|u - \pi_h u\|_{\rho,h} \right) = C_{\rho_0} \left( \|\pi_h^- \sigma\|_{V^-} + \|\xi - Q_h^+ \xi\| + \|u - \pi_h u\|_V \right).
\]

We complete the proof by (4.24) and the standard best approximation property of \( \pi_h^-, \pi_h, \) and \( Q_h^+ \). \( \square \)

Using (4.23) and the regularity (3.7), we have

\[
\|\sigma - \sigma_h\|_{\rho,h} + \|\xi - \xi_h\| + \|u - u_h\|_{\rho,h} = O(h^{s_0}), \quad s_0 \in \left( \frac{1}{2}, 1 \right],
\]
on arbitrary Lipschitz polyhedron \( \Omega \).

5. Relationship with Conforming Mixed Methods

5.1. An alternative discretization. The AFW method (2.18) and the XG method (4.7) with parameters specified in Theorem 4.5 essentially utilize the conformity

\[
u \in H\Lambda^k(\Omega), \quad \sigma = \delta u \in H\Lambda^{k-1}(\Omega).
\]

As mentioned in (3.12b), it also holds that

\[
u \in \dot{H}^s\Lambda^k(\Omega), \quad \xi = du \in \dot{H}^s\Lambda^{k+1}(\Omega),
\]
which suggests an XG method with different parameters in the discrete level. The starting point is the following variational formulation of (3.5):

$$
(\xi, \eta) + (\delta^+ \eta, u) = 0, \quad \eta \in \mathcal{H}^* \Lambda^{k+1}(\Omega),
$$

(5.2)

$$
(\sigma, \tau) + (\delta u, \tau) = 0, \quad \tau \in L^2 \Lambda^{k-1}(\Omega),
$$

$$
(\delta^+ \xi, v) + (\sigma, \delta v) = -(f, v), \quad v \in \mathcal{H}^* \Lambda^k(\Omega).
$$

In fact (5.2) is based on the dual complex (2.9), which is isomorphic to the de Rham complex (2.8) via the identification

$$
\mathcal{H}^* \Lambda^{n-k}(\Omega) \rightarrow^* \mathcal{H}^* \Lambda^k(\Omega).
$$

Therefore, (5.2) is nothing but the variational formulation (3.6) for the Hodge Laplacian with index $n - k$ under essential boundary conditions.

To discretize (5.2), we choose

$$
\hat{V}_h^* := \left\{ \begin{array}{l}
\star \mathcal{P}_{r+1} \Lambda^{n-k-1}(T_h), \\
\mathcal{P}_{r+1} \Lambda^{n-k-1}(T_h),
\end{array} \right. \quad \hat{V}_h := \left\{ \begin{array}{l}
\star \mathcal{P}_{r+1} \Lambda^{n-k}(T_h), \\
\mathcal{P}_{r}, \Lambda^{n-k}(T_h),
\end{array} \right.
$$

The conforming mixed method for (5.2) is to find $(\hat{\xi}_h^*, \hat{u}_h^*) \in \hat{V}_h^* \times \hat{V}_h^*$, such that

$$
(\hat{\xi}_h^*, \eta_h) + (\delta^+ \eta_h, \hat{u}_h^*) = 0, \quad \eta_h \in \hat{V}_h^*,
$$

(5.4)

$$(\delta^+ \hat{\xi}_h^*, v_h) - (\delta \hat{u}_h^*, \delta v_h) = -(f, v_h), \quad v_h \in \hat{V}_h^*.$$

The variable $\hat{\sigma}_h^*$ is directly defined as $\hat{\sigma}_h^* = -\delta \hat{u}_h^*.

We introduce the following notation in a fashion similar to Section 4.

$$\Sigma_h^* = \mathcal{V}_h^* \times \hat{V}_h^* \times \mathcal{V}_h^*$$

$$\hat{\xi}_h = (\sigma_h, \hat{\sigma}_h, \xi_h) \in \Sigma_h^*, \quad \hat{\eta}_h = (\tau_h, \hat{\tau}_h, \eta_h) \in \Sigma_h^*$$

$$\begin{aligned}
a_h^*(\hat{\xi}_h, \hat{\eta}_h) &:= (\sigma_h, \tau_h) + (\xi_h, \eta_h) - \langle \xi_h, \eta_h \rangle \\
&+ \langle \xi_h \rangle \langle \eta_h \rangle + \langle \xi_h \rangle \langle \eta_h \rangle + \langle \xi_h \rangle \langle \eta_h \rangle,
\end{aligned}
$$

$$
\begin{aligned}
b_h^*(\hat{\xi}_h, v_h) &:= (\sigma_h, \delta_h v_h) + (\delta^+ \xi_h, v_h) + \langle \xi_h \rangle \langle \delta_h v_h \rangle + \langle \xi_h \rangle \langle \delta_h v_h \rangle,
\end{aligned}
$$

$$
\begin{aligned}
c_h^*(u_h, v_h) &:= -\langle \delta_h u_h \rangle \langle \delta_h v_h \rangle.
\end{aligned}
$$

Furthermore, given $\eta_h \in \mathcal{V}_h^*$, $v_h \in \mathcal{V}_h$, $\hat{\eta}_h \in \Sigma_h^*$, and a positive constant $\rho$, we propose the following mesh dependent norms

$$
\|\eta_h\|_{\rho, h}^2 := \|\eta_h\|^2 + \|\delta^+ \eta_h\|^2 + \rho^{-1} \|\delta_h v_h\|^2 + \rho^{-1} \|\delta_h v_h\|^2 + \rho \|\delta_h \tau_h\|^2 + \rho \|\delta_h \tau_h\|^2.
$$

The four-field formulation (3.19) is to find $(\hat{\xi}_h, u_h) \in \Sigma_h^* \times \mathcal{V}_h$ such that

$$
(5.5)
$$

$$
\begin{aligned}
a_h^*(\hat{\xi}_h, \hat{\eta}_h) + b_h^*(\hat{\eta}_h, u_h) &= 0, \quad \hat{\eta}_h \in \Sigma_h^*,
\end{aligned}
$$

$$
\begin{aligned}
b_h^*(\hat{\xi}_h, v_h) + c_h^*(u_h, v_h) &= -(f, v_h), \quad v_h \in \mathcal{V}_h.
\end{aligned}
$$

The total bilinear form is defined as

$$
\hat{B}_h^*(\hat{\xi}_h, u_h; \hat{\eta}_h, v_h) = a_h^*(\hat{\xi}_h, \hat{\eta}_h) + b_h^*(\hat{\xi}_h, v_h) + b_h^*(\hat{\eta}_h, u_h) + c_h^*(u_h, v_h).
$$
The next theorem confirms the well-posedness of (4.7). Its proof follows from
the same line in Lemmas 4.3 and 4.4 and Theorem 4.5 except that \(a_h, b_h, c_h\) are
replaced with \(a_h^*, b_h^*, c_h^*\). The analysis tools are the dual complex (2.9) and
the discrete dual complex by \((\star \hat{V}_h, \delta)\).

**Theorem 5.1.** Let \(\rho_0 > 0\) be a constant, \(\rho \in (0, \rho_0]\), and

\[
\begin{align*}
\alpha & \simeq -\rho^{-1}h^{-1}, \\
\beta & \simeq \rho h, \\
\gamma & \simeq \rho^{-1}h^{-1}, \\
\delta & \simeq -\rho h
\end{align*}
\]

in (3.14). It holds that for \(\tilde{\xi}_h, \tilde{\eta}_h \in \Sigma_h^+, u_h, v_h \in \mathcal{V}_h,

\[
\tilde{B}_h^*(\tilde{\xi}_h, u_h; \tilde{\eta}_h, v_h) \leq C_{\rho_0} \|\tilde{\xi}_h, u_h\|_{s, \rho, h}\|\tilde{\eta}_h, v_h\|_{s, \rho, h}.
\]

In addition, assume \(\delta_h \mathcal{V}_h \subseteq \mathcal{V}_h^-\) and

\[
\mathcal{V}_h^{k+1} \cap \tilde{H}^* \Lambda^{k+1}(\Omega) = \star \hat{V}_h^{n-k-1}, \quad \mathcal{V}_h^k \cap \tilde{H}^* \Lambda^k(\Omega) = \star \hat{V}_h^{n-k}.
\]

Then we have

\[
\inf_{(\xi_h, u_h) \in \Sigma_h^+ \times \mathcal{V}_h} \sup_{(\tilde{\eta}_h, v_h) \notin \mathcal{V}_h^- \times \mathcal{V}_h} \frac{\tilde{B}_h^*(\xi_h, u_h; \tilde{\eta}_h, v_h)}{\|\xi_h, u_h\|_{s, \rho, h}\|\tilde{\eta}_h, v_h\|_{s, \rho, h}} = C_{\rho_0} > 0.
\]

5.2. Limiting Cases. The XG method is a departure from the AFW conforming mixed methods (2.18) and (5.4). In this subsection, we show that the XG solution

\((\sigma_h, \xi_h, u_h)\) converges to the conforming solution \((\sigma_h^\ast, \xi_h^\ast, u_h^\ast)\) or \((\sigma_h^\ast, \tilde{\xi}_h, u_h^\ast)\) when passing penalty parameters to suitable limits. A key ingredient in the analysis
is the stability of the AFW mixed method (2.18)

\[
\|\sigma_h^\ast\|_{\mathcal{V}^-} + \|\xi_h^\ast\|_{\mathcal{V}} \lesssim \|f\|.
\]

**Theorem 5.2.** Let the assumptions in Theorem 4.5 hold. Then we have

\[
\|\sigma_h - \sigma_h^\ast\| + \|\tilde{d}_h^\ast(\sigma_h - \sigma_h^\ast)\| + \|u_h - u_h^\ast\| + \|d_h(u_h - u_h^\ast)\| \lesssim \rho^{1/2}\|f\|.
\]

Let the assumptions in Theorem 5.1 hold. Then we have

\[
\|\xi_h - \tilde{\xi}_h^\ast\| + \|\tilde{d}_h^\ast(\xi_h - \tilde{\xi}_h^\ast)\| + \|u_h - \tilde{u}_h^\ast\| + \|\delta_h(u_h - \tilde{u}_h^\ast)\| \lesssim \rho^{1/2}\|f\|.
\]

**Proof.** We focus on (5.7) and the proof of (5.8) is similar. Let \(\delta = \sigma_h - \sigma_h^\ast \in \mathcal{V}_h^-\), \(\delta_u = u_h - u_h^\ast \in \mathcal{V}_h\), \(\delta_\xi = \tilde{\xi}_h + du^\ast_h \in \mathcal{V}_h^+\). Rewriting the three-field formulation
(3.20) leads to

\[
\begin{align*}
& \left(\delta_\sigma, \tau_h\right) + \left(d_h^\ast \tau_h, \delta_\sigma\right) - \left(\star \left\{\text{tr} \tau_h\right\}, \left\{\text{tr} \delta_\sigma\right\}\right) - \left(d\left\{\text{tr} \delta_\sigma\right\}, \left\{\text{tr} \tau_h\right\}\right) \\
& \quad = -\left(\sigma_h^\ast, \tau_h\right) - \left(d_h^\ast \tau_h, u_h^\ast\right) - \left(\star \left\{\text{tr} \tau_h\right\}, \left\{\text{tr} \star \tilde{u}_h^\ast\right\}\right), \\
& \left(\delta_\xi, \eta_h\right) + \left(\eta_h, \delta_\xi\right) + \left(c\left\{\text{tr} \delta_\xi\right\}, \left\{\text{tr} \star \eta_h\right\}\right) - \left(\star \left\{\text{tr} \delta_\xi\right\}, \left\{\text{tr} \star \eta_h\right\}\right) \\
& \quad = -\left(\xi_h^\ast, \eta_h\right) - \left(\eta_h, du^\ast_h\right) + \left(c\left\{\text{tr} \star \xi_h^\ast\right\}, \left\{\text{tr} \star \eta_h\right\}\right). \\
& \left(d_h^\ast \delta_\sigma, v_h\right) + \left(\delta_\xi, d_h v_h\right) + \left(a\left\{\text{tr} \delta_\xi\right\}, \left\{\text{tr} \star v_h\right\}\right) - \left(\star \left\{\text{tr} \delta_\xi\right\}, \left\{\text{tr} \star v_h\right\}\right) \\
& \quad - \left(\star \left\{\text{tr} v_h\right\}, \left\{\text{tr} \star \xi_h^\ast\right\}\right) - \left(b\left\{\text{tr} \delta_\xi\right\}, \left\{\text{tr} v_h\right\}\right) = -\left(f, v_h\right) - \left(d_h^\ast \sigma_h^\ast, v_h\right) \\
& \quad + \left(du^\ast_h, d_h v_h\right) - \left(a\left\{\text{tr} \star u^\ast_h\right\}, \left\{\text{tr} \star v_h\right\}\right) + \left(\star \left\{\text{tr} v_h\right\}, \left\{\text{tr} \star \xi_h^\ast\right\}\right),
\end{align*}
\]
for all \((\tau_h, \eta_h, v_h) \in V^+_n \times V^+_n \times V_h\). We take \(v_h^c \in V_h\), \(\tau_h^c \in V^+_n\) in Lemma 4.2. It then follows from the previous equations and (2.18) that

\[

\begin{align*}
(\delta_\sigma, \tau_h) + (d^c_h \tau_h, \delta_u) - \langle \hat{\sigma}[\text{tr } \tau_h], \text{tr } \delta_u \rangle - \langle d[\text{tr } \delta_\sigma], \text{tr } \tau_h \rangle &= - (\sigma_h^c, \rho_h - \tau_h^c) - (d^c_h (\tau_h - \tau_h^c), u_h^c) - \langle \hat{\sigma}[\text{tr } \tau_h], \text{tr } u_h^c \rangle), \\
(\delta_\xi, \eta_h) + (\eta_h, \delta_u) + \langle c[\text{tr } \delta_\xi], \text{tr } \eta_h \rangle - \langle \hat{\sigma}[\text{tr } \delta_\xi], \text{tr } \eta_h \rangle &= - (c[\text{tr } \xi_h^c], \text{tr } \eta_h), \\
(\tilde{d}_h \delta_\sigma, v_h) + (\delta_\xi, d_h v_h) + \langle \tilde{a}[\text{tr } \delta_\sigma], \text{tr } v_h \rangle - \langle \hat{\sigma}[\text{tr } \delta_\sigma], \text{tr } v_h \rangle &= - (f, v_h) - (d^c_h \sigma_h^c, v_h - v_h^c) + (d_h(v_h - v_h^c)) \\
&- \langle \tilde{a}[\text{tr } u_h^c], \text{tr } v_h \rangle + \langle \hat{\sigma}[\text{tr } v_h], \text{tr } \xi_h^c \rangle.
\end{align*}
\]

Combining (5.9) with the inf-sup condition of (3.20) (implied by Theorem 4.5) and using the Cauchy–Schwarz inequality and (5.6), (4.9), we have

\[
\|\delta_\sigma\|_{\rho,h} + \|\delta_\xi\| + \|\delta_u\|_{\rho,h} \lesssim \sup_{(\tau_h, \eta_h, v_h) \in V^+_n \times V^+_n \times V_h} \left\{ \|f\| (\|\tau_h - \tau_h^c\| + \|d^c_h (\tau_h - \tau_h^c)\| + \|h^{-\frac{1}{2}} [\text{tr } \tau_h]\|_{E^c(h)}) + \rho \|f\| (\|\eta_h - \eta_h^c\| + \|d_h(v_h - v_h^c)\| + \|h^{-\frac{1}{2}} [\text{tr } v_h]\|_{E^c(h)}) \right\}
\]

Then it follows from Lemma 4.2 and a Young’s inequality that

\[
\|\delta_\sigma\|_{\rho,h} + \|\delta_\xi\| + \|\delta_u\|_{\rho,h} \lesssim \rho^{\frac{1}{2}} \|f\|,
\]

which completes the proof. \(\square\)

As a consequence of the above theorem, with parameters specified in Theorem 4.5, the XG solution \((\sigma_h, \xi_h, u_h)\) converges to \((\sigma_h^c, \xi_h^c, u_h^c)\) as \(\rho \to 0\). On the other hand, taking parameters in Theorem 5.1, the XG solution \((\sigma_h, \xi_h, u_h)\) is approaching \((\tilde{\sigma}_h^c, \tilde{\xi}_h^c, \tilde{u}_h^c)\) as \(\rho \to 0\).

6. HYBRIDIZATION

In this section, we show that the XG method (3.11) with appropriate check spaces and parameters \(a, b, c, d\) given in Theorem 4.5 is hybridizable. In this case, solving (3.11) is equivalent to solving a reduced system with a smaller number of degrees of freedom. In particular, the penalty parameters are taken as

\[
(4b)^{-1}, \quad (4a)^{-1}.
\]

6.1. Local Solvers. The first step is to express \(\sigma_h, \xi_h, u_h\) on each local element \(T\) in terms of the fluxes \(\tilde{u}_h^c, \tilde{\xi}_h^c\). Recall the relations in (3.14)

\[
\hat{\sigma}[\text{tr } \tilde{u}_h] = c[\text{tr } \xi_h], \quad \hat{\sigma}[\text{tr } u_h] = b^{-1} \hat{\xi}_h - b^{-1} (\hat{\xi}_h^c - \hat{\xi}_h^c).
\]

Then using the elementary identities

\[
\text{tr } u_h - \tilde{u}_h = 2^{-1} s_T[\text{tr } u_h] \text{ on } \partial T, \quad 2^{-1} s_T[\text{tr } \xi_h] + \hat{\xi}_h = \text{tr } \xi_h \text{ on } \partial T,
\]
and \( \hat{u}_h = \check{u}_h + \check{u}_h \), (6.2), (6.1), we obtain

\[
\langle \sigma (\hat{u}_h - \text{tr} u_h), \text{tr} \eta_h \rangle_{\partial T} = \langle s_T (c [\text{tr} \xi_h] - 2^{-1} s_T [\text{tr} u_h]), \text{tr} \eta_h \rangle_{\partial T}
\]

\[
= \langle s_T c [\text{tr} \xi_h] - (2b)\langle \tilde{\xi}_h^s - \xi_h^s \rangle, \text{tr} \eta_h \rangle_{\partial T}
\]

\[
= \langle 2c (\text{tr} \xi_h - \tilde{\xi}_h^s), \text{tr} \eta_h \rangle_{\partial T}.
\]

Similarly, it follows from

\[
\hat{\sigma}_h = a \text{tr} u_h,
\]

\[
\tilde{\sigma}_h = d^{-1} \hat{u}_h^s = d^{-1} (\check{u}_h^s - \check{u}_h^s),
\]

\[
\text{tr} \sigma_h - \sigma_h = 2^{-1} s_T [\text{tr} \sigma_h] \text{ on } \partial T,
\]

\[
2^{-1} s_T [\text{tr} u_h] + \check{u}_h^s = \text{tr} u_h \text{ on } \partial T,
\]

and \( \hat{\sigma}_h = \sigma_h + \tilde{\sigma}_h \), (6.1) that

\[
\langle \sigma (\hat{\sigma}_h - \text{tr} \sigma_h), \text{tr} \eta_h \rangle_{\partial T} = \langle s_T (a [\text{tr} u_h] - 2^{-1} s_T \tilde{\sigma}_h), \text{tr} \eta_h \rangle_{\partial T}
\]

\[
= \langle s_T a [\text{tr} u_h] - (2d)^{-1} (\check{u}_h^s - \check{u}_h^s), \text{tr} \eta_h \rangle_{\partial T}
\]

\[
= \langle 2a (\text{tr} u_h - \check{u}_h^s), \text{tr} \eta_h \rangle_{\partial T}.
\]

Using (6.3), (6.4), the local problem (3.15) becomes

\[
(\sigma_h, \eta_h)_{\mathcal{T}_h} + (d^* \eta_h, u_h)_{\mathcal{T}_h} = \langle \text{tr} \tau_h, \check{u}_h^s \rangle_{\partial T},
\]

\[
(\xi_h, \eta_h)_{\mathcal{T}_h} + (\eta_h, d u_h)_{\mathcal{T}_h} + \langle 2c (\text{tr} \xi_h, \text{tr} \eta_h) \rangle_{\partial T} = \langle 2c \tilde{\xi}_h^s, \text{tr} \eta_h \rangle_{\partial T},
\]

\[
(d^* \sigma_h, v_h)_{\mathcal{T}_h} + (\eta_h, d v_h)_{\mathcal{T}_h} + \langle 2a (\text{tr} u_h, \text{tr} v_h) \rangle_{\partial T}
\]

\[
= -(f, v_h)_{\mathcal{T}_h} + \langle \text{tr} v_h, \check{\xi}_h^s \rangle_{\partial T} + \langle 2a \check{u}_h^s, \text{tr} v_h \rangle_{\partial T}.
\]

Define the local bilinear forms

\[
a_T (\sigma, \xi; \tau, \eta) = \langle \sigma \tau, \xi \eta \rangle_{\mathcal{T}_h} + \langle \text{tr} \tau, \text{tr} \eta \rangle_{\mathcal{T}_h} + \langle 2c (\text{tr} \xi, \text{tr} \eta) \rangle_{\partial T},
\]

\[
b_T (\sigma, \xi; v) = \langle \text{tr} \sigma \tau, \text{tr} \eta v \rangle + \langle \text{tr} \tau v, \xi \eta \rangle_{\mathcal{V}_h^+ | T \times \mathcal{V}_h | T \times \mathcal{V}_h | T},
\]

\[
c_T (u, v) = \langle 2a (\text{tr} u, \text{tr} v) \rangle_{\partial T}.
\]

It follows from (6.5) that \( \sigma_h | T, \xi_h | T, u_h | T \in \mathcal{V}_h^- | T \times \mathcal{V}_h^+ | T \times \mathcal{V}_h | T \) satisfies

\[
a_T (\sigma_h, \xi_h; \tau, \eta) + b_T (\tau, \eta; u_h) = \langle \text{tr} \tau, \check{u}_h^s \check{\xi}_h^s \rangle_{\partial T} + \langle 2c \check{\xi}_h^s, \text{tr} \eta \rangle_{\partial T},
\]

\[
b_T (\sigma_h, \xi_h; v_T) + c_T (u_h, v_T) = -(f, v_T)_{\mathcal{T}_h} + \langle \text{tr} v_T, \check{\xi}_h^s \check{\xi}_h^s \rangle_{\partial T} + \langle 2a \check{u}_h^s, \text{tr} v_T \rangle_{\partial T},
\]

for all \( (\tau, \eta, v_T) \in \mathcal{V}_h^- | T \times \mathcal{V}_h^+ | T \times \mathcal{V}_h | T \).

It is noted that (6.6) is a continuous saddle point system on \( T \) and \( a < 0, c > 0 \). Therefore the well-posedness of (6.6) follows from the same argument used in the proof of Theorem 4.1. Due to the local problem (6.6), on each \( T \in \mathcal{T}_h \), local XG solutions \( \sigma_h | T, \xi_h | T, u_h | T \) are determined by \( \check{u}_h^s | \partial T, \check{\xi}_h^s | \partial T \) and we use the notation

\[
\sigma_h = H^- \check{u}_h^s, \quad \xi_h = H^+ \check{\xi}_h^s, \quad u_h = H_h (\check{u}_h^s, \check{\xi}_h^s)
\]

to indicate such dependence. Therefore we say \( H^- : \check{V}_h^s \times \check{V}_h^s \rightarrow \mathcal{V}_h^- \), \( H^+ : \check{V}_h^s \times \check{V}_h^s \rightarrow \mathcal{V}_h^+ \) are local solvers.
6.2. Global Coupled System. It remains to derive a reduced global system for the two variables \( \bar{u}_h^*, \xi_h^* \). Let the check spaces satisfy
\begin{equation}
(6.7) \quad \text{tr} \star V_h \subseteq \tilde{V}_h^*, \quad \text{tr} \star V_h^+ \subseteq \tilde{V}_h^{**},
\end{equation}
which implies \( \bar{u}_h^* \in \tilde{V}_h^*, \xi_h^* \in \tilde{V}_h^{**} \).

Using (3.3) and (6.1), we rewrite (3.11g), (3.11e) as
\begin{align}
(6.8a) & \quad \langle 2a(\bar{u}_h^* - \text{tr} \star u_h), \bar{v}_h^* \rangle_{\partial T_h} - \langle \text{tr} \sigma_h, \bar{v}_h^* \rangle_{\partial T_h} = 0, \quad \forall \bar{v}_h^* \in \tilde{V}_h^*, \\
(6.8b) & \quad \langle 2c(\xi_h^* - \text{tr} \star \xi_h), \bar{\eta}_h^* \rangle_{\partial T_h} - \langle \text{tr} \star u_h, \bar{\eta}_h^* \rangle_{\partial T_h} = 0, \quad \forall \bar{\eta}_h^* \in \tilde{V}_h^{**},
\end{align}
which determine the fluxes \( \bar{u}_h^*, \xi_h^* \).

Given \( \bar{v}_h^* \in \tilde{V}_h^*, \bar{\eta}_h^* \in \tilde{V}_h^{**}, \) for the time being, let
\[ \tau_h = H_h^-(\bar{v}_h^*, \bar{\eta}_h^*), \quad \eta_h = H_h^+(\bar{v}_h^*, \bar{\eta}_h^*), \quad v_h = H_h(\bar{v}_h^*, \bar{\eta}_h^*). \]

In view of (6.5) or (6.6), \( (\tau_h, \eta_h, v_h) \) satisfies
\begin{align}
(6.9a) & \quad (\tau_h, \sigma_h)_T + (d^- \sigma_h, v_h)_T = \langle \text{tr} \sigma_h, \bar{v}_h^* \rangle_{\partial T}, \\
(6.9b) & \quad (\eta_h, \xi_h)_T + (\xi_h, dv_h)_T + \langle 2c \text{tr} \star \eta_h, \text{tr} \star \xi_h \rangle_{\partial T} = \langle 2c \bar{\eta}_h^*, \text{tr} \star \xi_h \rangle_{\partial T}, \\
(6.9c) & \quad (d^- \tau_h, u_h)_T + (\eta_h, du_h)_T + \langle 2a \text{tr} \star u_h, \text{tr} \star u_h \rangle_{\partial T} \\
& \quad = - (f, u_h)_T + \langle \text{tr} \tau_h, \xi_h^* \rangle_{\partial T} + \langle 2a \bar{u}_h^*, \text{tr} \star u_h \rangle_{\partial T}.
\end{align}

Using (6.8a), (6.9a), (6.5c), we have
\begin{align}
& \langle 2a(\bar{u}_h^* - \text{tr} \star u_h), \bar{v}_h^* \rangle_{\partial T_h} \\
& = \langle \text{tr} \sigma_h, \bar{v}_h^* \rangle_{\partial T_h} = (\tau_h, \sigma_h)_T + (d^- \sigma_h, v_h)
\end{align}

Simplifying the above equation yields
\begin{equation}
(6.10) \quad \langle 2a(\bar{u}_h^* - \text{tr} \star u_h), \bar{v}_h^* \rangle_{\partial T_h} = (\tau_h, \sigma_h)_T - (\xi_h, dv_h) - (f, v_h) + \langle \text{tr} \tau_h, \xi_h^* \rangle_{\partial T}.
\end{equation}

On the other hand, it follows from (6.8b) and (6.9b) that
\begin{align}
(6.11) & \quad \langle 2c \xi_h^*, \bar{\eta}_h^* \rangle_{\partial T_h} - \langle \text{tr} \star u_h, \bar{\eta}_h^* \rangle_{\partial T_h} = \langle 2c \text{tr} \star \xi_h, \bar{\eta}_h^* \rangle_{\partial T_h}
\end{align}

Summing (6.10) and (6.11) leads to
\begin{align}
(6.12) & \quad \langle 2a(\bar{u}_h^* - \text{tr} \star u_h), \bar{v}_h^* \rangle_{\partial T_h} + \langle 2c \bar{\xi}_h^*, \bar{\eta}_h^* \rangle_{\partial T_h} - \langle \text{tr} \star u_h, \bar{\eta}_h^* \rangle_{\partial T_h} \\
& = (\tau_h, \sigma_h)_T - (f, v_h) + \langle \text{tr} \tau_h, \xi_h^* \rangle_{\partial T} + (\eta_h, \xi_h) + \langle 2c \text{tr} \star \eta_h, \text{tr} \star \xi_h \rangle_{\partial T}.
\end{align}

Therefore, (6.12) translates into the hybridized globally coupled problem: Find \( \bar{u}_h^* \in \tilde{V}_h^*, \xi_h^* \in \tilde{V}_h^{**} \) such that
\begin{equation}
(6.13) \quad (H_h^+(\bar{u}_h^*, \xi_h^*), H_h^-(\bar{v}_h^*, \bar{\eta}_h^*)) + (H_h^+(\bar{u}_h^*, \xi_h^*), H_h^+(\bar{v}_h^*, \bar{\eta}_h^*)) + (2c \text{tr} \star H_h^+(\bar{u}_h^*, \xi_h^*), \text{tr} \star H_h^+(\bar{v}_h^*, \bar{\eta}_h^*))_{\partial T_h} - \langle 2c \bar{\xi}_h^*, \bar{\eta}_h^* \rangle_{\partial T_h}
\end{equation}
In doing so, we introduce the well-known spaces $\bar{\Lambda}_r^0$, $\bar{\Lambda}_r^1$, and assumptions in Theorem 4.5.

In Tables 1–4, we list several possible DG spaces used in (3.11). It is straightforward to check that spaces in Tables 1 and 2 and spaces in Tables 3 and 4 satisfy (6.7) and assumptions in Theorem 4.5.

### 7. Examples

This section is devoted to special cases of the abstract XG method (3.11) in $\mathbb{R}^3$. We introduce the classical exact sequence in $\mathbb{R}^3$ via the following commuting diagram

$$
\begin{array}{cccc}
H\Lambda^0(\Omega) & \xrightarrow{d^0} & H\Lambda^1(\Omega) & \xrightarrow{d^1} & H\Lambda^2(\Omega) & \xrightarrow{d^2} & H\Lambda^3(\Omega) \\
\downarrow{} & {} & \downarrow{} & {} & \downarrow{} & {} & \downarrow{} \\
\frac{H^1(\Omega)}{} & \xrightarrow{\nabla} & H(\text{curl},\Omega) & \xrightarrow{\nabla\times} & H(\text{div},\Omega) & \xrightarrow{\nabla} & L^2(\Omega)
\end{array}
$$

The 3d Hodge star operator $\star$ is simply identity mapping. On a 2-dimensional face $E \in \mathcal{E}_h$, the 2d Hodge stars $\star : L^2\Lambda^0(E) \rightarrow L^2\Lambda^2(E)$ and $\bar{\star} : L^2\Lambda^2(E) \rightarrow L^2\Lambda^0(E)$ are identity operators while $\hat{\star} : L^2\Lambda^1(E) \rightarrow L^2\Lambda^1(E)$ is the mapping $\hat{\star}v = \nu_E \times v$. For each $E \in \mathcal{E}_h$, the trace operator $\text{tr}$ is realized as

$$
\text{tr}_E v_0 = v_0|_E, \quad v_0 \in H^1(\Omega),
\quad \text{tr}_E v_1 = v_1 \times \nu_E, \quad v_1 \in H(\text{curl},\Omega),
\quad \text{tr}_E v_2 = v_2 \cdot \nu_E, \quad v_2 \in H(\text{div},\Omega).
$$

In the discrete level, subspaces $\{V^0_h\}_{k=0}^3$ form the discrete de Rham complex (2.10), where $V^0_h$ is the Lagrange element space, $V^1_h$ is the Nédélec edge element space [48, 49], $V^2_h$ is the face element space [53, 49], and $V^3_h$ is the space of discontinuous piecewise polynomials. We refer readers to [7] for more details. Let $\mathcal{P}_r(\mathcal{T}_h) = \mathcal{P}_r\Lambda^0(\mathcal{T}_h)$ (resp. $\mathcal{P}_r(\mathcal{E}_h) = \mathcal{P}_r\Lambda^0(\mathcal{E}_h)$) be the space of discontinuous and piecewise polynomials of degree at most $r$ on $\mathcal{T}_h$ (resp. $\mathcal{E}_h$). Let $x = (x_1, x_2, x_3)^\top$ denote the position vector in $\mathbb{R}^3$, and

$$
\begin{align*}
\hat{\mathcal{P}}_r(\mathcal{E}_h) &= \{v_h \in \mathcal{P}_r(\mathcal{E}_h) : v_h|_E = 0, \forall E \in \mathcal{E}_h^0\}, \\
\mathcal{P}_r(\mathcal{E}_h)^0 &= \{v_h \in [\mathcal{P}_r(\mathcal{E}_h)]^3 : v_h|_E \text{ is parallel to } E, \forall E \in \mathcal{E}_h\}, \\
\hat{\mathcal{P}}_r(\mathcal{E}_h)^3 &= \{v_h \in [\mathcal{P}_r(\mathcal{E}_h)]^3 : v_h|_E = 0, \forall E \in \mathcal{E}_h^0\}.
\end{align*}
$$

In Tables 1–4, we list several possible DG spaces used in (3.11). It is straightforward to check that spaces in Tables 1 and 2 and spaces in Tables 3 and 4 satisfy (6.7) and assumptions in Theorem 4.5.

**Table 1.** DG spaces using complete polynomials

| $k$ | $V^r_h$ | $\mathcal{P}_r(\mathcal{T}_h)$ | $[\mathcal{P}_r(\mathcal{T}_h)]^3$ | $\mathcal{P}_r(\mathcal{E}_h)$ | $[\mathcal{P}_r(\mathcal{E}_h)]^3$ |
|-----|---------|-----------------|----------------|-------------|----------------|
| 0   | $\mathbb{N}/\mathbb{A}$ | $\mathcal{P}_r(\mathcal{T}_h)$ | $[\mathcal{P}_r(\mathcal{T}_h)]^3$ | $[\mathcal{P}_r(\mathcal{E}_h)]^3$ | $\mathcal{P}_r(\mathcal{E}_h)$ |
| 1   | $\mathcal{P}_{r+1}(\mathcal{T}_h)$ | $[\mathcal{P}_{r+1}(\mathcal{T}_h)]^3$ | $[\mathcal{P}_{r+1}(\mathcal{E}_h)]^3$ | $\mathcal{P}_{r+1}(\mathcal{E}_h)$ | $\mathbb{N}/\mathbb{A}$ |
| 2   | $[\mathcal{P}_{r+1}(\mathcal{T}_h)]^3$ | $[\mathcal{P}_{r+1}(\mathcal{E}_h)]^3$ | $\mathcal{P}_{r+1}(\mathcal{E}_h)$ | $\mathbb{N}/\mathbb{A}$ |
| 3   | $[\mathcal{P}_{r+1}(\mathcal{T}_h)]^3$ | $\mathcal{P}_{r+1}(\mathcal{E}_h)$ | $\mathbb{N}/\mathbb{A}$ |
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Table 2. Check spaces for DG spaces in Table 1

| \( k \) | \( V_h^- \) | \( V_h \) | \( V_h^* \) | \( V_h^{++} \) |
|---|---|---|---|---|
| 0 | N/A | \( \mathcal{P}_{r+1}(\mathcal{E}_h) \) | N/A | \( \mathcal{P}_{r+1}(\mathcal{E}_h) \) |
| 1 | \( \mathcal{P}_{r+1}(\mathcal{E}_h) \) | \( \mathcal{P}_1(\mathcal{E}_h) \) | \( \mathcal{P}_{r+1}(\mathcal{E}_h) \) | \( \mathcal{P}_1(\mathcal{E}_h) \) |
| 2 | \([\mathcal{P}_r(T_h)]^3 \times x + \mathcal{P}_r(T_h)\) | \([\mathcal{P}_r(T_h)]^3 x + \mathcal{P}_r(T_h)\) | \(\mathcal{P}_r(T_h)\) | \(\mathcal{P}_r(T_h)\) |
| 3 | \([\mathcal{P}_r(T_h)]^3 x + \mathcal{P}_r(T_h)\) | \(\mathcal{P}_r(T_h)\) | \(\mathcal{P}_r(T_h)\) | N/A |

Table 3. DG spaces using incomplete polynomials

| \( k \) | \( V_h^- \) | \( V_h \) | \( V_h^* \) | \( V_h^{++} \) |
|---|---|---|---|---|
| 0 | N/A | \( \mathcal{P}_{r+1}(\mathcal{E}_h) \) | N/A | \( \mathcal{P}_{r+1}(\mathcal{E}_h) \) |
| 1 | \( \mathcal{P}_{r+1}(\mathcal{E}_h) \) | \( \mathcal{P}_1(\mathcal{E}_h) \) | \( \mathcal{P}_{r+1}(\mathcal{E}_h) \) | \( \mathcal{P}_1(\mathcal{E}_h) \) |
| 2 | \([\mathcal{P}_r(T_h)]^3 \times x + \mathcal{P}_r(T_h)\) | \([\mathcal{P}_r(T_h)]^3 x + \mathcal{P}_r(T_h)\) | \(\mathcal{P}_r(T_h)\) | \(\mathcal{P}_r(T_h)\) |
| 3 | \([\mathcal{P}_r(T_h)]^3 x + \mathcal{P}_r(T_h)\) | \(\mathcal{P}_r(T_h)\) | \(\mathcal{P}_r(T_h)\) | N/A |

Table 4. Check spaces for DG spaces in Table 3

| \( k \) | \( V_h^- \) | \( V_h \) | \( V_h^* \) | \( V_h^{++} \) |
|---|---|---|---|---|
| 0 | N/A | \( \mathcal{P}_{r+1}(\mathcal{E}_h) \) | N/A | \( \mathcal{P}_{r+1}(\mathcal{E}_h) \) |
| 1 | \( \mathcal{P}_{r+1}(\mathcal{E}_h) \) | \( \mathcal{P}_1(\mathcal{E}_h) \) | \( \mathcal{P}_{r+1}(\mathcal{E}_h) \) | \( \mathcal{P}_1(\mathcal{E}_h) \) |
| 2 | \([\mathcal{P}_r(T_h)]^3 \times x + \mathcal{P}_r(T_h)\) | \([\mathcal{P}_r(T_h)]^3 x + \mathcal{P}_r(T_h)\) | \(\mathcal{P}_r(T_h)\) | \(\mathcal{P}_r(T_h)\) |
| 3 | \([\mathcal{P}_r(T_h)]^3 x + \mathcal{P}_r(T_h)\) | \(\mathcal{P}_r(T_h)\) | \(\mathcal{P}_r(T_h)\) | N/A |

Hodge Laplacian with \( k=0 \). With the identification (7.1) in mind, the variational Hodge Laplacian (3.6) with \( k = 0 \) is to find \( u \in H^1(\Omega) \) and \( \xi \in [L^2(\Omega)]^3 \) satisfying

\[
(\xi, \eta) + (\nabla \cdot u, \eta) = 0, \quad \eta \in [L^2(\Omega)]^3, \\
(\xi, \nabla v) = -(f, v), \quad v \in H^1(\Omega).
\]

(7.2)

In fact, it is an augmented primal formulation of the Poisson equation under the homogeneous Neumann boundary condition. To guarantee existence and uniqueness of the solution, it is required that \( (u, 1) = (f, 1) = 0 \). In this case, the corresponding XG method (3.11) reduces to \( (\xi_h, \hat{\xi}_h, u_h, \hat{u}_h) \in V_h^+ \times \hat{V}_h^{++} \times V_h \times \hat{V}_h \), such that on each \( T \in T_h \),

\[
(\xi_h, \eta_h)_T - (\nabla \cdot \eta_h, u_h)_T + (\hat{u}_h, \eta_h \cdot \nu)_{\partial T} = 0,
\]

(7.3a)

\[
(\xi_h, \nabla v_h)_T - (v_h, \hat{\xi}_h^*)_T = -(f, v_h)_T,
\]

(7.3b)

\[
(\hat{\xi}_h^* - b[u_h], \hat{\eta}_h^*) = 0,
\]

(7.3c)

\[
(\hat{u}_h - c[\xi_h \cdot \nu], \hat{v}_h) = 0,
\]

(7.3d)

for all \( (\eta_h, \hat{\eta}_h, v_h, \hat{v}_h) \in V_h^+ \times \hat{V}_h^{++} \times V_h \times \hat{V}_h \). For well-posedness, one could impose the global constraint \( (u_h, 1) = 0 \). The scheme (7.3) recovers the \( H(\text{grad}) \) based XG method for Poisson’s equation in [37].
Hodge Laplacian with $k=1$. The Hodge Laplacian (3.6) with $k = 1$ is to find $\sigma \in H^1(\Omega)$, $u \in H(\text{curl}, \Omega)$, $\xi \in [L^2(\Omega)]^3$ satisfying

\begin{align}
(\sigma, \tau) + (\nabla \tau, u) &= 0, \quad \tau \in H^1(\Omega), \\
(\xi, \eta) + (\nabla \times u, \eta) &= 0, \quad \eta \in [L^2(\Omega)]^3, \\
(\nabla \sigma, v) + (\xi, \nabla \times v) &= -(f, v), \quad v \in H(\text{curl}, \Omega).
\end{align}

Problem (7.4) is the variational formulation of the vector Laplacian

\begin{align*}
-\nabla(\nabla \cdot u) + \nabla \times \nabla \times u &= f \text{ in } \Omega, \\
u \cdot u &= 0, \quad (\nabla \times u) \times \nu = 0 \text{ on } \partial \Omega.
\end{align*}

The XG method (3.11) with $k = 1$, $n = 3$ seeks $(\sigma_h, \tilde{\sigma}_h, \xi_h, \tilde{\xi}_h, u_h, \tilde{u}_h, v_h) \in \mathcal{V}_h^- \times \mathcal{V}_h^+ \times \mathcal{V}_h \times \mathcal{V}_h \times \mathcal{V}_h$, such that on each $T \in \mathcal{T}_h$,

\begin{align}
(\sigma_h, \tilde{\tau}_h, u_h) + (\nabla \tilde{\tau}_h, u_h)_T - (\tilde{\tau}_h, \tilde{u}_h)_T &= 0, \\
(\xi_h, \tilde{\eta}_h, u_h) + (\nabla \times \tilde{\eta}_h, u_h)_T + (\nu \times \tilde{u}_h, \eta_h \times \nu)_T &= 0, \\
-(\sigma_h, \nabla \cdot v_h)_T + (\xi_h, \nabla \times v_h)_T + (\tilde{\sigma}_h, v_h \cdot \nu)_T &= 0, \\
-\langle \nu \times (v_h \times \nu), \xi_h \rangle_T &= -(f, v)_T, \\
(\tilde{\sigma}_h - \nu \| u_h \cdot \nu \|, \tilde{\tau}_h) &= 0, \\
(\tilde{\xi}_h - b\nu \times \| u_h \times \nu \|, \tilde{\eta}_h) &= 0, \\
(\nu \times \tilde{u}_h - c\| \xi_h \times \nu \|, \nu \times \tilde{v}_h) &= 0, \\
(\tilde{u}_h - d\| \sigma_h \|, \tilde{v}_h) &= 0,
\end{align}

for all $(\tau_h, \tilde{\tau}_h, \eta_h, \tilde{\eta}_h, v_h, \tilde{v}_h, \tilde{\nu}_h) \in \mathcal{V}_h^- \times \mathcal{V}_h^+ \times \mathcal{V}_h^* \times \mathcal{V}_h \times \mathcal{V}_h \times \mathcal{V}_h$. Therefore, we obtain a new class of DG methods for the vector Laplacian.

Hodge Laplacian with $k=2$. The variational Hodge Laplacian (3.6) with $k = 2$ is to find $\sigma \in H(\text{curl}, \Omega)$, $u \in H(\text{div}, \Omega)$, $\xi \in L^2(\Omega)$ such that

\begin{align}
(\sigma, \tau) + (\nabla \times \tau, u) &= 0, \quad \tau \in H(\text{curl}, \Omega), \\
(\xi, \eta) + (\nabla \cdot u, \eta) &= 0, \quad \eta \in L^2(\Omega), \\
(\nabla \times \sigma, v) + (\xi, \nabla \cdot v) &= -(f, v), \quad v \in H(\text{div}, \Omega).
\end{align}

Problem (7.6) is also a variational formulation of the vector Laplacian

\begin{align*}
\nabla \times \nabla \times u - \nabla(\nabla \cdot u) &= f \text{ in } \Omega, \\
u \times u &= 0, \quad \nabla \cdot u = 0 \text{ on } \partial \Omega
\end{align*}

under different boundary conditions. The corresponding XG method for (3.11) seeks $(\sigma_h, \tilde{\sigma}_h, \xi_h, \tilde{\xi}_h, u_h, \tilde{u}_h, v_h) \in \mathcal{V}_h^- \times \mathcal{V}_h^+ \times \mathcal{V}_h^* \times \mathcal{V}_h \times \mathcal{V}_h \times \mathcal{V}_h$, such that
on each \( T \in T_h \),
\[
\begin{align*}
(\sigma_h, \tau_h)_T + (\nabla \times \tau_h, u_h)_T - (\nu \times (\tau_h \times \nu), \hat{u}_h^\ast)_\partial T &= 0, \\
(\xi_h, \eta_h)_T - (\nabla \eta_h, u_h)_T + (\hat{u}_h, \xi_h)_\partial T &= 0, \\
(\sigma_h, \nabla \times v_h)_T + (\xi_h, \nabla \cdot v_h)_T + (\nu \times \hat{\sigma}_h, v_h \times \nu)_\partial T \\
&- (\nu \cdot \sigma, \hat{\xi}_h)_\partial T = -(f, v_h)_T, \\
(\nu \times \hat{\sigma}_h - a[\nu h \times \nu], \nu \times \hat{\tau}_h) &= 0, \\
(\xi_h^\ast - b[\nu h \cdot \nu], \eta_h^\ast) &= 0, \\
(\hat{u}_h^\ast - c[\nu h \times \nu], \hat{v}_h^\ast) &= 0, \\
(\hat{u}_h^\ast - d\nu \times \sigma, \nu \times \hat{v}_h^\ast) &= 0,
\end{align*}
\]  
(7.7)
for all \((\tau_h, \hat{\tau}_h, \eta_h^\ast, v_h, \hat{\nu}_h, \hat{v}_h^\ast) \in \mathcal{V}_h^\ast \times \mathcal{V}_h^\ast \times \mathcal{V}_h^\ast \times \mathcal{V}_h^\ast \times \mathcal{V}_h^\ast \times \mathcal{V}_h^\ast \) The special XG method (7.7) is another family of DG methods for the vector Laplacian.

**Hodge Laplacian with \( k=3 \).** The variational Hodge Laplacian (3.6) with \( k = 3 \) is to find \( \sigma \in H(\text{div}, \Omega) \), \( u \in L^2(\Omega) \) such that
\[
\begin{align*}
(\sigma, \tau) + (\nabla \cdot \tau, u) &= 0, \quad \tau \in H(\text{div}, \Omega), \\
(\nabla \cdot \sigma, v) &= -(f, v), \quad v \in L^2(\Omega).
\end{align*}
\]
(7.8)
Clearly it is the mixed formulation of Poisson’s equation under the homogeneous Dirichlet boundary condition. The XG method (3.11) translates into: Find \((\sigma_h, \hat{\sigma}_h, u_h, \hat{u}_h^\ast) \in \mathcal{V}_h^\ast \times \mathcal{V}_h^\ast \times \mathcal{V}_h^\ast \times \mathcal{V}_h^\ast \) such that on each \( T \in T_h \),
\[
\begin{align*}
(\sigma_h, \tau_h)_T + (\nabla \cdot \tau_h, u_h)_T - (\hat{\sigma}_h \cdot \nu, \hat{u}_h^\ast)_\partial T &= 0, \\
(\sigma_h, \nabla v_h)_T + (\hat{\sigma}_h, v_h)_\partial T &= -(f, v_h)_T, \\
(\hat{\sigma}_h - a[\nu h]_{\nu}, \hat{\tau}_h) &= 0, \\
(\hat{u}_h^\ast - c[\nu h \times \nu], \hat{v}_h^\ast) &= 0, \\
(\hat{u}_h^\ast - d \nu \times \sigma, \nu \times \hat{v}_h^\ast) &= 0,
\end{align*}
\]  
(7.9a-7.9d)
for all \((\tau_h, \hat{\tau}_h, v_h, \hat{v}_h^\ast) \in \mathcal{V}_h^\ast \times \mathcal{V}_h^\ast \times \mathcal{V}_h^\ast \times \mathcal{V}_h^\ast \). This method coincides with the \( H(\text{div}) \) based XG method for Poisson’s equation in [37].

**Appendix**

In the appendix, we give a proof of Lemma 4.2. We shall construct \( v_h^c \in \mathcal{V}_h \), \( \sigma_h^c \in \mathcal{V}_h^\ast \) using local averaging in Lemma 4.2. Similar techniques were used for DG spaces containing Lagrange nodal elements and Nédélec edge elements, see, e.g., [40, 39].

**Proof of Lemma 4.2.** First we consider the case \( V_h = \mathcal{P}_r \Lambda^k(T_h) \). Similar arguments apply to \( V_h = \mathcal{P}_r^\ast \Lambda^k(T_h) \). Let \( \Delta(T) \) denote the set of all subsimplexes of \( T \in T_h \) and \( \Delta(T_h) = \cup_{T \in T_h} \Delta(T) \). Given a simplex \( g \in \Delta(T_h) \), we fix a basis \( \{\mu_g^i\}_{i \in I_g} \) of \( \mathcal{P}_{r+k-\dim(g)} \Lambda^{\dim(g)-k}(g) \) such that \( ||\mu_g^i||_{L^\infty(g)} = 1 \), where \( \dim(g) \) is the dimension of \( g \). It has been shown in [7, 9] that the degrees of freedom of \( V_h \) consist of
\[
||g||^{-1} \int_g (\text{tr}_g w_h) \wedge \mu_g^i, \quad g \in \Delta(T_h), \quad i \in I_g
\]
(7.10)
for \( w_h \in V_h \), where \(|g|\) is the \( \dim(g) \)-measure of \( g \). Let \( \{\phi_g^i\}_{g \in \Delta(T_h), i \in I_g} \) be the dual basis of \( V_h \) w.r.t. the degrees of freedom in (7.10). It holds that
\[
||\phi_g^i||_T \simeq h_T^{\frac{3}{2}}, \quad ||d\phi_g^i||_T \simeq h_T^{-\frac{1}{2}}.
\]
(7.11)
Let $\omega_g$ denote the set of elements in $\mathcal{T}_h$ sharing $g$ as a common subsimplex. For any $v_h \in \mathcal{V}_h$, we define the average of $\text{tr} v_h$ surrounding $g$ as

$$v_h|_T = \sum_{g \in \Delta(T_h)} \sum_{i \in I_g} |g|^{-1} \int_g \text{tr} g(v_h|_T') \wedge \mu_g^i.$$  

On each element $T \in \mathcal{T}_h$, the function $v_h|_T$ is expressed as

$$v_h|_T = \sum_{g \in \Delta(T_h)} \sum_{i \in I_g} \left( |g|^{-1} \int_g \text{tr} g(v_h|_T') \wedge \mu_g^i \right) \phi_g^i.$$

It then follows from (7.11), (7.13), (7.14) that

$$h^{-1}_T \|(v_h - v_h')_T + \|d(v_h - v_h')_T\|_T \lesssim h^{-\frac{n-1}{2}} \sum_{g \in \Delta(T) \cap I_g} \sum_{T' \in \omega_g} |g|^{-1} \int_g \{\text{tr} g(v_h|_T) - \text{tr} g(v_h|_T')\} \wedge \mu_g^i.$$  

Let $\mathcal{E}_h(g) = \{ E \in \mathcal{E}_h : \tilde{E} \cap \tilde{g} \neq \emptyset \}$. If $T$ and $T' \in \omega_g$ share a common face $E$ in $\mathcal{E}_h(g)$, we have

$$\| \text{tr} g(v_h|_T) - \text{tr} g(v_h|_T') \|_{L^\infty(g)} \lesssim h^{-\frac{2}{n-1} + \frac{1}{2}} E \| \text{tr} v_h \|_E.$$  

If $T$ and $T' \in \omega_g$ share some low dimensional simplex $g'$ with $\text{dim}(g) < \text{dim}(g') < n - 1$, one could find a chain of pairs of adjacent elements in $\omega_g$ sharing a $\text{dim}(g') + 1$ dimensional simplex in $\omega_g$. Therefore, for an arbitrary $T' \in \omega_g$, there exists a chain of pairs of adjacent elements (possibly repeated) in $\omega_g$ that share a face in $\mathcal{E}_h(g)$. Therefore applying (7.16) and the triangle inequality, we obtain

$$\| \text{tr} g(v_h|_T) - \text{tr} g(v_h|_T') \|_{L^\infty(g)} \lesssim \sum_{E \in \mathcal{E}_h(g)} h^{-\frac{n+\frac{1}{2}}{2}} E \| \text{tr} v_h \|_E, \quad \forall T' \in \mathcal{E}_h(g).$$

We also refer to [40] for a detailed argument in nodal DG methods. Combining (7.15) and (7.17), we obtain

$$h^{-1}_T \|(v_h - v_h')_T + \|d(v_h - v_h')_T\|_T \lesssim \sum_{E \in \mathcal{E}_h(g)} h^{-\frac{n+\frac{1}{2}}{2}} E \| \text{tr} v_h \|_E.$$  

Summing (7.18) over all $T \in \mathcal{T}_h$ finishes the proof. 

\[\square\]
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