Magnetic ordering of the impurity spins. A number of actions could provide a path towards manipulation of the doped systems, controlling the indirect exchange interaction behaviors and functionalities. In dilute magnetically external field offers a promising route to realize new materials [12].

Short-range oscillations occurring along the zigzag direction of the honeycomb lattice. These short-range oscillations are known to be present generically in any multi-valley electron system [11] for which graphene serves as a specific example. In extrinsic graphene where free carriers are present in the conduction or valence band, the RKKY interaction exhibits the typical Friedel oscillations with a half-Fermi wavelength period, in addition to possible valley-induced short-range oscillations occurring along the zigzag direction [12].

The ability to control magnetic properties using an external field offers a promising route to realize new material behaviors and functionalities. In dilute magnetically doped systems, controlling the indirect exchange interaction could provide a path towards manipulation of the magnetic ordering of the impurity spins. A number of theoretical works have addressed the exchange interaction in irradiated systems [13–17] and demonstrated that the exchange coupling sensitively depend on the parameters of the driving light field. In graphene in particular, off-resonant circularly polarized irradiation can strongly modify the sign and magnitude of the RKKY interaction between magnetic impurities due to the opening of a light-induced dynamical gap at the Dirac point [18]. It is not clear, however, whether this remarkable effect remains robust for impurities that are characterized by strong potential scattering. Examples of such impurities are those with a large onsite potential including vacancies [19, 20] (where theoretically the potential becomes infinite) or adatoms that couple resonantly with the host electrons (such as hydrogen adatoms in graphene [21–23]). In these systems, repeated potential scattering processes between the host electrons and the impurities are important, which give rise to the formation of resonant impurity levels.

Generally, the interaction between electrons and a magnetic impurity can be characterized by both its spin-independent and spin-dependent contributions. The RKKY coupling is usually calculated theoretically considering the second-order perturbation due to the exchange coupling between the host electrons and the impurity spins. The role of the spin-independent potential scattering contribution is neglected which is justified when the potential scattering strength is weak. In contrast, magnetic impurities with a large onsite potential interaction causes strong electron-impurity scattering and the usual RKKY-type perturbation theory for the indirect exchange interaction breaks down. To capture the effects of strong potential scattering in these systems, one would need to go beyond the standard RKKY treatment and include the effects of electron-impurity scattering to all orders of the scattering strength.

In this work, we consider dilute magnetically doped graphene under electromagnetic irradiation and elucidate the consequences of strong potential scattering on the indirect exchange interaction between the impurity spins. The purpose of this work is to study how irradiation can modulate the impurity energy levels arising in the strong potential scattering regime, and investigate how
strong potential scattering modifies the effects of irradiation on the indirect exchange interaction. To address these questions, we formulate a non-perturbative theory that goes beyond the typical RKKY treatment to calculate the resonant impurity levels under irradiation and the non-equilibrium indirect exchange interaction between the magnetic impurities.

The rest of the paper is organized as follows. In Sec. II we present our theoretical model of graphene with two impurity spins under circularly polarized light. We focus on weak driving fields and present the corresponding Floquet Hamiltonian and Green’s functions applicable in this regime. Using Floquet-Keldysh formalism, we then derive a general formula for the time-averaged interaction energy between two impurity spins in irradiated graphene. In Sec. III, we introduce the impurity model and calculate the impurity levels in the presence of two impurities. Numerical results for the time-averaged exchange energy is then presented in Sec. IV. Sec. V concludes the paper with a summary of our main findings.

II. FORMULATION

A. Setup

The low-energy electrons in single layer-graphene are described by the following continuum Dirac Hamiltonian near the $K$ and $K'$ points of the Brillouin zone,

$$ H_0 = \int d\mathbf{r} \Psi^\dagger (\mathbf{r}) \mathcal{H}_0 \Psi (\mathbf{r}), \quad (1a) $$

$$ \mathcal{H}_0 = -i \hbar v_F (\tau \sigma_x \partial_z + \sigma_y \partial_y), \quad (1b) $$

where $\Psi, \Psi^\dagger$ are the annihilation and creation field operators, $v_F = 10^6$ ms$^{-1}$ is the band velocity and $\tau = 1$ ($\tau = -1$) corresponds to the $K$ ($K'$) Dirac points. $v_F$ is related to the graphene tight-binding model parameters by $\hbar v_F = 3\Lambda a/2 = 6.6$ eVÅ with $\Lambda = 3$ eV being the nearest-neighbor hopping amplitude and $a = 1.4$ Å the carbon-carbon distance. We model the interaction of the graphene electrons with a magnetic impurity by a short-range interaction $V(\mathbf{r})$ between the electron and impurity, and the total Hamiltonian is given by

$$ \mathcal{H} = \mathcal{H}_0 + V(\mathbf{r}). \quad (2) $$

We consider a circularly polarized (CP) light field $\mathbf{E} = E_0 [\cos (\Omega t) \hat{x} + \sin (\Omega t) \hat{y}] / \sqrt{\mathcal{Z}}$ normally incident on the graphene plane with a frequency $\Omega$ and a field amplitude $E_0$. The field couples to the Hamiltonian Eq. (1) via the minimal coupling scheme and the resulting time-dependent Hamiltonian of the irradiated system $\mathcal{H} = \mathcal{H}_0(t) + V(\mathbf{r})$ becomes time-periodic with

$$ \mathcal{H}_0(t) = -i \hbar v_F (\tau \sigma_x \partial_z + \sigma_y \partial_y) + A [-\tau \sigma_x \sin (\Omega t) + \sigma_y \cos (\Omega t)], \quad (3) $$

where we have defined $A = v_F e E_0 / (\sqrt{\mathcal{Z}} \Omega)$ as the driving amplitude. In this work, we are interested in high frequency driving with $\hbar \Omega$ exceeding the electronic bandwidth $6\Lambda$, and low drive amplitudes $A$ such that the dimensionless driving strength $A / (\hbar \Omega) \ll 1$. In this weak drive regime, the irradiation is off-resonance. After the initial switching on of the laser and the initial transients have been washed out, the system settles into a non-equilibrium steady state (NESS). The driven system is then periodic in time, and it is convenient to work with the Floquet picture. As detailed in Refs. [18, 24], a suitable unitary transformation $U$ exists that makes explicit the contributions from processes due to different photon numbers in the transformed Floquet Hamiltonian $\hat{H}_F = U^\dagger \mathcal{H}_F U$. This is called the photon number representation and allows for a systematic accounting of processes due to virtual photons, one-photon resonance, two-photon resonance and so on. In our currently considered high-frequency, off-resonance regime, only virtual photon processes are relevant and one can neglect contributions due to one-photon and higher-order resonances. This approximation is called $F_0$ approximation [24] and the resulting Floquet Hamiltonian takes a block-diagonal form $\hat{H}_F = \bigoplus_{m=-\infty}^{\infty} \hat{h}_m$, where $\bigoplus$ stands for the matrix direct sum over the Floquet space, with the following 2 × 2 block Hamiltonian $\hat{h}_m$

$$ \hat{h}_m = F_0 \hbar v_F \mathbf{\sigma} \cdot \mathbf{k} + \frac{\Delta}{2} \hat{\sigma}_z + m \hbar \Omega \mathbb{I}_z, \quad (4) $$

where $\Delta = \sqrt{(2A)^2 + (\hbar \Omega)^2} - \hbar \Omega$, $m \in \mathbb{Z}$ denotes the Floquet mode index, $\mathbf{\sigma}$ stands for the Pauli matrix vector in the photon number representation, and

$$ F_0 = \frac{1}{2} \left[ 1 + \frac{\hbar \Omega}{\sqrt{(2A)^2 + (\hbar \Omega)^2}} \right]. \quad (5) $$

Eq. (4) describes a quasienergy dispersion $\epsilon_{m,k} = \pm \sqrt{F_0 \hbar v_F k^2} + (\Delta / 2) + m \hbar \Omega$ of a ladder of gapped Dirac cones shifted by integer multiples of $\hbar \Omega$, each with a renormalized band velocity $F_0 v_F$ and a photon-induced band gap $\Delta$ at the $K$ and $K'$ points. The retarded Green’s function becomes block diagonal $\tilde{G}^R = \bigoplus_{m=-\infty}^{\infty} \mathbf{g}^R(\mathbf{k}, \tilde{\omega} - m \hbar \Omega)$ with $\mathbf{g}^R(\mathbf{k}, \tilde{\omega} - m \hbar \Omega) = [\tilde{\omega} + m i \mathbb{I}_z - \hat{h}_m]^{-1}$ being the 2 × 2 block Green’s function corresponding to the $m$th Floquet mode. The real-space representation of this Green’s function at a single valley can be obtained from a Fourier transformation as $\hat{G}^R(\mathbf{R}, \tilde{\omega})$ [18], where $\mathbf{R} = \mathbf{r} - \mathbf{r}'$. The full real-space Green’s function $\hat{G}^R(\mathbf{R}, \tilde{\omega})$ is then the sum of contributions from both valleys (detailed expressions of the real-space Green’s functions are presented in Appendix A).

We now have the system’s Floquet Hamiltonian that will allow us to use the Floquet Green’s functions to derive other quantities of interest. In the following, we will derive an expression for the interaction energy between two impurities in irradiated graphene, which will allow us to calculate the exchange energy between two magnetic impurities in Sec. IV.
B. Interaction Energy

To formulate a non-perturbative expression for the interaction energy between the impurities, we start by calculating the exact total energy $E$ of the electrons. Employing the familiar strategy [25] of introducing a variable coupling constant $\gamma \in [0, 1]$, we consider an auxiliary problem with a Hamiltonian having a scaled interaction $\gamma V$

$$\mathcal{H} = \mathcal{H}_0 + \gamma V(r),$$

with $\gamma = 1$ corresponding to the Hamiltonian Eq. (2) with impurities and $\gamma = 0$ to the case without impurities. With the aid of this parameter $\gamma$ one obtains

$$\frac{d}{d\gamma} E = \frac{1}{\gamma} \langle \Psi_0(\gamma) | \gamma V | \Psi_0(\gamma) \rangle$$

(7)

where $\Psi_0(\gamma)$ is the exact eigenstate of the Hamiltonian Eq. (6). The shift in total energy in the original problem due to interaction with the impurity potential $V$ can now be written as

$$\Delta E(t) = -i \int_0^1 d\gamma \text{Tr} \left\{ \lim_{\tau\to t} V(r) G^<_\gamma (r, r', t') \right\},$$

(8)

where $G^<_\gamma$ is the lesser Green’s function for the auxiliary problem with the scaled interaction $\gamma V$, and the trace is taken over the spin and sublattice indices as well as the position $r$.

In the following we will use the Floquet-Keldysh Green’s function formalism and express all time-dependent quantities in the Floquet representation [26]. Taking the time average of Eq. (8) we can write the time-averaged shift in the total energy in the Floquet representation as

$$\frac{\Delta E}{\Delta \gamma} = -i \int_0^1 d\gamma \text{Tr} \left\{ \int_{-\pi/2}^{\pi/2} \frac{d\omega}{2\pi} V(r) \sum_m [G^<_\gamma (r, r, \omega)]_{mm} \right\},$$

(9)

where $m \in \mathbb{Z}$ labels the Floquet modes, and we use the symbol $\omega$ to denote frequencies defined in the first reduced zone ($-\Omega/2, \Omega/2$). We assume the irradiated graphene sheet is coupled to a fermion bath that provides a thermalization mechanism through which energy relaxation takes place. The Floquet lesser Green’s function is given by

$$[G^<_\gamma (r, r', \omega)]_{mn} =$$

$$\sum_{n'n'} \int d\tau' [G^R_{\gamma} (r, r', \omega)]_{mn} [\Sigma^<(\omega)]_{nn'} [G^A_{\gamma} (r', r, \omega)]_{n'n'},$$

(10)

where $\Sigma^< = 2i\eta \Theta_{n=\infty} f(\omega - nh\Omega) \ell_s = 2i\eta F(\omega)$ is the lesser self energy due to bath coupling, with $F(\omega)$ being the Fermi distribution function and $\eta$ is a phenomenological broadening parameter. In the above equation, the interacting retarded and advanced Green’s functions $G^R_{\gamma}$ can be expressed in terms of their non-interacting counterparts $G^R_{0,\gamma}$ using the Dyson’s equation. Substituting Eq. (10) into Eq. (9) and carrying out the integration over $\gamma$, after some algebra we find that Eq. (9) under the $F_0$ approximation becomes

$$\Delta E = F_0 \int_{-\pi/2}^{\pi/2} \frac{d\omega}{2\pi} \sum_m f(\omega - mh\Omega) \times \text{ImTr} \{ \ln (1 - \tilde{G}^R_{0} F_0) \}_{m}. $$

(11)

We now focus on the scenario with two magnetic impurities labeled by L (left) and R (right), so that in the above equation $V$ will be the total potential energy $V = V_L + V_R$ of the two impurities.

In equilibrium, Eq. (11) reduces to the so-called Lloyd’s formula [27]

$$\Delta E = \int_{-\infty}^{\infty} \frac{d\omega}{\pi} f(\omega) \text{ImTr} \{ \ln (1 - G^R_{0} V) \},$$

(12)

which has been used to compute the RKKY interaction between magnetic impurities [6]. We will not use Eq. (11) since we are only interested in the interaction energy between the impurities and not the non-interacting part of the system’s total energy.

Instead, we will rewrite Eq. (11) to single out specifically the interaction energy, and for this purpose we will employ T-matrices. The electron Green’s function for scattering with a single impurity potential $V$ can be written as $G^R = G^R_0 + G^R_0 T G^R_0$ where $T = V/(1 - G^R_0 V)^{-1}$ is the T-matrix. The Green’s function for scattering with two impurities is given by the Dyson’s equation $G^R = G^R_0 + G^R_0 (V_L + V_R) G^R$, which, after some algebra, can be written in terms of the T-matrices $T_{L,R}$ for scattering with the single impurity potentials $V_{L,R}$

$$G^R = G^R_0 (1 + T_R G^R_0) (1 - T_L G^R_0 T_R G^R_0)^{-1} (1 + T_L G^R_0).$$

(13)

Eq. (13) nicely separates the scattering contributions with only one impurity ($1 + T_{L,R} G^R_0$) and with both impurities ($1 - T_L G^R_0 T_R G^R_0$) and $1 - T_L G^R_0 T_R G^R_0$). This separation will be convenient in the following when we extract the interaction energy shift between the two impurities.

Back to the expression of the exchange energy Eq. (11), we can use the Dyson’s equation $1 - G^R_0 V = G^R_0 (G^R)^{-1}$ expressed in the photon number basis to recast the argument inside the logarithm in terms of the full Green’s function ($G^R)^{-1}$. Then, expressing Eq. (13) in the photon number basis to obtain $(G^R)^{-1}$ allows us to extract the interaction part of the energy shift as follows

$$\Delta E = \frac{1}{\pi} \int_{-\pi/2}^{\pi/2} \frac{d\omega}{2\pi} \sum_m f(\omega - mh\Omega) F_0 \times \text{Im} \left\{ \text{Tr} \{ \ln (1 - \tilde{T}_L \tilde{T}_R) \} \right\}_{m}.$$ 

(14)

Since $G^R_0$ is block diagonal, the T-matrix can be resolved into $2 \times 2$ blocks in the Floquet space: $\tilde{T}_{L,R} = \begin{pmatrix} T_{L,R} & 0 \\ 0 & T_{L,R} \end{pmatrix}$.
\[ \Theta_{m=-\infty}^{\infty} \tilde{t}_{L,R}(\omega - m\hbar\Omega), \text{ where } \tilde{t}_{L,R} = F_0 \tilde{V}_{L,R}(1 - \tilde{g}^R F_0 \tilde{V}_{L,R})^{-1} \text{ are the } 2 \times 2 \text{ T-matrices in the photon number representation.} \]

Converting the frequency variable from the reduced zone representation back to the extended zone with \( \omega = \tilde{\omega} - m\hbar\Omega \), Eq. (14) then becomes

\[ \Delta E = \frac{1}{\pi} \int_{-\infty}^{\infty} d\omega f(\omega) F_0 \times \text{Im} \left\{ \text{Tr} \ln [1 - \tilde{t}_{L}(\omega) \tilde{g}^R(\mathbf{R},\omega) \tilde{t}_{R}(\omega) \tilde{g}^R(-\mathbf{R},\omega)] \right\}, \]

where in the extended zone, we have the T-matrix

\[ \tilde{t}_{L,R}(\omega) = F_0 \tilde{V}_{L,R}[1 - \tilde{g}^R(0,\omega) F_0 \tilde{V}_{L,R}]^{-1}, \]

and the Green’s function

\[ \tilde{g}^R(\mathbf{R},\omega) = e^{i\mathbf{K} \cdot \mathbf{R}} \sigma_y \tilde{g}^R(\mathbf{R},\omega) \sigma_y + e^{i\mathbf{K}’ \cdot \mathbf{R}} \tilde{g}^R(\mathbf{R},\omega). \]

Eq. (15) is a central result of this paper, valid for arbitrary strengths of impurity scattering in irradiated graphene under a weak high-frequency off-resonant Floquet drive. Appealingly, it has a similar form as the corresponding formula in equilibrium [28–30]. In the following section, we specify the potential \( V \) for the magnetic impurities in our calculations.

### III. IMPURITIES WITH MAGNETIC AND POTENTIAL SCATTERING

#### A. Impurity Model

The impurity potential \( V \) generally consists of both spin-independent and spin-dependent scattering terms, which can be written as

\[ V_i(\mathbf{r}) = A_0 \left( u \|_s + \frac{\hbar}{2} \mathbf{s} \cdot \mathbf{S}_i \right) \delta(\mathbf{r} - \mathbf{R}_i) P_{\alpha}, \]

where \( A_0 = 3\sqrt{\pi}a^2/2 \) is the area of unit cell, \( i \in \{L,R\} \) labels the impurities at position \( \mathbf{R}_i \), (hereafter we set \( \mathbf{R}_L \) as the origin and \( \mathbf{R}_R = -\mathbf{R} \)), \( u \) is the on-site potential energy, \( \lambda \) is the exchange coupling strength, \( \{\mathbf{s},\mathbf{S}\} \) are the identity and Pauli matrices in the spin space, and \( \mathbf{S} \) is the angular momentum of the localized impurity spin, which is taken to be along the out-of-plane direction \( \mathbf{S} = S\mathbf{z} \).

We mention in passing that such an impurity potential was also considered in Refs. [31–33] where the effects of spin-polarized scattering in topological insulators and graphene were studied. We focus on the case where the impurities are either substitutional adatoms or vacancies so that they are located at either one of the two sublattices A or B. Correspondingly \( P_{\alpha} \) is the projection operator to sublattice \( \alpha \in \{A,B\} \) with \( P_{A,B} = (\mathbb{I}_s \pm \sigma_z)/2 \), where \( \mathbb{I}_s \) is the identity matrix in the pseudospin space. The two impurities can be located at the same sublattice sites (AA) or different sublattice sites (AB), and separated along the zigzag or armchair directions.

For impurities with a weak potential scattering term \( |u| \ll \hbar|\mathbf{S}|/2 \), \( u \) can be neglected and the resulting exchange interaction between two magnetic impurities reduces to the standard RKKY interaction that is perturbatively valid up to \( \lambda^2 \). In this work we are interested in the opposite limit in which the potential scattering is strong with \( |u| \gg \hbar|\mathbf{S}|/2 \) and cannot be ignored, necessitating the use of Eq. (15) for the calculation of the exchange energy. In the following we will discuss the formation of impurity levels and see that it plays an important role in the exchange energy in this regime.

#### B. Impurity Levels

The impurity energy levels are given by the real part of the poles of the full Green’s function Eq. (13),

\[ \text{det}(1 - T_{L,G_0^R T_R G_0^R}) = 0. \]

In the photon number representation, since \( G_0 \) is block diagonal, the above equation simplifies to

\[ \text{det}(1 - \tilde{t}_{L,R} \tilde{g}^R \tilde{g}^R) = 0 \text{ for extended zone frequency } \omega, \]

\[ 1 - T(\omega) \tilde{g}^R_{\alpha\beta}(\mathbf{R},\omega) T(\omega) \tilde{g}^R_{\beta\alpha}(-\mathbf{R},\omega) = 0, \]

where

\[ T(\omega) = \nu A_0 \left[ 1 - \nu A_0 \tilde{g}^R_{\alpha\alpha}(0,\omega) \right]^{-1}, \]

is a T-matrix, and

\[ \nu = F_0 \left( u + \frac{\hbar}{2} s \mathbf{S} \right), \]

is an effective potential for up spins \( (s = 1) \) and down spins \( (s = -1) \). We note that \( T \) is independent of \( \alpha \) following from the same property of \( \tilde{g}^R_{\alpha\alpha}(0,\omega) \) (Eq. (A5) in the Appendix A). Further insight can be gained by casting the above condition into an alternative form as

\[ 1 - \nu A_0 G_{\text{eff},\pm} = 0, \]

where \( G_{\text{eff},\pm} \) is an effective Green’s function

\[ G_{\text{eff},\pm} = \tilde{g}^R_{\alpha\alpha}(0,\omega) \pm \sqrt{\tilde{g}^R_{\alpha\beta}(\mathbf{R},\omega) \tilde{g}^R_{\beta\alpha}(-\mathbf{R},\omega)}. \]

The energies of the two impurities states are obtained from \( A_0 \text{Re} G_{\text{eff},\pm} = 1/\nu \), with line broadenings given by \( A_0 \text{Im} G_{\text{eff},\pm} \). In equilibrium, there is no band gap and the impurity states have a finite broadening due to coupling to the continuum of graphene band states. A circularly polarized illumination opens up a dynamical gap at the Dirac point, and impurity levels falling inside this gap are not broadened by coupling to band states.

To examine the effects of irradiation, we first calculate the time-averaged local density of states given by

\[ \rho(0,\omega) = -\frac{1}{\pi} \text{Im} \left\{ \text{Tr}[G^R(0,0,\omega)]_{\alpha\alpha,m_{\omega}m_{\omega}} \right\}, \]

where \( \alpha \) is the A/B sublattice of the impurity site at the origin and the trace is taken over the spin degrees of freedom. Given an extended-zone frequency value \( \omega \) on
FIG. 1. Time-averaged local density of states of graphene evaluated at the impurity sublattice site A in equilibrium [panels (a)-(c)] and under irradiation with $A = 0.06$ [panels (d)-(f)]. The impurities are located at A and B separated along the armchair direction with $u = 100\Lambda$. The upper two, middle two and lower two panels correspond to the values of impurity separation $R = 31\Lambda$, $43\Lambda$, $55\Lambda$, respectively.

We have examined the formation of the impurity levels for different impurity configurations (AA and AB, zigzag and armchair). For the AA case, both impurity levels are found to be always below the Dirac point. For the AB case however, the two impurity levels remain below the Dirac point only for small $\nu$, and increasing $\nu$ eventually pushes the upper impurity level above the Dirac point. These findings are found to hold for both zigzag or armchair separations. Fig. 2 illustrates the above for the AB armchair case through the graphical solution for $\omega_{\text{imp}}$. The upper panel demonstrates that how increasing $\nu$ can push the impurity level $\omega_{\text{imp}}^+$ pass zero to positive values, while the lower panel shows that $\omega_{\text{imp}}^-$ remains always negative. As expected, $\text{Im}G_{\text{eff}, \pm}$ is zero inside the band gap. We mention in passing that, in equilibrium, this “Dirac point crossing” behavior of $\omega_{\text{imp}}^+$ is associated with the transition from a repulsive to an attractive interaction between nonmagnetic impurities in graphene [29].

Fig. 3 shows the numerically obtained impurity levels as a function of increasing potential $\nu$ under equilibrium and irradiated conditions. We see that the there is a considerable difference in the impurity energy levels between
the two cases. In particular, turning on irradiation is seen to reduce the difference between the two impurity levels. This difference is largest for small impurity strengths and gradually decreases with $\nu$. Thus, for impurity strengths that are not too large, the impurity levels can be dynamically tuned by irradiation. From Eq. (19), we have also derived approximate analytic results for the in-gap impurity levels for large $\nu \gg \Lambda$ in both the AB and AA case. We set the broadening parameter $\eta$ to zero in this calculation, so that the impurity states inside the gap $|\omega_{\text{imp}}| < \Delta/2$ are undamped and have a zero linewidth. For the AB armchair case, we find

$$\omega_{\text{imp}, \pm} \approx \omega_0 \ln \frac{2\Lambda}{\Delta} \pm \sin \theta_{AB} |\xi K_1(\frac{\xi R}{F_0 v_F})| \ln \left| \frac{\Lambda}{\xi} \right|,$$

(24)

where $\omega_0 = -\pi \sqrt{3} F_0^2 \Lambda^2 / (2 \nu \ln (2 \Lambda / \Delta))$ and $\xi = \sqrt{(\Delta/2)^2 - \omega_0^2}$. In the AA armchair case,

$$\omega_{\text{imp}, \pm} \approx \omega_0 \ln \frac{2\Lambda}{\Delta} \pm \sqrt{\omega_0^2 \cos^2 \theta_{AA} + \left(\frac{\Delta}{2}\right)^2 \sin^2 \theta_{AA} K_0(\frac{\xi R}{F_0 v_F})} \ln \left| \frac{\Lambda}{\xi} \right|,$$

(25)

where $\theta_{AA} = \theta_R \cdot \mathbf{R}$.

In Fig. 4 we plot the above approximate results Eq. (24) and Eq. (25) as well as the exact numerical results, it is seen that they are in close agreement. Both solutions $\omega_{\text{imp}, \pm}$ are negative in the AA armchair case, whereas in the AB armchair case with $R = 43a$ and AA armchair case with $R = 39a$.

Having investigated the impurity energy levels induced by the impurity potentials, we will present in the next section the results for the exchange energy. The physics
of the impurity levels can be demonstrated by its effect on the exchange energy.

IV. EXCHANGE ENERGY

The important role of the impurity levels in the exchange energy can be recognized from the observation that the condition determining the impurity levels also appears directly in the integrand of Eq. (15). This can be appreciated more clearly if we take the exchange coupling \( \lambda \) to be small and expand Eq. (15) up to leading order in \( \lambda \). Then the time-averaged interaction energy takes the typical form \( \Delta E = J_{s\beta}(R)S_sS_R \) with an RKKY coupling strength \( J_{s\beta}(R) = (F_0^2 \lambda^2 \hbar^2/4)\chi_{s\beta}(R) \), where \( \chi_{s\beta}(R) \) is the time-averaged spin susceptibility

\[
\chi_{s\beta}(R) = -\frac{2F_0}{\pi} \int_{-\infty}^{\infty} d\omega f(\omega) \text{Im} \left\{ \frac{A_{s\beta}^R R(R, \omega)g_{s\alpha}^R(-R, \omega)}{\left\{ [1 - u_A g_{s\alpha}^R(0, \omega)]^2 - u_A^2 \lambda g_{s\beta}^R(R, \omega)g_{s\alpha}^R(-R, \omega) \right\}^2} \right\},
\]

where \( u_A = F_0 A_0 u \). In writing the above we have noticed that \( g_{s\alpha}^R(0, \omega) \) is independent of the value of \( \alpha \). Eq. (26) generalizes the so-called nonlinear spin susceptibility studied in Ref. [34] to the non-equilibrium regime.

The vanishing of the denominator in the integrand in Eq. (26) gives the impurity levels in the absence of exchange coupling. Further, in the limit when the onsite potential \( u = 0 \), it can be shown that Eq. (26) gives precisely the RKKY interaction energy previously obtained in the perturbative limit [18].

We now perform exact non-perturbative calculations for the exchange energy using Eq. (15). The delta function potentials in Eq. (18) allow the spatial integrations for the exchange energy using Eq. (15). The delta function in the perturbative limit [18].

We first focus on Fig. 5 showing the AA case for zigzag (left column) and armchair (right column) directions. The upper panel shows the case with \( u = 0 \) in the absence of an on-site potential, with the negative values of the exchange energy indicating a ferromagnetic coupling. At a finite \( u \) (middle panel), the exchange energy stays negative for large \( R \) but changes sign to positive for small enough \( R \). Thus, at large \( R \) the exchange energy for finite \( u \) behaves qualitatively in the same way as that for \( u = 0 \). This sign change is present in both equilibrium and irradiated cases and occurs at similar values of \( R \). A larger difference between the equilibrium and irradiated cases is observed at a larger \( u \) (bottom panel). Here, the sign change in the irradiated case occurs at a \( R \)-value almost doubling that in the equilibrium cases. Thus one can see that irradiation has the effect of extending the region of
antiferromagnetic exchange behavior over a wider range of impurity separation. A more dramatic difference is seen in the zigzag case (left column), as there are now short-range oscillations on top of the aforementioned behavior in the armchair case. One can see that irradiation increases the amplitudes of the short-range oscillations so that the exchange energy now periodically changes sign with a period given by $3\sqrt{3}a/2$. In the large $R$ regime under irradiation, while the armchair case shows a ferromagnetic exchange coupling, the zigzag case shows periodic positive values caused by these light-enhanced short-range oscillations. When $u$ increases (middle to lower panel), these oscillations shift the exchange energy to overall more positive values.

For the AB case (Fig. 6), again we first focus on the armchair configuration (right column) where the exchange energy does not contain short-range oscillations. The exchange energy favors antiferromagnetic alignment of impurity spins when $u = 0$ (top panel). In the presence of a finite $u$ (middle and bottom panels), the exchange energy exhibits a wide dip extending to negative values at equilibrium. Under irradiation, the range of this dip is reduced considerably, so that the exchange energy recovers a positive value at a smaller $R$. As we discuss below, this dip is a resonance feature induced by the emptying of the occupation of the upper impurity level. The zigzag configuration (left column) behaves in a similar way except with the short-range oscillations superposed onto the overall trend of the exchange energy displayed by the armchair case.

In equilibrium, the appearance of a resonance feature in the AB case is associated with the upper impurity level crossing the Dirac point where the Fermi energy is located [29]. Our results in Fig. 6 shows that irradiation has the effect of narrowing the spatial range of this resonance feature. Furthermore, since irradiation induces a dynamical gap where undamped impurity levels can exist, this resonance feature is no longer restricted to occur only at $E_F = 0$ as in equilibrium, but can now occur for a range of Fermi energies within the gap. This can be demonstrated using the AA case as an example. In equilibrium, both impurity levels always stay below the Dirac point and therefore there is no resonance feature due to crossing of the upper impurity level with the Fermi level located at the Dirac point. However, under a strong enough driving field both impurity levels can fall within the light-induced gap. Then, tuning the Fermi energy to a value in-between the two impurity levels will induce a resonance feature in the exchange energy. This is illustrated in Fig. 7, which shows the exchange energy for the AA armchair case at different nonzero Fermi energy values. The lower panel displays the locations of the resonant value of $R$ given by the minimum of each curve. This value of $R$ is the closest physical distance on the graphene lattice that satisfies Eq. (19). Comparing the bottom and the top panels shows that indeed the resonant $R$ gives rise to a corresponding resonant feature in the exchange energy displayed in the upper panel. At $E_F = -0.15\Delta$, the exchange exhibits a large jump at $R = 96a$, similar to the resonance features in the AB armchair case shown in Fig. 6. Hence, unlike in equilibrium where such a resonance feature only occurs in the AB case, irradiation can induce a resonance feature in both AA and AB cases.

A final remark on the tunability of the exchange energy by the driving field is in order. When the Fermi level is located at the middle of the light-induced gap, the case with no potential scattering ($u = 0$) offers a limited tunability on the exchange energy only through its magnitude. However, for impurities with strong potential scattering, the exchange energy becomes more extensively tunable not only through its magnitude but also its sign. This can be seen, for example, in the AA armchair case in Fig. 5. For $u = 0$, the exchange is ferromagnetic when the driving field is switched either off or on. In contrast, for $u = 20a$, there exists a range of $R \approx 80a - 150a$ for which the sign of the exchange can be tuned from ferromagnetic to antiferromagnetic by switching on the driving field. Similarly, in the AB armchair case in Fig. 6, the exchange remains antiferromagnetic for $u = 0$ in the presence or absence of a driving field. In contrast, for $u = 20a$, there exists a range of $R \geq 50a$ for which the sign of the exchange changes from ferromagnetic to antiferromagnetic under a driving field. Thus the presence of strong potential impurities enhances the tunability of the exchange interaction by the driving field and may present
an interesting prospect for light-controlled switching of antiferromagnetic/ferromagnetic exchange coupling.

V. CONCLUSION

We have presented a calculation of the impurity levels and exchange energy of magnetic impurities in a graphene sheet irradiated by a circularly polarized light in the weak drive regime. By using the T-matrix and the Floquet Green’s function formalisms, a theory of the exchange energy beyond the standard RKKY treatment is obtained, capturing the effects of a strong onsite potential and a weak driving light field. Due to opening of a light-induced dynamical gap at the Dirac point, impurity levels can exist inside the band gap. We have obtained numerical and analytical results for the impurity energy levels inside the gap due to a pair of magnetic impurities. For impurities located at either the same (AA) or different (AB) sublattice sites, irradiation has the effect of extending the spatial range of antiferromagnetic behavior in the presence of strong onsite potential, and the exchange energy exhibits a resonance feature that originates from the crossing of the Fermi energy with one of the impurity levels. The presence of this feature in the same-sublattice case is unique under irradiation and is due to the induced band gap under circularly polarized radiation.
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Appendix A: Floquet Green’s functions within the $F_0$ approximation

For completeness we include the expressions of the Floquet Green’s functions in the $F_0$ approximation that were originally derived in Ref. [18].

The 2×2 Hamiltonian $h_{\alpha}$ [Eq. (4)] in the photon number representation gives the following real space Green’s function after a Fourier transformation,

$$\mathbf{g}^R(\mathbf{R},\omega) = \zeta \left\{ \left[-(\omega + i\eta)\mathbb{I}_\sigma + \frac{\Delta}{2}\hat{\sigma}_z\right]\chi_0(\mathbf{R},\omega) - \hat{\sigma}^* \cdot \hat{\mathbf{R}}\chi_1(\mathbf{R},\omega) \right\},$$

where $\zeta = [2\pi(\hbar\nu F_0)^2]^{-1}$, $\hat{\mathbf{R}}$ is the unit vector along $\mathbf{R}$. $\chi_0(\mathbf{R},\omega)$ and $\chi_1(\mathbf{R},\omega)$ are defined as

$$\chi_0(\mathbf{R},\omega) = \frac{\pi i}{2} H_0^{(1)} [\kappa(\omega)\mathbf{R}],$$

$$\chi_1(\mathbf{R},\omega) = \frac{\pi}{2} \hbar \nu F_0 \kappa(\omega) H_1^{(1)} [\kappa(\omega)\mathbf{R}],$$

with $H_0^{(1)}$ and $H_1^{(1)}$ being the zeroth-order and first-order Hankel functions of the first kind, respectively, and

$$\kappa(\omega) = \frac{\text{sgn}(\omega)}{\hbar\nu F_0} \sqrt{(\omega + i\eta)^2 - \frac{\Delta^2}{4}}.$$

The 2×2 Green’s functions at $\mathbf{R} = 0$ can be obtained from a Fourier transformation of the momentum-space Green’s function with a momentum cutoff $\Lambda/\hbar \nu F_0$,

$$\mathbf{g}_0^R(0,\omega) = -\frac{\zeta}{2} \left(\omega \pm \frac{\Delta}{2}\right) \mathbb{I}_\sigma \left\{ \ln \frac{\Lambda^2}{|\omega^2 - (\Delta/2)^2|} \right\},$$

$$-i\pi F_0 \frac{\Lambda}{\sqrt{\Lambda^2 + (\Delta/2)^2}} \left[ \theta\left(\omega - \frac{\Delta}{2}\right) - \theta\left(-\omega - \frac{\Delta}{2}\right) \right].$$

The full real-space Green’s function consists of contributions from both valleys:

$$G_0^R(\mathbf{R},\bar{\omega}) = e^{i\mathbf{K} \cdot \mathbf{R}} \tilde{G}^R(\mathbf{R},\bar{\omega}) \Sigma^+_y + e^{i\mathbf{K}' \cdot \mathbf{R}} \tilde{G}^R(\mathbf{R},\bar{\omega}),$$

where $\Sigma^+_y$ represents the corresponding contributions for the other valley.
where $\Sigma_y = i\sigma_y \otimes I_\infty$ is a unitary transformation between the bases for the transformed Floquet Hamiltonian at the $K$ and $K'$ valleys, and $I_\infty$ is the identity matrix in the Floquet space. We also have $\hat{G}^R = \bigoplus_{m=-\infty}^{\infty} \hat{g}^R(k, \omega - m\hbar \Omega)$ with $\hat{g}^R(k, \omega - m\hbar \Omega) = [(\omega + i\eta)I_\sigma - \hat{h}_m]^{-1}$. The diagonal blocks of Eq. (A6) takes the following form:

$$[\hat{G}_0^R(R, \omega)]_m = \hat{g}^R(R, \omega - m\hbar \Omega) = e^{i\mathbf{K} \cdot \mathbf{R}}\sigma_y \hat{g}^R(R, \omega - m\hbar \Omega)\sigma_y + e^{i\mathbf{K}' \cdot \mathbf{R}}\hat{g}^R(R, \omega - m\hbar \Omega).$$
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