Gluon production in the Color Glass Condensate model of collisions of ultrarelativistic finite nuclei
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We extend previous work on high energy nuclear collisions in the Color Glass Condensate model to study collisions of finite ultrarelativistic nuclei. The changes implemented include a) imposition of color neutrality at the nucleon level and b) realistic nuclear matter distributions of finite nuclei. The saturation scale characterizing the fields of color charge is explicitly position dependent, \( \Lambda_s(\tau_F) \). We compute gluon distributions both before and after the collisions. The gluon distribution in the nuclear wavefunction before the collision is significantly suppressed below the saturation scale when compared to the simple McLerran-Venugopalan model prediction, while the behavior at large momentum \( p_T \gg \Lambda_s \) remains unchanged. We study the centrality dependence of produced gluons and compare it to the centrality dependence of charged hadrons exhibited by the RHIC data. We demonstrate the geometrical scaling property of the initial gluon transverse momentum distributions for different centralities. Classical Yang-Mills results for \( p_T < \Lambda_s \) are simply matched to perturbative QCD computations for \( p_T > \Lambda_s \)-the resulting energy per particle is significantly lower than the purely classical estimates. Our results for nuclear collisions can be used as initial conditions for quantitative studies of the further evolution and possible equilibration of hot and dense gluonic matter produced in heavy ion collisions. Finally, we study \( pA \) collisions within the classical framework. Our results agree well with previously derived analytical results in the appropriate kinematical regions.

PACS numbers: 24.85.+p,25.75.-q,12.38.Mh

I. INTRODUCTION

An outstanding problem of considerable theoretical and experimental interest is the possible formation of a quark gluon plasma (QGP) in collisions of nuclei at very high energies. Since the collisions are very violent and the time scales involved are ephemeral, the answer to the question of whether a QGP is formed depends sensitively on the initial conditions for the matter produced in the collision. Specifically, it requires an understanding of the distributions of partons in the wavefunctions of the two nuclei before the collision. What do these parton distributions look like?

It is well known that multi-particle production in high energy collisions is dominated by modes in the nuclear wavefunction which carry a small momentum fraction \( x \) of the nuclear momentum \( \hat{q} \). Understanding the correct initial conditions therefore requires that we understand the properties of these small \( x \) modes. In recent years, a sophisticated effective field theory approach has been developed to describe properties of partons at small \( x \); these form a Color Glass Condensate (CGC) \( 1,2,3,4 \). The CGC is characterized by a bulk scale \( \Lambda_s \) which grows with energy and the size of the nuclei. For RHIC energies, if one assumes \( \Lambda_s \) is a constant as for cylindrical nuclei, then \( \Lambda_s \sim 1-2 \text{ GeV} \). \( 5,6,7,8 \). The field strengths in the saturation region behave as \( \sim 1/\alpha_S \); since \( \alpha_S(\Lambda_s) \ll 1 \), the field strengths are large. Furthermore, the occupation number of saturated gluons is also \( \sim 1/\alpha_S \gg 1 \).

The initial conditions for nuclear collisions can be formulated in the CGC \( 1,2,3,4 \). Since the occupation numbers of the partons before the collision are large, the very initial stage of the nuclear collision can be treated classically. In practice, this means that one solves the Yang-Mills equations for two sources of color charge with initial conditions given by the classical fields of the two nuclei before the collision. This program is difficult to accomplish analytically, but it can be formulated and solved numerically \( 5,6,7,8 \). An important assumption is that of boost invariance: the gauge fields are assumed not to depend on the space-time rapidity \( \eta \). The QCD Hamiltonian (in \( A^\tau = 0 \) gauge, where \( \tau \) is the proper time) can then be formulated as a dimensionally reduced 2+1-D theory of transverse gauge fields coupled to an adjoint scalar field. Numerically, the lattice analog of the dimensionally reduced Hamiltonian is the Kogut–Susskind Hamiltonian \( 9 \) coupled to an adjoint scalar field \( 10 \). The space-time evolution of the classical gauge fields after the collision is obtained by solving, for each configuration of the color charge sources, Hamilton’s equations for the canonically conjugate momenta and fields. At late times \( \tau > 1/\Lambda_s \) the system is well approximated as a collection of weakly coupled harmonic oscillators, and the energy and number distributions can be computed accordingly for an SU(2) gauge theory \( 11,12 \) and an SU(3) gauge theory \( 13 \) after averaging over all color configurations.

In these earlier studies, nuclear collisions, for simplicity, were idealized as central collisions of infinite, cylindrical nuclei. The color charge squared \( \Lambda_s^2 \) was taken to be a constant for the uniform cylindrical nuclei. Furthermore, color neutrality was imposed only in a global
sense [1], namely, the color charge distribution over the entire nucleus was constrained to be zero. While very useful in obtaining first estimates of the space-time evolution of the produced gluonic matter, these studies did not make predictions for realistic nuclear collisions. In addition, studies of the distributions in peripheral collisions, in particular of the azimuthal anisotropy associated with elliptic flow, require finite nuclei and realistic nuclear matter distributions within each nucleus. In a recent paper we implemented all of these realistic requirements to compute elliptic flow in the CGC model [11]. In this paper we will discuss the effects of imposing color neutrality in more detail and compute energy and number distributions as a function of centrality.

Strictly speaking, the results of our numerical simulations are only valid for very early times ($\tau \sim 1/\Lambda_s$) when the occupation numbers of the fields are large enough for the classical field approximation to hold. The subsequent evolution of the system can be treated by solving semiclassical transport equations. An interesting scenario of how thermalization may be achieved in this picture was discussed by Baier et al. [20, 21]. The results presented here can be used as initial conditions for detailed simulations of the equilibration dynamics in the early stage of heavy ion collisions [22, 23, 24, 25].

The results here can also be compared to the data on global observables from RHIC, if one assumes parton-hadron duality [1, 22, 27]. Remarkably, the CGC results can be used as initial conditions for detailed simulations of the occupation numbers of the fields are large enough for the classical field approximation to hold. The subsequent evolution of the system can be treated by solving semiclassical transport equations. An interesting scenario of how thermalization may be achieved in this picture was discussed by Baier et al. [20, 21]. The results presented here can be used as initial conditions for detailed simulations of the equilibration dynamics in the early stage of heavy ion collisions [22, 23, 24, 25].

The results here can also be compared to the data on global observables from RHIC, if one assumes parton-hadron duality [1, 22, 27]. Remarkably, the CGC results can be used as initial conditions for detailed simulations of the equilibration dynamics in the early stage of heavy ion collisions [22, 23, 24, 25].

The results here can also be compared to the data on global observables from RHIC, if one assumes parton-hadron duality [1, 22, 27]. Remarkably, the CGC results can be used as initial conditions for detailed simulations of the equilibration dynamics in the early stage of heavy ion collisions [22, 23, 24, 25].

Finally, we will discuss $pA$ collisions at RHIC energies. This topic has recently attracted much theoretical interest recently [25] because of the likelihood that such (more specifically $dA$) collisions will be performed at RHIC in the immediate future. This problem was first discussed in the classical framework by Kovchegov and Mueller [26] and subsequently by Dumitru and McLerran [27]. Both these authors derived analytical expressions for gluon production in $pA$ collisions. In particular, Dumitru and McLerran showed that the gluon distribution, while proportional to $1/p_T^2$ for $\Lambda_1 < \Lambda_2 < p_T$, is proportional to $1/p_T^2$ in the kinematic region $\Lambda_1 < p_T < \Lambda_2$. Here $\Lambda_1$ and $\Lambda_2$ are the color charges squared of the proton and nucleus respectively. Reproducing these results is a test of our numerical framework and we will show that our results indeed agree well with the analytical expressions.

This paper is organized as follows. In the following section, we will discuss the numerical simulations of nuclear collisions with emphasis on improvements over previous work. In particular, we will discuss how the condition of color neutrality is imposed on the color charge configurations to ensure that there are no gluon fields and gluon production outside the nucleus. In section II, we will discuss the results of our simulations for gluon distributions both before and after the collision. We compute the centrality dependence of the distribution of produced gluons and compare these to the RHIC data. In section III, we will discuss the results of our simulation of a $pA$ collision. In the final section, we conclude with a summary and a discussion of further improvements in our approach.

## II. Model of Collisions of Finite Ultrarelativistic Nuclei

We will discuss in this section the McLerran-Venugopalan model (MV) [2] for ultrarelativistic nuclei with realistic nuclear matter distributions. We will compute the classical gluon distributions of the nuclei both before and after the collision. We first discuss parton distributions in a single nucleus in the MV approach [2, 6]. In the original MV approach, the color charge squared per unit area, $\Lambda^2$, is taken to be much larger than the confinement scale ($\sim \Lambda^2_{QCD}$). For realistic nuclei at finite energies, confining effects cannot be ignored. For instance if in a finite nucleus no color neutrality condition is imposed, the gluon distribution outside the nucleus would be finite even if the distribution of color charges were localized. The issue of color neutrality in the MV model of a single nucleus was first discussed at length by Lam and Mahlon [31]. In their work, they considered large nuclei with uniform nuclear matter distributions. In this section, we will construct color charge distributions by imposing different color neutrality constraints at the nucleon level.

Once we have the color charge distributions, we are ready to consider the case of nuclear collisions. The problem was first formulated for very large nuclei by Kovner, McLerran and Weigert [11]. The full numerical solution of the problem for uniform cylindrical nuclei was discussed by us in a series of papers [13, 14, 15, 16]. We will discuss in this section numerical solutions for the case of finite nuclei. Color neutrality constraints prove essential to avoiding particle production outside interaction region.

### A. McLerran Venugopalan model for a finite ultrarelativistic nucleus

We will begin with a very brief review of the McLerran-Venugopalan model [2, 6]. At high energies, multi-particle production is dominated by wee partons which carry a small fraction $x$ of the longitudinal light cone momentum $P^+$ of the nucleus. The McLerran-Venugopalan model is a model of the distribution of these wee partons coupled to hard parton sources at large $x$. In the infinite momentum frame, the light cone current of these sources can be expressed as (for a nucleus mov-
ing along the positive z-axis) \( J = (J^+, 0, 0, 0) \), where \( J^{+,\alpha} = \rho^\alpha(x_T) \delta(x^-) \) is the color charge density on the light cone. Note that light cone co-ordinates are defined here as \( x^\pm = (t \pm z)/\sqrt{2} \). It is assumed here the color charge distribution in \( x^- \), due to the Lorentz contraction of the light cone gauge, is well approximated by a delta function. Also, \( \rho^\alpha(x_T) \) is the color charge distribution of the hard static sources (at large Bjorken \( x \)) in the transverse plane. These sources are coupled to the “soft” (small Bjorken \( x \)) partons and different color charge configurations are assumed to be distributed with the Gaussian weight

\[
P[\rho] = \exp \left( - \int dx^- d^2x_T \frac{\rho^\alpha(x^-, x_T) \rho^\beta(x^-, x_T)}{2 \Lambda^2(x^-, x_T)} \right).
\]

(1)

In the original McLerran-Venugopalan model, the correlator of color charges in the transverse plane of the nucleus satisfied the relation

\[
\langle \rho^a(x_T) \rho^b(y_T) \rangle = \Lambda_s^2 \delta^{(2)}(x_T - y_T) \delta^{ab},
\]

(2)

where \( \Lambda_s^2 \) is a constant. As pointed out by Lam and Mahlon [31], the \( \delta \)-function form of the uncorrelated color charges is inconsistent with color neutrality at large transverse separations. In general, we will have \( \langle \rho^a(x^-, x_T) \rho^b(0) \rangle = \Lambda^2_s(x^-, x_T) \delta^{ab} \).

In the limit of an ultra-relativistic source, the classical equations of motion for the wee parton fields are

\[
D_\mu F^{\mu\nu,a} = \delta^{\nu a} \rho^a(x^-, x_T),
\]

(3)

where \( F^{\mu\nu,a} = \partial_\mu A^{\nu a} - \partial_\nu A^{\mu a} + f^{abc} A^{\nu b} A^{\mu c} \) is the field strength tensor and \( D_\mu = \partial_\mu + i A_\mu \) is the covariant derivative associated with the wee parton gauge field \( A^\mu \). We first find a solution which satisfies \( A^{\nu a}_C = A^{\nu a}_C = 0 \) in the covariant gauge \( \partial_\nu A^{\mu}_C = 0 \). For this solution, the covariant gauge condition becomes \( \partial_+ A^{\nu}_C = 0 \). Then \( A^{\nu}_C \) satisfies the Poisson’s equation

\[
- \nabla^2 T A^{\nu}_C = \rho(x^-, x_T).
\]

(4)

Note that one can alternatively obtain Eq. (4) in \( A^- = 0 \) gauge with the static condition \( \partial_- A^\mu = 0 \). Gauging our solution from covariant gauge to the light-cone gauge \( A^+ = 0 \), one finds the solution [33]:

\[
A^- = 0, \quad A^i = i U \partial^i U^\dagger, \quad i \partial_- U^\dagger = \Lambda U^\dagger,
\]

(5)

where \( U \) is a gauge transformation matrix in the fundamental representation. Here we define \( \Lambda = A^+_C \). Also, note that in the light-cone gauge, \( A^i \) (\( i = x, y \)) is a pure gauge in the transverse direction: \( F^{xy} = 0 \). The solution of the last of the equations in Eq. (6) gives

\[
U = \mathcal{P} \exp \left[ i \int^{x^-} \Lambda(z^-, x_T) dz^- \right],
\]

(6)

From Eq. (6), one then has finally the solution

\[
A^i = i \left( \mathcal{P} \exp \left[ i \int_{-\infty}^{x^-} \frac{1}{\nabla^2} \rho(z^-, x_T) dz^- \right] \right) \times \nabla^i \left( \mathcal{P} \exp \left[ i \int_{-\infty}^{x^-} \frac{1}{\nabla^2} \rho(z^-, x_T) dz^- \right] \right)^\dagger.
\]

(7)

The only non-zero component of the field strength is \( F^{+i} \).

Thus far we have not imposed any restriction on the color charge distribution. If we impose the simple and obvious constraint that the color charge distribution must be zero outside the nucleus, the solution of Poisson’s equation in Eq. (4) can still give a non-zero gluon distributions outside the nucleus. In two dimensions, the fall-off of the gluon field is rather slow as shown in Fig. 2. This slow fall-off is a problem for a finite nucleus since the gluon field is associated with a non-zero field strength. Clearly the simple prescription for color neutrality is not sufficiently stringent.

A more realistic prescription would be to apply the color neutrality constraint already at the nucleon level. Our numerical procedure to implement the constraint for finite nuclei is as follows. We first sample \( A \) nucleons on a discrete lattice requiring that they satisfy a Woods-Saxon nuclear density profile in the transverse plane. Note that this procedure generates the same distribution in the continuum as

\[
\Lambda_2^s(x_T) = \Lambda_{s0} T_A(x_T),
\]

(8)

where \( T_A(x_T) = \int_{-\infty}^{\infty} dz \kappa(r) \) is a thickness function, \( x_T \) is the transverse coordinate vector (the reference frame here being the center of the nucleus), \( \kappa(r) \) is the Woods-Saxon nuclear density profile, and \( \Lambda_{s0} \) is the color charge squared per unit area in the center of each nucleus. The only external dimensional variables in the model are \( \Lambda_{s0} \) and the nuclear radius \( R \).

Next, Gaussian color charge distributions are generated on the lattice, where the probability distribution of color charge in a nucleon is expressed as

\[
P[\rho] = \exp \left( - \sum_{j=1}^{N} \frac{\rho_j^2}{2 \Lambda^2_{n,j}} \right),
\]

(9)

where \( \Lambda_{n,j}^2 \) is the color charge distribution squared, per unit area, of a nucleon at a lattice site \( j \) and \( N \) is the number of lattice sites that comprise a nucleon. \( \Lambda_{n,j}^2 \) is obtained from \( \Lambda_{s0}^2 \) by assuming that the color charges of the nucleons add incoherently. There are two versions of the subsequent step. In the first (which we term Color Neutral I), we subtract from every \( \rho_j \) the spatial average \( \sum_j \rho_j / N \) in order to guarantee color neutrality \( \langle \rho \rangle = 0 \) for each nucleon. In the second (termed Color Neutral II), the dipole moment \( \mathbf{d} \) of each nucleon is eliminated in a similar manner, by superimposing the result of the Color Neutral I procedure with a uniform distribution
of dipole moments, whose intensity, integrated over the nucleon, is $-d$. This in turn amounts to placing the appropriate charges along the line boundary of the transverse cross-section of the nucleon. There is a priori no reason to prefer one prescription over the other as long as neither leads to significant field strengths outside the nucleus.

In Fig. 1 we plot the Fourier transform of the charge correlator, which in the continuum is defined as

$$\rho(p_T) = \int d^2x_T \exp(\text{i}p_T \cdot x_T) \rho^a(x_T) \rho^a(0), \quad (10)$$

for the MV model and for the two variants which impose color neutrality on the nucleon level. In the MV model, it is evident from Eq. (2) that $\rho(p_T)$ is a constant everywhere except at $p_T = 0$ where it is constrained to be zero from the global charge constraint. In the Color Neutral I (II) variant, we see that $\rho(p_T) \sim p_T^2$ ($\sim p_T^3$) for small momenta $p_T < \Lambda_{\text{s}0}$ and is constant at larger momenta. The oscillatory behavior seen for Color Neutral I and II is due to the fact that the correlator in coordinate space is not strictly a delta-function. In the coordinate space the charge correlator for the two models, Color Neutral I and II, falls off rapidly, as $\sim 1/x_T^2$ and $\sim 1/x_T^3$ respectively, at larger distances.

It is an interesting coincidence that the behavior of $\rho(p_T)$ in our model is similar to the behavior expected from the renormalization group (RG) evolution of color charges in the McLerran-Venugopalan model. In Ref. [22], it is shown that the screening of color charges due to the RG evolution gives a behavior $\rho(p_T) \sim p_T^2$ for $p_T \leq \Lambda_{\text{s}0}$ (and $\rho(p_T)=$constant for $p_T > \Lambda_{\text{s}0}$). A recent analysis by Mueller gives the same result with a specific prediction for the prefactor [23]. These results lie between the range spanned by our “Color Neutral I” and “Color Neutral II”. Since the only information on the RG in our formalism for nuclear collisions comes from the initial conditions, our results may be quantitatively similar to RG evolved predictions for nuclear collisions.

We now discuss how the gauge fields are determined from the color charge distributions. The pure gauges at the site $j$ are defined with Hermitian traceless matrices $\Lambda_j$ on the lattice as

$$U_{n,j} = \exp[\text{i}\Lambda_{j+n}] \exp[-\text{i}\Lambda_j]. \quad (11)$$

$\Lambda_j$ can be obtained by solving the lattice Poisson equation

$$-\Delta_L \Lambda_j \equiv - \sum_{n=\pm 1} (\Lambda_{j+n} + \Lambda_{j-n} - 2\Lambda_j) = \rho_j. \quad (12)$$

We solve Eq. (12) numerically, using the fast Fourier transform (FFT) method which is faster than the approach employed in Ref. [4]. Imposing color neutrality on the nucleon level (for both Color Neutral I and Color Neutral II) significantly suppresses the gluon field outside the color charge density as shown in Fig. 2.

One can also simulate our color neutrality prescription by introducing a screening mass $m_c$ to the Poisson equation Eq. (12)

$$(-\Delta_L + m_c^2)\Lambda_j = \rho_j, \quad (13)$$

as a simple method to suppress the gluon field. The range of the screening mass must be $m_c \sim \Lambda_{QCD}$. Although this procedure does not originate in any color-neutrality condition, it is clear that the gluon distribution at high momentum range should not be modified.
squares). The SU(2) result scaled by 16/9 is shown in open angles), color neutral I (circles) and color neutral II (full squares). The SU(2) result scaled by 16/9 is shown in open squares. The line corresponds to a 1/p^2_T distribution. Results are for \(\Lambda_{s0}R = 83.7\).

\[ |A_T(p_T)|^2 \sim 1/(p_T^2 + m_c^2). \]

FIG. 3: Comparison of the unintegrated gluon distribution before the collision obtained by the simple MV model (triangles), color neutral I (circles) and color neutral II (full squares). The SU(2) result scaled by 16/9 is shown in open squares. The line corresponds to a 1/p^2_T distribution. Results are for \(\Lambda_{s0}R = 83.7\). since \(|A_T(p_T)|^2 \sim 1/(p_T^2 + m_c^2)\). Fig 2 demonstrates that the gluon field distribution with \(m_c = 1.0\) fm\(^{-1}\) is nearly identical to the color neutral distribution.

In Fig. 2, we plot numerical results for the SU(3) unintegrated gluon transverse momentum distributions before the collision. The gluon distributions from models which impose strict color neutrality at the nucleon level are significantly suppressed at momenta \(p_T < \Lambda_{s0}\) compared to that of the original MV model which had only a global color neutrality constraint for the nucleus. In the large momentum region, where we expect the color neutrality constraints to be inapplicable, both sorts of models show the same 1/p^2_T dependence. Comparing the SU(2) result for the Color Neutral II model to the SU(3) result, we observe that the ratio of the two results is the ratio of the respective Casimirs. The results shown in the figure are all for one value of the dimensionless coupling \(\Lambda_{s0}R\).

The qualitative results are the same for other values of this parameter.

B. Nuclear collisions

We can now apply our model for parton distributions of finite ultrarelativistic nuclei to discuss classical gluon production in nuclear collisions. This problem was first formulated by Kovner, McLerran and Weigert and perturbative solutions were discussed further by several authors. The numerical formulation of the classical problem has been discussed extensively by us in previous papers. In these papers, we considered, for simplicity, only the case of cylindrical nuclei with uniform nuclear matter distributions. Periodic boundary conditions were imposed. We will discuss here the formulation of the problem for finite nuclei and open boundary conditions. In the previous sub-section, we obtained the color charge and gluon distributions in coordinate space and momentum-space after applying color neutrality prescriptions at the nucleon level. These distributions then give us the necessary ingredients to discuss the space-time evolution of classical fields after the collision. For completeness (and continuity) we will repeat some of the arguments in the papers cited here.

We fix the gauge condition to be the radiation gauge \(A^- = 0\) or equivalently,

\[ x^+A^- + x^-A^+ = 0. \]  

We require that the light cone color charges on each light cone are delta function sources: \(J^{\perp,i} = \delta(x^\perp)\rho^{\perp,i}(x_T)\)-the solutions to the Yang-Mills equations are then explicitly boost invariant. We are interested in the physics pertaining to the mid-rapidity region and will consider the space-time rapidity \(\eta\) to be zero. Our ansatz for the gauge field as a function of proper time \(\tau = \sqrt{2x^+x^-}\) is

\[ A^i = \alpha^i_\perp(\tau, x_T)\theta(x^-)\theta(x^+), \]

\[ + \alpha^i_\parallel(\tau, x_T)\theta(-x^-)\theta(x^+), \]

\[ A^\perp = \pm x^\perp \alpha(\tau, x_T)\theta(x^-)\theta(x^+). \]

The boundary conditions are determined by matching the solutions in the space-like and time-like regions. Requiring that the gauge fields must both be regular at \(\tau = 0\), \(D_{\mu}\delta F^{\mu \nu} = 0\) and \(D_{\mu+}F^{\mu+} = J^+\) for \(x^-, x^+ \to 0\) gives the boundary conditions at \(\tau = 0\):

\[ \alpha^i_\perp(0, x_T) = \alpha^i_\perp(0, x_T) + \alpha^i_\parallel(0, x_T), \]

\[ \alpha(0, x_T) = \frac{i}{2}[\alpha^i_\perp(0, x_T), \alpha^i_\parallel(0, x_T)]. \]

Note that these conditions, first formulated for infinitely large nuclei, are the same for finite nuclei. There is no ambiguity in determining the reaction zone since, for example, when \(\alpha_\perp = 0\), we have \(\alpha = 0\), \(\alpha_\parallel = \alpha_\parallel\), a pure gauge-hence there is no classical gluon production outside the reaction zone.

1. We shall now explain how one generates the reaction zone in the model. The initial conditions (at \(\tau = 0\)) can be generated in two possible ways.

(a) For a given impact parameter \(b\), one determines the number of participant nucleons using the Glauber model as for example in Ref. Here the corresponding color charge density (and the gluon distribution) for each nucleus in the reaction zone can then be determined using the sampling procedure described previously. The matching condition in Eq. is then used to determine the initial conditions for the evolution.

(b) The color charge distribution is determined separately for each nucleus by projecting the color...
We will therefore restrict ourselves in this paper to the procedure (b) as long as we have the correct color charge distribution for a finite nucleus, since the region of $A_1 = 0$, $A_2$ remains pure gauge. Nevertheless, we would like to use (a) for purely technical reasons, namely, since it is more efficient for numerical computations. We have checked that the two procedures give nearly identical results.

Explicit expressions for the discretized lattice Hamiltonian, for other components of the stress-energy tensor, and the classical equations of motion can be found in the appendix. In Fig. 4 we plot the temporal behavior of the two transverse pressures and the energy density. Interestingly, at late times we notice that $\epsilon = T_{xx} + T_{yy}$ as one would anticipate for a free streaming gas of gluons in the transverse plane. We will return to this result later. The difference between the two transverse pressures, $\epsilon_p = T_{xx} - T_{yy}$ is a measure of the azimuthal anisotropy generated by classical fields $\Pi\na\times A$.

III. IMPACT PARAMETER DEPENDENCE OF MULTIPlicity DISTRIBUTIONS

In previous papers [18, 17, 18], we compared our results for cylindrical nuclei with periodic boundary conditions and uniform nuclear matter distributions to the RHIC data. In this section, we will apply the more relativistic framework developed in the previous section to compute the gluon multiplicity distributions as a function of centrality. If one assumes parton-hadron duality, these distributions can be compared, for instance, to the centrality dependence of the charged hadron spectra in heavy ion collisions at RHIC.

At late times $\tau \gg 1/\Lambda_0$, the dynamics of the classical Yang-Mills fields produced in the collision can be linearized and approximated by that of a system of weakly coupled harmonic oscillators. In previous papers [17, 18], we discussed two methods to compute the gluon number. Both of these are applicable when the harmonic oscillator approximation is a good one. One method is a gauge invariant relaxation method which can only be used to measure the particle number and not its distribution with momenta. The other method is to fix the Coulomb gauge and compute the field amplitudes squared in momentum space. We showed that both methods give results for the gluon number which agree very well with each other.

We will therefore restrict ourselves in this paper to using one method alone—that of fixing the transverse Coulomb gauge $\na\perp A = 0$ [17] and computing the field amplitudes. We have

$$N(k) = \omega(k)\langle|\phi(k)|^2\rangle = \sqrt{\langle|\phi(k)|^2\rangle \langle|\pi(k)|^2\rangle}, \quad (17)$$

where $\phi(k)$ and $\pi(k)$ correspond to the potential term and the kinetic term in the Hamiltonian respectively. The average $\langle \rangle$ represents an average over the initial conditions.

In Refs. [18, 19], non-perturbative relations were derived for the energy and number of produced gluons (at
central rapidities) as a function of \( \Lambda_2^2 \). For realistic nuclei, these non-perturbative relations are less simple. One can parametrize our results for the gluon number with the more general relation

\[
\frac{dN_g}{d\eta} = f_N(b) \int d^2x_T \frac{\Lambda_2^2(b, x_T)}{g^2},
\]

where \( \Lambda_2(b, x_T) \) is the local saturation scale defined to be \( \Lambda_2^2 = C \cdot \bar{\rho}(b, x_T)/2 \), where \( \bar{\rho} \) is the participant density at a particular position in the transverse plane, and \( C \) is the color charge squared per nucleon. When \( \Lambda_2(b, x_T) \) = constant, as for cylindrical uniform nuclei, one recovers the form of the expressions in Refs. \([17,18]\).

The color charge squared in the center of the nucleus is \( C^2 \) per nucleon. When \( \rho_0 \) is the nucleon density at a particular position in the transverse plane, \( \bar{\rho} = \rho_0 \). Therefore, one can re-write the previous equation as

\[
\frac{dN_g}{d\eta} = f_N(b) \frac{\Lambda_0^2(b, x_T)}{g^2} \rho_0 N_{\text{part}}(b),
\]

where \( \rho_0 = \bar{\rho}(0,0) = 4.321 \text{ fm}^{-2} \) and \( N_{\text{part}} = \int d^2x_T \bar{\rho}(b, x_T) \).

In Tables I and II, we show the calculated SU(3) results for two values of the saturation scale in the center of the nucleus: \( \Lambda_0^2 = 1.41 \text{ and } \Lambda_0^2 = 2.32 \text{ GeV} \) respectively. In the tables, \( b \) is an impact parameter (in units of \( \text{fm} \)) and \( N_{\text{part}} \) is a number of participants at that impact parameter. The latter is calculated using a Woods-Saxon nuclear density profile. We list in the tables our results, as a function of impact parameter, for \( g^2 N_g \); the number of produced gluons and \( g^2 E_g \); the transverse energy of produced gluons in GeV multiplied by the value of the strong coupling constant squared \( g^2 \), evaluated (to one loop order) at the average value of the saturation scale (denoted in the tables as \( \bar{Q}_s(b) \)) for that impact parameter.

In Table II, we see that the gluon multiplicity, for the most central collisions, is about half the final pion multiplicity at RHIC while the transverse energy of gluons is close to the experimentally observed transverse energy of about 600 GeV. In Table I, the gluon multiplicity is close to the final pion multiplicity at RHIC while now the transverse energy is nearly four times larger than the experimentally observed transverse energy. Neither the initial transverse energy nor the initial gluon multiplicity are conserved quantities, so the results for different values of the saturation scale lend themselves to very different dynamical scenarios. For instance, the authors of Ref. \([20]\) have suggested that inelastic \( gg \to ggg \) processes may be important in the early stages of nuclear collisions thereby increasing the gluon multiplicity prior to thermalization/hadronization. Alternatively, if the gluon number close to the experimental number (as in Table I), strong hydrodynamic expansion at early times might be essential to lower the initial transverse energy to the experimentally desired value. Additional observables (such as \( v_2 \)) may be important in distinguishing between the different scenarios.

In Fig 5, we plot the centrality dependence of the gluon distribution from SU(3) lattice results to data from experiments \([14,15]\). The strong coupling constant is fixed to the value \( g^2 = 4 \). The lattice results for \( \Lambda_s(0) = 1.18 \text{ GeV} \) and \( \Lambda_s(0) = 1.95 \text{ GeV} \) are multiplied by a factor 2.4 and 1.1, respectively.

In Fig 5, we assume here that the charged particle multiplicity is two thirds of the gluon number. The classical computation is performed for fixed \( \alpha_s \); the centrality dependence, as seen from Eq. \((14)\), comes from the dependence of \( f_N \) on the impact parameter. In Ref. \([17]\), it was shown that \( f_N = f_N(\Lambda_s R) \) increases slowly with \( \Lambda_s R \); hence one expects it to vary with impact parameter. We see that the results agree reasonably well with the data.

The centrality dependence of the transverse energy is studied in Fig. 6. As in the case of the multiplicity, even though the absolute normalization is strongly dependent on one’s choice of \( \Lambda_s \), the centrality dependence is very similar for the two \( \Lambda_s \)’s and shows reasonable agreement with the data.

Let us now compare our results with those derived in Ref. \([20]\) and discussed further in Ref. \([21]\). In these works, one obtains in terms of \( Q_s \), the average saturation scale, the result

\[
\frac{dN_g}{d\eta} = c_N \frac{N_g^2 - 1}{4\pi^2 N_c} \int d^2x_T \frac{Q_s^2(b, x_T)}{\alpha_s} \approx c_N x G(x, \bar{Q}_s^2(b)) \frac{N_{\text{part}}}{2}.
\]
regime, it is difficult to distinguish between the two. A reasonable agreement with the data is also seen in this formulation of the problem.

The relation between the two formulations is as follows. As discussed previously, what we simulate numerically is the color charge squared per unit area, $\Lambda_Q^2$ [13]. The saturation scale, on the other hand, is a scale determining the behaviour of the gluon number distribution [29]. The two scales can be related by computing, for instance, the gluon number distribution in a nucleus in the McLerran-Venugopalan approach (where $\Lambda_s$ naturally appears) and in Mueller’s dipole approach. On comparing the two one obtains, to leading logarithmic accuracy, the following relation between $\Lambda_s$ and $Q_s$:

$$Q_s^2 = \frac{N_c \Lambda_Q^2}{4\pi} \log \left( \frac{\Lambda_s^2}{\Lambda_Q^2} \right), \quad (21)$$

with $\Lambda_Q = 0.2 \text{ GeV}$. The relation between $c_N$ and $f_N$ is $c_N = 4\pi^2 f_N/(\langle N_s^2 - 1\rangle)/\ln(Q_s^2/\Lambda_Q^2)$. Therefore, if $c_N$ is to be a constant, $f_N$ increases logarithmically with $Q_s$. A weak rise in $f_N$ is seen in our simulations. If the infrared scale, as argued in Ref. [27], is a number of order $O(1/Q_s)$, we would have $\Lambda_s \approx Q_s$. Note that in practice $Q_s^2(b)$ and $\Lambda_s^2(b)$ (related by Eq. [21]) are nearly equal to each other for all impact parameters.

In Ref. [29], it was argued that subsequent inelastic scattering of gluons after the classical approximation is applicable but before thermalization would increase the multiplicity by a factor $1/\alpha_s^{2/5}$. This effect was taken into account in Ref. [21] and it was shown that good fits to the data could be obtained for this functional form as well. The effects of parton multiplication a la Ref. [21] are beyond the scope of this work and we will not discuss it further here.

We now turn to the computation of the initial gluon transverse momentum distributions. In the top half of Fig. 6 we show the initial gluon transverse momentum distributions for different impact parameters in dimensionless units of $p_T/\Lambda_s(b)$. In the bottom half of the figure we plot the same quantity by re-scaling the overall normalization of the distributions. Strikingly, as a consequence of geometrical scaling, the distributions now coincide—the initial gluon distributions are a universal function of $p_T/\Lambda_s(b)$. In Ref. [27], it was argued that the RHIC data display such a geometrical scaling. More detailed comparisons with the recent RHIC data at $\sqrt{s_{NN}} = 200 \text{ GeV}$ will help further clarify the observation of geometrical scaling. Note however that the typical $\langle p_T \rangle$ of the initial gluon distribution is of order $\Lambda_s$, while the observed $\langle p_T \rangle$ of charged hadrons is smaller, of the order $3T_c$. For the $\Lambda_s$ in Table I, this difference is a factor

![FIG. 6: Comparison of the centrality dependence of the gluon transverse energy distribution from SU(3) lattice results to data from experiments [36]. The strong coupling constant is fixed to the value $\alpha_s = 4\pi$. The lattice results for $\Lambda_s(0) = 1.95 \text{ GeV}$ are scaled by $\frac{1}{4}$ while those for $\Lambda_s(0) = 1.18 \text{ GeV}$ are scaled by $\frac{7}{8}$.](image)

![FIG. 7: Top: Gluon transverse momentum distributions as a function of $p_T/\Lambda_s(b)$ for $b = 0.0$, 6.4, and 9.45 fm. Bottom: Same as top figure but with re-scaled normalizations.](image)
of two; for those in Table[1] it is significantly larger.

It is instructive to compare the transverse momentum distributions computed in the classical approach with the pQCD computations of the gluon distribution. The latter is obtained as follows. In the parton model, when the parton density is small, the cross section for hard parton scattering can be calculated as

\[ \frac{d\sigma_{\text{jet}}}{dp_T^2dy_1dy_2} = K \sum_{a,b} x_1x_2 f_a(x_1, Q^2)f_b(x_2, Q^2) \frac{d\sigma_{ab}}{dt}, \]

where \( y_1 \) and \( y_2 \) are the rapidities of the scattered partons and \( x_1 \) and \( x_2 \) are the fractions of momentum of the initial partons. The structure functions, \( f_a(x, Q^2) \), are taken to be the CTEQ5 leading order parametrizations[38]. The parton distributions are evaluated at the scale \( Q^2 = p_T^2 \). Here \( d\sigma_{ab}/dt \) is the leading order QCD partonic cross section. In addition, one includes initial and final state radiation processes in order to take into account the enhancement of higher-order contributions associated with multiple small-angle parton emission. This is for instance what is done in the event generator PYTHIA and we use for our purposes PYTHIA version 6.2[39] for the incident c.m. energy of \( \sqrt{s} = 130 \) GeV. The \( K \) factor of \( K = 2 \) is chosen to fit the UA1 data of \( pp \) at \( \sqrt{s} = 200 \) GeV[40]. The nuclear gluon distributions are obtained by multiplying the PYTHIA result by the number of hard binary collisions. Nuclear shadowing effects are neglected.

In the top half of Fig. 8, we study the impact parameter dependence of the classical gluon transverse momentum distributions (with \( \Lambda_{s_0} = 1.14 \) GeV) together with the parton distributions from PYTHIA calculations with an infrared cut-off parameter of \( p_T = 2.2 \) GeV/c. We find that there is a overlap region between 1-3 GeV/c between the two computations. For higher transverse momenta, the classical computation overshoots the PYTHIA result. One reason this is the case is that the realistic parton distributions have not been included in the classical distribution—this makes a difference at large transverse momenta[13,28]. Naively, one would expect the pQCD result to diverge rapidly at small \( p_T \). The reason it doesn’t is that initial and final state radiation processes change the parton distributions from Eq. (22) below 3-4 GeV/c. In the lower half of Fig. 8, we plot the gluon distributions with the parameters \( \Lambda_{s_0} = 2.32 \) and 1.14 GeV along with the PYTHIA gluon distributions for different values of the infrared cut-off. The latter is not an infrared safe quantity so it is not too surprising that the shape and magnitude of the distribution does depend on the cut-off. So if one were to match the classical and pQCD distributions, one has to adjust the \( p_T \) cut-off for different values of \( \Lambda_{s_0} \). The differences in the gluon number between the classical and classical+PYTHIA LO pQCD result are not very significant for the particle number but may be so for the transverse energy since the latter is more ultraviolet sensitive. Therefore the large transverse energy per particle obtained in the classical approach may be significantly overestimated. A more realistic calculation of the distribution of hard modes will find less of an excess (relative to experiment) in the transverse energy.

We discussed in this section our results from numerical simulations of very high energy nuclear collisions of nuclei at various impact parameters. While the absolute numbers from our results depend very sensitively on the scale \( \Lambda_s \), the dependence of the gluon number and transverse energy on centrality and the phenomenon of geometrical scaling of the momentum distributions are independent of \( \Lambda_s \) and appear universal. In addition, they appear to agree reasonably well with trends in the RHIC data. Similar observations were made in Refs.[6,20] and in Ref. [27] for global features of the data.

![Diagram](image-url)
IV. PROTON-NUCLEUS COLLISIONS

Collisions of protons/deuterium with large nuclei at RHIC energies are essential to distinguish dynamical effects due to correlations in the nuclear wavefunction from dynamical effects resulting from the collective expansion of hot and dense matter in nucleus-nucleus collisions. The first computation, in the classical framework, of gluon production was performed by Kovchegov and Mueller [29]. Here we will follow the subsequent work of Dumitru and McLerran [30], which is closer in its formulation to the discussion here. In Ref. [30], the authors introduce two saturation scales which we will denote as $\Lambda_{s1}$ (for the proton) and $\Lambda_{s2}$ for the nucleus. One expects that since the parton density in a nucleus is larger than in a proton, $\Lambda_{s1}^2 < \Lambda_{s2}^2$. In the kinematic region $p_T > \Lambda_{s1}$, analytical computations of gluon production are feasible. For $\Lambda_{s1} < \Lambda_{s2} < p_T$, the situation is analogous to nucleus-nucleus collisions and the distributions are proportional to $\Lambda_{s1}^2 \Lambda_{s2}^2 / p_T^4$. For $\Lambda_{s1} < p_T < \Lambda_{s2}$, the distribution changes qualitatively and is proportional to $\Lambda_{s1}^2 / p_T^4$. In this kinematic region, one obtains [11]

$$dN/d^2k_x \propto \Lambda_{s1}^2 \ln(k_t^2/\Lambda_{s1}^2)/k_t^2.$$ 

In our framework, pA collisions can be simulated straightforwardly since the only change from nucleus-nucleus collisions is to consider asymmetric values of $\Lambda_s$. The results of our simulations are shown in Fig. 8. We choose a fixed value for $\Lambda_{s02}$ in the center of the nucleus and plot the momentum distributions for different $\Lambda_{s01}$'s. At large $p_T$, as anticipated, the distribution goes as $1/p_T^4$. At smaller $p_T$ of $p_T < 2\Lambda_{s02}$ one sees a qualitative change in the distributions which is more consistent with a $1/p_T^2$ behavior of the distributions. Thus it appears that our distributions reproduce the shapes predicted by Dumitru and McLerran in the appropriate kinematical regions.

A comparison of absolute normalizations is more tricky. If one computes analytically [11] the ratio of the multiplicities at the scale $k_t \sim \Lambda_{s02}$ for the two values of $\Lambda_{s01}$ shown in Fig. 8, the ratio is $\sim 23$, which is the scaling factor used to scale the distribution with the lower $\Lambda_{s01}$ to that with the larger value. However, we should caution that the absolute normalization of these results is uncertain because the behavior in the kinematic region $p_T < \Lambda_{s01}$ cannot be computed analytically [12] and can only be computed numerically as discussed here.

More detailed studies of pA collisions are underway and will be reported separately [43].

V. SUMMARY

In this paper, we extended previous results for collisions of uniform, cylindrical nuclei with periodic boundary conditions to finite nuclei with realistic nuclear matter distributions and open boundary conditions. To achieve this, we imposed color neutrality constraints on nucleon color charge distributions. With these improvements, we were able to study nuclear collisions at different impact parameter and proton-nucleus collisions. We obtained results for the initial gluon number and transverse energy and compared these to the data. While the absolute normalizations of these quantities depend sensitively on the saturation scale $\Lambda_s$, their centrality dependence appears universal and shows reasonable agreement with the experimental data. Similarly, the transverse momentum distributions display geometrical scaling. (The latter has been argued to be a feature of the RHIC data [27].) Our results however also suggest that dynamical effects at later times (possibly beyond the validity of the classical approach) might also be important in describing the RHIC data in detail. This is suggested for instance by the necessity of reproducing both the transverse energy and the multiplicity but more emphatically by the failure of the classical approach to explain the elliptic flow data [10]. It has been argued that the elliptic flow data may be explained by non-flow correlations [14] but more detailed theoretical and experimental analyses are required to clarify the issue.

We also briefly discussed proton-nucleus collisions in the classical framework. We showed that our numerical simulations agree qualitatively with previous analytical work [24]. This agreement suggests that results of our numerical simulations for nucleus-nucleus collisions (where analytical computations are more difficult) are robust.

The classical distributions discussed here can be used as the initial conditions for the subsequent time evolution of produced gluons as might be described, for instance, in Boltzmann type transport calculations [5, 20, 22, 24] at late times where field strengths are weak. With these initial conditions, it will be interesting to study the consequences of parton evolution on flow or parton energy.
loss.

The classical treatment of nuclear collisions can also be improved significantly. One such improvement is to give up the assumption of strict boost invariance and to study the effects of doing so on our distributions. Another is to go beyond the simple assumption of Gaussian-distributed color charges and to incorporate the effects of renormalization group evolution of the color charges at high energies. All of these studies, tempered by the large amount of available experimental data, will hopefully provide insight into the very earliest moments of a high energy nuclear collision and of the subsequent dynamics of the produced quark gluon matter.
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APPENDIX: SPACE-TIME EVOLUTION OF THE STRESS-ENERGY TENSOR IN A NUCLEAR COLLISION

For completeness, we provide in this appendix explicit expressions for the lattice Hamiltonian, the lattice equations of motion and discretized expressions for other components of the Stress-Energy tensor for the problem of interest.

1. Hamiltonian approach in the transverse plane

In this sub-section, we write down the classical Hamiltonian’s equations of motion in the \( \tau, \eta, \vec{r} \) coordinates where \( \tau = \sqrt{2x^+x^-} \) is the proper time, \( \eta = \frac{1}{2} \log(x^+ / x^-) \) is the space-time rapidity and \( \vec{r} = (x, y) \) are two transverse Euclidean coordinates. Inverse transformations are \( t = \tau \cosh \eta \) and \( z = \tau \sinh \eta \) respectively. The QCD action for gauge field in the \( \tau, \eta, \vec{r} \) coordinates reads

\[
S_{QCD} = \int \tau d\eta d\tau d^2r \left[ -\frac{1}{8} \text{Tr}(g^{\alpha \beta} g^{\gamma \delta} F_{\alpha \beta} F_{\gamma \delta}) \right], \tag{A.1}
\]

where \( F_{\mu \nu} = \partial_\mu A_\nu - \partial_\nu A_\mu - ig[A_\mu, A_\nu] \) and the metric is diagonal with \( g^{\tau \tau} = -g^{xx} = -g^{yy} = 1 \) and \( g^{zz} = -1/\tau^2 \). \( A_\mu \equiv A_\mu^a t^a \), and \( t^a \) represent a gauge group matrices with the normalization of \( \text{Tr}(t^a t^b) = 2 \delta_{ij} \). The Lagrangian density in \( A^\tau = 0 \) gauge is

\[
\mathcal{L} = \text{Tr} \left( \frac{1}{4} (\partial_\tau A_\eta)^2 + \frac{1}{4\tau} (\partial_\tau A_\eta)^2 - \frac{\tau}{8} F_{ij}^2 - \frac{1}{4\tau} F_{ii}^2 \right), \tag{A.2}
\]

where \( i, j \) runs over transverse coordinate \( x \) and \( y \).

Now let us assume \( \eta \) independence of the fields. As discussed previously, the Yang-Mills equations have this property if the sources are strictly \( \delta \)-function sources on the light cone. We have

\[
A_i(\tau, \eta, \vec{r}) = A_i(\tau, \vec{r}), \quad A_\eta(\tau, \eta, \vec{r}) = \Phi(\tau, \vec{r}), \tag{A.3}
\]

resulting in \( F_{\eta i} = -D_i \Phi \), where \( D_i = \partial_i - ig[A_i, \cdots] \) is the covariant derivative in the adjoint representation. Defining the conjugate momenta

\[
E_i = \tau \partial_\tau A_i, \quad p_\eta = \frac{1}{\tau} \partial_\tau A_\eta, \tag{A.4}
\]

one finds that the boost invariant Yang-Mills Hamiltonian is the QCD Hamiltonian in 2+1 dimensions coupled to an adjoint scalar \([13]\):

\[
H = \int d^2 r \text{Tr} \left\{ \frac{1}{4\tau} E_i^2 + \frac{\tau}{4} p_\eta^2 + \frac{\tau}{8} F_{ij}^2 + \frac{1}{4\tau} (D_i \Phi)^2 \right\}. \tag{A.5}
\]

The equations of motion corresponding to this Hamiltonian are

\[
\dot{A}_i = \frac{E_i}{\tau}, \quad \dot{\Phi} = \frac{\tau p_\eta}{\sigma}, \quad (i = x, y),
\]

\[
\dot{E}_x = -\tau D_y F_{xy} + \frac{ig}{\tau} [\Phi, D_x \Phi],
\]

\[
\dot{E}_y = \tau D_x F_{xy} + \frac{ig}{\tau} [\Phi, D_y \Phi],
\]

\[
\dot{p}_\eta = \frac{1}{\tau} (D_x^2 \Phi + D_y^2 \Phi), \tag{A.6}
\]

and the Gauss law constraint is

\[
D \cdot E + ig [p_\eta, \Phi] = 0. \tag{A.7}
\]

2. Discretized Hamiltonian formalism in 2+1 dimensions

In order to realize numerically the solutions to the equations of motion in the previous section, while maintaining the gauge symmetry, we introduce the link variables at the site \( i \)

\[
U_{j,i} = \exp [iga_i(i)], \quad (j = x, y), \tag{A.8}
\]

where \( a \) is a lattice spacing. Defining the plaquette

\[
U_{\square} = U_{1,j} U_{m,j+i} U_{1,j+m} U_{m,j}, \tag{A.9}
\]

the magnetic energy in the transverse plane is expressed for \( a \to 0 \) as

\[
\frac{\tau}{2a^2 y^2} \sum_{\square} (N_c - \text{ReTr} U_{\square}), \tag{A.10}
\]
where the relation $U_{\triangle} = \exp[ia^2 g F_{\mu\nu}]$ was used. The Hamiltonian on the lattice is

$$H_L = \frac{1}{4\tau} \sum_{\ell = (j, n)} \text{Tr} E_t^2$$
$$+ \frac{\tau}{2} \sum_{\square} (N_c - \text{ReTr} U_{\square})$$
$$+ \frac{1}{4\tau} \sum_{j, n} \text{Tr} (\Phi_j - U_{\hat{n}, j} U_{\hat{n} + n}^\dagger)^2$$
$$+ \frac{\tau}{4} \sum_j \text{Tr} p_j^2,$$  \(\text{(A.11)}\)

where the following dimensionless variables are used:

$$H \to \frac{H}{g^2 a}, \quad E \to \frac{E}{g a^2}, \quad p \to \frac{p}{g a}, \quad \Phi \to \frac{\Phi}{g a}, \quad \tau \to a \tau.$$

Hamiltonian’s equations of motion on the lattice are then

$$\dot{U}_{r,i} = -\frac{i}{\tau} U_{r,i} E_{r,i}, \quad \dot{\Phi}_i = \tau p_i, \quad (r = x, y),$$

$$\dot{E}_{x,i} = -\frac{i}{2} \text{Tr} \left\{ U_{y,i+y} U_{x,i}^\dagger + U_{x,i+y} U_{y,i}^\dagger \right\},$$

$$\dot{E}_{y,i} = -\frac{i}{2} \text{Tr} \left\{ -U_{y,i+y} U_{x,i}^\dagger + U_{x,i+y} U_{y,i}^\dagger \right\} + \frac{ig}{\tau} [\Phi_{i+y}, U_{x,i}^\dagger \Phi_i U_{x,i}],$$

$$\dot{p}_i = \frac{1}{\tau} \left[ \sum_{\hat{n} = x, y} \left( U_{\hat{n}, i} U_{\hat{n} + i}^\dagger + U_{\hat{n} + i}^\dagger U_{\hat{n}, i} \right) \right],$$

once one has explicit expressions for the fields and their canonically conjugate momenta, other components of the Stress–Energy tensor can be computed as well. In light-cone coordinates $(\tau, \eta, \vec{r})$, the symmetric energy-momentum tensor can be defined as

$$T^{\mu\nu} = -\frac{\tau}{2} \text{Tr} (F^{\mu\alpha} F_{\alpha}^\nu) - g^{\mu\nu} \mathcal{L}.$$ 

The diagonal spatial components $T^{xx}$ and $T^{yy}$ (the two components of the transverse pressure) are explicitly

$$T^{xx} = \frac{1}{4} \text{Tr} \left( \frac{1}{\tau} (-E_x^2 + E_y^2) + (D_x \Phi)^2 - (D_y \Phi)^2 \right)$$
$$+ \tau p_x^2 + \frac{\tau}{2} F_{ij} F_{ij},$$  \(\text{(A.15)}\)

$$T^{yy} = \frac{1}{4} \text{Tr} \left( \frac{1}{\tau} (+E_x^2 - E_y^2) + (D_x \Phi)^2 + (D_y \Phi)^2 \right)$$
$$+ \tau p_y^2 + \frac{\tau}{2} F_{ij} F_{ij}.$$  \(\text{(A.16)}\)

The $T^{xx}$ and $T^{yy}$ parts can be calculated as

$$T^{xx} = -\frac{1}{2} \text{Tr} (E_x F_{xy} + p_y (D_x \Phi)),$$ 

$T^{yy}$ is obtained by replacing $x \leftrightarrow y$ in this expression.

The lattice equivalents of these continuum expressions are as follows. The transverse pressure in the $y$ direction is

$$T^{yy}_i = \frac{1}{8\tau} \sum_{j=1,y} \text{Tr} (E_{x,j}^2 - E_{y,j}^2)$$
$$+ \frac{\tau}{8} \sum_{j=1,y} (N_c - \text{ReTr} U_{\square})$$
$$- \frac{1}{8\tau} \sum_{j=1,y} \text{Tr} (\Phi_j - U_{\hat{y}, j} U_{\hat{y} + j}^\dagger)^2$$
$$+ \frac{1}{8\tau} \sum_{j=1,y} \text{Tr} (\Phi_j - U_{y,j} U_{y+j}^\dagger)^2$$
$$+ \frac{\tau}{4} \text{Tr} p_j^2,$$  \(\text{(A.18)}\)

where $\sum_{\square}$ means a sum over the four plaquettes which contain the link $i$ with the same orientations. $T^{xx}$ can be obtained by replacing $x \leftrightarrow y$ in Eq. (A.18).

One of the ways to get the lattice definition of Poynting vector may be a use of the conservation law $\partial_\nu T^{\mu\nu} = 0$:

$$\partial_\tau T^{\tau\tau} = \partial_x T^{xx} + \partial_y T^{yy},$$ 

with the $T^{\tau\tau}$ which has to be defined in a local gauge invariant form at a site $i$ as

$$T^{\tau\tau}_i = \frac{1}{16} \sum_{\ell = (j, n)} \text{Tr} E_t^2 + \frac{\tau}{2} (N_c - \text{ReTr} U_{\square})$$
$$+ \frac{1}{4\tau} \sum_{j, n} \text{Tr} (\Phi_j - U_{\hat{n}, j} U_{\hat{n} + j}^\dagger)^2$$
$$+ \frac{\tau}{16} \sum_{j} \text{Tr} p_j^2,$$  \(\text{(A.20)}\)

where $\sum_{\ell} = i + (i + \hat{x}) + (i + \hat{y})$. After quite some algebra, we obtain

$$T^{xx}_i = -\frac{1}{4} \left[ E_{x,i} \left( U_{x,i+y} U_{y,i+x}^\dagger + U_{y,i-x}^\dagger U_{x,i+y} \right) \right.$$
$$+ \left( U_{y,i}^\dagger U_{x,i+y-x} U_{y,i-x} - U_{x,i+y} \Phi_x \right)$$
$$+ p_i \left( U_{x,i+y}^\dagger \Phi_{i+y} - U_{x,i+y-x} \Phi_{i+y-x} \right)$$
$$- U_{x,i+y-y} \Phi_{i+y+y} \right].$$  \(\text{(A.21)}\)
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