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Abstract
In this work, we study regularity properties for nonvariational singular elliptic equations ruled by the infinity Laplacian. We obtain optimal $C^{1,\alpha}$ regularity along the free boundary. We also show existence of solutions, nondegeneracy properties and fine geometric estimates for the free boundary.
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1 Introduction

In this work, we study analytic and geometric properties of nonvariational elliptic equations with singular absorption terms, where the governing second-order operator is the infinity
Laplace operator
\[ \Delta_{\infty} u := \sum_{ij} D_{ij} u D_i u D_j u. \]

This highly degenerate operator has received wide attention during the last three decades. This operator is strongly related to models which describe, for example, random tug-of-war games [27] and mass transfer problems [15]. Infinity harmonic functions, i.e., solutions of \( \Delta_{\infty} u = 0 \), correspond to the best Lipschitz extension problem and the notion of comparison with cones, see [6–8, 12].

The lack of uniform ellipticity makes the mathematical study of models related to the infinity Laplacian more delicate. Existence and uniqueness results are well established, however the regularity of infinity harmonic functions remains one of the most challenging issues in the modern theory of nonlinear pdes. It is well known that infinity harmonic functions are locally Lipschitz, and the best regularity result to date was established by Evans and Smart, whom have proved differentiability everywhere [17]. In two dimensions, Evans and Savin obtained \( C^{1,\beta} \) regularity [16] for some \( \beta \) universally small, see also [32]. The infinity harmonic function
\[ x^{4/3} - y^{4/3}, \quad (x, y) \in \mathbb{R}^2 \]
suggests the optimal regularity is H"older continuity of the first order derivatives with exponent 1/3. We also mention [22, 23], where important results concerning planar sharp Sobolev regularity are obtained. For the inhomogeneous infinity Laplace equation,
\[ \Delta_{\infty} u = f(x, u) \in L^\infty, \]
existence and uniqueness of viscosity solutions of the Dirichlet problem have been established [26], where, for a bounded source term \( f \), solutions are Lipschitz continuous. In the case \( f \in C^1 \), everywhere differentiability has been established [25]. Nonetheless, to the best of our knowledge, no further regularity is known.

Free boundary problems involving the infinity Laplacian have also been investigated. For the infinity-obstacle problem [30], solutions grow at the sharp rate \( 4/3 \) near the contact set. In [2], the authors considered absorption terms \( f(x, u) = u^\theta_+ \), for \( 0 \leq \theta < 3 \), obtaining, in particular, that nonnegative solutions are smoother along the boundary of the noncoincidence set \( \partial \{ u > 0 \} \), see also [14].

The main goal of this work is to study geometric and analytic properties of nonnegative viscosity solutions of the following singular free boundary problem
\[ \left\{ \begin{array}{ll} \Delta_{\infty} u = u^{-\gamma} & \text{in } \Omega \cap \{ u > 0 \} \\ u = \varphi & \text{on } \partial \Omega \end{array} \right. \]  
for parameters \( 0 \leq \gamma < 1 \). Here, \( \Omega \subset \mathbb{R}^n \) is a bounded smooth domain and \( \varphi \geq 0 \) is a given smooth boundary data. Singular equations as in (1.1) appear in several problems in engineering sciences and in contexts of simplified stationary models for fluids passing through a porous medium. The Laplacian case, \( \Delta u = u^{-\gamma} \), is fairly well understood. It appears as the Euler–Lagrange equation of the following non-differentiable functional
\[ J_\gamma(u) = \int \frac{1}{2} |D u|^2 + u^{1-\gamma} \; dx. \]
Regularity results for minimizers of \( J_\gamma \) has been studied in [1, 18, 19, 28, 29]. The nonvariational problem has been treated in [4] for a class of second order uniformly elliptic fully
nonlinear operators. The pde satisfied in (1.1) can be considered the intermediate case of the following free boundary problems: the infinity-obstacle problem, case $\gamma = 0$ (see [2, 30] for variational and nonvariational approaches); the infinity-cavitation problem, case $\gamma = 1$ (see [5, 13, 31]). See also [33] for mixed singular structures.

**Main ideas and results** The study of this type of free boundary problem has significant difficulties: (i) the nonvariational sense, where no measure-distributional structure is available; (ii) the source term blows up along the a priori unknown set $\partial \{ u > 0 \}$. In order to circumvent these issues, we shall consider viscosity solutions of the penalized problem

$$\left\{ \begin{array}{ll} \Delta_\infty u = B_\varepsilon (u) u^{-\gamma} & \text{in } \Omega, \\
 u = \varphi & \text{on } \partial \Omega, \end{array} \right. \quad (P_\varepsilon)$$

where the term $B_\varepsilon (s)$ is a suitable approximation of $\chi_{\{ s > 0 \}}$. Our main contribution is to provide uniform oscillation estimates for viscosity solutions of $(P_\varepsilon)$, denoted by $u_\varepsilon$, obtaining so $C^{1, \alpha}$ estimates at free boundary points of limiting solutions of (1.1) (Fig. 1), for

$$\alpha = \frac{4}{3 + \gamma}. \quad (1.2)$$

We now state our first main result.

**Theorem 1** (Optimal regularity at free boundary points) Let $u$ be a limit solution of problem (1.1). For each subdomain $\Omega' \subset \subset \Omega$, there exist positive constants $C$ and $r_0$, depending only on $\gamma$, $\| u \|_{L^\infty(\Omega)}$, $\text{dist}(\Omega', \partial \Omega)$ and dimension, such that, for points

$$x \in \partial \{ u > 0 \} \cap \Omega',$$

there holds

$$\sup_{B_r(x)} u \leq C r^\alpha \quad (1.3)$$

for any $0 < r \leq r_0$. Furthermore,

$$\partial \{ u > 0 \} \subset \{|Du| = 0 \},$$

which implies that $u$ is $C^{1, \frac{1-\gamma}{3+\gamma}}$ along $\partial \{ u > 0 \}$.

By obtaining an entire radial supersolution for $(P_\varepsilon)$, we provide nondegeneracy properties uniform on $\varepsilon$. Next, solutions for (1.1) are limit of minimal Perron’s solutions of $(P_\varepsilon)$ (see Sect. 2).

**Theorem 2** (Nondegeneracy estimates) Let $u$ be a limit Perron’s solution of problem (1.1). There exists universal $c > 0$, depending only on $\gamma$, such that for

$$x \in \{ u > 0 \} \cap \Omega,$$

there holds

$$\sup_{B_r(x)} u \geq c r^\alpha, \quad (1.4)$$

for any $0 < r \leq \frac{1}{2} \text{dist}(x, \partial \Omega).$
Estimate (1.4) means that for small balls $B_r(x)$ centered at $\partial \{u > 0\}$, minimal solutions do not grow slower than $|x - y|^{\alpha}$, $y \in \Omega$. As a result, density estimates and fine geometric-measure properties for the free boundary $\partial \{u > 0\}$ are obtained, see Sect. 6.

The paper is organized as follows: In Sect. 2, we provide existence of Perron’s solution for the problem $(P_\varepsilon)$. In Sect. 3, we obtain local oscillation estimates for viscosity solutions of $(P_\varepsilon)$. In Sect. 4, Non-degeneracy estimates are established for minimal solutions $u_\varepsilon$. Section 5 contains the proofs of our main results. In Sect. 6, further analytic and geometric consequences are established. Section 7 we provide a radial example.

**Notations** Hereafter in this paper, $\Omega$ will be a bounded smooth domain in $\mathbb{R}^n$. $B_r(x) \subset \mathbb{R}^n$ denotes the open $n$-dimensional ball with radius $r > 0$ centered at $x \in \mathbb{R}^n$, and $B_r := B_r(0)$. For a point $x \in \mathbb{R}^n$ and $O \subset \mathbb{R}^n$, we define $\text{dist}(x, \partial O)$ to be the distance between $x$ and the boundary of $O$, denoted by $\partial O$. $L^n(O)$ denotes the $n$-dimensional Lebesgue measure. For $x \in \Omega$ such that $u(x) < \iota$, we say $x \in \{u < \iota\}$. Similarly, we consider $\{u > \iota\}, \{u \leq \iota\}$ and $\{u \geq \iota\}$.

### 2 Singular perturbation strategy and existence of minimal solutions

In this section, we introduce the singularly perturbed scheme adopted throughout this paper. For $\alpha$ defined by (1.2) and $\delta_{\alpha}$ (to be chosen in Sect. 4), we consider a Lipschitz function $B(s) : \mathbb{R} \to \mathbb{R}$, satisfying

$$
\begin{align*}
0 \leq B(s) &\leq 1 \quad \text{for} \quad s \geq 0 \\
B(s) &\equiv 0 \quad \text{for} \quad s \leq \delta/2 \\
B(s) &\equiv 1 \quad \text{for} \quad s \geq \delta
\end{align*}
$$

(2.1)

for $0 < \delta = \delta_{\alpha}$. For each small parameter $\varepsilon > 0$, we consider

$$
B_\varepsilon(s) := B \left( \frac{s}{\varepsilon^{\alpha}} \right),
$$

which is a suitable $\varepsilon$-approximation of $\chi_{\{s > 0\}}$, such that

$$
B_\varepsilon(s) s^{-\gamma} \equiv 0 \quad \text{for} \quad s < \delta/2e^\alpha.
$$
We highlight the following scaling invariance: if \( v \) solves \((P_\varepsilon)\), then for any \( \varepsilon > 0 \), the function
\[
v_\varepsilon(x) := \frac{v(tx)}{t^\alpha} \quad \text{in } B_1
\]
solves
\[
\Delta_\infty v_\varepsilon = B_\varepsilon(\varepsilon^{-\gamma} v_\varepsilon) \quad \text{in } B_{\frac{1}{\varepsilon}}.
\]
\[\text{(2.2)}\]

We shall use the following result from \([12, \text{Lemma 2.5}]\).

**Proposition 1** (Lipschitz regularity for infinity subharmonic functions) Let \( u \) be a viscosity solution of
\[
-\frac{1}{\Delta_\infty} u \leq 0 \quad \text{in } \Omega.
\]
Then \( u \in W^{1, \infty}_{\text{loc}}(\Omega) \). Furthermore,
\[
|Du(x)| \leq \max_{z \in \partial B_r(x)} \frac{u(z) - u(x)}{r} \leq \frac{2\|u\|_{L\infty(\Omega)}}{r},
\]
for each \( x \in \Omega \) and \( r < \text{dist}(x, \partial \Omega) \).

Existence of minimal solutions for the problem \((P_\varepsilon)\) Here, we are interested in solutions of
\[(1.1)\]
which are limits of minimal Perron’s solutions of \((P_\varepsilon)\), as \( \varepsilon \to 0 \). Note that the lack of
monotonicity in \((P_\varepsilon)\) on the variable \( u \) does not allow us to make use of a direct application of
the classical Perron method, and so, we derive existence of viscosity solutions of the problem \((P_\varepsilon)\). We mention the following result.

**Theorem 3** \([3, \text{Theorem 2.1}]\) Let \( G : \Omega \times [0, \infty) \to \mathbb{R} \) be a bounded function, uniformly
Lipschitz in the interval \([0, \infty)\). Assume \( F : \Omega \times \mathbb{R}^n \times \text{Sym}(n) \to \mathbb{R} \) satisfies the monotonicity
condition: for any \( x \in \Omega, \xi \in \mathbb{R}^n \) and \( N, M \in \text{Sym}(n) \), there holds
\[
F(x, \xi, N) \leq F(x, \xi, M) \quad \text{whenever } N \leq M.
\]
Assume a priori \( C^{0, \alpha} \) estimates for viscosity solutions of \( F(x, Du, D^2 u) = f(x) \in L^\infty(\Omega) \)
and that the problem
\[
F(x, Du, D^2 u) = G(x, u) \quad \text{in } \Omega,
\]
\[
u = \varphi \quad \text{on } \partial \Omega
\]
(2.3)
admits subsolution \( \underline{u} \) and supersolution \( \overline{u} \) with \( \underline{u} = \overline{u} = \varphi \in W^{2, \infty}(\partial \Omega) \), then the function
\[
v(x) := \inf_{w \in S} \omega(x)
\]
is a continuous viscosity solution of \((2.3)\), where
\[
S := \{ \omega \in C(\overline{\Omega}) \mid \omega \text{ is a viscosity supersolution to } (2.3) \text{ and } \underline{u} \leq \omega \leq \overline{u} \text{ in } \overline{\Omega} \}.
\]

Note that the infinity Laplacian operator is given by \( F(\xi, M) = \langle M\xi, \xi \rangle \), which is mono-
tone. Also, by construction, for each \( \varepsilon > 0 \) the function \( G(s) = B_\varepsilon(s)s^{-\gamma} \) is bounded and
uniformly Lipschitz in \([0, \infty)\). We recall that viscosity solutions of \( \Delta_\infty u \in L^\infty \) are locally
Lipschitz and that functions \( \overline{u} \) and \( \underline{u} \) satisfying
\[
\{ \Delta_\infty \underline{u} = \varepsilon^{-\alpha \gamma} \quad \text{in } \Omega \quad \text{and} \quad \Delta_\infty \overline{u} = 0 \quad \text{in } \Omega
\]
\[
\underline{u} = \varphi \quad \text{in } \partial \Omega \quad \text{and} \quad \overline{u} = \varphi \quad \text{in } \partial \Omega,
\]
(2.4)
are subsolution and supersolution for \((P_\varepsilon)\) respectively. Therefore, as an immediate conse-
quence of Theorem 3 and Proposition 1, we have the following result.
Theorem 4 (Existence of minimal solutions) Let $\Omega \subset \mathbb{R}^n$ be a smooth domain and $\varphi$ be a $W^{2,\infty}(\partial \Omega)$ nonnegative boundary datum. Then, for each $\varepsilon > 0$, the problem $(P_\varepsilon)$ has a minimal viscosity solution $u_\varepsilon \in C(\Omega)$. Moreover, $\{u_\varepsilon\}_{\varepsilon > 0}$ is locally Lipschitz-equicontinuous, and satisfies $0 \leq u_\varepsilon \leq \|\varphi\|_{L^\infty}$.

Remark 1 As stated above, we assure that $u_\varepsilon$ is nonnegative and globally bounded. Indeed, if $O^-(u) := \{x \in \Omega \mid u(x) < 0\}$ is nonempty. Since $\varphi \geq 0$, we would have $O^-(u) \subset \text{Int}(\Omega)$ and so, $u_\varepsilon$ would be an infinity-harmonic function in $O^-(u)$ satisfying $u_\varepsilon = 0$ on $\partial O^-(u)$. By the classical comparison principle [21, 26], $u_\varepsilon = 0$ in $O^-(u)$, which is a contradiction. Finally, using comparison principle and (2.4), we conclude that $u_\varepsilon \leq \|\varphi\|_{L^\infty}$.

Remark 2 We finish this section by verifying that, for each $u_\varepsilon \geq 0$, either $u_\varepsilon > 0$ or $u_\varepsilon \equiv 0$ in $\Omega$. In fact, if we assume that $u_\varepsilon(x_0) = 0$ for some $x_0 \in \Omega$, then from $(P_\varepsilon)$, $u_\varepsilon$ is infinity harmonic in $O_\varepsilon := \{x \in \Omega \mid u_\varepsilon < \frac{3}{2} \varepsilon^\alpha\}$. Therefore, by the strong maximum principle, we get $u_\varepsilon \equiv 0$ in $O_\varepsilon$, and so by continuity, $u_\varepsilon$ cannot attain any positive value in $\Omega$.

### 3 Optimal oscillation estimates at floating level sets

In this section, we consider positive viscosity solutions of the perturbed singular equation

$$\Delta_\infty u = B_\varepsilon(u) u^{-\gamma} \text{ in } \Omega,$$

for $B_\varepsilon$ as in Sect. 2. We establish optimal growth estimates

$$\sup_{B_\varepsilon(x)} u_\varepsilon \lesssim \kappa^\alpha \text{ for } x \in \{0 < u_\varepsilon \lesssim \kappa^\alpha\},$$

see Theorem 6. Our analysis follows ideas in [4], which is based on regularity properties of the following auxiliary function

$$v(x) := u_\varepsilon^{\frac{1}{\alpha}}(x) \text{ for } x \in \Omega,$$

for $\alpha$ as in (1.2). We compute

$$Dv = \frac{1}{\alpha} u_\varepsilon^{\frac{1}{\alpha}-1} Du,$$

$$D^2 v = \frac{1}{\alpha} \left( \frac{1}{\alpha} - 1 \right) u_\varepsilon^{\frac{1}{\alpha}-2} Du \otimes Du + \frac{1}{\alpha} u_\varepsilon^{\frac{1}{\alpha}-1} D^2 u.$$

By using Eq. $(E_\varepsilon)$, one has

$$\Delta_\infty v = \frac{1}{\alpha^3} \left( \frac{1}{\alpha} - 1 \right) u_\varepsilon^{\frac{3}{\alpha}-4} |Du|^4 + \frac{1}{\alpha^3} u_\varepsilon^{\frac{3}{\alpha}-3} B_\varepsilon(u) u^{-\gamma}.$$

Therefore, by writing the equation above only in terms of $v$, we get

$$\Delta_\infty v = \left( (1 - \alpha) |Dv|^4 + \frac{1}{\alpha^3} f \right) v^{-1},$$

(3.1)

where $f(x) := B_\varepsilon(v^\alpha(x))$, which is bounded and nonnegative. From Remark 2, we note that $v > 0$ in $\Omega$, which implies that, for each $\varepsilon > 0$, the equation above is derived everywhere in $\Omega$, using the language of viscosity solutions.

We now derive asymptotic growth estimates.
**Theorem 5** (Asymptotic growth estimates) Given $\Omega' \subset \Omega$ and $\mu \in (0, 1)$, there exist constants $C$ and $\kappa_0$ depending on $\mu$, $\gamma$, $\|u\|_{L^\infty(\Omega)}$, $\text{dist}(\Omega', \partial \Omega)$ and dimension, but independent of $\varepsilon$, such that if $u$ is a positive viscosity solution of $(E_\varepsilon)$, then

$$\sup_{B_\varepsilon(x)} u \leq \left( C\kappa^\mu + u(x) \frac{1}{2} \right)$$

(3.2)

for any $x \in \Omega'$ and $0 < \kappa \leq \kappa_0$.

**Proof** Here, we use techniques introduced in [20]. Since the estimates are local, we may assume $\Omega = B_1$ and $\Omega' = B_{1/2}$. It is enough to show that $v = u^{\frac{1}{\gamma}}$ is locally $C^{0, \mu}$ for any $0 < \mu < 1$. For a given positive viscosity solution $v$ of (3.1), we claim that

$$\Theta(x, y) := v(x) - v(y) - L\omega(|x - y|) - \varrho(|x|^2 + |y|^2) \leq 0,$$

(3.3)

for universal large parameters $L$, $\varrho$ and $\omega(t) = t_+^\mu$. We now assume the term $f$ in (3.1) is a positive bounded function in $\Omega$, and so, the constants $L$ and $\varrho$ shall be obtained depending only on $\mu$, $\gamma$, $\|u\|_{L^\infty(B_1)}$, $\sup_{B_1} f$ and dimension. We argue by contradiction that the claim fails. If $(x_0, y_0)$ is a maximum point of $\Theta$ in $\overline{B_{1/2}} \times \overline{B_{1/2}}$, we assume

$$\Theta(x_0, y_0) > 0.$$  

(3.4)

Taking $\varrho := 8\|v\|_{\infty}$, we assure that $(x_0, y_0)$ is an interior maximum point, and $x_0 \neq y_0$. As an adaptation of Jensen-Ishii’s approximation lemma [11], we use [5, Lemma 1] to guarantee the existence of limiting sub-jet and super-jet

$$(\xi_x, M_x) \in \mathcal{J}^{2,+}_{B_{1/2}} u(x_0) \quad \text{and} \quad (\xi_y, M_y) \in \mathcal{J}^{2,-}_{B_{1/2}} u(y_0)$$

such that

$$\langle M_x \xi_x, \xi_x \rangle - \langle M_y \xi_y, \xi_y \rangle \leq 4L\omega''(\rho) \left( L\omega'(\rho) + \varrho\rho \right)^2 + 16\varrho \left( L^2\omega'(\rho)^2 + \varrho^2 \right)$$

(3.5)

for $\rho := |x_0 - y_0|$. Next, using (3.1), we obtain

$$A := \langle M_x \xi_x, \xi_x \rangle - \langle M_y \xi_y, \xi_y \rangle \geq \left( 1 - \alpha \right)|\xi_x|^4 + \frac{1}{\alpha^3} f(x_0) v(x_0)^{-1}$$

$$- \left( 1 - \alpha \right)|\xi_y|^4 + \frac{1}{\alpha^3} f(y_0) v(y_0)^{-1}.$$  

(3.6)

In addition, we easily notice that

$$L\mu |x_0 - y_0|^\mu - 2\varrho |y_0| \geq L\mu - 2\varrho \geq 0,$$

where the last inequality is obtained for $L \gg 1$ universal. From this, we get

$$|\xi_y|^4 \geq \left( L\mu |x_0 - y_0|^\mu - 2\varrho |y_0| \right)^4 \geq (L\mu - 2\varrho)^4.$$  

Therefore,

$$\left( 1 - \alpha \right)|\xi_y|^4 + \frac{1}{\alpha^3} f(y_0) \leq \left( 1 - \alpha \right)(L\mu - 2\varrho)^4 + \frac{1}{\alpha^3} \|f\|_{\infty} < 0,$$

(3.7)

provided $L$ is sufficiently large. By (3.4),

$$v(y_0)^{-1} > v(x_0)^{-1}.$$  

$$\varepsilon$$
and so, this together (3.6) and (3.7) provides

$$ A \geq \left( (1 - \alpha) |\xi_x|^4 - (1 - \alpha) |\xi_y|^4 - \frac{1}{\alpha^3} \|f\|_{\infty} \right) v(x_0)^{-1}, $$

which gives

$$ A v(x_0) \geq (1 - \alpha)(L \mu \rho^{\mu-1} + 2 \varrho)^4 - (1 - \alpha)(L \mu \rho^{\mu-1} - 2 \varrho)^4 - \frac{1}{\alpha^3} \|f\|_{\infty}. \quad (3.8) $$

On the other hand, from (3.5) we derive

$$ A \leq 4 \mu^3 (\mu - 1) L^3 \rho^{3\mu-4} + 16 \mu^2 \varrho L^2 \rho^{2\mu-2} + 16 \varrho^3 \\
\leq \rho^{3\mu-4} (4 \mu^3 (\mu - 1) L^3 + 16 \mu^2 \varrho L^2 \rho^{2-\mu} + 16 \varrho^3 \rho^{4-3\mu}) \\
\leq \rho^{3\mu-4} (4 \mu^3 (\mu - 1) L^3 + 16 \mu^2 \varrho L^2 + 16 \varrho^3), \quad (3.9) $$

where the last term turns strictly negative for $L$ chosen universally large.

Finally, from (3.4), we notice that

$$ v(x_0) \geq L \rho^\mu. $$

From (3.8), (3.9) and the inequality above, we get

$$ (1 - \alpha)(L \mu \rho^{\mu-1} + 2 \varrho)^4 - (1 - \alpha)(L \mu \rho^{\mu-1} - 2 \varrho)^4 - \frac{1}{\alpha^3} \|f\|_{\infty} \\
\leq \rho^{4\mu-4} (4 \mu^3 (\mu - 1) L^4 + 16 \mu^2 \varrho L^3 + 16 \varrho^3 L). $$

which gives

$$ (1 - \alpha) \left( \mu + \frac{2 \varrho}{L} \rho^{1-\mu} \right)^4 - (1 - \alpha) \left( \mu - \frac{2 \varrho}{L} \rho^{1-\mu} \right)^4 - \frac{1}{\alpha^3 L^4} \|f\|_{\infty} \rho^{4-4\mu} $$

$$ \leq 4 \mu^3 (\mu - 1) + 16 \frac{\mu^2 \varrho}{L} + 16 \frac{\varrho^3}{L^3}. $$

Therefore, we conclude that

$$ (1 - \alpha) \left( \mu + \frac{2 \varrho}{L} \right)^4 - (1 - \alpha) \left( \mu - \frac{2 \varrho}{L} \right)^4 - \frac{1}{\alpha^3 L^4} \|f\|_{\infty} $$

$$ \leq 4 \mu^3 (\mu - 1) + 16 \frac{\mu^2 \varrho}{L} + 16 \frac{\varrho^3}{L^3}. $$

We get a contradiction by choosing $L$ larger than the previous choices.

Next, we follow discrete iterative arguments and continuous methods as in [4, theorem 3] to prove optimal growth estimates for positive solutions of $(E_\epsilon)$, independent of $\epsilon$, see also [10].

**Theorem 6** (Asymptotic estimates imply optimality) Given $\Omega' \subset \Omega$, there exist constants $C$ and $\kappa_*$ depending on $\gamma$, $\|u\|_{L^\infty(\Omega)}$, $\text{dist}(\Omega', \partial \Omega)$ and dimension, but independent of $\epsilon$, such that if $u$ is a positive viscosity solution of $(E_\epsilon)$, then

$$ \sup_{B_\kappa(x)} u \leq C \left( \kappa^\alpha + u(x) \right) \quad (3.10) $$

for any $x \in \Omega'$ and $0 < \kappa \leq \kappa_*$. 

\section*{Springer}
**Proof** With no loss of generality, we assume $\Omega = B_1$ and $\Omega' = B_{1/2}$. By contradiction, for each integer $k > 1$, there exist $\varepsilon_k > 0$ and viscosity solution $u_k$ of $(E_\varepsilon)$ for $\varepsilon = \varepsilon_k$, such that

$$s_k := \sup_{B_{r_k}(x_k)} u_k \geq k(r_k^\alpha + u_k(x_k)), \quad (3.11)$$

for some radii $r_k = o(1)$ and $x_k \in B_{1/2}$.

Define

$$\varphi_k(x) = \frac{u_k(x_k + r_k x)}{s_k} \quad \text{in } B_1.$$ 

Note that from (3.11) we obtain

$$\sup_{B_1} \varphi_k = 1 \quad \text{and} \quad \varphi_k(0) + \frac{r_k^\alpha}{s_k} \leq \frac{1}{k}. \quad (3.12)$$

In addition, for each $k > 0$, $\varphi_k$ solves

$$\Delta_\infty \varphi_k = B_{\varepsilon_k}(\varphi_k)\varphi_k^{-\gamma} \quad \text{in } B_1, \quad (3.13)$$

where

$$B_{\varepsilon_k}(s) := \left(\frac{r_k^\alpha}{s_k}\right)^{\frac{1}{1+\gamma}} B_{\frac{1}{1+\gamma}}(s) \leq \left(\frac{r_k^\alpha}{s_k}\right)^{\frac{1}{1+\gamma}}, \quad (3.14)$$

for $\varepsilon_k := \varepsilon_k/r_k^\beta$. Using the estimate above and (3.12), we apply Theorem 5 and conclude that, for each $0 < \mu < 1$ fixed, $\varphi_k$ satisfies estimate (3.2). Also, from (3.12), Proposition 1 provides that $\{\varphi_k\}_k$ is equicontinuous in the $C^{0,1}(B_1)$-topology, and so, up to a subsequence, $\varphi_k$ converges to a function $\varphi_0$. By (3.13), (3.14) and stability of viscosity solutions, we conclude that $\varphi_0$ solves

$$\varphi_0^\gamma \Delta_\infty \varphi_0 = 0 \quad \text{in } B_1,$$

satisfies

$$\varphi_0 \geq 0 \quad \text{in } B_1, \quad \sup_{B_1} \varphi_0 = 1, \quad \varphi_0(0) = 0$$

and, for each $0 < \mu < 1$, there holds

$$\sup_{B_{r}(x)} \varphi_0 \leq \left(C r^\mu + \varphi_0(x)^{\frac{1}{2}}\right)^\alpha, \quad (3.15)$$

for any $x \in \Omega'$ and $0 < r \leq \kappa_0$.

Since $\partial \{\varphi_0 > 0\} \cap B_1 \neq \emptyset$ and $\{\varphi_0 > 0\} \cap B_1 \neq \emptyset$, we can select a point $z_0 \in \{\varphi_0 = 0\} \cap B_1$ and $z_+ \in \{\varphi_0 > 0\} \cap B_1$, satisfying

$$d := \text{dist}(z_+, \{\varphi_0 = 0\}) = |z_+ - z_0|.$$ 

Note that $\varphi_0$ is infinity-harmonic in $B_d(z_+)$. By the Hopf maximum principle for degenerate elliptic equations, see [9], we obtain

$$0 < \liminf_{s \to 0^+} \frac{\varphi_0(z_0 + s(z_+ - z_0)) - \varphi_0(z_0)}{s}.$$ 

On the other hand, by (3.15) and choosing $1/\alpha < \mu < 1$, we get
as $s \to 0^+$. This completes the proof of Theorem 6. \qed

4 Nondegeneracy properties for minimal solutions

Here, we prove nondegeneracy estimates for minimal solutions. More precisely, we show that the maximum a solution $u_\varepsilon$ in $B_r(x) \subseteq \Omega$ does not grow slower than $r^\alpha$.

**Theorem 7** (Strong nondegeneracy) Let $u_\varepsilon$ be the minimal solution of $(P_\varepsilon)$. There exists $c > 0$ depending only on $\gamma$, such that for each $x \in \{u_\varepsilon \geq c \varepsilon^{\alpha}\}$ one has

$$
\sup_{B_r(x)} u_\varepsilon \geq c r^\alpha, \quad (4.1)
$$

for $\varepsilon \leq r \leq \frac{1}{2} \text{dist}(x, \partial \Omega)$.

The crucial step in obtaining nondegeneracy estimates is to construct proper supersolutions in $\mathbb{R}^n$.

**Proposition 2** There exist positive constants $c$ and $\sigma$ depending only on $\gamma$, such that, for each $\eta \geq 1$ given, there exists a radially symmetric function $\Phi_\eta \in C^{1,1}(\mathbb{R}^n)$, satisfying

$$
\Delta_\infty \Phi_\eta \leq B(\Phi_\eta) \Phi_\eta^{-\gamma} \quad (4.2)
$$

pointwise in $\mathbb{R}^n$, where

$$
\Phi_\eta \equiv c \text{ in } B_{\sigma \eta} \text{ and } \Phi_\eta \geq c \eta^\alpha \text{ in } \mathbb{R}^n \setminus B_\eta. \quad (4.3)
$$

**Proof** We define $\Phi_\eta$ by

$$
\Phi_\eta(x) = \begin{cases} 
c & \text{for } |x| \leq \sigma \eta \\
A (|x| - \sigma \eta)^2 + c & \text{for } \sigma \eta < |x| \leq \eta \\
2\delta |x|^\alpha + D & \text{for } \eta < |x|, \end{cases}
$$

where $A$, $D$, $c$ and $\sigma$ are constants to be chosen later. Our first goal is to select parameters such that $\Phi_\eta \in C^1(\mathbb{R}^n)$. Note that it holds at points where $|x| = \sigma \eta$. For points $|x| = \eta$, we assume

$$
A(1 - \sigma)^2 \eta^2 + c = 2c \eta^\alpha + D,
$$

and so,

$$
A = \frac{1}{(1 - \sigma)^2} \left[ 2c \eta^{\alpha-2} + \eta^{-2}(D - c) \right].
$$

In order to have continuity for $D\Phi_\eta$ along $|x| = \eta$, we take

$$
A = \frac{c}{1 - \sigma}\eta^{\alpha-2}.
$$

Therefore, from the two last identities, one concludes

$$
\frac{c}{1 - \sigma}\eta^{\alpha-2} = \frac{1}{(1 - \sigma)^2} \left[ 2c \eta^{\alpha-2} + \eta^{-2}(D - c) \right]. \quad (4.4)
$$
In particular, taking \( D := c(1 - \eta^\alpha) \) in (4.4), we only have to guarantee that
\[
\frac{c \alpha}{1 - \sigma} \eta^{\alpha - 2} = \frac{1}{(1 - \sigma)^2} c \eta^{\alpha - 2},
\]
which is true for
\[
\sigma := 1 - \frac{1}{\alpha} = \frac{1 - \gamma}{4} \in (0, \frac{1}{4}).
\]

Thus,
\[
\Phi_\eta(x) = \begin{cases} 
  c & \text{for } 0 \leq |x| \leq \sigma \eta \\
  c \left[ \alpha^2 \eta^{\alpha - 2} (|x| - \sigma \eta) + 1 \right] & \text{for } \sigma \eta \leq |x| \leq \eta \\
  c \left[ 2 \left( |x|^{\alpha - \eta^2} \right) + 1 \right] & \text{for } \eta \leq |x|.
\end{cases}
\]

We then show that \( \Phi_\eta \) satisfies (4.2).

Taking \( c = \delta \), we easily check that
\[
\Delta_\infty \Phi_\eta(x) = 0 < c^{-\eta} = B(\Phi_\eta(x))(\Phi_\eta(x))^{-\eta},
\]
holds for points \( |x| \leq \sigma \eta \).

Next, for points \( \sigma \eta \leq |x| \leq \eta \), we have
\[
\Delta_\infty \Phi_\eta(x) = \Phi_\eta''(|x|) \Phi_\eta'(|x|)^2
= 8c^3 \alpha^6 \eta^{3(\alpha - 2)} (|x| - \sigma \eta)^2.
\]

Now, using the fact that \( 3\alpha - 4 = -\gamma \alpha \), we obtain
\[
\Delta_\infty \Phi_\eta(x) \leq 8c^3 \alpha^4 \eta^{-\alpha \gamma}. \tag{4.5}
\]

Since \( \eta \geq 1 \), we get
\[
c \leq \Phi_\eta(x) \leq c \left( \eta^\alpha + 1 \right) \leq 2c \eta^\alpha.
\]

In addition, we notice that \( B \equiv 1 \) in \( [\delta, \infty) \), and so
\[
B(\Phi_\eta(x)) \Phi_\eta(x)^{-\eta} \geq (2c)^{-\gamma} \eta^{-\alpha \gamma}. \tag{4.6}
\]

Therefore, using (4.5) together with (4.6) and taking
\[
\delta = \delta_\gamma := \frac{1}{2} \frac{3^{\gamma+1} \sqrt{1}}{\alpha^4},
\]
we conclude that (4.2) holds for this region.

Finally, if \( |x| \geq \eta \), direct computation gives
\[
\Delta_\infty \Phi_\eta(x) = 8c^3 \alpha^3 (\alpha - 1)|x|^{-\alpha \gamma}. \tag{4.7}
\]

Also, since \( \eta \geq 1 \), we have
\[
B(\Phi_\eta(x)) \Phi_\eta(x)^{-\eta} \geq c^{-\eta} \left( 2 \left( |x|^\alpha - \eta^\alpha \right) + 1 \right)^{-\eta} \geq (2c)^{-\gamma} |x|^{-\alpha \gamma}. \tag{4.8}
\]

Since
\[
c = \delta_\gamma \leq \frac{1}{2} \frac{3^{\gamma+1} \sqrt{1}}{\alpha^3(\alpha - 1)},
\]
we use (4.7) and (4.8) to derive (4.2).

In conclusion, (4.3) holds and the proof of Proposition 2 is complete.

Next, for \((P_\varepsilon)\), we prove existence of a radial supersolution \(\Phi_\varepsilon\). That, combined with the minimality of \(u_\varepsilon\), gives nondegeneracy.

**Proposition 3** For each \(\varepsilon > 0\) and \(r \geq \varepsilon\), the radially symmetric function
\[
\Phi_\varepsilon(x) := \varepsilon^\alpha \Phi_{\frac{\varepsilon}{r}} \left(\frac{x}{\varepsilon}\right), \quad x \in \mathbb{R}^n
\]
is a supersolution of \((P_\varepsilon)\). Moreover,
\[
\Phi_\varepsilon \equiv c \ v_\varepsilon \ in \ B_{\sigma r} \ and \ \Phi_\varepsilon \geq c r^\alpha \ in \ \mathbb{R}^n \setminus B_r. \tag{4.9}
\]

**Proof** Take \(\eta = r/\varepsilon \geq 1\) in Proposition 2. Arguing as in (2.2), we conclude that \(\Phi_\varepsilon\) is a supersolution of \((P_\varepsilon)\). We also note that (4.9) follows directly from (4.3).

Finally, we are ready to prove the main result of this section.

**Proof of Theorem 7** For simplicity, we prove (4.1) for \(0 \in \{u_\varepsilon > c \ v_\varepsilon\}\). By continuity, we extend such estimate for \(\{u_\varepsilon \geq c \ v_\varepsilon\}\). Let \(\varepsilon \leq r \leq \text{dist}(0, \partial \Omega)\) and consider \(\Phi_\varepsilon\) as in Proposition 3. The minimality of \(u_\varepsilon\), implies that there is \(\xi_r \in \partial B_r\) such that
\[
u_\varepsilon(\xi_r) \geq \Phi_\varepsilon(\xi_r). \tag{4.10}
\]
In fact, if \(u_\varepsilon < \Phi_\varepsilon\) in \(\partial B_r\), set
\[
\omega_\varepsilon := \begin{cases} \min\{u_\varepsilon, \Phi_\varepsilon\} & \text{in } B_r \\ u_\varepsilon & \text{in } \Omega \setminus B_r. \end{cases}
\]
Note that \(\omega_\varepsilon\) is a supersolution of \((P_\varepsilon)\), and \(\omega_\varepsilon = \varphi\) on \(\partial \Omega\). Since \(\omega_\varepsilon = u_\varepsilon\) on \(\partial B_r\), we have that \(\omega_\varepsilon\) is continuous in \(\overline{\Omega}\). Hence, as in Theorem 3, we conclude that \(\omega_\varepsilon\in \mathcal{S}\). On the other hand,
\[
u_\varepsilon(0) > c \ v_\varepsilon = \Phi_\varepsilon(0) = \omega_\varepsilon(0),
\]
which contradicts the minimality of \(u_\varepsilon\). Therefore, from (4.10), we obtain
\[
\sup_{B_r} u_\varepsilon \geq \sup_{\partial B_r} u_\varepsilon \geq u_\varepsilon(\xi_r) \geq \Phi_\varepsilon(\xi_r) \geq c r^\alpha.
\]
\[\square\]

**5 The limit free boundary problem**

In this section, we analyse the limit free boundary problem of \((P_\varepsilon)\). From Theorem 4, the family \(\{u_\varepsilon\}_{\varepsilon > 0}\) is bounded in \(L^\infty(\Omega)\) and, by Proposition 1, is pre-compact in \(C^{0,1}_{\text{loc}}(\Omega)\) topology. Therefore, up to a subsequence,
\[
u_\varepsilon \to u \quad \text{as} \quad \varepsilon \to 0. \tag{5.1}
\]
The next result reveals that \(u\) is a viscosity solution of problem (1.1).

**Proposition 4** The limit function \(u\) in (5.1) is a viscosity solution of
\[
\Delta_{\infty} u = u^{-\gamma} \ \text{in} \ {u > 0}. \tag{5.2}
\]
Proof Let \( u(y) =: \iota > 0, y \in \Omega \). By continuity, we can find a small radius \( \varrho \) such that
\[
u \geq \frac{\iota}{2} \quad \text{in } B_{\varrho}(y).
\]
Since \( u_\varepsilon \to u \) uniformly over compact sets, for any \( \varepsilon \) small enough, one has
\[
u_\varepsilon \geq \frac{\iota}{4} > \delta \varepsilon^\alpha.
\]
Therefore,
\[
\Delta_\infty u_\varepsilon = u_\varepsilon^{-\gamma} \quad \text{in } B_{\frac{\varrho}{2}}(y).
\]
The stability of viscosity solutions under uniform limits implies that \( u \) solves (5.2) in the viscosity sense. \( \square \)

Proofs of the main results As a consequence of the uniform estimates obtained in Theorems 6 and 7, we obtain optimal regularity estimates for limit solutions.

Proof of Theorem 1 By continuity, it is enough to verify that (1.3) holds for \( x \in \{ u < \theta r^\alpha \} \), for \( \theta \) close to 1. Since \( u_\varepsilon \to u \) uniformly over compact sets, for radius \( r > 0 \), we can find a parameter \( \varepsilon_r > 0 \) and a subdomain \( \Omega' \subseteq \Omega \), with \( x \in \Omega' \), such that
\[
\sup_{\Omega'} |u - u_\varepsilon| < (1 - \theta) r^\alpha,
\]
for each \( 0 < \varepsilon \leq \varepsilon_r \). Consequently,
\[
u_\varepsilon(x) \leq |u_\varepsilon(x) - u(x)| + u(x) < r^\alpha.
\]
Hence, thanks to Theorem 6, for some universal small parameter \( r_0 \), we derive
\[
\sup_{B_r(x)} u_\varepsilon \leq Cr^\alpha
\]
for any \( r \leq r_0 \) such that \( B_r(x) \subseteq \Omega' \). Therefore, if \( x \in \{ u < \theta r^\alpha \} \), then
\[
\sup_{B_r(x)} u \leq \sup_{\Omega'} |u - u_\varepsilon| + \sup_{B_r(x)} u_\varepsilon \leq ((1 - \theta) + C) r^\alpha.
\]
Observe that for each \( x \in \partial \{ u > 0 \} \) and unit vectors \( e_i \in \mathbb{R}^n \), we have
\[
0 \leq \frac{u(x + t e_i)}{t} \leq \sup_{z \in B_r(x)} \frac{u(z)}{t} \leq C t^{\alpha - 1} \to 0 \quad \text{as } \quad t \to 0^+,
\]
In particular, this guarantees that, at free boundary points, \( u \) is differentiable and satisfies \( Du = 0 \). Then \( C^{1,\alpha-1} \) regularity estimates easily follow from estimate (1.3). \( \square \)

Now, we prove nondegeneracy of limit solutions.

Proof of Theorem 2 By continuity it suffices to verify that (1.4) holds for points \( x \in \{ u > 0 \} \). For a given \( r < \frac{1}{2} \text{dist}(x, \partial \Omega) \), note that for \( \varepsilon \leq \varepsilon_r \leq r \) sufficiently small, we have \( x \in \{ u_\varepsilon > \epsilon \varepsilon^\alpha \} \). Therefore, from Theorem 7, we obtain
\[
\sup_{B_r(x)} u_\varepsilon \geq C r^\alpha,
\]
for any \( \varepsilon \leq r \leq \frac{1}{2} \text{dist}(x, \partial \Omega) \). By uniform Lipschitz regularity estimates for \( \{ u_\varepsilon \} \), we get (1.4) by letting \( \varepsilon \to 0 \). \( \square \)
6 Geometric measure estimates for the free boundary

An important consequence of the previous results is uniformly density of the positivity set \(\{u > 0\}\), as well as \((n - \epsilon)\)-Hausdorff measure estimates of the free boundary \(\partial \{u > 0\}\), see (6.5).

**Corollary 1** (Uniform density estimates) Given a subdomain \(\Omega' \subset \Omega\), there exists a positive constant \(c_*\), depending only on universal parameters, such that for \(x \in \Omega' \cap \{u > 0\}\) and \(0 < \kappa < \text{dist}(\Omega', \partial \Omega)\), there holds

\[
\frac{L^n (B_\kappa(x) \cap \{u > 0\})}{L^n (B_\kappa(x))} \geq c_*.
\]

**Proof** Initially, for \(x \in \{u > 0\} \cap \Omega'\), we consider parameter \(0 < \kappa \leq \text{dist}(\Omega', \partial \Omega)\). Theorem 2 guarantees that there exists \(z_0 \in \overline{B_\kappa(x)}\) such that

\[
u_\kappa(z_0) \geq c\kappa^\alpha.
\] (6.1)

Set

\[d := \text{dist}(z_0, \partial \{u > 0\}).\]

We claim that there exists universal \(\tau \in (0, 1)\) such that \(B_{\tau \kappa}(z_0) \subseteq B_d(z_0)\). In fact, if \(z' \in \partial \{u > 0\}\) is such that \(|z' - z_0| = d\), from (6.1) and Theorem 1, one has

\[c\kappa^\alpha \leq u(z_0) \leq \sup_{B_d(z')} u \leq C d^\alpha.\] (6.2)

Therefore, choosing any

\[\tau < \left(\frac{C}{c}\right)^{\frac{1}{\alpha}},\]

and using (6.2) we conclude the proof of the claim. Hence,

\[B_{\tau \kappa}(z_0) \subset \{u > 0\}\] (6.3)

which implies,

\[|B_\kappa(x) \cap \{u > 0\}| \geq |B_\kappa(x) \cap B_{\tau \kappa}(z_0)| \geq c_* \kappa^n,\] (6.4)

for some \(c_* > 0\) universal.

Recalling the definition of porous set, see for example [24], we notice - from the ideas in the proof of Theorem 1, especially from (6.3) and (6.4)—that \(\partial \{u > 0\}\) is a porous set with porosity \(\tau\), for each

\[0 < \tau < \min \left\{\frac{1}{2}, \left(\frac{C}{c}\right)^{\frac{1}{2}}\right\}.\]

In fact, by definition, a subset \(E \subset \mathbb{R}^n\) is called \(\tau\)-porous, if for each small radii \(\rho > 0\) and each point \(x \in E\) there exists \(y \in \mathbb{R}^n\) such that \(B_{\tau \rho}(y) \subset B_\rho(x) \setminus E\). In addition, \(\sigma\)-porous set has Hausdorff dimension not exceeding \(n - \epsilon \tau^n\), for \(\epsilon\) depending only on dimension, see for instance [24,Theorem 2.1]. Therefore, for any \(\Omega' \subset \Omega\), we have

\[\mathcal{H}^{n-\epsilon \tau^n}(\partial \{u > 0\} \cap \Omega') < \infty.\] (6.5)
7 Optimality via a radial example

Finally, we highlight the optimality of our results by exhibiting radial limit solutions of (1.1). For $C, R > 0$ satisfying the compatibility condition

$$R = \left( \frac{C}{C_\alpha} \right)^{\frac{1}{\alpha}}, \quad \text{where} \quad C_\alpha := \left( \frac{1}{\alpha^3 (\alpha - 1)} \right)^{\frac{1}{\alpha}}.$$

We have that the function

$$\omega(x) = C_\alpha |x|^\alpha$$

is a limit solution of (1.1) for $\Omega = B_R$ and $\varphi = C$ on $\partial \Omega$. Indeed, we look at radial solutions of $(P_\varepsilon)$ with constant boundary datum. Thus, we consider the following one-dimensional problem,

$$\omega''(\omega')^2 = B_\varepsilon(\omega) \omega^{-\gamma} \quad \text{in} \quad (0, R)$$
$$\omega \geq 0 \quad \text{in} \quad (0, R). \quad (7.1)$$

For each $s \in (0, R)$, set

$$\omega_\varepsilon(s) := C_\alpha (s + \varepsilon)^\alpha.$$

Assuming $\delta$ as in Sect. 2 and $\delta \leq C_\alpha$, one has

$$\omega'''_\varepsilon(\omega'_\varepsilon)^2 = \omega_\varepsilon^{-\gamma} = B_\varepsilon(\omega) \omega^{-\gamma} \quad \text{in} \quad (0, R). \quad (7.2)$$

Hence, taking $\omega_\varepsilon(x) := \omega_\varepsilon(|x|)$ for $x \in B_R$, we conclude that $\omega_\varepsilon$ is the minimal Perron’s solution of $(P_\varepsilon)$ in $B_R$ satisfying $\omega_\varepsilon \equiv C_\alpha (R + \varepsilon)^\alpha$ on $\partial B_R$. Therefore, by letting $\varepsilon \to 0$, we get $\omega_\varepsilon \to \omega$. In conclusion, we observe that $\omega$ is a limit solution of (1.1) in $B_R$, satisfies

$$\inf_{B_R} \omega_\varepsilon = \omega_\varepsilon(0) = C_\alpha \varepsilon^\alpha$$

and the approximating $\varepsilon$-level set coincides with the limit singular set, i.e.,

$$\partial \{ \omega_\varepsilon > C_\alpha \varepsilon^\alpha \} = \{0\} = \partial \{ \omega > 0 \}. \quad (7.3)$$
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