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Abstract

Vector diffusion maps (VDM) is a modern data analysis technique that is starting to be applied for the analysis of high dimensional and massive datasets. Motivated by this technique, we study matrices that are akin to the ones appearing in the null case of VDM, i.e the case where there is no structure in the dataset under investigation. Developing this understanding is important in making sense of the output of the VDM algorithm - whether there is signal or not.

We hence develop a theory explaining the behavior of the spectral distribution of a large class of random matrices, in particular random matrices with random block entries. Numerical work shows that the agreement between our theoretical predictions and numerical simulations is generally very good.

1 Introduction

Vector diffusion maps (henceforth VDM) [51] is a new and promising data analysis technique for high dimensional and massive datasets. VDM and its variants are currently being used for the analysis of the cryo-Electron-microscope (cryoEM) problem [33, 51, 54], dynamical systems analysis [55], sensor network localization [19], multi-view reconstruction [36, 59], etc. VDM is a conceptual and practical generalization of the spectral techniques in statistical and machine learning, for example, Laplacian Eigenmap [3, 4, 5, 34], Diffusion Maps (DM) [17, 40, 41, 50], etc. The idea underlying these methods is that the data to be analyzed – though high-dimensional in the form given to us (think of a high-resolution picture/image as a point in the high-dimensional Euclidean space) has in fact a relatively low-dimensional structure. An idealized model is that the data points actually live on a low-dimensional geometric object, for example, a manifold, embedded in a high-dimensional Euclidean space. This model can be understood as a generalization of the model considered in principal components analysis, where the data points are assumed to - approximately - live on a low-dimensional affine space embedded in a high-dimensional Euclidean space.

Under this low dimensional assumption, DM works by doing variants of (kernel) principal components analysis on data points. Indeed, when the low-dimensional geometric object is a manifold, it gives a way to approximate the local geodesic distance on the underlying manifold and then estimate spectral properties of the heat kernel of its Laplace-Beltrami operator. It can be shown that DM is theoretically capable [6, 7, 17] to recover the geometrical and topological structure of this manifold. VDM works on more complicated objects compared with DM – an extra group relationship between the data points is assumed in addition to the low dimensional geometric structure. Take the image data for example. Depending on the problem, in that setting, two rotated versions of the same image may be considered to be different or the same objects. In fact, while they appear very different in data-analytic methods simply operating on data point, such as DM, we might view them as a single object by taking the rotation into account. In other words, we “group” the dataset into subsets so that images in each subset are the same up to rotation. In VDM, the subsets are viewed as a new point cloud and the group relationship among the images are included in the
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analysis. One direct benefit of taking the rotation into account is dimension reduction of the dataset since
the rotation information is removed. Moreover, even in this much more complicated setting, when the
subsets can be parametrized by a manifold, VDM provides tools to understand the local geodesic distance
on the manifold and the spectral properties of the heat kernel of the connection Laplacian (the natural
and relevant differential-geometric object - see [8, Chapter 1]) on it. We give more details on VDM later
in the introduction.

Though the motivation of VDM is linked to particular datasets [33, 51, 54]. VDM is naturally also
interesting as a tool addressing problems arising in many modern aspects of statistical learning, applied
mathematics and what is increasingly called data-science. A common target of analysis for these fields
is big datasets, which are more and more prevalent. In addition to its size, the explosively increasing
dimensionality of the data and the inevitable noise inside the data are two important features of modern
datasets. To handle the high dimensionality of the dataset, it is common to assume the existence of low
dimensional structure or sparsity inside the data, and design the analysis based on these assumptions. To
deal with the noise in this large $p$ (i.e many measurements per observation), large $n$ (i.e many observations)
setup, we have to take its peculiar and sometime counterintuitive behavior into account. It is therefore
natural to seek to understand the impact of “noise” - broadly defined - on the behavior of our algorithms.
As readers familiar with random matrix theory will know, the impact of noise in high-dimension can be
dramatic (see e.g [26] and [25]). This important issue is the focus of the current paper. As we will see,
VDM gives rise to a specific kind of random matrices. We study generalizations of this kind of matrices
and show that they have sometimes surprising properties.

1.1 On vector diffusion maps

Estimating the intrinsic parameters from an observation dataset $\mathcal{X}$ is a main mission in data analysis.
We call the set of intrinsic parameters the parameter space $\mathcal{P}$. As discussed above, it is commonly believed
that the parameter space has a lower dimensional structure. In many cases, this low dimensional structure
attenuates various difficulties, for example reducing the impact of what is sometime called “the curse of
dimensionality”. The model space associated with the parameter space, denoted as $\mathcal{B}$, is commonly assumed
to be the range of a transformation from $\mathcal{P}$. In some cases, $\mathcal{X}$ is the same as $\mathcal{B}$, and we may have interest
to infer $\mathcal{P}$ from $\mathcal{X}$ for the sake of extracting more understanding about the system. However, in some other
cases there might be a gap between $\mathcal{X}$ and $\mathcal{B}$. Indeed, in addition to noise, $\mathcal{B}$ might be different from $\mathcal{X}$
due to the deformation introduced by the way we observe the system or other natural processes. We call
the deformation the nuisance parameter and denote it as $\mathcal{N}$.

Consider the following toy example. Take a density function describing the finger and wrist of a child
containing growth plates. We assume that the growth plates is parameterized by a set of parameters $v \in \mathcal{P} \subset \mathbb{R}^d$, where $d \geq 1$, and $v$ varies from time to time. We denote the density function as $\psi_v : \mathbb{R}^3 \to \mathbb{R}^+$
emphasizing the dependence on $v$. At different time stamps we take X-ray images of $\psi_v$ from a fixed
rotational position $R_0 \in SO(3)$ by the X-ray transformation, denoted as

$$T_{\psi_v}(R_0)(x, y) := \int_{-\infty}^{\infty} \psi_v(xR_0^1 + yR_0^2 + tR_0^3)dt, \quad \text{where} \quad R_0 = \begin{bmatrix} R_0^1 & R_0^2 & R_0^3 \end{bmatrix},$$

(1)

$(x, y) \in \mathbb{R}^2$ and we call the unit vector $R_0^3$ the projection direction. We would like to study how the growth
plate is parametrized by $\mathcal{P}$. In this problem, the model space is $\mathcal{B} = \{T_{\psi_v}(R_0); v \in \mathcal{P}\}$. However, the
observation dataset $\mathcal{X}$ might be different from $\mathcal{B}$ since the child’s hand might vary from time to time, that is,$\mathcal{X} = \{T_{\psi_v}(R(v)R_0); v \in \mathcal{P}, R(v) \in SO(3)\}$, where $R(v)$ is a random sample of $SO(3)$. In other words,
the model space depends only on $\mathcal{P}$, while the observation dataset depend on not only $\mathcal{P}$ but also $SO(3)$,
where the extra parameters are the nuisance parameters describing how the patient rotates his head, that is,$\mathcal{N} = SO(3)$.

In general, we may formulate the above framework by the group action. Consider a metric space $Y$
equipped with a metric $d$, and a group $G$ with the identity element $e$. We call $Y$ the total space and $G$ the
structure group. The left group action of $G$ on $Y$ is a map from $G \times Y$ onto $Y$

$$G \times Y \to Y, \quad (g, x) \mapsto g \circ x$$

(2)
so that \((gh) \circ x = g \circ (h \circ x)\) is satisfied for all \(g, h \in G\) and \(x \in Y\) and \(e \circ x = x\) for all \(x \in Y\). The right group action can be defined in the same way and can be constructed by composing the left group action with the inverse group operation, so it is sufficient to discuss left actions. Take the parameter space \(\mathcal{P}\) and the model space \(\mathcal{B}\). Suppose the observation dataset \(\mathcal{X}\) is located in \(Y\), the nuisance parameter is \(G\) which acts on \(Y\), and \(\mathcal{B} = \mathcal{X}/G\). In other words, \(\mathcal{X}\) is not only parameterized by \(\mathcal{P}\), but also by \(G\). Note that \(\mathcal{X} = G \circ \mathcal{B}\) is a special case. In general, by the nature of the setup, the group action may be non-isometric, which corresponds to non-rigid deformations in the image registration literature. From the data analysis viewpoint, removing these nuisance parameters is generally helpful, for example for dimension reduction and so on.

Besides the nuisance parameter, the underlying structure of \(\mathcal{P}\) is important. In fact, even if \(\mathcal{N} = \emptyset\), or if we managed to remove \(N\) from \(\mathcal{X}\), the underlying structure of \(\mathcal{P}\) might be informative. For example, in the X-ray transform \([1]\), the projection directions of all possible projection images are parametrized by the 2-dimensional sphere \(S^2\), which contains rich geometric and topological structures. To take these non-trivial structures into account, spectral methods are commonly applied, for instance Laplacian Eigenmap, DM, etc., and lots of successes have been reported. Please see, for example, \([3, 4, 5, 17]\) and the references inside. An additional benefit of spectral methods is that they are generally based on computationally efficient algorithms.

The importance of \(\mathcal{P}\) and \(\mathcal{N}\) were discussed separately above. In some situations, the combination of \(\mathcal{P}\) and \(\mathcal{N}\) might lead to further structural information about \(\mathcal{P}\). One particular example is the class averaging algorithm aiming to improve the signal to noise ratio of the images collected from the cryoEM \([33, 51, 54]\), which is a spectral method generalizing DM.

We summarize the VDM algorithm considered in \([51, 53, 60]\) under the above framework, which motivates the block random matrix theory in this study. Suppose \(\mathcal{N} = O(m)\), where \(m \in \mathbb{N}\). Take a set of \(n > 0\) random samples from \(\mathcal{X}\), denoted as \(\mathcal{X}_n\), which corresponds to the finite random samples of the model space, denoted as \(\mathcal{B}_n = \mathcal{X}_n/O(m)\). Construct a graph \(G = (V, E)\), where \(V\) represents \(\mathcal{B}_n\), and build up a weight function \(w : E \rightarrow \mathbb{R}^+\) from the distance between pairs in \(\mathcal{B}_n\). In addition to the weight function \(w\), build up a group-valued function \(g : E \rightarrow O(m)\) quantifying the nuisance parameters among data on the vertex. Then, build up the \(n \times n\) block matrix \(S\) with \(m \times m\) block as the weighted matrix, where the \((i, j)\)-th entry of \(S\) is:

\[
S_{ij} = \begin{cases} 
    w(i,j)g(i,j) & \text{when } (i,j) \in E \\
    0 & \text{otherwise} 
\end{cases} 
\] 

\(3\)

and a \(n \times n\) block diagonal matrix \(D\) with the \(i\)-th diagonal block

\[
D_{ii} = \sum_{j \neq i} w(i,j)I_m. 
\] 

\(4\)

VDM is based on analyzing the eigenvectors and eigenvalues of the connection graph Laplacian \(C := D^{-1}S\) which leads to statistics describing \(\mathcal{P}\), for example, the vector diffusion distance. We refer the reader to Appendix A for details, in particular the VDM algorithm for the class averaging algorithm in the cryoEM problem. We mention that when \(\mathcal{B}\) is a \(d\)-dim smooth closed Riemannian manifold with metric \(g\), the edges are determined by the metric \(g\) and the nuisance group is parameterized by the frame group \(O(d)\), from the spectral geometry theorem \([6, 60]\), the eigenstructure of \(C\) contains geometric and topological information of the tangent bundle of \(\mathcal{B}\), which is complimentary to those provided by DM.

Up to now, the discussion is based on the assumption that the observation dataset is noise free. When noise exists, we ask how the noise influences the spectral method, in particular in the large \(p\) large \(n\) setup.
The influence on the kernel random matrix, for example DM, has been studied in [15, 25, 26]. We are now interested in how the noise influences the VDM(-like) algorithm. Motivated by the class averaging algorithm based on the VDM in the cryoEM problem, we consider how much confidence we have on the result by studying the following null hypothesis:

\[ H_0 : \psi = 0, \tag{5} \]

that is, the molecule of interest \( \psi : \mathbb{R}^3 \to \mathbb{R}^+ \) does not exist but the noise exists. In Section C-1, we will carefully derive the connection graph Laplacian in the class averaging algorithm based on the VDM under \( H_0 \), where all the projection images are purely independent noise. We mention that the connection graph Laplacian built up in this way is a block random matrix with additional dependent structure among the blocks introduced by the underlying low dimensional structure assumption and the way we prepare the data, and hence the more general random matrix theory is needed.

The above motivating problem opens the following general question – when a random matrix follows additional structures, does its empirical spectral distribution still converge to the semi-circle law? We are particularly interested in the case when the random matrix is a block matrix, so that each block is randomly sampled from a matrix group and there are some relationship among blocks.

1.2 Random matrices with random blocks

In light of the structure of the matrix \( S \) appearing in VDM, it is natural to study random matrices whose entries are random blocks. In the VDM case, those blocks are quite dependent. We give some more details on the “null” case of VDM when it is applied to the class averaging algorithm in the Appendix (see C-1), where we show for instance that the marginal distribution of \( g_{i,j} \) is the Haar distribution on \( SO(2) \).

A natural question is to understand what the limiting spectrum of \( S \) should look like when our dataset is basically “pure noise”.

As a first approximation of this problem, we develop a theory that characterizes the limiting distribution of random matrices with independent random blocks. Some of our results also apply to the case where the blocks are not independent, for instance when the random block matrix we consider has a “kernel”-like structure. As we will see, under quite mild assumptions on the block matrices of interest, we show that their limiting distribution is a scaled Wigner semi-circle law.

Tackling the spectral distribution of the matrix \( D \) appearing in VDM for the simulations we considered requires a number of specialized computations. Because the paper is already quite long, they are not done here and we study instead a broad class of related models. From our numerical work, it is clear that the results we get are relevant to the issues encountered in VDM and inform our thinking about this class of algorithms.

The paper is organized as follows. In Section 2 we develop a theory to explain the behavior of the limiting spectral distribution of random matrices with random block entries - a fair amount of dependence being allowed. We also present a number of situations that are intuitively close to the null case of VDM case where our theory applies. In Section 3 we present numerical work to investigate the agreement between our theoretical results and the results of numerical simulations. The appendix contains a number of needed reminders and results.

2 Theory

We consider \( N \times N \) matrices that are Hermitian with above diagonal “block-rows” (or “strips”) of height bounded by a constant \( d \). An example are matrices with i.i.d block entries but the theory we develop here applies more generally. We apply later this general theory to block matrices. There has been work on block matrices with various patterns, applying mostly to situations where the blocks are large, i.e their size is going to infinity asymptotically ([11], [43], [46]), or to specific patterns ([21] for a tridiagonal example). Our work extends and generalizes to much weaker dependence structures some results of Girko [30].
Our analysis is based on Stieltjes transforms. Throughout, we call
\[ m_n(z) = \frac{1}{N} \text{trace} \left( (M - z\text{Id}_N)^{-1} \right), \]
the Stieltjes transform of \( M \), the random matrix of interest. In much of our analysis, \( d \) is held fixed. We will let \( N \) grow to infinity.

We first show that the limiting distribution of these matrices is asymptotically deterministic (the central result in this direction is Theorem 2.1). We then show that to understand the limit, it is enough to understand a Gaussian counterpart to the matrix we are studying - this is the content of Theorem 2.5. As an application of this result, we get Theorem 2.6, p.17, which shows convergence to the Wigner semi-circle law for a very broad class of random block matrices. We ([27],[24]) and other researchers ([45], [32], [12], [13]) have used similar ideas (at a high-level at least) or rather subset of these ideas in the past. Of course, a large amount of work is still needed to tackle the particular problems we care about here.

2.1 Asymptotically deterministic character of limiting spectral distributions

We have the following “master” theorem.

**Theorem 2.1.** Suppose that the \( N \times N \) Hermitian matrix \( M \) is such that, for independent random variables \( \{Z_i\}_{i=1}^n \) and a matrix valued function \( f \),
\[ M = f(Z_1, \ldots, Z_n). \]
Suppose further that for all \( 1 \leq i \leq n \), there exists a matrix \( N_i \) such that
\[ N_i = f_i(Z_1, \ldots, Z_{i-1}, Z_{i+1}, Z_n) \]
and \( \text{rank}(M - N_i) \leq d_i \). (When \( i = 1 \), \( N_i = f_1(Z_2, \ldots, Z_n) \) and when \( i = n \), \( N_n = f_n(Z_1, \ldots, Z_{n-1}) \). \( f_i \)'s are simply matrix-valued functions.) Let \( z \in \mathbb{C}^+ \) and \( \text{Im}[z] = v > 0 \). Call
\[ m_n(z) = \frac{1}{N} \text{trace} \left( (M - z\text{Id})^{-1} \right). \]
Then, for any \( t > 0 \),
\[ P \left( |m_n(z) - \mathbb{E}(m_n(z))| > t \right) \leq C \exp \left( -c \frac{N^2 v^2 t^2}{\sum_{i=1}^n d_i^2} \right), \tag{6} \]
where \( C \) and \( c \) are two constants that do not depend on \( n \) nor \( d_i \)'s.

The previous theorem is a McDiarmid-style result for Stieltjes transforms - based on rank approximations. The conceptual approach is similar to the one we used in [24].

**Proof.** Let us call \( F_i = \sigma \{ Z_k \}_{1 \leq k \leq i} \) (i.e the \( \sigma \)-field generated by the random variables \( Z_k \)'s for \( k \leq j \) and \( F_0 = \{ \emptyset \} \). Of course,
\[ m_n(z) - \mathbb{E}(m_n(z)) = \sum_{i=1}^n \mathbb{E}(m_n(z)|F_{n-i+1}) - \mathbb{E}(m_n(z)|F_{n-i}). \]
This is clearly a sum of martingale differences, by construction. Let us \( m_n^{(i)}(z) = \frac{1}{N} \text{trace} \left( (N_i - z\text{Id})^{-1} \right). \)
Note that under our assumptions, \( N_i \) is independent of \( Z_i \), since it involves only \( \{Z_k\}_{k \neq i} \). Therefore,
\[ \mathbb{E}(m_n^{(i)}(z)|F_i) = \mathbb{E}(m_n^{(i)}(z)|F_{i-1}). \]
Hence,
\[ \mathbb{E}(m_n(z)|F_{n-i+1}) - \mathbb{E}(m_n(z)|F_{n-i}) = \mathbb{E}(m_n(z) - m_n^{(n-i+1)}(z)|F_{n-i+1}) \]
\[ - \mathbb{E}(m_n(z) - m_n^{(n-i+1)}(z)|F_{n-i}). \]
Our assumptions also guarantee that $M_{ij} = M - N_i$ is of rank at most $d_i$. Lemma B-1 in the Appendix gives

$$\left| \mathbb{E} \left( m_n(z) - m_n^{(n-i+1)}(z)|\mathcal{F}_{n-i+1} \right) \right| \leq \frac{d_i}{Nv}, \text{ and } \left| \mathbb{E} \left( m_n(z) - m_n^{(n-i+1)}(z)|\mathcal{F}_{n-i} \right) \right| \leq \frac{d_i}{Nv}.$$  Therefore,

$$\left| \mathbb{E} \left( m_n(z)|\mathcal{F}_{n-i+1} \right) - \mathbb{E} \left( m_n(z)|\mathcal{F}_{n-i} \right) \right| \leq 2 \frac{d_i}{Nv}.$$  Hence, $m_n(z) - \mathbb{E}(m_n(z))$ is a sum of bounded martingale differences. Applying the Azuma-Hoeffding inequality (as in [24] to deal with the details we have to handle here), we get that, for any $t > 0$

$$P \left( |m_n(z) - \mathbb{E}(m_n(z))| > t \right) \leq C \exp \left( -c \frac{N^2v^2t^2}{\sum_{i=1}^{n} d_i^2} \right),$$

as announced in the Theorem. □

Theorem 2.1 yields a simple proof of the following result that plays a central role in our work.

**Theorem 2.2.** Suppose the $N \times N$ Hermitian matrix $M$ can be written

$$M = \sum_{1 \leq i, j \leq n} \Theta_{i,j},$$

where $\Theta_{i,j} = f_{i,j}(Z_i, Z_j)$ is a $N \times N$ matrix and the random variables $\{Z_i\}_{i=1}^n$ are independent. ($f_{i,j}$'s are simply matrix valued functions of our random variables.)

Let $M_i$ be the Hermitian matrix

$$M_i = \Theta_{i,i} + \sum_{j \neq i} \left( \Theta_{i,j} + \Theta_{j,i} \right).$$

Assume that rank($M_i$) $\leq d_i$. Let $z \in \mathbb{C}^+$ and $\text{Im}[z] = v > 0$. Call

$$m_n(z) = \frac{1}{N} \text{trace} \left( (M - \text{Id})^{-1} \right).$$

Then, for any $t > 0$,

$$P \left( |m_n(z) - \mathbb{E}(m_n(z))| > t \right) \leq C \exp \left( -c \frac{N^2v^2t^2}{\sum_{i=1}^{n} d_i^2} \right),$$

where $C$ and $c$ are two constants that do not depend on $N$, $n$ nor $d_i$'s.

**Proof.** Let us call

$$N_i = M - M_i.$$

It is clear that $N_i = f_i(Z_1, \ldots, Z_{i-1}, Z_{i+1}, \ldots, Z_n)$. In other words, $N_i$ does not depend on $Z_i$. By our assumption on rank($M_i$) = rank($M - N_i$), we see that the hypotheses made in Theorem 2.1 are satisfied in the context of Theorem 2.2. Therefore, the conclusions of Theorem 2.1 apply here, too, and Theorem 2.2 is shown. □

### 2.1.1 Consequences of Theorem 2.2

The following consequences of Theorem 2.2 are tailored towards our applications to “random-strip” matrices and VDM-like matrices.

**Corollary 2.1.** Suppose the $N \times N$ Hermitian matrix $M$ can be written

$$M = \sum_{i=1}^{n} M_i,$$
where \( M_i \) are independent with \( \text{rank}(M_i) \leq d_i \). Let \( z \in \mathbb{C}^+ \) and \( \text{Im}[z] = v > 0 \). Call

\[
m_n(z) = \frac{1}{N} \text{trace} \left( (M - z \text{Id})^{-1} \right).
\]

Then, for any \( t > 0 \),

\[
P \left( |m_n(z) - \mathbb{E}(m_n(z))| > t \right) \leq C \exp \left( -c \frac{N^2 v^2 t^2}{\sum_{i=1}^n d_i^2} \right),
\]

where \( C \) and \( c \) are two constants that do not depend on \( n \) nor \( d_i \)'s.

Proof. The corollary is a simple consequence of Theorem 2.2. Indeed, we can apply Theorem 2.2 with \( M_i = \Theta_{i,i} \) and \( \Theta_{i,j} = \Theta_{j,i} = 0 \) if \( i \neq j \) to get Corollary 2.1. The "latent variable" \( Z_i \) is simply in this case the vector of elements of \( \Theta_{i,i} \).

As a simple consequence of the previous corollary, we have the following result which is important for the rest of the paper.

**Theorem 2.3.** Suppose the matrix \( M \) has a "strip" structure, i.e. it is composed of \( n \) strips of size \( d \times N \), where \( N = nd \), and the portions of strips that are above the \((d \times d)\) diagonal are independent. Let \( z \in \mathbb{C}^+ \) with \( \text{Im}[z] = v > 0 \). Call

\[
m_n(z) = \frac{1}{N} \text{trace} \left( (M - z \text{Id})^{-1} \right).
\]

Then, for constants \( C \) and \( c \) that do not depend on \( n \), \( d \) or our model, we have

\[
\forall t > 0, \ P \left( |m_n(z) - \mathbb{E}(m_n(z))| > t \right) \leq C \exp \left( -cnv^2 t^2 \right).
\]

Hence, the Stieltjes transform \( m_n \) of the random matrices \( M \) of interest is asymptotically deterministic. So is their spectral distribution. In the case where \( \mathbb{E}(m_n(z)) \) has a limit, the convergence of \( m_n(z) \) (and hence the spectral distribution of \( M \)) is the sense of a.s convergence.

**Proof.** This theorem is a simple consequence of Corollary 2.1 where the matrix \( M_i \) correspond to the element of the \( i \)-th strip that is above the diagonal and to the corresponding Hermitian transpose. Here \( d_i \leq 2d \) for all \( i \).

In some situations that are more complicated (for the instance the analysis of vector diffusion maps in certain cases), we will need to be able to handle more dependent structures within the matrix \( M \). The following corollary is relevant to those cases. It is targeted towards kernel-like structures.

**Corollary 2.2.** Suppose the Hermitian matrix \( M \) is a block matrix whose \((i,j)\) block can be written

\[
M[i,j] = f_{ij}(Z_i, Z_j),
\]

where \( Z_i \)'s are independent random variables. \( f_{ij} \) are deterministic functions, but could depend on \( i \) and \( j \). Suppose the matrices \( M[i,j] \) are square \( \tilde{d}_i \times \tilde{d}_j \) block matrices.

Then Theorem 2.2 applies with \( d_i = 2\tilde{d}_i \).

This type of kernel-like matrices is of particular interest to us - as VDM and its building blocks naturally give rise to such matrices.

**Proof.** In this situation, the \( N \times N \) matrix \( \Theta_{i,j} \) of Theorem 2.2 is simply the matrix consisting of 0’s except in its \((i,j)\) block (corresponding to the matrix \( M \)'s \((i,j)\) block) where it is equal to \( M[i,j] \).

Define \( M_i \) as in Theorem 2.2. All we have to do to show the validity of the corollary is therefore to verify that \( \text{rank}(M - M_i) \leq d_i = 2\tilde{d}_i \).

It is clear that \( M - M_i \) is a matrix that contains only 0’s except on its \( i \)-th block row and column. Of course, if \( A \) is a \( N \times N \) Hermitian matrix of the form

\[
A = \begin{pmatrix}
    A_{11} & A_{12} \\
    A_{21} & 0_{(N-d)\times(N-d)}
\end{pmatrix},
\]

\( \text{rank}(A) \leq 2d \). Indeed, \( A \) can be written by using at most \( 2d \) vectors (and their transposed version). So any vector \( v \) orthogonal to these \( 2d \) vectors is such that \( Av = 0_N \).

Hence, \( \text{rank}(M - M_i) \leq 2\tilde{d}_i = d_i \). We can therefore apply Theorem 2.2 under the hypotheses stated in our corollary.
2.2 Characterizing the limit: dependence on low-order moments

Let us call $M[i,i]$ the blocks on the diagonal of the block-diagonal of the matrix $M$. Let us call $M^{(0)}$ the matrix obtained by replacing the block diagonal entries of $M$ by $0_{d\times d}$ and leaving the other elements of $M$ intact. We first note that when $M$ is such that $\sup_{1 \leq i \leq n} ||M[i,i]||_2 = o_P(1)$, Weyl’s inequality gives $|||M - M^{(0)}|||_2 = o_P(1)$. The spectral distributions of $M$ and $M^{(0)}$ are therefore the same in the large $N$ limit. So we will often assume that the block-diagonal of $M$ is 0 - and effectively work with $M^{(0)}$ - keeping in mind that this assumption can be removed at very low cost provided the block diagonal entries of $M$ do not grow too fast. ($M$ will eventually take the form $M = M/\sqrt{N}$, where $M$ has independent strips with distributions independent of $n$ (except for the size of the strips). So assuming that $|||M[i,i]|||_2 = o_P(1)$ will turn out to be rather minimal.)

2.2.1 Preliminaries

Lemma 2.1. Let us call $A_{12}$ be a $d \times (n-1)d$ real random matrix and $A_{21} = A'_{12}$. Let us assume that $\exists R \in R^+$ such that for any symmetric, real, deterministic matrix $\Gamma$,

$$E \left( ||A_{12}(\Gamma-zI)^{-1}A'_{12} - E \left( A_{12}(\Gamma-zI)^{-1}A'_{12} \right) ||_2 \right) \leq \frac{R}{v},$$

$$E \left( ||A_{12}(\Gamma-zI)^{-2}A'_{12} - E \left( A_{12}(\Gamma-zI)^{-2}A'_{12} \right) ||_2 \right) \leq \frac{R}{v^2},$$

and

$$|||E \left( A_{12}(\Gamma-zI)^{-2}A_{21} \right) |||_2 \leq K(z),$$

for a given function $K$.

For $N = nd$, let $T_n$ be the $N \times N$ matrix

$$T_n = \begin{pmatrix} 0_{d \times d} & A_{12} \\ A_{21} & Z_{22} \end{pmatrix}$$

where $Z_{22}$ is a real, symmetric and deterministic matrix.

Let

$$\mathcal{W}_n^{11}(z) = [-zI_d - E \left( A_{12}(Z_{22} - zI)^{-1}A_{21} \right)]^{-1},$$

and

$$\mathcal{L}(z) = \text{trace} \left( (Z_{22} - zI)^{-1} \right) - \text{trace} \left( [zI_d + E \left( A_{12}(Z_{22} - zI)^{-1}A_{21} \right)]^{-1} E \left( A_{12}(Z_{22} - zI)^{-2}A_{21} \right) \right)$$

Then, under our assumptions,

$$|E \left( \text{trace} \left( (T_n - zI)^{-1} \right) - \text{trace} \left( \mathcal{W}_n^{11}(z) \right) - \mathcal{L}(z) \right) | \leq d(2 + K(z)) \frac{R}{v^3}.$$

Proof. We call

$$(T_n - zI)^{-1} = \begin{pmatrix} T_n^{11}(z) & T_n^{12}(z) \\ T_n^{21}(z) & T_n^{22}(z) \end{pmatrix},$$

where $T_n^{11}(z)$ is $d \times d$ and $T_n^{22}(z)$ is $d(n-1) \times d(n-1)$.

Using the standard block inversion formula (see [35], p.18), we see that the top-left $d \times d$ block of $(T_n - zI)^{-1}$ is

$$T_n^{11}(z) = [-zI_d - A_{12}(Z_{22} - zI)^{-1}A_{21}]^{-1}.$$

We note that $(Z_{22} - zI)^{-1} = S_1 + iS_2$ where $S_1$ and $S_2$ are real symmetric matrices. Furthermore, after diagonalizing $Z_{22}$ it is clear that $S_2$ is positive semi-definite. So we have

$$S_3 = zI_d + A_{12}(Z_{22} - zI)^{-1}A_{21} = (A_{12}S_1A'_{12} + \text{Re} [z I]) + i(A_{12}S_2A'_{12} + vI).$$

Of course, the eigenvalues of $A_{12}S_2A'_{12} + vI$ are greater than $v$: the matrix $A_{12}S_2A'_{12}$ is positive semi-definite. Therefore, by applying the Fan-Hoffman Theorem (Proposition III.5.1 in [3]) to $-iS_3$, we see that
the singular values of $S_3$ are all greater than $v$, so that $|||S_3^{-1}|||_2 \leq \frac{1}{v}$. This shows that $|||T^{11}_n(z)|||_2 \leq 1/v$.

The same argument also yields $|||W^{11}_n(z)|||_2 \leq 1/v$.

Since $C^{-1} - D^{-1} = C^{-1}(D - C)D^{-1}$,

$$T^{11}_n(z) - W^{11}_n(z) = T^{11}_n(z) \left[ A_{12}(Z_{22} - z\text{Id})^{-1}A_{21} - E \left( A_{12}(Z_{22} - z\text{Id})^{-1}A_{21} \right) \right] W^{11}_n(z).$$

So it is clear that $E\left(|||T^{11}_n(z) - W^{11}_n(z)|||_2\right) \leq \frac{1}{v^2} \frac{R}{v}$. By Weyl’s majorant theorem ([9], Theorem II.3.6), we conclude that

$$E\left(|||\text{trace} \left( T^{11}_n(z) - W^{11}_n(z) \right) \right) \leq \frac{d}{v^2} \frac{R}{v}.$$ We clearly also have

$$E \left( |\text{trace} \left( T^{11}_n(z) - W^{11}_n(z) \right) | \right) \leq \frac{d}{v^2} \frac{R}{v}.$$ Let us now work on

$$T^{22}_n(z) = (Z_{22} - z\text{Id} + \frac{1}{z}A_{21}A_{12})^{-1},$$

the bottom-right $(n - 1)d \times (n - 1)d$ diagonal block of $(T_n - z\text{Id})^{-1}$.

Since $A_{21} = A'_{12}$ is $(n - 1)d \times d$, we see that $A_{21}A_{12}$ is a rank-at-most-$d$ matrix of size $(n - 1)d \times (n - 1)d$. The Sherman-Morrison-Woodbury formula ([35], p.19) gives, if $B = (C + \frac{1}{z}XX')$, with $C$ a $(n - 1)d \times (n - 1)d$ matrix and $X$ a $(n - 1)d \times d$ matrix,

$$B^{-1} = C^{-1} - C^{-1}X(z\text{Id}_d + X'C^{-1}X)^{-1}X'C^{-1}.$$ Therefore,

$$\text{trace} \left( B^{-1} \right) - \text{trace} \left( C^{-1} \right) = -\text{trace} \left( (z\text{Id}_d + X'C^{-1}X)^{-1}X'C^{-2}X \right).$$ Note that inside the trace on the right-hand side we have two $d \times d$ matrix. For us $C = Z_{22} - z\text{Id}$ and $X = A_{21}$. We have seen above that

$$|||(z\text{Id}_d + A_{12}C^{-1}A_{21})^{-1}|||_2 \leq \frac{1}{v}.$$ Hence, using our assumption on $E \left( |||A_{12}(\Gamma - z\text{Id})^{-2}A_{12}' - E \left( A_{12}(\Gamma - z\text{Id})^{-2}A_{12}' \right) |||_2 \right)$ as well as Weyl’s majorant theorem, we have

$$E \left( |\text{trace} \left( (z\text{Id}_d + A_{12}C^{-1}A_{21}^{-1} \left[ A_{21}C^{-2}A_{21} - E \left( A_{12}C^{-2}A_{21} \right) \right] \right) \right) \right) \leq \frac{d}{v^2} \frac{R}{v^2}.$$ Let us call $\Xi = E \left( A_{12}C^{-2}A_{21} \right)$. Of course,

$$\left[(z\text{Id}_d + A_{12}C^{-1}A_{21})^{-1} - (z\text{Id}_d + E \left( A_{12}C^{-1}A_{21} \right))^{-1} \right]|\Xi| \leq K(z) \frac{\text{Id}_d + E \left( A_{12}C^{-1}A_{21} \right)}{v^2}.$$ Therefore, since we have assumed that $|||\Xi|||_2 \leq K(z)$, we have

$$||| \left[(z\text{Id}_d + A_{12}C^{-1}A_{21})^{-1} - (z\text{Id}_d + E \left( A_{12}C^{-1}A_{21} \right))^{-1} \right]|\Xi|||_2 \leq \frac{K(z)}{v^2} |||E \left( A_{12}C^{-1}A_{21} \right) - A_{12}C^{-1}A_{21}|||_2.$$ We have established that

$$E \left( |\text{trace} \left( \left[(z\text{Id}_d + A_{12}C^{-1}A_{21})^{-1} - (z\text{Id}_d + E \left( A_{12}C^{-1}A_{21} \right))^{-1} \right]|\Xi| \right) \right) \leq \frac{d}{v^2} \frac{K(z)}{v}.$$ So we finally conclude that, if

$$\Delta = (z\text{Id}_d + A_{12}C^{-1}A_{21})^{-1}A_{12}C^{-2}A_{21} - (z\text{Id}_d + E \left( A_{12}C^{-1}A_{21} \right))^{-1}E \left( A_{12}C^{-2}A_{21} \right),$$

we have

$$E \left( |\text{trace} \left( \Delta \right) | \right) \leq \left( \frac{d}{v^2} + \frac{dK(z)}{v^2} \right) \frac{R}{v}.$$
We are now in position to state our “strip-replacement” theorem.

**Theorem 2.4.** Let us consider the $N \times N$ real symmetric matrices

$$ T_n(A) = \begin{pmatrix} 0_{d \times d} & A_{12} \\ A_{21} & Z_{22} \end{pmatrix}, \text{ and } T_n(B) = \begin{pmatrix} 0_{d \times d} & B_{12} \\ B_{21} & Z_{22} \end{pmatrix}, $$

where, of course, $A_{21} = A_{12}^\prime$ and $B_{21} = B_{12}^\prime$, and $Z_{22}$ is a deterministic symmetric matrix. Suppose $A_{12}$ and $B_{12}$ satisfy the assumptions of Lemma 2.1. Suppose further that for any deterministic vector $u$,

$$ E \left( (A_{12}u)(A_{12}u)^\prime \right) = E \left( (B_{12}u)(B_{12}u)^\prime \right). $$

Then

$$ \left| E \left( \text{trace} \left( (T_n(A) - z \text{Id})^{-1} \right) - \text{trace} \left( (T_n(B) - z \text{Id})^{-1} \right) \right) \right| \leq d(2 + K(z)) \frac{2R}{v^3}. \quad (9) $$

The same is true when $Z_{22}$ is assumed to be random but independent of $A_{12}$ and $B_{12}$.

**Proof.** The proof is essentially immediate once we realize that the assumption

$$ E \left( (A_{12}u)(A_{12}u)^\prime \right) = E \left( (B_{12}u)(B_{12}u)^\prime \right) $$

implies that, in the notation of the previous Lemma, the deterministic approximating quantity

$$ \text{trace} \left( W_{11}^n(z) \right) + \mathcal{L}(z) $$

takes the same value whether the expectations involve $A_{12}$ or $B_{12}$.

The case of random $Z_{22}$ is treated by conditioning on $Z_{22}$ and getting an upper bound on the quantities we care about that does not depend on $Z_{22}$. \hfill \Box

### 2.2.2 Main result

Let $M_n$ be a $N \times N$ matrix, where $N = nd$. We write

$$ M_n = \begin{pmatrix} M_n(1) \\ M_n(2) \\ \vdots \\ M_n(n) \end{pmatrix}, \text{ where } M_n(i) \in \mathbb{R}^{d \times N}. $$

We refer to the matrices $M_n(i)'s$ as block rows or strips. We further write the $d \times N$ matrix $M_n(i)$ as

$$ M_n(i) = \begin{pmatrix} \mathcal{R}_n(i) \\ \mathcal{M}_n(i) \end{pmatrix}_{i \times d \times (n-i) \times d}, \text{ where } \mathcal{R}_n(i) \in \mathbb{R}^{d \times (id)}. $$

$\mathcal{M}_n(i)$ is the $d \times (n-i)d$ strip that is on the $i$-th block row above the block diagonal of $M_n$. We call $\tilde{M}_n(i) = [0_{d \times (id)}M_n(i)]$. $\tilde{M}_n(i)$ is clearly a $d \times N$ matrix.

**Assumption B1** Let $z \in \mathbb{C}^+$ a complex number with positive imaginary part, $0 < v = \text{Im}[z]$. If $\Gamma$ is a real, symmetric, deterministic matrix, we assume that

$$ \frac{1}{nd} E \left( \|M_n(i)(\Gamma - z \text{Id})^{-1}M_n(i)^\prime - E \left( \tilde{M}_n(i)(\Gamma - z \text{Id})^{-1}\tilde{M}_n(i)^\prime \right) \|_2 \right) \leq \frac{R_i}{v}, \quad (\text{Assumption-B1.1}) $$

where $R_i \in \mathbb{R}_+$ is independent of $\Gamma$.

We also assume that $\tilde{M}_n(i)$ is such that there exists a function $K_i$ of $z$ such that

$$ \| \frac{1}{nd} E \left( \tilde{M}_n(i)(\Gamma - z \text{Id})^{-2}\tilde{M}_n(i)^\prime \right) \|_2 \leq K_i(z). \quad (\text{Assumption-B1.2}) $$

We assume that $K_i$ is bounded in $i$.

We finally assume that

$$ \frac{1}{nd} E \left( \|\tilde{M}_n(i)(\Gamma - z \text{Id})^{-2}\tilde{M}_n(i)^\prime - E \left( \tilde{M}_n(i)(\Gamma - z \text{Id})^{-2}\tilde{M}_n(i)^\prime \right) \|_2 \right) \leq \frac{R_i}{v^2}, \quad (\text{Assumption-B1.3}) $$

where $R_i \in \mathbb{R}_+$ is independent of $\Gamma$.  
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About Assumption-B1.1 Note that the matrix \( \tilde{M}_n(i)(\Gamma - z\text{Id})^{-1}\tilde{M}_n(i)' \) is \( d \times d \) and \( d \) is assumed to be fixed in our analysis. So if we call \( v_{k,j}(i) \) the \((k,j)\) entry of
\[
\frac{1}{nd} \left( \tilde{M}_n(i)(\Gamma - z\text{Id})^{-1}\tilde{M}_n(i)' - \mathbf{E} \left( \tilde{M}_n(i)(\Gamma - z\text{Id})^{-1}\tilde{M}_n(i)' \right) \right),
\]
a simple way to check that (Assumption-B1.1) holds for models under consideration is to verify that \( \sup_{1 \leq k,j \leq d} \mathbf{E} (|v_{k,j}(i)|) \leq R_i/v \); in this case (Assumption-B1.1) holds with \( R_i \) replaced by \( dR_i \), since the operator norm of a symmetric matrix is smaller than the maximum \( l_1 \) norm of its rows [B5, p.313].

About Assumption-B1.2 We note that the assumption about \( K_i \) is easily satisfied: for instance, if we assume that there exists a constant \( C_i \) such that for any deterministic unit vector \( u \), \( ||\mathbf{E} \left( \tilde{M}_n(i)uu'\tilde{M}_n(i)' \right)||_2 \leq C_i \), then after diagonalizing \( \Gamma \), we see that, if \( \text{Im}[z] = v \), \( K_i(z) = C_i/v^2 \) is a valid choice.

We are now in position of stating our main theorem.

**Theorem 2.5.** Let \( M_n \) be an \( N \times N \) block matrix with random block-rows satisfying Assumption B1. Assume furthermore that \( \mathbf{E} (M_n) = 0 \) and that its block diagonal is 0. Call \( m_n(z) \) the Stieltjes transform of \( M_n/\sqrt{N} \), i.e.
\[
m_n(z) = \frac{1}{N} \text{trace} \left( \frac{M_n}{\sqrt{N}} - z\text{Id} \right)^{-1}.
\]
Assume that the block rows above the diagonal (i.e. the \( M_n(i) \) in our notation) are independent.

Let \( GM_n \) be a block matrix with Gaussian random blocks, with mean 0. Call \( gm_n(z) \) the Stieltjes transform of \( GM_n/\sqrt{N} \).

Call \( M_n(i) \) the \( d \times (n-i)d \) random matrix corresponding to the \( i \)-th block row of \( M_n \) above the diagonal. Call \( \tilde{M}_n(i) = [0_{d \times (id)}]M_n(i) \). Call \( G\tilde{M}_n(i) \) the corresponding \( d \times nd \) matrix for the matrix \( GM_n \) and suppose that Assumption B1 is satisfied for it, too.

Assume that for all \( 1 \leq i \leq n \) and for any deterministic (unit) vector \( u \),
\[
\mathbf{E} \left( \tilde{M}_n(i)uu'\tilde{M}_n(i)' \right) = \mathbf{E} \left( G\tilde{M}_n(i)uu'G\tilde{M}_n(i)' \right).
\]
Then
\[
|\mathbf{E} (m_n(z) - gm_n(z))| \leq \frac{1}{nd} \sum_{i=1}^{n} R_i g(z, K_i),
\]
where \( g(z, K_i) = 2d(2+K(z))d^{1/2} \). In particular, if \( \sum R_i/n \to 0 \) as \( n \to \infty \), the limiting spectral distribution of \( M_n \) is the same as that of \( GM_n \).

**Proof.** We use the Lindeberg method, where we replace the \( i \)-th block row and column by a Gaussian version satisfying Equation (10).

We call \( E_i \) the \( d \times N \) matrix with \( E_i(j, k) = \delta_{k,(i-1)d+j} \). Recall that the block diagonal of \( M_n \) is 0. We note that
\[
M_n = \sum_{i=1}^{n} E_i' \tilde{M}_n(i) + \tilde{M}_n(i)'E_i.
\]

We call, for \( 1 \leq k \leq n-1 \),
\[
I_n(k) = \sum_{i=1}^{k} \left[ E_i' \tilde{M}_n(i) + \tilde{M}_n(i)'E_i \right] + \sum_{i=k+1}^{n} \left[ E_i' G\tilde{M}_n(i) + G\tilde{M}_n(i)'E_i \right],
\]
and extend the definition for \( k = 0 \) and \( k = n \) with \( I_n(0) = GM_n \) and \( I_n(n) = M_n \).

Clearly,
\[
\text{trace} \left( \frac{G\tilde{M}_n}{\sqrt{N}} - z\text{Id} \right)^{-1} - \text{trace} \left( \frac{M_n}{\sqrt{N}} - z\text{Id} \right)^{-1} = \sum_{k=0}^{n-1} \text{trace} \left( \frac{I_n(k)}{\sqrt{N}} - z\text{Id} \right)^{-1} - \text{trace} \left( \frac{I_n(k+1)}{\sqrt{N}} - z\text{Id} \right)^{-1}.
\]
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Therefore,

\[ |\mathbf{E}(\mathbf{g}\mathbf{m}_n(z)) - \mathbf{E}(\mathbf{m}_n(z))| \leq \frac{1}{nd} \sum_{k=0}^{n-1} \mathbf{E} \left( \text{trace} \left( \left( \frac{I_n(k)}{\sqrt{N}} - z\mathbf{I} \right)^{-1} \right) - \text{trace} \left( \left( \frac{I_n(k+1)}{\sqrt{N}} - z\mathbf{I} \right)^{-1} \right) \right). \]

Now the conditions of Theorem 2.4 are satisfied, so Equation (9) applies to

\[ \mathbf{E} \left( \text{trace} \left( \left( \frac{I_n(k)}{\sqrt{N}} - z\mathbf{I} \right)^{-1} \right) - \text{trace} \left( \left( \frac{I_n(k+1)}{\sqrt{N}} - z\mathbf{I} \right)^{-1} \right) \right), \]

so we have established Equation (11).

\[ \square \]

### 2.3 Application to block random matrices with independent block entries

To show that our theory applies, we just need to verify that Assumptions B1 is satisfied. Let us translate it, in the context of block matrices, to easier-to-verify assumptions about the block matrices constituting the block entries.

We remind the reader that we assume that \( \mathbf{E}(\mathbf{M}_n) = 0 \) and hence the same is true for the random block matrices we are dealing with.

#### 2.3.1 On Assumption-B1.2

In the case of block random matrices with independent block entries, we write

\[ \forall i, \mathbf{M}_n(i) = \left( \frac{\mathbf{M}_n[i, 1]}{d} \frac{\mathbf{M}_n[i, 2]}{d} \ldots \frac{\mathbf{M}_n[i, n]}{d} \right), \]

where \( \mathbf{M}_n[i, k] \) is the \( k \)-th \( d \times d \) block matrix on the \( i \)-th strip of \( \mathbf{M}_n \).

We now present an easy-to-verify condition to make sure that Assumption-B1.2 is satisfied in certain models of interest.

**Lemma 2.2.** Suppose the matrix \( \mathbf{M}_n \) is constituted of \( d \times d \) independent blocks and \( \mathbf{E}(\mathbf{M}_n) = 0 \). Call \( \mathbf{S}_{mj}^{i}[k, j] \) the (cross-) covariance matrix of the \( j \)-th row and \( k \)-th row of the \( m \)-th block matrix on the \( i \)-th strip of \( \mathbf{M}_n \) (i.e. \( \mathbf{M}_n[i, m] \)). If there exists \( C \) such that \( |||\mathbf{S}_m[i, j, k]||| \leq C \), then for any real, symmetric, deterministic matrix \( \mathbf{\Gamma} \),

\[ \left| \frac{1}{nd} \mathbf{E} \left( \left( \tilde{\mathbf{M}}_n(i)(\mathbf{\Gamma} - z\mathbf{I})^{-2}\tilde{\mathbf{M}}_n(i)' \right) \right) \right|_2 \leq \frac{Cd}{v^2}. \]

In other words, Assumption-B1.2 is satisfied with \( K_1(z) = Cd/v^2 \).

**Proof.** The matrix \( \tilde{\mathbf{M}}_n(i) \) is constituted of \( n \) independent \( d \times d \) matrices, \( i \) of them being \( 0_{d\times d} \). Let us call \( \mathbf{A} \) a generic \( d \times N \) matrix, constituted of \( d \times d \) independent blocks with \( \mathbf{E}(\mathbf{A}) = 0 \). We call \( \mathbf{A}[i] \) its \( i \)-th \( d \times d \) block i.e

\[ \mathbf{A} = \left( \frac{\mathbf{A}[1]}{d} \frac{\mathbf{A}[2]}{d} \ldots \frac{\mathbf{A}[n]}{d} \right). \]

If \( \mathbf{T} \) is a deterministic \( N \times N \) matrix, we call \( \mathbf{T}[i, j] \) its \( (i, j) \)-th \( d \times d \) block. We have

\[ \mathbf{A}\mathbf{A}' = \sum_{1 \leq i, j \leq n} \mathbf{A}[i]\mathbf{T}[i, j]\mathbf{A}[j]' . \]

By independence of \( \mathbf{A}[i] \) and \( \mathbf{A}[j] \) when \( i \neq j \), \( \mathbf{E}(\mathbf{A}[i]\mathbf{T}[i, j]\mathbf{A}[j]') = 0_{d\times d} \) when \( i \neq j \). Hence,

\[ \mathbf{E}(\mathbf{A}\mathbf{A}') = \sum_{1 \leq i \leq n} \mathbf{E}(\mathbf{A}[i]\mathbf{T}[i, i]\mathbf{A}[i]') . \]
Note that if we can bound uniformly $\mathbf{E} (|||A[i]T[i, i]A[i]'|||_2)$ by $K(z)$, then we have
\[
\frac{1}{nd} |||\mathbf{E} (ATA')|||_2 \leq \frac{K(z)}{d} .
\]

So let us focus on the $d \times d$ matrix $Q[i] = \mathbf{E} (A[i]T[i, i]A[i]')$. Let us call $r_k$ the $k$-th row of $A[i]$. The $k, j$ entry of $Q[i]$ is just
\[
Q[i](k, j) = \mathbf{E} (r_k T[i, j] r'_k) = \text{trace} (T[i, i] \mathbf{E} (r'_k r_k)) = \text{trace} (T[i, i] \mathcal{S}_i [k, j]) ,
\]
where $\mathcal{S}_i [k, j] = \mathbf{E} (r'_k r_k)$ is the $d \times d$ cross-covariance matrix between the $j$-th and the $k$-th rows of $A[i]$. Assume further that, for some $\epsilon > 0$, $\mathcal{S}_i [k, j] = \mathbf{E} (A[i]'A[i])$. Let us call $r_k$ the $k$-th row of $A[i]$. The $k, j$ entry of $Q[i]$ is just
\[
Q[i](k, j) = \mathbf{E} (r_k T[i, j] r'_k) = \text{trace} (T[i, i] \mathbf{E} (r'_k r_k)) = \text{trace} (T[i, i] \mathcal{S}_i [k, j]) ,
\]
where $\mathcal{S}_i [k, j] = \mathbf{E} (r'_k r_k)$ is the $d \times d$ cross-covariance matrix between the $j$-th and the $k$-th rows of $A[i]$. Suppose that $|||T[i, i]|||_2 \leq \frac{1}{n}$ and $|||\mathcal{S}_i [k, j]|||_2 \leq C$, where $C$ is a constant independent of $i, j, k$. Then,
\[
|Q[i](j, k)| \leq \frac{Cd}{v}, \forall (j, k) .
\]
Therefore,
\[
|||Q[i]|||_2 \leq \frac{Cd^2}{v} .
\]
We note that if $T = (\Gamma - z \text{Id})^{-2}$, where $\Gamma$ is real symmetric, then $|||T|||_2 \leq 1/v^2$, if $v = \text{Im} [z]$.

The Lemma is shown.

\[
\tag{2.3.2}
\text{Concentration of quadratic forms in block rows}
\]

We give sufficient conditions for [Assumption-B1.1] and [Assumption-B1.3] to be satisfied.

**Lemma 2.3.** Let us call $Q = ATA'$, where $A$ is a $d \times (nd)$ real random matrix composed of independent $d \times d$ blocks, denoted by $A[i]$. We assume that $\mathbf{E} (A) = 0$. $T$ is a $nd \times nd$ symmetric matrix with complex entries with $|||T|||_2 \leq \frac{1}{n}$.

Denote by $\mathcal{S}_i [k, k]$ the covariance matrix of the $k$-th row of the matrix $A[i]$. Assume that there exists $C > 0$ such that
\[
\sup_{1 \leq i \leq n} \sup_{1 \leq k \leq d} |||\mathcal{S}_i [k, k]|||_2 \leq C .
\]
Assume further that, for some $\epsilon > 0$, the rows of $A[i]$ have uniformly bounded $2 + 2\epsilon$-th moments, for all $1 \leq i \leq n$. Then, when $d$ is fixed, we have
\[
|||\mathbf{E} (Q - \mathbf{E} (Q))|||_2 = O(\frac{n^{1/(1+\epsilon)} \land n^{1/2}}{v}) .
\]

**Proof.** Let us call $Q(j, k)$ the $(j, k)$ entry of $Q$. Since $d$ is held fixed, to show the result, it is enough to show that
\[
\forall 1 \leq j, k \leq d, \mathbf{E} (||Q(j, k) - \mathbf{E} (Q(j, k))||) = O(\frac{n^{1/(1+\epsilon)} \land n^{1/2}}{v}) .
\]
Let us call $r_j$ the $j$-th row of $A$. Clearly,
\[
Q(j, k) = r_j T r'_k = \frac{1}{4} ((r_j + r_k) T (r_j + r_k)' - (r_j - r_k) T (r_j - r_k)) .
\]
Hence, to understand $Q$, we simply need to understand forms of the type
\[
f(r) = r' Tr
\]
where $r \in \mathbb{R}^{nd}$ is a random vector composed of independent blocks of size $d$. Indeed, given the structure we have assumed for $A$, it is clear that both $r_j + r_k$ and $r_j - r_k$ are vectors composed of independent blocks
of length \( d \). (Our assumptions about \( S_i[k,k] \) implies that the same assumptions is true for all the \( r \)'s we will be looking at, with a upper bound less than \( 2C \).) In other words,

\[
\begin{pmatrix}
  r_1 \\
r_2 \\
\vdots \\
r_n
\end{pmatrix},
\]

where \( r_i \in \mathbb{R}^d \) are independent of each other. We call \( \Sigma[i,i] \) the covariance matrix of \( r_i \).

We have of course, if \( T[i,j] \) denotes the \((i,j)\)-th \( d \times d \) block of \( T \),

\[
f(r) = \sum_{i,j} r'_i T[i,j] r_j \triangleq \sum_i r'_i T[i,i] r_i + \mathcal{R}.
\]

- **On \( \text{var} (\mathcal{R}) \)** By definition,

\[
\mathcal{R} = \sum_{i \neq j} r'_i T[i,j] r_j.
\]

Since \( r_i \) and \( r_j \) are independent when \( i \neq j \), we see that \( \mathbb{E} (\mathcal{R}) = 0 \). So

\[
\text{var} (\mathcal{R}) = \mathbb{E} (\mathcal{R} \mathcal{R}^*) = \sum_{(i \neq j), (k \neq l)} \mathbb{E} (r'_i T[i,j] r_j r'_k T^*[k,l] r_l).
\]

If one of the indices \((i,j,k,l)\) appears exactly once, \( \mathbb{E} (r'_i T[i,j] r_j r'_k T^*[k,l] r_l) = 0 \), by independence of the \( r_j \)'s and the fact that they all have mean 0. Now since each index appears at most once in each pair, we see that each index appear at most twice among the four indices. It is therefore clear that

\[
\text{var} (\mathcal{R}) = \sum_{i \neq j} \mathbb{E} (r'_i T[i,j] r_j r'_j T^*[j,i] r_j) + \mathbb{E} (r'_i T[i,j] r_j r'_j T^*[j,i] r_j) \geq 0.
\]

Of course, by independence,

\[
\mathbb{E} (r'_i T[i,j] r_j r'_j T^*[j,i] r_j) = \mathbb{E} (r'_i T[i,j] \Sigma[j,j] T^*[j,i] r_i) = \text{trace} (T[i,j] \Sigma[j,j] T^*[j,i] \Sigma[i,i]) \geq 0.
\]

Consider the matrix \( D_{\Sigma} \) which is block-diagonal with \( i \)-th diagonal block \( \Sigma[i,i] \). We note that

\[
\text{trace} (T D_{\Sigma} T^* D_{\Sigma}) = \sum_{i,j} \text{trace} (T[i,j] \Sigma[j,j] T^*[j,i] \Sigma[i,i]) \geq 0.
\]

Note further that \( \text{trace} (T[i,i] \Sigma[i,i] T^*[i,i] \Sigma[i,i]) \geq 0 \). So we conclude that

\[
\sum_{i \neq j} \mathbb{E} (r'_i T[i,j] r_j r'_j T^*[j,i] r_j) \leq \text{trace} (T D_{\Sigma} T^* D_{\Sigma}) \leq 4N \frac{C^2}{u^2}.
\]

The same argument works for \( \sum_{i \neq j} \mathbb{E} (r'_i T[i,j] r_j r'_j T^*[i,j] r_j) \) and we conclude that

\[
\text{var} (\mathcal{R}) \leq 8N \frac{C^2}{u^2}.
\]

This naturally implies that

\[
\mathbb{E} (|\mathcal{R} - \mathbb{E} (\mathcal{R})|) \leq 2\sqrt{2} N C / u.
\]

Note that this bound works under the assumption that \( r_i \)'s have uniformly bounded covariances, i.e only 2 moments.

- **On the convergence of \( D_1(r) = \sum_i r'_i T[i,i] r_i \)** Note that

\[
D_1(r) - \mathbb{E} (D_1(r)) = \sum_i X_i,
\]
where $X_i$ are independent and mean 0 random variables in $L_{1+\epsilon}$. Using the Marcinkiewicz-Zygmund inequality ([IO, p. 386]), we see that for any $\epsilon > 0$ there exists $B_{1+\epsilon}$ such that

$$E \left( |D_1(r) - E (D_1(r))|^{1+\epsilon} \right) \leq B_{1+\epsilon} E \left( \sum_i X_i^2 \right)^{(1+\epsilon)/2}.$$ 

We have $(\sum_i X_i^2)^{p/2} = (\sum_i (|X_i|^p)^{2/p})^{p/2} = \|Y\|_{2/p}$, where $Y_i = |X_i|^p$. For $p \in [1, 2]$, we have $2/p \geq 1$, so $\|Y\|_{2/p} \leq \|Y\|_1$. Therefore, when $p \in [1, 2]$,

$$\left( \sum_i X_i^2 \right)^{p/2} \leq \sum_i |X_i|^p.$$ 

Hence,

$$E \left( |D_1(r) - E (D_1(r))|^{1+\epsilon} \right) \leq B_{1+\epsilon} E \left( \sum_i |X_i|^{1+\epsilon} \right).$$

We conclude that when $r_i$’s have $2+2\epsilon$ moments with $0 < \epsilon \leq 1$, we have

$$E \left( |D_1(r) - E (D_1(r))| \right) \leq \left[ E \left( |D_1(r) - E (D_1(r))|^{1+\epsilon} \right) \right]^{1/(1+\epsilon)} \leq C_n n^{1/(1+\epsilon)}\frac{1}{v}.$$

**Conclusion**

We can finally conclude that

$$E \left( \mathcal{Q} - E (\mathcal{Q}) \right) = O(n^{1/(1+\epsilon)} \wedge n^{1/2}).$$

\[\square\]

**Corollary 2.3.** Suppose the symmetric matrix $M_n$ is such that its $i$-th (d-high) block row, $M_n(i)$, is composed of independent $d \times d$ matrices. Denote by $S_{n}[k,k]$ the covariance matrix of the $k$-th row of $M_n[i,m]$. Assume that there exists $C > 0$ such that

$$\sup_{1 \leq i \leq n} \sup_{i \leq m \leq n} \sup_{1 \leq k \leq d} |||S_{n}[k,k]|||_2 \leq C.$$ 

Assume further that the rows of all the $d \times d$ block matrices above the block diagonal of $M_n$ have uniformly bounded ($2+2\epsilon$)-th moments ($\epsilon > 0$) and that $E (M_n) = 0$.

Then Assumption-B1.1 and Assumption-B1.3 hold with $R_i = O(n^{-\epsilon/(1+\epsilon)} \wedge n^{-1/2})$.

The proof is an immediate application of Lemma 2.3. Note that “padding” a block row with 0 block matrices does not change anything to our analysis: just consider the 0 block as a random variables with 0-covariance.

**Corollary 2.4.** Suppose the symmetric matrix $M_n$ is such that $M_n(i)$ is composed of independent $d \times d$ matrices. Suppose the entries of $M_n$ are either bounded or Gaussian. Denote by $S_{n}[k,k]$ the covariance matrix of the $k$-th row of $M_n[i,m]$. Assume that there exists $C > 0$ such that

$$\sup_{1 \leq i \leq n} \sup_{i \leq m \leq n} \sup_{1 \leq k \leq d} |||S_{n}[k,k]|||_2 \leq C.$$ 

Then Assumption-B1.1 and Assumption-B1.3 hold with $R_i = O(n^{-1/2})$.

When the entries of the matrix are Gaussian or bounded, the $2+2\epsilon$-th moment condition is automatically satisfied when our condition on covariance matrices is satisfied.
2.3.3 On $\mathbb{E} \left( \widetilde{M}_n(i)uu'\widetilde{M}_n(i)' \right)$

The following fact will be helpful in establishing equivalence between models from a limiting spectral distribution point of view.

**Fact 2.1.** Let $\widetilde{M}_n^{(1)}$ and $\widetilde{M}_n^{(2)}$ be two random $d \times N$ strips with mean 0. Let us call $C^{(1)}[j,k]$ the cross-covariance between the $j$-th and the $k$-th row of $\widetilde{M}_n^{(1)}$ and $C^{(2)}[j,k]$ the cross-covariance between the $j$-th and the $k$-th row of $\widetilde{M}_n^{(2)}$. Suppose that

$$\forall (j,k), C^{(1)}[j,k] + (C^{(1)}[j,k])' = C^{(2)}[j,k] + (C^{(2)}[j,k])'.$$

Then, if $u$ is any deterministic vector,

$$\mathbb{E} \left( \widetilde{M}_n^{(1)}uu'\widetilde{M}_n^{(1)'} \right) = \mathbb{E} \left( \widetilde{M}_n^{(2)}uu'\widetilde{M}_n^{(2)'} \right).$$

**Proof.** If $r_j$ denotes the $j$-th row of $\widetilde{M}_n$, we have, for the $(k,j)$-th entry of the matrix $\mathbb{E}Q = \mathbb{E} \left( \widetilde{M}_n uu' \widetilde{M}_n' \right)$,

$$\mathbb{E}Q(k,j) = \mathbb{E} \left( r_k uu' r_j' \right) = \text{trace} \left( uu' \mathbb{E} \left( r_j' r_k \right) \right).$$

Let us call $C[j,k]$ the cross-covariance matrix $C[j,k] = \mathbb{E} \left( r_j' r_k \right)$. Since trace$(AB) = $ trace$(BA)$ and trace$(A) = $ trace$(A')$, we have

$$\mathbb{E}Q(k,j) = \text{trace} \left( uu' C[j,k] uu' \right) = \text{trace} \left( uu' C[j,k] \right) = \text{trace} \left( uu' \frac{C[j,k] + C'[j,k]}{2} \right).$$

The result is established. \(\square\)

**A remark on the case of anti-symmetric cross-covariances** We now assume that if $j \neq k$, the cross-covariance matrix $C[j,k] = \mathbb{E} \left( r_j' r_k \right)$ is anti-symmetric. In this case,

$$C[j,k] + C'[j,k] = 0.$$  

This means in particular that if $\widetilde{M}_n^{(1)}$ is such that its rows have anti-symmetric cross-covariance, we can create a “good” $\widetilde{M}_n^{(2)}$ by picking independent vectors matching the covariance of each row of $\widetilde{M}_n^{(1)}$. This way $\widetilde{M}_n^{(2)}$ clearly has anti-symmetric cross-covariance between its rows (indeed the cross-covariance is 0 for all pairs of distinct rows); but each row of $\widetilde{M}_n^{(2)}$ has by construction the same covariance as the corresponding row of $\widetilde{M}_n^{(1)}$. So we have

$$\mathbb{E} \left( \widetilde{M}_n^{(1)}uu'\widetilde{M}_n^{(1)'} \right) = \mathbb{E} \left( \widetilde{M}_n^{(2)}uu'\widetilde{M}_n^{(2)'} \right).$$

**The case of block matrices with mean 0** We now assume the $d \times N$ matrix $\widetilde{M}_n$ is made of $n$ $d \times d$ independent blocks. In that case, $r_j$ and $r_k$ are composed of independent blocks, so $\mathbb{E} \left( r_j' r_k \right)$ is block diagonal. The $l$-th $d \times d$ block on the diagonal is just the cross covariance between the $j$-th and $k$-th row of the $l$-th $d \times d$ block matrix in $\widetilde{M}_n$, since $\mathbb{E} \left( \widetilde{M}_n \right) = 0$. So our assumptions about the cross-covariance of the rows of $\widetilde{M}_n$ in Fact 2.1 can be replaced by assumptions concerning the cross-covariance of the rows of the block matrices making up $\widetilde{M}_n$ and the same result holds.

2.4 Applications

**Definition 1 (σ-Simple Structure).** Let $B$ be a $d \times d$ random matrix. Call $\{r_i\}_{i=1}^d$ its rows. We say that the random matrix $B$ has σ-simple structure if and only if

1. the entries of $B$ have $2 + \epsilon$ moments for some $\epsilon > 0$. 
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2. if \( j \neq k \), \( \mathbf{E} \left( r_j^* r_k \right) \) is anti-symmetric with \( \| \mathbf{E} \left( r_j^* r_k \right) \|_2 \leq C, \ C > 0. \)

3. for all \( j \), \( \mathbf{E} \left( r_j^* r_j \right) = \sigma^2 \text{Id}_d. \)

The following theorem explains the spectral distributions we saw in a number of our numerical investigations.

**Theorem 2.6.** Suppose \( M_n \) is a Hermitian \( N \times N \) matrix with independent \( d \times d \) block entries above the block diagonal. Let \( DM_n \) be the block-diagonal of \( M_n \). Suppose that \( \| DM_n \|_2 / \sqrt{N} = o_p(1) \) and that \( \text{rank} \left( \mathbf{E} \left( M_n - DM_n \right) \right) = o(N) \).

Suppose the off-diagonal blocks of \( M_n \) have \( \sigma \)-simple structure with \( 2 + \epsilon \) moments and \( \sigma = 1 \). Suppose further that the cross-covariance between the rows of these off-diagonal blocks is uniformly bounded (i.e. independently of \( n \)).

Then the limiting spectral distribution of \( M_n / \sqrt{N} \) is the Wigner semi-circle law. The convergence happens a.s.

Since we are talking about sequences of random variables, it is important to specify how they are built. For our theorem to hold, we assume that the sequence of matrices \( M_n \) is constructed by bordering the matrix \( M_{n-1} \) with an independent block matrix satisfying our assumptions.

**Proof.** A.s convergence of the spectral distribution is an immediate consequence of Theorem 2.3 and the Borel-Cantelli lemma. See [24] for details.

The fact that \( \| DM_n \|_2 / \sqrt{N} = o_p(1) \) guarantees that spectrally, \( M_n / \sqrt{N} \) and \( M_n(0) / \sqrt{N} = (M_n - DM_n) / \sqrt{N} \) are asymptotically equivalent as we discussed earlier.

Since \( \text{rank} \left( \mathbf{E} \left( M_n(0) \right) \right) = o(N) \), we see by Lemma B-1 that \( M_n(0) / \sqrt{N} \) and \( (M_n(0) - \mathbf{E} \left( M_n(0) \right) ) / \sqrt{N} \) are asymptotically spectrally equivalent. Indeed, the modulus of the difference of their Stieltjes transform at \( z \) is less than \( \text{rank} \left( \mathbf{E} \left( M_n(0) \right) \right) / (Nv) = o(1/v) \).

So the theorem holds for \( M_n \) provided we can prove it for \( (M_n(0) - \mathbf{E} \left( M_n(0) \right)) \); this latter matrix is still a matrix of independent blocks. However it has mean 0 and its block diagonal is zero. Our preliminary results have been obtained for matrices of this type.

Our assumptions guarantee that Assumption B1 is met for \( (M_n(0) - \mathbf{E} \left( M_n(0) \right)) \). Therefore we can apply Theorem 2.5.

Since the rows of the block matrices composing \( M_n \) have anti-symmetric cross-covariance, Fact 2.1 and the discussion that follows it show that in the “matching step” of Theorem 2.5, we can use Gaussian matrices with independent rows.

We note that a \( d \times d \) Gaussian matrix with i.i.d. \( \mathcal{N}(0, 1) \) entries has the same covariance for its rows as our initial model, under our assumptions, does. Assumption B1 is trivially met for a random block matrix with this Gaussian distribution on the blocks. Let us call the corresponding \( N \times N \) matrix \( GM_n \).

Theorem 2.5 guarantees that this Gaussian equivalent model has the same limiting spectral distribution as \( (M_n(0) - \mathbf{E} \left( M_n(0) \right)) \) and therefore the same is true for our initial sequence of matrices \( M_n \).

Note that \( GM_n / \sqrt{nd} \) is simply a scaled \( nd \times nd \) GOE (Gaussian orthogonal ensemble) matrix with \( d \times d \) block matrices on the diagonal removed. Call \( BD_n \) the block diagonal matrix of a random matrix drawn according to \( N \times N \) GOE. The norm of this block diagonal matrix \( BD_n \) is simply the maximum of the norms of the \( d \times d \) matrices on the block diagonal. For each such matrix, the operator norm is bounded by the largest row norm and hence by \( d \) times the largest absolute value of the elements of the matrix. Hence, the operator norm of the block diagonal matrix is less than \( d \) times the largest entry (in absolute value) of all these matrices. There are \( nd^2 \) such elements (corresponding to \( nd(d+1)/2 \) independent elements), with variance at most \( 2/(nd) \). Hence, using well-known properties of the maximum of independent Gaussian random variables (see e.g. [20] or [57], p.9), we have

\[
\frac{\| BD \|_2}{\sqrt{nd}} \leq \sqrt{2/(nd)} \sqrt{2 \log(nd^2)} \text{ a.s.}
\]
Clearly, the upper bound goes to 0. Therefore, \( GM_n / \sqrt{nd} \) has the same limiting spectral distribution as \( GOE_{nd} / \sqrt{nd} \), where \( GOE_{nd} \) is a \( N \times N \) random matrix sampled from GOE. Since the limiting spectral distribution of a GOE matrix is the Wigner semi-circle law, we have established the result. \( \Box \)

2.4.1 Case of \( O_d \) and \( SO_d \) sub-blocks

We consider in this paragraph the case of random matrices with independent random sub-blocks drawn at random uniformly (i.e, according to Haar measure) from \( O_d \) and \( SO_d \).

\( O_d \) case

**Fact 2.2.** Matrices drawn according to Haar measure on \( O_d \) have \( \sigma \)-simple structure with \( \sigma = \frac{1}{\sqrt{d}} \).

Therefore, if \( M_n \) is a Hermitian \( N \times N \) block random matrix, with \( N = nd \) and the blocks above the diagonal are drawn i.i.d according to Haar measure on \( O_d \), the limiting spectral distribution of \( M_n / \sqrt{N} \) is the Wigner semi-circle law, scaled by \( d^{-1/2} \) - provided the operator norm of the block diagonal of \( M_n \) is \( o_P(N^{1/2}) \).

**Proof.** We denote by \( O \) a random matrix drawn from \( O_d \) and by \( r_k \) its \( k \)-th row. Since for all \( k \), \( \| r_k \| = 1 \), the entries of \( O \) have infinitely many moments. When \( O \) is drawn according to Haar measure, we have by definition, for any given orthogonal \( O \),

\[
OO \overset{d}{=} O \overset{d}{=} O.
\]

Taking \( O \) to be a permutation matrix, we see that the columns and rows of \( O \) are exchangeable. Taking \( O_j = I_d - 2e_j e_j' \) (where \( e_j \) is the \( j \)-th canonical basis vector), we see that,

\[
\forall k \neq j, (r_k, r_j) \overset{d}{=} (r_k, -r_j).
\]

By Lemma 2.2, this naturally implies that

\[
\text{if } k \neq j \Rightarrow \mathbb{E} (r_j r_k') = 0.
\]

Since \( \| r_j \|^2 = 1 \) and the columns of \( O \) - and hence the entries of \( r_j \) - are exchangeable, we see that, if \( r_j(l) \) is the \( l \)-th entry of \( r_j \),

\[
\forall 1 \leq l \leq d, \quad \mathbb{E} (r_j(l)^2) = \frac{1}{d} \mathbb{E} (\| r_j \|^2) = \frac{1}{d}.
\]

Therefore, by Lemma 2.2,

\[
\forall j, \text{cov} (r_j) = \frac{1}{d} I_d.
\]

\( SO_d \) case

**Fact 2.3.** Matrices drawn according to Haar measure on \( SO_d \) have \( \sigma \)-simple structure with \( \sigma = \frac{1}{\sqrt{d}} \).

Therefore, if \( M_n \) is a Hermitian \( N \times N \) block random matrix, with \( N = nd \) and the blocks above the diagonal are drawn i.i.d according to Haar measure on \( SO_d \), the limiting spectral distribution of \( M_n / \sqrt{N} \) is the Wigner semi-circle law, scaled by \( d^{-1/2} \) - provided the operator norm of the block diagonal of \( M_n \) is \( o_P(N^{1/2}) \).

**Proof.** When \( O \) is drawn according to Haar measure on \( SO_d \), we have by definition, for any given \( O \in SO_d \),

\[
OO \overset{d}{=} O \overset{d}{=} O.
\]

• **Case \( d \geq 3 \)** Take \( O_{j,k,l} \) to encode the permutation \( (j, k, l) \rightarrow (l, j, k) \). Clearly \( O_{j,k,l} \) is in \( SO_d \). This shows that the columns and the rows of \( O \) are exchangeable. Let \( D_{j,k} \) be a diagonal matrix such that

\[
D_{j,k}(i, i) = \begin{cases} -1 & \text{if } i = j \text{ or } k \\ 1 & \text{otherwise.} \end{cases}
\]
Clearly $D_{j,k} \in SO_d$. Since $D_{j,k}O \overset{\mathcal{E}}{=} O$, we have
\[
\text{if } l \neq j \text{ and } l \neq k, (r_j, r_l) \overset{\mathcal{E}}{=} (-r_j, r_l).
\]
This shows that
\[
\mathbf{E} (r_j r'_l) = 0 \text{ if } l \neq j.
\]
The fact that $\text{cov} (r_j) = \text{Id}_d/d$ is proven as in the $O_d$ case.

- **Case $d = 2$**

It is clear geometrically that a matrix from $SO_2$, which is simply a planar rotation, can be written
\[
O_\theta = \begin{pmatrix} \cos(\theta) & -\sin(\theta) \\ \sin(\theta) & \cos(\theta) \end{pmatrix}.
\]
When drawn according to Haar measure, $\theta$ is uniform on $[0, 2\pi]$. (Geometrically, $\theta$ simply represents the angle by which the first canonical basis vector is rotated.) Hence,
\[
r'_1 r_2 = \begin{pmatrix} \cos(\theta) \sin(\theta) & \cos^2(\theta) \\ -\sin^2(\theta) & -\cos(\theta) \sin(\theta) \end{pmatrix}.
\]
So it is clear that when $O$ is drawn according to Haar measure, $\mathbf{E} (r'_1 r_2)$ is anti-symmetric.

The fact that $\text{cov} (r_i) = \frac{1}{2} \text{Id}_2$, $i = 1, 2$, is proven similarly.

\[\square\]

### 2.4.2 Measures on $GL_d$ and $SL_d$

We call $\mathcal{D}_k$ the set of diagonal matrices with $D_{ii} = 1$ except for exactly $k$ indices for which $D_{ii} = -1$.

**Fact 2.4.** Suppose that the $d \times d$ random matrix $B$ is such that it has the singular value decomposition
\[
B = UDV',
\]
where $U$, $D$ and $V$ are independent. Suppose further that $U$ and $V$ (which are of course orthonormal) have laws that are invariant under the action of any permutations and any diagonal matrix in $\mathcal{D}_m$, $1 \leq m \leq 2$.

Then, if the entries of $D$ have $2 + \epsilon$ moments, $B$ has $\sigma$-simple structure with
\[
\sigma^2 = \mathbf{E} \left( \text{trace} \left( B'B \right) \right) /d^2 = \mathbf{E} \left( \text{trace} \left( D^2 \right) \right) /d^2,
\]
if $m = 1$. If $m = 2$, the same statement is true provided $d \geq 3$.

**Proof.** Our assumptions on the entries of $D$ guarantee that the entries of $B$ have four moments.

Let $P$ be a permutation. Since $PU \overset{\mathcal{E}}{=} U$, it is clear that
\[
P B \overset{\mathcal{E}}{=} B.
\]
Hence the rows of $B$ are exchangeable. By a similar argument applied to $BP$, we see that the columns of $B$ are exchangeable.

Suppose $m = 1$. Let $D_j$ be in $\mathcal{D}_1$ with $D_j(j,j) = -1$. Since $D_j B \overset{\mathcal{E}}{=} B$, we see that for any $k \neq j$, $(r_j, r_k) \overset{\mathcal{E}}{=} (-r_j, r_k)$. When $m = 2$ and $d = 3$, we arrive at the same conclusion by using a matrix $D$ in $\mathcal{D}_2$ such that $D(j,j) = -1$, $D(k,k) = 1$ and $D(l,l) = -1$ for $l \neq k$ nor $j$. Such a matrix exists by assumption.

This implies that under our assumptions (see Lemma $\text{B-2}$ for details)
\[
\mathbf{E} \left( r_j r'_k \right) = 0, \text{ when } j \neq k, \text{ and } \mathbf{E} \left( r_j \right) = 0, \text{ for all } j.
\]

Now by exchangeability of the columns of $B$, we see that the diagonal of $\text{cov} (r_j)$ is proportional to $\text{Id}_p$, with proportionality constant $\sigma^2 = \mathbf{E} \left( \| r_j \|^2 \right) /d = \mathbf{E} \left( \text{trace} \left( B'B' \right) \right) /d^2$, the latter equality coming from exchangeability of the rows of $B$.

Suppose $m = 1$. Let $D_j$ be in $\mathcal{D}_1$ with $D_j(j,j) = -1$. Since $B D_j \overset{\mathcal{E}}{=} B$, we see that for any $k \neq j$, if $c_j$ denotes a generic column of $B$, $(c_j, c_k) \overset{\mathcal{E}}{=} (-c_j, c_k)$. This implies that the off-diagonal elements of $\text{cov} (r_k)$ are equal to 0. The case of $m = 2$ is treated as above and we have shown the lemma.

\[\square\]
We have the following corollaries.

**Corollary 2.5.** Suppose that $B$ is $d \times d$ with i.i.d $N(0,1)$ entries. Then $B \in GL_d$ with probability 1. Furthermore, it satisfies the assumptions of Fact 2.4 with $k = 1$.

The proof of the corollary is immediate - owing to elementary facts about Wishart matrices for instance (see [23] or [1]).

**The case of $SL_d$**

**Corollary 2.6.** Let $G$ be a $d \times d$ matrix with i.i.d $N(0,1)$ entries. Suppose

$$B = \frac{\tilde{G}}{|\det(G)|^{1/d}},$$

where $\tilde{G} = G / |\det(G)|$ if $d$ is odd and $\tilde{G} = G$ except that one column of $G$ - picked uniformly at random - is replaced by its opposite when $d$ is even.

Then $B \in SL_d$ for any $d \geq 1$ almost surely. Furthermore, for $d \geq 3$, $B$ satisfies the assumptions of Fact 2.4.

Therefore, if $M_n$ is a Hermitian $N \times N$ block random matrix, with $N = nd$ and the blocks above the diagonal are drawn i.i.d with the same law as $B$ and $d \geq 3$, the limiting spectral distribution of $M_n/\sqrt{N}$ is a scaled Wigner semi-circle law - provided the operator norm of the block diagonal of $M_n$ is $o_P(N^{1/2})$.

To get a finer understanding of this problem -especially for $d = 2$ - we compute the law of the squared singular values of $B$ in the Appendix of the ArXiv version of this paper. It turns out that in the case of $SL_2$, the largest eigenvalue of $B' B$ has Cauchy-like tail. Therefore, the matrix $D$ of Fact 2.4 does not have 2 moments. The situation is therefore structurally different from the other problems we have investigated in this paper. This is of course what we saw in the numerical part of this paper.

**Proof.** Let us write the singular value decompositions of $G$ and $B$ as $G = U(G) D(G) V(G)'$ and $B = U(B) D(B) V(G)'$. Since $d \geq 3$, we have seen that $G$ satisfies the assumptions on $U(G)$ and $V(G)$ we made in Fact 2.4. However, the $U(B)$ and $V(B)$ - though very closely related to $U(G)$ and $V(G)$ - are not independent anymore, since $B \in SL_d$ implies that $\det(U(B)V(B)) = 1$. Because $d \geq 2$, our arguments involving matrices in $D_2$ are still valid (matrices in $D_2$ have determinant 1). Our argument involving permutation now require permutation matrices containing a cycle - as we did in the case of $SO_d$. So our exchangeability arguments actually apply here and the only question we have to grapple with is that of the number of moments of the entries of $B$.

We recall that by using Bartlett’s decomposition, we see that, for independent $\chi_i^2$ random variables,

$$(\det(G))^2 = \prod_{i=1}^{d} \chi_i^2. $$

Recall that the density $f_1$ of $\chi_i^2$ is such that $f_1(x) \sim x^{-1/2}$ at 0 and $f_p$ the density of $\chi_p^2$ is such that $f_p(x) \sim x^{p/2-1}$ at 0. So we see that

$$E\left(\frac{1}{|\det(G)|^{p/d}}\right) < \infty$$

provided $E\left((\chi_1^2)^{-p/(2d)}\right) < \infty$ i.e 1/2 + $p/2d < 1$ or $d > p$. By Holder’s inequality, if $p \geq 1$ and $q = p/(p-1)$,

$$E\left(|B_{i,j}|^k\right) \leq E\left(|G_{i,j}|^{kq}\right)^{1/q} E\left(|\det(G)|^{-kp/d}\right)^{1/p}. $$

So the entries of $B$ have $k$ moments provided $d > kp$ for some $p > 1$. In other words, if $k < d$, the entries of $B$ have $k$ moments.

We conclude that when $d \geq 3$, the assumptions of Fact 2.4 are satisfied.
Figure 1: Histogram of the eigenvalues of $R_{SO(d),n,Haar}$ with entries sampled from $SO(d)$ when $(n,d) = (1000,2)$ (left) and $(1000,3)$ (left middle) and QQplot of the eigenvalues of $R_{SO(d),n,Haar}$ versus the eigenvalues of symmetric Gaussian random matrix of size $dn \times dn$ when $(n,d) = (1000,2)$ (right middle) and $(1000,3)$ (right).

Figure 2: Histogram of the eigenvalues of $R_{O(d),n,Haar}$ with entries sampled from $O(d)$ when $(n,d) = (1000,2)$ (left) and $(1000,3)$ (left middle) and QQplot of the eigenvalues of $R_{O(d),n,Haar}$ versus the eigenvalues of symmetric Gaussian random matrix of size $dn \times dn$ when $(n,d) = (1000,2)$ (right middle) and $(1000,3)$ (right).

3 Numerical work

We now present some numerical work to investigate the agreement between our theoretical results and simulations in “reasonable” dimensions.

3.1 Simulation of group-entry random matrix

We show three simulations for the block random matrix and one simulation of the class averaging algorithm based on VDM under the null hypothesis $H_0$ [5].

[Case 1: Random orthogonal group $SO(d)$ and $O(d)$ with Haar measure] Consider a $n \times n$ symmetric block matrix $R_{SO(d),n,Haar}$ with $d \times d$ entries so that its $(i,j)$-th entry, $i < j$, for all $i,j = 1,\ldots,n$, is uniformly sampled according to the Haar measure on $SO(d)$. We mention that the QR decomposition, at least as implemented in Matlab, leads to random matrices which are not distributed according to Haar measure, and needs to be corrected in order to numerically obtain the uniform samples on $SO(d)$ [8]. The histogram of $R_{SO(d),n,Haar}$’s spectrum is shown in Figure 1 when $n = 1000$ and $d = 2,3$. We also show the QQplot of the eigenvalues of $R_{SO(d),n,Haar}$ versus the eigenvalues of symmetric Gaussian random matrix of size $dn \times dn$, a good approximation to the Wigner semi-circle law. It is clear that the spectral distribution of $R_{SO(d),n,Haar}$ is a scaled semi-circle law, as predicted by our theory.

Next, consider a $n \times n$ symmetric block matrix $R_{O(d),n,Haar}$ with $d \times d$ entries so that its $(i,j)$-th entry, $i < j$, for all $i,j = 1,\ldots,n$, is uniformly sampled according to the Haar measure on $O(d)$ [8]. The histogram of $R_{O(d),n,Haar}$’s spectrum is shown in Figure 2 when $n = 1000$ and $d = 2,3$. We also show the QQplot of the eigenvalues of $R_{O(d),n,Haar}$ versus the eigenvalues of symmetric Gaussian random matrix of size $dn \times dn$. Again, it is clear that we obtain the semi-circle law.

[Case 2: Random orthogonal group $O(d)$ with non-Haar measure] Consider a $n \times n$ symmet-
Figure 3: Histogram of the eigenvalues of $R_{O(d),n,\text{nonHaar}}$ with entries sampled from $O(d)$ but not following the Haar measure when $(n,d) = (1000,2)$ (left) and $(1000,3)$ (left middle). It is clear to see an outlier at 14 in the left subfigure and two outliers in the left middle subfigure. To show that the bulk of the eigenvalues are close to the semi-circle, the QQplot of all the eigenvalues of $R_{O(d),n,\text{nonHaar}}$, which are less than 3, versus the eigenvalues of symmetric Gaussian random matrix of size $dn \times dn$ is plotted in the right middle (resp. right) subplot when $(n,d) = (1000,2)$ (resp. $(n,d) = (1000,3)$). Note the existence of the outliers which might be interpreted as “information”.

Figure 4: Histogram of the eigenvalues of $R_{O(d),n,\text{nonHaar}}$ with $d \times d$ entries so that its $(i,j)$-th entry is the orthogonal matrix in the QR decomposition of a random $d \times d$ matrix. It has been studied in [38] that this sampling scheme on $O(d)$ is non-uniform.

The histogram of $R_{O(d),n,\text{nonHaar}}$’s spectrum is shown in Figure 3 when $n = 1000$ and $d = 2,3$. We also show the QQplot of all the eigenvalues of $R_{O(d),n,\text{nonHaar}}$, which are less than 3, versus the eigenvalues of symmetric Gaussian random matrix of size $dn \times dn$. According to the QQplot, we may infer that the bulk of the empirical spectral distribution follows the semi-circle law. Note that the outliers might be interpreted as “information”, so we should be careful about the sampling scheme on the group matrix. In other words, there exist structures inside the block random matrix that might be misleading.

[Case 3: Special linear group $SL(d,\mathbb{R})$] Consider a $n \times n$ symmetric block matrix $R_{SL(d,\mathbb{R}),n}$ with $d \times d$ entries so that its $(i,j)$-th entry is sampled from $SL(d,\mathbb{R})$ by the following steps. For each $(i,j)$, $i < j$, get a random $d \times d$ matrix with i.i.d. Gaussian entries, and denote it as $g$. If $|\det(g)| = 0$, we resample another matrix until we get $g$ with $|\det(g)| > 0$. Then define $R_{SL(d,\mathbb{R}),n}(i,j)$ to be $|\det(g)|^{-1/d}g$. Then, if $\det(R_{SL(d,\mathbb{R}),n}(i,j)) = 1$, we get a component in $SL(d,\mathbb{R})$; otherwise, flip the sign of the first column to ensure we get a component in $SL(d,\mathbb{R})$.

The histogram of spectra of $R_{SL(d,\mathbb{R}),n}$ with $d = 2,3,4,5$ are shown in Figure 4 when $n = 1000$. We also show the QQplot of the eigenvalues of $R_{SL(d,\mathbb{R}),n}$ versus the eigenvalues of symmetric Gaussian random matrix of size $dn \times dn$ in Figure 5. Note that starting from $SL(4,\mathbb{R})$, the histogram are semi-circle-like.

On the other hand, the histogram of $SL(2,\mathbb{R})$ spreads broadly. The distribution and moments calculation of the sampling scheme on $SL(d,\mathbb{R})$ are detailed on Section C-2 in the ArXiv version of this paper, where we see the Cauchy-like behavior of the square of the largest singular value of $R_{SL(2,\mathbb{R}),n}$ (see Corollary C-1 in the ArXiv version of this paper). So our theory simply does not apply to this case and the fact that we do not get a semi-circle limit in this case is not surprising.

On the other hand, the case of $SL(3,\mathbb{R})$ falls under the umbrella of our theory (see Corollary 2.6). The QQplot of the distribution of $R_{SL(3,\mathbb{R}),n}$ against the semi-circle law shows a few outliers. This of course is not in contradiction with our theoretical results: we have shown convergence of the limiting spectral distribution of $R_{SL(3,\mathbb{R}),n}$ but this naturally does not imply that the extreme eigenvalues of this random matrix convergence to the endpoint of the limiting spectral distribution.

[Case 4: the class averaging algorithm based on VDM] We now show the connection graph Laplacian in the class averaging algorithm based on VDM. Recall that this was the motivation for our study. Under the null hypothesis $H_0$ (5), the discretized images are simulated as

\[ \mathcal{X}_p := \{Z_i^p\}_{i=1}^n \subset \mathbb{R}^p, \]

where $Z_i^p$, $i = 1,\ldots,n$ are prepared in the following way. Take a Gaussian random vector $Z \sim \mathcal{N}(0, I_{(2L+1)^2})$, where $L \in \mathbb{N}$, and obtain $n$ samples $Z_i$, $i = 1,\ldots,n$, i.i.d. from $Z$. Next, index the pixels of $Z_i$ by
Figure 4: Histogram of the eigenvalues of $R_{SL(d,\mathbb{R}),n}$ with $d = 2, 3, 4, 5$ (from left to right) and $n = 1000$.

Figure 5: QQplot of the eigenvalues of $R_{SL(d,\mathbb{R}),n}$ versus the eigenvalues of symmetric Gaussian random matrix of size $dn \times dn$ with $d = 2, 3, 4, 5$ (from left to right) and $n = 1000$.

$\{-L, -L+1, \ldots, L-1, L\} \times \{-L, -L+1, \ldots, L-1, L\}$. The image $Z^p_i$ is obtained by setting all the pixels with norm greater than $L$ to $0$, where $p$ is the number of pixels with indices of norm less than and equal to $L$. Please see Figure 3 for one of the realization. With $X$, for all $i, j = 1, \ldots, n$, evaluate

$$g_{ij} := \arg\min_{g \in SO(2)} \| Z^p_i - g \circ Z^p_j \|_{L^2},$$

where $g \circ Z^p_j$ means the numerical rotation of $Z^p_j$ by $g$. If there are more than one minimizer, we choose the first one as $g_{ij}$. Then, find the rotational invariant distance (RID) by

$$d_{RID,ij} := \min_{g \in SO(2)} \| Z^p_i - g \circ Z^p_j \|_{L^2}.$$

The $SO(2)$ is discretized to $N_r$ equally spaced degrees for the numerical minimization. See Figure 6 for the distribution of the optimal rotation $g_{ij}$ and the distribution of RID.

With $g_{ij}$ and $d_{RID,ij}$ and a chosen $\epsilon > 0$, we build up the $n \times n$ block matrix $S$ so that the $(i,j)$-th block is

$$S_{ij} = e^{-d_{RID,ij}^2/\epsilon} g_{ij},$$

where $i \neq j$, and the $n \times n$ diagonal block matrix $D$ so that the $i$-th diagonal block is

$$D_{ii} = \sum_{j=1, j \neq i}^n e^{-d_{RID,ij}^2/\epsilon} I_2,$$

where $i = 1, \ldots, n$. The histogram of the spectra of $C = D^{-1}S$ with $n = 700$, $L = 31$ and $N_r = 240$ is shown in Figure 6 which follows the semi-circle law. Note that in this case, $p = 3001$.

APPENDIX
quantities of the underlying manifold vary according to exist inside the high dimensional space. To be more precise, depending on the problem, sometimes some A A particular example of the VDM with a metric induced from the canonical metric of L \psi centered at 0. Without loss of generality, we assume that supp \psi \subset B_1(0), where B_1(0) is the Euclidean ball of radius 1 centered at 0. Let R be the canonical metric of SO(3). Recall that the X-ray transform T_\psi : SO(3) \rightarrow L^2(\mathbb{R}^2) is defined in [1] as

T_\psi(R)(x, y) = \int \psi(xR^1 + yR^2 + tR^3)dt = \int \psi(Ru)du^3, \tag{1}

where we denote R = [R^1 R^2 R^3] \in SO(3) in matrix form and u = (u^1, u^2, u^3)^T \in \mathbb{R}^3. Here T_\psi(R) : \mathbb{R}^2 \rightarrow \mathbb{R}^+ is the projection image and has a compact support inside B_1(0). We call R the rotational position of the image T_\psi(R) and R^3 the projection direction. We assume that T_\psi : SO(3) \rightarrow T_\psi(SO(3)) \subset L^2(\mathbb{R}^2) diffeomorphically maps SO(3) to T_\psi(SO(3)). In other words, the X-ray transform diffeomorphically embeds (SO(3), B) into L^2(\mathbb{R}^2) in a non-isometric way. Indeed, as an embedded manifold, T_\psi(SO(3)) is endowed with a metric induced from the canonical metric of L^2(\mathbb{R}^2). With this metric on T_\psi(SO(3)), we define an induced metric on SO(3), denoted as g, by

\begin{equation}
g_R(X_i, X_j) := \langle dT_\psi|_R(X_i), dT_\psi|_R(X_j) \rangle, \tag{2}
\end{equation}

where dT_\psi|_R is the total differential of T_\psi evaluated at R, X_i and X_j, i, j = 1, \ldots, 3, are left invariant vector fields on SO(3) and \langle \cdot, \cdot \rangle is the canonical inner product on L^2(\mathbb{R}^2), that is,

\begin{equation}
\langle f, h \rangle := \iint f(x, y)h(x, y)dxdy, \text{ where } f, h \in L^2(\mathbb{R}^2). \tag{3}
\end{equation}

Therefore, the set of all projection images generated from the X-ray transform, can also be modeled as a Riemannian manifold (SO(3), g) embedded in L^2(\mathbb{R}^2) via an isometric embedding \iota. Note that each point on the embedded manifold T_\psi(SO(3)) \subset L^2(\mathbb{R}^2) is a projection image of \psi. Given \theta \in [0, 2\pi], denote

\begin{equation}
\gamma(\theta) = \begin{bmatrix}
\cos(\theta) \\
\sin(\theta)
\end{bmatrix}, \quad \alpha(\theta) = \begin{bmatrix}
\gamma(\theta) & 0 \\
0 & 1
\end{bmatrix} \in SO(3). \tag{4}
\end{equation}

A A particular example of the VDM

We start from commenting that the assumption “the dataset is distributed on a given low dimensional manifold” needs to be clarified before proceeding with the analysis, in particular, how does the manifold exist inside the high dimensional space. To be more precise, depending on the problem, sometimes some quantities of the underlying manifold vary according to n and p, and some quantities are assumed to be fixed, for example, the dimension. These discrepancies can be clarified by the parameter space, the model space and the nuisance space discussed in the Introduction section. Here we clarify the assumption as well as demonstrate the framework by discussing a particular example – the class averaging algorithm in the cryoEM problem. We refer the reader to [33, 51] and the references therein for more practical and numerical details.

Take a compactly supported L^2 function \psi : \mathbb{R}^3 \rightarrow \mathbb{R}^+ to be the potential of a molecule which is centered at 0. Without loss of generality, we assume that supp\psi \subset B_1^3(0), where B_1^3(0) is the Euclidean ball of radius 1 centered at 0. Figure 6: The class averaging algorithm based on VDM applied to A_3001 with n = 700, L = 31 and N_r = 240. Left: the realization Z_1^{001}; middle left: the distribution of the optimal rotation g_{ij}, where the x-axis is the degree of the rotation; middle right: the distribution of the RID d_{RID,ij}; right: the histogram of the spectra of C.

\begin{align*}
\int_{-\infty}^{\infty} f(x)dx &= \int_{-\infty}^{\infty} f(x)\exp(-i2\pi x)dx, \\
\langle f, h \rangle &= \int_{-\infty}^{\infty} f(x)h(x)dx.
\end{align*}
Fix \( R = [R^1 \ R^2 \ R^3] \in SO(3) \). Denote \( R_1 := R_{R^3} \alpha(\theta) R_{R^3}^{-1} \), where \( R_{R^3} \in SO(3) \) rotates the \( z \) axis to \( R^3 \). Note that \( R_1 \) keeps the unit vector \( R^3 \) fixed and rotates the plane perpendicular to \( R^3 \) by \( \gamma(\theta) \). It is clear that the following holds:

\[
[R_1 \circ T_\psi(R)](x,y) := T_\psi(R_1 R)(x,y) = \int \psi(x) R_1^1 + y R_1^2 + t R_3^2) \, dt = \gamma(\theta) \circ T_\psi(R)(x,y),
\]

where \( \circ \) indicates the group action and the last equality means rotation of the projection image \( T_\psi(R) \) by the angle \( \theta \). This shows that X-ray transform preserves the \( SO(2) \) invariance of the \( SO(3) \) group. From the differential geometry viewpoint, we might view \( T_\psi(SO(3)) \) as the frame bundle of \( T_\psi(SO(3))/SO(2) \approx S^2 \) with the \( SO(2) \) group as the fiber. This viewpoint helps to understand the meaning of the asymptotically behavior of the VDM algorithm. We refer the reader to the standard textbook [10] or the Appendix of [53] for the notion of the frame bundle.

Up to now, the model we consider is continuous and noise free. There are two levels of discretizations we consider in order to model the practical problem. The first level is that we sample uniformly on \( SO(3) \) the angle \( \theta \) we consider in order to model the practical problem. The first level is that we sample the behavior of the VDM algorithm. We refer the reader to the standard textbook [10] or the Appendix of [53] for the notation of the frame bundle.

Note that we focus on these discretized points since \( \text{supp} \ T_\psi(R) \subset B_1^{R^2}(0) \). We denote the digitalization process as a projection operator \( d_p : L^2(\mathbb{R}^2) \rightarrow \mathbb{R}^p \) and denote the final discretized image as \( I^p := d_p(I^\infty) \).

The continuity of the projection operator and the fact that \( T_\psi(SO(3)) \) is a closed and smooth sub-manifold in \( L^2(\mathbb{R}^2) \) imply that

\[
T_{p,\psi}(SO(3)) := d_p(T_\psi(SO(3)))
\]

is compact and continuous in \( \mathbb{R}^p \). Note that in general \( T_{p,\psi}(SO(3)) \) might not have the original manifold structure, even in the topology sense. For example, in the extremal case like \( p = 1 \), we lose all the information and the original manifold structure is destroyed. We assume that there exists \( p_0 > 0 \) so that when \( p > p_0 \), \( T_{p,\psi}(SO(3)) \) is diffeomorphic to \( SO(3) \). Thus, we obtain a set of discretized projection images, which form our clean observation dataset:

\[
X_0 := \{I^p_{i_1}\}^{n}_{i_1=1} \subset T_{p,\psi}(SO(3)).
\]

Note that up to now, the randomness only comes from sampling the \( SO(3) \). However, in practice there exists noise in the observed projection images. We model the noise as a random vector \( Z_i \) of length \( p \) satisfying some conditions, like the sphere-like condition [25]: the noisy observation is then modeled as

\[
X := \{J^p_{i_1}\}^{n}_{i_1=1}, \text{ where } J^p_{i} = I^p_{i} + Z_i,
\]

\( Z_i \) is an i.i.d. \( p \)-dim random vector with zero mean and the covariance matrix is of finite norm. Since the signal to noise ratio (SNR) in the cryoEM problem is usually low, a possible approach is to increase the SNR by the class averaging algorithm [33, 54]. The idea beyond the class averaging algorithm is finding a group of projection images with the same projection direction, and then apply the law of large number to suppress the noise. Thus, the algorithm, together with the above X-ray transform model, can be understood in the following way. Since our interest now is the projection direction, the parameter space is \( S^2 \), which is the quotient space of \( SO(3) \) by the isotopic group at the identity, \( SO(2) \). The observation space is thus the discretized X-ray transform of the molecular, \( T_{p,\psi}(SO(3)) \), the nuisance space is \( SO(2) \), and the model space is \( T_\psi(SO(3))/SO(2) \) which is diffeomorphic to \( S^2 \). Note that in this particular problem, the observation space is equipped with a special structure – the frame bundle of \( T_\psi(SO(3))/SO(2) \), and this structure leads to the vector diffusion map (VDM). Note that now the data is a finite sample of the embedded \( SO(3) \) into \( \mathbb{R}^p \) via \( \iota_p := T_{p,\psi} \), which depends on the discretization \( p \).

In order to apply the VDM algorithm [51], we define the following quantities.
Definition 2 (Rotationally invariant distance (RID)). We define the distance between two images $J_i^p$ and $J_j^p$ as

$$d_{ij} := \min_{g \in SO(2)} \| J_i^p - g \circ J_j^p \|_2,$$

where $g \circ J_j^p$ means the numerical rotation of the discretized image $J_j^p$ by $g$.

Here we assume that the numerical rotation is error free in the sense that $d_p(g \circ T_p(R)) = g \circ d_p T_p(R)$ and $g \circ Z_i$ is again an i.i.d. $p$-dim random vector with zero mean and the covariance matrix is of finite norm. Although this assumption is reasonable in practice, further study is needed to precisely quantify the numerical error.

We also need to define the rotational relationship between $J_i^p$ and $J_j^p$.

Definition 3 (Rotational relationship). The rotational relationship between $J_i^p$ and $J_j^p$ is defined as

$$g_{ij} := \arg \min_{g \in SO(2)} \| J_i^p - g \circ J_j^p \|_2.$$

Then, take a graph $G = (V, E)$, where $V$ represents the finite observations $\mathcal{X}$ and $E$ represents the pairs of two projection images. Define the weight function $w : E \rightarrow \mathbb{R}^+$ by, for example, $w(i, j) = e^{-d_{ij}/\epsilon}$ for some $\epsilon > 0$ and $g : E \rightarrow O(2)$ is defined by $g(i, j) = g_{ij}$. With functions $w$ and $g$, we run VDM as the following.

Build up $S$ and $D$ from the graph $G$ by [3] and [4]. The matrix $C := D^{-1}S$ is referred to as Graph Connection Laplacian [2 51]. It is an operator acting on $v \in \mathbb{R}^{2n}$ by

$$(Cv)[i] = \frac{\sum_{j: (i,j) \in E} e^{-d_{ij}/\epsilon} g(i,j)v[j]}{\sum_{j: (i,j) \in E} e^{-d_{ij}/\epsilon}}, \quad (A-1)$$

where $v[i]$ is a 2-dim vector containing the $(2(i-1) + 1)$-th entry to the $2i$-th entry of $v$. We consider the following symmetric matrix which is similar to $C$

$$\widetilde{S} = D^{-1/2}SD^{-1/2}.$$

Since $\widetilde{S}$ is symmetric, it has a complete set of eigenvectors $v_{VDM,1}, v_{VDM,2}, \ldots, v_{VDM,2n}$ and eigenvalues $\mu_{VDM,1}, \mu_{VDM,2}, \ldots, \mu_{VDM,2n}$, where the eigenvalues are ordered by $|\mu_{VDM,1}| \geq |\mu_{VDM,2}| \geq \ldots \geq |\mu_{VDM,2n}|$.

Then, given the time $t > 0$, we define the vector diffusion mapping (VDM) $V_{t,n}$, which is a map from $\mathcal{X}$ to $\mathbb{R}^{(2n)^2}$ by

$$V_{t,n} : J_i^p \mapsto ((\mu_{VDM,t,i} \mu_{VDM,t,r})^{t^2} (v_{VDM,t,i}[i], v_{VDM,t,r}[i]))^{2n}_{i,r=1}.$$

With this map, the Hilbert-Schmidt norm of the $(i, j)$-th block of $\widetilde{S}$ satisfies

$$\| \widetilde{S}^{2t}(i, j) \|^2_{HS} = \langle V_{t,n}(J_i^p), V_{t,n}(J_j^p) \rangle,$$

that is, $\| \widetilde{S}^{2t}(i, j) \|^2_{HS}$ becomes an inner product for the finite dimensional Hilbert space. The reason we need to raise $\widetilde{S}$ to the power $2t$ - and not simply $t$ - is because all eigenvalues $\mu_{VDM,t,i}$ of $\widetilde{S}$ reside in the interval $[-1, 1]$, and we can not guarantee the positivity of $\mu_{VDM,t}$ when $n$ is finite. We can then define the vector diffusion distance (VDD) to quantify the affinity between nodes $i$ and $j$:

$$d_{VDM,t,n}(J_i^p, J_j^p) := \| V_{t,n}(J_i^p) - V_{t,n}(J_j^p) \|^2.$$

As is shown in [51], VDD is a surrogate of the geodesic distance estimator. Based on the estimated geodesic distance between projection images, we are able to group the images into clusters so that all images in the same cluster share similar projection directions, and hence the class averaging algorithm can be carried out [33 54].

Notice that when there exists noise, there are two sources of randomness in the dataset $\mathcal{X}$. One is from the random samples on the parameter space, and one is from the noise. To extract the information about the parameter space, we thus have to deal with both randomness simultaneously.
B  Technical results

B-1  Bound on the norm of a subblock of a matrix

We recall and prove the following simple fact.

**Fact B.1.** Suppose

\[ T = \begin{pmatrix} T_{11} & T_{12} \\ T_{21} & T_{22} \end{pmatrix}. \]

Then

\[ |||T_{ij}|||_2 \leq |||T|||_2. \]

**Proof.** Recall that if \( W \) is a \( n \times p \) matrix,

\[ |||W|||_2 = \sup_{u \in \mathbb{C}^n, ||u||=1} \sup_{v \in \mathbb{C}^p, ||v||=1} |u^*Wv|. \]

Let us show that \( |||T_{12}|||_2 \leq |||T|||_2 \). Suppose that \( T \) is \( n \times n \) and \( T_{12} \) is \( d \times m \), where \( d + m = n \). Note that

\[ u^*T_{12}v = (u^*0_{n-d})T\begin{pmatrix} 0_d \\ v \end{pmatrix} = \tilde{u}^*Tv. \]

Of course \( \|\begin{pmatrix} 0_d \\ v \end{pmatrix}\| = \|v\| \) and similarly for \( \begin{pmatrix} u \\ 0_{n-d} \end{pmatrix} \). By definition, for any \( u \) and \( v \) with unit norm,

\[ |\tilde{u}^*Tv| \leq \sup_{\alpha \in \mathbb{C}^n, ||\alpha||=1} \sup_{\beta \in \mathbb{C}^n, ||\beta||=1} |\alpha^*T\beta| = |||T|||_2. \]

So we have shown that

\[ |||T_{12}|||_2 \leq |||T|||_2. \]

The same reasoning applies to the other sub-blocks of \( T \).

B-2  On finite rank perturbations and Stieltjes transforms

The following lemma is used repeatedly in our proofs.

**Lemma B-1.** Suppose \( A \) and \( B \) are Hermitian \( n \times n \) matrices. Let \( z \in \mathbb{C}^+ \) and call \( \text{Im}[z] = v > 0 \). Then

\[ \left| \text{trace} \left( (A - z\text{Id})^{-1} \right) - \text{trace} \left( (B - z\text{Id})^{-1} \right) \right| \leq \frac{\text{rank}(A - B)}{v}. \]  \hspace{1cm} (B-2)

**Proof.** Since \( \Delta = A - B \) is Hermitian it is diagonalizable. Therefore, \( \Delta = \sum_{k=1}^{r} \tau_k q_k q_k^* \), where \( \tau_k \in \mathbb{R} \) and \( q_k \in \mathbb{C}^n \). \( r \) is, of course, the rank of \( \Delta \). Let us call, if \( 1 \leq j \leq r \) \( P\Delta_j = \sum_{k=1}^{j} \tau_k q_k q_k^* \) and \( P\Delta_0 = 0_{n \times n} \). We have

\[ (A - z\text{Id})^{-1} - (B - z\text{Id})^{-1} = \sum_{j=0}^{r-1} (B + P\Delta_{r-j} - z\text{Id})^{-1} - (B + P\Delta_{r-j-1} - z\text{Id})^{-1}. \]

Of course, \( B + P\Delta_{r-j-1} \) is a rank-1 perturbation of \( B + P\Delta_{r-j} \). Using Lemma 2.6 of [49], we therefore have

\[ \left| \text{trace} \left( (B + P\Delta_{r-j} - z\text{Id})^{-1} - (B + P\Delta_{r-j-1} - z\text{Id})^{-1} \right) \right| \leq \frac{1}{v}. \]

Therefore, since

\[ \left| \text{trace} \left( (A - z\text{Id})^{-1} - (B - z\text{Id})^{-1} \right) \right| \leq \sum_{j=0}^{r-1} \left| \text{trace} \left( (B + P\Delta_{r-j} - z\text{Id})^{-1} - (B + P\Delta_{r-j-1} - z\text{Id})^{-1} \right) \right|, \]

and the sum on the right hand side contains \( r \) (i.e rank \( (A - B) \) terms), the result stated in the lemma follows.
B-3 Invariance and moments

Lemma B-2. Let $B$ be a random $d \times d$ matrix. Let us call $r_j$, $1 \leq j \leq d$ the rows of $B$, and $c_j$’s the columns of $B$. Suppose that

1. the rows of $B$ are exchangeable and for any $j \neq k$ $(r_j, r_k) \overset{\mathcal{L}}{=} (r_j, -r_k)$.
2. the columns of $B$ are exchangeable and for any $j \neq k$ $(c_j, c_k) \overset{\mathcal{L}}{=} (c_j, -c_k)$.
3. for any $j$, $\text{cov}(r_j)$ exists.

Then we have

1. $\mathbf{E}(r_j) = 0$, for all $j$.
2. $\mathbf{E}(r_j r_k') = 0_{d \times d}$ when $j \neq k$.
3. $\mathbf{E}(r_j r_j') = \gamma \mathbf{I}_d$ for some $\gamma$.

Proof. Since we assume that $\text{cov}(r_j)$ exists for any $j$, it is clear that $\mathbf{E}(r_j r_k')$ exists by the Cauchy-Schwarz inequality. Since $(r_j, r_k) \overset{\mathcal{L}}{=} (r_j, -r_k)$ for $j \neq k$, we have

$$r_j r_k' \overset{\mathcal{L}}{=} -r_j r_k' \text{ and } r_j \overset{\mathcal{L}}{=} -r_j.$$

Therefore,

$$\mathbf{E}(r_j r_k') = -\mathbf{E}(r_j r_k') = 0_{d \times d} \text{ and } \mathbf{E}(r_j) = 0.$$

On the other hand, $\text{cov}(r_j)(k, l) = \mathbf{E}(c_k(j)c_l(j))$. If $k \neq l$, our assumption that for any $j \neq k$ $(c_j, c_k) \overset{\mathcal{L}}{=} (c_j, -c_k)$ guarantees by the same argument as above that $\mathbf{E}(c_k(j)c_l(j)) = 0$. On the other hand, since the columns are exchangeable, it is clear that $\text{cov}(r_j)(k, k) = \mathbf{E}(c_k(j)c_k(j)) = \mathbf{E}(c_k(j)^2) = \text{cov}(r_j)(l, l)$. So

$$\mathbf{E}(r_j r_j') = \gamma j \mathbf{I}_d.$$

Our assumption that the rows are exchangeable guarantees that for all $j \neq k$, $\gamma j = \gamma k = \gamma$. \qed

C Distributional results for various models

C-1 Properties of the null distribution for VDM

We now consider the distribution of

$$g_{ij} = \arg\min_{g \in \mathbf{SO}_2} \|Z_i - g \circ Z_j\|_2^2. \quad \text{(C-3)}$$

Lemma C-1 (Null Case VDM). Suppose that $Z_i$ and $Z_j$ are independent. Suppose that each random variable has a distribution that is invariant under the action of $\mathbf{SO}_2$.

Then $g_{ij}$ and $Z_i$ are independent and so are $g_{ij}$ and $Z_j$. Furthermore, $g_{ij}$ is uniformly distributed on $\mathbf{SO}_2$.

Proof. Note that conditional on $Z_i$, if $Z_j \rightarrow O^{-1} \circ Z_j$, where $O \in \mathbf{SO}_2$, then $g_{ij} \rightarrow Og_{ij}$ by (C-3). Hence, using the assumption that $Z_j \overset{\mathcal{L}}{=} O \circ Z_j$ (i.e the law of $Z_j$ is invariant under the action of $\mathbf{SO}_2$) and $Z_j|Z_i \overset{\mathcal{L}}{=} O \circ Z_j|Z_i$ (this latter equality coming from independence of $Z_i$ and $Z_j$), we see that

$$g_{ij}|Z_i \overset{\mathcal{L}}{=} Og_{ij}|Z_i.$$

Since the only distribution on $\mathbf{SO}_2$ that is invariant by left-multiplication by an $\mathbf{SO}_2$ is the uniform distribution on $\mathbf{SO}_2$, we conclude that $g_{ij}|Z_i$ has the uniform distribution on $\mathbf{SO}_2$.  
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Because the uniform distribution on $SO_2$ does not depend on $Z_i$, $g_{ij}$ and $Z_i$ are independent. Indeed, let $\Gamma$ be a function of $Z_i$ and $\omega$ be a function of $g_{ij}$. Note that since the distribution of $g_{ij}|Z_i$ does not depend on $Z_i$, we have

$$E(\omega(g_{ij})|Z_i) = \Omega = E(\omega(g_{ij})).$$

In other words, $\Omega$ is a constant (in particular, it does not depend on $Z_i$). Therefore, we have

$$E[\omega(g_{ij})\Gamma(Z_i)] = E[E(\omega(g_{ij})\Gamma(Z_i)|Z_i)] = E[\Gamma(Z_i)E(\omega(g_{ij})|Z_i)]$$

$$= E[\Gamma(Z_i)] \Omega = E[\Gamma(Z_i)] E[\omega(g_{ij})].$$

The same argument shows that $g_{ij}$ is also independent of $Z_j$. So we have established that $g_{ij}$ and $Z_i$ are independent. The same argument shows that $g_{ij}$ and $Z_j$ are independent. However the three random variables $g_{ij}$, $Z_i$ and $Z_j$ are not jointly independent. \hfill \Box

The previous lemma has the following useful consequence.

**Lemma C-2.** Suppose that $Z_i$, $Z_j$ and $Z_k$ are independent, each random variable having a distribution that is invariant under the action of $SO_2$.

Then $g_{ij}$ and $g_{ik}$ are independent, and so are $g_{ij}$ and $g_{jk}$.

Furthermore, the random variables $\{g_{ij}\}_{j=1}^n$ are jointly independent.

**Proof.** Let $f_1$ and $f_2$ be two functions. We have

$$E(f_1(g_{ij})f_2(g_{ik})) = E(E(f_1(g_{ij})f_2(g_{ik})|Z_i)).$$

Now, it is clear that $g_{ij}|Z_i$ is a function of $Z_j$ only. Similarly, $g_{ik}|Z_i$ is a function of $Z_k$ only. So $g_{ij}|Z_i$ is independent of $g_{ik}|Z_i$. Therefore,

$$E(f_1(g_{ij})f_2(g_{ik})|Z_i) = E(f_1(g_{ij})|Z_i) E(f_2(g_{ik})|Z_i).$$

Now recall that we have shown that $g_{ij}|Z_i \sim U$, where $U$ is a uniformly distributed random variable on $SO_2$; the same result applies to $g_{ik}$. Therefore,

$$E(f_1(g_{ij})|Z_i) E(f_2(g_{ik})|Z_i) = E(f_1(U)) E(f_2(U)).$$

Of course, our argument above shows that $E(f_1(g_{ij})) = E(f_1(U))$. We conclude that

$$E(f_1(g_{ij})f_2(g_{ik})) = E(f_1(U)) E(f_2(U)),$$

$$= E(f_1(g_{ij})) E(f_2(g_{ik})).$$

This shows that $g_{ij}$ and $g_{ik}$ are independent. The proof of joint independence of $\{g_{ij}\}_{j=1}^n$ follows exactly in the same manner: just start the proof with $f_1, \ldots, f_n$ and apply the same reasoning.

Our statement concerning $g_{ij}$ and $g_{jk}$ is also proven in a similar manner, by writing

$$E(f_1(g_{ij})f_2(g_{jk})) = E(E(f_1(g_{ij})f_2(g_{jk})|Z_j)),$$

and using the fact that $g_{ij}$ and $g_{jk}$ are independent conditionally on $Z_j$. The rest of the argument is similar to the one we gave above. \hfill \Box

So we have established some pairwise independence results, but we do not have joint independence for the three random variables $(g_{ij}, g_{ik}, g_{jk})$ or the random variables $(g_{ij})_{i<j}$.

**C-2 More details on the matrices drawn from $SL_d$**

We give more details about the stochastic properties of the matrices $B$ drawn according to the scheme described in Corollary 2.6.
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C-2.1 Computing the joint density of the singular values

We consider the problem of understanding the singular values of the matrix

$$B = \frac{G}{|\det(G)|^{1/d}},$$

where $G$ is $d \times d$ with i.i.d Gaussian entries.

We write the an svd of $G$ as $G = UDV'$. By rotational invariance arguments, it is clear that $(U, V)$ and $D$ are independent. Furthermore, $U$ and $V$ are Haar-distributed on $O(d)$. Note that defining $U$ and $V$ as svd-representatives may induce some mild dependence between them, because of sign issues. It is possible to deal with this dependence issue but we do not discuss it further as our interest here is in singular values.

Let us call $s_i$ the singular values of $B$. Recall that $s_i \geq 0$. For simplicity, we seek to understand not the joint distribution of $s_i$’s but that of $s_i^2$. Note that if $d_i$’s are the singular values of $G$, we have the relationship

$$s_i = \frac{d_i}{(\prod_{1 \leq i \leq d} d_i)^{1/d}},$$

since $|\det(G)| = \sqrt{|\det(G')G|} = \sqrt{\prod_{1 \leq i \leq d} d_i^2}$.

In particular, we have, if we denote by $l_i$’s are the eigenvalues of $G'G$,

$$s_i^2 = \frac{l_i}{(\prod_{1 \leq i \leq d} l_i)^{1/d}}.$$ 

We have the following fact:

**Fact C.1.** The joint density of $l_1 > l_2 > \ldots > l_d$ is

$$f(l_1, \ldots, l_d) = C(d) \exp\left(-\frac{1}{2} \sum_{i=1}^{d} l_i \prod_{i=1}^{d} l_i^{-1/2} \prod_{i<j} (l_i - l_j) \right).$$ (C-4)

*Proof.* We note that $G'G$ is Wishart-distributed, specifically $\mathcal{W}(d, \text{Id}_d)$. The fact we mention is therefore just the content of Corollary 3.2.19 in [39]. The value of $C(d)$ is known explicitly:

$$C(d) = \frac{\pi^{d^2/2}}{2^{d^2/2} \Gamma(d/2)^2},$$

where $\Gamma_d(x) = \pi^{d(d-1)/4} \prod_{i=1}^{d} \Gamma[x - (i - 1)/2]$, provided $\text{Re}[x] > (m - 1)/2$ and $\Gamma$ is the ordinary Gamma function. For details, see [39], pp.61-62. $\square$

We now assume that $s_1 > s_2 > \ldots > s_d$. We call

$$y_i = s_i^2, 1 \leq i \leq d,$$

$$t = \left[ \prod_{1 \leq i \leq d} l_i \right]^{1/d}.$$ 

We would like to find $g(y_1, \ldots, y_{d-1})$, the density of the $d - 1$ largest eigenvalues of $B'B$. Note that $\det(B'B) = 1$, so $\prod_{1 \leq i \leq d} y_i = 1$.

Note also that if we keep the ordering, we must have $\left( \prod_{1 \leq i \leq d-1} y_i \right) y_{d-1} > 1$ to guarantee that there exists $y_d < y_{d-1}$ such that $\prod_{1 \leq i \leq d} y_i = 1$. This defines the subset of $\mathbb{R}^{d-1}$ where $(y_i)_{i=1}^{d-1}$ lives.

**Lemma C-3.** Let us call $\bar{y}$ the vector $(y_1, \ldots, y_{d-1})$, where $y_1 > y_2 > \ldots > y_{d-1} > 0$ and $\prod_{1 \leq i \leq d-1} y_i > 1/y_{d-1}$. We call $\mathcal{R}$ this subset of $\mathbb{R}^{d-1}$. 


Let \( \alpha = \frac{1}{\prod_{1 \leq i \leq d-1} y_i} \) and
\[
\gamma(\tilde{y}) = \frac{1}{2} \left( \sum_{1 \leq i \leq d-1} y_i + \alpha \right),
\]
\[
R(\tilde{y}) = \alpha \prod_{1 \leq i < j \leq d-1} (y_i - y_j) \prod_{1 \leq i \leq d-1} (y_i - \alpha).
\]

Then, the density of \( \tilde{y} \) over \( \mathcal{R} \) is
\[
g(y_1, \ldots, y_{d-1}) = \tilde{C}(d) \frac{R(\tilde{y})}{\gamma(\tilde{y})^{d/2}}.
\]

**Proof of Lemma C-3:** To find the density, we will use the following change of variables from \((l_1, \ldots, l_d)\) to \((y_1, \ldots, y_{d-1}, t)\):
\[
l_i = ty_i, \ 1 \leq i \leq d-1,
\]
\[
l_d = \frac{t}{\prod_{1 \leq i \leq d-1} y_i}.
\]

We call \( \alpha = \frac{1}{\prod_{1 \leq i \leq d-1} y_i} \).

Let us call \( \tilde{y} \) the \( d - 1 \times 1 \) vector with \( i \)-th entry \( y_i \). \( 1/\tilde{y} \) is the \( (d - 1) \times 1 \) vector with \( i \)-th entry \( 1/y_i \).

The Jacobian matrix for the change of variables we just discussed is
\[
M = \begin{pmatrix}
  t \mathbb{I}_{d-1} & \tilde{y} \\
  -\alpha/\tilde{y} & \alpha
\end{pmatrix}
\]

By multilinearity of the determinant, we therefore have
\[
\det(M) = \alpha \det \left( t \mathbb{I}_{d-1} - \frac{\tilde{y}}{\alpha} \right) = \alpha t^{d-1} \det \left( t \mathbb{I}_{d-1} - \frac{\tilde{y}}{1} \right).
\]

Now, let’s call \( y \) the \( d \times 1 \) vector such that
\[
y = \left( \begin{array}{c}
  \tilde{y} \\
  0
\end{array} \right).
\]

And let \( 1/y \) be the vector such that
\[
1/y = \left( \begin{array}{c}
  1/\tilde{y} \\
  0
\end{array} \right).
\]

We have, if \( e_d \) denotes the \( d \)-th canonical basis vector,
\[
\begin{pmatrix}
  \mathbb{I}_{d-1} & \tilde{y} \\
  -1/\tilde{y} & 1
\end{pmatrix} = \mathbb{I}_d + ye_d' - e_d 1/y'.
\]

From determinant theory ([31], Theorem I.3.2, p.9), we know that
\[
\det(\mathbb{I}_d + \sum_{1 \leq i \leq m} \phi_i \otimes f_i) = \det(\delta_{i,j} + \langle \phi_i, f_j \rangle)_{1 \leq i,j \leq m}.
\]

In the circumstances of interest to us, we have
\[
\langle \phi_i, f_j \rangle_{1 \leq i,j \leq 2} = \begin{pmatrix}
  0 & -(d-1) \\
  1 & 0
\end{pmatrix}.
\]

So we conclude that
\[
\det \begin{pmatrix}
  \mathbb{I}_{d-1} & \tilde{y} \\
  -1/\tilde{y} & 1
\end{pmatrix} = 1 + (d-1) = d.
\]
Hence, the Jacobian of our change of variable is
\[ J = \alpha t^{d-1} d \]

We conclude that the density of \((y_1, \ldots, y_{d-1}, t)\) is
\[ h(y_1, \ldots, y_{d-1}, t) = \frac{1}{\prod_{1 \leq i \leq d-1} y_i} t^{d-1} f(t y_1, \ldots, t y_{d-1}, t t^2 \prod_{1 \leq i \leq d-1} y_i). \]

Now,
\[ f(t y_1, \ldots, t y_{d-1}, t) = C(d) \exp(\frac{t}{2} \sum_{1 \leq i \leq d-1} y_i + \alpha) t^{-d/2} \prod_{1 \leq j < i \leq d-1} (y_i - y_j) \prod_{1 \leq i \leq d-1} (y_i - \alpha). \]

Therefore,
\[ h(y_1, \ldots, y_{d-1}, t) = C(d) \alpha t^{d-1-d/2-d(d-1)/2} \exp(\frac{t}{2} \sum_{1 \leq i \leq d-1} y_i + \alpha) \prod_{1 \leq j < i \leq d-1} (y_i - y_j) \prod_{1 \leq i \leq d-1} (y_i - \alpha). \]

where
\[ \gamma(\tilde{y}) = \frac{1}{2} \left( \sum_{1 \leq i \leq d-1} y_i + \alpha \right), \]
\[ R(\tilde{y}) = \alpha \prod_{1 \leq j < i \leq d-1} (y_i - y_j) \prod_{1 \leq i \leq d-1} (y_i - \alpha). \]

Now the joint density of \((y_1, \ldots, y_{d-1})\) is simply:
\[ g(y_1, \ldots, y_{d-1}) = \int_0^\infty h(y_1, \ldots, y_{d-1}, t) dt. \]

Note that \(\sum_{1 \leq i \leq d-1} y_i + \alpha > 0\) in the domain we consider, so there are no integrability problems. Also, if \(K\) is an integer,
\[ \int_0^\infty t^{K-1} \exp(-\beta t) dt = \Gamma(K) \beta^{-K} = (K-1)! \beta^{-K}. \]

Therefore, we finally have, for \(y_1 > y_2 > \ldots > y_{d-1}\),
\[ g(y_1, \ldots, y_{d-1}) = C(d) \frac{R(\tilde{y})}{(\gamma(\tilde{y}))^{d^2/2}}. \]

The Lemma is shown. \(\square\)

Let us apply the Lemma in the case \(d = 2\).

**Corollary C-1** (Case \(d = 2\)). Then, \(\gamma(\tilde{y}) = \frac{1}{2}(y_1 + 1/y_1)\) and \(R(\tilde{y}) = (1 - 1/y_1^2)\).

So, for \(y_1 > 1\),
\[ g(y_1) = C \frac{1 - y_1^{-2}}{(y_1 + 1/y_1)^2} \sim \infty C y_1^{-2}. \]

Therefore, \(y_1 = s_1^2\) has a \(1 - \epsilon\) moment for any \(\epsilon > 0\), but not 1 moment. In other words,
\[ \mathbb{E}(s_1^{2-\epsilon}) < \infty \text{ if } \epsilon > 0, \]

and \(\mathbb{E}(s_1^2) = \infty\).

This corollary shows that the square of the largest singular value of \(G/|\det(G)|^{1/d}\) has Cauchy-like behavior in the tail.
C-2.2 On the entries of $B'B$

We recall the famous Bartlett decomposition of a Wishart matrix (see [39], p.99).

**Theorem C.1** (Bartlett Decomposition). Let $A$ be $W_p(n, \text{Id}_p)$, with $n \geq p$ and write $A = T'T$, where $T$ is an upper-triangular $p \times p$ matrix with positive diagonal elements. Then the elements of $T$ are all independent, $T_{i,i}^2$ is $\chi^2_{n-i+1}$, for $1 \leq i \leq p$, and $T_{i,j}$ is $N(0, 1)$ for $1 \leq i < j \leq p$.

From now on, we call $T$ the upper-triangular matrix appearing in the Bartlett decomposition of $G'G$.

We have the following lemma.

**Lemma C-4.** We have

$$B'B = \tilde{T}'\tilde{T},$$

where

$$\tilde{T} = \frac{T}{\det(T)^{1/d}} = \frac{T}{\prod_{i=1}^{d} T_{i,i}^{1/d}}.$$ 

$T_{i,i}^2$ are independent and have distribution $\chi^2_{d-i+1}$, for $1 \leq i \leq d$.

Calling $T_i$ the $i$-th column of $T$, we therefore have

$$(B'B)_{i,j} = \tilde{T}'_i \tilde{T}_j.$$ 

If $i \leq j$, we have in particular

$$(B'B)_{i,j} = \sum_{k<i} T_{k,i} T_{k,j} \prod_{l=1}^{d} \frac{T_{l,l}^{2/d}}{T_{l,l}^{2/d}}.$$ 

More specifically,

1. when $i < j$,

$$(B'B)_{i,j} = \sum_{k<i} \frac{T_{k,i} T_{k,j}}{\prod_{l=1}^{d} T_{l,l}^{2/d}} + \frac{T_{i,i}^{1-2/d} T_{i,j}}{\prod_{l \neq i} T_{l,l}^{2/d}}.$$ 

(Because of independence properties of the $T_{i,j}$’s, computations of moments for $(B'B)_{i,j}$ is relatively simple.)

2. when $i = j$,

$$(B'B)_{i,i} = \sum_{k<i} \frac{T_{k,i}^2}{\prod_{l=1}^{d} T_{l,l}^{2/d}} + \frac{T_{i,i}^{2-2/d}}{\prod_{l \neq i} T_{l,l}^{2/d}}.$$ 

In particular, when $d = 2$, $(B'B)_{1,1} = \frac{T_{1,1}}{T_{2,2}} = \frac{\chi_2}{\chi_1}$, where the two $\chi$ random variables are independent. Since a Cauchy random variable is the ratio of two independent $\chi_1$ random variables we conclude that $(B'B)_{1,1}$ is stochastically larger than a Cauchy random variable.

D On the “Sparsity” of the kernel random matrix built from the signal

In continuing the discussion in Appendix A, in general, we shall call the element in the observation space, $X_i \in X$ the signal random vector, the added noise $Z_i$ the noise random vector, and the collected data

$$Y_i = X_i + Z_i$$

the noisy signal random vector. In this section, we discuss specifically the case when there is a manifold structure inside the signal random vector and the noise random vector does not exist. To be more precise, we assume $Z_i = 0$ in (D-5),

$$Y_i = X_i$$
Figure 7: The relationship between $\Omega$, $X$, $\mathbb{R}^p$, $\iota$ and $M$. The probability density function defined on the manifold $M$ is understood as a function defined on $M$.

and assume that $X_i$ is sampled from a manifold embedded in the Euclidean space. We introduce more notations.

Denote $M$ to be a $d$-dimensional compact smooth Riemannian manifold embedded in $\mathbb{R}^p$ via $\iota$. Denote the tangent bundle as $TM$. The tangent plane at $y \in M$ is denoted as $T_yM$. Introduce the metric $g$ on $M$ induced from the canonical metric of the ambient space $\mathbb{R}^p$. When the boundary $\partial M$ is not empty, it is assumed to be smooth, and we denote $M_\delta := \{ x \in M : d(x, \partial M) \leq \sqrt{\delta} \}$, where $d(\cdot, \cdot)$ is the geodesic distance. Denote by $\nabla$ the covariant derivative of the vector field, $\Delta_g$ the Laplace-Beltrami operator, $\nabla^2$ the connection Laplacian of the tangent bundle associated with $\nabla$, and by $\text{Ric}$ the Ricci curvature of $(M, g)$.

Let the signal random vector $X : \Omega \rightarrow \mathbb{R}^p$ be a measurable function with respect to the probability space $(\Omega, \mathcal{F}, P)$ so that its range is $\iota(M)$. The probability density function (p.d.f.) of $X$ is in general not defined when $d < p$. Here we employ the following definition which is based on the induced measure and change of variable [14]. Denote $\mathcal{B}$ to be the Borel sigma algebra on $\iota(M)$, and $\tilde{P}_X$ the probability measure of $X$, defined on $\mathcal{B}$, induced from $P$. Assume that $\tilde{P}_X$ is absolutely continuous with respect to the volume density on $\iota(M)$ associated with $g$, that is, $d\tilde{P}_X(x) = f(\iota^{-1}(x))\iota_\#dV(x)$, where $x \in \iota(M)$. Assume $f \in C(M)$. Thus, we have

$$
\mathbb{E}\zeta(X) = \int_{\Omega} \zeta(X(\omega))dP(\omega) = \int_{\iota(M)} \zeta(x)d\tilde{P}_X(x) = \int_{\iota(M)} \zeta(\iota(x))f(\iota^{-1}(x))\iota_\#dV(x) = \int_M \zeta(\iota(y))f(y)dV(y),
$$

(D-6)

where $\zeta : \iota(M) \rightarrow \mathbb{R}$ is integrable and the last one comes from the change of variable $x = \iota(y)$. In this sense we interpret $f$ as the p.d.f. of $X$ on $M$. See Figure 7 for an illustration.

To alleviate the notation, in the following we abuse the notation and will not distinguish between $\iota(M)$ and $M$. We use the same notation $\mathcal{X} = \{X_i\}_{i=1}^p$ to denote the sample we get from $X$. Then, build up the graph $G_M := (V, E)$ by taking $V = \mathcal{X}$, and $E = \{(X_i, X_j) : X_i \in \mathcal{X}\}$.

Pick up a kernel function $K \in C^2([0, 1])$ so that $K\big|_{(1, \infty)} = 0$. Denote $\mu_l^{(k)} := \int_{\mathbb{R}^d} ||x||^l K^{(k)}(||x||)dx$, where $k = 0, 1, 2$, $l \in \mathbb{N} \cup \{0\}$, and $K^{(k)}$ means the $k$-th order derivative of $K$. We assume $\mu_0^{(0)} = 1$. Choose a bandwidth $h > 0$. We assume that $\sqrt{h}$ is small enough, in particular, smaller than the reach $\text{reach}$ and the injectivity radius $\text{inj}$ of the manifold $M$. Denote $K_h(X_i, X_j) := K(\|X_i - X_j\|_{\mathbb{R}^p}/h)$

D-1 Diffusion Map

The first algorithm we discuss is the diffusion map (DM), which can be viewed as a special case of VDM in that the principal bundle we are working with is trivial [53]. We refer the reader to [17] for more

\footnotesize
\[\text{Sometimes we might build up a more sophisticated graph with sparser edges like } E = \{(X_i, X_j) : \|X_i - X_j\|_{\mathbb{R}^p} \leq \sqrt{h}\} \text{ for a given } h > 0.\]
details about the DM algorithm. We make more assumptions about the signal random vector $X$:

**Assumption D.1.** *(D1)* Suppose the diameter of $M$ is bounded by $D > 0$ and the Ricci curvature has a lower bound $k \in \mathbb{R}$;

*(D2)* The p.d.f. $f \in C^3(M)$ is uniformly bounded from below and above, that is, $0 < p_m \leq f(x) \leq p_M < \infty$. However, to simplify the exploration, we assume here that $f$ is uniform. Note that when $f$ is non-uniform, further normalization is needed. [17, 53]

Given the graph $G_M$ and the kernel $K$, build up a $n \times n$ weight matrix $W$ by

$$W(i,j) = K_h(X_i, X_j).$$  \(\text{\text{(D-7)}}\)

Then, build up a $n \times n$ diagonal matrix $D$ by

$$D(i,i) := \sum_{j=1}^{n} W(i,j),$$  \(\text{\text{(D-8)}}\)

and a $n \times n$ matrix

$$L := D^{-1}W_i,$$  \(\text{\text{(D-9)}}\)

which is the graph Laplacian built from the graph $G_M$ associated with the manifold. Note that (D-7) and (D-8) are the special case of (3) and (4) when $B = \mathcal{X}$, $\mathcal{X}$ is sampled from $M$ and $g : E \rightarrow SO(1) = \{1\}$. Then we evaluate the eigenstructure of $L$, and denote $u_{DM,i} \in \mathbb{R}^n$ as the $i$-th eigenvector with the associated eigenvalue $\nu_{DM,i}$, that is,$$Lu_{DM,i} = \nu_{DM,i}u_{DM,i}.$$  \(\text{\text{(D-9)}}\)

With DM, we are allowed to introduce a new metric between sampled points, which is referred to as diffusion distance (DD):

$$d_{DM,t,n}(X_i, X_j) := \| \Phi_{t,n}(X_i) - \Phi_{t,n}(X_j) \|_{\mathbb{R}^{n-1}}.$$  \(\text{\text{(D-10)}}\)

In practice, when there is noise, that is, when $Z_i \neq 0$, we replace $X_i$ above by $Y_i$. The theoretical properties of DM and DD will be clear when $n \rightarrow \infty$.

We claim that $L$ satisfies some “sparsity” property which we define now.

**Definition 4.** The graph Laplacian built from a given weighted graph, denoted as a $n \times n$ matrix $L$, satisfies the graph sparsity property if its eigenvalues $\nu_{L, \ell}$, $\ell = 1, \ldots, n$, satisfy

$$\nu_{L, \ell} = O(e^{-\ell^{\gamma}})$$

for some $\gamma > 0$. In addition, under Assumption [D.1], the built $n \times n$ matrix $L$ in (D-9) satisfies the manifold sparsity property if its eigenvalues satisfy

$$\nu_{DM, \ell} = O(e^{-\ell^{2/D}}),$$

where the constants depends on the dimension $d$, the lower bound of the Ricci curvature $k$ and the diameter $D$ of the manifold $M$.

We claim that asymptotically as $n \rightarrow \infty$, $L$ satisfies the manifold sparsity property.

To show this claim, we need the following two Theorems. These theorems summarize the asymptotic behavior of $L$ in the pointwise sense and in the spectral sense.
Theorem D.2 (DM Pointwise Convergence). Suppose Assumption D.1 hold and let \( q \) be a function in \( C^4 \). For all \( X_i \) away from the boundary, that is, \( X_i \notin M_{\sqrt{n}} \) with high probability (w.h.p.)

\[
(Lq)[i] = q(X_i) + \frac{h^2}{2d} \Delta_q q(X_i) + O\left(h^2 + n^{-\frac{1}{2}}h^{-\frac{d-2}{4}}\right)
\]

where \( q \in \mathbb{R}^n \) and \( q(i) = q(X_i) \). For all \( X_i \) near the boundary, that is, \( X_i \in M_{\sqrt{n}} \), we have w.h.p.

\[
(Lq)[i] = q(X_i) + O(\sqrt{h})\nabla_{\partial_d} q(x_0) + O\left(h + n^{-\frac{1}{2}}h^{-\frac{d-2}{4}}\right),
\]

where \( x_0 = \arg\min_{y \in \partial M} d(X_i, y) \) and \( \nabla_{\partial_d} \) is the derivative in the normal direction.

To state the following spectral convergence result \([5, 53]\), we need a new notation. Define \( T_{DM,h} : C(M) \to C(M) \):

\[
T_{DM,h}q(y) := \frac{\sum_{j=1}^{n} K_h(y, X_j)q(X_j)}{\sum_{j=1}^{n} K_h(y, X_j)},
\]

where \( q \) is a continuous function defined on \( M \). Note that when \( M = \mathbb{R} \) and is isometrically embedded into \( \mathbb{R} \), \( T_{DM,h}q \) is the well-known Nadaraya-Watson kernel regression. In our current setup, we can view it as a generalization of the Nadaraya-Watson kernel regression to the manifold setup. We refer the reader to \([14, \text{Section 6}] \) for more details about its relationship with the regression setup. A simple argument shows that the eigenvalues and eigenfunctions of \( T_{DM,h} \) are equivalent to the eigenvalues and eigenvectors of \( L \).

Theorem D.3 (DM Spectral Convergence). Suppose Assumption D.1 and fix \( t > 0 \). Denote \( \nu_{DM,t,h,i} \) to be the \( i \)-th eigenvalue of \( T_{DM,h}^{t/h} \) with the associated eigenvector \( q_{DM,t,h,i} \). Also denote \( \nu_{t,i} \) to be the \( i \)-th eigenvalue of the heat kernel of the Laplace-Beltrami operator \( e^{t\Delta_g} \) with the associated eigen function \( q_i \).

We assume \( \nu_{DM,t,h,i} \) and \( \nu_{t,i} \) decreases as \( i \) increases, respecting the multiplicity. Fix \( i \in \mathbb{N} \). Then there exists a sequence \( h_n \to 0 \) such that

\[
\lim_{n \to \infty} \nu_{DM,t,h_n,i} = \nu_{t,i}
\]

and

\[
\lim_{n \to \infty} \|q_{DM,t,h_n,i} - q_i\|_{L^2(M)} = 0
\]

in probability.

Denote \( -\gamma_i \) to be the \( i \)-th eigenvalue of \( \Delta_g \), where \( \gamma_i \geq 0 \), which is related to \( \nu_{t,i} \) by \( \nu_{t,i} = e^{-t\gamma_i} \). Recall the well known Weyl’s theorem \([8]\), that is

\[
N(\gamma) \sim \frac{1}{(4\pi)^{d/2}\Gamma(d/2 + 1)}\gamma^{d/2},
\]

where \( N(\gamma) \) is the number of eigenvalues of \( \Delta_g \) less than \( \gamma > 0 \), and the consequence that \([7]\)

\[
\gamma_j \geq A(d, k, D)j^{2/d}, \tag{D-11}
\]

where \( j \in \mathbb{N} \) and \( A(d, k, D) \) is the universal constant depending only on \( d \), the lower bound of the Ricci curvature \( k \) and the diameter \( D \). In other words, we have \( \nu_{t,j} = O(e^{-tj^{2/d}}) \). With Theorem D.2 Theorem D.3 and (D-11), we conclude that asymptotically \( L \) satisfies the manifold sparsity property.

Recall that for several applications of DM, we need only the first few eigenvalues and eigenvectors of the graph Laplacian. For example, in the spectral clustering problem \([58]\), we only need to find the first \( k \) trivial eigenfunctions; in the cryo-EM problem, if we want to reconstruct the rotational position of each projection image, we need the first 9 non-trivial eigenfunctions \([28]\); in the random tomography problem \([52]\), only the first 2 non-trivial eigenfunctions are needed; in the orientability detection problem \([51]\), we need the first eigenfunction. More algorithms depending on the eigenstructure of the graph Laplacian can be found, to mention but a few, in \([18, 37, 44, 47, 48, 56]\).
In yet another cases, we may need to estimate the geodesic distance among points, and DD is proposed for this goal. We need to discuss some spectral geometry in order to quantify DD and understand its relationship with the geodesic distance [7]. Consider the following class of closed Riemannian manifolds \( \mathcal{M}_{d,k,D} \) with prescribed constraints:

\[
\mathcal{M}_{d,k,D} := \{(M, g)| \dim(M) = d, \text{Ric}(g) \geq (d-1)kg, \text{diam}(M) \leq D\},
\]

where Ric is the Ricci curvature and diam is the diameter. Then embed \( M \in \mathcal{M}_{d,k,D} \) into the \( \ell^2 \) space of real-valued, square integrable series by considering the heat kernel of the Laplace-Beltrami operator \( \Delta_g \) of \((M, g)\). Indeed, the classical elliptic theory allows us to decompose \( L^2(M) \) as \( L^2(M) = \bigoplus_{k=1}^{\infty} E_k \), where \( E_k \) is the eigenspace of \( \Delta_g \) corresponding to increasing eigenvalues, denoted as \( \gamma_k \) [29]. Denote by \( m(\gamma_k) \) the multiplicity of \( \gamma_k \). It is well known that \( m(\gamma_k) \) is finite. Denote \( B(E_k) \) the set of bases of \( E_k \), which is identical to the orthogonal group \( O(m(\gamma_k)) \). Denote the set of the corresponding orthonormal bases of \( L^2(M) \) by

\[
B(M, g) = \prod_{k=1}^{\infty} B(E_k).
\]

Fix \( a \in B(M, g) \) and \( t > 0 \), the authors in [7] define the map \( \Phi^a_t \), which maps \( x \in M \) to the Hilbert space \( \ell^2 \) by:

\[
\Phi^a_t : x \mapsto \left(\frac{1}{(4\pi)^{d/2}t^{(d+1)/2}}e^{-\gamma t} \phi_{\ell}(x)\right)_{\ell=1}^{\infty},
\]

where \( \phi_{\ell} \) is the eigenfunction of \( \Delta_g \) with eigenvalue \( \gamma_{\ell} \). Note that the DM is the discretization of \( \Phi^a_t \), so we may abuse the notation and call \( \Phi^a_t \) DM. With the map \( \Phi^a_t \), we are able to define a new affinity between pairs of points:

\[
d_{DM,t}(x,y) := \|\Phi^a_t(x) - \Phi^a_t(y)\|_{\ell^2}.
\]

Again, note that the DD is the discretization of \( d_{DM,t} \), so we may abuse the notation and call \( d_{DM,t}(x,y) \) the DD between \( x \) and \( y \). In addition to showing that we can define a metric on \( \mathcal{M}_{d,k,D} \) so that \( \mathcal{M}_{d,k,D} \) becomes precompact, it has been shown that the diffusion mapping satisfies the following “almost isometric” property [51]:

**Theorem D.4.** Let \((M, g) \in \mathcal{M}_{d,k,D} \). For all \( t > 0 \), \( \Phi^0_t \) is diffeomorphic. Furthermore, suppose \( x, y \in M \) so that \( x = \exp_y v \), where \( v \in T_y M \). When \( \|v\|^2 \ll t \ll 1 \) we have the following asymptotic expansion of DD:

\[
d_{DM,t}(x,y) = \|v\|^2 + O(t\|v\|^2).
\]

This theorem, when combined with the above spectral convergence theorem, says that the DD provides an accurate estimation of the geodesic between two close points.

Theorem D.4 and the manifold sparsity property lead to the following practical fact – if we are allowed a positive small error when we estimate the geodesic distance, we do not need to recover the whole eigenstructure. Instead, the first few eigenvalues and eigenvectors are enough. To be more precise, if we allow the error in the geodesic distance estimate to be \( \delta > 0 \) so that \( t\|v\|^2 \ll \delta^2 < \|v\|^2 \), then we need only the first \( n' \) eigenvalues and eigenfunctions so that

\[
\frac{1}{(4\pi)^{d/2}t^{d+1}} \sum_{\ell=n'+1}^{\infty} e^{-2\gamma_{\ell} t} \leq \delta^2.
\]

The above results partially explains why the commonly applied truncated diffusion map of the dataset with diffusion time \( t \) and truncation \( \delta' \) is stable to noise. In particular, the truncated DM, denoted as \( \Phi_{t,n}^{\delta'} \), is defined as:

\[
\Phi_{t,n}^{\delta'} : X_i \mapsto (e^{-\nu_{DM,t,n}(i)}^{m})_{i=2}^{m},
\]

where \( m > 0 \) is the first eigenvalue satisfies \( \nu_{DM,m} \leq \delta' \).
D-2 Vector Diffusion Map

As a generalization of DM, VDM shares several similar properties of DM. We discuss the VDM on the frame bundle and its associated tangent bundle here \[^{[51]}\]. For VDM associated with the more general principal bundle structure, we refer the reader to \[^{[53]}\]. Suppose the signal is noise free. Note that when the signal is contaminated by noise, unlike the DM algorithm, the noise model is complicated by the way we prepare the input to the VDM algorithm. One particular example is the class averaging algorithm based on VDM shown in Section \[^{[A]}\]. Assume that Assumption \[^{[D.1]}\] holds and the graph \(G_M\) is given. In addition, we assume a group-valued function \(b : V \rightarrow O(d)\), and define \(g(i, j) := b(i)^T P_{X_i, X_j} b(j)\), where \(P_{X_i, X_j}\) presents the parallel transport \[^{[22]}\] of the vector field from \(X_i\) to \(X_j\). Define \(w(i, j) := K_h(X_i, X_j)\), for a given \(h > 0\). Build up \(S\) and \(D\) from the graph \(G_M\) by \(^{[5]}\) and \(^{[4]}\). The matrix \(C := D^{-1}S\) is referred to as Graph Connection Laplacian \(^{[2]}\). It is an operator acting on \(v \in \mathbb{R}^{nd}\) by

\[
(Cv)[i] = \frac{\sum_{j: (i, j) \in E} K_h(X_i, X_j) g(i, j) v[j]}{\sum_{j: (i, j) \in E} K_h(X_i, X_j)},
\]

(D-15)

where \(v[j] := (v((j - 1)d + 1), \ldots, v(jd)) \in \mathbb{R}^d\). The geometrical meaning of the above quantities deserves some discussions. First, note that the tangent plane \(T_{X_i} M\) is isomorphic to \(\mathbb{R}^d\) \(^{[22]}\), but they are different. \(b(i) \in O(d)\) is actually a basis of the tangent plane of \(T_{X_i} M\), which maps \(\mathbb{R}^d\) isomorphically to \(T_{X_i} M\). The parallel transport \(P_{X_i, X_j}\) is a geometrical generalization of the notion “parallel translation” in the Euclidean space. By definition, it is an isometric mapping \(T_{X_i} M\) to \(T_{X_j} M\). As a result, \(g(i, j) \in O(d)\) is an isometric map from \(\mathbb{R}^d\) to \(\mathbb{R}^d\), and geometrically it maps the coordinate of a vector field at \(X_j\) to the vector field \(b(j)v[j]\), parallel transport \(b(j)v[j]\) to \(X_i\), and then evaluate the coordinate of \(P_{X_i, X_j} b(j)v[j]\) with related to the basis \(b(i)\).

We consider the following symmetric matrix which is similar to \(C\)

\[
\tilde{S} = D^{-1/2}SD^{-1/2}.
\]

Since \(\tilde{S}\) is symmetric, it has a complete set of eigenvectors \(v_{\text{VDM},1}, v_{\text{VDM},2}, \ldots, v_{\text{VDM},nd}\) and eigenvalues \(\mu_{\text{VDM},1}, \mu_{\text{VDM},2}, \ldots, \mu_{\text{VDM},nd}\), where the eigenvalues are ordered by \(|\mu_{\text{VDM},1}| \geq |\mu_{\text{VDM},2}| \geq \ldots \geq |\mu_{\text{VDM},nd}|\). Then, fix \(t > 0\), we define the vector diffusion mapping (VDM) \(V_{t,n}\), which is a map from \(X\) to \(\mathbb{R}^{(nd)^2}\) by

\[
V_{t,n} : X_i \mapsto ((\mu_{\text{VDM},1} \mu_{\text{VDM},r})^i (v_{\text{VDM},l}[i], v_{\text{VDM},r}[i]))_{l,r=1}^{nd},
\]

where \(v_{\text{VDM},l}[i]\) is a \(d\)-dim vector containing the \((i - 1)d + 1\)-th entry to the \(id\)-th entry of \(v_{\text{VDM},l}\). With this map, the Hilbert-Schmidt norm block of \(\tilde{S}\) satisfies

\[
\|\tilde{S}^{2t}(i, j)\|_H^2 = (V_{n,n}(X_i), V_{n,n}(X_j)),
\]

that is, \(\|\tilde{S}^{2t}(i, j)\|_H^2\) becomes an inner product for the finite dimensional Hilbert space. The reason we need to consider \(\tilde{S}^{2t}\) and not \(\tilde{S}^{t}\) for instance is that all eigenvalues \(\mu_{\text{VDM},t}\) of \(\tilde{S}\) reside in the interval \([-1, 1]\), and we can not guarantee the positivity of \(\mu_{\text{VDM},t}\) when \(n\) is finite. We can then define the vector diffusion distance (VDD) to quantify the affinity between nodes \(i\) and \(j\):

\[
d_{\text{VDM},t,n} := \|V_{t,n}(X_i) - V_{t,n}(X_j)\|^2.
\]

We claim that asymptotically \(C\) also satisfies the manifold sparsity property, that is,

\[
\mu_{\text{VDM},t} = O(e^{-\ell^2/d}),
\]

where the constants depends \(d\), the lower bound of the Ricci curvature \(k\) and the diameter \(\ell\).

As is discussed in the DM, we need the pointwise convergence and the spectral convergence of \(C\).

**Theorem D.5** (VDM Pointwise Convergence). Suppose Assumption \[^{[D.1]}\] hold and \(X \in C^4(TM)\). For all \(X_i \notin M_{\sqrt{n}}\) with high probability (w.h.p.)

\[
b(i)(C\overline{X})[i] = X(X_i) + h\mu_2 \nabla^2 X(X_i) + O(h^2) + O\left(\frac{1}{n^{1/2}h^{d/4-1/2}}\right)
\]
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where \( \mathbf{X} \in \mathbb{R}^{n,d} \) and \( \mathbf{X}[i] = b(i)^{-1} \mathbf{X}(X_i) \). For all \( X_i \in M_{\sqrt{n}} \), we have w.h.p.

\[
    b(i)(C\mathbf{X})[i] = \mathbf{X}(X_i) + O(\sqrt{n})P_{x_0}x_0\nabla_{\partial_i} \mathbf{X}(x_0) + O(h) + O\left(\frac{1}{n^{1/2}h^{d/4-1/2}}\right),
\]

where \( x_0 = \text{argmin}_{y \in \mathcal{M}} d(X_i, y) \) and \( \nabla_{\partial_i} \) is the derivative in the normal direction.

Define an operator \( T_{\text{VDM},h} : C(TM) \rightarrow C(TM) \),

\[
    T_{\text{VDM},h} \mathbf{X}(y) := \frac{\sum_{j:(i,j) \in E} K_h(y, X_j)P_{y,X_j} \mathbf{X}(X_j)}{\sum_{j:(i,j) \in E} K_h(y, X_j)},
\]

where \( \mathbf{X} \in C(TM) \).

**Theorem D.6 (VDM Spectral Convergence).** Suppose Assumption \[D.7\] and fix \( t > 0 \). Denote \( \mu_{\text{VDM},t,h,i} \) to be the \( i \)-th eigenvalue of \( T_{\text{VDM},h} \) with the associated eigenvector \( \mathbf{X}_{\text{VDM},t,h,i} \). Also denote \( \mu_{t,i} > 0 \) to be the \( i \)-th eigenvalue of the heat kernel of the Connection Laplacian \( e^{t\nabla^2} \) with the associated eigen-vector field \( \mathbf{X}_{t,i} \). We assume that both \( \mu_{\text{VDM},t,h,i} \) and \( \mu_{t,i} \) decrease as \( i \) increases, respecting the multiplicity. Fix \( i \in \mathbb{N} \). Then there exists a sequence \( h_n \rightarrow 0 \) such that

\[
    \lim_{n \rightarrow \infty} \mu_{\text{VDM},t,h_n,i} = \mu_{t,i}
\]

and

\[
    \lim_{n \rightarrow \infty} \| \mathbf{X}_{\text{VDM},t,h_n,i} - \mathbf{X}_{t,i} \|_{L^2(TM)} = 0
\]

in probability.

We denote the spectrum of \( \nabla^2 \) by \( \{-\lambda_l\}_{l=0}^{\infty} \), where \( 0 = \lambda_0 \leq \lambda_1 \leq \ldots \), and the corresponding eigenspaces by \( F_l := \{ \mathbf{X} \in L^2(TM) : \nabla^2 \mathbf{X} = -\lambda_l \mathbf{X}\} \), \( l = 0, 1, \ldots \). Note that the Weyl’s theorem holds for the connection Laplacian, that is,

\[
    \mathcal{N}(\mu) \sim \frac{1}{(4\pi)^{d/2}(2d/2 + 1)!} \mu^{d/2},
\]

where \( \mathcal{N}(\mu) \) is the number of eigenvalues of \( \nabla^2 \) less than \( \mu > 0 \). Thus, we have the consequence that \[60\]

\[
    \lambda_j \geq A'(d, k, D) j^{2/d},
\]

where \( j \in \mathbb{N} \) and \( A'(d, k, D) \) is the universal constant depending only on \( d \), the lower bound of the Ricci curvature \( k \) and the diameter \( D \). Note that \( \mu_{t,i} = e^{-t\lambda_i} \). In other words, we have \( \mu_{t,j} = O(e^{-t^{2/d}}) \), and hence the claim.

We have similar results for VDM and VDD based on spectral geometry \[60\]. It is well known \[29\] that \( \text{dim}(F_l) < \infty \), the eigen-vector-fields are smooth and form a basis for \( L^2(TM) \), that is, \( L^2(TM) = \bigoplus_{l \in \mathbb{N} \cup \{0\}} F_l \), i.e., it is the completion of \( \bigoplus_{l \in \mathbb{N} \cup \{0\}} F_l \) according to the measure associated with \( g \). To simplify the statement, we assume that \( \lambda_l \) for each \( l \) are simple and \( X_l \) is a normalized basis of \( F_l \). Note that in general \( \lambda_0 \) may not exist: a simple example is found considering \( S^2 \) with the standard metric. Denote \( B(F_k) \) the set of bases of \( F_k \), which is identical to the orthogonal group \( O(\text{dim}(F_k)) \). Denote the set of the corresponding orthonormal bases of \( L^2(TM) \) by

\[
    B(TM, g) = \Pi_{k=1}^\infty B(F_k).
\]

Fix \( a \in B(TM, g) \) and \( t > 0 \), define the **vector diffusion map** (VDM), denoted as \( V_t^a \), which maps \( x \in M \) to the Hilbert space \( \ell^2 \) by

\[
    V_t^a : x \mapsto \left( \frac{1}{\sqrt{\text{det}(4\pi)^{d/2}(d+1)/2}} e^{-(\lambda_n + \lambda_m)t/2} \langle \mathbf{X}_n(x), \mathbf{X}_m(x) \rangle \right)_{n,m=1}^\infty,
\]

where \( \mathbf{X}_m \) is the eigen-vector field of \( \nabla^2 \) with the eigenvalue \( \lambda_m \). With the VDM, we define a new affinity referred to as **vector diffusion distance** (VDD) between pairs of points by

\[
    d_{\text{VDM},t}(x, y) := \| V_t^a(x) - V_t^a(y) \|_{\ell^2},
\]

It has been shown that the VDM satisfies the following “almost isometric” property \[51\ [60]:
Theorem D.7. Let \((M,g) \in \mathcal{M}_{d,k,D}\). For all \(t > 0\), the VDM \(V_t^a\) is diffeomorphic. Furthermore, suppose \(x,y \in M\) so that \(x = \exp_y v\), where \(v \in T_y M\). When \(\|v\|^2 < t \ll 1\) we have the following asymptotic expansion of VDD:

\[
d^2_{VDM,t}(x,y) = \|v\|^2 + O(t\|v\|^2)
\]

(D-18)
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