Artificial Neural Networks to Estimate the Influence of Vehicular Emission Variables on Morbidity and Mortality in the Largest Metropolis in South America
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Abstract: The emission of pollutants from vehicles is presented as a prime factor deteriorating air quality. Thus, seeking public policies encouraging the use and the development of more sustainable vehicles is paramount to preserve populations’ health. To better understand the health risks caused by air pollution and exclusively by mobile sources urges the question of which input variables should be considered. Therefore, this research aims to estimate the impacts on populations’ health related to road transport variables for São Paulo, Brazil, the largest metropolis in South America. We used three Artificial Neural Networks (ANN) (Multilayer Perceptron—MLP, Extreme Learning Machines—ELM, and Echo State Neural Networks—ESN) to estimate the impacts of carbon monoxide, nitrogen oxides, ozone, sulfur dioxide, and particulate matter on outcomes for respiratory diseases (morbidity—hospital admissions and mortality). We also used unusual inputs, such as road vehicles fleet, distributed and sold fuels amount, and vehicle average mileage. We also used deseasonalization and the Variable Selection Methods (VSM) (Mutual Information Filter and Wrapper). The results showed that the VSM excluded some variables, but the best performances were reached considering all of them. The ELM achieved the best overall results to morbidity, and the ESN to mortality, both using deseasonalization. Our study makes an important contribution to the following United Nations Sustainable Development Goals: 3—good health and well-being, 7—affordable and clean energy, and 11—sustainable cities and communities. These research findings will guide government about future legislations, public policies aiming to warranty and improve the health system.
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1. Introduction

According to the Lancet Commission on pollution and health [1], 9 million premature deaths were attributable to air pollution in 2015 (16% of all deaths in the world), greater than deaths by
AIDS, tuberculosis and malaria combined, and around 15 times those from all wars and other kinds of violence.

Due to the high impact of air pollutants on human health, it is considered a big issue faced by developed and developing countries [2,3], and mobile sources are a well-known villain at urban centers [4–6]. Therefore, the International Agency for Research on Cancer (IARC) classified diesel engine exhaust emissions as carcinogenic, increasing government responsibility to establish legislations aiming at the diminution of vehicle emissions [4–6]. In this context, the Brazilian government created, in 1986, a program to control air pollution by vehicles (PROCONVE) aiming to progressively reduce air pollutants emissions from vehicles. For example, from 2009 to 2013, the country reduced 42% of nitrogen oxides (NO\textsubscript{x}) light duty vehicles emissions. Additionally, the government launched the “Route 2030 Program—Mobility and Logistic” with one major aim of improving vehicles’ sustainability by enhancing the production of electric vehicles and those using biofuels, which may reduce air pollutants emission [7].

Many researches aiming to investigate urban air pollution were done in the past few years. More precisely, Andrade et al. [8] showed the evolution of transport emissions of the last 30 years and future perspectives for São Paulo, Brazil. The authors concluded that the transportation sector is a big challenge to urban areas, being responsible for most of the air pollutants emission, and highlighted that the use of cleaner fuels and new engine technologies is paramount for improving air quality. The WHO [9] reported one of the main sources of urban ambient particulate matter (PM) is vehicle emissions, and estimated a relative share of 34% at Brazilian urban sites. Andrade et al. [10] and Miranda et al. [11] performed source distribution analyses in six Brazilian state capitals, including the Metropolitan Region of São Paulo. The authors concluded that the largest percentage of pollutant concentrations is due to high traffic volumes.

Bell et al. [12] assessed the relation between energetic policies and pollutants concentrations in three Latin American cities: Mexico City (Mexico), Santiago (Chile), and São Paulo (Brazil). For each city, a hypothetic emission scenario was developed to estimate how the actual and future patterns of fossil fuel use can affect the air quality. Health effect analyses were done to estimate the number of morbidity and mortality events that could be avoided if modest air pollution control policies were adopted. The authors found health expenses of roughly $21 to $165 billion (US) could be avoided.

Although pollution challenges have been faced by a variety of Brazilian cities, the São Paulo megacity deserves attention, as it is considered the major urban conglomerate of South America [13], one of the 31 global megacities [14], and its intensive growth is worsening the air quality of São Paulo, according to Andrade et al. [8], mainly due to mobile sources.

To better understand the influence of air pollution from mobile sources on the population’s health raises the question as to which input variables should be considered. Usually, researchers consider only climatic variables as inputs to assess health effects linked to air pollution [15–20]. However, other input variables should be considered to take into account the contribution of mobile sources, such as road transport ones, as new engine technologies and alternative fuels are arising and electric vehicles production is also being encouraged [8,21,22].

Patra et al. [23] presented a review of researches about particulate matter impact on human health, pointing out empiric evidences between the following parameters: humidity; silt content and moisture content of particulate matter; vehicle speed; drop height; vehicle weight; size of loader; exposed surface area; loading and unloading frequency; number of dry days; and others.

Road transport variables, such as vehicles fleet, used fuels, and others are available monthly; thus regression models commonly used to estimate air pollution impacts on population health may not capture relationships between variables, due to small databases. As an alternative, Artificial Neural Networks (ANN) were preferred. These methodologies are important candidates to solve mapping problems, since they are capable of approximating any nonlinear functions if they are limited, continuous, differentiable and defined in a compact space [24]. The ANN are characterized by an intrinsic learning capability and a present generalization ability [24–26].
In air the pollution field, Artificial Neural Networks have been widely used for air pollutants forecasting [27–32]. For example, in 1998, Gardner and Dorling [33] already concluded that ANN is a successful methodology to predict air pollutants concentration and that it provides better results than linear statistical methods due to the non-linear behavior of data.

Nagendra and Khare [34] used ANN to explain traffic effects on the concentration of PM$_{10}$. Zolghadri and Cazaurand [35] also predicted PM$_{10}$ concentrations using ANN, and concluded that inclusion of traffic emissions data improved the results. Fernando et al. [36] predicted PM$_{10}$ concentrations at metropolitan areas, showing that ANN are easier, faster and more economic without compromising prediction precision. Additionally, Cabaneros et al. [30] reported a review of researches with a focus on air pollution forecasting using ANN from 2001 to February 2019, resulting in 139 peer-reviewed articles.

However, ANN have been used less to estimate the human health impacts of air pollution. Wang et al. [37] studied the impact of nitrogen oxides (NO$_x$), sulfur dioxide (SO$_2$), carbon monoxide (CO), total suspended particles (TSP), and PM$_{10}$ on mortality for respiratory diseases in Beijing (China) using ANN. Kassomenos et al. [16] predicted the daily number of hospital admissions for cardio respiratory diseases due to CO, NO$_2$, SO$_2$, ozone (O$_3$), black smoke concentrations, and meteorological data (temperature, relative humidity, and wind speed and direction) in Athens, Greece. The authors applied Generalized Linear Models (GLM) and ANN, showing the superior performance of the last. Fontes et al. [38] developed ANN to predict the impact of traffic emissions on human health, using as input traffic and meteorological data. Sundaram et al. [39] applied ANN to predict respiratory, cardiovascular and total mortality due to temperature, relative humidity, and CO, SO$_2$, NO$_x$, hydrocarbons, O$_3$, and particulates concentrations. Tadano et al. [40] assessed PM$_{10}$, temperature and relative humidity impact on hospital admissions for respiratory diseases in Campinas city, Brazil. Polezer et al. [20] showed that ANN can be applied to forecast air pollution impact on human health, even when the dataset is short or has many gaps (a Brazilian data reality). Araujo et al. [41] used ten distinct ANN, four ensembles and Generalized Linear Models (GLM) to estimate PM$_{10}$ impact on hospital admissions for respiratory diseases in Campinas and São Paulo cities, Brazil, concluding that ANN and ensembles had better performances than GLM.

Subsequently, to estimate health effects related to road transport variables, we considered monthly input data from 2003 to 2017 for: road vehicles fleet; distributed and sold vehicles by fuels (gasoline, ethanol, diesel, and hybrid/electric); vehicle average mileage; concentration of gases (carbon monoxide—CO, nitrogen oxides—NO$_x$, ozone—O$_3$, and sulfur dioxide—SO$_2$); and particulate matter less than 10 m in aerodynamic diameter (PM$_{10}$); as output, we considered morbidity and mortality from respiratory diseases (International Classification of Diseases ICD-10/J00-J99). As mentioned, São Paulo was the target of our research.

To do so, we used the Variable Selection Methods and Mutual Information Filter and Wrapper together with three Artificial Neural Network (ANN) architectures: Multilayer Perceptron (MLP), Extreme Learning Machines (ELM), and Echo State Networks (ESN).

This research will provide useful information to the development of new technologies, aiming more consistent public policies to improve population life quality, such as air quality, health, and sustainable urban mobility.

2. Methods Theory

2.1. Deseasonalization and Stationarization

Many real-time series present seasonal behaviors, mainly due to variations in the weather during a time window [42]. For example, the temperature changes according to the season, being higher in the summer and lower in the winter, and the rainfall periods are different in each season depending on the location [25,42].
The aforementioned cases show that the seasonal pattern is present in the real world and that it may disturb the prediction capability of the models. In this sense, the application of a mathematical preprocessing technique named deseasonalization prior to the effective data insertion in the models and the prediction can be useful [26].

Siqueira et al. [26] presented a procedure to deseasonalize monthly seasonal streamflow series. This method produces a new series with zero mean and unit variance, which is approximately stationary, and is given by Equation (1):

\[ z_{i,m} = \frac{s_{i,m} - \mu_m}{\sigma_m}, \]  

where \( s_{i,m} \) are the samples of the original series which is transformed into a new series \( Z_{i,m} \); \( \mu_m \) and \( \sigma_m \) are the mean and the standard deviations of each month \( m \), respectively, estimated using Equations (2) and (3):

\[ \mu_m = \frac{1}{N_y} \sum_{i=1}^{N_y} s_{i,m}, \]  

\[ \sigma_m = \sqrt{\frac{1}{N_y} \sum_{i=1}^{N_y} (s_{i,m} - \mu_m)^2}, \]

where \( i = 1, 2, \ldots, N_y \) are the corresponding year for the month \( m = 1, 2, \ldots, 12 \).

In addition to the deseasonalization application, data stationarization is a good way to transform a series into a stationary one, even if it does not have a seasonal component [43,44]. In this case, the mean and standard deviation are calculated to the whole series, using Equations (4) and (5):

\[ \mu = \frac{1}{N} \sum_{i=1}^{N} s_i, \]  

\[ \sigma = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (s_i - \mu)^2}, \]

where \( N \) is the total number of samples available.

Then, the new stationary series is given by Equation (6) [42]:

\[ z_i = \frac{s_i - \mu}{\sigma}. \]

It is important to mention that the seasonal component is reinserted after predictions and before the calculation of performance metrics.

2.2. Input Selection

Variable selection is an approach aiming to identify the best set of inputs that increase the approximation capability of a predictor. This process is very important, as it can reduce the number of parameters to be adjusted by the model, which leads to computational effort reduction and helps understand the data [45]. We used Mutual Information and Wrappers as variable selection techniques.

2.2.1. Mutual Information

The Mutual Information (MI) method is a type of filter approach to subset selection. Filters are characterized by data-based methods, as the subset is chosen according to some correlation between the input candidate and the target [45,46].
The MI comes from the information theory and measures the nonlinear dependence between inputs [26,47]. The mutual information among two independent variables \((x\text{ and } y)\) is given by Equation (7):

\[
MI(x, y) = \sum_{y \in Y} \sum_{x \in X} f_{xy}(x_i, y_i) \log_{10} \left( \frac{f_{xy}(x_i, y_i)}{f_x(x_i) f_y(y_i)} \right),
\]

(7)

where \(f_x(x_i)\) and \(f_y(y_i)\) are the respective marginal distributions of \(x_i\) and \(y_i\); \(f_{xy}(x_i, y_i)\) is the joint probability density function, and \((x_i, y_i)\) are the respective \(i\)-th pair of samples, with \(i=1, 2, \ldots, N\).

The aforementioned variables calculation in Equation (7) is given by city-block kernel functions, because they do not assume some distribution a priori. In addition, the bootstrap method is used to determine the confidence level [43].

2.2.2. Wrappers

The wrapper methodology for subset selection is quite different from the filters as it depends on the predictor [45]. Considering \(N\), the total number of inputs, subsets are created, and the predictor adjustment and validation to each subset are done; we then observe the achieved performances. Therefore, the selected subset is the one that leads to the best results.

The wrapper’s main advantage is that the model is taken into account to analyze the influence of each input. However, to be model-dependent, its computational effort tends to be elevated, as the model has to be adjusted to each candidate subset [46].

In this sense, forward selection is often used to reduce the number of adjusted models. To do so, initially an empty subset of inputs is considered. Then the model is adjusted considering each single input variable and the one that leads to the best performance is selected to the final subset. After that, the model is trained considering two inputs, the one selected in the previous step and the remaining \((N-1)\) variables. The second variable selected is the one that leads to the smallest error, along with the first. These steps are repeated until the size of the subset is \(N\), which means all of the variables are in it. The subset that leads to the best error metrics is chosen [26].

2.3. Artificial Neural Networks

This research used three architectures of Artificial Neural Networks (ANN): Multilayer Perceptron (MLP), Extreme Learning Machines (ELM), and Echo State Networks (ESN), to estimate road traffic variables’ impact on human health. Due to the similarities in their structure, the ELM and ESN are collectively known as Unorganized Machines (UMs) [25].

2.3.1. Multilayer Perceptron

The Multilayer Perceptron (MLP) is the most known and used Artificial Neural Network (ANN) worldwide. It is a universal approximator, since it is capable of approximating any nonlinear, continuous, limited, and differentiable function [24]. The MLP is composed of groups of artificial neurons called layers: the first layer is responsible for transmitting the input signal to the hidden layers; these produce a nonlinear mapping, transforming the input signal to another space; and the last one is the output layer, which receives the transformed signal and, by means of linear combinations, generates the network output [24]. In the MLP architecture, the same layer neurons are not connected and do not exchange information, while neurons of disjoint layers are connected. This is a characteristic of feedforward networks, which do not have recurrence or feedback loops [48].

The information processing of an MLP can be expressed as follows. Initially, consider \(u\) as the vector containing the network inputs, \(b\) as the polarization vector (bias), and \(w_{kn}\) as the weights of the
intermediate layer, with \( n = 1, ..., N \) being the index of each input, \( k = 1, ..., K \) indicating the neuron, and \( w_{1k}^0 \) the connections of the output neuron. Therefore, the output of the network is given by Equation (8):

\[
y = f \left[ \sum_{k=1}^{K} w_{1k}^0 \left( f \sum_{n=1}^{N} w_{kn}^i u_n + b \right) \right], \tag{8}
\]

where \( f \) is the activation function of the hidden neurons and \( f_s \) is a linear activation function of the output neurons.

The training process of a neural network consists of adjusting the synaptic weights of the artificial neurons [24]. In the MLP, an iterative process is applied, usually by means of an unrestricted linear optimization algorithm solution [49]. To do so, the error gradient between the output network and the desired response is calculated using the backpropagation algorithm. The steepest descent is the algorithm most often applied to reduce this error [24].

It is noted that the user has to define the stop criterion. Often, the maximum number of iterations is adopted. It is important to mention that the cross-validation method must be applied to define the most appropriate topology and to avoid overfitting [49].

2.3.2. Extreme Learning Machines

Extreme Learning Machines (ELM) are single layer feedforward neural networks, introduced by Huang et al. [50]. In this proposal, the neurons’ arrangement is quite similar to the traditional MLP architecture. However, ELM present a remarkable dissemblance in the training process [48].

The proposers proved that randomly generated weights of the hidden layer can stand untuned. The only previous condition is that the activation function of the intermediate neurons needs to be continuously differentiable [48]. Additionally, they demonstrated that ELM are universal approximators, as the insertion of new neurons in the intermediate layer leads to a decrease in the output error [26].

The training process of an ELM becomes simple and solely involves finding the best set of neuron weights in the output layer. This problem can be performed by solving a linear regression problem. Huang et al. [48] suggest the use of the Moore–Penrose generalized inverse operation to overcome the task, as this technique simultaneously minimizes the norm of the output weight vector and the mean square error between the network output and the desired signal.

In this work, considering the set of inputs \( u_n = [u_n, u_{n+1}, ..., u_N]^T \), with \( n = 1, ..., N \) being the corresponding input data, the activation \( x_h^n \) of the neurons in the intermediate layer (the output of this layer) is given by Equation (9):

\[
x_h^n = f^h(W^h u_n + b), \tag{9}
\]

where \( W^h \) is the matrix containing the hidden layer weights, \( b \) is a column vector of bias and \( f^h(.) \) specifies neuron activation functions.

The network output signal \( y \) is generated according to Equation (10):

\[
y = W^{out} x_h^n, \tag{10}
\]

where \( W^{out} \) is the output layer weights.

Finally, the training process, as mentioned, is performed by the application of the Moore–Penrose inverse operation, according to Equation (11):

\[
W^{out} = \left( X^T_h X_h \right)^{-1} X^T_h d, \tag{11}
\]

where \( X_h \) is the matrix containing the hidden layer outputs, \( \left( X^T_h X_h \right)^{-1} X^T_h \) is the pseudo-inverse matrix, and \( d \) is the vector with the desired outputs (target).
2.3.3. Echo State Networks

Echo State Networks (ESN) were proposed by Jaeger [51]. They present similarities with ELM in terms of their simplicity in the training process. The main difference is that ESN are Recurrent Neural Networks (RNN), presenting feedback loops of information, with some outputs reinserted as inputs [52].

Jaeger [51] proved that, under specific conditions, the W matrix representing the dynamic reservoir is a nonlinear transformation directly influenced by the recent history of the input signal (hence the term echo). It allows the intermediate layer to be set in advance and can be kept unchanged during the training. Therefore, only the output layer has to be adjusted by means of least squares problem solution. The author named this condition “echo state propriety” [52].

ESN present recurrent connections within the intermediate layer, called the dynamic reservoir. The neurons activation in the reservoir (the output of this layer) is influenced by the current input and the previous state, according to Equation (12):

\[
x_{n+1} = \phi(W^{in}u_{n+1} + Wx_n),
\]

where \(u_n = [u_n, u_{n+1}, \ldots, u_{n-K-1}]^T\) is the input signal, \(W^{in}\) is the input layer, \(W\) is the reservoir that presents the synaptic weights of the feedback connections and \(\phi(.) = [f_1(.), f_2(.), \ldots, f_N(.)]\) are the activation functions.

The ESN output signal is calculated by Equation (13):

\[
y_{n+1} = W^{out}x_{n+1}.
\]

Jaeger [51] suggests a way to generate the reservoir that respects the echo state propriety. In this proposal, he created a \(W\) sparse matrix according to Equation (14). The elements (synaptic weights) of this matrix are given by:

\[
W = \begin{cases} 
0.4 & \text{with probability } 0.025 \\
-0.4 & \text{with probability } 0.025 \\
0.0 & \text{with probability } 0.950
\end{cases}
\]

Finally, as in ELM, the training process is performed applying the Moore–Penrose inverse operation, as in Equation (15):

\[
W^{out} = (X^TX)^{-1}X^Td,
\]

where \((X^TX)^{-1}X^T\) is the matrix containing the reservoir outputs and \(d\) is the desired response.

3. Case Study

The goal of this study is to forecast mortality and morbidity for respiratory diseases, considering variables regarding road vehicles transport, in São Paulo city, Brazil. The input variables are categorized as: road vehicles fleet; distributed and sold fuels amount (gasoline, ethanol, diesel, and hybrid/electric); vehicle average mileage; gases (CO, NO\(_x\), O\(_3\), and SO\(_2\)); and PM\(_{10}\) concentrations. The considered outputs were morbidity and mortality for respiratory diseases. Monthly data for a long period (from January 2003 to December 2017) were used instead of a shorter daily series due to lack of daily information about road transport variables, such as vehicles fleet and fuel distribution.

São Paulo is the most populous city in South America and the seventh most populous city on Earth; it has approximately 12,038,175 inhabitants in a 1521 km\(^2\) area and has 8,036,824 motor vehicles circulating every day. It is also an economic hub of Latin America and has a Human Development Index (HDI) of 0.805. The city presents air pollutants concentration around twice the Air Quality Guidelines established by the World Health Organization [9,53,54].
The temporal series of motor vehicles number in São Paulo city were obtained from the statistical series of the National Department of Transit [53]. The National Agency of Petroleum, Natural Gas and Biofuels [55] provided the distribution of fuels for retailers (gasoline, ethanol, diesel, and hybrid/electric). The vehicle average mileage, PM$_{10}$, NO$_x$, O$_3$, SO$_2$ [g/m$^3$], and CO (ppm) concentrations were provided by the Companhia Ambiental do Estado de São Paulo (CETESB, São Paulo State Environmental Protection Agency) [54]. The pollutants concentrations were collected from ten stations of São Paulo city held by CETESB: Capão Redondo (PM$_{10}$, NO$_x$, O$_3$); Cidade Universitária—USP/Ipen (PM$_{10}$, NO$_x$, O$_3$); Cerqueira César (PM$_{10}$, NO$_x$, SO$_2$, CO); Congonhas (PM$_{10}$, NO$_x$, O$_3$, SO$_2$, CO); Grajaú-Parelheiros (PM$_{10}$, NO$_x$, O$_3$, CO); Interlagos (PM$_{10}$, NO$_x$, O$_3$, SO$_2$); Itaim Paulista (PM$_{10}$, NO$_x$, O$_3$); Marginal Tietê-Ponte dos Remédios (PM$_{10}$, NO$_x$, SO$_2$, CO); Parque Dom Pedro II (PM$_{10}$, NO$_x$, O$_3$, SO$_2$, CO); and Nossa Senhora do Ó (PM$_{10}$, O$_3$) [54]. As the air quality database is daily, we calculated the monthly average.

Finally, the morbidity and mortality rates for respiratory health problems (Codes J00-J99 from the International Classification of Diseases—ICD 10) were obtained from the Informatics Department of the Unified Health System [56]. It is necessary to highlight that the information comprises only public health, disregarding data from health insurances and private morbidity.

These targets are the main outcomes related to air pollution, the reason to be considered. In the studied period, February 2011 was the month with the highest morbidity (1461), and May 2006 had the highest mortality (29). The minimums occurred on January 2008 (169 for morbidity) and on March 2008 (2 for mortality).

Figures 1 and 2 show the behavior of the morbidity and mortality databases, respectively. It is possible to observe the seasonal behavior of the morbidity data.

![Figure 1. Number of deaths by respiratory diseases per studied months.](image1)

![Figure 2. Number of hospital admissions for respiratory diseases per studied months.](image2)
The computational step involved the 11 aforementioned input variables, and the desired signals (target) were mortality or morbidity. We applied the variables selection method (Mutual Information Filter and Wrapper), together with the three neural models previously described: MLP, ELM, and ESN. Additionally, we evaluated the performance considering all inputs at the same time. The adopted performance metrics were the Mean Square Error (MSE), the Mean Absolute Error (MAE), and the Mean Absolute Percentage Error (MAPE) [42].

The data were divided into three sets:

(a) Considering mortality for respiratory diseases as a target:
- **Training:** from January 2003 to December 2010 (8 years/96 samples);
- **Validation:** from January 2011 to December 2013 (3 years/36 samples);
- **Test:** from January 2014 to December 2016 (3 years/36 samples).

(b) Considering morbidity (hospital admissions) for respiratory diseases as a target:
- **Training:** from January 2003 to December 2011 (9 years/108 samples);
- **Validation:** from January 2012 to December 2014 (3 years/36 samples);
- **Test:** from January 2015 to December 2017 (3 years/36 samples).

The deseasonalization procedure was applied to the following variables (using Equation (1)) due to their monthly seasonal behavior: morbidity, gasoline consumption, diesel consumption, PM$_{10}$, NO$_x$, O$_3$, SO$_2$, and CO concentrations. The other variables (mortality, ethanol consumption, number of electric/hybrid vehicles, and mileage round) were only stationarized, using Equation (6).

The models’ performance is summarized in Table 1, “WRP” being the acronym to Wrapper, “MI” being Mutual Information, “All” the use of all inputs, and “NN” the number of neurons in the neural models’ hidden layer. The achieved values are the mean of 30 independent simulations and the best performances are highlighted in bold. The number of neurons was defined empirically by previous tests, initiating with three, then five and after that with an increase by increments of five until reaching 200 units. In addition, all the ANN present only one hidden layer [57].

Finally, we applied the Friedman’s test with a 95% confidence interval. All cases achieved $p$-values very close to zero (below 0.01). This allows admitting that the obtained results are significantly different when changing the neural model.

To assure that using ANN is the best choice, we applied a Generalized Linear Model (GLM) with Poisson Regression for the morbidity case. As expected, the achieved errors were higher than all neural models (MSE = 170,424.47, MAE = 346.87, and MAPE = 57.69).

The computational results allow analyzing many aspects of the neural networks application to this problem.

In all cases, the use of the deseasonalization increases the neural models’ performance. This indicates the relevance of withdrawing the seasonal data component. As discussed, this work performed nonlinear mapping, as we are using exogenous variables to estimate mortality and morbidity. However, studies that involve time series forecasting using only endogenous inputs, addressed this approach many times, since some linear models, like the AutoRegressive Integrated Moving Average (ARIMA), cannot work with seasonal variables [42].

Regarding the addressed variable selection methods, it is important to mention that the use of mutual information withdraws the following variables of the subset: number of electric and hybrid cars, CO, and SO$_2$. However, it did not bring a performance gain, since in all scenarios the results were worse. Considering the wrapper methodology, although we do not show it numerically, the computational effort and the time spent to finish the simulations were many times higher than in the other cases.
**Table 1.** Computational results for respiratory diseases using artificial neural networks.

|                      | Mortality | Morbidity |
|----------------------|-----------|-----------|
|                      | NN MSE MAE MAPE Inputs | NN MSE MAE MAPE Inputs |
| **Without Deseasonalization** |           |           |
| **All**              | ELM 3 45.56 5.33 51.93 All | 5 153,192.3 312.72 41.92 All |
|                      | ESN 20 33.98 5.01 50.16 All | 7 101,145.2 260.00 33.92 All |
|                      | MLP 150 29.26 4.40 34.91 All | 70 91,087.1 214.41 28.87 All |
|                      | ELM 3 114.37 8.26 85.00 1,2,3,4,6,8,9,10 | 3 141,257.4 305.35 41.32 1,2,3,4,6,8,9,10,11 |
|                      | ESN 3 47.62 5.51 60.52 1,2,3,4,6,8,9,10 | 3 116,685.1 283.30 40.82 1,2,3,4,6,8,9,10,11 |
|                      | MLP 3 29.90 4.46 36.75 1,2,3,4,6,8,9,10 | 60 78,189.01 219.71 26.68 1,2,3,4,6,8,9,10,11 |
| **With Deseasonalization** |           |           |
| **All**              | ELM 5 49.91 5.75 64.27 2,3,4,7,8,9,10,11 | 3 107,681.7 267.21 34.42 2,4,9,10 |
|                      | ESN 3 22.80 3.97 44.49 All | 20 92,769.72 254.46 35.51 4,9,10,11 |
|                      | MLP 5 25.89 4.15 34.53 All | 3 41,442.73 164.02 17.56 All |
|                      | ELM 30 92.76 7.94 82.60 1,2,3,4,6,8,9,10 | 150 87,543.48 199.31 30.84 1,2,3,4,6,8,9,10,11 |
|                      | ESN 50 55.26 6.07 63.02 1,2,3,4,6,8,9,10 | 60 59,816.87 165.74 25.98 1,2,3,4,6,8,9,10,11 |
|                      | MLP 3 28.63 4.41 35.19 1,2,3,4,6,8,9,10 | 3 46,351.39 174.27 18.66 1,2,3,4,6,8,9,10,11 |
|                      | ELM 7 24.50 3.98 44.94 3,5,9 | 7 28,040.75 122.26 19.48 3,8 |
|                      | MLP 3 29.45 4.50 35.85 4,10 | 5 42,507.87 166.35 17.86 3,9 |

Variables code: (1) road vehicles fleet; (2) distributed and sold vehicles by fuels–gasoline; (3) ethanol; (4) diesel; (5) hybrid/electric; (6) vehicle average mileage; (7) concentration of CO; (8) NO\(_x\); (9) O\(_3\); (10) SO\(_2\); (11) PM\(_{10}\).

ELM: Extreme Learning Machines; ESN: Echo State Neural Networks; MLP: Multilayer Perceptron; MI: Mutual Information; All: all inputs; NN: number of neurons in the neural models’ hidden layer; MSE: Mean Square Error; MAE: Mean Absolute Error; MAPE: Mean Absolute Percentage Error. The best performances are highlighted in bold.

Additionally, we need to highlight that, in spite of the variable selection methods excluding the low fleet of electric and hybrid cars (roughly 0.03%) from the analysis, this input variable should be considered in future studies, as its production and use is being encouraged.

Due to the conflicting results based on distinct error metrics to evaluate the performance, we adopted MSE as the most important one, because ANN tries to decrease MSE during the training process [24].

With that in mind, the Extreme Learning Machines (ELM) achieved the best overall results for morbidity, with a Mean Square Error (MSE) of 25,684.56, and the Echo State Network (ESN) reached the best performance for mortality (MSE of 22.80), both using deseasonalization and all inputs. These are important results because those architectures (the Unorganized Machines) are relatively new and the adjustment of their free parameters is simple and fast, requiring only a short time to be trained. As discussed in Section 2, such architectures do not perform an iterative process during training tasks, unlike the classic MLP.

In the same way, withdrawing any variables is not an advantage. Therefore, we can state that all of them are important and must be considered.

Unfortunately, there is no consensus regarding what is the best approach to estimate air pollution health risks [16,20,25,26,41], as it depends on the database behavior. Even for conventional regressions, such as the Generalized Linear Model, the best distribution may depend on the dataset, as reported by
Ardiles et al. [58]. Therefore, the best results for mortality and morbidity being achieved by different models was expected.

Figure 3 presents the boxplot of the MSE to the three neural models, considering deseasonalization and all inputs, for mortality (number of deaths) (Figure 3a) and morbidity (number of hospital admissions) (Figure 3b). In both cases, the neural model achieving the best results also presents the smallest dispersion. It is another indicative that the models are suitable for these problems.

![Figure 3. Boxplot of MSE of the best scenarios: (a) mortality and (b) morbidity.](image)

Figure 4 shows the best results achieved for the addressed data, comprising all inputs with deseasonalization. Figure 4a shows the observed and estimated results due to mortality (number of deaths) in the test set, and Figure 4b shows the same outputs due to morbidity (number of hospital admissions) in the test set, demonstrating that the models are suitable to such problems. It is clear that the models predicted morbidity better than mortality, as the last one is a result of long-term exposure, more dependent on innumerous factors, such as people’s life style and genetics. Another reason may be the patterned behavior of the morbidity series.

![Figure 4. Best found predictions compared to the observed data: (a) mortality and (b) morbidity.](image)

4. Conclusions

Decision-makers should base their future actions on analyses that are able to relate a set of variables that may have influence on critical issues. In this context, we used Artificial Neural Networks
(ANN) as a tool that presented good performance on forecasting the impacts of road transport variables, including air pollutants concentration and fuel consumption, on São Paulo’s population’s health. The results of our work will guide the government regarding future legislations and public policies aiming to warranty and improve the health system.

In spite of the a low relation between some inputs and the outputs, showed by the variable selection methods, the results demonstrated that withdrawing any variables is disadvantageous. Therefore, we may assume that all considered variables are important and must be considered. Even electric vehicles, accounting for only 0.03% of the vehicles fleet in São Paulo city, cannot be discarded, showing the importance of public policies in favor of electric cars.

The analysis showed that the Extreme Learning Machines (ELM) achieved the best overall results on morbidity, and the Echo State Network (ESN) reached the best performance on mortality, both using deseasonalization and all inputs. These are important results because the considered architectures are relatively new and the adjustment of their free parameters is simple and efficient, requiring only a short time to be trained.

In future research, it is important to develop an easy-to-use software including ELM and ESN and other neural models, even adding regression models to facilitate decision makers’ applications.

Considering the United Nations’ sustainable development goals (SDG) [59], which are actions needed in order to change the world, our study makes an important contribution, as it shows some relevant aspects that, if controlled or reduced, may decrease mortality and respiratory diseases related to air pollution (SDG 3—good health and well-being), and also mentions the importance of encouraging the use of electric cars and renewable fuels through tax incentive laws, increasing the participation of Brazil in the global energy matrix (SDG 7—affordable and clean energy). Therewith, we will contribute to reaching the goal of making cities and people conglomerates inclusive, secure, resilient, and sustainable (SDG11—sustainable cities and communities).
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