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Abstract

This article aims to explain some of the basic facts about the questions raised in the title, without the technical details that are available in the literature. We provide a gentle introduction to some rather classical results about quantum field theory in curved spacetime and about the thermodynamic limit of quantum statistical mechanics. We also briefly explain that these results have an analog in the large $N$ limit of gauge theory.
1 Introduction

The first goal of the present article is to provide some intuition about a basic question: Why does quantum field theory in a curved spacetime of Lorentz signature make sense? Here we will give an informal introduction, referring the reader to the literature for more detail. An inevitably partial
list of references on the general topic of quantum field theory in curved spacetime is 

For some technical detail on the specific topics that will be described rather heuristically here, the reader might start with the book [8]. Another useful reference is the collection of articles [12].

We consider always a globally hyperbolic spacetime, which means a spacetime $M$ with a complete Cauchy hypersurface $S$ on which initial conditions for classical or quantum fields can be formulated. The sense in which quantum field theory can be formulated on $M$ depends very much on whether $S$ is compact. In a closed universe, in other words if $S$ is compact, the usual Hilbert space formulation of quantum field theory is valid: to a quantum field theory on $M$, we can associate in a natural way a Hilbert space $\mathcal{H}$, such that the quantum dynamics of the given theory can be described in the usual way in terms of operators acting on $\mathcal{H}$. However, in contrast to the possibly more familiar case of quantum field theory in Minkowski spacetime, there is generically no distinguished ground state or vacuum vector in $\mathcal{H}$, since there is no natural “energy” that we should try to minimize. Thus, in formulating quantum field theory in curved spacetime, one should become accustomed to the idea of a naturally defined Hilbert space that does not contain any distinguished vector.

The case that $S$ is not compact, and with no simplifying assumptions about the behavior at infinity along $S$, is quite different. In this case, a natural construction of a Hilbert space does not exist. Instead, roughly speaking, one has to work with density matrices for local algebras of observables, more precisely an algebra $\mathcal{A}_U$ for each bounded open set $U \subset M$. And roughly speaking, quantum field theory on $M$ describes the evolution not of a quantum state but of a density matrix. Actually a slight generalization of the notion of a density matrix is needed, because in quantum field theory the algebras $\mathcal{A}_U$ are von Neumann algebras of Type III, not of Type I [15–19], as will be explained in due course.

To be more precise, the statement that there is no natural Hilbert space to describe quantum field theory in an open universe holds generically, that is in the absence of any special assumptions about what is happening at spatial infinity. With suitable conditions at infinity (such as asymptotic flatness), a natural Hilbert space is sometimes available. A typical example in which a natural Hilbert space does not exist is an open Big Bang cosmology – for example an expanding universe with spatial sections of zero or negative curvature. In such a case, quantum dynamics must be described by evolution of density matrices (or more precisely of the Type III generalization of density matrices), not by operators on a Hilbert space.

This difference between a closed universe and in a generic open one might come as a surprise, but actually has little to do with any details of quantum field theory. The phenomenon results purely from the fact that, even with an ultraviolet cutoff in place, the number of degrees of freedom in an open universe is infinite. Thus a rather similar phenomenon occurs in the thermodynamic limit of quantum statistical mechanics. In finite volume, a quantum field theory has a Hilbert space $\mathcal{H}$, and thermodynamic functions such as entropy, energy density, etc., can be computed by

---

1 A corollary is that in a general spacetime, there is no useful notion of a particle: particles in quantum field theory (or quasiparticles in condensed matter physics) are defined as excitations of a distinguished ground state with certain asymptotic properties, so in the absence of any preferred state, and in the absence, for a general $M$, of any asymptotic region where asymptotic properties could be defined, there is no notion of a “particle.”
studying a density matrix $\rho = \frac{1}{Z} e^{-\beta H}$ on $\mathcal{H}$ (as usual, $H, \beta,$ and $Z$ are the Hamiltonian, inverse temperature, and partition function). Thermodynamic functions and correlation functions can be computed in finite volume and they have a large volume limit. However, if one aims to describe statistical mechanics directly in the large volume limit, one runs into the fact that at nonzero temperature, the Hilbert space $\mathcal{H}$ does not have a large volume limit, for reasons similar to what happens in quantum field theory in an open universe. There is a cure for this problem [20], which is to use the thermofield double, namely $\rho^{1/2} = \frac{1}{\sqrt{Z}} e^{-\beta H/2}$, regarded not as an operator on $\mathcal{H}$ but as a vector in the tensor product of two copies of $\mathcal{H}$. Starting with the thermofield double state $\Psi_{\text{TFD}} = \rho^{1/2}$, one can build a Hilbert space $\mathcal{H}_{\text{TFD}}$ that has an infinite volume limit, and such that thermodynamic functions and expectation values in the infinite volume thermal ensemble can be computed as correlation functions of operators acting in $\mathcal{H}_{\text{TFD}}$. A price one pays is that the operators of the original system, when interpreted as operators on $\mathcal{H}_{\text{TFD}}$, naturally generate a von Neumann algebra $\mathcal{A}_{\text{TFD}}$ of Type III, not a more familiar algebra of Type I. The Hamiltonian operator acting on just one of the two copies in the thermofield double is not well-defined and in particular is not part of $\mathcal{A}_{\text{TFD}}$. Rather, the generator of time translations acts on both copies in the thermofield double and generates an outer automorphism of $\mathcal{A}_{\text{TFD}}$.

The need to go to the thermofield double in the thermodynamic limit of quantum statistical mechanics is quite analogous to the need to use density matrices (or their Type III analog) for quantum fields in a generic open universe. There is also a close analogy between the reasons for the occurrence of Type III algebras. In each of the two cases, the Type III nature of the algebra results from a divergent amount of entanglement. In statistical mechanics, there is divergent entanglement between the two copies of the original system that make up the thermofield double, and in quantum field theory in curved spacetime, there is divergent entanglement between modes inside and outside a given bounded region of space. One divergence is an infrared divergence and one is an ultraviolet divergence, but nonetheless they are quite similar. Indeed in the case of a conformal field theory, one can make a direct conformal mapping between the two types of divergence.

In the course of our study of the thermofield double, we will become familiar with the basic facts about (hyperfinite) von Neumann algebras, which come in three types, Type I, Type II, and Type III. All of these algebras can be constructed from simple qubit systems. The familiar algebras are of Type I. As already mentioned, the local algebras of quantum field theory, and likewise the algebras of observables in the infinite volume limit of quantum statistical mechanics, are of Type III.

In section 2 we provide a gentle introduction to the facts about quantum field theory in curved spacetime that were summarized earlier. The aim is to motivate the statements and help the reader gain an intuition. In section 3 we discuss in a similar spirit the thermodynamic limit of quantum statistical mechanics and the thermofield double. This article was originally planned as an exposition of those matters, along the lines of a lecture at the 2021 Bootstrap Summer School, where the most important points are outlined [21]. However, a recent article by Leutheusser and Liu [22], with some novel observations about quantum black holes, suggested that it would be worth while to discuss from a similar point of view the large $N$ limit of gauge theory. These issues are briefly discussed in section 4. More detail on some aspects, including a role for algebras of Type II in the presence of gravity, will appear elsewhere [23].
In analyzing quantum field theory in Lorentz signature, we will not make use of knowledge about what happens in Euclidean signature. This is in common with the existing literature, and there is a simple reason for it: a generic Lorentz signature spacetime does not have any useful Euclidean continuation. However, Euclidean field theory is powerful, and it is a pity not to be able to apply this power to the Lorentz signature case. A recent analysis of quantum field theory on a spacetime with a complex metric \[24\] offers hope that it will be possible to bridge the gap and apply Euclidean-style reasoning to the Lorentz signature case.

2 Quantum Field Theory in Curved Spacetime

2.1 The Problem

As a motivating example of the problem of quantum field theory in curved spacetime, consider a free field theory coupled to a background metric \(g\) of Lorentz signature \(-++\cdots+\) on a \(D\)-manifold \(M\). For example, a real scalar of mass \(m\) is defined by an action

\[
I = \frac{-1}{2} \int d^D x \sqrt{g} \left( g^{\mu \nu} \partial_\mu \phi \partial_\nu \phi + m^2 \phi^2 \right).
\] (2.1)

We assume that \(M\) is a globally hyperbolic manifold with complete Cauchy hypersurface \(S\). The field \(\phi\) obeys a second order wave equation

\[
(D^\mu D_\mu + m^2)\phi(x, t) = 0,
\] (2.2)

and initial data consist of the field \(\phi\) and its normal derivative \(\dot{\phi}\) along \(S\). These initial data are supposed to satisfy the usual canonical commutation relations \([\dot{\phi}(x), \phi(y)] = -i \delta(x,y)\), with other commutators vanishing.

One of the most important facts about quantum mechanics is that given any finite set of canonical variables \(p_i, x^j\), \(i, j = 1, \cdots, d\) with the usual commutation relations \([p_i, x^j] = -i \delta^j_i\), \([p_i, p_j] = [x^i, x^j] = 0\), the Hilbert space \(\mathcal{H}\) that provides an irreducible representation of this algebra exists and is unique up to isomorphism. \(\mathcal{H}\) can be realized as a space of square-integrable functions (more canonically, half-densities) of \(x\), or as a space of square-integrable functions of \(\bar{p}\). One can also work with holomorphic functions of \(z_i = x^i + ip_i\). Many slight generalizations and combinations of these constructions are also possible. These constructions can all be shown to be equivalent by Fourier transformations and more general unitary transformations. More generally, according to a theorem of von Neumann \([25]\), the quantization of \(\mathbb{R}^{2d}\) is unique, up to isomorphism, as long as one requires that \(\bar{x}\) and \(\bar{p}\) satisfy the usual commutation relations. All of these constructions produce

---

\[2\] It is essential here that \(\mathbb{R}^{2d}\) is not considered as an abstract symplectic manifold, but rather we are given a preferred set of linear functions \(\bar{x}, \bar{p}\) on \(\mathbb{R}^{2d}\) (unique up to linear symplectic transformations and additive constants) whose commutators are specified. The problem of quantizing \(\mathbb{R}^{2d}\) as an abstract symplectic manifold with no additional structure is completely different, and has no natural solution, because of the operator ordering problem of quantum mechanics. In our field theory problem, the phase space comes with a distinguished set of linear functions, namely the field variables \(\phi(x)\) and \(\dot{\phi}(x)\).
a distinguished Hilbert space $\mathcal{H}$. There is no distinguished vector in $\mathcal{H}$ unless more structure is present, for example, a Hamiltonian whose ground state would be such a distinguished vector.

In infinite dimensions, this uniqueness of the irreducible representation of the canonical commutators is completely false \cite{26}. We will see that presently with examples. Though we primarily discuss bosons in this article, the same statements hold for fermions: the canonical anticommutators have an essentially unique representation in the case of finitely many fermionic variables, but not in the case of an infinite set of fermionic variables.

Once one picks a representation of the field variables on $S$, satisfying the canonical commutation relations, in a Hilbert space $\mathcal{H}$, the rest of the construction of the theory is straightforward. The field $\phi$ obeys the second order wave equation $(D_\mu D^\mu + m^2)\phi = 0$, by virtue of which $\phi(\vec{x}, t)$ can be expressed for all $\vec{x}, t$ in terms of $\phi, \dot{\phi}$ on $S$. Such an expression exhibits $\phi(\vec{x}, t)$ as an operator acting on $\mathcal{H}$, and therefore matrix elements $\langle \Psi | \phi(\vec{x}_1, t_1) \phi(\vec{x}_2, t_2) \cdots \phi(\vec{x}_n, t_n) | \chi \rangle$, for states $\Psi, \chi \in \mathcal{H}$, are uniquely determined, in principle. However, if one starts this construction with the “wrong” representation of the canonical commutation relations, then the resulting matrix elements $\langle \Psi | \phi(\vec{x}_1, t_1) \phi(\vec{x}_2, t_2) \cdots \phi(\vec{x}_n, t_n) | \chi \rangle$ are not physically sensible: they do not have the expected short distance singularities. From this point of view, the problem of quantization is to find the right representation of the canonical commutators such that the resulting correlation functions are physically sensible.

One simple case in which it is obvious on physical grounds how to construct the appropriate representation of the canonical commutation relations is a spacetime with a Killing vector field that is everywhere timelike. In a suitable coordinate system $t, \vec{x}$, the metric of such a spacetime is independent of the time $t$. In this case, we expect the quantum theory to have a self-adjoint Hamiltonian operator $H$ that generates time translations. In particular, such an $H$ is diagonalizable. Because the Killing vector field is everywhere timelike, we expect $H$ to be bounded below. A representation of the canonical commutation relations that admits such an $H$ is unique up to isomorphism. To construct this representation, we simply expand the field in c-number modes $f_k(\vec{x})$, $\overline{f}_k(\vec{x})$ of positive and negative frequency\footnote{The sum here is a discrete sum in a closed universe, and becomes a continuous integral in an open universe. We assume for the moment that all modes of $\phi$ have positive or negative frequency; zero-modes will be incorporated presently.}

$$\phi(\vec{x}, t) = \sum_k \left( a_k f_k(\vec{x}) e^{-i\omega_k t} + a_k^\dagger \overline{f}_k(\vec{x}) e^{i\omega_k t} \right), \quad \omega_k > 0. \quad (2.3)$$

The modes can be normalized so that the operators $a_k, a_k^\dagger$ obey the canonical relations $[a_k, a_l] = [a_k^\dagger, a_l^\dagger] = 0$, $[a_k, a_l^\dagger] = \delta_{kl}$. Acting with $a_k^\dagger$ increases the energy (the eigenvalue of $H$) by $\omega_k$, and acting with $a_k$ reduces the energy by the same amount. We introduce a “ground state” $\Omega$ of lowest energy, annihilated by the $a_k$. Then we define a pre-Hilbert space $\mathcal{H}_0$ of all states that can be created by acting on $\Omega$ with finitely many $a_k^\dagger$’s. To be more precise, we define $\mathcal{H}_0$ to have a basis of states that we denote as

$$a_{k_1}^\dagger a_{k_2}^\dagger \cdots a_{k_n}^\dagger | \Omega \rangle, \quad n = 0, 1, 2 \cdots. \quad (2.4)$$

The $a$’s and $a^\dagger$’s are defined to act on these states in the familiar way, satisfying the commutation
relations. $\mathcal{H}_0$ has all the properties of a Hilbert space except completeness; that is why we call it a pre-Hilbert space. We take the Hilbert space closure of $\mathcal{H}_0$ and this gives us the desired Hilbert space $\mathcal{H}$ for the free field $\phi$ in a time-independent curved spacetime. Clearly, $\mathcal{H}$ contains a distinguished vector of minimum energy, namely $\Omega$, which is annihilated by all the $a_k$. Conversely, any Hilbert space $\mathcal{H}$ that represents the canonical commutators and in which $\mathcal{H}$ is self-adjoint and bounded below must contain a vector $\Omega$ annihilated by all the $a_k$ (otherwise acting repeatedly with the $a_k$ on an eigenvector of $\mathcal{H}$ would lower the energy indefinitely), and therefore is equivalent to the Hilbert space that was just constructed.

This discussion must be slightly modified if there are zero-modes. For a simple example with zero-modes, simply set $m = 0$ in the model we have been discussing. Then the field $\phi$ does have a zero-mode, namely the constant mode $\phi_0$. The canonical conjugate to $\phi_0$ is the constant mode $\pi_0$ of $\dot{\phi}$. If $\pi_0$ is suitably normalized, the commutation relations of these modes are the usual canonical commutators $[\pi_0, \phi_0] = -i$. This is a finite set of canonical variables, so the Hilbert space $\mathcal{H}'$ obtained by quantizing these modes is unique, up to isomorphism. It can be defined, for example, as the space of $L^2$ functions of $\phi_0$, with $\pi_0$ acting by $-i\partial/\partial \phi_0$. The unique representation of the canonical commutators of the full system in which $\mathcal{H}$ is self-adjoint and bounded below is then given by the Hilbert space $\mathcal{H} \otimes \mathcal{H}'$, where $\mathcal{H}$ is obtained by quantizing the nonzero modes as in the last paragraph and $\mathcal{H}'$ is obtained by quantizing the zero-modes. More generally, in a time-independent closed universe, the number of zero-modes, in a free field theory with fields of any spin, is always finite, so the possible existence of zero-modes never presents any problem in quantization.

Note, however, that in the example with the massless scalar field, the Hilbert space $\mathcal{H}'$ that is obtained by quantizing the zero-modes does not have any distinguished vector. The Hamiltonian $H$ acts in $\mathcal{H}'$ as a multiple of $\pi_0^2 = -\partial^2/\partial \phi_0^2$. This operator does not have a normalizable ground state that would provide a distinguished vector in $\mathcal{H}$. So this is a simple example of successfully quantizing a theory in curved spacetime and not finding any distinguished vector in the resulting Hilbert space. That is somewhat exceptional in a time-independent spacetime, since it only happens in the presence of zero-modes (and not always then). But when one relaxes the assumption of time-independence, it is the typical state of affairs.

In a time-dependent situation, it is less obvious how to select an appropriate representation of the canonical commutation relations. Before discussing this question, we will practice with the simpler case of a spin system. This will also provide useful background when we come to statistical mechanics in section 3.

---

4For example, in $U(1)$ gauge theory with gauge field $A$, zero-modes correspond to harmonic 1-forms on $S$, and the number of such modes is the first Betti number of $S$, which is always finite for compact $S$. In this example, the Hilbert space has different components labeled by the first Chern class of the line bundle on which $A$ is a connection. Each component can be analyzed as we have done in the text for the massless scalar.
2.2 Practicing With A Spin System

A qubit is a two-state quantum system, comprising, possibly, the two states of a spin 1/2 particle. A single qubit realizes the algebra of Pauli matrices $\sigma_x, \sigma_y, \sigma_z$. So a system of $n$ qubits realizes the corresponding algebra of operators $\sigma_{a,k}$ where $a = x, y$ or $z$ and $k \in \{1, \cdots, n\}$ labels the choice of qubit:

$$\sigma_{a,k}\sigma_{b,k} = \delta_{ab} + i\epsilon_{abc}\sigma_{c,k}, \quad [\sigma_{a,k}, \sigma_{b,k'}] = 0, \quad k \neq k'.$$

(2.5)

For finite $n$, this algebra has, up to isomorphism, a unique irreducible representation, of dimension $2^n$. But for an infinite set of qubits, the representation of the algebra becomes highly non-unique. That is the point that we will explore here.\(^5\)

As a preliminary, consider this question. Consider a countably infinite set of qubits (with no additional structure). Does the Hilbert space of such a system have a countable or uncountable dimension?

A Hilbert space $\mathcal{H}^*$ that literally describes all states of a countably infinite collection of qubits definitely has an uncountable dimension. But it is normally not useful to do physics in a Hilbert space as big as that. Infinite constructions in physics are normally limits of finite constructions, and it is generally possible to take the limit in such a way that all questions of interest can be answered in a Hilbert space of countably infinite dimension. Such a Hilbert space is said to be “separable.” What we should do to get a separable subspace of $\mathcal{H}^*$ depends on what we are interested in. To get anywhere, we should have a class of operators on $\mathcal{H}^*$ that we regard as sensible physical observables. Then we can look for a separable subspace $\mathcal{H}$ of the ridiculously big Hilbert space $\mathcal{H}^*$ that is big enough to realize the algebra of physical observables and to describe the states that we care about. There are two ingredients here: what class of observables do we care about and what class of states do we care about? The two cannot be specified independently since the observables we care about have to be able to act on the states that we care about.

In the case of the qubits, we might decide that we want a class of observables that contains all the single qubit operators. A basis of operators on the $k$th qubit (apart from the identity) are the Pauli spin operators $\sigma_{a,k}$. We define an algebra $\mathcal{A}_0$ that consists of all polynomials in these operators. Thus $\mathcal{A}_0$ consists of finite linear combinations of products of the form $\sigma_{a_1,k_1}\sigma_{a_2,k_2}\cdots\sigma_{a_r,k_r}$, satisfying the relations (2.5). The reason to call this $\mathcal{A}_0$ is that usually one wants some kind of completion of $\mathcal{A}_0$ to get the algebra $\mathcal{A}$ of physical observables. But we cannot discuss the completion without deciding what kind of states we are interested in.

For example, we might be interested in states in which the qubits almost all have “spin up” along the $z$-axis, or in other words in which they are almost all in the state $|\uparrow\rangle = \begin{vert}\begin{array}{c} 1 \\ 0 \end{array}\end{vert}$. Then we might decide that the physical Hilbert space $\mathcal{H}$ should at least contain the vector

$$\Omega_\uparrow = \otimes_n |\uparrow\rangle_n.$$  

(2.6)

\(^5\)The following matters are discussed, for example, in section 2.3 of [27]. That book is also a useful reference for other topics relevant to the present article.
If we want to have $A_0$ as an algebra of observables, we have to include all states obtained by acting with $A_0$ on $\Omega_\uparrow$. When we act with $A_0$ on $\Omega_\uparrow$, since $A_0$ consists of all the operators that act on a finite set of qubits, we get all states in which all but finitely many qubits are in the state $|\uparrow\rangle$. States of this kind make a pre-Hilbert space $H_0$ with a countable basis. Its Hilbert space completion $\mathcal{H}$ is separable. Moreover, we can now actually take a completion of $A_0$ by adding convergent limits of sequences of operators in $A_0$. (The relevant notion of convergence is discussed momentarily.) This will give the algebra $A$ of all bounded operators on $\mathcal{H}$. By definition, the algebra of all bounded operators on a Hilbert space $\mathcal{H}$ is called a von Neumann algebra of Type I. Von Neumann algebras of Type I are the familiar ones, but we will meet the other types.

Obviously, instead of the state $\Omega_\uparrow$, we could have started with another state in the very large Hilbert space $\mathcal{H}'$. For example, setting $|\downarrow\rangle = \begin{pmatrix} 0 \\ 1 \end{pmatrix}$, we could have started with the state $\Omega_\downarrow = \otimes_n |\downarrow\rangle_n$ in which the spins are all down. Then we would define a pre-Hilbert space $H_0'$ in which all but finitely many spins are down; it has a Hilbert space completion $\mathcal{H}'$. The algebra $A_0$ acts on $\mathcal{H}'$, and by including convergent limits of operators, it can again be completed to a von Neumann algebra $A'$ that in this example will be the Type I algebra of all bounded operators on $\mathcal{H}'$.

The algebras $A$ and $A'$ are actually different, but to understand why we need to explain what we mean by saying that a sequence $a_1, a_2, \cdots \in A_0$ converges. If $A_0$ is understood as an algebra of bounded operators on a Hilbert space $\mathcal{H}$, the relevant notion of convergence (which mathematically is called a weak limit) is to say that the sequence $a_1, a_2, \cdots \in A_0$ converges if the limit $\lim_{n \to \infty} \langle \psi | a_n | \chi \rangle$ exists, for all $\psi, \chi \in \mathcal{H}$. In that case, one defines an operator $a$ whose matrix elements are $\langle \psi | a | \chi \rangle = \lim_{n \to \infty} \langle \psi | a_n | \chi \rangle$, and one says that $\lim_{n \to \infty} a_n = a$. The explanation given by Haag [17] for why this is the appropriate notion of convergence for physics is that any given experiment measures finitely many matrix elements to finite precision, and therefore, if $a$ is the weak limit of a sequence $a_1, a_2, \cdots$, then any given experiment cannot distinguish $a_n$ from $a$ if $n$ is sufficiently large. The definition of a weak limit, however, makes it clear that to determine the limit of a sequence of elements in $A_0$, we need to know the Hilbert space $\mathcal{H}$ on which $A_0$ is acting. For a concrete example, let $\sigma_{x,n} = \frac{1}{2} (\sigma_{x,n} + i \sigma_{y,n})$ be the spin raising operator for the $n^{th}$ qubit. Then $\lim_{n \to \infty} \sigma_{x,n} = 0$ if the operators are considered to act on $\mathcal{H}$, but $\lim_{n \to \infty} \sigma_{x,n} = 1$ if the operators are considered to act on $\mathcal{H}'$. These statements reflect the fact for any state in $\mathcal{H}$, the $n^{th}$ spin is almost certainly up (and annihilated by $\sigma_{+n}$) for sufficiently large $n$, while for any state in $\mathcal{H}'$, it is almost certainly down. As a matter of terminology, an algebra of operators that is closed under weak limits is called a von Neumann algebra.

Instead of considering an abstract collection of qubits with no structure, we could arrange the qubits on a lattice of some dimension and consider a lattice Hamiltonian $H$, for instance a Heisenberg spin Hamiltonian. Then it would be natural to take $\Psi$ to be the ground state of this Hamiltonian, assuming it is unique. Starting with this $\Psi$, we would then construct a separable Hilbert space $\mathcal{H}$ on which all of the elementary spin operators act. In this Hilbert space, we would complete the algebra $A_0$ to a von Neumann algebra $A$ acting on $\mathcal{H}$. This algebra will be of Type I. Our previous discussion amounted to the special case that $H = -\sum_n \sigma_{x,n}$, leading to the ground state $\Psi = \Omega_\uparrow$, or $H = +\sum_n \sigma_{z,n}$, leading to $\Psi = \Omega_\downarrow$. If $H$ has degenerate ground states, then one would want to pick a basis of ground states consisting of states that satisfy cluster decomposition,
and proceed as before, starting with any one of those states. In a moment, we will explain what is special about the states that satisfy cluster decomposition.

We can similarly construct a separable Hilbert space with an action of a completion of the algebra $A_0$ starting with any vector $\Psi \in \mathcal{H}^*$. There is a certain sense, however, in which it is not true that every $\Psi$ is an equally good starting point. To see this, consider the vector $\Psi = \frac{1}{\sqrt{2}}\Omega_\uparrow + \frac{1}{\sqrt{2}}\Omega_\downarrow$. Let $\pi_\uparrow$ and $\pi_\downarrow$ be the operators that project the first qubit onto the states $|\uparrow\rangle$ and $|\downarrow\rangle$, respectively. Then $\pi_\uparrow\Psi = \frac{1}{\sqrt{2}}\Omega_\uparrow$ and $\pi_\downarrow\Psi = \frac{1}{\sqrt{2}}\Omega_\downarrow$. Further acting with arbitrary elements of $A_0$, we see that any state in either $\mathcal{H}_\uparrow$ or $\mathcal{H}_\downarrow$ can be approximated by states $a\Psi$, $a \in A_0$, and therefore $\mathcal{H}_{\Psi} = \mathcal{H}_\uparrow \oplus \mathcal{H}_\downarrow$.

Thus, while it is true that by acting with $A_0$ on the state $\Psi$, we can build a separable Hilbert space $\mathcal{H}_\Psi$ that admits an action of a completion $\tilde{A}$ of $A_0$, we see that $\tilde{A}$ does not act irreducibly on $\mathcal{H}_\Psi$, since $\mathcal{H}_\Psi$ has the $A$-invariant decomposition $\mathcal{H}_\uparrow \oplus \mathcal{H}_\downarrow$. If $\Psi$ is such that a completion of $A_0$ does act irreducibly on $\mathcal{H}_\Psi$, we say that $\Psi$ is a pure state for the algebra $A_0$. The pure states are the most interesting ones since they correspond to the irreducible representations of the relevant algebras of observables. In the example of a lattice spin Hamiltonian with multiple ground states, the pure states are the ones that satisfy cluster decomposition.

This description of what is meant by a pure state for the algebra $A_0$ is not the most common one. Usually, one considers the function $F_\Psi(a) = \langle \Psi | a | \Psi \rangle$, which obeys the following properties:

- it is linear in $a$, namely $F(\lambda a + \mu b) = \lambda F(a) + \mu F(b)$, for $a, b \in A_0$, $\lambda, \mu \in \mathbb{C}$,
- it is normalized to $F(1) = 1$,
- it is positive, in the sense that $F(a^\dagger a) \geq 0$ for all $a \in A$.

A function on an algebra, in the present example $A_0$, that satisfies these properties is called a state on the algebra. Clearly then for any $\Psi \in \mathcal{H}^*$, the function $F_\Psi(a) = \langle \Psi | a | \Psi \rangle$ is a state on the algebra $A_0$. A state on an algebra is called “pure” if it is not a convex linear combination of other states, or in other words if it is not possible to write $F(a) = p_1 F_1(a) + p_2 F_2(a)$ with $p_1, p_2 > 0$ and states $F_1, F_2$. In the present example, one readily sees that

$$F_\Psi(a) = \frac{1}{2} \langle \Omega_\uparrow | a | \Omega_\uparrow \rangle + \frac{1}{2} \langle \Omega_\downarrow | a | \Omega_\downarrow \rangle, \quad a \in A_0. \tag{2.7}$$

So the state $F_\Psi$ is not pure. The two notions of a pure state that we have described are equivalent: $\mathcal{H}_\Psi$ is irreducible for a completion of $A_0$ if and only if the state $F_\Psi(a)$ is pure. The interested reader can verify this, possibly after reading about the GNS construction in section 3.1.

Suppose that we construct a separable Hilbert space $\mathcal{H}_\Psi$ as before from some input state $\Psi \in \mathcal{H}^*$, and another Hilbert space $\mathcal{H}_{\Psi'}$ starting with a different input state $\Psi'$. $\mathcal{H}_\Psi$ and $\mathcal{H}_{\Psi'}$ have some tension here with the usual terminology in quantum mechanics, where the phrase “pure state” usually refers to any Hilbert space state, without such a restriction. The point is that if $A$ is a Type I algebra, consisting of all bounded operators on a Hilbert space $\mathcal{H}$, then every $\Psi \in \mathcal{H}$ is a pure state in the algebraic sense (the action of $A$ on $\Psi$ generates the whole Hilbert space $\mathcal{H}$, on which $A$ acts irreducibly). Thus for the case that $A$ is of Type I, the two notions of “pure state” are compatible.
are both subspaces of the very big Hilbert space $\mathcal{H}$. Are they the same subspaces? A necessary
condition is clear: $\Psi'$ should be in $\mathcal{H}_\Psi$. If so, then $\Psi'$ can be approximated by states $a\Psi$, with
$a \in A_0$. But in that case, any vector in $\mathcal{H}_{\Psi'}$, which by definition can be approximated by $a'\Psi'$ with
$a' \in A_0$, can in fact be approximated by $a'\Psi$ and hence is in $\mathcal{H}_\Psi$. In other words, if $\Psi' \subset \mathcal{H}_{\Psi}$ then
$\mathcal{H}_{\Psi'} \subset \mathcal{H}_\Psi$. If $\Psi$ is pure, it actually follows that $\mathcal{H}_{\Psi'} = \mathcal{H}_{\Psi}$. That is because if
$\mathcal{H}_{\Psi'} \subset \mathcal{H}_{\Psi}$, then $\mathcal{H}_{\Psi}$ has an $A_0$-invariant decomposition $\mathcal{H}_{\Psi} = \mathcal{H}_{\Psi'} \oplus \mathcal{H}_{\Psi'}$. If $\Psi$ is a pure state for the algebra $A_0$, then one of the summands here must be trivial and so in this case $\mathcal{H}_{\Psi} = \mathcal{H}_{\Psi'}$.

2.3 A System Of Harmonic Oscillators

Now let us discuss something that is a little closer to field theory. We will consider an infinite
sequence of pairs of canonical variables, $(x_1, p_1)$, $(x_2, p_2)$, $\cdots$. The $k$th pair can be quantized to
give a Hilbert space $H_k$, and for this, there is no need to know anything about a preferred vector.
If we want to describe all of the states in all of the $H_k$, we have to define a Hilbert space

$$H^* = \bigotimes_k H_k$$

(2.8)
of uncountably infinite dimension. But if we are given a state $\Psi$ that for some reason we like, we
can proceed as we did with the qubits. We define an algebra $A_0$ consisting of all polynomials in
the $x$'s and $p$'s. Then we define a pre-Hilbert space $H_0$ consisting of all states that can be made
from $\Psi$ by acting with $A_0$, and as usual we complete this to a Hilbert space $H$. We can then also
complete $A_0$ to an algebra $A$.

A simple example of this would be that $\Psi$ is a tensor product of states $\psi_k \in H_k$:

$$\Psi = \bigotimes_k \psi_k.$$  \hspace{1cm} (2.9)

We can assume that the $\psi_k$ and therefore also $\Psi$ are normalized, $(\psi_k, \psi_k) = (\Psi, \Psi) = 1$. We
construct a Hilbert space $\mathcal{H}_\Psi$ by acting with $A_0$ on $\Psi$. On the other hand, consider another state
of the same kind, $\Psi' = \bigotimes_k \psi'_k$, where again we assume the $\psi'_k$ and $\Psi'$ to be normalized. Is the
Hilbert space $\mathcal{H}_{\Psi'}$ the same as $\mathcal{H}_{\Psi}$?

Let $c_k = (\psi'_k, \psi_k)$. After possibly changing the phases of the $\psi'_k$, we can assume that $c_k \geq 0$;
clearly $c_k \leq 1$. We have

$$|\langle \Psi', \Psi \rangle| = \prod_{k=1}^{\infty} c_k.$$  \hspace{1cm} (2.10)

We consider separately two cases: (1) $\langle \Psi', \Psi \rangle \neq 0$; (2) $\langle \Psi', \Psi \rangle = 0$. In case (1), the $c_k$ rapidly
converge to 1. By acting with the algebra $A_0$ on $\Psi$, we can change any finite set of $c_k$'s at will, subject to the condition $c_k \leq 1$, without changing the normalization condition $(\psi_k, \psi_k) = 1$. In particular, we can find a sequence $a_1, a_2, \cdots \in A_0$ such that the states $a_k \Psi$ are all normalized and
$\lim_{n \to \infty} \langle \Psi', a_k \Psi \rangle = 1$. In other words, $\Psi'$ can be approximated by vectors $a_k \Psi$; hence $\Psi' \in \mathcal{H}_{\Psi}$. The relation between $\Psi$ and $\Psi'$ was symmetrical, so likewise $\Psi \in \mathcal{H}_{\Psi'}$. As in section 2.2 it follows that $\mathcal{H}_{\Psi} = \mathcal{H}_{\Psi'}$. 
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In case (2), where \( \prod_{k=1}^{\infty} c_k \) vanishes, the interesting case is that the \( c_k \) are not individually 0 and \( \prod_{k=1}^{\infty} c_k = 0 \) because the \( c_k \) do not approach 1 fast enough to make this product nonzero. Then this vanishing cannot be changed by changing finitely many of the \( c_k \). So in such a case, \( \Psi' \) is orthogonal not just to \( \Psi \) but to \( a \Psi \) for all \( a \in \mathbb{A}_0 \). It follows then that \( a' \Psi' \) is orthogonal to \( a \Psi \) for all \( a, a' \in \mathbb{A}_0 \), since \( \langle a' \Psi' | a \Psi \rangle = \langle \Psi' | a'^\dagger a \Psi \rangle = 0 \). So \( \mathcal{H}_{\Psi'} \) and \( \mathcal{H}_\Psi \) are orthogonal.

If finitely many of the \( c_k \) vanish, those \( c_k \)'s should just be disregarded since they could be set to 1 by replacing \( \Psi \) with some \( \tilde{\Psi} = a \Psi \), \( a \in \mathbb{A}_0 \), without changing the other \( c_k \)'s. So in case finitely many of the \( c_k \) vanish, we look at the restricted product \( \prod_{k} c_k \) over the nonzero \( c_k \); we will get \( \mathcal{H}_{\Psi'} = \mathcal{H}_\Psi \) if this restricted product is positive, and otherwise \( \mathcal{H}_{\Psi'} \) is orthogonal to \( \mathcal{H}_\Psi \). If infinitely many \( c_k \) vanish, we cannot change this by acting with an element of \( \mathbb{A}_0 \), so \( \mathcal{H}_{\Psi'} \) and \( \mathcal{H}_\Psi \) are orthogonal.

It is noteworthy that there are only two outcomes here: \( \mathcal{H}_\Psi \) and \( \mathcal{H}_{\Psi'} \) are the same, or they are orthogonal. For \( \mathcal{H}_\Psi \) and \( \mathcal{H}_{\Psi'} \) to be the same, we require no relation at all between \( \psi_k \) and \( \psi'_k \) for all but finitely many modes, but for large \( k \), \( \psi_k \) and \( \psi'_k \) must coincide asymptotically at a sufficiently fast rate.

Now we will consider a special case of this that is useful background for field theory. For each \( k \), pick a complex number \( \tau_k \) in the upper half plane, and define

\[
a_k^\dagger = \frac{1}{2\sqrt{1m_0}} (x_k + \tau_k p_k), \quad a_k = \frac{1}{2\sqrt{1m_0}} (x_k - \tau_k p_k).
\]

This has been chosen to ensure that \([a_k^\dagger, a_k]\) = \( \delta_{kk'} \), with other commutators vanishing. We can choose \( \psi_k \) so that \( a_k \psi_k = 0 \), whereupon if \( \Psi = \otimes_k \psi_k \), we have \( a_k \Psi = 0 \) for all \( k \). We can view \( \Psi \) as the ground state of a harmonic oscillator Hamiltonian \( H = \sum_k \epsilon_k a_k^\dagger a_k \), for arbitrary \( \epsilon_k > 0 \).

On the other hand, we could make the same construction with a different set of parameters \( \tau'_k \), leading to a different set of creation and annihilation operators \( a_k^{'\dagger}, a_k' \) and a different vector \( \Psi' = \otimes_k \psi'_k \) that is annihilated by the new annihilation operations. Now we can ask if the Hilbert spaces \( \mathcal{H}_\Psi \) and \( \mathcal{H}_{\Psi'} \) are the same. From the above analysis, the condition for this is \( \prod_{k=1}^{\infty} c_k > 0 \), with \( c_k = \langle \psi'_k, \psi_k \rangle \). This is equivalent to a condition that \( \tau'_k \) is sufficiently close to \( \tau_k \) for large \( k \), with no condition at all on \( \tau'_k \) for any finite set of values of \( k \).

For any given \( k \), at the classical level, a group \( SL(2, \mathbb{R}) \cong Sp(2, \mathbb{R}) \) of linear canonical transformations acts on the pair \( x_k, p_k \), preserving the commutation relations. The group that acts on the quantum Hilbert space is a double cover of \( Sp(2, \mathbb{R}) \), called the metaplectic double cover.\footnote{We did not run into other possibilities encountered in section 2.2 because the states \( \Psi \) and \( \Psi' \) are pure for the algebra \( \mathbb{A}_0 \). This resulted from their product structure.} We denote the double cover as \( \hat{Sp}(2, \mathbb{R}) \). It is possible to choose for each \( k \) an element \( g_k \in \hat{Sp}(2, \mathbb{R}) \) that conjugates \( a_k^\dagger \) and \( a_k \) to \( a_k'^\dagger \) and \( a_k' \), and maps \( \psi_k \) to \( \psi'_k \). Clearly, any finite product of the \( g_k \)'s acts on the Hilbert space \( \mathcal{H}_\Psi \) (and likewise on \( \mathcal{H}_{\Psi'} \)). But the infinite tensor product \( \otimes_{k=1}^{\infty} g_k \)

\footnote{One way to see the occurrence of this double cover is the following. For a pair of canonical variables \( x, p \), let \( H \) be the harmonic oscillator Hamiltonian \( H = \frac{1}{2}(p^2 + x^2) \). As a canonical transformation of \( x \) and \( p \), \( \exp(2\pi i H) = 1 \). But quantum mechanically, as the eigenvalues of \( H \) are all half-integers, one has \( \exp(2\pi i H) = -1 \).}
maps $\Psi$ to $\Psi'$, so it maps $H_\Psi$ to $H_{\Psi'}$. It only acts within $H_\Psi$ if $\prod_{k=1}^{\infty} c_k > 0$, which is equivalent to saying that $g_k$ approaches 1 sufficiently rapidly for $k \to \infty$.

The moral of the story is that in the case of an infinite set of canonical variables, a linear canonical transformation is realized in a given representation of the canonical commutation relations if and only if it is sufficiently close to the identity on all but finitely many of the variables. To motivate this statement, we have considered the simple case of a canonical transformation that, in a suitable basis, acts separately on each pair of variables $x_k, p_k$. However, the conclusion is general and is explained in generality, for example, in [8].

Another way to state the conclusion is that for an infinite set of canonical variables, to determine a specific representation of the canonical commutators in a separable Hilbert space $H$, one needs to describe the desired representation to sufficient precision for all but finitely many variables. This may be done by decomposing the field variables in creation and annihilation operators, where $H$ is supposed to contain a vector annihilated by the annihilation operators. To specify a particular $H$ in this way, one must specify the decomposition in creation and annihilation operators in an asymptotically precise way.

### 2.4 Back To Field Theory

Now we go back to quantum field theory in curved spacetime. First we consider a closed universe, that is a globally hyperbolic spacetime $M$ with compact Cauchy hypersurface $S$. Modes along $S$ of very short wavelength compared to the radius of curvature of $S$ can be separated to positive and negative frequency, with an uncertainty that rapidly vanishes in the limit of short wavelengths. So for very short wavelength modes, there is a natural decomposition in creation and annihilation operators to good approximation, and this approximation becomes asymptotically precise in the limit of short wavelengths. For low energy modes, we have no notion at all of how to make a decomposition in creation and annihilation operators, or how to pick a preferred state in any other way. But in a closed universe, there are only finitely many low energy modes.

Therefore, we are in a good situation. For all but finitely many low energy modes, we have a good approximate notion of how to make a separation in creation and annihilation operators. Moreover this notion is asymptotically precise for the infinitely many modes of asymptotically short wavelength. Such an asymptotic separation in creation and annihilation operators is precisely sufficient to define a distinguished Hilbert space $H$ with an action of the canonical commutation relations. The Hilbert space $H$ constructed this way does not really depend on the choice of $S$, because at asymptotically small wavelengths, evolution of the field $\phi$ via its equations of motion preserves the separation in positive and negative frequencies. So the asymptotic separation in positive and negative frequencies made on one surface $S$ agrees with the asymptotic separation that one would make on another surface $S'$. Moreover, matrix elements of products of field operators between vectors in $H$ have the standard short distance singularities, because $H$ was defined using the standard separation in positive and negative frequencies at short distances.
A rigorous version of this argument is described on pp. 96-7 of [8], roughly as follows. Without changing the metric of $M$ near $S$, we can modify it to be time-independent sufficiently far to the past of $M$ and sufficiently far to the future of $M$. Let $g_-$ be the time-independent metric in the past and $g_+$ the time-independent metric in the future. As explained in section 2.1 using the time-independent metric $g_-$ in the past, we can straightforwardly construct a representation of the canonical commutation relations based on a decomposition in positive and negative frequencies. We call the resulting Hilbert space $\mathcal{H}_{g_-}$. Following the same procedure in the future, we construct a representation of the canonical commutation relations, and a Hilbert space that we call $\mathcal{H}_{g_+}$. Either choice, together with the equations of motion, determines a representation of the canonical commutators throughout all of $M$. However, the two representations and the two Hilbert spaces $\mathcal{H}_{g_-}$ and $\mathcal{H}_{g_+}$ are canonically the same. This is so because in a spacetime that is time-independent in both the past and the future, at asymptotically high energies, propagation from the past to the future preserves the separation in positive and negative frequencies. The error in this statement is exponentially small at high energies, so the criterion discussed in section 2.3 for two representations of the canonical commutation relations to be the same is satisfied. Saying that $\mathcal{H}_{g_-}$ and $\mathcal{H}_{g_+}$ are canonically the same means that one can define transition amplitudes from a state in $\mathcal{H}_{g_-}$ in the past to a state in $\mathcal{H}_{g_+}$ in the future, and it also means that if we restrict to a neighborhood of $S$, we get the same representation of the canonical commutation relations and the same Hilbert space whether we use $\mathcal{H}_{g_-}$ or $\mathcal{H}_{g_+}$. But as $g_-$ and $g_+$ can be varied independently, the fact that the representation of the commutation relations that we get in a neighborhood of $S$ can be determined just from $g_-$ and can also be determined just from $g_+$ means that actually this representation does not depend on $g_-$ or $g_+$ at all. In other words, this construction produces a distinguished representation of the canonical commutators on $S$. Now we return to the original metric on $M$, whatever it was, with no assumption of time-independence anywhere, and we use the representation of the canonical commutation relations in a neighborhood of $S$ that was just determined. As explained in section 2.1 a choice of a representation of the canonical commutation relations near $S$, when combined with the equations of motion, is sufficient to completely determine the theory. This concludes the argument.

This discussion may make it clear why (as also discussed in [8]) there is not a natural Hilbert space for a quantum field in a generic open universe, for example in a Big Bang cosmology. In a generic open universe, there are infinitely many modes of moderate wavelength for which we have no candidate for a preferred state or for a separation in creation and annihilation operators. Hence there is no natural construction of a Hilbert space. To construct a Hilbert space, either by picking a separation in creation and annihilation operators for all the modes of moderate wavelength, or by otherwise specifying a seed vector $\Psi$ that could be the starting point of the construction, one has to supply a great deal of detailed information about what is happening at spatial infinity. It is possible to define a Hilbert space that describes a quantum field in an open universe, but there are many inequivalent constructions of such a Hilbert space and there is no natural choice.
2.5 What is Quantum Field Theory In An Open Universe?

If there is no natural Hilbert space in an open universe, what can it mean to do quantum field theory in one? Before answering this question, let us first discuss closed universes a little more. Consider an observer who has access only to a portion of a closed universe, or who wants to develop a formalism suitable to describe experiments in just a portion of the universe. We will be particularly interested in a region of spacetime of the following sort (fig. 1). Let \( B \) be a closed, codimension 1 submanifold of a Cauchy hypersurface \( S \), such that the complement of \( B \) is the union of two disjoint open sets \( V \) and \( V' \). Let \( \mathcal{U} \) and \( \mathcal{U}' \) be the domains of dependence of \( V \) and \( V' \), respectively.

We call an open set of the form \( \mathcal{U} \) or \( \mathcal{U}' \) a “local region,” and we want to know what quantum field theory says for an observer who makes observations only in such a local region.

Classically, in a relativistic field theory, fields in \( \mathcal{U} \) are determined by initial data on \( V \). Quantum mechanically, this is also true in free field theory; we exploited this fact in section 2.1. In a generic non-free quantum field theory, it is in general not possible to define observables on a spacelike surface such as \( V \), and instead we thicken \( V \) slightly to an open set \( \mathcal{V} \), satisfying \( V \subset \mathcal{V} \subset \mathcal{U} \).

Roughly, we will describe the sense in which initial data for observations in \( \mathcal{U} \) can be formulated in \( \mathcal{V} \). Note that \( \mathcal{U} \) and \( \mathcal{V} \) are both globally hyperbolic spacetimes in their own right, with a Cauchy hyperurface – namely \( \mathcal{V} \) – which is a portion of the Cauchy hypersurface \( S \) of the full spacetime \( M \).

An analog in ordinary quantum mechanics of restricting from a spacetime \( M \) to a local region \( \mathcal{U} \) is to consider only a subsystem \( X \) of a larger bipartite system \( XY \). In ordinary quantum mechanics, the subsystems \( X \) and \( Y \) are described by Hilbert spaces \( \mathcal{H}_X \) and \( \mathcal{H}_Y \), and the composite system \( XY \) is described by the tensor product \( \mathcal{H}_{XY} = \mathcal{H}_X \otimes \mathcal{H}_Y \). A general state of the full system \( XY \), possibly a pure state, when restricted to the subsystem \( X \), is described by a density matrix \( \rho_X \). Here \( \rho_X \) is a self-adjoint operator, positive and of trace 1, acting on the Hilbert space \( \mathcal{H}_X \) of the subsystem. Let \( \mathcal{A}_X \) be the algebra of all operators of subsystem \( X \); this is the same as the algebra of all operators on \( \mathcal{H}_X \). For \( a \in \mathcal{A}_X \), its expectation value in a state characterized by the
density matrix $\rho_X$ is defined as $F(a) = \text{Tr} \rho_X a$. The function $F(a)$ has three key properties, already introduced in section 2.2, which characterize what is known as a “state” on an algebra:

- it is linear in $a$, namely $F(\lambda a + \mu b) = \lambda F(a) + \mu F(b)$, for $a, b \in A_X, \lambda, \mu \in \mathbb{C}$,
- it is normalized to $F(1) = 1$,
- it is positive, in the sense that $F(a^\dagger a) \geq 0$ for all $a \in A_X$.

So a density matrix $\rho_X$ for the subsystem $X$ is a state on the algebra $A_X$ consisting of all operators on the Hilbert space $H_X$ of subsystem $X$.

In quantum field theory, there is no way to associate a Hilbert space to a local region in spacetime. The best one can do is to associate to an open set $W \subset M$ a corresponding algebra of operators $A_W$. The algebras $A_W$ obey physically motivated axioms, such as a condition associated to causality: $A_W$ and $A_{W'}$ commute (in the $\mathbb{Z}_2$-graded sense if fermions are present) if the regions $W$ and $W'$ are spacelike separated. We will discuss in more detail presently the construction of $A_W$. For now, we just note a difference between a local region in quantum field theory and a subsystem in ordinary quantum mechanics: the algebra $A_W$ is, in the von Neumann algebra language, of Type III, not Type I [15–19]. This will be explained in section 3, in the analogous setting of quantum statistical mechanics. The Type III nature of the algebras is actually the reason that there is no way to associate a Hilbert space to a local region. If the algebra $A_W$ were of Type I, it would have an irreducible representation in a Hilbert space, and this Hilbert space would be naturally associated to the open set $W$ in spacetime. However, a Type III algebra does not have an irreducible representation in a Hilbert space. Accordingly in quantum field theory, there is no natural way to associate a Hilbert space $H_W$ to an open set $W$. All that we can really associate to the region $W$ is the algebra $A_W$, not a preferred Hilbert space that it acts on.

There is also no good notion of a density matrix for the region $W$, since this notion is not applicable for a Type III algebra. But the notion of a state of the algebra $A_W$ – a linear function obeying conditions that were stated previously – does make sense. This is the appropriate analog in quantum field theory of the notion of the density matrix of a subsystem in ordinary quantum mechanics.

With this in mind, what should quantum dynamics mean for a local region $U \subset M$? We assume as described earlier that $U$ is the domain of dependence of some set $V$, which has a slight thickening to an open set $V \subset U$. If we could associate a Hilbert space to quantum fields on $V$ or in $V$, we could describe quantum dynamics in terms of state vectors. We would say that a quantum state that defines initial conditions on $V$ or in $V$ actually determines the probabilities for measurement outcomes in the larger region $U$. Since instead we only have algebras of operators associated to $V$ and $U$, we have to say something similar in terms of algebras. The necessary statement is just that in a quantum field theory, in this situation $A_U = A_V$, meaning that operators in region $U$
are actually equivalent to operators in region $\mathcal{V}$ (although simple operators in region $\mathcal{U}$ might correspond to rather complicated operators in the smaller region $\mathcal{V}$). Since $\mathcal{A}_\mathcal{U} = \mathcal{A}_\mathcal{V}$, a state of $\mathcal{A}_\mathcal{U}$ is automatically a state of $\mathcal{A}_\mathcal{V}$; in other words, the data needed to predict measurements outcomes in region $\mathcal{V}$ (to the extent that such outcomes are predictable in quantum mechanics) also suffice to predict measurement outcomes in the larger region $\mathcal{U}$. The statement that $\mathcal{A}_\mathcal{U} = \mathcal{A}_\mathcal{V}$, together with general axioms about the local algebras, such as those described in [12,17], is the content of quantum dynamics for a local region.

Now let us discuss in more detail the definition of the algebra $\mathcal{A}_\mathcal{W}$ associated to an open set $\mathcal{W}$. We assume to begin with that $\mathcal{W}$ is contained in a closed universe $\mathcal{M}$, or at least in some spacetime (such as Minkowski space) to which the quantum field theory of interest associates a Hilbert space $\mathcal{H}$. A standard approach to defining $\mathcal{A}_\mathcal{W}$ is as follows. Let $\mathcal{O}(x)$ be a local operator of the quantum field theory in question, and $f$ a smooth function with compact support in $\mathcal{W}$. Then $K_f = \exp(i \int_{\mathcal{W}} d^Dx \sqrt{g}(x)\mathcal{O}(x))$ is a bounded operator on $\mathcal{H}$. $\mathcal{A}_\mathcal{W}$ is then defined as the von Neumann algebra generated by such operators on $\mathcal{H}$.

The purpose of introducing the global Hilbert space $\mathcal{H}$ was to make sure that expressions such as $K_f$ can be interpreted as Hilbert space operators so that it is possible to take weak limits and define a von Neumann algebra. The von Neumann algebra language is useful because it makes possible simple statements such as $\mathcal{A}_\mathcal{U} = \mathcal{A}_\mathcal{V}$ (which would not hold if we do not complete the algebras by taking weak limits). However, this language has the drawback of not directly incorporating the operator product expansion (OPE), which is an important statement of the locality of quantum field theory. One approach to incorporating the OPE is to enrich the von Neumann algebra language with a further axiom which would imply the existence of an OPE [28]. Another approach is to state axioms for quantum field theory in curved spacetime that directly incorporate the OPE [11]. In some approaches, the notion of a state has to be refined to incorporate the expected short distance singularities of the quantum field theory under study, but it is preferable if (as in [11]) the expected short distance behavior can be built into the structure of the algebra. The best treatment of such questions is not entirely clear in the author’s opinion, and in this article we will not adopt any particular point of view.

Before discussing an open universe, we need a few more facts about local regions in a closed universe $\mathcal{M}$. Let us specialize to the case of an open set that is a local region $\mathcal{U} \subset \mathcal{M}$, or a smaller open set $\mathcal{V} \subset \mathcal{U}$, as described earlier. Thus $\mathcal{U}$ or $\mathcal{V}$ is globally hyperbolic, with a Cauchy hypersurface $\mathcal{V}$ that is an open subset of a Cauchy hypersurface $\mathcal{S}$ of $\mathcal{M}$. There are many ways to embed $\mathcal{U}$ or $\mathcal{V}$ in some other closed universe $\mathcal{M}'$, such that $\mathcal{V}$ is an open subset of a Cauchy hypersurface $\mathcal{S}'$ of $\mathcal{M}'$. For this, we simply modify $\mathcal{S}$ outside of $\mathcal{V}$, or $\mathcal{M}$ outside of $\mathcal{U}$ or $\mathcal{V}$. However, $\mathcal{A}_\mathcal{U}$ and $\mathcal{A}_\mathcal{V}$ depend only on $\mathcal{U}$ and $\mathcal{V}$, and not on how $\mathcal{U}$ and $\mathcal{V}$ have been embedded in $\mathcal{M}$. This has been called “the principle of locality” [6]. For free field theory, the statement is a theorem. In general, it is expected to hold because the algebras $\mathcal{A}_\mathcal{U}$ and $\mathcal{A}_\mathcal{V}$ are ultimately determined by operator product relations in the regions $\mathcal{U}$ and $\mathcal{V}$, and these relations are entirely local in nature. The principle of locality is analogous to what we learned about spin systems in section 2.2: there are many inequivalent representations of the algebra of an infinite collection of spins, but they are all equivalent for any finite set of spins.
Given the principle of locality, we can explain the meaning of quantum field theory in an open universe $M'$, now with a noncompact initial value surface $S'$. Let $V \subset S'$ be an open set that is small enough that it can be embedded in a closed manifold $\tilde{V}$. Let $\mathcal{U}$ be the domain of dependence of $V$ in $M'$, and $V \subset \mathcal{U}$ a small thickening of $V$. Because $V$ can be embedded in the compact manifold $\tilde{V}$, $\mathcal{U}$ and $V$ can be embedded in a closed universe $\tilde{M}$, with $\tilde{V}$ as Cauchy hypersurface. Then we can define algebras $\mathcal{A}_U$ and $\mathcal{A}_V$ associated to $\mathcal{U}$ and $V$, and the principle of locality says that these local algebras depend only on $\mathcal{U}$ and $V$ and not on the embedding in $M'$. The dynamical principle of a quantum field theory is now again $\mathcal{A}_U = \mathcal{A}_V$. This, along with general axioms about the algebras associated to open sets, is the content of quantum field theory in an open universe.

The principle of locality sheds light on what happens if we prefer to describe physics in an open universe using a Hilbert space. The only problem with doing so is that in an open universe there are many inequivalent choices of a Hilbert space and generically there is no preferred way to choose one. However, the principle of locality says that the algebra $\mathcal{A}_U$ of a local region and the dynamical principle $\mathcal{A}_U = \mathcal{A}_V$ do not depend on the choice of a Hilbert space. Because of the principle of locality, an observer interested in physics in a bounded portion of the universe may decide that the choice of a global Hilbert space from among the myriad possibilities is irrelevant. But one can pick whichever Hilbert space one wishes without changing the predictions of a theory for local dynamics.

In an open universe that obeys special asymptotic conditions at spatial infinity, one can say more. One particularly important case is an asymptotically flat universe, that is a universe that is asymptotic at spatial infinity to Minkowski space. In the asymptotically flat case, we will assume that the theory of interest has a mass gap, for a reason explained in the next paragraph. Another important case is an asymptotically Anti de Sitter (AAdS) universe, that is, a universe that is asymptotic at spatial infinity to Anti de Sitter space. In the AAdS case, one assumes a boundary condition at spatial infinity of the sort usually considered in the AdS/CFT correspondence. An asymptotically flat or AAdS spacetime is time-independent for modes near spatial infinity, so one has a natural separation in positive and negative frequencies for modes near spatial infinity. For any mode of sufficiently short wavelength, there is a natural separation in positive and negative frequencies. In short, for the modes that either have short wavelength or are located near spatial infinity – which means for all but finitely many modes – there is a natural asymptotic separation in positive and negative frequencies. Hence, an asymptotically flat or AAdS spacetime (with a mass gap in the asymptotically flat case) is similar to a closed universe: there is a natural treatment asymptotically for all but finitely many modes, and therefore we should expect that a natural Hilbert space will exist.

Clearly, the argument as stated in the last paragraph is only heuristic, and I am not aware of precise theorems in the literature. For a quantum field theory with a mass gap $m$, the effects of spacetime curvature on the ground state are exponentially small in the limit that the radius of curvature is large compared to $1/m$. In such a case, in an asymptotically flat spacetime, the separation in positive and negative frequencies becomes exponentially precise near spatial infinity, where the radius of curvature diverges, so there should be no difficulty. In AAdS space with the usual sort of boundary conditions, there are no infrared issues and this case should also be safe.
The delicate case is a massless theory in an asymptotically flat spacetime. For a free Maxwell field in Minkowski space, there is a natural quantization that leads to a Hilbert space with a Poincaré invariant vacuum, but this quantization is not truly unique because of the possibility of "soft hair"; after coupling to charged fields, usually assumed to be massive, the soft hair plays an important role in understanding infrared divergences, soft theorems, and the memory effect. With massless charged fields, the non-uniqueness of quantization becomes truly essential; moreover, this has a very interesting analog for General Relativity in an asymptotically flat spacetime. One cannot expect quantum field theory in an asymptotically flat spacetime to be simpler than quantum field theory in Minkowski space. So in general, a straightforward Hilbert space description of quantum field theory in asymptotically flat spacetime is only available for massive theories or possibly for massless theories whose infrared behavior is such that the $S$-matrix can be defined in a conventional Fock space.

### 2.6 Non-Free Theories

So far we have discussed free theories. We will add a few words on non-free theories.

One of the main criteria for successful quantization of a free theory is that correlation functions such as the two-point function $\langle \Psi | \phi(\vec{x}, t) \phi(\vec{x}', t') | \chi \rangle$ should have standard short distance singularities. A two-point function with that property is the essential input to perturbation theory. So one would expect, modulo some well-understood issues of anomaly cancellation, that weakly coupled theories make sense in perturbation theory when free theories do.

One would anticipate that the same is true nonperturbatively, for theories such as QCD. If a theory exists perturbatively in curved spacetime, and nonperturbatively in flat spacetime, one would expect that it works nonperturbatively in curved spacetime. Unfortunately, not much is available in terms of rigorous theorems, except for special models like two-dimensional conformal field theories. That reflects the general mathematical difficulty of understanding quantum field theory rigorously. One would think that rigorous results for a superrenormalizable theory in curved spacetime might be relatively accessible, but such results are not available.

### 3 Quantum Statistical Mechanics and the Thermodynamic Limit

#### 3.1 The Thermofield Double

In this section, we will consider a simpler problem that is actually somewhat analogous to quantum field theory in an open universe. Instead of quantum field theory in curved spacetime, we consider

---

10. The following was explained to me in this context by R. Wald.

11. A theory which is well-defined in Minkowski space might have a gravitational anomaly which would cause perturbation theory in curved spacetime to fail.
quantum statistical mechanics at positive temperature $T = 1/\beta$. In finite volume, there is no problem. We just consider the density matrix $\rho = \frac{1}{Z} e^{-\beta H}$ acting on the Hilbert space $\mathcal{H}$ of the system, where $Z = \text{Tr} e^{-\beta H}$ is the partition function. Importantly, for any conventional statistical system (possibly a relativistic quantum field theory, possibly a nonrelativistic system of some kind), the partition function converges in finite volume. Thermodynamic functions and thermal correlation functions can all be computed in finite volume, and they have a thermodynamic or large volume limit.

What happens if one wants to describe the thermodynamic limit of a system directly in terms of operators acting on a Hilbert space appropriate for an infinite volume system? Here we run into a difficulty: there is no separable Hilbert space that contains all the typical states of a system at $T \neq 0$, since fluctuations can occur throughout the whole infinite space. For example, for a spin system on an infinite lattice, since each spin has a nonzero probability to fluctuate, it takes uncountably many states to describe all the typical states at $T \neq 0$. (We discuss some examples based on lattice spin systems in section 3.3.) In a continuum field theory, there is actually no reasonable definition of a nonseparable Hilbert space that contains all the typical thermal excitations in infinite volume.

There is a simple device that enables one to describe the thermodynamic limit of any quantum system in a separable Hilbert space [20]. This is the “thermofield double.” Consider an ordinary quantum system $\mathcal{T}$ (possibly a relativistic field theory, possibly a lattice theory or something else) with Hilbert space $\mathcal{H}$ and Hamiltonian $H$. In finite volume, the thermofield double is defined by introducing, roughly speaking, two copies of the original system, which we will call the “right” and “left” copies, with Hilbert spaces $\mathcal{H}_r$ and $\mathcal{H}_\ell$, and Hamiltonians $H_r$ and $H_\ell$. We think of $\mathcal{H}_r$ as the Hilbert space of the system $\mathcal{T}$ and $\mathcal{H}_\ell$ as an auxiliary second copy. Actually, rather than being a second copy of $\mathcal{H}_r$, it is more canonical to define $\mathcal{H}_\ell$ to be the complex conjugate Hilbert space of $\mathcal{H}_r$. That amounts physically to saying that the left system is a time-reversal conjugate of the right system (rather than being an identical second copy). The fact that $\mathcal{H}_\ell$ is the complex conjugate of $\mathcal{H}_r$ ensures that the combined Hilbert space $\mathcal{H}_\text{TFD} = \mathcal{H}_\ell \otimes \mathcal{H}_r$ of the two systems can be viewed canonically as the space of linear operators acting on $\mathcal{H}_r$ (or $\mathcal{H}_\ell$). In expositions of the thermofield double, time-reversal symmetry is often assumed, in which case the left and right systems are equivalent.

In finite volume, the thermofield double $\Psi_{\text{TFD}}$ is simply a vector in $\mathcal{H}_\ell \otimes \mathcal{H}_r$, defined as follows. Suppose that the Hamiltonian acting on the original system has eigenstates $\psi_i$ with energies $E_i$. Then in finite volume, $\Psi_{\text{TFD}}$ is defined as

$$\Psi_{\text{TFD}} = \frac{1}{\sqrt{Z}} \sum_i \exp(-\beta E_i/2) |\tilde{i}\rangle_\ell \otimes |i\rangle_r,$$

(3.1)

Here $|i\rangle_r$ is the $i^{th}$ energy level of the right system, with energy $E_i$; $|\tilde{i}\rangle_\ell$ is its time-reversal conjugate in the left system; and $Z$ is the partition function of the right or left system at temperature $1/\beta$. The point of this formula is that the density matrix of the right or left system is the usual thermal density matrix of that system:

$$\rho_r = \text{Tr}_{\mathcal{H}_\ell} |\Psi_{\text{TFD}}\rangle \langle \Psi_{\text{TFD}}| = \frac{1}{Z} \sum_i e^{-\beta E_i} |i\rangle_r \langle i|_r = \frac{1}{Z} e^{-\beta H_r}.$$  

(3.2)
Figure 2: (a) A thermal density matrix $\rho = \frac{1}{Z} e^{-\beta H}$ can be computed by a path integral on the strip $0 \leq \tau \leq \beta$. The horizontal direction in the picture represents the “spatial” manifold (or lattice) $W$. (b) The thermofield double state $\Psi_{TFD} = \rho_{r}^{1/2}$ can be computed by a path integral on a strip of half the width, $0 \leq \tau \leq \beta/2$. Operators of the “right” or “left” copy are inserted, respectively, on the boundaries at $\tau = 0$ and $\tau = \beta/2$.

So the thermofield double is a “purification” of a thermal density matrix.

An equivalent statement is the following. If we view $H_{r} \otimes H_{r}$ as the space of linear operators acting on $H_{r}$, then $\Psi_{TFD} = \rho_{r}^{1/2}$ is invertible, and therefore every vector in $H_{TFD}$ can be obtained from $\Psi_{TFD}$ by acting with $A_{r,V}$, or by acting with $A_{\ell,V}$. The fancy way to say this is that if $\Psi$ is invertible, then it corresponds to a cyclic separating vector for the algebras $A_{r,V}$ and $A_{\ell,V}$.

We want to take the infinite volume limit of this construction. As already noted, the left and right Hilbert spaces $H_{r}$ and $H_{\ell}$ do not have large volume limits, and the formula (3.1) is not meaningful in the thermodynamic limit, because $Z = \infty$ in this limit and the sum would contain uncountably many terms. But it is possible to define a Hilbert space $H_{TFD}$ that contains $\Psi_{TFD}$ and does have a large volume limit. To explain this, we first review a few standard facts about finite volume. We describe these facts in the familiar language of path integrals, though this is not strictly necessary. Let $W$ be the spatial manifold (or lattice) on which we want to formulate theory $T$. In the thermodynamic limit, $W$ will be $\mathbb{R}^{D-1}$ for a continuum field theory or an infinite lattice $\mathbb{Z}^{D-1}$ for a lattice system. The thermal density matrix $\rho_{r} = \frac{1}{Z} e^{-\beta H}$ can be computed in finite volume by a path integral on $W \times I$, where $I$ is the interval $0 \leq \tau \leq \beta$ (fig. 2). The factor of $1/Z$ means that from the energy density $T_{00}$, whose integral is the Hamiltonian $H_{r} = \int d^{D-1}x \sqrt{g} T_{00}$, we should subtract a constant, the free energy density at temperature $1/\beta$. With this subtraction, the path integral, in finite volume, computes a normalized density matrix $\rho_{r}$, satisfying $\text{Tr} \rho_{r} = 1$. To construct the thermofield double state $\Psi_{TFD} = \rho_{r}^{1/2}$, we simply do the same path integral (with

---

[12] In general, if an algebra $A$ acts on a Hilbert space $H$, then a vector $\Psi \in H$ is said to be separating for $A$ if the condition $a\Psi = 0$, $a \in A$ implies that $a = 0$, and it is said to be cyclic for $A$ if vectors $a\Psi$, $a \in A$ are dense in $H$. 
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the same subtraction) on a strip of half the width, $0 \leq \tau \leq \beta/2$. Given an operator $a_r \in A_{r,V}$, to construct a state obtained by acting with $a_r$ on $\Psi_{\text{TFD}}$, we just insert $a_r$ in the path integral at $\tau = 0$; similarly, to act with $a_\ell \in A_{\ell,V}$ on $\Psi_{\text{TFD}}$, we insert $a_\ell^\dagger$ at $\tau = \beta/2$. Inner products between these states are computed by gluing together two path integrals on the strip of width $\beta/2$ to make a cylinder of circumference $\beta$. For example, an inner product $\langle b_r \Psi_{\text{TFD}} | a_r \Psi_{\text{TFD}} \rangle = \langle \Psi_{\text{TFD}} | b_r^\dagger a_r \Psi_{\text{TFD}} \rangle$ is computed by a path integral on the cylinder with insertion of $b_r^\dagger a_r$ at $\tau = 0$. This quantity is just the expectation value of $b_r^\dagger a_r$ in the thermal ensemble:

$$
\langle b_r \Psi_{\text{TFD}} | a_r \Psi_{\text{TFD}} \rangle = \langle \Psi_{\text{TFD}} | b_r^\dagger a_r | \Psi_{\text{TFD}} \rangle = \frac{1}{Z} \text{Tr} \rho_r b_r^\dagger a_r = \frac{1}{Z} \text{Tr} \mathcal{H}_r \exp(-\beta H_r) b_r^\dagger a_r. \tag{3.3}
$$

Such thermal expectation values have a thermodynamic limit.\footnote{In taking the thermodynamic limit, we keep the operators fixed, and hence acting on degrees of freedom in a bounded region, while the volume goes to infinity.} Since the density operator $\rho_r$ is strictly positive, one has

$$
\langle a_r | \Psi_{\text{TFD}} \rangle = \frac{1}{Z} \text{Tr} \rho_r a_r^\dagger a_r > 0 \tag{3.4}
$$

for all $a_r \neq 0$. Likewise, for $a_\ell \neq 0$, we can construct states $a_\ell \Psi_{\text{TFD}}$ by acting with $a_\ell^\dagger$ at $\tau = \beta/2$. Inner products between these states are obviously given by a formula like eqn. (3.3) which again has a thermodynamic limit:

$$
\langle b_\ell \Psi_{\text{TFD}} | a_\ell \Psi_{\text{TFD}} \rangle = \frac{1}{Z} \text{Tr} \mathcal{H}_\ell \exp(-\beta H_\ell) b_\ell^\dagger a_\ell. \tag{3.5}
$$

Inner products $\langle a_\ell | \Psi_{\text{TFD}} \rangle$ are defined by inserting the operators $a_\ell$ and $(a_\ell^\dagger)^\dagger = a_\ell^*$ (here $a_\ell^*$ is the complex conjugate of $a_\ell$; note that because of the complex conjugation, it is naturally an operator on $\mathcal{H}_\ell$) at $\beta = 0$ and $\beta = \tau/2$, respectively. In operator terms, such an inner product is

$$
\langle a_\ell | \Psi_{\text{TFD}} \rangle = \frac{1}{Z} \text{Tr} \mathcal{H}_\ell a_\ell e^{-\beta H_\ell/2} a_\ell^* e^{-\beta H_\ell/2}. \tag{3.6}
$$

Such an inner product also has a thermodynamic limit. Reflection positivity says that for any $a_\ell$, there is an $a_r$ that makes this inner product nonzero. We simply choose $a_r$ to be obtained from $a_\ell$ by a reflection of the thermal circle.

In finite volume, the states that appeared in this construction are simply states in $\mathcal{H}_\ell \otimes \mathcal{H}_r$. In the infinite volume limit, this is no longer true. But now we can describe a Hilbert space $\mathcal{H}_{\text{TFD}}$ that does have a thermodynamic limit. First we need to pick an algebra of operators that is supposed to act on $\mathcal{H}_{\text{TFD}}$. As in section 2.2 we at least want to include all operators that act on a bounded region of space. Ultimately we can take limits and include operators whose action is not restricted to a bounded region, but to know what limits to allow, we first have to know what Hilbert space the operators are supposed to act on. So we define algebras $A_{r,0}$ and $A_{\ell,0}$ consisting of bounded operators acting on a bounded region in the right system or the left system, respectively. Now at a minimum we want $\mathcal{H}_{\text{TFD}}$ to contain a vector that we call $\Psi_{\text{TFD}}$ which will be an infinite volume limit of the finite volume thermofield double state. In addition, we want the algebras $A_{r,0}$ and $A_{\ell,0}$ to act on $\mathcal{H}_{\text{TFD}}$. So we say that for every $a_r \in A_{r,0}$, $\mathcal{H}_{\text{TFD}}$ contains a vector that we call $a_r \Psi_{\text{TFD}}$. $A_{r,0}$ acts on these states in an obvious way: $a_r (b_r \Psi_{\text{TFD}}) = (a_r b_r) \Psi_{\text{TFD}}$. We postulate that the inner products between these states are given by the thermodynamic limit of the thermal
correlation functions in eqn. (3.3). Because of eqn. (3.4), this set of states makes up a pre-Hilbert space $H_{TFD,0}$, satisfying all conditions of a Hilbert space except completeness. We take the Hilbert space completion and get the thermofoild double Hilbert space $H_{TFD}$. We can now also complete $A_{r,0}$ to a von Neumann algebra $A_r$ that acts on $H_{TFD}$ by including weak limits, as in section 2.2.

Obviously, we could have carried out this process starting with $A_{\ell,0}$ instead of $A_{r,0}$. One might worry that this would lead to a different thermofoild double Hilbert space $\tilde{H}_{TFD}$, with an action of a left algebra $A_\ell$ instead of $A_r$. The reason that this does not happen is that the formula eqn. (3.6) for inner products between states $a_\ell \Psi_{TFD}$ and states $a_r \Psi_{TFD}$ also has a thermodynamic limit and implies that $a_\ell \Psi_{TFD}$ can be viewed as a vector in the same Hilbert space $H_{TFD}$ that we defined starting with states $a_r \Psi_{TFD}$.

The upshot is to define a Hilbert space $H_{TFD}$ with an action of completions $A_\ell$ and $A_r$, of $A_{\ell,0}$ and $A_{r,0}$. Inner products between vectors of the form $a_\ell \Psi_{TFD}$ and/or $a_r \Psi_{TFD}$ are defined via the thermodynamic limits of eqns. (3.3), (3.5), and (3.6). All expected relations among inner products between Hilbert space vectors are satisfied, because we are simply taking the thermodynamic limits of formulas that in finite volume do represent inner products between Hilbert space vectors. Moreover, in terminology that was defined in footnote 12, $\Psi_{TFD} \in H_{TFD}$ is always a cyclic separating vector for the algebra $A_r$ (or $A_\ell$).

The procedure by which we constructed the thermodynamic limit of $H_{TFD}$ is a special case of the Gelfand-Naimark-Segal (GNS) construction in which the input is an algebra $A$ and a state on the algebra, that is a complex-valued linear function $a \rightarrow F(a)$ such that $F(1) = 1$ and $F(a^* a) > 0$ for all $a \neq 0$, and the output is a Hilbert space $\mathcal{H}$ with an action of $A$ and a cyclic separating vector $\Psi$. (Closely related is the Wightman Reconstruction Theorem of axiomatic field theory, in which a Hilbert space is reconstructed from the correlation functions of a local field.) The GNS construction proceeds as follows. One formally associates a vector $\Psi$ to the identity element $1 \in A$, and to every $a \in A$ one associates a vector $a \Psi$. The action of $A$ on this set of states is defined in the obvious way by $a(b \Psi) = (ab) \Psi$, and inner products are defined by $\langle a \Psi | b \Psi \rangle = F(a^* b)$. This gives a pre-Hilbert space $H_0$ with an action of $A$, and one completes it to a Hilbert space $H$. From the definitions, it is immediate that $A$ acts on $H$ with $\Psi$ as a cyclic separating vector. Clearly the definition of $H_{TFD}$ is the GNS construction applied to the case that $F(a)$ is the expectation value of $a$ in the thermodynamic limit.

### 3.2 Surprises In The Thermodynamic Limit

So by going to the thermofoild double, we can describe the infinite volume limit of quantum statistical mechanics in a separable Hilbert space $H_{TFD}$. But there are a few surprises.

First of all, evidently $A_r$ does not act irreducibly on $H_{TFD}$, since it commutes with $A_\ell$, and vice-versa. In fact $A_\ell$ and $A_r$ are algebras of a possibly unfamiliar kind: they are generically von Neumann algebras of Type III. What characterizes algebras of Type II or Type III, as opposed to the more familiar algebras of Type I, is roughly that entanglement is not just a property of the
states that the algebra acts on but is built into the structure of the algebra. In finite volume \( V \), the entanglement entropy of the state \( \Psi_{\text{TFD}} \in \mathcal{H}_\ell \otimes \mathcal{H}_r \) is the same as the thermodynamic entropy of the thermal density matrix \( \rho_r \) or \( \rho_\ell \) on one factor. In particular, it is proportional to \( V \) and diverges in the thermodynamic limit. Thus in effect \( \Psi_{\text{TFD}} \) in the thermodynamic limit describes a state with an infinite entanglement between the two systems. But every state in \( \mathcal{H}_{\text{TFD}} \) looks at spatial infinity like \( \Psi_{\text{TFD}} \) and so every state has the same divergent entanglement entropy. This is different from the usual situation for a bipartite quantum system \( XY \) with Hilbert space \( \mathcal{H}_{XY} = \mathcal{H}_X \otimes \mathcal{H}_Y \) where \( \mathcal{H}_X \) and \( \mathcal{H}_Y \) are of infinite dimension. In such a case, a vector \( \Psi_{XY} \in \mathcal{H}_{XY} \) could have infinite entanglement entropy, but there are also vectors in \( \mathcal{H}_{XY} \) with finite or zero entanglement entropy. By contrast, in the infinite volume limit, \( \mathcal{H}_{\text{TFD}} \) is not a tensor product and no vector in it can be interpreted to have finite entanglement entropy; rather, the infinite entanglement entropy between the left and right systems is encoded in the structure of the algebras \( A_\ell \) and \( A_r \). We will discuss this more thoroughly in section 3.3 with simple examples.

A second unusual property of the infinite volume thermofield double comes to light if we think about real time thermal physics. In finite volume, to study real time thermal physics, we define the time-dependence of operators in a familiar way:

\[
\begin{align*}
    \hat{a}_r(t) &= \exp(i\hat{H}_r t) a_r \exp(-i\hat{H}_r t) \\
    \hat{a}_\ell(t) &= \exp(-i\hat{H}_\ell t) a_\ell \exp(i\hat{H}_\ell t).
\end{align*}
\]  

(3.7)

Then we define real time correlation functions such as

\[
\langle \hat{a}_r(t_1) \hat{b}_r(t_2) \rangle = \text{Tr} \rho_r \hat{a}_r(t_1) \hat{b}_r(t_2).
\]

(3.8)

These functions have a thermodynamic limit. How do we describe them using the thermofield double? A subtlety arises here: the Hamiltonians \( \hat{H}_\ell \) and \( \hat{H}_r \) of the left and right system do not make sense as operators on the infinite volume \( \mathcal{H}_{\text{TFD}} \). This is so because of thermal fluctuations. In volume \( V \), the typical energy in the thermal ensemble is of course proportional to \( V \), so the Hamiltonian diverges for \( V \to \infty \). That in itself is not a problem, because we can “renormalize” \( \hat{H}_\ell \) and \( \hat{H}_r \) by subtracting a multiple of \( V \) to get an operator whose expectation value vanishes for \( V \to \infty \). The problem comes from the thermal fluctuations. The typical fluctuations in \( \hat{H}_\ell \) and \( \hat{H}_r \) in volume \( V \) are of order \( V^{1/2} \), which also diverges for \( V \to \infty \). Even after subtracting constants from \( \hat{H}_\ell \) and \( \hat{H}_r \) to set their expectations values in the thermal ensemble to zero, the divergent fluctuations remain, and imply that \( \hat{H}_\ell \) and \( \hat{H}_r \) do not have limits as operators on \( \mathcal{H}_{\text{TFD}} \).

So how are we going to define real time correlation functions? The answer is that the operator \( \hat{H} = \hat{H}_r - \hat{H}_\ell \) does have a thermodynamic limit as an operator on \( \mathcal{H}_{\text{TFD}} \). This results from the fact that in finite volume \( \hat{H} \) annihilates \( \Psi_{\text{TFD}} \), as is evident from the definition (3.1). With the aid of \( \hat{H} \), we can describe real time thermal physics. We define

\[
\begin{align*}
    \hat{a}_r(t) &= \exp(i\hat{H} t) a_r \exp(-i\hat{H} t) \\
    \hat{a}_\ell(t) &= \exp(-i\hat{H} t) a_\ell \exp(i\hat{H} t).
\end{align*}
\]  

(3.9)

The motivation for these definitions is that in finite volume they agree with the standard definitions (3.7), since \( [H_\ell, a_r] = [H_r, a_\ell] = 0 \). In terms of these definitions, the thermodynamic limit of real
time correlation functions is given by formulas such as

\[ \langle a_{\ell,r}(t_1) b_{\ell,r}(t_2) \rangle = \langle \Psi_{\text{TFD}} | a_{\ell,r}(t_1) b_{\ell,r}(t_2) | \Psi_{\text{TFD}} \rangle, \]  

(3.10)

where the subscripts \( \ell, r \) mean that the operators can belong to either \( A_\ell \) or \( A_r \).

Since the operator \( \exp(i \hat{H} t) \) is not contained in either \( A_\ell \) or \( A_r \), it follows that time translations are a group of outer automorphisms of \( A_\ell \) and of \( A_r \). Now consider the following question. Suppose that one has access to the Hilbert space \( H_{\text{TFD}} \), the state \( \Psi_{\text{TFD}} \), and the algebra \( A_r \), but one does not know how this data arose by taking a thermodynamic limit. Just from \( H_{\text{TFD}} \), \( \Psi_{\text{TFD}} \), and \( A_r \), how would one identify which outer automorphism group of \( A_r \) corresponds to time translations? The answer to this question is given by Tomita-Takesaki theory. Here we will just state a few facts, leaving the reader to look elsewhere (for example, sections 3 and 4 of [19]) for a detailed explanation. In Tomita-Takesaki theory, to a Hilbert space \( H \), an algebra \( A \) of operators on \( H \) and a state \( \Psi \in H \) that is cyclic and separating\(^{14}\) for \( A \), one associates a modular operator \( \Delta_{\Psi} \). For example, if \( H = H_{XY} = H_X \otimes H_Y \) is the Hilbert space of a bipartite system \( XY \), \( A = A_X \) is the algebra of operators on \( H_X \), and \( \Psi = \Psi_{XY} \) is a vector in \( H_{XY} \), then the cyclic separating condition is that the reduced density matrices \( \rho_X \) and \( \rho_Y \) of \( \Psi_{XY} \) are invertible, and in this case the modular operator is \( \Delta_{\Psi} = \rho_X \otimes \rho_Y^{-1} \). (See eqn. (4.26) in [19], for example.) In finite volume, these conditions are satisfied by \( H = H_{\text{TFD}} = H_\ell \otimes H_r \), \( \Psi = \Psi_{\text{TFD}} \), \( A = A_r \), \( \rho_r = \frac{1}{Z} e^{-\beta H_r} \), \( \rho_\ell = \frac{1}{Z} e^{-\beta H_\ell} \). So \( \Delta_{\Psi_{\text{TFD}}} = \rho_r \otimes \rho_\ell^{-1} = \exp(-\beta \hat{H}) \). Though \( \rho_r \) and \( \rho_\ell \) do not have a thermodynamic limit, \( \Delta_{\Psi_{\text{TFD}}} \) and \( \hat{H} \) do have such a limit and the formula \( \Delta_{\Psi_{\text{TFD}}} = \exp(-\beta \hat{H}) \) is valid in the thermodynamic limit. So we can express \( \hat{H} \) in terms of the modular operator: \( \hat{H} = -\frac{1}{\beta} \log \Delta_{\Psi_{\text{TFD}}} \).

### 3.3 Examples From Spin Systems

Here we will consider some concrete examples of the thermofield double construction for a system with an infinite number of degrees of freedom.\(^{15}\) As in section 2.2, we consider a countably infinite set of qubits, which we label by a positive integer \( n \), making the “right” system. To study this system via the thermofield double, we introduce another infinite collection of qubits, the “left” system. We write \( H_{r,N} \) for the Hilbert space of the first \( N \) qubits of the right system, and \( H_{\ell,N} \) for the analog for the left system.

We will consider extremely simple Hamiltonians of the form \( H = \sum_{n=1}^{\infty} H_n \), where \( H_n \) is a single-qubit Hamiltonian. One may be surprised that this case is rich enough to be interesting. In fact the various von Neumann algebras\(^{16}\) can all arise from such a construction and some of them were first discovered in this way.\(^{32,34}\)

---

\(^{14}\)See footnote 12 for the meaning of “cyclic and separating.”

\(^{15}\)Some of the following was described from a different point of view in section 6 of [19].

\(^{16}\)To be more precise, the “hyperfinite” von Neumann algebras all arise this way. A hyperfinite algebra is one that can be approximated by a finite-dimensional matrix algebra. Hyperfinite algebras are usually the ones that arise in physics, because infinite constructions in physics are usually limits of finite constructions. The classification of von Neumann algebras is much more complicated in the non-hyperfinite case.
The simplest Hamiltonian of all is \( H = 0 \), so we will start with that case. Let us write \( |i\rangle_{n,r}, i = 1, 2 \) for the two states of the \( n^{th} \) qubit of the “right” system, and \( |\bar{i}\rangle_{n,\bar{r}}, i = 1, 2 \) for the time-reversed states of the \( n^{th} \) qubit of the “left” system. The analog of defining the thermofield double state first in finite volume, as in eqn. (3.1), is to define the thermofield double state first for the first \( N \) qubits of the right system, together with their partners in the left system. With \( H = 0 \), the thermofield double state \( \Psi_{\text{TFD}} \in \mathcal{H}_{r,N} \otimes \mathcal{H}_{\bar{r},N} \) is just a completely entangled state of \( N \) pairs of qubits:

\[
\Psi_{\text{TFD}} = \frac{1}{\sqrt{Z_N}} \sum_{n=1}^{N} |i\rangle_{n,r} \otimes |\bar{i}\rangle_{n,\bar{r}}, \quad Z_N = 2^N. \tag{3.11}
\]

Arranging the four states \( |i\rangle_{n,r} \otimes |j\rangle_{n,\bar{r}}, i, j = 1, 2 \) in a \( 2 \times 2 \) matrix in a fairly obvious way, we can write

\[
\Psi_{\text{TFD}} = \frac{1}{\sqrt{Z_N}} \otimes_{n=1}^{N} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}. \tag{3.12}
\]

Now let \( A_{r,0} \) be the algebra of all operators on the right system that act nontrivially on only finitely many qubits. If \( a_r \in A_{r,0} \), then for sufficiently large \( N \), we can view \( a_r \) as an operator on \( \mathcal{H}_{r,N} \otimes \mathcal{H}_{\bar{r},N} \) and define \( F(a_r) = \langle \Psi_{\text{TFD}} | a_r | \Psi_{\text{TFD}} \rangle \). For given \( a_r \), this definition does not depend on \( N \), once \( N \) is large enough so that \( F(a_r) \) is defined. So \( F(a_r) \) is well-defined for all \( a_r \in A_{r,0} \). It clearly is linear in \( a_r \) and satisfies \( F(a_r^* a_r) > 0 \) for \( a_r \neq 0 \), so it defines a state on the algebra \( A_{r,0} \). So we can invoke the GNS construction, as described in section 3.1, and construct the thermofield double Hilbert space \( \mathcal{H}_{\text{TFD}} \), with an action of \( A_{r,0} \), and containing the distinguished thermofield double state \( \Psi_{\text{TFD}} \in \mathcal{H}_{\text{TFD}} \).

By including weak limits, we can take the closure of \( A_{r,0} \) to get an algebras \( A_r \) of bounded operators that acts on \( \mathcal{H}_{\text{TFD}} \). This is an algebra of an unfamiliar kind – a Type II von Neumann algebra. In fact, it is a Murray-von Neumann factor of Type II \( 1 \). To see that the algebra \( A_r \) is of an unfamiliar type, note that the function \( F(a_r) \) satisfies

\[
F(a_r b_r) = F(b_r a_r). \tag{3.13}
\]

Thus, this function has the algebraic properties of a trace, so we will denote it as one: \( F(a_r) = \text{Tr} a_r \). Moreover, this trace is defined (and finite) for all elements of the algebra; in particular, \( \text{Tr} 1 = 1 \). By contrast, the obvious example of an infinite dimensional von Neumann algebra is the algebra \( A \) of all bounded operators on a separable Hilbert space \( \mathcal{H} \). This algebra, which is said to be of Type I\( \infty \), does have a trace \( \text{Tr} \), but the trace is not defined for all elements of \( A \) (only for those that are “trace class”) and in particular in a Type I\( \infty \) factor, \( \text{Tr} 1 = +\infty \). So the algebra \( A_r \) is something new.

Intuitively, since the Type II \( 1 \) factor \( A_r \) was constructed by considering an infinite collection of maximally entangled qubit pairs, an infinite amount of entanglement is built into the structure of this algebra. A Type II \( 1 \) algebra does not have an irreducible representation in a Hilbert space. We constructed a representation of the Type II \( 1 \) algebra \( A_r \) on the Hilbert space \( \mathcal{H}_{\text{TFD}} \), but this

\[17\text{A factor is a von Neumann algebra whose center consists only of the complex scalars.}\]
representation is far from irreducible, since the action of $A_r$ on $H_{TFD}$ commutes with the action of another Type II$_1$ algebra $A_\ell$ that is defined similarly, starting with operators that act only on finitely many qubits of the left system and taking limits. The algebras $A_r$ and $A_\ell$ commute and in fact they are each other’s commutants\footnote{The commutant of a von Neumann algebra $A$ acting on a Hilbert space $H$ is the algebra $A'$ that consists of all bounded operators on $H$ that commute with $A$.} As this example illustrates, when a Type II$_1$ algebra acts on a Hilbert space, its commutant is another Type II algebra.

Murray and von Neumann classified the Hilbert space representations of a hyperfinite Type II$_1$ algebra. They are labeled up to isomorphism by a nonnegative real number $x$, which is a regularized “dimension” of the representation. $H_{TFD}$ corresponds to the case $x = 1$. To construct representations with $x < 1$, we use projection operators in $A_\ell$. For example, for $1 \leq k \leq 2^N$, pick a $k$-dimensional subspace $W \subset H_{\ell,N}$, and let $\Pi : H_{\ell,N} \to W$ be the orthogonal projection operator of $H_{\ell,N}$ onto $W$ (tenored with the identity operator on all other qubits). The image of $\Pi$ in $H_{TFD}$ is a representation of $A_r$ with $x = k/2^N$. All values $x < 1$ are limits of this with $k, N \to \infty$. Since $x$ is additive when one takes the direct sum of two representations, any representation is the direct sum of a representation with $x < 1$ and a number of copies of $H_{TFD}$. Roughly, the value of $x$ for a Hilbert space representation $R$ of $A_r$ is defined as the trace of the identity element of $A_r$ in the representation $R$. Some more detail is needed to make this precise, but anyway the existence of inequivalent representations of $A_r$ is related to the fact that $A_r$ has a trace.

The other hyperfinite von Neumann algebra of Type II is a Type II$_\infty$ algebra. It can be obtained as the tensor product of a Type II$_1$ algebra with a Type I$_\infty$ algebra of all bounded operators on a separable Hilbert space. It has a trace, which, because of the Type I$_\infty$ factor, is not defined for all elements of the algebra.

Repeating this construction with a non-zero Hamiltonian, we can get the other hyperfinite von Neumann algebras. Again with $H = \sum_{n=1}^{\infty} H_n$, the next simplest case is to take

$$H_n = \begin{pmatrix} 0 & 0 \\ 0 & E \end{pmatrix},$$

all with the same constant $E$. The thermofield double state, in the notation of (3.12), is

$$\Psi_{TFD} = \frac{1}{\sqrt{Z_N}} \prod_{n=1}^{N} \begin{pmatrix} 1 & 0 \\ 0 & e^{-\beta E/2} \end{pmatrix}, \quad Z_N = (1 + e^{-\beta E})^N. \quad (3.15)$$

In the large $N$ limit, we can again define a state on the algebra $A_{r,0}$ by $F(a_r) = \langle \Psi_{TFD}|a_r|\Psi_{TFD}\rangle$. The GNS construction gives the thermofield double Hilbert space $H_{TFD}$, with an action on $H_{TFD}$ of an algebra $\mathcal{A}$, that is a closure of $A_{r,0}$, and with a cyclic separating state $\Psi_{TFD}$.

The state $\Psi_{TFD}$ in this example describes an infinite collection of qubit pairs all with the same non-maximal entanglement. So $A_r$ is again an algebra that encodes an infinite amount of entanglement. What is different for $E \neq 0$ is that generically $F(a_r b_r) \neq F(b_r a_r)$. So the function $F$ is no longer a trace, and indeed for $E \neq 0$, $A_r$ does not have a trace. The algebra $A_r$ is called
an algebra of Type III\(\lambda\) with \(\lambda = e^{-\beta E/2}\). An algebra of this type was originally constructed in precisely the way that we have described \([33]\).

In almost any real problem in quantum statistical mechanics, the algebra \(A_r\) that acts on the thermofield double is instead a von Neumann algebra of Type III\(1\). The original construction of such an algebra \([34]\) was based on again taking \(H = \sum_{n=1}^{\infty} H_n\) to be a sum of single-qubit Hamiltonians, but with different \(H_n\):

\[
H_n = \begin{pmatrix}
0 & 0 \\
0 & E_n
\end{pmatrix}.
\]

(3.16)

In this general form, we will call the model the Araki-Woods model. As long as \(\lim_{n \to \infty} E_n \neq \infty\), there is an infinite amount of entanglement between the left and right systems, and the algebra \(A_r\) that acts on \(H_{TFD}\) will not be of Type I. (The case \(\lim_{n \to \infty} E_n = \infty\) is discussed in section 3.5.) Except in rather special cases, \(A_r\) is a new type of algebra that is said to be of Type III\(1\). For example, if the \(E_n\) take two values \(E\) and \(E'\), each with infinite multiplicity, then, for generic \(E\) and \(E'\), the algebra \(A_r\) is of Type III\(1\). This is again an algebra without a trace.

Unlike a Type II\(1\) algebra, a Type III algebra only has one irreducible representation in a Hilbert space, up to isomorphism. In the construction that we have just described, the representation \(H_{TFD}\) of the Type III\(1\) algebra \(A_r\) is far from irreducible, since the commutant of \(A_r\) is another Type III\(1\) algebra \(A_\ell\) that can be defined in the same way. We can again choose a projection operator \(\Pi \in A_\ell\), and the image of \(\Pi\) is a subspace \(\Pi H_{TFD} \subset H_{TFD}\) that provides a representation of \(A_r\). But as representations of \(A_r\), \(H_{TFD}\) and \(\Pi H_{TFD}\) are equivalent, even though one might naively think that the second one is smaller. For Type II\(1\), the existence of the invariant \(x\) that distinguishes representations of different “size” is tied to the existence of a trace; for Type III, there is no trace and any two nontrivial representations are isomorphic.

Following is a summary of some facts about (hyperfinite) von Neumann algebras. In all of these statements, we assume that the algebra considered is a “factor” (its center consists only of complex scalars). Algebras that are not factors can be constructed in a relatively simple way from factors.

(1) A Type I algebra \(A\) has an irreducible representation in a Hilbert space \(\mathcal{R}\). Its commutant in this representation consists only of its center, the complex scalars. This representation is essentially unique in the sense that any representation of \(A\) is a direct sum of copies of \(\mathcal{R}\); differently put, any representation is of the form \(\mathcal{R} \otimes \mathcal{Q}\), where \(\mathcal{Q}\) is some other Hilbert space on which \(A\) acts trivially. \(A\) is said to be of Type I\(_n\) if \(\mathcal{R}\) is \(n\)-dimensional, and of Type I\(_\infty\) if \(\mathcal{R}\) has countably infinite dimension.

(2) A Type II algebra \(A\) has no irreducible representation in a Hilbert space; its commutant in any representation is another Type II factor. There are two hyperfinite Type II algebras, up to isomorphism. A hyperfinite Type II\(_1\) algebra has a trace defined for all elements of the algebra; its representations are labeled by a positive real number \(x\). A hyperfinite Type II\(_\infty\) algebra has a trace that is defined only for some elements of the algebra; it only has one Hilbert space representation, up to isomorphism.

(3) A Type III algebra \(A\) has no irreducible representation in a Hilbert space; its commutant
in any representation is another algebra isomorphic to $\mathcal{A}$. A Type III algebra has no trace, and its representations are all isomorphic. In the thermodynamic limit, the natural algebra of observables of a generic system in quantum statistical mechanics is of Type III$_1$. The other hyperfinite Type III algebras are the Type III$\lambda$ algebras that we have described, and a Type III$_0$ algebra that is a kind of $\lambda \to 0$ limit of a Type III$\lambda$ algebra.

3.4 Relation To Quantum Field Theory

In section 2 in order to understand quantum field theory in a curved spacetime $M$, especially in the case of an open universe, it was important to consider the algebra $\mathcal{A}_U$ of observables in a local region $U \subset M$. Now that we have some experience with von Neumann algebras, we can return to this subject and ask what kind of algebra is $\mathcal{A}_U$.

We return to the setup discussed in section 2.5. We take $S$ to be a Cauchy hypersurface in $M$, which we assume compact for simplicity, and $B$ to be a codimension 1 submanifold of $S$ whose complement consists of two open sets $V$ and $V'$ (fig. 1). We let $\mathcal{U}$ and $\mathcal{U}'$ be the domains of dependence of $V$ and $V'$ in $M$. Then $\mathcal{A}_U$ and $\mathcal{A}_{U'}$ are the algebras of observables in bounded regions of spacetime.

To identify the algebra $\mathcal{A}_U$, we use the simple remarks about von Neumann algebras that were explained at the end of section 3.3. We also use a few facts about quantum field theory. One set of facts involves entanglement. For any state $\Psi \in \mathcal{H}$, there is a universal divergence in the entanglement entropy between modes in $\mathcal{U}$ and modes in $\mathcal{U}'$. The divergence comes from short wavelength modes that are localized near $B$, the “entangling surface” that separates $\mathcal{U}$ and $\mathcal{U}'$. The leading divergence is universal in the sense that it does not depend on the choice of $\Psi$. The reason for this is that the divergence comes from modes of very short wavelength, and at short distances every state in $\mathcal{H}$ looks the same. Because it comes from modes localized near $B$, the leading divergence is proportional to the area of $B$. The divergence involves pairs of modes on opposite sides of $B$ that are entangled. The geometry of $\mathcal{U}$ and $\mathcal{U}'$ near $B$ can be modeled locally by two opposite Rindler wedges in Minkowski space (see fig. 1(b)), so the entanglement structure at short distances is given by Unruh’s thermal interpretation of Rindler space [36], or equivalently by the Bisognano-Wichman theorem [37] which describes the application of Tomita-Takesaki theory to Rindler space. The thermal description shows that many different pairs of modes have all possible degrees of entanglement. In fact, the modular Hamiltonian of Rindler space is a Lorentz boost generator, which has a continuous spectrum consisting of all real numbers.

We also need the fact that the local algebras in quantum field theory do not have a trace. Given any $a \in \mathcal{A}_U$, its trace in $\mathcal{H}$ is divergent because of the infinity of things that could be happening in region $\mathcal{U}'$, and there is no regularized version of this trace.

Given these facts, we can guess what type of algebra is $\mathcal{A}_U$. The algebras whose structure

---

19The contributions of Unruh and of Bisognano and Wichman were done independently at about the same time. The connection between them was appreciated only years afterward, by Sewell [38].
incorporates a universal divergence in the entanglement entropy are of Type II and Type III. The absence of a trace tells us that \( A_U \) is of Type III. And the fairly generic pattern of entanglement, with many modes of all possible degrees of entanglement, analogous to a rather generic choice of \( E_n \)'s in eqn. (3.16), indicates that the algebra is of Type III.

This is believed to be the right answer. Rigorous arguments are available \([16]\), at least for open sets in Minkowski space. Informal summaries of these arguments with somewhat more detail than provided here can be found in \([17]\), section V.6 and in \([19]\), section 6.5.

In either quantum field theory or statistical mechanics, the Type III nature of the algebras is associated, as we have seen, to a divergence in the entanglement entropy. In quantum field theory, this is an ultraviolet divergence between modes inside and outside the entangling surface \( B \); in statistical mechanics it is an infrared divergence between the modes of the left and right systems. Even though one divergence is an ultraviolet divergence and the other is an infrared divergence, they are actually quite similar.

One aspect of the similarity is that in the case of a conformal field theory (CFT), one can actually make a conformal transformation between the two types of divergence. This is best-known in the case of a two-dimensional CFT \([39, 40]\). One takes the initial value surface \( S \) to be a circle, and one takes the entangling surface \( B \) to consist of a pair of points \( p, p' \in S \); the complement of these points is the union of two open intervals \( V \) and \( V' \) (fig. 3(a)). Let \( \mathcal{H} \) be the Hilbert space of the given theory formulated on \( S \). The conformally invariant ground state \( \Omega \in \mathcal{H} \) can be computed by a path integral on a disc \( W \) whose boundary is \( S \) (fig. 3(b)). The state \( \Omega \) is highly entangled between regions \( V \) and \( V' \). If one tries to quantify this entanglement by computing the entanglement entropy between \( V \) and \( V' \), one runs into an ultraviolet divergence which is related to the fact that the local algebras actually are of Type III. This ultraviolet divergence can be converted into an infrared divergence by a conformal mapping that maps the disc \( W \), minus the two points \( p \) and \( p' \), to an infinite strip \( \mathbb{R} \times I \), where \( I \) is an interval (fig. 3(c)). After a Weyl rescaling, one can take the metric of \( \mathbb{R} \times I \) to be the flat metric \( dx^2 + d\tau^2 \), \(-\infty < x < \infty, 0 \leq \tau \leq 1\). The path integral on this strip describes the thermofield double of the theory under study on the noncompact
initial value surface $S' = \mathbb{R}$, and with inverse temperature 1; the two open intervals $V$ and $V'$ have become the boundaries of the strip at $\tau = 0, 1$, corresponding to the two copies in the thermofield double. The points $p$ and $p'$ have been projected to $x = \pm \infty$. In the description on the disc, there is an ultraviolet divergence in the entanglement entropy of the vacuum that arises from the behavior of modes on opposite sides of the points $p$ or $p'$. In the description on the strip, this divergence is reinterpreted as an infrared divergence in the entanglement entropy of the thermofield double near $x = \pm \infty$.

All this has an analog for a conformally invariant theory in any dimension $D$ \cite{41,42}. One takes the initial value surface $S$ to be a $(D - 1)$-sphere with a round metric. One further takes the entangling surface $B$ to be an “equator” in $S$, and $V$ and $V'$ to be the northern and southern hemispheres. Thus the setup is the same as before, except that $S$ is a $(D - 1)$-sphere instead of a circle, and for $D > 2$, the equator in $S$ is connected, rather than consisting of two isolated points. The ground state $\Omega$ of a $D$-dimensional CFT can be computed by a path integral on a flat unit ball $W$ in $D$ dimensions, whose boundary is $S$. After removing the equator $B$ of the boundary, $W$ can be conformally mapped to a product $H \times I$, where $H$ is hyperbolic space of dimension $D - 1$, and $I$ is again the interval $0 \leq \tau \leq 1$. A path integral on $H \times I$ again describes a thermofield double at temperature 1. The only difference from before is that the spatial manifold $H$ on which the thermodynamics is defined is hyperbolic space of dimension $D - 1$ rather than Euclidean space. But $H$ has infinite volume just like Euclidean space, and there is an infrared divergence in the entanglement entropy between the two sides of the thermofield double. This divergence matches the ultraviolet divergence between modes on $V$ and modes on $V'$ in the original description on the sphere.

### 3.5 The Hagedorn Temperature

In this section, we return to the Araki-Woods model of a Hamiltonian that is a sum of single-qubit Hamiltonians $H = \sum_{n=1}^{\infty} H_n$, with

$$H_n = \begin{pmatrix} 0 & 0 \\ 0 & E_n \end{pmatrix}. \quad (3.17)$$

Now, however, we assume that $\lim_{n \to \infty} E_n = +\infty$. We also assume for convenience that the $E_n$ are all positive, so that the ground state of the $n^{th}$ qubit is the state $|\uparrow\rangle_n = \begin{pmatrix} 1 \\ 0 \end{pmatrix}$. The ground state of the whole system is $|\Omega\rangle = \bigotimes_{n=1}^{\infty} |\uparrow\rangle_n$. As in section 2.2, a Hilbert space $\mathcal{H}^*$ that describes all states of infinitely many qubits is nonseparable. But we can define a separable Hilbert space $\mathcal{H}$ in which every state can be approximated by states in which all but finitely many qubits are in their ground state $|\uparrow\rangle_n$.

$\mathcal{H}$ has a basis consisting of states in which all qubits except some finite subset $n_1, n_2, \ldots, n_k$ are in their ground state. The energy of such a state is $E = E_{n_1} + E_{n_2} + \cdots + E_{n_k}$. Now let us ask this question: What is the probability to observe such a state in a thermal ensemble, at inverse temperature $\beta$? The probability to observe a microstate of energy $E$ is of course $p(E, \beta) =$
\[
\frac{1}{Z(\beta)} e^{-\beta E}, \text{ where}
\]
\[
Z(\beta) = \prod_{n=1}^{\infty} (1 + e^{-\beta E_n})
\]  

(3.18)
is the partition function. In section 3.1, we studied models in which the partition function diverges in the limit of infinitely many qubits, but now we wish to consider the case that the \(E_n\) tend to infinity quickly enough that \(Z(\beta)\) converges, at least for some range of \(\beta\). Clearly when \(Z(\beta) < \infty\), we have \(p(E, \beta) > 0\) and the probability to observe any given microstate in \(\mathcal{H}\) in the thermal ensemble is positive.

This suggests that the thermal ensemble at inverse temperature \(\beta\) can simply be defined in the Hilbert space \(\mathcal{H}\). To see that this is the case, let us ask what is the probability that, for some \(N\), all qubits except the first \(N\) are in their ground state. The probability for this in the thermal ensemble is \(Z_N(\beta)/Z(\beta)\), where \(Z_N(\beta)\) is a truncated partition function defined for the first \(N\) qubits:

\[
Z_N(\beta) = \prod_{n=1}^{N} (1 + e^{-\beta E_n}).
\]  

(3.19)

If \(Z(\beta) = \infty\), then \(Z_N(\beta)/Z(\beta) = 0\) for all \(N\), since \(Z_N(\beta)\) is finite, but if \(Z(\beta) < \infty\), then

\[
\lim_{N \to \infty} \frac{Z_N(\beta)}{Z(\beta)} = 1.
\]  

(3.20)

For \(Z(\beta) < \infty\), this shows that, with probability 1, any state in the thermal ensemble can be approximated arbitrarily well by states in \(\mathcal{H}\).

Therefore, in this situation, it is not necessary to go to the thermofield double in order to describe the thermal ensemble of an infinite number of qubits in a separable Hilbert space. What happens if we do go to the thermofield double anyway? The answer is that we get nothing essentially new; when \(Z < \infty\) the thermofield double does not combine the two copies in an interesting way.

To explain how this comes about, we consider two copies of this system\(^{20}\): the left and right copy, each consisting of countably many qubits with identical Hamiltonians. There are nonseparable Hilbert spaces \(\mathcal{H}_l^*\) and \(\mathcal{H}_r^*\) that describe all possible states of the left and right systems, and these contain separable subspaces \(\mathcal{H}_l\) and \(\mathcal{H}_r\) that have bases with finitely many qubits excited. We also write \(A_{l,0}\) or \(A_{r,0}\) for the algebras of operators that act on finitely many qubits of the left or right systems, respectively, and \(\Omega_{l,r}, \Omega_{l,t}, \Omega_{r,t}\) for the ground states of the right and left systems.

We can define the thermofield double state in the naive way as a vector in \(\mathcal{H}_l^* \otimes \mathcal{H}_r^*\):

\[
\Psi_{TFD} = \frac{1}{\sqrt{Z(\beta)}} \bigotimes_{n=1}^{\infty} \left( \begin{array}{cc} 1 & 0 \\ 0 & e^{-\beta E_n/2} \end{array} \right).
\]  

(3.21)

Then we define the thermofield double Hilbert space \(\mathcal{H}_{TFD}\) as the closure of the set of all vectors of the form \(a_r \Psi_{TFD}, \ a_r \in A_{r,0}\).

\(^{20}\)The system considered has an obvious time-reversal symmetry, so the two copies are identical.
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In section 3.3, we could not define the thermoﬁeld double state and Hilbert space of an inﬁnite system in this simple way, because we were considering systems with $Z(\beta) = \infty$. Therefore, in eqns. (3.12) and (3.15), we deﬁned the thermoﬁeld double state directly by a formula analogous to (3.21) for a ﬁnite system of $N$ qubit pairs, and we invoked the GNS construction to deﬁne $\Psi_{TFD}$ and $\mathcal{H}_{TFD}$ in the limit of an inﬁnite system.

A priori, eqn. (3.21) deﬁnes $\Psi_{TFD}$ as a vector in the nonseparable Hilbert space $\mathcal{H}_\ell^* \otimes \mathcal{H}_r^*$, and likewise it deﬁnes $\mathcal{H}_{TFD}$ as a subspace of that space. But actually, when $Z(\beta) < \infty$ so that the deﬁnition (3.21) makes sense, $\mathcal{H}_{TFD}$ is the same as the separable Hilbert space $\mathcal{H}_\ell \otimes \mathcal{H}_r$. To see this, observe that a truncated version of $\Psi_{TFD}$, namely

$$\Psi_{TFD,N} = \frac{1}{\sqrt{Z(\beta)}} \bigotimes_{n=1}^{N} \left( \begin{array}{cc} 1 & 0 \\ 0 & e^{-\beta E_n/2} \end{array} \right) \bigotimes_{n=N+1}^{\infty} \left( \begin{array}{cc} 1 & 0 \\ 0 & 0 \end{array} \right)$$

(3.22)

is manifestly contained in $\mathcal{H}_\ell \otimes \mathcal{H}_r$. But $\lim_{N \to \infty} \Psi_{TFD,N} = \Psi_{TFD}$. So $\Psi_{TFD} \subset \mathcal{H}_\ell \otimes \mathcal{H}_r$. This implies that $\mathcal{H}_{TFD} \subset \mathcal{H}_\ell \otimes \mathcal{H}_r$, since $\mathcal{H}_{TFD}$ is generated from $\Psi_{TFD}$ by the action of $\mathcal{A}_{r,0}$, and $\mathcal{H}_\ell \otimes \mathcal{H}_r$ is closed under the action of $\mathcal{A}_{r,0}$. Conversely, $\mathcal{A}_{r,0}$ contains an operator $\Pi_N$ that projects onto the ground state of the ﬁrst $N$ qubits, and acts trivially on others; since $|\Omega\rangle_{\ell} \otimes |\Omega\rangle_{r} = Z(\beta) \lim_{N \to \infty} \Pi_N \Psi_{TFD}$, we have $|\Omega\rangle_{\ell} \otimes |\Omega\rangle_{r} \in \mathcal{H}_{TFD}$, implying, since $\mathcal{H}_\ell \otimes \mathcal{H}_r$ is generated from $|\Omega\rangle_{\ell} \otimes |\Omega\rangle_{r}$ by acting with $\mathcal{A}_{\ell,0} \otimes \mathcal{A}_{r,0}$, that $\mathcal{H}_\ell \otimes \mathcal{H}_r \subset \mathcal{H}_{TFD}$.

In short, when $Z(\beta) < \infty$, the thermoﬁeld double Hilbert space $\mathcal{H}_{TFD}$ is just a simple tensor product $\mathcal{H}_{TFD} = \mathcal{H}_\ell \otimes \mathcal{H}_r$. Likewise, if we take the closures of $\mathcal{A}_{\ell,0}$ and $\mathcal{A}_{r,0}$ to get von Neumann algebras $\mathcal{A}_{\ell}$ and $\mathcal{A}_{r}$ that act on the thermoﬁeld double, we get nothing essentially new: $\mathcal{A}_{\ell}$ and $\mathcal{A}_{r}$ are simply the Type $I_\infty$ algebras of all bounded operators on $\mathcal{H}_\ell$ and $\mathcal{H}_r$, respectively. In this situation, the Hamiltonians $H_\ell$ and $H_r$ of the left and right systems are well-deﬁned as operators on $\mathcal{H}_{TFD}$ and are elements of $\mathcal{A}_{\ell}$ and $\mathcal{A}_{r}$ respectively. All in all, when $Z(\beta) < \infty$, we gain little by going to the thermoﬁeld double; it is just a tensor product of two decoupled systems.

On the other hand, if $Z(\beta) = \infty$, we are in the situation described in section 3.3. The thermoﬁeld double Hilbert space $\mathcal{H}_{TFD}$ is an essentially new construction, not a simple tensor product, and the corresponding algebras $\mathcal{A}_{\ell}$ and $\mathcal{A}_{r}$ are generically of Type III_{1}. The operators $H_\ell$ and $H_r$ cannot be deﬁned as operators on $\mathcal{H}_{TFD}$. As a partial substitute one has $\tilde{H} = H_r - H_\ell$, which does have a limit for the inﬁnite system, and generates a group of outer automorphisms of $\mathcal{A}_{r}$ and of $\mathcal{A}_{\ell}$.

A particularly interesting case, and important background for section 4, is the borderline case in which $Z(\beta) < \infty$ at low enough temperature, but $Z(\beta) = \infty$ at sufﬁciently high temperature. This can happen if $E_n \sim c \log n$ for large $n$, with a constant $c$. Then at low temperatures, the thermoﬁeld double construction just describes two decoupled systems, and all algebras are of Type I. But at high temperatures, the thermoﬁeld double construction is genuinely new, combines the two systems in a subtle way, and is essential if we wish to describe the inﬁnite qubit system in a separable Hilbert space. The algebras are of Type III, and time translations of the algebras are a group of outer automorphisms. By analogy with standard terminology in strong interaction theory, string theory, and large $N$ gauge theory, we call the temperature at which $Z(\beta)$ ceases to converge the Hagedorn temperature $T_H$, and we also write $\beta_H = 1/T_H$.  
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3.6 Density Matrices and Entropy

For a quantum system with a Hilbert space \( \mathcal{H} \) of physical states, one usually defines the von Neumann entropy, for a state of the system described by a density matrix \( \rho : \mathcal{H} \to \mathcal{H} \), by

\[
S(\rho) = -\text{Tr} \rho \log \rho.
\]

As usual, here \( \rho \) is a positive self-adjoint operator normalized to \( \text{Tr} \rho = 1 \). The trace function \( a \to \text{Tr} a \) is a complex linear function from the algebra \( A \) of all operators on \( \mathcal{H} \) (or all bounded operators if \( \mathcal{H} \) is infinite-dimensional) to \( \mathbb{C} \); it satisfies \( \text{Tr} a^\dagger a > 0 \) for all \( a \neq 0 \). This last condition ensures that the function \( F(a) = \text{Tr} a \rho \) satisfies the conditions as stated in section 2.5 for a state on the algebra \( A \). Conversely, every state on the algebra \( A \) is of the form \( F(a) = \text{Tr} a \rho \) for some density matrix \( \rho \).

Now consider any von Neumann algebra \( A \) that acts on a Hilbert space \( \mathcal{H} \). An element of \( A \) is called positive if it corresponds to a positive, self-adjoint operator on \( \mathcal{H} \). If the algebra \( A \) has a nondegenerate trace, then the same arguments as before show that any state on \( A \) is of the form \( F(a) = \text{Tr} a \rho \), where \( \rho \) is a density matrix, that is, a positive element of \( A \) of trace 1. We can then define, for any state, the von Neumann entropy \( S(\rho) = -\text{Tr} \rho \log \rho \).

In this article, the von Neumann algebras that we consider are factors, that is, algebras with trivial center (in other words, algebras whose center consists only of \( \mathbb{C} \)). A factor is the von Neumann algebra analog of a simple Lie group. In the case of a factor, any trace is nondegenerate and therefore the condition to be able to define a von Neumann entropy is only that \( A \) has a trace. Also, in the case of a factor, if a trace exists, it is unique up to a multiplicative constant. As we will see, in general it is important that the trace is not quite unique.

Let us discuss entropy for the different types of von Neumann algebra. The original arena for von Neumann entropy is a Type I algebra, which acts irreducibly on a Hilbert space \( \mathcal{H} \). A standard argument shows that \( S(\rho) \) is always nonnegative in this case. A subtlety is that in the case of a Type I\( \infty \) algebra, that is, if \( \mathcal{H} \) is infinite-dimensional, it is possible to have \( S(\rho) = +\infty \). That is because the condition \( \text{Tr} \rho = 1 \) does not ensure the convergence of \( \text{Tr} \rho \log \rho \). Thus for Type I\( \infty \), the entropy takes values in \( \mathbb{R}_{\geq 0} \cup +\infty \).

Now let us consider algebras of Type II and Type III. A Type III algebra has no trace and therefore no notion of von Neumann entropy. However, a Type II algebra does have a trace, as explained in section 3.3, and therefore one can define an entropy\(^{21}\) for a state of a von Neumann algebra of Type II.

Let us explore this notion, initially for the case of Type II\( _1 \). We recall that a Type II\( _1 \) algebra \( A \) has a trace that is defined for all elements of \( A \), and is conventionally normalized so that \( \text{Tr} 1 = 1 \). The simplest density matrix to consider is \( \rho = 1 \). In this case, \( \log \rho = 0 \) so \( S(\rho) = -\text{Tr} \rho \log \rho = 0 \). But what \( \rho \) describes is far from being a zero entropy state in any conventional sense. In fact, the density matrix \( \rho = 1 \) describes the maximally entangled thermofield double state \( \Psi_{\text{TFD}} \) that was

\(^{21}\) This has been discussed, primarily for Type II\( _1 \), in \[43,44\].
Indeed, we defined the trace in a Type II$_1$ algebra by $\text{Tr} \ a = \langle \Psi_{\text{TFD}} | a | \Psi_{\text{TFD}} \rangle$. This implies that to satisfy $\text{Tr} \ \rho = \langle \Psi_{\text{TFD}} | \rho | \Psi_{\text{TFD}} \rangle$, we need to take $\rho = 1$, so $\rho = 1$ is the density matrix that corresponds to the maximally entangled thermofield double state $\Psi_{\text{TFD}}$.

The maximally entangled state of $N$ qubit pairs has von Neumann entropy $N \log 2$, and to get a Type II$_1$ algebra, one takes the limit $N \to \infty$. So the entropy diverges for $N \to \infty$. But with the Type II$_1$ definition of entropy, the large $N$ limit of the thermofield double state is deemed to have entropy 0. This suggests that in general Type II$_1$ entropy is ordinary von Neumann entropy with the entropy of a maximally entangled state subtracted. To confirm this interpretation, recall that a general state of a Type II$_1$ algebra can be associated to a system of $N$ qubit pairs, in the large $N$ limit, in a state in which almost all the qubit pairs are almost maximally entangled. As an illustrative example, suppose that the first $k$ qubits are definitely in a “spin up” state, and the others are maximally mixed. To describe this state by a density matrix, let $\Pi$ be the orthogonal projection operator onto the subspace of states of $N$ qubits in which the first $k$ qubits all have spin up. For finite $N$, $\rho = 2^{-(N-k)} \Pi$ is a density matrix of the $N$ qubit system, and its von Neumann entropy is $S_N = (N - k) \log 2$. But in the limit $N \to \infty$, $\Pi$ becomes an element of the Type II$_1$ algebra with $\text{Tr} \ \Pi = 2^{-k}$. So in the Type II$_1$ algebra, we can define a density matrix $\rho = 2^k \Pi$, with $\text{Tr} \ \rho = 1$. For this density matrix, we compute $S = -\text{Tr} \ \rho \log \rho = -k \log 2$. This is the same as $S = \lim_{N \to \infty} (S_N - N \log 2)$. In other words, $S$ is the large $N$ limit of $S_N - N \log 2$, or differently put, it is the large $N$ limit of the entropy difference between the actual state of the first $N$ qubits and a maximally mixed state. As this example and discussion suggest, entropy is negative definite for a Type II$_1$ factor.

A Type III algebra can similarly be constructed, as described in section 3.3 from an infinite collection of (non-maximally) entangled qubit pairs. But in this case, there is no way, using only the structure of the algebra, to define a renormalized entropy. This is reflected in the fact that the divergences in the entanglement entropy of a local region in quantum field theory are model-dependent (there is a leading divergence proportional to the area of the boundary of the region, with a theory-dependent coefficient, and there are subleading divergences that depend on the spacetime dimension and the operator content of the theory). Renormalized entropies of local regions in quantum field theory can be useful and important, but defining them requires information beyond the von Neumann algebra structure. Similar remarks apply in quantum statistical mechanics if one considers the entropy of a state that is not thermal but looks thermal near spatial infinity.

Now let us consider an algebra $\mathcal{A}$ of Type II$_\infty$. Such an algebra can be factored as $\mathcal{A} = A_1 \otimes A_2$, where $A_1$ is of Type II$_1$ and $A_2$ is the type $I_\infty$ algebra of bounded operators on a separable Hilbert space $\mathcal{K}$. We can define a trace $\text{Tr}_1$ on $A_1$ normalized so that $\text{Tr}_1 \ 1 = 1$, and a trace $\text{Tr}_2$ on $A_2$ normalized so that, if $\Pi \in A_2$ is the orthogonal projection operator on a one-dimensional subspace $\mathcal{K}_0 \subset \mathcal{K}$, then $\text{Tr}_2 \ \Pi = 1$. Then we can define a trace on $\mathcal{A}$ by $\text{Tr} = \text{Tr}_1 \otimes \text{Tr}_2$.

Since a trace is available, there is a notion of entropy for such an algebra $\mathcal{A}$. But there is a very important subtlety: there is no canonical way to normalize this trace. One immediate observation

---

\footnote{Because of the Type $I_\infty$ factor, entropy in a Type II$_\infty$ factor can take the value $+\infty$. Because of the Type II$_1$ factor (or because of the additive indeterminacy that we discuss shortly) it can be negative. So entropy in a Type II$_\infty$ factor is valued in $\mathbb{R} \cup \{+\infty\}$.}
is that, since the identity element of $A_2$ has a divergent trace, we cannot normalize the trace, as we did for Type II$_1$, by saying that the identity element has trace 1. A deeper explanation involves the fact that a Type III algebra can be factored as the tensor product of algebras of Type II$_1$ and Type I$_\infty$ in many different ways.

Let $A_3$ be an algebra of Type I$_n$, acting on an $n$-dimensional Hilbert space $H_n$, and define the trace $\text{Tr}_3$ on $A_3$ to be the usual trace of a linear transformation acting on $H_n$. Thus $\text{Tr}_3 1 = n$. Consider the algebra $A = A_1 \otimes A_2 \otimes A_3$, with $A_1$ and $A_2$ as before. The algebra $A'_1 = A_1 \otimes A_3$ is of Type II$_1$, and the algebra $A'_2 = A_2 \otimes A_3$ is of Type I$_\infty$. So $A = A'_1 \otimes A_2 = A_1 \otimes A'_2$ gives two different factorizations of the same Type II$_\infty$ factor as the tensor product of factors of Type II$_1$ and Type I$_\infty$. These two factorizations of $A$ lead to definitions of the trace that differ by a factor of $n$. To see this, consider the element $a = 1 \otimes \Pi \otimes 1 \in A_1 \otimes A_2 \otimes A_3$, where as before $\Pi$ is an element of $A_2$ that projects on a one-dimensional subspace $K_0 \subset K$. With respect to the factorization of $A$ as $A'_1 \otimes A_2$, $a$ is the tensor product of $1 \in A'_1$ with $\Pi \in A_2$, so the normalization of the trace is natural for this factorization gives $\text{Tr} a = \text{Tr} 1 \otimes \Pi = 1$. On the other hand, with respect to the factorization of $A$ as $A_1 \otimes A'_2$, $a$ is $1 \otimes \Pi'$, where $\Pi'$ projects on the $n$-dimensional subspace $K_0 \otimes H_n \subset K \otimes H_n$. So with the normalization of the trace that is natural for this second factorization, we would have $\text{Tr} a = n$.

Thus different choices of factorization motivate different normalizations of the trace for a Type II$_\infty$ factor. In fact, there can be no natural normalization of the trace, because a Type II$_\infty$ algebra has an outer automorphism group that rescales the trace by any positive real number. (This is a standard result in von Neumann algebra theory and will be explained elsewhere [23].) However, as long as we assume our algebra to be a factor, analogous to a simple Lie group, the only indeterminacy in the trace is an overall multiplicative constant.

Let us see how this indeterminacy affects the definition of entropy. If we rescale the trace by $\text{Tr} \rightarrow \lambda \text{Tr}$, we must compensate by rescaling the density matrix by $\rho \rightarrow \lambda^{-1} \rho$, to preserve $\text{Tr} \rho = 1$. Under the combined rescaling of Tr and $\rho$, we have

$$S(\rho) = -\text{Tr} \rho \log \rho \rightarrow S(\rho) + \log \lambda.$$  \hspace{1cm} (3.23)

In other words, when we rescale the trace by a factor $\lambda$, the entropy of any state is shifted by an additive constant $\log \lambda$, independent of the state.

This means that entropy in a Type II$_\infty$ factor is somewhat analogous to entropy in classical mechanics. The concept of entropy was originally discovered in the 19th century by macroscopic arguments, which showed that there must be a state function $S$ of a system in thermal equilibrium that obeys the first law of thermodynamics. If the relevant thermodynamic variables are the energy $E$, temperature $T$, pressure $p$, and volume $V$, then the first law reads

$$dE = TdS - pdV.$$  \hspace{1cm} (3.24)

This equation determines $S$ up to an additive constant. Quantum mechanically, one can fix the additive constant by saying that (assuming the system under study has a unique ground state) the entropy vanishes at $T = 0$. Classically, no such statement is possible, because for example the entropy of a classical harmonic oscillator goes to $-\infty$ for $T \rightarrow 0$. 35
For another explanation of why it is difficult in classical physics to fix an overall additive constant in the entropy, consider a system of particles with positions $\vec{x}$ and momenta $\vec{p}$. One can describe one’s state of knowledge about the system with a probability distribution function $\rho(\vec{p}, \vec{x})$. Then a classical definition of entropy is

$$S = -\int d\vec{p} d\vec{x} \rho(\vec{p}, \vec{x}) \log \rho(\vec{p}, \vec{x}). \quad (3.25)$$

The integral runs over the classical phase space of the system. But classically, there is no natural way to normalize the phase space measure, since, for any pair of canonical variables $p, x$, the measure $dp \, dx$ has dimensions of action, and classically there is no natural constant with dimensions of action that could be used to normalize it. (Quantum mechanically, one replaces $dp \, dx$ by $dp \, dx / (2\pi\hbar)$.)

The phase space measure in classical mechanics is naturally defined up to an overall multiplicative constant, but there is no natural way to fix this constant. If we rescale the measure by $d\vec{p} d\vec{x} \rightarrow \lambda \, d\vec{p} d\vec{x}$, for a positive constant $\lambda$, then we have to compensate by $\rho \rightarrow \rho^{-1}$. But this then shifts $S$ by $S \rightarrow S + \log \lambda$, just as in the discussion of a Type II $\infty$ algebra.

Here is an interesting example of entropy for a state of a Type II $\infty$ algebra $A$. Pick a factorization $A = A_1 \otimes A_2$ where $A_1$ is of Type II $\infty$ and $A_2$ is of Type I $\infty$. Let $\Pi_k, \ k = 1, \cdots, n$, be orthogonal projection operators in $A_1$ satisfying $\Pi_i \Pi_j = \delta_{ij} \Pi_j$, $\text{Tr} \Pi_i = p_i$, $\sum_{k=1}^n \Pi_k = 1$. Let $\rho_k, \ k = 1, \cdots, n$ be any density matrices in $A_2$. Then $\rho = \sum_{k=1}^n \Pi_k \otimes \rho_k$ is a density matrix in $A$. Its entropy is

$$S(\rho) = \sum_k p_k S(\rho_k) = -\sum_k p_k \text{Tr} \rho_k \log \rho_k. \quad (3.26)$$

In verifying this, one uses the fact that $\Pi_k \log \Pi_k = 0$ for all $k$, since the only eigenvalues of $\Pi_k$ are 0 and 1, and $x \log x = 0$ if $x = 0$ or 1. It is noteworthy that in the formula for $S(\rho)$ there is no Shannon term $-\sum_k p_k \log p_k$. Thus in this particular example, Type II $\infty$ entropy is the average entropy of an ensemble of density matrices.

We have phrased this discussion in terms of the von Neumann entropy, but similar remarks apply for other information theoretic measures such as the Renyi entropies $S_\alpha(\rho) = \frac{1}{\alpha} \log \text{Tr} \rho^\alpha$. These entropies can be defined for a state on an algebra of Type I or Type II (but not, of course, Type III). In the Type II $\infty$ case, if we rescale the trace by a factor $\lambda$ and compensate by rescaling the density matrix $\rho \rightarrow \lambda^{-1} \rho$, the Renyi entropies are shifted by

$$S_\alpha(\rho) \rightarrow S_\alpha(\rho) + \frac{\alpha}{\alpha - 1} \log \lambda. \quad (3.27)$$

Thus all the Renyi entropies are well-defined in Type II $\infty$, up to a shift that is controlled in this way by the same $\alpha$-independent parameter $\lambda$ that controls the indeterminacy in the von Neumann entropy.

4 The Large $N$ Limit and the Thermofield Double

QCD in Minkowski space is confining at low temperatures and has a deconfinement transition at a certain positive temperature $[45-47]$. In finite volume, this transition is smoothed out. But
if we replace QCD, which has gauge group $SU(3)$, with a theory with gauge group $SU(N)$ (or $SO(N)$ or $Sp(N)$), then it is believed that in the large $N$ limit, there is a sharp deconfinement transition even in finite volume. This is true even for zero [48–51] or small [52] coupling. In the case of a gauge theory that has a gravitational dual, this phenomenon is relevant to the AdS/CFT correspondence. In that application, if the bulk spacetime has $D$ noncompact dimensions, so that the conformal boundary has dimension $D - 1$, the spatial manifold on which the gauge theory lives is most simply taken to be a sphere $S^{D-2}$. Then the deconfinement transition is dual to the Hawking-Page transition [53] between a thermal gas in Anti de Sitter space and a black hole [54]. We call the temperature at which this transition occurs $T_{HP}$.

Let $\mathcal{H}_N$ be the Hilbert space of a large $N$ gauge theory, quantized on the compact manifold $S^{D-2}$. It is believed that $\mathcal{H}_N$ has a large $N$ limit $\mathcal{H}_\infty$: the energy eigenvalues and multiplicities and the matrix elements of operators all have limits for $N \to \infty$ (and in particular the multiplicities do not grow with $N$). At sufficiently low temperatures, the thermal ensemble can be understood in the limiting Hilbert space $\mathcal{H}_\infty$. Because the energy eigenvalues and multiplicities have limits for $N \to \infty$, the thermodynamic functions such as entropy, energy, etc., all have large $N$ limits at sufficiently low temperatures. Thus in the low temperature phase, the energy and entropy are of order $N^0$ for large $N$. In the range of temperatures at which the thermodynamics can be described in $\mathcal{H}_\infty$, the natural algebra of observables at large $N$ is simply the Type I$_\infty$ algebra of all operators on $\mathcal{H}_\infty$.

It is believed that in large $N$ gauge theories, the partition function $\text{Tr}_{\mathcal{H}_\infty} e^{-\beta H}$, computed in the limiting large $N$ Hilbert space $\mathcal{H}_\infty$, diverges at a temperature $T_H$, known as the Hagedorn temperature. This can be seen quite explicitly at zero coupling. At or below $T_H$, the description based on the Hilbert space $\mathcal{H}_\infty$ has to break down. We will loosely call the transition at which this happens the Hagedorn transition. In various weakly coupled gauge theories, it is believed that the transition occurs at a temperature slightly below $T_H$ [52]. In gauge theories – such as $\mathcal{N} = 4$ super Yang-Mills theory in four dimensions – that participate in AdS/CFT duality, the transition away from a description in the Hilbert space $\mathcal{H}_\infty$ occurs at the Hawking-Page temperature $T_{HP}$, which is far below $T_H$ (assuming that $g^2 N$ is large and the AdS theory can be studied semiclassically). In fact, $T_H$ is at the string scale, while $T_{HP}$ is of order the inverse radius of the AdS space. Thus in the AdS/CFT context, what we are calling the Hagedorn transition is the same as the Hawking-Page transition and occurs at a temperature far below $T_H$. Regardless, above this transition the physics can no longer be described in $\mathcal{H}_\infty$.

Above the transition temperature, the energy and entropy are both proportional to $N^2$ for large $N$ [55] and in particular do not have large $N$ limits. To reach the high temperature phase in the large $N$ limit, we have to take $N \to \infty$ with the energy $E$ proportional to $N^2$ (as opposed to taking $N \to \infty$ with fixed $E$, which will always lead to a description in the Hilbert space $\mathcal{H}_\infty$, regardless of $E$). In brief, we will refer to the large $N$ limit in that regime as the large $N$ limit above the Hagedorn transition. It seems very unlikely that there is a limiting large $N$ Hilbert space that describes the large $N$ limit above the Hagedorn transition. Certainly the literature does not contain any proposal for what such a large $N$ Hilbert space would be. Since the entropy above the Hagedorn transition is of order $N^2$, when one increases the rank of the gauge group from $N$ to $N + 1$, the entropy increases by a multiple of $N$, and the Hilbert space becomes much bigger.
So most “above the Hagedorn transition” microstates with gauge group $SU(N+1)$ are “new” and have no antecedents in the $SU(N)$ theory.

The non-existence of a large $N$ limit of the Hilbert space above the Hagedorn transition would be analogous to the non-existence, in quantum statistical mechanics at temperature $T > 0$, of a Hilbert space that describes the infinite volume limit. In this analogy, $N^2$ plays the role of the volume $V$. There is also an analogy with the non-existence of a natural Hilbert space description of quantum field theory in an open universe.

The analogy with statistical mechanics also suggests a partial cure, which is to go to the thermofield double. This is particularly powerful in gauge theories that participate in AdS/CFT duality. In such a case, the large $N$ limit of the thermofield double, in the high temperature phase, is a two-sided eternal black hole $[56]$. By quantizing the low energy bulk fields in the black hole spacetime, one constructs a Hilbert space $\mathcal{H}_{\text{TFD}}$. This Hilbert space describes the large $N$ limit of the thermofield double of the gauge theory, in the high temperature phase.

A natural algebra of observables in the large $N$ limit is the algebra of polynomial functions of single trace operators. Based on the analogy with quantum statistical mechanics and the discussion in section 3.5, we can make a guess about the nature of this large $N$ algebra. As already noted, below the Hagedorn transition, the physics can be described in the original large $N$ Hilbert space $\mathcal{H}_\infty$, and the natural algebra acting on this Hilbert space is of Type I. In the high temperature phase, the analogy with statistical mechanics suggests that the natural algebra of single trace operators would be of Type III. Indeed, this has been argued recently by Leutheusser and Liu $[22]$, who made this claim partly based on the AdS/CFT duality, in a paper with several novel ideas about quantum black holes. These issues and some subtle corrections to the large $N$ limit will be further discussed elsewhere $[23]$.

Finally let us consider the Hamiltonians $H_r$ and $H_\ell$ that act on the two copies in the thermofield double. What happens in the large $N$ limit above the Hagedorn transition is similar to what happens in the more familiar infinite volume limit. The difference $\hat{H} = H_r - H_\ell$ annihilates the thermofield double state $\Psi_{\text{TFD}}$ and converges, in the large $N$ limit, to an operator that acts on the thermofield double Hilbert space $\mathcal{H}_{\text{TFD}}$. However, because of fluctuations, $H_r$ and $H_\ell$ do not separately have large $N$ limits at $\beta < 1/T_{\text{HP}}$. For example, $H_r$ has an expectation value $\langle H_r \rangle_\beta \sim N^2$ and so does not have a large $N$ limit. We can of course subtract this expectation value, but the subtracted operator $H_r - \langle H_r \rangle_\beta$ has divergent thermal fluctuations $\left\langle (H_r - \langle H_r \rangle_\beta)^2 \right\rangle_\beta \sim N^2$ and therefore also does not converge for large $N$ to an operator on $\mathcal{H}_{\text{TFD}}$. $\hat{H}$ generates a group of outer automorphisms of the large $N$ operator algebras of the left and right systems. This is a group of outer automorphisms because $H_\ell$ and $H_r$ do not separately have large $N$ limits.
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