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ABSTRACT
Educational data mining is used to study the data available in the educational field and bring out the hidden knowledge from it. Classification methods like decision trees, rule mining, Bayesian network etc can be applied on the educational data for predicting the students behavior, performance in examination etc. This prediction will help the tutors to identify the weak students and help them to score better marks. The C4.5 decision tree algorithm is applied on student’s internal assessment data to predict their performance in the final exam. The outcome of the decision tree predicted the number of students who are likely to fail or pass. The result is given to the tutor and steps were taken to improve the performance of the students who were predicted to fail. After the declaration of the results in the final examination the marks obtained by the students are fed into the system and the results were analyzed. The comparative analysis of the results states that the prediction has helped the weaker students to improve and brought out betterment in the result. The algorithm is also analyzed by duplicating the same data and the result of the duplication brings no much change in predicting the student’s outcome. To analyze the accuracy of the algorithm, it is compared with ID3 algorithm and found to be more efficient in terms of the accurately predicting the outcome of the student and time taken to derive the tree.
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I. INTRODUCTION
Data mining concepts and methods can be applied in various fields like marketing, stock market, real estate, customer relationship management, engineering, medicine, web mining etc. Educational data mining is a new emerging technique of data mining that can be applied on the data related to the field of education. EDM is the process of transforming raw data compiled by education systems in useful information that could be used to take informed decisions and answer research questions [1]. The various techniques of data mining like classification, clustering and rule mining can be applied to bring out various hidden knowledge from the educational data.
Prediction can be classified into: classification, regression, and density estimation. In classification, the predicted variable is a binary or categorical variable. Some popular classification methods include decision trees, logistic regression and support vector machines. In regression, the predicted variable is a continuous variable. Some popular regression methods within educational data mining include linear regression, neural networks, and support vector machine regression. Classification techniques like decision trees, Bayesian networks etc can be used to predict the student’s behavior in an educational environment, his interest towards a subject or his outcome in the examination.

Examination plays a vital role in any student’s life. The marks obtained by the student in the examination decide his future. Therefore it becomes essential for any tutor to predict whether the student will pass or fail in the examination. If the prediction says that a student tends to fail in the examination prior to the examination then extra efforts can be taken to improve his studies and help him to pass the examination.

This paper is an extension of [13] where the result of the students of I semester MCA are predicted depending upon their performance in the internal examination. We have used C4.5 (C 4.5 in WEKA) to do the prediction analysis. The outcome of the internal marks is used in this paper for finding the efficiency of the algorithm towards educational data and the accuracy of predicting the result. This paper analyses the accuracy of the algorithm in the following ways:

- Comparing the result of the tree with the original marks obtained by the student in the university examination
- Comparing C4.5 algorithm with ID3 algorithm in terms of the efficiency in building the tree and time taken to build the tree.

The paper is divided into the following sections:
Section II describes the background investigation, Section III describes the data collection, IV explains about decision trees, V explains the methodology, VI explains the findings of the research and VII consists of the conclusion and future enhancements.

2. BACKGROUND INVESTIGATION

Predicting the academic outcome of a student needs lots of parameters to be considered. Data pertaining to student’s background knowledge about the subject, the proficiency in attending a question, the ability to complete the examination in time etc will also play a role in predicting his performance. M.N. Quadri and Dr. N.V. Kalyankar [3] have predicted student’s academic performance using the CGPA grade system where the data set comprised of the students gender, his parental education details, his financial background etc. In [2] the author has explored the various variables to predict the students who are at risk to fail in the exam. The solution strongly suggests that the previous academic result strongly plays a major role in predicting their current outcome. In accordance with [13] , the marks obtained by the students during the internal examination will play a vital role in predicting the outcome of the student in the main examination. The internal marks for the subjects MCA11, MCA12, MCA13, MCA14, MCA15 for a maximum of 100 marks and a result of Pass/Fail depending upon a minimum of 50 marks from each subject is fed as input and a decision tree is obtained using C4.5 (C 4.5 in WEKA) .The
output should be compared with the original marks received and result obtained by the student in the university examination.

3. DATA COLLECTION

The internal marks obtained by the students of I semester M.C.A has been considered as a source of data in [13] and a decision tree was drawn using the same. A slight modification has been done in defining the nominal values for the purpose of analyzing the accuracy in this paper. Here the nominal values have been categorized as (0_44) where the students are predicted as Fail, (45_54) where the students are considered to be on border line where they may pass or fail and (54_100) where the students are sure to pass. The results of I semester MCA declared by the university is the major source of data in this paper. The declared result consists of a university seat no in the alphanumeric form, which is the unique identifier and marks obtained (internal marks obtained out of 50, external marks obtained out of 100, total out of 150) in five subjects in the form of integers and a result field (containing pass/fail) in the form of string values. Among these data, the internal marks obtained by the student are already used in [paper] and a decision tree is obtained accordingly. For the purpose of research, the external marks (obtained out of 100) are considered. The marks are converted into nominal values according to the following condition:

1. (0_39) indicates a fail in the result of the student
2. (40_100) indicates a pass in the result of the student.

The obtained data is preprocessed according to the need of the system. The unique identifier is removed and the integer values are then converted into nominal values and stored in the .CSV format. It is then converted into the .ARFF format so that it is accessible in WEKA.

4. CLASSIFICATION TECHNIQUES USING DECISION TREES

A decision tree depicts rules for dividing data into groups. Two algorithms namely ID3 and C 4.5 (J 48) in WEKA are considered in this paper for predicting the student’s performance.

4.1 ID3 Algorithm

The basic ideas behind ID3 are that:

- In the decision tree each node corresponds to a non-categorical attribute and each arc to a possible value of that attribute. A leaf of the tree specifies the expected value of the categorical attribute for the records described by the path from the root to that leaf.

- In the decision tree at each node should be associated the non-categorical attribute which is most informative among the attributes not yet considered in the path from the root. Entropy is used to measure how informative is a node.
4.2 C4.5 Algorithm:
C 4.5 builds decision trees from a set of training data in the same way as ID3, using the concept of information entropy. The training data is a set \( S = s_1, s_2, \ldots \) of already classified samples. Each sample \( s_i = x_1, x_2, \ldots \) is a vector where \( x_1, x_2, \ldots \) represent attributes or features of the sample. The training data is augmented with a vector \( C = c_1, c_2, \ldots \) where \( c_1, c_2, \ldots \) represent the class to which each sample belongs.

C4.5 belongs to a succession of decision tree learners that trace their origins back to the work of Hunt and others in the late 1950s and early 1960s (Hunt 1962). Its immediate predecessors were ID3 (Quinlan 1979), a simple system consisting initially of about 600 lines of Pascal, and C4 (Quinlan 1987). C4.5 has grown to about 9,000 lines of C that is available on diskette with Quinlan (1993).

Input to C4.5 consists of a collection of training cases, each having a tuple of values for a fixed set of attributes (or independent variables) \( A = A_1; A_2; \ldots; A_k \) and a class attribute (or dependent variable). An attribute \( A_a \) is described as continuous or discrete according to whether its values are numeric or nominal. The class attribute \( C \) is discrete and has values \( C_1; C_2; \ldots; C_x \). The goal is to learn from the training cases a function \( \text{DOM}(A_1) \_ \text{DOM}(A_2) \_ \ldots \_ \text{DOM}(A_k) \_ \text{DOM}(C) \) that maps from the attribute values to a predicted class. The distinguishing characteristic of learning systems is the form in which this function is expressed. A decision tree is depicted as a recursive structure of

- a leaf node labelled with a class value, or
- a test node that has two or more outcomes, each linked to a subtree.

5. METHODOLOGY
The marks obtained by the students in the internal examination and the external examination are fed into C 4.5 algorithm and the results are verified. The following section explains how the tree is implemented using the WEKA data mining tool.

5.1. Implementation of C4.5 Algorithm on Internal Marks
The internal marks obtained by the students of I semester MCA has been used as a source of data in paper [13] so as to predict the outcome of the student in the university exam. However a slight modification has been done in the same data for a better prediction. The resultant tree obtained from the data collected in the form of internal marks is given below:
The following observations can be made using the above mentioned decision tree:

1. Out of the 5 subject attributes, MCA11 was not considered in the tree, because the instance corresponding the result pass was very low.
2. The other attributes were combined to form a pruned tree.
3. Instances of MCA13 and MCA14 share almost equal number of failure students out of which MCA 14 has been considered as the root of the tree since the subject was holding maximum number of students in the range of (0-44) . Beyond this MCA12 with next less number of failures has been taken a leaf and so on.
4. The total number of instances considered for deriving the tree is 117.

The main aim for deriving such a tree is to improve the performance of the students and bring out better results from them. The above derived predictions are given to the tutors and are advised to give extra coaching to the students who were in the category of Pass/Fail and Fail.

5.2. Implementation of C 4.5 Algorithm on External Marks

The accuracy of the above result is now compared with the original result declared by the university in the month of March’11. The original result is then converted to the nominal form and a decision tree is drawn using the WEKA C 4.5 algorithm. The decision tree obtained from the data is given below.
From the tree it is clear that there is a change in the result obtained by the student in the university examination. The following observations are made from the tree:

1. The subject MCA12 was not considered to form a tree since the number of failures was very less in the subject.
2. The subject MCA13 which has been considered as root, it has got three distinct leaf nodes where the node has depicted the student was absent for the examination. Therefore it is clear that the system is accepting a string value also.
3. The subject with more failures’ is taken in the root and the leaves constitute the failures less than the root.

5.3 Analysis of C 4.5 algorithm using External marks

From Decision tree 2 it is clear that the algorithm has derived the tree using four subjects namely mca11, mca13, mca14, mca15. The subject mca12 was not considered because of the less number of failures. The data set is doubled to 240 for the purpose of research by duplicating the same data. The data is fed into the algorithm and the results are analysed. When the data set is doubled, the following observations were made:

1. The system could reflect mca12 at its end and predict the outcome for the same.
2. The time taken for deriving the tree became 0.05 secs.

The tree derived after duplicating the data is given below:
Decision tree 3: Tree obtained from external marks of 234 data.

5.4 Comparison of Prediction analysis of Internal and External Marks

From the results obtained from the C 4.5 algorithm, table 1 gives an overview of the prediction analysis made using the internal marks and the original result obtained by the students.

|                          | Total No. of Instances | Instances Classified Correctly | Instances classified Incorrectly |
|--------------------------|------------------------|---------------------------------|----------------------------------|
| Result Obtained from Internal Marks | 117                    | 104                             | 13                               |
| Result Obtained from External Marks | 116                    | 107                             | 9                                |

Table 1: Comparison of Insances for internal and external marks

The algorithm has classified the students as pass/fail for both the correct and incorrect instances. In the case of internal marks, out of the 117 instances, 104 instances are classified as correct and 13 instances have been incorrectly classified. The table 2 describes the confusion matrix achieved through the instances.
No. of Instances predicted Pass | No. of Instances predicted Pass/Fail | No. of Instances predicted Fail |
--------------------------------|----------------------------------|-------------------------------|
63                               | 1                                | 1                             |
2                                | 3                                | 16                            |
0                                | 25                               | 6                             |

Table 2: Confusion Matrix obtained for Internal Marks

In case of External marks students cannot fall under the category of pass/fail since the result is declared by the university and it is compared with the prediction made. From the table 3 it is clear that out of the 104 correctly identified instances, 65 have been predicted as pass, 29 instances as fail and 23 instances can either be pass or fail. These instances are practically important and the tutors are advised to concentrate more on the Pass/fail and fail instances.

Instances classified as Pass | Instances classified as Fail |
----------------------------|-----------------------------|
102                         | 8                           |
1                           | 5                           |

Table 3: Confusion Matrix obtained for External Marks

From table 3 it is clear that out of 107 correctly classified instances, 102 students have passed and 5 students have failed. Out of 9 incorrect instances 1 student passed and 5 students failed. Out of the incorrect instances one instance belongs to the student who has been marked absent in the examination. To analyze the accuracy of the algorithm, the results obtained from both the internal and external marks are compared. The following inferences are made from the results obtained:

1. The students who have been predicted to be passing have been declared pass in the university exam also.
2. The students who were predicted to be pass/fail in the decision tree 1 were declared pass in the university exam.
3. Out of the 28 students predicted to be Fail, 13 students have actually failed and 15 other students have improved their studies and passed in the examination.

From the above inferences it is clear that the prediction algorithm has helped the tutors to improve the performance of the students.

6. COMPARISON OF C 4.5 AND ID3 ALGORITHM

The main aim of the prediction analysis is to improve the academic performance of the students. The C 4.5 prediction algorithm is analyzed using the following methods.

1. The accuracy of the algorithm is measured using the comparison of the internal and external marks obtained by the students in the university examination.
2. The efficiency of the algorithm is measured by comparing the C 4.5 algorithm with ID3 algorithm.
The data received from the university result is fed into the ID3 algorithm for analyzing the efficiency of the C 4.5 algorithm. The algorithm is analysed in the following terms:

1. The number of instances predicted as Pass/Fail
2. The time taken to derive the tree

The confusion matrix obtained by the ID3 algorithm is given below:

| Instances classified as Pass | Instances classified as Fail |
|-----------------------------|-----------------------------|
| 101                         | 1                           |
| 2                           | 10                          |

Table 4: Confusion Matrix obtained for External Marks from ID3

By keeping all the instances common, the above table clearly specifies that the number of instances declared pass is equal in both the algorithms and the number of instances declared fail is not classified accurately. The data differs by 2 students out of which one is marked absent and the other one is unpredictable. Therefore it is clear that C 4.5 algorithm is more accurate than ID3 algorithm. Table 4 gives the comparative analysis of both the algorithms.

| Algorithm | ID3     | C 4.5(C4.5) |
|-----------|---------|-------------|
| Instances classified as Pass | 103     | 103         |
| Instances classified as Fail  | 12      | 13          |
| Time Taken               | 0.02 seconds | 0 seconds |

Table 5: Comparison of ID3 and C 4.5 algorithms

7. CONCLUSION

The various data mining techniques can be effectively implemented on educational data. From the above results it is clear that classification techniques can be applied on educational data for predicting the student’s outcome and improve their results. The efficiency of various decision tree algorithms can be analyzed based on their accuracy and time taken to derive the tree. The predictions obtained from the system have helped the tutor to identify the weak students and improve their Performance. The analysis of the result declared from the university is a proof for the same. The algorithm works very well with a larger set of data rather than a smaller size. This is proved by duplicating the same data and the algorithm has included the subject MCA12 in depicting the tree which is not done when the data set is 120. Since the application of data mining brings a lot of advantages in higher learning institution, these techniques can be applied in the other areas of education to optimize the resources, to predict the retainment of faculties in the institution, to predict the number of students who are likely to get a placement, to predict the feedback of the tutor etc.
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