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Abstract: WLANs have been used in a variety of places. The MAC protocol is an important item of WLANs, and directly affects the transmission efficiency. The distributed MAC protocol has the advantage of not requiring infrastructure such as access points, but it also has the problem that the total throughput decreases significantly when traffic is overloaded due to hidden node problems. In this paper, we focus on the MAC protocol and propose a new MAC protocol that provides a dynamically optimal back-off process in multi-hop wireless networks. To improve hidden node problems, we first conducted a theoretical analysis and found that the average idle slot spacing is a relevant indicator for traffic load. By using the average idle slot spacing and the number of neighbor nodes, the optimal CW (Contention Window) required to achieve high throughput can be configured. This paper compares the simulation results with those of conventional methods and evaluates them in terms of throughput, retransmission attempts, fairness, delay time, and number of collisions. The overall evaluation shows that the MAC protocol proposed in this paper has a better performance than the conventional method.
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1. Introduction

Wireless local area networks (WLANs) have been used in a variety of places. Out of two channel access methods DCF (Distributed Coordination Function) and an optional centralized PCF (Point Coordination Function), due to inherent simplicity and flexibility, the DCF is preferred in the case of no base station such as vehicle-to-vehicle (V2V) Communications. Since all the nodes share a common wireless channel with limited bandwidth in the WLANs, it is highly desirable that an efficient and fair Medium Access Control (MAC) scheme is employed. In the case of multi-hop wireless networks, where the transmission range of a node does not cover the entire network area, each node cannot know the current status of the network that the communication performance such as throughput will be degraded. One example of such a problem is the hidden node problem. Li et al. [1] compare various conventional backoff algorithms in various network topologies and show that none of these algorithms are suitable for the DCF wireless network in multi-hop wireless networks. This argues that a simple backoff algorithm, where individual nodes do not understand the network situation, cannot sufficiently mitigate the hidden node problem. Therefore, in order to adapt to the network at an arbitrary time, various researches have been done from various viewpoints to date. Du et al. [2] proposed a novel MAC protocol, Slotted Split-Channel MAC (SSC-MAC) protocol. It is a technique that greatly improves the efficiency of channel access by adjusting the relationship between control, data, and acknowledgement. This MAC protocol tries to improve the throughput by adjusting the slot of each channel, but this MAC protocol is complex. The ITMN (Improving Throughput of Multi-hop wireless networks by acquiring the Number of neighbor nodes) proposed in this paper is concise and effective, in which it adjusts only Contention Window to achieve a high performance. Shahin et al. [3] proposed a back-off mechanism for node congestion and depopulation. By this back-off, it was possible to reduce the unnecessary waiting time when the nodes were depopulated and to suppress the drastic decrease of the throughput when the nodes were dense. Although it is not possible to provide the optimal backoff for each number of nodes, it provides the appropriate backoff according to the traffic volume. There is also a back-off algorithm ACWB that assumes a wireless network with variable packet length [4]. ACWB determines the CW by keeping the number of idle slots within a certain range. ACWB also has the advantage of improving the CW diverging problem. Wu and Xu [5] proposed a Dynamic Adaptive Success-Collision Backoff Algorithm that dynamically adapts the backoff to the wireless network according to the number of successive transmissions and the number of successive collisions. The algorithm is designed to decrease CW when the number of successive transmissions exceeds a certain value and increase CW when the number of successive collisions exceeds a certain value. References [4] and [5] do not provide a backoff process that is optimized to the network conditions, but rather adjusts the frequency of transmission gradu-
ally based on collisions and other factors. On the other hand, Lei et al. [6] provide a backoff process that is tailored to the network conditions. They propose a backoff algorithm adapted to DCF and EDCA using Access Points (AP). By using this backoff algorithm, the performance is overwhelmingly superior to other methods even at high node density. However, since this method uses APs to determine the number of active nodes, it cannot be implemented in an environment without APs. Therefore, it is necessary to understand the status of the wireless network without APs. Sanada et al. [7] proposed a novel MAC protocol that dynamically adapts the backoff process of each node in multi-hop wireless networks without APs, which is called OBEM. In OBEM, the number of neighbor nodes is dynamically estimated to perform a backoff that suits the network. However, the estimation accuracy of the number of neighbor nodes decreases as the node density increases in OBEM. On the other hand, ITMN can obtain the number of neighbor nodes regardless of the node density. In this paper, we propose a new novel MAC protocol ITMN that sets the optimal CW using the number of neighbor nodes based on OBEM. In proposing ITMN, we improved our model for throughput analysis in multi-hop wireless networks by referring to Refs. [8], [9], [10], [11].

The remainder of this paper is organized as follows. In Section 2, we present in detail our proposed ITMN scheme. Section 3 gives a performance evaluation and discusses the simulation results. Finally, concluding remarks are given in Section 4.

2. Proposed Protocol

In this section, we propose ITMN (Improving Throughput of Multi-hop wireless networks) that can improve throughput by acquiring the number of neighbor nodes to set CW in multi-hop networks. The proposed ITMN improves OBEM in Ref. [7]. ITMN can be applied to general networks, and the optimal CW can be set dynamically according to different environments.

In multi-hop wireless networks, individual nodes do not understand the status of the network, resulting in many collisions and a significant reduction in throughput. Therefore, it is necessary for each node to set an optimal CW to decrease collisions and perform efficient communication.

Each node just uses the number of intercepting RTS or CTS packets to calculate the number of neighbor nodes. It is a technique that enables high throughput communication by deriving and setting an optimal CW using the number of neighbor nodes.

Section 2.1 describes analysis of throughput in multi-hop networks, Section 2.2 describes setting CW, and Section 2.3 describes how to acquire the number of neighbor nodes.

2.1 Analysis of Throughput in Multi-hop Networks

In the analysis model, the following assumptions are made at each node without loss of generality.

- The transmission, interference and sensing ranges for all network nodes are the same value.
- The density of nodes in a concerned area is the same in that, the number of neighbor nodes is the same value, and the number of hidden nodes is also the same value.
- The traffic of each node is saturated so that a node almost has to send requests.
- Each node competes for a channel with the same transmitting and receiving probability \( p \) which means transmitting and receiving probability in the idle state.

In addition, we focus on one arbitrary node and name it as a tag node, and its nodes existing within the transmission range of the tag node as a neighbor node. In any time slot, a tag node has three states shown below.

1. **Idle state**
   - This state means a tag node is not sending a packet. When the channel is idle, the tag node counts down its own backoff timer. When the neighbor node transmits and the channel is busy, the tag node’s backoff timer does not operate. When the channel is idle again, the countdown of backoff is resumed.

2. **Transmission success state**
   - At the tag node, the backoff timer is 0, and the RTS packet and DATA packet have been successfully transmitted.

3. **Collision state**
   - RTS packet transmission at the tag node fails. In other words, collisions occurred.

The throughput of the tag node can be calculated from the probabilities of idle state, transmission success state, and collision state, which is shown below.

Firstly, we show the probability of idle state. The fact that the tag node is idle means that the tag node neither send RTS packets nor DATA packets. When the tag node is in the idle state, the state of the neighbor node can be observed. The state of each neighbor node and its probability are shown below.

1. **The state that neighbor nodes are also idle**
   - All neighbor nodes of the tag node are not transmitting and receiving packets. If this probability is \( P_{nbr\text{-idle}} \), it can be expressed as
     \[
     P_{nbr\text{-idle}} = (1 - p)^{n_p} 
     \] (1)

2. **The state that one neighbor node is transmitting**
   - It means that tag node receives either RTS only, CTS only, or RTS/CTS pair sent from the neighbor node. If this probability is \( P_{nbr\text{-end}} \), it can be expressed as
     \[
     P_{nbr\text{-end}} = n_p (1 - p)^{n_p - 1} 
     \] (2)

3. **The state that two or more neighbor nodes are transmitting**
   - It means that collisions occur between neighbor nodes. If this probability is \( P_{nbr\text{-col}} \), it can be expressed as
     \[
     P_{nbr\text{-col}} = 1 - (P_{nbr\text{-idle}} + P_{nbr\text{-end}}) 
     \] (3)

where \( n_p \) is the number of neighbor nodes around the tag node. When neighbor nodes are also idle, the tag node exists for the time of 1 slot time \( T_{ndts} \). Assuming that \( T_{nbr\text{-end}} \) and \( T_{nbr\text{-col}} \) are the time when one neighbor node is transmitting and the time when two or more neighbor nodes are transmitting, respectively, it can be expressed as

\[
T_{nbr\text{-end}} = T_{RTS} + T_{CTS} + T_{DATA} + T_{ACK} + 4\tau + 3SIFS + DIFS 
\] (4)

\[
T_{nbr\text{-col}} = T_{RTS} + T_{CTS} + T_{DATA} + 2\tau + 3SIFS + DIFS 
\] (5)
where $T_{RTS}$, $T_{CTS}$, $T_{DATA}$, and $T_{ACK}$ are the transmission duration for a RTS packet, a CTS packet, a DATA packet, and an ACK packet, and $\tau$ is maximum propagation delay between two nodes.

Second, we show the probability of transmission success state. In reality, there is a possibility of collision of DATA packets due to the transmission of hidden nodes [12]. To simplify this analysis, assume that the DATA packet was successfully transmitted when the RTS packet was successfully transmitted. In other words, in order for a tag node to transmit an RTS packet normally, it is assumed that the neighbor node of the tag node does not transmit in the same time slot, and that the hidden node of the tag node does not transmit in the $\eta_{RTS}$ period, where $\eta_{RTS}$ is the period from when the tag node sends an RTS packet until the destination node starts sending a CTS packet. Therefore, it can be expressed as Eq. (6), and the probability that the tag node exists in the transmission success state is shown in Eq. (7)

\[
\eta_{RTS} = \frac{T_{RTS} + SIFS}{t_{slt}}
\]

\[
P_{tag_{succ}} = p(1 - p)^{2}\left(1 - p^{2}\eta_{RTS}H(r)\right)
\]

where $H(r)$ is the number of hidden nodes and can be expressed as

\[
H(r) = \theta \left(\pi R_{cs}^2 - 2R_{cs}^2 \cos^{-1} \frac{r}{2R_{cs}} - 2R_{cs} \sqrt{1 - \left(\frac{r}{2R_{cs}}\right)^2}\right)
\]

where $\theta$, $r$, and $R_{cs}$ are the density of nodes, the distance between the transmitter and the receiver, the radius of the transmission range, respectively. Also, the time $T_{tag_{succ}}$ until successful transmission is equal to $T_{nbr_{and}}$.

Finally, we consider the collision state. Let $P_{tag_{coll}}$ be the probability that a tag node exists in a collision state. A collision state is when a tag node sends an RTS packet, and the same time, a collision occurs when a tag node’s neighbor node or hidden node sends a packet. The probability at that time can be expressed as follows.

\[
P_{tag_{coll}} = p(1 - p)^{2}\left[1 - (1 - p^{2}\eta_{RTS}H(r))\right]
\]

Also, the time $T_{tag_{coll}}$ until the collision is equal to $T_{nbr_{coll}}$.

From the above, normalized throughput $\rho$ per node can be obtained by using the probabilities of each state of neighbor nodes, the transmission success state, and the collision state. The equation is expressed as

\[
\rho = \frac{T_{tag_{succ}}P_{tag_{succ}}}{E}
\]

where $E$ is an expected value and can be expressed as Eq. (11)

\[
E = T_{nbr_{coll}}P_{nbr_{coll}} + T_{nbr_{and}}P_{nbr_{and}} + T_{tag_{coll}}P_{tag_{coll}} + T_{tag_{and}}P_{tag_{and}} + T_{tag_{succ}}P_{tag_{succ}}
\]
where $P_{\text{RTS}}$ is the probability that the tag node will send an RTS packet, and $P_{\text{CTS}}$ is the probability that the tag node will send a CTS packet. The tag node sends an RTS packet to the destination node, and when receiving a CTS packet from the destination node, the tag node starts sending data. Therefore, if we assume that the value of $P_{\text{RTS}}$ is equal to $P_{\text{CTS}}$, then the value of $P_{\text{RTS}}$ is equal to $p/2$. Since tag nodes transmit RTS packets when the neighbor nodes are also in an idle state, $P_{\text{RTS}}$ can be expressed as

$$P_{\text{RTS}} = \frac{1}{2} \frac{P_{\text{nbr, idle, opt}}}{P_{\text{opt}}}$$

(16)

where $CW_{\text{opt}}$ is the $CW$ at the maximum throughput. From the above, $CW_{\text{opt}}$ can be expressed as

$$CW_{\text{opt}} = \frac{4P_{\text{nbr, idle, opt}}}{P_{\text{opt}}} - 2$$

(17)

In ITMN, $CW_{\text{opt}}$ can be obtained by calculating Eq. (17) using Eqs. (14) and (15), and the calculated $CW$ is set in the tag node. The purpose of this section is to adjust the network for high-throughput wireless transmission, and this can be achieved by using Eq. (17). ITMN updates the $CW$ every time each node sends 7 times.

### 2.3 How to Acquire the Number of Neighbor Nodes

The number of neighbor nodes can be acquired by intercepting RTS/CTS packets in the idle state. The source of received RTS/CTS packets is listed and managed. The flow until acquiring the number of neighbor nodes is shown below.

(i) Intercept RTS/CTS packets
(ii) Check the source of the intercepted packet
(iii) Check if the source is duplicated in the list
(iv) Return to (i) if it is a duplicate
(v) Add it to the list
(vi) Increment the number of neighbor nodes and return to (i)

However, since the number of neighbor nodes swells in a network where nodes join or leave is remarkable, it is necessary to clear the contents of the list at a certain timing. In the simulation of this study, the list was initialized after calculating the optimal $CW$.

### 3. Performance Evaluation

In this section, we simulate various protocols in two different network topologies and evaluate them based on the results. The evaluation of the simulations for a circular topology is shown in Section 3.1, and the evaluation of the simulations for a square-shaped topology are shown in Section 3.2.

#### 3.1 Simulation in the Case of Circular Network Topology

##### 3.1.1 Simulation Environment

This subsection describes the simulation environment in the circular topology. The simulation software used is Riverbed Modeler 18.5 [13]. As a simulation result, IEEE 802.11 DCF and ITMN are compared and evaluated. The simulation parameters are shown in Table 1.

| Parameter                        | Value   |
|----------------------------------|---------|
| Data Rate                        | 11 Mbps |
| Buffer Size                      | 256,000 bits |
| Slot Time                        | 20 $\mu$s |
| SIFS                             | 10 $\mu$s |
| EIFS                             | 364 $\mu$s |
| DIFS                             | 50 $\mu$s |
| Packet Size                      | 4,000, 8,000, 12,000 bits |
| Inter-Arrival Time               | 0.01 s  |
| Transmit Power                   | 0.013 W  |
| Max Number of Retransmissions    | 7       |
| Radius of Transmission Range ($d$) | About 43 m |

$CW$ of 802.11 DCF has a maximum value 1,023. On the other hand, theoretically, there is no upper limit for $CW$ in our proposal ITMN. So, the calculated $CW$ value is used as it is. As a wireless network environment, nodes are arranged at equal intervals on a circle with a radius of 50 m. An image of the topology is shown in Fig. 3. As shown in Fig. 3, we place nodes evenly spaced on the circumference of a 50 m radius. The reason for running the simulation with a different topology from the theoretical analy-
sis is that we wanted the number of neighbor nodes acquired by any given node to be the same. Since the environment in which any given node transmits and receives is the same, it is easier to identify errors in node transmission and reception. This time, we increased the number of neighbor nodes even more than in our previous paper [14], and simulated the topology as shown in Fig. 3.

All nodes generate traffic according to the Poisson distribution at the same packet arrival. The packet arrival interval is set to a value that saturates the network. The packet size is 4,000 bits, 8,000 bits, and 12,000 bits, and the MAC header is not included. The parameter $\gamma$ in Eq. (13) is around about 5 when throughputs rise to peaks in Fig. 1.

### 3.1.2 Throughput

In this subsection, we evaluate ITMN from the simulation results. Throughput includes only the packet size that was successfully received and does not include other packets. First, the result is shown in Fig. 4.

In Fig. 4, the vertical axis is the average throughput per node, and the horizontal axis is the number of neighbor nodes. As the number of neighbor nodes increases, the average throughput per node decreases, which is thought to be due to the increase in hidden nodes and neighbor nodes. It can be seen that ITMN always has higher throughput than 802.11 in any number of neighbor nodes. Moreover, throughput of ITMN has higher than the one of 802.11 at any packet size.

### 3.1.3 Retransmission Attempts

In this subsection, Fig. 5 shows the simulation results, and we compare retransmission attempts per hop with respect to the number of neighbor nodes of IEEE 802.11 DCF and ITMN. The retransmission attempt per hop is the total number of retransmissions performed by a tag node and neighbor nodes that exist within 43 m of the tag node transmission/reception range. In IEEE 802.11 DCF, retransmission attempts increase as the number of neighbor nodes increases. This is due to the hidden node problem with the increase in the number of neighbor nodes, and collisions are likely to occur. On the other hand, the retransmission attempts are reduced in ITMN. This is because the optimal $CW$ is set for each number of neighbor nodes and the number of extra transmissions is reduced. Therefore, it can be seen that ITMN has significantly fewer retransmission attempts than 802.11. This reduces the waste of energy required for wireless networks.

### 3.1.4 Fairness

In this subsection, IEEE 802.11 DCF and ITMN are evaluated from the viewpoint of fairness. In order to evaluate fairness, we adopt a modified Fairness Index ($FI$)[15] that is generally used.

$FI$ can be expressed as

$$FI = \frac{\left(\sum_{i=1}^{n} T_i/\phi_i\right)^2}{n \sum_{i=1}^{n} (T_i/\phi_i)^2}$$

(18)

where $T_i$ is throughput of flow $i$, $\phi_i$ is the weight of flow $i$ (normalized throughput requested by each node). Here, $\phi_1 = \phi_2 = \cdots = \phi_n$ because the simulation assumes that all nodes have the same weight. So, if the weight of flow is $\phi$, then Eq. (19) is obtained.

$$FI = \frac{\left(\sum_{i=1}^{n} T_i/\phi\right)^2}{n \sum_{i=1}^{n} (T_i/\phi)^2} = \frac{\left(\sum_{i=1}^{n} T_i\right)^2/\phi^2}{n \sum_{i=1}^{n} T_i^2/\phi^2}$$

(19)

According to Eq. (19), $FI \leq 1$, and the equality is true when $T_1 = T_2 = \cdots = T_n$. Usually, the higher the $FI$, the higher the fairness.

A graph of fairness between ITMN and IEEE 802.11 DCF is shown in Fig. 6. The horizontal axis is the number of neighbor nodes, and the vertical axis is the fairness index. In 802.11, fairness decreases with the number of neighbor nodes. In addition, after 40 nodes, fairness is greatly reduced and there are many nodes with 0 bps (value of throughput). On the other hand, ITMN has a slight change, but not a big difference. Similarly, in the packet size, the fairness decreases in 802.11, whereas ITMN does not change significantly. Furthermore, in ITMN, the fairness exceeded 0.9 for any number of neighbor nodes and packet sizes.

From the above results, it can be seen that ITMN is fairer and does not change significantly due to the number of neighbor nodes or the packet size.

### 3.1.5 Delay

In this subsection, we show the delay time of IEEE 802.11...
DCF and ITMN. Each delay time is shown in Fig. 7. The delay time usually tends to be higher as the throughput is increased. The reason for this is that all the nodes are competing with each other and it takes time to ensure that they can communicate. Also, if a node discards a packet after multiple failed transmissions, the time associated with that communication is not included in the calculation of the delay time. In other words, the delay time is small in this case because it is only counted when the transmission is successful.

According to this graph, the delay time of ITMN is longer than that of 802.11 DCF. The graph shows that the delay time of ITMN increases as the number of neighbor nodes increases and that of 802.11 DCF increases slightly. However, due to the relationship between delay time and throughput, the increase in delay time of ITMN is within an acceptable range. On the other hand, 802.11 has a numerically smaller delay because of repeated transmission failures and many packets are discarded. However, in the previous discussion, it can be said that the performance of 802.11 is poor because the throughput is very low.

3.1.6 Collisions

In this section, we compare the total number of collisions of each node in IEEE 802.11 DCF and ITMN from simulation results. First, the results are shown in Fig. 8.

According to the graph, the difference in the number of collisions is obvious: the number of collisions for 802.11 DCF increases significantly as the number of neighbor nodes increases, while the number of collisions for ITMN is very small regardless of the number of neighbor nodes. By minimizing the number of useless transmissions, we succeeded in reducing the number of collisions among nodes.

3.2 Simulation in the Case of Square-shaped Topology

In Section 3.1, we evaluated the ITMN by simulating it in a circular network topology. In this section, we evaluate ITMN by simulating them in a more realistic environment. In this case, we can find different behavior for the nodes in different places such as the center and corner.

3.2.1 Simulation Environment

This subsection describes the simulation environment in the Square-shaped topology. The simulation software and parameters are basically the same as in Section 3.1, Section 3.1.1. In this section, we evaluate the ITMN by simulating it together with IEEE 802.11 DCF and OBEM [7]. Detailed network configuration is given in Table 1 in Section 3.1.1.

In the conventional method IEEE 802.11 DCF, there is a maximum $\text{CW}$ value, but in ITMN and OBEM there is no upper limit for $\text{CW}$, so the calculated $\text{CW}$ value is set as it is.

We assume that the topology of a network in simulation, is same as that used in theoretical analysis, as shown in Fig. 2. The communication distance $d$ is about 43 m and the number of nodes $N$ is 100. We focus on two nodes. The node with the highest node density is called the D (densest) node, and the node with the lowest node density is called the S (sparsest) node. The D node is located at the center and the S node is located at the corner. All nodes generate traffic according to the Poisson distribution at the same packet arrival. The packet arrival interval is set to a value that saturates the network. The packet size is 4,000 bits, 8,000 bits, 12,000 bits, and the MAC header is not included.

3.2.2 Throughput

In this subsection, we evaluate ITMN from the simulation results. Throughput includes only the packet size that was successfully received and does not include other packets. First, the result is shown in Fig. 9.

In Fig. 9, the vertical axis is the average throughput per node, and the horizontal axis is the packet size. In all communication methods, the throughput increases as the packet size increases. The throughput of ITMN is higher than that of 802.11 DCF.
However, the throughput of ITMN was slightly lower than that of OBEM. After analyzing related simulation results, we found, in Fig. 14, the number of collisions of ITMN is much lower than that of OBEM, which means that if increasing the sending probability in ITMN, we can obtain a higher throughput than OBEM.

3.2.3 Retransmission Attempts

In this subsection, Fig. 10 shows the simulation results, and we compare average retransmission attempts per node of ITMN, 802.11 DCF, and OBEM. The number of retransmission attempts of ITMN was much lower than that of 802.11 DCF and slightly lower than that of OBEM. Since 802.11 DCF is not a communication method that dynamically adapts to any given network, it is inevitably prone to collisions. On the other hand, ITMN is dynamically adaptive to arbitrary networks, so it can reduce the number of extra transmissions. This reduces the waste of energy required for wireless networks.

3.2.4 Fairness

In this subsection, ITMN, OBEM, and 802.11 DCF are evaluated from the viewpoint of fairness. The calculation to derive the fairness is done using Eq. (19).

A graph of fairness among ITMN, OBEM, and 802.11 DCF is shown in Figs. 11 and 12. The horizontal axis is the packet size, and the vertical axis is the fairness index. In order to investigate the fairness of nodes in different places, we chose two nodes, D node and S node. Regardless of the communication method, the fairness of S nodes is higher than that of D nodes. This can be attributed to the fact that there are fewer nodes in the vicinity and thus less interference among them. The fairness of ITMN was higher than that of 802.11 DCF regardless of nodes, but slightly lower than that of OBEM. However, the fairness of ITMN is comparable to that of OBEM. In addition, ITMNs maintain a certain degree of impartiality in an environment that is similar to reality and is poor for wireless communication.

3.2.5 Delay

In this subsection, we show the delay time of ITMN, OBEM, and 802.11 DCF. Each delay time is shown in Fig. 13. The delay time is the same specification as in Section 3.1.5. Throughput and delay time are generally proportional. The reason for this is that all the nodes are competing with each other, and it takes time to ensure that they can communicate. Also, if a node discards a packet after multiple failed transmissions, the time associated with that communication is not included in the calculation of the delay time. In other words, the delay time is small in this case because it is only counted when the transmission is successful.

The vertical axis is the delay time [s], and the horizontal axis is the packet size [bit]. According to this graph, the delay time of ITMN is larger than that of 802.11 DCF by about 4 seconds, but it is almost the same as that of OBEM. In this graph, the delay time decreases as the packet size increases. On the other hand, 802.11 has a numerically smaller delay because of repeated transmission failures and many packets are discarded. However, in the previous discussion, it can be said that the performance of 802.11 is
poor because the throughput is very low. The delay time of the ITMN is almost equal to that of the OBEM, so the ITMN is not degraded compared to the OBEM.

3.2.6 Collisions

In this subsection, we compare the total number of collisions of each node between ITMN, OBEM, and 802.11 DCF from simulation results. First, the results are shown in Fig. 14. The vertical axis is the number of collisions, and the horizontal axis is the packet size [bit]. The graph clearly shows the difference in the number of collisions. The number of collisions of ITMN is very much lower than that of 802.11 DCF and about 3,000 to 10,000 lower than that of OBEM. By minimizing the number of useless transmissions, we succeeded in reducing the number of collisions among nodes.

3.2.7 Estimation Accuracy of the Number of Neighbor Nodes

In this subsection, we compare the estimates of neighbor nodes and show their accuracy. 802.11 DCF does not estimate the number of neighbor nodes, so we compare only ITMN and OBEM. The number of neighbor nodes of D node is 48, and that of S node is 17. In our simulation, we assume that the packet size is 4,000 bit. The reason is that the estimation accuracy does not change regardless of the packet size. Figures 15 and 16 show the actual number of neighbor nodes shown by ITMN and OBEM.

The vertical axis is the estimated number of neighbor nodes, and the horizontal axis is the simulated time [s]. According to the graph, the line representing the number of nodes for D nodes is smooth, while the line for S nodes is rugged. Normally, when a node is idle, it observes the surrounding nodes. The longer the idle time, the longer the observation time, and the number of neighbor nodes is updated using the obtained data. In other words, the longer the observation time, the more stable and smooth the line of the graph becomes. The number of ITMN neighbor nodes in D node is almost 48. In addition, the number of OBEM neighbor nodes at D node is always more than 10 smaller than the actual number. Next, we focus on the number of neighbor nodes at S node. The number of neighbor nodes for ITMN is 17, but the ones for OBEM is very large. These solve the problem of inaccurate estimation of the number of neighbor nodes in a dense node environment.

3.2.8 Changes in CW

In this subsection, we compare the change of CW between ITMN and OBEM. The stability of CW means the stability of the network. We measured CW at two different nodes, D node and S node, and we showed in Figs. 17 and 18. As in Section 3.2.7, the simulation was performed with a packet size of 4,000 bit.

The vertical axis is the Contention Window [Kslot], and the horizontal axis is the simulated time [s]. Both ITMN and OBEM calculate CW using the number of neighbor nodes. In other words, if the line of the graph of the number of neighbor nodes is rugged, the line of the graph of CW is also rugged. Both ITMN and OBEM calculate CW using the number of adjacent nodes.
In other words, if the line of the graph of the number of neighbor nodes is rugged, the line of the graph of CW is also rugged. However, the smaller the amplitude of the graph line, the better. According to this graph, ITMN does not have much change in CW regardless of node type. On the other hand, for OBEM, CW of D node is slightly up and down, and that of S node is significantly up and down.

In other words, we can say that the change of CW is constant for ITMN regardless of the density of nodes.

4. Conclusion

In this paper, we proposed a novel protocol ITMN, where a tag node intercepts RTS/CTS packets to acquire the number of neighbor nodes and adjusts network parameters to be optimal values. As a result, we were able to achieve high throughput and low collision wireless transmission by setting the optimal CW according to the number of neighbor nodes acquired by the tag node.

In order to evaluate the proposed ITMN, we carried out simulations in the cases of two different network topologies. In the circular topology, every node has the same number of neighbor nodes. On the other hand, in the square-shaped topology, every node has a different number of neighbor nodes, which is similar to the realistic environment. In the square-shaped topology, nodes near the boundary have a smaller number of neighbor nodes and are beneficial to obtain transmission opportunities with a lower average CW, so the fairess of the square-shaped topology became lower than that of the circular topology.

Theoretical analysis and simulation results show that ITMN is effective and can dynamically adapt to changes in the network. Furthermore, ITMN mitigates the hidden node problem, achieves higher communication performance than IEEE 802.11 DCF, and solves the problem of inaccurate estimation of the number of neighbor nodes in OBEM while maintaining the same performance as OBEM. In future work, we need to evaluate the effectiveness of ITMN by verifying them in real environments.
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