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Abstract. We introduce the notion of a self-similar action of a groupoid $G$ on a finite higher-rank graph. To these actions we associate a compactly aligned product system of Hilbert bimodules, and thereby obtain corresponding universal Nica–Toeplitz and Cuntz–Pimsner algebras. We consider natural actions of the real numbers on both algebras and study the KMS states of the associated dynamics. For large inverse temperatures, we describe the simplex of KMS states on the Nica–Toeplitz algebra in terms of traces on the full C$^*$-algebra of $G$. We prove that if the graph is $G$-aperiodic and the action satisfies a finite-state condition, then there is a unique KMS state on the Cuntz–Pimsner algebra.

1. Introduction

The introduction of self-similar groups in the past 40 years have been used to solve open problems and provide new and interesting examples of groups. Perhaps the most famous among them is the Grigorchuk group \cite{grigorchuk1982} providing the first example of a group with intermediate growth, solving a problem of Milnor from 1968. Since the appearance of the Grigorchuk group, the theory of self-similar groups, or self-similarity more generally, has grown rapidly through the contributions of many authors, and it is now a major area of research within the broader field of geometric group theory. Recent applications of self-similarity include Nekrashevych’s example of a finitely generated simple group \cite{nekrashevych2001} and the work of Belk, Bleak, and Matucci \cite{belk2011} that uses graph automata to prove that all Gromov hyperbolic groups embed into the asynchronous rational group of \cite{gromov1987}.

There is now a rich interplay between self-similar groups and operator algebras, pioneered by Nekrashevych’s construction in \cite{nekrashevych2001, nekrasshewychnature} of a Cuntz–Pimsner algebra from a self-similar action. The work in \cite{nekrashevychnature} was revisited by the last two named authors, along with Laca and Raeburn, in \cite{laca2016}, where they also studied the Toeplitz extension. Motivated by operator algebraic considerations, Exel and Pardo introduced the notion of a self-similar action of a group on the path space of a directed graph \cite{exel2016}, and used this new notion of self-similarity to produce a class of C$^*$-algebras which unified Nekrashevych’s Cuntz–Pimsner algebras from \cite{nekrashevych2001} and the Katsura algebras from \cite{katsura2003}. Working in parallel to \cite{exel2016}, the authors of \cite{laca2016} produced a follow-up \cite{laca2017} in which they defined a self-similar groupoid action on the path space of a directed graph, and associated Toeplitz and Cuntz–Pimsner algebras to these new self-similar actions.
The successful jump to actions on graphs in [6] and [20] begs the question of whether the theory can be extended to actions on higher-rank graphs. This has been successfully achieved on the group-action side through the work of Li and Yang in [21, 22, 23], thus giving a higher-rank analogue of [6]. The first main goal of this paper is to build a higher-rank analogue of [20] by constructing a theory of self-similar groupoid actions on higher-rank graphs. For this we consider finite higher-rank graphs (or $k$-graphs) $\Lambda$. We view $\Lambda$ as a forest of rooted trees whose set of roots is $\Lambda^0$. We define a partial isomorphism $g$ to be a degree-preserving isomorphism between two trees with the extra property that $g(\lambda e) \in g(\lambda)\Lambda$ for all $\lambda \in v\Lambda$ and edges $e \in s(\lambda)\Lambda$. The set of partial isomorphisms of $\Lambda$ is a groupoid under the natural structure maps. We say a groupoid $G$ with unit space $\Lambda^0$ acts self-similarly on $\Lambda$ if there is an embedding of $G$ into the groupoid of partial isomorphisms of $\Lambda$ with the property that for every $g \in G$ and edge $e \in \text{dom}(g)\Lambda$, there exists $h \in G$ satisfying $g \cdot (e\lambda) = (g \cdot e)(h \cdot \lambda)$ for all $\lambda \in s(e)\Lambda$. (Here, we are viewing $g$ as a partial isomorphism, and writing $g \cdot \mu$ for the image of $\mu \in \Lambda$ under $g$.)

To each self-similar action of a groupoid $G$ on a higher-rank graph $\Lambda$ we associate both a Nica–Toeplitz algebra $T(G, \Lambda)$ and a Cuntz–Pimsner algebra $O(G, \Lambda)$, which we do by first constructing a product system of Hilbert bimodules. This product system generalises the construction in [20] in which the Toeplitz and Cuntz–Pimsner algebras of a single Hilbert bimodule are considered. We describe our $C^*$-algebras $T(G, \Lambda)$ and $O(G, \Lambda)$ succinctly through generators and relations that encode the self-similarity of the action.

Following the work in [19, 20] (see also [4]), as well as [22] for group actions on $k$-graphs, we devote the majority of this paper to calculating the equilibrium states of our $C^*$-algebras $T(G, \Lambda)$ and $O(G, \Lambda)$ under a natural time evolution lifted from a gauge action. Our work generalises the results in [19, 20], and it has a number of advantages over the work in [22]. Firstly, we give a description of the equilibrium states of the Nica–Toeplitz algebra, which has a richer KMS structure than its Cuntz–Pimsner quotient. More importantly, we do not assume that our actions are pseudo free, in the sense of [22, Definition 2.3(i)]. The presence of psuedo freeness in [22] means that the results do not apply to many classical self-similar group actions like the basilica group. To see this, consider the sets $F^k_0$ from [19, Equation (6.5)]. The set $F^1_0$ from the basilica action is nonempty, and hence the action is not pseudo free. However, the action is regular, see [26, Definition 6.1], and hence the groupoid of germs is Hausdorff by [26, Lemma 5.4].

Pseudo freeness is a hypothesis in [22] (see also [6, 22]) because it ensures that the groupoid model for the Cuntz–Pimsner algebra is Hausdorff. This allows them, for example, to use groupoid results to prove the surjectivity of the isomorphism in [22, Theorem 6.12], whereas the surjectivity in our analogous Theorem 14.1 is proved by constructing KMS states directly using Perron–Frobenius theory. Moreover, this property makes characterising and computation of KMS states significantly easier. In particular, imposing pseudo freeness means that [21, Theorem 6.3] gives only those KMS$_1$-states coming from the underlying higher-rank graph algebra, and the group action plays no part in the KMS structure.

For the Toeplitz algebra of a Hilbert bimodule there is general machinery in [17] which characterises the KMS states in terms of the traces of the coefficient algebra satisfying a subinvariance relation. The first-named author, along with Larsen and Neshveyev, recently generalised this result to the Nica–Toeplitz algebra of a product system of Hilbert bimodules [2] (see also [13]). In the last decade, operator algebraists have shown interest
in providing a more direct approach to the results of [17]. This direct approach has a number of advantages, including that it provides concrete solutions to the subinvariant relations of [17, 2]; for each trace on the coefficient algebra, it gives an explicit formula for the corresponding KMS state on the Toepplitz algebras, leading to KMS states that are computable; and it reveals many interesting properties of both the underlying objects and the corresponding C*-algebras. We follow this trend by taking a direct approach to studying the KMS states of $T(G, \Lambda)$. For the dynamics, we fix a vector $r \in [0, \infty)^k$ and compose the embedding $t \mapsto e^{ir t}$ of $\mathbb{R}$ into $\mathbb{T}^k$ with the gauge action. Then for $\beta$ greater than a standard critical inverse temperature, our first main theorem shows that the simplex of the KMS$_\beta$-states for $T(G, \Lambda)$ is isomorphic to the simplex of tracial states of the full groupoid C*-algebra $C^*(G)$. Our Theorem 8.1 indicates that all tracial states on $C^*(G)$ satisfy the subinvariance relation of [2, Theorem 2.1 and Theorem 3.1].

In general, Cuntz–Pimsner algebras admit KMS states at very few inverse temperatures with respect to the gauge dynamics and their values are difficult to compute. Our Cuntz–Pimsner algebra $O(G, \Lambda)$ is no exception due to fact that each KMS state of $O(G, \Lambda)$ restricts to a KMS state of the higher-rank graph algebra $C^*(\Lambda)$ via the natural embedding $C^*(\Lambda) \hookrightarrow O(G, \Lambda)$. Thus, the simplex of KMS states of $O(G, \Lambda)$ is a subset of the simplex of KMS states on $C^*(\Lambda)$. In the case of $C^*(\Lambda)$ it was shown in [11] that the KMS states are non-trivial only at the inverse temperature $\beta = 1$ in the direction of the preferred dynamics given by taking $r := (\ln(\rho(B_1)), \ldots, \ln(\rho(B_k)))$, where each $\rho(B_i)$ is the spectral radius of the adjacency matrix $B_i$ of $\Lambda$. We note that the KMS states of $T(G, \Lambda)$ may not factor through $O(G, \Lambda)$ for general strongly connected $\Lambda$; this happens only for a small family of graphs that are coordinatewise strongly connected and that have rationally independent $\ln(\rho(B_i))$'s. This means we need to study KMS states of $O(G, \Lambda)$ using a different approach.

Motivated by [11, 22], we associate to $(G, \Lambda)$ the G-periodicity group $\text{Per}(G, \Lambda)$, which is a subgroup of $\mathbb{Z}^k$ that measures the periodicity of $\Lambda$ in the presence of the self-similar action of $G$. Given $p - q \in \text{Per}(G, \Lambda)$, we introduce a bijection $\theta_{p,q}$ that maps $\Lambda^p$ onto $\Lambda^q$; and a function $h_{p,q}$ from $\Lambda^p$ into $G$. The $\theta$ bijections reduce to those of [11] when there is no groupoid action. The $h$ functions reflect the effects of the groupoid action on the G-periodicity of the graph. These functions play crucial roles in our analysis of the KMS states of $O(G, \Lambda)$, so we take our time to study their proprieties in Lemmas 9.2 and 9.3. We then use them to represent the full group C*-algebra $C^*(\text{Per}(G, \Lambda))$ in $O(G, \Lambda)$ via a central representation $V$ in Proposition 10.1. This gives a homomorphism $\pi_V$ of the space of tracial states of $C^*(\text{Per}(G, \Lambda))$ into the simplex of KMS$_1$-states of $O(G, \Lambda)$. We then focus on proving that $\pi_V$ is an isomorphism. We first observe that if the unimodular Perron–Frobenius eigenvector $x_\Lambda$ of the k-graph is not invariant under the action of $G$, then there is no KMS$_1$-state for $O(G, \Lambda)$. So to prove the surjectivity of $\pi_V$, we need to assume that $x_\Lambda$ is invariant. Then given a tracial state $\tau$ of $C^*(\text{Per}(G, \Lambda))$, we use the Perron–Frobenius measure $M$ of [11] to construct a KMS$_1$-state directly. The process is very involved and requires a careful study of the effects of the groupoid action on $M$. In particular, we need to compute the measure of the cylinder sets $Z(\lambda, g, \mu)$ of (11.3). Theorem 14.2 shows that this effect will be captured by numbers $e_{d(\lambda),d(\mu),\lambda}(g)$. These numbers have appeared before in a much simpler form in the self-similar actions on 1-graphs [19, 20] when the underlying graph automatically has trivial G-periodicity group. In our setting, having a nontrivial $\text{Per}(G, \Lambda)$ adds extra levels of difficulty to computing these numbers. Interestingly, as Theorem 12.1 shows, these numbers are crucial in characterising
of the KMS$_1$-states of $\mathcal{O}(G, \Lambda)$ and consequently the injectivity of the homomorphism $\pi_V$ in Theorem 14.1. In Theorem 14.2 we characterise the uniqueness of the KMS$_1$-state for $\mathcal{O}(G, \Lambda)$. We show that a self-similar action with $G$-invariant unimodular eigenvector and with a finite-state condition has a unique KMS$_1$-state if and only if the $k$-graph is $G$-aperiodic.

All of the theory described above is supported by examples. In particular, we introduce the notion of a $k$-coloured graph automaton, and we use them to build examples of self-similar groupoid actions on $k$-graphs. In Section 4, we focus on some particular examples coming from automata. The first example is an automaton on a 2-coloured graph with a single vertex, which gives rise to a self-similar group action on a 2-graph that is not pseudo free. We also construct a version of the basilica group acting on a 2-coloured graph, and obtain a self-similar groupoid action on a 2-graph. In both examples, the unimodular eigenvectors are invariant for the groupoid actions, and the $G$-periodicity groups are trivial, meaning that there is a unique KMS$_1$-state. In Section 15 we then compute their unique KMS$_1$-states.

2. Preliminaries

2.1. Groupoids. A groupoid $G$ is a small category with a partially-defined product in which every morphism is invertible. We write $G^0$ for the set of objects (which we usually call the unit space of $G$), and $G^2 := \{(g, h) : \text{dom}(g) = c(h)\}$ for the set of composable pairs. We write cod, dom : $G \to G^{(0)}$ for the range and source maps of $G$. Following [20], a unitary representation of $G$ in a $C^*$-algebra $B$ is a set of partial isometries $\{U_g : g \in G\} \subseteq B$ such that

\begin{enumerate}[(U1)]
  \item $\{U_v : v \in G^0\}$ is a set of mutually orthogonal projections;
  \item $U_g^* = U_{g^{-1}}$ for all $g \in G$; and
  \item $U_g U_h = \delta_{\text{dom}(g), \text{cod}(h)} U_{gh}$ for all $g, h \in G$.
\end{enumerate}

The set $\{i_g : g \in G\}$ of point masses is a unitary representation of $G$ in the $C^*$-algebra $C^*(G)$ described in [5]. By [20, Proposition 4.1], the pair $(C^*(G), i)$ is universal for the unitary representation of $G$.

2.2. $k$-graphs. Let $1 \leq k \in \mathbb{N}$, and $\Lambda$ be a $k$-graph as in [15]. We write $\Lambda^0$ for the vertex set, $r$ and $s$ for the range and source maps, and $d$ for the degree map. We say $\Lambda$ is finite if $\Lambda^p := d^{-1}(p)$ is finite for all $p \in \mathbb{N}^k$. We denote the standard generators of $\mathbb{N}^k$ by $e_1, \ldots, e_k$, and we say $\lambda \in \Lambda$ is an edge if $d(\lambda) = e_i$ for some $1 \leq i \leq k$. Given $v, w \in \Lambda^0, v \Lambda w$ denotes the set $\{\lambda \in \Lambda^0 : r(\lambda) = v$ and $s(\lambda) = w\}$. We say $\Lambda$ has no sources if $v \Lambda^p \neq \emptyset$ for every $v \in \Lambda^0$ and $p \in \mathbb{N}^k$. We denote by $B_1, \ldots, B_k \in M_{\Lambda^0}(0, \infty)$ the coordinate adjacency matrices of $\Lambda$, in the sense that $B_i(v, w) = |v \Lambda^i w|$ for all $1 \leq i \leq k$ and $v, w \in \Lambda^0$. We write $\rho(B_i)$ for the spectral radius of $B_i$.

A Toeplitz–Cuntz–Krieger $\Lambda$-family in a $C^*$-algebra $B$ is a set of partial isometries $\{T_\lambda : \lambda \in \Lambda\} \subseteq B$ such that

\begin{enumerate}[(TCK1)]
  \item $\{T_v : v \in \Lambda^0\}$ is a set of mutually orthogonal projections;
  \item $T_\mu^* T_\mu = T_{r(\mu)}$ whenever $s(\lambda) = r(\mu)$; and
  \item $T_\lambda T_\mu = \sum_{(\eta, \zeta) \in \Lambda_{\min}(\lambda, \mu)} T_{\eta} T_\lambda^* T_\mu$ for all $\lambda, \mu \in \Lambda$.
\end{enumerate}

We interpret empty sums as 0. A Toeplitz–Cuntz–Krieger $\Lambda$-family $\{T_\lambda : \lambda \in \Lambda\}$ is a Cuntz–Krieger $\Lambda$-family if we also have

\begin{enumerate}[(CK)]
  \item $T_v = \sum_{\lambda \in \Lambda^0} T_\lambda T_\lambda^*$ for all $v \in \Lambda^0$ and $p \in \mathbb{N}^k$.
\end{enumerate}
Recall that $\Omega_k := \{(p, q) : p, q \in \mathbb{N}^k, p \leq q\}$ is the $k$-graph with structure maps $(p, q)(q, n) = (p, n)$, $r(p, q) = (p, p)$, $s(p, q) = (q, q)$, and $d(p, q) = q - p$. For a $k$-graph $\Lambda$, we let $\Lambda^\infty$ denote the set of all degree-preserving functors from $\Omega_k$ to $\Lambda$. We call $\Lambda^\infty$ the infinite path space of $\Lambda$. We write $\sigma : \Lambda^\infty \to \Lambda^\infty$ for the shift map defined by $\sigma^n(x)(p, q) = x(p - n, q - n)$.

2.3. Product systems of Hilbert bimodules. Let $A$ be a $C^*$-algebra. A right Hilbert $A$-bimodule is a right Hilbert $A$-module $M$ with a left action of $A$ defined by a homomorphism $\varphi : A \to \mathcal{L}(M)$ from $A$ into the $C^*$-algebra $\mathcal{L}(M)$ of adjointable operators on $M$. We write $A_M$ for the standard bimodule with the inner product defined by $\langle a, b \rangle = ab^*$, and the actions given by multiplication of $A$.

Each bimodule is called a determinate the left action of $A$ for $x, y \in M$.

Given two right Hilbert $A$-bimodules $M$ and $N$, let $M \odot N$ be the algebraic tensor product of $M$ and $N$, and let $M \odot_A N$ be the quotient of $M \odot N$ by the subspace

$$\{(x \cdot a) \odot y - x \odot (a \cdot y) : x \in M, y \in N, a \in A\}.$$  

There is a well-defined right action of $A$ on $M \odot_A N$ such that $(x \odot_A y) \cdot a = x \odot_A y \cdot a$ for $x \odot_A y \in X \odot_A N$ and $a \in A$. We can equip $M \odot_A N$ with the right $A$-valued inner product

$$\langle x \odot_A y, x' \odot_A y' \rangle = \langle y, \varphi_N(\langle x, x' \rangle)y' \rangle$$  
for $x \odot_A y, x' \odot_A y' \in M \odot_A N$.

Writing $M \odot_A N$ for the completion of $M \odot_A N$ in the inner product (2.2), Lemma 2.16 in [31] implies that (2.2) extends to a right $A$-valued inner product on $M \odot_A N$. Since for each $S \in \mathcal{L}(M)$ there is an adjointable operator $S \odot 1_N$ such that $S \odot 1_N(x \odot y) = S(x) \odot y$ for $x \odot y \in M \odot_A N$, the map $a \mapsto \varphi_M(\langle a \odot 1_N \rangle)$ defines a left action of $A$ by adjointable operators on $M \odot_A N$. Thus $M \odot_A N$ becomes a right Hilbert $A$-$A$ bimodule called the balanced tensor product of $M$ and $N$. We denote elements of $M \odot N$ by $x \odot y$, and write $x \odot y$ for elements of both $M \odot_A N$ and $M \odot A N$.

Let $P$ be a semigroup with identity $e$, and let $A$ be a $C^*$-algebra. For each $p \in P$ let $M_p$ be a right Hilbert $A$-bimodule and let $\varphi_p : A \to \mathcal{L}(M_p)$ be the homomorphism that determines the left action of $A$ on $M_p$. A product system of right Hilbert $A$-bimodules over $P$ is the disjoint union $M := \bigcup_{p \in P} M_p$ such that

(P1) $M_e$ is equal to the standard bimodule $A_A$;

(P2) $M$ is a semigroup, and for each $p, q \in P \setminus \{e\}$ the map $(x, y) \mapsto xy : M_p \times M_q \to M_{pq}$

descends to an isomorphism $\pi_{p,q} : M_p \otimes_A M_q \to M_{pq}$; and

(P3) the multiplications $M_e \times X_p \to M_p$ and $M_p \times M_e \to M_p$ satisfy

\[ ax = \varphi_p(a)z, \quad xa = x \cdot a \]  
for $a \in M_e$ and $x \in M_p$.

Each bimodule is called a fiber. If each fiber is essential, then (P2) also holds for $p, q = e$. The product systems of interest to us have essential fibers, and so (P2) holds for all $p \in P$.

If $P$ is a subsemigroup of a group $G$ with $P \cap P^{-1} = \{e\}$, then a partial order on $G$ is defined by $p \leq q$ if $p^{-1}q \in P$. The pair $(G, P)$ is called a quasi-lattice ordered group if for each pair $p, q \in G$ with a common upper bound in $P$ there is a least upper bound $p \lor q$ in $P$. If $p, q \in G$ have no common upper bound, we write $p \lor q = \infty$. 
Given a quasi-lattice ordered group \((G, P)\) and elements \(p, q \in P\), the isomorphism \(\pi_{p,q}\) from \((P2)\) gives rise to an isomorphism from \(\mathcal{L}(M_p)\) to \(\mathcal{L}(M_{pq})\) given by \(S \mapsto S^{pq} := \pi_{p,q} \circ (S \otimes 1_{M_p}) \circ \pi_{pq}^{-1}\); so we have
\[
S^{pq}(x \otimes y) = S(x)y \quad \text{for all } x \otimes y \in M_p \otimes M_{pq}.\]

A product system of right Hilbert \(A\)-bimodules over \(P\) is called \textit{compactly aligned}, if for all \(p, q \in P\) with \(p \lor q < \infty\), \(S \in K(X_p)\) and \(T \in K(X_q)\), we have \(S^{pq}T^{pq} \in K(X_{pq})\).

### 2.4. \(C^*\)-algebras of product systems of Hilbert bimodules

Let \(P\) be a semigroup with identity \(e\), and \(M\) be a product system of right Hilbert \(A\)-bimodules over \(P\). Suppose that \(\psi\) is a function from \(M\) to a \(C^*\)-algebra \(B\), and write \(\psi_p\) for the restriction of \(\psi\) to \(X_p\). Then we say \(\psi\) is a \textit{Toeplitz representation} of \(M\) if
\[
\begin{align*}
(T1) & \quad \psi_e : A \to B \text{ is a homomorphism, and } \psi_p : X_p \to B \text{ is linear for each } p \in P \setminus \{e\}; \\
(T2) & \quad \psi_p(x^* \psi_p(y)) = \psi_x((x, y)) \text{ for } p \in P, \text{ and } x, y \in M_p; \\
(T3) & \quad \psi_{pq}(xy) = \psi_p(x) \psi_q(y) \text{ for } p, q \in P, \text{ and } x \in X_p, \text{ and } y \in M_q.
\end{align*}
\]

Conditions \((T1)\) and \((T2)\) imply that \((\psi_p, \psi_e)\) is a representation of the Hilbert \(A\)-bimodule \(M_p\). We know from [28] that there is a homomorphism \(\psi^{(p)} : K(M_p) \to B\) such that \(\psi^{(p)}(\Theta_{x,y}) = \psi_p(x) \psi_p(y)^*\).

Recall from [7] that a Toeplitz representation \(\psi\) of a compactly aligned product system \(M\) in a \(C^*\)-algebra \(B\) is \textit{Nica covariant} if and only if for every \(p, q \in P\), \(S \in K(M_p)\), and \(T \in K(M_q)\), we have
\[
\psi^{(p)}(S) \psi^{(q)}(T) = \begin{cases} 
\psi^{(pq)}(S^{pq}T^{pq}) & \text{if } p \lor q < \infty \\
0 & \text{otherwise.}
\end{cases}
\]

The \textit{Nica-Toeplitz algebra} \(\mathcal{NT}(M)\) is the \(C^*\)-algebra generated by a universal Nica covariant representation of \(M\). We write \(\psi\) for the universal Nica covariant representation.

Recall from [7] that a Toeplitz representation \(T\) of \(M\) is \textit{Cuntz–Pimsner covariant} if
\[
(2.4) \quad T_e(a) = T^{(p)}(\varphi_p(a)) \quad \text{for all } p \in P, a \in \varphi_p^{-1}(K(M_p)).
\]

The \textit{Cuntz–Pimsner algebra} \(\mathcal{O}(\mathcal{X})\) is generated by a universal Cuntz–Pimsner covariant representation of \(M\). If the Cuntz–Pimsner covariance implies Nica covariance, then [1, Lemma 2.2] implies that \(\mathcal{O}(M)\) is the quotient of \(\mathcal{NT}(M)\) by the ideal
\[
(2.5) \quad \langle \psi(a) - \psi^{(p)}(\varphi_p(a)) : p \in P, a \in \varphi_p^{-1}(K(M_p)) \rangle.
\]

### 3. Self-similar groupoid actions on \(k\)-graphs

In this section we introduce the notion of a self-similar action of a groupoid on a \(k\)-graph. We start with the definition of a partial isomorphism of a \(k\)-graph.

**Definition 3.1.** Let \(\Lambda\) be a \(k\)-graph. A \textit{partial isomorphism} of \(\Lambda\) consists of vertices \(v, w \in \Lambda^0\) and a bijection \(g : v\Lambda \to w\Lambda\) satisfying
\[
(1) \quad \text{for all } p \in \mathbb{N}^k, \text{ the restriction } g|_{v\Lambda^p} \text{ is a bijection of } v\Lambda^p \text{ onto } w\Lambda^p; \quad \text{and}
\]
\[
(2) \quad g(\lambda e) \in g(\lambda)\Lambda \text{ for all } \lambda \in v\Lambda \text{ and edges } e \in s(\lambda)\Lambda.
\]

We write \(\text{Pliso}(\Lambda)\) for the set of all partial isomorphisms of \(\Lambda\).

For each \(v \in \Lambda^0\), the identity map \(\text{id}_v : v\Lambda \to v\Lambda\) is a partial isomorphism. We define domain and codomain maps \(\text{dom}, \text{cod} : \text{Pliso}(\Lambda) \to \Lambda^0\) by
\[
\text{dom}(g) := v \quad \text{and} \quad \text{cod}(g) := w, \quad \text{for } g : v\Lambda \to w\Lambda.
\]
**Lemma 3.2.** Let $\Lambda$ be a $k$-graph. Then $\text{Pl}(\Lambda)$ is a groupoid, with unit space $\Lambda^0$; range map $\text{cod}$ and source map $\text{dom}$; and composition and inverse given by composition and inverse of functions, respectively.

**Proof.** A similar argument to the one found in the proof of [20, Proposition 3.2] shows that $\text{Pl}(\Lambda)$ is a category and we have $\text{id}_{\text{cod}(g)} = g = g \text{id}_{\text{dom}(g)}$ for each $g$. Since $g : \text{dom}(g) \Lambda \rightarrow \text{cod}(g) \Lambda$ is a bijection satisfying Definition 3.1(1), the inverse function $g^{-1} : \text{cod}(g) \Lambda \rightarrow \text{dom}(g) \Lambda$ also satisfies Definition 3.1(1). To check Definition 3.1(2) for $g^{-1}$, let $\mu \in \text{cod}(g) \Lambda$ and $e \in s(\mu) \Lambda$. Let $\lambda = g^{-1}(\mu e)$. Since $d(g^{-1}(\mu e)) = d(\mu e)$, we can factor $\lambda = \lambda' \lambda''$ such that $d(\lambda'') = d(e)$. Now since $g$ satisfies Definition 3.1(2), we have
\[
g^{-1}(\mu e) = \lambda' \lambda'' \implies \mu e = g(\lambda' \lambda'') \in g(\lambda') \lambda d(\lambda'').
\]
By the factorisation property, $g(\lambda') = \mu$ and hence $\lambda' = g^{-1}(\mu)$. Thus $g^{-1}(\mu e) \in g^{-1}(\mu) \Lambda$ giving Definition 3.1(2). Hence $\text{Pl}(\Lambda)$ is a category with inverses; i.e. a groupoid. $\Box$

Let $\Lambda$ be a $k$-graph and let $G$ be a groupoid with unit space $G^0 = \Lambda^0$. An action of $G$ on $\Lambda$ is a groupoid homomorphism $\varphi : G \rightarrow \text{Pl}(\Lambda)$. Identifying $\text{id}_v$ with $v$ for $v \in \Lambda^0$, we see that $\varphi$ is unit preserving. We say $\varphi$ is faithful if it is injective. When it is not ambiguous to do so, we write $g \cdot \mu$ for $\varphi_g(\mu)$.

**Definition 3.3.** A self-similar groupoid action $(G, \Lambda)$ consists of a $k$-graph $\Lambda$, a groupoid $G$ with unit space $\Lambda^0$, and a faithful action of $G$ on $\Lambda$ such that for every $g \in G$ and edge $e \in \text{dom}(g) \Lambda$, there exists $h \in G$ satisfying
\[
g \cdot (e \lambda) = (g \cdot e)(h \cdot \lambda) \quad \text{for all } \lambda \in s(e) \Lambda.
\]

Since the action is faithful, there is a unique $h$ satisfying (3.1), and we write $g|_e := h$.

Let $p \in \mathbb{N}^k$, $\lambda \in \text{dom}(g) \Lambda^p$ and let $\lambda_1 \lambda_2 \ldots \lambda_l$ and $\lambda'_1 \lambda'_2 \ldots \lambda'_l$ be different factorisations of $\lambda$ into edges in $\Lambda$. Then for every $\mu \in s(\lambda) \Lambda$, we have
\[
g \cdot \lambda((\cdots (g|_{\lambda_1})|_{\lambda_2}) \cdots)|_{\lambda_l} \cdot \mu = g \cdot (\lambda \mu) = (g \cdot \lambda)((\cdots (g|_{\lambda'_1})|_{\lambda'_2}) \cdots)|_{\lambda'_l} \cdot \mu
\]

The factorisation property now implies that
\[
((\cdots (g|_{\lambda_1})|_{\lambda_2}) \cdots)|_{\lambda_l} = ((\cdots (g|_{\lambda'_1})|_{\lambda'_2}) \cdots)|_{\lambda'_l}.
\]

We then define
\[
g|_{\lambda} := ((\cdots (g|_{\lambda_1})|_{\lambda_2}) \cdots)|_{\lambda_l}.
\]

The following lemma shows some properties of a self-similar groupoid action.

**Lemma 3.4.** Let $(G, \Lambda)$ be a self-similar groupoid action. Then for $g, h \in G$ with $\text{dom}(h) = \text{cod}(g)$, $\lambda \in \text{dom}(g) \Lambda$, and $\mu \in s(\lambda) \Lambda$ we have
\begin{align*}
(S1) \quad g \cdot (\lambda \mu) &= (g \cdot \lambda)(g|_{\lambda} \cdot \mu); \\
(S2) \quad g|_{\lambda \mu} &= (g|_{\lambda})|_{\mu}; \\
(S3) \quad \text{dom}(g|_{\lambda}) &= s(\lambda) \quad \text{and} \quad \text{cod}(g|_{\lambda}) = s(g \cdot \lambda); \\
(S4) \quad r(g \cdot \lambda) &= g \cdot r(\lambda) \quad \text{and} \quad s(g \cdot \lambda) = g|_{\lambda} \cdot s(\lambda); \\
(S5) \quad \text{id}_{r(\lambda)}|_{\lambda} &= \text{id}_{s(\lambda)}; \\
(S6) \quad (gh)|_{\lambda} &= g|_{h \cdot \lambda} h|_{\lambda}; \\
(S7) \quad g^{-1}|_{\lambda} &= (g|_{g^{-1} \cdot \lambda})^{-1}; \quad \text{and}
\end{align*}
(S8) \( g|_{\text{dom}(g)} = g \).

Proof. Parts (S1) and (S2) follow from iterated applications of the Definition 3.3 and (3.2). With (S1) in mind, a similar argument to [20, Lemma 3.4] gives (S3)–(S6). Also using (S5)–(S6) in the proof of [20, Proposition 3.5 (4)] we can prove (S7). For (S8), take \( \lambda \in \text{dom}(g)\Lambda \). Applying (S3) in the second, we have

\[
\rho(g|_{\text{dom}(g)} \cdot \lambda) = \text{cod}(g|_{\text{dom}(g)}) = s(g \cdot \text{dom}(g)) = s(\text{cod}(g)) = \text{cod}(g).
\]

Therefore

\[
g \cdot \lambda = g \cdot (\text{dom}(g)\lambda) = g \cdot \text{dom}(g)(g|_{\text{dom}(g)} \cdot \lambda) = \text{cod}(g)(g|_{\text{dom}(g)} \cdot \lambda) = g|_{\text{dom}(g)} \cdot \lambda
\]

for all \( \lambda \in \text{dom}(g)\Lambda \). Since the action is faithful, we have \( g|_{\text{dom}(g)} = g \). \( \square \)

Example 3.5. In [21], the authors introduce the notion of a self-similar action of a group \( F \) on a \( k \)-graph \( \Lambda \). For such an action, let \( F \times \Lambda^0 \) be the transformation groupoid with structure maps \( \text{dom}(f,v) = v, \text{cod}(f,v) = f \cdot v, (f,f' \cdot v)(f',v) = (f,f',v) \) and \((f,v)^{-1} = (f^{-1}, k \cdot v)\). For each \((f,v) \in F \times \Lambda^0\), define

\[
\varphi_{(f,v)}(\lambda) := f \cdot \lambda, \quad \text{for } \lambda \in v\Lambda.
\]

Then by [21, Definition 3.1], \( \varphi_{(f,v)} : \text{dom}(f,v)\Lambda \rightarrow \text{cod}(f,v)\Lambda \) is a bijection. Also for \( \lambda \in v\Lambda \) and an edge \( e \in \lambda \Lambda \), we have

\[
\varphi_{(f,v)}(\lambda e) = f \cdot (\lambda e) = (f \cdot \lambda)(f|_{\lambda} \cdot e) = \varphi_{(f,v)}(\lambda)(f|_{\lambda}) \cdot e \in \varphi_{(f,v)}(\lambda)\Lambda.
\]

Hence \( F \times \Lambda^0 \) acts on \( \Lambda \) by partial isomorphisms. If the action (3.3) is faithful, then it is self-similar with restriction map \((f,v)|_{\lambda} := (f|_{\lambda}, s(\lambda))\), for \( \lambda \in v\Lambda \).

4. Coloured-graph automata

In this section we introduce the notion of a coloured-graph automaton, and we show how a coloured-graph automaton gives rise to a self-similar groupoid action on a \( k \)-graph. We begin with a subsection devoted to a recap on the basics of coloured graphs from [10].

4.1. \( k \)-coloured graphs and their \( k \)-graphs. Fix \( k \in \mathbb{N} \setminus \{0\} \), and let \( \mathbb{F}_k \) be the free semigroup generated by \( \{c_1, \ldots, c_k\} \). A \( k \)-coloured graph (or just coloured graph) is a directed graph \( E \) together with a function \( c : E^1 \rightarrow \{c_1, \ldots, c_k\} \). We call \( c \) a colour map. We can extend \( c \) to a functor \( c : E^* \rightarrow \mathbb{F}_k \). We define \( \omega : \mathbb{F}_k \rightarrow \mathbb{N}^k \) by \( \omega(c_i) = e_i \).

Given two \( k \)-coloured graphs \( E, F \) with colour maps \( c_E, c_F \), a coloured-graph morphism \( \theta \) consists of functions \( \theta_0 : E^0 \rightarrow F^0 \) and \( \theta_1 : E^1 \rightarrow F^1 \) such that \( r_F \circ \theta_1 = \theta_0 \circ r_E, s_F \circ \theta_1 = \theta_0 \circ s_E, \) and \( c_F \circ \theta_1 = c_E \).

Let \( p \in (\mathbb{N} \cup \{\infty\})^k \), and let \( p + v_1, \ldots, p + v_k \) be formal symbols. Recall from [10, Example 3.1] the \( k \)-coloured graph \( E_{k,p} \), where

\[
E_{k,p}^0 := \{ q \in \mathbb{N}^k : 0 \leq q \leq p \} \quad \text{and} \quad E_{k,p}^1 := \{ q + v_i : q, v_i \in E_{k,p}^0 \};
\]

\[
r(q + v_i) := q; s(q + v_i) := q + e_i; \text{ and } c(q + v_i) := c_i.
\]

Given a \( k \)-coloured graph \( E \) and distinct \( i,j \in \{1, \ldots, k\} \), a square in \( E \) is a coloured-graph morphism \( \theta : E_{k,e_i+e_j} \rightarrow E \). Given a coloured-graph morphism \( \lambda : E_{k,p} \rightarrow E \) and a square \( \theta \) in \( E \), we say \( \theta \) occurs in \( \lambda \) if there exists \( q \in \mathbb{N}^k \) such that \( \theta(x) = \lambda(x + q) \) for all \( x \in E_{k,e_i+e_j} \). A complete collection of squares is a collection \( C \) of squares in \( E \) such that, for each \( x \in E^* \) with \( c(x) = c_i c_j \) and \( i \neq j \), there is a unique \( \theta \in C \) such that \( x = \theta(v_i) \theta(e_i + v_j) \). For such a \( \theta \), we will write \( \theta(v_i) \theta(e_i + v_j) \sim \theta(v_j) \theta(e_j + v_i) \).
other words, for each $c_ic_j$-coloured path $x \in E^*$, there is a unique $c_jc_i$-coloured path $y$ such that $x \sim y$. A coloured-graph morphism $\lambda : E_{k,p} \rightarrow E$ is $C$-compatible if each square occurring in $\lambda$ belongs to $C$. A complete collection of squares is $C$-associative if for every path $xyz$ in $E$ such that $x, y, z$ are edges of distinct colour, the edges $x_1, x_2, y_1, y_2, z_1, z_2$ and $x^1, x^2, y^1, y^2, z^1, z^2$ determined by

\[
xy \sim x^1y^1, x^1z^1 \sim z^1x^2 \text{ and } y^1z^1 \sim z^2y^2
\]

satisfy $x_2 = x^2, y_2 = y^2$ and $z_2 = z^2$.

Let $E$ be a $k$-coloured graph, and $C$ be an associative complete collection of squares in $E$. We now recall from [10, Theorems 4.4 and 4.5] that this data gives rise to a unique $k$-graph $\Lambda_{E,C}$. For each $p \in \mathbb{N}^k$, let $\Lambda_{E,C}^p$ be the set of all $C$-compatible coloured-graph morphisms $\lambda : E_{k,p} \rightarrow E$. Define

\[
d(\lambda) := p, \quad r(\lambda) := \lambda(0), \quad \text{and} \quad s(\lambda) := \lambda(p).
\]

In [10, Theorem 4.4] it is proved that if $\lambda : E_{k,p} \rightarrow E$ and $\mu : E_{k,q} \rightarrow E$ are $C$-compatible coloured-graph morphisms such that $s(\lambda) = r(\mu)$, then there exists a unique $C$-compatible coloured-graph morphism $\mu \nu : E_{k,p+q} \rightarrow E$ that restricts to be $\lambda$ and $\mu$. Under this composition, and the structure maps above,

\[
\Lambda_{E,C} := \bigcup_{p \in \mathbb{N}^k} \Lambda_{E,C}^p
\]

is a $k$-graph.

Given $E, C$ and a $C$-compatible coloured-graph morphism $\lambda : E_{k,p} \rightarrow E$, we say $x \in E^*$ traverses $\lambda$ if $\omega(c(x)) = p$ and $\lambda(\omega(c(x_1 \ldots x_{l-1})) + v(c(x_l))) = x_l$ for all $0 < l \leq |p|$. When $p = 0$, then $x \in E^0$ and we say $x$ traverses $\lambda$ if $x = \lambda(0)$. In particular, for each coloured-graph morphism $\lambda \in \Lambda_{E,C}^k$, and every decomposition $d(\lambda) = e_{j_1} + e_{j_2} + \cdots + e_{j_l}$, the path $x := \lambda(0 + v_{j_1})\lambda(e_{j_1} + v_{j_2})\lambda((d(\lambda) - e_{j_1}) + v_{j_1})$ in $E^*$ traverses $\lambda$. Conversely, for every $x \in E^*$ there is a unique coloured-graph morphism $\lambda_x : E_{k,\omega(c(x))} \rightarrow E$ such that $x$ traverses $\lambda_x$ see [10, Proposition 4.7]. Moreover by [10, Remark 4.12] we have

\[
\lambda_x \lambda_y = \lambda_{x,y} \quad \text{whenever } x, y \in E^* \text{ and } r(y) = s(x).
\]

4.2. Automata associated to coloured graphs. In this subsection we introduce the notion of a coloured-graph automaton, and we construct a self-similar groupoid action on a $k$-graph from a coloured-graph automaton.

**Definition 4.1.** Let $E$ be a $k$-coloured graph with colour map $c$, and let $C$ be an associative complete collection of squares in $E$. An $(E,C)$-automaton is a finite set $A$ containing $E^0$, together with functions $r_A, s_A : A \rightarrow E^0$ such that $r_A(v) = v = s_A(v)$ if $v \in E^0 \subseteq A$, and a function

\[
A \times s_E \times r_E E^0 \ni (a,e) \mapsto (a \cdot e, a|_e) \in E^1 \times_{s_E} A
\]

such that for all $a \in A$ we have

(A1) $e \mapsto a \cdot e$ is a bijection of $s_A(a)E^1$ onto $r_A(a)E^1$;
(A2) $c(a \cdot e) = c(e)$ for all $e \in s_A(a)E^1$;
(A3) $s_A(a|_e) = s_E(e)$ for all $e \in s_A(a)E^1$;
(A4) $r_E(e) \cdot e = e$ and $r_E(e)|_e = s_E(e)$ for all $e \in E^1$;
(A5) for each $\lambda \in \mathcal{C}$ with $\lambda := ef \sim f'e'$ we have $(a \cdot e)(a|_e \cdot f) \sim (a \cdot f')(a|_{f'} \cdot e')$; and
We say two paths $x = x_1 \cdots x_l \in s_A(a)E^*$ we have $(a|_{x_1})|_{x_2} = (a|_{x_2})|_{x_1}$.

We find the following diagram a helpful illustration of properties (A5) and (A6), where $a \in A$ maps the top commuting square to the bottom via the vertical arrows.

![Diagram]

**Definition 4.2.** For $a \in A$, and $x_1 \cdots x_l \in s_A(a)E^*$ we define

$$(4.4) \quad a|_{x_1 \cdots x_l} := (\cdots ((a|_{x_1})|_{x_2}) \cdots)|_{x_l}$$

and

$$(4.5) \quad a \cdot (x_1 \cdots x_l) := (a \cdot x_1)(a|_{x_1} \cdot x_2) \cdots (a|_{x_1 \cdots x_{l-1}} \cdot x_l).$$

For simplicity, we write $r, s$ for the range and source maps of $k$-coloured graphs and their corresponding $k$-graphs as in (4.1).

**Lemma 4.3.** Let $A$ be an $(E, \mathcal{C})$-automaton.

1. For all $x \in s_A(a)E^*$ and $y \in s(x)E^*$ we have $a \cdot (xy) = (a \cdot x)(a|_x \cdot y)$.
2. For all $a \in A$ and $l \in \mathbb{N}$, the map $x \mapsto a \cdot x$ is a bijection of $s_A(a)E^l$ onto $r_A(a)E^l$.

**Proof.** Part (1) follows from (4.4) and (4.5). We prove (2) by induction on $l$. The base case $l = 1$ is precisely (A1). Now suppose that the claim is true for $l$. To prove the case $l + 1$, note that $x \mapsto a \cdot x$ is a colour preserving map from $s_A(a)E^{l+1}$ to $r_A(a)E^{l+1}$. To see that this map is injective, let $x, x' \in s_A(a)E^{l+1}$ such that $a \cdot x = a \cdot x'$. Write $x = ey$ and $x' = e'y'$, where $e, e' \in E^l$ and $y, y' \in E^l$. Then by part (1), we have

$$(a \cdot e)(a|_e \cdot y) = a \cdot x = a \cdot x' = (a \cdot e')(a|_{e'} \cdot y').$$

It follows that $a \cdot e = a \cdot e'$ and $a|_e \cdot y = a|_{e'} \cdot y'$. The relation (A1) implies that $e = e'$ and hence $a|_e = a|_{e'}$. Now applying the inductive hypothesis with $a|_e \cdot y = a|_{e'} \cdot y'$ shows that $y = y'$ and hence $x = x'$.

For surjectivity, let $x \in r_A(a)E^{l+1}$. Write $x = ey$ where $e \in r_A(a)E^1$ and $y \in s(e)E^l$. By (A1), there is an $e' \in s_A(a)E^1$ such that $e = a \cdot e'$ and $r_A(a|_{e'}) = s(a \cdot e') = s(e) = r(y)$. Therefore $y \in r_A(a|_{e'})E^l$ and applying the inductive hypothesis gives $y' \in s_A(a|_{e'})E^l$ such that $y = a \cdot y'$. Applying (A3) gives $r(y') = s_A(a|_{e'}) = s(e')$. Part (1) now implies that $a \cdot (e'y') = (a \cdot e')(a|_{e'} \cdot y') = ey = x$, giving surjectivity.

**Definition 4.4.** We say two paths $x = x_1 \cdots x_l$ and $y = y_1 \cdots y_l$ in $E^*$ differ by a square if there is an $1 \leq i \leq l - 1$ such that $x_i x_{i+1} \sim y_i y_{i+1}$ and $x_j = y_j$ for all $j \neq i, i + 1$.

**Lemma 4.5.** Let $A$ be an $(E, \mathcal{C})$-automaton. If $x_1 \cdots x_l, y_1 \cdots y_l \in E^*$ differ by a square, then
Proof. Let \( \alpha, \beta \in E^* \) such that \( x_1 \cdots x_l = \alpha x_i x_{i+1} \beta \) and \( y_1 \cdots y_l = \alpha y_i y_{i+1} \beta \). For (1), let \( b := a|_{x_l} \). Then (A6) gives

\[
a|x_1\cdots x_l = (b|x_i x_{i+1}^+) \mid \beta = (b|_{y_i y_{i+1}^+}) \mid \beta = a|_{y_1 \cdots y_l}.
\]

For (2), first note that \( \alpha x_i x_{i+1} \beta \) and \( \alpha y_i y_{i+1} \beta \) differ by a square, and hence by (1) we have \( a|x_i x_{i+1} \cdot \beta = a|_{y_i y_{i+1} \cdot \beta} \). Using this identity gives

\[
a \cdot (x_1 \cdots x_l) = (a \cdot \alpha)(a|_{x_i} \cdot x_i)(a|_{\alpha x_i x_{i+1} \cdot \beta})
\]

\[
= (a \cdot \alpha)(a|_{\alpha x_i} \cdot x_i)(a|_{\alpha y_i y_{i+1} \cdot \beta}).
\]

Since we know from (A5) that \( (a|_{\alpha} \cdot x_i)(a|_{\alpha x_i} \cdot x_{i+1}) \sim (a|_{\alpha} \cdot y_i)(a|_{\alpha y_i} \cdot y_{i+1}) \), we see that \( a \cdot (x_1 \cdots x_l) \) differs from

\[
a \cdot (y_1 \cdots y_l) = (a \cdot \alpha)(a|_{\alpha y_i} \cdot y_i)(a|_{\alpha y_i y_{i+1}^+}) \cdot \beta
\]

by a square. \( \square \)

**Proposition 4.6.** Let \( A \) be an \((E,C)\)-automaton, and let \( \Lambda := \Lambda_{E,C} \) be the associated \( k \)-graph constructed in (4.1). For \( a \in A \), and \( x, y \in E^* \) traversing the same element of \( s_A(a) \Lambda \), we have \( \lambda_{a,x} = \lambda_{a,y} \). For each \( p \in \mathbb{N}^k \) we then have a bijection \( g_{a,p} : s_A(a) \Lambda^p \to r_A(a) \Lambda^p \) given by

\[
g_{a,p}(\mu) = \lambda_{a,x}, \text{ where } x \in E^* \text{ traverses } \mu.
\]

Moreover, \( g_a := \{ g_{a,p} : p \in \mathbb{N}^k \} \) is a partial isomorphism of \( s_A(a) \Lambda \) onto \( r_A(a) \Lambda \) so that \( \text{dom}(g_a) = s_A(a), \text{ cod}(g_a) = r_A(a) \).

**Proof.** We first note that if \( ef \sim f'g' \), then we have \( \lambda_{ef} = \lambda_{f'g'} \). Hence if \( x, y \in E^* \) differ by a square, then there are \( \alpha, \beta \in E^* \) with \( x = \alpha x_i x_{i+1} \beta, y = \alpha y_i y_{i+1} \beta \), and

\[
\lambda_x = \lambda_\alpha \lambda_{x_i x_{i+1}^+} \lambda_\beta = \lambda_\alpha \lambda_{y_i y_{i+1}^+} \lambda_\beta = \lambda_y.
\]

Now let \( a \in A, \mu \in s_A(a) \Lambda \), and \( x, y \in E^* \) that both traverse \( \mu \). Then there exists a finite sequence \( \{ \alpha_j : 1 \leq j \leq l \} \) of paths in \( E^* \) such that \( \alpha_1 = x, \alpha_l = y \), and \( \alpha_j \) and \( \alpha_{j+1} \) differ by a square for all \( 1 \leq j \leq l - 1 \). It now follows from Lemma 4.5(2) that

\[
\lambda_{a,x} = \lambda_{a,\alpha_1} = \lambda_{a,\alpha_2} = \cdots = \lambda_{a,\alpha_l} = \lambda_{a,y}.
\]

For each \( a \in A \) and \( p \in \mathbb{N}^k \), the formula \( g_{a,p}(\mu) := \lambda_{a,x} \) does not depend on the choice of path \( x \in E^* \) that traverses \( \mu \), and hence we get a well-defined function \( g_{a,p} : s_A(a) \Lambda^p \to r_A(a) \Lambda^p \).

We now prove that \( g_{a,p} \) is bijective for each \( p \in \mathbb{N}^k \). For injectivity, we argue by induction on \( |p| := \sum_{j=1}^k p_i \). The base case \( |p| = 1 \) follows from (A1). So we assume that the claim holds for \( |p| = l \geq 1 \). Suppose that \( |p| = l + 1 \) and let \( \mu, \nu \in s_A(a) \Lambda^p \) such that \( g_{a,p}(\mu) = g_{a,p}(\nu) \). Since \( |p| > 1 \), there is \( 1 \leq j \leq k \) with \( p_j > 0 \). Factor \( \mu = \mu' \mu'' \) and \( \nu = \nu' \nu'' \) such that \( d(\mu') = d(\nu') = e_j \). Let \( x, y \in E^1 \) such that \( x \) traverses \( \mu' \), and \( y \) traverses \( \nu' \). Let \( x_1 \cdots x_l, y_1 \cdots y_l \in E^* \) such that \( x_1 \cdots x_l \) traverses \( \mu'' \) and \( y_1 \cdots y_l \) traverses \( \nu'' \). Since we know from (A2) that the action is colour preserving, we have

\[
a \cdot x = \lambda_{a(x_1 \cdots x_l)}(v_j) = g_{a,p}(\mu)(v_j) = g_{a,p}(\nu)(v_j) = \lambda_{a(y_1 \cdots y_l)}(v_j) = a \cdot y,
\]
and so $x = y$. Hence $\mu' = \lambda_x = \lambda_y = \nu'$. Now we have

$$
\lambda_{a\cdot x}\lambda_{a\cdot(x_1\ldots x_i)} = g_{a\cdot p}(\mu) = g_{a\cdot p}(\nu) = \lambda_{a\cdot y}\lambda_{a\cdot(y_1\ldots y_i)} \implies \lambda_{a\cdot(x_1\ldots x_i)} = \lambda_{a\cdot(y_1\ldots y_i)} \implies g_{a\cdot p\cdot e_j}(\mu''') = g_{a\cdot p\cdot e_j}(\nu''').
$$

The inductive hypothesis now gives $\mu''' = \nu'''$. Hence $\mu = \nu$.

To see that $g_{a\cdot p}$ is onto, let $\mu \in r_A(a)\Lambda^p$ and take $x \in r_A(a)E[1]$ that traverses $\mu$. By Lemma 4.3(2), there is $y \in s_A(a)E[1]$ such that $a \cdot y = x$. Let $\nu$ be the unique element of $\Lambda$ that is traversed by $a \cdot y$. Then $g_{a\cdot p}(\nu) = \lambda_{a\cdot y} = \lambda_x = \mu$. Thus $g_{a\cdot p}$ is onto.

We have now proved that $g_a := \{g_{a\cdot p} : p \in N^k\}$ satisfies Definition 3.1(1). For Definition 3.1(2), let $\mu \in s_A(a)\Lambda^p$, and take an edge $\xi \in s(\mu)\Lambda^{e_j}$. Let $x \in E[1]$ and $y \in s(\mu)E[1]$ such that $x$ traverses $\mu$, and $y$ traverses $\xi$. Note that $xy$ will traverse $\mu\xi$. Now we have

$$
g_a(\mu\xi) = g_{a\cdot p\cdot e_j}(\mu\xi) = \lambda_{xy} = \lambda_x\lambda_y = g_{a\cdot p}(\mu)\lambda_y = g_a(\mu)\lambda_y = g_a(\mu)(\lambda_1)\Lambda^{e_j}.
$$

Hence Definition 3.1(2) holds, and so $g_a$ is a partial isomorphism.

**Remark 4.7.** If $a = v \in A \cap E^0$, then since $r_A(v) = s_A(v)$, and $v \cdot e = e$ and $v|e = v$ for each edge $e \in vE^1$, it follows that $v \cdot x = x$ for all $x \in E^*$. Now, given $\mu \in v\Lambda^p$, and $x \in E^*$ that traverses $\mu$, we have $g_v(\mu) = \lambda_{v\cdot x} = \lambda_x = \mu$. Hence $g_v$ is the identity on $v\Lambda$.

We can now prove that each $(E, C)$-automaton $A$ gives rise to a groupoid action on the $k$-graph $\Lambda_{E, C}$.

**Theorem 4.8.** Let $A$ be an $(E, C)$-automaton, and let $\Lambda := \Lambda_{E, C}$ be the associated $k$-graph constructed in (4.1). For each $a \in A$, let $g_a$ be the partial isomorphism of $\Lambda$ described in Proposition 4.6, and let $G_A$ be the subgroupoid of $\text{PISO}(\Lambda)$ generated by $\{g_a : a \in A\}$. Then $(G_A, \Lambda)$ is a self-similar groupoid action.

**Proof.** First note that since $G_A$ is a subgroupoid of $\text{PISO}(\Lambda)$, it acts faithfully on $\Lambda$ by definition.

Fix $a \in A$. Let $\xi \in \text{dom}(g_a)\Lambda^{e_j}$ and $\mu \in s(\xi)\Lambda^p$. Suppose that $e \in E^1$ traverses $\xi$, and $x \in E[1]$ traverses $\mu$. Now, (4.2) implies that

$$
g_a(\xi/\mu) = \lambda_{a\cdot(e\cdot x)} = \lambda_{a\cdot e\cdot a|e\cdot x} = g_a(\xi)g_{a\cdot e}(\mu),
$$

and therefore $g_a$ satisfies the self-similar condition (3.1).

It now suffices to prove that inverses and the composition of the generators of $G_A$ also satisfy (3.1). Consider $g_a^{-1} \in G_A$. Let $\eta \in \text{cod}(g_a)\Lambda^{e_j}$ for some $i$, and $\nu \in s(\eta)\Lambda$. Let $\xi \in \text{dom}(g_a)\Lambda^{e_i}$ and $\mu \in s(\xi)\Lambda$, such that $g_a^{-1}(\eta\nu) = \xi\mu$. Then by (4.7) we have $\eta\nu = g_a(\xi\mu) = g_a(\xi)g_{a\cdot e}(\mu)$. The factorisation property implies that $\eta = g_a(\xi)$ and $\nu = g_{a\cdot e}(\mu)$. Thus we have $\xi = g_a^{-1}(\eta)$ and $\mu = g_{a\cdot e}^{-1}(\nu)$, and so

$$
g_a^{-1}(\eta\nu) = g_a^{-1}(\eta)g_{a\cdot e}^{-1}(\nu).
$$

Hence $g_a^{-1}$ satisfies (3.1).

Now let $g_a, g_b \in G_A$ be composable. Let $\eta \in \text{dom}(g_a)\Lambda^{e_i}$ for some $i$, and $\nu \in s(\eta)\Lambda$. Since $g_a$ act self-similarly, there exists a unique $g_{a'} \in G_A$ such that $g_a(\xi\mu) = g_a(\xi)g_{a'}(\mu)$. Since $g_a(\xi)$ is an edge in $\Lambda$ and since $g_b$ acts self-similarly, there is a unique element $g_{a'} \in G_A$ such that $(g_bg_a)(\xi\mu) = g_b(g_a(\xi))g_{a'}(\mu) = (g_bg_a)(\xi)(g_{a'}g_a)(\mu)$. Thus $g_bg_a$ acts self-similarly. \qed
**Example 4.9.** Let $\Gamma$ be a 1-coaligned $(k+1)$-graph, in the sense that for all $1 \leq i \neq j \leq k+1$ and $(\lambda, \mu) \in \Gamma^{e_i} \times \Gamma^{e_j}$ with $s(\lambda) = s(\mu)$, there exists a unique pair $(\eta, \zeta) \in \Gamma^{e_i} \times \Gamma^{e_j}$ such that $\eta \lambda = \zeta \mu$. Fix $1 \leq i \leq k+1$. Let $A := \Gamma^{e_i} \cup \Gamma^0$, $E_\Gamma$ be the skeleton of $\Gamma$ and $C_\Gamma$ the complete collection of squares associated to $\Gamma$ (see [10, Definition 4.1]). Let $E := (E_0^0, E_1^1 \setminus c^{-1}(c_i), r, s)$, and $C$ be the collection of squares in $C_A$ which do not involve edges of colour $c_i$. Define $r_A, s_A : A \rightarrow E_0$ as range and source maps of $\Gamma$. For each $v \in A \cap \Gamma^0$ and $e \in E^1$ with $r(e) = v$, define $v \cdot e = e$ and $v|_e = s(e)$. For each $a \in A$ and $e \in E^1$ with $r(e) = s_A(a)$, since $a, e$ are two edges of $\Gamma$ with different degrees, there is a unique $b \in A$ and $f \in E^1 \cap c^{-1}(c(e))$ such that $ae = fb$. We define $a|_e := b$ and $a \cdot e = f$, and we claim that $A$ is an $(E, C)$-automaton. Property (A1) follows from the factorisation property and the 1-coalignedness of $\Gamma$. Properties (A2)--(A4) hold true by construction. To see (A5) and (A6), let $a \in A$, $e \in s_A(a)E^1$, and $ef \sim f' e'$. Then

$$ae f = (a \cdot e)(a|_e) f = (a \cdot e)(a|_e \cdot f)((a|_e)|_f)$$

and

$$af e' = (a \cdot f')(a|_{f'}) e' = (a \cdot f')(a|_{f'} \cdot e')((a|_{f'})|_{e'}).$$

The factorisation property now gives (A5) and (A6).

**Remark 4.10.** Suppose that $E$ is a $k$-coloured graph and $C$ is an associative complete collection of squares in $E$. If $A$ is an $(E, C)$-automaton such that the map (4.3) is a bijection, then by giving an additional colour to the elements of $A$ we obtain a $(k + 1)$-coloured graph $F$. Since the map (4.3) is a bijection, for each pair $(a, e) \in A \times E^1$, $ae \sim (a \cdot e)a|_e$ is a square in $F$. Adding these squares to $C$, we get a complete collection of squares for $F$ that is associative by (A5) and (A6). We note that for a general $(E, C)$-automaton $A$, one may not be able to find a complete and associative collection of squares for the new graph.

We next give two examples $(E, C)$-automata for $E$ a 2-coloured graph.

**Example 4.11.** Consider the 2-coloured graph $E$ in Figure 1 with the complete collection of squares

$$C : e_1 f_1 \sim f_1 e_1, e_1 f_2 \sim f_2 e_1, e_2 f_1 \sim f_1 e_3, e_2 f_2 \sim f_2 e_2, e_3 f_1 \sim f_1 e_2 \text{ and } e_3 f_2 \sim f_2 e_3.$$  

![Figure 1. The 2-graph $\Lambda$ of Example 4.11.](image)

Using (4.1) we obtain a 2-graph $\Lambda := \Lambda_{(E, C)}$. To define an $(E, C)$-automaton, let $A := \{a\} \cup E^0 = \{a, v\}$ with $s_A(a) = v = r_A(a)$. We define $a \cdot e_1 = e_1, \ a|_{e_1} = v; \ a \cdot f_1 = f_1, \ a|_{f_1} = a;$
and note that the restrictions on $E^0$ are specified in (A4) of Definition (4.1). To verify (A1) and (A2), we immediately read off that $a$ is a colour preserving bijection on $E^1$. Both (A3) and (A4) also follow immediately since $E^0$ consists of a single vertex. We check (A5) and (A6) for the commuting squares $C$:

$\begin{align*}
(a \cdot e_1)(a|e_1 \cdot f_1) &= e_1 f_1 \sim f_1 e_1 = (a \cdot f_1)(a|f_1 \cdot e_1) & (a|e_1)f_1 &= v = (a|f_1)|e_1;
(a \cdot e_1)(a|e_1 \cdot f_2) &= e_1 f_2 \sim f_2 e_1 = (a \cdot f_2)(a|f_2 \cdot e_1) & (a|e_1)f_2 &= v = (a|f_2)|e_1; \end{align*}$

$\begin{align*}
(a \cdot e_2)(a|e_2 \cdot f_1) &= e_2 f_1 \sim f_1 e_2 = (a \cdot f_1)(a|f_1 \cdot e_2) & (a|e_2)f_1 &= v = (a|f_1)|e_2;
(a \cdot e_2)(a|e_2 \cdot f_2) &= e_2 f_2 \sim f_2 e_2 = (a \cdot f_2)(a|f_2 \cdot e_2) & (a|e_2)f_2 &= v = (a|f_2)|e_2; \\
(a \cdot e_3)(a|e_3 \cdot f_1) &= e_3 f_1 \sim f_1 e_3 = (a \cdot f_1)(a|f_1 \cdot e_3) & (a|e_3)f_1 &= v = (a|f_1)|e_3;
(a \cdot e_3)(a|e_3 \cdot f_2) &= e_3 f_2 \sim f_2 e_3 = (a \cdot f_2)(a|f_2 \cdot e_3) & (a|e_3)f_2 &= v = (a|f_2)|e_3.;
\end{align*}$

Theorem 4.8 gives us a self-similar groupoid action $(G_A, \Lambda)$. Notice that since there is only one vertex, all elements of $G_A$ are composable. Hence $G_A$ is a group.

The next example is inspired by the basilica group defined in [25].

**Example 4.12.** Consider the 2-coloured graph $E$ in Figure 2 with the complete collection of squares $C : e_1 f_1 \sim f_3 e_1$, $e_1 f_2 \sim f_4 e_1$, $e_2 f_3 \sim f_1 e_2$, $e_2 f_4 \sim f_2 e_2$, $e_3 f_1 \sim f_1 e_3$ and $e_3 f_2 \sim f_2 e_3$.

Using (4.1) we obtain a 2-graph $\Lambda := \Lambda_{(E,C)}$.

![Figure 2. The 2-graph $\Lambda$ of Example 4.12.](image)

To define an $(E,C)$-automaton, let $A := \{a_v, a_w, b_v, b_w\} \cup E^0$ where each element has range and source equal to its subscript. We define the action and restriction maps by:

$\begin{align*}
a_v \cdot e_2 &= e_2, & a_v|e_2 &= a_w & b_v \cdot e_2 &= e_2, & b_v|e_2 &= b_w \\
a_v \cdot e_3 &= e_3, & a_v|e_3 &= a_v & b_v \cdot e_3 &= e_3, & b_v|e_3 &= b_v \\
a_v \cdot f_1 &= f_2, & a_v|f_1 &= b_v & b_v \cdot f_1 &= f_1, & b_v|f_1 &= a_v \\
a_v \cdot f_2 &= f_3, & a_v|f_2 &= v & b_v \cdot f_2 &= f_2, & b_v|f_2 &= v \\
a_w \cdot e_1 &= e_1, & a_w|e_1 &= a_v & b_w \cdot e_1 &= e_1, & b_w|e_1 &= b_v \\
a_w \cdot f_3 &= f_4, & a_w|f_3 &= b_w & b_w \cdot f_3 &= f_3, & b_w|f_3 &= a_w \\
a_w \cdot f_4 &= f_3, & a_w|f_4 &= w & b_w \cdot f_4 &= f_4, & b_w|f_4 &= w;
\end{align*}$

and note that the restrictions on $E^0$ are specified in (A4) of Definition 4.1. Since elements of $A$ are colour preserving bijections on $E^1$, (A1) and (A2) are immediate. Both (A3)
and \((A4)\) are easily checked using the restrictions maps above. We check \((A5)\) and \((A6)\) for the commuting squares \(C\):

\[
\begin{align*}
(a_w \cdot e_1)(a_w|e_1 \cdot f_1) &= e_1 f_1 \sim f_4 e_1 = (a_w \cdot f_3)(a_w|f_3 \cdot e_1) & a_w|e_1 f_1 &= b_v = a_w|f_3 e_1 \\
(a_w \cdot e_1)(a_w|e_1 \cdot f_2) &= e_1 f_1 \sim f_3 e_1 = (a_w \cdot f_4)(a_w|f_4 \cdot e_1) & a_w|e_1 f_2 &= v = a_w|f_4 e_1 \\
(a_v \cdot e_2)(a_v|e_2 \cdot f_3) &= e_2 f_4 \sim f_2 e_2 = (a_v \cdot f_1)(a_v|f_1 \cdot e_2) & a_v|e_2 f_3 &= b_w = a_v|f_1 e_2 \\
(a_v \cdot e_2)(a_v|e_2 \cdot f_4) &= e_2 f_3 \sim f_1 e_2 = (a_v \cdot f_2)(a_v|f_2 \cdot e_2) & a_v|e_2 f_4 &= w = a_v|f_2 e_2 \\
(a_v \cdot e_3)(a_v|e_3 \cdot f_1) &= e_3 f_2 \sim f_2 e_3 = (a_v \cdot f_1)(a_v|f_1 \cdot e_3) & a_v|e_3 f_1 &= b_v = a_v|f_1 e_3 \\
(a_v \cdot e_3)(a_v|e_3 \cdot f_2) &= e_3 f_1 \sim f_1 e_3 = (a_v \cdot f_2)(a_v|f_2 \cdot e_3) & a_v|e_3 f_2 &= v = a_v|f_2 e_3
\end{align*}
\]

Theorem 4.8 gives us a self-similar groupoid action \((G_A, \Lambda)\).

Remark 4.13. In Example 4.12, if for \(g \in \{a_v, a_w, b_v, b_w\}\), we define \(g \cdot e := g|_{r(e)} \cdot e\) and \(g|_e := g|_{r(e)}|_e\) then we obtain a group rather than a groupoid. The group we obtain has exactly the same relations as the basilica group.

5. Product systems from self-similar actions

Our goal is to associate \(C^*\)-algebras to self-similar groupoid actions on \(k\)-graphs. In this section we construct a product system of right Hilbert bimodules from a self-similar groupoid action on a \(k\)-graph, and then in Section 6, we will describe the \(C^*\)-algebras associated to this product system through generators and relations.

Let \(E\) be a finite directed graph, and \((G, E)\) be a self-similar groupoid action in the sense of [19]. Let \(X(E)\) be the corresponding graph bimodule as in [29, Chapter 8]. Recall from [19, pages 282–284] that \(M(G, E) := X(E) \otimes_{C(E^0)} C^*(G)\) is a right Hilbert \(C^*(G)\)-bimodule with the module actions

\[
(x \otimes a) \cdot i_g = (x \otimes a i_g),
\]

\[
i_g \cdot (\delta_\lambda \otimes a) = \begin{cases} 
(\delta_g \cdot \lambda \otimes i_g|_\lambda a) & \text{if } r(\lambda) = \text{dom}(g) \\
0 & \text{otherwise.}
\end{cases}
\]

and inner product

\[
\langle x \otimes a, y \otimes b \rangle = a^*(x, y)b.
\]

The bimodule \(M(G, E)\) is spanned by \(\{\delta_\lambda \otimes i_g : g \in G, \lambda \in E^1, s(\lambda) = \text{cod}(g)\}\), and the elements \(\{\delta_\lambda \otimes 1 : \lambda \in E^1\}\) form a Parseval frame for \(M(G, E)\) with the reconstruction formula

\[
m = \sum_{\lambda \in E^1} \delta_\lambda \otimes \langle \delta_\lambda \otimes 1, m \rangle, \text{ for } m \in M(G, E).
\]
We now consider a self-similar groupoid action on a $k$-graph, and we generalise the construction of $M(G, E)$ to a product system of right Hilbert bimodules.

**Proposition 5.1.** Let $\Lambda$ be a finite $k$-graph and suppose that $(G, \Lambda)$ is a self-similar groupoid action. For each nonzero $p \in \mathbb{N}^k$, $\Lambda_p := (\Lambda^0, \Lambda^p, r|_{\Lambda^p}, s|_{\Lambda^p})$ is a directed graph, and $(G, \Lambda_p)$ is a self-similar groupoid action on a directed graph. With $M_0 := C^*(G)$, and $M_p := M(G, \Lambda_p)$ the right Hilbert $C^*(G)$-bimodule associated to $(G, \Lambda_p)$, $M := \bigsqcup_{p \in \mathbb{N}^k} M_p$ is a product system with multiplication characterised by

\begin{align*}
(\delta \otimes i_g)(\delta \otimes i_h) &= \begin{cases} 
\delta \otimes i_{(g, h)} & \text{if } r(\mu) = \text{dom}(g) \\
0 & \text{otherwise},
\end{cases}
\end{align*}

for nonzero $p, q \in \mathbb{N}^k$, $\delta \otimes i_g \in M_p$, $\delta \otimes i_h \in M_q$. Moreover, each $M_p$ is essential, the left action of $M_0$ on each $M_p$ is by compact operators, and $M$ is compactly aligned.

We first note that it follows immediately from the definitions that for each nonzero $p \in \mathbb{N}^k$, $\Lambda_p := (\Lambda^0, \Lambda^p, r|_{\Lambda^p}, s|_{\Lambda^p})$ is a directed graph, and $(G, \Lambda_p)$ is a self-similar groupoid action on a directed graph in the sense of [20].

We set $M_0 := C^*(G)$, and $M_p := M(G, \Lambda_p)$ for each nonzero $p \in \mathbb{N}^k$. Whenever we write $\delta \otimes i_g \in M_p$, we assume that $s(\lambda) = \text{cod}(g)$.

**Lemma 5.2.** Let $\Lambda$ be a finite $k$-graph and suppose that $(G, \Lambda)$ is a self-similar groupoid action. For each nonzero $p, q \in \mathbb{N}^k$, there is an isomorphism $\pi_{p,q}$ from $M_p \otimes_{C^*(G)} M_q$ onto $M_{p+q}$ such that

\begin{align*}
\pi_{p,q}((\delta \otimes i_g) \otimes (\delta \otimes i_h)) &= \begin{cases} 
\delta \otimes i_{(g, h)} & \text{if } r(\mu) = \text{dom}(g) \\
0 & \text{otherwise},
\end{cases}
\end{align*}

for all $g, h \in G$, $\lambda \in \Lambda^p$, and $\mu \in \Lambda^q$ with $s(\lambda) = \text{cod}(g)$ and $s(\mu) = \text{cod}(h)$.

**Proof.** Since the elements $\{\delta \otimes i_g : \lambda \in \Lambda^p, g \in G, s(\lambda) = \text{cod}(g)\}$ span $M_p$, the formula

\begin{align*}
\pi(\delta \otimes i_g, \delta \otimes i_h) &= \begin{cases} 
\delta \otimes i_{(g, h)} & \text{if } r(\mu) = \text{dom}(g) \\
0 & \text{otherwise},
\end{cases}
\end{align*}

gives a map $\pi : M_p \times M_q \to M_{p+q}$. Clearly $\pi$ is bilinear. We also have that $\pi$ is surjective. Indeed, since for any $\nu \in \Lambda^{p+q}$ and $h \in G$ with $s(\nu) = \text{cod}(h)$, we have $\pi(\delta \otimes i_{(g, h)} \otimes i_{(\nu, h)}) = \delta \otimes i_{(g, \nu)}$. By the universal property of the algebraic tensor product $M_p \otimes M_q$, $\pi$ descends to a unique surjective linear map $\tilde{\pi} : M_p \otimes M_q \to M_{p+q}$ such that $\tilde{\pi}(\delta \otimes i_g \otimes (\delta \otimes i_h)) = \pi(\delta \otimes i_g, \delta \otimes i_h)$. Since for each $f \in G$ with $\text{cod}(f) = \text{dom}(g)$ we have $\tilde{\pi}(\delta \otimes i_g)\otimes i_f \otimes (\delta \otimes i_h)) = \tilde{\pi}(\delta \otimes i_g)\otimes i_f \otimes (\delta \otimes i_h))$, $\tilde{\pi}$ induces a surjective linear map $\pi_{p,q} : M_p \otimes_{C^*(G)} M_q \to M_{p+q}$ that satisfies (5.5).

To see that $\pi_{p,q}$ preserves left actions, let $(\delta \otimes i_g) \otimes (\delta \otimes a) \in M_p \otimes_{C^*(G)} M_q$ and $i_f \in C^*(G)$. Since $i_f \cdot (\delta \otimes i_g) = \delta_{\text{dom}(f), r(\lambda)}(\delta \otimes i_{(f, \lambda, g)})$, the formula (5.5) implies that

\begin{align*}
\pi_{p,q}(i_f \cdot ((\delta \otimes i_g) \otimes (\delta \otimes a))) &= \pi_{p,q}(i_f \cdot (\delta \otimes i_g) \otimes (\delta \otimes a)) \\
&= \begin{cases} 
\delta_{\text{dom}(f), r(\lambda)}(\delta \otimes i_{(f, \lambda, g)}) \otimes i \text{ otherwise},
\end{cases}
\end{align*}

We also have

\begin{align*}
i_f \cdot \pi_{p,q}(i_f \cdot (\delta \otimes i_g) \otimes (\delta \otimes a)) &= \delta_{\text{dom}(f), r(\lambda)}(\delta \otimes i_{(f, \lambda, g)}) \otimes i_f \cdot (\delta \otimes a)
\end{align*}
Now, (S1) and (S6) from Lemma 3.4 imply that $f \cdot (\lambda(\cdot \mu)) = (f \cdot \lambda)((f|\lambda)g) \cdot \mu$ and $((f|\lambda)g)|\mu = f|\lambda(\cdot g)|\mu$, and it follows that $\pi_{p,q}$ preserves left actions.

A straightforward calculation shows that $\pi(g) = \delta_{\text{dom}(g)} \cdot \pi \cdot \delta_{\text{cod}(g)} = \delta_{\text{cod}(g)} \cdot \pi \cdot \delta_{\text{dom}(g)} = \delta_{\text{dom}(g)} \cdot \pi \cdot \delta_{\text{cod}(g)}$ for any $g \in M_p \otimes G(M_q)$.

To see that $\pi_{p,q}$ preserves inner products, let $((\delta_\lambda \otimes i_g) \otimes (\delta_\mu \otimes a), (\delta_\nu \otimes i_h) \otimes (\delta_\tau \otimes b)) \in M_p \otimes G(M_q)$. We have

$$\left\langle (\delta_\lambda \otimes i_g) \otimes (\delta_\mu \otimes a), (\delta_\nu \otimes i_h) \otimes (\delta_\tau \otimes b) \right\rangle = \begin{cases} \delta_{\text{dom}(g)} \cdot \delta_{\text{cod}(g)} \cdot \delta_{\text{dom}(h)} \cdot \delta_{\text{cod}(h)} \cdot \delta_{\text{dom}(b)} \cdot \delta_{\text{cod}(b)} & \text{if } \lambda = \nu \text{ and cod}(h) = \text{cod}(g) \\ 0 & \text{otherwise}. \end{cases}$$

Since $s((g^{-1}h) \cdot \tau) = \text{cod}(((g^{-1}h)|\tau))$, we have $i_{s((g^{-1}h)|\tau)} = i_{(g^{-1}h)|\tau}$, and hence

$$\left\langle (\delta_\lambda \otimes i_g) \otimes (\delta_\mu \otimes a), (\delta_\nu \otimes i_h) \otimes (\delta_\tau \otimes b) \right\rangle = \begin{cases} a^* i_{((g^{-1}h)|\tau)} b & \text{if } \lambda = \nu, \text{ cod}(h) = \text{cod}(g) \text{ and } (g^{-1}h) \cdot \tau = \mu \\ 0 & \text{otherwise}. \end{cases}$$

We also have

$$\left\langle \pi_{p,q}((\delta_\lambda \otimes i_g) \otimes (\delta_\mu \otimes a)), \pi_{p,q}((\delta_\nu \otimes i_h) \otimes (\delta_\tau \otimes b)) \right\rangle = \begin{cases} \delta_{\text{dom}(g)} \cdot \delta_{\text{cod}(g)} \cdot \delta_{\text{dom}(h)} \cdot \delta_{\text{cod}(h)} \cdot \delta_{\text{dom}(b)} \cdot \delta_{\text{cod}(b)} & \text{if } \lambda = \nu \text{ and cod}(h) = \text{cod}(g) \\ 0 & \text{otherwise}. \end{cases}$$

If $\lambda = \nu$, cod$(h) = cod(g)$ and $(g^{-1}h) \cdot \tau = \mu$, then $\lambda(g \cdot \mu) = \nu(g \cdot ((g^{-1}h) \cdot \tau)) = \nu(h \cdot \tau)$ and cod$(g|\mu) = s(g \cdot \mu) = s(h \cdot \tau) = cod(h|\tau)$. Conversely if $\lambda(g \cdot \mu) = \nu(h \cdot \tau)$, then the factorisation property implies that $\lambda = \nu$ and $h \cdot \tau = g \cdot \mu$. Then cod$(g) = r(g \cdot \mu) = r(h \cdot \tau) = cod(h)$ and $(g^{-1}h) \cdot \tau = g^{-1}(h \cdot \tau) = g^{-1}(g \cdot \mu) = \mu$. Now, using (S7) we see that $(g|\mu)^{-1} = (g|_{g^{-1}(h \cdot \tau)})^{-1} = (g|_{g^{-1}(h \cdot \tau)})^{-1} = g^{-1}|_{h \cdot \tau}$. So $(g|\mu)^{-1}|_{h \cdot \tau} = g^{-1}|_{h \cdot \tau}(h|\tau) = (g^{-1}h)|_{\tau}$. Hence (5.7) and (5.8) are equal and therefore $\pi_{p,q}$ preserves inner products.
It then follows that $\pi_{p,q}$ is an isometry on $M_p \otimes_{C^*(G)} M_q$, and hence it extends to an isomorphism $\pi_{p,q}$ of $M_p \otimes_{C^*(G)} M_q$ onto $M_{p+q}$ which satisfies (5.5).

Remark 5.3. Let $M_0$ be the bimodule generated by $\{\delta_{\text{cod}(g)} \otimes i_g : g \in G\}$ as in Lemma 5.2 and consider the standard bimodule $C^*(G)C^*(G)C^*(G)$. The canonical map $(\delta_{\text{cod}(g)}, i_g) \mapsto i_g : X(\Lambda^0) \otimes_{C^*(G)} C^*(G) \to C^*(G)$ preserves the actions and the inner products and hence extends to a (right Hilbert bimodules) isomorphism from $M_0$ onto $C^*(G)C^*(G)C^*(G)$. Now for $(\delta_{\text{cod}(g)} \otimes i_g) \in M_0$ and $(\delta_\lambda \otimes i_h) \in M_p$ with cod$(h) = s(\lambda)$ and $p \neq 0$, we have

$$(\delta_\lambda \otimes i_h)(\delta_{\text{cod}(g)} \otimes i_g) = \delta_{\text{dom}(h),\text{cod}(g)}(\delta_{\lambda}(h,\text{dom}(h))) \otimes i_h, $$

and

$$(\delta_{\text{cod}(g)} \otimes i_g)(\delta_\lambda \otimes i_h) = i_g \cdot (\delta_\lambda \otimes i_h),$$

and the formula (5.5) for $\pi_{0,p}$, $M_0 \otimes M_p \to M_0$ and $\pi_{0,p} : M_p \otimes M_0 \to M_0$ coincide with the left and right actions of $C^*(G)$ on $M_p$, respectively. Thus, to ease the computations, from now on, whenever we need to view $C^*(G)$ as the standard bimodule, we will identify $C^*(G)$ with $M_0$ and use the formula (5.5) for the actions.

We need the following lemma to prove the compact alignment of our product system. For each $p \in \mathbb{N}^k$, and $\delta_\lambda \otimes i_g, \delta_\mu \otimes i_h \in M_p$, we define $\Theta_{\lambda,g,\mu,h}$ to be the rank-one operator

$$\Theta_{\lambda,g,\mu,h} := \Theta(\delta_\lambda \otimes i_g, \delta_\mu \otimes i_h) \in K(M_p).$$

Lemma 5.4. Let $p, q \in \mathbb{N}^k$, $\delta_\lambda \otimes i_{g_1}, \delta_\lambda \otimes i_{g_2} \in M_p$ and $\delta_\mu \otimes i_{h_1}, \delta_\mu \otimes i_{h_2} \in M_q$. Then the product

$$(\Theta_{\lambda_1,g_1,\lambda_2,g_2})^{pq} = (\Theta_{\mu_1,h_1,\mu_2,h_2})^{pq}$$

is equal to

$$\sum_{(\eta,\zeta) \in \Lambda^{min}(\lambda_2,\mu_1)} \Theta_{\lambda_1((g_1g_2^{-1}), \eta), (g_1g_2^{-1}), (g_2), (\eta,\zeta,\mu_2(h_2)(h_1^{-1}))}$$

whenever dom$(h_1) = dom(h_2) = s(\mu_1)$ and dom$(g_1) = dom(g_2) = s(\lambda_2)$, and is zero otherwise.

Proof. We follow the technique of [30, Theorem 5.4]. We start by evaluating the product in (5.9) on an element $m = x \otimes a \in M_{p+q}$, where $x \in C_c(\Lambda^p)$. Then $x = \sum_{\eta \in \Lambda^{pq}} x(\eta)\delta_\eta$, and we have

$$(\Theta_{\lambda_1,g_1,\lambda_2,g_2})^{pq} = \sum_{\eta \in \Lambda^{pq}} x(\eta)(\Theta_{\lambda_1,g_1,\lambda_2,g_2})^{pq} = (\delta_\mu \otimes i_{h_2}) \otimes a$$

Fix $\nu \in \Lambda^{pq}$, and factor $x$ as $x \nu_2$ with $\nu_1 \in \Lambda^q$. Then $\delta_\nu \otimes a = (\delta_\nu \otimes i_{r(\nu)2})(\delta_\nu \otimes a)$, and we have

$$(\Theta_{\mu_1,h_1,\mu_2,h_2})^{pq}(\delta_\nu \otimes a) = \Theta_{\mu_1,h_1,\mu_2,h_2}(\delta_\nu \otimes i_{r(\nu)2})(\delta_\nu \otimes a)$$

$$= \left( (\delta_\mu \otimes i_{h_1}) \cdot (\delta_\mu \otimes i_{h_2}, \delta_\nu \otimes i_{r(\nu)2}) \right)(\delta_\nu \otimes a)$$

$$= \begin{cases} 
(\delta_\mu \otimes i_{h_1}^* \otimes i_{r(\nu)_2})(\delta_\nu \otimes a) & \text{if } \nu_1 = \mu_2, \text{ dom}(h_1) = \text{dom}(h_2) \\
0 & \text{otherwise}
\end{cases}$$

and is zero otherwise.
Now suppose that \( \nu_1 = \mu_2, \) \( \text{dom}(h_1) = \text{dom}(h_2) \) and let \( \beta_\nu := \mu_1(h_1 h_2^{-1} \cdot \nu_2). \) Applying the computation of (5.12) shows that

\[
(\Theta_{\lambda_1, g_1, \lambda_2, g_2})_{\nu}^{p \vee q}(\delta_{\beta_\nu} \otimes i_{(h_1 h_2^{-1})|_{\nu_2}} a)
\]

\[
= \begin{cases} 
\delta_{\lambda_1((g_1 g_2^{-1}) \cdot \beta_\nu(p, p \vee q)) \otimes i_{(g_1 g_2^{-1})|_{\beta_\nu(p, p \vee q)}(h_2 h_1^{-1})|_{\nu_2(p, p \vee q)}} a & \text{if } \beta_\nu(0, p) = \lambda_2, \text{dom}(g_1) = \text{dom}(g_2) \\
0 & \text{otherwise.}
\end{cases}
\]

Since \( \nu_2 = (h_2 h_1^{-1}) \cdot \beta_\nu(q, p \vee q), \) identity (S7) from Lemma 3.4 implies that \( (h_1 h_2^{-1})|_{\nu_2} = (h_2 h_1^{-1})|_{\beta_\nu(q, p \vee q)}, \) and hence we have

\[
(\Theta_{\lambda_1, g_1, \lambda_2, g_2})_{\nu}^{p \vee q}(\delta_{\beta_\nu} \otimes i_{(h_1 h_2^{-1})|_{\nu_2}} a)
\]

\[
= \begin{cases} 
\delta_{\lambda_1((g_1 g_2^{-1}) \cdot \beta_\nu(p, p \vee q)) \otimes i_{(g_1 g_2^{-1})|_{\beta_\nu(p, p \vee q)}(h_2 h_1^{-1})|_{\nu_2(p, p \vee q)}} a & \text{if } \beta_\nu(0, p) = \lambda_2, \text{dom}(g_1) = \text{dom}(g_2) \\
0 & \text{otherwise.}
\end{cases}
\]

The above computations show that the product in (5.9) is zero unless \( \text{dom}(h_1) = \text{dom}(h_2) = s(\mu_1) \) and \( \text{dom}(g_1) = \text{dom}(g_2) = s(\lambda_2), \) which is the second assertion of the lemma.

Assume \( \text{dom}(h_1) = \text{dom}(h_2) = s(\mu_1) \) and \( \text{dom}(g_1) = \text{dom}(g_2) = s(\lambda_2). \) To see that the expressions in (5.9) and (5.10) agree, we first we first observe that the map \( \nu \mapsto (\beta_\nu(p, p \vee q), \beta_\nu(q, p \vee q)) \) is an isomorphism from \( \mu_2 \Lambda^{p \vee q} \) onto \( \Lambda^{\min}(\lambda_2, \mu_1), \) with inverse \( (\eta, \zeta) \mapsto \mu_2(h_2 h_1^{-1}) \cdot \zeta. \) Now, it follows from (5.11) and (5.13) that

\[
(\Theta_{\lambda_1, g_1, \lambda_2, g_2})_{\nu}^{p \vee q}(\Theta_{\mu_1, h_1, \mu_2, h_2})_{\nu}^{p \vee q}(x \otimes a)
\]

\[
= \sum_{(\eta, \zeta) \in \Lambda^{\min}(\lambda_2, \mu_1)} x(\mu_2(h_2 h_1^{-1}) \cdot \zeta) \delta_{\lambda_1((g_1 g_2^{-1}) \cdot \eta) \otimes i_{(g_1 g_2^{-1})|_{\eta}(h_2 h_1^{-1})|_{\zeta}} a.\]

For (5.10), using \( x = \sum_{\nu \in \Lambda^{p \vee q}} x(\nu) \delta_\nu, \) we have

\[
\sum_{(\eta, \zeta) \in \Lambda^{\min}(\lambda_2, \mu_1)} \Theta_{\lambda_1((g_1 g_2^{-1}) \cdot \eta) \cdot (g_1 g_2^{-1})|_{\zeta}} \Theta_{(g_1 g_2^{-1})|_{\eta} \cdot (h_2 h_1^{-1})|_{\zeta}} \cdot (x \otimes a)
\]

\[
= \sum_{(\eta, \zeta) \in \Lambda^{\min}(\lambda_2, \mu_1)} \sum_{\nu \in \Lambda^{p \vee q}} x(\nu) \Theta_{\lambda_1((g_1 g_2^{-1}) \cdot \eta) \cdot (g_1 g_2^{-1})|_{\eta} \cdot (h_2 h_1^{-1})|_{\zeta}} \cdot (\delta_\nu \otimes a)
\]

\[
= \sum_{(\eta, \zeta) \in \Lambda^{\min}(\lambda_2, \mu_1)} \sum_{\nu \in \Lambda^{p \vee q}} x(\nu) \left( (\delta_{\lambda_1((g_1 g_2^{-1}) \cdot \eta) \otimes i_{(g_1 g_2^{-1})|_{\eta}} \cdot (g_2 h_2^{-1}) \cdot \zeta \otimes i_{(h_2 h_1^{-1})|_{\zeta} \cdot (\delta_\nu \otimes a)} \right)
\]

Evaluating the inner product and applying the right action shows that this expression is the right-hand side of (5.14), and we see that the expressions in (5.9) and (5.10) agree. □
Proof of Proposition 5.1. The arguments in the proof of Lemma 5.2 show that there is a well-defined multiplication on \( M := \bigsqcup_{p \in \mathbb{N}^k} M_p \) characterised by

\[
(\delta_\lambda \otimes i_g)(\delta_\mu \otimes i_h) = \begin{cases} 
\delta_{\lambda(g,\mu)} \otimes i_{(g|\mu)h} & \text{if } r(\mu) = \text{dom}(g) \\
0 & \text{otherwise},
\end{cases}
\]

for nonzero \( p, q \in \mathbb{N}^k; \delta_\lambda \otimes i_g \in M_p, \delta_\mu \otimes i_h \in M_q \). Straightforward computations using the properties in Lemma 3.4 show that this multiplication is associative. Condition (P1) holds by construction. Conditions (P2) and (P3) follow from Lemma 5.2 and Remark 5.3, respectively. Hence \( M \) a product system.

To see that each each bimodule \( M_p \) is essential, it suffices to show that the identity element \( \sum_{v \in \Lambda^0} i_v \) in \( G \) acts trivially on each elementary tensor \( \delta_\lambda \otimes i_g \). This follows from

\[
(\sum_{v \in \Lambda^0} i_v) \cdot (\delta_\lambda \otimes i_g) = \delta_{r(\lambda),\lambda} \otimes i_{r(\lambda)\lambda} i_g = \delta_\lambda \otimes i_g.
\]

A straightforward computation using the reconstruction formula (5.3) shows that for each \( a \in C^*(G) \) and \( p \in \mathbb{N}^k \), we have

\[
a = \sum_{\lambda \in \Lambda^p} \Theta_{(\delta_\lambda \otimes 1),a^*}(\delta_\lambda \otimes 1).
\]

Hence \( M_0 \) acts by compact operators on each fiber \( M_p \). Finally, Lemma 5.4 implies that \( M \) is compactly aligned. \(\square\)

6. \( C^* \)-ALGEBRAS OF SELF-SIMILAR GROUPOID ACTIONS ON \( k \)-GRAPHS

Let \( (G, \Lambda) \) be a self-similar groupoid action on a \( k \)-graph, and \( M(G, \Lambda) \) be the product system of Proposition 5.1. Fowler’s theory of product systems [7] gives us two \( C^* \)-algebras: the Nica–Toeplitz algebra \( T(G, \Lambda) := \mathcal{N}\mathcal{T}(M(G, \Lambda)) \), and the Cuntz–Pimsner algebra \( \mathcal{O}(G, \Lambda) := \mathcal{O}(M(G, \Lambda)) \). In this section we show that these universal \( C^* \)-algebras are generated by families of unitaries and partial isometries satisfying relations that satisfy the self-similarity equation (3.1).

Proposition 6.1. Let \( \Lambda \) be a finite \( k \)-graph, and \( (G, \Lambda) \) be a self-similar groupoid action. Define \( u : G \to T(G, \Lambda) \) and \( t : \Lambda \to T(G, \Lambda) \) by

\[
u_g := \psi_0(i_g), \quad t_v := \psi_0(i_v), \quad \text{and} \quad t_\lambda := \psi_p(\delta_\lambda \otimes i_s(\lambda)),
\]

for all \( g \in G, v \in \Lambda^0 \), and \( \lambda \in \Lambda^p \) with \( p \neq 0 \). Then the \( C^* \)-algebra \( T(G, \Lambda) \) is generated by \( u(G) \cup t(\Lambda) \), and we have

1. \( u \) is a unitary representation of \( G \) with \( u_v = t_v \) for \( v \in \Lambda^0 \);  
2. the set \( \{t_\lambda : \lambda \in \Lambda\} \) is a Toeplitz–Cuntz–Krieger \( \Lambda \)-family in \( T(G, \Lambda) \), with \( \sum_{v \in \Lambda^0} t_v \) the identity of \( T(G, \Lambda) \); and  
3. for \( g \in G \) and \( \lambda \in \Lambda \), we have

\[
(6.1)
u_g t_\lambda = \begin{cases} 
t_{g|\lambda} u_{g|\lambda} & \text{if } \text{dom}(g) = r(\lambda) \\
0 & \text{otherwise}.
\end{cases}
\]
Before starting the proof, we note that taking adjoints in (6.1), and then applying (S7) give us the following useful formula:

\[
t^*_\lambda u_g = \begin{cases} 
  u_{g|\lambda} t^*_\lambda g^{-1}, & \text{if } \text{cod}(g) = r(\lambda) \\
  0, & \text{otherwise}.
\end{cases}
\]

**Proof of Proposition 6.1.** We know that \( T(G, \Lambda) \) is generated by \( \{u_g\} \cup \{t_\lambda\} \) because \( \psi(\delta_\lambda \otimes i_g) = t_\lambda u_g \), and the span of elementary tensors \( \delta_\lambda \otimes i_g \) are dense in each \( M_p \).

Part (1) follows from the fact that \( i : G \to C^*(G) \) is a unitary representation and \( \psi_0 \) is a homomorphism. We next verify part (3). Note that

\[
u_g t_\lambda = \psi_0(i_g)\psi_d(\lambda)(\delta_\lambda \otimes i_{s(\lambda)}) = \psi_d(\lambda)(i_g \cdot (\delta_\lambda \otimes i_{s(\lambda)})) = \delta_{\text{dom}(g),r(\lambda)} \psi_d(\lambda)(\delta_{g^{-1}} \otimes i_{g|\lambda}) t_\lambda t^*_\lambda u_g.
\]

Now, since \( i_{g|\lambda} t_{s(\lambda)} = i_{g_\lambda} = i_{\text{cod}(g)} i_{g|\lambda} = i_{s(g)} i_{g|\lambda} \), we have

\[
u_g t_\lambda = \delta_{\text{dom}(g),r(\lambda)} \psi_d(\lambda)(\delta_{g^{-1}} \otimes i_{s(g-\lambda)} i_{g|\lambda}) = \delta_{\text{dom}(g),r(\lambda)} t^*_\lambda u_g.
\]

For part (2), first observe that the point masses \( \{\delta_v : v \in \Lambda^0\} \) are mutually orthogonal projections in \( C(\Lambda^0) \), and hence the \( \{u_v : v \in \Lambda^0\} \) are mutually orthogonal projections in \( T(G, \Lambda) \). Therefore \( \sum_{v \in \Lambda^0} u_v = 0 \) is a projection. Since each fibre \( M_\mu \) is essential, the homomorphism \( \psi_0 : C^*(G) \to T(G, \Lambda) \) is nondegenerate, and we have \( 1 = \psi_0(1) = \psi_0(\sum_{v \in \Lambda^0} u_v) = \sum_{v \in \Lambda^0} \psi_0(u_v) \).

It remains to show that \( \{t_\lambda : \lambda \in \Lambda\} \) satisfies (TCK1)–(TCK3). To prove this, we identify each \( i_g \) with \( \delta_{\text{cod}(g)} \otimes i_g \) and use the multiplication formula (5.5) for the actions (this is possible by Remark 5.3). To see that (TCK1) holds, take \( \lambda, \mu \in \Lambda^0 \). Applying (T2) gives

\[
t^*_\lambda u_g = \psi_p(\delta_\lambda \otimes i_{s(\lambda)}) t^*_\lambda u_g = \psi_p(\delta_\lambda \otimes i_{s(\lambda)}) \psi_d(\lambda)(\delta_{g^{-1}} \otimes i_{g|\lambda}) = \delta_{\mu} \delta_{\lambda} t_{s(\lambda)}.
\]

Therefore \( t^*_\lambda u_g = t_{s(\lambda)} \), and we see that each \( u_v \) is a partial isometry. Condition (TCK1) also follows.

To see that (TCK2) holds, take \( \lambda \in \Lambda_{\mu} \) and \( \mu \in \Lambda^0 \) with \( s(\lambda) = r(\mu) \). We have

\[
t_{\lambda \mu} = \psi_p(\delta_\lambda \otimes i_{s(\lambda)}) \psi_d(\lambda)(\delta_{\mu} \otimes i_{s(\mu)}) = \psi_{p+q}(\delta_\lambda \otimes i_{s(\lambda)}) \psi_d(\lambda)(\delta_{\mu} \otimes i_{s(\mu)}) = \psi_p(\delta_{\lambda \mu} \otimes i_{s(\lambda \mu)}) = \psi_p(\delta_{\lambda \mu} \otimes i_{s(\lambda \mu)}) = t_{\lambda \mu}.
\]

For (TCK3), we use the Nica covariance of \( \psi \) to get

\[
t^*_\lambda t_{\mu} = t^*_\lambda t_{\mu} t^*_\lambda t_{\mu} = \psi_p(\delta_\lambda \otimes i_{s(\lambda)}) \psi_d(\lambda)(\delta_{\mu} \otimes i_{s(\mu)}) \psi_q(\delta_{\mu} \otimes i_{s(\mu)}) \psi_q(\delta_{\mu} \otimes i_{s(\mu)}) = \psi_q(\delta_{\mu} \otimes i_{s(\mu)}) \psi_q(\delta_{\mu} \otimes i_{s(\mu)}) = \psi_p(\delta_{\mu} \otimes i_{s(\mu)}) \psi_p(\delta_{\mu} \otimes i_{s(\mu)})
\]

Now, Lemma 5.4 implies that

\[
\left( \Theta(\delta_\lambda \otimes i_{s(\lambda)}), \delta_{\mu} \otimes i_{s(\mu)} \right)_p^{\psi_{pq}} = \sum_{(\eta, \zeta) \in \Lambda_{\min} \times (\lambda, \mu)} \Theta(\delta_\lambda \otimes i_{s(\lambda)}), \delta_{\mu} \otimes i_{s(\mu)} \right)_q^{\psi_{pq}}
\]

Therefore

\[
t^*_\lambda t_{\mu} = \sum_{(\eta, \zeta) \in \Lambda_{\min} \times \mu} \psi_p(\delta_\lambda \otimes i_{s(\lambda)}) \psi_{pq}(\delta_{\lambda \eta} \otimes i_{s(\eta)}) \psi_{pq}(\delta_{\mu \zeta} \otimes i_{s(\zeta)}) \psi_q(\delta_{\mu} \otimes i_{s(\mu)})
\]
Since \( \psi_{p,q}(\delta_{\lambda_{q}} \otimes i_{s(q)}) = \psi_{p}(\delta_{\lambda} \otimes i_{s(\lambda)}) \psi_{p(v,q)} - p(\delta_{\eta} \otimes i_{s(\eta)}) \) and \( \psi_{p,q}(\delta_{\mu_{q}} \otimes i_{s(\mu)})^{*} = \psi_{p(v,q)} - q(\delta_{\zeta} \otimes i_{s(\zeta)})^{*} \psi_{q}(\delta_{\mu} \otimes i_{s(\mu)})^{*} \), we have

\[
T_{\lambda}^{*} T_{\mu} = \sum_{(\eta, \zeta) \in \Lambda^{\min}(\lambda, \mu)} \psi_{0}(i_{s(\lambda)}) \psi_{p(v,q)} - p(\delta_{\eta} \otimes i_{s(\eta)}) \psi_{p(v,q)} - q(\delta_{\zeta} \otimes i_{s(\zeta)})^{*} \psi_{0}(i_{s(\mu)})
\]

\[
= \sum_{(\eta, \zeta) \in \Lambda^{\min}(\lambda, \mu)} u_{s(\lambda)} t_{\eta}^{*} u_{s(\mu)}^{*}
\]

\[
= \sum_{(\eta, \zeta) \in \Lambda^{\min}(\lambda, \mu)} t_{\eta}^{*}.
\]

Hence (TCK3) holds. \( \Box \)

**Proposition 6.2.** Let \( \Lambda \) be a finite \( k \)-graph, and \((G, \Lambda)\) be a self-similar groupoid action. Then \((T(G, \Lambda), (u, t))\) is universal for families \( \{U_{g} : g \in G\} \cup \{T_{\lambda} : \lambda \in \Lambda\} \) satisfying the relations (1)–(3) of Proposition 6.1.

**Proof.** Suppose \( B \) is a \( C^* \)-algebra, and \( U : G \to B \) and \( T : \Lambda \to B \) satisfy the relations (1)–(3) of Proposition 6.1. Then the universal property of \( C^*(G) \) induces a homomorphism \( \rho_{0} : C^*(G) \to B \) that satisfies \( \rho_{0}(i_{g}) = U_{g} \). For each nonzero \( p \in \mathbb{N}^{k} \), define \( \rho_{p} : M_{p} \to B \) by

\[
\rho_{p}(m) = \sum_{\lambda \in \Lambda^{p}} T_{\lambda}\rho_{0}(\langle \delta_{\lambda} \otimes 1, m \rangle).
\]

We claim that \( \rho \) is a Nica covariant Toeplitz representation of \( M(G, \Lambda) \). Condition (T1) is clear, and (T2) follows from the arguments in the proof of [20, Proposition 4.4]. We can also use the proof of [20, Proposition 4.4] to verify (T3) in the case where the multiplication comes from the left or right action. To complete the proof of (T3), let \( p, q \in \mathbb{N}^{k} \) be nonzero, and take \( m = \delta_{\lambda} \otimes i_{g} \in M_{p} \) and \( n = \delta_{\mu} \otimes i_{h} \in M_{q} \). Then we have

\[
\rho_{p}(m)\rho_{q}(n) = \sum_{\xi \in \Lambda^{p}} T_{\xi}\rho_{0}(\langle \delta_{\xi} \otimes 1, \delta_{\lambda} \otimes i_{g} \rangle) \sum_{\eta \in \Lambda^{q}} T_{\eta}\rho_{0}(\langle \delta_{\eta} \otimes 1, \delta_{\mu} \otimes i_{h} \rangle)
\]

\[
= T_{\lambda}U_{g}T_{\mu}U_{h}
\]

\[
= \delta_{r(\mu), \text{dom}(g)} T_{\lambda}T_{g(\mu)} U_{g(\mu)} U_{h}
\]

\[
= \delta_{r(\mu), \text{dom}(g)} T_{\lambda(\mu)} U_{g(\mu)} U_{h}.
\]

On the other hand

\[
\rho_{p+q}(mn) = \delta_{r(\mu), \text{dom}(g)} \rho(\delta_{\lambda(\mu)} \otimes i_{g_{1}} i_{h})
\]

\[
= \delta_{r(\mu), \text{dom}(g)} \sum_{\nu \in \Lambda^{p+q}} T_{\nu}\rho_{0}(\langle \delta_{\nu} \otimes 1, \delta_{\lambda(\mu)} \otimes i_{g_{1}} i_{h} \rangle)
\]

\[
= \delta_{r(\mu), \text{dom}(g)} T_{\lambda(\mu)} \rho_{0}(i_{g_{1}} i_{h})
\]

\[
= \delta_{r(\mu), \text{dom}(g)} T_{\lambda(\mu)} U_{g(\mu)} U_{h},
\]

giving (T3).

To see that \( \rho \) is Nica covariant, take \((\delta_{\lambda_{q}} \otimes i_{g_{q}}), (\delta_{\lambda_{q}} \otimes i_{g_{2}}) \in M_{p} \) and \((\delta_{\mu_{1}} \otimes i_{h_{1}}), (\delta_{\mu_{2}} \otimes i_{h_{2}}) \in M_{q} \), and let \( K = \Theta_{(\delta_{\lambda_{1}} \otimes i_{g_{1}}, \delta_{\lambda_{2}} \otimes i_{g_{2}}), (\delta_{\mu_{1}} \otimes i_{h_{1}}, \delta_{\mu_{2}} \otimes i_{h_{2}})} \). We have

\[
\rho^{(p)}(K)\rho^{(q)}(S)
\]

\[
= \rho_{p}(\delta_{\lambda_{1}} \otimes i_{g_{1}})\rho_{p}(\delta_{\lambda_{2}} \otimes i_{g_{2}})^{*}\rho_{q}(\delta_{\mu_{1}} \otimes i_{h_{1}})\rho_{q}(\delta_{\mu_{2}} \otimes i_{h_{2}})^{*}
\]
Proof. Appyling (6.4) now gives

\[ \rho^{(p)}(K)\rho^{(q)}(S) = \sum_{(\eta,\zeta) \in A_{\mu}(\lambda, \mu_1)} T_{\lambda_{1}}(g_1) U_{(g_1^{-1})|\eta}(T_{\mu_2}(h^{-1})|\zeta) U_{(h^{-1})|\zeta}^{*}, \]

whenever \( \text{dom}(g_1) = \text{dom}(g_2) = s(\lambda_1) \) and \( \text{dom}(h_1) = \text{dom}(h_2) = s(\mu_2) \), and zero otherwise. On the other hand, Lemma 5.4 implies that \( \rho^{(p')q}(K^{p'}S^{p'q}) \) is only nonzero if \( \text{dom}(g_1) = \text{dom}(g_2) = s(\lambda_1) \) and \( \text{dom}(h_1) = \text{dom}(h_2) = s(\mu_2) \), and is given by

\[ \rho^{(p')q}(K^{p'}S^{p'q}) = \rho^{(p')q}\left( \sum_{(\eta,\zeta) \in A_{\mu}(\lambda, \mu_1)} \Theta(\delta_{\lambda_{1}}(g_1^{-1})|\eta) \cdot \delta_{\mu_2}(h^{-1})|\zeta) \right) \]

\[ = \sum_{(\eta,\zeta) \in A_{\mu}(\lambda, \mu_1)} T_{\lambda_{1}}(g_1^{-1})|\eta)(T_{\mu_2}(h^{-1})|\zeta) U_{(h^{-1})|\zeta}^{*} \]

and we have proven the Nica covariance.

The universal property of \( T(G, \Lambda) \) induces a homomorphism \( \rho_* : T(G, \Lambda) \to B \) such that \( \rho = \rho_* \circ \psi \). It remains to check that \( \rho_* \) maps \( (u_1, t) \) to \( (U_1, T) \). For each \( g \in G \), we have

\[ \rho_*(u_g) = \rho_*(\psi_0(i_g)) = \rho(i_g) = U_g. \]

Also for \( \lambda \in \Lambda_1 \), we have

\[ \rho_*(t_\lambda) = \rho_*(\psi_0(\delta_\lambda \otimes 1)) = \rho(\delta_\lambda \otimes 1) = T_{\lambda}U_{s(\lambda)} = T_{\lambda}. \]

\[ \square \]

Proposition 6.3. Let \( (G, \Lambda) \) be a self-similar groupoid action, and let \( (u, t) \) be as in Proposition 6.1. Then

1. \( T(G, \Lambda) = \text{span}\{t_\lambda u_g t_\mu^*: \lambda, \mu \in \Lambda, g \in G \text{ and } s(\lambda) = g \cdot s(\mu)\}; \)

2. \( \mathcal{O}(G, \Lambda) \) is the quotient of \( T(G, \Lambda) \) by the ideal

\[ \langle t_v - \sum_{\lambda \in \Lambda_1} t_\lambda t_\lambda^*: v \in \Lambda_0, p \in \mathbb{N}^k \rangle. \]

Proof. For (1), note that since \( t_\lambda u_g t_\mu^* = t_\lambda s(\lambda)(g) t_\mu^* \), the equation \( t_\lambda u_g t_\mu^* \neq 0 \) implies that \( t_{s(\lambda)}(g) t_{s(\mu)} \neq 0 \). Thus the condition \( s(\lambda) = g \cdot s(\mu) \) rules out zero elements. Now let \( \lambda, \mu, \nu, \xi \in \Lambda \) and \( g, h \in S \) such that \( s(\lambda) = g \cdot s(\mu) \) and \( s(\nu) = h \cdot s(\xi) \). Then

\[ (t_\lambda u_g t_\mu^*)(h_\nu t_\xi^*) = t_\lambda u_g \left( \sum_{(\eta,\zeta) \in A_{\mu}(\lambda, \mu_1)} t_{\eta,\zeta} t_{\mu}^* \right) h_\nu t_\xi^* \]

\[ = \delta_{\text{dom}(g),s(\mu)}\delta_{\text{cod}(h),s(\nu)} \sum_{(\eta,\zeta) \in A_{\mu}(\lambda, \mu_1)} t_{\lambda}(g)(h_{h^{-1}}|\zeta) t_{\nu}(h^{-1})|\xi. \]
Now, applying (S4) gives
\[
\begin{align*}
s(\lambda(g \cdot \eta)) &= s(g \cdot \eta) = g|_\eta \cdot s(\eta) = g|_\eta \cdot s(\zeta) = g|_\eta h_{-1} \cdot s(h^{-1} \cdot \zeta) \\
&= g|_\eta h_{-1} \cdot s((\xi h^{-1} \cdot \zeta)),
\end{align*}
\]
and it follows that \(\text{span}\{t_u g t_\mu : \lambda, \mu \in \Lambda, g \in G \text{ and } s(\lambda) = g \cdot s(\mu)\}\) is a subalgebra. Since it contains the generators of \(T(G, \Lambda)\), part (1) follows.

For (2), since the left action of \(C^*(G)\) on each fiber is by compact operators, [7, Proposition 5.4] says that Cuntz–Pimsner covariance implies Nica covariance. Therefore \(O(G, \Lambda)\) is the quotient of \(T(G, \Lambda)\) by the ideal from (2.5). For \(p \in \mathbb{N}^k\) recall that \(\varphi_p : C^*(G) \to \mathcal{L}(M_p)\) is the homomorphism defining the left action. For each \(v \in \Lambda^0\), (5.17) implies that
\[
\psi(p)(\varphi_p(i_v)) = \sum_{\lambda \in \Lambda^0} \psi_p(\delta_\lambda \otimes 1)\psi_p(i_v(\delta_\lambda \otimes 1))^* = \left( \sum_{\lambda \in \Lambda^0} t_\lambda t^*_\lambda \right) t_v.
\]
It follows that the ideal from (2.5) is the ideal from (6.4), and so the result follows. \(\square\)

**Remark 6.4.** We also label the generators of \(O(G, \Lambda)\) by \(\{u_g : g \in G\}\) and \(\{t_\lambda : \lambda \in \Lambda\}\).

**Example 6.5.** Recall the example discussed in Example 3.5. One can check that \(U_{(f, v)} := u_f s_v\) defines a unitary representation of \(F \times \Lambda^0\) in \(O_{F, \Lambda}\) of [21, Definition 3.8], and the family \(\{U_{(f, v)}\}\) together with the universal Cuntz-Krieger \(\Lambda\)-family satisfy the relations (1)–(3) of Proposition 6.1. The induced homomorphism \(\pi : O(F \times \Lambda^0, \Lambda) \to O_{F, \Lambda}\) is an isomorphism with the inverse map given by \(\pi^{-1}(u_f) = \sum_{v \in \Lambda^0} u_{(f, v)}\) and \(\pi^{-1}(s_\lambda) = t_\lambda\).

7. An algebraic characterisation of KMS states of \(T(G, \Lambda)\)

Let \(\Lambda\) be a finite \(k\)-graph, \((G, \Lambda)\) be a self-similar groupoid action and \(r \in (0, \infty)^k\). By the universal property of \(T(G, \Lambda)\), there is a strongly continuous action \(\gamma : \mathbb{T}^k \to \text{Aut}(T(G, \Lambda))\) such that \(\gamma_z(t_\lambda u_g t^*_\mu) = z^{r(d(\lambda) - d(\mu))} t_\lambda u_g t^*_\mu\) where \(r \cdot p = \sum_{i=1}^k r_i p_i\) for all \(p \in \mathbb{N}^k\). The action \(\gamma\) gives rise to dynamics \(\sigma : \mathbb{R} \to \text{Aut}(T(G, \Lambda))\) given by \(\sigma_t = \gamma_{e^{itr}}\). So we have
\[
(7.1) \quad \sigma_t(t_\lambda u_g t^*_\mu) = e^{itr(d(\lambda) - d(\mu))} t_\lambda u_g t^*_\mu.
\]
This action fixes the elements generating the ideal in (6.4), and hence it descends to an action of \(O(G, \Lambda)\).

We recall that for a \(C^*\)-algebra \(A\) and an action \(\sigma : \mathbb{R} \to \text{Aut}(A)\), an element \(a \in A\) is analytic if the map \(t \mapsto \sigma_t(a)\) extends to an analytic function \(z \mapsto \alpha_z(a)\) on the complex plane \(\mathbb{C}\). For \(\beta \in \mathbb{R}\), a state \(\phi\) of \(A\) is called KMS\(_\beta\)-state for \((A, \sigma)\) if it satisfies the KMS condition
\[
\phi(ab) = \phi(b \sigma_{t\beta}(a)) \quad \text{for all analytic elements } a, b.
\]
We note that it suffices to check this condition on a set of analytic elements that span a dense subalgebra of \(A\).

In this section and Section 8 we study KMS states of the dynamics \((T(G, \Lambda), \sigma)\). We first prove an algebraic characterisation formula for KMS states. Recall that \(\psi_0 : C^*(G) \to T(G, \Lambda)\) denotes the homomorphism satisfying \(\psi_0(i_g) = u_g\) for all \(g \in G\).

**Proposition 7.1.** Let \(\Lambda\) be a finite \(k\)-graph with no sources. For \(1 \leq i \leq k\), let \(B_i\) be the matrix with entries \(B_i(v, w) = |v\Lambda^e w|\) and let \(\rho(B_i)\) be the spectral radius of \(B_i\). Suppose
that \((G, \Lambda)\) is a self-similar groupoid action. Let \(r \in (0, \infty)^k\) and let \(\sigma : \mathbb{R} \to \text{Aut} \, T(G, \Lambda)\) be the dynamics given by (7.1). Suppose that \(\beta \in [0, \infty)\) and \(\phi\) is a state on \(T(G, \Lambda)\).

(1) If \(\phi \circ \psi_0\) is a trace on \(C^*(G)\), and

\[
\phi(t_{\lambda}u_{\mu}^*) = \delta_{\lambda, \mu} \delta_{\text{cod}(g), \text{dom}(g)} e^{-\beta r \cdot d(\lambda)} \phi(u_g) \quad \text{for } g \in G \text{ and } \lambda, \mu \in \Lambda,
\]

then \(\phi\) is a KMS\(_{\beta}\)-state for \((T(G, \Lambda), \sigma)\).

(2) If \(\phi\) is a KMS\(_{\beta}\)-state for \((T(G, \Lambda), \sigma)\), then \(\phi \circ \psi_0\) is a trace on \(C^*(G)\). If in addition \(r\) has rationally independent coordinates, then \(\phi\) satisfies (7.2).

(3) If \(\beta r_i > \ln \rho(B_i)\) for all \(1 \leq i \leq k\), then \(\phi\) is a KMS\(_{\beta}\)-state for \((T(G, \Lambda), \sigma)\) if and only if \(\phi\) satisfies (7.2) and \(\phi \circ \psi_0\) is a trace on \(C^*(G)\).

We start the proof of Proposition 7.1 with some basic properties of KMS states of \(T(G, \Lambda)\). Note that the same properties hold for KMS states of \((\mathcal{O}(G, \Lambda), \sigma)\).

**Lemma 7.2.** Let \(\Lambda\) be a finite \(k\)-graph with no sources, and \((G, \Lambda)\) be a self-similar groupoid action. Let \(\beta \in \mathbb{R}\), and suppose that \(\phi\) is a KMS\(_{\beta}\)-state for \((T(G, \Lambda), \sigma)\).

1. \(\phi(u_{\text{dom}(g)}) = \phi(u_{\text{cod}(g)})\) for all \(g \in G\).
2. \(\phi(u_{s(\lambda)}^*) = \phi(u_{s(\lambda)})\) for all \(g \in G\) and \(\lambda \in \text{dom}(g)\).
3. \(\phi(u_{g}) = 0\).
4. For each \(\lambda, \mu \in \Lambda\) and \(g \in G\) with \(s(\lambda) = g \cdot s(\mu)\), we have

\[
\left| \phi(t_{\lambda}u_{\mu}^*) \right| \leq \phi(t_{\mu}u_{\mu}^*).
\]

**Proof.** Part (1) follows because \(\phi(u_{\text{dom}(g)}) = \phi(u_{\text{cod}(g)}) = \phi(u_g^*u_g) = \phi(u_{\text{cod}(g)})\). For (2), we can apply (1) and (S3) to get \(\phi(u_{s(\lambda)}^*) = \phi(u_{s(\lambda)}^*) = \phi(u_{\text{dom}(g)|\lambda}) = \phi(u_{s(\lambda)})\). For (3), we apply the KMS condition to get

\[
\phi(u_g) = \phi(u_{\text{dom}(g)} u_g u_{\text{dom}(g)}) = \phi(u_g u_{\text{dom}(g)} u_{\text{dom}(g)}) = 0.
\]

For (4), note that if \(r \cdot d(\lambda) \neq r \cdot d(\mu)\), we can apply the KMS condition twice to get

\[
\phi(t_{\lambda}u_{\mu}^*) = e^{-\beta r \cdot d(\lambda)} \phi(t_{\lambda}u_{\mu}^*) = \phi(t_{\lambda}u_{\mu}^*) = \phi(t_{\mu}u_{\mu}^*) = \phi(t_{\mu}u_{\mu}^*) = \phi(u_{s(\mu)}\phi(u_{s(\lambda)}))
\]

\[
= \phi(u_{s(\mu)})^2 = \phi(t_{\mu}u_{\mu}^*)^2.
\]

We will need the following analogue of [11, Lemma 5.3] in the proof of Proposition 7.1(3).

**Lemma 7.3.** Let \(\beta \in (0, \infty)\) and suppose that \(\phi\) is a KMS\(_{\beta}\)-state for \((T(G, \Lambda), \sigma)\). Let \(p := (d(\lambda) \vee d(\mu)) - d(\mu)\) and take \(\lambda, \mu \in \Lambda\) and \(g \in G\) with \(s(\lambda) = g \cdot s(\mu)\). Then

\[
\phi(t_{\lambda}u_{\mu}^*) = \sum_{\nu \in s(\mu) \Lambda^p} \phi(t_{\lambda(g(\nu))}u_{g(\nu)}u_{\nu})^* \quad \text{for all } l \in \mathbb{N}.
\]

**Proof.** We prove by induction on \(l\). If \(l = 0\), then the sum in the right-hand side of (7.4) collapses to the summand \(\nu = s(\mu)\) and the result follows from \(g \cdot s(\mu) = s(\lambda)\) and \(g|s(\mu) = g|\text{dom}(g) = g\). So we suppose that (7.4) holds for \(l \in \mathbb{N}\).

Suppose \(\nu \in s(\mu) \Lambda^p\). Since \(t_{\lambda(g(\nu))}\) is a partial isometry, applying the KMS condition gives

\[
\phi(t_{\lambda(g(\nu))}u_{g(\nu)}u_{\nu}^*) = \phi(t_{\lambda(g(\nu))}t_{\lambda(g(\nu))}u_{g(\nu)}u_{\nu}^*) = \phi(t_{\lambda(g(\nu))}u_{g(\nu)}u_{\nu}^*)t_{\lambda(g(\nu))}u_{\nu}^*.
\]
Applying (TCK3) to $t_{\mu \nu}^* t_{\lambda(\nu \nu)}$ then gives

$$
\phi(t_{\lambda(\nu \nu)} u_{g|\nu} t_{\mu \nu}^*) = \phi\left(t_{\lambda(\nu \nu)} u_{g|\nu} \left( \sum_{(\eta, \zeta) \in \Lambda_{\min}(\mu \nu, \lambda(\nu \nu))} t_{\eta \zeta}^* \right) t_{\lambda(\nu \nu)}^* \right).
$$

Since $r(\eta) = s(\nu) = \text{dom}(g|\nu)$, the relation (6.1) implies that $u_{g|\nu} t_{\eta} = t_{(g|\nu)\eta} u_{g|\nu\eta}$. Since $r((g|\nu) \cdot \eta) = \text{cod}(g|\nu) = s(g \cdot \nu)$, we have $t_{\lambda(\nu \nu)} u_{g|\nu} t_{\eta} = t_{\lambda(\nu \nu)(g|\nu)\eta} u_{g|\nu\eta}$, which is equal to $t_{\lambda(\nu \nu)}$ by (S1). Putting this in (7.5) gives

$$
\phi(t_{\lambda(\nu \nu)} u_{g|\nu} t_{\mu \nu}^*) = \phi\left( \sum_{(\eta, \zeta) \in \Lambda_{\min}(\mu \nu, \lambda(\nu \nu))} t_{\lambda(\nu \nu)} u_{g|\nu\eta} t_{\lambda(\nu \nu)}^* \right).
$$

We now use the inductive hypothesis and (7.6) to write

$$
\phi(t_{\lambda} u_{g|\nu} t_{\mu}^*) = \sum_{\nu \in s(\mu)} \sum_{(\eta, \zeta) \in \Lambda_{\min}(\mu \nu, \lambda(\nu \nu))} \phi(t_{\lambda(\nu \nu)} u_{g|\nu\eta}) t_{\lambda(\nu \nu)}^* \nu = \sum_{\nu \in s(\mu)} \sum_{(\eta, \zeta) \in \Lambda_{\min}(\mu \nu, \lambda(\nu \nu))} \phi(t_{\lambda(\nu \nu)} u_{g|\nu\eta} t_{\mu \nu}^*). \tag{7.7}
$$

We claim that (7.7) is equal to the expression

$$
\sum_{\tau \in s(\mu) \Lambda_{\nu}(l+1)} \phi(t_{\lambda(\nu \tau)} u_{g|\tau} t_{\mu \tau}^*). \tag{7.8}
$$

To see this, first fix $(\eta, \zeta) \in \Lambda_{\min}(\mu \nu, \lambda(g \cdot \nu))$. Since $d(\mu \nu) + d(\eta) = d(\mu \nu) \lor d(\lambda(g \cdot \nu)) = (d(\mu) + d(\nu)) \lor (d(\lambda) + d(\nu)) = (d(\mu) \lor d(\lambda)) + d(\nu)$, we have $d(\eta) = (d(\mu) \lor d(\lambda)) - d(\mu) = p$. Hence $d(\eta \nu) = (l+1)p$, and it follows that every summand in (7.7) appears in (7.8).

Now suppose $\tau \in s(\lambda) \Lambda(l+1)p$, and $\phi(t_{\lambda(\nu \tau)} u_{g|\nu} t_{\mu \tau}^*) \neq 0$. Then by the KMS condition we have

$$
\phi(t_{\lambda(\nu \tau)} u_{g|\nu} t_{\mu \tau}^*) \neq 0 \implies \phi(t_{\mu \tau}^* t_{\lambda(\nu \tau)} u_{g|\nu}) \neq 0 \implies t_{\mu \tau}^* t_{\lambda(\nu \tau)} \implies \Lambda_{\min}(\mu \tau, \lambda(g \cdot \tau)) \neq \emptyset.
$$

Let $(\alpha, \xi) \in \Lambda_{\min}(\mu \tau, \lambda(g \cdot \tau))$. Define $\nu := \tau(0, lp)$, $\eta := \tau(lp, (l+1)p)$, and $\zeta := (g \cdot \tau)(lp, lp + (d(\mu) \lor d(\lambda)) - d(\lambda))$.

Then

$$
\mu \nu \eta = (\mu \tau \alpha)(0, (d(\mu) \lor d(\lambda)) + lp) = (\lambda(g \cdot \tau) \xi)(0, (d(\mu) \lor d(\lambda)) + lp) = \lambda(g \cdot \nu) \zeta.
$$

Hence $(\eta, \zeta) \in \Lambda_{\min}(\mu \nu, \lambda(g \cdot \nu))$, and $\phi(t_{\lambda(\nu \tau) u_{g|\nu}^* t_{\mu \tau}^*}) = \phi(t_{\lambda(\nu \eta)} u_{g|\nu \eta} t_{\mu \eta}^*)$. It follows that the expressions (7.7) and (7.8) agree. \hfill \square

Proof of Proposition 7.1. For part (1), suppose that $\phi \circ \psi_0$ is a trace and that $\phi$ satisfies (7.2). To see that $\phi$ is a KMS$_\beta$-state, it suffices to take two spanning elements $b = t_{\lambda} u_{g} t_{\mu}^*$ and $c = t_{\nu} u_{h} t_{\xi}^*$ with $s(\lambda) = g \cdot s(\mu)$ and $s(\nu) = h \cdot s(\xi)$ and check the KMS condition

$$
\phi(bc) = \phi(c \sigma_{\xi}(b)) = e^{-\beta r-(d(\lambda)-d(\mu))} \phi(cb).
$$

We compute using (TCK3) in the first equality, and (6.1), (6.2) in the second, to get

$$
bc = t_{\lambda} u_{g} \left( \sum_{(\eta, \zeta) \in \Lambda_{\min}(\mu, \nu)} t_{\eta \zeta}^* u_{h} t_{\xi}^* \right) = \sum_{(\eta, \zeta) \in \Lambda_{\min}(\mu, \nu)} t_{\lambda(\nu \eta)} u_{g|\nu} u_{h|\xi} t_{\mu \xi}(h-1, \zeta).
$$
Applying (S3) now gives
\[ bc = \sum_{(\eta, \zeta) \in \Lambda^{\min}(\mu, \nu)} t_{\lambda(g \cdot \eta)} u_{g|\eta} h_{|h^{-1},\zeta} t_{\mu}^{*} \xi(h^{-1}, \zeta). \]

We now apply \( \phi \) to both sides, and it follows from (7.2) that
\[ (7.10) \quad \phi(bc) = \sum_{(\eta, \zeta) \in \Lambda^{\min}(\mu, \nu), \lambda(g \cdot \eta) = \xi(h^{-1}, \zeta)} e^{-\beta r - d(\lambda(g \cdot \eta))} \phi\left(u_{g|\eta} h_{|h^{-1},\zeta}\right). \]

A similar argument gives
\[ (7.11) \quad \phi(cb) = \sum_{(\alpha, \tau) \in \Lambda^{\min}(\zeta, \lambda), \nu(h^{-1}, \tau) = \mu(g^{-1}, \tau)} e^{-\beta r - d(\nu(h^{-1}, \tau))} \phi\left(u_{h|\alpha} g_{|g^{-1},\tau}\right). \]

Next suppose that \( (\eta, \zeta) \in \Lambda^{\min}(\mu, \nu) \) with \( \lambda(g \cdot \eta) = \xi(h^{-1}, \zeta) \). Then since \( d(g \cdot \eta) \wedge d(h^{-1} \cdot \zeta) = d(\eta) \wedge d(\zeta) = 0 \) and \( d(\lambda) + d(g \cdot \eta) = d(\xi) + d(h^{-1} \cdot \zeta) \), [11, Lemma 3.2] implies that \( d(\lambda) + d(\nu(h^{-1}, \zeta)) = d(\lambda) \vee d(g \cdot \eta) \) and \( (h^{-1} \cdot \zeta, g \cdot \eta) \in \Lambda^{\min}(\xi, \lambda) \). Since \( \nu(h^{-1}, \zeta) = \mu(g^{-1}, g \cdot \eta) \), we see that \( (h^{-1}, \zeta, g \cdot \eta) \) belongs to the index of the sum in (7.11). Similarly, we can show that for each \( (\alpha, \tau) \) in the index set of the sum in (7.11), \( (g^{-1}, \tau, h \cdot \alpha) \) is in the index of the sum in (7.10). Thus the map \( (\eta, \zeta) \mapsto (h^{-1}, \zeta, g \cdot \eta) \) is a bijection between the two index sets.

Now take \( (\eta, \zeta) \) in the index set of (7.10) and let \( (\alpha, \tau) = (h^{-1}, \zeta, g \cdot \eta) \) be the corresponding element in the index of (7.11). Then \( h_{|h^{-1} \cdot \zeta} = h_{|\alpha} \) and \( g_{|g^{-1} \cdot \tau} = g_{|\eta} \) and the tracial property of \( \phi \) gives \( \phi\left(u_{h|\alpha} g_{|g^{-1},\tau}\right) = \phi\left(u_{g|\eta} h_{|h^{-1},\zeta}\right) \). Moreover since \( d(g^{-1} \cdot \tau) = d(\tau) = d(\eta) \), we have
\[ e^{-\beta r - d(\lambda)} e^{-\beta r - d(\nu(h \cdot \alpha))} = e^{-\beta r - d(\lambda) - d(\mu)} e^{-\beta r - d(\nu(g \cdot \eta))} = e^{-\beta r - d(\lambda(g \cdot \eta))}. \]

Thus the summands in both sides of (7.9) are equal, as required.

For (2), since each \( u_{g} \) is fixed by the action, the KMS condition implies that \( \phi \circ \psi_{0} \) is a trace on \( C^{*}(G) \). To see that (7.9) holds, first assume that \( \lambda \neq \mu \). If \( d(\lambda) = d(\mu) \), then applying the KMS condition gives \( \phi(t_{\lambda} u_{g} t_{\mu}^{*}) = e^{-\beta r - d(\mu)} \phi(t_{\mu}^{*} t_{\lambda} u_{g}) = 0 \). If \( d(\lambda) \neq d(\mu) \), then two applications of the KMS condition gives \( \phi(t_{\lambda} u_{g} t_{\mu}^{*}) = e^{-\beta r - d(\mu)} \phi(t_{\mu}^{*} t_{\lambda} u_{g}) = 0 \). Since \( r \) has rationally independent coordinates we have \( e^{-\beta r (d(\mu) - d(\mu))} \neq 0 \), and hence \( \phi(t_{\lambda} u_{g} t_{\mu}^{*}) = 0 \). Now assume \( \text{cod}(g) \neq \text{dom}(g) \). Since \( t_{\lambda} u_{g} t_{\mu}^{*} \) is nonzero only if \( s(\mu) = dom(g) \) and \( \text{cod}(g) = s(\lambda) \), we see that \( t_{\lambda} u_{g} t_{\mu}^{*} \neq 0 \implies \lambda \neq \mu \), and then by the argument above we know that \( \phi(t_{\lambda} u_{g} t_{\mu}^{*}) = 0 \). We now assume that \( \lambda = \mu \) and \( \text{cod}(g) = \text{dom}(g) \). Then the KMS condition gives \( \phi(t_{\lambda} u_{g} t_{\mu}^{*}) = e^{-\beta r - d(\mu)} \phi(t_{\mu}^{*} t_{\mu} u_{g}) = e^{-\beta r - d(\mu)} \phi(u_{g}) \). Hence (7.9) holds.

We now need to prove (3). By parts (1) and (2), we need only prove that if \( \phi \) is a KMS\( _{\beta} \)-state, then \( \phi \) satisfies (7.2). We can use the arguments in the preceding paragraph to prove all cases except the implication \( \lambda \neq \mu \implies \phi(t_{\lambda} u_{g} t_{\mu}^{*}) = 0 \). When \( d(\lambda) = d(\mu) \), we can use the KMS condition as above to get \( \phi(t_{\lambda} u_{g} t_{\mu}^{*}) = 0 \). So we suppose that \( d(\lambda) \neq d(\mu) \). Then one of \( p := (d(\lambda) \vee d(\mu)) - d(\mu) \) and \( q := (d(\lambda) \vee d(\mu)) - d(\lambda) \) will be nonzero. We assume \( p \neq 0 \). (Taking adjoints gives \( q \neq 0 \)) A computation using (7.4) and the Cauchy-Schwarz inequality gives
\[ |\phi(t_{\lambda} u_{g} t_{\mu}^{*})| \leq \sum_{\nu \in s(\lambda) \Lambda^{\mu}} |\phi(t_{\lambda\nu} u_{g|\nu} t_{\mu|\nu}^{*})|. \]
by considering the generators-
\[\sum_{\nu \in s(\lambda)\Lambda^{p}} \sqrt{\phi(t_{\lambda\nu} u_{\operatorname{cod}(g^{-1}_{\lambda\nu})}^{*} t_{\lambda\nu}^{*} \phi(t_{\mu(g^{-1}_{\lambda\nu})}^{*} t_{\mu(g^{-1}_{\lambda\nu})})}
= \sum_{\nu \in s(\lambda)\Lambda^{p}} \sqrt{\phi(t_{\lambda\nu} u_{\nu} t_{\lambda\nu}^{*} \phi(t_{\mu(g^{-1}_{\lambda\nu})}^{*} t_{\mu(g^{-1}_{\lambda\nu})})}.
\]
Since \(d(g^{-1} \cdot \nu) = d(\nu)\), applying the KMS condition gives us
\[\left|\phi(t_{\lambda\nu} u_{g} t_{\lambda\nu}^{*})\right| \leq \sum_{\nu \in s(\lambda)\Lambda^{p}} \sqrt{e^{-\beta r \cdot (d(\lambda) + d(\mu))} \phi(u_{\nu}) \phi(u_{(g^{-1})})}.
\]
We can now use Lemma 7.2(2) to see that each \(\phi(u_{\nu}) = \phi(u_{(g^{-1})})\), and hence
\[\left|\phi(t_{\lambda\nu} u_{g} t_{\lambda\nu}^{*})\right| = e^{-\frac{\beta r}{2} \cdot (d(\lambda) + d(\mu))} \sum_{\nu \in s(\lambda)\Lambda^{p}} e^{-\beta r \cdot d(\nu)} \phi(u_{\nu}).
\]
The argument of the last paragraph in [11, Theorem 5.1] now shows that the right-hand side vanishes as \(l \to \infty\).

8. KMS states of \(T(G, \Lambda)\) for large inverse temperatures

We now state our main result for the KMS structure of the Toeplitz algebra of a self-similar groupoid action on a \(k\)-graph.

**Theorem 8.1.** Let \(\Lambda\) be a finite \(k\)-graph with no sources, and \((G, \Lambda)\) a self-similar groupoid action. For \(1 \leq i \leq k\), let \(B_{i}\) be the matrix with entries \(B_{i}(v, w) = |v\Lambda^{i}w|\) and let \(\rho(B_{i})\) be the spectral radius of \(B_{i}\). Take \(r \in (0, \infty)^{k}\) and let \(\sigma : \mathbb{R} \to \operatorname{Aut} T(G, \Lambda)\) be the dynamics of (7.1). Suppose that \(\beta r_{i} > \ln \rho(B_{i})\) for all \(1 \leq i \leq k\).

1. If \(\tau\) is tracial state on \(C^{*}(G)\), then the series

\[
\sum_{p \in \mathbb{N}^{k}} \sum_{\lambda \in \Lambda^{p}} e^{-\beta r \cdot p} \tau(i_{s}(\lambda))
\]

converges to a positive number \(Z(\beta, \tau)\), and there is a KMS \(\beta\)-state \(\phi_{\tau}\) of \((T(G, \Lambda), \sigma)\) such that

\[
\phi_{\tau}(t_{\lambda\mu} u_{g} t_{\lambda\mu}^{*}) = \delta_{\lambda\mu} Z(\beta, \tau)^{-1} \sum_{p \geq d(\lambda)} e^{-\beta r \cdot p} \sum_{\nu \in s(\lambda)\Lambda^{p} - d(\lambda) : g \cdot \nu = \nu} \tau(i_{\nu}).
\]

2. The map \(\tau \mapsto \phi_{\tau}\) is an affine isomorphism of the simplex of tracial states of \(C^{*}(G)\) onto the simplex of KMS \(\beta\)-states of \((T(G, \Lambda), \sigma)\).

**Remark 8.2.** We will use direct methods to prove Theorem 8.1 by considering the generators-and-relations model of \(T(G, \Lambda)\), as in Proposition 6.2. We point out here that there are results for equilibrium states of product system \(C^{*}\)-algebras in the literature [2, 13] that could give alternative proofs.

**Proof of Theorem 8.1(1).** Since \(0 \leq \tau(i_{s}(\lambda)) \leq 1\) for all \(\lambda\), we have
\[
\sum_{p \in \mathbb{N}^{k}} \sum_{\lambda \in \Lambda^{p}} e^{-\beta r \cdot p} \tau(i_{s}(\lambda)) = \sum_{v \in \Lambda^{0}} \sum_{p \in \mathbb{N}^{k}} \sum_{\lambda \in \Lambda^{p}} e^{-\beta r \cdot p} \tau(i_{s}(\lambda)) \leq \sum_{v \in \Lambda^{0}} \sum_{p \in \mathbb{N}^{k}} \sum_{\lambda \in \Lambda^{p}} e^{-\beta r \cdot p}.
\]
We know from [11, Theorem 6.1(a)] that \(\sum_{p \in \mathbb{N}^{k}} \sum_{\lambda \in \Lambda^{p}} e^{-\beta r \cdot p}\) converges for all \(v \in \Lambda^{0}\), so the series in (8.1) converges because \(\Lambda^{0}\) is finite.
To see the second assertion, we follow the structure of [19, Theorem 6.1]. Let \( \tau \) be a tracial state of \( C^*(G) \), and let \( (\pi_\tau, \xi_\tau, K_\tau) \) be the GNS-triple corresponding to \( \tau \). For \( p \in \mathbb{N}^k \), let \( X(\Lambda^p) \) be the graph correspondence of the directed graph \( (\Lambda^0, \Lambda^p, r, s) \), and \( H_p \) the Hilbert space \( H_p := X(\Lambda^p) \otimes C(\Lambda^0) K_\tau \). Let \( H := \bigoplus_{p \in \mathbb{N}^k} H_p \). Observe that

\[
H = \text{span}\{\delta_\mu \otimes \kappa : \mu \in \Lambda, \kappa \in K_\tau \text{ and } \pi_\tau(i_s(\mu)) \kappa = \kappa}\).
\]

A similar argument to the proof of [19, Lemma 6.2] shows that there is a unitary representation \( U : G \to U(H) \), and a family \( \{T_\lambda : \lambda \in \Lambda\} \subseteq B(H) \) such that

\[
U_g(\delta_\mu \otimes \kappa) = \begin{cases} \delta_{g.\mu} \otimes \pi_\tau(i_{g.\mu}) \kappa & \text{if } r(\mu) = \text{dom}(g) \\ 0 & \text{otherwise}, \end{cases}
\]

(8.3)

and that \( (U, T) \) satisfies the relations (1)–(3) of Proposition 6.1. To see that \( (U, T) \) satisfies (2), note that the operator \( T_\lambda \) is adjointable with

\[
T_\lambda^*(\delta_\nu \otimes \kappa) = \begin{cases} \delta_\xi \otimes \kappa & \text{if } \nu = \lambda \xi \\ 0 & \text{otherwise}. \end{cases}
\]

(8.4)

Straightforward calculations show that \( \{T_\lambda : \lambda \in \Lambda\} \) is a family of partial isomorphisms satisfying (TCK1) and (TCK2).

For (TCK3), take \( \lambda, \mu \in \Lambda \). The formulas (8.4) and (8.5) imply that

\[
T_\lambda^* T_\mu(\delta_\nu \otimes \kappa) = \begin{cases} \delta_\xi \otimes \kappa & \text{if } r(\nu) = s(\mu) \text{ and } \mu \nu = \lambda \xi \\ 0 & \text{otherwise.} \end{cases}
\]

(8.6)

On the other hand, we have

\[
\sum_{(\eta, \zeta) \in \Lambda^{\min}(\lambda, \mu)} T_\eta T_\zeta^*(\delta_\nu \otimes \kappa) = \begin{cases} \delta_{\alpha \nu''} \otimes \kappa & \text{if } r(\nu) = s(\mu), \nu = \nu'' \text{ and } (\alpha, \nu') \in \Lambda^{\min}(\lambda, \mu) \\ 0 & \text{otherwise.} \end{cases}
\]

(8.7)

Now if \( \mu \nu = \lambda \xi \), then we can factor \( \nu = \nu' \nu'' \) and \( \xi = \alpha \nu'' \) such that \( (\alpha, \nu') \in \Lambda^{\min}(\lambda, \mu) \). Conversely, if \( r(\nu) = s(\mu), \nu = \nu' \nu'' \) and \( (\alpha, \nu') \in \Lambda^{\min}(\lambda, \mu) \), then \( \mu \nu = \mu \nu' \nu'' = \lambda \alpha \nu'' \) and with \( \xi = \alpha \nu'' \) the right-hand sides of (8.6) and (8.7) are equal. This gives (TCK3).

We can now use the universal property of \( T(G, \Lambda) \) to get a homomorphism \( \pi_{U,T} : T(G, \Lambda) \to B(H) \). For \( a \in T(G, \Lambda) \), let

\[
\phi_\tau(a) := Z(\beta, \tau)^{-1} \sum_{p \in \mathbb{N}^k} e^{-\beta r} \sum_{\lambda \in \Lambda^p} (\pi_{U,T}(a)(\delta_\lambda \otimes \xi_\tau) | \delta_\lambda \otimes \xi_\tau).
\]

Since

\[
\phi_\tau(1) = Z(\beta, \tau)^{-1} \sum_{p \in \mathbb{N}^k} e^{-\beta r} \sum_{\lambda \in \Lambda^p} (\delta_\lambda \otimes \xi_\tau | \delta_\lambda \otimes \xi_\tau)
= Z(\beta, \tau)^{-1} \sum_{p \in \mathbb{N}^k} e^{-\beta r} \sum_{\lambda \in \Lambda^p} \tau(i_s(\lambda))
= 1,
\]

(8.8)
the function \( a \mapsto \phi_\tau(a) \) is a state of \( \mathcal{T}(G, \Lambda) \). Since the action \( G \) on \( \Lambda \) is degree preserving, a similar argument to [20, Theorem 6.1(2)] shows that the sum in (8.8) reduces to (8.2); \( \phi_\tau \circ \psi_0 \) is a trace; and \( \phi_\tau \) satisfies (7.2). Thus \( \phi_\tau \) is a KMS\(_\beta\)-state for \( (\mathcal{T}(G, \Lambda), \sigma) \). \( \square \)

To prove Theorem 8.1(2) we need two lemmas.

**Lemma 8.3.** Let \( \Lambda \) be a finite \( k \)-graph with no sources, and \((G, \Lambda)\) a self-similar groupoid action. Let

\[
P := \sum_{v \in \Lambda^0} \prod_{i=1}^{k} \left( u_v - \sum_{\lambda \in v \Lambda^e_i} t_{\lambda} t_{\lambda}^* \right),
\]

and for each \( q \in \mathbb{N}^k \), define

\[
M_q := \sum_{0 \leq p \leq q} \sum_{\lambda \in \Lambda^p} t_{\lambda} P t_{\lambda}^*.
\]

Then \( P \) and \( M_q \) are projections in \( \mathcal{T}(G, \Lambda) \), and we have

\[
P u_g = u_g P \quad \text{for all } g \in G.
\]

**Proof.** Since \( u_v - \sum_{\lambda \in v \Lambda^e_i} t_{\lambda} t_{\lambda}^* \) is a projection and the product in (8.9) is commuting by [11, Lemma 4.2], we see that \( \prod_{i=1}^{k} \left( u_v - \sum_{\lambda \in v \Lambda^e_i} t_{\lambda} t_{\lambda}^* \right) \) is a projection. Also (TCK1) implies that for \( v \neq w \), \( u_v - \sum_{\lambda \in v \Lambda^e_i} t_{\lambda} t_{\lambda}^* \) and \( u_w - \sum_{\mu \in w \Lambda^e_i} t_{\mu} t_{\mu}^* \) are mutually orthogonal. It follows that \( P \) is a projection.

We next prove (8.11). Let \( g \in G \). A computation using (6.1) and (6.2) shows that if \( \text{dom}(g) = r(\lambda) \), then \( u_g t_{\lambda} t_{\lambda}^* = t_g t_{\lambda} t_{\lambda}^* u_g \) (see also [20, page 297]). For each \( v \in \Lambda^0 \) and nonempty subset \( J \) of \( \{1, \ldots, k\} \), let \( e_J := \sum_{j \in J} e_j \) and \( b_{v,J} := \sum_{\mu \in v \Lambda^e_J} t_{\mu} t_{\mu}^* \). Then [11, Lemma 4.2] implies that

\[
\prod_{i=1}^{k} \left( u_v - \sum_{\lambda \in v \Lambda^e_i} t_{\lambda} t_{\lambda}^* \right) = u_v + \sum_{\emptyset \neq J \subseteq \{1, \ldots, k\}} (-1)^{|J|} b_{v,J},
\]

and therefore

\[
P = \sum_{v \in \Lambda^0} \left( u_v + \sum_{\emptyset \neq J \subseteq \{1, \ldots, k\}} (-1)^{|J|} b_{v,J} \right) = 1 + \sum_{v \in \Lambda^0} \sum_{\emptyset \neq J \subseteq \{1, \ldots, k\}} (-1)^{|J|} b_{v,J}.
\]

Now we have

\[
u_g P = u_g + \sum_{\emptyset \neq J \subseteq \{1, \ldots, k\}} (-1)^{|J|} u_g b_{\text{dom}(g),J} = u_g + \sum_{\emptyset \neq J \subseteq \{1, \ldots, k\}} (-1)^{|J|} \sum_{\mu \in \text{dom}(g) \Lambda^e_J} t_{g\mu} t_{g\mu}^* u_g.
\]

Since for each \( J \subseteq \{1, \ldots, k\} \), \( \mu \mapsto g \cdot \mu \) is a bijection of \( \text{dom}(g) \Lambda^e_J \) onto \( \text{cod}(g) \Lambda^e_J \), we can rewrite the sum as

\[
u_g P = u_g + \sum_{\emptyset \neq J \subseteq \{1, \ldots, k\}} (-1)^{|J|} \sum_{\nu \in \text{cod}(g) \Lambda^e_J} t_{\nu g} t_{\nu g}^* u_g
\]

\[
= \sum_{v \in \Lambda^0} \left( u_v + \sum_{\emptyset \neq J \subseteq \{1, \ldots, k\}} (-1)^{|J|} b_{v,J} \right) u_g
\]

\[
= Pu_g.
\]
Finally, it remains to show that $M_0$ is a projection. For this, we compute using (8.11):
\[ t_\lambda Pt_\lambda^* t_\mu Pt_\mu^* = t_\lambda Pu_\lambda(t_\mu Pt_\mu^*) = t_\lambda Nu_\lambda Pu_\lambda^2 t_\mu Pt_\mu^* = t_\lambda Pt_\lambda^*. \]
It follows that each summand in (8.10) is a projection. So we need to show that for $\lambda \neq \mu$, the two summands $t_\lambda Pt_\lambda^*$ and $t_\mu Pt_\mu^*$ are orthogonal. By (TCK3) it suffices to check this for $\lambda, \mu$ with $r(\lambda) = r(\mu)$ and $d(\lambda) \neq d(\mu)$ (otherwise $\Lambda^\min(\lambda, \mu)$ is empty). So we assume $d(\lambda) \neq d(\mu)$. This assumption implies that $d(\lambda) \lor d(\mu)$ is strictly bigger than at least one of $d(\lambda)$ and $d(\mu)$. We claim that if $d(\lambda) \lor d(\mu) > d(\lambda)$, then $t_\lambda^* t_\mu P = 0$. (Note that if $d(\lambda) \lor d(\mu) > d(\lambda)$, we can take adjoints to get $Pt_\lambda^* t_\mu = 0$.)

We compute using (TCK3):
\[
(8.14) \quad t_\lambda^* t_\mu P = \left( \sum_{(\eta, \zeta) \in \Lambda^\min(\lambda, \mu)} \eta^* \zeta \right) P = \sum_{(\eta, \zeta) \in \Lambda^\min(\lambda, \mu)} \left( \eta^* \zeta \prod_{i=1}^k \left( u_{s(\mu)} - \sum_{\nu \in s(\mu) \Lambda^\nu} t_\nu^* \right) \right).
\]
Fix $(\eta, \zeta) \in \Lambda^\min(\lambda, \mu)$. Since $d(\lambda) \lor d(\mu) > d(\mu)$ and $d(\mu) + d(\zeta) = d(\lambda) \lor d(\mu)$, we have $d(\zeta) > 0$. Therefore we can factor $\zeta = \zeta_i e_j$ where $e \in \Lambda^\circ$ for some $1 \leq j \leq k$. Since
\[
t_i^* \left( u_{s(\mu)} - \sum_{\nu \in s(\mu) \Lambda^\nu} t_\nu^* \right) = t_i^* - t_e^* = 0,
\]
we have
\[
t_\zeta^* \prod_{i=1}^k \left( u_{s(\mu)} - \sum_{\nu \in s(\mu) \Lambda^\nu} t_\nu^* \right)
= t_\zeta^* \left( u_{s(\mu)} - \sum_{\nu \in s(\mu) \Lambda^\nu} t_\nu^* \right) \prod_{i=1, i \neq j}^k \left( u_{s(\mu)} - \sum_{\nu \in s(\mu) \Lambda^\nu} t_\nu^* \right) = 0.
\]
Hence $t_\lambda^* t_\mu P = 0$, as claimed. \qed

**Lemma 8.4.** Suppose that $\beta r_i \geq n_\rho(B_i)$ for all $1 \leq i \leq k$ and let $\phi$ be a KMS$_\beta$-state of $(\mathcal{T}(G, \Lambda), \tau)$. Let $P$ be as in (8.9). Then there is a state $\omega_{P, \phi}$ of $\mathcal{T}(G, \Lambda)$ given by
\[
(8.15) \quad \omega_{P, \phi}(a) = \phi(P)^{-1} \phi(PaP) \quad \text{for } a \in \mathcal{T}(G, \Lambda).
\]
Moreover, $\omega_{P, \phi} \circ \psi_0$ is a trace on $C^*(G)$, and we have
\[
(8.16) \quad \phi(a) = \phi(P) \sum_{p \in \mathbb{N}^k} \sum_{\Lambda \in \mathcal{L}^p} e^{-\beta r_p} \omega_{P, \phi}(t_\lambda^* \tau_\lambda) \quad \text{for } a \in \mathcal{T}(G, \Lambda).
\]

**Remark 8.5.** As is customary in the literature, we call equation (8.16) the reconstruction formula.

**Proof of Lemma 8.4.** The function $\omega_{P, \phi}$ is clearly a state on $\mathcal{T}(G, \Lambda)$ because $\phi$ is a state. Suppose that $g, h \in G$ satisfy $\text{dom}(g) = \text{cod}(h)$. Note that the action $\tau$ fixes $u_g$ and $u_h$.

Then applying (8.11) in the first and KMS condition at the second equality imply that
\[
\phi(Pu_g u_h P) = \phi(u_g P^2 u_h) = \phi(Pu_h \sigma_\beta(u_g P)) = \phi(Pu_h u_g P).
\]
Therefore $i_g \mapsto \phi(P)^{-1} \phi(u_g P) = \omega_{P, \phi} \circ \psi_0(i_g)$ descends to a trace on $C^*(G)$. 

To see that (8.16) holds, we first claim that $\phi(M_q) \to 1$ as $q \to \infty$ (in the sense that $q_i \to \infty$ for each $1 \leq i \leq k$). Define $m^\phi \in [0,\infty)^{\Lambda^0}$ by $m^\phi := \phi(u)$ and let $W$ be the vector $(\prod_{i=1}^k (1 - e^{-\beta r_i} B_i)) m^\phi$. For each $v \in \Lambda$, the equality (8.12) implies that

$$\phi(\prod_{i=1}^k (u_v - \sum_{\lambda \in \Lambda^+} t_{\lambda_i}^\lambda)) = \phi(u_v + \sum_{0 \neq J \subseteq \{1,\ldots,k\}} (-1)^{|J|} b_{v,J}),$$

which is equal the $v$th entry of the vector $W$ by the computation of [11, Lemma 4.2]. Now we compute using the formula for $M_q$ and the KMS condition:

$$\phi(M_q) = \sum_{0 \leq p \leq q} \sum_{\lambda \in \Lambda^p} \phi(t_{\lambda} P t_{\lambda}^*)$$

$$= \sum_{0 \leq p \leq q} \sum_{\lambda \in \Lambda^p} e^{-\beta r_p} \phi(t_{\lambda}^* P t_{\lambda})$$

$$= \sum_{0 \leq p \leq q} \sum_{\lambda \in \Lambda^p} e^{-\beta r_p} \phi(\prod_{i=1}^k (u_{\lambda_i} - \sum_{\mu \in \Lambda^+} t_{\mu} t_{\mu}^*))$$

$$= \sum_{0 \leq p \leq q} \sum_{\lambda \in \Lambda^p} e^{-\beta r_p} W_{\lambda}.$$

We continue as in [11, Lemma 2.2] we get

$$\phi(M_q) = \sum_{0 \leq p \leq q} \sum_{v \in \Lambda^0} \sum_{w \in \Lambda^0} e^{-\beta r_p} B^p(w,v) W_v$$

$$= \sum_{0 \leq p \leq q} \sum_{v \in \Lambda^0} e^{-\beta r_p} (B^p W)_v$$

$$= \sum_{w \in \Lambda^0} \left( \sum_{0 \leq p \leq q} e^{-\beta r_p} B^p W \right)_w$$

$$= \sum_{w \in \Lambda^0} \left( \prod_{i=1}^k \left( \sum_{p_i=0}^{q_i} e^{-\beta r_i p_i} B_i^{p_i} \right) W \right)_w.$$

Substituting $W$ back in this equation gives

$$\phi(M_q) = \sum_{w \in \Lambda^0} \left( \prod_{i=1}^k \left( \sum_{p_i=0}^{q_i} e^{-\beta r_i p_i} B_i^{p_i} \right) (1 - e^{-\beta r_i} B_i) \right) m^\phi_w.$$

For each $1 \leq i \leq k$, since $\beta r_i > \ln \rho(B_i)$, we have $e^{\beta r_i} > \rho(B_i)$. Then the series $\sum_{p_i} e^{-\beta r_i p_i} B_i^{p_i}$ converges with sum $(1 - e^{-\beta r_i} B_i)^{-1}$. Now letting $q_i \to \infty$, we have

$$\phi(M_q) \to \sum_{w \in \Lambda^0} \left( \prod_{i=1}^k (1 - e^{-\beta r_i} B_i)^{-1} (1 - e^{-\beta r_i} B_i) \right) m^\phi_w = \sum_{w \in \Lambda^0} m^\phi_w = 1,$$

proving the claim.

Next, since $\phi(M_q) \to 1$, [18, Lemma 7.3] implies that $\phi(M_q a M_q) \to \phi(a)$ as $q \to \infty$. Since $t_{\lambda} P t_{\lambda}^*$ is fixed by the action $\sigma$, the KMS condition implies $\phi((t_{\lambda} P t_{\lambda}^*) a (t_{\mu} P t_{\mu}^*)) = 0$.
whenever \( \lambda \neq \mu \). Now, another application of the KMS condition and (8.11) gives
\[
\phi(a) = \sum_{p \in \mathbb{N}} \sum_{\lambda \in \mathbb{A}^p} \phi(t_\lambda P t_\lambda^* a t_\lambda P t_\lambda^*) \\
= \sum_{p \in \mathbb{N}} \sum_{\lambda \in \mathbb{A}^p} e^{-\beta r_p} \phi(P t_\lambda^* a t_\lambda P t_\lambda^*) \\
= \sum_{p \in \mathbb{N}} \sum_{\lambda \in \mathbb{A}^p} e^{-\beta r_p} \phi(P t_\lambda^* a t_\lambda^* t_\lambda P),
\]
and after rewriting each summand using (8.15), we get
\[
\phi(a) = \sum_{p \in \mathbb{N}} \sum_{\lambda \in \mathbb{A}^p} e^{-\beta r_p} \phi(P) \omega_{P, \phi}(t_\lambda^* a t_\lambda),
\]
giving the reconstruction formula (8.16). \( \square \)

**Proof of Theorem 8.1(2).** Since the set of tracial states on \( C^*(G) \) and the set of KMS\( \beta \)-states of \((T(G, \Lambda), \sigma)\) are compact in the weak* topology, it suffices to show that the map \( \tau \mapsto \phi_\tau \) is continuous and injective.

An argument using the monotone convergence theorem shows that \( \tau \mapsto \phi_\tau \) is affine and continuous. To see that it is injective, let \( P \) be as in (8.9). For each tracial state \( \tau \) of \( C^*(G) \), the formulas (8.3) and (8.4) for the family \((U, T)\) of part (1) together with the adjoint formula (8.5) show that \( \pi_{U, T}(P) \) vanishes on elements \( \delta_\lambda \otimes \xi_\tau \) with \( d(\lambda) \neq 0 \), and fixes elements \( \delta_v \otimes \xi_\tau \) for all \( v \in \Lambda^0 \). Therefore the formula (8.8) for \( \phi_\tau \) implies that
\[
\phi_\tau(P u_g P) = \frac{1}{Z(\beta, \tau)} \sum_{v \in \Lambda^0} (\pi_{U, T}(P u_g)(\delta_v \otimes \xi_\tau)|\delta_v \otimes \xi_\tau) \\
= \frac{1}{Z(\beta, \tau)} (\delta_{\text{dom}(g)} \otimes \pi_\tau(i_g) \xi_\tau)|\delta_{\text{dom}(g)} \otimes \xi_\tau) \\
= \frac{1}{Z(\beta, \tau)} \tau(i_g).
\]
Since \( \sum_{g \in G^0} u_g = 1 \), the linearity of \( \phi_\tau \) implies that \( \phi_\tau(P) = \phi_\tau(P \sum_{g \in G^0} u_g P) = \frac{1}{Z(\beta, \tau)} \tau(i_g) \). Since \( u_g = \psi_0(i_g) \), we have \( \tau = \omega_{P, \phi_\tau} \circ \psi_0 \), and hence the map \( \tau \mapsto \phi_\tau \) is injective.

For the surjectivity, let \( \phi \) be a KMS\( \beta \)-state for \((T(G, \Lambda), \sigma)\). By Lemma 8.4, \( \tau := \omega_{P, \phi} \circ \psi_0 \) is a tracial state on \( C^*(G) \). Applying part (1) to \( \tau \) gives a KMS\( \beta \)-state \( \phi_\tau \).

The argument of the previous paragraph shows that \( \omega_{P, \phi} \circ \psi_0 = \omega_{P, \phi_\tau} \circ \psi_0 \). Therefore \( \omega_{P, \phi}(u_g) = \omega_{P, \phi_\tau}(u_g) \) for all \( g \in G \). Lemma 8.4 now implies that \( \phi(u_g) = \phi_\tau(u_g) \) for all \( g \in G \), and hence by Proposition 7.1 we have \( \phi = \phi_\tau \). \( \square \)

9. THE \( G \)-PERIODICITY GROUP

In this section we define the \( G \)-periodicity group for a self-similar action of a groupoid \( G \) on a strongly connected \( k \)-graph \( \Lambda \). We associate two functions \( \theta, h \) to the \( G \)-periodicity group, which play an important role in the KMS structure of \( \mathcal{O}(G, \Lambda) \). Since our groupoid actions are local and faithful, our \( G \)-periodicity group generalises all three different notions of periodicity for group actions in [22]. When the groupoid acting is trivial, \( \theta \) is the bijection introduced in [11].
Let \((G, \Lambda)\) be a self-similar action, where \(\Lambda\) is a strongly connected finite \(k\)-graph. Let \(\Lambda^\infty\) be the infinite path space, and \(\sigma\) the shift map. We define the action of \(G\) on \(\Lambda^\infty\) by

\[
(g \cdot x)(p, q) := g|_{x(p, p)} \cdot x(p, q) \quad \text{for all } p \leq q \in \mathbb{N}^k.
\]

It is straightforward to see that for all composable elements \(g, h \in G\), we have

\[
(gh) \cdot x = g \cdot (h \cdot x) \quad \text{for } x \in \text{dom}(h)\Lambda^\infty,
\]

and each \(\lambda \in \text{dom}(g)\Lambda\) satisfies

\[
g \cdot (\lambda y) = (g \cdot \lambda)(g \cdot y) \quad \text{for } y \in \text{dom}(g|_\lambda)\Lambda^\infty.
\]

We define

\[
\text{Per}(G, \Lambda) := \left\{ p - q : p, q \in \mathbb{N}^k, \text{ and there exists } g \in G \text{ such that } \sigma^p(x) = \sigma^q(g \cdot x) \text{ for all } x \in \text{dom}(g)\Lambda^\infty \right\}.
\]

**Proposition 9.1.** Let \((G, \Lambda)\) be a strongly connected finite \(k\)-graph and let \((G, \Lambda)\) be a self-similar groupoid action. Suppose that \(g \in G\) and \(p, q \in \mathbb{N}^k\) satisfy \(\sigma^p(x) = \sigma^q(g \cdot x)\) for all \(x \in \text{dom}(g)\Lambda^\infty\).

1. For each \(v \in \Lambda^0\), there is \(g_v \in G\) such that \(\text{dom}(g_v) = v\), and \(\sigma^p(x) = \sigma^q(g_v \cdot x)\) for all \(x \in \text{dom}(g_v)\Lambda^\infty\).
2. If \(p - q = m - n\), then there exists \(h \in G\) such that \(\sigma^m(y) = \sigma^n(h \cdot y)\) for all \(y \in \text{dom}(h)\Lambda^\infty\).
3. The set \(\text{Per}(G, \Lambda)\) from (9.1) is a subgroup of \(\mathbb{Z}^k\), we call the \(G\)-periodicity group of \((G, \Lambda)\).

**Proof.** For (1), fix \(v \in \Lambda^0\). Since \(\Lambda\) is strongly connected, there is \(\lambda \in \text{dom}(g)\Lambda v\). Writing \(g_v := g|_\lambda\), we have \(\text{dom}(g_v) = v\). Fix \(x \in \text{dom}(g_v)\Lambda^\infty\). Since \(\lambda x \in \text{dom}(g)\Lambda^\infty\), we have

\[
\sigma^p(x) = \sigma^{p + d(\lambda)}(\lambda x) = \sigma^{d(\lambda)}(\sigma^q(g \cdot (\lambda x))) = \sigma^q(\sigma^{d(\lambda)}(g \cdot (\lambda x))) = \sigma^q(g_v \cdot x).
\]

For (2), note that since \(\Lambda\) is strongly connected, there is \(\eta \in \Lambda^0 \text{cod}(g)\). Let \(g_{r(\eta)} \in G\) be as in part (1), and let \(h := g_{r(\eta)}\eta\). By (S3) we have \(\text{dom}(h) = \text{dom}(g)\), and hence for each \(y \in \text{dom}(h)\Lambda^\infty\), the element \(\eta y\) belongs to \(\text{dom}(g_{r(\eta)})\Lambda^\infty\). Applying part (1) now gives

\[
\sigma^m(y) = \sigma^{m + p}(\eta y) = \sigma^m(\sigma^p(\eta y)) = \sigma^m(\sigma^p(g_{r(\eta)} \cdot (\eta y))) = \sigma^{n + p}(g_{r(\eta)} \cdot (\eta y)) = \sigma^{m + p}((g_{r(\eta)} \cdot \eta)(h \cdot y)) = \sigma^n(h \cdot y).
\]

For (3), take \(v \in \Lambda^0\). Since \(\sigma^0(x) = x = \text{id}_v \cdot x = \sigma^0(\text{id}_v \cdot x)\) for all \(x \in \text{dom}(\text{id}_v)\Lambda^\infty\), we have \(0 \in \text{Per}(G, \Lambda)\). To see that \(\text{Per}(G, \Lambda)\) is closed under inverses, fix \(p - q \in \text{Per}(G, \Lambda)\). Then there is \(g \in G\) such that \(\sigma^p(x) = \sigma^q(g \cdot x)\) for all \(x \in \text{dom}(g)\Lambda^\infty\). Now, for \(h := g^{-1}\), we have \(\sigma^n(h \cdot y) = \sigma^q(y)\) for all \(y \in \text{dom}(h)\Lambda^\infty\), and hence \(q - p \in \text{Per}(G, \Lambda)\). It remains to show that \(\text{Per}(G, \Lambda)\) is closed under addition. Fix \(p - q, m - n \in \text{Per}(G, \Lambda)\). Then there is \(g \in G\) such that \(\sigma^p(x) = \sigma^q(g \cdot x)\) for all \(x \in \text{dom}(g)\Lambda^\infty\). Applying part (2) with \(m - n\) and \(v = \text{cod}(g)\) gives \(g' \in G\) such that \(\text{dom}(g') = \text{cod}(g)\) and \(\sigma^m(y) = \sigma^n(g' \cdot y)\) for all \(y \in \text{dom}(g')\Lambda^\infty\). Let \(h := g'g\). Then for each \(x \in \text{dom}(h)\Lambda^\infty = \text{dom}(g')\Lambda^\infty\), we have

\[
\sigma^{p + m}(x) = \sigma^m(\sigma^p(x)) = \sigma^m(\sigma^q(g \cdot x)) = \sigma^q(\sigma^m(g \cdot x)).
\]

Since \(g \cdot x \in \text{cod}(g)\Lambda^\infty = \text{dom}(g')\Lambda^\infty\), we get

\[
\sigma^{p + m}(x) = \sigma^q(\sigma^n(g' \cdot (g \cdot x))) = \sigma^{q + n}(h \cdot x),
\]
and hence \((p - q) + (m - n) \in \text{Per}(G, \Lambda)\), as required.

**Lemma 9.2.** Let \(\Lambda\) be a strongly connected finite \(k\)-graph, and \((G, \Lambda)\) be a self-similar groupoid action. Suppose that \(p - q \in \text{Per}(G, \Lambda)\).

(1) For each \(\mu \in \Lambda^p\), there is a unique pair \((\theta_{p,q}(\mu), h_{p,q}(\mu))\) \(\in \Lambda^q \times G\) such that

\[
\mu(h_{p,q}(\mu) \cdot x) = \theta_{p,q}(\mu)x, \quad \text{for all } x \in \text{dom}(h_{p,q}(\mu))\Lambda^\infty.
\]

The function \(\theta_{p,q} : \Lambda^p \to \Lambda^q\) is range-preserving, and the function \(h_{p,q} : \Lambda^p \to G\) satisfies

\[
\text{cod}(h_{p,q}(\mu)) = s(\mu) \text{ and dom}(h_{p,q}(\mu)) = s(\theta_{p,q}(\mu)), \quad \text{for all } \mu \in \Lambda^p.
\]

(2) If in addition \(p - q \in \text{Per}(G, \Lambda)\), then \(p - n \in \text{Per}(G, \Lambda)\) and \(\theta_{q,n} \circ \theta_{p,q} = \theta_{p,n}\). The function \(h_{p,n} : \Lambda^p \to G\) satisfies

\[
h_{p,n}(\mu) = h_{q,n}(\mu)h_{p,q}(\mu), \quad \text{for all } \mu \in \Lambda^p.
\]

(3) For each \(p \in \mathbb{N}^k\), the function \(\theta_{p,p} : \Lambda^p \to \Lambda^p\) is the identity map, and \(h_{p,p} : \Lambda^p \to G\) is given by \(h_{p,p}(\mu) = \text{id}_{s(\mu)}\).

(4) Each \(\theta_{p,q} : \Lambda^p \to \Lambda^q\) is a bijection with \(\theta_{p,q} = \theta_{q,p}^{-1}\), and for each \(\mu \in \Lambda^p\), the groupoid element \(h_{p,q}(\mu)\) satisfies

\[
h_{p,q}(\mu)^{-1} = h_{q,p}(\theta_{p,q}(\mu)).
\]

**Proof.** For (1), we first check the uniqueness. Suppose that there are pairs \((\nu_1, g_1), (\nu_2, g_2)\) \(\in \Lambda^q \times G\) that satisfy (9.2). Since \(\text{cod}(g_1) = s(\mu) = \text{cod}(g_2)\), \(\text{dom}(g_2^{-1}) = \text{cod}(g_1)\). Therefore \(g_2^{-1}g_1\) is an element of \(G\) and for all \(x \in \text{dom}(g_1)\Lambda^\infty\), we have

\[
\nu_1x = \mu(g_1 \cdot x) = \mu((g_2g_2^{-1}g_1) \cdot x) = \nu_2(g_2^{-1}g_1) \cdot x.
\]

Since \(d(\nu_1) = d(\nu_2)\), we must have \(\nu_1 = \nu_2\). This then implies that \(x = (g_2^{-1}g_1) \cdot x\), and hence \(\text{dom}(g_1) = \text{dom}(g_2)\) and \(g_2 \cdot \lambda = g_1 \cdot \lambda\) for all \(\lambda \in \text{dom}(g_1)\Lambda\). Since the action is faithful, we have \(g_1 = g_2\).

For the existence, fix \(\mu \in \Lambda^p\). Since \(\Lambda\) is strongly connected, there is \(\eta \in \Lambda^q\) \(r(\mu)\). Let \(g\) be the element of \(G\) obtained by applying Proposition 9.1(1) with the vertex \(r(\eta)\). Let \(\zeta := (\eta\mu)(0,p)\) and \(\nu := (\eta\mu)(p,p + q)\). Then for \(x \in \text{dom}(\mu)\Lambda^\infty\), we have

\[
\nu x = \sigma^q(\zeta x) = \sigma^q(g \cdot (\zeta x)) = \sigma^q(g \cdot (\eta mx)) = g|_\eta \cdot (\mu x).
\]

This means \(g|_\eta^{-1} \cdot (\mu x) = \mu x\). We define

\[
\theta_{p,q}(\mu) := g|_\eta^{-1} \cdot \nu \quad \text{and} \quad h_{p,q}(\mu) := ((g|_\eta^{-1})|_\nu)^{-1}.
\]

For all \(y \in \text{dom}(h_{p,q}(\mu))\Lambda^\infty\), we have \(r(h_{p,q}(\mu) \cdot y) = \text{cod}(h_{p,q}(\mu)) = s(\nu) = s(\mu)\). Then applying (9.5) with \(x = h_{p,q}(\mu) \cdot y\) gives

\[
\mu(h_{p,q}(\mu) \cdot y) = (g|_\eta^{-1} \cdot (\nu(h_{p,q}(\mu) \cdot y)) = \theta_{p,q}(\mu)((g|_\eta^{-1})|_\nu(h_{p,q}(\mu) \cdot y)) = \theta_{p,q}(\mu)y,
\]

and so (1) holds.

For (2), first note that since \(\text{Per}(G, \Lambda)\) is a group, we have \(p - n \in \text{Per}(G, \Lambda)\). Two applications of (9.2) gives

\[
\theta_{q,n}(\theta_{p,q}(\mu)) x = \theta_{p,q}(\mu)(h_{q,n}(\theta_{p,q}(\mu)) \cdot x) = \mu\left((h_{p,q}(\mu) h_{q,n}(\theta_{p,q}(\mu))) \cdot x\right).
\]

Now, the uniqueness in part (1) gives \(\theta_{q,n} \circ \theta_{p,q} = \theta_{p,n}\) and (9.3) simultaneously.
For (3), since $\mu (id_{s(\mu)} \cdot x) = \mu x$ for all $x \in s(\mu)\Lambda^\infty$, the uniqueness in part (1) implies that $\theta_{p,q}^p(\mu) = \mu$ and $h_{p,q}(\mu) = id_{s(\mu)}$ for all $\mu \in \Lambda^p$. Finally, part (2) implies that $\theta_{q,p} \circ \theta_{p,q} = \theta_{p,p}$ and $\theta_{p,q} \circ \theta_{q,p} = \theta_{q,q}$ and therefore each $\theta_{p,q}$ is a bijection. The formula (9.4) follows from (9.3) by letting $n = p$. \qed

The following technical lemma describes the interaction between the functions $\theta_{p,q}$ and $h_{p,q}$.

**Lemma 9.3.** Let $p - q \in \text{Per}(G, \Lambda)$, $\theta_{p,q}, h_{p,q}$ be the functions of Lemma 9.2, and $\mu \in \Lambda^p$.

1. For each $\eta \in s(\mu)\Lambda$, we have
   
   $\theta_{p+d(\eta),q+d(\eta)}(\mu \eta) = \theta_{p,q}(\mu)(h_{p,q}(\mu)^{-1} \cdot \eta)$ and $h_{p+d(\eta),q+d(\eta)}(\mu \eta) = h_{p,q}(\mu)(h_{p,q}(\mu)^{-1} \cdot \eta)$.

2. For each $\beta \in \text{Ar}(\mu)$, we have
   
   $\theta_{d(\beta)+p,d(\beta)+q}(\beta \mu) = \beta \theta_{p,q}(\mu)$ and $h_{d(\beta)+p,d(\beta)+q}(\beta \mu) = h_{p,q}(\mu)$.

3. For each $g \in G$ with $\text{dom}(g) = r(\mu)$, we have
   
   $\theta_{p,q}(g \cdot \mu) = g \cdot \theta_{p,q}(\mu)$ and $h_{p,q}(g \cdot \mu) = g|_\mu h_{p,q}(\mu)g|_{\theta_{p,q}(\mu)}^{-1}$.

**Proof.** For convenience we write $g := h_{p,q}(\mu)$. Since $\text{dom}(g^{-1}) = \text{cod}(g) = s(\mu) = r(\eta)$, the right-hand sides of the equations in part (1) make sense. Now, (S3) implies that $\text{cod}(g|_{g^{-1} \cdot \eta}) = s(\eta)$, and for all $x \in s(g^{-1} \cdot \eta)\Lambda^\infty$ we have

$$\mu \eta (g|_{g^{-1} \cdot \eta} \cdot x) = \mu ((gg^{-1} \cdot \eta)(g|_{g^{-1} \cdot \eta} \cdot x) = \mu (g (g^{-1} \cdot \eta)(g|_{g^{-1} \cdot \eta} \cdot x) = \mu (g \cdot ((g^{-1} \cdot \eta) x)) \text{.}$$

The right-hand expression is equal to $\theta_{p,q}(\mu)(g^{-1} \cdot \eta) x$ by (9.2). The uniqueness in Lemma 9.2(1) now gives part (1).

Similarly, for each $x \in \text{dom}(h_{p,q}(\mu))$, equation (9.2) implies that $\beta \mu (h_{p,q}(\mu) \cdot x) = \beta \theta_{p,q}(\mu)x$, and another application of uniqueness in Lemma 9.2(1) gives part (2).

To see that (3) holds, first note that Lemma 9.2(1) says that the function $\theta_{p,q}$ is range-preserving, and therefore $g \cdot \theta_{p,q}(\mu)$ make sense. This also means we can compose the groupoid elements $g|_\mu h_{p,q}(\mu)$, and $g|_{\theta_{p,q}(\mu)}^{-1}$ to form $g|_\mu h_{p,q}(\mu) g|_{\theta_{p,q}(\mu)}^{-1}$. Now, for each $x \in \text{dom}(g|_{\theta_{p,q}(\mu)}^{-1})\Lambda^\infty$ we can apply equation (9.2) to get

$$\mu (h_{p,q}(\mu) \cdot (g|_{\theta_{p,q}(\mu)}^{-1} \cdot x) = \theta_{p,q}(\mu) (g|_{\theta_{p,q}(\mu)}^{-1} \cdot x) \text{.}$$

Hence we have

$$(g \cdot \mu)((g|_\mu h_{p,q}(\mu) g|_{\theta_{p,q}(\mu)}^{-1}) \cdot x) = g \cdot \mu (h_{p,q}(\mu) (g|_{\theta_{p,q}(\mu)}^{-1} \cdot x)$$

$$= g \cdot \mu (h_{p,q}(\mu) (\theta_{p,q}(\mu) \cdot x))$$

$$= (g \cdot \theta_{p,q}(\mu)) x.$$ Again, the uniqueness in Lemma 9.2(1) now gives part (3). \qed

**Remark 9.4.** If $\Lambda$ has a single vertex, and hence $G$ is a group acting self-similarly on $\Lambda$, then for each $p - q \in \text{Per}(G, \Lambda)$ and $\lambda \in \Lambda^p$, the triple $(\lambda, h_{p,q}(\lambda), \theta_{p,q}(\lambda))$ is a cycline triple in the sense of [22]. The group $\text{Per}(G, \Lambda)$ also coincides with the $G$-periodicity group from [22]. While our approach to defining the $G$-periodicity group is different to that in [22], some of our results follow from their results in the single-vertex setting, when the action is pseudo free and source invariant. In particular, Lemmas 11.8 and 11.9 follow from
[22, Lemma 6.5 and Lemma 6.6]; and Proposition 10.1 and Lemma 10.3 follow from [22, Theorem 4.9 and Lemma 6.9].

We finish this section, by defining the notion of $G$-aperiodicity for a self-similar action $(G, \Lambda)$. We will see in Section 14 that this condition reduces the number KMS states of $\mathcal{O}(G, \Lambda)$.

**Definition 9.5.** Let $\Lambda$ be a strongly connected finite $k$-graph, and $(G, \Lambda)$ be a self-similar groupoid action. We say $\Lambda$ is $G$-aperiodic if for every $g \in G$, and $p \neq q \in \mathbb{N}^k$, there exists a $x \in \text{cod}(g)\Lambda^\infty$ such that

$$\sigma^p(x) \neq \sigma^q(g \cdot x).$$

**Remark 9.6.** Observe that $\Lambda$ is $G$-aperiodic if and only if $\text{Per}(G, \Lambda) = \{0\}$.

## 10. A Central Representation of $C^*(\text{Per}(G, \Lambda))$ on $\mathcal{O}(G, \Lambda)$

In our main result on the KMS structure of $\mathcal{O}(G, \Lambda)$, we will prove that KMS states are determined by states of $C^*(\text{Per}(G, \Lambda))$. For this we first need to represent $C^*(\text{Per}(G, \Lambda))$ in $\mathcal{O}(G, \Lambda)$.

**Proposition 10.1.** Let $\Lambda$ be a strongly connected finite $k$-graph, and $(G, \Lambda)$ be a self-similar groupoid action. For $p - q \in \text{Per}(G, \Lambda)$, let $\theta_{p,q}$ and $h_{p,q}$ be the functions from Lemma 9.2. Then there is a central unitary representation $V$ of $\text{Per}(G, \Lambda)$ in $\mathcal{O}(G, \Lambda)$ given by

$$V_{p-q} = \sum_{\lambda \in \Lambda^p} t_{\lambda} u_{h_{p,q}(\lambda)} t_{\theta_{p,q}(\lambda)}^*.$$

To prove Proposition 10.1 we need the following two lemmas.

**Lemma 10.2.** Let $\Lambda$ be a strongly connected finite $k$-graph, and $(G, \Lambda)$ be a self-similar groupoid action. Suppose that $p - q \in \text{Per}(G, \Lambda)$ and $\lambda \in \Lambda^p$. Let $m := (p \lor q) - p$ and $n := (p \lor q) - q$. Then

$$\Lambda^{\min} \left( \theta_{p,q}(\lambda), \lambda \right) = \left\{ (\eta, h_{p,q}(\lambda) \cdot \theta_{n,m}(\eta)) : \eta \in s(\theta_{p,q}(\lambda))\Lambda^n \right\}.$$

**Proof.** Suppose that $(\eta, \zeta) \in \Lambda^{\min}(\theta_{p,q}(\lambda), \lambda)$. Then $\theta_{p,q}(\lambda)\eta = \lambda\zeta$, $d(\eta) = n$ and $d(\zeta) = m$. Now let $y \in \text{dom}(h_{n,m}(\eta))\Lambda^\infty$, and $x = h_{n,m}(\eta) \cdot y$. Then $x \in s(\eta)\Lambda^\infty = s(\zeta)\Lambda^\infty$ by Lemma 9.2(1), and we have

$$\zeta x = \sigma^p(\lambda \zeta x) = \sigma^p(\theta_{p,q}(\lambda)\eta x) = \sigma^p(\lambda(h_{p,q}(\lambda) \cdot (\eta x))) = h_{p,q}(\lambda) \cdot (\eta x).$$

An application of (9.2) implies that

$$\zeta x = h_{p,q}(\lambda) \cdot (\theta_{n,m}(\eta) y) = (h_{p,q}(\lambda) \cdot \theta_{n,m}(\eta)) (h_{p,q}(\lambda) |_{s_{n,m}(\eta)} \cdot y).$$

Since the action is degree preserving, by the factorisation property of $\Lambda$ we have $\zeta = h_{p,q}(\lambda) \cdot \theta_{n,m}(\eta)$. This gives the $\subseteq$ containment.

For the reverse containment, let $\eta \in s(\theta_{p,q}(\lambda))\Lambda^n$, and $x = h_{n,m}(\eta) \cdot y$ for some $y \in \text{dom}(h_{n,m}(\eta))\Lambda^\infty$. Then

$$\theta_{p,q}(\lambda)\eta x = \lambda(h_{p,q}(\lambda) \cdot (\eta x)) = \lambda(h_{p,q}(\lambda) \cdot (\theta_{n,m}(\eta) y)) = \lambda(h_{p,q}(\lambda) \cdot \theta_{n,m}(\eta)) (h_{p,q}(\lambda) |_{s_{n,m}(\eta)} \cdot y).$$

Since $q + n = p + m = p \lor q$, we have $\theta_{p,q}(\lambda)\eta = \lambda(h_{p,q}(\lambda) \cdot \theta_{n,m}(\eta))$, as required. \(\Box\)
Lemma 10.3. Let $\Lambda$ be a strongly connected finite $k$-graph, and $(G, \Lambda)$ be a self-similar groupoid action. Let $p - q \in \text{Per}(G, \Lambda)$. Then $t_\lambda t^*_\lambda = t_{\theta_{p,q}(\lambda)} t^*_{\theta_{p,q}(\lambda)}$ for all $\lambda \in \Lambda^p$, and $V_{p-q} = \sum_{\lambda \in \Lambda^p} t_\lambda h_{p,q}(\lambda) t^*_{\theta_{p,q}(\lambda)}$ is a unitary in $\mathcal{O}(G, \Lambda)$.

Proof. Let $m := (p \vee q) - p$ and $n := (p \vee q) - q$. Using relation (CK) gives

$$t_{\theta_{p,q}(\lambda)} t^*_{\theta_{p,q}(\lambda)} = \sum_{\eta \in s(\theta_{p,q}(\lambda)) \Lambda^n} t_\eta t^*_\eta t_{\theta_{p,q}(\lambda)} = \sum_{\eta \in s(\theta_{p,q}(\lambda)) \Lambda^n} t_{\theta_{p,q}(\lambda)} t^*_\eta t_{\theta_{p,q}(\lambda)} \eta.$$  

Applying (9.2) to each summand now gives

$$t_{\theta_{p,q}(\lambda)} t^*_{\theta_{p,q}(\lambda)} = \sum_{\eta \in s(\theta_{p,q}(\lambda)) \Lambda^n} t_\lambda h_{p,q}(\lambda) t_{\theta_{n,m}(\eta)} t^*_\lambda h_{p,q}(\lambda) t_{\theta_{n,m}(\eta)} t^*_{\theta_{p,q}(\lambda)} \eta.$$  

Since $t_{g \nu} t^*_{g \nu} = t_{g \nu} u_{g \nu} t^*_{g \nu} = g \nu t^*_{g \nu}$ for all $\nu \in \text{dom}(g) \Lambda$, we have

$$t_{\theta_{p,q}(\lambda)} t^*_{\theta_{p,q}(\lambda)} = \sum_{\eta \in s(\theta_{p,q}(\lambda)) \Lambda^n} t_\lambda u_{h_{p,q}(\lambda)} t_{\theta_{n,m}(\eta)} t^*_\lambda u_{h_{p,q}(\lambda)} t_{\theta_{n,m}(\eta)} t^*_{\theta_{p,q}(\lambda)} \eta.$$  

(10.1)

Since $\theta_{p,q}$ is a range-preserving bijection, we can use (CK) to get

$$\sum_{\eta \in s(\theta_{p,q}(\lambda)) \Lambda^n} t_{\theta_{n,m}(\eta)} t^*_{\theta_{n,m}(\eta)} = \sum_{\alpha \in s(\theta_{p,q}(\lambda)) \Lambda^n} t_{\alpha} t^*_{\alpha} = u_{\text{dom}(h_{n,m}(\lambda))}.$$  

Substituting this into (10.1) then gives

$$t_{\theta_{p,q}(\lambda)} t^*_{\theta_{p,q}(\lambda)} = t_\lambda u_{h_{p,q}(\lambda)} u_{\text{dom}(h_{n,m}(\lambda))} t_{\theta_{n,m}(\eta)} t^*_{\lambda} = t_\lambda u_{\text{cod}(h_{n,m}(\lambda))} t^*_{\lambda} = t_\lambda t^*_{\lambda}.$$  

For the second statement, we compute

$$V_{p-q}^* V_{p-q} = \sum_{\lambda, \mu \in \Lambda^p} t_{\theta_{p,q}(\lambda)} u_{h_{p,q}(\lambda)} t^*_{\theta_{p,q}(\lambda)} t_{\theta_{p,q}(\mu)} u_{h_{p,q}(\mu)} t^*_{\theta_{p,q}(\mu)} = \sum_{\lambda \in \Lambda^p} t_{\theta_{p,q}(\lambda)} u_{h_{p,q}(\lambda)} u_{s(\lambda)} u_{h_{p,q}(\lambda)} t^*_{\theta_{p,q}(\lambda)}.$$  

Since $s(\lambda) = \text{cod} (h_{p,q}(\lambda))$ and $\text{dom} (h_{p,q}(\lambda)) = s (\theta_{p,q}(\lambda))$, we have

$$V_{p-q}^* V_{p-q} = \sum_{\lambda \in \Lambda^p} t_{\theta_{p,q}(\lambda)} t^*_{\theta_{p,q}(\lambda)} = \sum_{v \in \Lambda^0} \sum_{\mu \in \Lambda^p} t_{\lambda} t^*_{\mu} = \sum_{v \in \Lambda^0} t_v = 1.$$  

Similarly, we can show that $V_{p-q} V_{p-q}^* = 1$. \hfill \Box

Proof of Proposition 10.1. We first show that $V$ is well defined. Fix $p - q \in \text{Per}(G, \Lambda)$ and $n \in \mathbb{N}^k$. We claim that $V_{p+n,q+n} = V_{p,q}$. Using Proposition 9.1(3) we get

$$V_{p+n,q+n} = \sum_{\lambda \in \Lambda^p+n} t_\lambda u_{h_{p+n,q+n}(\lambda)} t^*_{\theta_{p+n,q+n}(\lambda)}$$

$$= \sum_{\mu \in \Lambda^p} \sum_{v \in s(\mu) \Lambda^n} t_{\mu} t_v u_{h_{p+n,q+n}(\mu v)} t^*_{\theta_{p+n,q+n}(\mu v)}$$

(10.2)

$$= \sum_{\mu \in \Lambda^p} \sum_{v \in s(\mu) \Lambda^n} t_{\mu} t_v u_{h_{p,q}(\mu v)}^{-1} t^*_{h_{p,q}(\mu v)}^{-1} u_{h_{p,q}(\mu v)}^{-1} t^*_{\theta_{p,q}(\mu v)}.$$
Now, for each $\mu \in \Lambda^p$ and $\nu \in s(\mu)\Lambda^n$, we have $r(h_{p,q}(\mu)^{-1} \cdot \nu) = \text{dom}(h_{p,q}(\mu))$. So the action of $h_{p,q}(\mu)^{-1}$ is a bijection of $s(\mu)\Lambda^n$ onto $\text{dom}(h_{p,q}(\mu))\Lambda^n$. We now rewrite (10.2) as

$$V_{p+n,q+n} = \sum_{\mu \in \Lambda^p} \sum_{\eta \in \text{dom}(h_{p,q}(\mu))\Lambda^n} t_\mu t_{h_{p,q}(\mu)} \cdot u_{h_{p,q}(\mu)}|_{\eta} t^*_\eta t^*_{h_{p,q}(\mu)}.$$

We now use (6.1) on the right-hand side of this expression to get

$$V_{p+n,q+n} = \sum_{\mu \in \Lambda^p} t_\mu u_{h_{p,q}(\mu)} u_{\text{dom}(h_{p,q}(\mu))} t^*_\mu t^*_{h_{p,q}(\mu)} = \sum_{\mu \in \Lambda^p} t_\mu u_{h_{p,q}(\mu)} t^*_{h_{p,q}(\mu)} = V_{p,q},$$

and hence $V$ is well defined.

We next we show that $a \mapsto V_a$ is a homomorphism. Let $a, b \in \text{Per}(G, \Lambda)$. As in [11, Proposition 6.1], we can find $n, p, q \in \mathbb{N}^k$ such that $a = p - q$ and $b = q - n$. Since $t^*_{\theta_{p,q}(\lambda)} t_\mu = \delta_{\theta_{p,q}(\lambda), \mu} u_s(\theta_{p,q}(\lambda))$ and $s(\theta_{p,q}(\lambda)) = \text{dom}(h_{p,q}(\lambda))$, we have

$$V_a V_b = V_{p-q} V_{q-n} = \sum_{\lambda \in \Lambda^p} \sum_{\mu \in \Lambda^q} t_\lambda u_{h_{p,q}(\lambda)} t^*_\mu u_{h_{q,n}(\mu)} t^*_\mu = \sum_{\lambda \in \Lambda^p} t_\lambda u_{h_{p,q}(\lambda)} t^*_\mu u_{h_{q,n}(\mu)} t^*_\mu,$$

We can now apply Lemma 9.2(2) on this sum to get

$$V_a V_b = \sum_{\lambda \in \Lambda^p} t_\lambda u_{h_{p,q}(\lambda)} t^*_\mu = V_{p,n} = V_{a+b}.$$

It remains to see that $V$ is central. We claim that $t_\mu V_a = V_a t_\mu$ and $u_g V_a = V_a u_g$ for all $a \in \text{Per}(G, \Lambda)$, $\mu \in \Lambda$ and $g \in G$. To see this, fix $a \in \text{Per}(G, \Lambda)$, $\mu \in \Lambda$. Choose $p, q \in \mathbb{N}^k$ such that $a = p - q$ and let $m := p + d(\mu)$ and $n := q + d(\mu)$. By factoring $\nu \in \Lambda^p$, we can rewrite the sum

$$V_a = V_{m,n} = \sum_{\nu \in \Lambda^m} t_\nu u_{h_{m,n}(\nu)} t^*_\nu u_{h_{m,n}(\nu)} = \sum_{\eta \in \Lambda^n} \sum_{\lambda \in s(\eta) \Lambda^p} t_\eta u_{h_{d(\mu)+p,d(\mu)+q}(\eta)} t^*_\lambda u_{h_{d(\mu)+p,d(\mu)+q}(\eta)} = \sum_{\eta \in \Lambda^n} \sum_{\lambda \in \Lambda^p} t_\eta u_{h_{p,q}(\lambda)} t^*_\lambda u_{h_{p,q}(\lambda)} t^*_\nu$$

by Lemma 9.3(2).

Since $t^*_\eta t^*_\nu = \delta_{\eta, \mu} u_s(\eta)$ and $s(\eta) = r(\lambda) = r(\theta_{p,q}(\lambda))$, we have

$$V_a t_\mu = \sum_{\lambda \in s(\mu) \Lambda^p} t_\mu u_{h_{p,q}(\lambda)} t^*_\nu u_{h_{p,q}(\lambda)} t^*_\nu = \sum_{\lambda \in \Lambda^p} t_\lambda u_{h_{p,q}(\lambda)} t^*_\theta_{p,q}(\lambda) = t_\mu V_a.$$

To see $u_g V_a = V_a u_g$, note that $g|_{h_{p,q}(\lambda)} = h_{p,q}(g \cdot \lambda) g|_{\theta_{p,q}(\lambda)}$. Then the equation (6.1) implies that

$$u_g V_a = \sum_{\lambda \in \text{dom}(g) \Lambda^p} t_{g \cdot \lambda} u_{g|_{\lambda}} u_{h_{p,q}(\lambda)} t^*_\theta_{p,q}(\lambda) = \sum_{\lambda \in \text{dom}(g) \Lambda^p} t_{g \cdot \lambda} u_{h_{p,q}(g \cdot \lambda)} u_{g|_{\theta_{p,q}(\lambda)}} t^*_\theta_{p,q}(\lambda).$$

Since $\theta_{p,q}(g \cdot \lambda) = g \cdot \theta_{p,q}(\lambda)$, we get

$$u_g V_a = \sum_{\lambda \in \text{dom}(g) \Lambda^p} t_{g \cdot \lambda} u_{h_{p,q}(g \cdot \lambda)} u_{g|_{\theta_{p,q}(\lambda)}} t^*_\theta_{p,q}(\lambda).$$
For all $\zeta \in \Lambda$, $g \in G$ with $r(\zeta) = \text{cod}(g)$, (S7) and the formula (6.1) imply that
\[ u_g|_{\Lambda^r_{g-1, \zeta}} t_{g-1, \zeta}^* = u_{g-1, \zeta}^* t_{g-1, \zeta}^* = (t_{g-1, \zeta} u_{g-1, \zeta})^* = (u_{g-1, \zeta})^* = t_{\zeta}^* u_{g-1}. \]
Therefore
\[ u_g V_a = \sum_{\lambda \in \text{dom}(g) \Lambda^p} t_{g, \lambda} u_{h_{\theta_{p, q}}(g, \lambda)} t_{\theta_{p, q}}(g, \lambda) u_g \]
\[ = \sum_{\eta \in \text{cod}(g) \Lambda^p} t_{\eta} u_{h_{\theta_{p, q}}(\eta)} t_{\theta_{p, q}}(\eta) u_g \]
\[ = \sum_{\eta \in \Lambda^p} t_{\eta} u_{h_{\theta_{p, q}}(\eta)} t_{\theta_{p, q}}(\eta) u_g \]
\[ = V_a u_g. \]

Now, Lemma 9.2(4) allows us to write
\[ V_{p q}^* = \sum_{\lambda \in \Lambda^p} t_{\theta_{p, q}}(\lambda) u_{h_{\theta_{p, q}}(\lambda)} t_{\theta_{p, q}}(\lambda)^{-1} t_{\lambda}^* = \sum_{\mu \in \Lambda^q} t_{\mu} u_{h_{\theta_{p, q}}(\mu)} t_{\theta_{p, q}}(\mu) = V_{q p}. \]
This means, for instance, that $V_a t_{\eta}^* = (t_p V_a) (t_{\eta} u_{\theta_{p, q}}(\mu)) = V_{q p} V_a$. Similarly, we know that $V_a$ commutes with each $u_g$. It follows that $V$ is central.

11. Perron–Frobenius measure on the infinite-path space

Suppose that $\Lambda$ is a strongly connected finite $k$-graph and let $B_1, \ldots, B_k \in M_{\nu, \nu}[0, \infty)$ be the adjacency matrices of $\Lambda$. Then [12, Corollary 4.2] shows that each $\rho(B_i) > 0$, and there is a unique vector $x_\Lambda \in (0, \infty)^{\Lambda^0}$ with unit 1-norm such that $B_i x_\Lambda = \rho(B_i) x_\Lambda$ for all $1 \leq i \leq k$. The vector $x_\Lambda$ is called the unimodular Perron–Frobenius eigenvector of $\Lambda$.

For each $\lambda \in \Lambda$, let
\[ Z(\lambda) := \{ x \in \Lambda^\infty : x = \lambda y \text{ for some } y \in \Lambda^\infty \}. \]
The collection $\{ Z(\lambda) : \lambda \in \Lambda \}$ forms a basis of clopen sets for a Hausdorff topology on $\Lambda^\infty$. By [12, Proposition 8.2], there is a unique Borel probability measure $M$ on $\Lambda^\infty$ such that
\[ M(Z(\lambda)) = \rho(\Lambda)^{d(\lambda)} M(Z(s(\lambda))) = \rho(\Lambda)^{d(\lambda)} x_\Lambda(s(\lambda)) \quad \text{for all } \lambda \in \Lambda, \]
where $\rho(\Lambda)^p := \prod_{i=1}^k \rho(B_i)^{p_i}$ for all $p = (p_1, \ldots, p_k) \in \mathbb{N}^k$. Following [16, Proposition 4.2], we call $M$ the Parry measure, and reserve the letter $M$ for this measure. The $C^*$-algebra $C(\Lambda^\infty)$ is isomorphic to the commutative subalgebra $\overline{\text{span}}\{ t_{\lambda} t_{\lambda}^* : \lambda \in \Lambda \}$ of $\mathcal{O}(G, \Lambda)$, where the characteristic function $1_{Z(\lambda)}$ is mapped to $t_{\lambda} t_{\lambda}^*$. Therefore each KMS$_1$-state $\phi$ of $\mathcal{O}(G, \Lambda)$ gives rise to a measure $M_\phi$ on $\Lambda^\infty$ satisfying (11.1) and $M_\phi(Z(\lambda)) = \phi(t_{\lambda} t_{\lambda}^*)$.
This means if $\phi$ is a KMS$_1$-state of $\mathcal{O}(G, \Lambda)$, then we have
\[ \phi(t_{\lambda} t_{\lambda}^*) = M(Z(\lambda)) \quad \text{and} \quad \phi(t_v) = M(Z(v)) = x_\Lambda(v) \]
for all $\lambda \in \Lambda$ and $v \in \Lambda^0$.

The measure $M$ plays a crucial role in building the unique KMS$_1$-state in [12, 22]. We will also need $M$ to construct KMS$_1$-states for our preferred dynamics on $\mathcal{O}(G, \Lambda)$, but we first need to study $M$ in the presence of a self-similar groupoid action.
Lemma 11.1. Let $\Lambda$ be a strongly connected finite $k$-graph, $(G, \Lambda)$ be a self-similar groupoid action, and $x_\Lambda$ be the unimodular Perron-Frobenius eigenvector of $\Lambda$. Let $p - q \in \text{Per}(G, \Lambda)$, $\lambda \in \Lambda^0$, and $h_{p,q}(\lambda)$ be as in Lemma 9.2. Write $N := (1, \ldots, 1) \in \mathbb{N}^k$ and suppose that $g \in G$ satisfies $\text{cod}(g) = \text{cod}(h_{p,q}(\lambda))$, $\text{dom}(g) = \text{dom}(h_{p,q}(\lambda))$ and $g \neq h_{p,q}(\lambda)$. For $v \in \Lambda^0$, $l \in \mathbb{N}$ define

$$F_{p,q,\lambda}^l(g, v) := \{ \mu \in \text{dom}(g)\Lambda^N v : g \cdot \mu = h_{p,q}(\lambda) \cdot \mu, |g|\mu = h_{p,q}(\lambda)|\mu \}$$

and

$$c_{p,q,\lambda}^l(g) := \rho(\Lambda)^{-lN} \sum_{v \in \Lambda^0} |F_{p,q,\lambda}^l(g, v)| x_\Lambda(v).$$

Then $\{c_{p,q,\lambda}^l(g)\}$ converges to a limit $c_{p,q,\lambda}(g) \in [0, x_\Lambda(\text{dom}(g))]$ as $l \rightarrow \infty$.

Remark 11.2. When $\Lambda$ has a single vertex, and so $G$ is a group, if $(G, \Lambda)$ is pseudo free in the sense of [22], we claim that the set $F_{p,q,\lambda}^l(g, v)$ is empty, and hence $c_{p,q,\lambda}(g) = 0$. This holds because if $\mu \in F_{p,q,\lambda}^l(g, v)$, then by (S6) and (S7) we have $(h_{p,q}(\lambda)^{-1}g)|\mu = s(\mu) = v$ and $(h_{p,q}(\lambda)^{-1}g) \cdot \mu = \mu$. Now the pseudo freeness implies $g = h_{p,q}(\lambda)$, which is a contradiction.

Proof of Lemma 11.1. We adjust the arguments in the proof of [20, Proposition 8.2] to fit our setting. We claim that the sequence $\{c_{p,q,\lambda}^l(g)\}$ is increasing and bounded. For boundedness, first note that since $g \neq h_{p,q}(\lambda)$, there is $\eta \in \Lambda$ such that $g \cdot \eta = h_{p,q}(\lambda) \cdot \eta$. We can assume that $d(\eta) = jN$ for some $j \in \mathbb{N}$. Hence $\eta \notin F_{p,q,\lambda}^l(g, \text{dom}(\eta))$. An application of (S3) implies that for every $\zeta \in s(\eta)\Lambda^{N-jN}$ with $l > j$, the element $\eta \zeta$ does not belong to $F_{p,q,\lambda}^l(g, s(\zeta))$. Therefore for $l > j$ and $v \in \Lambda^0$, we have

$$|F_{p,q,\lambda}^l(g, v)| \leq |(\text{dom}(g)\Lambda^N v) - |s(\eta)\Lambda^{N-jN} v| = B^{IN}(\text{dom}(g), v) - B^{IN-jN}(s(\eta), v).$$

Now we have

$$c_{p,q,\lambda}^l(g) \leq \rho(\Lambda)^{-IN} \left( \sum_{v \in \Lambda^0} B^{IN}(\text{dom}(g), v) x_\Lambda(v) - \sum_{v \in \Lambda^0} B^{IN-jN}(s(\eta), v) x_\Lambda(v) \right)$$

$$= \rho(\Lambda)^{-IN} \left( \rho(\Lambda)^{IN} x_\Lambda(\text{dom}(g)) - \rho(\Lambda)^{IN-jN} x_\Lambda(s(\eta)) \right)$$

$$= x_\Lambda(\text{dom}(g)) - \rho(\lambda)^{-jN} x_\Lambda(s(\eta)),$$

and hence $0 \leq c_{p,q,\lambda}^l(g) < x_\Lambda(\text{dom}(g))$.

It remains to show that $\{c_{p,q,\lambda}^l(g)\}$ is an increasing sequence. Let $\mu \in F_{p,q,\lambda}^l(g, v)$ and $\nu \in v\Lambda^N$. Then (S1) implies that

$$g \cdot (\mu \nu) = h_{p,q}(\lambda) \cdot (\mu \nu) \quad \text{and} \quad g|\mu \nu = h_{p,q}(\lambda)|\mu \nu.$$

Therefore $\mu \nu \in F_{p,q,\lambda}^{l+1}(g, s(\nu))$ and hence $|F_{p,q,\lambda}^{l+1}(g, v)| \geq \sum_{w \in \Lambda^0} |F_{p,q,\lambda}^l(g, w)| B^N(w, v)$. Now we have

$$c_{p,q,\lambda}^{l+1}(g) = \rho(\Lambda)^{-IN-N} \sum_{v \in \Lambda^0} |F_{p,q,\lambda}^{l+1}(g, v)| x_\Lambda(v)$$

$$\geq \rho(\Lambda)^{-IN-N} \sum_{v \in \Lambda^0} \sum_{w \in \Lambda^0} |F_{p,q,\lambda}^l(g, w)| B^N(w, v) x_\Lambda(v).$$
Recalling that $x_\Lambda$ is the Perron–Frobenius eigenvector of $\Lambda$, we get

$$c_{p,q,\lambda}(g) \geq \rho(\Lambda)^{-1N-N} \sum_{w \in \Lambda^0} |F_{p,q,\lambda}(g,w)| \rho(\Lambda)^N x_\Lambda(w) = c_{p,q,\lambda}(g),$$

as required.

**Corollary 11.3.** Let $\Lambda$ be a strongly connected finite $k$-graph, $(G,\Lambda)$ a self-similar groupoid action, and $x_\Lambda$ be the unimodular Perron–Frobenius eigenvector of $\Lambda$. Let $N := (1, \ldots, 1) \in \mathbb{N}^k$, and $g \in G \setminus \Lambda^0$. For $v \in \Lambda^0$, $l \in \mathbb{N}$ define

$$F_g^l(v) := \{ \mu \in \text{dom}(g)\Lambda^{\infty} \lambda : g \cdot \mu = \mu, g|_\mu = v \} \quad \text{and} \quad c_g^l := \rho(\Lambda)^{-1N} \sum_{v \in \Lambda^0} |F_g^l(v)| x_\Lambda(v).$$

Then $\{c_g^l\}$ converges to a limit $c_g \in [0, x_\Lambda(\text{dom}(g))]$ as $l \to \infty$.

**Proof.** Since $0 \in \text{Per}(G,\Lambda)$ and $h_{0,0}$ is the identity function on $\Lambda^0$, the proof follows from applying Lemma 11.1 with $p = q = 0$.

**Remark 11.4.** For a directed graph $E$ and self-similar action $(G, E)$, the set $F_g^l(v)$ and the number $c_g$ coincide with those of [20, Proposition 8.2].

**Definition 11.5.** Following [19, 20, 22], we say a self-similar action $(G,\Lambda)$ is finite-state if for all $g \in G \setminus \Lambda^0$, the set $\{g|_\lambda : \lambda \in \text{dom}(g)\Lambda\}$ is finite. Given $\lambda, \mu \in \Lambda$ and $g \in G$ with $s(\lambda) = g \cdot s(\mu)$, we define

$$Z(\lambda, g, \mu) := \{ x \in \Lambda^\infty : x = \lambda(g \cdot y) = \mu y \text{ for some } y \in \Lambda^\infty \}.$$

A continuity argument shows that $Z(\lambda, g, \mu)$ is closed and hence is $M$-measurable.

**Theorem 11.6.** Let $\Lambda$ be a strongly connected finite $k$-graph, $(G,\Lambda)$ a finite-state self-similar groupoid action, $M$ be the Parry measure on $\Lambda^\infty$, and $x_\Lambda$ be the unimodular Perron–Frobenius eigenvector of $\Lambda$. Then for $\lambda, \mu \in \Lambda$ and $g \in G$ with $s(\lambda) = g \cdot s(\mu)$, we have

$$M(Z(\lambda, g, \mu)) = \begin{cases} 
\rho(\Lambda)^{-d(\mu)} x_\Lambda(s(\mu)) & \text{if } d(\lambda) - d(\mu) \in \text{Per}(G,\Lambda), \mu = \theta_{d(\lambda),d(\mu)}(\lambda) \\
\rho(\Lambda)^{-d(\mu)} c_{d(\lambda),d(\mu),\lambda}(g) & \text{if } d(\lambda) - d(\mu) \in \text{Per}(G,\Lambda), \mu = \theta_{d(\lambda),d(\mu)}(\lambda) \text{ and } g \neq h_{d(\lambda),d(\mu)}(\lambda) \\
0 & \text{otherwise.}
\end{cases}$$

We spend the rest of this section proving Theorem 11.6. We first need some technical lemmas.

**Lemma 11.7.** Let $\Lambda$ be a strongly connected finite $k$-graph, $(G,\Lambda)$ a finite-state self-similar groupoid action. Let $M$ be the Parry measure on $\Lambda^\infty$, $p - q \in \text{Per}(G,\Lambda)$, $\lambda \in \Lambda^p$, and $h := h_{p,q}(\lambda)$. Take $g \in G$ such that $g \neq h$ and suppose that there exists $\omega \in \Lambda \setminus \Lambda^0$ such that $g|_\omega \neq h|_\omega$. Then for $N := (1, 1, \ldots, 1) \in \mathbb{N}^k$ there exists $b := jN$ for $j \in \mathbb{N}$, and a real number $0 < K < 1$, such that

$$M(\bigcup_{\mu \in \text{s}(\lambda)\Lambda^b \atop g \cdot \mu = h \cdot \mu, g|_\mu \neq h|_\mu} Z(\lambda \mu)) \leq K^l M(Z(\lambda)) \quad \text{for } l \in \mathbb{N}.$$
Proof. Since \((G, \Lambda)\) is finite-state, and the existence of \(\omega\), the set \(\{\nu \in \Lambda \setminus \{0\} : g\nu \neq h\nu\}\) is nonempty and finite; say \(\{\nu_1, \ldots, \nu_r\}\). Then there are (not necessarily distinct) \(\xi_1, \ldots, \xi_r\) such that
\[
(11.6) \quad g|_{\nu_i} : \xi_i \neq h|_{\nu_i} : \xi_i \quad \text{for all } 1 \leq i \leq r.
\]
Since \(\Lambda\) is strongly connected, it has no sources (see \([11, \text{Lemma 2.1}]\)), and we can assume that for each \(1 \leq i \leq r\) we have \(d(\xi_i) = jN\) for some \(j \in \mathbb{N}\). Let \(b := jN\).

Now, \((11.1)\) implies that \(M(Z(\xi_i)) > 0\) for each \(1 \leq i \leq j\). Hence there is a real number \(0 < K_i < 1\) for each \(1 \leq i \leq j\) such that
\[
(11.7) \quad M(Z(r(\xi_i) \setminus Z(\xi_i))) < K_i M(Z(r(\xi_i))).
\]
We let \(K := \max\{K_1 \ldots K_j\}\). We claim that \(b\) and \(K\) satisfy \((11.5)\).

We proceed by induction on \(l\). The case \(l = 0\) is trivial. Now suppose \((11.5)\) is true for \(l\). First observe the general fact that given \(\mu = \eta\zeta\), we have
\[
g \cdot \mu = h \cdot \mu \quad \text{and} \quad g|_{\mu} \neq h|_{\mu} \iff g \cdot \eta = h \cdot \eta, g|_{\eta} \cdot \zeta = h|_{\eta} \cdot \zeta, g|_{\eta} \neq h|_{\eta}|_{\zeta}.
\]
Using this fact we see that
\[
\bigcup_{\mu \in s(\lambda)\Lambda^{(l+1)b}} Z(\lambda \mu) = \bigcup_{\eta \in s(\lambda)\Lambda^b} \bigcup_{\zeta \in s(\eta)\Lambda^b} Z(\lambda \eta \zeta).
\]
For each \(\eta \in s(\lambda)\Lambda^b\) in the subscript of the exterior union, since \(g|_{\eta} \neq h|_{\eta}\), we have \(\eta = \nu_i\) for some \(1 \leq i \leq r\). Then the corresponding \(\xi_i\) does not belong to the interior union, and hence
\[
(11.8) \quad \bigcup_{\mu \in s(\lambda)\Lambda^{(l+1)b}} Z(\lambda \mu) \subseteq \bigcup_{\eta \in s(\lambda)\Lambda^b} \bigcup_{\zeta \in s(\eta)\Lambda^b \setminus \{\xi_i\}} Z(\lambda \eta \zeta).
\]
Two applications of \((11.1)\) now gives
\[
M\left( \bigcup_{\mu \in s(\lambda)\Lambda^{(l+1)b}} Z(\lambda \mu) \right) \leq \sum_{\eta \in s(\lambda)\Lambda^b} \sum_{\zeta \in s(\eta)\Lambda^b \setminus \{\xi_i\}} M(Z(\lambda \eta \zeta)) \leq \sum_{\eta \in s(\lambda)\Lambda^b} \sum_{\zeta \in s(\eta)\Lambda^b \setminus \{\xi_i\}} \rho(\Lambda)^{d(\lambda \eta)} M(Z(\zeta)) = \sum_{\eta \in s(\lambda)\Lambda^b} \rho(\Lambda)^{d(\lambda \eta)} M\left( Z(\nu(\xi_i)) \setminus Z(\xi_i) \right).
\]
Since \(s(\eta) = r(\xi_i)\), \((11.7)\) and the inductive hypothesis now gives
\[
M\left( \bigcup_{\mu \in s(\lambda)\Lambda^{(l+1)b}} Z(\lambda \mu) \right) \leq K_i \sum_{\eta \in s(\lambda)\Lambda^b} \rho(\Lambda)^{d(\lambda \eta)} M(Z(s(\eta)).
\]
\[
\leq KM \left( \bigcup_{\eta \in s(\lambda)\Lambda^\alpha_{h\eta}} Z(\lambda\eta) \right) \\
\leq K^{l+1}M\left(Z(\lambda)\right).
\]

(11.10)

\begin{proof}
As in [11, Lemma 8.3], \(p := \kappa \vee 0\) satisfies \(\kappa = p - q\), and whenever \(\kappa = p' - q'\), we have \(p' \leq p\) and \(q' \leq q\). Since \(p - q \notin \text{Per}(G, \Lambda)\), for each \(g_i\) there must be \(x_i \in \text{dom}(g_i)\Lambda^\infty\) such that \(\sigma^p(x_i) \neq \sigma^q(g_i \cdot x_i)\). Therefore there are \(m_i \in \mathbb{N}\) such that \(\sigma^p(x_i)(0, m_i) \neq \sigma^q(g_i \cdot x_i)(0, m_i)\). We let \(a := p + q + \sum_{i=1}^l m_i\), and \(\nu_i := x_i(a)\) for each \(1 \leq i \leq I\).

Fix \(i\), and let \(\lambda, \mu \in \Lambda\) with \(s(\lambda) = g_i \cdot s(\mu)\) and \(d(\lambda) - d(\mu) = \kappa\). Then \(d(\lambda) = n + p\) and \(d(\mu) = n + q\) for some \(n \in \mathbb{N}\). Let \(\lambda = \eta\nu\) and \(\mu = \zeta\tau\) such that \(d(\eta) = d(\zeta) = n\). If \(\eta \neq \zeta\), clearly \(\Lambda_{\min}(\lambda(g_i \cdot \nu_i), \mu\nu_1) = \emptyset\). So we suppose that \(\eta = \zeta\). Writing \(m := \sum_{i=1}^l m_i\), we have

\[
\nu(g_i \cdot \nu_i)(p + q, p + q + m) = (g_i \cdot \nu_i)(q, q + m) = (g_i \cdot x_i)(q, q + m) = \sigma^q(g_i \cdot x_i)(0, m).
\]

A simpler argument shows that \(\tau\nu_i(p + q, p + q + m) = \sigma^p(x_i)(0, m)\). Since \(m \geq m_i\), \(\sigma^p(x_i)(0, m_i) \neq \sigma^q(g_i \cdot x_i)(0, m_i)\) implies that \(\sigma^p(x_i)(0, m) \neq \sigma^q(g_i \cdot x_i)(0, m)\) giving \(\Lambda_{\min}(\nu(g_i \cdot \nu_i), \tau\nu_i) = \emptyset\). Hence \(\Lambda_{\min}(\lambda(g_i \cdot \nu_i), \mu\nu_1) = \emptyset\).
\end{proof}

Lemma 11.9. Let \(\Lambda\) be a strongly connected finite \(k\)-graph, \((G, \Lambda)\) be a finite-state self-similar groupoid action, and \(M\) be the Parry measure on \(\Lambda^\infty\). Let \(g \in G\), and \(\kappa \in Z^k \setminus \text{Per}(G, \Lambda)\). Then there exists \(a \in \mathbb{N}^k \setminus \{0\}\) and a real number \(0 < K < 1\) such that for all \(\lambda, \mu \in \Lambda\) with \(s(\lambda) = g \cdot s(\mu)\) and \(d(\lambda) - d(\mu) = \kappa\), we have

\[
M\left( \bigcup_{\nu \in s(\lambda)\Lambda^\alpha_{h\nu}} Z(\lambda\nu) \right) \leq K^lM\left(Z(\mu)\right)
\]

for \(l \in \mathbb{N}\).

(11.12)

\begin{proof}
Since \((G, \Lambda)\) is finite-state, the set \(\{g_\eta : \eta \in \Lambda\}\) is finite and we can label it as \(\{g_1, \ldots, g_j\}\). Applying Lemma 11.8 gives \(a \in \mathbb{N}^k \setminus \{0\}\) and paths \(\nu_i \in \text{dom}(g_i)\Lambda^a\) that satisfy (11.11). For each \(i\), (11.1) gives a real number \(0 < K_i < 1\) such that

\[
M\left(Z\left(\text{dom}(g_i)\right) \setminus \nu_i\right) < K_iM\left(Z\left(\text{dom}(g_i)\right)\right).
\]

Let \(K := \max\{K_1, \ldots, K_j\}\). We claim that \(a\) and \(K\) satisfy (11.12).

We follow by induction. The base case \(l = 0\) is clear. Suppose that (11.12) is true for \(l\). We first note that

\[
\bigcup_{\nu \in s(\mu)\Lambda^\alpha_{h\nu}} Z(\mu\nu) = \bigcup_{\eta \in s(\mu)\Lambda^\alpha_{h\eta}} Z(\mu\eta) = \bigcup_{\zeta \in s(\eta)\Lambda^\alpha_{h\zeta}} Z(\mu\eta\zeta).
\]
Fix $\eta$ in the subscript of the exterior union. Then $g|_\eta$ belongs to $\{g_1, \ldots, g_I\}$; say $g|_\eta = g_i$. Since $d(\lambda(g \cdot \eta)) - d(\mu_\eta) = d(\lambda) - d(\mu) = \kappa$, the path $\nu_i$ corresponding to $g|_\eta$ satisfies $\Lambda_{\min}(\lambda(g \cdot \eta)(g|_\eta \cdot \nu_i), \mu_\eta \nu_i) = \emptyset$, and therefore $\nu_i$ does not belong to the interior union. So we have

$$\bigcup_{\nu \in s(\mu)\Lambda_{\min}(\lambda(g \cdot \eta), \mu \eta \nu) \neq \emptyset} Z(\mu \nu) \subseteq \bigcup_{\eta \in s(\mu)\Lambda_{\min}(\lambda(g \cdot \eta), \mu \eta) \neq \emptyset} \bigcup_{\zeta \in s(\eta)\Lambda \{\nu_i\}} Z(\mu \eta \zeta).$$

Now, similar computations to those used to establish (11.9) and (11.10), using induction hypothesis, show that

$$M\left(\bigcup_{\nu \in s(\mu)\Lambda_{\min}(\lambda(g \cdot \eta), \mu \eta)} Z(\lambda \mu)\right) \leq K^{l+1} M(Z(\mu)),$$

finishing the proof. \qed

**Proof of Theorem 11.6.** First suppose that $d(\lambda) - d(\mu) \notin \text{Per}(G, \Lambda)$. Let $b \in \mathbb{N}^k$ the number obtained by applying Lemma 11.7 with $g$ and $d(\lambda) - d(\mu)$. Then for each $l \in \mathbb{N}$, we have

$$Z(\lambda, g, \mu) = \bigcup_{\nu \in s(\mu)\Lambda^b} \{x \in \Lambda^\infty : x = \lambda(g \cdot \nu)(g|_\nu \cdot y) = \mu \nu y \text{ for some } y \in \Lambda^\infty\}$$

$$\subseteq \bigcup_{\nu \in s(\mu)\Lambda^b} Z(\mu \nu).$$

By Lemma 11.7, we have

$$M(Z(\lambda, g, \mu)) \leq \sum_{\nu \in s(\mu)\Lambda^b} M(Z(\mu \nu)) \leq K^l M(Z(\mu)).$$

Now letting $l \to \infty$, we get $M(Z(\lambda, g, \mu))$.

Second, suppose that $d(\lambda) - d(\mu) \in \text{Per}(G, \Lambda)$ and $\mu \neq \theta_{d(\lambda), d(\mu)}(\lambda)$. The equation (9.2) implies that $Z(\theta_{d(\lambda), d(\mu)}(\lambda)) \subseteq Z(\lambda)$. Also rewriting (9.2) as

$$\lambda y = \theta_{d(\lambda), d(\mu)}(\lambda) (h_{d(\lambda), d(\mu)}(\lambda)^{-1} \cdot y) \text{ for } y \in s(\lambda)\Lambda^\infty$$

gives $Z(\lambda) \subseteq Z(\theta_{d(\lambda), d(\mu)}(\lambda))$. Therefore $Z(\lambda) = Z(\theta_{d(\lambda), d(\mu)}(\lambda))$. Now we have

$$Z(\lambda, g, \mu) \subseteq Z(\lambda) \cap Z(\mu) = Z(\theta_{d(\lambda), d(\mu)}(\lambda)) \cap Z(\mu) = \emptyset,$$

giving $M(Z(\lambda, g, \mu)) = 0$.

Third, suppose that $d(\lambda) - d(\mu) \in \text{Per}(G, \Lambda), \mu = \theta_{d(\lambda), d(\mu)}(\lambda)$ and $g = h_{d(\lambda), d(\mu)}(\lambda)$. Then by definitions of the functions $\theta_{d(\lambda), d(\mu)}$ and $h_{d(\lambda), d(\mu)}$, $Z(\lambda, g, \mu) = Z(\mu)$ and hence $M(Z(\lambda, g, \mu)) = \rho(\Lambda)^{-d(\mu)L_{\infty}(s(\mu))}$.

Finally, let $d(\lambda) - d(\mu) \in \text{Per}(G, \Lambda), \mu = \theta_{d(\lambda), d(\mu)}(\lambda)$ and $g \neq h_{d(\lambda), d(\mu)}(\lambda)$. Let $N := (1, \ldots, 1) \in \mathbb{N}^k$, $l \in \mathbb{N}$ and write $h := h_{d(\lambda), d(\mu)}(\lambda)$. For each $\nu \in s(\lambda)\Lambda$ and $y \in s(\nu)\Lambda^\infty$,.
we have \( \mu \nu y = \lambda (h \cdot (\nu y)) = \lambda (h \cdot \nu) (g|_\nu \cdot y) \). Then by factorization property of \( \Lambda \), we have
\[
Z(\lambda, g, \mu) = \bigcup_{\nu \in s(\lambda) \cap \Lambda \cap G} \{ x \in \Lambda^\infty : x = \lambda (g \cdot \nu) (g|_\nu \cdot y) = \mu \nu y \text{ for some } y \in \Lambda^\infty \}.
\]
Since \( \{ x \in \Lambda^\infty : x = \lambda (g \cdot \nu) (g|_\nu \cdot y) = \mu \nu y \text{ for some } y \in \Lambda^\infty \} \subseteq Z(\mu \nu) \), we have
\[
M \left( \bigcup_{\nu \in s(\lambda) \cap \Lambda \cap G} \{ x \in \Lambda^\infty : x = \lambda (g \cdot \nu) (g|_\nu \cdot y) = \mu \nu y \text{ for some } y \in \Lambda^\infty \} \right)
\leq M \left( \bigcup_{\nu \in s(\lambda) \cap \Lambda \cap G} Z(\mu \nu) \right)
\]
which will vanish as \( l \to \infty \) by Lemma 11.7. Therefore
\[
M(Z(\lambda, g, \mu)) = M \left( \bigcup_{\nu \in s(\lambda) \cap \Lambda \cap G} \{ x \in \Lambda^\infty : x = \lambda (g \cdot \nu) (g|_\nu \cdot y) = \mu \nu y \text{ for some } y \in \Lambda^\infty \} \right)
\]
\[
= M \left( \bigcup_{\nu \in s(\lambda) \cap \Lambda \cap G} \{ x \in \Lambda^\infty : x = \lambda (h \cdot (\nu y)) = \mu \nu y \text{ for some } y \in \Lambda^\infty \} \right)
\]
\[
= M \left( \bigcup_{\nu \in s(\lambda) \cap \Lambda \cap G} Z(\mu \nu) \right)
\]
\[
= \sum_{\nu \in s(\lambda) \cap \Lambda \cap G} M(Z(\mu \nu))
\]
\[
= \rho(\Lambda)^{-d(\mu)} \rho(\Lambda)^{-1N} \sum_{\nu \in s(\lambda) \cap \Lambda \cap G} M(Z(s(\nu)))
\]
\[
= \rho(\Lambda)^{-d(\mu)} \rho(\Lambda)^{-1N} \sum_{\nu \in s(\lambda) \cap \Lambda \cap G} |F^l_{d(\lambda), d(\mu), \lambda}(g, v)| x_{\Lambda}(v)
\]
by definition of \( F^l_{d(\lambda), d(\mu), \lambda}(g, v) \). By letting \( l \to \infty \), we get
\[
M(Z(\lambda, g, \mu)) = \rho(\Lambda)^{-d(\mu)} c_{d(\lambda), d(\mu), \lambda}(g)
\]
proving the second case of (11.4).

12. A characterisation of KMS states of \( \mathcal{O}(G, \Lambda) \) for the preferred dynamics

Suppose that \( \Lambda \) is a finite strongly connected \( k \)-graph. By the preferred dynamics on \( \mathcal{O}(G, \Lambda) \) we mean the dynamics \( \sigma \) given by
\[
\sigma_t(t\lambda u_g t^*_\mu) = \rho(\Lambda)^{it(d(\lambda) - d(\mu))} t\lambda u_g t^*_\mu,
\]
which is in fact the dynamics (7.1) with \( r = (\ln(\rho(B_1)), \ldots, \ln(\rho(B_k))) \).
Theorem 12.1. Let $\Lambda$ be a strongly connected finite $k$-graph, $(G, \Lambda)$ be a finite-state self-similar groupoid action, and $x_\Lambda$ be the unimodular Perron–Frobenius eigenvector of $\Lambda$. Let $\sigma$ be the preferred dynamics (12.1) on $\mathcal{O}(G, \Lambda)$, and $V$ be the representation of $\text{Per}(G, \Lambda)$ as in Proposition 10.1. For each $p - q \in \text{Per}(G, \Lambda)$ and $\lambda \in \mathbb{N}^p$, let $\theta_{p,q}(\lambda), h_{p,q}(\lambda)$ be as in Lemma 9.2. For $g \in G$ with $g \neq h_{p,q}(\lambda)$, let $c_{p,q,\lambda}(g)$ be the number defined in Lemma 11.1. If $\phi$ is a KMS$_1$-state for $\{\mathcal{O}(G, \Lambda), \sigma\}$, then

\begin{equation}
\phi(t_{\lambda}u_{g}t_{\mu}^{*}) = \begin{cases} 
\rho(\lambda)^{-d(\mu)}x_{\Lambda}(s(\mu))\phi(V_{d(\lambda)-d(\mu)}) & \text{if } d(\lambda) - d(\mu) \in \text{Per}(G, \Lambda), \\
\rho(\lambda)^{-d(\mu)}c_{d(\lambda),d(\mu)}(g)\phi(V_{d(\lambda)-d(\mu)}) & \text{if } d(\lambda) - d(\mu) \in \text{Per}(G, \Lambda), \\
0 & \text{otherwise}.
\end{cases}
\end{equation}

Remark 12.2. As we mentioned in Remark 11.2, when $\Lambda$ has a single vertex and the action is pseudo free, the numbers $c_{p,q,\lambda}(g)$ are zero. Also, [22, Corollary 3.11] shows that for $p - q \in \text{Per}(G, \Lambda)$, we have $\rho(\Lambda)^{-p} = \rho(\Lambda)^{-q}$. It follows that Theorem 12.1 coincides with [22, Theorem 6.10] in the setting of a pseudo free action of a single vertex $k$-graph.

Proof of Theorem 12.1. First suppose that $d(\lambda) - d(\mu) \notin \text{Per}(G, \Lambda)$. If $\rho(\Lambda)^{d(\lambda)} \neq \rho(\Lambda)^{d(\mu)}$, then two applications of KMS condition show that $\phi(t_{\lambda}u_{g}t_{\mu}^{*}) = 0$. If $\rho(\Lambda)^{d(\lambda)} = \rho(\Lambda)^{d(\mu)}$, then let $a \in \mathbb{N}^k$ and $K$ be the numbers obtained by applying Lemma 11.9 with $g$ and $\kappa = d(\lambda) - d(\mu)$. For each $l \in \mathbb{N}$, similar calculations to those in the proof of [22, Theorem 6.10] show that

\begin{equation}
\phi(t_{\lambda}u_{g}t_{\mu}^{*}) = \sum_{\nu \in \text{dom}(g)G^{\lambda}} \rho(\mu)^{-a_{\nu}} \phi(t_{\lambda}u_{g}t_{\mu}^{*}).
\end{equation}

Since $s(g \cdot \nu) = g|_{\nu} \cdot s(\nu)$, Lemma 7.2(4) now implies that

\begin{equation}
|\phi(t_{\lambda}u_{g}t_{\mu}^{*})| \leq \sum_{\mu \in \text{dom}(g)G^{\lambda}} \rho(\mu)^{-a_{\nu}} |\phi(t_{\mu}t_{\nu}^{*})|.
\end{equation}

Then Lemma 11.9 implies that

\begin{equation}
|\phi(t_{\lambda}u_{g}t_{\mu}^{*})| \leq M \left( \bigcup_{\nu \in \text{dom}(g)G^{\lambda}} \rho(\mu)^{-a_{\nu}} \right) \leq K^l M(\rho(\mu)).
\end{equation}

Letting $l \to \infty$, we see that $\phi(t_{\lambda}u_{g}t_{\mu}^{*}) = 0$.

We assume for the rest of the proof that $d(\lambda) - d(\mu) \in \text{Per}(G, \Lambda)$. Suppose that $\mu \neq \theta_{d(\lambda),d(\mu)}(\lambda)$. By Lemma 10.3 we have

\begin{equation}
t_{\lambda}u_{g}t_{\mu}^{*} = t_{\lambda}t_{\mu}^{*}t_{\lambda}u_{g}t_{\mu}^{*} = t_{\theta_{d(\lambda),d(\mu)}(\lambda)}t_{\theta_{d(\lambda),d(\mu)}(\lambda)}t_{\lambda}u_{g}t_{\mu}^{*},
\end{equation}

The KMS condition then implies that

\begin{equation}
\phi(t_{\lambda}u_{g}t_{\mu}^{*}) = \phi(t_{\mu}t_{\theta_{d(\lambda),d(\mu)}(\lambda)}t_{\theta_{d(\lambda),d(\mu)}(\lambda)}t_{\lambda}u_{g}),
\end{equation}

which is zero because $d(\theta_{d(\lambda),d(\mu)}(\lambda)) = d(\mu) \Rightarrow t_{\mu}t_{\theta_{d(\lambda),d(\mu)}(\lambda)} = 0$. 

\begin{center}
SELF-SIMILAR ACTIONS OF GROUPOIDS ON $k$-GRAPHS
\end{center}
Now suppose that \( \mu = \theta_{d(\lambda),d(\mu)}(\lambda) \) and \( g = h_{d(\lambda),d(\mu)}(\lambda) \). Then we have a cyclone triple \( (\lambda, h_{d(\lambda),d(\mu)}(\lambda), \theta_{d(\lambda),d(\mu)}(\lambda)) \) in the sense of [22], and a similar argument to the last paragraph in the proof of [22, Theorem 6.1] shows that
\[
(12.4) \quad \phi(t_\lambda u_g t_\mu^*) = \phi(t_\lambda u_h t_{d(\lambda),d(\mu)}(\lambda)) = \rho(\Lambda)^{-p}x_\Lambda(s(\lambda))\phi(V_{d(\lambda)-d(\mu)}).
\]

Finally, suppose that \( \mu = \theta_{d(\lambda),d(\mu)}(\lambda) \) and \( g \neq h_{d(\lambda),d(\mu)}(\lambda) \). For convenience let \( h := h_{d(\lambda),d(\mu)}(\lambda) \). Let \( N := (1, \ldots, 1) \in \mathbb{N}^k \) and \( b \in \mathbb{N}^k \) be as in Lemma 11.7. For each \( l \in \mathbb{N} \), the equation (12.3) implies that
\[
\phi(t_\lambda u_g t_\mu^*) = \sum_{\nu \in \text{dom}(g)\Lambda^h} \phi(t_{\lambda(g\cdot\nu)} u_{g,\nu} t_{\mu\nu}^*).
\]

We aim to reveal the number \( c_{d(\lambda),d(\mu),\nu}(g) \) in (12.2), by reducing the sum step by step: Fix a \( \nu \)-summand. If \( g\cdot\nu \neq h \cdot \nu \), then since \( d(\lambda(g \cdot \nu)) - d(\mu \nu) = d(\lambda) - d(\mu) \in \text{Per}(G, \Lambda) \), Proposition 9.1(3) implies that
\[
\theta_{d(\lambda)+n,d(\mu)+m}(\lambda(g \cdot \nu)) = \theta_{d(\lambda),d(\mu)}(\lambda)((h^{-1}g) \cdot \nu) = \mu((h^{-1}g) \cdot \nu) \neq \mu \nu.
\]

An argument as in the previous case now shows that \( \phi(t_{\lambda(g\cdot\nu)} u_{g,\nu} t_{\mu\nu}^*) \) vanishes, and we get
\[
(12.5) \quad \phi(t_\lambda u_g t_\mu^*) = \left| \sum_{\nu \in \text{dom}(g)\Lambda^h \atop g\cdot\nu = h \cdot \nu} \phi(t_{\lambda(g\cdot\nu)} u_{g,\nu} t_{\mu\nu}^*) \right| \leq \sum_{\nu \in \text{dom}(g)\Lambda^h \atop g\cdot\nu = h \cdot \nu, g|\nu \neq h|\nu} \phi(t_{\mu\nu} t_{\mu\nu}^*) \]
\[
= M\left( \bigcup_{\nu \in \text{dom}(g)\Lambda^h \atop g\cdot\nu = h \cdot \nu, g|\nu \neq h|\nu} Z(\mu \nu) \right) \]
\[
(12.6) \quad \leq K M(Z(\mu)).
\]

Since \( K M(Z(\mu)) \) approaches zero as \( l \to \infty \), we have
\[
(12.7) \quad \phi(t_\lambda u_g t_\mu^*) = \lim_{l_b \to \infty} \sum_{\nu \in \text{dom}(g)\Lambda^h \atop g\cdot\nu = h \cdot \nu, g|\nu = h|\nu} \phi(t_{\lambda(g\cdot\nu)} u_{g,\nu} t_{\mu\nu}^*).
\]

Now for \( \nu \in \text{dom}(g)\Lambda^h \) with \( g\cdot\nu = h \cdot \nu \) and \( g|\nu = h|\nu \), the formulas for \( h \) and \( \theta \) functions in Lemma 9.3 implies that \( \theta_{d(\lambda)+l_b,d(\mu)+l_b}(\lambda(g \cdot \nu)) = \mu \nu \) and \( h_{d(\lambda)+l_b,d(\mu)+l_b}(\lambda(g \cdot \nu)) = h|\nu = g|\nu \). Since \( \phi \) is a KMS-state and \( d(\lambda(g \cdot \nu)) - d(\mu \nu) = d(\lambda) - d(\mu) \in \text{Per}(G, \Lambda) \), (12.4) gives us
\[
\phi(t_{\lambda(g\cdot\nu)} u_{g,\nu} t_{\mu\nu}^*) = \rho(\Lambda)^{-d(\lambda)+l_b}x_\Lambda(s(h \cdot \lambda))\phi(V_{d(\lambda)-d(\mu)}).
\]
Putting this in (12.7), we have
\[
\phi(t_\lambda u_g t_\mu^*) = \rho(\Lambda)^{-d(\lambda)} \phi(V_{d(\lambda)} - d(\mu)) \lim_{h_0 \to \infty} \sum_{\nu \in \text{dom}(g)\Lambda^{h_0}} \rho(\Lambda)^{-h_0} x_\Lambda(s(h \cdot \lambda))
\]
\[
= \rho(\Lambda)^{-d(\nu)} c_{d(\lambda),d(\mu),\lambda}(g) \phi(V_{d(\lambda)} - d(\mu))
\]
by definition of \(c_{d(\lambda),d(\mu),\lambda}(g)\), and we have finished the proof. \(\square\)

13. CONSTRUCTION OF KMS STATES OF \(\mathcal{O}(G, \Lambda)\) FOR A PREFERRED DYNAMICS

In this section, we use the Parry measure \(M\) on \(\Lambda^\infty\) to build a KMS1-state of \((\mathcal{O}(G, \Lambda), \sigma)\).
We will use this state to prove the surjectivity of the isomorphism in Theorem 14.1. To build the KMS1-state, we need to assume that the unimodular Perron–Frobenius eigenvector \(x_\Lambda\) is \(G\)-invariant and \((G, E)\) is coordinatewise-irreducible in the sense of [13, Corollary 4.2(b)]. Now since the directed graph \(E_1 = (\Lambda^0, \Lambda^1, r, s)\) is strongly connected and \((G, E_1)\) is self-similar as in [20], an application of [20, Proposition 8.4] implies that \(x_\Lambda\) is \(G\)-invariant.

We need the following lemma to prove Proposition 13.2.

\textbf{Lemma 13.1.} Let \(\Lambda\) be a finite strongly-connected \(k\)-graph, and \((G, \Lambda)\) be a self-similar groupoid action. Let \(\{\delta_x : x \in \Lambda^\infty\}\) be the orthogonal basis of point masses in \(\Lambda^\infty\). Then there is a Cuntz–Krieger \(\Lambda\)-family \(\{T_\lambda : \lambda \in \Lambda\}\) in \(B(\ell^2(\Lambda^\infty))\), and a unitary representation \(U : G \to B(\ell^2(\Lambda^\infty))\) such that
\[
T_\lambda(\delta_x) = \delta_{s(\lambda),r(x)} \delta_{\lambda x} \quad \text{and} \quad U_g(\delta_x) = \delta_{\text{dom}(g),r(x)} \delta_{g \cdot x}.
\]
The pair \((U, T)\) satisfies the relations (1)–(3) of Proposition 6.1.

\textbf{Proposition 13.2.} Let \(\Lambda\) be a finite strongly-connected \(k\)-graph, and \((G, \Lambda)\) be a finite-state self-similar groupoid action. Suppose that \(x_\Lambda\) is \(G\)-invariant and let \(\sigma\) be the preferred dynamics (12.1). Let \((U, T)\) be the family of Lemma 13.1 and \(\pi_{U,T} : \mathcal{O}(\Lambda, G) \to B(\ell^2(\Lambda^\infty))\) be the corresponding homomorphism. Let \(M\) be the Parry measure on \(\Lambda^\infty\). Then for each \(a \in \mathcal{O}(\Lambda, G)\) the function \(\omega_a : x \mapsto (\pi_{U,T}(a)\delta_x | \delta_x)\) is \(M\)-measurable, and the formula
\[
\phi(a) = \int_{\Lambda^\infty} (\pi_{U,T}(a)\delta_x | \delta_x) \, dM(x) \quad \text{for all} \ a \in \mathcal{O}(\Lambda, G)
\]
defines a KMS1-state for \((\mathcal{O}(\Lambda, G), \sigma)\).

\textbf{Remark 13.3.} Let \(E\) be strongly connected directed graph and \((G, E)\) be a self-similar groupoid action. By [20, Proposition 8.4], the unimodular Perron–Frobenius eigenvector \(x_E\) is \(G\)-invariant. We note that for a strongly connected finite \(k\)-graph \(\Lambda\), and a self-similar action \((G, \Lambda)\), the self-similarity does not imply the \(G\)-invariance of \(x_\Lambda\). However, if \(\Lambda\) is coordinatewise-irreducible in the sense of [11], then by [11, Lemma 2.1], the unimodular Perron-Frobenius eigenvectors of the matrices \(B_1, \ldots, B_k\) are all the same and hence equal to \(x_\Lambda\) (see [11, Corollary 4.2(b)]). Now since the directed graph \(E_1 = (\Lambda^0, \Lambda^1, r, s)\) is strongly connected and \((G, E_1)\) is self-similar as in [20], an application of [20, Proposition 8.4] implies that \(x_\Lambda\) is \(G\)-invariant.
Lemma 13.4. Let $\Lambda$ be a finite strongly-connected $k$-graph, and $(G, \Lambda)$ be a finite-state self-similar groupoid action. Suppose that $\sigma$ is the preferred dynamics (12.1), and that $\phi$ is a state of $(O(G, \Lambda), \sigma)$ such that

$$\phi(t_{\lambda}u_{g}t^*_\mu t_{\nu}u_{f}t^*_\xi) = \rho(\Lambda)^{-(d(\lambda)-d(\mu))}\phi(t_{\nu}u_{f}t^*_\xi t_{\lambda}u_{g}t^*_\mu),$$

for all $f, g \in G$ and $\lambda, \mu, \nu, \xi \in \Lambda$ with $s(\lambda) = g \cdot s(\mu)$, $s(\nu) = f \cdot s(\xi)$ and $d(\nu), d(\xi) \geq d(\lambda) \lor d(\mu)$. Then $\phi$ is a KMS$_1$-state.

Proof. It suffices to take two typical spanning elements $b = t_{\lambda}u_{g}t^*_\mu$ and $c = t_{\nu}u_{f}t^*_\xi$ with $s(\lambda) = g \cdot s(\mu)$ and $s(\nu) = f \cdot s(\xi)$ and show that

$$\phi(bc) = \rho(\Lambda)^{-(d(\lambda)-d(\mu))}\phi(cb).$$

Let $p := d(\lambda) \lor d(\mu)$. A computation using (CK) and (6.1) gives

$$bc = t_{\lambda}u_{g}t^*_\mu t_{\nu}u_{f}t^*_\xi = \sum_{\eta \in s(\xi)\Lambda^p} t_{\lambda}u_{g}t^*_\mu t_{\nu}u_{f}t^*_\eta t^*_\xi = \sum_{\eta \in s(\xi)\Lambda^p} t_{\lambda}u_{g}t^*_\mu t_{\nu}u_{f}t^*_\eta t^*_\xi = \sum_{\eta \in s(\xi)\Lambda^p} t_{\lambda}u_{g}t^*_\mu t_{\nu}u_{f}t^*_\eta t^*_\xi.$$ 

Now, applying (13.3) and reversing the above computation gives

$$\phi(bc) = \sum_{\eta \in s(\xi)\Lambda^p} \phi(t_{\lambda}u_{g}t^*_\mu t_{\nu}u_{f}t^*_\eta t^*_\xi) = \rho(\Lambda)^{d(\lambda)-d(\mu)} \sum_{\eta \in s(\xi)\Lambda^p} \phi(t_{\nu}u_{f}t^*_\eta t^*_\xi t_{\lambda}u_{g}t^*_\mu) = \rho(\Lambda)^{-(d(\lambda)-d(\mu))}\phi(cb),$$

giving (13.4). \hfill \Box

Proof of Proposition 13.2. Take $\lambda, \mu \in \Lambda$ and $g \in G$ such that $s(\lambda) = g \cdot s(\mu)$. The set $Z(\lambda, g, \mu) := \{x \in \Lambda^\infty : x = \lambda(g \cdot y) = \mu y \text{ for some } y \in \Lambda^\infty\}$ is $M$-measurable and by (13.1) we have

$$\pi_{U,T}(t_{\lambda}u_{g}t^*_\mu)\delta_x|\delta_x = (U_gT^*_\mu T^*_\lambda)\delta_x) = \begin{cases} 1 & \text{if } x \in Z(\lambda, g, \mu) \\ 0 & \text{otherwise.} \end{cases}$$

Hence $\omega_{t_{\lambda}u_{g}t^*_\mu}$ is the characteristic function of the set $Z(\lambda, g, \mu)$, and so is $M$-measurable. A continuity argument similar to the proof of [11, Lemma 10.1(b)] now shows that for each $a \in O(G, V)$ the function $\omega_{a}$ is $M$-measurable, and that $\phi$ is a well-defined norm decreasing map. Since $M$ is a probability measure, we have $\phi(1) = \int_{\Lambda^\infty} \|\delta_x\|dM(x) = 1$ and hence $\phi$ is a state.

To see that $\phi$ is a KMS$_1$-state, it suffices by Lemma 13.4 to take two typical elements $b = t_{\lambda}u_{g}t^*_\mu$ and $c = t_{\nu}u_{f}t^*_\xi$ with $d(\nu), d(\xi) \geq d(\lambda) \lor d(\mu)$ and prove

$$\phi(bc) = \rho(\Lambda)^{-(d(\lambda)-d(\mu))}\phi(cb).$$

We start by computing the left-hand side. Since \( d(\nu) \geq d(\mu) \), \( t_\mu^* t_\nu \) vanishes unless \( \nu = \mu \alpha \) for some \( \alpha \in \Lambda \). Now, since \( \text{cod}(f) = s(\nu) \), we can apply (13.5) to get
\[
\phi(bc) = \begin{cases} 
\phi(t_\mu u_g t_\alpha u_f t_\xi^*) & \text{if } \nu = \mu \alpha \\
0 & \text{otherwise.}
\end{cases}
\]
\[
= \begin{cases} 
\phi(t_{\lambda(g \cdot \alpha)} u_{g|\alpha} f t_\xi^*) & \text{if } \nu = \mu \alpha \\
0 & \text{otherwise.}
\end{cases}
\]
\[
= \begin{cases} 
M(Z(\lambda(g \cdot \alpha), g|\alpha f, \xi)) & \text{if } \nu = \mu \alpha \\
0 & \text{otherwise.}
\end{cases}
\]
By the formula (11.4) we have
\[
\phi(bc) = \begin{cases} 
M(Z(\lambda(g \cdot \alpha), g|\alpha f, \xi)) & \text{if } \nu = \mu \alpha, \ d(\lambda(g \cdot \alpha)) - d(\xi) \in \text{Per}(G, \Lambda) \\
& \text{and } \xi = \theta_{d(\lambda(g \cdot \alpha)), d(\xi)}(\lambda(g \cdot \alpha)) \\
0 & \text{otherwise.}
\end{cases}
\]
Similar computation together with \( \text{cod}(g|_{g^{-1} \beta}) = s(\beta) = s(\xi) = \text{dom}(f) \) show that
\[
\phi(cb) = \begin{cases} 
\phi(t_\nu u_f g|_{g^{-1} \beta} t_{\mu(g^{-1} \beta)}^*) & \text{if } \xi = \lambda \beta \\
0 & \text{otherwise.}
\end{cases}
\]
\[
= \begin{cases} 
M(Z(\nu, f(g|_{g^{-1} \beta}), \mu(g^{-1} \cdot \beta))) & \xi = \lambda \beta, \ d(\nu) - d(\mu(g^{-1} \cdot \beta)) \in \text{Per}(G, \Lambda) \\
& \text{and } \theta_{d(\nu), d(\mu(g^{-1} \beta))}(\nu) = \mu(g^{-1} \cdot \beta) \\
0 & \text{otherwise.}
\end{cases}
\]
Next we show that the conditions appearing in \( \phi(bc) \) and \( \phi(cb) \) are equivalent. Suppose that we have
\begin{equation}
(13.7) \quad \nu = \mu \alpha, \ d(\lambda(g \cdot \alpha)) - d(\xi) \in \text{Per}(G, \Lambda) \quad \text{and} \quad \xi = \theta_{d(\lambda(g \cdot \alpha)), d(\xi)}(\lambda(g \cdot \alpha)).
\end{equation}
Since \( d(\alpha) - (d(\xi) - d(\lambda)) = d(\lambda(g \cdot \alpha)) - d(\xi) \in \text{Per}(G, \Lambda) \), we can write \( \beta := \theta_{d(\lambda(g \cdot \alpha)), d(\xi)} - d(\lambda)(g \cdot \alpha) \). Then Lemma 9.3(2) implies that \( \xi = \theta_{d(\lambda(g \cdot \alpha)), d(\xi)}(\lambda(g \cdot \alpha)) = \lambda \beta \). Then
\[
d(\nu) - d(\mu(g^{-1} \cdot \beta)) = d(\alpha) - d(\beta) = d(\alpha) - d(\xi) + d(\lambda) = d(\lambda(g \cdot \alpha)) - d(\xi) \in \text{Per}(G, \Lambda).
\]
Applying Lemma 9.3(2) twice and using Lemma 9.2(2) in the third equality, we get
\[
\theta_{d(\mu(g^{-1} \beta)), d(\nu)}(\mu(g^{-1} \cdot \beta)) = \mu \theta_{d(\beta), d(\alpha)}(\mu(g^{-1} \cdot \beta)) = \mu \theta_{d(\beta), d(\alpha)}(\theta_{d(\alpha), d(\beta)}(\alpha))
\]
\[
= \mu \theta_{d(\alpha), d(\alpha)}(\alpha) = \mu \alpha = \nu,
\]
giving \( \mu(g^{-1} \cdot \beta) = \theta_{d(\nu), d(\mu(g^{-1} \beta))}(\nu) \). Thus we have proven
\begin{equation}
(13.8) \quad \xi = \lambda \beta, \ d(\nu) - d(\mu(g^{-1} \cdot \beta)) \in \text{Per}(G, \Lambda) \quad \text{and} \quad \mu(g^{-1} \cdot \beta) = \theta_{d(\nu), d(\mu(g^{-1} \beta))}(\nu).
\end{equation}
Similarly, we can deduce (13.7) from (13.8) by taking \( \alpha := \theta_{d(\beta), d(\nu) - d(\mu)}(g^{-1} \cdot \beta) \).

To prove (13.6), it suffices to consider (13.7) and (13.8), and establish
\begin{equation}
(13.9) \quad M(Z(\lambda(g \cdot \alpha), g|\alpha f, \xi)) = \rho(\Lambda)^-(d(\lambda) - d(\mu)) M(Z(\nu, f(g|_{g^{-1} \beta}), \mu(g^{-1} \cdot \beta))).
\end{equation}
For this, we first write \( h := h_{d(\alpha), d(\beta)}(\alpha) \) and apply Lemma 9.3 to get
\[
h_{d(\lambda(g \cdot \alpha)), d(\xi)}(\lambda(g \cdot \alpha)) = h_{d(\alpha), d(\beta)}(g \cdot \alpha) = g|\alpha h(g|_{g^{-1} \beta})^{-1} = g|\alpha h |g^{-1} \beta \quad \text{and}
\]
(13.10) \[ h_{d(\nu),d(\mu(g^{-1},\beta))}(\nu) = h. \]

Now if \( g|_{\alpha}f = h_{d(\lambda(g\cdot\alpha)),d(\xi)(\lambda(g\cdot\alpha))}, \) (13.10) implies that \( f = h(g|_{g^{-1},\beta})^{-1} \) and hence \( f(g|_{g^{-1},\beta}) = h = h_{d(\nu),d(\mu(g^{-1},\beta))}(\nu) \). Since \( s(g^{-1},\beta) = g^{-1}|_{\beta} \cdot s(\beta) = g^{-1}|_{\beta} \cdot s(\xi), \) the formula (11.4) for \( M \), implies that

\[
\rho(\Lambda)^{-(d(\lambda)-d(\mu))}M\left(Z(\nu, f(g|_{g^{-1},\beta}), \mu(g^{-1}, \beta))\right) \\
= \rho(\Lambda)^{-(d(\lambda)-d(\mu))}\rho(\Lambda)^{-d(\mu(g^{-1},\beta))}x_\Lambda(g^{-1}|_{\beta} \cdot s(\xi)) \\
= \rho(\Lambda)^{-d(\xi)}x_\Lambda(s(\xi)) \quad \text{(since \( x_\Lambda \) is \( G \)-invariant)} \\
= M\left(Z(\lambda(g\cdot\alpha), g|_{\alpha}f, \xi)\right). 
\]

If \( g|_{\alpha}f \neq h_{d(\lambda(g\cdot\alpha)),d(\xi)(\lambda(g\cdot\alpha))} \), by (13.10), there is a \( \eta \) such that \( f \cdot \eta \neq (h(g|_{g^{-1},\beta})^{-1} \cdot \eta. \)

Writing \( \eta' := (g|_{g^{-1},\beta})^{-1} \cdot \eta, \) we get \( (fg|_{g^{-1},\beta}) \cdot \eta' \neq h_{d(\nu),d(\rho(g^{-1},\beta))}(\nu) \cdot \eta' \) which implies that \( f(g|_{g^{-1},\beta}) \neq h_{d(\nu),d(\rho(g^{-1},\beta))}(\nu) \). For each \( l \in \mathbb{N} \) and \( v \in \Lambda^0 \), (13.10) implies that

\[
F_{d(\nu),d(\rho(g^{-1},\beta)),\lambda(\alpha)}(g|_{\alpha}f, v) \\
= \{ \eta \in \text{dom}(f)\Lambda^{IN} : (g|_{\alpha}f) \cdot \eta = (g|_{\alpha}hg^{-1}|_{\beta}) \cdot \eta \text{ and } (g|_{\alpha}f)|_{\eta} = (g|_{\alpha}hg^{-1}|_{\beta})|_{\eta} \},
\]

and therefore

\[
c_{d(\nu),d(\rho(g^{-1},\beta)),\lambda(\alpha)}(g|_{\alpha}f, v) = \sum_{\eta \in \text{dom}(f)\Lambda^{IN},(g|_{\alpha}f) \cdot \eta = (g|_{\alpha}hg^{-1}|_{\beta}) \cdot \eta} M(Z(\eta)).
\]

A computation using (S6) and (S7) shows that \( \eta \mapsto (g^{-1}|_{\beta}) \cdot \eta \) is a bijection from the set \( \{ \eta \in \text{dom}(f)\Lambda^{IN} : (g|_{\alpha}f) \cdot \eta = (g|_{\alpha}hg^{-1}|_{\beta}) \cdot \eta \text{ and } (g|_{\alpha}f)|_{\eta} = (g|_{\alpha}hg^{-1}|_{\beta})|_{\eta} \} \) onto the set \( \{ \zeta \in \text{dom}(g|_{g^{-1},\beta})\Lambda^{IN} : (fg|_{g^{-1},\beta}) \cdot \zeta = h \cdot \zeta \text{ and } (fg|_{g^{-1},\beta})|_{\zeta} = h|_{\zeta} \} \). So we can rewrite the sum:

\[
c_{d(\nu),d(\rho(g^{-1},\beta)),\lambda(\alpha)}(g|_{\alpha}f, v) = \sum_{\zeta \in \text{dom}(g|_{g^{-1},\beta})\Lambda^{IN},(fg|_{g^{-1},\beta}) \cdot \zeta = h \cdot \zeta} M(Z(\zeta)) \\
= \rho(\Lambda)^{\lambda(\alpha)} \sum_{v \in \Lambda^0} F_{d(\lambda(g\cdot\alpha)),d(\xi),\nu}(fg|_{g^{-1},\beta}, v) x_\Lambda(s(\zeta)) \quad \text{by (13.10)} \\
= c_{d(\lambda(\alpha)),d(\xi),\nu}(fg|_{g^{-1},\beta}).
\]

By letting \( l \to \infty \), we get

\[
c_{d(\nu),d(\rho(g^{-1},\beta)),\lambda(\alpha)}(g|_{\alpha}f, v) = c_{d(\lambda(\alpha)),d(\xi),\nu}(fg|_{g^{-1},\beta}),
\]

and therefore

\[
\rho(\Lambda)^{-(d(\lambda)-d(\mu))}M\left(Z(\nu, f(g|_{g^{-1},\beta}), \mu(g^{-1}, \beta))\right) \\
= \rho(\Lambda)^{-d(\lambda)-d(\mu)}\rho(\Lambda)^{-d(\mu)} M\left(Z(\lambda(g\cdot\alpha), g|_{\alpha}f, v)\right) \\
= \rho(\Lambda)^{-d(\xi)}c_{d(\nu),d(\rho(g^{-1},\beta)),\lambda(\alpha)}(g|_{\alpha}f, v) \\
= M\left(Z(\lambda(g\cdot\alpha), g|_{\alpha}f, \xi)\right),
\]

finishing the proof of (13.9) as we required. □
14. Main results for a preferred dynamics on $O(G, \Lambda)$

We now state our main results about the KMS structure of $O(G, \Lambda)$ under the preferred dynamics.

**Theorem 14.1.** Let $\Lambda$ be a finite strongly connected $k$-graph, $(G, \Lambda)$ be a finite-state self-similar groupoid action, and $\sigma$ be the preferred dynamics (12.1) on $O(G, \Lambda)$. Let $V$ be the unitary representation of Proposition 10.1 and let $\pi_V : C^*(Per(G, \Lambda)) \to O(G, \Lambda)$ be the induced homomorphism.

(1) If there is a $g \in G$ such that $x_\Lambda(\text{dom}(g)) \neq x_\Lambda(\text{cod}(g))$, then $O(G, \Lambda)$ has no KMS$_1$-state.

(2) If $x_\Lambda$ is $G$-invariant, then the map $\phi \mapsto \phi \circ \pi_V$ is an affine isomorphism from the simplex of KMS$_1$-states of $(O(G, \Lambda), \sigma)$ onto the simplex of states of $C^*(Per(G, \Lambda))$.

The proof follows the argument of the proof of [12, Theorem 7.1].

**Proof of Theorem 14.1.** For (1), note that if there is a KMS$_1$-state $\phi$ of $O(G, \Lambda)$, then Lemma 7.2(1) says that $\phi(\text{dom}(g)) = \phi(\text{cod}(g))$. Now (12.2) forces $x_\Lambda(\text{dom}(g)) = x_\Lambda(\text{cod}(g))$ which is a contradiction.

For (2), note that the map $\Omega : \phi \mapsto \phi \circ \pi_V$ is continuous and affine, and it follows from Theorem 12.1 that it is injective. To see the surjectivity, we first claim each character $\chi$ of $\text{Per}(G, \Lambda)$ is in the range of $\Omega$. Let $z \in \mathbb{T}^k$ such that $z^p = \chi(p)$ for all $p \in \text{Per}(G, \Lambda)$. Let $\phi$ be the KMS$_1$-state of the Proposition 13.2 and write $\gamma_z$ for the gauge automorphism of $O(G, \Lambda)$. An easy computation shows that $\phi \circ \gamma_z$ is a KMS$_1$-state of $O(G, \Lambda)$, and we have $\phi \circ \gamma_z(t_{\lambda}u_{g}t_{\mu}^*) = \rho(\Lambda)^{d(\lambda) - d(\mu)} M(z(\lambda, g, \mu))$. Now the formula (11.4) for the Parry measure $M$ implies that

$$
\phi_z(t_{\lambda}u_{g}t_{\mu}^*) = \begin{cases} 
\rho(\Lambda)^{-d(\mu)} z^{d(\lambda) - d(\mu)} x_\Lambda(s(\mu)) & \text{if } d(\lambda) - d(\mu) \in \text{Per}(G, \Lambda), \mu = \theta_{d(\lambda), d(\mu)}(\lambda) \\
0 & \text{otherwise}.
\end{cases}
$$

Writing $i_{\text{Per}(G, \Lambda)} : \text{Per}(G, \Lambda) \to C^*(\text{Per}(G, \Lambda))$ for the universal representation of $\text{Per}(G, \Lambda)$, a similar computation to that in the proof of [12, Theorem 7.1] shows that

$$
\phi_z \circ \pi_V(i_{\text{Per}(G, \Lambda)}(p - q)) = \chi(p - q) \text{ for all } p - q \in \text{Per}(G, \Lambda).
$$

Thus $\Omega(\phi_z) = \chi$, and the claim holds. We can now appeal to the Krein–Milman theorem and the argument in the proof of [12, Theorem 7.1] to see that $\Omega$ is surjective. Hence $\Omega$ is an isomorphism. \qed

**Theorem 14.2.** Let $\Lambda$ be a finite strongly connected $k$-graph, $(G, \Lambda)$ be a finite-state self-similar groupoid action, and $x_\Lambda$ be $G$-invariant. Let $\sigma$ be the preferred dynamics (12.1) on $O(G, \Lambda)$. For each $g \in G \setminus \Lambda^0$, let $c_g$ be as in Corollary 11.3. Then there is a KMS$_1$-state $\Phi$ on $(O(G, \Lambda), \sigma)$ such that

$$
\Phi(t_{\lambda}u_{g}t_{\mu}^*) = \begin{cases} 
\rho(\Lambda)^{-d(\mu)} x_{\Lambda}(s(\mu)) & \text{if } \lambda = \mu \text{ and } g \in \Lambda^0 \\
\rho(\Lambda)^{-d(\mu)} c_g & \text{if } \lambda = \mu \text{ and } g \notin \Lambda^0 \\
0 & \text{otherwise}.
\end{cases}
$$

Moreover, $\Phi$ is the only KMS$_1$-state for $(O(G, \Lambda), \sigma)$ if and only if $\Lambda$ is $G$-aperiodic.
Proof. Let $\omega$ be the trivial state on $C^*(\text{Per}(G, \Lambda))$ given by $\omega(i_{\text{Per}(G,\Lambda)}(p)) = \delta_{p,0}$ for $p \in \text{Per}(G, \Lambda)$. Then by Theorem 14.1, $\Phi := \Omega^{-1}(\omega)$ is a KMS$_1$-state for $(O(G, \Lambda), \sigma)$. Since $\Phi \circ \pi_v = \omega$, an application of Theorem 12.1 shows that $\Phi$ satisfies (14.1). The second assertion follows from Theorem 14.1 and the fact that $G$-aperiodic graphs have trivial $G$-aperiodic group.

\[ \square \]

15. Computing KMS$_1$ states of $O(G, \Lambda)$ in Examples

Suppose that $\Lambda$ is a finite strongly connected $k$-graph, $(G, \Lambda)$ is a finite-state self-similar groupoid action, $x_\Lambda$ is $G$-invariant, and $\Lambda$ is $G$-aperiodic. Theorem 14.2 implies that $(O(G, \Lambda), \sigma)$ has a unique KMS$_1$-state $\Phi$ such that

\[ \Phi(t_\Lambda u_{a,\mu}^*) = \delta_{\lambda,\mu} \rho(\Lambda)^{-d(\lambda)} \Phi(u_{g}), \quad \text{for } s(\lambda) = g \cdot s(\mu). \]

Therefore the unique KMS$_1$-state $\Phi$ is determined by the values $\{\Phi(u_g) : g \in G\}$.

In this section, we show that both Examples 4.11 and 4.12 satisfy the conditions of Theorem 14.2. We then compute the values of the unique KMS$_1$-state for these examples at partial unitaries corresponding to generators of $G_A$. We first need a lemma.

Lemma 15.1. Let $\Lambda$ be a strongly connected finite $k$-graph and $(G, \Lambda)$ be a self-similar groupoid action. Suppose that for each $p - q \in \text{Per}(G, \Lambda)$ and $\lambda \in \Lambda^p$, we have $\text{cod}(h_{p,q}(\mu)) = \text{dom}(h_{p,q}(\mu))$. Then

(15.1) \[ \rho(\Lambda)^p = \rho(\Lambda)^q \quad \text{for all } p - q \in \text{Per}(G, \Lambda) \setminus \{0\}, \]

and $\text{Per}(G, \Lambda)$ is a subgroup of $\{n \in \mathbb{Z}^k : \rho(\Lambda)^n = 1\}$.

Proof. Let $p - q \in \text{Per}(G, \Lambda) \setminus \{0\}$. Since $\text{cod}(h_{p,q}(\mu)) = \text{dom}(h_{p,q}(\mu))$, Lemma 9.2(1), implies that the function $\theta_{p,q} : \Lambda^p \to \Lambda^q$ is a range and source preserving bijection. Now we are in the situation of [12, Corollary 7.2] and (15.1) follows from the computation (7.1) there.

\[ \square \]

Proposition 15.2. Let $(G_A, \Lambda)$ be the self-similar action of Example 4.11. Then $G_A$ is a finite groupoid with elements $a := g_a$ and $v := g_v$. Moreover, $\text{Per}(G_A, \Lambda)$ is trivial, and $O(G, \Lambda)$ with the preferred dynamics (12.1) has a unique KMS$_1$-state $\Phi$ satisfying

(15.2) \[ \Phi(u_g) = \begin{cases} 1 & \text{if } g = v \\ 1/3 & \text{if } g = a. \end{cases} \]

Proof. Easy computations show that $a^2$ acts trivially on edges and squares. Faithfulness of the action then implies that $a^2 = v$, which is the neutral element, so $G_A \cong \mathbb{Z}/2\mathbb{Z}$. Since we only have one vertex, $\text{cod}(h_{p,q}(\mu)) = \text{dom}(h_{p,q}(\mu))$ for all $p - q \in \text{Per}(G, \Lambda)$ and $\lambda \in \Lambda^p$, so Lemma 15.1 implies that $\text{Per}(G, \Lambda) \subseteq \{n \in \mathbb{Z}^2 : \rho(\Lambda)^n = 1\}$. On the other hand, since $\rho(\Lambda) = (2,3)$, the only $n \in \mathbb{Z}^2$ that satisfies $\rho(\Lambda)^n = 1$ is $(0,0)$. Therefore $\text{Per}(G_A, \Lambda)$ is trivial. The vector $x_\Lambda$ is automatically $G$-invariant. The computations proving (A5) in Example 4.11 show that $a$ acts trivially on the squares $e_1 f_1 \sim f_1 e_1$ and $e_1 f_2 \sim f_2 e_1$ with restriction $v$, and non-trivially on all other squares. From this it follows that $F^i_a(v)$ consists of all paths in the cylinder sets $Z(e_1 f_1) \cup Z(e_1 f_2)$, so we have $|F^i_a(v)| = 2 \cdot 6^{i-1}$. So we compute

\[ c^i_a = (3 \cdot 2)^{-i}(2 \cdot 6^{i-1}) = 1/3. \]

Thus, using (14.1), the KMS$_1$-state satisfies (15.2).
Proposition 15.3. Let \((G_A, \Lambda)\) be the self-similar action of Example 4.12 and and let \(\gamma = \frac{1 + \sqrt{5}}{2}\) be the Golden mean. Then \(\text{Per}(G_A, \Lambda)\) is trivial and \(\mathcal{O}(G, \Lambda)\) with the preferred dynamics (12.1) has a unique KMS\(_1\)-state \(\Phi\) such that

\[
\Phi(u_g) = \begin{cases} 
\gamma^{-1} & \text{if } g = v \\
\gamma^{-2} & \text{if } g = w \\
0 & \text{if } g = a_v \\
0 & \text{if } g = a_w \\
\gamma^{-1} & \text{if } g = b_v \\
\frac{\gamma^{-1}}{2} & \text{if } g = b_w.
\end{cases}
\]

(15.3)

Proof. We observe that the adjacency matrices are \(\begin{pmatrix} 1 & 1 \\ 1 & 0 \end{pmatrix}\) and \(\begin{pmatrix} 2 & 0 \\ 0 & 2 \end{pmatrix}\), and they have spectral radii \(\frac{1 + \sqrt{5}}{2}\) and 2, respectively. The unique 1-norm eigenvector for both adjacency matrices is given by \(x_A = \left(\frac{\gamma^{-1}}{\gamma^{-2}}\right)\). Since all groupoid elements have the same domain and codomain, Lemma 15.1 implies that \(\text{Per}(G_A, \Lambda) \subseteq \{n \in \mathbb{Z}^2 : \rho(\Lambda)^n = 1\}\). Since \(\frac{1 + \sqrt{5}}{2}\) and 2 are rationally independent, the only \(n \in \mathbb{Z}^2\) that satisfies \(\rho(\Lambda)^n = 1\) is \((0, 0)\). Hence \(\text{Per}(G_A, \Lambda)\) is trivial and \(\Lambda\) is \(G\)-aperiodic. Since there is no groupoid element connecting the vertices \(v\) and \(w\), we deduce that \(x_A\) is \(G\)-invariant. An argument almost identical to [19, Proposition 2.5] shows that \((G_A, \Lambda)\) contracting, and hence \((G_A, \Lambda)\) is finite-state.

Looking at the relations we checked for (A5) and (A6) in Example 4.12, we see that neither \(a_v\) nor \(a_w\) act trivially on any square, and hence Corollary 11.3 implies \(c_{a_v} = 0\) and \(c_{a_w} = 0\). Another application of the relations in (A5) and (A6) for \(b_v\) and \(b_w\) show that

\[
|F_{b_v}^l(v)| = 1, \quad |F_{b_w}^l(w)| = 1 \quad \text{and} \quad |F_{b_v}^l(v)| = 0, \quad |F_{b_w}^l(w)| = 0 \quad \text{for } l > 1
\]

and

\[
|F_{b_v}^1(v)| = 1, \quad |F_{b_w}^1(w)| = 0 \quad \text{and} \quad |F_{b_v}^l(v)| = 0, \quad |F_{b_w}^l(w)| = 0 \quad \text{for } l > 1.
\]

Combining this with Corollary 11.3 we compute

\[
c_{b_v} = 2^{-1}\gamma^{-1}(\gamma^{-1} + \gamma^{-2}) = \frac{\gamma^{-1}}{2} \quad \text{and} \quad c_{b_w} = 2^{-1}\gamma^{-1}(\gamma^{-1}) = \frac{\gamma^{-2}}{2}.
\]

Thus, using (14.1), the KMS\(_1\)-state satisfies (15.3). \(\square\)
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