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The Born rule describes the probability of obtaining an outcome when measuring an observable of a quantum system. As it can only be tested by measuring many copies of the system under consideration, it does not hold for non-replicable systems. For these systems, we give a procedure to predict the future statistics of measurement outcomes through Repeated Measurements (RM). This is done by extending the validity of quantum mechanics to those systems admitting no replicas; we prove that if the statistics of the results acquired by performing RM on such systems is sufficiently similar to that obtained by the Born rule, the latter can be used effectively. We apply our framework to a repeatedly measured Unruh-DeWitt detector interacting with a massless scalar quantum field, which is an example of a system (detector) interacting with an uncontrollable environment (field) for which using RM is necessary. Analysing what an observer learns from the RM outcomes, we find a regime where history-dependent RM probabilities are close to the Born ones. Consequently, the latter can be used for all practical purposes. Finally, we numerically study inertial and accelerated detectors, showing that an observer can see the Unruh effect via RM.

1 Introduction

In quantum mechanics, the Born rule has an intrinsic frequentist meaning [1, 2]. Given a quantum system in the pure state $|\psi\rangle$ and POVM described by a set of effects $\{\hat{E}_m\}$, the Born rule tells that the probability of measuring the system and finding the outcome $m$ is

$$p_m = \langle \psi | \hat{E}_m | \psi \rangle .$$

(1)

This means that assuming an observer has access to infinite identical copies of that system in the same state, the fraction of times they would obtain the outcome $m$ is $p_m$. Similarly, if we take a large-but-finite number of copies $N$ of the same experiment, the relative frequency of the outcome $m$ approaches $p_m$ as $N$ increases, and one can describe the system's state by the collection of the results obtained from these finitely many experiments [3].

In most cases, one can test the Born rule by taking a sufficiently large number of copies of the system, preparing them identically, and performing many identical measurements, making the frequentist interpretation effective. Once the rule is tested, one can apply it without the need to repeat measurements. However, if for any reason one cannot replicate a system, and hence test the Born rule, there is no a priori motivation to take it as valid. At the same time, the precision to which QM has been tested over the last century makes it possible to conjecture that its mathematical framework describes a broader class of systems for which the above large-number approach has no right to exist, i.e. systems that admit no replicas. In particular, we assume all systems are fundamentally described by the postulates of quantum mechanics and suppose some systems cannot be replicated; we call these systems non-replicable. Notice that the idea of QM being the fundamental theory of reality can be found in most quantum-related disciplines: while we do not necessarily share this view, we take it as a working assumption throughout the paper.

Relevant to our work, examples of such systems are those typically studied by Quantum Cosmology (QC) and Quantum Field Theory (QFT). In QC, the system under consideration is the whole universe [4, 5]: as it is clear, testing the Born rule by making multiple
copies is impossible in this case. Similarly, in QFT one often works under the assumption that experiments can be replicated by starting from some initial state (e.g. the vacuum) and that the field’s state can be reset to some target state. However, such a degree of control on QFT degrees of freedom is, in practice, out of reach, at least due to causality reasons. Hence, there is no reason to deem using QM’s postulates in these disciplines well-defined.

This paper discusses the possibility of extending QM to non-replicable systems. By extension we do not mean that the Born rule is changed in its formal expression, but rather that we change its domain of validity, i.e. we extended the set of systems for which it can be used. The logic is the following. First, we assume all systems behave following the standard postulates of quantum mechanics. Then, we notice that this assumption is not enough to enable the usage of the Born rule in all settings. In other words, assuming a system is quantum is not enough for using the Born rule. Next, we notice that the Born rule trivially holds for all quantum systems admitting replicas (those for which QM was formulated) and search for a class of systems not admitting replicas for which the Born rule holds. We find that some such systems exist, hence providing an extension of the domain of validity of the Born rule: the outcomes of measurements performed on these systems resemble those performed on replicable ones. In particular, we study what statistics can emerge from measuring non-replicable systems many times and define conditions under which observers can still meaningfully talk about the Born rule. This is done by looking at what an observer performing Repeated Measurements (RM) on a non-replicable system could infer from a string of measurement outcomes.

As an example, we work out the details of RM performed on an Unruh-DeWitt (UDW) detector (e.g. a two-level system) interacting with a massless scalar field. This paradigmatic system provides an operational way to prove that the notion of particle is observer-dependent, which is a milestone result of QFT in non-inertial frames [6, 7]. In particular, the detector model can be used to study the Unruh effect, which states that the quantum state observed to be empty of particles by inertial observers (the Minkowski vacuum) appears to be a thermal state for a class of uniformly accelerated observers (Rindler observers). A detector in uniform acceleration will excite and de-excite as if it would be absorbing and emitting particles in interaction with a thermal heat bath. An additional question is what happens when the state of the detector is measured. The measurement collapses the state of the detector, while the state of the composite detector-quantum field system factorizes to a product state. For an accelerated detector, establishing a thermal distribution for the state of the detector would require many measurements. However, the probabilistic interpretation assumes an i.i.d setting, which becomes unrealistic by requiring either many identical copies of the detector and the quantum field, or the ability to reset the field state after the measurement. As an alternative, we resort to our repeated measurements protocol, and investigate whether a thermal distribution for the detector state can be reliably established.

Summarising, the scope of this paper is two-fold. First, we propose the RM framework as a way of making predictions for a single run of an experiment performed on a non-replicable system, for which the standard frequentist interpretation of QM is not applicable. Second, we illustrate this approach for an UDW detector interacting many times with a quantum field; by doing so, we investigate the populations obtained by repeated measurements performed between the many interactions and see if and how much they differ from those obtained in the standard frequentist interpretation.

The paper is organized as follows. In Sec. 2, we introduce our RM scheme as a procedure for making predictions about measurements performed upon systems interacting with non-replicable environments. In Sec. 3, we review the theory of Unruh-DeWitt detectors and a recent proposal using them for defining quantum measurements in QFT. Then, we argue that an UDW detector interacting with a quantum field can be treated via RM and obtain the probability of observing any string of results, together with upper and lower bounds. Next, in Sec. 4, we numerically study the cases of UDW detectors moving along inertial and accelerated trajectories, and compare our results with those already present in the literature, obtained in the finite time interaction case within the frequentist interpretation. Finally, in Sec. 5, we present conclusions and discuss future prospects.

Throughout this paper, we work in four-dimensional Minkowski spacetime with metric signature (−, +, +). Four-vectors are denoted by upper-case letters, e.g. X, and their three-vectors spatial parts by lowercase bold letters, e.g. x. We assume the units convention for which \( h = c = k_B = 1 \).

## 2 Repeated measurements

In this section, we present our scheme for making predictions about non-replicable systems. Let us first recall and formalize the standard frequentist approach to the Born rule. Suppose Alice investigates a system \( S \) in some state \( |\psi\rangle \), and that she can replicate it a large number of times \( N \). In this way, she performs \( N \) measurements of a selected observable getting \( N \) outcomes, and builds statistics from these results. This procedure is schematized in Fig. 1a. Let us consider

---

\(^1\)Note that, as far as \( |\psi\rangle \) is known, this procedure is not forbidden by the no-cloning theorem.
also the case where she can not produce replicas, yet has full control over the whole system, meaning she can apply any quantum operation to its state. Then, she can still test the Born rule by preparing the system in the initial target state, measuring it, and resetting it to the above state; the outcomes she obtains by this procedure are identical to those obtained by using replicas, as it is clear by Fig. 1b. Therefore, having full control over the system is enough to test the Born rule even without being able to produce replicas. In contrast, we call non-replicable a system which, for any reason, we cannot prepare many times in the same state or we have no full control over it.

The relevance of the picture described by Fig. 1b is that it is easily generalized to describe the case of non-replicable systems. To do so, we restrict Alice to measure only a part of the whole system, called detector and labelled by $\mathcal{D}$, while we call the rest of the system an environment, and label it with $\mathcal{E}$. Furthermore, we suppose she does not have full control over the system, meaning that she cannot apply quantum operations at will on the total state. In particular, we suppose she can measure and apply reset operators on $\mathcal{D}$, but all other operations she can use inevitably couple $\mathcal{D}$ and $\mathcal{E}$. Hence, all the measurement results she obtains from measuring $\mathcal{D}$ are perturbed by the state of $\mathcal{E}$, and no Born rule is expected to emerge from performing Repeated Measurements. This scenario is further explained by Fig. 1c, from which it is clear that each of Alice’s measurements is testing the same system in a different state, and it is only by having full control of $\mathcal{E}$ that she would be able to observe the Born rule on $\mathcal{D}$.

It is important to note that calling the measured system detector is not standard in quantum measurement theory, as this name is often reserved for the apparatus making the tested system decohere. Here we followed a different naming convention to be consistent with the literature regarding Unruh-DeWitt detectors, which we often reference in the second part of this work. To avoid confusion, we here stress that, in this work, measurements are idealized as instantaneous projective operators applied over the detector degree of freedom, and collapse is considered to happen as in the standard von Neumann prescription, without any mediator nor decoherence time needed.

### 2.1 Statistical inference from RM

Following the above discussion, let us consider a system $S$ composed of two parts, one called the detector $\mathcal{D}$, and the other the environment $\mathcal{E}$. In particular, without loss of generality we study the case of $\mathcal{D}$ being a non-degenerate two-level system on which we can perform projective measurements, and take the total Hamiltonian of $S$ to be

$$\hat{H}_S(t) = \hat{H}_D + \hat{H}_E + \lambda \hat{H}_{\text{int}}(t),$$  \hspace{1cm} (2)

where

$$\hat{H}_{\text{int}}(t) = \sum_{k=1}^{N} \chi_k(t) \hat{H}^{(k)}_{\text{int}}(t)$$  \hspace{1cm} (3)

with $\{\chi_k(t)\}$ being a set of window functions with disjoint compact supports (i.e. $\text{Supp}(\chi_i) \cap \text{Supp}(\chi_j) = \emptyset$, $\forall i, j$), and $\lambda$ a small parameter modulating the strength of the interaction. Note that by using the interaction Hamiltonian (3) we implicitly assume our ability to switch on and off the interaction, a task that might be hard to accomplish in practice. As a result of this setup, $\mathcal{D}$ and $\mathcal{E}$ interact $N$ times via as many possibly different Hamiltonians. Finally, let us take $S$ to be initially in the separable state

$$|\psi_0\rangle = |0\rangle \otimes |e_0\rangle,$$  \hspace{1cm} (4)

where $|0\rangle$ is the lowest energy eigenstate of $\hat{H}_D$, and $|e_0\rangle$ some environmental state. For the sake of simplicity, we take the detector’s Hamiltonian to be

$$\hat{H}_D = \omega |1\rangle \langle 1|$$  \hspace{1cm} (5)

with $\omega > 0$, so that $|0\rangle$ has zero energy. Working in the interaction picture [8], the unitary operator describing the evolution generated by the $k$-th interaction has the form

$$\hat{U}_k = T \left\{ \exp \left( -i \lambda \int_{\text{Supp}(\chi_k)} \chi_k(t) \hat{H}^{(k)}_{\text{int}}(t) dt \right) \right\}.$$  \hspace{1cm} (6)

After the end of each interaction, we measure $\mathcal{D}$ via the PVM operators

$$\begin{align*}
\{ \hat{M}_0 = |0\rangle |0\rangle, \\
\hat{M}_1 = |1\rangle |1\rangle,
\end{align*}$$  \hspace{1cm} (7)

store the corresponding results in a bit string

$$B_L = (b_1, b_2, \ldots, b_L),$$  \hspace{1cm} (8)

where $L \leq N$, and reset the detector’s state to $|0\rangle$ via some unspecified erasure procedure [9]. Note that these measurements are always applied between the interactions, meaning that the measurement giving the bit string element $b_k$ is obtained after $\hat{U}_k$ ended, and before $\hat{U}_{k+1}$ starts. Moreover, the fact that $[\hat{M}_k, \hat{H}_D] = 0$ means that the times at which the measurements happen are not relevant.

Starting from a generic separable state $|0\rangle \otimes |f\rangle$, the $k$-th operator of the set (6) evolves the system to $\hat{U}_k |0\rangle |f\rangle$, and hence the outcome-dependent post-measurement state is

$$|\psi_h\rangle = \frac{\hat{M}_h \hat{U}_k |0\rangle |f\rangle}{\sqrt{p_h(k)[f]}},$$  \hspace{1cm} (9)

where

$$p_h(k)[f] = \left| \langle b | \hat{U}_k |0\rangle |f\rangle \right|^2$$  \hspace{1cm} (10)
is the probability of getting \( b \) after the \( k \)-th unitary is applied, given that the initial environmental state was \(|f\rangle\). Therefore, since after each measurement the state of \( \mathcal{D} \) is reset to \(|0\rangle\), one can define the environmental state-dependent operators

\[
\hat{V}_b(k)[f] = \frac{\langle b | \hat{U}_k |0\rangle}{\sqrt{p_b(k)[f]}},
\]

(11)

describing the collection of operations 1) application of \( \hat{U}_k \), 2) measurement of \( \mathcal{D} \) with outcome \( b \), and 3) reset of \( \mathcal{D} \) to \(|0\rangle\); all together, these operations combine to give

\[
|0\rangle \otimes |f\rangle \rightarrow |0\rangle \otimes \left( \hat{V}_b(k)[f] |f\rangle \right).
\]

(12)

When the RM procedure is repeated \( L \) times upon the initial state (4), giving the bit string (8), the final state is

\[
|\psi_L\rangle = |0\rangle \otimes \left( \prod_{i=1}^{L} \hat{V}_i |e_0\rangle \right).
\]

(13)

where the operators \( \hat{V}_i \) are recursively defined as

\[
\begin{align*}
\hat{V}_1 &= \hat{V}_{b_1}(1)|e_0\rangle \\
\hat{V}_{n+1} &= \hat{V}_{b_{n+1}}(n + 1) \left( \prod_{i=1}^{n} \hat{V}_i |e_0\rangle \right)
\end{align*}
\]

(14)

and where the operator products appearing in Eqs (13) and (14) are ordered starting from the right by decreasing \( i \). Therefore, each \( V \)-operator applied on the environment depends on all \( V \)-operators applied before it, making Eq. (13) extremely hard to evaluate.

In order to make Eq. (13) tractable, let us consider the simpler case of weak interaction and slowly-evolving environment, i.e. take the unitaries (6) to be

\[
\hat{U}_k = \hat{U} \otimes 1_{\mathcal{E}} + \epsilon \sum_i \hat{A}_i \hat{B}_i + \epsilon^2 \sum_i \hat{C}_i \hat{D}_i + O(\epsilon^3)
\]

(15)

where the set of operators \( \{ \hat{A}_i, \hat{C}_i \} \) and \( \{ \hat{B}_i(k), \hat{D}_i(k) \} \) act on \( \mathcal{D} \) and \( \mathcal{E} \) respectively, and \( \epsilon \) is a small parameter. First, let us briefly analyze the case of vanishing \( \epsilon \), corresponding to having no interaction between \( \mathcal{D} \) and \( \mathcal{E} \), and applying many times the same \( \hat{U} \) to the detector. Then, measuring \( \mathcal{D} \), gathering data, and resetting it to \(|0\rangle\) many times, means that all the measurements are performed on the same state \( \hat{U} |0\rangle \), and the results strictly satisfy the Born rule (1) with \( \hat{E}_m = \hat{M}_m \), i.e.

\[
p_m = \left\| \langle m | \hat{U} |0\rangle \right\|^2.
\]

(16)

In fact, this is equivalent to preparing many copies of \( \mathcal{D} \) in \( \hat{U} |0\rangle \) and measuring them, hence reproducing.
the standard prescription for getting the Born rule, as in the case pictured in Fig.s 1a-1b. Next, by taking \( \epsilon \) to be small, and substituting the unitaries (15) in Eq. (10) one gets

\[
p_m(k)[f] = p_m + \epsilon Q_m^{(1)}(k)[f] + \epsilon^2 Q_m^{(2)}(k)[f] + O(\epsilon^3)
\]

where

\[
\begin{aligned}
Q_m^{(1)}(k)[f] &= \sum_i \langle \hat{A}^\dagger M_m \hat{B}^\dagger k \rangle_f + h.c. \\
Q_m^{(2)}(k)[f] &= \sum_{i,j} \langle \hat{A}^\dagger M_m \hat{A}^\dagger j \rangle_f \langle \hat{B}^\dagger k \hat{B}^\dagger j \rangle_f' + \\
&\quad + \sum_{l,l'} \langle \hat{C}^\dagger l l' \hat{M}^\dagger m \hat{D}^\dagger l' \rangle f + h.c.
\end{aligned}
\]

where we used the shorthand notation \( \langle \hat{O} \rangle_\psi = \langle \psi | \hat{O} | \psi \rangle \). Hence, for the generic state \( |0, f, \rangle \) the probability of obtaining the outcome \( m \) is given by the Born rule of the \( \epsilon = 0 \) case plus corrections at most of order \( \epsilon \); yet, these corrections are as convoluted as Eq. (13), meaning that \( Q_m(k)[\epsilon_k] \) will depend on all the states the environment explored since the RM procedure started, hence making any usage of Eq. (17) very complicated.

2.1.1 Bayes' updates rules

Inspired from the the vanishing \( \epsilon \) case, one can try overlooking the contribution given by the memory-dependent part of the probabilities (17), and predicting the statistics of future outcomes as if the probabilities were well described by Eq. (16), i.e. as if the Born rule was valid. Clearly enough, observers following this strategy will deduce wrong probabilities. However, if the error they obtain can not be seen by confronting the predictions with the actual outcomes, one can still rely on the Born rule for all practical purposes (FAPP). To formalize this idea let us introduce Bayesian updating in this setting [10].

Suppose we are given a set of data \( \mathcal{D} \) and have to decide between a set of hypotheses \( \{ \mathcal{H}_i \} \) which ones are correct. Moreover, suppose we have some prior knowledge about the hypotheses, summarized as probabilities of them being true, i.e. \( P(\mathcal{H}_i) \). By observing the data, one can update these probabilities from their initial value to \( P(\mathcal{H}_i|\mathcal{D}) \), which is the probability of \( \mathcal{H}_i \) being true given the new knowledge acquired. This is done via the Bayes rule, i.e.

\[
P(\mathcal{H}_i|\mathcal{D}) = \frac{P(\mathcal{D}|\mathcal{H}_i)P(\mathcal{H}_i)}{P(\mathcal{D})},
\]

where \( P(\mathcal{D}) \) is a normalization factor given by

\[
P(\mathcal{D}) = \sum_i P(\mathcal{D}|\mathcal{H}_i)P(\mathcal{H}_i),
\]

and \( P(\mathcal{D}|\mathcal{H}_i) \) is the probability of obtaining the data assuming \( \mathcal{H}_i \). A general update strategy then follows by applying Eq. (21) recursively: assuming we observed the data set \( \mathcal{D} \), our knowledge about the hypotheses is described by \( P(\mathcal{H}_i|\mathcal{D}) \) which become our new prior, so that once we obtain the new data \( \mathcal{D}' \), all we have to do to update our current belief is to apply Eq. (21) again as

\[
P(\mathcal{H}_i|\mathcal{D}') = \frac{P(\mathcal{D}'|\mathcal{H}_i)P(\mathcal{H}_i|\mathcal{D})}{P(\mathcal{D}')}.
\]

If, after enough data \( \mathcal{D}' \) it is

\[
P(\mathcal{H}_i|\mathcal{D}') \gg P(\mathcal{H}_j|\mathcal{D}')
\]

for one \( i \) and all \( j \neq i \), then we claim \( \mathcal{H}_i \) is the right hypothesis. If new data are later gathered in favour of other hypotheses, one must stop calling \( \mathcal{H}_i \) the true one. If, at the same time, all hypotheses \( \{ \mathcal{H}_i, \ldots, \mathcal{H}_n \} \) satisfy Eq. (22) for all \( j \neq i_1, \ldots, i_R \), yet between all these there is no one for which Eq. (22) holds with respect to all other \( i_1, \ldots, i_R \), then all of them retain the same degree of trueness, meaning that we can interpret the data by means of any.

We are now ready to discuss if and how an observer can use the Born rule in situations where it does not apply strictly. Suppose Alice measures \( L \) times the detector and gets the string of outcomes \( B_L \). To interpret these data, Alice formulates the following set of hypotheses:

- \( \mathcal{H}_1(q) \): The Born rule holds as given by Eq. (16), and \( p_1 = q \).
- \( \mathcal{H}_2(q) \): The Born rule holds approximately, with the Born part given as above and corrections of at most of order \( \epsilon \), as in Eq. (17).

Finally, let us suppose Alice has no previous knowledge or bias about the experiments, and therefore she assigns uniform priors to all hypotheses, i.e. \( h = P(\mathcal{H}_1(q)) = P(\mathcal{H}_2(q)) = 1/2 \). Thanks to this choice, the priors are correctly normalized

\[
\sum_{i=1}^2 \int_0^1 P(\mathcal{H}_i(q))dq = 1.
\]

Next, she looks at the data contained in \( B_L \) and updates the probabilities about the hypotheses via

\[
P(\mathcal{H}_i(q)|B_L) = \frac{1}{2} P(B_L|\mathcal{H}_i(q)) + \epsilon \Delta P_q(B_L)
\]

where we defined

\[
\begin{aligned}
P(B_L|\mathcal{H}_1(q)) &= P_q(B_L) \\
P(B_L|\mathcal{H}_2(q)) &= P_q(B_L) + \epsilon \Delta P_q(B_L)
\end{aligned}
\]

and where

\[
P_q(B_L) = q^n(1-q)^{L-n}
\]

with \( n \) being the number of ones in \( B_L \), and where \( \Delta P_q(B_L) \) depends on the specific Hamiltonian and initial environmental state considered. When expanded, Eq. (24) gives
The above equation provides a way to formalize the idea that we presented at the beginning of this paragraph, namely, as the question: given that the right hypotheses is \( \mathcal{H}_2(q) \), can Alice use \( B_L \) to rule out \( \mathcal{H}_1(q) \) in favour of the former?

Clearly, the answer to this question depends on the specific corrections considered; however, to select \( \mathcal{H}_2(q) \) against \( \mathcal{H}_1(q) \) it must generally be

\[
P(\mathcal{H}_2(q) | B_L) \gg 1
\]

(28)

which, assuming \( P_q(B_L) \neq 0 \), is

\[
\frac{\Delta P_q(B_L)}{P_q(B_L)} \gg \frac{1}{\epsilon}.
\]

(29)

Moreover, it is easy to show that, if the first order corrections all vanish, then we can go at second order in \( \epsilon \) and get

\[
\frac{\Delta^{(2)} P_q(B_L)}{P_q(B_L)} \gg \frac{1}{\epsilon^2},
\]

(30)

where the quantity at numerator is implicitly defined by

\[
P(B_L | \mathcal{H}_2(q)) = P_q(B_L) + \epsilon^2 \Delta^{(2)} P_q(B_L) + O(\epsilon^3).
\]

(31)

2.1.2 Bit string probabilities

Let us now study the probability \( P(B_L) \) of obtaining a certain bit string \( B_L = (b_1, \ldots, b_L) \). From the definition of conditional probability, we get

\[
P(B_L) = P(b_L | B_{L-1})P(B_{L-1}),
\]

(32)

where \( B_j \) with \( j \leq L \) denotes the strings obtained by cutting \( B_L \) at length \( j \). Hence, by applying the above formula recursively we obtain that \( P(B_L) \) can be expressed as a product of \( L \) conditional probabilities having the form

\[
\begin{aligned}
P(0|B_j) \quad P(1|B_j).
\end{aligned}
\]

(33)

For the sake of simplicity, assuming there are \( n \) ones in \( B_L \) we can completely determine it by its length \( L \) and the location of ones in it, i.e. \((N_1, \ldots, N_n)\); hence the two expressions

\[
B_L = (b_1, \ldots, b_L)
\]

(34)

and

\[
B_L = (L; N_1, \ldots, N_n)
\]

(35)

contain the same information \(^2\). Thanks to this notation, it is

\[
P(B_L) = \prod_{j=1}^{L} P(0|B_{j-1}) \prod_{j=1}^{L} P(1|B_{j-1}).
\]

(36)

If the Born rule holds, the above expression simplifies to Eq. (26). On the contrary, in the case of small but finite \( \epsilon \) and assuming the probabilities (33) take the form (17), at first order in \( \epsilon \) it is

\[
\tilde{P}_q(B_L) = P_q(B_L) + \epsilon \sum_{j=1}^{L} \prod_{j \neq j} Q_{b_j}^{(1)}(j)[f_j]p_{b_j},
\]

(37)

and hence

\[
\Delta P_q(B_L) = \sum_{j=1}^{L} \prod_{j \neq j} Q_{b_j}^{(1)}(j)[f_j]p_{b_j}.
\]

(38)

This expression gives us an explicit way to test if the Born rule can be taken as valid in the case of RM. In fact, if Eq. (29) does not hold, then the hypotheses \( \mathcal{H}_1(q) \) and \( \mathcal{H}_2(q) \) are equally valid, and one can use the former in place of the latter. In particular, if

\[
\tilde{P}_q(B_L) / P_q(B_L) \simeq 1,
\]

(39)

\(^2\)This notation is more economic whenever the number of ones in \( B_L = (b_1, \ldots, b_L) \), \( n \), is much smaller than that of zeros \( L - n \). Conversely, if the number of ones is larger than that of zeros one can use a mapping where the \( \{N_k\} \) denote the locations of the zeros and get a similar efficiency.
is true, where \( P_q(B_L) \) and \( \tilde{P}_q(B_L) \) are the bit string probabilities obtained using hypothesis \( H_1(q) \) and \( H_2(q) \) respectively, then FAPP the Born rule can be used in place of the outcome dependent one. Also note that thanks to the notation (34), the bit string update process can be viewed as a non-markovian random walk on an \( L \)-dimensional hypercube starting from \((0,\ldots,0)\) by updating the \( k \)-th bit after the \( k \)-th measurement to the obtained measurement outcome (for related discussion of random walks on a hypercube see e.g. Ref. [11]).

In conclusion, one should think of the RM approach as relative to an observer knowing neither if the system they are given to test is interacting with some environment nor the specific interaction occurring. Such an observer can perform RM and construct a probability distribution from the obtained outcomes. We claim that, in some cases, they need not know the details of the environment and interaction and yet use our result to apply the Born rule. To do so, experimenters having access to a single copy of a quantum system must apply the following strategy. First, they measure the system and collect data, e.g. in the form of a bit-string. Next, they make a reasonable list of hidden environments and interactions they might have overlooked, represented by the hypotheses \( \{H_i\} \). Then, by reading the gathered data, they assign to each hypothesis a probability, which plays the role of a prior for the updates induced by later readings. Then, the experimenter keeps measuring the system and updating their beliefs, following Eq. (21); if Eq. (39) is satisfied for the hypothesis that the Born rule holds (possibly together with one or more hypotheses considering interactions and environments), the experimenter is entitled to the Born rule FAPP.

### 2.2 Applicability of the Born rule, necessity of RM

In this paragraph, we discuss the necessity and applicability RM in general. The discussion follows the logic represented as a flow chart in Table 1. To this end, we consider a quantum system \( D \) over which we can perform measurements and ask which rule (if any) we should apply to foresee the statistics of future measurements’ outcomes. Moreover, we assume all systems behave following the standard postulates of quantum mechanics, meaning that the state of each isolated system is described by a normalized vector in some Hilbert space, its time evolution is described by some unitary operator, and if the system admits replicas then the Born rule holds.

First, suppose \( D \) is isolated. If \( D \) is also replicable, an experimenter can apply the standard procedure giving the Born rule (see Fig. 1a) and get a list of outcomes \( \{m_i\} \) with their related \( i.i.d. \) probabilities \( p(m_i) \), as in Eq. (1). If \( D \) is not replicable but it can be reset, then one can apply the procedure in Fig. 1b and still get \( \{m_i\} \) and the relative \( p(m_i) \). However, if \( D \) is not replicable and it admits no reset operation, then nothing can be said in general about the statistics of future outcomes from the result of the past ones: no Born rule generally exists in this case, even if we assume the system behaves by the quantum mechanical postulates\(^3\). For example, a system undergoing random different evolutions between any two repeated measurements allows no effective version of the Born rule.

A similar classification holds for open systems. Suppose \( D \) interacts with a quantum system \( E \) acting as an environment, such that \( D + E \) is isolated. If \( D + E \) is replicable, an experimenter can apply the standard procedure realising the Born rule to the composed system, as in the isolated case. Then, the outcomes of the replica experiments are all possible strings of outcomes \( \{M_I\} \) of a given length \( N \); when collected, these give the related \( i.i.d. \) probabilities \( p(M_I) \). Notice that, while the string probabilities are \( i.i.d. \), the occurrences of certain combinations inside a single are generally not \( i.i.d. \): an example of this is when \( D \) is a spin belonging to a spin chain. As in the isolated system, the above statistics can also be obtained when \( D + E \) is non-replicable but overall resettable, and nothing can be said in general for non-replicable and non-resettable systems. However, our analysis shows that, differently from its isolated counterpart, the non-isolated non-replicable system \( D \) sometimes allows using an effective Born rule for the single outputs of RM, even when \( D + E \) is not replicable and non-resettable: such a rule is obtained by RM in the weak-coupling regime, as discussed in Sec. 2.1.

Finally, we notice that the probabilities QM predicts for strings of outcomes obtained by measuring many copies of replicable weakly-interacting \( D + E \) are exactly those obtained for their non-replicable non-resettable counterparts by the RM scenario, with the only difference that there is no possibility of empirical testing for the latter; yet, the formal expression for the probability \( P(M) \) of obtaining a string \( M \) repeatedly measuring many replicas of a replicable open system is the same we obtained for the unique string gathered by RM on a non-replicable one.

In the rest of this article, we explore the RM scenario for a two-level system interacting with a massless scalar field. As we will motivate in Sec. 3.4, this system is non-replicable. According to the above classification, the two-level system is not isolated, and its larger environment is not replicable or resettable. Hence, a meaningful analysis is only possible when the two systems are weakly interacting: in such a case,

\(^3\)Notice that a Born-like rule may still emerge in some specific cases, either by chance or by choosing some very specific systems; these sporadic cases can be overlooked for the sake of simplicity. The same holds for non-replicable and non-resettable open systems, described by the right column of Table 1.
RM gives a string of outcomes whose distribution is effectively Born-like. On the one hand, this example will serve as a tool to clarify our discussion about non-replicable systems; on the other hand, it will provide interesting results about relativistic quantum information and QFT in non-inertial frames.

3 RM on Unruh-DeWitt detectors

3.1 Unruh-DeWitt detectors

The Unruh-DeWitt (UDW) model for particle detectors was introduced as a tool for studying the notion of particle in QFT in curved and non-inertial spacetimes [12, 13]. In fact, thanks to this model one can abandon the definition of particles as field quanta in favour of a more operational approach, in which an observer can claim having detected a particle when observing a transition in the energy levels of a system they carry. Consequently, upwards and downwards transitions are respectively interpreted as absorptions and emissions of particles, and measurements on the detector as the only way to test if the field state contains particles or not. In practice, one often considers the idealized case in which, instead of studying the dynamics of one such detector, the focus is on the asymptotic populations of the detector’s levels, and hence of a large number of replicas of identical detectors, interacting with as many independent quantum fields. Assuming the latter setting to be impossible or very hard to realize, this framework fits our definition of non-replicable systems, and we can apply the results of the previous section to see if an observer doing RM would get the same results of one applying the standard Born rule.

To this end, let us study a bipartite system composed of a point-like non-degenerate two-level detector with free Hamiltonian given by Eq. (5) and a real and massless scalar quantum field $\hat{\phi}$ in flat $(3 + 1)$-dimensional spacetime, playing the role of the environment $\mathcal{E}$. This idealized device is called an UDW detector. For a review of the theory of UDW detectors in flat and curved spacetime, see e.g. [6, 14, 15]. The assumption of the detector being pointlike makes the discussion easier at the cost of being nonphysical and leading to divergences due to the small-distance fluctuations of the field that must be regulated [19]. Then, assuming the detector’s position to be a classical degree of freedom we can write its world line as

$$X(\tau) = (t(\tau), x(\tau)),$$

(40)

where $\tau$ is the proper time. While the possibility of quantizing the detector’s position and hence discussing UDW on superposed trajectories has recently
gained attention [20–22], we here limit our discussion to classical motions only, and postpone a more general treatment to future works. Hence, we can describe the interaction between the detector and the field via the proper time-dependent Hamiltonian
\[ \hat{H}_{\text{int}}(\tau) = \chi(\tau)\hat{m}(\tau) \otimes \hat{\phi}(X(\tau)), \] (41)
where
\[ \hat{m}(\tau) = e^{-i\omega\tau} |0\rangle \langle 0| + e^{i\omega\tau} |1\rangle \langle 1|, \] (42)
is the detector’s monopole momentum operator in the interaction picture and \( \chi(\tau) \in [0, 1] \) is a smooth function describing the duration and the intensity of the interaction, called switching function. Physical switching functions have compact support, but it is often useful to relax this requirement. In order for the interaction to be weak, hence allowing to use perturbation theory, we multiply \( \hat{H}_{\text{int}}(\tau) \) by a small constant \( \lambda \). Therefore, the full Hamiltonian is
\[ \hat{H} = \hat{H}_D + \hat{H}_\phi + \lambda \hat{H}_{\text{int}}(\tau) \] (43)
where
\[ \hat{H}_D = \omega |1\rangle \langle 1| \] (44)

\[ |\psi(t)\rangle = \hat{U}(t_0, t)|\psi(t_0)\rangle = |0\rangle \otimes |0_M\rangle - i\lambda \int_{t_0}^{t} d\tau \chi(\tau)e^{-i\omega\tau} |1\rangle \otimes \hat{\phi}(X(\tau))|0_M\rangle + O(\lambda^2). \] (47)

where the last equality is obtained by arresting the perturbation expansion of the exponential at first order in \( \lambda \). From the Born rule, we get the probability of observing the detector in the excited state as
\[ q = \lambda^2 \mathcal{F}_\chi(t_0; t), \] (48)
where \( \mathcal{F}_\chi(t_0; t) \) is the so-called response function, given by
\[ \mathcal{F}_\chi(t_0; t) = \int_{t_0}^{t} d\tau \int_{t_0}^{\tau} d\tau' \chi(\tau')e^{-i\omega(\tau-\tau')}W(\tau', \tau). \] (49)

In the above definition, we used the distribution \( W(\tau', \tau) \); this is the pull-back to the detector’s world line of the 2-point Wightman function \( W_2(X(\tau'), X(\tau)) \), the latter being a special case of the more general 2-point Wightman function
\[ W_n(X(\tau_1), \ldots, X(\tau_n)) = \langle 0 | \hat{\phi}(X(\tau_1)) \ldots \hat{\phi}(X(\tau_n)) | 0 \rangle. \] (50)

Let us now fix \( t = t_m > t_0 \). As the 2-point Wightman function is a well-defined distribution on \( \mathbb{R} \times \mathbb{R} \) [25], if the switching function is smooth and has compact support s.t. \( \text{Supp}(\chi) \subset [t_0, t_m] \), then Eq. (49) gives an univocal result; in this case, Eq. (48) is the probability of finding the detector in the excited state once the interaction ceased.\(^5\)

Lastly, let us discuss the regularization we use to evaluate Eq. (49). As a function, \( W(\tau', \tau) \) diverges when the value of its arguments coincide. Therefore, using some regularization procedure is necessary to get finite results from the integrals of \( W \). Notice that this is only a mathematical trick as, since in this paper we are always interested in studying response functions for which the integration intervals include \( \text{Supp}(\chi) \), our results does not depend on the specific choice of regularization. In practice, we regularize \( W(\tau', \tau) \) by a frequency cut-off, i.e. by substituting it with a function \( W_\epsilon(\tau', \tau) \) that is not divergent in \( \tau = \tau' \), and performing the limit \( \epsilon \to 0 \) at the end of the calculation to recover a finite and sensible expression. Specifically, we will always consider either inertial trajectories, for which we substitute the Wight-\n\n\(^5\)One could also consider the case in which the support of \( \chi \) is larger than the integration interval. Then \( q \) is the probability of finding the detector in the excited state when the interaction is still on. This case requires special care, as when the Wightman distribution is not integrated against a good test function Eq. (48) depends on the chosen regularization procedure. As we will always consider integration intervals containing the support of \( \chi \), we avoid discussing the problems arising in this case.
man function with
\[ W_c(\tau', \tau) = \frac{1}{(2\pi)^2} \left( \frac{1}{(\tau' - \tau - i\epsilon)^2 - |x' - x|^2} \right), \]

or accelerated ones, for which we use
\[ W_c(\tau', \tau) = -\frac{\alpha^2}{(4\pi)^2} \frac{1}{\sinh^2(\alpha(\tau' - \tau)/2 - i\epsilon)} \],

where \( \alpha \) is the detector’s acceleration. In general, our discussion holds for all trajectories such that
\[ W(\tau', \tau) = w(\tau' - \tau). \]  

3.2 Measurement-induced state collapse in QFT

Before describing RM on UDW detectors, we must ask if it is possible to use the standard the measurement postulate in relativistic QM. In fact, describing a measurement procedure in QFT is a longstanding problem [26–30]. The main reason for this is that, if not extended carefully, the update procedure prescribed by the non-relativistic postulate may induce faster-than-light signalling, hence not being compatible with causality. To address this issue, many proposals have been put forward [26, 31–33]. Here, we follow the one recently appeared in Ref. [34]: the reason for this choice is that the latter approach is the closest to an operational approach to quantum theory. There, the authors propose a measurement procedure using UDW detectors upon which a direct application of the non-relativistic measurement postulate is possible and compatible with causality. In particular, they show that if one accepts the field’s state to be contextual (i.e. a subjective quantity, as opposed to a fundamental property of the system) causality is not violated by applying the measurement postulate on the UDW detector and updating the field’s state consistently with the obtained outcome. Since this proposal is an essential piece of our construction, we here briefly review it with particular focus on the features we will need later.

Let the detector and the field initially be in the separable state
\[ \rho_0 = |0\rangle \langle 0| \otimes |\phi_0\rangle \langle \phi_0|, \]

and suppose the detector and the field interact for some finite time. For us, this interaction can be that obtained via the unitary operator \( \hat{U} \) and by choosing the switching function to have compact support. Then, suppose that after the interaction ceased Alice performs a projective measurement (PVM) on the detector. For the sake of clarity, we take the PVM to be described by the measurement operators \( \{\hat{M}_1, \ldots, \hat{M}_n\} \). Assuming the non-relativistic update rule, if Alice finds the outcome \( m_i \) associated with \( \hat{M}_i \), then the total system collapses to the state
\[ \rho(m_i) = \frac{(\hat{M}_i \otimes \mathbb{I})\hat{U}\rho_0\hat{U}^\dagger (\hat{M}_i \otimes \mathbb{I})}{\text{Tr}[(\hat{M}_i \otimes \mathbb{I})\hat{U}\rho_0\hat{U}^\dagger]} \]  

with probability
\[ p(m_i) = \frac{\text{Tr}[(\hat{M}_i \otimes \mathbb{I})\hat{U}\rho_0\hat{U}^\dagger]}{\text{Tr}[(\hat{M}_i \otimes \mathbb{I})\hat{U}\rho_0\hat{U}^\dagger]}, \]

in accordance with the non-relativistic measurement postulate. By tracing over the Hilbert space of the detector, one gets the state of the field as
\[ \rho_\phi(m_i) = \frac{\text{Tr}_D[(\hat{M}_i \otimes \mathbb{I})\hat{U}\rho_0\hat{U}^\dagger(\hat{M}_i \otimes \mathbb{I})]}{\text{Tr}[(\hat{M}_i \otimes \mathbb{I})\hat{U}\rho_0\hat{U}^\dagger]}, \]

which clearly depends on the specific outcome obtained. However, as \( m_i \) is (classical) information that cannot be transmitted faster than light, imposing Eq. (57) to be the state of the field outside the causal future of the measurement would inevitably break causality. Specifically, by calling \( I \) the set of points for which the interaction and measurement happens, and \( I^+ = I^+ \{I\} \) its causal future [35], then respecting causality means that no observer in the complement of \( I^+ \) can see the effect of the measurement performed by \( A \) when performing any local operation. Hence, the prescription given in Ref. [34] is that of using different update rules depending on the observer considered. In particular, their prescription is that the state of the system must be updated only for those observers having knowledge about the outcome and living in \( I^+ \) (via the so-called selective update), or for those who know that the measurement was performed but not the outcome obtained (via the non-selective update). Hence, by calling \( \rho_\phi^B \) the field’s density operator as seen by an observer \( B \), then:

1. if \( B \) is in \( I^+ \) and knows the outcome obtained by \( A \) (say \( m_i \)), \( \rho_\phi^B = \rho_\phi(m_i) \);
2. if \( B \) is in \( I^+ \) but does not know \( A \)’s measurement outcome, \( \rho_\phi^B = \sum_i p(m_i) \rho_\phi(m_i) \);
3. if \( B \) is in the complement of \( I^+ \) and knows \( A \) performed a measurement, \( \rho_\phi^B = \sum_i \rho_B(m_i) \rho_\phi(m_i) \);
4. if \( B \) is in the complement of \( I^+ \) and doesn’t know \( A \) performed a measurement, \( \rho_\phi^B = |\phi_0\rangle \langle \phi_0| \).

In particular, it is proven that the expectation values of any local field observable \( \hat{O} \) having support outside \( I^+ \) are equal when calculated via the density operators of the above points 3 and 4, meaning that the latter are the same FAPP.

3.3 Effects of the switching function

Despite appearing in Eq. (48), when integrated over infinitely long interaction times the switching function
\(\chi\) does not play a crucial role in describing the transition probability [36, 37]. However, in the finite-time interaction case the details of the detector’s response depends on the switching function describing the interaction, and hence deviate from those obtained in the infinite-time interaction case. This fact should not come as a surprise: it is a mere consequence of the energy-time uncertainty principle. In fact, no detector that is switched on for some finite time \(T_{on}\) can measure energy differences with an accuracy greater than \(1/T_{on}\). An example of this is given by the finite-time interaction between a scalar field in its ground state and an inertial detector. By preparing the two systems in their ground states and let them interact via the interaction Hamiltonian Eq. (41) with \(\chi(\tau) = 1\) for all \(\tau\), the states of the two systems do not change, consistently with the fact that all quantities are left invariant under time translations. On the contrary, by making \(\chi(\tau)\) change over time, it is possible to find the detector in the excited state after the interaction took place. This is because turning on and off the interaction breaks the time translation invariance that caused the state not to evolve in the previous case.

Since we are interested in performing RM on one detector, and doing the measurements when the interaction is switched off, we are forced to consider finite-time interactions. Therefore, the results we will find must not be confronted with the idealized infinite-time interaction case, but the finite one. Moreover, to fit in the RM scenario we should choose the switching function to be smooth and having compact support, the latter coinciding with the time intervals in which the interaction is on. However, for the sake of simplicity let us consider a switching function \(\chi(\tau, \Delta)\) to be any smooth function \(\chi(\tau, \Delta)\) such that

\[
\chi(\tau, \Delta) \approx \begin{cases} 1 \text{ for } |\tau| \ll \Delta \\ 0 \text{ for } |\tau| \gg \Delta \end{cases}
\]  

(58)

This describes an interaction happening around \(\tau = 0\) and having duration smaller than a given time scale \(\Delta\). In particular, in what follows we will always use the Gaussian window function

\[
\chi_g(\tau, \sigma) = \exp\left(-\frac{\tau^2}{2\sigma^2}\right), \tag{59}
\]

with \(\Delta = 4\sigma\). On the one hand, \(\chi_g\) is zero FAPP outside the interaction times, and hence suitable for studying the effects of switching on and off of the interaction [36]. On the other hand, it is not compactly supported and, as we aim at performing RM on the UDW by letting it interact many separate times with the field, the latter is a crucial property for our scope. To solve this issue one can follow two routes. First, one can consider a sufficiently small collection of non-compactly supported switching functions and build a sequence of switching by accepting to use a function that is only FAPP zero outside the interaction intervals. Second, one can consider bump switching functions [38, 39] such as

\[
\chi_b(\tau, \Delta) = \begin{cases} \exp\left(-\frac{\tau^2}{2\Delta^2}\right) & |\tau| < \Delta \\ 0 & \text{elsewhere} \end{cases}
\]  

(60)

at the cost of having much harder analytic expression to solve for getting the probabilities we are interested in.

In the following, we decided to follow the first route, and left the second for future work. In particular, starting from any switching function \(\chi\) satisfying the condition (58), one can build a new switching function describing \(N\) almost separate interactions. Hence, a repeated switching function is obtained by summing over the collection of switching functions \(\{\chi_k\}\), each satisfying the condition (58) and translated to be centered in the middle of a time interval \(I_k\) such that \(I_k \cap I_{k'} = \emptyset\). Notice that whenever the switching function \(\chi\) is not taken to have compact support, \(N\) must be smaller than

\[
N_{\text{max}} \ll \left[\max_{I_k}\{\chi(\tau)\}\right]^{-1}. \tag{62}
\]

On the contrary, if \(\chi\) has compact support then \(N\) can be infinite and the sum in Eq. (61) a series. As from an operational perspective Eq. (61) describes an observer repeatedly turning on and off the detector, using a compactly supported \(\chi\) has the additional advantage of leaving an observer the freedom to decide when to stop iterating the repeated interaction, while the milder condition (58) imposes a limit on the number of interactions from its beginning throughout Eq. (62). Still, the simplicity obtained by using non-compact supported functions favour them despite the interpretational issues they come with.

### 3.4 RM on UDW detectors

According to the frequentist interpretation of the Born rule, to test the transition probability obtained in Eq. (48) one needs either 1) \(N\) distinct detectors interacting with \(N\) independent fields or 2) a way to reset both the states of the detector and the field after each one of \(N\) repetitions of the measurement, where \(N\) is sufficiently large to collect statistics. Without discussing the feasibility of the above possibilities, in this section we assume neither as achievable, and describe the RM scheme for a single UDW detector interacting many times with the same quantum field.  

\(^6\)Notice that one could instead take many UDW detectors interacting at different times with the same quantum field and
Let us consider the detector and field described in Sec. 3.1, the former moving along a trajectory \( X(\tau) \), where \( \tau \) the detector’s the proper time, and let the switching function appearing in the interaction Hamiltonian (41) be (61). Then, by measuring the detector after each bump in \( \chi_{RM} \) we obtain a RM procedure as it is described in Sec. 2. By construction all the measurements are performed along a single world line, meaning that a time order between them can be introduced so that each can be said to happened either in the causal future or past of any other. Hence, if we suppose an observer carrying the detector and having full knowledge about preceding results, she is always entitled to use the selective measurement rule as defined in Sec. 3.2. For this reason, we will here refer to the state of the field as if it was sure measurement rule as defined in Sec. 3.2. For this reason, we will here refer to the state of the field as if it was sure, the output of the RM procedure is a bit string \( \{L, N_1, \ldots, N_n\} \), where \( n \) is the number of ones in \( B_L \), namely

\[
\mathcal{P}(L + 1|N_1, \ldots, N_n) = \mathcal{P}(L|N_1, \ldots, N_n) + \mathcal{P}(N_1, \ldots, N_n) \quad \text{if} \quad b_L = 0
\]

the probability \( \mathcal{P}(B_L) \) of obtaining the string \( B_L \) is easily obtained from the definition of conditional probability as

\[
P(B_L) = \begin{cases} P(b_L = 1|B_{L-1})P(B_{L-1}) = \mathcal{P}(L|N_1, \ldots, N_{n-1})P(B_{L-1}) & \text{if } b_L = 1 \\ P(b_L = 0|B_{L-1})P(B_{L-1}) = [1 - \mathcal{P}(L|N_1, \ldots, N_n)]P(B_{L-1}) & \text{if } b_L = 0 \end{cases}
\]

3.5 Transition probabilities for RM on UDW detectors

As motivated in the previous section, the most relevant quantities for RM on UDW detectors are the probabilities of observing the detector in the state \( |b_L\rangle \) in the measurement interval labelled by \( L \), given that it was previously found in the excited state \( n - 1 \) times during the measurement intervals labelled by \( \{N_1, \ldots, N_{n-1}\} \), namely

\[
\mathcal{P}(L|N_1, \ldots, N_{n-1})
\]
In what follows, we will often refer to the above quantity simply as to \( \mathcal{P}_L \), implicitly assuming the dependence on the previous history. In this section we provide both a closed formula for \( \mathcal{P}_L \) and a numerical strategy for finding upper and lower bounds to it. The utility of the latter comes from the fact that the \( \mathcal{P}_L \) are generally hard to evaluate, and having a simplified quantity describing their magnitude can be useful. In particular, these bounds are obtained by assuming the probability \( q \) of finding the detector in the excited state for the first time (i.e. Eq. (48)), and proceeding from there under simplifying assumptions. Note that, from this section onward, we will take the switching function to be fixed, hence not making the functional dependence of \( \mathcal{F} \) on it explicit, and stop to first order in \( \lambda \) in \( U_k \) expansions and at \( \lambda^2 \) in all probabilities. Finally, throughout this section we will use the shorthand notations

\[
J = \int_{T_J}^{T_J+T_{on}} dt_j \int_{T_J}^{T_J+T_{on}} \ d\tau_j \chi(\tau_j) \chi(\tau_j') e^{-i\omega(\tau-\tau')}
\]

and

\[
J = 2 \int_{T_J}^{T_J+T_{on}} du_i \int_{0}^{u_i-T_J} ds_i \chi(u_i) \chi(u_i-s_i) \cos(\omega s_i),
\]

where the one used depends on the integration variables appearing in the specific expression considered.

### 3.5.1 Analytic expressions

At first order in \( \lambda \), the probability of observing the detector in the excited state \( N_1 \), given it was never found in the excited state before, is

\[
\mathcal{P}(L) = \lambda^2 \mathcal{F}(TL, TL + T_{on}) = \int_L \mathcal{W}(X(\tau'), X(\tau)) .
\]

(72)

Thanks to Eq. (53), \( \mathcal{F} \) does not depend on the specific interval \( L \) in which the first transition is observed, meaning that we can simply write \( \mathcal{P}(L) = q \), and the integrals in Eq. (72) can be evaluated by picking any value of \( L \). In particular, by taking \( L = 0 \) one gets

\[
q = \lambda^2 \int_0^{T_{on}} du \int_0^u ds \chi(u) \chi(u-s) \left( e^{-i\omega s} \mathcal{W}(s) + h.c. \right),
\]

(73)

where we also used the change of variables

\[
\begin{align*}
\tau &= u, \quad \tau' - \tau = s & \text{for } \tau > \tau' \\
\tau' &= u, \quad \tau' - \tau = s & \text{for } \tau > \tau'
\end{align*}
\]

as it is customary in the theory of UDW detectors [16].

While the above expression can be further simplified by noting that the strong Huygens’ principle guarantees \( \mathcal{W}(s) \) to be a real-valued function \(^7\), for the moment we simply rewrite it as

\[
q = 2\lambda^2 \int_0^{T_{on}} du \int_0^u ds \chi(u) \chi(u-s) \Re \left[ e^{-i\omega s} \mathcal{W}(s) \right];
\]

(75)

this is because, being \( \mathcal{W} \) divergent for \( s = 0 \), it must be regularized making it complex as prescribed by Eqs. (51-52). Finally, assuming the detector is actually found in the excited state in some interval \( N_1 \), the state of field collapses to

\[
|\phi_{N_1}\rangle = \mathcal{N} \int_{T_{N_1}}^{T_{N_1}+T_{on}} d\tau \chi(\tau) e^{-i\omega \tau} \phi(X(\tau)) |0\rangle ,
\]

(76)

where \( \mathcal{N} = \lambda/\sqrt{q} \) is a normalization constant. As a consequence, later probabilities must be evaluated by taking the field to be in the \( N_1 \)-dependent state (76) instead of the Minkowski vacuum [30]. Hence, the probability of observing the detector in the excited state at the \( L \)-th interval after having found it in the excited state for the first time in the \( N_1 \)-th interval is

\[
\mathcal{P}_2 = \frac{\lambda^4}{q} \int_{N_1, L} \mathcal{W}_4(X(\tau_1'), X(\tau_2'), X(\tau_2), X(\tau_1)).
\]

(77)

This expression can be simplified by modifying the regularization prescription so that each time we find a cosine multiplying a divergent 2-point Wightman function inside an integral, we apply the substitution

\[
\cos(\omega s) \mathcal{W}(s) \longrightarrow \frac{1}{2} \Re \left[ e^{-i\omega s} \mathcal{W}(s) \right]
\]

(78)

and take the \( \epsilon \to 0 \) limit at the end of the calculation. In this way, and we can write Eq. (77) as

\[
\mathcal{P}_2 = \frac{\lambda^4}{q} \int_{N_1, L} \mathcal{W}_4(X(u_2), X(u_2-s_2), X(u_1), X(u_1-s_1)),
\]

(79)

where we performed the same change of variables as in Eq. (73) for each pair of variables, used the strong Huygens principle to commute the fields evaluated in separate interaction intervals. In this way, all 2-point Wightman functions appearing from Wick’s decomposition that do not evaluate in the same interval are automatically real valued and finite, while all others must be regulated as prescribed in (78). Again, after the second outcome giving one as a result happens in the interval \( N_2 \) the state of the field collapses to the \( (N_1, N_2) \)-dependent state

\(^7\)The strong Huygens’ principle states that, for massless scalar fields in \( (3+1) \)-dimensions, the commutator \([\phi(x), \phi(y)] \) vanishes whenever \( x \) lays inside the future light cone of \( y \) (and vice versa); hence it vanishes for any pair of points of a time-like trajectory [40-42].
\[ |\phi_{N_2,N_1}\rangle = N_2 \int_{T_{N_1}}^{T_{N_2}+T_{\text{on}}} d\tau_1 d\tau_2 \chi(\tau_1)\chi(\tau_2)e^{-i\omega(\tau_1+\tau_2)}\hat{\phi}(X(\tau_2))\hat{\phi}(X(\tau_1))|0\rangle , \]  

where \( N_2 = \lambda^2/\sqrt{qP_2} \). Hence, recursively applying this procedure \( n \) times gives the probability defined in Eq. (69) as

\[ \mathcal{P}_n = \frac{\lambda^{2n}}{\prod_{j=1}^{n-1} P_j} \int_{N_1,\ldots,N_{n-1},L} W_{2n}(X_n, X_n', \ldots, X_1, X_1') \]  

where \( X_n = X(u_n) \) and \( X_n' = X(u_n - s_n) \). Therefore, in order to calculate the above probabilities one needs to evaluate all \((2k)\)-points Wightman functions for \( k < n \), and integrate them against the function

\[ f(\tau_1, \tau_1', \ldots, \tau_k, \tau_k') = \prod_{j=1}^{k} \chi(\tau_j)\chi(\tau_j')e^{-i\omega(\tau_j - \tau_j')} , \]  

where \( \tau_j, \tau_j' \in I_{N_1}, \forall i < n \), over the intervals \((N_1, \ldots, N_{n-1}, L)\) corresponding to the obtained excited outcomes, plus the one over which we are currently considering the probability of getting \( b_L = 1 \).

Before giving the general strategy for finding bounds for Eq. (81), let us give an alternative expression for \( \mathcal{P}_n \). Starting from the case \( n = 2 \), we apply Wick’s theorem to Eq. (79) and obtain

\[ \mathcal{P}_2 = \frac{\lambda^4}{q} \int_{N_1,L} [W(s_2)W(s_1) + W(u_2 - u_1)W(u_2 - s_2 - u_1 + s_1) + W(u_2 - u_1)W(u_2 - s_2 - u_1 + s_1)] . \]  

For later convenience, let us define

\[ \begin{cases} C_{1,2}(J_1, J_2) = \int_{J_1, J_2} W(u_2 - s_2 - u_1)W(u_2 - u_1 + s_1) \\ C_{2,2}(J_1, J_2) = \int_{J_1, J_2} W(u_2 - u_1)W(u_2 - s_2 - u_1 + s_1) \end{cases} \]  

and

\[ C_2(N_1, L) = C_{2,1}(N_1, L) + C_{2,2}(N_1, L) , \]  

where the first lower index in Eq. (84) is the number of Wightman functions inside the integral, and the second runs over all the possible ways of connecting the points between the two intervals. For later convenience, let us call \( \mathcal{C}(2) \) the number of these combinations, i.e. \( \mathcal{C}(2) = 2 \). Moreover, we define

\[ Q = \int J W(s_1) = \frac{q}{\lambda^2} , \]  

which is independent of \( J \), as usual. Since the first term in Eq. (83) only involves Wightman functions evaluated in points belonging to the same interaction interval, and hence it can be factorized into two separate integrals for which the prescription (78) applies, \( \mathcal{P}_2 \) can be written as

\[ \mathcal{P}_2 = q \left( 1 + \frac{C_2(N_1, L)}{Q^2} \right) , \]  

meaning that, in order to get Eq. (79) for any possible bit string \( M = (L; N_1) \), one only needs to evaluate the fraction

\[ F_{N_1,L} = C_2(N_1, L)/Q^2 . \]

We now generalize the above strategy for all \( n \). To make the discussion easier, let us call \( W_s \) any 2-point Wightman function evaluated within the same interaction interval, and \( W_d \) those evaluated in points belonging to different interaction intervals. This nomenclature allows us to classify the

\[ \mathcal{N}(n) = \frac{(2n)!}{2^n n!} \]  

terms appearing from the Wick’s theorem decomposition of the \( 2n \)-points Wightman function appearing in \( \mathcal{P}_n \). Following the above logic, we recognise that one of these terms is always the integral of a product of \( n \) \( W_s \) functions, and gives \( Q^n \). Then, for each choice of two intervals amongst the \( n \) possible ones (hence giving \( n(n-1)/2 \) terms of this kind), we have a product of \( (n-2) \) \( W_s \) functions and two possibilities for two \( W_d \) functions evaluated across the three selected intervals (i.e. the terms appearing in Eq. (85), with its arguments being the labels of the selected intervals). Next, for each choice of three intervals we have a product of \( (n-3) \) \( W_s \) functions and eight possibilities of three \( W_d \) functions evaluated across the three selected intervals, and so on. To explicitly write the expression obtained by this procedure, in analogy with (85) we start by defining the quantity

\[ C_k(J_1, \ldots, J_k) \]  

as the sum of all possible combinations of \( k \) \( W_d \) functions integrated over the interaction intervals labelled by \((J_1, \ldots, J_k)\). When expanded, \( C_k(J_1, \ldots, J_k) \) is a sum of \( \mathcal{C}(k) \) terms, the latter being the number of possible combinations in which \( 2k \) paired objects can be re-paired so that none is associated with its initial partner, found via the recurrence relation [43–45]

\[ \begin{cases} \mathcal{C}(k) = 2(k-1)[\mathcal{C}(k-1) + \mathcal{C}(k-2)] \\ \mathcal{C}(0) = 1 \\ \mathcal{C}(1) = 0 \end{cases} \]  

Then, similarly to Eq. (88), we define

\[ F_{J_1,\ldots,J_k} = \frac{C_k(J_1, \ldots, J_k)}{Q^k} \]  

as the sum of all possible combinations of \( k \) \( W_d \) functions integrated over the interaction intervals labelled by \((J_1, \ldots, J_k)\). When expanded, \( C_k(J_1, \ldots, J_k) \) is a sum of \( \mathcal{C}(k) \) terms, the latter being the number of possible combinations in which \( 2k \) paired objects can be re-paired so that none is associated with its initial partner, found via the recurrence relation [43–45]
and

\[ \Sigma(J_1, \ldots, J_n) = \int_{J_1, \ldots, J_n} W_{2n}(X_1, X_2, \ldots, X_n) \]

\[ = Q^n \left( 1 + \sum_{k=2}^{n} \sum_{\{i\}} F_{J_1, \ldots, J_k} \right), \tag{93} \]

where the label \( \{i\} \) runs over the \( \binom{n}{k} \) possible choices of \( k \) intervals amongst the \( n \) ones. Indeed, it is

\[ \sum_{k=0}^{n} \binom{n}{k} \mathcal{C}(k) = \mathcal{N}(n). \tag{94} \]

Finally, thanks to Eq. (93) it is easy to show that (81) can be expressed as

\[ \mathcal{P}_n = q \left( 1 + \sum_{k=2}^{n} \sum_{\{i\}} F_{J_1, \ldots, J_k} \right), \tag{95} \]

once again, the task of calculating \( \mathcal{P}_n \) is reduced to that of evaluating all the fractions defined in Eq. (92). In addition to being more compact, the advantage of this equation when compared with Eq. (81) is that it factorize all divergent integrals in \( Q \) which we suppose we can evaluate, hence giving a finite and manageable expression for \( \mathcal{P}_n \). Moreover, Eq. (95) makes it explicit that \( \mathcal{P}_n \) can be written as a correction to the standard Born rule given by (48).

### 3.5.2 Upper and lower bounds

Despite its compactness, Eq. (95) is still extremely hard to evaluate analytically. Therefore, in this section we give upper and lower bounds for \( \mathcal{P}_n \) to have an estimate of the results one should expect to obtain. This is done under the following assumptions:

**A0:** the trajectory \( X(\tau) \) satisfies Eq. (53).

**A1:** the 2-point Wightman function is definite negative, monotonously increasing and such that \( \lim_{s \to 0} W(s) = -\infty \).

**A2:** \( T_{\text{on}} \omega \leq \pi/2 \).

Note that we have already assumed A0 since the beginning of this section, and is here listed only for completeness. Moreover, we also make two supplementary assumptions:

**B1:** \( s \gg s' \Rightarrow W(s) \gg W(s') \).

**B2:** the switching function is selected so that \( T_{\text{off}} \gg T_{\text{on}} \), meaning that the detector rests long times between each measurement.

While not being necessary, these later assumptions provide an easier yet useful picture for finding the upper and lower bounds we are interested in.

While general strategies to get upper and lower bounds are given in App. A (where both tight and loose bounds are provided), we here only give the expression of a loose bound in term of the parameter

\[ \gamma = \frac{W(T_{\text{off}})}{W(T_{\text{on}})}, \tag{96} \]

which, assuming B1 and B2, satisfies

\[ \gamma \ll 1. \tag{97} \]

The details of the following discussion can be found in App. A.2. By noticing that \( C_{k,i}(J_1, \ldots, J_k) \) has sign \((-1)^k\), we can write is as

\[ C_{k,i}(J_1, \ldots, J_k) = (-1)^k \int_{J_1, \ldots, J_k} \prod_{i=1}^{k} |W(p_i(u,s))|, \tag{98} \]

where \( p_i(u,s) \) are some linear combination of the components of \( u = (u_1, \ldots, u_k) \) and \( s = (s_1, \ldots, s_k) \). Thanks to A2, all functions appearing in the integral are now definite positive in the integration region, and hence

\[ 0 \leq \frac{(-1)^k |C_{k,i}(J_1, \ldots, J_k)|}{Q^k} \leq \gamma^k, \tag{99} \]

which means

\[ 0 \leq |F_{J_1, \ldots, J_k}| \leq \mathcal{C}(k) \gamma^k. \tag{100} \]

On the one hand, this expression permits us to find a bound for \( \mathcal{P}_n \) as

\[ q(1 - \delta_n) \leq \mathcal{P}_n(L; N_1, \ldots, N_{n-1}) \leq q(1 + \epsilon_n), \tag{101} \]

where

\[ \epsilon_n, \delta_n \ll 1, \tag{102} \]

for some \( n \). On the other hand, Eq. (100) makes it explicit that Eq. (101) cannot hold for any \( n \); indeed, since for large \( k \) we have [45]

\[ \mathcal{C}(k) \sim \frac{(2k-1)!!}{\sqrt{e}}, \tag{103} \]

the above bounds become meaningless for all \( n \) larger than some limiting \( \mathcal{N}(q, \gamma) \). This is better shown in Fig. 2, where upper and lower loose bounds are obtained assuming the Wightman function (51), \( q = 0.1 \), and \( \gamma = 0.01 \). The grey line in Fig. 2 represents the maximum \( \mathcal{N}(q, \gamma) \) for which the bounds retain their validity. In particular, we will assume the bound (101) holds up to some

\[ n < \mathcal{N}(q, \gamma). \tag{104} \]

Finally, it is important to note that Eq. (101) does not depend on the specific \( (N_1, \ldots, N_{n-1} L) \) considered. This property is to be ascribed to the looseness of the bound provided, and it is easily lost if considering tighter bounds (see App. ??).
Hence, despite \( \mathcal{P}_n(\gamma) = 55 \) (vertical grey line) are clearly meaningless, as they give probabilities larger than 1 (horizontal grey line).

Before concluding this section, let us summarize and discuss our results. Despite a Born rule is not generally expected to emerge from RM on one UDW, we found that the first few outcome probabilities (at most up to \( \mathcal{N}(q, \gamma) \)) do not deviate much from the Born one if \( T_{off} \) is sufficiently longer than \( T_{on} \). In particular, under these conditions we have

\[
\mathcal{P}_n(L; N_1, \ldots, N_{n-1}) \simeq q, \quad \forall n \leq \mathcal{N}(q, \gamma). \tag{105}
\]

Hence, despite \( \mathcal{P}_n \) do not arise from a frequentist approach, since Eq. (39) is satisfied one can nonetheless extract information about later outcomes from earlier ones as they would do in the standard frequentist case, even without having access to a collection of copies of fields and UDW detectors.

### 4 Explicit examples

In this section we provide explicit results for the inertial and accelerated trajectories. In particular, in the coordinates system \((t, x)\) of an inertial observer, we choose

\[
X_I(\tau) = \begin{cases} 
  t(\tau) = \tau \\
  x(\tau) = x_0 
\end{cases} \quad \text{for the inertial trajectory,}
\]

and

\[
X_A(\tau) = \begin{cases} 
  t(\tau) = \alpha^{-1} \sinh(\alpha \tau) \\
  x(\tau) = \alpha^{-1} \cosh(\alpha \tau) \\
  y(\tau) = z(\tau) = \text{const.}
\end{cases} \quad \text{for the accelerated one.}
\]

Next, we specify the switching function used and the results one would obtain if the Born rule was applicable. Specifically, we use the switching function obtained from using (59) with domain limited to a compact support as in Eq. (61), i.e.

\[
\chi_k(\tau) = \begin{cases} 
  e^{-\left((\tau - (kT + T_{on}/2))^2/(2\sigma^2)\right)} & \tau \in [kT, kT + T_{on}] \\
  0 & \text{otherwise}
\end{cases} \quad \text{where \( T_{on} = 8\sigma \). The results obtained assuming infinite interaction times (i.e. taking Eq. (59) as \( \chi \)), are obtained in Ref. [36] as}
\]

\[
q_I = \frac{\lambda^2}{4\pi} \left[ e^{-\omega^2\sigma^2} - \omega \sigma \Gamma(1/2, \omega^2\sigma^2) \right] \tag{109}
\]

in the inertial case, where \( \Gamma(a, x) \) is the upper incomplete gamma function defined by

\[
\Gamma(a, x) = \int_x^\infty t^{a-1} e^{-t} dt, \tag{110}
\]

and

\[
q_A = \frac{\lambda^2}{2\pi} \sum_{n=-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-p^2}(p + \Xi_n r_n) dp \quad \tag{111}
\]

in the accelerated case, where \( b_n = -2\pi n/g \) and \( r_n = \omega \sigma + b_n/2\sigma \), and where

\[
\Xi_n = \begin{cases} 
  -1 & \text{if } n \leq 0 \\
  +1 & \text{if } n > 0
\end{cases} \quad \text{Assuming that limiting the support of } \chi_k \text{ to } [kT, kT + T_{on}] \text{ does little modification to the results obtained in Eqs (109) and (111), we can take}
\]

\[
Q_{I(A)} \simeq q_{I(A)} \frac{\lambda^2}{\lambda^2} \tag{113}
\]

in the inertial (accelerated) case. This provides us with everything we need for applying the tools developed in the previous section.

Before calculating the probability of obtaining the bit string \( B_L = (L; N_1, \ldots, N_n) \) in the RM case, let us briefly discuss the results one obtains in the standard setting. In this case, \( P(B_L) \) is the Born rule probability of observing the string of results \( B_L \), where each \( b_k \in B_L \) is the result of a measurement obtained from a different detector interacting with an different scalar field, but moving along the same trajectory labeled by \( i = I, A \). In this case, probability of observing a one in \( B_L \) is \( q_{I(A)} \), independently of its location along the string; hence \( P(B_L) \) reduces to

\[
P_{q_I}(B_L) = q_i^n(1 - q_i)^{(L-n)} \tag{114}
\]

The usual results are obtained assuming the detector reaches a state for which the detailed balance condition holds, and the most likely output from the above setup is the string for which the sampled ratio

\[
R_{i, \text{sampled}} = \frac{n}{L - n} \tag{115}
\]

approaches the theoretical one

\[
R_i = \frac{p_i}{p_0} \tag{116}
\]
In the case of infinite interaction times these are
\begin{align}
\mathcal{R}_I^\infty &= 0 \\
\mathcal{R}_A^\infty &= \exp(-\omega/T_U) \tag{117}
\end{align}
for the inertial and accelerated trajectories respectively, where \( T_U = \alpha/2\pi \) is the well-known Unruh temperature. These results hold any time one can perform measurements on replicas and under the usual assumptions and limitations imposed by QFT in non-inertial and curved backgrounds, i.e. when the length and time scales of the quantum processes under study are above their Planck values [6]. However, since in the RM scenario we are forced to use finite time interactions, we must confront the results we get from RM with those obtained by using the Born rule and finitely long interaction, i.e. by using the probabilities (109) and (111) to get
\begin{align}
\mathcal{R}_I^{T_{on}} &= \frac{q_I}{1 - q_I} \\
\mathcal{R}_A^{T_{on}} &= \frac{q_A}{1 - q_A} \tag{119}
\end{align}
By taking \( T_{on} \) to be sufficiently long, these results reproduce those obtained from taking the infinite interaction limit [46]. Note that in the finite-time interaction case the usual infinitesimal transition rates must be replaced with the entries of a stochastic matrix describing the integrated process. Therefore, while in the accelerated case the probabilities satisfy the condition given in (118), the rates do not necessarily take the usual thermal form found in the literature.

Finally, let us find the probability of obtaining \( B_L \) in the RM scenario. In this case, the Born rule gives way to the RM string probability rule obtained in Eq. (95), and the probability of obtaining \( B_L \) the more complicated expression
\begin{equation}
\hat{P}_\eta(B_L) = \prod_{j=1}^{n} \mathcal{P}_{L_{j}} \prod_{j'=1, j\neq j'}^{L-n} (1 - \mathcal{P}(N_{j'}|N_{j''}, \ldots, N_1)) , \tag{120}
\end{equation}
where, in the second product \( j'' \) is the highest value smaller than \( j' \) for which \( b_{j''} = 1 \). Assuming \( L \) is smaller than the \( n \) defined in Eq. (104), and defining
\begin{equation}
\{ U = \max_{n \leq n} \{ \epsilon_n \} \}
\end{equation}
we obtain that, for short enough strings, one can use the Born rule in place of the effectively Born one, as discussed in Sec. 2.1.2. In fact, for typical values of the parameters \( q_I, \gamma, n \) and \( L < n \), the inequality
\begin{equation}
(1+U)^n (1+\mathcal{R}_A)L^{-n} \geq \frac{\hat{P}_\eta(B_L)}{\hat{P}_\eta^B(B_L)} \geq (1-U)^n (1-\mathcal{R}U)L^{-n} \tag{122}
\end{equation}
bounds the fraction of the two probabilities to be very close to one, hence telling us that Eq. (39) is satisfied. Therefore, the results obtained by analyzing strings of length smaller than n by means of the Born rule retain their validity in the RM scenario; in particular, one can test the thermal distribution characterizing the Unruh effect.

Moreover, thanks to Eq. (113) it is possible to evaluate (120) numerically; the results of such analysis can be found in Fig. 3, and are in accordance with the above discussion. Indeed, the figures show that the difference between the Born probabilities and those provided by RM is several order of magnitude smaller than \( P_{\eta_{t}}(B) \). The gray lines in Figs. 3a and 3c respectively correspond to the Born and RM probabilities of finding \( M = (0, 0, 0, 1) \) (Fig. 3a) and \( M = (1, 0, 0, 0) \) (Fig. 3c); these are overlapping and hence appear as a single line in both plots. In Figs. 3b and 3d, these lines are magnified to show how the RM probabilities depend on the previous history: orange squares related to strings having same amounts of ones in different locations have different probabilities of occurring (RM case). On the contrary blue dots related to bit strings with the same number of ones are at the same height (Born case). Whether the RM probabilities are lower or higher than the Born ones is non-trivially regulated by the signs of the corrections applied to the Born probabilities at each step (see Eq. (95) and App.s A-C). In particular, in Fig. 3b, \( \tilde{P}_{t}(B) \leq P_{t}(B) \) for all B considered. In Fig. 3d, \( P_{A}(B) > P_{A}(B) \) only for \( B = 3, 6, 12 \) which are those strings with ones located next to each other, and \( P_{A}(B) < P_{A}(B) \) only for all other B.

Notice that, while Fig. 3c provides numerical evidence that one can uncover the Unruh effect by analyzing strings obtained via RM, testing this effect in a real lab is currently impossible. This is because of two reasons. First, directly testing the Unruh effect itself is considered beyond current experimental capacities due to the required linear size of the laboratory and the fact that a linear acceleration of order \( 10^{29} m/s^2 \) is required to reach a temperature \( 1K \) [14]; yet, some experimental proposals have been recently put forward for measuring the Unruh effect on circular trajectories [47–49] and in analogue tabletop systems [50–52]. Second, even assuming the Unruh effect can be observed, Fig. 3c shows that measuring deviations that are sufficiently small to justify the use of the Born rule at first yet large enough to be tested on longer strings requires performing many measurements on the same non-replicable system, hence requiring inaccessibly long coherence times for the global quantum state [53–55].

5 Conclusions

In the first part of this article, we introduced the Repeated Measurement (RM) scenario describing the outcomes obtained by measuring many times a system which interacts with an environment in between each measurement. Then, we gave a general formula for calculating the probability of getting any string of outcomes from RM performed on a system where the interaction with the environment is weak and argued that in some cases, an observer applying the Born rule to RM could not realize she is making a mistake, hence making her approach, wrong in principle, correct FAPP. In the second half of the paper, we applied this framework for finding the bit string probabilities from RM performed on a two-level Unruh-DeWitt detector interacting with a scalar field, obtaining both an analytical expression and upper and lower bounds to it. Finally, we studied the explicit cases of a detector moving along an inertial and accelerated trajectory. We found that the results gathered via RM are often indistinguishable from those obtained by the standard approach. This suggests the RM approach can be used as an operationally-based alternative to the idealized one, in which replicas of unreplicable systems are often posited. In particular, we deem the RM approach as suitable for studying all the systems for which making replicas is either unfeasible or impossible. The following paragraphs discuss fundamental aspects of the RM approach in more detail, its significance for quantum cosmology, its relation with the Consistent Histories Approach to QM, and prospects for this work.

Despite being built for non-replicable systems, the RM scenario is testable in standard quantum mechanics. This can be done by taking many copies of the system prepared at each measurement time and applying the frequentist approach to each collection obtained in this way. Hence, testing the RM up to the \( k \)-th measurement step with the same degree of accuracy one tests a quantum system replicated \( N \) times, one needs \( Nk \) replicas. This poses a practical limitation but does not invalidate the results. However, the relevance of RM is when it is applied to non-replicable systems: yet, using QM for single instances of systems is a delicate matter. Strictly speaking, the Born rule tells nothing about a single realization of the RM procedure: the string of outcomes can only be read as a time series, which generally does not give information about future probabilities from past outcomes [56]. In this sense, RM is never enough to foresee future outcomes. However, if the postulates of QM are to work even when considering a single system, RM can be used as a substitute tool when no replicas are available. Still, it is essential to remark that, when doing so, one is extending QM’s domain of validity. In this paper, we argued that when without replicas, one can take RM as a practical tool to foresee future outcomes and often act as if the Born rule was effective (as it holds FAPP).

Let us further comment on the significance of our discussion about RM for Quantum Gravity (QC) and
Cosmology (QC). In these disciplines, one is usually interested in computing transition amplitudes for the quantum state of the universe and related quantities. Since the universe is a non-replicable and non-resettable system, it is clear from our discussion that, in general, the outputs of QG and QC are fundamentally inaccessible to experiments (see Sec. 2.2). Strictly speaking, the predictive power of QM does not hold for these systems even assuming them to behave quantum mechanically. However, our approach to RM shows that using the Born rule on such quantum systems is sometimes possible (e.g., in the weak coupling regime). Hence, RM may be valuable in many cosmological and quantum gravity-related problems. Specifically, RM gives a prescription for interpreting the data obtained when one does not have complete control over all degrees of freedom of the system under consideration (e.g. the field, in the UDW case) and cannot reset the full system, which is a challenging problem even in non-relativistic quantum mechanics [57]. Applying this idea to QG and QC, the probe must be read as a subsystem of a quantum universe in a global pure state which can not be replicated [4, 58, 59], and even its most classical features (e.g. the metric) are treated as quantum [5, 60–63]. While strictly speaking QM is not a theory about systems of this kind, assuming it to be valid can still give sensible results, for example if the probe-universe coupling is weak. In other words, when using the postulates of quantum mechanics is impossible, one should give a new significance to the Born rule or replace it with some effective version of it [64]: the RM scenario provides one such possibility.

Although standard QM needs the assumption that experimenters have many replicas of a given system at their disposal, the question of how to apply it beyond this regime is not new. Amongst the others, our proposal shares this question with the so-called Consistent Histories Approach to QM [65–67]. The fact that, in our approach, observers collapse the systems they measure is necessary for RM to work, as it postpones the problem of selecting one particular string of outcomes (or history) to that of describing how measurement outcomes are chosen (i.e. solving the measurement problem). This allows us to take an operational stance without the need to give a solution to the latter conundrum (which also plagues the Consistent Histories Approach [68, 69]).

Finally, let us discuss future prospects. First, instead of describing the problem from an inertial frame, one could consider the point of view of the accelerated observer. In this case, instead of the Minkowski vacuum, one should start from the state obtained by applying the Bogoliubov transformation on it, i.e. the Unruh thermal state [6, 7]. Despite the technical difficulty of collapsing a much more convoluted state, this approach would allow us to compare the Unruh effect to the RM performed on thermal states. As the latter are testable with the usual Born rule, analysing this problem might allow verifying RM with systems we can test in the lab.

As discussed at the end of Sec. 4, testing our framework in the lab is out of the reach of current experimental capabilities. However, work is proceeding towards realising numerical simulations for RM on standard quantum systems and QFT. Some of the authors are currently investigating RM performed on a spin chain, where one spin acts as a detector testing the rest of the chain. Via this model, classical numerical simulations can be achieved by standard methods, and quantum simulation can be obtained by mapping the spin system to a set of qubits. Furthermore, the spin chain’s coupling and topology can be chosen to represent a discretised version of a fermionic field coupled with a UDW detector. Specifically, this is done by realising the circuit in Fig. 1c, where the detector is identified with one qubit of a quantum circuit, the (fermionic) field is discretised and described in terms of a finite collection of fermionic modes, and both the field and the detector-field interaction are read as non-local interactions between qubits via a standard fermion-to-qubit mapping. Once this setup is established, several issues related to measurements and RM in QFT might be easily addressed. For example, one could numerically quantify the variations in entanglement established between the detector and the field after each repetition, study the effects of measurement-induced updates on entanglement harvesting, and quantify the perturbation introduced on the field’s state by measurements via the Loschmidt echo or similar tools.

The next question is about the potential alternative ways to describe the update of the state of the quantum field in the future lightcone, if the outcome of the measurement of the detector is known. The updated field state can perhaps be thought of as created by an operator acting on the vacuum at the measurement space-time point, i.e. a local operator quench. In the case when the quantum field theory has a gravitational dual, the local quench at the boundary QFT affects the geometry of the bulk spacetime (see e.g. [70, 71]). Then one may ask if a bulk observer crossing into the region of the modified geometry could infer that a measurement has been performed at the boundary.

Another issue to be addressed is that of energy storage, which means asking where the energy extracted from the field by the measurements is conserved, and if and how it must be considered for a complete description of the problem at hand. In fact, for each measurement having outcome 1, we must dump an energy $\omega$ into a reservoir we did not describe. If considering only a few measurements, one can overlook this storage. However, persisting in not accounting for the dumped energy may pose problems, as it can start to be so big that the spacetime cannot be approximated.
as flat anymore, causing modifications to both the dynamics of the field and the detector’s trajectory. Discussing this could also lead to considering the much more complicated problem in which the detectors trajectory is a quantum degree of freedom [20, 21, 72–74], the back reaction of the measurements on the trajectory form a completely quantum perspective [75] and, through RM, describe the trajectory collapse as a semi-classical phenomenon. Finally, applying the tools provided by the RM approach in QFT in curved spacetime could give a new perspective to quantum gravity problems such as the black hole information paradox, leading to consider the quantum measurement postulate where it is often missing.
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A Tight and loose bounds for $\Sigma(J_1, \ldots, J_n)$

In this section, we study the structure of the integrals appearing in Eq. (81) and use the results we get for finding tight and loose bounds for $\Sigma(J_1, \ldots, J_n)$.

A.1 Tight bound

Using the notation introduced in Sec. 3.5, each integral

$$\Sigma(J_1, \ldots, J_n) = \int_{J_1, \ldots, J_n} \mathcal{W}_{2n}(X_n, X'_n, \ldots, X_1, X'_1)$$

(123)

can be decomposed via Wick’s theorem into a sum of $\mathcal{N}(n)$ terms. To discuss these terms, let us introduce a pictorial representation for products of 2-point Wightman functions. First, we represent the detector’s trajectory by a straight horizontal line. Then, a Wightman evaluated across two points of the trajectory is represented by a curved line connecting points of the above line. Points belonging to the same interval are represented as closer on the line than those belonging to separate intervals. Finally, a product of more Wightman functions is represented by one horizontal line with multiple curved lines connecting points on it. It follows from this construction that if one diagram can be cut in two pieces by erasing one point on the horizontal line, then the integrals over the Wightman functions it represents can be factorized. Using the above definitions, out of all the terms appearing from the decomposition of Eq. 123:

- one is the product of $\mathcal{C}(0)(\binom{n}{0}) = n$ integrals of 2-point Wightman functions evaluated within the same interval, i.e. $\mathcal{W}_2$. This term is represented as

$$\int_{J_1, \ldots, J_n} \mathcal{W}(s_1) \ldots \mathcal{W}(s_n) = \int_{J_1, \ldots, J_n} \left( \frac{\cdots}{J_1} \right) = \prod_i \left( \int_{J_i} \left( \frac{\cdots}{J_i} \right) \right) = \mathcal{Q}^n$$

(124)

where the last equality holds whenever the hypothesis A0 (i.e. Eq. (53)) holds.

- $\mathcal{C}(2)(\binom{n}{2}) = n(n-1)$ are obtained by selecting two intervals, and writing the product of one integral over all possible combinations of 2-point Wightman functions connecting these intervals and the product of $n-2$ integrals of $\mathcal{W}_2$ functions across the other intervals. These terms are represented as

$$\sum_{j=1}^{n-2} \sum_{j' \neq j} \left[ \prod_{i \neq j, j'} \int_{J_i} \left( \frac{\cdots}{J_i} \right) \right] \int_{J_j, J_{j'}} \left( \frac{\cdots}{J_j J_{j'}} + \frac{\cdots}{J_j J_j'} \right) = \mathcal{Q}^{n-2} \sum_{j=1}^{n-2} \sum_{j' \neq j} \mathcal{C}(2)(J_j, J_{j'}) ,$$

(125)

where $j$ and $j'$ run over all possible selections of the two intervals, and, without loss of generality, we took $J_{j'} > J_j$ (if this is not the case, one just has to switch the labels in the diagram).

- $\mathcal{C}(3)(\binom{n}{3}) = \frac{4}{3} n(n-1)(n-2)$ are products of $n-3$ integrals of $\mathcal{W}_2$ and one is an integral of terms having the form

$$\frac{\cdots}{J_j J_{j'} J_{j''}} ,$$

(126)

hence giving

$$\sum_{j=1}^{n-3} \sum_{j'' \neq j, j'} \left[ \prod_{i \neq j, j', j''} \int_{J_i} \left( \frac{\cdots}{J_i} \right) \right] \int_{J_j, J_{j'}, J_{j''}} \left( \frac{\cdots}{J_j J_{j'} J_{j''}} + \text{similar terms} \right) =$$

(127)

$$= \mathcal{Q}^{n-3} \sum_{j=1}^{n-3} \sum_{j' \neq j} \sum_{j'' \neq j, j'} \mathcal{C}(3)(J_j, J_{j'}, J_{j''}) ,$$

where we took $J_{j''} > J_{j'} > J_j$ without loss of generality (again, if this is not the case one has to switch the labels in the diagram).

- proceeding in this way, we eventually reach the last set of $\mathcal{C}(n)(\binom{n}{n}) = \mathcal{C}(n)$ terms coming from integrals of a product of Wightman functions none of which is evaluated within the same interval.
As a side result, note that this procedure gives further meaning to the expression of Eq. (94).

Having classified all terms appearing in $\Sigma(J_1, \ldots, J_n)$, we can now search for a tight bound for $F_{J_1, \ldots, J_n}$. The complexity of this task comes from the fact that $F_{J_1, \ldots, J_n}$ contains integrals over 2-point Wightman functions evaluated in points belonging to various combinations of distinct intervals, so that the value of the bound of each term appearing in $F_{J_1, \ldots, J_n}$ depends of the specific intervals considered and on how the Wightman functions connect them. In the main body, we obtained a simple bound by replacing all 2-point Wightman functions with a constant factor bounding the integral of the $2$-function with a constant factor bounding the integral of the $2$-function evaluated across closest-neighbours intervals. In this way, one can bound the absolute value of $\mathcal{C}_{k,i}(J_1, \ldots, J_k)$ by some number proportional to $\gamma^k$ regardless of $(J_1, \ldots, J_k)$, and obtain a looser but easily accessible result. On the contrary, we here give a more complete (and complicated) strategy to obtain the aforementioned tighter bounds.

First, we classify the $\mathcal{C}(k)$ terms appearing in $\mathcal{C}_k(J_1, \ldots, J_k)$, for any $k \geq 2$. As these only contain $W_d$ functions by construction, to accomplish the task we need the partitions of $k$ that do not contain $1$ as a part, i.e. all the possible ways of writing the natural number $k$ as sum of smaller numbers, $1$ excluded. By denoting $\pi(k)$ the partitions of $k$, and $\pi_r(k)$ those restricted to not contain $1$, it is

$$\pi_r(k) = \pi(k) - \pi(k - 1).$$ (128)

The first ten values of $\pi(k)$ and $\pi_r(k)$ are listed in Table 2. For completeness, the first eight values of $\mathcal{C}(k)$ and $(2k - 1)!/\sqrt{\pi}$ are listed in Table 3. A strategy for obtaining the restricted partitions of a number is that of finding all the Young diagrams having $n$ blocks and more than one block on each row [76]. Then, each diagram represents a partition whose parts are the number of blocks on each row. When read in terms of integrals over $W_d$ functions, each Young diagram become a product of a number of terms equal to the number of rows, each representing the sum of all the integrals that cannot be factored into products of integrals over smaller sets of functions, called Irreducible Integrals (II). The rules relating Young diagrams to sums of II are the following. Let us consider a Young diagram having $k$ blocks. A diagram composed of one row with $k$ blocks represents the sum of $(2k - 2)!$ terms, each being an II over the $k$ intervals; that is because each term is obtained by first choosing one point in one interval and a point in a distinct interval (for which we have $2(k - 1)$ options) and writing in the $2k$-integral the Wightman function evaluated between these two points, then taking the other point of the second interval (for which we have no choice) and connecting it to a point in a third interval (for which we have $2(k - 2)$ options), and so on until we are forced to connect the $k$-th chosen interval with the first (for which there is no choice left); this procedure gives

$$\prod_{i=1}^{k-1} (2(k - i)) = (2k - 2)!$$ (129)

Its over $k$ intervals, as claimed. Next, a row having length $m_r < k$ and coming after other $(r - 1)$ rows, each having $\{m_1, \ldots, m_{r-1}\}$ blocks each, represents all possible ways of choosing the $m_r$ intervals to be integrated amongst the all possible $k$ minus those already considered in the rows above it, meaning that it accounts for

$$\binom{k - (m_1 + \cdots + m_{r-1})}{m_r} (2m_r - 2)!$$ (130)

terms. Finally, being $\sigma_c$ the number of rows of length $c$, the total number of terms calculated by the previous rules must be divided by $\sigma_c! \forall c \leq k$ to account for repeated counting; finally, a given Young diagram associated

| $k$ | $0$ | $1$ | $2$ | $3$ | $4$ | $5$ | $6$ | $7$ | $8$ |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| $\pi(k)$ | 1 | 1 | 2 | 3 | 5 | 7 | 11 | 15 | 22 |
| $\pi_r(k)$ | - | - | 1 | 1 | 2 | 2 | 4 | 4 | 7 |

Table 2: Values of $\pi(k)$ and $\pi_r(k)$ up to $k = 8$.

| $k$ | $0$ | $1$ | $2$ | $3$ | $4$ | $5$ | $6$ | $7$ | $8$ |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| $\mathcal{C}(k)$ | 0 | 1 | 2 | 8 | 60 | 544 | 6040 | 79008 | 1190672 |
| $(2k - 1)!/\sqrt{\pi}$ | 0.7 | 0.7 | 1.82 | 9.10 | 63.69 | 573.17 | 6304.89 | 81963.52 | 1229452.81 |

Table 3: Values of $\mathcal{C}(k)$ and $(2k - 1)!/\sqrt{\pi}$ up to $k = 8$. Note that $\mathcal{C}(k)$ and $(2k - 1)!/\sqrt{\pi}$ grow similarly for large $k$, as is was claimed in Eq. (152).
with the partition $P_k$ of $k$ accounts for
\begin{equation}
N_{P_k} = \frac{1}{c!} \prod_{r=2}^{k} \frac{1}{r} \left( k - (m_1 + \cdots + m_{r-1}) \right) \left( 2m_r - 2 \right)!!
\end{equation}
terms, where $r$ runs top-down on all the rows of the diagram, and $m_r$ is the length of the $r$-th row. By this technique (and some book keeping) one can easily reconstruct the analytic expression of all integrals appearing in the sum denoted by $C_k(J_1, \ldots, J_k)$. Examples of this procedure are provided in Apps B and C.

While being useful for writing the explicit integrals appearing in $C_k(J_1, \ldots, J_k)$, the real power of the above procedure is that it easily provides tight bounds for it. This can be achieved by replacing all 2-point Wightman functions appearing in $C_k(J_1, \ldots, J_k)$ with those evaluated in the extreme points of the intervals they connect, i.e.
\begin{equation}
W(X_i, X_j) \rightarrow W(T|N_i - N_j| - T_{on}) = w_{ij}
\end{equation}
thanks to hypothesis A1 it is
\begin{equation}
|w_{ij}| > |W(X_i, X_j)|, \forall i \neq j.
\end{equation}
Moreover, in order to make the discussion easier, in what follows we will use the shorthand notation
\begin{equation}
\mathcal{J}_{i_1, i_2, j_{j_{11}}, j_{j_{12}} \ldots j_{k_1, k_2}}
\end{equation}
to denote the integral of $\Pi$ evaluated across the intervals $(J_{i_1}, J_{i_2}) \cup (J_{j_{11}}, J_{j_{12}}) \cup \ldots \cup (J_{k_1}, J_{k_2})$, in which the 2-points functions connect $J_{i_1}$ with $J_{i_2}$, $J_{j_{11}}$ with $J_{j_{12}}$ and so on. For example
\begin{equation}
C_{3,1}(J_j, J_{j'}, J_{j''}) = \int_{J_j, J_{j'}, J_{j''}} \left( \begin{array}{c}
J_j \\
J_{j'} \\
J_{j''}
\end{array} \right) \longrightarrow \mathcal{J}_{jj'} \mathcal{J}_{j''j} \mathcal{J}_{j}.
\end{equation}
Clearly enough, this notation hides the information about which specific points are connected by the Wightman functions, and it is hence inadequate for finding the analytic expression of $F_{j_{11}, \ldots, j_{k_2}}$. However, the notation shows its fruitfulness once the Wightman functions have been replaced via (132), as we can formally write
\begin{equation}
\mathcal{J}_{jj'} \geq Q \gamma_{jj'},
\end{equation}
where
\begin{equation}
\gamma_{jj'} = \frac{w_{ij}}{W(T_{on})}.
\end{equation}
Note that the above inequality only makes sense when considering the products in (134), as $\mathcal{J}_{jj'}$ is part of a $\Pi$ and hence represents a part of an integral that is not separable. Also note that both sides in Eq. (136) are negative, i.e.
\begin{equation}
|\mathcal{J}_{jj'}| \leq |Q| \gamma_{jj'}.
\end{equation}
As a consequence, replacing the integrals with the corresponding product (134) is sufficient for obtaining the bounds we are interested in. Moreover, the fact that this notation assigns the same name to quantities that are not equal, e.g.
\begin{equation}
C_{2,1}(J_j, J_{j'}) \rightarrow C_{2,2}(J_j, J_{j'}), \quad (\mathcal{J}_{jj'})^2 \rightarrow (\mathcal{J}_{jj'})^2
\end{equation}
makes the search for bounds easier (while being drastically wrong if one is searching for analytical expressions). In fact, all terms related to one Young diagram with $k$ blocks are easily obtained by:

- if the diagram has one row only, consider the free cyclic permutations $\sigma$ [77] of the indices of the expression
\begin{equation}
\mathcal{J}_{i_{11}i_{21}} \mathcal{J}_{i_{21}i_{31}} \ldots \mathcal{J}_{i_{k1}i_1},
\end{equation}
i.e. by filling the Young diagram’s boxes with the label of the integrals composing the $\Pi$ and applying the rule
\begin{equation}
\begin{array}{c|c|c|c|c|c|c}
i_1 & i_2 & \ldots & i_k
\end{array} \rightarrow \sigma(\mathcal{J}_{i_{11}i_{21}} \mathcal{J}_{i_{21}i_{31}} \ldots \mathcal{J}_{i_{k1}i_1}).
\end{equation}
therefore, following Eq. (95), we obtain the loose upper and lower bounds

\[ \frac{1 + \mathcal{L}(n; +)}{1 - \mathcal{L}(n - 1; -)} \geq \frac{P_n}{q} \geq \frac{1 - \mathcal{L}(n; -)}{1 + \mathcal{L}(n - 1; +)} , \]

### A.2 Loose bound

To obtain loose bounds, let us start by considering one \( C_{k,i}(J_1, \ldots, J_k) \), with \( i \in [0, C(k)] \), which is the integral of \( k \) Wightman functions of the kind \( \mathcal{W}_d \), and has sign \((-1)^k \). Therefore, we can write

\[ C_{k,i}(J_1, \ldots, J_k) = (-1)^k \int_{J_1, \ldots, J_k} \prod_{i=1}^{k} |\mathcal{W}(p_i(u, s))| , \quad (145) \]

where \( p_i(u, s) \) are some linear combination of the components of \( u = (u_1, \ldots, u_k) \) and \( s = (s_1, \ldots, s_k) \). Thanks to A2, all functions appearing in the integral are now definite positive in the integration region, and hence multiplying and dividing in the integral by \( \prod_{i=1}^{k} |\mathcal{W}(s_i)| \) and leaving only the one of the two at numerator inside the integral when maximising gives

\[ 0 \leq C_{k,i}(J_1, \ldots, J_k) \leq Q^k \max_{\cup_{i} J_i} \left\{ \frac{\prod_{i=1}^{k} |\mathcal{W}(p_i(u, s))|}{\prod_{i=1}^{k} |\mathcal{W}(s_i)|} \right\} . \quad (146) \]

A general strategy to solve the above bounds tightly and sum them to obtain \( \Sigma(J_1, \ldots, J_k) \) is given in App. A. Here, we proceed by making the bound expressed in (146) easier to handle, at the cost of it being looser. Since all \( p_i(u, s) \) are some combination of at most \( u_j \) and \( u_{j'} \) and the relative \( s \), we have

\[ \max_{\cup_{i} J_i} \left\{ \prod_{i=1}^{k} |\mathcal{W}(p_i(u, s))| \right\} \leq |\mathcal{W}(T_{off})|^k , \quad (147) \]

meaning that

\[ \gamma^k \geq \frac{(-1)^k C_{k,i}(J_1, \ldots, J_k)}{Q^k} \geq 0 \quad (148) \]

where we used the \( \gamma \) defined in Eq. (96), which assuming B1 and B2 satisfies \( \gamma \ll 1 \). Moreover, since all \( C_{k,i}(J_1, \ldots, J_k) \) within the same \( F_{J_1, \ldots, J_k} \) have the same sign, it follows from Eq. (148) that

\[ \mathcal{E}(k) \gamma^k \geq |F_{J_1, \ldots, J_k}| \geq 0 ; \quad (149) \]

therefore, following Eq. (95), and defining

\[ \mathcal{L}(n; p) = \begin{cases} \sum_{k \text{ even}}^{n} \binom{n}{k} \mathcal{E}(k) \gamma^k & \text{if } p = + \\ \sum_{k \text{ odd}}^{n} \binom{n}{k} \mathcal{E}(k) \gamma^k & \text{if } p = - \end{cases} \quad (150) \]

we obtain the loose upper and lower bounds

\[ \frac{1 + \mathcal{L}(n; +)}{1 - \mathcal{L}(n - 1; -)} \geq \frac{P_n}{q} \geq \frac{1 - \mathcal{L}(n; -)}{1 + \mathcal{L}(n - 1; +)} , \quad (151) \]
Note that the above expression is independent of the specific intervals \((N_1, \ldots, N_{n-1}, L)\) for which the observations giving the outcomes happened. As mentioned in the main text, as for large \(k\) we have [45]

\[
\mathcal{E}(k) \sim \frac{(2k - 1)!!}{\sqrt{e}},
\]

the above bounds become meaningless for large \(n\). In fact, the highest value of \(n\) for which the bounds are valid is

\[
\mathcal{N}(q, \gamma) = \min \{N_1, N_2, N_3\}.
\]

where \(N_1, N_2\) and \(N_3\) are the largest numbers such that

\[
\begin{cases}
1 - \mathcal{L}(N_1) > 0 \\
1 - \mathcal{L}(N_2 - 1) > 0
\end{cases}
\]

and

\[
q \left( \frac{1 + \mathcal{L}(N_3)}{1 - \mathcal{L}(N_3 - 1)} \right) < 1.
\]

Then, for \(n\) sufficiently smaller than \(\mathcal{N}(q, \gamma)\) we have

\[
\mathcal{L}(n; \pm) \ll 1, \quad \forall n \leq n,
\]

and hence there exist \(\epsilon_n, \delta_n \ll 1\) such that

\[
q(1 + \epsilon_n) \geq \mathcal{P}_n(N_1, \ldots, N_{n-1}) \geq q(1 - \delta_n),
\]

independently of the specific \((N_1, \ldots, N_{n-1}, L), \forall n \leq n\).

### B  Explicit calculation of tight and loose bounds for \(\mathcal{P}_2\) and \(\mathcal{P}_3\)

In this appendix, we study the probability of observing the detector in the excited state during the \(L\)-th interval, given that it was previously found in the excited state in the \(N_1\)-th one (part 1) and in both the \(N_1\)-th and \(N_2\)-th ones (part 2). In other words, we study the quantities

\[
\mathcal{P}(L|N_1) = \int_{N_1L} W_4(X_2, X_2', X_1, X_1') \frac{\lambda^6}{q},
\]

and

\[
\mathcal{P}(L|N_1, N_2) = \int_{N_1N_2L} W_6(X_3, X_3', X_2, X_2', X_1, X_1') \frac{\lambda^6}{qP(L|N_1)} \frac{\lambda^6}{qP(L|N_1)},
\]

where we used the shorthand notation defined in Eq. (71) and Eq. (81). Throughout this appendix, hypotheses A0-2 and B1-2 are always assumed to hold. Moreover, we recall from Eq. (72) that the first transition probability equals \(q\) regardless of the interval in which it occurs.

#### B.1  Second transition

By expanding the 4-points Wightman function via the Wick’s theorem we get

\[
\mathcal{N}(2) = \frac{(2 \times 2)!}{2^2} = 3
\]

terms. In fact, these were already found in Eq. (83), which resulted in Eq. (87), i.e.

\[
\mathcal{P}_2 = q \left( 1 + \frac{C_2(N_1, L)}{Q^2} \right),
\]

where

\[
C_2(N_1, L) = C_{2,1}(N_1, L) + C_{2,2}(N_1, L).
\]

While we already know that in this case tight and loose bounds are equal, because \(\gamma_{ij} = \gamma\) for all \(i, j\), let us proceed with the procedure defined in App. A: doing so will clarify the strategy to be applied in more complicated cases. The only restricted partition of 2 is represented by

\[
\square
\]
integrals, namely $C_{2,1}(N_1, L)$ and $C_{2,2}(N_1, L)$. Performing the substitution (134), both integrals are mapped into $(\mathcal{J}_{N_1, L})^2$. This can also be seen by means of the Young tableau 

$$\begin{array}{l}
N_1 \quad L
\end{array}$$

(165)

for which the only cyclic permutation is $\mathcal{J}_{N_1, L} \mathcal{J}_{L, N_1} = (\mathcal{J}_{N_1, L})^2$. Finally, using Eq. (136) we get

$$0 \leq C_2(N_1, L) \leq 2Q^2\gamma_{N_1, L}^2 = 2Q^2\gamma^2;$$

when read on $P(L|N_1)$, the above inequality gives

$$q \leq P(L|N_1) \leq q(1 + 2\gamma^2).$$

B.2 Third transition

For the sake of simplicity, let us call $L = N_3$. By expanding the 6-points Wightman function via the Wick’s theorem we get

$$\mathcal{N}(3) = \frac{(2 \times 3)!}{2! \times 3!} = 15$$

(168)

term; these can be written in a compact fashion by expressing Eq. (159) as

$$P(N_3|N_1, N_2) = Q^3 + Q \sum_{j=1}^{2} \sum_{j' > j} C_2(N_j, N_{j'}) + C_3(N_1, N_2, N_3),$$

(169)

where

$$C_3(J_1, J_2, J_3) = \sum_{i=1}^{\mathcal{C}(3)} C_{3,i}(J_1, J_2, J_3),$$

(170)

and where $\mathcal{C}(3) = 8$. Therefore, we can rewrite $P(N_3|N_1, N_2)$ as

$$P(N_3|N_1, N_2) = q \left(1 + \sum_{j=1}^{2} \left(\sum_{j' > j} \frac{F_{N_j N_j'} + F_{N_j N_j}}{1 + F_{N_j N_j}}\right)\right),$$

(171)

where the $F_{J_1, \ldots, J_n}$ are those defined in Eq. (92). From the above section, we know that

$$0 \leq F_{ij} \leq 2\gamma_{ij}^2.$$

(172)

To bound $F_{N_1 N_2 N_3}$, we write its Young diagram

$$\begin{array}{c}
N_1 \quad N_2 \quad N_3
\end{array},$$

(173)

and fill it with the labels of the integrated intervals to get the corresponding Young tableau. From the latter, we extract the only possible cyclic permutation

$$\begin{array}{l}
N_1 \quad N_2 \quad N_3 \rightarrow \mathcal{J}_{N_1 N_2} \mathcal{J}_{N_2 N_3} \mathcal{J}_{N_3 N_1}.
\end{array}$$

(174)

It is worth noting that under the substitution (134) all eight terms of $C_3(N_1, N_2, N_3)$ are denoted by the above expression. Using Eq. (136) gives

$$8\gamma_{N_1 N_2} \gamma_{N_2 N_3} \gamma_{N_3 N_1} \leq F_{N_1 N_2 N_3} \leq 0,$$

(175)

which, when put in Eq. (169) together with Eq. (172) (and substituting back $L$), gives the tight bound

$$q \frac{1 - 8|\gamma_{N_1 N_2} \gamma_{N_2 N_3} \gamma_{N_3 N_1}|}{1 + 2\gamma_{N_1 N_2}^2} \leq P(L|N_1, N_2) \leq q(1 + 2\gamma_{N_1 N_2}^2 + 2\gamma_{N_2 N_3}^2 + 2\gamma_{N_3 N_1}^2).$$

(176)

*The difference between the names Young diagram and tableau is only a matter of whether the boxes are empty or filled with labels.
Finally, we can obtain its looser version by simply noting that
\[ \gamma = \gamma_{0i} \geq \gamma_{ij}, \quad \forall i, j. \]  
(177)

Therefore, the loose bound is
\[ q \frac{1 - 8|\gamma|^3}{1 + 2\gamma} \leq P_3 \leq q(1 + 6\gamma^2). \]  
(178)

Once again, we stress that the loose bound is independent from the specific intervals during which the excited outcomes are obtained (as expected).

C Bounds for \( F_{J_iJ_jJ_kJ_l} \) from the restricted Young diagrams of \( n = 4 \)

In this appendix, we follow the steps prescribed in App. A to evaluate and bound \( F_{J_iJ_jJ_kJ_l} \), for any choice of intervals \( J_i, J_j, J_k, J_l \). The Young diagrams describing the partitions of 4 restricted to not contain 1 are

\[ 4 = \begin{array}{cccc} & & & \\ \end{array} \]  
(179)

and

\[ 2 + 2 = \begin{array}{cc} & \\ \end{array} \]  
(180)

respectively accounting for
\[ N_4 = 6!! = 48 \]  
(181)

and
\[ N_{2+2} = (2!!)^2 \times \binom{4}{2} \times \frac{1}{2!} = 12 \]  
(182)

II. The procedure for obtaining analytical expressions for all \( F_{J_iJ_jJ_kJ_l} \) is the following:

- for the 48 \( F_{J_iJ_jJ_kJ_l} \) over the four intervals labelled by \( \{J_1, J_2, J_3, J_4\} \) corresponding to the diagram (179), let us start by taking any integration variable in any interval to begin the procedure, say \( u_1 \) in \( J_1 \), and select one out of the other possible six points belonging to the other three intervals, say \( u_2 \) in \( J_2 \). This corresponds to pick the first and third points of

\[ J_1 \quad \quad J_2 \quad \quad J_3 \quad \quad J_4 \]  
(183)

and connect them with an arc, i.e.
\[ J_1 \quad \quad J_2 \quad \quad J_3 \quad \quad J_4 \]  
(184)

Once the first point is chosen (in our example, \( u_1 \)), there are six possible points to pick, hence giving six possible expressions of the form (184). Then, we select one point in one of the intervals we did not already pick (in our example, \( J_3 \) or \( J_4 \)), and connect it with the free point in the interval we choose at the step before (for us, \( J_2 \); for example, starting from (184) and picking pick the point \( u_3 \) we get
\[ J_1 \quad \quad J_2 \quad \quad J_3 \quad \quad J_4 \]  
(185)

Clearly, as we have four options to do so this steps gives four different expressions for each of the six we already had, for a total of \( 4 \times 6 = 24 \). Next, we only have to pick one of the two points in the remaining interval; continuing the example, if we select the point \( u_4 \) we get
\[ J_1 \quad \quad J_2 \quad \quad J_3 \quad \quad J_4 \]  
(186)
This steps gives two expressions for each of the 24 of above, for a total of 48. Finally, there is no other choice left other than inserting the Wightman function evaluated between the two remaining points; in our example these are $u_4 - s_4$ and $u_1 - s_1$, hence giving

$$\begin{align*}
\int_{J_1, J_2, J_3, J_4} & W(u_1 - u_2)W(u_2 - s_2 - u_3)W(u_3 - s_3 - u_4)W(u_4 - s_4 - u_1 + s_1) = \\
& = \int_{J_1, J_2, J_3, J_4} W(u_1 - u_2)W(u_2 - s_2 - u_3)W(u_3 - s_3 - u_4)W(u_4 - s_4 - u_1 + s_1).
\end{align*}$$

(188)

as there is no freedom in the last step, this do not increase the number of expressions. Finally, all expressions obtained in this way must be integrated as prescribed by Eq. (81). In our example this gives

$$\begin{align*}
\int_{J_1, J_2, J_3, J_4} & W(u_1 - u_2)W(u_2 - s_2 - u_3)W(u_3 - s_3 - u_4)W(u_4 - s_4 - u_1 + s_1) = \\
& = \int_{J_1, J_2, J_3, J_4} W(u_1 - u_2)W(u_2 - s_2 - u_3)W(u_3 - s_3 - u_4)W(u_4 - s_4 - u_1 + s_1).
\end{align*}$$

(187)

- for the 12 II over two pairs of intervals labelled by corresponding to the diagram (180), given that any row of the Young diagram having two blocks gives an integral that can be factorized into two II, the procedure to build the integrals is as follows. First, we fill the first row of the diagram with all inequivalent choices of two intervals’ labels, i.e.

$$\begin{align*}
\begin{array}{cccc}
J_1 & J_2 & J_3 & J_4 \\
J_1 & J_2 & J_3 & J_4 \\
J_1 & J_2 & J_3 & J_4 \\
J_1 & J_2 & J_3 & J_4
\end{array}
\end{align*}$$

(189)

out of the possible four, and write their 2!! II, e.g.

$$\begin{align*}
J_1 & J_2 \\
\rightarrow C_2(J_1, J_2).
\end{align*}$$

(190)

Next, for all Young diagram we fill the remaining boxes with the left intervals’ labels, and multiply the corresponding II to the 2!! new ones, i.e.

$$\begin{align*}
\begin{array}{cccc}
J_1 & J_2 & J_3 & J_4 \\
J_1 & J_2 & J_3 & J_4 \\
J_1 & J_2 & J_3 & J_4 \\
J_1 & J_2 & J_3 & J_4
\end{array}
\end{align*}$$

(191)

and

$$\begin{align*}
\begin{array}{cc}
J_1 & J_2 \\
J_3 & J_4
\end{array}
\rightarrow C_2(J_1, J_2)C_2(J_3, J_4)
\end{align*}$$

(192)

Finally, we keep only one copy of each identical Young tableau (where two tableau are said to be identical if they become equal by permuting their rows), hence obtaining

$$\begin{align*}
\begin{array}{cc}
J_1 & J_2 \\
J_3 & J_4
\end{array} = C_2(J_1, J_2)C_2(J_3, J_4),
\begin{array}{cc}
J_1 & J_2 \\
J_3 & J_4
\end{array} = C_2(J_1, J_3)C_2(J_2, J_4),
\begin{array}{cc}
J_1 & J_2 \\
J_3 & J_4
\end{array} = C_2(J_1, J_4)C_2(J_2, J_3);
\end{align*}$$

(193)

this removal corresponds to the multiplication by 1/2 of Eq. (131), accounting for double counting. As expected, this procedure gives

$$\frac{1}{2} \binom{4}{2} \times 2!! \times 2!! = 12$$

(194)

inequivalent products of II. Finally, the procedure to explicitly write these II follows the one presented in the above case giving, for example,

$$C_2(J_1, J_2) = \int_{J_1, J_2} W(u_1 - u_2)W(u_1 - s_1 - u_2 + s_2) + \int_{J_1, J_2} W(u_1 - s_1 - u_2)W(u_2 - s_2 - u_1).$$

(195)

Finally, it is

$$F_{J_1, J_2, J_3, J_4} = \frac{C_4(J_1, J_2, J_3, J_4)}{Q^4},$$

$$= \frac{1}{Q^4} \left( 48 \text{ IIs coming from } \begin{array}{cccc}
\end{array} \right) + \frac{1}{Q^4} \left( 12 \text{ IIs coming from } \begin{array}{cc}
\end{array} \right).$$

(196)
As discussed in App. A, the advantage of expressing $F_{i_j, i_j, i_j, i_j}$ explicitly in terms of Young diagrams is that it directly allows one to find a tight bound for it. Indeed, once the substitution (132) is performed all integrals in Eq. (196) give place to products of $3$ that are much easier to evaluate. In particular, from the free cyclic permutations of four intervals (i.e. $P_4^3 = 3$) we get

$$J_{i_j} J_{i_j} J_{i_k} J_{i_l}, \quad J_{i_l} J_{i_k} J_{i_j} J_{i_l}, \quad J_{i_k} J_{i_l} J_{i_j} J_{i_l},$$

and from the $\binom{4}{2} \frac{1}{2} = 3$ inequivalent combinations of the products in Eq. (193) we get

$$J_{i_j}^2 J_{i_k}^2 J_{i_l}^2, \quad J_{i_k}^2 J_{i_l}^2 J_{i_j}^2, \quad J_{i_l}^2 J_{i_j}^2 J_{i_k}^2.$$  

(197)

Hence, using Eq. (136) it is easy to show that $F_{i_j, i_j, i_k, i_l}$ is upper bounded by

$$F_{i_j, i_j, i_k, i_l} \leq \frac{N_4}{P_4^3} (\gamma_{i_j} \gamma_{i_j} \gamma_{i_k} \gamma_{i_l} + \gamma_{i_j} \gamma_{i_l} \gamma_{i_k} \gamma_{i_l} + \gamma_{i_k} \gamma_{i_j} \gamma_{i_l} \gamma_{i_l} + \gamma_{i_l} \gamma_{i_j} \gamma_{i_k} \gamma_{i_l}) + \frac{N_2 + 2}{4} \left( \sum_{j=1}^{4} \sum_{j' > j} \sum_{j'' > j'} F_{i_j, i_j, i_{j'}, i_{j''}} + F_{i_j, i_j, i_{j'}, i_{j''}} \right) =$$

$$= 16 \left( \gamma_{i_j} \gamma_{i_j} \gamma_{i_k} \gamma_{i_l} + \gamma_{i_j} \gamma_{i_l} \gamma_{i_k} \gamma_{i_l} + \gamma_{i_k} \gamma_{i_j} \gamma_{i_l} \gamma_{i_l} + \gamma_{i_l} \gamma_{i_j} \gamma_{i_k} \gamma_{i_l} \right) + 4 \left( 2 \gamma_{i_j} \gamma_{i_k} \gamma_{i_l} \gamma_{i_l} + 2 \gamma_{i_k} \gamma_{i_l} \gamma_{i_j} \gamma_{i_l} + 2 \gamma_{i_l} \gamma_{i_k} \gamma_{i_j} \gamma_{i_l} \right) ;$$

(199)

and lower bounded by $0$. Since $\gamma_{i_j} \leq \gamma \forall i, j$, this is a tighter bound than the one obtained by the strategy provided in the main body of the article, i.e.

$$F_{i_j, i_j, i_k, i_l} \leq 60 \gamma^4.$$  

(200)

Finally, assuming that we calculated $F_{i_j, i_j}$ and $F_{i_j, i_j, i_k, i_l}$ in a way similar to the above (see App. B), and obtained tight bounds for them, we can obtain a most stringent bound for $P(L | J_1, J_2, J_3)$. By calling $L = J_4$, from Eqs (93) and (95) it is

$$P(J_4 | J_1, J_2, J_3) = q \left[ \frac{1 + \sum_{j=1}^{4} F_{i_j, i_j, i_{j'}, i_{j''}} + \sum_{j=1}^{4} \sum_{j' > j} \sum_{j'' > j'} F_{i_j, i_{j'}, i_{j''}, i_{j''}} + F_{i_j, i_{j'}, i_{j''}, i_{j''}}}{1 + F_{i_j, i_j, i_k, i_l} + F_{i_j, i_j, i_k, i_l} + F_{i_j, i_j, i_k, i_l} + F_{i_j, i_j, i_k, i_l}} \right].$$

(201)

Hence, recalling that any $F_{i_1, \ldots, i_{n+1}}$ is positive and any $F_{i_1, \ldots, i_{2n+1}}$ is negative, we can lower bound $P(J_4 | J_1, J_2, J_3)$ by

$$q \left[ \frac{1 + F_{i_j, i_j, i_k, i_l} + F_{i_j, i_{j'}, i_{j''}, i_{j''}} + F_{i_{j'}, i_{j''}, i_{j''}, i_{j''}} + F_{i_{j'}, i_{j''}, i_{j''}, i_{j''}}}{1 + F_{i_j, i_j, i_k, i_l} + F_{i_j, i_j, i_k, i_l} + F_{i_j, i_j, i_k, i_l} + F_{i_j, i_j, i_k, i_l}} \right],$$

(202)

and upper bound it with

$$q \left[ \frac{1 + F_{i_j, i_j} + F_{i_{j'}, i_{j''}, i_{j''}} + F_{i_{j'}, i_{j''}, i_{j''}, i_{j''}} + F_{i_{j'}, i_{j''}, i_{j''}, i_{j''}} + F_{i_{j'}, i_{j''}, i_{j''}, i_{j''}}}{1 + F_{i_j, i_j, i_k, i_l} + F_{i_j, i_j, i_k, i_l} + F_{i_j, i_j, i_k, i_l} + F_{i_j, i_j, i_k, i_l}} \right].$$

(203)

Moreover, by using the ratio defined in Eq. (96), we get the realization-independent bounds

$$0 \leq F_{i_j, i_j} \leq 2 \gamma^2$$

$$8 \gamma^3 \leq F_{i_j, i_j, i_k} \leq 0$$

$$0 \leq F_{i_j, i_j, i_k, i_l} \leq 60 \gamma^4$$

(204)

which, when read on $P(J_4 | J_1, J_2, J_3)$, give

$$q \frac{1 + 12 \gamma^2 + 32 \gamma^3 + 60 \gamma^4}{1 - 8 \gamma^3} \leq P_4 \leq q \frac{1 + 12 \gamma^2 + 32 \gamma^3 + 60 \gamma^4}{1 - 8 \gamma^3},$$

(205)

regardless of the specific $L = J_4$ and $(J_1, J_2, J_3)$ considered.