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We present a theoretical investigation of anisotropic superconducting spin transport at a magnetic interface between a $p$-wave superconductor and a ferromagnetic insulator. Our formulation describes the ferromagnetic resonance modulations due to spin current generation depending on spin-triplet Cooper pair, including the frequency shift and enhanced Gilbert damping, in a unified manner. We find that the Cooper pair symmetry is detectable from the qualitative behavior of the ferromagnetic resonance modulation. Our theory paves the way toward anisotropic superconducting spintronics.

Introduction.—Use of spin-triplet Cooper pairs as carriers for spin currents in the emergent field of superconducting spintronics is challenging\textsuperscript{2,3}. Previous studies have demonstrated spin transport mediated by spin-triplet Cooper pairs that formed at the $s$-wave superconductor (SC)/ferromagnetic interfaces of Josephson junctions. The spin-singlet pairs in SCs are converted into spin-triplet pairs in half-metallic CrO\textsubscript{2}\textsuperscript{3}. However, previous studies on spin-triplet pairs at magnetic interfaces have been limited to cases induced by the proximity effect.

One promising candidate material system for investigation of spin-triplet currents to enable more active use of spin-triplet pairs is the $p$-wave SC/ferromagnetic insulator (FI) bilayer thin film system\textsuperscript{4,5}. Tunneling of the spins is driven by the magnetization dynamics excited by ferromagnetic resonance (FMR) in the ferromagnetic material via interfacial exchange coupling between the magnetization in the FI and the electron spins in the $p$-wave SC, and a spin-triplet current is expected to be generated. Furthermore, as a backaction of spin injection, both the FMR frequency and the Gilbert damping of the FI should be modulated\textsuperscript{6–8}. Although similar scenarios have already been studied vigorously in $s$-wave SC/FI bilayer systems, most previous studies have focused on the Gilbert damping modulation due to spin injection\textsuperscript{9–22}. To gain an in-depth understanding of the spin-triplet transport mechanisms, the FMR modulation processes, including both the frequency shift and the enhanced Gilbert damping, should be formulated microscopically in a systematic manner.

Determination of the pairing symmetry of the spin-triplet $p$-wave SCs within the same framework is also desirable. Despite many years of research based on several experimental techniques that detect the pairing symmetry, including nuclear magnetic resonance\textsuperscript{23}, polarized neutron scattering\textsuperscript{24–26}, and muon-spin resonance techniques\textsuperscript{27}, there are few established candidate systems for spin-triplet SCs\textsuperscript{28–32}. The FMR modulation has been observed in various nanoscale magnetic multilayers. Accordingly, the technique is widely used to investigate a spin transport property in a variety of nanoscale thin film systems because it is highly sensitive. Thus one can expect that the FMR measurements in $p$-wave SC/FI bilayer systems provide useful information about pairing symmetry.

In this Letter, we investigate anisotropic superconducting spin transport at the magnetic interfaces of hybrid systems composed of $p$-wave SC/FI thin films theoretically, as illustrated in Fig. 1(a). The two-dimensional bulk SC is placed on the FI, where the FMR occurs. The precession axis is rotated by an angle $\theta$ from the direction perpendicular to the interface. Here, we use two coordinate systems: $(x,y,z)$ and $(X, Y, Z)$. The $z$ axis is perpendicular to the interface and the $x$ and $y$ axes are...
along the interface. The \((X, Y, Z)\) coordinate is obtained by rotating the angle \(\theta\) around the \(y\) axis, so that the precession axis and the \(Z\) axis are parallel. Figure 1(b) shows a schematic image of the spin-triplet Cooper pairs for the chiral and helical \(p\)-wave SCs considered in this work. Figure 1(c) shows a schematic image of the FMR signal in the FI monolayer and the SC/FI bilayer. The FMR frequency and linewidth in the SC/FI bilayer are both modulated because of the spin transfer occurring at the interface.

Using the nonequilibrium Green’s function method, we formulate the FMR modulations due to the back action of the spin-triplet transport process systematically. The main advantage of using the nonequilibrium Green’s function is dealing with both a spectral function and a nonequilibrium distribution function. Indeed, the interface spin current is given by the expression using the nonequilibrium distribution function, which shows that the interface spin current by the spin pumping and the enhanced Gilbert damping are proportional to each other. Furthermore, as an advantage of field theoretical treatment, the frequency shift and the enhanced Gilbert damping are both described in a unified manner. Additionally, it is shown that the symmetry of the spin-triplet pairs can be extracted from the FMR modulations. The results presented here offer a pathway toward development of anisotropic superconducting spintronics.

**Model Hamiltonian.**—The FMR modulation due to the SC adjacent to the FI is calculated microscopically using the spin tunneling Hamiltonian method. The effect of the SC on the FI is treated as a perturbation and suppression of ferromagnetism with the onset of superconductivity is assumed to be negligible, which is consistent with the results of spin pumping experiments in magnetic multilayer thin films. The details of the model Hamiltonians and the formulations are described in the Supplemental Material. In the main text, we focus on giving an overview of the model Hamiltonians and the formulations.

The total Hamiltonian \(H(t)\) comprises three terms

\[
H(t) = H_{FI}(t) + H_{SC} + H_{ex}.
\]

The first term \(H_{FI}(t)\) describes the bulk FI,

\[
H_{FI}(t) = \sum_k h_{ac} b_k^\dagger b_k - h_{ac}(t) b_{k=0}^\dagger b_{k=0},
\]

where \(b_k^\dagger\) and \(b_k\) denote the creation and annihilation operators of magnons with the wave vector \(k = (k_x, k_y, k_z)\), respectively. We assume the parabolic dispersion \(h_{ac} = Dk^2 - \gamma H\), where \(\gamma(< 0)\) is the electron gyromagnetic ratio. The coupling between the microwave radiation and the magnons is given by \(h_{ac}^\pm(t) = h_{ac}(t) \sqrt{SN/2e^{\pm i\omega t}}\), where \(h_{ac}\) and \(\omega\) are the amplitude and the frequency of the microwave radiation, respectively. \(S\) is the magnitude of the localized spin and \(N\) is the number of sites in the FI. Note that the precession axis for the localized spin is fixed along the \(Z\) axis [see Fig. 1(a)].

The second term \(H_{SC}\) describes the two-dimensional bulk SCs,

\[
H_{SC} = \frac{1}{2} \sum_k c_k^\dagger H_{BdG} c_k,
\]

where we use the four-component notations

\[
c_k = (\phi_{k\uparrow}, \phi_{k\downarrow}, c_{-k\uparrow}, c_{-k\downarrow})^	op,
\]

\[
c_k = (\phi_{k\uparrow}, \phi_{k\downarrow}, c_{-k\uparrow}, c_{-k\downarrow})\).
\]

Here, \(c_k\) and \(c_k\) denote creation and annihilation operators, respectively, of electrons with the wave vector \(k = (k_x, k_y)\) and the \(z\) component of the spin \(s = \uparrow, \downarrow\). The Bogoliubov-de Gennes Hamiltonian \(H_{BdG}\) is a \(4 \times 4\) matrix given by

\[
H_{BdG} = \begin{pmatrix}
\xi_k \sigma^0 & \Delta_k \\
\Delta^*_k & -\xi_k \sigma^0
\end{pmatrix},
\]

where \(\xi_k\) represents the energy of the electrons as measured from their chemical potential, \(\sigma^0\) is a \(2 \times 2\) unit matrix, and the pairing potential \(\Delta_k\) is also a \(2 \times 2\) matrix. We consider three pairing potential types, including the spin-singlet \(s\)-wave pairing \(\Delta_k = \Delta \sigma^y\) and two spin-triplet \(p\)-wave pairings \(\Delta_k = (d_k \cdot \sigma) i\sigma^y\), where their \(d\) vectors are given by

\[
d_k = \begin{cases}
\Delta(0, 0, e^{i\phi_k}) : \text{Chiral } p\text{-wave} \\
\Delta(- \sin \phi_k, \cos \phi_k, 0) : \text{Helical } p\text{-wave}
\end{cases}
\]

where \(\phi_k = \arctan(k_y/k_x)\) is an azimuth angle. The phenomenological form of the gap function is assumed

\[
\Delta = 1.76 k_B T_c \tan \left(1.74 \sqrt{T_c/T - 1}\right),
\]

with \(T_c\) the superconducting transition temperature. By diagonalizing \(H_{BdG}\), the quasiparticle energy is given by \(E_k = \sqrt{\xi_k^2 + \Delta^2}\) for all SCs considered here. Therefore, one cannot distinguish them by the energy spectrum alone, and they are simple models suitable for studying the difference of the magnetic responses due to the pairing symmetry.

The third term \(H_{ex}\) represents the proximity exchange coupling that occurs at the interface, which describes the spin transfer between the SC and the FI,

\[
H_{ex} = \sum_{q,k} \left( J_{q,k} \sigma^+ b_{-k}^- + h.c. \right),
\]

where \(J_{q,k}\) is the matrix element for the spin transfer processes, \(\sigma_{q,k}^\pm = (\sigma_X^q \pm i\sigma_Y^q)/2\) represent the spin-flip operators for the electron spins in the SCs, and \(S_{-k}^- = \sqrt{2} b_{-k}^\dagger\) and \(S_{k}^+ = \sqrt{2} b_k\) represent the Fourier component of the localized spin in the FI. Note that the precession axis is along the \(Z\) axis, so that the \(Z\) component of the spin is injected into the SC when the FMR occurs. Using
the creation and annihilation operators of electrons and magnons, $H_{\text{ex}}$ is written as

$$H_{\text{ex}} = \sum_{q,k,k',s,s'} \left( \sqrt{2S} J_{q,k} \sigma_{s,s'}^+ c_{k,s}^+ \sigma_{s',s} c_{k',s'} + \text{h.c.} \right).$$

(10)

From the above expression, one can see that $H_{\text{ex}}$ describes electron scattering processes with magnon emission and absorption.

**Modulation of FMR.**—The FMR modulation can be read from the retarded component of the magnon Green’s function,

$$G^R_k(\omega) = \frac{2S/h}{\omega - \omega_k + i\alpha \omega - (2S/h)\Sigma^R_k(\omega)},$$

(11)

where the Gilbert damping constant $\alpha$ is introduced phenomenologically. In the second-order perturbation calculation with respect to the matrix element $J_{q,k}$, the self-energy caused by proximity exchange coupling is given by

$$\Sigma^R_k(\omega) = -\sum_q |J_{q,k}|^2 \chi^R_q(\omega),$$

(12)

where the dynamic spin susceptibility of the SCs is defined as

$$\chi^R_q(\omega) := \int dt e^{i(\omega + 0)t} \frac{i}{\hbar} \theta(t) \left\langle [\sigma^+_q(t), \sigma^-_q(0)] \right\rangle.$$

(13)

The pole of $G^R_k(\omega)$ indicates the FMR modulation, i.e., the shift of resonance frequency and the enhancement of the Gilbert damping. By solving the equation

$$\omega - \omega_k = (2S/h)\text{Re} \Sigma^R_{k=0}(\omega) = 0,$$

(14)

at a fixed microwave frequency $\omega$, one obtains the magnetic field at which the FMR occurs. The imaginary part of the self-energy gives the enhancement of the Gilbert damping. Consequently, the frequency shift and the enhanced Gilbert damping are given by

$$\delta H = \frac{2S}{\gamma \hbar} \text{Re} \Sigma^R_{k=0}(\omega), \quad \delta \alpha = -\frac{2S}{\hbar \omega} \text{Im} \Sigma^R_{k=0}(\omega).$$

(15)

From the above equations and Eq. (12), one can see that the FMR modulation provides information about both the interface coupling properties and the dynamic spin susceptibility of the SCs.

The form of matrix element $J_{q,k=0}$ depends on the details of the interface. In this work, we assume the interface with uncorrelated roughness, $|J_{q,k=0}|^2$ is given by

$$|J_{q,k=0}|^2 = \frac{J_1^2}{N} \delta_{q,0} + \frac{J_2^2}{NA},$$

(16)

where the first and second terms describe averaged uniform contribution and uncorrelated roughness contribution, respectively. $J_1$ and $J_2$ correspond to the mean value and variance, respectively. $A$ is the area of the interface, which is equal to the system size of the SC. $l$ is an atomic scale length. Using Eq. (16), the self-energy for the uniform magnon mode is given by

$$\Sigma^R_{k=0}(\omega) = -\frac{J_1^2}{N} \chi^R_{\text{uni}}(\omega) - \frac{J_2^2}{NA} \chi^R_{\text{loc}}(\omega),$$

(17)

where the uniform and local spin susceptibilities are defined as

$$\chi^R_{\text{uni}}(\omega) := \lim_{|q| \to 0} \chi^R_q(\omega), \quad \chi^R_{\text{loc}}(\omega) := \sum_q \chi^R_q(\omega).$$

(18)

The self-energy $\Sigma^R_{k=0}(\omega)$ consists of two terms originating from the uniform and roughness contributions, so that both $\chi^R_{\text{uni}}(\omega)$ and $\chi^R_{\text{loc}}(\omega)$ contribute to $\delta H$ and $\delta \alpha$.

Here, we discuss the FI thickness dependence on the FMR modulation. From Eqs. (15), and (17), one can see that the FMR modulation is inversely proportional to the FI thickness ($\propto A/N$) because $\chi^R_{\text{uni}}(\omega) \propto A$ and $\chi^R_{\text{loc}}(\omega) \propto A^2$. This is consistent with the experiments on the spin pumping in Y$_3$Fe$_5$O$_{12}$/Pt heterostructures. In order to observe the FMR modulation experimentally, it is necessary to prepare a sample that is sufficiently thin, e.g., typically, the thickness of several tens of nanometers.

**Numerical results.**—In the following, we consider a flat interface where $J_2 = 0$, so that the behavior of the FMR modulation is determined by $\chi^R_{\text{uni}}(\omega)$. The roughness contribution proportional to $\chi^R_{\text{loc}}(\omega)$ is discussed later. Figure 2 shows the frequency shift $\delta H$ and the enhanced Gilbert damping $\delta \alpha$ as a function of temperature and frequency. Here, we set $\theta = 0$ and $\Gamma/k_B T_c = 0.05$, where $\Gamma$ is a constant level broadening of the quasiparticle introduced phenomenologically.

First, we explain the qualitative properties of $\delta H$ and $\delta \alpha$ for the chiral $p$-wave SC. In the low frequency region, where $\hbar \omega/k_B T_c \leq 1$, $\delta H$ is finite and remains almost independent of $\omega$ near the zero temperature and $\delta \alpha$ decreases and becomes exponentially small with the decrease of the temperature. In the high frequency region, where $\hbar \omega/k_B T_c \geq 1$, a resonance peak occurs at $\hbar \omega = 2\Delta$ for both $\delta H$ and $\delta \alpha$. The qualitative properties of $\delta H$ and $\delta \alpha$ for the helical $p$-wave SC are the same as those of the chiral $p$-wave SC.

Next, we explain the qualitative properties of $\delta H$ and $\delta \alpha$ for the $s$-wave SC. In the low frequency region, where $\hbar \omega/k_B T_c \leq 1$, both $\delta H$ and $\delta \alpha$ decrease and become exponentially small with the decrease of the temperature. In the high frequency region, where $\hbar \omega/k_B T_c \geq 1$, both $\delta H$ and $\delta \alpha$ vanish.

The $p$-wave SCs show two characteristic properties that the $s$-wave SC does not show: a finite $\delta H$ at $T = 0$ and a resonance peak of $\delta H$ and $\delta \alpha$. These properties can be understood by the analogy between SCs and band insulators as follows. The uniform dynamic spin susceptibility consists of contributions from intraband transitions within particle (hole) bands and interband transitions between particles and holes. In the low temperature or
FIG. 2. The frequency shift $\delta H$ and the enhanced Gilbert damping $\delta \alpha$ as a function of temperature and frequency normalized by the characteristic values $\delta H_1 = -S J \zeta D_F / (N \gamma \hbar)$ and $\delta \alpha_1 = S J \zeta D_F / (N k_B T_c)$ in the normal state. $D_F (\propto A)$ is the density of states at the Fermi level in the normal state. We set $\theta = 0$ and $\Gamma / k_B T_c = 0.05$. The sign of $\delta H$ corresponds to the sign of $\text{Re} \chi''_\text{un} (\omega)$, which can be positive and negative at low and high frequencies, respectively. In contrast, $\delta \alpha$ is positive at any frequency.

In the high frequency region, the intraband contribution is negligible and the interband contribution is dominant. In the case of the $s$-wave SC, the interband transitions are forbidden because the Hamiltonian and the spin operator do not commute. As a result, there is no spin response in the low-temperature or high-frequency regions. In contrast, the Hamiltonian for the $p$-wave SCs and the spin wave operator do commute. Therefore, $\delta H$ has a finite value near-zero temperature due to the interband contribution. In addition, a resonance peak occurs when $\hbar \omega = 2 \Delta$ because the density of states diverges at the band edge $E = \pm \Delta$. A detailed proof of the above statement is given in the Supplemental Material.

The angle dependences of $\delta H$ and $\delta \alpha$ are distinct for chiral and helical $p$-wave SCs, as shown in Fig. 3. In both cases, we set $\hbar \omega / k_B T_c = 3.0$ as the typical values at high frequencies, where the main contribution of the uniform spin susceptibility is the interband transitions. In the chiral $p$-wave SC, $\delta H$ and $\delta \alpha$ tend to decrease and are halved at a fixed temperature when $\theta$ increases from 0 to $\pi/2$. Conversely, in the helical $p$-wave SC, the qualitative behavior shows the opposite trend. $\delta H$ and $\delta \alpha$ both tend to increase and become 1.5 times larger at a fixed temperature when $\theta$ increases from 0 to $\pi/2$. In fact, the angle dependences are approximately obtained to be $\propto 1 + \cos^2 \theta$ and $1 + (\sin^2 \theta)/2$ for chiral and helical $p$-wave SCs, respectively.

The FMR modulation properties of the three SCs are summarized in Table I. All SCs considered here can be distinguished based on three properties: the frequency shift in the low-temperature limit, the presence of their resonance peak, and their $\theta$ dependence. For the $s$-wave SC, $\delta H$ becomes exponentially small in $T \to 0$, while for the $p$-wave SCs, $\delta H$ is finite in $T \to 0$. For the $p$-wave SC, $\delta H$ and $\delta \alpha$ show no resonance and no $\theta$ dependence, while for the chiral and helical $p$-wave SCs, both $\delta H$ and $\delta \alpha$ exhibit a resonance at $\hbar \omega = 2 \Delta$ and a $\theta$ dependence. In addition, these two $p$-wave SCs can be distinguished from their $\theta$ dependences of $\delta H$ and $\delta \alpha$, which are characterized by $\partial_{\theta} \delta H$ and $\partial_{\theta} \delta \alpha$, respectively. Here, it should be emphasized that the pairing symmetry can be characterized by the sign of $\partial_{\theta} \delta H$ and $\partial_{\theta} \delta \alpha$. These properties are summarized in the Table I.

Spin-triplet current generation.—The relationship between the enhanced Gilbert damping discussed above
and the spin-triplet current generation must also be discussed. The enhancement of the Gilbert damping is known to originate from the spin current generation at the magnetic interface. The interface spin current induced by FMR $\langle S \rangle^{SP}$ is given by

$$\langle S \rangle^{SP} = \frac{N(h\gamma h_{ac})^2}{2\alpha} \left[ -\text{Im} G_{k=0}(\omega) \right] \delta \alpha. \quad (19)$$

One can see that $\langle S \rangle^{SP}$ and $\delta \alpha$ are proportional to each other. In our setup, the enhanced Gilbert damping $\delta \alpha$ will lead to the generation of both the Cooper pair spin-triplet current and the quasiparticle spin current. Since the angular dependence of $\delta \alpha$ reflects the direction of the Cooper pair spins, it is expected that the spin-triplet current can be controlled by varying the magnetization direction of the FI.

Discussion.—We have considered a flat SC/FI interface. In the presence of roughness, the correction term proportional to $\chi_{loc}^R(\omega)$ contributes to the FMR modulation, as shown in Eq. (17). In the rough limit, $J^2_1 \ll J^2_2$, $\chi_{loc}^R(\omega)$ dominates to make the FMR modulation isotropic, due to the angle average by summation over $q$. Namely, the anisotropy peculiar to $p$-wave SC is smeared by the roughness. The detailed behavior of $\chi_{loc}^R(\omega)$ is shown in the Supplemental Material. This result implies that it is crucial to control the interface roughness. In principle, the roughness of the interface can be observed using transmission electron microscopy of interfaces and it is possible to detect whether the interface of the sample is flat or rough. More detailed spectroscopy can be obtained from the FMR modulation by using a flat interface.

Our results show that the pairing symmetry can be detected by the sign of $\partial \delta H(\delta H)$ and $\partial \delta(\delta \alpha)$ around the in-plane magnetic field ($\theta \sim \pi/2$), where the vortices are negligible. When the external magnetic field has a large out-of-plane component, the vortex formation may cause problems in observing the angular dependence. The qualitative behavior is expected to change when the out-of-plane magnetic field approaches the upper critical field ($H \sim H_c2 \sim 1T$). This is because the coherence length of the Cooper pair and the distance between the vortices can become comparable. Indeed, it has been experimentally reported that the vortex formation suppresses the characteristic properties in the spin pumping into SCs. Therefore, the out-of-plane magnetic field should be as small as possible when FMR measurements are performed for $H \sim H_c2$.

Recent experiments have reported that UTe$_2$ is a candidate material for spin-triplet $p$-wave SCs, which has attracted a great deal of attention. Various experiments, including spectroscopic measurements, are now in progress to investigate the pairing symmetry of UTe$_2$, and indicated that the superconducting transition temperature is about $1K \sim 30$ GHz. Therefore, the resonance condition $\hbar \omega = 2\Delta$ shown above is accessible to recent broadband FMR measurements.

In addition, experiments on spin pumping into $d$-wave SCs have recently been reported and a theoretical investigation of the enhancement of the Gilbert damping in a $d$-wave SC/FI bilayer system has recently been presented. Thus anisotropic superconducting spintronics can be expected to develop as a new research direction.

We should emphasize two important aspects of the FMR method presented here: the spectroscopic probe method for the $p$-wave SC thin films and the versatile spin injection method. First, the FMR measurement procedure can provide a new spin-sensitive measurement method that will complement other measurement methods to enable a breakthrough in the discovery of spin-triplet SCs. Second, the FMR method represents a promising way to generate spin-triplet currents in $p$-wave SC thin films.

Conclusions.—We have investigated the anisotropic superconducting spin transport at magnetic interfaces composed of a $p$-wave SC and an FI based on a microscopic model Hamiltonian. The FMR signal in these $p$-wave SC/FI bilayer systems is modulated via spin transfer at the interface, which generates spin-triplet currents. We have shown that the pairing symmetry of the SCs can be extracted from the FMR modulation characteristics. Our approach provides a unique way to explore anisotropic superconducting spintronics, which will be useful for application to emerging device technologies.

Note added.—After the submission of this manuscript, we became aware of a closely related work, where a way to convert spin-triplet currents to magnon spin currents in SC/FI bilayer systems is discussed.

We thank R. Ohshima, M. Shiraishi, H. Chudo, G. Okano, K. Yamanoi, and Y. Nozaki for helpful discussions. This work was supported by the Priority Program of the Chinese Academy of Sciences under Grant No. XDB28000000, and by JSPS KAKENHI under Grants Nos. JP20K03835, JP20H04635, JP20H01863, JP21H04565, and JP21H01800.
SUPPLEMENTAL MATERIAL

I. MODEL HAMILTONIAN

In this section, we describe the derivation and details of the model Hamiltonian used in the main text.

A. Ferromagnetic Heisenberg model

The ferromagnetic Heisenberg model with the transverse AC magnetic field due to the microwave radiation is given by

\[
H_{\text{FI}}(t) = -J \sum_{\langle i,j \rangle} \mathbf{S}_i \cdot \mathbf{S}_j + \hbar \gamma H \sum_j S_j^Z - \hbar \gamma h_{\text{ac}} \sum_j \left( S_j^X \cos \omega t - S_j^Y \sin \omega t \right),
\]

where \( J > 0 \) is the exchange coupling constant, \( \langle i,j \rangle \) represents summation over all nearest-neighbor sites, \( \mathbf{S}_j \) is the localized spin at site \( j \) in the ferromagnetic insulator (FI), \( \gamma (< 0) \) is the gyromagnetic ratio, \( H \) is a static magnetic field, \( h_{\text{ac}} \) is an amplitude of an transverse oscillating magnetic field due to the microwave radiation with a frequency \( \omega \). The rotated coordinates \((X, Y, Z)\) are shown in Fig. 1(a).

It is convenient to introduce the boson creation and annihilation operators in order to formulate the problem in terms of the quantum field theory. In the current problem, we perturbatively treat the excitation of the FI. In this case, the Holstein-Primakoff transformation is useful, where the localized spin can be described using boson creation and annihilation operators \( b_j, b_j^\dagger \) in Hilbert space constrained to \( 2S + 1 \) dimensions. The spin operators are written as

\[
\begin{align*}
S_j^+ &= S_j^X + i S_j^Y = (2S - b_j^\dagger b_j)^{1/2} b_j, \quad (S.2) \\
S_j^- &= S_j^X - i S_j^Y = b_j^\dagger (2S - b_j^\dagger b_j)^{1/2}, \quad (S.3) \\
S_j^Z &= S_j^X + S_j^Y = b_j^\dagger b_j, \quad (S.4)
\end{align*}
\]

where we require \( [b_j, b_j^\dagger] = \delta_{i,j} \), in order that the \( S_j^+ \), \( S_j^- \), and \( S_j^Z \) satisfy the commutation relation of angular momentum. The deviation of \( S_j^Z \) from its ground-state value \( S \) is quantified by the boson particle number.

We consider low-energy excitation in the FI, where the deviation of \( S_j^Z \) from the ground state is small \( \langle b_j^\dagger b_j \rangle / S \ll 1 \). The ladder operators \( S_j^\pm \) are approximated as

\[
\begin{align*}
S_j^+ &\approx (2S)^{1/2} b_j, \\
S_j^- &\approx (2S)^{1/2} b_j^\dagger
\end{align*}
\]

which is called spin-wave approximation. Here, we define the magnon operators

\[
\begin{align*}
b_k &= \frac{1}{\sqrt{N}} \sum_j e^{-ik \cdot r_j} b_j, \\
b_k^\dagger &= \frac{1}{\sqrt{N}} \sum_j e^{ik \cdot r_j} b_j^\dagger
\end{align*}
\]

where \( N \) is the number of sites and \( k = (k_x, k_y, k_z) \). The inverse transformation is then given by

\[
\begin{align*}
b_j &= \frac{1}{\sqrt{N}} \sum_k e^{ik \cdot r_j} b_k, \\
b_j^\dagger &= \frac{1}{\sqrt{N}} \sum_k e^{-ik \cdot r_j} b_k^\dagger
\end{align*}
\]

The magnon operators satisfy \( [b_k, b_{k'}^\dagger] = \delta_{k,k'} \) and describe the quantized collective excitations. Using the spin-wave approximation and the magnon operators, the Hamiltonian \( H_{\text{FI}}(t) \) is written as

\[
H_{\text{FI}}(t) \approx \sum_k \hbar \omega_k b_k^\dagger b_k - h_{\text{ac}}^\gamma(t) b_k^\dagger b_k - h_{\text{ac}}^\omega(t) b_k = 0. \quad (S.11)
\]
where \( \hbar \omega_k = Dk^2 - \hbar \gamma H \) with \( D = 2JSu^2 \) and the lattice constant \( a \), \( \hbar \omega_a(t) = \hbar \gamma h_a \sqrt{\mathcal{N}/2e^{\frac{i}{2}\omega t}} \), and constant terms are omitted.

### B. BCS Hamiltonian

We derive a mean-field Hamiltonian, which describes a bulk superconductor (SC), and we diagonalize the mean-field Hamiltonian with the Bogoliubov transformation. At the end of this section, the spin density operators of the SC are written in terms of the Bogoliubov quasiparticle creation and annihilation operators.

We start with the effective Hamiltonian in momentum space

\[
H_{\text{SC}} = \sum_{k,s} \xi_k c_{ks}^\dagger c_{ks} + \frac{1}{2} \sum_{k,k',s_1,s_2,s_3,s_4} V_{s_1,s_2,s_3,s_4}(k,k') c_{-k_{s_1}}^\dagger c_{k_{s_2}}^\dagger c_{k'_{s_3}} c_{-k'_{s_4}},
\]

(S.12)

where \( \xi_k \) is the band energy measured relative to the chemical potential, and \( c_{ks}^\dagger \) and \( c_{ks} \) are the creation and annihilation operators of electrons with the wave vector \( k = (k_x, k_y) \) and the \( z \) component of the spin \( s = \uparrow, \downarrow \). The matrix elements satisfy

\[
V_{s_1,s_2,s_3,s_4}(k,k') = -V_{s_2,s_1,s_3,s_4}(-k,k'),
\]

(S.13)

\[
V_{s_1,s_2,s_3,s_4}(k,k') = -V_{s_1,s_2,s_4,s_3}(k,-k'),
\]

(S.14)

because of the anticommutation relation of fermions, and

\[
V_{s_1,s_2,s_3,s_4}(k,k') = V_{s_4,s_3,s_2,s_1}^*(k',k),
\]

(S.15)

because of the Hermitian property of the Hamiltonian. We consider a mean-field, which is called a pair potential

\[
\Delta_{k,s,s'} = -\sum_{k',s_1,s_2} V_{s_1,s_2,s_1,s_2}(k,k') \langle c_{k'_{s_1}} c_{-k'_{s_2}} \rangle,
\]

(S.16)

and its conjugate

\[
\Delta_{-k,s,s'}^* = \sum_{k',s_1,s_2} V_{s_1,s_2,s_1,s_2}(k,k') \langle c_{-k'_{s_1}} c_{k'_{s_2}} \rangle.
\]

(S.17)

Here, we consider a mean-field approximation where the interaction term is replaced as follows

\[
c_{-k_{s_1}}^\dagger c_{k_{s_2}}^\dagger c_{k'_{s_3}} c_{-k'_{s_4}} \rightarrow c_{-k_{s_1}}^\dagger c_{k_{s_2}}^\dagger \langle c_{k'_{s_3}} c_{-k'_{s_4}} \rangle + \langle c_{-k_{s_1}}^\dagger c_{k_{s_2}}^\dagger \rangle c_{k'_{s_3}} c_{-k'_{s_4}} - \langle c_{-k_{s_1}}^\dagger c_{k_{s_2}}^\dagger \rangle \langle c_{k'_{s_3}} c_{-k'_{s_4}} \rangle,
\]

(S.18)

so that the interaction term is rewritten as

\[
\sum_{k,k',s_1,s_2,s_3,s_4} V_{s_1,s_2,s_3,s_4}(k,k') c_{-k_{s_1}}^\dagger c_{k_{s_2}}^\dagger c_{k'_{s_3}} c_{-k'_{s_4}} \rightarrow \sum_{k,s_1,s_2} \left[ \Delta_{k,s_1,s_2}^* c_{-k_{s_1}}^\dagger c_{k_{s_2}}^\dagger - \Delta_{-k,s_1,s_2} c_{-k_{s_1}} c_{k_{s_2}} \right],
\]

(S.19)

where an constant term is omitted. Consequently, we derive a mean-field Hamiltonian

\[
H_{\text{SC}} = \sum_{k,s} \xi_k c_{ks}^\dagger c_{ks} + \frac{1}{2} \sum_{k,s_1,s_2} \left[ \Delta_{k,s_1,s_2}^* c_{-k_{s_1}}^\dagger c_{k_{s_2}}^\dagger - \Delta_{-k,s_1,s_2} c_{-k_{s_1}} c_{k_{s_2}} \right].
\]

(S.20)

Using a four-component notation

\[
c_k = (c_{k\uparrow}, c_{k\downarrow}, c_{-k\uparrow}, c_{-k\downarrow}),
\]

(S.21)

\[
c_k = (c_{k\uparrow}, c_{k\downarrow}, c_{-k\uparrow}, c_{-k\downarrow})^T,
\]

(S.22)

the mean-field Hamiltonian is written as

\[
H_{\text{SC}} = \frac{1}{2} \sum_k c_k^\dagger H_{\text{BdG}} c_k.
\]

(S.23)
$H_{\text{BdG}}$ is the $4 \times 4$ matrix

$$H_{\text{BdG}} = \left( \begin{array}{cc} \xi_k \sigma^0 & \Delta_k \\ -\Delta_k^{\ast} & -\xi_k \sigma^0 \end{array} \right),$$  \hspace{1cm} (S.24)

where $\sigma^0$ is the $2 \times 2$ unit matrix and $\Delta_k$ is the $2 \times 2$ matrix given as

$$\Delta_k = \left( \begin{array}{cc} \Delta_k,\uparrow\uparrow & \Delta_k,\uparrow\downarrow \\ \Delta_k,\downarrow\uparrow & \Delta_k,\downarrow\downarrow \end{array} \right).$$  \hspace{1cm} (S.25)

In principle, the pair potential is obtained by solving the gap equation self-consistently for an explicit form of the matrix elements $V_{s_1,s_2,s_3,s_4}(k,k')$. In this work, we do not solve the gap equation, but instead assume an explicit form of the pair potential and perform calculations using a phenomenological gap function. For the singlet pairing, the pair potential is given by

$$\Delta_k = \psi_k i\sigma^y,$$  \hspace{1cm} (S.26)

with an even function $\psi_k = \psi_{-k}$. For an $s$-wave SC, the pair potential is given by

$$\Delta_k = \Delta \left( \begin{array}{cc} 0 & 1 \\ -1 & 0 \end{array} \right).$$  \hspace{1cm} (S.27)

For the triplet pairing, the pair potential is given by

$$\Delta_k = [d_k \cdot \sigma] i\sigma^y,$$  \hspace{1cm} (S.28)

with an odd vectorial function $d_k = -d_{-k}$. For a chiral $p$-wave SC and a helical $p$-wave SC, $d_k$ is given by

$$d_k = \begin{cases} \Delta(0,0,e^{i\phi_k}) & : \text{chiral } p \text{- wave} \\ \Delta(-\sin\phi_k,\cos\phi_k,0) & : \text{helical } p \text{- wave} \end{cases}$$  \hspace{1cm} (S.29)

with $\phi_k = \arctan(k_y/k_x)$, so that the pair potential is given by

$$\Delta_k = \begin{cases} \Delta \left( \begin{array}{cc} 0 & e^{i\phi_k} \\ e^{-i\phi_k} & 0 \end{array} \right) & : \text{chiral } p \text{- wave} \\ \Delta \left( \begin{array}{cc} ie^{-i\phi_k} & 0 \\ 0 & ie^{i\phi_k} \end{array} \right) & : \text{helical } p \text{- wave} \end{cases}$$  \hspace{1cm} (S.30)

The phenomenological gap function is given by

$$\Delta = 1.76 k_B T_c \tanh \left( 1.74 \sqrt{T_c/T} - 1 \right).$$  \hspace{1cm} (S.31)

The Bogoliubov transformation to diagonalize $H_{\text{BdG}}$ is given by

$$U_k = \left( \begin{array}{cc} u_k & v_k \\ v_k^{\ast} & u_k^{\ast} \end{array} \right),$$  \hspace{1cm} (S.32)

$$U_k^\dagger = \left( \begin{array}{cc} u_k & -v_k \\ -v_k^{\ast} & u_k^{\ast} \end{array} \right),$$  \hspace{1cm} (S.33)

with the $2 \times 2$ matrices $u_k$ and $v_k$ given by

$$u_k = \sqrt{\frac{1}{2} \left( 1 + \frac{\xi_k}{E_k} \right) \sigma^0},$$  \hspace{1cm} (S.34)

$$v_k = \sqrt{\frac{1}{2} \left( 1 - \frac{\xi_k}{E_k} \right) \Delta_k},$$  \hspace{1cm} (S.35)
where $E_k$ is the eigenenergy

$$E_k = \sqrt{\xi_k^2 + \Delta^2}. \quad (S.36)$$

Using the Bogoliubov transformation $U_k$, the $4 \times 4$ matrix $H_{B\Delta G}$ is diagonalized as

$$U_k^\dagger H_{B\Delta G} U_k = \begin{pmatrix} E_k & 0 & 0 & 0 \\ 0 & E_k & 0 & 0 \\ 0 & 0 & -E_k & 0 \\ 0 & 0 & 0 & -E_k \end{pmatrix}. \quad (S.37)$$

The excitation of $H_{SC}$ is described by the creation and annihilation operators of the Bogoliubov quasiparticles $\gamma_k^{(\dagger)}$

$$\gamma_k^{\dagger} = (\gamma_{k\uparrow}^{\dagger}, \gamma_{k\downarrow}^{\dagger}, \gamma_{-k\uparrow}^{\dagger}, \gamma_{-k\downarrow}^{\dagger}), \quad (S.38)$$

$$\gamma_k = (\gamma_{k\uparrow}, \gamma_{k\downarrow}, \gamma_{-k\uparrow}^{\dagger}, \gamma_{-k\downarrow}^{\dagger})^T, \quad (S.39)$$

where they are obtained by the Bogoliubov transformation

$$\gamma_k = U_k^\dagger c_k, \quad (S.40)$$

$$\gamma_k^{\dagger} = c_k^\dagger U_k. \quad (S.41)$$

The spin density operators $\sigma^a (r) (a = x, y, z)$ is defined as

$$\sigma^a (r) := \frac{1}{A} \sum_{k, k', s, s'} e^{-i(k-k') \cdot r} \sigma_{ss'}^a c_k^\dagger c_{k'}^a, \quad (S.42)$$

where $A$ is the area of the system. $\sigma^a (r) (a = x, y, z)$ is expanded in Fourier series

$$\sigma^a (r) = \frac{1}{A} \sum_q e^{iq \cdot r} \sigma^a_q, \quad (S.43)$$

and the Fourier coefficient is given by

$$\sigma^a_q = \int dr e^{-i q \cdot r} \sigma^a (r) = \sum_{k, s, s'} \sigma_{ss'}^a c_k^\dagger c_{k+q}^a. \quad (S.44)$$

Using the Bogoliubov transformation $U_k$, the above expression is rewritten as

$$\sigma^a_q = \sum_{k, s, s'} \left[ \left( s_{k, k+q}^{a(1)} \right)_{s, s'} \gamma_k^\dagger \gamma_{k+q}^a + \left( s_{k, k+q}^{a(2)} \right)_{s, s'} \gamma_{-k}^\dagger \gamma_{-k+q}^a + \left( s_{k, k+q}^{a(3)} \right)_{s, s'} \gamma_k^\dagger \gamma_{-k+q}^a + \left( s_{k, k+q}^{a(4)} \right)_{s, s'} \gamma_{-k}^\dagger \gamma_{k+q}^a \right], \quad (S.45)$$

with the $2 \times 2$ matrices $s_{k, k+q}^{a(i)}$ given by

$$s_{k, k+q}^{a(1)} = u_k^\dagger \sigma^a u_{k+q}, \quad (S.46)$$

$$s_{k, k+q}^{a(2)} = v_k^\dagger \sigma^a v_{k+q}, \quad (S.47)$$

$$s_{k, k+q}^{a(3)} = u_k^\dagger \sigma^a v_{k+q}, \quad (S.48)$$

$$s_{k, k+q}^{a(4)} = v_k^\dagger \sigma^a u_{k+q}. \quad (S.49)$$

The first and second terms describe the intraband transition from particle-to-particle and from hole-to-hole, respectively. The third and fourth terms describe the interband transition from hole-to-particle and from particle-to-hole, respectively.
C. Proximity exchange coupling at interface

We start with a model for the proximity exchange coupling given by

\[ H_{\text{ex}} = \int dr \sum_j J(r, r_j) \sigma(r) \cdot S_j. \]  

(S.50)

We rewrite the above expression in the real space into the expression in the wave space. The proximity exchange coupling is rewritten as

\[ H_{\text{ex}} = \int dr \sum_j J(r, r_j) \frac{1}{A\sqrt{N}} \sum_{q,k} e^{i(q-r+k-r_j)} (\sigma^+_q S^z_k + \sigma^-_q S^z_k) + \int dr \sum_j J(r, r_j) \sigma^z(r) S^z_j, \]  

(S.51)

where the Fourier series are given by

\[ \sigma(r) = \frac{1}{A} \sum_q e^{i q \cdot r} \sigma_q, \]  

(S.52)

\[ S_j = \frac{1}{\sqrt{N}} \sum_k e^{i k \cdot r_j} S_k, \]  

(S.53)

with the area of the SC, \( A \), and the number of sites in the FI, \( N \), and the ladder operators are given by

\[ \sigma^\pm = \frac{1}{2} (\sigma^X \pm i \sigma^Y), \]  

(S.54)

\[ S^\pm = S^X \pm i S^Y. \]  

(S.55)

The matrix element is given by

\[ J_{q,k} = \frac{1}{A\sqrt{N}} \int dr \sum_j J(r, r_j) e^{i(q-r+k-r_j)}. \]  

(S.56)

Consequently, the exchange coupling which we use in the main text is derived as

\[ H_{\text{ex}} = \sum_{q,k} (J_{q,k} \sigma^+_q S^z_k + J^*_{q,k} \sigma^-_q S^z_{-k}), \]  

(S.57)

where we use a relation \( J_{-q,-k} = J^*_{q,k} \), and we omit the last term

\[ \int dr \sum_j J(r, r_j) \sigma^z(r) S^z_j, \]  

(S.58)

in order to focus on the spin transfer at the interface. For the uniform magnon mode \( |k| = 0 \), the matrix element is

\[ J_{q,k=0} = \frac{1}{A\sqrt{N}} \int dr \sum_j J(r, r_j) e^{i q \cdot r}. \]  

(S.59)

II. TIME DEPENDENT QUANTUM AVERAGE

In this section, we show that the ferromagnetic resonance (FMR) frequency and linewidth are read from the magnon Green’s function. We consider the Hamiltonian \( H(t) \) composed of the unperturbed Hamiltonian \( H_0 \) and the perturbation \( V(t) \)

\[ H(t) = H_0 + V(t). \]  

(S.60)

The time-dependent quantum average of a physical quantity \( O \) is calculated as

\[ \langle O(t) \rangle = \langle S^\dagger(t, -\infty) \hat{O}(t) S(t, -\infty) \rangle, \]  

(S.61)
where \( \tilde{O}(t) \) is the interaction picture and the S matrix \( S(t, t_0) \) is given by

\[
S(t, t_0) = T \exp \left( \int_{t_0}^{t} dt' \frac{\tilde{V}(t')}{i\hbar} \right).
\]

The time-dependent quantum average \( \langle O(t) \rangle \) is written as

\[
\langle O(t) \rangle = \langle O \rangle_{eq} + \delta \langle O(t) \rangle,
\]

where \( \langle O \rangle_{eq} = \text{Tr} (\rho_{eq} O) \) is the equilibrium value and \( \delta \langle O(t) \rangle \) is deviation from the equilibrium. When the perturbation is written as \( V(t) = -AF(t) \), the first order perturbation calculation gives

\[
\delta \langle O(t) \rangle = -\int_{-\infty}^{t} dt' \frac{1}{i\hbar} \langle [\tilde{O}(t), \tilde{A}(t')] \rangle F(t')
\]

where we define the retarded Green’s function

\[
G^R(t) = \frac{1}{i\hbar} \theta(t) \langle [\tilde{O}(t), \tilde{A}(0)] \rangle.
\]

When the external force is written as \( F(t) = Fe^{-i(\omega+i\delta)t} \), \( \delta \langle O(t) \rangle \) is written as

\[
\delta \langle O(t) \rangle = -Fe^{-i(\omega+i\delta)t} \int_{-\infty}^{\infty} dt' e^{i(\omega+i\delta)t'} G^R(t')
\]

Using the above formula, the dynamics of \( \delta \langle S^+_{k=0}(t) \rangle \) is written as

\[
\delta \langle S^+_{k=0}(t) \rangle = -\frac{\hbar \gamma_{ac} \sqrt{N}}{2} e^{-i\omega t} G^R_{k=0}(\omega),
\]

where \( G^R_{k}(\omega) \) is the Fourier transform of the retarded component of the magnon Green’s function \( G^R_k(t) \). They are defined as

\[
G^R_k(t) := \frac{1}{i\hbar} \theta(t) \langle [S^+_k(t), S^-_{-k}(0)] \rangle,
\]

\[
G^R_k(\omega) := \int_{-\infty}^{\infty} dt' e^{i(\omega+i\delta)t'} G^R_k(t').
\]

From Eq. (S.67), one can see that the FMR frequency and linewidth are read from \( G^R_k(\omega) \).

### III. MAGNON GREEN’S FUNCTION

In this section, we perform perturbative calculation for the magnon Green’s function. We treat the proximity exchange coupling as a perturbation. The Hamiltonian is written as

\[
H = H_0 + V,
\]

where \( H_0 \) is the unperturbed Hamiltonian

\[
H_0 = \sum_k \hbar \omega_k b_k^\dagger b_k + \sum_{k,s} E_{k,s} \gamma_k^l \gamma_{ks},
\]

and \( V \) is the perturbation

\[
V = \sum_{q,k} \left( J_{q,k} \sigma^+_q S^-_{k} + \text{h.c.} \right).
\]
FIG. 4. (a) The Feynman diagram for the magnon Green’s function. (b) Keldysh contour to perform perturbative calculations. (c) The Feynman diagram for the Dyson equation. (d) The self-energy within the second-order perturbation is given by the dynamic spin susceptibility of the SCs. (e) The Feynman diagrams for the vertex $\sigma_q^+ S_k^-$, which represent scattering of a Bogoliubov quasiparticle with magnon emission. The solid and wavy lines represent a Bogoliubov quasiparticle and a magnon, respectively.

We define the magnon Green’s function

$$G_k(\tau, \tau') := \frac{1}{i\hbar} \langle T C S_k^+(\tau) S_{-k}^-(\tau') \rangle,$$

where $T_C$ is the time-ordering operator on the Keldysh contour (see Figs. 4(a) and (b)). To perform the perturbative calculation, we introduce interaction picture. The perturbation is written as

$$\tilde{V}(t) = \sum_{q, k} \left( J_{q, k} \tilde{\sigma}_q^+(t) \tilde{\sigma}_{-q}^-(t) + \text{h.c.} \right).$$

The magnon Green’s function is given by

$$G_k(\tau, \tau') = \frac{1}{i\hbar} \langle T C S_k^+(\tau) S_{-k}^-(\tau') \rangle_{\text{conn}},$$

where $\langle \cdots \rangle_{\text{conn}}$ means the connected diagrams and the S matrix is given by

$$S_C = T_C \text{exp} \left( \int_C d\tau \frac{\tilde{V}(\tau)}{i\hbar} \right).$$

The above expressions lead to the Dyson equation (see Fig. 4(c))

$$G_k(\tau, \tau') = G_k^{(0)}(\tau, \tau') + \int_C d\tau_1 \int_C d\tau_2 G_k^{(0)}(\tau, \tau_1) \Sigma_k(\tau_1, \tau_2) G_k(\tau_2, \tau'),$$

where $G_k^{(0)}(\tau, \tau')$ is the unperturbed magnon Green’s function

$$G_k^{(0)}(\tau, \tau') = \frac{1}{i\hbar} \langle T C \tilde{S}_k^+(\tau) \tilde{S}_{-k}^-(\tau') \rangle,$$

and $\Sigma_k(\tau_1, \tau_2)$ is the self-energy. Within the second-order perturbation, the self-energy is given by (see Fig. 4(d))

$$\Sigma_k(\tau, \tau') = \frac{1}{i\hbar} \sum_{q} |J_{q, k}|^2 \langle T C \tilde{\sigma}_q^+(\tau) \tilde{\sigma}_{-q}^-(\tau') \rangle.$$

The Feynman diagram for the vertex is shown in Fig. 4(e). Substituting the ladder operators expressed in terms of
\[ \Sigma_{k}(\tau, \tau') = -i\hbar \sum_{q} |J_{q,k}|^{2} \sum_{k',s, s'} \left[ \left( |s_{k', k' + q}^{+} \rangle \langle s_{k', k' + q}^{+}| \right)^{2} - \left( s_{k', k' + q}^{+} \langle s_{k', q - k'}^{+} | s_{k', q - k'}^{+} \rangle \right) g_{k', s}(\tau', \tau) g_{k' + q, s'}(\tau, \tau') \right. \\
+ \left. \left( |s_{k', k' + q}^{+} \rangle \langle s_{k', q - k'}^{+} | s_{k', q - k'}^{+} \rangle \right) g_{k' - q, s'}(\tau', \tau) g_{k - q, s}(\tau, \tau') \right. \\
- \left. \left( |s_{k', k' + q}^{+} \rangle \langle s_{k', q - k'}^{+} | s_{k', q - k'}^{+} \rangle \right) g_{k', s}(\tau', \tau) g_{k - q, s'}(\tau, \tau') \right. \\
\left. - \left( |s_{k', k' + q}^{+} \rangle \langle s_{k', q - k'}^{+} | s_{k', q - k'}^{+} \rangle \right) g_{k' - q, s'}(\tau', \tau) g_{k - q, s}(\tau, \tau') \right] \\
\] (S.80)

where the quasiparticle Green’s function is defined as
\[ g_{k, s}(\tau, \tau') := \frac{1}{i\hbar} \langle T_{\tau} \hat{\gamma}_{k,s}(\tau) \hat{\gamma}_{k,s}^{\dagger}(\tau') \rangle \] (S.81)

The first and second terms give the intraband contribution, and the third and fourth terms give the interband contribution. Evaluating the Dyson equation, the retarded component of the magnon Green’s function is given by
\[ G_{k}^{R}(\omega) = \frac{1}{\left[ G_{k}^{(0)R}(\omega) \right]^{-1} - \Sigma_{k}^{R}(\omega)} \] (S.82)

where the unperturbed Green’s function is written as
\[ G_{k}^{(0)R}(\omega) = \frac{2S/\hbar}{\omega - \omega_{k} + i\alpha\omega} \] (S.83)

Here, we introduce the phenomenological dimensionless damping parameter \( \alpha \). Using Eq.(S.83), the retarded Green’s function is written as
\[ G_{k}^{R}(\omega) = \frac{2S/\hbar}{\omega - \omega_{k} + i\alpha\omega - (2S/\hbar)\Sigma_{k}^{R}(\omega)} \] (S.84)

From the above expression, the frequency shift at a fixed \( \omega \) is given by
\[ \delta H = \frac{2S}{\hbar} Re \Sigma_{k}^{R}(\omega), \] (S.85)

and the enhanced Gilbert damping is given by
\[ \delta \alpha = -\frac{2S}{\hbar\omega} Im \Sigma_{k}^{R}(\omega). \] (S.86)

The Fourier transform of the self-energy is given as
\[ \Sigma_{k}^{R}(\omega) = \int dt e^{i(\omega + i0)t} \Sigma_{k}^{R}(t) = -\sum_{q} |J_{q,k}|^{2} \chi_{q}^{R}(\omega), \] (S.87)

where the dynamic spin susceptibility of the SC is defined as
\[ \chi_{q}^{R}(\omega) := \int dt e^{i(\omega + i0)t} \frac{i}{\hbar} \theta(t) \{ \hat{\sigma}_{q}^{+}(t), \hat{\sigma}_{q}(0) \}. \] (S.88)

Evaluating the self-energy Eq. (S.87), one can obtain the information of the FMR modulation, \( \delta H \) and \( \delta \alpha \). Using the system’s symmetry, the dynamic spin susceptibility \( \chi_{q}^{R}(\omega) \) can be written as
\[ \chi_{q}^{R}(\omega) = \cos^{2} \theta \chi_{q}^{xx}(\omega) + \chi_{q}^{yy}(\omega) + \sin^{2} \theta \chi_{q}^{zz}(\omega), \] (S.89)

which means that both \( \delta H \) and \( \delta \alpha \) show a dependence on \( \theta \) when the dynamic spin susceptibility is anisotropic.
IV. SPIN CURRENT AT THE INTERFACE

In this section, we derive the general expression of spin current at the interface. We treat the tunneling Hamiltonian as a perturbation and the other terms as the unperturbed Hamiltonian

\begin{align}
H(t) &= H_0(t) + H_{ex}, \\
H_0(t) &= H_{FI}(t) + H_{SC}
\end{align}

The operator of spin current flowing from the SC to the FI at the interface is defined by

\[ I_S := -\frac{\hbar}{2} \dot{\sigma}_Z^{\text{tot}} = -\frac{\hbar}{2} \frac{i}{\hbar} [\sigma_Z^{\text{tot}}, H_{ex}] = \frac{i}{2} [\sigma_Z^{\text{tot}}, H_{ex}], \]

where \( \sigma_Z^{\text{tot}} \) is given by

\[ \sigma_Z^{\text{tot}} = \int d\mathbf{r} \sigma_Z(r). \]

Calculating the commutation relation, we obtain the following expression

\[ I_S = i \sum_{q,k} (J_{q,k} \sigma'^+_q S^-_k - \text{h.c.}). \]

The time-dependent quantum average of \( I_S \) is written as

\[ \langle I_S(t) \rangle = \text{Re} \left[ 2i \sum_{q,k} J_{q,k} \langle \sigma'^+_q(t) S^-_k(t) \rangle \right], \]

where \( \langle \cdots \rangle = \text{Tr}[\rho_0 \cdots] \) denotes the statistical average with an initial density matrix \( \rho_0 \). In order to develop the perturbation expansion, we introduce the interaction picture

\[ \langle I_S(\tau_1, \tau_2) \rangle = \text{Re} \left[ 2i \sum_{q,k} J_{q,k} \langle T_C \hat{S}_C \hat{\sigma}'^+_q(\tau_1) \hat{S}^-_k(\tau_2) \rangle \right]. \]

\( \hat{S}_C \) and \( \hat{O}(t) \) are given by

\[ \hat{S}_C = T_C \exp \left( \int_C d\tau \frac{\hat{H}_{ex}(\tau)}{i\hbar} \right), \]

and

\[ \hat{O}(t) = U_0(t, t_0)O U_0(t, t_0), \]

where

\[ U_0(t, t_0) = T \exp \left( \int_{t_0}^{t} dt' \frac{H_0(t')}{i\hbar} \right). \]

Expanding \( \hat{S}_C \) as

\[ \hat{S}_C \approx 1 + \int_C d\tau T_C \frac{\hat{H}_{ex}(\tau)}{i\hbar}, \]

the spin current is given by

\[ \langle I_S(\tau_1, \tau_2) \rangle = \sum_{q,k} |J_{q,k}|^2 \text{Re} \left[ \frac{2}{\hbar} \int_C d\tau \langle T_C \hat{\sigma}'^+_q(\tau_1) \hat{\sigma}'^-_q(\tau) \rangle \langle T_C \hat{S}^+_k(\tau) \hat{S}^-_k(\tau_2) \rangle \right]. \]
Using the contour ordered Green’s functions

\[
\chi_q(\tau_1, \tau) = -\frac{1}{i\hbar}\langle T_C \hat{\sigma}^+_q(\tau_1)\hat{\sigma}^-_q(\tau) \rangle, \\
G_k(\tau, \tau_2) = \frac{1}{i\hbar}\langle T_C \hat{S}^+_k(\tau)\hat{S}^-_{-k}(\tau_2) \rangle,
\]

the above equation is rewritten as

\[
\langle I_S(\tau_1, \tau_2) \rangle = \sum_{q,k} |J_{q,k}|^2 \text{Re} \left[ 2\hbar \int_C d\tau \chi_q(\tau_1, \tau)G_{-k}(\tau, \tau_2) \right].
\]

We put \(\tau_2\) on the forward contour and \(\tau_1\) on the backward contour to describe spin transfer at the interface in appropriate time order. Assuming a steady state, the spin current is written as

\[
\langle I_S \rangle = 2\hbar \sum_{q,k} |J_{q,k}|^2 \text{Re} \left[ \int_{-\infty}^{\infty} \frac{d\omega'}{2\pi} \left( \chi^R_q(\omega')G^<_{-k}(\omega') + \chi^<_q(\omega')G^A_{-k}(\omega') \right) \right].
\]

We introduce the distribution functions as

\[
\chi^<_q(\omega) = f^{SC}_q(\omega) \left[ 2\text{Im}\chi^R_q(\omega) \right], \\
G^<_k(\omega) = f^{FI}_k(\omega) \left[ 2\text{Im}\chi^R_k(\omega) \right].
\]

The formula of the spin current at the interface is derived as

\[
\langle I_S \rangle = 4\hbar \sum_{q,k} |J_{q,k}|^2 \int_{-\infty}^{\infty} \frac{d\omega'}{2\pi} \text{Im}\chi^R_q(\omega') \left[ -\text{Im}G^R_{-k}(\omega') \right] \left[ f^{FI}_k(\omega') - f^{SC}_q(\omega') \right].
\]

When both the SC and the FI are in equilibrium, the difference of the distribution functions is zero (i.e. \(f^{FI}_k(\omega') - f^{SC}_q(\omega') = 0\)), so that no spin current is generated. Under the microwave irradiation, the distribution function of the FI deviates from equilibrium, which generates the interface spin current. Performing a second-order perturbation calculation, the deviation of the distribution function of the FI, \(\delta f^{FI}_{-k}(\omega')\), is given by

\[
\delta f^{FI}_{-k}(\omega') = \frac{2\pi N S(\gamma h_{ac}/2)^2}{2\alpha \omega'} \frac{\delta \omega}{\omega'} \delta_{\omega' - \omega}.
\]

Consequently, the interface spin current is written as

\[
\langle I_S \rangle^{\text{SP}} = 4\hbar \sum_{q,k} |J_{q,k}|^2 \int_{-\infty}^{\infty} \frac{d\omega'}{2\pi} \text{Im}\chi^R_q(\omega') \left[ -\text{Im}G^R_{-k}(\omega') \right] \delta f^{FI}_{-k}(\omega').
\]

Finally, one can show that the spin current is proportional to the enhanced Gilbert damping

\[
\langle I_S \rangle^{\text{SP}} = 4\hbar \frac{N S(\gamma h_{ac}/2)^2}{\alpha \omega} \left[ -\text{Im}G^R_{k=0}(\omega) \right] \sum_q |J_{q,k=0}|^2 \text{Im}\chi^R_q(\omega),
\]

\[
= \frac{N(h\gamma h_{ac})^2}{2\alpha} \left[ -\text{Im}G^R_{k=0}(\omega) \right] \delta \alpha.
\]

V. MODEL FOR INTERFACE CONFIGURATIONS

In order to calculate Eq. (S.87), one needs to set up an explicit expression for \(|J_{q,k=0}|^2\). We consider an interface with uncorrelated roughness. To model this interface, we assume that \(J(r, r_j)\) satisfies

\[
\left\langle \sum_j J(r, r_j) \right\rangle_{\text{ave}} = J_1,
\]

\[
\left\langle \sum_{j,j'} J(r, r_j)J(r', r_{j'}) \right\rangle_{\text{ave}} = J_1^2 + J_2^2 \delta(r - r'),
\]
where $\langle \cdots \rangle_{\text{ave}}$ means interface configuration average. The spatially averaged $J(r, r_j)$ is given by a constant $J_1$ as shown in Eq. (S.112). Equation (S.113) means that the interface roughness is uncorrelated and $J^2 I_2^2$ is a variance. $J_1$ and $J_2$ are coupling constants with dimension of energy, and are independent of the system size. $l$ is introduced because the Hamiltonian of the SCs is treated as a continuum model. Performing the interface configuration average, and using Eq. (S.112) and (S.113), one can obtain the expression for $|J_{q,k=0}|^2$ in the main text.

### VI. Dynamic Spin Susceptibility of SC

Evaluating the retarded component of the self-energy Eq. (S.80), the dynamic spin susceptibility of the SC is given by

$$\chi^R_{q}(\omega) = -\int_{-\infty}^{\infty} dE f(E) \sum_{\lambda, k} \left\{ M^{\lambda,\lambda'}_{k,k+q} \left[ -\frac{1}{\pi} \text{Im} g^R_{\lambda,k}(E) g^R_{\lambda',k+q}(E + \hbar \omega) - \frac{1}{\pi} \text{Im} g^R_{\lambda',k+q}(E) g^R_{\lambda,k}(E - \hbar \omega) \right]ight.$$  
$$+ M^{\lambda'-\lambda}_{k,k+q} \left[ -\frac{1}{\pi} \text{Im} g^R_{\lambda,k}(E) g^R_{\lambda'-\lambda,k+q}(E + \hbar \omega) - \frac{1}{\pi} \text{Im} g^R_{\lambda'-\lambda,k+q}(E) g^R_{\lambda,k}(E - \hbar \omega) \right] \right\},$$

(S.114)

where $M^{\lambda,\lambda'}_{k,k+q}$ with $a = s, c,$ and $h$ are given by

$$M^{\lambda,\lambda'}_{k,k+q} = \frac{(\xi_k + \lambda E_k)(\xi_{k+q} + \lambda' E_{k+q})}{4\lambda E_k \lambda' E_{k+q}} + \frac{\Delta^2}{4\lambda E_k \lambda' E_{k+q}},$$

(S.115)

$$M^{\lambda,\lambda'}_{k,k+q} = \frac{(\xi_k + \lambda E_k)(\xi_{k+q} + \lambda' E_{k+q})}{4\lambda E_k \lambda' E_{k+q}} - \frac{\Delta^2 e^{-i(\phi_k - \phi_{k+q})}}{4\lambda E_k \lambda' E_{k+q}} \cos^2 \theta,$$

(S.116)

$$M^{\lambda,\lambda'}_{k,k+q} = \frac{(\xi_k + \lambda E_k)(\xi_{k+q} + \lambda' E_{k+q})}{4\lambda E_k \lambda' E_{k+q}} - \frac{\Delta^2 \sin \phi_k \sin \phi_{k+q}}{4\lambda E_k \lambda' E_{k+q}} \sin^2 \theta.$$  

(S.117)

$\lambda, \lambda' = \pm$ give a sign, and $a = s, c,$ and $h$ correspond to matrix elements for $s$-wave, chiral $p$-wave, and helical $p$-wave SCs, respectively. In Eq. (S.114), the terms multiplied by $M^{\lambda,\lambda'}_{k,k+q}$ describe the intraband transition processes, i.e., transition processes from particle to particle and from hole to hole, and the terms multiplied by $M^{\lambda'-\lambda}_{k,k+q}$ describe the interband transition processes, i.e., transition processes from particle to hole and vice versa. The retarded and advanced Green’s functions of the quasiparticles $g^{\lambda,\lambda'}_{k,k+q}(E)$ are given by

$$g^R_{\lambda,k}(E) = \frac{1}{E - \lambda E_k + i\Gamma},$$

(S.118)

$$g^A_{\lambda,k}(E) = \frac{1}{E - \lambda E_k - i\Gamma},$$

(S.119)

where $\Gamma$ is a constant level broadening introduced phenomenologically. $\Gamma$ is introduced to incorporate the intraband contribution in the calculation of the uniform spin susceptibility. The details are explained in the next section.

The sum over $k$ is replaced by the integral near the Fermi energy

$$\sum_k F(k) \rightarrow D_F \int_0^\infty dED_s(E) \sum_{\eta=\pm} F_\eta(E),$$

(S.120)

$$\sum_k F(k) \sin^2 \phi_k \rightarrow D_F \int_0^\infty dED_s(E) \sum_{\eta=\pm} \frac{1}{2} F_\eta(E),$$

(S.121)

where $D_F$ is the density of states near the Fermi energy in the normal state and $D_s(E)$ is the density of states of quasiparticles

$$D_s(E) = \frac{|E|}{\sqrt{E^2 - \Delta^2}} \theta(|E| - \Delta).$$  

(S.122)

$F_\eta(E)$ means to assign $\eta \sqrt{E^2 - \Delta^2}$ to $\xi$ contained in $F(k)$. 


VII. UNIFORM SPIN SUSCEPTIBILITY

In this section, we explain three properties related to the calculation of the uniform spin susceptibility. First, the matrix element’s properties are explained, which is essential to understand the qualitative difference between spin-singlet s-wave and spin-triplet p-wave SCs. Second, the reason to introduce the constant level broadening $\Gamma$. Third, the analytical expression for the uniform spin susceptibility of the $p$-wave SCs is given.

Performing the angular integral and replacing the sum over $k$ by the $E$ integral, the matrix elements are replaced by

$$M_{k,k}^{(s)} \rightarrow \frac{1 + \lambda \lambda'}{4\lambda \lambda'},$$  
$$M_{k,k}^{(c)} \rightarrow \frac{(1 + \lambda \lambda')E^2 - (1 + \cos^2 \theta)\Delta^2}{4\lambda \lambda' E^2},$$  
$$M_{k,k}^{(k)} \rightarrow \frac{(1 + \lambda \lambda')E^2 - (1 + \frac{1}{2} \sin^2 \theta)\Delta^2}{4\lambda \lambda' E^2}. $$  

Here, the first-order terms in $\xi_k$ are omitted because they vanish in the $E$ integral. From the above expressions, the intraband matrix elements become finite for all SCs considered here, while the interband matrix elements vanish in the s-wave SC and becomes finite in the $p$-wave SCs. The above properties of the intraband and interband matrix elements can be understood using the commutation relation between the Hamiltonian and the spin operators. We introduce the BdG form of the spin operators $\sigma_{\text{BdG}}^a (a = x, y, z)$ as below

$$\sigma_{\text{BdG}}^a = \begin{pmatrix} \sigma^a & 0 \\ 0 & - (\sigma^a)^T \end{pmatrix}. $$  

The commutation relation of $H_{\text{BdG}}$ and $\sigma_{\text{BdG}}^a$ is given by

$$[H_{\text{BdG}}, \sigma_{\text{BdG}}^a] = 0 : s \text{ - wave},  
$$  
$$[H_{\text{BdG}}, \sigma_{\text{BdG}}^a] \neq 0 : p \text{ - wave}. $$  

Equation (S.127) means that both the Hamiltonian and the spin operator are diagonalized simultaneously, so that the matrix elements of the spin operator between a particle and a hole with the same wave-number vanish. This is because the $s$-wave SC is spin singlet. Therefore, the interband matrix elements vanish in the $s$-wave SC. In contrast, in the $p$-wave SCs, the commutation relation between the Hamiltonian and the spin operator is finite as shown in Eq. (S.128), so that the matrix elements of the spin operator between a particle and a hole with the same wave-number is finite. This is because the $p$-wave SCs are spin triplet. As a result, the interband matrix elements are finite.

Here, we explain the reason to introduce the constant level broadening $\Gamma$ for $\beta_{3, \lambda} (E)$. The intraband and interband transitions are schematically shown in Fig. 5. The quasiparticles are scattered due to the magnon emission or absorption. The scattering process conserves the wave-number. Consequently, in the case of the intraband transition, the transition process is forbidden when $\Gamma = 0$. In order to incorporate the intraband processes, one needs to introduce $\Gamma$, otherwise the intraband contribution vanishes, which can be directly shown by calculating Eq. (S.114).

When $\Gamma = 0$, the uniform spin susceptibility for the chiral $p$-wave SCs is given by

$$\text{Re} \chi_{\text{uni}}^R (\omega) = 2D_F \int_\Delta \frac{dE}{\sqrt{E^2 - \Delta^2}} \frac{(1 + \cos^2 \theta)\Delta^2}{4E^2} (f(E) - f(-E)) \left( \frac{1}{2E + \hbar \omega} + \frac{1}{2E - \hbar \omega} \right), $$  

and

$$\text{Im} \chi_{\text{uni}}^R (\omega) = 2\pi D_F \frac{|\hbar \omega/2|}{\sqrt{(\hbar \omega/2)^2 - \Delta^2}} \frac{(1 + \cos^2 \theta)\Delta^2}{(\hbar \omega)^2} (f(-\hbar \omega/2) - f(\hbar \omega/2)). $$  

From the above expressions, one can show that both the real part and imaginary part of the uniform spin susceptibility diverge at $\hbar \omega = 2\Delta$, leading a resonance peak. The expressions for the helical $p$-wave SC can be obtained by replacing $\cos^2 \theta$ with $\frac{1}{2} \sin^2 \theta$. Therefore, $\theta$ dependence of $\chi_{\text{uni}}^R (\omega)$ explained in the main text is obtained from the above expressions.
FIG. 5. Schematic image of intraband transition and interband transitions. The intraband transition gives contribution to the uniform spin susceptibility when the excitation energy is comparable to or smaller than the level broadening, $\hbar \omega \lesssim \Gamma$. The interband contribution is dominant when the excitation energy is comparable to the superconducting gap, $\hbar \omega \approx 2\Delta$.

VIII. LOCAL SPIN SUSCEPTIBILITY

Performing the angular integral and replacing the sum over $k, q$ by the $E, E'$ integral, the matrix elements are replaced by

$$M^{\lambda\lambda'}_{k,q} \rightarrow \frac{1}{4} + \frac{\Delta^2}{4\Lambda E'E'},$$

(S.131)

$$M^{\lambda\lambda'}_{c,k,q} \rightarrow \frac{1}{4},$$

(S.132)

$$M^{\lambda\lambda'}_{h,k,q} \rightarrow \frac{1}{4}.$$  

(S.133)

The matrix elements for the chiral and helical $p$-wave SCs are identical. From the above expressions, one can see that the interband contribution in the $s$-wave SC is suppressed. Unlike the uniform spin susceptibility, the intraband contribution for the local spin susceptibility is finite even when $\Gamma = 0$. This is because the transition processes considered here leads to momentum transfer and the intraband transition is not forbidden. Therefore, we calculate the local spin susceptibility for $\Gamma = 0$. The local spin susceptibility for the $s$-wave SC is given by

$$\chi^R_{\text{loc}}(\omega) = -D^2_F \int_{-\infty}^{\infty} dE \int_{-\infty}^{\infty} dE' D_s(E) D_s(E') \left(1 + \frac{\Delta^2}{EE'}\right) \frac{f(E) - f(E')}{E - E' + \hbar \omega + i0},$$

(S.134)

and the local spin susceptibility for the $p$-wave SCs is given by

$$\chi^R_{\text{loc}}(\omega) = -D^2_F \int_{-\infty}^{\infty} dE \int_{-\infty}^{\infty} dE' D_s(E) D_s(E') \frac{f(E) - f(E')}{E - E' + \hbar \omega + i0},$$

(S.135)

IX. FMR MODULATION: ROUGH INTERFACE

In this section, we show the numerical results and summarize the characteristic properties of the FMR modulation for the rough interface limit. In the following calculations, we set $J_1 = 0$ and assume that only $\chi^R_{\text{loc}}(\omega)$ contributes to $\delta H$ and $\delta \alpha$.

Figures 6 show (a) $\delta H$ and (b) $\delta \alpha$ for the chiral and helical $p$-wave SCs as a function of frequency and temperature. $\delta H$ is finite in $T \rightarrow 0$ and has a resonance peak at $\hbar \omega = 2\Delta$. $\delta \alpha$ exhibits a coherence peak just below the transition temperature in the sufficiently low frequency region, where $\hbar \omega / k_B T_c \ll 1$. $\delta \alpha$ drops abruptly at $\hbar \omega = 2\Delta$. $\delta \alpha$ is almost independent of both frequency and temperature when $\hbar \omega > 2\Delta$.

Figures 6 show (c) $\delta H$ and (d) $\delta \alpha$ for the $s$-wave SC as a function of frequency and temperature. In the low frequency region, where $\hbar \omega / k_B T_c \leq 1$, $\delta H$ at a fixed frequency decreases by about thirty percent with the decrease of the temperature, and $\delta H$ is finite in $T \rightarrow 0$. As the frequency increases, $\delta H$ is almost independent of the temperature. $\delta \alpha$ shows a coherence peak just below the transition temperature in the sufficiently low frequency, where $\hbar \omega / k_B T_c \ll 1$. 

$\chi^R_{\text{loc}}(\omega)$
The coherence peak in the $s$-wave SC is larger than the corresponding coherence peak in the $p$-wave SCs. $\delta\alpha$ has a kink structure at $\hbar\omega = 2\Delta$.

Note that the cutoff energy $E_c$ was introduced here to cause the integral for $\text{Re}\chi_{\text{loc}}^R(\omega)$ to converge. Although $\text{Re}\chi_{\text{loc}}^R(\omega)$ is approximately proportional to $E_c$, the qualitative properties explained above are independent of $E_c$.

The FMR modulation properties of the three SCs are summarized in Table II. In the case of the rough interface limit, the pairing symmetry can be detected from either the absence or the existence of the resonance peak of $\delta H$. The pairing symmetry may also be detected from the properties of $\delta\alpha$, the height of the coherence peak, and the structure at $\hbar\omega = 2\Delta$. When compared with the resonance peak for $\delta H$, however, the properties of $\delta\alpha$ are too ambiguous to allow the pairing symmetry to be distinguished clearly.

TABLE II. FMR modulation properties for the rough SC/FI interface where $J_1 = 0$ and $J_2 \neq 0$.

| Pairing symmetry | $s$ | Chiral | Helical |
|------------------|-----|--------|---------|
| Resonance peak of $\delta H$ | – | ✓ | ✓ |
| Coherence peak of $\delta\alpha$ | large | small | small |
| $\delta\alpha$ at $\hbar\omega = 2\Delta$ | kink | jump | jump |

FIG. 6. (a) The frequency shift and (b) the enhanced Gilbert damping as a function of both frequency and temperature for the $p$-wave SCs. (c) The frequency shift and (d) the enhanced Gilbert damping as a function of both frequency and temperature for the $s$-wave SC. The terms $\delta H_2$ and $\delta\alpha_2$ are given by $\delta H_2 = -2\pi S\xi_2^2D_2^2k_BT_c/(N\gamma\hbar)$ and $\delta\alpha_2 = 2\pi S\xi_2^2D_2^2/(NA)$, where they are characteristic values in the normal state. The cutoff energy is set to be $E_c/k_BT_c = 10$.
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