Linear-response approach to critical quantum many-body systems
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The characterization of quantum critical phenomena is pivotal for the understanding and harnessing of quantum many-body physics. However, their complexity makes the inference of such fundamental processes difficult. Thus, efficient and experimentally non-demanding methods for their diagnosis are strongly desired. Here, we introduce a general scheme, based on the combination of finite-size scaling and the linear response of a given observable to a time-dependent perturbation, to efficiently extract the energy gaps to the lowest excited states of the system, and thus infer its dynamical critical exponents. Remarkably, the scheme is able to tackle both integrable and non-integrable models, prepared away from their ground states. It thus holds the potential to embody a valuable diagnostic tool for experimentally significant problems in quantum many-body physics.

The investigation of quantum many-body systems plays a pivotal role in our understanding of novel phases of matter, both in- and out-of-equilibrium [1–6]. Important applications include quantum information theory [7] and material science [8]. One of most puzzling aspects of such systems are quantum phase transitions (QPT) [1–4]. In contrast to their classical counterparts, which stem from classical thermal fluctuations, they occur at zero temperature in energy eigenstates of interacting quantum many-body systems as an external non-thermal parameter is varied, and are thus driven by quantum fluctuations. Similarly to their classical counterparts, continuous quantum phase transitions can be classified according to universality classes featuring the same critical exponents [1–4]. As a consequence, distinct quantum many-particle systems belonging to the same universality class will display equivalent critical properties, independently of their microscopic details.

The determination of the critical exponents of a QPT is a major theoretical and experimental challenge [1–4] that, for continuous classical phase transitions, has been addressed by examining the behavior of thermodynamic response coefficients, such as susceptibilities, compressibilities and heat capacities [9]. Other approaches have been developed over the years, including the study of the response of information-theoretic quantities such as quantum correlations [7, 10] and state fidelity [11], and the tracking of the behavior of geometric phases [12]. All such approaches pose significant difficulties that make the availability of experiment-ready techniques for the inference of the critical exponents of a given transition a pressing need.

A potentially fruitful avenue is provided by linear response theory, a versatile tool of statistical mechanics for the investigation of (non-)equilibrium complex systems, from hydrodynamics to condensed-matter physics, that connects the equilibrium fluctuations of a classical or quantum system to its response to weak perturbations [13–17]. The linear response formalism, which has recently been further extended to non-equilibrium steady-states [18–22], can be used to either predict the behavior of the perturbed system from its known equilibrium properties or, vice versa, to infer its equilibrium properties from the response to a known perturbation.

Building on such fundamental links between equilibrium features and non-equilibrium response, here we show that dynamical critical exponents of many-body quantum systems undergoing a QPT can be efficiently extracted from the linear response of a suitable observable. We focus on spin systems (and related fermionic models) owing to their central theoretical [1–4] and experimental [23–35] relevance. We consider two paradigmatic integrable systems, the one-dimensional transverse field Ising model (TFIM) [1–4] and a long-range Kitaev (LRK) chain of spinless fermions [36–38]. We find a surprisingly simple relation between linear response following a perturbation and the energy spectrum of the unperturbed system. By combining the linear response after a parameter quench with a finite-size scaling analysis of the energy gap at criticality [39–41], we are able to accurately deduce the corresponding dynamical critical exponents. The usefulness of this approach is further highlighted by tackling non-zero temperature initial states and non-integrable models, thus proving its applicability to a range of situations of strong experimental prominence.

**Linear response formalism.** We consider a closed quantum system with Hamiltonian $H_0$ whose ground state is unitarily perturbed by $\lambda(t)H_1$, where $[H_0,H_1] \neq 0$ and $\lambda(t)$ is a small time-dependent parameter. The
linear response of a generic observable \( B \) of the system, initially prepared in state \( \rho_0 \), is given by the Kubo formula \([13-16]\) (we choose units such that \( \hbar = 1 \) throughout the manuscript)

\[
\langle B \rangle = \langle B \rangle_0 + i \int_0^t \lambda (s) \langle [B(t-s), H_1] \rangle_0 \, ds,
\]

where \( B(\tau) = e^{iH_0\tau}B e^{-iH_0\tau} \) and \( \langle \cdot \rangle_0 \) denotes the average over \( \rho_0 \), which may in general describe an equilibrium state or a non-equilibrium steady state \([21, 22]\). Equation (1) embodies the starting point of our linear response analysis to quantum phase transitions.

**Transverse field Ising model.** In order to illustrate the features of the method that we propose, we address the simple yet informative and relevant example embodied by the transverse-field Ising model with nearest-neighbor interactions. The corresponding Hamiltonian reads \([1-4]\)

\[
H_{\text{TFIM}} = -J \sum_{j=1}^N \left( g \sigma_j^x + \sigma_j^x \sigma_{j+1}^z \right),
\]

with \( N \) the number of particles of the model, \( J > 0 \) the exchange constant, \( g > 0 \) the coupling parameter, and \( \sigma_j^{x,y,z} \) denoting the usual Pauli spin operators. In order to fix the ideas and without affecting the generality of our conclusions, we choose \( N \) even and periodic boundary conditions for convenience, i.e. \( \sigma_{N+1}^{x,y,z} = \sigma_1^{x,y,z} \). Equation (2) features a quantum phase transition from an ordered to a disordered paramagnetic phase at \( g = g_c = 1 \) \([1-4]\).

Through Jordan-Wigner and Fourier transformations, Eq. (2) can be cast in the form of a set of \( N/2 \) independent Landau-Zener problems \( H_{\text{TFIM}} = \bigoplus_{n=1}^{N/2} H_{0,k} \), for the positive parity subspace with \( H_{0,k} = h_k^x \sigma_k^x + h_k^z \sigma_k^z \). Here, we have introduced the quasiparticles operators \( \sigma_k^x = |1\rangle \langle k| - |0\rangle \langle 0| \) and parameters \( h_k^x(g) = 2J[g - \cos(kb)] \), \( h_k^z = 2J \sin(kb) \), which are written in terms of the allowed wavevectors \( k_n = (2n - 1)\pi/(Nb) \) with \( n \in \{1, ..., N/2\} \) and \( b \) the spacing between the spins. The diagonalization of each Landau-Zener Hamiltonian \( H_{0,k} \) leads to the eigenvalues \( \epsilon_k(n,g) = 2J|g^2 + 1 - 2g \cos(kn b)| \) with corresponding eigenstates \([1-4]\)

\[
\begin{pmatrix}
|\phi_{k,n,+}(g)\rangle \\
|\phi_{k,n,-}(g)\rangle
\end{pmatrix} = \begin{pmatrix}
\sin \theta_k(n,g) & -\cos \theta_k(n,g) \\
\cos \theta_k(n,g) & \sin \theta_k(n,g)
\end{pmatrix} \begin{pmatrix}
|0\rangle_k(n) \\
|1\rangle_k(n)
\end{pmatrix},
\]

where \( \theta_k(n,g) = -\arctan(1 + \sqrt{1 + \zeta_{k,n}^2})/\zeta_{k,n} \) is a mixing angle in momentum space and \( \zeta_{k,n} = h_k^x(n,g)/h_k^z(n,g) \).

We now consider the case where the Ising chain, initially in its ground state at \( g = g_0 \) so that \( H_0 = H_{\text{TFIM}}(g_0) \), undergoes a quench \( g_0 \to g_0 + \delta g(t) \), leading to the perturbation \( H_1 = -J \sum_{j=1}^N \sigma_j^z \) with time-dependent perturbation parameter \( \delta \lambda(t) = \delta g(t) \).

In terms of the eigenstates in Eq. (3), the initial state reads \( \rho_0 = |\psi_0\rangle \langle \psi_0| \) with \( |\psi_0\rangle = \bigotimes_k |\phi_{k,n,-}(g_0)\rangle \), while the free dynamics is determined by the set of momentum-space Hamiltonians \( H_{0,k,n} = \epsilon_k(n,g_0) \sigma_k^z \) with \( \sigma_k^z = |\phi_{k,n,+}(g_0)\rangle \langle \phi_{k,n,-}(g_0)| - |\phi_{k,n,-}(g_0)\rangle \langle \phi_{k,n,+}(g_0)| \), while the perturbation becomes \( H_1 = \sum_{k,n>0} \Psi_k^\dagger H_{1,k,n} \Psi_k \), where we have introduced the momentum-space fermionic modes \( \Psi_k^\dagger = (c_k \ c_{-k}) \). The Hamiltonians \( H_{1,k,n} \) are explicitly given by

\[
H_{1,k,n} = 2J \sigma_k^z = 2J \left[ \cos(2\theta_k^{(g_0)}) \sigma_k^z - \sin(2\theta_k^{(g_0)}) \sigma_k^x \right],
\]

with \( \sigma_k^z = |\phi_{k,n,+}(g_0)\rangle \langle \phi_{k,n,-}(g_0)| + |\phi_{k,n,-}(g_0)\rangle \langle \phi_{k,n,+}(g_0)| \).

(From the above expressions, we see that the linear response of the many-body system in Eq. (1) can be expressed as the sum of the linear responses of a single spin system in each of the momentum subspaces in which the Ising model is decoupled. Thus, for a generic observable \( B = \sum_k \Psi_k^\dagger B_k \Psi_k \) (transformed into the eigenbasis of each subspace \( k \)), with \( B_k = \sum_j b^j_k \delta^j_k \), and a steady state of the unperturbed dynamics of the form \( \rho_0 = (1 + f^k_k \delta^k_k)/2 \), the linear response for each \( B_k \) reads \([42]\)

\[
\langle B_k \rangle = f^k_k \delta^k_k + f^k_k \int_0^t \sum_{n,j} 2c_n(s) \left[ b^j_k \delta_{n,j}(1 - \delta_{z,j}) \sin(2(t-s)) + b^j_k \delta_{n,j}(1 - \delta_{z,j}) \sin(2(t-s)) \right],
\]

where \( \delta_{n,j} \) is the Levi-Civita symbol. For a perturbation \( g_0 \to g_0 + \delta g(t) \), the coefficients are explicitly \( c_z(t) = -2J \delta g(t) \sin(2\theta_k^{(g_0)}) \), \( c_y(t) = 0 \) and \( c_z(t) = 2J \delta g(t) \cos(2\theta_k^{(g_0)}) \). At zero temperature, \( f^k_k = -1 \) for all \( k \). For simplicity, Eq. (5) has been written assuming unit frequency for each subspace, so that \( H_{0,k} = \sigma_k^z \). In general, each subspace evolves at a different evolution rate, given by the interplay of the coefficients \( c_n \) of the perturbation and the eigenfrequencies of the free dynamics \( \epsilon_k(g_0) \). In that case, one should rescale the coefficients as \( c_n \to c_n/\epsilon_k(g_0) \), and time as \( t \to t_k = \epsilon_k(g_0)t \) in Eq. (5).

We proceed by choosing an observable \( B \) that is easily accessible experimentally, namely the magnetization along the \( x \)-axis, \( M_x = \langle 1/N \rangle \sum_{j=1}^N \sigma_j^z \). Due to the translational symmetry of \( H_{\text{TFIM}} \), \( M_x \) corresponds to the single magnetization of any spin in the chain. The observable \( M_x \) in the \( k \)-momentum subspaces simply reads \( M_{x,k,n} = (2/N) \left[ - \cos(2\theta_k^{(g_0)}) \sigma_k^x + \sin(2\theta_k^{(g_0)}) \sigma_k^z \right] \). Adding all the \( k_n \)-contributions with their corresponding rescaled coefficients and time, we obtain the linear response of the transverse magnetization to the quench \( M_x = \langle 1/N \rangle \sum_{k,n>0} M_{k,n} \) with

\[
M_{k,n} = \cos(2\theta_k^{(g_0)}) + \frac{4J \delta g(t) \sin(2\theta_k^{(g_0)})}{\epsilon_k^{(g_0)}} \sin^2(\epsilon_k^{(g_0)} t) \]
magnetization to a known perturbation, and the properties of the unperturbed many-body system, specifically the energy spectrum \( \varepsilon_k(g_0) \). The Fourier spectrum of the response will have frequency components at positions \( 2\varepsilon_k(g_0) \) with amplitudes \( \propto 1/\varepsilon_k(g_0) \). We shall now illustrate how such relationship can be used to determine the dynamical critical exponent \( z \) and thus help identify the universality class of the quantum phase transition.

Let us recall that the energy gap \( \Delta_N \) between the ground and excited state for a system consisting of \( N \) elements vanishes at the critical point in the thermodynamic limit \( N \to \infty \). This is a prominent hallmark of a quantum phase transition \([1–4]\). Finite-size scaling theory at finite \( N \) predicts that, at criticality, such gap vanishes as \( \Delta_N \sim N^{-z} \), where \( z \) is the dynamical critical exponent \([39–41]\). The transverse-field Ising model belongs to the universality class with \( z = 1 \). In order to extract the value of \( z \) from the linear response expression in Eq. (6), we first remark that the energy gap between ground and first-excited state of the model reads \( \Delta_N(g_0) = 2\varepsilon_{k_1}(g_0) \). Therefore, the critical properties of the model may then be obtained by: (i) first sampling \( \langle M_E \rangle \) at various times upon a quench at criticality \( g_0 = g_c \); (ii) then computing the Fourier spectrum of the transverse magnetization \( S(\omega) = \int dt \langle M_E(t) \rangle \exp(-i\omega t) \); (iii) finally determining \( 2\varepsilon_{k_1}(g_0) = \omega_m \) from the value of the lowest non-zero frequency \( \omega_m \). By repeating this scheme for different system sizes \( N \), one can retrieve the value of the exponent \( z \) from the scaling \( N^{-z} \) of the energy gap \( \Delta_N(g_c) \) \([46]\). In order to showcase the success of this procedure, in Fig. 1(a) we have reported \( S(\omega) \) for \( \delta g/J = 0.01 \), \( g_0 = g_c \), \( N = 40 \) spins and a total evolution time \( J\tau = 500 \). The position of the lowest non-zero frequency \( \omega_m \) is indicated in green. Fig. 1(b) further displays the finite-size scaling of the energy gap \( \Delta_N(g_c) = \omega_m \) at the critical point evaluated for \( J\tau = 100 \) (open red circles) and \( J\tau = 500 \) (open blue squares). A fit with \( N^{-z} \) yields the respective values \( z = 0.92(5) \) and \( z = 0.98(2) \), which are very close to the exact value \( z = 1 \).

**Long-range Kitaev chain.** In order to validate the proposed method in a situation offering a richer phenomenology, we consider a LMK chain of \( N \) spinless fermions on a lattice with open boundary conditions. The associated Hamiltonian reads \([36–38]\)

\[
H_{\text{LRK}} = -J \sum_{j=1}^{N} \left[ \sum_{\nu>0} (J_r c_j^\dagger c_{j+\nu} + d_r c_j c_{j+\nu} + h.c.) - \mu n_j \right] + K, \tag{7}
\]

where \( c_j \) and \( c_j^\dagger \) are the fermionic annihilation and creation operators with \( n_j = c_j^\dagger c_j \), \( \mu \) is the chemical potential that controls the quantum phase transition between ferromagnetic and paramagnetic phases, \( J > 0 \) is a scale coefficient, \( J_r \) and \( d_r \) are the hopping and pairing strengths, respectively, and we have introduced the constant \( K = -J \mu N/2 \). The parameters of the model are renormalized as \( J_r^\ast = 1/N \alpha^\ast \) and \( d_r^\ast = 1/N \beta^\ast \) with \( N_{\gamma} = 2 \sum_{\gamma=1}^{N_{\gamma}} r^{-\gamma} \) following Kac’s prescription \([43]\) to ensure an extensive energy in the thermodynamic limit. The parameters \( \alpha, \beta > 1 \) are the long-range exponents of the interaction, for hopping and pairing, respectively. For short-range interactions (\( \alpha, \beta \to \infty \)), there is a quantum phase transition at \( \mu_c = 2J \) and the model can be mapped exactly onto the transverse field Ising model \([36]\). However, for long-range interactions, and depending on the finite values of \( \alpha \) and \( \beta \), the critical exponents are modified, and so the universality class to which the model belongs \([37, 38]\).
The unperturbed Hamiltonian in Eq. (7) may be diagonalized by taking the Fourier transform of $c_j$ and $c_j^\dagger$ [37, 38]. Using the same notation as for the transverse-field Ising model, one has the momentum-space Hamiltonians $H_{0,k} = h_z(\mu)c_k^z + h_x c_k^x$ with $\mu = \mu/2 - 2J\sum_{r>0} J_r \cos(kra)/N_\alpha$ and $h_x = -J\sum_{r>0} d_r \sin(kra)/N_\beta$. Upon diagonalization one then obtains $H_{0,k} = \epsilon_k(\mu)c_k$ with $\epsilon_k(\mu) = \sqrt{h_z^2(\mu) + h_x^2}$, and the mixing angle $\theta_k(\mu)$ akin to Eq. (3). The long-range character of the model is encoded in the functions $h_x$ and $h_z$, which depend on the parameters $\alpha$ and $\beta$. For $\alpha > 1$ and $\alpha < \beta < 2$, the dynamical critical exponent is given by $z = \beta - 1$ [44], and thus $\Delta_N(\mu_c) \propto N^{1-\beta}$.

In order to study its critical properties, we perturb the LRK chain, prepared in the ground state at $\mu = \mu_0$, by a sudden quench of the chemical potential $\mu_0 \rightarrow \mu_0 + \delta\mu$, and choose the number of fermions, $N_f = \sum_{j=1}^N n_j = \sum_{k>0} \Psi_k^\dagger \Psi_k \sum_{k>0} N_k$, as the observable of interest. We eventually get the linear response $\langle N_f \rangle = -\sum_{k>0} N_k$ with

$$N_k = \cos(2\theta_k^{(\mu_0)}) + \frac{2(\delta\mu) \sin^2(2\theta_k^{(\mu_0)})}{\epsilon_k(\mu_0)} \sin^2(\epsilon_k(\mu_0)t). \tag{8}$$

We may determine the critical exponent $z$ by applying the scheme described previously. The top panel of Fig. 1(a) shows the Fourier spectrum $S(\omega)$ and the position of the lowest non-zero frequency $\omega_\mu$ (in green) for $\alpha = 5/2$, $\beta = 3/2$, $\mu_0 = \mu_c = 2J$, $\delta\mu/J = 0.01$ and $J_T = 500$. The fit of the energy gap $\Delta_N(\mu_c) \propto N^{1-\beta}$ [cf. Fig. 1(b)] yields the critical exponent $z = 0.49(1)$ (for $J_T = 100$, open red circles) and $z = 0.50(1)$ (for $J_T = 1000$, open blue squares). Both values agree very well with the expected $z = \beta - 1 = 1/2$, further confirming the effectiveness of the linear response approach.

**Non-integrable models.** Building on the previous analytical results, we turn our attention to the linear response of non-integrable models. For that we consider a transverse-field Ising model with a longitudinal magnetic field $H_{\text{longitudinal}} = H_{\text{TFIM}} + Jh \sum_{j=1}^N \sigma_j^z$. Choosing again as initial state the ground state of $H_{\text{TFIM}}$ at $g_0$ (i.e., $h = 0$), a perturbation $\delta h$ breaks the integrability of the model [4]. As such, the parity $Z_2$ ceases to be a conserved quantity, and the state explores the two previously disjoint parity subspaces. For $h = 0$, the energy gap between the ground states of these two subspaces is given by $\Delta_{x,N}(g) = E_0 - E_0$ with $E_0 = -2J(1 + \sum_{n=1}^{N/2-1} \sqrt{g^2 + 1 - 2g \cos(2n\pi/N)})$. For $g < g_c$, $\Delta_{x,N}(g)$ vanishes exponentially with $N$, while for $g > g_c$ the gap is non-zero and vanishes as $\Delta_{x,N}(g) \propto |g - g_c|^\nu$ as $g \rightarrow g_c^+$. From Eq. (6), the linear response $\langle M_x \rangle$ upon mentally. It is thus important to be able to detect quantum phase transitions in systems in a non-zero temperature initial state. In this case, the initial unperturbed state of $H_{0,k}$ is a thermal state, $\rho_k(\mu) = (1 + f_k^z \sigma_k^z)/2$ with

$$f_k^z = -\tanh(\epsilon_k(\mu_0)/k_b T), T \text{ the temperature of the system, and } k_b \text{ the Boltzmann constant. Its linear response thus follows from Eq. (5) and the energy gap } \Delta_N \text{ can still be obtained in a similar manner as for the } T = 0 \text{ scenario [42]. Fig. 1(c), shows the energy spectrum for the transverse-field Ising model Eq. (2) for various initial temperatures, from which we may again determine the dynamical critical exponent } z = 1 \text{ with good accuracy.}

We note, however, that for temperatures corresponding to energies much larger than the energy gap, the Fourier component at frequency equal to the energy gap $2\epsilon_k$, is suppressed as $\sim \epsilon_k/(k_b T)$ since $f_k^z \rightarrow 0$ as $\epsilon_k/(k_b T) \rightarrow 0$. This sets a boundary of the quantum critical nature of the system at finite temperature as $T \sim |g - g_c|^\nu [3, 31]$. At the critical point, $\Delta_N(\mu_c) \propto N^{-\nu}$ and thus the required temperature to resolve the energy gap and the dynamical critical exponent scales as $T \propto N^{-\nu}$ as the system size increases.

**Non-zero temperature.** QPT usually influence a wide portion of the phase diagram of a model, even far from absolute zero [1–4]. Additionally, the ground state of a many-body system is often difficult to prepare experimentally. FIG. 2: (a) Spectrum $S(\omega)$ of the average magnetization $\langle M_x \rangle$ upon a longitudinal magnetic-field perturbation with $g_0 = 1$, $\delta h = 10^{-3}$ and various sizes $N$. Vertical dashed lines show the position of $\Delta_{x,N}(g_0)$. (b) Spectrum $S(\omega)$ for a transverse-field Ising model with long-range and antiferromagnetic interactions $H_{\text{long}}$ with $r = 2$ upon a perturbation $\delta g = 10^{-2}$ at the critical point $g_c$. (c) Finite-size scaling of the energy gap for both models, which provide $z = 1.01(1)$ and $z = 0.47(2)$ for the longitudinal and long-range Ising model, respectively.
a perturbation $\delta h$ will allow to resolve $\Delta_{s,N}(g)$ as well as $\Delta_N(g)$. Now the lowest frequency component of $S(\omega)$ is placed at $\omega_m = \Delta_{s,N}(g)$. Exact numerical simulation with $\delta h = 10^{-3}$ and $g_0 = 1$ reveal the location of $\Delta_{s,N}(g_c)$ with good accuracy [42], which also allows to extract the dynamical critical exponent $z = 1$ since $\Delta_{s,N}(g_c) \approx \pi/(2N) \approx 8\Delta_N(g_c)$ for $N \gg 1$, as seen in Figs. 2(a) and 2(c) for various values of $N$. Finally, we consider a transverse-field Ising model with a long-range interactions, $H_{\text{long}} = \sum_{i,j=1}^{N} J_{i,j} \sigma_i^x \sigma_j^x + J g \sum_{i=1}^{N} \sigma_i^z$, with $J_{i,j} = J|i-j|^{-\tau}$ for $i \neq j$ and $r > 0$, which can be realized in a trapped-ion platform [27–30]. As reported in Ref. [45], for antiferromagnetic couplings $J < 0$, the critical point for $r = 2$ takes place at $g_c \approx 2.52$ with a corresponding $z = 0.50(1)$. Assuming that linear response at criticality is independent of the microscopic details of a system, we apply our method to determine the dynamical critical exponent in such non-integrable case. Upon numerically evaluating the linear response of $(M_x)$ following the perturbation $g \rightarrow g + \delta g$ with $\delta g = 0.01$, we can determine the energy spectrum [cf. Fig. 2(b)] and infer $z = 0.47(2)$ for up to $N = 12$ spins [see Fig. 2(c)] [42]. The good agreement with the expected value of $z$ demonstrates the power of the proposed approach.

**Conclusions.** We have studied the quantum critical properties of quantum many-body system using the framework of linear-response theory. We have shown that dynamical critical exponents can be precisely determined from the linear response after a quench when combined with finite-size scaling arguments. We have illustrated our results with the transverse field Ising model and a long-range Kitaev chain, two integrable systems, as well as with non-integrable models and non-zero temperature initial states. Our findings reveal an intimate correspondence between linear response theory and quantum critical behavior of quantum many-particle systems. They moreover provide an accessible method to experimentally determine their dynamical critical exponents.
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I. LINEAR RESPONSE FOR A SINGLE SPIN

We here evaluate the linear response of an observable \(B\) for the case of a single spin-1/2 with Hamiltonian \(H_0 = \sigma_z\) and perturbation \(H_1 = \sum_m c_m(t)\sigma_m\), where \(\sigma_m\) are the Pauli operators. Its density operator \(\rho\) satisfies \(\dot{\rho} = -i[\sigma_z, \rho] + \mathcal{L}_1(\rho)\), with the unitary perturbation \(\mathcal{L}_1(\rho) = -i[H_1, \rho]\). The steady state of the unperturbed dynamics is of the general form \(\rho_0 = (1 + f_z\sigma_z)/2\) with parameters \(f_z\). A generic quantum observable can be further written as a linear combination \(B = \sum_j b_j\sigma_j\) with coefficients \(b_j\). According to Eq. (1), the linear response of \(B\) upon a time \(t\) is explicitly given by

\[
\langle B \rangle = f_z b_z + \int_0^t ds 2f_z \left[ -(b_x c_y(s) + b_y c_x(s)) \cos(2(t - s)) + \sin(2(t - s)) (c_x(s)b_z + c_y(s)b_y) \right].
\] (S1)

II. ISING MODEL: COMPARISON BETWEEN LINEAR RESPONSE AND EXACT DYNAMICS

Let us start once again by considering the observable \(M_x = \frac{1}{N} \sum_{j=1}^N \sigma_j^x\) for the TFIM. We have seen that, for a time-independent perturbation the linear response of this observable is given by

\[
\langle M_x \rangle = \frac{2}{N} \sum_{k>0} \left[ \cos(2\theta_k^{(g_0)}) + \frac{4J\delta g \sin^2(2\theta_k^{(g_0)})}{\epsilon_k(g_0)} \sin^2(\epsilon_k(g_0)t) \right].
\] (S2)

The previous expression can be computed in the thermodynamic limit \(N \to \infty\), by taking the continuous limit,

\[
\lim_{N \to \infty} \langle M_x \rangle = \frac{1}{\pi} \int_0^\pi dk \left[ \cos(2\theta_k^{(g_0)}) + \frac{4J\delta g \sin^2(2\theta_k^{(g_0)})}{\epsilon_k(g_0)} \sin^2(\epsilon_k(g_0)t) \right].
\] (S3)

Some examples are shown in Fig. S1, which demonstrate the very good agreement between the predictions of the linear response and the exact dynamics.

We can also consider the more general case of a time-dependent perturbation, e.g. \(\delta g(t) = \delta g \cos(2\omega_d t)\). For a non-resonant frequency, \(\omega_d \neq \epsilon_k(g_0) \forall k\), it follows

\[
\langle M_x \rangle = \frac{2}{N} \sum_{k>0} \left[ \cos(2\theta_k^{(g_0)}) + 4J\delta g \sin^2(2\theta_k^{(g_0)}) \frac{\epsilon_k(g_0)(\cos(2\omega_d t) - \cos(2\epsilon_k(g_0)t))}{2(\epsilon_k^2(g_0) - \omega_d^2)} \right].
\] (S4)

In case the frequency matches \(\epsilon_{k'}(g_0)\) for some \(k'\), then \((\omega_d = \epsilon_{k'}(g_0))\), we obtain

\[
\langle M_x \rangle = \frac{2}{N} \sum_{k>0} \left[ \cos(2\theta_k^{(g_0)}) + 4J\delta g \sin^2(2\theta_k^{(g_0)}) \frac{\epsilon_k(g_0)(\cos(2\omega_d t) - \cos(2\epsilon_k(g_0)t))}{2(\epsilon_k^2(g_0) - \omega_d^2)} \right] + \frac{2}{N} \left[ \cos(2\theta_{k'}^{(g_0)}) + 4J\delta g \sin^2(2\theta_{k'}^{(g_0)}) \frac{t \sin(2\epsilon_{k'}(g_0)t)}{2} \right].
\] (S5)
An example illustrating the good agreement between the prediction of the linear response for a periodically-perturbed Ising model and its exact dynamics is shown in Fig. S1(f).

Finally, we can focus on a different observable, as for example the two-point correlation function of the order parameter. To this end, let us consider the case of the LRK chain of fermionic particles [S1–S3]. The Hamiltonian reads

\[ H_{\text{LRK}} = -\sum_{r>0} \left[ \frac{\sum_{j \neq r} J_r (c_j \sigma^{++}_r + c^+_j \sigma^{--}_r) + d_r (c_j c_{j+r} + c^+_j c^+_{j+r}) - \mu (c^+_j c_j - \frac{1}{2})}{\epsilon_r (g_0)} \right]. \]  

(8)

where, \( \mu \) is the chemical potential which controls the QPTs appearing in this model, and

\[ J_r^\alpha = \frac{1}{N_\alpha r^\alpha}, \quad d_r^\beta = \frac{1}{N_\beta r^\beta}, \]  

(14)

with \( r = \min(r, N/2 - r) \) as we take periodic boundary conditions.

By Fourier-transforming the fermionic operators, we find a Block diagonal structure of the Hamiltonian,

\[ H_{\text{LRK}} = \sum_{k>0} \Psi_k^\dagger H_k \Psi_k \]  

(15)

with \( \Psi_k^\dagger = (c^+_k, c^-_k) \) and \( H_k = h_z (\mu) \sigma_z^k + h_x (g_0) \sigma_x^k \) where now \( h_z (\mu) = \mu/2 - 2J \sum_{r>0} J_r \cos(krb)/N_\alpha \) and \( h_x = -J \sum_{r>0} d_r \sin(krb)/N_\beta \), so that upon a diagonalization one finally obtains \( H_{0,k} = \epsilon_k (\mu) \sigma_z^k \) with \( \epsilon_k (\mu) = \sqrt{h_{z}^2 (\mu) + h_{x}^2} \) and \( \theta_k^{(\mu)} \) the mixing angle as given for the TFIM. The perturbation in the chemical potential \( \delta \mu (t) \) leads...
to $H_1 = \delta \mu(t)/2\sigma_z^k$. Hence, the underlying structure is very similar to the TFIM. The observable $N_f = \sum_{k=1}^N c_k^\dagger c_k$ can be expressed as $N_f = \sum_{k>0} \Psi_k^\dagger \sigma_z^k \Psi_k$ in the Fourier-transformed fermionic operators. As explained above for the TFIM, a direct substitution in Eq. (S1) leads to

$$\langle N_f \rangle = \sum_{k>0} \left[ -\cos 2\theta_k^{(\mu_0)} - \frac{2(\delta \mu) \sin^2(2\theta_k^{(\mu_0)})}{\epsilon_k(\mu_0)} \sin^2(\epsilon_k(\mu_0)t) \right],$$

(S16)

In Fig. S2 we show the comparison between the exact dynamics and the linear response, which show an excellent agreement.

IV. NON-ZERO TEMPERATURE INITIAL STATES

As commented in the main text, the method based on the linear response of the a many-body system close to the critical point works also for non-zero temperature initial states. In this case, each of the fermions becomes excited with a certain probability so that the initial thermal equilibrium state of $H_{0,k}$ is $\rho_k^{(0)} = (1 + f_k^{(z)} \sigma_z^k)/2$ with $f_k^{(z)} = -\tanh(\epsilon_k(g_0)/(k_b T))$, and both parity subspaces must be taken into account. We note, however, that since $H_{\text{TFIM}}$ conserves the parity symmetry $Z_2$, the energy gap $\Delta_{x,N}(g)$ cannot be resolved with non-zero temperature initial states (see non-integrable models in the main text). Hence, the lowest frequencies for $S(\omega)$ take place at $\omega_m = 2\epsilon_{k_1}(g_0)$, $2\epsilon_{k_2}(N)(g_0)$ and $2\epsilon_{k_2}(g_0)$. Note that $k = 2\pi/N$ corresponds to the other parity subspace. For increasing temperature the Fourier components are reduced, as commented in the main text.
V. LONGITUDINAL AND LONG-RANGE TRANSVERSE-FIELD ISING MODELS

A perturbation to the TFIM with a longitudinal magnetic field, i.e. according to

\[ H_{\text{longitudinal}} = H_{\text{TFIM}} + Jh \sum_{j=1}^{N} \sigma_{j}^{z}, \]  

breaks its parity symmetry and integrability. Upon a perturbation \( h_{0} = 0 \rightarrow \delta h \), an initially prepared ground state of \( H_{\text{TFIM}} \) at \( g_{0} \) will tunnel to the other parity subspace. The linear response allows to determine the energy spectrum at \( g_{0} \), but in this case also the excitation energies among subspaces with distinct parity. In particular, the energy gap for the ground state with opposite parity is given by \( \Delta_{s,N}(g) = E_{0}^{-} - E_{0}^{+} \) with \( E_{0}^{\pm} = -2J(1 + \sum_{n=1}^{N/2-1} \sqrt{g^{2} + 1 - 2g \cos(2n\pi/N)} \). For \( g < g_{c} \), this energy separation vanishes exponentially, while at the critical point enables the determination of the dynamical critical exponent \( z \) (cf. Fig. 2(a) and (c) of the main text). Indeed, a fit to the obtained lowest-frequency components leads to \( z = 1.01(1) \), in agreement with the theoretical value \( z = 1 \).

Finally, we show the results for a transverse-field Ising model with long-range interactions, given by the Hamiltonian

\[ H_{\text{long}} = \sum_{i<j}^{N} J_{i,j} \sigma_{i}^{z} \sigma_{j}^{z} + Jg \sum_{j=1}^{N} \sigma_{j}^{x}, \]  

with \( J_{i,j} = J|i-j|^{-r} \) with \( i \neq j \). This model features quantum phase transitions, whose critical exponents depend on the range of the interactions, i.e. on the exponent \( r \). For \( r = 2 \), \( J < 0 \), it has been reported in [S4] that the critical point takes place at \( g_{c} = 2.52 \), with a dynamical critical exponent \( z = 0.50(1) \). Proceeding as before, we find \( z = 0.47(2) \) for sizes up to \( N = 12 \) spins (cf. Fig. 2(b) and (c) of the main text).
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