Methodology and applications of elemental mapping by laser induced breakdown spectroscopy
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Abstract
In the last few years, LIBS has become an established technique for the assessment of elemental concentrations in various sample types. However, for many applications knowledge about the overall elemental composition is not sufficient. In addition, detailed information about the elemental distribution within a heterogeneous sample is needed. LIBS has become of great interest in elemental imaging studies, since this technique allows to associate the obtained elemental composition information with the spatial coordinates of the investigated sample. The possibility of simultaneous multi-elemental analysis of major, minor, and trace constituents in almost all types of solid materials with no or negligible sample preparation combined with a high speed of analysis are benefits which make LIBS especially attractive when compared to other elemental imaging techniques. The first part of this review is aimed at providing information about the instrumental requirements necessary for successful LIBS imaging measurements and points out and discusses state-of-the-art LIBS instrumentation and upcoming developments. The second part is dedicated to data processing and evaluation of LIBS imaging data. This chapter is focused on different approaches of multivariate data evaluation and chemometrics which can be used e.g. for classification but also for the quantification of obtained LIBS imaging data. In the final part, current literature of different LIBS imaging applications ranging from bioimaging, geoscientific and cultural heritage studies to the field of materials science is summarized and reviewed.

© 2020 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
1. Introduction

In the last century, atomic spectroscopy has been used for the analysis of almost all elements in a wide variety of sample types. Motivation for the measurement of metals as well as non-metals in natural but also industrial samples was driven by their influence on sample behaviour and properties. Moreover, knowledge about prevailing trace element levels also provides information about origin, formation or degradation of environmental or geological samples. For example, there is a clear need to determine the concentration of toxic elements in environmental, medical, or biological samples. The ability to catalyse environmental, biological or technological processes is another important reason for the assessment of metal concentrations prevailing in respective samples. Studies related to the determination of sample age or provenance benefit from the measurement of elemental ratios. However, the application of trace element analysis is not limited to earth sciences and life sciences only. In the last decades, the measurement of sample composition, additive levels and elemental impurities have become important in the field of materials science. Primary goal of these efforts is to maintain or even improve the intended chemical, physical or mechanical product properties.

For many years, simple analysis of bulk concentrations was sufficient for sample characterization. At the same time, it has also become customary in many research fields to collect information about the elemental distribution within the investigated samples. For example, the spatially resolved analysis of essential metals (such as Cu, Zn, Fe, Mn, Mg, and others), metalloids or non-metals (like S, P, N and halogens) in thin sections of biological tissues has become a subject of great interest in life science studies. Elemental maps are also of great importance in materials science, where typical applications include improvements in manufacturing and processing techniques such as deposition, diffusion or segregation processes, and coating or combustion procedures.

Thus, analytical techniques able to associate spatial coordinates to information on elemental composition are in high demand. Further requirements for appropriate methods include fast and simultaneous multi-elemental analysis of major, minor, and trace constituents, applicability for analysis of all kind of solid samples (conductive as well as non-conductive samples), no or negligible sample preparation, and no or minimal sample damage only. Since some types of environmental and biological, in particular medical samples are susceptible to vacuum, the method should work at ambient pressure to avoid unintended sample alterations.

In the last decades several analytical techniques capable of providing elemental imaging information have been employed for these purposes, including micro-X-ray Fluorescence Analysis (µ-XRF), Electron Probe Micro Analysis (EPMA), Auger Electron Spectroscopy (AES), X-ray Photoelectron Spectroscopy (XPS), Secondary Ion Mass Spectroscopy (SIMS), Low Energy Ion Scattering (LEIS) and other synchrotron-based chemical imaging procedures [1]. Although each of these techniques has its own benefits (e.g. some are non-destructive (e.g. XRF), some are very surface sensitive (e.g. SIMS), and some provide also chemical information (e.g. XPS)), the method that complies with the requirements mentioned above to the largest extent is Laser Ablation-Inductively Coupled Plasma-Mass Spectrometry (LA-ICP-MS) [2]. Attributes that make this technique attractive for spatially resolved analysis of complex matrices such as geological, environmental, biological or technological samples are high sensitivity, wide linear dynamic range, fast
sample throughput, minimal sample preparation, minimal risk of sample contamination, and the ability to perform isotopic analyses. The steadily growing field of imaging applications includes the characterization of advanced materials (e.g., metals, alloys, semiconductors, ceramic oxides, but also nitrides or carbides, composite materials) [3], the investigation of naturally occurring but also artificially introduced elements in hard and soft tissue material [4], but also geological samples such as rocks, minerals or meteorites [5].

Although LA-ICP-MS has become an established standard procedure for quantitative elemental mapping there still are three major limitations hampering the universal applicability of this method. Due to the transient nature of the signals produced in imaging experiments, the sequential operation mode of quadrupole and scanning sector field mass spectrometers (QMS and SFMS) does not permit the measurement of full mass spectra. Thus, a preliminary definition of the elements/isotopes of interest and therefore knowledge about sample composition is necessary prior to analysis. Moreover, in case of multi-element analysis the number of fore knowledge about sample composition is necessary prior to preliminary de not permit the measurement of full mass spectra. Thus, a pre-
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metrical materials, and in addition also for geological samples are not accessible at all. Finally, the aerosol generated during interaction of the focused laser beam with the sample must be transported from the ablation cell to the ICP-MS. Due to material losses in the transfer line, the efficiency of this transport step is always below 100%. Moreover, the wash out behaviour of the applied ablation cell determines the measurement time required for imaging experiments. With conventional ablation cells and QMS or SFMS instrumentation for samples in the mm x mm range, measurement times in the order of several hours are common. Combining the recently introduced rapid response cells with high repetition rate laser systems and ICP-TOFMS systems enables multi-elemental analysis of the same area in a fraction of that time. Nevertheless, even with these advanced ablation cells the repetition rates of commercial laser systems are not fully exploited.

Laser-induced breakdown spectroscopy (LIBS), another laser assisted technique used for elemental analysis, allows to overcome most of the main drawbacks of LA-ICP-MS. LIBS is also a microdestructive method which requires practically no sample preparation, works under ambient pressure conditions and can be used equally well for bulk measurements and spatially resolved investigations [6,7]. In addition to these useful features, which were also fulfilled by LA-ICP-MS, LIBS offers some unique advantages that make this technique especially attractive for imaging applications. Although the first ground-breaking works were published in the late 1990s [8,9], a prerequisite for the development of a large number of imaging applications was the continuous improvement of applied laser systems, spectrometers and detection units in the last two decades.

In the meanwhile, LIBS has attracted increasing attention in the field of imaging [10] since it enables extremely fast imaging experiments with pixel acquisition rates in the kHz range [11] and a spatial resolution down to some μm [12] with valuable und numerous developments and applications published by the group of Vincent Motto-Ros [13]. The lack of need for the transport of ablated matter also eliminates carry-over and wash-out effects and transport efficiency is not an issue (even though with improved setups these effects are becoming less of an issue in LA-ICP-MS as transport efficiency improved from 40% in the beginning of ns-LA-ICP-MS to 80–90% in recent fs-LA-ICP-MS [14,15]). The ability to measure almost every element of the periodic table also including the elements H, C, N, O, and F which are not easily accessible by ICP-MS are further remarkable benefits of LIBS that are recognized in elemental imaging studies. Compared to alkali and earth alkali elements, which provide best detection limits, the sensitivity of non-metals is reduced. However, as these elements usually are main components this is not a limiting factor. In contrast to sequentially operating mass spectrometers, LIBS facilitates a simultaneous detection of the investigated wavelength range. Thus, with the collection of broadband spectra, no preliminary analyte selection is necessary and therefore, identification of prevailing elements can be done after the measurement. Additionally, statistical evaluation of broadband spectra is beneficial for sample classification. Moreover, LIBS spectra may also provide molecular information, which is useful especially in terms of polymer characterization and capabilities of stand-off analysis. Nevertheless, for some elements the sensitivity of LA-ICP-MS is still superior compared to LIBS enabling investigations with improved spatial resolution. Although the capabilities of LIBS for isotopic analysis have been demonstrated recently [16], LA-ICP-MS is still the method of choice for this special kind of analysis [17].

In Fig. 1, the basic concept of elemental mapping with LIBS is outlined. Within this review, a brief description of recent developments in instrumentation and technology is described. Different methodologies in terms of multivariate data processing, and calibration protocols for LIBS imaging are also discussed. The benefits of LIBS for spatially resolved analysis are presented by a selection of application examples from the fields of life sciences, geology and material sciences. Particular attention is paid to demonstrate the versatile character of LIBS, enabling the analysis of practically all kinds of solid samples without in-depth a priori knowledge of the sample composition. Finally, future prospects and potential applications of the technique are discussed.

2. Technical requirements

In order to be useful, LIBS imaging setups generally have to be designed and built specifically for the purposes of elemental imaging, due to a set of concomitant requirements that are usually demanded from conventional LIBS or LA-ICP-MS setups only separately. The primary reason for this is that not only the scanning laser ablation of the sample surface needs to be technically realized, but at the same time the plasma light also needs to be collected efficiently, therefore the optical and mechanical setup is more complicated than either in LIBS or LA-ICP-MS systems. The laser source, optical system, ablation chamber and the light detector all need to work concertedly to provide near ideal conditions for a fast, high-resolution, high-sensitivity LIBS imaging experiment. In the followings, we briefly overview the requirements set up by these conditions for the main components in the system. Readers interested in further technical details are kindly referred to reviews [13,18–22] and chapters in books [6,23–25] dedicated to LIBS instrumentation.

2.1. Laser source

The laser source has to be one that releases light pulses at a wavelength well absorbed by the sample material. The minimum pulse energy depends on the breakdown threshold (irradiance or power density needed to generate an LIB plasma) on the particular
For most solids, GW/cm² irradiances are sufficient for this, which can already be achieved by using laser sources providing 10–100 mJ energy, 5–10 ns long pulses and a reasonable level of beam focusing. Since the spatial resolution of an imaging LIBS setup is always of primary importance, an advanced focusing optics is generally required anyway, which helps to keep the laser pulse energy requirement low. Good focusing, on the other hand, typically necessitates the laser source has a Gaussian intensity profile, as higher transversal modes can be less efficiently focused. It is also worth mentioning that flashlamp-pumped lasers often do not have the beam quality for tight focusing (e.g. 3–5 μm focal spots), unless they are built with an aperture-controlled resonator.

With regard to pulse energy, it is very important that the laser source provides an active control of the pulse energy and that the laser has ample reserve, in view of demanding samples with low absorbance. It should also be borne in mind that a high dynamic range (high contrast) attenuation of the primary laser beam (e.g. two orders of magnitude or more in energy) can usually only be achieved via the combination of at least two pulse energy control approaches (e.g. time-controlled active Q-switch, adjustable energy pumping source, rotatable polarizers, etc.) usually only available as options at a premium cost. We discuss further considerations related to both laser pulse energy and analytical spot size in the next section.

Meaningful laser wavelengths for LIBS purposes are typically in the UV or in the NIR range, especially for biological samples, where the selection should be based on the consideration of multiple factors. These include, but are not limited to the followings: i) the absorbance of the sample needs to be high at the chosen wavelength (to the benefit of sensitivity), ii) NIR wavelength, when combined with ns pulse duration, usually gives the best sensitivity in LIBS measurements, due to strong plasma heating which is proportional with $\lambda^3$, iii) UV wavelengths should always be preferred when spatial resolution is more important than sensitivity, as NIR laser ablation often generates strong thermal effects (charring) in the sample around the focal spot. However, wavelength is not an independent variable with laser sources. A certain laser type (active medium) will emit light at its characteristic fundamental wavelength and this can typically only be modified at a significant cost of pulse energy, also related to the regime of pulse duration (e.g. ns or fs). At present, most laser sources used in LIBS setups are still common solid-state lasers such as Nd:YAG or Nd:YLF. These lasers can offer high pulse energies only at their ca. 1064 nm fundamental wavelength and therefore other output wavelengths (532, 266 or 213 nm) are produced by employing nonlinear crystals, via the sum frequency generation technique, at a cost of 50–90% loss in pulse energy. Alternative laser sources are also available for LIBS use, such as excimer gas lasers, which can directly provide UV wavelengths (starting from 157 nm with an F2 and up to 351 nm with a XeF medium), but they never really became widespread in analytical LIBS spectroscopy, due to their bulkiness and impracticality (e.g. frequent need for a refill of corrosive gases from gas tanks).

The selection of the laser source in terms of the pulse length regime (e.g. nanosecond (ns), picosecond (ps) or femtosecond (fs)) is also a subject of consideration. Apart from the significantly higher costs, fs pulses have been found to be advantageous from the point of view of a more stoichiometric ablation and therefore better analytical accuracy as well as a somewhat better spatial resolution (due to less debris around the crater caused by the smaller plasma plume). Please note though that smaller ablation spot size often also means smaller analytical LIBS signals. At the same time, ns pulses (assuming comparable irradiances) provide far better sensitivity, due to the higher mass of ablated material and more effective plasma heating/shielding. Thus, a fs laser source may only
be the better choice in an imaging LIBS setup, if the concentration of the analytes is high.

High repetition rate is a critical characteristic of laser sources suitable for LIBS imaging analysis, considering the large number of single point measurements to be performed during scanning. For example, a mapping task for an area of 1 cm² with a step size of 10 μm requires 1,000,000 measurements (without spot overlaps), which takes 13–27 h to complete with a laser operating only at the typical 10–20 Hz repetition rate. This measurement time is too long for many applications, where the use of lasers offering 1 kHz or higher repetition rates are required. In this respect, Q-switched diode pumped solid state (DPSS) lasers and fiber lasers, now becoming widely available commercially, have great potential. Typical Q-switched pulse energies of commercial lasers of these types are a few millijoules, although a tens of mJ requires 1,000,000 measurements (without spot overlaps), which takes 27 h to complete with a laser operating only at the typical scan frequency.

Single pulses [27] have difficulties with self-starting and stability, so they are very time-inefficient when it comes to single spot LIBS analysis (of course, these problems also affect fs LA systems). They are far more useful if trains of ultrashort pulses need to be generated, which makes them most useful in continuous scan mode LIBS analysis (continuous line or area scans). For relevance of this in imaging LIBS, see section 2.5. On the other hand, DPSS lasers offer a good compromise between high repetition rate and reliable single-pulse operation; the achievable repetition rate with a DPSS is still quite high, typically some kHz.

Signal enhancement is always welcome in analytical spectrosopy, and LIBS elemental imaging is no exception. As is known from the literature, significant signal enhancement (up to ca. two orders of magnitude) can be achieved with the use of double-pulse or multi-pulse LIBS analysis (DP-LIBS and MP-LIBS) [19,28–33]. Although these approaches can be realized in several sophisticated optical configurations (e.g. with two lasers or a single laser, orthogonal/collinear optical paths, delayed pulses, different pulse energy ratios, combination of IR/Vis/UV pulses etc.) when the analysis is carried out on a single spot, but the most practical one for LIBS elemental imaging is the collinear arrangement, which requires a special laser source that is capable of releasing a controlled burst of Q-switched pulses. Hence the use of the double-pulse approach in LIBS elemental mapping so far has been quite limited [34–37]. A drawback of the collinear DP-LIBS setup is that both pulses are ablative, which decreases the achievable depth resolution.

2.2. Laser focusing and light collection optics

Generally speaking, the optical setups used in LIBS instrumentation are quite diverse. Transmissive and reflective optical elements both in the laser beam focusing arm of the optical setup as well as in the light collection arm are equally used [24].

In an imaging setup, the beam guiding optics primarily should allow for a tight, variable spot-size focusing with a Gaussian intensity profile for the sake of high spatial resolution. Adequate focusing can principally be achieved by using a single “best form” lens, but for best results, a high numerical aperture lens (or a high damage threshold microscope objective) is needed, which has to be illuminated as uniformly as possible, so often a beam expander is also required to be incorporated in the optical path. For the sake of variable spot sizes, a zoom optics is needed, with multiple further optical elements. All optical elements in the focusing system need to be anti-reflection coated in order to maximize the pulse energy available on the sample surface and to minimize back-reflection of laser light into the laser source. If such reflections are not avoided they could deteriorate the performance of the laser, thereby inducing a loss of beam and pulse quality eventually leading to fluctuations in the LIBS signal. In more sophisticated setups, a Faraday isolator (rotator) can also be used to eliminate the back-propagation of laser beam. The smallest laser spot in a LIBS setup ever achieved was 450 nm [38].

In LIBS elemental imaging, the analytical spot size has to be chosen so that one also considers the area of the scan, the laser pulse energy available and the information content to be obtained. Choosing a smaller spot size means more information, which may be a necessity for a largely heterogenous sample with very small features to be resolved, but it also brings about a largely extended analysis time (with non-overlapping spots, halving the spot diameter makes the duration of the scan four times as long). This may not be practical for large area scans. A too small spot size may also decrease the analytical signal, thus the SNR of the obtained image may suffer for low concentration analytes. This is further complicated by the fact that very small spot sizes (ca. 40 μm or less) are often produced in LIBS systems by a size apertures (pinhole) setup, which wastes much of the cross section of the laser beam, and hence there usually is a significant pulse energy loss with these settings. Since the signal in LIBS, within the same pulse duration regime, is more or less proportional to both the amount of ablated matter and the fluence, the loss of analytical signal can be dramatic. The possibility to use very small analytical spot sizes is a definite advantage of LA-ICP-MS over LIBS in elemental imaging, which is due to the fact that in the former, the laser ablation is only used as a means of sample introduction and it is the ICP plasma that is responsible for signal generation, plus of course MS detection has very good sensitivity. This is also the reason why e.g. a ns laser LA-ICP-MS system can work well with as low as 1 mJ pulse energy and like 5 μm spot size, whereas with a similar laser source, LIBS struggles with spot sizes below some 10 μm in diameter and/or less than 10 mJ pulse energy. The much smaller fluences used in LA-ICP-MS also cause less damage to the sample around the ablation crater. The bottom line is that in most of the cases, it is advisable to choose the maximum spot size that is sufficient to resolve sample features and to pay attention to the laser pulse energy delivered to the sample.

In most LIBS setups, spherical beam guiding optical elements are used which produce a circular spot, however some analytical advantages have been reported to be associated with the use of cylindrical lenses producing rectangular spots (e.g. Refs. [39,40]). These may also be used in imaging setups in order to ablate more material (e.g. in square-shaped spots as opposed to circular spots) with a same scanning step resolution, thereby achieving higher signals. Another interesting optical approach for laser beam focusing is the incorporation of a microlens array described by Sturn in Ref. [41] in a LIBS imaging setup. The depth of focus (defined as the distance from the point of minimum beam diameter after focus to the position at which the area of the beam has doubled, characterized by the Rayleigh range) increases linearly with the wavelength and with the square of the ratio of the focal length to the input beam diameter at the focusing lens [5]. The calculation gives about 4 mm depth of focus for typical conditions (λ = 1064 nm, d = 12 mm, f = 120 mm). In an imaging application, it means that for practical samples with minimal
surface corrugations (<1 mm), a reasonably small area of interest (e.g. 1 cm²) and minimal tilting (the sample is affixed in a holder in a position that the area of interest on the surface is nearly horizontal), there is usually no need for auto-focusing during scanning, as the sample surface will not move out of the depth of focus, and therefore the irradiance on the sample surface will stay acceptably stable, which is a pre-requisite for accurate and precise elemental mapping. This is fortunate from the point of view of scanning speed, as auto-focus optomechanisms are usually not speedy enough to keep the pace with the rate of data collection needed (>kHz). Nevertheless, an auto-focus feature (based on e.g. time-of-flight measurements from a supporting beam of diode laser pulses or on a camera image) is very useful, because it makes the bringing of the starting spot into focus much easier. This additionally aids sample surface observation via a digital camera. It should also be mentioned that in contrast to surface measurements, the depth of focus requirements for depth-resolved analysis are more demanding. A small depth of focus is also preferred if the sample is a thin slice.

It should also be added that auto-focusing is typically only featured in commercial LIBS (and LA) instruments, but can not be expected to work equally well on all sample types. Typically, transparent samples give camera-based systems the hard time, as samples with strong specular reflection or very little scattering can easily mislead time-of-flight based systems. In addition to this, it can also cause similar problems if the optical characteristics of the sample show great variability within the mapped area.

A general optical alternative for rastering the beam across the sample surface instead of sample translation is steering the beam by a mirror system (driven by e.g. piezoelectric drives or galvo-scanners) and an f-theta lens. However, this arrangement is not practical in LIBS, because the emitted light from the plasma also needs to be collected and this would be very much complicated by the varying direction of the ablative beam during scanning.

The light collection optics should of course be optimized for maximum collection efficiency. First of all this means that the collection solid angle should be as large as possible/practical. Second, although the collection of the light emission by the plasma can be also be effectuated from the side, but most light can be collected if the collection optics is uniaxial with the laser beam and optical axis (”top view”). This is due to the fact, that breakdown plasmas always propagate outwards in the direction of the surface normal and in most setups, the direction of the laser beam is perpendicular to the sample surface. This arrangement however necessitates the optical separation of the forward propagating ”monochromatic” laser light from the backward propagating plasma emission to be detected.

The above requirements are best realized either by using a concave, collection mirror pierced for the focused laser beam or by using a telescope (e.g. Galilean) arrangement. The collected light, now collimated by the mirror, can then be focused onto the entrance slit (round or circular) of the spectrometer, preferentially using a reflective optical component again in order to avoid chromatic aberration. However ideal, this setup is rarely used in commercial LIBS imaging systems because the sample surface also needs to be observed with a high resolution digital camera prior to the measurement for the selection of the area of interest and sample documentation purposes. This can be done easiest if this third ”observation beam” is collected uniaxially with the laser beam and the light collection is performed from the side on a different axis, at some cost of sensitivity. It should be mentioned that use of fiber optic cables to couple the emitted light into to the spectrometer is very practical from the point of view of system assembly, but it comes with significant further losses in sensitivity, especially in the UV range. This is caused by multiple problems associated with the process of coupling light into the fiber, limited transmission through the fiber and sub-optimal filling of the entrance slit with light, etc.

2.3. Ablation chamber and sample positioning

Employing an ablation chamber that is rarely used in conventional LIBS analytical measurements is hardly avoidable in imaging analysis. Although the use of an ablation chamber imposes certain limitations in sample size and shape, which necessitates some mechanical sample preparation, it is not a drawback since sample preparation is almost always involved with LIBS imaging anyway.

The ablation chamber also provides a possibility to perform plasma generation under an inert gas atmosphere with pressure and composition control. This can be beneficial with respect to i) enhancing the sensitivity by modifying plasma physics, ii) allowing the access of the VUV spectral region by purging oxygen and nitrogen from the optical path, iii) reducing gas-phase reactions in order to avoid some spectral interferences and iv) reducing the depositions and thermal effects on the sample surface thereby slightly improving spatial resolution. For example, it is well documented [42] that a decreased pressure (ca. 10 Torr) argon gas atmosphere generally gives the highest sensitivity in LIBS measurements, and the addition of He to the gas reduces the amount of debris produced during laser ablation, which can help increase the imaging resolution. The use of He as ambient gas is also beneficial when detecting nonmetallic elements, such as F and S, because the helium plasma has higher excitation potential than argon. Using a gas flow around the sample and in the chamber also helps to keep the window of the chamber clean of deposits, which would otherwise continuously decrease the transmission of the window, thereby leading to a decrease of the laser fluence reaching the sample surface and a decrease of the recorded emission signal. This is especially important in imaging applications, since a great number of laser pulses are delivered to the sample, so cleaning the chamber window after each few shots is not an option. As a rule of thumb, it is generally advisable to use a laser focusing optics in nanosecond LIBS at atmospheric pressure with a working distance of at least 10–20 mm in order to keep the optical elements at a safe distance from the ablation plume ejected from the sample surface and some of the gas reaction products - if the gas pressure is higher or a femtosecond laser source is used then the distance can be smaller, because these conditions produce a much smaller plasma.

At the same time, this working distance will be higher if the ablation gas has a pressure significantly lower than atmospheric, the laser pulse energy is higher than usual or the samples vigorously get oxidized in the atmosphere, such as with polymers/organics, as the height of the plume will be larger. It also has to be considered that plasmas in argon are generally hotter and larger than those in helium, due to the higher thermal conductivity of the latter. It should also be noted that the purging of the ablation chamber with a gas flow ideally dictates to be performed at a volume rate which ensures the exchange of the gas between each laser shots. This, in turn, suggests that the volume of the chamber should be kept at a minimum — limited by the sample size and the chamber height (min. working distance), of course. The higher the laser repetition rate, the faster the gas exchange needs to be. The use of gas flow rates around 20 L/min are common.

A further device the use of which is crucial for a successful high repetition-rate scanning LIBS imaging application is a motorized, high-speed micropositioning two-axis (or if depth-resolved analysis is also planned, three-axis) translation stage that programatically moves the sample under the focused laser beam. Needless to say that the linear resolution and the positional accuracy of these stages have to be in the sub-µm range, a value significantly smaller than the spatial resolution (analytical spot
size) aimed to be achieved, with a travel range that exceeds the lateral sample dimensions. In addition to this, the stage also needs to be very fast in x-y scanning speed, otherwise an ideally kHz-range repetition rate laser can not be exploited. As a numerical example, a fast precision translation stage with a 250 mm/s speed allows a 10 mm line to be scanned in 1/25 s. This speed can be exploited with a laser having 25 kHz repetition rate if a 10 μm spatial resolution is to be achieved. A Z-axis piezo translation stage, with a travel of, say, 500 μm is also necessary if depth-resolved analysis is planned (3D mapping). This limited travel range is sufficient for most such studies, considering the increasing difficulties in the efficient collection of light from an increasing depth ablation crater. It may also be added that the tilting of the sample surface (e.g. by employing a rotation stage working around either the x or y axis) can be used as an approach to enhance depth resolution [43]. Mounting the sample holder on a rotation stage also helps to ensure that the area of interest on the surface of the sample is horizontal for the scanning.

Considering the usual long time (several hours) needed for the imaging, the use of a thermostatable (cooking) sample holder should be considered in case of perishable (e.g. biological) samples. Without cooling, the microbiological degradation of the sample can cause analytical errors due to compositional changes (e.g. loss of volatiles) or phase transformations (e.g. liquefaction, thawing). Such sample holders are commercially available and are widely used in microscopy; the cooling is performed by a thermoelectric (TEC) device, supported by a recirculated fluid heat dissipation line.

The shape transformation or dimensional changes of the sample during the measurement time are also to be avoided. Flexible or mechanically not stable samples may not even be suitable for LIBS imaging. A common solution for fixing such samples is to embed them in a rigid polymer matrix, e.g. epoxy resin, and then cut the block at the right elevation to expose the desired cross section of the sample [44,45]. This approach has been long used in the field of microscopy and was taken over by the LA-ICP-MS and now by the LIBS imaging community. Another possibility to fix samples that are not rigid enough is to freeze them and keep them frozen during the whole measurement time by employing an above mentioned thermostable sample holder. It is worth mentioning though that local thawing of the sample and the production of water vapor under the action of the laser pulse is inevitable. This can complicate quantitative or 3D mapping measurements and the use of a dry purging gas becomes very important. Further details of the sample preparation of various applications can be found in section 4.

Last, but not least, the use of the ablation chamber is also preferred due to safety considerations — without an ablation chamber, the analysis of samples that impose chemical, radiological, or biological hazards is not advised.

2.4. Spectrometers and detectors

The dispersive optical arrangement of spectrometers used for elemental imaging is no different from regular LIBS analysis. The choice of the optical setup of the spectrometer is dictated by such features as spectral resolution, spectral coverage and sensitivity. Theoretically, no specific dispersive optical setup is preferred over the others in LIBS imaging, thus all major types of spectrometers (e.g. Czerny-Turner, Paschen-Runge, Echelle, etc.) are in fact used. It is mainly the type and characteristics of the photoelectric detector used that makes a difference in mapping.

Charge coupled devices (CCD) are common in LIBS. Linear or 2D CCD arrays, in an intensified (with a microchannel plate, MCP) or non-intensified form are mostly employed. Linear CCD arrays are mostly used in Czerny-Turner spectrometers, whereas CCD cameras can be found in Echelle spectrometers. Back-thinned, Si-based CCDs provide low noise levels and good sensitivity in the UV–Vis–NIR range and can be efficiently synchronized with at least μs triggering accuracy and μs - ms range integration times, suitable for gated LIBS detection. The spectral resolution and sensitivity achievable depend on the optical setup of the spectrometer as well as the pixel resolution of the CCD array. Compact spectrometers incorporating linear CCD array detectors (having 2048 or 3684 pixels) typically provide good sensitivity, but the combination of spectral resolution (0.05–0.1 nm) and spectral coverage (100–150 nm) they offer is sub-optimal for LIBS detection, hence are preferred in portable and cost-conscious instruments. Echelle spectrometers with megapixel CCD cameras on the other hand can provide good spectral resolution (ca. 10–30 p.m.) along with a more or less complete UV–Vis spectral coverage, at the expense of some sensitivity.

A common problem with scientific CCD and intensified CCD (iCCD) detectors is their strongly limited read-out speed (after exposition, the pixels are read out in a serial fashion, which takes a long time), typically in the 1–100 Hz range (1–100 frames per second). This obviously is a serious drawback in LIBS imaging, which gives best performance at frequencies two to three orders higher (10–100 kHz). At present, the best promise for this field is the development of complementary metal-oxide semiconductor (CMOS) photo sensor arrays. These devices have advanced read-out electronics and some of them already offer Gpixel/s read-out speeds, allowing for a sustained > kHz acquisition at their full megapixel resolution. At this speed, the camera’s record length also becomes an issue, as a high-speed camera is preferred to be able to store all the frames in its on-board memory buffer, thereby requiring multi-GB memory. These CMOS cameras are now commercially available, but they are quite expensive, and have not made their way into the mainstream spectrometers, partially because of their somewhat reduced sensitivity compared to CCDS. Nevertheless, they definitely represent the future of LIBS imaging detectors. It is also worth mentioning that using photoelectron multiplier (PMT) detectors in discrete wavelength spectrographs, such as the Paschen-Runge arrangement, is a viable option for high speed LIBS imaging, but it is only feasible in industrial setups which work with a pre-defined set of analytical lines [24].

2.5. Data collection modes

Further consideration should also be given to the planning of LIBS data collection; in other words, the measurement pattern or data collection mode. This is the approach the system will follow to scan the rectangular analytical area on the sample surface. Essentially, two basic approaches are possible: step scan and continuous scan. Whether the former or the latter is better for a given mapping application strongly depends on the laser, optical setup, ablation stage available in the system and on the analyte concentration.

In step scan mode, the sample stage moves step by step from one measurement spot to the next. In each location, a full feature LIBS measurement (with autofocusing, cleaning shots, signal averaging or accumulation, double- or multi-pulsing, etc., if needed) is performed and the stage only moves on when LIBS data collection is completed. Step scan mode is therefore very adaptive and can be employed in any LIBS system. The cost of this flexibility is the very slow speed of mapping, which — in addition to the above features — is further decreased by the necessity to accelerate, decelerate and letting to stabilize the stage between locations (which is also influenced by the weight of the sample). One would think that this limits the usefulness of step scan mode to small area elemental imaging, but in actuality, its ability to optically follow the change in surface elevation becomes increasingly useful when larger areas are to be scanned. Users of scanning LIBS setups with conventional nanosecond laser sources can benefit the most from the step scan
mode data collection.

In continuous scan mode, the stage is continuously moving, and the laser is continuously firing at a calculated relative rate that allows the achievement of the required lateral imaging resolution (distance of measurement spots). Obviously, only single-shot analysis is possible in continuous scan mode — there can be no cleaning shot, no signal averaging or accumulation to improve sensitivity, etc. Should the sample surface move out of focus while translating, practically there is also no possibility to re-focus the optics. On the plus side, continuous scan mode is faster than step scan, while it is also easy on the laser and the stage. The extra speed of continuous scan mode can be best exploited, if the laser has a very high repetition rate, the sample surface is very smooth and levelled, and the analyte concentration is relatively high. That is also the reason why scanning LIBS systems built around a femtosecond laser usually force the use of the continuous scan mode.

The overall organization of the ablation pattern is the same in both scan modes: the area of interest on the sample surface is covered by “horizontal” or “vertical” lines closely spaced next to each other. In order to minimize stage movement and hence the total scanning time, the stage steps to the next line position at the end of a line, following basically a serpentine sequence (“progressive 2D”). It is also worth mentioning that there is a 3D scan in the LIBS and LA-ICP-MS elemental imaging literature about that whether the overlapping or non-overlapping analytical spots, assuming the same spot size, are better to use in the scans. As usual, the truth is that both approaches have their pros and cons, which are again related to the characteristics of the given LIBS instrumentation. Logically, non-overlapping spots generate less carry-over of ablated material from one spot to the other (from one pixel to the other in the elemental image), therefore tend to produce a sharper map that is a better reproduction of a highly heterogeneous sample composition. At the same time, overlapping analytical spots are claimed to carry the advantage to produce super-resolution images, which means that by using post-processing of measurement data, an elemental map with higher resolution than that possible by adjacent, but non-overlapping spots can be produced. Since more debris around ablation craters is generated with nanosecond pulses, large spot sizes and high pulse energies, therefore it is not surprising that femtosecond LIBS systems promote the use of scanning with overlapping spots. An additional factor in these systems is that the repetition rate of the laser is often so high that sometimes the sample translation stage can not keep up with the pace (especially at larger spot sizes), so the use of non-overlapping spots is not really an option. At the same time, conventional nanosecond laser-based systems, which are slower to scan, but provide more flexible and more sensitive LIBS mapping, can be used with or without spot overlap.

2.6. Two- and three-dimensional mapping

3D representations of elemental distributions in solid samples by LIBS is recently becoming more and more popular, as they provide a more informative and visually appealing illustration of data. Since LIBS is a (micro) destructive analytical technique, depth-resolved (3D) elemental mapping can only be carried out in a sequential way, that is by repeating 2D scans over and over the same sample area. In these experiments, the depth resolution is basically defined by the depth of the ablation craters generated by each laser shot (= the thickness of the layer removed by a 2D scan). The 2D images are then stacked in order to get a 3D image. Assessment of the depth resolution can be experimentally done by ablated layering reference materials. Counting the number of repeated laser shots (N) needed to penetrate a layer of known thickness (d) in a reference material, to be determined by monitoring the analytical signal from an analyte characteristic of either the topmost layer or the layer below, is the basis of the calculation (depth resolution = d/N). The depth resolution can be controlled mainly by the laser fluence, spot size and the angle of incidence for the laser beam [43].

Unfortunately, the actual realization of 3D LIBS mapping with a reliable depth resolution is quite complicated, especially for larger cumulative depths (many layers). The root of many of these complications are shared with 3D LA-ICP-MS mapping, so in order to conserve space here, the interested reader is kindly referred to the LA-ICP-MS imaging literature (e.g. Refs. [4,46]). These complications include, among others, the followings: i) mapping via laser ablation leaves behind a roughened (crated- and debris-ridden) surface, where the overall height of corrugations (depth) can not be well defined (continuous scanning also suffers from the same problem, when the whole analytical area is considered); ii) the depth increase caused by each laser pulse becomes less and less as the ablation depth increases; iii) after each 2D scan, the sample stage is supposed to move the sample up into the depth of field (DOF) of the focused laser beam again, but it will not be easy for the autofocusing optical subsystem (either camera-based or time-offlight distance measurement-based) to control this movement, with a roughened up analytical area (of course, the extent of these difficulties also depend on the optical system and the intended depth resolution); iv) the debris left behind in each area scan (it can not be completely avoided) will spread the ablated matter over onto adjacent craters, thereby “smearing” adjacent pixels of the elemental map generated (this effect will intensify with the ablation of each layer); v) signals collected during the depth-resolved elemental imaging of porous materials (e.g. polymers or layers with discontinuities) will also have contributions from underlying layers of the material, thus the interface between layers can not be correctly detected; vi) for heterogeneous samples, the ablation rate can also vary from point to point. One consequence of these and other related complications is that only a few depth layers can be mapped — or in other words, the depth of the mapped sample volume should be practically much smaller than the side length of the surface area (unless very small areas are scanned).

2.7. Stand-off mapping

Stand-off LIBS analysis in single spots has been successfully demonstrated in the literature by many times, in several applications ranging from laboratory experiments to industrial monitoring, or from underwater archeology to planetary expeditions [19,22,47]. The tasks of focusing the laser beam over a distance and collecting the plasma emission with a telescopic optical system can be practically solved, as is also illustrated by the availability of several commercial LIBS measurement systems (see e.g. company websites of Applied Photonics, CEITEC and others). It is also known that the use of fs lasers in this scenario is especially advantageous, as the self-focusing filamentation of these laser beams make it easier to maintain the high fluence needed for plasma generation on the sample surface from a distance [27]. Rastering a laser beam over an analytical area is also a routine optical task, which can be done e.g. by galvo scanners. This can lead one to the conclusion that it is relatively straightforward to build a stand-off LIBS elemental mapping setup with analytical features comparable to those working in the lab.

In reality, there are several obstacles that need to be tackled for a successful stand-off LIBS imaging. First the sensitivity of a stand-off LIBS system is inherently much lower than that of conventional LIBS setups due to the very small light collection solid angle. If trace elemental mapping is to be attempted then this has to be compensated for by, e.g. increasing the size of the analytical spot.
while keeping the laser fluence at the same level, but this will seriously deteriorate the spatial resolution of the elemental map and may need a very powerful laser. Another possibility is to use a non-conventional spectrometer which is far more sensitive – for example, interferometric spectrometers, such as the spatial heterodyne spectrometer (SHS) can boost sensitivity by a factor of 100 [48–50]. Second, any temporal or spatial fluctuations in the medium in which the laser pulse has to travel from the source to the sample will have an influence on the intensity or direction of the beam during scanning which can compromise the spatial resolution and the intensity of the elemental map obtained. Third, in stand-off analytical scenario, a clear view of the sample surface is needed, which typically also means that the sample is exposed to the influence of any environmental contaminations during the scanning time, which can easily be hours, and this may introduce spikes, glitches in the map recorded.

Table 1 offers an overview regarding commonly used laser parameters and instrumentation in various LIBS imaging applications.

3. Data processing of LIBS imaging

The following discussion applies to full LIBS spectra and not only selected wavelengths, as this is sometimes done to speed up the measuring process and to reduce memory requirements. While there is plenty of literature dealing with simple univariate approaches (an overview is given, for example, by Jolivet et al. [13] and by Zhang et al. [51]) we deliberately focus on multivariate methods which can clearly outperform conventional approaches both in accuracy and flexibility.

3.1. Conversion of 3D data

LIBS images form, as any other type of hyperspectral images, three-dimensional data sets (two spatial dimensions and one spectral dimension). However, most readily available chemometric methods work on two-dimensional data matrices which makes it necessary to convert the measured 3D data space into a 2D data space before applying multivariate statistical methods. The 3D to 2D conversion is done by means of serialisation: each pixel of the image is considered to be an independent sample [52]. Thus, all pixels of the image are arranged into a two-dimensional array, where the rows are the pixels and the columns are the intensities (Fig. 2). Of course, after applying the statistical toolset the processed data has to be transformed back to image coordinates. This way it is possible to present the processed data as images showing specific aspects of the original data.

There is one drawback to this approach: this transformation ignores the spatial relationship between neighbouring pixels because each pixel is treated independently. Thus special methods should be used to exploit spatial relationship as well. This can be done by performing, for example, texture analysis in parallel to hyperspectral analysis as it has been done with images obtained from the Mars rover Curiosity [53].

3.2. Automatic selection of spectral peaks

Given that full LIBS spectra have typically thousands of spectral peaks an automatic selection of peaks is more or less mandatory. Actually, one may have two goals when selecting spectral peaks: i) finding and identifying all peaks and ii) finding the important peaks which allows to solve a particular problem. Whether option i) or ii) is the best way to go depends on the type of the subsequent analysis. In the case of exploratory analysis one should use all peaks in order to avoid loss of information, and in the case of a specific classification task, for example, one wants to identify only those peaks which have the greatest contribution to the classification. In general, one should first identify all available peaks and use this set of peaks as the starting point for the next steps of the analysis. There are several methods, for example random forests, which provide an intrinsic selection of proper wavelengths.

One way to automatically select spectral peaks is to identify them by a method called image features assisted line selection (IFALS) [54]. IFALS performs a geometric analysis of the spectral line which allows for detecting peaks in the spectral line. This method comes from machine vision where it is used in motion detection [55].

Another method is to correlate the spectral line with a small template peak while shifting the template peak along the spectral axis. Maxima of the correlation indicate the position of a spectral peak. This method is sensitive to peak width and may require running the algorithm several times with adjusted widths of the template peak. While the IFALS method is in general faster it exhibits some problems if peaks are driven into saturation (peaks are cut off and show a flat top). The correlation method is more reliable in such cases, given that the template width approximately matches the peak width of saturated peaks.

3.3. Pre-processing and scaling of the spectra

Depending on the multivariate methods applied during data analysis the scaling of spectra may be necessary or must not be applied at all [56, 57]. In general, methods based on distances, such as hierarchical cluster analysis, must not be preceded by scaling operations, and methods based on variances, such as Principal Component Analysis (PCA), can use scaled data and might benefit from it.

The most often used scaling types are mean-centering and standardization. Mean-centering calculates the mean of the intensities of each wavelength and subtracts it from the corresponding intensities. This shifts the entire data cloud to the origin. Standardization mean-centers the data and then divides the individual variables by their respective standard deviation. Thus, the extent of the data space becomes comparable along all axes. Please note that standardization destroys the spectral correlation to some extent, a fact which might become important when a particular method requires the preservation of the spectral correlation (i.e. when applying an internal standard).

In many cases there is no clear rule when to apply which type of scaling. Thus, it is recommended to experiment with all three types of scaling (no scaling, mean-centering and standardization) to find out which approach fits best.

Pre-processing in LIBS-based hyperspectral imaging is straightforward and comparatively simple. Basically, two methods are often to be used: i) scaling the spectra to take care of varying experimental conditions during the measurement (which may take several hours if the image has a high spatial resolution). This can be easily achieved by, for example depositing a thin uniform layer of gold on the sample and using several of the gold lines as an internal standard to correct the spectra [58]; ii) In many situations, especially when the concentration of a particular analyte is low, noise acquired during the measurement of the data can become a considerable problem. Although many applications simply use spatial down-sampling approaches to reduce the spectral noise this approach is not recommended because information is destroyed (i.e. the spatial resolution decreases).

One of the methods to reduce noise without decreasing spatial resolution is to perform a principal component analysis, remove the components exhibiting low eigenvalues and back-transform the reduced set of principal components to the original data space. In this way it is possible to remove noise from the image data.
However, this approach has a big drawback: the principal components are sorted according to decreasing variance which might lead to the removal of valuable image information if the removed components contain useful information.

An alternative approach which uses basically the same idea but exploits a different weighting of the information content is maximum noise fraction (MNF) transform [59]. The basic idea behind MNF transform is to rotate the data space in a way that the

| Laser Wavelength (nm) | Laser energy (mJ) | Pulse duration | Lateral Resolution (μm) | Detected Wavelength (nm) | Reference number |
|-----------------------|-------------------|----------------|-------------------------|--------------------------|-----------------|
| 532/1064              | 30/80 ns          |                | 100                     | 200–975                  | [37]            |
| 1064                  | – ns              | 15             | 250–330                 | [52]                     |
| 266                   | – ns              | 100            | 185–1048                | [83]                     |
| 266                   | 3.8 ns            | 100            | 185–1048                | [84]                     |
| 266                   | 21.5 ns           | 40             | 185–1048                | [113]                    |
| 266                   | 0.8 ns            | 25             | 315–350                 | [114]                    |
| 266                   | 15 ns             | 100            | 185–1040                | [115]                    |
| 532                   | – ns              | –              | 200–510/200–900         | [116]                    |
| 532                   | 20 ns             | 100            | 270–1000                | [118]                    |
| 266                   | 20 ns             | 150            | 187–1041                | [119]                    |
| 266/1064              | 10/100 ns         | 200            | –                      | 120                      |
| 266                   | 15 ns             | –              | –                      | 121                      |
| 1064                  | 160 ns            | 100            | 200–1100                | [122]                    |
| 1064                  | 90 ns             | 75             | 200–850                 | [123]                    |
| 532                   | 20 ns             | 100            | 240–940                 | [124]                    |
| 532/1064              | 60/60 ns          | –              | 240–860                 | [125]                    |
| 1064                  | 0.5 ns            | 12             | 315–345                 | [127]                    |
| 1064                  | 15 ns             | 100            | 315–350                 | [128]                    |
| 1064                  | 5 ns              | 100            | 286–320                 | [129]                    |
| 1064                  | 0.5 ns            | 40             | 315–350                 | [131]                    |
| 1064                  | 5 ns              | –              | 282–317                 | [133]                    |
| 1064                  | 2 ns              | 50             | 190–230                 | [134]                    |
| 532                   | – ns              | 500            | 253–617                 | [137]                    |
| 266/1064              | 10/90 ns          | 150            | –                      | 138                      |
| 1064                  | 70 ns             | –              | 190–970                 | [139]                    |
| 266                   | 10 ns             | 500            | –                      | [143]                    |
| 532                   | 20 ns             | 300            | 200–975                 | [144]                    |
| 1064                  | 35 ns             | 700            | 200–600                 | [145]                    |
| 1064                  | 0.5 ns            | 50             | 250–480/620–950         | [146]                    |
| 1064                  | – ns              | 10             | 245–310/400–420         | [147]                    |
| 266                   | 18 ns             | 100            | 240–800                 | [148]                    |
| 1064                  | 10 ns             | 90             | 270–330                 | [149]                    |
| 1064                  | 0.6 ns            | 15             | 190–230/250–335         | [150]                    |
| 1064                  | 1 ns              | 10             | –                      | [151]                    |
| 1064                  | 0.6 ns            | 10             | 150–250                 | [152]                    |
| 213                   | – ns              | 85             | 668–708                 | [153]                    |
| 213                   | 6 ns              | 50             | 284–333                 | [154]                    |
| 1064                  | 60 ns             | 250            | 220–800                 | [155]                    |
| 266                   | 0.75 ns           | 50             | 185–1050                | [156]                    |
| 1064/1064             | 50/10 ns          | 60             | 198–710/284–966         | [157]                    |
| 1064                  | 1 ns              | 50             | 252–371                 | [158]                    |
| 355                   | 170 ns            | 700            | 360–800                 | [163]                    |
| 355                   | 170 ns            | –              | 280–800                 | [164]                    |
| 1064                  | 50 ns             | 300000         | 240–340                 | [165]                    |
| 1064                  | 1.5 ns            | 8              | 200–1000                | [166]                    |
| 266                   | 2.5 ns            | 80             | 180–1050                | [167]                    |
| 1064/1064             | 5.4/8.7 ns        | 20             | 190–900                 | [168]                    |
| 1064                  | 2 ns              | 6              | 130–777                 | [171]                    |
| 1064                  | – ns              | 100            | 186–1040                | [172]                    |
| 400                   | 0.2 fs            | 6              | –                      | [173]                    |
| 1064                  | 10 ns             | 30             | 190–210                 | [174]                    |
| 532                   | – ns              | –              | 209–225/335–345         | [175]                    |
| 1064                  | 0.6 ns            | 15             | 338–362                 | [176]                    |
| 1064                  | 1 ns              | 30             | 150–255                 | [177]                    |
| 343                   | 0.16 fs           | 75             | 390–403/452–500         | [178]                    |
| 266                   | 8.4 ns            | 40             | 185–1048                | [179]                    |
| 532                   | 20 ns             | –              | 200–895                 | [180]                    |
| 1064                  | 3 ns              | 80             | 747–941                 | [181]                    |
| 1064                  | 65 Ns             | 0.67           | 200–980                 | [182]                    |
| 532                   | 120 Ns            | 1500           | 200–980                 | [183]                    |
| 266                   | 2 Ns              | 10             | 364–398                 | [184]                    |
| 1064                  | 100 Ns            | 800            | 258–289/446–463         | [185]                    |
| 266                   | 2 Ns              | 25             | 272–775                 | [187]                    |
| 532                   | 2.9 Ns            | 130            | 187–1045                | [188]                    |
| 0.6 Ns                | 12 Ns             | 310–350        | –                      | [189]                    |
signal to noise ratio is maximized along the new axis (instead of the variance in the case of PCA). The only problem with MNF is that it is necessary to correctly estimate the covariance structure of the noise. MNF transform works quite well if the structure of the noise is estimated correctly. If it is impossible or difficult to create a correct estimate of the noise structure, the results will be poor, resulting in artefacts which may hamper the following analysis of the image.

3.4. Data analysis

3.4.1. Exploratory analysis

Exploratory data analysis is a valuable toolset when just starting to get into the analysis of a largely unknown sample. All these methods are governed by the principle that the high-dimensional data space is projected onto a two dimensional space (i.e. the computer screen) in a way that the information contained in the high-dimensional data is largely conserved. The following section shortly discusses the most prominent methods used for exploratory purposes and gives some hints on introductory literature as well as on applications:

3.4.1.1. Principal component analysis (PCA) [37,52,60,61]. The basic idea of PCA [62] is the rotation of the p-dimensional coordinate system to achieve uncorrelated axes which show a maximum of variance of the data space. The maximizing of the variance is governed by the idea that the information content is proportional to the variance in a certain direction of the data space. This way it is possible to sort the resulting new (rotated) axes according to their information content. Without going into the mathematics of the PCA we can assume the first few components will show a big part of all available information. And indeed, PCA can be easily used to find spectrally similar regions of an image by looking at the score plots (Fig. 3).

3.4.1.2. Hierarchical cluster analysis (HCA). Hierarchical Cluster Analysis [64,65] generates dendrograms which depict the distances between individual spectra. The fundamental idea is that similar spectra show small distances in the p-dimensional data space and thus form clusters of neighbouring points in this space. There are several ways to create dendrograms which differ in the weighting of the inter-cluster vs. the intra-cluster distances (controlled by the Lance-Williams equation [66]). The resulting dendrograms can be quite different, not all of them being easy to interpret. A notably good choice is Ward’s approach (which can also be covered by the Lance-Williams equation) [67]. The resulting dendrogram can be used to assign class numbers to all the spectra according to their mutual distance, thus effectively colouring chemically similar regions of a sample.

3.4.1.3. Similarity maps. Similarity maps [68,69] are basically maps which depict the spectral similarity of all spectra of an image to a reference spectrum. The reference spectrum may either be taken from the acquired image data or from a database. Thus, the user can quickly identify regions which are similar to a particular spot of the sample or similar to selected database spectrum. The spectral similarity can either be based on some kind of correlation or on some kind of spectral distance. Typical similarity measures are the Euclidean distance, the Mahalanobis distance [70], the Pearson’s correlation coefficient, the spectral angle mapper [71] or spectral information divergence [72] (Fig. 4).

3.4.1.4. Vertex component analysis (VCA). The idea behind VCA is to resolve a linear mixture model in order to identify pure component spectra [73]. VCA is commonly used in endmember detection in geology and mineralogy and assumes that there are pure spectra of the searched components in the image. VCA operates on the raw data and its speed depends on the dimensionality of the data space. This automatically slows down VCA for full-scale LIBS spectra as these spectra have typical lengths of more than 10,000 intensity values.

3.4.1.5. Self-organizing maps (SOM). SOMs is a non-linear projection method which tries to segment images while maintaining topological relationships [74]. Thus, SOMs lend themselves to be used in imaging applications. SOMs have the advantage that the expected number of clusters has to be known (as opposed to, for example, k-means clustering).

Several applications have been published using SOMs. For example, Pagnotta et al. use SOMs to segment LIBS images of mortars [75], or Tang et al. use SOMs and k-means clustering to classify polymers [76] whereas Klus et al. used SOMs to study U-Zr-Ti-Nb in sandstone [77].

3.4.2. Classification

Classification methods are used when one wants to predict and assign the type of an unknown material. Classifiers are not “instant methods”, in fact they have to be trained by known correct samples. This implies additional efforts, especially as far as the correctness of the training data is concerned (because wrongly labelled training data automatically lead to poor classification results). However, if the training sample is correct, classifiers usually deliver excellent results (assuming that the problem at hand can be solved at all).

Classification schemes can be grouped in linear and non-linear classifiers. In general, linear classifiers such as Partial Least Squares Discriminant Analysis PLS/DA and Linear Discriminant Analysis (LDA) cannot solve non-linear problems, while non-linear classifiers will deliver solutions for both linear and non-linear cases. This does not automatically imply that one should always use non-linear classifiers, as non-linear classifiers tend to overfit
the training data while with non-linear classifiers, this can be avoided if some requirements are met. Most classifiers work best if configured as a binary classifier and some of the classification methods cannot be used for multi-class problems at all. In such cases it is recommended to generate binary indicator variables. Such indicator variables are derived from the class numbers by creating as many indicator variables as available classes. Each indicator variable is filled with a zero value for spectra which do not belong to the particular class and with a value of one if the spectrum belongs to this class. In this way the $k$-multiclass problem is transformed into $k$ binary classification problems.

3.4.2.1. Linear Discriminant Analysis (LDA). One of the simplest linear classifiers is LDA [78]. LDA is based on a linear regression model which generates a linear surface in the $p$-dimensional space, effectively separating the two classes. Linear discriminant analysis suffers from the fact that multi-collinearity causes weakly determined coefficients which can result in unstable class assignments. Further, in LDA the number of variables must be well below a third of the number of pixels, which might become a problem with small images. Thus, LDA is largely replaced by PLS/DA (see below).

3.4.2.2. Partial Least Squares discriminant analysis (PLS/DA). As mentioned above the instabilities of the regression coefficients can be avoided by using PLS/DA [79], which calculates the regression coefficients of the model by using PLS [80]. As PLS is not sensitive to multi-collinearity of the variables, it does not need more samples than the number of variables. PLS/DA is an almost perfect approach to linear classification of spectra obtained from images. However, PLS requires reducing the number of factors to an optimum amount otherwise it degenerates to LDA in the case of using all factors. The optimum number of factors is determined by cross validation.
3.4.2.3. Random forests (RF). RF is one of the newer methods introduced in the field of machine learning at the beginning of this century [81,82]. RFs have proven themselves as a very reliable and powerful tool both for classification purposes and for modelling approaches. The basic principle of RFs is the combination of many de-correlated decision trees which “vote” for the final outcome within the ensemble of trees. The voting can be performed in several ways, usually by majority voting in classification scenarios. Typically, between 50 and 150 trees are sufficient to solve most classification problems. Each of the decision trees is based on a random selection of variables thus avoiding any correlation between the trees. Random forests have successfully been used to classify LIBS images of modern art materials [83] or to discriminate various polymer samples [84].

3.4.2.4. K-nearest neighbours (kNN). Another non-linear classification method is kNN classification [85]. kNN is based on the idea that the k closest objects in the p-dimensional space determine the class of an unknown spectrum (by for example, majority voting). kNN is easy to use and to calculate, however it requires having a good and correct database of known spectra. Errors in the database automatically lead to misclassifications. Further the database should have built in some redundancy so that the data space is populated by at least 10 to 20 examples per class.

There are no exact rules of the selection of k, however an odd k in the range between 3 and 9 usually works best. For a particular classifier and a particular database k should be determined by means of cross validation. Theoretical considerations [64] show that the error of 1NN (k = 1) is less than twice the Bayes error - which makes kNN some kind of a benchmark. However, kNN suffers a lot from the curse of dimensionality [86] as the distances in a p-dimensional space become more and more similar with increasing p.

3.4.2.5. Support vector machine (SVM). SVM [87] is an intrinsically linear classifier which can be applied to non-linear problems by applying a transformation of the data space using for example polynomials or Gaussian density functions [88]. It can be shown that SVMs can solve non-linear problems even without explicitly calculating the non-linear transformation (this is commonly called the “kernel trick”). The basic idea of an SVM is to find a discrimination surface of finite thickness (as opposed to PLS/DA which uses an infinitely thin separating plane) which is controlled by a few points at the border of this surface. These points are called “support vectors” because they control the location and orientation of the separating surface. An application of both SVM and kNN to classifier soft tissues is given by Li et al. [89].

3.4.2.6. Artificial neural networks (ANNs). ANNs comprise a family of diverse and partially unrelated methods whose applications span a vast range of fields from pattern recognition and associative retrieval to calibration tasks. A well-structured survey on these methods can be found, for example, in the book of Du and Swamy [90].

The main problems with the quantitative analysis of LIBS spectra are spectral overlapping, self-absorption and matrix effects resulting often in nonlinear relationships between quantities and the corresponding spectral signals. These nonlinear effects can be addressed by ANNs. While there are several applications of ANNs to the quantitative analysis of LIBS data [91] imaging related analysis based on ANNs is still in its infancy. An extensive overview on ANNs and LIBS including spectral imaging is given by Koujelev and Lui [92].

3.4.3. Calibration

Calibration based on LIBS data can become quite complex if the matrix shows extreme variability, as for example in geological or biological samples. In principle, the quantification of a particular chemical element is possible by setting up a univariate regression given that the matrix is well defined, and the used spectral lines do not interfere with other elements. However, this assumption proves to be not met in many practical cases. Thus, a multivariate approach is needed to account for matrix effects and interferences.

The classical approach would be Multiple Linear Regression (MLR). However, MLR suffers from multi-collinearity of the independent variables and requires the number of training samples to be at least three times higher than the number of used wavelengths. Although there are various variable selection techniques to keep this ratio within an acceptable range, a much better approach is to use Partial Least Squares (PLS) regression. Other possibilities are random forests, artificial neural networks and the Franzini-Leoni method [93].

3.4.3.1. Partial Least Squares (PLS). PLS is certainly the most common and most mature method [80] and the setup of a calibration model is straightforward: i) define the independent variables (i.e. use all available wavelengths), ii) define the target variable to be calibrated, iii) find the optimum number of factors by cross validation, and finally iv) store and apply the found model. A good comparison of univariate regression and PLS is given by Ref. [94].

3.4.3.2. Random forests (RF). Random Forests can be used in the same way as in classification scenarios. The only difference is the voting of the individual trees of the random forest. For regression (= calibration) purposes the outputs of the individual trees should be averaged (instead of majority voting). Random forests however have one problem: they cannot extrapolate. Thus, when using random forests, it is mandatory that the training data completely cover the calibration range in order to avoid any extrapolation.

More details on random forests can be found in Ref. [95].

There are several papers using random forests for calibration purposes. Wang et al. used a combination of wavelet transform with random forests where wavelets were used for de-noising the data. The de-noised and optimized variables were then fed into a random forest-based model to determine metal concentrations in an oily sludge [96].

3.5. Image fusion

Image fusion is a technique which allows to combine two images of different spectral and spatial resolution into a single image. Normally an image with high spatial but low spectral resolution (typically a monochromatic or a colour photo of the sample) is combined with an image of high spectral but low spatial resolution (i.e. the LIBS-based image). This combination results in a crisp image of the sample which is coloured according to the elemental information obtained from the LIBS measurement.

More than 10 methods of image fusion have been published, from simple arithmetic multiplication of the two images, to spectral substitution-based techniques such as the Brovey transform [97], to sophisticated calculations based on principal components or wavelets [98]. For most purposes Brovey transform delivers a very good compromise, as it is fast and delivers nice images which retain the texture of the high-resolution photo while being coloured to indicate elemental constituents.

4. Applications

In the following chapter, selected LIBS imaging applications are
presented which highlight the benefits of this analytical technique. In particular, the possibility to detect all elements of the periodic table is represented with 52 different chemical elements being analyzed in the presented works. Moreover, capabilities for simultaneous multi-element analysis is demonstrated in numerous publications. In more than 10% of the discussed applications elemental distributions of 10 or more elements were measured. Additionally, elements which are not accessible or do not allow detection with a high sensitivity with other imaging techniques are often analyzed in LIBS applications. The most common detected elements in the presented compilation of applications include mainly light elements, alkali and earth alkali elements, and non-metals. Another main benefit of LIBS is the high speed of analysis, thus large sample areas (up to several cm\(^2\)) can be analyzed in a reasonable time. Table 2 gives an overview and summarizes LIBS imaging applications allowing to conclude on the advantages this techniques has to offer. A detailed discussion of the individual publications is provided in the following chapter.

4.1. Life science

The capability of LIBS to obtain spatially resolved multi-elemental images has received increased attention. Life science applications appear to be one of the most promising field for further development of LIBS-based imaging. In this review we summarize the current state-of-the-art together with the most recent and crucial research works related to elemental bio-imaging in individual life science applications. Mainly, we tend to emphasize technical aspects of the analysis including benefits of LIBS over other analytical techniques, evidence on laser-tissue interaction, etc.

Continuous improvements in LIBS lead to further establishment of the technology among its analytical counterparts; namely LA-ICP-MS which is still considered to be the reference to LIBS. LA-ICP-MS held its position for decades in bioimaging due to its higher sensitivity and spatial resolution [99–101]. Recently, LIBS has been narrowing the gap in terms of repetition rate, cost of analysis and instrumentation affordability when insufficient sensitivity seems to be an issue of the past. LIBS fully matured in plant bioimaging [44] and becomes a viable alternative in biomedical applications [45].

The contemporary LIBS literature reflects a wide range of bioapplications where various samples (soft/hard tissues, liquids, pathogenic samples, etc.) are analyzed under various conditions. Several LIBS reviews dealing with the analysis of biological samples or, more exactly, with their bioimaging were already published, e.g. plant material analysis [102,103], plant bioimaging [44], agriculture and food analysis [104,105], preclinical applications and medical applications [13,45,106], and veterinary and livestock applications [106].

Here we focus solely on “solid” samples and thus skip any discussion over the analysis of algae [107], pathogens with emphasis on bacteria [108], or liquid samples of biological origin [106]. The analysis of homogenized pellets is not considered, despite this approach enables easier calibration and quantitative analysis [109]. But the process of pelletization loses any information on the original tissue composition and analyze distribution. Therefore, those biological materials and/or approaches for their analysis are out of scope of this review.

Numerous ways of sample pre-treatment leading to significantly different outcomes and limitations have been presented. It is noteworthy that the sample preparation process is crucial for successful analysis using LIBS [110] and must be optimized a priori. Unfortunately, there is no established protocol of biological tissue sample preparation for LIBS analysis. The plant tissues are either fixed on top of the epoxy or pressed onto a sticky tape; potentially, cryo-fixing via flash freezing was also introduced [44,111]. Hard tissues (e.g. bones and teeth) are non-demanding. Fixing them in epoxy seems to be an appropriate approach and their cutting and polishing is then straightforward.

Fixing soft tissues is a critical step in the analytical routine [112]. Most often the researchers choose between cryo-sections and formalin fixation and paraffin embedding (FFPE). The FFPE is a golden standard in clinical applications and pathological examination of a tissue when haematoxylin and eisin staining is concerned. Thus, adapting the LIBS methodology to fit this sample preparation seems adequate. The sample may then be measured in thin sections with thicknesses approximately 10 μm. Direct LIBS analysis of paraffin blocks is also possible when providing more material for ablation and, in turn, better sensitivity. However, evidence was found indicating that the FFPE preparation of a tissue leads to unwanted redistribution of the elemental content [112]. This raises further considerations when using FFPE in metallomics applications. It is advised to use other approaches too as references to check the correctness of the sample preparation.

The parameters involved in sample preparation and consecutive laser-matter interaction make the tissue ablation a complex phenomenon. Involved parameters have convoluted dependence on laser-ablation performance and the optimization process is, therefore, tedious, and lengthy. Successful implementations of LA-ICP-MS to individual applications (e.g. plants [101] and biomedical samples [99]) may serve as an inspiration for LIBS research and development efforts. Both techniques have already been utilized in tandem when complementing their benefits and increasing the range of detected elements [113]. Yet still, a potential of their joint utilization is mitigated by certain discrepancies in optimal settings of laser ablation parameters.

The quantitative analysis applied directly to bioimaging of heterogeneous samples attracts considerable attention. However, any success is limited due to the essence of laser ablation itself; the need for matrix-matched standards with similar physical and chemical properties is a persistent challenge. A comprehensive review summarizing individual efforts in quantification of LIBS and LA-ICP-MS images was recently delivered [109]. As in the case of sample preparation, works on LA-ICP-MS might be an interesting source of information for further development of LIBS methodology. Several approaches have been introduced to calibrate the LIBS system. Quantitative analysis of plant tissues is centered around homogenization and pelletization [111]. In the case of soft tissues, the methodology is not straightforward and contains homogenization of the tissue, utilization of inkjets or agarose gels. The most promising method so far seems to be the use of epoxy mixtures [114]. Considering hard tissues, the calibration strategies are based on calcium-rich materials, including hydroxyapatite [115] or calcium oxalate [116]. Despite all the efforts, there is still a dire need to deliver a methodology enabling accurate quantification in direct imaging of bio-samples [109]. Finally, the use of calibration-free or C-Sigma methods [117] seems promising, yet still, their implementation to bioimaging is only foreseen.

In the following paragraphs, we overview papers dealing with the imaging of plant, soft, and hard tissues. The literature research of LIBS applications is extended with the discussion over utilized LIBS instrumentation and its performance. Unifying benefits of LIBS technique which make it especially attractive over LA-ICP-MS for the presented applications are typically faster throughput and, thus, larger imaged areas; measurement of inaccessible (e.g. O, N, H) or challenging (e.g. C, P, S) elements; simultaneous detection of all analytes with no need for preselection; etc.
4.1.1. Imaging of plant tissues

In the last two decades LIBS became an established analytical tool in the plant bioimaging. This issue has already been addressed in several studies and review publications [44,102,104,111]. It is noteworthy that we avoid any discussion of food analysis [104,105].

LIBS technique excels over other analytical techniques mainly in terms of affordable instrumentation enabling large-scale mapping. Such instrumentation provides reasonable analytical performance (sensitivity) and is, thus, a vital alternative in many applications. The imaging of macro- and micro-nutrients is a great added value

| Sample Material | Investigated Elements | Data Evaluation | Analyzed Area (mm²) | Reference number |
|------------------|-----------------------|----------------|---------------------|------------------|
| Minerals         | U                     | Multivariate   | 225                 | [37]             |
| Minerals         | Al, C, Cd, Co, Cr, Fe, H, Mn, O, P, Sn, Ti | Multivariate | 468                 | [52]             |
| Cultural heritage samples | C, H, Na, O | Multivariate | 128                 | [83]             |
| Polymers         | H, K, Na, O           | Multivariate   | 190                 | [84]             |
| Soft tissue      | Fe, Gd, Na, Si        | Univariate     | —                   | [113]            |
| Soft tissue      | Ca, Co, Mn, Ni, Sr, V | Univariate     | —                   | [114]            |
| Hard tissue      | C, Ca, Cl, Fe, H, K, K, Mg, Mn, Na, O, P, S, Sr, Zn | Univariate | 4                   | [115]            |
| Hard tissue      | Cd, Te, Si            | Univariate     | 900                 | [116]            |
| Plant tissue     | Al, Ba, C, Ca, Cu, Fe, H | Univariate | —                   | [118]            |
| Plant tissue     | Cd                    | Multivariate   | —                   | [119]            |
| Plant tissue     | Li                    | Univariate     | —                   | [120]            |
| Plant tissue     | Cd                    | Univariate     | —                   | [121]            |
| Plant tissue     | K, Mn                 | Univariate     | 1.7                 | [122]            |
| Plant tissue     | Er, Y, Yb             | Univariate     | —                   | [123]            |
| Plant tissue     | Cr                    | Univariate     | —                   | [124]            |
| Plant tissue     | Ca, Gd                | Univariate     | —                   | [125]            |
| Soft tissue      | Ca, Cu, Gd, Na        | Univariate     | 2                   | [127]            |
| Soft tissue      | Ca, Fe, Gd, Si        | Univariate     | —                   | [128]            |
| Soft tissue      | Ca, Na                | Univariate     | —                   | [129]            |
| Soft tissue      | Fe, Mg, Si            | Univariate     | —                   | [131]            |
| Soft tissue      | Al, Cu, Fe, Mg, Na, Si| Univariate     | —                   | [133]            |
| Soft tissue      | Ba, Ca, Fe, Na, Sr    | Univariate     | —                   | [134]            |
| Hard tissue      | Al, Ca, Na, P         | Univariate     | —                   | [137]            |
| Hard tissue      | Fe, Si                | Univariate     | —                   | [138]            |
| Soft tissue      | Cd                    | Univariate     | —                   | [139]            |
| Immunoassay      | Ag                    | Univariate     | —                   | [143]            |
| Immunoassay      | Ag, Al, Ca, Cu, Fe, Mg, Si, Zn | Univariate | —                   | [144]            |
| Mine core        | Al, Fe, Mg, Mn, Na, Si, Sr | Univariate | 1600, 750           | [146]            |
| Speleothem       | Al, Ca, Fe, K, Mg, Na, Si | Univariate | 2000                | [147]            |
| Speleothem       | Ca, Mg                | Univariate     | 72                  | [148]            |
| Shells           | Cu, Mg, Pb, Si, Zn    | Univariate     | —                   | [149]            |
| Minerals         | Ce, Cu, Fe, La, Si, Y | Univariate     | 470                 | [150]            |
| Minerals         | Al, As, B, C, Ca, Cu, Fe, Mo, P, Si, Ti, Zn | Univariate | —                   | [151]            |
| Mine core        | F, O                  | Univariate     | 15, 200              | [152]            |
| Minerals         | Al, Ca, Si            | Univariate     | 16                  | [153]            |
| Minerals         | Al, Cu, Fe, Mg, P, Si | Univariate     | 0.6                 | [154]            |
| Carbonaceous shale | Al, Ca, Fe, K, Mg, Na, Si | Multivariate | 29                  | [155]            |
| shale            | Al, C, Ca, Fe, H, Mg, O, Si | Univariate | 64                  | [156]            |
| Ore              | Al, Ca, Cr, Cu, F, Fe, K, Mg, Mn, Na, Ni, P, S, Si, Ti, Zr, Pd, Pt | Multivariate | 10000               | [157]            |
| Ore              | Al, Ca, Fe, K, Mg, Na, Ni, Pd, Pt, S, Si | Univariate | 1200                | [158]            |
| Cultural heritage samples | Al, Cu, Fe | Univariate     | —                   | [163]            |
| Cultural heritage samples | Al, Ca, Fe, K, Mg, Na, Si | Univariate     | —                   | [164]            |
| Cultural heritage samples | Ca, Mg, Si | Univariate     | —                   | [165]            |
| Cave walls       | Mg, Si, Sr            | Univariate     | —                   | [166]            |
| Cultural heritage samples | Al, C, Ca, Cu, Na, O, S, Si | Univariate | 0.8                 | [167]            |
| Limestone        | C, Ca, Fe             | Univariate     | 625                 | [168]            |
| Steel            | Al, Mn, N, O          | Univariate     | 100                 | [171]            |
| PCB              | Al, Au, Ba, Ca, Co, Cu, Fe, K, Li, Mg, Mn, Na, Ni, Sb, Si, Sn, Ti, Zn, Pb | Multivariate | 1200                | [172]            |
| Thin films       | Ba, Cu, Mg, Mn, Y     | Univariate     | —                   | [173]            |
| Composite material | C, Co, Cr, Fe, Ni, Si, W | Univariate | 0.81                | [174]            |
| Catalyst         | Pd, Pt, Rh            | Univariate     | 345                 | [175]            |
| Catalyst         | Al, CN, Fe, Pd        | Univariate     | —                   | [176]            |
| Catalyst         | Al, C, Ni, S, V       | Univariate     | —                   | [177]            |
| LLZO             | Al, La, Li, Zr        | Univariate     | 1.23                | [178]            |
| LiCoO2           | Co, Li                | Univariate     | 0.25                | [180]            |
| Concrete         | Ca, Cl, Na            | Univariate     | 0.04                | [181]            |
| Lithiated tungsten | Ar, Ca, H, K, Li, Na, O, W | Univariate | 26.4                | [182]            |
| Lithiated tungsten | Li, Si, Ti           | Univariate     | —                   | [183]            |
| Nuclear waste    | Al, Ca, Eu, Fe, La, Mo, Nd, Pr, Sr, Zr | Univariate | 1.9                 | [184]            |
| Gunshot residues | Ba, Pb, Sb            | Univariate     | 21450               | [185]            |
| Tablets          | Fe, Ti                | Univariate     | 4                   | [186]            |
| Tablets          | K, Mg, Na             | Univariate     | 4                   | [187]            |
| Solar cell material | Cu, Ga, In, Se       | Univariate     | 6.6                 | [188]            |
| Piezoelectric crystal | Ca, Zr              | Univariate     | 225                 | [189]            |
of LIBS when high number of whole plants (or their parts — roots, stems, leaves) are scanned. The control of nutrient contents is of paramount interest while plants suffer from various stress during growth, e.g. drought, insufficient sunlight, under- or over-fertilization, toxic environment. The latter then extends the number of applications into environmental monitoring and the uptake, accumulation and translocation of toxic and heavy metals.

The most recent bioimaging plant review [44] deals in great details with the novelty of using LIBS as a new instrumental method in the spatially resolved single/multi-element analysis of various plant samples. The paper comprehensively describes the analysis of various plant species, plant tissues as well as detection of different analytes as essential elements (K, Ca, Mg, P, Fe, Mn, Cu, and B), non-essential elements (Pb, Cd, Ag, Si, Li, Y, Yb, and Cr), several types of nanoparticles (silver, cadmium telluride, and photon-upconversion nanoparticles) or even pesticide (chlorpyrifos).

A recent work [118] studies the translocation of two types of cadmium telluride NPs (CdTe quantum dots and CdTe quantum dots cover by silica shell) together with free Cd (II) ions by using two different LIBS approaches. Selected plants (white mustard) were exposed to test compounds for 3 days, then the plants were washed, dried, epoxide glued onto glass slides, and then LIBS analysis was performed. Firstly, the whole plants were measured in a raster of spots with a 100 µm step (giving the lateral resolution). Then, only the important or somehow interesting plants parts where measured with the step 25 µm, in so-called micro-LIBS setting, to show exact place of cadmium bioaccumulation sites and to demonstrate different behaviour of cadmium in plants based on his source (see Fig. 5).

A recently published approach in LIBS plant analysis shows a spatially resolved root-rhizosphere-soil image in wider context of plant in its natural environment [119]. LIBS elemental images visualize the nutrient exchange in plant rhizospheres and organic/inorganic content in switchgrass. The live root sampling was demonstrated in plant analysis and the drill press for sectioning frozen stabilized soil. Multi-elemental images of roots (and rhizospheres) in surrounding soil for H, C, O, P, K, Ca, Mg, Fe, Si, Al, Mn, and Zn were shown with 100–150 µm lateral resolution. Based on plotted maps and principal component data analysis the elements profiles in soil depending on their distance from roots could be assessed. This approach offers detailed information at the scale, which has clear implications for various soil/plant science challenges (e.g. phytoremediation or effects of fertilizers on agricultural yields).

The current state of the LIBS plant bioimaging can be summarized by the following highlights. In the last two decades LIBS plant analysis made a great step forward due to not only an improvement in LIBS instrumentation (sensitivity, speed, and spatial resolution of analysis) and in plant sample preparation, but mainly by using obtained LIBS maps in interdisciplinary research works [119], by involving of plant toxicity testing [120], and by searching for interesting and novel applications in imaging of Li in the plant leaves [121] and nanoparticle enhanced detection [122]. Recent work presents the possibility of in situ plant analysis in field conditions [123], 3D-model compilation of element distribution in leaves [123], and nanoparticles localization [124].

The best achieved spatial resolution in plant analysis has been recently improved to 25 µm [119], this value is already close to commonly used LA-ICP-MS spot sizes, where the lateral resolution is in the range of 1–500 µm [101]. Zhao et al. [122] demonstrated a novel idea of deposition Ag nanoparticle on the plant surface in order to achieve a sensitivity enhancement (limit of detection (LOD) for phosphorus were found to be improved by two orders of magnitude) in Nanoparticle Enhanced LIBS (NELIBS) experiments. Double pulse LIBS arrangement was employed as another way of signal enhancement [125]. Furthermore, the information on the spatial distribution of selected elements can be used as a valuable information showing the relationship between the exact location of an element and its effect. This effect could be negative (even toxic) - [122] as well as positive [126] for plant development, it depends on the chemical species of the element and its concentration, and also the type of monitored plant as the effects are specific to each organism.

4.1.2. Imaging of mammal tissues

4.1.2.1. Soft tissues. The LIBS technique repeatedly proved its bio-imaging applicability for tracing uptake, transport, distribution, and bioaccumulation of macro- and micronutrients, nanoparticles, and non-essential elements in several organisms (mouse, human), organs (kidney, lung, skin), and diseased tissues (skin or lung tumours) as was summarized in three most recent reviews [13,45,106].

Elemental variations can be effectively used as an indicator of malignancy and to monitor its stage and progression. Therefore, the analysis of metallomes (metalloproteins, metalloenzymes and other metal containing biomolecules) undergoes intense research. The main research target of metallomics is the elucidation of metallomes' biological or physiological functions during physiological and pathological alterations of tissues. Incorporation of spectroscopic methods can fill knowledge gaps in these biological processes. Any changes in the elemental composition induce significant alteration of further tissues' growth, pathological processes, and even initiation and progression of a carcinoma.

The body of work published by the Vincent Motto-Ros’ group bring tremendous progress in terms of spatial resolution and scale of the analysis; the distribution of elements in mouse kidneys [114,127–131], mouse tumours [132,133], and healthy human skin or human skin melanoma [134] was imaged. Outside of their works, the human malignant pleural mesothelioma (lung tumour) was investigated using LIBS multi-element mapping [113]. All these studies showed LIBS as an advanced analytical platform providing large-scale elemental imaging of heterogeneous sample surfaces. Also, the great accessibility for assessment of nanoparticles was
demonstrated by detection of gadolinium-based nanoparticles in mouse kidneys [130].

It is noteworthy that the sample preparation process is crucial for successful bioimaging in LIBS and has be to be optimized a priori for each experiment as summarized in review by Jantzi et al. [110]. There is no established way of soft tissue sample preparation for LIBS yet. Vincent Motto-Ross’ group early stage research papers recommend the use of sample cryo-sections [128,129]. However, in their later work improved detection was obtained by using epoxy fixing of samples after dehydration in a series of ethanol solutions [114,130], see Fig. 6. On contrary, Bonta et al. [113] compared the cryo-cutting and paraffin embedding after formalin fixation (the gold standard in histological tissue preparation) and found that paraffin fixation influences the distribution of certain elements. Moreover, the soft tissue sections were planted on silicon wafers instead of glass slides (as it is the most common), which led to improvement in sensitivity.

The thickness of the cross-section is of interest in order to supply sufficient amount of material for laser ablation and to reach satisfactory sensitivity. An effort is being invested in fitting laser spectroscopy to standard histological routines (to complement e.g. haematoxylin and eosin staining with minimum extra sample handling). However, the histology demands thinner sections (up to 5 μm) and laser-ablation demands more material in the interaction spot and thus thicker sections are preferable (from 10 μm).

Finally, the phenomenon of and parameters affecting the laser-tissue interaction are being extensively investigated. Detailed description of pulsed laser ablation of soft tissues is given elsewhere [135]. LIBS instrumentation and individual parameters were comprehensively summarized by Jolivet et al. [13].

4.1.2.2. Hard tissues. The pulsed laser ablation of hard tissues is less demanding in terms of analytical LIBS performance when compared to the case of soft tissues. Therefore, there are many pioneering works that utilized LIBS in the imaging of hard tissues (e.g. bone, teeth) where imaging was substituted with less demanding line scans. Former LIBS review publications have also mentioned the imaging of hard tissues (also referred as biominerals or calcified tissues) [102,106]. Another publication [136] brings a detailed review on the utilization of LIBS in the analysis of biominerals going well beyond the imaging point of view.

From the biological point of view, the imaging of biominerals targets wide selection of elements [136]. First, the major interest is in the detection of Ca and P forming the mineral phase and to macro elements such as C, O, N, and H relating the signal to organic phases (e.g. proteins). Detection of essential elements (Cu, Mn, I, Sr, Zn, etc.) indicates changes in the function of organs and nutrition. Finally, the uptake and accumulation of trace metals (Pb, Hg, Cd, As) shows potential malnutrition or long-term exposition to toxic environment.

The analysis of hard tissues may be divided into two main directions: i) monitoring of uptake and accumulation of various elements in tissues and ii) detection of qualitative difference between healthy and diseased tissue. The former case leads to nutrition habits or malnutrition when the cross-section of a tooth is imaged, e.g. the ratio of Sr/Ca was used to characterize a bear tooth [137]. The latter case, the imaging discovers correlations between the diseased tissue and increase/decrease in content of major or minor elements [138].

4.1.2.3. Tag-LIBS. Recently, traditional optical and spectroscopic methods evaluating the immunoassay results (absorbance, fluorescence, and luminescence) are being complemented with laser-ablation based spectroscopy methods [44]. Spectroscopic techniques are adapted to standard routines and benefit the researcher with an alternative insight. Apart from the simple label readout, accurate qualitative and quantitative chemical (i.e., elemental or molecular) information is obtained.

The utilization of NPs across various applications has also influenced the LIBS community. NPs are vitally used for signal enhancement in the laser ablation of selected analytes. LIBS was already used as a readout method for NP-based labels in the so-
Recent, LIBS was implemented for the analysis of lateral-LIBS with plasma-induced luminescence (PIL) by Gaft et al. [151]. The concept of Tag-LIBS is straightforward: the proteins (biomarkers) within the tissue are selectively bonded to metallic nanoparticles. The sample is then scanned, and the LIBS signal of NPs is imaged. Then, the distribution of targeted proteins (e.g., cancer) is imaged indirectly through the presence of NP-signal. The biggest advantage is that the NPs may be engineered in various ways in order to be strictly specific to selected protein [142]. Such concept has a great potential in large-scale analysis of cancerous tissues when it could circumvent the relatively poor limits of detection of LIBS technique. However, intense research and sample pre-treatment optimization is needed prior the full exploitation of the Tag-LIBS.

LIBS was further developed as a vital readout technique for various pathogens and proteins. Metallothionein was deposited on a polystyrene microtiter plate and detected via its conjugation with Cd-containing quantum dots [143]. Au and Ag NP labels were examined from the bottom of a standard 96-well microtiter plate; a sandwich immunoassay for human serum albumin using streptavidin-coated Ag NP labels was developed [144]. Most recently, LIBS was implemented for the analysis of lateral-flow immunoassays with Au NPs labelled Escherichia coli [145]. Fluorescence and atomic absorption spectrometry were typically provided as reference techniques.

4.2. Geoscientific studies

Investigation of the distribution of different elements within rocks, sediments, corals, and shell samples offers insights into past, present, and future development of the climate. As mappings of large areas, desirable with resolution in the low μm range, is often necessary, LIBS is a very promising technique for paleoclimate studies as it offers very fast mappings [146]. Cáceres et al. [147] report the possibility to perform megapixel elemental images of different large samples such as speleothems (calcium carbonate cave deposits) and corals (calcium carbonate skeletons) using LIBS. This study presents the advantages of mapping large areas with a high lateral resolution for paleoclimate studies.

Speleothems were also investigated using LIBS by Ma et al. [148] that report the distribution of relative elemental concentrations of major, minor as well as trace elements. The list of investigated elements includes Ca, Na, Mg, Al, Si, K, Fe and Sr. By evaluating compositional correlations, mineral phases within the speleothems were identified. In the work of Hausmann et al. [149], Mg and Ca concentration ratios were mapped in shell carbonate, which is a type of sample often used in paleoclimatic and environmental studies. This work mainly focused on the development of an automated, high-throughput LIBS system for the analysis of these types of samples.

Fabre et al. [150] evaluated the use of LIBS for spatially resolved mineral characterization. Different phases of the investigated minerals were analyzed within a 5 cm² sample area with a lateral resolution of 15 μm. This study demonstrated the advantages of LIBS when it comes to mapping of large sample areas. Additionally, they also reported the detection of some rare earth elements (La and Y) in LIBS imaging experiments using a laser spot size of 10 μm. Challenges in the data evaluation of megapixel elemental images of complex multi-phase samples were also addressed. Imaging of rare earth elements in minerals was shown to be possible by combining LIBS with plasma-induced luminescence (PIL) by Gaft et al. [151]. For the detection of elements that are relevant to mineralogy (e.g., S, P, As, B, C or Zn) and have strong emission lines in the vacuum ultraviolet (VUV) wavelength range, Trichard et al. [152] reported the use of a VUV probe during mapping in a mining ore under ambient conditions. They achieved a detection limit of 0.2 wt% for sulfur in a single-shot configuration. In the work of Quarles et al. [153], the unique ability of LIBS to detect F was used to map F in bastnäsite mineral. Additionally, quantitative results were obtained by using in-house prepared standards based on NIST SRM 120c.

3D elemental distributions of rare earth elements in the mineral Bastnäsite were reported by Chirinos et al. [154], who used a combined setup incorporating LIBS and LA-ICP-MS. They revealed that new possibilities can be achieved by this combination, such as an expanded dynamic range or the joint 2D/3D visualization of elements and isotopes. Such a setup enables the detection of each element with the more suitable technique, which was demonstrated via the example of calcium: LIBS has a high sensitivity for Ca whereas LA-ICP-MS suffers from interferences due to which usually the less abundant isotope 40Ca has to be measured.

In order to boost sensitivity, a double-pulse LIBS system was employed by Klus et al. [37] for the high resolution mapping of uranium distribution in sandstone-hosted uranium ores. Different data-evaluation strategies were also investigated in this work. Moncayo et al. [52] demonstrated the applicability of PCA for dataset reduction and for the exploitation of megapixel elemental maps of a turquoise sample. Shale samples were investigated in a study conducted by Xu et al. [155]. In this study, the existence of a local thermodynamic equilibrium (LTE) was assessed and confirmed on the mapped area of the sample. As electron density and excitation temperature was also confirmed on the mapped area, a linear conversion of emission line intensities to concentrations was performed. Prochazka et al. used a combination of double-pulse LIBS with high resolution X-ray computer tomography to provide volumetric information of the elemental distribution in minerals [35]. Another study on shale samples was carried out by Jain et al. [156]. In this work, shale samples taken at various depths were analyzed and mapped using LIBS. Using the unique feature of LIBS to detect C and H, it was possible to detect and map these elements. Additionally, quantitative results for these elements were obtained by characterizing some of the samples using CHN-analysis and using these as calibration standards for LIBS.

As LIBS usually allows detection of emission signals over a broad spectral range, multivariate data evaluation strategies are commonly employed, which support not only elemental mapping but also spatially resolved sample classification. Meima et al. [157] investigated the applicability of a spectral angle mapper (SAM) algorithm for the laterally resolved classification of different minerals in ore samples. Several base metal sulfides, rock-forming minerals, accessory minerals, as well as several mixed phases making up the main borderline between different mineral grains were successfully classified in the recorded images. Rifai et al. [158] used PCA for the identification of different minerals in a platinum-palladium ore. With this approach, seven different minerals were identified and correlated with the generated maps. Quantitative multiphase mineral identification was also carried out by Haddad et al. [159] using a multivariate curve resolution – alternating least square (MCR-ALS) method. Obtained results were evaluated and in good agreement to conventional EDS–SEM analysis. Therefore, LIBS proves to be a very useful tool for mineral identification in mining operations as it can be employed in an online-setup.

The EU regularly updates its list of critical raw materials (CRM) and their governance levels. These strategic documents list a number of inorganic elements and materials, which are highly demanded by current industrial technologies, but for which the supply is limited within the EU [160]. The high demand for some of these elements and materials already increased their price on the market, which in turn made mining and metallurgical processing of
their ores economical in a significantly lower concentration than before. Consequently, assessment or re-assessment of geological formations potentially containing these elements/materials is in progress everywhere in the EU. Considering that some of the elements on these CRM lists are light elements (e.g. Be, Li, B, F) that are not easy to detect by other techniques, LIBS has a great prospect in these explorations. For example, Fig. 8, shows LIBS elemental maps of a granite rock sample for Be, studied by Jancsek et al. [161]. The map reveals that out of the four mineral grain types studied, Be and Bi is present in the highest concentration in biotite and amphibole, which suggests that mainly these minerals should be mined. Such LIBS imaging carried out by portable, stand-off instrumentation has the potential to be able to seriously speed up the assessment of the supplies (see Fig. 7).

4.3. Cultural heritage studies

LIBS imaging experiments can provide important information about art or historical items. Elemental fingerprints can be used for provenance studies and to assess the authenticity of samples. This information can be well augmented by elemental imaging data that can shed light on the fabrication process of the artefacts. One of the first applications of LIBS imaging in the field of cultural heritage science was presented at the first LIBS Conference in the year 2000 by Corsi et al. [162] investigating the elemental distribution of a roman fresco by analysing a 11x11 grid on the sample. As LIBS also offers remote analysis, historical objects can be analyzed directly in museums without bringing the sample to the laboratory. Grönlund et al. [163,164] were the first to report remote imaging of cultural heritage objects using a fully mobile LiDAR system operating at a wavelength of 355 nm mounted on a Volvo F610 truck. In this work, the spatial arrangement of different metal plates was identified over a distance of 60 m. In a study by Fortes et al. [165], elemental images of the façade of a cathedral in Malaga were recorded using a portable LIBS system. This data allowed the evaluation of Si/Ca and Ca/Mg intensity ratios and hence the identification of construction materials.

Alterations of cave walls, which poses a challenge when it comes to preservation of cave art, were investigated by Bassel et al. [166]. In this study, mainly coralloid formations were investigated using a portable instrument for spot measurements in the cave but imaging experiments were also carried out in the laboratory. Major elements (Si, Al, Fe, Ca, Mg, Na, K) as well as minor and trace elements (Li, Rb, Sr, Ba) were detected.

While the use of portable LIBS systems allow analysis of samples that otherwise would not be possible as the sample can not be brought into a laboratory, these systems usually come with some limitations compared to more sophisticated lab-based LIBS systems. These limitations usually involve sensitivity and spectral or lateral resolution. Double-pulse or tandem LA-ICP-MS/LIBS instrumentation, which are only available in more sophisticated setups, can also be used to improve the quality of analysis.

Syta et al. [167] reported the combined use of LIBS and LA-ICP-MS imaging to investigate medieval Nubian objects with displaying specific blue paintings whether they are Egyptian blue (CaCuSi4O10) or lapis lazuli (Na8−xAl6Si6O24S2x−4). By elemental mappings of cross-sections of various samples and using Na and Cu as elemental markers, the identification of these two inorganic pigments was achieved. Weathering of historical limestone samples from Italian urban environments were investigated by Senesi et al. [168] using double-pulse LIBS 3D imaging. The double-pulse approach allowed for high resolution and 3D elemental mappings of a degradation layer present on the investigated weathered limestone. A decrease of Al, Fe, Si and Ti line intensities and an increase of Ca line intensity with depth in the degradation layer was found and was ascribed to decreased atmospheric pollution effects at greater depths.

Bulk classification of various materials relevant for the field of cultural heritage has already been performed in several works [169,170]. In the work of Pagnin et al. [83] the capabilities of LIBS for the spatially resolved classification of contemporary art materials consisting of inorganic pigments and organic binder materials was investigated. A multivariate classification model was established that allows the classification of mixtures of 9 different inorganic pigments and 3 different organic binders. The developed classification model was used for the laterally resolved classification of these materials within a structured sample (Fig. 9).

4.4. Materials science

Materials science uses and develops a range of materials. These materials can vary widely in their chemical composition, as they include e.g. alloys, steel, ceramics, glasses, polymers as well as composites. All these materials must comply with criteria set up for their physical and chemical properties for their successful application — whether these criteria are met or not is often tested by homogeneity and chemical composition analysis. Therefore,
elemental imaging techniques such as LIBS are very useful to investigate novel materials, derived information is often very useful for further improvement of material properties as well as for the monitoring of production/synthesis procedures.

Alloys, or eminently steel, are amongst the most widely applied materials and are therefore of great interest for research. In the work of Bette et al. [171] LIBS elemental imaging was performed for the first time with repetition rates of 1000 Hz. In this work, steel samples were analyzed with a special focus on detecting non-metallic inclusions such as sulfur and phosphorus.

Recycling of electronic waste is becoming more and more important. Mappings of printed circuit boards were carried out by...
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**Fig. 8.** Light microscope (on the left) and LIBS chemical imaging (on the right) of a granitoid sample taken from Mörägy, Hungary. Location of the four mineral grain types (quartz, feldspar, biotite, and amphibole) in the rock are indicated by coloured contour lines [161].

**Fig. 9.** Laterally resolved classification of contemporary art materials using LIBS. a) microscope image with marked distribution of different inorganic pigments, b) predicted distribution by a random decision forest of the distribution of inorganic pigments, c) microscope image with marked distribution of organic binder materials and d) predicted distribution by a random decision forest of the distribution of organic binder materials [83]. Reprinted by permission from Springer Nature: Springer Nature, Analytical and Bioanalytical Chemistry, “Multivariate analysis and laser-induced breakdown spectroscopy (LIBS): a new approach for the spatially resolved classification of modern art materials”, L. Pagnin et al., 2020.
Carvalho et al. [172]. LIBS data combined with multivariate data evaluation strategies (PCA) was used to investigate metal distributions within the boards. The authors were able to identify and map 18 elements within the sample. The described results are valuable for the research of new recycling strategies for electronic waste.

Bulk materials are often covered with thin films to enhance their physical and/or chemical properties. Thin films of copper, as well as YBa\(_2\)Cu\(_3\)O\(_7\) (YBCO) - a high-temperature superconducting material - were investigated in the study of Ahamer et al. [173]. A fs-LIBS system was employed to perform high resolution elemental and molecular imaging of the thin film. Composite wear-resistance coatings made of 1560 nickel alloy reinforced with tungsten carbide were analyzed by Lednev et al. [174]. In this work, LIBS was used for 3D imaging experiments with a special focus on the analysis of C and Si which were not detectable with SEM/EDX. Besides C and Si, also Fe, Ni, Cr, W and Co were detected with LIBS.

Heterogeneous catalysis is a field important for various applications in the chemical industry or e.g. in the exhaust systems of cars. Mesoporous alumina is often used as a support. Investigation of the lateral distribution of the active material across the surface of the catalyst, but also of contaminations in the mesoporous alumina in spent catalysts offers an important insight into catalytic processes. Compared to EPMA, which is conventionally used for elemental mappings in the field of catalysis, LIBS enables analysis of light elements. LIBS imaging experiments were already conducted in 1999 in this field by Lucena et al. [175], who investigated the distribution of platinum group metals (PGMs) in car catalysts. Trichard et al. [176] use LIBS for the quantitative imaging of Pd in catalysts. In their follow-up work [177] Trichard et al. reported successful quantitative imaging in heterogeneous catalyst samples impregnated up to 53 days with asphaltenes. LIBS was not only able to detect S, C and Al, but also Ni and V, which are only present in the trace (ppm) range. By transforming the 2D maps to 1D profiles, transport mechanisms of the investigated materials within the alumina substrate were assessed.

With the strongly going industrial application of Li-ion batteries, a lot of research focuses on developing novel materials which could improve the performance of these batteries. Hou et al. [178] investigated LiZrO\(_2\) (Li\(_2\)La\(_2\)Zr\(_2\)O\(_{12}\)), a promising novel material for a solid-state electrolyte, by using fs-LIBS to perform 3D elemental analysis with a special focus on elemental ratios of Li/La, Zr/La and Al/La. The reported depth resolution was an impressive 700 nm. Interface formation between a Li electrode with an LiZrO\(_2\) electrolyte were investigated by Rettenwander et al. [179] using LIBS imaging combined with other analytical techniques. LIBS images revealed the formation of a Li deficient interlayer at the interface. Li-ion cathode material LiCoO\(_2\) was analyzed by Imashuku et al. [180]. Li/Co ratios were quantified and investigated in cycled cathode materials. Even though the precision of obtained quantitative results is not comparable to conventional X-Ray Absorption Spectroscopy (XAS), LIBS results can still be used to obtain semi-quantitative results.

Concrete is one of the most important construction materials for roads, bridges, tunnels, buildings, etc. hence the monitoring of the degradation and changes of its properties is crucial. For example, the distribution of various species harmful to concrete, such as Cl\(^-\), Na\(^+\), SO\(_4^{2-}\), is of great interest as it can promote the assessment of the expected lifetime of the structures. As these species are only harmful if they are present in specific phases within concrete, the differentiation between the cement phase and agglomerates is also necessary. Gottlieb et al. [181] reported the use of LIBS in combination with an expectation-maximization (EM) algorithm for the cluster analysis of different phases present in concrete. This approach made it possible to exclude non-relevant aggregates from the analysis area.

The uses of polymers ranges from packaging over composite to construction materials. In some applications, polymers are used as a bulk material, however, materials consisting of multiple polymer layers are also often used in e.g. food packaging. A study demonstrating the capabilities of LIBS to map the distribution of different polymers within a sample was carried out by Brunnbauer et al. [84]. 2D mappings as well as 3D depth-profiling of structured polymer samples were carried out and the distribution of the different polymer types present in the sample were classified using multivariate statistical methods.

Due to its ability to perform remote analysis, LIBS inherently has advantages over other techniques when analysing dangerous or hazardous materials, for example in nuclear applications. Li et al. [182] and Hai et al. [183] carried out studies regarding the Experimental Advanced Superconducting Tokamak (EAST) fusion reactor located in Hefei, China. In the first study by Li et al., 2D analysis as well as depth profiling of Li on a W wall employed in the EAST fusion reactor as a plasma facing material (PFM). Hai et al., recorded distribution of impurities (H, O, Ar, K, Na, and Ca) on lithiated tungsten employed in reactor walls. Investigations regarding nuclear waste using LIBS were carried out by Wang et al. [184] with a special focus on the long-term migration of Mo, Ca, Sr, Al, Fe and Zr and various rare-earth elements.

Lately, LIBS imaging has also found its way into forensic science, where López-López et al. [185] et al. successfully employed LIBS mapping experiments for the visualization of gunshot residues. In this work, elemental markers such as Pb, Sb and Ba were used to investigate the distribution of residues as a function of their distance from clothing targets.

Pharmaceutical tablet coatings were investigated using 3D depth profiling by Zou et al. [186]. In this work, coating thickness, coating uniformity as well as contaminations were analyzed in various tablets. Coating thickness and uniformity was characterized using Ti as an elemental marker. Additionally, Fe was detected as a contamination. In a follow-up work by Smith et al. [187], hyperspectral imaging was used to investigate minor elements present in
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**Fig. 10.** LIBS transversal chemical imaging for Ca and Zr obtained on the two cross sections of a 3-mm wide fiber pulled at 6 mm h\(^{-1}\) and located at (a) \(z = 19\) mm and (b) \(z = 27\) mm [189]. Reproduced from by permission of The Royal Society of Chemistry, CrystEngComm. 21, Lead-free piezoelectric crystals grown by the micro-pulling down technique in the RbTiO\(_3\)–CaTiO\(_3\)–BaZrO\(_3\) system, P. Veber et al., 2019.
tablet coatings such as Na, Mg and K. Additionally, PCA was employed and successfully used for the classification of 4 different tablet coatings.

The capabilities of LIBS for the investigating the composition of solar cells was reported by Lee et al. [188]. In this work, the composition of a commercial Cu(In,Ga)Se2 solar cells module was mapped. Obtained results were in good agreement with conventionally used SIMS analysis making LIBS a promising tool in quality control in the solar cells industries as analysis times could be reduced significantly.

In the work of Veber et al. LIBS was used as an analytical tool to investigate elemental distributions of Ca and Zr in lead-free piezoelectric crystals grown by the micro-pulling down technique [189]. Longitudinal LIBS analysis was in good agreement with EPMA analysis and was able to reveal inhomogeneities of Zr especially at high pulling speeds. Additionally, cross-sections of pulled fibres revealed elemental segregation at the core (Fig. 10).

5. Conclusion

LIBS is gaining more and more attention in the field of elemental imaging, mainly due to its ease of use in terms of sample preparation, speed of analysis and simple instrumentation compared to similar techniques. However, recently these advantages have become also accessible with LA-ICP-MS using laser-ablations systems with fast washout cells and modern ICP-TOF-MS instrumentation. Nevertheless, compared to this advanced approach LIBS offers some unique benefits such as access to the whole periodic table of elements and the possibility to collect elemental and molecular information simultaneously. In addition, LIBS instrumentation is usually significantly cheaper than LA-ICP-MS. Thus, applications become feasible which could not be addressed with other elemental imaging techniques, some prominent examples have been presented within this review.

Despite the general applicability of LIBS there are still some limitations which hamper the usefulness for challenging research tasks. In particular, to fully exploit the multi-element capabilities of this technique the measurement of broadband spectra is obligatory. However, to ensure selective analysis the presence of spectral interferences must be avoided, necessitating also requirements regarding spectral resolution. Unfortunately, most instruments enable either the collection of broadband spectra with rather low resolution or the analysis of small wavelength sections with high resolution. Consequently, the development of LIBS spectrometer which enable the simultaneous measurement of the whole spectral range (approximately from 200 to 1000 nm) with high resolution is aimed for.

Another weakness of current LIBS instrumentation is the sometimes insufficient sensitivity, thus measurements require the use of increased laser beam diameters to enable reliable analyte detection, and thereby imaging applications which need a high spatial resolution are disabled. A common solution to improve the sensitivity of analysis is the use of ICCD detectors or novel developments such as sCMOS detectors, enabling LIBS measurements with significantly improved detection limits. But usually with these advanced detectors only a certain spectral range can be covered, disabling the coincident detection of emission lines from different wavelength ranges. Even though, recording of high-resolution LIBS spectra with excellent sensitivity can be already achieved by combining an Echelle spectrometer with several ICCD detection units, ongoing improvements in LIBS instrumentation are demanded which will most probably allow for higher sensitivity at a lower price point in the future.

Besides instrumental developments, novel approaches such as Tandem LA-ICP-MS/LIBS, LIBS/Raman or double-or multi-pulse LIBS are promising to enhance the performance of LIBS [190] as well. In the case of Tandem LA-ICP-MS/LIBS, trace elements can be detected with the high sensitivity of ICP-MS and LIBS is used for the analysis of minor and major components as well as e.g. H, C, N and O making it a very versatile tool for multi-element imaging. The applicability of this Tandem approach for the investigation of tissue thin cuts [113] and archaeological samples [167] have been published recently. Hybrid LIBS/Raman systems have been recently reported in literature [191]. With this setup complementary information obtained from Raman spectroscopy was combined with LIBS data and used e.g. to improve classification of polymers [192] and analysis of forensic samples such as pigments and inks [193]. This combination is very promising to solve difficult classification tasks which seem to become more and more important. Double-pulse LIBS uses two consecutive laser pulses increasing the plasma temperature and reducing the atmospheric pressure and number density. This approach is especially interesting for applications which demand quasi non-destructive sample analysis such as valuable art work or heritage samples. With the use of a fs-laser for the ablation step only a minimum of sample material is consumed, which is efficiently atomized and excited with the second pulse from a ns-laser. This allows in particular significant improvements in the spatial resolution of analysis as a result of the enhanced sensitivity [120,138].

The progress of various chemometric approaches useful for LIBS data evaluation is also remarkable and may help advancing the establishment of LIBS as an elemental imaging technique, which is also capable of chemical sample classification. Here, especially the advantage of broadband LIBS spectra should be mentioned. Improvements of automatic peak detection combined with multivariate evaluation methods may enable fast and superior data evaluation strategies taking advantage of the information present in broadband LIBS spectra compared to simple univariate evaluations where only one emission signal from the spectrum is used. Nevertheless, due to the fast advancements in multivariate data evaluation strategies such as machine learning, algorithms are often used as black-boxes, often leading to misinterpretation of results. Therefore, expertise in this field could be very valuable for LIBS.

At the same time, some aspects of LIBS elemental mapping - most notably quantification remain to be challenging. In this field, novel approaches such as multivariate calibration or calibration-free quantitation may prove to be useful tools.
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