Einstein-Podolsky-Rosen steering based on semi-supervised machine learning
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Einstein-Podolsky-Rosen (EPR) steering is a kind of powerful nonlocal quantum resource in quantum information processing such as quantum cryptography and quantum communication. Many criteria have been proposed in the past few years to detect the steerability both analytically and numerically. Supervised machine learning such as support vector machines and neural networks have also been trained to detect the EPR steerability. To implement supervised machine learning, one needs a lot of labeled quantum states by using the semidefinite programming, which is very time consuming. We present a semi-supervised support vector machine method which only uses a small portion of labeled quantum states in detecting quantum steering. We show that our approach can significantly improve the accuracies by detailed examples.

I. INTRODUCTION

Einstein-Podolsky-Rosen (EPR) steering is an intermediate quantum correlation between quantum entanglement and quantum nonlocality [1], wherein one party can steer the state of another distant party by making measurements on one party of a shared bipartite state. EPR-steering was first observed by Schrödinger in the famous EPR paradox in 1935 [2, 3]. However, the rigorous definition of EPR-steering was not proposed till 2007. EPR-steering is proven to be asymmetric in general, that is, one party can steer the other but not vice versa [4, 5]. It has been shown that steering has many applications in quantum information processing such as one-sided device independent quantum key distribution [6], randomness certification [7], [8], subchannel discrimination [9, 10], secret sharing [11], quantum teleportation [12], coupled qubits and magnetoreception [13], cloning of quantum steering [14] and quantum networks [15].

Many methods have been proposed to detect EPR-steering, such as linear and nonlinear steering inequalities [17–22], uncertainty relations [23–25], moment matrix approach [26] and all-versus-nothing method [5]. Many steering measures were also proposed, which can be estimated based on semidefinite programming [27]. Nevertheless, it is generally very time consuming to detect steerability of a state numerically, as a huge amount of measurement directions has to be run over. Efficient criteria of steerability are still far from being satisfied.

Machine learning is a useful tool for classification problems, which has already successful applications in quantum information processing tasks such as entanglement classification, nonlocality discriminant, Hamiltonian learning and phase transition identification [28–33]. Machine learning methods such as support vector machine (SVM), artificial neural networks and decision trees have been also applied to the EPR-steering detection and quantification [34–35]. However, these methods are supervised machine learning ones, in which a lot of labeled results are needed. While quantum state labeling is also a very time consuming task.

Semi-supervised machine learning was proposed to combine labeled and unlabeled data to improve the learning behavior [36]. Semi-supervised support vector machine combines support vector machine and semi-supervised learning, which can make use of the scarce labeled data and sufficient unlabeled data to improve the classification performance [37]. The safe semi-supervised SVM (S4VM) was proposed to exploit multiple candidate low-density separators and to select the representative separators, which is never significantly inferior to the inductive SVM [38]. Semi-supervised SVMs have been successfully applied to text and image classification, face recognition and many other areas [39–42].

In this paper, we apply semi-supervised SVM-S4VM to deal with quantum steering problems. We need only a small portion of labeled states generated randomly by the semidefinite programming, together with a large portion of unlabeled quantum states used in S4VM. Compared with the inductive SVM, the accuracies can be significantly improved. Moreover, less time is needed to label the quantum states, while high accuracy is still attained.

II. SUPERVISED MACHINE LEARNING OF EPR-STEERING

A two-qubit quantum state, \( \rho_{ab} = \frac{1}{2}(I_4 + \sum_{i=1}^{3} r_i \sigma_i \otimes I_2 + \sum_{i=1}^{3} s_i I_2 \otimes \sigma_i + \sum_{i,j=1}^{3} t_{ij} \sigma_i \otimes \sigma_j) \), where \( I_4 \) is the \( d \times d \) identity matrix and \( \sigma_i \) \((i = 1, 2, 3)\) are the standard Pauli matrices.
matrices, is said to admit a local hidden state (LHS) model if the probability \( P(a, b|\mathbf{A}, \mathbf{B}) \) that Alice and Bob performs the measurements \( \mathbf{A} \) and \( \mathbf{B} \) with measurement outcomes \( a \) and \( b \), respectively, satisfy
\[
P(a, b|\mathbf{A}, \mathbf{B}) = \text{tr}(M\mathbf{A}^a \otimes M\mathbf{B}^b, \rho_{\mathbf{A}, \mathbf{B}})
\]
where \( P_Q(b|\mathbf{B}, \lambda) = \text{tr}(\rho_{\mathbf{B}} M\mathbf{B}^b, \lambda) \) are qubit states specified by the parameter \( \lambda \). State \( \rho_{\mathbf{A}, \mathbf{B}} \) is said to be not steerable if it satisfies relation (1). Otherwise we say that \( \rho_{\mathbf{A}, \mathbf{B}} \) is steerable from Alice to Bob. Equivalently, one may say that Alice cannot steer Bob if there exist probability \( p_\lambda \) and a set of quantum states \( \rho_\lambda \) such that
\[
\rho_\lambda^\mathbf{A} = \text{tr}_\mathbf{B}(M\mathbf{A}^a \otimes I_2, \rho_{\mathbf{A}, \mathbf{B}}) = \sum p_\lambda \rho(a|\mathbf{A}, \lambda) \rho_\lambda,
\]
where \( p(a|\mathbf{A}, \lambda) \) is a probability distribution given by \( a \) and \( \lambda \).

For any \( \rho_{\mathbf{A}, \mathbf{B}} \) if Alice performs \( m \) measurements \( \mathbf{A} = \{0, 1, 2, \cdots, m - 1\} \) with \( q \) outcomes \( a \in \{1, 2, \cdots, q\} \), an assemblage \( \{\rho_\lambda^\mathbf{A}\}_{\mathbf{A}, a} \) of \( m \) ensembles is obtained. Denote \( D(a|\mathbf{A}, \lambda) = \delta_{a, \lambda(A)} \), that is, \( D(a|\mathbf{A}, \lambda) = 1 \) if \( \lambda(A) = a \) and \( D(a|\mathbf{A}, \lambda) = 0 \) if \( \lambda(A) \neq a \). The following SDP algorithm can be used to detect if Alice can steer Bob for any given \( \rho_\lambda^\mathbf{A} \) and \( D(a|\mathbf{A}, \lambda) \) [27],
\[
\min \sum \sum F_{a|\mathbf{A}}(\rho_\lambda^\mathbf{A})
\]
\[
\text{such that, } \sum \sum F_{a|\mathbf{A}} D(a|\mathbf{A}, \lambda) \geq 0,
\]
\[
\text{and } \text{tr}(\sum \sum F_{a|\mathbf{A}}(\rho_\lambda^\mathbf{A})) = 1.
\]

If the objective value of (3) is negative for some measurements \( \mathbf{A} \), \( \rho_{\mathbf{A}, \mathbf{B}} \) is steerable from Alice to Bob. Otherwise, there exists an LHS model.

A state \( \rho_{\mathbf{A}, \mathbf{B}} \) is labeled \(-1\) if the objective value is negative after using the SDP program 100 times with different values of measurements. Otherwise, the state is labeled \( +1 \). In [34] a SVM is used for the classifier. For \( m = 2, 3, \cdots, 8 \), 5000 samples with label \( +1 \) and 5000 samples with \( -1 \) were obtained. The last 1000 positive samples and 1000 negative samples were reserved for tests, the remaining 4000 positive and 4000 negative samples were kept as training set to learn a classifier.

SVM is a supervised learning model used for classification and regression analysis. Given \( (\mathbf{x}_i, y_i), i = 1, 2, \cdots, n \), where \( n \) is the number of samples, \( \mathbf{x}_i \) (\( i = 1, 2, \cdots, n \)) are the feature vectors of the samples and \( y_i \) (\( i = 1, 2, \cdots, n \)) are the labels of the samples, \( y_i = 1 \) or \( y_i = -1 \). For linearly separable problems, SVM aims to find a hyperplane with the largest distance to the nearest feature vectors of each class. The hyperplanes \( H \) are defined as \( \omega\mathbf{x}_i + b > 1 \) when \( y_i = 1 \), and \( \omega\mathbf{x}_i + b < -1 \) when \( y_i = -1 \). Two marginal hyperplanes are defined by \( H_1 : \omega\mathbf{x}_i + b = 1 \) and \( H_2 : \omega\mathbf{x}_i + b = -1 \). The vectors on \( H_1 \) and \( H_2 \) are the support vectors. The distance \( \frac{2}{||\omega||} \) between \( H_1 \) and \( H_2 \) needs to be maximized. The final separating hyperplane \( H \) is selected to be the middle one between the two marginal hyperplanes.

Hence, the problems to be solved are given as follows,
\[
\min_{\omega} \frac{1}{2}||\omega||^2 + C \sum_{i=1}^l \xi_i + C \sum_{j=1}^{+u} \tilde{\xi}_j
\]
\[
\text{such that } y_i(\omega\mathbf{x}_i + b) \geq 1 - \xi_i, \quad \xi_i \geq 0
\]
\[
\tilde{y}_j(\omega\mathbf{x}_j + b) \geq 1 - \tilde{\xi}_j, \quad \tilde{\xi}_j \geq 0
\]
\[
\forall i = 1, \cdots, l, \forall j = l + 1, \cdots, l + u,
\]
\[
\text{where } B = \{\tilde{y} \in \{\pm 1\}^{l+u} | -\beta \leq \frac{\sum_{j=1}^{l+u} \tilde{y}_j - \frac{1}{u} \sum_{i=1}^l y_i}{\frac{1}{u}} \leq \beta \}
\]

III. SEMI-SUPERVISED MACHINE LEARNING OF EPR-STEERING

A well-trained SVM needs a lot of labeled samples. For steering detection it takes much time to generate the labeled samples and to obtain the data set with the increase of measurements [34]. Semi-supervised SVM can be used in classifying problems with a small portion of labeled samples and a large number of unlabeled samples.

The S3VM was first proposed to simultaneously learn the optimal hyperplane and the labels for unlabeled instances [42, 44]. Given a set of \( l \) labeled data \( \{\mathbf{x}_i, y_i\}_{i=1}^l \) and a set of \( u \) unlabeled data \( \{\mathbf{x}_j\}_{j=1}^{l+u}, y_i \in \{1,-1\} \), one needs to solve the following optimization problem:
\[
\min_{\omega, b, y_\mathbf{x}_j} \left( \frac{1}{2}||\omega||^2 + C \sum_{i=1}^l \xi_i + C \sum_{j=1}^{l+u} \tilde{\xi}_j \right)
\]
\[
\text{such that } y_i(\omega\mathbf{x}_i + b) \geq 1 - \xi_i, \quad \xi_i \geq 0
\]
\[
\tilde{y}_j(\omega\mathbf{x}_j + b) \geq 1 - \tilde{\xi}_j, \quad \tilde{\xi}_j \geq 0
\]
\[
\forall i = 1, \cdots, l, \forall j = l + 1, \cdots, l + u,
\]
\[
\text{where } B = \{\tilde{y} \in \{\pm 1\}^{l+u} | -\beta \leq \frac{\sum_{j=1}^{l+u} \tilde{y}_j - \frac{1}{u} \sum_{i=1}^l y_i}{\frac{1}{u}} \leq \beta \}
\]
Unlike S3VM, the S4VM was proposed to construct diverse large-margin separators since multiple large-margin low density separators may coincide with the limited labeled data, and then the label assignment for unlabeled instances is optimized such that the worst-case performance improvement over inductive SVM is maximized [35]. Recalling the S4VM in detail, one first has the following minimization problem:

$$\min_{\{\omega_i,b_i,y_i\mid y_i \in \{\pm 1\}\}} \frac{1}{T} \sum_{t=1}^{T} \left( \frac{1}{2} \|\omega_t\|^2 + C_1 \sum_{i=1}^{l} \xi_t + C_2 \sum_{j=l+1}^{l+u} \hat{\xi}_j \right) \tag{8}$$

$$+ G \sum_{1 \leq i \neq j \leq T} \delta \left( \frac{\hat{y}_t}{\sqrt{u}} \right) \geq 1 - \varsigma,$$

such that $y_i(\omega_t \phi(x_i) + b_i) \geq 1 - \varsigma_t, \quad \varsigma_t \geq 0$

$$\hat{y}_{i,j}(\omega_t \phi(x_j) + b_i) \geq 1 - \hat{\xi}_j, \quad \hat{\xi}_j \geq 0$$

$$\forall i = 1, \ldots, l, \forall j = 1, 2, \ldots, l+u, \forall t = 1, \ldots, T.$$

where $B = \{\hat{y}_t \in \{\pm 1\}^u \mid -\beta \leq \sum_{i=1}^{l+u} \hat{y}_{i,j} \leq \beta\}$, $\hat{y}_{i,j}$ is the $j$th entry of $\hat{y}_t$, $\delta$ is the indicator function which represents a quantity of penalty about the diversity of separators and $\varsigma \in [0, 1]$ is a constant, $G$ is a large constant enforcing large diversity. $C_1$ and $C_2$ are regularization parameters trading off the complexity and the empirical error on label and unlabeled data. $T$ is the number of the separators.

Second, from the global simulated annealing search with a deterministic local search scheme method or the sampling strategy used in solving minimization problems Eq. (8), we have the following problem,

$$\hat{y} = \arg \max_{y \in \{\pm 1\}^u} \min_{y} J(y, \hat{y}, y_{\text{SVM}}), \tag{9}$$

where $y_{\text{SVM}}$ is the predictive labels of inductive SVM on unlabeled instances, $M_0 = \{\hat{y}_t\}_{t=1}^{T}$ is obtained from [34],

$$J(y, \hat{y}, y_{\text{SVM}}) = \text{gain}(y, \hat{y}, y_{\text{SVM}}) - \lambda \text{loss}(y, \hat{y}, y_{\text{SVM}}) = c_l y + d_t \tag{10}$$

with

$$\text{gain}(y, \hat{y}, y_{\text{SVM}}) = \frac{1+u}{2} \sum_{j=l+1}^{l+u} 1 + y_j \hat{y}_j - y_{\text{SVM}}^j \hat{y}_j,$$

$$\text{loss}(y, \hat{y}, y_{\text{SVM}}) = \frac{1+u}{2} \sum_{j=l+1}^{l+u} 1 - y_j \hat{y}_j + y_{\text{SVM}}^j \hat{y}_j,$$

$$c_t = \frac{1}{2}[(1 + \lambda) \hat{y}_t + (1 - \lambda) y_{\text{SVM}}]$$

$$d_t = \frac{1}{2}[-(1 + \lambda) \hat{y}_t y_{\text{SVM}} + (1 - \lambda) u].$$

Then the minimization problem in (9) can be reformulated as the following maximization problem,

$$\max_{\hat{y}, \tau} \tau$$

such that $\tau \leq c_l y + d_t, \forall t = 1, 2, \cdots, T; \ y \in \{\pm 1\}^u.$

Convex linear programming problems can be solved by relaxing $y \in \{\pm 1\}^u$ to $y \in [-1, 1]^u$, and then project it back to integer solutions with minimum distance. If the function value of the resulting integer solution is smaller than that of $y_{\text{SVM}}$, $y_{\text{SVM}}$ is output as the final solution instead.

For any two-qubit quantum state $\rho_{AB}$, set $\rho_0 = (I_2 \otimes \rho_B^0) \rho_{AB} (I_2 \otimes \rho_B^0)$, where $\rho_B = \text{tr}_A \rho_{AB}$. The coefficients $\tau_{kl} = \text{tr}(\rho_0 (\sigma_k \otimes \sigma_l))$ can be reformulate as a nine-dimensional feature vector $x = [\tau_{11}, \tau_{12}, \cdots, \tau_{33}]^T$, where $T$ denotes transpose. Generating randomly quantum states by SDP [27, 31], we get a set of $l$ feature vectors of labeled quantum states, $\{x_i\}, i = 1, 2, \cdots, l$, with $y_i = -1$ for steerable states and $y_i = 1$ for unsteerable states. Denote $\{\hat{x}_j\}_{j=l+1}^{l+u}$ the set of feature vectors of unlabeled quantum states whose labels can be determined by the above S4VM [36] method. Radial basis function kernels are used here and $K(\phi(x_i), \phi(x_j)) = e^{-\gamma \|x_i - x_j\|^2}$.

We have three hyperparameters $C_1, C_2$, and $\gamma$ which are also determined by the grid research method.

### IV. NUMERICAL RESULTS

We generate randomly quantum states and get the class of steerable states from such random states by SDP. For balance, we choose half positive quantum states and half negative random states.

We implement SVMs by using $l$ labeled quantum states, the radial basis function kernel, ten-folded cross validation, and the grid search approach. $u$ unlabeled quantum states are considered as the test sets and the test errors are obtained. For S4VM, sample strategy is implemented here, three hyperparameters $C_1$, $C_2$, and $\gamma$ are determined by the grid search approach. We set $\beta = 0.1, \lambda = 3$, the number of clusters $T$ is 10 and the number of samples is 100 in the sample strategy for the examples. $u$ unlabeled quantum states are divided into $M$ different sets. Taking $M = 2$ as an example, we have the following steps:

1. The first set of unlabeled quantum states can be predicted by using $l$ labeled quantum states. Then, we implement five-fold cross validation for these $l + u/M$ quantum states by using SVMs. The best cross-validation accuracy and the best hyperparameters are then obtained. The labels of the first set of unlabeled quantum states from the best hyperparameters can be regarded as the real labels and the classification accuracies of these unlabeled quantum states are obtained.

2. After labeling the first set of unlabeled quantum states, $l+u/M$ labeled quantum states and the second set of unlabeled quantum states can be utilized to implement S4VM the second time. Then the second set of unlabeled quantum states can also be labeled. Implementing five-fold cross validation for these $l + 2 + u/M$, quantum states by using SVMs, the best cross-validation accuracy and the best hyperparameters are obtained. The labels of the second unlabeled quantum states from the best hyperparameters are considered as the real labels and the
classification accuracies of the second set of the unlabeled quantum states are obtained.

(3) The average accuracy of the two sets of unlabeled quantum states is considered as the classification accuracy of the unlabeled set.

We compute the errors of 4000 unlabeled quantum states when 30 labeled quantum states are used to implement S4VM for \( m = 2 \) and \( M = 1, 2, 4, 8 \). Except for the third labeled set, the errors are smaller when \( M = 1 \) and \( M = 2 \) compared to the errors when \( M = 4 \) and \( M = 8 \) for the most cases but the errors when \( M = 2 \) are smaller than that when \( M = 1 \) for \( m = 8 \), see Figs. 1 and 2. In addition, the computational speed for \( M = 2 \) is three times faster than that for \( M = 1 \).

Based on the above errors and computational speed, in the following numerical experiments we set \( M = 2 \) and use 10, 30, or 50 labeled states and 4000 unlabeled quantum states to implement S4VM for \( m = 2, 4, 6, 8 \).

When Alice performs \( m \) \((m = 2, 4, 6, 8)\) measurements, S4VM is implemented ten times by using ten different sets of \( l \) labeled quantum states. The errors for these \( u \) unlabeled quantum states are shown in the Figs. 3-5.

When two measurements are performed and ten labeled quantum states are used to implement S4VM, the errors by SVM are larger than 0.2 in many cases, which can be reduced to about 0.05 by S4VM in most cases. When \( l = 30 \), the errors by S4VM are less than 0.06, while the errors by SVM are larger than 0.09 in most cases. When \( l = 50 \), the errors by S4VM are less than 0.05, while the errors by
SVM are larger than 0.07 in most cases. In Table I, we list the maximum differences between errors from SVM and S4VM by using 10, 30, and 50 labeled quantum states and 4000 unlabeled quantum states for \( m = 2, 4, 6, \) and 8. It can be seen that the accuracies are significantly improved. To investigate the performance on positive and negative quantum states by S4VM, we show the errors of positive and negative class by SVM are represented by lines with squares and \( \star \), respectively.

The errors for positive and negative classes are also reduced in most cases, i.e. the errors for either the positive or negative class by SVM are also larger than the corresponding ones by S4VM for \( l = 10, 30, \) and 50, respectively. In general the errors for the negative class are smaller than those for the positive class, maybe due to the errors of SDP. When \( m = 2 \) and \( m = 8 \) the errors by S4VM for the negative class are approximately zero in most cases.

In Table II (Table III), we also list the maximum differences between errors of positive (negative) states from S4VM and SVM by using 10, 30, or 50 labeled quantum states and 4000 unlabeled quantum states for \( m = 2, 4, 6, \) and 8. Compared with the results from SVMs, semi-supervised SVMs can improve the accuracies in most cases. The differences between average errors from S4VM and SVM by using ten different sets of labeled quantum states are shown in Fig. 3. All the average errors can be improved. The smaller the \( l \) (the number of labeled

| \( m \) | \( \Delta E_{\text{max},10} \) | \( \Delta E_{\text{max},30} \) | \( \Delta E_{\text{max},50} \) |
|------|----------------|----------------|----------------|
| 2    | 0.216          | 0.129          | 0.055          |
| 4    | 0.22           | 0.088          | 0.159          |
| 6    | 0.36           | 0.12           | 0.13           |
| 8    | 0.104          | 0.028          | 0.01           |
Different Labeled Sets for $l=50$ and $m=2$

0.1 0.2 0.3 Error

Different Labeled Sets for $l=50$ and $m=4$

0.1 0.2 0.3 Error

Different Labeled Sets for $l=50$ and $m=6$

0.1 0.2 0.3 Error

Different Labeled Sets for $l=50$ and $m=8$

0.1 0.2 0.3 Error

FIG. 8. Classification errors of 2000 positive quantum states and 2000 negative quantum states by SVM and S4VM with ten different labeled sets for $l=50$, $m=2$, 4, 6, and 8. The errors for positive and negative quantum states are represented by lines with squares and $\dagger$, respectively, while the errors for positive and negative quantum states by SVM are represented by lines with diamond and $+$, respectively.

TABLE II. The maximum differences between the errors of positive states from SVM and S4VM by using ten different $l$ labeled quantum states and 4000 unlabeled quantum states for $l=10$, 30, and 50 and $m=2$, 4, 6, and 8. $\Delta E^+_{\text{max},l}$ is the maximum difference, errors of positive states from SVM minus the errors from S4VM, by using $l$ labeled quantum states.

| $m$ | $\Delta E^+_{\text{max},10}$ | $\Delta E^+_{\text{max},30}$ | $\Delta E^+_{\text{max},50}$ |
|-----|-----------------------------|-----------------------------|-----------------------------|
| 2   | 0.337                       | 0.14                        | 0.11                        |
| 4   | 0.24                        | 0.13                        | 0.11                        |
| 6   | 0.43                        | 0.19                        | 0.11                        |
| 8   | 0.04                        | 0.007                       | 0.004                       |

FIG. 9. The differences between the average errors from S4VM and SVM by using ten different $l$ labeled quantum states and $u$ unlabeled quantum states for $m=2$, 4, 6, and 8. The differences between the average errors for $l=50$, 30, and 10 are represented by the lines with $\odot$, $\dagger$, and circles, respectively.

TABLE III. The maximum differences between the errors of negative states from SVM and S4VM by using ten different $l$ labeled quantum states and 4000 unlabeled quantum states for $l=10$, 30, and 50 and $m=2$, 4, 6, and 8. $\Delta E^-_{\text{max},l}$ is the maximum difference, the errors of negative states from SVM minus the errors from S4VM, by using $l$ labeled quantum states.

| $m$ | $\Delta E^-_{\text{max},10}$ | $\Delta E^-_{\text{max},30}$ | $\Delta E^-_{\text{max},50}$ |
|-----|-----------------------------|-----------------------------|-----------------------------|
| 2   | 0.34                        | 0.10                        | 0.03                        |
| 4   | 0.47                        | 0.12                        | 0.07                        |
| 6   | 0.15                        | 0.10                        | 0.07                        |
| 8   | 0.029                       | 0.032                       | 0.031                       |

FIG. 10. The relationship between the cross validation accuracies and the accuracies of unlabeled quantum states by using ten labeled quantum states and $u$ unlabeled quantum states for $m=2$, 4, 6, and 8.

samples), the better the improved accuracies.

To show the validity of cross validation, the relationship between the cross rate and the accuracies are shown in FIG. 10 by taking 10 labeled quantum states. The vertical coordinates represent the accuracies of the unlabeled states, while the horizontal coordinates represent the the accuracies of cross validation.

To investigate the validity of the S4VM, we also study the classification of the generalized Werner states,

$$\rho_w = p|x\rangle\langle x| + (1-p)\rho_A \otimes \frac{I_2}{2},$$

where $|x\rangle = \cos \xi |00\rangle + \sin \xi |11\rangle$, $\rho_A = \text{tr}_B(|\psi\rangle\langle \psi|)$. The
S4VM are 0.969 and 0.979 for state is unsteerable from Alice to Bob if we take are shown in Fig. 11. Different from the above examples, case when can indeed save a lot of time. However, the algorithm can express the semi-supervised learning algorithm, which are again 0.076 and 0.036 higher than those by SVM. Let the unlabeled set be of 2500 generalized Werner quantum states, the classification errors of the unlabeled can be improved to 0.95 or higher. The accuracies can be seen that the accuracies of the unlabeled quantum states from are 0.15 higher than those by SVM in the best states can be improved to 0.95 or higher. The accuracies by S4VM are 0.15 higher than those by SVM in the best case when \( m = 4 \) and \( m = 8 \). The average accuracies by S4VM are 0.969 and 0.979 for \( m = 4 \) and \( m = 8 \), respectively, which are again 0.076 and 0.036 higher than those by SVM.

We only need a small portion of the labeled data to implement the semi-supervised learning algorithm, which can indeed save a lot of time. However, the algorithm may still cost much time since the global simulated annealing search, the sample strategy, and the grid search approach in S4VM cost time. Besides, the accuracies by S4VM cannot be improved significantly when the number of the labeled samples becomes larger, while the accuracies by SVM are greater than 0.95.

V. CONCLUSION

Semi-supervised SVMs can be used in the situation that the labeled samples are scarce or very difficult to obtain. We have implemented a special semi-supervised SVM-S4VM to detect the EPR steering with a small portion of labeled quantum states and a large portion of unlabeled quantum states. Compared with inductive SVM, the detection errors can be significantly decreased in most cases. Our approach makes a useful step to solve the quantum correlation detection problems based on the semi-supervised machine learning method, as it costs time to get enough labeled quantum states. This approach may be applied similarly to detect other quantum correlations such as quantum entanglement and Bell non-locality. Our results may also highlight the applications of other more efficient semi-supervised machine-learning methods such as artificial neural networks to quantum correlation detections.
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FIG. 11. Classification errors of SVM and S4VM with ten different sets of \( l \) labeled quantum states for \( m = 4 \), and \( m = 8 \), \( l = 30 \), \( N_2 = 2500 \), and \( M = 1 \). The errors of SVM for \( l = 30 \) are represented by line with \( * \), the errors of S4VM for \( l = 30 \) are represented by line with square.

\[
\cos^2 2\zeta \geq \frac{2p - 1}{(2 - p)p^2}. \tag{14}
\]

Let the unlabeled set be of 2500 generalized Werner states from \( p = 0 \) to \( p = 1 \). By using 30 random labeled quantum states, the classification errors of the unlabeled generalized Werner states for \( \psi = \frac{\pi}{8} \) by SVM and S4VM are shown in Fig. 11. Different from the above examples, we take \( M = 1 \) here to show the performance of S4VM. It can be seen that the accuracies of the unlabeled quantum states can be improved to 0.95 or higher. The accuracies by S4VM are 0.15 higher than those by SVM in the best case when \( m = 4 \) and \( m = 8 \). The average accuracies by S4VM are 0.969 and 0.979 for \( m = 4 \) and \( m = 8 \), respectively, which are again 0.076 and 0.036 higher than those by SVM.

\[ S4VM \text{ may still cost much time since the global simulated annealing search, the sample strategy, and the grid search approach in S4VM cost time. Besides, the accuracies by S4VM cannot be improved significantly when the number of the labeled samples becomes larger, while the accuracies by SVM are greater than 0.95.} \]

\[ V. \ \text{CONCLUSION} \]

\[ \text{Semi-supervised SVMs can be used in the situation that the labeled samples are scarce or very difficult to obtain. We have implemented a special semi-supervised SVM-S4VM to detect the EPR steering with a small portion of labeled quantum states and a large portion of unlabeled quantum states. Compared with inductive SVM, the detection errors can be significantly decreased in most cases. Our approach makes a useful step to solve the quantum correlation detection problems based on the semi-supervised machine learning method, as it costs time to get enough labeled quantum states. This approach may be applied similarly to detect other quantum correlations such as quantum entanglement and Bell non-locality. Our results may also highlight the applications of other more efficient semi-supervised machine-learning methods such as artificial neural networks to quantum correlation detections.} \]
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