Seepage Analysis in Short Embankments Using Developing a Metaheuristic Method Based on Governing Equations
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Abstract: Seepage is one of the most challenging issues in some procedures such as design, construction, and operation of embankment or earth fill dams. The purpose of this research is to develop a new solution based on governing equations to solve the seepage problem in an effective way. Therefore, by implementing the equations in the programming environment, more than 24,000 models were designed to be applicable to different conditions. Input data included different parameters such as slopes in upstream and downstream, embankment width, soil permeability coefficient, height, and freeboard. With the use of this big data, a new process was developed to provide simple mathematical models for the seepage rate analysis. The study first used intelligent models to simulate the seepage behavior. Finally, the accuracy of the models was optimized using a new metaheuristic algorithm. This led to the ultimate flexibility of the final model presented as a new solution capable of evaluating different conditions. Finally, using the best model, new mathematical relationships were developed based on this methodology. This new solution can be used as a proper alternative to the governing equations of seepage rate estimation. Another advantage of the proposed model is its high flexibility that can be well applied to engineering design in this field, which was not possible using the initial equations.
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1. Introduction

In geotechnical engineering, free surface seepage is one of the main concerns. This seepage can be restricted by flow boundaries with respect to different methods such as Finite Difference Method (FDM) [1] and Finite Element Method (FEM) [2–4]. These techniques are based on adaptive meshing
and other methods with fixed mesh approaches [5–13]. After considering all approaches proposed in the literature to solve the free surface seepage problems, one of the operative approaches, i.e., extended pressure (EP), was selected to be used in this study. This technique is of a high effectiveness since it reduces inequalities of variability into the simpler equalities based on Darcy’s law [14]. This technique is also applied to many types of free surface seepage and numerical purposes [15,16]. In general, the numerical techniques are not used in the engineering field, specifically in the soil mechanics area, mainly because they require rather problematical sources and performances. It means that the experimental tests in the field provide more natural databases compared to the numerical analysis. The basic spreadsheet resolutions for limited seepage problems are presented in some studies when the soil profile includes multiple layers and anisotropic permeability [17]. However, these methods are based on the restricted seepage when the flow boundary condition is recognized. In fact, they do not relate to the unconfined seepage issues such as free surface flows inside the earth dams. In addition to the inner erosion, which is one of the main causes of embankment dam fails, seepage is also a significant factor that needs to be monitored at embankments. In the case of monitoring systems, there are not many cases, but they are sufficient to detect small variations of seepage flow.

For embankment monitoring, two factors need to be checked: temperature and resistivity. Both can help to find specific effects caused by time-dependent processes such as internal erosion, where the comparative accuracy is more critical than absolute accuracy [18]. In terms of dam operation with respect to the instrumentation, dam monitoring is an extremely essential objective. In this area, many monitoring factors are important, including seepage, pore water pressure, deformations, seismic motion acceleration, and temperature amplitudes. Seepage is the most critical issue that may take place during processes related to a dam, e.g., design, construction, and operation. In this context, many earth fill dams have experienced failure of the core section due to the seepage phenomenon. Numerous researchers have attempted to model seepage through earth fill dams using different approaches (e.g., [19,20]). In the case of dam performance based on nonlinear behavior, there are many models that have been developed and introduced in the literature using different methods. These models are generally categorized into three main groups: physics-based, black box, and conceptual models [21].

The FEM model of seepage in embankment soil with piping zone was investigated by Jianhua [22]. It was based on continuum mechanics as a well-known technique to simulate the seepage. He found that the piping zone length and permeability ratio are the most effective factors on the seepage flow. Moreover, PS and Balan [23] studied numerical analysis of seepage in embankment dams. They applied different software such as MODFLOW, SEEP/W, ANSYS, PLAXIS, PDEase2D, and SVFLUX to the analysis of embankment dams in real cases, and also discussed advantages and limitations of the software. In other research, Cho [24] investigated the probabilistic analysis of seepage considering the spatial variability of permeability for an embankment. The traditional seepage analysis method was applied to a layered soil profile to develop a probabilistic approach to interpretation of the uncertainties and spatial variation of the hydraulic conductivity. That study concluded that the developed probabilistic framework can be applied to the hydraulic conductivity of seepage analysis. Le et al. [25] conducted the stochastic analysis of unsaturated seepage in embankment. They used the advantages of both FEM and Monte Carlo simulation techniques to solve the seepage-related problem through a flood defense embankment with random heterogeneous material properties. In another similar study, Calamak et al. [26] presented the probabilistic evaluation of the effects of uncertainty on transient seepage.

Considering the actual physical characteristics of the phenomenon, physics-based and conceptual models are reliable tools, although they have some practical restrictions. Remember that the black box models can be more appreciated when perfect estimates are more significant than physical considerations. Auto Regressive Integrated Moving Average (ARIMA) is a standard black box model that can be used to make an aqua-related time series [27]. These models are linear, hence losing their effectiveness in modeling hydraulic processes that are implanted with high levels of complexity, vitality, and nonlinearity in both spatial and temporal scales. Recently, artificial intelligence (AI)
methods have been commonly applied to hydraulic procedures as well as other applications in civil engineering [28–63]. AI models such as Feed Forward Neural Network (FFNN), Support Vector Regression (SVR), and Adaptive Neural Fuzzy Inference System (ANFIS) are reasonably new black box approaches which are applicable to different features of hydraulic engineering [64–67]). To construct a model of dam seepage, Tayfur [68] implemented artificial neural networks (ANNs). They used this method in Poland to predict the piezometric heads on an earth fill dam. Their input data was related to the upstream head and downstream water surface levels to predict the obtained results of FEM. In the case of spatial-temporal modeling of the water level in embankments, an ANN model was proposed by Nourani and Babakhani [69]. They performed ANN modeling to simulate the piezometric water level of an earthen dam. In sole ANN modeling, a single ANN was carried out for each piezometer, whereas in the integrated ANN modeling, a unique ANN was applied to all piezometers at different dam sections. The authors in [70] applied and discussed the Neuro-fuzzy and SVR (based on the Support Vector Machine (SVM)) models as other forms of artificial intelligence approaches. In [71], ANN and fuzzy theories were used in designing an exclusive framework to calculate the water head in piezometers of the Iron Gate 2 dam regarding the tail water levels as input data and the water levels in the piezometers. Lastly, the researchers in [72] employed an SVR model to analyze seepage and dam piping. The use of such black box models (e.g., ARIMA, ANN, ANFIS, and SVR) resulted in reasonable outcomes, although it was also revealed that using different models to solve one definite problem may lead to slightly different consequences. For instance, in a time series prediction, one model may relevantly simulate the maximum assessments, whereas the other may denote well the minimum values. Therefore, as a post-processing method, by linking different models through a collective modeling framework, different aspects of the underlying arrangements may be captured more perfectly. The theory of such a model combination has been already argued and applied to various engineering contexts [73–75].

Furthermore, a number of significant studies have been carried out with objectives similar to those of the present paper. ANN-based techniques have been found capable of solving engineering problems; however, they suffer from certain limitations, including low learning speed and incapability of escaping from local minima [76,77]. To remove these disadvantages, ANN can be integrated with optimization algorithms, such as artificial bee colony (ABC), imperialist competitive algorithm (ICA), invasive weed optimization (IWO), and particle swarm optimization (PSO). In this way, bias and weight in ANNs can adjusted, which results in higher efficiency and accuracy level when performing prediction tasks. In recent years, such hybrid systems have been applied to a number of geotechnical problems [78–80]. Based on the above discussion, the present paper attempts to accomplish the following objectives:

(1) Investigating different conditions of the seepage rate in the environment;
(2) Implementing the equations governing the seepage rate and different generating models;
(3) Developing neural models;
(4) Presenting new approaches to evaluating the seepage rate as alternative solutions to the equations previously presented in the literature.

2. Research Methodology

2.1. Theory and Data Collection

There is a need to effectively control the seepage that may occur in earthen embankments in a way to ensure their safety and minimize water loss. With collection of water behind an earthen embankment, a seepage line or saturation line (also called Pheratic line) may appear. This is the line below which positive hydrostatic pressures exist. Right upon the line, pressure is of the atmospheric type, which means that the hydrostatic pressure equals zero, whereas above the seepage line in the capillary fringe, the pressure is negative. Remember that some flow takes place in the capillary fringe, which is normally overlooked in embankment seepage analyses. The location of the seepage line of an embankment needs to be well predicted for three purposes: (1) ensuring that the seepage line is not going to cut the
dam downstream face and bring about the toe softening or sloughing; (2) finding the line that separates the wet and dry soil, which is necessary when computing the stability level; and (3) obtaining the top boundary line to draw the flow net, which is needed for calculating the seepage.

The literature consists of a number of studies that suggest determining the discharge and the free surface through homogenous embankment. Such classifications typically utilize the Dupuit’s assumptions. A number of these processes are discussed in the present study.

2.1.1. Dupuit’s Method

The discharge per unit width \( q \) through any vertical section of the dam (Figure 1) is given by

\[
q = -k y \frac{dy}{dx} \tag{1}
\]

Integrating and substituting the boundary conditions \( x = 0, y = h_1 \) and \( x = L, y = h_2 \)

\[
q \int_0^L dx = -k \int_{h_1}^{h_2} y dy \tag{2}
\]

or

\[
q (L - 0) = -k \left[ \frac{h_2^2 - h_1^2}{2} \right] \tag{3}
\]

Therefore,

\[
q = -k \left[ \frac{h_2^2 - h_1^2}{2L} \right] \tag{4}
\]

A parabolic function is needed in this equation in regard to free surface, which is generally recognized as Dupuit’s parabola [81]. According to the study conducted by Murty [81], no study has been carried out taking into account the emerging or exiting situations of the seepage line or the development of a surface of seepage. With no water level upon the downstream \( (h_2 = 0) \), indeed the seepage line intersects the impervious base that is called bedrock. Furthermore, it is worth mentioning that neither the locus of the free surface nor the discharge capacity depends on the slopes.

\[\text{Figure 1. Definition sketch for Dupuit's solution.}\]

2.1.2. Schafferank and van Iterson Method

The first approximate method for the development of free surface was proposed by Schafferank and van Iterson [81].

As an earthen embankment on an impervious base (Figure 2) with no tail water, and with applying Equation (1) to triangle CAB, the discharge per unit width (with \( x \) taken as +ve to the left) can be achieved:
\[ q = -k y \frac{dy}{dx} = k a \sin \alpha \cdot \tan \alpha \]  \hspace{1cm} (5)

where \( a \) denotes the length of seepage surface, and \( K \) stands for hydraulic conductivity of the embankment material. Equation (5) can be used to determine the value of ‘\( a \)’.

\[ q \int_{\sin a}^{h} ydy = \int_{\sin a}^{d} \sin a \cdot \tan a \cdot dx \]  \hspace{1cm} (6)

Or,

\[ \frac{1}{2} (h^2 - a^2 \sin^2 \alpha) = \sin a \cdot \tan a (d - \cos a) \]  \hspace{1cm} (7)

Or,

\[ (h^2 - a^2 \sin^2 \alpha) = 2ad \frac{\sin^2 \alpha}{\cos \alpha} - 2a^2 \sin^2 \alpha \]  \hspace{1cm} (8)

Or,

\[ a^2 - \frac{2d}{\cos \alpha} a + \frac{h^2}{\sin^2 \alpha} = 0 \]  \hspace{1cm} (9)

Or,

\[ a = \frac{1}{2} \left( \frac{2d}{\cos \alpha} \right) - \sqrt{\left( \frac{4d^2}{\cos^2 \alpha} - \frac{4h^2}{\sin^2 \alpha} \right)} \]  \hspace{1cm} (10)

Therefore,

\[ a = \frac{d}{\cos \alpha} \left( \sqrt{\left( \frac{a^2}{\cos^2 \alpha} - \frac{h^2}{\sin^2 \alpha} \right)} \right) \]  \hspace{1cm} (11)

Figure 2. Seepage line determination.

Remember that the parabolic free surface in this case is tangent to the downstream slope, which is not the case with the Dupuit’s solution. This plays a critical role for the entrance conditions correction at the upstream slope. As suggested by Casagrande, point \( D_0 \) (Figure 3) is better to be taken as the starting point of a seepage line, rather than point \( D \). As can be seen, distance between \( D_0 \) and \( D \) is 0.3 \( X \). In fact, \( X \) is \( OJ \). It means that \( D_0D \) as a distance depends on upstream slope (\( \beta \)). After that, the actual entrance condition can be determined through sketching in the area \( DF \) tangent to the parabolic free surface and normal to the upstream slope.
where \( Z \) denotes the vertical distance from upstream water level to the top of embankment, \( W \) signifies the top width of the embankment, and \( \alpha \) stands for the angle of the downstream and upstream faces.

In case of a homogenous embankment that is positioned upon an impervious foundation in which the discharge slopes are flatter than 1:1 (see Figure 3), a possible assumption is that the point where the seepage line and the downstream face are intersected is as expressed below:

\[
e = asina = \frac{h}{3}
\]  

(12)

where \( e \) stands for the distance between the impervious base and the intersection of the seepage line upon the downstream side, and \( h \) signifies the height of water upon the upstream side.

The discharge through a unit width of embankment \((q)\) is obtainable through the use of Darcy’s law:

\[
q = -k \frac{dh}{dt} \times \text{Area}(\text{mean discharge area of vertical cross section})
\]

\[
= -k \left( \frac{h}{L} \right) \times \left( \frac{h+\frac{e}{2}}{2} \times 1 \right)
\]

\[
= k \left( \frac{h}{L} \right) \times \left( \frac{h+\frac{e}{2}}{2} \right)
\]

\[
= k \left( \frac{h^2+e^2}{4L} \right)
\]  

(13)

where \( k \) stands for hydraulic conductivity of the material of the embankment or permeability coefficient, and \( L \) denotes the mean length of the seepage line (the distance from the starting point of the seepage line \( D_0 \) to the midpoint \( A \) of the seepage face \( BC \)).

Replacing for \( e = h/3 \) in Equation (14) we will obtain:

\[
q = \frac{k}{2} \left( \frac{h^2-\left(\frac{h}{3}\right)^2}{L} \right)
\]

Or,

\[
q = \left( \frac{h^4h^2}{9L} \right)
\]  

(14)

In Figure 3, \( L \) is given by

\[
L = EG
\]

\[
= EH + HI + IJ + JG
\]

\[
= (CH - CE) + HI + IJ + JG
\]

\[
= (h + Z) \cot \alpha - \frac{h}{2} \cot \alpha + W + Z \cot \alpha + 0.3 \text{ m}
\]

\[
= (h + Z) \cot \alpha - \frac{h}{2} \cot \alpha + W + Z \cot \alpha + 0.3 \text{ h} \cot \alpha + 0.3 \text{ m}
\]

\[
= (1.3 h + 2Z) \cot \alpha - \frac{h}{2} \cot \alpha + W
\]

\[
= \left( 1.3 h + 2Z - \frac{h}{2} \right) \cot \alpha + W
\]  

(15)

where \( Z \) denotes the vertical distance from upstream water level to the top of embankment, \( W \) signifies the top width of the embankment, and \( \alpha \) represents the angle of the downstream and upstream faces.
The seepage formula is applied to a coding program with respect to the visual basic language using Excel 2014. Based on the scope of study, input data are used to extract the output data that is the seepage rate for homogenous embankment. A total of 24,197 models were taken into consideration in this study. In this paper, the soil permeability coefficient \((K)\) is between \(1 \times 10^{-4}\) to \(1 \times 10^{-10}\) cm/s, height water \((HW)\) is between 15 m and 50 m, freeboard \((FB)\) is between 2 m and 5 m, upstream slopes \((\beta)\) are between 15\(^\circ\) and 30\(^\circ\), downstream slopes \((\alpha)\) are between 15\(^\circ\) and 30\(^\circ\), and width crest \((WC)\) is between 8 m and 12 m. After all this, the output data, which are \(Q\) (m\(^3\)/s) with respect to seepage rate, are computed for all models. Table 1 presents the statistical details of the data.

### Table 1. The statistical details of the dataset in this research.

| Parameter                  | Abbreviation | Unit    | Min       | Max       | Average    | Std       |
|----------------------------|--------------|---------|-----------|-----------|------------|-----------|
| Soil permeability coefficient | \(K\)       | cm/s    | \(1 \times 10^{-10}\) | \(1 \times 10^{-4}\) | \(1.59 \times 10^{-5}\) | \(3.45 \times 10^{-5}\) |
| Height water               | \(HW\)      | m       | 10        | 48        | 29         | 10.89     |
| Freeboard                  | \(FB\)      | m       | 2         | 5         | 4          | 1.12      |
| Upstream slopes            | \(\beta\)   | degree  | 15        | 30        | 23         | 5.59      |
| Downstream slopes          | \(\alpha\)  | degree  | 15        | 30        | 23         | 5.59      |
| Width crest                | \(WC\)      | m       | 8         | 12        | 10         | 1.63      |
| Seepage rate               | \(Q\)       | m\(^3\)/s | \(7.81 \times 10^{-11}\) | \(1.48 \times 10^{-3}\) | \(8.82 \times 10^{-5}\) | \(2.22 \times 10^{-5}\) |

#### 2.2. Prediction Models

##### 2.2.1. Artificial Neural Network (ANN)

Artificial neural network (ANN), which was introduced by McCulloch and Pittsin [82], is an intelligence mathematical technique of high popularity. This technique is capable of mimicking the complicated nonlinear relationships between input and output parameters on the basis of various environments. It is actually a simulation of the human brain neural mechanisms. ANN is an efficient parallel processing architecture containing at least a single hidden layer as well as input and output variables. It effectively handles fuzzy information where the functional relationships are not clear [80,83,84]. In ANN, through training, preceding samples, and experiences, the models can be created. It can be said that based on various training data, those patterns that are utilized to collect the neurons and outputs are mutative. Neurons construct the foundation of an ANN; they form the network organization. The neurons construct the layer(s) and the contextual layers have connection with each other through interconnection weights. ANN has been presented in lots of patterns among which the feed-forward-back-propagation (BP) is of a high practicality and has been used effectively in a number of studies [85–87]. Various inputs exist in each neuron. In the course of a training process, an output is produced by these inputs. Within ANN, neurons are in a full connection with each other, and the output of each unit element will be used as a new input for the following unit element. The layers in this system are composed of multiple neurons; the information is transmitted from the first layer to the next one in the course of training process and then the network response is produced by the last layer. The intermediate layers (also called hidden layers) are located between the input and output layers [88]. Numerous algorithms have been proposed in the literature on the basis of ANN; among them, BP is recognized of the highest popularity when there is a need for the interpretation of the network modification behavior [89]. In general, the error correction learning law is implemented in BP in which the error propagation actually adjusts the connection weights in a way to decrease as much as possible the sum of the mean squared error within the output layer. That is, the learning propagation comprises two phases: forward phase and back phase. In the former, a series of outputs is provided by the layer inputs transmission. In the latter, synaptic weights are obtained. To evaluate the efficiency of the above-mentioned model performance, two statistical indicators are taken into account, namely the coefficient of determination \((R^2)\) and the root mean square error (RMSE) [90,91].
2.2.2. Invasive Weed Optimization (IWO)

The invasive weed optimization (IWO) is an optimization algorithm that works based on population. It is capable of satisfying the high quality performance of a mathematical equation through adapting and randomizing a weed colony. The rapid and wide growth of weeds is a significant threat to agricultural products. They show a great resistance to environmental and climate changes. As a result, a strong optimization algorithm can be designed by simulating the behaviors of this herb. In fact, IWO makes use of the weed community and their high level of resistance, compatibility, and randomness in order to find an effective solution to a given problem.

Researchers have developed IWO on the basis of agriculture phenomena inspired by the invasive weeds. As mentioned earlier, weeds have the capacity of growing unintentionally. However, scientists have noted numerous benefits for the presence of this herb in urban spaces. Only due to some damage that the unintentional growth of weeds may have for human activities and the planet’s life, is it recognized as a “weed” [92]. Though IWO is an algorithm of an acceptable simplicity regarding the concept, structure, and implementation, it is known as a robust optimization algorithm with a high capacity for solving nearly all optimization problems. In the following, the IWO operation is explained step by step:

1. First, at the “population initialization” step, several seeds are randomly distributed within the search space.

2. At the “reproduction” step, every plant is poured into a flowering plant; after that, the system can produce seeds that are worth their proportion. Then, the quantity of the seeds is linearly reduced from $S_{\text{max}}$ to $S_{\text{min}}$ with the use of the following equation:

$$n(w_i) = \frac{S_{\text{max}}(\max f_{\text{it}}(w_i)) + S_{\text{min}}(\min f_{\text{it}}(w_i))}{\max f_{\text{it}} - \min f_{\text{it}}} \quad \text{(16)}$$

3. At the third step, a new position of the seeds within the search space is determined. At this step, the child’s seeds are positioned nearby their parents.

4. At the fourth step, which is referred to as the competitive elimination step, the best seeds are created based on their merit. It takes place in the case that a certain number (P_{\text{max}}) of seeds have been created.

5. Finally, at the fifth step, if the termination criterion is not satisfied yet, the whole process is repeated from the second step to the end. It continues until the termination criterion is met, and the algorithm operation will then end. Figure 4 illustrates a general diagram showing the steps involved in an IWO operation.

![Invasive weed optimization (IWO) flowchart.](image-url)

Figure 4. Invasive weed optimization (IWO) flowchart.
2.2.3. Hybrid Algorithms

The literature contains numerous studies conducted to improve ANN using optimization algorithms like PSO, GA, ICA, and ABC (see [38, 93–98]). BP does not act strongly in exploring the accurate global minimum; as a result, the ANN model might obtain unwanted results [99]. However, there is a higher probability for ANN to be trapped in local minima. In this regard, optimization algorithms are able to address the above-noted problem effectively through setting the biases and weights of ANN. The present paper develops a new hybrid model: IWO-ANN, for the purpose of predicting seepage rate. In this hybrid model, IWO is responsible for exploring the global minimum; after that, ANN chooses it in a way to obtain the best results.

3. Simulation Models

Hybrid model processes are presented in this section. A new hybrid model that is based on the combination of the base model (ANN) with the algorithm of IWO is discussed. To design the best model to predict the seepage rate, each model is separately evaluated to identify the best performance of each.

3.1. Initial Model

This section explains the way an ANN model was designed and developed in order to predict the seepage rate. To design an effective intelligent system, an important step is the proper use of input data. The literature was reviewed to identify the parameters that can affect the seepage rate. Table 2 presents the input data applied to the proposed model. Every intelligent network consists of two basic parts: training and testing. The former creates a nonlinear relationship between independent and dependent variables, while the latter examines the first part. Therefore, out of the total 24,000 pieces of data accessible here, there is a need to determine a portion applicable to training processes and another to testing processes. As widely suggested in the literature by various researchers, [33, 55–58], 80% of data was allocated to training and the remaining part was allocated to testing.

Table 2. Results of various artificial neural network (ANN) models with activation function Tanh.

| Model No. | Structure | The Best R² | Training | Testing |
|-----------|-----------|-------------|----------|---------|
| T1        | 6-1-1     | 0.7925      | 0.8050   |
| T2        | 6-2-1     | 0.9126      | 0.9068   |
| T3        | 6-3-1     | 0.8738      | 0.8633   |
| T4        | 6-4-1     | 0.9018      | 0.9184   |
| T5        | 6-5-1     | 0.9378      | 0.9333   |
| T6        | 6-6-1     | 0.9140      | 0.9050   |
| T7        | 6-7-1     | 0.8919      | 0.8998   |
| T8        | 6-8-1     | 0.9071      | 0.9199   |
| T9        | 6-9-1     | 0.9155      | 0.9143   |
| T10       | 6-10-1    | 0.9241      | 0.9077   |

A variety of algorithms have been introduced in the literature for the purpose of training ANN, among which a key one is the Levenberg–Marquardt (LM) method [100–104]. It can be effectively applied to problems that may arise in the civil engineering and mining contexts [60–62]. Three layers exist in this model; the first and third layers are related to the input and output data, respectively. In studies carried out formerly, a hidden layer has been also utilized for solving many linear and nonlinear engineering problems [105–108]. For that reason, in this study, a hidden layer is also used. Figure 5 presents the ANN structure implemented in this paper.
The principal objective of the ANN model is the exploration of a proper way through which the intelligent systems could perform their defined predictive tasks. Typically, two parameters have impact on performance of the ANN models: the number of neurons and the number of iterations. More specifically, the number of neurons existing in the hidden layer meaningfully contributes to determination of the minimum limits of computational space. This study continues toward the phases that are set on the basis of the initial conditions of the under-consideration problem. If the initial conditions cannot be met, the system then continues working on the basis of a predefined number of iterations. The literature consists of various approaches to determining the optimum number of neurons that can exist in the hidden layer. To this end, different researchers have suggested different formulas \([104,109,110]\). Nevertheless, in the engineering field, numerous studies have implemented various numbers of data, which shows that the intelligent models demonstrate their best performance in every computational space with a certain number of neurons \([105,111]\). Moreover, a complete analysis of 10 to 100 iterations was done in order to specify the number of iterations. The value of 80 iterations was selected by sensitivity analysis as the value that requires the best results. Additionally, \(R^2\) and \(RMSE\) were employed as statistical indices in order to evaluate the developed model’s performance quality. In this study, in addition to the number of neurons, activation functions were also investigated as affecting parameters. In the neural models, the famous function was used for this research: Tanh, Exponential, Sine and Logistic.

Finally, 5 groups of different neural network structures were developed for seepage rate. The results of these groups are presented in Tables 2–5, respectively. As can be seen, the prediction of seepage rate generally performs well. However, these tables show that each different activation function and structure of the hidden layer neurons have different functions. In designing intelligent networks, the system needs to be carefully evaluated for under-fitting and over-fitting. According to the system trends, the results do not have the first problem (under-fitting), but do have the second problem (over-fitting), which is more common and must be carefully considered. According to the results, models T5, E3, S3, and L8 are the best-designated screens. With regard to the over-fitting problem, it can be seen that structures of S3 and L8 have lower prediction accuracy of the testing section against the high accuracy of the training section. This indicates that the system has not been able to properly accommodate all conditions. This suggests that models are more trained and less flexible with new data. Finally, among all models, Model T5 with accuracy of 0.9378 and 0.9333 for both training and testing sections, respectively, is presented as the best structure for seepage rate prediction. This structure is then combined with an IWO algorithm and a new structure (IWO-ANN) is introduced to increase its performance.
Table 3. Results of various ANN models with activation function Exponential.

| Model No. | Structure | The Best $R^2$ |
|-----------|-----------|---------------|
|           |           | Training | Testing |
| E1        | 6-1-1     | 0.8460   | 0.8391   |
| E2        | 6-2-1     | 0.9025   | 0.8954   |
| E3        | 6-3-1     | 0.9257   | 0.9261   |
| E4        | 6-4-1     | 0.9059   | 0.9064   |
| E5        | 6-5-1     | 0.8648   | 0.8660   |
| E6        | 6-6-1     | 0.8813   | 0.8956   |
| E7        | 6-7-1     | 0.9103   | 0.9213   |
| E8        | 6-8-1     | 0.9052   | 0.9149   |
| E9        | 6-9-1     | 0.8666   | 0.8926   |
| E10       | 6-10-1    | 0.8860   | 0.8722   |

Table 4. Results of various ANN models with activation function Sine.

| Model No. | Structure | The Best $R^2$ |
|-----------|-----------|---------------|
|           |           | Training | Testing |
| S1        | 6-1-1     | 0.8571   | 0.8600   |
| S2        | 6-2-1     | 0.8708   | 0.8924   |
| S3        | 6-3-1     | 0.9231   | 0.8874   |
| S4        | 6-4-1     | 0.8962   | 0.9053   |
| S5        | 6-5-1     | 0.8862   | 0.9113   |
| S6        | 6-6-1     | 0.9055   | 0.8813   |
| S7        | 6-7-1     | 0.8834   | 0.9075   |
| S8        | 6-8-1     | 0.9017   | 0.8825   |
| S9        | 6-9-1     | 0.8876   | 0.9175   |
| S10       | 6-10-1    | 0.8668   | 0.8925   |

Table 5. Results of various ANN models with activation function Logistic.

| Model No. | Structure | The Best $R^2$ |
|-----------|-----------|---------------|
|           |           | Training | Testing |
| L1        | 6-1-1     | 0.8513   | 0.8643   |
| L2        | 6-2-1     | 0.8757   | 0.8875   |
| L3        | 6-3-1     | 0.8521   | 0.8432   |
| L4        | 6-4-1     | 0.8852   | 0.8946   |
| L5        | 6-5-1     | 0.9023   | 0.8904   |
| L6        | 6-6-1     | 0.8938   | 0.8849   |
| L7        | 6-7-1     | 0.8759   | 0.9009   |
| L8        | 6-8-1     | 0.9052   | 0.8944   |
| L9        | 6-9-1     | 0.8707   | 0.8712   |
| L10       | 6-10-1    | 0.8802   | 0.8934   |

3.2. Hybrid Model Development

This section describes the implementation of the new IWO-ANN model. A review of the literature revealed that no study has been already conducted integrating ANN and IWO, though this new model is implemented in the same way as the parallel models. The above-mentioned IWO algorithm is indeed an innovative optimization algorithm applicable to different problems. This algorithm involves different parameters among which the key ones include the seeds’ initial population and the number of iterations. A number of parameters in this regard exert less effect upon the finally obtained results and they can be achieved through a trial-and-error approach. As a result, such parameters are determined at the beginning of the algorithm operation. For instance, the minimum ($S_{min}$) and maximum ($S_{max}$) number of seeds were examined in a range between 0 and 30. It was found that the $S_{min}$ value
is zero and the optimal value of Smax is 25. The initial and final values of the standard deviation parameter, which provides a great help to knock off the selection, can be obtained with the use of the variance reduction exponent parameter. The three parameters of the initial and final values of the standard deviation and the variance reduction exponent were set to 5.0, 0.001, and 2, respectively. Finally, the main parameters such as the number of iterations and the number of seeds were determined according to Figures 6–9.

**Figure 6.** The $R^2$ changes of hybrid models, investigating iteration.

**Figure 7.** The RMSE changes of hybrid models, investigating iteration.
Figure 6 shows the iteration changes for different models. As can be seen, the two models with the repetition of 300 and 400 provide the best case for seepage rate prediction. Here, by examining the testing section, it can be seen that the performance of the model is reduced by 400 iterations. This indicates that the model is over-fitting, indicating that the model does not have the capability to handle new data. For this reason, the model with 300 iterations provides greater flexibility due to the close proximity of both training and testing sections. As a result, this model is chosen. The RMSE results of the models are also shown in Figure 7. As can be seen, the RMSE of model with 300 and 400 iterations is less than other models, but since the system with 400 iterations has increased errors against new data (testing dataset), it excludes the selected options. Finally, by examining Figures 9 and 10 and considering the different operating conditions of the models, the model with the repetition...
of 300 is chosen as the main model. In the following, the study is performed for the number of seepage rate with 300 iterations (Figures 8 and 9). As the number of seeds increases, the $R^2$ of system first increases and then slightly decreases. Figure 8 shows the changes of $R^2$. As can be seen, the 30-seed model offers the best performance. By examining the testing section of the model, it can be concluded that the model has high ability to deal with new data. Figure 9 shows the model RMSE variations, which generally reduce the error and the best model, with the number of 30 seeds. Finally, the model with the number of 300 iterations and 30 seeds was obtained as the best predictive model for seepage rate. As can be seen, the best IWO-ANN model performs better than the basic neural network models developed in the previous section. This indicates a successful improvement for the new IWO-ANN method. The various applications of the model are discussed below.

Figure 9. The RMSE changes of hybrid models, investigating seed numbers.

4. Results and Discussion

This section discusses the models developed in the previous section. As mentioned earlier, the seepage equations in earth dams and embankments were first implemented and then coded, then the different conditions of these equations were investigated. Finally, a dataset containing 24,000 datasets evaluating different aspects was created. Then, neural and hybrid models were developed to provide a new solution for seepage rate estimation. Different models of the neural network were developed and finally the best model was improved by the IWO algorithm in order to increase its capacities in the simulation. This final model was used to evaluate the seepage rate as a new solution for all data. The results of the two sections of training and testing are presented in Figures 10 and 11. As can be seen, the new solution has been able to offer high potential as an alternative to the equations governing for seepage rates in the defined condition.

By examining the equations and the new hybrid model, it is determined that the soil permeability coefficient ($K$) parameter is the most effective reason for the seepage rate. Therefore, for conditions where the soil permeability coefficient ($K$) parameter is constant for the environment, the influence of other parameters is evaluated. It should be noted that in reality, simplification conditions are also used for the same permeability to the environment. However, the new hybrid system will be able to simplify the equations that exist between each parameter and the seepage rate. For the water height, freeboard, upstream slope, downstream slope, and width crest parameters in Figures 12–16, the influence of each parameter is presented. As can be seen, due to the high accuracy of the hybrid model, the evaluation of each parameter is also very accurate. This demonstrates the generalization power of these new hybrid
systems. The influence of each parameter shows what optimal solutions can be used to design specific conditions for the seepage rate. In addition, this new methodology helps engineers deliver the best design at a lower cost. Finally, the new equations obtained by the hybrid model analyses are presented in Table 6. These new equations presented under the new solution can find many applications due to their simplicity.

Figure 11. The testing results of IWO-ANN.

By examining the equations and the new hybrid model, it is determined that the soil permeability coefficient (K) parameter is the most effective reason for the seepage rate. Therefore, for conditions where the soil permeability coefficient (K) parameter is constant for the environment, the influence of other parameters is evaluated. It should be noted that in reality, simplification conditions are also used for the same permeability to the environment. However, the new hybrid system will be able to simplify the equations that exist between each parameter and the seepage rate. For the water height, freeboard, upstream slope, downstream slope, and width crest parameters in Figures 12–16, the influence of each parameter is presented. As can be seen, due to the high accuracy of the hybrid model, the evaluation of each parameter is also very accurate. This demonstrates the generalization power of these new hybrid systems. The influence of each parameter shows what optimal solutions can be used to design specific conditions for the seepage rate. In addition, this new methodology helps engineers deliver the best design at a lower cost. Finally, the new equations obtained by the hybrid model analyses are presented in Table 6. These new equations presented under the new solution can find many applications due to their simplicity.

Figure 12. The water height effects on seepage rate based on the newly developed method.
**Figure 12.** The water height effects on seepage rate based on the newly developed method.

**Figure 13.** The freeboard effects on seepage rate based on the newly developed method.

\[ y = -8 \times 10^{-6}x + 0.0002 \]
\[ R^2 = 0.9994 \]

**Figure 14.** The upstream slope effects on seepage rate based on the newly developed method.

\[ y = 2 \times 10^{-6}x + 0.0001 \]
\[ R^2 = 0.9997 \]
Figure 15. The downstream slope effects on seepage rate based on the newly developed method.

Figure 16. The width crest effects on seepage rate based on the newly developed method.

Table 6. The equations between the parameters and seepage rate (x and y indicate the parameters and seepage rate in the equations).

| The Parameters         | Equation                        | R²     |
|------------------------|---------------------------------|--------|
| Water height           | $Y = 9 \times 10^{-5} e^{0.0491x}$ | 0.9944 |
| Freeboard              | $Y = -8 \times 10^{-6} x + 0.0002$ | 0.9994 |
| Upstream slope         | $Y = 2 \times 10^{-6} x + 0.0001$ | 0.9997 |
| Downstream slope       | $Y = 8 \times 10^{-6} e^{0.0425x}$ | 0.9998 |
| Width crest            | $Y = -3 \times 10^{-6} x + 0.0002$ | 0.9996 |
5. Conclusions

In this research, we developed new methods for modeling seepage rate in earth dams and embankments. The purpose of this research was to use alternative techniques to mathematical models to gain more capabilities. Therefore, mathematical models for seepage rate within different environments were discussed and then different design conditions were considered. More than 24,000 different models were defined. The dataset contained 6 parameters: soil permeability coefficient (K), water height (WH), freeboard (FB), upstream slopes (β), downstream slopes (α), and width crest (WC). Due to their importance, artificial neural networks (ANN) were implemented. The accuracy of this problem was discussed due to finding alternative mathematical solutions. Therefore, early neural models were designed with different conditions. Finally, the best one was combined with the invasive weed optimization (IWO) algorithm. The combination of the two models created a new model called the IWO-ANN. This model offers a more generalized power to evaluate seepage rate. Finally, using this model, new and simpler relationships for each parameter were presented. These new formulas offer simpler solutions, greater generalization power, and the flexibility to evaluate different seepage rate engineering requirements. This research can be extended to other areas of engineering as a new methodology.
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