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Abstract—Online social as an extension of traditional life plays an important role in our daily lives. Users often seek out new friends that have significant similarities such as interests and habits, motivating us to exploit such online information to suggest friends to users. In this work, we focus on friend suggestion in online game platforms because in-game social quality significantly correlates with player engagement, determining game experience. Unlike a typical recommendation system that depends on item-user interactions, in our setting, user-user interactions do not depend on each other. Meanwhile, user preferences change rapidly due to fast changing game environment. There has been little work on designing friend suggestion when facing these difficulties, and for the first time we aim to tackle this in large scale online games. Motivated by the fast changing online game environment, we formulate this problem as friend ranking by modeling the evolution of similarity among users, exploiting the long-term and short-term feature of users in games. Our experiments on large-scale game datasets with several million users demonstrate that our proposed model achieves superior performance over other competing baselines.

I. INTRODUCTION

With the rapid development of the World Wide Web, most of the human activities are migrated to the Internet, such as game [33] and social [15]. Online service providers often develop efficient toolboxes to improve our online experience by analyzing our activities. A popular practice is recommender systems [24], which analyze user behavior like viewing and purchasing, and then recommend the items to users so as to fit the obtained profiles of the individual users. Apart from the need of items, we naturally desire to make friends because friendship constitutes a critical part of humanity. In recent years, the development of recommendation systems is mostly concentrated in user-item setting [3], however, recommending strangers to make friends is also a desirable feature in many applications like players in games and dating applications.

How can we suggest new friends to users in an online setting when their interactions are sparse, mostly unavailable in reality? In this work, we focus on online games and refer to this setting as friend suggestion [20].

From the theory of homophily in sociology [16], we know that people tend to associate with people that have similar behaviors to each other, and people that we friend with tend to behave like each other over time. This motivates us that the key for the friend suggestion task is to find people that are similar to each other, and therefore we need to address the problem of estimating the similarity between users. To be able to estimate similarity, information about user profiles [19], [18] and behaviors [5], [17] has to be taken into account. It provides two different perspectives to model user preferences on decision making, including long-term and short-term intents. Users from online games generate abundant data consisting of both perspectives. Specifically, individual game players generate rich online activities from time to time, and many of them are collected in a sequential order that reflects user dynamics, capturing users’ short-term changes. By contrast, players’ profiles provide a long-term perspective to describe players, since these contain slow change or fixed information such as gender and age, which often have a predominant influence on players’ decisions. By fusing long-term and short-term information, we can obtain a more comprehensive representation of users and build a model on top of it to learn the similarity between users.

One popular way to exploit the aforementioned short-term and long-term features is by sequential recommendation [4] from traditional e-commerce recommendation settings, leveraging sequences of viewing or purchasing items in online shopping platforms. One may argue that we can collect user-user interaction sequences and apply existing sequential recommendation models [36]. However, the direct interaction behavior of users is often sparser than that of user-item interactions [32] because common online websites or mobile apps are often not designed for social interaction directly. Beyond the sparseness in interaction, users’ behaviors in games may also be sparse due to the inactivity of large.
proportion of users, which is a typical phenomenon in games. Particularly, interactions among users has significant difference to that of user-item setting. On one hand, a user-item interaction sequence has consecutive dependencies over each other, reflecting a user’s sequential decisions [27]. Although user-user interactions happened sequentially, the consecutive interactions are not necessarily depending on each other as those in a user-item interaction sequence, suggesting that we can not simply treat them as a logical sequence and use these existing sequential recommendation models to address our problem. On the other hand, a user’s preference over items changes slowly, since the general taste of a user is often static with no or slow change over time [30]. While this may not hold for players in games because of the fast updating environment in games, as shown in Fig. 1. In contrast to a real-world human that takes years to develop his/her taste, the role of a player in the game changes rapidly to adapt to the surrounding, making his/her preferences about the decision evolves quickly rather than static. The question then arises: how can we deal with friend suggestion in game platforms where users’ preferences change rapidly, along with non-logical and sparse user-user interactions?

To address the aforementioned issue, we propose a novel end-to-end solution that leverages user behavior evolution with the proposed similarity evolution modeling, called Deep Similarity Evolutionary neural Network (DSEN). Specifically, we first learn a low-dimensional embedding from user features at each time point through a sequence sensitive model, fusing the long-term information and the short-term information as the unified embedding. We then characterize the similarity between users over time by computing they similarity through an efficient generalized dot product model. Next, we model the evolution of user preference over time using the obtained similarity along the time line implicitly, with the goal of inferring the current preference from the past.

To sum up, we have the following contributions:

1. **Novelty.** We develop a novel end-to-end friend suggestion framework by integrating both long-term and short-term information. To the best of our knowledge, this can be the first work on this task without relying on interactions among users, and also the first application to online game scenarios.

2. **Efficiency.** We evaluate our model on large scale data generated from a popular online game with several millions of users, and show superior results over competing methods.

II. RELATED WORK

We now briefly review the related work in the literature. We can categorize the related into the following topics.

**Friend suggestion:** Existing friend suggestion methods often rely on mature social networks, assuming that users have solid and frequent connections with others, then learning features from this graph structure to measure the similarity between users, such as using mutual social influence [34], using scholar interaction [29], using social network [22]. In [10], authors developed a social community-based model to deal with friend suggestions by analyzing users’ co-occurrences in neighbors. In [21], they proposed a friend suggestion algorithm that uses a user’s implicit social graph to generate a friend group. Their method apply to any interaction-based social network. Despite its effectiveness, such methods may not fit in our setting from two perspectives: One is that we may not have access to stable social networks, and another is that user-user interaction is sparse in games. Some players even intentionally avoid engaging with friends and familiarity, thus making the social network useless. Meanwhile, Graph Neural Networks (GNNs) [1] are gaining more and more attention and have been applied to friend recommendation by supplying powerful embeddings [22]. Despite showing promising results, these methods rely on clear interactions and well-defined graphs. Existing methods may not be applicable when no solid social network is available.

**Sequential recommendation system:** One related topic is sequential recommendation, focusing on predicting the next user interaction with items [12], [26] by learning user interaction sequences in the history. Prior to the era of deep leaning, researchers have applied Markov chain theory to sequence modeling and make prediction on the chain [13]. Such models assume that the next actions depend on the most up-to-date actions, therefore these fail to capture long-term dependencies. More recently, models based on Recurrent Neural Networks (RNN) have overcome the limits of Markov chain and gained significant progress [31]. Beyond RNNs, its variants including Long Short-Term Memory (LSTM) [11] and Gated Recurrent Unit (GRU) [7] achieve further improvement by addressing issues in conventional RNNs. Beyond such recurrent-based models, recent advanced models like TransFormer and Bert show better ability to capture the user’s short-term and long-term interests from a sequence of user-item interactions [14], [23]. Besides, researchers employ GNNs to address this problem [28], converting the user’s sequence data into a sequence graph. Yet, as these sequences are fundamentally different from ours, their interaction between users and items is an individual’s behavior.

**User interest model:** Another area of research that has attracted much attention is user interest modeling, that is, how to model user preferences based on the user’s historical click sequence, which can be applied to click-through rate (CTR) estimation models. Deep learning based methods have achieved competitive results in CTR tasks, and recent works typically focus on modeling user latent interest from user historical click sequences [37], [35]. DIN [37] employees the attention mechanism to model target items capturing the differentiated interests of users. DIEN [35] proposes an interest extraction layer to capture the temporal interest from a historical behavior sequence and adopts an interest evolving layer to model the interest evolving process that is relative to the target item. Unlike user behavior sequences in E-commerce/advertising scenes, user interactive behaviors in online games are relatively sparse, but indeed there are relatively rich game behavior sequences. Such classical user interest CTR models cannot be directly applied to friend application scenarios. How to
TABLE I: Notation

| Symbols | Definitions and Descriptions |
|---------|-----------------------------|
| $p$     | rating prediction           |
| $S_{ui}$ | activity sequences of user i |
| $H(t)$  | user’s hidden state representation at first layer at time t |
| $R(t)$  | user’s profile feature at time t |
| $l_{ij}$ | pairwise link features between $u_i$ and $u_j$ |
| $e^{(t)}$ | user’s embedding after feature concatenation at time t |
| $M(e_i,e_j)$ | multi-view similarity between $u_i$ and $u_j$ |
| $g(·)$  | user-to-user top-level embedding |

utilize sequences of matchmaking/combat behaviors in game scenarios to recommend strangers is the focus of our research in this paper.

III. DEEP NEURAL FRIEND SUGGESTION

A. Problem Formulation

In this section, we first introduce multiple concepts related to friend suggestions in an online game platform. In a large-scale multiplayer online game, individual user generates a series of their in-game behaviors (recharge, consumption, gaming and social interaction, etc.) are recorded and stored daily, to generate the users’ personalization features. We model these data to produce users’ profiles to express users’ long-term personalization and short-term personalization. The short-term personalization is from the user’s instant online activities. For players in a game, this contains their actions in a game, such as tactical skills, moving traces and so on. Formally, these can be represented as sequences that collecting from $t$ time slots: $S_i = [x^{(1)}, x^{(2)}, ..., x^{(t)}]$, capturing the evolution of users’ actions over time. Whereas, long-term personalization often includes features that change is slow or constant over a long time period, such as profiles. In addition to the user’s own characteristics, the static interaction relationship between users, such as the number of common friends, the number of games, and the common team, etc., can reflect the close relationship between pairs of users, called pairwise link features.

In particular, we know little about the social relations between users, and the dynamic interactions between users are often sparse in our setting, which is often the case of suggesting strangers to users in games. This setting is rarely considered in the literature, therefore existing solutions are often not applicable to this case. This work aims to address the friend suggestion problem in the just-mentioned setting with user features from i) long-term changing, ii) short-term changing perspectives, and iii) pairwise link features.

As mentioned in the last section, users’ interaction behaviors play an important role to enhance users’ experience, increase the game time, and promote consumption. More specifically, we extract a pair of interacting users from a friend list directly, or read from the temporary interaction data: sending out and approving friend application. In our scenario, we recommend strangers to users as friend lists daily, and we employ the click-through rate of applications as the measurement.

**Friend suggestion:** Given a user $u_i$ and his/her long-term features $R_{ui}$ and short-term features $S_{ui}$, link features $l_{ij}$, aiming at learning a function $f(S_{ui}, R_{ui}, l_{ij}) \rightarrow p_{ij}$ for each candidate user $u_j$ where $p_{ij}$ denotes the estimated strength of the potential interaction between $u_i$ and $u_j$. This estimated strength represents the likelihood that user $u_i$ tends to interact with user $u_j$ in the future. Thus, the higher the strength, the more likely user $u_i$ is to make a friend request to user $u_j$. Then, we utilize the estimations to rank the target in the candidate set so as to suggest the proper friends to the user.

B. Methodology

We now present the details of our proposed framework, Deep Similarity Evolutionary neural Network (DSEN), for friend suggestions, which exploits users’ long-term and short-term information. The proposed model has the following main components, including the structured sequence embedding layer, the multi-view similarity modeling layer, and the similarity evolution layer.

1) General Framework: In this paper, we propose a novel friend suggestion framework by ranking people in the candidate set after retrieval through a multi-stage deep structure. An overview of our proposed model is shown in Figure II. The embedding layer takes user’s action sequences as input and projects them into a dense vector for each time point, which uses hidden states as output. Then the output embedding of each time slot is concatenated with the user’s static profile vector, which can comprehensively capture user’s long-term and short-term personality. Subsequently, the obtained dense features are fed into the next layer to obtain users’ historical interests from multi-view viewpoints. Finally, we apply an evolutionary similarity layer to output a score to determine the similarity.

2) Structured sequence embedding layer: Individual players constantly output a series of actions in the game, providing rich information to understand the players’ state over time. The friend suggestion setup needs to understand the recent changes made by the user. We therefore start by modeling activity sequences which has directly or indirectly related to the user’s friend application preference. First, we transform the user’s activity sequences $S(x^{(1)}, x^{(2)}, ..., x^{(t)})$ into a dense representation via an embedding layer, where we take the most up-to-date $t$ time steps from the user’s records and pad the sequence with zeros if one does not have enough data. We know that RNN and its variants have the ability to capture inherent sequential dependency, hence we implement this style-based embedding layer to extract features preserving user characteristics. We adopt GRU [8] here because it alleviates the vanishing gradient problem and does not yield more learnable parameters as in RNNs, which can be stated as...
Fig. 2: An overview of the proposed architecture (DSEN). It consists of three stages. First, in structured sequence Embedding layer, it embeds a series of user action sequences into low-dimensional vectors. This is then used to concatenate with users’ profile vectors to obtain users’ embeddings at each time point. At the third stage, we introduce a multi-view similarity model to capture the evolution process of user-user similarity from the obtained users’ representations. In this layer, $W_i, \forall i \in 1, 2, \ldots k$ are all learnable parameters, where $k$ is the number of views in similarity vector. Here, $e_i, e_j$ are the hidden layer embeddings of source and target users, respectively. We then employ the recurrent structure to understand the similarity between users, which is designed to capture the relevance of similarity from this evolutionary process.

follows,

\[
\begin{align*}
    u^{(t)} &= \sigma \left( g \left( [X^{(t)}; H^{(t-1)}] + b_u \right) 
    \\
    r^{(t)} &= \sigma \left( g \left( [X^{(t)}; H^{(t-1)}] + b_r \right) 
    \\
    C^{(t)} &= \text{tanh} \left( g \left( [X^{(t)}; R^{(t)}; H^{(t-1)}] + b_c \right) 
    \\
    H^{(t)} &= u^{(t)} \odot H^{(t-1)} + (1 - u^{(t)}) \odot C^{(t)}
\end{align*}
\]  

(1)

where $X^{(t)}$ and $H^{(t)}$ represent the input and output at time step $t$; $g(\cdot)$ signifies the fully connected function; $\sigma$ denotes the sigmoid activation function; $\odot$ is the Hadamard product operation. Besides, $u^{(t)}$ and $r^{(t)}$ are the update gate at $t$ time step and reset gate at $t$ time step, respectively. $C^{(t)}$ is candidate activation, which is used to receive the information from input state and hidden state.

In this layer, each encoder unit extracts the feature vectors of an input sequence and projects the temporal dependency into a hidden representation. Therefore, each user has a unique representation vector at each time slot, which can reflect activity such as skill dynamics in a game.

After obtaining the embedding for each time slot, we combine it with the long-term features of the players, i.e., profiles. The underlying assumption is that one intermediate action of a player may deviate from his/her normal patterns and mislead the similarity estimation process. Meanwhile, the long-term information alone may not always reflect the player’s current preferences. It is therefore necessary to combine these two together as an input for computing the similarity at each time step. For each user, the hidden state representation is $H^{(t)}$ and the user’s profile features is $R^{(t)}$, and the concatenation output is $e^{(t)}$.

3) Multi-view similarity modeling layer: From the previous step of our model, we obtain a time-aware representation of the players. We now introduce a new simple yet effective method for computing the similarity between users. Often, recommendation systems use dot product to get the similarity between input embedding pairs $(e_i, e_j)$, denoting $e_i^T e_j$. With simply linear algebra knowledge, we know that this score function can be formulated as a bilinear form of $e_i^T I e_j$, where $I$ is an identity matrix. However, this undermines the importance of the similarity function since the similarity measure and embedding should be mutually enforced to achieve recommendation success. This abandons the discriminative power of the similarity function by using the identity matrix, making the prediction models fully dependent on the embedding. To overcome this limit, we choose to learn a parametric similarity subspace, $W \in \mathbb{R}^{m \times m}$, to better fit the data, resulting in a general similarity measurement as $M(e_i, e_j) = e_i^T W e_j$. Also, learning a single similarity matrix may not be able to fully capture the relations between input feature-pair embeddings. Inspired by ensemble learning theory, we aim to learn a group similarity function to determine similarity collectively. More specifically, we can formulate ensemble similarity learning as

\[
M(e_i, e_j) = \sum_k e_i^T W^k e_j
\]  

(2)

where $W^k$ denotes the $k$th similarity matrix. To implement this, we can further rewrite this bilinear into a linear format.
like the following:

\[ M(e_i, e_j) = \sum_k e_i^T W^k e_j = \sum_k W^k \otimes (e_i^T e_j) \]

\[ = \sum_k \sum_{pq} W_{pq} e_{ip} e_{jq} \tag{3} \]

By vectorization, we have \( z = (e_{i1} \ast e_{j1}, \ldots, e_{im} \ast e_{jm})^T \) and \( v^k = (W^k_{11}, W^k_{21}, \ldots, W^k_{mm})^T \), and reformulate the similarity measurement as follows,

\[ M(e_i, e_j) = \sum_k e_i^T W^k e_j = [v^1, v^2, \ldots, v^k]^T z \tag{4} \]

This can be implemented as a standard Multi-Layer Perceptron (MLP) network having

\[ g = u(V^T z + b) \tag{5} \]

where \( b \) is the bias term and \( V = [v^1, v^2, \ldots, v^k] \). Here, \( u() \) is activation function, and we use ReLU to promote sparsity in outputs.

4) Similarity evolution modeling layer: So far we have obtained the similarity embedding at each time point for a given user-user pairs. The goal of this layer is to produce user-user pair similarity based on the output from the multi-view similarity modeling layer. As stated before, the similarity between a user-user pair will evolve over time. For example, online game players will change their strategy of adding strangers according to their own level changes, and naturally the similarity between users will evolve over time. The historical similarities will have different relevance effects on the current time slot, therefore the problem now translates into capturing this underlying relevance. While memory mechanism has been shown to be an effective way of capturing relevant information, we therefore employ it to learn the underlying similarity evolution automatically. Specifically, we implement our similarity evolution modeling layer by leveraging LSTM [6], in which the similarity sequence obtained from the multi-view similarity modeling layer is used as input to the LSTM. Each LSTM unit receives a similarity vector and transforms the user-pair temporal dependency similarity into a hidden representation. In this way, our similarity evolution layer can capture the inherent relations between historical behavior sequences.

5) Prediction layer: In the similarity evolution layer, we obtain a representation vector \( g \) that characterizes the evolution of the users similarity. We then adopt a single-layer feed-forward neural network to obtain the similarity scores between user-pairs at the current time step: \( p = \sigma (W^T g + b) \), where \( p \) is the rating prediction, \( W \) is the learnable parameters, \( b \) is the bias term, \( \sigma () \) is the activation function and we choose Sigmoid in this work.

6) Loss function: To predict whether a user-pair will establish a friend-request connection, we model it as a binary classification task, and use sigmoid function as the output unit. In this work, we use the cross-entropy loss to train our model:

\[ \mathcal{L}(\theta) = -\frac{1}{N} \sum_{(x,y) \in \mathcal{D}} (y \log p(\theta) + (1 - y) \log(1 - p(\theta))) \tag{6} \]

where \( D \) denotes all the training samples and \( y \in \{0, 1\} \) is the ground truth label whether user A has sent a friend request to user B, \( p(\theta) \) is the output of our framework which represents the prediction probability.

7) Sampling strategy: In our scenario, we recommend each user a list of candidate, also called the exposed list. The positive samples are defined as these pairs that users click send the friend request to others. All these pairs have no request action are viewed as negative samples, and we sample from these due to reduce the computational cost and balance the positive samples. In general, we keep the ratio between positive instances and negative instances as 1 : 4. Although the friendship behavior in the game is sparse, we can due to the large number of active users in our game, a certain amount of friend request logs are still generated daily. Thus, in our industrial settings, such samples are commonly extracted by routine batch jobs and populated in an upstream database at regular time intervals, to facilitate efficient model training.

8) Candidate retrieval: In our scenario, friend suggestion includes two key sections: the candidate retrieval and the friend ranking, which is coarse to refine process. Candidate retrieval aims to generate a list of top-N (e.g., \( N = 1000 \)) potential friends out of dozens millions users. Then friend ranking is to implement fine-grained re-ranking from the generated candidates, delivering top-n (e.g., \( n = 100 \)) users to end users. We follow popular strategy in this domain to do the candidate retrieval, which is multiple way retrieval. Furthermore, in our scenario, we only suggest 100 strangers for each user per day, so there is no need to support real-time retrieve and online inference.

IV. EXPERIMENT

A. Experimental settings

1) Datasets: We evaluate DSEN on several large-scale game datasets, shown as Table. II. Our data is all collected from a large-scale online game from a major online game company in the world that contains about six millions of players. And we divide the data into different sections (Section1-6) based on logging time and user area. We employ in-game user profiles and players’ actions as long-term and short-term

| Dataset | Section-1 | Section-2 | Section-3 | Section-4 |
|---------|-----------|-----------|-----------|-----------|
| # train user-user pairs | 4M | 11.4M | 4.1M | 14.5M |
| # train friendship pairs | 85k | 2.7M | 80k | 4.3M |
| # test user-user pairs | 16.1M | 4.6M | 17.3M | 14.6M |
| # sequences features | 55 | 55 | 55 | 55 |
| # profiles features | 68 | 68 | 68 | 68 |

| Dataset | Section-5 | Section-6 |
|---------|-----------|-----------|
| # train user-user pairs | 5.0M | 9.1M |
| # train friendship pairs | 1.1M | 1.9M |
| # test user-user pairs | 4.9M | 7.1M |
| # sequences features | 55 | 55 |
| # profiles features | 68 | 68 |
TABLE IV: In game player features description

| Feature type    | Description                | Number |
|-----------------|----------------------------|--------|
| Profile (long-term) | Registration information | 13     |
|                  | Game mode                  | 14     |
|                  | Activation summary         | 28     |
|                  | Consumption summary        | 13     |
| Behavior (short-term) | Score and award count    | 10     |
|                  | Equipment count            | 4      |
|                  | Tactical skills            | 37     |
|                  | Team statistics            | 4      |

features, respectively. More specifically, we have 68 features from profiles and 55 features from action features, as shown in Table IV, where all action features are collected daily from the past 15 days. All features are pre-processed with zero-mean and unit-variance normalization. We used 80% as training set for learning parameters and 20% as validation set for hyper-parameter tuning for each training dataset. Test dataset is the one collected from the day next to date in training dataset, ensuring no label exposure.

Four types of datasets are used for the comparison, where all these are collected from the same game but different sections. The datasets in Table III can generate stable social networks, which have fewer cold start users than those in Table II. We can therefore implement experiments for graph-based models using datasets in Table III.

2) Baselines: We compared our proposed method to four baselines which are all deep neural network based methods for performance evaluation. Since our proposed methods aim to address friend suggestion in online game settings, we do not have any other models can implement this case directly, therefore we compare with models formulating from popular deep neural models such as MLP and GRU.

- **GRU**: On the source user tower side and the target user tower side, we adopt Gated Recurrent Unit to extract the short-term interest of the user’s active sequence, and the top layer outputs the rating score through a single-layer fully connected network. [6].

- **MLP**: Multi-Layer Perceptron with fully-connected layers and ReLU activations to learn user representations [9]. This shares the same ranking loss with the proposed method DSEN.

- **self-Attention**: Using a self-attention module to capture the hidden temporal dependency in the user’s active sequence, then calculating the current prediction score based on the similarity evolutionary process learned the user-user pairs embedding [25].

- **GraFRank**: Learning user representation from social networking, integrating with multi-modal user feature, for friend suggestion. [22].

Note that GraFRank explicitly depends on the social graph while the features introduced in this paper are independent of the structure of the network. A direct comparison between our proposed model and GraFRank is therefore unfair. We report GraFRank results on a few datasets using the social network. But such comparisons merely suggest that building a friend suggestion model based on individual independent features is a promising direction as a surrogate of social network design, especially when social network information is insufficient.

3) Evaluation Metrics.: To evaluate friend recommendation, we use two popular metrics: Hit-Rate (HR@K), Normalized Discounted Cumulative Gain (NDCG@K), where $K$ denotes the top-chosen number. Large values of Hit-Rate and NDCG indicate better predictive performance. Compared with the HR@K, NDCG@K is more sensitive to the order and position of the recommended list, which can reflect whether the relevance ranking conforms to the target user’s real preference priority. It is worth noting that the number of users is often very large for online applications, small improvements to these metrics can have significant impact on overall performance, thus improving online user experience.

4) Parameter Settings.: We implement our model based on Tensorflow2 [2]. The whole model is learnt by optimizing the log loss of Eq 6. For the embedding size $d$, we tested the value in the set of [8, 16, 32, 64, 128, 256]. We search the batch size and learning rate in [1024, 2048, 4096, 8192, 16384] and [0.001, 0.005, 0.01, 0.05, 0.1], respectively. An early stopping strategy was performed, where we stopped training if the training AUC on the validation set has no increase for two consecutive epochs of training. For all learnable parameters in the network, we use random initialization with variance scaling. Moreover, we adopt Adam optimizer to train all learnable parameters. For the baseline algorithms, the parameters were initialized as in the corresponding papers, and were then carefully tuned to obtain the optimal performance. We also present the values of the key parameters used for the final results at Table VIII. On average, under this setting, the running time for training is 3795.12s per epoch and 0.043ms for inference per sample.

B. Experimental Results

1) Friend suggestion: We first present the friend suggestion performance of all methods in Table V, including the Hit rate and NDCG values on these testing datasets. All these methods are built on same user features, including users’ profiles, users’ in game behavior sequences and pairwise link features? Generally speaking, the performance shows a similar trend in these datasets that DSEN ≥ self-Attention ≥ GRU ≥ MLP. We find that MLP always gets the worst performance because it does not consider the temporal dependencies in data, thus fails to capture the dependencies in user sequence features. As a comparison, GRU gains decent improvement over MLP since it captures dependencies in sequence by memorizing information. These two models both obtain the similarity by directly learning embeddings from raw features. This can simplify the similarity between users due to the evolving user preferences. Thanks to the modeling similarity evolution, our method DSEN consistently outperforms base-
TABLE V: Friend suggestion performance comparison between ours and the competing techniques on four large datasets

| Dataset | models | K=10 | K=20 | K=50 | K=100 |
|---------|--------|------|------|------|-------|
|         | HIT@K  | NDCG@K | HIT@K  | NDCG@K | HIT@K  | NDCG@K | HIT@K  | NDCG@K |
| Section-1 | MLP | 0.0688 | 0.0334 | 0.1063 | 0.0429 | 0.1877 | 0.0589 | 0.2627 | 0.0711 |
|          | GRU | 0.1547 | 0.0987 | 0.2039 | 0.1111 | 0.2733 | 0.1249 | 0.3252 | 0.1333 |
|          | self-Attention | 0.1662 | 0.1050 | 0.2189 | 0.1183 | 0.2897 | 0.1324 | 0.3459 | 0.1415 |
|          | DSEN | 0.1680 | 0.1071 | 0.2222 | 0.1207 | 0.2986 | 0.1359 | 0.3532 | 0.1448 |
| Section-2 | MLP | 0.1780 | 0.1059 | 0.2358 | 0.1204 | 0.3149 | 0.1362 | 0.3773 | 0.1463 |
|          | GRU | 0.1784 | 0.1109 | 0.2328 | 0.1246 | 0.3142 | 0.1407 | 0.3728 | 0.1502 |
|          | self-Attention | 0.1881 | 0.1130 | 0.2464 | 0.1278 | 0.3312 | 0.1446 | 0.3888 | 0.1540 |
|          | DSEN | 0.1914 | 0.1167 | 0.2499 | 0.1315 | 0.3421 | 0.1498 | 0.4050 | 0.1600 |
| Section-3 | MLP | 0.1796 | 0.1108 | 0.2334 | 0.1244 | 0.3062 | 0.1389 | 0.3615 | 0.1479 |
|          | GRU | 0.1840 | 0.1173 | 0.2330 | 0.1296 | 0.3069 | 0.1444 | 0.3587 | 0.1528 |
|          | self-Attention | 0.1787 | 0.1119 | 0.2286 | 0.1244 | 0.3005 | 0.1387 | 0.3538 | 0.1474 |
|          | DSEN | 0.1846 | 0.1159 | 0.2363 | 0.1289 | 0.3117 | 0.1439 | 0.3679 | 0.1531 |
| Section-4 | MLP | 0.1296 | 0.0812 | 0.1634 | 0.0898 | 0.2134 | 0.0997 | 0.2435 | 0.1046 |
|          | GRU | 0.1305 | 0.0819 | 0.1656 | 0.0907 | 0.2132 | 0.1002 | 0.2455 | 0.1054 |
|          | self-Attention | 0.1291 | 0.0873 | 0.1644 | 0.0929 | 0.2144 | 0.1008 | 0.2461 | 0.1049 |
|          | DSEN | 0.1320 | 0.0829 | 0.1698 | 0.0924 | 0.2191 | 0.1022 | 0.2527 | 0.1077 |

Fig. 3: Configuration Analysis of HIT@K, including embedding size of the prediction layers, GRU dimension and the number of views in similarity.

Fig. 4: Configuration Analysis of NDCG@K, including embedding size of the prediction layers, GRU dimension and the number of views in similarity.

line methods, achieving around 3%-35% gains over baselines. When removing this similarity evolution as self-Attention model, we observe noticeable performance decline, indicating the expressiveness of similarity evolution modeling.

We also compared the performance of our DSEN with GraFrank on the two datasets Section-5 and Section-6, and the results are reported in Table VI. As we mentioned before, this is not a fair comparison, so this part is to provide another angle to understand the directions of addressing friend suggestion, using social networks or not. Here, we follow the feature usage in the original GraFrank paper, and use the user profile as the input. We observe a significant performance gap between
TABLE VI: The performance comparison between DSEN and GNN.

| Dataset | models   | K=10   | K=100  |
|---------|----------|--------|--------|
|         |          | HIT@K | NDCG@K | HIT@K | NDCG@K |
| Section-5 | GraFRank | 0.0035 | 0.0182 | 0.1666 | 0.0432 |
|          | DSEN     | 0.1568 | 0.0954 | 0.3269 | 0.1296 |
| Section-6 | GraFRank | 0.051  | 0.024  | 0.2328 | 0.0595 |
|          | DSEN     | 0.1976 | 0.1225 | 0.4095 | 0.1657 |

TABLE VII: We perform ablation analysis on two datasets. Attention-based model has inferior performance than the LSTM-based one.

| Dataset | models     | K=10   | K=100  |
|---------|------------|--------|--------|
|         |            | HIT@K | NDCG@K | HIT@K | NDCG@K |
| Section-2 | DSEN-ATT  | 0.1767 | 0.0712 | 0.3688 | 0.1062 |
|          | DSEN      | 0.1914 | 0.1167 | 0.4050 | 0.1600 |
| Section-3 | DSEN-ATT  | 0.1633 | 0.0675 | 0.3370 | 0.0991 |
|          | DSEN      | 0.1846 | 0.1159 | 0.3679 | 0.1531 |

ours and GraFrank. Apart from being different in the use of features, GNN-based model has the built-in drawback of learning interactions in features, thus it is hard to obtain the similarity between users in our setting.

2) Ablation study: Now, we present an ablation study to analyze the architectural choice of the model. As our goal is to capture the evolution of similarity, LSTM is one immediate choice and the other is an attention model such as TransFormers [25]. For comparison, we now implement a version of the TransFormers model, called as DSEN-ATT. The results of both methods are presented in Table VII. Interestingly, we find that DSEN-ATT performs much worse than DSEN. One possible explanation is that the similarity depends more on the most up-to-date activities as opposed to the entire global sequence, so that as the global capture ability becomes a setback of Transformer. LSTMs can capture this contextual relationship more accurately, especially when the sequence similarity is short, which is generally the case in our setting.

3) Hyperparameter analysis: In this subsection, we aim to analyze the effect of a few important hyperparameter of the DSEN, including the embedding size of prediction layer, GRU output dimensions, and the number of views in similarity computation. The results of different values are presented at Figure 4 and Figure 3, showing Hit rate and NDCG, respectively.

Effects of the embedding size of prediction layer: We first analyze the impact of varying the dimension of the top-level embedding in the prediction layer, and report the results in the first column of Figure 3 and Figure 4. We observe that with an increase in the dimension of the prediction layer, it promotes performance in HIT@K and NDCG@K. These dimensions determine the expressive capability of the model, but an over-sized dimension will significantly increase the learning cost and cause over-fitting in the test data. So we observe a diminishing returns when the dimension is greater than 64.

Effects of GRU dimensions: We now investigate the influence of the value of GRU dimensions on the behavior sequence extraction layer. In the second column in Figure 3 and Figure 4, we present the performance comparison w.r.t the GRU dimension. Generally, with the increase of GRU dimension, the performance of small dimensions shows significant increase while that of large dimensions has little change. This parameter affect the amount of information that characterize the user’s interest, but a too large dimensions may introduce the noise during feature interaction.

Effects of the number of views in similarity: Recall that we developed a multi-view model for similarity computation. The key hyperparameter is the number of similarity matrices as in Eq. 2. This adds a large level of flexibility and non-linearity to the similarity measurement. So, we vary this number to understand its effect on the performance. From the results, we can observe that large k tends to obtain better performance, about 1%-2% improvement when varying k from 4 to 32.

4) Model Training Analysis: We now analyze the training of the model by examining the training loss and AUC performance in Figure 5 (a) and (b), respectively. As expected, experiments on the train loss and AUC both demonstrate that DSEN has better training efficiency. DSEN shows faster convergence over baselines which take about 3 epochs to reach its optimal state. The empirical evidence shows a flat loss landscape that leads to better generalization. For this experiment, we observe a similar scene of DSEN, achieving the lowest training loss and having results on the test datasets.
We study the friend suggestion problem in large scale online game scenarios, which appears to be the first work on this setting. We formulate this as a similarity measurement problem, motivated by our empirical experience, and address it via the proposed similarity evolution model. To understand user preference more accurately, we employ both long-term features and short-term features of players in games, which helps us determine the user’s current intentions. We develop a deep neural framework that tackles the aforementioned features, and learns the preference evolution process from a proposed similarity measurement model. We run our experiments on several million user datasets from the a major online game company in the world, and our proposed approach consistently outperforms the competing baselines.
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