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Abstract—Although equirectangular projection (ERP) is a convenient form to store omnidirectional images (also known as 360° images), it is neither equal-area nor conformal, thus not friendly to subsequent visual communication. In the context of image compression, ERP will over-sample and deform things and stuff near the poles, making it difficult for perceptually optimal bit allocation. In conventional 360° image compression, techniques such as region-wise packing and tiled representation are introduced to alleviate the over-sampling problem, achieving limited success. In this paper, we make one of the first attempts to learn deep neural networks for omnidirectional image compression. We first describe parametric pseudocylindrical representation as a generalization of common pseudocylindrical map projections. A computationally tractable greedy method is presented to determine the (sub)-optimal configuration of the pseudocylindrical representation in terms of a novel proxy objective for rate-distortion performance. We then propose pseudocylindrical convolutions for 360° image compression. Under reasonable constraints on the parametric representation, the pseudocylindrical convolution can be efficiently implemented by standard convolution with the so-called pseudocylindrical padding. To demonstrate the feasibility of our idea, we implement an end-to-end 360° image compression system, consisting of the learned pseudocylindrical representation, an analysis transform, a non-uniform quantizer, a synthesis transform, and an entropy model. Experimental results on 19,790 omnidirectional images show that our method achieves consistently better rate-distortion performance than the competing methods. Moreover, the visual quality by our method is significantly improved for all images at all bitrates.

Index Terms—Omnidirectional image compression, pseudocylindrical representation, pseudocylindrical convolution, map projection

1 INTRODUCTION

OMNIDIRECTIONAL images, also referred to as spherical and 360° images, provide 360°×180° panoramas of natural scenes, and enable free view direction exploration. Recent years have witnessed a dramatic increase in the volume of 360° image data being generated. On the one hand, average users have easy access to 360° imaging and display devices, and are getting used to play with this format of virtual reality content on a daily basis. On the other hand, there is a trend to capture ultra-high-definition panoramas to provide an excellent immersive experience, pushing the spatial resolution to be exceedingly high (e.g., 8K). The increasing need for storing and transmitting the enormous amount of panoramic data calls for novel effective 360° image compression methods.

Currently, the prevailing scheme for 360° image compression takes a two-step approach. First, select (or create) a map projection [1] with the optimized hyperparameter setting for the sphere-to-plane mapping. Second, pick (or adapt) a standard image codec that is compatible with central-perspective images for compression. In differential geometry, the Theorema Egregium by Gauss states that all planar projections of a sphere will necessarily be distorted [1]. Among the three major projection desiderata: equal-area, conformal, and equidistant [1] the most widely used equirectangular projection (ERP) does not satisfy the former two, and thus is not friendly to subsequent visual communication applications. Regional resampling [2], [3], [4], [5] and adaptive quantization [6], [7], [8], [9] techniques have been proposed to mitigate the sampling problem of ERP. Compression-friendly projections, such as the tiled representation [5], [10] and hybrid cubemap projection [11], [12], [13] have also been investigated. In 360° content streaming, viewport-based format is often preferred for coding and transmission [14], [15]. Other projection methods for image display [16], [17], [18] and visual recognition (e.g., icosahedron [19] and tangent images [20]) also emerge in the field of computer vision. With many possible projections at hand, it remains unclear which one is the best choice for learned 360° image compression in terms of rate-distortion performance, computation and implementation complexity, and compatibility with standard deep learning-based analysis/synthesis transform, and entropy model.

Deep neural networks (DNNs) have been proved effective in many low-level vision tasks, including central-perspective image compression [21], [22], [23], [24], [25], [26], [27]. Following a transform coding scheme, the raw RGB image is first transformed to a latent code representa-
Fig. 1. Illustration of the non-uniform sampling problem of ERP. We first project the same image patch to different latitudes of the ERP images (padded with zeros), and compress them by the HEVC intra coding with the identical hyperparameter. The performance is given in the format of bytes / peak signal-to-noise ratio (PSNR in dB).

In this paper, we take initial steps towards learned omnidirectional image compression based on DNNs. Our main contributions are three-fold.

- We describe parametric pseudocylindrical representation as a generalization of common pseudocylindrical map projections and the tiled representation by Yu et al. [5]. We propose a computationally tractable greedy algorithm to determine the (sub)-optimal parameter configuration in terms of the rate-distortion performance, estimated by a novel proxy objective. Interestingly, we find that the optimized representation does not correspond to pseudocylindrical projections with the equal-area property (e.g., sinusoidal projection). Empirically, the rate-distortion performance will benefit from slight over-sampling at mid-latitudes.

- We propose pseudocylindrical convolutions that work seamlessly with the parametric pseudocylindrical representation for 360° image compression. Under reasonable constraints on the representation (i.e., the tiled representation), the pseudocylindrical convolution can be efficiently implemented by standard convolution with pseudocylindrical padding. In particular, given the current tile, we pad the latitudinal side with adjacent tiles resized to the same width, and pad the longitudinal side circularly to respect the spherical structure. The manipulation on feature representation instead of convolution leads to a significant advantage of our approach: we are able to transfer the large zoo of DNN-based compression methods for central-perspective images to omnidirectional images.

- We build an end-to-end 360° image compression system, which is composed of the optimized pseudocylindrical representation, an analysis transform, a non-uniform quantizer, a synthesis transform, and a context-based entropy model. Extensive experiments show that our method outperforms compression standards and DNN-based methods for central-perspective images with region-wise packing (RWP). More importantly, the visual quality of the compressed images is much better for all images at all bitrates.

2 Related Work

In this section, we provide a short overview of learned image compression methods for planar images and standards (and tricks) for compressing omnidirectional images.
Relevant techniques for 360° computer vision will also be briefly summarized.

### 2.1 Learned Planar Image Compression

Learned image compression learns to trade off the rate and distortion, in which DNNs are commonly used to build the analysis transform (i.e., encoder) and the synthesis transform (i.e., decoder), and to model the rate of the codes.

For rate estimation, the discrete entropy serves as a general choice, which requires keeping track of the joint probability of the discrete codes that varies with changes in the network parameters. Side information in the form of hyper-prior and code context can be introduced to boost the accuracy of entropy modeling. Ballé et al. adopted a parametric piece-wise probability distribution function for codes of the same channel; they later assumed a univariate Gaussian distribution for codes of the same spatial location, whose mean and variance are estimated using a hyper-prior. Minnen et al. modeled the code distribution with a mixture of Gaussians (MoG). A 5 × 5 code context was adopted as an auto-regressive prior to better predict the MoG parameters. Similarly, a MoG distribution was used in . Li et al. proposed a context-based DNN for efficient entropy modeling.

Besides precise estimation of the code rate using the discrete entropy, various upper-bounds (e.g., the number and dimension of codes) have been derived. Toderici et al. proposed a progressive compression scheme, in which the rate was controlled by the number of iterations. Johnston et al. took a step further, and presented a content-adaptive bit allocation strategy. Ripple et al. implemented pyramid networks for the encoder and the decoder, with an adaptive code length regularization for rate control. In a similar spirit, Li et al. described a spatially adaptive bit allocation scheme, where the rate was estimated as the total number of codes allocated to different regions. They further designed better relaxation strategies for learning optimal bit allocation.

For distortion quantification, conventional metrics, including mean squared error (MSE), peak signal-to-noise ratio (PSNR), structural similarity (SSIM), and multi-scale SSIM (MS-SSIM), were employed to evaluate the “perceptual” distance between the original and compressed images in learned image compression. Other metrics were also incorporated for special considerations. For instance, to boost the visual quality of low-bitrate images, the adversarial loss was introduced. Torfason et al. suggested to utilize task-dependent losses (e.g., the classification and segmentation error) for task-driven image compression.

### 2.2 360° Image Compression

Most 360° image compression methods were designed on top of widely used compression standards such as HEVC for central-perspective content. Thus sphere-to-plane projections are inevitable for compatibility purposes. One popular branch of work is to introduce practical tricks to tackle the non-uniform sampling problem, such as regional resampling and adaptive quantization. Budagavi et al. adopted Gaussian blurring to smooth high-latitude regions of the ERP image to ease subsequent compression. Regional down-sampling partitions the ERP image into several regions according to the latitude, and resamples and assembles them into a new image of reduced size for compression. Of particular interest, RWP, which repacks the ERP image by reducing the sizes of polar regions, is adopted in HEVC when dealing with 360° content. Close to our work, Yu et al. introduced the tile representation for 360° images, and suggested to optimize the height and width of each tile for the sampling rate and bitrate. Adaptive quantization on the other hand, adjusts quantization parameters (QPs) for different regions in ERP with respect to spherical “perceptual” metrics such as S-PSNR and WS-PSNR.

Apart from ERP, cubemap projection is also commonly seen in 360° compression. Su et al. learned to rotate the 360° images to boost the coding performance. Other variants of cubemap formats, such as hybrid equi-angular cubemap projection (HEC), hybrid cubemap projection (HCP), hybrid angular cubemap projection (HAP), were investigated for uniform and content adaptive sampling. In addition, viewport-based and saliency-aware methods were proposed to spend most of the bits on coding the viewpoints of interest, when streaming 360° content.

Taking inspirations from Yu et al., we propose parametric pseudocylindrical representation for learned 360° image compression. The optimal parameter configuration is determined by a greedy algorithm optimized for a proxy rate-distortion objective. With reasonable constraints, the parametric representation supports an efficient implementation of the proposed pseudocylindrical convolutions.

### 2.3 360° Computer Vision

Recently, there has been a surge of interest to develop DNNs for 360° computer vision with four main types of techniques. The first is spatially adaptive convolution. Designed around ERP, the most straightforward implementation is to expand the receptive field horizontally via rectangular filters or dilated convolutions. A more advanced version is to design distortion-aware and deformable convolution kernels in combination with spiral spherical sampling. This type of approach is less scalable to deeper networks, which is necessary to achieve satisfactory rate-distortion performance in learned image compression. The second is knowledge distillation, with the goal of training DNNs on ERP images to predict the responses of a target model on viewport images. As one of the first attempts to learn “spherical convolution” for 360° vision, Su and Grauman tied the kernel weights along each row of the ERP image to accommodate the over-sampling issue. Due to the incorporation of secondary DNNs, this type of approach is often computationally expensive, whose performance may also be limited as the sphere-to-plane distortion is not explicitly modeled. The third is a family of reparameterization methods that are rooted in spherical harmonics and spectral analysis. These often define spherical convolution mathematically to seek rotational equivariance and invariance for dense and global prediction problems. Cohen et al. defined spherical correlation with an efficient implementation.
based on the generalized fast Fourier transform \[60\]. Concurrently, Esteves et al. \[33\] defined spherical convolution \[61\] as a specific case of group convolution \[62\], which admits a spectral domain implementation. To avoid the computational cost of the spherical Fourier transform, Perraudin et al. \[34\] relied on the hierarchical equal area isolatitude pixelization (HEALPix) to formulate graph convolutions for cosmological applications. However, it is only practical to apply the method to part of the sphere. Jiang et al. \[35\] reparameterized convolution filters as linear combinations of first-order and second-order differential operators with learnable weights. Despite being mathematically appealing, rotational equivariance and invariance are less relevant to 360° image compression, and may cause inconvenience in context-based entropy modeling because of the orderless nature of the spherical representation.

The above-mentioned methods typically require modifying or re-designing the convolution operation, which are generally computationally expensive. Moreover, they may not enable the desired transferability of existing DNNs for central-perspective images, which enjoy years of research into optimal architecture design and efficient convolution implementation. In contrast, the proposed pseudocylindrical convolution operation can be efficiently implemented by standard convolution with pseudocylindrical padding.

3 Proposed Method

In this section, we first introduce parametric pseudocylindrical representation, and describe a greedy algorithm to determine the parameter configuration for a proxy rate-distortion objective. We then propose pseudocylindrical convolutions as the main building block for our learned 360° image compression system.

3.1 Parametric Pseudocylindrical Representation

From the practical standpoint, we start with a 360° image \( x \in \mathbb{R}^{H \times W} \) stored in ERP format, where \( H \) and \( W \) are the maximum numbers of samples in each column and row, respectively. The plane-to-sphere coordinate conversion can be calculated by

\[
\begin{align*}
\theta_i &= \left( 0.5 - \frac{i + 0.5}{H} \right) \times \pi, \quad i = \{0, \ldots, H-1\}, \\
\phi_j &= \left( \frac{j + 0.5}{W} - 0.5 \right) \times 2\pi, \quad j = \{0, \ldots, W-1\},
\end{align*}
\]

where \( \theta \) and \( \phi \) index the latitude and the longitude, respectively. Bilinear interpolation is used as the optional resampling filter if necessary. As a generalization of ERP, the proposed representation is also defined over a 2D grid \( \Omega = \{0, \ldots, H-1\} \times \{0, \ldots, W-1\} \), and is parameterized by \( \{W_i\}_{i=0}^{H-1} \), where \( W_i \in \{1, \ldots, W\} \) is the width of the \( i \)-th row (with the starting point fixed to zero). By varying \( W_i \), our representation offers a precise control over the sampling density of each row. For visualization purposes, we may reparameterize the representation by \( \{W_i, S_i\}_{i=0}^{H-1} \), where \( S_i \) denotes the starting point:

\[
S_i = \lfloor (W - W_i)/2 \rfloor.
\]

We refer to this data structure as parametric pseudocylindrical representation, since it generalizes several pseudocylindrical map projections. Specifically:

- Choosing \( W_i = W \) and Eqs. (1) and (2) as the plane-to-sphere mapping yields the standard ERP;
- Choosing \( W_i = \cos(\theta_i)W \) and replacing Eq. (2) to

\[
\phi_j = \left( \frac{j - S_i + 0.5}{W_i} - 0.5 \right) \times 2\pi,
\]

for \( j = \{S_i, \ldots, S_i + W_i - 1\} \) as the longitude mapping yields sinusoidal projection (see Fig. 2(b));
- Choosing \( W_i = (2 \cos(2\theta_i/3) - 1)W \), where

\[
\theta_i = 3 \arcsin \left( \frac{0.5 - i + 0.5}{H} \right)
\]

is the latitude mapping and Eq. (4) is the longitude mapping yields the Craster parabolic projection. This is used in the objective quality metric - CPP-PSNR \[63\].

- Another special case of interest arises when setting adjacent rows to the same width, leading to the tiled representation proposed by Yu et al. \[5\], which plays a crucial role in accelerating pseudocylindrical convolutions, as will be immediately clear.

With different combinations of the width configuration and the plane-to-sphere mapping, our pseudocylindrical representation not only includes a broad class of pseudocylindrical map projections as special cases but also opens the door of novel data structures that may be more suitable for 360° image compression. Without loss of generality, in the remainder of the paper, we use Eqs. (1) and (2) for the plane-to-sphere coordinate conversion, and assume \( S_i = 0 \).

3.2 Pseudocylindrical Convolutions

Based on the pseudocylindrical representation, we define the pseudocylindrical convolution operation \[64\] by first specifying a neighboring grid:

\[
\mathcal{N} = \{(i, j) | i, j \in \{-K, \ldots, K\}\},
\]

2. In fact, nearly all DNNs implement cross-correlation instead of convolution. Here we assume the convolution filter has already been reflected around the center.
where \(2K + 1\) is the spread of the convolution kernel. For a central-perspective image \(x\), it is straightforward to define the neighbors using the Manhattan distance (see Fig. 3). The response \(y\) of the convolution on \(x\) at the position \((p, q)\) is computed by

\[
y(p, q) = \sum_{(i, j) \in N} w(i, j) x(p_i, q_j),
\]

where \(w\) denotes the convolution filter, \(p_i = p + i\), and \(q_j = q + j\). To convolve the filter over the pseudocylindrical representation, we also need to define the neighbors, with the goal of approaching the uniform sampling density over the sphere. Relying on a variant of Manhattan distance, we start from \((\theta_p, \phi_q)\) corresponding to \((p, q)\) \(\in \Omega\), and retrieve the neighbor at \((i, j)\) \(\in N\) by first moving \(i\delta_\theta\) along the longitude and then \(j\delta_\phi\) along the latitude, where \(\delta_\theta = \pi / H\) and \(\delta_\phi = 2\pi \cos(\theta_p) / W_p\). Positive (negative) values of \(i\) head towards the north (south) pole. Similarly, positive (negative) values of \(j\) mean anticlockwise (clockwise) movement from a bird’s-eye view. We obtain the neighbors on the pseudocylindrical representation via the sphere-to-plane projection:

\[
\begin{align*}
p_i &= p + i, \\
q_j &= \frac{W_p}{W_p}(q + 0.5) - 0.5 + \frac{\cos \theta_p}{\cos \theta_p_{\text{p}, j} \frac{W_p}{W_p} j} \\
&= \frac{W_p}{W_p} \left(q + \frac{\cos \theta_p}{\cos \theta_p_{\text{p}, j} + 0.5} + 0.5\right) - 0.5.
\end{align*}
\]

We assume circular boundary condition, and give a careful treatment of the boundary handling near the two poles (i.e., \(p_i < 0\) and \(p_i > H\)):

\[
\begin{align*}
p_i &= (-1 - p_i) \mod H, \\
q_j &= (q_j + 0.5W_p) \mod W_p.
\end{align*}
\]

Fig. 3(b) shows an example of the adjustment of \(q_j\) over the sphere when \(p_i < 0\) (i.e., crossing the north pole). For fractional \(q_j\), we compute \(x(p_i, q_j)\) via linear interpolation:

\[
x(p_i, q_j) = \sum_{k \in N} b(q_j, k) x(p_i, [q_j] + k),
\]

where \(b\) is the linear kernel. Last, the pseudocylindrical convolution is computed by plugging Eqs. (8), (9), and (11) into Eq. (7).

We take a close look at the computational complexity of the pseudocylindrical convolution, which mainly comes from three parts: neighbor search, linear interpolation, and inner product. Searching one neighbor requires calling the transcendental function, \(\cos(-)\), twice with four multiplications and three additions. For linear interpolation, one modulo operation and one addition are needed to create the bilinear kernel, and two multiplications and one addition are used to compute interpolated value. For a kernel size of \((2K + 1) \times (2K + 1)\), we need \(28K^2 + 14K\) and \(20K^2 + 10K\) operations for neighbor search and linear interpolation, respectively, but only \(8K^2 + 8K + 1\) operations for inner product.

To reduce the computational complexity of neighbor search, we make a mild approximation to Eq. (9):

\[
q_j \approx \frac{W_p}{W_p}(q + j + 0.5) - 0.5,
\]

where we assume \(\cos(\theta_p) \approx \cos(\theta_p_{\text{p}})\). This is reasonably true because \(\theta_p\) and \(\theta_p_{\text{p}}\) correspond to adjacent rows, and we are very close provided that \(H\) is large. From Eq. (12), it is clear \(q_j = (q + k)_{j-k}\), meaning that adjacent samples in a row are neighbors of one another with no computation. Moreover, searching for neighbors in an adjacent row amounts to scaling it to the width of the current row. Furthermore, we perform circular padding for \(q_j < 0\) and \(q_j \geq W_p\) with \(q_j = q_j \mod W_p\), we refer to this process as pseudocylindrical padding (see Fig. 4(b) and (c)). For a row with width \(W_p\), we greatly reduce the computation from \((48K^2 + 24K)W_p\) to \(20KW_p + (2K + 1)2K\), where \(W_p \gg K\).

We may further simplify Eq. (12) to (7) by enforcing \(W_p = W_p\). By doing so, the \(p\)-th and \((p + i)\)-th rows become neighborhood of each other with no computation. The neighboring rows with the same width can be viewed as a tile, and the pseudocylindrical representation reduces gracefully to the tiled representation (5) (see Fig. 2(d)).

Pseudocylindrical padding occurs only at the boundaries of each tile. In summary, the tiled representation \(z\) of \(x\) is composed of \(\{z_i\}_{i=0}^{T-1}\), where \(z_i \in \mathbb{R}^{H_i \times W_i}\) is the \(i\)-th tile. The set of free parameters are \(\{T, H_i, W_i\}_{i=0}^{T-1}\). With these two steps of simplifications, the pseudocylindrical convolution can be implemented in parallel on \(\{z_i\}\) by standard convolution with pseudocylindrical padding. On one hand, this offers the opportunity to build DNN-based compression methods for omnidirectional images upon those for central-perspective images with minimal modifications. On the other hand, this enables fast implement of the proposed pseudocylindrical convolution. For a tile \(z_i\), the computation operations used for pseudocylindrical padding are \(20KW_i + (2K + H_i)2K\), which are much smaller than the operations for convolution, i.e., \((8K^2 + 8K + 1)W_i H_i\), when \(H_i \gg 1\). In such cases, our pseudocylindrical convolution should achieve nearly the same running speed as the standard convolution with zero padding.

4. More precisely, we first shift the adjacent row by half pixel, and scale it to the width of the current row, and shift it back by half pixel.

5. \((2K + 1)2K\) arises from the circular boundary handling along the longitude.
3.3 Pseudocylindrical Representation Optimization

In general, different 360° images may have different parameter configurations of the pseudocylindrical representation for optimal compression performance, which depend on the image content. The corresponding combinatorial optimization problem can be formulated as

$$\min_{T,\{H_t\},\{W_t\}} \quad \text{RD}(x, \text{compress}_{\alpha}(x); T, \{H_t\}, \{W_t\})$$

s.t.  
$$T \in \{0, \ldots, H - 1\},$$
$$H_t \in \{0, \ldots, H - 1\}, \; t \in \{0, \ldots, T - 1\},$$
$$\sum_t H_t = H - 1,$$
$$W_t \in \{0, \ldots, W - 1\}, \; t \in \{0, \ldots, T - 1\},$$

(13)

where \(x\) is the given 360° image, \(\text{RD}(\cdot)\) is a quantitative measure for rate-distortion performance, and \(\text{compress}_{\alpha}(\cdot)\) is a generic compression method with a learnable parameter vector \(\alpha\). As noted by Yu et al. [5], Problem (13) is essentially a multiple-dimensional, multiple-choice knapsack problem, which prohibits exhaustive search when \(H\) and \(W\) are large. We choose to simplify the problem in the follow ways.

1) Treat \(T\) and \(\{H_t\}_{t=1}^{T-1}\) as hyperparameters, and preset them, where \(H_0 = H_0\) and \(T = H/H_0\). The general guideline is to set \(H_0\) large enough to enjoy the fast computation of standard convolution, while making Eq. (12) approximately hold.

2) Quantize the width to \(L\) levels, where \(L \ll W\). Thus enumeration of the possible widths is performed in a much reduced search space.

3) Enforce the symmetry of the pseudocylindrical representation with respect to the equator, which further halves the search space.

4) Discourage oversampling at higher latitudes by adding the constraint \(W_t \leq W_{t'}\) for \(t \leq t'\) and \(t, t' \in \{0, \ldots, T_{\text{half}}\}\), where \(T_{\text{half}} = \lfloor (T - 1)/2 \rfloor - 1\) (see the coordinate system in Fig. 2).

5) Solve the problem at the dataset level instead of the image level for two reasons. First, even with the above simplifications, it still takes quite some time to obtain the sub-optimal configuration in practice.

Second, the content-dependent configuration may render the training of DNN-based 360° image compression unstable.

Putting together, Problem (13) is simplified to

$$\min_{\{W_t\}} \quad \frac{1}{|D|} \sum_{x \in D} \text{RD}(x, \text{compress}_{\alpha}(x); \{W_t\})$$

s.t.  
$$W_t \in \{W_0, \ldots, W_{L-1}\}, \; t \in \{0, \ldots, T - 1\},$$
$$W_t = W_{T-1-t}, \; t \in \{0, \ldots, T_{\text{half}}\},$$
$$W_t \leq W_{t'}, \; \text{for} \; t \leq t' \text{ and } t, t' \in \{0, \ldots, T_{\text{half}}\},$$

(14)

where \(W_t = (t + 1)\lfloor \frac{W}{T} \rfloor\). Now, an exhaustive search which evaluates all possible configurations may be feasible. Alternatively, we propose a divide-and-conquer greedy solver to Problem (14) in case \(L\) and \(T\) are still large. We first initialize all \(\{W_t\}\) to \(W_{T-1}\). From the pole to the equator, we enumerate the possible widths of the current tile while holding higher-latitude tiles to the estimated widths and lower-latitude tiles to the initialized widths. This procedure is repeated until all tiles are visited, which is summarized in Algorithm 1.

![Fig. 4. Illustration of the pseudocylindrical representation and pseudocylindrical padding. (a) Intermediate pseudocylindrical representations in the DNN. (b) Pseudocylindrical padding. (c) Pseudocylindrical padding for the pole tile.](image)

![Fig. 5. Estimation of the bits used to code a single tile.](image)
We conclude this section by illustrating two interesting properties of our pseudocylindrical representation and convolution. First, Fig. 8 shows the optimized pseudocylindrical configuration in comparison to sinusoidal projection and its tiled version, where we set $H = 512, W = 1024$, respectively, on the unit sphere.

For the distortion, we suggest to use viewport-based objective quality metrics, which correctly reflect how humans view 360° images. According to [56], viewport-based metrics deliver so far the best quality prediction performance on 360° images. In our implementation, we use MSE as the base objective quality metric. We sample 360° images. In our implementation, we use MSE as the base objective quality metric. We sample 360° images. In our implementation, we use MSE as the base objective quality metric. We sample 360° images.

By varying the QP values of JPEG2000, we produce a rate-distortion curve for each image $x \in D$, and we average all curves as the rate-distortion performance of the current parameter configuration of the proposed pseudocylindrical representation. We compare two curves using the Bjontegaard delta bitrate saving (BD-BR) metric [64] to identify a better configuration.

We conclude this section by illustrating two interesting properties of our pseudocylindrical representation and convolution. First, Fig. 8 shows the optimized pseudocylindrical configuration in comparison to sinusoidal projection and its tiled version, where we set $H = 512, W = 1024$.

4. Learned 360° Image Compression System

In this section, we design a learned 360° image compression system based on the proposed pseudocylindrical representation and convolution. At a high level, our system consists of an analysis network $g_a$, a non-uniform quantizer $q_q$, a synthesis network $g_s$, and a context-based entropy network $g_e$, which are jointly optimized for rate-distortion performance.

4.1 Analysis, Synthesis, and Entropy Networks

The analysis transform $g_a$ takes the ERP image $x$ as input and maps it to the proposed pseudocylindrical representation $z$, based on which the code representation $c$ is produced by the network. $g_a$ is made of ERP to pseudocylindrical representation transform, four down-sampling blocks, four residual blocks, two attention blocks, a back-end pseudocylindrical convolution, and a sigmoid layer, whose computational graph with detailed specifications is shown in Fig. 9. The down-sampling block processes and down-samples the pseudocylindrical feature maps by a factor of two. The residual block [65] has two convolution layers with a skip connection, following each down-sampling block. A simplified attention block [66] is added right after the second and fourth residual block to increase the model capacity and expand the receptive field. A final convolution layer with C filters followed by a sigmoid activation is used to produce

```
Algorithm 1 Greedy Estimation of the Pseudocylindrical Representation Parameters

1. **Input**: ERP image set $\mathcal{D} = \{x^{(0)}, \ldots, x^{(|\mathcal{D}|-1)}\}$, and the quantized width set $\{W_0, \ldots, W_{L-1}\}$.
2. **Output**: The optimized parameter set $\{W^*_t\}$.
3. for $t \leftarrow 0$ to $T - 1$
4.    $W^*_t \leftarrow W_{L-1}$; \hspace{1cm} // Initialization
5. end for
6. for $t \leftarrow 0$ to $T_{half}$
7.    $V_{best} \leftarrow \infty$, $W_{best} \leftarrow 0$;
8.    if $t = 0$ then
9.        start_width $\leftarrow W_0$;
10.    else
11.        start_width $\leftarrow W^*_{t-1}$;
12.    end if
13. for $W^*_t \leftarrow$ start_width to $W_{L-1}$ do
14.    $W^*_{T-t-1} \leftarrow W^*_t$;
15.    $V_{temp} \leftarrow RD(x, compress_\omega(x); \{W^*_t\})$;
16.    if $V_{temp} < V_{best}$ then
17.        $V_{best} \leftarrow V_{temp}$, $W_{best} \leftarrow W^*_t$;
18.    end if
19. end for
20. $W^*_t \leftarrow W_{best}$, $W^*_T-t-1 \leftarrow W_{best}$;
21. end for
```

estimation of the t-th tile, $z_t$, we resize the width of $x$ to $W_t$, and crop two subimages such that the intersection is $z_t$ and the union is the resized image. The rate of $z_t$ is calculated as the difference between the number of bits of the subimages and the resized image. This process is better illustrated in Fig. 5.

Fig. 6. The optimized width configuration of the pseudocylindrical representation in comparison to ERP and the sinusoidal projection.

$H_0 = 32$, and $L = 64$. The key observation is that the optimized configuration does not completely resolve the over-sampling problem in ERP (see also Fig. 6). Surprisingly, to achieve better compression performance, the mid-latitude regions are still over-sampled than the sinusoidal tiles, which is also supported by the ablation experiments in Sec. 5.5. Second, we build a six-layer DNN with $3 \times 3$ pseudocylindrical convolutions, and visualize the receptive field at different latitudes in Fig. 7. With the optimized structure as input, the proposed pseudocylindrical convolution is able to produce similar receptive fields for different locations on the sphere, which are latitude-adaptive in the ERP domain. Although the receptive field is slightly deformed, it should not be a problem in 360° image compression because the kernel weights can be learned to adapt to such geometric distortions (if necessary) by optimizing viewport-based perceptual quality metrics.
Fig. 7. Illustration of the receptive field of the standard and pseudocylindrical convolution. (a) ERP domain. (b) Spherical domain. (c) Viewport domain.

Fig. 8. Analysis transform $g_a$. P-Conv: proposed pseudocylindrical convolution with filter support $(S \times S)$ and number of channels (output $\times$ input).

Fig. 9. Synthesis transform $g_s$. P-Conv: proposed pseudocylindrical convolution with filter support $(S \times S)$ and number of channels (output $\times$ input).

Fig. 10. Entropy network $g_c$. Masked P-Conv: masked pseudocylindrical convolution adapted from [27].

The code representation $c$ with a desired operating range of $[0,1]$. The synthesis transform $g_s$ (see Fig. 9) is a mirror of the analysis transform where the down-sampling blocks are replaced by the up-sampling blocks. Instead of performing deconvolution for upsampling, we expand the feature representation by a factor of four in the channel dimension and reshape it such that the height and width grow by a factor of two [38], [67]. $g_s$ ends with a pseudocylindrical representation to ERP transform to reconstruct the ERP from the proposed pseudocylindrical representation. Generalized divisive normalization (GDN) and inverse GDN as bio-inspired nonlinearities [21] are separately adopted after the last convolution of the down-sampling and up-sampling blocks. For other convolution layers, unless stated otherwise, the parametric rectified linear unit (ReLU) is used as the nonlinear activation function.

As for the entropy network $g_c$ (see Fig. 10), we model the probability distribution of the quantized code $c$ as a MoG, whose accuracy can be improved by considering the code context, also known as the auto-regressive prior. Thus we employ the group context [17] proposed by Li et al. [27] and train three context-based DNNs to predict the mean, variance, and mixing weight.

8. When performing pseudocylindrical convolution, the specified code order following [27] should be respected, which requires careful treatment of linear interpolation and pseudocylindrical padding.
variance, and mixing weights, respectively. Each DNN comprises a front-end up-sampling layer and two masked pseudocylindrical convolutions [27], followed by three masked residual blocks and a back-end masked pseudocylindrical convolution. No activation function is added as the output layer in the mean branch; ReLU activation is added in the variance branch to ensure that the output is nonnegative; the softmax activation is added in the mixing weight branch to produce a probability vector as output.

4.2 Quantizer

The quantizer $g_q$ is parameterized by $\omega = \{\omega_{k,0}, \ldots, \omega_{k,L_q-1}\}$, where $k = 0, \ldots, C - 1$ is the channel index, and $L_q$ is the number of quantization centers in each channel. We compute the $l$-th quantization center for the $k$-th channel by

$$
\Omega_{k,l} = \sum_{l' = 0}^{I} \exp(\omega_{k,l'}). \tag{15}
$$

The code $c_{k,i,j}$, where $i, j$ are spatial indices, is quantized to its nearest quantization center:

$$
\tilde{c}_{k,i,j} = g_q(c_{k,i,j}) = \arg\min_{\{\Omega_{k,l}\}} \|c_{k,i,j} - \Omega_{k,l}\|_2^2. \tag{16}
$$

g_q$ has zero gradients almost everywhere, which hinders training via back-propagation. Inspired by [22, 68], we approximate $g_q$ by the identify function $\hat{g}_q(c_{k,i,j}) = c_{k,i,j}$. That is, we use $g_q$ and $\hat{g}_q$ in the forward and backward passes, respectively. The parameters $\omega$ can be optimized by minimizing the quantization error, i.e., $\|c - \bar{c}\|_2^2$, on the fly.

4.3 Rate-Distortion Objective

As with general data compression, our objective function is a weighted sum of the rate and distortion:

$$
\ell = \mathbb{E}_{x \in D} \left[ \ell_r(g_q(g_a(x))) + \lambda E_d(x, g_q(g_a(x))) \right], \tag{17}
$$

where $\lambda$ is the trade-off parameter, and $D$ is the training set. The rate of the quantized code $\bar{c}$ is computed by

$$
\ell_r(\bar{c}) = -\mathbb{E}_x [\log p(\bar{c})] = -\mathbb{E} \left[ \sum_{k,i,j} \log p(\bar{c}_{k,i,j}) \right], \tag{18}
$$

where we omit the conditional dependency to make the notation uncluttered. The discretized probability, $p(\bar{c}_{k,i,j})$, can be computed by integrating the continuous MoG with three components:

$$
p(\bar{c}_{k,i,j}) = \int_{\Omega_{k,i,j} + \Omega_{k,i,j}}^{\Omega_{k,i,j} + \omega_{k,i,j}} \sum_{m=0}^{2} \pi_{k,i,j,m} N \left( \xi; \mu_{k,i,j,m}^m, \sigma_{k,i,j,m}^m \right) d\xi, \tag{19}
$$

where we assume $\Omega_{k,l} = \bar{c}_{k,i,j}$, and $\pi_{k,i,j,m}^m$, $\mu_{k,i,j,m}^m$, and $\sigma_{k,i,j,m}^m$ are the mixing weight, mean and variance of $m$-th Gaussian component for $c_{k,i,j}$, respectively.

As previously discussed in Sec. 3.3, we adopt viewport-based MSE and structure similarity (SSIM) as the quality measures, which are denoted by VMSE and VSSIM. It is noteworthy that VSSIM is a quality metric, and we need to convert it into a loss function:

$$
\ell_{\text{VSSIM}}(x, \hat{x}) = 1 - \text{VSSIM}(x, \hat{x}), \tag{20}
$$

where $\hat{x}$ is the reconstructed image of $x$ by our model.

5 Experiments

In this section, we first describe the experimental setup, and then augment existing codecs by RWP with the height parameter optimized for rate-distortion performance (see Fig. 11). We compare our method to the augmented codecs in terms of quantitative metrics and visual quality. Last, we conduct comprehensive ablation studies to single out the contributions of the proposed techniques. The codes and the trained models will be available at: https://github.com/limuhit/pseudocylindrical_convolution

5.1 Experimental Setup

We collect 19,790 ERP images from Flickr that carry Creative Commons licenses and save them losslessly. All images are down-sampled to the size of $512 \times 1024$ to further counteract potential compression artifacts. We split the dataset into the training set with 19,590 images and the test set with 200 images.

In main experiments, we set the height of each tile to $H_0 = 32$ such that it can be down-sampled by 16 times in the analysis transform. Correspondingly, the number of tiles in our pseudocylindrical representation is 16. The quantization level $L$ is set to 64 in Problem (13). The trade-off parameter $\lambda$ in Eq. (17) is in the range of $[1/16, 1/3]$. For the number of channels of the latent code, we choose $C = 192, 112, 56$ for high-bitrate, mid-bitrate, and low-bitrate models, respectively. The number of quantization levels adopted by $g_q$ is $L_q = 8$.

Stochastic optimization is carried out by minimizing Eq. (17) using the Adam method [69] with a learning rate of $10^{-4}$. We decay the learning rate by a factor of 10 whenever the training plateaus. We leverage the favorable transferability of the proposed method, and pre-train it using a large set of central-perspective images with standard convolution (i.e., no pseudocylindrical padding). We then fine-tune the entire model with pseudocylindrical convolutions on the full-size 360° images in the training set.

Compression methods are commonly evaluated from two aspects - rate and distortion. In this paper, we adopt the bits per pixel (bpp), calculated as the total number of bits used to code the image divided by the number of pixels, for the rate, and VMSE, viewport-based PSNR (VPSNR) and VSSIM for the distortion. Then, we are able to draw the rate-distortion (RD) curve, and compute BD-BR and Bjontegaard
We compare our methods optimized for VMSE and VSSIM, with the five chosen codes and their augmented versions with optimized RWP. Both the JPEG and JPEG2000 are based on the internal implementations in OpenCV 4.2. As for BPG, we adopt the official codec from https://bellard.org/bpg/ with the 4:2:0 chroma format. For the two DNN-based methods, we test on codes released by the respective authors.

Fig. 12 draws the rate-distortion curves, where we find that our VMSE-optimized method clearly outperforms BPG(-RWP), Minnen18(-RWP) Balle18(-RWP), and overwhelms JPEG(-RWP) and JPEG2000(-RWP) under VMSE and VPSNR. Similar observations can be drawn for the proposed method under VSSIM. Our VMSE-optimized method ranks second in terms of VSSIM, outperforming the competing methods by a clear margin. It is interesting to note that all DNN-based compression methods optimized for VMSE achieve better VSSIM performance compared with the three compression standards. As SSIM is widely regarded as a more perceptual quality metric, it is expected DNN-based compression methods to deliver better visual quality. Table 1 lists the BD-DR and BD-distortion metrics computed from the rate-distortion curves in Fig. 12, where BPG is the anchor method. We observe that our VMSE-optimized

### 5.2 Optimization of RWP for Existing Codecs

To the best of our knowledge, there are no learned compression methods specifically designed for 360° images. Thus, we choose to augment five codecs for central-perspective images with the RWP strategy [3] - JPEG [70], JPEG2000 [71], BPG [72] (i.e., HEVC intra coding), Minnen18 [24], and Balle18 [23]. As shown in Fig. [11], RWP partitions the images into three parts with a parameter to control the height of the north (and south) pole region. The assembled image is used as the input for compression. RWP can relieve the non-uniform sampling problem to a certain extent. However, the simple split-and-merge operation will break the image continuity and context, which may have a negative impact on compression performance.

We optimize over a set of the height parameter of RWP, {8, 16, 24, 32, 40, 48, 56, 64, 72, 80, 100}, for each of the three compression standards (JPEG, JPEG2000, and BPG) in terms of BD-VPSNR and BD-BR metrics using the original method without RWP as anchor. We find that RWP indeed improves the compression performance for all three codecs. For example, RWP helps improve 0.59 dB and saves 10.2% bits for JPEG. It turns out the best heights for JPEG, JPEG2000, and BPG are 64, 40, and 48, respectively. As for DNN-based methods, we choose the height to be 48, which offers satisfactory performance for all three compression standards.

### 5.3 Quantitative Evaluation

We compare our methods optimized for VMSE and VSSIM, with the five chosen codes and their augmented versions (b) delta distortion (BD-distortion) [64]. BD-BR in the unit of percentage (%) calculates the average bitrate saving between two rate-distortion curves, while BD-distortion calculates the average distortion improvement between two curves. A negative BD-BR value and a positive BD-distortion value represent that the test method is better than the anchor method.

![Fig. 12. Rate-distortion curves of different compression methods. (a) VMSE. (b) VPSNR. (c) VSSIM.](image)

### Table 1

| Method          | RATE-VPSNR   | RATE-VSSIM  |
|-----------------|--------------|-------------|
| JPEG            | -3.504       | 140.08      |
| JPEG + RWP      | -3.080       | 112.04      |
| JPEG2000        | -1.385       | 43.86       |
| JPEG2000 + RWP  | -1.300       | 40.85       |
| BPG             | 0.000        | 0.00        |
| BPG + RWP       | 0.092        | -2.44       |
| Ballé18         | -0.110       | 2.90        |
| Ballé18 + RWP   | -0.077       | 2.02        |
| Minnen18        | 0.187        | -4.73       |
| Minnen18 + RWP  | 0.183        | -4.62       |
| Ours (VMSE)     | 0.547        | -13.97      |
| Ours (VSSIM)    | -0.958       | 27.99       |
Fig. 13. Visual quality comparison of JPEG-RWP, JPEG2000-RWP, BPG-RWP, Minnen18, and our VSSIM-optimized method using 14 viewports indexed by \((\theta, \phi)\). We quantify the distortion in the form of PSNR (dB) / SSIM under each viewport. The bitrates of the ERP image produced by JPEG-RWP, JPEG2000-RWP, BPG-RWP, Minnen18 and ours are separately 0.165 bpp, 0.171 bpp, 0.188 bpp, 0.169 bpp, and 0.161 bpp.
method improves VPSNR by 0.547 dB and saves 13.97% bitrate on average. Our VSSIM-optimized method increases VSSIM by 0.043 and saves 41.84% bitrate on average. One caveat should be pointed out: although RWP is beneficial to JPEG, JPEG2000, and BPG in compressing 360° images, it has no clear contribution to DNN-based image compression methods. For example, RWP boosts Ballé18 by 0.033 dB, but hurts Minnen18 by 0.004 dB. This result arises because RWP breaks image context and creates image discontinuity, to which the learned compression methods fail to adapt.

5.4 Qualitative Evaluation

Fig. 13 visually compares our VSSIM-optimized method against JPEG-RWP, JPEG2000-RWP, BPG-RWP, and Minnen18 at similar bitrates, from which we have several interesting observations. First, JPEG-RWP, JPEG2000-RWP, and BPG-RWP suffer from common visual artifacts such as blocking, ringing, and blurring, which are further geometrically distorted at high latitudes. Second, 360° specific distortions such as the “radiation artifacts” in Viewports \((\frac{\pi}{2}, 0)\) and \((-\frac{\pi}{2}, 0)\) begin to emerge for all but the proposed method due to the over-sampling issue at poles even with RWP. This provides strong justifications of the proposed pseudocylindrical representation. Meanwhile, we also see different levels of color cast produced by all competing methods in Viewport \((\frac{\pi}{2}, 0)\), centered at the right boundary of the ERP image (see Fig. 2). That is, the viewport is made up of pixels that are far apart in the ERP image, which may be compressed in substantially different ways. In contrast, our method with pseudocylindrical convolutions does not suffer from this problem. Third, compared to the three compression standards, Minnen18 appears to have better visual quality with less visible distortions, especially in flat regions. Overall, the proposed method offers the best quality, generating flat regions with little artifacts (see Viewport \((\frac{\pi}{2}, 0)\)), reconstructing structures in a sharp way (see Viewport \((-\frac{\pi}{2}, 0)\)), and producing plausible textures that are close to the original (see Viewport \((\frac{\pi}{2}, \frac{\pi}{2})\)).

5.5 Ablation Studies

We conduct three sets of ablation experiments to single out two core contributions of the proposed method - the pseudocylindrical representation and convolution. First, we compare the optimized pseudocylindrical representation (by solving Problem (14) using Alg. 1) with the ERP format and the sinusoidal tiles by setting \(W = \cos(\theta) W\) (see Fig. 2). For each input structure, we retrain a DNN with the same network architecture illustrated in Fig. 8 and 9 using the same training strategy and VMSE as the distortion measure. Next, we fix the optimized pseudocylindrical representation and compare the standard convolution with zero padding to the proposed pseudocylindrical convolution with the same network structure and training strategy.

The rate-distortion curves and the corresponding BD-BR and BD-Distortion metrics are given in Fig. 14 and Tab. 2 respectively, where BPG is the anchor. We find that both sinusoidal and the optimized pseudocylindrical tiles deliver better compression performance than ERP. Moreover, the optimized representation offers more perceptual gains (and bitrate savings) than the sinusoidal tiles, validating the effectiveness of the proposed greedy search algorithm. Our results convey a somewhat counterintuitive message: slightly oversampling mid-latitude regions is preferred over uniform sampling everywhere for 360° image compression. Meanwhile, the proposed pseudocylindrical convolution significantly outperforms the standard convolution with zero padding. Last, we compare the computational speed of the proposed pseudocylindrical convolution to the standard convolution, and report the running time of the analysis, synthesis, entropy networks in Tab. 3. As can be seen, the pseudocylindrical convolution has nearly the same running speed as the standard convolution. These demonstrate the promise of pseudocylindrical convolutions in modeling 360° images.

### Table 2

| Method          | RATE-VPSNR (dB) | RATE-VSSIM (%) |
|-----------------|-----------------|----------------|
| ERP (P-Conv)    | -0.161          | 4.30           |
| Sinusoidal (P-Conv) | 0.145      | -4.19          |
| Optimized (Conv) | 0.116          | -3.59          |
| Optimized (P-Conv) | 0.547      | -13.97         |

### Table 3

| Convolution     | Analysis Network \((g_a)\) | Synthesis Network \((g_s)\) | Entropy Network \((g_e)\) |
|-----------------|-----------------------------|-----------------------------|---------------------------|
| Conv            | 0.104                       | 0.105                       | 0.040                     |
| P-Conv          | 0.107                       | 0.108                       | 0.045                     |

We may as well consider the ERP tiles by setting \(W = W\) as input to our pseudocylindrical DNN-based compression system, which is equivalent to feeding the entire ERP image to a standard DNN for compression.
6 CONCLUSION AND DISCUSSION

In this paper, we have introduced a new data structure for representing 360° images - pseudocylindrical representation. We also proposed the pseudocylindrical convolution that can be efficiently implemented by standard convolutions with pseudocylindrical padding. Relying on the proposed techniques, we implemented one of the first DNN-based 360° image compression system that offers favorable perceptual gains at similar bitrates. In the future, we will try to perform joint optimization of the parameters of the front-end pseudocylindrical representation and the back-end image compression method at the image level. This may be achievable by training another DNN that takes a 360° image as the input for parameter estimation of the corresponding representation. We will also explore the possibility of combining the proposed techniques with existing video codecs (e.g., HEVC, VVC, VP9, and AV1) to improve 360° video compression.

The application scope of the proposed pseudocylindrical representation and convolution is far beyond 360° image compression. In fact, it may serve as a canonical building block for general 360° image modeling, and is particularly useful for 360° applications that expect efficiency, scalability, and transferability. For example, in 360° image editing and enhancement, the pseudocylindrical representation may be applicable to the sinusoidal tiles) may be preferable in 360° computer vision tasks to localize and track objects moving from low-latitude to high-latitude places. In either 360° application, the proposed pseudocylindrical convolution enables reusing existing methods trained on central-perspective images, and requires only a small set of (labeled) 360° images for efficient adaptation.
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