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Abstract

Routine clinical visits of a patient produce not only image data, but also non-image data containing clinical information regarding the patient, i.e., medical data is multi-modal in nature. Such heterogeneous modalities offer different and complementary perspectives on the same patient, leading to more accurate clinical decisions when they are properly combined. Hence, it is crucial to study how to integrate the multi-modal medical data for medical image analysis, which is relatively under explored despite its importance.

However, effectively fusing the multi-modal medical data is not a trivial task since a variety of clinical modalities contain their own distinct information and may have different data format (Cui et al. 2022). Some studies reflect multiple modalities in an “early fusion” manner by combining images of different modalities (e.g., positron emission tomography (PET), computed tomography (CT) and magnetic resonance imaging (MRI)) before training the model (Teramoto et al. 2016; Tan et al. 2020; Guo et al. 2019). On the other hand, “late fusion” approaches combine representations of different imaging modalities (Liu et al. 2021; Suk et al. 2014; Xu et al. 2016), while others learn from both image and non-image medical data by combining information from independently trained models in a post-hoc manner (Sanyal, Kar, and Sarkar 2021; Akselrod-Ballin et al. 2019; Cheerla and Gevaert 2019). A recent approach proposes end-to-end learning strategies for fusing multi-modal features at different stages of the model training, i.e., fusing intermediate features and output probabilities (Holste et al. 2021). However, current practice of naively integrating different modalities cannot fully benefit from the complementary relationship between multiple modalities.

In this work, we focus on the fact that patients who share similar non-image data are likely to suffer from the same disease. For example, it is well known that a group of people possessing the E4 allele of apolipoprotein E (APOE) has the primary genetic risk factor for the sporadic form of Alzheimer’s Disease (AD) (Emrani et al. 2020). Hence, by introducing non-image data (e.g., APOE in the tabular data) in addition to image data, we argue that preemptive clinical decisions can be made at an early stage of AD, which may not be detected based on image data only.

To elaborate our argument, we compare the similarity of non-image data between various levels of dementia with OASIS-3 (LaMontagne et al. 2019) dataset in which patients in the dataset are divided into four classes according to the severity of dementia assessed using Clinical Dementia Rating (CDR) scale (Morris 1991): CDR 0 indicates normal cognitive function, CDR 0.5 indicates very mild impairment, CDR 1 indicates mild impairment, and CDR 2 indicates...
demonstrate the superiority of HetMed, showing that our extensive experiments on various real-world datasets revealing various types of relationship between patients. To capture the complex relationship between patients in a systematic way, we propose to construct a multiplex network, which provides a natural way of representing medical data (i.e., image and non-image) based on a graph structure, especially via a multiplex-modality into a graph structure, especially via a multiplex-modality, demonstrating that patients with similar non-image data are more likely to suffer from the same disease. Furthermore, we find out that diverse aspects of non-image data induce complex similarity relationships between patients as shown in Figure 1 (b) and (c), i.e., the similarity among patients between different classes varies according to which features are selected for calculating the similarity. As a concrete example, consider two patients each of whom suffers from dementia of CDR 1 and 2, respectively. Incorporating personal and family historical list of patients (i.e., Type 1 features) may fail to find connections between the patients of CDR 1 and 2 as shown in Figure 1 (b). However, if the similarity is calculated based on the patients’ cognitive abilities (i.e., Type 2 features), we observe that the similarity between patients that belong to CDR 1 and 2 is relatively high, which indicates that mild impairment (i.e., CDR 1) likely leads to moderate dementia (i.e., CDR 2). This implies that considering complex relationship between patients induced by various types of features helps to capture implicit relationships that can play a key role in making medical decisions.

Contribution. In this work, we propose a general framework called HetMed (Heterogeneous Graph Learning for Multi-modal Medical Data Analysis) for fusing multi-modal medical data (i.e., image and non-image) based on a graph structure, which provides a natural way of representing patients and their similarities (Parisot et al. 2017). Specifically, each node in a graph denotes a patient associated with multi-modal features including medical images and non-image data of the patient. Moreover, each edge represents the similarity between patients in terms of non-image data. To capture the complex relationship between patients in a systematic way, we propose to construct a multiplex network (De Domenico et al. 2013) whose edges are connected according to the similarity of various feature combinations, revealing various types of relationship between patients. Our extensive experiments on various real-world datasets demonstrate the superiority of HetMed, showing that modeling complex relationships inherent between patients is crucial. A further appeal of integrating multi-modalities into a graph structure, especially via a multiplex-modality, is that it shows robustness even with scarce label information.

2 Related Work

2.1 Medical Image Representation Learning

Training deep neural networks requires massive number of labeled data, which is time-consuming and expensive especially in medical domain. Recently, self-supervised representation learning methods for medical image have been recently proposed to alleviate the lack of training data. Inspired by SimCLR (Chen et al. 2020), Azizi et al. (2021) propose a loss function to maximize the mutual information between the images of the same patient. Sun, Yu, and Batmanghelich (2021) propose bi-level self-supervised learning objective for local anatomical level and patient-level. They use graph structure to model the relationship between different anatomical regions. For 3D medical images, Taleb et al. (2020) propose five self-supervised learning strategies inspired by recent computer vision approaches (Noroozi and Favaro 2016; Giradis, Singh, and Komodakis 2018; Doersch, Gupta, and Efros 2015). Despite their success, they are designed to utilize only single-modality data, whereas multi-modal data are common in medical field.

2.2 Multi-modal Medical Image Analysis

By incorporating multiple modalities of medical data, machine learning models can trace patterns of diseases which cannot be captured by single modality of data. Some studies create multi-modal inputs to CNNs by combining images of multiple modalities (e.g., PET, CT and MRI) in an “early fusion” manner. Teramoto et al. (2016) identify initial pulmonary nodule candidates from both PET and CT images, and candidate regions from two images were combined for classification. Tan et al. (2020) propose medical image fusion method based on boundary measure modulated by a pulse-coupled neural network (Wang, Wang, and Guo 2018). Others learn from both image and non-image medical data by combining information from independently trained models in a post-hoc manner. Akselrod-Ballin et al. (2019) integrate XGBoost selected clinical features and mammography images to predict breast cancer of patients. Cheerla and Gevaert (2019) estimate the future course of patients with cancer lesions by fusing features that are independently learned from clinical data, mRNA expression data, microRNA expression data and histopathology whole slide images (WSIs). Recently, an end-to-end learning framework for fusing multiple modalities at different stages of model training has been proposed (Holste et al. 2021). However, a naive integration of the modalities cannot fully benefit from the complementary relationship between the modalities.

To address the issue, some recent works (Parisot et al. 2017; Kazzi et al. 2019; Cao et al. 2021) suggest to fuse the multi-modalities into a graph structure. More precisely, each node feature is associated with a patient’s imaging feature vector, while edges represent the similarity between patients. These prior works, however, (a) do not consider inherent complex relationship between patients and (b) fail to show...
is a matrix that encodes node attribute information for \( n \) nodes. Given the network \( \mathcal{G}, \mathcal{A} = \{ \mathcal{A}^{(1)}, ..., \mathcal{A}^{(|\mathcal{R}|)} \} \) is a set of adjacency matrices, where \( \mathcal{A}^{(r)} \in \{0, 1\}^{|\mathcal{V}| \times |\mathcal{V}|} \) is an adjacency matrix of the network \( \mathcal{G}^{(r)} \).

**Task: Multi-modal Medical Image Analysis.** Given a multi-modal medical data \( \mathcal{D} = \{ \mathcal{B}, \mathcal{C}, \mathcal{Y} \} \), where \( \mathcal{B} \in \mathbb{R}^{|\mathcal{V}| \times F_{\text{med}}} \) is the 2D or 3D medical image data, \( \mathcal{C} \in \mathbb{R}^{|\mathcal{V}| \times F_{\text{non-med}}} \) is the non-image medical data that consists of categorical and numerical features, and \( \mathcal{Y} \in \mathbb{R}^{|\mathcal{V}| \times c} \) is the label matrix, where \( c \) is the number of classes. The goal of multi-modal medical image analysis is to classify patient \( i \) into label \( \mathcal{Y}_i \) given multi-modal medical data, i.e., medical image \( \mathcal{b}_i \in \mathcal{B} \in \mathbb{R}^{|\mathcal{V}| \times F_{\text{med}}} \) and non-image data \( \mathcal{c}_i \in \mathcal{C} \in \mathbb{R}^{|\mathcal{V}| \times F_{\text{non-med}}} \) of patient \( i \).

### 4 Method

An overview of our proposed HetMed is shown in Fig. 2.

#### 4.1 Image Preprocessing: Anatomical Standardized Image

Unlike ordinary images, medical images contain noisy information due to the difference in photographing devices and physical size variation per patient. To get medical image represented in standard anatomical information, we use a software called SimpleITK (Loweckamp et al. 2013; Yaniv et al. 2018) for medical image pre-processing that works as: \( \mathcal{b}_i = T_{\text{opt}}(T_s(T_{i}^{-1}(\mathcal{b}_i^{\text{original}}))) \), transforming original image \( \mathcal{b}_i^{\text{original}} \) of patient \( i \) into preprocessed image \( \mathcal{b}_i \) with standard anatomical coordinate. Transformation function \( T_{i}^{-1} \) is a fixed mapping function that maps patient \( i \)'s image domain to patient \( i \)'s virtual image domain, while \( T_s \) is a fixed mapping function that maps virtual image domain to standard anatomical image domain. Finally, \( T_{\text{opt}} \) is a modified mapping function for optimization. The transformation function, \( T_{i}^{-1} \) is a fixed mapping function which maps patient \( i \)'s image domain to patient \( i \)'s virtual image domain. \( T_s \) is fixed mapping function which maps virtual image domain to standard anatomical image domain. Finally, \( T_{\text{opt}} \) is modified mapping function for optimization.

#### 4.2 Learning Medical Image Representation

After the image preprocessing step, we obtain representations of images through a pretrained image encoder. We adopt several previous self-supervised medical image representation learning methods to verify the generality of HetMed.

**2D Medical Image.** Following Azizi et al. (2021), we first pre-train an encoder network \( f(\cdot) : \mathbb{R}^{|\mathcal{V}| \times F_{\text{med}}} \rightarrow \mathbb{R}^{|\mathcal{V}| \times F_{e}} \) (i.e., a ResNet (He et al. 2016)) with non-medical image datasets (i.e., STL10 (Coates, Ng, and Lee 2011) and ImageNet (Deng et al. 2009)) by adopting recent self-supervised contrastive learning methods\(^1\), e.g., SimCLR (Chen et al. 2020) and MoCo (He et al. 2020). After the non-medical image pre-training step, we adopt Multi-Instance Contrastive Learning (MICLe) loss (Azizi et al. 2021), which

\(^1\)We do not use the label information.
maximizes the mutual information between images from the same patient. More formally, given a randomly sampled mini-batch of patient $i$, two randomly selected medical images $b_i^1, b_i^2 \in R^{F_{img}}$ of patient $i$ are encoded via the encoder network $f(\cdot)$ to generate representations $z_i^1, z_i^2 \in R^{F_z}$, respectively. Given a mini-batch images of size $N$, the MICLe loss between patient $i$ and other patients is given as follows:

$$L_i^{MICLe} = -\log \frac{\exp(sim(z_i^1, z_j^2) / \tau)}{\sum_{k=1}^{2N} \mathbf{1}_{[k \neq i]} \exp(sim(z_i^1, z_k^2) / \tau)}$$

(1)

where $sim(\cdot, \cdot)$ is the cosine similarity between two vectors, and $\tau$ is a temperature hyperparameter. Finally, the patient $i$’s image representation $z_i^k$ is given by the mean of multiple images, i.e., $z_i^k = 1/K \sum_{k=1}^{K} z_i^k$, where $z_i^k$ is the representation of the $k$-th image of patient $i$, and $K$ is the number of images for a patient.

**3D Medical Image.** On the other hand, digital medical imaging systems can also create 3D images of human organs. With 3D images, medical staffs can access new angles, resolutions, and more details required for better medical decisions while minimizing radiation exposure of patients. However, inherent limited availability of 3D medical image data (Singh et al. 2020) makes it difficult to learn representations of 3D images by directly applying MICLe loss. Thus, we adopt recently proposed medical image representation approaches for 3D medical image, i.e. 3D Jigsaw, 3D Rotation and 3D Exampler (Taleb et al. 2020) to pre-train an encoder network $f(\cdot)$ that produces a medical image representation $z_i \in R^{F_z}$ for each patient $i$. These image representations are later used as node features of the multiplex network. Note that following (Taleb et al. 2020), we do not pre-train $f(\cdot)$ with non-medical image dataset.

**4.3 Multiplex Network Construction**

In this section, we introduce how to construct a multiplex network to capture the inherent complex relationship between patients. Different from conventional approaches that utilize multiplex networks introduced in Section 2.3, where multiple types of relations are predefined (e.g., Paper-Author-Paper, Paper-Subject-Paper relationship in citation networks), relationship between patients are usually not given. Thus, the main challenge of constructing a multiplex network based on patient data is how to extract a meaningful relationship between patients. On the other hand, non-image medical data contains various types of information regarding patients, e.g. demographic features, personal and family historical list and lab test results, each of which provides unique clinical information. That is, each type of non-image feature has a different connection to the target disease. For example, African Americans (i.e., demographic features) have been reported to have a higher prevalence of Alzheimer’s disease than Caucasians (Howell et al. 2017), while historical list (i.e., personal and family historical) is an important non-modifiable risk factor for hypertension (Ramasinge et al. 2015). Since non-image features can be categorized into several types regarding their characteristics, categorizing the features is the first step for relationship extraction.

Although adopting the domain knowledge is straightforward for the non-image features categorization, domain knowledge may (1) not be always available, and (2) not help discover implicit correlation between features. Thus, to automatically categorize various types of non-image features, we simply adopt K-means clustering algorithm for the non-image tabular data. Finally, the features are concatenated to generate the node features of non-image data, i.e., $C^{(r)}$, as follows:

$$A^{(r)}(i, j) = \begin{cases} 1 & \text{if } \rho^{(r)}(i, j) > \theta^{(r)}, \\ 0 & \text{otherwise} \end{cases}$$

(2)

where $\rho^{(r)}(i, j)$ is the cosine similarity of type $r$ non-image feature between patient $i$ and $j$, i.e., $\rho^{(r)}(i, j) = \frac{e_i^{(r)} \cdot e_j^{(r)}}{\|e_i^{(r)}\| \cdot \|e_j^{(r)}\|}$

where $e_i^{(r)}$ is the $i$-th row of $C^{(r)}$, and $\theta^{(r)}$ is the threshold hyperparameter for each relation $r$. For example in Figure 3 (b), patient 2 and patient 3 are connected by relation type 1 since their age and city features (i.e. demographics type) are similar, while patient 3 and patient 5 are connected by APOE similarity (i.e., relation type 2). Finally, the image representation $Z \in R^{|V| \times F_{img}}$, and non-image feature $C \in R^{|V| \times F_{non-img}}$ are concatenated to generate the node
attribute matrix $X \in \mathbb{R}^{|V| \times F}$ of multiplex network $G$, i.e., $F = (F_z + F_{\text{non-imag}})$.

### 4.4 Multiplex Graph Neural Networks

Given a multiplex network $G$, learning from heterogeneous types of relationship among nodes is non-trivial, since these types of relationship are related (Park et al. 2020). Recently proposed multiplex network embedding methods captures interaction between relationships through attention mechanism (Wang et al. 2019) and consensus regularization (Park et al. 2020). Among various approaches for multiplex network embedding, we adopt DMGI (Park et al. 2020) in this work due to its simplicity and applicability under unsupervised setting. However, as HetMed is model-agnostic, any multiplex network embedding method can be adopted as will be demonstrated in Appendix 7.5.

### Deep Multiplex Graph Infomax (DMGI)

The core idea of DMGI is to learn the consensus embedding of a single node regarding multiple relation types, while each relation-type specific node embedding is trained to maximize the mutual information with relation-type specific summary vector. Specifically, relation-type specific node encoder $g_r(\cdot) : \mathbb{R}^{|V| \times F} \times \mathbb{R}^{|V| |V|} \rightarrow \mathbb{R}^{|V| \times d}$ generates the relation-type specific node embedding matrix $H(r) \in \mathbb{R}^{|V| \times d}$ for each relation type $r \in R$. Then, the summary representation $s(r)$ of graph $G(r)$ is computed through mean pooling readout function. Given the embedding $H(r)$ and the summary vector $s(r) \in \mathbb{R}^d$, DMGI maximizes the mutual information between $H(r)$ and $s(r)$, while minimizing the mutual information between corrupted representation $\tilde{H}(r)$ and $s(r)$ as

$$
\mathcal{L}(r) = \sum_{i=1}^{|V|} \log D(h_i(r), s(r)) + \sum_{j=1}^{|V|} \log (1 - D(h_j(r), s(r))) \quad (3)
$$

where $D$ is a discrimination function that scores patch-summary representation pairs, i.e., high score for positive patch-summary pairs $(h_i(r), s(r))$, where $h_i(r)$ is the type $r$ embedding of node $v_i$. However, independently trained encoder $g_r(\cdot)$, which contains relevant information regarding each relation type $r$, cannot fully benefit from the multiplexity of the network. To this end, DMGI proposes consensus regularization which aims to minimize the discrepancy between relation specific embeddings, i.e., $\mathbb{E}_{r \in R} [H(r)| r \in R]$, and the consensus embedding $O \in \mathbb{R}^{|V| \times d}$ as:

$$
\ell_{cs} = \left[ O - \mathcal{Q}(\mathbb{E}_{r \in R} [H(r)| r \in R]) \right]^2 - \left[ O - \mathcal{Q}(\mathbb{E}_{r \in R} [\tilde{H}(r)| r \in R]) \right]^2 \quad (4)
$$

where $\mathcal{Q}$ is an attentive pooling function for every relation-specific embedding matrix $H(r)$. Finally, we introduce a semi-supervised module to learn from labeled medical images based on the consensus embedding $O$ through a softmax layer.

### 4.5 Multiplex Graph Neural Networks

- **Deep Multiplex Graph Infomax (DMGI):**
  - Core idea: Learn consensus embedding.
  - Training: Maximizes mutual info between $H(r)$ and $s(r)$.
  - Consensus: Minimizes discrepancy between $H(r)$, $s(r)$, and $\tilde{H}(r)$.

### Table 1: Data statistics

| Dataset | Body Parts | Target Disease | 3D | # Non-Img Features | # Subjects | # Classes |
|---------|------------|----------------|----|-------------------|------------|-----------|
| ADNI    | Brain      | Alzh           | √  | 17                | 417        | 3         |
| OASIS-3 | Brain      | Alzh           | √  | 19                | 979        | 4         |
| ABIDE   | Brain      | Autism         | √  | 14                | 977        | 2         |
| Duke    | Breast     | Tumor          | ×  | 25                | 614        | 3         |
| CMMD    | Breast     | Tumor          | ×  | 4                 | 1774       | 2         |

Finally, our model is optimized to minimize the following loss:

$$
\mathcal{L} = \sum_{r \in R} \mathcal{L}(r) + \alpha \ell_{cs} + \beta \ell_{sup} + \gamma \| \Theta \|^2 \quad (6)
$$

where $\alpha$, $\beta$, $\gamma$ are adjustable hyperparameters for each loss term, and $\Theta$ is the trainable parameters of our model.

### 5 Experiments

#### 5.1 Experimental Setup

**Datasets:** To evaluate our proposed HetMed, we conduct experiments on five multi-modal medical datasets. Specifically, we use three brain related datasets, and two breast-related datasets. Note that since 3D images can be readily converted to 2D images through slicing, we also report the performance on 3D image datasets when they are converted to 2D. The detailed statistics are summarized in Table 1 and further details on each dataset are described in Appendix 7.1.

**Methods Compared:**

1. **Methods for 2D medical images:** We compare HetMed against three non-graph-based feature fusion approaches, i.e., “Feature Fusion (Feat.),” “Probability Fusion (Prob.)” and “Learned Feature Fusion (Learned)” proposed in Holst et al. (2021), and one graph-based approach (Spec) (Parisot et al. 2017). Since these methods are trained in an end-to-end manner, we also train HetMed in an end-to-end manner for fair comparisons, i.e., 2D medical images are directly used as input to $f(\cdot)$ instead of pre-training $f(\cdot)$ based on non-medical described in Section 4.2.1. Besides, to compare among the pre-training approaches, i.e., SimCLR (Chen et al. 2020) and MoCo (He et al. 2020), we propose baselines that do not leverage multiplex graph structure after the concatenation of image and non-image feature, i.e., MLP and GCN. Specifically, both MLP and GCN are trained to predict labels given a concatenated vector of image and non-image features, but GCN uses a single graph constructed based on the entire non-image features whereas MLP is solely based on the features. Note that the major difference between Spec. and GCN is the graph structure on which each model is applied, i.e., Spec constructs a graph by comparing absolute values of certain features leading to an almost fully connected graph, whereas GCN constructs a graph based on the cosine similarity of given features leading to a sparse graph. Moreover,Feat. is equivalent to MLP when the model is trained end-to-end.

2. **Methods for 3D medical images:** Since there is no existing studies for multi-modal medical image analysis that use 3D medical images, we compare HetMed with MLP.
bone image encoder

We use ResNet-18 as our backbone network. 

**Implementation Details.** We use ResNet-18 as our backbone image encoder $f(\cdot)$ and single layer GCN (Kipf and Welling 2016) as our backbone node encoder $g_r(\cdot)$. For hyperparameters, we tune them in certain ranges as follows: learning rate $\eta$ in $\{0.0001, 0.0005, 0.001\}$, supervised loss parameter $\beta$ in $\{0.01, 0.1, 1.0\}$, node embedding dimension size $d$ in $\{64, 128, 256\}$, the number of clusters $|R|$ in $\{3, 4, 5\}$, and the graph construction threshold $\theta$ in $\{0.01, 0.75, 0.9\}$ for each relationship. Further details are described in Appendix 7.4.

### 5.2 Overall Performance

Table 2 and Table 3 show the classification performance of the methods on the end-to-end and pretraining evaluations, respectively. We have the following observations: 1) Our proposed HetMed generally performs well on all datasets compared to baseline methods not only on the proposed scheme (i.e., pretraining approach), but also end-to-end training fashion. This verifies the benefit of considering various relationships between patients during multi-modality fusion. 2) We also evaluate HetMed on 3D medical images in Table 4. HetMed also outperforms other naive fusion methods, showing generality of the proposed framework. 3) It is worth noting that methods that fuse multiple modalities based on a graph structure (i.e., Spec., GCN and HetMed) perform better than naive fusion methods (i.e., Feat., Prob., Learned and MLP). This indicates modeling the relationship between patients during multi-modality fusion. Considering that most clinical decisions in reality are made based on empirical experiences, i.e., previous similar cases of patients, it is natural to consider relationship (similarity) during the fusion process. 4) However, among the graph-based methods, HetMed performs the best. This indicates that there exist multiple types of features that should be considered during medical decision process and also during multi-modality fusion process. 5) Comparing Table 2 and Table 3, pretraining the image encoder with

| Model      | ADNI   | OASIS-3 | ABIDE | Duke-Breast | CMMD  |
|------------|--------|---------|-------|-------------|-------|
|            | Ma-F1  | Mi-F1   | Ma-F1 | Mi-F1       | Ma-F1 | Mi-F1 |
| Feat. (=MLP) | 0.521  | 0.562   | 0.216 | 0.625       | 0.407 | 0.753 |
|            | (0.017) | (0.020) | (0.008) | (0.022) | (0.015) | (0.020) |
| Prob.      | 0.509  | 0.522   | 0.230 | 0.639       | 0.385 | 0.761 |
|            | (0.009) | (0.020) | (0.022) | (0.025) | (0.034) | (0.031) |
| Learned    | 0.576  | 0.598   | 0.199 | 0.647       | 0.649 | 0.776 |
|            | (0.012) | (0.022) | (0.009) | (0.010) | (0.021) | (0.023) |
| Spec.      | 0.628  | 0.788   | 0.202 | 0.679       | 0.696 | 0.717 |
|            | (0.009) | (0.018) | (0.011) | (0.014) | (0.032) | (0.037) |
| GCN        | 0.669  | 0.795   | 0.201 | 0.670       | 0.768 | 0.770 |
|            | (0.022) | (0.015) | (0.021) | (0.033) | (0.019) | (0.017) |
| HetMed     | 0.774  | 0.813   | 0.205 | 0.697       | 0.778 | 0.784 |
|            | (0.037) | (0.024) | (0.005) | (0.011) | (0.035) | (0.033) |

Table 2: Performance under end-to-end framework on 2D medical image analysis.

| Pretrain | Model      | ADNI   | OASIS-3 | ABIDE | Duke-Breast | CMMD  |
|----------|------------|--------|---------|-------|-------------|-------|
|          |            | Ma-F1  | Mi-F1   | Ma-F1 | Mi-F1       | Ma-F1 | Mi-F1 |
| SimCLR   | MLP        | 0.561  | 0.781   | 0.219 | 0.646       | 0.703 | 0.735 |
|          |            | (0.022) | (0.031) | (0.017) | (0.016) | (0.023) | (0.022) |
|          | GCN        | 0.611  | 0.816   | 0.235 | 0.685       | 0.751 | 0.756 |
|          |            | (0.019) | (0.014) | (0.025) | (0.026) | (0.016) | (0.018) |
|          | HetMed     | 0.851  | 0.857   | 0.235 | 0.686       | 0.833 | 0.842 |
|          |            | (0.009) | (0.012) | (0.020) | (0.017) | (0.005) | (0.004) |
| MoCo     | MLP        | 0.547  | 0.757   | 0.247 | 0.669       | 0.708 | 0.739 |
|          |            | (0.012) | (0.020) | (0.014) | (0.013) | (0.012) | (0.014) |
|          | GCN        | 0.616  | 0.825   | 0.238 | 0.679       | 0.734 | 0.749 |
|          |            | (0.016) | (0.018) | (0.013) | (0.021) | (0.022) | (0.030) |
|          | HetMed     | 0.832  | 0.842   | 0.242 | 0.690       | 0.855 | 0.858 |
|          |            | (0.011) | (0.020) | (0.030) | (0.022) | (0.006) | (0.006) |

Table 3: Performance over pretraining strategies on 2D medical image analysis.
| Model | ADNI Ma-F1 | ABIDE Ma-F1 | OASIS-3 Ma-F1 | ABIDE Ma-F1 | OASIS-3 Ma-F1 |
|-------|-------------|-------------|-------------|-------------|-------------|
| M-J   | 0.551 (0.015) | 0.201 (0.020) | 0.652 (0.021) | 0.724 (0.023) |
| G-J   | 0.561 (0.010) | 0.230 (0.009) | 0.718 (0.024) | 0.755 (0.015) |
| H-J   | 0.761 (0.025) | 0.233 (0.015) | 0.827 (0.009) | 0.831 (0.006) |
| M-R   | 0.529 (0.017) | 0.200 (0.015) | 0.669 (0.021) | 0.712 (0.017) |
| G-R   | 0.541 (0.014) | 0.216 (0.011) | 0.708 (0.007) | 0.741 (0.010) |
| H-R   | 0.632 (0.018) | 0.220 (0.019) | 0.807 (0.006) | 0.817 (0.004) |
| M-E   | 0.600 (0.011) | 0.226 (0.021) | 0.700 (0.019) | 0.744 (0.038) |
| G-E   | 0.654 (0.031) | 0.247 (0.018) | 0.721 (0.019) | 0.755 (0.020) |
| H-E   | 0.832 (0.010) | 0.247 (0.030) | 0.853 (0.008) | 0.855 (0.005) |

Table 5: Performance on various feature splitting strategies.

 splits such that each type contains its own meaningful information. In this regard, we compare the performance of HetMed with various feature splitting strategies in Table 5: i) splitting features randomly, and ii) splitting features based on domain knowledge. We have the following observations: 1) Our proposed clustering-based splitting strategy outperforms the random splitting strategy. We attribute this to the fact that the randomly split feature types may share similar features with one another, which hinders the construction of a meaningful multiplex network. 2) Splitting non-image features based on domain knowledge outperforms the clustering-based strategy. We argue that feature types that are split based on domain knowledge are clinically more meaningful, which eventually leads to a multiplex network that better captures complex relationship between patients that is clinically more meaningful. It is important to note that with some help of clinicians, the performance can be further improved, which implies that our HetMed can serve as a clinical decision support tool. Note that splitting based on domain knowledge can be considered as an upper bound of clustering-based splitting strategy.

**5.3 Model Analysis**

**Number of Clusters.** Figure 4 shows the sensitivity analysis on the hyperparameter $|R|$ of HetMed. Since $|R|$ is the number of relation types between patients, it determines how complex the relationship between patients is to be modeled. Note that HetMed becomes equivalent to a single graph framework (i.e., GCN in Table 3 and 4) if $|R|$ equals to 1. We observe that $|R|=4$ generally gives the best performance. On the other hand, too few or many clusters deteriorate performance of HetMed. When $|R|$ is small, it lacks capability to model the complex relationship between patients. When $|R|$ is large, it can get larger than the number of relation types inherent in the data, which leads to redundant information between multiple types of relationship. Furthermore, the multiplex network may include noisy relationship that is medically meaningless, thereby deteriorating the performance of HetMed.

**Non-Image Features Splitting Strategy.** Since a multiplex network in HetMed is constructed based on non-overlapping $|R|$ types of non-image features, it is important to have non-medical image data helps medical image analysis as argued in Azizi et al. (2021), which has been overlooked in previous fusion methods.
complex relationship into a multiplex network, HetMed becomes more robust than single relationship network (i.e., GCN). We can also observe that graph-based methods (i.e., GCN and HetMed) are more robust than non graph-based method (i.e., MLP). This is due to the advantage of using graph neural networks which makes decision by aggregating information from neighborhoods even with lack of label information. Moreover, we further verify the robustness of HetMed under the number of features used in Appendix 7.5.

5.4 Model Practicality

**Explainability.** The explainability of a machine learning model is one of the most important factors in its application to the medical field. Thanks to the attentive pooling mechanism in HetMed that captures the importance of each relation type, HetMed can provide explanations on which relationship has the most significant effect on the target disease. In Figure 6(a), we find out that model attention weights are concentrated on Type 3 relationship (i.e., cognitive abilities). This indicates that cognitive ability is the most important factor in determining Alzheimer’s disease among the multiple clinical features. Furthermore, in Figure 6(b), we conduct case studies on two patients, i.e., Patient A and Patient B, with Alzheimer Disease (AD) (i.e., CDR 2), who are correctly classified as having AD by HetMed, but incorrectly classified as not having AD by GCN. We calculate the average pairwise cosine similarity of non-image feature between patients A/B, and other patients that belong to different classes. We find out that when computing the similarity based on all the features, patients A and B are expected to belong to CDR 0.5 (i.e., very mild impairment) and CDR 0 (i.e., normal), respectively. However, when the similarities are computed based only on Type 3 feature discovered by HetMed to be important for the target disease, we observe that both patients A and B show the highest similarity with patients that belong to CDR 2 (i.e., moderate dementia). This implies that HetMed can infer the importance of each feature type, which can be used to explain the model prediction. We further verify explainability on various datasets in Appendix 7.5.

**Generalizability.** To further verify the practicality of HetMed, we conduct experiments on the situations where new patients arrive at the hospital (Table 6). We assume that new patients have provided all the required information to the hospital, which means these patients have their own medical image and non-image data. Under this situation, existing non graph-based approaches (e.g., MLP) would classify the patients based on their features alone. On the other hand, benefiting from the inductive capability of graph neural networks (Hamilton, Ying, and Leskovec 2017), we propose to add the new patients into the graph that we have used for training, and classify them based on the trained model. More precisely, we first split the non-image features of the new patients into $|\mathcal{R}|$ types of features found during training, and follow Equation 2 to connect them to existing patients. Having constructed the graph, we use the trained multiplex graph neural networks to obtain the embeddings for the new patients, which are then used for classification. For experiments, we split the data into train/validation/test data into 60/10/30%, and use the graph that consists of patients that belong to the train split during the model training. We report the performance on the test data when the performance on the validation data is the best. We observe that graph-based methods (i.e., GCN and HetMed) perform better than a non graph-based method (i.e., MLP), which demonstrates the benefit of leveraging the relationship between patients. Moreover, HetMed outperforms GCN, which again verifies that considering various relationships between patients is crucial. We argue that this experiment demonstrates the practicality of HetMed.

6 Conclusion

In this paper, we propose a general framework called HetMed for fusing multiple modalities of medical data, which provides heterogeneous and complementary information on a single patient. Instead of naively fusing medical data, we propose to fuse multiple modalities into a multiplex network that contains complex relational information between patients. By doing so, the proposed framework HetMed captures important information for clinical decision by considering various aspects of the given data. Through experiments on the variety of multi-modal medical data, we empirically show the effectiveness of HetMed in fusing multiple modalities. A further appeal of HetMed is explainability and generalizability, which demonstrates the practicality of HetMed.
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