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Abstract: The diameter distribution of savanna tree populations is a valuable indicator of savanna health because changes in the number and size of trees can signal a shift from savanna to grassland or forest. Savanna diameter distributions have traditionally been monitored with forestry techniques, where stem diameter at breast height (DBH) is measured in the field within defined sub-hectare plots. However, because the spatial scale of these plots is often misaligned with the scale of variability in tree populations, there is a need for techniques that can scale-up diameter distribution surveys. Dense point clouds collected from uncrewed aerial vehicle laser scanners (UAV-LS), also known as drone-based LiDAR (Light Detection and Ranging), can be segmented into individual tree crowns then related to stem diameter with the application of allometric scaling equations. Here, we sought to test the potential of UAV-LS tree segmentation and allometric scaling to model the diameter distributions of savanna trees. We collected both UAV-LS and field-survey data from five one-hectare savanna woodland plots in northern Australia, which were divided into two calibration and three validation plots. Within the two calibration plots, allometric scaling equations were developed by linking field-surveyed DBH to the tree metrics of manually delineated tree crowns, where the best performing model had a bias of 1.8% and the relatively high RMSE of 39.2%. A segmentation algorithm was then applied to segment individual tree crowns from UAV-LS derived point clouds, and individual tree level segmentation accuracy was assessed against the manually delineated crowns. 47% of crowns were accurately segmented within the calibration plots and 68% within the validation plots. Using the site-specific allometry, DBH was modelled from crown metrics within all five plots, and these modelled results were compared to field-surveyed diameter distributions. In all plots, there were significant differences between field-surveyed and UAV-LS modelled diameter distributions, which became similar at two of the plots when smaller trees (<10 cm DBH) were excluded. Although the modelled diameter distributions followed the overall trend of field surveys, the non-significant result demonstrates a need for the adoption of remotely detectable proxies of tree size which could replace DBH, as well as more accurate tree detection and segmentation methods for savanna ecosystems.
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1. Introduction

Savannas are a globally important biome that cover around one-fifth of the earth’s land surface [1,2]. Defined by a discontinuous tree layer with a grassy understorey, savanna structure sits on the continuum between forests and grasslands [3,4], and changes to disturbance regimes and biophysical conditions can alter tree populations to the extent that they switch to a different vegetation type entirely [5,6]. For example, long-term savanna fire exclusion has led to increases in stem density, often causing vegetation to shift to forests [7]. Likewise, persistent high-intensity fires can limit the growth of trees to larger size-classes, reducing canopy cover and shifting vegetation toward more open grasslands [8].
The fact that changes in the size and density of savanna trees can signal a shift to different vegetation types demonstrates the value of these attributes as indicators of savanna health. The size and density of savanna trees have often been assessed with field-based inventory of diameter distribution, where the diameter at breast height (DBH, generally at 1.3 m above ground level) and frequency of trees are measured within defined sub-hectare plots [9–11]. Field-surveyed diameter distributions can provide insight into processes such as recruitment rates and demographic bottlenecks [12], and allow for an inference as to which disturbance regimes or biophysical conditions are driving these processes. However, there is a growing argument that small plots are incompatible with the scale of variability in savanna tree populations. Staver [13], for example, reasoned that sub-hectare plots are too small to adequately monitor savanna tree populations, which are structured by processes that operate over tens to thousands of hectares. The mismatch in spatial scale between the processes that shape savanna tree populations and the scale of field inventory surveys raises questions about the validity of conclusions drawn from small-scale plots. As such, to improve the reliability of savanna structure monitoring, there is a recognized need to develop tools and techniques that can rapidly, reliably and cost-effectively monitor the diameter distribution of savanna tree populations over large spatial extents.

As field-based census surveys are slow, labor-intensive, and cover a limited spatial extent, remote sensing may provide a more feasible means to measure the diameter distributions of savanna structure at the landscape scale. The production of accurate three-dimensional point clouds makes Light Detection and Ranging (LiDAR) a well-suited technology for the remote detection of diameter distributions. While ground-based LiDAR produces very precise models, aircraft laser scanners (ALS) and uncrewed aerial vehicle laser scanners (UAV-LS, also known as drone-based LiDAR) can efficiently scan large areas, making them well-positioned to capture savanna structure over large spatial extents. There have been efforts to model diameter distribution by parameterizing probability density functions, such as Weibull models, with ALS data [14]. However, these approaches operate at the stand level, and ignore individual tree level detail. The delineation of individual tree crowns from LiDAR point clouds has recently been made possible by the development of tree segmentation algorithms, many of which are accessible within open-source software. For example, the algorithms of Dalponte [15], Silva [16], and Li [17] are available within the lidR [18] R package, and the AMS3D algorithm [19] is available within the MeanShiftR [20] R package. The fact that allometric scaling relationships often exist between tree crown metrics such as crown diameter, height, and the compound variable of height multiplied by crown diameter (HCD) and DBH [21] presents a framework for the individual tree level assessment of diameter distribution from the air.

Despite the prospect of applying airborne LiDAR to assess diameter distributions at the individual tree level, attempts to do so have generally resulted in a low agreement between remotely sensed and field-based surveys, with diameter distributions modelled from ALS or UAV-LS often under-representing the frequency of smaller trees. For example, Dalponte’s [22] segmentation of an ALS derived canopy height model and subsequent calculation of DBH from tree crown allometry led to around 10% of small (<10 cm DBH) trees being accurately detected in boreal and temperate forests in Europe. Additionally, using ALS, Goldbergs et al. [23] were unable to satisfactorily detect young trees (<10 m tall) in an Australian tropical savanna, which was attributed to the low point density of ALS point clouds. The under-detection of small trees has also been observed when using high-density UAV-LS point-clouds in settings where large overstorey trees occlude smaller understory trees. For example, Torresan et al. [24] applied a dense UAV-LS point cloud collected in a dense mixed forest in Italy, and showed the under-segmentation of small understory trees. However, Camarretta et al. [25] used UAV-LS data to model DBH across all size-classes in a restored Eucalypt forest in Tasmania, Australia. Using crown diameter and height as predictor variables, they observed an $R^2$ of 0.8 between measured and modelled DBH, demonstrating the potential of UAV-LS to produce accurate individual tree level DBH predictions. As savannas are relatively open systems, and UAV-LS can
collect hundreds or even thousands of points per m$^2$ [26], the application of these data in savanna woodlands could result in high rates of segmentation accuracy, particularly for smaller trees, when compared to studies that have relied on ALS data or have studied dense forests. Additionally, strong relationships between crown metrics and DBH have been demonstrated in savannas [21,27,28], paving the way for the modelling of diameter distribution with UAV-LS in savannas.

The segmentation of individual trees from UAV-LS point clouds and subsequent application of crown-DBH allometry presents a promising framework to scale-up inventory surveys of diameter distribution, yet this approach remains untested in savannas. The objective of this study was to assess the potential of UAV-LS derived point-clouds to provide rapid and cost-effective estimates of diameter distribution in savannas through the use of crown segmentation and the development of crown-DBH allometric scaling models. We developed a UAV-LS model of diameter distribution in a savanna woodland in northern Australia, and compared the modelled results to those collected by field-surveys. Given the high density of UAV-LS point clouds, open nature of savannas, and the previously demonstrated allometric scaling relationships between savanna crowns and DBH, we hypothesized that the UAV-LS model would successfully predict diameter distributions at the plot level.

2. Materials and Methods

2.1. Study Site

The study site consisted of five one-hectare plots within Kakadu National Park in northern Australia (Figure 1a). These plots were established as part of efforts to guide the restoration of the Ranger Uranium mine, which sits on Aboriginal land (Mirarr country). Sites were selected using randomized points generated within previously mapped land unit polygon of “undulating upland terrain” [29]. These points were then visited by field teams, and one-hectare plots were established following the AusPlots rangeland survey protocol [30]. More details on the establishment of these plots can be found in Hernandez-Santin et al. [31]. Vegetation in the plots is typical of the *Eucalyptus* savanna woodland of northern Australia, with an overstorey characterized by *E. miniata*, *E. tetrodonta*, and *Erythrophleum chlorostachys*, and an understorey characterized by annual grasses, primarily *Sorghum* spp. A suite of drone-based remote sensing and field-survey data were collected to assess the vegetation within these plots. For this study, field inventory of DBH, species and location (Figure 1c), and drone-based LiDAR data (Figure 1b) were collected from all five one-hectare plots, with two plots used for calibration and model development (C1 and C2) and three further plots used for validation (V1, V2 and V3). The validation plots were withheld from both the allometry development and parametrization of the segmentation algorithm, allowing for the independent assessment of model accuracy.

2.2. Remote Sensing Data Collection

UAV-LS point clouds were collected using the nextcore® system (https://www.nextcore.co/ (accessed on 1 March 2021)) which relies on a Quanergy M8 discreet return LiDAR sensor integrated with a DJI Matrice 600 pro UAV. Data were collected between April 2019 and July of 2020, and because tree structure does not change rapidly in the absence of severe disturbance, data from different collections and field surveys are considered to be equivalent. The drone was flown at speeds of 4–5 m s$^{-1}$ at approximately 40 m above ground level with line spacing of between 16 and 23 m. The sensor pulse rate was 1.2 M points s$^{-1}$, which resulted in average point densities of between 1423 and 747 points per m$^2$ within the one-hectare plots. Points were geo-registered using the proprietary Nextcore® software.
Figure 1. Summary of the sites and the primary datasets used in this study: (a) Location of the study site, showing calibration plots C1 and C2, and validation plots V1, V2 and V3. Coordinate system is GDA 1994 MGA Zone 53; (b) Example of drone derived LiDAR point cloud, colored according to height above ground level (m); (c) Example of field surveyed DBH, with point scaled according to DBH. The inner polygon shows the one-hectare plot and the outer polygon shows the 10m buffer used in analysis. Data shown in (b,c) refer to plot C1, although these data were collected at all five plots.

The lidR [18] package was used to clean the point clouds and generate canopy height models (CHM) as follows. First, outliers caused by sensor error or physical interference (birds, for example), were removed using a noise filter that removed the top and bottom 1% of points within 10 m$^2$ grids. Then, to ensure consistency among plots flown with slightly different flight parameters, point clouds were decimated to the 25th quantile of point density for the plot with the lowest point density, which gave a final point density of 438 points per m$^2$ for all five plots. Figure A1 (Appendix A) shows the point densities of each plot prior to decimation.

After decimation, ground points were classified using a cloth simulation filter with a resolution of 0.2 m, with these ground points then used to normalise all points relative to ground level. The normalised point cloud was then rasterised to form a canopy height model (CHM) with a resolution of 0.2 m using the pit free algorithm [32], where the highest elevation values for different height thresholds are selected to avoid “pitting” within the canopy. Given the maximum heights did not exceed 20 m in these plots, we used thresholds of 0, 4, 8, 12, 16 and 20 m.

2.3. Field Data Collection

Spatially resolved DBH data were required to develop allometric equations relating UAV-LS derived crown metrics to DBH, and to compare field surveyed with UAV-LS modelled diameter distribution at the plot level. Field DBH data were collected for trees >3 cm DBH using a Leica Viva GS16 GNSS with the Leica CS20 Controller (dGPS), with location saved when the recorded accuracy was below 1 m. The DBH, species and location of all trees within the five one-hectare plots were recorded during field surveys in May and June of 2020. Data were imported into ArcGIS Pro 2.5 (ESRI, Redlands, CA, USA), where all multi-stemmed trees (which were recorded on the same data point), were combined into a single tree DBH value by taking the square root of the sum of the squares of individual stem DBH values, as has been done in previous forestry studies (e.g., [33]). Across the five plots, the DBH, species and location of 2619 trees was recorded, with 522 and 696 from...
within the two calibration plots C1 and C2, respectively, and 385, 402 and 614 from within the three validation plots, V1 and V2 and V3, respectively.

2.4. Data Analysis Overview

There were three main steps in the workflow to model plot level diameter distributions with UAV-LS derived point clouds; (1) modelling, (2) estimation and (3) validation, which are summarised in Figure 2. To model DBH from remotely sensed data, crown polygons were traced from tree crowns which were clearly visible in the canopy height model, then allometric scaling equations were developed to relate crown metrics from these polygons to the associated field-surveyed DBH. To automatically estimate individual tree crown statistics from the LiDAR point clouds, the point-cloud based segmentation algorithm AMS3D [19] was applied to delineate the tree crowns within the plot, then the best performing allometric equation was applied. For validation, segmentations were compared with manually delineated crowns, and the plot-level diameter distributions were assessed against field derived DBH census surveys.

2.5. Modelling

2.5.1. Manual Delineation of Individual Tree Crowns (mITC)

Manually delineated individual tree crown polygons (mITCs) were required to develop allometric equations between crown metrics and DBH. To generate crown polygons, we overlaid the spatially resolved field-survey data with the canopy height model (CHM) within ArcGIS Pro 2.5 (ESRI, Redlands, CA, USA). Then, we matched trees surveyed in the field with those which were clearly visible within the CHM. Crown outlines were manually traced from the CHM, and each polygon was associated with a corresponding field surveyed DBH value. A height value for each mITC was calculated by extracting the maximum CHM height covered by the crown polygon. As only a sub-set of crowns could be visually separated from surrounding trees, a total of 205 trees crowns from within the two calibration plots (C1 and C2), and a further 98 crowns from the three validation plots (V1, V2 and V3), were manually delineated. Crown diameter and crown radius were then approximated from crown area.

2.5.2. Development of Site-Specific Allometric Scaling Equations Linking Crown Metrics to Field Derived DBH

Hand annotated mITCs and associated field-surveyed DBH from the two calibration plots were used to develop allometric scaling relationships to predict DBH from crown statistics. To explore the suitability of different model forms and predictor variables, crown diameter (CD), crown height (H), and the compound variable of height multiplied by...
crown diameter (HCD) were applied in three parametric and one non-parametric model forms. Single parameter linear regressions were tested using all three predictors separately (Equation (1)), single parametric logarithmic models were tested with all three predictor variable separately, (Equation (2)), and a multi-parameter logarithmic model (Equation (3)) was tested using H and CD as the predictors. These models were applied using the ordinary least squares function within Python statsmodels [34] module.

\[
DBH = \alpha_0 + \alpha_1 \times (H, CD, CDH) \\
\ln(DBH) = \alpha_0 + \alpha_1 \times \ln(H, CD, CDH) \\
\ln(DBH) = \alpha_0 + \alpha_1 \times \ln(H) + \alpha_1 \times \ln(CD)
\]  

In addition to the above parametric regression models, the non-parametric local weighted polynomial (LOESS [35]) model was applied using all three predictor variables separately. The LOESS smoothing function was fitted using the Python statsmodels [34] LOWESS function, with the frac variable (fraction of dataset used in locally weighted smoothing), set at 0.3. The SciPy [36] interpolation function was then applied to predict DBH with the LOESS model. To assess the accuracy of these models, we applied each model to the independent validation dataset and calculated root mean square error (RMSE) and bias. The model with the lowest bias and RMSE was used in the proceeding analysis.

2.6. Estimation

2.6.1. Automatic Segmentation of Individual Tree Crowns (aITCs)

In order to automatically delineate individual tree crowns from the point clouds, we applied the adaptive mean shift 3D (AMS3D [19]) segmentation algorithm, which had the highest accuracy in a recent comparison of segmentation methods [37]. The AMS3D algorithm, which decomposes point clouds into clusters representing individual tree crowns, was applied within the R package MeanShiftR [20]. This model requires two input parameters; the ratio of tree height to both crown length (H\textsuperscript{2}CL) and crown diameter (H\textsuperscript{2}CD). To calculate H\textsuperscript{2}CL, we clipped the point clouds of individual trees using mITC polygons from the two calibration plots within the lidR R package [18]. Then, we applied a similar approach to [38,39] to calculate crown basal height from the quantiles of the heights of the point clouds. Briefly, all points below 2 m high were removed, then crown basal height (CBH) was approximated by dividing the elevation values of each point within the mITC polygons into 5% height quantiles. The upper quantile of the largest gap in point frequencies was assigned as the crown basal height (Figure 3a), excluding quantiles over 80%. Finally, crown length was calculated by subtracting CBH from the maximum crown height as extracted from the CHM. Crown width was then calculated from crown area. To calculate the height to crown width and crown length ratios required, linear regression models were developed relating both crown length and diameter to tree height, with the origin forced through zero (Figure 3b,c).

The AMS3D algorithm was then applied in “classic” point cloud mode using normalized point clouds. In order to improve computation speed, all ground points were removed, and the algorithm applied to each plot. Once points were segmented into individual trees, the delineate_trees function within lidR [18] was applied to fit polygons around each ITC. Further filtering was required, as the segmentation resulted in the classification of small clusters of points as individual trees. To remove these polygons, the total number of points as well as the ratio of number of points to crown height and area were used to filter out polygons incorrectly assigned as trees. All polygons with a point number to crown area ratio of less than 60, a height to number of points ratio of greater than 0.05, and a total number of points of less than 50 were removed, with these parameters developed through a process of trial and error. The center of each crown was then calculated, and all crowns whose central points did not originate within the one-hectare plot were removed, which allowed for tree crowns to extend beyond the plot boundary when their central point was within the plot.
Figure 3. Input parameters for the AMS3D algorithm. (a) Crown basal height (red horizontal line) predicted as the upper quantile of the largest gap between 5% quantiles of height. Points from individual crowns were clipped using manually delineated crowns. CBH was subtracted from the highest value to generate crown length. (b,c) show the linear models used to derive the AMS3D algorithm parameters; H2CL and H2CW.

2.6.2. Application of Allometric Scaling to Predict DBH

Automatically segmented crown polygons were exported from R to ArcGIS Pro 2.5 (ESRI, Redlands, CA, USA), where crown diameter was calculated from area, and height was calculated using the highest value of the underlying canopy height model. Then, the best performing allometric equation was applied to predict DBH from crown statistics across all five plots.

2.7. Validation

2.7.1. Individual Tree Segmentation Accuracy Assessment

Automatically segmented crown polygons were imported into ArcGIS Pro 2.5 (ESRI, Redlands, CA, USA), where the overlap between automatically and manually segmented crowns was classified as either over-segmentation, under-segmentation, false positive or true positive, following Hastings et al. [40]. As the mITCs from the calibration plots were used to parametrize the segmentation model, the accuracy assessment was also applied to the mITCs from the validation plots to allow for independent validation. In cases where there was more than one automatically segmented crown for a single manually segmented tree (i.e., with over-segmentation), the automatically segmented crown which covered the largest fraction of the manually segmented crown was used in proceeding analysis. Individual tree level tree detection rates were then calculated as the percentage of manually delineated crown which were overlaid with an automatically delineated crown. Where the segmentation overlap was >50% for both automatically and manually segmented crowns, the segmentation was considered a true positive, and the overall detection accuracy of the crown segmentation was scored using the formula:

$$ A = \frac{n_{TP}}{N} $$

where A is segmentation accuracy, n_{TP} is the number of true positives and N is the total number of manually segmented crowns [41].
In order to assess the segmentation accuracies among different tree sizes, accuracies were also calculated for <10 cm, 10–20 cm, and >20 cm DBH size classes.

### 2.7.2. Plot Level Diameter Distribution Validation

At the plot level, the proportion of field surveyed DBH correctly predicted with the UAV-LS model was calculated for the DBH size classes of <10 cm, 10–20 cm and >20 cm. The measured and modelled density distributions were also compared visually by dividing the data into 5 cm bin sizes, and plotting both measured and modelled diameter distributions for each plot. These diameter distributions were then compared using two-way Kolmogorov–Smirnov tests [42], with the ks_2samp function available in the scipy Python package [36]. When the p value was less than 0.05, the measured and modelled diameter distributions were considered to be significantly different. To investigate the impact of excluding smaller size classes on the results, these tests were first applied to all size classes, then the >10 cm and >20 cm size classes.

### 3. Results

#### 3.1. Development of Allometry to Predict DBH from Crown Metrics

The performance of the models relating field-surveyed DBH to the crown diameter, tree height, and the compound variable of height x crown diameter (HCD) (derived from crown polygons which could be manually delineated from the CHM) is shown in Figure 4, with derived regression parameters for the parametric models shown in equations Appendix B (Equations (A1)–(A7)). Models that relied on height alone tended to perform poorly for larger trees, and resulted in higher RMSE and bias. Overall, error was relatively high, with RMSE of between 37.5% and 55.3%. Although the RMSE of the LOESS crown diameter model was slightly higher than the LOESS model relying on crown diameter and height, the bias of the LOESS crown diameter model was considerably lower (1.8%). As such, this was considered the best performing model overall and was used in proceeding analyses.

#### 3.2. Individual Tree Level Segmentation Accuracy Assessment

Of the manually delineated crowns which could be distinguished from the CHM, detection rates were high, with 89% of the manually delineated crowns in both the validation and calibration plots overlapping with automatically delineated crown. When the accuracy assessment was conducted, a total of 47% of crowns within the two calibration plots were accurately detected (>50% overlap between calibration and validation crowns), with 68% within the validation plots (Table 1). Segmentation accuracy was generally lower for smaller stems, with the accuracies for the largest trees exceeding 80% for both the calibration and validation plots. Of the errors, the majority were caused by the apparent over-segmentation of smaller trees (Figure 5).

**Table 1.** Segmentation accuracy results for the different DBH size classes of manually segmented tree crowns. Numbers in brackets represent the total number of manually segmented crowns per size class.

| DBH size class (cm) | Calibration Plots | Validation Plots |
|---------------------|-------------------|------------------|
|                     | Number crowns | Accuracy % | Number of accurately segmented crowns | Accuracy % |
| 10–20               | 37 (47)       | 69          | 15 (25)               | 60          |
| >20                 | 18 (21)       | 86          | 14 (17)               | 82          |
| All sizes           | 96 (205)      | 47          | 67 (98)               | 68          |
Figure 4. Scatter plots showing the relationship between DBH measured in field-surveys and DBH predicted using crown height, diameter, and height multiplied by crown diameter (HCD). Grey points represent the calibration dataset and blue points represent the validation dataset. RMSE and bias values relate to the validation dataset. The red line represents a 1:1 relationship between predicted and observed values.

Figure 5. Scatter plot showing the percentage of intersection between manually and automatically delineated crowns. Point sizes are proportional to field measured DBH. Note that when more than one automatically segmented crown overlapped with a manually delineated crown, the automatic crown with the largest percentage cover was used in the analysis.
3.3. Plot Level Tree Detection and Diameter Distribution Accuracy Assessment

The difference in the number of surveyed and modelled trees varied among plots, and there was no clear trend of over or under-detection. Likewise, for the different size classes, the percentage of trees accurately modelled for each size class varied among plots, with no clear trend evident (Table 2).

Table 2. Comparisons of field-surveyed with UAV-LS modelled number of trees in three broad size categories, <10 cm, 10–20 cm and >20 cm DBH.

| Plot ID | DBH Size Class | <10 cm | 10–20 cm | >20 cm | Total |
|---------|----------------|--------|----------|--------|-------|
|         | No. field survey | 268    | 187      | 64     | 519   |
|         | No. UAV-LS segmentation | 397 | 178     | 56     | 631   |
|         | % segmented       | 148    | 95       | 88     | 122   |
| C1      | No. field survey | 607    | 51       | 36     | 694   |
|         | No. UAV-LS segmentation | 531 | 178     | 56     | 631   |
|         | % segmented       | 87     | 100      | 17     | 85    |
| C2      | No. field survey | 128    | 162      | 93     | 383   |
|         | No. UAV-LS segmentation | 154 | 83      | 101    | 338   |
|         | % segmented       | 120    | 51       | 109    | 88    |
| V1      | No. field survey | 248    | 60       | 93     | 401   |
|         | No. UAV-LS segmentation | 269 | 117     | 111    | 497   |
|         | % segmented       | 108    | 195      | 119    | 124   |
| V2      | No. field survey | 407    | 135      | 71     | 613   |
|         | No. UAV-LS segmentation | 280 | 114     | 69     | 463   |
|         | % segmented       | 69     | 84       | 97     | 76    |

The diameter distributions of UAV-LS modelled DBH appeared similar to field-surveyed DBH across all five plots (Figure 6c), although results of the KS test showed that at the plot level, UAV-LS and field-surveyed DBH were significantly different at all plots when all size-classes were included (Table 3). When trees with DBH <10 cm were excluded from these tests, there was no significant difference between UAV-LS and field-surveyed DBH at C1 and V3, and for DBH sizes over 20 cm, there was no significant difference between UAV-LS and field-surveyed DBH for C1, V2 and V3. The point clouds of all five plots both before and after segmentation are displayed in Figure A2 (Appendix A).

![Figure 6](image_url)

Figure 6. Plot level figures showing maps of (a) Field census survey, with points sized according to DBH (b) crown polygons fitted to point cloud segmentation with the AMS3D algorithm. (c) displays the diameter distribution of field-surveyed and UAV-LS modelled DBH, derived from polygons using the LOESS crown diameter allometry. The number of trees was calculated using 5 cm DBH bin sizes, and all data below 3 cm DBH was removed from both datasets to allow comparisons between field-surveyed and UAV-LS diameter distributions.
Table 3. Results of the plot level KS-tests comparing field-surveyed with UAV-LS modelled DBH. D represents the KS test statistic, and the $p$ value is the $p$ value result of the KS test. Bold $p$ values show when there was no significant difference between field measured and UAV-LS modelled diameter distributions.

| Plot | All Size Classes | >10 cm DBH | >20 cm DBH |
|------|------------------|------------|------------|
|      | D                | $p$ value  | D          | $p$ value  | D          | $p$ value  |
| C1   | 0.170            | <0.001     | 0.065      | 0.651      | 0.234      | 0.063      |
| C2   | 0.251            | <0.001     | 0.344      | 0.001      | 0.583      | 0.041      |
| V1   | 0.198            | <0.001     | 0.221      | <0.001     | 0.249      | 0.004      |
| V2   | 0.180            | <0.001     | 0.160      | 0.016      | 0.106      | 0.569      |
| V3   | 0.246            | <0.001     | 0.101      | **0.252**  | 0.163      | **0.272**  |

4. Discussion

Savannas are heterogeneous ecosystems, and monitoring savanna structure requires techniques that can capture tree populations over ecologically relevant spatial scales. In this study, we set out to test the application of high-density UAV-LS derived point clouds to predict the diameter distribution of savanna trees. Despite the development of site-specific allometric equations and the segmentation of dense, accurate point clouds, we were unable to accurately emulate field surveyed diameter distributions with the application of a UAV-LS model. The prediction of diameter distributions with UAV-LS point clouds is a complex task and errors propagate at each step, with the main steps being the allometry linking crown metrics to DBH and the tree detection and segmentation algorithms.

Allometric scaling equations that relate tree height and crown size to DBH are an important component of models that predict diameter distribution from UAV-LS data. We found that models relying on height alone consistently failed to accurately estimate the DBH of larger trees, demonstrating that diameter continues to increase once a maximum height is reached. Models that relied on crown diameter tended to result in the lowest bias and error, although it is worth noting that RMSE was high (>37%) for all of the models tested, demonstrating the instability of the relationship between crown dimensions and DBH. This finding is contrary to global syntheses [21], where crown statistics were found to be strong predictors of DBH across global biomes including savannas. At the plot level, however, variability in the relationship between crown size and DBH was recently demonstrated through the use of TLS in a north Australian savanna [43]. Such inconsistent allometry is likely to be driven by a combination of wind, lightning, termite and fire damage, all of which are persistent disturbances in north Australian savannas [44]. While this variability limits our ability to predict DBH from UAV-LS data, it also exposes a shortcoming in the use of field-derived DBH as a proxy for tree size. Rather than predicting tree DBH from crown statistics, tree size frequency distributions could be derived using height or crown area as proxies for tree size (Figure 7). Similarly, tree size can be accurately derived with the use of quantitative structure models [45], which have been developed for TLS datasets. By providing more comprehensive assessments of tree size, these alternatives to diameter distributions could provide a more robust approach to remotely measuring size class distribution which is not reliant on allometric scaling.

As well as allometric scaling, accurate detection and segmentation of tree crowns is also required to predict DBH from UAV-LS point clouds. If a model under or over detects the number of individual trees, this will inevitably flow through to errors in the modelled diameter distribution. Likewise, under or over segmentation of crowns, even when correctly detected, will result in the assignment of trees to incorrect diameter categories after allometric scaling is applied. At the individual tree level, we found that tree detection rates were high with the application of the AMS3D algorithm (89% of the manually delineated crowns clearly visible from the CHM overlapped with automatically detected crowns in both calibration and validation plots), although when the tree level segmentation accuracy assessment was conducted, the model was less accurate (average
of 47 and 68% accurately segmented for calibration and validation plots, respectively). This was primarily the result of over-segmentation, which leads to the under-estimation of crowns size. This was mainly observed in smaller trees, where for the larger size classes of 10–20 cm and >20 cm, accuracies were all between 60% and 86%. The pattern of under-segmentation of small trees was reflected in the plot level comparison, with the exclusion of smaller trees resulting in significant similarities between UAV-LS modelled and field surveyed diameter distributions.

The accurate segmentation of small trees is notoriously difficult with airborne LiDAR data, with smaller size classes routinely excluded from analysis and accuracy assessments. For example, ref. [37] excluded all stems with a DBH of below 10 cm in an individual tree level comparison of performance amongst algorithms, where they found accuracies of 73.8% using AMS3D. Likewise, ref. [40] excluded understorey trees to find segmentation accuracies of between 51% and 59% using a range of segmentation methods. Plot level comparisons of diameter distribution have similarly suffered from low accuracy for small trees, with [22] showing that small stems were drastically underestimated by a raster-based segmentation model. While the removal of small stems did improve both individual tree and plot level model accuracy, understanding the dynamics of small trees is crucial to monitoring savanna trends such as recruitment bottlenecks. Even if alternative measures of tree size, such as crown area or wood volume, were adopted, the accurate segmentation of individual trees is critical to assessing vegetation structure and remains an important challenge.

Savannas cover a large proportion of the earth’s land surface, and proper management of these ecosystems will be required to meet global initiatives such as the United Nations sustainable development goals. In particular, goal fifteen seeks to “protect, restore and promote sustainable use of terrestrial ecosystems, sustainably manage forests, combat desertification, and halt and reverse land degradation and halt biodiversity loss” [46]. As savannas are patchy, monitoring and generalizing their structure is challenging using established techniques, presenting a need for the development of improved methods. While the UAV-LS models differed significantly from field surveyed diameter distributions, modelled data still offers useful insights into the tree population structure. For example, it is clear from the modelled data that there is a high frequency of small trees in plot C2 relative to the other plots. Such interpretation could facilitate an improved understanding of the impact of management actions on savanna vegetation. Importantly, this could be assessed over large spatial scales, allowing for direct monitoring of ecosystem heterogeneity. As technology improves, the spatial scale of measurement and the accuracy of tree segmentation will inevitably improve, which could make these techniques an important tool in monitoring progress toward sustainable development goals [46].
Overall, we consider the priorities for improving drone-based surveys of savanna diameter distribution to be the refinement of segmentation algorithms, improvements to allometric scaling, and the adoption of new proxies for tree size. Refined segmentation algorithms are required because, despite the high-density point-clouds and relatively open savanna, we observed both over and under-segmentation of trees. Segmenting individual trees from point-clouds is an active area of research, with the development of three-dimensional deep learning architecture offering a promising option [47]. Improved allometric relationships are also required, because none of the scaling models used here reliably predicted DBH. The use of TLS as a calibration tool for drone-LiDAR [48] would allow the exploitation of three-dimensional LiDAR data rather than relying on two dimensional crown statistics, providing one approach to improve allometry. As savanna tree allometry is known to vary among species [49], further improvements could be achieved by first classifying species, for example through the application of deep learning techniques such as mask regional convolutional neural networks (mask R-CNN), see [50], then developing species-specific allometric models. While more accurate allometry would improve the relationship between modelled and field-derived DBH, an argument can also be made for moving away from DBH altogether. DBH has long been used as a proxy for tree size due to its convenience for field surveys, but other measures, such as crown area or tree volume, are better suited to remote measurement. The adoption of these measures would likely provide a more accurate proxy for tree size, while circumventing the need for allometry linking crown metrics to DBH. Nevertheless, these alternative measures of tree size still require accurate segmentation, which should remain a research priority.

5. Conclusions

This study set out to assess whether UAV-LS point clouds could be used to model the diameter distribution of savanna trees at the plot level. The process consisted of detecting and segmenting individual trees from high-density point clouds, before developing an allometric scaling relationship to relate manually segmented crowns to field measured DBH. This scaling model was then applied to segmented trees at the plot level. We reported relatively high error for all models linking DBH to crown size and height metrics, which was attributed to disturbance driven variability in savanna tree allometry. We reported relatively high tree detection and segmentation rates at the individual tree level, with most manually delineated crowns visible from the CHM segmented with the AMS3D model, although small trees were a challenge. When applied at the plot level, we found that there were significant differences between the modelled and field-survey results for all five plots when all size classes were included. We attribute this finding partly to the inconsistent scaling relationships between crown size and DBH, and partly to the under-segmentation of smaller trees. The exclusion of smaller sized trees from the data set did result in significant similarities between modelled and measured diameter distributions, but not across all plots. While this work demonstrates the ability of UAV-LS to model the diameter distribution of larger trees, we also show the inability of these methods to emulate plot level diameter distributions. An important improvement in the assessment of savanna structure could involve replacing DBH measures with more comprehensive assessments of tree size, such as the application of quantitative structure models. Segmentation accuracy is likely to improve with the development of more sophisticated segmentation algorithms. Overall, these relatively minor developments would result in UAV-LS methods becoming a practical tool for the assessment of savanna tree population structure over ecologically relevant spatial scales.
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Appendix A

![Box plots of the point density within the five one-hectare plots prior to decimation.](image)

**Figure A1.** Boxplots of the point density within the five one-hectare plots prior to decimation.
Figure A2. LiDAR point clouds of all five plots prior to segmentation (left) and after segmentation (right). In the left column, color represents height above ground level, and on the right column, colors represent individual trees.
Appendix B

Results of the parametric models.

\[
\begin{align*}
\text{DBH} & = -0.3635 + 1.7532 \text{H} \\
\text{DBH} & = -1.1322 + 3.9237 \text{CD} \\
\text{DBH} & = 4.760 + 0.2385 \text{HCD} \\
\ln(\text{DBH}) & = 0.5902 + 0.9038 \ln(\text{H}) \\
\ln(\text{DBH}) & = 1.0391 + 1.1397 \ln(\text{CD}) \\
\ln(\text{DBH}) & = 0.6588 + 0.5546 \ln(\text{HCD}) \\
\ln(\text{DBH}) & = 0.8121 + 0.2896 \ln(\text{H}) + 0.8653 \ln(\text{CD})
\end{align*}
\]

where DBH is modelled DBH (cm), H is tree height (m), CD is crown diameter (m) and HCD is maximum crown height (m) multiplied by crown diameter (m).
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