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Abstract. In the analytical hierarchy process (AHP), it needs the decision maker to establish a pairwise comparison matrix requires \( n(n-1)/2 \) judgments for a level with \( n \) criteria (or alternatives). In some instances, the decision maker may have to deal with the problems in which only partial information and uncertain preference relation is available. Consequently, the decision maker may provide interval fuzzy preference relation with incomplete information. In this paper, we focus our attention on the investigation of incomplete interval fuzzy preference relation. We first extend a characterization to the interval fuzzy preference relation which is based on the additive transitivity property. Using the characterization, we propose a method to construct interval additive consistent fuzzy preference relations from a set of \( n-1 \) preference data. The study reveals that the proposed method can not only alleviate the comparisons, but also ensure interval preference relations with the additive consistent property. We also develop a novel procedure to deal with the analytic hierarchy problem for group decision making with incomplete interval fuzzy preference relations. Finally, a numerical example is illustrated and a supplier selection case in supply chain management is investigated using the proposed method.
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Introduction

Analytic hierarchy process (AHP), as a multiple criteria decision making (MADM) tool and a weight estimation technique, has been extensively applied in many areas such as selection, evaluation, planning and development, decision making, forecasting, and so on (Vaidya, Kumar 2006). The conventional AHP requires exact judgments. However, the decision maker may not estimate his/her preference with exact numerical values, but with interval number due to the increasing complexity and uncertainty of real-life decision making problem, and the decision maker’s limited attention and information processing capabilities. In such situations, an interval preference relation is very suitable for expressing the decision maker’s uncertain preference information. Since the preference information is usually expressed in two formats: multiplicative and fuzzy preference relations. The interval preference relations also have the two forms. Saaty and Vargas (1987) presented interval judgments as a way to model subjective uncertainty. Arbel (1989) viewed interval judgments as linear constraints on weights and formulated the weight estimation problem as a linear programming (LP) model, which was found by Kress (1991) infeasible for inconsistent interval comparison matrices. Islam et al. (1997) used Lexicographic Goal Programming (LGP) to find out weights from pairwise inconsistent interval judgment matrices, and explored a number of properties and advantages of LGP as a weight estimation technique. The LGP method was recently found flawed by Wang (2006). Mikhailov (2002) proposed a fuzzy preference programming (FPP) method and its variant, to derive crisp priorities from interval comparison matrices. Wang et al. (2005) proposed a two-stage logarithmic goal programming (TLGP) method to generate weights from interval comparison matrices, which can be either consistent or inconsistent. Wang and Chin (2006) also proposed an eigenvector method (EM) to generate interval or fuzzy weight estimate from an interval or fuzzy comparison matrix which differs from Csutora and Buckley’s (2001) Lambda-Max method in several aspects. Wang and Elhag (2007) very recently suggested a goal programming method (GPM) for obtaining normalized interval weights from an interval comparison. The GPM turns out to be also applicable to crisp comparison matrices.

About the interval fuzzy preference relation, Xu (2004a) defined the concept of compatibility degree of two interval fuzzy preference relations, and showed the compatibility relationship among individual interval fuzzy preference relations and collective interval fuzzy preference relation. Herrera et al. (2005) developed an aggregation process for combining interval fuzzy preference relations with other types of information such as numerical preference relation and linguistic preference relation. Jiang (2007) gave an index to measure the similarity degree of two interval fuzzy preference relations, and used the error-propagation principle to determine the priority vector of the aggregated interval fuzzy preference relations. Recently, Xu and Chen (2008) established some linear programming models for deriving the priority weights from various interval fuzzy preference relations.

All the above researches focused on the studies of the preference relations with complete information. A complete preference of order \( n \) necessitates the completion of all \( n(n-1)/2 \) judgments in its entire top triangular portion. Sometime, however, a decision maker (DM) may develop a preference relation with incomplete information because of
(1) time pressure, lack of knowledge, and the DM’s limited expertise related with problem domain (Chiclana et al. 2008; Liu et al. 2012; Xu et al. 2009, 2010, 2013; Xu 2004b, 2005; Xu, Chen 2008); (2) when the number of the alternatives, \( n \), is large. In such cases it may be practically impossible, or at least unacceptable from the point of view of the decision maker, to perform all the \( n(n-1)/2 \) required comparisons to complete the pairwise comparison matrices (Fedrizzi, Silvio 2007); (3) it can be convenient/necessary to skip some direct critical comparison between alternatives, even if the total number of alternatives is small (Fedrizzi, Silvio 2007); and (4) an expert would not be able to efficiently express any kind of preference degree between two or more of the available options. This may be due to an expert not possessing a precise or sufficient level of knowledge of part of the problem, or because that expert is unable to discriminate the degree to which some options are better than others (Alonso et al. 2008; Herrera-Viedma et al. 2007a, b). Up to now, some related theory studies with incomplete preference relations have been given. Nevertheless, there are only few researches which concern the incomplete interval fuzzy preference relation. Therefore, it is necessary to pay attention to this issue. In order to do this, this rest of the paper is structured in the following way. In Section 2, we first review the traditional multiplicative preference relation and fuzzy preference and their transformation function. Then, we extend the proposition which was introduced by Herrera-Viedma et al. (2004). In Section 3, we introduced the concept of interval multiplicative consistent preference relation, interval additive consistent preference relation, and their transformation function. We also present some useful results which are based on the additive consistent. In Section 4, we present the incomplete interval additive preference relation. We develop a simple and practical method for constructing a complete additive consistent interval preference relation. We also develop a novel procedure to deal with the analytic hierarchy problem for group decision making with incomplete interval fuzzy preference relations. In Section 5, a numerical example is illustrated and a supplier selection case in supply chain management is investigated using the proposed method. This paper is concluded in the final section.

1. Preliminaries

Let \( X = \{x_1, x_2, \ldots, x_n\} \) \((n \geq 2)\) be a finite set of alternatives, where \( x_i \) denotes the \( i \)th alternative. In the multiple attribute decision making problems, the decision maker needs to rank the alternatives \( x_1, x_2, \ldots, x_n \) from the best to the worst according to the preference information. A brief description of the multiplicative preference relation and fuzzy preference relation is given below.

The multiplicative preference relation is a positive preference relation \( A \subset X \times X \), \( A = (a_{ij})_{n \times n} \), where \( a_{ij} \) denotes the relative weight of alternative \( x_i \) with respect to \( x_j \). The measurement of \( a_{ij} \) is described using a ratio scale and in particular, as shown by Saaty (1980), \( a_{ij} \in \{1/9, 1/8, \ldots, 1, 2, \ldots, 9\} \): \( a_{ij} = 1 \) denotes the indifference between \( x_i \) and \( x_j \), \( a_{ij} = 9 \) (or \( a_{ji} = 1/9 \)) denotes that \( x_i \) is unanimously preferred to \( x_j \), and \( a_{ij} \in \{2, 3, \ldots, 8\} \) denotes the intermediate evaluations. It is multiplicative reciprocal, i.e. \( a_{ij}a_{ji} = 1 \), \( \forall i, j \in \{1, 2, \ldots, n\} \) and in particular, \( a_{ii} = 1 \), \( \forall i \in \{1, 2, \ldots, n\} \). Thus we have the following definition.
Definition 1. Let $A = [a_{ij}]_{n \times n}$ be a multiplicative preference relation, then $A$ is called a consistent multiplicative preference relation (or called consistent reciprocal judgment matrix (Saaty 1980)), if $a_{ij} = a_{kj}a_{ki}$, for all $i, j, k$.

The fuzzy preference relation $R$ is described as follows: $R \subseteq X \times X$, with membership function $u_R : X \times X \rightarrow [0,1]$, where $u_R(x_i, x_j) = r_{ij}$ denotes the preference degree of the alternative $x_i$ over $x_j$ (Kacprzyk 1986; Tanino 1984): $r_{ij} = 0.5$ denotes indifference between $x_i$ and $x_j$, $r_{ij} = 1$, denotes that $x_i$ is unanimously preferred to $x_j$, and $0.5 < r_{ij} < 1$ (or $0 < r_{ji} < 0.5$ ) denotes that $x_i$ is preferred to $x_j$.

Definition 2. Let $R = [r_{ij}]_{n \times n}$ be a preference relation, then $R$ is called a fuzzy preference relation, if:

$$r_{ij} \in [0,1], \quad r_{ij} + r_{ji} = 1, \quad r_{ii} = 0.5, \text{ for all } i, j = 1, 2, ..., n.$$

Herrera-Viedma et al. (2004) studied the transformation function between reciprocal multiplicative preference relations with values in the interval scale $[1/9,9]$ and reciprocal fuzzy preference relations with values in $[0,1]$. They developed the propositions given below.

Proposition 1. Consider a set of alternatives $X = \{x_1, x_2, ..., x_n\}$, associated with a reciprocal multiplicative preference relation $A = [a_{ij}]_{n \times n}$ with $a_{ij} \in [1/9,9]$. Then, the corresponding reciprocal fuzzy preference relation, $R = [r_{ij}]_{n \times n}$, with $r_{ij} \in [0,1]$, associated with $A$ is given as follows:

$$r_{ij} = g(a_{ij}) = \frac{1}{2} \left( 1 + \log a_{ij} \right).$$

Proposition 2. For a reciprocal fuzzy preference relation $R = [r_{ij}]_{n \times n}$, the following statements are equivalent:

(a) $r_{ij} + r_{jk} + r_{ki} = \frac{3}{2}$, $\forall i, j, k$;

(b) $r_{ij} + r_{jk} + r_{ki} = \frac{3}{2}$, $i < j < k$.

Proposition 3. For a reciprocal fuzzy preference relation $R = [r_{ij}]_{n \times n}$, the following statements are equivalent:

(a) $r_{ij} + r_{jk} + r_{ki} = \frac{3}{2}$, $i < j < k$;

(b) $r_{i(i+1)} + r_{(i+1)(i+2)} + ... + r_{(j-1)j} + r_{ji} = \frac{j-i+1}{2}, \quad i < j$.

Herrera-Viedma et al. (2004) showed that Proposition 3 can be used to construct a consistent fuzzy preference relation from the set of $n-1$ values $\{r_{12}, r_{23}, ..., r_{n-1n}\}$. The above propositions were also used by Wang and Chen (2007). In the following, we give a more general result.

Proposition 4. For a reciprocal fuzzy preference relation $R = [r_{ij}]_{n \times n}$, the following statements are equivalent:

(a) $r_{ij} + r_{jk} + r_{ki} = \frac{3}{2}$, $i < j < k$;

(b) $r_{ij} + r_{j_{i+2}} + ... + r_{j_{n-1}j} + r_{ji} = \frac{t+1}{2}$.
**Proof.** \((a) \Rightarrow (b)\) we will use mathematical induction to prove this part of the proposition. The base clause it is obviously true for \(k = 1\), because it is reduced to the reciprocity property, which we are assuming (Definition 2). The recursion clause requires us to that if the hypothesis is true for \(t = n\):

\[
    r_{ij} + r_{j_{1}j_{2}} + ... + r_{j_{n-2}j_{n-1}} + r_{j_{n-1}j_{n}} + r_{j_{n}j_{i}} = \frac{n+1}{2},
\]

then it is true for \(t = n+1\):

\[
    r_{ij} + r_{j_{1}j_{2}} + ... + r_{j_{n-1}j_{n}} + r_{j_{n}j_{i}} = \frac{n-1}{2} + r_{j_{n+1}j_{i}} + r_{j_{n+1}j_{i}} = \frac{n-1}{2} + 3 = \frac{n+2}{2}.
\]

So the result is established.

\((b) \Rightarrow (a)\).

\[
    r_{ij} + r_{jk} + r_{ki} = 1 - r_{jk} + 1 - r_{ij} + r_{kj} = 2 + (r_{ij} + ... + r_{j_{-1}j} - \frac{t+1}{2}) + (r_{j_{-1}j} + ... + r_{j_{1}j} - \frac{t+1}{2}) + r_{kj} = 1 - t + (r_{ij} + ... + r_{j_{-1}j} + r_{j_{1}j} + ... + r_{j_{1}j} + r_{kj}) = 1 - t + \frac{2t+1}{2} = \frac{3}{2},
\]

which completes the proof.

From above, we know that the difference between Proposition 3 and Proposition 4 is that we only need know the values \(r_{ij}, r_{j_{1}j_{2}}, ..., r_{j_{-1}j}, r_{j_{1}j_{i}}\) in the Proposition 4, and the differences of \(j_{2} - j_{1} = j_{3} - j_{2} = ... = j_{t} - j_{t-1}\) do not need to equal to 1, even they do not be equivalent, we only need the sequential values of \(r_{ij}, r_{j_{1}j_{2}}, ..., r_{j_{-1}j}, r_{j_{1}j_{i}}\) (for example, \(r_{13}, r_{35}, r_{31}\)). And also in the real situation, we do not just know the values \(r_{12}, r_{23}, ..., r_{n-1n}\). Proposition 3 is only a special case of Proposition 4.

We make note that, if the primary values are different then we would have obtained a matrix \(R\) with entries not in the interval \([0,1]\), but in an interval \([-c,1+c]\), being \(c > 0\), where \(-c\) indicates the minimum value of matrix \(R\), \(1+c\) indicates the maximum value of matrix \(R\). In such a case, we would need to transform the obtained values using a transformation function which preserves reciprocity and additive consistency, which is a function \(f : [-c,1+c] \rightarrow [0,1], f(x) = \frac{x+c}{1+2c}\).

### 2. Interval fuzzy preference relations

Let \(\tilde{a}_{1} = [a_{1}^{\tilde{a}}, a_{1}^{\tilde{a}}]\), \(\tilde{a}_{2} = [a_{2}^{\tilde{a}}, a_{2}^{\tilde{a}}]\), \(\tilde{a} = [a^{-}, a^{+}]\) be three positive interval numbers, then:

(a) \(\tilde{a}_{1} \oplus \tilde{a}_{2} = [a_{1}^{\tilde{a}}, a_{1}^{\tilde{a}}] \oplus [a_{2}^{\tilde{a}}, a_{2}^{\tilde{a}}] = [a_{1}^{\tilde{a}} - a_{2}^{\tilde{a}}, a_{1}^{\tilde{a}} + a_{2}^{\tilde{a}}]\);  

(b) \(\tilde{a}_{1} \odot \tilde{a}_{2} = [a_{1}^{\tilde{a}}, a_{1}^{\tilde{a}}] \odot [a_{2}^{\tilde{a}}, a_{2}^{\tilde{a}}] = [a_{1}^{\tilde{a}} - a_{2}^{\tilde{a}}, a_{1}^{\tilde{a}} + a_{2}^{\tilde{a}}]\);  

(c) \(\tilde{a}_{1} \odot \tilde{a}_{2} = [a_{1}^{\tilde{a}}, a_{1}^{\tilde{a}}] \odot [a_{2}^{\tilde{a}}, a_{2}^{\tilde{a}}] = [a_{1}^{\tilde{a}} \times a_{2}^{\tilde{a}}, a_{1}^{\tilde{a}} \times a_{2}^{\tilde{a}}]\);  

(d) \(\tilde{a}_{1} \otimes \tilde{a}_{2} = [a_{1}^{\tilde{a}}, a_{1}^{\tilde{a}}] \otimes [a_{2}^{\tilde{a}}, a_{2}^{\tilde{a}}] = [a_{1}^{\tilde{a}} / a_{2}^{\tilde{a}}, a_{1}^{\tilde{a}} / a_{2}^{\tilde{a}}]\);
(e) \( \log_n(a) = [\log_n a^-, \log_n a^+] \);  \hspace{1cm} (6)

(f) \( a^{-1} = [1/a^+, 1/a^-] \).  \hspace{1cm} (7)

**Definition 3.** An interval fuzzy preference \( \tilde{A} = [\tilde{a}_{ij}]_{n \times n} \) is multiplicative reciprocal if and only if \( \tilde{a}_{ji} = \tilde{a}_{ij}^{-1} \).

**Definition 4** (Xu 2010). If a positive interval multiplicative preference relation \( \tilde{A} = [\tilde{a}_{ij}]_{n \times n} \) satisfy:

\[
\tilde{a}_{ij} = \tilde{a}_{ik} \otimes \tilde{a}_{kj} \quad \text{for all} \quad i, k, j = 1, 2, ..., n, \quad \text{and} \quad i \leq k \leq j,
\]

then we call \( \tilde{A} = (\tilde{a}_{ij}) \) is interval multiplicative consistent.

Note that if the interval multiplicative preference relation is consistent, for all \( i, k, j = 1, 2, ..., n \), it needs satisfy \( i \leq k \leq j \), otherwise, \( \tilde{A} = [\tilde{a}_{ij}]_{n \times n} \) would be reduced to the crisp number judgment matrix (Saaty’s reciprocal multiplicative preference relation). Further reading can refer (Xu 2010). That is Eq. (8) holds only for the upper (or lower) triangular of the preference relation.

**Proposition 5.** Suppose that we have a set of alternatives \( X = \{x_1, x_2, ..., x_n\} \), and associated with it an interval reciprocal multiplicative preference relation \( \tilde{A} = [\tilde{a}_{ij}]_{n \times n} \), with \( \tilde{a}_{ji} = \tilde{a}_{ij}^{-1} \), then, the corresponding reciprocal fuzzy preference relation, \( \tilde{R} = [\tilde{r}_{ij}]_{n \times n} \), associated with \( \tilde{A} \) is:

\[
\tilde{r}_{ij} = g(\tilde{a}_{ij}) = \frac{1}{2} (1 - \log_n \tilde{a}_{ij}),
\]

which verifies:

(a) \( r_{ij}^- + r_{ji}^- = 1 \), \( \forall i, j \in \{1, 2, ..., n\} \);

(b) \( r_{ij}^+ + r_{ji}^+ = 1 \), \( \forall i, j \in \{1, 2, ..., n\} \).

**Proof.** By Definition 3, for \( \tilde{A} = [\tilde{a}_{ij}]_{n \times n} \) being an interval reciprocal multiplicative preference relation, \( \tilde{a}_{ji} = \tilde{a}_{ij}^{-1} \), that is:

\[
[a_{ji}^-, a_{ji}^+] = \left[\frac{1}{a_{ij}^+}, \frac{1}{a_{ij}^-}\right].
\]

Thus:

\[
a_{ji}^- = \frac{1}{a_{ij}^+}, \quad a_{ji}^+ = \frac{1}{a_{ij}^-}; \hspace{1cm} (11)
\]

\[
a_{ji}^- a_{ji}^+ = 1, \quad a_{ji}^+ a_{ji}^- = 1. \hspace{1cm} (12)
\]

By Proposition 1 and Eq. (9) and the operational law (Eq. (6)) of interval numbers, we have:

\[
\tilde{r}_{ij} = \frac{1}{2} (1 - \log_n \tilde{a}_{ij}) = \frac{1}{2} (1 - \log_n [a_{ji}^-, a_{ji}^+]).
\]

Thus:

\[
r_{ij}^- = \frac{1}{2} (1 + \log_n a_{ij}^-) \quad \text{and} \quad r_{ij}^+ = \frac{1}{2} (1 + \log_n a_{ij}^+). \]
Similarly:
\[
\begin{align*}
\tilde{r}_{ji} &= \frac{1}{2} (1 + \log_9 a_{ji}^-) ; \\
\tilde{r}_{ji}^+ &= \frac{1}{2} (1 + \log_9 a_{ji}^+) .
\end{align*}
\]

Therefore:
\[
\begin{align*}
\tilde{r}_{ij}^- + \tilde{r}_{jk}^- + \tilde{r}_{ki}^- &= \frac{1}{2} (1 + \log_9 a_{ij}^-) + \frac{1}{2} (1 + \log_9 a_{jk}^-) + \frac{1}{2} (1 + \log_9 a_{ki}^-) = 1 , \quad \forall i, j \in \{1, 2, ..., n\} ,
\end{align*}
\]
which completes the proof.

**Proposition 6.** If a reciprocal multiplicative preference relation \( \tilde{A} = [a_{ij}] \) is multiplicative consistent, then its corresponding reciprocal fuzzy preference relation \( \tilde{R} = [\tilde{r}_{ij}] \) is additive consistent, which verifies:

(a) \( \tilde{r}_{ij}^- + \tilde{r}_{jk}^- + \tilde{r}_{ki}^- = \frac{3}{2} , \quad \forall i < j < k \);

(b) \( \tilde{r}_{ij}^+ + \tilde{r}_{jk}^+ + \tilde{r}_{ki}^- = \frac{3}{2} , \quad \forall i < j < k \);

(c) \( \tilde{r}_{i(i+1)}^- + \tilde{r}_{(i+1)(i+2)}^- + \cdots + \tilde{r}_{(i-1)i}^- + \tilde{r}_{ji}^- = \frac{j-i+1}{2} , \quad \forall i < j \);

(d) \( \tilde{r}_{i(i+1)}^+ + \tilde{r}_{(i+1)(i+2)}^+ + \cdots + \tilde{r}_{(j-1)j}^+ + \tilde{r}_{ji}^+ = \frac{j-i+1}{2} , \quad \forall i < j \);

(e) \( \tilde{r}_{ij}^- + \tilde{r}_{jl}^- + \cdots + \tilde{r}_{l-1j}^- + \tilde{r}_{lj}^+ = \frac{t+1}{2} , \quad \forall i < j_1 < j_2 < \cdots < j_t \);

(f) \( \tilde{r}_{ij}^+ + \tilde{r}_{jl}^+ + \cdots + \tilde{r}_{l-1j}^+ + \tilde{r}_{lj}^- = \frac{t+1}{2} , \quad \forall i < j_1 < j_2 < \cdots < j_t \).

**Proof.** By Definition 4, for being \( \tilde{A} = [a_{ij}] \) is multiplicative consistent, then \( \tilde{a}_{ij} \odot \tilde{a}_{jk} = \tilde{a}_{ik} \), for \( \forall i < j < k \). Taking logarithm by Eq. (6) on both sides yields:

\[
\log_9 \tilde{a}_{ij} \odot \log_9 \tilde{a}_{jk} = \log_9 \tilde{a}_{ik} \, , \quad \forall i < j < k .
\]

Thus:

\[
\begin{align*}
\frac{1}{2} (1 + \log_9 \tilde{a}_{ij}) \odot \frac{1}{2} (1 + \log_9 \tilde{a}_{jk}) &= \frac{1}{2} (1 + \log_9 \tilde{a}_{ik}) + \frac{1}{2} .
\end{align*}
\]

By Eq. (9), we have:

\[
\begin{align*}
\tilde{r}_{ij} \oplus \tilde{r}_{jk} &= \tilde{r}_{ik} + \frac{1}{2} ; \\
[r_{ij}^-, r_{ij}^+] \oplus [r_{jk}^-, r_{jk}^+] &= [r_{ik}^-, r_{ik}^+] + \frac{1}{2} ; \\
r_{ij}^- + r_{jk}^- &= r_{ik}^+ + \frac{1}{2} , \quad r_{ij}^+ + r_{jk}^+ = r_{ik}^+ + \frac{1}{2} ,
\end{align*}
\]
By Proposition 5, we have:

\[ r_{ij}^- + r_{jk}^- + r_{ki}^+ = \frac{3}{2}, \quad r_{ij}^+ + r_{jk}^+ + r_{ki}^- = \frac{3}{2}, \quad \forall i < j < k. \]

Thus the expressions (a) and (b) are established.

Let \( i < j \) and \( k = j - i \). The expression (c) can be rewritten as follows:

\[ r_{i(j+1)}^- + r_{(i+1)(i+2)}^- + \ldots + r_{(j-1)j}^- + r_{ji}^+ = \frac{k+1}{2}, \quad \forall i < j. \]

Mathematical induction is used to prove this part of the proposition. The base clause is clearly true for \( k = 1 \). The recursion clause requires it to be demonstrated that the hypothesis is true for \( k = n \):

\[ r_{i(i+1)}^- + r_{(i+1)(i+2)}^- + \ldots + r_{(i+n-1)(i+n)}^- + r_{(i+n)i}^+ = \frac{n+1}{2}, \]

then it is true for \( k = n+1 \):

\[ r_{i(i+1)}^- + r_{(i+1)(i+2)}^- + \ldots + r_{(i+n-1)(i+n)}^- + r_{(i+n)(i+n+1)}^- + r_{(i+n+1)i}^+ = \]

\[ (r_{i(i+1)}^- + r_{(i+1)(i+2)}^- + \ldots + r_{(i+n-1)(i+n)}^-) + r_{(i+n)(i+n+1)}^- + r_{(i+n+1)i}^+ = \]

\[ (\frac{n+1}{2} - r_{(i+n)i}) + r_{(i+n)(i+n+1)}^- + r_{(i+n+1)i}^+ = \]

\[ (\frac{n+1}{2} + r_{i(i+n)}^- -1) + r_{(i+n)(i+n+1)}^- + r_{(i+n+1)i}^+ = \]

\[ \frac{n-1}{2} + \frac{3}{2} = \frac{n+2}{2}, \]

thus the expression (c) is established. Similarly, expressions (d)–(f) are established.

**Proposition 7.** The interval reciprocal fuzzy preference relation \( \tilde{R} = [\tilde{r}_{ij}] \) is additive consistent if and only if (1) \( r_{ij}^- - r_{ik}^- = r_{ij}^- - r_{ik}^- \); (2) \( r_{ij}^- - r_{ik}^- = r_{ij}^- - r_{ik}^- \), \( \forall i < j < k \).

**Proof.** If the interval fuzzy preference relation \( \tilde{R} = [\tilde{r}_{ij}] \) is additive consistent, then:

\[ \tilde{r}_{ij} \oplus \tilde{r}_{jk} = \tilde{r}_{ik} + \frac{1}{2}, \quad \forall i < j < k; \]

\[ r_{ij}^- + r_{jk}^- = r_{ik}^- + \frac{1}{2}, \quad r_{ij}^+ + r_{jk}^+ = r_{ik}^+ + \frac{1}{2}, \quad \forall i < j < k; \]

\[ r_{ij}^- - r_{ik}^- = \frac{1}{2} - r_{jk}^- , \quad r_{ij}^+ - r_{ik}^+ = \frac{1}{2} - r_{jk}^+ , \quad \forall i < j < k. \]

Similarly:

\[ \tilde{r}_{ij} \oplus \tilde{r}_{jk} = \tilde{r}_{ik} + \frac{1}{2}, \quad \forall l < j < k; \]

\[ r_{ij}^- + r_{jk}^- = r_{ik}^- + \frac{1}{2}, \quad r_{ij}^+ + r_{jk}^+ = r_{ik}^+ + \frac{1}{2}, \quad \forall l < j < k; \]

\[ r_{ij}^- - r_{ik}^- = \frac{1}{2} - r_{jk}^- , \quad r_{ij}^+ - r_{ik}^+ = \frac{1}{2} - r_{jk}^+ , \quad \forall l < j < k, \]
thus:
\[ r_{ij}^- - r_{ik}^- = r_{lj}^- - r_{lk}^- \quad \text{and} \quad r_{ij}^+ - r_{ik}^+ = r_{lj}^+ - r_{lk}^+ \quad \forall i < j < k. \]

On the contrary:

If \( r_{ij}^- = r_{ij}^+ = 0.5 \), then
\[ r_{ij}^- = r_{ij}^+ = 0.5 - r_{jk}^- \quad \text{and} \quad r_{ij}^+ = r_{ij}^+ = 0.5 - r_{jk}^+ \quad \forall i < j < k. \]

That is:
\[ r_{ij}^- + r_{jk}^- = 0.5 - r_{jk}^- \quad \text{and} \quad r_{ij}^- + r_{jk}^- = 0.5 - r_{jk}^- \quad \forall i < j < k; \]
\[ \tilde{r}_{ij} \oplus \tilde{r}_{jk} = \tilde{r}_{ik} + \frac{1}{2} \quad \forall i < j < k, \]

which completes the proof.

Proposition 7 means that for an interval fuzzy reciprocal additive consistency preference relation, the values in the upper triangular (or lower triangular) of the preference relation, the difference values of any two rows in the same column should be a constant. It will be more convenient to complete an incomplete interval fuzzy preference relation. We will use this property in the examples.

We make note that, if the primary values are different then we would have obtained a matrix \( \hat{R} \) with entries not in the interval \([0,1]\), but in an interval \([\cc - c, 1 + c]\), being \( c > 0 \), where \( \cc - c \) indicates the minimum value of matrix \( \hat{R} \), \( 1 + c \) indicates the maximum value of matrix \( R \). In such a case, we would need to transform the obtained values using a transformation function which preserves reciprocity and additive consistency, which is a function \( f : [\cc - c, 1 + c] \rightarrow [0,1] \), verifying:

(a) \( f(-c) = 0 \); \hspace{1cm} (13)

(b) \( f(1+c) = 1 \); \hspace{1cm} (14)

(c) \( f(x^-) + f(x^+) = 1, \forall x \in [\cc - c, 1 + c] \); \hspace{1cm} (15)

(d) \( f(x^-) + f(y^-) + f(z^+) = \frac{3}{2}, \forall x^-, y^-, z^+ \in [\cc - c, 1 + c] \) such that \( x^- + y^- + z^+ = \frac{3}{2} \); \hspace{1cm} (16)

(e) \( f(x^+) + f(y^+) + f(z^-) = \frac{3}{2}, \forall x^+, y^+, z^- \in [\cc - c, 1 + c] \) such that \( x^+ + y^+ + z^- = \frac{3}{2} \). \hspace{1cm} (17)

The linear solution verifying (a) and (b) take the form:

\[ f(x^-) = \varphi x^- + \beta \quad \text{being} \quad \varphi, \beta \in R; \quad \text{and} \]
\[ f(x^+) = \varphi x^+ + \beta \quad \text{being} \quad \varphi, \beta \in R. \]

These functions are:
\[ f(x^-) = \frac{1}{1 + 2c} x^- + \frac{c}{1 + 2c} = \frac{x^- + c}{1 + 2c}; \]
\[ f(x^+) = \frac{1}{1+2c} x^+ + \frac{c}{1+2c} = \frac{x^+ + c}{1+2c}, \]

which verify (c):
\[ f(x^-) + f(x^+) = \frac{x^- + c}{1+2c} + \frac{x^+ + c}{1+2c} = \frac{(x^- + x^+) + 2c}{1+2c} = 1 \]

and when \( x^- + y^- + z^+ = \frac{3}{2}, \) \( x^+ + y^+ + z^- = \frac{3}{2}; \)
\[ f(x^-) + f(y^-) + f(z^+) = \frac{x^- + c}{1+2c} + \frac{y^- + c}{1+2c} + \frac{z^+ + c}{1+2c} = \]
\[ \frac{(x^- + y^- + z^+) + 3c}{1+2c} = \frac{3}{2}; \]
\[ f(x^+) + f(y^+) + f(z^-) = \frac{x^+ + c}{1+2c} + \frac{y^+ + c}{1+2c} + \frac{z^- + c}{1+2c} = \]
\[ \frac{(x^+ + y^+ + z^-) + 3c}{1+2c} = \frac{3}{2}, \]

verify (d) and (e).

**Proposition 8.** Let \( \tilde{R}_1, \tilde{R}_2, \ldots, \tilde{R}_m \) be the \( m \) interval additive preference relations, then their weighted combination:
\[ \tilde{R} = \lambda_1 \tilde{R}_1 \oplus \lambda_2 \tilde{R}_2 \oplus \ldots \oplus \lambda_m \tilde{R}_m, \lambda_i \in [0,1], \sum_{i=1}^m \lambda_i = 1, \]
is the combined relation \( \tilde{R} \), which satisfies:
\[ r^-_{ij} + r^+_{ij} = 1, \quad r^+_{ij} + r^-_{ij} = 1, \quad \forall i, j \in \{1,2,\ldots,n\}. \]

**Proof.** Since \( \tilde{R}_1, \tilde{R}_2, \ldots, \tilde{R}_m \) are the interval additive preference relations, it follows that:
\[ r_{ij}(l)^- + r_{ji}(l)^+ = 1, \quad r_{ij}(l)^+ + r_{ji}(l)^- = 1, \quad \forall i, j \in \{1,2,\ldots,n\}, \quad l = 1,2,\ldots,m. \]

Then by Eq. (18), we have:
\[ r_{ij}^- = \lambda_1 r_{ij}(1)^- + \lambda_2 r_{ij}(2)^- + \ldots + \lambda_m r_{ij}(m)^-, \quad r_{ij}^+ = \lambda_1 r_{ij}(1)^+ + \lambda_2 r_{ij}(2)^+ + \ldots + \lambda_m r_{ij}(m)^+, \quad \forall i, j \in \{1,2,\ldots,n\}; \]
\[ r_{ji}^- = \lambda_1 r_{ji}(1)^- + \lambda_2 r_{ji}(2)^- + \ldots + \lambda_m r_{ji}(m)^-, \quad r_{ji}^+ = \lambda_1 r_{ji}(1)^+ + \lambda_2 r_{ji}(2)^+ + \ldots + \lambda_m r_{ji}(m)^+, \quad \forall i, j \in \{1,2,\ldots,n\}; \]
\[ r_{ij}^- + r_{ji}^+ = \lambda_1 (r_{ij}^-(1) + r_{ji}^+(1)) + \lambda_2 (r_{ij}^-(2) + r_{ji}^+(2)) + \ldots + \lambda_m (r_{ij}^-(m) + r_{ji}^+(m)) = \]
\[ \lambda_1 + \lambda_2 + \ldots + \lambda_m = 1; \]
\[ r_{ij}^+ + r_{ji}^- = \lambda_1 (r_{ij}^+(1) + r_{ji}^-(1)) + \lambda_2 (r_{ij}^+(2) + r_{ji}^-(2)) + \ldots + \lambda_m (r_{ij}^+(m) + r_{ji}^-(m)) = \]
\[ \lambda_1 + \lambda_2 + \ldots + \lambda_m = 1, \]

which completes the proof.
Proposition 9. Let $\tilde{R}^{(1)}, \tilde{R}^{(2)}, ..., \tilde{R}^{(m)}$ be the $m$ interval additive consistent preference relations, where $\tilde{R}^{(l)} = (\tilde{r}_{ij}^{(l)})$, $\tilde{r}_{ij}^{(l)} \oplus \tilde{r}_{jk}^{(l)} = \tilde{r}_{ik}^{(l)} + \frac{1}{2}$, $\forall i < j < k \in \{1, 2, ..., n\}$, $l = 1, 2, ..., m$, then their weighted combination:
$$\tilde{R} = \lambda_1 \tilde{R}^{(1)} \oplus \lambda_2 \tilde{R}^{(2)} \oplus ... \oplus \lambda_m \tilde{R}^{(m)}, \lambda_l \in [0, 1], \sum_{l=1}^{m} \lambda_l = 1,$$

is the interval additive consistent preference relation, which satisfies:
$$\tilde{r}_{ij} \oplus \tilde{r}_{jk} = \tilde{r}_{ik} + \frac{1}{2}, \forall i < j < k.$$

Proof. Since $\tilde{R}^{(1)}, \tilde{R}^{(2)}, ..., \tilde{R}^{(m)}$ are interval additive consistent preference relations, which verify:
$$\tilde{r}_{ij}^{(l)} \oplus \tilde{r}_{jk}^{(l)} = \tilde{r}_{ik}^{(l)} + \frac{1}{2}, \forall i < j < k,$$
then by Eq. (19), we have:
$$\tilde{r}_{ij} = \lambda_1 \tilde{r}_{ij}^{(1)} \oplus \lambda_2 \tilde{r}_{ij}^{(2)} \oplus ... \oplus \lambda_m \tilde{r}_{ij}^{(m)};$$
$$\tilde{r}_{jk} = \lambda_1 \tilde{r}_{jk}^{(1)} \oplus \lambda_2 \tilde{r}_{jk}^{(2)} \oplus ... \oplus \lambda_m \tilde{r}_{jk}^{(m)};$$
$$\tilde{r}_{ik} = \lambda_1 \tilde{r}_{ik}^{(1)} \oplus \lambda_2 \tilde{r}_{ik}^{(2)} \oplus ... \oplus \lambda_m \tilde{r}_{ik}^{(m)};$$
$$\tilde{r}_{ij} \oplus \tilde{r}_{jk} = \lambda_1 (\tilde{r}_{ij}^{(1)} \oplus \tilde{r}_{ik}^{(1)}) \oplus \lambda_2 (\tilde{r}_{ij}^{(2)} \oplus \tilde{r}_{jk}^{(2)}) \oplus ... \oplus \lambda_m (\tilde{r}_{ij}^{(m)} \oplus \tilde{r}_{jk}^{(m)}) =$$
$$\lambda_1 (\tilde{r}_{ik}^{(1)} + \frac{1}{2}) \oplus \lambda_2 (\tilde{r}_{ik}^{(2)} + \frac{1}{2}) \oplus ... \oplus \lambda_m (\tilde{r}_{ik}^{(m)} + \frac{1}{2}) =$$
$$\lambda_1 \tilde{r}_{ik}^{(1)} \oplus \lambda_2 \tilde{r}_{ik}^{(2)} \oplus ... \oplus \lambda_m \tilde{r}_{ik}^{(m)} + \frac{\lambda_1 + \lambda_2 + ... + \lambda_m}{2} = \tilde{r}_{ik} + \frac{1}{2},$$
which completes the proof.

3. Procedures for incomplete interval fuzzy preference relations

A complete preference relation requires $n(n-1)/2$ judgments in its entire top triangular portion. Sometimes, however, a decision maker (DM) may develop a preference relation with incomplete information due to lack of time and knowledge, and the DM’s limited experience related with the problem domain. In the following, we present some concepts of incomplete interval additive preference relation.

Definition 5. Let $\tilde{R} = [\tilde{r}_{ij}]$ be an interval additive preference relation, then $\tilde{R}$ is called an incomplete interval additive preference relation, if some of its elements cannot be given by the decision maker, which we denote by the known variable “$x$”, and others can be provided by the decision maker, if which satisfy (1) $\tilde{r}_{ij} = 1 - \tilde{r}_{ji}$, $\tilde{r}_{ii} = [0.5, 0.5]$, we call it incomplete interval additive preference relation.
Definition 6. Let \( \hat{R} = [\hat{r}_{ij}] \) be an incomplete interval additive preference relation, if each known element can be obtained by its adjoining known elements, then \( \hat{R} \) is called acceptable, otherwise, \( \hat{R} \) is unacceptable.

Proposition 10. Let \( \hat{R} = [\hat{r}_{ij}] \) be an incomplete interval additive preference relation, if \( \hat{R} \) is acceptable, then there exists at least one known element (except diagonal element) in each line or each column of \( \hat{R} \), i.e. there exist at least \((n-1)\) judgments provided by the decision maker.

Definition 7. Let \( \hat{R} = [\hat{r}_{ij}] \) be an incomplete interval additive preference relation, if:
\[
\hat{r}_{ij} \oplus \hat{r}_{jk} = \hat{r}_{ik} \oplus 0.5, \text{ for } i < j < k,
\]
then \( \hat{R} \) is called an additive consistent incomplete interval preference relation.

In the following, based on the acceptable incomplete interval additive preference relation with the least judgments (i.e. \(n-1\) judgments), we shall develop a simple and practical method for constructing a complete additive consistent interval preference relation, and also rank alternatives as follows:

Step 1. For a decision problem, let \( X = \{x_1, x_2, ..., x_n\} \) be a discrete set of alternatives. The decision maker compares each pair of alternatives by the interval additive preference relation, and construct an acceptable incomplete interval additive preference relation \( \hat{R} = [\hat{r}_{ij}]_{n \times n} \) (if the decision maker provides the acceptable incomplete interval multiplicative preference relation \( \hat{A} = [\hat{a}_{ij}]_{n \times n} \), then we can transfer \( \hat{A} = [\hat{a}_{ij}]_{n \times n} \) to the corresponding incomplete interval additive preference relation \( \hat{R} = [\hat{r}_{ij}]_{n \times n} \) by Proposition 5), with only \(n-1\) judgments.

Step 2. Utilize Proposition 6 or Proposition 7 to determine all the unknown elements in \( \hat{R} \), and thus get an interval additive consistent preference relation \( \hat{R} = [\hat{r}_{ij}]_{n \times n} \). If this preference relation contains any values which are not in the interval \([0,1]\), but in the interval \([-c, 1+c]\), then transformation functions are required to preserve the reciprocity and additive transitivity. The transformation functions are given by Eqs (13)–(17).

Step 3. Utilize the interval normalizing rank aggregation method:
\[
\hat{w}_i = \frac{\sum_{j=1}^{n} \hat{r}_{ij}}{\sum_{i=1}^{n} \sum_{j=1}^{n} \hat{r}_{ij}}, \quad i = 1, 2, ..., n.
\]
And then acquire the average degree \( \hat{w}_i \) of the \(i\)th alternative over all other alternatives.

Step 4. Utilize the following formula:
\[
p(\hat{w}_i \geq \hat{w}_j) = \min \left\{ \max \left( \frac{\hat{w}_i^+ - \hat{w}_j^-}{\hat{w}_i^+ - \hat{w}_j^- + \hat{w}_j^+ - \hat{w}_j^-}, 0 \right), 1 \right\},
\]
to compare each \( \hat{w}_i \) with all \( \hat{w}_j \) \((j = 1, 2, ..., n)\), we get the possibility degree \( p_{ij} = p(\hat{w}_i \geq \hat{w}_j) \), and then construct a complementary matrix as \( P = [p_{ij}]_{n \times n} \), where:
\[
p_{ij} \geq 0, \quad p_{ij} + p_{ji} = 1, \quad p_{ii} = \frac{1}{2}, \quad i, j = 1, 2, ..., n.
\]
Step 5. Utilize the normalizing rank aggregation method (Xu et al. 2009) given by:

$$\omega_i = \frac{\sum_{j=1}^{n} p_{ij}}{n^2/2}, \quad i = 1, 2, \ldots, n,$$

(22)

to derive the priority vector $\omega = (\omega_1, \omega_2, \ldots, \omega_n)^T$ of the complementary matrix $P$. Then we rank the alternatives $x_i (i = 1, 2, \ldots, n)$ in descending order in accordance with the values of $\omega_i (i = 1, 2, \ldots, n)$.

Step 6. End.

In real world, however, many decision making processes take place in multi-person settings because the increasing complexity and uncertainty of the socio-economic environment makes it less and less possible for single decision maker to consider all relevant aspects of a decision making problem. In the following, we consider the hierarchy problem with group decision making.

For a hierarchy decision problem, let $X = \{x_1, x_2, \ldots, x_n\}$ be a discrete set of alternatives, let $C = \{c_1, c_2, \ldots, c_m\}$ be a set of criteria, let $D = \{d_1, d_2, \ldots, d_l\}$ be a set of decision makers, $\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_l)^T$ be the weight vector of decision makers, where $\lambda_k \geq 0$, $k = 1, 2, \ldots, l$, $\sum_{k=1}^{l} \lambda_k = 1$. The procedure for the incomplete interval AHP is described as follows:

**Part A. Determine the priority weights of criteria.**

Step 1. The decision maker $d_k \in D$ compares each pair of criteria by the interval additive preference relation, and construct an acceptable incomplete interval additive preference relation $\tilde{R}^{(k)} = [\tilde{r}_{ij}^{(k)}]_{m \times m}$ (if the decision maker provides the acceptable incomplete interval multiplicative preference relation $\tilde{A}^{(k)} = [\tilde{a}_{ij}^{(k)}]_{m \times m}$, then we can transfer $\tilde{A}^{(k)} = [\tilde{a}_{ij}^{(k)}]_{m \times m}$ to the corresponding incomplete interval additive preference relation $\tilde{R}^{(k)} = [\tilde{r}_{ij}^{(k)}]_{m \times m}$ by Proposition 5), with only $m-1$ judgments $\tilde{r}_{j_1}^{(k)}, \tilde{r}_{j_2}^{(k)}, \ldots, \tilde{r}_{j_{m-1}}^{(k)}$.

Step 2. Utilize Proposition 6 or Proposition 7 to determine all the unknown elements in $\tilde{R}^{(k)}$, and thus get an interval additive consistent preference relation $\tilde{R}^{(k)} = [\tilde{r}_{ij}^{(k)}]_{m \times m}$. If this preference relation contains any values which are not in the interval $[0, 1]$, but in the interval $[-c, 1+c]$, then a transformation functions are required to preserve the reciprocity and additive transitivity. The transformation functions are given by Eqs (13)–(17).

Step 3. Utilize the interval additive weighted averaging operator:

$$\overline{r}_{ij} = \lambda_1 \overline{r}_{ij}^{(1)} \oplus \lambda_2 \overline{r}_{ij}^{(2)} \oplus \ldots \oplus \lambda_l \overline{r}_{ij}^{(l)},$$

(23)

to fuse all the interval additive consistent preference relations $\tilde{R}^{(k)} (k = 1, 2, \ldots, l)$ into a collective complete interval additive preference relation $\overline{R} = [\overline{r}_{ij}]_{m \times m}$.

Step 4. Utilize the interval normalizing rank aggregation method:

$$\tilde{w}_i = \frac{\sum_{j=1}^{m} \overline{r}_{ij}}{\sum_{i=1}^{m} \sum_{j=1}^{m} \overline{r}_{ij}}, \quad i = 1, 2, \ldots, m,$$

(24)

to determine the priority weight of the criteria.
**Part B. Determine the priority ratings for each alternative with respect to each criterion.**

**Step 1.** The decision maker $d_k \in D$ compares each pair of alternative with respect to each criteria $i$ ($i = 1, 2, ..., m$) by the incomplete interval additive preference relation, and construct an acceptable incomplete interval additive preference relation $\tilde{B}^{(k)} = [\tilde{b}^{(k)}_{uv}]_{n \times n}$, (if the DM provides the acceptable incomplete interval multiplicative preference relation $\tilde{A}^{(k)} = [\tilde{a}^{(k)}_{ij}]_{n \times n}$, then we can transfer $\tilde{A}^{(k)} = [\tilde{a}^{(k)}_{ij}]_{n \times n}$ to the corresponding incomplete interval additive preference relation $\tilde{B}^{(k)} = [\tilde{b}^{(k)}_{uv}]_{n \times n}$ by Proposition 5), with only $n - 1$ judgments $\tilde{b}^{(k)}_{u_1v_1}, \tilde{b}^{(k)}_{u_2v_2}, ..., \tilde{b}^{(k)}_{u_{n-1}v_{n-1}}$.

**Step 2.** Utilize Proposition 6 or Proposition 7 to determine all the unknown elements in $\tilde{B}^{(k)}$, and thus get an interval additive consistent preference relation $\tilde{B}^{(k)} = [\tilde{b}^{(k)}_{uv}]_{n \times n}$. If this preference relation contains any values which are not in the interval $[0, 1]$, but in the interval $[-c, 1 + c]$, then transformation functions are required to preserve the reciprocity and additive transitivity. The transformation functions are given by Eqs (13)–(17).

**Step 3.** Utilize the interval additive weighted averaging operator:

$$\tilde{b}^{(k)}_{uv} = \lambda_1 \tilde{b}^{(1)}_{uv} + \lambda_2 \tilde{b}^{(2)}_{uv} + ... + \lambda_l \tilde{b}^{(l)}_{uv},$$

(25)

to fuse all DMs’ interval additive consistent preference relations $\tilde{B}^{(k)} (k = 1, 2, ..., l)$ into a collective complete interval additive preference relation $\tilde{B} = [\tilde{b}_{uv}]_{n \times n}$ with respect to each criteria.

**Step 4.** Utilize the interval normalizing rank aggregation method:

$$\tilde{b}^{(k)}_{u} = \frac{\sum_{v=1}^{n} \tilde{b}^{(k)}_{uv}}{\sum_{u=1}^{n} \sum_{v=1}^{n} \tilde{b}^{(k)}_{uv}}, \quad i = 1, 2, ..., m,$$

(26)

to determine the priority ratings for each alternative with respect to each criteria $i (i = 1, 2, ..., m)$.

**Part C. Obtaining the priority weight for each alternative.**

**Step 1.** Multiplying the priority weights of each criteria $i$ by the priority ratings of each alternative, that is:

$$\tilde{Z}_u = \tilde{w}_1 \otimes \tilde{b}^{(1)}_u + \tilde{w}_2 \otimes \tilde{b}^{(2)}_u + ... + \tilde{w}_m \otimes \tilde{b}^{(m)}_u, \quad u = 1, 2, ..., n.$$

(27)

Thus, we get the overall preference ratings for each alternative.

**Step 2.** Utilize the following formula:

$$p(\tilde{Z}_u \geq \tilde{Z}_v) = \min \left\{ \max \left( \frac{\tilde{z}^+_u - \tilde{z}^-_v}{\tilde{z}^+_u - \tilde{z}^-_u + \tilde{z}^+_v - \tilde{z}^-_v}, 0 \right), 1 \right\},$$

(28)

to compare each $\tilde{Z}_u$ with all $\tilde{Z}_v (v = 1, 2, ..., n)$, we get the possibility degree $p_{uv} = p(\tilde{Z}_u \geq \tilde{Z}_v)$, and then construct a complementary matrix as $P = [p_{uv}]_{n \times n}$, where:

$$p_{uv} \geq 0, \quad p_{uv} + p_{vu} = 1, \quad p_{uu} = \frac{1}{2}, \quad u, v = 1, 2, ..., n.$$
Step 3. Utilize the normalizing rank aggregation method given by:

$$\varpi_u = \frac{1}{n^2/2} \sum_{v=1}^{n} P_{uv}, \ u = 1, 2, ..., n,$$

(29)

to derive the priority vector $\varpi = (\varpi_1, \varpi_2, ..., \varpi_n)^T$ of the complementary matrix $P$. Then we rank the alternatives $x_u (u = 1, 2, ..., n)$ in descending order in accordance with the values of $\varpi_u (u = 1, 2, ..., n)$.

Step 4. End.

4. Numerical examples

In this section, we present an example and a simple case study to illustrate the applications of the proposed method to construct the consistent interval additive preference relation. In the first example, we show how an incomplete interval additive preference relation is constructed. The case study is a group decision making problem with a hierarchical structure and incomplete interval additive preference relations. It involves evaluating and selecting a supplier in supply chain management.

Example 1. In this example, a decision-making problem involves the evaluation of seven schools $x_i (i = 1, 2, ..., 7)$ of a university. The decision maker compares these seven schools (alternatives) by the interval additive preference relation and provides his/her judgment as follows:

$\tilde{r}_{31} = [0.4, 0.7], \tilde{r}_{32} = [0.1, 0.3], \tilde{r}_{34} = [0.3, 0.4], \tilde{r}_{35} = [0.4, 0.7], \tilde{r}_{36} = [0.3, 0.8], \tilde{r}_{37} = [0.4, 0.9].$

Step 1. By Definition 5 and the above information provided by the decision maker, we get the acceptable incomplete interval fuzzy preference relation, where “x” denotes the unknown variable:

$$\tilde{R} = \begin{bmatrix}
[0.5, 0.5] & x & x & x & x & x & x \\
[0.4, 0.7] & [0.5, 0.5] & x & x & x & x & x \\
x & x & [0.5, 0.5] & x & x & x & x \\
x & x & x & [0.5, 0.5] & x & x & x \\
x & x & x & x & x & [0.5, 0.5] & x \\
x & x & x & x & x & x & [0.5, 0.5]
\end{bmatrix}.$$

Step 2. Utilize Proposition 6 and Proposition 7 to determine all the unknown elements in $\tilde{R}$, the entire calculation is as follows:

$$r_{13} = 1 - r_{31}^+ = 0.3, \ r_{13}^- = 1 - r_{31}^- = 0.7, \ r_{23}^- = 1 - r_{32}^+ = 0.9, \ r_{23}^- = 1 - r_{32}^- = 0.1, \ r_{12}^- = 3 - r_{23}^- = 0.2, \ r_{21}^- = 1 - r_{12}^- = 0.8, \ r_{21}^+ = 1 - r_{12}^+ = 0.9,$$

$$r_{23}^- - r_{32}^- = r_{24} - r_{34}^- \Rightarrow r_{24} = r_{23}^- - r_{33}^- + r_{34}^- = 0.5, \ r_{24}^+ = r_{23}^- - r_{33}^+ + r_{34}^+ = 0.8,$$
\begin{align*}
    r_{25} &= r_{23} - r_{33} + r_{35} = 0.6, \quad r_{26}^+ = r_{23}^+ - r_{33}^+ + r_{35}^+ = 1.1, \quad r_{26}^- = r_{23}^- - r_{33}^- + r_{36}^- = 0.5, \\
    r_{26}^+ &= r_{23}^+ - r_{33}^+ + r_{36}^+ = 1.2, \quad r_{27}^- = r_{23}^- - r_{33}^- + r_{37}^- = 0.6, \quad r_{27}^+ = r_{23}^+ - r_{33}^+ + r_{37}^+ = 1.3, \\
    r_{14}^+ &= r_{13}^+ - r_{33}^+ + r_{34}^- = 0.1, \quad r_{14}^- = r_{13}^- - r_{33}^- + r_{34}^+ = 0.5, \quad r_{15}^- = r_{13}^- - r_{33}^- + r_{35}^- = 0.2, \\
    r_{15}^+ &= r_{13}^+ - r_{33}^+ + r_{35}^+ = 0.8, \quad r_{16}^- = r_{13}^- - r_{33}^- + r_{36}^- = 0.1, \quad r_{16}^+ = r_{13}^+ - r_{33}^+ + r_{36}^+ = 0.9, \\
    r_{17}^- &= r_{13}^- - r_{33}^- + r_{37}^- = 0.2, \quad r_{17}^+ = r_{13}^+ - r_{33}^+ + r_{37}^+ = 1, \quad r_{43}^- = r_{35}^- - r_{34}^- + r_{44}^- = 0.6, \\
    r_{45}^+ &= r_{35}^+ - r_{34}^+ + r_{44}^+ = 0.8, \quad r_{46}^- = r_{36}^- - r_{34}^- + r_{44}^- = 0.5, \quad r_{46}^+ = r_{36}^+ - r_{34}^+ + r_{44}^+ = 0.9, \\
    r_{47}^- &= r_{37}^- - r_{34}^- + r_{44}^- = 0.6, \quad r_{47}^+ = r_{37}^+ - r_{34}^+ + r_{44}^+ = 1, \quad r_{56}^- = r_{36}^- - r_{35}^- + r_{55}^- = 0.4, \\
    r_{56}^+ &= r_{36}^+ - r_{35}^+ + r_{55}^+ = 0.6, \quad r_{57}^- = r_{37}^- - r_{35}^- + r_{55}^- = 0.5, \quad r_{57}^+ = r_{37}^+ - r_{35}^+ + r_{55}^+ = 0.7, \\
    r_{67}^- &= r_{37}^- - r_{36}^- + r_{66}^- = 0.6, \quad r_{67}^+ = r_{37}^+ - r_{36}^+ + r_{66}^+ = 0.6, \quad r_{41}^- = 1 - r_{14}^- = 0.5, \\
    r_{42}^- &= 1 - r_{24}^- = 0.2, \quad r_{42}^+ = 1 - r_{24}^+ = 0.5, \quad r_{43}^- = 1 - r_{34}^- = 0.6, \\
    r_{43}^+ &= 1 - r_{34}^+ = 0.7, \quad r_{51}^- = 1 - r_{15}^- = 0.2, \quad r_{51}^+ = 1 - r_{15}^+ = 0.8, \quad r_{52}^- = 1 - r_{25}^- = -0.1, \\
    r_{52}^+ &= 1 - r_{25}^+ = 0.4, \quad r_{53}^- = 1 - r_{35}^- = 0.3, \quad r_{53}^+ = 1 - r_{35}^+ = 0.6, \quad r_{54}^- = 1 - r_{45}^- = 0.2, \\
    r_{54}^+ &= 1 - r_{45}^+ = 0.4, \quad r_{61}^- = 1 - r_{16}^- = 0.1, \quad r_{61}^+ = 1 - r_{16}^+ = 0.8, \quad r_{62}^- = 1 - r_{26}^- = -0.2, \\
    r_{62}^+ &= 1 - r_{26}^+ = 0.5, \quad r_{63}^- = 1 - r_{36}^- = 0.2, \quad r_{63}^+ = 1 - r_{36}^+ = 0.7, \quad r_{64}^- = 1 - r_{46}^- = 0.1, \\
    r_{64}^+ &= 1 - r_{46}^+ = 0.5, \quad r_{65}^- = 1 - r_{56}^- = 0.4, \quad r_{65}^+ = 1 - r_{56}^+ = 0.6, \quad r_{71}^- = 1 - r_{17}^- = 0, \\
    r_{71}^+ &= 1 - r_{17}^+ = 0.7, \quad r_{72}^- = 1 - r_{27}^- = -0.3, \quad r_{72}^+ = 1 - r_{27}^+ = 0.4, \quad r_{73}^- = 1 - r_{37}^- = 0.1, \\
    r_{73}^+ &= 1 - r_{37}^+ = 0.6, \quad r_{74}^- = 1 - r_{47}^- = 0, \quad r_{74}^+ = 1 - r_{47}^+ = 0.4, \quad r_{75}^- = 1 - r_{57}^- = 0.3, \\
    r_{75}^+ &= 1 - r_{57}^+ = 0.5, \quad r_{76}^- = 1 - r_{67}^- = 0.4, \quad r_{76}^+ = 1 - r_{67}^+ = 0.4.
\end{align*}

\[
\begin{bmatrix}
    0.5 & 0.5 & 0.3 & 0.6 & 0.1 & 0.5 & 0.2 & 0.8 & 0.2 & 0.9 & 0.3 & 1 \\
    0.8 & 0.9 & 0.5 & 0.5 & 0.7 & 0.9 & 0.5 & 0.8 & 0.6 & 1.1 & 0.5 & 1.2 & 0.6 & 1.3 \\
    0.4 & 0.7 & 0.1 & 0.3 & 0.5 & 0.5 & 0.3 & 0.4 & 0.4 & 0.7 & 0.3 & 0.8 & 0.4 & 0.9 \\
    0.5 & 0.9 & 0.2 & 0.5 & 0.6 & 0.7 & 0.5 & 0.5 & 0.6 & 0.8 & 0.5 & 0.9 & 0.6 & 1 \\
    0.2 & 0.8 & -0.1 & 0.4 & 0.3 & 0.6 & 0.2 & 0.4 & 0.5 & 0.5 & 0.4 & 0.6 & 0.5 & 0.7 \\
    0.1 & 0.8 & -0.2 & 0.5 & 0.2 & 0.7 & 0.1 & 0.5 & 0.4 & 0.6 & 0.5 & 0.5 & 0.6 & 0.6 \\
    0.0 & 0.7 & -0.3 & 0.4 & 0.1 & 0.6 & 0.0 & 0.4 & 0.3 & 0.5 & 0.4 & 0.4 & 0.5 & 0.5
\end{bmatrix}.
\]
The preference relation contains the values that are not included in the interval [0, 1]; thus the transformation functions Eqs (13)–(17) are applied, we have:

\[
\begin{bmatrix}
[0.5,0.5] & [0.25,0.31] & [0.38,0.56] & [0.25,0.5] & [0.31,0.69] & [0.31,0.75] & [0.38,0.81] \\
[0.69,0.75] & [0.5,0.5] & [0.63,0.75] & [0.5,0.69] & [0.56,0.88] & [0.5,0.94] & [0.56,1] \\
[0.44,0.63] & [0.25,0.38] & [0.5,0.5] & [0.38,0.44] & [0.44,0.63] & [0.38,0.69] & [0.44,0.75] \\
[0.31,0.69] & [0.13,0.44] & [0.38,0.56] & [0.31,0.44] & [0.5,0.5] & [0.44,0.56] & [0.5,0.63] \\
[0.25,0.69] & [0.06,0.5] & [0.31,0.63] & [0.25,0.5] & [0.44,0.56] & [0.5,0.5] & [0.56,0.56] \\
[0.19,0.63] & [0.04,0.44] & [0.25,0.56] & [0.19,0.44] & [0.3,0.5] & [0.44,0.44] & [0.5,0.5] \\
\end{bmatrix}
\]

\[\tilde{R} = \begin{bmatrix}
[0.5,0.75] & [0.31,0.5] & [0.56,0.63] & [0.5,0.5] & [0.56,0.69] & [0.5,0.75] & [0.56,0.81] \\
[0.31,0.69] & [0.13,0.44] & [0.38,0.56] & [0.31,0.44] & [0.5,0.5] & [0.44,0.56] & [0.5,0.63] \\
[0.25,0.69] & [0.06,0.5] & [0.31,0.63] & [0.25,0.5] & [0.44,0.56] & [0.5,0.5] & [0.56,0.56] \\
[0.19,0.63] & [0.04,0.44] & [0.25,0.56] & [0.19,0.44] & [0.3,0.5] & [0.44,0.44] & [0.5,0.5] \\
\end{bmatrix}.
\]

**Step 3.** Utilize the interval normalizing averaging operator (Eq. (20)) to fuse all the preference degrees \(\tilde{r}_{ij}(j = 1, 2, \ldots, 7)\) in the \(i\)th line of the \(\tilde{R}\), and then get the averaged importance degree \(\tilde{w}_i\) of the \(i\)th alternative over all the other alternatives:

\[
\tilde{w}_1 = [0.081, 0.212], \quad \tilde{w}_2 = [0.133, 0.283], \quad \tilde{w}_3 = [0.096, 0.207], \quad \tilde{w}_4 = [0.118, 0.238], \\
\tilde{w}_5 = [0.087, 0.197], \quad \tilde{w}_6 = [0.08, 0.203], \quad \tilde{w}_7 = [0.063, 0.181].
\]

**Step 4.** By Eq. (21), we construct the possibility degree matrix:

\[
P = \begin{bmatrix}
0.5 & 0.279 & 0.479 & 0.373 & 0.519 & 0.519 & 0.598 \\
0.721 & 0.5 & 0.719 & 0.612 & 0.757 & 0.769 & 0.823 \\
0.521 & 0.281 & 0.5 & 0.384 & 0.544 & 0.542 & 0.629 \\
0.627 & 0.388 & 0.616 & 0.5 & 0.659 & 0.651 & 0.737 \\
0.481 & 0.243 & 0.456 & 0.341 & 0.5 & 0.501 & 0.587 \\
0.481 & 0.254 & 0.458 & 0.349 & 0.499 & 0.5 & 0.581 \\
0.402 & 0.177 & 0.371 & 0.263 & 0.414 & 0.419 & 0.5 \\
\end{bmatrix}.
\]

**Step 5.** By Eq. (22), we get:

\[
\varpi_1 = 0.1334, \quad \varpi_2 = 0.1991, \quad \varpi_3 = 0.1388, \quad \varpi_4 = 0.1705, \quad \varpi_5 = 0.1268, \quad \varpi_6 = 0.1275, \quad \varpi_7 = 0.1039
\]

and thus \(\varpi_2 > \varpi_4 > \varpi_3 > \varpi_1 > \varpi_6 > \varpi_5 > \varpi_7\), by which we rank the schools:

\[x_2 \succ x_4 \succ x_3 \succ x_1 \succ x_6 \succ x_5 \succ x_7\]

and hence \(x_2\) is the best school.
Example 2. A high-technology manufacturing company desires to select a suitable material supplier to purchase the key components of new products. After preliminary screening, four candidates \((x_1, x_2, x_3, x_4)\) remain for further evaluation. A committee of three decision-makers, \(d_1, d_2, d_3\) (whose weight vector is \(\lambda = (1/3, 1/3, 1/3)^T\)) has been formed to select the most suitable supplier (adapted from (Chen et al. 2006)). Five benefit criteria are considered: (1) profitability of supplier \((c_1)\); (2) relationship closeness \((c_2)\); (3) technological capability \((c_3)\); (4) conformance quality \((c_4)\); (5) conflict resolution \((c_5)\).

The hierarchy structure of this decision problem is shown in Figure 1. The three DMs reveal their preference relations for the criteria and candidates independently and anonymously. The DMs' incomplete interval additive preference relations are shown below.

\[
\tilde{R}^{(1)} = \begin{bmatrix}
[0.5, 0.5] & x & [0.2, 0.5] & x & x \\
x & [0.5, 0.5] & [0.3, 0.5] & x & x \\
x & x & [0.5, 0.5] & x & x \\
x & x & [0.4, 0.6] & [0.5, 0.5] & x \\
x & x & [0.6, 0.7] & x & [0.5, 0.5]
\end{bmatrix};
\]

\[
\tilde{R}^{(2)} = \begin{bmatrix}
[0.5, 0.5] & [0.1, 0.3] & [0.3, 0.6] & [0.2, 0.8] & [0.1, 0.7] \\
x & [0.5, 0.5] & x & x & x \\
x & x & [0.5, 0.5] & x & x \\
x & x & x & [0.5, 0.5] & x \\
x & x & x & x & [0.5, 0.5]
\end{bmatrix};
\]
Incomplete interval additive preference relation for the four candidates with respect to the **profitability of supplier** criterion:

\[
\tilde{R}^{(3)} = \begin{bmatrix}
0.5,0.5 & [0.3,0.4] & x & x & x \\
x & 0.5,0.5 & 0.5,0.6 & x & x \\
x & x & 0.5,0.5 & 0.2,0.3 & x \\
x & x & x & 0.5,0.5 & 0.7,0.8 \\
x & x & x & x & 0.5,0.5 \\
\end{bmatrix}.
\]

Incomplete interval additive preference relation for the four candidates with respect to the **relationship closeness** criterion:

\[
\tilde{B}^{(1)} = \begin{bmatrix}
[0.5,0.5] & 0.8,0.9 & 0.5,0.8 & 0.4,0.8 \\
x & 0.5,0.5 & x & x \\
x & x & 0.5,0.5 & x \\
x & x & x & 0.5,0.5 \\
\end{bmatrix};
\]

\[
\tilde{B}^{(2)} = \begin{bmatrix}
[0.5,0.5] & x & 0.4,0.5 & x \\
x & 0.5,0.5 & 0.3,0.4 & x \\
x & x & 0.5,0.5 & x \\
x & x & x & 0.2,0.3, 0.5,0.5 \\
\end{bmatrix};
\]

\[
\tilde{B}^{(3)} = \begin{bmatrix}
[0.5,0.5] & x & x & x \\
x & 0.5,0.5 & x & x \\
0.3,0.5 & 0.7,0.8 & 0.5,0.5 & 0.5,0.7 \\
x & x & x & 0.5,0.5 \\
\end{bmatrix}.
\]
Incomplete interval additive preference relation for the four candidates with respect to the technological capability criterion:

\[3\tilde{B}^{(1)} = \begin{bmatrix}
[0.5,0.5] & [0.6,0.7] & x & x \\
x & [0.5,0.5] & x & x \\
x & [0.7,0.8] & [0.5,0.5] & x \\
x & [0.3,0.4] & x & [0.5,0.5]
\end{bmatrix};\]

\[3\tilde{B}^{(2)} = \begin{bmatrix}
[0.5,0.5] & [0.5,0.7] & x & x \\
x & [0.5,0.5] & [0.2,0.3] & x \\
x & x & [0.5,0.5] & [0.4,0.5] \\
x & x & x & [0.5,0.5]
\end{bmatrix};\]

\[3\tilde{B}^{(3)} = \begin{bmatrix}
[0.5,0.5] & x & x & x \\
[0.4,0.5] & [0.5,0.5] & x & x \\
[0.3,0.5] & x & [0.5,0.5] & x \\
[0.4,0.7] & x & x & [0.5,0.5]
\end{bmatrix}.\]

Incomplete interval additive preference relation for the four candidates with respect to the conformance quality criterion:

\[4\tilde{B}^{(1)} = \begin{bmatrix}
[0.5,0.5] & [0.2,0.4] & x & x \\
x & [0.5,0.5] & [0.7,0.8] & x \\
x & x & [0.5,0.5] & [0.3,0.4] \\
x & x & x & [0.5,0.5]
\end{bmatrix};\]

\[4\tilde{B}^{(2)} = \begin{bmatrix}
[0.5,0.5] & x & x & x \\
x & [0.5,0.5] & x & x \\
x & x & [0.5,0.5] & x \\
[0.2,0.4] & [0.4,0.6] & [0.5,0.6] & [0.5,0.5]
\end{bmatrix};\]

\[4\tilde{B}^{(3)} = \begin{bmatrix}
[0.5,0.5] & x & x & x \\
[0.6,0.7] & [0.5,0.5] & [0.5,0.6] & [0.6,0.8] \\
x & x & [0.5,0.5] & x \\
x & x & x & [0.5,0.5]
\end{bmatrix}.\]

Incomplete interval additive preference relation for the four candidates with respect to the conflict resolution criterion:

\[5\tilde{B}^{(1)} = \begin{bmatrix}
[0.5,0.5] & x & x & x \\
[0.5,0.7] & [0.5,0.5] & [0.8,0.9] & [0.4,0.7] \\
x & x & [0.5,0.5] & x \\
x & x & x & [0.5,0.5]
\end{bmatrix};\]
Utilize the procedure proposed in Section 4, the collective interval additive preference relations for five criteria and its priority weights are shown in Table 1. All the collective interval additive preference relations and their priority ratings with respect to each criterion are shown in Table 2. The overall priority ratings for each alternative appear in the last column of Table 3, which are $\tilde{Z}_1 = [0.139, 0.56]$, $\tilde{Z}_2 = [0.119, 0.449]$, $\tilde{Z}_3 = [0.126, 0.471]$, $\tilde{Z}_4 = [0.121, 0.509]$. In order to rank the alternatives, by Eq. (28), we construct the possibility degree matrix:

$$P = \begin{bmatrix}
0.5 & 0.588 & 0.566 & 0.543 \\
0.412 & 0.5 & 0.477 & 0.456 \\
0.434 & 0.522 & 0.5 & 0.478 \\
0.457 & 0.544 & 0.522 & 0.5
\end{bmatrix}.$$  

Then by the normalizing rank aggregation method Eq. (29), we have:

$$\vec{w} = (0.275, 0.231, 0.242, 0.253)^T$$

and thus $\vec{w}_1 > \vec{w}_4 > \vec{w}_3 > \vec{w}_2$, the ranking order of four suppliers is $x_1 \succ x_4 \succ x_3 \succ x_2$, and hence $x_1$ is the best supplier.

**Remark 1.** In the two above examples, we can see that we only need to pride $n - 1$ pairwise values, then we can construct the consistent additive interval fuzzy preference relations. Furthermore, the $n - 1$ values are not just $\{r_{i2}, r_{23}, \ldots, r_{n-1n}\}$, while the existing methods must be $\{r_{i2}, r_{23}, \ldots, r_{n-1n}\}$ (Wang, Chen 2008). The existing methods only deal with the crisp numbers, while in this paper, we consider more uncertain environments, i.e. incomplete interval fuzzy preference relations.

| $c_1$ | $c_2$ | $c_3$ | $c_4$ | $c_5$ | Priority weights |
|------|------|------|------|------|-----------------|
| [0.5,0.5] | [0.27,0.4] | [0.28,0.53] | [0.12,0.56] | [0.1,0.57] | [0.085,0.257] |
| [0.6,0.73] | [0.5,0.5] | [0.51,0.63] | [0.35,0.66] | [0.33,0.67] | [0.152,0.32] |
| [0.47,0.72] | [0.37,0.49] | [0.5,0.5] | [0.34,0.53] | [0.32,0.54] | [0.133,0.278] |
| [0.44,0.88] | [0.34,0.65] | [0.47,0.66] | [0.5,0.5] | [0.48,0.51] | [0.149,0.32] |
| [0.43,0.9] | [0.33,0.67] | [0.46,0.68] | [0.49,0.52] | [0.5,0.5] | [0.147,0.328] |
Table 2. Collective interval additive preference relations and their priority ratings

|   | x₁  | x₂  | x₃  | x₄  | priority ratings |
|---|-----|-----|-----|-----|------------------|
| c₁ | 0.50 | 0.73 | 0.47 | 0.50 | 0.238,0.429      |
| x₁ | 0.17 | 0.50 | 0.23 | 0.27 | 0.126,0.246      |
| x₂ | 0.30 | 0.63 | 0.50 | 0.53 | 0.213,0.365      |
| x₃ | 0.13 | 0.47 | 0.30 | 0.50 | 0.155,0.325      |
| x₄ | 0.10 | 0.50 | 0.80 | 0.87 | 0.270,0.424      |
| x₂ | 0.13 | 0.50 | 0.23 | 0.33 | 0.165,0.258      |
| x₃ | 0.30 | 0.67 | 0.50 | 0.57 | 0.226,0.348      |
| x₄ | 0.10 | 0.47 | 0.50 | 0.50 | 0.155,0.291      |
| x₃ | 0.50 | 0.50 | 0.37 | 0.40 | 0.206,0.338      |
| x₂ | 0.33 | 0.50 | 0.30 | 0.33 | 0.165,0.258      |
| x₃ | 0.43 | 0.67 | 0.50 | 0.53 | 0.232,0.343      |
| x₄ | 0.33 | 0.50 | 0.40 | 0.50 | 0.155,0.312      |
| c₄ | 0.50 | 0.40 | 0.47 | 0.40 | 0.196,0.338      |
| x₂ | 0.50 | 0.50 | 0.57 | 0.50 | 0.230,0.352      |
| x₃ | 0.33 | 0.50 | 0.43 | 0.50 | 0.178,0.286      |
| x₄ | 0.30 | 0.50 | 0.47 | 0.50 | 0.174,0.310      |
| c₅ | 0.50 | 0.27 | 0.47 | 0.10 | 0.142,0.343      |
| x₂ | 0.53 | 0.50 | 0.70 | 0.33 | 0.220,0.394      |
| x₃ | 0.23 | 0.50 | 0.20 | 0.13 | 0.114,0.242      |
| x₄ | 0.47 | 0.43 | 0.73 | 0.50 | 0.227,0.444      |

Table 3. Final overall ratings

| Criteria weight | c₁            | c₂            | c₃            | c₄            | c₅            | Final ratings |
|-----------------|---------------|---------------|---------------|---------------|---------------|---------------|
| x₁              | 0.238,0.429   | 0.270,0.424   | 0.206,0.338   | 0.196,0.338   | 0.142,0.343   | 0.139,0.560   |
| x₂              | 0.126,0.246   | 0.130,0.224   | 0.165,0.258   | 0.230,0.352   | 0.220,0.394   | 0.119,0.449   |
| x₃              | 0.213,0.365   | 0.226,0.348   | 0.232,0.343   | 0.178,0.286   | 0.114,0.242   | 0.126,0.471   |
| x₄              | 0.155,0.325   | 0.152,0.291   | 0.195,0.312   | 0.174,0.310   | 0.227,0.444   | 0.121,0.509   |
Conclusions

In this paper, we have extended a characterization of the consistency property defined by the additive transitivity property of the fuzzy preference. Then, we extend this characterization to the interval fuzzy preference relation which is based on the additive transitivity property. Using the characterization, we proposed a method to construct interval additive consistent fuzzy preference relations from a set of \(n-1\) preference data. The study reveals that the proposed method can reduce the number of pairwise comparisons. Our first illustrative example involves seven alternatives requiring six comparison judgments. Therefore, the number of comparison can be reduced by \(\frac{C_7^2 - 6 = 15}{1}\) times. Our second example which involves three decision makers, four alternatives and five criteria, can be reduced the number of comparisons by \(3 \times (\frac{C_5^2 - 4 + 5 \times (C_4^2 - 3)}{1}) = 63\) times, while all the preference relations maintain the additive and consistency. We also present a procedure to deal with the analytic hierarchy problem for group decision making with incomplete interval fuzzy preference relations. The procedure contains three parts: (1) Determine the priority weights of criteria; (2) Determine the priority ratings for each alternative with respect to each criterion; (3) Obtaining the priority weight for each alternative. Finally, we apply the procedure to a practical application for supplier selection in supply chain management.

In the future, we would study the incomplete linguistic interval fuzzy preference relations (Xu, Da 2010), and other applications (Keršulienė, Turskis 2011; Napalkova, Merkuryeva 2012; Wu et al. 2012).
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