Lie PCA: Density estimation for symmetric manifolds

Jameson Cahill*  Dustin G. Mixon†‡  Hans Parshall§

Abstract

We introduce an extension to local principal component analysis for learning symmetric manifolds. In particular, we use a spectral method to approximate the Lie algebra corresponding to the symmetry group of the underlying manifold. We derive the sample complexity of our method for various manifolds before applying it to various data sets for improved density estimation.

1 Introduction

Recent advances in machine learning have been made possible by exploiting symmetries and invariants in data. In 2003, Simard, Steinkraus and Platt [15] applied two different tricks in this spirit to achieve a record-breaking 0.40 percent error rate in classifying the MNIST database of handwritten digits. First, they augmented the training set using the observation that handwritten digits are closed under certain elastic distortions. Second, they exploited the translation invariance of images by applying a convolutional neural network architecture. In the time since, both data augmentation and convolutional neural networks have enabled substantial strides in image recognition (e.g., [11, 16]).

These engineering feats have inspired various theoretical treatments of symmetries and invariants in data. Mallat’s scattering transform [12, 3] provides a principled alternative to convolutional neural networks that exhibits translation invariance and stability to diffeomorphisms. For settings beyond image classification, other symmetries and invariants must be considered. In this spirit, Cahill, Contreras and Contreras-Hip [5, 4] identified Lipschitz maps from a signal space $\mathbb{C}^n$ to a low-dimensional feature space in a way that distinguishes orbits in $\mathbb{C}^n$ under the action of a representation of a finite group. Another approach is to learn symmetries and invariants from the data. For example, principal component analysis can be viewed as a method of identifying symmetries under the action of a low-dimensional affine group. For classification tasks, one may seek large linear groups under which the classification is invariant; this approach has been used in [13, 8, 7].

In this paper, we consider another fundamental problem in this vein of symmetries and invariants in data. Suppose you are given the task of augmenting a modest training set. You
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are told that there exists a Lie group of deformations (such as elastic distortions) that could be used for this task, but you are not told what the Lie group is. Can you estimate the Lie group from the data? In order to measure performance for this task, we phrase the problem in terms of density estimation: Given a sample \( \{x_i\}_{i \in [n]} \) from some unknown distribution supported on some unknown symmetric manifold in \( \mathbb{R}^d \), produce \( \{y_s\}_{s \in [N]} \) with \( N \gg n \) that approximates random draws from this unknown distribution.

In the next section, we propose an extension to local principal component analysis for this task. Our algorithm amounts to a spectral method that estimates the underlying Lie algebra from both the points \( \{x_i\}_{i \in [n]} \) and estimates \( \{T_i\}_{i \in [n]} \) of the tangent spaces at these points. In Section 3, we analyze the sample complexity of this approach. As one would hope, we find that fewer samples are necessary when the manifold has lower dimension and its symmetry group has higher dimension. We apply our method to the density estimation problem in Section 4, and we conclude in Section 5 with a discussion.

2 Derivation of Lie PCA

Given a manifold \( M \subseteq \mathbb{R}^d \), denote its symmetry group by

\[
\text{Sym}(M) := \{ A \in \text{GL}(d) : AM = M \}.
\]

We are interested in \( M \) for which \( \text{Sym}(M) \) is a Lie group and the orbits of \( M \) under the action of \( \text{Sym}(M) \) are nontrivial. (See [10] for an elementary introduction to matrix Lie groups.) For example, if \( M \) is the unit sphere, then \( \text{Sym}(M) = O(d) \), which is a Lie group. Also, if \( \text{Sym}(M) \) acts transitively on \( M \) (e.g., \( O(d) \) acts transitively on the unit sphere), then \( M \) is the orbit of any point in \( M \).

Let \( \text{sym}(M) \subseteq \mathbb{R}^{d \times d} \) denote the Lie algebra of \( \text{Sym}(M) \), that is, the set of all matrices of the form \( f'(0) \), where \( f \) is a differentiable function from some open interval \( 0 \in I \subseteq \mathbb{R} \) to \( \text{Sym}(M) \) such that \( f(0) = \text{id} \). Then the matrix exponential maps \( \text{sym}(M) \) onto the connected component of \( \text{Sym}(M) \) that contains \( \text{id} \). Notice that members of \( \text{Sym}(M) \) that are close to \( \text{id} \) can be realized as \( e^A \), where \( A \in \text{sym}(M) \) is close to the zero matrix. Furthermore, for each \( A \in \mathbb{C}^{d \times d} \), it holds that

\[
\| e^{tA} - \text{id} \|_{2 \rightarrow 2} = (1 + o(1)) \cdot \| A \|_{2 \rightarrow 2} \cdot |t|
\]

as \( t \to 0 \); indeed, it is easy to verify this for diagonalizable matrices, which are dense in the set of complex matrices. As such, if we know \( \text{sym}(M) \), then for every \( x \in M \), it holds that \( e^{A}x \) is a slight perturbation of \( x \) in \( M \) for every small \( A \in \text{sym}(M) \). This is the heart of our approach to the density estimation problem, but in order for this to work, we first need to estimate \( \text{sym}(M) \) from a sample \( \{x_i\}_{i \in [n]} \) of \( M \). We accomplish this in two steps:

1. Use \( \{x_i\}_{i \in [n]} \) to obtain an estimate \( \{T_i\}_{i \in [n]} \) of the tangent spaces \( \{T_{x_i}M\}_{i \in [n]} \).

2. Use \( \{x_i\}_{i \in [n]} \) and \( \{T_i\}_{i \in [n]} \) to obtain an estimate of \( \text{sym}(M) \).

The first step above is well understood: local PCA. That is, for each \( i \in [n] \), we select the \( x_j \)'s closest to \( x_i \) and run principal component analysis (PCA) on this subcollection to estimate \( T_i \). For the second step, we apply Algorithm [1] which we derive in this section. Our approach is motivated by the following observation:
Algorithm 1: Lie principal component analysis

Data: Sample \( \{x_i\}_{i \in [n]} \) of \( M \subseteq \mathbb{R}^d \), estimate \( \{T_i\}_{i \in [n]} \) of \( \{T_x,M\}_{i \in [n]} \), and \( \ell \in \mathbb{N} \)

Result: Estimate of Lie algebra \( \mathfrak{sym}(M) \)

Define : \( \mathbb{R}^{d \times d} \to \mathbb{R}^{d \times d} \) by \( \Sigma(A) := \sum_{i \in [n]} \text{proj}_{T_i} \cdot A \cdot \text{proj}_{\text{span}(x_i)} \).

Compute eigenvectors \( \{v_j\}_{j \in [\ell]} \) of \( \Sigma \) corresponding to the \( \ell \) smallest eigenvalues.

Output \( \text{span}\{v_j\}_{j \in [\ell]} \).

Lemma 1. For every \( x \in M \) and \( A \in \mathfrak{sym}(M) \), it holds that \( Ax \in T_x M \).

Proof. Fix \( x \in M \) and \( A \in \mathfrak{sym}(M) \). Consider any differentiable function \( f : I \to \text{Sym}(M) \) such that \( f(0) = \text{id} \) and \( f'(0) = A \). Then \( g : I \to M \) defined by \( g(t) := f(t)x \) is differentiable with \( g(0) = f(0)x = x \), and so \( Ax = f'(0)x = g'(0) \in T_x M. \)

For each \( x \in M \), denote 

\[ S_x := \{ A \in \mathbb{R}^{d \times d} : Ax \in T_x M \}. \]

By Lemma 1, we have \( S_x \subseteq \mathfrak{sym}(M) \) for every \( x \in M \). Given a sample \( \{x_i\}_{i \in [n]} \) in \( M \) and corresponding tangent spaces \( \{T_x,M\}_{i \in [n]} \), we may estimate \( \mathfrak{sym}(M) \) by \( \bigcap_{i \in [n]} S_x \). We seek a numerically robust version of this estimate. To this end, it is convenient to write

\[ \bigcap_{i \in [n]} S_x = \left( \sum_{i \in [n]} (S_x,M)^\perp \right)^\perp = \ker \left( \sum_{i \in [n]} \text{proj}_{(S_x,M)^\perp} \right). \tag{1} \]

The terms in this sum have a convenient expression:

Lemma 2. For every \( x \in M \setminus \{0\} \), it holds that \( \text{proj}_{(S_x,M)^\perp}(A) = \text{proj}_{N_x M} : A \cdot \text{proj}_{\text{span}(x)} \).

Our proof of this lemma makes use of the following expression for \( (S_x,M)^\perp \):

Lemma 3. For every \( x \in M \), it holds that

(a) \( S_x = \{yx^T + B : y \in T_x M, B \in \mathbb{R}^{d \times d}, Bx = 0 \} \), and

(b) \( (S_x,M)^\perp = \{zx^T : z \in N_x M \} \).

Proof. In the case where \( x = 0 \), we have \( S_x = \mathbb{R}^{d \times d} \) and both (a) and (b) are immediate. It remains to consider the case in which \( x \neq 0 \). (a) First, \( \supseteq \) follows from the fact that \( (yx^T + B)x = \|x\|^2 y \in T_x M \). For \( \subseteq \), given \( A \in S_x \), take \( y = \|x\|^{-2} Ax \) and \( B = A(I - \|x\|^{-2}xx^T) \) so that \( A = yx^T + B \) with \( y \in T_x M \) and \( Bx = 0 \). (b) First, \( \supseteq \) follows from the fact that

\[ \langle zx^T, yx^T + B \rangle = \text{tr}((zx^T)^T(yx^T + B)) = \text{tr}(xz^T(yx^T + B)) = \|x\|^2 z^T y + z^T Bx = 0. \]

For \( \subseteq \), suppose \( Z \in (S_x,M)^\perp \). For every \( u \in \mathbb{R}^d \) and \( v \in \text{span}\{x\}^\perp \), since \( B = u^T \in S_x \) satisfies \( Bx = 0 \), we have \( 0 = \langle Z, u^T \rangle = \text{tr}(Z^T u^T) = v^T Z^T u = \langle Zv, u \rangle \). Since \( u \in \mathbb{R}^d \) is arbitrary, it follows that \( Zv = 0 \), and since \( v \in \text{span}\{x\}^\perp \) is arbitrary, we conclude that \( Z = zx^T \) for some \( z \in \mathbb{R}^d \). Next, for every \( y \in T_x M \), since \( yx^T \in S_x \), it holds that \( 0 = \langle Z, yx^T \rangle = \text{tr}(Z^T yx^T) = \|x\|^2 \langle z, y \rangle \), and so \( z \in (T_x M)^\perp = N_x M \), as desired. \( \square \)
Proof of Lemma 3. Fix $A \in \mathbb{R}^{d \times d}$. We seek the member of $(S_x M)^\perp$ that is closest to $A$ in Frobenius norm. By Lemma 3(b), every member of $(S_x M)^\perp$ takes the form $zx^\top$ for some $z \in N_x M$. Letting $P$ denote orthogonal projection onto $N_x M$, then Cauchy–Schwarz gives
\[
\|A - zx^\top\|_F^2 = \|A\|_F^2 - 2 \langle A, zx^\top \rangle + \|zx^\top\|_F^2 = \|A\|_F^2 - 2 \langle Ax, z \rangle + |z|^2 \|x\|_2^2 \geq \min_{t \geq 0} (\|A\|_F^2 - 2 \|PAx\|_2 \cdot t + \|x\|_2^2 \cdot t^2).
\]
Equality is achieved in the first inequality precisely when $z$ is a positive multiple of $PAx$. For the second inequality, equality is achieved precisely when $\|z\|_2 = \|PAx\|_2 / \|x\|_2$. Overall,
\[
\text{proj}_{(S_x M)^\perp}(A) = \left( \frac{PAx}{\|PAx\|_2} \cdot \frac{\|PAx\|_2}{\|x\|_2} \right) x^\top = PAx \frac{x x^\top}{\|x\|^2} = \text{proj}_{N_x M} \cdot A \cdot \text{proj}_{\text{span}(x)}.
\]
We are now ready to derive our approach. Let $\ell \in \mathbb{N}$ denote the dimension of the desired Lie algebra. (For our algorithm, this quantity is treated as a hyperparameter.) Next, let $L(\ell, d)$ denote the set of all $\ell$-dimensional Lie algebras of Lie subgroups of GL($d$). By ignoring the multiplicative structure, we may think of $L(\ell, d)$ as a subset of the Grassmannian $\text{Gr}(\ell, \mathbb{R}^{d \times d})$. Given a sample $\{x_i\}_{i \in [n]}$ in $M \subseteq \mathbb{R}^d$ and a noisy estimate $\{T_i\}_{i \in [n]}$ of $\{T_{x_i} M\}_{i \in [n]}$, we define $\Sigma : \mathbb{R}^{d \times d} \to \mathbb{R}^{d \times d}$ by
\[
\Sigma(A) := \sum_{i \in [n]} \text{proj}_{T_i^\perp} \cdot A \cdot \text{proj}_{\text{span}(x_i)}.
\]
Note that by Lemma 3, the $i$th term approximates $\text{proj}_{(S_{x_i} M)^\perp}$. Considering (1), we are compelled to solve the program
\[
\text{minimize } \langle \Sigma, \text{proj}_a \rangle \text{ subject to } a \in L(\ell, d).
\]
Since optimizing over $L(\ell, d)$ is cumbersome, we relax to the entire Grassmannian:
\[
\text{minimize } \langle \Sigma, X \rangle \text{ subject to } X^2 = X, \ X^* = X, \ \text{rank } X = \ell.
\]
As a consequence of the Poincaré separation theorem, the orthogonal projection onto the span of any $\ell$ of the bottom eigenvectors of $\Sigma$ gives an optimizer of this program. In particular, the span of any such eigenvectors gives a worthy estimate for $\mathfrak{sym}(M)$. One may be inclined to round this estimate to the nearest member of $L(\ell, d)$, but we do not attempt this here.

3 Sample complexity of Lie PCA

In this section, we consider an idealized setting in which the estimate $\{T_i\}_{i \in [n]}$ of $\{T_{x_i} M\}_{i \in [n]}$ is exact. Intuitively, Lie PCA should require fewer samples when $M$ is low-dimensional and $\mathfrak{sym}(M)$ is high-dimensional. This intuition matches the following lower bound on the sample complexity of Lie PCA:
Lemma 4. It holds that $\mathfrak{sym}(M) \subseteq \bigcap_{i \in [n]} S_{x_i} M$, with equality only if

$$n \geq n^*(M) := \frac{\text{codim } \mathfrak{sym}(M)}{\text{codim } M}.$$ 

Furthermore, $\mathfrak{sym}(M) = \bigcap_{i \in [n^*(M)]} S_{x_i} M$ precisely when the subspaces $\{(S_{x_i} M)^\perp\}_{i \in [n^*(M)]}$ are linearly independent.

Proof. Lemma 1 gives that $\mathfrak{sym}(M) \subseteq S_{x_i} M$ for every $i \in [n]$, and so the desired inclusion holds. Next, suppose equality holds. Then $\mathfrak{sym}(M)^\perp = \sum_{i \in [n]} (S_{x_i} M)^\perp$, and so

$$\text{codim } \mathfrak{sym}(M) = \text{dim } \mathfrak{sym}(M)^\perp \leq \sum_{i \in [n]} \text{dim} (S_{x_i} M)^\perp \leq \sum_{i \in [n]} \text{dim} (N_{x_i} M) = n \cdot \text{codim } M,$$

where the second inequality follows from Lemma 3(b). Rearranging gives the desired bound, and the last statement follows from counting dimensions. \qed

We observe that in many cases, the bound in Lemma 4 is the threshold at which generic samples determine the Lie algebra. To make this rigorous, let $\mathcal{O}(M^n)$ denote the set of subsets of $M^n \subseteq (\mathbb{R}^d)^n$ that are open and dense in the subspace topology, and define

$$n^\circ(M) := \inf \left\{ n \in \mathbb{N} : \exists O \in \mathcal{O}(M^n), \forall \{x_i\}_{i \in [n]} \in O, \mathfrak{sym}(M) = \bigcap_{i \in [n]} S_{x_i} M \right\}.$$

(As a mnemonic, think of $\circ$ as the “$o$" in “open.”) Lemma 4 implies that $n^\circ(M) \geq n^*(M)$ for every $M$, and in this section, we show that $n^\circ(M) = n^*(M)$ for several choices of $M$. We will continually make use of the following:

Lemma 5. For any manifold $M \subseteq \mathbb{R}^d$ and any $Z \in \text{GL}(d)$, it holds that

$$n^*(ZM) = n^*(M), \quad n^\circ(ZM) = n^\circ(M).$$

Proof. First, we show that that $\text{Sym}(ZM) = Z \cdot \text{Sym}(M) \cdot Z^{-1}$. Suppose $A \in \text{Sym}(M)$. Then $A \in \text{GL}(d)$ such that $AM = M$. Then $ZA^{-1}ZM = ZAM = ZM$, meaning $ZA^{-1} \in \text{Sym}(ZM)$. Similarly, $B \in \text{Sym}(ZM)$ implies $Z^{-1}BZ \in \text{Sym}(M)$, and the claim follows.

Next, we show that that $\mathfrak{sym}(ZM) = Z \cdot \mathfrak{sym}(M) \cdot Z^{-1}$. Take any continuously differentiable $f : I \to \text{Sym}(ZM)$ with $f(0) = \text{id}$. Then $g : I \to \text{Sym}(M)$ defined by $g(t) := Z^{-1}f(t)Z$ satisfies $g(0) = \text{id}$ and $g'(0) = Z^{-1}f'(0)Z$. This implies $\mathfrak{sym}(ZM) \subseteq Z \cdot \mathfrak{sym}(M) \cdot Z^{-1}$, and the reverse containment holds by a similar argument.

A similar argument demonstrates that $T_{Zx} ZM = Z \cdot T_x M$. As such, $\text{dim } \mathfrak{sym}(ZM) = \text{dim } \mathfrak{sym}(M)$ and $\text{dim } ZM = \text{dim } M$, from which it follows that $n^*(ZM) = n^*(M)$.

Now we verify that $n^\circ(ZM) = n^\circ(M)$. First, since $\langle Zx, y \rangle = \langle x, Z^t y \rangle$, it follows that $z$ is orthogonal to $x$ precisely when $(Z^t)^{-1}z$ is orthogonal to $Zx$. As such,

$$N_{Zx} ZM = (T_{Zx} ZM)^\perp = (Z \cdot T_x M)^\perp = (Z^t)^{-1} \cdot (T_x M)^\perp = (Z^t)^{-1} \cdot N_x M.$$

Combining this with Lemma 3(b) then gives

$$(S_{Zx} ZM)^\perp = \{z(Zx)^\top : z \in N_{Zx} ZM\} = \{(Z^t)^{-1}ux^\top Z^\top : u \in N_x M\} = (Z^t)^{-1} \cdot (S_x M)^\perp \cdot Z^\top.$$
Next, since $$\langle (Z^\top)^{-1} XZ^\top, Y \rangle = \langle X, Z^{-1} Y Z \rangle$$, we may similarly conclude that

\[
S_{Zx} Z M = ((S_{Zx} Z M)^\perp)^\perp = ((Z^\top)^{-1} \cdot (S_{x} M)^\perp \cdot Z^\top)^\perp \\
= Z \cdot ((S_{x} M)^\perp)^\perp \cdot Z^{-1} = Z \cdot S_{x} M \cdot Z^{-1}.
\]

As such, \(\text{sym}(M) = \bigcap_{i\in [n]} S_{x_i} M\) precisely when

\[
\text{sym}(Z M) = Z \cdot \text{sym}(M) \cdot Z^{-1} = Z \cdot \left( \bigcap_{i\in [n]} S_{x_i} M \right) \cdot Z^{-1} = \bigcap_{i\in [n]} S_{Zx_i} Z M.
\]

Finally, since the bicontinuous mapping \(f : \{x_i\}_{i\in [n]} \rightarrow \{Z x_i\}_{i\in [n]}\) has the property that \(f(\mathcal{O}(M^n)) = \mathcal{O}((Z M)^n)\), the claim follows.

We start by treating the case in which \(M\) is a subspace:

**Theorem 6.** Let \(M\) be any \(r\)-dimensional subspace of \(\mathbb{R}^d\). Then \(n^a(M) = n^s(M) = r\).

**Proof.** By Lemma \(\bar{3}\) we have \(M = \text{span}\{e_i\}_{i\in [r]}\) without loss of generality. We claim that

\[
\text{Sym}(M) = \{[A \ B] : A \in \text{GL}(r), D \in \text{GL}(d - r)\}.
\]

To see this, suppose \([A \ B] \in \text{GL}(d)\) with \(A \in \mathbb{R}^{r \times r}\) satisfies \([A \ B] M = M\). Then \(C = 0\), which forces \(A \in \text{GL}(r)\) and \(D \in \text{GL}(d - r)\). Conversely, every \([A \ B]\) of this form satisfies \([A \ B] M = M\).

Next, we claim that

\[
\text{sym}(M) = \{[A \ B] : A \in \mathbb{R}^{r \times r}, D \in \mathbb{R}^{(d-r) \times (d-r)}\}.
\]

Let \(S\) denote the right-hand side. For \((\subseteq)\), select \(Z \in \text{sym}(M)\) and consider any continuously differentiable \(f : I \rightarrow \text{Sym}(M)\) with \(f(0) = \text{id}\) and \(f'(0) = Z\). Then \(Z = \lim_{h \to 0} \frac{1}{h} (f(h) - \text{id})\).

Considering \(\frac{1}{h} (f(h) - \text{id}) \in S\) for every \(h \in I\) and \(S\) is closed, it follows that \(Z \in S\). For \((\supseteq)\), select \(Z \in S\) and pick a small enough interval \(I\) about 0 so that \(\det(\text{id} + t Z) \neq 0\) for every \(t \in I\). Then \(f(t) := \text{id} + t Z\) is a continuously differentiable map from \(I\) to \(\text{Sym}(M)\).

Furthermore, \(f(0) = \text{id}\) and \(f'(t) = Z\), and so \(Z \in \text{sym}(M)\).

At this point, we may compute

\[
n^s(M) = \frac{\text{codim } \text{sym}(M)}{\text{codim } M} = \frac{r(d - r)}{d - r} = r.
\]

Furthermore, every \(x \in M\) takes the form \(x = [v^\top] \) with \(v \in \mathbb{R}^r\), and so Lemma \(\bar{3}\)(b) gives

\[
(S_x M)^\perp = \{zx^\top : z \in N_x M\} = \{[0 \ u^\top \ 0] : u \in \mathbb{R}^{d-r}\}.
\]

We claim that if the vectors \(\{x_i\}_{i\in [n]}\) are linearly independent, then the subspaces \(\{(S_{x_i} M)^\perp\}_{i\in [n]}\) are linearly independent. To see this, suppose \(\{(S_{x_i} M)^\perp\}_{i\in [n]}\) are dependent. Then there exist scalars \(\{\alpha_{ij}\}_{i\in [n], j\in [r]}\), not all of which are zero, such that

\[
\sum_{i\in [n]} \sum_{j\in [d-r]} \alpha_{ij} e_{r+j} x_i^\top = 0.
\]
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Furthermore, if follows by taking $O$ to be the set of linearly independent \( \{x_i\}_{i \in [r]} \in M^r \).

Next, we consider the case in which $M$ is a strictly affine subspace, that is, any translation of a subspace that is not itself a subspace:

**Theorem 7.** Let $M$ be any $r$-dimensional strictly affine subspace of $\mathbb{R}^d$. Then $n^\circ(M) = n^*(M) = r + 1$.

**Proof sketch.** The proof is nearly identical to that of Theorem 6, so we state the intermediate claims without providing details. By Lemma 5, we have $M = \text{span}\{e_i\}_{i \in [r]} + e_{r+1}$ without loss of generality. Then

\[
\begin{align*}
\text{Sym}(M) &= \{ [A B] : A \in \text{GL}(r), D \in \text{GL}(d-r), De_1 = e_1 \}, \\
\mathfrak{sym}(M) &= \{ [A B] : A \in \mathbb{R}^{r \times r}, D \in \mathbb{R}^{(d-r) \times (d-r)}, De_1 = 0 \}.
\end{align*}
\]

It follows that

\[
n^*(M) = \frac{\text{codim } \mathfrak{sym}(M)}{\text{codim } M} = \frac{(r + 1)(d - r)}{d - r} = r + 1.
\]

Furthermore, if \( \{x_i\}_{i \in [n]} \) are independent, then \( \{(S x_i, M^+)\}_{i \in [n]} \) are independent. The result follows by taking $O$ to be the set of linearly independent \( \{x_i\}_{i \in [r+1]} \in M^{r+1} \).

Next, we consider certain types of quadrics. The first type of quadric we consider includes spheres and hyperboloids:

**Theorem 8.** Select any full rank $Q \in \mathbb{R}^{d \times d}_{\text{sym}}$ and put $M := \{ x \in \mathbb{R}^d : x^\top Q x = 1 \}$.

(a) $M$ is empty if and only if $Q$ is negative definite.

(b) Otherwise, $n^\circ(M) = n^*(M) = \binom{d+1}{2}$.

We will apply the following well-known consequence of the implicit function theorem:

**Lemma 9.** Select any continuously differentiable $f : \mathbb{R}^d \to \mathbb{R}$ and put

\[
M := \{ x \in \mathbb{R}^d : f(x) = 0, \nabla f(x) \neq 0 \}.
\]

Then $N_x M = \text{span}\{ \nabla f(x) \}$.

**Proof of Theorem 8.** First, (a) is immediate. For (b), take the eigenvalue decomposition $Q = U \Lambda U^\top$, and we decompose $\Lambda = T^{1/2} S T^{1/2}$ with $T = \text{abs}(\Lambda)$ and $S = \text{sgn}(\Lambda)$, where these operations are performed entrywise. Notice that $Q$ being full rank implies that $U$ and $T$ are both full rank. Substituting $x = T^{1/2} U^\top z$ gives

\[
M := \{ x \in \mathbb{R}^d : x^\top Q x = 1 \}
= \{ x \in \mathbb{R}^d : x^\top U T^{1/2} S T^{1/2} U^\top x = 1 \} = (T^{1/2} U^\top)^{-1} \cdot \{ z \in \mathbb{R}^d : z^\top S z = 1 \}.
\]
By Lemma 5, we may assume without loss of generality that $Q = \text{diag}(1_p, -1_q)$ for some $p \in [d]$ and $q = d - p$. (Here and throughout, $1_n$ denotes the all-ones vector in $\mathbb{R}^n$.)

We claim that $N_x M = \text{span}\{Qx\}$ for every $x \in M$. Defining $f(x) := x^T Q x - 1 = \sum_i Q_i x_i^2 - 1$, then $\nabla f(x) = 2Qx$. As such, $x \in M$ only if $x^T Q x = 1$, only if $x \neq 0$, only if $\nabla f(x) = 2Qx \neq 0$. Our claim then follows from Lemma 9.

Next, we verify that $M$ spans $\mathbb{R}^d$. There are two cases to consider. If $Q$ is the identity matrix, then $M$ contains the identity basis $\{e_i\}_{i \in [d]}$ and therefore spans. Otherwise, $Q = \text{diag}(1_p, -1_q)$ for some $p \in [d - 1]$ and $q = d - p$. Considering
\[
(\sqrt{2} e_1 + e_j)^T Q (\sqrt{2} e_1 + e_j) = 2\|e_1\|^2 - \|e_j\|^2 = 1
\]
for every $j > p$, it follows that $M$ contains $\{e_i\}_{i=1}^p \cup \{\sqrt{2} e_1 + e_j\}_{j=p+1}^d$ and therefore spans.

Next, we verify that $L := \{xx^T : x \in M\}$ spans $\mathbb{R}^\text{sym}_d$. To accomplish this, we select an arbitrary $A \in \mathbb{R}^\text{sym}_{d \times d}$ that is orthogonal to $L$, and we show that $A = 0$. Since
\[
x^T A x = \text{tr}(x^T A x) = \text{tr}(A x x^T) = \langle A, xx^T \rangle = 0
\]
for every $x \in M$, it follows that $M \subseteq \{x \in \mathbb{R}^d : x^T A x = 0\}$. Now fix $x \in M$ and select an arbitrary $y \in T_x M = \text{span}\{Qx\}$ and differentiable $f : I \to M$ such that $f(0) = x$ and $f'(0) = y$. Then $f(t)^T A f(t) = 0$ for all $t \in I$, and so the product rule gives
\[
f'(t)^T A f(t) + f(t)^T A f'(t) = 0.
\]
Evaluating at $t = 0$ gives $y^T A x = 0$, and so $y \in \text{span}\{A x\}$. This establishes that $\text{span}\{Qx\} \subseteq \text{span}\{A x\}$, meaning $\text{span}\{A x\} \subseteq \text{span}\{Qx\}$, which in turn implies that there exists $\alpha \in \mathbb{R}$ such that $A x = \alpha Q x$. Considering
\[
0 = x^T A x = \alpha x^T Q x = \alpha,
\]
it follows that $A x = 0$. Since our choice for $x \in M$ was arbitrary, and furthermore, $M$ spans $\mathbb{R}^d$, we conclude that $A = 0$, as desired.

Next, we establish that $\text{Sym}(M) = \{A \in \text{GL}(d) : A^T Q A = Q\}$. For (⊆), select any $A \in \text{Sym}(M)$. Then $A \in \text{GL}(d)$ by definition. Furthermore, for every $x \in M$, it holds that $A x \in M$, and so
\[
\langle A^T Q A, xx^T \rangle = (A x)^T Q A x = 1 = x^T Q x = \langle Q, xx^T \rangle.
\]
Since $\{xx^T : x \in M\}$ spans $\mathbb{R}^\text{sym}_{d \times d}$, it follows that $A^T Q A = Q$. For (⊇), suppose $A \in \text{GL}(d)$ satisfies $A^T Q A = Q$. Then for every $x \in \mathbb{R}^d$, it holds that
\[
(A x)^T Q A x = x^T A^T Q A x = x^T Q x,
\]
meaning $A M = M$. As such, $A \in \text{Sym}(M)$, as desired.

In words, we have shown that $\text{Sym}(M)$ is the group of linear transformations $A \in \text{GL}(d)$ that leave invariant the symmetric bilinear form $(x, y) \mapsto x^T Q y$. This group is known as the (indefinite) orthogonal group $O(p, q)$, where $O(d, 0) := O(d)$. We claim that the corresponding Lie algebra is given by
\[
\text{sym}(M) = \{Z \in \mathbb{R}^{d \times d} : Z^T = -QZ\} = \{ \begin{bmatrix} A & B \\ B^T & D \end{bmatrix} : A \in \mathbb{R}^{p \times p}_{\text{antisym}}, D \in \mathbb{R}^{q \times q}_{\text{antisym}} \}.
\]
The desired property that $p_R$ is a spanning set for $O$ is satisfied. As such, it suffices to find $p$ for $R$.

First, let $O$ denote the polynomial in $\mathbb{K}$ such that.

\begin{align*}
\n\end{align*}

We wish to find an open and dense subset $O$ of $\mathbb{K}$, which is open and dense in $\mathbb{K}$.

\begin{align*}
\end{align*}

Since $Q^{-1} = Q$, we have

\begin{align*}
\end{align*}

At this point, we may compute

\begin{align*}
\end{align*}

Furthermore, Lemma 1(b) gives

\begin{align*}
\end{align*}

Put $n := {d+1 \over 2}$. Considering Lemma 4, we want to find $\{x_i\}_{i \in [n]}$ in $M$ for which the subspaces $\{\text{span}\{Qx_i\}}_{i \in [n]}$ are linearly independent. This occurs precisely when $\{Qx_i\}_{i \in [n]}$ are linearly independent, which in turn occurs precisely when $\{x_i\}_{i \in [n]}$ are linearly independent. Overall, we wish to find an open and dense subset $O$ of $\mathbb{K}$ such that for every $\{x_i\}_{i \in [n]} \in O$, it holds that $\{x_i\}_{i \in [n]}$ are linearly independent.

First, let $O'$ denote the set of $\{x_i\}_{i \in [n]} \in (\mathbb{K})^n$ such that $\{x_i\}_{i \in [n]}$ is linearly independent. We claim that $O'$ is open and dense in $(\mathbb{K})^n$. Select an orthonormal basis $\{B_i\}_{i \in [n]}$ for $\mathbb{K}$, consider the mapping $A : (\mathbb{K})^n \rightarrow \mathbb{K}$ defined by $A(\{x_i\}_{i \in [n]})_{jk} := \langle B_j, x_k \rangle$, and let $p$ denote the polynomial in $dn$ variables defined by

\begin{align*}
p(\{x_i\}_{i \in [n]}) := \det A(\{x_i\}_{i \in [n]}).
\end{align*}

Then $O' = p^{-1}(\mathbb{K} \setminus \{0\})$, which is open and dense in $(\mathbb{K})^n$ provided $p$ is not the zero polynomial. As such, it suffices to find $\{x_i\}_{i \in [n]}$ such that $p(\{x_i\}_{i \in [n]}) \neq 0$. To this end, for each $i \in [n]$, consider the eigenvalue decomposition $B_i = \sum_{j \in [d]} \lambda_{ij} u_{ij} u_{ij}^\top$. Then $\{u_{ij} u_{ij}^\top\}_{i,j \in [n]}$ is a spanning set for $\mathbb{K}$, and so any choice of basis $\{u_{ij} u_{ij}^\top\}_{(i,j) \in S}$ in this spanning set has the desired property that $p(\{u_{ij} u_{ij}^\top\}_{(i,j) \in S}) \neq 0$. 
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Finally, we claim that \( O := O' \cap M^n \) is open and dense in \( M^n \). Openness follows from the definition of the subspace topology. To demonstrate denseness, consider the open set

\[
R := \{ x \in \mathbb{R}^d : x^\top Q x > 0 \}.
\]

The mapping \( g : R \to M \) defined by \( g(x) := x/\sqrt{x^\top Q x} \) is surjective since \( g(x) = x \) for every \( x \in M \subseteq R \). Moreover, for every \( \{x_i\}_{i \in [n]} \in O' \cap R^n \), it holds that \( \{x_i x_i^\top\}_{i \in [n]} \) is linearly independent, and so \( \{g(x_i)g(x_i)^\top\}_{i \in [n]} \) is also linearly independent, meaning \( \{g(x_i)\}_{i \in [n]} \in O \). As such, the continuous function \( h : R^n \to M^n \) defined by \( h(\{x_i\}_{i \in [n]} \) := \{g(x_i)\}_{i \in [n]} \) has the property that \( h(O' \cap R^n) = O \). Since \( O' \cap R^n \) is dense in \( R^n \), it follows that \( O = h(O' \cap R^n) \) is dense in \( M^n = h(R^n) \), as desired.

Finally, we consider a family of quadrics that includes cones:

**Theorem 10.** Select any full rank \( Q \in \mathbb{R}^{d \times d}_{\text{sym}} \) and put \( M := \{ x \in \mathbb{R}^d \setminus \{0\} : x^\top Q x = 0 \} \).

(a) \( M \) is empty if and only if \( Q \) is positive definite or negative definite.

(b) Otherwise, if \( d = 2 \), then \( n^*(M) = 2 \) but \( n^o(M) = \infty \).

(c) Otherwise, \( n^o(M) = n^*(M) = (d+1)/2 - 1 \).

For the previous results in this section, we computed \( n^o(M) \) by selecting a certain open and dense subset of \( M^n \). To accomplish this, we first identified an appropriate polynomial over \((\mathbb{R}^d)^n\), and then we argued that the complement of the zero set of this polynomial has an open and dense intersection with \( M^n \). An analogous argument for Theorem 10 appears to require more powerful tools from real algebraic geometry. A real algebraic set \( V \subseteq \mathbb{R}^k \) is the simultaneous zero set of a finite collection of polynomials in \( \mathbb{R}[x_1, \ldots, x_k] \), which in turn determines the ideal \( I(V) \subseteq \mathbb{R}[x_1, \ldots, x_k] \) of all polynomials that vanish on \( V \). The dimension of a real algebraic set \( V \) is the dimension of the ring \( \mathbb{R}[x_1, \ldots, x_k]/I(V) \). This notion of dimension can be difficult to compute directly. Similarly, the definition of nonsingular point of a real algebraic set is particularly technical; see Definition 3.3.9 of [2]. To simplify our interaction with these notions, we factor our analysis through the following proposition, the proof of which is contained in Section 5 of [6].

**Proposition 11.** Let \( V \subseteq \mathbb{R}^k \) denote the simultaneous zero set of real polynomials \( \{p_i\}_{i \in [k-d]} \).

(a) If \( V \) is a \( C^\infty \) submanifold of \( \mathbb{R}^k \), then its dimension as a real algebraic set equals its dimension as a manifold.

(b) If \( V \) has dimension \( d \) as a real algebraic set and the Jacobian of \( z \mapsto \{p_i(z)\}_{i \in [k-d]} \) has rank \( k - d \) at \( x \in V \), then \( x \) is a nonsingular point of \( V \).

(c) If the nonsingular points in \( V \) form a dense and path-connected subset, then for every real algebraic set \( U \subseteq \mathbb{R}^k \), the relative complement \( V \setminus U \) is either empty or both open and dense in \( V \).
Proof of Theorem 10. First, (a) is immediate. In what follows, we assume $Q$ is neither positive definite nor negative definite. As in the proof of Theorem 8, we may assume without loss of generality that $Q = \text{diag}(1_p, -1_q)$ for some $p \in [d]$ and $q = d - p$. Moreover, since $Q$ is neither positive nor negative definite, we have $p, q \in [d - 1]$. Also, it holds that $N_x M = \text{span}\{Qx\}$ for every $x \in M$.

Next, we verify that $L := \{xx^\top : x \in M\}$ satisfies $\text{span}(L) = \text{span}\{Q\}^\perp$. The definition of $M$ immediately gives $\text{span}(L) \subseteq \text{span}\{Q\}^\perp$. For $(\supseteq)$, consider $[\begin{smallmatrix} A & B \\ C & D \end{smallmatrix}] \in \text{span}\{Q\}^\perp$ with $A \in \mathbb{R}^{p \times p}$. Then $C = B^\top$, $A \in \mathbb{R}^{p \times p}$, $D \in \mathbb{R}^{q \times q}$, and $\text{tr}(A) = \text{tr}(D)$. For $x \in \mathbb{R}^p$ and $y \in \mathbb{R}^q$, we define

$$\mathcal{A}(x, y) := \begin{bmatrix} xx^\top & xy^\top \\ yx^\top & yy^\top \end{bmatrix},$$

and we observe that $\mathcal{A}(x, y) \in L$ precisely when $\|x\| = \|y\| \neq 0$. It follows that $\text{span}(L)$ contains $[\begin{smallmatrix} A & 0 \\ 0 & D \end{smallmatrix}]$, since we can pass to the singular value decomposition of $B$ and apply the fact that for $\|x\| = \|y\| = 1$,

$$[\begin{smallmatrix} 0 & xy^\top \\ yg^\top & 0 \end{smallmatrix}] = \frac{\mathcal{A}(x, y) - \mathcal{A}(x, -y)}{2} \in \text{span}(L).$$

It remains to show that $\text{span}(L)$ contains $[\begin{smallmatrix} 0 & 0 \\ 0 & D \end{smallmatrix}]$. To this end, it suffices to show that $[\begin{smallmatrix} X & 0 \\ 0 & Y \end{smallmatrix}] \in \text{span}(L)$ for every $X, Y \succ 0$ such that $\text{tr}(X) = \text{tr}(Y)$. Indeed, we may express $[\begin{smallmatrix} 0 & 0 \\ 0 & D \end{smallmatrix}]$ as a difference of such matrices:

$$[\begin{smallmatrix} A & 0 \\ 0 & D \end{smallmatrix}] = \begin{bmatrix} A + \frac{c}{2} \text{id}_p & 0 \\ 0 & D + \frac{c}{2} \text{id}_q \end{bmatrix} - \begin{bmatrix} \frac{c}{2} \text{id}_p & 0 \\ 0 & \frac{c}{2} \text{id}_q \end{bmatrix},$$

where $c > 0$ is appropriately large. Given eigenvalue decompositions $X = \sum_{i \in [p]} \lambda_i x_i x_i^\top$ and $Y = \sum_{j \in [q]} \mu_j y_j y_j^\top$, select measurable partitions

$$I_1 \sqcup \cdots \sqcup I_p = [0, \text{tr}(X)] = [0, \text{tr}(Y)] = J_1 \sqcup \cdots \sqcup J_q$$

such that $|I_i| = \lambda_i$ and $|J_j| = \mu_j$. Then

$$[\begin{smallmatrix} X & 0 \\ 0 & Y \end{smallmatrix}] = \sum_{i \in [p]} \sum_{j \in [q]} |I_i \cap J_j| \cdot \begin{bmatrix} x_i x_i^\top & 0 \\ 0 & y_j y_j^\top \end{bmatrix}.$$ 

Each term above resides in $\text{span}(L)$ since for $\|x\| = \|y\| = 1$, it holds that

$$[\begin{smallmatrix} xx^\top & 0 \\ 0 & yy^\top \end{smallmatrix}] = \frac{\mathcal{A}(x, y) + \mathcal{A}(x, -y)}{2} \in \text{span}(L).$$

As such, $[\begin{smallmatrix} X & 0 \\ 0 & Y \end{smallmatrix}] \in \text{span}(L)$, as desired.

Next, we verify that $\text{Sym}(M) = \{A \in \text{GL}(d) : A^\top QA = \alpha Q, \ \alpha \neq 0\}$. For $(\subseteq)$, let $A \in \text{Sym}(M)$. Then

$$\langle A^\top QA, xx^\top \rangle = (Ax)^\top QAx = 0 = x^\top Qx = \langle Q, xx^\top \rangle.$$ 

Since $\text{span}(L) = \text{span}\{Q\}^\perp$, we have shown $A^\top QA = \alpha Q$ for $\alpha \neq 0$. For $(\supseteq)$, suppose $A \in \text{GL}(d)$ satisfies $A^\top QA = \alpha Q$ for some $\alpha \neq 0$. Then for every $x \in \mathbb{R}^d$,

$$(Ax)^\top Q(Ax) = x^\top A^\top QA x = \alpha x^\top Qx,$$
and so $AM = M$. As such, $A \in \text{Sym}(M)$ as desired.

We claim that the corresponding Lie algebra is given by

$$\mathfrak{sym}(M) = \{Z \in \mathbb{R}^{d \times d} : Z^\top = -QZQ + 2\beta \text{id}, \ \beta \in \mathbb{R}\} = \{[A_0 B D_0] + \beta \text{id} : A_0 \in \mathbb{R}^{p \times p}_\text{antisym}, \ D_0 \in \mathbb{R}^{q \times q}_\text{antisym}, \ \beta \in \mathbb{R}\}.$$ 

Select $Z \in \mathfrak{sym}(M)$ so that there exists a differentiable $f : I \to \text{Sym}(M)$ such that $f(0) = \text{id}$ and $f'(0) = Z$. Define $\alpha : I \to \mathbb{R} \setminus \{0\}$ by

$$\alpha(t) := \frac{\text{tr}(f(t)^\top Qf(t)Q)}{\|Q\|_F^2}.$$ 

Differentiating the identity $f(t)^\top Qf(t) = \alpha(t)Q$ gives

$$f'(t)^\top Qf(t) + f(t)^\top Qf'(t) = \alpha'(0).$$

Evaluating at $t = 0$ then gives $Z^\top Q + QZ = \alpha'(0)Q$, meaning $Z^\top = -QZQ + \alpha'(0)\text{id}$. Writing $Z = [A B C D]$ then reveals that

$$[A^\top B^\top C^\top D^\top] = Z^\top = -QZQ + \alpha'(0)\text{id} = [\alpha'(0)\text{id}_p - A \quad B] C \quad \alpha'(0)\text{id}_q \quad -D,$$

from which it follows that $C = B^T$, $A + A^T = \alpha'(0)\text{id}_p$, and $D + D^T = \alpha'(0)\text{id}_q$. Setting $\beta = \alpha'(0)/2$, we see that $Z = [A_0 B D_0] + \beta \text{id}$ for $A_0 \in \mathbb{R}^{p \times p}_\text{antisym}, \ D_0 \in \mathbb{R}^{q \times q}_\text{antisym}, \ \text{and } \beta \in \mathbb{R}$. Furthermore, any such matrix satisfies

$$([A_0 B D_0] + \beta \text{id})^\top = [A_0^\top B^\top D_0^\top] + \beta \text{id} = [-A_0 B^\top -D_0] + \beta \text{id} = -Q([A_0 B D_0] + \beta \text{id})Q + 2\beta \text{id}.$$

Fixing $\beta \in \mathbb{R}$, it remains to show that every $Z \in \mathbb{R}^{d \times d}$ satisfying $Z^\top = -QZQ + 2\beta \text{id}$ necessarily resides in $\mathfrak{sym}(M)$. To this end, define $f : \mathbb{R} \to \text{GL}(d)$ by $f(t) = e^{tZ}$. Then $f(0) = \text{id}$ and $f'(0) = Z$. It suffices to verify that $f(t)^\top Qf(t) = \alpha Q$ for some $\alpha \neq 0$, since this would imply $f : \mathbb{R} \to \text{Sym}(M)$, meaning $Z \in \mathfrak{sym}(M)$. Since $Q^{-1} = Q$, we have

$$f(t)^\top Qf(t) = e^{tZ^\top} Q e^{tZ} = e^{-tQZQ+2\beta \text{id}} Q e^{tZ} = e^{2\beta} e^{-tQZQ} Q e^{tZ} = e^{2\beta} Q e^{-tZ} Q^{-1} Q e^{tZ} = e^{2\beta} Q.$$ 

At this point, we may compute

$$n^*(M) = \frac{\text{codim } \mathfrak{sym}(M)}{\text{codim } M} = \frac{d^2 - \binom{d}{2} + 1}{d - (d - 1)} = \left(\frac{d + 1}{2}\right) - 1.$$

It remains to compute $n^c(M)$. For this, (b) and (c) require different approaches.

For (b), we take $d = 2$. Express $M = M_+ \sqcup M_-$, where

$$M_\pm := \{x \in \mathbb{R}^2 \setminus \{0\} : x_1 = \pm x_2\}.$$
Fix \( n \in \mathbb{N} \) and select \( O \in \mathcal{O}(\mathbb{M}^n) \). Observe that \((1, 1) \in M_+ \subseteq M\), and therefore \( \{(1, 1)\}_{i \in [n]} \subseteq M^n \). Since \( O \) is dense in \( M^n \), there exists \( \{x_i\}_{i \in [n]} \in O \) arbitrarily close to \( \{(1, 1)\}_{i \in [n]} \); i.e., \( x_i \in M_+ \) for all \( i \). Since \( T_{x_i}M = T_{x_i}M_+ \) for every \( i \in [n] \), it holds that

\[
\bigcap_{i \in [n]} S_{x_i}M = \bigcap_{i \in [n]} S_{x_i}M_+ \supseteq \text{sym}(M_+),
\]

where the last step follows from Lemma 1. As in the proof of Theorem 6, \( \text{codim} \text{sym}(M_+) = 1 \). On the other hand, \( \text{codim} \text{sym}(M) = 2 \), and so \( \bigcap_{i \in [n]} S_{x_i}M \neq \text{sym}(M) \). All together, we conclude \( n^o(M) = \infty \).

For (c), we consider \( d \geq 3 \). Lemma 3(b) gives

\[
(S_xM)^\perp = \{zx^\top : z \in N_xM\} = \{zx^\top : z \in \text{span}\{Qx\}\} = \text{span}\{Qxx^\top\}.
\]

Put \( n := (d+1)/2 - 1 \). Considering Lemma 4, we want to find \( \{x_i\}_{i \in [n]} \) in \( M \) for which the subspaces \( \{\text{span}\{Qx_i\}\}_{i \in [n]} \) are linearly independent. This occurs precisely when \( \{Qx_i^\top\}_{i \in [n]} \) are linearly independent, which in turn occurs precisely when \( \{x_i^\top\}_{i \in [n]} \) are linearly independent. Overall, we wish to find an open and dense subset \( O \) of \( M^n \) such that for every \( \{x_i\}_{i \in [n]} \in O \), it holds that \( \{x_i^\top\}_{i \in [n]} \) are linearly independent.

As in Theorem 8, let \( O' \) denote the set of \( \{x_i\}_{i \in [n]} \in (\mathbb{R}^d)^n \) such that \( \{x_i^\top\}_{i \in [n]} \) is linearly independent; recall that \( O' \) is open and dense in \((\mathbb{R}^d)^n\). Then \( O := O' \cap M^n \) is open in \( M^n \), and it remains to show that \( O \) is dense in \( M^n \). By scaling, it suffices to show that

\[
Z = \{(x_1, \ldots, x_n) \in O : \|x_i\| = \sqrt{2} \text{ for all } i \in [n]\}
\]

is dense in

\[
V = \{(x_1, \ldots, x_n) \in M^n : \|x_i\| = \sqrt{2} \text{ for all } i \in [n]\}.
\]

Considering \( Z \) takes the form \( Z = V \setminus U \) for some real algebraic set \( U \), we are in a position to apply Proposition 11(c). We proceed in two cases.

**Case I.** \( p \neq 1 \neq q \). By Proposition 11(c), it suffices to show that

(i) \( Z \) is nonempty,

(ii) every point in \( V \) is nonsingular, and

(iii) \( V \) is connected.

For (i), recall that \( \text{span}(L) = \text{span}\{Q\}^\perp \) and choose an appropriately scaled basis \( \{x_i^\top\}_{i \in [n]} \) for \( \text{span}(L) \) so that \( \{x_i\}_{i \in [n]} \in Z \). Next, we demonstrate (ii). We may identify \( V \) with \((S^{p-1} \times S^{q-1})^n \), meaning \( V \) is a \( C^\infty \) submanifold of \( \mathbb{R}^{dn} \), and so Proposition 11(a) gives that its dimension as a real algebraic set equals \( dn - 2n \). For each \( x_i \in \mathbb{R}^d \), write \( x_i = (y_i, z_i) \) with \( y_i \in \mathbb{R}^p \) and \( z_i \in \mathbb{R}^q \), and define the polynomials

\[
P_i(x_1, \ldots, x_n) = \|y_i\|^2 - 1, \quad Q_i(x_1, \ldots, x_n) = \|z_i\|^2 - 1.
\]

Observe that \( V \) is the simultaneous zero set of \( \{P_i, Q_i\}_{i \in [n]} \). For \( \{x_i\}_{i \in [n]} \in V \), the Jacobian

\[
J(x_1, \ldots, x_n) := \text{blockdiag}(2y_1^\top, 2z_1^\top, \ldots, 2y_n^\top, 2z_n^\top)
\]
satisfies $JJ^T = 4 \text{id}$, and so $J$ has rank $2n$. Proposition 11(b) then gives (ii). Finally, the identification $V = (S^{p-1} \times S^{q-1})^n$ implies (iii), as desired.

**Case II.** Either $p = 1$ or $q = 1$. We may identify $V$ with $(\{\pm 1\} \times S^{d-2})^n$, and so we may express $V$ as the union of $2^n$ connected components

$$V = \bigcup_{\epsilon \in \{\pm 1\}^n} V_{\epsilon}, \quad V_{\epsilon} := \{(\ell_{s_1}^\epsilon, \ldots, \ell_{s_n}^\epsilon) : z_1, \ldots, z_n \in S^{d-2}\}.$$

We will apply Proposition 11(c) to show that, for each $\epsilon \in \{\pm 1\}^n$, the intersection $V_{\epsilon} \cap Z$ is dense in $V_{\epsilon}$. By the argument in Case I, $Z$ is nonempty, and so we may select $\{x_i\}_{i \in [n]} \in Z$. Since $Z \subseteq V$, there exists $\epsilon \in \{\pm 1\}^n$ such that $\{x_i\}_{i \in [n]} \in V_{\epsilon}$. Then for each $\epsilon' \in \{\pm 1\}^n$, it holds that $\{\epsilon'_i x_i\}_{i \in [n]} \in V_{\epsilon'} \cap Z$. As such, $V_{\epsilon'} \cap Z$ is nonempty for every $\epsilon \in \{\pm 1\}^n$. Moreover, $V_{\epsilon}$ is connected and, by the argument in Case I, every point in $V_{\epsilon}$ is nonsingular. All together, we conclude that each $V_{\epsilon} \cap Z$ is dense in $V_{\epsilon}$, and so $Z$ is dense in $V$, as desired.

### 4 Application to density estimation

In this section, we apply Lie PCA to perform density estimation in various settings. For each experiment, we consider a manifold with a nontrivial Lie group. We draw points $\{x_i\}_{i \in [n]}$ in $\mathbb{R}^d$ according to some distribution supported on that manifold. The density estimation algorithm then uses these points to produce $N \gg n$ draws $\{y_s\}_{s \in [N]}$ from an estimate of the underlying distribution. For these experiments, we grant access to the dimension $r$ of the manifold and the dimension $\ell$ of the Lie algebra so as to isolate the performance of each algorithm from the task of learning hyperparameters.

Our algorithm first runs local PCA on $k$ nearest neighbors from each of the data points to produce estimates $\{T_i\}_{i \in [n]}$ of the tangent spaces at each of the sample points. We then run Algorithm 1 to obtain an estimate span$\{v_j\}_{j \in [\ell]}$ of $\text{span}(M)$. Then for each $s \in [N]$, we draw $t \sim \text{Unif}([n])$ and a random $A$ from span$\{v_j\}_{j \in [\ell]}$ with spherical Gaussian distribution, and then we put $y_s := e^A x_t$. If $y_s$ is too far away from $\{x_i\}_{i \in [n]}$, then we replace $y_s$ with another draw from this random process, repeating as necessary.

We compare our approach to a few alternatives. One baseline is to simply draw each $y_s$ uniformly from $\{x_i\}_{i \in [n]}$. We denote this by BL1. Another baseline, which we call BL2, is to draw each $y_s$ from the unknown distribution. While this is not a plausible alternative, it indicates how well an algorithm can possibly perform. We also consider a standard approach known as kernel density estimation, which we denote by KDE. For this approach, we draw $t \sim \text{Unif}([n])$ and a random Gaussian vector $g$ with covariance determined by Silverman’s rule of thumb $[14]$, and then put $y_s := x_t + g$. This sort of estimate is specifically designed for the regime in which $n$ is large, where the covariance decays gracefully to zero. (We will find that $n \ll 100$ is not large enough for this method to perform well.) Finally, we consider local PCA, which we denote by LPCA, in which the same estimates $\{T_i\}_{i \in [n]}$ obtained for the Lie PCA approach are used. Here, we draw $t \sim \text{Unif}([n])$ and a random Gaussian vector $g$ in $T_t$, and then put $y_s := x_t + g$. If $y_s$ is too far away from $\{x_i\}_{i \in [n]}$, then we replace $y_s$ with another draw from this random process, repeating as necessary.

We consider two different metrics for measuring the performance of these algorithms. Both metrics compare $\{y_s\}_{s \in [N]}$ to a fresh draw $\{z_s\}_{s \in [N]}$ from the underlying distribution.
Table 1: Density estimation error in normalized earth mover’s and Hausdorff distances

| Manifold    | BL1  | KDE  | LPCA | Lie PCA | BL2  |
|-------------|------|------|------|---------|------|
| line        | 0.3901 | 0.7391 | 0.4902 | 0.4185 | 0.1543 |
| ellipse     | 0.4782 | 0.8620 | 0.5346 | 0.4686 | 0.1909 |
| hyperbola   | 0.3322 | 0.5645 | 0.4337 | 0.2750 | 0.1569 |
| ellipse + noise | 0.4030 | 0.4959 | 0.3580 | 0.3057 | 0.3365 |
| torus       | 1.0040 | 1.0465 | 0.9549 | 0.7022 | 0.5469 |

Taking inspiration from [1], our first metric takes the (normalized) earth mover’s distance between \( \{y_s\}_{s \in [N]} \) and \( \{z_s\}_{s \in [N]} \). Conveniently, this distance can be obtained by linear programming. Indeed, defining \( D \in \mathbb{R}^{N \times N} \) by \( D_{st} := \|y_s - z_t\|_2 \) gives

\[
\text{nEMD}(\{y_s\}_{s \in [N]}; \{z_s\}_{s \in [N]}) = \min\{\frac{1}{N} \text{tr}(DX) : X \in \mathbb{R}^{N \times N}, X1 = X^\top 1 = 1, X \geq 0\}.
\]

Intuitively, the normalized earth mover’s distance captures the average distance traveled per point by optimal transport from \( \{y_s\}_{s \in [N]} \) to \( \{z_s\}_{s \in [N]} \). We found that for \( N = 300 \), this distance can computed in CVX [9] in about 15 seconds. We also wanted a metric that is determined by the underlying supports of the densities rather than being sensitive to fluctuations in the densities. This led us to also consider the Hausdorff distance between \( \{y_s\}_{s \in [N]} \) and \( \{z_s\}_{s \in [N]} \), which is much faster to compute:

\[
\text{Hausdorff}(\{y_s\}_{s \in [N]}; \{z_s\}_{s \in [N]}) = \max \left( \max_{s \in [N]} \min_{t \in [N]} \|x_s - y_t\|_2, \max_{t \in [N]} \min_{s \in [N]} \|x_s - y_t\|_2 \right).
\]

In words, if we identify the closest member of \( \{y_s\}_{s \in [N]} \) to each point in \( \{z_s\}_{s \in [N]} \), and vice versa, then the Hausdorff distance reports the largest of these distances.

We considered densities on three different manifolds in \( \mathbb{R}^2 \). For these instances, we take \( n = 30, N = 300, k = 2, r = 1, \) and \( \ell = 1 \). We then considered a noisy version of a manifold-supported density in \( \mathbb{R}^2 \), in which we take \( n = 60, N = 300, k = 10, r = 1, \) and \( \ell = 1 \). Finally, we considered a density on a manifold in \( \mathbb{R}^3 \), in which we take \( n = 60, N = 300, k = 20, r = 2, \) and \( \ell = 1 \). Results are reported in Table 1 and illustrated in Figure 1.

5 Discussion

This paper introduced a spectral method that uses the output from local PCA to estimate the Lie algebra corresponding to the symmetry group of the underlying manifold. In this section, we point out a few opportunities for future work. First, recall that our spectral
Figure 1: Illustration of results from Table 1. Given $n$ independent draws from an unknown distribution in $\mathbb{R}^d$, simulate an additional $N \gg n$ draws. (left) Given data points. The origin of $\mathbb{R}^d$ is located at the center of the display box. (middle left) Simulated draws using kernel density estimation with Silverman’s rule of thumb. (middle) Simulated draws using local PCA. (middle right) Simulated draws using Lie PCA. (right) Fresh draws from the true distribution.
method arises from relaxing the set of $\ell$-dimensional Lie algebras to the Grassmannian. It would be interesting to somehow round the solution of the spectral method to a nearby Lie algebra. Next, our sample complexity results came from focusing on specific families of manifolds. It would be nice to have more general results in this vein. For example, can we characterize the manifolds $M$ for which $n^\circ(M) = n^\star(M)$? When applying Lie PCA to the density estimation problem, we would prefer a principled approach for drawing $A$ from our estimate of $\text{sym}(M)$; we currently apply an ad hoc adaptation of Silverman’s rule of thumb. Finally, the performance of Lie PCA for density estimation appears to depend on whether the symmetry group acts transitively on the manifold. For example, the torus partitions into circular orbits under the action of its symmetry group. For this manifold, Lie PCA will encourage motion along these circles without regard for the other dimension of the manifold. However, local PCA captures some information about this other dimension, and it would be interesting to somehow incorporate this into the density estimation algorithm.
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