Scale-invariant spin dynamics and the quantum limits of field sensing
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Abstract

We describe quantum limits to field sensing that relate noise, geometry and measurement duration to fundamental constants, with no reference to particle number. We cast the Tesche and Clarke (TC) bound on dc-SQUID sensitivity as such a limit, and find analogous limits for volumetric spin-precession magnetometers. We describe how randomly-arrayed spins, coupled to an external magnetic field of interest and to each other by the magnetic dipole–dipole interaction, execute a spin dynamics that depolarizes the spin ensemble even in the absence of coupling to an external reservoir. We show the resulting spin dynamics are scale invariant, with a depolarization rate proportional to spin number density and thus a number-independent quantum limit on the energy resolution per bandwidth $E_R$. Numerically, we find $E_R \geq \alpha \hbar$, $\alpha \sim 1$, in agreement with the TC limit, for paradigmatic spin-based measurements of static and oscillating magnetic fields.

The quantum limits of measurement is a rich topic of both fundamental and practical interest. The theory of these limits informs many other topics, including the statistics of parameter estimation [1], the geometry of quantum states [2], entanglement in many-body systems [3], quantum information processing [4, 5], and quantum non-locality [6, 7]. Understanding quantum measurement effects has led to improved sensitivity in gravitational wave detectors [8–10] and progress toward similar improvements in measurements of time [11–15], dc magnetic fields [16, 17] and radio-frequency fields [18, 19].

The vast majority of prior work on quantum sensitivity limits concerns the problem of linear interferometric parameter estimation. For example, the standard quantum limit (SQL) $\langle \delta \phi^2 \rangle \geq 1/N$ and the Heisenberg limit (HL) $\langle \delta \phi^2 \rangle \geq 1/N^2$ constrain linear estimation of a phase $\phi$ given the resource of $N$ non-interacting two-level systems. These dimensionless limits acquire units, e.g. length or time, through implementation-dependent scale factors, e.g. a wavelength or a transition frequency. Because these scale factors, as well as the available $N$, can vary greatly from one implementation to another, such dimensionless limits do not by themselves provide benchmarks by which to compare different sensor implementations.

Here we study a qualitatively different kind of quantum sensitivity limit, one that contains no implementation-specific scale factors, and no makes reference to available resources, only to the quantity to be measured and to the method of measurement. To see what form such a limit could take, consider a sensor that measures the field $B$ in a volume $V$ over an observation time $T$, and gives a reading $B_{\text{obs}} = B_{\text{true}} + \delta B$, where $B_{\text{true}}$ is the true value of the field and $\delta B$ is the measurement error a zero-mean random variable if the sensor is properly calibrated. The mean apparent magnetostatic energy in the sensor volume is $E_{\text{obs}} = \langle B_{\text{obs}}^2 \rangle V/(2\mu_0) = B_{\text{true}}^2 V/(2\mu_0) + \langle \delta B^2 \rangle V/(2\mu_0)$, where the second term expresses the sensor’s so-called ‘energy resolution,’ which more properly can be identified as the bias of the apparent energy.

Allowing for averaging of independent measurements of duration $T$, $\langle \delta B^2 \rangle T$ is a figure of merit (smaller is better) that gauges the remaining error after unit total acquisition time. Allowing also for averaging over
spatial region, $\langle \delta B^2 \rangle VT$ is the relevant figure of merit. It is traditional to express this via the ‘energy resolution per bandwidth’

$$E_R \equiv \frac{\langle \delta B^2 \rangle VT}{2\mu_0} = \frac{S_\delta(0)V}{2\mu_0} \tag{1}$$

where $S_\delta(0)$ is the low-frequency limit of the power spectral density of variable $x$. We seek a limit of the form $E_R \geq S$, where $S$ is a constant with units of action. As a purely empirical observation, several technologies to sense low-frequency magnetic fields approach $E_R = \hbar$, while to date none surpasses it [20]. Such a limit makes no reference to available resources, and the scale factors are the fundamental constants $\mu_0$ and $\hbar$. This describes a quantum limit resembling in some ways the relation $\Delta E_\delta \Delta B_x \geq 2\pi \hbar cV^{-4/3}$ derived by W Heisenberg ([21], pp 48–54) where $c$ is the speed of light and $\Delta E_\delta$ and $\Delta B_x$ are uncertainties of orthogonal components of the electric and magnetic field, respectively. Whereas Heisenberg’s result bounds the joint uncertainty of a pair of observables and allows $\Delta B = 0$ if the electric field $E$ is completely uncertain, our results bound the magnetic field uncertainty while making no reference to the electric field.

We can obtain a first implementation-independent limit from a well-known analysis of dc superconducting quantum interference devices (dc SQUIDs) by Tesche and Clarke (TC) [22]. Considering a lumped-circuit model for dc SQUID magnetometers with resistively-shunted Josephson junctions, TC computed the sensitivity, i.e. power spectral density of the equivalent noise, for an optimized device. At zero temperature, the sensitivity is limited by zero-point current fluctuations in the shunt resistances, to give $S_\Phi(0)/(2L) \geq \hbar$ where $\Phi$ is the flux through the SQUID loop, and $L$ is the loop inductance [23, 24]. With careful construction, small dc SQUID devices have reported $S_\Phi(0)/(2L)$ as low as $2\hbar$ [25–27].

The implementation-dependent factor $L$ can be eliminated by noting that a wire loop has $\Phi = BA$ and $L = \sqrt{\alpha L_\mu}/\alpha$, where $A$ is the loop area and $\alpha$ is a wire-geometry factor of order unity. This gives a limit that concerns only field geometry and time: when measuring the field on a patch of area $A$ in a time $T$ with a dc-SQUID, the limiting sensitivity is equivalent to minimum energy per bandwidth of $\langle \delta B^2 \rangle A^{3/2}/(2\mu_0) \geq \alpha \hbar$.

In what follows we illustrate and derive an analogous limit for a second important field sensing technology, the spin-precession sensor. As the name suggests, such devices detect magnetic fields by the precession induced in an ensemble of spins. Notable examples include alkali vapors [28, 29], nitrogen-vacancy centers in diamond [30, 31], and spinor Bose–Einstein condensates [32, 33]. One might expect such sensors to be described by the ‘quantum metrology’ analysis of linear interferometry [5], which gives rise to the SQL and HL given above. If this were the case, there could be no energy resolution limit, because the spin number density $\rho = N/V$ could be taken to infinity, such that $1/N$ and thus $\langle \delta B^2 \rangle$ approach zero for fixed $V$, leaving vanishing $E_R$. At high densities interactions cannot be neglected, however, and the linear interferometry results are not directly applicable [34].

Prior works on quantum sensing with interacting particles have considered scaling [35, 36] and optimization [34, 37] scenarios. Here we show how the mutual magnetic interaction of spins in a sensing ensemble can produce a self-similar spin dynamics resulting in implementation-independent energy resolution. Numerically, we find also $S = \alpha \hbar$, in agreement with the TC analysis. Prior modeling of high-density NV-center ensembles [38] and high-density alkali vapors [39, 40] have noted invariance of sensitivity with respect to spin density.

We consider a generic prepare-evolve-project sensing protocol, in which an ensemble of $N$ spins $\{s_i\}$, each with spin quantum number $s$, is initialized in a product state $|\Psi_0\rangle = |\psi_0\rangle^\otimes N$, allowed to evolve under a Hamiltonian $H$ containing as parameters the unknown positions of the spins $\{x_i\}$ and a field component $\mathcal{B}$ to be estimated, e.g. the dc or rf field amplitude. The spins are detected at time $T$ by projection of the total spin $S \equiv \sum_i s_i$ onto a direction $n$.

This model describes an idealized spin-precession sensor, without real-world complications such as the four possible spatial orientations of NV centers in a diamond lattice. We focus on magnetic dipole–dipole interactions among the sensing spins as a source of spin depolarization. In contrast to the much studied effects of a nuclear spin bath [41], dipolar coupling among the sensing spins is intrinsic to the sensor rather than a feature of the environment [42], and will dominate at high densities [43]. We also note that some proposed spin-precession sensors employ other many-body effects including ferromagnetism [44] and quantum degeneracy [33] that are not included here.

Taking $V$ as constant, $T \langle \delta B^2 \rangle$ determines the energy resolution. For large $N$, $S \cdot n$ is nearly Gaussian, and optimal estimation [45] of $\mathcal{B}$ can be understood using propagation of error: if $\Gamma_z$ is the covariance matrix of
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1 Any accurate discussion of the magnetostatics of wire loops leads into difficult geometrical problems that do not much concern us here. For this to be an implementation-independent limit, it suffices that $A/L^2$, and thus $\alpha$, is bounded from below.
depends on volume $d$ 

Here the expectation is defined as

$\langle A \rangle = \int \langle \Psi_0 | U(t) A U(t) | \Psi_0 \rangle P_{\rho}(\{x_i\}) \, d\{x_i\},$ (3)

and includes classical averaging over configurations $\{x_i\}$ with probability density $P_{\rho}(\{x\})$, parametrized by $\rho$. For example, $\{x_i\}$ could be distributed as a Poisson point process (PPP), in which an infinitesimal volume $dV$ contains a spin with probability $p dV$. $U$ is the solution to the Schrödinger equation and thus depends on $\{x_i\}$ and $B$. Due to coherent signal accumulation at short times and decoherence at long times, the minimum in equation (2) occurs at a finite time $T = T_{opt}$. Examples (explained in detail below) are shown in figure 1.

Considering a uniform magnetic field $B$ with a constant component $B_{dc}$ along the $z$-axis, and including the MDDI interaction (indicated with the subscript $dd$), the Hamiltonian is [(46), p 103]

$H = H_L + H_{dd}$ (4)

$H_L \equiv -\hbar \sum_i s_i \cdot B$ (5)

$H_{dd} \equiv \sum_{i, j} \frac{\gamma^2 \hbar^2}{4 \pi r_0^3} \left[ s_i \cdot s_j - 3 (s_i \cdot R_{ij}) (s_j \cdot R_{ij}) \right]$ (6)

where $\gamma$ is the gyromagnetic ratio, $R_{ij} = r_{ij} / r_{ij}$, $r_{ij} \equiv x_i - x_j$, and $r_{ij} \equiv |r_{ij}|$. $T_{dd} \equiv \gamma^2/\hbar^2\rho/(4\pi)$ is the strength of the dipole–dipole coupling expressed as an angular frequency.

We now explore the general features of this problem through numerical simulation. Due to the rapid fall-off of $H_{dd}^{(i)}$ with $r_{ij}$ and the fact that $H_{dd}^{(i)}$ vanishes when averaged over a sphere of constant $r_{ij}$, the dynamics of any given spin $s_i$ will be determined mostly by its nearest neighbors and by $B$. This motivates the following approximation: we consider the full system of $N$ spins as an ensemble of $Q = N/M$ clusters of $M$ spins each, with each cluster evolving independently under $H$. The collective spin is then $S = \sum_{q=1}^{Q} S_q^{(q)}$, where $S_q^{(q)} = \sum_{i \in q} s_i$ is the total spin of cluster $\epsilon_i^{(q)}$. Within each cluster, positions $\{x_i^{(q)}\}$ are assigned by finding the $M - 1$ closest, PPP-distributed points to $x_1^{(q)}$, which is taken as the origin. For a product-state initial condition, the $S_q^{(q)}$ are independent, so that $[\Gamma_S = \sum_{q} [\Gamma_q^{(q)}]$. We compute $U(T)$ using equation (4) and matrix exponentiation for $Q \sim 10^4$ clusters, to find $[\Gamma_q^{(q)}(T), \langle S_q^{(q)}(T) \rangle$, and its derivatives.

We first consider the case of dc magnetometry, in which $B(t) = (0, 0, B_{dc})$, the initial state is $|\phi_0\rangle = |+x\rangle$, and $B = B_{dc}$. Representative results are shown in figure 1. The mean amplitude of oscillation

Figure 1. Time evolution of spin statistics and sensitivity for fixed-spin dc magnetometry for a variety of magnetic moments and field strengths, showing the general behaviour of seemingly exponential loss of coherence through mutual interaction of the spins in the ensemble, and sensitivity nearly independent of implementation specifics. Following an initial tip into the plane orthogonal to the magnetic field, an ensemble spin-1/2 particles, with fixed random positions, is allowed to freely evolve. Red and blue graphics show, on the left scale, the per-spin polarization $S_q^{(q)}/M$ and $S_q^{(q)}/M$, respectively, with curves showing mean value and shaded regions showing mean plus/minus one rms deviation, i.e. square root of the corresponding diagonal elements of the spin covariance matrix $\Gamma_S$. Green curve shows, on the right scale, $E_2/h$ with a minimum of $\approx 0.7$ at $T = T_{opt} \approx 0.5 T_{dd}$. Computed using an ensemble of $Q = 4 \times 10^4$ clusters of $M = 2$ PPP-distributed spins. From left to right: $(T_{dd},\omega_1/2\pi) = (2, 3), (1, 3)$ and $(1, 6).$
shows a steady and seemingly exponential decline, while the elements of the covariance matrix saturate, with the result that the imprecision reaches a minimum at which $\langle \delta B_{xy}^2 \rangle VT / (2\mu_0 h) \approx 0.7$ at a finite time $T_{\text{opt}} \approx 0.5$. As shown in figure 2, the limiting sensitivity improves with increasing $M$, but saturates at about $M = 6$. Similarly, $s$ larger than $1/2$ provides an advantage that appears to saturate about $s = 1$.

Simulations (not shown) with other conditions, including different spin quantum number, gyromagnetic ratio, field strength and density, find very similar limiting sensitivities, strongly suggesting an implementation-independent limit for fixed spin-precession sensors.

To understand this limit, we return to analytical methods. We shift to a coordinate system rotating about the field at the Larmor frequency, in effect working in the interaction picture \[47\] with $\tilde{\mathbf{H}} = \mathbf{H}_L(t)$ and $\mathbf{U}_L(t) \equiv e^{i\mathbf{H}_L(t)/\hbar}$, which is the inverse of time evolution under $\mathbf{H}_L$ alone. $\mathbf{U}_L(t)$ produces Larmor precession $\tilde{\mathbf{s}}(t) = \mathbf{R}_L(\omega_L t) \mathbf{s}(t)$, where the matrix $\mathbf{R}_L(\theta)$ describes rotation about axis $\mathbf{z}$ by angle $\theta$. With this transformation, time evolution is governed by the rotating-frame Hamiltonian

$$
\tilde{\mathbf{H}} = \mathbf{U}_L(t) \mathbf{H}_L(t) + iU_L(t) \mathbf{U}_L^\dagger(t) \\
= \mathbf{U}_L(t) \mathbf{H}_L(t) - \mathbf{H}_L \\
= \hbar \sum_{\langle i \neq j \rangle} \frac{\mathbf{Y}_{ij}}{s^2 r_{ij}^3} \left[ \mathbf{s}_i \cdot \mathbf{s}_j - 3 \left( \mathbf{s}_i \cdot \mathbf{R}_{ij} \right) \left( \mathbf{s}_j \cdot \mathbf{R}_{ij} \right) \right],
$$

In the rotating frame, the spins evolve only under their mutual coupling, which consists of two terms: the spin exchange term $s_i \cdot s_j$ has no explicit time dependence and conserves total angular momentum, whereas the term $\left( \mathbf{s}_i \cdot \mathbf{R}_{ij} \right) \left( \mathbf{s}_j \cdot \mathbf{R}_{ij} \right)$ allows angular momentum to escape ‘to the lattice’ and has coefficients that oscillate at the Larmor frequency. We note that the sensitivity limit given in equation (2) is unaffected by the frame shift, due to optimization over the read-out direction $n$.

The periodicity of the rotating-frame Hamiltonian motivates a Kapitza approach in which we divide the dynamics of $\{\mathbf{s}_i\}$ into a slowly-varying ‘secular’ part and a ‘micro-motion’ part oscillating at $\omega_L$. The micromotion is smaller than the secular part by a factor $\sim T_{\text{opt}}/\omega_L$, and for sufficient $\omega_L$ becomes negligible (see appendix B). The secular motion is governed by the Larmor-cycle-averaged Hamiltonian

$$
\mathbf{H}(t) \equiv \frac{1}{T_L} \int_{t}^{t+T_L} dt' \tilde{\mathbf{H}}(t') \\
= \hbar \sum_{\langle i \neq j \rangle} \frac{s^2 r_{ij}^3}{2} \left( 3 \mathbf{s}_i \cdot \mathbf{s}_j - 3 \mathbf{s}_i \cdot \mathbf{s}_j \right),
$$

where the subscript $z$ indicates the component along $\mathbf{z}$, i.e., along the dc field. The $x$ and $y$ components are lost in the cycle average. We note that $\omega_L$ no longer appears.

We can now understand the effect of density in the secular regime, using a strategy from renormalization group (RG) theory. We imagine dividing the sensor volume into $\lambda$ equal sub-volumes, while also increasing the density by a factor $\lambda$. We indicate post-transformation quantities with primes, e.g. $\rho' = \lambda \rho$. If $P_{\rho'}$ is self-similar, in the sense that the statistical distribution of $\{\lambda^{1/3} (\mathbf{x}_i - \mathbf{x}_j)\}$ within a
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**Figure 2.** Convergence of numerical results with increasing number of spins $M$ and spin quantum number $s$. Vertical axis shows time-optimal energy resolution, found as the minimum of $\langle \delta B_{xy}^2 \rangle VT / (2\mu_0 h)$ versus $T$ as shown in figure 1. Red, yellow, orange, green, blue and violet show $s = 1/2, 1, 3/2, \ldots, 3$, respectively. Computed with $Q = 4 \times 10^4$. 

The periodicity of the rotating-frame Hamiltonian motivates a Kapitza approach in which we divide the dynamics of $\{\mathbf{s}_i\}$ into a slowly-varying ‘secular’ part and a ‘micro-motion’ part oscillating at $\omega_L$. The micromotion is smaller than the secular part by a factor $\sim T_{\text{opt}}/\omega_L$, and for sufficient $\omega_L$ becomes negligible (see appendix B). The secular motion is governed by the Larmor-cycle-averaged Hamiltonian

$$
\mathbf{H}(t) \equiv \frac{1}{T_L} \int_{t}^{t+T_L} dt' \tilde{\mathbf{H}}(t') \\
= \hbar \sum_{\langle i \neq j \rangle} \frac{s^2 r_{ij}^3}{2} \left( 3 \mathbf{s}_i \cdot \mathbf{s}_j - 3 \mathbf{s}_i \cdot \mathbf{s}_j \right),
$$

where the subscript $z$ indicates the component along $\mathbf{z}$, i.e., along the dc field. The $x$ and $y$ components are lost in the cycle average. We note that $\omega_L$ no longer appears.

We can now understand the effect of density in the secular regime, using a strategy from renormalization group (RG) theory. We imagine dividing the sensor volume into $\lambda$ equal sub-volumes, while also increasing the density by a factor $\lambda$. We indicate post-transformation quantities with primes, e.g. $\rho' = \lambda \rho$. If $P_{\rho'}$ is self-similar, in the sense that the statistical distribution of $\{\lambda^{1/3} (\mathbf{x}_i - \mathbf{x}_j)\}$ within a
sub-volume the same as that of \( \{ x_i - x_j \} \) in the full volume, and again assuming edge effects are negligible, the sub-volumes now represent \( \lambda \) independent, reduced-scale realizations of the original sensor. A PPP for example has such self-similarity.

For a given configuration \( \{ x_i' \} = \{ \lambda^{-1/3} x_i \} \), the Hamiltonian is \( H' = \lambda H_i \), implying a speed-up of the rotating-frame dynamics by a factor \( \lambda \). When averaged over \( \{ x_i \} \), this produces faster evolution of spin means \( \langle \tilde{S}(t) \rangle = \langle \tilde{s}(\lambda t) \rangle \) and correlators \( \langle \tilde{S}(t)\tilde{S}(t') \rangle = \langle \tilde{s}(\lambda t)\tilde{s}(\lambda t') \rangle \). Considering then the collective spin \( \tilde{S} \), which sums the \( \lambda \) sub-volumes, we find \( \langle \tilde{S}(t) \rangle = \lambda \langle S(\lambda t) \rangle \) and \( \langle \tilde{S}(t)\tilde{S}(t') \rangle = \lambda^2 \langle S(\lambda t)S(\lambda t') \rangle \). Inserting into equation (2), we find \( T_{\text{opt}}' = \lambda^{-1} T_{\text{opt}} \) and thus the same limiting sensitivity, independent of \( \lambda \) and thus of \( \rho \).

The specific value of \( \gamma \) is similarly irrelevant: a change to \( \gamma = \lambda \gamma \), through dynamics and quantum noise scaling, gives \( \langle \tilde{S}(t) \rangle = \lambda \langle S(\lambda t) \rangle \) and \( \langle \tilde{S}(t)\tilde{S}(t') \rangle = \lambda^2 \langle S(\lambda t)S(\lambda t') \rangle \). Inserting into equation (2), we find \( T_{\text{opt}}' = \lambda^{-1} T_{\text{opt}} \) and again the same limiting sensitivity. We see now that, within the secular regime \( \omega_L \gg \Upsilon_{\text{dd}} \), the only factors that can influence \( E_R \) are \( s \) and fundamental constants. This analytic result confirms the existence of an implementation-independent limit suggested by the numerical calculations.

Returning to numerical methods, we can show that the secular regime limit is in fact the global optimum. Again we use the cluster simulation. We study a range of \( \omega_L/\Upsilon_{\text{dd}} \), see figure 3, and find that outside of the secular regime \( T_{\text{opt}}' \langle \delta B_{R}^{2} \rangle \) is about a factor of two larger than in the secular regime.

Using \( H \) we can also consider RF magnetometry [19], which requires only minor modification to the above discussion. Now \( B(t) = (B_{Rg}\cos \omega t, B_{Rg}\sin \omega t, B_{dc}) \), the initial state is \( |\phi_0\rangle = |+z\rangle \), and the unknown is \( \langle S(t) \rangle = B_{Rg} \). As before, we take \( \{ x_i \} \) to be PPP-distributed. In the rotating frame, the RF field appears fixed, and contributes a term \( -\gamma h B_{Rg} \sum \tilde{s}_i \cdot \tilde{x} \) to both equations (7) and (8). For \( |B_{Rg}| \ll \Upsilon_{\text{dd}} \), i.e. for weak-field detection, the contribution of this term to the dynamics is small, and the scale-invariance arguments proceed as above. Here also, this shows analytically that there is an implementation-independent limit on the sensitivity. Using equation (8) we numerically evaluate \( \Gamma_3 \) and \( \partial B_{Rg} / \partial \tilde{S} \cdot \tilde{n} \) by the cluster expansion as above. Results, shown in figure 4, indicate a lower-bound of \( E_R/h \approx 1/4 \).

Thus far, the discussion has concerned only spins with fixed positions. For mobile spins, we consider a set of trajectories \( \{ x_i(t) \} \), and the RG argument proceeds as above if the trajectories’ distribution is self-similar in the sense that \( \{ \lambda^{1/3}[x_i'(t) - x'_j(t)] \} \) has the same distribution as \( \{ x_i(\lambda t) - x_j(\lambda t) \} \). This describes sub-diffusive \( \langle \Delta x \rangle^3 \propto \Delta t \) transport, as opposed to diffusive \( \langle \Delta x \rangle^2 \propto \Delta t \) or ballistic \( \Delta x \propto \Delta t \) transport. As such, we cannot directly use the RG argument to establish an implementation-independent limit for vapor- or gas-phase spin-precession sensors. Nonetheless, we recover scale-invariance in two scenarios.

First, precisely because the decoherence rate \( \Upsilon_{\text{dd}} \propto \rho \) grows faster with density than does the \( t \propto \rho^{2/3} \) (diffusive) or \( t \propto \rho^{1/3} \) (ballistic) transport time across the inter-particle spacing, for sufficiently large densities (or sufficiently slow transport) the spins will appear effectively immobile and can be treated as fixed, so that the conclusions given above for fixed spins apply. Second, in the opposite extreme of highly-mobile, weakly-coupled spins, we can expect short-range collisional processes to cause spin depolarization faster than do long-range spin–spin interactions. Such collisions produce a decoherence rate \( \Gamma \propto \rho \) in both diffusive and ballistic regimes [48]. As a consequence, \( E_R \) becomes independent of density \( \rho \). The collisional processes that produce decoherence do not, however, appear to scale with \( \gamma \) as would be required for a species-independent sensitivity limit [49]. For this regime, we thus expect a
density-independent limit for any given sensing species, but we do not expect these limits to be the same for different species.

Conclusions

We have identified a new kind of quantum sensing limit, one that applies to dimensioned physical quantities such as length or field strength, but which makes reference neither to available quantum resources such as particle number, nor to implementation-dependent scale factors such as the sensing particles’ wavelength or transition frequency. For spin-precession sensors, the limit is a consequence of scale-invariance in the self-decoherence dynamics of spin-ensembles. For sensors employing fixed, randomly-placed spins, the limiting ‘energy resolution per bandwidth’ is near the reduced Planck constant, a result that coincides with the limit for dc-SQUID sensors.

Why such a limit would fall so close to the quantum of action is an intriguing open question. Regarding this, we make the following observations: previous quantum sensing limits for open quantum systems [50–52] have considered non-interacting spins that experience decoherence due to independent coupling to a reservoir. These models arrive to limits of the form $\langle \delta X^2 \rangle \propto 1/N$, where $X$ is a quantity to be sensed. The limit here is both more restrictive, in the sense that it does not allow arbitrarily good sensing in the $N \to \infty$ limit, and of a qualitatively different origin. Here the decoherence occurs not because the spins each interact with a reservoir, but rather because the sensing spins interact with each other. More precisely, the dipole–dipole coupling allows disorder in the centre-of-mass degrees of freedom to enter the spin degrees of freedom. As the new limit intrinsically involves an interacting many-body system, one might hope for insights from the theory of open quantum many-body systems. To our knowledge the problem has not be discussed in that context. We leave for future work the interesting question of whether the limit can be ‘beaten’ by dynamical decoupling of interacting spins [43, 53, 54], or by using spin ensembles with reduced centre-of-mass entropy, e.g. spinor Bose–Einstein condensates [33] or microscopically-ordered spin systems.

Acknowledgments

We thank J Kitching, M Lukin, H Zhou, I Chuang, S Palacios and R J Sewell for helpful discussions. This project was supported by the European Research Council (ERC) projects AQUMET (280169) and ERIDIAN (713682); European Union projects QUIC (Grant Agreement No. 641122) and FET Innovation Launchpad UVALITH (800901); the Spanish MINECO projects OCARINA (Grant Reference. PGC2018-097056-B-I00) and Q-CLOCKS (PCI2018-092973), the Severo Ochoa program (SEV-2015-0522); Agència de Gestió d’Ajuts Universitaris i de Recerca (AGAUR) project (2017-SGR-1354); Fundació Privada Cellex and Generalitat de Catalunya (CERCA program, RIS3CAT project QuantumCAT); Quantum Technology
Flagship projects MACQSIMAL (820393) and Q-range (820405); Marie Skłodowska-Curie ITN ZULF-NMR (766402); 17FUN03-USOQS, which has received funding from the EMPIR program co-financed by the Participating States and from the European Union’s Horizon 2020 research and innovation program.

**Appendix A. Optimal readout**

To efficiently evaluate equation (2), it is convenient to note that by parametrizing \( n = (\cos \theta, \sin \theta, 0) \), the variance of the estimate of \( B \) can be written

\[
\langle \delta B^2 \rangle = \min_{\alpha} \frac{n \Gamma \langle n^T \rangle}{|\partial_B (S \cdot n)|^2} = \min_{\alpha} \frac{(\cos \theta, \sin \theta, 0, 0, 0, 0)}{|\partial_B (S_x) \cos \theta + \langle S_y \rangle \sin \theta|^2} = \frac{|\Gamma|_2}{Z} (A.1)
\]

where

\[
Z \equiv (\partial_B (S_x))^2 \text{var} S_y - 2 \text{cov}(S_x, S_y) (\partial_B (S_x)) (\partial_B (S_y)) + (\partial_B (S_y))^2 \text{var} S_x (A.2)
\]

and \( | \cdot |_2 \) indicates the determinant of the upper left \( 2 \times 2 \) sub-matrix.

**Appendix B. Kapitza-theory dynamics**

To understand the conditions under which spin-interaction dynamics will simplify due to Larmor precession, we adapt the classical Kapitza method [55, 56] to the spin problem at hand. We begin by writing the equations of motion for the spins, in the frame rotating at \( \omega_L \) and thus governed by Hamiltonian of equation (6). We have

\[
\frac{d}{dt} \vec{s}(i) = \sum_{k \neq i} \frac{\gamma^2 h \mu_0}{4 \pi r_{ik}^3} \left[ 3(\vec{s}(i) \times \vec{R}(i)) (\vec{R}(k) \cdot \vec{s}(k)) + (\vec{s}(i) \times \vec{s}(k)) \right] (B.1)
\]

where \( \vec{r} \equiv R_x (\omega_L t) \vec{r} \) is the rotated vector joining the spins. The precession period is \( T \equiv 2 \pi / \omega_L \).

Collecting all spin components into a single vector \( \vec{z} = \bigoplus_i \vec{s}(i) \), we note that equation (B.1) has the form

\[
\frac{d}{dt} z_i = \mathcal{R}_{ik}(t) z_k (B.2)
\]

where the tensor of coefficients \( \mathcal{R} \) is periodic: \( \mathcal{R}(t + T) = \mathcal{R}(t) \). It is convenient to identify a time \( t_0 \) as the start of a cycle, and divide \( \mathcal{R}(t) \) as \( \mathcal{R}(t) = \mathcal{R} + \mathcal{R}(t) \) where the time-averaged part is

\[
\mathcal{R} \equiv T^{-1} \int_{t_0}^{t_0 + T} \mathcal{R}(t) \, dt. (B.4)
\]

We write \( \vec{z} = \vec{p} + \vec{q} \), where \( \vec{p} \) is the slowly-varying ‘secular motion’ and \( \vec{q} \) is the small and rapidly-varying ‘micro-motion’, defined as the solution of

\[
\frac{d}{dt} q_l = \mathcal{R}_{ik}(t) \tag{B.3}
\]

with zero cycle-average: \( \int_{t_0}^{t_0 + T} q(t) \, dt = 0 \). We can write the formal solution

\[
q_l(t) = \int_{t_0}^{t_0 + T} \mathcal{R}_{ik}(t') \, dt' \, p_j(t_0) \rho_j(t_0). \tag{B.4}
\]

We note that \( q \sim T \), and thus \( q \) becomes small for large \( \omega_L \).

Using the smallness of \( q \) we expand the rhs of equation (B.2), as applies to the time period \( t \in [t_0, t_0 + T] \) to find

\[
\frac{d}{dt} z_i = \mathcal{R}_{ik}(t) z_j(t_0) z_k(t_0) + q_l(t) \left[ \partial_j \mathcal{R}_{ik}(t) z_j z_k \right]_{z=p(t_0)} + O(q)^2. \tag{B.5}
\]

We drop the doubly-small \( O(q)^2 \) term and integrate over one cycle to find the cycle-averaged rate of change.
\[ \frac{dp_i}{dt} \approx \frac{\Delta p_i}{t} = \mathcal{R}_{ik}(t)p_i(t_0)p_k(t_0) + \frac{1}{T} \int_{t_0}^{t_0+T} dt' \mathcal{R}_{ik}(t')p_i(t_0)p_k(t_0) \left[ \partial_t \mathcal{R}_{ik}(t) \right]_{z=p(t_0)}, \quad (B.6) \]

which now refers only to \( p \). The second term describes the effect of micromotion on the secular dynamics.

We note that the first term in equation (B.6) scales as \( \Upsilon_{dd} \), and contains both the \( \tilde{g}^{(i)} \times \tilde{g}^{(i)} \) factor that produces spin-exchange and \( (\tilde{g}^{(i)} \times \tilde{R}^{(ik)})(\tilde{g}^{(i)} \times \tilde{R}^{(ik)}) \) obtained by cycle-averaging \( (\tilde{g}^{(i)} \times \tilde{R}^{(ik)})(\tilde{g}^{(i)} \times \tilde{R}^{(ik)}) \).

This latter factor is responsible for loss of angular momentum to the center of mass degrees of freedom. The second term in equation (B.6) scales as \( \Upsilon_{dd}/\omega_L \), i.e., smaller than the first by a factor \( \Upsilon_{dd}/\omega_L \). It is this smallness that justifies using the cycle-averaged Hamiltonian of equation (8) for large \( \omega_L \).

**References**

[1] Holevo A S 1982 Probabilistic and Statistical Aspect of Quantum Theory (Amsterdam: North-Holland)

[2] Braunstein S L and Caves C M 1994 Phys. Rev. Lett. 72 3439–43

[3] Sørensen A S and Mølmer K 2001 Phys. Rev. Lett. 86 4431–4

[4] Lee H, Kok P and Dowling J P 2002 J. Mod. Opt. 49 2325–38

[5] Giovannetti V, Lloyd S and Maccone L 2006 Phys. Rev. Lett. 96 010401

[6] Tura J, Augusiak R, Sainz A B, Vîrtési T, Lewenstein M and Acín A 2014 Science 344 1256–8

[7] Schmied R, Banchi L D, Allard B, Fadel M, Scarani V, Treutlein P and Sanguinetti N 2016 Science 352 441–4

[8] The LIGO Scientific Collaboration 2011 Nat. Phys. 7 96–5

[9] Aasi J et al 2013 Nat. Photon. 7 613–9

[10] The LIGO Scientific Collaboration et al 2015 Class. Quantum Grav. 32 074001

[11] Apple J, Windpassinger P J, Oblak D, Hoff U B, Kjaergaard N and Polzik E S 2009 Proc. Natl Acad. Sci. 106 10960–5

[12] Leroux I D, Schleier-Smith M H and Vuglic V 2010 Phys. Rev. Lett. 104 073602

[13] Louchet-Chauvet A, Appel J, Renema J J, Oblak D, Hoff U B, Kjaergaard N and Polzik E S 2010 New J. Phys. 12 065032

[14] Chen Z, Bohnet J G, San Kar S R, Dai J and Thompson J K 2011 Phys. Rev. Lett. 106 133601

[15] Hosten O, Engelen N J, Krishnakumar R and Kasevich M 2016 Nature 529 505–8

[16] Wolfgramm F, Ceré A, Beduini F A, Predojevic A, Koschorreck M and Mitchell M W 2010 Phys. Rev. Lett. 105 035360

[17] Sewell R J, Koschorreck M, Napolitano M, Dubost B, Behbood N and Mitchell M W 2012 Phys. Rev. Lett. 109 253605

[18] Wasilewski W, Jensen K, Krauter H, Renema J J, Balabas M V and Polzik E S 2010 Phys. Rev. Lett. 104 133601

[19] Martin Ciurana F, Colangelo G, Sudička L, Sewell R J and Mitchell M W 2017 Phys. Rev. Lett. 119 043603

[20] Mitchell M W and Palacios Alvarez S 2019 Colloquium: Quantum limits to the energy resolution of magnetic field sensors

[21] Mitchell W and Silva-Vallejo A 2018 New J. Phys. 20 053041

[22] Heisenberg W 2013 The Physical Principles of the Quantum Theory (New York, NY: Dover)

[23] Tesche C D and Clarke J 1977 J. Low Temp. Phys. 29 301–31

[24] Koch R H, Van Harlingen D J and Clarke J 1981 Appl. Phys. Lett. 38 380–2

[25] Roberts D 2006 Sensors Actuators A 129 86–93

[26] Autschal D D, Rozen J R, Ketchen M B, Gallagher W J, Kineassaw A W, Sandstrom R L and Bumble B 1988 Appl. Phys. Lett. 53 2108–10

[27] Nakamura K, Yoshida T and Van Harlingen D J 1988 Appl. Phys. Lett. 52 1182–4

[28] Mück M, Kycia J B and Clarke J 2001 Appl. Phys. Lett. 78 967–9

[29] Dang H B, Malof A C and Romalis M V 2010 Appl. Phys. Lett. 97 151110

[30] Griffith W C, Knappe S and Kittich J 2010 Opt. Express 18 27167–72

[31] Wolf T, Neumann P, Nakamura K, Sumiya H, Ohshima T, Isoya J and Wrachtrup J 2015 Phys. Rev. X 5 041001

[32] Lovchinsky L et al 2016 Science 351 836

[33] Vengalattore M, Higbie J M, Leslie L R, Guzman J, Sadler L E and Stamper-Kurn D M 2007 Phys. Rev. Lett. 98 200801

[34] Palacios S, Coop S, Gomez P, Vanderbruggen T, de Escobar Y N M, Jaspere M and Mitchell M W 2018 New J. Phys. 20 053008

[35] Mitchell M W 2017 Quantum Sci. Technol. 2 044005

[36] Boixo S, Flammia S T, Caves C M and Geremia J M 2007 Phys. Rev. Lett. 98 090401

[37] Napolitano M, Koschorreck M, Dubost B, Behbood N and Mitchell M W 2011 Nature 471 486–9

[38] Lucierno V G, Dímic A, Kong J, Jiménez-Martínez R and Mitchell M W 2017 Phys. Rev. A 95 041803

[39] Taylor J M, Cappellaro P, Childress L, Jiang L, Budker D, Hammer P R, Yacoby A, Walsworth R and Lukin M D 2008 Nat. Phys. 4 810

[40] Kominis I, Kornack T, Alldred J and Romalis M 2003 Nature 422 596–9

[41] Jiménez-Martínez R and Knappe S 2017 Microfabricated Optically-Pumped Magnetometers (Cham: Springer) pp 523–51

[42] Yang W, Ma W L and Liu R B 2016 Rep. Prog. Phys. 80 016001

[43] Balasubramanian G et al 2009 Nat. Mater. 8 383

[44] Zhou H et al 2019 arXiv:1907.10866

[45] Jackson Kimbill D F, Sushkov A O and Budker D 2016 Phys. Rev. Lett. 116 190801

[46] Helstrom C W 1976 Quantum Detection and Estimation Theory (New York, NY: Academic)

[47] Abragam A 1961 The Principles of Nuclear Magnetism (Oxford: Oxford University Press)

[48] Auletta G, Fortunato M and Parisi G 2009 Quantum Mechanics EBL-Schweitzer (Cambridge: Cambridge University Press)

[49] Happer W, Jau Y Y and Walker T 2010 Optically Pumped Atoms (New York, NY: Wiley)

[50] Alldred J C, Lyman R N, Kornack T W and Romalis M V 2002 Phys. Rev. Lett. 89 130801

[51] Huelga S F, Macchiavello C, Pellizzari T, Ekert A K, Plenio M B and Cirac J I 1997 Phys. Rev. Lett. 79 3865–8
[51] Escher B M, de Matos Filho R L and Davidovich L 2011 Nat. Phys. 7 406–11
[52] Demkowicz-Dobrzanski R, Kolodynski J and Guta M 2012 Nat. Commun. 3 1063
[53] Pham L M, Bar-Gill N, Belthangady C, Le Sage D, Cappellaro P, Lukin M D, Yacoby A and Walsworth R L 2012 Phys. Rev. B 86 045214
[54] Choi J, Zhou H, Knowles H S, Landig R, Choi S and Lukin M D 2019 arXiv:1907.03771
[55] Kapitza P L 1965 Collected Papers of P L Kapitza vol 2 (New York, NY: Elsevier)
[56] Bandyopadhyay M and Dattagupta S 2008 Pramana 70 381–98