VR Setup to Assess Peripersonal Space Audio-Tactile 3D Boundaries
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Many distinct spaces surround our bodies. Most schematically, the key division is between peripersonal space (PPS), the close space surrounding our body, and an extrapersonal space, which is the space out of one’s reach. The PPS is considered as an action space, which allows us to interact with our environment by touching and grasping. In the current scientific literature, PPS’ visual representations are appearing as mere bubbles of even dimensions wrapped around the body. Although more recent investigations of PPS’ upper body (trunk, head, and hands) and lower body (legs and foot) have provided new representations, no investigation has been made yet concerning the estimation of PPS’s overall representation in 3D. Previous findings have demonstrated how the relationship between tactile processing and the location of sound sources in space is modified along a spatial continuum. These findings suggest that similar methods can be used to localize the boundaries of the subjective individual representation of PPS. Hence, we designed a behavioral paradigm in virtual reality based on audio-tactile interactions, which has enabled us to infer a detailed individual 3D audio-tactile representation of PPS. Considering that inadequate body-related multisensory integration processes can produce incoherent spatio–temporal perception, the development of a virtual reality setup and a method to estimate the representation of the subjective PPS volumetric boundaries will be a valuable addition for the comprehension of the mismatches occurring between body physical boundaries and body schema representations in 3D.
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INTRODUCTION

In the last two decades, we have witnessed a rising interest in neuroscience regarding cross-modal and multisensory body representations (Maravita et al., 2003; Holmes et al., 2004) and their influences on the mental division of external spaces and 3D spatial interactions (Grüsser, 1983; Previc, 1990; Previc, 1998; Cutting and Vishton, 1995; Maravita et al., 2004; De Vignemont and Iannetti, 2015; Postma et al., 2016). Many definitions evoking body spatial representations exist and as a result, much confusion arises between the concept of body schemas (Head and Holmes, 1911; Bonnier, 2009) and body image representations (Gallagher, 1986).

Originally, peripersonal space (PPS) is based dominantly on visual–tactile neurons, first observed in electrophysiological studies in monkeys Macaca fascicularis (Rizzolatti 1981; Graziano and Gross, 1993). In our study, we chose to focus on body schemas egocentric representations as insofar it represent how the body dictates the movement it performs (De Vignemont, 2010; De Vignemont, 2018) and is an unconscious experience of spatiality which relies on multisensory integration...
mechanism closely involved in the dynamic representations of PPS spatial encoding (Spence et al., 2008; Brozzoli et al., 2012), which interest us. PPS, the close space surrounding the body (Brain, 1941; Previc, 1988; Rizzolatti et al., 1997; Noel et al., 2015a; Di Pellegrino and Làdavas, 2015; Graziano, 2017; Hunley et al., 2018), can be traced back in visual representation all the way to the drawing of the “Vitruvian man” by Leonardo da Vinci, which depicted the human body anatomical configuration and proportions (1490). Continually, the topic concerning PPS spatial representation has been explored in different domains of visual arts over the centuries (sculpting, painting, and drawing), performing arts (dance, music, theater, fencing, etc.), and scientific domains. For instance, we could trace in sixteenth century Spain the origin of PPS in the fencing discipline named “destreza” based on the application of geometrical principles which determine an imaginary sphere in order to conceptualize distances and movements between the opponents. More recently, in the turn of twentieth century, the choreographer Rudolph Laban’s choreutics theory (Von Laban, 1966) has linked his studies of movement with Pythagorean mathematics and formulated the concept of a kinesphere in order to characterize the space surrounding one’s body “within reaching possibilities of the limbs without changing one’s place” (Dell et al., 1977).

In our view, the kinesphere indicates a deep understanding of the interactive and enactive properties inherent to embodied perception and cognition. Enactive is related to situations when the simple perception or recollection of the body motor

| Trajectory | Coordinate x (left/right) | Coordinate y (down/top) | Coordinate z (behind(front) |
|------------|---------------------------|--------------------------|-----------------------------|
| 1          | 0                         | R/2                      | R√3/2                       |
| 2          | R/2                       | R√3/2                    | 0                           |
| 3          | R√3/2                     | 0                        | R/2                         |
| 4          | 0                         | –R/2                     | R√3/2                       |
| 5          | –R/2                      | 0                        | 0                           |
| 6          | R√3/2                     | 0                        | –R/2                        |
| 7          | 0                         | –R/2                     | –R√3/2                      |
| 8          | –R/2                      | –R√3/2                   | 0                           |
| 9          | –R√3/2                    | 0                        | –R/2                        |
| 10         | 0                         | R/2                      | –R√3/2                      |
| 11         | R/2                       | –R√3/2                   | 0                           |
| 12         | –R√3/2                    | 0                        | R/2                         |
FIGURE 2 | Reaction times sigmoidal approximation for subject 308267624 trajectory 1 flat and dynamic conditions.

Subject 308267624, trajectory 01
flat: $x_c = 0.59$, rmse/$\Delta y = 0.1$
dynamic: $x_c = 0.47$, rmse/$\Delta y = 0.14$

FIGURE 3 | Reaction times sigmoidal approximation for subject 302163357 trajectory 4 flat and dynamic conditions.

Subject 302163357, trajectory 04
flat: $x_c = 0.08$, rmse/$\Delta y = 0.35$
dynamic: $x_c = 0.52$, rmse/$\Delta y = 0.15$
action produces the activation of motor cortical area (Keysers et al., 2004; Gallese et al., 2009). Interactive relates to when the body acts as an interface for the planning and the execution of motor actions in its environment. One could even guess the origin of the PPS visual-rounded shape from the latest etymology of the word "sur-round-ing" as built upon man’s body sphere of action. Indeed, relating to our perception, the kinesphere could be considered a forerunner model of PPS as it exhibits dynamic and plastic features of its spatial boundaries that can either extend or shrink (Von Laban, 1966), which appears much similar to PPS. Thus, PPS size can be modified and remapped according to a long inventory of factors like a subject’s arm length (Longo et al., 2007; Lourenço et al., 2011), subject’s handedness (Hobeika et al., 2018), and the choice of the stimulated body parts (Serino et al., 2015a). Its size, however, can also be modified with tools use (Maravita and Iriki, 2004; Ladavas and Serino, 2008) as diverse as a rake (Farnè and Ladavas, 2000; Bonifazi et al., 2007; Farnè et al., 2007), a stick (Ladavas, 2002; Gamberini et al., 2008), a laser pointer (Gamberini et al., 2008), a computer mouse (Bassolino et al., 2010), a rubber hand (Lloyd, 2007), a dummy hand (Makin et al., 2008), a 3D virtual hand (D’Angelo et al., 2018), an avatar disconnected from the subject body (Mine and Yokosawa, 2020), a mirror (Holmes et al., 2004; Ladavas et al., 2008), body shadows (Pavani et al., 2004), and a wheelchair (Galli et al., 2015). The integration within PSS boundaries of external objects highlights the flexibility of the brain multisensory spatial PPS representations (De Vignemont and Iannetti, 2015; Dijkerman, 2017). Furthermore, PPS spatial boundaries can also be modulated without tool use (Berti and Frassinetti, 2000; Serino et al., 2015b). They can change by performing walk-and-reach movements (Berger et al., 2019) according to certain laws of physics, that is, gravitational cues (Bufacchi, et al., 2015); personality traits, that is, anxiety (Sambo and Iannetti, 2013; Iachini et al., 2015a); social perception of other persons’ body and facial postures (Ruggiero et al., 2017; Cartaud...
et al., 2018); others bodies (Fini et al., 2014; Pellencin et al., 2018) but also the social perception of others’ behaviors (Iachini et al., 2015b) and attitudes (Teneggi et al., 2013). Even certain phobias and psychiatric conditions can modulate PPS shapes and dimensions, that is, claustrophobia (Lourenco et al., 2011), cynophobic fear (Taffou et al., 2014), anorexia nervosa (Nandrino et al., 2017), schizophrenia (Delevoye-Turrell et al., 2011; Noel et al., 2017), autism spectrum disorder (Noel et al., 2017), and various apraxic syndromes, that is, mirror apraxia (Binkofski et al., 2003). All the non-exhaustive enumerated factors listed above are giving rise to particular shapes of PPS spatial representations.

For the investigation of PPS distinct spatial configurations, recent studies in neuroscience are using a vast panoply of means to an end. Some are looking at the neural basis of PPS by paying particular attention to the activity of the firing rates and receptive fields (RF) of multisensory neurons located in the fronto-parietal network that includes the premotor cortex (Graziano et al., 1994; Fogassi et al., 1996; Lloyd et al., 2003a; Ehrsson et al., 2004), together with the intraparietal sulcus and the lateral occipital complex (Makin et al., 2007) as well as the posterior parietal cortex (Bremmer et al., 2001). Although the premotor, intraparietal, and parietal associative areas have been found to be the functional regions more specifically involved in PPS multisensory representations (Serino et al., 2011; Clery et al., 2015), other studies have used a more psychophysical computational approach (Noel et al., 2018) or are designing neuropsychological and psychophysical studies (Canzoneri et al., 2012; Teneggi et al., 2013; Noel et al., 2018) to assess PPS proxy limits and flexibility using experimental setups in real and virtual reality (Iachini et al., 2016; Lee et al., 2016) as well as mixed reality environment (Serino et al., 2018). Even if these setups have been proved as valid techniques in neurophysiological studies, only the latter is using in its virtual setup real subjects and not only avatars. However, 3D description of PPS remains unexplored because the method involves visual stimuli.
When reviewing the current psychophysical and behavioral tasks that were already used to measure and identify PPS spatial signature, our motivation was to find the best method which could be applied in a VR setup. Until now behavioral tasks such as hand-blink reflex to map defensive peripersonal space (Sambo et al., 2012; De Vignemont and Iannetti, 2015; Bufacchi and Iannetti, 2016), line bisection tasks (Halligan and Marshall, 1991; Longo and Lourenco, 2006), cross-modal congruency tasks (Spence et al., 2000; Lloyd et al., 2003b), and visuo-tactile tasks (Brozzoli et al., 2010; Noel et al., 2015b) have been carried out. We chose to adapt an audio-tactile interaction task paradigm (Canzoneri et al., 2012; Teneggi et al., 2013) to a VR setup in order to infer PPS boundaries around the subjects’ body in 360°. The setup in VR allowed us using anechoic conditions to accurately eliminate noises (i.e., reflection, reverberation, and Doppler shift) from our virtual binaural audio space and enabled the design of specific sound localizations (elevation, azimuth, and distance). In ambient space, it is challenging to record a sound object for every direction (Yairi et al., 2009), and therefore it fits our motivation for defining PPS 3D boundaries.

Our goal in this study is to provide a phenomenological description of PPS three dimensional audio-tactile boundaries in relation to its egocentric body schema–related representation. Audio-tactile stimuli were preferred over visuo-tactile ones (Kandula et al., 2017). We used both flat and dynamic sound stimuli instead of receding and looming sound stimuli because our aim was to acquire PPS 3D boundaries for dynamic and non-dynamic sound stimuli and not to deduce the boundaries from a comparative approach of reaction times (RT). Therefore, receding sounds were replaced by flat sounds (Ferri et al., 2015; Ardizzi and Ferri 2018).

The PPS obtained by RT thresholds will be referred to as the subjective PPS and set against an objective PPS defined as the subject reachable space from a static position based on subjects’ arm lengths.
MATERIALS AND METHODS

Participants
Eight healthy participants took part in the study (3 males: average age 27 ± 1 years and 5 females: 24 ± 2 years). We chose a small sample for our pilot in order to ease its implementation. The participants were recruited from the Weizmann Institute of Science and the Faculty of Agriculture students in Rehovot and were remunerated by 50 ₪ per hour. All the participants gave their written informed consent to participate in the study. The study was performed in accordance with the Declaration of Helsinki and approved by the Institutional Review Board (IRB) of the Weizmann Institute. As self reported, all the participants had no hearing, touch, or visual impairments which caused them to wear glasses or contact lenses and no known history of neurological or psychiatric disorders.

Material
Our setup (see Figure 1) is based on previous studies (Canzoneri et al., 2012; Noel et al., 2015a; Serino et al., 2015a; Pfeiffer et al., 2018), which have demonstrated how the relationship between tactile processing and the location of sound sources in space, modified along a spatial continuum, can be used to localize the boundaries of peripersonal space representation. Relying on these findings, we designed an audio-tactile interaction task in a virtual reality using a Unity 3D game engine (version 2017.4.40) and run with the HTC Vive System (HTC Vive Virtual Reality System, 2017). The Vive System was set to track an area of 4 × 4 m which includes the HTC Vive headset at a refresh rate of 90 Hz with 110 degree field of view and a display resolution of 1,080 × 1,200 (2,160 × 1,200 combined pixels). It also includes a pair of hand controllers (dual-stage trigger) and uses a TPCast wireless adapter (wireless signal at 60 GHz with less than 2 ms latency).
Stimuli
The audio stimuli were displayed using HTC Vive headset ambisonic features to render a spherical soundscape around the subject’s body and the tactile stimuli were delivered using the Woojer haptic strap (https://www.woojer.com/technology/). To create, process, and control the directionality, intensity, and frequency of each axis of our audio input signal, we used the recently developed open-source audio 3D Tune-in Toolkit to render binaural spatialization (Cuevas-Rodriguez et al., 2019) and a custom MATLAB script to automatically create the audio stimuli for each subject based on subjects head circumference parameters. The files were imported into a Unity 3D game engine in wav format. Furthermore, the toolkit was developed to support people using hearing aid devices to gain optimal accuracy in the spatialization of the sound (angle and distance) and allowing the customization of subjects’ interaural time difference (IDT). The IDT was simulated separately from the HRIR and calculated with the specific user-inputted head circumference for each of the eight subjects.

Audio Stimuli
The audio stimuli were broadcasted from the twelve virtual sounds around the subject’s head and arranged in a random combination of flat (4) and dynamic (4) repeat of sound (pink noise 35 Hz wav with a velocity of 22 cm/sec and a duration of 5.5 s). The flat sounds were of constant intensity while the dynamic sounds were of increasing intensity in order to simulate looming sounds toward the subject’s sternum xiphoid process. The intensity level of the virtual audio stimuli surrounding the subject head was automatically generated by the 3D Tune-in Toolkit starting from twelve virtual sound sources positions located at 1.2 m from the subject’s head. The coordinates were selected to represent the surface of a sphere with a radius R = 1.2 m centered on the subject’s sternum xiphoid process (see Table 1 for the virtual sounds’ spatial positions).
The Tactile Stimuli

We ran in a Unity 3D calibration scene (10 trials of 60 trails) to calibrate the tactile stimuli based on subjects’ perceptive vibration thresholds. A MATLAB script was developed to analyze the subject’s perceptive level of vibration intensity (we choose the smallest number that scored 10 in the MATLAB summary). Each subject obtained this score with the maximum level of intensity. The signal decomposes into the sum of an attack signal which is a 200 Hz sinusoidal wave of amplitude +4dB and a decay signal of frequency 50 Hz and amplitude −22 dB. The tactile stimuli onset asynchrony (SOA) between audio and tactile stimuli were based on the individual subject’s arm length and were calculated to be displayed at 6 distances (timepoints) around the subject’s body: D1: 0.7, D2: 0.9, D3: 1.1, D4: 1.3, D5: 1.5, and D6: 1.7 arm length distance from the subject’s chest for a duration of 100 ms. The tactile vibrations were delivered on subjects’ sternum xiphoid process location using the Woojer strap haptic belt which was connected to a sound card (USB 2.0 7.1 AUDIO SOUND BOX CM6206) enabling the display of the audio stimuli through the HTC Vive headset (computer sound setting was set to the maximum).

Procedure

On their arrival, subjects were asked to fill up their personal details (identity number, date of birth, gender, and level of fitness). We then manually took several other subjects’ body measurements, which were reported onto the subject’s personal form as we went along. Subjects’ measurements were accomplished in the following set order: weight and height, head circumference (for the parametrization of the 3D Tune-in Toolkit), arm length (from acromionclavicular joint till the middle fingertip), interpupillary distance (IPD) (for the calibration of the headset), and pupillary height from the floor and root of the nose to sternum xiphoid process location (which will later serve to position the haptic belt onto the subjects’ upper body).

Before the start of the experiment, we ran in a Unity 3D calibration scene to assess the perceptive level of vibration.
intensity of each subject. To do so, the subject was equipped with the Woojer haptic belt (which was placed on his/her lower part sternum according to the previous measurement we took) and while standing still, we delivered different intensities of vibration through the haptic belt. The subject task was to press the HTC Vive hand controller trigger every time he would feel a vibration. The data were saved in a MATLAB folder and analyzed using a custom MATLAB script to later serve to configure the intensity parameters of the tactile stimuli in a Unity 3D game engine based on each subject’s vibration perceptive intensity level.

The experiment was performed in a room without a window with the air-conditioning set at a temperature of 22°C. Before the start of the experiment, the investigator explained the task instructions of the experiment to the subject, its workflow, and duration. Subjects were instructed to standstill at the same marked position in the center of the room and motor action were limited to responding manually as fast as possible using one of the HTC Vive hand controller trigger (the right one for right handed and left one for left handed) to tactile stimulus administered on his/her lower sternum by a haptic belt at different delays from the onset of task-irrelevant dynamic sounds, which gave the impression of a sound source looming toward him/her. Results were derived on subject’s reaction time (RT) that was taken as subject’s PPS proxy. The workflow of the experiment included a preliminary training session to familiarize the subject with the equipment and the task of the experiment followed by the experiment which consisted of four separate blocks with 24 trials per block (total 144 trials, number of total duration was 1.30 min at the most with a 15 min break after the first two blocks).

After the subject was equipped with HTC Vive headset, which was adjusted according to his/her interpupillary distance and was given HTC Vive hand controllers, and the haptic belt strap was attached to his/her lower sternum location (based on our previous measures). The
subject had to stand still in the middle of a square room of \(4 \times 4\) m with his/her feet astride in parallel 40 cm apart as specified by two lines made with masking tape onto the floor and was told to keep this position during the entire experiment. Subsequently, the investigator customized the block parameters of the Unity 3D experiment using the subject’s preliminary acquired measurements (subject identity number, arm length, nose to sternum distance, eyes height, and vibration calibration). The virtual scene consisted of an infinite black background where the subjects had to fixate a red cross target located in the middle of the virtual scene at a distance of 3 m which was visible for 0.5 s. When the subject’s head was aligned correctly (less than 9.5 degrees of deviation from the target center), the red cross disappeared and only a black background remained. Thereafter, the experiment was initiated with the training session (10 trials) followed by four blocks of the experiment separated into two blocks each. The raw data results of the experiment were saved in a MATLAB folder for their analysis.

**Analysis**

We ran a preliminary analysis using a MATLAB script of 60 trails for the calibration of the tactile stimuli to ensure that the stimuli delivered were felt by all subjects.

For each of the twelve directions of the virtual flat and dynamic sounds, the reaction times for the different distances were approximated with a sigmoidal function:

\[
y(x) = \frac{y_{\text{min}} + y_{\text{max}}e^{\frac{x-x_c}{b}}}{1 + e^{\frac{x-x_c}{b}}}
\]

Here, \(y(x)\) represents the RT in terms of distance of the tactile stimuli \(x\). \(y_{\text{min}}\) and \(y_{\text{max}}\) are the lower and upper saturation values of the sigmoid. The central point of the sigmoid is \((x_c, \frac{y_{\text{min}} + y_{\text{max}}}{2})\). It is also the point where the slope is maximal (and determined by \(1/b\)). Abscissa \(x_c\) represents the RT threshold and thus the distance between the sternum of the subject and the...
TABLE 2 | Comparison of reaction time thresholds for each direction in flat and dynamic conditions (values below 25% and over 150% are removed, RTF is reaction time in flat condition, and RTD is reaction time dynamic condition).

| Trajectory | RTF > RTD | RTD > RTF |
|------------|-----------|-----------|
| 1          | 3         | 4         |
| 2          | 1         | 2         |
| 3          | 2         | 2         |
| 4          | 1         | 2         |
| 5          | 3         | 2         |
| 6          | 2         | 1         |
| 7          | 2         | 3         |
| 8          | 3         | 1         |
| 9          | 2         | 1         |
| 10         | 3         | 1         |
| 11         | 1         | 4         |
| 12         | 3         | 3         |
| Total      | 26        | 26        |

 approximate boundary of PPS in that direction (see Figures 2, 3 for examples of sigmoidal approximation for flat and dynamic stimuli.)

For each participant, we produced two 3D representations; one relying on the RT of dynamic sound stimuli and one on the RT of flat sound stimuli. We described the obtained shapes and focus specifically on their possible anisotropy in both cases.

RESULTS

The results for each participant are encompassed within the 3D representations we obtained for both flat and dynamic stimuli. By connecting the RT thresholds in each of the twelve directions, we draw a spatial polyhedron which serves as an approximation for PPS and its boundaries in 3D. This polyhedron does not display symmetric properties. Further the anisotropy of the polyhedron for the eight subjects do not obey any systematic rule. This might reflect the small sample of our pilot.

To our knowledge, the rendering of the phenomenological components of PPS in 3D has never been visually highlighted (see Figures 4–7 for flat stimuli responses and Figures 8–11 for dynamic stimuli responses). The totality of the results for each subject is in the Supplementary Material. No evident regularity was found between the shapes obtained using dynamic and flat stimuli for the different subjects.

DISCUSSION

Virtual audio stimuli can be modified according to many experimental parameters: type (flat or dynamic and pink noise or white noise), velocity, distance, and direction.

One of the major problems in the use of an audio setup to estimate the borders of PPS is sound reverberation. Reverberation energy ratio depends on the shape, size, and physical material of the room. By using the 3D Tune-in Toolkit where the signal is anechoic, these effects were nullified.

The comparison of subjective boundaries of PPS relatively to flat and dynamic audio stimuli shows across 52 pairs subject/trajectory, and the threshold of RTs is the closer one in the case of flat stimuli 26 times and the closer one for dynamic stimuli 26 times (see Table 2). We did not notice like several authors argued (Noel et al., 2015b; Serino et al., 2015b) that dynamic incoming sounds affected audio-tactile interactions predominantly compare to flat ones.

In the literature, it appears that PPS responses rely not only on stimuli proximity but also on the velocity parameters. Multisensory neural adaptation mechanism involved in PPS responses may not work for stimuli above 100 cm/s (Noel et al., 2020) because of lack of rapid recalibration. The audio stimuli velocity of our setup was within the 22 cm/s range and cannot explain the non-concluding results between flat and dynamic audio stimuli.

Boundaries of subjective PPS are obtained as thresholds in sigmoidal approximations of points corresponding to tactile stimuli distances (see Figures 2, 3). These distances represent between 25% and 129% of the arm length of the subject and the threshold should lie between these two extreme values (see Table 3). In some cases, the threshold is beyond or below these values (see Figure 2). The interpretation is that sigmoidal approximation does not put in evidence as threshold for these data. This might be explained by the methodology of some studies which are removing from their results those participants with bad sigmoidal fit (Holmes et al., 2020). Furthermore, since we used stimuli which belong to the far category (130 cm), this could also be an effect of the variability of the multisensory responses between close vs. far audio-tactile stimuli which has been demonstrated by Serino to show higher variability for far stimuli than close ones (Serino, 2016).

Individual variability in PPS might be explained by the various cultural and ethnic factors. Indeed our subject were recruited among Weizmann international students. Indeed, the impact of the ethnic background on peripersonal size and shape has been recently acknowledged (Yu et al., 2020).

The stimuli factor proximity has been widely explored contrarily to the factor of the movement of the stimuli.
direction (Bufacchi and Iannetti, 2018). Thus, we introduced
a setup that would test virtual audio stimuli in various
directions. We observed that the representations computed
from these results did not feature systematic anisotropy of the
PPS 3D boundary in one direction relatively to others.
Sometimes, anisotropic properties can be the result of
gravitational forces (Bufacchi et al., 2018). By
implementing our setup in a more systematic experiment
than our experimental pilot, it should be possible to infirm or
confirm isotropy of subjective PPS.

In further studies, this question could also be refined by
testing other sound directions by reorienting the virtual
sound sources and shifting the location of the tactile-given
stimuli. Previous studies have already examined peripersonal
space boundaries around the trunk, face (Serino et al., 2015a),
feet (Stone et al., 2018), and the soles of the feet (Amemiya
et al., 2019). In this experiment, the virtual audio stimuli were
oriented toward the sternum. In prospective studies, we could
test different reaction times taking into consideration the
virtual audio stimuli directional orientation toward other
body centers. We could then expect the various
anisotropic properties of PPS boundaries to be associated
to other body centers.

CONCLUSION

The originality of this phenomenological and behavioural
approach was to provide representations of the audio-tactile
boundaries of PPS in 3D for each participant using a VR
setup. 3D peripersonal space had been investigated around the
hand, face, and trunk but to our knowledge comprehensive 3D
spatial representations of PPS around subjects’ body had not yet
been rendered.

Although we could not establish a clear distinction between
RT responses between flat and dynamic stimuli, we have to keep
in mind that this setup is an experimental pilot run on a limited
number of participants. Nevertheless, this setup benefit is its high
flexibility, which could allow in the future to extend the
experimental conditions further. For instance, not only the
audio stimuli parametrization (velocity and type of sound)
could be modified but also the localization of the audio
stimuli in 3D in any direction and toward any body center,
which could motivate an indepth study.

Prospectively, our apparatus could serve the purpose of setting
up comfort distances in a social VR platform (i.e., AltspaceVR,
High Fidelity, and NEOS Metaverse Engine). Indeed, avatar
embodiment can heightened feeling of space violation. This
would enable tailored-made configuration of the interpersonal
spaces, which in effect would facilitate the nonverbal social
interactions through body gestures and the spatial positioning
of avatars in a social VR platform. This setup could be imported
within the social VR apps to customize the personal space of the
gamer’s avatar which would improve the user experience (UX)
and prevent virtual harassment issues.

Additionally, in the present, the literature regarding mental
pathologies (i.e., anorexia nervosa, autism spectrum, and
schizophrenia) regarding the limits of PPS has been evaluated
mainly frontally. Therefore, a finer 3D topographical definition of
PPS could provide a more precise understanding of the distorted
body schemas involved in the production of these altered PPS
spatial representations.
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