DPlis: Boosting Utility of Differentially Private Deep Learning via Randomized Smoothing

Abstract: Deep learning techniques have achieved remarkable performance in wide-ranging tasks. However, when trained on privacy-sensitive datasets, the model parameters may expose private information in training data. Prior attempts for differentially private training, although offering rigorous privacy guarantees, lead to much lower model performance than the non-private ones. Besides, different runs of the same training algorithm produce models with large performance variance. To address these issues, we propose DPlis—Differentially Private Learning with Smoothing. The core idea of DPlis is to construct a smooth loss function that favors noise-resilient models lying in large flat regions of the loss landscape. We provide theoretical justification for the utility improvements of DPlis. Extensive experiments also demonstrate that DPlis can effectively boost model quality and training stability under a given privacy budget.
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1 Introduction

Recent advances in deep neural networks (DNNs) have led to state-of-the-art performances in a wide variety of tasks, including, among others, image recognition and natural language processing. The availability of large datasets is indispensable for these advances. However, in many application domains of deep learning, such as healthcare, finance, and location-based services, the data may contain privacy-sensitive information. As DNNs tend to memorize training data [5, 16, 67], the sensitive information might be leaked with the release of the model [46, 49, 50].

Differential privacy (DP), a canonical privacy notion that provides provable privacy guarantees, has been applied to mitigate training data leakage. DP aims at hiding the presence of every individual record from the output of an algorithm performed on private data. To achieve this, DP characterizes the sensitivity of output to the change of one record in an arbitrary input dataset and further adds noise to the output that is proportional to the sensitivity. The characterization of sensitivity is challenging for DNNs, as the dependency of the large size parameters on the training data is difficult to understand and trace.

Prior work presents two general threads of ideas to deal with the challenge of sensitivity characterization in deep learning. One is to recognize that DNNs are mostly trained iteratively via stochastic gradient descent (SGD) methods and thus one can bound the sensitivity of each SGD step by clipping gradient norm and then perturb the gradients accordingly. By ensuring that each SGD step is differentially private, the final output model satisfies a certain level of DP given the composition theorem. As training DNNs involves a large number of iterations, it is necessary to tightly track cumulative privacy loss during training and halt when the loss hits the privacy budget. Moments accountant [11, 61] provides a much tighter composition analysis for Gaussian noise applied to subsampled data, compared to the standard advanced composition theorem [14] in DP. The combination of the noisy SGD and moment accountants is often referred to as DP-SGD and has been widely used for building differentially private DNNs. However, despite DP-SGD providing a principled, easily implementable framework for building differentially private DNNs, the prediction accuracy of the privately trained models is severely impaired due to the large noise added into each SGD step. Another side-effect of DP-SGD of-
ten overlooked by the previous work is the lack of stability—different runs of the same algorithm results in drastically different models in terms of prediction accuracy.

Another thread of ideas to overcome the difficulty of sensitivity characterization in DNNs is based on Private Aggregation of Teacher Ensembles (PATE) [41, 42]. PATE first trains an ensemble of models (i.e., teacher models) on private data and then aggregates the predictions from different teacher models to label public data in a differentially private manner. Since post-processing differentially private results will not affect the privacy guarantee, a differentially private model can be directly constructed via training on the labeled public data. Overall, PATE converts the problem of characterizing the sensitivity of a training algorithm to that of a label aggregation function, which is much easier to analyze. However, PATE requires access to a large public dataset similar to private data and this prerequisite cannot always be satisfied in practice.

Hence, in this paper, we focus on DP-SGD and aim at boosting the utility of DP-SGD in terms of both prediction accuracy and stability. Existing improvement strategies for DP-SGD are based on the idea of modifying the design of optimization algorithms and model architectures, such as post-processing the noisy gradients in a way that can reduce noise variance [57], adjusting the gradient clipping threshold to the norms of the SGD updates [55], adopting a different error backpropagation method [54], and using a family of bounded activation functions [63]. In this paper, we propose an improvement strategy that is complementary to existing ones. The proposed strategy is motivated by the following question: Can we modify the optimization objective to make it more suitable for differentially private learning?

As the first step to answer the question, we examine the issues associated with standard optimization objective functions (i.e., learning loss functions) for DNNs. Figure 1(a) exemplifies the loss surface of a DNN, which is irregular and contains a lot of sharp local minima. Intuitively, such a loss landscape can have detrimental effects on the performance and stability of DP-SGD. Firstly, the noise injected by DP-SGD can result in significant loss increases near each sharp local minimum, which in turn leads to low prediction accuracy. Secondly, with this irregular landscape, noise perturbation along different directions could cause very different loss changes; thus, different runs of the same DP-SGD algorithm might still have large performance variance. Overall, the “bumpy” and irregular loss landscape associated with DNNs makes standard learning loss functions unsuitable for performing DP-SGD. Instead, loss functions with flat minima as in Figure 1(b) would be more desirable for DP-SGD because they are more noise-tolerant. Contributions. Inspired by the observations and analysis above, we propose DPlis, which improves the utility of DP-SGD by smoothing the learning loss function. Algorithmically, we leverage randomized smoothing to smooth the loss function, which convolves Gaussian noise with the original learning loss function. We theoretically connect smoothed loss with the stability and generalization of DP-SGD. Our experiments on diverse datasets and models show that DPlis alone can often achieve $1 \sim 6\%$ prediction accuracy improvement on image data and $8 \sim 80\%$ perplexity reduction on language data. At the same time, DPlis leads to more stable performance across different runs. Particularly, DPlis is compatible with other DP-SGD improvement strategies that focus on modifying the optimization algorithm (e.g., [31, 55, 57]). Thus, DPlis can potentially further boost the utility of differentially private DNNs when combined with other existing improvement strategies. Moreover, we show that the idea of smoothing learning loss can be easily integrated into PATE—a popular differentially private deep learning framework in the presence of public data. Our experimental results demonstrate that smoothing can usually improve the prediction accuracy by $1 \sim 4\%$.

As a side note, smoothing has been widely used in the machine learning community to improve the generalization of models [41, 63]. However, to the best of our knowledge, our work is the first to investigate smoothing in the context of privacy-preserving learning and provide theoretical bases for the utility gains of smoothing in DP-SGD.

Paper Organization. In Section 2, we include background information regarding Differential Privacy, Deep
Learning and their intersections. In Section 3 we motivate our idea with toy examples and present the design of our method, DPLis. In Section 4 we derive theoretical results regarding the impact of DPLis on stability and generalization of DP-SGD. In Section 5, we have the effectiveness of DPLis verified empirically. We include a discussion of related work in Section 6. Finally we conclude our work in Section 7.

2 Background

2.1 Differential Privacy

Given a randomized function that takes a dataset or database as its input, DP [11–13] aims to hide the difference of output distribution between two neighboring inputs and provides provable privacy protection against adversaries of arbitrary computational power. The formal definition of DP is as follows.

**Definition 1. (Differential Privacy)** A randomized function \( F \) gives \((\varepsilon, \delta)\)-differential privacy if for all pairs of adjacent datasets \( D, D' \in \mathcal{D} \) that differ in at most one record and all \( S \subseteq \text{Range}(F) \),

\[
\Pr[F(D) \in S] \leq e^{\varepsilon} \Pr[F(D') \in S] + \delta
\]

A common practice to making an arbitrary function differentially private is through noising [11–13], which adds noise of a certain form to the output of the function, with the scale of noise proportional to the sensitivity of the function. The formal definition of sensitivity is as follows.

**Definition 2. (Sensitivity)** The sensitivity \( \Delta \) of a function \( f \) is:

\[
\Delta(f) = \max_{D \sim D'} \| f(D) - f(D') \|,
\]

where \( D \sim D' \) indicates that \( D \) and \( D' \) are two adjacent datasets.

The sensitivity captures the maximum change of the function outputs when an arbitrary input dataset changes by one entry. When we use \( \ell_2 \)-norm to measure the change, the corresponding sensitivity will be referred to as \( \ell_2 \)-sensitivity or \( \Delta_2(f) \).

One prevalent way of noising in the context of differentially private deep learning [11 57 28 66] is the Gaussian mechanism, which adds proper Gaussian noise to the function output based on the \( \ell_2 \)-sensitivity.

**Definition 3. (Gaussian Mechanism)** The Gaussian mechanism with parameter \( \sigma \), when applied to a function \( f : \mathcal{D} \rightarrow \mathbb{R}^K \), adds zero-mean Gaussian noise with variance \( \sigma^2 \) in each of the \( K \) dimensions of \( F \)'s output: \( f(\cdot) + \mathcal{N}(0, \sigma^2 I) \).

For \( \sigma \geq \sqrt{2\ln(\frac{1}{\delta})\Delta_2(f)} \) and \( \varepsilon \in (0, 1) \), it is proven that the noised function above is \((\varepsilon, \delta)\)-differentially private [13].

2.2 Deep Learning

A neural network \( f_\theta \) is a composition of \( L \) parametric functions referred to as layers. Each layer consists of neurons, each of which provides one dimension of the layer’s output. We denote the \( l \)th layer as \( f_{l\theta} \) and \( \theta_l \) are the associated parameters that control the behavior of the layer. \( f_{l\theta} \) takes as its input the output of the previous layer \( f_{(l-1)\theta} \) and applies a nonlinear transformation to compute its own output. Given an input \( x \), a neural network \( f_\theta \) performs the following computation to predict its label:

\[
f_\theta(x) = f_{L\theta} \circ \cdots \circ f_{1\theta}(x)
\]

where \( \theta = [\theta_1, \ldots, \theta_L] \).

The parameter \( \theta \) of a neural network is learned via solving an optimization problem. The optimization objective is the learning loss function \( \mathcal{L}(f_\theta, D) \), which is the average of per-sample loss, i.e.

\[
\mathcal{L}(f_\theta, D) = \frac{1}{|D|} \sum_{x \in D} \mathcal{L}(f_\theta, x)
\]

where \( D \) is training data. With a slight abuse of notations, hereinafter, we will use \( \mathcal{L}(\theta) \) as a shorthand notation for the average loss function \( \mathcal{L}(f_\theta, D) \), and use \( \mathcal{L}(\theta, x) \) to denote the sample-level loss function \( \mathcal{L}(f_\theta, x) \).

The optimization problem is often solved via stochastic gradient descent (SGD) methods. At each step of SGD, a batch \( B \subseteq D \) of samples is drawn from the training dataset \( D \) and the gradient of the average loss \( \nabla_\theta \mathcal{L}(\theta) = \frac{1}{|D|} \sum_{x \in D} \nabla_\theta \mathcal{L}(\theta, x) \) will then be approximated by \( \frac{1}{|B|} \sum_{x \in B} \nabla_\theta \mathcal{L}(\theta, x) \). With such an approximation, the following rule is applied iteratively to update the parameter:

\[
\theta \leftarrow \theta - \eta \frac{1}{|B|} \sum_{x \in B} \nabla_\theta \mathcal{L}(\theta, x)
\]
where $\eta$ is the learning rate.

After the training process completes, the performance of the trained model is evaluated on a held-out test dataset. Since the parameter learning is based on training data, the prediction performance of the trained model is usually good on training data. The ability to also perform well on unseen, test data is referred to as generalization. The performance drop from training to test data is referred to as the generalization gap.

### 2.3 Differentially Private Stochastic Gradient Descent

Differentially private SGD (DP-SGD) was originally proposed in [1], and still remains the only general backbone for differentially private deep learning that requires no access to additional public data [1, 57, 58, 66]. The pseudocode of DP-SGD is shown in Algorithm 1.

DP-SGD utilizes the Gaussian mechanism to provide DP guarantees. Since the Gaussian mechanism requires an upper-bound on the sensitivity of the data-dependent function, in DP-SGD, the $\ell_2$-norm of per-sample gradients $g_t(x_i) \leftarrow \nabla_{\theta_t} \mathcal{L}(\theta_t, x_i)$ are firstly clipped:

$$g_t(x_i) \leftarrow g_t(x_i) / \max \left(1, \frac{\|g_t(x_i)\|_2}{C} \right),$$

where $C$ is the clipping threshold. This clipping step bounds the $\ell_2$-sensitivity of $\sum_i g_t(x_i)$ by $C$ and hence the Gaussian noise that scales proportionally to $C$ will achieve DP. After the gradient is noised, it will be used to update the parameters, following the similar update rule to the regular SGD.

Applying the Gaussian mechanism to each gradient update in the way above allows one to obtain the privacy guarantee for each iteration of SGD. To calculate the privacy guarantee corresponding to the overall SGD algorithm, one could apply the advanced composition theorem for DP [13].

**Theorem 1.** Advanced Composition: For all $\varepsilon, \delta, \delta' \geq 0$, the class of $(\varepsilon, \delta)$-differentially private mechanisms satisfies $(\varepsilon', k\delta + \delta')$-differential privacy under $k$-fold adaptive composition for

$$\varepsilon' = \sqrt{2k\ln(1/\delta')}\varepsilon + k\varepsilon(e^\varepsilon - 1).$$

However, it has been shown in [1] that this generic composition theorem does not yield a tight analysis. Recent works [61, 66, 69] have developed techniques that can produce a much tighter estimate of the overall privacy guarantee for SGD under different subsampling methods and noising mechanisms. Particularly, autodp [61, 69] provides an analytical characterization of privacy guarantees for composite differentially private mechanisms and an efficient implementation to track the guarantees. It is compatible with Poisson subsampling—a subsampling method that is typically assumed in DP-SGD. Hence, in this work, we will use autodp as a default way to calculate the privacy parameters for SGD. Unlike the original paper of DP-SGD [1] that uses fixed-size batches as an approximation, we follow Poisson subsampling strictly in our evaluation for rigorous privacy guarantees.

### 2.4 Private Aggregation of Teacher Ensembles

PATE is a popular framework for differentially private deep learning when there exists relevant public data. PATE [41, 42] consists of three key ingredients: teacher models, an aggregation mechanism, and a student model.

Teacher models are trained independently on disjoint subsets of private data. The ensemble of teacher models is then used to label the public data. An aggregation mechanism is used to aggregate the class predictions produced by each teacher model. Proper noise is injected into the aggregate predictions to ensure that

**Algorithm 1** Differentially Private SGD

Require: examples $\{x_1, \ldots, x_N\}$, loss function $\mathcal{L}(\theta) = \frac{1}{N} \sum_i \mathcal{L}(\theta, x_i)$, learning rate $\eta$, noise multiplier $\sigma$, batch size $L$, clipping threshold $C$.

Initialize $\theta_0$ randomly

for $t \in [T]$ do

Take a random batch $L_t$ with sampling probability $L_t/N$ in Poisson subsampling

Compute gradient

For each $i \in L_t$, compute $g_t(x_i) \leftarrow \nabla_{\theta_t} \mathcal{L}(\theta_t, x_i)$

Clip gradient

$\bar{g}_t \leftarrow g_t(x_i) / \max \left(1, \frac{\|g_t(x_i)\|_2}{C} \right)$

Add noise

$\tilde{g}_t \leftarrow \frac{1}{L_t} \left( \sum_{i} g_t(x_i) + \mathcal{N}(0, \sigma^2 C^2 \mathbf{I}) \right)$

Descent

$\theta_{t+1} \leftarrow \theta_t - \eta \tilde{g}_t$

end for

Output $\theta_T$ and compute the overall privacy cost $(\varepsilon, \delta)$ using a privacy accounting method.
Finally, a student model is trained, usually in a semi-supervised fashion, on public data that is at least partially labeled by an aggregation mechanism. This student model is differentially private as it observes only public data and differentially private labels.

Among the several aggregation mechanisms proposed in prior work [41, 42], the most advanced one is Confident-GNMax Aggregator. It first tests with Gaussian noise of scale $\sigma_1$ whether the plurality vote of teacher predictions passes a threshold $T$. If the test is passed, it returns the class with the most votes after the Gaussian noising of scale $\sigma_2$. In this way, priority will be given to labeling public data with sufficiently strong consensus among teacher models.

### 3 Proposed Approach

#### 3.1 Motivating Example

Let us first see a simple example to motivate the need for smooth learning loss in differentially private learning. Consider the objective function illustrated in Figure 2a, which is the mixture of two centrosymmetric functions $F_u$ and $F_v$:

$$
\min_{\theta \in \mathbb{R}^2} \mathcal{L}(\theta) = F_u(\theta) \cdot \frac{\mathcal{E}(\theta, u)}{\mathcal{E}(\theta, u) + \mathcal{E}(\theta, v)} + F_v(\theta) \cdot \frac{\mathcal{E}(\theta, v)}{\mathcal{E}(\theta, u) + \mathcal{E}(\theta, v)}
$$

where $u, v \in \mathbb{R}^2$ are two fixed centers of symmetry, $F_u(\theta) = \mathcal{S}\left(\frac{\|\theta - u\|}{5} - \frac{5}{\|\theta - u\|}\right)$, $F_v(\theta) = \mathcal{S}\left(\frac{\|\theta - v\|}{5} - \frac{5}{\|\theta - v\|}\right)$, the sigmoid function $\mathcal{S}(x) = \frac{1}{1 + e^{-x}}$ and $\mathcal{E}(\theta, x) = e^{-\frac{\|\theta - x\|}{2}}$.

As shown in Figure 2a, the loss landscape consists of two local minima with $\mathcal{L}(\theta) \approx 0$: a flat one and a sharp one.

Due to the noise injected to protect privacy, the dynamics of DP-SGD will exhibit large variability. In Figure 2c, we visualize the distribution of $\theta$ obtained from 100 independent runs of DP-SGD and we can see that DP-SGD could converge to the neighborhood of both local minima.

The noisy nature of DP-SGD degrades not only the performance but the stability of performance, especially when DP-SGD converges to the sharp local minimum. In Figure 2a, we present the distribution of loss values from 1000 independent runs of DP-SGD. While loss values are near-zero around both local minima, the loss distribution of actual output models has a long tail. The long tail is mainly caused by the the sharp minimum: a slight change near the sharp minimum could lead to a steep increase of loss. In contrast, a change near the flat minimum would result in a small change of loss.

On the other hand, if we can smooth out the sharp local minima, both the performance and the stability of performance will be greatly improved. Figure 2b illustrates the objective after smoothing. We will dive into the details of the smoothing technique later. With enough smoothing, the sharp local minimum will vanish and only the flat one retains. Running DP-SGD with such a smoothed loss will always converge to the neighborhood of the flatter minimum, which enjoys better performances. Moreover, the variance of loss across different runs of DP-SGD can be mitigated.
3.2 Main Algorithm

We leverage the randomized smoothing technique to smooth the learning loss function. Specifically, let $L(\theta)$ denote the original loss function. For instance, for classification tasks, a standard choice of $L(\theta)$ is cross-entropy. In general, a randomized smoothing technique convolves the density $\mu$ of a random variable with the original loss function:

$$L_{\text{smooth}}(\theta) = \int L(\theta') \mu(\theta - \theta') d\theta' = \mathbb{E}_{\Delta \sim \mu} [L(\theta + \Delta)]$$

(2)

The intuition underlying such approaches is that convolving two functions yields a new one that is at least as smooth as the smoothest of the two original functions.

There are various smoothing distributions $\mu$, including Gaussian and uniform distributions on norm balls. We use the Gaussian density function as our default choice of smoothing distribution:

$$L_{\text{smooth}}(\theta) = \mathbb{E}_{\Delta \sim \mathcal{N}(0, \sigma_{\text{smooth}}^2 I)} [L(\theta + \Delta)]$$

(3)

where $\sigma_{\text{smooth}}$ controls the strength of smoothing; a larger value of $\sigma_{\text{smooth}}$ indicates a smoother loss function. The choice of Gaussian density function is because we found it is more compatible with DP-SGD which adds Gaussian noise into each gradient update step and as we will see later, its combination with DP-SGD leads to a rigorous generalization bound for the trained model.

As a simple illustration of randomized smoothing, in Figure 2a we present the loss landscape of the toy example from Equation 1 after smoothing. The sharp local minimum vanishes and thus model parameters are effectively guided into the flatter local minimum as presented in Figure 2d which results in better and more stable loss values as shown in Figure 2c. We will formally show that the Gaussian density-based randomized smoothing indeed leads to a smoother loss function in the next section.

In addition to smoothing the loss landscape, there is an alternative way of interpreting our proposed loss function $L_{\text{smooth}}(\theta)$. Recall that because of the random noise injection, the output model of DP-SGD is intrinsically random. Essentially, the original learning objective, $\min_{\theta} L(\theta)$, only focuses on optimizing the performance of a single instantiating of the random output model and ignore the fact that the large randomness of the learning process might severely degrade the model performance. Instead, a more reasonable learning objective for DP-SGD is to minimize the expected performance of the output model. Denoting the distribution of model parameters by $H(\theta)$, we can write out this new learning objective as:

$$L_{\text{avg}}(\theta) = \mathbb{E}_{\theta' \sim H(\theta)} L(\theta')$$

(5)

However, it could be very difficult to analytically characterize $H(\theta)$, due to the complexity of the model and the learning algorithm. By comparing $L_{\text{avg}}(\theta)$ with $L_{\text{smooth}}(\theta)$, we can see that the gist of our proposed smooth loss is to approximate the output model distribution $H(\theta)$ via a simple Gaussian distribution. Although this could be a crude approximation, it can lead to easily implementable algorithm and at the same time be mindful of the randomness present in DP-SGD.

Note that the second interpretation of our proposed loss can potentially open up new, improved ways of designing the learning objective for DP-SGD. For instance, one can construct a more accurate approximation to $H(\theta)$ by leveraging the structure of the learning algorithm. However, in this paper, we will just focus on the smoothness interpretation and present an in-depth investigation of the effect of smoothness on the differentially private learning performance.

When it comes to the implementation of the proposed learning loss, there are a few questions to be addressed: (1) how can we calculate the expectation? and (2) how can we choose the smoothing strength $\sigma_{\text{smooth}}$? We address the first question by using sample averaging to approximate the expectation. As for setting the smoothing strength, the second interpretation of our smoothed loss can provide us with guidelines. In the second interpretation, $\sigma_{\text{smooth}}$ captures the spread of the distribution of the output model parameters. Hence, intuitively, $\sigma_{\text{smooth}}$ should depend on the amount of noise injected by DP-SGD, which further depends on the learning rate, the batch size, and the clipping threshold. Hence, we will factorize $\sigma_{\text{smooth}}$ into the learning rate $\eta$, the noise multiplier used in DP-SGD $\sigma$, the clipping threshold $C$, as well as a tuning parameter $R$, which we call smoothing radius. The smoothing radius captures some complex factors that can impact the spread of parameter distribution, like the training data distribution.

Formally, the smoothed loss used in the implementation of DPLIS is given as follows:

$$\min_{\theta} \frac{1}{K} \sum_{j=1}^{K} L(\theta + R \cdot \eta \cdot \nu_j) \quad \nu_j \sim \mathcal{N}(0, \sigma^2 C^2 I)$$

(6)
Algorithm 2 DP-SGD with DPLis

Require: examples \{x_1, \ldots, x_N\}, loss function \(\mathcal{L}(\theta) = \frac{1}{N} \sum_i \mathcal{L}(\theta, x_i)\), learning rate \(\eta\), noise multiplier \(\sigma\), batch size \(L\), clipping threshold \(C\), smoothing radius \(R\), number of smoothing samples \(K\).

Initialize \(\theta_0\) randomly

for \(t \in [T]\) do

Take a random batch \(L_i\) with sampling probability \(L_i/N\) in Poisson subsampling

Compute gradient

For each \(i \in L_t\), compute

\[g_i(x_i) \leftarrow \frac{1}{L} \sum_{j=1}^{K} \nabla_{\theta_i} \mathcal{L}(\theta_t + \alpha \cdot N(0, \sigma^2 C^2 I), x_i)\]

Clip gradient

\[\hat{g}_i(x_i) \leftarrow g_i(x_i) / \max(1, \|g_i(x_i)\|_2)\]

Add noise

\[g_t \leftarrow \frac{1}{L} \left( \sum_{i} \hat{g}_i(x_i) + N(0, \sigma^2 C^2 I) \right)\]

Descent

\[\theta_{t+1} \leftarrow \theta_t - \eta g_t\]

end for

Output \(\theta_T\) and compute the overall privacy cost \((\varepsilon, \delta)\) using a privacy accounting method.

\(K\) is the number of samples that we draw from the smoothing distribution. With a larger \(K\), the loss above will be a better approximation to \(\mathcal{L}_{\text{smooth}}(\theta)\) and thus better learning performance could be expected. However, a larger \(K\) would at the same makes the learning algorithm more computationally expensive. In general, one can set \(K\) to be as large as the computational resource permits. We will present a more detailed study of the effect of \(K\) and the smoothing radius in Section 5.

The complete algorithm of DP-SGD with our smoothed loss is provided in Algorithm 2, where the red texts highlight the difference from the original DP-SGD algorithm.

4 Utility Analysis

In this section, we provide the utility analysis for DP-SGD with smoothed loss. We will start by formalizing the smoothness of the loss landscape and further characterize the change in the loss landscape smoothness with randomized smoothing. Moreover, we study the implications of smoothing in improving the stability and generalization of differentially private models. Proofs of lemmas and theorems in this paper can be found in the appendix.

4.1 Smoothness

A commonly used notion for smoothness is based on the Lipschitz constant of the gradient of a function.

Definition 4 (Smoothness). We say that a function \(f\) is \(\beta\)-smooth if

\[
\|\nabla f(x) - \nabla f(y)\| \leq \beta \|x - y\|.
\]

\(\beta\) is often referred to as the smoothness constant and a smaller \(\beta\) indicates a smoother function.

The next lemma characterizes the smoothness constant of a function smoothed with randomized smoothing based on Gaussian density.

Lemma 1. Assume that \(\mathcal{L}\) is \(L\)-Lipschitz with respect to the \(\ell_2\) norm. Then, \(\mathcal{L}_{\text{smooth}}\) in Equation (3) is expected to be \(L/\sigma\)-smooth-smooth. In addition, if \(\mathcal{L}\) is \(\beta\)-smooth, then \(\mathcal{L}_{\text{smooth}}\) is expected to be \(\min\{L/\sigma, \beta\}\)-smooth-smooth.

Lemma 1 indicates that larger Gaussian noise used in randomized smoothing will lead to a smoother loss landscape. Moreover, note that the first part of Lemma 1 makes no assumption about the smoothness of the original loss function. Hence, even when the original function is unsmooth (i.e., unbounded smooth constant), randomized smoothing can still lead to a smooth function. Indeed, unsmooth loss is quite common in deep learning. For instance, when the ReLU activation function is used, the resulting deep net has unbounded smoothness constant. The second part of the theorem implies that the smoothness constant of \(\mathcal{L}_{\text{smooth}}\) is always less than that of \(\mathcal{L}\). In other words, if the original loss function is already smooth, randomized smoothing can only make it smoother.

4.2 Stability

With the characterization of smoothness, we can reason about the effect of smoothness on the stability of differentially private learning, i.e., the consistency of model performance across different runs. Particularly, we will use the sum of the expected squared \(l_2\)-norm of the gradient across all iterations to help measure the stability. Gradients induce the changes in the model parameters and if each gradient has a large variance, then the model parameters will also have a large variance. Hence, the sum of the expected squared \(l_2\)-norm of the gradient reflects the total variations exhibited during training.
Theorem 2 provides a bound on the total expected squared $l_2$-norm of the gradients in terms of the smoothness constant with a simplification through ignoring the effect of gradient clipping. The proof follows from the convergence proof of SGD in [19, 35].

**Theorem 2.** Given an arbitrary $\beta$-smooth learning loss $L$ and a learning rate $\eta$, assuming $E[\nabla L(\theta, x_i)] = E[\nabla L(\theta)]$ and $E[\|\nabla L(\theta, x) - \nabla L(\theta)\|^2] \leq \sigma^2$ for some parameter $\sigma \leq 0$, we have

$$\frac{1}{T} \sum_{t=1}^{T} E[\|\nabla L(\theta_t)\|^2] \leq \frac{2E[L(\theta_t)] - 2E[L(\theta^*)]}{\eta(2 - \eta\beta)T} + \frac{\eta^2\sigma^2}{(2 - \eta\beta)}$$

If we use a monotonically decreasing learning rate $\eta$ and $\eta = \omega(\frac{1}{T})$, then when $T \to \infty$, the second term on the right-hand side will dominate. Since randomized smoothing can effectively reduce the smoothness constant, the left-hand side for the smoothed loss will be less than that for the original loss, which further implies that DP-SGD with DPLIS is more stable than the vanilla DP-SGD.

### 4.3 Generalization

We now switch up to another performance metric for differentially private learning—generalizability of the trained model.

We show with the following theorem that randomized smoothing may help to close generalization gaps. While the same proof idea can be generalized to Poisson subsampling, a simplification is made in the following theorem by considering DP-SGD that uses fixed-size batches instead. This is to derive a more succinct bound that offers more insights.

**Theorem 3** (Generalization by Smoothness). Let $\hat{L}(\theta)$ be the expected loss on the actual distribution, $L(\theta)$ be the corresponding average loss computed on the training data and $\hat{\mathcal{L}}(\theta, x)$ be the corresponding loss on sample $x$. Let $\mathcal{L}_{\text{train}}(\theta, x)$ be the training loss used in DP-SGD on sample $x$, which may differ from $\mathcal{L}(\theta, x)$. Assume $\mathcal{L}(\theta, x)$ is $L$-Lipschitz for every $x$ and $\mathcal{L}_{\text{train}}(\theta, x)$ is $\beta$-smooth every $x$, then we have

$$|E[\hat{L}(\theta) - L(\theta)]| \leq \frac{2\eta CLT}{n} \cdot (1 + \eta\beta)^{T-1}, \tag{8}$$

where $\theta$ is the final parameter from DP-SGD with learning rate $\eta$, clipping threshold $C$, noise multiplier $\sigma$, total number of steps $T$ and total number of training data $n$.

The expectations are taken over both the randomness of DP-SGD and the draw of training data.

Theorem 3 indicates that the generalization error of a model (i.e., left-hand side of Eqn. 8) depends on the smoothness of the loss function used for training the model (i.e., $\beta$ in the right-hand side of Eqn. 8) and a smoother training loss can potentially lead to a smaller generalization error. The theorem justifies the advantage of using randomized smoothing during training.

The proof is largely inspired by [20] and is left to the appendix. The key idea of the proof is to leverage a classic result in learning theory that the generalization gap $E[\hat{L}(\theta) - L(\theta)]$ can be bounded by $s$ when the learning algorithm is $s$-uniformly stable (i.e. $E[L(\theta, x)]$ may differ at most $s$ when one sample in the training set is replaced). Let $D$ and $D'$ be respectively training set before and after the replacement. Since $\mathcal{L}(\theta, x)$ is $L$-Lipschitz, the difference $E[L(\theta_D, x)] - E[L(\theta'_{D'}, x)]$ is bounded by $L \cdot E[\|\theta_D - \theta'_{D'}\|]$, where $\theta_D$ and $\theta'_{D'}$ represent the models trained on $D$ and $D'$, respectively. Thus, we can analyze $E[\|\theta_D - \theta'_{D'}\|]$ instead. Fixing the randomness of initial parameters, Gaussian noise, and batch selection, we can analyze how $\theta_D$ and $\theta'_{D'}$ depart from each other through DP-SGD updates using the smoothness of $L_{\text{train}}$. Intuitively, the smoother the training objective is, the less sensitive individual iterations of DP-SGD would be to changes of training points. At last, we take expectation over the randomness above to obtain the final bound of uniform stability, which is then transferred into the generalization bound.

### 5 Evaluation

We would like to answer the following five questions with empirical evaluation:

1. How does DPLIS perform compared to vanilla DP-SGD?
2. Is the performance sensitive to the newly introduced hyper-parameters (i.e., $K$ and smoothing radius)?
3. Does randomized smoothing indeed lead to smoother loss landscapes for DNNs?
4. Does randomized smoothing improve the stability?
5. Will the gains from smoothing remain combining other improvement strategies?

In addition, we present how the smoothing idea can be extended to improve PATE—a popular framework for differentially private deep learning with public data.
5.1 Experimental Setup

Datasets and Models. To answer question (1), we evaluate DPlis on various learning tasks. We first demonstrate DPlis’s performance improvement on two classic vision benchmarks: MNIST and CIFAR-10. On these two benchmarks, models are trained entirely from scratch, which we refer to as non-transfer settings. MNIST [29] is one of the most commonly used benchmark datasets in deep learning containing 70000 handwritten digit images. CIFAR-10 [28] is another classic benchmark for image classification. It consists of 60000 images from 10 different classes with 6000 images each.

We evaluate two different architectures on MNIST and CIFAR-10: multilayer perceptron (MLP) and convolutional neural network (CNN). The MLP is comprised of two hidden layers with 512 (1536) neurons and 128 (128) neurons for MNIST (CIFAR-10) all using ReLU activation. The architecture of the CNN is inherited from the official tutorial of tensorflow/privacy.

Besides non-transfer settings, given the access to pre-trained feature extractors, we also evaluate DPlis on more challenging datasets, which we refer to as transfer settings. Specifically, we evaluate DPlis in three transfer settings.

- **ImageNet→CIFAR-100**: ImageNet [47] denotes the image classification benchmark in ImageNet Large Scale Visual Recognition Challenge (ILSVRC). It includes a training set with over 1.2 million images and a validation set of 50000 images, all in full resolution, spanning 1000 different classes. CIFAR-100 [28] is similar to CIFAR-10 but with 100 different classes. In this setting, we use a ImageNet pre-trained EfficientNet-b0 [54] to extract features. After average-pooling, the extractor provides 1280-dimensional feature vectors, on which an MLP with two 256-neuron hidden layers and ReLU activation is trained to classify CIFAR-100.

- **CelebA→PubFig83**: PubFig83 [44] is a dataset of 13838 facial images from 83 public figures with at least 100 images per identity. In our evaluation, we use a pre-processed version of PubFig83 [29], where images are aligned by the position of the eyes. 50 images from every identity are taken into the testing set, while the remaining 9688 images constitute the training set. CelebA [36], a large-scale dataset of 202599 facial images corresponding to 10177 identities. We remove all 44 identities with only one corresponding image from CelebA, which results in a total of 202555 images and 10133 identities. In this setting, the pre-training is accomplished on this dataset using 10133-way face identification with one image from every identity preserved for validation. We choose ResNet-50 [21] as the backbone of pre-trained feature extractors, following the implementation of face.evoLVe [4]. After pre-training, average-pooling is applied to the outputs of the last convolution layer to form features with 2048 dimensions, and an MLP with one 32-neuron hidden layer and ReLU activation is trained on such features.

- **CelebA→CelebA10000**: In CelebA→CelebA10000 setting, 1000 identities with exactly 30 corresponding facial images are picked to form the private dataset, namely CelebA10000, while the remaining 9133 identities constitutes the dataset for pre-training, namely CelebA… The pre-training on CelebA… is similar to the one in CelebA→PubFig83 setting, with one image from every identity preserved for validation. For the private dataset CelebA10000, 25 images from every identity are taken by the training set, and the other 5 images are taken by the testing set, which leads to a training set of size 25000 and a testing set of size 5000. The architecture is the same as CelebA→PubFig83 setting.

Beyond vision tasks, we also evaluate DPlis on an NLP task, namely next word prediction on Reddit Comments (Reddit). Reddit Comments [2] is a collection of Reddit posts. Following the setup of [25], we randomly sample 10000 comments as training data and 5000 comments as testing data, and pre-train the model on an additional public data source, Brown corpus [15], without differential privacy for warm-starting. Following [38], we choose to use a pre-selected dictionary from public data instead of to use heavy hitter estimation [45] to generate one from private data. Our dictionary is composed of a total of 36743 words, containing all words with a frequency of at least two from Brown corpus.

We evaluate both MLP and LSTM models for the task. The MLP takes the last 20 tokens as its input and contains three hidden layers with respectively 500, 250, and 50 neurons. The LSTM model takes a series of words as input and embeds them individually into a learned 256-dimensional space. The embedded characters are then processed through an LSTM module with 96 nodes. Finally, the output of the LSTM module is sent to a fully-connected layer for word predictions.

Training Setups. For all the reported results, all hyper-parameters for DP-SGD are selected to achieve the best performance of vanilla DP-SGD. DPlis then sets the exactly same value for the part of hyperpa-
Table 1. Hyper-parameters

| setting       | \( L \)       | \( \frac{\eta}{\sigma} \) | \( \eta \) | \( \sigma \) | \( C \) |
|---------------|---------------|-----------------|---------|----------|------|
| MNIST         | 256           | \( 6 \times 10^{-4} \) | 0.1536  | 1.1      | 1.0  |
| CIFAR-10      | 256           | \( 6 \times 10^{-4} \) | 0.1536  | 1.1      | 1.0  |
| ImageNet→CIFAR-100 | 256           | \( 4 \times 10^{-4} \) | 0.1024  | 3.0      | 1.0  |
| CelebA→PubFig83 | 256           | \( 6 \times 10^{-3} \) | 1.536   | 2.0      | 1.0  |
| CelebA→CelebA1000 | 256           | \( 6 \times 10^{-3} \) | 1.536   | 1.3      | 1.0  |
| Reddit        | 64            | \( 10^{-3} \)     | 0.064   | 1.1      | 1.0  |

parameters that appear in DP-SGD. The exact choice of hyper-parameters are presented in Table 1, where \( L \) is (expected) batch size, \( \eta \) is learning rate, \( \sigma \) is noise multiplier and \( C \) is clipping threshold. Batches are sampled through Poisson sampling with probability \( \frac{L}{N} \), where \( N \) is the size of the training set.

For DPlis, unless otherwise specified, we set \( K = 10 \) in both non-transfer and transfer settings and \( K = 20 \) for next word prediction on Reddit. We present results for radius \( R = 10 \) and \( R = R_{\text{best}} \), where \( R_{\text{best}} \) denotes the radius that achieves the best performance under corresponding privacy budgets.

In presenting privacy budgets, we fix \( \delta \) in \((\varepsilon, \delta)\)-differential privacy to be \( 10^{-5} \) and present only the corresponding \( \varepsilon \). Each row in Table 2, Table 3 and Table 5 corresponds to results from a single run.

5.2 Performance Evaluation

Results in Non-transfer Settings. As shown in Table 2 using DPlis improves test accuracy of DP-SGD by 0.46% ~ 5.88% with \( R = R_{\text{best}} \) and 0.06% ~ 3.88% with \( R = 10 \) in non-transfer settings.

An interesting phenomenon is that the test accuracy of vanilla DP-SGD occasionally drops drastically when training proceeds. As a concrete example, when we train MLP on CIFAR-10, the test accuracy starts to degrade as early as before \( \varepsilon = 5.01 \). Though it seems like overfitting, it is actually not since no increasing generalization gap is observed. We will further discuss this in Section 5.4. This issue, if not fully addressed, is greatly alleviated by randomized smoothing. When training proceeds, no significant drop on test accuracy is observed for DPlis.

Results in Transfer Settings. As in Table 3 while pre-trained features already lift the utility of vanilla DP-SGD, using DPlis can further improve test accuracy of DP-SGD by 1.23% ~ 5.81% with \( R = R_{\text{best}} \) and 0.56% ~ 5.81% with \( R = 10 \).

Firstly, pre-trained features greatly boost capabilities of vanilla DP-SGD in a sense that now it can perform fairly well within meaningful privacy budgets on much more difficult tasks. Table 4 contains a summary of training set statistics, where \( N_{\text{train}} \) denotes the size of training set, \( M \) denotes the size of label set and \( \frac{N_{\text{train}}}{M} \) denotes the average number of samples per label. CIFAR-100, PubFig83 and CelebA1000 are considered much harder than MNIST and CIFAR-10, as they have more label classes, fewer samples per class, and richer details in images. However, with a pre-trained EfficientNet-b0 as the feature extractor, an accuracy of 46.78% is achieved on CIFAR-100 by DP-SGD without smoothing in a very tight privacy budget \( \varepsilon = 0.86 \), which is already comparable to 49.70% on CIFAR-10 by training a CNN from scratch with \( \varepsilon = 1.99 \). Clearly, it is beneficial to have pre-trained features when using DP-SGD.

Secondly, even with strong pre-trained features, randomized smoothing remains a substantial improvement to model performance when applied in DP-SGD. This observation is consistent in all three settings, regardless of whether the feature extractor is pre-trained on a dataset with a broader scope (ImageNet→CIFAR-100), a dataset with domain shift (CelebA→PubFig83), or even a dataset with a similar distribution (CelebA→CelebA1000). With the presence of randomized smoothing, test accuracy is raised by at least 3% in many cases and around 5% in a few. The effectiveness of randomized smoothing in improving utility does not seem to be weakened by access to pre-trained features.

Results on Next Word Prediction. In Table 5 applying DPlis results in a significant performance improvement, which further supports the effectiveness of our approach. Perplexity is reduced by at least 50 in all cases for both \( R = 10 \) and \( R = R_{\text{best}} \).

Similar to the image-domain tasks in non-transfer settings, we observe degrading performance for the LSTM model when using DP-SGD without smoothing. The perplexity is indeed increasing gradually when training proceeds. While we will further discuss the potential cause of this issue in Section 5.4, we can see here that it is again addressed by randomized smoothing successfully. Perplexity decreases and utility improves through training with the presence of randomized smoothing.
Table 2. Evaluation in Non-transfer Settings

| dataset       | model | smoothing | $\epsilon = 1.99$ | $\epsilon = 5.01$ | $\epsilon = 7.01$ | $\epsilon = 10.00$ |
|---------------|-------|-----------|-------------------|-------------------|-------------------|-------------------|
| MNIST         | MLP   | No        | 92.60%            | 93.92%            | 94.11%            | 93.35%            |
|               |       | $R = 10$  | 92.66% (+0.06%)   | 94.78% (+0.86%)   | 94.84% (+0.03%)   | 95.19% (+1.84%)   |
|               |       | $R = R_{\text{best}}$ | 93.58% (+0.98%) | 95.94% (+2.02%) | 96.17% (+2.06%) | 96.00% (+2.65%) |
|                | CNN   | No        | 95.08%            | 95.92%            | 96.07%            | 95.89%            |
|                |       | $R = 10$  | 96.62% (+1.54%)   | 97.49% (+1.57%)   | 97.52% (+1.45%)   | 98.56% (+2.67%)   |
|                |       | $R = R_{\text{best}}$ | 97.31% (+2.23%) | 98.01% (+2.09%) | 98.48% (+2.41%) | 98.90% (+3.01%)   |
| CIFAR-10      | MLP   | No        | 43.88%            | 43.16%            | 41.95%            | 41.07%            |
|                |       | $R = 10$  | 44.09% (+0.21%)   | 44.48% (+1.32%)   | 44.73% (+2.78%)   | 44.95% (+3.88%)   |
|                |       | $R = R_{\text{best}}$ | 44.34% (+0.46%) | 46.90% (+3.74%) | 46.92% (+4.97%) | 46.95% (+5.88%)   |
|                | CNN   | No        | 49.70%            | 58.48%            | 60.46%            | 61.37%            |
|                |       | $R = 10$  | 50.09% (+0.39%)   | 60.39% (+1.91%)   | 62.09% (+1.63%)   | 63.22% (+1.85%)   |
|                |       | $R = R_{\text{best}}$ | 50.85% (+1.15%) | 61.75% (+3.27%) | 62.32% (+1.86%) | 64.73% (+3.36%)   |

Table 3. Evaluation in Transfer Settings

| setting       | smoothing | $\epsilon = 0.39$ | $\epsilon = 0.54$ | $\epsilon = 0.66$ | $\epsilon = 0.77$ | $\epsilon = 0.86$ |
|---------------|-----------|-------------------|-------------------|-------------------|-------------------|-------------------|
| ImageNet → CIFAR-100 | No        | 34.75%            | 42.34%            | 44.52%            | 46.00%            | 46.78%            |
|                | $R = 10$  | 35.73% (+0.98%)   | 43.32% (+0.98%)   | 46.59% (+2.07%)   | 49.02% (+3.02%)   | 49.70% (+2.92%)   |
|                | $R = R_{\text{best}}$ | 35.98% (+1.23%) | 43.76% (+1.42%) | 48.00% (+3.48%) | 51.04% (+5.04%) | 52.04% (+5.26%)   |
| CelebA → PubFig83 | No        | 41.20%            | 53.45%            | 55.95%            | 59.47%            | 62.17%            |
|                | $R = 10$  | 41.76% (+0.56%)   | 54.53% (+1.08%)   | 61.76% (+5.81%)   | 62.84% (+3.37%)   | 64.84% (+2.67%)   |
|                | $R = R_{\text{best}}$ | 43.16% (+1.96%) | 57.16% (+3.71%) | 61.76% (+5.81%) | 64.27% (+4.80%) | 66.24% (+4.07%)   |
| CelebA → CelebA1000 | No       | 19.68%            | 25.74%            | 31.54%            | 34.12%            | 36.44%            |
|                | $R = 10$  | 21.46% (+1.78%)   | 29.86% (+4.12%)   | 34.32% (+2.78%)   | 38.18% (+4.06%)   | 40.32% (+3.88%)   |
|                | $R = R_{\text{best}}$ | 22.54% (+2.86%) | 30.38% (+4.64%) | 35.58% (+4.04%) | 38.88% (+4.76%) | 41.08% (+4.64%)   |

Table 4. Summary of Training Set Statistics

| dataset     | $N_{\text{train}}$ | $M$ | $N_{\text{train}}/M$ |
|-------------|---------------------|-----|---------------------|
| MNIST       | 60000               | 10  | 6000                |
| CIFAR-10    | 50000               | 10  | 5000                |
| CIFAR-100   | 50000               | 100 | 500                 |
| PubFig83    | 9688                | 83  | $\approx 117$      |
| CelebA1000  | 25000               | 1000| 25                  |

5.3 Hyper-parameters for Randomized Smoothing

Applying randomized smoothing introduces only two scalar hyper-parameters, smoothing radius $R$ and the number of smoothing samples $K$. With existing private hyper-parameter selection techniques [34] [51], adding two additional scalar hyper-parameters to existing hyper-parameters in DP-SGD is in fact not too much of a burden on privacy budgets, even if they are treated naively through grid search. Nevertheless, we will show in this section that by digging into the effects of $R$ and $K$ to model performance, their selection can be done properly with less or even no additional privacy budget.
Table 5. Evaluation of Next Word Prediction on Reddit

| dataset | model | smoothing | perplexity |
|---------|-------|-----------|------------|
|         |       |           | $\varepsilon = 0.55$ | $\varepsilon = 0.60$ | $\varepsilon = 0.65$ |
| Reddit  | MLP   | No        | 692.85     | 654.66     | 652.30     |
|         |       | $R = 10$  | 638.10 (−54.75) | 593.92 (−60.74) | 590.11 (−62.19) |
|         |       | $R = R_{\text{best}}$ | 622.81 (−70.04) | 588.76 (−65.90) | 585.50 (−66.80) |
|         | LSTM  | No        | 1157.42    | 2909.73    | 2981.27    |
|         |       | $R = 10$  | 688.95 (−468.47) | 585.47 (−2324.26) | 578.63 (−2402.64) |
|         |       | $R = R_{\text{best}}$ | 683.19 (−474.23) | 583.23 (−2326.50) | 575.54 (−2405.73) |

Table 6. $R_{\text{best}}$ in Non-transfer Settings

| dataset | model | $R_{\text{best}}$ |
|---------|-------|-------------------|
|         |       | $\varepsilon = 1.99$ | $\varepsilon = 5.01$ | $\varepsilon = 7.01$ | $\varepsilon = 10.00$ |
| MNIST   | MLP   | 40                | 40                | 40                | 40                |
|         | CNN   | 30                | 30                | 30                | 30                |
| CIFAR-10| MLP   | 30                | 30                | 30                | 30                |
|         | CNN   | 30                | 30                | 30                | 30                |

Table 7. $R_{\text{best}}$ in Transfer Settings

| setting | $R_{\text{best}}$ |
|---------|-------------------|
| ImageNet→CIFAR-100 | $\varepsilon = 0.39$ | $\varepsilon = 0.54$ | $\varepsilon = 0.66$ | $\varepsilon = 0.77$ | $\varepsilon = 0.86$ |
| 5       | 12                | 30                | 30                | 30                |
| CelebA→PubFig83 | $\varepsilon = 2.84$ | $\varepsilon = 4.06$ | $\varepsilon = 5.04$ | $\varepsilon = 5.89$ | $\varepsilon = 6.64$ |
| 15      | 12                | 10                | 12                | 12                |
| CelebA→CelebA1000 | $\varepsilon = 4.88$ | $\varepsilon = 6.06$ | $\varepsilon = 7.12$ | $\varepsilon = 8.03$ | $\varepsilon = 8.87$ |
| 12      | 12                | 12                | 12                | 12                |

Table 8. $R_{\text{best}}$ for Next Word Prediction on Reddit

| dataset | model | $R_{\text{best}}$ |
|---------|-------|-------------------|
|         |       | $\varepsilon = 0.55$ | $\varepsilon = 0.60$ | $\varepsilon = 0.65$ |
| Reddit  | MLP   | 4                 | 4                 | 4                 |
|         | LSTM  | 4                 | 4                 | 4                 |

Regarding the effect of $R$ to model performance, we observe a useful property here: model performance is approximately a unimodal function of $R$, which means it is monotonically increasing for $R < R_{\text{best}}$ and monotonically decreasing for $R > R_{\text{best}}$. With this property, the set of $R$ that yields considerable improvements forms an interval that is always fairly wide in all our results, which is friendly to private hyper-parameter selection.

Furthermore, benefiting from our factorization of $\sigma_{\text{smooth}}$, even though $\sigma_{\text{smooth}}$ may vary greatly, the interval for $R$ with solid improvements is more or less...
of the same scale across different settings. As a result, while $R_{\text{best}}$ is different from one setting to another, smoothing DP-SGD with a single radius setting $R = 10$ suffices to considerably outperform vanilla DP-SGD across all settings as shown in Table 2, Table 3 and Table 5. Thus, as a rule of thumb, simply selecting $R = 10$ is likely a good choice.

Effect of $K$. To understand the role of the hyper-parameter $K$, we evaluate randomized smoothing with various $K$ under a fixed radius setting $R = 10$ in two settings, ImageNet$\rightarrow$CIFAR-100 for object classification and CelebA$\rightarrow$PubFig83 for face identification. The results are presented in Figure 4. For each setting, we present results corresponding to three different privacy budget $\varepsilon$. For each $\varepsilon$, the test accuracy obtained with different $K$ is plotted as a full line and the test accuracy without smoothing under the same $\varepsilon$ is plotted as a horizontal dotted line in the same color.

Overall, model performance benefits from a larger $K$, which makes the selection of $K$ a simple trade-off between utility and computation time. Such trade-off can be easily addressed without tuning by selecting the largest $K$ with acceptable training time. This phenomenon is fairly intuitive given that a larger $K$ implies a better approximation of $\mathcal{L}_{\text{smooth}}(\theta)$. Figure 5 supports this claim, in which we visualize the effect of $K$ to the loss surface of a ResNet-56 published by [32] along with 3D loss visualization code. Besides, even with $K$ as small as 3, randomized smoothing can already improve the performance of DP-SGD considerably, as shown in Figure 4.

5.4 Justification of Smoothing

When designing DPLIS, one of our motivations is to explicitly incorporate the preference to flatter regions, which is supported by theoretical results in Section 4. In this section, we provide further supports by examining empirically whether DP-SGD is guided towards flatter regions with randomized smoothing.

One way of examination is through visualization, which is intuitive but considers limited dimensions. We adapt filter normalized plots from [26] for visualization, which is designed to remove apparent differences in geometry caused by scaling filter weights. To visualize the sharpness of loss landscape around a given parameter $\theta$, one begins with a random Gaussian direction $d$ with the same dimensions as $\theta$. Then each filter $f_{\theta}$ in $d$ will be normalized by a factor of $\frac{\|f_{\theta}\|}{\|f_{\theta}\|}$, so that it will have the same norm as the corresponding filter $f_{\theta}$ in $\theta$. At last, with the filter-normalized vector $d$, one can plot...
out test accuracy and test loss corresponding to models parameters on the segment $\theta + \alpha \cdot d$ with $\alpha \in [-0.8, 0.8]$.

We visualize models trained with and without randomized smoothing in three different settings. The results are presented in Figure 6. Overall, the visualized region around the parameter obtained by DP-SGD with smoothing tends to be flatter than the one around the parameter obtained by vanilla DP-SGD. Though the visualization is conducted along a single direction, it gives us a rough idea of the effect of DP-LIS.

Another way of examination is through numerical sharpness metrics, which is less intuitive but able to capture patterns from more dimensions. Here, we follow the definition of $(C_\varepsilon; A)$-sharpness from [23].

**Definition 5.** $(C_\varepsilon; A)$-sharpness: Given $\theta \in \mathbb{R}^n$, $\epsilon > 0$ and $A \in \mathbb{R}^{n \times p}$, the $(C_\varepsilon; A)$-sharpness of $L$ at $\theta$ is

$$
\left( \max_{y \in C_\varepsilon(\theta)} \frac{L(\theta + Ay) - L(\theta)}{1 + L(\theta)} \right) \times 100,
$$

where $C_\varepsilon(\theta) = \{ z \in \mathbb{R}^p : |z_i| \leq \epsilon \left( |(A^+\theta)_i| + 1 \right) \}$ and $A^+$ denotes pseudo-inverse of $A$.

We set $A$ to be the identity matrix $I_n$ following their default setting and set $\epsilon$ to be 0.0045. The results are presented in Table 9 where $(C_\varepsilon; A)$-sharpness is always smaller with randomized smoothing, suggesting the success of our design in guiding DP-SGD towards favorable flatter regions.

In Section 5.5, we briefly mention the degrading performance issue of vanilla DP-SGD when it is observed in Table 2 and Table 5 where model performance decreases gradually as training proceeds. Here we propose an explanation for the main cause of such an issue, which separates it from overfitting in machine learning, and we argue that guiding DP-SGD towards flatter regions via randomized smoothing can indeed resolve this issue.

### 5.5 Stability of Performance

Vanilla DP-SGD is usually considered unstable as variations of performance among independent runs are non-negligible. In this section, we show that randomized smoothing improves not only the performance of DP-SGD, but also its stability.

Table 10 contains our evaluation results. For each cell in the table, range and standard deviation of test accuracy across 5 runs are reported. Both standard deviation and range can be reduced significantly after using randomized smoothing, which indicates that randomized smoothing helps with the stability of performance.
### Table 10. Stability of Performance

| dataset | model | smoothing | \(\epsilon = 5.01\) | \(\epsilon = 10.00\) | \(\epsilon = 5.01\) | \(\epsilon = 10.00\) |
|---------|-------|-----------|----------------|----------------|----------------|----------------|
| MNIST   | MLP   | No        | 0.184%         | 0.339%         | 0.55% (93.51%, 94.06%) | 1.02% (93.25%, 94.27%) |
|         |       | \(R = 10\) | 0.088%         | 0.184%         | 0.25% (94.72%, 94.97%) | 0.56% (95.36%, 95.92%) |
|         |       | \(R = 40\) | 0.068%         | 0.088%         | 0.18% (95.92%, 96.10%) | 0.25% (95.90%, 96.15%) |
| CIFAR-10| CNN   | No        | 0.577%         | 0.427%         | 1.61% (57.27%, 58.88%) | 1.18% (60.65%, 61.83%) |
|         |       | \(R = 10\) | 0.444%         | 0.360%         | 1.24% (60.18%, 61.42%) | 0.92% (62.66%, 63.58%) |
|         |       | \(R = 30\) | 0.332%         | 0.196%         | 0.96% (61.22%, 62.18%) | 0.58% (64.25%, 64.83%) |

### Table 11. Evaluation when combined with Tempered Sigmoid

| dataset | model | smoothing | \(\epsilon = 1.99\) | \(\epsilon = 5.01\) | \(\epsilon = 7.01\) | \(\epsilon = 10.00\) |
|---------|-------|-----------|----------------|----------------|----------------|----------------|
| CIFAR-10| CNN   | No        | 50.04%         | 57.01%         | 58.07%         | 57.46%         |
|         |       | \(R = 10\) | 50.38% (+0.34%) | 58.18% (+1.17%) | 59.58% (+1.51%) | 59.13% (+1.67%) |
|         |       | \(R = R_{\text{best}}\) | 50.38% (+0.34%) | 59.17% (+2.16%) | 59.93% (+1.86%) | 60.06% (+2.60%) |

### Table 12. Evaluation of Smoothing for PATE

| dataset | parameter | smoothing | \(\epsilon = 7.44\) | \(\epsilon = 11.08\) | \(\epsilon = 14.08\) | \(\epsilon = 16.75\) |
|---------|-----------|-----------|----------------|----------------|----------------|----------------|
| SVHN    | \(\sigma_2 = 40\) | No        | 82.56%         | 84.44%         | 85.79%         | 86.77%         |
|         |           | Yes       | 84.06% (+1.50%) | 85.64% (+1.20%) | 86.96% (+1.17%) | 87.39% (+0.62%) |
|         |           | \(\epsilon = 3.78\) | 75.65%         | 76.77%         | 81.95%         | 83.28%         |
|         |           | \(\epsilon = 5.51\) | 77.84% (+2.19%) | 82.06% (+5.29%) | 83.62% (+1.67%) | 84.64% (+1.36%) |
|         | \(\sigma_2 = 80\) | No        | 70.51%         | 75.75%         | 79.19%         | 80.50%         |
|         |           | Yes       | 73.92% (+3.41%) | 79.56% (+3.81%) | 81.69% (+2.50%) | 83.36% (+1.86%) |

### 5.6 Compatibility of DPlis

Since DPlis tailors the training objectives through smoothing, it is by design complementary to and therefore naturally compatible with most if not all existing strategies. As a proof of concept, we show empirically in this section that the gains from DPlis remain when combined with Tempered Sigmoid [43], which modifies the activation functions.

The results are included in Table 11. Following [43], we replace ReLU activations with tanh, the default setting of Tempered Sigmoid. Other setups are the same as in Section 5.1. The values of \(R_{\text{best}}\) are 10, 15, 20, 15 respectively for \(\epsilon = 1.99, 5.01, 7.01, 10.00\).

On CIFAR-10 using a CNN with Tempered Sigmoid activations, DPlis improves the test accuracy by 0.34% ∼ 2.60% with \(R = R_{\text{best}}\) and 0.34% ∼ 1.67% with \(R = 10\), which corroborates the compatibility of DPlis with other strategies.

### 5.7 Extension to PATE

In this section, we show that the idea of smoothing learning loss can be extended easily to PATE for improved utility as well. The core of PATE is noisy data labeling. Intuitively, the label noise manifests itself as parameter noise during training, which can be mitigated by smoothing.

**Experimental Setup.** We evaluate PATE on SVHN [20] benchmark following mostly setups from [11] [22]. Detailed experimental setup is included in Appendix D.
Experimental Results. As shown in Table 12, smoothing improves test accuracy of PATE by $0.62\% \sim 5.29\%$. PATE benefits from smoothing because of the increased tolerance to the noise in privacy-preserving labels. In Table 13, we report the accuracy of privacy-preserving labeling $P_{\text{correct}}$. We notice that in most cases, the improvement from smoothing is greater for settings with lower $P_{\text{correct}}$, which corroborates the ability of smoothing to handle label noise.

6 Related Work

Privacy Attacks. Various privacy attacks motivate the development of DP. Privacy attacks against machine learning models aim to learn private information about the training data. Membership inference and model inversion are two major attacks of interest in the literature. Membership inference attacks aim to determine whether a given individual’s data record is included in the training set of the model [8 33 37 19 50]. On the other hand, model inversion attacks aim to reconstruct the sensitive features of the training data records [16 17 45 65 68]. Additionally, model inversion attacks can be further refined into property inference attacks, where the attacker can speculate whether there is a certain statistical property in the training dataset [3 18 59]. While DP provides a strong theoretical guarantee against these privacy attacks, it will typically cause unbearable utility degradation for the trained models [30 60]. Our work can be applied to obtain a better utility-privacy tradeoff against privacy attacks.

Differentially private optimization. Differentially private optimization is one of the most important applications of DP and has gone through careful studies during the past decade. For convex optimization, there is a line of works with different tradeoffs between utility, privacy, and usability. [7] proposed the classic techniques of output perturbation and objective perturbation. A thorough analysis of the techniques appear in [24] and two variants were proposed in [23 64]. Several mechanisms [27 53 56] were proposed for dealing with high-dimensional sparse regression. The non-convex setting has only seen real progress recently. The first private SGD algorithm was given in [52], but only until the emergence of DP-SGD [1] with improved privacy composition do we see the real deployment of DP in deep learning systems. Since then, [1 59] proposed Concentrated-DP and Rényi-DP which provides better composability for DP-SGD. [61] further improved the composition by considering sub-sampling in Rényi differential privacy. [81] proposed to use direct feedback alignment instead of backward propagation in DP-SGD. [13] suggested that a family of bounded activation functions, namely the tempered sigmoids, is more preferable than ReLU in DP-SGD. [22] used recurrent neural networks learned on auxiliary public data to adjust noise scales and to decide the update direction from the noisy gradient. [30] introduced a line-search module to privately choose among a pre-defined set of learning rates and decide whether to allocate more privacy budget. In addition, [50] showed that setting a smaller gradient clipping threshold $C$ may impair utility when it causes too much information loss in the estimates. Besides, unlike randomized smoothing used in this work, reducing $C$ does not affect the smoothness of loss landscapes and hence does not help tolerate noise.

Randomized Smoothing. Typically, a loss function can be viewed as a function of both model parameters and input data. In the machine learning community, several lines of works perform randomized smoothing over model parameter space as we do. To improve generalization, [6] proposed Entropy-SGD, which optimizes local entropy instead of the original loss function by estimating gradients with Langevin dynamics [62] and local entropy is designed to have a smooth energy landscape. With a similar purpose, [63] proposed SmoothOut, which injects noise into the model to smooth out sharp minima to obtain more robust models with flatter minima. [10] utilized parameter-space smoothing to improve convergence rates in nonsmooth convex optimizations.

7 Conclusion

In this work, we propose DPLis, which improves the utility of DP-SGD by smoothing the learning loss function. We show both theoretically and empirically that DP-SGD with the smoothed loss not only reduces the performance variation across different runs but also achieves a better generalization bound. In addition, we show that the idea of smoothing loss function can be easily extended to improve the utility of PATE.

Through our work, we hope to open up a new perspective for improving the utility of privacy-preserving deep learning, which is to tailor learning objective functions to differential privacy goals. For future work, we will investigate different instantiations of this overarching idea and study the applications of the proposed approach to medical data analysis.
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Appendices

A Proof of Lemma 1

Proof. Let \( \mu(\Delta) \) to be the density of a random variable \( \Delta \sim N(0, \sigma^2\text{smooth}) \), then we have

\[
\begin{align*}
\mathcal{L}_\text{smooth}(\theta) &= \mathbb{E}_{\Delta \sim N(0, \sigma^2\text{smooth})}[\mathcal{L}(\theta + \Delta)] \\
&= \mathbb{E}_{\theta' \sim N(\theta, \sigma^2\text{smooth})}[\mathcal{L}(\theta')] \\
&= \int \mathcal{L}(\theta') \mu(\theta - \theta') d\theta'.
\end{align*}
\]

With Lemma 9(iii) from [10], given that \( \mathcal{L} \) is \( L \)-Lipschitz with respect to the \( \ell_2 \) norm, we have the gradient of \( \mathcal{L}_\text{smooth} \) to be \( L/\sigma\text{smooth} \)-Lipschitz continuous and therefore \( \mathcal{L}_\text{smooth} \) is \( L/\sigma\text{smooth} \)-smooth.

With Lemma 9(iv) from [10], we have

\[
\nabla \mathcal{L}_\text{smooth}(\theta) = \mathbb{E}_{\Delta \sim N(0, \sigma^2\text{smooth})}[\nabla \mathcal{L}(\theta + \Delta)] \\
= \int \frac{\nabla \mathcal{L}(\theta + \Delta)}{\Delta} \mu(\Delta) d\Delta.
\]

Thus when \( \mathcal{L} \) is \( \beta \)-smooth, for any \( \theta, \theta' \), we have

\[
\begin{align*}
\|\nabla \mathcal{L}_\text{smooth}(\theta) - \nabla \mathcal{L}_\text{smooth}(\theta')\| &
= \|\int (\nabla \mathcal{L}(\theta + \Delta)) \mu(\Delta) d\Delta - \int (\nabla \mathcal{L}(\theta' + \Delta)) \mu(\Delta) d\Delta\| \\
&= \|\int (\nabla \mathcal{L}(\theta + \Delta) - \nabla \mathcal{L}(\theta' + \Delta)) \mu(\Delta) d\Delta\| \\
&\leq \max_{\Delta} \|\nabla \mathcal{L}(\theta + \Delta) - \nabla \mathcal{L}(\theta' + \Delta)\| \\
&\leq \beta \|\theta - \theta'\|,
\end{align*}
\]

which means \( \mathcal{L}_\text{smooth} \) is at least \( \beta \)-smooth.

B Proof of Theorem 2

Proof. Since \( \mathcal{L} \) is \( \beta \)-smooth,

\[
\begin{align*}
\mathcal{L}(\theta_{t+1}) &\leq \mathcal{L}(\theta_{t}) + \langle \nabla \mathcal{L}(\theta_{t}), \theta_{t+1} - \theta_{t} \rangle + \frac{\beta}{2} \eta^2 \|\nabla \mathcal{L}(\theta_{t}, x_{t})\|^2 \\
&= \mathcal{L}(\theta_{t}) - \eta \langle \nabla \mathcal{L}(\theta_{t}), \nabla \mathcal{L}(\theta_{t}, x_{t}) \rangle + \frac{\beta \eta^2}{2} \|\nabla \mathcal{L}(\theta_{t}, x_{t})\|^2.
\end{align*}
\]

Take expectation on both sides, we have

\[
\begin{align*}
\mathbb{E}[\mathcal{L}(\theta_{t+1})] &= \mathbb{E}[\mathcal{L}(\theta_{t})] - \eta \mathbb{E}[\langle \nabla \mathcal{L}(\theta_{t}), \nabla \mathcal{L}(\theta_{t}, x_{t}) \rangle] + \frac{\beta \eta^2}{2} \mathbb{E}[\|\nabla \mathcal{L}(\theta_{t}, x_{t})\|^2]
\end{align*}
\]

By summarizing the above equation through all time steps, we obtain the following inequality.

\[
\begin{align*}
\frac{1}{T} \sum_{t=1}^{T} \mathbb{E}[\|\nabla \mathcal{L}(\theta_{t})\|^2] &\leq \frac{2 \mathbb{E}[\mathcal{L}(\theta_{t})] - 2 \mathbb{E}[\mathcal{L}(\theta_{t+1})]}{\eta(2 - \eta \beta)} + \frac{\eta \beta \sigma^2}{(2 - \eta \beta)}
\end{align*}
\]

C Proof of Theorem 3

Proof. We introduce as tools the notion of uniform stability and a corresponding generalization bound from [20].

Definition 6 (Uniform Stability). A randomized learning algorithm \( \mathcal{A} \) is \( s \)-uniformly stable if for all datasets \( D, D' \) of size \( n \) that differ in one sample, we have

\[
\mathbb{E}[^{\mathcal{A}} \mathcal{L}(\theta_{D}, x) - \mathcal{L}(\theta_{D'}, x)] \leq s
\]

for all sample \( x \), where \( \theta_{D} \) and \( \theta_{D'} \) are respectively the final parameter learned from \( D \) and \( D' \) with \( \mathcal{A} \) and the expectation is taken over the randomness of \( \mathcal{A} \).

Theorem 4 (Generalization with Uniform Stability). Let \( \mathcal{A} \) be \( s \)-uniformly stable. We have

\[
\mathbb{E}[\mathcal{L}(\hat{\theta}) - \mathcal{L}(\theta)] \leq s,
\]

where \( \theta \) is the final parameter learned from training data with \( \mathcal{A} \) and the expectation is taken over both the randomness of \( \mathcal{A} \) and the draw of training data.

We can now focus on bounding the uniform stability of DP-SGD, which can be then directly transferred into a bound for generalization gaps with Theorem 4.
Let $D = \{x_1, \ldots, x_N\}, D' = \{x'_1, \ldots, x'_N\}$ be two datasets of size $n$ that differ in one sample (without loss of generality, we assume $x_1 \neq x'_1$).

Firstly, we analyze DP-SGD given realizations of the following randomness: Let $\theta_0 = \theta'_0$ be a realization of the random initialization of DP-SGD, 
\[ \{n_1, \ldots, n_T\} = \{n'_1, \ldots, n'_T\} \]
be a realization of Gaussian noise from $N(0, \sigma^2C^2I)$ for all $T$ steps of DP-SGD and 
\[ \{B_1, \ldots, B_T\} = \{B'_1, \ldots, B'_T\} \]
be a realization of indices of samples in all $T$ steps.

We use $\theta_i$ and $\theta'_i$ to denote respectively the parameters after the $i$-th updates of DP-SGD on $D$ and $D'$, and use $h_i$ to denote $\|\theta_i - \theta'_i\|$. Thus we have $h_0 = 0$.

In $i$-th step, if the one sample that differs in $D$ and $D'$ is not selected, we have
\[
h_i \leq h_{i-1} + \frac{\eta}{qn} \cdot \sum_{j \in B_i} \| \text{clip} (\nabla L_{\text{train}}(\theta_{i-1}, x_j)) \|
\]
\[
- \text{clip} (\nabla L_{\text{train}}(\theta'_{i-1}, x_j)) \|
\]
\[
\leq h_{i-1} + \frac{\eta}{qn} |B_i| \cdot \beta h_{i-1}
\]
where $q$ is the sampling probability (i.e. $qn = |B_i|$ when using fixed-size batches) and the second inequality uses the condition that $L_{\text{train}}$ is $\beta$-smooth (so that $\text{clip} (\nabla L_{\text{train}})$ is $\beta$-Lipschitz).

Similarly, if the one sample that differs in $D$ and $D'$ is selected, we have
\[
h_i \leq h_{i-1} + \frac{\eta}{qn} \cdot \sum_{j \in B_i} \| \text{clip} (\nabla L_{\text{train}}(\theta_{i-1}, x_j)) \|
\]
\[
- \text{clip} (\nabla L_{\text{train}}(\theta'_{i-1}, x'_j)) \|
\]
\[
\leq h_{i-1} + \frac{\eta}{qn} (|B_i| - 1) \cdot \beta h_{i-1} + \frac{\eta}{qn} \cdot 2C
\]
\[
\leq h_{i-1} \cdot (1 + \eta\beta) + \frac{2\eta C}{qn}
\]

Combining both cases with the initial condition $h_0 = 0$, we have
\[
h_T \leq h_1 \leq N_1 \cdot \frac{2\eta C}{qn} \cdot (1 + \eta\beta)^{T-1},
\]
where $N_1$ is the total number of steps that contains the different sample (i.e. $x_1$ and $x'_1$).

Since $L(\theta, x)$ is $L$-Lipschitz for every $x$, we have
\[
E[L(\theta_T, x) - L(\theta'_T, x)] \leq L \| \theta_T - \theta'_T \|
\]
\[
= Lh_T
\]
\[
\leq L \cdot N_1 \cdot \frac{2\eta C}{qn} \cdot (1 + \eta\beta)^{T-1}
\]
By taking expectation on both side over all previously given realizations, we have
\[
E[L(\theta_T, x) - L(\theta'_T, x)] \leq L \cdot E[N_1] \cdot \frac{2\eta C}{qn} \cdot (1 + \eta\beta)^{T-1}
\]
\[
= L \cdot q^n \cdot \frac{2\eta C}{qn} \cdot (1 + \eta\beta)^{T-1}
\]
\[
\leq \frac{2\eta CLT}{n} \cdot (1 + \eta\beta)^{-1}
\]
Since it holds for all $D, D'$ of size $n$ that differ in one sample, by Theorem 3, we have
\[
E[\hat{L}(\theta) - L(\theta)] \leq \frac{2\eta CLT}{n} \cdot (1 + \eta\beta)^{-1}
\]
\[
\square
\]

### D Experimental Setup:
**Evaluation of Smoothing for PATE**

We evaluate PATE on SVHN\[40\] benchmark, which consists of 73257 images for training and 26032 images for testing. We preserve 10000 samples from its original test set for evaluating model performance and use the remaining 16032 samples as the source of public data.

Following \[42\], we use the labels produced by ensembles of 250 teachers published by \[41\]. We use Confident-GNMax Aggregator\[42\] to aggregate predictions of teachers. We fix $T = 300$, $\sigma_1 = 200$ and report test accuracy and privacy budgets corresponding to total number of label queries $\# queries = 4000, 8000, 12000, 16000$ with $\sigma_2 = 40, 80, 100$. In presenting privacy budgets, we

| parameter | $\# queries$ | $\# labeled$ | $\epsilon$ | $\sigma_{\text{smooth}}$ | $P_{\text{correct}}$ |
|-----------|--------------|--------------|-------------|-----------------------|-----------------|
| $\sigma_2 = 40$ | 4000 | 1323 | 7.44 | 0.03 | 91.38% |
| | 8000 | 2692 | 11.08 | 0.03 | 91.01% |
| | 12000 | 4128 | 14.08 | 0.03 | 91.23% |
| | 16000 | 5521 | 16.75 | 0.025 | 91.66% |
| $\sigma_2 = 80$ | 4000 | 1323 | 3.78 | 0.04 | 81.41% |
| | 8000 | 2692 | 5.51 | 0.04 | 81.35% |
| | 12000 | 4128 | 6.90 | 0.03 | 81.61% |
| | 16000 | 5521 | 8.10 | 0.03 | 81.89% |
| $\sigma_2 = 100$ | 4000 | 1323 | 3.15 | 0.03 | 69.39% |
| | 8000 | 2692 | 4.57 | 0.04 | 70.54% |
| | 12000 | 4128 | 5.70 | 0.03 | 70.93% |
| | 16000 | 5521 | 6.68 | 0.03 | 71.26% |
fix $\delta$ to be $10^{-5}$ and present only the corresponding $\epsilon$ for simplicity. To highlight the utility derived from privacy-preserving labels rather than public data, student models in this section are trained in a supervised manner using public data with privacy-preserving labels.

Smoothing is applied to the learning loss as follows when training student models:

$$
\mathcal{L}_{\text{smooth}}(\theta_{\text{student}}) = \frac{1}{K} \sum_{j=1}^{K} \mathcal{L}(\theta_{\text{student}} + \mathcal{N}(0, \sigma_{\text{smooth}}^2)),
$$

where $K$ is the number of smoothing samples and $\sigma_{\text{smooth}}$ controls the degree of smoothing. We set $K = 10$ in all settings. We use a batch size of 100 and a learning rate of 0.01 that decays to 0.001 in the middle of training. In each setting, we train the student model for sufficiently long and report the highest test accuracy among training. The architecture of the student model is a CNN inherited from the official tutorial of tensorflow/privacy.

Table 13 contains other details of evaluation.

### Notes

1. https://github.com/yuxiangw/autodp
2. https://github.com/tensorflow/privacy
3. https://github.com/lukemelas/EfficientNet-PyTorch
4. https://ic.unicamp.br/~chiachia/resources/pubfig83-aligned/
5. https://github.com/ZhaoJ9014/face.evoLVe.PyTorch
6. https://github.com/tomgoldstein/loss-landscape
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