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Abstract. In this paper, the minimization of a general quadratic function subject to two ball constraints, called two ball trust-region subproblem (TBTRS), is studied. It is shown that the global optimal solution can be found by solving two extended trust-region subproblems. Strong duality conditions for two special cases are discussed. Finally, a comparison of results of the new algorithm with the other two recently proposed algorithms and CVX software are presented for several classes of randomly generated test problems.

1. Introduction. This paper studies the minimization of a general quadratic function subject to two ball constraints, called two ball trust-region (TBTRS), which can be given as follows:

\[
\begin{align*}
\min \quad & \frac{1}{2} x^T A x + a^T x \\
\text{subject to} \quad & ||x - c_1||^2 \leq \delta_1^2, \\
& ||x - c_2||^2 \leq \delta_2^2,
\end{align*}
\]

where \( n \in \mathbb{N}, x, c_1, c_2 \in \mathbb{R}^n \) \((c_1 \neq c_2)\), \( A \in \mathbb{R}^{n \times n} \) is a symmetric matrix, and \( \delta_1, \delta_2 \in \mathbb{R}_+ \). If \( A \) is positive semidefinite, then TBTRS is solvable in polynomial time. Therefore, throughout this paper it is assumed that \( A \) is indefinite and Slater condition holds i.e., there exists \( x \in \mathbb{R}^n \) such that

\[ ||x - c_1||^2 < \delta_1^2, \quad ||x - c_2||^2 < \delta_2^2. \]

The TBTRS arises in the numerical solution of parameter identification problems [3, 22, 30]. Consider the operator equation

\[ F(s) = y, \]  
where the operator \( F \) is nonlinear and continuous, \( s \in \mathbb{R}^n \) and \( y \in \mathbb{R} \). Examples of ill-posed nonlinear problems include inverse problem [17, 18], inverse scattering [19]
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and nonlinear Fredholm first kind integral equations [23] in which $\mathcal{F}$ is an integral operator of the form

$$
\mathcal{F}(s)(t) = \int_{a}^{b} \mathcal{K}(\tau, t, s(\tau)) \, d\tau, \quad a \leq t \leq b, \ s \in \mathbb{R}^{n}
$$

and $\mathcal{K}$ is nonlinear in $s$. To obtain reasonable approximate solutions, regularization is used, that replaces the ill-posed problem with a stabilized problem whose solution depends on a parameter, called the regularization parameter. These methods need to solve the following minimization problem:

$$
\min \frac{1}{2} \| \mathcal{F}(s) - y \|^2 \\
\| s \|^2 \leq \delta^2
$$

(2)

To solve (2), a sequence of trust-region subproblems in the form

$$
\min \frac{1}{2} x^T A_k x + a_k^T x, \\
\| s_k + x \|^2 \leq \delta^2
$$

are solved, where $s_k \in \mathbb{N}$ is the current iterate satisfying $\| s_k \| \leq \delta_2$, $a_k = \mathcal{F}_s(s_k)^T (\mathcal{F}(s_k) - y)$ and $A_k = \mathcal{F}_s(s_k)^T \mathcal{F}_s(s_k) + H_k$, where $H_k$ is obtained using a structured Quasi-Newton method [10]. The sequence $\{s_k\}$ ($s_{k+1} = s_k + x_k$, $x_k$ is a solution of (2)) converges only locally under some standard conditions [14]. An appropriate initial point for convergence is not always available and one can solve the following TBTRS to generate a sequence of solution $\{s_k\}$ of (2) to guarantee global convergence:

$$
\min \frac{1}{2} x^T A_k x + a_k^T x, \\
\| s_k + x \|^2 \leq \delta^2, \\
\| x \|^2 \leq \delta^1
$$

(3)

Further applications where TBTRS arises can be found in [13, 31]. In [15], the author studied TBTRS and proposed a solution approach under the assumption that the objective function is convex. The TBTRS is a generalization of trust-region subproblems (TRS) and a special case of two trust-region subproblems (TTRS) [8, 9]. Its necessary and sufficient optimality conditions are studied in [5, 24]. In general, the semidefinite programming (SDP) relaxation is not exact for it. However, it is exact if and only if the Hessian of Lagrangian is positive semidefinite at global solution [21]:

$$
\min_{x,X} \frac{1}{2} \text{trace}(AX) + a^T x \\
\text{trace}(X) - 2c_1^T x + c_1^T c_1 \leq \delta_1^2, \\
\text{trace}(X) - 2c_2^T x + c_2^T c_2 \leq \delta_2^2, \\
X \succeq xx^T.
$$

(3)
In this paper, it is proved that TBTRS can be solved by solving two extended trust-region subproblems in the following form:

\[ \min \frac{1}{2} x^T A x + a^T x \]
\[ \left| \left| x - c \right| \right|^2 \leq \delta^2, \]
\[ b^T x \leq \alpha, \]

\[ (eTRS) \]

where \( b \in \mathbb{R}^n \) and \( \alpha \in \mathbb{R} \). The extended trust-region subproblem (eTRS) is a well-studied problem, specially in recent years [11, 27, 28]. Its classical SDP relaxation is as follows which is not exact in general [29]:

\[ \min \frac{1}{2} A \cdot X + a^T x, \]
\[ \text{trace}(X) - 2c^T x + c^T c \leq \delta^2, \]
\[ b^T x \leq \alpha, \]
\[ X \succeq xx^T. \]

First the authors in [29] proposed an exact SOCP/SDP\(^1\) formulation for eTRS. Beck and Eldar in [4] have studied eTRS when \( \dim(\text{Ker}(A - \lambda_1 I)) \geq 2 \) which is equivalent to \( \lambda_1 = \lambda_2 \) (\( \lambda_1 \) and \( \lambda_2 \) are the two smallest eigenvalues of \( A \) and \( \text{Ker}(A) \) is the null space of matrix \( A \)). Under this condition, they have proved that the following conditions are necessary and sufficient optimality conditions:

\[ (i) \ (A + \nu I_n) x = \nu c - (a + \eta b), \]
\[ (ii) \ (A + \nu I_n) \succeq 0, \]
\[ (iii) \ \nu \left( \left| \left| x - c \right| \right|^2 - \delta^2 \right) = 0, \ \eta \left( b^T x - \alpha \right) = 0, \]
\[ (iv) \ \nu \geq 0, \ \eta \geq 0, \]

where \( \nu \) and \( \eta \) are the Lagrange multipliers of eTRS. In 2013, Burer and Anstreicher in [6] rederived the SOCP/SDP formulation in [29] and later it was extended to the case where there are \( m \) non-intersecting linear constraints in the ball [7]. Jeyakumar and Li in [16] have shown that \( \dim(\text{Ker}(A - \lambda_1 I_n)) \geq 2 \) and the Slater condition together ensure that a set of combined first and second-order Lagrange multiplier conditions are necessary and sufficient for the global optimality of eTRS and consequently for strong duality. In [28], the authors presented efficient algorithms to solve the problem using a diagonalization scheme that requires solving a simple convex minimization problem. Moreover in [11] the authors rederived the SOCP/SDP formulation by different analysis. Also, in [26, 27] the authors for the first time were able to solve large-scale eTRS by the generalized eigenvalue approach.

The rest of the paper is organized as follows. In Section 2, it is proved how the global optimal solution of TBTRS can be found by solving two eTRS and for two special cases strong duality are discussed. Numerical results for several classes of test problems are presented in Section 3 to show the efficiency of the new approach compared to Sakaue et. al algorithm [25], the recent Alternating Direction Method of Multipliers (ADMM) algorithm suggested in [2] and CVX software [12] for small, medium and large-scale problems.

\[ ^1 \text{Second order cone program/Semidefinite program} \]
2. Main results. In this section, it is shown that TBTRS can be solved by solving two eTRS. Let

\[ B_i = \{ x \mid \|x - c_i\|^2 \leq \delta_i^2 \}, \quad M = B_1 \cap B_2, \]

\[ M_1 = \{ x \mid x \in B_1, (c_1 - c_2)^T x \leq \alpha_{12} \}, \]

\[ M_2 = \{ x \mid x \in B_2, (c_2 - c_1)^T x \leq \alpha_{21} \}, \]

\[ \alpha_{12} = \frac{1}{2} (c_1^T c_1 - c_2^T c_2 - \delta_1^2 + \delta_2^2), \quad \alpha_{21} = -\alpha_{12}. \]

Lemma 2.1. If \( \|c_1 - c_2\| > \delta_1 + \delta_2 \), then TBTRS is infeasible. If \( \|c_1 - c_2\| = \delta_1 + \delta_2 \), then the feasible region is singleton.

Proof. Let \( x \in B_1 \), then

\[ \|x - c_2\| = \|x - c_2 + c_1 - c_1\| \geq \|c_2 - c_1\| - \|x - c_1\| > \delta_2 + \delta_1 - \|x - c_1\| > \delta_2 \]

\[ \Rightarrow \|x - c_2\| > \delta_2 \Rightarrow B_1 \cap B_2 = \emptyset. \]

The proof of the second part is obvious. \( \square \)

Lemma 2.2. Let \( \delta_1 \leq \delta_2 \). If \( \|c_1 - c_2\| \leq \delta_2 - \delta_1 \), then constraint \( \|x - c_2\|^2 \leq \delta_2^2 \) is redundant.

Proof. Let \( x \in B_1 \), then

\[ \|x - c_2\| = \|x - c_2 + c_1 - c_1\| \leq \|c_2 - c_1\| + \|x - c_1\| \leq \delta_2 - \delta_1 + \|x - c_1\| \leq \delta_2 \]

\[ \Rightarrow \|x - c_2\|^2 \leq \delta_2^2 \Rightarrow B_1 \subseteq B_2. \]

Therefore, constraint \( \|x - c_2\|^2 \leq \delta_2^2 \) is redundant. \( \square \)

The following assumption is made to avoid redundant constraint and empty feasible region.

Assumption 1. Let \( B_1 - B_2 \neq \emptyset, B_2 - B_1 \neq \emptyset \) and \( B_1 \cap B_2 \neq \emptyset \).

Theorem 2.3. Let Assumption 1 holds. Then, \( M = M_1 \cup M_2 \).

Proof. (\( \Rightarrow \)) Let \( x \in M \), thus

\[ \|x - c_1\|^2 \leq \delta_1^2, \quad \|x - c_2\|^2 \leq \delta_2^2. \]

Without loss of generality, we assume that

\[ \|x - c_1\|^2 - \delta_1^2 \leq \|x - c_2\|^2 - \delta_2^2. \]

Therefore,

\[ (c_2 - c_1)^T x \leq \alpha_{21} \Rightarrow x \in M_2 \Rightarrow x \in M_1 \cup M_2 \]

\[ \Rightarrow M \subseteq M_1 \cup M_2. \]

(\( \Leftarrow \)) Now, let \( x \in M_1 \cup M_2 \). Without loss of generality, we assume that \( x \in M_2 \), thus

\[ \|x - c_1\|^2 - \delta_1^2 \leq \|x - c_2\|^2 - \delta_2^2. \] \hspace{1cm} (4)

Since \( x \in M_2 \), so \( \|x - c_2\|^2 \leq \delta_2^2 \). From (4) we have

\[ \|x - c_1\|^2 \leq \delta_1^2 \Rightarrow x \in B_1 \cap B_2 = M \]

\[ \Rightarrow M_1 \cup M_2 \subseteq M. \]

\( \square \)
From Theorem 2.3, it follows that we can solve TBTRS by solving the following two eTRS:

\[
\begin{align*}
\min & \quad \frac{1}{2} x^T Ax + a^T x \\
& \quad ||x - c_1||^2 \leq \delta_1^2, \\
& \quad (c_1 - c_2)^T x \leq \alpha_{12},
\end{align*}
\]

and

\[
\begin{align*}
\min & \quad \frac{1}{2} x^T Ax + a^T x \\
& \quad ||x - c_2||^2 \leq \delta_2^2, \\
& \quad (c_2 - c_1)^T x \leq \alpha_{21}.
\end{align*}
\]

The eTRS is efficiently solvable using the recent generalized eigenvalue approach proposed in [27], thus we can solve TBTRS efficiently as outlined in the following algorithm.

Algorithm for solving TBTRS

**Step 1:** Check the feasibility of TBTRS. If \( ||c_1 - c_2|| > \delta_1 + \delta_2 \), then TBTRS is infeasible, Stop; else go to Step 2.

**Step 2:** If \( ||c_1 - c_2|| \leq |\delta_2 - \delta_1| \), then one of the ball constraints is redundant. If \( \delta_1 \leq \delta_2 \), then \( ||x - c_2|| \leq \delta_2 \) is redundant, otherwise \( ||x - c_1|| \leq \delta_1 \) is redundant. Solve the resulting TRS and Stop; else go to Step 3.

**Step 3:** Solve (5) and (6). Consider \( x_1^* \) and \( x_2^* \) the optimal solutions of (5) and (6), respectively and go to Step 4.

**Step 4:** The optimal solution is given by

\[
x^* = \arg\min_{x_1^*, x_2^*} \frac{1}{2} x^T Ax + a^T x.
\]

In the following, strong duality for two special cases of TBTRS are discussed. Let \( x \in \mathbb{R}^n \) be a local solution of TBTRS. Then, there exists a pair of Lagrange multipliers \( (\gamma, \mu) \in \mathbb{R}^2_+ \) that satisfying the Karush-Kuhn-Tucker (KKT) conditions:

\[
\begin{align*}
H(\gamma, \mu)x &= \gamma c_1 + \mu c_2 - a, \\
||x - c_1||^2 &\leq \delta_1^2, \quad ||x - c_2||^2 \leq \delta_2^2, \\
\gamma \left(||x - c_1||^2 - \delta_1^2\right) &= 0, \\
\mu \left(||x - c_2||^2 - \delta_2^2\right) &= 0, \\
\gamma &\geq 0, \quad \mu \geq 0,
\end{align*}
\]

where \( H(\gamma, \mu) = A + \mu I_n + \gamma I_n \) is the Hessian of Lagrangian that has at most two negative eigenvalues [24]. The following theorem gives necessary optimality conditions for TBTRS.

**Theorem 2.4.** Let \( x^* \) be a global minimizer of TBTRS. Then, there exist \( \gamma^*, \mu^* \in \mathbb{R}^+ \) such that

\[
H(\gamma^*, \mu^*)x^* = \gamma^* c_1 + \mu^* c_2 - a,
\]

and \( H(\gamma^*, \mu^*) \) has at least \( n - 1 \) nonnegative eigenvalues.
Case 2: Let \( \alpha \) contradicts the Slater condition.

Then, \( |x^* - c_1| = \alpha (x^* - c_2) \Rightarrow x^* = \frac{1}{1 - \alpha} c_1 + (1 - \frac{1}{1 - \alpha}) c_2. \) (8)

According to (8), the constraints of TBTRS are as follow:

\[
x^* - c_1 = \frac{1}{1 - \alpha} c_1 - \frac{\alpha}{1 - \alpha} c_2 - c_1 = \frac{\alpha}{1 - \alpha} (c_1 - c_2) \Rightarrow ||x^* - c_1|| = \left| \frac{\alpha}{1 - \alpha} \right| ||c_1 - c_2|| \leq \delta_1, \tag{9}
\]

\[
x^* - c_2 = \frac{1}{1 - \alpha} c_1 - \frac{\alpha}{1 - \alpha} c_2 - c_2 = \frac{1}{1 - \alpha} (c_1 - c_2) \Rightarrow ||x^* - c_2|| = \left| \frac{1}{1 - \alpha} \right| ||c_1 - c_2|| \leq \delta_2. \tag{10}
\]

Since \( A \) is indefinite, at least one of the constraints is active at the optimal solution. Therefore, one of the following cases may occur:

**Case 1:** Consider that at the optimal solution both constraints are active:

\[
\begin{cases}
|\frac{\alpha}{1 - \alpha}||c_1 - c_2|| = \delta_1, \\
|\frac{1}{1 - \alpha}||c_1 - c_2|| = \delta_2,
\end{cases}
\Rightarrow |\alpha| = \frac{\delta_1}{\delta_2} \Rightarrow \alpha = \frac{\delta_1}{\delta_2} \text{ or } \alpha = -\frac{\delta_1}{\delta_2}.
\]

If \( \alpha = \frac{\delta_1}{\delta_2} \), then \( ||c_1 - c_2|| = \delta_1 - \delta_2 \). From Lemma 2.2 one of the constraints is redundant. Thus, Hessian of Lagrangian is positive semidefinite. If \( \alpha = -\frac{\delta_1}{\delta_2} \), then \( ||c_1 - c_2|| = |\delta_1 + \delta_2| \) and so the feasible region of TBTRS is singleton, which contradicts the Slater condition.

**Case 2:** Let \( ||x^* - c_1|| = \delta_1 \) and \( ||x^* - c_2|| < \delta_2 \). Therefore, the optimal solution of TBTRS is the local non-global minimum (LNGM) or the global optimal solution of TRS. If \( x^* \) is the global optimal solution of TRS, then Hessian of Lagrangian is positive semidefinite and analogously, if \( x^* \) is a LNGM of TRS, then Hessian of Lagrangian has \( n - 1 \) nonnegative eigenvalues [20].

**Case 3:** Let \( ||x^* - c_1|| < \delta_1 \) and \( ||x^* - c_2|| = \delta_2 \). This case is similar to the Case 2. \( \square \)

In what follows, special cases of TBTRS where strong duality holds are discussed. Nesterov and Wolkowicz showed that if the Hessian of Lagrangian is positive semidefinite at a global solution, then strong duality holds ([21], p.404). By considering their result, we have the following theorem.

**Theorem 2.5.** Let \( \lambda_1, \lambda_2, \ldots, \lambda_n \) be the eigenvalues of \( A \) in increasing order. If \( \lambda_1 = \lambda_2 \), then strong duality holds for TBTRS.

**Proof.** Since \( A \) is symmetric, then there exists \( U \in \mathbb{R}^{n \times n} \) such that \( A = U^T A U \) and \( U^T U = I_n \). Without loss of generality, we assume that \( A = \text{diag}(\lambda_1, \cdots, \lambda_n) \). Let \( \bar{x} \) be a global optimal solution of TBTRS. Then, there exist two nonnegative multipliers \( \gamma \) and \( \mu \) such that KKT conditions (7) hold. We have

\[
A + \gamma I_n + \mu I_n = \text{diag}(\lambda_1, \lambda_2, \cdots, \lambda_n) + \gamma \text{diag}(1, 1, \cdots, 1) + \mu \text{diag}(1, 1, \cdots, 1)
= \text{diag}(\lambda_1 + \gamma + \mu, \lambda_2 + \gamma + \mu, \cdots, \lambda_n + \gamma + \mu). \tag{11}
\]
Table 1. Notations in the tables.

| Notation | Description |
|----------|-------------|
| $n$      | Dimension of problem |
| Den      | Density of $A$ |
| CPU      | Run time |
| $F_{TB}$ | Objective value of the new algorithm |
| $F_{AD}$ | Objective value of ADMM algorithm [2] |
| $F_{SD}$ | Objective value of SDP relaxation |
| $F_{SA}$ | Objective value of Sakaue et. al’s algorithm [25] |
| $x^*_{TB}$ | Optimal solution of the new algorithm |
| $x^*_{SA}$ | Optimal solution of Sakaue et. al’s algorithm [25] |

Thus,

$$\forall i \in \{3, \cdots, n\}, \lambda_1 + \gamma + \mu = \lambda_2 + \gamma + \mu \leq \lambda_i + \gamma + \mu.$$ 

If $\lambda_1 + \gamma + \mu < 0$, then $H(\gamma, \mu)$ has two negative eigenvalues which contradicts Theorem 2.4. Therefore, the Hessian of Lagrangian is positive semidefinite at global solution, and thus strong duality holds.

Theorem 2.6. Let $\lambda_1, \lambda_2, \cdots, \lambda_n$ be the eigenvalues of $A$ in increasing order. If $\lambda_1 = \lambda_2 = \lambda_3$, then any local minimum of $TBTRS$ is a global minimum.

Proof. Without loss of generality, we assume that $A = \text{diag}(\lambda_1, \cdots, \lambda_n)$. Let $\bar{x}$ be a local minimum of $TBTRS$. Then, there exist two nonnegative multipliers $\gamma$ and $\mu$ such that the KKT conditions (7) hold. From $\lambda_1 = \lambda_2 = \lambda_3$ and (11), we have

$$\forall i \in \{4, \cdots, n\}, \lambda_1 + \gamma + \mu = \lambda_2 + \gamma + \mu = \lambda_3 + \gamma + \mu \leq \lambda_i + \gamma + \mu.$$ 

If $\lambda_1 + \gamma + \mu < 0$, then three smallest eigenvalues of $H(\gamma, \mu)$ are negative, which contradicts the second order necessary optimality condition of $TBTRS$. Thus, any local minimum of $TBTRS$ is a global minimum.

3. Numerical experiments. In this section, the performance of the new algorithm for solving $TBTRS$ is compared with two algorithms in the literature and CVX software on several classes of test problems. Comparison with the Sakaue et. al’s algorithm [25] is performed for $n \leq 30$ as the computational cost of their algorithm is too high when we increase the dimension. For test problems where strong duality holds, comparison is done with CVX 2.1 [12] which is solving the SDP relaxation (3) and finally, for all set of test problems, the results of the recent ADMM algorithm of [2] are reported. All computations are performed in MATLAB R2015a on a 2.50 GHz laptop with 8 GB of RAM. To solve the TRS within the algorithm, the algorithm of [1] is used. Also, the algorithm of [27] is used to solve eTRS.

- First class of test problems:
  In this class, test problems are generated based on the following lemma.

Lemma 3.1 (Lemma 2, [2]). Let $A$ be a symmetric matrix and suppose that $\lambda_1 < \min\{0, \lambda_2\}$. Also, let eigenvector $v_1$ is associated with $\lambda_1$. Then, there
exists a linear term “a” for which the vector \((v_1 + c_i)\) is the LNGM of \(Pc_i\):

\[
\begin{align*}
\min \quad & \frac{1}{2} x^T Ax + a^T x \\
\text{subject to} \quad & ||x - c_i||^2 \leq \delta_i^2.
\end{align*}
\]

\((Pc_i)\)

Moreover \((-v_1 + c_i)\) is the global solution of \(Pc_i\) \((i = 1, 2)\).

To generate the desirable random instances of TBTRS, we proceed as follows. First a TRS instance of the form \(Pc_i\) is constructed having LNGM based on Lemma 3.1. Then, the constraint \(||x - c_j||^2 \leq \delta_j^2\) \((j \neq i)\) is added to enforce that the global minimizer, \((-v_1 + c_i)\), of TRS be infeasible but the LNGM, \((v_1 + c_i)\), remains feasible (Figure 1) for TBTRS. For 20% of the generated instances, the LNGM of the TRS \(Pc_j\) is also in the feasible region of TBTRS. Moreover, strong duality fails at 90% of the generated instances. Result are reported in Tables 2 and 3 for the average of 100 runs. It can be observed from Table 2 that, the new algorithm is much faster than ADMM algorithm [2] providing practically the same objective values (the difference is of \(O(10^{-10})\)). In Table 3, a comparison with the Sakaue et. al’s algorithm [25] for small dimensions problems is presented. Numerical results show that the new algorithm is significantly faster, leading to very close solution results.

**Second class of test problems:**

In this class, TBTRS instances were generated such that the global minimizers of \(Pc_1\) and \(Pc_2\) are all infeasible for TBTRS. Then, the vector “a” is generated such that it is orthogonal to some eigenvectors corresponding to the smallest eigenvalue of \(A\). Thus, \(Pc_i\) \((i = 1, 2)\) has no LNGM (Lemma 3.2, [20]). Moreover, in this class, strong duality holds for at least 90% of the generated instances. Results are summarized in Tables 4 and 5 for the average of 100 runs. In Table 4, the new algorithm has significant advantages over the ADMM algorithm [2] in terms of CPU time with very similar objective values. For smaller dimensions \((n \leq 30)\), the new algorithm is compared with the Sakaue et. al’s algorithm [25]. The corresponding results are reported.
Table 2. Comparison of the new algorithm with ADMM algorithm [2] (first class).

| n      | Den | CPU(TBTRS) | CPU(ADMM) | $F_B - F_A$ |
|--------|-----|------------|-----------|-------------|
| 50     | 1   | 0.23       | 0.36      | -9.31e-11   |
| 100    | 1   | 0.28       | 0.47      | -1.39e-10   |
| 200    | 1   | 0.55       | 0.79      | 2.35e-11    |
| 300    | 1   | 0.80       | 1.75      | 1.86e-10    |
| 400    | 1   | 1.58       | 2.63      | 4.66e-10    |
| 500    | 1   | 2.72       | 3.99      | 8.73e-10    |
| 700    | 0.1 | 1.49       | 5.178     | 4.54e-10    |
| 1000   | 0.1 | 3.27       | 20.64     | 3.49e-10    |
| 2000   | 0.01| 2.48       | 7.64      | 2.79e-10    |
| 5000   | 0.001| 2.74      | 6.59      | -1.16e-10   |
| 10000  | 0.0001| 4.62      | 7.29      | -1.46e-11   |

Table 3. Comparison of the new algorithm with Sakaue et. al’s algorithm [25] (first class).

| n      | CPU(TBTRS) | CPU(Sakaue et. al’s algorithm [25]) | $F_B - F_A$ | $\|x^*_B - x^*_A\|$ |
|--------|------------|-------------------------------------|-------------|---------------------|
| 5      | 0.10       | 0.07                                | -2.27e-14   | 3.24e-14            |
| 10     | 0.12       | 0.46                                | -1.71e-11   | 1.45e-13            |
| 15     | 0.23       | 5.94                                | -3.87e-12   | 1.78e-14            |
| 20     | 0.18       | 33.12                               | -1.82e-09   | 8.06e-08            |
| 25     | 0.23       | 130.96                              | -2.96e-11   | 9.50e-14            |
| 30     | 0.22       | 428.21                              | -6.58e-09   | 1.26e-10            |

Table 4. Comparison of the new algorithm with ADMM algorithm [2] (second class).

| n      | Den | CPU(TBTRS) | CPU(ADMM) | $F_B - F_A$ |
|--------|-----|------------|-----------|-------------|
| 50     | 1   | 0.091      | 2.46      | -3.69e-08   |
| 100    | 1   | 0.12       | 3.0022    | -1.63e-07   |
| 200    | 1   | 0.15       | 4.70      | -3.84e-07   |
| 300    | 1   | 0.24       | 6.71      | -4.61e-07   |
| 500    | 1   | 0.68       | 13.5      | -6.15e-07   |
| 700    | 1   | 1.17       | 21.43     | -2.95e-06   |
| 1000   | 1   | 2.82       | 47.35     | -1.69e-06   |
| 2000   | 0.1 | 2.39       | 39.16     | -9.22e-07   |
| 5000   | 0.01| 2.96       | 55.92     | -1.61e-06   |
| 10000  | 0.001| 3.14      | 132.33    | -4.85e-06   |

Table 5. Comparison of the new algorithm with Sakaue et. al’s algorithm [25] (second class).

| n      | CPU(TBTRS) | CPU(Sakaue et. al’s algorithm [25]) | $F_B - F_A$ | $\|x^*_B - x^*_A\|$ |
|--------|------------|-------------------------------------|-------------|---------------------|
| 5      | 0.06       | 0.0341                              | 1.32e-14    | 1.22e-06            |
| 10     | 0.06       | 0.42                                | 2.58e-10    | 3.69e-06            |
| 15     | 0.12       | 6.18                                | -1.72e-10   | 2.89e-06            |
| 20     | 0.08       | 35.03                               | 2.84e-09    | 1.07e-05            |
| 25     | 0.13       | 139.93                              | 2.96e-09    | 1.02e-05            |
| 30     | 0.14       | 449.08                              | 4.73e-08    | 3.45e-05            |

in Table 5, showing the new algorithm is extremely faster and the objective values are quite close to each other.

• Third class of test problems:
In this class, TBTRS instances were generated such that strong duality holds and for that purpose the Theorem 2.5 was used. In this case, the SDP relaxation of TBTRS will be exact [21]. Therefore, matrix $A$ is generated such that the multiplicity of its minimum eigenvalue is at least two. A comparison of the results obtained with the new algorithm, the CVX (that solves the SDP relaxation), the Sakaue et. al’s algorithm and the ADMM algorithm is presented in terms of CPU time and objective function values. Results are
Table 6. Comparison of the new algorithm with SDP relaxation (third class).

| $n$ | Den | CPU(TBTRS) | CPU(ADMM) | CPU(CVX) | $F_{TB} - F_{AD}$ | $F_{TB} - F_{SD}$ |
|-----|-----|------------|-----------|----------|----------------|-----------------|
| 50  | 1   | 0.09       | 2.04      | 0.97     | 2.36e-09       | -1.58e-05       |
| 100 | 1   | 0.18       | 2.01      | 2.93     | 1.75e-08       | -7.33e-05       |
| 200 | 1   | 0.16       | 4.05      | 5.41     | 3.82e-07       | -9.45e-04       |
| 300 | 1   | 0.24       | 6.16      | 14.39    | 5.71e-07       | -2.23e-4        |
| 400 | 1   | 0.41       | 10.78     | 38.06    | 1.35e-06       | -3.78e-4        |
| 500 | 1   | 0.67       | 11.87     | 63.26    | 4.67e-07       | -4.67e-4        |
| 700 | 0.1 | 0.32       | 8.39      | 132.96   | 1.43e-07       | -2.75e-4        |
| 800 | 0.1 | 0.39       | 9.02      | 206.75   | 2.42e-07       | -2.90e-4        |
| 900 | 0.1 | 0.44       | 9.67      | 268.47   | 8.91e-07       | -4.88e-4        |
| 1000| 0.1 | 0.52       | 11.21     | 427.06   | 3.29e-07       | -5.71e-4        |
| 2000| 0.1 | 2.69       | 39.09     | 716.23   | 5.28e-07       | -2.54e-4        |
| 3000| 0.1 | 5.27       | 82.52     | 1296.13  | 8.38e-07       | -3.46e-4        |
| 5000| 0.01| 2.99       | 57.99     | 1121.13  | 6.16e-05       | -2.78e-4        |
| 10000| 0.001| 2.34      | 121.13   | 4270.61  | 7.12e-05       | -5.72e-4        |

Table 7. Comparison of the new algorithm with Sakaue et. al’s algorithm [25] (third class).

| $n$ | CPU(TBTRS) | CPU(Sakaue et. al’s algorithm [25]) | $F_{AD} - F_{SA}$ | $||x^*_AD - x^*_SA||$ |
|-----|------------|-------------------------------------|-------------------|------------------|
| 5   | 0.08       | 0.059                               | 1.32e-13          | 9.35e-08         |
| 10  | 0.06       | 0.36                                | 1.86e-09          | 1.08e-05         |
| 15  | 0.06       | 5.69                                | 5.12e-09          | 1.66e-05         |
| 20  | 0.07       | 32.62                               | 1.25e-09          | 6.09e-06         |
| 25  | 0.14       | 130.46                              | 7.24e-10          | 3.75e-06         |
| 30  | 0.14       | 419.58                              | 8.38e-09          | 1.72e-05         |

summarized in Tables 6 and 7 for the average of 100 runs. As for previous classes, results show that the new algorithm is significantly faster than the other algorithms. We were not able to provide results using CVX applied in problems with dimension higher than 2000, due to limited computational resources.

4. Conclusions. In this paper, the problem of minimizing an indefinite quadratic function subject to two ball constraints is studied and an algorithm based on extended trust-region subproblems is proposed to find its global optimal solution. Comparison on several classes of randomly generated test problems with several algorithms showed that the proposed algorithm is significantly faster while giving almost equal objective values. Extending the proposed approach to include more than two balls constraints with additional linear constraints can be considered for future research.
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