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Abstract. In this paper, we will study the statistical behaviors of orbits. Firstly, we will show that for a dynamical systems have the shadowing property or almost specification property, the set of nonrecurrent points has full topological entropy. After that, we introduce a criteria for classification of dynamical orbits in order to study the complexity theory of dynamical systems. The criteria is to use upper and lower natural density, upper and lower Banach density to divide different statistical future of dynamical orbits into 56 cases, 28 cases for recurrent orbits and 28 cases for nonrecurrent orbits. We will show the existence of 50 cases and for topologically transitive topologically expanding or topologically transitive topologically Anosov dynamical systems, we will prove that 35 classes, including all the 28 cases for nonrecurrent orbits, can carry full topological entropy. Besides, we will prove that 9 cases can be observable in some differential dynamical systems. Finally, we will apply our results to $\beta$-shifts, $C^{1+\alpha}$ surface diffeomorphisms and Mañé diffeomorphisms.

1. Introduction

In the theory of dynamical systems, i.e., the study of the asymptotic behaviors of trajectories or orbits \{f^n(x)\}_{n\geq 0} when $f : X \to X$ is a continuous map of a compact metric space $X$ (called a topological dynamical system), one may say that two fundamental problems are to understand how to partition different asymptotic behaviors and how the points with same asymptotic behavior control or determine the complexity of system $(X, f)$. There are two main methods to study asymptotic behavior: one is from the perspective of topology (or geometry) and another is from the perspective of statistics (or measure). Stable manifold theorem is a classical way to study asymptotic behavior of dynamical orbits. Stable and unstable manifolds are well learned from the perspective of topology (or geometry) in the sense of product structure, smooth regularity and absolute continuity etc, especially in the study of smooth chaotic dynamics including hyperbolic systems, non-uniformly hyperbolic systems and partially hyperbolic systems, see for example \cite{29, 36, 5, 11}. In this paper we mainly pay attention to asymptotic behavior from the statistical perspective.

A classic partitioning method is to divide the points of $X$ into two parts, one is recurrent points (denoted by $Rec(f)$), the other is nonrecurrent points (denoted by $NRec(f)$). For $Rec(f)$, from the probabilistic perspective, by Poincaré recurrence theorem, it has full measure for any invariant measure,
and thus has full topological entropy, see for example, [63, Theorem 3.1]. In fact, in [33] and [63], a more detailed analysis relative to the topological entropy of Banach upper recurrent points, upper recurrent points, lower recurrent points and almost periodic points (which coincides with Banach lower recurrent points) was obtained for dynamical systems with specification-like property and expansiveness. A natural question is whether $N\text{Rec}(f)$ can also carry full topological entropy. For a general dynamical system, $N\text{Rec}(f)$ may be empty, such as the minimal dynamical systems. A choice is to consider dynamical systems having shadowing property or specification-like properties. These properties were derived from the study of Axiom A diffeomorphisms and have been studied for a long time. Many interesting results were obtained for these properties and we refer to [38] for an introduction. Our first main result will show these dynamical systems having the property we want. More precisely, let $h_{\text{top}}(f)$ denote the topological entropy of $(X, f)$ and let $h_{\text{top}}(f, Z)$ denote the (Bowen) topological entropy of a subset $Z$ of $X$, see section 2.3 for a precise definition, then we have the following.

**Theorem A.** Suppose that $(X, f)$ satisfies the shadowing property or the almost specification property, then

$$h_{\text{top}}(f, N\text{Rec}(f)) = h_{\text{top}}(f).$$

The precise definitions of the shadowing property and the almost specification property can be found in section 2.4 and section 2.5 respectively. There are many dynamical systems satisfying the shadowing property or the almost specification property. For example, in the family of tent maps, the shadowing property is satisfied for almost all parameters [15]; $C^0$ generic continuous self-maps (resp. homeomorphisms) of a compact smooth Riemannian manifold [44, Theorem 1] (resp. [53, Theorem 1]) satisfy the shadowing property; every topologically mixing interval maps has the periodic specification property [8, Theorem 6] and thus have the almost specification property.

To obtain more information about the asymptotic behaviors of orbits, we will adopt a more refined hierarchical approach. We denote the sets of positive integers, integers and nonnegative integers by $\mathbb{N}, \mathbb{Z}, \mathbb{Z}^+$ respectively. For any $x \in X$, the orbit of $x$ is $\{f^n(x)\}_{n=0}^\infty$ which we denote by $\text{orb}(x, f)$. The $\omega$-limit set of $x$ is defined as

$$\omega_f(x) := \bigcap_{n \geq 1} \bigcup_{k \geq n} \{f^k(x)\} = \{y \in X : \text{there exist } n_i \to \infty \text{ such that } f^{n_i}(x) \to y\}.$$ 

It is clear that $\omega_f(x)$ is a nonempty compact $f$-invariant set. Let $S \subseteq \mathbb{N}$, define

$$d(S) := \limsup_{n \to \infty} \frac{|S \cap \{0, 1, \ldots, n-1\}|}{n}, \quad \overline{d}(S) := \liminf_{n \to \infty} \frac{|S \cap \{0, 1, \ldots, n-1\}|}{n},$$

where $|Y|$ denotes the cardinality of the set $Y$. These two concepts are called upper density and lower density of $S$, respectively. If $d(S) = \overline{d}(S) = d$, we call $S$ to have density of $d$. Define

$$\overline{B}(S) := \limsup_{|I| \to \infty} \frac{|S \cap I|}{|I|}, \quad B(S) := \liminf_{|I| \to \infty} \frac{|S \cap I|}{|I|},$$

here $I \subseteq \mathbb{N}$ is taken from finite continuous integer intervals. These two concepts are called Banach upper density and Banach lower density of $S$, respectively. These concepts of density are basic and have played important roles in the field of dynamical systems, ergodic theory and number theory, etc. Let $U, V \subseteq X$ be two nonempty open subsets and $x \in X$. Define sets of visiting time

$$N(U, V) := \{n \geq 0 : U \cap f^{-n}(V) \neq \emptyset\} \quad \text{and} \quad N(x, U) := \{n \geq 0 : f^n(x) \in U\}.$$ 

**Definition 1.1.** (Statistical $\omega$-limit sets) For $x \in X$ and $\xi = \overline{\emptyset, \emptyset, \overline{B}, \overline{B}}$, a point $y \in X$ is called $x$-$\xi$-accessible, if for any $\epsilon > 0$, $N(x, B(y, \epsilon))$ has positive density $\text{w. r. t. } \xi$, where $B(y, \epsilon)$ denotes the ball centered at $y$ with radius $\epsilon$. Let

$$\omega_\xi(x) := \{y \in X : y \text{ is } x-\xi\text{-accessible}\}.$$ 

For convenience, it is called $\xi$-$\omega$-limit set of $x$ or $\xi$-center of $x$.

**Remark 1.2.** We learned from [2] for maps and [3] for flows that $\omega_{\overline{B}}(x)$ is called essential $\omega$-limit set of $x$.

Note that

$$\emptyset \subseteq \omega_{\emptyset}(x) \subseteq \omega_{\overline{B}}(x) \subseteq \omega_{\overline{\emptyset}}(x) \subseteq \omega_{\overline{\overline{B}}}(x) \subseteq \omega_{f}(x) \subseteq \overline{\text{orb}(x, f)}.$$
1.1. Basic characterization of $\xi$-$\omega$-limit sets. It is easy to check that $\xi$-$\omega$-limit set is compact and invariant (with possibility that some sets are empty). Now, let $M(X)$ denote the space of Borel probability measures on $X$ endowed with weak* topology. The sets of probability measures, $f$-invariant measures and $f$-ergodic measures supported on $Y \subseteq X$ are denoted by $M(Y)$, $M(f, Y)$ and $M_{\text{erg}}(f, Y)$ respectively.

For $x \in X$ and $n \in \mathbb{N}$, we define the empirical measure of $x$ as

$$E_n(x) := \frac{1}{n} \sum_{j=0}^{n-1} \delta_{f^j(x)},$$

where $\delta_x$ is the Dirac mass at $x$. We denote the set of limit points of $\{E_n(x)\}$ by $V_f(x)$. As is known, $V_f(x)$ is a nonempty compact connected subset of $M(f, X)$ [17, Proposition 3.8]. For any two nonnegative integers $a_k < b_k$, denote $[a_k, b_k] = \{a_k, a_k + 1, \ldots, b_k\}$ and $[a_k, b_k] = [a_k, b_k - 1], (a_k, b_k) = [a_k + 1, b_k]$. A point $x$ is called quasi-generic for some measure $\mu$, if there is a sequence of positive integer intervals $I_k = [a_k, b_k)$ with $b_k - a_k \to \infty$ such that

$$\lim_{k \to \infty} \frac{1}{b_k - a_k} \sum_{j=a_k}^{b_k-1} \delta_{f^j(x)} = \mu$$

in weak* topology. Let $V_f^\ast(x) = \{\mu \in M(f, X) : x \text{ is quasi-generic for } \mu\}$. This concept is from [25] and from [66, Lemma 2.2], it is known $V_f^\ast(x)$ is always nonempty, compact and connected. Note that $V_f(x) \subseteq V_f^\ast(x)$. Let $S_\mu$ denote the support of $\mu$. We give the basic characterization of $\xi$-$\omega$-limit sets.

**Theorem 1.3.** Suppose $(X, f)$ is a topological dynamical system.

1. For any $x \in X$, $\omega_d(x) = \bigcap_{\mu \in V_f(x)} S_\mu$.
2. For any $x \in X$, $\omega_{W}^*(x) = \bigcup_{\mu \in V_f^*(x)} S_\mu \neq \emptyset$.
3. For any $x \in X$, $\omega_{\overline{d}}(x) = \bigcap_{\mu \in M(f, \omega_f^*(x))} S_\mu = \bigcap_{\mu \in M_{\text{erg}}(f, \omega_f^*(x))} S_\mu$. If $\omega_{\overline{d}}(x) \neq \emptyset$, then $\omega_{\overline{d}}(x)$ is minimal.
4. For any $x \in X$, $\omega_{\overline{W}}(x) = \bigcup_{\mu \in V_{\overline{f}}(x)} S_\mu = \bigcup_{\mu \in M(f, \omega_f^*(x))} S_\mu = \bigcup_{\mu \in M_{\text{erg}}(f, \omega_f^*(x))} S_\mu \neq \emptyset$;
5. For any invariant measure $\mu$ and $\mu$-a.e. $x \in X$, $\omega_d(x) = \omega_{\overline{d}}(x) = \omega_{\overline{W}}(x) = \omega_{\overline{W}}(x) = \omega_f(x) = \overline{\text{orb}(x, f)}$.

If further $\mu$ is ergodic, then $\mu$-a.e. $x \in X$, $\omega_d(x) = \omega_{\overline{d}}(x) = \omega_{\overline{W}}(x) = \omega_{\overline{W}}(x) = \omega_f(x) = \overline{\text{orb}(x, f)} = S_\mu$.

**Definition 1.4.** Given $\omega_1, \omega_2, \ldots, \omega_6 \in \{0, 1\}^6$ and $x \in X$, we say that $x$ satisfies Case $(\omega_1, \omega_2, \ldots, \omega_6)$ if

$$0 \star_1 \omega_d(x) \star_2 \omega_{\overline{d}}(x) \star_3 \omega_{\overline{W}}(x) \star_4 \omega_{\overline{W}}(x) \star_5 \omega_f(x) \star_6 \overline{\text{orb}(x, f)},$$

where

$$\star_i = \begin{cases} \subseteq & \text{if } \omega_i = 0, \\ = & \text{if } \omega_i = 1. \end{cases}$$

Given $x \in X$, by Theorem 1.3, we always have that $\omega_f(x) \neq \emptyset$ and thus there are 56 cases at most. Denote

$$\mathcal{C}(\omega_1, \omega_2, \ldots, \omega_6) := \{x \in X : x \text{ satisfies Case } (\omega_1, \omega_2, \ldots, \omega_6)\}.$$

Then

$$\mathcal{C}(111040506) = \emptyset \text{ for any } 111040506.$$

Denote

$$\mathfrak{A} := \{0, 1\}^6 \setminus \{111040506 : 111040506 \in \{0, 1\}^6\}.$$  

It is clear that $x \in \text{Rec}(f)$ if and only if $x$ satisfies Case $(\omega_1, \omega_2, \omega_3, 0, 5, 0, 6)$ for some $\omega_1, \omega_2, \omega_3, 0, 5, 0, 6 \in \mathfrak{A}$; 

$x \in N\text{Rec}(f)$ if and only if $x$ satisfies Case $(\omega_1, \omega_2, \omega_3, 0, 5, 0, 6)$ for some $\omega_1, \omega_2, \omega_3, 0, 5, 0, 6 \in \mathfrak{A}$. The following is a natural question.

**Question A.** Given one of the 56 cases, does there always exist a dynamical system $(X, f)$ and $x \in X$ satisfying this case?
1.2. The existence of 50 cases. It can be easily checked by Theorem 1.3 that \( x \) is a point of a minimal dynamical system if and only if it satisfies Case (011111). Since every dynamical system has a minimal subsystem, we can always find points satisfying Case (011111) in any dynamical system. Katznelson and Weiss [37] constructed a dynamical system \((X, f)\) having a unique minimal subsystem \((Y, f)\) with \(Y \subset X\) and an ergodic measure \(\mu\) with \(Y \subset S_n\), then by Theorem 1.3(5), for \(\mu\) a.e. \(x \in X\), one has \(x\) satisfies Case (001111). For non-uniquely ergodic dynamical system satisfying \(g\)-almost product property, uniform separation property and having an invariant measure with full support, Huang, Tian and Wang [33] proved that for any \(1\alpha_2\alpha_3\alpha_4\in \mathbb{A}\), \(\mathcal{C}(1\alpha_2\alpha_3\alpha_4)\) has full topological entropy. For one-sided full shifts, Jiang and Tian [34] find that for any \(1\alpha_2\alpha_3\alpha_4\in \mathbb{A}\), \(\mathcal{C}(1\alpha_2\alpha_3\alpha_4)\) is dense and contains an uncountable DC-1 scrambled subset, see [34, Lemma 5.1 and Lemma 5.2]. Overall, the existence of the above 14 cases was already known. Our second main result will show the existence of other 36 cases.

Theorem B. There exists a dynamical system such that for any \(0\alpha_2\alpha_3\alpha_4\in \mathbb{A}\) and any \(\beta_1\beta_2\beta_3\beta_4\beta_5\in \mathbb{A}\), there always exists a point satisfying Case \((012\alpha_3\alpha_4)\) and a point satisfying Case \((\beta_1\beta_2\beta_3\beta_4\beta_5)\).

Remark 1.5. To the best of our knowledge, the existence of Case (011011), Case (010111), Case (010011), Case (001011), Case (001111), Case (000111) and Case (000011) remains unknown. Our results show the existence of all the 28 cases for nonrecurrent orbits. In other words, if we don’t consider the relationship between \(\omega_f(x)\) and \(\text{orb}(x, f)\), then all the possible cases do exist.

At the end of this subsection, we put a more general question than Question A. Given a dynamical system \((X, f)\), there exists \(\{011111\} \in \mathcal{A} \subset \mathbb{A}\) such that \(X = \bigcup_{\alpha_1\alpha_2\cdots\alpha_6 \in \mathcal{A}} \mathcal{C}(\alpha_1\alpha_2\cdots\alpha_6)\). So from this point of view, there are at most \(2^{26}\) kinds of dynamical systems. From the inverse direction, we have the following question.

Question B. Suppose that \(\mathcal{A}'\) containing \(\{011111\}\) is a subset of \(\mathbb{A}\), then does there exist a dynamical system \((X, f)\) such that \(X = \bigcup_{\alpha_1\alpha_2\cdots\alpha_6 \in \mathcal{A}'} \mathcal{C}(\alpha_1\alpha_2\cdots\alpha_6)\).

1.3. The dynamical complexity of \(\mathcal{C}(\alpha_1\alpha_2\cdots\alpha_6)\). In this subsection, we aim to study the dynamical complexity of \(\mathcal{C}(\alpha_1\alpha_2\cdots\alpha_6)\) for \(\alpha_1\alpha_2\cdots\alpha_6 \in \mathbb{A}\). Due to Theorem 1.3(5), the set \(\bigcup_{\alpha_1\alpha_2\cdots\alpha_6 \in \mathbb{A}} \mathcal{C}(\alpha_1\alpha_2\cdots\alpha_6)\)

always has full measure for any invariant measure and thus has full topological entropy. Hence, the other cases are not detectable from the point of view of any invariant measure. Inspired by the long-standing study of irregular sets, we can also study \(\mathcal{C}(\alpha_1\alpha_2\cdots\alpha_6)\) in the sense of topological entropy, Lebesgue measure, winning set for Schmidt’s game [57] and so on.

From the point of view of topological entropy, we have the following question.

Question C. For which case, can we find a dynamical system such that the set of points satisfying this case is nonempty and has full topological entropy?

We will give a partial answer to this question by considering a classical class of dynamical systems.

Definition 1.6. A topological dynamical system \((X, f)\) is called topologically expanding if \(X\) has infinitely many points, \((X, f)\) is positively expansive and satisfies the shadowing property. When \(f\) is a homeomorphism, \((X, f)\) is called topologically Anosov if \(X\) has infinitely many points, \((X, f)\) is expansive and satisfies the two-sided shadowing property.

Remark 1.7. From [45, Corollary 4] if a dynamical system with shadowing property has a recurrent but not minimal point, then the system has positive topological entropy. Since topologically expanding and topologically Anosov both imply the existence of periodic orbits, hence for topologically transitive topologically expanding dynamical systems and topologically transitive topologically Anosov dynamical systems, every transitive point is recurrent but not minimal, and thus these dynamical systems have positive topological entropy.

Remark 1.8. There are topologically Anosov but not Anosov diffeomorphisms. From [28] we know the existence of \(C^{1+Lip}\) non-Anosov diffeomorphisms, which are conjugated to a transitive Anosov diffeomorphism and the conjugation and its inverse is Hölder continuous.
Denote
\[ A_h := \{01111\} \cup \{102030411 : 102030411 \in A\} \cup \{\alpha_1 \alpha_2 \alpha_3 \alpha_4 \alpha_5 : \alpha_1 \alpha_2 \alpha_3 \alpha_4 \alpha_5 \in A\}. \]

**Theorem C.** Suppose that \((X, f)\) is topologically transitive topologically expanding or topologically transitive topologically Anosov, then for any nonempty open set \(U \subset X\) and any \(\alpha_1 \alpha_2 \cdots \alpha_6 \in A_h\), we have
\[ h_{\text{top}}(f, \mathcal{C}(\alpha_1 \alpha_2 \cdots \alpha_6) \cap U) = h_{\text{top}}(f) > 0. \]

From the point of view of Lebesgue measure, for differential dynamical systems, we have the following question.

**Question D.** For which case, can we find a differential dynamical system such that the Lebesgue measure of the set of points satisfying this case is positive?

Denote
\[ A_L := \{011111, 011110, 101100, 011110, 101111, 101101, 100100, 110100\} \]

**Theorem D.** For any \(\alpha_1 \alpha_2 \cdots \alpha_6 \in A_L\), there is a differential dynamical system such that \(\mathcal{C}(\alpha_1 \alpha_2 \cdots \alpha_6)\) has positive Lebesgue measure.

From the point of view of winning set for Schmidt’s game, we have the following question.

**Question E.** For which cases, can we find a dynamical system such that the set of points satisfying these cases is a winning set for Schmidt’s game? Moreover, for topologically transitive topologically expanding or topologically transitive topologically Anosov dynamical system, what is the minimum cardinality of the subset \(\mathcal{A}' \subset \mathcal{A}\) satisfying that
\[ \bigcup_{\alpha_1 \alpha_2 \cdots \alpha_6 \in \mathcal{A}'} \mathcal{C}(\alpha_1 \alpha_2 \cdots \alpha_6) \]

is winning?

### 1.4. Applications

Recall from [65] a subshift satisfies shadowing property if and only if it is a subshift of finite type. As a subsystem of one-sided full shift (resp. two-sided full shift), it is positively expansive (resp. expansive). Hence, the results in Theorem C hold for every topologically transitive subshift of finite type with infinite points. In most cases, the dynamical system itself is not topologically transitive topologically expanding or topologically transitive topologically Anosov. If a dynamical system has a sequence of topologically transitive topologically expanding or topologically transitive topologically Anosov subsystems whose topological entropy can be made arbitrarily close to that of the original system, then results similar to Theorem C still hold. We use this idea to analysis \(\beta\)-shifts, \(C^{1+\alpha}\) surface diffeomorphisms and Mané diffeomorphisms.

#### 1.4.1. \(\beta\)-shifts

Since all \(\beta\)-shifts have \(g\)-almost product property [51] and thus have almost specification property, by Theorem A, we have that their nonrecurrent points have full topological entropy. In fact, the results in Theorem C also hold.

**Corollary A.** Suppose that \((X, f)\) is a \(\beta\)-shift, then for any nonempty open set \(U \subset X\) and any \(\alpha_1 \alpha_2 \alpha_3 \alpha_4 \alpha_5 \alpha_6 \in A_h\), we have
\[ h_{\text{top}}(f, \mathcal{C}(\alpha_1 \alpha_2 \alpha_3 \alpha_4 \alpha_5 \alpha_6) \cap U) = h_{\text{top}}(f) > 0. \]

#### 1.4.2. \(C^{1+\alpha}\) surface diffeomorphisms

Let \(M\) be a compact smooth Riemannian manifold with \(\dim M = 2\), then a diffeomorphism on \(M\) is called a surface diffeomorphism, for surface diffeomorphism, we have

**Corollary B.** Suppose that \(f\) is a \(C^{1+\alpha}\) surface diffeomorphism on a compact smooth Riemannian manifold \(M\) with \(\dim M = 2\), then for any \(\alpha_1 \alpha_2 \alpha_3 \alpha_4 \alpha_5 \alpha_6 \in A_h\), we have
\[ h_{\text{top}}(f, \mathcal{C}(\alpha_1 \alpha_2 \alpha_3 \alpha_4 \alpha_5 \alpha_6)) = h_{\text{top}}(f). \]
1.4.3. *Mañé diffeomorphisms.* Mañé diffeomorphisms, which are derived from a hyperbolic toral automorphism on $\mathbb{T}^d$ ($d \geq 3$), were introduced by Mañé [43], we also refer to [14] to find a detailed explanation for the construction. We use the notations in [14], let $f_M : \mathbb{T}^d \rightarrow \mathbb{T}^d$ be a Mañé diffeomorphisms derived from a hyperbolic toral automorphism $f_A$; let $r, \rho > 0$ be two parameters controlled in the construction in [14, section 4]; let $q$ be the fixed point of $f_A$ satisfying that $f_M = f_A$ on $\mathbb{T}^d \setminus B(q, \rho)$ and if an orbit spends a proposition at least $r$ of its time outside $B(q, \rho)$, then it contracts vectors in the one-dimensional center bundle; let $U_{\rho, r}$ be the sufficient small $C^1$ open neighborhood of $f_M$ in the space of $C^1$ diffeomorphisms on $\mathbb{T}^d$; let $h$ denote the topological entropy of $f_A$ and $L$ be a constant depending on $f_A$ and $g \in U_{\rho, r}$ and $H(r) = -r \log r - (1 - r) \log(1 - r)$.

**Corollary C.** Suppose that $g \in U_{\rho, r}$ satisfying that

$$r(h + \log L) + H(2r) < h_{\text{top}}(g).$$

Then for any $\alpha_1 \alpha_2 \alpha_3 \alpha_4 \alpha_5 \alpha_6 \in A_h$, we have

$$h_{\text{top}}(g, \mathcal{C}(\alpha_1 \alpha_2 \alpha_3 \alpha_4 \alpha_5 \alpha_6)) = h_{\text{top}}(g) > 0.$$

Finally, we pose an inverse question.

**Question F.** If a dynamical system has points satisfying each case of 56 cases, what information can we obtain for the dynamical complexity of this dynamical system?

**Organization of this paper.** In section 2, we will introduce some preliminaries. In section 3, we will prove Theorem A assuming Theorem C. In section 4, we will give the basic characterization of $\xi$-$\omega$-limit sets and prove Theorem 1.3. In section 5, we will prove Theorem B assuming Theorem C. In section 6, we will study the saturated property, locally-saturated property and locally-star-saturated property. In section 7, we will give the proof of Theorem C based on the results obtained in section 4 and section 6. In section 8, we will give the proof of Theorem D. In section 9, we will give the applications of our main results and prove Corollary A, Corollary B and Corollary C.

2. Preliminaries

2.1. *Metric compatible with the weak$^\ast$ topology.* The space of Borel probability measures on $X$ is denoted by $M(X)$ and the set of continuous functions on $X$ by $C(X)$. The set of probability measures, $f$-invariant measures and $f$-ergodic measures supported on $Y \subseteq X$ are denoted by $M(Y)$, $M(f, Y)$ and $M_{\text{erg}}(f, Y)$ respectively. We endow $\varphi \in C(X)$ the norm $\|\varphi\| = \max\{|\varphi(x)| : x \in X\}$. Let $\{\varphi_j\}_{j \in \mathbb{N}}$ be a dense subset of $C(X)$ with $\|\varphi_j\| \neq 0$, then

$$\rho(\xi, \tau) = \sum_{j=1}^{\infty} \frac{|\int \varphi_j d\xi - \int \varphi_j d\tau|}{2^j \|\varphi_j\|}$$

defines a metric on $M(X)$ for the weak$^\ast$ topology [64]. For $\nu \in M(X)$ and $r > 0$, we denote a ball in $M(X)$ centered at $\nu$ with radius $r$ by

$$B(\nu, r) := \{\rho(\nu, \mu) < r : \mu \in M(X)\}.$$  

One notices that

$$(2.1) \quad \rho(\xi, \tau) \leq 2 \text{ for any } \xi, \tau \in M(X).$$

It is also well known that the natural embedding $j : x \mapsto \delta_x$ is continuous. Since $X$ is compact and $M(X)$ is Hausdorff, one sees that there is a homeomorphism between $X$ and its image $j(X)$. Therefore, without loss of generality we will assume that

$$(2.2) \quad d(x, y) = \rho(\delta_x, \delta_y).$$

For $x \in X$ and $\varepsilon > 0$, we denote a ball in $X$ centered at $x$ with radius $\varepsilon$ by

$$B(x, \varepsilon) := \{d(x, y) < \varepsilon : y \in X\}.$$  

A straight calculation using (2.1) and (2.2) gives
Lemma 2.1. For any \( \varepsilon > 0 \), \( \delta > 0 \), and any two sequences \( \{x_i\}_{i=0}^{n-1}, \{y_i\}_{i=0}^{n-1} \) of \( X \), if \( d(x_i, y_i) < \varepsilon \) holds for any \( i \in [0, n-1] \), then for any \( J \subseteq [0, 1, \ldots, n-1] \) with \( \frac{\#J}{n} < \delta \), one has:

(a): \( \rho \left( \frac{1}{n} \sum_{i=0}^{n-1} \delta x_{i,J}, \frac{1}{n} \sum_{i=0}^{n-1} \delta y_{i,J} \right) < \varepsilon \).

(b): \( \rho \left( \frac{1}{n} \sum_{i=0}^{n-1} \delta x_{i,J}, \frac{1}{n} \sum_{i \in J} \delta y_{i,J} \right) < \varepsilon + 2\delta \).

Lemma 2.1 is easy to be verified, similar to [31, Lemma 4.3] and shows us that if any two orbit of \( x \) and \( y \) in finite steps are close in the most time, then the two empirical measures induced by \( x \) and \( y \) are also close.

2.2. Notions and notations. Consider a metric space \((X, d)\). Let \( A, B \) be two nonempty subsets, then the distance from \( x \in X \) to \( B \) is defined as \( \text{dist}(x, A) := \inf_{y \in A} d(x, y) \). Furthermore, the distance from \( A \) to \( B \) is defined as \( \text{dist}(A, B) := \sup_{x \in A} \text{dist}(x, B) \). Finally, the Hausdorff distance between \( A \) and \( B \) is defined as

\[
d_H(A, B) := \max\{\text{dist}(A, B), \text{dist}(B, A)\}.
\]

Now consider a topological dynamical system \((X, f)\). A point \( x \in X \) is called recurrent, if \( x \in \omega_f(x) \). Otherwise, \( x \) is called non-recurrent. A point \( x \in X \) is called transitive if \( \text{orb}(x, f) = X \), the set of transitive points is denoted by \( \text{Tran}(f) \). A point \( x \in X \) is called almost periodic if for every open neighborhood \( U \) of \( x \), there exists \( N \in \mathbb{N} \) such that for every \( n \in \mathbb{N} \), \( f^n(x) \in U \) for some \( k \in [n, n+N] \), the set of almost periodic points is denoted by \( \text{AP}(f) \), then \( \text{AP}(f^n) = \text{AP}(f) \) for any \( n \in \mathbb{N} \) [21, Theorem 1]. If for every pair of nonempty open sets \( U \) and \( V \), there is a nonnegative integer \( n \) such that \( f^{-n}(U) \cap V \neq \emptyset \) then we call \((X, f)\) topologically mixing. Furthermore, if for every pair of nonempty open sets \( U \) and \( V \), there exists an nonnegative integer \( N \) such that \( f^{-n}(U) \cap V \neq \emptyset \) for every \( n > N \), then we call \((X, f)\) topologically mixing.

We say that \((X, f)\) is positively expansive if there exists a constant \( c > 0 \) such that for any \( x, y \in X \), \( d(f^n(x), f^n(y)) > c \) for some \( i \in \mathbb{Z}^+ \) and we call \( c \) the expansive constant. When \( f \) is a homeomorphism, we say that \((X, f)\) is expansive if there exists a constant \( c > 0 \) such that for any \( x, y \in X \), \( d(f^n(x), f^n(y)) > c \) for some \( i \in \mathbb{Z} \) and we also call \( c \) the expansive constant. We say that a subset \( Y \) of \( X \) is \( f \)-invariant (or simply invariant) if \( f(Y) \subseteq Y \). If \( Y \) is a closed \( f \)-invariant subset of \( X \), then \((Y, f|_Y)\) also is a dynamical system. We will call it a subsystem of \((X, f)\). It is not hard to check that \( \text{Rec}(f|_Y) = \text{Rec}(f) \cap Y \). Consequently, \( N\text{Rec}(f|_Y) = N\text{Rec}(f) \cap Y \).

A finite sequence \( \mathcal{C} = \langle x_1, \ldots, x_l \rangle \), \( l \in \mathbb{N} \) is called a chain. Furthermore, if \( d(f(x_i), x_{i+1}) < \varepsilon, 1 \leq i \leq l-1 \), we call \( \mathcal{C} \) an \( \varepsilon \)-chain with length \( l \). For any \( m \in \mathbb{N} \), if there are \( m \) \( \varepsilon \)-chains \( \mathcal{C}_i = \langle x_{i,1}, \ldots, x_{i,l_i} \rangle \), \( l_i \in \mathbb{N}, 1 \leq i \leq m \) satisfying that \( d(f(x_{i,l_i}), x_{i+1,1}) < \varepsilon, 1 \leq i \leq m-1 \), then we can concatenate \( \mathcal{C}_i \)'s to constitute a new \( \varepsilon \)-chain

\[
\langle x_{1,1}, \ldots, x_{1,l_1}, x_{2,1}, \ldots, x_{2,l_2}, \ldots, x_{m,1}, \ldots, x_{m,l_m} \rangle,
\]

which we denote by \( \mathcal{C}_1 \mathcal{C}_2 \cdots \mathcal{C}_m \).

Definition 2.2. Let \( A \subseteq X \) be a nonempty closed invariant set. We say a chain \( \mathcal{C} = \langle x_1, \ldots, x_l \rangle \) is in \( A \) if \( \{x_i\}_{i=1}^l \subseteq A \). We say an \( \varepsilon \)-chain \( \mathcal{C} = \langle x_1, \ldots, x_l \rangle \) connects \( a \) and \( b \) if \( x_1 = a \) and \( d(f(x_i), b) < \varepsilon \). We call \( A \) internally chain transitive if for any \( a, b \in A \) and any \( \varepsilon > 0 \), there is an \( \varepsilon \)-chain \( \mathcal{C} \) in \( A \) connecting \( a \) and \( b \).

Lemma 2.3. [30, Lemma 2.1] For any \( x \in X \), \( \omega_f(x) \) is internally chain transitive.

2.3. Topological entropy and metric entropy.

2.3.1. Topological entropy of subsets. For the topological entropy of a subset, Bowen developed a satisfying definition via dimension language [9] which we now illustrate. For \( x, y \in X \) and \( n \in \mathbb{N} \), the Bowen distance between \( x, y \) is defined as

\[
d_n(x, y) := \max\{d(f^i(x), f^i(y)) : i = 0, 1, \ldots, n-1\}
\]

and the Bowen ball centered at \( x \) with radius \( \varepsilon > 0 \) is defined as

\[
B_n(x, \varepsilon) := \{y \in X : d_n(x, y) < \varepsilon\}.
\]
Let $E \subseteq X$, and $G_n(E, \sigma)$ be the collection of all finite or countable covers of $E$ by sets of the form $B_n(x, \sigma)$ with $u \geq n$. We set
\[
C(E; t, n, \sigma, f) := \inf_{C \in G_n(E, \sigma)} \sum_{B_n(x, \sigma) \in C} e^{-tu} \quad \text{and} \quad C(E; t, n, \sigma, f) := \lim_{n \to \infty} C(E; t, n, \sigma, f).
\]
Then we define
\[
h_{top}(E; \sigma, f) := \inf\{t : C(E; t, \sigma, f) = 0\} = \sup\{t : C(E; t, \sigma, f) = \infty\}
\]
The (Bowen) topological entropy of $E$ is
\[
(2.3) \quad h_{top}(E, f) := \lim_{\sigma \to 0} h_{top}(E; \sigma, f).
\]
In particular, $h_{top}(f) = h_{top}(f, X)$.

**Lemma 2.4.** [9, Proposition 2] Suppose that $(X, f)$ is a dynamical system, $Y, Y_1, Y_2, \cdots \subset X$, then we have
1. $h_{top}(f, f(Y)) = h_{top}(f, Y)$;
2. $h_{top}(f, \bigcup_{i \geq 1} Y_i) = \sup_{i \geq 1} h_{top}(Y_i)$;
3. $h_{top}(f^n, Y) = n h_{top}(f, Y)$ for any $n \geq 1$.

**Lemma 2.5.** [23, Theorem 3.11] Suppose that $\pi : (X, f) \to (Y, g)$ is a factor between two dynamical systems. Then for any $E \subset X$, one has
\[
h_{top}(f, E) \geq h_{top}(g, \pi(E)).
\]

### 2.3.2. Metric entropy

We call $(X, \mathcal{B}, \mu)$ a probability space if $\mathcal{B}$ is a Borel $\sigma$-algebra on $X$ and $\mu$ is a probability measure on $X$. For a finite measurable partition $\xi = \{A_1, \cdots, A_n\}$ of a probability space $(X, \mathcal{B}, \mu)$, define
\[
H_\mu(\xi) = -\sum_{i=1}^{n} \mu(A_i) \log \mu(A_i).
\]
Let $f : X \to X$ be a continuous map preserving $\mu$. We denote by $\bigcup_{i=0}^{n-1} f^{-i}\xi$ the partition whose element is the set $\bigcap_{i=0}^{n-1} f^{-i}A_j$, $1 \leq j_i \leq n$. Then the following limit exists:
\[
h_\mu(f, \xi) = \lim_{n \to \infty} \frac{1}{n} H_\mu \left( \bigcup_{i=0}^{n-1} f^{-i}\xi \right)
\]
and we define the metric entropy of $\mu$ as
\[
h_\mu(f) := \sup \{ h_\mu(f, \xi) : \xi \text{ is a finite measurable partition of } X \}.
\]
For convenience, we write $h_\mu$ to denote $h_\mu(f)$.

**Lemma 2.6.** [9, Theorem 1] Suppose that $(X, f)$ is a dynamical system, $\mu \in M(f, X)$ and $Y \subset X$ satisfies that $\mu(Y) = 1$, then $h_{top}(f, Y) \geq h_\mu$.

### 2.4. Shadowing property

Bowen [10] proved that every Anosov diffeomorphism of a compact manifold has the shadowing property and he used this notion efficiently in the study of $\omega$-limit sets. Since its introduction, shadowing property has attracted various attentions. Meanwhile, shadowing property is also generalized to various other forms. For example, there are studies on limit-shadowing [52], s-limit-shadowing [44, 56], and more forms [39, 19, 12, 16, 46, 22].

**Definition 2.7.** Suppose $f : X \to X$ is a homeomorphism on compact metric space. For any $\delta > 0$, a sequence $\{x_n\}_{n \in \mathbb{Z}}$ is called a $\delta$-pseudo-orbit if $d(f(x_n), x_{n+1}) < \delta$ for $n \in \mathbb{Z}$. $\{x_n\}_{n \in \mathbb{Z}}$ is $\varepsilon$-shadowed by some $y \in X$ if $d(f^n(y), x_n) < \varepsilon$ for any $n \in \mathbb{Z}$. We say that $(X, f)$ has the two-sided shadowing property if for any $\varepsilon > 0$, there exists $\delta > 0$ such that any $\delta$-pseudo-orbit is $\varepsilon$-shadowed by some point in $X$. 


Definition 2.8. Suppose \( f : X \to X \) is a homeomorphism on compact metric space. A sequence \( \{x_n\}_{n \in \mathbb{Z}} \) is called a \( \text{limit-pseudo-orbit} \) if \( \lim_{n \to \pm \infty} d(f^n(x_n), x_{n+1}) = 0 \). \( \{x_n\}_{n \in \mathbb{Z}} \) is \( \text{limit-shadowed} \) by \( y \in X \) if \( \lim_{n \to \pm \infty} d(f^n(y), x_n) = 0 \). If \( \{x_n\}_{n \in \mathbb{Z}} \) is both a \( \delta \)-pseudo-orbit and a limit-pseudo-orbit, then \( \{x_n\}_{n \in \mathbb{Z}} \) is called a \( \delta \)-limit-pseudo-orbit. \( \{x_n\}_{n \in \mathbb{Z}} \) is \( \varepsilon \)-limit-shadowed by some \( y \in X \) if \( \{x_n\}_{n \in \mathbb{Z}} \) is both \( \varepsilon \)-shadowed and limit-shadowed by \( y \). We say that \( (X, f) \) has the \textit{two-sided \( s \)-limit-shadowing property} if for any \( \varepsilon > 0 \), there exists \( \delta > 0 \) such that any \( \delta \)-pseudo-orbit \( \{x_n\}_{n \in \mathbb{Z}} \) is \( \varepsilon \)-shadowed by some point \( y \) in \( X \), and, if in addition, \( \{x_n\}_{n \in \mathbb{Z}} \) is a \( \delta \)-limit-pseudo-orbit, then it is \( \varepsilon \)-limit-shadowed by \( y \).

When \( f \) is just a continuous map of compact metric space \( X \), we say that \( (X, f) \) has the shadowing property or \( s \)-limit-shadowing property if Definition 2.7 or Definition 2.8 holds for \( \{x_n\}_{n \in \mathbb{Z}^+} \). It can be checked that every dynamical system satisfying two-sided shadowing property has shadowing property and every dynamical system satisfying two-sided \( s \)-limit-shadowing property has \( s \)-limit-shadowing property.

Lemma 2.9. [42, Theorem 4.3] Suppose that \( (X, f) \) satisfies the shadowing property and \( \mu \in M(f, X) \), if \( S_{\mu} \) is internally chain transitive, then for any \( 0 \leq c \leq h_{\mu} \), there exists a sequence of minimal subsystem \( \{(Y_n, f)\}_{n \geq 1} \) such that \( \lim \inf_{n \to \infty} h_{\text{top}}(f, Y_n) \geq c \).

Since the support of an ergodic measure is always internally chain transitive, by the variational principle and Lemma 2.9, we have

Lemma 2.10. Suppose that \( (X, f) \) satisfies the shadowing property, then for any \( \alpha < h_{\text{top}}(f) \), there exists a minimal subsystem \( (Y, f) \) such that \( h_{\text{top}}(f, Y) > \alpha \).

Lemma 2.11. [42, Proposition 3.5] Suppose that \( (X, f) \) is topologically transitive and has the shadowing property, then the set of ergodic measures with full support is residual in \( M(f, X) \).

Lemma 2.12. [41, Theorem] If \( (X, f) \) is topologically Anosov, then \( (X, f) \) has the two-sided \( s \)-limit shadowing property.

Lemma 2.13. [55, Theorem 1] If \( (X, f) \) is topologically expanding, then \( (X, f) \) has the \( s \)-limit shadowing property.

2.5. Specification-like properties.

Definition 2.14. We say a dynamical system \( (X, f) \) has periodic specification property if for any \( \varepsilon > 0 \) there is a positive integer \( M_{\varepsilon} \) such that for any points \( x_1, \ldots, x_k \), any positive integers \( n_1, \ldots, n_k \geq 1 \) and any positive integers \( p_1, \ldots, p_k \geq M_{\varepsilon} \), there is a point \( x \in X \) such that \( d(f^{j+i}(x), x) \leq \varepsilon \) for every \( 0 \leq j \leq n_i - 1 \) and

\[
d(f^{j+n_i+p_1+\cdots+p_{i-1}+p_i}(x), f^{j}(x_i)) \leq \varepsilon
\]

for all \( 0 \leq j \leq n_i - 1, 2 \leq i \leq k \), and \( f^{n_i+p_1+\cdots+n_i+p_k}(x) = x \).

Pfister and Sullivan generalized the specification property to the \( g \)-almost product property in the study of large deviation [50]. Later on, Thompson renamed a weaker version of it as the almost specification property in the study of irregular points [62]. The only difference is that the blowup function \( g \) can depend on \( \varepsilon \) in the latter case.

Definition 2.15. Let \( \varepsilon_0 > 0 \). A function \( g : \mathbb{N} \times (0, \varepsilon_0) \to \mathbb{N} \) is called a \textit{mistake function} if for all \( \varepsilon \in (0, \varepsilon_0) \) and all \( n \in \mathbb{N} \), \( g(n, \varepsilon) \leq g(n + 1, \varepsilon) \) and \( \lim_{n \to \infty} \frac{g(n, \varepsilon_0)}{n} = 0 \).

If \( \varepsilon \geq \varepsilon_0 \), we define \( g(n, \varepsilon) = g(n, \varepsilon_0) \). For \( n \in \mathbb{N} \) large enough such that \( g(n, \varepsilon) < n \), let \( \Lambda_n = \{0, 1, \ldots, n - 1\} \). Define the \( (g, n, \varepsilon) \)-Bowen ball centered at \( x \) as the closed set

\[
B_n(g; x, \varepsilon) := \{y \in X : \exists \Lambda \subseteq \Lambda_n, |\Lambda_n \setminus \Lambda| \leq g(n, \varepsilon) \text{ and } \max\{d(f^{j}(x), f^{j}(y)) : j \in \Lambda\} \leq \varepsilon\}.
\]

Definition 2.16. The dynamical system \( (X, f) \) has the \textit{almost specification} property with mistake function \( g \), if there exists a function \( k_g : (0, +\infty) \to \mathbb{N} \) such that for any \( \varepsilon_1 > 0, \ldots, \varepsilon_m > 0 \), any points \( x_1, \ldots, x_m \in X \), and any integers \( n_1 \geq k_g(\varepsilon_1), \ldots, n_m \geq k_g(\varepsilon_m) \), we can find a point \( z \in X \) such that

\[
f^{l_j}(z) \in B_{n_j}(g; x_j, \varepsilon_j), \quad j = 1, \ldots, m,
\]
where \( n_0 = 0 \) and \( l_j = \sum_{s=0}^{j-1} n_s \).
Finally, we introduce two other specification-like properties.

**Definition 2.17.** We say that \((X, f)\) has the periodic gluing orbit property if for any \(\varepsilon > 0\) there exists a positive integer \(K_\varepsilon\) such that for any points \(x_1, \ldots, x_k\) and positive integers \(n_1, \ldots, n_k \geq 1\) there are \(p_1, \ldots, p_k \leq K_\varepsilon\) and \(x \in X\) so that \(d(f^{j+n_1+p_1}x, f^{j+n_k+p_k}x) \leq \varepsilon\) for every \(0 \leq j \leq n_1 - 1\) and

\[
d(f^{j+n_1+p_1+\cdots+n_{i-1}+p_{i-1}}x, f^jx_i) \leq \varepsilon
\]

for all \(0 \leq j \leq n_i - 1\) and \(2 \leq i \leq k\), and \(f^{n_1+p_1+\cdots+n_k+p_k}x = x\).

**Definition 2.18.** We say that \((X, f)\) has the approximate product property, if for any \(\varepsilon > 0, \delta_1 > 0\) and \(\delta_2 > 0\), there exists \(N = N(\varepsilon, \delta_1, \delta_2) \in \mathbb{N}\) such that for any \(n \geq N\) and any sequence \(\{x_i\}_{i=1}^\infty\) of \(X\), there exist a sequence of integers \(\{h_i\}_{i=1}^\infty\) and \(x \in X\) satisfying \(h_1 = 0, n \leq h_{i+1} - h_i \leq n(1 + \delta_2)\) and

\[
\{|0 \leq j \leq n - 1 \mid d(f^{h_i+j}x, f^jx_i) > \varepsilon\} \leq \delta_1 n.
\]

**2.6. Uniform separation property.** For \(\delta > 0, \varepsilon > 0\) and \(n \in \mathbb{N}\), two points \(x, y \in \mathbb{R}^d\) are \((\delta, n, \varepsilon)\)-separated if

\[
|\{j : d(f^jx, f^jy) > \varepsilon, 0 \leq j \leq n - 1\}| \geq \delta n.
\]

A subset \(E\) is \((\delta, n, \varepsilon)\)-separated if any pair of different points of \(E\) are \((\delta, n, \varepsilon)\)-separated.

**Lemma 2.19.** [50] Let \(\mu\) a \(f\)-ergodic measure and \(\eta < h_\mu\). Then there exist \(\delta^* > 0\) and \(\varepsilon^* > 0\) so that for each neighborhood \(F\) of \(\mu\) in \(M(X)\), there exists \(n_F^* \in \mathbb{N}\) such that for any \(n \geq n_F^*\), there is a \((\delta^*, n, \varepsilon^*)\)-separated set \(\Gamma_n \subseteq X_{n,F}\) with

\[
|\Gamma_n| \geq e^{n\eta},
\]

where \(X_{n,F} := \{x \in X : E_n(x) \cap F\}\).

Furthermore, if the above \(\delta^*\) and \(\varepsilon^*\) can be chosen to be independent of \(\mu\), one has the following definition.

**Definition 2.20.** We say \((X, f)\) has the uniform separation property if the following holds. For any \(\eta > 0\), there exist \(\delta^* > 0\) and \(\varepsilon^* > 0\) so that for any \(f\)-ergodic measure \(\mu\) and any neighborhood \(F \subseteq M(X)\) of \(\mu\), there exists \(n_{F,\mu,\eta} \in \mathbb{N}\) such that for any \(n \geq n_{F,\mu,\eta}\), there is a \((\delta^*, n, \varepsilon^*)\)-separated set \(\Gamma_n \subseteq X_{n,F} \cap S_\mu\) with

\[
|\Gamma_n| \geq e^{n(h_\mu - \eta)}.
\]

**Remark 2.21.** The key observation of Definition 2.20 is that the selection of \(\delta^*, \varepsilon^*\) does not depend on \(\mu\) and \(F\). This is exactly what ‘uniform’ means. The original definition in [51, Definition 3.1] require that \(\Gamma_n \geq 2^{n(h_\mu - \eta)}\) since “\(\log_2\)” rather than “\(\log\)” is used in the definition of metric entropy. Also, the original definition only require that \(\Gamma_n \subseteq X_{n,F}\). From the remark after [51, Definition 3.1], we know that uniform separation property implies that \(h_{top}(f)\) is finite.

Uniform separation property is satisfied by some typical dynamical systems, the following results still holds when we use Definition 2.20 as the definition of uniform separation property.

**Proposition 2.22.** [51, Theorem 3.1] If \((X, f)\) is positively expansive (resp. expansive), \(h\)-expansive or asymptotic \(h\)-expansive, then \((X, f)\) has the uniform separation property.

For \(\varepsilon > 0\) and \(n \in \mathbb{N}\), two points \(x, y\) are \((n, \varepsilon)\)-separated if \(d_n(x, y) > \varepsilon\). A subset \(E\) is \((n, \varepsilon)\)-separated if any pair of different points of \(E\) are \((n, \varepsilon)\)-separated.

**Lemma 2.23.** [18] Let \(\mu\) be an ergodic measure and \(\eta < h_\mu\). Then there exists \(\varepsilon > 0\) such that for each neighborhood \(F\) of \(\mu\) in \(M(X)\), there exists \(n_F \in \mathbb{N}\) such that for any \(n \geq n_F\), there exists an \((n, \varepsilon)\)-separated set \(\Gamma_n \subseteq X_{n,F} \cap S_\mu\) with

\[
|\Gamma_n| \geq e^{n\eta}.
\]
2.7. Entropy-dense properties. In this subsection, we introduce several entropy-dense properties, which shall serve for our needs in the future. Eizenberg, Kifer and Weiss [20] proved for systems with the specification property that any \( f \)-invariant probability measure \( \nu \) is the weak limit of a sequence of ergodic measures \( \{\nu_n\} \), such that the entropy of \( \nu \) is also the limit of the entropies of the \( \{\nu_n\} \). This is a central point in large deviations theory, which was first emphasized in [24]. Meanwhile, this also plays a crucial part in the computing of Billingsley dimension [6, 7] on shift spaces [49]. Pfister and Sullivan refer to this property as the entropy-dense property [50].

**Definition 2.24.** We say \( \Lambda \) satisfies the entropy-dense property (or \( M_{\text{erg}}(f, \Lambda) \) is entropy-dense in \( M(f, \Lambda) \)), if for any \( \mu \in M(f, \Lambda) \), for any neighborhood \( G \) of \( \mu \) in \( M(\Lambda) \), and for any \( \eta < h_\mu(f) \), there exists a \( \nu \in M_{\text{erg}}(f, \Lambda) \) such that \( h_\nu(f) > \eta \) and \( \nu \in G \).

**Definition 2.25.** We say \( \Lambda \) satisfies the refined entropy-dense property (or \( M_{\text{erg}}(f, \Lambda) \) is refined entropy-dense in \( M(f, \Lambda) \)), if for any \( \mu \in M(f, \Lambda) \), for any neighborhood \( G \) of \( \mu \) in \( M(\Lambda) \), and for any \( \eta < h_\mu(f) \), there exists a closed \( f \)-invariant set \( \Lambda_\mu \subseteq \Lambda \) such that \( M(f, \Lambda_\mu) \subseteq G \) and \( h_{\text{top}}(f, \Lambda_\mu) > h_\mu(f) - \eta \). By classical variational principle, it is equivalent that for any neighborhood \( G \) of \( \mu \) in \( M(\Lambda) \), and for any \( \eta > 0 \), there exists a \( \nu \in M_{\text{erg}}(f, \Lambda) \) such that \( h_\nu(f) > h_\mu(f) - \eta \) and \( M(f, \Sigma_\nu) \subseteq G \).

Of course, refined entropy-dense \( \Rightarrow \) entropy-dense \( \Rightarrow \) ergodic measures are dense in the space of invariant measures. For systems with the approximate product property, Pfister and Sullivan in fact had obtained the refined entropy-dense properties by showing the following lemma.

**Lemma 2.26.** [50, Proposition 2.3] Suppose that \( (X, f) \) has the approximate product property and that \( \nu \in M(X, f) \) verifies the conclusions of Lemma 2.19. Let \( h < h_\nu(f) \). Then, there exists \( \varepsilon > 0 \) such that for any neighborhood \( G \) of \( \nu \), there exists a closed \( f \)-invariant subspace \( Y \subseteq X \) and an \( n_G \in \mathbb{N} \) with the following properties:

1. \( \mathcal{E}_n(y) \in G \) whenever \( n \geq n_G \) and \( y \in Y \).
2. For all \( l \in \mathbb{N} \) there exists a \((l \cdot n_G, \varepsilon)\)-separated subset of \( Y \) with cardinality greater than \( \exp(l \cdot n_G \cdot h) \).

In particular, \( h_{\text{top}}(f, Y) \geq h \).

Note that topologically transitivity plus shadowing property implies approximate product property [38, Theorem 30]. And from the definitions, we know that periodic gluing orbit property also implies approximate product property. Then by Lemma 2.26, we have

**Corollary 2.27.** Suppose that \( (X, f) \) is one of the following dynamical system:

1. topologically transitive dynamical systems satisfying the shadowing property;
2. dynamical systems with periodic gluing orbit property.

Then \( (X, f) \) has the refined entropy-dense property.

3. Topological entropy of nonrecurrent points: proof of Theorem A

In this section, we prove Theorem A by using Theorem C. Let \((\Sigma_m^+, \sigma)\) (resp. \((\Sigma_m, \sigma)\)) denote the one-sided (resp. two-sided) full shift over a finite alphabet \( \mathcal{A} \) with \( |\mathcal{A}| = m \).

**Lemma 3.1.** [18, Lemma 3.3] Suppose \((X, f)\) is a topological dynamical system. If \((X, f)\) has the shadowing property and \( h_{\text{top}}(f) > 0 \), then for any \( 0 < \alpha < h_{\text{top}}(f) \) there are \( m, k \in \mathbb{N} \), \( \frac{\log m}{k} > \alpha \) and a closed set \( \Delta \subseteq X \) invariant under \( f^k \) such that there is a factor map \( \pi : (\Delta, f^k) \to (\Sigma_m^+, \sigma) \).

For dynamical systems satisfying specification property, we can obtain a similar result.

**Lemma 3.2.** Suppose \((X, f)\) satisfies the almost specification property with \( h_{\text{top}}(f) > 0 \). Then for any \( 0 < \alpha < h_{\text{top}}(f) \), there are \( m, k \in \mathbb{N} \), \( \frac{\log m}{k} > \alpha \) and a closed set \( \Delta \subseteq X \) invariant under \( f^k \) such that there is a factor map \( \pi : (\Delta, f^k) \to (\Sigma_m^+, \sigma) \).

**Proof.** By the variational principle, choose some invariant measure \( \nu \) such that \( 0 < \alpha < h_\nu \leq h_{\text{top}}(f) \). According to Lemma 2.19, there exist \( \delta > 0 \) and \( \varepsilon > 0 \) so that for each neighborhood \( F \) of \( \nu \) in \( M(X) \), there exists \( n_F \in \mathbb{N} \) such that for any \( n \geq n_F \), there exists \( \Gamma_n \subseteq X_{n,F} \) which is \((\delta, n, \varepsilon)\)-separated and
satisfies \( \log |\Gamma_n| > n\alpha \). Now choose an arbitrary neighbourhood \( F \) of \( \nu \). Since \( \lim_{n \to \infty} \frac{a(n-3/2)}{n} = 0 \), there exists an \( N \in \mathbb{N} \) such that for any \( n \geq N \), \( g(n, \frac{x}{3}) \leq \frac{2}{3} \). Let \( k = \max\{N, n, f, k_0(\frac{x}{3}), [\frac{2}{3}] + 1\} \). Enumerate the elements of \( \Gamma_k \) as \( \{p_1, \ldots, p_m\} \) where \( m = |\Gamma_k| \).

Given \( l \in \mathbb{N} \), let \( \Sigma^+_m \) (resp. \( \Sigma^+_m \)) be the set whose element is \( (a_0 a_1 \cdots) \) (resp. \( (a_0 a_1 \cdots a_{l-1}) \)) such that \( a_i \in \{p_1, \cdots, p_m\}, i \in \mathbb{Z}^+ \) (resp. \( 0 \leq i \leq l - 1 \)). For every \( \xi \in \Sigma^+_m \) and \( l \in \mathbb{N} \), denote

\[
Y_{\xi, l} = \{ z \in X : f^{ik}(z) \in B_k(g; \xi, \frac{\varepsilon}{3}) \text{ for } 0 \leq i \leq l - 1 \}
\]

and

\[
Y_\xi = \left\{ z \in X : f^{ik}(z) \in B_k(g; \xi, \frac{\varepsilon}{3}) \text{ for } i \in \mathbb{Z}^+ \right\}.
\]

Then both \( Y_{\xi, l} \) and \( Y_\xi \) are closed. By the almost specification property, the selection of \( k \) and the compactness of \( X \), \( Y_\xi \) is nonempty. Note that if \( \xi \neq \psi \), then there is \( t \in \mathbb{Z}^+ \) such that \( \xi_t \neq \psi_t \). For any \( x \in Y_\xi \) and \( y \in Y_\psi \), since \( \delta - 2g(k, \frac{x}{3}) \geq \frac{\delta}{3}, f^{ik}x \) and \( f^{ik}y \) are \( (\frac{\delta}{3}, k, \frac{x}{3}) \)-separated. Moreover, \( \frac{\delta}{3} \cdot k \geq 1 \). So \( x, y \) are \( ((t + 1)k, \frac{\delta}{3}) \)-separated which implies that \( x \neq y \). Therefore, \( Y_\xi \cap Y_\psi = \emptyset \). So we define \( \Lambda \) as the disjoint union of \( Y_\xi \):

\[
\Lambda = \bigcup_{\xi \in \Sigma^+_m} Y_\xi = \bigcap_{i=1}^{\infty} \bigcup_{(\xi_0, \xi_{i-1}) \in \Sigma^+_m} Y_{\xi, i}.
\]

Then \( \Lambda \) is closed. Note that \( f^k(Y_\xi) \subseteq Y_{\xi^k} \). So \( \Lambda \) is \( f^k \)-invariant. It is not hard to see that if \( x \in Y_\xi \), \( y \in Y_\psi \) and \( d(f^l(x), f^l(y)) < \varepsilon/3 \) for \( l = 0, 1, \cdots, ks - 1 \) then \( \xi_i = \psi_i \) for \( i = 0, \ldots, s - 1 \). Therefore, if we define \( \pi : \Lambda \to \Sigma^+_m \) as

\[
\pi(x) := \xi \text{ if } x \in Y_\xi,
\]

then \( \pi \) is a continuous surjection. It is clearly that \( \sigma \circ \pi = \pi \circ f^k \).

Finally, observe that \( \log \frac{m}{k} = \log \frac{|\Gamma_n|}{k} > \alpha \). The proof is completed. \( \square \)

Now, we give the proof of Theorem A by using Theorem C.

3.1. Proof of Theorem A. Suppose that \((X, f)\) satisfies the shadowing property or the almost specification property. When \( h_{top}(f) = 0 \), there is nothing to prove. So we suppose \( h_{top}(f) > 0 \). By Lemma 3.1 or Lemma 3.2, for any \( 0 < \alpha < h_{top}(f) \), there are \( m, k \in \mathbb{N}, \log(m)/k > \alpha \) and a closed and \( f^k \)-invariant set \( \Lambda \subseteq X \) with a semiconjugation \( \pi : (\Lambda, f^k) \to (\Sigma^+_m, \sigma) \). Since \( (\Sigma^+_m, \sigma) \) is topologically expanding and transitive, by Theorem C, we obtain that \( h_{top}(\sigma, NRec(\sigma)) = h_{top}(\sigma, \Sigma^+_m) > ka \).

On the other hand, \( \pi(Rec(f^k, \Lambda)) \subseteq Rec(\sigma) \), so \( NRec(f^k, \Lambda) \geq \pi^{-1}NRec(\sigma) \). Meanwhile, note that \( NRec(f^k) = NRec(f) \). Therefore, since \( \pi \) is a semiconjugation, by Lemma 2.4 and Lemma 2.5, one has

\[
h_{top}(f, NRec(f)) = \frac{1}{k} h_{top}(f^k, NRec(f)) = \frac{1}{k} h_{top}(f^k, NRec(f^k)) \geq \frac{1}{k} h_{top}(\sigma, NRec(\sigma)) > \alpha.
\]

By the arbitrariness of \( \alpha \), we see that \( h_{top}(f, NRec(f)) = h_{top}(f) \). \( \square \)

4. Basic characterization of \( \xi-\omega \)-limit sets: proof of Theorem 1.3

In this section, we give the basic characterization of \( \xi-\omega \)-limit sets, which will help us find the points satisfying different statistical behaviours. To prove Theorem 1.3, we need some preparations. For any \( x \in X \), we define the measure center of \( x \) as

\[
C^*_x := \bigcup_{\mu \in M(f, \omega(x))} S_\mu.
\]

Furthermore, we define the measure center of an invariant set \( \Lambda \subseteq X \) as

\[
C^*_\Lambda := \bigcup_{\mu \in M(f, \Lambda)} S_\mu.
\]

Lemma 4.1. Let \( \Lambda \subseteq X \) be compact and \( f \)-invariant. We have the following relations:

(1): \( \bigcap_{\mu \in M_{erg}(f, \Lambda)} S_\mu = \bigcap_{\mu \in M(f, \Lambda)} S_\mu \).

(2): \( C^*_\Lambda = \bigcup_{\mu \in M_{erg}(f, \Lambda)} S_\mu \).
Proof. (1) It is clear that $\bigcap_{\mu \in M_{\text{erg}}(f,\Lambda)} S_\mu \supseteq \bigcap_{\mu \in M(f,\Lambda)} S_\mu$. So we only need to prove that

$$\bigcap_{\mu \in M_{\text{erg}}(f,\Lambda)} S_\mu \subseteq \bigcap_{\mu \in M(f,\Lambda)} S_\mu.$$ \hspace{1cm} (4.1)

Indeed, for any $x \in \bigcap_{\mu \in M_{\text{erg}}(f,\Lambda)} S_\mu$ and $\varepsilon > 0$, one has

$$0 = \nu(B(x,\varepsilon)) = \int_{M(f,\Lambda)} \mu(B(x,\varepsilon)) d\tau(\mu).$$

Therefore, for $\tau$-a.e. $\mu \in M_{\text{erg}}(f,\Lambda)$, $\mu(B(x,\varepsilon)) = 0$, contradicting (4.1). Thus $x \in \bigcap_{\mu \in M(f,\Lambda)} S_\mu$ which implies that $\bigcap_{\mu \in M_{\text{erg}}(f,\Lambda)} S_\mu \subseteq \bigcap_{\mu \in M(f,\Lambda)} S_\mu$. Indeed, for any $\mu \in M(f,\Lambda)$ and any $x \in S_\mu$, one has that

$$\mu(B(x,\varepsilon)) > 0 \text{ for any } \varepsilon > 0.$$ 

By the ergodic decomposition theorem, there is a $\mu_0 \in M_{\text{erg}}(f,\Lambda)$ with $\mu_0(B(x,\varepsilon)) > 0$. This implies that $B(x,\varepsilon) \cap S_\mu \neq \emptyset$. Since $\varepsilon > 0$ is arbitrary, $x \in \bigcap_{\mu \in M_{\text{erg}}(f,\Lambda)} S_\mu$, which yields that $\bigcap_{\mu \in M_{\text{erg}}(f,\Lambda)} S_\mu \supseteq \bigcap_{\mu \in M(f,\Lambda)} S_\mu$. \hfill \qed

Lemma 4.2. For $(X,f)$ and $x \in X$, $M_{\text{erg}}(f,\omega f(x)) \subseteq V_f^*(x) \subseteq M(f,\omega f(x))$. If $M_{\text{erg}}(f,\omega f(x))$ is dense in $M(f,\omega f(x))$, then $V_f^*(x) = M(f,\omega f(x))$.

Proof. From [25, Proposition 3.9, Page 65] we know that for a point $x_0$ and an ergodic measure $\mu_0 \in M(f,\omega f(x_0))$, $x_0$ is quasi-generic for $\mu_0$. So $M_{\text{erg}}(f,\omega f(x)) \subseteq V_f^*(x) \subseteq M(f,\omega f(x))$. If $M_{\text{erg}}(f,\omega f(x))$ is dense in $M(f,\omega f(x))$, then $V_f^*(x) = M(f,\omega f(x))$. \hfill \qed

Lemma 4.3. For $(X,f)$ and $x \in X$, $z \in \omega_B(x)$ if and only if for any $\varepsilon > 0$, there exists an $N \in \mathbb{N}$ such that for any $N$ consecutive positive integers $n+1, \cdots, n+N$, $d(f^{n+i}(x),z) < \varepsilon$ for some $1 \leq i \leq N$.

Proof. Sufficiency: Let $I_k = [a_k, b_k)$ be a sequence of positive integer intervals with $b_k - a_k \to \infty$ such that

$$\lim_{k \to \infty} \frac{|N(x, B(z,\varepsilon)) \cap I_k|}{|I_k|} = \liminf_{|I| \to \infty} \frac{|N(x, B(z,\varepsilon)) \cap I|}{|I|}.$$ 

Let $b_k - a_k = I_k N + r_k$, $0 \leq r_k \leq N - 1$ for each $k \in \mathbb{N}$. Then for $k$ large enough such that $I_k \geq 1$, one has

$$\frac{|N(x, B(z,\varepsilon)) \cap I_k|}{|I_k|} \geq \frac{I_k}{I_k N + r_k} \geq \frac{1}{2 N}.$$ 

This implies that

$$\liminf_{|I| \to \infty} \frac{|N(x, B(z,\varepsilon)) \cap I|}{|I|} = \lim_{k \to \infty} \frac{|N(x, B(z,\varepsilon)) \cap I_k|}{|I_k|} \geq \frac{1}{2 N} > 0.$$ 

Since $\varepsilon$ is arbitrary, we see that $z \in \omega_B(x)$.

Necessity: Otherwise, there is $\varepsilon_0 > 0$ and for any $k \in \mathbb{N}$, there exists an $n_k \in \mathbb{N}$ such that $d(f^{n_k+i}(x),z) \geq \varepsilon_0$ for $1 \leq i \leq k$. Now consider the sequence of intervals $I_k = [n_k + 1, n_k + k]$. Then for any $k \in \mathbb{N}$,

$$|N(x, B(z,\varepsilon_0)) \cap I_k| = 0.$$ 

This implies that

$$\liminf_{|I| \to \infty} \frac{|N(x, B(z,\varepsilon_0)) \cap I|}{|I|} = \lim_{k \to \infty} \frac{|N(x, B(z,\varepsilon_0)) \cap I_k|}{|I_k|} = 0,$$

contradicting the fact that $z \in \omega_B(x)$. \hfill \qed
Corollary 4.4. Fix any $x \in X$. Then for any $y \in \omega_f(x)$, $\overline{\omega_f(x)} \subseteq \text{orb}(y, f)$. As a result, $\overline{\omega_f(x)}$ is either empty or a minimal set.

Proof. If $\omega_f(x) = \emptyset$, there is nothing to prove. So we suppose $\omega_f(x) \neq \emptyset$. Select an arbitrary $z \in \omega_f(x)$. For any $y \in \omega_f(x)$, if $z \notin \text{orb}(y, f)$, then let $2\varepsilon := \text{dist}(z, \text{orb}(y, f)) > 0$. By Lemma 4.3, there is an $N \in \mathbb{N}$ such that for any $n \in \mathbb{N}$, $d(f^{n+i}(x), z) < \varepsilon$ for some $1 \leq i \leq N$. Now choose a $0 < \delta < \varepsilon$ such that $d(u, v) < \delta$ implies that $d(f^j(u), f^j(v)) < \varepsilon$, $1 \leq j \leq N$. Moreover, since $y \in \omega_f(x)$, we select a $p \in \mathbb{N}$ such that $d(f^p(x), y) < \delta$. Then there exist a $1 \leq q \leq N$ such that $d(f^{p+q}(z), y) < \varepsilon$. However, the selection of $\delta$ and the condition $1 \leq q \leq N$ indicate that $d(f^{p+q}(x), f^q(y)) < \varepsilon$. So we have $d(z, f^q(y)) < 2\varepsilon$, contradicting the definition of $\varepsilon$. Therefore, $z \in \text{orb}(y, f)$. Since $z \in \overline{\omega_f(x)}$ is arbitrary, we have $\overline{\omega_f(x)} \subseteq \text{orb}(y, f)$.

Moreover, it is well known that (by Zorn Lemma) every topological dynamical system has a minimal system. So we select some $z$ from a minimal subset of $\omega_f(x)$. Therefore, $\text{orb}(z, f)$ is minimal. Moreover, since $\overline{\omega_f(x)} \subseteq \text{orb}(z, f)$ and $\overline{\omega_f(x)}$ is nonempty, closed and $f$-invariant, $\overline{\omega_f(x)}$ is minimal, which completes the proof. \[\square\]

Remark that if $\omega_f(x) \neq \emptyset$, then by Corollary 4.4 there is a unique minimal subset in $\omega_f(x)$ which is exactly $\overline{\omega_f(x)}$.

Now, we give the proof of Theorem 1.3.

4.1. Proof of Theorem 1.3. (1) On one hand, consider an arbitrary $y \in \omega_d(x)$. For any $\mu \in V_f(x)$, let $m_k \to \infty$ be such that $\lim_{k \to \infty} \mathcal{E}_{m_k}(x) = \mu$. Then for any $\varepsilon > 0$, one has

$$
\mu(B(y, 4\varepsilon)) \geq \mu(B(y, 2\varepsilon)) = \limsup_{k \to \infty} \frac{1}{m_k} \sum_{i=0}^{m_k-1} \delta_{f^i(x)}(B(y, 2\varepsilon)) \geq \liminf_{n \to \infty} \frac{1}{n} \sum_{j=0}^{n-1} \delta_{f^j(x)}(B(y, 2\varepsilon)) \geq \liminf_{n \to \infty} \frac{1}{n} \sum_{j=0}^{n-1} \delta_{f^j(x)}(B(y, \varepsilon)) = 0.
$$

This implies that $y \in S_\mu$ and thus $\omega_d(x) \subseteq \bigcap_{\mu \in V_f(x)} S_\mu$.

On the other hand, consider an arbitrary $y \in \bigcap_{\mu \in V_f(x)} S_\mu$. For any $\varepsilon > 0$, let $n_k \to \infty$ be such that

$$
\lim_{k \to \infty} \frac{1}{n_k} \sum_{i=0}^{n_k-1} \delta_{f^i(x)}(B(y, \varepsilon)) = \liminf_{n \to \infty} \frac{1}{n} \sum_{j=0}^{n-1} \delta_{f^j(x)}(B(y, \varepsilon)).
$$

Then choose a subsequence $n_{k_l}$ of $n_k$ such that $\lim_{l \to \infty} \mathcal{E}_{n_{k_l}}(x) = \tau$ for some $\tau \in V_f(x)$. Then

$$
\liminf_{n \to \infty} \frac{1}{n} \sum_{j=0}^{n-1} \delta_{f^j(x)}(B(y, \varepsilon)) = \lim_{k \to \infty} \frac{1}{n_k} \sum_{i=0}^{n_k-1} \delta_{f^i(x)}(B(y, \varepsilon)) = \lim_{l \to \infty} \frac{1}{n_{k_l}} \sum_{i=0}^{n_{k_l}-1} \delta_{f^i(x)}(B(y, \varepsilon)) \geq \tau(B(y, \varepsilon)) > 0.
$$

Therefore, $y \in \omega_d(x)$ and thus $\omega_d(x) \supseteq \bigcap_{\mu \in V_f(x)} S_\mu$.

(2) On one hand, consider an arbitrary $y \in \omega_d(x)$. Then for any $\varepsilon > 0$, one has

$$
\limsup_{n \to \infty} \frac{1}{n} \sum_{i=0}^{n-1} \delta_{f^i(x)}(B(y, \varepsilon)) > 0.
$$

Now choose a sequence $n_k \to \infty$ such that

$$
\lim_{k \to \infty} \frac{1}{n_k} \sum_{i=0}^{n_k-1} \delta_{f^i(x)}(B(y, 2\varepsilon)) = \limsup_{n \to \infty} \frac{1}{n} \sum_{j=0}^{n-1} \delta_{f^j(x)}(B(y, 2\varepsilon)).
$$
Then choose a subsequence \(n_{k_i}\) of \(n_k\) such that \(\lim_{i \to \infty} \mathcal{E}_{n_{k_i}}(x) = \tau\) for some \(\tau \in V_f(x)\). Then

\[
\tau(B(y, 4\varepsilon)) \geq \tau(B(y, 2\varepsilon)) \geq \lim_{i \to \infty} \frac{1}{n_{k_i}} \sum_{i=0}^{n_{k_i}-1} \delta_{f^{i}(x)}(B(y, 2\varepsilon))
\]

\[
= \lim_{k \to \infty} \frac{1}{n_k} \sum_{i=0}^{n_k-1} \delta_{f^{i}(x)}(B(y, 2\varepsilon))
\]

\[
= \limsup_{n \to \infty} \frac{1}{n} \sum_{j=0}^{n-1} \delta_{f^{j}(x)}(B(y, 2\varepsilon))
\]

\[
\geq \limsup_{n \to \infty} \frac{1}{n} \sum_{j=0}^{n-1} \delta_{f^{j}(x)}(B(y, \varepsilon)) > 0.
\]

Therefore, \(B(y, 4\varepsilon) \cap S_{\varepsilon} \neq \emptyset\). So for each \(k \in \mathbb{N}\), we obtain a \(y_k \in B(y, 1/k) \cap S_{\mu_k}\) for some \(\mu_k \in V_f(x)\). Thus \(y_k \to y\) as \(k \to \infty\), which implies that \(y \in \bigcup_{\mu \in V_f(x)} S_{\mu}\) and thus \(\omega_{\mu}(x) \subseteq \bigcup_{\mu \in V_f(x)} S_{\mu}\).

On the other hand, consider an arbitrary \(y \in \bigcup_{\mu \in V_f(x)} S_{\mu}\). For each \(k \in \mathbb{N}\), choose a \(y_k \in B(y, 1/k) \cap S_{\mu_k}\) for some \(\mu_k \in V_f(x)\). Then \(B(y, 1/k)\) is a neighborhood of \(y_k \in S_{\mu_k}\). This implies that \(\mu_k(B(y, 1/k)) > 0\). Since \(\mu_k \in V_f(x)\), we choose a sequence \(k_i \to \infty\) such that \(\lim_{i \to \infty} \mathcal{E}_{k_i}(x) = \mu_k\). Then one sees that

\[
\limsup_{n \to \infty} \frac{1}{n} \sum_{i=0}^{n-1} \delta_{f^{i}(x)}(B(y, 1/k)) \geq \lim_{i \to \infty} \frac{1}{k_i} \sum_{i=0}^{k_i-1} \delta_{f^{i}(x)}(B(y, 1/k)) = \mu_k(B(y, 1/k)) > 0.
\]

Since \(k \in \mathbb{N}\) is arbitrary, one has \(y \in \omega_{\mu}(x)\). Since \(y \in \bigcup_{\mu \in V_f(x)} S_{\mu}\) is arbitrary, we see \(\omega_{\mu}(x) \supseteq \bigcup_{\mu \in V_f(x)} S_{\mu}\).

(3) By Corollary 4.4, for any \(x \in X \omega_B(x)\) is either empty or a minimal set. By Lemma 4.2, \(M_{erg}(f, \omega_f(x)) \subseteq V_f^*(x) \subseteq M(f, \omega_f(x))\). Thus, by Lemma 4.1

\[
\bigcap_{\mu \in V_f^*(x)} S_{\mu} = \bigcap_{\mu \in M(f, \omega_f(x))} S_{\mu} = \bigcap_{\mu \in M_{erg}(f, \omega_f(x))} S_{\mu}.
\]

So we only need to prove \(\omega_B(x) = \bigcap_{\mu \in V_f^*(x)} S_{\mu}\).

On one hand, consider an arbitrary \(y \in \omega_B(x)\). For any \(\mu \in V_f^*(x)\), let \(I_k = [a_k, b_k)\) be a sequence of positive integer intervals with \(\lim_{k \to \infty} b_k - a_k = \infty\) such that

\[
\lim_{k \to \infty} \frac{1}{b_k - a_k} \sum_{j=a_k}^{b_k-1} \delta_{f^{j}(x)} = \mu.
\]

Then for any \(\varepsilon > 0\), one has

\[
\mu(B(y, 4\varepsilon)) \geq \mu(B(y, 2\varepsilon)) \geq \limsup_{k \to \infty} \frac{1}{b_k - a_k} \sum_{j=a_k}^{b_k-1} \delta_{f^{j}(x)}(B(y, 2\varepsilon))
\]

\[
= \limsup_{k \to \infty} \frac{|N(x, B(y, 2\varepsilon)) \cap I_k|}{|I_k|}
\]

\[
\geq \liminf_{|I| \to \infty} \frac{|N(x, B(y, 2\varepsilon)) \cap I|}{|I|}
\]

\[
\geq \liminf_{|I| \to \infty} \frac{|N(x, B(y, \varepsilon)) \cap I|}{|I|} > 0.
\]

This implies that \(y \in S_{\mu}\) and thus \(\omega_B(x) \subseteq \bigcap_{\mu \in V_f^*(x)} S_{\mu}\).
On the other hand, consider an arbitrary $y \in \bigcap_{\mu \in \mathcal{V}_f(x)} S_{\mu}$. Let $I_k = [a_k, b_k]$ be a sequence of positive integer intervals with $\lim_{k \to \infty} b_k - a_k = \infty$ such that

$$\lim_{k \to \infty} \frac{|N(x, B(y, \varepsilon)) \cap I_k|}{|I_k|} = \liminf_{|I| \to \infty} \frac{|N(x, B(y, \varepsilon)) \cap I|}{|I|}.$$ 

Then choose a subsequence $I_{k_i}$ of $I_k$ such that $\lim_{i \to \infty} \frac{1}{b_{k_i} - a_{k_i}} \sum_{j=a_{k_i}}^{b_{k_i} - 1} \delta_{f(x)} = \tau$ for some $\tau \in \mathcal{V}_f(x)$. We have

$$\liminf_{|I| \to \infty} \frac{|N(x, B(y, \varepsilon)) \cap I|}{|I|} = \lim_{k \to \infty} \frac{|N(x, B(y, \varepsilon)) \cap I_k|}{|I_k|} = \lim_{i \to \infty} \frac{1}{b_{k_i} - a_{k_i}} \sum_{j=a_{k_i}}^{b_{k_i} - 1} \delta_{f(x)}(B(y, \varepsilon)) \geq \tau(B(y, \varepsilon)) > 0.$$

Therefore, $y \in \omega_B(x)$ and thus $\omega_B(x) \supseteq \bigcap_{\mu \in \mathcal{V}_f(x)} S_{\mu}$.

(4) By Lemma 4.2, $M_{crs}(f, \omega_f(x)) \subseteq \mathcal{V}_f(x) \subseteq M(f, \omega_f(x))$. Thus, by Lemma 4.1

$$\bigcup_{\mu \in \mathcal{V}_f(x)} S_{\mu} = \bigcup_{\mu \in M_{crs}(f, \omega_f(x))} S_{\mu} = \bigcup_{\mu \in M(f, \omega_f(x))} S_{\mu} \neq \emptyset.$$

So we only need to prove $\omega_{\mathcal{F}_f}(x) = \bigcup_{\mu \in \mathcal{V}_f(x)} S_{\mu}$.

On one hand, consider an arbitrary $y \in \omega_{\mathcal{F}_f}(x)$. Then for any $\varepsilon > 0$, one has

$$\limsup_{|I| \to \infty} \frac{|N(x, B(y, \varepsilon)) \cap I|}{|I|} > 0.$$

Now choose a sequence of positive integer intervals $I_k = [a_k, b_k)$ with $b_k - a_k \to \infty$ such that

$$\lim_{k \to \infty} \frac{|N(x, B(y, \varepsilon)) \cap I_k|}{|I_k|} = \limsup_{|I| \to \infty} \frac{|N(x, B(y, \varepsilon)) \cap I|}{|I|}.$$

Then choose a subsequence $I_{k_i}$ of $I_k$ such that $\lim_{i \to \infty} \frac{1}{b_{k_i} - a_{k_i}} \sum_{j=a_{k_i}}^{b_{k_i} - 1} \delta_{f(x)}(B(y, 2\varepsilon)) = \tau$ for some $\tau \in \mathcal{V}_f(x)$. We have

$$\tau(B(y, 4\varepsilon)) \geq \tau(B(y, 2\varepsilon)) \geq \lim_{i \to \infty} \frac{1}{b_{k_i} - a_{k_i}} \sum_{j=a_{k_i}}^{b_{k_i} - 1} \delta_{f(x)}(B(y, 2\varepsilon)) = \lim_{k \to \infty} \frac{1}{b_k - a_k} \sum_{j=a_k}^{b_k - 1} \delta_{f(x)}(B(y, 2\varepsilon))$$

$$= \lim_{k \to \infty} \frac{|N(x, B(y, 2\varepsilon)) \cap I_k|}{|I_k|} = \limsup_{|I| \to \infty} \frac{|N(x, B(y, 2\varepsilon)) \cap I|}{|I|} \geq \limsup_{|I| \to \infty} \frac{|N(x, B(y, \varepsilon)) \cap I|}{|I|} > 0.$$

Therefore, $B(y, 4\varepsilon) \cap S_{\tau} \neq \emptyset$. So for each $k \in \mathbb{N}$, we obtain a $y_k \in B(y, 1/k) \cap S_{\mu_k}$ for some $\mu_k \in \mathcal{V}_f(x)$. Thus $y_k \to y$ as $k \to \infty$, which implies that $y \in \bigcup_{\mu \in \mathcal{V}_f(x)} S_{\mu}$ and thus $\omega_{\mathcal{F}_f}(x) \subseteq \bigcup_{\mu \in \mathcal{V}_f(x)} S_{\mu}$. 


On the other hand, consider an arbitrary \( y \in \bigcup_{\mu \in V_+^*} S_\mu \). For each \( k \in \mathbb{N} \), choose a \( y_k \in B(y, 1/k) \cap S_\mu \) for some \( \mu \in V_+^* \). Then \( B(y, 1/k) \) is a neighborhood of \( y_k \in S_\mu \). This implies that \( \mu_k(B(y, 1/k)) > 0 \). Since \( \mu_k \in V_+^* \), we choose a sequence \( k_l \to \infty \) such that

\[
\lim_{l \to \infty} \frac{1}{b_{k_l} - a_{k_l}} \sum_{j = a_{k_l}}^{b_{k_l} - 1} \delta_{f_j(x)} = \mu_k.
\]

Then one sees that

\[
\limsup_{|I| \to \infty} \frac{|N(x, B(y, 1/k)) \cap I|}{|I|} \geq \lim_{l \to \infty} \frac{|N(x, B(y, 1/k)) \cap I_k|}{|I_k|} = \lim_{l \to \infty} \frac{1}{b_{k_l} - a_{k_l}} \sum_{j = a_{k_l}}^{b_{k_l} - 1} \delta_{f_j(x)}(B(y, 1/k)) \geq \mu_k(B(y, 1/k)) > 0.
\]

Therefore, for any \( \varepsilon > 0 \), let \( k \in \mathbb{N} \) be such that \( 0 < 1/k < \varepsilon \), we see that

\[
\limsup_{|I| \to \infty} \frac{|N(x, B(y, \varepsilon)) \cap I|}{|I|} \geq \limsup_{|I| \to \infty} \frac{|N(x, B(y, 1/k)) \cap I|}{|I|} > 0
\]

This indicates that \( y \in \omega_F(x) \) and thus \( \omega_F(x) \supseteq \bigcup_{\mu \in V_+^*} S_\mu \).

(5) By ergodic decomposition Theorem, we only prove the case that \( \mu \) is ergodic. By ergodicity, for \( \mu \)-a.e. \( x \in X \), any \( y \in S_\mu \) and any \( \varepsilon > 0 \), \( N(x, B(y, \varepsilon)) \) has positive density (equal to \( \mu(B(y, \varepsilon)) \)) w. r. t. \( d \) and \( \sigma \). So for \( \mu \)-a.e. \( x \in X \), \( S_\mu \subseteq \omega_\sigma(x) \). By ergodicity, we also have that for \( \mu \)-a.e. \( x \in X \), \( S_\mu = \omega_F(x) = \text{orb}(x, \sigma) \). So we conclude the result. \( \square \)

5. THE EXISTENCE OF 50 CASES: PROOF OF THEOREM B

In this section, we will prove Theorem B assuming Theorem C. Fix \( m \geq 2 \), we consider the one-sided full shift \( (\Sigma_m^+, \sigma) \), it is clear that \( (\Sigma_m^+, \sigma) \) is topologically transitive topologically expanding and thus by Theorem C, for any \( \beta_1 \beta_2 \beta_3 \beta_4 \beta_0 \in \mathfrak{A} \), there always exists a point in \( (\Sigma_m^+, \sigma) \) satisfying Case \( (\beta_1 \beta_2 \beta_3 \beta_4 \beta_0) \). Hence, to show Theorem B, it is enough to show that for any \( 0 \alpha_2 \alpha_3 \alpha_4 \alpha_1 \in \mathfrak{A} \), there exists a point in \( (\Sigma_m^+, \sigma) \) satisfying Case \( (0 \alpha_2 \alpha_3 \alpha_4 \alpha_1) \). We need the following results obtained in [34].

**Lemma 5.1.** [34, Proposition 3.1 and Proposition 3.2] Given \( x \in (\Sigma_m^+, \sigma) \) with \( \text{orb}(x, \sigma) \subseteq \Sigma_m^+ \), there exists \( y \in \Sigma_m^+ \) such that

1. \( \omega_F(y) \subseteq \omega_\sigma(x) \subseteq \omega_\sigma(y) = \text{orb}(y, \sigma) \);
2. \( \omega_F(x) = \omega_F(y) \) and \( \omega_\sigma(y) = \omega_\sigma(x) \).

**Lemma 5.2.** Given \( x \in (\Sigma_m^+, \sigma) \) with \( \text{orb}(x, \sigma) \subseteq \Sigma_m^+ \), let \( y \in \Sigma_m^+ \) be the point obtained by Lemma 5.1, then \( \omega_F(x) = \omega_F(y) \).

**Proof.** By Theorem 1.3(4), we have that

\[
\omega_F(x) = \bigcup_{\mu \in M(\sigma, \omega_\sigma(x))} S_\mu \quad \text{and} \quad \omega_F(y) = \bigcup_{\mu \in M(\sigma, \omega_\sigma(y))} S_\mu.
\]

Since \( M(\sigma, \omega_\sigma(x)) = M(\sigma, \text{orb}(x, \sigma)) \), by Lemma 5.1(1), one has \( \omega_F(y) \subseteq \omega_\sigma(x) \) and \( \omega_\sigma(x) \subseteq \omega_\sigma(y) \), as a result, \( M(\sigma, \omega_\sigma(x)) = M(\sigma, \omega_\sigma(y)) \). Finally, by Theorem 1.3(3), we have that \( \omega_F(x) = \omega_F(y) \). \( \square \)

Now, given \( 0 \alpha_2 \alpha_3 \alpha_4 \alpha_1 \in \mathfrak{A} \), we choose \( x \in \Sigma_m^+ \) satisfying Case \( (0 \alpha_2 \alpha_3 \alpha_4 \alpha_1) \), then it is clear that \( \text{orb}(x, \sigma) \subseteq \Sigma_m^+ \). By Lemma 5.1 and Lemma 5.2, we can find \( y \) satisfying Case \( (0 \alpha_2 \alpha_3 \alpha_4 \alpha_1) \). Now we complete the proof of Theorem B.
6. Saturated set and entropy estimation

As suggested by Theorem 1.3, the study of \( V_f(x) \) and \( \omega(x) \) will help us judge the statistical behaviour of \( x \). An important tool for this is saturated set. Let \((X, f)\) be a topological dynamical system. Recall that, for \( x \in X \), \( V_f(x) \) is a nonempty compact connected subset of \( M(f, X) \). So for any nonempty compact connected subset \( K \) of \( M(f, X) \), it is logical to define the following set
\[
G_K = G_K(f) := \{ x \in X : V_f(x) = K \}.
\]
We call \( G_K \) the saturated set of \( K \). Particularly, if \( K = \{ \mu \} \) for some ergodic measure \( \mu \), then \( G_\mu = G(\mu) \) is just the generic points of \( \mu \). Saturated sets are studied by Pfister and Sullivan in [51]. Furthermore, we define \( G_K^{\top} = \{ x \in \text{Tran}(f) : V_f(x) = K \} \) and call \( G_K^{\top} \) the transitively-saturated set of \( K \).

**Definition 6.1.** We say that the system \( f \) has *saturated* property or \( f \) is *saturated*, if for any nonempty compact connected set \( K \subseteq M(f, X) \),
\[
G_K \neq \emptyset \quad \text{and} \quad h_{\text{top}}(f, G_K) = \inf \{ h_\mu(f) : \mu \in K \}.
\]
We say that the system \( f \) has *locally-saturated* property or \( f \) is *locally-saturated*, if for any nonempty open set \( U \subseteq X \) and any nonempty compact connected set \( K \subseteq M(T, X) \),
\[
G_K \cap U \neq \emptyset \quad \text{and} \quad h_{\text{top}}(f, G_K \cap U) = \inf \{ h_\mu(f) : \mu \in K \}.
\]
In parallel, one can define (locally-)transitively-saturated, just replacing \( G_K \) by \( G_K^{\top} \) in (6.1) (respectively, (6.2)). On the other hand, (locally-, transitively-)single-saturated means (6.1) (respectively, (6.2)) holds when \( K \) is a singleton.

When the dynamical system \( f \) satisfies \( g \)-almost product and uniform separation property, Pfister and Sullivan proved in [51] that \( f \) is saturated, and Huang, Tian and Wang proved in [33] that \( f \) is transitively-saturated if further there is an invariant measure with full support.

Let \( \Lambda \subseteq X \) be a closed invariant subset and \( K \) is a nonempty compact connected subset of \( M(f, \Lambda) \). Define
\[
G_K^\Lambda := G_K \cap \{ x \in X : \omega_f(x) = \Lambda \}.
\]

**Definition 6.2.** (1) We say that \( \Lambda \) is star-saturated, if for any nonempty connected compact set \( K \subseteq M(f, \Lambda) \), one has
\[
G_K^\Lambda \neq \emptyset \quad \text{and} \quad h_{\text{top}}(f, G_K^\Lambda) = \inf \{ h_\mu(f) : \mu \in K \}.
\]
We say that the system \( f \) has *star-saturated* property or \( f \) is *star-saturated*, if for any internally chain transitive closed invariant subset \( \Lambda \subseteq X \), \( \Lambda \) is star-saturated.

(2) We say that \( \Lambda \) is locally-star-saturated, if for any nonempty open set \( U \subseteq X \) and any compact connected nonempty set \( K \subseteq M(f, \Lambda) \),
\[
G_K^\Lambda \cap U \neq \emptyset \quad \text{and} \quad h_{\text{top}}(f, G_K^\Lambda \cap U) = \inf \{ h_\mu(f) : \mu \in K \}.
\]
We say that the system \( f \) has *locally-star-saturated* property or \( f \) is *locally-star-saturated*, if for any internally chain transitive closed invariant subset \( \Lambda \subseteq X \), \( \Lambda \) is locally-star-saturated.

Note that \( X \) is star-saturated \( \iff \) \( f \) is transitively-saturated, and for a closed invariant subset \( \Lambda \subseteq X \), \( f|_\Lambda \) is transitively-saturated \( \Rightarrow \) \( \Lambda \) is star-saturated. However, remark that \( \Lambda \) is star-saturated does not imply \( f|_\Lambda \) is transitively-saturated, since some points of \( G_K^\Lambda \) may not lie in \( \Lambda \).

Now we state one result on locally-star-saturated property.

**Theorem 6.3.** Suppose \((X, f)\) is topologically transitive and satisfies s-limit-shadowing property and uniform separation property. Then \( f \) is locally-star-saturated.

To prove Theorem 6.3, we need some preparations. First of all, let’s recall a result from Bowen [9], which will help us obtain the upper bound of the topological entropy of \( G_K \).

**Lemma 6.4.** [9, Theorem 2] Let \( f : X \to X \) be a continuous map on a compact metric space. Set
\[
QR(t) = \{ x \in X : \text{there exists } \tau \in V_f(x) \text{ with } h_\tau(f) \leq t \}.
\]
Then \( h_{\text{top}}(f, QR(t)) \leq t \).
Lemma 6.5. Suppose \((X, f)\) satisfies the shadowing property. Let \(\Lambda \subseteq X\) be closed \(f\)-invariant and internally chain transitive. Then for any \(\eta > 0\), any \(\alpha > 0\), any \(\mu \in M(f, \Lambda)\) and its neighborhood \(F_\mu\), there exist \(\varepsilon_1 = \varepsilon_1(\eta, \mu, F_\mu) > 0\) and \(\varepsilon_2 = \varepsilon_2(\eta, \mu, F_\mu) > 0\) such that for any \(0 < \varepsilon \leq \varepsilon_2\), for any \(x \in \Lambda\), for any \(N \in \mathbb{N}\), there exist \(n = n(\eta, \mu, F_\mu, \varepsilon, x) \geq N\) such that for any \(p \in \mathbb{N}\), there exists a \((pn, \frac{2}{n})\)-separated set \(\Gamma_{pn}\) so that

(a): \(\Gamma_{pn} \subseteq X_{pn,F_\mu} \cap B(x, \varepsilon) \cap f^{-pn}B(x, \varepsilon)\);
(b): \(\log|\Gamma_{pn}|_{pn} > \min\{h_\mu, \alpha\} - \eta\);
(c): \(d_H(\{f^i(y)\}_{i=0}^{pn-1}, \Lambda) < 2\varepsilon\) for any \(y \in \Gamma_{pn}\).

Proof. Since \(F_\mu\) is a neighborhood of \(\mu\), there is an \(\alpha > 0\) such that \(B(\mu, \alpha) \subseteq F_\mu\). By the ergodic decomposition theorem, there exists a finite convex combination of ergodic measures \(\sum_{i=1}^{m} c_i \nu_i \in B(\mu, \frac{\alpha}{2})\) with \(\sum_{i=1}^{m} c_i \nu_i > \min\{h_\mu, \alpha\} - \frac{\alpha}{2}\) and \(S_{\nu_i} \subset \Lambda\), see also [42, Lemma 2.5]. Moreover, by the denseness of the rational numbers, we can choose each \(c_i = \frac{b_i}{n}\) with \(b_i \in \mathbb{N}\) and \(\sum_{i=1}^{m} b_i = b\).

By Lemma 2.23, for each \(i\), there exist \(\varepsilon_i > 0\) and \(n_i \in \mathbb{N}\) such that for any \(n \geq n_i\), there exists an \((n, \varepsilon_i)\)-separated set \(\Gamma_{\nu_i}^n \subseteq X_{\nu_i,B(\nu_i, \frac{\alpha}{2})} \cap \Lambda\) such that \(\log|\Gamma_{\nu_i}^n|_n > h_\nu_i - \frac{\alpha}{4}\). Let \(\varepsilon_i^1 = \min\{\varepsilon_i : 1 \leq i \leq m\}\) and \(\varepsilon_i^2 = \min\{\varepsilon_i^1, \frac{\alpha}{2}\}\). By the shadowing property, for any \(0 < \varepsilon \leq \varepsilon_i^2\), there exists a \(0 < \delta < \varepsilon\) such that any \(\delta\)-pseudo-orbit can be \(\varepsilon\)-shadowed. Moreover, since \(\Lambda\) is compact, we can cover \(\Lambda\) by finite number of open balls \(\{B(x_i, \frac{\alpha}{3})\}_{i=1}^{l} \subseteq \Lambda\). Since \(\Lambda\) is internally chain transitive, for each \(1 \leq i \leq l\), there exist a \(\frac{\alpha}{3}\)-chain \(\mathcal{C}_{x_i,x}\) with length \(l_{0i}\) connecting \(x_i, x\), and a \(\frac{\alpha}{3}\)-chain \(\mathcal{C}_{x_i,x}\) with length \(l_{0i}\) connecting \(x_i, x\). Let \(L = \max\{l_{0i}, l_{10} : 1 \leq i \leq l\}\). Now choose \(k \in \mathbb{N}\) large enough such that

\[
kb_i \geq n_i \quad \text{for} \quad 1 \leq i \leq m\quad \text{and} \quad kb \geq N;
\]

\[
\frac{2(m + l)L}{kb + (m + l)L} \cdot 2 < \frac{a}{4};
\]

\[
\frac{kb(\min\{h_\mu, \alpha\} - \frac{\alpha}{4}) - 2m \log l}{kb + (m + l)L} > \min\{h_\mu, \alpha\} - \eta.
\]

By (6.3), for each \(1 \leq i \leq m\), we obtain a \((kb_i, \varepsilon_i)\)-separated set \(\Gamma_{\nu_i}^{\nu_i} \subseteq X_{kb_i,B(\nu_i, \frac{\alpha}{3})} \cap \Lambda\) such that \(\log|\Gamma_{\nu_i}^{\nu_i}|_{kb_i} > h_{\nu_i} - \frac{\alpha}{4}\). Moreover, by the pigeonhole principle, there exist \(1 \leq i_1, i_2 \leq l\) and \(\tilde{\Gamma}_{\nu_i}^{\nu_i} \subseteq \tilde{\Gamma}_{\nu_i}^{\nu_i}\) such that \(\tilde{\Gamma}_{\nu_i}^{\nu_i} \subseteq B(x_{i_1}, \frac{\alpha}{3})\), \(f^{kb_i} \tilde{\Gamma}_{\nu_i}^{\nu_i} \subseteq B(x_{i_2}, \frac{\alpha}{3})\) and

\[
|\tilde{\Gamma}_{\nu_i}^{\nu_i} |_{kb_i} \geq \frac{|\tilde{\Gamma}_{\nu_i}^{\nu_i} |_{kb_i}}{L^2}.
\]

Now let \(\Gamma = \tilde{\Gamma}_{\nu_1}^{\nu_1} \times \tilde{\Gamma}_{\nu_2}^{\nu_2} \times \cdots \times \tilde{\Gamma}_{\nu_m}^{\nu_m}\) whose element is \(y = (y_1, \cdots, y_m)\) with \(y_i \in \tilde{\Gamma}_{\nu_i}^{\nu_i}\). Then we define the following pseudo-orbit:
\[
\mathcal{C}_y = \mathcal{C}_x(x_1, y_1, \cdots, f^{kb_1-1}y_1) \mathcal{C}_x(x_2, y_2, \cdots, f^{kb_2-1}y_2) \cdots \mathcal{C}_x(x_m, y_m, \cdots, f^{kb_m-1}y_m).
\]

It is clear that \(\mathcal{C}_y\) is a \(\delta\)-pseudo-orbit. Moreover, one notes that we can freely concatenate such \(\mathcal{C}_y\)s to constitutes a \(\delta\)-pseudo-orbit. So if we let \(\Gamma^p = configuration with \(\Gamma_{\nu_i}^{\nu_i}\) in \(1 \leq j \leq p\), we can define the following two \(\delta\)-pseudo-orbits:

\[
\tilde{\mathcal{C}}_y = \mathcal{C}_{\theta_1} \cdots \mathcal{C}_{\theta_p} \quad \text{and} \quad \mathcal{C}_y = \tilde{\mathcal{C}}_y \mathcal{C}_{\theta_1} \cdots \mathcal{C}_{\theta_p}.
\]

Hence \(\mathcal{C}_y\) can be \(\varepsilon\)-shadows by some point in \(X\). Therefore, if we let
\[
n = kb + \sum_{i=1}^{m} (l_{0i} + l_{1i}) + \sum_{j=1}^{l} (l_{0j} + l_{10}),
\]
we can define the following nonempty set
\[
\Gamma_{pn} := \{y \in X : y \text{ is } \varepsilon\text{-shadows some pseudo orbit } \mathcal{C}_y \text{ with } \theta_i \in \Gamma^p\}.
\]

By (6.3), \(n \geq N\). To see that \(\Gamma_{pn}\) is a \((pn, \frac{\alpha}{n})\)-separated set, consider any two points \(y, y' \in \Gamma_{pn}\). Suppose \(y\) \(\varepsilon\)-shadows \(\mathcal{C}_y\) and \(y'\) \(\varepsilon\)-shadows \(\mathcal{C}_{y'}\) with \(\theta_i \neq \theta_j\) for some \(1 \leq i \leq p\). Suppose that \(\theta_i = (y_1, \cdots, y_m)\)
and \( \theta'_i = (y'_1, \ldots, y'_m) \). Then there exists a \( 1 \leq j \leq m \) such that \( y_j \neq y'_j \). This implies that \( d_{pn}(y, y') \geq \varepsilon_j - 2\varepsilon > \varepsilon_j - 2\varepsilon > \frac{3}{4} \). Now let us prove that \( \Gamma_{pn} \) satisfies (a)(b)(c).

(a) For any \( y \in \Gamma_{pn} \), \( y \)-shadows some \( C_\theta = \langle u_n \rangle_{n=0}^\infty \) with \( \theta = (\theta_1, \ldots, \theta_p) \) and \( \theta_i = (\theta_{i,1}, \ldots, \theta_{i,m}) \), \( \theta_{i,j} \in \Gamma_{kn}^{k_{ij}} \), \( 1 \leq i \leq p \), \( 1 \leq j \leq m \). We have the following estimations:

1. \( \rho \left( \sum_{j=1}^{m} \frac{b_j}{E_{k_{ij}}(\theta_{i,j})}, \mu \right) < \frac{3}{4} \).
2. \( \rho \left( \frac{\sum_{j=1}^{m} b_j E_{k_{ij}}(\theta_{i,j}), \sum_{j=1}^{m} \frac{b_j}{\nu_j}}{n} \right) < \frac{3}{4} \) for each \( 1 \leq i \leq l \).
3. \( \rho \left( \frac{\sum_{j=1}^{m} b_j E_{k_{ij}}(\theta_{i,j}), \sum_{j=1}^{m} \frac{b_j}{\nu_j}}{n} \right) \leq \frac{n - kb}{kb + n - k\delta} \cdot 2 \leq \frac{2(m+1)}{kb + 2(m+1)L} \cdot 2 < \frac{3}{4} \) for each \( 1 \leq i \leq p \).
4. \( \rho \left( \frac{\sum_{j=1}^{m} b_j E_{k_{ij}}(\theta_{i,j}), \sum_{j=1}^{m} \frac{b_j}{\nu_j}}{n} \right) < \varepsilon \leq \frac{3}{4} \) for each \( 1 \leq i \leq p \).

Item 3 follows from Lemma 2.1. So we have \( \rho(\zeta_n(f^{(i-1)}(y)), \mu) < \frac{3}{4} + \frac{3}{4} + \frac{3}{4} = a \) for each \( 1 \leq i \leq p \). Therefore,

\[
\rho(\zeta_n(f^{(i-1)}(y)), \mu) = \rho \left( \frac{1}{p} \sum_{i=1}^{p} \zeta_n(f^{(i-1)}(y)), \mu \right) \leq \frac{1}{p} \sum_{i=1}^{p} \rho(\zeta_n(f^{(i-1)}(y)), \mu) < a,
\]

which implies that \( y \in X_{pn, B(\mu, a)} \subseteq X_{pn, F_n} \). Consequently, \( \Gamma_{pn} \subseteq B(x, \varepsilon) \cap f^{-pn}B(x, \varepsilon) \) is obvious by the construction.

(b) Note that \( |\Gamma_{pn}| = \prod_{i=1}^{m} \left| \Gamma_{kn}^{k_{ij}} \right|^p \geq \prod_{i=1}^{m} \left( \frac{E_{k_{ij}}(\theta_{i,j}) - \varepsilon}{\nu_j} \right)^p \) by (6.5). Then by the affinity of the metric entropy and (6.4), we have

\[
\log |\Gamma_{pn}| \geq \frac{kb \left( \min \{ h_\mu, \alpha \} - \frac{2}{3} \eta \} - 2m \log \frac{n}{kb + 2(m+1)L} \right)}{\min \{ h_\mu, \alpha \} - \eta}.
\]

(c) For any \( y \in \Gamma_{pn} \), \( y \)-shadows some \( C_\theta \subseteq \Lambda \) with \( \theta \in \Gamma^p \). Then \( \{ f^{i}(y) \}_{i=0}^{p-1} \subseteq B(\Lambda, \varepsilon) \). Meanwhile, by the construction of \( C_\theta \), for any \( x_i \), \( 1 \leq i \leq l \), there exists a point \( z \in \{ f^{i}(y) \}_{i=0}^{p-1} \) which is \( \varepsilon \)-close to \( x_i \). However, \( \{ x_i \}_{i=1}^{l} \) is \( \frac{3}{4} \)-dense in \( \Lambda \). So \( \{ f^{i}(y) \}_{i=0}^{p-1} \) is \( \frac{3}{4} + \varepsilon \)-dense in \( \Lambda \). Since \( \frac{3}{4} + \varepsilon < 2\varepsilon \), we have \( \Lambda \subseteq B(f^{i}(y))_{i=0}^{p-1} \).  \( \square \)

**Corollary 6.6.** Suppose \((X, f)\) satisfies shadowing property and uniform separation property. Let \( \Lambda \subseteq X \) be compact \( f \)-invariant and inner chain transitive. Then for any \( \eta > 0 \), there exists an \( \varepsilon^\ast_1 = \varepsilon^\ast_1(\eta) > 0 \) such that for any \( \mu \in M(f, \Lambda) \) and its neighborhood \( F_\mu \), there exists an \( \theta \) such that for any \( x \in \Lambda \), for any \( 0 < \varepsilon \leq \varepsilon^\ast_2 \), for any \( n \in \mathbb{N} \), there exist an \( n = n(\eta, \mu, F_\mu, \varepsilon, x) \geq N \) such that for any \( y \in \mathbb{N} \), there exists an \( (pn, \phi^\ast) \)-separated set \( \Gamma_{pn} \) so that

1. \( \Gamma_{pn} \subseteq X_{pn, F_\mu} \cap B(x, \varepsilon) \cap f^{-pn}B(x, \varepsilon) \);
2. \( \log |\Gamma_{pn}| > h_\mu - \eta \);
3. \( d_H(\{ f^{i}(y) \}_{i=0}^{p-1}, \Lambda) < 2\varepsilon \) for any \( y \in \Gamma_{pn} \).

**Proof.** Since \((X, f)\) has uniform separation property, it has finite topological entropy and \( f|_{\Lambda} \) has uniform separation property. Therefore, we can fix \( \alpha = h_{top}(f) \) in the statement of Lemma 6.5 and the \( \varepsilon^\ast_1 \) in the proof of Lemma 6.5 can be chosen independent of \( \mu \) and \( F_\mu \) replacing using Lemma 2.23 by using uniform separation property of \( f|_{\Lambda} \).  \( \square \)

For \( k \in \mathbb{N} \), denote \( P_k(f) := \{ x \in X : f^k(x) = x \} \).

**Corollary 6.7.** Suppose that \((X, f)\) is topologically expanding (resp. topologically Anosov). Let \( \Lambda \subseteq X \) be compact \( f \)-invariant and inner chain transitive. Then for any \( \eta > 0 \), there exists an \( \varepsilon^\ast_1 = \varepsilon^\ast_1(\eta) > 0 \) such that for any \( \mu \in M(f, \Lambda) \) and its neighborhood \( F_\mu \), there exists an \( \theta \) such that for any \( x \in \Lambda \), for any \( 0 < \varepsilon \leq \varepsilon^\ast_2 \), for any \( n \in \mathbb{N} \), there exist an \( n = n(\eta, \mu, F_\mu, \varepsilon, x) \geq N \) such that for any \( y \in \mathbb{N} \), there exists an \( (pn, \phi^\ast) \)-separated set \( \Gamma_{pn} \) so that

1. \( \Gamma_{pn} \subseteq X_{pn, F_\mu} \cap B(x, \varepsilon) \cap P_{pn}(f) \);
2. \( \log |\Gamma_{pn}| > h_\mu - \eta \);
3. \( d_H(\{ f^{i}(y) \}_{i=0}^{p-1}, \Lambda) < 2\varepsilon \) for any \( y \in \Gamma_{pn} \).
Proof. Since \((X, f)\) is positively expansive (resp. expansive), \(f|\Lambda\) is positively expansive (resp. expansive) so that by Proposition 2.22, \(f|\Lambda\) has the uniform separation property. Therefore, the \(\epsilon_0^*\) in the proof of Lemma 6.5 can be chosen independent of \(\mu\) and \(F_\mu\) replacing using Lemma 2.23 by using uniform separation of \(f|\Lambda\).

Let \(c > 0\) be the expansive constant. Since \((X, f)\) is topologically expanding (resp. topologically Anosov), then modify the proof of Lemma 6.5 by letting \(\epsilon_2^* = \min\{\frac{3}{\epsilon}, \frac{c}{2}\}\) and

\[
\mathcal{E}_\theta = \tilde{\mathcal{E}}_\theta \cdots \tilde{\mathcal{E}}_\theta \cdots .
\]

From the construction of the \(\delta\)-pseudo-orbit \(\mathcal{E}_\theta\), one sees that for any \(w \in \Gamma_{pn}, d(f^{pn+t}(w), f^t(w)) < \epsilon + \epsilon = 2\epsilon \leq \epsilon\) for any \(t \in \mathbb{Z}^+\) (resp. \(t \in \mathbb{Z}\)). Therefore, \(f^{pn}(w) = w\), which implies that \(\Gamma_{pn} \subseteq P_{pn}(f)\). \(\square\)

Now, we give the proof of Theorem 6.3.

6.1. Proof of Theorem 6.3. We need to show that for any internally chain transitive closed invariant subset \(\Lambda \subseteq X\), any nonempty open set \(U \subseteq X\) and any nonempty compact connected subset \(K \subseteq M(f, \Lambda)\), one has \(h_{top}(f, G_K^\Lambda \cap U) = \inf\{h_\mu(f) : \mu \in K\}\). Since \(G_K^\Lambda \subseteq G_K\) by definition and \(h_{top}(f, G_K) \leq \inf\{h_\mu(f) : \mu \in K\}\) by Lemma 6.4, one has \(h_{top}(f, G_K^\Lambda \cap U) \leq \inf\{h_\mu(f) : \mu \in K\}\). So it remains to show that

\[
\tag{6.6}
h_{top}(f, G_K^\Lambda \cap U) \geq \inf\{h_\mu(f) : \mu \in K\}.
\]

To begin with, we recall the following conclusion which was used in the proof of [17, Proposition 21.14]. A proof can be be found, for example, in [19].

**Lemma 6.8.** For any nonempty compact connected set \(K \subseteq M_f(X)\), there exists a sequence of open balls \(B_n\) in \(M_f(X)\) with radius \(\frac{\epsilon}{2}\) such that the following holds:

1. \(B_n \cap B_{n+1} \cap K = \emptyset\);
2. \(\bigcap_{n=1}^\infty \bigcup_{n \geq N} B_n = K\);
3. \(\lim_{n \to \infty} \gamma_n = 0\).

This allows us to pick an \(\alpha_n \in B_n \cap B_{n+1} \cap K\) for each \(n\). Then

\[
\rho(\alpha_n, \alpha_{n+1}) < \zeta_{n+1} \text{ for each } n.
\]

Moreover, \(\{\alpha_n\}_{n \geq 1}\) are dense in \(K\) due to property (2) and (3) there.

Fix an \(x \in \Lambda\) and an arbitrary \(\eta > 0\). Let \(F_k = B(\alpha_k, \eta)\) for each \(k \in \mathbb{N}\). Since \((X, f)\) satisfies \(s\)-limit-shadowing property and uniform separation property, by Corollary 6.6 there is an \(\epsilon^* = \epsilon^*(\eta) > 0\) and \(0 < \epsilon_k < \epsilon^*\) such that for any \(0 < \epsilon_k \leq \epsilon_k^*\) and any \(N \in \mathbb{N}\), there is an \(n_k \geq N\) and an \((n_k, \frac{\epsilon}{2})\)-separated set \(\Gamma^\alpha_{n_k}\) so that

(a): \(\Gamma^\alpha_{n_k} \subseteq X_{n_k, \epsilon_k} \cap B(x, \epsilon_k) \cap f^{-n_k}B(x, \epsilon_k)\);
(b): \(\frac{\log|\Gamma^\alpha_{n_k}|}{n_k} > h_{\epsilon_k - \eta}\);
(c): \(d_H(f^jy_j, f^jy_{j-1}, \Lambda) < 2\epsilon_k\) for any \(y_j \in \Gamma^\alpha_{n_k}\).

**Case 1:** If \(U \cap \Lambda \neq \emptyset\), we take \(x_j \in U \cap \Lambda\). Let \(d = \text{dist}(x_0, X \setminus U)\) and set \(\epsilon := \min\{\frac{\epsilon^*}{4}, \frac{d}{2}\}\). By the \(s\)-limit-shadowing property, there is a \(0 < \delta < \epsilon\) such that any \(\delta\)-pseudo-orbit can be \(\epsilon\)-shadowed and any \(\delta\)-limit-pseudo-orbit can be \(\epsilon\)-limit-shadowed. Since \(\Lambda\) is internally chain transitive, there exists a \(\frac{\epsilon}{2}\)-chain \(\mathcal{E}_{x_0, x}\) in \(\Lambda\) with length \(n_0\) connecting \(x_0\) and \(x\).

**Case 2:** If \(U \cap \Lambda = \emptyset\), we take \(x_0 \in U\). Let \(d = \text{dist}(x_0, X \setminus U)\) and set \(\epsilon := \min\{\frac{\epsilon^*}{4}, \frac{d}{2}\}\). By the \(s\)-limit-shadowing property, there is a \(0 < \delta < \epsilon\) such that any \(\delta\)-pseudo-orbit can be \(\epsilon\)-shadowed and any \(\delta\)-limit-pseudo-orbit can be \(\epsilon\)-limit-shadowed. Since \((X, f)\) is topologically transitive, then \(X\) is internally chain transitive, and thus there exist a \(\frac{\epsilon}{2}\)-chain \(\mathcal{E}_{x_0, x}\) in \(X\) with length \(n_0\) connecting \(x_0\) and \(x\).

We set \(\epsilon_k = \min\{2^{-k} \delta, \epsilon_k^*\}\) for each \(k \in \mathbb{N}\). Then we have \(\Gamma^\alpha_{n_k}\) satisfying property (a), (b) and (c). Now choose a strictly increasing positive integer sequence \(N_k\) such that

\[
\tag{6.7}
\lim_{k \to \infty} \frac{n_k}{\sum_{j=1}^{k-1} N_j n_j + n_0'} = 0,
\]
\begin{equation}
\lim_{k \to \infty} \frac{N_k n_k}{\sum_{j=1}^{k-1} N_j n_j + n_0'} = +\infty.
\end{equation}

Moreover, we define the stretched sequences \( \{n_j'\}, \{\varepsilon_j'\} \) and \( \{\Gamma_j'\} \), by setting for \( j = N_1 + \cdots + N_{k-1} + q \) with \( 1 \leq q \leq N_k \), \( n_j' := n_k, \varepsilon_j' := \varepsilon_k, \Gamma_j' := \Gamma_{n_k}^{\varepsilon_k} \).

Let \( W := \prod_{j=1}^{\infty} \Gamma_j' \) whose element is \( w = (w_1 w_2 \cdots) \) with \( w_j \in \Gamma_j', j \geq 1 \). For each \( w_j \in \Gamma_j' \), denote
\[ C_{w_j} := \langle w_j, \ldots, f_{n_j'-1} w_j \rangle. \]

Due to the property (a) of \( \Gamma_{n_k}^{\varepsilon_k} \) and the fact that \( \varepsilon_i + \varepsilon_j \leq \delta, i, j \in \mathbb{N} \), we can freely concatenate \( C_{w_i} \) to constitute a \( \delta \)-pseudo-orbit. In particular, for each \( w \in W \), there corresponds a \( \delta \)-pseudo-orbit\n\[ O_w := C_{w_1} C_{w_2} \cdots C_{w_k} \cdots. \]

The construction of \( O_w \) and the fact that \( \lim_{i \to \infty} \varepsilon_i = 0 \) shows that \( O_w \) is a \( \delta \)-limit-pseudo-orbit. We denote \( O_w = \{y_n\}_{n=0}^\infty \), then the following defined set
\[ G(w) := \{y \in X : d(f^n(y), y_n) < \varepsilon \text{ for any } n \in \mathbb{Z}^+ \} \quad \text{and} \quad \lim_{n \to \infty} d(f^n(y), y_n) = 0 \]
is nonempty.

Let
\[ G = \bigcup_{w \in W} G(w). \]

Therefore, for any \( y \in G \), there is an \( w = w(y) \in W \) such that \( y \in G(w) \). Moreover, we have

**Lemma 6.9.** \( G = \bigsqcup_{w \in W} G(w) \). Here \( \bigsqcup \) denotes the disjoint union.

**Proof.** For any \( u, v \in W, u \neq v \), there exists an \( i \in \mathbb{N} \) such that \( u_i \neq v_i \). This implies that
\[ d_{n_i'}(u_i, v_i) \geq \frac{\varepsilon_i^*}{3} \geq 3\varepsilon. \]

For any \( y_u \in G(u), y_v \in G(v) \) we have
\[ d_{n_i'}(f_{M-1}(y_u), u_i) < \varepsilon \quad \text{and} \quad d_{n_i'}(f_{M-1}(y_v), v_i) < \varepsilon \]
where \( M_{i-1} := \sum_{i=0}^{i-1} n_i' \), which implies that \( d_{M_i}(y_u, y_v) > \varepsilon \). So \( G(u) \cap G(v) = \emptyset \).

Now we show that
\begin{equation}
G \subseteq G_k^\infty \cap U.
\end{equation}

Indeed, \( G \subseteq U \) is clear by construction. To show that for any \( y \in G, \omega_f(y) = \Lambda \), suppose \( y \varepsilon \)-limit-shadows some \( O_w = \{y_i\}_{i=0}^\infty \) with \( w \in W \). Define the \( \omega \)-limit set of the pseudo-orbit \( \{y_i\}_{i=0}^\infty \) by
\[ \omega(\{y_i\}_{i=0}^\infty) = \bigcap_{n \in \mathbb{N}} \bigcup_{k \geq n} \{y_k\}. \]

Due to property (c) of \( \Gamma_{n_k}^{\varepsilon_k} \), one sees that \( \omega(\{y_i\}_{i=0}^\infty) = \Lambda \). The following lemma can be checked from the definition of limit points.

**Lemma 6.10.** If a pseudo-orbit \( \{y_i\}_{i=0}^\infty \) is limit-shadowed by \( y \in X \), then \( \omega(\{y_i\}_{i=0}^\infty) = \omega_f(y) \), where \( \omega(\{y_i\}_{i=0}^\infty) \) is the set of limit points of \( \{y_i\}_{i=0}^\infty \).

**Lemma 6.10** ensures that \( \omega_f(y) = \omega(\{y_i\}_{i=0}^\infty) = \Lambda \). Then we are left to prove

**Lemma 6.11.** For any \( y \in G, V_f(y) = K \).

**Proof.** Since \( \{\alpha_k\}_{k=1}^\infty \) is dense in \( K \), it suffices to prove that \( \{E_n(y)\}_{n=1}^\infty \) has the same limit-points as \( \{\alpha_k\}_{k=1}^\infty \). To this end, set
\[ S_k := \sum_{i=0}^{k-1} n_i N_i + n_0 \quad \text{with} \quad S_0 := n_0' \quad \text{and} \quad \text{define the stretched sequence} \quad \{\alpha_n\}_{n=S_0}^{\infty} \quad \text{by} \]
\[ \alpha_n' := \alpha_k \quad \text{if} \quad S_{k-1} < m \leq S_k. \]

The sequence \( \{\alpha_n'\}_{m=S_0}^{\infty} \) has the same limit-point set as the sequences \( \{\alpha_k\}_{k=1}^\infty \).

Now suppose \( y \varepsilon \)-limit-shadows some \( O_w = \{y_n\}_{n=0}^\infty \) with \( w \in W \), then \( \lim_{n \to \infty} d(f^n(y), y_n) = 0 \). Let \( \beta_n := \frac{1}{n} \sum_{i=0}^{n-1} \delta_i \). Using Lemma 2.1, we have \( \lim_{n \to \infty} \rho(E_n(y), \beta_n) = 0 \). Hence, \( \varepsilon_n(y) \) shares the same limit-points as the sequence \( \beta_n \). So we are left to prove that \( \lim_{n \to \infty} \rho(\alpha_n', \beta_n) = 0 \). In fact, by Lemma 2.1
and (6.7), we only need to prove that $\lim_{k \to \infty} \rho(\alpha'_M, \beta_M) = 0$. Indeed, Lemma 2.1 and (6.8) indicates that

(6.10) \[ \lim_{n \to \infty} \rho(\beta_s, \alpha_n) = 0. \]

Now for each $k \geq N_1$, there are $j \in \mathbb{N}$ and $1 \leq r \leq N_{j+1}$ such that $M_k = S_j + rn_{j+1}$. Then

$$\alpha'_M = \alpha_{j+1} \quad \text{and} \quad \beta_M = S_j \beta_s + \sum_{p=1}^r n_{j+1} \mathcal{E}_{n_{j+1}}(w_{N_1 + \ldots + N_k + p}) \bigg/ M_k.$$ 

However, since $w_t \in \Gamma_t'$ for each $t \in \mathbb{N}$,

$$\rho(\mathcal{E}_{n_{j+1}}(w_{N_1 + \ldots + N_k + p}), \alpha_{j+1}) < \zeta_{j+1} \quad \text{for} \ 1 \leq p \leq r$$

Therefore, one has

$$\rho(\beta_M, \alpha_{j+1}) \leq \frac{S_j}{M_k} \rho(\beta_s, \alpha_j) + \rho(\alpha_j, \alpha_{j+1}) + \frac{\eta_{j+1}}{M_k} \sum_{p=1}^r \rho(\mathcal{E}_{n_{j+1}}(w_{N_1 + \ldots + N_k + p}), \alpha_{j+1})$$

$$\leq \rho(\beta_s, \alpha_j) + \zeta_{j+1} + \zeta_{j+1}.$$ 

The proof will be completed if one notices (6.10) and that $\lim_{i \to \infty} \zeta_i = 0$. \hfill \Box

Let $\tilde{h} = \inf \{ h_\mu : \mu \in K \}$ and $h = \tilde{h} - 2\eta$. We shall prove that

(6.11) \[ h_{top}(f, G) \geq h. \]

Recall the definition in (2.3). Since $C(G; s, \sigma, f)$ is non-decreasing as $\sigma$ decreases, it is enough to prove that there exists $\tilde{\sigma} > 0$ such that

(6.12) \[ C(G; h, \tilde{\sigma}, f) \geq 1. \]

In fact, we will prove that (6.12) holds for $\tilde{\sigma} = \frac{\tilde{h}}{2}$. Due to (6.7), there exists a $q \in \mathbb{N}$ such that

(6.13) \[ \frac{M_r - n_0}{M_{r+1}} \geq \frac{\tilde{h} - 2\eta}{\tilde{h} - \eta} \quad \text{for} \ r \geq q. \]

Now let $N = M_q$, it suffices to prove that

$$C(G; h, n, \frac{\tilde{h}}{2}, f) \geq 1 \quad \text{for} \ n \geq N.$$ 

Alternatively, one should show that for any $C \in \mathcal{G}(G; \frac{\tilde{h}}{2})$ with $n \geq N$,

$$\sum_{B_u(z, \frac{\tilde{h}}{2}) \in C} e^{-hyu} \geq 1.$$ 

Moreover, we can assume that if $B_u(z, \frac{\tilde{h}}{2}) \in C$ then $B_u(z, \frac{\tilde{h}}{2}) \cap G \neq \emptyset$, since otherwise we may remove this set from $C$ and it still remains as cover of $G$. In addition, for each $C \in \mathcal{G}(G; \frac{\tilde{h}}{2})$, we define a cover $C'$ in which each ball $B_u(z, \frac{\tilde{h}}{2})$ is replaced by $B_{M_m}(z, \frac{\tilde{h}}{2})$, $M_m \leq u < M_{m+1}$, $m \geq q$. Then

(6.14) \[ \sum_{B_u(z, \frac{\tilde{h}}{2}) \in C} e^{-hyu} \geq \sum_{B_u(z, \frac{\tilde{h}}{2}) \in C'} e^{-hM_{m+1}}. \]

Consider a specific $C'$ and let $c$ be the largest number of $p$ for which there exists $B_{M_p}(z, \varepsilon) \in C'$. Define

$$\mathcal{V}_c := \bigcup_{l=1}^c \mathcal{W}_l,$$

where $\mathcal{W}_l := \prod_{i=1}^l \Gamma'_i$ whose element is $w = (w_1 \ldots w_l)$ with $w_i \in \Gamma'_i$ for $1 \leq i \leq l$. For $1 \leq j \leq k$, we say $w \in \mathcal{W}_j$ is a prefix of $v \in \mathcal{W}_k$ if the first $j$ entries of $v$ coincides with $w$, namely $w_i = v_i$ for $1 \leq i \leq j$. Note that each word of $\mathcal{W}_m$ is a prefix of exactly $|\mathcal{W}_m|/|\mathcal{W}_c|$ words of $\mathcal{W}_c$. 

Lemma 6.12. If $V \subset V_c$ contains a prefix of each word of $W_c$, then
\begin{equation}
\sum_{m=1}^{c} |V \cap W_m| \frac{|W_c|}{|W_m|} \geq |W_c|.
\end{equation}
Consequently,
\begin{equation}
\sum_{m=1}^{c} |V \cap W_m| / |W_m| \geq 1.
\end{equation}

Proof. For any $w \in W_c$, there is an $1 \leq m \leq c$ such that $(w_1, \cdots, w_m) \in V \cap W_m$. However, for each $w \in W_m$, the number of $w \in W_c$ such that $(w_1, \cdots, w_m) = w$ does not exceed $|W_c| / |W_m|$. This proves (6.15) and hence (6.16).

Each $z' \in B_{M_m}(z, \xi) \cap G$ corresponds to a point in $W_m$. The proof of Lemma 6.9 implies that this point is uniquely defined. So $C'$ corresponds uniquely to a subset $V \subset V_c$. Note that $C'$ is a cover, then $V$ contains a prefix of each word of $W_c$. This combining with (6.16) gives that
\begin{equation}
\sum_{B_{M_m}(z, \xi) \in C'} \frac{1}{|W_m|} \geq 1.
\end{equation}

Since
\begin{equation}
|W_m| = \prod_{j=1}^{m} |\Gamma'_j| \geq e^{\sum_{j=1}^{m} n'_j (h-\eta)} = e^{(M_m-n'_0)(\tilde{h}-\eta)}
\end{equation}
by the property (b) of $\Gamma_n^{\alpha_h}$, one has
\begin{equation}
\sum_{B_{M_m}(z, \xi) \in C'} e^{-(M_m-n'_0)(\tilde{h}-\eta)} \geq 1.
\end{equation}
Moreover, since $m \geq q$, (6.13) produces that
\begin{equation}
\sum_{B_{M_m}(z, \xi) \in C'} e^{-M_m+1(\tilde{h}-2\eta)} \geq 1.
\end{equation}

Note that $h = \tilde{h} - 2\eta$. Using (6.14), one gets that
\begin{equation}
\sum_{B_{M}(z, \xi) \in C} e^{-hu} \geq 1 \Rightarrow C(G; h, n, \epsilon, f) \geq 1.
\end{equation}

Finally, (6.9), (6.11) and the arbitrariness of $\eta$ lead to (6.6). Now we complete the proof of Theorem 6.3.

By Case 1 of the proof of Theorem 6.3, we have the following without topologically transitive assumption. In fact, in this case, it is enough to choose $x_0 \in \Lambda$ directly and set $\epsilon = \frac{\xi}{2}$. Proposition 6.13. Suppose $(X, f)$ satisfies s-limit-shadowing property and uniform separation property. Then $f$ is star-saturated.

7. Topological entropy of $\mathcal{C}(\alpha_1, \alpha_2, \cdots, \alpha_6)$: Proof of Theorem C

We divide the proof of Theorem C into four parts: Case $(1, 2, 3, 4, 11)$; Case $(1, 2, 3, 4, 5, 0)$; Case $(0, 2, 3, 4, 11, 0)$; and Case $(0, 1, 11, 1)$.}

7.1. Proof of Theorem C: Case $(1, 2, 3, 4, 11)$. Firstly, we prove some basic properties for $C^*_\Lambda$.

Lemma 7.1. [40, Lemma 5.1] Suppose that $(X, f)$ is a topological dynamical system, then there exists an invariant measure $\mu$ such that $S_\mu = C^*_\Lambda$.

Lemma 7.2. Suppose that $(X, f)$ is a topological dynamical system. Let $\Lambda \subseteq X$ be a closed $f$-invariant subset, then for any $\eta > 0$, there exists an $f$-invariant measure $\omega$ on $\Lambda$ such that
\begin{enumerate}
\item[(1)] $S_\omega = C^*_\Lambda$,
\item[(2)] $h_\omega(f) > h_{top}(f, \Lambda) - \eta$.
\end{enumerate}
Lemma 7.7. Suppose that \((X, f)\) is a topological dynamical system. Let \(\Lambda \subseteq X\) be a closed \(f\)-invariant subset. If \(\Lambda\) has refined entropy-dense property and is not uniquely ergodic, then for any \(\eta > 0\) and any \(n \geq 2\), there exist \(f\)-invariant measures \(\{\omega_k\}_{k=1}^n\) on \(\Lambda\) such that

\begin{align*}
(1): & \quad S_{\omega_k} \cap \cdots \cap S_{\omega_n} = \{0, 1\}^n \\
(2): & \quad h_{\omega_k}(f) > h_{\top}(f, \Lambda) - \frac{1}{4}\eta.
\end{align*}

Proof. Fix \(\eta > 0\) and \(n \geq 2\). By the variational principle, we choose a \(\omega \in M_{\text{erg}}(f, \Lambda)\) such that

\[ h_{\omega}(f) > h_{\top}(f, \Lambda) - \frac{1}{4}\eta, \]

and

\[ \theta_1 < \theta_2 < \cdots < \theta_n. \]

Then \(\nu_i \neq \nu_j\) for any \(1 \leq i < j \leq n\). Denote \(\rho_0 = \min\{\rho(\nu_i, \nu_j) : 1 \leq i < j \leq n\}\). By the refined entropy-dense property, for each \(k = 1, \ldots, n\), then there exists \(\omega_k \in M_{\text{erg}}(f, \Lambda)\) with

\begin{align*}
(a): & \quad M(f, S_{\omega_k}) \subseteq B(\rho_{k}, \frac{1}{2}\rho_0), k = 1, \ldots, n. \\
(b): & \quad h_{\omega_k}(f) > h_{\top}(f, \Lambda) - \eta, k = 1, \ldots, n.
\end{align*}

Note that \(\{B(\nu_k, \frac{1}{2}\rho_0)\}_{k=1}^n\) are pairwise disjoint. So item (a) indicates that \(\{M(f, S_{\omega_k})\}_{k=1}^n\) are pairwise disjoint. As a result, \(\{S_{\omega_k}\}_{k=1}^n\) are pairwise disjoint and consequently, \(S_{\omega_k} \neq C_{\Lambda}^*, k = 1, \ldots, n\).}

Lemma 7.4. Suppose \((X, f)\) is a topological dynamical system. Let \(\Lambda \subseteq X\) be a closed \(f\)-invariant subset, and assume that \(\Lambda\) has refined entropy-dense property and is not uniquely ergodic.

(1): If \(C_{\Lambda}^* = \Lambda\), then for any \(\eta > 0\) and any \(i \in \{1, 2, \cdots, 6\}\), there is \(K_i \subseteq M(f, \Lambda)\) such that

\[ G_{K_i}^{\Lambda} \cap \text{Rec}(f) \subseteq \mathcal{C}(101011), G_{K_i}^{\Lambda} \cap \text{Rec}(f) \subseteq \mathcal{C}(110010), G_{K_i}^{\Lambda} \cap \text{Rec}(f) \subseteq \mathcal{C}(100111), \]

\[ G_{K_i}^{\Lambda} \cap \text{Rec}(f) \subseteq \mathcal{C}(100110), G_{K_i}^{\Lambda} \cap \text{Rec}(f) \subseteq \mathcal{C}(110010), G_{K_i}^{\Lambda} \cap \text{Rec}(f) \subseteq \mathcal{C}(101001), G_{K_i}^{\Lambda} \cap \text{Rec}(f) \subseteq \mathcal{C}(100101), G_{K_i}^{\Lambda} \cap \text{Rec}(f) \subseteq \mathcal{C}(110001), G_{K_i}^{\Lambda} \cap \text{Rec}(f) \subseteq \mathcal{C}(101000), G_{K_i}^{\Lambda} \cap \text{Rec}(f) \subseteq \mathcal{C}(110000)
\]

and

\[ \inf \{h_{\mu}(f) : \mu \in K_i\} > h_{\top}(f, \Lambda) - \eta. \]

(2): If \(C_{\Lambda}^* \subseteq \Lambda\), then for any \(\eta > 0\) and any \(i \in \{1', 2', \cdots, 6'\}\), there is \(K_i \subseteq M(f, \Lambda)\) such that

\[ G_{K_i}^{\Lambda} \cap \text{Rec}(f) \subseteq \mathcal{C}(110110), G_{K_i}^{\Lambda} \cap \text{Rec}(f) \subseteq \mathcal{C}(110010), G_{K_i}^{\Lambda} \cap \text{Rec}(f) \subseteq \mathcal{C}(101001), G_{K_i}^{\Lambda} \cap \text{Rec}(f) \subseteq \mathcal{C}(100101), G_{K_i}^{\Lambda} \cap \text{Rec}(f) \subseteq \mathcal{C}(110001), G_{K_i}^{\Lambda} \cap \text{Rec}(f) \subseteq \mathcal{C}(101000), G_{K_i}^{\Lambda} \cap \text{Rec}(f) \subseteq \mathcal{C}(110000), G_{K_i}^{\Lambda} \cap \text{Rec}(f) \subseteq \mathcal{C}(100000)
\]

and

\[ \inf \{h_{\mu}(f) : \mu \in K_i\} > h_{\top}(f, \Lambda) - \eta. \]

Proof. By Lemma 7.2, there exists an \(f\)-invariant measure \(\omega_0\) on \(\Lambda\) such that
(a): $S_{\omega_0} = C_\Lambda^*$.
(b): $h_{\omega_0}(f) > h_{\top}(f, \Lambda) - \eta$.

By Lemma 7.3, there exist $f$-invariant measures $\{\omega_k\}_{k=1}^4$ on $\Lambda$ such that

(c): $\{S_{\omega_k}\}_{k=1}^4$ are pairwise disjoint and consequently, $S_{\omega_k} \neq C_\Lambda^*, k = 1, \cdots, 4$.

(d): $h_{\omega_k}(f) > h_{\top}(f, \Lambda) - \eta, k = 1, \cdots, 4$.

By item (c), we have $S_{\omega_1} \cup S_{\omega_2} \cup S_{\omega_3} \subseteq C_\Lambda^* \setminus S_{\omega_4} \subseteq C_\Lambda^*$. Define

$$\nu_1 = \frac{1}{3}\omega_0 + \frac{2}{3}\omega_1, \quad \nu_2 = \frac{1}{3}\omega_2 + \frac{2}{3}\omega_0, \quad \nu_3 = \frac{1}{2}\omega_1 + \frac{1}{2}\omega_2, \quad \nu_4 = \frac{1}{2}\omega_0 + \frac{1}{2}\omega_3.$$  

Then we have

- $\nu_1 \neq \omega_0$, and $S_{\nu_1} = S_{\omega_0} = C_\Lambda^*$.
- $\nu_2 \neq \nu_3$, and $S_{\nu_2} = S_{\nu_3} = S_{\omega_1} \cup S_{\omega_2} \subseteq C_\Lambda^*$.
- $\nu_3 \neq \nu_4$, and $S_{\nu_3} \cap S_{\nu_4} = S_{\omega_1}$ and $S_{\nu_2} \cup S_{\nu_4} = S_{\omega_1} \cup S_{\omega_2} \cup S_{\omega_3} \subseteq C_\Lambda^*$.

Let

$$K_1 := \text{cov}\{\omega_0, \nu_1\};$$
$$K_2 := \text{cov}\{\nu_2, \nu_3\};$$
$$K_3 := \text{cov}\{\omega_k\}_{k=0}^1;$$
$$K_4 := \text{cov}\{\omega_k\}_{k=0}^1;$$
$$K_5 := \text{cov}\{\omega_k\}_{k=1}^2;$$
$$K_6 := \text{cov}\{\nu_k\}_{k=3}^6.$$  

Then we have

$$\inf\{h_{\mu}(f) : \mu \in K_i\} \geq \inf\{h_{\omega_k}(f) : k = 0, 1, 2, 3 > h_{\top}(f, \Lambda) - \eta, i \in \{1, 2, \cdots, 6\}.$$  

For any $x \in G_{K_i}^\Lambda, \omega_f(x) = \Lambda$ by definition. So by item (3) and item (4) of Theorem 1.3,

$$(7.1) \quad \omega_{\hat{f}}(x) = \bigcap_{\mu \in M(\omega_f(x))} S_\mu = \bigcap_{\mu \in M(\Lambda)} S_\mu = S_{\omega_1} \cap S_{\omega_2} = \emptyset.$$  

Moreover, since $V_f(x) = K_i$ by definition, item (1) and item (2) of Theorem 1.3 gives that

$$(7.2) \quad \omega_{\hat{f}}(x) = C_\Lambda^* = \bigcup_{\mu \in M(\omega_f(x))} S_\mu = \bigcup_{\mu \in M(\Lambda)} S_\mu = C_\Lambda^*.$$  

Therefore, a convenient use of (7.1), (7.2) and (7.3) yields item (1) and item (2). \hfill \Box

Now, we give the proof of Theorem C: Case (1020304411).

Proof of Theorem C: Case (1020304411). Suppose that $(X, f)$ is topologically transitive topologically expanding or topologically transitive topologically Anosov, then $(X, f)$ is not uniquely ergodic, by Lemma 2.11, $C_X^\Lambda = X$ and by Corollary 2.27, $(X, f)$ has the refined entropy-dense property. Denote $\Lambda = X$, then we always have that $x \in X : \omega_f(x) = \Lambda \subseteq \text{Rec}(f)$. Hence, by Lemma 7.4, for any $\eta > 0$ and any $i \in \{1, 2, \cdots, 6\}$, there is $K_i \subseteq M(f, X)$ such that

$$(G_{K_1}^X \subseteq \mathcal{C}(101111), G_{K_2}^X \subseteq \mathcal{C}(100111), G_{K_3}^X \subseteq \mathcal{C}(110111), G_{K_4}^X \subseteq \mathcal{C}(100111), G_{K_5}^X \subseteq \mathcal{C}(100111), G_{K_6}^X \subseteq \mathcal{C}(100111))$$

and

$$\inf\{h_{\mu}(f) : \mu \in K_i\} > h_{\top}(f) - \eta.$$  

For any nonempty open set $U \subseteq X$, by Lemma 2.12, Lemma 2.13 and Theorem 6.3, we have that

$$h_{\top}(f, G_{K_i}^X \cap U) = \inf\{h_{\mu}(f) : \mu \in K_i\} > h_{\top}(f) - \eta.$$  

Hence, for any $1≤\alpha≤3$, we have that
\[ h_{\text{top}}(f, O(1α2α3α411)) > h_{\text{top}}(f) - \eta. \]
Finally, by the arbitrariness of $\alpha$, we finish the proof. \qed

Before give the proof of the remaining three parts, we show the following auxiliary lemmas, which will assist us in transitioning from Case (α1α2α3α410) to Case (α1α2α3α400).

**Lemma 7.5.** Suppose that $(X, f)$ is topologically transitive topologically expanding. Let $\Lambda \subseteq X$ be a nonempty closed invariant subset of $X$. Then there exists an $x \in X$ such that
\begin{equation}
\Lambda \subseteq \omega_f(x) \subseteq \bigcup_{l=0}^{\infty} f^{-l}\Lambda.
\end{equation}
In particular,
\begin{equation}
\bigcup_{y \in \omega_f(x)} \omega_f(y) \subseteq \Lambda \subseteq \omega_f(x) \neq X.
\end{equation}

**Proof.** Suppose that $(X, f)$ is topologically transitive topologically expanding. Let $c$ be the expansive constant. By the shadowing property, there exists a $\delta > 0$ such that any $\delta$-pseudo orbit can be $c$-shadowed. Since $\Lambda$ is compact, we cover $\Lambda$ by finite number of balls $\{B(y_j, \frac{\delta}{2})\}_{j=1}^p$. By the transitivity, for any two open balls $B(y_1, \frac{\delta}{2})$ and $B(y_2, \frac{\delta}{2})$, there exists a $w_{i,j} \in B(y_j, \frac{\delta}{2})$ such that $f^{l_{i,j}}(w_{i,j}) \in B(y_j, \frac{\delta}{2})$ for some $l_{i,j} \in \mathbb{N}$. Let
\begin{equation}
L = \max\{l_{i,j} : 1 ≤ i, j ≤ p\}.
\end{equation}
Meanwhile, as a compact subset of compact metric space, $\Lambda$ is separable, i. e. there exist $\{x_n\}_{n≥1} \subseteq \Lambda$ which is dense in $\Lambda$. Now let us construct the $\delta$-pseudo orbit as following.

For $r ≥ 1$, one can find $n \in \mathbb{N}$ and $1 ≤ t ≤ n$ such that $r = \frac{n(n-1)}{2} + t$. Then let $z_r = x_t$ and choose the orbit segment $\mathcal{O}_r = \{z_r, \ldots, f^{r-1}(z_r)\}$. Since $\Lambda \subseteq \bigcup_{i=1}^p B(y_i, \frac{\delta}{2})$, there exist $i_{r,1}, i_{r,2} \in \{1, 2, \ldots, p\}$ such that $z_r \in B(y_{i_{r,1}}, \frac{\delta}{2})$ and $f^r(z_r) = f^r(z_r) \in B(y_{i_{r,2}}, \frac{\delta}{2})$. Let $\mathcal{C}_r = \{w_{i,2,i_{r,1}+1}, \ldots, f^{l_{i,2,i_{r,1}+1}}(w_{i,2,i_{r,1}+1})\}$.

Hence we obtain the following pseudo orbit:
\[ \mathcal{O} = \mathcal{O}_1 \mathcal{C}_1 \cdots \mathcal{O}_r \mathcal{C}_r \cdots. \]
It is clear that $\mathcal{O}$ constitutes a $\delta$-pseudo orbit. So there exists an $x \in B(z_1, c)$ such that $x$ $c$-shadows $\mathcal{O}$. Put $j_1 = 0, k_1 = 1$ and $j_m = k_{m-1} + 1, k_m = j_m + 1 + m$ inductively for $m ≥ 2$.

We now prove that $\Lambda \subseteq \omega_f(x)$. Indeed, it is sufficient to prove that for any $n, x_n \in \omega_f(x)$. For then the denseness of $\{x_n\}_{n≥1} \subseteq \Lambda$ and the closeness of $\Lambda$ yield the result. In fact, $x_n$ occurs infinitely in $\mathcal{O}$ at the place $\{j_{m+1}, k_{m+1}\}_{m=1}^\infty$. By the compactness of $\Lambda$, we suppose (by taking a subsequence if necessary) that $\lim_{k \to \infty} f^{\frac{1}{2}(k-1)+n}(x) = u \in \omega_f(x)$. Then $d(f^i(x_n), f^i(u)) = \lim_{k \to \infty} d(f^i(x_n), f^{\frac{1}{2}(k-1)+i+n}(x)) < c$. By the positive expansiveness, we have $u = x_n$. Hence, $x_n \in \omega_f(x)$.

On the other hand, for any $v \in \omega_f(x)$, there exists a strictly increasing sequence $n_i$ such that $v = \lim_{k \to \infty} f^{n_i}(x)$. The following discussion splits into two cases.

Case 1. For any $p ≥ 1$, there exists an $n_p$ such that $f^{m_p} \leq n_p < n_p + p ≤ k_{m_p}$ for some $m_p \in \mathbb{N}$. Suppose (take a subsequence if necessary) $\lim_{p \to \infty} f^{n_p-m_p}(z_{m_p}) = a$. Then $a \in \Lambda$ since $\Lambda$ is invariant and closed. Since $d(f^{n_p+i}(x), f^{n_p-i}(z_{m_p})) < c$ for $0 ≤ i ≤ p$ and all $p$. So we have $d(f^i(v), f^i(a)) ≤ c$ for all $i$. By the positive expansiveness, we have $v = a \in \Lambda$. In particular, $\omega_f(v) \subseteq \Lambda$.

Case 2. There is $\tilde{p}$ such that for all $s ≥ 1$, there exists no $m ≥ 1$ such that $m ≤ n_s < n_s + \tilde{p} ≤ k_{m}$.
In other words, for any $s ≥ 1$, there is some $n_s ≥ \tilde{p}$ such that $k_{m_s} - \tilde{p} < n_s < k_{m_s+1}$. Using pigeonhole principle, we suppose (by taking a subsequence if necessary) that $n_s = j_{m_s+1} - l$ for some $0 < l ≤ \tilde{p} + L$ where $L$ is defined in (7.6). Since $d(f^{n_s+i}(x), f^{i}(z_{j_{m_s+1}})) < c$ for $0 ≤ i ≤ m_s + 1$ and all $s$. By the compactness of $\Lambda$, we suppose (by taking a subsequence if necessary) $\lim_{n \to \infty} z_{j_{m_s+1}} = z \in \Lambda$. Then we have $d(f^{i+n}(v), f^i(z)) < c$ for all $i$. By the positive expansiveness, we have $f^i(v) = z \in \Lambda$.

We thus have proved (7.4), which immediately implies (7.5). \qed
Lemma 7.6. Suppose that $(X, f)$ is a topological transitive dynamical system, $f$ is a homeomorphism and $(X, f)$ has the two-sided $s$-limit-shadowing property. Let $\emptyset \neq \Lambda \subseteq X$ be closed $f$-invariant and internally chain transitive. Then for any nonempty open set $U \subseteq X$, there exists $x \in U$ with $\omega_f(x) = \omega_{f^{-1}}(x) = \Lambda$.

Proof. Choose $x_0 \in \Lambda$, $y_0 \in U$ and $\epsilon_1 > 0$ such that $B(y_0, \epsilon_1) \subseteq U$, then by Lemma 6.5, there exists $\epsilon_2 > 0$ such that for any $0 < \epsilon \leq \epsilon_2$, there exists $n \in \mathbb{N}$ and $y \in B(x_0, \epsilon) \cap f^{-n}B(x_0, \epsilon)$ such that $d_H((f^n(y))_{i=1}^{n+1}, \Lambda) < 2\epsilon$. Since $(X, f)$ has the two-sided $s$-limit-shadowing property, there exists $0 < \delta < \frac{\epsilon_2}{2}$ such that any $\delta$-limit-pseudo-orbit can be $\epsilon_1$-limit-shadowed. Denote $\delta_k = \frac{\epsilon_1}{2k}$ for any $k \in \mathbb{N}$, then there exists $n_k \in \mathbb{N}$ and $y_k \in B(x_0, \delta_k) \cap f^{-n_k}B(x_0, \delta_k)$ such that $d_H((f^n(y_k))_{i=1}^{n_k+1}, \Lambda) < 2\delta_k$. Since $(X, f)$ is topologically transitive, there exist a $\frac{\delta}{2}$-chain $\mathcal{C}_{x_0y_0}$ connecting $x_0$ and $y_0$ and a $\frac{\delta}{2}$-chain $\mathcal{C}_{y_0x_0}$ connecting $y_0$ and $x_0$. Denote $\mathcal{C} = \cdots \mathcal{C}_3\mathcal{C}_2\mathcal{C}_1\mathcal{C}_{x_0y_0}\mathcal{C}_{y_0x_0}\mathcal{C}_2\mathcal{C}_3 \cdots$ is a $\delta$-limit-pseudo-orbit. Hence, there exists $x \in X$ such that $\mathcal{C}$ is $\epsilon_1$--limit-shadowed by $x$ and $x \in B(y_0, \epsilon_1) \subseteq U$. As a result, we have that $\omega_f(x) = \omega_{f^{-1}}(x) = \Lambda$.

Lemma 7.7. Suppose $f : X \rightarrow X$ is a homeomorphism on compact metric space. If $(X, f)$ is topologically transitive and satisfies $s$-limit-shadowing property and uniform separation property, then for any nonempty internally chain transitive closed invariant subsets $\Lambda \subseteq X$, there exists an internally chain transitive closed invariant subsets $\tilde{\Lambda} \subseteq X$ such that

$$\bigcup_{y \in \tilde{\Lambda}} \omega_f(y) \subseteq \Lambda \subseteq \tilde{\Lambda}.$$ 

Proof. Denote $U = X \setminus \Lambda$, by Lemma 7.6, we can take $x \in U$ such that $\omega_f(x) = \omega_{f^{-1}}(x) = \Lambda$. Let $\tilde{\Lambda} = \Lambda \cup \{f^n(x)\}_{n=-\infty}^{+\infty}$. Then $\tilde{\Lambda}$ is a closed invariant subset of $X$. Since $x \in U = X \setminus \Lambda$, we have $\Lambda \subset \tilde{\Lambda}$. Note that $\omega_f(f^n(x)) = \omega_f(x) = \Lambda$ for any $n \in \mathbb{Z}$, then $\bigcup_{y \in \tilde{\Lambda}} \omega_f(y) \subseteq \Lambda$. This implies $\tilde{\Lambda} \subseteq X$. Otherwise, $\Lambda \supseteq \bigcup_{y \in \tilde{\Lambda}} \omega_f(y) = X$ since $(X, f)$ is topologically transitive. This contradicts $\Lambda \subset X$.

Now let us prove that $\tilde{\Lambda}$ is internally chain transitive. Let $x_1, x_2 \in \tilde{\Lambda}$ and $\epsilon > 0$.

Case (1): if $x_1, x_2 \in \Lambda$, there is an $\epsilon$-chain $\mathcal{C}$ in $\Lambda$ connecting $x_1$ and $x_2$ since $\Lambda$ is internally chain transitive.

Case (2): if $x_1 \in \Lambda$, $x_2 = f^{n_2}(x)$ for some $n_2 \in \mathbb{Z}$, there exists $N < 0$ such that $f^N(x_2) = f^{n_2+N}(x) \in B(f(x_1), \epsilon)$ since $\omega_{f^{-1}}(x) = \Lambda$. Then $\mathcal{C} = (x_1, f^N(x_2), f^{N+1}(x_2), \cdots, f^{-1}(x_2))$ is an $\epsilon$-chain in $\tilde{\Lambda}$ connecting $x_1$ and $x_2$.

Case (3): if $x_2 \in \Lambda$, $x_1 = f^{n_1}(x)$ for some $n_1 \in \mathbb{Z}$, there exists $N > 0$ such that $f^N(x_1) = f^{n_1+N}(x) \in B(x_2, \epsilon)$ since $\omega_f(x) = \Lambda$. Then $\mathcal{C} = (x_1, f(x_1), \cdots, f^N(x_1))$ is an $\epsilon$-chain in $\tilde{\Lambda}$ connecting $x_1$ and $x_2$.

Case (4): if $x_1 = f^{n_1}(x), x_2 = f^{n_2}(x)$ for some $n_1, n_2 \in \mathbb{Z}$ with $n_1 < n_2$, then $\mathcal{C} = (f^{n_1}(x), f^{n_1+1}(x), \cdots, f^{n_2-1}(x))$ is an $\epsilon$-chain in $\tilde{\Lambda}$ connecting $x_1$ and $x_2$.

Case (5): if $x_1 = f^{n_1}(x), x_2 = f^{n_2}(x)$ for some $n_1, n_2 \in \mathbb{Z}$ with $n_1 \geq n_2$, take $x_3 \in \Lambda$, then there exists $N_1 > 0 > N_2$ such that $f^{N_1}(x_1) = f^{n_1+N_1}(x) \in B(x_3, \epsilon)$ and $f^{N_2}(x_2) = f^{n_2+N_2}(x) \in B(f(x_3), \epsilon)$ since $\omega_f(x) = \omega_{f^{-1}}(x) = \Lambda$. Then $\mathcal{C} = (f^{n_1}(x), f^{n_1+1}(x), \cdots, f^{n_1+N_1}(x), x_3, f^{N_2}(x), f^{N_2+1}(x), \cdots, f^{n_2-1}(x))$ is an $\epsilon$-chain in $\tilde{\Lambda}$ connecting $x_1$ and $x_2$.

Lemma 7.8. Suppose $(X, f)$ is a topological dynamical system. Let $\Lambda, \Lambda_0$ be two closed $f$-invariant subset of $X$ with $\Lambda_0 \subseteq \Lambda$. If for any $x \in \Lambda$, $\omega_f(x) \subseteq \Lambda_0$, then

$$M(f, \Lambda) = M(f, \Lambda_0).$$ 

Proof. Of course, $M(f, \Lambda) \supseteq M(f, \Lambda_0)$. We now prove that $M(f, \Lambda) \subseteq M(f, \Lambda_0)$. In fact, by the convexity of $M(f, \Lambda)$ and $M(f, \Lambda_0)$, it is sufficient to prove that for any $\mu \in M_{erg}(f, \Lambda)$, $\mu \in M(f, \Lambda_0)$. Indeed, choose an arbitrary generic point $x \in \Lambda$ of $\mu$. Then $\Sigma_{\mu} \subseteq \omega_f(x) \subseteq \Lambda_0$ which yields that $\mu \in M(f, \Lambda_0)$. The proof is completed.
The following lemma play an important role in transitioning from Case (ai0ai0a1010) to Case (ai0ai0a1000).

**Lemma A.** Suppose \((X, f)\) is topologically transitive topologically expanding or topologically transitive topologically Anosov. Let \(\Lambda \subseteq X\) be a nonempty internally chain transitive closed invariant subset. Then there exists an internally chain transitive closed invariant subset \(\Theta \subseteq X\) such that \(\Lambda \subseteq \Theta\) and \(M(f, \Theta) = M(f, \Lambda)\).

**Proof. Case 1:** Suppose that \((X, f)\) is topologically transitive topologically expanding. By Lemma 2.13 and Theorem 6.3, we can find a \(z \in U\) such that \(\omega_f(z) = \Lambda\). Let \(\Lambda' = \{f^n(z)\}_{n=0}^{\infty} \cup \Lambda\). Then \(\Lambda' \supseteq \Lambda\) is closed and \(f\)-invariant. So by Lemma 7.5, there is a point \(x \in X\) such that

\[
\Lambda' \subseteq \omega_f(x) \subseteq \bigcup_{i=0}^{\infty} f^{-i}\Lambda'.
\]

In particular,

\[
\bigcup_{y \in \omega_f(x)} \omega_f(y) \subseteq \Lambda' \subseteq \omega_f(x) = X.
\]

Let \(\Theta = \omega_f(x)\). Then \(\Theta\) is internally chain transitive by Lemma 2.3. By Lemma 7.8, \(M(f, \Theta) = M(f, \Lambda') = M(f, \Lambda)\).

**Case 2:** Suppose that \((X, f)\) is topologically transitive topologically Anosov, then by Lemma 2.12 and Lemma 7.7, there exists an internally chain transitive closed invariant subset \(\Theta \subseteq X\) such that

\[
\bigcup_{y \in \Theta} \omega_f(y) \subseteq \Lambda \subseteq \Theta.
\]

By Lemma 7.8, \(M(f, \Theta) = M(f, \Lambda)\). \(\square\)

### 7.2. Proof of Theorem C: Case (1020304030).

First of all, let’s recall a basic property of topologically transitive dynamical system.

**Lemma 7.9.** Suppose \((X, f)\) is a transitive topological dynamical system. Let \(U \subseteq X\) be a nonempty open set. If \(\Lambda \subseteq X\) is a closed invariant subset, then there is a nonempty open set \(V \subseteq X\) such that \(V \subseteq U\) and \(V \cap \Lambda = \emptyset\).

**Proof.** Since \((X, f)\) is transitive, there is \(x \in U\) such that \(\omega_f(x) = X\). By \(\Lambda \subseteq X\), we have \(x \notin \Lambda\). Otherwise, \(\Lambda \supseteq \omega_f(x) = X\). Denote \(d = \min\{\text{dist}(x, \Lambda), \text{dist}(x, X \setminus U)\} > 0\). Take \(V = B(x, \frac{d}{2})\). \(\square\)

Next, we prove the following lemma, which will help us find a proper internally chain transitive closed invariant subset with sufficiently good properties and large entropy.

**Lemma B.** Suppose that \((X, f)\) is topologically transitive topologically expanding or topologically transitive topologically Anosov. Then for any \(0 < \alpha < h_{\text{top}}(f)\), there exists a nonempty subset \(\Lambda \subseteq X\) such that

1. \((\Lambda, f)\) is not uniquely ergodic;
2. \((\Lambda, f)\) is internally chain transitive;
3. \((\Lambda, f)\) has refined entropy-dense property;
4. \(C_\Lambda^* = \Lambda\);
5. \(h_{\text{top}}(f, \Lambda) > h_{\text{top}}(f) - \alpha\).

To prove Lemma B, we need some preparations. To begin with, we prove a lemma similar to Lemma 3.1 and Lemma 3.2.

**Lemma 7.10.** Suppose that \((X, f)\) is topologically expanding (resp. topologically Anosov) with \(h_{\text{top}}(f) > 0\). Then for any nonempty open set \(U \subset X\), for any \(0 < \alpha < h_{\text{top}}(f)\), there are \(m, k \in \mathbb{N}\), \(\frac{\log m}{k} > \alpha\) and a closed set \(\Lambda \subset X\) invariant under \(f^k\) such that

1. \(\Lambda \subseteq U\), \(\bigcup_{i=0}^{k-1} f^i(\Lambda) \subseteq X\) and \(f^i(\Lambda) \cap f^j(\Lambda)\) for any \(0 \leq i < j \leq k - 1\);
2. there is a conjugate map

\[
\pi : (\Lambda, f^k) \rightarrow (\Sigma_m^+, \sigma) \text{ (resp. } (\Sigma_m, \sigma)\).
\]
Proof. Choose $\eta > 0$ such that $0 < \alpha < h_{\text{top}}(f) - \frac{9\eta}{4}$. By Lemma 2.10, there exists $\nu \in M(f, X)$ such that $(S_\mu, f)$ is minimal and $h_\mu > h_{\text{top}}(f) - \frac{3\eta}{4}$. It is clear that $\{\mu\} \not\subseteq M(f, X)$ and thus $d_H(\{\mu\}, M(f, X)) > 0$. Fix $x \in S_\mu$, $\varepsilon_0 > 0$ and $0 < \zeta < d_H(\{\mu\}, M(f, X))$.

Choose $x \in U$ and $\varepsilon > 0$ such that $B(x, \varepsilon) \subseteq U$. By Corollary 6.7, there exist $v^* > 0$ and $0 < \varepsilon^* < \varepsilon^*$ such that for any $0 < \frac{\varepsilon}{2} < \varepsilon^*$, there exists an $n_\mu \in \mathbb{N}$ such that for any $p \in \mathbb{N}$, there exists an $(p, \mu, \frac{\varepsilon}{2})$-separated set $\Gamma^p_{\mu}$ with

(a): $\Gamma^p_{\mu} \subseteq P_{\mu}^p(f) \cap X_{\mu} \cap B(x, \frac{\varepsilon}{2})$;

(b): $\frac{\log |\Gamma^p_{\mu}|}{p} > h_\mu - \frac{3\eta}{4}$.

We can assume that $\frac{\varepsilon}{2} < \frac{\varepsilon}{2} < \frac{c}{2}$ where $c > 0$ is the expansive constant. Let $s(n, \frac{\varepsilon}{2})$ denote the largest cardinality of any $(n, \frac{\varepsilon}{2})$-separated set of $X$, then by [64, Theorem 7.11] one has

\begin{equation}
\tag{7.7}
h_{\text{top}}(f) = \limsup_{n \to \infty} \frac{1}{n} \log s(n, \frac{\varepsilon}{2}).
\end{equation}

Then there exists $N \in \mathbb{N}$ such that for any $n \geq N$, one has

\begin{equation}
\tag{7.8}
s(n, \frac{\varepsilon}{2}) < e^n(h_{\text{top}}(f) + \frac{\varepsilon}{2}).
\end{equation}

Set $\varepsilon = \min\{\frac{\varepsilon}{2}, \frac{\varepsilon^*}{2}, \frac{\varepsilon^*}{2}, \frac{\varepsilon}{2}\}$. Then there exists a $0 < \delta < \varepsilon$ such that any $\delta$-pseudo-orbit can be $\varepsilon$-shadowed by some point in $X$. Set $n = p_0 n_{\mu}$ where $p_0$ is large enough such that

\begin{equation}
\tag{7.9}
n \geq 2N, \quad e^{n(h_{\text{top}}(f) - \varepsilon)} - \varepsilon \geq e^{n(h_{\text{top}}(f) - \varepsilon)} - \varepsilon > \frac{n}{2} e^{n(h_{\text{top}}(f) + \frac{\varepsilon}{2})} + \sum_{i=1}^{N-1} |P^n_i(f)|
\end{equation}

where $P^n_i(f)$ is the set of periodic points with minimal period $m$. Then $P_{\mu}^n(f) \subseteq P_n(f)$ by definition and furthermore, we can obtain an $(n, \frac{\varepsilon}{2})$-separated set $\Gamma_n$ with

(a): $\Gamma_n \subseteq P_n(f) \cap X_{\mu} \cap B(x, \frac{\varepsilon}{2})$;

(b): $\frac{\log |\Gamma_n|}{n} > h_\mu - \frac{3\eta}{2}$.

Since periodic points in $\Gamma_n$ with same period $l_0$ for some $l_0 \in \mathbb{N}$ are $(l_0, \frac{\varepsilon}{2})$-separated, by (7.8) and (7.9) we have

\begin{equation}
\sum_{i=1}^{\frac{n}{2}} |P^n_i(f) \cap \hat{\Gamma}_n| \leq \sum_{i=1}^{\frac{n}{2}} s(i, \frac{\varepsilon}{2}) + \sum_{i=1}^{N-1} |P^n_i(f)|
\end{equation}

\begin{equation}
< \sum_{i=1}^{\frac{n}{2}} e^{i(h_{\text{top}}(f) + \frac{\varepsilon}{2})} + \sum_{i=1}^{N-1} |P^n_i(f)|
\end{equation}

\begin{equation}
< \frac{n}{2} e^{\frac{n}{2}(h_{\text{top}}(f) + \frac{\varepsilon}{2})} + \sum_{i=1}^{N-1} |P^n_i(f)|
\end{equation}

\begin{equation}
< e^{n(h_{\text{top}}(f) - \frac{\varepsilon}{2})} < e^{n(h_{\text{top}}(f) - \frac{\varepsilon}{2})} < |\Gamma_n|.
\end{equation}

Thus there exists $x_0 \in \Gamma_n$ with minimal period $n$. Together with $\frac{\varepsilon}{2} < \frac{\varepsilon}{2}$, the only sub-intervals of length $n$ of $\langle x_0, f(x_0), \ldots, f^{n-1}(x_0) \rangle$ that are $\frac{\varepsilon}{2}$-shadowed by $\langle x_0, f(x_0), \ldots, f^{n-1}(x_0) \rangle$ are the initial and the final sub-intervals. By the separation assumption we have

$$|\{y \in \Gamma_n : d_n(y, f^j(x_0)) < \frac{\varepsilon}{9} \text{ for some } 0 \leq j \leq n - 1\}| \leq n.$$

Consequently, by (7.9) one can find a subset $\hat{\Gamma}_n \subseteq \Gamma_n$ with $|\hat{\Gamma}_n| > e^{n(h_{\text{top}}(f) - \frac{\varepsilon}{2})}$ such that $d_n(y, f^j(x_0)) \geq \frac{\varepsilon}{9}$ for any $y \in \hat{\Gamma}_n$ and $0 \leq j \leq n - 1$. Denote $r = |\hat{\Gamma}_n|$. Enumerate the elements of each $\hat{\Gamma}_n$ by $\hat{\Gamma}_n = \{p_1, \ldots, p_r\}$. Take $l$ large enough such that

\begin{equation}
\frac{1}{l} < \frac{\zeta}{16} \quad \text{and} \quad \frac{(l - 2) \log |\hat{\Gamma}_n|}{nl} > h_\mu - \eta > \alpha.
\end{equation}
Denote
\[ k = nl \text{ and } m = r^{l-2}. \]

Now let \( \Gamma = \tilde{\Gamma}_n \times \tilde{\Gamma}_n \times \cdots \times \tilde{\Gamma}_n \) whose element is \( y = (y_1, \ldots, y_{l-2}) \) with \( y_j \in \tilde{\Gamma}_n \) for \( 1 \leq j \leq l - 2 \). For any \( y \in X \), let \( \mathcal{E}_y^n = \langle y, f y, \ldots, f^{n-1}y \rangle \). Then for \( y \in \Gamma \) we define the following pseudo-orbit:
\[
\mathcal{E}_y = \mathcal{E}_{x_0}^n \mathcal{E}_{x_1}^n \mathcal{E}_{x_2}^n \cdots \mathcal{E}_{x_{l-2}}^n.
\]

It is clear that \( \mathcal{E}_y \) is a \( \delta \)-pseudo-orbit. Moreover, one notes that we can freely concatenate such \( \mathcal{E}_y \)'s to constitutes a \( \delta \)-pseudo-orbit. We write \( \mathcal{E}_y = \langle \omega_0, \omega_1, \ldots, \omega_{n-1} \rangle \). If \( d(f^k(z), \omega_{k+1}) \leq \varepsilon \) for any \( 0 \leq k \leq l - 1 \) then by Lemma 2.1 and (7.10) one has

\[
\rho(\mathcal{E}_m(z), \mu) \leq \rho(\mathcal{E}_m(z), \frac{1}{n(l-2)} \sum_{k=1}^{n(l-2)} \delta_{\omega_k}) + \rho(\frac{1}{n(l-2)} \sum_{k=1}^{n(l-2)} \delta_{\omega_k}, \mu)
\]

(7.11)

\[ \leq \varepsilon + \frac{4}{l} \sum_{k=1}^{l-2} \rho(\mathcal{E}_n(y_j), \mu) \]

\[ < \varepsilon + \frac{4}{l} \sum_{j=1}^{l-2} \rho(\mathcal{E}_n(y_j), \mu) \leq \frac{3}{4} \varepsilon. \]

Now we define
\[
\Sigma^+_m = \Sigma^+_{m-1} := \theta_0 \theta_1 \theta_2 \cdots \theta_j = (\theta_{j,1}, \ldots, \theta_{j,l-2}) \in \Gamma \text{ for any } j \in \mathbb{Z}^+.
\]

(\( \Sigma_m = \Sigma_m := \{ \theta = \ldots \theta_2 \theta_1 \theta_0 \theta_1 \theta_2 \cdots : \theta_j = (\theta_{j,1}, \ldots, \theta_{j,l-2}) \in \Gamma \text{ for any } j \in \mathbb{Z} \} \))

Then \( (\Sigma^+_m, \sigma) \) (resp. \( (\Sigma_m, \sigma) \)) is a full shift and for each \( \theta = \theta_0 \theta_1 \theta_2 \cdots \) (resp. \( \theta = \ldots \theta_2 \theta_1 \theta_0 \theta_1 \theta_2 \cdots \)) in \( \Sigma^+_m \) (resp. \( \Sigma_m \))
\[
\mathcal{E}_\theta = \mathcal{E}_{\theta_0} \mathcal{E}_{\theta_1} \mathcal{E}_{\theta_2} \cdots \text{ (resp. } \mathcal{E}_\theta = \ldots \mathcal{E}_{\theta_2} \mathcal{E}_{\theta_1} \mathcal{E}_{\theta_0} \mathcal{E}_{\theta_1} \mathcal{E}_{\theta_2} \cdots \text{)}
\]
is a \( \delta \)-pseudo-orbit. We write \( \mathcal{E}_\theta = (\omega_0, \omega_1, \omega_2, \ldots) \) (resp. \( \mathcal{E}_\theta = \omega_0 - 2 \omega_1 + \omega_2 \ldots \) ) by the shadowing property,
\[ Y_\theta = \{ z \in X : d(f^j(z), \omega_j) \leq \varepsilon, \text{ for any } j \in \mathbb{Z}^+ \}
\]
(resp. \( Y_\theta = \{ z \in X : d(f^j(z), \omega_j) \leq \varepsilon, \text{ for any } j \in \mathbb{Z} \})
is nonempty and closed. Since \( \omega_0 = x_0 \), one has
\[ Y_\theta \subseteq B(x_0, \varepsilon) \subseteq B(x_0, \frac{\delta}{2}) \subseteq B(x, \frac{\delta}{2} + \frac{\varepsilon}{2}) \subseteq B(x, \varepsilon) \subseteq U. \]

We claim that \( Y_\theta \cap Y_{\theta'} = \emptyset \) for any \( \theta \neq \theta' \) in \( \Sigma^+_m \) (resp. \( \Sigma_m \)). By \( \theta 
eq \theta' \) there is \( t \in \mathbb{Z}^+ \) (resp. \( t \in \mathbb{Z} \)) and \( 1 \leq s \leq l - 2 \) such that \( \theta_{t,s} \neq \theta'_{t,s} \). Since \( \theta_{t,s} \) and \( \theta'_{t,s} \) are \((n, \frac{\delta}{2})\)-separated, we have \( d_n(f^{int+sn+n}(z), f^{int+sn+n}(z')) > \varepsilon^* / 3 - 2 \varepsilon > \varepsilon^* / 9 \) for any \( z \in Y_\theta \) and \( z' \in Y_{\theta'} \). So \( Y_\theta \cap Y_{\theta'} = \emptyset \). Then we can define the following disjoint union:
\[ \Lambda = \bigcup_{\theta \in \Sigma_m} Y_\theta \text{ (resp. } \Lambda = \bigcup_{\theta \in \Sigma_m} Y_\theta \text{)}.
\]

Note that \( \Lambda \subseteq U \), \( f^{nl}(Y_\theta) \subset Y_{\sigma(\theta)} \) and \( k = nl \). Then \( f^k(\Lambda) \subseteq \Lambda \). Therefore, if we define \( \pi : \Lambda \to \Sigma^+_m \) (resp. \( \Sigma_m \)) as
\[ \pi(x) := \theta \text{ for all } x \in Y_\theta \text{ with } \theta \in \Sigma^+_m \text{ (resp. } \Sigma_m \text{)}, \]
then \( \pi \) is surjective by the shadowing property. Follow the same line of Lemma 3.2, we can prove \( \pi \) is continuous. Since both \( \Lambda \) and \( \Sigma^+_m \) (resp. \( \Sigma_m \)) are compact metric space, we have that \( \pi \) is a homeomorphism and thus \( \pi \) is a conjugate map. Hence, \( f^k(\Lambda) = \Lambda \).

Next we show that \( f^k(\Lambda) \cap f^{k'}(\Lambda) = \emptyset \) for any \( 0 \leq k'' < k' \leq k - 1 \). It is enough to show that \( \Lambda \cap f^k(\Lambda) = \emptyset \) for any \( 1 \leq k \leq k - 1 \). In fact, if \( f^i(\Lambda) \cap f^j(\Lambda) \neq \emptyset \) for some \( 0 \leq i < j \leq k - 1 \), then
\[ \emptyset \neq f^{N-i}(f^i(\Lambda) \cap f^j(\Lambda)) \subseteq f^{N}(\Lambda) \cap f^{j+N-i}(\Lambda) = \Lambda \cap f^{j-i}(\Lambda). \]
Now, suppose that $\Lambda \cap f^k(\Lambda) \neq \emptyset$ for some $1 \leq k \leq k-1$ then for any $z \in \Lambda \cap f^k(\Lambda)$, there exist $\theta$, $\theta' \in \Sigma^+_m$ (resp. $\Sigma_m$) such that
\[
d(f^j(z), \omega_j) \leq \varepsilon \quad \text{and} \quad d(f^{j}(z), \omega'_{j+k}) \leq \varepsilon, \quad \text{for any } j \in \mathbb{Z}^+ \text{ (resp. } \mathbb{Z})
\]
where
\[
\mathcal{E}_\theta = \omega_0 \omega_1 \omega_2 \ldots \quad \text{and} \quad \mathcal{E}_{\theta'} = \omega'_0 \omega'_1 \omega'_2 \ldots
\]
(resp. $\mathcal{E}_\theta = \ldots \omega_{-2} \omega_{-1} \omega_0 \omega_1 \omega_2 \ldots$ and $\mathcal{E}_{\theta'} = \ldots \omega'_{-2} \omega'_{-1} \omega'_0 \omega'_1 \omega'_2 \ldots$)
Then we have
\[
d(\omega_j, \omega'_{j+k}) \leq 2\varepsilon, \quad \text{for any } j \in \mathbb{Z}^+ \text{ (resp. } \mathbb{Z}).
\]

Case (1): If $1 \leq k \leq n - 1$, then (7.12) implies $d(\omega_j, \omega'_{j+k}) \leq 2\varepsilon < \frac{\varepsilon}{\varepsilon}$ for any $0 \leq j \leq n - 1$. Note that
\[
\omega_0 \omega_1 \omega_2 \ldots \omega_{2n-1} = (x_0, f x_0, \ldots, f^{n-1} x_0)
\]
this contradicts that the minimal period of $x_0$ is $n$.

Case (2): If $k = n$, then (7.12) implies $d(\omega_{j+n}, \omega'_{j+2n}) \leq 2\varepsilon < \frac{\varepsilon}{\varepsilon}$ for any $0 \leq j \leq n - 1$. Note that
\[
\omega_0 \omega_1 \omega_2 \ldots \omega_{2n-1} = (x_0, f x_0, \ldots, f^{n-1} x_0)
\]
and $\omega'_{2n} \in \tilde{\Gamma}_n$, this contradicts that $d_\mu(y, f^n(x_0)) \geq \frac{\varepsilon}{\varepsilon}$ for any $y \in \tilde{\Gamma}_n$ and $0 \leq j \leq n - 1$.

Case (3): If $n < k \leq (l-1)$, then $\tilde{k} = tn + s$ for some $1 \leq t \leq l - 2$ and $0 \leq s \leq n - 1$. Thus (7.12) implies $d(\omega_{n+s}, \omega'_{n+s+1}) \leq 2\varepsilon$ for any $0 \leq j \leq n - 1$. Note that
\[
\omega_0 \omega_1 \omega_2 \ldots \omega_{2n-1} = (x_0, f x_0, \ldots, f^{n-1} x_0)
\]
and $\omega'_{t+1} \in \tilde{\Gamma}_n$, this contradicts that $d_\mu(y, f^n(x_0)) \geq \frac{\varepsilon}{\varepsilon}$ for any $y \in \tilde{\Gamma}_n$ and $0 \leq j \leq n - 1$.

Case (4): If $(l-1) \leq n \leq n - 1$, then (7.12) implies $d(\omega_{n+s}, \omega'_{n+s+1}) \leq 2\varepsilon$ for any $0 \leq j \leq n - 1$. Note that
\[
\omega_0 \omega_1 \omega_2 \ldots \omega_{2n-1} = (x_0, f x_0, \ldots, f^{n-1} x_0)
\]
and $1 \leq n - \tilde{k} < n$, this contradicts that the minimal period of $x_0$ is $n$.

So we have $\Lambda \cap f^k(\Lambda) = \emptyset$ for any $1 \leq k \leq k-1$ and thus $f^{k''} (\Delta) \cap f^{k'} (\Delta) = \emptyset$ for any $0 \leq k'' < k' \leq k-1$.

For any ergodic measure $\xi \in M(f, \bigcup_{i=0}^{k-1} f^i(\Lambda))$, pick an arbitrary generic point $z$ of $\xi$ in $\Lambda$. Then
\[
\rho(\mathcal{E}_{tn}(f^tn(z)), \mu) < \frac{3}{4}\varepsilon \quad \text{for any } t \in \mathbb{N}
\]
bypress (7.11). In addition, we have $\xi = \lim_{t \to \infty} \mathcal{E}_t(z) = \lim_{t \to \infty} \mathcal{E}_{tn}(z)$. So we have
\[
\rho(\xi, \mu) = \lim_{t \to \infty} \rho(\mathcal{E}_{tn}(z), \mu) \leq \frac{3}{4}\varepsilon.
\]
By the ergodic decomposition theorem, we obtain that
\[
M(f, \bigcup_{i=0}^{k-1} f^i(\Lambda)) \subseteq B(\mu, \xi).
\]
As a result, $\bigcup_{i=0}^{k-1} f^i(\Lambda) \subseteq X$. For otherwise,
\[
d_H(\{\mu\}, M(f, \bigcup_{i=0}^{k-1} f^i(\Lambda))) = d_H(\{\mu\}, M(f, X)) > \zeta,
\]
it is a contradiction. \(\square\)

To know the property of $(\bigcup_{i=0}^{k-1} f^i(\Lambda), f)$ for $(\Lambda, f)$ in Lemma 7.10, we will show the following lemma.

Lemma 7.11. Suppose $(X, f)$ is a topological dynamical system. Consider $\Delta \subseteq X$ which satisfies $f^n(\Delta) \subseteq \Delta$ for some $n \in \mathbb{N}$ and let $\Lambda = \bigcup_{i=0}^{n-1} f^i(\Delta)$. If $(\Delta, f^n)$ has periodic specification property, then $(\Lambda, f)$ has periodic gluing orbit property.

Proof. Fix $\varepsilon > 0$. Let $\eta \in (0, \varepsilon)$ be such that for every $y, z \in X$ and every $i = 0, \ldots, n - 1$ one has $d(f^i(y), f^i(z)) \leq \varepsilon$ provided $d(y, z) \leq \eta$. We claim that it is enough to set $K = n M_0 + 3 n$, where $M_0$ is defined in Definition 2.14. Fix $x_1, \ldots, x_k \in X$ and $n_1, \ldots, n_k \geq 1$. For any $1 \leq i \leq k$ let $x_i \in \Delta$ be such that there exists $m_i \in \{0, \ldots, n - 1\}$ such that $f^{m_i}(x_i) = x_i$. And for any $1 \leq i \leq k$ there is $q_i \geq 0$ and
For Θ = \{0\} for every 0 ≤ j ≤ \tilde{n}_i - 1 and
\[ d(f^{j+\tilde{n}_i+\cdots+\tilde{n}_{i-1}+M_n}(\tilde{x}), f^{j\tilde{n}_i}(\tilde{x})) ≤ η \]
for all 0 ≤ j ≤ \tilde{n}_i - 1, 2 ≤ i ≤ k, and \( f^{(\tilde{n}_i+M_n+\cdots+\tilde{n}_{i-1}+M_n)}(\tilde{x}) = \tilde{x} \). Then we have \( d(f^j(\tilde{x}), f^{j\tilde{n}_i}(\tilde{x})) ≤ ε \) for every 0 ≤ j ≤ \tilde{n}_i - 1 and
\[ d(f^{j+\tilde{n}_i+\cdots+\tilde{n}_{i-1}+M_n}(\tilde{x}), f^{j(\tilde{n}_i)}(\tilde{x})) ≤ ε \]
for all 0 ≤ j ≤ \tilde{n}_i - 1, 2 ≤ i ≤ k. Set \( x = f^{m_1}(\tilde{x}), p_i = 2n - m_i = r_i + nM_0 + m_{i+1} \) for any 1 ≤ i ≤ k - 1, and \( p_k = 2n - m_k = r_k + nM_0 + m_1 \). Then \( d(f^j(x), f^{j\tilde{n}_i}(x)) ≤ ε \) for every 0 ≤ j ≤ \tilde{n}_i - 1 and
\[ d(f^{j+n_1+p_1+\cdots+n_{k-1}+p_k}(x), f^j(x)) ≤ ε \]
for all 0 ≤ j ≤ \tilde{n}_i - 1 and 2 ≤ i ≤ k, and \( f^{n_1+p_1+\cdots+n_{k-1}+p_k}(x) = x \). So by \( p_0 ≤ 2n + nM_0 + n = Kε \) we complete the proof. □

Now, we give the proof of Lemma B.

Proof of Lemma B. Suppose that \((X, f)\) is topologically transitive topologically expanding (resp. topologically transitive topologically Anosov) and fix \( α > 0 \), then by Lemma 7.10, there are \( m, k ∈ N, \frac{mαm}{k} > h_{top}(f) - α \) and a closed set \( \Delta ⊂ X \) invariant under \( f^k \) such that \( \bigcup_{i=0}^{k-1} f^i(\Delta) \subset X \) and there is a conjugate map
\[ π : (\Delta, f^k) \rightarrow (\Sigma^+_m, σ) \text{ (resp. } (\Sigma_m, σ)) \].

Since \((\Sigma^+_m, σ)\) (resp. \((\Sigma_m, σ)\)) has periodic specification property by [17, Proposition 21.2], one has that \((\Delta, f^k)\) also has periodic specification property. Hence, by Lemma 7.11, \((\Lambda, f)\) has periodic gluing orbit property where \( \Lambda = \bigcup_{i=0}^{k-1} f^i(\Delta) \subset X \). As a result, \((\Lambda, f)\) is topologically transitive and thus internally chain transitive. By Corollary 2.27, \((\Lambda, f)\) has the refined entropy-dense property. It can be checked that periodic points are dense in \( \Lambda \), then there is a \( ν ∈ M(f, Λ) \) with \( S_ν = Λ \) [17, Proposition 21.12]. This implies that \( C^λ_Λ = Λ \). Since \( π \) is a conjugation,
\[ h_{top}(f, Λ) = \frac{1}{k} h_{top}(f^k, Δ) = \frac{1}{k} h_{top}(σ, Σ^+_m) = \frac{\log m}{k} > h_{top}(f) - α > 0. \]
Therefore, \((\Lambda, f)\) is not uniquely ergodic. □

Now, we give the proof of Theorem C: Case \( (1020304050) \).

Proof of Theorem C: Case \( (1020304050) \). Given \( 0 < η < h_{top}(f) \), by Lemma B, there exists a nonempty subset \( Λ ⊂ X \) such that
(1) \((Λ, f)\) is not uniquely ergodic;
(2) \((Λ, f)\) is internally chain transitive;
(3) \((Λ, f)\) has refined entropy-dense property;
(4) \( C^λ_Λ = Λ \);
(5) \( h_{top}(f, Λ) > h_{top}(f) - η \).

By Lemma A, there exists an internally chain transitive closed invariant subset \( Θ ⊂ X \) such that \( Λ ⊂ Θ \) and \( M(f, Θ) = M(f, Λ) \). As a result, \( C^λ_Θ = Λ ⊂ Θ \). For \( Λ \), by item (1) of Lemma 7.4, for any \( i ∈ \{1, 2, \cdots, 6\} \), there is \( K_i ⊂ M(f, Λ) \) such that
\[ G^i_{K_i} ∩ NRec(f) ⊂ Ξ(101110), G^i_{K_i} ∩ NRec(f) ⊂ Ξ(101010), G^i_{K_i} ∩ NRec(f) ⊂ Ξ(110110), \]
\[ G^i_{K_i} ∩ NRec(f) ⊂ Ξ(100110), G^i_{K_i} ∩ NRec(f) ⊂ Ξ(100100), G^i_{K_i} ∩ NRec(f) ⊂ Ξ(100010) \]
and
\[ \inf\{ h_ν(f) : μ ∈ K_i \} > h_{top}(f, Λ) - η > h_{top}(f) - 2η. \]

For \( Θ \), by item (2) of Lemma 7.4, for any \( i ∈ \{1, 2, \cdots, 6\} \), there is \( K_i ⊂ M(f, Θ) \) such that
\[ G^θ_{K_i} ∩ NRec(f) ⊂ Ξ(101110), G^θ_{K_i} ∩ NRec(f) ⊂ Ξ(100100), G^θ_{K_i} ∩ NRec(f) ⊂ Ξ(110100), \]
\[ G^θ_{K_i} ∩ NRec(f) ⊂ Ξ(100100), G^θ_{K_i} ∩ NRec(f) ⊂ Ξ(100000), G^θ_{K_i} ∩ NRec(f) ⊂ Ξ(100000) \]
and
\[ \inf\{ h_ν(f) : μ ∈ K_i \} > h_{top}(f, Θ) - η > h_{top}(f) - 2η. \]
Given a nonempty open set $U \subset X$, since $(X, f)$ is topologically transitive and $\Theta \subset X$, by Lemma 7.9, there is a nonempty open set $V$ in $X$ such that $V \subset U$ and $V \cap \Theta = \emptyset$. For any $i \in \{1, 2, \cdots, 6, 1', 2', \cdots, 6'\}$, by Lemma 2.12, Lemma 2.13 and Theorem 6.3, we have that

$$h_{\text{top}}(f, G^{A}_{K_i} \cap V) = h_{\text{top}}(f, G^{\Theta}_{K_i} \cap V) = \inf \{h_\mu(f) : \mu \in K_i\} > h_{\text{top}}(f) - 2\eta.$$  

Since $V \cap \Theta = \emptyset$ and $V \subset U$, we have that

$$G^{A}_{K_i} \cap V \subset G^{\Theta}_{K_i} \cap \text{NRec}(f) \cap U$$

and

$$G^{\Theta}_{K_i} \cap V \subset G^{\Theta}_{K_i} \cap \text{NRec}(f) \cap U.$$  

Hence, for any $1\alpha_2\alpha_3\alpha_4\alpha_5\alpha_6\alpha_7\alpha_8\alpha_9\alpha_{10}$, we have that

$$h_{\text{top}}(f, \text{NRec}(f) \cap \mathcal{C}_i \cap U) > h_{\text{top}}(f) - 2\eta.$$  

Finally, by the arbitrariness of $\eta$, we finish the proof. \hfill \Box

7.3. Proof of Theorem C: Case $(\alpha_2\alpha_3\alpha_4\alpha_5\alpha_6)$. To give the proof, we will construct a dynamical system with large topological entropy, having a unique minimal subsystem $Y$, and three invariant measures $\mu_1$, $\mu_2$ and $\mu_3$ such that $S_\mu$ is internally chain transitive and $Y \subset S_{\mu_1} \subset S_{\mu_2} \subset S_{\mu_3}$. Firstly, we will construct such dynamical systems in full shifts. Let’s recall basic notations. A word $A = a_1a_2 \cdots a_s$ is said to be appeared in a word $B = b_1b_2 \cdots b_l$, denoted by $a_1a_2 \cdots a_s \prec b_1b_2 \cdots b_l$ or $A \preceq B$ if there exists $1 \leq l \leq l - s + 1$ such that $a_1a_2 \cdots a_s = b_l \cdots b_{l+s-1}$. We use $AB$ to denote $a_1a_2 \cdots a_s b_1b_2 \cdots b_l$ and $A^m$ to denote $A^{m-1}A$ for $m \geq 2$. Given $x \in (\Sigma^+_m, \sigma)$ (respectively, $(\Sigma_m, \sigma)$), a word $A = a_1a_2 \cdots a_s$ is said to be appeared in $x$ if there exists $j \in \mathbb{Z^+}$ (respectively, $\mathbb{Z}$) such that $A \preceq x_jx_{j+1} \cdots x_{j+s-1}$, we also say that $A$ is a word of $x$. The length of a word $A = a_1a_2 \cdots a_s$ is denoted as $|A| = s$. The following lemma is due to the definition of almost periodic points.

Lemma 7.12. [17, Theorem 26.7] Given $x \in (\Sigma^+_m, \sigma)$ (respectively, $(\Sigma_m, \sigma)$), then $x$ is almost periodic if and only if for any $j \geq 0$, there exists $N \geq 1$ such that for any $q \geq 0$ (respectively, $q \in \mathbb{Z}$), $x_0x_1 \cdots x_j \prec x_qx_{q+1} \cdots x_{q+N-1}$ (respectively, $x_{-j} \cdots x_{-1}x_0x_1 \cdots x_j \prec x_qx_{q+1} \cdots x_{q+N-1}$).

Lemma 7.13. Given an integer $m > 1$, a almost periodic point $z$ of $(\Sigma^+_m, \sigma)$ (respectively, $(\Sigma_m, \sigma)$) and a recurrent point $x$ of $(\Sigma^+_m, \sigma)$ satisfying that for any $j \geq 0$, there exists $N \geq 1$ such that for any $m \geq 0$, we have

$$z_0z_1 \cdots z_j \prec x_mx_{m+1} \cdots x_{m+N-1}.$$  

(respectively, $z_{-j} \cdots z_{-1}z_0z_1 \cdots z_j \prec x_mx_{m+1} \cdots x_{m+N-1}$.)

Then $\text{orb}(x, \sigma)$ has a unique minimal subsystem $\text{orb}(z, \sigma), \sigma)$.

Proof. Given $j \geq 0$ and $y \in \text{orb}(x, \sigma)$ (respectively, $(\Sigma_m, \sigma)$), by assumptions, there exists there exists $N \geq 1$ such that for any $m \geq 0$, we have

$$z_0z_1 \cdots z_j \prec x_mx_{m+1} \cdots x_{m+N-1}.$$  

(respectively, $z_{-j} \cdots z_{-1}z_0z_1 \cdots z_j \prec x_mx_{m+1} \cdots x_{m+N-1}$.)

Since $y \in \text{orb}(x, \sigma)$, there exists $L \geq 0$ such that

$$y_0y_1 \cdots y_{N-1} = x_Lx_{L+1} \cdots x_{L+N-1}.$$  

Hence,

$$z_0z_1 \cdots z_j \prec y_0y_1 \cdots y_{N-1}.$$  

(respectively, $z_{-j} \cdots z_{-1}z_0z_1 \cdots z_j \prec y_0y_1 \cdots y_{N-1}$.)

By the arbitrariness of $j$, one has $z \in \text{orb}(y, \sigma)$ and thus $\text{orb}(z, \sigma) \subset \text{orb}(y, \sigma)$. Therefore, $\text{orb}(x, \sigma), \sigma)$ has a unique minimal subsystem $\text{orb}(z, \sigma), \sigma)$. \hfill \Box
Lemma 7.14. Given an integer \( m > 1 \), a almost periodic point \( z \) of \( (\Sigma_m^+, \sigma) \) (resp. \( (\Sigma_m, \sigma) \)) and a point \( x \) of \( (\Sigma_m^+, \sigma) \) (resp. \( (\Sigma_m, \sigma) \)) satisfying that for any \( j \geq 0 \), there exists \( N \geq 1 \) such that for any \( m \geq 0 \), we have

\[
z_0 z_1 \cdots z_j < x_m x_{m+1} \cdots x_{m+N-1}\]  
(resp. \( z_j \cdots z_{-1} z_0 z_1 \cdots z_j < x_m x_{m+1} \cdots x_{m+N-1} \))

Then there exists a recurrent point \( y \) of \( (\Sigma_m^+, \sigma) \) (resp. \( (\Sigma_m, \sigma) \)) such that

1. \( \text{orb}(x, \sigma) \subseteq \omega_{\sigma}(y) = C_y^* \);
2. for any \( j \geq 0 \), there exists \( L \geq 1 \) such that for any \( m \geq 0 \), we have

\[
z_0 z_1 \cdots z_j < y_m y_{m+1} \cdots y_{m+L-1}\]  
(resp. \( z_j \cdots z_{-1} z_0 z_1 \cdots z_j < y_m y_{m+1} \cdots y_{m+L-1} \))

Proof. By Lemma 7.13, \( \text{orb}(x, \sigma) \) has a unique minimal subsystem \( \text{orb}(z, \sigma) \) and thus we can choose a word \( C_0 = a_0 \cdots a_{m_0-1} \) for some \( m_0 \in \mathbb{N} \) such that \( C_0 \) do not appear in \( x \). For any \( k \in \mathbb{N} \), denote

\[B_k = x_0 x_1 \cdots x_{k-1},\]

then \( |B_k| = k \). Given a sequence \( \{b_n\}_{n=1}^{\infty} \) of \( \mathbb{N} \), which will be determined later, denote

\[C_1 = (C_0 C_0 B_1)^{b_1} C_0 C_2 = (C_1 C_1 B_2)^{b_2} C_1 C_1 \text{ and } C_{n+1} = (C_n C_n B_{n+1})^{b_{n+1}} C_n C_n\]

for any \( n \in \mathbb{Z}^+ \). Now, we choose \( \{b_n\}_{n=1}^{\infty} \) such that

\[
\frac{|B_k|}{|C_{m-1}|} < \frac{1}{2^{n-1}} \quad \text{for any } n \in \mathbb{N}^+.
\]

Given \( m \in \mathbb{Z}^+, n \in \mathbb{N} \), denote \( \gamma_{m,n} \) the frequency of the word \( C_m C_m \) appearing in the word \( C_{m+n} \), which is defined as \( \gamma_{m,n} = \frac{p_{m,n}}{|C_{m+n}|} \), where \( p_{m,n} \) is the number of times of the word \( C_m C_m \) appearing in the word \( C_{m+n} \). Then \( \gamma_{m,1} \geq \frac{b_{m+1}^{n+1}}{|C_{m+n+1}|} > 0 \) and for any \( m \geq 0 \) and \( n \geq 2 \), we have that

\[
\gamma_{m,n} \geq \frac{2(b_{m+n}+1)|C_{m+n-1}|}{b_{m+n+2}|C_{m+n-1}|+|B_{m+n}|+2|C_{m+n-1}|} \gamma_{m,n-1} \geq \frac{1}{1+\frac{1}{2^{n-1}}} \gamma_{m,n-1} \geq \frac{1}{\prod_{i=1}^{\infty} (1+\frac{1}{2^i})^\gamma_{m,1}} > 0.
\]

We define

\[y = y_0 y_1 \cdots \text{ as } y_0 y_1 \cdots y_{|C_{n-1}|} = C_n \text{ for any } n \in \mathbb{N}^+\]

(resp. \( y = \cdots y_{-1} y_0 y_1 \cdots \text{ as } y_{-|C_n-1|} \cdots y_{-1} y_0 y_1 \cdots y_{|C_{n-1}|} = C_n C_n \) for any \( n \in \mathbb{N}^+ \))

and the cylinder

\[C_n C_n = \{ w \in \Sigma_m^+ : w_0 w_1 \cdots w_{|C_n|} = C_n C_n \}, \]

(resp. \( C_n C_n = \{ w \in \Sigma_m : w_{-|C_n|} \cdots w_{-1} w_0 w_1 \cdots w_{|C_n-1|} = C_n C_n \} \})

Then \( y \) is a recurrent point and \( \text{orb}(x, \sigma) \subseteq \omega_{\sigma}(y) \). For any \( m \geq 0 \), we have

\[
\liminf_{n \to \infty} \frac{1}{|C_n|} \sum_{i=0}^{|C_n|-1} \delta_{\sigma}(y)(\{C_m C_m\}) \geq \frac{1}{\prod_{i=1}^{\infty} (1+\frac{1}{2^i})^\gamma_{m,1}} > 0.
\]

As a result, we have that \( y \in C_y^* \) and thus \( \omega_{\sigma}(y) = C_y^* \).

Now, given \( j \geq 0 \), there exists \( N \geq 1 \) such that for any \( m \geq 0 \), we have

\[
z_0 z_1 \cdots z_j < x_m x_{m+1} \cdots x_{m+N-1}\]  
(resp. \( z_j \cdots z_{-1} z_0 z_1 \cdots z_j < x_m x_{m+1} \cdots x_{m+N-1} \)).
Denote $L = |C_N|$, from the definition of $y$, for any $m \geq 0$, the word $y_{m}y_{m+1}\cdots y_{m+L-1}$ contains a word of $x$ with length $|B_N| = N$ and thus
\[
\begin{align*}
& z_0z_1\cdots z_j \prec y_{m}y_{m+1}\cdots y_{m+L-1}, \\
& (\text{resp. } z_{-j}\cdots z_{-1}z_0z_1\cdots z_j \prec y_{m}y_{m+1}\cdots y_{m+L-1}.)
\end{align*}
\]

\textbf{Lemma 7.15.} Given an integer $m > 1$ and $\alpha < \log m$, there exists a subsystem $(\Lambda, \sigma)$ of $(\Sigma_m, \sigma)$ (resp. $(\Sigma_m, \sigma)$) such that
\begin{enumerate}
\item $(\Lambda, \sigma)$ has a unique minimal subsystem $(\Delta, \sigma)$ with $\Delta \subset \Lambda$;
\item $h_{\text{top}}(\sigma, \Delta) > h_{\text{top}}(\sigma, \Lambda) > \log m - \alpha$;
\item there exist three invariant measures of $(\Lambda, \sigma)$, denoted by $\mu_1, \mu_2, \mu_3$, such that $\Delta \subset S_{\mu_1} \subset S_{\mu_2} \subset S_{\mu_3} = \Lambda \subset \Sigma_m^+$ (resp. $\Sigma_m$);
\item $S_{\mu_1}, S_{\mu_2}$ and $S_{\mu_3}$ are all transitive;
\item $\min\{h_{\mu_1}, h_{\mu_2}, h_{\mu_3}\} > \log m - \alpha$.
\end{enumerate}

\textbf{Proof.} Given $0 < \alpha < \log m$, since $(\Sigma_m, \sigma)$ (resp. $(\Sigma_m, \sigma)$) satisfies the shadowing property, by Lemma 2.10, there exists a minimal subsystem $(\Delta, \sigma)$ such that $h_{\text{top}}(\sigma, \Delta) > h_{\text{top}}(\sigma, \Lambda) = \log m - \alpha$. Choose $x \in \Delta$, then by Lemma 7.12, for any $j \geq 0$, there exists $N \geq 1$ such that for any $m \geq 0$, we have
\[
\begin{align*}
x_0x_1\cdots x_j \prec x_{m}x_{m+1}\cdots x_{m+N-1},
\end{align*}
\]
(resp. $x_{-j}\cdots x_{-1}x_0x_1\cdots x_j \prec x_{m}x_{m+1}\cdots x_{m+N-1}.$)
By Lemma 7.14 and Lemma 7.13, we can find three recurrent points $y_1, y_2, y_3$ such that
\[
\begin{align*}
\Delta = \text{orb}(x, \sigma) \subset \omega_\sigma(y_1) = C_{y_1} \subset \omega_\sigma(y_2) = C_{y_2} \subset \omega_\sigma(y_3) = C_{y_3}
\end{align*}
\]
and $\Lambda := C_{y_3}$ has a unique minimal subsystem $\Delta$. It is clear that $\Lambda \subset \Sigma_m^+$ (resp. $\Sigma_m$). Since $y_1, y_2, y_3$ are all recurrent, we have that $C_{y_1}, C_{y_2}$ and $C_{y_3}$ are all transitive. By Lemma 7.2, we can find $\mu_1 \in M(f, C_{y_1}), \mu_2 \in M(f, C_{y_2})$ and $\mu_3 \in M(f, C_{y_3})$ such that $S_{\mu_1} = C_{y_1}, S_{\mu_2} = C_{y_2} \setminus \{y_3\}$ and $S_{\mu_3} = C_{y_3}$ and $
\min\{h_{\mu_1}, h_{\mu_2}, h_{\mu_3}\} > \log m - \alpha.
\]

\textbf{Lemma 7.16.} Suppose that $(X, f)$ is a dynamical system, $n \geq 1$ and $(\Delta_1, f^n)$ has a unique minimal subsystem $(\Delta_2, f^n)$, then $(\bigcup_{i=0}^{n-1} f^{i}(\Delta_1), f)$ has a unique minimal subsystem $(\bigcup_{i=0}^{n-1} f^{i}(\Delta_2), f)$.

\textbf{Proof.} Denote $\Lambda_1 = \bigcup_{i=0}^{n-1} f^{i}(\Delta_1)$ and $\Lambda_2 = \bigcup_{i=0}^{n-1} f^{i}(\Delta_2)$. Given $x \in \Lambda_1$, then there exists $0 \leq s \leq k - 1$ such that $f^s(x) \in \Delta_1$. Since $(\Delta_1, f^n)$ has a unique minimal subsystem $(\Delta_2, f^n)$, we have that
\[
\Delta_2 \subset \text{orb}(f^s(x), f^n).
\]
As a result,
\[
\Lambda_2 = \bigcup_{i=0}^{n-1} f^i(\Delta_2) \subset \bigcup_{i=0}^{n-1} f^i(\text{orb}(f^s(x), f^n)) \subset \bigcup_{i=0}^{n-1} f^i(\text{orb}(f^s(x), f^n)) \subset \text{orb}(x, f).
\]
Therefore, $(\Lambda_1, f)$ has a unique minimal subsystem $(\Lambda_2, f)$.

\textbf{Lemma 7.17.} Suppose that $(X, f)$ is a dynamical system, $n \geq 1$, $\emptyset \neq \Delta \subset X$ is compact, $f^n$-invariant. We define a map $\mathfrak{S} : M(f^n, \Delta) \to M(f, \Lambda)$ by
\[
\mathfrak{S}(\mu) = \frac{1}{n} \sum_{i=0}^{n-1} \mu \circ f^{-i},
\]
where $\Lambda = \bigcup_{i=0}^{n-1} f^i(\Delta)$. Then for any $\mu \in M(f^n, \Delta)$, we have
\begin{enumerate}
\item $h_{\mathfrak{S}(\mu)}(f) = \frac{1}{n} h_{\mathfrak{S}(\mu)}(f^n) = \frac{1}{n} h_{\mu}(f^n)$;
\item $S_{\mathfrak{S}(\mu)} = \bigcup_{i=0}^{n-1} f^i(S_{\mu})$. In particular, if $S_{\mu}$ is $f^n$-transitive, then $S_{\mathfrak{S}(\mu)}$ is $f$-transitive.
\end{enumerate}
Denote (3) there exist three invariant measures of $\Lambda$. As a result, there exists a subsystem compact, we have that $\mu = \lambda^\infty$.

Proof. Suppose that $(\Lambda, f)$ has a unique minimal subsystem $(\Delta, f)$ with $\Delta \subsetneq \Lambda$;

Lemma C. Suppose that $(X, f)$ is topologically transitive topologically expanding or topologically transitive topologically Anosov dynamical system.

Lemma C. Suppose that $(X, f)$ is topologically transitive topologically expanding or topologically transitive topologically Anosov dynamical system. Then for any $0 < \alpha < h_{top}(f)$, there exists a subsystem $(\Lambda, f)$ such that

(1) $(\Lambda, f)$ has a unique minimal subsystem $(\Delta, f)$ with $\Delta \subsetneq \Lambda$;

(2) $h_{top}(f, \Lambda) \geq h_{top}(f, \Delta) > h_{top}(f) - \alpha$;

(3) there exist three invariant measures of $(\Lambda, f)$, denoted by $\mu_1, \mu_2, \mu_3$, such that

$$\Delta \subsetneq \mu_1 \subsetneq \mu_2 \subsetneq \mu_3 = \Lambda \subsetneq X$$

(4) $S_{\mu_1}, S_{\mu_2}$ and $S_{\mu_3}$ are all transitive;

(5) $\min\{h_{\mu_1}, h_{\mu_2}, h_{\mu_3}\} > h_{top}(f) - \alpha$.

Proof. Suppose that $(X, f)$ is topologically transitive topologically expanding (resp. topologically transitive topologically Anosov). Given $0 < \alpha < h_{top}(f)$, then by Lemma 7.10, there are $m, k \in \mathbb{N}$, $\log m \geq h_{top}(f) - \alpha$ and a closed set $\Lambda' \subset X$ invariant under $f^k$ such that

(1) $\bigcup_{i=0}^{k-1} f^i(\Lambda') \subsetneq X$ and $f^i(\Lambda') \cap f^j(\Lambda')$ for any $0 \leq i < j \leq k - 1$;

(2) there is a conjugate map

$$\pi : (\Lambda', f^k) \to (\Sigma_m^+, \sigma) \quad (\Sigma_m, \sigma).$$

Choose $\alpha < \log m$ such that $\log m - \alpha > h_{top}(f) - \alpha$. By Lemma 7.15, there exists a subsystem $(\tilde{\Lambda}, \sigma)$ of $(\Sigma_m^+, \sigma)$ (resp. $(\Sigma_m, \sigma)$) such that

(1) $(\tilde{\Lambda}, \sigma)$ has a unique minimal subsystem $(\tilde{\Delta}, \sigma)$ with $\tilde{\Delta} \subsetneq \tilde{\Lambda}$;

(2) $h_{top}(\sigma, \tilde{\Lambda}) \geq h_{top}(\sigma, \tilde{\Delta}) > \log m - \alpha$;

(3) there exist three invariant measures of $(\tilde{\Lambda}, \sigma)$, denoted by $\nu_1, \nu_2, \nu_3$, such that

$$\tilde{\Delta} \subsetneq \nu_1 \subsetneq \nu_2 \subsetneq \nu_3 = \tilde{\Lambda} \subsetneq \Sigma_m^+ \quad (\Sigma_m, \sigma);$$

(4) $S_{\nu_1}, S_{\nu_2}$ and $S_{\nu_3}$ are all transitive;

(5) $\min\{h_{\nu_1}, h_{\nu_2}, h_{\nu_3}\} > \log m - \alpha$.

As a result, there exists a subsystem $(\Lambda_1, f^k)$ of $(\tilde{\Lambda}, f^k)$ such that

(1) $(\Lambda_1, f^k)$ has a unique minimal subsystem $(\Delta_1, f^k)$ with $\Delta_1 \subsetneq \Lambda_1$;

(2) $h_{top}(f, \Lambda_1) \geq h_{top}(f, \Delta_1) > \log m - \alpha$;

(3) there exist three invariant measures of $(\Lambda_1, f^k)$, denoted by $\omega_1, \omega_2, \omega_3$, such that

$$\Delta_1 \subsetneq \omega_1 \subsetneq \omega_2 \subsetneq \omega_3 = \Lambda_1 \subsetneq \Lambda;$$

(4) $S_{\omega_1}, S_{\omega_2}$ and $S_{\omega_3}$ are all transitive;

(5) $\min\{h_{\omega_1}(f^k), h_{\omega_2}(f^k), h_{\omega_3}(f^k)\} > \log m - \alpha$.

Denote $\Lambda = \bigcup_{i=0}^{k-1} f^i(\Lambda_1)$ and $\Delta = \bigcup_{i=0}^{k-1} f^i(\Delta_1)$. Then by Lemma 2.4,

$$h_{top}(f, \Lambda) \geq h_{top}(f, \Delta) \geq h_{top}(f, \Delta_1) = \frac{1}{k} h_{top}(f^k, \Delta_1) > \frac{\log m - \alpha}{k} > h_{top}(f) - \alpha$$

and by Lemma 7.16, $(\Lambda, \sigma)$ has a unique minimal subsystem $(\Delta, \sigma)$ with $\Delta \subsetneq \Lambda$. Finally, we denote $\mu_1 = \tilde{\sigma}(\omega_1), \mu_2 = \tilde{\sigma}(\omega_2)$, then by Lemma 7.17, we have

(1) $\Delta \subsetneq \mu_1 \subsetneq \mu_2 \subsetneq \mu_3 = \Lambda \subsetneq X$;

(2) $S_{\mu_1}, S_{\mu_2}$ and $S_{\mu_3}$ are all transitive;
Finally, by the arbitrariness of $\alpha$, we finish the proof. \qed

Now, we give the proof of Theorem C: Case $(0\alpha_203\alpha_3\alpha_50)$. 

Proof of Theorem C: Case $(0\alpha_203\alpha_3\alpha_50)$. Let $U \subseteq X$ be a nonempty open set. Given $0 < \alpha < \htop(f)$, by Lemma C, there exists a subsystem $(\Lambda, f)$ such that

1. $(\Lambda, f)$ has a unique minimal subsystem $(\Delta, f)$ with $\Delta \subseteq \Lambda$;
2. $\htop(f, \Delta) \geq \htop(f, \Delta) - \alpha$;
3. there exist three invariant measures of $(\Lambda, f)$, denoted by $\mu_1, \mu_2, \mu_3$, such that

$$\Delta \subseteq S_{\mu_1} \subseteq S_{\mu_2} \subseteq S_{\mu_3} = \Lambda \subseteq X;$$

4. $S_{\mu_1}, S_{\mu_2}$ and $S_{\mu_3}$ are all transitive;
5. $\min\{h_{\mu_1}, h_{\mu_2}, h_{\mu_3}\} > \htop(f) - \alpha$.

By Lemma A, there exist internally chain transitive closed invariant subset $\Theta_0, \Theta_1, \Theta_2, \Theta_3 \subseteq X$ such that

1. $\Delta \subseteq \Theta_0$ and $M(f, \Theta_0) = M(f, \Delta)$;
2. for any $1 \leq i \leq 3$, $S_{\mu_i} \subseteq \Theta_i$ and $M(f, \Theta_i) = M(f, S_{\mu_i})$.

Since $(X, f)$ is topologically transitive, by Lemma 7.9, there are nonempty open sets $V_i$ in $X$ such that $V_i \subseteq U$ and $V_i \cap \Theta_i = \emptyset$, for any $0 \leq i \leq 3$. By the variational principle, we can choose $\mu_0 \in M(f, \Delta)$ with $h_{\mu_0} > \htop(f) - \alpha$, then $S_{\mu_0} = \Delta$. Then we have

1. $\{x \in G_{\mu_0} : \omega_f(x) = \Delta\} \cap V_0 \subset \mathcal{C}(0111100) \cap U$ and $\{x \in G_{\mu_0} : \omega_f(x) = \Theta_0\} \cap V_0 \subset \mathcal{C}(0111100) \cap U$;
2. $\{x \in G_{\mu_1} : \omega_f(x) = S_{\mu_1}\} \cap V_1 \subset \mathcal{C}(0011100) \cap U$ and $\{x \in G_{\mu_1} : \omega_f(x) = \Theta_1\} \cap V_1 \subset \mathcal{C}(0111100) \cap U$;
3. $\{x \in G_{\mu_1} : \omega_f(x) = S_{\mu_1}\} \cap V_2 \subset \mathcal{C}(0010100) \cap U$ and $\{x \in G_{\mu_1} : \omega_f(x) = S_{\mu_2}\} \cap V_2 \subset \mathcal{C}(0010010) \cap U$;
4. $\{x \in G_{\mu_0, \mu_1} : \omega_f(x) = S_{\mu_1}\} \cap V_1 \subset \mathcal{C}(0101100) \cap U$ and $\{x \in G_{\mu_0, \mu_1} : \omega_f(x) = \Theta_1\} \cap V_1 \subset \mathcal{C}(0101100) \cap U$;

and

1. $\{x \in G_{\mu_1, \mu_2} : \omega_f(x) = \Theta_1\} \cap V_2 \subset \mathcal{C}(0001100) \cap U$;
2. $\{x \in G_{\mu_1, \mu_2} : \omega_f(x) = S_{\mu_2}\} \cap V_2 \subset \mathcal{C}(0001010) \cap U$;
3. $\{x \in G_{\mu_1, \mu_2} : \omega_f(x) = \Theta_2\} \cap V_2 \subset \mathcal{C}(0100100) \cap U$;
4. $\{x \in G_{\mu_0, \mu_2} : \omega_f(x) = S_{\mu_2}\} \cap V_3 \subset \mathcal{C}(0000100) \cap U$;

and

1. $\{x \in G_{\mu_1, \mu_2} : \omega_f(x) = \Theta_2\} \cap V_3 \subset \mathcal{C}(0100010) \cap U$;
2. $\{x \in G_{\mu_1, \mu_2} : \omega_f(x) = S_{\mu_3}\} \cap V_3 \subset \mathcal{C}(0000100) \cap U$;
3. $\{x \in G_{\mu_1, \mu_2} : \omega_f(x) = \Theta_3\} \cap V_3 \subset \mathcal{C}(0100000) \cap U$;
4. $\{x \in G_{\mu_0} : \omega_f(x) = \Theta_3\} \cap V_3 \subset \mathcal{C}(0000000) \cap U$;

and

1. $\{x \in G_{\mu_0} : \omega_f(x) = \Theta_3\} \cap V_3 \subset \mathcal{C}(0000000) \cap U$.

By Lemma 2.12, Lemma 2.13 and Theorem 6.3, for any $0\alpha_{02}\alpha_{3}\alpha_{4}\alpha_{5}0 \in \mathcal{A}$, we have that

$$\htop(f, \mathcal{C}(0\alpha_{02}\alpha_{3}\alpha_{4}\alpha_{5}0) \cap U) > \htop(f) - \alpha.$$ 

Finally, by the arbitrariness of $\alpha$, we finish the proof. \qed
7.4. Proof of Theorem C: Case (011111). Suppose that \((X, f)\) is topologically transitive topologically expanding (resp. topologically transitive topologically Anosov). Given a nonempty open set \(U \subset X\) and \(0 < \alpha < h_{\text{top}}(f)\), then by Lemma 7.10, there are \(m, k \in \mathbb{N}\), \(\frac{\log m}{k} > h_{\text{top}}(f) - \alpha\) and a closed set \(\Lambda \subset X\) invariant under \(f^k\) such that

1. \(\Lambda \subset U, \bigcup_{i=0}^{k-1} f^i(\Lambda) \subset X\) and \(f^i(\Lambda) \cap f^j(\Lambda)\) for any \(0 \leq i < j \leq k - 1\);
2. there is a conjugate map

\[
\pi : (\Lambda, f^k) \to (\Sigma_m^+, \sigma) \text{ (resp. } (\Sigma_m, \sigma))\]

By Lemma 2.10, one has \(h_{\text{top}}(f^k, AP(\Lambda) \cap \Lambda) = h_{\text{top}}(f^k, \Lambda) = \log m\). As a result,

\[
h_{\text{top}}(f, \mathcal{C}(011111) \cap U) = h_{\text{top}}(f, AP(f) \cap U) = h_{\text{top}}(f, AP(f^k) \cap U)
\]

\[
\geq h_{\text{top}}(f, AP(f^k) \cap \Lambda) = \frac{1}{k} h_{\text{top}}(f^k, AP(f^k) \cap \Lambda)
\]

\[
= \frac{\log m}{k} > h_{\text{top}}(f) - \alpha.
\]

Finally, by the arbitrariness of \(\alpha\), we finish the proof. \(\square\)

8. Lebesgue measure of \(\mathcal{C}(\alpha_1 \alpha_2 \cdots \alpha_6)\): Proof of Theorem D

8.1. Rotation on \(S^1\). Consider the circle \(S^1 = \mathbb{R}/\mathbb{Z}\). Given \(\alpha \in \mathbb{R}\) let \(f_\alpha : S^1 \to S^1\) denote the rotation of angle \(\alpha\) given by

\[
f_\alpha(x) = x + \alpha \text{ (mod 1)}
\]

for every \(x \in S^1\).

**Theorem 8.1.** For every rotation \(f_\alpha : S^1 \to S^1\), we have \(S^1 \subseteq \mathcal{C}(011111)\) and thus \(\mathcal{C}(011111)\) has full Lebesgue measure.

*Proof.* When \(\alpha \in \mathbb{R} \setminus \mathbb{Q}\), \(f_\alpha\) is a irrational rotation. It is well known that every irrational rotation is minimal and thus \(x \in \mathcal{C}(011111)\) for any \(x \in S^1\). When \(\alpha \in \mathbb{Q}\), every \(x \in S^1\) is periodic and thus \(x \in \mathcal{C}(011111)\). \(\square\)

8.2. Morse-Smale diffeomorphism. A diffeomorphism \(f : M \to M\) is said to be a Morse-Smale diffeomorphism if the following conditions are satisfied:

1. the non-wandering set \(\Omega_f\) is finite and hence consists only of periodic points;
2. all periodic points are hyperbolic;
3. for any \(p, q \in \Omega_f\), the stable manifold of \(p\) and the unstable manifold of \(q\) are transversal.

**Theorem 8.2.** For every Morse-Smale diffeomorphism \(f : M \to M\), we have \(M \setminus \Omega_f \subseteq \mathcal{C}(011110)\) and thus \(\mathcal{C}(011110)\) has full Lebesgue measure.

*Proof.* The definition of Morse-Smale diffeomorphism implies that for any \(x \in M\), \(\omega_f(x) = \text{orb}(p, f)\) for some \(p \in \Omega_f\). Note that if \(x \in M \setminus \Omega_f\), then \(\omega_f(x) \subset \text{orb}(f, x)\), and thus

\[
0 \subset \omega_g(x) = \omega_g(x) = \omega_f(x) = \omega_f(x) = \text{orb}(p, f) \subset \text{orb}(x, f)
\]

for some \(p \in \Omega_f\), which implies \(x \in \mathcal{C}(011110)\). \(\square\)

8.3. Bowen’s eye and smooth reparameterizations of irrational linear flows of the two torus with two stopping points. Let \(\Phi = \{\phi_t\}_{t \in \mathbb{R}}\) be a continuous flow on a compact metric space \(X\). Then \(\phi_t\) is the time-\(t\) map. We denote the set of all the \(\Phi\)-invariant Borel probability measures by \(M(\Phi)\). For any point \(x \in X\) and \(T \geq 0\), we define the empirical measure of \(x\) as

\[
\mathcal{E}_T(x) := \frac{1}{T} \int_0^T \delta_{\phi_s(x)} dt.
\]

We denote the set of limit points of \(\{\mathcal{E}_T(x)\}_{T \geq 0}\) by \(V_\Phi(x)\). For any \(\mu \in M(\Phi)\), denote \(G_\mu(\Phi) = \{x \in X : V_\Phi(x) = \{\mu}\}\).

**Lemma 8.3.** [48, Proposition 2.2 and Theorem 2.4] Let \(\Phi = \{\phi_t\}_{t \in \mathbb{R}}\) be a continuous flow on a compact metric space \(X\).
Figure 1. Bowen’s eye

(1) If $\mu \in M(\Phi)$, then $G_\mu(\varphi^t) \subseteq G_\mu(\Phi)$ for all $t \in \mathbb{R} \setminus \{0\}$.
(2) For any $t \in \mathbb{R} \setminus \{0\}$ and $x \in X$, $\mathbb{V}_\Phi(x) = 1$ if and only if $\mathbb{Z}_\varphi(x) = 1$.

Following the argument of [48, Proposition 2.2], we have

Lemma 8.4. Let $\Phi = \{\varphi^t\}_{t \in \mathbb{R}}$ be a continuous flow on a compact metric space $X$. If $\mu \in M(\Phi)$, $t \in \mathbb{R} \setminus \{0\}$ and $x \in X$, then $\mu \in V_\varphi^t(x)$ implies $\mu \in V_\varphi(x)$.

Next, we prove the following lemma.

Lemma 8.5. Let $\Phi = \{\varphi^t\}_{t \in \mathbb{R}}$ be a continuous flow on a compact metric space $X$. If $p$ is a fixed point of $\Phi$, then for any $t \in \mathbb{R}$ and $x \in X$, $\delta_p \in V_\varphi(x)$ implies $\delta_p \in V_{\varphi^t}(x)$.

Proof. It is enough to verify for $t = 1$. Assume that there is $x \in X$ such that $\delta_p \in V_{\varphi^t}(x)$ and $\delta_p \not\in V_{\varphi^t}(x)$. Let $\psi(y) = d(y, p)$ for any $y \in X$. Denote

$$\psi(x) = \liminf_{n \to \infty} \frac{1}{n} \sum_{j=0}^{n-1} \psi(\varphi^j(x)).$$

Then $\psi(p) = 0 < \psi(x)$. Take $0 < \varepsilon < \frac{\psi(x)}{4}$. Then there is $N \in \mathbb{N}$ such that for any $n \geq N$ one has

$$\sum_{j=0}^{n-1} \psi(\varphi^j(x)) > 3\varepsilon.$$ Denote $M_0 = \sup_{x \in X} \psi(x)$. Then we have

$$\sharp\{1 \leq j \leq n - 1 : \psi(\varphi^j(x)) > 2\varepsilon\} > n\frac{\varepsilon}{M_0 - 2\varepsilon}.$$ Take $\delta > 0$ such that $|\psi(y) - \psi(\varphi^t(y))| < \varepsilon$ for any $y \in X$ and $-\delta < t < \delta$. Then

$$\text{Leb}\{0 \leq t \leq n : \psi(\varphi^t(x)) > \varepsilon\} > 2\delta n\frac{\varepsilon}{M_0 - 2\varepsilon}.$$ So for any $T \geq N$ we have

$$\frac{1}{T} \int_0^T \psi(\varphi^t(x))dt \geq \frac{1}{T} \int_0^{\lfloor T\rfloor} \psi(\varphi^t(x))dt \geq \frac{1}{T} 2\delta [T]\frac{\varepsilon^2}{M_0 - 2\varepsilon},$$

which implies $\liminf_{T \to \infty} \frac{1}{T} \int_0^T \psi(\varphi^t(x))dt > 2\delta\frac{\varepsilon^2}{M_0 - 2\varepsilon} > 0$. So $\delta_p \not\in V_{\varphi^t}(x)$. \qed

We now consider the well-known example of a planar flow with divergent time averages attributed to Bowen (see [61]), which is often referred to as Bowen’s eye. In the example, there are two fixed hyperbolic saddle points $A$, $B$, and heteroclinic orbits connecting the two saddle points. We denote the expanding and contracting eigenvalues of the linearized vector field in $A$ by $\alpha_+$ and $-\alpha_-$ and in $B$ by $\beta_+$ and $-\beta_-$. 
The condition on the eigenvalues which makes the cycle attracting is that the contracting eigenvalues dominate: $\alpha_-\beta_+ = \alpha_+\beta_-$. Denote

$$\lambda = \alpha_-/\beta_+ \quad \text{and} \quad \sigma = \beta_-/\alpha_+,$$

then their values are positive and their product is bigger than 1. Denote the flow by $\Phi = \{\phi^t\}_{t \in \mathbb{R}}$. From [61], for any point $x$ inside the eye,

$$V_\Phi(x) = \{t\mu_1 + (1 - t)\mu_2 : t \in [0, 1]\}$$

where $\mu_1 = \frac{\sigma}{1+\sigma}\delta_A + \frac{1}{1+\sigma}\delta_B$ and $\mu_2 = \frac{\lambda}{1+\lambda}\delta_B + \frac{1}{1+\lambda}\delta_A$. Since $\lambda\sigma > 1$, then $\mu_1 \neq \mu_2$. Since $M(\varphi^t, X) = M(\Phi) = \{t\delta_A + (1 - t)\delta_B : t \in [0, 1]\}$, then by Lemma 8.3(2) we have $\varphi_\mathcal{V}(x) > 1$, by Lemma 8.4 we have $V_{\varphi_\mathcal{V}}(x) \subseteq V_\Phi(x)$. So

$$V_{\varphi_\mathcal{V}}(x) = \{t\mu_1 + (1 - t)\mu_2 : t \in [t_1, t_2]\}$$

for some $0 \leq t_1 < t_2 \leq 1$. Thus for any point $x$ inside the eye we have

$$\emptyset = \omega_\mathcal{V}(x) \subseteq \omega_\mathcal{V}(x) = \omega_\mathcal{V}(x) = \emptyset \cup \{B\} \not\subseteq \omega_\mathcal{V}(x) \subseteq \bigcup_{\mathcal{V}} \subseteq \bigcup_{\mathcal{V}} \subseteq \bigcup_{\mathcal{V}},$$

and thus $x \in \mathcal{V}(101100)$.

**Theorem 8.6.** For Bowen’s eye, $\text{Leb}(\mathcal{V}(101100)) > 0$.

In [1], Andersson and Guihéneuf studies the behavior of the Birkhoff averages of continuous functions along the orbits of a smooth reparameterization of an irrational flow on the 2-torus $T^2$ with two singularities of quadratic order. More precisely, the reparameterized flow $\{\varphi^t\}_{t \in \mathbb{R}}$ is generated by a vector field $X = \alpha X_0$, where $X_0 = (1, \alpha)$ is the infinitesimal generator of the irrational flow on $T^2$ of slope $\alpha \in \mathbb{R} \setminus \mathbb{Q}$ and $\phi : T^2 \to [0, +\infty)$ is a $C^3$ function which vanishes at two distinct points $p, q \in T^2$ and is positive elsewhere so that the Hessians of $\phi$ at $p$ and $q$ are positive definite. Denote

$$\mu_\infty = \frac{\sqrt{d_p}}{\sqrt{d_p + \sqrt{d_q}}} \delta_p + \frac{\sqrt{d_q}}{\sqrt{d_p + \sqrt{d_q}}} \delta_q,$$

where $d_p$ and $d_q$ are the determinants of the Hessians and $\delta_p$ and $\delta_q$ are the Dirac point measures at $p$ and $q$, respectively. From [1] there are subsets $\mathcal{D}, \mathcal{R} \subseteq \mathbb{R} \times T^2 \times T^2$ and $\mathcal{A} \subseteq \mathbb{R}$ with the following characteristics: $\mathcal{A}$ is of full Lebesgue measure, $\mathcal{R}$ is a dense $G_\delta$ set, and $\mathcal{D}$ is dense (but not $G_\delta$) such that for any $(\alpha, p, q) \in \mathcal{D} \times T^2 \times T^2$ and any $\Phi$ be a reparameterized linear flow satisfying (SH) with angle $\alpha$ and stopping points at $p$ and $q$. Then $\Phi$ has

- $V_\Phi(x) = \{\mu_\infty\}$ for Leb-a.e. $x$ if $(\alpha, p, q) \in \mathcal{D}$,

- $V_\Phi(x) = \{t\delta_p + (1 - t)\mu_\infty : t \in [0, 1]\}$ for Leb-a.e. $x$ if $\alpha \in \mathcal{A}$ and $q = p + r(1, \alpha) \mod \mathbb{Z}^2$ for some $r > 0$,

- $V_{\varphi_\mathcal{V}}(x) = \{t\delta_p + (1 - t)\delta_q : t \in [0, 1]\}$ for Leb-a.e. $x$ if $(\alpha, p, q) \in \mathcal{R}$.

Similar as Bowen’s eye, by Lemma 8.3, 8.4 and 8.5 we have

- $V_{\varphi_\mathcal{V}}(x) = \{\mu_\infty\}$ for Leb-a.e. $x$ if $(\alpha, p, q) \in \mathcal{D}$,

- for Leb-a.e. $x$ there is $0 \leq t^* < 1$ such that $V_{\varphi_\mathcal{V}}(x) = \{t\delta_p + (1 - t)\mu_\infty : t \in [t^*, 1]\}$ if $\alpha \in \mathcal{A}$ and $q = p + r(1, \alpha) \mod \mathbb{Z}^2$ for some $r > 0$,

- $V_{\varphi_\mathcal{V}}(x) = \{t\delta_p + (1 - t)\delta_q : t \in [0, 1]\}$ for Leb-a.e. $x$ if $(\alpha, p, q) \in \mathcal{R}$.

Then we have the following result.

**Theorem 8.7.** Let $\Phi$ be a reparameterized linear flow satisfying (SH) with angle $\alpha$ and stopping points at $p$ and $q$.

1. $x \in \mathcal{V}(101100)$ for Leb-a.e. $x$ if $(\alpha, p, q) \in \mathcal{D}$,
2. $x \in \mathcal{V}(1010100)$ for Leb-a.e. $x$ if $\alpha \in \mathcal{A}$ and $q = p + r(1, \alpha) \mod \mathbb{Z}^2$ for some $r > 0$,
3. $x \in \mathcal{V}(1101100)$ for Leb-a.e. $x$ if $(\alpha, p, q) \in \mathcal{R}$.

**8.4. Figure-eight attractor.** Now we consider the ‘figure-eight attractor’: Figure 2 shows a flow with a stationary saddle point $p$ whose stable and unstable manifolds coincide. Let $f$ be the time-1 map, and assume that $|\det Df(p)| < 1$. Then every point in the basin of this attractor is generic with respect to its
unique invariant measure $\delta_p$. Then for any $x \neq p$, one has $V_f(x) = \{\delta_p\}$, and $\omega_f(x) = L_1, L_2$ or $L_1 \cup L_2$,
and $\omega_f(x) \subset \text{orb}(x, f)$. This implies that for any $x \neq p$
$$\emptyset \subset \omega_B(x) = \omega_f(x) = \omega_f(x) = \{p\} \subset \omega_f(x) \subset \text{orb}(x, f),$$
and thus $x \in \mathcal{C}(011100)$.

**Theorem 8.8.** In the figure-eight attractor, $x \in \mathcal{C}(011100)$ for any $x \neq p$, and thus $\mathcal{C}(011100)$ has full Lebesgue measure.

**8.5. Axiom A system.** Let $f : M \rightarrow M$ be a diffeomorphism on a compact Riemannian manifold $M$. $f$ is said to satisfies **Axiom A** if the non-wandering set $\Omega(f)$ is hyperbolic and $\Omega(f) = \{x \in M : x \text{ is periodic}\}$. From Smale’s spectral decomposition theorem (see, for example, [17, Theorem 23.14]), $\Omega$ is a finite union of disjoint closed $f$-invariant sets $\Omega_j$ ($1 \leq j \leq s$) such that $f : \Omega_j \rightarrow \Omega_j$ is topologically transitive. Such sets $\Omega_j$ are called **basic sets**. $f$ is said to be **Anosov** if $M$ is hyperbolic. Every Anosov diffeomorphism satisfies Axiom A. A compact $f$-invariant set $\Lambda \subset M$ is called an **attractor** if there is a neighborhood $U$ of $\Lambda$ called its basin such that $f^n x \rightarrow \Lambda$ for every $x \in U$. From [11], if $\Omega_j$ is an attractor and $f$ is a $C^2$ diffeomorphism, there is a unique $f$-invariant Borel probability measure $\mu$ on $\Omega_j$ such that $\mathcal{S}_\mu = \Omega_j$ and for Leb-a.e. $x \in U$ one has $V_f(x) = \{\mu\}$ where $U$ is the basin of $\Omega_j$. It’s well known that periodic points are dense in $\Omega_j$. So if $\Omega_j$ is not consist of a single periodic orbit, then there is more than one periodic orbit and thus $\omega_B(x) = \emptyset$ for any $x$ with $\omega_f(x) = \Omega_j$. Then for Leb-a.e. $x \in \Omega_j$ one has
$$\emptyset = \omega_B(x) \subset \Omega_j = \mathcal{S}_\mu = \omega_f(x) = \omega_f(x) = \omega_f(x) = \text{orb}(x, f),$$
and thus $x \in \mathcal{C}(011111)$, for Leb - a.e. $x \in U \setminus \Omega_j$ one has
$$\emptyset = \omega_B(x) \subset \Omega_j = \mathcal{S}_\mu = \omega_f(x) = \omega_f(x) = \omega_f(x) = \text{orb}(x, f),$$
and thus $x \in \mathcal{C}(011110)$.

**Theorem 8.9.** Let $f : M \rightarrow M$ be a $C^2$ Axiom A diffeomorphism and $\Omega_j$ be a basic set which is not consist of a single periodic orbit. Assume that $\Omega_j$ is an attractor with basin $U$.

1. If Leb$(\Omega_j) > 0$, then Leb$(\mathcal{C}(011111)) > 0$.
2. If Leb$(U \setminus \Omega_j) > 0$, then Leb$(\mathcal{C}(011110)) > 0$.

In particular, if $f$ is a transitive Anosov diffeomorphism, then $M = U = \Omega = \Omega_j$ for any $1 \leq j \leq s$ and thus $x \in \mathcal{C}(011111)$ for Leb-a.e. $x \in M$.

**Remark 8.10.** Theorem 8.9(2) can be applied to the solenoid introduced by Smale in [59]. Consider the solid torus $T = S^1 \times D^2$, where $S^1 = [0, 1]$ mod 1 and $D^2 = \{(x, y) \in \mathbb{R}^2 : x^2 + y^2 \leq 1\}$. Fix $\lambda \in (0, 1/2)$,
and define \( F : \mathcal{T} \to \mathcal{T} \) by
\[
F(\phi, x, y) = (2\phi, \lambda x + \frac{1}{2}\cos 2\pi\phi, \lambda y + \frac{1}{2}\sin 2\pi\phi).
\]

The set \( S = \cap_{n=0}^{\infty} F^n(\mathcal{T}) \) is called a solenoid. It’s known that \( S \) is the non-wandering set of \( F : \mathcal{T} \to \mathcal{T}, \)
\( F : S \to S \) is hyperbolic, topologically mixing and locally maximal, and \( S \) is an attractor with basin \( \mathcal{T} \), see, for example, [13]. This implies that \( F : \mathcal{T} \to \mathcal{T} \) is a Axiom A diffeomorphism, \( S \) is the unique basic set and an attractor with basin \( \mathcal{T} \). It’s easy to see that \( \Omega_j \) is not consist of a single periodic orbit and \( \mathcal{T} \setminus S \neq 0 \). So \( \operatorname{Leb}(\mathcal{T} \setminus S) > 0 \), and thus \( \operatorname{Leb}(\mathcal{E}(101110)) > 0 \).

8.6. Almost Anosov system. Almost Anosov system was introduced by Hu and Young in [32]. Let \( f : M \to M \) be a \( C^2 \) diffeomorphism on a two-dimensional compact Riemannian manifold \( M \). \( f \) is said to be almost Anosov if \( f \) satisfies the following two conditions:

1. Assumption I.
   - \( f \) has a fixed point \( p \), i.e. \( f(p) = p \).
   - There exist a constant \( \kappa^u < 1 \), a continuous function \( \kappa^u \) with
     \[
     \kappa^u(x) \begin{cases} 
     1, & \text{at } x = p, \\
     > 1, & \text{elsewhere},
     \end{cases}
     \]
     and a decomposition of the tangent space \( T_xM \) at every \( x \in M \) into
     \[
     T_xM = E^u_x \oplus E^s_x
     \]
     such that
     \[
     |Df_xv| \leq \kappa^u|v|, \quad \forall v \in E^u_x, \\
     |Df_xv| \geq \kappa^u(x)|v|, \quad \forall v \in E^s_x,
     \]
     and
     \[
     |Df_xv| = |v|, \quad \forall v \in E^s_x.
     \]
   - Assumption II. \( f \) is topologically transitive on \( M \).

**Theorem 8.11.** Let \( f : M \to M \) be an almost Anosov system. Then \( x \in \mathcal{C}(101011) \) for \( \operatorname{Leb} - \text{a.e.} \ x \in M \).

**Proof.** We following the argument of [32, Theorem B]. For any \( n \in \mathbb{N} \), let \( U_n \) be a rectangle of the type in [32, Lemma 5.1] with \( \operatorname{diam}(U) < \frac{1}{4} \). Let \( g_n : M \setminus U_n \to M \setminus U_n \) be the first return map. That is, for \( x \in M \setminus U_n \), if \( \tau(x) \) is the smallest positive integer with \( f^{\tau(x)}x \in M \setminus P \), then \( g_n(x) = f^{\tau(x)}(x) \). Let \( \mu_n \) be the \( g_n \)-invariant measure as in [32, Lemma 5.2]. Then from the proof of [32, Lemma 5.2], conditional measures of \( \mu_n \) on the unstable manifolds is equivalent to Lebesgue measure, and thus \( M \setminus U_n \subseteq S_{\mu_n} \).

By [32, Lemma 5.2], \( \mu_n \) is \( g_n \)-ergodic. Apply the Birkhoff ergodic theorem to \( (g_n, \mu_n) \), one has \( \omega_{g_n}(x) \supseteq S_{\mu_n} \supseteq M \setminus U_n \) for \( \mu_n \)-a.e. \( x \in M \setminus U_n \). This implies \( \omega_f(x) \supseteq M \setminus U_n \) for \( \operatorname{Leb} \)-a.e. \( x \in M \setminus U_n \). From [32, Lemma 5.1], \( U_n \) can be chosen such that \( U_{n+1} \subseteq U_n \) for any \( n \in \mathbb{N} \). Then for any \( m, n \in \mathbb{N} \) one has \( \omega_f(x) \supseteq M \setminus U_{n+m} \supseteq M \setminus U_n \) for \( \operatorname{Leb} \)-a.e. \( x \in M \setminus U_{n+m} \). This implies that for any \( n \in \mathbb{N} \) one has \( \omega_f(x) \supseteq M \setminus U_n \) for \( \operatorname{Leb} \)-a.e. \( x \in M \) and thus \( \omega_f(x) = M \) for \( \operatorname{Leb} \)-a.e. \( x \in M \). From [32, Theorem B], \( V_f(x) = \{ \delta_p \} \) for \( \operatorname{Leb} \)-a.e. \( x \in M \). Hu and Young stated that the almost Anosov system can be made to be topologically conjugate to the original toral hyperbolic automorphism, and thus \( \omega_B(x) = \emptyset \), \( \omega_\mathcal{E}(x) = M \) if \( \omega_f(x) = M \). So for \( \operatorname{Leb} \)-a.e. \( x \) we have
\[
\emptyset = \omega_B(x) \subseteq \{ p \} = \omega_\mathcal{E}(x) = \omega_\mathcal{F}(x) \subseteq M = \omega_\mathcal{E}(x) = \omega_f(x) = \operatorname{orb}(x, f),
\]
which implies \( x \in \mathcal{C}(101011) \).

From [32, Theorem B], given an almost Anosov system, \( V_f(x) = \{ \delta_p \} \) for \( \operatorname{Leb} \)-a.e. \( x \in M \). We pose the following question. If the following hypothesis has a positive answer, then there will be more cases can be observable in the sense of Lebesgue measure.

**Question G.** Given a toral hyperbolic automorphism \( g : \mathbb{T}^2 \to \mathbb{T}^2 \) and a nonempty compact connected set \( K \subseteq M(g, \mathbb{T}^2) \), is there a dynamical system \( f : \mathbb{T}^2 \to \mathbb{T}^2 \) which is topologically conjugate to \( g : \mathbb{T}^2 \to \mathbb{T}^2 \) such that \( V_f(x) = K \) for \( \operatorname{Leb} \)-a.e. \( x \in M \)?
8.7. **Volume-preserving diffeomorphisms.** Denote $\text{Diff}^1_{vol}(M)$ the space of $C^1$ volume-preserving diffeomorphisms of a compact manifold $M$. By Theorem 1.3(5) we have the following results.

**Theorem 8.12.** Assume that $f \in \text{Diff}^1_{vol}(M)$. Then for $\text{Leb}$-a.e. $x \in M$ there is
\[ \alpha_1 \alpha_2 11111 \in \{001111, 101111, 011111\} \]
\[ \alpha_1 \alpha_2 11111 \in \{001111, 101111, 011111\} \]
such that $x \in C(\alpha_1 \alpha_2 11111)$. If further volume is $f$-ergodic, then there is
\[ \alpha_1 \alpha_2 11111 \in \{001111, 101111, 011111\} \]
such that $x \in C(\alpha_1 \alpha_2 11111)$ for $\text{Leb}$-a.e. $x \in M$.

**Remark 8.13.** (1) It’s well known that every rotation on $S^1$ is volume-preserving. By Theorem 8.1 one has $x \in C(0111111)$ for $\text{Leb}$-a.e. $x \in M$.
(2) Every hyperbolic toral automorphism is ergodic with respect to Lebesgue measure. By Theorem 8.9, one has $x \in C(101111)$ for $\text{Leb}$-a.e. $x \in M$.
(3) By [4, Theorem B], $C^1$ generically, a volume-preserving diffeomorphism $f$ of a compact connected manifold $M$ with positive metric entropy has ergodic hyperbolic Lebesgue measure and admits a uniformly hyperbolic dominated splitting. Using [60, Theorem 3.17], there is a horseshoe and thus $\cap_{n \in \mathbb{Z}(f,M)} S^n = \emptyset$. So by Theorem 8.12 one has $x \in C(101111)$ for $\text{Leb}$-a.e. $x \in M$.

8.8. **Systems with physical measure.** Let $f : M \to M$ be a diffeomorphism on a compact Riemannian manifold $M$. An invariant probability measure $\mu$ is called **physical** if $\text{Leb}(\mu) > 0$.

**Theorem 8.14.** Let $f : M \to M$ be a diffeomorphism on a compact Riemannian manifold $M$. If there is a physical measure, then $\text{Leb}(\cup_{\alpha_1 \alpha_2 1111111, \alpha_2 11111} C(\alpha_1 \alpha_2 1111111)) > 0$.

9. **Applications: proofs of Corollary A, Corollary B and Corollary C.**

In this section, we discuss the applications of our main results to $\beta$-shifts, $C^{1+\alpha}$ surface diffeomorphisms, Mañé diffeomorphisms and prove Corollary A, Corollary B and Corollary C.

9.1. **$\beta$-shifts.** Let us recall the definition of $\beta$-shift ($\beta > 1$) in [64, Chapter 7.3]. If $\beta \geq 2$ is an integer, $\beta$-shift is the full shift of $\beta$ symbols. So we only need to recall the definition in the case that $\beta$ is not an integer. Consider the expansion of 1 in powers of $\beta^{-1}$, i.e. $1 = \sum_{i=1}^{n} a_i \beta^{-i}$ where $a_1 = \lfloor \beta \rfloor$ and $a_n = \lfloor \beta^n - \sum_{i=1}^{n-1} a_i \beta^{n-i} \rfloor$. Here $\lfloor t \rfloor$ denotes the integral part of $t \in \mathbb{R}$. Let $k = \lfloor \beta \rfloor + 1$. Then $0 \leq a_n \leq k - 1$ for all $n$ so we can consider $a = \{a_n\}^\infty_1$ as a point in the space $X = \prod_{n=1}^{\infty} Y$ where $Y = \{0, 1, \ldots, k - 1\}$. Consider the lexicographical ordering on $X$, i.e. $x = \{x_n\}^\infty_1 < y = \{y_n\}^\infty_1$ if $x_j < y_j$ for the smallest $j$ with $x_j \neq y_j$. Let $\sigma : X \to X$ denote the one-sided shift transformation. Note that $\sigma^a x \leq a$ for all $n \geq 0$. Let
\[ X_\beta := \{x \in \{x_n\}^\infty_1 : x \in X \text{ and } \sigma^n x \leq a \text{ for all } n \geq 0\}. \]
Then $X_\beta$ is a closed subset of $X$ and $\sigma(X_\beta) = X_\beta$. Then $(X_\beta, \sigma)$ is called a $\beta$-shift. The topological entropy of a $\beta$-shift ($\beta > 1$) is log $\beta$ [64, Chapter 7.3]. By the definition of $X_\beta$ above, $X_{\beta_1} \subseteq X_{\beta_2}$ for $\beta_1 < \beta_2$ [47]. And every $\beta$-shift is topologically transitive.

Now, we give the proof of Corollary A.

**Proof of Corollary A.** Suppose that $(X, f) = (X_\beta, \sigma)$ is a $\beta$-shift ($\beta > 1$). From [47], see also [58, Proposition 3.2], we have $\{\beta \in (1, +\infty) : (X_\beta, \sigma) \text{ is a subshift of finite type}\}$ is dense in $(1, +\infty)$. Recall that every subshift of finite type satisfies the shadowing property. Thus for any $\beta \in (1, +\infty)$, there exists an increase sequence $\{\beta_i\}_{i=1}^\infty$ such that $\lim \beta_i = \beta$ and $(X_{\beta_i}, \sigma)$ satisfies shadowing property for any $i \geq 1$. Fix a nonempty open set $U \subseteq X$ and $\eta > 0$, there is $I > 0$ such that $X_{\beta_i} \cap U \neq \emptyset$ and $h_{top}(f, X_{\beta_i}) > h_{top}(f) - \eta$. Let $U' = U \cap X_{\beta_i}$. Then $U'$ is a nonempty open set in $X_{\beta_i}$. Note for any $\alpha_1 \alpha_2 \alpha_3 \alpha_4 \alpha_5 \alpha_6 \in \mathbb{N}$, we have
\[ C(\alpha_1 \alpha_2 \alpha_3 \alpha_4 \alpha_5 \alpha_6) \cap X_{\beta_i} \cap U' \subseteq C(\alpha_1 \alpha_2 \alpha_3 \alpha_4 \alpha_5 \alpha_6) \cap U. \]
Hence, by Theorem C, we have
\[ h_{top}(f, C(\alpha_1 \alpha_2 \alpha_3 \alpha_4 \alpha_5 \alpha_6) \cap U) \geq h_{top}(f, X_{\beta_i}) > h_{top}(f) - \eta. \]
By the arbitrariness of $\eta$, we finish the proof. \qed
9.2. \( C^{1+\alpha} \) surface diffeomorphisms. First of all, let us recall some basic notations for hyperbolic ergodic measures, basic sets and horseshoes. Let \( f \) be a \( C^1 \) diffeomorphism over a compact Riemannian manifold \( M \). An ergodic measure is called hyperbolic if its all Lyapunov exponents are non-zero. A basic set for \( f \) is a topologically transitive, locally maximal hyperbolic set, if further it is totally disconnected and not finite, then we call it a horseshoe. Every basic set is expansive [36, Corollary 6.4.10] and has the shadowing property [36, Theorem 18.1.2]. Hence, every horseshoe is topologically transitive topologically Anosov. If further \( f \) is \( C^{1+\alpha} \), then it was proved in [35, 36] that if the a hyperbolic ergodic measure has positive metric entropy, then its metric entropy can be approximated by the topological entropy of horseshoes.

Now, we give the proof of Corollary B.

**Proof of Corollary B.** If \( h_{\text{top}}(f) = 0 \), then it is clear the results in Corollary B hold. Now we always assume that \( h_{\text{top}}(f) > 0 \). For a surface diffeomorphism, any ergodic measure with positive metric entropy should be hyperbolic by classical Ruelle’s inequality on metric entropy and Lyapunov exponents [54]. In other words, any surface diffeomorphism \( f \) satisfies that

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{i=0}^{n-1} \log |Df^n(x)| = h_{\text{top}}(f).
\]

And we denote by \( \mathcal{E} \) the set of all ergodic measures.

By Theorem C, for any \( \alpha \in U \), we have that

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{i=0}^{n-1} \log |Df^n(x)| = h_{\text{top}}(f).
\]

9.3. \( \text{Mañé} \) diffeomorphisms. First of all, let’s recall some basic notations for partially hyperbolic diffeomorphisms. Suppose that \( f \) is a \( C^3 \) diffeomorphism on a compact \( C^\infty \) Riemannian manifold \( M \) and \( \Lambda \) is a \( f \)-invariant set. For two \( Df \)-invariant bundles \( E, F \subset TM|\Lambda \), we say that \( F \) is dominated by \( E \) if there exist constants \( C > 0 \) and \( \lambda \in (0,1) \) such that for any \( x \in \Lambda \) and any \( n \in \mathbb{N} \), we have

\[
||Df^n|_{F(x)}|| \cdot ||Df^{-n}|_{E_f(x)}|| \leq C\lambda^n.
\]

And we denote by \( F \oplus \perp E \) when \( F \) is dominated by \( E \). A \( f \)-invariant set \( \Lambda \) is said to admit a dominated splitting if there exists a non-trivial \( Df \)-invariant splitting \( TM|\Lambda = F \oplus \perp E \). More generally, \( \Lambda \) is said to admit a dominated splitting \( TM|\Lambda = E_1 \oplus \perp E_2 \oplus \perp \cdots \oplus \perp E_k \) if for any \( 1 \leq l \leq k - 1 \), we have that

\[
(E_1 \oplus \cdots \oplus E_l) \oplus \perp (E_{l+1} \oplus \cdots \oplus E_k).
\]

A \( Df \)-invariant bundle \( F \subset TM|\Lambda \) is said to be uniformly contracted (by \( Df \)) if there exist constants \( C > 0 \) and \( \lambda \in (0,1) \) such that for any \( x \in \Lambda \) and any \( n \in \mathbb{N} \), we have \( ||Df^n|_{F(x)}|| \leq C\lambda^n \); is said to be uniformly expanded (by \( Df \)) if it is uniformly contracted by \( Df^{-1} \). We say that \( \Lambda \) is said to be partially hyperbolic if there exists a \( Df \)-invariant splitting \( TM|\Lambda = E^s \oplus \perp E^u \oplus \perp \cdots \oplus \perp E^u \) satisfying that

1. \( E^s \) is uniformly contracted and \( E^u \) is uniformly expanded;
2. \( E^s \) or \( E^u \) can be trivial, but cannot be trivial simultaneously.

From the construction of [14], we know that every \( f \in U_{\mu,r} \) is partially hyperbolic with one-dimensional center bundle and one-dimensional unstable bundle.

Suppose that \( \mu \) is hyperbolic ergodic measure, has a positive Lyapunov exponent and a negative Lyapunov exponent. Let \( E_1 \oplus \cdots \oplus E_l \oplus \perp E_{l+1} \oplus \cdots \oplus E_{l+s} \) be its Oseledets splitting with corresponding Lyapunov exponents \( \lambda_1 < \cdots < \lambda_l < 0 < \lambda_{l+1} < \cdots < \lambda_{l+s} \), defined for \( \mu \)-a.e. \( x \in M \). Denote \( E^- = E_1 \oplus \cdots \oplus E_l \) and \( E^+ = E_{l+1} \cdots E_{l+s} \). We say that \( \mu \) admits a dominated splitting corresponding to the stable/unstable subspaces of its Oseledets splitting if its support \( S_{\mu} \) admits a dominated splitting \( F \oplus \perp E \) such that \( F(x) = E^-(x) \) and \( E(x) = E^+(x) \) for \( \mu \)-a.e. \( x \in M \). By Ruelle’s inequality on metric, every hyperbolic ergodic measure with positive metric entropy has a positive Lyapunov exponent and a negative Lyapunov exponent. From [26, 27], we know that if a hyperbolic ergodic measure has positive metric entropy and admits a dominated splitting corresponding to the stable/unstable subspaces of its Oseledets splitting, then its metric entropy can be approximated by the topological entropy of basic sets.

Now, we give the proof of Corollary C by using the notations in [14].
Proof of Corollary C. Suppose that $g \in U_{p,r}$ satisfies $r(\log_2 (1+r)) < h_{top}(g)$ and is partially hyperbolic with $T T^d = E^s \oplus E^0 \oplus E^u$ with $\dim E^s = 1$. By [14, Theorem 3.3, Lemma 5.8], we have $P(C,0) \leq r(\log_2 (1+r)) < h_{top}(g)$, where the definition of $P(C,0)$ can be found in [14, section 3.3]. Given $0 < \eta < h_{top}(g) - P(C,0)$, by the variational principle, there exists an ergodic measure $\mu$ such that $\mu > h_{top}(g) - \eta > P(C,0) \geq 0$. Hence, by [14, Lemma 3.5], one has $\mu(A^+) = 0$, where
\[
A^+ = \{x \in T^d : \text{there exists } K(x) \text{ such that } \frac{1}{n} \sum_{i=0}^{n-1} \chi(x) < r \text{ for any } n > K(x)\}.
\]
Thus for $\mu$-a.e. $x \in T^d$, there exists an increasing sequence of positive integers $\{n_i\}_{i \geq 1}$ such that $\frac{1}{n_i} \sum_{i=0}^{n_i-1} \chi(x) \geq r$ for any $i \in \mathbb{N}$. Then by [14, (4.1)], there exists $0 < \theta_r(g) < 1$ such that $\|Dg^n|_{E^c(x)}\| \leq (\theta_r(g))^n$, where $E^c = E^s \oplus E^u$. Hence, for $\mu$-a.e. $x \in T^d$, all the Lyapunov exponents for $E^c(x)$ are negative. As a result, we have that $\mu$ is hyperbolic. Since $g$ is partially hyperbolic with one-dimensional center bundle, one has that $\mu$ admits a dominated splitting corresponding to the stable/unstable subspace of its Oseledets splitting. Thus $\mu_\alpha$ can be approximated by the topological entropy of basic sets. It is clear that a basic set with positive topological entropy has infinite points and thus is topologically transitive topologically Anosov. Therefore, by Theorem C, for any $\alpha_1 \alpha_2 \alpha_3 \alpha_4 \alpha_5 \alpha_6 \in \mathcal{A}$, we have
\[
h_{top}(g, \mathcal{G}(\alpha_1 \alpha_2 \alpha_3 \alpha_4 \alpha_5 \alpha_6)) \geq \mu > h_{top}(g) - \eta.
\]
By the arbitrariness of $\eta$, we finish the proof. \qed
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