Simple model for sequential multiphoton ionization by ultra-intense x-rays
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A simple model for sequential multiphoton ionization by ultra-intense x-rays is presented. The derived scaling of the ion yield with pulse energy quantitatively reproduces the experimental data, which shows that the ion yield increases according to the “power law” behavior typical of multiphoton ionization, followed by saturation at high pulse energies. The calculated average time interval between ionizations for producing ions at a certain charge state is found to be proportional to the pulse duration and independent of all other x-ray pulse parameters. This agrees with previous studies where the kinetic energy of fragment ions with a given charge state produced by intense x-ray ionization of molecules was found to be independent of the pulse energy, but to increase with smaller pulse duration due to the smaller time interval between ionizations.

I. INTRODUCTION

At photon energies smaller than 100 keV, photoabsorption and scattering are the two major processes underlying the interaction of x-rays with matter, with photoabsorption being several orders of magnitude more probable than scattering at photon energies below 10 keV. In an ultra-intense pulse generated by an x-ray free-electron laser (XFEL), which typically contains $\sim 10^{12}$ photons within a pulse duration of a few tens of femtoseconds, multiple x-ray photons can be absorbed by an atom [1, 2] or a molecule [3], generating extremely high-charged ionic states [4, 5]. If the x-ray photon energy is high enough, the process usually occurs sequentially, and each of the absorption events leads to ionization, as confirmed by many experimental studies of the interaction of XFEL pulses with atoms [2–4, 6] and molecules [3, 5, 7–10]. Such sequential multiphoton ionization is also the source of radiation damage in coherent imaging experiments with XFELs [11–14]. Theoretically, the interaction of ultra-intense x-rays with atoms and molecules, driven by the sequential multiphoton ionization process, has mostly been treated with ab initio approaches based on “rate-equation” [2, 12] and Monte Carlo methods [16, 19], and good agreement with the experimental results has been achieved [2, 4, 20].

In this paper, we introduce a simple model to describe the sequential multiphoton ionization process. The scaling of ion yields with pulse energy and the average time interval between ionizations are derived without the need to implement computationally intensive ab initio calculations. By assuming the XFEL pulse to have a Gaussian temporal profile, the number of photoabsorptions to be n, and the average photoabsorption cross section for each ionization step to be $\sigma$, the differential probability for n photoabsorption events to occur at times $t_1$, $t_2$, \ldots, $t_n$ is derived. Based on this probability, we obtain the functional dependence of the probability for sequential n-photon ionization to occur, as well as the average timing for each of these n ionization steps. The functional dependence of the sequential n-photon ionization probability is then used to calculate the scaling of the ion yield with pulse energy, which is found to quantitatively describe the behaviour of the measured ion yields showing a “power-law” increase followed by saturation. The average time interval between ionizations for producing a given charge state is found to depend only on the pulse duration with a proportional relation, and not on any other pulse parameters, which is consistent with the conclusion drawn from a previous experiment studying ultra-intense hard x-ray ionization of CH$_3$I molecules [21]. In that experiment, the kinetic energy of iodine ion fragments was found to be independent of pulse energy, and to increase with shorter pulse durations because of the decreased time interval between ionizations. In addition to providing general insight on the process of sequential multiphoton ionization, the model can be used to simulate the charge buildup process leading to the explosion of molecules, which is relevant, e.g. for Coulomb explosion imaging at XFEL facilities.

II. SEQUENTIAL MULTIPHOTON IONIZATION MODEL

For the simplest case of two-photon ionization, the differential probability for the two photons being absorbed with a time interval $\Delta t$ is derived in Ref. [22]. This differential probability is then used to calculate the probability distribution of the kinetic energy release of the ionized molecules. Here we study the general case where the interaction involves the sequential absorption of an arbitrary number of photons. Consider an arbitrary final interaction product requiring a sequence of n photoabsorptions from a Gaussian XFEL pulse with photon flux $F(t) = f e^{-4\pi n^2(\frac{t}{\tau})^2}$, where $f$ is the peak photon
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flux and \( \tau \) is the pulse duration (full width at half maximum). And further assume an average photoabsorption cross section \( \sigma \) for each ionization step. The differential probability for the sequence of \( n \) ionizations to occur at times \( t_1, t_2, \ldots, t_n \) is

\[
dP = e^{\int_{t_1}^{t_n} F(t) dt} F(t_1) e^{\int_{t_1}^{t_2} F(t) dt} F(t_2) \sigma \\
\ldots e^{\int_{t_{n-1}}^{t_n} F(t) dt} F(t_{n-1}) e^{\int_{t_{n-1}}^{t_n} F(t) dt} F(t_n) = e^{-\int_{t_1}^{t_n} F(t) dt} F(t_1) F(t_2) \ldots F(t_n).
\]

The differential probability for the sequence of \( n \) ionizations to occur at time intervals \( \Delta t_{1,1}, \Delta t_{3,1}, \ldots, \Delta t_{n,1} \) (with \( \Delta t_{n,1} = (t_n - t_1) \), \( i = 2, 3, \ldots, n \)) is

\[
dP = \int_{t_1}^{t_n} \frac{dP}{dt} \int_{t_1}^{t_n} \ldots \int_{t_{n-1}}^{t_n} \delta[\Delta t_{2,1} - (t_2 - t_1)] \delta[\Delta t_{3,2} - (t_3 - t_2)] \ldots \delta[\Delta t_{n,n-1} - (t_n - t_{n-1})] dP.
\]

\[
\delta[\Delta t_{2,1} - (t_2 - t_1)] \delta[\Delta t_{3,2} - (t_3 - t_2)] \ldots \delta[\Delta t_{n,n-1} - (t_n - t_{n-1})] = e^{-\int_{t_1}^{t_n} F(t) dt} F(t_1) F(t_2) \ldots F(t_n).
\]

A. Probability for sequential n-photon ionization and scaling of the ion yield with pulse energy

By integrating Eq. (2) over all possible time intervals, the probability \( P_n \) to get to a certain interaction product requiring \( n \)-photon absorption can be obtained:

\[
P_n = ae^{-bf} n^a,
\]

where \( a \) is a constant depending on the photon number \( n \) and pulse duration \( \tau \), and \( b = \sqrt{4\sigma^{2} \tau} \). It is worth noting that Eq. (3) takes a similar form as Eq. (6) in Ref. [22], which is derived by analytically solving rate equations.

The equation above can be rewritten in terms of the per-shot ion yield \( Y_n \) (which is related to \( P_n \) by \( Y_n = NP_n \), with \( N \) being the number of target atoms or molecules in the interaction volume) and pulse energy \( E_{pl} \) (which is the quantity measured in the experiment, and can be approximately related to the photon flux \( f \) by \( E_{pl} = \frac{\pi AE_{pho}}{c_1} f \), with \( E_{pho} \) being the photon energy, \( A \) being the effective x-ray focal area, and \( c_1 \) the beamline transmission coefficient):

\[
Y_n = c e^{-dE_{pl}} E_{pl}^n,
\]

where \( c \) is the constant depending on \( n, \tau, N, c_1 \) and \( A \), and \( d = \frac{\sqrt{4\sigma^{2} \tau}}{AE_{pho}} \).

B. Average time interval of the \( n \) sequential ionizations

By normalizing \( \frac{dP}{d\Delta t_{1,1} d\Delta t_{3,1} \ldots d\Delta t_{n,1}} \) in Eq. (2) such that

\[
\int_{0}^{\infty} \int_{0}^{\infty} \ldots \int_{0}^{\infty} G_{n} d\Delta t_{1,1} d\Delta t_{3,1} \ldots d\Delta t_{n,1} \frac{dP}{d\Delta t_{1,1} d\Delta t_{3,1} \ldots d\Delta t_{n,1}} = 1,
\]

\[
\frac{dP}{d\Delta t_{1,1} d\Delta t_{3,1} \ldots d\Delta t_{n,1}} = C_{n} e^{4ln2 \frac{\Delta t_{1,1} + \cdots + \Delta t_{n,1}}{n \tau}},
\]

where \( A = \Delta t_{2,1} + \Delta t_{3,1} + \cdots + \Delta t_{n,1} \) and \( B = \Delta t_{1,1} + \Delta t_{3,1} + \cdots + \Delta t_{n,1} \), with \( \Delta t_{2,1} \leq \Delta t_{3,1} \leq \cdots \leq \Delta t_{n,1} \).

In the following, Eq. (6) will be applied to the specific cases of sequential two- and three-photon ionizations. For sequential two-photon ionizations, the probability distribution for the time interval \( \Delta t_{2,1} \) is

\[
D_{2} (\Delta t_{2,1}) = C_{2} e^{-2ln2 \frac{\Delta t_{2,1}}{\tau}},
\]

where \( C_{n} \) is the normalization constant. \( C_{n} \) does not depend on the peak intensity \( f \) and the cross section \( \sigma \) because they are only in the constant \( e^{-\sqrt{\frac{4\sigma^{2} \tau}{AE_{pho}}} f} \) of the unnormalized Eq. (2) and are canceled out with the normalization procedure. So the probability distribution \( D_{n} (\Delta t_{2,1}, \Delta t_{3,1}, \cdots, \Delta t_{n,1}) \) in Eq. (6) only depends on the pulse duration \( \tau \), which makes the average time interval between ionizations to be derived from this probability distribution only depends on the pulse duration as well. The sequential n-photon ionization therefore becomes more likely with larger peak photon flux as shown by Eq. (6), but the average time interval between ionizations stays the same as long as the pulse duration is not changed.
with the normalization constant $C_2 = \frac{2\sqrt{2m_2}}{\sqrt{\pi}}$. From Eq. (7), the average time interval between the two photoionizations is

$$\bar{\Delta t}_{2,1} = \int_0^\infty \Delta t_{2,1} D_2(\Delta t_{2,1}) d\Delta t_{2,1} = \frac{\tau}{\sqrt{2\pi ln^2 2}}, \quad (8)$$

For example, if a certain interaction product is created by two photoionizations within a 30 fs XFEL pulse, the average time interval is $\bar{\Delta t}_{2,1} = \frac{1}{\sqrt{2\pi ln^2 2}} \times 30 \text{ fs} \approx 14 \text{ fs}$. For three sequential photoionizations, the probability distribution for the time intervals $\Delta t_{2,1}$ and $\Delta t_{3,1}$ is

$$D_3(\Delta t_{2,1}, \Delta t_{3,1}) = C_3 e^{-4ln2 \frac{\Delta t_{2,1}^2 + 2\Delta t_{2,1} \Delta t_{3,1} + 2\Delta t_{3,1}^2}{3\tau^2}}, \quad (9)$$

with the normalization constant $C_3 = \frac{48ln^2 2}{\sqrt{3\pi\tau}}$. From Eq. (9), the average time interval between the first and last photoionizations can be calculated:

$$\bar{\Delta t}_{3,1} = \int_0^\infty \int_0^\infty \Delta t_{3,1} D_3(\Delta t_{2,1}, \Delta t_{3,1}) d\Delta t_{2,1} d\Delta t_{3,1} = \frac{3}{2\sqrt{2\pi ln^2 2}} \tau, \quad (10)$$

If a certain interaction product is created by three photoionizations within a 30 fs XFEL pulse, the average time interval is thus $\bar{\Delta t}_{3,1} = \frac{3}{2\sqrt{2\pi ln^2 2}} \times 30 \text{ fs} \approx 22 \text{ fs}$. The average time intervals for interactions with larger number of sequential photoionizations can be calculated analogously as for the sequential three-photon ionization. For the general case of sequential n-photon ionization, it is shown in the following that the average time interval is proportional to the pulse duration $\tau$.

Introducing the scaled time interval $\Delta t_{i,n} = \frac{\Delta t_{i}}{\tau}$, with $i = 2, 3, \ldots, n$, the distribution for these scaled time intervals is

$$D_n(\Delta t_{2,1}', \Delta t_{3,1}', \ldots, \Delta t_{n,1}') = C'_n e^{-4ln2 \frac{\Delta t_{2,1}'^2 + 2\Delta t_{2,1}' \Delta t_{3,1}' + 2\Delta t_{3,1}'^2}{n\tau^2}}, \quad (11)$$

where $C'_n$ is the normalization constant, which does not depend on $\tau$, $A' = \Delta t_{2,1}' + \Delta t_{3,1}' + \cdots + \Delta t_{n,1}'$ and $B' = \Delta t_{2,1}' + \Delta t_{3,1}' + \cdots + \Delta t_{n,1}'$, with $\Delta t_{2,1}' \leq \Delta t_{3,1}' \leq \cdots \leq \Delta t_{n,1}'$. Since $D_n(\Delta t_{2,1}', \Delta t_{3,1}', \ldots, \Delta t_{n,1}')$ does not depend on $\tau$, neither does the average time interval $\bar{\Delta t}_{n,1}'$, which can be obtained from

$$\bar{\Delta t}_{n,1} = \int_0^\infty \int_0^\infty \cdots \int_0^\infty \Delta t_{n,1}' D'_n(\Delta t_{2,1}', \Delta t_{3,1}', \ldots, \Delta t_{n,1}') d\Delta t_{2,1}' d\Delta t_{3,1}' \cdots d\Delta t_{n-1,1}' d\Delta t_{n,1}'. \quad (12)$$

The unscaled average time interval is then $\bar{\Delta t}_{n,1} = \bar{\Delta t}_{n,1}' \tau \propto \tau$.

### III. APPLICATION OF THE SIMPLE MODEL

#### A. Scaling of the ion yield with pulse energy

Eq. (11) can be used to describe the dependence of the ion yield on the x-ray pulse energy. In Fig. 1, the experimental ion yield per-shot for three representative ions, $I^{2+}$, $I^{15+}$, and $I^{26+}$, created by the interaction between CH$_3$I molecules and 2 keV x-rays generated by the European X-ray Free-Electron Laser, are plotted as a function of pulse energy as measured upstream of the Small Quantum Systems (SQS) instrument, together with fits of the function in Eq. (4), which is derived from our simple model.
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**FIG. 1.** Yield of $I^{2+}$, $I^{15+}$, and $I^{26+}$ as a function of pulse energy, produced by the interaction between CH$_3$I molecules and 2 keV x-rays generated by the European X-ray Free-Electron Laser. The pulse energy was measured upstream of the the Small Quantum Systems instrument, in which the experiment was performed. These data are "non-coincident", i.e., integrated over all carbon ion charge states. The dashed lines are fits using Eq. (4), with the fitted functions displayed in the figure.

The parameters $c$ and $d$, which are dependent on experimental settings (such as the beam focal area) are used as fitting parameters since they can not be easily pre-determined. $n$, which is the average number of photoabsorptions, can be pre-estimated by energy arguments. One photoabsorption is enough to reach $I^{2+}$, thus $n$ was set to 1 to fit the $I^{2+}$ ion yield. The minimum number of photoabsorptions required to reach the other two charge states can be estimated by applying energy conservation. Take the production of $I^{26+}$ as an example. The total energy of electrons in the neutral CH$_3$I molecule is approximately the sum of the energy of the electrons in the individual atoms, which is -198.369 keV. When $I^{26+}$ is produced, its coincident carbon partner most likely has 4 charges, and all three hydrogen fragments are also charged, as shown in Fig. 5.1 and 6.2 of Ref. [24]. The total energy of electrons in the fragments $[I^{26+}, C^{4+}, 3 \times H^+]$ is -187.646 keV. The average energy of photoelectrons ionized for the production of $I^{26+}$...
is 0.599 keV. (These energy calculations were made with the Hartree-Fock method through Cowan’s atomic code [25, 26].) From energy conservation, the total energy of absorbed photons subtracted by the total energy of photoelectrons, which is \((n \times 2 - n \times 0.599)\) keV, should be equal to or larger (to account for radiative decay processes) than the energy change in the molecular system, which is \((198.369 - 187.646)\) keV. The minimum of \(n\), satisfying this requirement is 8. \(n = 9\) is used to account for possible radiative decays and the fact that the total energy of the neutral molecule is smaller than that estimated with the independent-atom model. (A more precise estimate of the number of photons needed to reach a particular charge state requires a detailed knowledge of the average decay pathways involved.) With \(n\) thus determined to be 1, 4 and 9 for \(I^{2+}, I^{15+}\) and \(I^{26+}\), respectively, Eq. (1) is used to fit the experimental data. The resulting function for each charge state is displayed in Fig. 1. The fitting values for \(d\) contain information about the x-ray transmission, focal area and photoabsorption cross section. For x-rays with a photon energy of 2 keV, the photoabsorption cross section \(\sigma\) for the CH\(_3\)I molecule is approximately that of iodine, which is 0.4 Mbarn [27]. Using this value for \(\sigma\), a typical beamline transmission coefficient \(c_t\) of 0.8, and the fitting values of \(d\) for \(I^{2+}\), \(I^{15+}\) and \(I^{26+}\), the calculated effective focal areas are about 124 \(\mu m^2\), 36 \(\mu m^2\) and 25 \(\mu m^2\), respectively. These values are larger than the expected focal area \(\sim 1 \mu m^2\), because with the applied formula \(E_{plx} = \frac{\tau AE}{\tau_{AE}} f\), the effective focal area \(A\) is the average beam area in the whole interaction region, which is much larger than the focal area at the beam center. The observation that higher-charged ions have smaller effective focal areas can be attributed to the fact that such ions require higher x-ray intensity and hence are produced in a more confined region around the x-ray focus. If the beamline transmission and effective focal area are known, the fitting value for \(d\) can also be used to calculate the (average) photoabsorption cross section. It is worth noting that such calculations of the effective focal area \(A\) and average cross section assume that the average number \(n\) of photoabsorptions is known beforehand. For more precise calculations, a more accurate method to estimate \(n\) is required. In addition, if the parameter \(d\) can be determined by independent measurements, the number of photoabsorptions \(n\) and the parameter \(c\) can be used as fitting parameters, providing a way to measure the average number of photoabsorptions required to reach a certain interaction product.

According to Eq. (1), the yield of a particular charge state requiring \(n\) photoabsorptions initially follows a power law, i.e., \(Y_n \propto E_{plx}^n\), in the low pulse energy range. At higher pulse energies, the exponential factor \(e^{-dE_{plx}}\) becomes non-negligible, and the ion yield starts to saturate and eventually decreases with increasing pulse energy. This describes the fact that if the pulse energy continues to increase, only the highest energetically achievable charge state, which can not be further ionized, is left as the final interaction product, while all other ion charge states are depleted.

### B. Average time interval of the \(n\) sequential ionizations

Since the probability for a single photoionization increases with the photon flux or pulse intensity, it is tempting to conclude that the average time interval of the \(n\) sequential ionizations decreases with these two quantities. However, within the sequential multiphoton ionization model introduced in subsection [11,13] the time interval is proportional to the pulse duration \(\tau\) and independent of all other pulse parameters such as photon flux.

The average time interval between ionizations can not be easily studied with experiments using atomic targets. For molecular targets, however, it is reflected in the fragment ion kinetic energies. If the time interval is small, the ion kinetic energy would be large because with ionizations separated by small time intervals, a certain ion charge state is reached at a short internuclear distance, which causes stronger Coulomb repulsion. The dependence of the average time interval between ionizations on the x-ray pulse parameters can therefore be studied by measuring the kinetic energy of ions produced from ionization of molecules by x-rays with different pulse energies or durations. In a previous study [21], where we studied the pulse energy and pulse duration dependence of ultra-intense hard x-ray ionization of CH\(_3\)I molecules, the iodine ion kinetic energy was found to be independent of pulse energy, but increases with shorter pulse duration.

This experimental observation supports the conclusion reached from the sequential multiphoton ionization model that the average time interval between ionizations is proportional to the pulse duration \(\tau\) and independent of all other pulse parameters. An intuitive picture which explains such pulse parameter dependence can be found in [21].

As an example of how the sequential model can be used in practice, we briefly discuss in the following how it can be applied to facilitate the interpretation of Coulomb explosion imaging experiments at XFEL facilities. To implement the Coulomb explosion imaging technique, Coulomb explosion simulations are required to compare with experimental observations. If the molecule is assumed to be instantaneously charged up, there will be a mismatch between the simulation and experimental observation due to the neglected charge buildup and redistribution processes [24, 25]. To make a more accurate comparison possible, these two processes need to be included and the sequential multiphoton ionization model can be used to help simulate the charge buildup process. In particular, the experimental parameters such as the average number of photons required to reach a certain fragmentation product can be estimated by fitting the experimental data with Eq. (1), and the corresponding
time interval between sequential photoionizations can be calculated according to the discussion in subsection II B. These numbers can then be incorporated for simulating the charge buildup process.

IV. SUMMARY

A simple sequential multiphoton ionization model is presented, from which the probability for sequential n-photon ionization, the scaling of the ion yield with pulse energy, as well as the average time interval between ionizations can be calculated. The derived scaling of the ion yield with pulse energy in Eq. (4) contains a term describing the increase of the ion yield with pulse energy, $E_{\text{pl}}^{\text{n}}$, according to the power law $n E_{\text{pl}}$, as expected from a typical n-photon-absorption nonlinear process, and an exponentially decaying factor that describes saturation and depletion. The exponential factor can be neglected at small pulse energies but dominates the behavior at large pulse energies. Eq. (4) is shown to quantitatively describe the "power-law"-type increase followed by saturation observed in the experimental data. The average time interval between ionizations calculated within the model is found to be proportional to the pulse duration and independent of all other pulse parameters. This is consistent with our previous experimental observation that the kinetic energy of fragment ions produced by the ionization of molecules with intense XFEL pulses is independent of pulse energy but increases with smaller pulse duration due to the smaller time interval between ionizations.
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