Laser pulse driven control of charge and spin order in the two-dimensional Kondo lattice
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Fast and dynamical control of quantum phases is highly desired in the application of quantum phenomena in devices. On the experimental side, ultrafast laser pulses provide an ideal platform to induce femtosecond dynamics in a variety of materials. Here, we show that a laser pulse driven heavy fermion system, can be tuned to dynamically evolve into a phase, which is not present in equilibrium. Using the state of the art time-dependent variational Monte Carlo method, we perform numerical simulations of realistic laser pulses applied to the Kondo Lattice model. By tracking spin and charge degrees of freedom we identify a dynamical phase transition from a charge ordered into a metallic state, while preserving the spin order of the system. We propose to use higher harmonic generation to identify the dynamical phase transition in an ultrafast experiment.

INTRODUCTION

Heavy fermion systems are one prototypical class of strongly correlated materials. The most important microscopic mechanism in these systems is the Kondo effect, which is determined by the strength of the local Kondo coupling. It can be tuned by conventional means, such as external or chemical pressure \cite{1}. At the same time, the Kondo coupling also leads to an effective interaction, known as the Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction, between the local moments mediated via the conduction band electrons. The interplay between localized magnetic moments and conduction electrons are the driver behind unconventional superconductivity, competing phases and quantum criticality. As such, heavy fermion materials share commonalities with many other strongly correlated electron systems, such as cuprates, organic or iron-based superconductors.

Experimental advances in nonlinear optics and ultrafast spectroscopy allow for unprecedented access to nonequilibrium physics of these strongly correlated materials. By using this technique, many new and exciting phenomena have been discovered in recent years, such as light-induced superconductivity in cuprates \cite{2}, the generation of Higgs and order parameter oscillations \cite{3,4}, and the dynamical coupling of ferroelectric and ferromagnetic order \cite{5}. The search for new quantum phases, which can only be obtained by photoinduction, is an ongoing quest in modern solid state physics \cite{6,7,8}. It is guided by the idea of tailoring specific properties of materials on demand, for applications in electronic devices.

Although much of the progress focuses on nanostructures, complex oxides and oxide heterostructures (e.g., cuprates, manganites, and multiferroics), heavy fermion systems have been investigated in ultrafast experiments as well \cite{9,10,11}. However theoretical understanding of the transient non-equilibrium dynamics in these systems is still scarce. Many experiments can be explained by an effective temperature model \cite{12,13}, which describes the local excitation by an instantaneous heating process. This approach is limited in describing the possible nonequilibrium phase transitions, because it is only sensitive to thermodynamic phases which are also present in equilibrium.

Here we use state-of-the-art numerical simulations to investigate the unitary time evolution of a driven Kondo system, by means of the time-dependent Variational Monte Carlo method \cite{14,15,16}. Specifically we investigate the two dimensional Kondo Lattice model, which is used to model heavy fermion physics, at quarter filling. Studies by equilibrium Variational Monte Carlo \cite{20} and Dynamical Mean Field Theory \cite{21} have confirmed the presence of a coexisting charge density and spin order in this system. A graphical representation of the ground state is given in Fig. 1a). Note that coexisting charge and spin order has been reported in rare-earth intermetallic compounds \cite{22,23}. By shaking the ground state with a strong laser field, we investigate the stability of both order parameters depending on the pulse intensity. We show, that a dynamical phase transition can be induced by the pulse, leading to a purely spin ordered phase, with suppressed charge order. This phase is absent in the thermodynamic phase diagram, and can therefore not be captured by an effective temperature model. Analysis of the underlying many-body dynamics shows, that the transient electronic structure is strongly modified during the pulse, leading to a dynamical closure of the charge gap. Finally we suggest to use higher harmonic generation (HHG) spectroscopy as an experimental signature for the dynamical phase transition.
FIG. 1. a) Graphical representation of the ground state of the Kondo Lattice model for \( J = 3t_{\text{hop}} \) at quarter filling. Size of the blue circles is proportional to the charge density in the conduction band. Spin order is depicted for the \( f \) electrons. b) Momentum dependence of the static charge structure factor in the ground state. c) Momentum dependence of the static spin structure factor in the ground state. d) Charge structure factor time evolution for a pulse with peak amplitude \( A_0 = 0.75 \). e) Spin structure factor time evolution for a pulse with peak amplitude \( A_0 = 0.75 \).

**MODEL AND METHOD**

The Kondo lattice model is defined by

\[
H = -t_{\text{hop}} \sum_{\langle i,j \rangle, \sigma} \left( c_{i\sigma}^\dagger c_{j\sigma} + \text{h.c.} \right) + J \sum_i S_i^z \cdot S_i^z. \tag{1}
\]

The first term is the kinetic energy of the conduction electrons; the second term is the Kondo coupling of the conduction band to the local \( SU(2) \) moments \( S_i^z \) of the \( f \)-electrons. In the following we use \( e = c = \hbar = a = 1 \), where \( a \) is the lattice spacing. Unless otherwise noted, we use the hopping \( t_{\text{hop}} \) as our unit of energy and \( 1/t_{\text{hop}} \) as our unit of time. Focusing on the quarter filled case, the electron density is given by \( n = 1/2 \). In our simulations we choose a square lattice of size \( 8 \times 8 \) with periodic (antiperiodic) boundary conditions in \( x \) (\( y \)) direction. Note that larger systems can be simulated for pure ground state properties. The time evolution however demands much more computational effort and is therefore the restricting factor. We use Variational Monte Carlo (VMC) and its time dependent version (tVMC) to compute ground state and time-evolved properties of the system, respectively. The variational wave function is given by

\[
|\Psi\rangle = P_f P_J |\phi\rangle, \quad |\phi\rangle = \left( \sum_{\alpha,\beta=(c,f)} \sum_{i,j} f_{ij}^\alpha \phi_{j\alpha}^T \right)^{N_e/2} |0\rangle. \tag{2}
\]

Here \( |\phi\rangle \) is the Pfaffian wave function for conduction band and \( f \) electrons. The correlation factors \( P_f \) and \( P_J \) are of Gutzwiller and Jastrow type. For \( f \) electrons the Gutzwiller factor is the only relevant correlation factor, as it permits only single occupancy of the lattice sites, effectively casting the \( f \) degrees of freedom to a single spin-1/2. The variational parameters are subject to a \( 2 \times 2 \) sublattice structure \[24\].

The time-dependent EM field is included by the well established Peierls substitution \[25,27\]

\[
t_{\text{hop}} \rightarrow t_{\text{hop}} e^{i A(r) (r_i - r_j)}, \tag{3}
\]

where \( A(t) \) is the time-dependent vector potential. We choose a diagonal polarization \( A(t) = A(t)(1,1)^T \) and parameterize the pulse according to \( A(t) = A_0 \exp\left(-\frac{(t-t_c)/(2t_d^2)}{\cos(\omega t)} \right) \). Here \( A_0 \) is the pulse amplitude, \( t_c \) the center, \( t_d \) the width and \( \omega \) the frequency of the pulse. The pulse parameters that we use are, \( A_0 = 0.5, 0.75, 1.0 \), \( \omega = 1.0t_{\text{hop}}, \ t_c = 15.0/t_{\text{hop}} \) and \( t_d = 5.0/t_{\text{hop}} \). Note that these parameters are well within the reach of experimental setups. Taking the lattice spacing from CeRhIn\(_5\), in which a coexisting charge density wave with antiferromagnetic ordering was induced by a magnetic field \[28\], \( a = 0.4656 \text{nm} \[29\] and assuming a typical bandwidth of about 1eV for the conduction electrons leads to a hopping parameter of \( t_{\text{hop}} = 0.125 \text{ eV} \). Therefore the laser pulse frequency is in the range of \( 15 - 30 \text{ THz} \) with a the pulse width of \( 52 \text{ fs} \). The laser amplitude corresponds to a maximal electric Field \( E_0 \propto 26.6 \text{ MV/cm} \).

**RESULTS**

*Ground state properties at quarter filling* To characterize the ground state properties, we compute the spin and charge structure factors

\[
S_S(q) = \frac{1}{N_S} \sum_{i,j} \langle S_i \cdot S_j \rangle e^{iq(r_i - r_j)} \tag{4}
\]

\[
S_N(q) = \frac{1}{N_S} \sum_{i,j} \langle n_i - \langle n_i \rangle \rangle \langle n_j - \langle n_j \rangle \rangle e^{iq(r_i - r_j)}, \tag{5}
\]

for \( J = 3t_{\text{hop}} \) at the quarter filling. They are shown in Fig. 1(b) and (c), respectively. We see strong peaks in the spin structure factor at \( q = (0, \pi) \) and \( q = (\pi, 0) \) (and
equivalently at \( q = (\pi, 2\pi) \) and \( q = (2\pi, \pi) \), indicative of antiferromagnetic order, which is not of the conventional Néel type. Note that the peak height is slightly different for \( x \) and \( y \) direction, due to the different boundary conditions. The charge structure factor shows a single strong peak at \( q = (\pi, \pi) \), corresponding to a checkerboard type charge order. The unusual spin order leads to a magnetic unit cell, which is 4 times larger than the geometric unit cell. Note that the charge ordered phase is an insulator, with a charge gap \( \Delta_c \approx 0.4 t_{\text{hop}} \) at \( J = 3 t_{\text{hop}} \) \cite{20}.

**Time evolution** The system is perturbed with a laser pulse and we track the dynamics in the spin and charge sectors. An overview of the time evolution of the spin and charge structure factors is shown in Fig. 1(a) and e), for a pulse amplitude of \( A_0 = 0.75 \). As the pulses progresses, the peaks in the charge and spin order are strongly suppressed by the pump pulse. The remaining Brillouin zone remains largely unaffected, indicating that the pulse primarily modifies the dominating charge and magnetic fluctuations. To make more quantitative statements the time dependence of the peaks is investigated.

We therefore define the relative height of the peaks in the charge and spin structure factor as,

\[
\tilde{S}_n(t) = \frac{S_n((0, \pi), t) + S_n((\pi, 0), t)}{2} - \text{mean}[S_n(q, t)],
\]

\[
\tilde{S}_n(t) = S_n((\pi, \pi), t) - \text{mean}[S_n(q, t)],
\]

where \( \tilde{q} \) are all momentum space points in direct neighborhood to the peak positions in the Brillouin zone. We then compare the effect of different pulse amplitudes. The results are given in Fig. 2.

Our first observation is, that the pulse suppresses both peaks during the time evolution. Increasing the pulse amplitude in general leads to a stronger suppression. The time domain in which the peak height shows the strongest decrease coincides with the maxima in the pulse line shape (see shaded regions in Fig. 2), reflecting the direct influence of the laser pulse onto the electronic and magnetic structure. Depending on the response of the system, we can distinguish three different regimes: 1) For weak pulses, \( A = 0.5 \), both charge and spin order are suppressed but stay finite after the pulse. We see slow oscillations in the time domain, even after the pulse has ended. Note that low intensity high frequency oscillations are expected on top of the overall dynamics due to the finite system size. 2) In the intermediate regime at \( A = 0.75 \) the charge order in Fig. 2(b) is strongly suppressed and on average close to zero, while the spin order is still larger than \( 30\% \) of the ground state value. 3) Further increasing the intensity to \( A = 1.0 \) also suppresses the spin order, while the charge order shows stronger oscillations but with an average close to zero.

These results are to be contrasted with the thermal phase diagram \cite{20}, in which thermal fluctuation first suppress spin order, while the critical temperature for the charge order is much higher. The direct coupling of the EM field to the charge is a possible explanation for this behavior: while the spin degrees of freedom of the \( f \) electrons are only indirectly affect through the Kondo coupling, the conduction band electrons react directly to laser pulse. In contrast thermal fluctuations do not distinguish between charge and spin sector.

Note that the suppression of the peaks in the charge and spin sector correspond to a suppression of the order parameters in the thermodynamic limit. Thus our simulations directly hint at a dynamic phase transitions in time, controllable by the pulse amplitude.

To get a deeper microscopic understanding of the dynamics, we also calculated the time evolution of the double occupancy and the momentum distribution,

\[
n_q(t) = \frac{1}{N_s} \sum_{i,j,\sigma} \langle \hat{c}_{i\sigma}^\dagger \hat{c}_{j\sigma} \rangle(t) e^{i q (r_i - r_j)}.
\]
for the lowest pump amplitude the double occupancy almost recovers to its equilibrium value, higher pump amplitudes lead to a significant change and increase. Note that the value of the double occupancy for the metallic, non-interacting system is $1/16 = 0.0625$. Thus, judging only from the observed time evolution of the double occupancy, the system becomes more metallic for stronger pump pulses.

This observation is supported by the time evolution of the momentum distribution, shown in Fig. 4. In equilibrium, Fig. 4a), the momentum distribution has a smooth dependence on momentum, indicative of an insulating behavior. During the pulse evolution the momentum distribution stays smooth as a function of momentum, but weight is transferred away from the center of the Brillouin zone to the outer regions, see Fig. 4b). This corresponds to the creation of free charge carriers and thus a breakdown of the charge insulator.

To further verify the dynamical melting of the charge insulator we investigate the small momentum dependence of the charge structure factor $S_q(t)$ in the supplemental material [30]. We observe a change of the scaling from quadratic to linear, which is also observed for the equilibrium Mott transition in the Hubbard model [31, 33]. We conclude, that the dynamical phase transition is accompanied by a meltdown of the insulating state.

Note that our results do not rely on the specific form of the charge order. Thus we expect that the dynamical phase transition can also be observed at different filling factors, in which charge order can exist with a different wavelength [21].

Higher Harmonic Generation In a typical ultrafast experiment, a strong pump pulse is used as an excitation, while a weaker probe pulse measures the response of the system with a time delay. Here we show, that the single pump pulse is sufficient to obtain insight into its effect on the system. We therefore compute the current, that is induced by the pump pulse. The result is shown in Fig. 5. For weak pump fluence, $A = 0.5$ the response of the system is primarily linear in the EM-field, while we see clear non-linearities in the current for stronger fluence, e.g. $A = 1.0$. We traced these non-linearities back to the generation of higher harmonics, which can be observed in the current emission spectroscopy,

$$FT \left[ \frac{dJ(t)}{dt} \right] (\omega),$$

where $FT$ denotes the Fourier transformation. We observe that odd harmonics are generated by the pump pulse in the system. It is expected, that photo excited charge carriers create a non-linear optical response in solids [34, 35]. The lack of even harmonics is a consequence of the inversion symmetry of the system [36, 37]. While the fundamental harmonic is only weakly dependent on the pulse amplitude, higher harmonics show a strong dependence on the pulse amplitude. In the third harmonic we see an increase in the amplitude by two orders of magnitude by doubling the laser amplitude from $A = 0.5$ to $A = 1.0$. The effect in the fifth harmonic is even stronger: in the weak pulse regime the fifth harmonic cannot be distinguished from the background, while it shows a strong peak, once the charge and spin order are suppressed. Thus there seems to be a strong feedback effect on the higher harmonics depending on the
CONCLUSION

In this paper we have investigated the dynamics of the spin and charge degrees of freedom in the 2D Kondo Lattice model driven by a strong laser pump field. The interplay between charge density and spin order can be strongly influenced by the light field, allowing us to dynamically manipulate the basic characteristics of the system. By tuning the laser intensity, we have shown, that charge fluctuations can be dynamically suppressed in favor of spin order, effectively inverting the temperature phase diagram of the model and allowing us to decouple the spin from the charge order. The dynamical phase transition is accompanied by a meltdown of the charge gap, as evidenced by microscopic observables such as double occupancy and momentum distribution. Finally we have demonstrated, that higher harmonic generation can be used as an experimental characterization tool for the dynamical phase transition.

Our work provides a mechanism for the ultrafast manipulation of coexisting charge and spin orders, offering a way to explore transient and hidden phases, which can not be attained by conventional methods, such as temperature or pressure. In the spirit of “Quantum phases on demand” [40], this provides a theoretical approach for the application of tailored ultra short laser pulses to strongly correlated materials.

Many questions are raised by our results, which are to be explored. While the system we investigated exhibits a coexisting charge and spin order, heavy fermion systems also display unconventional superconductivity and antiferromagnetism [41–43] and coexistence of both, which could be tuned in a similar fashion. Additional the effect of electronic relaxation, quantum criticality and impact of coupling to lattice phonons are of interest.
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