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Abstract

In recent years, compressed sensing (CS) based image coding has become a hot topic in image processing field. However, since the bit depth required for encoding each CS sample is too large, the compression performance of this paradigm is unattractive. To address this issue, a novel CS-based image coding system by using gray transformation is proposed. In the proposed system, we use a gray transformation to preprocess the original image firstly and then use CS to sample the transformed image. Since gray transformation makes the probability distribution of CS samples centralized, the bit depth required for encoding each CS sample is reduced significantly. Consequently, the proposed system can considerably improve the compression performance of CS-based image coding. Simulation results show that the proposed system outperforms the traditional one without using gray transformation in terms of compression performance.
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I. INTRODUCTION

In the last decade, compressed sensing (CS) [1], [2] has attracted a lot of interest in signal processing field, which states that a sparse signal or a compressible signal can be efficiently captured and recovered by using a small number of linear samples. Compared with the classical Shannon-Nyquist sampling theorem, CS can recover the original signal by using far fewer samples.

In recent years, image coding by using CS has become a hot topic in image processing field [3]-[15]. The block diagram of the traditional CS-based image coding system is shown in Fig. 1. Firstly, the original image is sampled by using CS. Then, the CS samples are quantized and entropy coded into bits. According to classical quantization theory, for a given quantization step...
size, the quantization distortion depends on the probability distribution of source symbols. Generally, the more centralized the source symbols distribute, the smaller the quantization distortion is. Unfortunately, the distribution of CS samples is usually decentralized [3], which means that the quantization distortion is very large if the bit depth allocated for each CS sample is too small. One way to solve this problem is to increase the bit depth for each CS sample. For example, when Bernoulli random matrix is used, it has been shown that at least 10 bits are needed to encode each CS sample [4]. However, this method will increase the bit rate significantly, which makes CS-based image coding unattractive in terms of the compression performance.

There are a number of studies on improving the compression performance of CS-based image coding, largely through an optimization of the sampling process (e.g., [5]-[8]), the quantization process (e.g., [9]-[12]), or the reconstruction process (e.g., [13]-[15]). However, for these methods, the distribution of CS samples is still decentralized. If we can find a strategy to make the distribution of CS samples more centralized, the compression performance can be furtherly improved.

In this letter, we propose a novel CS-based image coding system by using gray transformation. In the proposed system, we use a gray transformation to preprocess the original image firstly and then use CS to sample the transformed image. Since gray transformation can decrease the variance of CS samples significantly, i.e., this transformation makes the probability distribution of CS samples more centralized, the quantization distortion of CS samples is reduced significantly. Consequently, the proposed method can considerably improve the compression performance of CS-based image coding.

We organize the rest of this letter as follows. The theory of CS is given in Section II. The motivation of this work is presented in Section III. The proposed image coding system is described in detail in Section IV. Some simulation results are given in Section V. Finally, we concludes this work in Section VI.

II. CS Backgrounds

Consider a 1D signal $x \in \mathbb{R}^N$, which can be represented as

$$x = \Psi s,$$

where $\Psi \in \mathbb{R}^{N \times N}$ is orthogonal basis matrix and $s \in \mathbb{R}^N$ is a vector which is composed by coefficients in the $\Psi$ domain. If most of the coefficients of $s$ are zero, we say the signal $x$ is a sparse signal.

Suppose that $\Phi \in \mathbb{R}^{M \times N} (M \ll N)$ is a measurement matrix, then the CS samples of $x$ can be obtained by using a linear projection operation, i.e.,

$$y = \Phi x,$$

where $y \in \mathbb{R}^M$ is the CS measurement vector of $x$. The sampling rate is defined as $SR = \frac{M}{N}$. 

![Diagram of the traditional CS-based image coding system.](image)
According to CS theory, if the measurement matrix satisfies restricted isometry property (RIP), \( y \) can be used to recover the sparse signal accurately. It has been demonstrated that Gaussian random matrices satisfy RIP with high probability.

At the decoder side, the image can be reconstructed by solving the following \( l_1 \)-norm minimization problem

\[
\hat{x} = \arg\min_x \| \Psi^T x \|_1 \quad \text{s. t.} \quad y = \Phi x.
\]

(3)

In practice, the above optimization problem can be solved effectively by using any CS reconstruction algorithm [16]-[18].

III. THE MOTIVATION OF THE PROPOSED METHOD

Before describing our method in detail, the motivation of the proposed method is presented.

It should be note that CS only focus on reducing the number of samples. In order to realize a real compression, the CS samples needs to be quantized and entropy coded into bits.

When quantization and entropy coding are taken into consideration, the bit rate for CS-based image coding is given as

\[
R_x = \frac{M}{N} R_y,
\]

(4)

where \( R_y \) is the rate of the quantizer which is lower bounded by the entropy of the quantized CS samples.

In this letter, the measurement matrix is selected to be Gaussian random matrix. When Gaussian random matrix is used, the CS samples obey Gaussian distribution [10]. According to [10], the distortion for the CS samples is

\[
D(R_y) = \frac{1}{6 \pi \delta^2 2^{-2R_y}},
\]

(5)

where \( \delta \) is the variance of the CS samples.

For a given \( R_y \), it can be seen from Eq. (5) that the distortion of CS samples is dominated by the variance of CS samples. If we can find a method to reduce the variance, the distortion can be reduced significantly. This motivates us to develop a strategy to reduce the variance of CS samples, thus improving the compression performance of CS-based image coding.

IV. THE PROPOSED METHOD

In this letter, we propose a novel CS-based image coding system by using gray transformation. The overall architecture of the proposed system is shown in Fig. 2. At the encoder side, we preprocess the original image by gray transformation. After gray transformation, we can get the transformed image. Then, the transformed image is sampled by using CS. Thirdly, the CS measurement vector is quantized into integer index by scalar quantization (SQ). Lastly, the integer index is furtherly compressed into bits by using lossless Huffman coding. At the decoder side, by using inverse Huffman coding and de-quantization operation, we can recover the de-quantized CS measurement vector of the transformed image firstly. Then, we can locally recover the de-quantized CS measurement vector of the original image. Finally, the original image can be reconstructed by using any CS reconstruction algorithm. Since gray transformation can reduce the variance of CS samples significantly, the proposed system can considerably improve the compression performance of CS-based image coding. The detailed steps of the proposed method will be elaborated below.
A. Image coding

Suppose that \( x \in \mathbb{R}^N \) is the original image, which is obtained by stacking the 2D image \( X \in \mathbb{R}^{\sqrt{N} \times \sqrt{N}} \) in a column-by-column manner. In order to improve the compression performance, we preprocess the 2D image by using gray transformation firstly and then sample the transformed image. The detailed steps of image coding includes four steps.

**Step 1:** Use a gray transformation to preprocess the original image, which can be formulated as

\[
x' = x - a,
\]

where \( a = [a, a, ..., a] \in \mathbb{R}^N \) is a constant vector and \( x' \in \mathbb{R}^N \) is the transformed image.

**Step 2:** the transformed image is sampled by using CS

\[
y' = \Phi x' = \Phi x - \Phi a = y - y_a,
\]

where \( y' \in \mathbb{R}^M, y \in \mathbb{R}^M \) and \( y_a \in \mathbb{R}^M \) denote the CS measurement vectors of \( x', x \) and \( a \), respectively.

Obviously, \( y_a \) does not contain any information because it can be regenerated by \( a \) in the decoder side. Therefore, if the receiver obtains \( y' \) and the constant \( a \), he can recover the CS measurement vector \( y \). However, by appropriately selecting the constant \( a \), \( y' \) will has smaller variance than \( y \), thus reducing the distortion significantly. The detailed steps to select an appropriate constant \( a \) will be discussed in Subsection IV-C.

**Step 3:** The CS measurement vector is quantized into integer index by using scalar quantization (SQ). The integer quantization index of \( y' \) can be obtained by

\[
I = Q(y'),
\]

where \( Q(\cdot) \) is referred as the forward quantization stage.

**Step 4:** We encode the quantization index and the constant \( a \) into bits by using Huffman coding.

B. Image reconstruction

We will describe the detailed steps of image reconstruction in this subsection. It includes three steps.

**Step 1:** Recover the CS measurement vector of the transformed image by using inverse Huffman coding and dequantization operation. The de-quantized value of \( y' \) can be obtained by

\[
\hat{y}' = Q^{-1}(Q(y')),
\]

where \( Q^{-1}(\cdot) \) refers as the inverse quantization stage and \( \hat{y}' \in \mathbb{R}^M \) is the de-quantized CS measurement vector of \( x' \).
Step 2: The CS measurement vector of the original image can be locally recovered by inverse gray transformation operation

\[ \hat{y} = \hat{y}' + y_a, \]  

(10)

where \( \hat{y} \in \mathbb{R}^M \) is the de-quantized CS measurement vector of \( x \) and \( y_a = \Phi a \) can be locally regenerated by using the constant \( a \).

Step 3: Use the CS measurement vector to recover the original image

\[ \hat{x} = \text{CS}^{-1}(\hat{y}), \]  

(11)

where \( \hat{x} \in \mathbb{R}^N \) is the reconstructed image and \( \text{CS}^{-1}(\cdot) \) denotes an CS reconstruction function.

C. Optimal constant vector selection

A novel CS-based image coding system by using gray transformation is proposed in this letter. By appropriately selecting the constant vector, \( y' \) will have smaller variance than \( y \), thus reducing the distortion significantly. However, for a given image, how to select a proper constant vector is not discussed yet. In this subsection, we will study this problem.

Theorem 1 Suppose the entries of \( \Phi \) are i.i.d. Gaussian variables with mean zero and variance \( 1/M \), then the CS measurement vector obeys Gauss distribution. The mean and the variance of \( y' \) are \( E(y'_i) = 0 \) and \( \text{Var}(y'_i) = \frac{1}{M} \sum_{j=1}^{N} (x_j - a)^2 \), respectively.

Proof: Obviously, the \( i \)-th entries of \( y' \) is \( y'_i = \sum_{j=1}^{N} \Phi_{ij} (x_j - a) \). Since \( y'_i \) is a sum of Gaussian variables, \( y'_i \) is still a Gaussian variable. Therefore, \( y' \) obeys Gauss distribution. The mean value and the variance of \( y' \) can be written as

\[
E(y'_i) = E \left( \sum_{j=1}^{N} \Phi_{ij} (x_j - a) \right) \\
= E(\Phi_{ij}) \sum_{j=1}^{N} (x_j - a) = 0,
\]

(12)

and

\[
\text{Var}(y'_i) = \text{Var} \left( \sum_{j=1}^{N} \Phi_{ij} (x_j - a) \right) \\
= \sum_{j=1}^{N} (x_j - a)^2 \text{Var}(\Phi_{ij}) \\
= \frac{1}{M} \sum_{j=1}^{N} (x_j - a)^2,
\]

(13)

respectively.

According to Theorem 1, we can see that the variance of \( y' \) is related to the constant \( a \). In practice, it is desired that, after gray transformation, the variance of CS samples is as small as possible, i.e.,

\[ \hat{a} = \arg\min_{a} f(a) = \frac{1}{M} \sum_{j=1}^{N} (x_j - a)^2. \]  

(14)

To find an optimal solution, we can take the derivative of the function \( f(a) \) with respect to \( a \), the outcome is

\[
\frac{\partial f(a)}{\partial a} = \frac{1}{M} \left( 2Na - 2 \sum_{j=1}^{N} x_j \right).
\]
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Fig. 3. Histograms of the CS samples for different schemes. (a1)-(a5) are the histograms of the CS samples for Lena, Peppers, Barbara, Goldhill and Mandrill by using SBCS scheme, respectively; (b1)-(b5) are the histograms of the CS samples for Lena, Peppers, Barbara, Goldhill and Mandrill by using SBCS-GT scheme, respectively.

\[
\frac{2N}{M} \left( a - \frac{1}{N} \sum_{j=1}^{N} x_j \right) = 2N \left( a - \frac{1}{N} \sum_{j=1}^{N} x_j \right).
\] (15)

Obviously, when \( a = \frac{1}{N} \sum_{j=1}^{N} x_j \), the derivative of \( f(a) \) equals zero. It is easy to verify that \( f(a) \) has minimum value when \( a = \frac{1}{N} \sum_{j=1}^{N} x_j \). Therefore, we can conclude that the variance of \( y' \) is minimum when \( a \) equals the mean value of the original image.

V. SIMULATION RESULTS

In this section, a lot of experimental results are reported to verify the performance of the proposed system. Five images, such as Lena, Peppers, Barbara, Goldhill and Mandrill, are used in the experiments. The size of the tested images is \( 512 \times 512 \). Gaussian random matrix is applied in the experiments and the sparsity basis is the dualtree discrete wavelet (DDWT) [19]. PSNR is used to evaluate the objective quality of images. To simplify the encoder, we use block CS (BCS) to sample the original image, i.e., the original image is split into non-overlap blocks firstly and then these blocks are sampled by using CS. The block size is \( 32 \times 32 \).

In our proposed method, we use a gray transformation to preprocess the 2D image, which can reduce the variance of CS samples. In the first experiment, we present the probability distribution of CS samples to demonstrate this fact. The sampling rate is 0.5 in this test. Two schemes are considered.

(1) Scrambled BCS (SBCS) [5] scheme. This is a state-of-the-art BCS scheme. Gray transformation is not applied for this scheme.

(2) Scrambled BCS with gray transformation (SBCS-GT) scheme. For this scheme, gray transformation is utilized prior to CS sampling and then the transformed image is sampled by using SBCS.

For both schemes, we use smoothed projected Landweber (SPL) [13] algorithm to recover the image. In [5], the authors also use a non-local low-rank reconstruction (NLR) method [20] to refine the recovered image. In this letter, we do not refine
Table I

| Images | Bit sizes | Sampling rate |
|--------|-----------|---------------|
|        |           | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 |
| Lena   | Lossless  | 27.64| 31.16| 33.33| 35.01| 36.57 |
|        | 8 bits    | 27.59| 31.06| 33.13| 34.70| 36.05 |
|        | 7 bits    | 27.54| 30.87| 32.71| 34.08| 35.09 |
|        | 6 bits    | 27.45| 30.30| 31.53| 31.65| 32.02 |
|        | Lossless  | 28.42| 31.83| 33.64| 35.07| 36.32 |
|        | 8 bits    | 28.32| 31.60| 33.50| 34.79| 35.94 |
|        | 7 bits    | 28.24| 31.41| 33.21| 34.04| 35.17 |
|        | 6 bits    | 27.96| 30.74| 31.41| 31.92| 32.20 |
| Peppers| Lossless  | 22.35| 23.63| 24.89| 26.48| 28.06 |
|        | 8 bits    | 22.32| 23.58| 24.87| 26.35| 27.97 |
|        | 7 bits    | 22.09| 23.36| 24.86| 26.26| 27.66 |
|        | 6 bits    | 21.98| 23.05| 24.47| 25.44| 26.61 |
| Barbara| Lossless  | 26.78| 28.90| 30.30| 31.53| 32.72 |
|        | 8 bits    | 26.78| 28.83| 30.12| 31.31| 32.40 |
|        | 7 bits    | 24.39| 28.77| 30.02| 30.80| 32.01 |
|        | 6 bits    | 23.51| 28.02| 28.99| 29.73| 30.31 |
| Goldhill| Lossless | 20.36| 21.78| 22.84| 23.82| 24.86 |
|        | 8 bits    | 20.34| 21.78| 22.78| 23.78| 24.78 |
|        | 7 bits    | 20.18| 21.67| 22.72| 23.75| 24.69 |
|        | 6 bits    | 20.10| 21.66| 22.63| 22.97| 24.42 |

The probability distribution of the CS samples for different schemes is shown in Fig. 3. From the figure, we can see that the probability distribution of the CS samples has a large variance and the tail decays slowly for SBCS scheme. Compared with SBCS scheme, SBCS-GT scheme has smaller variance and the tail decays more faster. Therefore, for a given distortion, it is expected that the bit depth required for encoding each CS sample can be reduced considerably by using SBCS-GT scheme.

In our second experiment, the required bit size for encoding each CS sample of the proposed scheme is tested. We quantize the CS sample by using different bit sizes. For the sake of comparison, lossless case is also considered in this test. The PSNR values of the reconstructed images for SBCS scheme and SBCS-GT scheme are shown in Table I and Table II, respectively. From the tables, we can see that 6 bits are enough to encode each CS sample for SBCS-GT scheme. However, for SBCS scheme, 8 bits are required to encode each CS sample. In conclusion, SBCS-GT scheme saves 2 bits for each CS sample in comparison with SBCS scheme.

In the last experiment, we compare the compression performance between SBCS scheme and SBCS-GT scheme. For both schemes, the bit depth for each CS sample is 6 bits. We alter the sampling rate to control the compression ratio. The compression performance for the two schemes is shown in Table III. It can seen from the table that SBCS-GT scheme outperforms the traditional SBCS scheme in terms of compression performance. In conclusion, since gray transformation can reduce the bit depth required for each CS sample significantly, the proposed method can considerably improve the compression performance of CS-based image coding.
### TABLE II

The PSNR (in dB) values of the reconstructed images for SBCS-GT scheme with different bit sizes.

| Images | Bit sizes | Sampling rate |
|--------|-----------|---------------|
|        |           | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 |
| Lena   | Lossless case | 27.64 | 31.16 | 33.33 | 35.01 | 36.57 |
|        | 8 bits    | 27.58 | 31.15 | 33.28 | 34.94 | 36.43 |
|        | 7 bits    | 27.56 | 31.09 | 33.08 | 34.78 | 36.23 |
|        | 6 bits    | 27.46 | 30.97 | 32.76 | 34.21 | 35.43 |
| Peppers | Lossless case | 28.42 | 31.83 | 33.64 | 35.07 | 36.32 |
|        | 8 bits    | 28.40 | 31.71 | 33.63 | 35.03 | 36.22 |
|        | 7 bits    | 28.22 | 31.68 | 33.43 | 34.82 | 35.94 |
|        | 6 bits    | 28.11 | 31.47 | 33.00 | 34.04 | 35.09 |
| Barbara | Lossless case | 22.35 | 23.63 | 24.89 | 26.48 | 28.06 |
|        | 8 bits    | 22.31 | 23.63 | 24.88 | 26.41 | 27.97 |
|        | 7 bits    | 22.21 | 23.57 | 24.86 | 26.25 | 27.93 |
|        | 6 bits    | 22.11 | 23.48 | 24.79 | 26.16 | 27.81 |
| Goldhill | Lossless case | 26.78 | 28.90 | 30.30 | 31.53 | 32.72 |
|        | 8 bits    | 26.64 | 28.89 | 30.28 | 31.47 | 32.65 |
|        | 7 bits    | 24.87 | 28.77 | 30.22 | 31.40 | 32.48 |
|        | 6 bits    | 24.29 | 28.63 | 29.80 | 30.87 | 31.91 |
| Mandrill | Lossless case | 20.36 | 21.78 | 22.84 | 23.82 | 24.86 |
|        | 8 bits    | 20.27 | 21.73 | 22.80 | 23.72 | 24.83 |
|        | 7 bits    | 20.17 | 21.72 | 22.79 | 23.42 | 24.78 |
|        | 6 bits    | 20.09 | 21.70 | 22.75 | 23.23 | 24.76 |

### TABLE III

Comparison of the compression performance for different schemes.

| Images | Schemes | Bit rate |
|--------|---------|----------|
|        |         | 0.2 | 0.4 | 0.6 | 0.8 | 1.0 |
| Lena   | SBCS    | 20.68 | 26.75 | 28.41 | 29.33 | 30.23 |
|        | SBCS-GT | 24.26 | 27.21 | 28.95 | 30.42 | 31.46 |
| Peppers | SBCS   | 21.38 | 26.71 | 28.96 | 29.84 | 30.69 |
|        | SBCS-GT | 22.86 | 27.55 | 29.54 | 30.82 | 31.66 |
| Barbara | SBCS   | 20.18 | 21.77 | 22.39 | 23.08 | 23.62 |
|        | SBCS-GT | 20.53 | 22.18 | 22.64 | 23.34 | 23.98 |
| Goldhill | SBCS   | 19.95 | 21.07 | 27.02 | 27.72 | 28.19 |
|        | SBCS-GT | 20.81 | 22.10 | 27.73 | 28.57 | 29.15 |
| Mandrill | SBCS  | 19.45 | 19.95 | 20.60 | 21.22 | 21.67 |
|        | SBCS-GT | 20.06 | 20.17 | 20.90 | 21.43 | 22.01 |
| Average | SBCS   | 20.33 | 23.25 | 25.48 | 26.24 | 26.88 |
|        | SBCS-GT | 21.70 | 23.84 | 25.95 | 26.92 | 27.65 |
VI. Conclusions

In this letter, a novel CS-based image coding system by using gray transformation is proposed. Firstly, we use a gray transformation to preprocess the original image. Then, we apply CS to sample the transformed image. Since gray transformation can reduce the bit depth for encoding each CS sample significantly, the proposed method can substantially improve the compression performance of CS-based image coding. The effectiveness of the proposed method is verified by simulation results.
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