Is the Rees-Sciama effect detectable by the next generation of cosmological experiments?
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Non-linear growth of structure causes the gravitational potentials to grow with time, and this leaves an imprint on the small-scale temperature fluctuations of the Cosmic Microwave Background (CMB), a signal known as the Rees-Sciama (RS) effect. Building on previous “idealized” studies, here we investigate the detectability of the RS effect by cross-correlating upcoming CMB and Large-Scale Structure surveys. We include tracers with realistic number density and bias, realistic noise for current and upcoming CMB experiments, and importantly, the contribution from CMB foregrounds to the noise budget. We also derive optimal redshift weights, which are crucial to the detection due to the mismatch between the redshift kernel of the RS effect and the typical redshift distribution of current and upcoming galaxy surveys. In agreement with previous work, we confirm that the signal would in principle be detectable at high significance by “white noise” versions of future CMB experiments, when foregrounds are not included as part of the noise. However, we show that inclusion of foregrounds limits the statistical detectability of the signal: an optimally-weighted high-redshift sample from Rubin Observatory LSST, together with CMB maps from CMB-S4 or CMB-HD, can yield a detection with signal-to-noise 6 - 8, when taking $\ell_{\text{max}} = 6000$, provided that foreground-induced biases can be successfully controlled. Improvements are possible if the total power from foregrounds is further reduced, for example by more aggressive masking, or if the signal can be modelled down to smaller scales.

I. INTRODUCTION

The Integrate Sachs-Wolfe (ISW) effect\textsuperscript{1} is one of the gravitational contributions to the observed Cosmic Microwave Background (CMB) Temperature fluctuations. It arises from the time-dependence of the gravitational potential as photons propagate from the surface of last scattering to us. Depending on the regime of interest and the physical origin of the time-evolution of the potential, the same mechanism for producing ISW fluctuations is sometimes known as the Rees-Sciama (RS) effect\textsuperscript{2}. While ISW and RS have often been used interchangeably, it appears that in recent literature ISW has been predominantly used to refer to the large-scale, linear effect, where the time evolution of the potential is due to the effect of Dark Energy\textsuperscript{3,4}. At the same time, RS has usually referred to the non-linear contributions, for example from the non-linear collapse of matter around galaxies and clusters, which causes the (absolute value of) the potential to grow\textsuperscript{4,10,11}. We’ll adopt the convention above in this work, noting that there is no universal consensus on the terminology.

We also point out that another source of time-varying potential is the galaxy motion across the line of sight\textsuperscript{12}, generating a dipole signal in the CMB, aligned with the direction of motion, an effect known as “moving lens” or “slingshot”. This component of the signal and its detectability has been extensively studied in recent years\textsuperscript{13,18}, and that due to the dipole nature of the signal, it doesn’t contribute to the cross-correlations studied in this paper. Therefore the moving lens effect won’t be explored here.

In this work we will only consider the effect from non-linear growth of structure, and we’ll only include this contribution when referring to RS: by directly probing the growth of the gravitational potential on small scales, it is potentially an excellent probe of gravity in the non-linear regime, often sensitive to modifications to General Relativity\textsuperscript{4}.

The RS signal in a Cold Dark Matter (CDM) Universe was studied in detail in\textsuperscript{10}, with the help of second-order perturbation theory and N-body simulations. The author finds that the RS contribution is negligible in the CMB power spectrum on large scales, but that is a potentially significant source of anisotropy on subarcminute scales ($\ell \gtrsim 5000$). The effects of non-linearities in matter and bias, as well as its redshift dependence was further studied in\textsuperscript{11}. The authors further point out that the RS signal is suppressed at late times during Dark Energy domination due to the suppression in growth caused by the accelerated expansion. Indeed, this will be evident in Section IV, where we show that most of the signal arises during matter domination at $z \gtrsim 1$. More recent simulations of the RS effect are also found in\textsuperscript{19,20}, which do not forecast the detectability of the signal.

The cross-correlation between the RS effect and weak lensing has been explored in\textsuperscript{21,22}, showing promise for moderate-to-high significance detections with the next generation of cosmological surveys, under idealized assumptions about the CMB noise, which usually neglect the effect of the foregrounds. While we won’t specifically
forecast the use of weak lensing as a Large Scale Structure (LSS) tracer, our “white noise” forecasts in Section III are in qualitative agreement with the references just mentioned. Finally, a comprehensive review of the ISW and RS effects, as well as perturbative methods to evaluate the RS contribution can be found in [1].

In this paper, we use our modern understanding of the small-scale fluctuations of the CMB and of high-redshift galaxies to provide realistic forecasts for the next generation of experiments. Our paper differs from previous work in the following three ways: (1) We include the contributions of foregrounds and the channel-by-channel noise properties of upcoming experiments, optimally combined to reduce the total background fluctuations, to go beyond the idealized “white noise” projections of previous work: this will be shown to lead to major changes in the forecasts. (2) We also explore realistic LSS tracers in the form of high redshift samples derived from the upcoming Rubin Observatory LSST, which includes dropout samples characterized from recent observations and (3) we derive and use optimal redshift weighting for the LSS tracers, which will be crucial to the detectability of the signal. Throughout the paper, we shall use Planck 2018 cosmological parameters, from Table 2 (last column) of [24].

The remainder of the paper is organized as follows: in Section II we review the calculation of the RS effect. In Section III we consider the case of an “idealized” cosmic-variance limited LSS survey and a white noise CMB experiment to connect to previous literature, while in Section IV we explore the redshift origin of the signal. In Section V we discuss the CMB experiments considered here (CMB-S4 and CMB-HD), while Section VI we describe our fiducial tracers of LSS. Finally we show our results in Section VII and conclude in Section VIII. Appendix A derives the optimal weights used in the text.

II. THE REES-SCIAMA EFFECT

When photons propagate in a time-varying gravitational potential \( \Phi \), they undergo a change in energy, which in units of CMB temperature is given by

\[
\left( \frac{\Delta T}{T} \right)_{\text{ISW}} = -2 \int d\chi e^{-\tau(z)} \hat{\Phi}(\hat{n}\chi)
\]

(1)

Here \( \tau(z) \) is the mean optical depth to redshift \( z \), \( \chi(z) \) is the comoving distance, the dot denotes the derivative with respect to conformal time, and we have adopted natural units where \( c = 1 \). The gravitational potential is in turn related to the matter fluctuations \( \delta_m \) through the Poisson equation:

\[
k^2 \Phi = \frac{3}{2} \Omega_{m,0} H_0^2 \frac{\delta_m}{a}
\]

(2)

where \( a = 1/(1+z) \) is the scale factor, \( H_0 \) is the Hubble parameter and \( \Omega_{m,0} \) is the matter fraction, both evaluated at \( z = 0 \). In the linear regime, during matter domination, it is well known that \( \delta_m \propto a \), so that \( \Phi \) is constant and the linear part of ISW vanishes. Note that the presence of Dark Energy is not required to get a RS effect: non-linear growth which differs from \( \delta_m \propto a \) will lead to a non-zero RS signal. Dark Energy causes \( \delta_m \) to grow slower than \( a \) on large scales at late times, generating a positive correlation between tracers such as galaxies and CMB fluctuations (the ISW effect). On sufficiently small non-linear scales, gravitational collapse causes \( \delta_m \) to grow faster than \( a \), creating a negative correlation between tracers and the CMB (the RS effect). The presence of Dark Energy is not required for this latter part of the signal to be non-zero, and in fact we shall see that the majority of the signal originates from the matter-dominated era.

We can rewrite Poisson’s equation as:

\[
\delta_m(k, z) = a^{\text{ISW}}(k, z) \hat{\Phi}(k, z)
\]

(3)

with

\[
a^{\text{ISW}}(k, z) = \frac{2}{3} \Omega_{m,0} H_0^2 (1 + z)
\]

(4)

Now let’s consider density fluctuations \( \delta_0(k) = \delta_m(k, z_0) \), at some fixed but arbitrary \( z_0 \). Then we can define a scale dependent growth function in terms of the non-linear and linear matter power spectra \( P^{\text{NL}} \) and \( P^{\text{lin}} \) respectively as:

\[
D(k, z) = \frac{P^{\text{NL}}(k, z)}{P^{\text{lin}}(k, z_0)}
\]

(5)

Note that the numerical value of \( D \) depends on the choice of \( z_0 \), but that our results will be independent of the normalization of \( D \) and therefore of \( z_0 \). One note is in order here: outside of the linear regime, it is no longer exact that \( \delta_m(k, z) = D(k, z) \delta_0(k) \) due to the decorrelation induced by gravitational non-linearities on small scales. Nevertheless, one may conjecture that this approximately holds even in the non-linear regime when considering expectation values (for example power spectra or correlation functions). Indeed, a mathematically equivalent approximation has been tested with the help of N-body simulations by [21] and shown to work at the \( \approx 10\% \) level, and therefore we shall replace \( \delta_m(k, z) \to D(k, z) \delta_0(k) \) when calculating power spectra.

As a practical example, we shall consider galaxy overdensity as our LSS tracer of choice, while noting that the same formalism applies to any tracer of the LSS such as galaxy lensing or Intensity Mapping. The galaxy redshift distribution is defined as \( n(z) \equiv dN/(dz \, d\Omega) \), where \( N \) is the galaxy number counts, and \( \Omega \) is the solid angle. Then the mean projected number density is given by \( \bar{n}_{2D} = \int dz \, n(z) \) and the galaxy overdensity in direction \( \hat{n} \) is

\[
\delta_g(\hat{n}) = \frac{\delta n_{2D}(\hat{n})}{\bar{n}_{2D}} = \int dz \, W_g(z) \delta_m(\chi \hat{n}, z)
\]

(6)
FIG. 1. The ISW and RS signal when cross-correlating a CMB temperature map with galaxies from the LSST “gold” sample: on large scales ($\ell \lesssim 500$), the signal is positive and is primarily due to linear ISW, while on smaller scales, the signal is negative, representing the effect of non-linear growth in what we call the RS effect.

with

$$W^g(z) = b_g(z) \frac{n(z)}{n_{2D}} \quad (7)$$

Here $b_g(z)$ is the linear bias of the galaxy sample used in the cross-correlation.

Using Equation 1 together with Equation 6 and the Limber approximation [28, 29], we can calculate the cross-correlation $C^{Tg}$ between $(\Delta T/T)_{\text{ISW}}$ and $\delta_g$:

$$C^{Tg}_\ell = \int dz \frac{H(z)}{\chi^2} W^g(z) W^{\text{ISW}}(k = \ell/\chi, z) P^{\text{NL}}(k = \ell/\chi, z) \quad (8)$$

where

$$W^{\text{ISW}}(k, z) = 2e^{-\tau(z)} \frac{d}{D(k, z) dz} \left( \frac{D(k, z)}{\alpha^{\text{ISW}}(k, z)} \right) \quad (9)$$

For the non-linear matter power spectrum, we shall use the halofit fitting function [30], as updated by [31] and implemented in CAMB [32].

Figure 1 shows the expected signal when cross-correlating CMB temperature maps with the “gold sample” [33] of galaxies from LSST, taken here as an example of LSS tracer. In what follows, we will call Rees-Sciama the “negative” part of the signal at $\ell \gtrsim 500$ for which non-linear growth dominates. The large scale ($\ell \lesssim 500$) positive correlation is due to the linear ISW effect, which won’t be included in the forecasts (unlike in some of the previous work): this linear part is well-studied and previously detected, and its detectability within the standard ΛCDM cosmological model is limited by cosmic variance to $S/N \lesssim 7.6\sqrt{f_{\text{sky}}}$, where $f_{\text{sky}}$ is the sky fraction of overlap between the CMB and LSS experiment [9].

III. WARMUP: WHITE NOISE, COSMIC-VARIANCE LIMITED FORECASTS

In this section we consider forecasts for a CMB experiment with finite beam and white noise only, with no foregrounds included. This is to build intuition and to connect with previous literature, which often made this approximation.

As a LSS tracer, we shall consider a cosmic-variance (CV) limited experiment out to $z_{\text{max}} = 7$, from which we can form a perfect ISW template, 100% correlated with the RS effect in the primary CMB map up to $z_{\text{max}}$. We hence take $W^g(z) = W^{\text{ISW}}(z)$ up to $z_{\text{max}}$ and zero otherwise. This is because this choice maximizes the $S/N$ and hence represents the CV limit. This could be achieved for example by a futuristic high-density galaxy survey. Alternatively, low shot noise at high redshift can also be achieved with Line Intensity Mapping (LIM) experiments such as 21cm or others lines [3].

Therefore, the results of this section represent the theoretical limit of what can potentially be achieved by future experiments, and is therefore worth exploring. Realistic CMB and LSS assumptions for the next generation of experiments are presented in later sections.

The signal-to-noise ratio for the amplitude of the RS in this case is given by:

$$\left( \frac{S}{N} \right)_{\text{CV}}(\ell_{\text{max}}) \approx f_{\text{sky}} \sum_{\ell_{\text{min}}=500}^{\ell_{\text{max}}} \frac{(2\ell + 1)(C^{\text{ISW}}_\ell)^2}{C^{T\ell}_{\ell} + (C^{\text{ISW}}_\ell)^2} \quad (10)$$

Where

$$C^{\text{ISW}}_\ell = \int dz f(z) W^{\text{ISW}}(k = \ell/\chi, z) P^{\text{NL}}(k = \ell/\chi, z) \quad (11)$$

and the CMB power spectrum $C^{T\ell}_{\ell}$ includes both the lensed primary CMB [4] as well as detector noise with a

---

1 On small scales, a linear bias approximation will not be adequate for precision cosmological analyses [25,27]. For the purpose of our forecast for detectability we shall consider linear bias only, while leaving a full analysis of bias non-linearities to future work.

2 https://camb.info/
the RS signal is, at least in principle, detectable at very non-negligible signal at higher multipoles. Our results in that, however noting that there should definitely be a the non-linear power spectrum and its derivatives beyond \( \ell \) largest contribution from \( \ell \) \( \ell \) negligible contributions at \( \ell \) minimal impact on our results since the linear ISW has irrespective of the sample. This is expected to have a \( \theta \) with \( \theta \) white detector noise for a single channel. casts in this section only include the primary CMB and several frequency channels, but the “white noise” fore-

foregrounds, as well as the minimum variance noise from other components and given by

\[
N_{\ell}^{\text{det}} = \Delta_T^2 \theta_{\text{FWHM}} \ell^2 / (8 \ln 2),
\]

where \( \Delta_T \) is the noise level of the experiment (usually quoted in \( \mu \text{K-arcmin} \)) and \( \theta_{\text{FWHM}} \) is the full-width at half-maximum (FWHM) of the beam in radians.

Starting from Section V, the total \( C_{\ell}^{TT} \) will also include foregrounds, as well as the minimum variance noise from several frequency channels, but the “white noise” forecasts in this section only include the primary CMB and white detector noise for a single channel.

As explained in the previous section, the lower limit to the \( \ell \)-range in Equation 10 is taken to be \( \ell_{\text{min}} = 500 \) in order to isolate the RS contribution. While the crossing between the linear ISW and RS is slightly dependent on the LSS sample under consideration (and in particular on its redshift distribution), for simplicity we fix \( \ell_{\text{min}} = 500 \) irrespective of the sample. This is expected to have a minimal impact on our results since the linear ISW has negligible contributions at \( \ell \gtrsim 100 \), while RS receives its largest contribution from \( \ell \) of a few thousand.

Figure 2 shows the CV-limit for a low noise CMB with \( \theta_{\text{FWHM}} = 1.4 \) arcmin. We limit our forecasts to \( \ell_{\text{max}} = 6000 \) due to the large uncertainties in modeling the non-linear power spectrum and its derivatives beyond that, however noting that there should definitely be a non-negligible signal at higher multipoles. Our results in Figure 2 show that even with this conservative choice, the RS signal is, at least in principle, detectable at very high significance with future CMB and LSS experiments, and can exceed \( S/N \sim 100 \) for very low noise CMB experiments. We shall see that foregrounds in temperature will unfortunately limit the maximum \( S/N \) obtainable, by adding a large amount of small-scale fluctuations that will act as noise in the small-scale CMB spectrum.

IV. WHERE DOES THE SIGNAL COME FROM?

Before discussing realistic samples and their optimal weighting, we investigate what the characteristics of an “ideal” tracer of RS are. We are interested here in determining which redshifts most contribute to the signal, which is represented by \( C_{\ell}^{\text{ISW}} \). We can see from Equation 11 that \( C_{\ell}^{\text{ISW}} \) is shaped by two quantities: the kernel \( W_{\ell}^{\text{ISW}}(z) \) (Equation 9), and the non-linear matter power spectrum. The kernel \( W_{\ell}^{\text{ISW}}(z) \) informs us on the signal induced by a unit mass fluctuation at a given redshift, while the power spectrum conveys information on the actual amplitude of perturbations at a given redshift and scale. Figure 3 shows the kernel \( W_{\ell}^{\text{ISW}}(z) \) and the integrand \( \partial C_{\ell}^{\text{ISW}} / \partial z \) from Equation 11. Since these quantities depend on scale, and since we’ll see that most of the signal will originate from multipole of a few thousands, we plot these quantities at a fixed \( \ell_* = 5000 \).

We can see that the kernel \( W_{\ell}^{\text{ISW}}(z) \) has very little contribution from the Dark Energy era at \( z \lesssim 1 \), and it peaks at \( z \approx 3 \), with significant contributions to rather large redshift.

In practice, however, the size of matter fluctuations is modulated by the power spectrum and it is not uniform with redshift. This is captured when looking at \( \partial C_{\ell}^{\text{ISW}} / \partial z \): since fluctuations are larger at late times, this quantity peaks at slightly lower redshift (around \( z \approx 2 \)) and decays faster with redshift.
The results above confirm the finding of [11], which argued that the signal is heavily suppressed in the Dark Energy domination era by the competing effects of accelerated expansion and non-linear growth due to gravity. Therefore, a detection in cross-correlation with low redshift catalogs is likely to be challenging. Indeed a sample that maximizes the density of high-redshift galaxies, together with optimal weighting, will be essential for a detection as we shall discuss in Section VI B.

V. REALISTIC CMB NOISE AND FOREGROUNDS

The RS effect appears to be too small to be detected by current and near-term future CMB experiments such as the Simons Observatory (SO) [34]. Here we consider two future projects: CMB-S4 and a more ambitious and futuristic CMB-HD. The low noise and high resolution of these experiments make them excellent candidates for this kind of analysis.

CMB-S4 [35] is a next-generation Stage IV ground based CMB experiment which will reach arcminute resolution and \( \approx 1 \mu \text{K-arcmin} \) sensitivity over more than 50% of the sky. The sensitivity and resolution for each map for the Large Area Survey is summarized in Table I.

CMB-HD [36] is a proposed future super-high resolution CMB experiment that utilizes a \( \sim 30 \text{m-class dish} \) to achieve \( \approx 15 \text{arcsec} \) resolution and \( \approx 0.5 \mu \text{K-arcmin} \) noise at 150 GHz. The assumed specifications are listed in Table II over 50% of the sky.

| Frequency (GHz) | 20 | 27 | 39 | 93 | 145 | 225 | 280 |
|----------------|----|----|----|----|-----|-----|-----|
| beam FWHM (arcmin) | 10.0 | 7.4 | 5.1 | 2.2 | 1.4 | 1.0 | 0.9 |
| TT noise level (\( \mu \text{K-arcmin} \)) | 45.9 | 15.5 | 8.7 | 1.5 | 1.5 | 4.8 | 11.5 |

TABLE I. Experimental assumptions for CMB-S4

| Frequency (GHz) | 30 | 40 | 90 | 150 | 220 | 280 |
|----------------|----|----|----|-----|-----|-----|
| beam FWHM (arcmin) | 1.3 | 0.94 | 0.41 | 0.25 | 0.17 | 0.13 |
| TT noise level (\( \mu \text{K-arcmin} \)) | 6.5 | 3.4 | 0.73 | 0.79 | 2.0 | 4.6 |

TABLE II. Experimental assumptions for CMB-HD

Since the signal is extracted by cross-correlating a CMB map with LSS tracers and that the RS effect, like all other gravitational secondary anisotropies, is independent of frequency, we can maximize the \( S/N \) of the detection, by minimizing the total noise (or variance) in the CMB map, including the effect of both detector noise and foregrounds. This minimum-variance multi-frequency combination is the standard Internal Linear Combination (ILC, [37,39]). We use the ILC implementation in the BasicILC code. We include the power spectrum of foregrounds in the calculation, using the sky model from [40], which includes templates for the angular power spectrum of all of the foregrounds components considered here, as well as their amplitude. We include all of the relevant small-scale contributions, namely from the thermal and kinematic Sunyaev-Zel’dovich effects (tSZ and kSZ), and well as from the Cosmic Infrared Background (CIB), and radio point sources. Since we are only interested in small scales, we will neglect any effects from the Earth’s atmosphere on the noise budget. We also note that the foreground noise can be reduced by masking individually-detected sources beyond the thresholds of [40], which should be possible given the better sensitivity of CMB-S4 or CMB-HD compared to the assumptions in that paper: in this sense, our forecasts are conservative because we don’t assume any extra masking beyond what has already been demonstrated. It might potentially even make the signal detectable by nearer term experiments such as SO, and it would be worthwhile exploring this further. On the other hand, aggressive masking can also mask part of the signal, potentially lowering the \( S/N \) and biasing our interpretation of the signal. We leave a detailed study of the effect of masking on the signal and on the noise to future work.

From this point on, the white noise of Equation 12 will be replaced by the more realistic ILC power as shown.

\[ \ell (\ell + 1) C_{\ell} / 2 \pi \approx \mu K - \text{arcmin} \]
in Figure 4, which includes the effects of all the known foregrounds.

VI. LARGE SCALE STRUCTURE TRACERS

In this section we consider a realistic galaxy survey with redshift distribution \( n(z) \) and projected number (per steradian) \( \bar{n}_{2D} \). In this general case we have:

\[
\left( \frac{S}{N} \right)^2 (\ell_{\text{max}}) \approx f_{\text{sky}} \ell_{\text{max}} \sum_{\ell_{\text{min}}=500}^{\ell_{\text{max}}} \frac{(2\ell + 1)(C_{\ell}^{TT})^2}{C_{\ell}^{gg} C_{\ell}^{TT} + (C_{\ell}^{Tg})^2} \tag{13}
\]

where the galaxy power spectrum is given by:

\[
C_{\ell}^{gg} = \int dz \frac{H(z)}{\chi^2} |W^g(z)|^2 P_3^N_l(k = \ell/\chi, z) + \frac{1}{\bar{n}_{2D}} \tag{14}
\]

includes shot noise \( 1/\bar{n}_{2D} \) in addition to the clustering term.

A. Galaxy Sample

Given the importance of high redshift tracers, we consider a deep sample from LSST, chosen to maximize the number of high-redshift galaxies. As our fiducial sample we follow the sample defined in [11, 48] based on an \( i < 27 \) magnitude cut with \( S/N > 5 \). We also add Lyman break galaxies from redshift dropouts, whose number density we estimate by scaling recent HSC observations [44, 45], yielding \( \bar{n}_{2D} \approx 66 \) galaxies/arcmin\(^2\) in the range \( z = 0 - 7 \). The inclusion of dropout samples increases the number density by over an order of magnitude at \( z \geq 4 \) and will have a large impact on the detectability of the RS effect. In Figure 5 we show \( n(z) \) for our fiducial sample. We note that such a deep sample may not be suitable for shape measurements for galaxy lensing. However, the angular positions can still be used for measuring clustering and cross-correlation. Similarly, the redshifts may be more poorly constrained (especially for the dropout samples), but we note that the RS kernel is very broad in redshift, and therefore redshift uncertainties are unlikely to affect our conclusions. Following [39, 46], we take \( b_g = 0.95/G(z) \), where \( G(z) \) is the linear growth factor normalized such that \( G(z) = 1/(1 + z) \) in matter domination.

B. Optimal redshift weights

We note from Figure 6 that \( n(z) \) for our fiducial sample peaks at \( z < 1 \), even with our choices of including deep and dropout samples to maximize the number of high redshift galaxies. Since the ISW kernel peaks at \( z \sim 3 \), this \( n(z) \) is not well-matched to the detection of RS. We solve this problem by deriving optimal redshift weights to apply to each galaxy before cross-correlating with the CMB. We find that this weighting is crucial to the detectability of the signal.

In detail, before forming the galaxy overdensity map \( \delta_g \), we weigh each galaxy by \( w(z) \) based on its photometric redshift. As shown in Appendix A, the optimal weight around multipole \( \ell_* \) is given by

\[
w(z) \propto \frac{b_g(z) W^{ISW}(k = \ell_*/\chi, z) P^N_3(k = \ell_*/\chi, z)}{(n(z)/\bar{n}_{2D}) [b^2(z) P^N_3(k = \ell_*/\chi, z) + 1/n_{3D}(z)]} \tag{15}
\]

where we have defined the 3D number density

\[
n_{3D}(z) \equiv \frac{H(z)}{\chi^2(z)} n(z) \tag{16}
\]

The optimal weights in principle depend on the value of \( \ell_* \) chosen above. We choose a fixed \( \ell_* = 5000 \), since that’s where most of the signal comes from, and have confirmed that different choices of \( \ell_* \) make virtually no difference to our forecasts. For simplicity, we’ll leave the weights unnormalized, since they appear with the same power in both the numerator and denominator of the \( S/N \) calculation. Hence an overall (redshift-independent) normalization will cancel out.

The weights have an intuitive explanation: as discussed in Section IV most of the signal arises from the range \( z \sim 2 - 4 \), with very little contributions from \( z \lesssim 1 \). However, most galaxy surveys, including Rubin LSST, have the majority of the galaxies at those low redshift, which contribute very little to the signal, but introduce unnecessary noise. Therefore, optimal weights will tend to up-weight galaxies at higher redshift, but this comes at the cost of increasing the effective shot noise (because higher-redshift galaxies are more rare). Optimal weights balance these two competing effects, to maximize the total \( S/N \).
Note that alternatively we could also have divided the sample in several tomographic bins, computed the covariance between them and employed a likelihood function for combining them optimally. The results would be equivalent, but we find our procedure with redshift weights to be more transparent and easier to implement.

With optimal weighting, the calculation of \( S/N \) in Equations 13 and 14 is modified in the following way: First, the galaxy kernel becomes \( W^g(z) \rightarrow w(z)W^g(z) \) in the calculation of \( C^Tg \) and \( C^gg^\ast \). Moreover, the effective shot noise changes from the original \( 1/n_{2D} \) to

\[
\frac{1}{n_{2D}} = \frac{1}{n_{2D}} \int dz \; n(z)w^2(z) \tag{17}
\]

As explained above, since the weights are left unnormalized here, the \( C^Tg \) and \( C^gg^\ast \) with this weighting are only defined up to an arbitrary multiplicative constant, which will cancel in the \( S/N \) calculation and hence won’t affect any of our results.

FIG. 6. Original (unweighted) \( W^g(z) \), compared to the optimally weighted \( W^g(z) \) for our fiducial sample from LSST, and the ISW kernel, which would represent the optimal weighting for a LSS experiment with zero shot noise. \( W^{ISW}(z) \) and the weights evaluated at a fixed multipole \( \ell \ast = 5000. \)

Figure 6 shows the unweighted (original) galaxy kernel \( W^g(z) \propto b_g(z)n(z) \), together the ISW kernel and the optimally weighted kernel \( W^{opt}(z) \propto w(z)b_g(z)n(z) \). As expected, the reweighted distribution is intermediate between the original \( W^g(z) \) at lower redshift (which minimizes the shot noise), and the ISW kernel (which maximizes the signal).

We also note that the optimal weights are smooth in redshift, and therefore we expect photometric redshifts from future imaging surveys to be more than adequate for our purposes. A large fraction of catastrophic redshift outliers can make the weighting scheme suboptimal and bias the interpretation of the signal. Spectroscopic follow-up to LSST, targeting high redshift galaxies, have been proposed [47][51] and could provide important calibration, mitigating concerns about photometric redshifts.

VII. RESULTS

Here we use the CMB noise curves including foregrounds and multi-channel ILC from Section V and our fiducial galaxy sample described in Section VI A, together with the optimal weights discussed in Section VI B, to forecast the detectability of the signal in a realistic situation.

Figure 7 shows the the combination of CMB and our optimally-weighted fiducial sample should lead to a detection of the RS signal with \( S/N \) of a few. Assuming an overlap area with \( f_{sky} = 0.4 \), we find \( S/N \approx 6 \) for CMB-S4. The more futuristic CMB-HD could improve the detection by \( \approx 30\% \) and potentially more by going to higher \( \ell_{\text{max}} \).

We also note that the optimally weighted fiducial sample is rather close to cosmic variance (within a factor of a few tens of percent), and therefore increasing the density of a LSS survey or changing its redshift distribution is unlikely to lead to large improvements. Significantly increasing the detection significance would require lowering the CMB effective noise, which includes the effect of foregrounds, or going to higher \( \ell_{\text{max}} \). This can appear challenging, since the foreground power (after ILC) is a weak function of the CMB detector noise. Nonetheless, more aggressive masking than what assumed here can lower the foreground power and should be able to increase the...
null in the intermediate regime at $\ell \sim 6 - 8$, at least in our conservative setting with $\ell_{\text{max}} = 6000$. Improving the galaxy sample can only lead to a modest increase in $S/N$ because our galaxy sample is already close to the cosmic variance limit, while significant improvements are possible if the total power of the CMB maps, including foregrounds, can be reduced (for example by more aggressive masking).

One issue not explored in this paper is the potential bias from foregrounds to the cross-correlation $C_{Tg}^{xy}$ itself: foregrounds are always included in the noise, but any residual foreground after ILC might introduce a bias to the inferred RS signal. Studying this quantitatively would require correlated LSS and CMB simulations with high-density samples to high ($z \gtrsim 4$) that are not available to us, and therefore we leave this study to future work. In a real analysis, several tests are possible to ensure that this potential bias is not a concern. For example, one could check that the correct amplitude of the linear ISW is measured on large scales, and that the signal is null in the intermediate regime at $\ell$ of a few hundred. Moreover, imperfect foreground control due to CIB or tSZ contamination is expected to have opposite signs in this cross-correlation: nulling either in turn and checking for consistency would add robustness to the analysis. We leave this important analysis of foreground biases to future work.

VIII. CONCLUSIONS

We have investigated the detectability of the RS effect with the next generation of high-resolution CMB experiments, when combined with Rubin LSST galaxies. We have shown that in absence of CMB foregrounds, the RS effect is potentially detectable at very high significance; however, when realistic foregrounds are included, the detection significance is limited to $S/N \sim 6 - 8$, at least in our conservative setting with $\ell_{\text{max}} = 6000$. Improving the galaxy sample can only lead to a modest increase in $S/N$ because our galaxy sample is already close to the cosmic variance limit, while significant improvements are possible if the total power of the CMB maps, including foregrounds, can be reduced (for example by more aggressive masking).

One issue not explored in this paper is the potential bias from foregrounds to the cross-correlation $C_{Tg}^{xy}$ itself: foregrounds are always included in the noise, but any residual foreground after ILC might introduce a bias to the inferred RS signal. Studying this quantitatively would require correlated LSS and CMB simulations with high-density samples to high ($z \gtrsim 4$) that are not available to us, and therefore we leave this study to future work. In a real analysis, several tests are possible to ensure that this potential bias is not a concern. For example, one could check that the correct amplitude of the linear ISW is measured on large scales, and that the signal is null in the intermediate regime at $\ell$ of a few hundred. Moreover, imperfect foreground control due to CIB or tSZ contamination is expected to have opposite signs in this cross-correlation: nulling either in turn and checking for consistency would add robustness to the analysis. We leave this important analysis of foreground biases to future work.
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Appendix A: Derivation of optimal redshift weights

Here we derive the optimal weights \( w(z) \), introduced in Section 11B and in particular in Equation 15, for each multipole \( \ell \). We want to maximize the \( S/N \) given by each term in the sum in Equation 13, where the “signal” comes from \( \ell \) and the “noise” by \( T \). The \( S/N \) of a few thousand, we are going to drop the normalization and use unconstrained minimization with the use of a Lagrange multiplier \( \lambda \), and minimizing a “Lagrangian” function \( \mathcal{L} \)

\[
\mathcal{L} = N^2 - \lambda [S - S_{\text{fid}}] \tag{A5}
\]

with respect to the weights \( w(z) \). Asking for the Lagrangian to be stationary with respect to the weights at a given redshift \( z_0 \), we get

\[
\frac{\delta \mathcal{L}}{\delta w(z_0)} = 2C_{\ell_0}^{TT}f(z_0)w(z_0) - \lambda g(z_0) = 0 \tag{A6}
\]

from which we get

\[
w(z_0) = \frac{\lambda}{2C_{\ell_0}^{TT}} \frac{g(z_0)}{f(z_0)} \tag{A7}
\]

\( w(z_0) \) is precisely Equation 15 in the main text. Moreover, the comparison between Equation A2 and A3 makes it clear that the shot noise for the weighted field is modified in the following way:

\[
\frac{1}{n_{3D}^2} = \frac{1}{n_{3D}} \int dz \, n(z)w^2(z) \tag{A10}
\]

and hence this concludes the derivation.

where

\[
g(z) = \frac{H(z)}{\chi^2}W^g(z)W^{\text{ISW}}(k = \ell_*/\chi, z)P_{\delta}^{\text{NL}}(k = \ell_*/\chi, z) \tag{A3}
\]

and

\[
f(z) = \frac{H(z)}{\chi^2}[W^g(z)]^2 P_{\delta}^{\text{NL}}(k = \ell_*/\chi, z) + \frac{n(z)}{n_{3D}^2} \tag{A4}
\]

We can simplify the calculation by noting that maximizing the \( S/N \) is equivalent to minimizing the noise (or its square, since it’s a positive quantity), subject to keeping the signal fixed to a fiducial quantity \( S_{\text{fid}} \). This constrained minimization problem can be rewritten as an unconstrained minimization with the use of a Lagrange multiplier \( \lambda \), and minimizing a “Lagrangian” function \( \mathcal{L} \):