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Abstract

Magnetization switching in ferromagnetic structures is an important process for technical applications such as data storage in spintronics, and therefore the determination of the corresponding switching rates becomes essential. We investigate a free-layer system in an oscillating external magnetic field resulting in an additional torque on the spin. The magnetization dynamics including inertial damping can be described by the phenomenological Gilbert equation. The magnetization switching between the two stable orientations on the sphere then requires the crossing of a potential region characterized by a moving rank-1 saddle. We adopt and apply recent extensions of transition state theory for driven systems to compute both the time-dependent and average switching rates of the activated spin system in the saddle region.

Keywords: magnetization switching, ferromagnetic free-layer system, Landau–Lifshitz–Gilbert equation, transition state theory, normally hyperbolic invariant manifold, stability analysis

1. Introduction

In recent years, the promise of spintronics to emerging technological applications has attracted growing interest leading to extensive research efforts in experimental \cite{1-8} and theoretical physics \cite{1, 2, 9-13}. The relative simplicity and accuracy of the single-domain models for ferromagnetic structures has proven to be a popular choice for characterizing such spintronics applications. Specifically, these models describe the macro spin-dynamics underlying the Gilbert equation \cite{14-16}. The landscape of the corresponding potential includes two minima at the stable spin up and spin down positions which are separated by a rank-1 saddle in certain configurations \cite{17, 18}. The typical goal in spintronics applications is to achieve and control the magnetization switching within a target timescale—viz., a specified rate. This can be achieved, for example, through application of a spin torque \cite{19}. An alternative approach is microwave-assisted magnetic recording—more specifically, microwave-assisted switching \cite{20-23}—where a microwave field perpendicular to the easy axis is used in conjunction with a static external field along the easy axis in order to facilitate the magnetization switching. Multiple variations of this scheme have been proposed \cite{24-27}, some of which rely solely on rotating AC fields perpendicular to the easy axis \cite{28, 29}. In this paper, we focus on a single AC field along the easy axis without any static external fields.

In chemical reactions, the transition from reactants to products is typically marked by a barrier region with a rank-1 saddle that has exactly one unstable direction called the reaction coordinate, while the remaining orthogonal modes are locally stable and are associated with other bound internal motions. The dynamical crossing of a rank-1 saddle in such chemical systems can be described by transition state theory (TST) \cite{30, 35}, which then allows for the calculation of rate constants and the flux. However, TST is not restricted to chemical reactions as it has been applied in many other fields, including, e.g., atomic physics \cite{37}, solid state physics \cite{38}, cluster formation \cite{39, 40}, diffusion dynamics \cite{41, 42}, and cosmology \cite{43, 45}. Notably, the theory has also been extended to time-dependent
driven systems \[ \text{[46]} \]. Although originally framed using perturbation theory \[ \text{[47–50]} \], the requisite locally recrossing-free dividing surface (DS) and instantaneous decay rates in TST can now be obtained with more generally-applicable methods \[ \text{[51–55]} \] as employed here.

Thus, the central result of this paper is the demonstration of the applicability of time-dependent TST to characterize the dynamical crossing of a macrospin across a time-dependent rank-1 saddle using the recent advances cited above. In the language of TST, the spin up and spin down regions can be interpreted as reactants and products, and the magnetization switching corresponds to the “chemical” reaction. An important difference between the previous systems to which TST has so far been applied, and the ferromagnetic systems described by the Gilbert equation lies in the geometry of the phase-space structure. Typically, a Hamiltonian system with \( d \) degrees of freedom is described by a \((2d)-\)dimensional phase space with \( d \) coordinates and \( d \) associated velocities or momenta. The Gilbert equation, however, is a first-order differential equation for the dynamics of the magnetic moment on a sphere, i.e., there are no independent velocities or momenta. Therefore, the dynamics is effectively that of a one degree of freedom (DoF) system \[ \text{[14, 56–58]} \]. Nevertheless, within this domain a DS can be associated with the neighborhood of the rank-1 saddle. In analogy to chemical reactions, we conjecture that the reactive flux across this DS is associated with the decay rate of the spin flip. In this context, the reactive flux is that of all the trajectories that are reactants (viz., spin up) in the infinite past and products (viz., spin down) in the infinite future. In transition state theory, the reactive flux is approximated by the sum of the positive velocities (headed in the direction of the product) over the surface, and it is exact if no trajectory recrosses the DS.

We show that recent extensions of TST for systems with time-dependent moving saddles \[ \text{[51–54]} \] can indeed be applied to a ferromagnetic single-domain system with a two-dimensional phase space describing the orientation of the magnetic moment on the sphere and the dynamics following the Gilbert equation. The system can even be driven by a time-dependent external magnetic field. The free-layer system and the applied methods are introduced in Sec. 2. The applicability of TST relies on the fact that for any time \( t \), the two-dimensional phase space exhibits a stable and unstable manifold, which intersect in a point on the normally hyperbolic invariant manifold (NHIM). A locally recrossing-free DS separating the spin down and spin up regions in phase space can be attached to this point. The time-dependent moving points of the NHIM form the transition state (TS) trajectory, which is a periodic orbit when the free-layer system is driven by an oscillating magnetic field.

The TS trajectories are the starting point for the calculation of rate constants, and the characterization of the magnetization switching. Through application of the ensemble method and the local manifold analysis (LMA) developed in Ref. \[ \text{[54]} \], we obtain the time-dependent instantaneous rates along TS trajectories at various amplitudes and frequencies of the driving external magnetic field. We also find in Sec. 3 that the time-averaged rates along the TS trajectories depend significantly on the external driving.

2. Theory and methods

Here, we briefly discuss our model (cf. Fig. 1) motivated by a free-layer system \[ \text{[17]} \] and present the equations, which describe the spin dynamics of this model including external driving. Then we introduce the basic ideas of TST and the methods, which will be applied for the computation of the instantaneous and average rates of the magnetization switching.

2.1. Spin dynamics in a driven free-layer model

The model addressed here is based on a magnetic single-domain layer with variable magnetization \( M \), known as a free layer. This layer is modeled in analogy to Stoner and Wohlfarth \[ \text{[59–60]} \] including a demagnetization field for a thin film (shape anisotropy) \[ \text{[60–61]} \]. A periodic external magnetic field is added to drive the magnetization. This field is intended as a generic placeholder for some externally applied torque—e.g., certain types of spin torque \[ \text{[62]} \] such as the one stated below—and must not necessarily be realized by a magnetic coil or antenna.

For a classical description of the spin system we start from the Gilbert equation \[ \text{[14, 57]} \]

\[
\dot{M} = -\gamma M \times H + \frac{\alpha}{M_s} M \times M
\]

(1)

to describe the motion of a magnetic moment \( M = -\gamma S \), with \( S \) the spin, \( \gamma \) the gyromagnetic ratio, and \( M_s = |M| \) the saturation magnetization [cf. Fig. 1(b)]. The magnetic moment \( M \) is damped by a strength proportional to the
While this specific type of spin torque cannot be represented purely by an additional magnetic field term, others—e.g., $H$—where

$$M = \frac{M_S m}{|m|}$$

respectively. Using these values as units, we can set $M_S = 1$ and $\gamma = 1$ for computations with dimensionless parameters.

In the following, we choose coefﬁcient $\alpha$ and can be driven by the effective magnetic field $H$. Because the velocity $\dot{M}$ is orthogonal to $M$, the length of the magnetic moment is conserved and therefore we can write $M = M_S m$ with $|m| = 1$ and $m$ being dimensionless.

The implicit differential equation (1) can be brought to an explicit form. Substituting $\dot{M}$ on the right-hand side of Eq. (1) with the equation itself and using the relation $M \times (M \times M) = (M \cdot M)M - M^2 M = -M_S^2 M$ as well as $M = M_S m$ we obtain the Landau–Lifshitz–Gilbert (LLG) equation [14, 16]

$$\dot{m} = -\frac{\gamma}{1 + \alpha^2} m \times [H + \alpha(m \times H)].$$

Here, we investigate the motion of a magnetic moment in a free-layer model described by the potential [61]

$$U = \frac{M_S^2 m_x^2}{2} - \frac{M_S H_K}{2} m_x^2 - M_S H_z^{\text{ext}} \sin(\alpha t) m_z,$$

where $H_K$ is the anisotropy constant of the free layer. A magnetization switching induced by an additional torque modifying the dynamics of Eq. (2), can in principle be achieved by various ways [20–29]. For the description of spin torque in a pinned-layer system, Slonczewski introduced an additional term to the standard Gilbert equation, depending on the polarization of the pinned layer [19]. In this model, the spin torque is proportional to the applied electron current $I$ flowing through the pinned layer and, thus, can in principle become oscillating if an AC-source is used [63, 64]. While this speciﬁc type of spin torque cannot be represented purely by an additional magnetic ﬁeld term, others—e.g., Manchon and Zhang [62]—have suggested spin torques that can. Due to the fact that the inﬂuence of some spin torques can be reformulated as an additional effective ﬁeld acting on the spin dynamics [62, 65], we directly add our applied ﬁeld expression into the effective ﬁeld, leading to signiﬁcant simpliﬁcations [16]. The last term in Eq. (3) describes such an oscillating external magnetic ﬁeld in $z$ direction with amplitude $H_z^{\text{ext}}$ and frequency $\omega$. The effective magnetic field then reads

$$H = -\frac{1}{M_S} \nabla_m U = \begin{pmatrix} -M_S m_x \\ 0 \\ H_K m_z + H_z^{\text{ext}} \sin(\alpha t) \end{pmatrix}.$$  

For the free-layer system with parameters based on Refs. [22, 27, 29] the saturation magnetization and the gyromagnetic ratio read

$$M_S = 1 \times 10^6 \text{ A m}^{-1} \quad \text{and} \quad \gamma = 2.217 \times 10^5 \text{ m A}^{-1} \text{s}^{-1},$$

respectively. Using these values as units, we can set $M_S = 1$ and $\gamma = 1$ for computations with dimensionless parameters.

In the following, we choose

$$M_S = 1, \quad \gamma = 1, \quad \alpha = 0.01, \quad H_K = 0.5,$$  

$$H_z^{\text{ext}} = \sin(2 \pi \omega t).$$

Figure 1: (a) Schematic of a magnetic single-domain layer with variable magnetization $M$ (free layer) in an external magnetic field $H^{\text{ext}}$. (b) Magnetic field components governing the evolution of the free layer’s magnetization $M$. The effective field $H$ acting upon $M$ consists of the demagnetization field $H^m = -M_S m_\hat{e}_x$, the magnetocrystalline anisotropy field $H^K = H_K m_\hat{e}_z$, and the external driving $H^{\text{ext}} = H_z^{\text{ext}} \sin(\omega t) \hat{e}_z$. The material’s easy axis is aligned with the $z$-axis.
we apply TST to a magnetization switching in the free-layer system—e. g., from the “reactant” state to the “product” state. In typical scenarios for a chemical reaction, a one-dimensional reaction path—e. g., the transition state theory (TST), which must be crossed for the magnetization switching. A typical trajectory with higher friction $\alpha = 0.1$, propagated without external driving from a spin-down state to a spin-up state, is shown in cyan (or light gray in print) in both panels. Vertical markers highlight the part of the trajectory shown in (b).

Figure 2: The free-layer potential (1) on the sphere and (b) in the $(\varphi, \theta)$ plane. The saddle points at $\theta = \pi/2$ and $\varphi = \pm \pi/2$ mark the regions of the TS, which must be crossed for the magnetization switching. A typical trajectory with higher friction $\alpha = 0.1$, propagated without external driving from a spin-down state to a spin-up state, is shown in cyan (or light gray in print) in both panels. Vertical markers highlight the part of the trajectory shown in (b).

and an external magnetic field with amplitude and frequency

$$H_{ext}^z = 0.15 \quad \text{and} \quad \omega = \pi/8$$

as reference parameters, if not stated otherwise. This corresponds to $H_K = 5 \times 10^5$ A m$^{-1}$, $H_{ext}^z = 1.5 \times 10^5$ A m$^{-1}$, and $\omega/2\pi = 13.86$ GHz in the problem defined in Ref. [66] with the standard material parameters of permalloy. This applied field and frequency are well in the range of typical experimental conditions.

To take advantage of the symmetry of the system one can transform the LLG equation (2) in spherical angular coordinates $\theta$ and $\varphi$, i. e.,

$$\dot{\theta} = \frac{\gamma}{1 + \alpha^2} (H_e + \alpha H_0), \quad \dot{\varphi} = \frac{\gamma}{1 + \alpha^2 \sin \theta} (H_\varphi + \alpha H_\varphi),$$

for $\theta \notin \{0, \pi\}$ and with the projections of the effective field to the basis vectors, $H_0 = H \cdot \hat{e}_0$ and $H_\varphi = H \cdot \hat{e}_\varphi$. The potential (3) on the sphere for the spin system without external driving is illustrated in Fig. 2(a). The reduced equations of motion (7) for the two spherical angular variables describe a two-dimensional problem with the potential $U(\theta, \varphi)$ presented in Fig. 2(b). Two energy minima are located at the poles with $\theta = 0$ and $\theta = \pi$, which make the potential (3) a perfect candidate to observe magnetization switching. At the equator $\theta = \pi/2$ there are two local energy maxima for $\varphi = 0$ and $\varphi = \pi$ and two rank-1 saddles for $\varphi = -\pi/2$ and $\varphi = +\pi/2$.

A typical trajectory without external driving illustrating the magnetization switching is drawn in both panels (a) and (b) of Fig. 2. It starts on the spin down side of the sphere ($\theta > \pi/2$), crosses the saddle region of the potential near $\theta = \pi/2$, $\varphi = -\pi/2$ and approaches the spin up position ($\theta \approx 0$) on a spiral caused by the damping term in the Gilbert equation (1). We are interested in spin-flip processes crossing the regions close to one of the rank-1 saddles, and investigate in the following, without loss of generality, spin flips crossing the rank-1 saddle near $\varphi = +\pi/2$.

2.2. Transition state theory

The free-layer system, described by the potential (3), features a rank-1 saddle point at $\varphi = \pi/2$, as shown in Fig. 2(b). This saddle can act as a bottleneck of the spin dynamics, which makes it a candidate for the application of TST models [30, 31, 33, 36]. In typical scenarios for a chemical reaction, a one-dimensional reaction path—e. g., the minimum energy path [27]—characterizes the progress of the reaction. A rank-1 saddle point separates reactants from products along this unstable mode, and can be used to naively characterize the flux and associated reaction rate. In this context, it acts as a TS. In higher dimensions, the other degrees of freedom are stable and are referred to as orthogonal modes. More generally, the TS marks the transition between reactants and products through the location of a DS. Here, we apply TST to a magnetization switching in the free-layer system—e. g., from the “reactant” state to the “product” state—caused by a time-dependent driving of the system via an external magnetic field. To achieve this aim, we resort to recent extensions of TST to time-dependent driven systems [52–55].
2.2.1. Phase-space structure and TS trajectory

In the free-layer system introduced above, the magnetization switching is related to a change in the $\theta$ coordinate—e.g., from $\theta \gtrless 0$ to $\theta \lesssim \pi$ in an up to down spin state. In applying TST to resolve the activated dynamics of a spin, it thus appears natural to take the angle $\theta$ as the reaction coordinate and $\varphi$ as an orthogonal mode. However, an important difference between the spin system described by the equations of motion in (8), and systems typically addressed by TST requires some considerations, discussed below, to make the analogy complete.

In a chemical or mechanical system with $d$ degrees of freedom the dynamics is typically described by $2d$ second-order differential equations for the coordinates or, in the Hamilton formalism, by $2d$ first-order differential equations for the coordinates and canonical momenta in the $2d$-dimensional phase space. In the spin system, the LLG equation results in the first-order differential equations (8) for the two coordinates $\theta$ and $\varphi$, i.e., there are no canonical momenta $p_\theta$ and $p_\varphi$, which belong to these coordinates. Nevertheless, TST can be applied to this system. The crucial point is that the two-dimensional phase space of the spin system consisting of the two coordinates $\theta$ and $\varphi$ is treated in formal mathematical analogy to the two-dimensional phase space of a one DoF Hamiltonian system with a reaction coordinate and the corresponding canonical momentum.

The phase-space structure of the driven spin system in the vicinity of the rank-1 saddle at a given time $t$ is illustrated in Fig. 2(a). Note that the reaction coordinate $\theta$ is the ordinate and $\varphi$ the abscissa, which differs from corresponding presentations in Refs. [52-55] [68], where the reaction coordinate is chosen as the abscissa and the corresponding velocity along the ordinate. The stable and unstable manifolds $W_s$ and $W_u$ separate four different regions, where (I) the spin stays down, (II) the spin stays up, (III) the spin switches from up to down, and (IV) the spin switches from down to up, when the system is propagated backwards and forwards in time. One subtlety regarding the time propagation of the spins should be noted: Due to the damping of the magnetic field by the term proportional to $\alpha$ in Eq. (1) the spin without external driving always moves towards a potential minimum, i.e., the spin up or spin down position when propagated forwards in time. However, it moves towards one of the potential maxima located at $\theta = \pi/2$, $\varphi = 0$ or $\theta = \pi/2$, $\varphi = \pi$ (see Fig. 2) when propagated backwards. Therefore, appropriate cutoffs for the propagation of trajectories must be introduced to obtain the correct classification to one of the regions (I)–(IV) in Fig. 2(a). Failing to do so can lead to visible artifacts, or it can cause the classification algorithm to not terminate. Similar problems in dissipative chemical systems have been discussed in Ref. [69]. In our case, we have found $0.1\pi < \varphi < 0.9\pi$ to yield reliable results.

The intersection of the stable and unstable manifold is a point $(\varphi^+, \theta^+)$ on the NHIM. Such points do not leave the saddle region when propagated forwards or backwards in time. Therefore, these points describe spins that reside permanently in an unstable intermediate state roughly in $x$ direction that is neither spin up nor spin down. Note that for driven systems the points of the NHIM in general do not coincide with the time-dependent position of the saddle.
marked by the black point in Fig. 3(a). The line with constant angle \( \theta = \theta^s \) represents a recrossing-free DS, which separates the “reactants” and “products” in TST, i.e., a spin with \( \theta < \theta^s \) is spin up and a spin with \( \theta > \theta^s \) is spin down. In case of periodic driving of the spin system by a time-dependent external magnetic field, the points on the NHIM follow a periodic orbit with the same period as the external driving. This orbit is called the TS trajectory, and is of fundamental importance for the computation of rate constants.

For the numerical construction of the NHIM, we resort to the binary contraction method (BCM) introduced in Ref. 68. For a given time \( t \), the algorithm in the BCM is initialized by defining a quadrangle with each of its corners lying exclusively within one of the four regions in the \((\phi, \theta)\) plane shown in Fig. 3(a). In each iterative step, we first determine an edge’s midpoint. Then, the adjacent corner corresponding to the same region as that midpoint is moved to the midpoin’s position. By repeating this interleaved bisection procedure in turn for all edges, the quadrangle successively contracts and converges towards the intersection of the stable and unstable manifolds, i.e., a point on the NHIM. This method is numerically very effective and efficient for systems such as the one addressed here.

2.2.2. Decay rates

Three different methods for calculating decay rates \( k_e \) is by means of propagation of an ensemble. In analogy to Ref. 54 we identify a line segment parallel to the unstable manifold that satisfies the property: it lies on the reactant side between the stable manifold and the DS at a distance that is small enough to allow for linear response and large enough to suppress numerical instability. At \( t = t_0 \), a spin ensemble is placed on this line as illustrated by blue dots in Fig. 3(b) and propagated in time to yield a time-dependent spin up population \( N_\uparrow(t) \). The ensemble at time \( t = t_0 + \Delta t \) is marked in Fig. 3(b) by red and orange dots. Spins, which have crossed the DS (red dots) are spin down and thus cause a decrease of the population \( N_\uparrow(t) \) (see the orange dots) with increasing time. In principle, one can now obtain a reaction rate constant \( k_e \) by fitting an exponential decay \( N_\uparrow(t) \propto \exp[-k_e(t-t_0)] \) to the spin up population. This, however, is not possible in all systems because the decay in \( N_\uparrow(t) \) can be nonexponential. Instead, we use the more general approach described in Ref. 54, which involves examining the instantaneous decays

\[
k_e(t) = -\frac{\dot{N}_\uparrow(t)}{N_\uparrow(t)}.
\]  

Local manifold analysis. The ensemble method is computationally expensive because it requires the propagation of a large number of spins for sufficiently long time. An alternative method, called the LMA, can be used to obtain instantaneous spin-flip rates purely from the geometry of the stable and unstable manifolds in phase space. The LMA is based on the observation that the equations of motion 6 can be linearized in the local vicinity of a trajectory \( m^\uparrow(t) \) on the NHIM with the Jacobian

\[
J(t) = \left. \frac{\partial (\theta, \phi)}{\partial (\theta, \phi)} \right|_{m^\uparrow(t)}.
\]

With the (not necessarily normalized) directions of the stable and unstable manifolds \( W_s \) and \( W_u \) at time \( t \) given by \((\Delta \phi_s, \Delta \theta_s)\) and \((\Delta \phi_u, \Delta \theta_u)\) with \( \Delta \theta_e = \Delta \theta_u \), as marked in Fig. 3(b), and using the linearization of the equations of motion 8 with the Jacobian 10 for the propagation of the spin ensemble, we finally obtain an analytical expression for the instantaneous rates of the magnetization switching

\[
k_m(t) = -\frac{\dot{N}_\uparrow(t)}{N_\uparrow(t)} = -\lim_{\Delta t \to 0} \frac{N_\uparrow(t+\Delta t) - N_\uparrow(t)}{\Delta t N_\uparrow(t)} = \frac{\partial \theta}{\partial \phi} \left|_{m^\uparrow(t)} \right| \frac{\Delta \phi_u - \Delta \phi_s}{\Delta \theta_s}.
\]

These rates can be calculated independently at different times \( t \), which allows for computations in parallel. Note that \( \Delta \phi_s / \Delta \theta_s \) and \( \Delta \phi_u / \Delta \theta_u \) are the inverse slopes of the stable and unstable manifolds \( W_s \) and \( W_u \) in Fig. 3(b), and thus the instantaneous rate \( k_m(t) \) in Eq. (11) is mainly determined by the difference of these two inverse slopes. This differs
which coincides with the position of the static saddle in Fig. 2. When driven by an oscillating external field, the TS
as shown below, the Floquet rate constant $k_F$ agrees perfectly with the instantaneous rates $k_s(t)$ and $k_m(t)$ when the latter two are averaged over one period $T$ of the TS trajectory.

3. Results and discussion

We now present and discuss the TS trajectories and the related instantaneous and averaged decay rates obtained for the free-layer system with and without driving by an oscillating external magnetic field. TS trajectories in the ($\varphi, \theta$) phase space at various amplitudes $H_z^{\text{ext}}$ and frequencies $\omega$ of the driving field relative to the reference system of Eq. (7) are shown in Fig. 4(a). The static TS trajectory without external driving is marked by a black dot at $\theta = \varphi = \pi/2$, which coincides with the position of the static saddle in Fig. 2. When driven by an oscillating external field, the TS trajectories become periodic orbits with the same period as the driving. The elliptical shape and orientation of the orbits strongly depend on the amplitude and frequency of the driving. The black solid line marks the TS trajectory with the
Figure 5: Mean rates $\bar{k}$ as function of the frequency $\omega$ and amplitude $H^\text{ext}_z$ of the external magnetic field. The diamonds mark the parameters used in Fig. 4(b).

reference parameters given in Eqs. (6) and (7). The dashed lines mark TS trajectories, where either the amplitude $H^\text{ext}_z$ (blue lines) or the frequency $\omega$ (red lines) deviates from these reference parameters. For the chosen sets of parameters investigated here, the driving frequency mostly affects the shape of the orbits, whereas the driving amplitude has a large influence on the orbit size while preserving the shape approximately.

Rate constants, which are related to the TS trajectories in Fig. 4(a), have been computed with the methods introduced in Sec. 2.2.2 and are shown in Fig. 4(b). The (dark lines mark the instantaneous rates obtained by the LMA as functions of $t/T$ where $T = 2\pi/\omega$ is the period of the corresponding TS trajectory. As can be seen, the oscillation amplitude of the instantaneous rates at high amplitude $H^\text{ext}_z = 0.3$ of the driving field (dark blue line) is slightly higher than that of the system with $H^\text{ext}_z = 0.15$ (black line). This trend continues for $H^\text{ext}_z = 0.05$, where the oscillation is almost unnoticeable.

The pale lines present the averaged rate constants. Here, the increase of the $H^\text{ext}_z$ from 0.15 (light gray line) to 0.3 (pale blue line) causes a significant decrease in the averaged rate constant. The dark and pale red lines in Fig. 4(b) mark the instantaneous and averaged decay rate of the system at lower frequency $\omega = \pi/16$ and higher frequency $\omega = \pi/4$ of the oscillating magnetic field. The instantaneous rate fluctuates much stronger around the mean value. The alternation in the strength of these fluctuations is strong evidence for a sign change in the modulation amplitude around the reference frequency. As mentioned above, the rate constants obtained as time averages of the instantaneous rates over one period of the TS trajectory agree perfectly with the rate constants computed using the Floquet method.

Finally, the dependence of the averaged decay rate $\bar{k}$ on the amplitude $H^\text{ext}_z$ and frequency $\omega$ of the magnetic field is reported in Fig. 5. The diamonds mark the parameters of the TS trajectories shown in Fig. 4(b). A minimum in the rates lies near the corner with low frequencies $\omega$ and high amplitudes $H^\text{ext}_z$.

4. Conclusion and outlook

We have investigated magnetization switching in a ferromagnetic free-layer system. The dynamics of the magnetic moment is described by the Gilbert equation (1). We have shown that TST can be applied to its two-dimensional phase space even though the Gilbert equation does not have the expected structure of a Hamiltonian system with coordinates and canonical momenta. We obtained the periodic TS trajectories of the free-layer system driven by an additional oscillating external magnetic field. In turn, these form the basis for the calculation of the instantaneous and averaged decay rates. The rates significantly depend on the time-dependent driving, i.e., the amplitude and frequency of the external magnetic field. The magnetization switching can thus be controlled by the external driving.

In this paper, we have assumed that the time derivative $\dot{m}$ of the magnetic moment follows the magnetic field without relaxation, as described by the Gilbert equation (1). In future work, the model for the free-layer system could be extended by taking into account relaxation of the spins (71), which requires one to enlarge the phase space from two to four dimensions. TST will then allow us to study the influence of the relaxation on the decay rates.

Perhaps surprisingly, an increase in the field $H^\text{ext}_z$ mostly leads to a decrease in the mean rate in Fig. 5. This is perhaps a consequence of the intermediate friction regime wherein the population of activated spins—i.e., those
that would go over the barrier—are dampened by the dissipation. Moreover, as the driving frequency increases, the moving trajectory explores a wider oscillation potentially averaging—and suppressing—the difference in the curvatures associated with the stable and unstable directions that contributes to the rate. Resolution of this phenomenon remains a challenge for future work.

In summary, this work suggests that the application of recent advances in locally nonrecrossing TST to magnetization switching could be helpful in future work addressing dynamics in spintronics.
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