The SPDE approach for Gaussian and non-Gaussian fields: 10 years and still running

Finn Lindgren\textsuperscript{a,}\footnote{Corresponding author: Email address: Finn.Lindgren@ed.ac.uk (Finn Lindgren)}, David Bolin\textsuperscript{b}, Hävard Rue\textsuperscript{b}

\textsuperscript{a}The University of Edinburgh, James Clerk Maxwell Building, Peter Guthrie Tait Rd, Edinburgh, EH9 3FD, Scotland
\textsuperscript{b}King Abdullah University of Science and Technology (KAUST), Thuwal, 23955-6900, Saudi Arabia

Abstract

Gaussian processes and random fields have a long history, covering multiple approaches to representing spatial and spatio-temporal dependence structures, such as covariance functions, spectral representations, reproducing kernel Hilbert spaces, and graph based models. This article describes how the stochastic partial differential equation approach to generalising Matérn covariance models via Hilbert space projections connects with several of these approaches, with each connection being useful in different situations. In addition to an overview of the main ideas, some important extensions, theory, applications, and other recent developments are discussed. The methods include both Markovian and non-Markovian models, non-Gaussian random fields, non-stationary fields and space-time fields on arbitrary manifolds, and practical computational considerations.
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1. Introduction

It has been 10 years since the publication of the paper (Lindgren et al., 2011) that introduced the Stochastic Partial Differential Equation (SPDE) approach for Gaussian fields. We will use this opportunity to put the method in perspective in relation to different ways of characterising Gaussian random field distributions, review recent developments, and show some main applications of the approach. We will also discuss the closely related construction of non-Gaussian fields based on a generalisation of SPDE approach, that was initially proposed in David Bolin’s PhD-thesis that appeared a year later (Bolin, 2012), and which since then has been developed in a series of papers starting with Bolin (2014).

Although most of the following (rather technical) discussion in this paper will focus on the properties of, and opportunities with, the SPDEs and their finite dimensional (Hilbert space) representations, it is important to keep in mind the immediate practical relevance of this approach. An important aim for our research is to construct models that also have good computational
properties so we and other non-specialists can make practical use of them. It turns out that this is indeed possible due to the sparse precision matrix formulation and their efficient numerical computations (Rue and Held, 2005; Rue et al., 2009; Martíns et al., 2013; Rue et al., 2017; van Niekerk et al., 2021; Rue and Martino, 2007; Eidsvik et al., 2009). The R-INLA, inlabru, and rSPDE packages (Krainski et al., 2018; Bakka et al., 2018; Lindgren and Rue, 2015; Bachl et al., 2019; Bolin and Kirchner, 2020) provide accessible interfaces to many of the Gaussian SPDE-based models discussed in this paper, whereas the nge package (Asar et al., 2020) implements the non-Gaussian models.

1.1. Covariance or precision? Yes please!

Some key insight to the good computational properties of the SPDE-approach comes from considering the precision rather than the covariance, which we will now discuss. More details will appear later in Section 3.

A zero mean Gaussian random vector is traditionally represented by its covariance matrix for which marginal properties can be specified directly or be immediately read off from the covariance matrix, while conditional properties have to be computed. It can also be represented by its precision (the inverse of the covariance) matrix, which is a more “modern” representation related to graphical models (Lauritzen, 1996). Here, the conditional properties can be specified directly or be immediately read off, while its marginal properties have to be computed.

Within the SPDE framework, we can associate precision to “how the model is generated” and the covariance to (the derived) “properties of the model”. As a simple example, let us consider a standard stationary first order auto-regressive process \( x_t = \phi x_{t-1} + \epsilon_t \), for \( t = 1, \ldots, T \). The precision matrix is tridiagonal as only \( x_{t-1} \) is required to generate \( x_t \), while the correlation matrix is dense with the \( ij \)’th element \( \phi^{i-j} \), since \( x_t \) depends on \( x_{t-1} \) that again depends on \( x_{t-2} \) and so on. The dense/sparse matrix properties also hold if we move to continuous time (Simpson et al., 2012b) and the Ornstein-Uhlenbeck process, \( dx_t = -\phi x_t dt + dB_t \), where \( B_t \) denotes the Wiener process. The computational cost for doing inference with a (general) tridiagonal precision matrix is \( O(T) \), while based on the (general) covariance matrix is \( O(T^3) \). It follows that the sparse precision matrix formulation is maintained when conditioning on conditional independent observations, which is the key observation behind the Kalman-recursions/updates and ensure that the computational cost linear is still linear in \( T \) (Knorr-Held and Rue, 2002, Appendix).

It would be beneficial if we could have it both ways, as the dense covariance is useful for understanding marginal and bivariate properties, while the sparse precision gives computational efficient computations. However, this is complicated by the fact that Markov properties in continuous space are more involved than Markov properties in continuous time (Simpson et al., 2012b). The first main result in Lindgren et al. (2011) say that we can have it both ways for Gaussian fields with a Matérn covariance function (for specific values of the smoothness index), using finite dimensional Hilbert space of function representations, and project the continuous domain functions onto this space.

1.2. Some recent applications

As an initial illustration of the method’s practical relevance, we here present an incomplete list of recent applications. In the time-period of May-Sep 2021, we find applications of the SPDE-approach to Gaussian fields in astronomy (Levis et al., 2021), health (Mannseth et al., 2021; Scott, 2021; Moses et al., 2021; Bertozzi-Villa et al., 2021; Moraga et al., 2021; Asri and Benamirouch, 2021), engineering (Zhang et al., 2021), theory (Ghattas and Willcox, 2021;
Sanz-Alonso and Yang, 2021a; Lang and Pereira, 2021; Bolin and Wallin, 2021), environmetrics (Roksvåg et al., 2021; Roksvåg et al., 2021; Beloconi et al., 2021; Vandeskog et al., 2021a; Wang and Zuo, 2021; Wright et al., 2021; Gómez-Catasús et al., 2021; Valente and Laurini, 2021b; Bleuel et al., 2021; Florêncio et al., 2021; Valente and Laurini, 2021a; Hough et al., 2021), econometrics (Morales and Laurini, 2021; Maynou et al., 2021), agronomy (Borges da Silva et al., 2021), ecology (Martino et al., 2021; Sicacha-Parada et al., 2021; Williamson et al., 2021; Bell et al., 2021; Humphreys et al.; Xi et al., 2021; Fecchio et al.), urban planning (Li, 2021), imaging (Aquino et al., 2021), modelling of forest fires (Taylor et al., 2021; Lindemayer et al.), fisheries (Babyn et al., 2021; van Woesik and Cacciapaglia, 2021; Jarvis et al., 2021; Caviere et al., 2021; Monnahan et al., 2021; Berg et al., 2021; Breivik et al., 2021; Lee et al., 2021; Thorson et al., 2021; Griffiths and Lezama-Ochoa, 2021), dealing with barriers (Boman et al., 2021; Babyn et al., 2021; Martin et al., 2021; Vogel et al., 2021; Cendoya et al., 2021), and so on.

1.3. Plan of this paper

The plan for the rest of this paper is as follows. In Section 2 we provide an overview of the main ideas, including the precision operator, Markov properties, intrinsic random fields, random fields on manifolds, non-stationary fields, and finite element methods (FEM). Section 3 introduces the main ideas for how to use the SPDE approach for statistical inference. Section 4 discusses the extension to non-Gaussian fields, and also extensions to non-Markovian fields with general smoothness index, and extensions to separable and non-separable models in space and time. Theoretical properties of the SPDE-based models and the corresponding computational methods are discussed in Section 5, where the main point that we want to convey is that these models and methods by now are well understood from a theoretical point in very general conditions. Some key applications are presented in Section 6, including Malaria modelling, the EUSTACE project, neuroimaging, seismology and point process models in ecology. We end with a discussion of related methods in Section 7 and wrap it all up with a general discussion in Section 8.

2. Overview of the main ideas

The initial motivation by Lindgren et al. (2011) was to address the long-standing problem of how to construct precision matrices for Gaussian Markov random fields (GMRFs) such that the resulting models would be invariant to the geometry of the spatial neighbour defining graph. The key to the solution was to construct a finite dimensional Hilbert space of function representations, and project the continuous domain functions onto this space. By choosing the finite dimensional space to be spanned by local piecewise linear basis functions, projections of Matérn fields with Markov properties on the continuous domain then lead to Markov properties for the basis function weights. The triangulation graph for the basis functions determine the Markov neighbourhood structure, with neighbourhood diameter determined by the precision operator order of the model. This solution combines classic results for the equivalence of Matérn covariance models and stochastic PDE models (Matérn, 1960; Whittle, 1954, 1963) with Gaussian Markov random field theory (Besag, 1974; Besag and Kooperberg, 1995; Besag and Mondal, 2005; Rue and Held, 2005) and Hilbert space projections via numerical finite element methods. We here focus on the main results and connections between different random field representations, and leave most of the technical detail discussion and recent theory developments to Section 5.
2.1. Covariances and stochastic partial differential equations

The classic stationary Matérn covariance family is given by

\[ \mathcal{Q}_{\text{M}}(s, s') = \frac{\sigma^2}{\Gamma(\nu)2^{\nu-1}(s \| s' \|^2)\nu^\nu} K_\nu(s \| s' \|^2), \]

where \( K_\nu \) is the modified Bessel function of the second kind, \( \nu > 0 \) is the smoothness index, \( \kappa > 0 \) controls the spatial correlation range, and \( \sigma^2 \) is the marginal variance. For ordinary pointwise evaluations of a field \( u(\cdot) \) with Matérn covariance, \( \mathbb{E}[u(s)] = 0 \) and \( \text{Cov}[u(s), u(s')] = \mathcal{Q}_{\text{M}}(s, s') \).

A useful generalised characterisation of the dependence structure for Gaussian random fields is that the covariance of linear functionals \( \langle f, u \rangle \) and \( \langle g, u \rangle \) is given by

\[ \mathcal{R}_u(f, g) = \text{Cov}((f, u), (g, u)) = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} f(s)g(s') \nu(s, s') \, ds \, ds' \]

for any \( f \) and \( g \) such that \( \mathcal{R}_u(f, f) \) and \( \mathcal{R}_u(g, g) \) are finite. The covariance function or kernel \( \nu(s, s') \) is non-negative definite, so that \( \mathcal{R}_u(f, f) \geq 0 \). Here \( \langle f, u \rangle = \int_D f(s)u(s) \, ds \) is the inner product on \( L_2(D) \) for a domain \( D \) (or in general a duality pairing when \( f \) and \( u \) are in different function spaces). Pointwise evaluation is obtained when \( f \) and \( g \) are Dirac delta functionals, but this generalised covariance characterisation also extends to generalised random fields that do not have pointwise meaning. Let \( \mathcal{W}(\cdot) \) be a Gaussian white noise process on a general domain \( D \), characterised by \( \mathbb{E}((f, \mathcal{W})) = 0 \) and \( \mathcal{R}_\mathcal{W}(f, g) = \langle f, g \rangle \). For \( D = \mathbb{R} \), the \( \mathcal{W}(\cdot) \) process is the formal derivative of a Brownian motion, but the \( \mathcal{W} \) definition here is valid on much more general manifolds. With this definition, linear spatial stochastic partial differential equations (SPDEs) of the form

\[ \mathcal{L}u(\cdot) = \mathcal{W}(\cdot) \]

(2)

can be used to define random fields \( u(\cdot) \), where the choice of differential operator \( \mathcal{L} \) implicitly determines the covariance structure of the solutions. For the choice

\[ \tau(\kappa^2 - \Delta)^{d/2}u = \mathcal{W}, \]

(3)

on \( \mathbb{R}^d \), Whittle (1954) and Whittle (1963) showed that the stationary solutions have a Matérn covariance of the form (1), with \( \nu = \alpha - d/2 \) and \( \sigma^2 = \Gamma(\nu)\Gamma(A)(4\pi)^{d/2} \kappa^{2\nu}\tau^{-1} \). We use the term Whittle-Matérn fields when referring to the more general set of solutions of (3), that also includes intrinsic stationary fields on \( \mathbb{R}^d \) (discussed in Section 2.3), solutions on subdomains with boundary conditions, and solutions on general manifold domains.

2.2. Precision operators and reproducing kernel Hilbert spaces

The covariance characterisation of the solutions to (2) is closely linked to the inner product, denoted \( \mathcal{Q}_u(f, g) \), of an associated reproducing kernel Hilbert space (RKHS). We will now sketch the main aspects of this connection, with more details given in Appendix A. Let \( \mathcal{L}^* \) be the adjoint of \( \mathcal{L} \), i.e., an operator such that \( \langle \mathcal{L}^*f, g \rangle = \langle f, \mathcal{L}g \rangle \), and also assume that \( \mathcal{L} \) is invertible. Then, by definition of the covariance product \( \mathcal{R}_u \) for the white noise process, \( \langle f, g \rangle = \mathcal{R}_u(f, g) = \mathcal{R}_u(\mathcal{L}^*f, \mathcal{L}g) \), which shows that the covariance function \( \nu(s, s') \) fulfils \( \mathcal{L}^*_u \mathcal{L}_u \nu(s, s') = \delta_0(s', s) \). This can be used to show that \( \mathcal{Q}_u(f, g) = \langle \mathcal{L}^*_f, \mathcal{L}g \rangle \) fulfils \( \mathcal{Q}_u(\nu(s, \cdot), g(\cdot)) = g(s) \) for all \( s \in D \) and any suitable \( g(\cdot) \), which means that this \( \mathcal{Q}_u(\cdot, \cdot) \) is
the inner product for the RKHS for $g(\cdot, \cdot)$. Furthermore, $(\mathcal{L}^* \mathcal{L} g(s, \cdot), g) = g(s)$, which means that the covariance function is a Green’s function of what we call the precision operator, here $\mathcal{L}^* \mathcal{L}$.

Thus, for the Whittle-Matérn processes on $\mathbb{R}^d$,

$$Q_u(f, g) = \tau^2 \left( (\kappa^2 - \Delta)^{\alpha/2} f, (\kappa^2 - \Delta)^{\alpha/2} g \right)$$

and the precision operator is $\tau^2 (\kappa^2 - \Delta)^{\alpha}$.

For Gaussian fields, high order Markov properties can be characterised by the precision operator being defined by local differential operators (Rozanov, 1977). In the Matérn cases with integer $\alpha$ values, the precision operator expands into a sum of integer powers of the negated Laplacian, showing directly that the corresponding processes are Markov random fields. Furthermore, the inner product (4) itself can be expanded into a sum of inner products involving only integer and half-integer powers of the Laplacian, and gradients,

$$Q_u(f, g) = \sum_{k=0}^{\alpha} \binom{\alpha}{k} \kappa^{2(\alpha-k)} \left( (-\Delta)^{k/2} f, (-\Delta)^{k/2} g \right),$$

where the half-integer Laplacian inner products can be converted to equivalent inner products of gradient operators, from $\left( (-\Delta)^{1/2} f, (-\Delta)^{1/2} g \right) = \langle \nabla f, \nabla g \rangle$ (Lindgren et al., 2011, Appendix B). This shows that the Markov subset of Matérn fields only involve ordinary local differential operators in the inner product integrals, despite the half-Laplacian being a non-local operator. This is useful when constructing discrete representations of the precision operator; the global Markov property on the continuous domain, expressed via conditional independence of subdomains with a separating set in-between, turn into a similar condition, transported to the topology of higher order neighbourhoods of the triangulation graphs, leading to sparse matrix representations of the precision operator (Section 2.7).

The connection between RKHS constructions, splines, and random process estimation has a long history, with Kimeldorf and Wahba (1970) showing how the conditional expectations in Gaussian process regression can be formed as penalised splines. An important distinction between the spline and Gaussian random field aspects of RKHS theory is that while the splines are members of the RKHS with finite precision norm on compact domains, a random field realisation associated with the same RKHS do not have finite norm. The reason for this is that the random field realisations are less smooth, and only conditional expectations of the fields are proper members of the RKHS.

### 2.3. Uniqueness and intrinsic stationary random fields

The Green’s functions of the precision operator are not necessarily unique, such as when $Q_u(f, f)$ only generates a semi-norm. To avoid the resulting extra solution space, the basic Matérn case requires a restriction to stationary solutions to eliminate functions in the null-space of the operator, such as $\exp(\kappa s \cdot s_0)$ for any $s_0 \in \mathbb{R}^d$ with $|s_0| = 1$. For compact domains these types of fields are typically restricted by deterministic Neumann boundary conditions instead, leading to non-stationary behaviour near the domain boundary (further details in Section 5.1.1).

When the null space of $Q_u(\cdot, \cdot)$ is not eliminated by boundary or other conditions, but where stationarity is achieved when applying some contrast filter to the field, the result is a family of intrinsic stationary models where the probabilistic structure is invariant to addition of functions in the null space of the contrast operator. The classic grid-based intrinsic stationary random fields (Besag and Kooperberg, 1995; Besag and Mondal, 2005) correspond to continuous domain
models with $\kappa = 0$, which gives invariance to addition of constants (for $\alpha = 1$) and planes (for $\alpha = 2$). However, more complex types of null spaces can appear when the precision inner product is generalised to, e.g., oscillating field models. This problem as well as opportunity is currently underappreciated in the literature, that has focused on models invariant to constants and planes. For example, on $\mathbb{R}^d$, the undampened limiting case of oscillating fields (Lindgren et al., 2011, Section 3.3) gives invariance to sine and cosine functions in arbitrary directions, with wave number $\kappa$.

2.4. Spectral representations

For theoretical treatment of stationary models, spectral representations are essential. Classic linear filter theory for Gaussian processes can be applied directly, and we refer to Cramér and Leadbetter (2004), which is a reprint of the original 1967 book, and Lindgren (2012) for the theoretical foundations. The covariance of a stationary Gaussian process can be written as a Fourier transform

$$\varphi(s, s') = \int_{\mathbb{R}^d} \exp(i(s' - s) \cdot k) \, dS(k)$$

of a symmetric non-negative spectral measure $dS(k)$, $k \in \mathbb{R}^d$. When the measure admits a density, we write $dS(k) = S(k) \, dk$, and the process itself can be constructed as a stochastic Fourier integral

$$u(s) = \int_{\mathbb{R}^d} \exp(is \cdot k) \sqrt{S(k)} \, dZ(k),$$

where $dZ(k)$ is a complex valued centred Gaussian white noise measure with $dZ(-k) = dZ(k)$ and $\text{Cov}(dZ(k), dZ(k')) = \delta(k - k') \, dk$.

The general connection between SPDEs and Matérn covariances was proven by Whittle (1963), using the spectral representation of the differential operator to show that the Matérn covariance (1) is the Fourier transform of the spectral density $S_M(k) = \{\tau^2(2\pi)^d/\kappa^2 + \|k\|^2\}^{-1}$, $k \in \mathbb{R}^d$, obtained from the reciprocal of the spectral representation of the precision operator for the solutions of (3). The factor $(2\pi)^d$ that appears in the spectral density comes from the spectral density of the standardised white noise definition where $\mathcal{R}_W(f, g) = \langle f, g \rangle$, and $\|k\|^2$ are the eigenvalues of $-\Delta$ on $\mathbb{R}^d$. The local precision operator characterisation of the Markov property Rozanov (1977) implies that a stationary process on $\mathbb{R}^d$ is Markov if and only if the reciprocal of its spectral density is an even polynomial, which we see is fulfilled for integer $\alpha$.

2.5. Manifolds

A motivating example for Lindgren et al. (2011) was to construct stationary MRF models on the sphere, to address geoscience problems such as historical climate modelling. For a historical connection, see Wahba (1981), where spline penalties of similar form to the inner product (5) were used when modelling data on the sphere. In contrast to explicit covariance specification, the SPDE approach has the advantage that it is easy to construct a wide range of valid models on any sufficiently smooth manifold, and the Whittle representation provides a natural generalisation of Matérn field to such manifolds. The continuous domain precision definition is directly applicable by letting $\Delta$ denote the Laplace-Beltrami operator on the sphere (which is the restriction of the $\mathbb{R}^d$ Laplacian to the sphere), with $\mathcal{D} = \mathbb{S}^2$. The basic convergence proofs for the finite Hilbert space representations (see Section 2.7) remain the same as for compact flat subdomains of $\mathbb{R}^d$.

When dealing with non-Euclidean manifolds in particular, spectral theory can be less intuitive than for $\mathbb{R}^d$, but for any smooth compact manifold, the set of eigenfunctions of the Laplacian
generalised to manifolds, such as the Laplace-Beltrami operator on the sphere, form a countable basis of eigenfunctions, that can be used to construct Fourier-like representations. The spectral representation of the precision operator, covariance function, and the process itself, follow the same principles as for \( \mathbb{R}^d \) but with a countable harmonic basis. This technique was used to prove the generalised Green’s identity lemmas Lindgren et al. (2011, Appendix D). On the sphere, the spherical harmonic representation of a stationary Gaussian field becomes

\[
\varrho(s, s') = \sum_{k=0}^{\infty} (2k+1) S(k) P_k(s \cdot s'), \quad s, s' \in S^2,
\]

where the \( 2k + 1 \) factor comes from the summation/product formula for spherical harmonics, \( \sum_{m=-k}^{k} Y_{k,m}(s)Y_{k,m}(s') = (2k+1) P_k(s \cdot s') \). For some further theoretical background, see Schoenberg (1942) and Wahba (1981).

Applying linear filter theory to the Whittle SPDE on the sphere leads to the Whittle-Matérn spectrum \( S_M(k) = (4\pi)^{-1/2} \Gamma^{1/2}[\kappa^2 + k(k+1)]^{-\nu}, k = 0, 1, 2, \ldots \) The covariance is not available in closed form, but can be evaluated numerically via the infinite series (6), which is convergent for \( \alpha > 1 \), corresponding to smoothness \( \nu > 0 \).

Note that the Markov characterisation from Rozanov (1977) hinges on the precision operator being local, so integer \( \alpha \) values will still generate Markov processes on the sphere, even though the reciprocal of the functional form of the spectrum is not an even polynomial in \( k \).

Since the manifold curvature of the domain influences the Green’s functions of the precision operator, the notion of stationary fields is largely restricted to fields on \( \mathbb{R}^d \) and \( S^d \). For other manifolds, the differential geometry structure of the manifold becomes important, in addition to the already present boundary effects for compact domains with boundaries.

2.6. Non-stationary models

Once the connection between stationary Matérn fields and stochastic PDEs is made, the model family can be extended in many ways. Apart from general manifold extensions, non-stationary models can be constructed by modifying the differential operator. One immediate non-stationary extension, that we refer to as a generalised Whittle-Matérn model, is to let \( \kappa \) and \( \tau \) depend on the location, and to extend the Laplacian to non-stationary anisotropic versions:

\[
(\kappa(s)^2 - \nabla \cdot \mathbf{H}(s) \nabla)\varrho(s) = \frac{1}{\tau(s)} W(s). \tag{7}
\]

With only mild regularity conditions on the parameter fields (see Section 5.1.2) this results in an implicitly defined positive definite non-stationary covariance function, and the precision operator is available in closed form. The temperature application in Lindgren et al. (2011) used this generalised model with \( \alpha = 2 \), \( \mathbf{H}(s) \equiv \mathbf{I} \), and log-linear models for \( \kappa \) and \( \tau \) expressed via 3
piecewise quadratic B-spline basis functions in \( \sin(\text{latitude}) \). Spatial geographical covariates were used by Ingebrigtsen et al. (2014), Yue et al. (2014) discussed applications to adaptive spline models, and Fuglstad et al. (2015a) explored practical anisotropic Laplacian representations.

The main challenge with more general non-stationary models is in practical inference, as in many situations only a single noisy realisation of the field is available, making practical identifiability a challenge (see Fuglstad et al., 2015b; Bolin and Kirchner, 2021). This is however not a unique trait of the SPDE construction, since this is true of any sufficiently general non-stationary model family. By exploiting the properties of the operator, one possible approach is to estimate the operator locally, avoiding global calculations. As long as basic regularity conditions are enforced, the result will yield a valid global model, and more effort can go into improving the local estimates rather than dealing with cumbersome positive definiteness issues of non-stationary covariance functions.

A special case of this approach was introduced by Bakka et al. (2019) in the form of a barrier model, that disconnects the process across physical barriers, blocking spurious dependence from travelling between points that are near in the euclidean distance sense, but far away in geodesic distance in the domain. The idea is to let \( \kappa \) be close to \( \infty \) in regions that form barriers, which has the same effect as having spatial correlation range close to zero, and a constant \( \kappa \) value in the domain of interest. The resulting fields have very little boundary effects compared with deterministic Neumann conditions, making this an attractive alternative for many practical situations, such as modelling fish in archipelagos, where dependence should not travel across land.

Modifying the SPDE operator is equivalent to a change of metric on Riemannian manifolds (Lindgren et al., 2011). This provides an illuminating comparison to the classic Sampson and Guttorp (1992) deformation method for non-stationary random fields. The deformation method works by warping the domain of the target field, optionally into a manifold embedded in a higher dimension. Then, a stationary covariance model is applied on the deformed manifold, with respect to the Euclidean distance of the embedding domain. When mapped back to the original space, a non-stationary model is obtained (see Hildeman et al., 2021, for the general fractional case). If instead the basic Whittle SPDE model (3) is applied to the deformed manifold domain, a different non-stationary model is obtained, that relates to the geodesic distances within the manifold. By constructing the metric for the manifold and converting the expression back to the original manifold coordinates, a non-stationary SPDE model similar to (7) is obtained. This provides a different way to parameterise certain types of non-stationarity. A major benefit of this interpretation is that it provides geometric interpretability, both for the SPDE models themselves and for how they differ from those obtainable with the classic deformation method. For a given manifold, the non-stationarity follows implicitly, but finding a manifold that generates a specific pre-defined non-stationary behaviour is difficult. An example of the latter is shown in Supplement S7.1 of Fuglstad et al. (2019), where a piecewise linear change in \( \kappa(s) \) corresponds to a cylindrically deformed manifold. It is however challenging to design models of this type directly, as the embedding space may need to be much larger than \( \mathbb{R}^3 \) to capture desired properties. Instead, the main take-away is that non-stationary SPDE operators and manifold metrics are closely connected.

### 2.7. Locally supported Hilbert space basis and discretised precisions

In order to construct finite dimensional representations of the SPDE solutions, Lindgren et al. (2011) used piecewise linear basis functions with local support on spatial triangulations. This choice retains many of the benefits of the continuous Markov properties, leading to sparse matrices both also when conditioning on georeferenced observations, in contrast to other non-local
basis choices such as harmonic basis functions and Karhunen-Loève expansions. The Hilbert space projection theory works essentially the same for all these choices, but we will focus on the Markov version for now and return to the non-local basis choices in Section 7.

Let \( \{ \psi_j(s), j = 1, \ldots, N \} \) denote a set of continuous piecewise linear basis functions that sum to 1 for each spatial location \( s \), each with support on triangles connected to a vertex. For planar triangulations, the average number of triangles for each vertex is approximately 6. We then seek a basis weight vector \( \mathbf{u} = [u_1, u_2, \ldots, u_N] \) such that the distribution of the resulting function \( \widetilde{u}(s) = \sum_{j=1}^N \psi_j(s) u_j \) is close to that of the continuously defined SPDE solutions. The solutions to the SPDE (2) can be characterised by every finite dimensional linear functional of the left and right hand sides of

\[
\langle f, \mathcal{L}u \rangle = \langle f, \mathcal{W} \rangle
\]

having the same joint distributions, where the \( f \) are denoted test functions. For the finite representation \( \widetilde{u} \) this cannot be achieved for arbitrary collects of functionals, but by choosing specific \( N \)-dimensional sets of functionals, the approximation properties can be controlled. The approach used by Lindgren et al. (2011) for the Whittle SPDE (3) was to use the basis functions \( \psi_j \) as test functions for the case \( \alpha = 2 \) (a Galerkin finite element approach), and \( \mathcal{L} \psi_j \) as test functions for the case \( \alpha = 1 \) (a least squares finite element approach), and then apply an iterated Galerkin construction for higher order operators. Similarly to how the covariance and precision products \( \mathcal{R} \) and \( \mathcal{Q} \) are connected for the full SPDE solutions, these finite element constructions generate a projection of the infinite dimensional solutions onto the finite dimensional basis, such that the precision matrix \( Q \) for the weight vector has a closed form expression in the model parameters. For functions \( f(\cdot) \) and \( g(\cdot) \) in the finite dimensional Hilbert space with weight vectors \( f \) and \( g \), the inner product \( Q_0(f, g) \) becomes \( f^T Q g \) with a small deviation depending on the details of the construction of \( Q \). The inner products between the test functions and SPDE components can be reduced to integrals over products of basis functions and over products of gradients of the basis functions, which for piecewise linear basis functions over triangles only involve straightforward geometry. Let \( C \) and \( G \) be matrices with elements \( C_{i,j} = \langle \psi_i, \psi_j \rangle \) and \( G_{i,j} = \langle \nabla \psi_i, \nabla \psi_j \rangle \) respectively. To illustrate the construction for \( \alpha = 2 \) and \( \tau = 1 \), we obtain

\[
\left[ \langle \psi_i, \mathcal{L} \widetilde{u} \rangle \right]_{i=1, \ldots, N} = \left[ \langle \psi_i, \sum_{j=1}^N (\kappa^2 - \Delta) \psi_j(\cdot) u_j \rangle \right]_{i=1, \ldots, N}
\]

\[
= \left[ \sum_{j=1}^N \left( \langle \psi_i, (\kappa^2 - \Delta) \psi_j(\cdot) \rangle u_j \right) \right]_{i=1, \ldots, N}
\]

\[
= (\kappa^2 C + G) \mathbf{u}
\]

for the left hand side of (8) and covariance

\[
\text{Cov} \left( \langle \psi_i, \mathcal{W} \rangle, \langle \psi_j, \mathcal{W} \rangle \right) \right]_{i,j=1, \ldots, N} = C,
\]

for the right hand side of (8). This means that we need \((\kappa^2 C + G) \mathbf{u} \sim N(0, C)\), which is achieved when the precision matrix for \( \mathbf{u} \) is given by \((\kappa^2 C + G) C^{-1} (\kappa^2 C + G) \). As discussed by Lindgren et al. (2011), the inverse of \( C \) is non-sparse, but this can be avoided by replacing \( C \) with a diagonal version containing the row-sums of the original matrix, giving \( C_{i,i} = \langle \psi_i, 1 \rangle \) due to the basis functions summing to 1. This mass-lumping technique is common for finite element methods with local basis functions, but is not applicable to methods with globally supported basis functions. Bakka (2019); Lindgren and Rue (2008) provide more mathematical details on this construction.
The general precision matrix construction for general $\alpha = 1, 2, 3, \ldots$ and $\tau$ is then given by

$$Q = \tau^2 C^{1/2}(k^2 I + C^{-1/2}G C^{-1/2})^{\alpha} C^{1/2},$$  \hspace{1cm} (9)

where the diagonal version of $C$ is used. It should be noted that this construction works for any compact manifold that can be well represented by a triangulation, and that Green’s first identity that is needed for integration by parts in $\langle f, -\Delta g \rangle = \langle \nabla f, \nabla g \rangle$ (under suitable boundary conditions) holds on polyhedral manifold surfaces and also for some less than differentiable functions (see Lindgren et al., 2011, Appendix B.3). The approximation properties of this Hilbert space projection approach follow from common properties of finite element methods, and will be discussed in more detail in Section 5.

As shown by Bolin and Lindgren (2013), the overall approximation error can be reduced by using higher order B-spline basis functions or wavelets for regularly gridded domains, and Liu et al. (2016) implemented higher order bivariate splines on triangulations as basis functions. In practice, increasing the resolution of the triangles when needed is easier to implement, and avoids potential issues with mass-lumping, which should be avoided for higher order basis functions. One-dimensional domains are an important exception, where a piecewise quadratic B-spline basis is easy to implement, and can lead to clear improvements, especially for problems with irregularly spaced observations within each spline knot interval. Where the piecewise linear basis function can lead to a clear difference in marginal variance between the nodes and the interval midpoints, similar to the problems exhibited by kernel convolution methods (Simpson et al., 2012a), the higher order B-splines smooth out the conditionally deterministic interval effects. This is useful even for the case $\alpha = 1$, where one might otherwise expect smoother basis functions not to add value. Instead of mass-lumping, the complete quint-diagonal $C$ matrix should be used, and for $\alpha = 2$, the term $G C^{-1}G$ is replaced with a second order matrix $G_2$ via elements $\langle \Delta\psi_i, \Delta\psi_j \rangle$ that represents a bi-harmonic operator.

3. Practical spatial estimation and inference

The plan of this section is to discuss why the precision matrix representation of a Gaussian process plays nicely with conditioning on observations, as well as when several components are joined into larger statistical models.

3.1. Conditional distribution under noisy observations

The simplest hierarchical Gaussian process model with additive observation noise and known Matérn covariance can be written as

$$u(\cdot) \sim \text{GRF} (\mu_u(\cdot), \varrho_M(\cdot, \cdot)),
\quad y_i|u(\cdot) \sim N(u(s_i), \tau^{-2}), \quad i = 1, \ldots, n.$$

Replacing the full random field with the finite Hilbert space representation from Section 2.7 gives

$$u \sim N(\mu_u, Q_u^{-1})
\quad y_i|u \sim N \left( \sum_{j=1}^{N} \psi_j(s_i) u_j, \tau^{-2} \right), \quad i = 1, \ldots, n.$$
Introducing the basis function evaluation matrix $A$ with elements $A_{ij} = \psi_j(s_i)$, the full observation vector model becomes $y | u \sim N(Au, Q^{-1}_v)$, where $Q_v = \text{diag}(\tau^2_i)$ is the observation noise precision matrix. By standard use of the precision matrix version of conditioning in multivariate distributions (Rue and Held, 2005), the conditional distribution of the basis weights for the field, given the observations, becomes

$$u | y \sim N(\mu_{u|y}, Q_{u|y}^{-1}), \quad (10)$$

$$Q_{u|y} = Q_u + A^\top Q_v A, \quad (11)$$

$$\mu_{u|y} = \mu_u + Q_{u|y}^{-1} A^\top Q_v (y - Au). \quad (12)$$

These equations provide the finite Hilbert space representation of the kriging estimate of the field, as $\sum_{i=1}^{N} \psi_j(s) \mu_{i|y}$. For locally supported basis functions, the conditional precision matrix is still sparse and cheap to evaluate, and the conditional expectation only involves a linear solve with that sparse matrix. By automatic reordering of the Markov graph induced by the sparsity pattern of the matrix, direct Cholesky factorisation can retain a high degree of sparsity, making this the ideal direct solution method. By applying the Takahashi recursions (Takahashi et al., 1973) (see also Erisman and Tinney (1975), Rue and Martino (2007) and Rue and Held (2010) for easier access) to the Cholesky factor of the posterior precision matrix, the posterior marginal variances and neighbour covariances can be obtained as a by-product, as implemented by the \texttt{inla.qinv()} function in the R-INLA package, without the need to compute a dense matrix inverse.

If we have unknown (hyper-)parameters $\theta$ in this model, for example the marginal variance or range, then we can compute the posterior density $\pi(\theta | y)$ directly, like

$$\pi(\theta | y) \propto \frac{\pi(\theta) \cdot \pi(u | \theta) \cdot \pi(y | u, \theta)}{\pi(u | y, \theta)}$$

since $\pi(u | y, \theta)$ is Gaussian. The only new term entering, beyond the conditional mean and precision that is already computed, is log $|Q_{u|y}|$, which is directly available from its Cholesky factorisation.

3.2. Adding model components

Our aim is to handle not only simpler model constructs as discussed in Section 3.1, but also cases where the linear predictor $\eta$ (in a GLM kind of model) is a sum of Gaussian model components (Rue et al., 2009). As a simplified example, let us consider $\eta = A_u u + A_v v + A_w w$ where $u \sim N(0, Q_u^{-1})$, $v \sim N(0, Q_v^{-1})$ and $w \sim N(0, Q_w^{-1})$, and $A_u$, $A_v$, and $A_w$ are matrices that connect the latent variables in $u$, $v$, and $w$ to the linear predictor $\eta$. The latent model components may include both finite dimensional SPDE representations, “fixed effect” coefficients, and other structured or unstructured random effects. An important, if not the most important, property of adding model components via their precision matrices, is that the structure of the joint precision matrix of $(\eta, u, v, w)$ is directly available. This is particularly important, as if we have covariance parameter $\theta$, we do not need to rebuild this entire joint precision matrix if some elements of $\theta$ change, but only re-evaluate the elements that are directly affected. We can approach the computations in various ways and we will discuss three of them.

A first strategy is to work directly with the joint precision for the model components, and form the linear predictor $\eta$ deterministically when conditioning the model on the observations.
The joint precision and predictor can be written as

$$
\text{Prec} \begin{bmatrix}
\eta \\
u \\
w
\end{bmatrix} = \begin{bmatrix}
Q_u & 0 & 0 \\
0 & Q_v & 0 \\
0 & 0 & Q_w
\end{bmatrix}
+ \tau \begin{bmatrix}
-I_{A_u} & -A_v & -A_w \\
-A_u & I & 0 \\
-A_v & 0 & I
\end{bmatrix}
\begin{bmatrix}
Q_u & 0 & 0 \\
0 & Q_v & 0 \\
0 & 0 & Q_w
\end{bmatrix},
$$

and $\eta = A \begin{bmatrix}
u \\
w
\end{bmatrix}$.

Using the combined matrix $A = [A_u A_v A_w]$. With this formulation, we then apply equations (11) and (12) directly to the joint component model.

The second strategy is to build an approximate joint precision for the linear predictor and the linear predictor, by adding a small noise term with high precision $\tau$. With $\eta = u + v + w + \tau^{-1/2} \epsilon$, where $\epsilon \sim N(0, I)$, we get

$$
\text{Prec} \begin{bmatrix}
\eta \\
u \\
w
\end{bmatrix} = \begin{bmatrix}
0 & Q_u & 0 \\
Q_v & 0 & 0 \\
0 & 0 & Q_w
\end{bmatrix} + \tau \begin{bmatrix}
I_{A_u} & -A_v & -A_w \\
-A_u & I & 0 \\
-A_v & 0 & I
\end{bmatrix}
\begin{bmatrix}
Q_u & 0 & 0 \\
0 & Q_v & 0 \\
0 & 0 & Q_w
\end{bmatrix}.
$$

Note that we need to keep all model components, as marginalisation will destroy the Markov properties.

A third variant is to use cumulative sums. This approach can applied to models where the combined effects can be written in a common representation, such as for equal or nested triangulations at different spatial resolution for SPDE models. Assume that $B_{uv} w$ converts from coarse $v$-basis functions to finer scale $u$-basis functions, and similarly for $B_{vw}$. This allows the linear predictor to be formulated as $\eta = A_u [u + B_{uv}(v + B_{vw}w)]$. We can then define $\bar{v} = v + B_{vw}w$ and $\bar{u} = u + B_{uw}\bar{v}$, so that $w \sim N(0, Q_w^{-1}), \bar{v}|w \sim N(B_{vw}w, Q_v^{-1})$ and $u|v, w \sim N(B_{uw}\bar{v}, Q_u^{-1})$. The joint precision matrix is then

$$
\text{Prec} \begin{bmatrix}
\bar{u} \\
\bar{v} \\
w
\end{bmatrix} = \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & I \\
0 & I & -B_{vw}^{-1}
\end{bmatrix}
\begin{bmatrix}
0 & Q_u & Q_v \\
Q_v & 0 & 0 \\
Q_u & 0 & 0
\end{bmatrix}
+ \tau \begin{bmatrix}
I & 0 & 0 \\
0 & I & 0 \\
0 & 0 & I
\end{bmatrix}
\begin{bmatrix}
0 & 0 & 0 \\
0 & Q_v & 0 \\
0 & 0 & Q_u
\end{bmatrix}.
$$

This construction can then be used in combination with either the first or second strategy, with $\eta = A_u \bar{u} + 0\bar{v} + 0w$, so that the linear predictor is directly connected only to $\bar{u}$. The cumulative approach is very elegant and efficient, and can also be helpful as a stepping stone towards multiscale preconditioners for iterative solvers. A potential drawback is that some of the original model components do not appear explicitly. However, this is not an issue when the aim is to infer $\theta$ or when a model component is not of direct interest.

As demonstrated, the joint precision matrices are directly available and do not need to be rebuilt when the values of covariance parameters $\theta$ are changed. The R-INLA (www.r-inla.org) implementation currently uses a mix of all these three strategies for various model components and the joint model.

3.3. Bayesian inference and non-Gaussian observations

When the SPDE model (or models) is used within a larger GLM kind of model, for example with Poisson count data,

$$y_i | \eta_i \sim \text{Poisson}(E_i \exp(\eta_i)),\]
for positive constants $E_i$, then the conditional distributions are no longer available in closed form, like they are in the case of Gaussian distributed observations. Deterministic inference computations are still possible, but with some approximations. With a well behaved Gaussian-like structure of the model we can use Integrated Nested Laplace Approximations (INLA), making the impact of the approximation much smaller than the uncertainty in the estimates themselves. INLA require, in short, to do the computations outlined in Section 3.1 repeatedly in a nested way to provide posterior marginal approximations to all model parameters, but with using the second order Taylor approximation of the log-likelihood instead of the $A^\top Q A$ term from the Gaussian case in equation (11). The computational efficiency is therefore crucial. Rue et al. (2009) introduce the INLA approach, Martins et al. (2013) discuss some refinements, Rue et al. (2017) review the approach focusing on the underlying ideas, van Niekerk et al. (2021) describe some recent extensions in the R-INLA package, while the book by Krainski et al. (2018) provides a practical guide (with code) to using SPDE models with the R-INLA package.

Priors for the (log-)range and (log-) marginal variance in the SPDE model, are important since these parameters cannot both be estimated consistently under infill asymptotics (Zhang, 2004). Fuglstad et al. (2019) derive the joint penalised complexity prior (Simpson et al., 2017) for those, and also discuss how to deal with non-stationary models. This family of priors is our recommended one and works well in practice.

4. Important extensions

4.1. Methods for general fractional powers

The original SPDE approach as developed in Lindgren et al. (2011) is only applicable for integer values of $\alpha$. This is natural since it constructs a GMRF approximation of the continuous process, which has Markov properties only if $\alpha \in \mathbb{N}$, as discussed in Section 2.2. For Markov processes on $\mathbb{R}^d$, results from Rozanov (1977) imply that the spectral density is the reciprocal of a polynomial, $\tilde{S}(k) = (\sum_{j=0}^{\alpha} b_j \|k\|^2)^{-1}$. However, by restricting $\alpha$ we are also restricting the available values of the smoothness index, or the differentiability of the random field. It would therefore be desirable to have a method that works for general values of $\alpha > d/2$.

In the author’s response in Lindgren et al. (2011), a “parsimonious” Markov approximation, with spectral density $\tilde{S}(k) = (\sum_{j=0}^{\alpha} b_j \|k\|^2)^{-1}$, was presented for the stationary model (1). This was based on choosing the coefficients $\{b_j\}$ though the minimisation of a weighted $L_2$-error $\int w(k)(S(k) - \tilde{S}(k))^2 \, dk$ for an appropriately chosen weight function $w(\cdot)$. This approximation is implemented in R-INLA, but it has a limited accuracy and is not applicable for the more general non-stationary models such as (7). Overcoming some of the shortcomings of the parsimonious approach, Roininen et al. (2018) developed a more general truncated Taylor series approximation for the reciprocal of the spectrum.

To obtain a method that works for general, possibly non-stationary models, the FEM approximation needs to be combined with an approximation method for fractional powers of elliptic differential operators such as $L = \kappa^2 - \nabla \cdot H \nabla$. There are a few different ways in which this can be done, and the first method that was proposed for these more general SPDE models was the quadrature approximation by Bolin et al. (2020). For $\alpha < 2$, the method first performs the same FEM approximation as in the $\alpha = 2$ case, resulting in a discretised equation $L^{\alpha/2}_h u_h = W_h$ on the space $V_h$ that is spanned by the FEM basis functions $\{\psi_j(s), \ j = 1, \ldots, N\}$. Here $L_h$ denotes the discrete version of $L$ which is defined on $V_h$. The second step is to handle the fractional power
the following quadrature approximation of the application of the fractional inverse of the discretised operator, $L_{h}^\alpha/2$. In the deterministic case, Bonito and Pasciak (2015) proposed the following quadrature approximation of the application of the fractional inverse

$$
L_{h}^\alpha/2v = \frac{\sin(\pi\alpha/2)}{\pi} \int_{0}^{\infty} \lambda^{\alpha/2}(\lambda Id + L_{h})^{-1} d\lambda \approx \frac{2k}{\pi} \sum_{\ell=-K}^{K} e^{\ell^{2}k}(Id + e^{2\ell k}L_{h})^{-1}v,
$$

where $k, K^-, K^+ > 0$ are parameters which Bonito and Pasciak (2015) showed can be chosen to obtain exponential convergence of the approximate fractional inverse operator to $L_{h}^\alpha/2$. Bolin et al. (2020) combined this strategy with the FEM approximation to a discretisation method (the sinc-Galerkin method) that works for the non-stationary generalised Whittle-Matérn fields (7) with arbitrary smoothness parameter $\alpha > d/2$.

An alternative method that often is more accurate was later proposed by Bolin and Kirchner (2020). This method replaces the quadrature approximation by a rational approximation

$$
L_{h}^\alpha/2v \approx p_{r}(L_{h})^{-1}p_{s}(L_{h})v,
$$

where $p_{r}(\cdot)$ and $p_{s}(\cdot)$ are polynomials with coefficients that are obtained from a rational approximation of the function $f(x) = x^{\alpha/2}$ on an interval that covers the spectrum of $L_{h}^{\alpha/2}$. This method, as well as that in Bolin et al. (2020), produces an approximation $u_{h}(s) = \sum_{j=1}^{N} u_{j}\psi_{j}(s)$ where the weights no longer form a GMRF, but instead has a distribution $u \sim N(0, PQ^{-1}P^{T})$ for two sparse matrices $P$ and $Q$. Introducing an auxiliary GMRF $x \sim N(0, Q)$, we can thus write $u = Px$. We note that this approximation has the same form as the nested SPDE models from Bolin and Lindgren (2011), which explains why we can use all computational methods for GMRFs also for these approximations, that are implemented in the R package rSPDE (Bolin and Kirchner, 2020) available on CRAN.

For Gaussian fields, these approaches can be improved further by performing the rational approximation on the precision operator $L_{h}^{\alpha}$ rather than on $L_{h}^\alpha/2$. This has the additional benefit that it facilitates a representation of the weights $u$ as a sum of GMRFs, $u = \sum_{i=1}^{m} u_{i}$, where $u_{i} \sim N(0, Q_{i}^{-1})$. Thus, this representation fits into the framework of Section 3, so that the models can be fitted in R-INLA. The rSPDE package contains an interface to R-INLA that allows for the specification of SPDE-based models of general smoothness (see Bolin and Simas, 2021, for a recent tutorial on the combination of the two packages).

The idea of approximating fractional models with sums of Markov processes was used by Sørbye et al. (2019) for long-memory fractional Gaussian noise, and the LatticeKrig R package (Nychka et al., 2016) uses a related technique to approximate fractional Matérn models. Another recent alternative method for handling the fractional power, inspired by the methods mentioned above, is the Galerkin–Chebyshev method proposed by Lang and Pereira (2021). For an overview of other recent methods, we refer to Bolin and Kirchner (2020, Section 2).

### 4.2. Non-Gaussian models

One of the important features of the SPDE approach is that it facilitates extending the Gaussian Matérn fields to flexible non-Gaussian Matérn fields that are still easy to work with in applications. The main idea, as presented by Bolin (2014), is to replace the driving Gaussian noise in (3) by some non-Gaussian noise.

To understand the approach, note that Gaussian white noise can be viewed as an independently scattered measure, which for a Borel set $B \in \mathcal{B}(\mathbb{R})$ returns $N(0, \lambda(B))$, where $\lambda(B)$ is the Lebesgue measure of the set $B$. We can now replace the normal distribution with some other
distribution, such as the Normal Inverse Gaussian (NIG) or Generalised Asymmetric Laplace (GAL) distributions, and obtain a model which still has a Matérn covariance structure, but more flexible sample path properties.

The reason for why these two particular distributions work well is that they are closed under convolution and that they can be represented as normal variance mean mixtures. Specifically, let $\gamma, \mu \in \mathbb{R}$ be two parameters and $Z \sim N(0, 1)$, then $X = \gamma + \mu V + \sigma \sqrt{V} Z$ has a NIG distribution if $V$ has an inverse Gaussian distribution, and $X$ has a GAL distribution if $V$ has a Gamma distribution.

Performing the same FEM approximation as in the Gaussian case, we now instead obtain that the stochastic weights $u$ have a distribution

$$u|v \sim N(\tau^{-1}K^{-1}(v - h), \tau^{-2}K^{-1}\text{diag}(v)K^{-1}),$$

where $v$ is a vector of independent IG variables in the NIG case, and Gamma variables in the GAL case. This conditional Gaussian representation allows us to use the same computationally efficient techniques for sparse matrices as in the Gaussian case. The difference is that the conditioning on the “hidden” variances $v$ needs to be handled.

As an example, suppose that the model is included in the simple hierarchical model in Section 3.1, and let $\theta$ again denote all parameter of the model, which now also includes the parameters of $\pi(v)$. Since the joint distribution $\pi(u, v|\theta, y)$ has a closed form, an simple alternative for likelihood-based inference for models like this is to use an EM algorithm (Wallin and Bolin, 2015). However, a more computationally efficient alternative is to use Fisher’s identity to represent the gradient of the log-likelihood as

$$\nabla_{\theta} \log \pi(y|\theta) = \mathbb{E}_v \{ \nabla_{\theta} \log \pi(y, v|\theta)|y \}.$$

Here $\log \pi(y, v|\theta)$ is known in closed form and the posterior expectation over $v$ can be efficiently approximated through Monte Carlo integration. This means that stochastic gradient descent methods can be used to find maximum likelihood or maximum aposteriori estimates of $\theta$ (Bolin and Wallin, 2020; Asar et al., 2020).

This approach was recently used for multivariate random field models by Bolin and Wallin (2020) and for longitudinal data analysis in the RSS discussion paper by Asar et al. (2020). In particular, Asar et al. (2020) also introduced the R package nge that can be used to fit all these different non-Gaussian SPDE-based models through stochastic gradient descent methods.

As noted by Asar et al. (2020), a limiting case of the NIG distribution is the Cauchy distribution, the nge package therefore also includes methods for Cauchy random fields. Cauchy random fields were also recently investigated by Chada et al. (2021) for Bayesian inverse problems, an area where the SPDE approach previously has been used extensively (see, e.g., Roininen et al., 2014, 2019). Bayesian methods for the non-Gaussian SPDE models were also recently investigated by Walder and Hanks (2020), who provided several examples of their use.

4.3. Spatio-temporal processes

To extend the spatial models to space-time, a first step is to use a Kronecker precision model, as introduced in this context by Cameletti et al. (2013). Using a unit variance AR(1) process with
tridiagonal precision matrix

\[
Q_t = \frac{1}{1 - \phi^2} \begin{bmatrix}
1 & -\phi & 0 & \ldots \\
-\phi & 1 + \phi^2 & -\phi & \ddots \\
0 & \ddots & \ddots & \ddots \\
\vdots & 0 & -\phi & 1
\end{bmatrix},
\]

for some \( \phi > 0 \), the Kronecker product precision \( Q_t \otimes Q_s \) gives a space-time random field model discretising an Ornstein-Uhlenbeck process where the driving temporal white noise process has a Matérn covariance structure in space, or equivalently, stationary solutions to the space-time SPDE

\[
\left(a + \partial_t\right) \left(\kappa^2 - \Delta\right)^{\alpha_t/2} u(s, t) = \frac{\sqrt{2}a}{\tau} W(s, t),
\]

where \( W(s, t) \) is a space-time white noise process on \( \mathcal{D} \times \mathbb{R} \), where \( \mathcal{D} \) is the spatial domain, such as a subset of \( \mathbb{R}^d \), \( S^2 \), or a more general manifold. The normalisation constant for the driving noise ensures that the marginal spatial covariance is identical to the purely spatial SPDE model \( (3) \) on \( \mathcal{D} \) for any \( a > 0 \). For discretisation time step \( h_t > 0 \), the parameter relation is given by \( \phi = \exp(-h \alpha_t) \). These types of models are implemented via the group arguments to model components in the R-INLA and inlabru R software packages.

For realistic modelling, and in particular for temporal prediction problems, the separable covariance construction is too simple. As part of the EUSTACE project (Rayner et al., 2020), a family of non-separable space-time models based on a generalised space-time diffusion model

\[
\tau(\kappa^2 - \Delta)^{\alpha_t/2} \left\{ \gamma_t \frac{\partial}{\partial t} + (\kappa^2 - \Delta)^{\alpha_s/2} \right\}^{\alpha_e} W(s, t), \quad s \in \mathcal{D}, \ t \in \mathbb{R},
\]

was developed. By varying the operator orders \( \alpha_t, \alpha_s, \) and \( \alpha_e \), a range of models from fully separable to fully non-separable are obtained. All of these models have generalised Whittle-Matérn covariances for both the spatial marginal distributions and for the temporal evolution of each component of the harmonic spectral representation on \( \mathcal{D} \). A preliminary version of this approach can be found in Bakka et al. (2020), that shows how using a space-time Kronecker basis definition results in a precision matrix that is expressed as a sum of basic space-time Kronecker products, making implementation straightforward. Extensive theory for a similar approach based on Stein (2005) and other SPDE models such as advection-diffusion models is provided by Carrizzo Vergara et al. (2022). From a practical perspective, Särkkä et al. (2013) developed Kalman filter representations of spatio-temporal SPDE fields that are particularly appealing when the spatial field is smooth enough to be represented by a sufficiently small number of basis functions. The Kalman filter approach effectively involves a direct construction of a temporal factorisation of the spatio-temporal precision operator.

5. Theoretical guarantees

Having introduced the main ideas of the SPDE approach and its extensions, we are now ready to look at some of the more technical theoretical properties of the SPDE-based models.
and relating computational methods. One can easily argue that the SPDE-based models is one of the most well-understood classes of random field models, both from a theoretical and practical point of view. To support this claim, we now briefly summarise what we know about the SPDE-based models, and in Subsection 5.2 we present the current knowledge regarding the corresponding approximation methods.

5.1. Properties of the SPDE models

5.1.1. The model with constant parameters

It has been known already since the early 1960’s (with partial results from the 1950’s) that stationary solutions to the SPDE (3) on $\mathcal{D} = \mathbb{R}^d$ are centred Gaussian fields with Matérn covariance functions (Whittle, 1954, 1963). Thus, in this case, theoretical properties of the solutions can be obtained from the standard theory for stationary Gaussian random fields (e.g. Cramér and Leadbetter, 2004).

Properties of the solution to (3) when considered on manifolds such as the sphere are also well-understood since the eigenvalues of the operator $\mathcal{L}$ are explicitly defined in terms of the eigenvalues of the Laplacian (see, e.g., Lang and Schwab, 2015; Borovitskiy et al., 2020). In particular, as in the case of $\mathcal{D} = \mathbb{R}^d$, the exponent $\alpha$ controls Hölder continuity and differentiability of the solution.

When considering the SPDE (3) on a bounded domain $\mathcal{D} \subset \mathbb{R}^d$, one has to add boundary conditions to the operator. Typically, Neumann or Dirichlet boundary conditions are used in practice. Because of this, the solution will be non-stationary and no longer have a Matérn covariance. However, Lindgren et al. (2011) showed that for $d = 1$ and Neumann boundary conditions, the solution has a folded Matérn covariance $\tilde{\varrho}_{\kappa,\tau,\alpha}$ that will be similar to the corresponding Matérn covariance $\varrho_{\kappa,\tau,\alpha}$ in the interior of the domain. Because of this, it was argued that one should use a domain $\mathcal{D}$ that is extended by a distance $\delta$ which is at least two times the practical correlation range $\rho = \sqrt{8\nu/\kappa}$ outside the domain of interest $\mathcal{D}_0$. This procedure was further validated by Khristenko et al. (2019) who extended the result to $d > 1$ as well as Neumann and periodic boundary conditions when $\mathcal{D}$ is a box in $\mathbb{R}^d$. They in particular showed that the supremum norm $\|\tilde{\varrho}_{\kappa,\tau,\alpha} - \varrho_{\kappa,\tau,\alpha}\|_{L^{\infty}(\mathcal{D}_0)}$ can be bounded in terms of $\delta/\rho$ and that the error asymptotically decreases exponentially as this term increases. Thus, the SPDE with stationary parameters, as well as the effects of the boundary conditions in this case are well understood.

5.1.2. The non-stationary Whittle-Matérn generalisation

The theory in the non-stationary case is more involved; however, the properties of the processes are well-understood also in this case. Considering the generalised Whittle–Matérn fields (7) for a convex polytope $\mathcal{D} \subset \mathbb{R}^d, d \in \{1, 2, 3\}$, we know from Bolin et al. (2020); Bolin and Kirchner (2020) that there exists a unique solution to the SPDE given that $\alpha > d/2$ (which corresponds to $\nu > 0$ in the stationary case), $\kappa$ is an essentially bounded function, $\kappa \in L_{\infty}(\mathcal{D})$, and $\mathbf{H}$ is a sufficiently nice (Lipschitz continuous on $\mathcal{D}$ and uniformly positive definite) matrix valued function. Herrmann et al. (2020) extended this existence result by showing that it holds also when considering the SPDE (7) on a closed, connected, orientable, smooth, compact 2-surface in $\mathbb{R}^3$, under the assumption that $\kappa, \mathbf{H}$ are smooth, and Harbrecht et al. (2021) derived similar results for the model on more general manifolds without boundaries.

Cox and Kirchner (2020) generalised the case $\mathcal{D} \subset \mathbb{R}^d$ further by only requiring that the domain $\mathcal{D}$ has a Lipschitz boundary, and by relaxing the requirement on $\mathbf{H}$ to only assume essential
boundedness and uniformly positive definiteness. More importantly, they also characterised the Sobolev and Hölder regularity of the solution \( u \) and its covariance function. Thus, the regularity of the SPDE-based model is known also in the non-stationary case.

5.1.3. Induced Gaussian measures and kriging

One of the key tools in the theory of Gaussian fields is equivalence and orthogonality of Gaussian measures. This is, for example, often used to derive consistency of maximum likelihood estimators (Zhang, 2004). The question of when two different SPDE models (3) with constant parameters generate equivalent measures was shown by Bolin and Kirchner (2020). That also showed that for a fixed value of \( \alpha \), one can estimate \( \tau \) consistently under infill asymptotics, but not \( \kappa \), which is in accordance with the results for Gaussian Matérn fields (Zhang, 2004).

For statistical applications, it is also important to understand the effects of misspecifying the parameters in the model. This has for example been investigated thoroughly for stationary Gaussian random fields by Stein (1999) in the context of kriging. Similar results are known in great generality also for the non-stationary generalised Whittle–Matérn fields. For example, Kirchner and Bolin (2021) derived conditions for uniform asymptotic optimality of linear prediction for isotropic Whittle–Matérn fields on the sphere based on misspecified parameters \( \alpha, \kappa, \tau \). Further, Bolin and Kirchner (2021) derived conditions for uniform asymptotic optimality of linear prediction for generalised Whittle–Matérn fields on bounded domains in \( \mathbb{R}^d \) based on misspecified parameters \( \alpha, \kappa, H \). They further generalised the results in Bolin and Kirchner (2020) by deriving explicit conditions for when two generalised Whittle–Matérn fields induce equivalent Gaussian measures. As far as we know, the generalised Whittle–Matérn is the only class of non-stationary models where theoretical results like these are known.

5.2. Properties of the approximations

Also the computational methods for the SPDE models are well understood. Already by Lindgren et al. (2011) it was shown that the distribution of the finite element approximation in the case \( \alpha \in \mathbb{N} \) converges to that of the exact solution as the mesh becomes finer. These results were extended by Simpson et al. (2016) who considered log-Gaussian Cox processes based on the SPDE-model (3).

Later, the general fractional case has been thoroughly investigated. This started with the results by Bolin et al. (2020) who derived explicit convergence rates of the strong error \( E(\|u - u_h\|_{L^2(D)}) \) of the sinc-Galerkin approximations \( u_h \) introduced in Section 4.1. Bolin et al. (2018) extended these results by deriving explicit convergence rates also for weak errors \( |E(g(u)) - E(g(u_h))| \) for sufficiently smooth functionals \( g(\cdot) \). Cox and Kirchner (2020) extended the results further by also providing explicit convergence rates for the error of the covariance function of the approximation. All these results also hold for the rational SPDE approach by Bolin and Kirchner (2020) and for models on surfaces (Herrmann et al., 2020).

Recently, posterior contraction rates of the FEM approximation when included in the simple hierarchical model in Section 3.1 as well as in a binary classification model was derived by Sanz-Alonso and Yang (2021a). This provides theoretical justifications for how to choose the number of FEM basis functions relative to the size of the dataset that is considered.

6. Applications

Since the publication of the Lindgren et al. (2011) paper, a wide variety of applications have taken advantage of the available software implementation in the R–INLA package, as well
as used specialised implementations of the SPDE constructions. We will highlight some key applications that demonstrate the utility of these models in applied problems with realistically complex observation models and large hierarchical random field structure.

6.1. Malaria modelling with spatio-temporal SPDEs

One of the first large scale applications of the GMRF/SPDE models was Bhatt et al. (2015); Bertozzi-Villa et al. (2021), that modelled the effect of malaria control over time. The results showed that infection prevalence in Africa had halved between 2000 and 2015, with an estimated 542–763 million (95% credible interval) of averted cases attributable to preventative interventions such as insecticide-treated nets.

As is common with medical data, the complex measurement structure had to be considered carefully, with a spatio-temporal SPDE model used to capture spatially structured effects that the rest of the model components could not handle by themselves. Since Africa is large enough that any map projection would introduce deformation, the model was built directly on a subset of a spherical manifold. Although a spatially stationary model was used, by eliminating spurious non-stationarities due to arbitrary map projections, the results are interpretable with respect to geodesic distances on the globe. The implementation used a triangulated spherical mesh covering Africa, with the space-time Kronecker precision model from Section 4.3.

6.2. The EUSTACE project

When analysing past weather and climate, one challenge is to merge information from multiple data sources and types of measurements. Satellites provide large quantities of data from recent years, but with complicated relationships between what is measured and the quantities of interest, including spatially and temporally dependent noise and satellite specific biases. Weather station data goes much further back in time in some locations on the globe, but have temporally persistent and changing biases, due to both local weather variation and changes in instrumentation. Similar challenges apply to air temperature measurements for ships. The large collaborative EUSTACE project (Rayner et al., 2020) aimed to construct a reconstruction of weather and climate on a daily timescale and $1/4 \times 1/4$ degree spatial resolution for the entire globe. The full problem, including modelling both daily maximum and minimum temperature for all $\sim 60,000$ days since 1850, has on the order $10^{11}$ values to be estimated.

In basic applications of Gaussian processes and kriging, the typical model combines a single random field with a few covariates, and links those to georeferenced observations with Gaussian additive noise. The global weather field has a dependence structure that operates on a wide range of spatial and temporal scales, and explicitly designing a covariance model for the weather would be unrealistic. The EUSTACE project instead constructed a hierarchical model, where each node contributes to just one aspect of the full behaviour, such as a slowly varying climatological mean temperature field, a systematic latitude effect, and daily weather residuals. Jointly, this defines a Markov random field with respect to a graph connecting several spatio-temporal graphs. Just as in the fractional SPDE constructions discussed in Section 4.1, the resulting sum of fields is not a Markov random field, but the computational benefits of Markov properties are still present.

The project explored methods for handling the non-Gaussian behaviour of daily maximum and minimum temperatures, via the same approximation techniques for non-Gaussian observations as in the R-Inla software. In order to keep the implementation and computational time manageable, the final implemented method did not include this, but aspects of that work can be found in Vandeskog et al. (2021b). Instead, a fully Gaussian method was implemented, and an
iterative linear solver used to compute the conditional distributions for all the latent variables, reduced to $\sim 1.5 \cdot 10^{10}$ by only estimating the daily mean temperatures, and reducing the spatial resolution to 0.5 degrees. The components were grouped into three categories:

- Climatological variation ($\sim 3.5 \cdot 10^{5}$ nodes): 2-monthly 1-degree seasonal patterns, 5-year 5-degree scale climate variation, non-linear latitude effect, altitude effect, coastal effect, and an overall mean

- Large-scale variation ($\sim 1.8 \cdot 10^{6}$ nodes): 3-monthly 5-degree field and weather station bias random effects

- Daily fields ($\sim 6 \cdot 10^{4} \times 2.5 \cdot 10^{5} \approx 1.5 \cdot 10^{10}$ nodes): local 0.5 degree weather, satellite bias fields at 2.5 degree resolution

To compute the conditional expectations, an iterated conditional approach was used, where each category was solved conditionally on the others, rotating through until convergence. The daily category treated each day as conditionally independent, which allowed massively parallel computations, with 60,000 individual server tasks. Thus, the largest individual solves were for the large-scale variation category, with a computational graph size of around 2 million, using direct Cholesky factorisation of the precision matrix.

6.3. Neuroimaging

The ability to formulate Matérn-like random fields on manifolds opens up for applications to areas that are very difficult to approach with covariance-based models. One such application is to neuroimaging. Specifically, functional magnetic resonance imaging (fMRI) is a popular neuroimaging technique for localising regions of the brain which are activated by a task or stimulus. Traditional volumetric fMRI data consist of observations of time series measured at thousands of three-dimensional volumes in the brain. A common approach to analyse fMRI data is through the classical general linear modelling (GLM) approach (Friston et al., 1994).
The GLM approach does not have any explicit statistical model for the spatial dependence, but it is implicitly taken into account through pre-smoothing of data and post-correction of multiple hypothesis tests for finding areas of activation, which is known to be problematic (see, e.g. Eklund et al., 2016). However, it is rare to explicitly model the spatial dependence in fMRI, mainly because of the high computational costs of spatial models. This problem was recently overcome through applying the SPDE approach to define a method for whole-brain fMRI analysis with spatial priors (Sidén et al., 2021).

Despite its popularity, traditional fMRI analysis has some limitations, such as the fact that the data includes observations from many different tissue types, whereas it is known that neuronal activity only occurs in grey matter. Cortical surface fMRI (cs-fMRI) solves this problem by representing the cortical grey matter as a two-dimensional manifold surface (Fischl, 2012). The approach has recently grown in popularity because it also offers better visualisation, dimension reduction, and improved alignment of cortical areas across subjects. Furthermore, the manifold representation allows for more neurobiologically meaningful measures of distance between locations, which is of great importance for analysis. The main difficulty with analysing such data from a statistical point of view is that the spatial dependence across the cortical surface needs to be modelled. This difficulty was recently overcome by using the SPDE approach to define the first Bayesian GLM approach to cs-fMRI data (Mejia et al., 2020b) which has shown to be highly accurate compared to the standard GLM approach that ignores spatial dependence (Spencer et al., 2021). In Figure 1, we show a simulation of a Generalised Whittle–Matérn field on the cortical surface of a patient.

The models mentioned above are effective in finding which areas of the brain that are active when a particular task is being performed. Another way to study the brain, which recently has gained much attention, is to take a more holistic approach and to look at the functional organisation of the brain in the absence of a particular stimulus. A common method for this task is independent component analysis (ICA), which works reliably when looking at groups of patients (Calhoun et al., 2001). Performing estimation at a subject level is more challenging, and taking spatial dependence into account becomes more important at the subject level to reduce noise. This is again difficult to do for both fMRI and cs-fMRI data, but the SPDE approach has recently also facilitated the development of a spatial ICA method for the estimation of functional brain networks (Mejia et al., 2020a).

Similar techniques have also been applied to other anatomical manifolds, such as hearts. In order to model local activation times from electrograms, Coveney et al. (2020) estimated probabilistic activation times on a manifold of human atria. The triangulated manifold mesh was estimated from the measured individual, and then smoothed. The electrode positions were then projected to the nearest mesh point, and a the Kronecker product precision model from Section 4.3 used for the spatio-temporal activation process on the manifold, with the R-INLA software.

### 6.4. Seismology and material science

While the most common application of SPDE models in spatial statistics is to 2-dimensional space, sometimes with added time, in seismology the data and problems of interest are often 3-dimensional. The finite element methods used in the Hilbert space construction works in the same way for tetrahedralisations as it does for triangulations. This was exploited by Zhang et al. (2016), to estimate seismic velocity under the western USA down to 700 km depth. In this complex inverse problem, they applied the SPDE models to both the sub-surface velocity field, and to the seismic source and receiver fields on the surface. They also provide a geometrical derivation
of the finite element matrices $C$ and $G$ for tetrahedral meshes, that have since been implemented in an experimental R package at https://github.com/finnlindgren/inlamesh3d.

Statistical modelling of porous materials is another application, on a very different spatial scale, that also requires models in 3-dimensional space. Barman and Bolin (2018) used the SPDE approach to design a model for the study of a porous ethylcellulose/hydroxypropylcellulose polymer blend that is used as a coating to control drug release from pharmaceutical tablets. This model has later been used to study how to pore geometry affects the diffusive transport through polymer films (Barman et al., 2019).

6.5. Point processes in ecology

One of the benefits of using local basis functions in SPDE constructions is the close resemblance to graph based Markov random field models that are common in ecology and epidemiology. This makes the step from aggregated counts on regions to continuous domain point process models very small. Direct approximation of inhomogeneous Poisson process likelihoods was analysed in detail by Simpson et al. (2016), and has since been automated as part of the inlabru software (Bachl et al., 2019; Yuan et al., 2017).

When $\eta(s)$ is a linear predictor expression evaluated spatially, the inhomogeneous Poisson point process $Y = \{y_1, \ldots, y_M\}, y_i \in D$, with intensity $\lambda(s) = \exp(\eta(s))$ on a domain $D$ has log-likelihood

$$l(\eta; Y) = -\int_D \exp(\eta(s)) \, dD(s) + \sum_{i=1}^M \eta(y_i)$$

where the integral is a surface integral for manifold domains $D$. The integral is in general intractable, but when $\eta(s)$ is built from local basis functions as in Section 2.7, several options are available. For example, the discretisation $\sum_{j=1}^N w_j \exp(\eta(s_j))$, where $s_j$ are the mesh nodes and $w_j = \langle \psi_j, 1 \rangle$, provides a good and stable approximation. The resulting likelihood expression is not a Poisson model likelihood for $\eta$ since the two sums involve different spatial locations. However, it is similar enough that it is easy to implement in the R-INLA software, and to automate it, as in inlabru.

A key motivation for the inlabru software was to allow easier specification of models of this type, as well as more complex models, such as distance sampling from transect surveys, where the point process is only observed along lines, e.g. from a ship traversing the ocean. The surface integral is then effectively replaced by a line integral, and the probability of detecting a point (usually an animal or a group of animals) can also be incorporated. Such models however do not necessarily result in a log-linear expression with respect to the parameters of the intensity of the resulting thinned Poisson point process, $\lambda(s)P(\text{point detected at } s | \text{point exists at } s)$. To deal with this, the inlabru method iteratively linearises the given predictor expression, and applies the INLA method for the linearised versions, until the posterior mode has been found.

Frequentist methods for distance sampling, that use penalised spline smoothers closely related to intrinsic stationary random field models, are available in the R package dsm (Miller et al., 2021).

7. Related methods

Here we highlight a few related or contrasting techniques and methods. Further connections, related and contrasting methods can be found in Cressie and Wikle (2011) and Wikle et al.
(2019), that cover space-time models in the hierarchical model setting, and a variety of computational methods, including model assessment. The latter is becoming an increasingly important topic, since traditional basic measures such as the mean square error between the posterior mean (or frequentistic point estimate) only provide limited insights. In order to meaningfully compare complex spatial and spatio-temporal estimation techniques, it is essential to use comparison scores that take the estimated uncertainty of the predictions into account, such as log-density and log-probability scores (for continuous and discrete outcomes, respectively), CRPS (continuous ranked probability score), or Dawid-Sebastiani (the log-density score from the Gaussian distribution, which is a proper score with respect to the expectation and variance also for other distributions), see Gneiting and Raftery (2007). For the sparse precision matrices generated by the SPDE approach, leave-one-out cross validation (Vehtari et al., 2017) with such scores can also be applied (Ferkingstad et al., 2017).

7.1. Process priors versus smoothing penalties

The theory of reproducing kernel Hilbert spaces provide a close connection between frequentist penalised spline estimators and Bayesian Gaussian process priors, as was recently discussed by Miller et al. (2020). In parallel with the development of the stochastic PDE approaches, related development has been ongoing for PDE based penalties, addressing similar problems, such as complex shaped domains and non-Euclidean manifolds (Sangalli et al., 2013; Sangalli, 2021).

As alluded to in Section 2.2, a main difference between penalty minimisers (here usually the same as or similar to conditional expectations) and full stochastic processes, is that the penalty minimisers, associated with the same RKHS as the stochastic process, are fundamentally smoother than the process realisations. This also manifests in that for high dimensional Gaussian distributions (where random fields are at the extreme, infinite limit), the bulk of the probability mass lies far away from the expectation of the distribution, and this deviation is essential when quantifying prediction uncertainty. The variance of the point estimator or conditional expectation provided by a penalty method should not be confused with the prediction uncertainty provided by a full posterior distribution of the process.

7.2. Spectral model constructions and generalised Whittle-Matérn fields

An important aspect of using the Whittle SPDE is to generalise the Matérn covariance family to processes on manifolds, while keeping the local geometric interpretations. The SPDE generalisation of the Matérn covariance models to smooth manifolds retains all the differentiability and Markov subset properties of the original models, and are asymptotically equivalent for short range. The spectral representations are linked to the eigenfunctions and eigenvalues of the Laplacian and its manifold versions. The methods for fractional operators discussed in Section 4.1 have recently been extended using high order numerical methods for PDEs on Riemannian manifolds by Lang and Pereira (2021) and Harbrecht et al. (2021), involving polynomial and wavelet basis expansions. Other approaches to constructing valid models on spheres can be found in Porcu et al. (2016).

On $\mathbb{R}^d$, the eigenvalues of the Laplacian are $-\|k\|^2$ for harmonic $\exp(i s \cdot k)$, $k \in \mathbb{R}^d$, and on the sphere, $\lambda_k = -k(k+1)$ is the eigenvalue for the spherical harmonic $Y_{k,m}$ of order $k \in \{0, 1, 2, \ldots \}$, $m \in \{-k, \ldots, k\}$. In the literature, spectral constructions are often used to define new families of models, e.g. for space-time models (Stein, 2005). When using the Whittle SPDE representation to generalise the Matérn models to the sphere and other non-Euclidean manifolds, the spectral representation of the Laplacian plays a key role. In contrast, the spherical covariance
introduced by Guinness and Fuentes (2016) under the name Legendre-Matérn used $k^2$ in the spectrum definition instead of the $k(k + 1)$ that appears in the Whittle SPDE generalisation. In addition, the construction did not take into account the implications on the spectral representation of the model itself, leading to a different operator power, and lacking the $2k + 1$ factor from Section 2.5 in the spectrum-to-covariance transformation. Thus, where the Whittle-Matérn generalisation has $(k^2 + k(k + 1))^\alpha$, the Legendre-Matérn version has $(2k + 1)(k^2 + k^2)^{\alpha - 1/2}$, which cannot easily be reformulated using the eigenvalues of the Laplacian. These issues make that alternative generalisation of Matérn models less natural, as it loses all the Markov connections of the generalised Whittle representation, as well as the simple form of the precision operator, that cannot be easily expressed via powers of the Laplacian. When only considering the theoretically valid expressions for positive definiteness, these kinds of effects are easily missed, and grounding more complex model construction in geometrical locally interpretable differential operators may provide better intuitive insight into the theory.

7.3. Global basis functions

In Section 2.7, locally supported basis functions were used in order to produce sparse precision matrices as well as retain this sparsity when conditioning on measurements. In the other extreme, global basis functions can be used, chosen so that the model precision for the basis weights are diagonal, but the posterior precisions generally dense. The Karhunen-Loève (K-L) expansion uses eigenfunctions of the covariance operator, or equivalently of the precision operator. The benefit of this type of finite dimensional spectral representation is that it results in a close approximation to the true covariance for a smaller number of basis functions. The main downside is the computational cost of evaluating the eigenfunctions, as these depend on the model parameters. Another choice is to use the eigenfunctions of the Laplacian that are involved in the Fourier-like spectral representations. These only depend on the shape of the domain, and can be calculated numerically at the start of the analysis (see Solin and Särkkä, 2020, for one such approach). However, since high frequencies may be needed to provide a good approximation of the true model, this approach is still expensive for general domains. In addition, the typical numerical solution is to use the same finite element methods to solve for the eigenvalues as is used to compute the entire conditional expectation. Hence, computing the eigenfunctions numerically is only helpful if they can then be used more effectively than the sparse precision matrices themselves. For both K-L and harmonic basis functions, the Hilbert space inner product yields diagonal prior precision matrices. The main problem in practical applications appear when the data structure does not admit efficient posterior distribution calculations due to the resulting dense precision matrices, due to the structure of the $A^TQ_A$ term in (11). This means that harmonic basis functions are mostly useful for very smooth fields that only need a few frequencies, or where fast Fourier transforms are possible.

When using spherical harmonics on the sphere, care must be taken when choosing a Legendre polynomial implementation, as some implementations are numerically unstable for orders above $\sim 40$. For example, methods that first construct the polynomial coefficients explicitly, and then evaluate them, break down for orders above $\sim 40$, including the implementations in the pracma and orthopolynom packages (Borchers, 2021; Novomestky, 2013). With these unstable implementations, the spatial resolution on the globe is limited to wavelengths of about $360/40 = 9$ degrees, or $\sim 1,000$ km, making it unsuited for fine resolution problems such as the EUSTACE project discussed in Section 6.2. The GSL library implementation (Galassi, 2018; Hankin, 2006) however appears to be stable for much higher orders.
A numerical alternative is to compute the Laplacian eigenfunctions on a triangulation, via the generalised eigenvalue problem $GV = CV\Lambda$. This closely approximates the eigenfunctions of the continuous domain Laplacian, and works also on other manifolds than the sphere. This would be a slight modification of the directly graph based eigenfunctions used by Lee and Haran (2021).

7.4. Other precision approximation methods

Every computational approach to spatial processes can be viewed in (at least) two ways: as an approximation of a given model, or as a specially constructed model in itself. In the literature, both viewpoints are used, but since the structure of the approximations can be very specific to the details of the constructions, the second approach does not provide useful insights into the difference and similarities between the approaches. Instead, we find it more useful to take the first approach, and consider the continuous domain interpretability of the methods.

The Markov models resulting from the finite element Hilbert space approach to representing SPDE solutions has close links to several other methods for constructing computationally efficient approximations to given continuous domain models.

Just as one of the motivations for developing the SPDE/GMRF link in Lindgren et al. (2011) was to bridge the gap between discrete Markov models and continuous covariance models, there are further links between triangulation graphs for finite elements and other graph methods. Two recent examples are Sanz-Alonso and Yang (2021b) and Dunson et al. (2021), that construct different local Laplacian approximations on the same kind of graphs. The first of these two papers also show the extensive connections between the approaches, and how the finite element constructions provide better approximations to the continuous domain models, in the settings where they are available.

Another approach is the nearest neighbour Gaussian process (NNGP) construction from Datta et al. (2016), that takes a given covariance function and, in essence, constructs an incomplete Cholesky factorisation of the precision matrix for a given, ordered, sequence of spatial locations. By computing the exact conditional distribution given the previously included points, a discretised model is obtained. The benefit is that, instead of including the Cholesky infill that appears in the Cholesky factorisation of a Markovian precision matrix, only the previous neighbours are included. The downside is that the resulting representation depends on the order in which the spatial locations are included, which can lead to large discrepancies between the source covariance and the NNGP covariance. In contrast, for full Cholesky factorisations, the ordering of the nodes only affects the sparsity of the computed factorisation (Rue and Held, 2005). However, due to the relative speed of the NNGP construction, a potential extension could be to use the NNGP model as a fast preconditioner in large scale iterative solver methods. This would also be applicable to block-wise constructions, such as Katzfuss (2017); Quiroz et al. (2021); Peruzzi et al. (2020).

8. Discussion

After 10 years since the publication of Lindgren et al. (2011), the stochastic PDE method for constructing computationally efficient representations of spatial and spatio temporal Gaussian random fields has proven its value in a wide range of practical applications. There is now a wide variety in computational methods for spatial statistics, but many lack strong theoretical guarantees of fidelity in relation to desired continuous domain properties, or are limited to specific
applications. In contrast, the SPDE approach exploits the close connections between different representations of Gaussian processes and their dependence structure, and the relative separation of the model construction itself from the computational methods, providing strong theoretical guarantees as well as efficient implementations. This has allowed Gaussian random field models to be incorporated in a variety of hierarchical models, and the method continues to be expanded to new application domains and more general dependency structures.

There is always a trade-off between generality and computational efficiency. The SPDE methods have the advantage that methods can be adapted from well-studied methods for deterministic PDE solvers, that are already capable of solving large systems. Part of the challenge is that the typical space-time precision operators for random fields are of much higher order than the typical ordinary Laplacian that is common in purely physics-motivated PDEs, which makes the standard preconditioning methods for iterative solvers inefficient. However, by exploiting local block structures, as well as multigrid methods and parallel solvers, these methods show great promise for even larger problems than can be solved with the current direct Cholesky methods, that are useable up to a few million elements; the largest single field solve in the EUSTACE project had nearly 2 million nodes.

Among the currently active areas of research are more general space-time extensions, non-stationarity and anisotropic models, and combinations thereof. We anticipate that this will serve to broaden the practical usefulness of SPDE models to realistic models for complex spatio-temporal data.

While it is still true that there is a practical implementation and preprocessing cost associated with the methods, and that this is true of all advanced spatial and spatio-temporal modelling techniques, the closing remark from Lindgren et al. (2011) that “such costs are unavoidable when efficient computations are required” is no longer as true now as it was in 2011, from the software users’ perspective. Interfaces such as inlabru are able to encapsulate all the internal bookkeeping and linear algebra in the internal code, allowing the software users to focus more on building structured and geometrically interpretable models.
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Appendix A. Reproducing kernel Hilbert space connection details

As in Section 2.2, let $L^*$ be the adjoint of $L$, i.e. an operator such that $\langle L^* f, g \rangle = \langle f, Lg \rangle$ on the manifold domain $\mathcal{D}$, and also assume that $L$ is invertible. Also let $W(s)$ be a standard Gaussian white noise process on $\mathcal{D}$, and let $u(s)$ be a solution to $Lu = W$ with covariance function $\varrho(s, s')$. Then, by construction,

$$\langle f, g \rangle = \mathcal{R}_W(f, g) = \mathcal{R}_L(f, g) = \mathcal{R}_{L^*}(f, L^* g), \quad (A.1)$$

so that

$$\langle f, g \rangle = \int \int \langle L^* f \rangle(s) \varrho(s, s') \langle L^* g \rangle(s') \, ds \, ds'$$

$$= \langle L^* f(s), \langle \varrho(s, \cdot), L^* g(\cdot) \rangle \rangle$$

$$= \int \int f(s) \varrho(s') L_s L_{s'} \varrho(s, s') \, ds \, ds',$$

where the subscript notation $L^*_s$ and $L_s$ is used to indicate which spatial variable is operated on. Since the equality holds for all admissible $f$ and $g$, this shows that

$$L^*_s L_{s'} \varrho(s, s') = \delta(s'),$$

where $\delta(\cdot)$ is a Dirac delta. Define $Q_u(f, g) = \langle L^* f, Lg \rangle$. Then, for all $s \in \mathcal{D}$ and all suitable $g(\cdot)$,

$$Q_u[\varrho(s, \cdot), g(\cdot)] = \langle L\varrho(s, \cdot), Lg \rangle = \left\langle L^{-1}_s L_s \varrho(s, \cdot), Lg \right\rangle = \left\langle L^{-1}_s \delta(\cdot), Lg \right\rangle \quad (A.2)$$

$$= L^{-1}_s (\delta(\cdot), Lg) = L^{-1}_s (Lg)(s) = g(s),$$

which shows that this $Q_u(\cdot, \cdot)$ is the inner product for the RKHS for the covariance $\varrho(s, s')$ that is associated with the covariance product $\mathcal{R}_{L^*}(\cdot, \cdot)$ in (A.1). By taking $g(\cdot) = \varrho(\cdot, s')$ we obtain the kernel reproducing property $Q_u[\varrho(s, \cdot), \varrho(\cdot, s')] = \varrho(s, s')$. The derivation (A.2) directly shows that $\langle L^* L_{s'}(s, \cdot), g \rangle = g(s)$, which means that the covariance function is a Green’s function of the precision operator $L^* L$. After a change of test functions in (A.1), we can also write $\mathcal{R}_u(f, g) = \left\langle (L^*)^{-1} f, (L^*)^{-1} g \right\rangle$. 
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