A quantum algorithm for training wide and deep classical neural networks

Alexander Zlokapa,1,2 Hartmut Neven,2 and Seth Lloyd3

1Department of Physics, Massachusetts Institute of Technology, Cambridge, Massachusetts 02139
2Google Quantum AI, Venice, California 90291
3Department of Mechanical Engineering and Research Laboratory of Electronics, Massachusetts Institute of Technology, Cambridge, Massachusetts 02139

Given the success of deep learning in classical machine learning, quantum algorithms for traditional neural network architectures may provide one of the most promising settings for quantum machine learning. Considering a fully-connected feedforward neural network, we show that conditions amenable to classical trainability via gradient descent coincide with those necessary for efficiently solving quantum linear systems. We propose a quantum algorithm to approximately train a wide and deep neural network up to $O(1/n)$ error for a training set of size $n$ by performing sparse matrix inversion in $O(\log n)$ time. To achieve an end-to-end exponential speedup over gradient descent, the data distribution must permit efficient state preparation and readout. We numerically demonstrate that the MNIST image dataset satisfies such conditions; moreover, the quantum algorithm matches the accuracy of the fully-connected network. Beyond the proven architecture, we provide empirical evidence for $O(\log n)$ training of a convolutional neural network with pooling.

Due to the widespread success of classical machine learning, quantum machine learning has rapidly become a central topic of interest for future applications of quantum computing. While near-term approaches to quantum machine learning typically exploit the high dimensionality of the Hilbert space through kernel methods [1–5], most exponential speedups require fault-tolerant quantum computers with access to a quantum random access memory (QRAM). Essential primitives in linear algebra and optimization [6] have provided the basis for quantum analogues to common classical approaches to classification, clustering, regression, and other tasks in data analysis [12–16]. However, while neural networks represent state-of-the-art classical machine learning for a variety of benchmark tasks, existing proposals for quantum neural networks lack a clear demonstration of a quantum speedup for tasks on classical datasets [17–20]. In particular, deep neural networks are empirically observed to achieve successful results in classical machine learning [21–23]. Amidst rising computational requirements of deep learning due to larger datasets and neural network architectures [24], the use of quantum computers to efficiently train deep neural networks remains a fundamental issue in quantum machine learning.

While algorithms for quantum machine learning are largely based on methods from linear algebra, neural networks rely on nonlinearity to act as a universal approximator [25–26]. Recent work on the dynamics of wide neural networks — i.e., where each of $L$ hidden layers has $m$ neurons for large $m$ — have introduced the neural tangent kernel (NTK), which represents such overparameterized neural networks as linearized models applied to nonlinear features [27–28]. For example, one may consider a vanilla feedforward fully-connected neural network $f$ on a test data example $x_i$. The output $f(x_i)$ of the neural network is parameterized by weight matrices $W_i$ on the $i$th hidden layer and output layer weights $v$, giving

$$f(x_i; W_1, \ldots, W_L, v) := v \cdot \frac{1}{\sqrt{m}} \sigma \left( W_L \frac{1}{\sqrt{m}} \sigma \left( W_{L-1} \cdots \frac{1}{\sqrt{m}} \sigma (W_1 x_i) \cdots \right) \right)$$  (1)

for nonlinear activation function $\sigma$. The NTK defines a kernel $k(x_i, x_j)$ between any pair of data examples. If the neural network is initialized with Gaussian-distributed weights and trained via gradient descent with squared loss, the expected output of the fully trained neural network on the test data point $x_i$ is requires solving a system of $n$ linear equations for a training set of $n$ examples. Written explicitly for a training set $S = \{(x_i, y_i) \in \mathbb{R}^d \times \{-1, 1\}\}_{i=1}^n$, the trained neural network output is given by

$$\mathbb{E}[f(x_i)] = k_i^T K^{-1} y,$$  (2)

where $y$ is the vector of labels over the training set, $k_i \in \mathbb{R}^n$ is the vector generated by evaluating the NTK between $x_i$ and all $x_j$ in the training set $S$, and the $n \times n$ matrix $K$ corresponds to the NTK evaluated between all pairs of training data $x_i, x_j \in S$. Hence, the output of the trained neural network is determined by the evaluation of a matrix inversion and inner product.

Although we only provide a rigorous theoretical treatment of the properties of a fully-connected neural network (Eq. 1), the linear form of the NTK shown in Eq. 2 offers a general framework for neural network architectures similar to those used in state-of-the-art applications of deep learning [29–32]. In particular, we
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provide numerical results for architectures that include convolutional and pooling layers, which are observed to satisfy the same properties as the fully-connected neural network.

The NTK formalism sheds light on the benefit of deep neural networks, i.e. increasing the number of hidden layers $L$. As the neural network is deepened, the NTK matrix becomes increasingly well-conditioned, improving the speed at which gradient descent trains the neural network [33]. In the regime of efficient training by gradient descent, the evaluation of $K^2 J^{-1} y$ has a condition number that approaches unity as the dataset increases in size. As discussed by Aaronson [34], quantum algorithms to perform linear algebra operations often face limitations due to stringent theoretical caveats including matrix sparsity and well-conditioning. Hence, the well-conditioning of the NTK required for convergence by gradient descent corresponds to a necessary condition for an efficient quantum algorithm to train the neural network.

Our main result is a quantum algorithm to train a wide and deep neural network under an approximation of the NTK, estimating the trained neural network output with vanishing error as the training set size increases. We provide two different approximations: a sparsified NTK and a diagonal NTK. In both cases, convergence of the approximation to the exact neural network is guaranteed by matrix element bounds of the NTK; the same bounds also directly enable efficient gradient descent, highlighting the correspondence between conditions for trainable classical neural networks and an efficient quantum algorithm. The sparsified NTK approximation has a strictly tighter upper bound on the error compared to the diagonal NTK approximation, and numerical experiments confirm the better performance of the sparsified NTK.

Given a training set with $n$ data examples, both approximations require only $O(\log n)$ time to train the neural network; in particular, the sparsified NTK relies on sparse matrix inversion, which is BQP-complete. However, to achieve an exponential speedup in practice over gradient descent, the quantum algorithm for approximating the neural network output must also provide efficient input (i.e. quantum state preparation) and output (i.e. quantum state measurement). Following standard practice in quantum machine learning, we use a QRAM to store the raw dataset; once the QRAM has been prepared, multiple neural networks can be trained with only $O(\log n)$ cost. To efficiently access the trained neural network’s output on a test data point $x_*$, the quantum state corresponding to the vector $k_*$ of the NTK evaluated between the test data and training data must be efficiently preparable, which depends on the data distribution. Similarly, measuring the final inner product is only efficient if there is sufficient state overlap. We provide numerical examples on the MNIST handwritten digit classification dataset to demonstrate that common data distributions satisfy the necessary conditions for efficient input/output, fully realizing the exponential quantum speedup over gradient descent and satisfying the caveats described by Aaronson [34]. Beyond the proven fully-connected neural network architecture, numerical experiments based on the non-residual convolutional Myrtle network [35] provide evidence that the logarithmic quantum training time holds for deep learning architectures similar to those used in real-world settings of classical machine learning. An open source implementation of training a neural network according to the proposed quantum algorithm is provided at https://github.com/quantummind/quantum-deep-neural-network.

**NEURAL TANGENT KERNEL FRAMEWORK**

We consider the task of binary classification for a dataset $S$ of $n$ training examples $\{(x_i, y_i) \in \mathbb{R}^d \times \{-1, 1\}\}_{i=1}^n$. For simplicity, each data example is assumed to be placed on the unit sphere, i.e. $|x_i| = 1$. Throughout this work, we will refer to the separability of data points $x_i, x_j$ given by $\delta_{ij} := 1 - |x_i \cdot x_j|$. Since the depth of the neural network required to provably converge efficiently by gradient descent depends on $\delta := \min_{i,j} \delta_{ij}$, the computational cost of training the neural network is parameterized by the dataset separability.

To classify the dataset, we use the fully-connected neural network defined in Eq. [1] consisting of $L$ fully-connected hidden layers of neurons with a nonlinear activation function $\sigma: \mathbb{R} \rightarrow \mathbb{R}$. The neural network output is determined by applying the activation function entry-wise at each neuron to the weights connecting to preceding neurons. We place additional conditions on the normalization of the activation function, which are equivalent to the application of batch normalization at each layer of a neural network [33]:

$$\mathbb{E}_{X \sim \mathcal{N}(0,1)}[\sigma(X)] = 0 \text{ and } \mathbb{V}_{X \sim \mathcal{N}(0,1)}[\sigma(X)] = 1.$$  \hspace{1cm} (3)

Under such normalization, the coefficient of nonlinearity $\mu := 1 - \mathbb{V}_{X \sim \mathcal{N}(0,1)}[X \sigma(X)]$ defined by Agarwal et al. [33] is bounded by $0 < \mu \leq 1$.

The neural network is trained with $\ell_2$ loss, i.e. gradient descent is used to minimize $\ell(W_1, \ldots, W_L, v) = \frac{1}{2} \sum_{i=1}^n (f(x_i; W_1, \ldots, W_L, v) - y_i)^2$ over the training set. As stated formally in Section 1C of the Supplementary Information and discussed by the recent work of Agarwal et al. [33], the neural network has a depth $L_{\text{conv}}$ at which efficient convergence by gradient descent is guaranteed:

$$L_{\text{conv}} := \frac{8 \log(n/\delta)}{\mu}.$$  \hspace{1cm} (4)
For depth $L \geq L_{\text{conv}}$, gradient descent will find an $\epsilon$-suboptimal point in $O(\log(1/\epsilon))$ iterations with high probability for standard choices of activation function.

The NTK defines a kernel function between two data examples and may be written explicitly for the neural network of Eq. 1 in terms of the dual activation function and its derivatives (see Section IVB of the Supplementary Information). Under our dataset framework, it simplifies to a function of only the inner product $x_i \cdot x_j$. Evaluated over the entire training set, the $(i,j)$th element of the $n \times n$ matrix $K$ is defined by the NTK $k(x_i,x_j)$ between the respective data points. The cost of evaluating the NTK between a pair of data points scales polynomially in the neural network depth $L$. Since the depth $L_{\text{conv}}$, necessary for efficient gradient descent scales like $O(\log(n/\delta))$, we require that $\delta = \Omega(1/\text{poly } n)$ to compute any given element of the NTK matrix in $O(\log n)$ time. In the Supplementary Information (Section IV), this scaling of $\delta$ is verified numerically for the MNIST dataset and is further theoretically motivated by considering a uniform distribution on the unit sphere.

For a neural network of depth $L \geq L_{\text{conv}}$, the matrix $K$ becomes well-conditioned: the condition number $\kappa(K)$ (i.e. ratio of the largest to smallest singular value) is bounded by

$$1 \leq \kappa(K) \leq \frac{1 + 1/n}{1 - 1/n},$$

allowing gradient descent to efficiently converge as $n$ increases. Such well-conditioning is due to the structure of the NTK for a deep neural network. Under the above data assumptions, all diagonal matrix elements of $K$ are equal and larger than all off-diagonal elements, which are bounded by $|K_{ij}| \leq \left(\frac{\delta}{\gamma_{ij}}\right)^2$ if $1/2 \leq \delta_{ij} \leq 1$ (see Section II.D of the Supplementary Information). Hence, as the training set size increases, the off-diagonal matrix elements of $K$ vanish, with the largest off-diagonal elements corresponding to the most similar data examples. We use this characteristic of the NTK to motivate the following two approximations of the matrix $K$.

The diagonal NTK is defined by setting all off-diagonal elements of the NTK to zero. The neural network output for a test data example $x_*$ is then directly proportional to the inner product $k_*^T y$, allowing the matrix inversion to be omitted entirely. The sparsified NTK is defined by only permitting $O(\log n)$ off-diagonal elements to be nonzero in any row or column. As shown in the Supplementary Information (Section I), the error of both approximations is bounded by $O(1/n)$, ensuring convergence to the exact neural network output for large training sets. However, the bound of the sparsified NTK given by the Gershgorin circle theorem is strictly tighter, suggesting superior performance compared to the diagonal NTK. In the Numerical Experiments section, we confirm this for the MNIST benchmark.

**QUANTUM ALGORITHM**

To train a wide neural network, the NTK formalism requires inversion of the $n \times n$ matrix $K$ representing the NTK evaluated over the entire training set (Eq. 2). Under the approximations described above, we instead seek to evaluate $k_*^T y$ or $k_*^T K^{-1} y$ for a sparse matrix $K$ corresponding to the sparsified approximation to the NTK. Hence, a linear equation and inner product must be evaluated to approximate the neural network output. The HHL algorithm proposed by Harrow, Hassidim and Lloyd [6] and subsequent improvements [7] solve the quantum linear systems problem (QLSP) of $A|x\rangle = |b\rangle$ corresponding to the linear equation $Ax = b$, given access to a procedure $P_A$ that computes the locations and values of the nonzero entries in $A$ and a procedure $P_B$ that prepares the state $|b\rangle$. For a matrix $A$ with condition number $\kappa$ and at most $s$ nonzero entries per row or column, solving the QLSP up to error $\epsilon$ requires $O(\log(n)k\kappa\text{polylog}(k\kappa/\epsilon))$ time [7].

To achieve an exponential quantum speedup with a quantum linear systems algorithm (QLSA), it is evident that $s$ and $\kappa$ must scale like $O(\text{polylog}(n))$; similarly, the procedures $P_A$ and $P_B$ must take $O(\text{polylog}(n))$ time. Due to dequantization results for low-rank matrices [36], the matrix $A$ must also have rank at least $\Omega(\text{poly}(n))$. Finally, in order to efficiently access the resulting state $|x\rangle$ after solving $A|x\rangle = |b\rangle$, the readout must require at most $O(\text{polylog}(n))$ measurements.

The full quantum algorithm for the approximate NTK is summarized in Algorithm 1. We use the neural network defined in Eq. 1 although we discuss extensions to other architectures in the Supplementary Information (Section IIE) and provide additional analyses in the Numerical Experiments section.

As is typical in many quantum machine learning algorithms [12,16], we assume the existence of a quantum random access memory (QRAM) to store and access any necessary quantum states. A binary tree QRAM data structure [37] may be applied similarly to existing work in quantum machine learning [16,38]. For any data analysis application, writing a dataset requires $O(n)$ time; however, the cost only occurs once. In the case of a quantum NTK algorithm, multiple neural networks may be trained after the data is stored in QRAM.

To compute the NTK, we can explicitly evaluate inner products between data examples using amplitude estimation [39] and median evaluation [40]. While the NTK of the fully-connected neural network...
We enforce sparsity binary image classification task between pairs of digits. Two infinite-width neural network architectures are defined by Eq. 1 only depends on the inner product \( x_i \cdot x_j \), similar techniques can be extended to convolutional and pooling layers with additional qubits and computation independent of \( n \). Preparation of the NTK between the test data point \( x_i \) and the training set \( S \) requires post-selection, the cost of which depends on the dataset. In the Numerical Experiments section, we show that this requires \( O(\log n) \) time for classification of MNIST handwritten digits.

For the sparsified NTK, a deterministic sparsification pattern must be selected such that at most \( O(\log n) \) elements are nonzero in any row or column. Since the NTK approaches an identity matrix, the chief constraint on the sparsity pattern is that the diagonal is fixed to be nonzero; the remaining elements may be chosen pseudorandomly. Since the matrix is required to have sparsity \( s = O(\log n) \) independent of the type of neural network, the sparsity pattern containing the locations of \( O(n \log n) \) nonzero matrix elements may be created once when the dataset is initially stored in QRAM and thereafter be used by any neural network. Since \( s = O(\log n) \) and the Gershgorin circle theorem ensures \( k \) approaches 1 as \( n \) increases, the QLSP associated with the sparsified NTK is efficient to solve. Moreover, since the NTK is full-rank, the quantum algorithm cannot be dequantized by recent results for efficiently solving low-rank linear systems with classical algorithms [36].

Finally, the inner product \( \langle k_s | y \rangle \) (for the diagonal NTK) or \( \langle k_s | K^{-1} | y \rangle \) (for the sparsified NTK) must be evaluated. Since the task is binary classification, we measure the sign via an inner product estimation subroutine [41]. The state overlap must be sufficient to ensure that only \( O(\log n) \) measurements are required. Much like the post-selection in preparing \( k_s \), this depends on the data distribution and is numerically shown to be efficient for an image classification problem, enabling an exponential speedup over gradient descent.

### Numerical Experiments

To support the theoretical result above and extend it beyond the proven regime, we consider the MNIST binary image classification task between pairs of digits. Two infinite-width neural network architectures are used: a feedforward fully-connected neural network (Eq. 1) and an architecture based on the convolutional Myrtle network [39]. In each case, the handwritten image dataset is projected onto the surface of a unit sphere, which may be done during the initial encoding into QRAM. In the case of the sparsified NTK approximation, we enforce sparsity \( s = O(\log n) \) for the QLSP associated with the NTK by deterministically choosing a sparsity pattern with a pseudorandom generator. To evaluate if the NTK approximations to training a wide and deep neural network require \( O(\log n) \) time, we must numerically check if the dataset-dependent quantities — i.e., the number of measurements required for post-selection and readout — scale logarithmically with training set size. Since the approximation introduces \( O(1/n) \) error in estimating the trained neural network output, the
accuracies of the approximate neural networks are compared to that of an exact wide and deep neural network. All experiments are implemented with the neural-tangents package [42].

Fully-connected neural network

Following the architecture described in Eq. [1] we prepare an infinite-width feedforward fully-connected neural network with normalized erf activation functions, which uniquely specifies the coefficient of nonlinearity $\mu$. To provably converge efficiently by gradient descent, the neural network requires depth $L \geq L_{\text{conv}} = \frac{8 \log(n/\delta)}{\mu}$. As shown in the Supplementary Information (Section IV), the dataset separability for the MNIST dataset is bounded by $\delta = \Omega(1/\text{poly } n)$, ensuring that any given matrix element of the NTK can be computed in $O(\log n)$ time. To reduce the computational burden, we evaluate the NTK at a neural network depth of $L_{\text{conv}}/10$; for a subset of the MNIST dataset of size up to $n = 512$, this corresponds to neural networks with fewer than 100 hidden layers. Nevertheless, the depth is sufficient for the sparsified NTK to have a monotonically decreasing condition number at $\kappa \approx 1$, satisfying the condition $\kappa = O(\log n)$ required for an efficient quantum linear systems algorithm. With both $\kappa$ and $s$ bounded by $O(\log n)$, the QLSP of the sparsified NTK may be solved in logarithmic time with respect to the training set size.

To classify a test data point $x_s$, we also require the NTK to be evaluated between $x_s$ and the training set, i.e. the state $|k_s\rangle = \frac{1}{\sqrt{P}} \sum^n_{i=1} k(x_s, x_i)|i\rangle$ must be efficiently prepared. This requires post-selection to perform an amplitude encoding, requiring $O(1/P)$ measurements for normalization factor $P = \sum^n_{i=1} k^2(x_s, x_i)$. As shown in Figure 1a, the quantity $1/P$ scales like $O(\log n)$, allowing $|k_s\rangle$ to be prepared efficiently. Once $|k_s\rangle$ is prepared, the classification of test data point $x_s$ by the neural network is determined by the sign of the inner product $\langle k_s|y\rangle$ (for a diagonal approximation) or $\langle k_s|K^{-1}|y\rangle$ (for a sparsified approximation). Measuring the sign of the inner product requires sufficient overlap between $|k_s\rangle$ and either $|y\rangle$ or $K^{-1}|y\rangle$, with the number of measurements scaling like the reciprocal of the overlap squared. For the MNIST binary classification between digits 8 and 9, we find that this is bounded by $O(\log n)$ (Figure 1b), completing the final requirement for an end-to-end runtime of $O(\text{polylog } n)$ to approximately train the neural network and apply it to test data.

However, since the NTK of the fully-connected neural network rapidly approaches a diagonal matrix (Figure 2a), no difference is apparent in the classification performance of the exact, sparsified, or diagonal NTK (Figure 2b). In general, the sparsified NTK may be expected to have lower error than the diagonal NTK in estimating the exact neural network output, due to the tighter error bound provided by the Gershgorin circle theorem (see Section I of the Supplementary Information). Although the performance is identical in this example, the following experiment with a convolutional neural network demonstrates the improved performance of the sparsified NTK.
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(a) Scaling of post-selection to prepare $|k_s\rangle$
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(b) Scaling of readout for binary classification

FIG. 1: *Data-dependent efficiency of the NTK for MNIST 8 vs. 9 classification.* (a) Median number of measurements for post-selection scales like $O(\log n)$. (b) Median number of measurements for the final sign estimation is upper-bounded by $O(\log n)$. Error bars (too small to be visible) show two standard deviations estimated by Poisson bootstrapping.
(a) Neural tangent kernel for \( L = \frac{L_{\text{conv}}}{10} \) (\( n = 64 \))

(b) Accuracy (test set)

FIG. 2: Neural tangent kernel performance for MNIST 8 vs. 9 classification. (a) Matrix elements of the NTK over the training set (\( n = 64 \)), demonstrating the vanishing of off-diagonal elements. (b) Accuracy of the exact and approximate NTKs on the test dataset. Error bars show two standard deviations.

Convolutional neural network

We choose the Myrtle network [35] due to its straightforward architecture and use in previous benchmarks [40, 43]. Consisting of \( 3 \times 3 \) convolutional layers with ReLU activation functions, strided average pooling, and a final fully connected layer, the Myrtle network resembles common non-residual convolutional neural networks used in classical machine learning. As described in the Supplementary Information (Section V B), the Myrtle NTK is also observed to be well-conditioned with vanishing off-diagonal elements as its depth increases, similarly to the proven case of the fully-connected neural network.

Motivated by the widespread use of standard-size architectures (e.g., ResNet-152 [23]), we push further beyond the proven regime and examine the behavior of a neural network with a fixed depth of \( L = 101 \). Although a depth of \( L_{\text{conv}} \) that increases with \( n \) improves conditioning as the training set increases in size, the choice of a fixed depth requires the introduction of matrix preconditioning. The naturally emphasized diagonal of the convolutional NTK — similarly to the proven structure of the fully-connected network — enables the sparsified NTK \( \tilde{K} \) to be effectively preconditioned by further exaggerating the vanishing of off-diagonal elements. Assuming training set examples are drawn i.i.d. from the same underlying data distribution, increasing \( n \) has a consistent effect on \( \kappa \) of the sparsified NTK: as expected by the Gershgorin circle theorem applied to \( O(\log n) \) off-diagonal elements, the preconditioning requires off-diagonal elements to be decreased by a multiplicative factor that scales at most logarithmically with the training set size. Having efficiently conditioned \( \tilde{K} \) such that \( \kappa = O(\log n) \) and chosen a deterministic sparsity pattern that ensures \( s = O(\log n) \), the runtime to solve the QLSP is bounded to be polylogarithmic in training set size. The exact NTK, sparsified NTK, and diagonal NTK are shown in Figure 3. Further discussion of the conditioning of the convolutional NTK is provided in the Supplementary Information (Section V B).

FIG. 3: Exact and approximate NTKs of the convolutional neural network for MNIST 0 vs. 1 classification (\( n = 128 \)). (a) The exact convolutional NTK exhibits similar well-conditioning to the fully-connected neural network (Figure 2a). (b) The sparsified NTK is generated by a fixed pseudorandom sparsity pattern and preconditioning applied by reducing off-diagonal elements by a multiplicative factor (extrapolated using the Gersgorin circle theorem). (c) The diagonal convolutional NTK has distinct entries (unlike the fully-connected NTK) due to convolutional operations on the data. Note that the NTK is shown over the sorted training set; elements between the same class appear as block diagonal matrices.
Since the convolutional neural network depth is not sufficiently large for the NTK to be well-approximated by a diagonal matrix, we observe improved performance of the sparsified NTK compared to the diagonal NTK. Similarly to the fully-connected neural network, the number of measurements required to post-select the state \( |k_\star\rangle \) and to determine the final classification are bounded by \( O(\log n) \). Since state preparation and readout are efficient, and since the QLSP is provided a well-conditioned and sparse matrix with efficiently preparable entries, the numerical evidence indicates that the runtime is polylogarithmic in the training set size (Figure 4).
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**FIG. 4:** Scaling and performance of the convolutional neural network for MNIST 0 vs. 1 classification. (a) The number of measurements required for post-selection and (b) readout are constant due to the fixed neural network depth \( L = 101 \). (c) Although both approximations approach the exact neural network output, the sparsified NTK achieves better performance than the diagonal NTK.

### Outlook

Motivated by the success of classical deep learning, this work demonstrates a quantum algorithm to train classical neural networks in logarithmic time and provides numerical evidence of such efficiency on the standard MNIST image dataset. Beyond the proven case of the feedforward fully-connected neural network, the neural tangent kernel offers a versatile framework across architectures such as convolutional neural networks, graph neural networks, and transformers [29–32]. Hence, we anticipate the applicability of our approach to a diverse set of neural networks, consistent with the presented empirical results for a convolutional architecture with pooling layers and ReLU activation functions. While our work focused on the neural tangent kernels corresponding to neural networks, the approximation introduced by a sparsified or diagonal kernel may extend to any chaotic kernel [44, 45]. As the depth of a chaotic kernel increases, similar data entries become increasingly dissimilar due to random projections onto weight matrices; this may generally give rise to the kernel structure key to well-conditioning and successful approximation in logarithmic time. Given the interest within the quantum machine learning community on kernel approaches due to the exponentially large Hilbert space offered by quantum computing [1–5, 13], this work may open new possibilities for improved machine learning methods amenable to quantum computing beyond the scope of classical neural networks.

### Data Availability

The MNIST dataset used for experiments is publicly available [46]. Data supporting plots are available from the corresponding author upon reasonable request.

### Code Availability

Source code implementing the proposed quantum algorithm is available at [https://github.com/quantummind/quantum-deep-neural-network](https://github.com/quantummind/quantum-deep-neural-network).
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Supplementary information

I. PROPERTIES OF THE NEURAL TANGENT KERNEL

Before providing proofs of the central results presented in the main text, we provide preliminary definitions and results related to the neural tangent kernel (NTK) that are used throughout the Supplementary Information.

A. Preliminaries

To provide the necessary notation for the NTK, we formalize the definitions and data assumptions of the main text. Consider a binary classification dataset $S$ of $n$ training examples $\{(x_i, y_i) \in \mathbb{R}^d \times \{-1, 1\}\}_{i=1}^n$. To parameterize our results, we must define the separability between data examples.

**Definition I.1 (Separability).** The separability of data points $x_i, x_j$ is given by $\delta_{ij} := 1 - |x_i \cdot x_j|$. The separability of the dataset is $\delta := \min_{i,j} \delta_{ij}$.

We make the following standard assumption about separability across the entire dataset \cite{17,19} with an additional lower bound on the separability that is commonly satisfied (see Section IV of the Supplementary Information).

**Assumption I.2.** Assume that $|x_i \cdot x_i| = 1$ for all $i$. For some $0 < \delta < 1$, let $|x_i \cdot x_j| \leq 1 - \delta$ for all $i, j \in [n]$ with $i \neq j$. Moreover, assume $\delta = \Omega(1/poly n)$ for a dataset of size $n$.

Finally, for the neural network with activation function $\sigma$, we require a normalization constraint equivalent to applying batchnorm after every layer of the neural network.

**Assumption I.3.** The activation function $\sigma : \mathbb{R} \to \mathbb{R}$ is normalized such that

$$
\mathbb{E}_{X \sim \mathcal{N}(0,1)} [\sigma(X)] = 0 \quad \text{and} \quad \mathbb{V}_{X \sim \mathcal{N}(0,1)} [\sigma(X)] = \mathbb{E}_{X \sim \mathcal{N}(0,1)} [\sigma^2(X)] = 1.
$$

Following Agarwal et al. \cite{33}, we define the nonlinearity of the activation function and note the effect of normalization on the resulting constant.

**Definition I.4 (Coefficient of nonlinearity).** The coefficient of nonlinearity of the activation function $\sigma$ is defined to be $\mu := 1 - (\mathbb{E}_{X \sim \mathcal{N}(0,1)} [X \sigma(X)])^2$.

To provide some intuition for the NTK, we briefly comment on the output distribution of a trained neural network.

We denote the vector of evaluations of the kernel $k(x_s, x_s)$ between $x_s$ and each $x_i \in S$ by $K_s \in \mathbb{R}^n$, and similarly for the covariance $(k_{cov})_s$. Define $n \times n$ matrices $K$ and $K_{cov}$ as the evaluation of the NTK and covariance over the training set, where the $(i, j)$th element corresponds to an evaluation between examples $x_i, x_j \in S$. Since the neural network is initialized as a Gaussian distribution and the NTK describes an affine transform, a neural network with linearized dynamics (i.e., in the wide limit) will have Gaussian-distributed output. In particular, Corollary 1 of Lee et al. \cite{28} gives the mean and variance of the Gaussian output $f(x_s)$ of the converged NTK as $t \to \infty$:

$$
\mathbb{E}[f(x_s)] = k^T K^{-1} y \quad \text{(2)}
$$

$$
\mathbb{V}[f(x_s)] = K_{cov}(x_s, x_s) + k^T K^{-1} K_{cov} K^{-1} k_s - (k^T K^{-1} (k_{cov})_s) + h.c., \quad \text{(3)}
$$

where $h.c.$ denotes the Hermitian conjugate. Fully characterizing the output of a trained wide neural network thus consists of computing these two quantities; computing the mean only requires evaluating $k^T K^{-1} y$.

B. Computing elements of the NTK

To write the elements of the NTK, we define the dual activation function $\hat{\sigma}$ corresponding to the activation function $\sigma$ \cite{29}.

**Definition I.5.** Consider data $x_i, x_j \in \mathbb{R}^d$ such that $||x_i|| = ||x_j|| = 1$ and hence $\rho = x_i \cdot x_i \in [-1, 1]$. Define the conjugate activation function $\hat{\sigma} : [-1, 1] \to [-1, 1]$ as follows:

$$
\hat{\sigma}(x_i \cdot x_j) := \mathbb{E}_{w \sim \mathcal{N}(0, I_d)} [\sigma(w \cdot x_i) \sigma(w \cdot x_j)].
$$

(4)
From Arora et al. [51], the elements of the NTK are given in terms of the \( \ell \)-fold composition \( \hat{\sigma}^{(\ell)} \) of the dual activation function. Specifically, for \( \rho_{ij} = x_i \cdot x_j \),

\[
K_{ij} = \sum_{h=1}^{L+1} \hat{\sigma}^{(h-1)}(\rho_{ij}) \left( \prod_{h'=h}^{L} \hat{\sigma}(\hat{\sigma}^{(h')}(\rho_{ij})) \right).
\]  

(5)

Throughout the text, we will use \( K_{ij} \) to denote the \((i,j)\)th matrix element \( k(x_i, x_j) \). Because Eq. 5 only requires the inner product \( x_i \cdot x_j \), we will also define for convenience the function \( \hat{k}(x_i \cdot x_j) := k(x_i, x_j) \).

Data separability ensures that a single element of the NTK can be computed in time \( O(\log n) \).

**Lemma I.1** (Efficient NTK element computation). If \( L = \Theta(L_{\text{conv}}) \) and \( \delta = \Omega(1/\text{poly } n) \), then an element of the NTK can be computed in \( O(\log(n)/\mu) \) time given the inner product between two data points.

Proof. By Eq. 5 a polynomial number of operations in \( L \) are required to evaluate the NTK between two data points. Since \( L_{\text{conv}} = O(\log(n)/\mu) \), choosing \( \delta = O(1/\text{poly } n) \) ensures that \( L = \Theta(L_{\text{conv}}) = \Theta(\log(n)/\mu) \). Thus, an element of the NTK matrix can be computed in \( O(\log(n)/\mu) \) time given the inner product between data. An example of a dataset satisfying this condition is described in the main text and further discussed in Section IV.

Finally, we note some important properties of the conjugate activation function (Def. I.5) from Daniely et al. [50] and Agarwal et al. [33].

**Remark I.2.** The following properties hold for an activation function normalized under Assumption I.3, where \( h_0, h_1, \ldots \) denote the Hermite polynomials.

1. Let \( a_i = \mathbb{E}_{z \sim \mathcal{N}(0,1)}[\sigma(z)h_i(z)] \). Due to normalization of \( \sigma \), \( a_0 = 0 \) and \( \sum_{i=1}^{\infty} a_i^2 = 1 \).
2. We have Hermite expansions \( \sigma(u) = \sum_{i=1}^{\infty} a_i h_i(u) \) and \( \hat{\sigma}(\rho) = \sum_{i=1}^{\infty} a_i^2 \rho^i \).
3. Due to normalization of \( \sigma \), we have \( 0 < \mu \leq 1 \) and in particular \( \mu = 1 - a_1^2 \).
4. If \( \hat{\sigma} \) denotes the derivative of \( \sigma \), then \( \hat{\sigma} = \hat{\sigma} \).

C. Neural network depth for the convergence of the NTK

The results in the main text are given in terms of \( L_{\text{conv}} \), which arises naturally as the minimum depth for the neural network to converge by gradient descent. This minimum depth is given by

\[
L_{\text{conv}} := \frac{8 \log(n/\delta)}{\mu},
\]  

(6)

which we later show to be the threshold for a well-condition NTK.

We now provide a more formal description of the convergence properties of a deep neural network. Following standard convention, we assume a squared loss function \( \ell(\hat{y}, y) = (\hat{y} - y)^2 \) defines the empirical loss function over the neural network parameterized by weights \( \hat{W} \):

\[
\mathcal{L}(\hat{W}) := \frac{1}{n} \sum_{i=1}^{n} \ell(f_{\hat{W}}(x_i), y_i).
\]  

(7)

For smooth activation functions, we use a result of Lee et al. [28], reproduced here directly from Agarwal et al. [33]:

**Theorem I.3** (Convergence via gradient descent). Suppose that the activation \( \sigma \) and its derivative \( \sigma' \) further satisfy the properties that there exists a constant \( c \), such that for all \( x_i, x_j \)

\[
|\sigma(x_i)|, |\sigma'(x_i)|, \left| \frac{\sigma'(x_i) - \sigma'(x_j)}{|x_i - x_j|} \right| \leq c.
\]

Then there exists a constant \( N \) (depending on \( L, n, \delta \)) such that for width \( m > N \) and setting the learning rate \( \eta = 2(\lambda_{\text{min}}K + \lambda_{\text{max}}K)^{-1} \), with high probability over the initialization the following is satisfied for gradient descent for all \( t \),

\[
\mathcal{L}(\hat{W}(t)) \leq e^{-\Omega(\frac{\eta}{\mu})} \mathcal{L}(\hat{W}(0))
\]
It thus suffices to show that the NTK is well-conditioned for \( L = \Omega \left( \frac{\log(n/\delta)}{\mu} \right) \) in order to show that \( \mathcal{L}(\overline{W}(t)) \) to converge to \( \mathcal{L}(\overline{W}(0)) \) via gradient descent. In the remainder of this section, we demonstrate the well-conditioning of the NTK for \( L \geq L_{\text{conv}} \), obtaining a condition number bounded by \( 1 \leq \kappa \leq \frac{1+1/n}{1-\mu/n} \) in Corollary 1.10. Hence, we conclude that \( L = \Omega \left( \frac{\log(n/\delta)}{\mu} \right) = \Omega(L_{\text{conv}}) \) is a sufficient neural network depth for the neural network to provably converge via gradient descent. Throughout this paper, we will apply this particular depth to demonstrate the correspondence of the regime of efficient gradient descent with the regime in which a quantum speedup is obtained.

D. Bounding elements of the NTK

We will require bounds on the matrix elements of the NTK in the regime \( L \geq L_{\text{conv}} \) of convergence by gradient descent. For convenience, we define a function \( B(L, \delta, \mu) \): for any \( \mu \in (0,1] \), \( \delta \in (0,1) \) and a positive integer \( L \), we let

\[
B(L, \delta, \mu) := \frac{1}{2} \left( 1 - \frac{\mu}{2} \right) L^{-L_0(\delta, \mu)}, \quad \text{where}
\]

\[
L_0(\delta, \mu) := \max \left\{ \left[ \frac{\log \left( \frac{\delta}{\mu} \right)}{\log(1+\frac{\mu}{2})} \right], 0 \right\} = O \left( \frac{\log(1/\delta)}{\mu} \right).
\]

These are related to the convergence depth \( L_{\text{conv}} \) by the following lemma.

**Lemma 1.4.** For all \( \mu, \delta \) and \( n \geq 2 \), we have that \( L_{\text{conv}} \geq 2L_0(\delta, \mu) \).

**Proof.** Since \( L_{\text{conv}} > 0 \), this is trivially satisfied if \( \delta \geq 1/2 \). For \( \delta < 1/2 \), we note that the derivative of \( L_{\text{conv}}/L_0 \) with respect to \( \delta \) is given by

\[
\frac{\partial L_{\text{conv}}}{\partial \delta} = \frac{4 \log(2n) \log(1+\mu/2)}{\delta \mu \log^2(2\delta)} > 0,
\]

and thus evaluating the limiting case of \( \delta \to 0 \) is sufficient to bound \( L_{\text{conv}}/L_0 \). Since \( \lim_{\delta \to 0} L_{\text{conv}}/L_0 = \frac{4 \log(1+\mu/2)}{\mu} > 1 \), we conclude that \( L_{\text{conv}} \geq 2L_0(\delta, \mu) \) for all allowed parameter values. \( \square \)

The proof of an upper bound may be found in Theorem 27 of Agarwal et al. \[33\], the result of which we state here.

**Theorem 1.5** (NTK element upper bound). Consider an NTK corresponding to a neural network of depth \( L \). The diagonal entries of \( K \) are all equal and given by \( K_{ii} = \frac{1}{\sigma(1)^{i+1-i-1}} \). Furthermore, if \( L \geq 2L_0(\delta, \mu) \), then

\[
\left| \frac{K_{ij}}{K_{ii}} \right| \leq 2B(L/2, \delta_{ij}, \mu),
\]

where \( |x_i \cdot x_j| = 1 - \delta_{ij} \) for \( i \neq j \).

As a result of Lemma 1.4, we observe that Theorem 1.5 on the matrix elements of the NTK is valid for all \( L \geq L_{\text{conv}} \). Moreover, we can simplify the bound further.

**Lemma 1.6.** If \( L \geq L_{\text{conv}} \), then we have the following bounds on \( K_{ij} \) for \( i \neq j \). If \( 0 < \delta_{ij} < 1/2 \)

\[
\left| \frac{K_{ij}}{K_{ii}} \right| \leq \left( \frac{\delta}{\delta_{ij} n} \right)^2,
\]

while for \( 1/2 \leq \delta_{ij} \leq 1 \),

\[
\left| \frac{K_{ij}}{K_{ii}} \right| \leq \left( \frac{\delta}{n} \right)^2.
\]

**Proof.** Since \( \mu \in (0,1] \), we find that for \( \delta_{ij} < 1/2 \)

\[
L_0(\delta_{ij}, \mu) = \max \left\{ \left[ \frac{\log \left( \frac{1}{\delta_{ij}} \right)}{\log(1+\frac{\mu}{2})} \right], 0 \right\} \leq \frac{5 \log(1/\delta_{ij})}{2\mu},
\]

Putting this together, we obtain the upper bounds given in Lemma 1.6.
while for $\delta_{ij} \geq 1/2$ we have $L_0(\delta_{ij}, \mu) = 0$. Accordingly, we can weaken the bound on $2B(L/2, \delta, \mu)$ when the depth is set to $L = \alpha L_{conv} \geq \frac{8\log(n/\delta)}{\mu}$, i.e. $\alpha \geq 1$. Taking the more nontrivial case of $\delta_{ij} < 1/2$, we have

$$2B(L/2, \delta, \mu) = \left(1 - \frac{\mu}{2}\right)^8 \frac{\log(n/\delta)}{8\alpha} - 5\log(1/\delta_{ij}) \leq \left(\frac{\delta}{n}\right)^{-8\alpha \log(1/\mu/2)/2\mu} - 5\log(1/\mu/2)/2\mu . \tag{15}$$

Since $\mu \in (0, 1]$, we can take limiting cases of the exponents and observe that $\alpha = 1$ places the loosest bound. This gives for $\delta_{ij} < 1/2$,

$$2B(L/2, \delta, \mu) \leq \left(\frac{\delta}{n}\right)^2 \left(\frac{1}{\delta_{ij}}\right)^2 . \tag{16}$$

Repeating the analysis with $L_0 = 0$ for $\delta_{ij} \geq 1/2$, we have $2B(L/2, \delta, \mu) \leq \left(\frac{\delta}{n}\right)^2$. Applying Theorem 1.5 and noting that $L_0(\delta, \mu) \geq L_0(\delta_{ij}, \mu)$ when applying Lemma 1.4, these results correspond to bounds on the NTK matrix element.

Since $\delta = \min_{i,j} \delta_{ij}$, we have the following corollary.

**Corollary 1.7 (Deep NTK upper bound).** If $L \geq L_{conv}$, then $\left|\frac{K_{ij}}{K_{11}}\right| \leq \frac{1}{n^2}$ for all $i \neq j$.

### E. Eigenvalue bounds of the NTK

We require bounds on the maximum and minimum eigenvalues of the NTK in order to compute error bounds on the NTK approximation evaluated by the quantum algorithm. These directly follow from the matrix element bounds of the NTK.

**Lemma 1.8 (Maximum eigenvalue of NTK).** If $L \geq L_{conv}$, then $\lambda_{\text{max}} K \leq K_{11}(1 + 1/n)$.

**Proof.** As given by Theorem 1.5, the diagonal elements of the NTK are equal and larger than the off-diagonal elements, since Lemma 1.4 guarantees sufficient neural network depth $L_{conv} \geq 2L_0(\delta, \mu)$. By the Gershgorin circle theorem, $\lambda_{\text{max}} \leq K_{11} [1 + (n - 1)(2B(L/2, \delta, \mu))]$. Applying Corollary 1.7, this gives an upper bound of $\lambda_{\text{max}} \leq K_{11} [1 + (n - 1)/n^2] \leq K_{11}(1 + 1/n)$.

**Lemma 1.9 (Minimum eigenvalue of NTK).** If $L \geq L_{conv}$, then $\lambda_{\text{min}} K \geq K_{11}(1 - 1/n)$.

**Proof.** Similarly to above, the Gershgorin circle theorem with Corollary 1.7 gives $\lambda_{\text{min}} K \geq K_{11} [1 - (n - 1)/n^2] \geq K_{11}(1 - 1/n)$.

From these bounds, we conclude that the NTK is well-conditioned when representing a neural network deep enough to converge, consistent with the result of Agarwal et al. [33].

**Corollary 1.10 (Conditioning of NTK).** The condition number $1 \leq \kappa(K) \leq \frac{1 + 1/n}{1 - 1/n}$ converges to unity as $n \to \infty$.

### II. APPROXIMATIONS OF THE NTK

To bound the error caused by sparsifying the NTK or replacing it with a diagonal matrix, we require a result on matrix inverses (see Demmel [32] for a proof).

**Lemma II.1 (Perturbation of matrix inverses).** Let $A$ be an $n \times n$ real matrix. A small perturbation $\epsilon X$ to $A$ causes a small perturbation of $A^{-1}$ bounded in spectral norm by

$$\frac{||A + \epsilon X - A^{-1}||}{||A^{-1}||} \leq \kappa(A) \cdot \frac{||\epsilon X||}{||A||} + O(||\epsilon X||^2). \tag{17}$$
A. Diagonal NTK approximation

**Theorem II.2** (Convergence of the diagonal NTK to the exact NTK). Let $M = K_{11} \cdot I$ be proportional to the $n \times n$ identity matrix. The error of the matrix inverse vanishes as $\frac{\|M - K^{-1}\|}{\|A^{-1}\|} = O(1/n)$.

**Proof.** Define $n \times n$ matrix $A = K/K_{11}$ and let $\epsilon X = I - A$. Since $A$ has a unit diagonal, $\epsilon X$ has a zero diagonal. By Corollary I.7, all elements of $\epsilon X$ are bounded in magnitude by $1/n^2$. By the Gershgorin circle theorem, the maximum eigenvalue of $X$ is thus $1/n$. Applying the results of Section 1E and Lemma II.1, we find that

$$\frac{\|(A + \epsilon X)^{-1} - A^{-1}\|}{\|A^{-1}\|} \leq \frac{1 + 1/n}{1 - 1/n} \cdot \frac{1/n}{1 + 1/n} + O(1/n^2) = O(1/n).$$

(18)

Since $K = K_{11}A$, this gives the required relation for the NTK itself. Hence, the error vanishes rapidly with a polynomial increase in dataset size.

**Corollary II.3.** For a training dataset of size $n$, the expectation of an infinite-width neural network $f$ of depth $L \geq L_{\text{conv}}$ on test data $x_*$ can be estimated as $\mathbb{E}[f_*] \approx k_1^2 y$ up to $O(1/n)$ error.

B. Sparsified NTK approximation

**Lemma II.4** (Maximum eigenvalue of sparsified NTK). If $L \geq L_{\text{conv}}$, then $\lambda_{\max}(\tilde{K}) \leq K_{11}(1 + 1/n)$.

**Proof.** As given by Theorem I.5, the diagonal elements of the NTK are equal and larger than the off-diagonal elements, since Lemma I.4 guarantees sufficient neural network depth $L_{\text{conv}} \geq 2L_{0}(\delta, \mu)$. By the Gershgorin circle theorem, $\lambda_{\max} \leq K_{11} + s(2B(L, \epsilon, \delta, \mu))$. Applying Corollary I.7, this gives an upper bound of $\lambda_{\max} \leq K_{11}(1 + s/n^2) \leq K_{11}(1 + 1/n)$ since $s = O(\log n)$.

**Lemma II.5** (Minimum eigenvalue of sparsified NTK). If $L \geq L_{\text{conv}}$, then $\lambda_{\min}(\tilde{K}) \geq K_{11}(1 - 1/n)$.

**Proof.** Similarly to above, the Gershgorin circle theorem with Corollary I.7 gives $\lambda_{\min} K \geq K_{11}(1 - s/n^2) \geq K_{11}(1 - 1/n)$.

From these bounds, we conclude that the NTK is well-conditioned when representing a neural network deep enough to converge, similarly to Corollary I.10.

**Corollary II.6** (Conditioning of sparsified NTK). The condition number $1 \leq \kappa(\tilde{K}) \leq \frac{1 + 1/n}{1 - 1/n}$ converges to unity as $n \to \infty$.

Hence, the sparsified NTK has a condition number that is well-suited to running HHL. Finally, we show that it converges to the exact NTK.

**Theorem II.7** (Convergence of the sparsified NTK to the exact NTK). Let $M = \tilde{K}$ be a sparsification of the exact NTK $K$ with the complete diagonal and any subset of $s = O(\log n)$ off-diagonal elements. The error of the matrix inverse vanishes as $\frac{\|\tilde{K}^{-1} - K^{-1}\|}{\|K^{-1}\|} = O(1/n)$.

**Proof.** Define matrices $A = K/K_{11}$ and $\tilde{A} = \tilde{K}/K_{11}$. Let $\epsilon X = \tilde{A} - A$. Since $A$ and $\tilde{A}$ both have unit diagonal, $\epsilon X$ has a zero diagonal. By Corollary I.7, all elements of $\epsilon X$ are bounded in magnitude by $1/n^2$. By the Gershgorin circle theorem, the maximum eigenvalue of $X$ is thus $1/n$. Applying the results of Section 1E and Lemma II.1, we find that

$$\frac{\|(A + \epsilon X)^{-1} - A^{-1}\|}{\|A^{-1}\|} \leq \frac{1 + 1/n}{1 - 1/n} \cdot \frac{(n - \log n)/n^2}{1 + 1/n} + O(1/n^2) = O(1/n).$$

(19)

Since $K = K_{11}A$, this gives the required relation for the NTK itself. Hence, the error vanishes rapidly with a polynomial increase in dataset size.

Since we sparsify the NTK instead of replacing by a diagonal matrix, the above results show that the error bound of the sparsified NTK provided by the Gershgorin circle theorem is slightly tighter than the diagonal approximation despite the same asymptotic error of $O(1/n)$, by a factor of $O(\log(n)/n^2)$. Although we do not place a lower bound on the improvement of the sparsified NTK compared to the diagonal NTK, the numerical experiments provided in Figure 4 of the main text suggest that the sparsified NTK does provide a significantly better approximation of the exact neural network output.
III. QUANTUM ALGORITHM

To evaluate the necessary matrix inversions and inner products described in Algorithm 1 of the main text, we require several standard quantum linear algebra routines.

A. Quantum random access memory

A key feature of attractive applications in quantum machine learning is achieving polylogarithmic dependence on training set size. However, the initial encoding of a training set trivially requires linear time, since each data example must be recorded once. To ensure that this linear overhead only occurs a single time, quantum random access memory (QRAM) can be used to prepare a classical data structure once and then efficiently read out data with quantum circuits in logarithmic time. We use the binary tree QRAM subroutine proposed by Kerenidis and Prakash [37] and applied commonly in quantum machine learning [16, 38]. The QRAM consists of a classical data structure that encodes a data matrix $S$ by Kerenidis and Prakash [37] and applied commonly in quantum machine learning [16, 38]. The QRAM by Kerenidis and Prakash [37] provides quantum access in time $T$ that is polylogarithmic complexity with respect to both $n$ and $d$.

**Definition III.1** (Quantum access). Let $|S_i\rangle = \frac{1}{\|S_i\|} \sum_{j=0}^{d-1} S_{ij} |j\rangle$ denote the amplitude encoding of the $i$th row of data $S \in \mathbb{R}^{n \times d}$. Quantum access provides the mappings

- $|i\rangle |0\rangle \mapsto |i\rangle |S_i\rangle$
- $|0\rangle \mapsto \frac{1}{\|S_i\|^2} \sum_i ||S_i|| |i\rangle$

in time $T$ for $i \in [n]$.

The QRAM by Kerenidis and Prakash [37] provides quantum access in time $T$ that is polylogarithmic complexity with respect to both $n$ and $d$.

**Theorem III.1** (QRAM). For $S \in \mathbb{R}^{n \times d}$, there exists a data structure that stores $S$ such that the time to insert, update or delete entry $S_{ij}$ is $O(\log^2(n))$. Moreover, a quantum algorithm with access to the data structure provides quantum access in time $O(\log\log(nd))$.

Because the mapping $|i\rangle |0\rangle \mapsto |i\rangle |S_i\rangle$ is efficient, we can prepare a uniform superposition $\sum_{i=0}^{n-1} |i\rangle |0\rangle$ to $\sum_{i=0}^{n-1} |i\rangle |S_i\rangle$ of the entire dataset. While preparing an arbitrary superposition is difficult, a uniform superposition is achieved with a constant-depth quantum circuit by applying Hadamard gates to all qubits. Hence, after a single $O(n)$ operation to prepare the data structure in QRAM, the dataset can be efficiently accessed by a quantum computer.

In our application of QRAM, we need to prepare states $|x\rangle = \frac{1}{\sqrt{n}} \sum_{i=0}^{n-1} |x_i\rangle$ and $|y\rangle = \frac{1}{\sqrt{n}} \sum_{i=0}^{n-1} y_i |i\rangle$. For the state $|x\rangle$, Assumption [1,3] ensures that $||x_i|| = 1$, allowing $|x\rangle$ to be directly prepared. For labels $y_i$, the classification problem ensures a known normalization factor $\sqrt{n}$.

B. Preparation of kernel states

To evaluate the neural network’s prediction for a test data point $x_*$, the NTK must be evaluated between $x_*$ and the entire training set $\{x_i\}$. In particular, we must prepare the quantum state $|k_{x*}\rangle = \sum_{i=0}^{n-1} k_i |i\rangle$, where $k_i$ corresponds to an encoding proportional to kernel element $k(x_*, x_i)$ up to error $\epsilon$.

Since the NTK is only a function of the inner product $\rho_1 = x_\ast \cdot \sum_{j} x_j$, we can use previous work on inner product estimation [15] to construct the kernel elements. By preparing this inner product in a quantum register, the NTK — which is efficient to compute classically on a single pair of data points by since $\delta = \Omega(1/poly n)$ — can be efficiently evaluated between the test data point and the entire training dataset. However, we first need the well-known subroutines of amplitude estimation [39] and median evaluation [40] as well as a basic translation from bitstring representations to amplitudes.

**Lemma III.2** (Amplitude estimation). Consider a quantum algorithm $A : |0\rangle \mapsto \sqrt{p}|v, 1\rangle + \sqrt{1-p}|y, 0\rangle$ for some garbage state $|g\rangle$. For any positive integer $P$, amplitude estimation outputs $\tilde{p} \in [0, 1]$ such that

$$|\tilde{p} - p| \leq 2\sqrt{p(1-p)} P \left( \frac{\pi}{P} \right)^2$$

with probability at least $8/\pi^2$ using $P$ iterations of the algorithm $A$. If $p = 0$, then $\tilde{p} = 0$ with certainty, and similarly for $p = 1$. 


Lemma III.3 (Median evaluation). Consider a unitary $U : |0^\otimes n\rangle \mapsto \sqrt{\alpha} |v, 1\rangle + \sqrt{1-\alpha} |g, 0\rangle$ for some $1/2 < \alpha \leq 1$ in time $T$. Then there exists a quantum algorithm that, for any $\Delta > 0$ and for any $1/2 < \alpha_0 \leq \alpha$, produces a state $|\psi\rangle$ such that $\| |\psi\rangle - |0^\otimes nL\rangle |x_i\| \leq \sqrt{2\Delta}$ for some integer $L$ in time

$$2T \left[ \frac{\log(1/\Delta)}{2(\alpha_0 - 1/2)^2} \right].$$

(21)

Lemma III.4 (Amplitude encoding). Given state $\frac{1}{\sqrt{n}} \sum_{i=0}^{n-1} |i\rangle |k_i\rangle$ with $0 \leq k_i \leq 1$, the state $\frac{1}{\sqrt{n}} \sum_{i=0}^{n-1} k_i |i\rangle$ may be prepared in time $O(1/P)$ with $P = \sum_{i=0}^{n-1} k_i^2$.

Proof. We consider a single element $|k_i\rangle$ in the superposition $\frac{1}{\sqrt{n}} \sum_{i=0}^{n-1} |k_i\rangle$. Adding an ancilla to perform the map $|k_i\rangle |0\rangle \mapsto |k_i\rangle |\arccos k_i\rangle$, each bit of the binary expansion $|k_i\rangle |\arccos k_i\rangle = |k_i\rangle |b_1\rangle \ldots |b_m\rangle$ can be used as a rotation angle. Specifically, insert the ancilla $\frac{1}{\sqrt{2}} (|0\rangle + |1\rangle)$ and apply $m$ controlled rotations $\exp\{i b_j \sigma_j^2/2\}$ to obtain the state $|k_i\rangle |\arccos k_i\rangle (|k_i\rangle |0\rangle + \sqrt{1 - k_i^2} |1\rangle)$. By including an additional rotation controlled on the sign of $k_i$, the state $k_i |0\rangle + \sqrt{1 - k_i^2} |1\rangle$ can be prepared. Applying the above in superposition, we have the state $\frac{1}{\sqrt{n}} \sum_{i=0}^{n-1} |i\rangle \left( k_i |0\rangle + \sqrt{1 - k_i^2} |1\rangle \right)$. Letting $P = \sum_{i=0}^{n-1} k_i^2$, post-selection on the final state gives $\frac{1}{\sqrt{n}} \sum_{i=0}^{n-1} k_i |i\rangle$ in time $O(1/\sqrt{P})$.

Lemmas III.2 through III.4 provide the basic quantum computing routines required to prepare the necessary states. To achieve appropriate normalization, we need to assume a reasonable upper bound on an NTK element between data points and any data point in the training set. Since the NTK is entirely determined by the inner product between data points, i.e., $\hat{k}(x, x_i) := k(x, x_i)$, it suffices to create an estimate $\hat{\delta}$ of the training set separability $\delta$ then set the normalization threshold to $\hat{k}(1 - \hat{\delta})$. As shown in Section IV, $\hat{\delta}(n)$ typically follows a power law, allowing $\hat{\delta}$ to be chosen without sampling large datasets.

Theorem III.5 (Kernel estimation). Let $S \in \mathbb{R}^{n \times d}$ be the training dataset of $\{x_i\}$ unit norm vectors stored in the QRAM described in Theorem III.3. Consider the neural tangent kernel described in Eq. 5 with coefficient of nonlinearity $\mu$. For test data vector $x_\ast \in \mathbb{R}^d$ in QRAM and constant $\hat{\delta}$, there exists a quantum algorithm that maps

$$\frac{1}{\sqrt{n}} \sum_{i=0}^{n-1} |i\rangle |0\rangle \mapsto \frac{1}{\sqrt{n}} \sum_{i=0}^{n-1} |i\rangle |k(x_\ast, x_i)\rangle$$

(22)
in time $O(\text{polylog}(nd))$ for $k(x_\ast, x_i)$ expressed up to some finite precision.

To prepare an amplitude-encoded state we require normalization by a maximum kernel element $k_{\text{max}} \approx \max_k k(x_\ast, x_i)$. Given an estimator $\hat{\delta}$ of the dataset separability, $k_{\text{max}} \approx \hat{k}(1 - \hat{\delta})$. For $k_i := \hat{k}(\rho_i)/\hat{k}(1 - \hat{\delta})$ clipped to $-1 \leq k_i \leq 1$, the state

$$\frac{1}{\sqrt{n}} \sum_{i=0}^{n-1} |i\rangle |0\rangle \mapsto \frac{1}{\sqrt{P}} \sum_{i=0}^{n-1} k_i |i\rangle$$

(23)

may be prepared with error $|\rho_i - x_\ast \cdot x_i| \leq \epsilon$ with probability $1 - 2\Delta$ in time $\tilde{O}(\text{polylog}(nd) \log(1/\Delta)/\epsilon)$.

Proof. Since the NTK is only a function of the inner product $x_\ast \cdot x_i$, we can compute the kernel elements after estimating the inner product between the test data and training data, following a similar approach to Kerndenis et al. [10]. Consider the initial state $|i\rangle |0\rangle |0\rangle \mapsto |i\rangle |0\rangle |0\rangle |x_i\rangle$ and similarly $|i\rangle |1\rangle |0\rangle \mapsto |i\rangle |1\rangle |x_i\rangle$. (If $|x_\ast\rangle$ is not in QRAM, this operation only takes $O(d)$ time.) Applying a Hadamard gate on the second register, the state becomes

$$\frac{1}{2} |i\rangle |0\rangle (|x_i\rangle + |x_\ast\rangle) + |1\rangle (|x_i\rangle - |x_\ast\rangle)).$$

(24)

Measuring the second qubit in the computational basis, the probability of obtaining the $|1\rangle$ state is $\rho_i = \frac{1}{2} (1 - \langle x_i|x_\ast\rangle)$ since the vectors are real-valued. Writing the state $|1\rangle (|x_i\rangle - |x_\ast\rangle)$ as $|v_i, 1\rangle$, we have the mapping

$$A : |i\rangle |0\rangle \mapsto |i\rangle (\sqrt{\rho_i} |v_i, 1\rangle + \sqrt{1 - \rho_i} |g_i, 0\rangle),$$

(25)
where \( |g_i\) is a garbage state. The runtime of \( A\) is \( \tilde{O}(\text{polylog}(nd)) \). This completes the first statement to prepare the kernel elements of the matrix.

We now turn to preparing the amplitude-encoded state \( |k_s\rangle\). Applying amplitude estimation with \( A\), we obtain a unitary \( U\) that performs

\[
U : |i\rangle |0\rangle \mapsto |i\rangle \left( \sqrt{\alpha} |\tilde{p}_i, g, 1\rangle + \sqrt{1-\alpha} |g', 0\rangle \right)
\]

for garbage registers \( g, g'\). By Lemma III.2, we have \( |\tilde{p}_i - p_i| \leq \epsilon \) and \( 8/\pi^2 \leq \alpha \leq 1 \) after \( O(1/\epsilon) \) iterations. At this point, we now have runtime \( \tilde{O}(\text{polylog}(nd)/\epsilon) \).

Applying median estimation, we finally obtain a state \( |\psi_i\rangle \) such that \( ||| |\psi_i\rangle - |0\rangle \otimes L |\tilde{p}_i, g|| \leq \sqrt{2\Delta} \) in runtime \( \tilde{O}(\text{polylog}(nd)\log(1/\Delta)/\epsilon) \). Performing this entire procedure but on the initial superposition \( \sum_{i=0}^{n-1} |i\rangle \frac{1}{\sqrt{2}} (|0\rangle + |1\rangle) |0\rangle \), we now have the final state \( \sum_{i=0}^{n-1} |\psi_i\rangle \).

Since \( |\tilde{p}_i - \frac{1-x_i}{x_i} x_s| \leq \epsilon \), we can recover the inner product \( x_s \cdot x_i \) as a quantum state. In general, there exists a unitary \( \tilde{V} : \sum_{x} |x, 0\rangle \mapsto \sum_{x} |x, f(x)\rangle \) for any classical function \( f \) with the same time complexity as \( f \). Hence, we can choose \( f \) that recovers \( x_s \cdot x_i \approx 1 - 2x_i \) up to \( O(\epsilon) \) error with probability \( 1 - 2\Delta \). Because \( \delta = O(1/\text{poly } n) \), evaluating the NTK between two data points takes time \( O(\text{polylog}(n)/\mu) \) given their inner product. Again evaluating the classical function, we obtain the state \( \frac{1}{\sqrt{\pi}} \sum_{i=0}^{n-1} |i\rangle |k_i\rangle \) where \( k_i \) has \( \leq O(\epsilon) \) error in time \( \tilde{O}(\text{polylog}(nd)\log(1/\Delta)/\epsilon\mu) \).

Finally, we need to prepare the state \( |k_s\rangle = \frac{1}{\sqrt{P}} \sum_{i=0}^{n-1} k_i |i\rangle \) for \( P = \sum_i k_i^2 \). Applying Lemma III.4 preparing \( |k_s\rangle \) requires \( O(1/P) \) time.

### C. Quantum linear systems algorithm

To invert the sparsified NTK matrix, we must solve the quantum linear systems problem (QLSP).

**Definition III.2 (QLSP).** Let \( A \) be an \( n \times n \) Hermitian matrix with condition number \( \kappa \), unit determinant, and at most \( s \) nonzero entries in any row or column. Let \( x, b \) be \( n \)-dimensional vectors such that \( x = A^{-1} b \). We define the quantum states \( |b\rangle, |x\rangle \) such that

\[
|b\rangle := \frac{\sum_{i=1}^{n} b_i |i\rangle}{\| \sum_{i=1}^{n} b_i |i\rangle \|} \quad \text{and} \quad |x\rangle := \frac{\sum_{i=1}^{n} x_i |i\rangle}{\| \sum_{i=1}^{n} x_i |i\rangle \|}.
\]

Given access to a procedure \( \mathcal{P}_A \) that computes the locations and values of the nonzero entries in \( A \), and a procedure \( \mathcal{P}_B \) that prepares the state \( |b\rangle \) in \( O(\text{polylog}(n)) \) time, output a state \( |x\rangle \) such that \( \| |x\rangle - |x\rangle \| \leq \epsilon \), succeeding with probability larger than \( 1/2 \) and providing a flag indicating success.

To **classically** solve QLSP, a computational cost of at least \( O(n) \) is required for a sparse, well-conditioned and positive definite \( n \times n \) linear system. In particular, the conjugate gradient method \([33]\) achieves \( O((n\sqrt{R} \log(1/\epsilon)) \) time to precision \( \epsilon \) for a positive definite matrix. Proposed by Harrow, Hassidim and Lloyd, the HHL algorithm \([3]\) obtains an exponential speedup over this result.

**Theorem III.6 (HHL algorithm).** The quantum linear systems problem for \( s \)-sparse matrix \( A \in \mathbb{R}^{n \times n} \) can be solved by a gate-efficient algorithm (i.e. with only logarithmic overhead in gate complexity) that makes \( O(\kappa^2 \text{polylog}(s\kappa)/\epsilon) \) queries to the oracle \( \mathcal{P}_A \) of the matrix \( A \) and \( O(\kappa \text{polylog}(s\kappa)/\epsilon) \) queries to the oracle \( \mathcal{P}_B \) corresponding to \( b \). Using a quantum random access memory for data access contributes a multiplicative factor of \( O(\log(n)) \) to the runtime.

Note that by replacing the phase estimation subroutine with algorithms based on Chebyshev polynomial decompositions, the dependence on precision can be improved. Similarly, improvements on the Hamiltonian simulation subroutine further improve the dependence on sparsity \([54]\). Based on these extension to HHL, QLSP can be solved in \( O(\log(n) \kappa \text{polylog}(s\kappa)/\epsilon) \) time \([7]\).

Such quantum linear systems algorithms can solve the problem of sparse matrix inversion, which is known to be BQP-complete.

We now turn to the issue of constructing a sparse matrix \( K \) with a logarithmic number of nonzero elements in any row or column. To apply HHL, we need an efficient oracle \( \mathcal{P}_A \) as required by Theorem III.6 which must report nonzero indices of any column in logarithmic time. As described by Childs et al. \([7]\), the procedure \( \mathcal{P}_A \) must perform the map \( (j, \ell) \mapsto (j, \nu(j, \ell)) \) for any \( j \in [n] \) and \( \ell \in [s] \). The function \( \nu : [n] \times [s] \to [n] \) computes the row index of the \( \ell \)th nonzero entry of the \( j \)th column. (For simplicity, we assume the sparsity pattern is symmetric; since it is chosen deterministically, this may easily be enforced.) Additionally, the procedure must
perform the map \( |j, k, z \rangle \mapsto |j, k, z \oplus A_{jk} \rangle \) for \( j, k \in [N] \), where \( A_{jk} \) is a bitstring representation of the \( jk \)th element of the matrix \( A \).

Using the first statement of Theorem 11.5 and a fixed sparsity pattern, the efficiency of computing an NTK element (Lemma 11.1) ensures that the procedure \( \mathcal{P}_A \) requires only logarithmic time in the training set size. We discuss the choice of sparsity pattern in Section V, which is chosen to enforce \( s = O(\log n) \). Hence, given sufficient well-conditioning \( \kappa = O(\log n) \) of the sparsified NTK, solving the QLSP takes polylogarithmic time in the training set size.

D. Readout

To approximate the output of the NTK, we must evaluate the sign of either \( k^T y \) (corresponding to the diagonal NTK) or \( k^T \hat{K} y \) (corresponding to the sparsified NTK). Thus far, we have described the preparation of the quantum states \( |k_+ \rangle \) and \( \hat{K}^{-1} |k_+ \rangle \). To estimate the sign of the inner product \( \langle y | k_+ \rangle \) or \( \langle y | \hat{K}^{-1} |k_+ \rangle \), we encode the relative phase the states and perform an inner product estimation procedure such that \( m \) measurements of the state gives \( 1/\sqrt{m} \) error [11].

Lemma III.7 (Inner product estimation). Given states \( |s \rangle, |y \rangle \in \mathbb{R}^n \), estimating \( \langle s | y \rangle \) with \( m \) measurements has standard deviation at most \( 1/\sqrt{m} \). Here, we take either \( |s \rangle = |k_+ \rangle \) or \( |s \rangle = \hat{K}^{-1} |k_+ \rangle \) (i.e. the diagonal or sparsified NTK approximations).

Proof. Prepare initial state \( \frac{1}{\sqrt{2}} (|0 \rangle |s \rangle + |1 \rangle |y \rangle) \). Applying a Hadamard gate to the first qubit, we obtain state \( \frac{1}{2} (|0 \rangle \langle s | y \rangle + |1 \rangle \langle s | - |y \rangle) \). Measuring the first qubit, the probability of obtaining \( |0 \rangle \) is \( p = \frac{1}{2} (1 + \langle s | y \rangle) \). The binomial distribution over \( m \) trials gives this probability has variance \( mp(1-p) \), and thus the variance of the estimate of \( p \) is \( p(1-p)/m \). Transforming to get the variance of the overlap estimate \( \langle s | y \rangle \), we find a standard deviation of \( \sqrt{1 - (\langle s | y \rangle)^2} / m \). Since \( (\langle s | y \rangle)^2 \leq 1 \), this is upper-bounded by \( 1/\sqrt{m} \).

E. Extensions to other neural network architectures

To apply Algorithm 1 of the main text to a general neural network architecture, a few key properties are required. First, the sparsified NTK matrix must be well-conditioned at some neural network depth \( L(n) \); second, the computation of the NTK between two data points must be efficient at that depth; finally, the data distribution must permit efficient post-selection and readout. Due to the structure of the NTK matrix, it may be that the sparsified and/or diagonal NTK approximations converge to the exact neural network output as \( n \) increases. The generality of this result may be expected to extend to a broad set of neural network architectures, since the well-conditioned NTK corresponds to efficient trainability by gradient descent. Satisfying the first condition is thus likely due to the success of deep neural networks; satisfying the third condition is shown to be true here for the MNIST dataset and common choices of neural network architectures.

In the case of the fully-connected neural network, we showed that an NTK matrix element of a network with depth \( L = O(\log n) \) can be efficiently computed if \( \delta = \Omega(1/poly n) \), which is commonly satisfied for real-world datasets (see Section IV below). In the case of a convolutional neural network, the provided numerical experiments use a fixed depth of \( L = 101 \) and establish conditioning by exaggerating the vanishing of off-diagonal elements (see Section V B for further discussion). For fixed \( L \), a matrix element of the convolutional NTK is trivially efficient to compute: similarly to Eq. 5 for the fully-connected network, the NTK of a convolutional neural network only depends on the data dimension \( d \) and neural network depth \( L \). Hence, the time to compute a matrix element is independent of the training set size \( n \). Given the numerical evidence of the conditioning of the convolutional NTK with increasing depth (Figure S5b), it may be relevant to consider a broader set of neural network architectures whose depth to converge efficiently by gradient descent scales favorably as \( L = O(\log n) \), since they would remain efficiently computable by a similar quantum algorithm (see for example Arora et al. [51] for a convolutional NTK with time complexity \( O(Ld) \) per matrix element).

IV. DATASETS

To efficiently compute the NTK between data \( x_i, x_j \) as is necessary to achieve an exponential speedup over gradient descent, we require \( \delta = \Omega(1/poly n) \). Using a uniform distribution on a sphere, we motivate the power law \( \delta(n) \approx a_1 n^{-0.2} \) with positive constants. We show such power laws to empirically hold on the MNIST handwritten digit image dataset, demonstrating that the requirement of \( \delta = \Omega(1/poly n) \) is satisfied for common datasets.
Define a dataset of \( n \) training examples \((x_i, y_i)\), where \( x_i \in \mathbb{R}^d \) has fixed dimension and \( y_i \) is bounded. Each \( x_i \) is sampled uniformly on the sphere \( S^{d-1} \). We can define \( \delta \) in terms of an \( n \times n \) matrix \( G \) defined similarly to the Gram matrix but with magnitudes of inner products, i.e., \( G_{ij} = |x_i \cdot x_j| \). The minimum dataset separability is given by \( 1 - \rho_{\text{max}} \), where \( \rho_{\text{max}} \) is the largest off-diagonal element of \( G \).

Since the elements of \( G \) are not drawn independently from a single distribution, we instead define a symmetric \( n \times n \) matrix \( A \) with elements drawn i.i.d. from the distribution of inner product magnitudes. We show that a power law \( \delta(n) = a_1 n^{-a_2} \) is satisfied for the matrix \( A \).

**Lemma IV.1.** Let \( A \) be a symmetric \( n \times n \) matrix with elements \( A_{ij} \) sampled from the distribution of inner products \(|x_i \cdot x_j|\). Each matrix element is sampled i.i.d. with \( x_i, x_j \) drawn uniformly at random from \( S^{d-1} \) with \( d \geq 3 \). In the limit of large \( n \), the separability \( \delta = \min_{i,j} (1 - A_{ij}) \) is lower-bounded by \( \delta = \Omega(1/\text{poly} \ n) \). In particular, \( \delta \approx \Omega(n^{4/(1-d)}) \) to leading order in large \( n \).

**Proof.** We first determine the CDF of \(|x_i \cdot x_j|\) for \( x_i, x_j \in \mathbb{R}^d \) drawn uniformly at random from \( S^{d-1} \). Without loss of generality, let \( x_i = (1, 0, \ldots, 0) \). Since the distribution is uniform on the surface of a sphere, symmetry under orthogonal matrix multiplication implies that we can let \( x_j = \frac{u}{||u||} \) for \( u \sim \mathcal{N}_d(0, 1) \) for \( u = (u_1, \ldots, u_d) \).

Hence, the distribution of \( x_i \cdot x_j \) is equivalent to the distribution of \( \rho \sim u_1/\sqrt{u_1^2 + \cdots + u_d^2} \). Considering the random variable \( \rho^2 \), rearranging terms gives a ratio of \( \chi^2 \) variables and hence an \( F \)-distribution with 1 and \( d - 1 \) degrees of freedom. Evaluating the CDF for \( \rho = |x_i \cdot x_j| \) in terms of the hypergeometric \( _2F_1 \) function gives

\[
F(|\rho|) = \frac{2^d \Gamma \left( \frac{d}{2} \right)}{\sqrt{\pi} \Gamma \left( \frac{d+1}{2} \right)} _2F_1 \left( 1, \frac{3 - d}{2}; \frac{3}{2}; \frac{\rho^2}{1} \right) |\rho|. \tag{28}
\]

Suppose we sample from the distribution \( m \) times, corresponding to the \( m \approx n^2/2 \) randomly chosen elements in the symmetric matrix \( A \). To find the largest \(|\rho|\) corresponding to the minimum separability, we seek the \((1 - 1/m)\)th percentile of the \( m \) elements. Following Mosteller’s work on order statistics [55], the largest \(|\rho|\) will be asymptotically normally distributed for large \( m \), with a mean of \( F^{-1}(1 - 1/m) \). Since we expect \(|\rho|\) to converge to 1, we Taylor expand \(|\rho| = 1 - \delta \) around \( \delta = 0 \) to give

\[
F(1 - \delta) \approx 1 + 2^{d-1} \frac{d-1}{2} \frac{\delta}{\sqrt{\pi} \Gamma \left( \frac{d+1}{2} \right)}. \tag{29}
\]

Solving for \( \delta \) in \( F(1 - \delta) = 1 - 1/m \), we find that in expectation

\[
\delta = \pi \frac{1}{2d} \left( 2^{d-1} \frac{d-1}{2} \frac{\Gamma \left( \frac{d+1}{2} \right)}{m \Gamma \left( \frac{d}{2} \right)} \right)^{\frac{1}{d-1}}. \tag{30}
\]

Substituting back \( m \approx n^2/2 \) gives \( \delta(n) = a_1 n^{-a_2} \) with \( a_2 = 4/(d - 1) \). Taking a bounding case on \( d \), we conclude that \( \delta = \Omega(n^{-2}) = \Omega(1/\text{poly} \ n) \) for all \( d \geq 3 \).

**FIG. S1:** Empirical fit of \( \delta(n) \) for the uniform sphere dataset with \( d = 10 \) and for subsets of the MNIST dataset (0 vs. 1 binary classification and 8 vs. 9 binary classification). We find \( \delta(n) \approx 0.73 n^{-0.43} \) (\( R^2 = 0.98 \)) for the uniform distribution on the sphere, showing good agreement with the prediction of \( \delta(n) \propto n^{-0.44} \) by Lemma [IV.1]. The MNIST datasets similarly both fit with \( R^2 = 0.99 \).
Although Lemma IV.1 addresses an independently sampled matrix of inner products, we confirm that it empirically describes the spherical dataset with good numerical agreement to the independent sampling approximation. Moreover, the same power law ansatz fits the MNIST dataset (Figure S1), suggesting generality of the result to real-world datasets.

Due to the straightforward extrapolation of the scaling of $\delta$, the choice of normalization factor $k_{\text{max}}$ necessary to prepare state $|k_\ast\rangle$ becomes efficient to estimate (see Theorem III.5). In particular, the largest expected NTK between the test data point and any data point in the training set may be approximated by $k_{\text{max}} = \hat{k}(1 - \delta)$, where $\delta$ is estimated by a power law to be sufficiently small given the training set size $n$. This allows the state $|k_\ast\rangle$ to be prepared without requiring any direct classical evaluation of the full training set.

V. PERFORMANCE OF THE QUANTUM NTK

We discuss numerical experiments on the MNIST handwritten digit image classification dataset for the fully-connected neural network and the convolutional neural network with pooling layers. The output of either network is compared to the sparsified and diagonal NTK approximations, where the sparsified NTK requires a sparsity pattern such that the number of nonzero elements $s$ in any row or column is at most $s = O(\log n)$.

We briefly elaborate on the choice of sparsity pattern used for the numerical experiments. As described in Section III C, there must be a function $\nu: [n] \times [s] \to [n]$ that computes the row index of the $\ell$th nonzero entry of the $j$th column in $O(\log n)$ time. When the dataset is initially stored in QRAM (incurring $O(n)$ cost), the function $\nu$ is also generated. We choose $s$ nonzero indices in $[n]$, corresponding to each row of the NTK over the $n \times n$ matrix. If the row index exceeds the column index, then discard the generated index; the resulting indices may then reflected to create a symmetric sparsity pattern, with a sparsity $s$ that in expectation remains $O(\log n)$. Since the NTK measures the similarity between data examples, the sparsity pattern may also be biased towards the most relevant matrix elements by setting all elements between classes to zero (as seen in Figure 3 in the main text, which is illustrated over the sorted training set). The pattern is stored in a sorted data structure to allow $\nu$ to operate in logarithmic time by a binary search on the column index. Although this process incurs a one-time $O(n \log n)$ cost, the sparsity pattern then remains fixed for any choice of neural network (much like storing the dataset in QRAM). Multiple neural networks of different architectures may be trained using the same sparsity pattern, since the pattern is independent of the choice of neural architecture.

A. Fully-connected neural network

As discussed in the main text, a shallower network of $L = L_{\text{conv}}/10$ layers is used. The depth $L_{\text{conv}}$ to converge by gradient descent is determined by the rapidity at which the off-diagonal elements vanish (Figure S2), causing the condition number to converge to unity (Corollary I.10).

![FIG. S2: Matrix elements of the fully-connected NTK at depth $L = L_{\text{conv}}/10$. The depth of the neural network scales logarithmically with the training set size since $\delta = 1/poly n$ (Section IV). As it increases, the off-diagonal elements rapidly vanish (note the changing color scale).](image)

Empirically, the vanishing of off-diagonal elements occurs faster than the proven upper bound, causing the condition number to quickly approach unity at the shallower depth of $L_{\text{conv}}/10$ (Figure S3a). As discussed above, the sparsity pattern is selected such that there are $O(\log n)$ off-diagonal elements (Figure S3b).
FIG. S3: Efficiency of QLSP for the fully-connected sparsified NTK ($L = L_{\text{conv}}/10$, 8 vs. 9 MNIST classification). (a) As the training set size increases — and consequently the neural network depth of $O(\log n)$ — the condition number rapidly approaches 1, satisfying the bound $\kappa = O(\log n)$. (b) Maximum number of nonzero elements of the sparsified NTK matrix, verifying that $s = O(\log n)$ as required by the sparsity pattern.

B. Convolutional neural network

The Myrtle convolutional neural network [35] is modified for binary classification. The basic unit of the architecture consists of $L_c$ layers of $3 \times 3$ convolutional filters with ReLU activation functions followed by a $2 \times 2$ pooling layer with a stride of 2. To classify the MNIST dataset (28 \times 28 pixel images), this unit is repeated three times and followed by a final pooling layer and fully connected layer. We use an erf activation function for the output layer to obtain output between $-1$ and $1$, allowing the class to be directly determined by measuring the sign of the output.

While we only proved the well-conditioning of the fully-connected network, the convolutional neural network with pooling is seen to share the same vanishing off-diagonal structure (Figure S4). Given the widespread success of deep neural networks across different network architectures, it is perhaps unsurprising that the trainability of deep models by gradient descent extends to the Myrtle NTK. The NTK matrix structure of neural networks amenable to gradient descent motivates the application of the quantum algorithm to the convolutional neural network.

FIG. S4: Matrix elements of the convolutional NTK. Applied to the MNIST dataset (0 vs. 1 binary classification, $n = 64$), the convolutional neural network with pooling layers has vanishing off-diagonal elements as the depth increases, similarly to the proven fully-connected network.

Due to the vanishing off-diagonal elements, the conditioning of the convolutional neural network improves with depth, similarly to the fully-connected network (Figures S5a and S5b). While the diagonal elements of the fully-connected NTK are equal, the convolutions and pooling in the convolutional NTK allows $k(x_i, x_i)$ to take different values even if $x_i$ is normalized to be on the unit sphere. However, the condition number still approaches a constant as the depth increases, showing the well-conditioning feature of deep convolutional neural networks.
Due to its properties as a kernel, the NTK matrix of the convolutional neural network is positive definite. However, due to the truncation of matrix elements, the sparsified NTK may acquire negative or zero eigenvalues. For a fully-connected network at sufficient depth to be well-conditioned, the vanishing off-diagonals ensured that setting the matrix elements to zero did not significantly perturb the matrix: in the regime of shallower neural networks, however, the matrix must be preconditioned. As seen in Figures S4 and S5b, the simulated depth of 101 layers used in the main results is likely not as deep as the appropriate \( L \) network. Consistent with the natural NTK structure, preconditioning can thus be performed by exaggerating the vanishing off-diagonals with a multiplicative factor. Hence, the properties of an NTK corresponding to a neural network efficiently trainable by gradient descent are exploited to successfully precondition the sparsified NTK without significantly impacting classification performance.

By the Gershgorin circle theorem, the eigenvalues of the NTK are within a given radius of the diagonal elements; this radius is the sum of the magnitudes of the non-diagonal elements of a matrix row. In the numerical experiments shown in Figure 4 of the main text, we increase the training set size \( n \) with a sparsification pattern enforcing \( s = O(\log n) \) while holding the network depth at \( L = 101 \). This corresponds to increasing the Gershgorin eigenvalue bound by \( O(\log n) \). Accordingly, given numerical verification of the well-conditioning of a preconditioned NTK at small \( n \), the off-diagonals of the NTK at larger \( n \) can be suppressed by a factor scaling like \( O(\log n) \). In practice, the Gershgorin bound is looser than the true eigenvalue bound; we find that it suffices to suppress the off-diagonals by \( O((\log n)^{9/16}) \). The resulting conditioning is shown in Figure S5c.

The procedure \( P_A \) accessed by the QLSA uses the same sparsity pattern as the fully-connected network, ensuring \( s = O(\log n) \) (previously shown in Figure S3b). Since introducing more off-diagonal elements can cause the matrix to become increasingly ill-conditioned, it is helpful to bias the nonzero NTK elements towards the most important examples in the training dataset. Since the NTK takes larger values for more similar data, nonzero elements selected by the sparsity pattern are additionally set to zero if their magnitude is below a given percentile off-diagonal element, as estimated by evaluating a subset of the training set \( (n = 16 \) for the reported numerical experiments). Since training examples are selected i.i.d., such a statistic is efficient to estimate with few samples. Note that this procedure does not affect the time complexity of training the neural network, as the same fixed sparsity pattern is used regardless of the choice of neural network.

Since the matrix sparsity is chosen to scale like \( O(\log n) \) and the condition number is empirically observed to be bounded by \( O(\log n) \), the QLSP corresponding to the convolutional NTK is efficient to solve with a quantum linear systems algorithm. As discussed in the main text, the measurements required for post-selection and readout are also bounded by \( O(\log n) \) for the MNIST data set, yielding a total runtime that is polylogarithmic in training set size to train the convolutional neural network. This demonstration of a convolutional neural network resembling common deep learning models provides numerical evidence for the generality of an exponential speedup over gradient descent.

---

**FIG. S5:** *Conditioning of the NTK as a function of depth and training set size.* (a) and (b) While improved conditioning with increasing depth is only proven for the fully-connected neural network, the convolutional neural network shows similar behavior; as expected, the condition number approaches a constant not equal to one. (c) For fixed depth \( L = 101 \), well-conditioning \( \kappa = O(\log n) \) is efficiently achieved by exaggerating the vanishing of off-diagonal elements according to the Gershgorin circle theorem.