Enantiomer detection via Quantum Otto cycle
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Enantiomers are chiral molecules that exist in right-handed and left-handed conformations. Optical techniques of enantiomers detection are widely employed to discriminate between left- and right-handed molecules. However, identical spectra of enantiomers make enantiomer detection a very challenging task. Here, we investigate the possibility of exploiting thermodynamic processes for enantiomer detection. In particular, we employ a quantum Otto cycle, in which a chiral molecule described by a three-level system with cyclic optical transitions is considered a working medium. Each energy transition of the three-level system is coupled with an external laser drive. We find that the left-handed molecule works as a heat engine, while the right-handed molecule works as a thermal accelerator where the overall phase of the drives is considered as the cycle’s control parameter. In addition, both left- and right-handed molecules work as heat engines by considering laser drives’ detuning as the control parameter. However, the molecules can still be distinguished because both cases’ extracted work and efficiency are quantitatively very different. Accordingly, left and right-handed molecules can be distinguished by evaluating the work distribution in the Otto cycle.

I. INTRODUCTION

Quantum thermodynamics investigates the applicability of laws of thermodynamics and their possible generalizations in the realm of quantum mechanics [1–7]. Quantum heat engines (QHEs) serve as test beds for fundamental discussions and practical applications of quantum thermodynamics. In a broad context, QHE is a thermal machine whose operation cycle requires a quantum mechanical description. A typical example is the quantum Otto cycle, where the fast isentropic compression and expansion strokes of its classical counterpart are replaced by the slow quantum adiabatic parametric processes [8–12]. Different quantum working substances have been proposed to implement quantum Otto cycle [13–18], and experimental demonstrations have been reported for spin systems [19–21]. These studies revealed that a quantum Otto cycle’s work output and efficiency are determined by the energy spectrum of the quantum working system. Accordingly, we ask if a quantum Otto cycle can be used as a probe to discriminate systems with identical energy spectrums but with distinct spectral changes under the same parametric processes. A specific system with such a spectral character and for which this question is particularly significant is a chiral molecule.

Chiral molecules can have either left- or right-handed geometries that are not superimposable on their mirror images [22, 23]. They play significant role in fundamentals and applications in biology [24–26], physics [27], and pharmacy [28]. The two mirror-image molecules are called enantiomers. Enantiomers exhibit identical physical and chemical properties in an achiral environment, while they can act remarkably differently when placed in a chiral environment [26]. Chiral molecules may exist as a mixture of enantiomers in varying proportions. Therefore, enantioseparation is a critical and challenging task in chemistry and medicine [29–35].

Optical enantio-separation techniques are one of the most common methods for enantiomer separation based on the interference between the electric and magnetic dipole transitions [31, 35]. Enantiomer-specific microwave spectroscopic methods, based on cyclic three-level systems, can exist in chiral molecules [36, 37] and other artificial symmetry-broken systems [38], have been examined for the enantiodection of chiral molecules [36, 39–44]. Three-level quantum systems with broken symmetry allows the coexistence of one- and two-photon transitions such that a cyclic population transfer can occur between different energy levels [36, 37, 45–47]. In this paper, we consider a chiral molecule, described by a three-level system with cyclic optical transitions, as our working substance subject to a quantum Otto cycle. By calculating the work and efficiency of the engine, we investigate if left- and right-handed enantiomers can have different energetics that can be probed by the engine behavior and the performance.

The rest of the paper is organized as follows. In Sec. II, we describe and shortly review the Hamiltonian model to describe a cyclic three-level chiral molecule interacting with three linearly polarized optical fields, which was originally proposed in Ref. [36]. In Sec. III, we introduce the quantum Otto cycle operation where the detuning and the phases of the optical fields are used as the control parameters in the quantum adiabatic strokes. We calculate the quantum thermodynamic work and efficiency for different enantiomers and discuss how they can be distinguished in Sec. IV. We conclude in Sec. V.

II. MODEL SYSTEM

We consider a chiral molecule that is described by a three-level system with cyclic optical transitions driven by three classical optical fields [36, 37, 48], and it is shown in Fig. 1. The Hamiltonian of this system in the rotating wave approxi-
from energy transitions are indicated by (right-handed) molecule. The detunings of the external optical drives 
formation is given by [36, 37, 48]

\[
H = \sum_{j=1}^{3} \omega_j |j\rangle \langle j| + \frac{1}{2} \sum_{i,j=1}^{3} \langle \Omega_{ij}(t) e^{-i\omega_{ij}t} |i\rangle \langle j| + \text{H.c.}. \tag{1}
\]

Here, the first term describes the energy of a three-level system with \(\omega_j\) being the energy of the state \(|j\rangle\). The second term describes the coupling of classical optical fields with the three-level atom: the frequency of the optical field is given by \(\omega_{ij}\) which describes the coupling between \(|i\rangle \leftrightarrow |j\rangle\) energy levels. \(\Omega_{ij}(t) = \mu_{ij} \bar{E}_{ij}\) represents the Rabi frequency which depends on the field strength \(\bar{E}_{ij}\) and associated transition dipole matrix element \(\mu_{ij}\) between the states \(|i\rangle\) and \(|j\rangle\). In the interaction picture, the Hamiltonian of the chiral molecule is given by

\[
H_{\text{int}}^{\pm} = \begin{pmatrix}
\delta_{13} & \Omega_{12} e^{-i(\Delta t + \Phi)} & \Omega_{13} \\
\Omega_{12} e^{i(\Delta t + \Phi)} & \delta_{23} & \pm \Omega_{23} \\
\Omega_{13} & \pm \Omega_{23} & 0
\end{pmatrix} \tag{2}
\]

Here, \(\delta_{ij}\) is the detuning of the optical fields with energy levels \(|i\rangle \leftrightarrow |j\rangle\), and \(\Delta := \delta_{12} - \delta_{13} + \delta_{23}\). In addition, we define overall phase \(\Phi := \Phi_{12} - \Phi_{13} + \Phi_{23}\), where \(\Phi_{ij} = \phi_{ij} + \theta_{ij}\) contains the material phase \(\theta_{ij}\) and the phases of the electric fields \(\phi_{ij}\) [48]. We stress that the difference between the left- and right-handed molecules are expressed by the \(\pm \Omega_{23}\), where the left-handed and right-handed molecules are given by positive and negative Rabi frequency \(\Omega_{23}\), respectively (see Fig. 1).

According to Eq. (2), the interaction Hamiltonian becomes time-independent for \(\Delta = 0\) [48]. In the rest of the paper, we assume \(\delta_{12} = \delta_{23} = \delta_{13}/2 \equiv \delta\) for which \(\Delta\) becomes zero and the Hamiltonian becomes time-independent. This can be achieved by making a judicious choice on the selection of frequencies \(\omega_{ij}\). All system parameters can be scaled for convenience with arbitrary energy \(E_0\). Henceforth, we assume that the system parameters are scaled with rotational energy \(E_0 = \hbar^2 B\), defined by the angular momentum operators concerning the principle molecular axes [48], with the rotational constant \(B\). Accordingly, time and frequencies are given in the units of \(\hbar = h / E_0\) and \(1 / \tau_0\).

![FIG. 1. (Color online) A schematic illustration of a left-handed (a) and right-handed (b) chiral molecule which is described by a three-level system with cyclic optical transitions. The three-level system is coupled with three classical optical drives of Rabi frequencies \(\Omega_{12}, \Omega_{13}, \text{and } \pm \Omega_{23}\), where \(+ \Omega_{23} (- \Omega_{23})\) describes the left-handed (right-handed) molecule. The detunings of the external optical drives from energy transitions are indicated by \(\delta_{ij}\).](image)

**III. CHIRAL MOLECULE OTTO CYCLE**

A quantum Otto cycle (QOC) consists of two quantum isochoric and two adiabatic processes [49]. We consider a chiral three-level system with cyclic optical transitions as a working medium of our quantum Otto cycle. A schematic illustration of the QOC is shown in Fig. 3 where the system is in contact with a hot and cold bath in two isochoric processes indicated by \(A \rightarrow B\) and \(C \rightarrow D\), respectively. During the adiabatic strokes of the cycle, the Hamiltonian changes slowly, and the system is not allowed to exchange heat with the environment. At the start of the cycle, we assume that the working medium is in thermal equilibrium with the cold thermal bath of inverse temperature \(\beta_c\). The four strokes of the quantum Otto cycle are described as follows:

**Hot Isochore (A \(\rightarrow\) B):** The first stroke is the quantum isochoric heating process in which the working medium is coupled to a hot bath of inverse temperature \(\beta_h\). During this stroke, \(Q_h\) heat is injected into the system, but no work is done. At the end of this stroke, we assume that the working medium comes to equilibrium with the hot thermal bath, and each energy level has an occupation probability of \(\beta_c / (\beta_h)\). The exchanged heat \(Q_h\) with the hot thermal bath is calculated
Energy eigenvalues of the Hamiltonian $H_{\pm}$ for constant overall phase $\Phi = 0$ (a, b), and constant detuning $\delta = 0.1/\tau_0$ (c, d). The panels (a, c) and (b, d) represent left- and right-handed enantiomers, respectively. The eigenenergies are scaled with the rotational energy $E_0 = \hbar^2 B$ with the rotational constant $B$, that is why eigenenergies are $\pm 1E_0$ and $\pm 2E_0$ for $\Phi = \delta = 0$. The eigenvalues are obtained for time-independent Hamiltonian ($\Delta = 0$) and considering the unit magnitude of the Rabi frequencies $\Omega_i$.

by [50]

$$Q_h = \sum_{n=1}^{3} E_n(A)(P_n(\beta_h) - P_n(\beta_c))$$

(3)

Here, $E_n(A)$ is $n$-th eigenenergy of system Hamiltonian $H_{\text{int}}$ for overall phase $\Phi_1$, and the population of the associated eigenstate is changed from $P_n(\beta_c)$ to $P_n(\beta_h)$. During this stage, the Hamiltonian $H_{\pm}$ is kept constant; accordingly, no work is done.

In general, the system may not reach a thermal state in the presence of external laser drives. Here, we assume the cyclic three-level system approximately thermalizes with the bath at the end of the isochoric stages. This approximation is reasonable for weak envelopes of the three electromagnetic drives and high temperatures of the thermal baths. Thermalization of a two-level atom in the presence of a laser drive has been discussed previously, e.g., see Eqs. (10) and (11) of Ref. [51].

To check the validity of the thermalization assumption, we numerically simulate the system’s dynamics for the isochoric stages of the cycle. In particular, the dynamics of the reduced state $\rho$ of the three-level system during the isochoric stages is given by the master equation [52–54]

$$\frac{d\rho}{dt} = -i[H, \rho] + \sum_{i\neq j} \kappa_a(\bar{n}_a + 1)D[\sigma_{ij}] + \kappa_a \bar{n}_a D[\sigma_{ij}^\dagger].$$

(4)

Here, $D[\hat{a}] = (1/2)(2\bar{n}_a \hat{a}^\dagger - \hat{a}^\dagger \hat{a} - \rho \hat{a}^\dagger \hat{a})$ refers to the Lindblad dissipator superoperators with $\hat{a} = \sigma_{ij}$ ($i = 1, 2, 3$). $\alpha = h, c$ denotes the hot or cold bath, respectively. In addition, $\kappa_a$ is the system-bath coupling strength and $\bar{n}_a$ is the average excitation of the bath. We obtained the reduced state of the three-level system $\rho$ by numerically solving the master equation using Python programming language and an open source quantum optics package QuTiP [55].

We note that a system coupled to a thermal bath at inverse temperature $\beta_h$ takes $t \to \infty$ time to reach the corresponding exact Gibbs (thermal) state [52] with density matrix

$$\rho_{\text{th}} = \frac{e^{-\beta_h H_s}}{\text{Tr}[e^{-\beta_h H_s}]}$$

(5)

In order to realize a practical heat engine, we assume the system reaches the target thermal state as long as its state is at a small distance from the target state. We quantify this error by

$$\varepsilon = 1 - F(\rho(t), \rho_{\text{th}}),$$

(6)

where $F = \text{Tr}[\sqrt{\sqrt{\rho} \rho_{\text{th}} \sqrt{\rho}}]$ is the fidelity between the state of the three-level system and its corresponding thermal state at $\beta_j$ during the thermalization strokes. In our numerical results, the calculated tolerance is obtained as $\varepsilon < 10^{-4}$. Fig. 4 shows the tolerance $\varepsilon$ as a function of scaled time; it is immediately evident that our assumption of thermalization is reasonable in the considered system parameters regime. It indicates that the system in each thermalization process reaches its thermal state with high fidelity ($F \approx 1$).

**Adiabatic Expansion ($B \to C$):** During this stage, the system is decoupled from the hot bath, and the system Hamiltonian is changed from $H(A)$ to $H(B)$. We discuss two strategies to implement the adiabatic strokes: First, varying $\Phi$ from...
\( \Phi_1 \) to \( \Phi_2 \) by keeping detuning constant such that \( \delta > 0 \). In second case, changing the detuning \( \delta \) from \( \delta_1 \) to \( \delta_2 \) for constant phase \( \Phi \). Work is extracted from the system during this stage of the cycle. We assume this process is slow enough that the occupation probabilities of the energy levels are unchanged to satisfy the adiabaticity condition. The adiabaticity can be ensured by modifying the system’s energy over a time interval much shorter than the one needed to interact with a thermal bath [56].

**Cold Isochore \( (C \rightarrow D) \):** During this stage, the system is subject to either constant phase \( \Phi \) and it is put into contact with the cold bath of inverse temperature \( \beta_c \) for a time \( \tau_c \). The exchanged heat between the system and the cold bath is given by

\[
Q_c = \sum_{n=1}^{3} E_n(B)(P_n(\beta_c) - P_n(\beta_h)).
\]  

At point \( D \), the system reaches to a thermal state defined by inverse temperature \( \beta_c \), and no work is done during this stage.

**Adiabatic Compression \( (D \rightarrow A) \):** Similar to adiabatic expansion, the system is isolated from the environment during this stage. The eigenenergies are changed by varying either phase \( \Phi \) or detuning \( \delta \); the occupation probabilities remain the same during this stroke. The cycle closes with the adiabatic compression while the system Hamiltonian shifts slowly from \( H(B) \) to \( H(A) \) for a time \( \tau_4 \). The net produced work during a cycle can be calculated by using Eqs. (3 and 7)

\[
W_0 = Q_h + Q_c = \sum_{n=1}^{3} [E_n(A) - E_n(B)](P_n(\beta_h) - P_n(\beta_c)).
\]  

The efficiency of a heat engine is defined as \( \eta = W_0/Q_h \). Here we adopt the convention that the work done on (by) the system is positive, and heat flow out of (into) the system is negative.

**IV. RESULTS**

We look for the signatures in the work output of the Otto cycle to distinguish left- and right-handed enantiomers. The system’s Hamiltonian (Eq.(2)) is a function of the overall phase \( \Phi \) and detuning \( \delta \). As a result, the adiabatic stages of the cycle can be implemented either by varying the phase or detuning and keeping the other constant during the stroke. In this section, we examine both strategies for implementing the Otto cycle; and evaluate the output work to distinguish enantiomers. First, we investigate the Otto cycle in constant detuning \( \delta \) regime while the overall phase employs as the control parameter in Sec. IV A, and then in Sec. IV B examine the Otto cycle when \( \delta \) is the control parameter, and overall phase kept constant.

**A. Control parameter \( \Phi \)**

We adhere to the sign conventions of absorbed (rejected) heat is positive (negative), and work extracted (consumed) is negative. Accordingly, the thermal machines’ operations can be categorized into four distinct regimes [57]

- **Engine**: \( W \leq 0, Q_h \geq 0, Q_c \leq 0 \)
- **Refrigerator**: \( W \geq 0, Q_h \leq 0, Q_c \geq 0 \)
- **Heater**: \( W \geq 0, Q_h \leq 0, Q_c \leq 0 \)
- **Thermal accelerator**: \( W \geq 0, Q_h \geq 0, Q_c \leq 0 \)

We consider the set of system parameters for which there is no level crossing between the energy levels during the Otto cycle (see Fig. 2). Accordingly, we consider the phase \( \Phi_1 = \pi/2 \) at the start of the adiabatic expansion and change it to \( \Phi_2 = 3\pi/2 \) at the end of this stage. Similarly, the phase is changed from \( \Phi_2 \) to \( \Phi_1 \) in the adiabatic compression stage. During the adiabatic stages detuning \( \delta = 0.1/\tau_0 \) is kept constant. The heat exchanged with the thermal baths and extracted work for left- and right-handed systems are shown in Fig. 5. For both left- and right-handed enantiomers, the heat injected \( Q_h \) from the hot bath into the system is positive, and heat rejected \( Q_c \) into the cold bath is negative. However, the work distribution reveals that work is extracted from the left-handed system \( (W < 0) \) but in the right-handed system, the work is done on the system \( (W > 0) \). Accordingly, the left- and right-handed enantiomers operate as a heat engine and thermal accelerator, respectively. Therefore, the thermodynamics response of the enantiomers are not the same, which can be used as a probe to distinguish these enantiomers.

**B. Control parameter \( \delta \)**

It can be of practical importance to check the thermal behaviors of chiral three-level systems in the Otto cycle using
\[ \eta(\%) = \frac{|W|}{Q_h} \times 100. \] 

To study the efficiency, we consider the control parameter \( \delta \) modifying from \( \delta_1 = 0 \) to \( \delta_2 = 1/\tau_0 \). We define the efficiency as a function of the overall phase \( \Phi \), which is constant during the cycle. The engine’s efficiency corresponds to \( \Phi \) is plotted in Fig. 7 where the solid black and dashed blue curves denote the left- and right-handed system’s efficiency, respectively. According to Fig. 7, the magnitude of maximum efficiency for both cases is the same, \( \eta \approx 20\% \). The curves intersect, so both are equally efficient in a particular \( \Phi \). However, their efficiency is distinct at other \( \Phi \) values. For example, the left-handed Otto engine’s maximum efficiency is obtained at \( \Phi = \pi/5 \), and \( 6\pi/5 \) while it is maximum at \( \Phi = \pi \pm 0.7 \) for the right-handed engine. Also, \( \eta_{\text{left}} = \eta_{\text{right}} \) at \( \Phi = \pi/2 \), and \( 3\pi/2 \) which comes from their identical energy spectrum in these points (Fig. 2). Therefore, one enantiomer may be more favorable for some energy processes because of their distinguishing efficiency, even if they can perform the same energetic function (such as operating a heat engine).

**V. CONCLUSION**

We have investigated the possibility of exploiting thermodynamic processes for enantiomers detection. In particular, we considered a chiral molecule described by a cyclic three-
level system coupled to three external classical optical fields. We found that depending on the phase and detuning of the optical fields, the left- and right-handed cyclic three-level system exhibited different thermal functions when subjected to an Otto cycle. Specifically, suppose the adiabatic strokes in the cycle are implemented by changing the overall phase of the left- and right-handed enantiomers operate as a quantum heat engine and thermal accelerator. Suppose the adiabatic strokes in the cycle are implemented by changing the detuning $\delta$ and keeping phase $\Phi$ constant during the cycle, which is more practical from the experimental point of view. In that case, both the left- and right-handed enantiomers operate as heat engines. However, the enantiomers still can be distinguished by the output work distribution and their efficiency, as quantitatively. In addition to the practical distinction of enantiomers, our results fundamentally suggest that different enantiomers may be associated with different thermodynamic (energetic) functions in chemical or biological processes, such as work harvesting. Besides, even if they are capable of performing the same energetic function, their efficiencies may differ so that one enantiomer may be more favorable than the other. One of the crucial steps in implementing the Otto cycle with a three-level system with cyclic optical transitions is the thermalization of the system. In general, in the presence of external laser drives, a system coupled to a thermal bath may not reach a thermal state. However, by numerically solving the master equation for the isochoric stages of the cycle, we showed that a thermal state could approximately give the system's state.

Enantiomer detection is a formidable task, even for the case of two enantiomers, because of their identical energy spectra [48, 58, 59]. Our analysis revealed that thermodynamic processes could be exploited for enantiomer detection. Our method of enantiomer detection via work distribution can be an alternative to more widely employed schemes for discrimination between the enantiomers [31, 35].
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