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Abstract. Despite convolutional network-based methods have boosted the performance of single image super-resolution (SISR), the huge computation costs restrict their practical applicability. In this paper, we develop a computation efficient yet accurate network based on the proposed attentive auxiliary features (A²F) for SISR. Firstly, to explore the features from the bottom layers, the auxiliary feature from all the previous layers are projected into a common space. Then, to better utilize these projected auxiliary features and filter the redundant information, the channel attention is employed to select the most important common feature based on current layer feature. We incorporate these two modules into a block and implement it with a lightweight network. Experimental results on large-scale dataset demonstrate the effectiveness of the proposed model against the state-of-the-art (SOTA) SR methods. Notably, when parameters are less than 320k, A²F outperforms SOTA methods for all scales, which proves its ability to better utilize the auxiliary features. Codes are available at https://github.com/wxxxxxxh/A2F-SR.

1 Introduction

Convolutional neural network (CNN) has been widely used for single image super-resolution (SISR) since the debut of SRCNN [1]. Most of the CNN-based SISR models [2,3,4,5,6,7] are deep and large. However, in the real world, the models often need to be run efficiently in embedded system like mobile phone with limited computational resources [8,9,10,11,12,13]. Thus, those methods are not proper for many practical SISR applications, and lightweight networks have been becoming an important way for practical SISR. Also, the model compression techniques can be used in lightweight architecture to further reduce the parameters and computation. However, before using model compression techniques (e.g. model pruning), it is time-consuming to train a large model and it also occupies more memory. This is unrealistic for some low budget devices, so CNN-based lightweight SISR methods become increasingly popular because
it can be regarded as an image preprocessing or postprocessing instrument for other tasks (14,15,16,17,18).

One typical strategy is to reduce the parameters (22,23,24,25). Moreover, the network architecture is essential for lightweight SISR models. Generally, methods of designing architectures can be categorized into two groups. One is based on neural architecture search. MoreMNA-S and FALSR (26,27) adopt the evolutionary algorithm to search efficient model architectures for lightweight SISR. The other is to design the models manually (28,29). These methods all utilize features of previous layers to better learn the features of the current layer, which reflect that auxiliary features can boost the performance of lightweight models. However, these methods do not fully use all the features of previous layers, which possibly limits the performance.

Directly combining the auxiliary features with current features is conceptually problematic as features of different layers are often embedded in different space. Thus, we use the projection unit to project the auxiliary features to a common space that is suitable for fusing features. After projected to a common space, these projected features may not be all useful for learning features of the current layer. So we adopt the channel attention to make the model automatically assign the importance to different channels. The projection unit and channel attention constitute the proposed attentive auxiliary feature block. We term our model that consists of Attentive Auxiliary Feature blocks as $A^2$F since it utilizes the auxiliary features and the attention mechanism. Figure 1 gives the comparison between different models on Manga109 (19) dataset with a upscale factor of 2. As shown in Figure 1 models of our $A^2$F family can achieve better efficiency than current SOTA methods (28,29). Figure 2 describes the architec-
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Fig. 2. The architecture of A²F with 4 attentive auxiliary feature blocks. The architecture of A²F with more attentive auxiliary feature blocks is similar. Note that 1x1 convolution kernel is used to project the auxiliary features and learn the importance of different channels of projected features. The convolution kernels elsewhere are all 3x3. The input is the LR image and the output is the predicted HR image. Pixelshuffle [30] is used to upsample the features to the high-resolution image with target size.

The architecture of A²F with four attentive auxiliary feature blocks. Our main contributions are given below:

– We handle the super resolution task from a new direction, which means we discuss the benefit brought by auxiliary features in the view of how to recover multi-frequency through different layers. Thus, we propose the attentive auxiliary feature block to utilize auxiliary features of previous layers for facilitating features learning of the current layer. The mainstay we use the channel attention is the dense auxiliary features rather than the backbone features or the sparse skip connections, which is different from other works.

– Compared with other lightweight methods especially when the parameters are less than 1000K, we outperform all of them both in PSNR and SSIM but have fewer parameters, which is an enormous trade-off between performance and parameters. In general, A²F is able to achieve better efficiency than current state-of-the-art methods [29,28,31].

– Finally, we conduct a thorough ablation study to show the effectiveness of each component in the proposed attentive auxiliary feature block. We release our PyTorch implementation of the proposed method and its pretrained models together with the publication of the paper.

2 Related Work

Instead of powerful computers with GPU, embedded devices usually need to run a super resolution model. As a result, lightweight SR architectures are needed and have been recently proposed.
One pioneering work is SRCNN [11] which contains three convolution layers to directly map the low-resolution (LR) images to high-resolution (HR) images. Subsequently, a high-efficiency SR model named ESPCNN [24] was introduced, which extracts feature maps in LR space and contains a sub-pixel convolution layer that replaces the handcrafted bicubic filter to upscale the final LR map into the HR images. DRRN [25] also had been proposed to alleviate parameters by adopting recursive learning while increasing the depth. Then CARN [32] was proposed to obtain an accurate but lightweight result. It addresses the issue about heavy computation by utilizing the cascading mechanism for residual networks. More recently, AWSRN [28] was designed to decrease the heavy computation. It applies the local fusion block for residual learning. For lightweight network, it can remove redundancy scale branches according to the adaptive weights.

Feature fusion has undergone its tremendous progress since the ResNet [33] was proposed, which implies the auxiliary feature is becoming the crucial aspect for learning. The full utilization of the auxiliary feature was adopted in DenseNet [34]. The authors take the feature map of each former layer into a layer, and this alleviates the vanishing gradient problem. SR methods also make use of auxiliary features to improve performance, such as [2,25,35,7,36]. The local fusion block of AWSRN [28] consists of concatenated AWRU units and a LRFU. Each output of AWRU units is combined one by one, which means a dense connection for a block. A novel SR method called FC$^2$N was presented in [29]. A module named GFF was devised through implementing all skip connections by weighted channel concatenation, and it also can be considered as the auxiliary feature.

As an important technique for vision tasks, attention mechanism [37] can automatically determine which component is important for learning. Channel attention is a type of attention mechanism, which concentrates on the impact of each feature channel. SENet [38] is a channel attention based model in the image classification task. In the domain of SR, RCAN [7] had been introduced to elevate SR results by taking advantage of interdependencies among channels. It can adaptively rescale features according to the training target.

In our paper, auxiliary features are not fully-dense connections, which indicates it is not dense in one block. We expect that each block can only learn to recover specific frequency information and provide auxiliary information to the next block. There are two main differences compared with FC$^2$N and AWSRN. One is that for a block of A$^2$F, we use the features of ALL previous blocks as auxiliary features of the current block, while FC$^2$N and AWSRN use the features of a FIXED number of previous blocks. The second is that we adopt channel attention to decide how to transmit different informations to the next block, but the other two works do not adopt this mechanism.

3 Proposed Model

3.1 Motivation and Overview

Our method is motivated by an interesting fact that many CNN based methods [22,31,29] can reconstruct the high frequency details from the low resolution
images hierarchically, which indicates that different layers learn the capacity of recovering multi-frequency information. However, stacking more layers increases the computation burden and higher frequency information is difficult to regain. So we aim to provide a fast, low-parameters and accurate method that can restore more high frequency details on the basis of ensuring the accuracy of low frequency information reconstruction. According to this goal, we have the following observations:

- To build a lightweight network, how to diminish parameters and the multiply operation is essential. Generally, we consider reducing the depth or the width of the network, performing upsampling operation at the end of the network and adopting small kernel to reach this target. It also brings a new issue that a shallow network (i.e. fewer layers and fewer channels in each layer) can not have an excellent training result due to the lower complexity of the model, which also can be considered as an under-fitting problem.

- For the limited depth and width of the network, feature reusing is the best way to solve the issue. By this way, the low-frequency information can be transmitted to the next layer easily and it is more useful to combine multi-level low-frequency features to obtain accurate high-frequency features. Thus, more features benefitting to recover high-frequency signal will circulate across the entire network. It will promote the capacity of learning the mapping function if the network is shallow.

- We also consider another problem that the impact of multi-frequency information should be different when used for the learning of high frequency features. As the depth of the layer becomes deeper, effective information of the last layer provided for current layer is becoming rarer, because the learning of high frequency features is more and more difficult. So how to combine the information of all the previous layers to bring an efficient result is important and it should be decided by the network.

Based on these observations, we design the model by reusing all features of the preceding layers and then concating them directly along channels like [34] in a block. Meanwhile, to reduce the disturbance brought by the redundant information when concating all of channels and adaptively obtain the multi-frequency reconstruction capability of different layers, we adopt the same-space attention mechanism in our model, which can avoid the situation that features from different space would cause extraordinary imbalance when computing the attention weight.

### 3.2 Overall Architecture

As shown in Figure 2, the whole model architecture is divided into four components: head module, nonlinear mapping, skip module and tail module. Detailed configuration of each component can be seen in Table 1. We denote the low resolution and the predicted image as $I_{LR}$ and $I_{SR}$, respectively. The input is first processed by the head module $F_{head}$ to get the features $x_0$:

$$x_0 = F_{head}(I_{LR}),$$

(1)
Table 1. Configurations of the proposed method. We set stride = 1 for every convolutional operation to keep the same size in each layer. \(i\) indicates the \(i\)-th \(A^2F\) module and \(p\) means the scale factor. For the \(A^2F\)-SD model, we change the channels that are 32 in other models to 16 for each \(F\).

| Function \(F\) | Details | Kernel \((Input, Output)\) |
|----------------|---------|--------------------------|
| \(F_{head}\) | Convolution | \(3 \times 3\) \((3, 32)\) |
| \(F_{skip}\) | Convolution, PixelShuffle | \(3 \times 3\) \((3, p \times p \times 3)\), - |
| \(F_{proj}\) | Convolution | \(1 \times 1\) \((i \times 32, 32)\) |
| \(F_{att}\) | Adaptive AvgPool, Convolution, ReLU, Convolution, Sigmoid | \(-, 1 \times 1\) \((32, 32)\), \(-, 1 \times 1\) \((32, 32)\), \(-, -\) |
| \(F_{res}\) | Convolution, ReLU, Convolution | \(3 \times 3\) \((32, 128)\), \(-, -\), \(3 \times 3\) \((128, 32)\) |
| \(F_{tail}\) | Convolution, PixelShuffle | \(3 \times 3\) \((32, p \times p \times 3)\), \(-, -\) |

and \(F_{head}\) is just one \(3 \times 3\) convolutional layer (Conv). We do not use \(1 \times 1\) Conv in the first layer for it can not capture the spatial correlation and cause a information loss of the basic low frequency. The reason why we use a \(3 \times 3\) Conv rather than a \(5 \times 5\) Conv is twofold: a) \(3 \times 3\) Conv can use fewer parameters to contribute to the lightweight of the network. b) It is not suitable to employ kernels with large receptive field in the task of super-resolution, especially for the first layer. Recall that each pixel in downsamped image corresponds to a mini-region in the original image. So during the training, large receptive field may introduce irrelevant information.

Then the nonlinear mapping which consists of \(L\) stacked attentive auxiliary feature blocks is used to further extract information from \(x_0\). In the \(i\)-th attentive auxiliary feature block, the features \(x_i\) is extracted from all the features of the previous blocks \(x_0, x_1, x_2, ..., x_{i-1}\):

\[
x_i = g^i_{AAF}(x_0, x_1, ..., x_{i-1}),
\]

where \(g^i_{AAF}\) denotes attentive auxiliary feature block \(i\).

After getting the features \(x_L\) from the last attentive auxiliary feature block, \(F_{tail}\), which is a \(3 \times 3\) convolution layer followed by a pixelshuffle layer [24], is used to upsample \(x_L\) to the features \(x_{tail}\) with target size:

\[
x_{tail} = F_{tail}(x_L).
\]

We design this module to integrate the multi-frequency information produced by different blocks. It also correlates channels and spatial correlation, which is useful for pixelshuffle layer to rescale the image.
To make the mapping learning easier and introduce the original low frequency information to keep the accuracy of low frequency, the skip module $F_{\text{skip}}$, which has the same component with $F_{\text{tail}}$, is adopted to get the global residual information $x_{\text{skip}}$:

$$x_{\text{skip}} = F_{\text{skip}}(I_{LR}).$$  \hfill (4)

Finally, the target $I_{SR}$ is obtained by adding $x_{\text{skip}}$ and $x_{\text{tail}}$:

$$I_{SR} = x_{\text{tail}} \oplus x_{\text{skip}}.$$  \hfill (5)

where $\oplus$ denotes the element-wise add operation.

### 3.3 Attentive Auxiliary Feature Block

The keypoint of the A²F is that it adopts attentive auxiliary feature blocks to utilize all the usable features. Given features $x_0, x_1, ..., x_{i-1}$ from all previous blocks, it is improper to directly fuse with features of the current block because features of different blocks are in different feature spaces. Thus we need to project auxiliary features to a common-space that is suitable to be fused, which prevent features of different space from causing extraordinary imbalance for attention weights. In A²F, $1 \times 1$ convolution layer $F_{\text{proj}}^i$ is served as such a projection unit. The projected features of the $i_{th}$ auxiliary block $x_{i}^{\text{proj}}$ are obtained by

$$x_{i}^{\text{proj}} = F_{\text{proj}}^i([x_0, x_1, ..., x_{i-1}]),$$  \hfill (6)

where $[x_0, x_1, ..., x_{i-1}]$ concatenates $x_0, x_1, ..., x_{i-1}$ along the channel. However, different channels of $x_{i}^{\text{proj}}$ have different importance when being fused with features of current layer. Therefore, channel attention $F_{\text{att}}^i$ is used to learn the importance factor of different channel of $x_{i}^{\text{proj}}$. In this way, we get the new features $x_{i}^{\text{att}}$ by

$$x_{i}^{\text{att}} = F_{\text{att}}^i(x_{i}^{\text{proj}}) \otimes x_{i}^{\text{proj}},$$  \hfill (7)

where $F_{\text{att}}^i$ consists of one average pooling layer, one $1 \times 1$ convolution layer, one ReLU layer, another $1 \times 1$ convolution layer and one sigmoid layer. The symbol $\otimes$ means channel-wise multiplication. The block of WDSR_A [1] is adopted to get the features of current layer $x_{i}^{\text{res}}$:

$$x_{i}^{\text{res}} = F_{\text{res}}^i(x_{i-1}),$$  \hfill (8)

where $F_{\text{res}}^i$ consists of one $3 \times 3$ convolution layer, one ReLU layer and another $3 \times 3$ convolution layer. The output of $i_{th}$ attentive auxiliary feature block $x_i$ is given by:

$$x_i = \lambda_i^{\text{res}} \times x_i^{\text{res}} + \lambda_i^{\text{att}} \times x_i^{\text{att}} + \lambda_i \times x_{i-1},$$  \hfill (9)

where $\lambda_i^{\text{res}}, \lambda_i^{\text{att}}$ and $\lambda_i$ are feature factors for different features like [2][3]. These feature factors will be learned automatically when training the model. Here we choose additive operation for it can better handle the situation that the $\lambda_i^{\text{att}}$ of some auxiliary features is 0. If we concat channels directly, there will be some invalid channels which may increase the redundancy of the network. We can also reduce parameters by additive operation sin it does not expand channels.
4 Experiments

In this section, we first introduce some common datasets and metrics for evaluation. Then, we describe details of our experiment and analyze the effectiveness of our framework. Finally, we compare our model with state-of-the-art methods both in qualitative and quantitative to demonstrate the superiority of \( A^2F \). For more experiments please refer to the supplementary materials.

4.1 Dataset and Evaluation Metric

DIV2K dataset \[39\] with 800 training images is used in previous methods \[28,29\] for model training. When testing the performance of the models, Peak Signal to Noise Ratio (PSNR) and the Structural SIMilarity index (SSIM) \[40\] on the Y channel after converting to YCbCr channels are calculated on five benchmark datasets including Set5 \[41\], Set14 \[42\], B100 \[43\], Urban100 \[44\] and Manga109 \[19\]. We also adopt the LPIPS \[45\] as a perceptual metric to do comparison, which can avoid the situation that over-smoothed images may present a higher PSNR/SSIM when the performances of two methods are similar.

4.2 Implementation Details

Similar to AWSRN \[28\], we design four variants of \( A^2F \), denoted as \( A^2F-S \), \( A^2F-SD \), \( A^2F-M \) and \( A^2F-L \). The channels of \( F^i_{res} \) in the attentive auxiliary feature block of \( A^2F-S \), \( A^2F-M \) and \( A^2F-L \) are set to \{32, 128, 32\} channels, which means the input, internal and output channel number of \( F^i_{res} \) is 32, 128, 32, respectively. The channels of \( F^i_{att} \) in the attentive auxiliary feature block of \( A^2F-SD \) is set to \{16, 128, 16\}. For the \( A^2F-SD \) model, we change all of the channels that are setted as 32 in \( A^2F-S \), \( A^2F-M \), \( A^2F-L \) to 16. The number of the attentive auxiliary feature blocks of \( A^2F-S \), \( A^2F-SD \), \( A^2F-M \) and \( A^2F-L \) is 4, 8, 12, and 16, respectively. During the training process, typical data augmentation including horizontal flip, rotation and random rotations of 90\(^\circ\), 180\(^\circ\), 270\(^\circ\) are used. The model is trained using Adam algorithm \[46\] with L1 loss. The initial value of \( \lambda_{res}^i \), \( \lambda_{att}^i \) and \( \lambda_x^i \) are set to 1. All the code are developed using PyTorch on a machine with an NVIDIA 1080 Ti GPU.

4.3 Ablation Study

In this section, we first demonstrate the effectiveness of the proposed auxiliary features. Then, we conduct an ablation experiments to study the effect of essential components of our model and the selection of the kernel for the head component.

Effect of auxiliary features To show the effect of auxiliary features, we plot the \( \lambda_{res}^i \), \( \lambda_{att}^i \) and \( \lambda_x^{i-1} \) of each layer of each model in Figure 3. As shown in Figure 3, the value of \( \lambda_{att}^i \) are always bigger than 0.2, which reflects that the
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Fig. 3. The weight of \(\lambda_i^{res}\) (res_scale), \(\lambda_i^{att}\) (auxiliary_scale) and \(\lambda_i^{x}\) (x_scale) in different layers. From top to bottom are the results on the \(\times 2, \times 3, \times 4\) tasks. From left to right are the results of models A\(^2\)F-S, A\(^2\)F-SD, A\(^2\)F-M and A\(^2\)F-L.

Table 2. Results of ablation study on the projection unit and the channel attention. PSNR is calculated on the super-resolution task with a scale factor of 2. PU means projection unit and CA means channel attention. “MP” in the model means more parameters.

| Model          | PU | CA | Param | MutiAdds | Set5 | Set14 | B100  | Urban100 | Manga109 |
|----------------|----|----|-------|----------|------|-------|-------|----------|----------|
| BASELINE       |    |    | 1190K | 273.9G   | 38.04 | 33.69 | 32.20 | 32.20    | 38.66    |
| BASELINE-MP    |    |    | 1338K | 308.0G   | 38.09 | 33.70 | 32.21 | 32.25    | 38.69    |
| A\(^2\)F-L-NOCA| √  |    | 1329K | 306.0G   | 38.08 | 33.75 | 32.23 | 32.39    | 38.79    |
| A\(^2\)F-L-NOCA-MP| √  |    | 1368K | 315.1G   | 38.09 | 33.77 | 32.23 | 32.35    | 38.79    |
| A\(^2\)F-L     | √  | √  | 1363K | 306.1G   | 38.09 | 33.78 | 32.23 | 32.46    | 38.95    |

auxiliary features always play a certain role in generating the output features of the auxiliary features block. It can also be observed that in all the models of A\(^2\)F, the weight of \(x_i^{res}\) (i.e. \(\lambda_i^{res}\)) plays the most important role. The weight of \(x_{i-1}\) (i.e. \(\lambda_i^{x}\)) is usually larger than \(\lambda_i^{att}\). However, for the more lightweight SISR models (i.e. A\(^2\)F-S and A\(^2\)F-SD), \(x_i^{att}\) becomes more and more important than \(x_{i-1}\) (i.e. \(\lambda_i^{x}\) becomes more and more larger than \(\lambda_{i-1}^{x}\)) as the number of layers increases. This reflects that auxiliary features may have great effects on the lightweight SISR models.

**Effect of projection unit and channel attention** To evaluate the performance of the projection unit and channel attention in the attentive auxiliary feature block, WDSR-A [5] with 16 layers is used as the BASELINE model.
Table 3. Results of ablation study on different kernel size which is only used for head component. Note that other convolutional kernels are same.

| Kernel | Parameters | Set5 | Set14 | B100 | Urban100 | Manga109 |
|--------|------------|------|-------|------|----------|----------|
| $1 \times 1$ | 319.2K | 32.00 | 28.46 | 27.46 | 25.78 | 30.13 |
| $3 \times 3$ | **319.6K** | **32.06** | **28.47** | **27.48** | **25.80** | **30.16** |
| $5 \times 5$ | 320.4K | 32.00 | 28.45 | 27.48 | 25.80 | 38.13 |
| $7 \times 7$ | 321.6K | 31.99 | 28.44 | 27.48 | 25.78 | 30.10 |

Then we drop the channel attention in the attentive auxiliary feature block and such model is denoted as $A^2F$-L-NOCA. To further prove the performance gain comes from the proposed attention module, we perform an experiment as follows: we increase the number of parameters of BASELINE and $A^2F$-L-NOCA, and we denote these models as BASELINE-MP and $A^2F$-L-NOCA-MP, where MP means more parameters. Table 2 shows that comparing the results of BASELINE, BASELINE-MP and $A^2F$-L-NOCA, we can find that projection unit with auxiliary features can boost the performance on all the datasets. Comparing the results of $A^2F$-L-NOCA, $A^2F$-L-NOCA-MP, $A^2F$-L, it can be found that channel attention in the attentive auxiliary feature block further improves the performance. Thus, we draw the conclusion that the projection unit and channel attention in the auxiliary can both better explore the auxiliary features. In our supplementary materials, we also do this ablation study on a challengeable case (i.e. $A^2F$-S for x4) to show that the good using of auxiliary features is especially important for shallow networks.

**Kernel selection for $F_{head}$** We select different size of kernels in $F_{head}$ to verify that $1 \times 1$ conv and large receptive field are not suitable for the head component. From Table 3 we can observe both of them have whittled the performance of the network. This result verifies the reasonability of our head component which has been introduced in section 3.2.

### 4.4 Comparison with State-of-the-art Methods

We report an exhaustive comparative evaluation, comparing with several high performance but low parameters and multi-adds operations methods on five datasets, including FSRCNN [22], DRRN [25], FALSR [26], CARN [32], VDSR [2], MemNet [35], LapSRN [47], AWSRN [28], DRCN [23], MSRN [20], SRMDNF [48], SelNet [49], IDN [50], SRFBN-S [31] and so on. Note that we do not consider methods that have significant performance such as RDN [36], RCAN [7], EDSR [3] for they have nearly even more than 10M parameters. It is unrealistic to apply the method in real-world application though they have higher PSNR. But we provide a supplementary material to compare with these non-lightweight SOTAs. To ensure that parameters of different methods are at the same magnitude, we divide the comparison experiment on a single scale into multi-group...
Fig. 4. Qualitative comparison over datasets for scale ×4. The red rectangle indicates the area of interest for zooming. Comparison for other two datasets can be seen supplementary material.

according to different parameters. All methods including ours have been evaluated on ×2, ×3, ×4.

**Qualitative comparison** Qualitative comparison is shown in Figure 4. We choose methods whose parameters are less than 1000k since we think high efficiency (low parameters) is essential. We can see that our method A²F-SD achieves better performance than others, which is represented through recovering more high-frequency information for the entire image. For the image barbara in Set14 (row 1 in Figure 4), our method performs a clear difference between the blue area and the apricot area on the right top corner of the image. Compared with AWSRN-SD which is the second method in our table, our model removes more blur and constructs more regular texture on the right top corner of the image img096 of Urban100. We own this advantage to the sufficient using of auxiliary features of previous layers which incorporate multi-scale features in different convolution progress that might contain abundant multi-frequency information. While the attention mechanism conduces to the adaptive selection of different frequency among various layers.

**Quantitative comparison** Table 6 shows the detailed comparison results. Our models obtain a great trade-off between performance and parameters. In particular, when the number of parameters is less than 1000K, our model achieves
Table 4. Running time comparison with ×4 scale on Urban100 dataset. All of them are evaluated on the same machine.

| Model       | Params | Multi-Adds | Running time(s) | PSNR |
|-------------|--------|------------|----------------|------|
| RCAN [7]    | 15590K | 919.9G     | 0.8746         | 26.82|
| EDSR [3]    | 43900K | 2896.3G    | 0.3564         | 26.64|
| D-DBPN [21] | 10430K | 685.7G     | 0.4174         | 26.38|
| SRFBN [31]  | 3631K  | 1128.7G    | 0.4291         | 26.60|
| SRFBN-S [31]| 483K   | 132.5G     | 0.0956         | 25.71|
| VDSR [2]    | 665K   | 612.6G     | 0.1165         | 25.18|
| CARN-M [32] | 412K   | 32.5G      | 0.0326         | 26.62|
| A\textsuperscript{2}F-SD | 320K   | 18.2G      | 0.0145         | 25.80|
| A\textsuperscript{2}F-L  | 1374K  | 77.2G      | 0.0324         | 26.32|

the best result for arbitrary scales on each dataset among all of the algorithms. A\textsuperscript{2}F-SD, which only has about 300K parameters, even shows better performance on a variety of datasets compared to DRCN that has nearly 1800K parameters. This proves the tremendous potential of A\textsuperscript{2}F for real-world application. The high efficiency of A\textsuperscript{2}F comes from the mechanism of sufficient fusion of former layers feature via the proposed attention scheme. Because we adopt 1×1 Conv and channel attention to select the appropriate features of former layers for fusing, which can help to reduce the number of layers in the network without sacrificing good performance. When the number of parameters is more than 1000K, A\textsuperscript{2}F-L model also performs a SOTA result on the whole, although worse in some cases slightly. It is due to that they combine all features of former layers without considering whether they are useful, which cause a reduction to performance. While compared to AWSRN-M and AWSRN, A\textsuperscript{2}F-M model has more advantage in trade-off since it has comparable PSNR and SSIM but only 1010K parameters that account for 63%, 80% of AWSRN and AWSRN-M, respectively.

4.5 Running Time and GFLOPS

We compare our model A\textsuperscript{2}F-SD and A\textsuperscript{2}F-L with other methods (both lightweight [2,31,32] and non-lightweight [7,3,21]) in running time to verify the high efficiency of our work in Table 4. Like [31], we evaluate our method on a same machine with four NVIDIA 1080Ti GPUs and 3.6GHz Intel i7 CPU. All of the codes are official implementation. To be fair, we only use a single NVIDIA 1080Ti GPU for evaluation, and only contain codes that are necessary for testing an image, which means operations of saving images, saving models, opening log files, appending extra datas and so on are removed from the timing program.

To reduce the accidental error, we evaluate each method for four times on each GPU and calculate the average time as the final running time for a method. Table 4 shows that our models represent a significant surpass on running time for an image compared with other methods, even our A\textsuperscript{2}F-L model is three times faster than SRFBN-S [31] which has only 483K parameters with 25.71 PSNR. All of our models are highly efficient and keep being less comparable
Table 5. The perceptual metric LPIPS on five datasets for scale x4. The lower is better. We only choose methods that can be comparable with A\textsuperscript{2}F. All of the output SR images are provided officially.

| Methods        | Params | GFLOPs | Set5     | Set14     | B100     | Urban100  | Manga109 |
|----------------|--------|--------|----------|-----------|----------|-----------|----------|
| AWSRN\cite{28} | 1587K  | 1.620G | 0.1747   | 0.2852    | 0.3852   | 0.2198    | 0.1058   |
| AWSRN-SD\cite{28} | 444K   | -      | 0.1779   | 0.2917    | 0.3838   | 0.2468    | 0.1168   |
| CARN\cite{32}  | 1592K  | 1.620G | 0.1761   | 0.2893    | 0.3799   | 0.2363    | -        |
| CARN-M\cite{32} | 412K   | 0.445G | 0.1777   | 0.2938    | 0.3850   | 0.2524    | -        |
| SRFBN-S\cite{31} | 483K   | 0.323G | 0.1776   | 0.2938    | 0.3861   | 0.2554    | 0.1396   |
| IMDN\cite{51}  | 715K   | 0.729G | 0.1743   | 0.2901    | 0.3740   | 0.2350    | 0.1330   |
| A\textsuperscript{2}F-SD | 320K   | 0.321G | 0.1731   | 0.2870    | 0.3761   | 0.2375    | 0.1112   |
| A\textsuperscript{2}F-L | 1374K  | 1.370G | 0.1733   | 0.2840    | 0.3698   | 0.2194    | 0.1056   |

with RCAN\cite{7} which are 60 and 27 times slower than our A\textsuperscript{2}F-SD, and A\textsuperscript{2}F-L model, respectively. This comparison result reflects that our method gets the tremendous trade-off between performance and running time and is the best choice for realistic applications.

We also calculate the GFLOPs based on the input size of 32 × 32 for several methods that can be comparable with A\textsuperscript{2}F in Table 5. We actually get high performance with lower GFLOPs both for our large and small models.

4.6 Perceptual Metric

Perceptual metric can better reflect the judgment of image quality. In this paper, LPIPS\cite{45} is chosen as the perceptual metric. From Table 5, our proposed model obtains superior results with high efficiency in most cases, which shows their ability of generating more realistic images.

5 Conclusion

In this paper, we propose a lightweight single-image super-resolution network called A\textsuperscript{2}F which adopts attentive auxiliary feature blocks to efficiently and sufficiently utilize auxiliary features. Quantitative experiment results demonstrate that auxiliary features with projection unit and channel attention can achieve higher PSNR and SSIM as well as perceptual metric LPIPS with less running time on various datasets. Qualitative experiment results reflect that auxiliary features can give the predicted image more high-frequency information, thus making the models achieve better performance. The A\textsuperscript{2}F model with attentive auxiliary feature block is easy to implement and achieves great performance when the number of parameters is less than 320K and the multi-adds are less than 75G, which shows that it has great potential to be deployed in practical applications with limited computation resources. In the future, we will investigate more measures to better fuse auxiliary features.
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Table 6. Evaluation on five datasets by scale ×2, ×3, ×4. Red and blue imply the best and second best result in a group, respectively.

| Model                  | Param   | Scale | Model                  | Param   | Scale | Model                  | Param   | Scale | Model                  | Param   | Scale |
|------------------------|---------|-------|------------------------|---------|-------|------------------------|---------|-------|------------------------|---------|-------|
| FSICNN                 | 12K     | 6G    | FsICNN                 | 12K     | 6G    | FsICNN                 | 12K     | 6G    | FsICNN                 | 12K     | 6G    |
| 31.63/0.9088           | 32.63/0.9088 |      | 31.63/0.9088           | 32.63/0.9088 |      | 31.63/0.9088           | 32.63/0.9088 |      | 31.63/0.9088           | 32.63/0.9088 |      |
| v2+                    |         |       | v2+                    |         |       | v2+                    |         |       | v2+                    |         |       |
| 33.30/0.9217           | 34.30/0.9118 |      | 33.30/0.9217           | 34.30/0.9118 |      | 33.30/0.9217           | 34.30/0.9118 |      | 33.30/0.9217           | 34.30/0.9118 |      |
| v3                    |         |       | v3                    |         |       | v3                    |         |       | v3                    |         |       |
| 35.02/0.9274           | 36.02/0.9274 |      | 35.02/0.9274           | 36.02/0.9274 |      | 35.02/0.9274           | 36.02/0.9274 |      | 35.02/0.9274           | 36.02/0.9274 |      |
| v4                    |         |       | v4                    |         |       | v4                    |         |       | v4                    |         |       |
| 36.74/0.9333           | 37.74/0.9333 |      | 36.74/0.9333           | 37.74/0.9333 |      | 36.74/0.9333           | 37.74/0.9333 |      | 36.74/0.9333           | 37.74/0.9333 |      |
| v5                    |         |       | v5                    |         |       | v5                    |         |       | v5                    |         |       |
| 38.46/0.9391           | 39.46/0.9391 |      | 38.46/0.9391           | 39.46/0.9391 |      | 38.46/0.9391           | 39.46/0.9391 |      | 38.46/0.9391           | 39.46/0.9391 |      |
| v6                    |         |       | v6                    |         |       | v6                    |         |       | v6                    |         |       |
| 40.18/0.9446           | 41.18/0.9446 |      | 40.18/0.9446           | 41.18/0.9446 |      | 40.18/0.9446           | 41.18/0.9446 |      | 40.18/0.9446           | 41.18/0.9446 |      |
| v7                    |         |       | v7                    |         |       | v7                    |         |       | v7                    |         |       |
| 41.91/0.9503           | 42.91/0.9503 |      | 41.91/0.9503           | 42.91/0.9503 |      | 41.91/0.9503           | 42.91/0.9503 |      | 41.91/0.9503           | 42.91/0.9503 |      |
| v8                    |         |       | v8                    |         |       | v8                    |         |       | v8                    |         |       |
| 43.64/0.9559           | 44.64/0.9559 |      | 43.64/0.9559           | 44.64/0.9559 |      | 43.64/0.9559           | 44.64/0.9559 |      | 43.64/0.9559           | 44.64/0.9559 |      |
| v9                    |         |       | v9                    |         |       | v9                    |         |       | v9                    |         |       |
| 45.37/0.9614           | 46.37/0.9614 |      | 45.37/0.9614           | 46.37/0.9614 |      | 45.37/0.9614           | 46.37/0.9614 |      | 45.37/0.9614           | 46.37/0.9614 |      |
| v10                   |         |       | v10                   |         |       | v10                   |         |       | v10                   |         |       |
| 47.09/0.9668           | 48.09/0.9668 |      | 47.09/0.9668           | 48.09/0.9668 |      | 47.09/0.9668           | 48.09/0.9668 |      | 47.09/0.9668           | 48.09/0.9668 |      |
| v11                   |         |       | v11                   |         |       | v11                   |         |       | v11                   |         |       |
| 48.82/0.9722           | 49.82/0.9722 |      | 48.82/0.9722           | 49.82/0.9722 |      | 48.82/0.9722           | 49.82/0.9722 |      | 48.82/0.9722           | 49.82/0.9722 |      |
| v12                   |         |       | v12                   |         |       | v12                   |         |       | v12                   |         |       |
| 50.55/0.9776           | 51.55/0.9776 |      | 50.55/0.9776           | 51.55/0.9776 |      | 50.55/0.9776           | 51.55/0.9776 |      | 50.55/0.9776           | 51.55/0.9776 |      |
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