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Abstract—A method to bound the maximum energy perturbation for which regional stability of transitional fluid flow models can be guaranteed is introduced. The proposed method exploits the fact that the fluid model’s nonlinearities are both lossless and locally bounded and uses the axes lengths of the ellipsoids for the trajectory set containment as variables in the stability conditions. Compared to existing approaches, the proposed method leads to an average increase in the maximum allowable energy perturbation of \( \approx 29\% \) for the Waleffe-Kim-Hamilton (WKH) shear flow model and of \( \approx 38\% \) for the 9-state reduced model of Couette flow.

Index Terms—Fluid flows, regional stability analysis, semidefinite programming.

I. INTRODUCTION

Determining the stability properties of fluid flows remains a longstanding open problem tracing its roots back to Osborne Reynolds’ 1883 experiments on the transition to turbulence in pipe flow [1]. The issues faced in predicting fluid stability are widely believed to be a result of the complex nature of the Navier-Stokes equations, which has forced practitioners to either solve these equations numerically using computational fluid dynamics (CFD) or adapt experimental results to predict a fluid’s response. Both of these methods have their limitations; CFD simulations are computationally demanding and require expertise to run, while experimental results can be expensive and are also typically designed for demonstrative situations that may not generalise well to the flows found in practice. As a result, the design of many fluid-based technologies remain based upon significant experimental know-how and large computation power, an expensive and non-scalable situation.

The limitations of CFD simulations and experimental characterisations have led to the development of several reduced-order fluid models for particular flows, which been shown to, at least qualitatively, give an indication of flow stability, while being significantly simpler to resolve than the general Navier-Stokes equations. Examples include the 4-state Waleffe-Kim-Hamilton (WKH) model [2], [3] for shear flow and the 9-state reduced-order model [4] for Couette flow bounded by two plates. The apparent success of these reduced-order fluid models in capturing the main features of the flow, has prompted research into their stability analysis, with the long term goal of this line of research being to generalise of the lessons learned from these simpler systems to develop scalable and non-conservative techniques for the analysis of more complex fluid models.

However, the stability analysis of even these reduced order models can still be challenging, owing to their nonlinear dynamics and non-normal state-transition matrices [5], [6]. Progress has been made, notably in [7]–[9], where it was observed that the nonlinear model dynamics exhibit some structure that can be exploited. In particular, these results observed that the model dynamics could be understood in terms of the feedback interconnection of a linear system with an energy persevering or lossless nonlinear gain, as shown in Figure 1 allowing the powerful and scalable techniques of passive systems theory ([10, Chapter VI]) to be applied. However, stability certificates based upon passive systems theory have been found to be conservative and the maximum energy flow perturbation for which stability can be certified is significantly lower than that predicted by simulation (see Section VII). Reducing this conservatism will be necessary if these methods are to be deployed in practical applications involving more complex fluid flows.

Contribution: Motivated by the passive systems theory results [7]–[9], this paper extends the approach by introducing an algorithm that allows the axes lengths of the ellipsoids bounding the state trajectories to be defined as matrix variables to be optimised over. To evaluate the performance of the method, the obtained stability conditions were applied to both the 4-state WKH model for shear flow and the 9-state model of Couette flow and demonstrated a reduction in conservatism compared to [7]–[9] (see Section VII). These results indicate the potential of the proposed approach for analysing the stability of more complex flows where the increase in system dimension and/or complexity would makes it computationally impracticable to apply existing non-conservative methods, such as nonlinear direct-adjoint looping (DAL) [11] or sum-of-squares programming [12], [13].

Paper structure: The paper is structured as follows. Section II introduces the two transitional fluid flow models and Section III considers these models as the feedback interconnection of a linear system with a lossless nonlinearity, which allows passive systems theory to be applied to their analysis. Sections IV and V formulate bounds for the nonlinear flow interactions by exploiting the fact that the system’s state trajectories can be bounded within a ellipsoidal region. By exploiting these local quadratic bounds, a method to certify the regional stability of these fluid models is developed in Section VI with the main result presented in Theorem 1. Numerical results estimating the region of attraction of the Waleffe-Kim-Hamilton (WKH) model and the 9-state reduced-order model of Couette flow are described in Section VII to illustrate the potential of the approach.
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Notation: The identity matrix of dimension \( n \) is \( I_n \) and the matrix of zeros of dimension \( n \times m \) is \( 0_{n \times m} \). If a matrix \( A \) is positive definite then \( A \in S^+_{n \times n} \) and if it is a diagonal matrix with positive diagonal elements then \( A \in \mathbb{D}^+_{n \times n} \). The \( \rho \)-level sets of a function \( V(x) \) are defined as \( \mathcal{E}(V, \rho) := \{ x : V(x) = \rho \} \).

II. TRANSITIONAL FLUID FLOW MODELS

The transitional fluid flow models considered in this paper are derived from direct numerical simulations (DNS) of plane Couette flow [3]. Both the 4-state and 9-state reduced-order models are described by ordinary differential equations (ODEs) and are derived from simplifications of the Navier-Stokes equations.

A. General form

Both of the considered transitional fluid flows models can be expressed in the general form

\[
\dot{x}(t) = Ax(t) + \phi(x)
\]

where \( x \in \mathbb{R}^n \) is the system’s state, \( A \in \mathbb{R}^{n \times n} \) is the Hurwitz state transition matrix depending on the Reynolds number \( (Re) \), and \( \phi(x) = Fx \in \mathbb{R}^n \to \mathbb{R}^n \) describes the nonlinear interactions of the fluid flow. The nonlinearity \( \phi(\cdot) \) can be expressed in terms of a quadratic form

\[
\phi(x) = \begin{bmatrix} x^\top S_1 x \\ \vdots \\ x^\top S_n x \end{bmatrix}
\]

with \( S_1, \ldots, S_n \) being symmetric matrices.

B. Waleffe-Kim-Hamilton (WKH) shear flow model

With the WKH model, the behaviour of a shear flow bounded by two plates, one moving and the other stationary, is described by

\[
\begin{bmatrix} x_1 \\ x_2 \\ x_3 \\ x_4 \end{bmatrix} = \frac{1}{Re} \begin{bmatrix} -\lambda & 1 & 0 & 0 \\ 0 & -\mu & 0 & 0 \\ 0 & 0 & -\nu & 0 \\ 0 & 0 & 0 & -\sigma \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \\ x_3 \\ x_4 \end{bmatrix} + \begin{bmatrix} x_2x_4 - \gamma x_3^2 \\ \delta x_3^4 \\ \gamma x_3x_1 - \delta x_3x_2 \\ -\delta x_2x_1 \end{bmatrix}
\]

where \( x_1, x_2, x_3 \) and \( x_4 \) represent the amplitude of the stream-wise velocity, rolls (that consists mostly of vertical velocity), inflectional streak instability and mean shear, respectively. The positive constants \( \lambda, \mu, \sigma \) and \( \nu \) concern the viscous decay rates, whereas \( \gamma \) and \( \delta \) are positive nonlinear interaction coefficients.

C. 9-state reduced model of Couette flow

The 9-state reduced-order model of Couette flow is a low-dimensional model for turbulent shear flows generalising the eight-mode model of [14] to capture variations in the main fluid velocity profile during the transition from laminar to turbulent states. The nine ordinary differential equations of the model are detailed in Appendix A and are obtained by applying a Galerkin projection [15] on the mode profiles over the spatial domain \( 0 \leq b \leq L_b, -1 \leq c \leq 1 \) and \( 0 \leq d \leq L_d \), where \( a, b \) and \( c \) relate to the downstream, shear and spanwise spatial directions, respectively.

III. FEEDBACK INTERCONNECTION OF THE MODELS

Accounting for the nonlinear terms \( \phi(\cdot) \) in (1) is the main source of difficulty in the stability analysis of these models. However, for the transitional flow models considered here, these nonlinear terms exhibit properties that can be exploited. Specifically, well-established theory on the incompressible Navier-Stokes equations [16] (highlighted through the Leray formulation [17]) means that for many wall-bounded transitional fluid flow models, including [2] and [4], the nonlinearity \( \phi(x) \) is memoryless, meaning that the mapping \( F : \mathbb{R}^n \to \mathbb{R}^n \) does not vary with time, satisfies \( \phi(0) = 0 \), and is lossless.

Definition 1: (Losslessness [10]) A nonlinear real function \( \phi(x) = Fx \), with \( F : \mathbb{R}^n \to \mathbb{R}^n \), is said to be lossless if the following condition is verified:

\[
x^\top \phi(x) = 0, \quad \forall x \in \mathbb{R}^n.
\]

Losslessness of \( \phi \) can also be encoded in a matrix form

\[
\eta^\top \begin{bmatrix} 0 & I_n \\ I_n & 0 \end{bmatrix} \eta = 0, \quad \forall x \in \mathbb{R}^n,
\]

with \( \eta^\top = [x^\top, \phi(x)^\top] \), since \( x^\top \phi(x) = \phi^\top(x)x = 0 \).

By introducing the additional variable \( v \), the model dynamics (1) can be equivalently written as

\[
\dot{x} = Ax + v,
\]

\[
v = \phi(x).
\]

As illustrated in Figure [II] this system can be understood as the feedback interconnection of a linear system with transfer function \((sI - A)^{-1} v \to x\) mapping \( v \to x \) where \( v \) is the output from mapping the state \( x \) through the nonlinear, but lossless, gain \( \phi(\cdot) \). The losslessness property of \( \phi(\cdot) \) means that the system’s stability can be inferred using passive systems theory [10], which directly exploits this feedback based perspective.

Fig. 1. Feedback interpretation of (1) in terms of a linear system with a lossless nonlinearity.

IV. LOCAL QUADRATIC BOUNDS FOR \( \phi \)

Globally, when considering \( x \in \mathbb{R}^n \), losslessness is one of the only properties satisfied by \( \phi(x) \), however, when considering a regional analysis with \( x \in \mathcal{E} \subset \mathbb{R}^n \), the nonlinearity \( \phi(x) \) can be locally bounded. The benefits of introducing local bounds for \( \phi(\cdot) \) was identified in [8], with the
bounds obtained from the Cauchy-Schwartz Lemma allowing the conservatism of their stability certificates to be reduced compared to the earlier results of [7] and [9]. However, in general, bounds produced by the Cauchy-Schwartz Lemma are not tight, which suggests that there may be room to reduce this conservatism still further. Here, it is shown how by inspecting the various terms of the nonlinear term directly and bounding them, additional quadratic bounds for products of the nonlinear terms can be specified.

A. Local quadratic bounds

For the WKH model of (3), assume that the states are bounded by

\[ x_i^2 \leq \gamma_{x_i}, k, \quad x_i^2 \leq \gamma_{x_2}, k, \quad x_3^2 \leq \gamma_{x_3}, k, \quad x_4^2 \leq \gamma_{x_4}, k \]  

(7)

for \( k = 1, 2, \ldots, K \) and define

\[ \gamma_{x_i}, k = \lambda_k \gamma_{x_i}, k, \quad \gamma_{x_2}, k = \lambda_k \gamma_{x_2}, k, \quad \gamma_{x_3}, k = \lambda_k \gamma_{x_3}, k, \quad \gamma_{x_4}, k = \lambda_k \gamma_{x_4}, k \]  

(8)

Following some manipulation, the WKH model’s nonlinear terms can be, for instance, bounded by

\[ \lambda_1 \phi_1(x) \leq \frac{x_3^2 \gamma_{x_3}, 1, k}{x_3}, \]  

(9a)

\[ \lambda_2 \phi_3(x) \leq \frac{\gamma_{x_3}, 2, (x_1 - x_2)^2}{x_1}, \]  

(9b)

\[ \lambda_3 \phi_3(x) \leq \frac{\gamma_{x_3}, 3, x_1^2}{x_3}, \]  

(9c)

\[ \lambda_4 \phi_4(x) \leq \frac{\gamma_{x_3}, 4, x_2^2}{x_2}, \]  

(9d)

\[ \lambda_5 \phi_3(x) \leq \frac{\gamma_{x_3}, 5, (x_1 + x_2)^2 + (\delta t)^2}{x_2}, \]  

(9e)

\[ \lambda_6 \phi_1(x) \phi_4(x) \leq \frac{\gamma_{x_3}, 6, (x_2 + x_1)^2 + \frac{1}{2} \gamma_{x_2}, a(x_4 - x_1)^2}{x_2}, \]  

(9f)

\[ \lambda_7 \phi_2(x) \phi_4(x) \leq \frac{\gamma_{x_3}, 7, (x_2 - x_1)^2}{x_2}, \]  

(9g)

\[ \lambda_8 \phi_2(x) \phi_4(x) \leq \frac{\gamma_{x_3}, 8, (x_3 - x_2)^2 + \frac{1}{2} \gamma_{x_2}, a(x_3 + x_1)^2}{x_2}. \]  

(9h)

Using the same approach, other bounds for \( \phi \) can be generated and the non-linearities of the 9-state Couette flow model can also be similarly bounded.

B. Matrix Inequalities

The local quadratic bounds of each models’ nonlinearities (defined in the previous sub-section with \( K \) being the total number of bounds obtained) can be expressed in a matrix form

\[ \eta^T \begin{bmatrix} \bar{\Gamma}_k(x_{x_i,k}) & 0_{nxn} & 0_{nxn} \\ 0_{nxn} & -\lambda_k M_k \end{bmatrix} \eta \geq 0, \quad \forall x \in E, \]  

(10)

with \( M_k \) being a symmetric matrix corresponding to the \( k \)th bound, with \( k = 1, \ldots, K \). By incorporating these local bounds using the S-procedure [18], local information on \( \phi \) can be included within the stability analysis of Theorem 1 helping to reduce the conservatism.

As described in [7, Lemma 1], the nonlinearity \( \phi(x) \) can also be bounded by

\[ \eta^T \begin{bmatrix} S \lambda K + e_i e_i^T & 0_{nxn} \\ 0_{nxn} & -\lambda_k M_k e_i e_i^T \end{bmatrix} \eta \geq 0, \quad \forall x \in G_\xi, \]  

(11)

for all \( i = 1, \ldots, n \), where \( G_\xi = \{ x \in \mathbb{R}^n : x(t)^T G x(t) \leq \xi^2 \} \) defining an ellipsoid over \( \mathbb{R}^n \) and with \( e_i \in \mathbb{R}^n \) being the \( i \)th standard basis vector. Contrasting with the formulation of [8], in this paper, the matrices \( \Delta_i = \lambda_i e_i e_i^T G^{-1} \) are defined as matrix decision variables in the optimisation problem of the stability conditions, instead of being fixed at each iteration.

V. Ellipsoids for the set containment

For the local quadratic bounds on the nonlinear terms to hold, the state trajectories must be constrained to the local region \( x \in E \) for all initial conditions considered. The following proposition allows the ellipsoidal sets for this set containment to be posed in terms of linear matrix inequalities.

**Proposition 1:** Consider a Lyapunov function \( V(x) : \mathbb{R}^n \to \mathbb{R}^+_k = x(t)^T P x(t) \) with \( P \in \mathbb{S}^n_{>0} \). For \( k = 1, 2, \ldots, K \) with \( K \) being the total number of bounds for \( \phi(x) \) (Section IV). Define ellipses \( E_k(x) = x^T \tilde{\Lambda}_k^{-1} x = \frac{1}{\tilde{\Lambda}_k} \tilde{\gamma}_x k x^2 \) where \( \gamma_{x,k} > 0 \) and the matrix \( \tilde{\Lambda}_k^{-1} = \frac{1}{\tilde{\Lambda}_k} \tilde{\gamma}_x k \).

If

\[ \begin{bmatrix} P & \tilde{\gamma}_x k^{-1/2} I_n \\ \tilde{\gamma}_x k^{-1/2} I_n & \tilde{\Lambda}_k \end{bmatrix} \succeq 0, \]  

(12a)

\[ \tilde{\lambda}_k \geq \lambda_k > 0, \]  

(12b)

then \( E(V, 1) \subseteq E(E_k, 1) \) where \( E(V, 1) := \{ x \in \mathbb{R}^n : V(x) \leq 1 \} \) and \( E(E_k, 1) := \{ x \in \mathbb{R}^n : x^T \lambda_k x \leq 1 \} \).

**Proof:** From the Schur complement, (12a) is equivalent to

\[ P - \frac{1}{\tilde{\Lambda}_k} \tilde{\gamma}_x k^{-1} I_n \tilde{\gamma}_x k^{1/2} = P - \frac{\tilde{\lambda}_k}{\tilde{\Lambda}_k} \Lambda_k^{-1} > 0. \]  

(13)

Since \( \tilde{\lambda}_k > \lambda_k > 0 \), then (13) implies \( P - \Lambda_k^{-1} > 0 \). Multiplying this matrix inequality on the left by \( x^T \) and on the right by \( x \) gives

\[ E_k(x) \leq V(x). \]  

(14)

We then have the set containment \( E(V, 1) \subseteq E(E_k, 1) \).

VI. Regional Stability of Translational Flow Models

Conditions to estimate the regional stability analysis can be formulated using the set containment of Proposition 1. In keeping with recent results, e.g. [8], these conditions are posed by computing inner estimates of the maximum energy perturbation for which asymptotic stability can be guaranteed.

**Theorem 1:** Consider the system (1). For given \( e > 0 \) and \( \bar{\lambda} \in \mathbb{R}^n_{>0} \), if there exists positive-definite matrices \( P \in \mathbb{S}^n_{>0}, \Delta_i \in \mathbb{D}^n_{++}, \bar{\Gamma}_k \in \mathbb{D}^n_{++} \) and Lagrange multipliers \( \gamma_0 \in \mathbb{R}, \gamma_i \in \mathbb{R}^n_{>0} \) such that solves

\[ \beta^* = \frac{1}{(R^*)^2} = \min_{P, \beta, \Delta, \lambda, \gamma_0} \beta = \frac{1}{R^2} \]  

(15a)
subject to

\[
\begin{bmatrix}
A^T P + PA & P \\
P & 0_{n \times n}
\end{bmatrix} + \zeta_0 F_0 + \sum_{k=1}^{K} F_k (\hat{\Gamma}_k, \lambda_k)
\]
\[
+ \sum_{i=1}^{n} M_i (\Delta_i, \lambda_{K+i}) \preceq - \begin{bmatrix}
\varepsilon_{n \times n} & 0_{n \times n} \\
0_{n \times n} & 0_{n \times n}
\end{bmatrix},
\]

(15b)

\[
\begin{bmatrix}
P & \bar{\lambda}_k^{1/2} I_n \\
\bar{\lambda}_k^{1/2} I_n & \bar{\lambda}_k (\hat{\gamma}_{x_k,k})
\end{bmatrix} \succeq 0, \quad \forall k = 1, \ldots, K,
\]

(15c)

\[
\begin{bmatrix}
P & \bar{\lambda}_k^{1/2} I_n \\
\bar{\lambda}_k^{1/2} I_n & \Delta_i
\end{bmatrix} \succeq 0, \quad \forall i = 1, \ldots, n,
\]

(15d)

\[
0 < P \preceq \bar{\lambda} I_n
\]

(15e)

\[
\bar{\lambda}_k \geq \lambda_k > 0, \quad \forall k = 1, \ldots, K + n
\]

(15f)

\[
\bar{\lambda}_k (\hat{\gamma}_{x_k,k}) \succeq 0, \quad \forall k = 1, \ldots, K,
\]

(15g)

\[
\Delta_i \succeq 0, \quad \forall i = 1, \ldots, n,
\]

(15h)

then the system is asymptotically stable for all initial conditions \( x(0) \in \mathcal{R} := \{ x(0) \in \mathbb{R}^n : x(0)^T x(0) \leq (R^2)^2 \} \) with the trajectories satisfying the set containment \( x \in \mathcal{R} \subseteq \mathcal{E}(V, 1) \subseteq \mathcal{E}(\mathcal{E}_k, 1) \).

Proof: With the Lyapunov function \( V(x(t)) = x(t)^T P x(t) \), condition (15b) implies \( \dot{V}(x(t)) < 0 \forall x \in \mathcal{E}(\mathcal{E}_k, 1) \). It is then required to show that the state trajectories remain within \( \mathcal{E}(\mathcal{E}_k, 1) \) at all times. For this, it is noted that (15e) and (15f) imply via Proposition 1 that \( \mathcal{E}(V, 1) \subseteq \mathcal{E}(\mathcal{E}_k, 1) \). From (15e), then \( 0 \leq \dot{V}(x) \leq \beta x(t)^T x(t) \) when \( x(0)^T x(0) \leq R^2 \), then \( V(x(0)) \leq 1 \). Condition (15b) means that the sublevel sets of \( \mathcal{E}(V, 1) \) are positive invariants, giving asymptotic stability.

Remark 1: The formulation of Theorem 1 allows the axes lengths of the ellipsoids for the set containment (incorporated through the matrices \( \hat{\Gamma} \) and \( \Delta \)) to be decision variables in the problem. This formulation contrasts with [8, Algorithm A] where the ellipses are fixed at each iteration. However, in order to convexify the problem, the upper bound \( \lambda \) for the Lagrange multipliers \( \lambda \) have to be fixed when variable axes lengths are used, which motivates the following convexification.

A. Convexification of Theorem 1

To pose Theorem 1 as a convex optimisation, the upper bounds of the Lagrange multipliers \( \lambda \) have to be fixed. This restriction motivates the use of an iterative algorithm to refine the choice of \( \lambda \). In the following, an initialisation and update rule for \( \lambda \) is proposed which is then embedded within Algorithm 1 to iteratively generate new bounds \( R^* \) and help reduce the conservatism of the approach.

Initialisation of \( \lambda \): One way to initialise \( \lambda^{(0)} \) in Algorithm 1 is to first solve Theorem 1 except with (15f) replaced by (16) and help reduce the conservatism of the approach.

**Algorithm 1 Compute maximum energy perturbation \( R^* \)**

1. Set-up: Obtain \( A \) and tolerances \( \epsilon, \epsilon_\beta \). Set \( m = 0 \)
2. Initialisation: \( (P^{(0)}, \lambda^{(0)}, \beta^{(0)}) \leftarrow \text{Solve Theorem 1} \) with (15f) replaced by (16)
3. \( \lambda^{(0)} = \frac{\lambda^{(0)}}{\lambda^{(0)}} \max (\text{eig} (P^{(0)})) \)
4. Define: Directions \( v^{(j)} \in \mathbb{R}^{n+K} \) for \( j = 1, \ldots, n_v \)
5. Set \( \beta^{(0)} = 0 \) and \( \omega^{(0)} = \lambda^{(0)} \)
6. while \( \beta^{*}(m+1) - \beta^*(m) \geq \epsilon_\beta \) do
   7. for \( j = 1, \ldots, n_v \) do
      8. Solve Theorem 1 with \( \lambda = \omega^{(j)} \)
      9. if \( \text{Theorem 1 is feasible then} \)
         10. \( \omega^{(j)} = \lambda^{(m)} + \theta^{(m)} \beta^{*}(m) v^{(j)} \)
         11. else
            12. \( \omega^{(j)} = \lambda^{(m)} + \theta^{(m)} \alpha^{(m)} v^{(j)} \)
      13. end if
   14. end for
   15. Set \( \lambda^{(m+1)} = \omega^{(j)} \) that gives minimum \( \beta^{*}(m) \)
   16. Set \( \beta^{*}(m+1) = \min_{j=1 \ldots, n_v} \beta^{*}(m) \)
   17. \( m \leftarrow m + 1 \)
18. end while
19. \( R^* = 1/\sqrt{\beta^*(m)} \)

The above enforces \( \lambda \geq \lambda > 0 \) instead of the upper bound of (15f). The reason for replacing (15f) with (16) in this modified version of Theorem 1 is because \( \lambda^{1/2} \) can then be defined as a matrix variable to be searched over in Step 10 of the algorithm, giving flexibility. It is stressed though that this formulation of the problem can only be used to initialise \( \lambda^{(0)} \), as it does not generate stability certificates as (15f) would not hold.

**Update of \( \lambda \):** Step 10 in Algorithm 1 updates the upper bounds for the Lagrange multipliers \( \lambda^{(0)} \) to reduce the conservatism. In this step, candidate values for \( \lambda^{(0)} \) are proposed by stepping a distance \( \theta \in \mathbb{R} \) in a direction \( v^{(j)} \), which are both defined before the inner loop on \( j \). In this work, the directions \( v \) were set to be all (normalised) combinations of the basis vectors of dimension \( n + K \) and their opposite directions, for instance

\[
v^{(1)} = [1, 0, \ldots, 0]^T, \quad v^{(2)} = [0, 1, \ldots, 0]^T, \quad v^{(3)} = [1, 1, \ldots, 0]^T / \sqrt{2}, \quad v^{(4)} = [-1, -1, \ldots, 0]^T / \sqrt{2},
\]

and so on for \( j = 1 \ldots, n_v \), with the step lengths \( \theta^{(m)} = 1 \) and \( \alpha^{(m)} = 10^4 \). The algorithm then takes the value of \( \lambda^{(m)} \) which gave the biggest increase in \( \beta^* = 1/R^2 \), and then continues onto the next iterate.
VII. NUMERICAL RESULTS

Numerical examples are now shown to evaluate the performance of the Algorithm 1 in computing inner estimates of the region of attraction for the four and nine state models. For both models, the maximal achievable energy perturbation obtained using Theorem 1 was compared against [9] and [8] as well as an upper limit produced by simulating the system for different initial conditions $x_0$'s within a neighbourhood of its origin. For both examples, the toolbox CVX [19] along with the solver MOSEK were used to generate the results presented below with tolerances $\epsilon = 10^{-6}$. The complete set of numerical results are detailed in Table I.

A. Waleffe-Kim-Hamilton (WKH) shear flow model

Figure 2 shows the comparison for the WKH model described in Section II. For this example, the WKH model’s parameters were set to $\sigma = \lambda = \ldots = \delta = 1$. It is noted that other parameter values have been used for this model, notably in [2], but the choice of unity was selected to enable a direct comparison to the results of [7]. The maximal energy perturbation $R^*$ was found for Reynolds numbers (Re) in the range $[5:25]$. This figure shows the maximal energy perturbations allowed for both Algorithm 1 (green), [7], [9] (black), and the upper limit found through system’s simulations (red). The results presented in Table I highlight how local quadratic bounds and the flexible computation of the ellipsoidal sets in Theorem 1 have significantly reduced the conservatism, meaning that a higher energy perturbation is allowed. Specifically, the average improvement over [7] for the five Reynolds numbers was $\approx 29\%$, while the average improvement over [9] for the five Reynolds numbers was $\approx 482\%$.

Figure 3 compares the convergence rate of Algorithm 1 against [7, Algorithm A] for the WKH model with a Reynolds number of $Re = 10$, showing how Algorithm 1 required solving fewer optimisation problems to converge on its final value of $R^*$.

B. 9-state reduced-order model of Couette flow

A flow domain of $L_b = 1.75\pi$ and $L_d = 1.2\pi$ was defined for the numerical evaluation of the 9-state reduced-order model of Couette flow. Figure 4 compares the maximum achievable energy perturbation $R^*$ for which stability could be verified, comparing Algorithm 1 (green) against [7] and [9] (black). Unlike for the WKH model, no upper limit could be found for this model from numerical simulations. The benefits of Theorem 1 were more striking for this model compared against the WKH model, with the improvement averaged across the Reynolds’ numbers $Re = [100:25:200]$ being $\approx 38\%$ over [7] and $\approx 253\%$ over [9].

VIII. CONCLUSIONS

The regional stability analysis of transitional fluid flow models was considered. By exploiting the fact that the nonlinearities of these models are lossless and can be locally
bounded, a method was proposed to determine the maximum energy perturbation in the flow field for which stability could be guaranteed. To illustrate the potential of the proposed method, numerical examples were demonstrated for both the WKH model and a 9-state model for Couette flow, showing reduced conservatism over the current state-of-the-art without sacrificing on computational efficiency. Future work will explore adapting the method for generic candidate Lyapunov function structures and developing more effective ways to convexify the problem than the proposed method involving $\lambda$.
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APPENDIX-9-STATE REDUCED-ORDER MODEL OF COUETTE FLOW [15]

\[
\begin{align*}
\dot{x}_1 &= \frac{\beta^2}{\text{Re}^2} x_1 - \frac{\beta^2}{\text{Re}} x_2, \\
\dot{x}_2 &= -\frac{4\beta}{3} x_2 + x_2^3 - \frac{\gamma^2}{3 \alpha} x_1 x_3 - \frac{\gamma^2}{2 \alpha} x_2^2 \gamma + \frac{\gamma^2}{6 \alpha} x_2 x_2^2 - \frac{\gamma^2}{6 \alpha} x_2 x_2^2, \\
\dot{x}_3 &= -\frac{\beta^2}{\text{Re}^2} x_3 + \frac{2 \alpha \beta}{\sqrt{6 \alpha \gamma}} x_4 x_7 + x_5 x_6 + \frac{\beta^2}{\sqrt{6 \alpha \gamma}} (x_4 x_7 + x_5 x_6) + \frac{2 \alpha \beta}{\sqrt{6 \alpha \gamma}} x_4 x_7, \\
\dot{x}_4 &= -\frac{3 \alpha^2 + 4 \beta^2}{3 \text{Re}} x_4 - \frac{\alpha}{\sqrt{6 \alpha \gamma}} x_5 x_5 - \frac{\alpha}{\sqrt{6 \alpha \gamma}} x_5 x_5 - \frac{\alpha}{\sqrt{6 \alpha \gamma}} x_5 x_5 - \frac{\alpha}{\sqrt{6 \alpha \gamma}} x_5 x_5, \\
\dot{x}_5 &= -\frac{2 \alpha \beta}{\sqrt{6 \alpha \gamma}} x_5 x_5 - \frac{\alpha}{\sqrt{6 \alpha \gamma}} x_5 x_5 - \frac{\alpha}{\sqrt{6 \alpha \gamma}} x_5 x_5 - \frac{\alpha}{\sqrt{6 \alpha \gamma}} x_5 x_5, \\
\dot{x}_6 &= -\frac{3 \alpha^2 + 4 \beta^2 + 3 \gamma^2}{3 \text{Re}} x_6 + \frac{\alpha}{\sqrt{6 \alpha \gamma}} x_1 x_4 + \frac{\alpha}{\sqrt{6 \alpha \gamma}} x_1 x_4 + \frac{\alpha}{\sqrt{6 \alpha \gamma}} x_1 x_4, \\
\dot{x}_7 &= -\frac{2 \alpha \beta}{\sqrt{6 \alpha \gamma}} x_5 x_5 + \frac{\alpha}{\sqrt{6 \alpha \gamma}} x_5 x_5 + \frac{\alpha}{\sqrt{6 \alpha \gamma}} x_5 x_5 + \frac{\alpha}{\sqrt{6 \alpha \gamma}} x_5 x_5, \\
\dot{x}_8 &= -\frac{2 \alpha \beta}{\sqrt{6 \alpha \gamma}} x_5 x_5 + \frac{\alpha}{\sqrt{6 \alpha \gamma}} x_5 x_5 + \frac{\alpha}{\sqrt{6 \alpha \gamma}} x_5 x_5 + \frac{\alpha}{\sqrt{6 \alpha \gamma}} x_5 x_5, \\
\dot{x}_9 &= -\frac{3 \alpha^2 - 2 \beta^2 + 3 \gamma^2}{3 \text{Re}} x_9 + \frac{\alpha}{\sqrt{6 \alpha \gamma}} x_1 x_4 + \frac{\alpha}{\sqrt{6 \alpha \gamma}} x_1 x_4, \\
\end{align*}
\]