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Abstract

In the recursive lamination of the disk, one tries to add chords one after another at random; a chord is kept and inserted if it does not intersect any of the previously inserted ones. Curien and Le Gall [Ann. Probab., vol. 39, pp. 2224–2270, 2011] have proved that the set of chords converges to a limit triangulation of the disk encoded by a continuous process $M$. Based on a new approach resembling ideas from the so-called contraction method in function spaces, we prove that, when properly rescaled, the planar dual of the discrete lamination converges almost surely in the Gromov–Hausdorff sense to a limit real tree $T$, which is encoded by $M$. This confirms a conjecture of Curien and Le Gall.

1 Introduction and main results

In [18], Curien and Le Gall introduce the model of random recursive triangulations of the disk. The construction goes as follows: At $n = 1$, two points are sampled independently with uniform distribution on the circle. They are connected by a chord (a straight line) which splits the disk into two fragments. Later on, at each step, two independent points are sampled uniformly at random on the circle and are connected by a chord if the latter does not intersect any of the previously inserted chords; in other words the two points are connected by a chord if they both fall in the same fragment. This gives rise to a sequence of laminations of the disk; for us a lamination will be a collection of chords which may only intersect at their end points. At time $n$ the lamination $\mathcal{L}_n$ consists of the union of the chords inserted up to time $n$. As an increasing closed subset of the disk, $\mathcal{L}_n$ converges, and it is proved in [18] that

$$\mathcal{L}_\infty = \bigcup_{n \geq 1} \mathcal{L}_n$$

is a triangulation of the disk in the sense that any face of the complement is an open triangle whose vertices lie on the circumference of the circle (see [6]). Curien and Le Gall [18] then study thoroughly the limit triangulation $\mathcal{L}_\infty$; in particular they compute the Hausdorff dimension of $\mathcal{L}_\infty$ using a representation of the limit based on an encoding by a random function. The main purpose of the present paper is to study the tree that is dual to the lamination (as in planar dual). In particular, we prove that, seen as a metric space equipped with the graph distance suitably rescaled, the planar dual of the lamination $\mathcal{L}_n$ converges almost surely to a non-degenerate random metric space $\mathcal{T}$, hence confirming a conjecture of Curien and Le Gall [18]. Before we go further in our description or our results and approach (Section 1.2), we introduce the relevant notation and terminology.

1.1 Laminations, dual trees, encoding functions and convergence

Setting and Notations. We consider the disk $\mathcal{D} := \{z \in \mathbb{C} : 2\pi|z| \leq 1\}$ and the circle $\mathcal{C} = \{z \in \mathbb{C} : 2\pi|z| = 1\}$ as subsets of the complex plane. For convenience, the circle $\mathcal{C}$ is identified with the unit
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interval where the points 0 and 1 have been glued: we identify \( s \in [0, 1] \) with the point \( \frac{1}{2\pi} \exp(2\pi is) \in \mathcal{C} \). Accordingly, we let \([x, y]\) denote the (closed) straight chord joining the two points of \( \mathcal{C} \) corresponding to \( x, y \in [0, 1], x < y \). At some time \( n \), let \( \Sigma_n \) be the collection of inserted chords. The set \( \mathcal{D} \setminus \Sigma_n \) consists of a number of connected components that we call fragments; the mass of a given fragment is the Lebesgue measure of its intersection with the circle \( \mathcal{C} \).

The Lamination Encoded by a Function. The key to studying the lamination \( \Sigma_n \) and its dual tree is an encoding by a function, as in the pioneering work by Aldous [5, 6]. Let \( C_n(s) \) denote the number of chords in \( \Sigma_n \) which intersect the straight line going through the points 0 and \( s \) of the circle. A priori, for any \( n \geq 1 \), \( C_n(s) \) is not properly defined at endpoints of chords, and we fix this issue by considering it as a right-continuous step function. This convention enables us to regard every relevant process on the unit interval throughout the paper as càdlàg (right-continuous with left-limits) and continuous at 1, and we will do so. The function \( C_n \) encodes the lamination \( \Sigma_n \) in the following sense.

For a function \( f : [0, 1] \to [0, \infty) \) with \( f(0) = f(1) = 0 \) having càdlàg paths, one defines a lamination \( \Sigma_f \) as follows. Given \( x, y \in (0, 1) \), with \( x < y \), the chord \([x, y]\) is said to be compatible with \( f \), or \( f \)-compatible, if there exists \( w \) such that

\[
\forall s \in (x, y) \text{ one has } f(s) > w \quad \text{and} \quad \max\{f(x), f(y)\} \leq w.
\]

Then, we define the lamination \( \Sigma_f \) as the smallest compact subset of the disk which contains all the chords which are compatible with \( f \). (\( \Sigma_f \) is the set of chords which are either compatible with \( f \), or the limit of compatible chords for the Hausdorff metric.) This definition is consistent with the ones in [18, 34, 37] for the case of continuous excursions. Then, the height processes \( (C_n)_{n \geq 1} \) encodes the laminations \( (\Sigma_n)_{n \geq 1} \) in the sense that \( \Sigma_n = \Sigma_{C_n} \) for every \( n \geq 1 \). Laminations are seen as compact subsets of the disk \( \mathcal{D} \), and we use the Hausdorff distance \( d_H \) to compare them. To fix the notation, recall that for two compact subsets \( A \) and \( B \) of \( \mathcal{D} \), we have

\[
d_H(A, B) = \inf\{\epsilon > 0 : A' \subseteq B, B' \subseteq A\},
\]

where \( A' = \{x \in \mathcal{D} : |x - a| < \epsilon \text{ for some } a \in A\} \).

Trees Encoded by Functions. Our main concern is the tree \( T_n \), that is dual to the lamination \( \Sigma_n \), and its scaling limit as \( n \to \infty \). Each fragment in \( \Sigma_n \) is associated with a node and two nodes \( u \) and \( v \) are connected in \( T_n \) in the tree if and only if the corresponding fragments \( S_n(u) \) and \( S_n(v) \) share a chord \( \ell \) of \( \Sigma_n \) (more precisely \( S_n(u) \cup S_n(v) \cup \ell \) is a connected component of \( \mathcal{D} \)). Let \( d_{\Sigma_n} \) be the graph distance in \( T_n \), which comes with a natural distinguished point – the root –, the fragment whose intersection with the circle \( \mathcal{C} \) contains the point 0. The encoding of laminations by functions turns out to also encode the dual tree. The value of the encoding function \( C_n(s) \) at a given point \( s \in [0, 1] \) is precisely the height in \( T_n \) (distance to the root) of the node corresponding to the face whose intersection with the circle contains the point \( s \), see Figure 1. More precisely, the function \( C_n \) actually encodes the metric structure of the dual tree \( T_n \) in the following sense [4, 22, 23, 35]. Consider a càdlàg function \( f : [0, 1] \to [0, \infty) \) such that \( f(0) = f(1) = 0 \) and \( f(s) > 0 \) for all \( s \in (0, 1) \). Define \( d_f := [0, 1]^2 \to [0, \infty) \) by

\[
d_f(x, y) = f(x) + f(y) - 2\sup\{f(s) : x \land y \leq s \leq x \lor y\}.
\]

One easily verifies that \( d_f \) is a pseudo-metric on \([0, 1]\). Let \( x \sim y \) if \( d_f(x, y) = 0 \). Write \( T_f \) for the quotient \([0, 1]/\sim\) and consider the metric space \((T_f, d_f)\). Then \((T_{C_n}, d_{\Sigma_n})\) is isometric to the dual tree \((T_n, d_{\Sigma_n})\).

Real Trees and Gromov–Hausdorff Convergence. The natural scaling limits for large trees are real trees, which are encoded by continuous functions. A compact metric space \((X, d)\) is called a real tree if it is geodesic and acyclic:

- for every \( x, y \in X \) there exists a unique isometry \( \phi_{x,y} : [0, d(x, y)] \to X \) such that \( \phi_{x,y}(0) = x \) and \( \phi_{x,y}(d(x, y)) = y \), and
- if \( q \) is a continuous injective map from \([0, 1]\) to \( X \) such that \( q(0) = x \) and \( q(1) = y \) then \( q([0, 1]) = \phi_{x,y}([0, d(x, y)]) \).
Figure 1: A lamination, its right-continuous height process and the corresponding rooted dual tree. Distances in the tree correspond to the number of chords separating fragments in the lamination.

For a càdlàg function $f$ with the properties above, the metric space $(\mathcal{T}_f, d_f)$ is a real tree.

Given two compact metric spaces $(X, d)$ and $(X', d')$, one defines the Gromov–Hausdorff distance $d_{\text{GH}}(X, X')$ between $X$ and $X'$ to be the infimum of all quantities $\delta_H(\phi(X), \phi'(X'))$ ranging over the choice of compact metric spaces $(Z, \delta)$, and isometries $\phi : X \to Z$ and $\phi' : X' \to Z$, where $\delta_H$ denotes the Hausdorff distance in $Z$. The distance $d_{\text{GH}}$ is a pseudo-metric between compact metric spaces, and induces a metric on the quotient space which identifies two metric spaces if they are isometric [see, e.g., 23, 30, 35].

Comparing Hausdorff convergence of laminations and Gromov–Hausdorff convergence of their dual trees, the trees (or the height processes) are arguably the important objects: convergence of a sequence of increasing laminations as a subset of the complex plane only concerns the set of inserted chords, the time-scale and order in which they are inserted is completely irrelevant. Conversely, convergence of the (rescaled) height function implies convergence of the lamination under suitable mild additional assumptions, see Section 3.4.

1.2 Main results and general approach

Using the theory of fragmentation processes [9], Curien and Le Gall [18] prove that there exists a random continuous process $\mathcal{M}$ which encodes the limiting triangulation in the sense that $\mathcal{L}_\infty$ is distributed like $\mathcal{M}$. For this, they prove pointwise convergence of the encoding functions: for every $s \in [0, 1]$ we have $n^{-\beta/2} C_n(s) \to \mathcal{M}(s)$ in probability, as $n \to \infty$, where the constant $\beta$ is given by

$$\beta = \frac{\sqrt{17} - 3}{2} = 0.561552\ldots$$

They also show that for any $\epsilon > 0$, almost surely, the process $\mathcal{M}$ is $(\beta - \epsilon)$-Hölder continuous and for any $s \in [0, 1]$ we have

$$\mathbb{E}[\mathcal{M}(s)] = \kappa (s(1-s))^{\beta}$$

for some constant $\kappa > 0$ which was not identified in [18]. Finally, the random function $\mathcal{M}$ inherits the recursive structure of the lamination process and satisfies the following distributional fixed-point equation: let $\mathcal{M}^{(0)}, \mathcal{M}^{(1)}$ denote independent copies of $\mathcal{M}$, let also $(U, V)$ be independent of $(\mathcal{M}^{(0)}, \mathcal{M}^{(1)})$ with density $21_{0 \leq u \leq v \leq 1}$ on $[0, 1]^2$. Then the process defined by

$$\begin{cases}
(1 - (V - U))^\beta \mathcal{M}^{(0)} \left( \frac{s}{1 - (V - U)} \right) & \text{if } s < U \\
(1 - (V - U))^\beta \mathcal{M}^{(0)} \left( \frac{U}{1 - (V - U)} \right) + (V - U)^\beta \mathcal{M}^{(1)} \left( \frac{s - U}{V - U} \right) & \text{if } U \leq s < V \\
(1 - (V - U))^\beta \mathcal{M}^{(0)} \left( \frac{s - (V - U)}{1 - (V - U)} \right) & \text{if } s \geq V,
\end{cases}$$

is distributed like the initial process $\mathcal{M}$. 
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Remark. Note in passing that the constant $\beta$ defined in (1) appears in several contexts, such as the Hausdorff dimension of the standard random Cantor set, in the problem of parking arcs on the circle [8, 15], in the analysis of the complexity of partial match retrieval algorithms in search trees [13, 16, 26, 29] or in models from biological physics [20].

We prove that the convergence of $n^{-\beta/2}C_n$ to $\mathcal{M}$ is actually uniform with probability one. For any càdlàg or continuous function $f$, we denote its supremum by $\|f\|$.

**Theorem 1.** As $n \to \infty$, for the topology of uniform convergence on $[0, 1]$, $n^{-\beta/2}C_n \to \mathcal{M}$ almost surely and in $L^m$, for all $m \in \mathbb{N}$. \hfill (4)

Up to a multiplicative constant, the process $\mathcal{M}$ is the unique solution of (3) (in distribution) with càdlàg paths subject to $\mathbb{E}[\|\mathcal{M}\|^2] < \infty$.

**Remark.** The theorem states that $\mathcal{M}$ is endowed with the Skorokhod topology. We refer to the standard textbook by Billingsley [11] for refined information on this matter.

**Theorem 2.** Almost surely as $n \to \infty$, we have $((T_n, n^{-\beta/2}d_n), \Sigma_n) \to (((\mathcal{T}, d_{\mathcal{M}}), \Sigma_{\mathcal{M}})$.

Here the convergence of the components is with respect to the Gromov–Hausdorff distance between compact metric spaces and the Hausdorff metric on compact subsets of the disk $D$.

The assertion about the convergence of the lamination is the main result in [18] and we partially rely on their results to give a simplified proof using our approach. The convergence of the tree does not use any statement in [18], and proves the conjecture in Section 4.4 of [18]. Note that the number of chords $N_n$ inserted by time $n$ is of order $\sqrt{n}$. More precisely, Curien and Le Gall [18] show that $N_n/\sqrt{n} \to \sqrt{\pi}$ almost surely. So the volume of the tree $T_n$ is $N_n \sim (\pi n)^{1/2}$ and the order of magnitude of distances with respect to its volume is $N_n^\beta$.

**Remark.** In fact, it is not hard to see that $N_n$ is distributed like the number of maxima in a triangle when $n$ points are inserted uniformly at random and independent of each other. This quantity has been studied in detail by Bai, Hwang, Liang, and Tsai [7], who give exact formulas for the mean and the second moment together with first order expansions of all higher moments which imply asymptotic normality of $N_n$ after proper rescaling. We refer to Theorem 3 in [7] for details.

The limit metric space $\mathcal{T}_{\mathcal{M}}$ is yet another natural random fractal real tree which does not come from a Brownian excursion [2–4] or another more general Lévy process [21, 36]. Other examples include the fragmentation trees of Haas and Miermont [31], see also [32], and the minimum spanning tree of a complete graph whose scaling limit has been constructed by Addario-Berry et al. [1].

A priori, the process $\mathcal{M}$ is not fully identified by the fixed point equation (3) because of the free multiplicative constant. (Curien and Le Gall [18] proved that the scaling constant $\kappa$ in (2) exists. They did not need to identify it for the main topic there is the limit lamination, which is not affected by this leading constant.) In order to identify $\mathcal{M}$ precisely, we study the asymptotics of $\mathbb{E}[C_n(\xi)]$ for an independent uniform random variable $\xi$. Let $\Gamma(s) := \int_0^\infty x^{s-1}e^{-x}dx$ denote the Gamma function.

**Theorem 3.** Let $\gamma = \beta/2 + 1$ and $\bar{\gamma} = \frac{-\sqrt{\pi} + 1}{2}$. Then $\mathbb{E}[C_n(\xi)] = \frac{\sqrt{\pi}}{4} \sum_{k=1}^{n} \binom{n}{k} (-1)^{k+1} \frac{\Gamma(k-\gamma+1)\Gamma(k-\bar{\gamma}+1)}{k!\Gamma(k+3/2)\Gamma(2-\gamma)\Gamma(2-\bar{\gamma})}$. \hfill (5)

Furthermore, as $n \to \infty$, $\mathbb{E}[C_n(\xi)] = cn^{\beta/2} + O(1)$ with $c = \frac{\sqrt{\pi}\Gamma(2\gamma-1/2)}{2\Gamma(\gamma)\Gamma^2(\gamma+1/2)} = 1.178226\ldots$. \hfill (6)
The asymptotic expansion in (6) may be obtained from the work of Bertoin and Gnedin [10] on non-conservative fragmentations. More precisely, the first-order asymptotics is explicitly stated there, and the error term (that we need to prove the almost sure convergence in Theorems 1 and 2) follows from the same representation with a little more work. We include the explicit formula (5) since it seems that similar developments have attracted some interest in the community of analysis of algorithms [14]. Theorem 3 is not the heart of the matter here, but for the sake of completeness, we provide a proof in Appendix. Let $B(x, y) = \int_0^1 t^{r-1}(1 - t)^{d-1} \, dt$ denote the beta function.

**Corollary 4.** The process $\mathcal{M}$ in (4) is such that

$$E[\mathcal{M}(s)] = \kappa(s(1 - s))^{\beta}, \quad \kappa = \frac{c}{B(\beta + 1, \beta + 1)} = 3.34443\ldots,$$

where $c$ is given in (6), which identifies uniquely the solution of (3) among all processes with càdlàg paths subject to $E[||\mathcal{M}||^2] < \infty$.

**The homogeneous lamination.** The lamination process we have introduced is actually an instance of a more general fragmentation process which is also discussed in [18, Section 2.4] using a two-stage split procedure: first pick a fragment with probability proportional to its mass to the power $\alpha$ (here $\alpha = 2$), then choose the random chord within this fragment by sampling two independent uniform points on the intersection of the corresponding fragment with the circle. In the language of fragmentation theory [9], $\alpha$ is the index of self-similarity, and the actual split given the fragment is described by a dislocation measure, which is here (essentially) given by the two uniform points conditioned to fall in the same fragment. One may define related fragmentations where the next fragment to split is chosen with probability proportional to its mass to the power $\alpha \in \mathbb{R}$, the cases of interest here are those with $\alpha \geq 0$. When $\alpha \geq 0$, Curien and Le Gall [18, Section 2] have shown that the limit laminations are all identical. However, and although it encodes the same lamination for every $\alpha \geq 0$, the encoding process (related to the dual tree) depends on whether $\alpha > 0$ or $\alpha = 0$. The tree $(T_{\mathcal{M}}, d_{\mathcal{M}})$ is the scaling limit of the dual tree for every $\alpha > 0$, but this raises the question of the dual tree in the case $\alpha = 0$.

When $\alpha = 0$, the choice of the next fragment is independent of its mass – hence homogeneous – and there is a drastic change in the behaviour of the height process. At each step, the fragment containing the next chord is chosen uniformly at random. Note here that every trial yields a new insertion, and the lamination at time $n$ contains $n$ chords. Write $C_n^h(s)$ for the height in the dual tree of the fragment containing $s \in [0, 1]$. Curien and Le Gall [18, Theorem 3.13] prove that for every $s \in (0, 1)$ the quantity $n^{-1/3}C_n^h(s)$ converges almost surely as $n \to \infty$, where the pointwise limit $\mathcal{H}(s)$ may be described by a process $\mathcal{H}$ with continuous sample paths which satisfy another, similar but different, fixed-point equation (see Section 4).

In this case, the approach used to prove Theorem 2 yields the following result: let $T_n^h$ denote the tree dual to the homogeneous laminations $\Sigma_n^h$, and let $d_n^h$ denote the graph distance in $T_n^h$.

**Theorem 5.** Almost surely, as $n \to \infty$, we have

$$((T_n^h, n^{-1/3}d_n^h); \Sigma_n^h) \to ((T_{\mathcal{H}}, d_{\mathcal{H}}); \Sigma_{\mathcal{H}}).$$

The convergence of the dual tree is with respect to Gromov–Hausdorff topology, and the lamination converges for the Hausdorff topology on compact subsets of the disk.

The second assertion of the Theorem 5 has been proved in [18], and our contribution relies in the proof of convergence of the dual tree. Our approach to Theorem 5 relies on the same functional ideas developed for the self-similar case and the proof of Theorem 2. We explain them below in more detail.

**Remark.** As already indicated, we have $\Sigma_{\mathcal{H}} = \Sigma_{\mathcal{H}}$ almost surely. In terms of the dual trees, this corresponds to the fact that the equivalence relations given by $d_{\mathcal{H}}$ and $d_{\mathcal{H}}$ almost surely identify the same points on the unit interval. This highlights the difference between convergence in the Hausdorff distance solely relying on $T_{\mathcal{H}} = T_{\mathcal{H}}$ as collection of equivalence classes of $[0, 1]$, not involving the geometry of the limit objects and convergence of the dual trees to $(T_{\mathcal{H}}, d_{\mathcal{H}})$ (and $(T_{\mathcal{H}}, d_{\mathcal{H}})$ respectively) seen as metric spaces.
About the main ideas. The main techniques in [18] are inherently pointwise, and one of the main differences in spirit in our approach is to consider the problem as functional from the very beginning. In particular, we develop a new construction for the limit process \( \mathcal{M} \). We construct the random process \( Z \) (which is almost surely equal to \( \mathcal{M} \)) as the uniform limit of continuous functions \( Z_n : [0, 1] \to [0, \infty) \) which are designed so that \( (Z_n(s), n \geq 0) \) is a non-negative martingale for every \( s \in [0, 1] \). Unlike in [18] where results entirely rely on an approach that is forward in time, we make use of the inherent recursive structure of the problem and study the telescoping sum representation

\[
Z_n - Z_0 = \sum_{i=0}^{n-1} (Z_{i+1} - Z_i).
\]

More precisely, this backward approach is based on an \( L^2 \) argument using the fact that one can bound \( \|Z_{i+1} - Z_i\|^2 \) in terms of independent copies of \( \|Z_i - Z_{i-1}\| \) corresponding to the two fragments created by the insertion of the first chord as in (3). The expansion of the square yields one contribution involving the single fragment \( \mathbb{E}[\|Z_i - Z_{i-1}\|^2] \) and one involving the first two fragments, which may be bounded using only \( \mathbb{E}[\|Z_i(\xi) - Z_{i-1}(\xi)\|^2] \) for a uniform random variable \( \xi \). So our representation allows to leverage the convergence at a uniformly distributed random point (Lemma 7) to deduce \( \mathbb{E}[\|Z_{i+1} - Z_i\|^2] \leq \chi \cdot \mathbb{E}[\|Z_i - Z_{i-1}\|^2] \) for some \( \chi < 1 \) and all \( i \) sufficiently large leading to geometric convergence in a functional sense. The convergence of the discrete sequence \( n^{-\beta/2}C_n \) is obtained in a similar vein. After using an appropriate embedding of both the sequence and the limit \( Z \), our backward approach technically relies on ideas from the contraction method [39, 42, 45]; see also [40] for a recent development in function spaces. A somewhat similar approach towards functional convergence results relying on first establishing one-dimensional convergence at a specific point in the context of the Quicksort algorithm can be found in Ragab and Rösler [43].

1.3 Related work on random laminations of the disk

The work of Curien and Le Gall [18] was motivated by the pioneering work of Aldous [5, 6] who studied uniform random triangulations of the disk which arise as limiting objects for uniform triangulations of regular \( n \)-gons as \( n \to \infty \). In the case of uniform random triangulations, the process which encodes the limit triangulation is the Brownian excursion, and the scaling limit of the sequence of dual trees is the Brownian continuum random tree introduced in [2–4].

Among the recent work on laminations of the disk, one can mention [17] where Curien and Kortchemski showed that the Brownian triangulation is also the scaling limit of other random subsets of the disk, in particular non-crossing trees (sets of non-crossing chords which form a tree) [38], and dissections (non-crossing sets of chords) under the uniform distribution. By sampling tessellations according to a Boltzmann weight depending on the degree of the faces, Kortchemski [34] obtained limit laminations which are not triangulations and are encoded by excursions of stable spectrally positive Lévy processes (with Lévy measure concentrated on \([0, \infty)\)). Finally, Curien and Werner [19] have studied geodesic laminations of the Poincaré disk. They construct and study the unique random tiling of the hyperbolic plane into triangles with vertices on the boundary whose distribution is invariant under Möbius transformations and satisfies a certain spatial Markov property.

Plan of the paper. In Section 2 we give our construction of a continuous solution \( Z \) of (3) with \( \mathbb{E}[Z(s)] = \kappa(s(1-s))^\beta \). (Recall that \( Z = \mathcal{M} \) almost surely.) The construction guarantees finiteness of all moments of the supremum \( \|Z\| \) which is essential for our approach. Here, we also prove the characterization of \( Z \) as a solution of (3) under additional conditions. In Section 3 we prove the uniform convergence of \( n^{-\beta/2}C_n \) to \( Z \). We also obtain an upper bound on the rate of convergence in the \( L^m \) distance, \( m \geq 1 \), which yields the almost sure convergence in Theorem 1. Here, we also show how our results simplify the arguments to deduce convergence of the lamination. Section 4 is devoted to the proof of Theorem 17 which covers the homogeneous case \( \alpha = 0 \). Finally, in Section 5 we prove some properties about the dual tree \( T_Z = T_{\mathcal{M}} \), in particular about its fractal dimension. Our proof of Theorem 3 is based on generating functions and is given in Appendix A to keep the body of the paper more focused.
2 A functional construction of the self-similar limit height process

Our aim in this section is to propose an alternative construction of the limit process $Z$. Although Curien and Le Gall [18] have proved the existence of a continuous process $\mathcal{M}$ (which is almost surely equal to $Z$) using bounds on the moments on the increments and Kolmogorov’s criterion [Theorem 2.1 of 44], we adopt here a functional approach that will later guide our proof of the convergence theorem (Theorem 1).

The process $Z$ is constructed in terms of a set of independent random variables on the unit interval as follows. First, we identify the nodes of the infinite binary tree with the set of finite words on the alphabet $\{0, 1\}$,

$$\mathcal{T} = \bigcup_{n\geq 0} \{0, 1\}^n.$$

The descendants of $u \in \mathcal{T}$ correspond to all the words in $\mathcal{T}$ with prefix $u$. Let $\{(U_v, V_v), v \in \mathcal{T}\}$ be a set of independent and identically distributed two-dimensional random vectors with density $21_{\{0 \leq u \leq v \leq 1\}}$ and $A^+ = \{(u, v) \in [0, 1]^2 : u < v\}$. For convenience, we also set $U := U_0$ and $V := V_0$ and define

$$h(s) = (s(1 - s))^\beta.$$

Let $C_0([0, 1])$ denote the set of continuous functions $f$ on the unit interval vanishing at the boundary, i.e. $f(0) = f(1) = 0$. Define the operator $G : A^+ \times C_0([0, 1])^2 \to C_0([0, 1])$ by

$$G[u, v; f_0, f_1](s) = \begin{cases} (1 - (v - u))^\beta f_0 \left( \frac{s}{1 - (v - u)} \right) & \text{if } s < U \\ (1 - (v - u))^\beta f_0 \left( \frac{u}{1 - (v - u)} \right) + (v - u)^\beta f_1 \left( \frac{s - u}{v - u} \right) & \text{if } U \leq s < V \\ (1 - (v - u))^\beta f_0 \left( \frac{s - u}{1 - (v - u)} \right) & \text{if } s \geq V. \end{cases}$$

For convenience, define

$$K_0(s; u, v) = 1_{\{s < u\}} \frac{s}{1 - (v - u)} + 1_{\{s \geq v\}} \frac{s - (v - u)}{1 - (v - u)} + 1_{\{u \leq s < v\}} \frac{u}{1 - (v - u)},$$

$$K_1(s; u, v) = 1_{\{u < s < v\}} \frac{s - u}{v - u},$$

so that we have the more compact form

$$G[u, v; f_1, f_2](s) = (1 - (v - u))^\beta f_0(K_0(s; u, v)) + (v - u)^\beta f_1(K_1(s; u, v)).$$

For every node $u \in \mathcal{T}$, let $Z^{(u)}_n = kh(s)$. Then define recursively

$$Z^{(u)}_{n+1} = G(U_v, V_v; Z^{(u)}_n, Z^{(u)}_n),$$

and define $Z_n = Z^{(0)}_n$ to be the value observed at the root of $\mathcal{T}$. For every $s \in (0, 1)$, one can verify that the sequence $(Z_n(s), n \geq 0)$ is a non-negative martingale for the filtration $\mathcal{F}_n = \sigma((U_u, V_u) : |u| \leq n)$, so that $Z_n(s)$ converges almost surely. (This reduces to proving that $\mathbb{E}[G(U, V; h, s)] = h(s)$ for every $s \in [0, 1]$, and is essentially proved in the first moment calculation in Section 4.2 of [18].) The game is now to prove that this convergence is actually uniform for $s \in (0, 1)$, which will yield the following theorem:

**Theorem 6.** For any $u \in \mathcal{T}$, almost surely, the sequence $Z^{(u)}_n$ converges uniformly to a continuous process $Z^{(u)}$. Almost surely, for every $s \in [0, 1]$, we have

$$Z(s) = \begin{cases} (1 - (V - U))^\beta Z^{(0)} \left( \frac{s}{1 - (V - U)} \right) & \text{if } s < U \\ (1 - (V - U))^\beta Z^{(0)} \left( \frac{U}{1 - (V - U)} \right) + (V - U)^\beta Z^{(1)} \left( \frac{S - U}{V - U} \right) & \text{if } U \leq s < V \\ (1 - (V - U))^\beta Z^{(0)} \left( \frac{S - U}{1 - (V - U)} \right) & \text{if } s \geq V. \end{cases}$$

Moreover, $\mathbb{E}[\|Z\|^m] < \infty$ for all $m \in \mathbb{N}$, $\mathbb{E}[Z(s)] = kh(s)$ and writing $\mathcal{L}(X)$ for the law of $X$, we have $\mathcal{L}(Z^{(u)}) = \mathcal{L}(Z)$ for all $u \in \mathcal{T}$. 


From the theorem above and its proof given subsequently, one deduces that the random variable \( Y = Z(\xi) \) where \( \xi \) is an independent uniformly distributed random variable satisfies the following distribution fixed-point equation:

\[
Y \overset{d}{=} (1 - (V - U))^{2\beta} Y + 1_{\{U \leq \xi < V\}} (V - U)^{2\beta} \hat{Y}.
\]

(10)

Here, \( \hat{Y} \) is distributed as \( Y \) and the random variables \( Y, \hat{Y}, \xi, \) and \((U,V)\) are independent. In fact, this identity is at the very heart of the proof of Theorem 6 as will become clear below.

Note that any set of independent vectors \((U_v, V_v)_{v \in \tau}\) with distribution \(21_{\{0 < u < v < 1\}}\) can be used in the construction given in this section. It is in the next section where we make a specific choice of the set in order to couple the limit to the discrete lamination process. In [12, 13] a similar construction has been used in a related context: there, the uniform convergence follows from a bootstrap of the pointwise convergence which requires tedious verifications. Here, we prove directly that the convergence is uniform using an \( L^2 \) argument.

Write \( \Psi = U/(1 - (V - U)) \). By the definition of \( Z_n \), we have the following expansion:

\[
[Z_{n+1}(s) - Z_n(s)]^2 = (1 - (V - U))^{2\beta} \left[ Z_n^{(0)}(K_0(s; U, V)) - Z_n^{(0)}(K_0(s; U, V))\right]^2
+ 1_{\{U \leq s < V\}} (V - U) \left[ Z_n^{(1)}(K_1(s; U, V)) - Z_n^{(1)}(K_1(s; U, V))\right]^2
+ 1_{\{U \leq s < V\}} 2((V - U)(1 - (V - U)))^{\beta} \left[ Z_n^{(0)}(\Psi) - Z_n^{(0)}(\Psi)\right] \times
\left[ Z_n^{(1)}(K_1(s; U, V)) - Z_n^{(1)}(K_1(s; U, V))\right] .
\]

(11)

Define

\[
q = \mathbb{E}[(1 - (V - U))^{2\beta}] + \mathbb{E}[(V - U)^{2\beta}] = \frac{2}{2\beta + 1} = \frac{2}{\sqrt{17} - 2} < 1,
\]

(12)

\[
q' = 2\sqrt{\mathbb{E}[(V - U)(1 - (V - U))]^{2\beta}}.
\]

Then, equation (11) yields

\[
\mathbb{E} \left[ \|Z_{n+1} - Z_n\|_2^2 \right] \leq q \mathbb{E} \left[ \|Z_n - Z_{n-1}\|_2^2 \right]
+ 2\mathbb{E}[(V - U)(1 - (V - U))]^{\beta} \cdot |Z_n^{(0)}(\Psi) - Z_n^{(0)}(\Psi)| \cdot \|Z_n^{(1)} - Z_{n-1}^{(1)}\|_2
\leq q \mathbb{E} \left[ \|Z_n - Z_{n-1}\|_2^2 \right] + q' \sqrt{\mathbb{E} \left[ \|Z_n - Z_{n-1}\|_2^2 \right] \cdot \mathbb{E} \left[ (Z_n^{(0)}(\Psi) - Z_n^{(0)}(\Psi))^2 \right]} .
\]

(13)
by the Cauchy–Schwarz inequality. If we were to drop the second term in the last line above, we would have geometric convergence of $E[\|Z_{n+1} - Z_n\|^2]$ since $q < 1$. Now, the crucial observation is that, the second term may actually be shown to decrease geometrically using only the convergence at a uniformly random point. More precisely, the random variable $\Psi$ is uniform on $[0,1]$ and independent of $\{(U,v) : v \in T_0\}$, where $T_0 = \{0u : u \in T\}$. Thus

$$Z_n^{(0)}(\Psi) - Z_{n-1}^{(0)}(\Psi) \overset{d}{=} Z_n(\xi) - Z_{n-1}(\xi),$$

where $\xi$ is uniformly distributed on the unit interval and independent of $\{(U_v,v) : v \in T\}$. The following lemma allows to bound the second summand in (13).

**Lemma 7.** There exists a constant $C_1 > 0$ such that, for all natural number $n \geq 1$,

$$E[\|Z_n(\xi) - Z_{n-1}(\xi)\|^2] \leq C_1^2 q^n.$$

For the sake of clarity, we take Lemma 7 for granted for now and show that it indeed implies exponential bounds for $E[\|Z_{n+1} - Z_n\|^2]$.

**Lemma 8.** For any $0 < \eta < 1 - q^{1/2}$, there exists a constant $C_2$ such that for all $n \geq 0$

$$E[\|Z_{n+1} - Z_n\|^2] \leq C_2 (q^{1/2} + \eta)^n.$$

**Proof.** Write $\Delta_n = E[\|Z_{n+1} - Z_n\|^2]$ for $n \geq 0$. Then, the inequalities (13) and Lemma 7 yield, for every natural number $n$

$$\Delta_n \leq q\Delta_{n-1} + C_1 q^n \Delta_{n-1}^{1/2}.$$  \hspace{1cm} (14)

First, (14) clearly implies that $\Delta_n$ is bounded: we have

$$\Delta_n \leq (q + C_1 q^{n/2}) \max \{\Delta_i \vee 1 : 0 \leq i < n\}.$$

So, taking $n_0$ large enough that $q + C_1 q^{n_0/2} < 1$ for all $n \geq n_0$, it follows that for all $n \geq n_0$, we have $\Delta_n \leq \max \{\Delta_i, i \leq n_0\} \vee 1$.

Now, fix $0 < \eta < 1 - q^{1/2}$ and $M$ such that $\Delta_n \leq M^2$ for all $n \in \mathbb{N}_0$. Let $n_1$ be large enough such that for any $n \geq n_1$, we have

$$\frac{MC_1 q^n}{q^{1/2} + \eta} \left( \frac{q^{1/2}}{q^{1/2} + \eta} \right)^n \leq 1.$$

We now proceed by induction on $n \geq n_1$. Assume that $\Delta_n \leq C_2 (q^{1/2} + \eta)^n$ for $n \leq n_1$ where the constant $C_2$ is chosen large enough such that $qC_2 \leq (C_2 - 1)(q^{1/2} + \eta)$. Then by (14) we have

$$\Delta_{n+1} \leq qC_2 (q^{1/2} + \eta)^n + MC_1 q^n q^{n/2}$$

$$\leq (q^{1/2} + \eta)^{n+1} \left[ \frac{C_2 q}{q^{1/2} + \eta} + \frac{MC_1 q}{q^{1/2} + \eta} \left( \frac{q^{1/2}}{q^{1/2} + \eta} \right)^n \right]$$

$$\leq C_2 (q^{1/2} + \eta)^{n+1},$$

by our choice for $C_2$ and $n_1$, which completes the proof.

With Lemma 8 in hand, we may now complete the proof of Theorem 6.

**Proof of Theorem 6.** The fact that there exists a continuous process $Z$ such that $Z_n \to Z$ uniformly almost surely follows from standard arguments: First, Markov’s inequality, monotone convergence and the Cauchy–Schwarz inequality imply that $\sup_{n \geq n_0} \|Z_m - Z_n\| \to 0$ in probability. It easily follows that also $\sup_{m,p \geq n_0} \|Z_m - Z_p\| \to 0$ in probability. By monotonicity, the latter convergence is actually almost sure. Thus the sequence $(Z_n, n \geq 0)$ is almost surely uniformly Cauchy. Since $Z_n$ is continuous for every $n \geq 0$, the completeness of $C[0,1]$ implies the existence of a limit function $Z$ which is almost surely continuous.
The sequences $Z_n^{(0)}$ and $Z_n^{(1)}$, $n \geq 1$, also converge since they are both distributed like $Z_{n-1}$, $n \geq 1$. Write $Z^{(0)}$ and $Z^{(1)}$ their uniform almost sure limits. Letting $n \to \infty$, in the definition of $Z_n$ in (8) implies the equality in (9).

Next, we prove that $\sup_{n \geq 1} E[\|Z_n\|^m] < \infty$ for any $m \in \mathbb{N}$ by induction on $m$. It is true for $m = 1, 2$ and we assume it holds for any $m < \infty$. Then, by construction

\[
E[\|Z_n\|^m] \leq \left( E[(1 - (V - U))^m] + E[(V - U)^{m^2}] \right) E[\|Z_{n-1}\|^m] \\
+ \sum_{i=1}^{m-1} \binom{m}{i} E[\|Z_{n-1}\|^i] E[\|Z_{n-1}\|^{m-i}].
\]

The induction hypothesis implies that the summand in (15) is bounded uniformly in $n$. Since $q_m < 1$, an easy induction on $n$ gives the desired result $\sup_{n \geq 1} E[\|Z_n\|^m] < \infty$. It follows that $E[\|Z\|^m] < \infty$ for any $m \in \mathbb{N}$.

Finally, the fact that $E[Z_n(s)] = \kappa h(s)$ for all $n$, and thus $E[Z(s)] = \kappa h(s)$, is essentially equivalent to the martingale property of $Z_n(s)$ mentioned above and can be found in [18, Section 4.2]. This concludes the proof.

It now remains to prove Lemma 7 about the bound on $E[\|Z_n(\xi) - Z_n(\xi')\|^2]$.

**Proof of Lemma 7.** Let $W_0 = K_0(\xi, U, V)$ and $W_1 = K_1(\xi, U, V)$. The key ingredient of the proof is the following observation:

**O1.** On the event $\{\xi \notin \{U, V\}\}$, the quantities $W_0$ and $V - U$ are independent and $W_0$ has uniform distribution. Moreover, given the event $\{U \leq \xi < V\}$, the quantities $W_0$, $W_1$ and $V - U$ are independent and both $W_0$ and $W_1$ have uniform distribution.

Using this observation in (11) directly implies the desired result

\[
E[\|Z_{n+1}(\xi) - Z_n(\xi')\|^2] \leq q E[\|Z_n(\xi) - Z_{n-1}(\xi')\|^2],
\]

since the mixed terms cancel out for the expected value $E[Z_n^{(u)}(\xi)] = \kappa B(\beta + 1, \beta + 1)$ is independent of $u \in T$ and $n \geq 0$. \hfill \square

To complete this section, we show that the process $Z$ we have constructed is characterized by the fixed-point equation (9) in a reasonable class of processes.

**Proposition 9.** The process $Z$ is the unique solution of the fixed-point equation (3) (in distribution) among all càdlàg processes subject to $E[Z(\xi)] = \kappa B(\beta + 1, \beta + 1)$ and $E[\|Z\|^2] < \infty$.

**Proof.** The main part of the proof relies on the functional contraction method developed in [40]. Let $\mathcal{M}(\mathcal{D}[0,1])$ denote the set of probability measures on $\mathcal{D}[0,1]$. Consider the map $T : \mathcal{M}(\mathcal{D}[0,1]) \to \mathcal{M}(\mathcal{D}[0,1])$ which to $\mu \in \mathcal{M}(\mathcal{D}[0,1])$ assigns the law of the process

\[
(1 - (V - U)^{\beta}) X(K_0(s; U, V)) + (V - U)^{\beta} \hat{X}(K_1(s; U, V)),
\]

where $X, \hat{X}$ are independent functions sampled according to $\mu$, both independent of $(U, V)$. Let $\mathcal{M}_2(h) \subseteq \mathcal{M}(\mathcal{D}[0,1])$ be the subset of measures $\mu$ such that if $X$ is $\mu$-distributed then $E[\|X\|^2] < \infty$ and $E[X(t)] = h(t)$ for all $t \in [0,1]$. Lemma 18 in [40] asserts that $T$ is contractive with respect to the Zolotarev metric $\mathcal{C}_2$ in the space $\mathcal{M}_2(h)$ where the Lipschitz constant can be chosen as $q < 1$ given in (12). This lemma relies on a discrete sequence (denoted $(X_n)$ there) satisfying conditions C1, C2, C3 formulated on page 20 in this paper. In our setting, as we deal directly with the limiting fixed-point equation, conditions C1 and C3 reduce to the fact that $T(\mathcal{M}_2(h)) \subseteq \mathcal{M}_2(h)$. This can be shown by a direct computation (see, e.g., [18, Section 4.2]). Condition C2 is satisfied for we have $q = E[(1 - (V - U)^{2\beta}) + E[(V - U)^{2\beta}] < 1$. Furthermore, Curien and Le Gall [18, Section 4.2] prove that the mean function of any solution $X$ of (3) with $\int_0^1 E[|X(s)|] < \infty$ is a multiple of $h$. This concludes the proof. \hfill \square
3 Convergence of the discrete process

3.1 Notation and setting

Let \( (U_n^i, V_n^i)_{i \geq 1} \) be a sequence of independent vectors, where for each \( i \geq 1 \), \( U_n^i, V_n^i \) are independent and have uniform distribution on the unit interval. We consider the lamination process built from this set of vectors as explained in the introduction. Let us first explain the connection with the tree-based construction of Section 2. It should be intuitively clear how the family \( (U_n, V_n)_{v \in \mathcal{T}} \) used to build the limit is constructed from \( (U_n^i, V_n^i)_{i \geq 1} \); the precise statement requires additional notation.

Initially, there is a single fragment \( S^0 \) consisting of the entire disk \( \mathcal{D} \), which is associated to the root \( \emptyset \in \mathcal{T} \). For \( n = 1 \), \( U_n^i \) and \( V_n^i \) of course both fall inside the unique fragment and we insert the chord connecting \( U_n^i \) and \( V_n^i \). This chord divides \( S^0 \) into two fragments \( S^0(0), S^0(1) \), where \( S^0(0) \) denotes the fragment containing \( 0 \). Define

\[
U := U_0 = \min(U_n^i, V_n^i) \quad \text{and} \quad V := V_0 = \max(U_n^i, V_n^i).
\]

In general, at some stage \( n > 1 \), of the process, we have inserted some chords, and associated fragments to the nodes in a finite subtree \( T_{n-1} \) of \( \mathcal{T} \) (a connected set containing the root). Then, at step time \( n > 1 \), if there is no node \( u \in T_n \) such that one of \( U_n^u, V_n^u \) falls inside \( S^0(0) \) and the other outside (that is, the chord connecting \( U_n^u \) and \( V_n^u \) does not intersect any other previously inserted chord), we insert the chord connecting them. Let \( S^{(v)} \) be the smallest fragment containing both \( U_n^u \) and \( V_n^u \); the chord joining \( U_n^u \) to \( V_n^u \) splits \( S^{(v)} \) into two fragments \( S^{(v0)}, S^{(v1)} \); the labeling is chosen such that \( v0 \) is closer to the root in the dual tree. Moreover, writing \( \text{Leb} \) for Lebesgue measure on the circle \( \mathcal{C} \), we let

\[
\ell^{(v)} = \text{Leb}(S^{(v)} \cap \mathcal{C}),
\]

be the mass of the fragment \( S^{(v)} \), and

\[
U_v = \frac{\min(U_n^u, V_n^u) - \text{Leb}\{s \in S^{(v)} \cap \mathcal{C} : 0 < s \leq \min(U_n^u, V_n^u)\}}{\ell^{(v)}},
\]

\[
V_v = \frac{\max(U_n^u, V_n^u) - \text{Leb}\{s \in S^{(v)} \cap \mathcal{C} : 0 < s \leq \max(U_n^u, V_n^u)\}}{\ell^{(v)}}.
\]

Then \( (U_v, V_v)_{v \in \mathcal{T}} \) is a set of independent random vectors each having density \( 21_{(0 < u < v < 1)} \). In the following, for any \( u \in \mathcal{T} \), \( Z^{(u)} \) will denote the process constructed in Section 2 using this set of vectors.

For any \( n \in \mathbb{N} \), let \( \tau_0(n) \) be the first time \( k \) when there exist exactly \( n \) integers \( 2 \leq \ell_1 < \ldots < \ell_n = k \) such that \( U_n^{\ell_i}, V_n^{\ell_i}, i = 1, \ldots, n \), both take values in \( S^{(0)} \) (actually \( S^{(0)} \cap \mathcal{C} \)). Analogously, let \( \tau_1(n) \) be defined in the same way using the segment \( S^{(1)} \). Observe that \( \tau_0(n) \) and \( \tau_1(n) \) are only the stopping times when \( n \) trials have been made in \( S^{(0)} \) and \( S^{(1)} \), respectively, and that these trials may not have all led to the successful insertion of a chord. For \( n \in \mathbb{N} \), let \( C_n^{(0)}(s) \) be the number of chords intersecting the straight line going from 0 to \( \varphi_0(s) \) defined by

\[
\varphi_0(s) = s(1 - (V - U)) + (V - U) 1_{\{s > \Psi\}}
\]

at time \( \tau_0(n) \). Here and for the remainder of this section, we use \( \Psi := U/(1 + U - V) \) as in Section 2. Note that \( \varphi_0(s) \) is the natural parametrization for \( C_n^{(0)} \) in the sense that \( (C_n^{(0)}(s))_{n \geq 0} \) has the same distribution as \( (C_n)_{n \geq 0} \). Observe that \( C_n^{(0)} \) is well defined since \( \tau_0(n) < \infty \) almost surely for all \( n \in \mathbb{N} \). Analogously, let \( C_n^{(1)}(s) \) be the number of chords intersecting the straight line going from \( U \) to \( \varphi_1(s) \) where

\[
\varphi_1(s) = s(V - U) + U
\]

at the stopping time \( \tau_1(n) \). For convenience, let \( C_0^{(0)} = C_0^{(1)} = 0 \). At time \( n \), let \( I_n^{(0)} \) and \( I_n^{(1)} \) be the number of pairs among \( (U_n^{\ell}, V_n^{\ell}), i = 2, \ldots, n \), whose components both fall in \( S^{(0)} \) and \( S^{(1)} \), respectively. Finally, let \( F_n = n - 1 - I_n^{(0)} - I_n^{(1)} \) be the number of failures, or unsuccessful insertion attempts by time \( n \) due to one point falling in \( S^{(0)} \) and the other in \( S^{(1)} \). Then, given the first chord \( (U, V) \),

\[
\mathcal{L}(I_n^{(0)}, I_n^{(1)}, F_n) = \text{Multi}(n - 1; (1 - (V - U))^2, (V - U)^2, 2(V - U)(1 - (V - U))).
\]
Almost surely, for every $s \in [0, 1]$, we have

$$C_n(s) = \begin{cases} \frac{C_n^{(0)}}{I_n^{(0)}} \left( \frac{s}{1 - (V - U)} \right) & \text{if } s < U \\ \frac{C_n^{(0)}}{I_n^{(0)}} \left( \frac{U}{1 - (V - U)} \right) + 1 + \frac{C_n^{(1)}}{I_n^{(1)}} \left( \frac{U - s}{V - U} \right) & \text{if } U \leq s < V \\ \frac{C_n^{(0)}}{I_n^{(0)}} \left( \frac{s - V}{1 - (V - U)} \right) & \text{if } s \geq V. \end{cases}$$

(17)

Let $\xi$ be a uniform random variable, independent of $(U'_i, V'_i)_{i \geq 1}$. Then, we let $X_n$ be the following rescaled version of $C_n$, for any $n \geq 1$:

$$X_n(s) := C_n(s) \frac{\kappa B(\beta + 1, \beta + 1)}{E[C_n(\xi)]}.$$

### 3.2 Uniform convergence in $L^2$

The main result of this section is the following theorem.

**Theorem 10.** As $n \to \infty$, we have $E[\|X_n - Z\|^2] \to 0$.

The convergence in $L^2$ will be used in Section 3.3 as the base case of an inductive argument showing that one actually has uniform convergence in every $L^m$, $m \geq 2$.

The proof runs along similar lines as the construction of the limit process. It resembles ideas from the area of the contraction method such as in [39, 40]. However, note that we are working with a coupling of the process to its limit; we do not introduce any metrics on a space of probability measures. The proof relies on the same trick which allowed us to construct the limit process $Z$ in Section 2, namely a bootstrapping of the convergence at a uniform point which is made possible by the immediate decoupling of the processes in two fragments when a chord is added.

In the following, given a real valued random variable $Y$, we write $\|Y\|_2$ for the $L^2$-norm of $Y$ defined by $E[|Y|^2]^{1/2}$. The convergence at a uniformly random location reads

**Lemma 11.** Let $\xi$ be a $[0, 1]$-uniform random variable independent of $(U'_i, V'_i)_{i \geq 1}$. Then

$$\lim_{n \to \infty} \|X_n(\xi) - Z(\xi)\|_2 = 0. \quad (18)$$

We postpone the proof and show immediately how one leverages this information to prove that $X_n \to Z$ uniformly in $L^2$ as $n \to \infty$.

**Proof of Theorem 10.** Let $\mu(n) = E[C_n(\xi)]$, where $\xi$ is an independent uniform random variable. We first rewrite the identity (17) in terms of the rescaled quantities $(X_n)_{n \geq 0}$: With $X_0 \equiv 0$, almost surely,

$$X_n(s) = \frac{\mu(I_n^{(0)})}{\mu(n)} \left[ 1_{\{s \leq U\}} X_n^{(0)} \left( \frac{s}{1 - (V - U)} \right) + 1_{\{s > V\}} X_n^{(0)} \left( \frac{s - (V - U)}{1 - (V - U)} \right) \right] + 1_{\{U < s \leq V\}} \left[ \frac{1}{\mu(n)} + \frac{\mu(I_n^{(0)})}{\mu(n)} \left( \frac{s - V}{1 - (V - U)} \right) \right]. \quad (19)$$

Here, $(X_n^{(0)})_{n \geq 0}$ and $(X_n^{(1)})_{n \geq 0}$ are defined analogously to $(X_n)_{n \geq 0}$ based on $(C_n^{(0)})_{n \geq 0}$ and $(C_n^{(1)})_{n \geq 0}$, respectively. The convergence of $X_n$ to $Z$ is naturally decomposed into two steps: first the convergence of the coefficients of the recurrence relation in (19), and second the contractive property of the limit recurrence. In order to reflect this decomposition, we define the accompanying sequence $(Q_n)_{n \geq 0}$. Let $Q_0 \equiv 0$ and for $n \geq 1$,

$$Q_n(s) := \frac{\mu(I_n^{(0)})}{\mu(n)} \left[ 1_{\{s \leq U\}} Z^{(0)} \left( \frac{s}{1 - (V - U)} \right) + 1_{\{s > V\}} Z^{(0)} \left( \frac{s - (V - U)}{1 - (V - U)} \right) \right] + 1_{\{U < s \leq V\}} \left[ \frac{1}{\mu(n)} + \frac{\mu(I_n^{(0)})}{\mu(n)} Z^{(0)} \left( \frac{s - V}{1 - (V - U)} \right) \right]. \quad (20)$$
We first show that $\mathbb{E}[\|Q_n - Z\|^2] \to 0$. A direct application of the definition of $Q_n$, its coupling with the process $Z$, and the characterization of $Z$ in Theorem 6 implies the following bound for the supremum of $Q_n - Z$:

$$\|Q_n - Z\| \leq \left( 3 \left| \frac{\mu(I_n^{(0)})}{\mu(n)} - (1 - (V - U))^\beta \right| + \left| \frac{\mu(I_n^{(1)})}{\mu(n)} - (V - U)^\beta \right| \right) \|Z\| + \frac{1}{\mu(n)} \quad (21)$$

Here the triangle inequality in $L^2$ is sufficient for our needs and we obtain:

$$\|Q_n - Z\|_2 \leq \left( 3 \left| \frac{\mu(I_n^{(0)})}{\mu(n)} - (1 - (V - U))^\beta \right| + \left| \frac{\mu(I_n^{(1)})}{\mu(n)} - (V - U)^\beta \right| \right) \|Z\|_2 + \frac{1}{\mu(n)} \quad (22)$$

By the asymptotic expansion of $\mu(n)$ in Theorem 3 (actually, $\mu(n) \sim cn^{3/2}$ as $n \to \infty$ is sufficient), it is easy to see that the term inside the bracket vanishes as $n \to \infty$. Since $\|Z\|$ is bounded in $L^2$, this implies $\mathbb{E}[\|Q_n - Z\|^2] \to 0$ as desired.

We now move on to showing that $\mathbb{E}[\|X_n - Z\|^2] \to 0$ as $n \to \infty$. We will use the following properties, that either hold true by construction or are easily checked by direct computations:

**O2.** For any $n \in \mathbb{N}_0$, we have $\mathcal{L}(X_n^{(0)}, Z^{(0)}) = \mathcal{L}(X_n^{(1)}, Z^{(1)}) = \mathcal{L}(X_n, Z)$ and $((X_n^{(0)}))_{n \geq 1}, Z^{(0)}$) and $((X_n^{(1)}))_{n \geq 1}, Z^{(1)}$) are independent.

**O3.** For any $n \in \mathbb{N}$, the random variables $I_n^{(0)}, \Psi, ((X_m^{(0)}))_{m \geq 1}, Z^{(0)}$ are independent. The same holds for $I_n^{(1)}, ((X_m^{(1)}))_{m \geq 1}, Z^{(1)}$).

The Minkowski inequality in $L^2$ is not good enough anymore, and one needs to develop the square and handle the terms separately. We have

$$\mathbb{E}[\|X_n - Q_n\|^2] \leq \mathbb{E}\left[ \left( \frac{\mu(I_n^{(0)})}{\mu(n)} \right)^2 \cdot \|X_n^{(0)} - Z^{(0)}\|^2 \right] + \mathbb{E}\left[ \left( \frac{\mu(I_n^{(1)})}{\mu(n)} \right)^2 \cdot \|X_n^{(1)} - Z^{(1)}\|^2 \right] + 2\mathbb{E}\left[ \frac{\mu(I_n^{(0)})}{\mu(n)} \cdot \frac{\mu(I_n^{(1)})}{\mu(n)} \cdot \|X_n^{(0)} - Z^{(0)}\| \cdot \|X_n^{(1)} - Z^{(1)}\| \right]. \quad (23)$$

Using **O3**, and the equalities in distribution for $((X_m^{(i)}))_{m \geq 1}, i = 0, 1$ with $X_m, m \geq 1$, and $Z_m, m \geq 1$, this yields

$$\mathbb{E}[\|X_n - Q_n\|^2] \leq \left\{ \mathbb{E}\left[ \left( \frac{\mu(I_n^{(0)})}{\mu(n)} \right)^2 \right] + \mathbb{E}\left[ \left( \frac{\mu(I_n^{(1)})}{\mu(n)} \right)^2 \right] \right\} \sup_{i < n} \mathbb{E}[\|X_i - Z\|^2] + 2\left\| X_{I_n^{(0)}}(\Psi) - Z(\Psi) \right\|_2 \cdot \sup_{i < n} \left\| X_i - Z \right\|_2. \quad (24)$$

Let $\Delta(n) := \mathbb{E}[\|X_n - Z\|^2]$ and define

$$I_n = \mathbb{E}\left[ \left( \frac{\mu(I_n^{(0)})}{\mu(n)} \right)^2 \right] + \mathbb{E}\left[ \left( \frac{\mu(I_n^{(1)})}{\mu(n)} \right)^2 \right]. \quad (25)$$

Since $I_n^{(0)} \uparrow \infty$ almost surely, and $I_n^{(0)}$ and $\Psi$ are independent by **O3**, Lemma 11 implies that, as $n \to \infty$,

$$\|X_{I_n^{(0)}}(\Psi) - Z(\Psi)\|_2 \to 0.$$

Let $\epsilon_n$ be a sequence tending to zero as $n \to \infty$ such that, for all $n \geq 1$,

$$\left\| X_{I_n^{(0)}}(\Psi) - Z(\Psi) \right\|_2 \leq \epsilon_n \quad \text{and} \quad \mathbb{E}[\|Q_n - Z\|^2] \leq \epsilon_n.$$
By O2, O3 and the fact that \( \Psi \) is uniformly distributed on the unit interval, Lemma 11 together with O2 and (24) yields
\[
E[\|X_n - Q_n\|^2] \leq L_n \cdot \sup_{i < n} \Delta(i) + 2 \epsilon_n \cdot \sup_{i < n} \Delta(i)^{1/2}.
\]

Altogether, we have for every \( n \geq 1 \)
\[
\Delta(n) \leq E[\|X_n - Q_n\|^2] + E[\|Q_n - Z\|^2] + 2 \sqrt{E[\|X_n - Q_n\|^2]} \cdot E[\|Q_n - Z\|^2]
\]
\[
\leq L_n \cdot \sup_{i < n} \Delta(i) + 2 \epsilon_n \cdot \sup_{i < n} \Delta(i)^{1/2} + \epsilon_n + 2 \sqrt{\epsilon_n} \left( L_n \cdot \sup_{i < n} \Delta(i) + \epsilon_n \cdot \sup_{i < n} \Delta(i)^{1/2} \right)^{1/2}.
\]

Now, by the bounded convergence theorem, \( L_n \to q := E[(1 - (V - U))^2] + E[(V - U)^2] \) as \( n \to \infty \).

Thus, since \( 2\beta > 1 \), \( L_n \) eventually drops below one for \( n \) sufficiently large, and it easily follows that \( \Delta(n) \) is bounded.

To prove that \( \Delta(n) \to 0 \), let \( K := \sup_n \Delta(n) \) and \( a := \limsup_n \Delta(n) \). Then let \( \delta > 0 \) be arbitrary and choose \( \ell \) large enough such that \( \Delta(n) \leq a + \delta \) for \( n \geq \ell \). This \( \ell \) being fixed, let \( n_0 \geq \ell \) be large enough such that for \( n \geq n_0 \) one has \( P(I_n^{(0)} \leq \ell) < \delta/K \) for \( i = 0, 1 \). Then, combining (26) and the bound (23), conditioning on the value of \( I_n^{(0)} \) and \( I_n^{(1)} \), respectively, and splitting the integrand into the cases \( I_n^{(0)} \leq \ell \) and \( I_n^{(0)} > \ell \) and similarly for \( I_n^{(1)} \), we obtain for all \( n \geq n_0 \)
\[
\Delta(n) \leq 2\delta + L_n(a + \delta) + 2 \epsilon_n K^{1/2} + \epsilon_n + 2 \sqrt{\epsilon_n} \left( L_n \cdot K + \epsilon_n \cdot K^{1/2} \right)^{1/2}.
\]

First letting \( n \to \infty \) and then \( \delta \downarrow 0 \), we obtain \( a \leq qa \). The fact that \( q < 1 \) implies that \( a = 0 \), so that \( \Delta(n) \to E[\|X_n - Z\|^2] \) as \( n \to \infty \), which completes the proof.

Finally, it remains to prove the convergence at a uniform point stated in Lemma 11, which is the true corner stone of our argument.

**Proof of Lemma 11.** We proceed along the same lines as in the process case relying on arguments that have already been used in the construction of the limit in Section 2. First, we clearly have \( \|Q_n(\xi) - Z(\xi)\|_2 \to 0 \) as the term is bounded by \( \|Q_n - Z\|_2 \) which was shown to vanish asymptotically in (22). Let \( W_0 = K_0(\xi, U, V) \) and \( W_1 = K_1(\xi, U, V) \). Then, by the recursions (19) and (20) for \( X_n(s) \) and \( Q_n(s) \) taken at \( s = \xi \) we have
\[
E[\|X_n(\xi) - Q_n(\xi)\|^2] \leq E \left[ \left( \frac{\mu(I_n^{(0)})}{\mu(n)} \right)^2 \left( X_n^{(0)}(I_n^{(0)}W_0) - Z(0)(W_0) \right)^2 \right] + E \left[ \left( \frac{\mu(I_n^{(1)})}{\mu(n)} \right)^2 \left( X_n^{(1)}(I_n^{(1)}W_1) - Z(1)(W_1) \right)^2 \right] + 2E \left[ 1_{\{U \leq \xi < V\}} \frac{\mu(I_n^{(0)})}{\mu(n)} \frac{\mu(I_n^{(1)})}{\mu(n)} \left( X_n^{(0)}(\Psi) - Z(0)(\Psi) \right) \left( X_n^{(1)}(W_1) - Z(1)(W_1) \right) \right].
\]

To handle these terms we use another property which can be seen as an extension of O3.

**O4.** For any \( n \in \mathbb{N} \), we have independence of \( I_n^{(0)}, W_0, (X_n^{(0)})_{m \geq 1}, Z(0) \). Moreover, on \( \{U < \xi < V\} \), the quantities \( (I_n^{(0)}, I_n^{(1)}) \) and \( ((X_n^{(0)})_{m \geq 1}, Z(0)), ((X_n^{(1)})_{m \geq 1}, Z(1)), \Psi, W_1 \) are independent.

Using O2 and O4, conditioned on the values of \( I_n^{(0)} \) and \( I_n^{(1)} \), one sees that the mixed term in (28) vanishes since \( E[X_n(\xi)] = E[Z(\xi)] = \kappa B(\beta + 1, \beta + 1) \) for all \( n \geq 1 \) and \( \mu(0) = 0 \).

From there, again using O2, O4 and the fact that \( W_0, W_1 \) are uniformly distributed on the unit interval for the first two terms in (28), we see that
\[
E[\|X_n(\xi) - Q_n(\xi)\|^2] \leq L_n \cdot \sup_{i < n} E[\|X_i(\xi) - Z(\xi)\|^2],
\]
where \( L_n \) is the quantity defined in (25). As before, (29) above implies that the sequence \( E[\|X_n(\xi) - Z(\xi)\|^2] \) is bounded. The claim then follows from the same arguments (even simpler) as at the end of the proof of Theorem 10, starting from (28) and using again the fact that the mixed term there equals zero. We omit the details.

\[\square\]
Remark. The fact that the mixed terms in (28) above vanish is crucial since at this point we have otherwise no control on the first moment. Moreover, the mixed terms vanish only when looking at the uniform location $ξ$: more precisely, one could not use this argument directly at a fixed location $s$ because for fixed $s$, $Ψ$ and $(s − U)/(V − U)$ are not independent. In other words, there is no obvious shortcut in our argument and it seems that there is no way around showing convergence at a uniform point first.

3.3 Uniform convergence in $L^m$, $m ≥ 2$ and almost sure convergence

Corollary 12. For any $m ∈ N$, we have $E[∥X_n − Z∥^m] → 0$.

Proof. First note that Theorem 10 implies $∥X_n − Z∥ → 0$ in probability. Moreover, by Theorem 6, $E[∥Z∥^m] < ∞$ for all $m ≥ 1$. The inductive argument used to prove $sup_{n ≥ 1} E[∥Z_n∥^m] < ∞$ for all $m$ based on inequality (15) can be worked out similarly to show $sup_{n ≥ 1} E[∥X_n∥^m] < ∞$ for all $m$, and we omit the details.

Taking more care on the error terms in the proof of Theorem 10, we can prove the following rate of convergence in $L^2$, which is the key to the proof of the almost sure uniform convergence of $X_n$ to $Z$. Here and subsequently, we use the big-O Landau symbols for sequences of time parameter $n$ as $n → ∞$.

Lemma 13. Let $ξ$ be uniform in $[0, 1]$, and independent of $(X_n)_{n ≥ 1}$ and $Z$. Then, for any $κ < 2β − 1$, we have $E[∥X_n(ξ) − Z(ξ)∥^2] = O(n^{−κ})$ as $n → ∞$.

Proof. Let $Bin(n, p)$ have binomial distribution with parameters $n, p$. Using standard concentration results for the binomial distribution, it is easy to see that for any $θ > 0$,

$$E\left[\frac{Bin(n, p)}{n} - p\right]^{θ} = O(n^{−θ/2}),$$

uniformly in $p ∈ [0, 1]$. The difference between the limit $Z$ and the accompanying sequence $Q_n$ is easily bounded: First using the fact that $|x^θ − y^θ| ≤ |x − y|^θ$ in the right-hand side of (22) and then using the bound (30), we obtain

$$E[∥Q_n − Z∥^2] = O(n^{−θ}).$$

Let $d(n) = E[∥X_n(ξ) − Z(ξ)∥^2]$. Then, using (28), we obtain (recall that the mixed term equals zero)

$$d(n) ≤ E[∥X_n(ξ) − Q_n(ξ)∥^2] + E[∥Q_n(ξ) − Z(ξ)∥^2] + 2∥X_n(ξ) − Q_n(ξ)∥_2 · ∥Q_n(ξ) − Z(ξ)∥_2$$

$$≤ E\left[\left(\frac{μ(I_n^{(0)})}{μ(n)}\right)^2 d(I_n^{(0)})\right] + E\left[\left(\frac{μ(I_n^{(1)})}{μ(n)}\right)^2 d(I_n^{(1)})\right] + O(∥X_n(ξ) − Q_n(ξ)∥_2 · n^{−θ/2}) + O(n^{−θ}).$$

Fix $κ < 2β − 1$ and let $r_n := sup\{d(i) · (i ∈ 1)^κ : 0 ≤ i ≤ n − 1\}$. Then the inequality above implies that for all $n$ we have

$$d(n) ≤ r_n n^{−κ} + C_3 n^{−θ/2},$$

for some constant $C_3$ and

$$ℓ_n := E\left[\left(\frac{μ(I_n^{(0)})}{μ(n)}\right)^2 \left(\frac{I_n^{(0)}}{n} \lor 1\right)^{−κ}\right] + E\left[\left(\frac{μ(I_n^{(1)})}{μ(n)}\right)^2 \left(\frac{I_n^{(1)}}{n} \lor 1\right)^{−κ}\right].$$

(32)

By the bounded convergence theorem, one has as $n → ∞$

$$ℓ_n → E\left[(1 − (V − U))^{2β − κ}\right] + E\left[(V − U)^{2β − κ}\right] < 1,$$

since our choice for $κ$ ensures that $2β − κ > 1$. Thus, there exists $γ > 0$ and $n_0$ large enough such that for all $n ≥ n_0$ one has $ℓ_n ≤ 1 − γ$. Now, let $n_1 ≥ n_0$ be large enough such that $r_n ≥ n^{−κ} > C_3 n^{−θ/2}$ for all $n ≥ n_1$, which is possible since $2β − 1 < β/2$. An easy induction on $n$ then shows that for all $n ≥ n_1$ we have

$$d(n) = E[∥X_n(ξ) − Z(ξ)∥^2] ≤ r_n n^{−κ},$$

as desired. □
Lemma 14. For any \( \kappa < 2\beta - 1 \), we have
\[
\mathbb{E}[||X_n - Z||^2] = O(n^{-\kappa}).
\]

Proof. As in the proof of Theorem 10 we abbreviate \( \Delta(n) = \mathbb{E}[||X_n - Z||^2] \) and recall inequality (26)
\[
\mathbb{E}[||X_n - Z||^2] \leq \mathbb{E}[||X_n - Q_n||^2] + \mathbb{E}[|Q_n - Z||^2] + 2\sqrt{\mathbb{E}[||X_n - Q_n||^2]} \cdot \mathbb{E}[|Q_n - Z||^2]. \tag{33}
\]
We have already seen in the course of the proof of Lemma 13, equation (31), that \( \mathbb{E}[|Q_n - Z||^2] = O(n^{-\beta}) \).

To bound the terms involving \( \mathbb{E}[||X_n - Q_n||^2] \), we use equation (23) from the proof of Theorem 10.

Fix \( \kappa < 2\beta - 1 \) and \( \kappa' \) such that \( \kappa < \kappa' < 2\beta - 1 \). Combining (33), (23), using Cauchy–Schwarz inequality to decouple the mixed term, and applying Lemma 13, we obtain
\[
\Delta(n) \leq \mathbb{E} \left[ \left( \frac{\mu(I_{n}^{(0)})}{\mu(n)} \right)^2 \Delta(I_{n}^{(0)}) \right] + \mathbb{E} \left[ \left( \frac{\mu(I_{n}^{(1)})}{\mu(n)} \right)^2 \Delta(I_{n}^{(1)}) \right] + O \left( \sqrt{\mathbb{E}[\Delta(I_{n}^{(1)})]} \cdot \mathbb{E}[I_{n}^{(0)} \lor 1]^{-\kappa'} \right) + O(\sqrt{\mathbb{E}[||X_n - Q_n||^2] \cdot n^{-\beta/2}}) + O(n^{-\beta}).
\]

This recurrence relation is almost identical to that in the proof of Lemma 13, and we only indicate how to deal with the extra term coming from the mixed term of (23). Write \( R_n := \sup \{ \Delta(i) \cdot (i \lor 1)^\kappa : i < n \} \).

Then,
\[
\mathbb{E}[\Delta(I_{n}^{(1)})] \leq R_n n^{-\kappa} \mathbb{E} \left[ \left( \frac{I_{n}^{(1)}}{n} \lor 1 \right)^{-\kappa} \right].
\]
Since \( \kappa, \kappa' < 1 \), a standard application of a truncation argument, bounded and monotone convergence theorems imply that there exists a constant \( C_4 \) such that
\[
\mathbb{E} \left[ \left( \frac{I_{n}^{(1)}}{n} \lor 1 \right)^{-\kappa} \right] \leq C_4 \quad \text{and} \quad \mathbb{E} \left[ \left( \frac{I_{n}^{(0)}}{n} \lor 1 \right)^{-\kappa'} \right] \leq C_4.
\]
Thus, there exists a constant \( C_5 \) such that for all \( n \) large enough,
\[
\Delta(n) \leq R_n \ell_n n^{-\kappa} + C_5 n^{-\beta/2} + C_5 \sqrt{R_n n^{-(\kappa+\kappa')/2}},
\]
where \( \ell_n \) is the quantity defined in (32). From here, the claim that \( \Delta(n) = O(n^{-\kappa}) \) follows by yet another induction on \( n \) using the same arguments as above, and we omit the details. \( \square \)

Proposition 15. For any \( m \geq 1 \), and for any \( \delta < \beta - 1/2 \), we have
\[
\mathbb{E}[||X_n - Z||^m] = O(n^{-md}).
\]

Proof. Again, we introduce the intermediate sequence \( \{Q_n\}_{n \geq 1} \). We proceed by induction on \( m \geq 1 \).

Lemma 14 implies that \( ||X_n - Z||^1 \leq ||X_n - Z||^2 = O(n^{-\kappa/2}) \), for any \( \kappa < 2\beta - 1 \) so that the claim holds for the first two moments. We suppose now that for every \( k < m \), and every \( \delta \in (0, \beta - 1/2) \),
\[
\mathbb{E}[||X_n - Z||^k] = O(n^{-k\delta}); \quad \text{so we will prove the claim for all } \delta \text{ at once.}
\]

Now fix \( \delta \in (0, \beta - 1/2) \), and pick \( \eta \in (\delta, \beta - 1/2) \). Note that the arguments used to prove that \( \mathbb{E}[||Q_n - Z||^2] = O(n^{-\beta}) \) also yield that for any \( k \geq 1 \), \( \mathbb{E}[||Q_n - Z||^k] = O(n^{-k\beta/2}) \). Write \( \Delta_k(n) := \mathbb{E}[||X_n - Z||^k] \).

By the induction hypothesis, there exists constants \( K_k \), \( k = 1, \ldots, m - 1 \) such that \( \Delta_k(n) \leq K_k(n \lor 1)^{-k\delta} \) for every \( n \geq 0 \).

Then, expanding the moments using the bound \( ||X_n - Z|| \leq ||X_n - Q_n|| + ||Q_n - Z|| \) we obtain
\[
\Delta_m(n) \leq \sum_{k=0}^{m} \binom{m}{k} \cdot \mathbb{E}[||X_n - Q_n||^{m-k} \cdot ||Q_n - Z||^k] \leq \sum_{k=0}^{m} \binom{m}{k} \cdot \mathbb{E}[||X_n - Q_n||^{m-1-k/m} \cdot \mathbb{E}[||Q_n - Z||^k/m]^{k/m}
\]
where the second inequality follows from Hölder’s inequality (for \( 1 \leq k < m \), but one sees that the inequality is also valid when \( k = 0 \) or \( k = m \)). Therefore, we have, for some constant \( C_6 \),
\[
\Delta_m(n) \leq C_6 \cdot \sum_{k=0}^{m} \binom{m}{k} n^{-k\beta/2} \cdot \mathbb{E}[||X_n - Q_n||^{m-1-k/m}]. \tag{34}
\]
We now re-express the term $E[\|X_n - Q_n\|^m]$ in terms of $\Delta_k$, $k \in \{1, \ldots, m\}$ as follows:

$$
E[\|X_n - Q_n\|^m] \leq E\left[\left(\frac{\mu(I_n(0))}{\mu(n)}\right)^m \|X_n^{(0)} - Z^{(0)}\|^m\right] + E\left[\left(\frac{\mu(I_n(1))}{\mu(n)}\right)^m \|X_n^{(1)} - Z^{(1)}\|^m\right]
$$

$$
+ \sum_{k=1}^{m-1} \binom{m}{k} E\left[\left(\frac{\mu(I_n(0))}{\mu(n)}\right)^m \Delta_m(I_n^{(0)})\right] + E\left[\left(\frac{\mu(I_n(1))}{\mu(n)}\right)^m \Delta_m(I_n^{(1)})\right]
$$

$$
\leq E\left[\left(\frac{\mu(I_n(0))}{\mu(n)}\right)^m \Delta_m(I_n^{(0)})\right] + E\left[\left(\frac{\mu(I_n(1))}{\mu(n)}\right)^m \Delta_m(I_n^{(1)})\right].
$$

The induction hypothesis then implies that, for every $n \geq 0$, the last sum above is at most

$$
n^{-\eta} \sum_{k=1}^{m-1} \binom{m}{k} K_k K_{m-k} E\left[\left(\frac{\mu(I_n(0))}{\mu(n)}\right)^m \Delta_m(I_n^{(0)})\right] + E\left[\left(\frac{\mu(I_n(1))}{\mu(n)}\right)^m \Delta_m(I_n^{(1)})\right].
$$

But since $\mu(n) \sim cn^{-\beta/2}$ and $\eta < \beta - 1/2 < \beta/2$, the almost sure convergence of $(I_n^{(0)}/n, I_n^{(1)}/n)$ implies that the expected values above are all bounded, which implies that one actually has

$$
E[\|X_n - Q_n\|^m] \leq E\left[\left(\frac{\mu(I_n(0))}{\mu(n)}\right)^m \Delta_m(I_n^{(0)})\right] + E\left[\left(\frac{\mu(I_n(1))}{\mu(n)}\right)^m \Delta_m(I_n^{(1)})\right] + C_7 n^{-\eta},
$$

for some constant $C_7$. Let $R_n^{(m)} := \sup\{i^m \Delta_m(i) : i < n\}$ so that we have

$$
E[\|X_n - Q_n\|^m] \leq R_n^{(m)} n^{-\eta} + C_7 n^{-\eta},
$$

where, as before,

$$
\ell_n^{(m)} := E\left[\left(\frac{\mu(I_n(0))}{\mu(n)}\right)^m \left(\frac{I_n^{(0)} \vee 1}{n}\right)^{-\eta}\right] + E\left[\left(\frac{\mu(I_n(1))}{\mu(n)}\right)^m \left(\frac{I_n^{(1)} \vee 1}{n}\right)^{-\eta}\right] < 1 - \gamma,
$$

for some $\gamma > 0$ and all $n$ large enough.

From here, the same arguments we used before allow us to treat the recurrence relation in (34), and to conclude that $C_n$ is actually bounded. We omit the details, but just note that although the main term in the right-hand side of (34) is the one for $k = 0$, the others cannot be dropped earlier or one would not be able to prove a rate better than $n^{-\beta/2}$, regardless of $m$. \qed

Let $m$ be large enough such that $m(\beta - 1/2) > 2$. Then by Markov’s inequality, for any $\epsilon > 0$ and all $n$ large enough we have

$$
P(\|X_n - Z\| > \epsilon) \leq e^{-\epsilon^m n}. \quad E[\|X_n - Z\|^m] \leq e^{-m n^{-2}}.
$$

It follows that, for any $\epsilon > 0$, we have $\sum_{n \geq 1} P(\|X_n - Z\| > \epsilon) < \infty$, so that by the Borel–Cantelli lemma $\|X_n - Z\| \to 0$ almost surely as $n \to \infty$. Together with Theorem 6, Proposition 9 and Corollary 12 this shows Theorem 1 and the first part of Theorem 2.

**Remark.** In order to obtain almost sure convergence of $n^{-\beta/2} C_n$ rather than convergence in probability we have transferred rates of convergence for the coefficients in the recursive decomposition to the convergence of the sequence of interest by induction. This is a standard approach in the context of the contraction method particularly in function spaces, where convergence rates (with respect to more elaborate probability metrics) are necessary in order to deduce functional limit theorems on a distributional level, see [40] for details.
3.4 Convergence of the lamination

In this section we complete the proof of Theorem 2 by showing that the process convergence in Theorem 1 implies convergence of the lamination $\mathcal{L}_n$ to $\mathcal{L}_Z$. Note that, in general, it is not sufficient that $f_n \to f$ uniformly on $[0,1]$ for $\mathcal{L}_f$ to converge to $\mathcal{L}_f$, and we need additional arguments. We recall from [18, Definition 2.1] that a lamination $\mathcal{L}$ is called maximal if for any $x, y \in \mathcal{C}$ with $[x, y] \notin \mathcal{L}$, the chord $[x, y]$ intersects at least one of the chords in $\mathcal{L}$. In other words, $\mathcal{L}$ can not be enlarged by the addition of other chords. Le Gall and Paulin [37] have proved that for a geodesic lamination of the hyperbolic disk encoded by a continuous function $g$ to be maximal it suffices that $g$ has distinct local minima on the open interval $(0,1)$; the setting here is not exactly the same, but the statement is easily adapted and we omit the details (see also Proposition 2.5 in [18]). Maximal laminations $\mathcal{L}$ coincide with triangulations of the disk, that is laminations in which every connected component of $\mathcal{D} \setminus \mathcal{L}$ is an open triangle whose endpoints lie on the circle $\mathcal{C}$.

Let $\mathcal{L}$ denote the set of laminations of the disk which contain only finitely many chords and satisfy the additional properties that no chord has zero as an endpoint and that distinct chords do not share a common endpoint.

Lemma 16. Let $(\mathcal{L}_n)_{n \geq 0}$ be an increasing sequence in $\mathcal{L}$, and let $f_n$ be a function encoding $\mathcal{L}_n$ in the sense that $\mathcal{L}_n = \mathcal{L}_{f_n}$. Suppose that $f_n \to g$ uniformly as $n \to \infty$ where $g$ is continuous on $[0,1]$. Then

$$\mathcal{L}_g \subseteq \bigcup_{n \geq 1} \mathcal{L}_n \quad (35)$$

Moreover, if $\mathcal{L}_g$ is maximal, then $\mathcal{L}_n \to \mathcal{L}_g$ as $n \to \infty$ for the the Hausdorff metric.

One can certainly not have $\mathcal{L}_g = \lim_n \mathcal{L}_n$ without any additional assumption such as maximality. To see this, consider for instance the case in which the scaling factors used to ensure convergence of $f_n$ grow too fast so that $g(s) = 0$ for all $s \in [0,1]$; then the lamination $\mathcal{L}_g$ is actually always empty.

We do not have a short argument why local minima of the limit function $Z$ are almost surely distinct. Thus, we refer to the [18, Corollary 5.3] for a direct proof of the inclusion

$$\bigcup_{n \geq 1} \mathcal{L}_n \subseteq \mathcal{L}_g.$$ 

Together with Lemma 16, this finishes the proof of Theorem 2.

Proof of Lemma 16. We first show that $\mathcal{L}_g \subseteq \bigcup_{n \geq 1} \mathcal{L}_n$. Consider a chord $[x, y] \subset \mathcal{L}_g$ with $x < y$ and assume that it is compatible with $g$. By definition and continuity of $g$, one has $g(s) > g(x) = g(y)$ for all $s \in (x, y)$. Let $0 < \epsilon < (y - x)/3$ and $\delta = \inf_{s \in [x+\epsilon, y-\epsilon]} g(s) - g(x)$. Choose $n$ large enough such that $\|f_n - g\| < \delta/6$. Then, pick $\gamma \in (1/6, 1/3)$ such that at every point of discontinuity $s \in [x, y]$ of $f_n$, we have $f_n(s) \neq g(x) + (1 - \gamma)\delta$; this is possible since $f_n$ has at most finitely many jumps. For all $s \in [x+\epsilon, y-\epsilon]$ we have $f_n(s) > g(x) + \delta(1 - \gamma)$ and $f_n(x), f_n(y) < g(x) + \gamma\delta$. Let

$$a_n := \inf \{a \leq x + \epsilon : f_n(s) > g(x) + (1 - \gamma)\delta \forall s \in (a, x+\epsilon)\},$$

$$b_n := \sup \{b \geq y - \epsilon : f_n(s) > g(x) + (1 - \gamma)\delta \forall s \in (y - \epsilon, b)\}.$$ 

Then, $a_n \in [x, x+\epsilon]$, $b_n \in [y - \epsilon, y]$ and for all $s \in (a_n, b_n)$ we have $f_n(s) > g(x) + (1 - \gamma)\delta$ and $\max\{f_n(a_n), f_n(b_n)\} \leq g(x) + (1 - \gamma)\delta$. By the choice of $\gamma$, we have $f_n(a_n) = f_n(b_n)$, and $[a_n, b_n]$ is $f_n$-compatible. It follows that $[a_n, b_n] \subset \mathcal{L}_n$ and that, by construction,

$$[x, y] \subseteq \bigcup_{n \geq 1} \mathcal{L}_n,$$

where we recall that $A'$ denotes the $\epsilon$-fattening of $A$ in $\mathcal{D}$, $\{x \in \mathcal{D} : \exists a \in A$ and $|x - a| < \epsilon\}$. Letting $\epsilon \downarrow 0$ shows $[x, y] \subset \bigcup_{n \geq 1} \mathcal{L}_n$. In the case that $[x, y]$ is a limit of compatible chords one applies a similar
argument to the sequence of $\alpha$-compatible chords $(\|x_k, y_k\|, k \geq 1)$ such that $[x_k, y_k] \to [x, y]$. Together, this gives $\mathcal{L}_g \subseteq \bigcup_{n \geq 1} \mathcal{L}_n$.

If $\mathcal{L}_g$ is maximal, then we cannot have $\mathcal{L}_g \subseteq \bigcup_{n \geq 1} \mathcal{L}_n$, since $\bigcup_{n \geq 1} \mathcal{L}_n$ is indeed a lamination. It follows that $\mathcal{L}_g = \bigcup_{n \geq 1} \mathcal{L}_n$, which completes the proof.

4 The dual of the homogeneous lamination

In this section, we treat the case of the homogeneous lamination process, in which the chords are added to a uniformly random fragment, regardless of its mass. In this case, where the index of the fragmentation is $\alpha = 0$, the limit process is different from $Z$, which is the common limit process to all fragmentations with a positive index $\alpha$ [18].

Let us first give a precise description of the process. As before, $(U_i, V_i)_{i \in \mathbb{T}}$ denotes a collection of independent random variables with density $21_{\{0 < u < v < 1\}}$. Independently of this set, let $(J_i)_{i \geq 1}$ be a sequence of independent random variables where, for each $i \geq 1$, $J_i$ has uniform distribution on $\{1, \ldots, i\}$. For $n = 1$ insert $U = U_n$, $V = V_n$ and split the disk into fragments $S^{(0)}, S^{(1)}$ just as in the case $\alpha = 2$. At time $n$, we choose an arbitrary labeling of the $n$ different available fragments $S^{(v_1)}, \ldots, S^{(v_n)}$ and insert a chord in the fragment $S^{(v_n)}$. Here, writing $c$ for the mass of the fragment (the one-dimensional Lebesgue measure of its intersection with the circle), the insertion is performed by choosing the endpoints to be given by the vector $(cU_{v_n}, cV_{v_n})$ with respect to the fragment (the origin of the local coordinates is placed at the point corresponding to the unique chord which separates $S^{(v_n)}$ from its ancestor in the dual tree).

The recursive decomposition for $C_n^{(0)}$ looks as in the case of $\alpha = 2$, only the splitting random variable $(I_n^{(0)}, I_n^{(1)})$ has a different distribution. (We use the same notation for the pair $(I_n^{(0)}, I_n^{(1)})$ as in the case $\alpha = 2$ for the sake of readability.) With $(C_n^{(0)}(0), C_n^{(1)}(0))_{n \geq 0}, (C_n^{(0)}(1), C_n^{(1)}(1))_{n \geq 0}$ defined analogously to the case $\alpha = 2$ (remember the beginning of Section 3 for details), we have for every $s \in [0, 1]$

$$C_n^{(0)}(s) = \begin{cases} C_n^{(0)}(0) \left( \frac{s}{1 - (V - U)} \right) + 1 & \text{if } s \leq U \\ C_n^{(0)}(0) \left( \frac{U}{1 - (V - U)} \right) & \text{if } U < s \leq V \\ C_n^{(0)}(0) \left( \frac{s - (V - U)}{1 - (V - U)} \right) & \text{if } s > V. \end{cases}$$

(36)

Note that the vector $(I_n^{(0)}, I_n^{(1)})$ is a measurable function of $(J_i)_{i = 1, \ldots, n}$ and thus independent of $U, V$, $(C_n^{(0)}, C_n^{(1)})_{n \geq 1}$, and $(C_n^{(0)}(0), C_n^{(1)}(0))_{n \geq 0}$. Moreover, $I_n^{(0)} + I_n^{(1)} = n - 1$ and, since the underlying fragmentation is a Yule process, $I_n^{(1)}$ is uniform on $\{0, \ldots, n - 1\}$.

As it has been observed by Curien and Le Gall [18], equation (36) implies that the limit process $\mathcal{H}$ satisfies a fixed point equation in distribution: let $\mathcal{H}^{(0)}, \mathcal{H}^{(1)}$ denote independent copies of $\mathcal{H}$ such that $(\mathcal{H}^{(0)}, \mathcal{H}^{(1)}), (U, V), W$ are independent, $(U, V)$ has density $21_{\{0 < u < v < 1\}}$ and $W$ is uniformly distributed on the unit interval. Then, the process defined by, for every $s \in [0, 1]$,

$$\begin{cases} W^{1/3} \mathcal{H}^{(0)} \left( \frac{s}{1 - (V - U)} \right) & \text{if } s \leq U \\ W^{1/3} \mathcal{H}^{(0)} \left( \frac{U}{1 - (V - U)} \right) + (1 - W)^{1/3} \mathcal{H}^{(1)} \left( \frac{s - U}{V - U} \right) & \text{if } U \leq s \leq V \\ W^{1/3} \mathcal{H}^{(0)} \left( \frac{s - (V - U)}{1 - (V - U)} \right) & \text{if } s > V. \end{cases}$$

(37)

is distributed like the original process $\mathcal{H}$. Furthermore, Curien and Le Gall [18, Section 8.1] prove that the limit process $\mathcal{H}$ satisfies

$$\mathbb{E}[\mathcal{H}(s)] = \kappa^h(s(1 - s))^{1/2}$$

(38)

for some constant $\kappa^h > 0$. 
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The techniques we have used in the case \( \alpha = 2 \) apply here, and allow us to prove the convergence of the dual tree \( T_{n}^{\beta} \) in the Gromov–Hausdorff sense (Theorem 5). The limit process which is constructed using our functional approach is denoted by \( H \), and is almost surely equal to the process \( \mathcal{H} \) constructed in [18].

**Theorem 17.** As \( n \to \infty \), we have

\[
E[\|n^{-1/3}C_{n}^{h} - H\|^m] \to 0
\]

for all \( m \in \mathbb{N} \). Moreover, for every \( s \in [0,1] \) we have

\[
E[H(s)] = \kappa^{h}(s(1-s))^{1/2}, \quad \text{where} \quad \kappa^{h} = \frac{24}{\pi^4(1/3)^4}.
\]

Again, Theorem 17 is much stronger than what is needed to prove Theorem 5, and implies convergence of all moments of the height of the dual trees. Also, as in the self-similar case discussed in Sections 2 and 3, the leading constant \( \kappa^{h} \) is identified using the asymptotic expansion of \( C_{n}^{h} \) at an independent random location \( \xi \).

**Theorem 18.** Let \( \xi \) be a uniform random variable, independent of all remaining quantities. For every \( n \geq 1 \), we have

\[
E[C_{n}^{h}(\xi)] = \frac{\Gamma(n + 4/3)}{\Gamma(4/3)n!} - 1 = \frac{n^{1/3}}{\Gamma(4/3)} - 1 + O(n^{-2/3}).
\]

The remainder of the section is dedicated to the proofs of the previous statements. However, since the techniques are essentially the same we have already used in Sections 2 and 3, we omit many details.

**Mean at a Uniform Location.** As in the case of the self-similar lamination, the leading constant is identified using the asymptotics for \( C_{n}^{h} \) at a uniformly random point \( \xi \), independent of the lamination. Write \( Y_{n}^{h} := C_{n}^{h}(\xi) \). Then we have

\[
Y_{n}^{h} \overset{d}{=} Y_{I_{n}^{0}}^{h} + 1_{\{U \leq \xi < V\}}(Y_{I_{n}^{1}}^{h} + 1),
\]

where \( (Y_{n}^{h})_{n \geq 1} \) is independent copy of \( (Y_{n}^{h})_{n \geq 1} \) and \( (U, V, (I_{n}^{0}), (I_{n}^{1})) \), \( (Y_{n}^{h})_{n \geq 1}, (Y_{n}^{h})_{n \geq 1} \) are independent. Let now \( \mu(n) := E[Y_{n}^{h}] \). Taking expected values in the relation above yields

\[
\mu(n) = \frac{1}{3} + \frac{4}{3n} \sum_{k=1}^{n-1} \mu(k).
\]

Elementary manipulations yield

\[
\frac{\mu(n)}{n+1} - \frac{\mu(n-1)}{n} = \frac{1-2\mu(n-1)}{3n(n+1)},
\]

so that

\[
(\mu(n) + 1) = (\mu(n-1) + 1) \left(1 + \frac{1}{3n}\right),
\]

which implies the exact formula for \( \mu(n) \). The expansion follows by Stirling approximation.

The proofs of the remaining statements of Theorem 17 run along very similar lines as in the case \( \alpha = 2 \). In order to bound the supremum of the process in \( L^p \), we need to choose some \( p \geq 1 \) such that \( E[W^{p/3} + (1-W)^{p/3}] < 1 \). Here the coefficients \( W^{1/3}, (1-W)^{1/3} \) are considerably larger than \( (1-(V-U))^\beta, (V-U)^\beta \). For this reason \( p = 2 \) is not sufficient and it is necessary to work with \( p = 4 \). However, note that the one-dimensional fixed-point equation for \( Y^{h} = H(\xi) \) arising from (37) is

\[
Y^{h} \overset{d}{=} W^{1/3}Y^{h} + 1_{\{U \leq \xi < V\}}(1-W)^{1/3}Y^{h}.
\]

Similarly to (10), \( Y^{h} \) is distributed like \( Y^{h} \) and \( Y^{h}, Y^{h}, W, \xi, (U, V) \) are independent. Here, contraction in \( L^2 \) is guaranteed since the second coefficient is substantially decreased by an independent Bernoulli variable with success probability 1/3.
Here, we used the abbreviations

\[ \Theta_n = \mathbb{E} \left[ (H_n(\xi) - H_{n-1}(\xi))^2 \right], \]

\[ \Delta_n = \mathbb{E} \left[ \|H_{n+1} - H_n\|^4 \right], \]

\[ q = \mathbb{E}[W^{4/3}] + \mathbb{E}[(1 - W)^{4/3}] = 6/7 < 1, \]

\[ q' = \mathbb{E}[W(1 - W)^{4/3}] + \mathbb{E}[W^{1/3}(1 - W)] + \mathbb{E}[(W(1 - W))^{2/3}]. \]

Note that \( \Delta_n \) and \( q \) correspond to the analogous terms in the case \( \alpha = 2 \) where we omit the superscript \( h \) here. By the same arguments used to prove Lemma 7, we can show \( \mathbb{E}[(H_n(\xi) - H_{n-1}(\xi))^2] \to 0 \) exponentially fast. The following lemma whose proof is postponed is the necessary additional ingredient proving uniform convergence.
Lemma 19. Let \( q = \mathbb{E}[W^{2/3} + 1_{U \leq \xi < V} (1 - W)^{2/3}] = \frac{1}{3} \). For any \( p \in \mathbb{N}, p \geq 2 \), we have
\[
\mathbb{E}[[H_n(\xi) - H_{n-1}(\xi)]^p] = O(q^n).
\]

Applying the lemma to the right-hand side of (41) and using the arguments in the proof of Theorem 6 yields that \( H_n \) converges uniformly almost surely and in \( L^4 \) to a limit denoted by \( H \). (We recall that \( H = \mathcal{N} \) with probability one.)

Proof of Lemma 19. As already mentioned,
\[
\mathbb{E} \left[ (H_n(\xi) - H_{n-1}(\xi))^2 \right] = O(q^n)
\]
can be verified by the same arguments as in the case \( \alpha = 2 \). By Jensen’s inequality, we have
\[
\mathbb{E} \left[ H_n(\xi) - H_{n-1}(\xi) \right]^2 \leq C_n q^{n/2}
\]
for some constant \( C_n > 0 \). For transferring the rate to higher moments, we proceed by induction. Let \( p \geq 3 \) and assume the assertion is true for all \( 2 \leq j \leq p - 1 \), i.e. let \( K_2, \ldots, K_{p-1} \) such that \( \mathbb{E} \left[ H_n(\xi) - H_{n-1}(\xi) \right]^j \leq K_j q^n \) for all \( 2 \leq j \leq p - 1 \). By the observation in Lemma 7, denoting by \( \xi', \xi'' \) independent random variables with uniform distribution that are independent of all remaining quantities, we have
\[
\Delta_n^{(p)} := \mathbb{E} \left[ H_n(\xi') - H_n(\xi'') \right]^p
\]
\[
= \mathbb{E} \left[ W^{1/3} (H_n(0) - H_n(1)) + 1_{U \leq \xi < V} (1 - W)^{1/3} (H_n(1) - H_n(0)) \right]^p
\]
\[
\leq \mathbb{E} \left[ W^{p/3} + 1_{U \leq \xi < V} (1 - W)^{p/3} \Delta_n^{(p-1)} + \sum_{\ell=1}^{p-1} \binom{p}{\ell} K_{p-\ell} q^{\ell(n-1)} \right].
\]
Note that \( \mathbb{E} [W^{p/3} + 1_{U \leq \xi < V} (1 - W)^{p/3}] = \frac{1}{p+3} < q \). Thus, by a simple induction on \( n \), we obtain \( \Delta_n^{(p)} = O(q^n) \). \( \square \)

The Discrete Process. Let us give the coupling of the discrete process to its limit: For \( u \in \mathcal{T} \) and \( n \in \mathbb{N} \), let \( I_n^{(u)} \) be the number of fragments \( v \in \mathcal{T} \) at time \( n \) with \( v \in \mathcal{T}_n \). Here, \( \mathcal{T}_n = \{ uv : v \in \mathcal{T} \} \) is the set of nodes with prefix \( u \). It is well-known that the proportion \( I_n^{(u)}/\max(I_n^{(u)}, 1) \) converges almost surely to a uniform random variable as \( n \to \infty \). We denote this limit by \( W_{\infty} \). Then, the sequence \( (W_{\infty})_{\infty} \) is independent of the set \( (U_n, V_n)_{n \in \mathbb{N}} \) and consists of independent random variables having uniform distribution. Based on these sets, for \( u \in \mathcal{T} \), let \( H^{(u)} \) be the process constructed above.

The uniform convergence of \( X_n^{(u)} := C_n^{(u)}/([4/3] \mathbb{E}[C_n^{(u)}(\xi)]) \) to \( H \) can be worked out analogously to the case \( \alpha = 2 \) with similar modifications as for limit construction. The only essential difference is the verification of
\[
\lim_{n \to \infty} \left\| X_n^{(0)}(\Psi) - H^{(0)}(\Psi) \right\|_4 = 0 \tag{42}
\]
instead of (18) in \( L^2 \). There is no additional difficulty in proving this \( L^4 \) convergence: First, convergence of the \( L^2 \) distance is obtained as in the proof of Theorem 10 and second, any absolute \( p \)-th moment of \( X_n^{(u)}(\xi) \) is bounded in \( n \). This can be shown by induction on \( p \) using the result for \( p = 2 \) as a base case. Thus, (42) follows by dominated convergence. We leave out the remaining details of the proof, they should be clear from the arguments in Section 3.

Rates of Convergence and Almost Sure Convergence. The rates for the convergence of the \( L^p \) norm \( \mathbb{E} [|X_n^{(u)} - H|^p] \) are obtained by the same steps as in the case \( \alpha = 2 \). First, note that given \( W \), the random variable \( I_n^{(0)} \) has binomial distribution with parameters \( n - 1, W \). Thus, by the bound (30), for any \( k \geq 1 \),
\[
\mathbb{E} \left[ I_n^{(0)}/n - W \right]^{k/3} = O \left( n^{-k/6} \right),
\]
where we put \( W := W_0 \). Based on the latter bound for \( k = 2 \), using the same methods as in the case \( \alpha = 2 \), it follows that for any \( \kappa < \frac{1}{6} \)
\[
\mathbb{E} \left[ (X_n^{(u)} - H(\xi))^2 \right] = O \left( n^{-\kappa} \right).
\]
Using the same arguments as in the proof of Proposition 15, we can easily generalize the result to higher moments. For any \( m \geq 1 \) and \( \kappa < \frac{1}{6} \), we have
\[
E[|X_n^h(\xi) - H(\xi)|^m] = O\left(n^{-\kappa m}\right).
\]
As in the proof of Lemma 14 we can transfer the rate to the process level. Based on an inequality similar to (41), we see that for any \( \kappa < \frac{1}{6} \)
\[
E[||X_n^h - H||^4] = O\left(n^{-\kappa}\right).
\]
Finally, analogously to Proposition 15, we can show that for any \( m \geq 1 \) and \( \kappa < \frac{1}{24} \)
\[
E[||X_n^h - H||^m] = O\left(n^{-\kappa m}\right).
\]
The almost sure convergence \( ||X_n^h - H|| \to 0 \) follows as in the case \( \alpha = 2 \) by an application of the Borel–Cantelli lemma relying on the latter display for sufficiently large \( m \). This implies almost sure convergence of \( n^{1/\beta}C_n^h \).

5 Properties of the limit dual tree \( T_Z \)

In this section, we derive some important properties of the limit dual tree \( T_Z \). The first set of properties are standard and characterize the degrees in \( T_Z \). As in a discrete tree, for a real tree \( T \) and \( x \in T \), the degree of \( x \) in \( T \) is the number of connected components of \( T \setminus \{x\} \). Points of degree one are called leaves. A real tree encoded by a continuous excursion \( f : [0,1] \to [0,\infty) \) comes with a natural probability measure, the push-forward of Lebesgue measure on \([0,1]\) into the canonical projection \( \pi_f : [0,1] \to T_f \).

**Proposition 20.** The real tree \((T_Z,d_Z)\) is almost surely compact, binary and has its mass concentrated on the leaves.

**Proof.** The compactness is an easy consequence of the fact that \( T_Z \) is the image of \([0,1]\) under the canonical projection, which is almost surely continuous for, for any \( x,y \in [0,1] \),
\[
d_Z(\pi_Z(x),\pi_Z(y)) = Z(x) + Z(y) - 2\inf\{Z(s) : x \wedge y \leq s \leq x \vee y\} \\
\leq 2\sup\{|Z(s) - Z(t)| : |s-t| \leq |x-y|\} \to 0,
\]
as \( |x-y| \to 0 \), since \( Z \) is uniformly continuous.

Curien and Le Gall [18, Proposition 5.4] have proved that the lamination encoded by \( Z \) is almost surely a triangulation, which implies that \( T_Z \) has maximal degree at most three with probability one.

Finally, to prove that the mass measure is concentrated on the leaves, it suffices to show that for an independent uniform random variable \( \xi, \pi_Z(\xi) \in T_Z \) is a leaf with probability one. By the rotational invariance, the degree of \( \pi_Z(\xi) \) is distributed like the degree of the root, say \( \rho \). Now, since \( Z(s) > 0 \) for all \( s \in (0,1) \) with probability one (see [18], proof of Corollary 5.3), for all points \( u,v \in T_Z \setminus \{\rho\} \), the path from \( u \) to \( v \) in \( T_Z \) does not go through \( \rho \), so that \( T_Z \setminus \{\rho\} \) has a single connected component. \( \square \)

We now look at the fractal dimension of \( T_Z \). For a metric space \((X,d)\), we write \( N(X,\delta) \) for the smallest size of a covering of \( X \) with balls of radius at most \( \delta \). The box-counting dimension is a law of large numbers for the size of coverings by balls of small radius. More precisely, when
\[
\liminf_{\delta \downarrow 0} \frac{\log N(X,\delta)}{\log(1/\delta)} = \limsup_{\delta \downarrow 0} \frac{\log N(X,\delta)}{\log(1/\delta)},
\]
the common value is called the Minkowski or box-counting dimension and denote it by \( \text{dim}_M(X) \) [24, 25].

**Proposition 21.** Almost surely \( \text{dim}_M(T_Z) = 1/\beta \).
Proof. The upper bound is a simple consequence of the continuity properties of the sample paths of $Z$. Since $Z$ is $\alpha$-Hölder continuous for every $\alpha < \beta$ [18, Theorem 1.1], there exists $C_\alpha < \infty$ almost surely such that for every $x, y \in [0, 1]$ one has

$$|Z(x) - Z(y)| < C_\alpha |x - y|\alpha.$$ 

For $r > 0$, fix $\delta > 0$ such that $C_\alpha \delta^\alpha = r$. Let $\pi_Z$ denote the canonical projection from $[0, 1]$ to $T_Z$. The collection \{ $B(\pi_Z(i\delta), 2r) : i = 0, \ldots, \lfloor \delta^{-1} \rfloor$ \} is a covering of $T_Z$. Indeed, for any point $u \in T_Z$, there is $x \in [0, 1]$ such that $\pi_Z(x) = u$ and $i\delta \leq x < (i + 1)\delta$ for some $i \leq \lfloor \delta^{-1} \rfloor$ and by definition of $T_Z$

$$d_Z(u, \pi_Z(i\delta)) \leq Z(x) + Z(i\delta) - 2\inf\{Z(s) : x \land i\delta \leq s \leq x \lor i\delta\}$$

$$\leq 2\sup\{|Z(s) - Z(t)| : |s - t| \leq \delta\}$$

$$< 2C_\alpha \cdot \delta^\alpha = 2r.$$

It follows immediately that $N(T_Z, 2r) \leq \delta^{-1} + 1$ which implies that

$$\dim_M(T_Z) := \limsup_{r \to 0} \frac{\log N(T_Z, 2r)}{\log(1/2r)} \leq \frac{1}{\alpha},$$

for any $\alpha < \beta$. Letting $\alpha \to \beta$ yields the upper bound.

For the lower bound, for every $r > 0$ small enough, we exhibit a set of about $r^{-1/\beta}$ points in $T_Z$ in which any two points are at least at distance $2r$ apart. To this aim, we work directly with the fixed-point equation for $Z$, that we can expand in any way we like in order to exhibit a convenient partition of $T_Z$. We rely on the fragmentation process underlying the construction of $T_Z$.

We use the standard embedding of the process of chord insertion in continuous time, and modify slightly the point of view of Section 3.1, in which chords insertions may fail. Let $X(t) = (X_i(t) : i \geq 1)$ be the element of $\ell^1_{\infty} := \{(x_1, x_2, \ldots) : x_1 \geq x_2 \geq \ldots, \sum_{i \geq 1} x_i \leq 1\}$ representing the (ordered) sequence of fragment sizes at time $t$ in the self-similar fragmentation of index 1 and dislocation measure corresponding to the uniform binary split of the mass [9]. (Then at the times of the split events $\tau_j$, $j \geq 1$, $X(\tau_j)$ is distributed like the ordered sequence of masses of the fragments when $j$ chords have been inserted.)

Choosing one as the index of self-similarity turns out to be especially convenient: Here the number of chords $N_t$ at time $t$ is distributed like a Poisson($t$) random variable. Given $N_t$, $X(t)$ is distributed like the ordered sequence of spacings created by $N_t$ uniformly random variables in $[0, 1]$. So $N_t$ is concentrated about $t$, and the number of fragments of mass at least $1/t$ is roughly of order $t$. More precisely, writing $(\gamma_i)_{i \geq 1}$ for a sequence of i.i.d. exponential random variables with mean one, then, conditional on $N_t = n$, the collection of masses of the $n + 1$ fragments (in random order) is distributed like

$$\left(\frac{\gamma_1}{\sum_{j=1}^{n+1} \gamma_j}, \ldots, \frac{\gamma_{n+1}}{\sum_{j=1}^{n+1} \gamma_j}\right).$$

Hence, for any $\delta > 0$, $\epsilon \in (0, 1/\beta)$ and $t = r^{-1/\beta+\epsilon}$, writing $A_\delta$ for the event that $\# \{ i : X_i(r^{-1/\beta+\epsilon}) \geq r^{1/\beta-\epsilon} \} \geq \delta r^{-1/\beta+\epsilon}$, we have

$$\mathbf{P}(A_\delta) = \mathbf{P}\left(\# \left\{ i \leq N_t : \gamma_i \geq r^{1/\beta-\epsilon} \sum_{i=1}^{N_t} \gamma_i \right\} < \delta r^{-1/\beta+\epsilon}\right)$$

$$\leq \mathbf{P}\left(\sum_{1 \leq i \leq t/2} 1_{\{\gamma_i \geq 3\}} < \delta r^{-1/\beta+\epsilon}\right) + \mathbf{P}\left(N_t \notin \left[\frac{t}{2}, 2t\right]\right) + \mathbf{P}\left(\sum_{1 \leq i \leq 2t} \gamma_i \geq 3t\right),$$

for any $\delta < e^{-3/2}$ and for all $t$ large enough, by classical large deviations bounds. We now fix such a value for $\delta$ until the end of the proof.
For each $i \geq 1$ and $t \geq 0$, $X_i(t)$ is the mass of a subset $S_i(t)$ of the tree $T_Z$. Furthermore, each subset $S_i(t)$ is a connected subset of $T_Z$, and by the recursive representation of $Z$, the subtree of $T_Z$ induced on $S_i(t)$ is distributed like a copy of $T_Z$ in which all distances are multiplied by $X_i(t)\beta$ (by the fixed point equation for $Z$).

We now always consider the set of fragments at time $r^{-1/\beta+\epsilon}$ for some $r > 0$. Let $I(r)$ be the set of indices corresponding to fragments (at time $r^{-1/\beta+\epsilon}$) which contain a point at distance greater than $r$ from the rest of the tree. Any covering of $T_Z$ by balls of radius at most $r$ needs at least one center per element of $I(r)$, so that $N(T_Z, r) \geq \# I(r)$. Note that although the subset of $T_Z$ induced by $S_i$ is a tree, the degree $\deg(i)$ of fragment $i$ (the number of connected components of $T_Z \setminus S_i$) is not bounded. In particular, a large height does not guarantee the existence of a point far from $T_Z \setminus S_i$. However, since the fragments are connected subsets of a tree, the average degree of the entire set of fragments is lower than two. Also, writing $B$ for the event that the number of fragments at time $r^{-1/\beta+\epsilon}$ is at most $2r^{-1/\beta+\epsilon}$, we have

$$
P(B^c) = P\left( \text{Poisson}(r^{-1/\beta+\epsilon}) > 2r^{-1/\beta+\epsilon} \right) \leq 4r^{-1/\beta-\epsilon},$$

for all $r$ small enough. If both $A_3$ and $B$ occur then the average degree of the set of fragments of mass at least $r^{1/\beta+\epsilon}$ is at most $4\delta^{-1}$. This implies that on $A_3 \cap B$,

$$\# \{ i : X_i(r^{-1/\beta+\epsilon}) \geq r^{1/\beta-\epsilon}, \deg(i) \leq 8\delta^{-1} \} \geq \frac{\delta}{2} r^{-1/\beta+\epsilon}. \quad (45)$$

For a given fragment $S_i$ of degree at most $8\delta^{-1}$, the existence of a path of length at least $16\delta^{-1} r$ within the fragment implies that there is a point $u \in S_i$ at distance less than $r$ from $T_Z \setminus S_i$. So, writing $Z_i$ for the height process within $S_i$ we have

$$\# I(r) \geq \# \{ i : X_i(r^{-1/\beta+\epsilon}) \geq r^{1/\beta-\epsilon}, \deg(i) \leq 8\delta^{-1}, \|Z_i\| > 16\delta^{-1} r \}.$$  

Note that the scaling property of $Z$ implies that, for $i$ such that $X_i \geq r^{1/\beta-\epsilon}$,

$$P(\|Z_i\| > 16\delta^{-1} r) \geq P(\|Z\| > 16\delta^{-1} r^\beta) > 1/2, \quad (46)$$

for all $r$ small enough since $\|Z\| > 0$ with probability one. Now, given the sequence of masses $X_i(r^{-1/\beta+\epsilon})$ at time $r^{-1/\beta+\epsilon}$, the internal structure of the fragments and in particular the processes $Z_i$ are independent. So, for every $r > 0$ small enough, by (45) and (46), on the event $A_3 \cap B$ the random variable $\# I(r)$ dominates a binomial random variable with parameters $\frac{\delta}{2} r^{-1/\beta+\epsilon}$ and $1/2$. It follows that, for all $r$ small enough,

$$P\left( \# I(r) \leq \frac{\delta}{8} r^{-1/\beta+\epsilon} \bigg| A_3, B \right) \leq \frac{16}{5} r^{1/\beta-\epsilon}, \quad (47)$$

by Chebyshev’s inequality. Putting (43), (44) and (47) together, the Borel–Cantelli lemma implies that almost surely for all $r$ small enough along the sequence $r = 2^{-n}$, $n \geq 0$, we have

$$\# I(r) \geq \frac{\delta}{8} r^{-1/\beta+\epsilon}.$$  

Finally, since for $r \in [2^{-(n+1)}, 2^{-n})$ we have $\dim_{\text{H}}(T_Z, r) \geq N(T_Z, 2^{-n})$, we obtain

$$\dim_{\text{H}}(T_Z) := \liminf_{r \downarrow 0} \frac{\log N(T_Z, r)}{\log(1/r)} \geq \liminf_{r \downarrow 0} \frac{\log \# I(r)}{\log(1/r)} \geq \frac{1}{\beta} - \epsilon,$$

which proves the desired lower bound since $\epsilon > 0$ was arbitrary. \qed
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A Expected value at a uniform location: Proof of Theorem 3

Our approach is to first find a explicit formula for the mean, then extract precise asymptotics via complex analytic methods.

A recurrence relation. Under the model of Section 3, let $Y_n := C_n(\xi)$. We start with the derivation.
of a recurrence relation for the quantity \( \mu(n) := E[Y_n] \). We have, by construction,

\[
Y_n \overset{d}{=} 1_{\{\xi \in S(0)\cap \mathcal{C}\}} Y_n^{(0)} + 1_{\{\xi \in S(1)\cap \mathcal{C}\}} \left[ 1 + \frac{Y_n^{(0)}}{I_n^{(0)}} + \frac{Y_n^{(1)}}{I_n^{(1)}} \right], \quad n \geq 1,
\]

(48)

with independent copies \((Y_n^{(0)})_{n \geq 0}, (Y_n^{(1)})_{n \geq 0}\) of \((Y_n)_{n \geq 0}\), independent of \((\xi, U, V, I_n^{(0)}, I_n^{(1)})\). For the definition of \(S(0)\) and \(S(1)\), see the beginning of Subsection 3.1. Observe that, given \(\{\xi \in S(0) \cap \mathcal{C}\}, \ell^{(0)}\), the mass of \(S(0)\) and defined in (16), is distributed as the maximum of three independent uniform random variables. Hence, it has the Beta\((3, 1)\) distribution with density \(3u^2\). Additionally, both \(\ell^{(0)}\) given \(\{\xi \in S(1) \cap \mathcal{C}\}\), and \(\ell^{(1)}\) given \(\{\xi \in S(1) \cap \mathcal{C}\}\) are distributed as the second smallest of three independent uniform random variable. Therefore, both have Beta\((2, 2)\) distribution with density \(6u(1-u)\).

Equation (48) implies that \(\mu(n) := E[Y_n]\) satisfies the following recurrence relation for all \(n \geq 1\):

\[
\mu(n) = \frac{1}{3} + \frac{2}{3} \sum_{k=1}^{n-1} \mu(k) \cdot \left[ P(Bin(n-1, B_{3,1}^2) = k) + P(Bin(n-1, B_{2,2}^2) = k) \right]
= \frac{1}{3} + \sum_{k=1}^{n-1} \mu(k) \pi_{n,k}
\]

(49)

where we wrote

\[
\pi_{n,k} = \binom{n-1}{k} \left[ 2B(k+1, n-k) - B(k+3/2, n-k) \right].
\]

**AN EXACT EXPRESSION FOR \(\mu(n)\).** Although it is linear, the recurrence relation (49) involves an unbounded number of terms. We adopt an approach using generating functions which are particularly adapted. Define \(M(z) := \sum_{n \geq 1} \mu(n) z^n\). Since \(\mu(n) \leq n\) the convergence radius of \(M(z)\) is exactly one. In a different but related case, Flajolet, Gonnet, Puech, and Robson [29] derived a differential equation for \(M(z)\) from the recursion (49), which is explicitly solvable. In our case, this does not seem possible, and we follow ideas used by Chern and Hwang in [14] which rely on a differential equation for the Euler transform of \(M(z)\). We start by defining the binomial and Euler transforms (see [33, p. 137] or [46, p. 105–106]).

Given a sequence of real numbers \((a(n), n \geq 0)\), the binomial transform \(a^*\) of \(a\) is defined by

\[
a^*(n) = \sum_{k=0}^{n} \binom{n}{k} (-1)^k a(k).
\]

The sequences \(a\) and \(a^*\) are then dual in the sense that \(a = (a^*)^*\). The binomial transform of a sequence of numbers is related to the Euler transform of its generating function. Given a function \(f : \mathbb{C} \to \mathbb{C}\), analytic in a neighborhood of the origin, define its Euler transform \(f^*\) by

\[
f^*(z) = \frac{1}{1-z} f \left( \frac{z}{z-1} \right).
\]

Note that \(f^*\) is also analytic in some neighborhood of zero. The function \(f^*\) has the crucial property that its coefficients are given by the binomial transform of the coefficients of \(f\). In particular \(M^*(z) = \sum_{n \geq 1} \mu^*(n) z^n\).

The basic observation is that \(\pi_{n,k}\) may be expressed in terms which relate to binomial transforms. We give an expression for \(\pi_{n,k}\) that may look slightly artificial, but actually exploits the structure and make the binomial transform explicit:

\[
\pi_{n,k} = \sum_{j=k}^{n-1} \binom{n-1}{j} \binom{j}{k} (-1)^{j+k} \left[ \frac{2}{j+1} - \frac{1}{j+3/2} \right].
\]

(50)
To see that (50) indeed holds, observe that we have
\[
\binom{n-1}{k} B(k+1, n-k) = \binom{n-1}{k} \int_0^1 x^k (1-x)^{n-k-1} dx
\]
\[
= \binom{n-1}{k} \sum_{j=0}^{n-k-1} (-1)^j \binom{n-k-1}{j} \int_0^1 x^{k+j} dx
\]
\[
= \binom{n-1}{k} \sum_{j=k}^{n-1} (-1)^{j+k} \binom{n-k-1}{j-k} \frac{1}{j+1}
\]
\[
= \sum_{j=k}^{n-1} \binom{n-1}{j} \binom{j}{k} \frac{(-1)^{j+k}}{j+1}.
\]
The expression for the second term is obtained in the same way:
\[
\binom{n-1}{k} B(k+3/2, n-k) = \sum_{j=k}^{n-1} \binom{n-1}{j} \binom{j}{k} \frac{(-1)^{j+k}}{j+3/2},
\]
which proves the identity in (50).

Using (50) and the binomial transform immediately yields
\[
\sum_{k=1}^{n-1} \mu(k) \pi_{n,k} = \sum_{j=1}^{n-1} \binom{n-1}{j} (-1)^j \left[ \frac{2}{j+1} - \frac{1}{j+3/2} \right] \mu^*(j).
\]

Having in mind a second application of the binomial transform, this leads us to define
\[
S(z) = \sum_{n \geq 1} \left[ \frac{2}{n+1} - \frac{1}{n+3/2} \right] \mu^*(n) z^n.
\]
The function \(S(z)\) is crucial for our approach. We will exhibit two connections between \(S(z)\) and \(M(z)\) which will finally imply the pre-announced differential equation for the Euler transform \(M^*\) of \(M\).

Since \(M^*\) is analytic at the origin, the formal term-wise integration makes sense in a neighborhood of zero. Thus (52) yields
\[
\frac{d}{dz} (z^{3/2} S(z)) = z^{1/2} M^*(z) + z^{-1/2} \int_0^z M^*(u) du,
\]
Furthermore, the recurrence relation for \(\mu(n)\) in (49), together with (51) and (52) imply that
\[
M(z) = \frac{1}{3} \frac{z}{1-z} + \frac{z}{1-z} S \left( \frac{z}{z-1} \right).
\]
In particular, for \(w = z/(z-1)\)
\[
w^{1/2} (w-1) M^*(w) = \frac{1}{3} w^{3/2} + w^{3/2} S(w).
\]
Combining (53) and (54) provides an integro-differential equation for \(M^*\).
\[
2w(w-1) \frac{d}{dw} M^*(w) + (w-1) M^*(w) - 2 \int_0^w M^*(u) du = w.
\]
Direct comparison of the \(n\)th coefficient of both sides gives a one-term recursion for the Binomial transforms \(\mu^*(n)\) for \(n \geq 2\), which implies
\[
\mu^*(n) = -\frac{1}{3} \sum_{j=2}^{n} \frac{2j^2 - j - 2}{j(2j+1)}.
\]
Finally, using the duality of binomial transforms, we have just proved the first assertion of Theorem 3.

**Asymptotic Estimate for** $\mu(n)$. The representation for $\mu(n) = \mathbb{E}[C_n(\xi)]$ in (5) involves an alternate series and is delicate to evaluate asymptotically: although some terms are exponentially large in absolute value, we know from the combinatorial setting that $\mu(n) \leq n$, so that an approach that focuses on the individual terms is bound to be rather intricate. For the asymptotic expansion, we will use methods based on Nörlund–Rice integrals which is standard for the calculus of finite differences [27, 28, 41]. We now show the asymptotic expression in (6).

First note that, writing $\gamma = (1 + \sqrt{17})/4$ and $\bar{\gamma} = (1 - \sqrt{17})/4$, we have

$$
\frac{1}{3} \sum_{j=2}^{k} \frac{2j^2 - j - 2}{j(2j + 1)} \cdot \frac{(j - \gamma)(j - \bar{\gamma})}{f(j + 1/2)} = \frac{1}{3} \frac{\Gamma(k + 1 - \gamma)}{\Gamma(2 - \gamma)} \cdot \frac{\Gamma(k + 2 - \gamma)}{\Gamma(2 - \gamma)} \cdot \frac{1}{\Gamma(k + 1)} \frac{\Gamma(5/2)}{\Gamma(k + 3/2)} =: f(k),
$$

where it is understood that the last line above defines the function $f$ at the integer $k \geq 2$. Thus

$$
\mu(n) = \sum_{k=1}^{n} \binom{n}{k} (-1)^{k+1} f(k).
$$

The definition of $f$ extends analytically to complex values $z$ for which none of the arguments of the Gamma functions takes a value in the non-positive integers. So we have so that writing

$$
\mu(n) = \sum_{k=1}^{n} \binom{n}{k} (-1)^{k+1} f(k) \quad \text{with} \quad f(z) = \frac{\sqrt{\pi} \Gamma(z - \gamma + 1) \Gamma(z - \bar{\gamma} + 1)}{4 \Gamma(z + 1) \Gamma(z + 3/2) \Gamma(2 - \gamma) \Gamma(2 - \bar{\gamma})}.
$$

We may apply the results in Section 2 of [27] which yield the following integral representation for $\mu(n)$

$$
\mu(n) = \frac{1}{2\pi i} \int_{c} \frac{(-1)^{n+1}n!}{z(z-1)\cdots(z-n)} f(z) dz,
$$

(55)

where $\mathcal{C}$ is any positive contour encircling the segment $[1, n]$, which lies in the domain of analyticity of $f$ and avoids the non-negative integers. We take $\mathcal{C}$ to be the contour consisting of the vertical line $c + i\mathbb{R}$ and loops around the segment $[1, n]$ from $c - i\infty$ to $c + i\infty$. Observe that the integrand in (55) has singularities in the set $\Re(z) < 1$ at $\gamma - 1 - \ell$ and $\bar{\gamma} - 1 - \ell$ for $\ell \geq 0$ and zero. All these singularities are simple poles. We would like to shift the vertical portion of the contour integration towards the left in order to peel off the first pole we meet, thus extracting the main asymptotic contribution.

It follows that for $0 < c' < \gamma - 1$, and $\mathcal{C}'$ the shift of the contour $\mathcal{C}$ which has its vertical part along $c' + i\mathbb{R}$, we have

$$
\mu(n) = \frac{(-1)^{n}n!}{(\gamma - 1)\cdots(\gamma - n - 1)} \cdot \frac{1}{2\pi i} \int_{c' + i\infty}^{c + i\infty} \frac{(-1)^{n}n!}{z(z-1)\cdots(z-n)} f(z) dz,
$$

(56)

because, by Stirling formula, $|f(z)| = O(|z|^{-1})$ as $|z| \to \infty$ inside the half-plane $\{\Re(z) \geq c'\}$. We first estimate the main contribution, which comes from the term involving the residue $\text{Res}(f; \gamma - 1)$ of $f$ at $z = \gamma - 1$. Using the fact that $|f(z)| = O(1)$ as $|z| \to \infty$, we easily obtain

$$
\frac{(-1)^{n}n!}{(\gamma - 1)\cdots(\gamma - n - 1)} = cn^{\gamma - 1} + O(n^{\gamma - 2}),
$$

where $c$ is the constant defined in (6).

In the same way, one proves that the remaining term in (56) is $O(1)$ as $n \to \infty$: one first easily obtains that

$$
\left| \frac{1}{2\pi i} \int_{c' - i\infty}^{c' + i\infty} \frac{(-1)^{n}n!}{z(z-1)\cdots(z-n)} f(z) dz \right| \leq \frac{1}{2\pi} \int_{c' - i\infty}^{c' + i\infty} \frac{\Gamma(n+1)\Gamma(1-c')}{|\Gamma(n-c' + 1)|} |f(z)| |dz| = O(n^{c'}),
$$

and

$$
\frac{1}{2\pi i} \int_{c - i\infty}^{c + i\infty} \frac{(-1)^{n}n!}{z(z-1)\cdots(z-n)} f(z) dz = O(n^{c'}),
$$

where

$$
\mu(n) = \sum_{k=1}^{n} \binom{n}{k} (-1)^{k+1} f(k).
$$

Finally, using the duality of binomial transforms, we have just proved the first assertion of Theorem 3.
by Stirling’s formula. To prove a bound of $O(1)$, one shifts again the vertical line to the left at and peels off the next residue, which happens to be at $z = 0$: the residue itself contributes $O(1)$ and the remainder $O(n^c')$ for $c' < 0$. We omit the details.