Patient Data Sharing and Confidentiality Practices of Researchers in Jordan

Purpose: The main focus of this study is to assess the knowledge and practices of healthcare practitioners regarding data sharing, security, and confidentiality, with a focus on the use of health data retrieved from electronic health records (EHRs) for research purposes.

Methods: A descriptive, cross-sectional, questionnaire-based survey study was conducted across all academic institutions including all researchers in the medical field in Jordan. Personal and administrative practices in data sharing were assessed through collecting data from respondents.

Results: The response rate was 22% with an average of 10.25 years of experience in publications. Almost 60% had published at least 1 to 3 studies using EHRs. The prevalence of researchers who “Always” used antivirus software and preserved patient’s information was 75.5% and 92.2%, respectively. However, other personal security and confidentiality measures were not satisfactory. Less than half of health data used in the research was “Always” anonymised or encrypted and only around 44.0% had “Always” used sensitive data with more specificity than normal data.

Conclusion: Confidentiality and data sharing practices of healthcare practitioners and researchers were generally less than optimal. Efforts from healthcare providers, health institutions, and lawmakers should be put in place to protect the security and confidentiality of electronic patient data.
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Introduction
The last decades have seen a rising incorporation of technology and informatics among healthcare sectors.1 This has led to a shift from paper health records to electronically stored patient records, or electronic health records (EHRs). EHRs are defined as systems used to store patient data, including medical history, diagnosis, progress notes, and medication orders.2 They present an advantage for patient data retrieval over paper records as they are more efficient, timesaving, less costly, and results in less medical errors.3,4

In addition to physicians and other healthcare providers, and beyond the scope of health organizations, EHRs are occasionally accessed by third parties such as insurance companies and researchers for purposes including clinical research.5 Contrary to other methods, EHRs do not require the active participation of patients in clinical studies, and thus can facilitate biomedical, epidemiological, and public health research.6,7 However, concerns have been raised towards the increasing risk of potential confidentiality breaches associated with EHRs particularly as data are shared among a larger group of people outside the medical team leading to...
Until now, data regarding malpractices in clinical research that utilizes EHRs in Jordan was conducted. Ethical approval was obtained from the authors’ Institutional Review Board (IRB).

A web-based questionnaire containing variables of interest was utilized and distributed to all academic researchers from a wide range of health disciplines at private and public universities in Jordan. A letter was emailed with the survey to potential participants with a brief description of the study. Participants were informed prior to starting the survey that it is completely anonymous and that all data would be treated as confidential and notified that their participation is entirely voluntary and their withdrawal from the study could be possible at any time. Participants were also notified that their information will be used for research purposes only and no one other than members of the research team will have access to them. Inclusion criteria were being a faculty member working in a healthcare discipline at private or public universities, ever involved in research activities, willing to sign the participation letter, and willing to complete the survey online. Participants were excluded if they have not used electronic health records in their research during the past 5 years. The average completion time of the survey was 10 mins.

The study instrument was developed and face, content, and construct validity were examined by the authors of the current research. Before starting the actual study, the questionnaire was piloted. At first, face validity was checked—the questionnaire draft was passed through several colleagues. These colleagues were asked for their opinions about the clarity and correctness of the questions. Then the questionnaire was modified taking into consideration their collective suggestions. Thereafter, to ensure that the respondents would understand what was required from the questions, the questionnaire was further validated using the verbal protocols, where 10 participants were recruited individually and asked to fill in the questionnaire. At the same time, they were asked and encouraged to think loudly, and to speak out about what they meant by each answer, and how they understood each question. The investigator was noting down all their responses, and the questionnaire was adjusted accordingly. Besides, the internal validity was established and Cronbach’s alpha of 0.77 was obtained.

The content of the questionnaire was divided into three parts: personal information, knowledge, and practices.
Personal information collected included demographics, participant’s years of experience in research, and affiliations. Knowledge was addressed through three items: previous participation in research ethics program reflecting the presence of basic knowledge, the recommendation of an introductory course into research ethics reflecting the recognition of such program importance, and knowledge regarding electronic data encryption reflecting knowledge of security techniques. Each of these items was given one point, summed, and then, participants were classified based on the total score into needing improvement (≤1 point), Moderate (2 points), and Good (3 points). Researchers’ and Institutional practices included those related to data access, storage, and delivery (shown in detail in Table 5). Practices were measured by the 5-point Likert scale options “Always”, “Often”, “Usually”, “Rarely”, and “Never”. Scoring of practice statements ranged from 0 to 4 for positive items and the reverse for negative items. The average scores for Researchers’ (7 items) and Institutions (9 items) were calculated and classified into two subgroups representing researchers and institutions with “proper practice” at an acceptable level (mean score ≤1) and “needs improvement” practices (mean score >1).

No identifiable personal details were collected from the respondents. Privacy and confidentiality were taken into consideration throughout the research period by not sharing any information collected from the survey with anyone else except researchers who conducted the study.

Statistical analysis was performed using SPSS v.20.0 (SPSS, Inc., Chicago, IL). Descriptive data analyses were carried out to determine means and percentages of responses.

Results

Study Subject Characteristics

The study response rate was around 22% (n= 243). Males represented 62.7% of study subjects, while the percentage of females was 37.3%. Of those who responded, 42% (n= 102) had conducted research via electronic health systems in the past 5 years and were therefore included in the study (Table 1). Researchers who did not conduct any studies using electronic patient records were excluded (58%, n=141). The mean age among the sample was 40.9 years. 14.7% (n=15) of respondents held the position of professor, while 47.1% (n=48), 31.4% (n=32), and 6.9% (n=7) were assistant professors, associate professors, and lecturers, respectively. Among these researchers, the majority were affiliated with a medicine faculty (43.1%), followed by pharmacy (29.4%), nursing (16.7%), dentistry (7.8%), and applied medical science (2.9%) faculties. The degree held by most respondents was a PhD (84.3%), followed by master’s degree (7.8%) and board specialty (7.8%). Overall, researchers had an average of 10.25 (±7.02) years of experience, during which the mean number of publications reached 22.5 papers. For most participants (58.8%), the number of studies conducted using EHS in the past 5 years ranged from 1 to 3 studies.

Knowledge Regarding EHRs Data Security and Confidentiality

The vast majority of respondents (81.4%, n=83) stated that they had previously joined a research ethics program. In addition, nearly all respondents (93.1%) agreed that an introductory course into research ethics should be mandatory prior to conducting research. Among these researchers, only 50% had knowledge regarding electronic data encryption. As per calculated knowledge scores, knowledge was considered to be needing improvement in 15.7% (n=16), Moderate in 43.1% (n=44), and Good in 41.2% (n=42) of respondents.

Table 1 Baseline Characteristics of Study Participants

| Variable                        | Participants (n= 102) |
|---------------------------------|----------------------|
|                                | (N (%)               |
| Age (mean ± SD), years          | 40.9 ± 7.9           |
| Years of experience (mean ± SD) | 10.25 ± 7.0          |
| Number of publications (mean± SD)| 22.5 ± 47.2         |
| Gender                          |                      |
| Male                            | 64 (62.7%)           |
| Female                          | 38 (37.3%)           |
| Faculty                         |                      |
| Nursing                         | 17 (16.7%)           |
| Dentistry                       | 8 (7.8%)             |
| Pharmacy                        | 30 (29.4%)           |
| Medicine                        | 44 (43.1%)           |
| Applied health sciences         | 3 (2.9%)             |
| Degree                          |                      |
| MSc                             | 8 (7.8%)             |
| PhD                             | 86 (84.3%)           |
| Board Specialty                 | 8 (7.8%)             |
| Studies where EHS was used      |                      |
| 1–3                             | 60 (58.8%)           |
| 4–6                             | 23 (22.5%)           |
| 7–10                            | 10 (9.8%)            |
| >10                             | 9 (8.8%)             |
Practices for Protection of EHRs-Extracted Data

The documents required for granting access to EHRs varied between an Institutional Review Board (IRB) approval, a data collection form, a research proposal, or a combination of these (Table 2). The provision of both the IRB approval and data collection form was required in 55.4% of cases, while only 2% were also asked to provide the research proposal in addition to the IRB approval and data collection form. Overall, in around 8% of cases, IRB approval was not necessary to grant access to EHRs neither the research proposal in around 8% of cases. However, around 65% of cases were required to submit the data collection form.

As shown in Table 3, data access and storage were granted mainly for researchers listed in the research proposal (90.2% and 83.2%, respectively), while research assistants were able to access and store data in 33.7% and 38.6% of conducted research, respectively. However, even not listed in the research proposal, research assistants alone were able to access and store data (6.9%, 15.7%, respectively). Furthermore, around 4% and 2% of respondents reported access and storage of data, respectively, by other researchers not listed in the research proposal form.

Methods used for delivering and storing data (Table 4) included mainly an institution’s computer with a fixed password (54.9% and 51.5%, respectively), an e-mail (22.8% and 11.9%, respectively), and a USB flash memory (20.8% and 31.4%, respectively). Other methods used for data delivery included printouts or mobile phones in 6.8% of conducted research. Nevertheless, personal laptops were used for data storage in 70.3% of conducted research. Other used devices for storage included compact disc (CD) and researchers’ own drop box account (4%).

Other practices in conducting research were assessed (Table 5). Regarding researchers’ practices; around two-thirds of respondents reported always installing antivirus into their computers. Furthermore, patient’s confidentiality was maintained in 92.2% of researchers who claimed to have always ensured patient data confidentiality and non-disclosure of health data to unauthorized personnel and around 40% have treated sensitive data with more specificity. Moreover, in most cases data were only used for the approved research proposal, however; only quarter of researchers sent to IRB their results after research completion. Interestingly, patient data were always removed after publication in only 30.5% of the cases.

The role of health institutions that provide access to EHRs for researchers in data protection was also assessed through researchers’ response. Around quarter of patients’ data were neither encrypted nor de-identified with only 57.9% of researchers were supervised during data extraction. Two-thirds of researchers claimed that an IRB approval was requested before data release, however; around 15% of researchers reported usually being required to submit such documentation for data release. Regarding protection of sensitive patient data (e.g. psychotic and sexually transmitted diseases), more limitations were always put by the responsible institution than with regular data in 44.1% of cases. Interestingly, 40% of researchers reported that they had received more patient data than required from the health institution. The role of the Human Research Committee (HRC) in data protection.

### Table 2 Documents Required for Granting Access to EHRs

| Document                         | Frequency (%) |
|----------------------------------|---------------|
| IRB approval alone               | 15 (14.9)     |
| IRB and DCF                      | 56 (55.4)     |
| IRB and RP                       | 17 (16.8)     |
| IRB, DCF, and RP                 | 2 (2)         |
| Other documents but not IRB      | 8 (7.9)       |

**Abbreviations:** IRB, Institutional Review Board approval; DCF, Data Collection Form; RP, Research proposal.

### Table 3 Data Access and Storage Granted Personnel

| Personnel                  | Data Access | Data Storage |
|----------------------------|-------------|--------------|
|                            | N (%)       | N (%)        |
| Researchers listed in the research proposal | 92 (90.2)    | 84 (83.2)    |
| Researchers not listed in the research proposal | 4 (4)       | 2 (2)        |
| Research assistants        | 34 (33.7)   | 39 (38.6)    |

### Table 4 Patient’s Data Storage and Delivery Methods of the Conducted Research Utilizing EHR

| Data Storage   | Method               | N (%) |
|----------------|----------------------|-------|
| Institutions   | computer             | 52 (51.5) |
| USB flash      | memory               | 32 (31.4) |
| Email          |                       | 12 (11.9) |
| Personal laptop|                      | 71 (70.3) |

| Data Delivery  | Method               | N (%) |
|----------------|----------------------|-------|
| Institutions   | computer             | 56 (54.9) |
| USB flash      | memory               | 21 (20.8) |
| Email          |                      | 23 (22.8) |
| Printouts or mobile phones |          | 7 (6.8) |
was also assessed through which 47% of respondents reported always receiving recommendations and instructions on handling patient data from the HRC. However, 25.5% stated they rarely or never did so. In addition, around half of the researchers were required to sign a document to grant patient information privacy and confidentiality. A specific timeframe for data usage was always set for 39.3% of respondents. However, 22.6% reported never or rarely being limited by a timeframe.

Regarding researcher’s practices, the average scores of their rating on 7-items, researchers were classified into two subgroups: 60 (58.8%) had proper practice and 42 (41.2%) need improvement in their current practices. Institutional practices assessed through researcher’s ratings on 9-items and found that 44.1% (n=45) of institutions have proper practice; however, around 56% (n=57) needs improvement.

**Table 5** Researcher’s and Institutional Data Sharing Practices

| Practice                                         | Always N (%) | Often N (%) | Usually N (%) | Rarely N (%) | Never N (%) |
|--------------------------------------------------|--------------|-------------|---------------|--------------|-------------|
| Uses antivirus software                          | 77 (75.5)    | 4 (3.9)     | 15 (14.7)     | 4 (3.9)      | 2 (1.9)     |
| Data sent using web-based applications           | 16 (15.7)    | 18 (17.7)   | 22 (21.6)     | 12 (11.8)    | 33 (32.4)   |
| Data destruction after completion of the study   | 31 (30.5)    | 23 (22.5)   | 14 (13.7)     | 14 (13.7)    | 33 (32.4)   |
| Non-disclosure of patient information            | 94 (92.2)    | 1 (1)       | 7 (6.9)       | 0 (0.0)      | 0 (0.0)     |
| More controlling measures for sensitive data (by researcher) | 41 (40.2)    | 13 (12.7)   | 20 (19.6)     | 13 (12.7)    | 11 (10.8)   |
| Data used only for the approved research         | 89 (87.3)    | 2 (1.9)     | 10 (9.8)      | 0 (0.0)      | 0 (0.0)     |
| Results sent to the IRB after conducting the research | 26 (23.5)    | 16 (13.7)   | 21 (18.6)     | 8 (5.9)      | 29 (26.5)   |
| Encryption of patients’ data                     | 42 (41.2)    | 17 (16.6)   | 14 (13.7)     | 7 (6.9)      | 22 (21.6)   |
| Patients de-identification                       | 42 (41.2)    | 14 (13.7)   | 12 (11.8)     | 8 (7.9)      | 25 (24.5)   |
| Monitoring of data extraction                    | 59 (57.9)    | 12 (11.8)   | 16 (15.7)     | 12 (11.8)    | 5 (4.9)     |
| Request an approval from the IRB for data release | 77 (75.5)    | 7 (6.9)     | 15 (14.7)     | 1 (1)        | 2 (1.9)     |
| More controlling measures for sensitive data (by IT department) | 45 (44.1)    | 20 (19.6)   | 10 (9.8)      | 8 (7.9)      | 9 (8.8)     |
| Provide only required data                       | 32 (31.4)    | 12 (11.8)   | 19 (18.6)     | 22 (21.6)    | 13 (12.7)   |
| Training of users to prevent unauthorized disclosure of patient data | 48 (47)      | 10 (9.8)    | 18 (17.6)     | 9 (8.8)      | 17 (16.7)   |
| Request signing a document to grant privacy and confidentiality before data release | 52 (50.9)    | 6 (5.9)     | 20 (19.6)     | 4 (3.9)      | 20 (19.6)   |
| Set a specific timeframe for data usage          | 40 (39.3)    | 13 (12.7)   | 25 (24.5)     | 5 (4.9)      | 18 (17.7)   |

Discussion

To our best of knowledge, this is the first cross-sectional population-based study to explore the nature of key issues regarding data sharing practices in clinical research. The results of this study show suboptimal practices regarding data security and confidentiality among researchers from various health sectors. Similar results were previously reported where practices within healthcare environments fell short to expectations. In one incident, security failure lead to information exposure of 2 million patients in Central America including their full names, dates of birth, insurance information, disability status, and home addresses. Controlling access and the use of EHRs by identifying who has access to the data, authentication, and access methods in addition to data governance by identifying who maintains confidentiality of the data are important safeguards for security and protecting confidentiality. It is also recommended that access to patient data should be limited to persons who absolutely need it. However, results of the current study showed that data collected for clinical research were shared among a wide range of personnel within the research team with data received more than that required for completion of the study most of the time. This is consistent with results from the Caldicott report, where 86 information flows from the UK health systems were mapped to assess the transfer of patient-identifiable data. It was found that the complete set of patient information was shared even when only certain data are required. These practices present a violation to the Data Protection Act, which allows the use of information under the condition that data are “not excessive in relation to the purpose”.

Table 5 Researcher’s and Institutional Data Sharing Practices

| Practice                                         | Always N (%) | Often N (%) | Usually N (%) | Rarely N (%) | Never N (%) |
|--------------------------------------------------|--------------|-------------|---------------|--------------|-------------|
| Uses antivirus software                          | 77 (75.5)    | 4 (3.9)     | 15 (14.7)     | 4 (3.9)      | 2 (1.9)     |
| Data sent using web-based applications           | 16 (15.7)    | 18 (17.7)   | 22 (21.6)     | 12 (11.8)    | 33 (32.4)   |
| Data destruction after completion of the study   | 31 (30.5)    | 23 (22.5)   | 14 (13.7)     | 14 (13.7)    | 33 (32.4)   |
| Non-disclosure of patient information            | 94 (92.2)    | 1 (1)       | 7 (6.9)       | 0 (0.0)      | 0 (0.0)     |
| More controlling measures for sensitive data (by researcher) | 41 (40.2)    | 13 (12.7)   | 20 (19.6)     | 13 (12.7)    | 11 (10.8)   |
| Data used only for the approved research         | 89 (87.3)    | 2 (1.9)     | 10 (9.8)      | 0 (0.0)      | 0 (0.0)     |
| Results sent to the IRB after conducting the research | 26 (23.5)    | 16 (13.7)   | 21 (18.6)     | 8 (5.9)      | 29 (26.5)   |
| Encryption of patients’ data                     | 42 (41.2)    | 17 (16.6)   | 14 (13.7)     | 7 (6.9)      | 22 (21.6)   |
| Patients de-identification                       | 42 (41.2)    | 14 (13.7)   | 12 (11.8)     | 8 (7.9)      | 25 (24.5)   |
| Monitoring of data extraction                    | 59 (57.9)    | 12 (11.8)   | 16 (15.7)     | 12 (11.8)    | 5 (4.9)     |
| Request an approval from the IRB for data release | 77 (75.5)    | 7 (6.9)     | 15 (14.7)     | 1 (1)        | 2 (1.9)     |
| More controlling measures for sensitive data (by IT department) | 45 (44.1)    | 20 (19.6)   | 10 (9.8)      | 8 (7.9)      | 9 (8.8)     |
| Provide only required data                       | 32 (31.4)    | 12 (11.8)   | 19 (18.6)     | 22 (21.6)    | 13 (12.7)   |
| Training of users to prevent unauthorized disclosure of patient data | 48 (47)      | 10 (9.8)    | 18 (17.6)     | 9 (8.8)      | 17 (16.7)   |
| Request signing a document to grant privacy and confidentiality before data release | 52 (50.9)    | 6 (5.9)     | 20 (19.6)     | 4 (3.9)      | 20 (19.6)   |
| Set a specific timeframe for data usage          | 40 (39.3)    | 13 (12.7)   | 25 (24.5)     | 5 (4.9)      | 18 (17.7)   |
Furthermore, assigning institution’s fixed passwords, determining the level of information to be shared, monitoring data extraction, and training researchers to prevent unauthorized data disclosure are key technical and administrative safeguard techniques for the security of EHRs. Unfortunately, in the current study, more than a third of the researchers claimed that administrators have never or rarely adhere to such techniques. Setting a password to patient records and patient data encryption have been proposed as useful technical safeguard methods for security protection. Passwords are particularly important when data are stored on personal devices such as laptops. Current study results showed that personal laptops are the preferred location for data storage among researchers. This make health data more susceptible to breaches resulting from theft or loss of devices. A recent study has shown that 95% of health staff have previously reported breaches resulting from loss or stealth of stored data. Additionally, an incident has been reported where data of 34,000 patients were compromised due to theft of a personal laptop on which they were stored. As per the current study results, universal Serial Bus (USB) flash memories were also used in a considerable percent of the cases to deliver and store data. According to the Sixth Annual Benchmark Study on Privacy & Security of Healthcare Data, breaches due to the loss or stealth of a USB drive compromised 14% and 9% of data breaches reported by healthcare organizations in 2015 and 2016, respectively. The type of data compromised mainly included medical files, insurance records, and payment details. This does not suggest that the use of personal devices must be completely avoided, but rather that efficient methods of security protection should be put in place, such as encryption coupled with password-access.

Encryption of data serves as a valuable technical safeguard for patient health records. It is one of the 10 security domains recommended by the American Health Information Management Association (AHIMA) and is defined as ciphering text so it can only be comprehended by authorized personnel. Despite claiming to have knowledge regarding encryption, the overwhelming majority of current study respondents claimed that patient data were not encrypted. However, an additional technical safeguard was used by the majority of current study participants by installing antivirus into their personal devices which is also in the top ten listed methods for avoiding security breaches. In one incident, health records of almost 100 million patients worldwide were put at risk by security bugs found in one of the world’s most widely used patient and practice management systems.

Classifying data into sensitivity levels was previously recommended to limit access to data and limit the type of data shared. Sensitive personal data as defined in data protection legislation should include specific protections for highly stigmatized diseases, such as sexually transmitted and psychiatric illnesses. Current results show that in less than half of the cases, more limitations were put on sensitive data than with regular data. A descriptive cross-sectional study that was conducted in Vietnam assessed practices regarding security and confidentiality of human immunodeficiency virus (HIV)-related information among staff (which is sensitive to stigmatization). The staff practices for securing and protecting patient information were found to be at acceptable levels. However, the protection of patient confidentiality, particularly for data access, sharing, and transfer, still required improvement. Furthermore, it was previously shown that staff from different disciplines had access to data of HIV patient, regardless of their involvement in their care. Consequently, certain levels of data must be shared and stored according to the needs of each researcher within a team, rather than being shared in whole. As a matter of fact, this method was preferred by patients in a study by Caine et al, where patients reported their desire for their information to be shared selectively according to the type and recipient of information. Most patients were reluctant that their complete set of data being shared with all recipients. However, another study showed that patients did not mind their complete data being shared for research purposes as long as their consent was obtained. It is argued, however, that patient consent must not be used as the sole method for privacy protection. It is, in fact, debatable whether patients really understand what their consent entails.

One more proposed administrative safeguard method for securing data is de-identification of patient information, which waives the need for consent under the Data Protection Act and eliminates the need for an IRB approval. In the current study, an IRB approval was claimed to be the most requested document for data release; however, around quarter of data was released without such documentation. Moreover, more than half of the current study participants have received identifiable data for their research. This is against the common law duty of confidentiality in conducting such research whereas obtaining patient’s consent is unfeasible. Anonymization has been suggested to de-identify patient’s...
identity; however, the quality of health data collected may be affected leading to loss or mix-up of patient data. Some information may also be relevant to the research query and therefore impossible to omit.\textsuperscript{4,25} Alternatively, pseudonymization may be used to ensure confidentiality while maximizing benefit from health records.\textsuperscript{33–35}

Imposing laws and regulations that control data sharing, while vital, is not enough. It is essential that the staff at health organizations are made aware about, and active in enacting these laws. The majority of researchers in this study agreed that ethics training must be mandatory prior to conducting clinical studies. This is similar to results reported by Ponemon, where health organizations agreed that most data breaches can be prevented by training employees.\textsuperscript{9} Furthermore, training was found to improve practices for confidentiality and security.\textsuperscript{15} However, low rates of technical security measures such as encryption in addition to complementary administrative practices including security awareness and training programs were also reported.\textsuperscript{3} Therefore, the adherence of health staff to HIPAA or similar organizations’ policies must be routinely assessed by health organizations by running audits. Consequently, any breaches or disclosure of confidential data must be recognized and prosecuted.\textsuperscript{22,28}

This cross-sectional study and was based on self-reported information provided by researchers at the national level. Furthermore, questions were administered in Arabic language (first language in Jordan) to enhance interpretation. Although all responses are susceptible to recall bias, rates of security and confidentiality practices may have been less prone to this bias, since questions used to assess respondents and administrative practices were more subjective. Furthermore, there may be a source for social desirability bias; however, an anonymous model survey was implemented in an attempt to remedy potential effect. Significance testing (cross-tabulation of knowledge and practices about data sharing as per baseline characteristics of study participants) were not carried out due to relatively low number of responses in each subgroup. Such work is a recommended future study. Future research should consider the inclusion of qualitative studies to explore in depth individual and administrative practices in EHRs data sharing. However, potential barriers towards assessing administrative practices may make it underestimated.

**Conclusion**

Confidentiality and data sharing practices of healthcare institutions and researchers were generally less than optimal. Such practices might risk the security of electronic patient data, putting them at risk for data loss and medical identity theft. Loss of patient trust in healthcare providers could also occur and could in result affect the quality of care provided. A balance must be found between benefiting from electronic health records for better healthcare and research, and minimizing breaches in data confidentiality. An interwoven effort from health providers, health institutions, and law makers must be put in place in order to protect electronic patient data. In addition to developing regulations on a national level that control data sharing, access, and transfer, healthcare providers must be continuously trained and made aware of such regulations. Institutions are also recommended to run routine audits to assess their performance in this sense. Results of these audits must be translated into continuous revision and development of policies and taking proper measures where misconduct occurs.
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