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ABSTRACT

In this paper, we focus on landscape animation, which aims to generate time-lapse videos from a single landscape image. Motion is crucial for landscape animation as it determines how objects move in videos. Existing methods are able to generate appealing videos by learning motion from real time-lapse videos. However, current methods suffer from inaccurate motion generation, which leads to unrealistic video results. To tackle this problem, we propose a model named FGLA to generate high-quality and realistic videos by learning Fine-Grained motion embedding for Landscape Animation. Our model consists of two parts: (1) a motion encoder which embeds time-lapse motion in a fine-grained way. (2) a motion generator which generates realistic motion to animate input images. To train and evaluate on diverse time-lapse videos, we build the largest high-resolution Time-lapse video dataset with Diverse scenes, namely Time-lapse-D, which includes 16,874 video clips with over 10 million frames. Quantitative and qualitative experimental results demonstrate the superiority of our method. In particular, our method achieves relative improvements by 19% on LIPIS and 5.6% on FVD compared with state-of-the-art methods on our dataset. A user study carried out with 700 human subjects shows that our approach visually outperforms existing methods by a large margin.
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1 INTRODUCTION

Image animation aims to generate a time-lapse video from a still image in an automatic way. This topic has drawn great attention in recent years [6, 34, 36], as video representation has become an evolving trend in content consumption that makes people more engaged. More specifically, landscape animation [2, 27, 32] can benefit a broad range of applications, such as video footage production, social engagement boosting, virtual background animation for online

Figure 1: Methods implicitly learning motion (e.g., MDGAN [27]) tend to generate videos with subtle and irrational motion. Explicit motion learning by direct encoding optical flows (e.g., AL [2]) can alleviate this but sometimes generates inaccurate motion. We visualize optical flows to show the motion. Different colors of visualized optical flows represent different motion patterns. The motion direction is roughly marked by black arrows. [Best viewed in color.]
video conferences. Thus, we mainly focus on landscape animation in this paper.

For landscape videos, motion is crucial as it determines how objects move in the video (e.g., moving clouds, flowing water). However, motion learning is quite difficult due to motion’s uncertainty and complexity. Uncertainty means it is difficult to predict the future from one image. For example, clouds in the sky might move left, right, forward, or backward in next frames. Thus, the model requires capabilities of learning diverse motion. Meanwhile, motion in a landscape video is complex as objects usually have different motion patterns and each pattern should be well aligned to the object. Therefore, although motion learning is crucial, it’s challenging to learn diverse and realistic motion.

Existing works on landscape animation model motion in an implicit or explicit way. GAN-based methods use 3D-CNNs to implicitly learn motion from real videos [27]. This implicit learning usually results in subtle and irrational motion, which does not correspond to scene’s layout, such as the result of MDGAN [27] in Figure 1 (right-top). This is because the spatial-temporal domain of videos is too large for generative models to learn. Besides, the lack of motion embedding leads to a lack of diverse video generation capabilities, which limits the practicality of these methods. To solve these problems, some works use an encoder-decoder paradigm to explicitly learn motion by using a convolutional encoder to embed estimated optical flows into a latent space [2, 32]. Relying on optical flows as the representation of motion, these works are able to well learn motion then generate vivid videos. Also, the capacity of generating diverse videos can be supported by sampling from motion embedding latent space.

Although current motion embedding can well handle the uncertainty of future frames, it still suffers from motion’s complexity, especially when an image involves complex scenes. Compared to images, optical flows lack of semantics that can be learned and distinguished by convolutional networks as it is only the derivative of pixel coordinates. Thus, the generated videos often have inaccurate motion, including inaccurate alignment with scene’s layout and unified motion among global frame (see Figure 1, AL [2]). Inaccurate motion may cause the objects in videos to move unrealistically and even distorted.

To better learn motion for a more realistic landscape animation, we propose a novel fine-grained motion embedding learning approach. Our approach is able to embed motion information well then generate accurate and realistic motion. To achieve this, our model consists of a fine-grained motion encoder and a motion generator. The fine-grained motion encoder decomposes the motion space into a fine-grained latent space guided by semantics. To be more specific, our fine-grained motion encoder is based on partial convolution by which motion space can be well decomposed without interference with each other. Moreover, the scaling factor of each partial convolution ensures that the motion information of small objects or textures in the frame will not be ignored. Then a latent map and the input image are spatially aligned then fed into the motion generator to generate motion for animation. The output video is generated frame-by-frame by warping the input image according to the generated motion.

Existing works mostly focus on sky time-lapse videos. To train and evaluate on diverse videos, we introduce a new dataset, namely Time-lapse-D, which consists of 16,874 high-resolution time-lapse videos of diverse scene with category annotations. The videos in our dataset have over 10 million high-resolution frames in total, of which over 40% are 1280 × 720 and over 30% are 1920 × 1080 resolution. To the best of our knowledge, this is the largest time-lapse video dataset so far, which can provide large-scale and high-quality data support for image animation tasks.

Quantitative and qualitative experiments on our dataset demonstrate the superiority of our proposed method. We also conduct a user study to evaluate the comparison of our method with existing works and the confusion ratio with the real video. These experiments demonstrate that our method outperforms existing works by a large margin. Besides, our fine-grained learning makes it possible to control different objects in frames with different motion patterns.

Our key contributions are as follows:

1 We propose a novel fine-grained motion embedding method for the landscape animation task to generate high-quality video with realistic motion.
2 We build the largest time-lapse video dataset (Time-lapse-D) which includes diverse natural scenes with over 16 million frames.
3 We conduct extensive experiments, including subjective and objective comparison experiments and qualitative experiments. Our method achieves relative improvements by 19% on LIPIS and 5.6% on FVD compared with state-of-the-art methods on our dataset.

2 RELATED WORK

In this section, we briefly review related works of general video generation from a still image. Then we specifically summarize related works on landscape animation.

Video Generation from Still Image. Traditional non-learning-based approaches using examples can reproduce realistic motion and content without complex parameters by directly transferring reference videos [16–18, 20, 21]. These approaches heavily depend on large datasets and huge computational resources. Also, existing techniques often impose heavy manual processes for specifying, e.g., alpha mattes, flow fields and regions for fluid. The past few years have witnessed dramatic advances in learning-based approaches. Some Generative Adversarial Networks (GAN) [3] based models [23, 34, 36] and conditional variational auto-encoders (CVAE) based models [12, 19] automatically generate videos conditioned on the content of input images. Among them, explicitly motion learning is achieved by using sparse trajectories [4], human poses [34], or optical flows [12]. In this paper, we adapt optical flows as motion representation as flow estimation approach has been well developed.

Landscape Animation. Landscape animation targets to generate a time-lapse video from a landscape image. This task can be decomposed into two subtasks: color animation and motion animation [2]. Color animation is animating the color of a landscape at different hours in one day (e.g., time-varying colors in the sky) [1, 15]. Motion animation is animating the scene at a smaller time scale (e.g., moving clouds) [2, 14, 27, 32]. As the data required by these two subtasks are at different time scales, existing works mostly focus on one subtask. We focus on and refer to motion animation in the rest of this paper. It is worth noting that we only refer to motion...
animation part when mention AL [2] as it independently trains two models on different datasets to solve these two subtasks.

MDGAN [27] learns the whole spatial-temporal space of videos and directly generates all video frames. MDGAN presents a 3D-CNN based two-stage approach which generates videos of realistic content for each frame in the first stage and then refines the generated video from the first stage. Although MDGAN enforces generated videos to be closer to real videos with regard to motion dynamics in the second stage, it’s too hard for 3D-CNN to model the whole spatial-temporal domain, resulting in subtle and irrational motion. Besides, color distortion and blur are observed on their results. DTVNet [32] and AL [2] explicitly learn the motion by motion embedding. DTVNet introduces optical flow into GAN and consists of two submodules. An optical flow encoder embeds a sequence of optical flow maps to a normalized motion vector. A dynamic video generator generates all frames from the motion vector and the input image. DTVNet alleviates color distortion but still suffers from the blur problem, and also tends to generate videos with subtle motion. AL [2] uses optical flows in both embedding and generating stages. An encoder-decoder paradigm is used to encode motion into a latent space and then generates optical flow for warping. A video is generated frame-by-frame by warping the input image. Results generated by AL have high-quality frames without blur or color distortion. However, the insufficiency of motion modeling often leads to inaccurate and global monotonic motion thus fails in complex scenes. In this paper, we improve motion modeling by embedding fine-grained motion guided by semantics. The inaccurate and global motion problem is well alleviated by our approach.

Some methods model motion by sampling from pre-defined transformations [14]. DeepLandscape [14] extends StyleGAN model [10] by augmenting it with learning pairwise consistency of frames in videos. Their generated video frames are sometimes discontinuous due to their method does not learn full temporal dynamics of videos. As a result, they can generate appealing videos of time-lapse clouds but often fails on other scenes.

3 APPROACH

In this section, we will introduce the proposed FGLA model from aspects of model structure, network training and fine-grained controllable generation. Figure 2 shows the whole pipeline of our approach. We first extract semantics by image segmentation and motion features in optical flow. During motion embedding, the fine-grained motion encoder takes a backward optical flow \( F_t \) and semantic segmentation masks \( M_t \) of the input frame \( I_t \) and then generates a...
latent set $Z_t$. Each variable in the set is corresponding to a unique semantic. Then the latent set is organized as a latent map $L_t$ fed into a motion generator which takes the input frame and generates an optical flow $\hat{F}_t$ to warp the input frame. In this section we will introduce the details.

### 3.1 Fine-grained Motion Embedding

To extract semantic and motion features of an image, we use ADE20k-pretrained [35] segmentation network to obtain a set of segmentation binary masks $M^1_t, M^2_t, ..., M^N_t$ and use FlowNet 2.0 [8] to estimate optical flow $F_t$ of an image pair $(I_t, I_{t+1})$.

One landscape video usually have unique motion patterns for different semantics. To independently encode the motion information of each semantic part, we adopt partial convolution [13] as our extractor. In each layer of partial convolution, the filter weights $W$ and the corresponding bias $b$ are learnable parameters. $X$ and $M$ denote the input feature maps and the corresponding binary mask in each partial convolution layer. The partial convolution is expressed as:

$$x' = \left\{ \begin{array}{ll} W^T(X \odot M) \frac{\text{sum}(I)}{\text{sum}(M)} + b, & \text{if \ sum}(M) > 0, \\ 0, & \text{otherwise}, \end{array} \right. \quad (1)$$

where $\odot$ denotes element-wise multiplication and sum denotes element summation. We use the same way of updating the binary mask as in [13]:

$$m' = \left\{ \begin{array}{ll} 1, & \text{if \ sum}(M) > 0, \\ 0, & \text{otherwise}, \end{array} \right. \quad (2)$$

Through partial convolutional computing, the output semantic latent variables depend only on their corresponding semantics. The scaling factor $\text{sum}(I)/\text{sum}(M)$ adjusts for the differences in proportion of different semantics.

We denote the fully partial convolution network $E$ in the encoder. With each binary mask $M^i_t$ in $t$-th frame of $i$-th semantics, we feed the flow $F_t$ into the encoder $E$ to generate latent variable $z^i_t$ for each semantics separately as follows:

$$z^i_t = E(F_t, M^i_t). \quad (3)$$

As a result, we get a set of latent variables and each variable $z^i_t$ models the motion information of a unique semantic:

$$Z_t = [z^1_t, z^2_t, ..., z^N_t]. \quad (4)$$

### 3.2 Latent Mapping and Motion Generation

The main challenge of landscape animation is to drive the given image to transform realistically over time and the content will not change too much. There are two advantages of the flow-warping strategy: realistic and high-fidelity. First, every pixel of generated frames is transformed from pixels of original images, making results realistic. Second, an optical flow is smooth in a small neighborhood. As a result, an optical flow can be interpolated to high resolution. Therefore our model can directly generate high-fidelity landscape videos, without using interpolation or super-resolution techniques to increase frames’ size. For above reasons, our generator generates frames based on flow-warping manner: we first generate optical flow for the motion, and then warp the input image with optical flow for next frame.

#### Algorithm 1 Fine-grained Controllable Landscape Animation

**Input:** An input image $I_0$. A set of reference videos $R_1, R_2, ..., R_L$.

**Output:** A generated video $V = \{\hat{I}_0, \hat{I}_1, ..., \hat{I}_T\}$.

1. Load a motion encoder $E$, a motion generator $P$;
2. Let $\hat{I}_0 = I_0, t = 0$;
3. while $t < T$ do
4. Compute segmentation masks $M^1_t, M^2_t, ..., M^N_t$ for $\hat{I}_t$;
5. Compute optical flows $\hat{F}_t$ and segmentation masks $M^1_{t,k}, M^2_{t,k}, ..., M^N_{t,k}$ for each reference video $R_k$;
6. Compute $z^i_{t,k} = E(\hat{F}^k_t, M^i_{t,k})$, $i \in [1, N]$ is the $i$th semantic class. Then get $Z_t = [z^1_{t,k}, z^2_{t,k}, ..., z^N_{t,k}]$ for each reference video $R_k$;
7. Controllably get $Z^i_t = [z^{i,1}_t, z^{i,2}_t, ..., z^{i,N}_t]$, where $z^{i,1}_t$ is the $i$th semantic latent variable of the $r_t$th reference video, $r_t \in [1, L]$.
8. Fill a latent map $L_t(x, y) = Z_t[i]$ when $M^i_t(x, y) = 1$ for each pixel $(x, y)$ in latent map; 
9. Compute generated optical flow $\hat{F}_t = P(L_t \oplus \hat{I}_t)$, where $\oplus$ is concatenation;
10. Accumulate flow $\hat{F}_{0:t} = \hat{F}_t + \hat{F}_{0:t-1}$ if $t > 0$ else $\hat{F}_0$;
11. Warp the input image $I_0$ to generate frame $\hat{I}_{t+1} = \text{Warp}(I_0, \hat{F}_{0:t})$;
12. $t = t + 1$;
13. end while

The learned semantic latent variables are supposed to represent motion of each semantics without the spatial information of videos. Thus, we propose a latent mapping module to combine the image content and its corresponding latent variables into one latent map. Given the generated landscape image $\hat{I}_t$ and the obtained latent $Z_t$, we reorganize the latent set as the latent map $L_t$ by filling the semantic mask $M_t$ with the corresponding latent as follows:

$$L_t(x, y) = z^i_k \text{ when } M^i_t(x, y) = 1, \quad (5)$$

where $(x, y)$ is coordinate. Then we concatenate $L_t$ with $I_t$ and feed them into the motion generator to generate optical flow:

$$\hat{F}_t = P(L_t \oplus I_t). \quad (6)$$

Similar to [2, 19], we use skip-connections in motion generator. This U-Net [9] like architecture generates an optical flow that spatially corresponds well to the image.

Using $\tanh$, our generator infers an optical flow $\hat{F}_t$ which value ranges from -1 to 1. Similar to [2], we divide the flow by a constant $c > 1$ since the objects do not move significantly in a single timestep. While we choose a larger $c$ to generate optical flow with a larger amplitude range. In this paper, we set $c$ to 32.

With the generated optical flow $\hat{F}_t$, the input image $I_t$ is warped to generate next frame $\hat{I}_{t+1}$ as follows:

$$\hat{I}_{t+1} = \text{Warp}(\hat{I}_t, \hat{F}_t). \quad (7)$$

### 3.3 Network Training

For supervised training of our landscape animation model, we require a ground-truth video of each input image. However, this kind of ground-truth videos are very difficult to be obtained. For this reason, we utilize a self-supervised training mechanism by
using the horizontally flipped version as the ground-truth video similar to [1]. Flipping can prevent our model from learning the spatial correlation between input images and ground-truth videos. To keep the value of the optical flow constant in each pixel, we conduct the flip operation after estimating the optical flow on the original image.

The training objectives of the landscape animation framework consists of three parts: frame loss, flow loss, and edge-preserving smoothing loss. We adopt a L1 loss to compute distance between the generated output frame \( \hat{I}_{t+1} \) and the ground-truth image \( I_{t+1} \):

\[
L_{\text{frame}} = \| \hat{I}_{t+1} - I_{t+1} \|_1 .
\]

(8)

As the warping operation is sampling and interpolating pixels on the original image, the frame loss has very limited effect in areas with small color changes or some color patterns. We add an L1 loss to measure the difference of generated optical flow \( \hat{F} \) and the ground-truth optical flow \( F \) in each timestep:

\[
L_{\text{flow}} = \| \hat{F} - F \|_1 .
\]

(9)

Similar to [2], we adopt a weighted total variation loss applied to the output flow field for the purpose of edge-preserving smoothing:

\[
L_{tov} = \sum_{p,q \in N(p)} w \left( \hat{F}_{t+1}(p), \hat{F}_{t+1}(q) \| \hat{F}_t(p) - \hat{F}_t(q) \|_1 ,
\]

(10)

\[
w(x, y) = \exp \left( -\frac{\| x - y \|_1 \}}{\sigma} \right) .
\]

(11)

where \( N(p) \) indicates the right and above neighbors of \( p \). This loss function makes the model tend to output close optical flows in areas where the pixel value changes little. The final objective of our model is the combination of the above three losses:

\[
L_{\text{total}} = L_{\text{frame}} + \alpha \ast L_{\text{flow}} + \beta \ast L_{tov} ,
\]

(12)

where \( \alpha \) and \( \beta \) are the weights of \( L_{\text{flow}} \) and \( L_{tov} \), respectively.

### 3.4 Fine-grained Controllable Animation

Instead of randomly sampling from a latent codebook or latent space, our approach makes it possible to generate videos in a fine-grained controllable manner. Each variable in the latent set represents one unique semantics. This kind of latent set makes it possible to transfer semantic motion patterns from one or multiple references videos. We can simply get latent \( Z_t \) with different semantics from multiple references \( R_1, R_2, ..., R_L \) :

\[
Z_t = [ z_{t, r_1}^{l_1}, z_{t, r_2}^{l_2}, ..., z_{t, r_N}^{l_N} ] ,
\]

(13)

where \( z_{t, r_i}^{l_i} \) is the \( i \)-th semantic latent variable of the \( r_i \)-th reference video, \( r_i \in [1, L] \). The whole inference procedure is shown in Algorithm 1.

During inference, similar to [2], we recurrently use the generated frame \( \hat{I}_t \) as the input of next motion generation while we warp optical flows sequentially to accumulate flows so that we can reconstruct each output frame from the first frame. Through this design, we can avoid generating gradually blurry frames due to error accumulation in multiple sampling.

### 4 EXPERIMENTS

#### 4.1 Dataset

Time-lapse videos are usually used for the experiments of landscape animation. One recent dataset that is used by [2, 32] is Sky Time-lapse dataset [27], which contains dynamic sky scenes, such as the cloudy sky with moving clouds and the starry sky with moving stars. There are 1,825 training video clips and 224 testing video clips. Note that by video clips we refer to real video clips instead of divided fixed-length clips. The original size of each frame is \( 3 \times 640 \times 360 \). This dataset contains a small number of video clips and is limited to sky scenes. To better model the motion of time-lapse videos, we build a new large dataset by collecting more than 10,000 high-resolution time-lapse videos from Flickr. By PySceneDetect\(^1\), these videos are automatically cut into video clips based on the scene

\(^1\)https://pyscenedetect.readthedocs.io
The FlowNet 2.0 model takes two videos as input, estimates a 2 × 256 × 256 backward optical flow as output. We use FlowNet 2.0 [8] as our optical flow estimator. In this work, we use FlowNet 2.0 as our optical flow estimator.

4.2 Implementation Details

In this work, we use FlowNet 2.0 as our optical flow estimator. The FlowNet 2.0 model takes two 3 × 256 × 256 frames as input and estimates a 2 × 256 × 256 backward optical flow as output. We use HRNetV2 [22] as our segmentation model and fix the resolution of all outputs to 256 × 256. As we focus on five different types of scenes, we aggregate the categories of the data into six groups: sky, tree, grass, water, waterfall and others. We horizontally flip and downsample the flow and semantic masks, then feed them into the fine-grained motion encoder. The encoder takes a 2 × 128 × 128 flow and a 6 × 128 × 128 mask as input and outputs a 6 × 2 latent matrix. As described in Section 3, we get a 2 × 256 × 256 latent map and feed it into the generator. The motion generator takes the latent map and a 3 × 256 × 256 frame as input to generate a 2 × 256 × 256 optical flow. During training stage, we use Adam [11] optimizer for all modules with learning rate of $1e^{-4}$. Similar to [2], Instance Normalization [24] followed by Leaky ReLU [28] with slope of 0.1 is used in all the convolution layers in both encoder and generator. We empirically set $\sigma = 0.1$ for edge-preserving smoothing loss. The weights of the frame reconstruction loss, flow reconstruction loss and smoothing loss $\alpha$ and $\beta$ are set to 0.5 and 5 respectively.

4.3 Comparison with State-of-the-art methods

We conduct a series of quantitative, qualitative experiments and user study to verify the quality of generated videos by our model comparing with existing methods. Three recent DL-based models with released codes are used for comparison: MDGAN [27], DTVNet [32] and Animating-Landscape (AL) [2]. We also try to train DeepLandscape [14] on our dataset, but the model is hard to converge and shows unsatisfactory quality. They also reported in paper that their model fails on their new video dataset due to the dataset’s scale and motion’s distribution. Although our dataset is large, the diversity of scenes and motion make it more difficult for StyleGAN to converge. Besides, lacking of full temporal dynamics damages the visual effect of scenes other than clouds. Thus, we only do partial experiments on Sky-Timelapse dataset.

All methods use the first frame of videos in the test set as input and output 32 frames as a sequence at 256 × 256 resolution. For Table 2: Comparison with existing works and ablation study on Time-lapse-D. The ↑ indicates that the larger the value, the better the model performance, and vice versa for ↓. For PSNR and SSIM, we mask out dynamic region pixels.

| Method            | Masked PSNR ↑ | Masked SSIM ↑ | FID ↓  | LPIPS ↓ | FVD ↓ |
|-------------------|---------------|---------------|--------|---------|-------|
| MDGAN [27]        | 27.85         | 0.841         | 60.38  | 0.225   | 1177.75 |
| DTVNet [32]       | 31.41         | 0.904         | 59.37  | 0.165   | 1007.81 |
| AL [2]            | 42.77         | 0.981         | 59.08  | 0.026   | 831.46  |
| Ours w/o LM       | 41.38         | 0.981         | 59.27  | 0.028   | 901.62  |
| Ours w/o flip     | 44.23         | 0.980         | 58.78  | 0.022   | 803.26  |
| Ours w/ $L_{\text{flow}}$ | 42.01       | 0.979         | 58.79  | 0.025   | 799.71  |
| Ours w/ $L_{\text{frame}}$ | **45.61** | **0.984**     | 59.03  | 0.025   | 802.42  |
| Ours w/o $L_{\text{tv}}$ | 44.99         | 0.980         | 58.95  | 0.024   | 787.33  |
| Ours              | 45.53         | 0.982         | 58.77  | **0.021** | 784.99  |

Table 3: User study results. Our approach outperforms other approaches by a large margin.

| Comparison Methods | User Preference |
|--------------------|-----------------|
| MDGAN vs. Ours     | 4 vs. 96        |
| DTVNet vs. Ours    | 6 vs. 94        |
| AL vs. Ours        | 22 vs. 78       |
| MDGAN vs. GT       | 2 vs. 98        |
| DTVNet vs. GT      | 4 vs. 96        |
| AL vs. GT          | 13 vs. 87       |
| Ours vs. GT        | **31 vs. 69**   |
MDGAN, we directly fine-tune their released pre-trained model on our new dataset since the two-stage generative model is difficult to train. MDGAN lacks of diverse video generation capabilities and only one output is generated for one input. Thus we can only generate one instance for each test video.

For DTVNet, although the motion vector is normalized, the model cannot guarantee that the flow encoder’s output following a certain distribution during training. Thus we randomly sample 5 videos to calculate optical flows using FlowNet 2.0 before feeding them into the flow encoder.

For AL, we use the same way of saving codebook as motion latent in the paper. During evaluation, five latent codes are randomly sampled from the codebook to generate 5 sequences and we take the average evaluation results of these 5 sequences.

For our model, we randomly sample 5 videos’ embeddings and use them separately to generate 5 videos. Evaluation of each metric is the average of these 5 results.

Quantitative Evaluation. We choose PSNR, SSIM [26], FID (Fréchet Inception Distance) [5] and LPIPS [33] to evaluate both quality and consistency of generated frames in output videos. These metrics are calculated between first frame and generated video frames. FID and LPIPS are respectively used to measure the quality of generated frames and perceptual dissimilarity between each generated frame and the corresponding first frame. For PSNR and SSIM, we measure the static consistency, which means we need a mask to mask out dynamic region pixels. Given L continuous frames, we calculate the mask as follows:

\[
    \text{mask}(i, j) = \frac{1}{L} \sum_{i \in [0, L]} \left\| \frac{G_T(i, j)}{L_{frame}} - \frac{G_T(i, j)}{L_{flow}} \right\|_1 > t
\]

where threshold \( t \) is to 2.5 in our experiments. However, perfect image quality and static consistency can be achieved by simply not animating anything at all and they cannot reflect the quality of generated videos. Thus we use Fréchet Video Distance [25] to measure the quality of generated videos, especially on their motion. User studies are further conducted to evaluate their quality from human sense.

We conduct quantitative experiments on two datasets: our Time-lapse-D and Sky Time-lapse [27]. For evaluation on Sky Time-lapse, we directly use official released models of the three methods. The comparison results are shown in Table 2 and 4. Our model gains big improvements on LPIPS and FVD compared with other methods. These two metrics are more close to human perception measures. LPIPS is insensitive to pixel displacement and FVD measures the difference between the generated videos and real videos. Our huge improvement in these two metrics demonstrates that our model can generate more realistic videos. By the better performance of AL and our approach, we found that optical flow can generate better frames compared with 3D-CNN-based methods. This is because it is difficult for the 3D-CNN-based methods to directly generate high-quality frames. Overall, evaluation results indicate that our approach outperforms the other three baselines in all metrics, which illustrates that our model can generate more high-quality and realistic videos than other methods.

Qualitative Evaluation. We give two examples to visually show the result comparison between ours and other approaches in Figure 3. As in red rectangles that show explicit defects, MDGAN suffers from the distortion in color. DTVNet tends to generate blur frames gradually, which can also be observed from the results shown in their paper. Although AL can generate frames with good details, it often generates distorted motion when multiple semantics with different motion are included in the same frame, which results in unrealistic content distortion in generated frames. Results generated by our method preserve details in high-fidelity while having more obvious motion (as shown by the position of clouds). These results show that our model can generate results with good quality of both content and motion compared with other approaches.

User Study. To better evaluate the video quality, we further perform a user study. We randomly choose 100 start images from our test set and generate corresponding videos by different methods using the same settings as described in quantitative evaluation. Then the generated videos by different methods are simultaneously shown to annotators and we can get a result indicating “which one is better”. Totally, the aforementioned experiment with 700 human subjects is conducted by 14 real workers.

Comparison results shown in Table 3 demonstrate that our approach outperforms the other three methods by a large margin and our superiority is prominent when comparing with MDGAN and DTVNet. Comparison results with ground-truth videos show that although it is still challenging to generate results that are completely comparable to real videos, our method has the ability to generate some results that can be confused as real videos.

| Method          | Masked PSNR ↑ | Masked SSIM ↑ | FID ↓  | LPIPS ↓ | FVD ↓  |
|-----------------|---------------|---------------|--------|---------|--------|
| MDGAN [27]      | 31.43         | 0.911         | 67.32  | 0.186   | 1086.66|
| DTVNet [32]     | 35.80         | 0.950         | 67.34  | 0.149   | 774.85 |
| AL [2]          | 38.65         | 0.961         | 62.59  | 0.058   | 441.35 |
| Deeplandscape [14] | 43.32       | 0.981         | 61.91  | 0.038   | 411.08 |
| Ours w/o LM     | 36.38         | 0.943         | 63.68  | 0.053   | 830.09 |
| Ours w/o flip   | 45.99         | 0.981         | 61.82  | 0.025   | 367.77 |
| Ours w/ \( L_{flow} \) | 41.97       | 0.958         | 61.73  | 0.034   | 365.62 |
| Ours w/ \( L_{frame} \) | **46.94**  | **0.989**     | 61.98  | 0.029   | 370.56 |
| Ours w/o \( L_{flow} \) | 46.02       | 0.983         | 61.75  | 0.028   | 361.57 |
| Ours            | 46.85         | 0.986         | 61.73  | **0.025** | **354.60** |

Table 4: Comparison with existing works and ablation study on Sky Time-lapse [27]. The ↑ indicates that the larger the value, the better the model performance, and vice versa for ↓. For PSNR and SSIM, we mask out dynamic region pixels.
Figure 4: Visualizations of frames sampled from videos generated with references for water and sky semantics. Different reference videos are used to independently animate different semantics (i.e., sky and water in this figure) of the input image. We sample frames to show the content and visualize optical flows to show the motion. Different colors of visualized optical flow represent different directions and the higher saturation means higher speed and vice versa. [Best viewed in color.]

Figure 5: Sampling from generated videos using reference at different speeds: 0.25x, 1x, 4x. We sample frames to show the content and visualize optical flows to show the motion. Different colors of visualized optical flow represent different directions and the higher saturation means higher speed and vice versa. [Best viewed in color.]

4.4 Ablation Study

We design ablation studies to show how each proposal contributes to the final performance. In Table 2 and 4, w/o LM denotes feeding flow concatenated with segmentation map into a CNN encoder and thus no latent mapping. w/o flip indicates no flipping during training. w/ $L_{flow}$ and w/ $L_{frame}$ respectively indicate only use $L_{flow}$ and $L_{frame}$ as loss function. w/o $L_{tv}$ removes the $L_{tv}$ item compared with our full model. From the results, our full model gains the best performance on most metrics.

4.5 Fine-grained Control of Generation

In this subsection we use some qualitative results to show the capability of our method to generate videos under fine-grained control. The results are shown in Figure 4 and Figure 5. To facilitate the presentation in the paper, we visualize the optical flow to show the motion of the video. Different colors of visualized optical flow represent different directions and the higher saturation means higher speed and vice versa. As our method can generate videos of any resolution, we unify the resolution of all results to $640 \times 360$.

In Figure 4, we choose sky and water as two representative semantics in this experiment. From top to down are three animating results from the same input image using different references. First and second row refer to different video references for sky and the same reference for water. According to visualized optical flows, the generated results have similar motion patterns to reference videos on each semantics. First and third row shows that we can controllably fix motion of one semantics by using reference without that semantics. These results demonstrate that our method avoids the global motion problem on multiple semantics. In Figure 5, we show that our method can also control the speed of motion.

As our approach encodes motion in a fine-grained manner, two benefits are achieved. First, we can controllably animate each semantics in input images to achieve the desired dynamic effect. Secondly, each reference video can be used to extract motion information of one or a few semantics. The constraint of reference videos is greatly reduced, which is obvious while animating an image with many semantics.

5 CONCLUSIONS

In this paper, we propose a fine-grained motion embedding approach to animate single landscape images to time-lapse videos with accurate and realistic motion. Our model consists of two parts: a fine-grained motion encoder independently encodes the motion patterns of different semantics. Then a motion generator generates motion for animation. The result video is generated by warping frames with the generated motion in an accumulated way. We collect the largest high-resolution time-lapse video dataset (Time-lapse-D) with multiple scenes. Experimental results show that our approach can generate more realistic and high quality videos compared to state-of-the-art methods by both quantitative and qualitative evaluations. In the future, we will study on robust approach to deal with more diverse scenes, such as flower blossoming and traffic flow from the view of style transfer [7]. And methods used in video inpainting [30, 31] and super resolution [29] can also be applied to overcome the occlusion.
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