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Abstract

After an overview of noncommutative differential calculus, we construct parts of it explicitly and explain why this construction agrees with a fuller version obtained from the theory of operads.

1 Introduction

In this paper we apply the techniques of brace algebras of Gerstenhaber and of $A_\infty$ and $L_\infty$ algebras of Stasheff to develop a part of what we call noncommutative differential calculus. Noncommutative calculus is a theory that reconstructs basic algebraic structures arising from the calculus on a manifold in terms of the algebra of functions on this manifold, in a way that works for any algebra, commutative or not. This program is being developed in [14], [15], [16], [43], [46]. Let us start by observing that there are several algebraic structures arising from the standard calculus on a manifold:

I. (Differential graded) Lie algebras and modules over them. Several key formulas from differential calculus on manifolds, namely the Cartan formulas, use nothing but commutators (the commutator is always understood in the graded sense) and therefore give rise to graded Lie algebras. It has been emphasized by Gelfand and Dorfman [13] that these graded Lie algebras and their representations are worthy of being studied and generalized. We use the following notation to describe these algebras.

a) Multivector fields with the Schouten-Nijenhuis-Richardson bracket form a graded Lie algebra that we denote by $g^\bullet; g^\bullet = \wedge^{\bullet+1}T$. This graded Lie algebra acts on the space $\Omega^{-\bullet}$ of forms with reversed grading by the generalized Lie derivative: $L_D = [d, \iota_D]$ where $\iota_D$ is the contraction of a form by a multivector.

b) There is a bigger differential graded Lie algebra (DGLA) $g[\epsilon, u]$ with the differential $u_\frac{\partial}{\partial \epsilon}$. Here $u$ is a formal parameter of degree 2 and $\epsilon$ is a formal parameter of degree 1 such that $\epsilon^2 = 0$. It acts on the complex $\Omega^{-\bullet}[u]$ with the differential $ud$ as follows: $X + \epsilon Y$ acts by $L_X + \iota_Y$.

II. (Differential graded) associative algebras. There are several:

a) Forms with wedge multiplication.

b) Multivectors with wedge multiplication.

c) Differential operators on functions (and sections of other vector bundles).

d) In particular, differential operators on differential forms.

The algebras IIa) and IIb) are graded commutative.

III. Calculi. The structures form I, as well as from IIb), give rise to an algebraic structure that we call a calculus. In particular, multivectors form a Gerstenhaber algebra, or
simply a $G$-algebra. We recall the definitions in [11]. They formalize algebraic properties of multivectors with the wedge product and the Schouten bracket, forms with the De Rham differential, and of the former acting on the latter by contraction and by Lie derivative. One reconstructs the algebra IIId) from the calculus as an enveloping algebra of a certain kind.

We would like to generalize all the above constructions to the case when a manifold is replaced by a possibly noncommutative algebra over a field of characteristic zero. First note that all the algebras as in I-III will be replaced by algebras up to homotopy, namely $L_\infty$, $A_\infty$, $C_\infty$, $G_\infty$, and Calc$\infty$ algebras.

There are two ways to look at such objects. One is to say that a complex $C^\bullet$ is an algebra of certain type up to homotopy if a DG algebra $C^\bullet$ of this type is given, together with a quasi-isomorphism of complexes $C^\bullet \to C^\bullet$. (In case of Calc$\infty$ algebras one talks rather about pairs of complexes). A $A_\infty$, etc. morphism $C_1 \to C_2$ is a chains of morphisms $C_1 \leftarrow C \to C_2$ where the arrow on the left is a quasi-isomorphism. Such a morphism is a quasi-isomorphism if the map on the right is a quasi-isomorphism, too. There is a natural way of composing such morphisms.

Another way to talk about an algebra up to homotopy is to talk about the complex $C^\bullet$ equipped with a series of higher operations satisfying certain relations. We recall the definition of $A_\infty$ algebras and modules in terms of higher operations in [23] and (implicitly) an analogous definition of $L_\infty$ modules, in the beginning of section 3. The definition of $G_\infty$ algebras in these terms was given in [21], cf. also [10], [22]; an analogous definition of Calc$\infty$ algebras will be given in a subsequent work. Morphisms are defined in terms of higher operations as well. In all of the cases discussed above, including the $BV$ case, a homotopy algebra structure can be defined as a coderivation of degree one of a free coalgebra of appropriate type (namely, over the cooperad $Lie^\text{dual}$, $Calc^\text{dual}$, $BV^\text{dual}$, etc.); that coderivation satisfies the Maurer-Cartan equation. A morphism of two homotopy algebras can be defined as a morphism of resulting DG coalgebras.

One can move between the two ways of defining algebras up to homotopy: from the first definition to the second by a procedure called transfer of structure, from the second to the first by another procedure called rectification, cf. [21], [33], [28], [35].

Let $C^\bullet(A)$ be the Hochschild cochain complex and $C_\bullet(A)$ the Hochschild chain complex of an algebra $A$ over a field of characteristic zero. The former will play the role of noncommutative multivectors and the latter of noncommutative forms. We will start with the noncommutative analog of III and work our way back to I.

It was proven in [15], [28] that the pair $C^\bullet(A)$, $C_\bullet(A)$ is a Calc$\infty$ algebra whose underlying $L_\infty$ structure is the one from Hochschild theory, given by the Gerstenhaber bracket on cochains and by some explicit action of cochains on chains. (Those two Lie operations should be viewed as a noncommutative analog of Ia)).

**Noncommutative version of III.** The Calc$\infty$ structure from [15] has two related drawbacks: its construction is highly inexplicit and involved, and it is not canonical. The latter part is due to a fundamental fact about Calc$\infty$ (as well as $G_\infty$) structures: they know how to generate new such structures from themselves. That is, starting from a Gerstenhaber algebra, one can construct new algebras (deformations of the old one) in a universal way, using only the Gerstenhaber operations of the bracket and the product. Similarly, there are universal moves that produce one $G_\infty$ structure from another (indeed, pass from a $G_\infty$ algebra to a DG $G$-algebra by rectification, then apply the above construction, and go back by the transfer of structure).

The group generated by these moves is a group of symmetries acting on the set of $G_\infty$ algebra structures on any given space. (Or, which is the same, the operad $G_\infty$ has a non-
trivial group of symmetries). It follows from results of [27], [28], [41] that the Grothendieck-Teichmüller group maps to this group of symmetries. Apparently, all of the above is true for Calc$_\infty$ algebras.

This is a phenomenon that is largely absent from the world of associative or Lie algebras (note, however, that a Lie algebra structure $[,]$ automatically comes in a one-dimensional family $t[,]$). Indeed, higher operations in an $L_\infty$ or an $A_\infty$ algebra are of negative degree, and there is no way to produce a universal formula for such an operation using only the commutator or the product that are of degree zero).

On the other hand, if one has a Gerstenhaber algebra, one can define, say, a new $A_\infty$ structure on it in a universal way, using only the multiplication and the bracket. An example of such a structure over the ring $\mathbb{C}[\hbar]/(\hbar^2)$: $m_3 = 0; m_4(a_1, a_2, a_3, a_4) = (-1)^{|a_1|+|a_2|}\hbar[a_1, a_2][a_3, a_4]; m_k = 0, k > 4.$ (This $A_\infty$ structure can be extended to a $G_\infty$ structure; to see this, recall from [20], [40] that a $G_\infty$ structure on $C$ is a collection of operations $m_{k_1,...,k_n} : C^{k_1+...+k_n} \to C$ subject to some relations; let $m_4$ be as above, $m_{2,2}(a_1, a_2; a_3, a_4) = \hbar[[a_1, a_2], [a_3, a_4]]$ and let all other higher operations be zero).

Note that all of the above applies to the classical calculus structure on the spaces of multivectors and forms; many other Calc$_\infty$ structures may be generated from it. But, on the one hand, the standard structure is clearly the most natural; on the other hand, one can prove that all Calc$_\infty$ structures that could be written naturally on a smooth manifold are equivalent to the standard one. This can be done using the argument as in [40] and [22], plus some formal differential geometry. (There are nonstandard Calc$_\infty$ structures on multivectors and fields; any 3-cohomology class gives one. All this is of course consistent with the fact that there are no natural odd cohomology classes on manifolds; there are natural even classes, namely the Chern classes of the tangent bundle).

If we try to look at the noncommutative analogs of the structures I and II that arise from the noncommutative version of III, the situation becomes easier for II and a lot easier for I.

**Noncommutative version of II.** The structures a) does not generalize to our version of noncommutative calculus. Indeed, there is a product on the Hochschild homology, but only for a commutative ring $A$. For example, the degree zero Hochschild homology of $A$ is $A/[A, A]$, the quotient of $A$ by the linear span of commutators; this space does not have any natural multiplication. In comparison, the zero degree Hochschild cohomology of $A$ is the center of $A$ which is always a commutative algebra. (Note, however, that for a deformation quantization of a smooth manifold the space of noncommutative forms, i.e. the Hochschild chain complex, is quasi-isomorphic to the Poisson chain complex; this follows from [11] and [38], cf. also [44]. But the differential in the Poisson chain complex is a BV operator. Therefore, in the case of deformation quantization, the Hochschild chain complex is a homotopy BV algebra; that is, there is a natural model for chains that carries a graded commutative product; the differential is not a derivation with respect to this product but rather a BV operator (in particular, a differential operator of order two). As for the structure c), its generalization to our version of noncommutative calculus is unknown and, in our view, not likely to exist.

The noncommutative version of the DG algebra IIa) of differential operators on differential forms was described in [15] (we recall and use it in this paper). It was proven there that, indeed, it is the one coming from the Calc$_\infty$ structure generalizing III.

As for the generalized algebra IIb) of multivectors, the situation is more delicate. It is easy to name one candidate, the DG algebra $C^\bullet(A)$ of Hochschild cochains with the standard differential $\delta$ and the cup product $\cup$. All we know is that the $C_\infty$ algebra structure on $C^\bullet(A)$ which is a part of the Calc$_\infty$ structure from [15] and [28] is an $A_\infty$ deformation of the cup
product. Equivalently, the cup product is an $A_\infty$ deformation of the $C_\infty$ algebra $C^\bullet(A)$ coming from the Calc$_\infty$ structure. But, as we discussed above, there may be many such deformations. So far we do not even know whether the DGA $(C^\bullet(A), \delta, \langle \cdot, \cdot \rangle)$ is $A_\infty$ equivalent to a $C_\infty$ algebra.

**Noncommutative version of I.** Here the situation becomes much easier: a noncommutative version of I is explicit and canonical. Namely, the negative cyclic complex $CC^\bullet_-(A) = (C^\bullet_-(A)[[u]], b + uB)$ is an $L_\infty$ module over the DGLA $(\mathfrak{g}_A^\bullet[\epsilon, u], \delta + u\frac{\partial}{\partial u})$ where $\mathfrak{g}_A^\bullet = (C^{\bullet+1}_A, \delta, [\cdot, \cdot])$ is the DG Lie algebra of Hochschild cochains with the Gerstenhaber bracket. We give explicit formulas for this $L_\infty$ structure (Theorem 2) and prove that this structure is $L_\infty$ equivalent to the one induced by the Calc$_\infty$ structure on $(C^\bullet(A), C^\bullet_*(A))$ (Theorem 4).

The reason for the latter statement is the following. Unlike the associative multiplication, the Lie algebra structures that are part of the definition of a calculus live, degreewise, on the very edge of the calculus structure and do not have any room for change. For example, unlike the product, the Lie bracket on a Gerstenhaber algebra cannot be universally deformed, simply because there are no universal operations of needed degrees. Likewise, the DG Lie algebra structure of Ib) cannot be universally deformed: universal operations of needed degrees are too few and easily controlled.

To define the $L_\infty$ structure from Theorem 2, we, following [46], construct it from the noncommutative version of the ring IId) of differential operators on forms, namely the $A_\infty$ algebra $CC^\bullet_-(C^\bullet_*(A))$ that was studied in [43]. It would be interesting, instead of describing the latter by explicit formulas, to interpret it as a part of the $A_\infty$ category of $A_\infty$ functors as described in [28], [20], as well as in [12]. (In a crude form, this was basically the idea in [36].)

We conclude the paper by showing that, given a family $\mathcal{A}$ of algebras on a variety $S$, assuming that this family admits a connection as a family of vector spaces, there exists a flat superconnection on the family of complexes $s \mapsto CC^\per_{\bullet}(A_s)$. This generalizes Getzler’s construction of the Gauss-Manin connection [18] from the level of homology to the level of actual complexes. The general fact that the existence of a flat superconnection follows from an existence on an $L_\infty$ module structure is due to Barannikov [1], Remarks 3.3 and 6.7. Note that a modified version of Getzler’s construction was used in [25].

It would be interesting to compare the results of this paper to the ones from [21] and [45].

**Concluding remarks.** We see that noncommutative differential calculus has two levels. At the higher level, there is an inexplicit, noncanonical structure of a Calc$_\infty$ algebra on the pair $(C^\bullet_*(A), C^\bullet_*(A))$. At the lower level, there are some simpler structures whose existence is implied by the existence of the Calc$_\infty$ structure but they themselves are explicit and canonical. They are:

1. the $A_\infty$ algebra $CC^\bullet_-(C^\bullet_*(A))$ and the $A_\infty$ module $CC^\bullet_-(A)$ over it (noncommutative differential operators on forms);
2. the DGLA $\mathfrak{g}_A^\bullet = C^{\bullet+1}_*(A)$ (noncommutative multivectors);
3. the $L_\infty$ module structure on $CC^\bullet_-(A)$ over $(\mathfrak{g}_A[\epsilon, u], \delta + u\frac{\partial}{\partial u})$ (noncommutative analog of multivectors acting on forms by Lie derivative and by contraction); and also
4. the calculus $(H^\bullet(A), H_\bullet(A))$, the homology of $(C^\bullet(A), C^\bullet_*(A))$. The explicit formulas were given in [12].

A large group of symmetries acts on the space of choices for the Calc$_\infty$ structure. Note that the group acts not by automorphisms of any structure but on the space of choices of the structure itself. There is an important case when (some extension of) this group acts by automorphisms of the structures (1), (2), (3), and (4).
Indeed, take for $A$ the sheaf of functions on a smooth manifold (real, complex, or algebraic). A formality theorem is true for the $\text{Calc}_\infty$ structure above (cf. [15], [16]); namely, for any choice $\alpha$ of the $\text{Calc}_\infty$ structure, there is a $\text{Calc}_\infty$ quasi-isomorphism of sheaves of $\text{Calc}_\infty$ algebras

$$
\Phi_\alpha : (C^\bullet(\mathcal{O}_X), C_\bullet(\mathcal{O}_X))_\alpha \xrightarrow{\sim} (\wedge^\bullet T_X, \Omega^\bullet_X)
$$

(1.1)

Here the left hand side is equipped with the $\text{Calc}_\infty$ structure given by $\alpha$ and the right hand side with the standard calculus structure. The cohomology of the right hand side can be identified with the standard calculus $H^\bullet(\mathcal{O}_X), H_\bullet(\mathcal{O}_X))$; comparing two such identifications, for any $\alpha$ and $\beta$ we get an automorphism of the standard calculus

$$
\Phi_{\alpha\beta} : (H^\bullet(X, \wedge^\bullet T_X); H^\bullet(X, \Omega^\bullet_X)) \xrightarrow{\sim} (H^\bullet(X, \wedge^\bullet T_X); H^\bullet(X, \Omega^\bullet_X))
$$

(1.2)

It would be very interesting to compare the above construction to the $L_\infty$ quasi-isomorphisms constructed by Merkulov in [34].

In [27], Kontsevich constructed automorphisms of the cohomology with coefficients in multivector fields that are probably part of the above construction. Similarly, for any $\alpha$ and $\beta$ one constructs an automorphism of the classical analog of any of the structures (1)-(3): an $L_\infty$ quasi-isomorphism of $\Omega^{\bullet+1}_c(X, \wedge^{\bullet+1} T_X)$ with itself; a compatible quasi-isomorphism of $L_\infty$ modules over $(\Omega^{\bullet+1}_c(X, \wedge^{\bullet+1} T_X))\lbrack u \rbrack, \overline{\partial} + u \frac{\partial}{\partial u}$ between $(\Omega^{\bullet+1}_c(X, \Omega^\bullet_X\lbrack u \rbrack), \overline{\partial} + u \partial)$ and itself, etc. Indeed, one has

$$
\Omega^{\bullet+1}_c(X, \text{Calc}_\infty^{\text{per}}(\mathcal{O}_X)) \xrightarrow{\Phi_\alpha} \Omega^{\bullet+1}_c(X, \Omega^\bullet_X\lbrack u \rbrack)
$$

An algebraic index theorem is a statement comparing it to the standard Hochschild-Kostant-Rosenberg map (and an analogous statement for a deformation quantization of $\mathcal{O}_X$; cf. [4], [3] for the symplectic case). Equivalently, it is a statement about the image of the zero-homology class 1. One can show that this image is an expression in the Chern classes of $T_X$ that becomes $\sqrt{A(T_X)}$ if we send all the odd Chern classes to zero. If the automorphisms in [27] do extend to automorphisms of calculi that come from [12], then it looks like any multiplicative characteristic class with the above property may occur, for an appropriate choice of $\alpha$. Note also that nothing in our argument implies that the symmetries constructed above are $\text{Calc}_\infty$ quasi-isomorphisms of $(\wedge^\bullet T_X, \Omega^\bullet_X)$ with itself. On the other hand, there definitely are some $\text{Calc}_\infty$ quasi-isomorphisms, for instance the exponential of the following derivation:

$$
\iota_{c_1(T_X)} : \Omega^{0,\bullet}(X, \wedge^\bullet T_X) \rightarrow \Omega^{0,\bullet+1}(X, \wedge^{\bullet-1} T_X)
$$

and

$$
c_1(T_X) \wedge : \Omega^{0,\bullet}(X, \Omega^\bullet_X) \rightarrow \Omega^{0,\bullet+1}(X, \Omega^\bullet_X)
$$
Note also that the Hochschild-Rosenberg map, followed with multiplication by the square root of the Todd class, appears in [32], [6], [7], [8], and [37] and is characterized by preserving another algebraic structure. Namely, it intertwines the Mukai pairing with the standard pairing on the cohomology. This suggests that the correct formality theorem could be formulated for an algebraic structure encompassing both the calculus and the pairing, probably related to (genus zero part of) the TQFT structure from [10] and [28].
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2 Operators on forms in noncommutative calculus

2.1 The Hochschild cochain complex

Let $A$ be a graded algebra with unit over a commutative unital ring $K$ of characteristic zero. A Hochschild $d$-cochain is a linear map $A^d \to A$. Put, for $d \geq 0$,

$$C^d(A) = C^d(A, A) = \operatorname{Hom}_K(A^d, A)$$

where $\overline{A} = A/K \cdot 1$. Put $|D| = (\text{degree of the linear map } D) + d$.

Put for cochains $D$ and $E$ from $C^\bullet(A, A)$

$$(D \sim E)(a_1, \ldots, a_{d+e}) = (-1)^{|E|\sum_{i=0}^d |a_i| + 1}D(a_1, \ldots, a_d)E(a_{d+1}, \ldots, a_{d+e});$$

$$(D \circ E)(a_1, \ldots, a_{d+e-1}) = \sum_{j=0}^d (-1)^{|E|+1} \sum_{i=1}^j |a_i| + 1)D(a_1, \ldots, a_j, E(a_{j+1}, \ldots, a_{j+e}), \ldots);$$

$$[D, E] = D \circ E - (-1)^{|E|+1}E \circ D$$

These operations define the graded associative algebra $(C^\bullet(A, A), \sim)$ and the graded Lie algebra $(C^{\bullet+1}(A, A), [, ,])$ (cf. [9]; [18]). Let

$$m(a_1, a_2) = (-1)^{\deg a_1} a_1 a_2;$$

this is a 2-cochain of $A$ (not in $C^2$). Put

$$\delta D = [m, D];$$

$$(\delta D)(a_1, \ldots, a_{d+1}) = (-1)^{|a_1||D|+|D|+1} a_1 D(a_2, \ldots, a_{d+1}) +$$

$$+ \sum_{j=1}^d (-1)^{|D|+1+|E|} \sum_{i=1}^j |a_i| + 1)D(a_1, \ldots, a_j a_{j+1}, \ldots, a_{d+1}) + (-1)^{|D| |E|+1} \sum_{i=1}^d |a_i| + 1)D(a_1, \ldots, a_d) a_{d+1}$$

One has

$$\delta^2 = 0; \quad \delta(D \sim E) = \delta D \sim E + (-1)^{|E| \deg D} D \sim \delta E$$

$$\delta[D, E] = [\delta D, E] + (-1)^{|D|+1} [D, \delta E]$$

($\delta^2 = 0$ follows from $[m, m] = 0$).

Thus $C^\bullet(A, A)$ becomes a complex; we will denote it also by $C^\bullet(A)$. The cohomology of this complex is $H^\bullet(A, A)$ or the Hochschild cohomology. We denote it also by $H^\bullet(A)$. The
product induces the Yoneda product on $H^\bullet(A, A) = Ext^\bullet_{A \otimes A^\circ}(A, A)$. The operation $[\ , \ ]$ is the Gerstenhaber bracket [17].

If $(A, \partial)$ is a differential graded algebra then one can define the differential $\partial$ acting on $A$ by

$$\partial D = [\partial, D]$$

**Theorem 1** [17] The cup product and the Gerstenhaber bracket induce a Gerstenhaber algebra structure on $H^\bullet(A)$.

### 2.2 Hochschild chains

Let $A$ be an associative unital DG algebra over a ground ring $K$. The differential on $A$ is denoted by $\delta$. Recall that by definition

$$\overline{A} = A/K \cdot 1$$

Set

$$C_p(A, A) = C^p(A) = A \otimes \overline{A}^p$$

Define the differentials $\delta : C_\bullet(A) \to C^\bullet(A), b : C_\bullet(A) \to C^\bullet(A), B : C_\bullet(A) \to C^\bullet(A)$ as follows.

$$\delta(a_0 \otimes \cdots \otimes a_p) = \sum_{i=1}^{p} (-1)^{\sum_{k<i}(|a_k|+1)}(a_0 \otimes \cdots \otimes \delta a_i \otimes \cdots \otimes a_p);$$

$$b(a_0 \otimes \cdots \otimes a_p) = \sum_{k=0}^{p-1} (-1)^{\sum_{i=0}^{k}(|a_i|+1)}a_0 \otimes \cdots \otimes a_k a_{k+1} \otimes \cdots \otimes a_p$$

$$+(-1)^{|a_p|+\sum_{i=0}^{p-1}(|a_i|+1)}a_p a_0 \otimes \cdots \otimes a_{p-1};$$

$$B(a_0 \otimes \cdots \otimes a_p) = \sum_{k=0}^{p} (-1)^{\sum_{i\leq k}(|a_i|+1)\sum_{j\geq l}(|a_l|+1)}a_{k+1} \otimes \cdots \otimes a_p \otimes a_0 \otimes \cdots \otimes a_k$$

(2.1)

The complex $C_\bullet(A)$ is the total complex of the double complex with the differential $b + \delta$.

Let $u$ be a formal variable of degree two. The complex $(C_\bullet(A)[[u]], b + \delta + u B)$ is called the **negative cyclic complex** of $A$.

Now put

$$L_D(a_0 \otimes \cdots \otimes a_n) = \sum_{k=1}^{n-d} \epsilon_k a_0 \otimes \cdots \otimes D(a_{k+1}, \ldots, a_{k+d}) \otimes \cdots \otimes a_n$$

$$+\sum_{k=n+1-d}^{n} \eta_k D(a_{k+1}, \ldots, a_n, a_0, \ldots) \otimes \cdots \otimes a_k$$

(2.3)

(The second sum in the above formula is taken over all cyclic permutations such that $a_0$ is inside $D$). The signs are given by

$$\epsilon_k = (|D|+1)(|a_0| + \sum_{i=1}^{k}(|a_i|+1))$$
\[ \eta_k = |D| + \sum_{i \leq k} (|a_i| + 1) \sum_{i \geq k} (|a_i| + 1) \]

**Proposition 1**

\[ [L_D, L_E] = L_{[D,E]}; \quad [b, L_D] + L_{\delta D} = 0; \quad [L_D, B] = 0 \]

### 2.3 \( A_\infty \) algebras and modules

Recall [30], [39] that an \( A_\infty \) algebra is a graded vector space \( C \) together with a Hochschild cochain \( m \) of total degree 1,

\[ m = \sum_{n=1}^{\infty} m_n \]

where \( m_n \in C^n(C) \) and

\[ [m, m] = 0 \]

Recall also the definition of \( A_\infty \) modules over \( A_\infty \) algebras. First, note that for a graded space \( M \), the Gerstenhaber bracket \([, ,]\) can be extended to the space

\[ \text{Hom}(\overline{C}^{\infty,}, C) \oplus \text{Hom}(M \otimes \overline{C}^{\infty,}, M) \]

For a graded \( k \)-module \( M \), a structure of an \( A_\infty \) module over an \( A_\infty \) algebra \( C \) on \( M \) is a cochain of total degree one

\[ \mu = \sum_{n=1}^{\infty} \mu_n \]

\[ \mu_n \in \text{Hom}(M \otimes \overline{C}^{\infty_{n-1}}, M) \]

such that

\[ [m + \mu, m + \mu] = 0 \]

### 2.4 The \( A_\infty \) structure on chains of cochains

**Theorem 1** There is a structure \( \{ m_n \} \) of an \( A_\infty \) algebra on \( CC^{-\bullet}(C^\bullet(A)) \), and a structure \( \{ \mu_n \} \) of an \( A_\infty \) module over this \( A_\infty \) algebra on \( C^{-\bullet}(A)[[u]] \), such that:

- All \( m_n \) and \( \mu_n \) are \( k[[u]] \)-linear, \( (u) \)-adically continuous.
- \( m_1 = b + \delta + uB; \mu_1 = b + uB \).
- Modulo \( u \), the space \( C_0(C^\bullet(A)) = C^\bullet(A) \) is a subalgebra, with the structure given by the cup product.
- For \( a \in C^{-\bullet}(A)[[u]], \quad D \in C^\bullet(A): \quad \mu_2(a, 1 \otimes D) = (-1)^{|a||D|}L_{Da}. \)

Explicit formulas can be found in [43], [46]. The proof is given in [46].
3 The $L_\infty$ module structure on the negative cyclic complex

Now introduce the following differential graded algebras. Let $C(g^*_A[u, \epsilon])$ be the standard Chevalley-Eilenberg chain complex of the DGLA $\mathfrak{g}^*_A[u, \epsilon]$ over the ring of scalars $K[[u]]$. It carries the Chevalley-Eilenberg differential $\partial$ and the differentials $\delta$ and $\partial_c$ induced by the corresponding differentials on $\mathfrak{g}^*_A[u, \epsilon]$. Let $C_+(\mathfrak{g}^*_A[u, \epsilon])$ be the augmentation co-ideal, i.e. the sum of all positive exterior powers of our DGLA. The comultiplication defines maps

$$C_+(\mathfrak{g}^*_A[u, \epsilon]) \mapsto C_+(\mathfrak{g}^*_A[u, \epsilon]) \otimes_c^n;$$

$$c \mapsto \sum c_1^+ \otimes \ldots \otimes c_n^+.$$

**Definition 1** Define the associative DGA $B(\mathfrak{g}^*_A[u, \epsilon])$ over $K[[u]]$ as the tensor algebra of $C_+(\mathfrak{g}^*_A[u, \epsilon])$ with the differential $d$ determined by

$$dc = (\delta + \partial)c - \frac{1}{2} \sum (-1)^{|c_1^+|} c_1^+ c_2^+ + u\partial_c c.$$

**Definition 2** Let the associative DGA $B^w(\mathfrak{g}^*_A[u, \epsilon])$ over $K[[u]]$ be the tensor algebra of $C_+(\mathfrak{g}^*_A[u, \epsilon])$ with the differential $d$ determined by

$$dc = (\delta + \partial)c - \frac{1}{2} \sum (-1)^{|c_1^+|} c_1^+ c_2^+ + u \sum_{n=1}^\infty \partial_c c_1^+ \ldots \partial_c c_n^+.$$

A structure of an $L_\infty$ module over $\mathfrak{g}^*_A[u, \epsilon]$ on a complex $\mathcal{M}$ is by definition a morphism of DGA $B(\mathfrak{g}^*_A[u, \epsilon]) \rightarrow \text{End}(\mathcal{M})$. It would be nice to have explicit formulas for such a morphism. What we can do instead is construct an explicit morphism

$$B^w(\mathfrak{g}^*_A[u, \epsilon]) \rightarrow \text{EndCC}_-^\bullet(A)$$

together with a quasi-isomorphism of DGAs

$$U(\mathfrak{g}^*_A[u, \epsilon]) \rightarrow B^w(\mathfrak{g}^*_A[u, \epsilon]).$$

Let $S(\mathfrak{g}^*_A)^+$ be the augmentation ideal, and let

$$Y \mapsto \sum Y_1^+ \otimes \ldots \otimes Y_n^+ \quad (3.1)$$

denote the map

$$S(\mathfrak{g}^*_A)^+ \rightarrow (S(\mathfrak{g}^*_A)^+)^{\otimes_n} \quad (3.2)$$

defined as the n-fold coproduct, followed by the $n$th power of the projection from $S(\mathfrak{g}^*_A)$ to $S(\mathfrak{g}^*_A)^+$ along $K \cdot 1$.

**Definition 3** For $n \geq 1$, define:

$$x \cdot (\epsilon E_1 \land \ldots \land \epsilon E_n) = \sum_{n \geq 1} (-1)^{|x|} \mu_{n+1}(x, Y_1^+, \ldots, Y_n^+);$$

for $n \geq 0$,

$$x \cdot (\epsilon E_1 \land \ldots \land \epsilon E_n \land D) = \sum_{n \geq 1} (-1)^{|x|} \mu_{n+2}(x, Y_1^+, \ldots, Y_n^+, 1 \otimes D);$$

$$x \cdot (\epsilon E_1 \land \ldots \land \epsilon E_n \land D_1 \land \ldots \land D_k) = 0$$

for $k > 1$. Here $D, D_i, E_j \in \mathfrak{g}^*_A$ and $Y = E_1 \ldots E_n \in S(\mathfrak{g}^*_A)^+$. 
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Proposition 1 The formulas from Definition 3 above define an action of the DGA $B^{tw}(g^*_A[u, \epsilon])$ on $CC^{-\bullet}(A)$.

The proof is contained in [46].

3.1 The $L_\infty$ action

It remains to pass from $B^{tw}(g^*_A[\epsilon, u])$ to $U(g^*_A[\epsilon, u])$.

The following is contained in [46].

Lemma 1 The formulas

$$D \mapsto D;$$

$$\epsilon E_1 \wedge \ldots \wedge \epsilon E_n \mapsto \frac{1}{n!} \sum_{\sigma \in S_n} \frac{1}{n!}(\epsilon E_{\sigma_1})E_{\sigma_2} \ldots E_{\sigma_n};$$

$$D_1 \wedge \ldots D_k \wedge \epsilon E_1 \wedge \ldots \wedge \epsilon E_n \mapsto 0$$

for $k > 1$ or $k = 1$, $n \geq 1$ define a quasi-isomorphism of DGAs

$$B^{tw}(g^*_A[\epsilon, u]) \rightarrow U(g^*_A[\epsilon, u]).$$

Proof. The fact that the above map is a morphism of DGAs follows from an easy direct computation. To show that this is a quasi-isomorphism, consider the increasing filtration by powers of $\epsilon$. At the level of graduate quotients, $B^{tw}(g^*_A[\epsilon, u])$ becomes the standard free resolution of $(U(g^*_A[\epsilon, u]), \delta)$, and the morphism is the standard map from the resolution to the algebra, therefore a quasi-isomorphism. The statement now follows from the comparison argument for spectral sequences.

To summarize, we have constructed explicitly a DGA $B^{tw}(g^*_A[\epsilon, u])$ and the morphisms of DGAs

$$U(g^*_A[\epsilon, u]) \leftarrow B^{tw}(g^*_A[\epsilon, u]) \rightarrow \text{End}_{K[[u]]}(CC^{-\bullet}(A)) \quad (3.3)$$

where the morphism on the left is a quasi-isomorphism. This yields an $A_{\infty}$ morphism

$$U(g^*_A[\epsilon, u]) \rightarrow \text{End}_{K[[u]]}(CC^{-\bullet}(A))$$

and therefore an $L_\infty$ morphism

$$g^*_A[\epsilon, u] \rightarrow \text{End}_{K[[u]]}(CC^{-\bullet}(A)).$$

We get

Theorem 2 The maps (3.3) define on $CC^{-\bullet}(A)$ a $K[u]$-linear, $(u)$-adically continuous structure of an $L_\infty$ module over the DGLA $(g^*_A[\epsilon, u], \delta + u \frac{\partial}{\partial u})$ where $g^*_A = (C^{*+1}(A), \delta, [\cdot, \cdot]_G)$.

Remark 1 The property of being $K[u]$-linear is crucial. Indeed, as pointed out by K. Costello, $g^*_A[\epsilon, u]$ is quasi-isomorphic to $g^*_A$, so every $g^*_A$-module is an $L_\infty$ module over $g^*_A[\epsilon, u]$ by transfer of structure.

In Section 5 we will need the following strengthening of Theorem 2.

Lemma 2 On $CC^{-\bullet}(A)$, there exists a $K[u]$-linear, $(u)$-adically continuous structure of an $L_\infty$ module over the DGLA $(g^*_A[\epsilon, u], \delta + u \frac{\partial}{\partial u})$ where $g^*_A = (C^{*+1}(A), \delta, [\cdot, \cdot]_G)$, such that, for any derivation $D$ of $A$, any $n > 1$ and any $X_2, \ldots, X_n$ in $g^*_A[\epsilon, u]$, $D \wedge X_2 \wedge \ldots \wedge X_n \mapsto 0$. 
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Proof. The statement is almost obvious. Indeed, all the above constructions are clearly invariant under the Lie algebra of infinitesimal symmetries \(\text{Der}(A)\), and the image of \(D \wedge X_2 \wedge \ldots \wedge X_n\) is the homotopy for the expression that measures failure of the previous maps to be invariant. The actual proof goes as follows. Start by observing that the negative cyclic complex carries an action of a DGA smaller than \(U(B(\mathfrak{g}_A^\bullet, \epsilon, u))\) or \(U(B^\text{tw}(\mathfrak{g}_A^\bullet, \epsilon, u))\). Namely, for any DGLA \(\mathfrak{g}^\bullet\), denote by \(I\) the DG ideal \(\text{Ker}(U(B(\mathfrak{g}^\bullet)) \to U(\mathfrak{g}^\bullet))\). Note that \(B(\mathfrak{g}^\bullet)\) is a DG subalgebra both of \(B(\mathfrak{g}_A^\bullet, \epsilon, u)\) and of \(B^\text{tw}(\mathfrak{g}_A^\bullet, \epsilon, u)\). Denote by \(\overline{U}(B(\mathfrak{g}_A^\bullet, \epsilon, u))\), resp. by \(\overline{U}(B^\text{tw}(\mathfrak{g}_A^\bullet, \epsilon, u))\), the quotient of the corresponding DGA by the two-sided ideal generated by \(I\). Both are DGAs that are free over \(U(\mathfrak{g}^\bullet)\) as graded algebras. Moreover, they are \(U(\mathfrak{g}^\bullet)\)-semifree resolutions of \(U(\mathfrak{g}^\bullet, \epsilon, u)\). It is clear from the constructions that \(\overline{U}(B(\mathfrak{g}_A^\bullet, \epsilon, u))\) and \(\overline{U}(B^\text{tw}(\mathfrak{g}_A^\bullet, \epsilon, u))\) act on the negative cyclic complex through their quotients \(\overline{U}\). Indeed, the image of \(I\) in \(U(B^\text{tw})\) acts by zero because \(D_1 \wedge \ldots \wedge D_n\) do, \(D_i\) in \(\mathfrak{g}_A^n\), \(n > 1\); and there is a morphism

\[
\overline{U}(B(\mathfrak{g}_A^\bullet, \epsilon, u)) \to \overline{U}(B^\text{tw}(\mathfrak{g}_A^\bullet, \epsilon, u))
\]

over \(U(\mathfrak{g}_A^\bullet, \epsilon, u)\), since both are \(U(\mathfrak{g}_A^\bullet)\)-semifree resolutions.

Denote by \(L_D\) the natural action of \(\mathfrak{g}_A^\bullet\) on \(\overline{U}(B^\text{tw}(\mathfrak{g}_A^\bullet, \epsilon, u))\) and \(\overline{U}(B(\mathfrak{g}_A^\bullet, \epsilon, u))\):

\[
L_D(X_1 \wedge \ldots \wedge X_n) = [D, X_1 \wedge \ldots \wedge X_n] - \sum_k \pm (X_1 \wedge \ldots \wedge [D, X_k] \ldots \wedge X_n).
\]

Here the first commutator is taken in the associative algebra \(\overline{U}\). Define also

\[
\iota_D(X_1 \wedge \ldots \wedge X_n) = D \wedge X_1 \wedge \ldots \wedge X_n.
\]

The above operators satisfy the usual relations

\[
[L_D, L_E] = L_{[D, E]}; \quad [L_D, \iota_E] = \iota_{[D, E]}; \quad [\iota_D, L_E] = 0; \quad [\iota_D, \iota_E] = L_D
\]

where \(d\) is the total differential in \(\overline{U}(B^\text{tw}(\mathfrak{g}_A^\bullet, \epsilon, u))\), resp. in \(\overline{U}(B(\mathfrak{g}_A^\bullet, \epsilon, u))\). It is clear that the morphism \((3.4)\), being given by universal formulas in terms of the commutator, is invariant with respect to \(L_D\). In fact it can be chosen to be invariant also with respect to \(\iota_D\). This is easy to see using the standard inductive procedure of defining this morphism on free generators and the fact that the space of generators is a free module over the free commutative algebra generated by all \(\iota_D\).

Finally, we conclude that the morphism \((3.4)\) sends the ideal generated by \(D \wedge X_2 \wedge \ldots \wedge X_n\) as in the statement of the Lemma to the analogous ideal \(\overline{U}(B^\text{tw})\). It remains to show that the latter acts on the negative cyclic complex by zero. This follows from the second formula of Definition\(\ref{def:calculus}\) and from the fact that, in the notation of Theorem\(\ref{thm:calculus}\), \(\mu_n(x, a_1, \ldots, a_n, 1 \otimes D) = 0\) for \(D \in C^1(A, A)\) and \(n \geq 1\). The latter follows from the explicit formulas in \([43, 46]\). This ends the proof of the Lemma.

4 Relation to the homotopy calculus structure

4.1 Calculi

A Gerstenhaber algebra is a graded space \(\mathcal{V}^\bullet\) together with

- A graded commutative associative algebra structure on \(\mathcal{V}^\bullet\);
- A graded Lie algebra structure on \(\mathcal{V}^{\bullet+1}\) such that

\[
[a, bc] = [a, b]c + (-1)^{|a|-1}b[a, c]
\]
**Definition 4** A precalculus is a pair of a Gerstenhaber algebra \( \mathcal{V}^\bullet \) and a graded space \( \Omega^\bullet \) together with

- a structure of a graded module over the graded commutative algebra \( \mathcal{V}^\bullet \) on \( \Omega^{-\bullet} \) (corresponding action is denoted by \( i_a, a \in \mathcal{V}^\bullet \));
- a structure of a graded module over the graded Lie algebra \( \mathcal{V}^{\bullet+1} \) on \( \Omega^{-\bullet} \) (corresponding action is denoted by \( L_a, a \in \mathcal{V}^\bullet \)) such that

\[
[i_a, L_b] = i_{[a,b]}
\]

and

\[
L_{ab} = L_a i_b + (-1)^{|a|} i_a L_b
\]

**Definition 5** A calculus is a precalculus together with an operator \( d \) of degree 1 on \( \Omega^\bullet \) such that \( d^2 = 0 \) and

\[
[d, i_a] = L_a.
\]

**Example 1** For any manifold one defines a calculus \( \text{Calc}(M) \) with \( \mathcal{V}^\bullet \) being the algebra of multivector fields, \( \Omega^\bullet \) the space of differential forms, and \( d \) the De Rham differential. The operator \( i_a \) is the contraction of a form by a multivector field.

**Definition 6** A differential graded calculus is a calculus \( (\mathcal{V}^\bullet, \Omega^{-\bullet}) \) with differentials \( \delta \) on \( \mathcal{V}^\bullet \) and \( b \) on \( \Omega^\bullet \) that are both of degree one and are derivations with respect to the calculus structure.

The following construction is motivated by Example 1. For a Gerstenhaber algebra \( \mathcal{V}^\bullet \), let \( Y(\mathcal{V}^\bullet) \) be the associative algebra generated by two sets of generators \( i_a, L_a, a \in \mathcal{V}^\bullet \), both \( i \) and \( L \) linear in \( a \),

\[
|i_a| = |a|; \quad |L_a| = |a| - 1
\]

subject to relations

\[
i_a i_b = i_{ab}; \quad [L_a, L_b] = L_{[a,b]};
\]

\[
[i_a, L_b] = i_{[a,b]}; \quad L_{ab} = L_a i_b + (-1)^{|a|} i_a L_b
\]

The algebra \( Y(\mathcal{V}^\bullet) \) is equipped with the differential \( d \) of degree one which is defined as a derivation sending \( i_a \) to \( L_a \) and \( L_a \) to zero.

For a smooth manifold \( M \) one has a homomorphism

\[
Y(T_{poly}^{\bullet+1}(M)) \to D(\Omega^\bullet(M))
\]

The right hand side is the algebra of differential operators on differential forms on \( M \), and the above homomorphism sends the generators \( i_a, L_a \) to corresponding differential operators on forms (cf. Example 1). The above map is in fact an isomorphism, cf. [15], Proposition 11 in section 6.3.

### 4.2 Comparing the two \( L_\infty \) module structures

For a DG calculus \( (\mathcal{V}^\bullet, \Omega^\bullet) \), let \( g^\bullet \) be the DGLA \( (\mathcal{V}^{\bullet+1}, \delta, \{, \}) \). One has:

a) \( (\Omega^{-\bullet}[u], b + ud) \) is a DG module over \( g^\bullet \). Moreover:

b) \( (\Omega^{-\bullet}[u], b + uB) \) is a DG module over \( (g^\bullet[\epsilon, u], \delta + u \frac{\partial}{\partial u}), X + \epsilon Y \) acting via \( L_X + i_Y \).

The same is true for a \( \text{Calc}_\infty \) algebra \( (\mathcal{V}^\bullet, \Omega^\bullet) \) if one replaces DG modules by \( L_\infty \) modules.

Recall from [15]:
Theorem 3 \((C^\bullet(A), C_\bullet(A))\) is a Calc\(_\infty\) algebra whose underlying \(L_\infty\) structure as in a) above is: \(g^\bullet = g^\bullet_A = (C^{\bullet+1}(A), \delta, [,]_G)\), acting on \(CC^-\bullet(A)\) via the Lie derivative \(L_D\).

From this, and from b) above, we conclude that \(CC^-\bullet(A)\) is an \(L_\infty\) module over \((g^\bullet[\epsilon, u], \delta + u\frac{\partial}{\partial u})\). Indeed, as explained in the introduction, the pair \((C^\bullet, C_\bullet)\) is quasi-isomorphic to another pair of complexes that is actually a DG calculus, with the DGLA structure equivalent to the one given by the Gerstenhaber bracket. Apply b) to that pair and then get the \(L_\infty\) module structure on \(C^\bullet(A)[[u]]\) by transfer of structure. Note also that an \(L_\infty\) algebra and an \(L_\infty\) module are in particular complexes, and the differentials coincide with the Hochschild differentials \(\delta\) and \(b\).

Theorem 4 The above \(L_\infty\) structure is equivalent to the one given by Theorem 2.

Proof. First, recall from \([28]\), \([29]\), \([13]\) the notion of a two-colored operad and a chain of quasi-isomorphisms of two-colored operads

\[
\text{Calc}_{\text{alg}} \leftarrow \text{Calc}_{\text{geom}} \leftarrow \text{Calc}_\infty \rightarrow \text{Calc}
\]  

(4.1)

Here \(\text{Calc}_{\text{alg}}\) is the operad which acts on cochains and chain and which is generated by the cup-product on cochains, the insertions of cochains into a cochain, and insertions of components of a chain into a cochain compatible with the cyclic order on these components. The precise description of this operad can be found in \([15]\) (Sect. 4.1) or \([28]\) (Sect. 11.1, 11.2 and 11.3). Note that \(\text{Calc}_{\text{alg}}\) was denoted by KS in \([15]\).

The two-colored operad \(\text{Calc}_{\text{geom}}\) is the operad of chain complexes of the spaces of configurations of little discs (on a disc and on a cylinder); algebras over \(\text{Calc}\) are by definition calculi, and \(\text{Calc}_\infty\) is a cofibrant resolution of \(\text{Calc}\); algebras over it are \(\text{Calc}_\infty\)-algebras. The two-colored operad \(\text{Lie}_+^\infty\) maps to \(\text{Calc}_\infty\). An algebra over \(\text{Lie}_+^\infty\) is a pair consisting of an \(L_\infty\) algebra and an \(L_\infty\) module over it. There is a parallel diagram for precalculi.

Note that for any \(L_\infty\) algebra \(\mathcal{L}\) and any graded space \(\mathcal{M}\), an \(L_\infty\) \(\mathcal{L}\)-module structure on \(\mathcal{M}\) is the same as a Maurer-Cartan element of the Chevalley-Eilenberg complex \(C^\bullet(\mathcal{L}, \text{End}(\mathcal{M}))\) of cochains of \(\mathcal{L}\) with coefficients in \(\text{End}(\mathcal{M})\) (viewed as a trivial \(L_\infty\) module). The DGLA structure on the Chevalley-Eilenberg complex is given by the commutator on \(\text{End}(\mathcal{M})\) combined with the wedge product. Now, assume that we have an algebra \((\mathcal{L}, \mathcal{M})\) over an two-colored operad \(\mathcal{P}\) to which the \(L_\infty\) operad maps. Then \(L_\infty\) \(\mathcal{L}\)-module structures on \(\mathcal{M}\) that are given by universal formulas in terms of operations from \(\mathcal{P}\) are the same as Maurer-Cartan elements of the complex \(C^\bullet_{\mathcal{P}}(\mathcal{L}, \text{End}(\mathcal{M}))\) of Lie algebra cochains given by universal operations from \(\mathcal{P}\).

It is clear that the \(L_\infty\) module structure from Theorem 2 is given by universal formulas in terms of operations from \(\text{Calc}_{\text{alg}}\). Modulo \(u\), these formulas involve only the precalculus analog of \(\text{Calc}_{\text{alg}}\). Consider three complexes

\[
C^\bullet_{\mathcal{P}}(g^\bullet[\epsilon, u], \text{End}_{K[[u]]}(\Omega^{-\bullet}[[u]]))
\]  

(4.2)

where \(\mathcal{P}\) stands for \(\text{Calc}_{\text{alg}}\), \(\text{Calc}_\infty\), or \(\text{Calc}\). As explained above, these are complexes of cochains of \(g^\bullet[\epsilon, u]\) with coefficients in \(\text{End}_{K[[u]]}(\Omega^{-\bullet}[[u]])\) that are given by universal operations from \(\text{Calc}_{\text{alg}}\), resp. \(\text{Calc}_\infty\), resp. \(\text{Calc}\). Here \((\mathcal{V}^\bullet, \Omega^\bullet)\) is any algebra over one of the three two-colored operads; \(g^\bullet\) is \(\mathcal{V}^\bullet+1\) viewed as an \(L_\infty\) algebra via the map of \(\text{Lie}_+^\infty\) to one of these operads. In particular, a cochain in \([4.2]\) produces a cochain in \(C^\bullet(g^\bullet[\epsilon, u], \text{End}_{K[[u]]}(\Omega^{-\bullet}[[u]]))\) for any \(\mathcal{P}\)-algebra.

Recall that a two-colored operad is, in particular, a collection of complexes \(\mathcal{O}(n)\) and \(\mathcal{M}(n)\); the first stands for operations \(\mathcal{V}^\bullet \otimes \Omega^\bullet \rightarrow \mathcal{V}^\bullet\); the second for operations \(\mathcal{V}^\bullet \otimes \Omega^\bullet \rightarrow \Omega^\bullet\).
First, observe that the three complexes are all quasi-isomorphic. Indeed, they are given by direct sums or products of copies of subspaces of invariants of $\mathcal{M}(n)$ with respect to some subgroups of the symmetric group $S_n$, with an extra (Chevalley-Eilenberg) differential. Therefore a quasi-isomorphism of operads leads to a quasi-isomorphism of complexes.

The $L_\infty$ module structures that we are looking for are Maurer-Cartan elements of the DGLAs of cochains of the type as above. The above quasi-isomorphisms preserve the Lie algebra structure and therefore induce isomorphisms on the sets of Maurer-Cartan elements up to equivalence. We want to prove that any two Maurer-Cartan cochains as above, defined by universal operations from $\text{Calc}_{\text{alg}}$, are equivalent. We see that we can replace $\text{Calc}_{\text{alg}}$ by $\text{Calc}$. Therefore, it suffices to prove the following. Let an $L_\infty$ module structure be given by universal formulas purely in terms of the calculus operations $[a, b], ab, L_a, \iota_a, d$; moreover, modulo $u$, it is given by the first four, and it is the original action $b)$ at the level of homology. We claim that any such $L_\infty$ structure is $L_\infty$ equivalent to the original one.

More precisely, we have to prove the following. Let $(\mathcal{V}^*, \Omega^*)$ be any DG calculus; $\mathfrak{g}^* = (\mathcal{V}^{*+1}, \delta, \{, \})$; consider a Maurer-Cartan element of the DGLA $C^*(\mathfrak{g}^*[\epsilon, u], \text{End}\Omega^{-*}[[u]])$, the cochain complex of $(\mathfrak{g}^*[\epsilon, u], \delta + u\frac{\partial}{\partial \epsilon})$ with coefficients in $\text{End}\Omega^{-*}[[u]]$ on which $\mathfrak{g}^*[\epsilon, u]$ acts trivially. The Maurer-Cartan element, by definition, satisfies

$$(\delta + u\frac{\partial}{\partial \epsilon} + \partial_{\text{lie}})\lambda + \frac{1}{2}[\lambda, \lambda] = 0$$

where $\partial_{\text{lie}}$ is the Chevalley-Eilenberg differential. The element $\lambda$ is a cochain defined by universal operations given by formulas involving the five calculus operations; modulo $u$, it involves the four precalculus operations only. For an $n$-linear map $\varphi$, put

$$\text{Avg} \varphi(a_1, \ldots, a_n) = \frac{1}{n!} \sum_{\sigma \in S_n} \pm \varphi(a_{\sigma 1}, \ldots, a_{\sigma n})$$

The only cochains of suitable degree are of the form

$$\lambda = \sum_{n \geq 1} \alpha_n \Phi_n + u \sum_{n \geq 1} \beta_n \Psi_n + \sum_{n \geq 0; k} \gamma_n^k \Theta_n^k$$

where

$$\Phi(a_1\epsilon, \ldots, a_n\epsilon) = \text{Avg} L_{a_1} \ldots L_{a_{n-1}} \iota_{a_n};$$

$$\Psi(a_1\epsilon, \ldots, a_n\epsilon) = \text{Avg} L_{a_1} \ldots L_{a_n} d;$$

$$\Theta_n^k(a_1\epsilon, \ldots, a_n\epsilon, c) = \text{Avg} L_{a_1} \ldots L_{a_k} \iota_c L_{a_{k+1}} \ldots L_{a_n}.$$ 

First, note that $\gamma_0^k = 1$ and $\gamma_n^k = 0$ for all $n \geq 1$. Indeed, the component of $\partial_{\text{lie}}$ with values in cochains $\varphi(a_1\epsilon, \ldots, a_n\epsilon, c_1, c_2)$ is zero on all $\Phi_n$ and $\Psi_n$; for $\Theta_n^k$, it is equal to $\pm \text{Avg} L_{a_1} \ldots L_{a_k} \iota_{c_1, c_2} L_{a_{k+1}} \ldots L_{a_n}$. But this component must be zero for a Maurer-Cartan element.

Note that any cochain $\lambda = \sum_{n \geq 1} \alpha_n \Phi_n$ defines an $L_\infty$ action of $(\mathfrak{g}^*[\epsilon], \delta)$; these actions are non-equivalent. For

$$\lambda = \sum_{n \geq 1} \alpha_n \Phi_n + u \sum_{n \geq 1} \beta_n \Psi_n$$

the terms $\delta \lambda$, $u\frac{\partial}{\partial \epsilon} \lambda$, and $\partial_{\text{lie}} \lambda$ are all zero. Thus we have

$$ud\lambda + \frac{1}{2}[\lambda, \lambda] = 0.$$
One has $\beta_1 = 0$ and $\alpha_1 = 1$ because the action on the cohomology is the original one. Now, the gauge transformation
\[
\exp(\sum \kappa_n X_n),
\]
\[
X_n(a_1 \epsilon, \ldots, a_n \epsilon) = \text{Avg} L_{a_1} \ldots L_{a_{n-1}} l_{a_n} d,
\]
kills the $\Psi_n$ terms, $n \geq 2$. Finally, the Maurer-Cartan equation for the cochain $\sum \alpha_n \Phi_n$ shows that $\alpha_n = 0$, $n \geq 2$.

4.3 Comparison to Section 2

We conclude this section by citing the result from [43] that explains the title of Section 2. As above, let $A$ be an associative unital algebra over a unital ring $K$ of characteristic zero. Because of Theorem 3, the pair of complexes $(C^\bullet(A), C_\bullet(A))$ is quasi-isomorphic to a pair of complexes $(\nabla^\bullet(A), \Omega^\bullet(A))$ that has a structure of a DG calculus.

**Theorem 5** There is an $A_\infty$ quasi-isomorphism
\[
(Y(\nabla^\bullet(A))[\![u]\!], \delta + ud) \to CC^\bullet_-(C^\bullet(A))
\]
where the left hand side is an $A_\infty$ algebra as in Theorem 7. There is also an $A_\infty$ quasi-isomorphism of $A_\infty$ modules
\[
(\Omega^-\bullet(A)[\![u]\!], b + ud) \to CC^-\bullet_-(A)
\]
compatible with the $A_\infty$ map above.

5 The Gauss-Manin connection

Let $A$ be a sheaf of $O_S$-algebras where $S$ is a manifold (real, complex, or algebraic). We assume that $A$ carries a connection $\nabla$ (not necessarily compatible with the product). Let $CC^\bullet_{\text{per}}(A)$ be the sheaf of periodic cyclic complexes of $A$ over $O_S$. (If $A$ is the sheaf of local sections of a bundle of algebras then $CC^\bullet_{\text{per}}(A)$ is the sheaf of local sections of the bundle of complexes $s \mapsto CC^\bullet_{\text{per}}(A_s)$). We conclude the paper by constructing a flat superconnection on $CC^\bullet_{\text{per}}(A)$, i.e. an operator
\[
\nabla_{\text{GM}} : \Omega^\bullet_S \otimes_{O_S} CC^\bullet_{\text{per}}(A) \to \Omega^\bullet_S \otimes_{O_S} CC^\bullet_{\text{per}}(A)
\]
of degree one such that $\nabla_{\text{GM}}^2 = 0$ and $\nabla_{\text{GM}}(fa) = f \nabla_{\text{GM}}(a) + df \cdot a$ for a function $f$ and a local section $a$.

Let $C^\bullet(A)$ be the sheaf of Hochschild cochain complexes of $A$ over $O_S$. The product on $A$ defines a two-cochain $m$; then $\nabla m$ is a section of $\Omega^1(S, C^2(A))$. Note also that $\nabla^2 = R \in \Omega^2(S, \text{End}(A)) = \Omega^2(S, C^0(A))$. Put
\[
\alpha = \nabla m + R;
\]
one has
\[
(\delta + \nabla)^2 = \alpha; \quad (\delta + \nabla)(\alpha) = 0
\]
(recall that $\delta = [m, ?]$ is the Hochschild differential).
Now consider an $L_\infty$ module structure as in the Lemma [2]. Following a general procedure outlined in [1], Remarks 3.3 and 6.7, put
\[
\nabla_{GM} = uB + \nabla + \sum_{k,n \geq 0; k+n \geq 1} \frac{u^{-n}}{k!(n-1)!} \phi_{k+n}(m, \ldots, m, \epsilon \alpha, \ldots, \epsilon \alpha)
\]
Here $\phi_{k+n} : S^{k+n}(g_s A^1[\epsilon, u][1]) \to \text{End}(CC^\per(A))$ are the components of the $L_\infty$ module structure. Note that the summand in $A$ corresponding to $k = 1$ and $n = 0$ is the Hochschild differential $b$.

**Proposition 2** $\nabla_{GM}$ is a flat superconnection.

**Proof.** Note from the above that the element $\lambda = \nabla + m + u^{-1}\epsilon \alpha$ satisfies $[\lambda, \lambda] = 0$ in the DG Lie algebra $L^\bullet[\epsilon, u]$ where $L$ is the DGLA of Hochschild cochains of the graded algebra
\[
\Omega^\bullet_S(A) = \Omega^\bullet_S \otimes_S A.
\]
Therefore the operator
\[
uB + \sum_{n=1}^\infty \frac{1}{n!} \phi_n(\lambda, \ldots, \lambda)
\]
on the periodic cyclic complex of $\Omega^\bullet_S(A)$ has square zero. Because $\phi_n(\nabla, \ldots) = 0$ for $n > 1$, this operator descends to the quotient $CC^\per(A)$; the resulting operator is exactly $\nabla_{GM}$.

Of course the flatness of $\nabla_{GM}$ can be obtained directly from the $L_\infty$ identities. In fact, if we denote the infinite sum in the above formula by $A$ and write $\nabla_{GM} = uB + \nabla + A$, we have
\[
(\nabla_{GM})^2 = [uB, A] + [\nabla, A] + \nabla^2 + \frac{1}{2}[A, A] =
\]
\[
- \sum_{k,n \geq 0; k+n \geq 1} \frac{u^{-n}}{k!(n-1)!} \phi_{k+n}(m, \ldots, m, \epsilon \delta \alpha, \epsilon \alpha, \ldots, \epsilon \alpha)
\]
\[
- \sum_{k,n \geq 0; k+n \geq 1} \frac{u^{-n+1}}{k!(n-1)!} \phi_{k+n}(m, \ldots, m, \alpha, \epsilon \alpha, \ldots, \epsilon \alpha) - \frac{1}{2}[A, A] +
\]
\[
\sum_{k,n \geq 0; k+n \geq 1} \frac{u^{-n}}{(k-1)!(n-1)!} \phi_{k+n}(\nabla m, \ldots, m, \epsilon \nabla \alpha, \epsilon \alpha, \ldots, \epsilon \alpha) + R + \frac{1}{2}[A, A] = 0
\]
Here we used the facts that $[m, m] = 0$, $[\epsilon \alpha, \epsilon \alpha] = 0$, $(\delta + \nabla)\alpha = 0$, $[m, \epsilon \alpha] = -\epsilon \delta \alpha$, and $\phi_n(R, \ldots) = 0$ for $n > 1$.
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