Separation of magnetotelluric signals based on refined composite multiscale dispersion entropy and orthogonal matching pursuit
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Abstract: Magnetotelluric (MT) data processing can increase the reliability of measured data. Traditional MT de-noising methods are usually filtered in entire MT time-series sequence, which result in losing of useful MT signals and the decrease of imaging accuracy of electromagnetic inversion. However, targeted MT noise separation can retain the part of data not affected by strong noise, and enhance the quality of MT data. Thus, we proposed a novel method for MT noise separation, which using refined composite multiscale dispersion entropy (RCMDE) and orthogonal matching pursuit (OMP). Firstly, the RCMDE characteristic parameters are extracted from each segment of the MT time-series. Then, the characteristic parameters are input to the fuzzy c-mean (FCM) clustering for automatic identification of MT signal and noise. Next, OMP method is utilized to remove the identified noise segments independently. Finally, the reconstructed signal consists of the denoised data segments and the identified useful signal segments. We conducted the simulation experiments and algorithm evaluation on the EMTF data, simulated data and measured sites. The results indicate that the RCMDE can improve the stability of multiscale dispersion entropy (MDE) and multiscale entropy (MSE) by analyzing the characteristics of the signal samples library, effectively dividing MT signals and noise. Compared with the existing techniques of the entire time domain de-noising and signal-noise identification, the proposed method used RCMDE and OMP as characteristic parameter and noise separation, simplified the multi-features fusion, and improved the accuracy of signal-noise identification. Moreover, the de-noising efficiency has accelerated, and the MT data quality of low-frequency band has improved greatly.
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Introduction

Magnetotelluric (MT) sounding is one of the most mature electrical exploration techniques in recent years (Tikhonov 1950; Cagniard 1953), which is mainly used to measure the orthogonal electric and magnetic field at the Earth’s surface of the geoelectrical structures, mineral electrical
exploration, and electromagnetic fracture monitoring (Becher and Sharpe 1969; Vallianatos 1996). Due to the wide frequency range of natural MT signal, it is vulnerable to interfere from an increasingly wide range of natural and artificial environmental noise. Therefore, effectively suppressing noise can improve the signal-noise ratio (SNR), and ensure the quality of MT data. However, the characteristics of MT signals are non-linear, non-stationary and non-minimum phase, which does not comply with the conditions of Fourier transform (Hermance 1973). Thus, strong interference of MT data will cause the excessive distortion of the apparent resistivity-phase curve and excessive concentration of phase angle in polarization direction. The high-quality data obtained after de-noising will provide technical support for the following inversion interpretation (Qi et al. 2020; Li et al. 2020a).

In order to suppress the MT strong interference and improve the quality of MT data, numerous de-noising techniques have been applied. Remote reference method (Gamble et al. 1978; Gamble at al. 1979) and robust impedance estimation method (Egbert and Booker 1986; Jones et al. 1984) are the most commonly used MT data processing method. Ritter uses indicators such as the transfer function between the magnetic field at the measuring site and reference site to judge the noise of each data segment, and removes the noisy data segment, which does not participate in the next impedance estimation (Ritter et al. 1998). Varentsov proposed the "remote reference magnetic field control" criterion, which uses the magnetic field transfer function to control the impedance estimation values (Varentsov 2006). Although the remote reference method can eliminate the related noise, it relies on the selection of the reference site, and the robust impedance estimation method frequently fails the effect of the correlated noise and persistent strong interference. The robust impedance estimation method uses the measured field values and theoretical values to estimate impedance, reducing the weight of the flight points and aligning the measured value with the estimated value, thereby achieving better impedance estimate the effect (Chave and Thomson 1989; Chave and Thomson 2004). Although the robust method can effectively reduce the dispersion of the apparent resistivity-phase curve and eliminate the non-Gaussian normal distribution noise in the MT data, the robust method is incapable of noise caused by the input, which cannot eliminate the near-source interference with strong energy. Some novel MT data processing methods have been applied to the MT noise suppression. For example, wavelet transform can effectively suppress the local electromagnetic related noise (Trad and Travassos 2000), which relies on the selection of the wavelet basis function. However, with the increase of the scales, the spectral localization of the corresponding orthogonal basis function deteriorates has limit the fine decomposition of MT signals. Hilbert-Huang transform (Huang et al. 1998) has been applied to the electrical method exploration, which can effectively suppress the MT signal with power frequency interference (Cai et al. 2009). Compared with wavelet transform, the choice of basis function has stronger time-frequency characterization capabilities. Mathematical morphological filtering can effectively suppress large-scale interference and baseline offset in the MT signal, and maintain the local characteristics of the target signal (Tang et al. 2012), but it difficult to select the types and sizes of structural elements. By analyzing the strong interference of the MT data, which mainly comes from artificial facilities with certain regular, such as power lines, engineering machinery and equipment. Wang et al. can treat the electric and magnetic field of time-series independently, which can replace windows of the noisy time-series. Besides, he proposed synthesis time-series method based on interstation transfer function, which eliminates the influence of anthropogenic noise (Wang et al. 2017). Variational mode decomposition (VMD) is a novel mode decomposition algorithm, which has been applied for MT noise suppression. Since the K value in the VMD algorithm can only be manually selected, Li et al. combined VMD with detrended fluctuation analysis (DFA) to adaptively select K value and the number of the reconstructed modals, improving the de-noising effect (Li et al. 2020b). By removing noise in time domain, the statistical analysis and time-series editing methods can directly and effectively improve the quality of MT data, but they could also damage the effective signal contained in the noisy segments.

Here, entropy shows the degree of chaos. It was originally used by physics to define the chaos degree of material, and later extended to thermodynamics and informatics to describe an event as the dynamic process of chaos. Entropy is now widely used, such as sample entropy
(Richman et al. 2004), fuzzy entropy (Kosko 1986) and approximate entropy (Pincus 1991), which can be used to assess the complexity of the system. On the basis of multi-scale analysis, multiscale entropy (MSE) is proposed to quantify the complexity of signals on multi-scales. Multiscale dispersion entropy (MDE) is a parameter to evaluate the multiple scales dynamic complexity of time-series (Zhang et al. 2018). The refined composite MDE (RCMDE) can increase the accuracy of entropy estimation and decrease the probability of facing situations where entropy is undefined (Azami et al. 2017). RCMDE reduces the sensitivity of MSE and MDE to the signal length for the time-series. It can combine the information of multiple coarse-grained sequences, reduce the standard deviation of entropy, and improve the stability of numerical results. The Fuzzy c-mean (FCM) clustering algorithm is an unsupervised method for data analysis and modeling, which is widely used in data classification and pattern recognition (Xu et al. 2019; Zhang et al. 2019). Through using the input features to generate the clustering center, calculating the Euclidean distance between the clustering points and the clustering centers, obtaining the membership degree of the clustering centers to divide the types of input features automatically. The sparse representation is to use as few atoms as possible to represent the signal in a given over-complete dictionary, so as to obtain a more concise representation of signal and acquire the contained information and process signal more conveniently. Based on matching pursuit (MP) algorithm(Mallat and Zhang 1993), the orthogonal matching pursuit (OMP) algorithm is a kind of the classic greedy algorithm (Pati et al. 1993). By using the Gram-Schmidt orthogonalization method to orthogonal the selected optimal atom and atomic set, so that the selected atom is orthogonal to the residual in each iteration, thereby accelerating the convergence speed of the algorithm. In view of the fact that the signals usually contain the stationary and non-stationary components, an atomic library, namely an over-complete dictionary (Cai and Wang 2011; Needell and Vershynin 2010), composed of the sine, cosine atoms and wavelet atoms are designed to realize the adaptive and accurate matching of signals.

In the paper, based on signal-noise inherent characteristics in the respective time-series, we used the RCMDE and OMP to realize the MT noise identification and separation. Among them, the RCMDE characteristic is associated with the FCM clustering for MT signal-noise identification, and using orthogonal matching pursuit (OMP) algorithm for MT noise separation. Firstly, we verified the stability of RCMDE and the de-noising effect of OMP. Then, the proposed method is applied to EMTF simulation and measured signal analysis. Compared with the remote reference method and the OMP-based overall method, the proposed method can purposefully remove the identified noise and retain the low-frequency useful MT signal. Compared with the fractal-entropy and clustering method (Li et al. 2018) to analyze the multiple characteristics of MT data, it makes the features extraction of MT data more precise and efficient of MT signal-noise identification. Moreover, the experimental results of apparent resistivity-phase curves and polarization direction at the measured sites demonstrated that the proposed method can approach to the natural MT field, and more truly reflect the underground electrical structural information.

**Methods**

In view of the long acquisition time of MT data, the degree of interference is not completely consistent. We search for the robust characteristic parameters to quantitatively identify the data segments that are not interfered with noise, and retain the MT useful signal from being over-processed. Only by eliminating the abnormal waveforms can the accuracy of MT noise suppression be improved and high-resolution MT signals can be obtained. Thus, compared with the MSE and MDE, the proposed method extracts RCMDE feature from time-series waveforms and inputs to FCM cluster analysis, then using OMP algorithm for noise separation. Simultaneously, the following respectively introduces RCMDE as unique feature extraction parameter and OMP as de-noising method.

**Dispersion Entropy (DE)**
Dispersion entropy (DE) is proposed by Rostaghi and Azami in 2016, which is a nonlinear dynamics method to characterize the complexity and irregularity of the time-series (Rostaghi and Azami 2016; Mitiche et al. 2018).

1. Suppose time-series \( x_j, (j = 1, 2, ..., N) \) is mapped to \( c \) classes with integer indices from 1 to \( c \). To realize the purpose, the normal cumulative distribution function (NCDF) maps \( x \) into \( y = \{y_1, y_2, ..., y_N\} \) from 0 to 1 as follows:

\[
y_j = \frac{1}{\sqrt{2\pi}\sigma} \int_{-\infty}^{\frac{\mu}{\sigma}} e^{-\frac{(x-\mu)^2}{2\sigma^2}} dx
\]

where \( \sigma \) and \( \mu \) are the standard deviation (SD) and mean of time-series \( x \), respectively. Then, a linear algorithm is employed to each \( y_j \) to an integer which ranges from 1 to \( c \). For each member of the mapped signal, we use \( z_j^c = \text{round}\left( c \times y_j + 0.5 \right) \), where \( z_j^c \) denotes the \( j^{th} \) member of the classified time-series and rounding involves either increasing or decreasing a number to the next digit. Note that, although this part is linear, the entire mapping method is non-linear due to the use of the NCDF.

2. Each embedding vector \( z_{jmc} \) are made with embedding dimension \( m \) and time delay \( d \), according to construct the time-series \( z_{jmc} = \{z_{j1}, z_{j+1}, ..., z_{j+m-1}d\} \), \( i = 1, 2, ..., N - (m - 1)d \) (Bandt and Pompe 2002) which is mapped to a dispersion pattern \( \pi_{v_1...vm-1} \), where \( z_{i1} = v_0 \), \( z_{i+1} = v_1 \), ..., \( z_{i+m-1}d = v_m \).

The number of possible dispersion patterns that can be assigned to each time-series \( z_{jmc} \) is equal to \( c^m \), since the signal has \( m \) members and each member can be one of the integers from 1 to \( c \).

3. For each of \( c^m \) potential dispersion patterns, relative frequency is obtained as follows:

\[
p\left( \pi_{v_1...vm-1} \right) = \frac{\text{Number}\{i | i \leq N - (m - 1)d, z_{jmc} \text{ has type } \pi_{v_1...vm-1} \}}{N - (m - 1)d}
\]

where \( p\left( \pi_{v_1...vm-1} \right) \) denotes the number of dispersion patterns \( \pi_{v_1...vm-1} \) that are assigned to \( z_{jmc} \), divided by the total number of embedded signals with embedding dimension \( m \).

4. The DE value is derived from the definition of Shannon’s entropy and is defined as follows:

\[
DE(x, m, c, d) = -\sum_{\pi=1}^{c^m} p\left( \pi_{v_1...vm-1} \right) \cdot \ln\left( p\left( \pi_{v_1...vm-1} \right) \right)
\]

Refined Composite Multiscale Dispersion Entropy (RCMDE)

Multiscale dispersion entropy (MDE) is the combination of the coarse-graining (Costa et al. 2005) with DE, and then calculate the DE value of the coarse-graining sequence to obtain the DE at different scale. Instead, the mapping based on the normal cumulative distribution function (NCDF) used in the calculation of DE for the first temporal scale is maintained across all scales. RCMDE is improved MDE algorithm as follows:

For scale factor \( \tau \) which has different time-series, corresponding to different starting points of the coarse-grained process are created, and the RCMDE value is defined as the Shannon entropy value of the average of the dispersion patterns of those shifted sequences (Azami et al. 2017). The \( k^{th} \) coarse-grained time-series \( x_k^{(t)} = \{x_{k,1}^{(t)}, x_{k,2}^{(t)}, ..., \} \) of \( u \) is as follows:
\[ x_{k,j}^{(r)} = \frac{1}{\tau} \sum_{b=k-r(j-1)}^{k+r(j-1)} u_b, 1 \leq j \leq N, 1 \leq k \leq \tau \] (4)

Then, for each scale factor, RCMDE is defined as follows:

\[ RCMDE(x, m, c, d, \tau) = -\sum_{\pi=1}^{\tau} \bar{p}(\pi_{v_1\ldots v_m}) \cdot \ln\left(\frac{\bar{p}(\pi_{v_1\ldots v_m})}{\sum_{\pi=1}^{\tau} p_k^{(r)}}\right) \] (5)

where \( \bar{p}(\pi_{v_1\ldots v_m}) = \frac{1}{\tau} \sum_{t=1}^{\tau} p_k^{(r)} \) with the relative frequency of the dispersion pattern \( \pi \) in the time-series \( x_k^{(r)} (1 \leq k \leq \tau) \).

According to the entropy differences of the multiscale analysis in the sample library signal, which include the 150 sets of actual MT time-series (Li et al. 2018). Among them, 50 sets of actual MT time-series without interference are from the unmanned areas, and the remaining 100 sets of actual MT time-series (square wave interference and triangle wave interference) are collected from the strong electromagnetic interference areas. Thus, we predefined the parameter values (Rostaghi and Azami 2016), such as embedding dimension \( m \) is 2, number of classes \( c \) is 6, time lag \( d \) is 1, scale factor \( \tau \), that is corresponding to \( \tau \) sets of characteristic parameter values in this paper.

Figure 1 shows the results of MSE, MDE and RCMDE using a set of sample library signals with different scale factor. The sample library signals are used for feature extraction and FCM clustering analysis to distinguish signal and noise.

![Image of Figure 1](image.png)

**Fig.1** The results obtained for (a) MSE, (b) MDE and (c) RCMDE using a set of sample library signals at different scale factor, among them, the abscissa represents the scale factor \( \tau \), and the ordinate represents the entropy value at the corresponding scale.
We extract the characteristic parameters using only MT data without interference and MT data with interference (square wave interference and triangle wave interference). From Figure 1, a set of sample library signals have different entropy values at different scales. When the scale factor increased, the difference between MSE and MDE of a set of sample library signals is lower, crossover phenomenon and higher oscillations of the different interference curves, which are not conducive to classify noise and signal. However, the RCMDE shows the importance of the refined composite technique to improve the stability of results. Moreover, extracting appropriate characteristic parameters to describe the features of the MT data is helpful to improve the FCM clustering effect. As can be seen from Figure 1(c), when the scale factor is 1, the RCMDE feature value is the largest, and the single characteristic value will be meaningless, which cannot reflect the scale characteristic of the MT data. With the scale increases, these curves become more stable, the scale factor will determine the number of characteristic parameter values. The larger the scale factor is, the more characteristic parameters values will be generated, and the accuracy and efficiency of signal-noise identification of the massive measured data also will decline. In the paper, the RCMDE can generate multiple feature parameter values to represent MT signal-noise at different scale factor, while many characteristic parameters will reduce the clustering accuracy and consume more time. Thus, we only select the RCMDE as the feature vector analysis.

De-noising Method

Traditional matching pursuit (MP) algorithm at each iteration only ensures that matching residual data is orthogonal with an atom, which is prone to local optimization and result in a low matching accuracy and a large amount of computation (Huang and Makur 2011; Jin et al. 2014). The orthogonal matching pursuit (OMP) algorithm is based on MP algorithm, and also an improved version of MP by ensuring full backward orthogonality between the matching residual and the selected waveforms at each iteration, which ensures the optimal approximation with regard to all the selected subset of the dictionary after any finite number of iterations (Wang et al. 2013).

Given time-series \( x \), length is \( N \). \( D = \{ g_\gamma \}_{\gamma \in \Gamma} \) is an over-complete dictionary, that is the Fourier atomic library and wavelet atomic library, which for signal sparse decomposition. \( g_\gamma \) is the \( \gamma \)th atom in the dictionary set \( \Gamma \), and \( \|g_\gamma\| = 1 \).

Initialized signal residual \( R^0 = x \), and reconstructed signal \( \tilde{x}_m = 0 \), we selected the atom set \( \Psi_0 \) is empty set, the number of iterations \( m = 1 \), the maximum number of iterations \( M \). When the iteration stop condition is not met, repeat the following steps (Tropp and Gilbert 2007).

1. We select the atom \( g_\gamma \) that most closely matches the analysis signal \( f \) from the dictionary. They meet the following conditions: \( \|f, g_\gamma^m\| = \sup_{\gamma \in \Gamma} \|f, g_\gamma^m\| \) (6)
2. Update the selected atom set \( \Psi_m = \Psi_{m-1} \cup \{g_\gamma^m\} \).
3. Find the projection coefficient according to the least square method \( u_m = (\Psi_m^T\Psi_m)^{-1}\cdot\Psi_m^T \cdot x \). Thus, the reconstructed signal is \( \tilde{x}_m = \Psi_m^\top u_m \), and residual signal is \( R^m = x - \tilde{x} \).
4. Update the number of iterations \( m = m + 1 \). Judge whether the energy ratio \( \|R^m\|_2/\|x\|_2 \) of the residual signal to the original signal is less than the given value. If not satisfied, return to step (1). If satisfied, the reconstructed signal is obtained \( x = \tilde{x}_m \) and residual signal is \( R = R^m \).
Figure 2 shows the de-noising effect of MP and OMP methods for the noisy signal with 20dB white Gaussian noise, and the length of the noisy signal is 2048. Among them, the mentioned atomic library consists of sine (sin) and discrete cosine (dct) atoms, and the symlets (sym) and daubechies (db) wavelet atoms.

To estimate the de-noising effects of MP and OMP methods for the above noisy signal, the normalized cross-correlation (NCC), signal-noise ratio (SNR), mean square error (MSE) and the time factor (T) were used for the quantitative analysis. Definitions of these parameters are as referred to Li et al. 2020b.

Table 1 is the comparison between the de-noising performance of MP and OMP methods.

| Methods | NCC   | SNR(dB) | MSE   | T(s)  |
|---------|-------|---------|-------|-------|
| MP      | 0.9848| 15.1976 | 0.0651| 2.45  |
| OMP     | 0.9989| 26.3956 | 0.0049| 0.59  |

(a)  
Fig. 2 The de-noising effect and frequency spectrum analysis of the noisy signal with (a) matching pursuit (MP) and (b) orthogonal matching pursuit (OMP).

(b)
As can be seen from Figure 2 and Table 1, by comparing the de-noising effects of MP and OMP methods with the same number of atoms and iterations, we found that the MP method still has residual noise in the reconstructed signal, while the OMP method shows the excellent characteristics in the NCC, SNR, MSE and Time, and its frequency spectrum also strictly corresponds to the left signal. Therefore, OMP method ensures that the residue is orthogonal to the all selected atoms, and converge speed is faster than MP method. The OMP method is more suitable for subsequent MT noise separation, and also requires much less memory and computation time.

**Experiments**

**Algorithm steps**

The algorithm steps of the proposed method are as follows:

Step 1: Input MT data, that is using 240 as the equal intervals for the MT data segmentation;

Step 2: Extracting RCMDE feature with scale factor 2 of each segment MT data, that is, each segment data has two feature parameter values;

Step 3: The all feature parameter values input into the FCM clustering, and automatically identify MT signal and noise, that is, one type is MT signal, the other is noise;

Step 4: The part identified as MT signal should be retained, and identified as noise is targeted denoised by OMP method;

Step 5: Reconstructed MT data consists of the superposition of the retained MT signal and the denoised MT signal.

**Clustering Analysis of the Sample Library**

In this section, we applied the FCM clustering analysis for sample library signals through feature extraction based on RCMDE with scale factor 2. The FCM clustering algorithm obtains the membership degree of each sample to all clustering centers by optimizing the objective function, thereby determining the type of the samples to achieve the purpose of automatic classification.

Figure 3 is the FCM clustering effect of library signals.

**Fig. 3** FCM clustering effect of sample library signals. Among them, characteristic X and Y in the coordinate axis represent the refined composite multiscale dispersion entropy (RCMDE) value when the scale factor is 1 and 2, respectively.

We calculate the Euclidean distance from each sample point to the cluster center, and select the length of the farthest distance point as the radius of the pink circle, including all the longest and
shortest distance sample points in same type of sample point. Figure 3 shows the FCM clustering algorithm effect that divides MT data without interference and with interference. Specially, two pink circles indicate the shortest and longest distance from the samples to the cluster center in the same type, which can effectively divide the sample signals into different groups, thereby accurately identifying the MT signals without or with interference. According to verify with the FCM clustering effect, MT data without interference are classified, that is represented by blue points. The MT data with interference are classified which can be purposefully removed.

**Numerical Simulation Analysis of the EMTF Data**

The numerical simulation analysis is based on the open source software EMTF, which is an open source code for the MT single-site robust estimation and remote reference analysis written by Eisel and Egbert (Eisel and Egbert 2001). The open source code package provides two 100 $\Omega \cdot m$ uniform half-space time-series data (test1.asc and test2.asc). Each time-series data has five columns of data with a length of 40000 and sample rate is 1Hz. The five columns of data represent the x, y, z direction of the magnetic field and the x, y direction of the electric field for the observed data. The correlation between the signals of the two time-series data provided by the open source package is close to 1 (Egbert and livelybrooks 1996). Furthermore, typical strong interference is added to the original signal of EMTF data (test1.asc) to assess the performance of the OMP method and the proposed method on the time-series.

Figure 4(a) and (b) show the addition of square wave interference on the original time-series of Hx, and the addition of the triangle wave interference on the original time-series of Ey of the EMTF data for signal-noise separation. At the same time, Figure 4(c) shows the comparison of the apparent resistivity curves obtained by the noisy data, the remote reference method, OMP-based overall method and the proposed method.

![Graphs showing simulation results](image)
Fig. 4 The EMTF data is disturbed by a noisy signal with (a) square wave interference of Hx and (b) charge and discharge triangle wave interference of Ey; (c) is a comparison of the apparent resistivity-phase curves, left figure curve is $\rho_{xy}$ and right figure curve is $\rho_{yx}$. Among them, curve 1 is original data, curve 2 is noisy data, curve 3 is remote reference method, curve 4 is OMP-based overall method, and curve 5 is the proposed method.

Considering that Ey and Hx data affects the change of the $\rho_{xy}$ curve, we add the strong interference to the same position for Ey and Hx data, that is, the strong interference is added at the same time period. From Figure 4(a) and 4(b), it can be known that the interference and signals are accurately identified, and the proposed method can extract the profile of the interference. By comparing the original data (Hx and Ey) with the reconstructed data (Hx and Ey) of the proposed method, the NCC is 0.9524 and 0.9683 respectively, and the frequency spectrum of original data and reconstructed data are also very close. While the NCC is respectively 0.1162 and 0.4325 on the reconstructed data by OMP method, low-frequency useful signal is basically lost. From Figure 4(c), the apparent resistivity curve 1 of the original data is smooth. Curve 2 is obtained by adding noise to the original data (Hx and Ey), because of the noise are added to the Hx and Ey channel data, it only
causes the apparent resistivity curve of $\rho_{yx}$ appears a variety of change. While curve 3 is obtained from the remote reference method, and the EMTF time-series data (test2.asc) as reference data is used suppress noise-added data. Since the noise amplitude is high and added to the relevant noisy data, this method makes a few frequency jumps in the low frequency of $\rho_{yx}$, which cannot achieve an ideal effect. Curve 4 is obtained by the OMP-based overall method that can suppress the strong interference in the time-series, which filters the entire data blindly, causing to the loss of the useful data, and the entire apparent resistivity curves still disorder. According to the time-series of signal-noise identification and separation, through NCC analysis and the apparent resistivity curves, the shape and smoothness of the apparent resistivity curves obtained by the proposed method that is the curve 5 is close to the original data. Thus, the proposed method is more suitable for subsequent measured MT noise separation.

**Noise Separation of the Measured MT Data**

To verify the effectiveness of the proposed method, Figure 5 shows the signal-noise identification and targeted de-noising effect by comparing with the OMP-based overall method and the proposed method for the MT signal with square wave and triangle wave interference.

![Fig. 5](image)

**Fig. 5** The signal-noise identification and targeted de-noising for the measured MT data, and compared with the OMP method-based overall method and the proposed method, (a) square wave interference and (b) triangle wave interference.

In the case of equivalent atoms and the number of iterations, the OMP-based overall method can remove the large-scale strong interference, but some interference still remains. Thus, the useful MT signal segment is also filtered, resulting in the reconstructed signal cannot be close to the real MT signal. The proposed method carries out signal-noise identification and noise separation, which improves the authenticity of the reconstructed signal, thereby avoiding the under-processing and over-processing of the OMP method.

**Results**

**Apparent Resistivity-Phase Curve Analysis of the Measured Sites**
In this section, we compared with the apparent resistivity-phase curves of the original data, the remote reference (RR) method, the OMP-based overall method, the fractal-entropy and clustering method (Li et al. 2018) and the proposed method. These measured sites (D37890, EL22189 and EL22174) were affected from the square wave and triangle wave interference types in time-series sequence.

Figure 6 shows the comparison of the apparent resistivity-phase curves of the measured MT site D37890.

![Comparison of the apparent resistivity-phase curves of the measured MT site D37890](image)

In Figure 6, the apparent resistivity-phase curve of the original data (curve 1) gradually rises to $10^4 \Omega \cdot m$ at 10-0.03 Hz, and the phase curve of the corresponding frequency band is attached to 0°. The curve presents a downward trend at 0.03 Hz, and its corresponding phase jump becomes larger. Therefore, the data quality is obviously poor, and shows the near-source effect. By observing the time-series sequence of original data, the strong interference almost submerges the entire low-frequency useful MT signal. As a result, it cannot characterize the underground electrical structure information.

According to the data filtered by the OMP method-based overall method, the entire low-frequency band of the curve 2 has been declining, and the corresponding phase curve is seriously disturbed. Although the de-noising result of time-series waveforms shows that large-scale strong interference is also eliminated, it lacks the retention of useful signals and incomplete removal of complex interference, resulting in the failure to provide valid data. The fractal-entropy and clustering method (curve 3) extracts four types of the feature parameters, and has a relatively stable discrimination for the MT signal-noise. Then, the traditional wavelet is used to carry out targeted de-noising. However, the curve 3 in the $\rho_{xy}$ of 3-0.03 Hz has not been alleviated, which shows a convex state. The difference of characteristic parameters has led to the inability of identify MT signal and noise in this frequency band. Moreover, this method still takes longer time to calculate the feature parameters, and needs to predefine different wavelet bases and decomposition layers for wavelet de-noising. The proposed method (curve 4) can purposefully suppress the identified as the MT interference segments and preserve the useful MT signals segments, and reconstructed MT signals is close to the natural field MT data. The apparent resistivity curve becomes stable and continuous, and the phase curve has also been significantly
improved. The result indicated that the denoised data by the proposed method can be more truly reflect the underground electrical structure information.

Figure 7 shows the comparison of the apparent resistivity-phase curves of the measured AMT site (EL22189 and EL22174).

In Figure 7 (a), the apparent resistivity curve $\rho_{xy}$ keeps rising and curve $\rho_{yx}$ has several frequency fluctuations in the low frequency band. In Figure 7 (b), the apparent resistivity curve rises
in the $\rho_{xy}$ and drops in the $\rho_{yx}$, and the apparent resistivity curve becomes confusion under the 3 Hz frequency band. These corresponding phase curves are based on $0^\circ$ and $\pm 180^\circ$. These results show that the data quality of the low frequency band is seriously reduced.

Compared to the curve 2 for the result obtained by the remote reference method, the apparent resistivity-phase curves become smoother, there is still frequency fluctuation at 3-0.3Hz in the low frequency band. Since the remote reference method depends on the selection of the reference site and the measured site distance, it is difficult to achieve the desired effect. Curve 3 is the data filtered by the OMP method-based overall method that caused to the low-frequency band of the apparent resistivity curve fall seriously, and the corresponding phase curve is more chaotic, the reason is that the time-series has been over-processed and useful MT signals are lost. Meanwhile, the result cannot provide the reasonable AMT data. Curve 4 is the result derived from the fractal-entropy and clustering method which obtained the smoother of the entire apparent resistivity curve (Li et al. 2018). Since four characteristic parameters describe the AMT signal and noise at different angles, and the identification of weak noise as a useful signal and a large number of human factors, resulted in the low of AMT data quality in the low frequency band. The proposed method (curve 5) can remove the segment identified as AMT interference, and the denoised data combine with segment identified as AMT signals for the precisely reconstructed data. Moreover, the apparent resistivity-phase curve is more continuous and smoother. Thus, the result can provide more reliable and reasonable AMT data for subsequent electromagnetic inversion.

**Polarization Direction Analysis**

According to the definition of polarization direction of electromagnetic field (Weckmann et al. 2005), it is also an indicator to evaluate the quality of MT or AMT data, and introduced to verify the effectiveness of the proposed method. Figure 8 shows the comparison of electromagnetic polarization direction at 0.3Hz and 4Hz for the measured site EL22174 in the electric and magnetic fields, respectively.

![Polarization Direction Analysis](image)
Fig. 8 Comparison of the polarization direction for site EL22174, (a) electric field data at 0.3 Hz, and (b) magnetic field data at 4 Hz.

From Figure 8, the polarization direction of the electric field is derived from the original data, which is concentrated on \(-80^\circ\) and \(50^\circ\) at 0.3 Hz. The polarization direction of the original data in the magnetic field is concentrated on \(-60^\circ\) and \(80^\circ\) at 4 Hz. Because the time-series of original data contained persistent strong interference, analyzing the polarization direction of the proposed method, the randomness of the polarization direction of the electromagnetic field increases, and the polarization angle is disordered, which is consistent with the polarization characteristics of the natural field. Combined with the apparent resistivity-phase curve, the proposed method can purposefully suppress the strong interference and the reconstructed data is close to natural MT field data.

Discussions

Since the theory of MT sounding was proposed, the problem of noise has been bothering the majority of MT researchers. Typical noise is often full of time domain waveforms, which affects the degradation of data quality in the low frequency band. The apparent resistivity is chaotic and discontinuous, and the polarization direction is highly concentrated in a certain direction. Therefore, the proposed method purposefully eliminates MT strong interference, and improves the quality of low-frequency data in the final results.

Based on the existing technology in the MT noise suppression, the reliable MT sounding data can be obtained through editing, filtering and signal-noise identification in the time-frequency domain. These techniques can provide effective data for the geological exploration and interpretation. The signal-noise identification techniques have also been continuously derived. By extracting the characteristic parameters of MT data for clustering and classification, identifying signals and noise, while the information of low-frequency slow-change of MT is kept abundantly and improved the data quality. At present, the signal-noise identification method has extracted a large number of the feature parameters and analyzed the essential characteristics of MT data from different angles, such as recurrence analysis, sample entropy, fuzzy entropy, approximate entropy, LZ complexity, fractal dimension, etc. These characteristic parameters are not scale features of the analysis, only through the fusion of a large number of characteristic parameters to judge whether a segment of MT signal is affected by noise, the multiple characteristic parameters are differ greatly, resulting in the reduction of the accuracy and efficiency of clustering and classification. At the
same time, when the MT signal-noise is gradually blurred, the ability of feature recognition is also ineffective, and the apparent resistivity curve shows a downward trend in the low frequency band, which cannot accurately interpret the underground electrical structure information.

In this study, when the time scale is uncertain, MSE will extend the sample entropy to multiple time scales, so as to provide additional observation angles. MSE involves the process of coarse-graining time-series, which is mainly used to analyze time-series with increasingly coarse time resolution. The process of MDE is similar to MSE, which calculating DE value at different scales. Meanwhile, RCMDE is an improvement of MDE algorithm, using refined composite technology to obtain the better consistency, stability of entropy value and faster calculation speed. As shown in Figure 1, the stability of RCMDE is higher than other features, and using a scale factor 2 for FCM clustering can improve the accuracy and efficiency. In the MP algorithm, if the vertical projection of the signal (that is residual signal) on the selected atoms is non-orthogonal, it will trim the result of each iteration, and requires many iterations to converge. The OMP algorithm means that all the selected atoms are orthogonal at each step of the decomposition, which makes the convergence speed of OMP algorithm faster under the requirement of the same accuracy. With the same number of atoms and iterations in Figure 2, the OMP algorithm is superior to MP algorithm in the signal-noise separation, and can obtain the high-quality of the denoised signal more quickly. Therefore, we mined the robust characteristic RCMDE for FCM clustering analysis (Figure 3), and divided the MT signal and noise through its scale characteristics with high precision, and used OMP algorithm to separate noise. In order to verify the feasibility of the proposed method, and experimental results based on the different signal are discussed (Figure 2-Figure 5). The proposed feature parameter was compared with MSE and MDE, and the denoising method was compared with MP. The proposed method improves the stability of MDE and the efficiency of MT signal noise identification. Besides, two feature parameter values are generated by RCMDE characteristic with the scale factor 2. Using simple characteristic parameter for FCM clustering and rapid de-noising method are applied to EMTF simulation data and measured MT data, which can improve the effect and efficiency of the existing technology in processing MT noisy data as shown in Figure 4 and 5. By comparing the remote reference method, OMP-based overall de-noising method and signal-noise identification and separation method, it can be seen from the Figure 6 and 7 that the proposed method effectively improves the multiple frequency information in the low frequency band, and the entire low-frequency curve becomes smoother and more stable. The polarization direction is shown in Figure 8, which further illustrates the poor quality of the original data, and the obtained data by proposed method is closer to the real MT data.

In short, many MT signal processing methods are from the perspective of time-frequency domain to eliminate the MT strong interference. The common purpose is to obtain high-quality MT data and provide reliable data for subsequent electromagnetic inversion. However, the pulse interference exists in a sudden change, it is impossible to accurately identify some pulse interference. The limitation of the proposed method is that the noise types are complex and the length of noisy data cannot be determined, which leads to inaccurate segmentation and recognition effect. When the signal and noise were gradually blurred, the clustering precision will also drop sharply. In addition, it is still to be studied how to adaptively segment to keep more useful signals from being over-recognized, and refine the multiscale analysis of characteristic parameters, how to optimize the atomic matching in the de-noising method. Besides, the proposed method can further research the preset parameters values or parameters selection will improve MT data processing efficiency and accuracy, and provide richer technical support for the massive MT data, which will inevitably improve the universality of the methods.

Conclusions

We have proposed a novel noise separation method for MT data by using RCMDE and OMP. As a robust feature parameter, RCMDE can generate multiple feature parameter values to distinguish MT signal and noise. OMP is used as a rapid de-noising method. Combined RCMDE and OMP, we improved the efficiency and accuracy of MT feature extraction, identification and
noise separation. The experimental results show that the identified strong interference are purposefully eliminated, the useful MT signals are bounteously reserved, and the quality of MT data is improved. The apparent resistivity-phase curve by using the proposed method becomes more continuous and smooth, and the polarization direction becomes more scattered and random. It will further provide an innovative technology route for MT data processing, and obtain high-precision MT data for subsequent electromagnetic inversion.
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