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\textbf{Abstract.} Recently several works have studied the following model of finance
\begin{align*}
\dot{x} &= z + (y - a)x, \\
\dot{y} &= 1 - by - x^2, \\
\dot{z} &= -x - cz,
\end{align*}
where $a$, $b$, and $c$ are positive real parameters. We study the global dynamics of this polynomial differential system, and in particular for a one-dimensional parametric subfamily we show that there is an equilibrium point which is a global attractor.

1. Introduction and statement of the results

We consider the following polynomial differential system in $\mathbb{R}^3$ (see \cite{1, 2, 3, 5, 6, 7})
\begin{align}
\dot{x} &= z + (y - a)x, \\
\dot{y} &= 1 - by - x^2, \\
\dot{z} &= -x - cz,
\end{align}
(1)
where the parameters $a, b, c > 0$. This model describes the time variation of three state variables: the interest rate $x$, the investment demand $y$ and the price index $z$. Here $a$ is the saving amount, $b$ is the cost per investment and $c$ is the elasticity of demand of commercial market. The factors that influence changes in $x$ mainly come from an excess of investment over savings and the structural adjustment from good prices. Changing rates in $y$ are in proportion to the rate of investment and in proportion to an inversion with the cost of investment and interest rates. Changes in the variable $z$ are controlled by a contradiction between supply and demand and are influenced by inflation rates.

In this paper we shall provide the complete description of the global dynamics of this polynomial differential system not only on $\mathbb{R}^3$ but also in its compactification for some values of the parameters. In this way we will also control the orbits which come or go to infinity. So, this complete information about the dynamics of the polynomial differential system (1) will help to a better understanding of it. More precisely, we want to describe the
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\( \alpha \)-limit sets and the \( \omega \)-limit sets of all orbits of system (1) for some values of the parameters. Let \( \varphi(t) = \varphi(t, p) \) be the solution of system (1) passing through the point \( p \in \mathbb{R}^3 \) when \( t = 0 \), defined on its maximal interval \( I_p = (\pi(p), \omega(p)) \). If \( \omega(p) = \infty \), then the \( \omega \)-limit set of \( \varphi \) is

\[
\omega(\varphi) = \{ q \in \mathbb{R}^3 : \exists \{ t_n \} \text{ with } t_n \to \infty \text{ and } \varphi(t_n) \to q \text{ as } n \to \infty \}
\]

Similarly, if \( \pi(p) = -\infty \) then the \( \alpha \)-limit set of \( \varphi \) is

\[
\alpha(\varphi) = \{ q \in \mathbb{R}^3 : \exists \{ t_n \} \text{ with } t_n \to -\infty \text{ and } \varphi(t_n) \to q \text{ as } n \to \infty \}
\]

For more characterizations of the \( \alpha \)-limit set and of \( \omega \)-limit set of an orbit, see for instance Section 1.4 of [4].

Note that system (1) is defined in the open manifold \( \mathbb{R}^3 \). For studying its orbits in a neighborhood of the infinity (which has to be done if one wants to study the \( \alpha \) and \( \omega \)-limit sets of the system) we shall identify \( \mathbb{R}^3 \) with the interior of the unit ball

\[
B = \{ (x, y, z) \in \mathbb{R}^3 : x^2 + y^2 + z^2 \leq 1 \}
\]
centered at the origin, and we shall extend analytically this flow to its boundary \( \mathbb{S}^2 \) (the infinity). This compactification is due to Poincaré, and this ball is called the Poincaré ball. The polynomial differential system (1) extended to this closed ball is called the Poincaré compactification of the polynomial differential system (1). For a precise definition of all these notions see the appendix. We shall note that the extended flow to the Poincaré ball leaves invariant the boundary of the ball (the infinity) in the sense that if an orbit has a point in this boundary then the whole orbit is contained in it.

As explained above the infinity is invariant by the Poincaré compactification of system (1). The flow on this boundary (a two dimensional sphere \( \mathbb{S}^2 \)) is described in the next theorem. For a definition of topologically equivalent phase portraits, see for instance section 1.3 of [4].

**Theorem 1.** The phase portrait of the Poincaré compactification of system (1) at the infinity \( \mathbb{S}^2 \) is topologically equivalent to the one described in Figure 1.

Let \( \mathbb{R}[x, y, z] \) be the ring of real polynomials in the variables \( x, y, z \). We say that \( F = F(x, y, z) \) is a Darboux polynomial of system (1) if it satisfies

\[
\frac{\partial F}{\partial x} \dot{x} + \frac{\partial F}{\partial y} \dot{y} + \frac{\partial F}{\partial z} \dot{z} = kF
\]

where \( k = k(x, y, z) \) is a real polynomial of degree at most one called the cofactor of \( F \) and \((\dot{x}, \dot{y}, \dot{z})\) are given in (1). If the cofactor of \( F \) is zero, then \( F(x, y, z) \) is a polynomial first integral of system (1). If \( F(x, y, z) \) is a Darboux polynomial then the surface \( F(x, y, z) = 0 \) is an invariant algebraic surface.
We say that a $C^1$ function $I(x, y, z, t)$ is an invariant of the differential system (1) if $I(x, y, z, t)$ is constant for all values of $t$ for which the solution $(x(t), y(t), z(t))$ is defined. When an invariant function is independent of the time $t$, then it is a first integral.

When a system has a Darboux polynomial $F$ with a constant factor $k = k_0 \in \mathbb{R}$, then the function $I(x, y, z, t) = F(x, y, z)e^{-k_0 t}$ is called a Darboux invariant of that system, see Chapter 8 of [4].

**Theorem 2.** System (1) with

\[
(2) \quad a = -\frac{4 + k_0^2}{2k_0}, \quad b = -\frac{k_0}{2}, \quad c = -\frac{k_0}{2},
\]

where $k_0 < 0$ has the Darboux polynomial

\[
F_{k_0}(x, y, z) = k_0^2 x^2 + k_0^2 z^2 + (2 + k_0 y)^2
\]

and the Darboux invariant

\[
I_{k_0}(x, y, z, t) = (k_0^2 x^2 + k_0^2 z^2 + (2 + k_0 y)^2)e^{-k_0 t}.
\]

For the values of the parameters given in (2) we have that $F_{k_0} = 0$ is an invariant algebraic surface.
For the values \((a, b, c)\) given in (2), system (1) can be written as
\[
\begin{align*}
\dot{x} &= 4 + \frac{k_0^2}{2} x^2 + z + xy, \\
\dot{y} &= 1 + \frac{k_0 y}{2} - x^2, \\
\dot{z} &= -x + \frac{k_0 z}{2},
\end{align*}
\] (3)

where \(k_0 < 0\). In the following theorem we describe the dynamics of system (3). We recall that a point \(p\) is globally asymptotically stable for system (3) if every solution \((x(t), y(t), z(t))\) of system (3) is defined for \(t \to \infty\) and tends to \(p\) when \(t \to \infty\).

**Theorem 3.** For the values of the parameters \((a, b, c)\) given in (2) the phase portrait of system (3) in \(\mathbb{R}^3\) is as follows: the invariant algebraic surface \(F_{k_0}(x, y, z) = 0\) is formed by the point \(q = (0, -2/k_0, 0)\), which is the unique equilibrium point of system (3), and it is globally asymptotically stable.

In the next theorem we describe the \(\alpha\)- and the \(\omega\)-limit sets of all orbits contained in \(B\) of system (3). Let \(P\) be a diffeomorphism such that \(P(\mathbb{R}^3)\) is equal to the interior of the Poincaré ball. Then we denote the finite isolated singular point \(q\) of system (3) given in Theorem 3 as \(p = P(q)\).

**Theorem 4.** Let \(\gamma\) be an orbit of system (3).

(a) If \(\gamma\) is contained in the boundary of the Poincaré ball \(B\) and is different from a singular point, then its \(\alpha\)- and \(\omega\)-limit sets are different infinite singular points.

(b) If \(\gamma\) is contained in the interior of \(B\) and is different from the singular point \(q = (0, -2/k_0, 0)\), then the following two statements hold.

(b.1) The \(\alpha\)-limit set of \(\gamma\) is an infinite singular point.

(b.2) The \(\omega\)-limit set of \(\gamma\) is the unique finite singular point \(q\).

Note that in both cases such a \(\gamma\) is a heteroclinic orbit.

The proofs of all theorems are given in the next section.

We remark that Theorem 1 works for system (1), i.e. for the system with the three parameters \(a, b\) and \(c\). While the other theorems only work for the one-dimensional subfamily of systems (1) defined by condition (2).

2. Proof of the results

**Proof of Theorem 1.** For studying the infinity of the Poincaré ball \(B\) we analyze the flow at infinity for the local charts \(U_1, U_2\) and \(U_3\), see the appendix.
In the local chart $U_1$ system (1) writes

$$\dot{z}_1 = -1 - z_1^2 + (a - b)z_1z_3 + z_2^2 - z_1z_2z_3,$$

(4)

$$\dot{z}_2 = -z_3 - z_1z_2 + (a - c)z_2z_3 - z_2^2z_3,$$

$$\dot{z}_3 = z_3(-z_1 + az_3 - z_2z_3).$$

System (4) restricted at the infinity (that is with $z_3 = 0$) becomes

$$\dot{z}_1 = -1 - z_1^2, \quad \dot{z}_2 = -z_1z_2,$$

so there are no singular points at infinity in the local chart $U_1$.

In the local chart $U_2$ system (1) writes

$$\dot{z}_1 = z_1 - (a - b)z_1z_3 + z_2z_3 + z_1^2 - z_1z_2^2,$$

(5)

$$\dot{z}_2 = -z_1z_3 + (b - c)z_2z_3 + z_1^2z_2 - z_2z_3^2,$$

$$\dot{z}_3 = z_3(bz_3 + z_1^2 - z_2^2).$$

System (5) restricted at the infinity (that is with $z_3 = 0$) becomes

$$\dot{z}_1 = z_1(1 + z_1^2), \quad \dot{z}_2 = z_1^2z_2,$$

so there is a line of singular points which is $z_1 = 0$. After eliminating the common factor $z_1$ (by a rescaling of the time) we do not obtain any singular point in the local chart $U_2$ which is distinguished.

In the local chart $U_3$ system (1) writes

$$\dot{z}_1 = z_3 + z_1z_2 + (c - a)z_1z_3 + z_1^2z_3,$$

(6)

$$\dot{z}_2 = -z_1^2 + (c - b)z_2z_3 + z_3^2 + z_1z_2z_3,$$

$$\dot{z}_3 = z_3^2(c + z_1).$$

Now the unique point of the local chart $U_3$ which is not covered by the local charts $U_1$, $V_1$, $U_2$ and $V_2$ is the origin of coordinates of $U_3$. System (6) restricted at the infinity (that is with $z_3 = 0$) becomes

$$\dot{z}_1 = z_1z_2, \quad \dot{z}_2 = -z_1^2.$$

Since the origin of the previous system is a singular point, we have that the circle at infinity in the boundary of the plane $x = 0$ is filled of singular points. After eliminating the common factor $z_1$ (by a rescaling of the time) we get that the origin is a center.

After gluing all the information we have on the local charts $U_1$, $U_2$ and $U_3$, we get that the phase portrait of system (3) at infinity of $B$ is defined in Figure ??.

Proof. Proof of Theorem 2 Since $F_{k_0}(x, y, z) = k_0^2x^2 + k_0^2z^2 + (2 + k_0y)^2$ it is immediate that when $(a, b, c)$ are the ones given in (2) then

$$\frac{dF_{k_0}}{dt} = \frac{\partial F_{k_0}}{\partial x} \dot{x} + \frac{\partial F_{k_0}}{\partial y} \dot{y} + \frac{\partial F_{k_0}}{\partial z} \dot{z} = k_0F_{k_0},$$

Proof complete. 

□
where \((\dot{x}, \dot{y}, \dot{z})\) are given in (3). Therefore \(F_{k_0}\) is a Darboux polynomial with cofactor \(k_0\).

Moreover \(I_{k_0}(x, y, z, t) = F_{k_0}(x, y, z, t)e^{-k_0 t}\) satisfies
\[
\frac{dI_{k_0}}{dt} = \frac{\partial I_{k_0}}{\partial t} + \frac{\partial I_{k_0}}{\partial x}\dot{x} + \frac{\partial I_{k_0}}{\partial y}\dot{y} + \frac{\partial I_{k_0}}{\partial z}\dot{z} = -k_0 F_{k_0} + \frac{dF_{k_0}}{dt} = 0,
\]
where again \((\dot{x}, \dot{y}, \dot{z})\) are given in (3). This completes the proof of Theorem 2. □

Proof of Theorem 3. The invariant algebraic surface \(k_0^2 x^2 + k_0^2 z^2 + (k_0 y + 2)^2 = 0\) reduces to the point \(q = (0, -2/k_0, 0)\) on the \(y\)-axis. The point \(q = (0, -2/k_0, 0)\) is the unique equilibrium point of the system and is a stable equilibrium point (locally attractor) because the eigenvalues of the linear part at this singular point are \(k_0/2, (k_0 \pm 2i)/2\). Moreover, we claim that the unique equilibrium point \(q\) of system (3) is globally asymptotically stable because it has the global Lyapunov function
\[
H(x, y, z) = x^2 + z^2 + 4k_0^2 \left(1 + \frac{k_0 y}{2}\right)^2.
\]
Indeed, from Theorem 1.35 of [4] we only need to show that the derivative of \(H\) with respect to the independent variable \(t\), over the solutions of system (3) with \((a, b, c)\) as in the statement of Theorem 2 is negative, and this is the case because
\[
\frac{dH}{dt} = k_0 x^2 + k_0 z^2 + 4 \left(1 + \frac{k_0 y}{2}\right)^2
\]
and \(k_0 < 0\). □

Proof of Theorem 4. Clearly statement (a) of Theorem 4 follows from Theorem 1. Statement (b) follows from Theorem 3. □

Appendix: Poincaré compactification in \(\mathbb{R}^3\)

In \(\mathbb{R}^3\) we consider the polynomial differential system
\[
\dot{x} = P_1(x, y, z), \quad \dot{y} = P_2(x, y, z), \quad \dot{z} = P_3(x, y, z)
\]
or equivalently its associated polynomial vector field \(X = (P_1, P_2, P_3)\). The degree \(n\) of \(X\) is defined as \(n = \max\{\deg(P_i) : i = 1, 2, 3\}\). Let
\[
S^3 = \{y = (y_1, y_2, y_3, y_4) \in \mathbb{R}^4 : \|y_4\| = 1\}
\]
be the unit sphere in \(\mathbb{R}^4\) and
\[
H_+ = \{y \in S^3 : y_4 > 0\}, \quad H_- = \{y \in S^3 : y_4 < 0\}
\]
be the northern and southern hemispheres, respectively. The tangent space to \(S^3\) at the point \(y\) is denoted by \(T_y S^3\). The tangent hyperplane
\[
T_{(0,0,0,1)} S^3 = \{(x_1, x_2, x_3, 1) \in \mathbb{R}^4 : (x_1, x_2, x_3) \in \mathbb{R}^3\}
\]
is identified with $\mathbb{R}^3$. We consider the projections
\[ f_+: \mathbb{R}^3 \to H_+, \quad f_-: \mathbb{R}^3 \to H-, \]
defined by
\[
\begin{align*}
  f_+(x) &= \frac{1}{(1 + \sum_{i=1}^{3} x_i^2)^{1/2}}(x_1, x_2, x_3, 1), \\
  f_-(x) &= -\frac{1}{(1 + \sum_{i=1}^{3} x_i^2)^{1/2}}(x_1, x_2, x_3, 1).
\end{align*}
\]
Through these projections $\mathbb{R}^3$ can be identified with the northern and the southern hemispheres, respectively. The equator of $S^3$ is $S^2 = \{ y \in \mathbb{R}^4 : y_4 = 0 \}$ is identified with the infinity of $\mathbb{R}^3$.

The maps $f_+$ and $f_-$ define two copies of $X$, one $Df_+ \circ X$ in the northern hemisphere and the other $Df_- \circ X$ in the southern hemisphere. We denote by $\overline{X}$ the vector field in $S^3 \setminus S^2 = H_+ \cup H_-$ that restricted to $H_+$ coincides with $Df_+ \circ X$ and restricted to $H_-$ coincides with $Df_- \circ X$.

We will work with the orthogonal projection of the closed northern hemisphere to $y_4 = 0$. Note that this projection is the closed Poincaré ball $B$, whose interior is homeomorphic to $\mathbb{R}^3$ and whose boundary $S^2$ corresponds to the infinity of $\mathbb{R}^3$. We will extend analytically the polynomial vector field $\overline{X}$ to the boundary, in such a way that the flow on the boundary will become invariant. This new vector field on $B$ is called the Poincaré compactification $P(X)$ of $X$.

The expression for $\overline{X}(y)$ on $H_+ \cup H_-$ is
\[
\overline{X}(y) = y_4 \begin{pmatrix}
1 - y_1^2 & -y_2 y_1 & -y_3 y_1 \\
-y_1 y_2 & 1 - y_2^2 & -y_3 y_2 \\
-y_1 y_3 & -y_2 y_3 & 1 - y_3^2 \\
-y_1 y_4 & -y_2 y_4 & -y_3 y_4
\end{pmatrix} \begin{pmatrix}
P_1 \\
P_2 \\
P_3
\end{pmatrix},
\]
where $P_i = P_i(y_1/|y_4|, y_2/|y_3|, y_1/|y_4|)$ for $i = 1, 2, 3$. In this way $\overline{X}(y)$ is a vector field that is tangent to the sphere $S^3$. Now we extend analytically the vector field $\overline{X}(y)$ to a vector field $p(X)$ defined in the whole sphere $S^3$ doing
\[
p(X)(y) = y_4^{n-1} \overline{X}(y).
\]
This extended vector field is called the Poincaré compactification of $X$.

Since $S^3$ is a differentiable manifold, to compute the expression of $p(X)$ we can consider the eight local charts $(U_i, F_i), (V_i, G_i)$ where
\[
U_i = \{ y \in S^3 : y_i > 0 \}, \quad V_i = \{ y \in S^3 : y_i < 0 \},
\]
for $i = 1, 2, 3, 4$. The diffeomorphisms $F_i: U_i \to \mathbb{R}^3$ and $G_i: V_i \to \mathbb{R}^3$ are the inverses of the projections from the origin to the tangent planes at the points $(\pm 1, 0, 0, 0), (0, \pm 1, 0, 0), (0, 0, \pm 1, 0)$ and $(0, 0, 0, \pm 1)$, respectively.
The analytical expression of the vector field $p(X)$ in the local charts $U_1$, $U_2$ and $U_3$ are (after a rescaling of time that eliminates the factor $((1 + \sum_{i=1}^{3} z_i^3)^{1/2})^{n-1}$)

$$z_0^n(-z_1P_1 + P_2, -z_2P_1 + P_3, -z_3P_1)$$

where $P_i = P_i(1/z_3, z_1/z_3, z_2/z_3)$ in $U_1,$

$$z_0^n(-z_1P_2 + P_1, -z_2P_2 + P_3, -z_3P_2)$$

where $P_i = P_i(z_1/z_3, 1/z_3, z_2/z_3)$ in $U_2,$ and

$$z_0^n(-z_1P_3 + P_1, -z_2P_3 + P_2, -z_3P_3)$$

where $P_i = P_i(z_1/z_3, z_2/z_3, 1/z_3)$ in $U_3,$ respectively. The expression for $p(X)$ in $U_4$ is $z_0^{n+1}(P_1, P_2, P_3)$ where $P_i = P_i(z_1, z_2, z_3).$ The expression of $p(X)$ on the local charts $V_i$ is the same as in the local charts $U_i$ multiplied by $(-1)^{n-1}.$ Note that all the points on the sphere at infinity in the coordinates of any local chart have $z_3 = 0.$
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