Method for Mid-Long-Term Prediction of Landslides Movements Based on Optimized Apriori Algorithm
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Abstract: In the study of the mid-long-term early warning of landslide, the computational efficiency of the prediction model is critical to the timeliness of landslide prevention and control. Accordingly, enhancing the computational efficiency of the prediction model is of practical implication to the mid-long-term prevention and control of landslides. When the Apriori algorithm is adopted to analyze landslide data based on the MapReduce framework, numerous frequent item-sets will be generated, adversely affecting the computational efficiency. To enhance the computational efficiency of the prediction model, the IAprioriMR algorithm is proposed in this paper to enhance the efficiency of the Apriori algorithm based on the MapReduce framework by simplifying operations of the frequent item-sets. The computational efficiencies of the IAprioriMR algorithm and the original AprioriMR algorithm were compared and analyzed in the case of different data quantities and nodes, and then the efficiency of IAprioriMR algorithm was verified to be enhanced to some extent in processing large-scale data. To verify the feasibility of the proposed algorithm, the algorithm was employed in the mid-long-term early warning study of landslides in the Three Parallel Rivers. Under the same conditions, IAprioriMR algorithm of the same rule exhibited higher confidence than FP-Growth algorithm, which implied that IAprioriMR can achieve more accurate landslide prediction. This method is capable of technically supporting the prevention and control of landslides.
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1. Introduction

Geological disasters pose a serious threat to the safety of human life and private property, and landslides are one of the commonest geological disasters. The occurrence of landslides not only seriously threatens the safety of human life and private property, but also severely damages the environment and ecology [1]. One of the feasible ways to comprehensively control landslide hazards is to predict landslide hazards [2].

In accordance with system theory and nonlinear science, many novel techniques have been employed to study the stability of landslides, a range of comprehensive prediction models have been summarized, and landslide prediction criteria have been proposed, including decision tree [3,4], generalized FLaIR model (GFM) [5], artificial neural network [6], object-oriented methods [7] and support vector machine (SVM) [8]. The landslides of different causes were systematically summarized,
and these landslides of different types were comprehensively analyzed to build prediction models for different landslides [9]. However, these prediction models are not applicable to the mid-long-term application of landslide hazards [10]. Furthermore, landslide occurrence is difficult to predict accurately, and the mid-long-term early warning of landslides is hard to achieve [11].

Recently, the big data technology has been increasingly employed for landslide disaster early warning [12,13]. Through the analysis of historical landslide data, the use of big data technology becomes a hotspot for prompt and feasible landslide mid-long-term early warning. The distributed landslide prediction model does not enhance the efficiency of the algorithm. In the study on mid-long-term landslide warning, the operational efficiency of the prediction model is vital to the timeliness of landslide prevention and control [14].

Association rule mining can be used to determine the levels of association among various causes [15]. Association rule mining has been successfully applied to uncover such cause-and-effect relationships in a variety of fields, including causes of occupational accidents [16] and prediction landslide hazards [17]. When the Apriori algorithm runs based on the MapReduce framework, the Apriori algorithm will generate numerous frequent item-sets, significantly affecting the efficiency [18]. To solve this problem, the Apriori algorithm runs based on the MapReduce framework [13,18], whereas it does not optimize the algorithm for landslide data correlation analysis based on the MapReduce framework. In the processing of large-scale landslide data, the algorithm has low efficiency since it should generate many frequent items, which adversely affects the timely prevention and control of landslides [18,19].

To enhance the computational efficiency of the prediction model, the Apriori algorithm was optimized based on the MapReduce framework, and the IAprioriMR algorithm is proposed in this paper. The Three Parallel Rivers area with frequent geological disasters was taken as the study area. The relevant data of landslides in the study area were collected. The feasibility of the algorithm was verified using the IAprioriMR for the mid-long-term early warning of landslide.

2. Method

2.1. IAprioriMR

Apriori is one of the commonest association rule algorithms, and several methods have been derived using the Apriori algorithm [20]. The Apriori algorithm refers to a loop method that uses hierarchical sequential search, also termed as an iterative method of layer-by-layer search to generate frequent item-sets. However, a single host cannot handle a large number of operations. Processing considerable data is now becoming a new trend. Recently, many algorithms have been proposed, which apply the Apriori in the MapReduce computing framework [21]. This pattern is based on MapReduce, which is hereinafter referred to as AprioriMR. AprioriMR produces all candidate items one time in the Map task, and the form of each candidate itemset is a product with <k, v> form. Subsequently, according to the differences of Key, the candidate items are classified and counted by Reduce with the minimum support to screen the high frequency candidate item-sets [22].

The optimized conventional Apriori algorithm can fit the MapReduce framework for distributed parallel computing. However, because it produces all candidate item-sets one time in the Map task, there will be a large memory footprint, significantly decreasing the operating efficiency [23]. Thus, the counting in the Map stage will be time-consuming, and valuable association rules are difficult to find. The Apriori algorithm imposes a heavy burden to MapReduce [24].

In general, the association rules are expressed as X=>Y. The definition is as follows: in the presence of X, Y, the large-scale item-sets are defined. \( I = \{i_1, i_2, \ldots, i_n\} \) is a set of items, and a pattern \( P \) is defined as \( \{P = \{i_1, \ldots, i_k\} \subseteq I \} \geq 1, k \leq n \}. \) Given a pattern \( P \), its length or size is expressed as \( |P| \), i.e., the number of the singletons it covers. Thus, for \( P = \{i_1, i_2, \ldots, i_k\} \subseteq I \), its size is defined as \( |P| = k \). Besides, given a set of all transactions \( T = \{t_1, t_2, \ldots, t_m\} \) in a dataset, the support of a pattern \( P \) is defined as the number of transactions that \( P \) satisfies, i.e., \( \text{support}(P) = |\{t \in T : P \subseteq t\}| \). A pattern \( P \) is
considered frequent if \( \text{support}(P) \geq \text{threshold} \) [22], in this paper, the threshold of minimum support is 1%. Thus, for each pair \((P_l, \{\text{supp}(P)_1, \text{supp}(P)_2, \ldots, \text{supp}(P)_m\})\), the result is a \{(P, \text{supp}(P))\} pair, so \( \text{supp}(P) = \sum_{l=1}^{m} \text{supp}(P_l) \). This method, when dealing with big data, due to the large scale of the transaction, will yield a huge candidate set.

This study aimed to enhance the computational efficiency of a novel algorithm (hereinafter referred to as IAprioriMR). It does not yield the whole set of candidate item-sets \( C \) for each transaction \( t_l \in T \), whereas the subset \( c \subseteq C \) consists of patterns of size \( |P| = s \). Hence, a set of iterations are required, one per different item-set-size (see Algorithm 1). Subsequently, the dataset is split into different chunks of data, one per mapper, and each mapper is responsible for analyzing each single transaction \( t_l \in T \) to generate \( P, \text{support}(P) \) pairs. Lastly, this algorithm also covers multiple reducers to scale down the computational cost. The major difference between AprioriMR and IAprioriMR lies in the mapper, since IAprioriMR obtains any pattern \( P \) of size \( |P| = s \) for each sub-database (see Figure 1). Thus, the number of \( P, \text{support}(P) \) pairs generated by each mapper is lower than that by the AprioriMR algorithm [22].

### Algorithm 1. IApriori MR Algorithm

begin procedure IAprioriMapper\((t_l, s)\)
1: \( C = \{P : |P| = s, P \subseteq t_l \} \) // candidate item-sets of size \( s \) in \( t_l \)
2: \( \forall P \in C, \text{then supp}(P)_l = 1 \)
3: for all \( P \in C \) do
4: emit \{\( P, \text{supp}(P) \)\} // emit the \{ \( k, v \) \} pair
5: end for
end procedure

// In a grouping procedure values \( \text{supp}_m \) are grouped for each pattern \( P \), producing pairs \( \{P, \text{supp}_1, \text{supp}_2, \ldots, \text{supp}_m\} \)

begin procedure IAprioriReducer\((\{P, \{\text{supp}(P)_1, \ldots, \text{supp}(P)_m\}\})\)
1: \( \text{support} = 0 \)
2: for all \( \text{supp} \in \{\text{supp}(P)_1, \text{supp}(P)_2, \ldots, \text{supp}(P)_m\} \) do
3: \( \text{support} += \text{supp} \)
4: end for
5: emit \{\( P, \text{support} \)\}
end procedure

#### 2.2. Algorithm Performance Analysis

The frequent pattern (FP)-growth algorithm, designed to solve the problem of high number of transactions and comparisons, is well-known in the association rule. FP-growth stores the frequent item-sets into a tree structure, requiring data to be scanned just once. Nevertheless, it still faces considerable candidate item-sets since either the larger number of I/O or the high memory requires to store all sets. Based on the FP-Tree structure, many authors have extended the FP-Growth method [20].

Three algorithms were employed for test in the same hardware environment (DELL R730 dual 8 cores), and the Webdoc dataset was adopted as the experimental data, Webdoc dataset is considered by the pattern mining community as the biggest one. Besides, AprioriMR and IAprioriMR operating environments are three virtual nodes on the physical machine. In different instances, following the same association rules, the performances of three algorithms differ significantly (see Figure 2). In the same instances, the number of nodes in MapReduce significantly affects the performance of the algorithm (see Figure 3).
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Figure 2. Runtime of different algorithms on the dataset and a number of instances that varies from 2000 to 1,024,000.

Figure 3. Runtime of nodes from 8 to 20 for different algorithms in 128,000 instances.
According to the results of comparison experiments, in the instance greater than 32,000, the modified IAprioriMR algorithm mode will be significantly optimized as compared with the conventional parallel AprioriMR and FP-growth. When the amount of data is above 1024 thousand, the efficiency of the IAprioriMR algorithm increases by more than 50% compared with that of the AprioriMR algorithm. With the rise in the number of instances, the computational efficiency of the IAprioriMR algorithm increases more significantly. In the meantime, with the increases in the number of nodes, IAprioriMR significantly shortens the processing time of MR and enhances the efficiency in processing large-scale data.

3. Study Area and Data

3.1. Study Area

The Three Parallel Rivers cover the Nujiang River, the Lantsang River, the Jinsha River, and the mountains in the basin at 26°03′~29°16′ N and 98°7′~101°19′ E (see Figure 4). The north and northwest have temperate and cold temperate monsoon climate, and the south has a plateau monsoon climate. From the Meili Snow Mountain at 6740 m above sea level to the Nu River at an altitude of nearly 700 m (see Figure 5), the terrain height varies significantly, and the geological structure is complex. Thus, this area is a geological disaster-prone area [25].

![Figure 4. Three Parallel Rivers area location.](image)

![Figure 5. Topographical profile of the Three Parallel Rivers.](image)

The occurrence of landslides has numerous factors. The landslide monitoring data generally refers to the quantitative value of the induced factors (e.g., rainfall and water level) affecting the slope...
variation. During the landslide formation and occurrence, there are also many uncertain factors (e.g., human engineering and sudden earthquakes) [26], as well as numerous landslide monitoring data, including graphical data (GIS data), image data (remote sensing data), and relevant geophysical data. The spatial data (e.g., spatial location and spatial relationship) in landslide monitoring data takes up a large proportion, so landslide monitoring data have close correlation.

The landslide monitoring data exhibit the following characteristics: the attributes of the landslide monitoring data exhibit strong and continuous spatial correlation, and the use of the regression algorithm and the fitting algorithm helps build the pattern for analysis; the effect of rainfall on the displacement of landslide is certainly accumulated and delayed, and the occurrence of landslide may be shortly affected by heavy rainfall or attributed to the rainfall accumulated over time.

3.2. Data

The landslide monitoring data from 2000 to 2013 in the Three Parallel Rivers were taken as the experimental data. The total data is 19.6 G, covering a total of 175,000 instances. There are three landslide displacement monitoring stations (the ShangQiaotou, XiangDuo and JuDian landslide monitoring stations), representing the upstream, midstream and downstream areas of the Three Parallel Rivers, respectively.

The Three Parallel Rivers have high rainfall and a clear climate. The rainfall peak in the Three Parallel Rivers area appeared in 2004, and the rainfall has gradually decreased in recent years, as suggested from the rainfall data from 2000 to 2013 (see Figure 6). The groundwater levels in the upstream, midstream and downstream areas of the Three Parallel Rivers area were recorded by ShangQiaotou, XiangDuo and JuDian landslide displacement monitoring stations, respectively. The monitoring station measures the data once a month. Figure 7 shows the annual average rate of change of groundwater level in the area of the Three Parallel Rivers.

![Figure 6. Annual average rainfall in the Three Parallel Rivers from 2000 to 2013.](image)

![Figure 7. Annual average rate of change of groundwater level in the area of the Three Parallel Rivers.](image)
Because of the special geographical location, geological disasters frequently occur in the Three Parallel Rivers area. Table 1 lists the types of landslide for each landslide hazard, the nature of the landslide, and the maximum rainfall, etc.

Table 1. Information on some landslide disasters in the area of the Three Parallel Rivers.

| Name      | Longitude | Latitude | Occurrence Time | Elevation Top (m) | Elevation Foot (m) | Landslide Type                          | Substrate | Stratigraphic Age | Daily Maximum Rainfall (mm) | Maximum Rainfall (mm) |
|-----------|-----------|----------|-----------------|-------------------|-------------------|-----------------------------------------|-----------|------------------|------------------------------|-----------------------|
| XTBGL Lanslide | 104.449722 | 26.230278 | 2005/7/1        | 1688              | 1614              | retrogressive landslide                 | soil slopes | P2               | 120.4                        | 78.3                   |
| ZJS Lanslide   | 104.446667 | 26.196667 | 2004/5/1        | 2032              | 1932              | retrogressive landslide                 | soil slopes | P1               | 120.4                        | 78.3                   |
| DJB Lanslide   | 104.452878 | 26.226944 | 2007/6/1        | 2124              | 1980              | retrogressive landslide                 | soil slopes | P2               | 120.4                        | 78.3                   |
| XTB Lanslide   | 104.448056 | 26.230556 | 2007/6/1        | 1937              | 1718              | retrogressive landslide                 | Rock Slope  | P2               | 120.4                        | 78.3                   |
| SLG Lanslide   | 104.373833 | 26.130596 | 2009/7/1        | 2215              | 2134              | retrogressive landslide                 | soil slopes | P2               | 120.4                        | 78.3                   |
| DCZ Lanslide   | 104.380778 | 26.167111 | 2009/7/1        | 2109              | 2038              | thrust load caused landslide            | soil slopes | P2               | 120.4                        | 78.3                   |
| ZBZ Lanslide   | 104.380028 | 26.149194 | 2008/7/1        | 2144              | 2114              | composite landslide                     | soil slopes | P2               | 120.4                        | 78.3                   |
| XBZ Lanslide   | 98.575417  | 25.184028 | 2001/4/1        | 1755              | 1715              | retrogressive landslide                 | soil slopes | Q4               | 94.7                         | 47.5                   |

4. Experiment and Analysis

Studies reported that the occurrence of landslide hazards has been associated with the geological environment (e.g., rainfall, geological structure and groundwater distribution) [27]. In the experiment, setting the groundwater level of the monitoring point, the rainfall, the water level of the parallel river in the Three Parallel Rivers, and the cumulative displacement of the landslide monitoring point are the antecedents of the landslide occurrence, and the landslide occurs, which is detectable. The landslide monitoring data from 2000 to 2011 in the Three Parallel Rivers area were taken as the training pattern, and the landslide monitoring data from 2012 to 2013 as the test data [28].

For the convenience of calculation, each group of data was standardized and split into averages and low-value areas [29], covering Under_min (monitoring point low water table), Under_max (monitoring point high water table), Rain_min (small rainfall), Rain_max (large rainfall), River_min (low water level), River_max (high water level), LS1_min (small displacement of the upper bridge monitoring station), LS_max (large displacement of the upper bridge monitoring station), LS2_min (small multi-monitoring station displacement), LS2_max (large multi-monitoring station displacement), LS3_min (small displacement of Jiaodian monitoring station), LS3_max (large displacement of Judian monitoring station), LanslideD_1 (Formation lithology is Gravel soil), LanslideD_2 (Formation lithology is Slate), LanslideD_3 (Formation lithology is Conglomeratic clay), Lanslide1 = 1 (landslide near ShangQiaotou), Lanslide2 = 1 (Landslide near XiangDuo), Lanslide3 = 1 (landslide near JuDian), etc.

Given the nature of the Apriori algorithm, to analyze the association rules of landslide monitoring data, the association rules should be first formulated according to the algorithm logic. In this paper, any elements in the former (X) were randomly combined to formulate a series of association rules (see Table 2). The minimum support was set to 0.01 [29], and the confidence degree of each of the mentioned association rules should be calculated by the algorithm.

Table 2. Description of some association rules (minsupp = 1%).

| Rule | Information |
|------|-------------|
| Rule 1 | If Under_max and Rain_max and River_min and LS1-1 and LanslideD_1 then Lanslide1 = 1 |
| Rule 2 | If Under_max and Rain_max and River_min and LS1-1 and LanslideD_2 then Lanslide1 = 1 |
| Rule 3 | If Rain_min and River_min and LS1-0 and LanslideD_3 then Lanslide1 = 1 |
| Rule 4 | If Under_max and Rain_max and River_max and LS2-1 and LanslideD_3 then Lanslide2 = 1 |
| Rule 5 | If Under_max and Rain_max and River_min and LS2-1 and LanslideD_3 then Lanslide2 = 1 |
| Rule 6 | If Under_max and Rain_max and River_min and LS3-1 and LanslideD_2 then Lanslide3 = 1 |
| Rule 7 | If Rain_max and River_min and LS1-1 and LS3-1 and LanslideD_2 then Lanslide3 = 1 |
On the whole, the association rule exhibiting a confidence above 0.7 is considered a strong association rule [17,29,30]. Association rules with low confidence retain rules with a confidence level above 0.7 are deleted, and a series of useful information is calculated, laying a basis for landslide warning.

The value of confidence in association rules is critical to model prediction. The higher the confidence, the more accurate the landslide prediction will be [29]. Thus, under the same experimental conditions, the confidence of IAprioriMR algorithm and FP-Growth algorithm were compared, and the IAprioriMR algorithm is was analyzed in mid-long-term early warning of landslides. According to the experimental results, under the same conditions, the IAprioriMR algorithm (see Table 3) of the same rule exhibits a higher confidence than FP-Growth algorithm (see Table 4), so IAprioriMR can achieve more accurate landslide prediction.

| NO. | Prejudgment                                      | Confidence | Phenomenon               |
|-----|------------------------------------------------|------------|--------------------------|
| 1   | Rain_max and LS1-1 and LanslideD_2              | 73%        | Lanslide1 = 1            |
| 2   | Rain_max and River_max and LS1-1 and LanslideD_2 | 85%        | Lanslide1 = 1            |
| 3   | Rain_max and River_min and Under_max and LS2-1 and LanslideD_2 | 90%        | Lanslide2 = 1            |
| 4   | Rain_max and River_max and Under_max and LS1-1 and LS3-1 and LanslideD_2 | 95%        | Lanslide1 = 1 Lanslide3 = 1 |

Table 4. Pre-judgment results by FP-Growth.

| NO. | Prejudgment                                      | Confidence | Phenomenon               |
|-----|------------------------------------------------|------------|--------------------------|
| 1   | Rain_max and LS1-1 and LanslideD_2              | 70%        | Lanslide1 = 1            |
| 2   | Rain_max and River_max and LS1-1 and LanslideD_2 | 81%        | Lanslide1 = 1            |
| 3   | Rain_max and River_min and Under_max and LS2-1 and LanslideD_2 | 83%        | Lanslide2 = 1            |
| 4   | Rain_max and River_max and Under_max and LS1-1 and LS3-1 and LanslideD_2 | 90%        | Lanslide1 = 1 Lanslide3 = 1 |

To verify the accuracy of the experimental results, test data were taken for analysis, and 21 landslide events were recorded. By calculating the rule with a confidence above 0.7, the pattern successfully determines 16 landslide accidents based on the LS3-1 LS2-1 (see Table 5).

| No. | Input Datasets | Number of Predictions |
|-----|----------------|-----------------------|
| 1   | LS3-1 LS2-1    | 16                    |
| 2   | LS3-1 LS1-1    | 15                    |
| 3   | LS3-1 LS2-1    | 15                    |
|     | LS1-1          |                       |

The IAprioriMR algorithm successfully determines 16 landslide accidents between 2012 and 2013. Thus it is implied that the IAprioriMR algorithm proposed in this paper is feasible in landslide prediction research, and it can technically support the prevention of landslide disasters.

5. Conclusions

During the mid-long-term early warning of landslides, the landslide monitoring data continuously increases over time. The efficiency of the prediction model significantly affects disaster prevention and control. To solve the Apriori algorithm, numerous frequent items are generated when the algorithm runs in the MapReduce framework. The set problem, by simplifying frequent item operations, proposes
the IAprioriMR algorithm. Performance test experiments reveal that the efficiency of the IAprioriMR algorithm is enhanced with the rise in data volume in terms of computational efficiency. Under the same conditions, the IAprioriMR algorithm exhibits a higher confidence than FP-Growth algorithm, capable of achieving more accurate landslide disaster prediction. Thus, it is implied that IAprioriMR algorithm has promising applications and a bright prospect of further development.

In the future work, we will consider comparing the performances of the Apriori algorithm with classical intensity-duration (ID) schemes in a case study, in order to check the significant (or insignificant) improvements for landslide prediction in early warning systems.
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