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Abstract

In this paper we present a method for the solution of ℓ₁-regularized convex quadratic optimization problems. It is derived by suitably combining a proximal method of multipliers strategy with a semi-smooth Newton method. The resulting linear systems are solved using a Krylov-subspace method, accelerated by appropriate general-purpose preconditioners, which are shown to be optimal with respect to the proximal parameters. Practical efficiency is further improved by warm-starting the algorithm using a proximal alternating direction method of multipliers. We show that the method achieves global convergence under feasibility assumptions. Furthermore, under additional standard assumptions, the method can achieve global linear and local superlinear convergence. The effectiveness of the approach is numerically demonstrated on L₁-regularized PDE-constrained optimization problems.

1 Introduction

In this paper we consider convex optimization problems of the following form:

\[
\min_{x \in \mathbb{R}^n} \, c^\top x + \frac{1}{2} x^\top Q x + g(x) + \delta_K(x), \quad \text{s.t. } Ax = b,
\]

where \( c \in \mathbb{R}^n \), \( Q \succeq 0 \in \mathbb{R}^{n \times n} \), \( A \in \mathbb{R}^{m \times n} \), \( b \in \mathbb{R}^m \), and \( g(x) = \|Dx\|_1 \), with \( D \succeq 0 \) and diagonal. Without loss of generality, we assume that \( m \leq n \). Furthermore, \( K := \{ x \in \mathbb{R}^n : l \leq x \leq u \} \), for some arbitrary (possibly unbounded) vectors \( l \leq u \). Finally, \( \delta_K(\cdot) \) is an indicator function for the set \( K \), with \( \delta_K^*(\cdot) \) denoting its Fenchel conjugate, that is:

\[
\delta_K(x) = \begin{cases} 0, & \text{if } x \in K \\ \infty, & \text{otherwise} \end{cases}, \quad \delta_K^*(x^*) = \sup_{x \in \mathbb{R}^n} \{ (x^*)^\top x - \delta_K(x) \}.
\]

Notice that problem (P) can accommodate instances where sparsity is sought in some appropriate dictionary (i.e. in that case \( D \) would be a general rectangular matrix). Indeed, this can be done by appending some additional linear equality constraints in (P), making the ℓ₁ regularization separable (e.g. see [21, Sections 3–5]). Using Fenchel duality, we can easily verify (see Appendix A.1) that the dual of (P) can be written as

\[
\min_{x \in \mathbb{R}^n, y \in \mathbb{R}^m, z \in \mathbb{R}^n} b^\top y - \frac{1}{2} x^\top Q x - \delta_K^*(z) - g^*(A^\top y - c - Qx - z).
\]

Throughout the paper we make use of the following blanket assumption.

Assumption 1. Problems (P) and (D) are both feasible.
If $D = 0$, from [9, Proposition 2.3.4] we know that Assumption 1 implies that there exists a primal-dual triple $(x^*, y^*, z^*)$ solving $(P)–(D)$. Now if the primal-dual pair $(P)–(D)$ is feasible, it must remain feasible for any positive semi-definite $D$, since in this case $(P)$ can be written as a convex quadratic problem by appending appropriate (necessarily feasible) linear equality and inequality constraints (e.g. as in [21, 51]). Thus, Assumption 1 suffices to guarantee that the solution set of $(P)–(D)$ is non-empty.

There are numerous applications that require the solution of problems of the form of $(P)$. Indeed, $(P)$ can model linear and convex quadratic programming instances, regularized (group) lasso instances (often arising in signal or image processing and machine learning, e.g. see [14, 62, 69]), as well as sub-problems arising from the linearization of a nonlinear (possibly non-convex or non-smooth) problem (such as those arising within sequential quadratic programming [10] or globalized proximal Newton methods [38, 39]). Furthermore, various optimal control problems can be tackled in the form of $(P)$, such as those arising from $L^1$-regularized partial differential equation (PDE) optimization, assuming that a discretize-then-optimize strategy is adopted (e.g. see [70]). Given the diversity of applications, most of which require a highly-accurate solution of problems of the form of $(P)$, the construction of efficient, scalable, and robust solvers has attracted a lot of attention.

In particular, there is a plethora of first-order methods capable of finding an approximate solution to $(P)$. For example, one could employ proximal (sub-)gradient-based schemes (e.g. see [6, 7]), or splitting schemes (e.g. see [11, 19, 22]). However, while such solution methods are very general, easy to implement, and require very little memory, they are usually attractive when trying to find only an approximate solution, not exceeding 2- or 3-digits of accuracy. If a more accurate solution is needed, then one has to resort to a second-order approach, or, in general, an approach that utilizes second-order information.

There are three major classes of second-order methods for problems of the form of $(P)$. Those include globalized (smooth, semi-smooth, quasi or proximal) Newton methods (e.g. see [13, 32, 43, 45, 46, 50, 52, 56, 65]), variants of the proximal point method (e.g. see [20, 24, 25, 38, 39, 41, 49, 59]), or interior point methods (IPMs) applied to a reformulation of $(P)$ (e.g. see [21, 28, 31, 51]). Most globalized Newton-like approaches or proximal point variants studied in the literature are developed for composite programming problems in which either \( g(x) = 0 \) (e.g. see [13, 20, 30, 36, 41]) or \( K = \mathbb{R}^n \) (e.g. see [24, 33, 40, 46, 50]). Nonetheless, more recently there have been developed certain globalized Newton-like schemes, specialized to the case of $L^1$-regularized PDE-constrained optimization (see [43, 52]), in which the $\ell_1$ term as well as the box constraints in $(P)$ are both explicitly handled. We should notice, however, that globalized Newton-like schemes applied to $(P)$ need additional assumptions on the smooth Hessian matrix $Q$, as well as the constraint matrix $A$, since otherwise, the stability of the related Newton linear systems, arising as sub-problems, might be compromised. Under certain assumptions, superlinear convergence of Newton-like schemes is observed “close to a solution”, and global linear convergence can be achieved via appropriate line-search or trust-region strategies (e.g. see the developments in [13, 16, 32, 36, 46, 66] and the references therein). On the other hand, interior point methods can readily solve problems of the form of $(P)$ in a polynomial number of steps ([21, 28, 31, 51]), and stability of the associated Newton systems can be guaranteed by means of algorithmic regularization (which can be interpreted as the application of a proximal point method, see [2, 29, 53]). Nevertheless, the resulting linear systems arising within IPMs are of larger dimensions as compared to those arising within pure Newton-like or proximal approaches, since $(P)$ needs to be appropriately reformulated into a smooth problem. Furthermore, IPM linear systems have significantly worse conditioning compared
to linear systems arising within Newton-like or proximal-Newton methods.

The potential stability issues of the linear systems arising within Newton-like schemes can be alleviated by combining Newton-like methods with proximal point variants. In practice, solvers based on the proximal point method can achieve superlinear convergence, given that their penalty parameters increase to infinity at a suitable rate (see for example the developments in [40, 41, 59, 60, 73]). For problems of the form of (P)–(D), the sub-problems arising within proximal methods are non-smooth convex optimization instances, and are typically solved by means of semi-smooth Newton strategies. The resulting linear systems that one has to solve are better conditioned than their (possibly regularized) interior-point counterparts (e.g. see [8, 21, 28, 31, 71]), however, convergence is expected to be slower, as the method does not enjoy the polynomial worst-case complexity of interior-point methods. Nevertheless, these better conditioned linear systems can in certain cases allow one to achieve better computational and/or memory efficiency.

In this paper, we employ a proximal method of multipliers (PMM) using a semi-smooth Newton (SSN) strategy for solving the associated sub-problems, in order to efficiently deal with problems of the form of (P)–(D). The SSN linear systems are approximately solved by means of Krylov subspace methods, using appropriate general-purpose preconditioners. Unlike most proximal point methods given in the literature (e.g. see the primal approaches in [38, 39, 49], the dual approaches in [40, 41, 73] or the primal-dual approaches in [30, 20, 25, 59]), the proposed method is introducing proximal terms for each primal and dual variable of the problem, and this results in linear systems which are easy to precondition and solve, within the semi-smooth Newton method. Additionally, we explicitly deal with each of the two non-smooth terms of the objective in (P). This also contributes to the simplification of the resulting SSN linear systems, while it paves the way for generalizing this approach to a much wider class of problems. We show that global convergence is guaranteed with the minimal assumption of primal and dual feasibility, since our discussion is restricted to instances having a convex objective, the smooth part of which is quadratic. Moreover, we show that global linear and local superlinear convergence holds under standard assumptions.

Furthermore, we note that while most proximal Newton-like methods proposed in the literature allow inexactness in the solution of the associated Newton linear systems, the development of general-purpose preconditioners for them is lacking. Indeed, aside from the work in [52] which is specialized to the case of $L^1$-regularized PDE constrained optimization, most proximal Newton-like schemes utilizing Krylov subspace methods, do so without employing any preconditioner (e.g. see [13, 41, 40, 49]). Drawing from the interior point literature, and by suitably specializing the preconditioning approach given in [8, 31], we propose general-purpose positive definite preconditioners that are robust with respect to the penalty parameters of the PMM, and thus their behaviour does not deteriorate as the method approaches optimality. The positive definiteness of the preconditioners allows one to employ symmetric Krylov subspace solvers such as the minimal residual method (MINRES), [48]. Unlike non-symmetric Krylov solvers, the memory requirements of MINRES are very reasonable and do not depend on the number of Krylov iterations.

Additionally, the method deals with general box constraints and thus there is no need for introducing auxiliary variables to deal with upper and lower bounds separately, something that is required when employing conic-based solvers. As a result, the associated linear systems solved within SSN have significantly smaller dimensions, compared to linear systems arising within interior point methods suitable for the solution of $\ell_1$-regularized convex quadratic problems (e.g. see [21, 31, 51]), potentially making the proposed approach a more attractive alternative for large-scale instances, such as those arising from
the optimal control of PDEs. Finally, we propose an efficient warm-starting strategy based on a proximal alternating direction method of multipliers to further improve the efficiency of the approach at a low computational cost. We provide numerical evidence to demonstrate that the proposed method is efficient and robust when applied to $\ell_1$-regularized problems arising from PDE-constrained optimization.

To summarize, in Section 2 we derive a proximal method of multipliers and discuss its convergence properties. Then, in Section 3 we present a globally convergent semismooth Newton method used to approximately solve the PMM sub-problems. Furthermore, we propose general-purpose preconditioners for the associated SSN linear systems and analyze their effectiveness. In Section 4 we present a warm-starting strategy for the method. Then, in Section 5, the overall approach is extensively tested on certain partial differential equation optimization problems. Finally, we derive some conclusions in Section 6.

**Notation**

Given a vector $x$ in $\mathbb{R}^n$, $\|x\|$ denotes the Euclidean norm. Given a closed set $\mathcal{K} \subset \mathbb{R}^n$, $\Pi_{\mathcal{K}}(x)$ denotes the Euclidean projection onto $\mathcal{K}$, that is $\Pi_{\mathcal{K}}(x) := \arg \min \{\|x - z\| : z \in \mathcal{K}\}$. Given an arbitrary rectangular matrix $A$, $\sigma_{\text{max}}(A)$ (resp. $\sigma_{\text{min}}(A)$) denotes its maximum (resp. minimum) singular value. For an arbitrary square matrix $B$, $\lambda_{\text{max}}(B)$ (resp. $\lambda_{\text{min}}(B)$) denotes its maximum (resp. minimum) eigenvalue. Given a closed set $\mathcal{K}$, and a positive definite matrix $R$, we write $\text{dist}(z, D) := \inf_{x \in \mathcal{K}} \|z - x\|_R$. If $R = I$, we assume that $\text{dist}_I(z, \mathcal{K}) \equiv \text{dist}(z, \mathcal{K})$. Given an index set $D$, $|D|$ denotes its cardinality. Given a rectangular matrix $A \in \mathbb{R}^{m \times n}$ and an index set $B \subseteq \{1, \ldots, n\}$, we denote the columns of $A$, the indices of which belong to $B$, as $A_B$. Given a square matrix $Q \in \mathbb{R}^{n \times n}$, we denote the subset of columns and rows of $Q$, the indices of which belong to $B$, as $Q_{(B,B)}$. Furthermore, we denote by $\text{Diag}(Q)$ the diagonal matrix, with diagonal elements equal to those of $Q$. Similarly, we write $\text{Off}(Q)$ to denote the square matrix with off-diagonal elements equal to those of $Q$ and zero diagonal.

### 2 A primal-dual proximal method of multipliers

In what follows, we derive the proximal augmented Lagrangian penalty function corresponding to the primal problem (P). Using the latter, we derive a primal-dual PMM for solving the pair (P)-(D).

We begin by deriving the Lagrangian associated to (P). To that end, let us define the function $\varphi(x) = c^\top x + \frac{1}{2} x^\top Q x + g(x) + \delta_{\mathcal{K}}(x) + \delta_{\{0\}}(b - Ax)$. Next, we use the dualization strategy (proposed in [61, Chapter 11]). That is, we define the function $\hat{\varphi}(x, u', w') = c^\top x + \frac{1}{2} x^\top Q x + g(x) + \delta_{\mathcal{K}}(x + w') + \delta_{\{0\}}(b - Ax + u')$, for which it holds that $\varphi(x) = \hat{\varphi}(x, 0, 0)$. Then, the Lagrangian associated to (P) can be computed as:

$$\ell(x, y, z) := \inf_{u', w'} \left\{ \hat{\varphi}(x, u', w') - y^\top u' - z^\top w' \right\}$$

$$= c^\top x + \frac{1}{2} x^\top Q x + g(x) - \sup_{w'} \left\{ z^\top w' - \delta_{\mathcal{K}}(x + w') \right\}$$

$$- \sup_{u'} \left\{ y^\top u' - \delta_{\{0\}}(b - Ax + u') \right\}$$

$$= c^\top x + \frac{1}{2} x^\top Q x + g(x) + z^\top x - \delta_{\mathcal{K}}^*(z) - y^\top (Ax - b),$$

where we used the definition of the Fenchel conjugate. Before deriving the augmented Lagrangian associated to (P), we introduce some necessary notation as well as relations.
that will be used later. Firstly, given a convex function \( p : \mathbb{R}^n \to \mathbb{R} \), we define
\[
\text{prox}_p(u) := \arg \min_x \left\{ p(x) + \frac{1}{2} \| u - x \|^2 \right\}.
\]
Then, given some positive constant \( \beta \), it holds that (Moreau Identity, see [47]):
\[
\text{prox}_{\beta p}(u') + \beta \text{prox}_{\beta^{-1} p'}(\beta^{-1} u') = u'.
\] (2.1)

Finally, we have that (e.g. see [35, Equation 2.2])
\[
\frac{1}{2} \| \text{prox}_p(x) \|^2 + p^*(\text{prox}_p(x)) = \frac{1}{2} \| x \|^2 - \| x - \text{prox}_p(x) \|^2 - p(\text{prox}_p(x)).
\] (2.2)

Given a penalty parameter \( \beta > 0 \), the augmented Lagrangian corresponding to (P) is derived as:
\[
\mathcal{L}_\beta(x; y, z) := \sup_{u', w} \left\{ \ell(x, u', w') - \frac{1}{2\beta} \| u' - y \|^2 - \frac{1}{2\beta} \| w' - z \|^2 \right\}
\]
\[
= c^T x + \frac{1}{2} x^T Q x + g(x) - \inf_{u'} \left\{ u'^T (Ax - b) + \frac{1}{2\beta} \| u' - y \|^2 \right\}
\]
\[
- \inf_{w'} \left\{ - w'^T x + \delta^T_{\mathcal{K}}(w') + \frac{1}{2\beta} \| w' - z \|^2 \right\}
\]
\[
= c^T x + \frac{1}{2} x^T Q x + g(x) - y^T (Ax - b) + \frac{\beta}{2} \| Ax - b \|^2 + x^T (\text{prox}_{\beta \delta^T_{\mathcal{K}}}(z + \beta x))
\]
\[
- \delta^T_{\mathcal{K}}\left( \text{prox}_{\beta \delta^T_{\mathcal{K}}}(z + \beta x) \right) - \frac{1}{1\beta} \| \text{prox}_{\beta \delta^T_{\mathcal{K}}}(z + \beta x) - z \|^2,
\] (2.3)

where we used the fact that if \( p_1(u') = p_2(u') + r^T x \), where \( p_1(\cdot) \) and \( p_2(\cdot) \) are two closed convex functions, and \( r \) is a vector, then \( \text{prox}_{p_1}(u') = \text{prox}_{p_2}(u' - r) \). We continue by applying the Moreau identity (2.1) to obtain:
\[
\mathcal{L}_\beta(x; y, z) = c^T x + \frac{1}{2} x^T Q x + g(x) - y^T (Ax - b) + \frac{\beta}{2} \| Ax - b \|^2
\]
\[
+ x^T \left( (z + \beta x) - \beta \text{prox}_{\beta^{-1} \delta^T_{\mathcal{K}}}(\beta^{-1} z + x) \right) - \delta^T_{\mathcal{K}}\left( \text{prox}_{\beta \delta^T_{\mathcal{K}}}(z + \beta x) \right)
\]
\[
- \frac{1}{1\beta} \| \beta x - \beta \text{prox}_{\beta^{-1} \delta^T_{\mathcal{K}}}(\beta^{-1} z + x) \|^2
\] (2.4)

Finally, we write:
\[
R := \left( \delta^T_{\mathcal{K}}\left( \text{prox}_{\beta \delta^T_{\mathcal{K}}}(z + \beta x) \right) + \frac{1}{1\beta} \| \beta \text{prox}_{\beta^{-1} \delta^T_{\mathcal{K}}}(\beta^{-1} z + x) \|^2 \right)
\]
\[
= \frac{1}{\beta} \left( \beta \delta^T_{\mathcal{K}}\left( \text{prox}_{\beta \delta^T_{\mathcal{K}}}(z + \beta x) \right) + \frac{1}{1\beta} \| \beta \text{prox}_{\beta^{-1} \delta^T_{\mathcal{K}}}(\beta^{-1} z + x) \|^2 \right)
\]
\[
= \frac{1}{\beta} \left( \frac{1}{2} \| z + \beta x \|^2 - \| z + \beta x - \beta \text{prox}_{\beta^{-1} \delta^T_{\mathcal{K}}}(\beta^{-1} z + x) \|^2 \right)
\]
\[
- \beta \delta^T_{\mathcal{K}}\left( \text{prox}_{\beta^{-1} \delta^T_{\mathcal{K}}}(\beta^{-1} z + x) \right)
\]
\[
= \frac{1}{1\beta} \left( \| z \|^2 + \beta^2 \| x \|^2 + 2\beta z^T x - \| z + \beta x - \beta \Pi_{\mathcal{K}}(\beta^{-1} z + x) \|^2 \right),
\]
where we used (2.2), along with the fact that \((\beta \delta^*_K)(x) = \beta \delta_K(b^{-1}x)\), while \(\text{prox}_{(\beta \delta^*_K)}(x) = \beta \text{prox}_{\beta^{-1} \delta_K}(\beta^{-1}x)\). To finally derive the augmented Lagrangian, we substitute \(R\) in the last line of (2.4), which yields:

\[
L_\beta(x; y, z) = c^\top x + \frac{1}{2} x^\top Q x + g(x) - y^\top (A x - b) + \frac{\beta}{2} \|A x - b\|^2 - \frac{1}{2\beta}\|z\|^2 + \frac{1}{2\beta}\|z + \beta x - \beta \Pi_K(\beta^{-1}z + x)\|_F^2.
\] (2.5)

Assume that at an iteration \(k \geq 0\) of the algorithm, we have the estimates \((x_k, y_k, z_k)\) as well as the penalty parameters \(\beta_k, \rho_k\), such that \(\rho_k \equiv \frac{2}{\tau_k}\), where \(\{\tau_k\}\) is a non-increasing positive sequence, i.e. \(\tau_k > 0\) for all \(k \geq 0\). We begin by defining the following continuously differentiable function:

\[
\phi(x) \equiv \phi_{\beta_k, \rho_k}(x; x_k, y_k, z_k) := L_{\beta_k}(x; y_k, z_k) - g(x) + \frac{1}{2\rho_k}\|x - x_k\|^2.
\]

Using the previous notation, the minimization of the proximal augmented Lagrangian function can be written as \(\min_x \psi(x) := \phi(x) + g(x)\), and thus we need to find \(x^*\) such that

\[
(\nabla \phi(x^*))^\top (x - x^*) + g(x) - g(x^*) \geq 0, \quad \forall \, x \in \mathbb{R}^n.
\]

To that end, we observe that

\[
\nabla \phi(x) = c + Q x - A^\top y_k + \beta_k A^\top (A x - b) + (z_k + \beta_k x) - \beta_k \Pi_K(\beta_k^{-1} z_k + x) + \rho_k^{-1}(x - x_k).
\]

By introducing the variable \(y = y_k - \beta_k (A x - b)\) the optimality conditions of \(\min_x \psi(x)\) can be written as

\[
(0, 0) \in F_{\beta_k, \rho_k}(x, y),
\] (2.6)

where

\[
F_{\beta_k, \rho_k}(x, y) := \{(u', v') : u' \in r_{\beta_k, \rho_k}(x, y) + \partial g(x), \quad v' = A x + \beta_k^{-1}(y - y_k) - b\},
\]

\[
r_{\beta_k, \rho_k}(x, y) := c + Q x - A^\top y + (z_k + \beta_k x) - \beta_k \Pi_K(\beta_k^{-1} z_k + x) + \rho_k^{-1}(x - x_k).
\]

Notice that problem (2.6) admits a unique solution (since, as we show later in Proposition 1, it corresponds to a single-valued proximal operator). We now describe the primal-dual PMM in Algorithm PD-PMM.

Notice that we allow step (2.7) to be computed inexactly. In Section 2.1 we will provide precise conditions on this error sequence guaranteeing that Algorithm PD-PMM can achieve global linear and local superlinear convergence. Furthermore, notice that the characterization of \(\text{dist}(0, F_{\beta_k, \rho_k}(x, y))\) follows from the definition of \(F_{\beta_k, \rho_k}(x, y)\) as well as from the definition of \(\text{dist}(x, A)\) for some closed convex set \(A\). This connection is established in the Appendix for completeness (see Appendix A.2). Finally, we note that the condition in (2.7) can be evaluated expeditiously, since we assume that \(g(x) = \|D x\|_1\), for some positive semi-definite and diagonal matrix \(D\), and hence its sub-gradient is explicitly known.
Algorithm PD-PMM Primal-dual proximal method of multipliers

Input: \((x_0, y_0, z_0) \in \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^n\), \(\beta_0, \beta_{\infty}, \tau_{\infty} > 0\), and a non-increasing sequence \(\{\tau_k\}_{k=0}^{\infty}\) such that \(\tau_k \geq \tau_{\infty} > 0\) for all \(k \geq 0\).

Choose a sequence of positive numbers \(\{\epsilon_k\}\) such that \(\epsilon_k \to 0\).

for \((k = 0, 1, 2, \ldots)\) do

Find \((x_{k+1}, y_{k+1})\) such that:

\[
\text{dist} \left(0, F_{\beta_k \rho_k} (x_{k+1}, y_{k+1})\right) \leq \epsilon_k,
\]

where letting \(\hat{r} = r_{\beta_k \rho_k} (x_{k+1}, y_{k+1})\) we have

\[
\text{dist} \left(0, F_{\beta_k \rho_k} (x_{k+1}, y_{k+1})\right) = \left\| \begin{bmatrix} \hat{r} + \Pi_{\partial (g(x_{k+1}))} (-\hat{r}) \\ Ax_{k+1} + \beta_k^{-1} (y_{k+1} - y_k) - b \end{bmatrix} \right\|.
\]

Set

\[
z_{k+1} = (z_k + \beta_k x_{k+1}) - \beta_k \Pi_{\mathcal{K}} (\beta_k^{-1} z_k + x_{k+1}).
\]

Update

\[
\beta_{k+1} \not\to \beta_{\infty} \leq \infty, \quad \rho_{k+1} = \frac{\beta_{k+1}}{\tau_{k+1}}.
\]

end for

return \((x_k, y_k, z_k)\).

2.1 Convergence analysis

In this section we provide conditions on the error sequence \(\{\epsilon_k\}\) in (2.7) that guarantee the convergence of Algorithm PD-PMM, potentially at a global linear or local superlinear rate. We note that the analysis is immediately derived by the analyses in [41, Section 2] and [18, Section 10] (or by an extension of the analyses in [59, 60]) after connecting Algorithm PD-PMM to an appropriate proximal point iteration. To that end, let us define the maximal monotone operator \(T_{\ell}: \mathbb{R}^{2n+m} \rightrightarrows \mathbb{R}^{2n+m}\), associated to (P)–(D):

\[
T_{\ell}(x, y, z) := \{(u', v', w') : v' \in Qx + c - A^T y + z + \partial g(x),
\]

\[
\quad u' = Ax - b, \quad w' + x \in \partial \delta_{\mathcal{K}}^* (z)\}
\]

\[
= \{(u', v', w') : v' \in Qx + c - A^T y + z + \partial g(x),
\]

\[
\quad u' = Ax - b, \quad z \in \partial \delta_{\mathcal{K}} (x + w')\},
\]

where the second equality follows from [18, Lemma 5.7]. Obviously, the inverse of this operator can be written as

\[
T_{\ell}^{-1}(u', v', w') := \arg \max_{y, z} \min_x \{\ell(x, y, z) + u'^T x - v'^T y - w'^T z\}.
\]

Notice that Assumption 1 implies that \(T_{\ell}^{-1}(0) \neq \emptyset\). Following the result in [41], we note that \(T_{\ell}\) is in fact a polyhedral multifunction (see [57] for a detailed discussion on the properties of such multifunctions). In light of this property of \(T_{\ell}\) we note that the following holds.

Lemma 2.1. For any \(r > 0\), there exists \(\kappa > 0\) such that

\[
\text{dist}(p, T_{\ell}^{-1}(0)) \leq \kappa \text{dist}(0, T_{\ell}(p)), \quad \forall \ p \in \mathbb{R}^{2n+m}, \text{ with dist}(p, T_{\ell}^{-1}(0)) \leq r.
\]
Proof. The reader is referred to [41, Lemma 2.4] as well as [57].

Next, let us define the sequence of positive definite matrices \( \{R_k\}_{k=0}^{\infty} \) with \( R_k := \tau_k I_n \oplus I_m \oplus I_n \), for all \( k \geq 0 \), where \( \tau_k \) is defined in Algorithm PD-PMM and \( \oplus \) denotes the direct sum of two matrices. Using this sequence, we can define the single-valued and non-expansive proximal operator \( P_k : \mathbb{R}^{2n+m} \mapsto \mathbb{R}^{2n+m} \), associated to (2.9):

\[
P_k := (R_k + \beta_k T_k)^{-1} R_k. \tag{2.12}
\]

In particular, under our assumptions on the matrices \( R_k \), we have that (e.g. see [25, 41]) for all \( (u_1, v_1, w_1), (u_2, v_2, w_2) \in \mathbb{R}^{2n+m} \), the following inequality (non-expansiveness) holds

\[
\|(u_1, v_1, w_1) - P_k(u_2, v_2, w_2)\|_R \leq \|(u_1, v_1, w_1) - (u_2, v_2, w_2)\|_R. \tag{2.13}
\]

Obviously, we can observe that if \( (x^*, y^*, z^*) \in T_k^{-1}(0) \), then \( P_k(x^*, y^*, z^*) = (x^*, y^*, z^*) \).

We are now able to connect Algorithm PD-PMM with the proximal point iteration produced by (2.12).

**Proposition 1.** Let \( \{(x_k, y_k, z_k)\}_{k=0}^{\infty} \) be a sequence of iterates produced by Algorithm PD-PMM. Then, for every \( k \geq 0 \) we have that

\[
\|(x_{k+1}, y_{k+1}, z_{k+1}) - P_k(x_k, y_k, z_k)\|_R \leq \frac{\beta_k}{\min \{\sqrt{\tau_k}, 1\}} \text{dist}(0, F_{\beta_k, \rho_k}(x_{k+1}, y_{k+1})). \tag{2.14}
\]

**Proof.** Firstly, let us define the pair

\[
(\hat{u}, \hat{v}) := (r_{\beta_k, \rho_k}(x_{k+1}, y_{k+1}) + \Pi_{\partial g(x_{k+1})}(-r_{\beta_k, \rho_k}(x_{k+1}, y_{k+1})), Ax_{k+1} + \beta_k^{-1}(y_{k+1} - y_k) - b).
\]

We observe that given a sequence produced by Algorithm PD-PMM, we have

\[
\begin{bmatrix}
\hat{u} \\
\hat{v} \\
0
\end{bmatrix} + \beta_k^{-1} \begin{bmatrix}
\tau_k(x_k - x_{k+1}) \\
y_k - y_{k+1} \\
z_k - z_{k+1}
\end{bmatrix} \in T_k(x_{k+1}, y_{k+1}, z_{k+1}). \tag{2.15}
\]

To show this, we firstly notice that

\[
\begin{bmatrix}
\hat{u} \\
\hat{v} \\
0
\end{bmatrix} + \beta_k^{-1} \begin{bmatrix}
\tau_k(x_k - x_{k+1}) \\
y_k - y_{k+1} \\
z_k - z_{k+1}
\end{bmatrix} \in \begin{bmatrix}
Q x_{k+1} + c - A^\top y_{k+1} + z_{k+1} + \partial g(x_{k+1}) \\
Ax_{k+1} - b
\end{bmatrix},
\]

where we used the definition of the \((\hat{u}, \hat{v})\) as well as (2.8). It remains to show that \( \beta_k^{-1}(z_k - z_{k+1}) \in -x_{k+1} + \partial \delta_K^*(z_{k+1}) \). Alternatively, from the second equality in (2.9), we need to show that \( z_{k+1} \in \partial \delta_K(x_{k+1} + \beta_k^{-1}(z_k - z_{k+1})) \). To that end, we characterize the subdifferential of \( \partial \delta_K(\cdot) \). By convention we have that \( \partial \delta_K(\bar{x}) = \emptyset \) if \( \bar{x} \notin K \). Hence, assume that \( \bar{x} \in K \). Then, we obtain

\[
\partial \delta_K(\bar{x}) = \{ \bar{z} \in \mathbb{R}^n : \bar{z}^\top (\bar{x} - \bar{x}) \leq \delta_K(\bar{x}), \ \forall \ \bar{x} \in \mathbb{R}^n \}.
\]

By inspection, we fully characterize the latter component-wise, for any \( i \in \{1, \ldots, n\} \) as follows

\[
\partial \delta_{\{l_i, u_i\}}(\bar{x}) = \begin{cases} 
\{0\} & \bar{x}_i \in (l_i, u_i), \\
(-\infty, 0] & \bar{x}_i = l_i, \\
[0, \infty) & \bar{x}_i = u_i.
\end{cases}
\]
From (2.8) we have that \( z_{k+1} = z_k + \beta_k x_{k+1} - \beta_k \Pi_K(\beta_k^{-1} z_k + x_{k+1}) \). Proceeding component-wise, if \((\beta_k^{-1} z_{k,i} + x_{k+1,i}) \in (l_i, u_i)\), then \( z_{k+1,i} = 0 \), i.e.

\[
0 = z_{k+1,i} \in \partial \delta_{l_i,u_i}(x_{k+1,i} + \beta_k^{-1}(z_{k,i} + z_{k+1,i})) = \partial \delta_{l_i,u_i}(\beta_k^{-1} z_{k,i} + x_{k+1,i}).
\]

If \((\beta_k^{-1} z_{k,i} + x_{k+1,i}) \leq l_i\), then \( z_{k+1,i} \leq 0 \), and from the previous characterization we obtain that \( z_{k+1,i} \in \partial \delta_{K}(l_i) \). Finally, if \((\beta_k^{-1} z_{k,i} + x_{k+1,i}) \geq u_i\), we obtain that \( z_{k+1,i} \geq 0 \) and thus \( z_{k+1,i} \in \partial \delta_{K}(u_i) \). This shows that (2.15) holds.

Next, by appropriately re-arranging (2.15) we obtain

\[
\begin{bmatrix}
x_{k+1} \\
y_{k+1} \\
z_{k+1}
\end{bmatrix} = P_k \left( R_k^{-1} \begin{bmatrix} \hat{u} \\ \hat{v} \\ 0 \end{bmatrix} + \begin{bmatrix} x_k \\ y_k \\ z_k \end{bmatrix} \right),
\]

where \( P_k \) is defined in (2.12). Subtracting both sides by \( P_k(x_k, y_k, z_k) \), taking norms, using the non-expansiveness of \( P_k \) (see (2.13)), and noting that \( \text{dist}(0, F_{\rho_k}(x_{k+1}, y_{k+1})) = \| (\hat{u}, \hat{v}) \| \) (see Appendix A.2), yields (2.14) and concludes the proof.

Now that we have established the connection of Algorithm PD-PMM with the proximal point iteration governed by the operator \( P_k \) defined in (2.12), we can directly provide conditions on the error sequence in (2.7), to guarantee global (possibly linear) and potentially local superlinear convergence of Algorithm PD-PMM. To that end, we will make use of certain results, as reported in [41, Section 2] (and also found in [18, Sections 9–10]). Firstly, we provide the global convergence result for the algorithm.

**Theorem 2.2.** Let Assumption 1 hold. Let \( \{(x_k, y_k, z_k)\}_{k=0}^{\infty} \) be generated by Algorithm PD-PMM. Furthermore, assume that we choose a sequence \( \{\epsilon_k\}_{k=0}^{\infty} \) in (2.7), such that

\[
\epsilon_k \leq \min\{\sqrt{\beta_k}, 1\}, \quad 0 \leq \beta_k, \quad \sum_{k=0}^{\infty} \delta_k < \infty. \tag{2.16}
\]

Then, \( \{(x_k, y_k, z_k)\}_{k=0}^{\infty} \) is bounded and converges to a primal-dual solution of (P)-(D).

**Proof.** The proof is omitted since it is a direct application of [41, Theorem 2.3], which is a direct extension of [60, Theorem 1]. See also the more general developments in [18, Section 9.2].

Next, we discuss local superlinear convergence of Algorithm PD-PMM, which is again given by direct application of the results in [18, 41]. To that end, let \( r > \sum_{k=0}^{\infty} \delta_k \), where \( \delta_k \) is defined in (2.16). Then, from Lemma 2.1 we know that there exists \( \kappa > 0 \) associated with \( r \) such that

\[
\text{dist}((x, y, z), T_r^{-1}(0)) \leq \kappa \text{dist}(0, T_r(x, y, z)), \tag{2.17}
\]

for all \((x, y, z) \in \mathbb{R}^{2n+m}\) such that \( \text{dist}((x, y, z), T_r^{-1}(0)) \leq r \).

**Theorem 2.3.** Let Assumption 1 hold. Furthermore, assume that \((x_0, y_0, z_0)\) satisfies \( \text{dist}_{R_0}((x_0, y_0, z_0), T_r^{-1}(0)) \leq r - \sum_{k=0}^{\infty} \delta_k \), where \( \delta_k \) is defined in (2.16). Let also \( \kappa \) be given as in (2.17) and assume that we choose a sequence \( \{\epsilon_k\}_{k=0}^{\infty} \) in (2.7) such that

\[
\epsilon_k \leq \min\{\sqrt{\beta_k}, 1\} \min\{\delta_k, \delta_k'\| (x_{k+1}, y_{k+1}, z_{k+1}) - (x_k, y_k, z_k) \|_{R_k} \}, \tag{2.18}
\]
where $0 \leq \delta_k$, $\sum_{k=0}^{\infty} \delta_k < \infty$, and $0 \leq \delta_k' < 1$, $\sum_{k=0}^{\infty} \delta_k' < \infty$. Then, for all $k \geq 0$ we have that

\[
\text{dist}_R(x_{k+1}, y_{k+1}, z_{k+1}, T_{\ell}^{-1}(0)) \leq \mu_k \text{dist}_R(x_k, y_k, z_k, T_{\ell}^{-1}(0))
\]

(2.19)

where

\[
\mu_k := (1 - \delta_k')^{-1} \left( \delta_k' (1 + \delta_k') \frac{\kappa \gamma_k}{\sqrt{\beta_k^2 + \kappa^2 \gamma_k^2}} \right),
\]

with $\gamma_k := \max\{\tau_k, 1\}$. Finally,

\[
\lim_{k \to \infty} \mu_k = \mu_\infty := \frac{\kappa \gamma_\infty}{\sqrt{\beta_\infty^2 + \kappa^2 \gamma_\infty^2}} \quad (\mu_\infty = 0, \text{ if } \beta_\infty = \infty),
\]

where $\gamma_\infty = \max\{\tau_\infty, 1\}$.

**Proof.** The proof is omitted since it follows by direct application of [41, Theorem 2.5] (see also [60, Theorem 2]).

**Remark 1.** Following [41, Remarks 2, 3], we can choose a non-increasing sequence $\{\delta_k'\}_{k=0}^{\infty}$ and a large enough $\beta_0$ such that $\mu_0 < 1$, which in turn implies that $\mu_k \leq \mu_0 < 1$, yielding a global linear convergence of both $\text{dist}((x_k, y_k, z_k), T_{\ell}^{-1}(0))$ as well as $\text{dist}_R((x_k, y_k, z_k), T_{\ell}^{-1}(0))$.

Furthermore, one can mirror the analysis in [41, Section 3.3], which indicates that Algorithm PD-PMM can have a finite termination property assuming that the associated PMM sub-problems are solved accurately enough.

### 3 Semismooth Newton method

In this section we employ a semi-smooth Newton (SSN) method to solve problem (2.7) in Algorithm PD-PMM. More specifically, given the estimates $(x_k, y_k, z_k)$ as well as the penalties $\beta_k$, $\rho_k$, we apply SSN to approximately solve (2.6). Given any bounded positive penalty $\zeta_k > 0$, the optimality conditions in (2.6) can equivalently be written as

\[
\hat{F}_{\beta_k, \rho_k, \zeta_k}(x, y) := \begin{bmatrix} x - \text{prox}_{\zeta_k g}(x - \zeta_k r_{\beta_k, \rho_k}(x, y)) \\ \zeta_k (Ax + \beta_k^{-1}(y - y_k) - b) \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \end{bmatrix},
\]

(3.1)

which follows from the properties of the $\text{prox}_{\zeta_k g}(\cdot)$ operator. We set $x_0 = x_k$, $y_0 = y_k$, and at every iteration $j$ of SSN, we approximately solve a system of the following form:

\[
M_k \begin{bmatrix} dx \\ dy \end{bmatrix} = -\hat{F}_{\beta_k, \rho_k, \zeta_k}(x_k, y_k),
\]

(3.2)

where $M_k \in \mathcal{M}_k$, with

\[
\mathcal{M}_k := \left\{ M = \begin{bmatrix} M_1 & M_2 \\ \zeta_k A & \beta_k^{-1} I_m \end{bmatrix} \in \mathbb{R}^{(n+m) \times (n+m)} : \right. \\
M_1 = \left( I - \hat{B}_{k_j}(\tilde{u}_{k_j}) \right) + \zeta_k \hat{B}_{k_j}(\tilde{u}_{k_j}) H(x_k, y_k), \\
H(x_k, y_k) \in \partial F(x_k, y_k) \right\},
\]

(3.3)

\[
\hat{B}_{k_j}(\tilde{u}_{k_j}) \in \partial F(\text{prox}_{\zeta_k g}(\tilde{u}_{k_j})), \quad \tilde{u}_{k_j} = x_k - \zeta_k r_{\beta_k, \rho_k}(x_k, y_k),
\]

\[
M_2 = -\zeta_k \hat{B}_{k_j}(\tilde{u}_{k_j}) A^T.
\]
The symbol $\partial^C_w(\cdot)$ denotes the Clarke subdifferential of a function (see [17]) with respect to $x$, which can be obtained as the convex hull of the Bouligand subdifferential ([17, 63]). We know that the Clarke subdifferential is a Newton derivative (see [18, Chapter 13]), as we have that $r_{\beta_k,\rho_k}(\cdot, y)$ and $g(\cdot)$ are piecewise continuously differentiable (i.e. PC$^1$) and regular functions (see [18]).

Using [18, Theorem 14.7] (see also [18, Example 14.9]), we obtain that for any $i \in \{1, \ldots, n\}$:

$$
\partial^C_{w_i}(\Pi_{[l_i, u_i]}(w_i)) = \begin{cases}
\{1\}, & \text{if } w_i \in (l_i, u_i), \\
\{0\}, & \text{if } w_i \notin [l_i, u_i], \\
[0, 1], & \text{if } w_i \in \{l_i, u_i\}.
\end{cases}
$$

Furthermore, since $g(x) = \|Dx\|_1$, where $D$ positive semi-definite and diagonal, we have

$$(\text{prox}_{\hat{\zeta}_i g}(w))_i = \max \left\{ |w_i| - \zeta_k D(i,i), 0 \right\} \text{sign}(w_i),$$

where $\text{sign}(\cdot)$ represents the sign of a scalar, and

$$(\partial^C_w(\text{prox}_{\hat{\zeta}_i g}(w)))_i = \begin{cases}
\{1\}, & \text{if } |w_i| > \zeta_k D(i,i), \text{ or } D(i,i) = 0, \\
\{0\}, & \text{if } |w_i| < \zeta_k D(i,i), \\
[0, 1], & \text{if } |w_i| = \zeta_k D(i,i).
\end{cases}$$

In order to complete the derivation of the SSN, we need to define a primal-dual merit function, based on which a backtracking line-search method will be employed to ensure that SSN is globally convergent. To that end, we write the resulting primal-dual sub-problem as an $\ell_1$-regularized convex instance, by using a generalized primal-dual augmented Lagrangian merit function (e.g. see [30]). Thus we obtain:

$$
\hat{\psi}(x, y) = \hat{\phi}(x, y) + g(x), \quad \hat{\phi}(x, y) := \phi(x) + \frac{\beta_k}{2} \|Ax + \beta_k^{-1}(y - y_k) - b\|^2,
$$

and the SSN sub-problem can be expressed as $\min_{x,y} \hat{\psi}(x, y)$. If $g(x) = 0$, then this smooth primal-dual merit function can be used to globalize the SSN. For properties as well as an analysis of this merit function, we refer the reader to [4, 30]. However, in the non-smooth case we have to resort to a different globalization strategy. Here we use the following merit function to globalize the SSN:

$$
\Theta(x, y) := \left\| \hat{F}_{\rho_k, \hat{\zeta}_k} (x_k, y_k) \right\|^2.
$$

(3.4)

This function is very often employed when globalizing SSN schemes applied to non-smooth equations of the form of (3.1) (also known as the natural map, e.g. see [56, 58]) by means of line-search. Indeed, its directional derivatives can be computed easily, assuming that the Bouligand subdifferential is exploited (see for example the analyses in [13, 32, 33, 45, 55] and the references therein). Algorithm SSN outlines a globalized and locally superlinearly convergent semismooth Newton method for the approximate solution of (2.7). We assume that the associated linear systems are approximately solved by means of a Krylov subspace method. An analysis of the effect of errors arising from the use of Krylov methods within SSN applied to nonsmooth equations can be found in [13].

Global convergence and local superlinear convergence of Algorithm SSN has been established multiple times in the literature, and we refer the reader to [13, 33, 45, 55] and the references therein for more details.
Algorithm SSN Semismooth Newton method

Input: Let $\epsilon_k > 0$, $\eta_1 \in (0, 1)$, $\eta_2 \in (0, 1]$, $\mu \in (0, \frac{1}{2})$, $\delta \in (0, 1)$, $\zeta_k > 0$.

Set: $x_{k0} = x_k$, $y_{k0} = y_k$.

for $(j = 0, 1, 2, \ldots)$ do

Compute $M_{kj} \in \mathcal{M}_{kj}$, where $\mathcal{M}_{kj}$ is defined in (3.3).

Solve:

$$M_{kj} \left[ \frac{d_x}{d_y} \right] \approx -\tilde{F}_{\beta_k, \rho_k, \zeta_k} \left( x_{kj}, y_{kj} \right),$$

such that $\left\| M_{kj} \left[ \frac{d_x}{d_y} \right] + \tilde{F}_{\beta_k, \rho_k, \zeta_k} \left( x_{kj}, y_{kj} \right) \right\| \leq \min \left\{ \eta_1, \left\| \tilde{F}_{\beta_k, \rho_k, \zeta_k} \left( x_{kj}, y_{kj} \right) \right\|^{1+\eta_2} \right\}$. 

(Line Search) Set $\alpha_j = \delta^{m_j}$, where $m_j$ is the first non-negative integer for which:

$$\Theta \left( x_{kj} + \delta^{m_j} d_x, y_{kj} + \delta^{m_j} d_y \right) \leq (1 - 2\mu\delta^{m_j}) \Theta \left( x_{kj}, y_{kj} \right)$$

$$x_{k,j+1} = x_{kj} + \alpha_j d_x, \quad y_{k,j+1} = y_{kj} + \alpha_j d_y.$$ 

if $(\text{dist} \left( 0, F_{\beta_k, \rho_k} \left( x_{kj}, y_{kj} \right) \right) \leq \epsilon_k)$ then

return $(x_{k,j+1}, y_{k,j+1})$.

end if

end for

At this point we should mention other alternatives to the merit function given in (3.4).

In particular, there has been an extensive literature on the globalization of semismooth Newton methods for the solution of nonsmooth equations. Indeed, there have been developed approaches based on trust-region strategies (e.g. see [1, 16, 23, 44, 56]), as well as line-search strategies based on smooth penalty functions (e.g. see the developments on the forward-backward envelope (FBE) [49, 50, 65, 66] or developments based on the proximal point method [24]). We have chosen to employ (3.4) since it is well-studied in the literature, it is simple to implement, and performs quite well for the problems studied in this paper.

3.1 Approximate solution of the SSN linear systems

We note that the major bottleneck of the previously presented inner-outer scheme, is the approximate solution of the associated linear systems in (3.2). As one can observe, Algorithm SSN does not require an exact solution. In turn this allows us to utilize preconditioned Krylov subspace solvers for the efficient solution of such systems.

Let $k \geq 0$ be an arbitrary iteration of Algorithm PD-PMM, and $j \geq 0$ an arbitrary iteration of Algorithm SSN. Firstly, let us notice that any element $B_{kj} \in \partial \mathcal{C} \left( r_{\beta_k, \rho_k} \left( x_{kj}, y_{kj} \right) \right)$ yields a Newton derivative (see [18, Theorem 14.8]). The same applies for any element $\hat{B}_{kj} \in \partial \mathcal{C} \left( \text{prox}_{\zeta_k, \hat{a}} \left( \hat{a}_{kj} \right) \right)$. Thus, we can choose $B_{kj}$, $\hat{B}_{kj}$ to improve computational efficiency. To that end, we set $B_{kj}$ as a diagonal matrix with

$$B_{kj,(i,i)} := \begin{cases} 1, & \text{if } \beta_k^{-1} z_{k,i} + x_{k,i} \in (l_i, u_i), \\ 0, & \text{otherwise}, \end{cases} \quad (3.5)$$

and $\hat{B}_{kj}$ as the following diagonal matrix:

$$\hat{B}_{kj,(i,i)} := \begin{cases} 1, & \text{if } |\hat{u}_{kj}| > \zeta_k D_{(i,i)}, \text{ or } D_{(i,i)} = 0, \\ 0, & \text{otherwise}, \end{cases} \quad (3.6)$$
where $\hat{u}_{kj}$ is defined in (3.3). Given (3.5), we can now explicitly write (3.2), for inner-outer iteration $k_j$ in the following saddle-point form

$\begin{bmatrix}
-G_{kj} & \zeta_k \hat{B}_j A^T \\
\zeta_k A & \zeta_k \beta_k^{-1} I_m
\end{bmatrix} M_{kj} \begin{bmatrix}
x_{kj} \\
y_k
\end{bmatrix} = \begin{bmatrix}
x_k - \text{prox}_{\zeta_k g} (\hat{u}_{kj}) \\
\zeta_k \left( b - A x_k - \beta_k^{-1} (y_k - y_k) \right)
\end{bmatrix},$

(3.7)

where

$G_{kj} := \left( I_n - \hat{B}_{kj} \right) + \zeta_k \hat{B}_{kj} H_{kj},$

and

$H_{kj} := Q + (\beta_k + \rho_k^{-1}) I_n - \beta_k B_{kj}.$

Driven from the definition of $\hat{B}_{kj}$ in (3.6), let us define the following index sets

$\hat{B}_j := \{ i \in \{1, \ldots, n\} : \hat{B}_{kj} = 1 \}, \quad \hat{N}_j := \{1, \ldots, n\} \setminus \hat{B}_j.$

Observe that $A \hat{B}_{kj} = \begin{bmatrix} A \hat{B}_j & 0 \end{bmatrix} \mathcal{P}^\top$, where $\mathcal{P}$ is an appropriate permutation matrix. Furthermore, we write:

$\mathcal{P}^\top G_{kj} \mathcal{P} = \begin{bmatrix}
\zeta_k H_{kj,(\hat{B}_j,\hat{B}_j)} & \zeta_k H_{kj,(\hat{B}_j,\hat{N}_j)} \\
0 & I_{\hat{N}_j}
\end{bmatrix}.$

Using the introduced notation, we re-write (3.7) as

$\begin{bmatrix}
-\zeta_k H_{kj,(\hat{B}_j,\hat{B}_j)} & -\zeta_k H_{kj,(\hat{B}_j,\hat{N}_j)} & \zeta_k A^T \hat{B}_j \\
0 & I_{\hat{N}_j} \\
\zeta_k A \hat{B}_j & \zeta_k A \hat{N}_j & \zeta_k \beta_k^{-1} I_m
\end{bmatrix} \begin{bmatrix}
d_{x,\hat{B}_j} \\
d_{x,\hat{N}_j} \\
d_y
\end{bmatrix} = \begin{bmatrix}
\mathcal{P}^\top - I_m \\
\mathcal{P}^\top I_m
\end{bmatrix} \begin{bmatrix}
\hat{F}_{\beta_k,\rho_k,\zeta_k} (x_k, y_k)
\end{bmatrix}.$

From the second block equation of the previous system, we obtain

$d_{x,\hat{N}_j} = - \left( x_{kj} - \text{prox}_{\zeta_k g} (\hat{u}_{kj}) \right)_{\hat{N}_j}.$

Thus, system (3.7) is reduced to the following saddle-point system

$\begin{bmatrix}
-H_{kj,(\hat{B}_j,\hat{B}_j)} & A^T \hat{B}_j \\
A \hat{B}_j & \beta_k^{-1} I_m
\end{bmatrix} \begin{bmatrix}
d_{x,\hat{B}_j} \\
d_{x,\hat{N}_j}
\end{bmatrix} = \begin{bmatrix}
\zeta_k^{-1} \left( x_k - \text{prox}_{\zeta_k g} (\hat{u}_{kj}) \right)_{\hat{B}_j} + H_{kj,(\hat{B}_j,\hat{N}_j)} d_{x,\hat{N}_j} \\
\left( b - A x_k - \beta_k^{-1} (y_k - y_k) \right)_{\hat{N}_j} d_{x,\hat{N}_j}
\end{bmatrix}.$

(3.8)

the coefficient matrix of which is symmetric quasi-definite (see [68] for a detailed discussion on symmetric quasi-definite matrices).

Next, we would like to construct an effective preconditioner for $\hat{M}_{kj}$. To that end, we define

$\hat{M}_{kj} := \begin{bmatrix}
\hat{H}_{kj,(\hat{B}_j,\hat{B}_j)} & 0 \\
0 & \left( A \hat{B}_j E_{kj} A^T \hat{B}_j + \beta_k^{-1} I_m \right)
\end{bmatrix},$

(3.9)
with $\tilde{H}_{kj, (\tilde{B}_j, \tilde{B}_j)} := \text{Diag} \left( H_{kj, (\tilde{B}_j, \tilde{B}_j)} \right)$ and $E_{kj} \in \mathbb{R}^{|\tilde{B}_j| \times |\tilde{B}_j|}$ the diagonal matrix defined as

$$E_{kj, (i,i)} := \begin{cases} \tilde{H}_{kj, (\tilde{B}_j, \tilde{B}_j)}^{-1} & \text{if } \beta_k^{-1} z_{k,i} + x_{kj, \tilde{B}_j,i} \in (l_{\tilde{B}_j,i}, u_{\tilde{B}_j,i}), \\ 0, & \text{otherwise}, \end{cases}$$

where $\tilde{B}_{j,i}$ denotes the $i$-th index of this index set, following the order imposed by the permutation matrix $\mathcal{P}$.

The preconditioner in (3.9) is an extension of the preconditioner proposed in [8, 31] for the solution of linear systems arising from the application of a regularized interior point method to convex quadratic programming problems. Being a diagonal matrix, $E_{kj}$ yields a sparse approximation of the Schur complement of the saddle-point matrix in (3.9). This sparse approximation is then used to construct a positive definite block-diagonal preconditioner (i.e. $\tilde{M}_{kj}$), which can be used within a symmetric Krylov solver, like the minimal residual (MINRES) method (see [48]). In order to invert the $(2,2)$ block of $\tilde{M}_{kj}$, one can employ a Cholesky decomposition.

In what follows, we analyze the spectral properties of the preconditioned matrix $(\tilde{M}_{kj})^{-1} \tilde{M}_{kj}$. To that end, let

$$\tilde{S}_{kj} := \left( A_{\tilde{B}_j} \tilde{H}_{kj, (\tilde{B}_j, \tilde{B}_j)}^{-1} A_{\tilde{B}_j}^\top + \beta_k^{-1} I_m \right), \quad \tilde{S}_{kj} := \left( A_{\tilde{B}_j} E_{kj} A_{\tilde{B}_j}^\top + \beta_k^{-1} I_m \right).$$

In the following lemma, we bound the eigenvalues of the preconditioned matrix $\tilde{S}_{kj}^{-1} \tilde{S}_{kj}$. This is subsequently used to analyze the spectrum of $\tilde{M}_{kj}^{-1} \tilde{M}_{kj}$.

**Lemma 3.1.** Given two arbitrary iterates $k$ and $j$ of Algorithms PD-PMM and SSN, respectively, we have that

$$1 \leq \lambda \leq 1 + \sigma_{\text{max}}^2(A) \left( \frac{1}{1 + \beta_k^{-2} \tau_k} \right),$$

where $\lambda \in \lambda \left(\tilde{S}_{kj}^{-1} \tilde{S}_{kj}\right)$, and $\beta_{\infty}$, $\tau_{\infty}$ are defined in Algorithm PD-PMM.

**Proof.** Consider the preconditioned matrix $\tilde{S}_{kj}^{-1} \tilde{S}_{kj}$, and let $(\lambda, u)$ be its eigenpair. Then, $\lambda$ must satisfy the following equation:

$$\lambda = \frac{u^\top (A_B B_B A_B^\top + \beta_k^{-1} I_m + A_N D_N A_N^\top) u}{u^\top (A_B B_B A_B^\top + \beta_k^{-1} I_m) u},$$

where $B = \{ i \in \tilde{B}_j : B_{kj,(i,i)} = 1 \}$, $N = \tilde{B}_j \setminus B$, $D_B = \tilde{H}_{kj,(B,B)}^{-1}$, $D_N = \tilde{H}_{kj,(N,N)}^{-1}$. The above equality holds since $\tilde{H}_{kj}$ is a diagonal matrix, and $E_{kj,(i,i)} = 0$ is zero for every $i$ such that $\tilde{B}_{j,i} \notin B$ (indeed, see the definition in (3.10)). Hence, from positive semi-definiteness of $Q$, we derive

$$1 \leq \lambda = 1 + \frac{u^\top (A_N D_N A_N^\top) u}{u^\top (A_B B_B A_B^\top + \beta_k^{-1} I_m) u} \leq 1 + \beta_k \sigma_{\text{max}}^2(A_N) \left( \beta_k + \rho_k^{-1} \right)^{-1}$$

$$\leq 1 + \sigma_{\text{max}}^2(A) \left( \frac{1}{1 + \beta_k^{-2} \tau_k} \right)$$

$$\leq 1 + \sigma_{\text{max}}^2(A) \left( \frac{1}{1 + \beta_{\infty}^{-2} \tau_{\infty}} \right),$$

where we used that $\rho_k = \beta_k / \tau_k$, $\beta_k \leq \beta_{\infty}$, and $\tau_k \geq \tau_{\infty}$. \hfill $\square$
Given Lemma 3.1, we are now able to invoke [8, Theorem 3] to characterize the spectral properties of the preconditioned matrix \( \tilde{M}_{kj}^{-1}M_{kj} \). Before proceeding with the theorem, let us introduce some notation. Let

\[
\begin{align*}
S_{kj} & := \left( \frac{1}{2} S_{kj} \right)^{-1/2}, \\
H_{kj} & := \tilde{H}_{kj,(\tilde{E}_{kj})}^{1/2} H_{kj,(\tilde{E}_{kj})}^{-1/2} \tilde{H}_{kj,(\tilde{E}_{kj})}^{-1/2}, \\
\alpha_{NE} & := \lambda_{\min}(S_{kj}), \\
\beta_{NE} & := \lambda_{\max}(S_{kj}), \\
\alpha_H & := \lambda_{\min}(H_{kj}), \\
\beta_H & := \lambda_{\max}(H_{kj}),
\end{align*}
\]

Notice that Lemma 3.1 yields upper and lower bounds for \( \alpha_{NE} \) and \( \beta_{NE} \). From the definition of \( H_{kj} \) we can also obtain that \( \alpha_H \leq 1 \leq \beta_H \) (see [8]). We are now ready to state the spectral properties of the preconditioned matrix \( \tilde{M}_{kj}^{-1}M_{kj} \).

**Theorem 3.2.** Let \( k, j \) be some arbitrary iteration counts of Algorithms PD-PMM and SSN, respectively. Then, the eigenvalues of \( \tilde{M}_{kj}^{-1}M_{kj} \) lie in the union of the following intervals:

\[
I_- := [-\beta_H - \sqrt{\beta_{NE}} - \alpha_H], \\
I_+ := \left[ \frac{1}{1 + \beta_H}, 1 + \sqrt{\beta_{NE}} - 1 \right].
\]

**Proof.** We omit the proof, which follows by direct application of [8, Theorem 3]. \( \square \)

**Remark 2.** By combining Lemma 3.1 with Theorem 3.2, we can observe that the eigenvalues of the preconditioned matrix \( \tilde{M}_{kj}^{-1}M_{kj} \) are not deteriorating as \( \beta_k \to \infty \). In other words, the preconditioner is robust with respect to the penalty parameters \( \beta_k, \rho_k \) of Algorithm PD-PMM. Furthermore, our choices of \( B_{kj}, \tilde{B}_{kj} \) in (3.5) and (3.6) respectively, serve the purpose of further sparsifying the preconditioner in (3.9), thus potentially further sparsifying its Cholesky decomposition.

**Remark 3.** For problems solved within this work, a diagonal approximation of the Hessian (within the preconditioner) seems sufficient to deliver very good performance. Indeed, this is the case for a wide range of problems. However, in certain instances, one might consider non-diagonal approximations of the Hessian. In that case, the preconditioner in (3.9) can be readily generalized and analyzed, following the developments in [31, Section 3].

## 4 Warm-starting

Following the developments in [41, 73], we would like to find a starting point \((x_0, y_0, z_0)\) for Algorithm PD-PMM that is relatively close to the solution of (P)–(D), since then we can expect to observe early linear convergence of the algorithm. To that end, we employ a proximal alternating direction method of multipliers (pADMM; e.g. see [22, 72]) to find an approximate solution of (P)–(D). To do so, we reformulate (P) by introducing an artificial variable \( w \), as follows:

\[
\min_{x \in \mathbb{R}^n, w \in \mathbb{R}^n} c^\top x + \frac{1}{2} x^\top Q x + g(w) + \delta_K(w), \quad \text{s.t. } Ax = b, \quad w - x = 0. \quad (P')
\]

Given a penalty \( \sigma > 0 \), we associate the following augmented Lagrangian to \((P')\)

\[
\hat{L}_\sigma(x, w, y_1, y_2) := c^\top x + \frac{1}{2} x^\top Q x + g(w) + \delta_K(w) - y_1^\top (Ax - b) - y_2^\top (w - x) + \frac{\sigma}{2} ||Ax - b||^2 + \frac{\sigma}{2} ||w - x||^2.
\]
Let an arbitrary positive definite matrix $R_x$ be given, and assume the notation $\|x\|_{R_x}^2 = x^T R_x x$. We now provide (in Algorithm pADMM) a proximal ADMM for the approximate solution of (P’).

**Algorithm pADMM proximal ADMM**

**Input:** $\sigma > 0$, $R_x > 0$, $\gamma \in \left(0, \frac{1 + \sqrt{5}}{2}\right)$, $(x_0, w_0, y_{1,0}, y_{2,0}) \in \mathbb{R}^{3n+m}$.

for $(k = 0, 1, \ldots)$ do

\[
\begin{align*}
    w_{k+1} &= \arg \min_w \left\{ \hat{L}_\sigma (x_k, w, y_{1,k}, y_{2,k}) \right\} \equiv \Pi_{\mathcal{K}} \left( \text{prox}_{\sigma^{-1}g} \left(x_k + \sigma^{-1}y_{2,k}\right) \right).
    \\
    x_{k+1} &= \arg \min_x \left\{ \hat{L}_\sigma (x, w_{k+1}, y_{1,k}, y_{2,k}) + \frac{1}{2} \|x - x_k\|_{R_x}^2 \right\}.
    \\
    y_{1,k+1} &= y_{1,k} - \gamma \sigma (Ax_{k+1} - b).
    \\
    y_{2,k+1} &= y_{2,k} - \gamma \sigma (w_{k+1} - x_{k+1}).
\end{align*}
\]

end for

Let us notice that under certain standard assumptions on (P’), Algorithm pADMM is able to achieve linear convergence (see [22]). This holds even in cases where $R_x$ is not positive definite; the reader is referred to [22, 37] for specific conditions on the nature of the indefiniteness of $R_x$. Nevertheless, here we assume that $R_x$ is positive definite and in particular, we employ it as a means of reducing the memory requirements of this approach. More specifically, given some constant $\sigma > 0$, such that $\sigma I_n - \text{Off}(Q) > 0$, we define

\[
    R_x = \sigma I_n - \text{Off}(Q),
\]

where $\text{Off}(B)$ denotes the matrix with zero diagonal and off-diagonal elements equal to the off-diagonal elements of $B$.

Notice that the first, third and fourth steps of Algorithm pADMM are trivial to solve, since we have assumed that $g(x) = \|Dx\|_1$, which is a proximable function (i.e. a convex function, the proximal operator of which can be computed expeditiously). Thus, the main computational bottleneck lies in the solution of the second sub-problem.

In order to efficiently solve the second step of Algorithm pADMM, we merge it with the subsequent dual updates (in steps three and four). This yields the following system of equations:

\[
\begin{bmatrix}
-\gamma (Q + R_x) & A^T & -I_n \\
A & \frac{1}{\gamma \sigma} I_m & 0 \\
-I_n & 0 & \frac{1}{\gamma \sigma} I_n
\end{bmatrix}
\begin{bmatrix}
x \\
y_1 \\
y_2
\end{bmatrix} = 
\begin{bmatrix}
\gamma (c - R_x x_k) + (1 - \gamma) (A^T y_{1,k} - y_{2,k}) \\
\frac{1}{\gamma \sigma} y_{1,k} \\
\frac{1}{\gamma \sigma} y_{2,k} - w_{k+1}
\end{bmatrix}.
\]

Assuming we have sufficient memory, the previous system can be solved by means of a $LDL^T$ factorization, since the coefficient matrix is symmetric quasi-definite (see [3, 68]). The benefit of this approach is that a single factorization can be utilized for all iterations of Algorithm pADMM. If the available memory is not sufficient, or the problem under consideration is structured (e.g. its data matrices belong to an appropriate structured matrix sequence), one might attempt to solve the previous system using a symmetric solver like MINRES ([48]) or CG ([34]). In this case, a preconditioner for either MINRES or CG would have to be computed only once (see for example the solver in [54]).

Finally, once an approximate solution $(\bar{x}, \bar{w}, \bar{y}_1, \bar{y}_2)$ is retrieved, we set the starting point of Algorithm PD-PMM as $(x_0, y_0, z_0) = (\bar{x}, \bar{y}_1, z)$, where

\[
    z = \bar{y}_2 - \Pi_{\partial g(\bar{w})} (\bar{y}_2).
\]
Indeed, an optimal primal-dual solution of \((P')\) is such that \(\tilde{y}^*_u \in \partial g(\tilde{w}^*) + \partial \delta_{\mathcal{K}}(\tilde{w}^*)\), thus the characterization of \(z\) in Algorithm PD-PMM can be obtained as in the Appendix (see Appendix A.3).

5 Applications to PDE-constrained optimization

In this section, we test the proposed methodology on some optimization problems with partial differential equation (PDE) constraints. We note that various other applications would be suitable for the presented method, however, we observe that the approach is especially efficient when applied to PDE optimization instances, and thus we focus on such problems.

We consider optimal control problems of the following form:

\[
\begin{align*}
\min_{y,u} & \quad J(y(x), u(x)), \\
\text{s.t.} & \quad Dy(x) + u(x) = g(x), \\
& \quad u_a(x) \leq u(x) \leq u_b(x),
\end{align*}
\]

(5.1)

where \((y, u) \in H^1(\Omega) \times L^2(\Omega), J(y(x), u(x))\) is a convex functional defined as

\[
J(y(x), u(x)) := \frac{1}{2} \|y - \bar{y}\|_{L^2(\Omega)}^2 + \frac{\alpha_1}{2} \|u\|_{L^1(\Omega)}^2 + \frac{\alpha_2}{2} \|u\|_{L^2(\Omega)}^2,
\]

(5.2)

\(D\) denotes some linear differential operator associated with the differential equation, \(x\) is a 2-dimensional spatial variable, and \(\alpha_1, \alpha_2 \geq 0\) denote the regularization parameters of the control variable. Other variants of the convex functional \(J(y, u)\) are possible, including measuring the state misfit and/or the control variable in different norms, as well as alternative weightings within the cost functionals.

The problem is considered on a given compact spatial domain \(\Omega\), where \(\Omega \subset \mathbb{R}^2\) has boundary \(\partial \Omega\), and is equipped with Dirichlet boundary conditions. The algebraic inequality constraints are assumed to hold a.e. on \(\Omega\). We further note that \(u_a\) and \(u_b\) may take the form of constants, or functions in spatial variables, however we restrict our attention to the case where these represent constants.

We solve problem (5.1) via a discretize-then-optimize strategy. In particular, we employ the Q1 finite element discretization implemented in IFISS\(^1\) (see [26, 27]). This yields a sequence of \(l_1\)-regularized convex quadratic programming problems, in the form of \((P)\). We note that the discretization of the smooth parts of problem (5.1) follows a standard Galerkin approach (e.g. see [67]), while the \(L^1\) term is discretized by the nodal quadrature rule as in [64, 70] (an approximation that achieves a first-order convergence–see [70]). In what follows, we consider two classes of state equations (i.e. the equality constraints in (5.1)): the Poisson’s equation, as well as the convection–diffusion equation.

Before proceeding with the experiments, let us mention certain implementation details. The solver is written in MATLAB and the code can be found on GitHub\(^2\). The experiments were run on MATLAB 2019a, on a PC with a 2.2GHz Intel core i7 processor (hexa-core), 16GM RAM, using the Windows 10 operating system. The warm-starting mechanism proposed in Section 4 is allowed to run for at most 400 iterations, and is terminated if it reaches a 3-digit accurate solution. Its associated linear systems are solved using a single call to the \texttt{ldl} decomposition of MATLAB. In order to accelerate the convergence.

\(^1\)https://personalpages.manchester.ac.uk/staff/david.silvester/ifiss/default.htm
\(^2\)https://github.com/spougkakiotis/SSN_PMM
of the SSN solver, we employ the following heuristic: at the first SSN iteration we accept a full step, without employing line-search. Then, every subsequent iteration follows exactly the developments in Section 3. This is because the PMM estimates/penalties are updated before every first SSN iteration, and thus we expect an increase of the magnitude of (3.4) after taking the Newton step. In turn, line-search would force very small step-lengths, significantly slowing down the algorithm. As we observe in practice, this heuristic does not prevent the algorithm from converging rapidly. Any linear system solved within SSN-PMM is solved using preconditioned MINRES, and the (2,2) block of the preconditioner (given in (3.9)) is inverted using MATLAB’s chol function.

The penalty parameters of PMM are tuned as follows: we initially set $\beta = 10^2$ and $\rho = 5 \cdot 10^2$. At the end of each call to SSN, we increase them at a suitable rate. In particular, these are increased more rapidly if the dual or primal infeasibilities, respectively, have sufficiently decreased. If not, we increase the penalties more conservatively. The termination criteria of the implemented approach are given in Appendix A.3. All other implementation details follow exactly the developments in Sections 2, 3.

5.1 Poisson optimal control

Let us first consider two-dimensional $L^1/L^2$-regularized Poisson optimal control problems. The problem is posed on $\Omega = (0,1)^2$. Following [31, 51], we set constant control bounds $u_a = -2$, $u_b = 1.5$, and set the desired state as $\bar{y} = \sin(\pi x_1)\sin(\pi x_2)$. In Table 1, we fix the $L^2$ regularization parameter to the value $\alpha_2 = 10^{-2}$, the tolerance to $\text{tol} = 10^{-5}$, and we present the runs of the method for varying $L^1$ regularization (i.e. $\alpha_1$) as well as grid size. We report the size of the resulting discretized problems, the value of $\alpha_1$, the number of PMM, SSN and MINRES iterations (with average MINRES iterations per solve in parenthesis), the total number of factorizations of the associated preconditioners, as well as the total time to convergence. As we will see in practice, it is often the case that the preconditioner used in a previous SSN iteration needs not be altered in a subsequent one. Thus, we report the overall number of factorizations employed by the algorithm. Finally, notice that in the case where $\alpha_1 = 0$, the problem is a standard convex quadratic program, and thus we employ a smooth line-search using $\hat{\phi}(x,y)$ as a merit function (see Section 3).

Next, we fix $\alpha_1 = 10^{-4}$ and $n = 1.32 \cdot 10^5$, and we vary the $L^2$ regularization parameter (i.e. $\alpha_2$) as well as the tolerance. The results are collected in Table 2.

We can draw several observations from the results in Tables 1, 2. Firstly, we should note that the algorithm is very efficient for finding a solution to relatively high accuracy (i.e. $\text{tol} = 10^{-5}$). Furthermore, we can see that the solver exhibits a level of robustness with respect to various parameters of the problem under consideration (except for the $L^1$ regularization parameter which affected the performance of the solver), and is always reliable. We should notice at this point that the implementation is rather aggressive, since we allow at most 8 SSN iterations per PMM sub-problem, and thus we are able to observe such a good efficiency. We should also notice that the method scales very well with the size of the problem, and the memory requirements are very reasonable, allowing the method to solve large-scale instances on a personal computer. Finally, when requesting a low-accuracy solution (i.e. $\text{tol} = 10^{-3}$), we observe that the second-order solver is barely needed, as the starting point yielded by Algorithm pADMM is already very close to such a solution.
Table 1: Poisson control: varying grid size and $L^1$ regularization ($tol = 10^{-5}$, $\alpha_2 = 10^{-2}$).

| $\alpha_1$ | $\alpha_2$ | Iterations | Factorizations | Time (s) |
|------------|------------|-------------|----------------|----------|
| $10^{-2}$  | $10^{-3}$  | PMM | 11 | 33 | 370 (11.21) | 24 | 2.97 |
| $10^{-4}$  | $10^{-4}$  | SSN | 11 | 32 | 296 (9.25) | 22 | 2.87 |
| $10^{-6}$  | $10^{-6}$  | MINRES (Avg.) | 11 | 31 | 288 (9.29) | 22 | 2.81 |

| $n$ | $\alpha_1$ | Iterations | Factorizations | Time (s) |
|-----|------------|-------------|----------------|----------|
| $8.45 \times 10^8$ | $10^{-2}$  | PMM | 15 | 41 | 526 (12.83) | 31 | 15.00 |
| $3.32 \times 10^4$ | $10^{-2}$  | SSN | 15 | 39 | 356 (9.13) | 29 | 12.38 |
| $1.32 \times 10^5$ | $10^{-2}$  | MINRES (Avg.) | 15 | 39 | 355 (9.10) | 30 | 12.72 |

Table 2: Poisson control: varying accuracy and $L^2$ regularization ($n = 1.32 \times 10^5$, $\alpha_1 = 10^{-4}$).

| $\alpha_2$ | $\alpha_3$ | Iterations | Factorizations | Time (s) |
|------------|------------|-------------|----------------|----------|
| $10^{-2}$  | $10^{-3}$  | PMM | 2 | 2 | 24 (12.00) | 2 | 32.52 |
| $10^{-4}$  | $10^{-4}$  | SSN | 2 | 2 | 24 (12.00) | 2 | 33.06 |
| $10^{-6}$  | $10^{-6}$  | MINRES (Avg.) | 2 | 2 | 24 (12.00) | 2 | 31.17 |

5.2 Convection–diffusion optimal control

At this point we consider the optimal control of the convection–diffusion equation, i.e. $\epsilon \Delta y + w \nabla y = u$, on the domain $\Omega = (0,1)^2$, where $w$ is the wind vector given by $w = [2x_2(1-x_1)^2,-2x_1(1-x_2)^2]^T$, with control bounds $u_a = -2$, $u_b = 1.5$ and free state (e.g. see [51, Section 5.2]). Once again, the problem is discretized using $Q_1$ finite elements, employing the Streamline Upwind Petrov-Galerkin (SUPG) upwinding scheme.
implemented in [12]. We define the desired state as $\tilde{y} = \exp(-64((x_1 - 0.5)^2 + (x_2 - 0.5)^2))$ with zero boundary conditions. The diffusion coefficient $\epsilon$ is set as $\epsilon = 0.02$. As before, we set the $L^2$ regularization parameter $\alpha_2$ as $\alpha_2 = 10^{-2}$ and fix the tolerance to $\text{tol} = 10^{-6}$. We present the runs of the method with different $L^1$ regularization values (i.e. $\alpha_1$) and with increasing grid size. The results are collected in Table 3.

**Table 3: Convection–diffusion control: varying grid size and $L^1$ regularization ($\text{tol} = 10^{-6}$, $\alpha_2 = 10^{-2}$).**

| $n$         | $\alpha_1$ | Iterations | Factorizations | Time (s) |
|-------------|-------------|------------|----------------|----------|
|             |             | PMM SSN MINRES (Avg.) |              |          |
| $8.45 \cdot 10^3$ | $10^{-3}$  | 16 115 4,378 (38.07) | 64           | 16.56    |
|             | $10^{-4}$  | 16 88 3,462 (39.34) | 30           | 12.25    |
|             | $10^{-5}$  | 16 48 1,487 (30.98) | 25           | 6.09     |
|             | 0          | 16 48 1,128 (23.50) | 24           | 5.40     |
| $3.32 \cdot 10^4$ | $10^{-3}$  | 17 109 3,659 (33.53) | 69           | 65.71    |
|             | $10^{-4}$  | 17 57 2,019 (35.42) | 30           | 34.68    |
|             | $10^{-5}$  | 17 36 959 (26.64)  | 25           | 20.27    |
|             | 0          | 17 36 746 (20.72)  | 25           | 17.13    |
| $1.32 \cdot 10^5$ | $10^{-3}$  | 18 84 2,720 (32.38) | 61           | 230.09   |
|             | $10^{-4}$  | 18 28 793 (28.32)  | 22           | 81.13    |
|             | $10^{-5}$  | 18 23 516 (22.43)  | 21           | 67.29    |
|             | 0          | 18 23 477 (20.74)  | 21           | 66.10    |
| $5.26 \cdot 10^5$ | $10^{-3}$  | 16 27 613 (22.70)  | 26           | 235.21   |
|             | $10^{-4}$  | 16 17 323 (19.00)  | 17           | 136.58   |
|             | $10^{-5}$  | 16 17 322 (18.94)  | 17           | 136.17   |
|             | 0          | 16 17 324 (19.06)  | 16           | 139.83   |

We then set $\alpha_1 = 10^{-3}$, $n = 1.32 \cdot 10^5$, $\text{tol} = 10^{-6}$, and run the method with varying $L^2$ regularization as well as diffusion coefficient $\epsilon$. The results are collected in Table 4. There are several observations that can be drawn from the previous results. Firstly, we can observe that for both problem classes, the method is robust with respect to the $L^2$ regularization parameter. On the other hand, there is a slight dependence on the $L^1$ regularization, although the method manages to solve efficiently instances for a wide range of values for this parameter. For the convection–diffusion problem, we also observe a slight dependence on the diffusion coefficient (as expected). Importantly, the behaviour of the algorithm does not deteriorate as the problem dimensions are increased, and as expected, the preconditioner is robust with the problem size as well as all the problem parameters. Finally, we can observe that the method is able to find accurate solutions consistently and very efficiently, making it a competitive solver for PDE constrained optimization instances.

6 Conclusions

In this paper we derived a proximal method of multipliers that employs a semismooth Newton method for the solution of the associated sub-problems, suitable for $\ell_1$-regularized convex quadratic instances. We have shown that the method converges globally under very mild assumptions, while it can potentially achieve a global linear and local superlinear convergence rate. The linear systems within SSN are solved using the preconditioned
minimal residual method, and the proposed preconditioner is cheap to invert and exhibits very good behaviour and robustness with respect to the PMM parameters. The efficiency of the method is further improved by using a warm-starting strategy based on a proximal alternating direction method of multipliers. The proposed approach has been extensively tested on certain PDE-constrained optimization problems, and the computational evidence has been provided to demonstrate that it is efficient and reliable.

A Appendix

A.1 Derivation of the dual problem

In what follows we derive the dual of (P). To that end, we note from Section 2 that the Lagrangian associated to (P) is

$$\ell(x, y, z) = c^T x + \frac{1}{2} x^T Q x + g(x) + z^T x - \delta^*_K(z) - y^T (A x - b).$$

Let $$f(x) = c^T x + \frac{1}{2} x^T Q x$$. We proceed by deriving the dual problem as

$$\inf_x \{\ell(x, y, z)\} = \inf_x \left\{ f(x) + g(x) + z^T x - y^T A x \right\} + y^T b - \delta^*_K(z)$$

where in the second and fourth equalities we used the definition of the convex conjugate, while in the third equality we used a property of the infimal convolution, i.e. \((f + g)^*(x) = \inf_{x'} \{f^*(x - x') + g^*(x')\}\) (see [5, Proposition 13.21]). However, from the definition of \(f(\cdot)\) we have

$$f^*(A^T y - z - x') = \frac{1}{2} x^T Q x + \delta_0 \left(c + Q x - A^T y + z + x'\right).$$

By substituting this, and by eliminating variable \(x'\) we obtain (D).
A.2 Characterization of \( \text{dist}(0, F_{\beta_k,p_k}(x,y)) \)

Let an arbitrary pair \((x,y)\) be given, and define

\[
F_{\beta_k,p_k}(x,y) := \{(u',v') : u' \in r_{\beta_k,p_k}(x,y) + \partial g(x), : v' = Ax + \beta_k^{-1}(y - y_k) - b\},
\]

where \(r_{\beta_k,p_k}(x,y)\) is defined in Section 2. Then, using the definition of \(\text{dist}(x,A)\), where \(A\) is a closed convex set, we have

\[
\text{dist}(0, F_{\beta_k,p_k}(x,y)) = \left\| \left[ \text{prox}_{f}(0) \right] - \left[ Ax + \beta_k^{-1}(y - y_k) - b \right] \right\|
\]

where \(\hat{f}(w) = \delta_{\partial g(x)}(w - r_{\beta_k,p_k})\), and \(\delta_{\partial g(x)}(\cdot)\) is an indicator function of the sub-differential of \(g(\cdot)\). Then, we note that \(\text{prox}_{f}(0) = \text{prox}_{\delta_{\partial g(x)}(-r_{\beta_k,p_k}) + r_{\beta_k,p_k}}\). A direct evaluation of this proximal operator yields the characterization used in Algorithm PD-PMM.

A.3 Termination criteria

Let us derive the optimality conditions for \((P)-(D)\), which are used to construct termination criteria for Algorithm PD-PMM. To that end, using the Lagrangian associated to \((P)\), i.e.

\[
\ell(x,y,z) = c^\top x + \frac{1}{2}x^\top Qx + g(x) + z^\top x - \delta^*_K(z) - y^\top (Ax - b),
\]

we can write the optimality conditions for \((P)-(D)\) as

\[
0 \in c + Qx - A^\top y + z + \partial g(x), \quad 0 = Ax - b, \quad 0 \in x - \partial \delta^*_K(z).
\]

However, given a closed proper convex function \(f(\cdot)\), the condition \(w \in \partial f(x)\) can equivalently be written as \(x = \text{prox}_f(x + w)\). Furthermore, \(x \in \partial f^*(w) \iff w \in \partial f(x)\). Then, the optimality conditions for \((P)-(D)\) can be re-written as

\[
\begin{align*}
x &= \text{prox}_{g}\left(x - c - Qx + A^\top y - z\right), \\
Ax &= b, \quad x = \Pi_K(x + z),
\end{align*}
\]

and the termination criteria for Algorithm PD-PMM (given a tolerance \(\epsilon > 0\)) can be summarized as

\[
\begin{align*}
\frac{\|x - \text{prox}_{g}\left(x - c - Qx + A^\top y - z\right)\|}{1 + \|c\|} &\leq \epsilon, \quad \frac{\|Ax - b\|}{1 + \|b\|} \leq \epsilon, \quad \frac{\|x - \Pi_K(x + z)\|}{1 + \|x\| + \|z\|} \leq \epsilon. \\
\end{align*}
\]

From the reformulation of \((P)\) given in \((P')\), the termination criteria of Algorithm pADMM are as follows (upon noting that the variables of the algorithm are \((x,y_1,y_2)\))

\[
\begin{align*}
\frac{\|c + Qx - A^\top y_1 + y_2\|}{1 + \|c\|} &\leq \epsilon, \quad \frac{\|(Ax - b, w - x)\|}{1 + \|b\|} \leq \epsilon, \quad \frac{\|w - \Pi_K\left(\text{prox}_g\left(x + w + y_2\right)\right)\|}{1 + \|w\| + \|y_2\|} \leq \epsilon.
\end{align*}
\]
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