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Abstract

Attitudes towards robots are not always unequivocally positive or negative: when attitudes encompass both strong positive and strong negative evaluations about an attitude object, people experience an unpleasant state of evaluative conflict, called ambivalence. To shed light on ambivalence towards robots, we conducted a mixed-methods experiment with $N = 163$ German university students that investigated the influence of robot autonomy on robot-related attitudes. With technological progress, robots become increasingly autonomous. We hypothesized that high levels of robot autonomy would increase both positive and negative robot-related evaluations, resulting in more attitudinal ambivalence. We experimentally manipulated robot autonomy through text vignettes and assessed objective ambivalence (i.e., the amount of reported conflicting thoughts and feelings) and subjective ambivalence (i.e., self-reported experienced conflict) towards the robot ‘VIVA’ using qualitative and quantitative measures. Autonomy did not impact objective ambivalence. However, subjective ambivalence was higher towards the robot high versus low in autonomy. Interestingly, this effect turned non-significant when controlling for individual differences in technology commitment. Qualitative results were categorized by two independent raters into assets (e.g., assistance, companionship) and risks (e.g., privacy/data security, social isolation). Taken together, the present research demonstrated that attitudes towards robots are indeed ambivalent and that this ambivalence might influence behavioral intentions towards robots. Moreover, the findings highlight the important role of technology commitment. Finally, qualitative results shed light on potential users’ concerns and aspirations. This way, these data provide useful insights into factors that facilitate human–robot research.
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1 Introduction

Are you afraid that your robotic companion will one day strive for world domination? Science fiction media have often portrayed a so-called ‘robot apocalypse’ e.g., in the ‘I, robot’ (2004), ‘Terminator’ (1984, latest sequel: 2019), or ‘Matrix’ (1999, next sequel: 2022) movies. Such movies reflect the high hopes and great dangers associated with modern robotic systems. Thereby, cinematic depictions of robots contribute to ambivalent attitudes towards robots, particularly towards autonomous robots. On the one hand, classic and contemporary movies portray autonomous robots as highly capable and intelligent. On the other hand, such movies depict robots as making unpredictable decisions beyond human control, as taking over the world, and aiming to destroy humanity. Such considerations clearly have an impact on attitudes towards robots and potential end users’ willingness to engage with robots in and outside of the laboratory [29,57].

Complementing existing work on the media image of robots, recent research has likewise suggested that autonomy in robots elicits ambivalent responses. Robot autonomy is defined as ‘the extent to which a robot can sense its environment, plan based on that environment, and act upon that environment with the intent of reaching some task-specific goal (either given or created by the robot) without external control.’ ([6], p.3). For one, autonomous robots are associated with bringing relief by supporting users with chores and other undesirable everyday tasks [29], while at the same time threatening people’s feelings of safety and human uniqueness.
However, the impact of robot autonomy on attitudes towards social robots, and the nature and content of those attitudes have not yet been investigated systematically. Given the prospective technological advancements, robots eventually become more and more autonomous. In light of this fact, it is crucial to investigate the influence of perceived autonomy on robot-related attitudes. What people think of robots may depend on a robot’s degree of perceived or actual autonomy. Likewise, negative user attitudes might guide behavior towards robots, contributing to lower levels of acceptance of such novel technologies.

Consequently, the goals of the current research were threefold: First, we explored the experience of ambivalence in attitudes toward autonomous robots; second, we investigated the role of robot autonomy in the formation of attitudes toward robots; and third, we identified the specific positive and negative evaluations associated with autonomous robots.

1.1 Related Work

1.1.1 Ambivalent Attitudes Towards Robots

In social psychological research, attitudes are defined as all evaluations about one object of thought. Naturally, attitudes can be held towards any construct, e.g., people or even things [10]. Unsurprisingly, people hold attitudes about robots as well. What is less clear, however, is the very nature of the evaluations of robots. Attitudes towards robots reflect information from many sources (e.g., from science fiction movies, the news, or personal encounters), expectations and fears, experiences and illusions [51]. Consequently, recent research has suggested that users’ attitudes towards robots cannot simply be characterized as only positive or only negative in valence. In fact, attitudes might be ambivalent [52]. Ambivalence is defined as the experience of both positive and negative evaluations about one and the same attitude object [31,53]. Ambivalence has been investigated in many domains (e.g., food choices [45], online transactions [36], artificial intelligence [35]) and is associated with distinct affective, behavioral, and cognitive consequences. Among these are the experience of negative affect [55], choice delay [2], or systematic information processing [16].

It is key to conduct attitude research on ambivalence in order to overcome methodological shortcomings rooted in traditional research on univalent attitudes. Previous work on this issue has demonstrated that indeed, measurement approaches directly impact the outcomes of the respective assessments. That is, ratings based on semantic differentials might be interpreted as neutral, but may well be ambivalent. This is due to the fact that the response format associated with semantic differentials might obscure the actual nature of the attitudes. To avoid this critical issue, positive and negative attitudes should be measured separately [31], since positivity and negativity in attitudes are partly independent [12]. Thompson and colleagues have proposed a formula to measure objective ambivalence that integrates both positive and negative aspects of attitudes as measured by separate items [53]. By using this formula, positive and negative evaluations that might lead to ambivalent attitudes can be uncovered. Accordingly, low values on both the positive and the negative item or a low value on one item and a high value on the other indicate low objective ambivalence (i.e., neutrality or univalence), while high values on both items indicate high objective ambivalence. This way, varying degrees of objective ambivalence may be differentiated and e.g., high values on both items would indicate higher ambivalence than medium values on both items.

Above and beyond, Priester and Petty have proposed to additionally measure the experience of ambivalence (i.e., subjective ambivalence) directly [39]. This might be relevant in the context of ambivalent attitudes, because subjective ambivalence is not automatically experienced due to the existence of opposing evaluations (i.e., objective ambivalence). Those evaluations need to be active and relevant to evoke feelings of conflict. The measure of subjective ambivalence is related to objective ambivalence, with high levels of opposing evaluations predicting the subjective feeling of conflict [46]. Taken together, previous ambivalence research has demonstrated the necessity to measure the positive and the negative sides of attitudes separately (i.e., objective ambivalence), assess evaluative conflict (i.e., subjective ambivalence) directly, and has provided the means to apply the methodology to new attitude research fields, such as robotics.

In the context of social robotics, qualitative results from previous research reflect the ambivalent nature of attitudes towards robots. For instance, participants report feeling torn between benefits (e.g., receiving assistance in everyday life) and challenges associated with having a robot at home (e.g., the fear of being dependent on the robot) [24,25]. Furthermore, previous quantitative research has experimentally compared how measurement methods would impact self-reported attitudes. Importantly, this work has shown that the respective self-reported attitudes varied as a function of measurement approach, so that ambivalent attitudes appeared to be neutral on bipolar evaluation items, despite resulting in objective and subjective ambivalence and heightened arousal [52]. Therefore, to capture the ambivalent nature of attitudes towards robots, the positive and negative sides of evaluations concerning robots should be measured separately, while providing participants with the means to express attitudinal conflict. Moreover, in the context of artificial intelligence, which also plays a key role in robotic systems, ambivalence has been shown to explain more variance in behavioral intentions than univalent attitudes alone [35]. This indicates that ambivalence does not necessarily imply a weak attitude, but
rather strong evaluations that influence behavioral intentions. In light of this initial empirical evidence, it becomes clear that further research is needed to understand ambivalent attitudes towards robots, as well as the specific evaluation contents that cause ambivalence.

1.1.2 Robot Autonomy as a Source of Ambivalence

With increasing technological progress, robots bear the potential of becoming more and more autonomous. The current technological advancements reflect this increase in robot autonomy: Robots learn to navigate more autonomously (e.g., [14]), how to make autonomous behavior decisions concerning their interaction strategies (e.g., [50]), and they are taught how to engage autonomously in more and more meaningful conversations (e.g., [13]). We propose that attitudes towards robots are characterized as ambivalent, with increased robot autonomy amplifying this effect. With growing robot autonomy, both positive and negative evaluations of robots increase, resulting in ambivalence towards autonomous systems.

On the one hand, higher robot autonomy is associated with perceived robot intelligence [15], a reduction in workload, user friendliness, and adaptability [49]. On the other hand, robot autonomy is associated with people feeling threatened in their distinctiveness as humans and with regard to their human identity [22]. Subjectively, autonomous robots pose a threat to human physical safety, resulting in opposition to robotics research [57], possibly inspired by science-fiction media [29]. In terms of evaluation contents related to social relationships, autonomous robots may also evoke strong positive as well as strong negative evaluations. This is due to the fact that robots may autonomously communicate with humans, a capacity that enables them to serve as social companions. At the same time, the deployment of such companion robots might potentially reduce interpersonal interactions between humans by substituting them [11,54]. Furthermore, Dang and Liu showed that ambivalence is higher towards mindful compared to mindless robots [18]. Here, mindful robots were defined as robots with the capability of experience, expression, and action planning, which corresponds closely to autonomy.

In sum, people seem to evaluate high robot autonomy as positive and negative at the same time, and this brings us to the assumption that highly autonomous robots evoke higher ambivalence than robots low in autonomy.

1.1.3 Influence of Individual Differences on Attitudinal Ambivalence

The degree of participants’ technology commitment, a construct that reflects users’ previous experience with technologies and their readiness to engage with them has been shown to influence robot-related attitudes [8,40]. That is, higher technology commitment might lead to more positive evaluations of a robot and a higher willingness to interact with it [8]. Since technology commitment seems to explain large parts of variance in attitudes towards robots, we included this construct in the current research.

Another factor that could influence users’ attitudes toward robots is individual loneliness [20]. Previous research has investigated the benefits of robot use with elderly participants in care homes, who are especially prone to loneliness (e.g., [32,42]). Social robots stimulated positive interactions [32] and decreased feelings of loneliness in users [42]. However, surprisingly, more recent research indicates that loneliness seems even more pronounced in young people, especially in males living in individualistic societies, e.g., in Europe or North America [3]. It has been empirically demonstrated that situational loneliness increases anthropomorphism and mind attribution to robots [20]. That is, lonely people see robots as more ‘human’, making them more suitable as potential interaction partners. Plausibly, loneliness could attenuate attitudinal conflict concerning robots by making them seem more human and the interaction with them seem more rewarding, while disregarding negative attitude aspects [20].

1.1.4 Qualitative Aspects of Attitudes towards Robots

By using qualitative measures, participants get the opportunity to express their thoughts on attitude objects through open-ended questions. Thereby, we can gain insights into the specific issues that contribute to positive, negative, or ambivalent attitudes towards an attitude object [29]. Above and beyond a merely quantitative approach, previous qualitative research on attitudes towards robots has revealed conflicting evaluations in attitudes towards robots. Crucially, such ambivalent attitudes would not have been captured by quantitative measures alone [24,25]. Thus, we integrated a qualitative approach to measuring evaluations in addition to utilizing quantitative measures in the current experiment.

2 The Present Research

The present mixed-methods experiment integrated quantitative and qualitative measures and assessed the effect of robot autonomy on participants’ ambivalence, attitudes towards robots, and attitude contents. Previous research has manipulated autonomy through experimentally framing robots in general as more or less autonomous [57], or by investigating autonomous versus tele-operated robots [15]. In the present research, we manipulated robot autonomy by using concrete, text-based scenarios of a specific robot, i.e., the newly developed robot ‘VIVA’ by navel robotics.
It is key to explore the potential influence of perceived or actual robot autonomy on attitudes towards robots. Exploring the interplay between ambivalence and autonomy is yet under-researched, but highly relevant because robot autonomy might cause both more positive and more negative evaluations, facilitating ambivalent attitudes. Measurement approaches from social psychology can help identify actual ambivalence in attitudes towards robots. By raising awareness about potentially ambivalent user attitudes, interventions to reduce attitudinal ambivalence can be utilized to increase positive attitudes and the readiness to interact with social robots.

We hypothesized that attitudes towards the VIVA robot would be more ambivalent (as measured via self-reported objective ambivalence [Hypothesis 1] and subjective ambivalence [Hypothesis 2]) in the high autonomy condition compared to the low autonomy condition. We included technology commitment as a covariate in our analyses. In addition to attitudinal ambivalence, we assessed attitudes, evaluations, and behavioral intentions towards a social robot in more detail using measures of likeability, trust, and contact intentions towards the VIVA robot.

### 3 Method

We manipulated robot autonomy (low vs. high autonomy) by using robot descriptions and text-based human–robot interaction scenarios based on the VIVA robot. The interaction scenarios were carefully pretested in a pilot study to reflect low versus high levels of robot autonomy. The pilot study and the main experiment were approved by the Ethics Committee of Bielefeld University (application no. 2019-044, January 18th, 2019). We report how we determined our sample size, all data exclusions, all manipulations, and all measures in this study and in the preregistration (https://aspredicted.org/7d9u9.pdf).

#### 3.1 Participants and Design

A convenience sample with 200 university students was recruited at Bielefeld University, Germany. They were invited to participate in a 10 to 15-min laboratory-based experiment for 2€ or course credit. Reimbursement was in line with departmental regulations which suggest a max. of 10 € per hour for participant reimbursement. As preregistered, we stopped data collection at 200 participants based on a power analysis, and excluded n = 37 participants who failed at least one of the attention checks, resulting in n = 163 valid cases (108 female, 54 male, 1 not specified, $M_{Age} = 22.13$, $SD_{Age} = 3.13$). Robot autonomy (low vs. high) was manipulated between participants and participants were randomly assigned to one of the two conditions.

#### 3.2 Experimental Manipulation

Initially, all participants were provided with a brief description and a picture of the VIVA robot (see Fig. 1). To manipulate autonomy, we created two versions, with information in brackets being different between conditions [low autonomy/ high autonomy]. The materials translate as follows:

VIVA is a social robot for everyone. VIVA has the height of an elementary school child and shows facial expressions through its animated eyes and mouth. VIVA’s body is mobile and suitable for social interactions. VIVA can roll and moves within the apartment [according to command/ independently]. [On demand/ Automatically and completely autonomously], VIVA captures the environment spatially through various sensors and video and audio systems, identifies people and objects [on request/ -], and understands speech. VIVA can [-/ ask and] answer questions and [list activities on demand/ autonomously propose and plan activities]. VIVA also has its own needs and, for example, drives to the charging station [on demand/ at its own discretion]. In addition, VIVA can carry out prompts, e.g., drive to a specific location, or reproduce information. Overall, VIVA is a new, [not very/ very] autonomous social lifestyle robot that will be on the market in the future.

Moreover, we used two text vignettes to reflect two variants of a brief human–robot interaction scenario to manipulate robot autonomy. Text-based scenarios are widely used in psychological research when real-life interactions are either impossible (e.g., in the context of attitudes towards robots [17,40]) or considered unethical (e.g., in the context of research on sexual violence [21]). Such work emphasizes the utility and validity of a scenario-based experimental manipulation.

We used text-based scenarios in the current research for several methodological reasons: First, at the time the experiment was conducted, an embodied version of the VIVA robot was not yet available. The robot was available only as a concept and pictures, so we used those materials to depict the robot as realistically as possible. Second, we aimed to ensure the best possible trade-off between internal and external validity of the materials. Vignette studies are especially high in internal validity, since most factors are kept constant (i.e., the situation, scenario length, word count) and only the variables of interest (in this case: robot autonomy) are manipulated. However, this is at the expense of external
validity [19]. To increase external validity, we followed recommendations by [19] and [1]. That is, we had participants read a short description along with a picture of the robot to facilitate immersion. Further, the scenario that was used to operationalize low autonomy was constructed in accordance with realistic use cases with voice assistants. The scenario depicting a robot high in autonomy, in turn, was constructed to mirror a use case derived from the planned functions and technological possibilities of the VIVA robot, where according to the working definition of autonomy by [6] the robot was capable to sense its environment, plan its behavior and act accordingly.

The two text vignettes were chosen from a pool of 28 scenarios that were carefully pretested in a pilot study with $N = 97$ university students (57 female, 37 male, 3 not specified, $M_{\text{Age}} = 24.04, SD_{\text{Age}} = 3.60$) to ensure a successful experimental manipulation of robot autonomy. Each scenario had a similar structure and word count. As a result, we selected two corresponding scenarios. As predicted, in the high autonomy version, the robot was evaluated as significantly more autonomous on a seven-point Likert scale ($M = 5.47, SD = 1.45$) than in the low autonomy version ($M = 3.52, SD = 2.08$), $t(96) = 5.34, p < 0.001, d = 1.09$. To illustrate, the scenario that described the VIVA robot low in autonomy translates:

You come home from work and meet VIVA in the living room. As you sit on the sofa and see VIVA, you nod towards VIVA and think about how you would like to spend the evening. You say: ‘VIVA’. VIVA lights up at the sound of the activation-word and asks: ‘How can I help you?’. You say: ‘Now I would like to relax. I want to listen to some music. Play an afternoon-playlist.’. ‘Alright, I will play an afternoon-playlist’, VIVA confirms. You listen to the music for a while.

In contrast, the scenario depicting the highly autonomous VIVA robot translates:

You come home from work and meet VIVA in the living room. As you sit on the sofa and see VIVA, you nod towards VIVA and think about how you would like to spend the evening. VIVA notices your nod, nods back and says: ‘Welcome home. How can I help you?’ , ‘Now I would like to relax.’, you say. VIVA proposes: ‘Maybe you would like to listen to some music. Do you want me to play an afternoon-playlist?’ , and you agree. You listen to the music for a while.

3.3 Measures

Unless otherwise indicated, all responses were assessed via seven-point Likert scales ranging from 1, completely disagree, to 7, completely agree. Cronbach’s alpha values reflect internal consistencies of the respective scales as measured in the experiment.
3.3.1 Robot Evaluation Task

Participants were asked to list positive and negative thoughts or feelings associated with having the social robot VIVA at home. To do so, participants could fill in the blanks for up to 20 entries. The arrangement of the columns (i.e., positive thoughts on the left-hand side and negative thoughts presented on the right or vice versa) was counterbalanced. The open responses produced by participants were analyzed using a Grounded Theory approach [26] to gain insight into the contents of ambivalent attitudes. In the Grounded Theory approach, data are categorized based on empirical results. The emerging categories are re-evaluated concerning their validity in the process, resulting in empirically based concepts that can potentially be used in later hypothesis or theory development. The largest benefit of the Grounded Theory approach is its ecological validity. Rather than using categories derived from the perspective of the researcher, the participants perspective is in the focus, providing valuable insights about real-world settings and attitudes. Furthermore, the approach bears the possibility to discover new categories and attitude aspects that are not yet sufficiently considered in research. The approach is especially useful, when there are not yet enough data to develop a concise hypothesis about a research topic, as is the case for attitudes towards social robots for the home use.

3.3.2 Objective Ambivalence

We calculated objective ambivalence, the objective existence of opposing evaluations, as a function of the number of positive and negative entries (cf. [28]). To do so, we used the formula \( \frac{|P - N|}{2} \) with \( P \) as the number of positive evaluations and \( N \) as the number of negative evaluations [53,56] resulting in a possible range of -5 to 10. Higher values indicate higher objective ambivalence.

3.3.3 Subjective Ambivalence

Participants were asked to complete a three-item measure of subjective ambivalence adapted from [39]. To do so, we rephrased the items to ask for thoughts and feelings about the VIVA robot. Participants were asked to report feelings of conflict, indecision, and mixed feelings towards the robot (\( \alpha = .77 \); e.g., ‘To what degree do you experience mixed feelings towards VIVA?’).

3.3.4 Technology Commitment

Since technology commitment has been shown to significantly influence attitudes towards robots (e.g., [40]), this construct was included as a covariate in the main analyses. Thus, participants completed an eight-item questionnaire measuring technology commitment (\( \alpha = .81 \)) adapted by [41]; original version by [37]. The adaptation consisted of only using the subscales technology acceptance, e.g., ‘I like to use the newest technological devices.’, and technology competence, e.g., ‘I find it difficult to deal with new technology.’ (reverse-coded) and omitting the subscale technology control due to its lack of internal consistency.

3.3.5 Additional Variables

Attention Check, Scenario Perception, and Manipulation Check To increase data quality, we included two attention checks asking for details of the presented information. Furthermore, we assessed the vividness of participants’ imagination with three items (e.g., ‘It was easy to imagine the scenario.’), the social acceptability of the robot behavior with one item (‘VIVA’s behavior is socially acceptable.’), and administered a one-item manipulation check (‘VIVA is autonomous’). Moreover, participants reported demographic variables and whether they had already participated in a previous study on the VIVA robot.

Loneliness To measure dispositional loneliness, we used the UCLA Loneliness Scale (\( \alpha = .72 \); e.g., ‘I feel isolated from other people.’), ranging from 1, I never feel that way, to 4, I often feel that way [43], German version by [34].

Cognitive and Affective Trust We assessed the extent to which users trust the robot to function reliably, competently, and predictably (cognitive trust), or to be benevolent and caring (affective trust; cf. [30]). Based on prior work by Bernotat and colleagues [9], participants completed five items concerning cognitive trust (\( \alpha = .65 \); e.g., ‘Due to the competence of this robot, I would not hesitate to behave according to its advice.’), and five items measuring affective trust towards the robot (e.g., ‘This robot would only be interested in taking its own advantage.’; \( \alpha = .67 \), after the following item was removed: ‘This robot would only be interested in personal gain from our relationship.’).

Robot Likeability We measured robot likeability using three items (\( \alpha = .68 \); e.g., ‘VIVA is sympathetic.’, ‘VIVA is polite.’, ‘VIVA is humble.’ [44]). For methodological reasons, we refrained from using popular measurements, such as the Likeability subscale from the Goodspeed Questionnaire [4]. This was due to the fact that its bipolar format (e.g., 1 dislike to 5 like) simultaneously measures two partly independent constructs in one item (cf. [12]). To illustrate, in the context of such bipolar response format, a medium value of 3 could indicate a neutral attitude or indifference (i.e., the absence of strong positive or negative evaluations). Importantly, however, it could also reflect ambivalence (i.e., the presence of strong positive and negative evaluations, resulting in feelings of conflict and arousal). For a thorough elaboration on this topic see [52].
Contact Intentions Because we wanted to explore the cognitive consequences of ambivalence in the context of decision-making, we assessed participants’ contact intentions. Specifically, we asked participants whether they would like to live with the VIVA robot and whether they would like to interact with the robot in a subsequent study. Importantly, we measured participants’ response times to these items as an indicator of evaluative conflict. As preregistered, we excluded trials that deviated to the extent of three standard deviations from the mean. A dichotomous ‘yes-no’ response format was used, since previous research has shown that decisions based on a dichotomous response format yield longer reaction times for ambivalent stimuli compared to univalent stimuli (e.g., [45]).

Robot Gender For design evaluation purposes, we included two items on perceived femaleness and maleness of the robot (‘VIVA is female [male]’).

3.4 Procedure

Participants were told they would be asked to evaluate the new social robot VIVA based on a description, an image of the robot, and one text-based example interaction scenario. After the first attention check participants completed the questionnaire measures. They were followed up by a second attention check, the assessment of scenario perception, a manipulation check, and the assessment of demographic data. After giving the opportunity to report the alleged purpose of the experiment, participants were reimbursed and dismissed. Since we did not use any deception and clearly communicated the purpose of the experiment in the beginning, we did not additionally debrief participants in the end. However, participants were given an email-address in case they had any further questions concerning the research.

4 Results

4.1 Descriptive Analyses

We used the statistical software R to conduct analyses. As part of the evaluation task, participants reported between two and sixteen thoughts ($M = 6.64$, $SD = 2.47$). Mean objective ambivalence was $M = 2.08$ ($SD = 1.56$; empirical range: $2.0–6.5$) and mean subjective ambivalence was $M = 4.11$ ($SD = 1.18$; empirical range: $1–7$), which indicates high ambivalence on absolute levels: According to existing literature on objective and subjective ambivalence, univalence—the absence of ambivalence—is reflected by scores which usually range in the lower tercile of the response scales [46,56]]. In the present experiment, the lower tercile of the subjective ambivalence scale from 1 to 7 is 2.3 and the lower tercile of the objective ambivalence scale from $−5$ to 10 is 0.

Participants’ subjective ambivalence towards robots was significantly higher than 2.3, reflecting the lower tercile of the scale ($M = 4.11$, $SD = 1.18$), $t(162) = 19.64$, $p < .001$, $d = 1.53$. The same was the case for objective ambivalence, tested against the lower tercile of 0 ($M = 2.08$, $SD = 1.56$), $t(162) = 17.04$, $p < .001$, $d = 1.33$. This indicated that people generally felt ambivalent towards social robots. Mean technology commitment was moderately high ($M = 4.81$, $SD = 0.98$).

4.2 The Influence of Robot Autonomy on Ambivalence

To test the two main hypotheses that objective (H1) and subjective ambivalence (H2) would be higher in the high autonomy condition compared to the low autonomy condition, we conducted two one-way analyses of covariance (ANCOVA) with robot autonomy as the between-subject condition and technology commitment as a covariate. Contrary to our predictions, there was no significant difference in objective ambivalence towards the robot between the low autonomy condition ($M = 2.12$, $SD = 1.66$) and the high autonomy condition ($M = 2.02$, $SD = 1.44$), $F(2, 160) = 0.124$, $p = .883$ (Hypothesis 1). Further, we did not obtain a significant main effect of autonomy on objective ambivalence either when controlling for technology commitment, $F(2, 160) = 0.152$, $p = .697$, $r^2 = 0.002$. Concerning Hypothesis 2, in the high autonomy condition, participants indeed experienced more subjective ambivalence ($M = 4.27$, $SD = 1.13$) than in the low autonomy condition ($M = 3.96$, $SD = 1.20$), $F(2, 160) = 4.12$, $p = .018$. However, this effect turned non-significant when controlling for technology commitment $F(2, 160) = 3.14$, $p = .078$, $r^2 = 0.049$. Technology commitment was a significant predictor of subjective ambivalence ($F(2,160) = 5.33$, $p = .022$). To further investigate the relationship between the two variables, we computed the Pearson correlation coefficient. This analysis revealed that there was a small negative correlation between technology commitment and subjective ambivalence $r(161) = −0.17$, $p = .026$, indicating a weak relationship. Accordingly, participants higher in technology commitment experienced less attitudinal conflict towards the robot than participants lower in technology commitment.

4.3 Manipulation Check and Scenario Perception

A one-sided t-test revealed that participants perceived the robot to be more autonomous in the high autonomy condition ($M = 4.55$, $SD = 1.37$) than in the low autonomy condition ($M = 4.18$, $SD = 1.46$), $t(161) = 1.68$, $p = .047$, $d = 0.26$. To ensure that the effect of robot autonomy on subjective ambivalence was not caused by systematic differences in participants’ perception of the scenarios, we measured perceived vividness.
of imagination and social acceptability of the robot behavior. Perceived vividness of participants’ imagination did not significantly differ between the low autonomy condition ($M = 5.40, SD = 1.22$) and the high autonomy condition ($M = 5.49, SD = 1.15$), $t(161) = 0.448, p = .665$. Social acceptability was lower in the low autonomy condition ($M = 4.54, SD = 1.71$) than in the high autonomy condition ($M = 4.99, SD = 1.20$), $t(161) = 2.40, p = .018$, $d = 0.30$.

4.4 Exploratory Analyses Including Additional Variables

In order to explore the nature and structure of attitudes towards robots and to generate a first empirical basis for further theory development, we analyzed the additional variables using t-tests, $\chi^2$-tests, and Pearson correlation analyses. First, we explored the effects of the experimental manipulation on the additional variables to gain further insight into the impact of autonomy on attitudes towards robots. To do so, we conducted ten two-tailed t-tests with adjusted alpha levels according to a Bonferroni correction ($p < .005$) to investigate the effect of robot autonomy on cognitive trust, affective trust, likeability, robot femininity, robot masculinity, response time for the decision to live with the robot, response time for the decision to participate in a future experiment with the robot, number of positive entries in the evaluation task, number of negative entries in the evaluation task, and total number of entries in the evaluation task. People did not seem to trust autonomous robots less, nor did they perceive them as more or less male or female. They also did not show different response times for contact decisions in any condition, nor did they have more positive or more negative entries for any condition, and robot autonomy did not influence the total number of reported entries. However, the robot in the high autonomy condition was rated more likeable than in the low autonomy condition (for inferential statistics, see Table 1).

The fact that participants seemed to like the VIVA robot more when it was described as autonomous was not mirrored in the results on contact intentions. $\chi^2$-tests indicated no difference in the amount of ‘Yes’ versus ‘No’ responses regarding whether participants wanted to live with the robot $\chi^2(1, N = 163) = 0.02, p = .880$ or meet the robot in another study $\chi^2(1, N = 163) = 3.09, p = .079$. On a descriptive level, only 43 of 163 participants (26.4%) showed interest in living with the robot, while 121 of 163 participants (74.2%) showed interest in meeting the robot in another study. To test whether those behavioral intentions could be predicted by subjective ambivalence, we conducted two logistic regressions with subjective ambivalence as the predictor. Subjective ambivalence significantly predicted the interest in having a robot at home ($B = 0.37, SE = 0.18, df = 1, p = .017$, Odd’s Ratio = 1.45). That is, with every increase of 1 in subjective ambivalence, the likeability of choosing ‘No’ increased 1.45 times. However, subjective ambivalence did not predict the interest of participating in another study with the robot ($B = 0.14, SE = 0.16, df = 1, p = .352$, Odd’s Ratio = 1.16).

To further explore the relationship between attitudinal ambivalence, robot and user characteristics, we conducted exploratory correlational analyses. Pearson correlation analyses (with an adjusted alpha-level of $\alpha < .01$) did not reveal a statistical relationship between loneliness and objective ambivalence ($r(161) = .102, p = .195$) or subjective ambivalence ($r(161) = .070, p = .375$). However, people who mentioned more positive entries in the evaluation task felt more affective trust towards the robot ($r(161) = .268, p = .001$). This was not the case for cognitive trust ($r(161) = .036, p = .644$). Surprisingly, people who reported more negative evaluations did not feel less affective trust ($r(161) = -.122, p = .119$), but reported significantly less cognitive trust ($r(161) = -.281, p < .001$). This pattern indicated that users might take their positive evaluations into account when judging a robot’s benevolence, but when it comes to judging the robot’s reliability, the users’ negative evaluations seem to be more indicative of their attitude. Further, robot likeability correlated positively with affective trust ($r(161) = .410, p < .001$) and cognitive trust ($r(161) = .253, p = .001$), and affective and cognitive trust also correlated positively with each other ($r(161) = .255, p < .001$). Moreover, highly lonely people seemed to trust the robot more at an affective level ($r(161) = .276, p < .001$), but not more on a cognitive level ($r(161) = -.089, p = .257$). Finally, reflecting gender stereotypes, people who perceived the robot as more female reported less cognitive trust ($r(161) = -.244, p = .002$), but did not differ on affective trust ($r(161) = .039, p = .622$). On the other hand, interpreting the robot as more male did not significantly correlate with participants’ affective trust ($r(161) = -.044, p = .576$) or cognitive trust ($r(161) = -.080, p = .310$).

4.5 Qualitative Analysis

For the qualitative analysis we used all qualitative data from both conditions. Following the Grounded Theory approach [26] we categorized participants’ open responses concerning positive and negative thoughts or feelings associated with having the social robot VIVA at home. When creating categories, we observed many positive and negative evaluations that covered far more topics than those typically addressed in popular measurement instruments to assessing attitudes towards robots (e.g., Negative Attitudes towards Robots Scale (NARS); [38]). Even though instruments such as the NARS [38] cover various domains, these do not sufficiently reflect the concerns voiced by participants in the present research. Instead, such measures tap attitudes linked to concrete interaction aspects (e.g., negative attitude towards the interaction or social influence of robots). Others assess anx-
Table 1  Inferential statistics for exploratory analyses as a function of robot autonomy

| Variable                        | $M_{\text{low autonomy}}$ (SD) | $M_{\text{high autonomy}}$ (SD) | $t$  | $p$  |
|--------------------------------|---------------------------------|---------------------------------|------|------|
| Cognitive trust                | 3.52 (0.97)                     | 3.56 (0.94)                     | 0.24 | .807 |
| Affective trust                | 2.65 (1.07)                     | 2.89 (1.24)                     | 1.37 | .174 |
| Likeability                    | 4.76 (0.84)                     | 5.18 (0.93)                     | 3.02 | .003 |
| Femininity                     | 3.87 (1.64)                     | 4.17 (1.57)                     | 1.18 | .241 |
| Masculinity                    | 3.27 (1.52)                     | 3.47 (1.55)                     | 0.85 | .398 |
| RT for having the robot at home (in seconds) | 3.72 (2.35) | 3.93 (2.29) | 0.57 | .566 |
| RT for participating in study with robot (in seconds) | 7.20 (2.79) | 7.23 (3.09) | 0.07 | .947 |
| No. of positive entries        | 2.99 (1.48)                     | 3.21 (1.24)                     | 1.07 | .287 |
| No. of negative entries        | 3.64 (1.57)                     | 3.45 (1.62)                     | −0.74| .458 |
| Total no. of thoughts          | 6.62 (2.64)                     | 6.67 (2.28)                     | 0.11 | .912 |

5 Discussion

Research on attitudes towards robots in general has often described these attitudes as neutral [17,40]. However, as has become clear from previous research, neutral ratings might mask underlying ambivalent attitudes (cf. [46,52]). Ambivalence towards robots caused by opposing evaluations, and the specific content of those evaluations has not yet been investigated in detail. Therefore, the present research provides valuable insights for both social robotics and social psychological research.

Our contribution builds on basic research on attitudes towards robots by taking into account social psychological methods and findings (i.e., research on the ambivalent nature of attitudes). We have explored the external validity of this theorizing and the respective methods used to study ambivalence by empirically testing and validating them in the domain of robots. To address these research issues, we conducted the current experiment. Here, we investigated the influence of robot autonomy on ambivalent attitudes towards the VIVA robot and analyzed the contents of those attitudes using a qualitative and a quantitative approach. People reported numerous positive and negative evaluations concerning social robots, and a feeling of being ‘torn’ between two sides of an attitude, especially towards the more autonomous social robot. Attitudes in both the low autonomy and the high autonomy condition were highly ambivalent which indicated that robots evoked high levels of attitudinal conflict in general, and the robot’s autonomy level did not have a large additional influence on ambivalence. It is possible that individual differences play a larger role in the experience and resolution of ambivalence than robot-related variables.

Contrary to our hypotheses, objective and subjective ambivalence were not higher in the high autonomy condition compared to the low autonomy condition, when controlling for technology commitment. In this experiment, our measure of objective ambivalence might not have been sensitive enough. To assess objective ambivalence, we had relied on the formula $[(P + N)/2] - |P - N|$ [5]. According to this formula, a user naming five very strong positive points and five very weak negative points would receive the same objective ambivalence score as a user naming five strong positive and five strong negative points, despite potentially experiencing...
less ambivalence. Future research could additionally ask participants to rate the subjective significance of their entries in the evaluation task, to estimate the magnitude of objective ambivalence more precisely.

Interestingly, our results showed that subjective ambivalence was higher in the high autonomy condition than in the low autonomy condition when refraining from controlling for technology commitment. However, when controlling for technology commitment, the influence of robot autonomy on subjective ambivalence turned non-significant. Apparently, technology commitment did not only influence the formation and resolution of ambivalence in attitudes towards robots: Importantly, correlational analyses indicated that users high in technology commitment experience less ambivalence overall. That is, people high in technology commitment might have a more realistic view of the possibilities and challenges of robots and do not feel conflicted and ‘torn’ between positive and negative evaluations as people low in technology commitment. In the current student sample, mean technology commitment was relatively high. One possible reason for the fact that there was no significant effect of autonomy on ambivalence when controlling for technology commitment could be that robot autonomy might primarily influence attitudes of people low in technology commitment. That is, people low in technology commitment might be more sceptical towards robots in general, while at the same time overestimating robotic abilities, resulting in highly ambivalent attitudes. It should be noted that there was only a small effect of the experimental manipulation on perceived autonomy. Possibly, a more pronounced manipulation of robot autonomy could produce larger differences in ambivalent attitudes.

Considering scenario perception, our manipulation check indicated that participants perceived the robot to be more autonomous in the high autonomy condition compared to the low autonomy condition. This indicates that participants read the instruction conscientiously and the manipulation was effective. While perceived vividness did not differ between conditions, social acceptability was lower in the low autonomy condition compared to the high autonomy condition. This might be due to the fact that the robot in the low autonomy condition did not show any independent behavior that could be interpreted as highly socially acceptable but rather followed instructions. Despite differing between conditions, these results indicate that potential differences in the social acceptability of the scenarios do not provide an alternative explanation for the difference in subjective ambivalence between conditions. We would have expected higher ambivalence for low social acceptability, and not for higher social acceptability, since inappropriate behavior seems more likely to cause feelings of conflict than appropriate behavior.
Exploratory analyses revealed that another important dispositional variable to be considered in research on attitudes towards robots might be chronic loneliness, as loneliness was positively correlated with affective trust, but not with cognitive trust. Previous research indicated that loneliness is associated with anthropomorphism concerning robots [20]. Here, a tendency to anthropomorphise the robot might have led to a higher faith in the robot’s benevolence (i.e., cognitive trust), while it did not affect the faith in the robots functionality (i.e., affective trust) since it is independent of anthropomorphism. This underlines the notion that loneliness not only influences social interaction, but also the perception and evaluation of potential interaction partners before the interaction. These results should be interpreted with caution due to the lack of internal consistency for the likeability and trust scales and the exploratory nature of results and should be readdressed in future research. Loneliness did not correlate significantly with objective or subjective ambivalence. Thus, loneliness did not seem to attenuate evaluative conflict, but rather appeared to influence attitudes towards the robot indirectly by prompting a perception of the robot as more benevolent.

Further exploratory analyses showed that in the high autonomy condition, the robot was perceived as more likeable than in the low autonomy condition. This might indicate positive attitudes towards highly autonomous robots, as their behavior is perceived as more socially acceptable and less annoying. These results suggest that highly autonomous robots might be more likeable as well as being perceived as more ambivalent. Despite ambivalence being an aversive state, ambivalence is likewise associated with important benefits. That is, the experience of ambivalence leads to more thorough information processing and less susceptibility to bias [48]. This is due to the fact that individuals who hold highly ambivalent attitudes are potentially more interested in further information on the robot in order to resolve their attitudinal conflict. However, these exploratory results should be interpreted with caution since the scale for likeability lacked internal consistency.

Concerning behavioral intentions, \( \chi^2 \)-tests did not indicate a higher interest in living with the robot or meeting the robot in another study depending on the condition. It is interesting that overall, most participants reported intentions to meet the robot, while only a small part of participants was interested to have the robot at home. However, ambivalence might influence behavioral intentions: Subjective ambivalence significantly predicted the interest in having a robot at home, but not the interest of meeting the robot in another study. This might indicate that ambivalent users are equally interested in learning more about robots than univalent users, however, they might to want to avoid integrating them in their everyday life. This apparent gap between a general interest in robots and a reluctance to welcome them into users’ homes might be interpreted with the use of the qualitative data.

Crucially, thanks to the multi-method approach, we were able to gain insights into the specific contents of robot-related evaluations. By means of the qualitative data analysis, we were able to identify aspects that have not completely been theoretically considered in the development of popular instruments to measure those attitudes. Interestingly, many people reported fear of losing autonomy or of being socially isolated because of using a social robot, while at the same time, many people voiced the hope that the VIVA robot could serve as a social companion, preventing them from feeling lonely. Another conflict that emerged from qualitative data analyses reflects participants’ high hopes for the robot’s usefulness, while they simultaneously appear worried with regard to security and privacy violations associated with social robots. Those violations might go hand in hand with the robot’s usability, as a robot needs to be more autonomous and integrate more and private information (e.g., save the users face, social network, tasks, routines) in order to be highly useful (e.g., remember people, things and tasks, recommend activities, solve problems). Users seemed aware of ethical problems in the use of social robots, as many categories corresponded to current analyses on ethical challenges concerning social robots, e.g., privacy, data protection and safety [33].

Furthermore, the qualitative data might provide possible explanations for the gap between a general interest in robots and a reluctance to welcome them into users’ homes. The negative evaluations of the robot (e.g., social isolation, data security issues, loss of autonomy, technological trouble) might be specifically weighty when living with the robot, while the positive evaluations might be experienced already in a short contact (e.g., help with a task, rewarding social interaction, good usability). The qualitative results showed that potential users’ evaluations of the robot are manifold and covered many different domains, ranging from topics revolving around everyday use, e.g., assistance in everyday life, topics addressing existential issues and fears, e.g., feeling threatened by robots. More research is needed to investigate the contents of ambivalent attitudes more concretely in order to identify specific strategies to reduce ambivalence and further robot acceptance.

### 5.1 Strengths and Limitations

To our knowledge, the current experiment was the first to investigate the influence of robot autonomy on attitudinal ambivalence towards a social robot. We conducted a preregistered experiment based on a realistic use case. The use of text-based scenarios represents a strength as well as a weakness of the current research: The strength of vignette studies is their high internal validity since their use allows to manipulate key concepts while keeping the other informa-
tion constant for all participants. Further research is planned with the VIVA robot in real-life interactions, as soon as laboratory experiments are permitted again after the Covid-19 pandemic. We extended our quantitative research by qualitative methods and gained insight into the contents of potential users’ evaluations of robots. Furthermore, we identified a possible mechanism for the influence of technology commitment on attitudes towards robots, namely a role in the emergence and resolution of attitudinal conflict towards robots: Correlational analyses indicated that users high in technology commitment experience less ambivalence towards robots overall. The relationship between technology commitment and ambivalence should be investigated further using response-time based methods, e.g. mouse tracking. High technology commitment might lead to quicker decision making concerning robots or a quicker resolution of attitudinal conflict, as has been shown for self-control concerning ambivalence in general [47].

Another strength of this study concerns the application of social psychological theorizing on attitudinal ambivalence to a human–robot interaction scenario. Our findings point out possibilities to reduce ambivalence in attitudes towards robots in the home context as well as in research scenarios. This might be achieved by reducing user concerns regarding their data privacy and ensuring the highest cyber-security standards or implementing full offline functionality, while at the same time accentuating a robot’s positive features, such as its usefulness and its social competencies. We suggest that by fostering a decrease of negative evaluations and by contributing to an increase of positive evaluations, ambivalent attitudes towards robots are likely to become univalent, positive attitudes. This certainly calls for further empirical research, also using longitudinal approaches. We hereby provide a study design that may be tested in future experiments, in order to investigate ambivalence towards autonomous robots in real-life human–robot interactions.

The present results revealed that the psychometric quality of the exploratory variables (e.g., robot likeability and trust) represents a weakness of the current research. The low levels of internal consistency call for further adaptations and validation of popular measures to assess attitudes towards robots. Moreover, one could draw from the literature in social psychology to adapt measurements on attitudes. One possibility could be to use validated scales from social psychological research (e.g., concerning trust) and transfer them to the robotics context and extend them by behavioral (e.g., response time based) measures. Response time based methods, e.g., the implicit association test [27] or mouse tracking [23] have been administered to complement attitude research by measuring implicit attitudes that participants are not willing or able to disclose in self-report measures. Furthermore, in our experiment, autonomy did not have a large impact on ambivalence in attitudes towards robots. Prospective research should investigate specific factors related to autonomous robots (e.g., voice control, face recognition, privacy settings) that influence attitudinal ambivalence towards robots, while taking technology commitment as a moderating factor into account.

Participants’ judgments were based on limited information only and might have been biased by participants’ preexisting attitudes towards robots in general. It is plausible that our results replicate with other social robots that feature childlike anthropomorphic designs, such as Nao, Pepper, or FloKa (cf. [7]). To test the generalizability of our results empirically, prospective research should investigate ambivalence using more diverse samples, by deploying different types of robots in text-based scenarios, pictures, videos, or actual human–robot interactions. It is especially important to replicate our results in human–robot interaction experiments, since it is likely that results from vignette studies might differ from results from real-life interaction studies. Due to the multi-modal nature of a real-life encounter with a robot, participants might report different affective and cognitive responses, compared to an imagined situation. Nevertheless, investigating prospective attitudes towards robots is essential, since attitudes guide behavioral intentions and behavior [10], e.g., contact intentions, interest in purchasing a robot, or readiness to participate in robot-related research. Prospective research might investigate such behavioral consequences of attitudinal ambivalence in detail.

Furthermore, the current sample consisted of university students. It is likely that certain characteristics, (e.g., students’ high technology commitment) might have influenced results. Sample characteristics may be especially important in the field of social robotics and results might differ depending on the age group, i.e., young adults seem to evaluate robots more positively in general [5]. Yet, our results are relevant for the development of social robots such as VIVA, particularly, because young adults represent a key potential end user group. However, future studies should investigate whether the effect of robot autonomy on ambivalence replicates across other age groups and in the general population. We would speculate that effects would even be more pronounced compared to the current results. This is due to the fact that robot autonomy might specifically influence attitudes of people low in technology commitment. In fact, people who share this disposition might have been underrepresented in the current sample. Another interesting future investigation might be to employ the Grounded Theory approach in research on attitudes towards social robots with elderly people in order to explore differences in results across various age cohorts.
6 Conclusion

In sum, results based on qualitative and quantitative data from a student sample have revealed that first, attitudes towards autonomous robots are ambivalent and second, they might be prone to influences by individual dispositions, such as an individual’s technology commitment. Ambivalence seems to be an important factor in attitudes towards robots that affected behavioral intentions, as indicated by exploratory results. Above and beyond, we expanded the literature on attitudinal ambivalence by extending its scope to social robots and by testing the notion in the applied domain, featuring an actual use case. We demonstrated that ambivalence research may benefit from a combination of traditional quantitative ambivalence measures with qualitative analyses in order to gain insights into the specific attitude contents, depending on the research topic. Potential robot users (i.e., university students) reported various positive and negative evaluations about robots, especially the hope of robots being useful and being social companions on one hand, and privacy and security concerns, and a fear of losing autonomy, on the other hand. Our results support the idea that people, in fact, view robots as a threat [57]. However, it seems like this perception of robot-related threat served to express their concerns regarding autonomy loss and data security rather than reflecting the experience of physical threat by a robot. Future research should adapt reliable measurement methods from social psychological research to complement currently available measurement instruments to assess robot-related attitudes. The insights from qualitative data bear the potential to improve attitudes towards robots in various contexts by directly addressing the users’ hopes and fears. Taken together, potential end users do not seem to be afraid of a robot apocalypse—they are rather quite aware of the many challenges that come with the use of robots, while at the same time holding high expectations regarding their benefits and use.

Acknowledgements This research has been funded by the German Federal Ministry of Education and Research (BMBF) in the project ‘VIVA’ (Grant No. 16SV7959) and was approved by the Ethics Committee of Bielefeld University (Application No. 2019-044, January 18th, 2019). We acknowledge support for the publication costs by the Open Access Publication Fund of Bielefeld University. The authors declare that they have no conflict of interest. The authors thank Angelika Penner, Ricarda Wullenkord, and Iris Schneider for helpful comments on earlier versions of this work, Lukas Schmidt for support in data collection, and Ellen Knaup for support in manuscript preparation.

Funding Open Access funding enabled and organized by Projekt DEAL.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References

1. Aguinis H, Bradley KJ (2014) Best practice recommendations for designing and implementing experimental vignette methodology studies. Organ Res Methods 17(4):351–371
2. Bargh JA, Chaiken S, Govender R, Pratto F (1992) The generality of the automatic attitude activation effect. J Pers Soc Psychol 62(6):893
3. Barreto M, Victor C, Hammond C, Eccles A, Richins MT, Qualter P (2021) Loneliness around the world: age, gender, and cultural differences in loneliness. Pers Individ Differ 169:110066
4. Bartneck C, Kulić D, Cao Y, Zoghbi S (2009) Measurement instruments for the anthropomorphism, animacy, likeability, perceived intelligence, and perceived safety of robots. Int J Soc Robot 1(1):71–81
5. Baxter P, Kennedy J, Senft E, Lemaignan S, Belpaeme T (2016) From characterising three years of HRI to methodology and reporting recommendations. In: 2016 11th ACM/IEEE international conference on human–robot interaction (HRI), IEEE, pp 391–398
6. Beer JM, Fisk AD, Rogers WA (2014) Toward a framework for levels of robot autonomy in human–robot interaction. J Hum-Robot Interaction 3(2):74
7. Bernotat J, Eyssel F (2017a) An evaluation study of robot designs for smart environments. In: Proceedings of the Companion of the 2017 ACM/IEEE international conference on human–robot interaction, pp 87–88
8. Bernotat J, Eyssel F (2017b) A robot at home: How affect, technology commitment, and personality traits influence user experience in an intelligent robotics apartment. In: 2017 26th IEEE international symposium on robot and human interaction (RO-MAN), IEEE, pp 641–646
9. Bernotat J, Eyssel F, Sacks J (2017) Shape it-The influence of robot body shape on gender perception in robots. In: International conference on social robotics, Springer, pp 75–84
10. Bohnen G, Dickel N (2011) Attitudes and attitude change. Ann Rev Psychol 62:391–417
11. Broadbent E, Tamagawa R, Patience A, Knock B, Kerse N, Day K, MacDonald BA (2012) Attitudes towards health-care robots in a retirement village. Aust J Ageing 31(2):115–120
12. Cacioppo JT, Gardner WL, Berntson GG (1997) Beyond bipolar conceptualizations and measures: the case of attitudes and evaluative space. Pers Soc Psychol Rev 1(1):3–25
13. Chai JY, Fang R, Liu C, She L (2016) Collaborative language grounding toward situated human–robot dialogue. AI Mag 37(4):32–45
14. Chen C, Liu Y, Kreiss S, Alahi A (2019) Crowd-robot interaction: crowd-aware robot navigation with attention-based deep reinforcement learning. In: 2019 international conference on robotics and automation (ICRA), IEEE, pp 6015–6022
15. Choi JJ, Kim Y, Kwak SS (2014) The autonomy levels and the human intervention levels of robots: the impact of robot types in human–robot interaction. In: The 23rd IEEE international symposium on robot and human interactive communication, IEEE, pp 1069–1074
16. Clark JK, Wegener DT, Fabrigar LR (2008) Attitudinal ambivalence and message-based persuasion: motivated processing of prototypical information and avoidance of counterattitudinal information. Pers Soc Psychol Bull 34(4):565–577
17. Commission E, European Parliament B (2017) Eurobarometer 87.1 (2017). GESIS Datenarchiv, Köln. ZA6861 Datenfile Version 1.2.0, https://doi.org/10.4232/1.12922
18. Dang J, Liu L (2021) Robots are friends as well as foes: ambivalent attitudes toward mindful and mindless AI robots in the United States and China. Comput Hum Behav 115:106612
19. Eifler S, Petzold K (2019) Validity aspects of vignette experiments: expected “what-if” differences between reports of behavioral intentions and actual behavior. Experimental methods in survey research: techniques that combine random sampling with random assignment, (Wiley) pp 393–416
20. Eysell F, Reich N (2013) Loneliness makes the heart grow fonder (of robots)—On the effects of loneliness on psychological anthropomorphism. In: 2013 8th ACM/IEEE international conference on human–robot interaction (HRI), IEEE, pp 121–122
21. Eyssel F, Böhner G, Süßbach P, Schreiber P (2009) Neuentwicklung und Validierung eines szenariobasierten Verfahrens zur Erfassung der Neigung zu sexueller Aggression. Diagnostica 55(2):117–127
22. Ferrari F, Paladino MP, Jetten J (2016) Blurring human–machine distinctions: anthropomorphic appearance in social robots as a threat to human distinctiveness. Int J Soc Robot 8(2):287–302
23. Freeman JB, Ambady N (2010) Mousetracker: software for studying real-time mental processing using a computer mouse-tracking method. Behav Res Methods 42(1):226–241
24. Frennert S, Efrting H, Östlund B (2013) What older people expect of robots: a mixed methods approach. In: International conference on social robotics, Springer, pp 19–29
25. Frennert S, Efrting H, Östlund B (2017) Case report: implications of doing research on socially assistive robots in real homes. Int J Soc Robot 9(3):401–415
26. Glaser BG, Strauss AL (2017) Discovery of grounded theory: strategies for qualitative research. Routledge
27. Greenwald AG, McGhee DE, Schwartz JL (1998) Measuring individual differences in implicit cognition: the implicit association test. J Pers Soc Psychol 74(6):1464
28. Hodson G, Maio GR, Esses VM (2001) The role of attitudinal ambivalence in susceptibility to consensus information. Basic Appl Soc Psychol 23(3):197–205
29. Horstmann AC, Krämer NC (2019) Great expectations? Relation of effectiveness and expectancy-based persuasion: motivated processing of anthropomorphism and likability. Int J Soc Robot 5(3):313–323
30. Johnson D, Grayson K (2005) Cognitive and affective trust in service relationships. J Bus Res 58(4):500–507
31. Kaplan KJ (1972) On the ambivalence-indifference problem in attitude theory and measurement: a suggested modification of the semantic differential technique. Psychol Bull 77(5):361
32. Kidd CD, Taggart W, Turkle S (2006) A sociable robot to encourage social interaction among the elderly. In: Proceedings 2006 IEEE international conference on robotics and automation, 2006. ICRA 2006., IEEE, pp 3972–3976
33. Körtner T (2016) Ethical challenges in the use of social service robots for elderly people. Zeitschrift für Gerontologie und Geriatrie 49(4):303–307
34. Lamm H, Stephan E (1986) Zur Messung von Einsamkeit: Entwicklung einer deutschen Fassung des Fragebogens von RUSSELL und PEPLAU. Psychologie und Praxis 3:132–134
35. Maier SB, Jussupow E, Heinzl A (2019) Good, bad, or both? Measurement of physician’s ambivalent attitudes towards AI. Proceedings of the 27th European conference on information systems (ECIS)
36. Moody GD, Lowry PB, Galletta DF (2017) It’s complicated: explaining the relationship between trust, distrust, and ambivalence in online transaction relationships using polynomial regression analysis and response surface analysis. Eur J Inf Syst 26(4):379–413
37. Neyer FJ, Felber J, Gebhardt C (2012) Entwicklung und Validierung einer Kurzskala zur Erfassung von Technikbereitschaft. Diagnostica
38. Nomura T, Suzuki T, Kanda T, Kato K (2006) Measurement of anxiety toward robots. In: ROMAN 2006-The 15th IEEE international symposium on robot and human interactive communication, IEEE, pp 372–377
39. Priester JR, Petty RE (1996) The gradual threshold model of ambivalence: relating the positive and negative bases of attitudes to subjective ambivalence. J Pers Soc Psychol 71(3):431
40. Reich-Stiebert N, Eysell F (2015) Learning with educational companionship robots? Toward attitudes on education robots, predictors of attitudes, and application potentials for education robots. Int J Soc Robot 7(5):875–888
41. Reich-Stiebert N, Eysell F (2017) (Ir)relevance of gender? On the influence of gender stereotypes on learning with a robot. In: 2017 12th ACM/IEEE international conference on human–robot interaction (HRI), IEEE, pp 166–176
42. Robinson H, MacDonald B, Kerse N, Broadbent E (2013) The psychosocial effects of a companion robot: a randomized controlled trial. J Am Med Directors Assoc 14(9):661–667
43. Russell D, Peplau LA, Cutrona CE (1980) The revised UCLA loneliness scale: concurrent and discriminant validity evidence. J Pers Soc Psychol 39(3):472
44. Salem M, Eysell F, Rohlfing K, Kopp S, Joublin F (2013) To err is human (-like): effects of robot gesture on perceived anthropomorphism and likability. Int J Soc Robot 5(3):313–323
45. Schneider IK, van Harreveld F, Rotteveel M, Topolinski S, van der Pligt J, Schwarz N, Koole SL (2015) The path of ambivalence: tracing the pull of opposing evaluations using mouse trajectories. Front Psychol 6:996
46. Schneider IK, Veenstra L, van Harreveld F, Schwarz N, Koole SL (2016) Let’s not be indifferent about neutrality: neutral ratings in the International Affective Picture System (IAPS) mask mixed affective responses. Emotion 16(4):426
47. Schneider IK, Gillebaart M, Mattes A (2019) Meta-analytic evidence for ambivalence resolution as a key process in effortless self-control. J Exp Soc Psychol 85:103846
48. Schneider IK, Novin S, van Harreveld F, Genschow O (2020) Benefits of being ambivalent: the relationship between trait ambivalence and attribution biases. Br J Soc Psychol 59(1):121–130
49. Schwarz M, Stockler J, Behnke S (2014) Mobile teleoperation interfaces with adjustable autonomy for personal service robots. In: 2014 9th ACM/IEEE international conference on human–robot interaction (HRI), IEEE, pp 288–289
50. Senft E, Lemaignan S, Baxter PE, Bartlett M, Belpaeme T (2019) Teaching robots social autonomy from in situ human guidance. Sci Robot 4(35)
56. Van Harreveld F, Rutjens BT, Schneider IK, Nohlen HU, Keskinis K (2014) In doubt and disorderly: ambivalence promotes compensatory perceptions of order. J Exp Psychol Gen 143(4):1666
57. Złotowski J, Yogeeswaran K, Bartneck C (2017) Can we control it? Autonomous robots threaten human identity, uniqueness, safety, and resources. Int J Hum–Comput Stud 100:48–54

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Julia G. Stapels is a researcher and PhD student in the research group “Applied Social Psychology and Gender Research” at the Center for Cognitive Interaction Technology (CITEC) at Bielefeld University, Germany. Julia Stapels earned her Masters degree in Psychology from University of Cologne in 2017. She works in the project VIVA (2018–2021) where a novel, trustworthy and friendly social robot is developed, funded by the German Federal Ministry of Education and Research. Her research interests concern experimental methodology and attitude research, especially the evaluation of social robots. Friederike Eyssel is Professor of Psychology and head of the research group “Applied Social Psychology and Gender Research” at the Center for Cognitive Interaction Technology (CITEC) at Bielefeld University, Germany. Friederike Eyssel earned her Masters degree in Psychology from University of Heidelberg in 2004. She received her PhD in Psychology from Bielefeld University in 2007. Dr. Eyssel is passionate about basic and applied social psychological and gender research and she is interested in various research areas ranging from social robotics, social agents, and ambient intelligence to attitude change and sexual violence.