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Abstract—Exact recovery of $K$-sparse signals $x \in \mathbb{R}^n$ from linear measurements $y = Ax$, where $A \in \mathbb{R}^{m \times n}$ is a sensing matrix, arises from many applications. The orthogonal matching pursuit (OMP) algorithm is widely used for reconstructing $x$ based on $y$ and $A$ due to its excellent recovery performance and high efficiency. A fundamental question in the performance analysis of OMP is the characterizations of the probability of exact recovery of $x$ for random matrix $A$ and the minimal $m$ to guarantee a target recovery performance. In many practical applications, in addition to sparsity, $x$ also has some additional properties (for example, the nonzero entries of $x$ independently and identically follow a Gaussian distribution, or $x$ has exponentially decaying property). This paper shows that these properties can be used to refine the answer to the above question. Toward this end, we first show that the prior information of the nonzero entries of $x$ can be used to provide an upper bound on $\|x\|_2^2/\|x\|_2^2$. Then, we use this upper bound to develop a lower bound on the probability of exact recovery of $x$ using OMP in $K$ iterations. Furthermore, we develop a lower bound on the number of measurements $m$ to guarantee that the exact recovery probability using $K$ iterations of OMP is no smaller than a given target probability. Finally, we show that when $K = O(\sqrt{n/\ln n})$, as both $n$ and $K$ go to infinity, for any $0 < \zeta < 1/\sqrt{7}$, $m = 2K\ln(n/\zeta)$ measurements are sufficient to ensure that the probability of exact recovery any $K$-sparse $x$ is no lower than $1 - \zeta$ with $K$ iterations of OMP.

This improves the $m = 4K\ln(2n/\zeta)$ result of Tropp et al. For $K$-sparse $\alpha$-strongly decaying signals and for $K$-sparse $x$ whose nonzero entries independently and identically follow the Gaussian distribution, the number of measurements sufficient for exact recovery with probability no lower than $1 - \zeta$ reduces further to $m = (\sqrt{K} + 4\sqrt{\frac{1}{\alpha^2} \ln(n/\zeta)})^2$ and asymptotically $m \approx 1.9K\ln(n/\zeta)$, respectively.

Index Terms—Exact sparse signal recovery, orthogonal matching pursuit (OMP), exact recovery probability, necessary number of measurements.

I. INTRODUCTION

In many applications, such as sparse activity detection [1], we need to reconstruct a $K$-sparse signal $x$ (i.e., $x$ has at most $K$ nonzero entries) from linear measurements:

$$y = Ax,$$

where $A \in \mathbb{R}^{m \times n}$ ($m \ll n$) is a random sensing matrix with independent and identically distributed (i.i.d.) Gaussian $\mathcal{N}(0, 1/n)$ entries and $y \in \mathbb{R}^m$ is a given observation vector.

Numerous sparse recovery algorithms have been developed to recover $x$ based on $y$ and $A$, such as the convex optimization methods [2]–[5], nonconvex optimization methods [6], [7], hard thresholding based algorithms [8]–[10] and greedy algorithms [11]–[13]. Among them, greedy algorithms are particularly popular, especially when $m$, $n$, and/or $K$ are large. The orthogonal matching pursuit (OMP) algorithm [11], which is described as Algorithm 1 on the next page, is a widely used greedy algorithm due to its low computational complexity and excellent recovery performance [14].

A fundamental question in the analysis of OMP is the characterization of its recoverability. To this end, numerous works have studied the recovery performance of OMP (see, e.g., [15]–[27]). In particular, [14] develops a lower bound on the probability of exact recovery of $K$-sparse signals $x$ with $K$ iterations of OMP, and shows that for any fixed $\delta \in (0, 0.36)$, when $K$ and $n$ approach infinity, any $K$-sparse signal $x$ can be exactly recovered in $K$ iterations using OMP with probability exceeding $1 - 2\delta$ if $m \geq (4 + \eta)K\ln(n/\delta)$ for any positive number $\eta$.

As OMP is one of the most popular sparse recovery algorithms, to better understand its recoverability, it is natural to ask whether the lower bound, on the probability of exact recovery of sparse signals with OMP, developed in [14] can be
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Algorithm 1: The OMP Algorithm [11].

Input: \( y, A, \) and stopping rule.

Initialize: \( k = 0, r^0 = y, S_0 = \emptyset \)

until the stopping rule is met

1: \( k = k + 1, \)
2: \( s^k = \arg \max_{1 \leq i \leq n} |\langle r^{k-1}, A_i \rangle|, \)
3: \( S_k = S_{k-1} \cup \{s^k\}, \)
4: \( \hat{x}_{S_k} = \arg \min_{x \in \mathbb{R}^n} \| y - A_{S_k} x \|_2, \)
5: \( r^k = y - A_{S_k} \hat{x}_{S_k}. \)

Output: \( \hat{x} = \arg \min_{x:\supp(x) = S_k} \| y - Ax \|_2. \)

Improved, further, as measurements may be expensive and/or time consuming in practice, it is of interest to reduce the necessary number of measurements for ensuring that the exact recovery probability of OMP is no less than a certain given target probability. In many practical applications, in addition to sparsity, \( \alpha \) also has some other properties. For example, in sparse activity detection [1], the nonzero entries of \( x \) are assumed to independently and identically follow the standard Gaussian distribution \( \mathcal{N}(0, 1) \). In speech communication [28] and audio source separation [29], \( x \) may have an exponentially decaying property, i.e., \( x \) is a \( \alpha \)-sparse \( \alpha \)-strongly-decaying signal which is defined as:

**Definition 1 ([20]):** Without loss of generality, let the entries of \( K \)-sparse \( x \) be ordered as

\[
|x_1| \geq |x_2| \geq \cdots \geq |x_K| \geq 0, x_j = 0, \text{ for } K + 1 \leq j \leq n.
\]

Then \( x \) is called as a \( K \)-sparse \( \alpha \)-strongly-decaying signal \((\alpha > 1)\) if \( |x_i| \geq \alpha|x_{i+1}|, 1 \leq i \leq K - 1.\)

Intuitively, a larger variation in the magnitudes of the nonzero entries of \( x \) would typically lead to a better exact recovery performance of OMP. In fact, it has been shown that sufficient conditions of exact recovery of \( K \)-sparse \( \alpha \)-strongly-decaying signals with OMP in \( K \) iterations are much weaker than those for general \( K \)-sparse signals [20], [30]–[32]. There are also some works that use the prior distribution of \( x \) to modify the OMP and analyze its sufficient condition of stable recovery, see, e.g., [33], [34].

This paper aims to develop a theoretical framework to capture the dependence of the exact recovery performance of OMP on the disparity in the magnitudes of the nonzero entries of \( x \). Toward this end, we define the following measure of the disparity in terms of a function \( \phi(t) \):

\[
||x_S||^2_{\Omega} \leq \phi(|S|)||x_S||^2_{2}, \forall S \subseteq \Omega,
\]

where \( \Omega := \{i | x_i \neq 0\} \) denotes the support of \( x \), \( |S| \) denotes the number of elements of \( S \) and \( \phi(t) \) with \( 0 < \phi(t) \leq t \) is a nondecreasing function of \( t > 0 \). Note that by the Cauchy-Schwarz inequality, (3) with \( \phi(t) = t \) holds for any \( K \)-sparse signal \( x \). Furthermore, (3) with \( \phi(t) \) much smaller than \( t \) holds for \( \alpha \)-strongly-decaying signals (more details are provided in Section II-A).

In this paper, we investigate the recovery performance of OMP for recovering \( K \)-sparse signals satisfying (3). Specifically, our contributions are summarized as follows:

1) We develop a lower bound on the probability of exact recovery of any \( K \)-sparse signals \( x \) that satisfy (3), using \( K \)-iterations of OMP, as a function of \( \phi(t) \) (see Theorem 1). Since the bound depends on \( \phi(t) \), we develop closed-form expressions of \( \phi(t) \) for general \( K \)-sparse signals, \( \alpha \)-strongly-decaying signals, and \( \alpha \)-sparse \( \alpha \)-strongly-decaying signals and \( \alpha \)-sparse signals with i.i.d. \( \mathcal{N}(0, \sigma^2) \) entries for any \( \sigma > 1 \), leading to exact lower bounds for these three classes of sparse signals (see Corollaries 1–3). More exactly, they are respectively, \( \phi(t) = t, \phi(t) = (\alpha t - 1)(\alpha t + 1), \phi(t) = t \) for \( t < 0.95K \) and \( \phi(t) = 0.95K \) otherwise. This part has been presented in a conference paper [35].

2) We develop a lower bound on the necessary number of measurements to ensure that the probability of exact recovery of \( K \)-sparse signals \( x \), satisfying (3), using \( K \)-iterations of OMP is no smaller than a given target probability (see Theorem 2). By using the closed-form expressions of \( \phi(t) \) for the three classes of sparse signals, the lower bounds on the number of measurements for these three classes of sparse signals are obtained (see Corollaries 5–7). We further show that, for any \( 0 < \zeta \leq 1/\sqrt{2} \), when \( K = O(\sqrt{n} \ln n) \), as both \( n \) and \( K \) go to infinity, \( m = 2K \ln(\frac{n}{\zeta}) \) measurements are sufficient to ensure that the probability of exact recovering any \( K \)-sparse \( x \) is no lower than \( 1 - \zeta \) using \( K \) iterations of OMP (see Corollary 5). This improves the \( m = 4K \ln(2n/\zeta) \) result of Tropp et al [14]. For \( K \)-sparse \( \alpha \)-strongly-decaying signal and for \( K \)-sparse Gaussian \( x \), the number of measurements sufficient for exact recovery with probability no lower than \( 1 - \zeta \) reduces further to \( m = (\sqrt{K} + 4\sqrt{\frac{n + 1}{\alpha}} \ln(\frac{n}{\zeta}))^2 \) and asymptotically \( m \approx 1.9K \ln(n/\zeta) \), respectively (see Corollaries 6 and 7).

3) Simulations show that the proposed lower bounds are much better than the existing one in [14], and the recovery performances of OMP for recovering \( \alpha \)-strongly-decaying and \( K \)-sparse Gaussian signals are significantly better than that for recovering \( K \)-sparse flat signals (i.e., sparse signals with identical magnitude of nonzero entries).

4) Our analysis theoretically explains why the OMP algorithm has better recovery performance for recovering sparse signals with larger variation in the magnitudes of their nonzero entries.

There are many papers investigate the recovery performance of sparse recovery algorithms for recovering \( \alpha \) with certain special structure, such as [12], [20], [30]–[32], [36]. By exploiting the special structure, their recovery performances are improved as shown in these references. But as far as we know, this paper is the first to use a function \( \phi(t) \) to characterize the structure of \( \alpha \), the probability of exact sparse recovery with OMP and

\(^1\)This class of signals are called as \( K \)-sparse Gaussian signals for short in this paper.
the necessary number of measurements to ensure a given target recover probability of OMP. Furthermore, this paper is the first to give explicit forms of \( \phi(t) \) for \( K \)-sparse \( \alpha \)-strongly-decaying and \( K \)-sparse Gaussian signals, leading to explicit analyses of exact recovery of these two classes of sparse signals with OMP.

Different from the works (see, e.g., [15]–[17], [19]–[27]) which use the restricted isometry property (RIP) or mutual coherence framework to study the sufficient condition of exact recovery of any \( K \)-sparse signal \( x \) for an arbitrary fixed \( A \), most results of this paper, as in [14], study the probability of exact recovering an arbitrary \( K \)-sparse signal \( x \), using \( K \) iterations of OMP, for randomly chosen \( A \). Compare to [15]–[17], [19]–[27], our study is more useful from practical applications point of view. But since this paper assumes that the entries of \( A \) independently and identically follow the \( \mathcal{N}(0,1/m) \) distribution, and Gaussian matrices are not the only ones that satisfy the RIP, our paper studies the performance of OMP for a smaller class of sensing matrices than [15]–[17], [19]–[27]. On the other hand, the RIP-based sharp condition given by [27, Theorem 1] combines with the proof of [37, Theorem 5.2] implies that to ensure any \( K \)-sparse signal can be exactly recovered by OMP in \( K \) iterations, the necessary number of measurements \( m \) needs to satisfy \( m = O(K^{2\ln n}) \), but if the exact recovery probability is relaxed to \( 1 - \zeta \) for \( \zeta \in (0,0.72) \), then \( m = 4K \ln(2n/\zeta) \) measurements are sufficient [14]. This paper improves this result in showing that (asymptotically) \( m = 2K \ln(n/\zeta), m = (\sqrt{K} + 4\sqrt{\frac{n+1}{\alpha}} \ln(n/\zeta))^2 \) and \( m \approx 1.9K \ln(n/\zeta) \) are sufficient to ensure that any \( K \)-sparse signal, any \( K \)-sparse \( \alpha \)-strongly-decaying signal and any Gaussian \( K \)-sparse signal, respectively, can be exactly recovered with OMP in \( K \) iterations with probability no lower than \( 1 - \zeta \) for any \( \zeta \in (0,1/\sqrt{\pi}] \). While our work already improves the lower bound developed in [14] on the probability of exact recovery of any \( K \)-sparse \( x \), as shown in Sections II and IV, the improvement is more significant for \( x \) with smaller \( \phi(t) \) (for example, for the case of \( K \)-sparse Gaussian signals and \( \alpha \)-strongly-decaying signals). Hence, our work is more useful in applications, such as sparse activity detection [1] and speech communication [28], where the exact recovery of \( K \)-sparse Gaussian signals or \( \alpha \)-strongly-decaying signals is needed.

The rest of the paper is organized as follows. We present our main results and prove them in Sections II and III, respectively. Simulation tests to illustrate our main results are provided in Section IV. Finally, we summarize this paper and propose some future research problems in Section V.

**Notation:** Let \( e_k \) denote the \( k \)-th column of an identity matrix \( I \). Denote \( \Omega = \text{supp}(x) \) be the support of \( x \), \( |\Omega| \) be the cardinality of \( \Omega \) and let \( \Omega^c = \{1,2,\ldots,n\} \setminus \Omega \). For any set \( \mathcal{S} \subseteq \Omega \), let \( \Omega \setminus \mathcal{S} = \{i \in \Omega, i \notin \mathcal{S}\} \) and \( \mathcal{S}^c = \{1,2,\ldots,n\} \setminus \mathcal{S} \). Let \( A_S \) denote the submatrix of \( A \) that contains only the columns indexed by \( \mathcal{S} \). Similarly, let \( x_S \) denote the subvector of \( x \) that contains only the entries indexed by \( \mathcal{S} \).

For any matrix \( A_S \) of full column-rank, let \( P_S = A_S(A_S^T A_S)^{-1} A_S^T \) and \( P_S^c = I - P_S \) denote the projection and orthogonal complement projection onto the column space of \( A_S \), respectively, where \( A_S^c \) stands for the transpose of \( A_S \). Note that we denote \( P_S = 0 \) and \( P_S^c = I \) when \( S = \emptyset \).

**II. MAIN RESULTS**

**A. Probability of Exact Recovery**

In the following, we provide a lower bound on the probability that OMP exactly recovers any \( K \)-sparse signal \( x \), which satisfies (3), in \( K \) iterations.

**Theorem 1:** Suppose that in (1), \( A \in \mathbb{R}^{m \times n} \) is a random matrix with i.i.d. \( \mathcal{N}(0,1/m) \) entries, and \( x \) is a \( K \)-sparse signal that satisfies (3) for some \( \phi(t) \). Define the event \( \mathcal{S} \) as

\[
\mathcal{S} = \{\text{OMP exactly recovers } x \text{ in } K \text{ iterations}\}.
\]

Denote interval \( \mathcal{I} = \left(0, 1 - \frac{K}{m} - \sqrt{\frac{2\phi(K)}{m\pi}}\right) \), then

\[
\mathbb{P}(\mathcal{S}) \geq \sup_{\epsilon \in \mathcal{I}} \left(1 - e^{-\frac{\epsilon^2}{2}}\right) \prod_{k=1}^{K} \left(1 - \frac{e^{-\frac{\epsilon^2}{2}}}{\sqrt{\frac{2\phi(K)}{m\pi}}}ight)^{(n-K)},
\]

where

\[
\eta = 1 - \sqrt{\frac{K}{m} - \epsilon}.
\]

**Proof:** See Section III-B.

**Remark 1:** The significance of Theorem 1 is summarized as follows:

1) Theoretically, Theorem 1 characterizes the recovery performance of OMP. In practical terms, we can use (5) to give a lower bound on \( \mathbb{P}(\mathcal{S}) \). If the lower bound is large, say close to 1, then we are confident to use the OMP algorithm to do the reconstruction. From the simulation tests in Section IV, we can see that the lower bound is sharp when \( m/K \) is relatively large. Hence, if the lower bound is small, say much smaller than 1, then another more effective recovery algorithm (such as the basis pursuit [2]) may need to be used.

2) As far as we know, Theorem 1 gives the first lower bound on \( \mathbb{P}(\mathcal{S}) \) by using (3) and the \( K \)-sparsity of \( x \). Note that [14, Theorem 6] also gives a lower bound on \( \mathbb{P}(\mathcal{S}) \) which is

\[
\mathbb{P}(\mathcal{S}) \geq \sup_{\epsilon \in (0,\sqrt{m/K} - 1)} (1 - e^{-\frac{\epsilon^2}{2}}) \times \left(1 - e^{-\frac{(\sqrt{m/K} - 1 - \epsilon)^2}{4}}\right)^{K(n-K)}.
\]

Different from (7) which only uses the \( K \)-sparsity property of \( x \), Theorem 1 uses not only the sparsity property of \( x \) but also (3) to derive the lower bound. Since the right-hand sides of (5) and (7) are complicated, it is difficult to theoretically compare them. However, simulation tests in Section IV-A show that (5) provides a much sharper lower bound on \( \mathbb{P}(\mathcal{S}) \) than (7). The sharper lower bound is useful for reducing the necessary number of measurements for a target probability of exact recovery of OMP. More details on this are provided in Section II-B. Since Theorem 1 uses (3), there are also major differences between the proofs of Theorem 1 and [14, Theorem 6]; for more details, see Section III-B.

3) Theorem 1 can theoretically explain why the OMP algorithm has better recoverability for recovering sparse signals in [1] and speech communication [28], where the exact recovery of \( K \)-sparse Gaussian signals or \( \alpha \)-strongly-decaying signals is needed.
signals with larger variation in the magnitudes of their nonzero entries. Specifically, it is not difficult to see that the right-hand side of (5) becomes larger as $\phi(t)$ (or essentially $\frac{\|x_S\|_1}{\|x_S\|_2}$ (see (3))) becomes smaller. By the Cauchy-Schwarz inequality, $\frac{\|x_S\|_1}{\|x_S\|_2}$ achieves the maximal value of $\sqrt{|S|}$ when the magnitudes of all the entries of $x_S$ are the same. Hence, generally speaking, the probability of the exact recovery of $K$-sparse signals $x$, whose non-zero entries have identical magnitudes, has the smallest lower bound. On the other hand, if the variation in the magnitudes of the nonzero entries of $x$ is large, then $\frac{\|x_S\|_1}{\|x_S\|_2}$ is small, hence the right-hand side of (5) is large. Therefore, the probability of exact recovery of this kind of $K$-sparse signals $x$ is large.

As (5) depends on $\phi(t)$, to lower bound $\mathbb{P}(S)$, we need to know $\phi(t)$. In the following, we give closed-form expressions of $\phi(t)$ for three cases. We begin with the first case where we only know that $x$ is $K$-sparse. By the Cauchy-Schwarz inequality, one can see that (3) holds for $\phi(t) = t$. Hence, by Theorem 1, we get the following result which gives a lower bound on $\mathbb{P}(S)$ for any $K$-sparse signal $x$.

**Corollary 1:** Suppose that $A \in \mathbb{R}^{m \times n}$ is a random matrix with i.i.d. $\mathcal{N}(0, 1/m)$ entries and $x$ is an arbitrary $K$-sparse signal. Then (5) holds with $\phi(t) = t$.

Next, we give a lower bound on $\mathbb{P}(S)$ for $\alpha$-strongly-decaying signals which is defined in Definition 1.

The following lemma provides a closed-form expression of $\phi(t)$ which ensures that (3) holds for $K$-sparse $\alpha$-strongly-decaying signals.

**Lemma 1:** Let $x$ be a $K$-sparse $\alpha$-strongly-decaying signal, then (3) holds with

$$
\phi(t) = \begin{cases} 
\frac{(\alpha-1)(\alpha+1)}{t} & \alpha > 1 \\
\frac{1}{t} & \alpha = 1, 
\end{cases} 
$$

(8)

**Proof:** See Appendix A.

By the definition of $\alpha$-strongly-decaying signal, $\alpha > 1$, thus $\phi(t)$ for $\alpha > 1$ is mainly used in this paper. Here, $\phi(t)$ for $\alpha = 1$ is obtained by taking the limit of $\frac{(\alpha-1)(\alpha+1)}{(\alpha+1)(\alpha-1)}$ with $\alpha$ tends to 1, and is mainly used for comparing with the general $K$-sparse signal. Furthermore, by (8), $\phi(t) < \frac{\alpha+1}{\alpha-1}$. Thus, if $\alpha$ is large, say $\alpha \geq 2$, then $\phi(t) \leq 3$ no matter how large $t$ is. Furthermore, $\phi(t)$ tends to 1 as $\alpha$ tends to infinity, so $\phi(t)$ can be very close to 1 for any $t > 0$ if $\alpha$ is sufficiently large.

To clearly see how large the $\phi(t)$ in (8) is, we plot $\phi(t)$ versus $t$ with $\alpha = 1, 1.5, 2, 2.5$ and $\phi(t)$ versus $t$ with $\alpha = 5, 10, 15, 20$ in Figs. 1 and 2. From these two figures, we can see that $\phi(t)$ is much smaller than $t$ especially for large $t$ and/or $\alpha$.

By Theorem 1 and Lemma 1, we get the following corollary.

**Corollary 2:** Suppose that $A \in \mathbb{R}^{m \times n}$ is a random matrix with i.i.d. $\mathcal{N}(0, 1/m)$ entries and $x$ is a $K$-sparse $\alpha$-strongly-decaying signal. Then (5) holds with $\phi(t)$ defined in (8).

Since $\phi(t)$ defined in (8) is much smaller than $t$ when $t$ and/or $\alpha$ is large, the right-hand side of (5) with $\phi(t)$ defined in (8) can be much larger than $\phi(t) = t$. This implies that $\mathbb{P}(S)$ is larger for $\alpha$-strongly-decaying sparse signals than for flat sparse signals. Numerical verification of this is given in Section IV-A.

Finally, we consider the recovery of $K$-sparse Gaussian signals $x$ with $x_{\Omega} \sim \mathcal{N}(0, \alpha^2 I)$ for any $\sigma$. This kind of sparse signals arise from many applications, such as sparse activity users detection [1]. If $x_{\Omega} \sim \mathcal{N}(0, \sigma^2 I)$, then $x_{\Omega}/\sigma \sim \mathcal{N}(0, I)$. Since $\frac{\|x_S\|_1}{\|x_S\|_2} = \frac{\|x_S/\sigma\|_1}{\|x_S/\sigma\|_2}$, to find a function $\phi(t)$ such that (3) holds for $K$-sparse $x$ satisfying $x_{\Omega} \sim \mathcal{N}(0, \sigma^2 I)$, we only need to find a function $\phi(t)$ such that (3) holds for $K$-sparse $x$ which satisfies $x_{\Omega} \sim \mathcal{N}(0, I)$.

To this end, we introduce the following lemma:

**Lemma 2:** Suppose that $u \in \mathbb{R}^p$ is a random vector with $u \sim \mathcal{N}(0, I)$, and $0 < \mu \leq 1$ is a given constant, then

$$
\mathbb{P}(\|u\|_1^2 \leq \mu p \|u\|_2^2) \geq 1 - \sqrt{1 + \gamma e^\frac{-\gamma}{2}} \times \left(\frac{2.775 \gamma e^{-\frac{\gamma}{2}} (1 + \gamma - \frac{1 + \gamma}{2})}{\mu^\gamma/2} \right)^p
$$

(9)

for any $\gamma > 0$. In particular, when $\mu = 0.95$, we have

$$
\mathbb{P}(\|u\|_1^2 \leq 0.95 p \|u\|_2^2) \geq 1 - 1.87 \times 0.796^p.
$$

(10)

**Proof:** See Appendix B.

Fig. 3 shows the empirical probability and the lower bound given by (10) on $\mathbb{P}(\|u\|_1^2 \leq 0.95 p \|u\|_2^2)$ for $p = 3, 4, \ldots, 50$ over 50000 realizations of $u \in \mathbb{R}^p \sim \mathcal{N}(0, I)$. From Fig. 3, one
can see that although (10) is not a sharp lower bound for small $p$, it is sharp for large $p$.

By the Cauchy-Schwartz inequality, $\|u\|_2^2 \leq t \|u\|_2^2$ holds for any $u \in \mathbb{R}^t$. Hence, for simplicity, we define

$$
\phi(t) = \begin{cases} 
0.95K & [0.95K] \leq t \leq K \\
t & t < [0.95K]
\end{cases},
$$

(11)

where for any $x \in \mathbb{R}$, $[x]$ denotes the smallest integer that is not smaller than $x$.

The following lemma shows that (3) holds with $\phi(t)$ being defined in (11) with high probability.

**Lemma 3:** Suppose that $K$-sparse $x$ satisfies $x_{\Omega} \sim \mathcal{N}(0, \sigma^2 I)$ for any $\sigma$. Denote $\nu$ as the probability that (3) holds with $\phi(t)$ being defined in (11), then

$$
\nu \geq 1 - \frac{3.614}{\sqrt{K}} \times 0.981[0.95K],
$$

(12)

**Proof:** See Appendix C.

Fig. 4 shows the lower bound on $\nu$ given by (12). From Fig. 4, one can see that the lower bound is sharp for large $K$ since it is approximately 1, but it is not sharp for small $K$. We believe that this is because the lower bound presented in (10) is not sharp for small $p$.

By Lemma 3, we get the following corollary from Theorem 1:

**Corollary 3:** Suppose that $A \in \mathbb{R}^{m \times n}$ is a random matrix with i.i.d. $\mathcal{N}(0, 1/m)$ entries and $x$ is a $K$-sparse signal satisfying $x_{\Omega} \sim \mathcal{N}(0, \sigma^2 I)$ for any $\sigma$. Then (5) holds with $\phi(t)$ defined in (11) with probability $\nu$ satisfying (12).

**Remark 2:** Although $\phi(t)$ being defined in (11) is close to $\phi(t) = t$, we think a (much) smaller $\phi(t)$ can be found if we can find a sharper lower bound on $\mathbb{P}([\|u\|_2^2 \leq \mu p \|u\|_2^2])$ than (9). Hence, although the lower bound on the probability of exact recovery of Gaussian sparse signals is close to that for flat sparse signals. The true probability of the former is much larger than that for the latter. More details on this is given in Section IV-A.

### B. Necessary Number of Measurements

By using Theorem 1, we can prove the following theorem which gives a lower bound on the necessary number of measurements $m$ to ensure that the OMP algorithm can exactly recover any $K$-sparse vector $x$ with high probability.

**Theorem 2:** For any fixed $K, n \geq 2$ and $\delta \in (0, 1)$, let $\beta$ and $m$ respectively satisfy

$$
\beta = \max \left\{ 1, \log_n \left( \frac{n - K}{\phi(K) \sqrt{\ln(n/\delta)}} \right) \right\}
$$

and

$$
m \geq \left( \sqrt{\frac{2\beta}{K}} + \sqrt{\frac{1}{\ln(n/\delta)}} + \sqrt{\frac{2}{K}} \right)^2 K \ln(n/\delta).
$$

(13)

(14)

Suppose that $A \in \mathbb{R}^{m \times n}$ is a random matrix with i.i.d. $\mathcal{N}(0, 1/m)$ entries and $x$ is a $K$-sparse signal satisfying (3) for some $\phi(t)$. Then

$$
\mathbb{P}(\mathbb{S}) \geq 1 - \left( \frac{\delta}{n + \frac{\delta \beta}{\sqrt{\pi \beta}}} \right),
$$

(15)

where event $\mathbb{S}$ is defined in (4).

**Proof:** See Section III-C.

By Theorem 2, we get the following corollary.

**Corollary 4:** For any fixed $K, n \geq 2$ and $\zeta \in (0, 1/\sqrt{\pi}]$, let

$$
\delta = \frac{n \sqrt{\pi \zeta}}{n + \sqrt{\pi}},
$$

(16)

$\beta$ and $m$ respectively satisfy (13) and (14). Suppose that $A \in \mathbb{R}^{m \times n}$ is a random matrix with i.i.d. $\mathcal{N}(0, 1/m)$ entries and $x$ is a $K$-sparse signal satisfying (3) for some $\phi(t)$. Then

$$
\mathbb{P}(\mathbb{S}) \geq 1 - \zeta,
$$

(17)

where event $\mathbb{S}$ is defined in (4).

**Proof:** Since $\zeta \leq \frac{1}{\sqrt{\pi}}$, by (16), we have $\delta < 1$. By (13), $\beta \geq 1$, therefore

$$
\frac{\delta}{n + \frac{\delta \beta}{\sqrt{\pi \beta}}} \leq \frac{\delta}{n + \frac{\delta}{\sqrt{\pi}}} = \zeta.
$$

Therefore, by (15), (17) holds.
Remark 3: The significances of Theorem 2 and Corollary 4 are summarized as follows:

1) Corollary 4 provides a lower bound on the necessary number of measurements \( m \) to guarantee that the probability of the OMP algorithm exactly recovers any \( K \)-sparse signals \( \mathbf{x} \), that satisfies (3) for some \( \phi(t) \), is no smaller than a given probability. This is important in many practical applications, where the cost of obtaining the measurements can be large.

2) As far as we know, Theorem 2 gives the first lower bound on \( m \) which ensures exact recovery with high probability by using (3). Similar bound has been derived in [14, Corollary 7]. However, since Theorem 2 uses not only the sparsity property of \( \mathbf{x} \) but also (3), while [14, Corollary 7] uses the sparsity property of \( \mathbf{x} \) only, Theorem 2 gives a sharper lower bound on \( m \) than [14, Corollary 7]. More details on the comparison of the two lower bounds are contained in Appendix D and the simulation results in Section IV-B. Since Theorem 2 uses (3), the main idea of the proof of Theorem 2 is different from that of [14, Corollary 7]; more details are refer to Section III-C.

3) Corollary 4 shows that at a fixed recovery probability, the necessary number of measurements \( m \) becomes smaller as the variation of the magnitudes of their nonzero entries becomes larger. Indeed, as explained in the third item of Remark 1, \( \phi(t) \) becomes smaller when the variation in the magnitudes of the nonzero entries of sparse signals becomes larger. As a result, the necessary number of measurements \( m \) tends to be smaller according to (14).

By Corollary 4, we can obtain the following corollary.

**Corollary 5:** For any fixed \( K, n \geq 2 \) and \( \zeta \in (0, 1/\sqrt{n}] \), let \( \delta = \frac{n\sqrt{\pi}}{2n+\pi}, \mathbf{A} \in \mathbb{R}^{m \times n} \) be a random matrix with i.i.d. \( \mathcal{N}(0,1/m) \) entries and \( \mathbf{x} \) be a \( K \)-sparse signal. If \( \beta \) and \( m \) respectively satisfy

\[
\beta = \max \left\{ 1, \log_n \frac{(n-K)(K+1)}{2\sqrt{\ln(n/\delta)}} \right\},
\]

\[
m \geq \left( \sqrt{2\beta} + \frac{1}{\ln(n/\delta)} + \sqrt{\frac{2}{K}} \right)^2 K \ln(n/\delta).
\]

Then

\[
\mathbb{P}(\mathcal{S}) \geq 1 - \zeta,
\]

where event \( \mathcal{S} \) is defined in (4). In particular, (20) holds in the asymptotic regime in which both \( K \) and \( n \) tend to infinity as \( K = O(\sqrt{\ln n}) \) and \( m \geq 2K \ln(n/\zeta) \).

**Proof:** By the Cauchy-Schwartz inequality, one can see that (3) holds for \( \phi(t) = t \), thus by Corollary 4, (20) holds if (18) and (19) hold. Hence, in the following, we prove the second part of Corollary 5.

By some calculations, we have

\[
\lim_{K,n \to \infty} \left( \sqrt{2\beta} + \frac{1}{\ln(n/\delta)} + \sqrt{\frac{2}{K}} \right)^2 = 2\beta.
\]

Therefore, when both \( K \) and \( n \) tend to infinity, the right-hand side of (19) tends to \( 2\beta K \ln(n/\delta) \). Furthermore, since

\[
\log_n \frac{(n-K)(K+1)}{2\sqrt{\ln(n/\delta)}} \leq \log_n(n-k) + \log_n \frac{K}{\sqrt{\ln(n/\delta)}}
\]

\[
< 1 + \log_n \frac{K}{\sqrt{\ln(n/\delta)}},
\]

\[
\lim_{K,n \to \infty} \beta = 1 \quad \text{if} \quad K = O(\sqrt{\ln n}). \quad \text{Then, by (16), when both \( K \) and \( n \) tend to infinity as \( K = O(\sqrt{\ln n}) \), \( m \geq 2K \ln(n/\zeta) \) is sufficient to ensure (20) holds.}
\]

\[
\beta < 1.069.
\]

Corollary 5 shows that \( m = 2K \ln(n/\zeta) \) measurements are sufficient to guarantee that the probability of exact recovering any \( K \)-sparse signal using \( K \) iterations of OMP is no lower than \( 1 - \zeta \) when both \( K \) and \( n \) tend to infinity as \( K = O(\sqrt{\ln n}) \). This improves Tropp et al.'s result which requires \( m \approx 4K \ln(2n/\zeta) \) measurements [14, Corollary 7]; for more details, see the comparison results in Appendix D.

By Corollary 4 and Lemma 1, we also get the following corollary.

**Corollary 6:** For any fixed \( K, n \geq 2 \) and \( \zeta \in (0, 1/\sqrt{n}] \), let \( \delta = \frac{n\sqrt{\pi}}{2n+\pi}, \mathbf{A} \in \mathbb{R}^{m \times n} \) be a random matrix with i.i.d. \( \mathcal{N}(0,1/m) \) entries and \( \mathbf{x} \) be a \( K \)-sparse \( \alpha \)-strongly-decaying signal. If \( m \geq (\sqrt{K} + 4\sqrt{\frac{\alpha+1}{\alpha-1}} \ln(n/\zeta))^2 \), then

\[
\mathbb{P}(\mathcal{S}) \geq 1 - \zeta,
\]

where event \( \mathcal{S} \) is defined in (4).

**Proof:** By Corollary 4 and Lemma 1, one can see that if \( \beta \) and \( m \) respectively satisfy (13) and (14) with \( \phi(t) \) defined in (8), then (22) holds. By (13), one can see that \( \beta \leq 2 \). Furthermore, by (8), \( \phi(K) < 2n+\pi \) for any \( K > 1 \). Hence, the right-hand side of (14) is no larger than \( (\sqrt{K} + 4\sqrt{\frac{\alpha+1}{\alpha-1}} \ln(n/\zeta))^2 \). Thus, by (16), \( m \geq (\sqrt{K} + 4\sqrt{\frac{\alpha+1}{\alpha-1}} \ln(n/\zeta))^2 \) ensures (22) holds.

Corollary 6 shows that \( m = (\sqrt{K} + 4\sqrt{\frac{\alpha+1}{\alpha-1}} \ln(n/\zeta))^2 \) measurements are sufficient to ensure that the probability of exact recovering any \( K \)-strongly-decaying signal is no lower than \( 1 - \zeta \), this significantly improves the requirement \( m \approx 4K \ln(2n/\zeta) \) in [14]. Therefore, the necessary number of measurements \( m \) for recovering \( K \)-strongly-decaying sparse signals can be much smaller than that for recovering flat sparse signals. More details are referred to Section IV-B.

By Corollary 4 and Lemma 3, we get the following corollary.

**Corollary 7:** For any fixed \( K, n \geq 2 \) and \( \zeta \in (0, 1/\sqrt{n}] \), let \( \delta = \frac{n\sqrt{\pi}}{2n+\pi}, \mathbf{A} \in \mathbb{R}^{m \times n} \) be a random matrix with i.i.d. \( \mathcal{N}(0,1/m) \) entries and \( \mathbf{x} \) be a \( K \)-sparse signal satisfying \( \mathbf{x}_\Omega \sim \mathcal{N}(0, \sigma^2 I) \) for certain \( \sigma \). If \( K = O(\sqrt{\ln n}) \), when both \( K \) and \( n \) tend to infinity, and \( m \geq 1.9K \ln(n/\zeta) \), then

\[
\mathbb{P}(\mathcal{S}) \geq \nu(1 - \zeta),
\]
where event $S$ is defined in (4) and $\nu$ satisfies (12). Note that the probability here is over the randomness of both $x$ and $A$.

**Proof:** By (11), we can show that
\[
\lim_{K,n\to\infty} \left( \sqrt{\frac{2.3\phi(K)}{K}} + \sqrt{\frac{1}{\ln(n/\delta)}} + \frac{2}{K} \right)^2 \leq 1.9\beta.
\]
Hence, when both $K$ and $n$ tend to infinity, the right-hand side of (14) tends to $1.9\beta K \ln(n/\delta)$. Furthermore, by (11), we have
\[
\log_n \left( \frac{n-K}{\phi(K)} \right)^{\sum_{k=1}^{K} \phi(k)} \leq \log_n \left( \frac{n-K}{\phi(K)} \sqrt{\ln(n/\delta)} \right) \leq 1 + \log_n \frac{K+1}{1.9\sqrt{\ln(n/\delta)}}.
\]
Hence, if both $K$ and $n$ go to infinity as $K = O(\sqrt{\ln n})$, then $\lim_{K,n\to\infty} \beta = 1$. Hence, according to (16), $m \geq 1.9K \ln(n/\delta)$ guarantees (23) holds.

Note that in the asymptotic regime as $K$ goes to infinity (see (12) and Fig. 4), $\nu$ approaches 1. Thus, Corollary 7 significantly outperforms the requirement $m \approx 4K \ln(2n/\delta)$ developed in [14]. As stated in Remark 2, we believe that a $\phi(t)$ which is (much) smaller than the $\phi(t)$ defined in (11) exists, so we believe that the necessary number of measurements $m$ can be even smaller than $1.9K \ln(n/\delta)$.

### III. PROOFS

In this section, we prove Theorems 1 and 2 in Section II.

#### A. Useful Lemmas

To prove Theorems 1 and 2, we need to introduce four useful lemmas. We begin with the lemma which characterizes the condition that ensures the $(k+1)$-th iteration of OMP can find an index in the support $\Omega$ of the $K$-sparse signal $x$ under the condition that the first $k$ iterations of OMP finds an index in $\Omega$ in each iteration.

**Lemma 4:** Suppose that $A$ is a deterministic matrix, $\sigma_{\min}^2$ denotes the smallest positive singular value of $A_\Omega$ and $x$ is a $K$-sparse signal. For any fixed $0 \leq k \leq |\Omega| - 1$, suppose that $S_k \subseteq \Omega$, $|S_k| = k$ and the inequality in (3) holds with $S = \Omega \setminus S_k$ for certain nondecreasing function $\phi(t)$. Then $S_{k+1} \subseteq \Omega$ and $|S_{k+1}| = k + 1$ provided that
\[
\|A_\Omega^T u_k\|_\infty < \frac{\sigma_{\min}}{\sqrt{\phi(K-k)}},
\]
where
\[
u_k = \frac{P_{S_k}^\perp A_{\Omega \setminus S_k} x_{\Omega \setminus S_k}}{\|P_{S_k}^\perp A_{\Omega \setminus S_k} x_{\Omega \setminus S_k}\|_2}.
\]

**Proof:** See Appendix E.

We next introduce Lemma 5 which essentially gives a lower bound on the probability of the left-hand side of (24) being less than a given constant $\epsilon$ (by setting $A_{\Omega^c} = B$ and $\ell = 1$).

**Lemma 5:** Suppose that $B \in \mathbb{R}^{m \times p}$ is a random matrix, whose entries independently and identically follow the Gaussian distribution $\mathcal{N}(0,1/m)$, and $\ell$ is an arbitrary positive integer. Let $u_i \in \mathbb{R}^m$, which is independent with $B$, satisfy $\|u_i\|_2 \leq 1$ for $1 \leq i \leq \ell$. Then, for any positive $\epsilon_i, 1 \leq i \leq \ell$, we have
\[
\mathbb{P}\left( \bigcap_{i=1}^{\ell} (\|B^T u_i\|_\infty \leq \epsilon) \right) \geq \prod_{i=1}^{\ell} \left( 1 - \frac{e^{-\epsilon^2/2}}{\sqrt{\pi m/2\epsilon_i}} \right)^p.
\]

**Proof:** See Appendix F.

Note that although there are some connections between Lemma 5 and [14, Proposition 4], there are two main differences between them. Firstly, the column vector $z$ in [14, Proposition 4] has been extended to a matrix $B$ in Lemma 5. Secondly, Lemma 5 is sharper than [14, Proposition 4] when $\epsilon > 1/\sqrt{\pi m/2}$ if we assume $B$ is a column vector.

To show Theorem 1, we also need to introduce the following lemma from [38].

This lemma together with Lemma 5 characterize the probability of (24) holds.

**Lemma 6:** Suppose that $B \in \mathbb{R}^{m \times p}$ is a random matrix, whose entries independently and identically follow the Gaussian distribution $\mathcal{N}(0,1/m)$. If $m \geq p$, then the smallest singular value $\sigma_{\min}$ of $B$ satisfies
\[
\mathbb{P}(\sigma_{\min} \geq 1 - \sqrt{p/m - \epsilon}) \geq 1 - e^{-\epsilon^2 m/2}
\]
for any given $\epsilon > 0$.

To prove Theorem 2, the following Lemma is also needed.

**Lemma 7:** Let $\varphi(t) = \sqrt{\frac{e^{-t}}{t}}$, $0 < t < 2$. Suppose that $0 < t_1 < t_2 < \cdots < t_p < 2$ for some integer $p$, then
\[
\sum_{i=1}^{p} \varphi(t_i) \leq \sum_{i=1}^{p} \frac{t_i}{\sqrt{p} e^{1/t_i}}.
\]

**Proof:** See Appendix G.

#### B. Proof of Theorem 1

In the following, we use Lemmas 4–6 to prove Theorem 1.

**Proof:** Without loss of generality, we assume $x$ has exact $K$ nonzero entries. Then, to show the theorem, it suffices to show that $S_k \subseteq \Omega$ and $|S_k| = k$ for $0 \leq k \leq K - 1$. Hence, by Lemma 4 and induction, it suffices to show that (24) hold for $0 \leq k \leq K - 1$.

To simplify notation, we denote event $F_k$ as
\[
F_k := \left\{ \|A_{\Omega^c} u_k\|_\infty < \frac{\sigma_{\min}}{\sqrt{\phi(K-k)}} \right\}, 0 \leq k \leq K - 1,
\]
where $\sigma_{\min}$ denotes the smallest singular value of $A_\Omega$. Then by the above analysis, (4) and Lemma 4, we have
\[
\mathbb{P}(S) \geq \mathbb{P}\left( \bigcap_{k=0}^{K-1} F_k \right).
\]

For any
\[
0 < \epsilon < 1 - \sqrt{\frac{K}{m}} - \frac{2\phi(K)}{m\pi},
\]
by (6),
\[
\eta = 1 - \sqrt{\frac{K}{m}} - \epsilon > \frac{2\phi(K)}{m\pi}.
\]
Hence,
\[
1 > e^{-\frac{2m}{\eta}} \frac{e^{-\frac{2m}{\eta}}}{\sqrt{\frac{4m}{2 \pi (K-k)}}}, \quad 1 \leq k \leq K. \tag{30}
\]

Furthermore, we have
\[
\mathbb{P}(s) \geq \mathbb{P} \left( \bigcap_{k=0}^{K-1} F_k \right) \geq \mathbb{P} \left( \bigcap_{k=0}^{K-1} F_k, \sigma_{\min} \geq \eta \right)

= \mathbb{P} \left( \bigcap_{k=0}^{K-1} F_k | \sigma_{\min} \geq \eta \right) \mathbb{P}(\sigma_{\min} \geq \eta)
\]
\[
\geq (a) \mathbb{P} \left( \bigcap_{k=0}^{K-1} \left( \| A_{\Omega_k}^T u_k \|_\infty < \frac{\eta}{\sqrt{\phi(K-k)}} \right) \right)
\times \mathbb{P}(\sigma_{\min} \geq \eta)
\]
\[
\geq (b) \prod_{k=0}^{K-1} \left( 1 - e^{-\frac{2m}{\eta \sqrt{2 \pi (K-k)}}} \right)^{(n-K)} \left( 1 - e^{-\frac{2m}{\eta \sqrt{2 \pi (K-k)}}} \right) \quad , \tag{31}
\]

where (a) is from (29) and (b) follows from (6), Lemmas 5 and 6, (30) and the fact that
\[
\mathbb{P} \left( \bigcap_{k=0}^{K-1} \left( \| A_{\Omega_k}^T u_k \|_\infty < \frac{\eta}{\sqrt{\phi(K-k)}} \right) \right)

= \mathbb{P} \left( \bigcap_{k=0}^{K-1} \left( \| A_{\Omega_k}^T u_k \|_\infty \leq \frac{\eta}{\sqrt{\phi(K-k)}} \right) \right).
\]

Hence, Theorem 1 holds.

In the following, we explain the connections and differences between the proofs of [14, Theorem 6] and Theorem 1. Same as the proof of [14, Theorem 6], to lower bound \( \mathbb{P}(s) \), we lower bound the probability that the OMP algorithm can find an index in \( \Omega \) in each iteration under the condition that \( \sigma_{\min} \) is not smaller than a constant (the constant is \( \eta \) in the proof of Theorem 1); for more details, see the first two inequalities of (31). Compared with the proof of [14, Theorem 6], we give a sharper lower bound by utilizing Lemmas 4 and 5 which use the sparsity property of \( \sigma \), (3), some techniques from matrix theory and a sharper upper bound on the Gaussian Q-function (for more details, see the proofs of Lemmas 4 and 5).

C. Proof of Theorem 2

In the following, we use Theorem 1 and Lemma 7 to prove Theorem 2.

Proof: Let
\[
\epsilon_0 = \sqrt{\frac{2 \ln(n/\beta)}{m}}, \quad \eta_0 = 1 - \sqrt{\frac{K}{m}} - \epsilon_0, \tag{32}
\]

\[
P(\epsilon_0) = \left(1 - e^{-\frac{\epsilon_0^2}{2}} \right) \prod_{k=1}^{K} \left( 1 - e^{-\frac{\eta_0^2}{2 \phi(k)}} \right)^{(n-K)} \quad . \tag{33}
\]

Then, by Theorem 1, to show (15), it suffices to show that
\[
\epsilon_0 \leq 1 - \sqrt{\frac{K}{m}} - \sqrt{\frac{2 \phi(K)}{m \pi}} \tag{34}
\]
and
\[
\mathbb{P}(\epsilon_0) \geq 1 - \left( \frac{\delta}{\eta_0} + \frac{\delta^3}{\sqrt{\pi \beta}} \right). \tag{35}
\]

By (14), we have
\[
\left( \frac{2 \ln(n/\delta)}{m} + \frac{K}{m} + \frac{2 \phi(K)}{m \pi} \right)^2
\]
\[
= \frac{1}{m} \left( \frac{2 \ln(n/\delta)}{m} + \sqrt{K} + \frac{2 \phi(K)}{\pi} \right)^2 < 1,
\]

thus by (32), (34) holds.

In the following, we prove (35). By induction, one can easily show that
\[
\prod_{k=1}^{K} \left( 1 - a_it \right) \geq 1 - \left( \sum_{k=1}^{K} a_i \right) t, \quad a_i \geq 0, t \geq 0.
\]

Hence, by (33), we have
\[
\mathbb{P}(\epsilon_0) \geq \left(1 - e^{-\frac{\epsilon_0^2}{2}} \right) \sum_{k=1}^{K} \left( 1 - n - K \frac{2 \phi(k)}{\sqrt{\pi \eta_0^2 m}} \epsilon e^{-\frac{\eta_0^2}{2 \phi(k)}} \right)
\]
\[
\geq 1 - e^{-\frac{\epsilon_0^2}{2}} - n - K \frac{2 \phi(K)}{\sqrt{\pi \eta_0^2 m}} \epsilon e^{-\frac{\eta_0^2}{2 \phi(K)}}
\]
\[
\geq 1 - e^{-\frac{\epsilon_0^2}{2}} - n - K \frac{2 \phi(K)}{\sqrt{\pi \eta_0^2 m}} e^{-\frac{\eta_0^2}{2 \phi(K)}} \frac{2 \sum_{k=1}^{K} \phi(k)}{m}.
\]

(36)

where the last inequality is from Lemma 7 with \( t_i = \frac{2 \phi(k)}{\eta_0^2 m} \), which are less than 2 for \( 1 \leq i \leq K \) according to (38) below.

In the following, we give upper bounds on the last two terms of the right-hand side of (36). By (32), we have
\[
e^{-\frac{\epsilon_0^2}{2}} = e^{-\ln(n/\delta)} = \frac{\delta}{\eta_0^2 m}.
\]

(37)

To give an upper bound on the last term of the right-hand side of (36), we first given a lower bound on \( \sqrt{\eta_0^2 m / 2 \phi(K)} \). By (32), we have
\[
\sqrt{\frac{\eta_0^2 m}{2 \phi(K)}} = \left( 1 - \sqrt{\frac{K}{m}} - \sqrt{\frac{2 \ln(n/\delta)}{m}} \right) \sqrt{\frac{m}{2 \phi(K)}}
\]
\[
= \sqrt{\frac{m}{2 \phi(K)}} - \sqrt{\frac{K}{m}} - \sqrt{\frac{2 \ln(n/\delta)}{m}} \phi(K)
\]
\[
\geq \sqrt{\beta \ln(n/\delta)}, \tag{38}
\]

where \( \beta \) is a constant.
where the last inequality follows from (14). Thus,
\[
e^{-\frac{\eta_0^2 m}{2\phi(K)}} \leq e^{-\beta \ln(n/\delta)} = \left(\frac{\delta}{n}\right)^\beta.
\] (39)

Therefore, we have
\[
n - K \sqrt{\frac{2\phi(K)}{\eta_0^2 m}} e^{-\frac{\eta_0^2 m}{2\phi(K)}} 2\sum_{k=1}^{K} \phi(k) \\
= n - K \sqrt{\frac{2\phi(K)}{\eta_0^2 m}} e^{-\frac{\eta_0^2 m}{2\phi(K)}} \sum_{k=1}^{K} \frac{\phi(k)}{\phi(K)} \\
\leq n - K \sqrt{\frac{1}{\beta \ln(n/\delta)}} n^{\beta} \sum_{k=1}^{K} \phi(k) \phi(K) \leq \frac{\delta^\beta}{\sqrt{\pi^\beta}}.
\] (40)

where the first inequality is from (38) and (39), and the second inequality is from (13). Then by the above inequality, (36), (37) and (40), we can see that (35) holds, and hence the theorem holds.

\[\blacksquare\]

IV. SIMULATION TESTS

In this section, we perform simulation tests to illustrate our main results presented in Section II and compare them with existing ones.

A. Simulation Tests for the Probability of Exact Recovery

In this subsection, we conduct simulation tests to illustrate Theorem 1, Corollaries 1–3 and compare them with [14, Theorem 6].

We generated 1000 realizations of linear model (1). More specifically, for each fixed \(m, n, K\), and for each realization, we generated a matrix \(A \in \mathbb{R}^{m \times n}\) with i.i.d. \(\mathcal{N}(0, 1/m)\) entries; we randomly selected \(K\) elements from the set \(\{1, 2, \ldots, n\}\) to form the support \(\Omega\) of \(x\), and then generated an \(x \in \mathbb{R}^n\) according to the following four cases:

1) \(x_i = 1\) for \(i \in \Omega\);  
2) The \(i\)-th element of \(x_\Omega\) is \(1.1^{K-i}\) for \(i \in \Omega\);  
3) The \(i\)-th element of \(x_\Omega\) is \(1.2^{K-i}\) for \(i \in \Omega\);  
4) \(x_\Omega = \text{randn}(K, 1)\), where \(\text{randn}\) is a MATLAB built-in function.

After generating \(A\) and \(x\), we set \(y = Ax\). Hence, for each fixed \(m, n, K\), and for each case, we have 1000 linear models in the form of (1). Then, we use OMP (i.e., Algorithm 1) to reconstruct \(x\), and count the number of exactly recover of \(x\) (note that \(x\) is thought as exactly recovered if the 2-norm of the difference between the returned \(x\) and generated \(x\) is not larger than \(10^{-10}\)). Finally, we divide the number of exactly recovery of \(x\) by 1000 and denote it as “Empirical”.

We compute the right-hand side of (5) with \(\phi(t) = t\) and \(\phi(t)\) being defined by (11) for Cases 1 and 4, respectively. Since \(x\) from Cases 2 and 3 are \(K\)-sparse \(\alpha\)-strongly-decaying signals with \(\alpha = 1.1\) and \(\alpha = 1.2\), respectively, we compute the right-hand side of (5) with \(\phi(t)\) being defined by (8) with \(\alpha = 1.1\) and \(\alpha = 1.2\) for Cases 2 and 3, respectively. All of these values are denoted as “New BD”. To compare Corollaries 1–3 with [14, Theorem 6], we also compute the right-hand side of (7) and denote it as “Existing BD”. Since the lower bound on \(P(S)\) given by [14, Theorem 6] uses the sparsity property of \(x\) only, “Existing BD” are the same for all the four cases.

Figs. 5–8 respectively display “Empirical,” “New BD” and “Existing BD” for \(m = 100 : 50 : 1000\) and \(n = 1024\) with \(K = 15\) and \(K = 30\) for \(x\) from Cases 1–4. Note that from Corollary 3, “New BD” holds with probability \(\nu\) satisfies (12) for Case 4.

Figs. 5–8 show that “New BD” are much tighter than “Existing BD” for all the four cases which indicates that the lower bounds on \(P(S)\) given by Corollaries 1–3 are much sharper than that given by [14, Theorem 6]. They also show that OMP has significantly better recovery performance in recovering \(\alpha\)-strongly-decaying and Gaussian sparse signals than recovering flat sparse signals.

The black lines in Figs. 6–7 show that the recovery performance of the OMP algorithm for recovering \(\alpha\)-strongly-decaying sparse signals becomes better as \(\alpha\) gets larger.

Figs. 5–8 also show that the gap between the new lower bound on \(P(S)\) and the empirical \(P(S)\) is very large, which indicates that the new lower bounds given by Theorem 1 and Corollaries 1–3 are not sharp and there is much room to improve them.
However, this may be difficult. Before giving reasons to explain the difficulties, we describe some reasons leading to the loose bound.

- Although we give closed form expressions for \( \phi(t) \) by using some prior information of \( x \), the difference between the right-hand side and left-hand side of (3) may be large. This leads to the gap between the two sides of (59) being large, as a result, the gap between the two sides of (24) is also large. By the proof of Theorem 1, this causes the bound given by (5) being loose.
- The difference between the two sides of (27) may also large, which causes that the bound on \( P(S) \) being loose.
- It is also possible that the second inequality in (31) is not sharp, which causes the bound on \( P(S) \) being not sharp.

To improve the bound on \( P(S) \), at least one of the above drawbacks need to be addressed, so it may be difficult to improve the bound.

B. Simulation Tests for Necessary Number of Measurements

In this subsection, we perform simulations to illustrate Theorem 2, Corollaries 4–7 and compare them with [14, Corollary 7].

We perform simulations to test the necessary number of measurements \( m \) to guarantee that \( P(S) \) is not smaller than

\[ 0.90 : 0.01 : 0.99 \text{ for recovering the four classes of } K \text{-sparse signals defined in Section IV-A, so we set } \zeta = 0.1 : -0.01 : 0.01 \text{ (see (17)).} \]

For each fixed \( \zeta \), by setting \( \delta = \frac{n \sqrt{\zeta}}{n + \sqrt{\pi}} \), we respectively compute the right-hand side of (14) with \( \phi(t) = t \) and with \( \phi(t) \) being defined by (11) for \( x \) from Cases 1 and 4, respectively. Since \( x \) from Cases 2 and 3 are \( K \)-sparse \( \alpha \)-strongly-decaying signals with \( \alpha = 1.1 \) and \( \alpha = 1.2 \), respectively, by setting \( \delta = \frac{n \sqrt{\zeta}}{n + \sqrt{\pi}} \), we respectively compute the right-hand side of (14) with \( \phi(t) \) being defined by (8) with \( \alpha = 1.1 \) and \( \alpha = 1.2 \) for Cases 2 and 3.

All of these values are denoted by “New NN”. To compare Theorem 2, Corollaries 5–7 with [14, Corollary 7], we also compute the right-hand side of (51) with \( \delta \) being defined in (53) and denote it by “Existing NN”. Since the lower bound on \( P(S) \) given by [14, Theorem 6] uses the sparsity property of \( x \) only, “Existing NN” are the same for the four cases.

Figs. 9–12 respectively show “New NN” and “Existing NN” for \( \zeta = 0.1 : -0.01 : 0.01 \) (which ensures that \( P(S) \) is not smaller than \( 0.90 : 0.01 : 0.99 \)) and \( n = 1024 \) with \( K = 15 \) and \( K = 30 \) for recovering \( x \) from Cases 1-4 which are defined in Section IV-A. Note that from Lemma 3, “New NN” guarantees that \( P(S) \) is not smaller than 0.90 : 0.01 : 0.99 with probability \( \nu \) satisfies (12) for Case 4.

Figs. 9–12 show that “New NN” are much smaller than “Existing NN” for all the four cases which indicates that Theorem 2, Corollaries 5–7 are much better than [14, Corollary 7] in characterizing the necessary number of measurements \( m \) which ensures that \( P(S) \) is not smaller than a given probability. They also show that to guarantee \( P(S) \) is not lower than a target probability, many more measurements are needed for recovering flat signals than those required by recovering \( \alpha \)-strongly-decaying sparse signals and Gaussian sparse signals especially when \( K \) is large.

Figs. 10–11 show that to guarantee a target recovery performance of OMP for recovering \( \alpha \)-strongly-decaying signals, the necessary number of measurements \( m \) decreases as \( \alpha \) increases.

Note that, in the tests, we also found that the empirical necessary number of measurements \( m \) is much smaller than the
new bound. This is because the gap between the new theoretical bound on $\mathbb{P}(S)$ and the empirical $\mathbb{P}(S)$ is large.

C. Simulation Tests for the Effect of $\|x\|_2^2$ on the Probability of Exact Recovery

It is interesting to investigate how $\phi(t)$ affects the probability of exact recovery of $K$-sparse signals $x$ which satisfies (3) with $K$-iterations of OMP, but since it is difficult to find $\phi(t)$, we perform simulations to show how $\|x\|_2^1/\|x\|_2^2$ affects the probability of exact recovery.

We choose $n = 1024$ and $K = 15, 30$. To ensure the probability of exact recovery is not too low, for $K = 15$, we take $m = 60, 80, 100$, while for $K = 30$, we take $m = 120, 140, 160$. We did the tests over 10000 runs. For each run and for each fixed $K$ and $m$, we randomly generated a matrix $A$ with i.i.d. $\mathcal{N}(0, 1/m)$ entries, and $6$ $x$’s whose supports $\Omega$ have exact $K$ elements and are randomly chosen from $\{1, 2, \ldots, 1024\}$. These $x$’s were generated according to:
1) $x_i = 1$ for $i \in \Omega$;
2) $x_i$ independently and identically follow the uniform distribution on $[-\sqrt{3}, \sqrt{3}]$ for $i \in \Omega$;
3) $x_\Omega = \text{randn}(K, 1)$, where randn is a MATLAB built-in function;
4) The $i$-th element of $x_\Omega$ is $1.2^{K-i}$ for $i \in \Omega$;
5) $x_i$ independently and identically follow the exponential distribution with $\lambda = 1$ for $i \in \Omega$;
6) $x_i$ independently and identically follow the Poisson distribution with $\lambda = 1$ for $i \in \Omega$.

Note that the variances of $x_i$ from Cases 2, 3, 5 and 6 are $1$ for $i \in \Omega$.

After generating $A$ and $x$, we set $y = Ax$, use Algorithm 1 to reconstruct $x$, calculate the empirical probability of exact recovery (see Section IV-A), and denote it as $\mathbb{P}(S)$. We also compute the average $\|x\|_2^2/\|x\|_2^1$.

Tables I and II respectively show the average $\|x\|_2^2/\|x\|_2^1$ and $\mathbb{P}(S)$ for $K = 15$ and $K = 30$ for $x$ from the above six cases. From these two tables, we can see that $\mathbb{P}(S)$ tends to increase as $\|x\|_2^2/\|x\|_2^1$ decreases for fixed $K$ and $m$, and $\mathbb{P}(S)$ becomes larger as $m$ becomes larger for fixed $n$ and $K$. They also show that, among the six cases, OMP has the best and worst recoverability.
for recovering \( x \) whose nonzero entries follow the Poisson distribution and are the same, respectively.

V. CONCLUSION

In this paper, we develop lower bounds on the probability of exact recovery of \( K \)-sparse signals \( x \) using \( K \) iterations of OMP and the necessary number of measurements which guarantees that \( x \) can be exactly recovered with OMP in \( K \) iterations with overwhelming probability. These lower bounds depend on a function \( \phi(t) \) which is used to measure the variations in the magnitudes of the nonzero entries of \( x \). By exploring the prior information of the nonzero entries of \( x \), we develop closed-form expressions of \( \phi(t) \) for \( K \)-sparse, \( K \)-sparse \( \alpha \)-strongly-decaying signals, and \( K \)-sparse signals with i.i.d. \( \mathcal{N}(0, \sigma^2) \) entries for any \( \sigma \), leading to lower bounds for these three classes of sparse signals.

This paper investigates the exact recovery of \( K \)-sparse signals \( x \) with OMP in the noise-free case. In practical applications, the observation vector \( y \) in (1) is frequently corrupted with a noise \( v \). Hence, it is interesting to study the exact support recovery of \( K \)-sparse signals \( x \) with OMP in the noisy case.

Although we cannot directly use the techniques developed in this paper to characterize the probability of exact support recovery with OMP in the noisy case since characterizing the probability that \( \min_{i \in \Omega} |x_i| \) is not smaller than a term involving the noise vector \( v \) is needed, we believe that our techniques are useful and can be modified to lower bound this probability with some new techniques.

In addition to the OMP algorithm, there are many other sparse recovery algorithms, such as the generalized OMP [23], basis pursuit [2], subspace pursuit [12], iterative hard thresholding [8] and Compressive Sampling Matching Pursuit (CoSaMP) [13], whether the techniques developed in this paper can be employed to improve the performance of these algorithms is left as future work.

APPENDIX A

PROOF OF LEMMA 1

Proof: If \( x = 0 \), then it is easy to see that the lemma holds. In the following, we assume \( x \neq 0 \).

Since \( x \) is a \( K \)-sparse \( \alpha \)-strongly-decaying signal, by Definition 1, one can see that \( x_{\Omega,S} \) is also a \( |\Omega \setminus S| \)-sparse \( \alpha \)-strongly-decaying signal for any \( S \subseteq \Omega \). Thus, to show the lemma, it suffices to show

\[
\frac{\|x\|_1^2}{\|x\|_2^2} \leq \phi(\ell),
\]

(41)

where \( \ell \) is the number of nonzero entries of \( x \).

Recall that we assume \( K \)-sparse \( x \) satisfies (2) throughout this paper, hence \( x_k \neq 0 \) and \( x_j = 0 \) for \( \ell + 1 \leq j \leq n \). Furthermore, by Definition 1, \( |x_i| \geq \alpha^{\ell-i} |x_{\ell}^\ell| \) for \( 1 \leq i \leq \ell \). If \( |x_{\ell}| = \alpha^{\ell-i} |x_{\ell}^\ell| \) for \( 1 \leq i \leq \ell \), then

\[
\frac{\|x\|_1^2}{\|x\|_2^2} = \left( \frac{\sum_{i=1}^\ell |x_i|}{\sum_{i=1}^\ell |x_{\ell}^\ell|} \right)^2 \frac{(\sum_{i=1}^\ell \alpha^{\ell-i} |x_{\ell}^\ell|)^2}{(\sum_{i=1}^\ell \alpha^{\ell-2i} |x_{\ell}^\ell|)^2} = \phi(\ell).
\]

APPENDIX B

PROOF OF LEMMA 2

Proof: We first show (9) holds. Let

\[
w = \frac{\|u\|_1^2}{\|u\|_2^2} \quad \bar{u} = \frac{u}{\|u\|_2},
\]

(42)

then \( w = \|\bar{u}\|_2^2 \) and \( \bar{u} \) is uniformly distributed on the surface of \( p \)-dimensional unit sphere \( S^p \).

By [39, Theorem 2.49], we have the following equality for the invariant measure on \( S^{p-1} \),

\[
\int_{R^p} f(\xi) d\xi = \int_{R^p \setminus H_0} \int_0^\infty f(t\xi') e^{-t^p} dt d\sigma(\xi'),
\]

(43)

\[
\int_{R^p} e^{-|\xi|^p} d\xi = \int_0^\infty e^{-x^p} \int_0^\infty e^{-t^p} dt d\sigma(\xi'),
\]

(44)

where \( \sigma \) is the normalized rotational invariant measure on \( S^{p-1} \), \( \xi' = \frac{\xi}{\|\xi\|_2} \), and \( t = \|\xi\|_2 \).

By some simple calculations, one can check that, for any given \( m \),

\[
\int_0^\infty \int_{R^p} f(t\xi') e^{-t^p} dt d\sigma(\xi') \leq \int_0^\infty \int_{R^p \setminus H_0} \int_0^\infty f(t\xi') e^{-t^p} dt d\sigma(\xi').
\]

(45)

Therefore, (41) holds in this case. If there exists some \( 1 \leq i \leq \ell - 1 \) such that \( |x_i| > \alpha^{\ell-i} |x_{\ell}^\ell| \), then by [32, Lemma 7], one can see that \( \frac{\|x\|_1^2}{\|x\|_2^2} \leq \phi(\ell) \). Therefore, Lemma 1 holds.

(46)
By (43), (45) and (46), we have
\[
\mathbb{E}[w^{m/2}] \leq m^m e^{-m} \frac{2.775^p}{2^{m/2}} \frac{\Gamma(p/2)}{\Gamma(m + p/2)}.
\]

By [40, Theorem 1], for \( \forall s > 0 \), it holds that
\[
\sqrt{2\pi} s^{-1/2} e^{-s} \leq \Gamma(s) \leq \sqrt{2\pi} s^{-1/2} e^{-s} e^{1/(12s)}.
\]

Hence,
\[
\mathbb{E}[w^{m/2}] \leq m^m e^{-m} \frac{2.775^p}{2^{m/2}} \frac{(\frac{m+1}{2})^{m+1}}{(m+p)^{m+p}} e^{-(m+1)p} = 2.775^p m^m e^{-p/2} \frac{p^2}{(m+p)^{m+p}} \sqrt{1 + \frac{m}{p} e^{\frac{p}{2}}}. \]

By using the Markov inequality, the fact that \( p \geq 1 \) and let \( \gamma = m/p \), we have
\[
\mathbb{P}(w \geq \mu p) = \mathbb{P}(w^{m/2} \geq (\mu p)^{m/2}) \leq \mathbb{E}[w^{m/2}] / (\mu p)^{m/2} \leq \left( \frac{2.775^p e^{-\frac{p}{2}} (1 + \gamma)^{\frac{m+1}{2}}}{\mu^{m/2}} \right) p/\sqrt{1 + \frac{m}{p} e^{\frac{p}{2}}}. \tag{47}
\]

By (42) and (47), one can easily see that (9) holds.

We then show (10) holds. Let \( \mu = 0.95 \) and \( \gamma = 1.505 \), then by (47), we have
\[
\mathbb{P}(w \geq 0.95p) \leq 1.87 \times 0.796^p.
\]

Then (10) follows from (42).

\[\square\]

**APPENDIX C**

**PROOF OF LEMMA 3**

Before proving Lemma 3, we need to introduce the following lemma:

**Lemma 8:** Let integers \( n \) and \( p \) satisfy \( n/2 < p < n \), then
\[
\sum_{i=p}^{n} \binom{n}{i} \leq \binom{n}{p} \frac{p!(n-p)!}{(p+1)!} < \binom{n}{p} \frac{p^p}{(p+1)^{p+1}} < \binom{n}{p} \frac{p+1}{2p+1-n}.
\]

**Proof:** It is not difficult to check that
\[
\sum_{i=p}^{n} \binom{n}{i} = n \sum_{i=p}^{n} \frac{p!(n-p)!}{(p+1)!} (n-i)! \]
\[
= \binom{n}{p} \left( 1 + \sum_{i=p+1}^{n} \frac{(n-i+1) \cdots (n-p)}{(p+1) \cdots i} \right) \]
\[
\leq \binom{n}{p} \left[ 1 + \sum_{i=p+1}^{n} \frac{(n-p)}{(p+1)^{i-p}} \right] \]
\[
< \binom{n}{p} \left[ \sum_{j=0}^{\infty} \frac{(n-p)^j}{(p+1)^j} \right] \]
\[
= \binom{n}{p} \frac{p+1}{2p+1-n}.
\]

By (11) and the Cauchy-Schwarz inequality, one can see that, for any \( S \subseteq \Omega \) with \( |S| \leq 0.95K \), it holds that
\[
\|x_S\|_2^2 \leq \phi(|S|)\|x_S\|_2.
\]

Since \( x \) is \( K \)-sparse, \( |\Omega| \leq K \). If \( |\Omega| \leq 0.95K \), then by the above inequality, (12) holds. In the following, we assume \( |\Omega| > 0.95K \). Then to prove (12), it suffices to show that
\[
\mathbb{P} \left( \bigcup_{|S|=[0.95K]} \left( \frac{\|x_S\|_2^2}{\|x_S\|_2} > \phi(|S|) \right) \right) \leq 3.614 \times 0.981^{0.95K}.
\]

By some fundamental calculations, we have
\[
\mathbb{P} \left( \bigcup_{|S|=[0.95K]} \left( \frac{\|x_S\|_2^2}{\|x_S\|_2} > \phi(|S|) \right) \right) \leq \sum_{|S|=[0.95K]} \mathbb{P}(\|x_S\|_2^2 > \phi(|S|)\|x_S\|_2) \]
\[
\leq \sum_{|S|=[0.95K]} \left( \phi(|S|) \right) \times 1.87 \times 0.796^{0.95K} \]
\[
\leq 1.87 \times 0.796^{0.95K} \sum_{|S|=[0.95K]} \binom{0.95K}{|S|} \]
\[
\leq 1.87 \times 0.796^{0.95K} \frac{0.95K}{2(0.95K - |\Omega|) \times \binom{0.95K}{|\Omega|}} \times \binom{0.95K}{|\Omega|} \]
\[
\leq 1.87 \times 0.796^{0.95K} \frac{0.95K}{1.9K - K} \times \binom{0.95K}{|\Omega|} \]
\[
< 1.974 \times 0.796^{0.95K} \times \binom{K}{|\Omega|} \times \binom{K}{0.95K} \]
\[
\leq 1.974 \times 0.796^{0.95K} \times \binom{K}{K} \times \binom{K}{0.95K} \]
\[
\leq 1.974 \times 0.796^{0.95K} \times \binom{K}{K} \times \binom{K}{0.95K} \]
\[
\leq 1.974 \times 0.796^{0.95K} \times \binom{K}{K} \times \binom{K}{0.95K} \]
\[
< 1.974 \times 0.796^{0.95K} \times \binom{K}{K} \times \binom{K}{0.95K} \]
\[
< 1.974 \times 0.796^{0.95K} \times \binom{K}{K} \times \binom{K}{0.95K} \]
\[
< 1.974 \times 0.796^{0.95K} \times \binom{K}{K} \times \binom{K}{0.95K} \]
\[
< 1.974 \times 0.796^{0.95K} \times \binom{K}{K} \times \binom{K}{0.95K} \]
\[
< 1.974 \times 0.796^{0.95K} \times \binom{K}{K} \times \binom{K}{0.95K} \]
\[
< 1.974 \times 0.796^{0.95K} \times \binom{K}{K} \times \binom{K}{0.95K} \]
\[
< 1.974 \times 0.796^{0.95K} \times \binom{K}{K} \times \binom{K}{0.95K} \]
\[
< 1.974 \times 0.796^{0.95K} \times \binom{K}{K} \times \binom{K}{0.95K} \]
\[
< 1.974 \times 0.796^{0.95K} \times \binom{K}{K} \times \binom{K}{0.95K} \]
\[
< 1.974 \times 0.796^{0.95K} \times \binom{K}{K} \times \binom{K}{0.95K} \]
\[
< 1.974 \times 0.796^{0.95K} \times \binom{K}{K} \times \binom{K}{0.95K} \]
\[
< 1.974 \times 0.796^{0.95K} \times \binom{K}{K} \times \binom{K}{0.95K} \]
\[
< 1.974 \times 0.796^{0.95K} \times \binom{K}{K} \times \binom{K}{0.95K} \]
\[
< 1.974 \times 0.796^{0.95K} \times \binom{K}{K} \times \binom{K}{0.95K} \]
\[
< 1.974 \times 0.796^{0.95K} \times \binom{K}{K} \times \binom{K}{0.95K} \]
\[
\begin{align*}
K^{K+1/2} & \leq \sqrt{2\pi(0.95K)^{0.95K+1/2}(K-0.95K)^{K-0.95K+1/2}} \\
& = \frac{K^{K+1/2}}{\sqrt{2\pi(0.95K)^{0.95K+1/2}(0.05K)^{0.05K+1/2}}} \\
& = \frac{1}{\sqrt{2\pi K}} (0.95 \times 0.05)^{-1/2} \left( 0.95^{-1} 0.05^{-0.95/0.95} \right)^{0.95K} \\
& < \frac{1.8305}{\sqrt{K}} 1.2324^{0.95K},
\end{align*}
\]

(50)

where (a) is because \(s^{K+1/2}(K-s)^{K-1/2}\) is an increase function of \(s\) for \(K/2 \leq s < K\). Hence, (48) follows from (49) and (50).

\section*{Appendix D}

\textbf{Comparison of the Lower Bounds on \(m\) Given by Corollary 5 and [14, Corollary 7]}

The proof of [14, Corollary 7] shows that for any fixed \(K, n\) and \(\delta \in (0, 0.36)\), if \(m\) satisfy

\[
m \geq \left( 2 + \sqrt{\frac{1}{\ln(n/\delta)}} + \sqrt{\frac{2}{K}} \right)^2 K \ln(n/\delta),
\]

(51)

\(A\) is being defined in Theorem 2 and \(x\) is a \(K\)-sparse signal. Then

\[
\mathbb{P}(S) \geq 1 - \left( \frac{\delta}{n} + \frac{\delta^2}{4} \right),
\]

(52)

where event \(S\) is defined in (4).

In the following, we show that the requirement on \(m\) given by Corollary 5 is weaker than that given by [14, Corollary 7].

To this end, we assume \(\zeta = \frac{\delta}{n} + \frac{\delta^2}{4}\), then

\[
\delta = \frac{2\sqrt{1+n^2\zeta} - 1}{n}.
\]

(53)

Hence, (51) is equivalent to

\[
m \geq \left( 2 \sqrt{K \ln(n/\delta)} + \sqrt{K} + \sqrt{2\ln(n/\delta)} \right)^2 \\
= \left( 2\sqrt{K + \sqrt{2}} \sqrt{\ln \left( \frac{n^2}{2(\sqrt{1+n^2}\zeta - 1)} + \sqrt{K} \right) } \right)^2 \\
= \left( 2\sqrt{K + \sqrt{2}} \sqrt{\ln \left( \frac{1+n^2\zeta + 1}{2\zeta} + \sqrt{K} \right) } \right)^2.
\]

(54)

Therefore, [14, Corollary 7] can be equivalently stated as that if \(m\) satisfies (54), then (20) holds

Since \(\delta = \frac{n\sqrt{\zeta}}{n+\sqrt{\pi}}\) in Corollary 5, similar to the derivation of (54), (19) can be rewritten as

\[
m \geq \left( \frac{1}{\sqrt{2\beta K + \sqrt{2}}} \sqrt{\ln \left( \frac{n + \sqrt{\pi}}{\sqrt{3} \zeta} + \sqrt{K} \right) } \right)^2.
\]

(55)

By the above analysis, to show that the requirement on \(m\) given by Corollary 5 is weaker than that given by [14, Corollary 7], it is equivalent to show that

\[
(2\sqrt{K + \sqrt{2}} \sqrt{\frac{1+n^2\zeta + 1}{2\zeta}} > (\sqrt{2\beta K} + \sqrt{2}) \sqrt{\ln \left( \frac{n + \sqrt{\pi}}{\sqrt{3} \zeta} \right) }.
\]

(56)

Since \(\sqrt{\ln t}\) changes very slowly as \(t\) changes when \(t\) is large (say larger than 10), the left-hand side and right-hand side of (56) are respectively dominated by \(2\sqrt{K}\) and \(\sqrt{2\beta K}\). Thus to show (56), we only show \(\beta < 2\). Since in Corollary 5 \(\delta = \frac{n\sqrt{\zeta}}{n+\sqrt{\pi}}\) and \(\zeta \leq \frac{1}{\sqrt{n}}\), \(\ln(n/\delta) > 1\). Therefore, by (18), to show \(\beta < 2\), it suffices to show that

\[
2n^2 \geq (n-K)(K+1).
\]

Since \(1 \leq K \leq n\), the above inequality holds.

\section*{Appendix E}

\textbf{Proof of Lemma 4}

\textit{Proof:} Since \(S_k \subseteq \Omega\) and \(|S_k| = k\), \(S_k+1 \subseteq \Omega\) and \(|S_k+1| = k+1\) if and only if \(s^{k+1} \subseteq \Omega \setminus S_k\). Thus, by line 2 of Algorithm 1, to show the lemma, it suffices to show that

\[
\max_{i \in \Omega} \left\{ |r^k, A_i| \right\} = \max_{j \neq r} \left\{ |r^k, A_j| \right\}.
\]

(57)

Indeed, if (57) holds, then \(s^{k+1} \subseteq \Omega\). Moreover, by lines 4 and 5 of Algorithm 1, we have \(|r^k, A_i| = 0\) for \(i \in S_k\). Hence, by (57), \(s^{k+1} \subseteq \Omega \setminus S_k\).

By [27, (31–38)] with the noise vector \(v = 0\), one can see that (57) holds if the following inequality holds:

\[
\|A^\top_{\Omega \setminus S_k} P_{S_k} A_{\Omega \setminus S_k} x_{\Omega \setminus S_k}\|_2 > \|A^\top_{\Omega \setminus S_k} P_{S_k} A_{\Omega \setminus S_k} x_{\Omega \setminus S_k}\|_\infty.
\]

(58)

In the following, we give a lower bound on the left-hand side of (58). Since the inequality in (3) holds with \(S = \Omega \setminus S_k\), by [32, (3.1), (3.3) and (4.1)], we have

\[
\|A^\top_{\Omega \setminus S_k} P_{S_k} A_{\Omega \setminus S_k} x_{\Omega \setminus S_k}\|_2 \geq \frac{\|P_{S_k} A_{\Omega \setminus S_k} x_{\Omega \setminus S_k}\|_2}{\sqrt{\phi(|\Omega \setminus S_k|)}} \|x_{\Omega \setminus S_k}\|_2.
\]

Since \(x\) is \(K\)-sparse, \(S_k \subseteq \Omega\) and \(|S_k| = k\), \(|\Omega \setminus S_k| \leq K-k\). Since \(\phi(t)\) is a nondecreasing function, by the above inequality, we have

\[
\|A^\top_{\Omega \setminus S_k} P_{S_k} A_{\Omega \setminus S_k} x_{\Omega \setminus S_k}\|_2 \geq \frac{\|P_{S_k} A_{\Omega \setminus S_k} x_{\Omega \setminus S_k}\|_2}{\sqrt{\phi(K-k)}} \|x_{\Omega \setminus S_k}\|_2.
\]

(59)
Let \( \sigma \) denote the smallest singular value of \( P_{\Sigma_{S_k}}^\perp A_{\Omega \setminus S_k} \), then by [42, Lemma 5], we have \( \sigma \geq \sigma_{\min} \), hence
\[
\| P_{\Sigma_{S_k}}^\perp A_{\Omega \setminus S_k} x_{\Omega \setminus S_k} \|_2 \geq \| A_{\Omega \setminus S_k} x_{\Omega \setminus S_k} \|_2 \geq \sigma_{\min} \| x_{\Omega \setminus S_k} \|_2.
\]
Then, by (25) and (59), we have
\[
\| A_{\Omega \setminus S_k} P_{\Sigma_{S_k}}^\perp A_{\Omega \setminus S_k} x_{\Omega \setminus S_k} \|_\infty \geq \| A_{\Omega \setminus S_k} P_{\Sigma_{S_k}}^\perp A_{\Omega \setminus S_k} x_{\Omega \setminus S_k} \|_2
\]
\[
\geq \| A_{\Omega \setminus S_k} P_{\Sigma_{S_k}}^\perp A_{\Omega \setminus S_k} x_{\Omega \setminus S_k} \|_2 \times \left( \frac{\| P_{\Sigma_{S_k}}^\perp A_{\Omega \setminus S_k} x_{\Omega \setminus S_k} \|_2}{\sqrt{\phi(K-k)}} - \| A_{\Omega \setminus S_k} u_k \|_\infty \right)
\]
\[
\geq \sigma_{\min} \| x_{\Omega \setminus S_k} \|_2 \left( \frac{\sigma_{\min}}{\sqrt{\phi(K-k)}} - \| A_{\Omega \setminus S_k} u_k \|_\infty \right).
\]
Then, one can easily see that (58) holds if (24) holds, and hence the lemma holds.

**APPENDIX F**

**PROOF OF LEMMA 5**

**Proof:** One can check that
\[
P \left( \bigcap_{i=1}^\ell \{ \| B_i^T u_i \|_\infty \leq \epsilon_i \} \right)
\]
\[
= P \left( \| B_1^T u_1 \|_\infty \leq \epsilon_1, \ldots, \| B_\ell^T u_\ell \|_\infty \leq \epsilon_\ell \right)
\]
\[
= P \left( \| B_1^T u_1 \|_\infty \leq \epsilon_1, \ldots, \| B_\ell^T u_\ell \|_\infty \leq \epsilon_\ell \right)
\]
\[
= \prod_{i=1}^{\ell} \prod_{p=1}^p P \left( \| B_{ij}^T u_i \|_\infty \leq \epsilon_i \right)
\]
\[
= \prod_{i=1}^{\ell} \prod_{p=1}^p e^{-\epsilon_i^2 m/2} \sqrt{\pi m/2 \epsilon_i}
\]
\[
\geq 1 - e^{-\epsilon_i^2 m/2} \sqrt{\pi m/2 \epsilon_i},
\]
where (a) follows from the integral transformation and (b) is from [44, (4)]. Thus, (60) holds for \( \| u_i \|_2 = 1 \).

We then prove (60) holds for \( \| u_i \|_2 < 1 \). Since \( \| u_i \|_2 < 1 \), we have
\[
\| B_j^T u_i \|_1 \leq \epsilon_i \| u_i \|_1 \leq \epsilon_i/\| u_i \|_2
\]
\[
\geq P \left( \| B_j^T u_i \|_1 \leq \epsilon_i/\| u_i \|_2 \right)
\]
\[
\geq 1 - e^{-\epsilon_i^2 m/2} \sqrt{\pi m/2 \epsilon_i}.
\]
Thus, (60) holds for \( \| u_i \|_2 < 1 \).

**APPENDIX G**

**PROOF OF LEMMA 7**

**Proof:** Let
\[
\bar{\varphi}(t) = \frac{1}{\sqrt{t e^{t/2}}}, \quad 0 < t < 2,
\]
then by some direct calculations, we have
\[
\bar{\varphi}'(t) = \frac{2 - t}{2 t^{5/2} e^{t/2}} > 0.
\]
Since \( 0 < t_1 < t_2 < \cdots < t_p < 2 \), we have
\[
\sum_{i=1}^p \varphi(t_i) = \sum_{i=1}^p \sum_{i=1}^p (t_i \bar{\varphi}(t_i)) \leq \sum_{i=1}^p (t_i \bar{\varphi}(t_i)) = \sum_{i=1}^p \frac{t_i}{\sqrt{t_p e^{t_p/2}}}.
\]
Hence (28) holds.
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