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Abstract—For frequency division duplex (FDD) systems, downlink channel state information (CSI) feedback is essential. Deep learning-based auto-encoder (AE) structures have shown promise in reducing feedback overhead. However, designing a super-large AE network to handle the CSI of all scenarios is not practical. A more practical approach is to divide the CSI dataset by region/scenario and use multiple simple AE networks. However, this method requires high memory capacity, making it unsuitable for low-end user equipment (UE). In this paper, we propose a new UE-friendly framework based on multi-tasking mode. Our framework, called single-encoder-to-multiple-decoders (S-to-M), uses multi-task-learning to design multiple independent AEs into a joint architecture with a shared encoder that corresponds to multiple task-specific decoders. We also integrate GateNet as a classifier to enable the base station to autonomously select the right task-specific decoder for the subregion. Our experiments on a simulated multi-scenario CSI dataset show that our proposed S-to-M framework outperforms other benchmark modes by significantly reducing model complexity and UE memory consumption.
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I. INTRODUCTION

MASSIVE multiple-input and multiple-output (MIMO) is considered one of the core technologies in the fifth-generation (5G) communication system and will continue to be important in the future 6G [1]. It improves system capacity and spectral efficiency, ensuring the transmission characteristics of “high dimension, high capacity, more dense network and lower delay” of 5G communication system [2], [3]. In massive MIMO systems, accurate knowledge of the downlink channel state information (CSI) at the base station (BS) is essential to ensure high-quality precoding work and guarantee efficient transmission. However, as the number of antennas deployed at the BS in massive MIMO systems continues to grow, providing feedback becomes challenging due to the vast CSI matrix [4]. To reduce the CSI feedback overhead, efficient compression of CSI at the user equipment (UE) is necessary before feeding it back and reconstructing it at the BS to recover the original high-dimensional CSI.

The CSI features reflect the channel characteristics and can be considered a high-dimensional and low-rank image. Thus, the mission of CSI feedback is to solve the problem of high-dimensional and low-rank image compression and reconstruction. Traditional methods based on compressed sensing (CS) [5] are time-consuming and inefficient because they are iterative algorithms that struggle with high-dimensional nonlinear problems. Furthermore, these CS-based methods assume strict assumptions on channels, such as channels being sparse in some bases, which may not hold in real systems, making it challenging to deploy these methods in practice [6].

The deep learning (DL)-based channel estimation methods [7], [8] and precoding methods [9], [10] treat the CSI matrices as images and apply DL for feature extraction, which is consistent with CSI feedback [11]. Most DL-based CSI feedback works utilize an end-to-end based autoencoder (AE) [12] architecture, including an encoder network at the UE for the dimensional reduction of the high-dimensional CSI matrix that outputs the compressed code before feedbacking to the BS, and a decoder network to reconstruct the original CSI from the compressed code. The AE neural network (NN) is trained offline via massive CSI samples and then deployed in the real system matching the training data. CSI compression, feedback and reconstruction involve complicated, high-dimensional, nonlinear and non-convex problems. Unlike the traditional CS-based methods with slow convergence rate, the DL-based data-driven methods can greatly improve reconstruction accuracy and feedback efficiency via their excellent fitting ability toward data representation.
B. Related Work

The DL-based CSI feedback framework was first introduced by CsiNet [6], which demonstrated the significant superiority of NNs over traditional CS-based methods. Following CsiNet, many DL-based works emerged to explore the potential of DL, focusing on several aspects, including:

- **NN architecture design.** CRNet [13] was designed with a multi-resolution structure, while [14] adopted a deep convolutional generative adversarial network (DCGAN) that performs well with an extremely low compression ratio. [15] benefits from the transformer architecture and achieves great performance.

- **Quantization module optimization.** CsiNet+ [16] designed the quantization module to better apply in practice and a special offset network to compensate for quantization distortion. EfficientFi [17] adopted a vector quantized variational autoencoder (VQ-VAE) to design a trainable discrete codebook for quantization.

- **Correlation exploring.** CsiNet-LSTM [18] extracted the time correlation in the time-varying channel via the recurrent NN structure. CAnet [19] designed an uplink-aided CSI acquisition framework utilizing the correlation between downlink and uplink CSI. Distributed DeepCMC [20] benefits from the correlations among the channel matrices of nearby users to further improve performance.

- **Multi-module joint design.** Reference [21] proposed an end-to-end feedback framework, including distributed channel estimation, feedback, and downlink multiuser precoding. Reference [22] jointly designs the channel estimation and CSI feedback via a model-driven approach.

Most of the mentioned works use the dataset in [6], i.e., numerical simulation dataset in indoor and outdoor scenarios generated by the COST2100 channel model [23]. Some competitions of wireless communication combined with artificial intelligence [24] verify the application of neural network model in actual communication system by using measured CSI data.

C. Problem Definition

The existing works primarily focus on enhancing model performance in specific datasets, tailored to the characteristics of those datasets. Deep learning models are highly influenced by the CSI dataset, including factors like sample number, similarity, and feature complexity or sparsity. These factors are determined by the complexity of the scenario or the density of sampling. For example, the CsiNet [6] model performs differently on the COST2100 indoor and outdoor scenario datasets due to variations in scenario complexity and sampling range. However, there is currently no standardized approach to collecting CSI datasets, and research on how these factors impact NN performance is lacking. Consequently, practical deployment lacks guidance, particularly in complex scenarios. In this work, we aim to bridge the gap between DL-based methods and practical deployment by examining the potential of DL in relation to the CSI dataset, rather than focusing solely on AE architecture design. We have observed that there is a negative correlation between NN performance and the CSI sampling range. Tab. I presents the results on a simulation dataset both in indoor and outdoor scenarios. The sampling range increases and includes more scenarios, the difference between the CSI samples also increases, leading to poorer network performance. To address this issue, two solutions are proposed: increasing network capacity (complexity or compression ratio) and narrowing the CSI sampling range.

When deploying in a regular urban micro-cell with various scenarios, a NN of general complexity may struggle to handle the CSI sampled throughout the entire cell. However, it can perform well in local sub-regions with fewer scenarios. To address this, the challenging tasks of CSI compression and reconstruction can be divided into manageable sub-tasks by splitting the dataset based on the sampling region. Two deployment modes emerge:

1. **Designing a complex NN to handle the global cell’s CSI.**
2. **Dividing the global cell into local sub-areas and using multiple simple NNs, each responsible for a single area.** Both solutions require high computing power or memory for UE, making them unsuitable for low-level equipment like IoT sensors. Mode 1 entails a complex AE network with a high computing power requirement, while in mode 2, UE needs ample memory to store multiple sets of encoder parameters and switch between them when moving to another subregion.

| CSI Sampling range | 1m | 10m | 40m | 200m |
|--------------------|----|-----|-----|------|
| NN’s performance   |    |     |     |      |
| 1                 | \(-22.34\)dB | \(-5.08\)dB | \(-1.90\)dB | \(-0.77\)dB |

* The NN tested is CsiNet [6] with compression ratio of 1/256.
* NN’s performance is evaluated using the normalized mean square error (NMSE) measured in dB.

D. Our Contributions

In our work, we present a new deployment mode that is designed to be more friendly to low-end UE devices and address the limitations of modes 1 and 2. When handling CSI from multiple scenarios, the feedback work of all scenarios CSI can be divided into multiple sub-tasks that are easy to handle according to the way of regional division. We introduce a multi-tasking mode that involves dividing the CSI dataset and feedback by region and propose the single-encoder-to-multiple-decoders (S-to-M) mode. In this mode, a general encoder is used for CSI compression, which corresponds to multiple task-specific decoders for CSI reconstruction, based on multi-task-learning (MTL). The shared encoder can provide excellent performance and generalization ability with low complexity, making it convenient for the UE by requiring

---

1Each dataset in our study consists of 50,000 CSI samples. The positions of the UE are randomly sampled within a circular area centered 100 meters east of the BS. We vary the sampling range by changing the radius of the circle from 1 m to 200 m for comparison.

2In this study, we focus on the case where low-end UE devices are used. All the NNs are trained offline before deployment, and there is no online adaptation or fine-tuning during deployment. This process is different from the online-adjustment methods described in [26].
minimal memory and providing relatively stable network performance. We also introduce a GateNet at the BS, which is trained as a classifier to select the appropriate decoder. The major contributions of this work can be summarized as follows:

- **CSI dataset segmentation**: We demonstrate the feasibility of dividing the CSI dataset into multiple subregions based on the sampling areas. We analyze the distribution of CSI features (1-D and 2-D) and the sample frequency and correlation to measure task correlation, which lays the foundation for the multi-tasking mode.

- **MTL application**: To reduce UE’s computing power and storage capacity consumption, we propose a new UE-friendly mode, called S-to-M, based on MTL. We use the parameter-sharing mechanism to take advantage of task correlation, allowing a shared encoder to correspond to multiple task-specific decoders. Our MTL-based S-to-M mode can significantly reduce the NN’s complexity and memory consumption in UE, while maintaining high performance.

- **Autonomous switching decoder NN at BS**: Although our S-to-M mode uses a general encoder to solve the encoder NN switching problem when the scenario changes, the BS still faces the challenge of selecting the correct task-specific decoder NN. To address this, we complete our S-to-M mode with GateNet, a classifier at the BS that can identify the task number from the encoder’s output and switch the decoder NN autonomously. The results show that the GateNet’s supervised-learning performance of a simple NN is over 99.5%, resulting in negligible performance loss to the overall framework.

Parallel to our work, Zhang et al. [27] also tackled the multi-scenario CSI compression problem using MTL. However, we differ in our training approach. They pretrain S-to-S’s parameters and fine-tune the decoder’s parameters, while we train S-to-M end-to-end and jointly train the shared encoder and task-specific decoder without fixing encoder parameters. Our work presents the advantage of a parameter hard sharing mechanism, which provides strong generalization, and an interpretability analysis in Section IV-C4.

The rest of this paper is organized as follows: Section II introduces the system model and the CSI feature analysis. Section III presents the proposed MTL-based S-to-M mode for CSI feedback deployment, including the mechanism of MTL, the complete framework and complexity analysis. Section IV provides CSI simulation details and the evaluation of our proposed S-to-M compared with the benchmarks. Section V gives the concluding remarks.

**Notations**: Vectors and matrices are denoted by boldface lower and upper case letters, respectively. $(\cdot)^H$ and $\text{cov}(\cdot)$ denote Hermitian transpose and the covariance, respectively. $\mathbb{C}^{m \times n}$ or $\mathbb{R}^{m \times n}$ denotes the space of $m \times n$ complex-valued or real-valued matrix. For a 2-D matrix $A$, $A[i, j]$, $\text{row}_k(A)$ and $\text{col}_k(A)$ represent the $(i, j)^{th}$ element, the $k^{th}$ row and the $k^{th}$ column in matrix $A$. For a 1-D vector $a$, $a[i]$ denotes its $i^{th}$ element. $\| \cdot \|$ is the Euclidean/L2 norm. $[a_k]_{k=1}^{N}$ represents a list of $[a_1, a_2, \ldots, a_N]$. $\text{para}(\cdot)$ and $\text{FLOPs}(\cdot)$ denote the NN’s parameter amount and the floating-point operations (FLOPs) amount.

### II. System Model

#### A. Massive MIMO-OFDM FDD System

Consider a typical urban micro-cell in an frequency-division duplexing (FDD) massive MIMO system with one BS serving for multiple single-antenna UEs. The BS is located at the center of the cell and equipped with an $N_t$-antenna uniform linear array (ULA). We utilize orthogonal frequency division multiplexing (OFDM) in downlink transmission over $N_f$ subcarriers. The received signal on the $n^{th}$ subcarrier for a UE can then be modeled as [6]:

$$y_n = h_n^H v_n x_n + z_n,$$  \hspace{1cm} (1)

where $h_n \in \mathbb{C}^{N_t}$, $x_n \in \mathbb{C}$ and $z_n \in \mathbb{C}$ denote the downlink instantaneous channel vector in the frequency domain, the transmit data symbol and the additive noise, respectively. The beamforming or precoding vector $v_n \in \mathbb{C}^{N_t}$ should be designed by the BS based on the received downlink CSI [28]. We stack all the $N_f$ frequency channel vectors and derive the downlink CSI matrix $H_{2 \times F} = [h_1, h_2, \ldots, h_{N_f}] \in \mathbb{C}^{N_t \times N_f}$ in the spatial-frequency domain.

We perform the same data preprocessing as in [6]: 2D discrete Fourier transformation to obtain the sparse CSI in the angle-delay domain. The large dimensional CSI matrix can be sparse in the angle-delay domain due to the limited multipath time delay and the sufficient antennas at BS [6]. Subsequently, we retain the first $N_c$ ($N_c < N_f$) non-zero rows to further reduce the feedback overload and derive the dimension-reduced CSI in the angle-delay domain: $H_{A \times D} \in \mathbb{C}^{N_c \times N_f}$. Notice that in this paper, all the grayscale images of the angle-delay CSI refers to $H_{A \times D}$. The complex-valued elements in $H_{A \times D}$ are also divided into real and imaginary real-valued parts, then normalized in the range of [0,1], and finally, we obtained the NN’s input: $H \in \mathbb{R}^{N_c \times N_f \times 2}$.

#### B. Feature Description of CSI in Multiple Scenarios

A typical urban micro-cell usually contains various scenarios. Each scenario has unique environmental characteristics, e.g., the distribution (density or height) of buildings, trees, and so on, depicting UE’s surrounding scattering environment. Similar to [29], we divide the whole cell into several subregions ($T$ subregions). In each subregion, users are randomly distributed and share the same (or similar) propagation environment. The BS is located at an elevated position in the cell with few surrounding scatterers [30]. Thus, the channel between BS and UE is much more affected by UE’s surrounding scatterers than BS’s, as depicted in Fig. 1(a).

For the $u^{th}$ UE, we can obtain the multi-path frequency response channel $h_n$ on the $n^{th}$ subcarrier in (1)
according to the clustered response model\(^5\):

\[
h_n = \sum_{\ell} \iint \alpha_d e^{i(\theta - 2\pi f_n \tau_{\ell})} a^{(1)}(\phi_{\ell}) d\phi_{\ell} d\tau_{\ell}, \tag{2}
\]

where \(L\) and \(f_n\) denote the propagation path number and the \(n^{th}\) subcarrier frequency with \(\alpha_d\), \(\theta_{\ell}\), \(\tau_{\ell}\), \(\phi_{\ell}\), \(T_{\ell}\) and \(A_{\ell}\) stand for the attenuation amplitude, random phase shift, delay, azimuth angles of departure (AoDs), delay’s range, and AoD’s range associated with the \(\ell^{th}\) path, respectively. \(a_d(\phi_{\ell})\) stands for the antenna array response vectors at the BS, and the ULA antenna array response vectors can be given as \([29], [30]\), and \([31]\):

\[
a_d(\phi_{\ell}) = \frac{1}{N_t} \left[ 1, e^{-j \varpi_n \sin(\phi_{\ell})}, \ldots, e^{-j \varpi_n (N_t - 1) \sin(\phi_{\ell})} \right]^T,
\]

in which \(\varpi_n = 2\pi df_n/c\) with \(c\) and \(d\) denoting the speed of light and the distance between antenna elements, respectively.

The channel fading effects, such as the multipath or the spatial scattering, are captured in the CSI matrix, and the multipath propagation can be resolved in the angle-delay domain. In the clustered channel model, channels are expected to have limited \(L\) scattering. Each cluster contributes a single main propagation path (represented by several sub-paths) between the BS and UE \([32], [33]\), resulting in a small angular spread (AS) or delay spread (DS) of each path in the antenna or bandwidth resolution space \([25]\).

For the \(u^{th}\) UE’s \(\ell^{th}\) propagation path, the AoD’s range is given as \(\alpha_d \triangleq [\phi_{\ell} - \Delta\phi_{\ell}, \phi_{\ell} + \Delta\phi_{\ell}]\) with \(\phi_{\ell}\) and \(\Delta\phi_{\ell}\) denoting the mean \(\phi_{\ell}\) and the AS of the \(\ell^{th}\) path, as well as the delay’s range: \(T_{\ell} \triangleq [\tau_{\ell} - \Delta\tau_{\ell}, \tau_{\ell} + \Delta\tau_{\ell}]\) with \(\tau_{\ell}\) and \(\Delta\tau_{\ell}\) denoting the mean \(\tau_{\ell}\) and the DS. This can be observed in Fig. 1, where Fig. 1(a) depicts two different scenarios and the propagation layout, and Fig. 1(b) shows the corresponding CSI’s grayscale map simulated by QuaDRiGa. Especially for UE in scenario1 (an open ground), the propagation layout only contains a line of sight (LOS) path and a non-LOS (NLOS) path, reflected in the CSI map with the positions of the feature spots manifesting the different path lengths and AoDs between LOS and NLOS. The range of spots represent AS and DS \([31]\). Moreover, for the \(u^{th}\) UE, the overall multi-path angle range and delay range in Fig 1(b) can be expressed as: \(A_u \triangleq \bigcup_{\ell} A_{\ell, u}\) and \(T_u \triangleq \bigcup_{\ell} T_{\ell, u}\), respectively, with \(A_{\ell, u}\) and \(T_{\ell, u}\) specific to the \(\ell^{th}\) path of the \(u^{th}\) UE. As depicted in Fig 1(a), \(A_u\) and \(T_u\) can be covered by (or limited to) an angle range and a delay range upper bound specific to the subregion where the UE is:

\[
A_k \triangleq \bigcup_{u \in U_k} A_u, \quad T_k \triangleq \bigcup_{u \in U_k} T_u, \tag{4}
\]

where \(U_k\) denotes the index set of UE within the \(k^{th}\) subregion.

\(^5\)The CSI dataset for all the experiments in this paper is simulated by QuaDRiGa \([25]\) and COST2100 \([23]\), which are both part of the geometry-based stochastic channel models (GSCMs) that are described by the clustered response model.

This statistical distribution phenomenon can also be viewed in Fig. 2, where the multi-scenarios CSI samples in five subregions are simulated by QuaDRiGa \([25]\) with more details in Subsection IV-A1. Each row contains six CSI samples randomly sampled in the corresponding subregion. In each CSI map, the power delay profile (PDP) and power angular spectrum (PAS) are depicted on the right and above the CSI image, representing the 1-D feature distributions, which can be calculated according to (2-3) as:

\[
PAS(H) = \frac{1}{N_e} \left[ ||\text{col}_k(H)||_2^2 \right]_{k=1}^{N_e},
\]

\[
PDP(H) = \frac{1}{N_e} \left[ ||\text{row}_k(H)||_2^2 \right]_{k=1}^{N_e}, \tag{5}
\]

where \(H, \cdot ||_2, \text{col}_k(\cdot)\) and \(\text{row}_k(\cdot)\) denote the CSI matrix, the Euclidean norm, and \(k^{th}\) column and row of matrix, respectively. Within each row (subregion), the 1-D and 2-D CSI features are distributed over a specific large or small range, determined by the spatial environmental characteristics of the corresponding subregion. For example, the shape of the scattering areas and spatial density of the scatterers will impact the range of the CSI features. A rich scattering environment, such as a commercial district (subarea 1 in Fig. 2), is reflected in dense and complex CSI with a wide angular and delay range. On the other hand, the CSI map of an open scattering environment, like a park (subarea 3 in Fig. 2), will be sparse, with the feature centrally distributed.

C. Subtask Correlation Analysis

As described in Subsection II-B, the CSI features are closely related to the UE’s surrounding scattering environment, which justifies splitting the dataset by sampling region and lays the foundation for the multitasking modes, i.e., multiple subtasks for the feedback of subregion CSI. These subtasks are isomorphic, differing only in the CSI dataset. In this subsection, we focus on exploring the correlation of subtasks by analyzing the statistical properties of the multi-scenario CSI dataset. For example, we examine the sample’s statistical frequency and similarity, which serve as the basis for applying MTL in our S-to-M mode.

Instead of displaying several samples’ visualizations in Fig. 2, we present the statistical frequency distribution histogram of the 1-D feature for CSI in Fig. 3. In the figure, PAS is in the first row and PDP in the second row, with each column representing one subregion. We conducted statistical frequency analysis based on 50,000 randomly sampled CSI samples in each local subregion, which is sufficient to represent the overall CSI feature distribution of the subregion. We denote \(D_k\) as the dataset of the subtask \(S_k\) for the \(k^{th}\) subregion’s CSI feedback. The sample statistical frequency distribution of \(D_k\) is presented by its probability density function (PDF), \(p_k^D(\text{PAS})\) for PAS and \(p_k^D(\text{PDP})\)\(^6\) for PDP, which can be regarded as an approximate representation of

\(^6\)The PDF of the 1-D features can be seen as the marginal PDF of the 2-D feature, where the combination of PAS and PDP presents the 2-D CSI matrix. Here, we display the marginal PDF for the sake of visualization, as the 2-D feature vector is too long (1024-length) to straightforwardly capture its distribution characteristic.
the overall feature distribution. That is, if $\mathbf{H} \in \mathcal{D}_k$ then $\text{PAS}(\mathbf{H}) \sim p_\kappa^\lambda(\text{PAS})$ and $\text{PDP}(\mathbf{H}) \sim p_\kappa^\omega(\text{PDP})$. Thus, we can denote the upper bound of angular range $\alpha_k$ or delay range $\tau_k$ in 4 as the confidence interval in angular or delay.
domain, respectively, with the 95% confidence level, i.e., $\Lambda_k$ and $\Theta_k$ can cover most CSI samples’ $\phi$ and $\tau$ except for the 5% outliers. By comparing $\Lambda_k^H$(PAS), $\Lambda_k^D$(PDP), $\Lambda_k$ and $\Theta_k$ for different subtasks in Fig. 3, the CSI feature distribution varies across different scenarios.

Furthermore, the CSI maps sampled within a local subregion exhibit higher correlations than those sampled across different local subareas. This finding explains why the performance of the subtask’s neural network is better than that of the entire cell from the perspective of sample similarity. We introduce Pearson correlation to describe the similarity between CSI cell from the perspective of sample similarity. We introduce the subtask’s neural network is better than that of the entire domain, respectively, with the 95% confidence level, i.e., $\Lambda_k$ and $\Theta_k$ can cover most CSI samples’ $\phi$ and $\tau$ except for the 5% outliers. By comparing $\Lambda_k^H$(PAS), $\Lambda_k^D$(PDP), $\Lambda_k$ and $\Theta_k$ for different subtasks in Fig. 3, the CSI feature distribution varies across different scenarios.

As a result, the large-scale fading parameters (LSPs) within one local area do not change considerably and keep their wide-sense stationary (WSS) properties [25]. Therefore, the change of small-scale fading parameters (SSPs) is responsible for the feedback of CSI sampled in the local sub-area.

Given the input $\mathbf{H} \in \mathcal{D}_k$, where $\mathcal{D}_k$ is the $k^{th}$ subtask’s dataset, the output $\hat{\mathbf{H}}$ of the above two modes can be expressed as:

$$\hat{\mathbf{H}}_{\text{S-to-S}} = \text{Dec}(\text{Enc}(\mathbf{H}; \Phi); \Psi),$$

$$\hat{\mathbf{H}}_{\text{M-to-M}} = \text{Dec}_k(\text{Enc}_k(\mathbf{H}; \Phi_k); \Psi_k),$$

where $\text{Enc}(\cdot)$ and $\text{Dec}(\cdot)$ stand for the shared and common encoder and decoder, whereas $\text{Enc}_k(\Phi_k)$ and $\text{Dec}_k(\Psi_k)$ are correspond to the $k^{th}$ subtask. In M-to-M mode, the subtask index $k$ should be acquired both at the UE and BS, which involves the link of the additional index information feedback.

III. MTL-BASED CSI FEEDBACK

In Section II, we analyze the CSI feature distribution and describe that decomposing a problematic task into multiple yet relatively easy sub-tasks is feasible by dividing CSI datasets according to sampling areas. Therefore, when dealing with CSI sampled from the whole cell with multiple scenarios, two deployment modes are usually adopted:

- **Single-encoder-to-single-decoder (S-to-S) mode** (Fig. 5(a)): This mode involves designing a single sophisticated neural network with high complexity to handle the whole cell’s CSI feedback.
- **Multiple-encoders-to-multiple-decoders (M-to-M) mode** (Fig. 5(b)): This mode involves dividing the CSI dataset and feedbacking it by region, using multiple relatively simple neural networks. Each neural network is responsible for the feedback of CSI sampled in the local sub-area.

Given the input $\mathbf{H} \in \mathcal{D}_k$, where $\mathcal{D}_k$ is the $k^{th}$ subtask’s dataset, the output $\hat{\mathbf{H}}$ of the above two modes can be expressed as:

$$\hat{\mathbf{H}}_{\text{S-to-S}} = \text{Dec}(\text{Enc}(\mathbf{H}; \Phi); \Psi),$$

$$\hat{\mathbf{H}}_{\text{M-to-M}} = \text{Dec}_k(\text{Enc}_k(\mathbf{H}; \Phi_k); \Psi_k),$$

where $\text{Enc}(\Phi)$ and $\text{Dec}(\Psi)$ stand for the shared and common encoder and decoder, whereas $\text{Enc}_k(\Phi_k)$ and $\text{Dec}_k(\Psi_k)$ correspond to the $k^{th}$ subtask. In M-to-M mode, the subtask index $k$ should be acquired both at the UE and BS, which involves the link of the additional index information feedback.
The S-to-S mode is unsuitable for users of low-end devices. For example, the hundreds of megabytes in the encoder network model designed in AI competition [24] may not be deployed in low-end devices such as small sensors in practice. The M-to-M mode is also not friendly enough for low-end UE. It greatly reduces the complexity of NN, especially the encoder NN at UE, and saves substantial resource costs in NN architecture designs and parameter adjustment. However, it increases the link of switching network according to the environment and area in actual deployment. When the UE travels from one subregion to another, both the current encoder NN and decoder NN are unsuitable for the dramatically changed CSI owning to the limited generalization ability and must be altered to the corresponding NN. Moreover, the M-to-M mode requires UE to be equipped with ample memory to save multiple sets of encoder NN parameters, which burdens the UE significantly. Otherwise, the UE needs to download the new parameters frequently, which adds additional transmission burden and causes delays in the system. Furthermore, download errors can reduce the encoder NN’s performance.

A. Framework of S-to-M

Our deployment mode comes from two aspects. On the one hand, although the M-to-M mode finds a balance between the model complexity and the CSI sampling range, it does not fully take advantage of MTL, because the multiple NNs are designed independently. In this case, a non-negligible task correlation exists between multiple tasks. The feature distribution of CSI sampled in different sub-areas will be affected by common factors, such as the number and distribution of BS antennas, the climate of the whole cell, the performance of transceiver equipment, and so on. Therefore, we introduce MTL to improve the M-to-M mode via jointly designing the multiple NNs to explore this task correlation and learn the sharing representations. On the other hand, both the S-to-S and M-to-M modes are not designed as UE-friendly. They either require high computational power or memory of UE or have a significant downloading burden.

Inspired by these two aspects, we propose a new MTL-based CSI feedback deployment mode, S-to-M, by utilizing the hard-sharing structure of MTL. In this mode, a common and shared encoder corresponds to multiple task-specific decoders, as shown in Fig. 5(c). By exploring the task correlation through MTL, the shared encoder can achieve exceptional performance and generalization ability with low complexity.

1) MTL-Based Joint Architecture Design: MTL is a relatively mature technology in machine learning and has made exemplary achievements in many fields. The basic idea of MTL is to combine multiple relative tasks to learn

Fig. 4. Left: correlation of PAS; middle: correlation of PDP; right: correlation of CSI matrix.

Fig. 5. S-to-S/M-to-M/S-to-M modes of deployment, where the number of sub-tasks is 4 as an example.
simultaneously to enhance each model’s representation and generalization abilities, which is mainly realized by sharing representations between related tasks through the mechanism of sharing parameters [34]. The primary parameters sharing mechanism of deep MTL are the two kinds depicted in Fig. 6: (1) Hard-sharing (Fig. 6(a)) architecture stacks the task-specific layers on the top of the shallower shared layers [35]; (2) Soft-sharing (Fig. 6(b)) approaches allow each task has its parameters and model, where the distance between the part of the model’s parameters is regularized to encourage parameter similarity [36]. Unlike the multiple independent sets of parameters in M-to-M, the regularized part of parameters in soft-sharing focus on learning the task correlation and sharing representations.

We have chosen the hard-sharing architecture to design our MTL-based CSI feedback mode as it is more suitable for closely related tasks and more appropriate for our UE-friendly-design needs. Moreover, the hard-parameter-sharing significantly reduces the overfitting risk of the shared parameters (specifically reduces to $1/T$ of the unshared parameters, where $T$ is the number of sub-tasks [37]). The shared parameters can access the samples from all tasks. In contrast, the task-specific parameters can only access their subtask samples, making it challenging to find a representation that captures all tasks and making it equivalent to a kind of data enhancement. This assists the shared parameters in obtaining outstanding performance and generalization ability with low complexity without the risk of overfitting.

In our S-to-M mode, the shared encoder is designed as the sharing parameter part in the hard-sharing architecture to extract the sharing representation and exploit the task correlation, such as the factors of transceiver equipment’s performance or the consistency of geography and climate in the whole cell. The multiple decoders stand for the top task-specific layers to learn the differences between the subtasks, e.g., LSPs and SSPs.

2) Autonomous Switching Decoder NN at BS: The MTL-based CSI feedback mode involves the problem of switching the decoder networks. When the UE moves across different subregions, extra environmental information such as the UE’s position should be fed back to the BS to guide its work, but this may be unavailable due to safety issues. To handle this problem, we improve our S-to-M deployment mode framework by enabling BS switching decoder NN autonomously. Specifically, we add a classifier NN, GateNet, at the BS to output the label from the encoder’s output and conduct BS to switch for the correct decoder networks. This way, no additional information is involved, which reduces the feedback overhead and simplifies the process of CSI feedback in multiple subregions.

The overall framework of S-to-M mode with GateNet is depicted in Fig. 5(c), where the encoder at UE is equipped with one shared encoder NN and the decoder at BS is equipped with multiple task-specific decoder NNs (colored in blue). A simple classifier, GateNet, is also deployed at BS (colored in green) to identify the task category to which the CSI sample belongs through the compressed feedback code. The architecture of GateNet is shown in Tab. II, which consists of several fully connected (FC) layers. The last Softmax activity outputs the most likely category in the form of maximum probability. We also convert $g$ to the subtask index identified by GateNet via $g = \text{argmax}(g)$, where $g$ is the GateNet output and $g$ denotes the index number of the max-value element in $g$. When deploying, the BS first uses GateNet to identify the subtask index once it receives the feedback code, and then selects the corresponding decoder for CSI decompression and reconstruction. Given the input $H \in D_k$, the output of the overall S-to-M mode with GateNet is expressed as:

$$\hat{H}_{S\rightarrow M} = \text{Dec}_g(\text{Enc}(H; \Phi), \Psi_g),$$

where $g = \text{argmax}(\text{GateNetEnc}(H; \Phi))$. (8)

Although the expression shows that the overall MTL-based CSI feedback framework is highly influenced by GateNet’s...
classification accuracy, the experimental results demonstrate that the nearly perfect performance (accuracy over 99.9\%) indicates that the loss caused by GateNet is small enough to be disregarded. The encoder’s output includes sufficient information for GateNet’s classification task.

**B. Training**

As depicted in Fig. 7, the training of the overall framework can be divided into two steps: For the first step, we train the MTL-based joint architecture, i.e., jointly train the shared encoder and multiple decoders with the joint loss function:

$$L_{\text{MTL}} = \frac{1}{T} \sum_{k=1}^{T} \left( \frac{1}{N_k} \sum_{n=1}^{N_k} \| \text{Dec}_k(\text{Enc}(\mathbf{H}_k^n; \Phi); \Psi_k) - \mathbf{H}_k^n \|^2 \right),$$

(9)

where $T$ stands for the number of subtasks with the corresponding subscript $k$ and $N_k$ denotes the number of training samples for the $k^{th}$ subtask with the corresponding superscript $n$.

For the second step, we train the GateNet. We first fix the shared encoder’s parameters $\Phi$ to obtain the encoder’s output $s_k^n = \text{Enc}(\mathbf{H}_k^n; \Phi)$ and then label them with the corresponding task category with one-hot code $\ell_k$, where the $k^{th}$ element in $\ell_k$ is 1 whereas other elements are 0. Subsequently, we derive the training data $\bigcup_{k=1}^{K} \{(s_k^n, \ell_k)\}_{n=1}^{N_k}$ of the classifier GateNet for supervised learning. A basic classification loss function, cross-entropy, is utilized to train GateNet.

$$L_{\text{GateNet}} = \sum_{k=1}^{K} \sum_{n=1}^{N_k} \sum_{i=1}^{T} \ell_k[i] \log_2(g_k^n[i]),$$

(10)

where $g_k^n = \text{GateNet}(s_k^n)$ and $g_k^n[i]$ denotes its $i^{th}$ element.

**C. Complexity Analysis**

Since the S-to-M mode can utilize NN with any architecture or complexity, we mainly discuss and compare the complexity between our proposed S-to-M mode and the S-to-S or M-to-M modes. For convenience, the multiple task-specific decoders with NN architectures are the same in the analysis, although the S-to-M mode is not restricted to this limitation. To be fair, the comparison is under the situation that the three modes obtain the same performance levels and feedback overhead, where the S-to-S mode applies a much more complicated encoder and decoder NN, denoted as $\text{Enc}_{\text{com}}$ and $\text{Dec}_{\text{com}}$ (combination denoted as $AE_{\text{com}}$), whereas the encoder and decoder NN in the mode with multiple NN (M-to-M or S-to-M) is more simple and light-weighted, denoted as $\text{Enc}_{\text{sim}}$ and $\text{Dec}_{\text{sim}}$ (combination denoted as $AE_{\text{sim}}$).

Tab. III compares the memory consumption, presented by the parameter amount $\text{para}(\cdot)$, and the overall training and online testing time complexity, presented by the FLOPs amount $\text{FLOPs}(\cdot)$. When comparing S-to-S with the multitasking modes (M-to-M and S-to-M), the experiment results show that both the parameters and FLOPs amount of $AE_{\text{com}}$ are much larger than $AE_{\text{sim}}$, even larger than $T \cdot \text{para}(AE_{\text{sim}})$ or $T \cdot \text{FLOPs}(AE_{\text{sim}})$, demonstrating that even if in the training period, the time complexity of S-to-M’s joint architecture (joint training the shared encoder and multiple decoders) is lower than S-to-S. We then compare our proposed S-to-M mode with the M-to-M mode. As an upgraded version of M-to-M, S-to-M only saves one set of the encoder’s parameters, reducing much memory consumption at the UE. In terms of complexity, S-to-M increases the complexity brought by the GateNet compared with M-to-M. However, since GateNet is a small network consisting of only three FC layers, this increased complexity can be ignored. Moreover, GateNet eliminates the need for the UE to provide additional information to the BS in real-time to switch network parameters.

Due to the structure of multiple parallel decoders and the joint training process in S-to-M, the only drawback is that it may consume a significant amount of graphics memory during training when the sub-task number becomes too large. However, this issue is not a challenge for a BS equipped with high-performance equipment, and it can be resolved through parallel or distributed training with multiple GPUs.

**IV. SIMULATION RESULTS AND DISCUSSIONS**

First, we provide the CSI dataset simulation and NN training details. Then, we evaluate and compare the proposed MTL-based CSI feedback deployment mode, S-to-M, with the benchmarks, S-to-S/M-to-M. Finally, we analyze the results and investigate the mechanism of S-to-M mode via the compressed code’s visualization.

**A. CSI Simulation Setting**

1) **QuaDRiGa Simulation Datasets:** The multi-scenarios CSI dataset is simulated using a quasi-deterministic radio channel model, with the QuaDRiGa software tool [25]. This software allows for the modeling of MIMO radio channels for various specific network configurations and is widely used in academic research. Basic information about the CSI simulation is provided in Tab. IV. To ensure that the CSI sampled within each subregion retains its WSS properties in LSPs, we restricted the range of each subregion to not exceed the spatial correlation distance. We simulate five typical environments in an urban cell, with the BS located at the center (0, 0) and the UE randomly located in a subregion centered on marked coordinates. The scenario settings are provided in Tab V, and default settings according to [25] are used for the rest of the simulation. The visualization of the CSI maps and the sample correlation are shown in Figs 2 and 4, respectively, with the analysis presented in Section II.

2) **COST2100 Indoor/Outdoor Datasets:** We conduct experiments on the CSI dataset generated by the COST2100 channel model with Indoor/Outdoor scenarios to further verify the feasibility of our MTL-based mode. The dataset used in [6] is employed, with the BS positioned at the center of a square area with lengths of 20m and 400m for indoor and outdoor environments.
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Fig. 7: Two-step training of the overall framework of S-to-M mode.

TABLE III
COMPARISON OF MEMORY CONSUMPTION, OFFLINE TRAINING AND ONLINE TESTING TIME COMPLEXITY BETWEEN S-TO-S/M-TO-M/S-TO-M

| Mode                | S-to-S          | M-to-M          | S-to-M + GateNet |
|---------------------|-----------------|-----------------|------------------|
| Enc Memory          | $\text{para}(\text{Enc}_{\text{com}})$ | $T \cdot \text{para}(\text{Enc}_{\text{com}})$ | $T \cdot \text{para}(\text{Enc}_{\text{com}})$ |
| Dec Memory          | $\text{para}(\text{Dec}_{\text{com}})$ | $\Sigma_{k=1}^{T} (N_k \cdot \text{FLOPs}(\text{AE}_{\text{com}}))$ | $\Sigma_{k=1}^{T} (N_k \cdot \text{FLOPs}(\text{AE}_{\text{com}}))$ |
| Overall training time complexity$^2$ | $\Sigma_{k=1}^{T} (N_k \cdot \text{FLOPs}(\text{AE}_{\text{com}}))$ | $\Sigma_{k=1}^{T} (N_k \cdot \text{FLOPs}(\text{AE}_{\text{com}}))$ | $\Sigma_{k=1}^{T} (N_k \cdot \text{FLOPs}(\text{AE}_{\text{com}}) + \text{FLOPs}(\text{GateNet}))$ |
| Online testing time complexity | $\Sigma_{k=1}^{T} (N_k \cdot \text{FLOPs}(\text{AE}_{\text{com}}))$ | $\Sigma_{k=1}^{T} (N_k \cdot \text{FLOPs}(\text{AE}_{\text{com}}))$ | $\Sigma_{k=1}^{T} (N_k \cdot \text{FLOPs}(\text{AE}_{\text{com}}) + \text{FLOPs}(\text{GateNet}))$ |

$^1$ Assuming that multiple networks have the same architecture is a convenient way to simplify the analysis.

$^2$ In the S-to-S mode, there is only one NN trained with $\Sigma_{k=1}^{T} N_k$ samples, which is same with S-to-M. However, in the M-to-M mode, there are $T$ small NNs, each trained with $N_k$ samples. Therefore, a total of $\Sigma_{k=1}^{T} N_k$ samples are needed for training.

TABLE IV
BASIC PARAMETER SETTING IN THE CHANNEL GENERATION USING QuaDRiGa SOFTWARE

| Antenna setting            | 32 ULA antennas at BS single antenna at UB |
|----------------------------|-------------------------------------------|
| Operating system           | FDD/OFDM system with 512 subcarriers       |
| Center frequency Bandwidth | 2.655GHz/10MHz                             |
| Scenarios                  | 3GPP-38.901-UMi-NLOS 3GPP-38.901-UMi-LOS   |
| Space correlation           | 20m                                       |
| Scattering clusters number | 5/10/40                                   |
| Cell range                 | 20m × 20m                                 |
| Sub-area range             | 400m × 400m                               |
| Sampling number in each sub-area | 50,000                                      |
| Sub-area’s number/Task number | 5                                          |
| CSI Pretreatment           | 2D-DFT                                    |
|                             | sparse clipping (reserve nonzero 32 rows) normalized to real values in the range [0, 1] |

TABLE V
DIFFERENCES IN SIMULATION DATASET BETWEEN SUB-TASKS

| Task       | Sub-area    | Center position | Scenario        | Clusters |
|------------|-------------|-----------------|-----------------|----------|
| task1      | Commercial area | (50,0)          | 3GPP-38.901-UMi-NLOS | 40       |
| task2      | Residential area | (-100, -50)    | 3GPP-38.901-UMi-NLOS | 40       |
| task3      | Park         | (10, -70)       | 3GPP-38.901-UMi-LOS  | 5        |
| task4      | Parking lot  | (90, -160)      | 3GPP-38.901-UMi-LOS  | 5        |
| task5      | Warehouse    | (0, 170)        | 3GPP-38.901-UMi-NLOS | 10       |

scenarios, respectively, while the UEs are randomly placed in the square area per sample. We also analyze the CSI feature distribution of the COST2100 Indoor/Outdoor datasets. Fig. 8 shows that the first 1000 samples were randomly taken from the Indoor dataset, and the last 1000 samples were taken from the Outdoor dataset. The difference in feature distribution mainly comes from the large difference in delay distribution between the two scenarios. In the Indoor scenario, the distance between UE and BS is within a range of 20 m, whereas the range enlarges to 200 m in the Outdoor scenario. There is no significant difference in the distribution of angular features because the sampling area does not involve any azimuth information (BS is centered in the sampling area). The sample correlation of the Indoor dataset is higher than that of the Outdoor dataset, which also explains why the same NN always performs better on the Indoor dataset than on the Outdoor dataset.

B. NN Architecture and Training Details

1) NN Architecture of Various Complexity: Note that any NN architecture can be used in the three modes that we proposed. In our experiments, we use NNs with varying complexities to validate our approach. For ease of comparison, we modify the NN architecture based on CsiNet [6], as shown in Fig. 9. The complexity of the NN is increased by widening the structure of the RefineNet (CsiNet_K-wide) or adding additional RefineNet blocks in the encoder NN (CsiNet_enc). We measure the time and space complexity of the involved NNs using FLOPs and parameters, as shown in Tab. VI. Tab. VII provides the specific complexity values of the three modes by combining Tab III and VI.

2) Training Details: During training with the QuaDRiGa simulation datasets, each subtask is composed of 50,000 samples. These samples are split into training, validation, and test sets, which account for 85%, 10%, and 5% of the total number of samples, respectively. For training with the COST2100 dataset, both the Indoor and Outdoor scenarios have 100,000 samples for training, 30,000 samples for validation, and 20,000 samples for testing. For QuaDRiGa dataset, the total number of training samples for S-to-S/M-to-M/S-to-M is $250,000 \times 85\%$, according to Note 2 of Tab. III. For COST2100 Indoor/Outdoor dataset, the total number of training samples for S-to-S/M-to-M/S-to-M is 200,000. We use the Adam optimizer with a learning rate of 1e-3 and a training epoch of 1,200. To prevent overfitting, we adopt the early stopping method during training.
Fig. 9. NN architectures with various complexities involved in the experiment based on CsiNet. The K-wide RefineNet is shown on the right side. In each layer, the details are marked as: Type and kernel size | Batch Normalization and ReLU activation | Input channels/Output channels.

C. Performance of MTL-Based CSI Feedback Mode

In this subsection, we evaluate and compare the proposed MTL-based CSI feedback deployment mode, S-to-M, with the benchmarks, S-to-S/M-to-M.

1) Performance of the GateNet: Tab. VIII presents the performance of the GateNet, including its inference accuracy and the NMSE gap between the overall S-to-M (with GateNet) and the upper bound. The upper bound is obtained by substituting the GateNet output with the ground truth label. The NMSE gap measures the loss of NMSE performance resulting from the mismatch with the task-specific decoder caused by the wrong task number output by GateNet. In the first step of training, CsiNet is used to obtain the trained shared encoder. The GateNet shows rapid convergence to high accuracy, achieving approximately 99.9% accuracy at 50 epochs. Even at an extremely low compression ratio (CR = 1/64), the accuracy can still converge to 99.98%, which has negligible effects on the S-to-M mode (the NMSE gap is
TABLE VI

| CR  | SimpleCNN | CsiNet | CsiNet_enc+ | CsiNet_wide | CsiNet_16wide | SimpleCNN | CsiNet | CsiNet_enc+ | CsiNet_wide | CsiNet_16wide |
|-----|-----------|--------|-------------|-------------|---------------|-----------|--------|-------------|-------------|---------------|
| 1/4 | 2.17      | 6.23   | 10.30       | 210.44      | 833.95        | 2.10      | 2.10   | 2.11       | 2.90        |
| 1/8 | 1.12      | 5.19   | 9.25        | 209.40      | 832.91        | 1.05      | 1.05   | 1.06       | 1.25        | 1.86         |
| 1/16| 0.60      | 4.66   | 8.72        | 208.87      | 832.38        | 0.53      | 0.53   | 0.53       | 0.73        | 1.34         |
| 1/32| 0.34      | 4.40   | 8.46        | 208.61      | 832.12        | 0.27      | 0.27   | 0.27       | 0.47        | 1.08         |
| 1/64| 0.20      | 4.27   | 8.33        | 208.48      | 831.99        | 0.14      | 0.14   | 0.14       | 0.34        | 0.95         |

TABLE VII

| CR=1/4 | Enc Memory (Para[M]) | Dec Memory (Para[M]) | Overall training time complexity (FLOPS[T]²) | Online testing time complexity (FLOPS[M]) |
|--------|----------------------|----------------------|---------------------------------------------|------------------------------------------|
|        | S2S                  | M2M                  | S2M* 1                                      | S2M* 2                                   |
|        | SimpleCNN            | CsiNet               | CsiNet_enc+                                 | CsiNet_wide                              |
| 1/4    | 99.99%               | 99.99%               | 100.00                                      | 100.00                                   |
| 1/8    | 100.00               | 100.00               | 100.00                                      | 100.00                                   |
| 1/16   | 99.99%               | 99.99%               | 99.99%                                      | 99.99%                                   |
| 1/64   | 100.00               | 100.00               | 100.00                                      | 100.00                                   |

TABLE VIII

| CR | Accuracy (%)                  | Cost2100 Indoor | Cost2100 Outdoor |
|----|-------------------------------|-----------------|------------------|
| 1/4| 99.99%                        | 99.99%          | 99.99%           |
| 1/8| 100.00%                       | 100.00%         | 100.00%          |
| 1/16| 99.99%                       | 99.99%          | 99.99%           |
| 1/64| 100.00%                      | 100.00%         | 100.00%          |

TABLE IX

| CR | Mode | Task1 | Task2 | CsiNet_enc+ | CsiNet_wide | CsiNet_16wide | CsiNet_enc+ | CsiNet_wide | CsiNet_16wide |
|----|------|-------|-------|-------------|-------------|---------------|-------------|-------------|---------------|
| 1/4| S-to-S | -7.88 | -12.22 | 14.71 | -12.61 | -12.97 | -11.74 | -8.94 |
| 1/4| S-to-M | -6.96 | -15.85 | 19.48 | -16.74 | -16.61 | -15.00 | -8.59 |
| 1/4| S-to-M | -6.51 | -10.11 | 18.20 | -13.71 | -12.71 | -11.22 | -6.58 |
| 1/8| S-to-S | -7.88 | -12.22 | 14.71 | -12.61 | -12.97 | -11.74 | -8.94 |
| 1/8| S-to-M | -6.96 | -15.85 | 19.48 | -16.74 | -16.61 | -15.00 | -8.59 |
| 1/8| S-to-M | -6.51 | -10.11 | 18.20 | -13.71 | -12.71 | -11.22 | -6.58 |

In summary, several conclusions can be drawn from the results:

1) **Feasibility of S-to-M Mode:** We conduct experiments on simulation datasets generated by QuaDRiGa and the COST2100 Indoor/Outdoor datasets. The performance of the CsiNet NN with various compression ratios (CR = \( \frac{\text{dim}(s)}{N_c N_t} \), where \( \text{dim}(s) \) denotes the length of the feedback code) is evaluated on both datasets and the results are shown in Tab. IX, where the best performance for each subtask is highlighted in bold. Fig. 10 shows the NMSE performance of various NNs and compression ratios trained using the S-to-S, M-to-M, and S-to-M modes on the QuaDRiGa simulation datasets (left subgraph) and the COST2100 Indoor/Outdoor datasets (middle and right subgraphs). The different complexities of the three NNs are indicated by different colors in the legend. The S-to-S, M-to-M, and S-to-M modes are represented by solid, long-dotted, and short-dotted lines, respectively. As shown in Fig. 10, there is a trend of improving NMSE performance as the NN complexity increases. The dotted line is below the real line of the same color, revealing that S-to-M outperforms S-to-S. It is important to note that the average NMSE performance of the five subtasks is shown in Fig. 10 for convenience, while the detailed performance differences between different subtasks are presented in Tab. IX.

2) **Feasibility of S-to-M Mode:** We conduct experiments on simulation datasets generated by QuaDRiGa and the COST2100 Indoor/Outdoor datasets. The performance of the CsiNet NN with various compression ratios (CR = \( \frac{\text{dim}(s)}{N_c N_t} \), where \( \text{dim}(s) \) denotes the length of the feedback code) is evaluated on both datasets and the results are shown in Tab. IX, where the best performance for each subtask is highlighted in bold. Fig. 10 shows the NMSE performance of various NNs and compression ratios trained using the S-to-S, M-to-M, and S-to-M modes on the QuaDRiGa simulation datasets (left subgraph) and the COST2100 Indoor/Outdoor datasets (middle and right subgraphs). The different complexities of the three NNs are indicated by different colors in the legend. The S-to-S, M-to-M, and S-to-M modes are represented by solid, long-dotted, and short-dotted lines, respectively. As shown in Fig. 10, there is a trend of improving NMSE performance as the NN complexity increases. The dotted line is below the real line of the same color, revealing that S-to-M outperforms S-to-S. It is important to note that the average NMSE performance of the five subtasks is shown in Fig. 10 for convenience, while the detailed performance differences between different subtasks are presented in Tab. IX.

In summary, several conclusions can be drawn from the results:

(a) When comparing the same NN structure, the S-to-M and M-to-M modes (represented by the short-dotted and

Authorized licensed use limited to the terms of the applicable license agreement with IEEE. Restrictions apply.
long-dotted lines in Fig. 10) perform better than the S-to-S mode. This result is due to the decomposition of a complex task into several easier subtasks, which has a positive effect on overall performance. This result is also reflected in the positive bar values in Fig. 11, where the NMSE of S-to-M is lower than that of S-to-S.

(b) Among the multitasking modes, S-to-M can achieve similar or even better performance than M-to-M with fewer sets of encoder parameters. This result is due to the hard sharing mechanism in MTL, which allows the shared encoder to access all subtask samples and thereby enhances the data. As a result, the risk of overfitting is reduced, and a smaller encoder can achieve the same or better generalization capability than a more complex encoder.

Some secondary observations can be made regarding the differences in performance for different subtasks, CR, or NN complexity. Firstly, S-to-M outperforms S-to-S more significantly when a simpler NN is used, as reflected in
Fig. 12. Model Complexity versus Performance in S-to-S/S-to-M/M-to-M mode on the QuaDRiGa-Task3 (left) or the COST2100 Indoor task (right) when CR = 1/4.

Additionally, the NMSE gap between S-to-M/M-to-M and S-to-S is greater in easier subtasks, such as QuaDRiGa subtask3 or COST2100 task-Indoor, compared to harder subtasks, like QuaDRiGa subtask1 or COST2100 task-Outdoor, as shown in Tab. IX and Fig. 11(b). Multitasking modes may not be as beneficial for networks with high complexity since the subtask’s data samples may not be sufficient to train a large-capacity NN, which can lead to overfitting. This issue can be addressed by increasing the amount of training data or improving data quality.

The experimental results obtained on the COST2100 dataset are consistent with those on the QuaDRiGa dataset, with the exception of the Outdoor subtask. In this subtask, the multitasking modes do not show any significant advantage over S-to-S, as the NMSE performance lines of the three modes are almost overlapping, and the performance improvement (blue bar) is minimal. This phenomenon can be explained from the perspective of transfer learning. The small sampling range and high sample similarity of the Indoor task make it an easy-handled subtask, where 100,000 training samples are sufficient for the NN to grasp the feature representation. However, mixing training with other samples with large differences only leads to a performance loss of the network in the current task. Thus, Outdoor samples bring a negative transfer effect to the Indoor task. In this situation, M-to-M is a better selection for the Indoor task than S-to-S, and then the MTL-based improved version, S-to-M, can be adopted for the convenience of UE.

3) Advantages of S-to-M Mode: To ensure fairness in the comparison between S-to-M and S-to-S, additional experimental results are presented in Fig. 12 to demonstrate the trade-off between NN complexity and performance. The left subgraph shows the result of QuaDRiGa Task3, while the right subgraph shows the result of the COST2100 Indoor task. The models marked in each subgraph achieve similar performance. In the QuaDRiGa Task3’s result, S-to-S needs to increase the FLOPs of NN from SimpleCNN’s 2.17 M to CsiNet_8wide’s 210.44 M (nearly 100 times) to achieve similar performance with S-to-M. In the COST2100 Indoor task result, S-to-M achieves better NMSE performance than -20 dB with a 210.44 M FLOPs NN, while S-to-S’s performance cannot reach -20 dB even with a more complex 833.95 M FLOPs NN (more than two times). These results suggest that it is not cost-effective to increase the complexity of the S-to-S network to match the NMSE performance of S-to-M, as the performance of NMSE may not exceed that of S-to-M, even if the amplification multiple is far more than the number of tasks T.

The results suggest that using the region-specific S-to-M mode proposed in the paper yields higher benefits than the complex S-to-S network for learning the global cell’s CSI. On the one hand, S-to-M can greatly reduce the network complexity while achieving the same level of reconstruction accuracy as S-to-S. On the other hand, S-to-M also achieves higher reconstruction accuracy under the same network complexity as S-to-S. When comparing the second case of using multiple region-specific and relatively simple NNs in the M-to-M mode, the advantages of S-to-M become more apparent. Tab. X shows that S-to-M can greatly reduce encoder memory consumption to 1/T of M-to-M and still achieve performance as good as M-to-M, owing to the hard sharing mechanism of MTL.

4) Interpretability of the Shared Encoder’s Mechanism in S-to-M: In the architecture of an AE, the encoder’s role is to compress the input CSI matrix into an efficient data representation, and its effectiveness is determined by the
TABLE X

| CR  | M-to-M | S-to-M | S-to-S | M-to-M | S-to-M | S-to-S | M-to-M | S-to-M | S-to-S | M-to-M | S-to-M | S-to-S | M-to-M | S-to-M | S-to-S |
|-----|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
|     | Task1  | Task2  | Task3  | Task4  | Task5  | Task1  | Task2  | Task3  | Task4  | Task5  | Task1  | Task2  | Task3  | Task4  | Task5  |
| 1/4 | 10.81  | 16.47  | 16.60  | 20.23  | 19.70  | 1.05   | 1.08   | -9.56  | -13.69 | -18.53 | -16.54 | -13.13 | 1.05   | 3.13   |
| 1/6 | 8.13   | 13.37  | 20.28  | 17.86  | 16.45  | 0.52   | 0.51   | -6.83  | -11.95 | -18.20 | -13.76 | -13.53 | 0.52   | 4.80   |
| 1/16| -0.91  | -1.06  | -1.76  | -1.26  | -1.84  | 0.67   | 0.66   | -3.95  | -5.88  | -2.54  | -9.87  | -9.55  | 0.06   | 4.36   |
| 1/32| -0.45  | -0.90  | -1.46  | -1.11  | -1.56  | 0.13   | 0.16   | -3.57  | -4.56  | -11.51 | -7.87  | -8.12  | 0.13   | 4.23   |
| 1/64| -0.86  | -2.34  | -11.13 | -11.94 | -9.91  | 0.33   | 0.10   | -2.95  | -3.20  | -10.12 | -8.84  | -7.05  | 0.34   | 4.17   |

Fig. 13. Visualization of the encoder’s output in the S-to-S or S-to-M mode tested with SimpleCNN on the QuaDRiGa-5-subtasks dataset. The potential space is 512-dimensional (CR = 1/4), and the sample points for the five subtasks are color-coded.

accuracy of the decoder’s reconstruction of the compressed coding. In the case of S-to-M and S-to-S, both have access to all the sub-task data via the same encoder NN structure, but the encoder of S-to-M outperforms that of S-to-S. To better understand the mechanism of S-to-M mode, we investigate the unsupervised learning of the AE through the visualization of the compressed code. Specifically, a good encoder can map the high-dimensional CSI data to a low-dimensional embedding space, such that the distribution of sample points in the embedding space is sufficiently dispersed, and the difference between sample points is obvious, allowing the decoder to distinguish between samples during reconstruction. If two disparate CSI samples are encoded into overlapping embedding points, the decoder may reconstruct them into very similar or even identical matrices. The decoder, in turn, acts as a generator that generates the original high-dimensional CSI from the information contained in the embedding vectors.

Fig. 13 provides a visualization of the embedding vectors in the S-to-S and S-to-M modes on the QuaDRiGa-5-subtasks dataset. To better observe the distribution characteristics of the data, principal component analysis is applied to map the 512-length vectors into a 2D plane for visualization. Each subtask contains 10,000 samples in the plot. The S-to-M embedding space is looser than that of S-to-S, allowing samples of intersecting subtasks to overlap when mapped to the representation embedding space. The shared encoder creates multiple independent embedding spaces for the compressed code, each corresponding to a task-specific decoder. The S-to-M embedding space can be viewed as five parallel spaces overlapping, with each containing only the corresponding subtask’s samples. The shared encoder’s ability to represent features is improved by this hard-sharing mechanism, and the multifold expansion of the representation space enables the shared encoder to process and accommodate sample points to be sufficiently dispersed in the representation space. This difference in embedding space explains why points of different colors distribute in different areas in S-to-S but can overlap or be bridged together in S-to-M.

Additionally, the S-to-M mode’s superiority over S-to-S can also be explained from the perspective of unsupervised learning in the AE. In S-to-S’s unsupervised learning, the visualization in Fig. 13(a) demonstrates an evident clustering process. The encoder requires significant effort to learn the differences in sample distribution patterns between different subtasks (crossing categories), which results in insufficient attention to the sample differences of the same subtask (within the category). In contrast, S-to-M uses semi-supervised learning, an organic combination of unsupervised and supervised learning, where samples are manually classified by regional labels, eliminating the clustering process of S-to-S. As a result, the encoder can focus more on the sample differences within the category in the regression task.

V. CONCLUSION

We propose a new approach for the deployment mode of CSI feedback DL-based methods called S-to-M mode with GateNet in a MTL-based framework. This mode employs a shared encoder that corresponds to multiple task-specific decoders and a classifier that identifies the task number from the encoder’s output. The proposed approach aims to address the issues of UE’s computing power or storage capacity...
consumption, which exist in other modes such as S-to-S or M-to-M. S-to-M mode reduces the NN complexity compared to S-to-S and improves M-to-M by applying MTL, saving UE’s memory consumption. The GateNet is designed to address the problem of additional feedback overhead when switching networks, improving the communication system’s efficiency and user-friendliness.

In future work, we plan to extend the proposed MTL-based CSI feedback deployment mode to an electronic map, which can be considered as an environmental knowledge base. Each subregion within the global cell can be marked with an electronic map label based on its own environmental scattering characteristic. The S-to-M mode framework can thus provide the electronic map for BS to preload when being first deployed in the cell. Additionally, we plan to develop a more efficient and intelligent environmental electronic map design that considers various factors such as task correlation or resource allocation. We also plan to explore dynamic self-adaptive and self-tuning optimization given the variations of the environment over time. Finally, we aim to extend our deployment mode to the case of implicit CSI feedback in future work.
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