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Abstract—This article is concerned with decentralized sequential testing of multiple hypotheses. In a sensor network system with limited local memory, raw observations are observed at the local sensors, and quantized into binary sensor messages that are sent to a fusion center, which makes a final decision. It is assumed that the raw sensor observations are distributed according to a set of $M \geq 2$ specified distributions, and the fusion center has to utilize quantized sensor messages to decide which one is the true distribution. Asymptotically Bayes tests are offered for decentralized multihypothesis sequential detection by combining three existing methodologies together: tandem quantizers, unambiguous likelihood quantizers, and randomized quantizers.

I. INTRODUCTION

As a subfield of signal detection or hypothesis testing, multihypothesis sequential detection has many important engineering applications such as target detection in multiple-resolution radar, serial acquisition of direct-sequence spread spectrum signals and fault detection, see Baum and Veeravalli [1]. The centralized version has been studied in both statistical and engineering literature, see the award winning papers by Dragalin, Tartakovsky and Veeravalli [4], [5] and their references for the latest development.

In recent decades the decentralized version of signal detection or hypothesis testing has gained a great deal of attention, partly because geographically distributed sensors have been employed into a wide range of areas like military surveillance [11], target tracking and classification [8], and data filtering [18], etc. In the decentralized version, it is standard to assume that raw observations are observed at the local sensors, and quantized into sensor messages that are sent to a fusion center, which makes a final decision. Unfortunately, most research on decentralized detection deals with the off-line setting and research for the on-line or sequential setting is rather limited. To the best of our knowledge, so far existing research on decentralized sequential detection is restricted to two-hypothesis, see Veeravalli, Basar, and Poor [15], Veeravalli [14] and Mei [10].

The goal of this paper is to develop asymptotic optimality theory for decentralized sequential detection when there are $M \geq 2$ possible hypotheses on the models of the sensor network system. A main challenge is how to find good quantizers at the local sensors so that the fusion center is able to utilize quantized sensor messages to make effective decisions. Intuitively, the choice of good quantizers should depend on the true unknown distribution of raw sensor observations. Since there are $M \geq 2$ hypotheses, it is expected that stationary quantizers will not lead to (asymptotically) optimal tests no matter how clever one chooses it. It turns out that by combining three existing methodologies together: “tandem quantizers” in Mei [10], “unambiguous likelihood quantizers” (ULQ) in Tsitsiklis [13], and randomized quantizers, we are able to find good quantizers and use them to offer a family of asymptotically Bayes tests for decentralized multihypothesis sequential detection.

The remainder of this article is organized as follows. Section II provides a formal mathematical formulation of decentralized sequential multihypothesis testing problem and introduce the notation of randomized quantizer. Section III discusses tandem quantizers and constructs a family of “two-stage” decentralized sequential tests. This leads to a natural definition of “maximin quantizers,” in which the corresponding two-stage decentralized sequential tests are shown to be asymptotically Bayes. In Section IV, the maximin quantizers are characterized in more details as a randomized quantizer based on at most $M - 1$ (deterministic) ULQs, and numerical algorithms are provided to solve them explicitly. Section V provides specific examples to illustrate the method developed in previous sections.

II. NOTATIONS AND PROBLEM FORMULATION

Fig. 1 shows a widely used configuration of sensor networks, where a fusion center is associated with a set of remote local sensors $S_1, \ldots, S_K$. To highlight our main ideas, we assume $K = 1$ here, since the extension to systems with multiple sensors is relatively straightforward as long as the sensor observations are independent from sensor to sensor conditioned on each hypothesis. The local sensor takes a sequence of independent and identically distributed (i.i.d.) raw observations $X_1, X_2, \cdots$ over time $n$. In the decentralized version, it is assumed that the fusion center has no direct access to the raw sensor data $X_n$’s due to communication constraints. Rather, the local sensor compresses $X_n$ into quantized message $U_n \in \{0,1,\ldots,l−1\}$, and sends it to the fusion center, which will then use the $U_n$’s as inputs to make a final decision. For our purpose, we also assume that the fusion center can send feedbacks $V_{n−1}$ to local sensor so that the local sensor can adaptively adjust sensor policies to the optimal one. For simplicity, we further assume the quantized messages to be binary, i.e., $U_n \in \{0,1\}$.

Mathematically, at time $n$, the sensor message $U_n$ and fusion center feedback $V_{n−1}$ can be defined as

$$U_n = \phi_n(X_n; V_{n−1}) \in \{0,1\}, \quad V_{n−1} = \psi_n(U_{[1,n−1]}),$$
Let the total risk of a test sequence of quantizers and \( W \) detection. Let the Bayes formulation of decentralized multihypothesis sequential and the final decision assumed that there are \( V \) probability distribution stopping time with respect to the filtration the quantized messages only depends on the first \( m \) should only depend on the past sensor messages. Here \( (c) = \arg \min \{R_c(\delta)\} \). Unfortunately, the exact form of \( \delta_2(c) \) is too complicated to be tractable for multituple hypothesis sequential detection even for the centralized version, see, for example, Dragalin, Tartakovsky and Veeravalli [4]. This leads us to consider the “asymptotic optimality” approach as follows:

**Problem (P2):** Find a family of decentralized sequential tests \( \{\delta(c)\} \) such that

\[
\lim_{c \to 0} \frac{R_c(\delta_2(c))}{R_c(\delta(c))} = 1,
\]

where \( c \) is the unit cost in (2).

Problem (P2) is meaningful in application because it is often the case that the cost of doing a round of sampling is much smaller than that of making an incorrect decision.

In the remainder of this section, let us discuss the concepts of randomized quantizers and Kullback-Leibler (K-L) divergences. Denote by \( \Phi \) the set of deterministic quantizers that consists of all measurable functions from \( \mathbb{R} \) to \( \{0, 1\} \). For a quantizer \( \phi \in \Phi \), let \( f_m(\cdot; \phi) \) denote the induced distribution of the quantized data \( \phi(X_n) \) under \( P_m \), i.e., for \( u \in \{0, 1\} \),

\[
f_m(u; \phi) = P_m(\phi(X_n) = u).
\]

Recall that the K-L divergence of as of any state \( m \) against any other state \( m' \neq m \) is defined as

\[
I(m, m'; \phi) = \frac{1}{u=0} \sum_{u=0}^1 f_m(u; \phi) \log \frac{f_m(u; \phi)}{f_{m'}(u; \phi)}.
\]

Now define a “randomized quantizer” \( \bar{\phi} = \sum p^j \phi^j \) as a probability measure that assigns certain masses \( \{p^j\} \) on an at most countable subset \( \{\phi^j\} \subset \Phi \). Denote by \( \bar{\Phi} \) the set of all quantizers, deterministic or random. Note that a deterministic quantizer can be thought of as a randomized one that assigns probability one to itself. For a randomized quantizer \( \bar{\phi} = \sum p^j \phi^j \), define its K-L divergences as the weighted average of those of the deterministic ones it randomizes:

\[
I(m, m'; \bar{\phi}) = \sum p^j I(m, m'; \phi^j).
\]

This divergence for randomized quantizer will be key to our theorems.

The following assumption ensures basic regularities of the pdf’s, it will be imposed throughout the rest of the paper.

**Assumption 1.** For any two states \( 0 \leq m \neq m' \leq M - 1 \),

\[
E_m \left[ \log \frac{f_m(X)}{f_{m'}(X)} \right] < \infty.
\]

III. **Our Proposed Test \( \delta_2(c) \)**

In this section we will use tandem quantizers to define a class of “two-stage” tests \( \delta(c) \), and show that asymptotic Bayes tests can be found within it. The intuition is that the fusion center first makes a guess about the true state of nature and then tries to optimize the test based on the guess.
As discussed in Mei [10], tandem quantizer denotes the case when each sensor has the choice between two different sensor quantizers with at most one switch between them. Obviously, a tandem quantizer is the simplest non-stationary quantizers from the viewpoint of the number of switches. For the purpose of defining the two-stage sequential test $\delta(c)$, a useful alternative way to think about tandem quantizers is to divide the decision making into two stages.

In the first stage of $\delta(c)$, one can use whatever reasonable stationary quantizers to make a preliminary decision on which of the $M$ hypotheses is likely true, and the only requirement is that the sample size of this stage is large but is small relative to the overall sample sizes (or that of the second stage). Specifically, as $c \to 0$, consider a sequence of $u(c) \in (0,1/2)$ such that $u(c) \to 0$ and $\log u(c)/\log c \to 0$, e.g., $u(c) = 1/\lfloor \log c \rfloor$, and assume there is a quantizer $\phi^0 \in \Phi$ such that for any $0 \leq m, m' \leq M - 1$,

$$I(m, m'; \phi^0) > 0.$$  

(3)

Now in the first stage, the local sensor uses the stationary quantizer $\phi^0$ to send sensor messages to the fusion center, which will then face the classical multiphypothesis sequential detection problem based on the i.i.d. quantized sensor messages $\phi^0(X_n)$. Hence, one can recursively update the posterior distribution $(\pi_{n,n}, \ldots, \pi_{M-1,n})$, $n = 1, \ldots$ at the fusion center as follows:

$$\pi_{m, n} = \frac{\pi_{m, n-1} f_m(U_n; \phi^0)}{\sum_{0 \leq m' \leq M-1} \pi_{m', n-1} f_{m'}(U_n; \phi^0)},$$  

(4)

where $U_n$ is the quantized message at time $n$. As a reasonable test for the preliminary decision, the fusion center will stop the first stage at time $N^0$:

$$N^0 = \min \{ n \geq 1 : \max_{0 \leq m \leq M-1} \{ \pi_{m, n} \} \geq 1 - u(c) \},$$

and decides that the preliminary decision $D^0$ of the most promising state of nature is

$$D^0 = \arg \max_{0 \leq m \leq M-1} \pi_{m, N^0}.$$  

In the second stage of our two-stage test $\delta(c)$, the local sensor switches to another stationary (though likely randomized) quantizer, whose choices will likely depend on the preliminary decision $D^0$ of the first stage. Denote the quantizer used in the second stage as $\phi_m$ when $D^0 = m$, where $m = 0, 1, \ldots, M - 1$.

In the second stage, with the new quantizer applied at the local sensor, the fusion center starts afresh to update the posterior distribution $(\pi_{0,n}, \ldots, \pi_{M-1,n})$ based on i.i.d. sensor messages in the second stage. An efficient stopping rule for the fusion center can then be found as in Dragalin et al. [4] as follows. Let $r_{m,n} = \sum_{m' \neq m} \pi_{m', n} W(m', m)$ be the average loss by making a decision $m$ at time $n$, and let $r'_{m,n} = \min_{m' \neq m} \pi_{m, n} W(m, m')$ be the least value of loss by making some decision $m' \neq m$ at time $n$ while $m$ is the true state of nature. Define a total of $M$ stopping times:

$$N_m = \{ n \geq N^0 : r'_{m,n} > \frac{1}{c} \}, \quad m = 0, 1, \ldots, M - 1.$$  

(5)

The fusion center can stop the second stage (hence the whole procedure) at time $N = \min\{N_m : 0 \leq m \leq M - 1\}$, and makes a final decision $D = m$ if $N = N_m$.

It is worth discussing the implementation of the likely randomized quantizer $\phi_m$ if $D^0 = m$ is the preliminary decision. We also need to give a explicit formula for updating posterior when randomized quantizer is used to form reports. Suppose $\phi_m = \sum p^j \phi^j$. The key of any allowable randomization schemes is that the fusion center must know which deterministic quantizer is finally chosen, otherwise it may lose significant information and compromise the decision making efficiency. We propose two alternative ways to achieve this goal. The most straightforward way is to let the fusion center do the randomization directly. Specifically, at a time step $n$ of the second stage, the fusion center selects a deterministic quantizer $\phi^j$ randomly according to the probability measure $\{p^j\}$, and informs the local sensor its choice through a feedback. Meanwhile, the posterior distributions should be updated as follows:

$$\pi_{m, n} = \frac{\pi_{m, n-1} f_m(U_n; \phi^j)}{\sum_{0 \leq m' \leq M-1} \pi_{m', n-1} f_{m'}(U_n; \phi^j)}.$$  

(6)

An alternative way of randomization is to implement a “block design” at local level. Suppose that $\phi_m$ is randomized by a finite number, say $J$, of deterministic quantizers, and $b$ is a common denominator of the rational probabilities $p^1, \ldots, p^J$. Then take “blocks” of $b$ observations, and in each block $\phi^1, \ldots, \phi^J$ are used following a fixed order such that each $\phi^j$ appears exactly $b p^j$ times. In this way the fusion center also knows which quantizer is used at each time step and it will update the posterior just as in (6).

For our proposed two-stage procedure $\delta(c)$, its asymptotic properties are summarized in the following theorem, whose proof is omitted since it can be derived along the same lines as those in Section V of Kiefer and Sacks [7]. To state the theorem, first we define the following information number for a quantizer $\phi \in \Phi$ and state $m = 0, 1, \ldots, M - 1$:

$$I(m, \phi) = \min_{m' \neq m} I(m, m'; \phi).$$  

(7)

Theorem 1. Let $\{\phi_m : m = 0, 1, \ldots, M - 1\}$ be the randomized quantizers applied in the second stage of $\delta(c)$, and each $\phi_m$ randomizes finite number of deterministic quantizers. Suppose $I(m; \phi_m) > 0$, $\pi_m > 0$ for any $m$. Then as $c \to 0$, for the sample size $N$:

$$E_{m}[N] = (1+o(1))\lfloor \log c \rfloor / I(m; \phi_m), \quad m = 0, 1, \ldots, M - 1,$$  

(8)

and for the probability of incorrect decisions:

$$P_{m}[D \neq m] = O(c), \quad m = 0, 1, \ldots, M - 1.$$  

(9)
Thus, the Bayes risk of the proposed two-stage test $\delta(c)$ is given by
\[
R_c(\delta) = c |\log c| (1 + o(1)) \sum_{0 \leq m \leq M - 1} \frac{\pi_m}{I(m; \phi_m)}. \tag{10}
\]

In light of Theorem 1, from the asymptotic viewpoint, an optimal procedure within the class of two-stage tests should maximize the information numbers $I(m; \phi_m)$ so as to minimize the Bayes risk. This leads to a natural definition of the optimal quantizers that we should use in the second stage:

**Definition 1.** For $m = 0, 1, \ldots, M - 1$, the quantizer $\phi_m^{\text{max}}$ is defined as the maximin quantizers with respect to $P_m$ if
\[
\phi_m^{\text{max}} = \arg \sup_{\phi \in \Phi} I(m; \phi).
\]

Let us focus on the two-stage procedure $\delta_2(c)$ with the maximin quantizers being applied on the second stage. In next section, we will show that each $\phi_m^{\text{max}}$ can be attained by randomizing at most $M - 1$ deterministic quantizers. Hence by Theorem 1 it has a Bayes risk
\[
R_c(\delta_2(c)) = (1 + o(1)) |\log c| \sum_{m} \frac{\pi_m}{I(m)} \tag{11}
\]
as $c \to 0$, where $I(m) = \sup_{\phi \in \Phi} I(m; \phi)$.

Surprisingly, test $\delta_2(c)$ is not only the best among the two-stage tests, but also an asymptotically Bayes solution to problem (P2). This is a direct consequence of the following important theorem:

**Theorem 2.** Relation (11) is also satisfied by $\delta_1(c)$, the Bayes procedure.

**Proof:** The conclusion will be established once we prove the following: for any test with the probability of making incorrect decisions $P_m(D \neq m) = O(c |\log c|)$ for $m = 0, 1, \ldots, M - 1$, its expected values of the total time steps must satisfy $E_m N \geq (1 + o(1)) |\log c| I(m)^{-1}$ for any state $m$ as $c \to 0$. However this can be proved in the same way as Theorem 1 of Tsiotovich [12].

It is useful to point out that although the stopping rules of the asymptotic Bayes test $\delta_2(c)$ involve the prior distribution $\{\pi_m\}$’s, this is not essential and the key is for the local sensor to use the maximin quantizers $\phi_m^{\text{max}}$’s at the second stage. In fact, since the maximin quantizers does not depend on the prior distribution $\{\pi_m\}$’s, [3] and [9] show that the optimality of $\delta_2(c)$ is robust w.r.t. prior distribution $\{\pi_m\}$ as long as its support covers all $M$ possible states of nature.

**IV. CHARACTERIZING THE MAXIMIN QUANTIZERS**

In this section, we provide a deeper understanding of the maximin quantizers $\{\phi_m^{\text{max}} : m = 0, 1, \ldots, M - 1\}$ and also illustrate how to compute them explicitly when the sensor messages are binary. For this purpose, we first introduce the concept of the unambiguous likelihood quantizer (ULQ), which was proposed in Tsitsiklis [13] as a generalization of Monotone Likelihood Ratio Quantizer (MLRQ).

For simplicity, we assume that for any set of real numbers $\{a_m : 0 \leq m \leq M - 1\}$ which are not all zeros,
\[
P_m(\sum_{m'} a_{m'} f_{m'}(X) = 0) = 0, \quad 0 \leq m \leq M - 1. \tag{12}
\]

Note that (12) is easily satisfied by the common continuous pdf families like normal, exponential, etc.

**Definition 2.** Under (12), a deterministic quantizer $\phi \in \Phi$ is said to be an unambiguous likelihood quantizer if there exist real numbers $\{a_m : 0 \leq m \leq M - 1\}$ which are not all zero, such that
\[
\phi(X) = I(\sum_{m} a_m f_m(X) > 0),
\]

It is easy to see that in the case of binary simple hypothesis testing, i.e., $M = 2$, the ULQs become MLRQs.

With the definition of ULQs, now it is time to state the following useful theorem which characterizes the maximin quantizers $\{\phi_m^{\text{max}}\}$.

**Theorem 3.** Under (12), each maximin quantizer $\phi_m^{\text{max}}$ can be attained as a randomization of at most $M - 1$ ULQs.

The detailed proof involves tedious technical details, and thus here we will only provide a high-level short explanation. For a fixed state $m$, finding the maximin quantizers against the other $M - 1$ states is equivalent to solving an optimization problem in an $M - 1$ dimensional space, where each quantizer, deterministic or randomized, corresponds to a point in it. By Tsitsiklis [13], these points construct a convex region whose extremal points all correspond to ULQs under the condition of (12). Moreover, the maximin quantizers correspond to the points that must be on the surface of the convex region, and thus can be expressed as a convex combination of at most $M - 1$ extremal points (see Hormander [6]). Combining these results together leads to the desired relation between the maximin quantizers and the ULQs.

With Theorem 3 we are ready to illustrate how to find the maximin quantizers numerically.

Fix any state $m$, define $M^2 - 1$ parameters as probability masses $\{p^j_{m'} : 1 \leq j \leq M - 1, p^j_{m'} \geq 0, \sum_j p^j_{m'} = 1\}$, and ULQ coefficients $\{a^j_{m,m'} : 1 \leq j \leq M - 1, 0 \leq m' \leq M - 1, \sum_{m'} (a^j_{m,m'})^2 = 1\}$. Based on every combination of these parameters, define by $\phi$ the quantizer randomizing $M - 1$ ULQs: $\phi = \sum_{j=1}^{M-1} p^j_{m'} \phi_{m'}^{\text{max}}$, where
\[
\phi_{m'}^{\text{max}}(X) = I(\sum_{m} a^j_{m,m'} f_{m'}(X) > 0).
\]

The maximin quantizer $\phi_m^{\text{max}}$ can then be found as $\phi$ that maximizes
\[
\min_{l \neq m} I(m, l; \phi), \tag{13}
\]

among all possible combinations of $\{p^j_{m'}, a^j_{m,m'}\}$.
V. EXAMPLES

In this section we illustrate our procedure with a concrete example. Suppose that the raw sensor observations $X_k$’s are distributed according to $N(\mu, 1)$. If there are only $M = 2$ hypotheses on $\mu$, say testing $H_0: \mu = 0$ against $H_1: \mu = 1$, then there is no randomization involved in the second stage, and the maximin quantizer is just the ULQs which becomes the MLRQs when $M = 2$. Such a result is consistent with those in Mei [10].

Now suppose there are $M = 3$ hypotheses regarding the normal mean: $H_0: \mu = 0$, $H_1: \mu = -1$, and $H_2: \mu = 1$. For this specific case, it is not too difficult to solve the optimization problem [13] by linear programming. Up to the precision of four decimal places, numerical computations show that all three maximin quantizers turn out to be deterministic ones: $\phi_0 = I(X > 0)$, $\phi_1 = I(X > -0.7941)$, and $\phi_2 = I(X > 0.7941)$, and their corresponding maximin information numbers are $I(0) = 0.3137$ and $I(1) = I(2) = 0.3186$. For the first stage, the quantizer $\phi_0$ can be applied because it satisfies the condition [3]. By Theorem 1 the risk of $\Delta_A(c)$ can be approximated by

$$R_c(\Delta_A(c)) = c \log c(1 + o(1))(\frac{\pi_0}{0.3137} + \frac{\pi_1 + \pi_2}{0.3186})$$

As a comparison, in the centralized version when the whole raw observations are allowed to be used at the fusion center, it can be shown that the Bayes risk of the optimal centralized test is $R_c(\Delta_{cen}(c)) = 2c \log c(1 + o(1))$, see, for example, Dragalin et al. [4] and Kiefer and Sacks [7]. Thus the asymptotic efficiency of $\Delta_A(c)$ with respect to the optimal centralized test is

$$\lim_{c \to 0} \frac{R_c(\Delta_{cen}(c))}{R_c(\Delta_A(c))} \geq 2/(1/0.3137) = 0.6274.$$ 

In particular, if we just merely introduce another identical sensor into the network system, then the efficiency of $\Delta_A(c)$ will be doubled and the corresponding decentralized test will have better properties than that of $\Delta_{cen}(c)$.

VI. CONCLUSION

In this article, the problem of decentralized testing multihypotheses (in single) sensor networks is studied. Asymptotically Bayes test $\{\Delta_A(c)\}$ is constructed by combining the ideas of “tandem quantizers”, “unambiguous quantizers”, and “randomized quantizers.” Such a test involves a new concept of maximin quantizers which are discussed in details, both theoretically and numerically.

It is natural to extend our results to the networks with multiple sensors, where different sensors may use different quantizers. A more interesting extension is to understand what happens when one or more hypotheses are not simple, i.e., the composite multihypotheses case. These will be reported elsewhere.
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