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Abstract: To satisfy the ever-increasing bandwidth demand of modern data centers, researchers have proposed hybrid Data Center Networks (DCNs), which employ high-bandwidth Optical Circuit Switches (OCSs) to compensate for Electrical Packet Switches (EPS). Existing designs, such as Helios and c-Through, mainly focus on reconfiguring optical devices to meet the estimated traffic requirements. However, these designs face two major challenges in their OCS-based networks, namely, the complex control mechanism and cabling problems. To solve these challenges, we propose TIO, a hybrid DCN that employs Visible Light Communication (VLC) instead of wired OCS design to connect racks. TIO integrates the wireless VLC-based Jellyfish and wired EPS-based Fat Tree seamlessly and combines the opposite and complementary characteristics, including wireless VLC direct connection and wired electrical packet switching, random graph, and Clos topology properties. To further exploit the merits of TIO, we design a hybrid routing scheme and congestion-aware flow scheduling method. Comprehensive evaluations indicate that TIO outperforms the Jellyfish and Fat Tree in both topology properties and network performance, and the flow scheduling method also evidently improves performance.
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1 Introduction

Data centers are dominating infrastructures that support various cloud computing applications[1]. To satisfy bandwidth demand, modern data centers depend heavily on fiber-optic links[2]. In this regard, researchers have proposed many hybrid Data Center Network (DCN) structures, which utilize Optical Circuit Switches (OCSs) to compensate for existing Electrical Packet Switches (EPS), such as Helios[3] and c-Through[4]. Unlike EPS, OCSs simply redirect light from one port to another, which costs less power, supports high link bandwidth, and avoids expensive optical-electrical-optical signal conversion[5]. However, two major challenges still exist for wired OCS-based networks in most existing hybrid designs.

The first challenge is the complex control mechanism. Current proposals that employ OCS mainly focus on flexibility. In these designs, the optical circuits in data centers can be reconfigured according to the current or predicted traffic demands. However, to achieve such reconfigurations, data centers require the ability to maintain strict time synchronization among network devices, to estimate the network-scale traffic demand, and to assign circuit configurations in a centralized manner[5]. All these issues make the control plane complex and unwieldy. In addition, the reconfiguration processes in the existing designs cause high latency. The link setup and switching time of optical components are far from their theoretical limits[6]. Thus, in this paper, we propose a DCN that differs from the prevalent approach by not dynamically reconfiguring optical links in response to traffic estimation. Hence, it requires no demand collection, no switch scheduling algorithm, and no network-scale synchronization.
The second challenge is the cabling complexity of wired OCS, which is inherently difficult and error-prone. In these networks, a large number of optical cables result in design and development problems related to wire ducting and maintenance, heat dissipation, and operation costs (about 7%–8% of the total infrastructure cost)\cite{7}. For a large-scale data center, connecting a large number of servers and switches usually takes considerable manual effort and time. Massive cables also pose difficulties to maintenance, troubleshooting, and reconfiguration. Furthermore, the large volume of space occupied by cable bundles restricts air flow, resulting in inefficient cooling and increased energy consumption.

To solve the cabling problem in wired OCS-based networks of hybrid DCNs, researchers propose replacing optical cables with wireless links\cite{8} and offer diverse wireless OCS-based networks that employ optical wireless communication, which is also known as Free Space Optics (FSO). In FSO communication, a light transmitter is simply a single-mode fiber connected to a beam collimator and transmits a modulated optical beam from the signal source\cite{9}. Most existing wireless OCS-based designs, such as Firefly\cite{10} and ProjecToR\cite{11}, use laser as wireless FSO links to connect racks. In this paper, we note that the emerging Visible Light Communication (VLC) technology can be used to construct a wireless data center because its data rate and transmission range can satisfy the demand of DCN. VLC has its own advantages over the widely used laser. First, the VLC transceivers are lower-cost and less-complicated, because VLC uses Light-Emitting Diodes (LEDs) to generate signals. Second, VLC is more safe for humans, whereas laser may harm the eyes and the skin. Third, laser is difficult to apply for large-scale commercial use. Thus, we believe that VLC is a promising alternative and can be used to construct a wireless network in a hybrid DCN.

In this paper, we envision the following three design rationales to construct high-performance VLC-based hybrid DCNs: (1) **Wireless**. It uses wireless communication technology (i.e., VLC) to achieve stable connection among racks. (2) **Plug-and-play**. It does not need a centralized control mechanism, and it does not reconfigure wireless links to match traffic conditions. (3) **Easily deployable**. It needs no additional infrastructure-level addition or adjustment within data centers. The above rationales can bring profound benefits to data centers. First, hierarchical switches and inter-rack cables are no longer needed with the construction of a wireless data center, that is, hardware investment can be reasonably reduced, and it also benefits maintenance and cooling. Second, given that a centralized control mechanism is not needed, no demand collection, no switch scheduling algorithm, and no network-scale synchronization are necessary, thereby simplifying the work progress. Third, the use of a VLC does not require altering the physical infrastructures in data centers, for example, changing the ceiling into a mirror. Thus, it is easy to install and maintain.

However, existing proposals cannot achieve all three design rationales simultaneously. First, these designs mainly focus on flexible reconfiguration of links. Thus, they implement a centralized control mechanism and impose frequent and complicated manipulation on optical devices. Moreover, infrastructure-level alteration to the environment of data centers is needed to achieve wireless connection. For example, Firefly needs to install a reflective ceiling to relay optical signals. ProjecToR requires the installation of a micro-mirror array and mirror assembly for each signal launcher, which is hard to deploy and maintain.

In this paper, we propose TIO to achieve the above three rationales simultaneously. To form a wireless network, VLC links are employed in TIO to transmit data among racks. Inspired by the good performance of random graphs that are proven to have optimal throughput for uniform traffic\cite{12}, we use VLC links to construct a wireless Jellyfish\cite{13}. To eliminate complex control on optical devices and provide stable connection, the VLC links are set as static links. In this case, to efficiently deal with skewed traffic, we rely on the previously demonstrated approach to construct a hybrid network with EPS\cite{3,5}. Specifically, we integrate the wireless Jellyfish with the wired Fat Tree, a representative instance of Clos network. Thus, TIO is a hybrid network structure. It combines together the advantages of wireless VLC direct connection and wired electrical packet switching, random graph, and Clos topology properties. Hence the proposed network structure is called TIO, a two-in-one data center network architecture.

The major contributions of this paper are summarized as follows:

- We design TIO, a hybrid data center network that integrates the wireless Jellyfish and wired Fat Tree thereby possessing the merits of wireless VLC
direct connection and wired electrical packet switching, random graph, and Clos topology properties. It is a hybrid DCN with a wireless, plug-and-play, and easily deployable VLC-based network.

- To fully exploit the benefits of the topology of TIO, we design a hybrid routing scheme that allows it to jointly utilize both wireless and wired links. To further improve the network performance, we propose a congestion-aware scheduling method to optimize the flow scheduling problem in the network.
- Trace-driven experiments are conducted to evaluate the performance of TIO under different traffic patterns. Results show that our TIO can achieve enhanced performance, as expected.

The remainder of this paper is organized as follows. Section 2 summarizes prior designs of data centers and introduces the background of VLC. Section 3 reports how the hybrid structure of TIO is constructed. Section 4 presents the hybrid routing method for TIO, and proposes the congestion aware flow scheduling method. Section 5 evaluates the performance of TIO in both topological properties and network performance. Section 6 concludes this paper.

2 Related Work and Background

In this section, related works about DCNs employing OCS are reviewed. Then, we introduce VLC technology in brief and discuss the feasibility of employing VLC links to support data transmission in data centers.

2.1 OCS-based Data Center Networks

To meet the ever-increasing bandwidth demand, high-bandwidth OCSs are widely used in the design of DCNs. Compared with EPS, OCS supports far larger bandwidth to satisfy the demand of data-intensive applications. Researchers have proposed many DCN designs that employ OCS to construct data center networks. The physical layer employed by these designs contains fiber-coupled optical crossbar switches, wavelength division multiplexing switches, and free-space optical transceivers, among others.[5]

Helios[3] and c-Through[4] independently propose two network architectures to achieve high bandwidth and low-latency communication among massive racks. They both construct a hybrid network that combines the merits of electrical packet switches and optical circuit switches[6]. On the basis of the predicted traffic demand, optical network connects each rack to exact one other rack. As a result, pairs of racks experience transient high capacity links, and the rack pairs change over time. In these networks, the circuit-switched portion handles the baseline, slowly changing interpod communication, while the packet-switched delivers all-to-all bandwidth for bursty traffic. Thus, the strengths of one kind of switch compensate for the weaknesses of the other kind. However, these designs suffer from constraint rack-level connectivity[14], and the reconfiguration of circuits can incur a long switching delay.

Some wireless designs employ FSO links to eliminate wiring. In these designs, the hierarchical switches and inter-rack cables are no longer needed, thereby reducing the hardware investment. Firefly[10] and ProjecToR[11] leverage lasers to achieve fully wireless networks on the rack level, and all links are reconfigurable. The difference between them is that Firefly adopts the centralized control plane, whereas the control plane of ProjecToR is distributed. Firefly reconfigures the whole network based on the estimated traffic demand to maximize throughput. In ProjecToR, each switch independently reconfigures laser beams based on only the local racks’ demand. Unfortunately, these designs are difficult to deploy and require considerable alterations to the environment of data centers, as we mentioned above. Moreover, the reliance on FSO links causes many other practical concerns (e.g., robustness to dust and vibration)[14].

However, all the above designs need a powerful but complex control mechanism to support reconfiguration based on the estimated demand. Some recent proposals attempted to decouple the reconfiguration from traffic demand. Flat-tree[15] decouples the two slightly by not strictly matching topologies with demand. It has three preset configuration modes, and provides the most suitable one for a service. RotorNet[5] has a series of pre-determined switch port matchings. However, it shifts from these matchings periodically without any dynamic optimization in response to traffic estimation. MegaSwitch[14] is a static network that uses wavelength division multiplexing. Racks are arranged in an optical ring, and sends broadcast traffic on this fiber ring. The control mechanism needs to assign a wavelength to senders and ensure that no same wavelengths reach the same receivers. The scale of MegaSwitch is limited to 33 racks by the current hardware.

In conclusion, most existing designs cannot simultaneously match our three proposed design rationales in their OCS-based network, because they
are more interested in flexibility. In this paper, we propose TIO to achieve all three rationales and show its unique merits.

2.2 Feasibility of employing VLC links in DCNs

We first introduce the working principle of VLC briefly and then analyze the feasibility of interconnecting racks by using VLC links.

VLC is being developed rapidly. For VLC, data transmission is achieved through intensity modulation of visible spectrum LEDs or laser diodes. It uses the on-off keying modulation scheme, where “1” and “0” are represented by the presence or absence of light, respectively\([16]\). It is the simplest form of digital communication. In practice, few data centers employ VLC links. The VLC is not yet commercialized. However, VLC has many advantages in communication, thereby making it feasible for introduction into DCNs.

**High data rate.** Under the control of microchips, LEDs can complete switching on and off millions of times in a second. Researchers already achieved a 10 Gbps data rate in 2013. Hence, VLC links are believed to be capable of transmitting data in a data center.

**No interference.** Other wireless communication methods, for example, 60 GHz, may generate electromagnetic interference in the communication process. This condition means that the communication signals may interfere with each other. By contrast, no radiation and interference occur among VLC signals, which makes it suitable for serving intensive links in a data center.

**Sufficient transmission range.** For VLC, long distance transmission results in limited data rate and high energy cost. Fortunately, LED-based VLC links can reach data rate of 10 Gbps with 10 m. Laser-based transceivers can achieve fast long-distance communication (in the order of kilometers) with a high data rate, due to its outstanding directionality.

**High security.** Visible light cannot penetrate opaque objects. Thus, information leakage from severer rooms is not a consideration. However, this situation also has line-of-sight limitation. Thus, to use VLC in a data center, light paths should be designed carefully and ensure that they are not blocked by any infrastructure component.

The successful application of VLCcube\([17]\) is a strong evidence of the feasibility. VLCcube was the first to introduce VLC links for transmission in data centers.

It constructs a wireless Torus with VLC links, which is used to enhance the performance of wired links.

3 Design of TIO

In this section, we illustrate the construction of TIO topology, a hybrid structure that integrates the wireless Jellyfish and wired Fat Tree seamlessly.

3.1 Structure of TIO

We proposed three design rationales for OCS-based networks: wireless, plug-and-play, and easily deployable. To achieve wireless and stable connection, we employ VLC links to build wireless VLC-based networks. To achieve plug-and-play, each VLC links are set to be static, thereby eliminating complex control on optical circuit switches. For easy deployment, mirrors and other devices that are used to relay light signals are not adopted.

A recent analysis of Facebook traffic reveals that communication inside a data center is extremely widespread\([18]\). Compared with Clos topologies, random graphs provide better support for network-wide traffic. Random graph is a perfect match for uniform global traffic\([15]\). On the basis of these considerations, we utilize VLC links to connect ToR switches as the topology of Jellyfish, a random regular graph. This design brings an added benefit, that is, the employment of wireless links eliminates cabling problems, one of the main challenges in the construction of Jellyfish\([13]\).

However, the traffic in data centers can be unbalanced and generate hot regions. To accommodate bursty and skewed traffic, a typical solution is to maintain a parallel packet-switched fabric\([14]\). Thus we construct a wired Clos network that has complementary advantages with random graphs. Clos has rich intra-rack bandwidth and is thus suitable for traffic with strong rack-level locality. Specifically, we use electrical packet switches to connect racks as a Fat Tree, because it has full bisection bandwidth.

The size of the wired Fat Tree is related to the port number of switches. Suppose that each switch has \(k\) ports. Then the network can be classified into \(k\) pods, each of which has \(k/2\) ToR switches and \(k/2\) aggregate switches. Thus, \(k^2/2\) ToR switches are contained, corresponding to \(k^2/2\) racks. The wireless Jellyfish is constructed in the space above the racks to avoid blockage. Specifically, we install VLC transceivers on top of the ToR switches. On each ToR switch, we install four transceivers, considering that the upper surface of
rack is not large enough.

TIO is a hybrid DCN that integrates the wireless Jellyfish and the wired Fat Tree. We also call this hybrid DCN “two-in-one DCN” because it combines opposite and complementary characteristics, i.e., the wireless VLC direct connection and wired electrical packet switching, random graph, and Clos topology properties. Figure 1 illustrates the topology of the complete TIO, where the port number \( k = 4 \). Figure 2 illustrates the structure of the wireless Jellyfish from the top view. To make the picture concise and graph, we omit half of the VLC links in Fig. 2.

3.2 Joint optimization of wireless Jellyfish and wired Fat Tree

The Jellyfish is a random regular network that provides the desired bisection bandwidth and path length distribution. In TIO, each rack connects to four other racks with wireless VLC links. When constructing Jellyfish, all links are selected randomly, and the constructed Jellyfish is a random 4-regular graph. However, given that TIO is a hybrid network of wireless Jellyfish and wired Fat Tree, we can optimize the topology of Jellyfish incorporated with the properties of Fat Tree.

The path length between any pair of ToRs in Fat Tree is either two or four hops. Specifically, when two racks are located in the same pod, the path length between them is two hops, and the path length is four hops when the racks belong to different pods. Hence, to shorten the average path length, VLC links should be used to connect two racks in different pods; this approach is better than connecting two racks inside a same pod.

For demonstration purposes, we first assign an identifier to each rack, which consists of two parts. The prefix denotes the pod number, which ranges from 0 to \( k - 1 \). The suffix denotes the rack number in a pod, which ranges from 0 to \( k/2 - 1 \). For example, the identifier 43 refers to the fourth racks in the fifth pod.

Then, we express the network in the pod level. In the pod-level graph, each node represents a pod, and the edge between two nodes means that the racks in these two corresponding pods are connected by VLC links directly. Typically, we measure the connectivity of the pod level graph by counting the number of links. Figure 3 depicts an example of the wireless Jellyfish in TIO, with \( k = 6 \). Figure 3a is the Jellyfish in the rack level, and Fig. 3b is in the pod level. The pod-level graph has 6 nodes and 15 links; thus, its connectivity is 15. For the given \( k \), the connectivity of the pod-level graph is no more than \( k \times (k - 1)/2 \).

To make the connectivity in the pod level graph of Jellyfish as large as possible, we generate Jellyfish for many times, and select the one with the maximum connectivity. According to the selected Jellyfish topology, we deploy the wireless VLC links above the wired Fat Tree. Through the construction process, we can see that TIO is easily deployable because Fat Tree can be easily implemented\(^{15}\), and the deployment of wireless Jellyfish is also simple. Moreover, the deployment of the two networks is independent of each other.

3.3 Spatial layout of wireless links

In Jellyfish, links are distributed randomly in the whole
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network. On the other hand, this property ensures that the network can be constructed at an arbitrary size, and makes the network resilient to failures and miswirings. On the other hand, it further amplifies the cabling problem, because cabling expenditure depends more on the “spread” of cables than on the number or length\[19\]. In TIO, the employment of VLC links avoids the cabling trouble, while still maintaining good scalability and resilience to failures and miswirings.

However, the introduction of VLC links causes other problems. First, visible light has line-of-sight limitations. Any blockage in the light path will interrupt communication. Thus, a crucial step is to ensure that the VLC links are not blocked by other devices in the data center. Second, the VLC link is not an “ideal thin line” similar to a laser link. The beam width may cause undesired interference to other VLC transceivers because transceivers cannot distinguish the light signals they receive. In addition, given the high sensitivity of VLC transceivers\[20\], interferences caused by VLC links must be avoided.

To solve the blockage and interference problem, the transceivers are installed at different heights to separate VLC links, which may influence others. For this purpose, we transform this problem into a vertex coloring problem. Typically, this problem requires “colors” to be assigned to all vertices of a graph, and the two vertices of any edge in this graph should be assigned with different colors. Let \( l \) represent the number of colors to satisfy this problem. To handle the spatial layout of VLC links (i.e., the installation position above racks) based on the vertex coloring problem, interference graph \( G \)[21] needs to be computed first to describe the position relationships among all VLC links. Each vertex in \( G \) corresponds to a VLC link in Jellyfish, and two vertices in \( G \) will be linked only if the original two VLC links intersect in Jellyfish.

Then, we assign different “colors” to vertices in \( G \) based on vertex coloring theory, which has been studied for many years. The solution will derive the minimal \( l \). Thus, the VLC links can be divided into \( l \) groups according to the assigned colors. The links in the same group have the same assigned color, and are installed at the same height. This method is easy to employ. However, if the transceivers are flexible, then we can decrease the value of \( l \) by horizontally adjusting the transceivers’ location to avoid some intersections. The effect of this adjustment is fully depended on operators’ intelligence, thereby making the adjustment a challenging and interesting task.

4 Routing and Congestion-Aware Flow Scheduling in TIO

Three kinds of routing paths exist between a pair of racks in TIO: wireless, wired, and hybrid paths. The routing algorithms for wireless and wired paths have been studied in previous literature\[13, 22\]. Thus, in this section, we mainly focus on finding hybrid routing paths between rack pairs. To minimize network congestion and balance traffic load, we formulate a congestion-aware flow scheduling model and design scheduling algorithm for the batched traffic pattern.

4.1 Routing scheme in TIO

The TIO has great path diversity. In TIO, each flow can choose to transmit along a wireless, wired, or hybrid path. Consider that each server is connected to one and only one ToR switch. No path diversion exists between servers and the connected ToR switches. Hence, we discuss the routing on the switch level.

4.1.1 Wireless and wired path routing method

For the Fat Tree network, \( k^2/4 \) shortest paths at length 4 exist between two ToR switches in different pods. Thus, a flow has flexible choices for its route. However, for the Jellyfish network, the number of shortest paths between two ToR switches may be only one. To make full use of the uniformly distributed random links, we use the \( n \)-shortest-path routing method in Jellyfish, that is, we derive \( n \) shortest paths for every ToR switch pairs. In TIO, we aim to use both wireless and wired links to the same extent. Therefore, we set \( n = k^2/4 \) to provide ToR pairs the same number choices of wireless paths as wired paths.

Note that the wired and wireless networks do not work separately. In TIO, the wireless Jellyfish integrates tightly with the wired Fat Tree. Aside from fully wireless or wired routing paths, hybrid paths that coexist of both wireless links and wired links between any pair of racks can also be found. In hybrid paths, wireless and wired links can cooperate with each other, thereby enhancing the diversities of routing paths. Thus, we also need a way to derive hybrid paths.

4.1.2 Hybrid path routing method

For any pair of ToR switches, diverse combinations of wireless and wired links exist. Employing the Dijkstra algorithm to calculate the shortest path will incur high time complexity and is impractical, because its
computation complexity is $O(k^2)$, and the resultant time consumption will not be acceptable with the increase in $k$. In this condition, we prefer to search only the hybrid paths, which can shorten the wired path between a pair of ToR switches. Hence, unnecessary computation will be avoided.

For two ToR switches in different pods, the length of the wired path is 4. The length can be shortened by a hybrid path when a VLC link connects the two pods, and one of these two ToR switches is the end of this VLC link. Thus, the deduced hybrid path will be three hops. However, for two ToR switches in the same pod, the length of the wired path is 2, and it cannot be shortened by the hybrid path. In addition, if the VLC link connects the two ToR switches directly, then driving a hybrid path is unnecessary.

On the basis of the above analysis, we propose a routing scheme that consists of the following two steps. Let there be a pair of ToR switches $xy$ and $uv$ (the identifier of a ToR switch is identical to its corresponding rack). First, given that each ToR switch launches four VLC links, we search the eight VLC links on both $xy$ and $uv$ to judge whether a link connects pods $x$ and $u$. If not, then the routing scheme stops here. Second, without loss of generality, we assume that a VLC link $(xy, uv)$ exist. To complete a hybrid path, an aggregation switch is needed to relay $uv$ to $uv$. Given that the ToR switches and aggregation switches in the same pod form a complete bipartite graph, the aggregation switch can be selected randomly. Hence a reasonable hybrid path will be derived.

For example, for two ToR switches 00 and 10 in Fig. 3a, a VLC link connects pods 0 and 1 from 00 to 11. Thus, the length of the hybrid path from 00 to 10 is 3. Compared with the wired path at length 4, the hybrid path does not go through core switch.

The time complexity of this hybrid routing scheme is $O(1)$. The first step needs to search eight VLC links and to judge whether they connect the two pods. The second step selects an aggregation randomly, and it can also be finished at a constant time. Thus this scheme is efficient.

4.2 Problem formulation of flow scheduling

To construct TIO, we introduce wireless VLC links to augment the existing wired Fat Tree structure. Each ToR switch has four available VLC transceivers to achieve direct wireless communication with other ToR switches. These wireless links organize ToR switches as a random regular graph. Thus the wireless random network and wired Clos network coexist in TIO. To efficiently utilize both wireless and wired links, and to minimize network delay, we present a flow scheduling model to optimize link utilization under a batched traffic pattern. We introduce related definitions and symbols as follows.

Given a data center network $G=(V, E)$, where $V$ and $E$ denote the node set and edge set, respectively. Edge $e \in E$ has capacity $c(e)$. $F=\{f_1, f_2, \ldots, f_\delta\}$ represents $\delta$ flows injected into $G$. For each flow, $f_i=(s_i, d_i, b_i)$. $s_i$ and $d_i$ denote its source node and destination node, respectively, and $b_i$ denotes its traffic demand. The variable $\xi_i(e)$ defines the fraction of flow $f_i$ along link $e$, where $\xi_i(e) \in [0, 1]$ in case the flow can be split among multiple paths, and $\xi_i(e) \in \{0, 1\}$ otherwise (i.e., single path routing).

Definition 1. Given $G$ and $F$, we define the utilization rate of link $e$ as

$$U(e) = \frac{\sum_{i=1}^{\delta} \xi_i(e) \cdot b_i}{c(e)} \quad (1)$$

Note that any $U(e)$ falls into a constant interval $[0, 1]$. Specifically, if no flow passes through link $e$, then its utilization rate is 0. The utilization rate is 1 when link $e$ is fully used.

Definition 2. We define the utilization rate of a path $P$ as

$$U(P) = \max_{e \in P} U(e), \quad e \in P \quad (2)$$

The utilization rate reflects the congestion condition. On the basis of $U(P)$, we can locate the bottleneck in a given path and decide whether a path is capable of supporting a given flow.

With the above definitions, we can address the scheduling problem of batched flows and propose the corresponding scheduling algorithm in the following subsections.

4.3 Scheduling the batched flows

We first define the Batched Flow Scheduling (BFS) problem, and formulate it as a linear programming.

Definition 3. Given a network $G(V, E)$ and a batch of flows $F$, the aim of BFS is to balance traffic load and minimize network congestion. We accordingly formulate the BFS problem as follows:

Minimize $\sum_{e \in E} U(e)^2$,

$$\sum_{i=1}^{\delta} \xi_i(e) \cdot b_i \leq c(e), \forall e \in E \quad (3)$$
\[ \sum_{e \in \text{out}(v)} \xi_i(e) - \sum_{e \in \text{in}(v)} \xi_i(e) = 1, \forall i \quad (4) \]
\[ \sum_{e \in \text{in}(d_i)} \xi_i(e) - \sum_{e \in \text{out}(d_i)} \xi_i(e) = 1, \forall i \quad (5) \]
\[ \sum_{e \in \text{in}(v)} \xi_i(e) - \sum_{e \in \text{out}(v)} \xi_i(e) = 0, \forall \neq s, d_i, \forall i \quad (6) \]

In the above formulation, \( i \) is an integer in the range \([1, \delta]\). Let \( \text{in}(v) \) and \( \text{out}(v) \) denote the set of edges \((\omega, v)\) that end at node \( v \) and the set of edges \((v, \omega)\) that start at node \( v \), respectively, where \( \omega \in V \), and \((\omega, v), (v, \omega) \in E\). Equation (3) ensures that the sum of all flows routed over a link does not exceed the links’ capacity. Equation (4) indicates that a flow must exit its source node completely, and Eq. (5) indicates that a flow must enter its destination node entirely. Equation (6) ensures that the amount of a flow entering an intermediate node is the same that exists in the node.

In BFS problem, if fractional flows are allowed, then the problem can be solved in polynomial time through linear programming, and we can obtain its accurate optimal solution. However, if flows need to be routed along a single path (the value of \( \xi_i(e) \) is either 0 or 1), the BFS problem of producing an integer flow that satisfies all demands (Integer Linear Programming) is NP-hard even for only two flows. Thus, we design a lightweight algorithm to efficiently derive a reasonable solution. For any flow \( f_i \in F \), three kinds of paths exist between its source node and destination node: \( k^2/4 \) wired, one hybrid, and \( k^2/4 \) wireless paths. We denote the set of these available paths as \( \mathcal{P}(f_i) \).

Algorithm 1 shows the insight of the greedy strategy. For each flow \( f_i \), we first calculate its candidate path set \( \mathcal{P}(f_i) \) (Line 1), which contains \( k^2/4 \) wireless links, \( k^2/4 \) wired links, and one hybrid link. Then, the utilization rate of each candidate path is derived (Line 4). The path in \( \mathcal{P}(f_i) \) with a minimal path utilization rate is selected to support \( f_i \) (Lines 5 and 6). After accommodating \( f_i \), the capacity of each link in the selected path should decrease by the traffic demand \( b_i \) of flow \( f_i \) (Line 7). The algorithm executes \( O(\delta \times (k^2 + 2)) \) time consumption to derive the candidate path sets for all flows in \( F \), and additional \( O(\delta \times (k^2/2 + 1)) \) time consumption to select paths for \( F \). Hence, the total computation complexity can be calculated as \( O(\delta \times k^2) \).

## 5 Performance Evaluation

In this section, we evaluate the performance of our TIO. We first introduce the settings and evaluation methodologies. Then, we compare TIO, Jellyfish, and Fat Tree in terms of topological properties and network performance. Finally, the proposed congestion-aware scheduling method is compared with the widely used Equal-Cost Multi-Path routing (ECMP).

### 5.1 Setting and methodology of evaluation

We realize the TIO, Jellyfish, and Fat Tree with NS3, a professional network simulator. Given the value of \( k \), the number of racks in TIO and Fat Tree is \( k^2/2 \). We construct the Fat Tree based on the method in Ref. [22] and generate the TIO as we described in Section 3. The Jellyfish is built with the same number of racks according to the literature[13]. The bandwidth of each VLC links is set as 10 Gbps. For all networks, according to setting in Refs. [23, 24], the link delay is set as 1 ms. With the above settings, we first compare the topological properties of the three DCNs, and the routing complexity of the wireless, wired, and hybrid paths. For these DCNs, we then compare their network performance in terms of throughput and latency.

In the evaluation of network performance, we consider the following two traffic patterns introduced in Refs. [25, 26]:

**Random Uniform traffic (RU)**. In this pattern, source racks select destination racks randomly. Thus, packets are distributed evenly along the whole network.

**Random non-uniform traffic (Hot Region, HR)**. In HR, the first 12.5% of the network (racks with smallest identifiers) bears 25% of the traffic, and the remaining 75% of the traffic is uniformly spread throughout the whole network. This pattern is used to evaluate the network performance under an unbalanced workload.

To prove the effectiveness of our flow scheduling
To compare the topological properties of TIO, Jellyfish, and Fat Tree, we measure two metrics, namely, aggregate bandwidth and Average Path Length (APL). Figure 4a shows the aggregate bandwidth of the three topologies, and they are normalized against the bandwidth of TIO. Obviously, the bandwidth is in decreasing order among TIO, Fat Tree, and Jellyfish. As the network size increases with the value of \( k \), the bandwidth gap between Jellyfish and the other two also increases, while the relative gap between TIO and Fat Tree narrows. This result occurs because the aggregate bandwidth is related to the link number. The number of wired links in Fat Tree is \( k^3/2 \), and the number of wireless links in Jellyfish is \( k^2 \). Given that TIO is the combination of Jellyfish and Fat Tree, the number of links is \( k^3/2 + k^2 \), which equals the sum of the links in Jellyfish and Fat Tree.

The length of a routing path denotes the number of hops from the source to the destination along the routing path\(^{[27]}\). Using general shortest path algorithms can find the shortest path. Figure 4b illustrates the APL of the three topologies at different network scales. The APL value from large to small is in the order of Jellyfish, Fat Tree, and TIO. For the same number of racks, the APL also has a correlation with link number. Fat Tree has \( k/2 \) times the link number of Jellyfish. Thus, with the increase in \( k \), the gap between Fat Tree and Jellyfish widens.

We further measure the time consumption of the three routing schemes in TIO, namely, wireless, wired, and hybrid routing. As depicted in Fig. 4c, the time consumption of wireless routing increases from 31 ms to 61 ms, when \( k \) ranges from 6 to 30. The time consumption of hybrid routing shows the same changing trend as wireless routing, and it varies from 7 ms to 55 ms. Evidently, wired routing has low time consumption, which is stable and irrelative to the value of \( k \), due to the special hierarchical structure of Fat Tree.

We also compare the connectivity of TIO’s pod-level graph under different network sizes. With each \( k \), the generation progress of TIO is conducted multiple times to deduce the configuration strategy of wireless links. The connectivity of the pod-level graph is measured as the number of links, and it is normalized against the corresponding complete graph. The results are illustrated in Fig. 4d, where TIO\(_1\), TIO\(_2\), and TIO\(_{10}\) denote the configuration strategy selected after one, two, and ten rounds, respectively. The connectivity increases with the increase in rounds, and decreased with the increase in the network scale.

5.3 Network performance

In this section, we evaluate the network performance of TIO, Jellyfish, and Fat Tree in terms of network
throughput and latency in the case of the ECMP flow scheduling method. The latency is depicted as the average completion time of all flows. Under each of the two traffic patterns, i.e., RU and HR, we measure the throughput and latency of different network scales. To reveal the impact of flow size on network performance, we use two flows with average sizes of 4 MB and 12 MB, respectively. In each test, the network throughput is normalized against Jellyfish to show their relative size.

### 5.3.1 Network performance under random uniform traffic

In the setting of RU traffic pattern, we inject $k^3$ batched random flows to the three topologies to evaluate their network performance. The source and destination servers of each flow are selected randomly. Under the RU pattern, flows disperse evenly in the whole network.

Figures 5a and 5b illustrate the throughput with flow sizes of 4 MB and 12 MB, respectively. The throughputs of different topologies are normalized against Jellyfish. We adjust the network scale by increasing $k$ from 6 to 30. We can see that TIO offers the maximum throughput under both flow sizes, followed by Fat Tree and Jellyfish. With the increase in flow size, the gap between Jellyfish and the other two topologies narrows. When the flow size is fixed as 4 MB, the throughputs of TIO and Fat Tree are 1.96 and 1.63 times greater than that of Jellyfish, respectively, while this ratio decreases to 1.76 and 1.59 under 12 MB flow size, respectively.

Figure 6 shows the average packet delivery latency. The measured packet delivery latency reflects the length of the routing path. Evidently, Jellyfish causes the largest latency among the three topologies, and its latency also grows fastest with the network scale. When the flow size increases from 4 MB to 12 MB, all these topologies consume more time to deliver packets. Given that the upper surface of the racks is not big enough, the number of VLC transceivers that are used to construct the wireless Jellyfish in TIO is fixed at 4 for each rack, not increasing with $k$. Thus, Jellyfish has the worst performance among the three topologies due to its smallest number of links.

### 5.3.2 Network performance under hot region traffic

In the setting of the HR traffic pattern, we generate random and non-uniform flows in the three topologies. Thus, we can evaluate the performance of each topology under an unbalanced workload. Specifically, the first 12.5% (racks with lowest identifiers) bears the 25% of the traffic, and the remaining 75% of the traffic is uniformly spread throughout the whole network. In addition, the amount of flows is also $k^3$.

In this experiment, we set the flow size as 4 MB...
and 12 MB and measure the throughput and latency under diverse network scales by ranging \( k \) from 6 to 30. Figures 7 and 8 show the evaluation results. Figure 7 depicts the throughput normalized against Jellyfish, and Fig. 8 shows the average packet delivery latency. Under the HR traffic pattern, the throughput and latency show the same changing trend as the RU traffic pattern. TIO achieves larger throughput and lower latency under both flow sizes. However, the unbalanced workload affects the performance of the three topologies. Compared with the RU traffic pattern, both throughput and latency obtain poor results.

### 5.4 Impact of congestion-aware flow scheduling

The above evaluations demonstrate the benefits of TIO over the other two topologies with the ECMP flow scheduling method. However, the topological benefits of TIO have not been fully exploited by the existing ECMP methods. Thus, we compare the performance of ECMP with our scheduling method, BFS, under different sizes of TIO.

We injected \( k^3 \) batched flows into TIO, where \( k \) ranges from 6 to 42. The throughput and packet loss rate are measured with the two scheduling methods. Results are shown in Fig. 9. The throughput is normalized against ECMP. We can see that the ECMP method leads to worse throughput and packet loss rate. By contrast, our scheduling method offers 1.43 times of the throughput of ECMP on average. In addition, the packet loss rate of BFS almost reduces to 0 because \( k=18 \), while the packet loss rate of ECMP is always high. Obviously, our scheduling method improves the performance considerable because it can provide more candidate paths and distributes the flows widely in TIO.
6 Conclusion

In this paper, we propose TIO, a hybrid DCN that integrates the wireless Jellyfish and wired Fat Tree seamlessly. It employs VLC links to construct a wireless and stable network. Unlike other hybrid designs, TIO is plug-and-play, given that it abandons the complex control mechanism on optical devices. It is also easily deployable. TIO reasonably distributes VLC links in the space above racks; thus, it does not require a mirror or other devices to relay light signals, thereby making it easy to deploy and maintain. To further exploit the benefits of TIO, we propose a hybrid routing scheme and flow scheduling method for batched flows. Evaluations show that TIO outperforms Fat Tree and Jellyfish in both topology properties and network performance, and the flow scheduling method also improves its performance considerably.
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