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Abstract

We consider the quasi-static evolution of the thermo-plasticity model in which the evolution equation law for the inelastic strain is given by the Prandtl-Reuss flow rule. The thermal part of the Cauchy stress tensor is not linearised in the neighbourhood of a references temperature. This nonlinear thermal part imposed to add a damping term to the balance of the momentum, which can be interpreted as external forces acting on the material.

In general the dissipation term occurring in the heat equation is integrable function only and the standard methods can not be applied. Combining truncation techniques and Boccardo-Gallouët approach with monotone methods we prove an existence of renormalised solutions.

1 Introduction and formulation of the problem

The goal of the current paper is to study a perfect plasticity coupled with a heat conduction equation. We extend results obtained in [22] and [23], where a constitutive equation for a plastic stain is of a Norton-Hoff type. Properties of the Norton-Hoff’s flow rule allow to apply less complicated mathematical analysis. For example when the Minty-Browder’s monotone trick was used we did not need an estimate of the time derivative of stress tensor. It is worth to mention, that in a classical approach to a purely mechanic Prandtl-Reuss model it turns out, that a plastic part is represented as a measure in a sense of Temam (see for example [40], [18] [19]).

Firstly we present shortly the associated conservation laws from which the thermo-perfect plasticity system arises. All functions (apart from initial conditions) occurring in this article are functions dependent on the position $x \in \Omega$ and time $t \in (0, T)$, where the considered continuum occupies a bounded domain $\Omega \subset \mathbb{R}^3$ with boundary $\partial \Omega$ of class $C^2$ and has the constant density of mass $\rho > 0$. $T > 0$ is fixed length of the time interval.
Let us introduce the displacement vector $u$, the symmetric part of the gradient of the displacement $\varepsilon(u) = \frac{1}{2}(\nabla_x u + \nabla^T_x u)$ (the linearised strain tensor), the total stress tensor $\sigma$ and the temperature of the body $\theta$.

In this article we deal with small deformations only, therefore the balance law of internal energy $e$ is in the following form

$$\rho e_t + \text{div}_x q = \sigma : \varepsilon(u_t) + h,$$

where $q$ is the heat flux, $h$ heat sources and $\varepsilon(u_t)$ the symmetric part of the strain rate tensor. We assume that the constitutive equations for the total stress and the heat flux are in the form

$$\sigma = C(\varepsilon(u) - \varepsilon^p) - f(\theta) \mathbb{I},$$
$$q = -\kappa \nabla \theta,$$

(1.2)

where $\varepsilon^p$ denotes the inelastic part of strain tensor, $C$ the given elasticity tensor (symmetric and positive definite on the space of symmetric $3 \times 3$-matrices) and $\mathbb{I}$ the identity matrix. Entries of the tensor $C$ do not depend on a material point $x$ and a time $t$. The first equation of (1.2) is a generalisation of Hook’s law in which the thermal part of stress is given by the non-linear continuous function $f: \mathbb{R} \to \mathbb{R}$. The second one is Fourier’s law with thermal conductivity $\kappa > 0$. The standard density of an internal energy $e$ for this type of issues (quasistatic case) is in the form

$$\rho e = c\theta + \frac{1}{2}C^{-1}T : T,$$

(1.3)

where

$$T = \sigma + f(\theta) \mathbb{I} = C(\varepsilon(u) - \varepsilon^p).$$

Substituting (1.2) and (1.3) to (1.1) we obtain the complete form of energy balance

$$c\theta_t - \kappa \Delta \theta + f(\theta) \text{div}_x u_t = T : \varepsilon^p_t + h.$$

(1.4)

To close our system of equations we need constitutive relation on inelastic part of the strain. In the theory of inelastic deformations for metals it is assumed that we know a evolution in time of $\varepsilon^p$ i.e.

$$\varepsilon^p_t = (\varepsilon) G(T),$$

(1.5)

where $G$ is a function or, in some cases as well in the case considered in the current paper, a multivalued function. In the literature we can find a lot of examples of the function $G$ (see for instance [1, 20, 21, 37] and many others). Observe that selection of the vector fields $G$ lead to study different models. In this article we consider the rate-independent Prandtl-Reuss model of the elasto-perfect plasticity. This constitutive law is studied most often in the literature [28]. For simplicity we study the Prandtl-Reuss model with von Mises criterion [28, 35] i.e.

$$\varepsilon^p_t \in \partial I_K(T),$$

(1.6)

where the set of admissible elastic stresses $K$ is defined in the following form

$$K = \{ T \in S^3 : |PT| = |T - \frac{1}{3} \text{tr}(T) \mathbb{1}| \leq k \}$$
and $k > 0$ is a given material constant (the yield limit). As it was mentioned previously $\mathbb{1}$ denotes the $3 \times 3$ identity matrix, while $S^3$ the set of symmetric $3 \times 3$ real-valued matrices, hence $P : S^3 \to P S^3$ is the projector on the deviatoric part of symmetric matrices. The function $I_K$ is the indicator function of the admissible set $K$, this means that

$$I_K(T) = \begin{cases} 0 & \text{for } T \in K, \\ \infty & \text{for } T \notin K. \end{cases}$$

Finally, the function $\partial I_K$ denotes the subgradient of the convex, proper, lower semicontinuous function $I_K$ in the sense of convex analysis (see for instance [6]).

In this paper we consider the balance of forces in quasistatic case, that mean the inertial term $\rho u_t$ is negligible.

Finally the main system studying in current article yields

$$\begin{align*}
\text{div}_x \sigma(x, t) &= -F(x, t) - \text{div}_x C(\varepsilon(u_t(x, t))) , \\
\sigma(x, t) &= C(\varepsilon(u(x, t)) - \varepsilon^p(x, t)) - f(\theta(x, t)) \mathbb{1} , \\
\varepsilon^p_t(x, t) &\in \partial I_K(\mathbb{T}(x, t)) , \\
\mathbb{T}(x, t) &= C(\varepsilon(u(x, t)) - \varepsilon^p(x, t)) , \\
\theta_t(x, t) - \Delta \theta(x, t) &= -f(\theta(x, t)) \text{div}_x u_t(x, t) + \varepsilon^p_t(x, t) : \mathbb{T}(x, t) ,
\end{align*}$$

(1.7)

where

$$u : [0, T] \times \Omega \to \mathbb{R}^3, \quad \varepsilon^p : [0, T] \times \Omega \to S^3 \quad \text{and} \quad \theta : [0, T] \times \Omega \to \mathbb{R}$$

are unknown functions. It is worth to emphasize, that the term $\text{div}_x C(\varepsilon(u_t))$ on the right-hand side of the balance of forces, we treat as a regularisation not as a part of the stress tensor as it is treated in Kelvin-Voigt materials. We complete the system (1.7) with the homogeneous Dirichlet boundary condition for the displacement and the Neumann boundary condition for the temperature

$$\begin{align*}
u(x, t) &= 0 , \\
\frac{\partial \theta}{\partial n}(x, t) &= g_\theta(x, t)
\end{align*}$$

(1.8)

for $t \geq 0$ and $x \in \partial \Omega$, while the initial data are given by

$$\begin{align*}
u(x, 0) &= u_0(x) , \\
\varepsilon^p(x, 0) &= \varepsilon^{p, 0}(x) , \\
\theta(x, 0) &= \theta_0(x)
\end{align*}$$

(1.9)

for $x \in \Omega$. Notice that in the system (1.7) the thermal stress, given by $-f(\theta) \mathbb{1}$, is not linearised in the neighbourhood of the reference temperature. The dissipation term on the right-hand side of energy balance (1.7) is usually in a space $L^1((0, T) \times \Omega; \mathbb{R})$ only. From articles [17], [14] and [25] we deduce that a solution of heat equation with $L^1$-data is expected as a function from $L^p((0, T) \times \Omega; \mathbb{R})$ for $p < \frac{2N}{N + 2}$, where $N$ denotes the dimension of a space. For this reason in this paper it is assumed that the function $f : \mathbb{R} \to \mathbb{R}$ is continuous and satisfies the following growth condition

$$|f(r)| \leq a + Mr^\alpha \quad \text{for all} \quad r \in \mathbb{R}, \ a, M \geq 0 \ \text{and} \ \alpha \in \left(\frac{1}{2}, \frac{5}{6}\right)$$

(1.10)
and there exists constant $C > 0$ such that
\[ |f(r)| \leq C(1 + |r|)^{\frac{1}{2}} \quad \text{for all} \quad r \in \mathbb{R}_- . \tag{1.11} \]

In general case $\alpha < \frac{N+2}{2N}$. The motivation of above assumptions is derived from the articles [12] and [13] where a thermo-visco-elasticity problem for the Kelvin-Voigt material was studied. Nevertheless, it is worth to emphasize that in our paper we do not need to assume that derivative of the function $f$ is bounded (as was assumed in [12] and [13]).

Another point of view on thermo-mechanical problems is presented by S. Bartels and T. Roubíček (see for example [10] and [39]) where authors use, so called, enthalpy transformation and consider energetic solutions. In both of those papers authors study Kelvin-Voigt viscous material, but in the article [10] they consider a plasticity with hardening in quasistatic case, while in [39] the perfect plasticity in dynamical case is considered.

It is worth to emphasize the works [29, 30, 33] and [34], where the authors deal with similar type of thermo-visco-elasticity systems. In considered problems the thermal expansion does not appear, which means that the Cauchy stress tensor does not depend on temperature function. This main assumption leads to consider systems without additional damping term (the nonlinear term $f(\theta) \text{div}_x u_t$ does not appear). Coupling between temperature and displacement occur only in flow rules. Using very special two level Galerkin approximation (proposed by Gwiazda at al.), the existence of weak solutions was proved. An important issue is the fact that the systems considered by Gwiazda at al. and in system (1.7), the total energy is conserved. Contrary to the systems analysed in [7, 8, 24, 31, 32] in which the lack of the total energy is observed. It is caused by the linearisation. The temperature occurring in nonlinear term of heat equation is linearised only (without any linearisation of the Cauchy stress tensor).

Let us recall that we consider the system of equations in which the right-hand side of heat equation is expected in $L^1((0, T) \times \Omega; \mathbb{R})$. It is known that in general, for integrable data a weak solution might not exist. Therefore DiPerna and Lions introduced a notion of renormalised solution for the Boltzmann equation in [26], to obtain well-posedness for this type problems. Such a notion was also adapted to elliptic equations with integrable data in [16, 36] and to parabolic equations in [11, 14, 15].

Now, we define a notion of renormalised solutions for the system (1.7). Suppose that our data have the following regularity
\[ F \in L^2(0, T; L^2(\Omega; \mathbb{R}^3)), \tag{1.12} \]
\[ g_\theta \in H^1(0, T; L^2(\partial \Omega; \mathbb{R}^3)), \tag{1.13} \]
\[ u_0 \in H^1(\Omega; \mathbb{R}^3), \quad \varepsilon_{p, 0} \in L^2(\Omega; \mathcal{S}^3_{dev}), \quad \theta_0 \in H^1(\Omega; \mathbb{R}). \tag{1.14} \]

Now, we define a notion of renormalised solutions for the system (1.7). For any positive real number $K$, let us define the truncation function $T_K$ at height $K$ i.e.
\[ T_K(r) = \min\{K, \max(r, -K)\} . \tag{1.15} \]

Notice that $T_K(\cdot)$ is a real-valued Lipschitz function. Moreover, let us define $\varphi_K(r) = \int_0^r T_K(s) \, ds$, hence
\[ \varphi_K(r) = \begin{cases} \frac{1}{2}r^2 & \text{if} \quad |r| \leq K, \\ \frac{1}{2}K^2 + K(|r| - K) & \text{if} \quad |r| > K, \end{cases} \]
and $\varphi_K$ is a $W^{2, \infty}(\mathbb{R}; \mathbb{R})$-function with linear growth at infinity. Now we are ready to define a renormalised solutions to the problem (1.7).
Definition 1.1. Suppose that the given data satisfy (1.13) and (1.14). A renormalised solution to the problem (1.7) - (1.9) is a vector \((u, \theta, \varepsilon_p)\) satisfying the following conditions:

1. 
\[
\begin{align*}
&u \in H^1(0, T; H^1_0(\Omega; \mathbb{R}^3)), \quad \varepsilon_p \in H^1(0, T; L^2(\Omega; S^3_{\text{dev}})), \\
&\theta \in C([0, T]; L^1(\Omega; \mathbb{R})), \quad f(\theta) \in L^2(0, T; L^2(\Omega; \mathbb{R})).
\end{align*}
\]

2. 
\[
\text{div} \left( \sigma + C(\varepsilon(u_t)) \right) \in L^2(0, T; L^2(\Omega; \mathbb{R}^3))
\]
and the equations (1.7)\(_1\)-(1.7)\(_4\) are satisfied for almost all \((x, t) \in \Omega \times (0, T)\).

3. For each positive number \(K > 0\), \(T_K(\theta) \in L^2(0, T; H^1(\Omega; \mathbb{R}))\) and the following equation
\[
\begin{align*}
&- \int_0^T \int_\Omega \left( \dot{\theta} S(\theta - \tilde{\theta}) \varphi_t \right) \, dx \, dt + \int_\Omega S(\theta_0) \varphi(0, x) \, dx \\
&+ \int_0^T \int_\Omega \left( \nabla(\theta - \tilde{\theta}) \cdot \nabla \varphi - S''(\theta - \tilde{\theta}) |\nabla(\theta - \tilde{\theta})|^2 \varphi \right) \, dx \, dt \\
&= \int_0^T \int_\Omega \left( \varepsilon_p : \nabla f(\theta) u_t \right) \left( S'(\theta - \tilde{\theta}) \right) \varphi \, dx \, dt
\end{align*}
\]
holds for all functions \(\varphi \in C^\infty_0([0, T); H^1(\Omega;\mathbb{R}) \cap L^\infty(\Omega;\mathbb{R}))\) and \(S \in C^\infty(\mathbb{R}; \mathbb{R})\) such that \(S' \in C^\infty_0(\mathbb{R}; \mathbb{R})\), where \(\tilde{\theta}\) is a solution of the following problem
\[
\begin{align*}
&\ddot{\theta} - \Delta \theta = 0 \quad \text{in} \quad \Omega \times (0, T), \\
&\frac{\partial \dot{\theta}}{\partial n} = g_\theta \quad \text{on} \quad \partial \Omega \times (0, T), \\
&\dot{\theta}(x, 0) = 0 \quad \text{in} \quad \Omega.
\end{align*}
\]

4. For any positive real number \(C\)
\[
T_{K+C}(\theta) - T_K(\theta) \to 0 \quad \text{in} \quad L^2(0, T; H^1(\Omega; \mathbb{R}))
\]
as \(K\) goes to infinity.

5. 
\[
u(x, 0) = u_0(x), \quad \varepsilon^n(x, 0) = \varepsilon^n_0(x), \quad \theta(x, 0) = \theta_0(x).
\]

The main result of the present paper is the following theorem.

**Theorem 1.2.** (Main Theorem)
Suppose that the boundary and initial data have the regularity required in (1.13) and (1.14), while the given function \(F\) satisfies (1.12). Let the nonlinearity \(f\) be a continuous function satisfying the growth conditions (1.10) and (1.11). Moreover, let us assume that initial data satisfy
\[
|P_T(0, x)| = |P_C(\varepsilon(u_0) - \varepsilon^n_0)| \leq k, \quad \text{for a.e.} \ x \in \Omega.
\]
Then, for all $T > 0$ the system (1.7) with the boundary condition (1.8) and the initial condition (1.9) possesses a renormalised solution in the sense of Definition 1.1.

The main idea of the proof of Theorem 1.2 is based on the Yosida approximation and a truncations. This means that we are going to use Yosida approximation to a maximal monotone multi-valued operator $\partial I_K$ and truncate the temperature function occurring in the Cauchy stress tensor. It impose that the dissipation term is also truncated. We would like to underline that the approximation is made on the same level as the truncation. In previous articles [22] and [23] two level approximation was used. Firstly, the considered system was approximate by a truncated systems (the first level). Next Yosida approximation was used, to prove an existence result for the obtained truncated systems (the second level). An another difference is the fact that in [23] was applied Minti’s monotonicity trick, to characterise a weak limits of nonlinearities and an estimate for a time derivative of the stress was not required. Here the flow rule does not have a structure of power law and Minti’s trick is unhelpful. Therefore an additional estimate on a time derivative of the stress tensor is needed.

Let us shortly summarize the contents of current article. In the second section we introduce Yosida approximation together with a truncation of the model. Next we prove an existence of solution of the approximated model. The third section is focused on estimation for the approximated model, which are needed to pass to the limit with approximation. In the fourth section we pass to the limit and prove the main theorem (Theorem 1.2).

1.1 Transformation to a homogeneous boundary-value problem with respect to the temperature

To make the consecutive calculation easier we transform the considered problem to the homogeneous boundary one. To proceed this, let us firstly consider the following boundary-initial linear parabolic problem:

$$\begin{cases}
\hat{\theta}_t(x, t) - \Delta \hat{\theta}(x, t) = 0, \\
\frac{\partial \hat{\theta}}{\partial n}(x, t) = g_\theta(x, t) & \text{for } x \in \partial \Omega \text{ and } t \geq 0, \\
\hat{\theta}(x, 0) = 0 & \text{for } x \in \Omega.
\end{cases} \quad (1.16)$$

Assuming that $g_\theta$ satisfies (1.13) we conclude that the system (1.16) possesses a solution $\hat{\theta} \in L^\infty(0, T; H^1(\Omega; \mathbb{R}))$ such that $\hat{\theta}_t \in L^2(0, T; L^2(\Omega; \mathbb{R}))$. Additionally the following estimate

$$\|\hat{\theta}_t\|_{L^2(0, T; L^2(\Omega))} + \|\hat{\theta}\|_{L^\infty(0, T; H^1(\Omega))} \leq D \|g_\theta\|_{H^1(0, T; L^2(\partial \Omega))} \quad (1.17)$$

holds. Now, if we denote by $(u, \varepsilon^p, \hat{\theta})$ the solution to problem (1.7-1.9) and define $\theta := \hat{\theta} - \tilde{\theta}$, we observe that we can write the investigated problem equivalently i.e. for $x \in \Omega$ and $t \in [0, T]$

$$\text{div}_x \sigma(x, t) = -F(x, t) - \text{div}_x C(\varepsilon(u_t(x, t))),$$

$$\sigma(x, t) = C(\varepsilon(u(x, t))) - \varepsilon^p(x, t)) - f(\hat{\theta}(x, t) - \tilde{\theta}(x, t)) \mathbb{1},$$

$$\varepsilon^p_t(x, t) \in \partial I_K(T(x, t)), \quad (1.18)$$

$$T(x, t) = C(\varepsilon(u(x, t))) - \varepsilon^p(x, t)),$$

$$\theta_t(x, t) - \Delta \theta(x, t) = -f(\hat{\theta}(x, t) - \tilde{\theta}(x, t)) \text{div}_x u_t(x, t) + \varepsilon^p_t(x, t) : T(x, t),$$
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with the initial-boundary conditions in the following form
\[
\begin{align*}
&u_{|\partial\Omega} = 0, \quad \frac{\partial u}{\partial n}_{|\partial\Omega} = 0, \\
&\theta(0) = \hat{\theta}_0 = \theta_0, \quad u(0) = u_0, \quad \varepsilon^p(0) = \varepsilon^{p,0}.
\end{align*}
\] (1.19)

2 Yosida approximation and truncation of the problem

The first step to handle with our problem is to investigate Yosida approximation for the subgradient and, simultaneously, the truncations of terms $\theta + \hat{\theta}$ and $T^r : \varepsilon^p_t$. Let us emphasize that the same parameter $\lambda$ is used in truncation and Yosida approximation and this make a difference comparing with method used in .

2.1 Definition of Yosida approximation and existence theorem

To produce an approach to problem (1.18), (1.19) we apply to the multifunction $\partial I_K$ Yosida approximation $Y_\lambda$ (for details see e.g. [6]). Similarly as in [24] we obtain for each $\lambda > 0$
\[
Y_\lambda(T) = \frac{(|PT| - k)_{+}}{2\lambda} \frac{PT}{|PT|},
\] (2.1)
where $(\xi)_{+} := \max\{0, \xi\}$. For $PT = 0$ we set the value 0 instead of $PT/|PT|$. Thus for all $\lambda > 0$ we have to consider the following system
\[
\begin{align*}
\text{div}_x \sigma^\lambda &= -F - \text{div}_x C(\varepsilon(u_t)), \\
\sigma^\lambda &= C(\varepsilon(u^\lambda) - \varepsilon^{p,\lambda}) - f(T^r_\lambda(\theta^\lambda + \hat{\theta})) 1, \\
\varepsilon^{p,\lambda}_t &= Y_\lambda(T), \\
T^\lambda &= C(\varepsilon(u^\lambda) - \varepsilon^{p,\lambda}), \\
\theta^\lambda_t - \Delta \theta^\lambda &= -f(T^r_\lambda(\theta^\lambda + \hat{\theta})) \text{div}_x u^\lambda_t + T^r_\lambda(\varepsilon^{p,\lambda}_t : T^\lambda),
\end{align*}
\] (2.2)
where the function $T^r_\lambda(\cdot)$ is the truncation at height $1/\lambda > 0$ defined analogously as in (1.15). The system is considered with the same boundary and initial conditions as the system (1.18) (i.e. (1.19)).

The main theorem of this section yields:

**Theorem 2.1** (Existence of the solution to approximated system). For each $\lambda > 0$ the system (2.2) with initial and boundary data (1.19) has a $L^2$-solution $(u^\lambda, T^\lambda, \varepsilon^{p,\lambda}, \theta^\lambda) \in L^\infty(0,T; H^1(\Omega; \mathbb{R}^3) \times (L^2(\Omega; S^3))^2 \times H^1(\Omega; \mathbb{R}))$. Moreover it holds that $(u^\lambda_t, T^\lambda_t, \varepsilon^{p,\lambda}_t, \theta^\lambda_t) \in L^\infty(0,T; L^2(\Omega; \mathbb{R}^3) \times (L^2(\Omega; S^3))^2 \times L^2(\Omega; \mathbb{R}))$.

To prove Theorem 2.1 we use fixed point theorems.

2.2 Proof of Theorem 2.1

Since we fix $\lambda > 0$ we omit the index $\lambda$ when we denote unknown functions. We shall construct the compact operator
\[
\mathcal{A} : L^r((0,T) \times \Omega; \mathbb{R}) \to L^r((0,T) \times \Omega; \mathbb{R})
\]
for some fixed $r \in (1, 2)$. For this purpose we fix a function $\theta^* \in L^r((0,T) \times \Omega; \mathbb{R})$ and we consider the first auxiliary problem on $[0,T] \times \Omega$:

\[
\begin{align*}
\text{div}_x \sigma &= -F - \text{div}_x \mathbb{C}(\varepsilon(u_t)), \\
\sigma &= \mathbb{C}(\varepsilon(u) - \varepsilon^p) - f(\mathcal{T}_x(\theta^* + \tilde{\theta})) \mathbb{1}, \\
\varepsilon_t^p &= Y_\lambda(\mathbb{1}), \\
\mathbb{T} &= \mathbb{C}(\varepsilon(u) - \varepsilon^p), \\
u|_{\partial \Omega} &= 0, \\
u|_{t=0} &= u_0, \\
\varepsilon^p|_{t=0} &= \varepsilon^p,0.
\end{align*}
\] (2.3)

**Lemma 2.2.** Assume $\theta^* \in L^r((0,T) \times \Omega; \mathbb{R})$. Then there exists the unique solution $(\sigma, \varepsilon^p, u)$ to (2.3) satisfying $\sigma \in L^2((0,T) \times \Omega; \mathbb{S}^3)$ and $\varepsilon^p \in H^1(0,T; L^2(\Omega; \mathbb{S}^3))$ while $u \in H^1(0,T; H^1(\Omega; \mathbb{R}^3))$. Additionally the following estimate holds

\[
\begin{align*}
\|\sigma\|_{L^\infty(0,T;L^2(\Omega))} + \|\varepsilon^p\|_{H^1(0,T;L^2(\Omega))} + \|u\|_{H^1(0,T;H^1(\Omega))} &
\leq E(T) \left( \|f(\mathcal{T}_x(\theta^* + \tilde{\theta}))\|_{L^2((0,T) \times \Omega)} + \|\varepsilon^p\|_{L^2(\Omega)} + \|u_0\|_{H^1(\Omega)} + \|F\|_{L^2((0,T) \times \Omega)} \right).
\end{align*}
\] (2.4)

**Proof.** We apply the Banach fixed point theorem. Let $\varepsilon^* \in L^2(0,T; L^2(\Omega; \mathbb{S}^3))$ and using facts proven in Appendix we solve the linear elasticity problem in the form:

\[
\begin{align*}
-\text{div}_x \mathbb{C}(\varepsilon(w)) - \text{div}_x \mathbb{C}(\varepsilon(w_t)) &= -\text{div}_x \mathbb{C}(\varepsilon^*) - \text{div}_x \mathcal{T}_x(\theta^* + \tilde{\theta}) \mathbb{1} + F, \\
w|_{\partial \Omega} &= 0, \\
w|_{t=0} &= u_0.
\end{align*}
\] (2.5)

Using Lemma A.1 we obtain that there exists a unique solution $w \in H^1(0,T; H^1(\Omega; \mathbb{R}^3))$. Additionally $w$ satisfies the following estimate

\[
\|w\|_{H^1(0,T;H^1(\Omega))} \leq CT \left( e^{CT} + 1 \right) \left( \|\varepsilon^*\|_{L^2((0,T) \times \Omega)} + \|f(\mathcal{T}_x(\theta^* + \tilde{\theta}))\|_{L^2((0,T) \times \Omega)} \right)

+ \|u_0\|_{H^1(\Omega)} + \|F\|_{L^2((0,T) \times \Omega)},
\]

\[
\leq CT \left( e^{CT} + 1 \right) \left( \|\varepsilon^*\|_{L^2((0,T) \times \Omega)} + 1 + \|u_0\|_{H^1(\Omega)} + \|F\|_{L^2((0,T) \times \Omega)} \right),
\]

where the constant $C > 0$ depends only on the operator $\mathbb{C}$, the constant $\lambda$ and the shape of the set $\Omega$. We use the fact $f$ is continuous, thus $\|f(\mathcal{T}_x(\theta^* + \tilde{\theta}))\|_{L^\infty(\Omega)} \leq \max_{|\xi| \leq 1/\lambda} |f(\xi)|$. We denote $D(T) := CT \left( e^{CT} + 1 \right)$ and put

\[
\sigma = \mathbb{C}(\varepsilon(w) - \varepsilon^*) + \mathbb{C}(\varepsilon(w_t)) - f(\mathcal{T}_x(\theta^* + \tilde{\theta})) \mathbb{1}.
\]

Therefore

\[
\|\sigma\|_{L^2((0,T) \times \Omega)} \leq C \left( \|w\|_{H^1(0,T;H^1(\Omega))} + \|\varepsilon^*\|_{L^2((0,T) \times \Omega)} + \|f(\mathcal{T}_x(\theta^* + \tilde{\theta}))\|_{L^2((0,T) \times \Omega)} \right)

\leq D(T) \left( \|\varepsilon^*\|_{L^2((0,T) \times \Omega)} + 1 + \|u_0\|_{H^1(\Omega)} + \|F\|_{L^2((0,T) \times \Omega)} \right).
\]
Now we define the following operator
\[ \varepsilon^p(x, t) = \mathcal{R}(\varepsilon^*)(x, t) := \int_0^t Y_\lambda(C(\varepsilon(u(x, \tau))) - \varepsilon^p(x, \tau)) \, d\tau + \varepsilon_0^p(x). \]

Using \( Y_\lambda(0) = 0 \) and Lipschitz-continuity of \( Y_\lambda \), we obtain the following estimate
\[ |\varepsilon^p(x, t)| \leq \int_0^t |Y_\lambda(C(\varepsilon(u(x, \tau))) - \varepsilon^p(x, \tau))| \, d\tau + |\varepsilon_0^p(x)| \]
\[ \leq \frac{1}{2\lambda} \int_0^t |C(\varepsilon(u(x, \tau))) - \varepsilon^p(x, \tau)| \, d\tau + |\varepsilon_0^p(x)|. \]

The norm of \( \varepsilon^p \) is estimated in the following way
\[ \left\| \varepsilon^p \right\|_{L^2((0,T) \times \Omega)} \leq \frac{CT}{\lambda} \left\| C(\varepsilon(u) - \varepsilon^p) \right\|_{L^2((0,T) \times \Omega)} + \left\| \varepsilon_0^p \right\|_{L^2(\Omega)}. \]

Observe that the operator \( \mathcal{R} \) is properly defined. We choose a sufficiently short time interval to have that the operator \( \mathcal{R} \) be a contraction. Indeed, let us fix \( \varepsilon_1^*, \varepsilon_2^* \in L^2((0,T) \times \Omega); S^3 \). By solving (2.5) we obtain \( w_1, w_2 \) respectively. Next, using reasoning similar to the previous one, we have
\[ \varepsilon_1^p(x, t) = \int_0^t Y_\lambda(T_1(x, \tau)) \, d\tau + \varepsilon_0^p(x), \]
\[ \varepsilon_2^p(x, t) = \int_0^t Y_\lambda(T_2(x, \tau)) \, d\tau + \varepsilon_0^p(x), \]
and \( T_i = C(\varepsilon(w_i) - \varepsilon_i^*) \) for \( i = 1, 2 \). We subtract \( \varepsilon_1^p - \varepsilon_2^p \) to obtain
\[ \left\| \varepsilon_1^p(t) - \varepsilon_2^p(t) \right\|_{L^2(\Omega)} \leq \int_0^t \left\| Y_\lambda(T_1(\tau)) - Y_\lambda(T_2(\tau)) \right\|_{L^2(\Omega)} \, d\tau \]
hence
\[ \left\| \varepsilon_1^p - \varepsilon_2^p \right\|_{L^2((0,T) \times \Omega)} \leq \frac{T}{2\lambda} \left\| T_1 - T_2 \right\|_{L^2((0,T) \times \Omega)}. \]

As a consequence of the linearity of the problem (2.5) we obtain that a difference \( w_1 - w_2 \) satisfies
\[ -\text{div}_x C(\varepsilon(w_1 - w_2)) - \text{div}_x C(\varepsilon((w_1 - w_2)_t)) = -\text{div}_x C(\varepsilon_1^p - \varepsilon_2^p), \]
\[ (w_1 - w_2)_{|\partial \Omega} = 0, \]
\[ (w_1 - w_2)_{|t=0} = 0. \]

The following estimate holds
\[ \left\| w_1 - w_2 \right\|_{H^1((0,T);H^1(\Omega))} \leq D(T) \left\| \varepsilon_1^* - \varepsilon_2^* \right\|_{L^2((0,T) \times \Omega)}. \]
where the constant $D(T)$ is the same as previously. Hence

$$
\|T_1 - T_2\|_{L^2((0,T) \times Q)} \leq C \left( \|w_1 - w_2\|_{L^2((0,T), H^1(Q))} + \|\epsilon_1 - \epsilon_2\|_{L^2((0,T) \times Q)} \right)
$$

$$
\leq CD(T) \|\epsilon_1 - \epsilon_2\|_{L^2((0,T) \times Q)}.
$$

Now we estimate the difference $R(\epsilon_1^*) - R(\epsilon_2^*)$ as follows

$$
\|R(\epsilon_1^*) - R(\epsilon_2^*)\|_{L^1((0,T) \times Q)} = \|\epsilon_1^* - \epsilon_2^*\|_{L^1((0,T) \times Q)} \leq CD(T) \|\epsilon_1^* - \epsilon_2^*\|_{L^1((0,T) \times Q)},
$$

(2.6)

where the constant $D(T)$ is the same as previously and does not depend on initial data. Therefore we are able to choose a sufficiently small $T_1 > 0$ to get that $R(\cdot)$ is a contraction on $L^2((0,T_1) \times Q, \mathcal{F})$. Thus using the Banach fixed point theorem we obtain existence of $\epsilon^c \in L^2((0,T_1) \times Q, \mathcal{F})$ such that $R(\epsilon^c) = \epsilon^c$. Hence the problem (AP1) possesses the unique solution $(\sigma, \epsilon^c, u) \in L^2((0,T_1) \times Q, \mathcal{F}) \times L^2((0,T_1) \times Q, \mathcal{F}) \times H^1((0,T_1), \mathcal{F})$.

We repeat the argumentation analogous to the proof of Lemma A.1 to extend obtained solution to the whole interval $(0,T)$ since the estimate (2.6) is obtained independently of the initial data.

Finally we prove the estimate (2.4). Thus using the second equation in (2.3) we obtain the following inequalities

$$
\|\sigma(t)\|_{L^2(Q)} \leq C \left( \|u(t)\|_{H^1(Q)} + \|\epsilon^c(t)\|_{L^2(Q)} + \|f(T_h(\theta^c(t)) + \tilde{\theta}(t))\|_{L^2(Q)} \right)
$$

$$
\leq C(T) \left( \|\epsilon^c(t)\|_{L^2(Q)} + \|f(T_h(\theta^c(t)) + \tilde{\theta}(t))\|_{L^2(Q)} + \|u_0\|_{H^1(Q)} \right.
$$

$$
+ \|F(t)\|_{L^2(Q)} \right).
$$

$$
\leq C(T) \left( \|\sigma(t)\|_{L^2(Q)} + \|f(T_h(\theta^c(t)) + \tilde{\theta}(t))\|_{L^2(Q)} \right)
$$

$$
+ \|f(T_h(\theta^c(t)) + \tilde{\theta}(t))\|_{L^2(Q)} + \|u_0\|_{H^1(Q)}
$$

$$
+ \|\epsilon^c(t)\|_{L^2(Q)} + \|F(t)\|_{L^2(Q)} \right).
$$

We apply the Gronwall inequality to the expression above and obtain

$$
\|\sigma(t)\|_{L^2(Q)} \leq C(T) \left( \|\epsilon^c(t)\|_{L^2(Q)} + \|f(T_h(\theta^c + \tilde{\theta}))\|_{L^2((0,T) \times Q)} \right.
$$

$$
+ \|u_0\|_{H^1(Q)} + \|F(t)\|_{L^2((0,T) \times Q)} \right),
$$

(2.7)
and we deduce the required estimate for \( \|\sigma\|_{L^2((0,T) \times \Omega)} \) is completed. Moreover we observe that

\[
\|\varepsilon_p^2\|_{L^2((0,T) \times \Omega)} \leq \frac{C(T)}{\lambda} \|\sigma\|_{L^2((0,T) \times \Omega)} \\
\leq \frac{C(T)}{\lambda} \left( \|\varepsilon_p^2\|_{L^2((0,T) \times \Omega)} + \|f(T(\theta^* + \tilde{\theta}))\|_{L^2((0,T) \times \Omega)} \\
+ \|u_0\|_{H^1(\Omega)} + \|F\|_{L^2((0,T) \times \Omega)} \right)
\]

(2.8)

and we get an estimate of a norm \( \|\varepsilon_p^2\|_{L^2((0,T) \times \Omega)} \). To estimate a term \( \|u\|_{H^1(0,T;H^1(\Omega))} \) we once again use the Lemma A.1 as in problem (2.5). Therefore

\[
\|u\|_{H^1(0,T;H^1(\Omega))} \leq D(T) \left( \|\varepsilon_p^2\|_{L^2((0,T) \times \Omega)} + \|f(T(\theta^* + \tilde{\theta}))\|_{L^2((0,T) \times \Omega)} \\
+ \|F\|_{L^2((0,T) \times \Omega)} + \|u_0\|_{H^1(\Omega)} \right).
\]

(2.9)

The inequalities (2.7) together with (2.8) and (2.9) give us (2.4).

Next, we solve the second auxiliary problem on \((0,T) \times \Omega \) i.e.

\[
\begin{aligned}
\theta_t - \Delta \theta &= -f \left( T_\varepsilon \theta^* + \tilde{\theta} \right) \text{div}_x u_t + T_\varepsilon \left( \varepsilon^p \right) : T, \\
\frac{\partial \theta}{\partial n}\big|_{\partial \Omega} &= 0, \quad \theta|_{t=0} = \theta_0,
\end{aligned}
\]

(2.10)

where \( \theta^* \in L^r((0,T) \times \Omega; \mathbb{R}) \) was fixed before, while \((u,T,\varepsilon^p)\) are solution of the problem (2.3).

**Lemma 2.3.** Let \( \theta_0 \in W^{2-2/r,r}(\Omega; \mathbb{R}) \), \( RHS \in L^r((0,T) \times \Omega; \mathbb{R}) \), where

\[
RHS = -f \left( T_\varepsilon \theta^* + \tilde{\theta} \right) \text{div}_x u_t + T_\varepsilon \left( \varepsilon^p \right) : T.
\]

Then there exists a solution of problem (2.10) \( \theta \), unique in the class

\[
\theta \in L^r(0,T; W^{2-2/r,t}(\Omega; \mathbb{R})), \quad \theta_t \in L^r((0,T) \times \Omega; \mathbb{R}), \quad \theta \in C([0,T]; W^{2-2/r,r}(\Omega; \mathbb{R})).
\]

Moreover, there exists constant \( C > 0 \) independent of the given data such that

\[
\|\theta\|_{L^\infty((0,T); W^{2-2/r,t}(\Omega))} + \|\theta_t\|_{L^r((0,T) \times \Omega)} + \|\Delta \theta\|_{L^r((0,T) \times \Omega)} \\
\leq C \left( \|RHS\|_{L^r((0,T) \times \Omega)} + \|\theta_0\|_{W^{2-2/r,r}(\Omega)} \right).
\]

(2.11)

**Remark 2.4.** The Lemma 2.3 is the standard result from theory of the parabolic equations. See for example [3, 4].

**Remark 2.5.** According to assumption given in current paper we have for a bounded domain \( \Omega \) with the boundary of the class \( C^2 \):

\[
RHS \in L^2((0,T) \times \Omega; \mathbb{R}) \subset L^r((0,T) \times \Omega; \mathbb{R}),
\theta_0 \in H^1(\Omega; \mathbb{R}) \subset W^{2-2/r,r}(\Omega; \mathbb{R})
\]

for any \( r \in (1,2) \).
The considerations above allows us to define operator

\[ \mathcal{A}: L^r((0, T) \times \Omega; \mathbb{R}) \to L^r((0, T) \times \Omega; \mathbb{R}) \]

_i.e._ first we fix \( \theta^* \in L^r((0, T) \times \Omega; \mathbb{R}) \), then we solve the problem (2.3) and next we solve the problem (2.10) using as a given data the solution of (2.3). Finally we put \( \mathcal{A}(\theta^*) := \theta \), where \( \theta \in L^r((0, T) \times \Omega; \mathbb{R}) \) is the solution of (2.10) obtained through the procedure described above.

**Lemma 2.6.** The operator

\[ \mathcal{A}: L^r((0, T) \times \Omega; \mathbb{R}) \to L^r(0, T; W^{2,r}(\Omega; \mathbb{R}) \cap W^{1,r}(0, T; L^r(\Omega); \mathbb{R}) \]

is continuous for any \( r \in (1, 2) \).

**Proof.** We proceed analogously to the proof of Proposition 1 [9]. We fix \( \theta_1^*, \theta_2^* \in L^r((0, T) \times \Omega) \). Our aim is to examine a norm of the difference \( \mathcal{A}(\theta_1^*) - \mathcal{A}(\theta_2^*) \). First we consider the problem (2.3) for \( \theta_1^* \) and \( \theta_2^* \). Solutions of this problem ((\( u_1, T_1, \varepsilon_1^p \)) and (\( u_2, T_2, \varepsilon_2^p \)) respectively) satisfy the following system:

\[
\begin{align*}
\text{div}_x \Delta + \text{div}_x C(\varepsilon(u_\Delta)) &= \text{div}_x \left( \left( \mathcal{T}_1^\Delta(\theta_1^* + \bar{\theta}) - \mathcal{T}_2^\Delta(\theta_2^* + \bar{\theta}) \right) 1 \right) \\
\varepsilon_\Delta &= Y_1(T_1) - Y_2(T_2), \\
T_\Delta &= C(\varepsilon(u_\Delta) - \varepsilon_\Delta), \\
u_\Delta|_{\partial \Omega} &= 0, \quad u_\Delta|_{t=0} = 0, \quad \varepsilon_\Delta|_{t=0} = 0, 
\end{align*}
\]

(2.12)

where we use a notation \( a_\Delta \) for a difference _i.e._ \( a_\Delta := a_1 - a_2 \). Using similar investigation as in the proof of the Lemma 2.2 we estimate as follows

\[
\|\varepsilon_\Delta^p\|_{L^2((0, T) \times \Omega)} \leq \left( \int_0^T \left| Y_1(T_1(\tau)) - Y_2(T_2(\tau)) \right|^2_{L^2(\Omega)} \, d\tau \right)^{1/2} \leq \frac{T}{2\lambda} \|T_\Delta\|_{L^2((0, T) \times \Omega)}.
\]

The estimate (A.5) from Lemma A.1 yields

\[
\begin{align*}
\|u_\Delta\|_{H^1(0, T; H^1(\Omega))} &\leq C(T) \left( \left\| f \left( \mathcal{T}_1^\Delta(\theta_1^* + \bar{\theta}) \right) - f \left( \mathcal{T}_2^\Delta(\theta_2^* + \bar{\theta}) \right) \right\|_{L^2((0, T) \times \Omega)} + \|\varepsilon_\Delta\|_{L^2((0, T) \times \Omega)} \right) \\
&\leq C(T) \left( \left\| f \left( \mathcal{T}_1^\Delta(\theta_1^* + \bar{\theta}) \right) - f \left( \mathcal{T}_2^\Delta(\theta_2^* + \bar{\theta}) \right) \right\|_{L^2((0, T) \times \Omega)} + \frac{1}{\lambda} \|T_\Delta\|_{L^2((0, T) \times \Omega)} \right).
\end{align*}
\]

(2.13)

Similar argumentation as in the proof of Lemma 2.2 leads us to

\[
\|T_\Delta\|_{L^2((0, T) \times \Omega)} + \|\varepsilon_\Delta^p\|_{H^1(0, T; L^2(\Omega))} \leq C(T) \left\| f \left( \mathcal{T}_1^\Delta(\theta_1^* + \bar{\theta}) \right) - f \left( \mathcal{T}_2^\Delta(\theta_2^* + \bar{\theta}) \right) \right\|_{L^2((0, T) \times \Omega)}.
\]

(2.14)

The inequality (2.13) together with (2.14) imply

\[
\begin{align*}
\|u_\Delta\|_{H^1(0, T; H^1(\Omega))} + \|T_\Delta\|_{L^2((0, T) \times \Omega)} + \|\varepsilon_\Delta^p\|_{H^1(0, T; L^2(\Omega))} &\leq D(T) \left\| f \left( \mathcal{T}_1^\Delta(\theta_1^* + \bar{\theta}) \right) - f \left( \mathcal{T}_2^\Delta(\theta_2^* + \bar{\theta}) \right) \right\|_{L^2((0, T) \times \Omega)}.
\end{align*}
\]
Notice that \( f\left(\mathcal{T}_k^\varepsilon (\cdot) - \tilde{\theta}\right) \) defines a continuous operator from \( L^r((0, T) \times \Omega; \mathbb{R}) \) to \( L^2((0, T) \times \Omega; \mathbb{R}) \) (defined as \( \theta \mapsto f\left(\mathcal{T}_k^\varepsilon (\theta) - \tilde{\theta}\right) \)), compare with \([27, \text{Theorem 7.19}]\), for any \( \epsilon_1 > 0 \) there exists \( \delta_1 > 0 \) such that if \( \|\theta^\varepsilon\|_{L^r((0, T) \times \Omega; \mathbb{R})} \leq \delta_1 \) then
\[
\left\| u_{\Delta} \right\|_{H^1((0, T), H^2(\Omega))} + \left\| \nabla \Delta \right\|_{L^2((0, T) \times \Omega)} + \left\| \varepsilon_{\Delta}^p \right\|_{H^1((0, T), L^2(\Omega))} \leq \epsilon_1. \tag{2.15}
\]
In the next step we consider the second auxiliary problem \((2.10)\) with \((u_i, T_i, \varepsilon_i^p)\) being a solution of the first auxiliary problem \((2.10)\) for \( \theta^*_i \) respectively for \( i = 1, 2 \). Therefore a difference of solutions \( \theta_{\Delta} := \theta_1 - \theta_2 \) satisfies the following system:
\[
\theta_{\Delta,t} - \Delta \theta_{\Delta} = - f\left(\mathcal{T}_k^\varepsilon (\theta^*_1 + \tilde{\theta})\right) \text{div}_x u_{1,t} + f\left(\mathcal{T}_k^\varepsilon (\theta^*_2 + \tilde{\theta})\right) \text{div}_x u_{2,t} + \mathcal{T}_k^\varepsilon (\varepsilon_{1,t}^p : T_1) - \mathcal{T}_k^\varepsilon (\varepsilon_{2,t}^p : T_2),
\]
\[
\frac{\partial \theta}{\partial n} \big|_{\partial \Omega} = 0, \quad \theta|_{t=0} = 0. \tag{2.16}
\]
The same type of estimates as in Lemma 2.3 give us:
\[
\left\| \theta_{\Delta} \right\|_{W^{1,r}(0, T; L^r(\Omega))} + \left\| \theta_{\Delta} \right\|_{L^r(0, T; W^{1,r}(\Omega))} \leq C(T) \left( \left\| - f\left(\mathcal{T}_k^\varepsilon (\theta^*_1 + \tilde{\theta})\right) \text{div}_x u_{1,t} + f\left(\mathcal{T}_k^\varepsilon (\theta^*_2 + \tilde{\theta})\right) \text{div}_x u_{2,t}\right\|_{L^r((0, T) \times \Omega)} \tag{2.17}
\right.
\]
\[
\left. + \left\| \mathcal{T}_k^\varepsilon (\varepsilon_{1,t} : T_1) - \mathcal{T}_k^\varepsilon (\varepsilon_{2,t} : T_2)\right\|_{L^r((0, T) \times \Omega)} \right).
\]
Let us consider the first term on the right-hand side of \((2.17)\):
\[
\left\| - f\left(\mathcal{T}_k^\varepsilon (\theta^*_1 + \tilde{\theta})\right) \text{div}_x u_{1,t} + f\left(\mathcal{T}_k^\varepsilon (\theta^*_2 + \tilde{\theta})\right) \text{div}_x u_{2,t}\right\|_{L^r((0, T) \times \Omega)}
\]
\[
\leq \left\| f\left(\mathcal{T}_k^\varepsilon (\theta^*_1 + \tilde{\theta})\right) \text{div}_x u_{\Delta,t}\right\|_{L^r((0, T) \times \Omega)}
\]
\[
+ \left\| \left( f\left(\mathcal{T}_k^\varepsilon (\theta^*_1 + \tilde{\theta})\right) - f\left(\mathcal{T}_k^\varepsilon (\theta^*_2 + \tilde{\theta})\right)\right) \text{div}_x u_{2,t}\right\|_{L^r((0, T) \times \Omega)} \tag{2.18}
\]
\[
\leq \left\| f\left(\mathcal{T}_k^\varepsilon (\theta^*_1 + \tilde{\theta})\right)\right\|_{L^{2r/(2-r)}((0, T) \times \Omega)} \left\| \text{div}_x u_{\Delta,t}\right\|_{L^2((0, T) \times \Omega)}
\]
\[
+ \left\| \left( f\left(\mathcal{T}_k^\varepsilon (\theta^*_1 + \tilde{\theta})\right) - f\left(\mathcal{T}_k^\varepsilon (\theta^*_2 + \tilde{\theta})\right)\right)\right\|_{L^{2r/(2-r)}((0, T) \times \Omega)} \left\| \text{div}_x u_{2,t}\right\|_{L^2((0, T) \times \Omega)}.
\]
Using the estimate \((2.4)\) for \( u_2 \) and continuity of the operator \( f\left(\mathcal{T}_k^\varepsilon (\cdot) - \tilde{\theta}\right) \) from \( L^r((0, T) \times \Omega; \mathbb{R}) \) to \( L^{2r/(2-r)}((0, T) \times \Omega; \mathbb{R}) \), we obtain that for any \( \epsilon_2 > 0 \) there exists \( \delta_2 > 0 \) such that if \( \left\| \theta^*_2\right\|_{L^r((0, T) \times \Omega)} \leq \delta_2 \) it holds that
\[
\left\| \left( f\left(\mathcal{T}_k^\varepsilon (\theta^*_1 + \tilde{\theta})\right) - f\left(\mathcal{T}_k^\varepsilon (\theta^*_2 + \tilde{\theta})\right)\right)\right\|_{L^{2r/(2-r)}((0, T) \times \Omega)} \left\| \text{div}_x u_{2,t}\right\|_{L^2((0, T) \times \Omega)} \leq \epsilon_2. \tag{2.19}
\]
Moreover from properties of cut-off function \( \mathcal{T}_k^\varepsilon \) and the estimate \((2.15)\) we conclude that \((2.18)\) gives us
\[
\left\| - f\left(\mathcal{T}_k^\varepsilon (\theta^*_1 + \tilde{\theta})\right) \text{div}_x u_{1,t} + f\left(\mathcal{T}_k^\varepsilon (\theta^*_2 + \tilde{\theta})\right) \text{div}_x u_{2,t}\right\|_{L^r((0, T) \times \Omega)}
\]
\[
\leq T \sup_{-1/\lambda \leq \xi \leq 1/\lambda} \left| f(\lambda) \right| \Omega |\epsilon_1 + \epsilon_2. \tag{2.20}
\]
Now let us focus on the second term on the right-hand side of the inequality (2.17). Since cut-off function $\mathcal{T}_\epsilon$ defines a continuous operator from $L^1((0, T) \times \Omega; \mathbb{R})$ to $L^r((0, T) \times \Omega; \mathbb{R})$, we firstly consider the following difference:

$$\left\| \dot{\epsilon}_1^p, t : T_1 - \dot{\epsilon}_2^p, t : T_2 \right\|_{L^1((0, T) \times \Omega)}$$

$$\leq \left\| \dot{\epsilon}_1^p, t : T_1 \right\|_{L^1((0, T) \times \Omega)} + \left\| \dot{\epsilon}_2^p, t : T_2 \right\|_{L^1((0, T) \times \Omega)}$$

$$\leq \left\| \dot{\epsilon}_1^p, t \right\|_{L^2((0, T) \times \Omega)} \left\| T_1 \right\|_{L^2((0, T) \times \Omega)} + \left\| \dot{\epsilon}_2^p, t \right\|_{L^2((0, T) \times \Omega)} \left\| T_2 \right\|_{L^2((0, T) \times \Omega)}$$

$$\leq \epsilon_1 \left( \left\| \dot{\epsilon}_1^p, t \right\|_{L^2((0, T) \times \Omega)} + \left\| T_2 \right\|_{L^2((0, T) \times \Omega)} \right)$$

$$\leq \epsilon_1 C(T) \left( \sup_{-1/\lambda \leq \xi \leq 1/\lambda} |f(\lambda)| + \left\| \dot{\epsilon}_1^0 \right\|_{L^2(\Omega)} + \left\| u_0 \right\|_{H^1(\Omega)} + \left\| F \right\|_{L^r((0, T) \times \Omega)} \right),$$

where we have used estimates (2.15) and (2.4). Next fix $\epsilon_3 > 0$ and choose such $\epsilon_1 > 0$ (and consequently $\delta_1$) that the therm $\left\| \dot{\epsilon}_1^p, t : T_1 - \dot{\epsilon}_2^p, t : T_2 \right\|_{L^1((0, T) \times \Omega)}$ is small enough to claim that:

$$\left\| \mathcal{T}_\epsilon \left( \dot{\epsilon}_1^p, t : T_1 \right) - \mathcal{T}_\epsilon \left( \dot{\epsilon}_2^p, t : T_2 \right) \right\|_{L^r((0, T) \times \Omega)} \leq \epsilon_3.$$  (2.22)

The estimate (2.17) together with (2.20) and (2.22) give us

$$\left\| \theta_\Delta \right\|_{W^{1, r}(0, T; L^r(\Omega))} + \left\| \theta_\Delta \right\|_{L^r(0, T; W^{2, r}(\Omega))}$$

$$\leq C(T) \left( T \sup_{-1/\lambda \leq \xi \leq 1/\lambda} |f(\lambda)| |\Omega| + \epsilon_1 + \epsilon_2 + \epsilon_3 \right).$$  (2.23)

Therefore for any $\epsilon > 0$ there exists $\delta > 0$ such that if only $\left\| \theta_\Delta \right\|_{L^r((0, T) \times \Omega)} \leq \delta$ then

$$\left\| \mathcal{A}(\theta_1^*) - \mathcal{A}(\theta_2^*) \right\|_{W^{1, r}(0, T; L^r(\Omega))} + \left\| \mathcal{A}(\theta_1^*) - \mathcal{A}(\theta_2^*) \right\|_{L^r(0, T; W^{2, r}(\Omega))}$$

$$= \left\| \theta_\Delta \right\|_{W^{1, r}(0, T; L^r(\Omega))} + \left\| \theta_\Delta \right\|_{L^r(0, T; W^{2, r}(\Omega))} \leq \epsilon.$$  (2.24)

\[ \square \]

**Lemma 2.7.** The operator

$$\mathcal{A} : L^r((0, T) \times \Omega; \mathbb{R}) \to L^r((0, T) \times \Omega; \mathbb{R})$$

is compact.

The Lemma above is a simple consequence of the Aubin-Lions lemma (see for example [38, Lemma 7.7]) i.e.

$$L^r(0, T; W^{2, r}(\Omega; \mathbb{R}) \cap W^{1, r}(0, T; L^r(\Omega; \mathbb{R})) \subset L^r((0, T) \times \Omega; \mathbb{R})$$

and the Lemma 2.6.

**Lemma 2.8.** There exists $\theta \in L^r((0, T) \times \Omega; \mathbb{R})$ such that $\mathcal{A}(\theta) = \theta$. 
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Proof. We use the Schauder fixed point theorem. Observe that compactness of the operator $A: L^r((0, T) \times \Omega; \mathbb{R}) \to L^r((0, T) \times \Omega; \mathbb{R})$ is given by Lemma 2.7. It remains to prove that $A$ takes its values in a ball $B(0, R) \subset L^r((0, T) \times \Omega; \mathbb{R})$ for some $R > 0$. Let us fix any $\theta^* \in L^r((0, T) \times \Omega; \mathbb{R})$. Using inequalities (2.11) and (2.4) we estimate $\theta := A(\theta^*)$ as follows

$$
\|\theta\|_{L^r((0,T) \times \Omega)} \\
\leq \|\theta\|_{W^{1,r}(0,T;L^r(\Omega))} + \|\theta\|_{L^r(0,T;W^{2,r}(\Omega))} \\
\leq C(T) \left( \sup_{-1/\lambda \leq \xi \leq 1/\lambda} |f(\lambda)| + \|\varepsilon^{p,0}\|_{L^2(\Omega)} + \|u_0\|_{H^1(\Omega)} + \|F\|_{L^2((0,T) \times \Omega)} \right)
$$

(2.25)

and the right-hand side of the last inequality defines us a proper radius $R$. \hfill \Box

**Theorem 2.9.** For each $\lambda > 0$ the system (2.2) with initial and boundary data (1.19) has a solution $(u^\lambda, T^\lambda, \varepsilon^{p,\lambda}, \theta^\lambda) \in L^\infty((0, T); H^1(\Omega; \mathbb{R}^3) \times (L^2(\Omega; \mathcal{S}^3))^2 \times W^{1,r}(\Omega; \mathbb{R})$. Moreover it holds that $(u^\lambda, T^\lambda, \varepsilon^{p,\lambda}, \theta^\lambda) \in L^\infty((0, T); L^2(\Omega; \mathbb{R}^3) \times (L^2(\Omega; \mathcal{S}^3))^2 \times L^r((0, T) \times \Omega; \mathbb{R})$.

Proof. The assertion of Theorem is a straightforward conclusion of Lemmas from 2.2 to 2.8. \hfill \Box

Now we are ready to justify Theorem 2.1.

**Proof of the Theorem 2.1.** Since Theorem 2.9 holds true, it is sufficient to prove the higher integrability of the function $\theta^\lambda$. But the right-hand side of the last equation in the system (2.2) (i.e. $-f \left( T^\lambda (\theta^\lambda + \overline{\theta}) \right) \operatorname{div}_x u^\lambda_t + T^\lambda \left( \varepsilon^{p,\lambda} : T^\lambda \right)$) belongs to $L^2((0, T) \times \Omega; \mathbb{R})$ while the initial data $\theta_0 \in H^1(\Omega)$, we conclude that $\theta^\lambda$ satisfy

$$
\theta \in L^2(0, T; H^2(\Omega; \mathbb{R})), \quad \theta_t \in L^2((0, T) \times \Omega; \mathbb{R}), \quad \theta \in C([0, T]; H^1(\Omega; \mathbb{R})).
$$

This observation finishes the proof. \hfill \Box

## 3 Boundedness of approximate solutions

In this section we are going to prove the main estimates of this article. We show uniform boundedness of approximate solutions. The first estimate is similar to the energy estimate presented in [23, Theorem 4.1].

**Theorem 3.1.** For any fixed positive number $K > 0$ there exists a positive constant $C(T)$ (not depending on $\lambda$) such that the following inequality

$$
\int_\Omega |T^\lambda(t)|^2 \, dx + \int_0^t \int_\Omega |\varepsilon(u^\lambda_t(\tau))|^2 \, dx \, d\tau + \int_\Omega \lambda(\tilde{t}) \, dx \\
+ \int_0^t \int_\Omega \left| \nabla T^\lambda(\theta^\lambda(\tau)) \right|^2 \, dx \, d\tau \leq C(T)
$$

is satisfied, where $t \leq T$. 
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Proof of Theorem 3.1 goes along the same line as the proof of Theorem 4.1 in [23], hence we skip them. It is sufficient to observe the following inequality
\[ \varepsilon^{p,\lambda}_t : T^\lambda = \frac{1}{2\lambda}(|P T^\lambda| - k) + \frac{P T^\lambda}{|P T^\lambda|} : P T^\lambda = \frac{1}{2\lambda}(|P T^\lambda| - k)|P T^\lambda| \geq 0, \]
which is a consequence of the second law of thermodynamic. The same technique of proof of Theorem 3.1 has been also used in [13].

The next goal is to prove \( L^2 - L^2 \) estimate for the time derivative \( \{T^\lambda_t\}_{\lambda > 0} \). The proof of the theorem below works for gradient flows only.

**Theorem 3.2** (\( L^2 - L^2 \) estimate for the stress rate). The sequence \( \{T^\lambda_t\}_{\lambda > 0} \) is uniformly (with respect to \( \lambda \)) bounded in the space \( L^2(0, T; L^2(\Omega; S^d)) \).

**Proof.** Define
\[ M_\lambda(x, t) = \frac{(|P T^\lambda(x, t)| - k)^2}{4\lambda}. \] (3.1)
Computing the time derivative of (3.1), using equation (2.2)3 and (2.2)4 we obtain
\[
\frac{d}{dt} \int_\Omega M_\lambda \, dx = \int_\Omega \frac{1}{2\lambda}(|P T^\lambda| - k) + \frac{P T^\lambda}{|P T^\lambda|} : P T^\lambda \, dx = \int \varepsilon^{p,\lambda}_t : T^\lambda_t \, dx
\]
\[ = - \int \mathcal{C}^{-1} T^\lambda : T^\lambda \, dx + \int_\Omega \varepsilon(u^\lambda_t) : T^\lambda_t \, dx. \] (3.2)
Integrating with respect to time and using assumption on initial data \( |P T^\lambda(0)| \leq k \) we have
\[
\int_\Omega M_\lambda \, dx + \int_0^t \int_\Omega \mathcal{C}^{-1} T^\lambda_t T^\lambda_t \, dx \mu = \int_0^t \int \varepsilon(u^\lambda_t) T^\lambda_t \, dx \mu. \] (3.3)

Theorem 3.1 yields that the sequence \( \{\varepsilon(u^\lambda_t)\}_{\lambda > 0} \) is uniformly bounded (with respect to \( \lambda \)) in the space \( L^2(0, T; L^2(\Omega; S^d)) \), hence the Hölder and Cauchy inequalities finish the proof. \( \square \)

**Remark 3.3.** Result from Theorem 3.2 will be needed to prove the strong \( L^2 \) convergence of the sequence \( \{T^\lambda\}_{\lambda > 0} \) and allow us to characterise the weak limit of the field \( Y_\lambda \). It is worth to mentioned that in the previous paper [23] we used the Minty-Browder monotone trick to identify the weak limits in nonlinearities. Minty-Browder trick does not require the above information.

**Corollary 3.4.** Theorems 3.1 and 3.2 imply that the sequences \( \{\varepsilon^{p,\lambda}_t\}_{\lambda > 0} \) and \( \{\varepsilon^{p,\lambda}_t : T^\lambda\}_{\lambda > 0} \) are uniformly (with respect to \( \lambda \)) bounded in the space \( L^2(0, T; L^2(\Omega; S^d_{dev})) \) and \( L^1(0, T; L^1(\Omega; \mathbb{R})) \), respectively.

Corollary 3.4 yields that the right-hand side of heat equation (2.2)5 is bounded in \( L^1(0, T; L^2(\Omega; \mathbb{R})) \). It is sufficient to use Boccardo and Gallouët approach and prove the almost pointwise convergence of temperature’s approximate sequence to a measurable function \( \theta \).

**Lemma 3.5.** The sequence \( \{\theta^\lambda\}_{\lambda > 0} \) is uniformly bounded (with respect to \( \lambda \)) in the space \( L^q(0, T; W^{1,q}(\Omega; \mathbb{R})) \) for all \( 1 \leq q < \frac{3}{2} \).
Proof. We give a sketch of the proof, which is standard and can be found in several papers (see for example [17, 23, 30]).

Sketch of the proof:

1. Assume that $q < \frac{5}{4}$ and $2\alpha' = \frac{4}{3}q$, then using Boccardo and Gallouët approach we arrive the following inequality

$$
\int_0^T \int_\Omega |\nabla \theta|^q dx \, dt \leq C + D \left(1 + \nu \int_0^T \int_\Omega |\theta|^2 dx \, dt\right)^{\frac{q}{2}} \left(\int_0^T \int_\Omega |\theta|^{2\alpha'} dx \, dt\right)^{1 - \frac{q}{2}}, \quad (3.4)
$$

where $\alpha \in (\frac{1}{2}, \frac{5}{6})$ is from the growth assumption on the function $f$.

2. The interpolation theorem yields

$$
\|\theta^\lambda(t)\|_{L^{2\alpha'}(\Omega)} \leq \|\theta^\lambda(t)\|_{L^1(\Omega)}^{1 - s} \|\theta^\lambda(t)\|_{L^s(\Omega)}^s, \quad (3.5)
$$

for almost every $t \leq T$, where $q^* = \frac{3q}{3-q}$ and $\frac{1}{2\alpha'} = \frac{q}{4} + \frac{1}{q^*}$. From Theorem 3.1 we conclude that the sequence $\{\theta^\lambda\}_{\lambda > 0}$ is bounded in $L^\infty(0, T; L^1(\Omega; \mathbb{R}))$, thus simple calculations lead to

$$
\int_0^T \int_\Omega |\theta|^\alpha dx \, dt \leq D_1 \|\theta^\lambda\|^q_{L^q(0, T; L^q(\Omega))}, \quad (3.6)
$$

where the constant $D_1 > 0$ does not depend on $\lambda$.

3. Again the interpolation theorem implies the following inequality

$$
\|\theta^\lambda\|^q_{L^q(0, T; L^q(\Omega))} \leq D_2 \left(\int_0^T \|\theta^\lambda\|^q_{L^q(\Omega)} \, dt\right)^{\frac{(q-1)q^*}{(q-1)q}}, \quad (3.7)
$$

where $q^* = \frac{3q}{3-q}$, the exponent $\frac{(q-1)q^*}{(q-1)q} = \frac{3(q-1)}{3q-1} + \frac{1}{q}$ is less then one and the constant $D_2 > 0$ does not depend on $\lambda$.

4. Let $\frac{4}{3} \leq 2\alpha < \frac{5}{3}$ such that $2\alpha = \frac{4}{3}q$. Using the interpolation inequality we obtain

$$
\|\theta^\lambda(t)\|_{L^{2\alpha}(\Omega)} \leq \|\theta^\lambda(t)\|_{L^1(\Omega)}^{s_1} \|\theta^\lambda(t)\|_{L^{s_1}(\Omega)}^{1 - s_1}, \quad (3.8)
$$

for almost every $t \leq T$, where $q^* = \frac{3q}{3-q}$ and $\frac{1}{2\alpha} = \frac{q}{4} + \frac{1}{q^*}$. Therefore

$$
\int_0^T \int_\Omega |\theta|^\alpha dx \, dt \leq D_3 \|\theta^\lambda\|^q_{L^q(0, T; L^q(\Omega))}, \quad (3.9)
$$

where the constant $D_3 > 0$ does not depend on $\lambda$. Applying the Sobolev embedding theorem and combining (3.4) with (3.6), (3.7) and (3.9) we deduce the following inequality

$$
\|\theta^\lambda\|^q_{L^q(0, T; L^q(\Omega))} \leq D_4 \left(\int_0^T \|\theta^\lambda\|^q_{L^q(\Omega)} + \|\nabla \theta^\lambda\|^q_{L^q(\Omega)}\right) \, dt
$$

$$
\leq D_2 \left(\int_0^T \|\theta^\lambda\|^q_{L^q(\Omega)} \, dt\right)^{\frac{(q-1)q^*}{(q-1)q}} + C
$$

$$
+ D \left(1 + \nu D_3 \|\theta^\lambda\|^q_{L^q(0, T; L^q(\Omega))}\right)^{\frac{q}{2}} \left(D_1 \|\theta^\lambda\|^q_{L^q(0, T; L^q(\Omega))}\right)^{1 - \frac{q}{2}}, \quad (3.10)
$$
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The Young inequality finishes the proof in this case.

4*. Assume that $1 < 2\alpha < \frac{4}{3}$, then

$$
\|\theta^\lambda(t)\|_{L^{2\alpha}(\Omega)} \leq D_5\|\theta^\lambda(t)\|_{L^\frac{4}{\alpha}(\Omega)}
$$

(3.11)

for almost every $t \leq T$. Inequality (3.11), part 3 and 4 imply that the sequence $\{\theta^\lambda\}_{\lambda>0}$ is bounded in the space $L^{2\alpha}(0, T; L^{2\alpha}(\Omega; \mathbb{R}))$ for $1 < 2\alpha < \frac{4}{3}$. Applying this information in (3.4) we complete the proof. \qed

Corollary 3.6. The sequence $\{\theta^\lambda\}_{\lambda>0}$ is bounded in the space $L^q(0, T; W^{1,q}(\Omega; \mathbb{R}))$ for $1 \leq q < \frac{2}{\beta}$. Moreover, the growth condition of $f$ implies that

$$
\int_0^t \int_\Omega |f(T^\lambda_\alpha(\theta^\lambda + \tilde{\theta}))|^2 \, dx \, d\tau \leq A + M \int_0^t \int_\Omega |\theta^\lambda|^{2\alpha} \, dx \, d\tau,
$$

where the constants $A$ and $M$ do not depend on $\lambda > 0$. From the proof of lemma 3.5 we conclude that the sequence $\{f(T^\lambda_\alpha(\theta^\lambda + \tilde{\theta}))\}$ is bounded in $L^2(0, T; L^2(\Omega; \mathbb{R}))$. Hence the sequence

$$
\{f(T^\lambda_\alpha(\theta^\lambda + \tilde{\theta}))\} \text{div } u^\lambda_\alpha + T^\lambda_\alpha (\varepsilon^{\alpha}_{\lambda} : \Theta^\lambda)
$$

is bounded in $L^1(0, T; L^1(\Omega; \mathbb{R}))$. It is also bounded in $L^1(0, T; (W^{1,q}(\Omega; \mathbb{R}))^*)$, where $\frac{1}{q} + \frac{1}{\beta} = 1$ and the space $\left(W^{1,q}(\Omega; \mathbb{R})\right)^*$ denotes the space of all linear bounded functionals on $W^{1,q}(\Omega; \mathbb{R})$. This two informations yield that the sequence $\{\theta^\lambda\}_{\lambda>0}$ is bounded in $L^1(0, T; (W^{1,q}(\Omega; \mathbb{R}))^*)$, hence it is relatively compact in $L^1(0, T; L^1(\Omega; \mathbb{R}))$ by the compactness Aubin-Lions Lemma. It contains a subsequence (again denoted using the superscript $\lambda$) such that $\theta^\lambda \rightarrow \theta$ a.e. in $\Omega \times (0, T)$. The continuity of $f$ implies that

$$
f(T^\lambda_\alpha(\theta^\lambda + \tilde{\theta})) \rightarrow f(\theta + \tilde{\theta}) \quad \text{a.e. in } \Omega \times (0, T).
$$

Lemma 3.5 gives the boundedness of the sequence $\{T^\lambda\}_{\lambda>0}$ in the space $L^p(0, T; L^p(\Omega; \mathbb{R}))$ for $p < \frac{4}{\alpha}$. Let us choose $r \in \mathbb{R}$ such that $2\alpha < r < \frac{5}{3}$, therefore the growth condition on $f$ yields that the sequence $\{f(T^\lambda_\alpha(\theta^\lambda + \tilde{\theta}))\}_{\lambda>0}$ is bounded in $L^\infty(\Omega \times (0, T); \mathbb{R})$. Noticing that $\frac{5}{3} > 2$, we conclude from equi-integrability that

$$
f(T^\lambda_\alpha(\theta^\lambda + \tilde{\theta})) \rightarrow f(\theta + \tilde{\theta}) \quad \text{in } L^2(0, T; L^2(\Omega; \mathbb{R})).
$$

Observe that Theorem 3.1 implies that the sequence (subsequence, if necessary) $\{\Theta^\lambda\}_{\lambda>0}$ is weakly convergent in $L^\infty(0, T; L^2(\Omega; T^\lambda))$. The last above information allows to improve this convergence.

Theorem 3.7 (Strong convergence of stresses). Let us assume that the given data satisfy all requirements of Theorem 1.2. Then

$$
\int_\Omega C^{-1}(T^\lambda - T^\mu) : (T^\lambda - T^\mu) \, dx \rightarrow 0
$$

when $\lambda, \mu \rightarrow 0^+$ uniformly on bounded time intervals.
Proof. Compute the time derivative
\[
\frac{d}{dt} \left( \frac{1}{2} \int_\Omega \mathcal{C}(\varepsilon(u^\lambda) - \varepsilon(u^\mu) - (\varepsilon^{p,\lambda} - \varepsilon^{p,\mu})) : (\varepsilon(u^\lambda) - \varepsilon(u^\mu) - (\varepsilon^{p,\lambda} - \varepsilon^{p,\mu})) \, dx \right) =
\]
\[
= \int_\Omega \mathcal{C}(\varepsilon(u^\lambda) - \varepsilon(u^\mu) - (\varepsilon^{p,\lambda} - \varepsilon^{p,\mu})) : (\varepsilon(u^\lambda_t) - \varepsilon(u^\mu_t) - (\varepsilon^{p,\lambda}_t - \varepsilon^{p,\mu}_t)) \, dx =
\]
\[
= \int_\Omega \mathcal{C}(\varepsilon(u^\lambda) - \varepsilon(u^\mu) - (\varepsilon^{p,\lambda} - \varepsilon^{p,\mu})) : (\varepsilon(u^\lambda_t) - \varepsilon(u^\mu_t)) \, dx
\]
\[
- \int_\Omega (Y_\lambda(T^\lambda) - Y_\mu(T^\mu)) : (T^\lambda - T^\mu) \, dx
\]
\[
= \int_\Omega \left( \sigma^\lambda - \sigma^\mu + \mathcal{C}(\varepsilon(u^\lambda_t) - \varepsilon(u^\mu_t))) : (\varepsilon(u^\lambda_t) - \varepsilon(u^\mu_t)) \right) \, dx
\]
\[
- \int_\Omega \left( f \left( T_\lambda^\lambda (\theta^\lambda + \tilde{\theta}) \right) - f \left( T_\lambda^\mu (\theta^\mu + \tilde{\theta}) \right) \right) \left( \text{div} u^\lambda_t - \text{div} u^\mu_t \right) \, dx
\]
\[
- \int_\Omega (Y_\lambda(T^\lambda) - Y_\mu(T^\mu)) : (T^\lambda - T^\mu) \, dx.
\]

Using the fact that the given data for two approximation steps are equal and integrating with respect to time, we conclude that
\[
\frac{1}{2} \int_\Omega \mathcal{C}(\varepsilon(u^\lambda) - \varepsilon(u^\mu) - (\varepsilon^{p,\lambda} - \varepsilon^{p,\mu})) : (\varepsilon(u^\lambda) - \varepsilon(u^\mu) - (\varepsilon^{p,\lambda} - \varepsilon^{p,\mu})) \, dx
\]
\[
+ \int_0^t \int_\Omega \mathcal{C}(\varepsilon(u^\lambda_t) - \varepsilon(u^\mu_t)) : (\varepsilon(u^\lambda_t) - \varepsilon(u^\mu_t)) \, dx \, d\tau
\]
\[
\leq D \int_0^t \int_\Omega |f \left( T_\lambda^\lambda (\theta^\lambda + \tilde{\theta}) \right) - f \left( T_\lambda^\mu (\theta^\mu + \tilde{\theta}) \right)|^2 \, dx \, d\tau
\]
\[
- \int_\Omega (Y_\lambda(T^\lambda) - Y_\mu(T^\mu)) : (T^\lambda - T^\mu) \, dx,
\]
where $D$ does not depend on $\lambda, \mu$. The Corollary 3.6 yields that $f \left( T_\lambda^\lambda (\theta^\lambda + \tilde{\theta}) \right) \rightarrow f(\theta + \tilde{\theta})$ in $L^2(0, T; L^2(\Omega; \mathbb{R}))$. Standard methods for maximal monotone operators finish the proof (See for an instance [2,5]).

\[\square\]

4 Passing to the limit

In this section we collect all arguments to conclude with a proof of Theorem 1.2.

Lemma 4.1. We can choose subsequence of $\{\varepsilon_i^{p,\lambda}\}_{\lambda > 0}$ such that $\varepsilon_i^{p,\lambda} = Y_\lambda(T^\lambda) \rightharpoonup \chi$ when $\lambda \rightarrow 0$ in $L^2(0, T; L^2(\Omega; \mathbb{S}^3))$. Moreover $\chi \in \partial I_K(T)$, where $T = \lim_{\lambda \rightarrow 0} T^\lambda$ in $L^\infty(0, T; L^2(\Omega; \mathbb{S}^3))$. 

19
Proof. By Corollary 3.4 we choose a subsequence of $\{\varepsilon_{t,\lambda}^p\}_{\lambda > 0}$ weakly converges to $\chi$ in $L^2(0,T;L^2(\Omega;S^2))$. Theorem 3.7 gives us that there exists $T \in L^\infty(0,T;L^2(\Omega;S^2))$ such that $T = \lim_{\lambda \to 0} T_\lambda$ in $L^\infty(0,T;L^2(\Omega;S^2))$. By properties of Yosida approximation we have $(R_\lambda(T_\lambda),\lambda_\lambda(T_\lambda)) \in \text{graph} \lambda_\lambda$, where $R_\lambda(T_\lambda)$ is a resolvent of subdifferential $\partial I_K$. By properties of the resolvent and a convergence of $T_\lambda$ we have $R_\lambda(T_\lambda) \to T$ strongly in $L^\infty(0,T;L^2(\Omega;S^2))$ and consequently in $L^2(0,T;L^2(\Omega;S^2))$. Since a graph of the subdifferential $\partial I_K$ is strongly-weakly closed, we have $(T,\chi) \in \partial I_K$ that is $\chi \in \partial I_K(T)$. \hfill \Box

**Corollary 4.2.** From Theorem 3.1 and Corollary 3.6 it follows that by choosing subsequence we obtain:

$$\sigma^\lambda + C(\varepsilon(u_t)) = T^\lambda + C(\varepsilon(u_t)) + f(T_\lambda(\theta^\lambda + \tilde{\theta})) - \lambda T^\lambda + C(\varepsilon(u_t)) + f(\theta + \tilde{\theta}) \lambda T^\lambda = \sigma + C(\varepsilon(u_t)) \quad (4.1)$$

in $L^2(0,T;L^2(\Omega;S^2))$. Thus a weak divergence

$$\text{div}_x (\sigma + C(\varepsilon(u_t))) = -F$$

and

$$T = C(\varepsilon(u) + \varepsilon^p).$$

Moreover Lemma 4.1 gives us that

$$\varepsilon_{t,\lambda}^p \in \partial I_K(T),$$

where $\varepsilon_{t,\lambda}^p \to \varepsilon_t^p$ when $\lambda \to 0$ in $L^2(0,T;L^2(\Omega;S^2))$.

Now we are ready to pass to the limit with $\lambda \to +\infty$ in the approximated system (2.2) and prove Theorem 1.2.

**Proof of Theorem 1.2.** Let $\phi \in C^\infty_0([0,T);H^1(\Omega;\mathbb{R}) \cap L^\infty(\Omega;\mathbb{R}))$ be an arbitrary function and let $S \in C^\infty(\mathbb{R};\mathbb{R})$ be such that $\text{supp} \ S' \in [-M,M]$ for some $M > 0$. We use $v := S'(\theta^\lambda)\phi$ as a test function in a weak formulation of the fifth equation in the system (2.2) to obtain

$$\int_0^T \int_\Omega S(\theta^\lambda)\phi_t + \nabla \theta^\lambda \nabla (S'(\theta^\lambda)\phi) \, dx \, dt + \int_\Omega S(\theta_0)\phi(0,x) \, dx \quad (4.2)$$

$$= \int_0^T \int_\Omega \left( T_\lambda^\lambda (\varepsilon_{t,\lambda}^p : T^\lambda) - f(T_\lambda(\theta^\lambda + \tilde{\theta})) \right) \text{div}_x u_t^\lambda S'(\theta^\lambda)\phi \, dx \, dt.$$

Our goal is to pass with $\lambda \to 0$. First observe that exactly as in the proof of Theorem 5.2 in [23] we prove that

$$\int_0^T \int_\Omega \nabla \theta^\lambda \nabla (S'(\theta^\lambda)\phi) \, dx \, dt \to \int_0^T \int_\Omega \nabla \theta \nabla (S'(\theta)\phi) \, dx \, dt,$$

when $\lambda \to 0$. Next notice it holds that

$$T_\lambda^\lambda (\varepsilon_{t,\lambda}^p : T^\lambda) - f(T_\lambda(\theta^\lambda + \tilde{\theta})) \text{div}_x u_t^\lambda \to \varepsilon_t^p : T - f(\theta + \tilde{\theta}) \text{div}_x u_t \quad \text{when } \lambda \to 0.$$
in $L^1((0,T) \times \Omega)$ when $\lambda \to 0$. It follows from Theorem 3.1, Corollary 3.4 and Corollary 3.6. Let us denote

$$
\psi^\lambda := T_\lambda \left( \varepsilon_t^p : T^\lambda \right) - f \left( T_\lambda (\theta^\lambda + \tilde{\theta}) \right) \text{div}_x u_t^\lambda \\
\psi := \varepsilon_t^p : T - f (\theta + \tilde{\theta}) \text{div}_x u_t
$$

and consider a convergence of the integral on the right-hand of (4.2).

$$
\int_0^T \int_\Omega \psi^\lambda (S'(\theta^\lambda)) \phi - \psi S'(\theta) \phi \, dx \, dt \\
= \int_0^T \int_\Omega \psi^\lambda (S'(\theta^\lambda) - S'(\theta)) \phi \, dx \, dt - \int_0^T \int_\Omega (\psi - \psi^\lambda) S'(\theta) \phi \, dx \, dt \\
= I_1 + I_2.
$$

Obviously $I_2 \to 0$, because $\psi^\lambda \to \psi$ in $L^1((0,T) \times \Omega)$ when $\lambda \to 0$. Let fix arbitrary $\delta > 0$. By Dunford-Pettis theorem we choose such small $\epsilon > 0$ that for each $E \subset [0,T] \times \Omega$ such that $|E| < \epsilon$ we have

$$
\int_E \psi^\lambda \, dx \, dt < \frac{\delta}{2 \sup_{\xi \in [-M,M]} |S'(\xi)|}
$$

where the support of $S'$ was previously assumed to be included in a interval $[-M,M]$. Since by Lemma 3.5 $\theta^\lambda \to \theta$ a.e. in $[0,T] \times \Omega$ (choosing subsequence if necessary), by Egorov theorem we can choose a set $E \subset [0,T] \times \Omega$ such that $|E| < \epsilon$ and $S'(\theta^\lambda) \Rightarrow S'(\theta)$ on $((0,T) \times \Omega) \setminus E$. Finally

$$
|I_1| \leq \left| \int_{(0,T) \times \Omega \setminus E} \psi^\lambda (S'(\theta^\lambda) - S'(\theta)) \phi \, dx \, dt \right| + \left| \int_E \psi^\lambda (S'(\theta^\lambda) - S'(\theta)) \phi \, dx \, dt \right| \\
\leq \left| \int_{(0,T) \times \Omega \setminus E} \psi^\lambda (S'(\theta^\lambda) - S'(\theta)) \phi \, dx \, dt \right| + \delta \to \delta.
$$

Because $\delta > 0$ was chosen arbitrary we obtain $\lim_{\lambda \to 0} I_1 = 0$.

Finally the weak-* converges in $L^\infty((0,T) \times \Omega)$ of $S(\theta^\lambda)$ to $S(\theta)$ gives us

$$
\int_0^T \int_\Omega S(\theta^\lambda) \phi_t \, dx \, dt \to \int_0^T \int_\Omega S(\theta) \phi_t \, dx \, dt.
$$

Therefore we pass to the limit with $\lambda \to 0$ in (4.2) and obtain:

$$
- \int_0^T \int_\Omega S(\theta) \phi_t + \nabla \theta \nabla (S'(\theta) \phi) \, dx \, dt + \int_\Omega S(\theta_0) \phi(0,x) \, dx \\
= \int_0^T \int_\Omega \varepsilon_t^p : T - f (\theta + \tilde{\theta}) S'(\theta^\lambda) \phi \, dx \, dt.
$$

The equality (4.3) together with Corollary 4.2 end the proof. 

\[\square\]
A Linear elasticity

In this section we prove an existence of the auxiliary problem in linear elasticity.

Lemma A.1 (Problem of linear elasticity). Let $b \in L^2(0,T; (H^1(\Omega; \mathbb{R}^3))^*)$ while $u_0 \in H^1(\Omega; \mathbb{R}^3)$ and $g_D \in L^2(0,T; H^{1/2}(\partial \Omega; \mathbb{R}^3))$. Then there exists a unique solution $u \in H^1(0,T; H^1(\Omega; \mathbb{R}^3))$ to the following problem

$$- \text{div}_x \mathbb{C}(\varepsilon(u(x,t))) - \text{div}_x \mathbb{C}(\varepsilon(u(x,t))) = b(x,t), \quad \text{for } (x,t) \in (0,T) \times \Omega,$$

$$u(x,t) = g_D, \quad \text{for } (x,t) \in (0,T) \times \partial \Omega, \quad (A.4)$$

$$u(0,x) = u_0(x), \quad \text{for } x \in \Omega.$$

Furthermore the solution $u$ can be estimated as follows:

$$\|u\|_{H^1(0,T; H^1(\Omega))} \leq C(T) \left( \|u_0\|_{H^1(\Omega)} + \|g_D\|_{L^2(0,T; H^{1/2}(\partial \Omega))} + \|b\|_{L^2(0,T; (H^1(\Omega))^*)} \right), \quad (A.5)$$

where a constant $C(T) > 0$ depends only on a length of a time interval, a geometry of the domain $\Omega$ and entries of the operator $\mathbb{C}$.

Proof. The proof goes the similar way as a proof of Collorary 1 in [9]. We use the Banach fixed point theorem, thus we construct a contractive operator

$$\mathcal{P}: L^2(0,T; H^1(\Omega; \mathbb{R}^3)) \to L^2(0,T; H^1(\Omega; \mathbb{R}^3)).$$

Let $v \in L^2(0,T; H^1(\Omega; \mathbb{R}^3))$ and we look for the solution $w$ to the following problem:

$$- \text{div}_x \mathbb{C}(\varepsilon(w)) = \text{div}_x \mathbb{C}(\varepsilon(v)) + b(x,t), \quad \text{in } (0,T) \times \Omega,$$

$$w = g_D, \quad \text{in } (0,T) \times \partial \Omega, \quad (*)$$

$$w|_{t=0} = u_0, \quad \text{in } \Omega.$$

We uniquely solve the problem $(*)$ as a straightforward conclusion from the ellipticity of the operator $-\text{div}_x \mathbb{C}(\varepsilon(\cdot))$ and we obtain that the solution of $(*)$ $w$ is of the class $L^2(0,T; H^1(\Omega; \mathbb{R}^3))$. Thus we put $u(x,t) = \mathcal{P}(v)(x,t) := \int_0^t w(\tau, x) \, d\tau + u_0(x)$. Obviously the operator $\mathcal{P}: L^2(0,T; H^1(\Omega; \mathbb{R}^3)) \to L^2(0,T; H^1(\Omega; \mathbb{R}^3))$ is well defined. Now we insert $v_1, v_2 \in L^2(0,T; H^1(\Omega; \mathbb{R}^3))$ into the system $(*)$ and obtain the solutions $w_1, w_2 \in L^2(0,T; H^1(\Omega; \mathbb{R}^3))$. Therefore the difference $w_1 - w_2$ satisfies the following system:

$$- \text{div}_x \mathbb{C}(\varepsilon(w_1 - w_2)) = \text{div}_x \mathbb{C}(\varepsilon(v_1 - v_2)), \quad \text{in } (0,T) \times \Omega,$$

$$w_1 - w_2 = 0, \quad \text{in } (0,T) \times \partial \Omega, \quad (**)$$

$$(w_1 - w_2)|_{t=0} = 0, \quad \text{in } \times \Omega.$$

Then a standard elliptic estimates conclude with

$$\|u_1 - u_2\|_{L^2(0,T; H^1(\Omega))} \leq C(t) \|v_1 - v_2\|_{L^2(0,T; H^1(\Omega))}, \quad (A.6)$$

and obviously the operator $\mathcal{P}_1: L^2(0,T_1; H^1(\Omega; \mathbb{R}^3)) \to L^2(0,T_1; H^1(\Omega; \mathbb{R}^3))$ is a contraction for $T_1 = \frac{T}{2}$. Thus by the Banach fixed point theorem we obtain an existence of an unique fix point $u \in L^2(0,T_1; H^1(\Omega; \mathbb{R}^3))$ of $\mathcal{P}$ i.e. $\mathcal{P}_1(u) = u$. Additionally the construction of the operator $\mathcal{P}$ gives us immediately that $u_t \in L^2(0,T_1; H^1(\Omega; \mathbb{R}^3))$. Moreover the estimate (A.6) does not depend on the initial condition thus by repetition of the reasoning above we obtain a sequence of contractive operators

$$\mathcal{P}_k: L^2(T_{k-1}, T_k; H^1(\Omega; \mathbb{R}^3)) \to L^2(T_{k-1}, T_k; H^1(\Omega; \mathbb{R}^3)),$$
where \( T_k = \frac{k}{2\tau} \) and corresponding solutions \( u \in H^1(T_{k-1}, T_k; H^1(\Omega; \mathbb{R}^3)) \). Next we prove the estimate (A.5). For this purpose we integrate the system (A.4) with respect to time and obtain:

\[
- \text{div}_x C(\varepsilon(u(x,t))) = - \text{div}_x C(\varepsilon(u_0(x))) + \int_0^t \text{div}_x C(\varepsilon(u(\tau, x))) \, d\tau + \int_0^t b(\tau, x) \, d\tau.
\]

Once again using ellipticity of the operator \( - \text{div}_x C\varepsilon(\cdot) \), for any \( t \in (0, T) \) we obtain the following estimate:

\[
\left\| u(t) \right\|_{H^1(\Omega)} \leq C \left( \left\| u_0 \right\|_{H^1(\Omega)} + \int_0^t \left\| b(\tau) \right\|_{(H^1(\Omega))^*} \, d\tau + \int_0^t \left\| g_D(\tau) \right\|_{H^{1/2}(\partial\Omega)} \, d\tau \right),
\]

Gronwall inequality implies that:

\[
\left\| u(t) \right\|_{H^1(\Omega)} \leq C \left( e^{Ct} + 1 \right) \left( \left\| u_0 \right\|_{H^1(\Omega)} + \int_0^t \left\| b(\tau) \right\|_{(H^1(\Omega))^*} + \left\| g_D(\tau) \right\|_{H^{1/2}(\partial\Omega)} \, d\tau \right),
\]

and

\[
\left\| u \right\|_{L^2(0,T;H^1(\Omega))} \leq C(T) \left( \left\| u_0 \right\|_{H^1(\Omega)} + \left\| b \right\|_{L^2(0,T;(H^1(\Omega))^*)} + \left\| g_D \right\|_{L^2(0,T;H^{1/2}(\partial\Omega))} \right).
\]

Next, using a fact that \( u \) satisfies the system (A.4), we estimate a norm \( \left\| u_t(t) \right\| \) for any \( t \in (0, T) \) as follows

\[
\left\| u_t(t) \right\|_{H^1(\Omega)} \leq C \left( \left\| u(t) \right\|_{H^1(\Omega)} + \left\| b(t) \right\|_{(H^1(\Omega))^*} + \left\| g_D(t) \right\|_{H^{1/2}(\partial\Omega)} \right)
\]

and obviously we obtain

\[
\left\| u_t \right\|_{L^2(0,T;H^1(\Omega))} \leq C(T) \left( \left\| u_0 \right\|_{H^1(\Omega)} + \left\| b \right\|_{L^2(0,T;(H^1(\Omega))^*)} + \left\| g_D \right\|_{L^2(0,T;H^{1/2}(\partial\Omega))} \right).
\]

Thus the proof is completed. \( \Box \)

**Acknowledgments:** This work is supported by the Grant of the Polish National Science Center OPUS 4 2012/07/B/ST1/03306.

**References**

[1] H.-D. Alber. *Materials with memory*, volume 1682 of Lecture Notes in Mathematics. Springer-Verlag, Berlin, 1998. Initial-boundary value problems for constitutive equations with internal variables.

[2] H.-D. Alber and K. Chelmiński. Quasistatic problems in viscoplasticity theory. I. Models with linear hardening. In Operator theoretical methods and applications to mathematical physics, volume 147 of Oper. Theory Adv. Appl., pages 105–129. Birkhäuser, Basel, 2004.
[3] H. Amann. Nonhomogeneous linear and quasilinear elliptic and parabolic boundary value problems. In Function spaces, differential operators and nonlinear analysis (Friedrichroda, 1992), volume 133 of Teubner-Texte Math., pages 9–126. Teubner, Stuttgart, 1993.

[4] H. Amann. Linear and quasilinear parabolic problems. Vol. I, volume 89 of Monographs in Mathematics. Birkhäuser Boston, Inc., Boston, MA, 1995. Abstract linear theory.

[5] J.-P. Aubin and A. Cellina. Differential inclusions, volume 264 of Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences]. Springer-Verlag, Berlin, 1984. Set-valued maps and viability theory.

[6] J.-P. Aubin and H. Frankowska. Set-valued analysis. Modern Birkhäuser Classics. Birkhäuser Boston, Inc., Boston, MA, 2009. Reprint of the 1990 edition [MR1048347].

[7] L. Bartczak. Mathematical analysis of a thermo-visco-plastic model with Bodner-Partom constitutive equations. J. Math. Anal. Appl., 385(2):961–974, 2012.

[8] L. Bartczak. Analysis of a thermo-viscoplastic model with lipschitz continuous constitutive equations. Mathematical Methods in the Applied Sciences, 37(17):2597–2614, 2014.

[9] L. Bartczak and S. Owczarek. Existence of solution for a nonlinear model of thermo-visco-plasticity. Submitted to Mathematical Methods in the Applied Sciences.

[10] S. Bartels and T. Roubíček. Thermo-visco-elasticity with rate-independent plasticity in isotropic materials undergoing thermal expansion. ESAIM Math. Model. Numer. Anal., 45(3):477–504, 2011.

[11] D. Blanchard. Truncations and monotonicity methods for parabolic equations. Nonlinear Analysis: Theory, Methods and Applications, 10(21):725–743, 1993.

[12] D. Blanchard and O. Guibé. Existence d’une solution pour un système non linéaire en thermoviscoélasticité. C.R. Acad. Sci., 1(325):1125–1130, 1997.

[13] D. Blanchard and O. Guibé. Existence of a solution for a nonlinear system in thermoviscoelasticity. Adv. Differential Equations, 5(10-12):1221–1252, 2000.

[14] D. Blanchard and F. Murat. Renormalised solutions of nonlinear parabolic problems with l1 data: existence and uniqueness. Proceedings of the Royal Society of Edinburgh: Section A Mathematics, 127:1137–1152, 1 1997.

[15] D. Blanchard, F. Murat, and H. Redwane. Existence and uniqueness of a renormalized solution for a fairly general class of nonlinear parabolic problems. J. Differential Equations, 177(2):331–374, 2001.

[16] L. Boccardo, J. I. Diaz, D. Giachetti, and F. Murat. Existence of a solution for a weaker form of a nonlinear elliptic equation. In Recent advances in nonlinear elliptic and parabolic problems (Nancy, 1988), volume 208 of Pitman Res. Notes Math. Ser., pages 229–246. Longman Sci. Tech., Harlow, 1989.
[17] L. Boccardo and T. Gallouët. Nonlinear elliptic and parabolic equations involving measure data. *J. Funct. Anal.*, 87(1):149–169, 1989.

[18] K. Chełmiński. Perfect plasticity as a zero relaxation limit with isotropic hardening. *Math. Meth. Appl. Science.*, 24:117–136, 2000.

[19] K. Chełmiński. Coercive approximation of viscoplasticity and plasticity. *Asymptot. Anal.*, 26(2):105–133, 2001.

[20] K. Chełmiński and P. Gwiazda. On the model of Bodner-Partom with nonhomogeneous boundary data. *Math. Nachr.*, 214:5–23, 2000.

[21] K. Chełmiński, P. Neff, and S. Owczarek. The Armstrong-Frederick cyclic hardening plasticity model with Cosserat effects. *J. Diff. Equations*, 256(11):3497–3523, 2014.

[22] K. Chełmiński and S. Owczarek. Renormalised solutions in thermo-visco-plasticity for a Norton-Hoff type model. Part I: The truncated case. *Nonlinear Analysis: Real World Applications*, 28:140–152, 2016.

[23] K. Chełmiński and S. Owczarek. Renormalised solutions in thermo-visco-plasticity for a Norton-Hoff type model. Part II: the limit case. *Nonlinear Anal. Real World Appl.*, 31:643–660, 2016.

[24] K. Chełmiński and R. Racke. Mathematical analysis of thermoplasticity with linear kinematic hardening. *J. Appl. Anal.*, 12(1):37–57, 2006.

[25] A. Dall’Aglio and L. Orsina. Nonlinear parabolic equations with natural growth conditions and $L^1$ data. *Nonlinear Anal.*, 27(1):59–73, 1996.

[26] R. J. DiPerna and P.-L. Lions. On the Cauchy problem for Boltzmann equations: global existence and weak stability. *Ann. of Math. (2)*, 130(2):321–366, 1989.

[27] R. M. Dudley and R. Norvaiša. *Concrete functional calculus*. Springer Monographs in Mathematics. Springer, New York, 2011.

[28] G. Duvaut and J.-L. Lions. *Les inéquations en mécanique et en physique*. Dunod, Paris, 1972. Travaux et Recherches Mathématiques, No. 21.

[29] P. Gwiazda, F. Z. Klawe, and A. Świerczewska-Gwiazda. Thermo-visco-elasticity for the Mróz model in the framework of thermodynamically complete systems. *Discrete Contin. Dyn. Syst. Ser. S*, 7(5):981–991, 2014.

[30] P. Gwiazda, F. Z. Klawe, and A. Świerczewska-Gwiazda. Thermo-visco-elasticity for Norton-Hoff-type models. *Nonlinear Anal. Real World Appl.*, 26:199–228, 2015.

[31] P. Haupt. *Continuum Mechanics and Theory of Materials*. Advanced Texts in Physics. Springer-Verlag Berlin Heidelberg, 2002.

[32] S. Jiang and R. Racke. *Evolution equations in thermoelasticity*. Chapman & Hall/CRC, Boca Raton, 2000.

[33] F. Z. Klawe. Thermo-visco-elasticity for models with growth conditions in Orlicz spaces. *Topol. Methods Nonlinear Anal.*, 43(2):297 – 322, 2016.
[34] F. Z. Klawe and S. Owczarek. Thermo-visco-elasticity for Norton-Hoff-type models with Cosserat effects. *Math. Meth. Appl. Sciences*, 39:4629–4641, 2016.

[35] R. v. Mises. Mechanik der festen körper im plastisch- deformablen zustand. *Nachrichten von der Gesellschaft der Wissenschaften zu Göttingen, Mathematisch-Physikalische Klasse*, 1913:582–592, 1913.

[36] F. Murat. Soluciones renormalizadas de EDP elipticas no lineales. *Publ. Laboratoire d’Analyse Numérique, Univ. Paris 6*, 1993.

[37] S. Owczarek. Convergence of a monotonisation procedure for a non-monotone quasi-static model in poroelasticity. *J. Math. Anal. Appl.*, 364(2):1541–1563, 2010.

[38] T. Roubíček. *Nonlinear partial differential equations with applications*, volume 153 of *International Series of Numerical Mathematics*. Birkhäuser Verlag, Basel, 2005.

[39] T. Roubíček. Thermodynamics of perfect plasticity. *Discrete Contin. Dyn. Syst. Ser. S*, 6(1):193–214, 2013.

[40] R. Temam. A generalized norton-hoff model and the prandtl-reuss law of plasticity. *Archive for Rational Mechanics and Analysis*, 95(2):137–183, 1986.