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I. INTRODUCTION

The long-standing search for a consistent formulation of the Abraham-Lorentz-Dirac equation (ALD) for a radiating particle remains being a field of intense research activity [1–12]. The complete understanding of the formulation and solution of the equations had presented hard theoretical difficulties. The existence of solutions with values growing without bound (runaway behavior) or pre-accelerated motions in advance to the applied forces, are two of the most debated issues associated to the ALD equations [8, 10]. Important advances in the understanding of these properties had been by now obtained in Refs. [8, 9]. In particular, in Ref. [8], it was argued that the ALD equations can’t be derived in a completely exact way from the integral equations satisfied by the coupled motion of a particle and its accompanying electromagnetic field for non analytically depending forces. Moreover, the author derived a correction to the ALD equations which should be used in order to consider suddenly changing forces. The change corresponded to multiplying the reaction force of the field on the particle by a proper-time dependent function $\eta(\tau)$ which vanish at the proper time value at which the forces is started to be applied, and attains a unit value in a small time interval of the order of the time required by light to travel the radius of the considered structured body studied in Ref. [8]. This change was argued to allow eliminating both: the runaway and the pre-accelerated types of solutions. Thus, in general terms, it was concluded that the ALD equations are not exact consequences of the integral equations of motions for the coupled system describing the structured particle investigated in Ref. [8]. In addition, in Refs [9, 10], the authors presented a derivation of a simpler second order in the time derivative of the position, for a radiating particle, assuming that it shows an internal structure. The equation derived was argued to be exact for the structured particle, which could justify its incomplete equivalence with the ALD equation [9].

In the present work, at variance with the studies in Refs. [8, 9], we will not consider that the radiating particles has a structure. Our work, is rather devoted to identify and study some properties of a curious second order Newton type of equation motion for the radiating particle, that when satisfied, by assuming that the force is a infinitely smooth function, directly obey the ALD equations. This occurs in a proper time region of convergence of a particular series conformed with the infinite sequence of the time derivatives of the force at a given instant. The effective force at this instant results to be defined by the local values of the series at that moment, which implies that the effective
force vanishes when the external one is null within an open neighborhood, which eliminates the possibility of pre-acceleration of runway solutions when the external force vanishes. To motivate the second order equations, firstly we present their equivalence with the ALD ones in the non-relativistic version of them for a general 3D motion. Next, the equations are generalized to the relativistic case by a simple construction. The work also presents the solution of the equations for a simple example of a pulse like force for which the above mentioned particular series of their proper time derivatives converge in the whole time axis. The effective force is evaluated, and the position, velocity, acceleration and its derivative, are determined from the numerical solution of the equations. The results does not show runaway or pre-accelerated behaviors, since as noted before, the effective force only depends on the local behavior around a proper time instant. The case of forces being infinitely smooth, but eventually showing a numerable set of step like discontinuities is also analyzed for the case in which the motion is collinear. It becomes possible to derive modified ALD equation of motion, after assuming that, as in the example of the analytic pulse, the discontinuous force can be expressed as the limit of a sequence of infinitely smooth forces, which define a corresponding sequence of effective forces also showing the same kind of discontinuity as the external one in the limit. The modified ALD equations give a generalization of the ones derived in reference [15] and fully support the central idea proposed in that work: that the validity of the Lienard-Wiechert solutions for the electromagnetic field closely around the particle, just after the external forces is retired, implies that its acceleration should also suddenly disappears. This is a natural consequence of the fact that the electromagnetic field in a sufficiently close small vicinity of the particle is given by a Lorentz boosted Coulomb field, which is known to not produce any force on the central particle. Using these modified equations we also investigated their solutions for an external force in the form of a rigorously squared pulse which exactly vanishes outside a given time interval. An important point to stress is that the Delta function like terms within the smooth solution for the squared pulse obtained, follow as “normal” contributions to the usual “radiation” force terms. Thus, their presence is consistent with the well understood notion about that the ALD equation well describe the radiation properties of a moving particle. However, in addition it also follows that such Delta function terms exactly cancel with other ones associated to time derivatives of step like changes in the acceleration occurring at the discontinuities. This means that, effectively, the discontinuities, do not contribute with finite terms to the radiation, contrary to what could be expected due to the appearance of the Delta functions in the modified equations.

II. THE CASE OF THE NON-RELATIVISTIC ALD EQUATIONS

Let us consider a general but nonrelativistic motion of a particle \( P \) along a space-time trajectory \( C \) defined by a curve \( x(\tau) = (x^1(t), x^2(t), x^3(t)) \) and parameterized by the time \( t \). For this motion, the non-relativistic ALD equations take the standard form

\[
m a^i(t) - f^i(t) = \kappa \frac{da^i(t)}{dt},
\]

\[
v^i(t) = \dot{x}^i(t) = \frac{dx^i(t)}{dt},
\]

\[
a^i(t) = \ddot{v}^i(t) = \frac{dv^i(t)}{dt},
\]

where the index \( i \) has the three values \( i = 1, 2, 3 \). In what follows, without attempting to repeat the trial and error process which led to the mentioned solution, we will directly write its expression for afterwards arguing that it solves the above equations [1].
The second order Newton-like equations have the specific form

\[ a^i(t) = \frac{1}{m} \sum_{n=0}^{\infty} \frac{d^n}{dt^n} f^i(t) \left( \frac{K}{m} \right)^n. \]  

(4)

Let us assume that the forces are infinitely smooth, that is, pertaining to \( C^\infty \) and that the series at the right hand side (r.h.s) converges in certain interval of times. Then, for the time derivative of the acceleration we have

\[ \dot{a}^i(t) = \frac{1}{m} \sum_{n=0}^{\infty} \frac{d^{n+1}}{dt^{n+1}} f^i(t) \left( \frac{K}{m} \right)^{n+1} \]

\[ = \frac{1}{\kappa} \sum_{n=0}^{\infty} \frac{d^{n+1}}{dt^{n+1}} f^i(t) \left( \frac{K}{m} \right)^{n+1} \]

\[ = \frac{1}{\kappa} \sum_{n=0}^{\infty} \frac{d^{n+1}}{dt^{n+1}} f^i(t) \left( \frac{K}{m} \right)^{n+1} \]

\[ = \frac{1}{\kappa} (m \dot{a}^i(t) - \ddot{f}^i(t)), \]  

(5)

where, as before, in the following a point over a quantity will mean a derivative over the defined temporal argument of it. Therefore, assumed that the series is well defined, the trajectory \( x^i(t) \) solving equation (4), also satisfies the non-relativistic ALD equations

\[ m \dot{a}^i(t) - \dot{f}^i(t) = \kappa \ddot{x}^i(t), \]  

(6)

Now, a question appears about the existence of proper and helpful definitions of the effective force at the r.h.s of equation (4). Let us differ the discussion of this point up to the next sections. There, we will derive a condition to be satisfied by the external force for the effective one to be well defined. In addition we will construct an explicit example in which the force is infinitely smooth at all the times, allowing to calculate the effective one. In coming section we will generalize the discussion by determining a second order covariant equation which solution should also satisfy the relativistic ALD equations.

### III. The Case of the Relativistic ALD Equations

Let us consider a force in the instant rest frame of the particle, written in the way

\[ f^\mu_e(\tau) = (0, f^i_e(\tau)), \]  

(7)

where the spatial components in the rest frame \( f^i_e(\tau) \) are functions of the proper time given in the form suggested by the discussion in the previous section

\[ f^i_e(\tau) = \frac{1}{m} \sum_{m=0}^{\infty} \frac{d^m}{d\tau^m} f^i(\tau) \left( \frac{K}{m} \right)^m, \]  

(8)

and \( f^i(\tau) \) are the components of the external forces exerted on the particle in the rest frame. Note that in the rest frame the zeroth component of the external force is always equal to zero, then the time derivatives of arbitrary order of these components will be automatically zero also.

Let us consider an inertial observer’s inertial frame \( O \) and determine a particular Lorentz transformation that at any value of the proper time of the particle \( \tau \) links the coordinates of the observer’s and the proper one. For this purpose let us imagine the trajectory of the particle \( y^\mu(\tau) \) as a function of \( \tau \), as seen by the observer. Then, assuming that the particle starts moving at the origin of the observer’s from at \( \tau = 0 \), let us divide the whole proper time interval of its movement in \( N \) equal intervals of size \( \epsilon = \frac{\tau}{N} \). Let us now construct a Poincaré inhomogeneous transformation which links the instantaneous rest frame and the observer’s one. For this purpose let us write the general expression for a general Lorentz boost (a Lorentz transformation without rotation)

\[ B^\mu_\nu \equiv \begin{pmatrix} \gamma & \gamma v^i \\ \gamma v^i & \delta^i_j + (\gamma - 1) \frac{v^i v^j}{v^2} \end{pmatrix}, \]  

(9)

\[ \gamma = \frac{1}{\sqrt{1 - v^2}}, \quad v^2 = v^j v^j. \]  

(10)
Considering that the transformation is associated to an infinitesimal velocity \(dv^i\), the expression reduces to

\[
B_{\nu}^\mu \equiv \left( \frac{1}{dv^i} \frac{dv^j}{\delta_j^i} \right). \tag{11}
\]

But defining the four-velocity of the starting frame at the proper time \(\tau\), and the corresponding increment in the differential time interval \(d\tau\) as defined by

\[
u^\mu = \left( \frac{1}{\gamma} \right), \quad d\nu^\mu = \left( 0 \frac{d\nu}{d\tau} \right),
\]
the infinitesimal boost in the rest frame can be written in the form

\[
B_{\nu}^\mu (u, du) \equiv \delta_{\nu}^\mu - \nu^\mu du_{\nu} + du^\mu u_{\nu}. \tag{12}
\]

Then, after performing a Lorentz or Poincare transformation to an arbitrary reference frame, the infinitesimal transformations between two successive rest frames separated by a small proper time interval \(d\tau\), that will need to do the observer (which see the system in movement) is defined by the same covariant formula but in terms of the four velocity and its increment in the form

\[
u^\mu = \frac{1}{\sqrt{1 - v^2}} (1, \gamma \nu^\nu(\tau)), \quad du^\mu = \left( \frac{d}{d\tau} \gamma, \frac{d}{d\tau} (\gamma \nu^\nu(\tau))d\tau, \nu^\nu(\tau) \equiv (v^1(\tau), v^2(\tau), v^3(\tau)), \quad = -(v^1(\tau), v^2(\tau), v^3(\tau)). \tag{13}
\]

The metric tensor will be assumed in the convention

\[
g^\mu_\nu \equiv \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1
\end{pmatrix}, \tag{16}
\]
and the natural system of units is being employed. In the rest frame, the four-velocity takes the reduced form

\[
u^\mu(\tau) = (1, 0, 0, 0), \quad u^\mu(\tau)u_\mu(\tau) = 1. \tag{17}
\]

Having the expression for the Lorentz boosts which transform (in the observer’s frame) between two contiguous proper references frames (associated to a small difference of proper times \(d\tau\)) we can combine a large set of infinitesimal successive Poincare transformations in the form

\[
U(\Lambda, y(\tau)) = \lim_{N \to \infty} \left( \prod_{n=1}^{N} U(B(u(n\epsilon), du(n\epsilon)), dy(n\epsilon)) \right)
\]
to construct a finite Poincare transformation of the form

\[
x^\nu = \lim_{N \to \infty} \left( \prod_{n=1}^{N} B(u(n\frac{\tau}{N}), du(n\frac{\tau}{N})) \right)_\nu^\mu x^\mu + y^\mu(\tau) = \Lambda^\nu_\mu x^\mu + y^\mu(\tau)
\]
\[
y^\mu(\tau) = dy^\mu(\epsilon) + \sum_{m=2}^{N} \lim_{N \to \infty} \left( \prod_{n=1}^{m-1} B(u(n\frac{\tau}{N}), du(n\frac{\tau}{N})) \right)_\nu^\mu dy^\mu(m\epsilon) +
\]
which defines a global transformation from the rest system to the observer’s reference frame. Note that the \( u\left(\frac{N}{N}\tau\right) \), \( d\left(\frac{N}{N}\tau\right) \) and \( dy^\nu(\mathcal{N}) \) are four-velocities, their differential and the change in the four coordinates of the particle, at the proper time value \( \frac{N}{N}\tau \), that is at an intermediate point of the trajectory. Thus, their values define contributions to the total coordinate \( y^\nu(\mathcal{N}) \) of the particle at the proper time \( \tau \), which ”should” be transformed by all the infinitesimal transformations ahead of the time \( \mathcal{N} \), to define their contributions to the total coordinate of the particle \( y^\nu(\mathcal{N}) \). The product of the boosts is assumed to be ordered, with the index \( n \) growing indicating the position from left to right and \( u^\mu(\frac{N}{N}\tau) = u^\mu(\tau) = \left( \frac{1}{\nu} \right) \).

Now, the force in the observer’s frame is given by the Lorentz transformation of the force as defined in the rest frame. That is by the formula

\[
\mathcal{F}^\mu(\tau) = \Lambda^\mu_\nu(\tau) f^\nu(\tau),
\]

in which \( \Lambda^\mu_\nu(\tau) \) is defined by

\[
\Lambda^\mu_\nu(\tau) = \lim_{N \to \infty} \left( \prod_{n=1}^{N} B(u(\frac{n}{N}\tau), du(\frac{n}{N}\tau)) \right)^\mu_\nu.
\]

This formula for the forces gives them a covariant definition. It can be argued as follows. Let us consider the same construction of the transformation \( \Lambda^\mu_\nu(\tau) \) but defined in another arbitrary observer’s frame, and denote it as \( \tilde{\Lambda}^\alpha_\beta(\tau) \). Then, the expressions of the forces in the two considered frames are given as

\[
\mathcal{F}^\mu(\tau) = \Lambda^\mu_\nu(\tau) f^\nu(\tau),
\]

\[
\tilde{\mathcal{F}}^\mu(\tau) = \tilde{\Lambda}^\mu_\nu(\tau) f^\nu(\tau),
\]

and after multiplying by the inverses of \( \Lambda^\alpha_\beta(\tau) \) and \( \tilde{\Lambda}^\alpha_\beta(\tau) \), if follows

\[
\Lambda^\mu_\nu(\tau)\mathcal{F}^\nu(\tau) = f^\mu(\tau),
\]

\[
\tilde{\Lambda}^\mu_\nu(\tau)\tilde{\mathcal{F}}^\nu(\tau) = f^\mu(\tau),
\]

\[
\tilde{\Lambda}^\mu_\nu(\tau)\tilde{\mathcal{F}}^\nu(\tau) = \Lambda^\nu_\mu(\tau)\mathcal{F}^\nu(\tau),
\]

\[
\tilde{\mathcal{F}}^\mu(\tau) = \tilde{\Lambda}^\alpha_\beta(\tau)\Lambda^\mu_\nu(\tau)\mathcal{F}^\nu(\tau),
\]

which indicates that the defined forces in two arbitrary observer’s frame are related by the Lorentz transformation \( \Lambda^\mu_\nu(\tau) \) linking both reference systems. Therefore, the force is defined as a Lorentz vector and the following covariant Newton-like equation will be considered

\[
a^\mu(\tau) = \frac{1}{m} \mathcal{F}^\mu(\tau).
\]

The connection of this equation with the ALD one will be discussed in the following subsection. It should be noted, that when the motion is defined by a force that does not maintain the velocities of the particles along a definite direction, the analytic form of the force becomes complicated to determine. This is due to the fact that the Lorentz boosts associated to velocities oriented in different directions do not commute. This makes the analytic determination more difficult.

For the explicit solution of the examples considered here, in which the motion is collinear, the forces can be explicitly written, since the set of Lorentz boosts along a fixed direction is an abelian group, which elements are given in \( (20) \). Then, a Lorentz transformation \( \Lambda^\mu_\nu \) expressing the coordinates of the observer’s frame in terms of the rest one in this simpler case can be chosen in the form

\[
\Lambda^\mu_\nu(\tau) \equiv \left( \begin{array}{ccc}
\gamma & \gamma v^j & 0 \\
v^i & \delta^{ij} + (\gamma - 1) \frac{u^i u^j}{v^2} & \\
0 & 0 & 1
\end{array} \right),
\]

and correspondingly the formula for the force becomes

\[
\mathcal{F}^\mu(\tau) = \Lambda^\mu_\nu(\tau) f^\nu(\tau)
\]

\[
= (\gamma(v) \vec{v}(\tau), \vec{v}(\tau), f^\nu(\tau)) + (\gamma - 1) \frac{\vec{v}(\tau)}{v^2} \vec{F}(\tau) \vec{v}(\tau).
\]
Below we simply enumerate some properties and conventions that can be helpful to specify for what follows. The previous discussion determines that in the rest frame of the particle, these relations are valid

\[ a^\mu(\tau)u_\mu(\tau) = 0, \quad a^0(\tau) = 0. \]  

(22)

In this same rest system, the explicit form of the projection operator over the three-space being orthogonal to the four-velocity is

\[ P^{\mu\nu} = g^{\mu\nu} - u^\mu u^\nu = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & -1 \end{pmatrix}. \]  

(23)

For the sake of definiteness, let us explicitly write few basic relations defining the spatial velocities and the connections between the proper and observer’s times

\[ \vec{v}(\tau) \equiv \frac{d}{dt} x^i(\tau), \quad i = 1, 2, 3, \]  

(24)

\[ x^0 = t, \]  

(25)

\[ d\tau = \sqrt{1 - v^2} dt. \]  

(26)

A. The satisfaction of the relativistic ALD equations

Now, consider that the above defined Newton equations have a well defined trajectory solving them, and then, study the question about: up to what point this solution could also satisfies the ALD equations?. For this purpose, let us evaluate the time derivative of the acceleration in the proper frame

\[ \frac{d}{d\tau} a^\mu(\tau) = \frac{1}{m} \frac{d}{d\tau} F^\mu(\tau) = \frac{1}{m} \frac{d}{d\tau} \Lambda^\mu_{\nu}(\tau) f^\nu(\tau), \]  

(27)

by considering the definition of \( \Lambda^\mu_{\nu}(\tau) \) as follows

\[
\begin{align*}
\frac{d}{d\tau} \left( \Lambda^\mu_{\nu}(\tau) f^\nu(\tau) \right) &= \frac{d}{d\tau} \left( \lim_{\epsilon \to \infty} \left( \prod_{n=1}^{\tau} B(u(n \epsilon), du(n \epsilon)) \right)^\mu f^\nu(\tau) \right) \\
&= \Lambda^\mu_{\nu}(\tau) \lim_{\delta \to 0} \left( \frac{B(u(\tau + \delta), du(\tau + \delta)) \mu f^\nu(\tau + \delta) - f^\nu(\tau)}{\delta} \right) \\
&= \Lambda^\mu_{\nu}(\tau) \lim_{\delta \to 0} \left( \frac{B(u(\tau + \delta), du(\tau + \delta)) \mu f^\nu(\tau + \delta) - f^\nu(\tau)}{\delta} \right) \\
&= \Lambda^\mu_{\alpha}(\tau) \left( -u^\alpha(\tau) \frac{d}{d\tau} u(\tau) + \frac{d}{d\tau} u^\alpha(\tau) u(\tau) + \frac{d}{d\tau} f^\alpha(\tau) \right),
\end{align*}
\]

where all the quantities at the right of \( \Lambda^\mu_{\alpha}(\tau) \) in the last line are defined in the rest frame. But, as mentioned before, in the systems of coordinates

\[ u^\mu(\tau) = \begin{pmatrix} 1 \\ 0 \end{pmatrix}. \]

After recalling that also in this frame

\[ \frac{d}{d\tau} (\gamma(v)) |_{v=0} = -\frac{1}{2} \gamma^2(0)(2v \frac{d}{d\tau} v) |_{v=0} = 0, \]  

(28)

it follows for the derivative of the acceleration

\[ \frac{d}{d\tau} a^\mu(\tau) = \begin{pmatrix} 0 \\ \frac{d}{d\tau} \vec{v} \end{pmatrix}. \]
Using these relations it is possible to write
\[
\frac{1}{m} \frac{d}{d\tau} \left( \Lambda^\mu_\nu(\tau) f^\nu_e(\tau) \right) = \frac{\Lambda^{\mu}_\alpha(\tau)}{m} \left( -u^\alpha(\tau) \frac{d}{d\tau} u(\tau) f^\nu_e(\tau) + \frac{d}{d\tau} f^\alpha_e(\tau) \right)
\]
\[
= \frac{\Lambda^{\mu}_\alpha(\tau)}{m} \left( u^\alpha(\tau) a^\nu(\tau) a^\nu_i(\tau) + \delta^\alpha_\nu \delta^{\mu}_i (m \ a^\nu_i(\tau) - f^\nu_i(\tau)) \right),
\]
in which it had been employed the property of the considered force given in [53]. After taking into account that $a^\nu_i(\tau) = -u^\nu(\tau) a^\nu_i(\tau)$, where $a^\nu_i(\tau)$ are the spatial components of the acceleration in the rest frame and the temporal one vanishes, it follows
\[
\frac{1}{m} \frac{d}{d\tau} \left( \Lambda^\mu_\nu(\tau) f^\nu_e(\tau) \right) = \Lambda^{\mu}_\alpha(\tau) (-u^\alpha(\tau) a^\nu_i(\tau) a^\nu_i(\tau) + \delta^\alpha_\nu \delta^{\mu}_i (m \ a^\nu_i(\tau) - f^\nu_i(\tau))).
\]

But, since $u^\alpha(\tau)$ is the four-velocity of the particle in the rest frame, the vector $\Lambda^\alpha_5(\tau) u^\alpha(\tau)$ is its four-velocity in the observer’s frame, and the previous expression can be expressed in the form
\[
\kappa \left( \frac{d}{d\tau} a^\mu_i(\tau) + u^\nu(\tau) a^\nu_i(\tau) a^\nu_i(\tau) \right) = m \ a^\mu_i(\tau) - f^\nu_i(\tau).
\]

Therefore, it follows that the satisfaction of the proposed Newton-like equations implies the corresponding satisfaction of the Abraham-Lorentz-Dirac ones, also in the relativistic case. We have directly checked the satisfaction of the ALD equation for the case of the collinear motion in which the force is explicitly defined by (21). The derivation of a formula for the general expression of the force is expected to be considered elsewhere. The explicit solutions in the coming sections all refer to the collinear motions. In addition, the proposal for a generalization of the ALD equations for forces having sudden but finite changes, is also restricted to this case, although its generalization seems to be possible.

### IV. FORCES DEFINED IN $C^\infty$

Let us consider the series defining the components of the effective forces in the rest frame system in the form
\[
S^{i}\_\in\infty(\tau) = \sum_{m=0}^{\infty} \frac{d^m}{d\tau^m} f^{i}(\tau) \left( \frac{K}{m} \right)^m, \quad (29)
\]
and consider the three functions $f^i(t)$ as pertaining to the space of infinitely smooth functions $C^\infty$ with the additional condition that the series converges in an open region of proper times values. Let us argue below that the set of all such series is not vanishing, and moreover that it is a large class of functions. For this purpose, let us decompose the series in a sum over a finite number of terms up to a largest index $m = m_f$, plus the rest of the series
\[
S^{i}\_\in\infty(\tau) = \sum_{m=0}^{m_f} \frac{d^m}{d\tau^m} f^{i}(\tau) \left( \frac{K}{m} \right)^m + \sum_{m=m_f}^{\infty} \frac{d^m}{d\tau^m} f^{i}(\tau) \left( \frac{K}{m} \right)^m. \quad (30)
\]

Then, let us assume that the only restriction on the functions $f^i(t)$ is that their times derivatives of arbitrary order, and at any time within the mentioned open region, are bounded by a constant $M$, for all the orders higher that a given number $m(M)$. Then, let us select $m_f = m(M)$ which allows to write the inequalities
\[
|S^{i}\_\in\infty(\tau)| \leq \left| \sum_{m=0}^{m_f} \frac{d^m}{d\tau^m} f^{i}(\tau) \left( \frac{K}{m} \right)^m \right| + \left| \sum_{m=m_f}^{\infty} \frac{d^m}{d\tau^m} f^{i}(\tau) \left( \frac{K}{m} \right)^m \right|
\]
\[
\leq \left| \sum_{m=0}^{m_f} \frac{d^m}{d\tau^m} f^{i}(\tau) \left( \frac{K}{m} \right)^m \right| + \sum_{m=m_f}^{\infty} \left( \frac{K}{m} \right)^m \left| \frac{1}{1 - \frac{K}{m}} \right| < \infty. \quad (31)
\]
Thus, the series defining the effective forces are convergent at all time values, with the unique condition that the
time derivatives of arbitrary order of the external forces are uniformly bounded for all orders. This constraint seems
not to be a strong one. By example, it is known, that when all the times derivatives of a given function at a point
are bounded, the functions admits a Taylor expansion that converges to the value of the function in a neighborhood
of the considered point. That is, the class of external forces for which the effective forces are well defined, includes a
large set of analytic functions.

A. An analytic regularization of a constant force pulse

In this section we will solve the effective Newton equations for an external force which constitutes a regularization
of a rigorously constant force acting only during a specified time interval of duration $T$ and exactly vanishing outside
this time lapse. The degree of the regularization will be defined by a time interval $t_o$ assumed to be very much shorter
than $T$. It will be found that the parameter $t_o$ can be as shorter as ten times the extremely short characteristic
time $\frac{\kappa_m}{m}$ being associated to the radiation reaction forces in the ALD equations. However, in order to numerically
evidence the exact satisfaction of the ALD equations by the solutions found for the effective Newton equations, larger
values of $\frac{\kappa_m}{m}$ will be assumed. This will avoid the extremely small values of the terms entering the series defining the
effective forces, when the "electromagnetic" values of $\frac{\kappa_m}{m}$ are assumed. The considered form of the force represents a
regularization of the one employed by Dirac in his classical work [5], in order to illustrate the appearance of runaway

\begin{equation}
 f(t_o, t_o, T) = f_o \int_0^T ds \exp \left( -\frac{(t_o - s)^2}{f_1^2 t_o^2} \right) = 5\sqrt{\pi}t_o f_o (Erf \left( \frac{T - t_o}{f_1 t_o} \right) + Erf \left( \frac{t_o}{f_1 t_o} \right)),
\end{equation}

where $Erf$ is the Error Function. The defined force is depicted in figure 1 for the chosen values of $t_o = 1$ cm and $T$
=1000 cm, note that we are expressing the time in normal units. Let us now consider the series defining the effective
force $f_e(\tau)$, which is associated to the external force $f(\tau)$:

\begin{equation}
 f_e(\tau) = S_{\infty}(\tau) = \sum_{m=0}^{\infty} \frac{d^m}{d\tau^m} f(\tau) \left( \frac{\kappa_m}{m} \right)^m.
\end{equation}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig1.png}
\caption{The plot illustrates the form of the external force defined by an analytical function of the proper time along the whole
real axis. Note that the force can be seen as an infinitely differentiable regularization of an exact square pulse showing the
discontinuities at the times $\tau = 0$ s and $\tau = 1000$ s.}
\end{figure}
FIG. 2: The figure shows the plots of the proper time derivatives up to the order ten, of the force function associated to the defined analytic regularization of the square pulse. The plot was done in a range of the origin of coordinates in which the derivatives show the higher values, since the pulse is transiting to attain its constant non-vanishing value. As it can be observed, all these derivatives are bounded functions of the proper time. Even more, the bounds for the derivatives decrease with their order. This behavior is maintained up to high values of the derivatives of order 50, where the numerical errors started distorting the numerical results.

But, given $\frac{t_o}{m} < 1$, which is extremely well satisfied by the case of the electromagnetic ALD equation, the series defining the effective force will converge just by only requiring that the time derivatives of arbitrary order are uniformly bounded for all time values. The satisfaction of this condition for the specific form to be considered for the force, after fixing $t_o = 1$ cm and $T = 1000$ cm, is evidenced in figure 2. It shows the plots of the times derivatives of orders $n = 1, 2, 3, ..., 9, 10$. It can be observed that all the depicted times derivatives are bounded, and moreover the bound decreases when the order of the derivatives increases. This behavior is maintained for higher orders, up to values in which the numerical precision becomes degraded in our evaluation.

However, before assuming the form of the force in (33) by fixing the values of $t_o$ and $T$, it can be argued that the effective pulse like forces are also well defined for extremely short ”rising” times $t_o$ and arbitrarily large time lapses $T$ of the pulses. This property can be argued after performing the changes of variables

$$\tau = t_o x, \quad s = t_o y,$$

which allows to express the force $f$ in the form

$$f(\tau, t_o, T) = f^*(x, t_o, \frac{T}{t_o})$$

$$= f_o t_o \int_{0}^{t_o} dy \exp\left(-\frac{(x - y)}{f_1}\right)$$

$$= 5\sqrt{\pi t_o} f_o (\text{Erf}\left(\frac{T}{f_1} - x\right) + \text{Erf}\left(\frac{x}{f_1}\right)).$$

But, the implemented change of variables, allows to write for the effective force series

$$f_e(\tau) = \sum_{m=0}^{\infty} \frac{d^m}{dx^m} f(t, t_o, T)(\frac{\kappa}{m})^m,$$

$$= \sum_{m=0}^{\infty} \frac{d^m}{dx^m} f^*(x, t_o, \frac{T}{t_o})(\frac{\kappa}{m \cdot t_o})^m. $$

The last line of this relation, again indicates that with the ”rising” time being so short as to merely satisfying

$$t_o > \frac{\kappa}{m},$$

the effective force as a function of the time (or equivalently the variable $x$) becomes well defined if the arbitrary derivatives over $x$ of the function $f^*(x, t_o, \frac{T}{t_o})$ are uniformly bounded for all the considered values of the variable $x$. 
FIG. 3: The behavior of the derivatives respect to the variable $x$ of the auxiliary functions $f^*$. The plots show derivatives up to the order ten of the function $f^*$ being associated to the defined analytic regularization of the square pulse. The graphic corresponds to a range of the origin of coordinates in which the derivatives show the higher values. Again all these derivatives are bounded functions of the coordinate $x$.

But, figure 3 illustrates that the values of these derivatives as functions of $x$ up to order ten, are bounded at all the values of the $x$ variable. This behavior is valid up to high orders for which the numerical precision of the evaluations start to become degraded. Therefore, the results indicate that the regularized constant force pulses, constructed in the described analytic way, well define effective forces for very fast pulses, which can rise so rapidly as few times the ALD time constant of nearly $10^{-24}$ seconds in the electromagnetic case.

### B. Solutions of the Newton equations for the regularized pulsed force

The equations for the coordinates as functions of the proper time for the pulsed force with the times parameters $t_o = 1$ cm and $T = 1000$ cm will be now numerically solved. With the use of their definition (19) these equations can be written in the form

$$a^\mu(\tau) = \frac{1}{m}F^\mu(\tau),$$

$$F^\mu(\tau) = (\gamma \vec{v} \cdot \vec{f}_e, \frac{1}{\gamma} \vec{f}_e \cdot \vec{v}_e + (\gamma - 1) \frac{\vec{v}_e \cdot \vec{v} - \vec{v}_e}{\gamma v^2} \vec{f}_e),$$

$$\vec{f}_e = \sum_{m=0}^{\infty} \frac{d^m}{dt^m} f(\tau, t_o, T) (\kappa/m)^m.$$

In this 2D case we have the definitions

$$u^\mu(\tau) \equiv (\gamma, \gamma \vec{v}),$$

$$a^\mu(\tau) \equiv \left(\frac{d}{d\tau} \gamma, \frac{d}{d\tau} (\gamma \vec{v})\right).$$

The following two Newton equations can be explicitly written in the form

$$\frac{d}{d\tau} u(\tau) = \frac{1}{m} \gamma \vec{f}_e(\tau),$$

$$\frac{d}{d\tau} u^0(\tau) = \frac{1}{m} \gamma f_e(\tau) v(\tau),$$

$$\gamma(\vec{v}) = \sqrt{1 - v^2}, \quad v^2 = \vec{v} \cdot \vec{v}.$$
But employing the definitions of the spatial velocity $\vec{v}$, 4-velocity $u^\mu$ and the effective forces $f_e$

$$\vec{v}(\tau) = \frac{d}{dt} \vec{x} = \frac{d}{\gamma d\tau} \vec{v}(\tau),$$  \hspace{1cm} (47)

$$u^\mu = \frac{d}{d\tau} x^\mu(\tau),$$  \hspace{1cm} (48)

$$\bar{f}_e = \sum_{m=0}^{\infty} \frac{d^m}{d\tau^m} f(\tau, t_o, T)(\frac{\kappa}{m})^m,$$  \hspace{1cm} (49)

the equations for the position and the time describing the trajectories $(t(\tau), x(\tau))$ which solve the Newton equations become

$$\frac{d^2}{d\tau^2} x(\tau) = \frac{1}{m} \frac{d}{d\tau} t(\tau) \sum_{m=0}^{\infty} \frac{d^m}{d\tau^m} f(\tau, t_o, T)(\frac{\kappa}{m})^m,$$  \hspace{1cm} (50)

These equations are now solved for the particular values of the parameters

$$t_o = 1 \text{ cm},$$  \hspace{1cm} (51)

$$T = 1000 \text{ cm}.$$  \hspace{1cm} (52)

The constant $\frac{\kappa}{m}$ will be set to a value being in fact very much higher than the one associated to the electron motion, which is nearly $10^{-24}$ cm. The chosen specific value $\frac{\kappa}{m} = 0.8$ cm will help to avoid extremely small higher orders contributions in powers of $\frac{\kappa}{m}$, in the numerical solution of these equations. It can be noticed that very much larger values of $\frac{\kappa}{m}$ with respect to the one associated with the electron, are also of physical interest, by example when considering the radiation of small moving objects in the air. The solutions of the equations were considered for the following initial conditions

$$x(-50) = 0,$$  \hspace{1cm} (53)

$$\frac{d}{d\tau} x(-50) = 0.2.$$  \hspace{1cm} (54)

That is, at a proper time value of $-50$ cm, the particle is situated at the origin of coordinates with a velocity given the proper time derivative of its coordinates (the spatial component of the four-velocity) equal to 0.2. It can be noted that this problem is similar to the one considered by Dirac to illustrate the appearance of pre-acceleration in the solutions of the ALD equations [5]. The main difference between the two situations is that here the pulse is not rigorously squared with discontinuous step like transitions, but defined by an analytic function along the whole time axis. The form of this pulse was shown in figure 1. The high value of the ratio $\frac{\kappa}{m}$ gives to this function the approximate pulse like appearance. The set of plots in figure 4 shows in first place, the proper time evolution of the coordinate of the particle, indicating that the motion is nearly free before the time interval of the pulse, for becoming accelerated for the times in which the force is nearly constant. When the times is large and outside the region in which the force is constant, the solutions becomes again a uniform motion as illustrated by the vanishing of the acceleration in this zone. Note that the solution of the Newton equations do not exhibit the pre-acceleration effect, nor the runaway motions after the pulse is passed, as it was the case in the Dirac solution of the ALD equations [5]. This is not a strange result given that the effective force tends to vanish outside the pulse interval. However, this example allows to numerically check that the obtained solution also satisfies the ALD equations. This is clearly illustrated in figure 5. It shows the plot of the following function, which vanishes when the ALD equations are satisfied

$$E_{\text{ALD}}(\tau) = ma(\tau) - f(\tau) - \kappa \left( \frac{d}{d\tau} a(\tau) + a(\tau)a_v(\tau)u(\tau) \right),$$  \hspace{1cm} (55)

in common with the plot of the time derivative of the acceleration term of the ALD equations, which is the term of the equations showing, in general, the smaller values along the times axis. As it can be noticed, the values of the function $E_{\text{ALD}}(\tau)$ can not be noticed in comparison with the values of the third derivative term. This indicates that the ALD equations are satisfied within the precision of the numerical approximation of the solution, confirming the general derivation presented before. Therefore an interesting conclusion arises: the obtained solution of the effective Newton
FIG. 4: The top left figure depicts the proper time evolution of the coordinates of the particle upon which the force is acting. The top right one, then, shows the velocity of the particle in the same proper time interval. It is clear that the motion tends to be uniform, outside of the interval $(0, 1000)$. The bottom left figure shows the behavior of the acceleration which tends to vanish outside the times in which the pulse gets appreciable values. The last graph presents the dependence of the time derivative of the acceleration. This quantity tends to be peaked around the instants at which the pulse drastically changes its value.

FIG. 5: The figure shows two plots in common: the value of the derivative of the acceleration, which is the smaller term among the various contributions to the ALD equations, and the function $E_{ALD}$ which vanishing implies the satisfaction of the spatial ALD equation. The fact that the values of the function $E_{ALD}$ can not be noticed in the plot, checks the very approximate satisfaction of the spatial ALD equation, at the same time that also satisfies the ALD equation, avoids the appearance of the pre-acceleration or runaways effects.

This example of an analytically regularized pulse, leads to an idea about how justify a modification of the ALD equations for the case of non analytically defined forces, presented in reference [13]. This point will discussed in next sections.

V. MODIFIED ALD EQUATIONS FOR FORCES WITH SUDDEN CHANGES

We will now assume that the existence of a sequence of forces $f_{\mu k}(\tau)$, $k = 1, 2, \ldots, \infty$ in all the proper time axis, which also show, for each $k$, convergent values of the series defining their effective forces $f_{e, k}(\tau)$, $k = 1, 2, \ldots, \infty$. A
that all the times \( \tau \rightarrow \infty \), also determining bounded values for the effective forces \( f \). Therefore, since integrals of this sort will define the discontinuity in the four-velocities in the limit when they reduce their sizes in the limit, the shrinking transition intervals should tend to zero. Therefore, we will have that the sequence of solutions tend because the effective forces are assumed to exist and to be also bounded. Thus, the impulses of these forces during the discontinuities across the transition intervals when they reduce their sizes in the limit, the sequence of solutions tend to possibly approach a piecewise discontinuous limiting force at the points \( \tau \) at all n values.

On the opposite way, within all the intervals \((\tau_n, \tau_{n+1})\) the sequence of force functions will be assumed to tend to an infinitely smooth function of the proper time, by also leading to well defined effective forces. In particular if the force functions are given by polynomial functions of the proper time with maximal order \( N_{max} \), the series defining the effective forces, having a finite number of terms, will always well define effective forces.

Due to the assumption about the existence of the sequence of effective forces along all the whole time axis for all finite \( k \) values, the effective Newton equations will be properly defined for all \( k \), and can be solved by simply integrating over the proper time. We assume that the sequence of the effective forces \( f_{\mu,k}^{\ast}(\tau) \) will also tend to be piecewise continuous and bounded at all the time axis. Then, this condition will imply that the time integrals of the forces within all the transition intervals \((\tau_n, \tau_{n}^{(k)\ast})\) should vanish when these intervals shrink in the limit \( k \rightarrow \infty \). Therefore, since integrals of this sort will define the discontinuity in the four-velocities in the limit \( k \rightarrow \infty \), it follows that the four-velocities should be continuous in the \( k \rightarrow \infty \) limit.

A. The modified ALD equations

Consider now the sequence of the solutions of the of the effective Newton equations \( x^{(k)\mu}(\tau) \) for all values of \( k \). From the previous discussion, it is clear that for each \( k \) value, the 4-velocities as functions of the time will not tend to develop discontinuities across the transition intervals when they reduce their sizes in the limit \( k \rightarrow \infty \). This follows, because the effective forces are assumed to exist and to be also bounded. Thus, the impulses of these forces during the shrinking transition intervals should tend to zero. Therefore, we will have that the sequence of solutions tend to be piecewise smooth trajectory \( x^{(k)\mu}(\tau) \) showing also a continuous velocity at the transition points in the \( k \rightarrow \infty \) limit. Strictly inside all the intervals \((\tau_n^{(k)\ast}, \tau_{n+1})\) the solutions \( x^{(k)\mu}(\tau) \) can be constructed as satisfying the \( k \rightarrow \infty \) limit of the Newton equation, since the limiting \( k \rightarrow \infty \) values of the forces and the effective forces within these intervals are assumed to be smooth and also bounded. Then, in these zones they will also satisfy the ALD equation. Therefore, within each of these intervals the limiting \( k \rightarrow \infty \) trajectory \( x^{\mu}(\tau) \) should satisfy the effective Newton equations

\[
ma^{\mu}(\tau) = \mathcal{F}^{(n)\mu}(\tau)
\]

\[
\equiv (\gamma(v))^{-1} \mathcal{F}^{(n)}(\tau), \mathcal{F}^{(n)}(\tau) + (\gamma - 1) \frac{n!}{v^2} \mathcal{F}^{(n)}(\tau) \mathcal{F}^{(n)}(\tau),
\]

in which the effective forces \( \mathcal{F}^{(n)} \) are defined by

\[
\mathcal{F}^{(n)} = \sum_{m=0}^{\infty} \frac{d^m}{dt^m} \mathcal{F}^{(n)}(\tau)(\frac{K}{m})^m,
\]
with $\tilde{f}^{(n)}(\tau)$ being the limit $k \to \infty$ of the sequence of forces $f_k^{\mu}(\tau)$ for the time taken within the interval $(\tau_n, \tau_{n+1})$.

At this point, as noted in the introduction, we will restrict the discussion in this section to collinear motions. The generalization to arbitrary motions seems to be feasible, and it will be considered elsewhere.

However, due to the assumed developing of step like discontinuities of the force values after the limit $k \to \infty$, at the transition points $\tau_n$, we can have for the effective four-force possibly different values at the left $\tau^-_n$ and right $\tau^+_n$ of the transition instants, with values

$$
\mathcal{F}^\mu(t^-_n) \equiv (\gamma(v) \tilde{v}(\tau), \tilde{v}^{(n-1)}(\tau), \tilde{v}^{(n-1)}(\tau) + (\gamma - 1) \frac{\tilde{v}^{(n-1)}(\tau)}{v^2} \tilde{v}(\tau)) \bigg|_{\tau = \tau^-_n},
$$

$$
\mathcal{F}^\mu(t^+_n) \equiv (\gamma(v) \tilde{v}(\tau), \tilde{v}^{(n)}(\tau), \tilde{v}^{(n)}(\tau) + (\gamma - 1) \frac{\tilde{v}^{(n)}(\tau)}{v^2} \tilde{v}(\tau)) \bigg|_{\tau = \tau^+_n},
$$

where, as noted before the coordinates and velocities are continuous at both sides of the transition point $\tau_n$. We will also define the force functions inside each of the intervals $(t_n, t_{n+1})$ as $F^{(n)}(\tau) = \mathcal{F}^\mu(\tau)$ for $\tau \in (\tau_n, \tau_{n+1})$. Thus $\mathcal{F}^\mu(\tau^-_n) = F^{(n)}(\tau^-_n)$. Since these two limiting forces are equal to the mass $m$ times accelerations at any instant, this relation says that the accelerations can be discontinuous at those instants. This property defines a clear deviation of the case of the solutions showing pre-acceleration or runaway behavior, which are assumed to have continuous accelerations $\ddot{\mathbf{r}}$.

Then, let us now argue that the effective equations (57) with the two boundary conditions (59), (60) are equivalent to the set of modified ALD equations

$$
ma^\mu(\tau) - F^\mu(\tau) = \kappa \left( \frac{d}{d\tau} a^\mu(\tau) + a^\nu(\tau) a_\nu(\tau) u^\mu(\tau) \right) + \sum_{n=0}^{\infty} \left( \mathcal{F}^\mu(t^-_n) \delta^{(D,-)}(\tau - \tau_n) - \mathcal{F}^\mu(t^+_n) \delta^{(D,+)}(\tau - \tau_n) \right),
$$

where the Dirac Delta function, let say $\delta^{(D,-)}(\tau)$ is defined as linear functionals determined by a sequence of functions of time $\delta_k^{(D,-)}(\tau), k = 1, 2, 3, \ldots$, all having time integrals equal to the unit for any $k$ value. Their supports for each $k$ is defined by intervals $(-\epsilon_k, 0)$, with positive $\epsilon_k$, which tend to vanish in the limit $k \to \infty$. The linear functional acting over a possibly piecewise continuous function $g(\tau)$ is then defined as the integral

$$
\lim_{\tau \to 0^+} (g(\tau)) = \lim_{k \to \infty} \int d\tau \delta_k^{(D,-)}(\tau) g(\tau).
$$

Therefore, if the function $g$ has a discontinuity of the step function type, the integral of the function $\delta^{(D,-)}(\tau - \tau_n)$ will give the value of the limit of $g$ at the left of the point $\tau_n$. The right Dirac Delta $\delta^{(D,+)}(\tau)$ is defined in a similar way, but with support of the form $(0, \epsilon_k)$ with all $\epsilon_k$ again positive.

Now let us consider the acceleration $a^\mu(\tau)$ defined by the effective force in a sufficiently small open neighborhood $B_n$ of each instant $t_n$. The expression for it can be written in the form

$$
a^\mu(\tau) = \frac{\mathcal{F}^{(n-1)}(\mu)(\tau)}{m} \Theta^{(\mu)}(\tau_n - \tau) + \frac{\mathcal{F}^{(n)}(\mu)(\tau)}{m} \Theta^{(\mu)}(\tau - \tau_n),
$$

where the special Heaviside like functions are defined as $\Theta^{(\pm)}(\tau) = \int_{-\infty}^{\tau} ds \delta^{(D,\pm)}(s)$. Therefore, let us search for the equation satisfied by this expression for the acceleration. The derivative of the acceleration within the neighborhood $B_n$ takes the form

$$
\frac{d}{d\tau} a^\mu(\tau) = \left( \frac{\mathcal{F}^{(n-1)}(\mu)(\tau)}{m} \right) \Theta^{(\mu)}(\tau_n - \tau) + \frac{\mathcal{F}^{(n)}(\mu)(\tau)}{m} \Theta^{(\mu)}(\tau - \tau_n)
$$

$$
+ \frac{\mathcal{F}^{(n-1)}(\mu)(\tau)}{m} \frac{d}{d\tau} \Theta^{(\mu)}(\tau_n - \tau) + \frac{\mathcal{F}^{(n)}(\mu)(\tau)}{m} \frac{d}{d\tau} \Theta^{(\mu)}(\tau - \tau_n)
$$

$$
= \left( \frac{\mathcal{F}^{(n-1)}(\mu)(\tau)}{m} \right) \Theta^{(\mu)}(\tau_n - \tau) + \frac{\mathcal{F}^{(n)}(\mu)(\tau)}{m} \Theta^{(\mu)}(\tau - \tau_n)
$$

$$
+ \frac{\mathcal{F}^{(n-1)}(\mu)(\tau)}{m} \delta^{(D,-)}(\tau - \tau_n) + \frac{\mathcal{F}^{(n)}(\mu)(\tau)}{m} \delta^{(D,+)}(\tau - \tau_n).
$$
Henceforth, after substituting this expression in (61), and considering that the ALD equations are satisfied at the interior points of all the intervals \((\tau_n, \tau_{n+1})\), it follows
\[
\left((ma^\mu(\tau) - f^\mu(n-1)(\tau) - \kappa \left(\frac{d}{d\tau}a^\mu(\tau) + a^\nu(\tau)a_\nu(\tau)u^\mu(\tau)\right)\right)\times(\tau_n - \tau) +
\left((ma^\mu(\tau) - f^\mu(n)(\tau) - \kappa \left(\frac{d}{d\tau}a^\mu(\tau) + a^\nu(\tau)a_\nu(\tau)u^\mu(\tau)\right)\right)\times(\tau - \tau_n)
- \frac{\kappa}{m}F^{(n-1)\mu}(\tau)\delta^{(D,-)}(\tau - \tau_n) + \frac{\kappa}{m}F^{(n)\mu}(\tau)\delta^{(D,+)}(\tau - \tau_n),
+ \frac{\kappa}{m}(F^\mu(\tau^-)\delta^{(D,-)}(\tau - \tau_n) - F^\mu(\tau^+))\delta^{(D,+)}(\tau - \tau_n)) = 0. \tag{65}
\]

Thus, all the terms in the above equations add to zero around each transition time \(t_n\). The first two lines line vanish because the trajectories solving the Newton equations within each of the intervals \((\tau_n, \tau_{n+1})\) also satisfy the ALD equations within each neighborhood \(B_n\) except at the point \(t_n\). The last two terms also cancels between themselves since the Delta functions allow to evaluate the argument of the functions multiplying them at their support point. Therefore, after considering that the modifying terms of the ALD equations vanish outside all the vicinities \(B_n\), it follows that the limiting solution along the whole axis satisfies the modified ALD equations
\[
ma^\mu(\tau) - f^\mu(\tau) = \kappa \left(\frac{d}{d\tau}a^\mu(\tau) + a^\nu(\tau)a_\nu(\tau)u^\mu(\tau)\right) +
+ \kappa \sum_{n=0}^{\infty} \left(a^\mu(\tau^-)\delta^{(D,-)}(\tau - \tau_n) - a^\mu(\tau^n)\delta^{(D,+)}(\tau - \tau_n)\right). \tag{66}
\]

B. The solution for the constant force pulse

Let us consider now the solution of the modified ALD equations for the case of a exact squared pulse of the similar form as the before considered analytic one. The same initial conditions for the position and velocities will be fixed
\[
x(-50) = 0, \tag{67}
\]
\[
\frac{d}{d\tau}x(-50) = 0.2. \tag{68}
\]

The Newton equations in the interior points of any of the three intervals in which the time axis is decomposed by the two instants \(\tau_0 = 0\) and \(\tau_1 = T\), have basically the same form as the equation (50)
\[
\frac{d^2}{d\tau^2}x(\tau) = \frac{1}{m}\frac{d}{d\tau}(\tau) f_P(\tau, T),
\]
\[
\frac{d^2}{d\tau^2}v(\tau) = \frac{1}{m}\frac{d}{d\tau}x(\tau) f_P(\tau, T), \tag{69}
\]
where the force now defining the exact pulse of constant amplitude is given by the formula
\[
f_P(\tau, T) = f^P \Theta(\tau) \Theta(T - \tau), \tag{70}
\]
in which \(\Theta(\tau)\) is the Heaviside function. The width of the pulse was chosen as given by the same parameter \(T\) defining the width of the analytically regularized pulse in past sections. The constant amplitude of the pulse \(f^P\) will be approximately coinciding with the height of the regularized pulse, by selecting its magnitude as
\[
f^P = f \left(\frac{T}{2}, t_0, T\right). \tag{71}
\]
That is, by the height of the pulse at a time equal to half of its approximate width \(T\). The parameters for the numerical evaluation will also coincide with values selected before \(t_0 = 1\) and \(T = 1000\). The solution of the equations (69) for the time dependence of the coordinate, velocity, acceleration and its time derivative, are jointly plotted in figure 6 for both pulses: the one of exactly constant amplitude and the analytically regularized one. The plots evidence that these quantities are closely similar for both forces. A small difference starts to be noticed in the curve for the
FIG. 6: The array of figures show in each graphic two plots, one associated to the analytic pulse of force and the other related with the exact square pulse solving the modified ALD equations. The top left figure shows the coordinates of both solutions. Note the close coincidence of the coordinates. The top right curves for the velocities also illustrates the similarity between the solutions for this quantity. The bottom left plot present the results for the accelerations for the two solutions. The non constant behavior of the acceleration shows that the motion is relativistic. Finally the bottom right plot compares the time derivatives of the acceleration for both solutions. For better evidencing the difference, the quantity associated to the exactly square pulse is shifted in a positive constant along the vertical axis. It can be noted that in the internals points of the interval (0, 1000) the two evaluations tend to coincide. However, in the points close to the boundaries of this interval, the derivative of the acceleration associated to the analytic pulse develops peaked values. These peaked values gives account of the developing of the Dirac functions entering the modified ALD equations. The analytic solution, as obeying the exact ALD along the whole axis should generate these Dirac functions, in order to imply the modified equations in the limit.

velocities. It shows that only in the close neighborhood of the transition points, in which the forces suddenly change, the rapid but smooth transition of the velocity for the regularized pulse can be observed. Further, the plot of the derivative of the acceleration is also presenting a difference. For making the comparison clearer, the plot associated to the derivative of the acceleration for the pulse of exact constant amplitude, is slightly shifted along the vertical axis away the zero values. This permits to note that the magnitude of the derivative of the acceleration at the interior points of the interval (0, T) closely coincide for both solutions. However, near the transition points, the regularized pulse presents a peaked behavior. This is a numerical confirmation for the validity of the modified equations, since these peaked dependence are necessary for reproducing the Dirac’s delta functions entering these modified equations, in the limit when the regularized pulse tends to becomes the exactly constant one. That is, when the regularized pulse is gradually made to be even more similar to the constant pulse, it can be expected that the ”spikes” appearing at the transition points for the derivatives of the acceleration, are associated to regularizations of the Dirac’s distributions. The enhancing of the peaks when the regularized pulse tends to be closer to the exact constant ones is illustrated in figure 7. It shows the derivative of the acceleration for two solutions with almost all the parameters identical to the ones considered before, but differing only in the value determining the pulse rise time $t_o$. The values selected for this parameters were $t_o = 1$ cm and $t_o = 2$ cm. That is, the pulse with $t_o = 1$ will have a rising time two times smaller than the one with $t_o = 2$ m. In the picture, there is a curve which shows the smaller peaks at the right and left of the figure, and the other one presents the higher peaks at both sides. The curve with the larger values is associated to the pulse $t_o = 1$ and the curve with smaller values is related with the slower rising pulse. Thus, it is clear that when the analytic pulse tends to approach the exactly constant one, the solution tends to show time derivatives with the appearance of regularizations of the Dirac’s Delta functions, as the it should be, if the modified ALD equations are implied by the limit of the exact ALD equations.

The absence of the peaks in the solution linked with the square pulse is associate with the fact that the equations were solved at the interior points, and the boundary conditions are automatically satisfied across the two transition points, by the solutions of the Newton equations in the three intervals. These boundary conditions were argued before to be equivalent to the presence of Dirac Delta functions with supports in the transition points.
FIG. 7: The superposed plot corresponds to two analytic pulsed forces of nearly equal height and width, but one having a rising time double than the other. One curve is related with the higher left and right peaks, and the other is associated with lower ones at both sides. The curve showing the higher peaks corresponds to the pulse with shorter rising time, which illustrates how the Dirac’ Delta functions appearing in the modified ALD equations are gradually generated as the pulse approaches the exactly squared form.

Summary

The work presents a second order Newton like equations of motion for a radiating particle. It was argued that the trajectories obeying the equation exactly satisfy the Abraham-Lorentz-Dirac (ALD) equations. Forces which only depend on the proper time were considered by now. A condition for these properties to occurs in a given time interval is derived: it is sufficient that the force becomes infinitely smooth and also that a particular series defined by the infinite sequence of its time derivatives converges to a bounded function. This series defines in a local way the effective force determining the Newton effective equation. The existing solutions of such effective equations can not show the runaways or pre-acceleration phenomena. The Newton equations were numerically solved for a pulsed like force given by an analytic function on the whole proper time axis. The satisfaction of the ALD equations by the obtained solution is numerically checked. In addition, for the case of the collinear motions, it was derived a set of modified ALD equations for almost infinitely smooth forces, which however, show step like discontinuities. The form of these equations supported the statement argued in a former work, about that the Lienard-Wiechert field surrounding a radiating particle should determine that the effective force on the particle instantaneously vanishes, when the external force is suddenly removed. The modified ALD equations argued in the former study are here derived in a more general form, in which a suddenly applied external force is also instantly creating an effective non vanishing acceleration. The work is expected to be extended in some directions. By example, one issue which seems of interest to define is whether the class of external forces which also show well defined effective forces, constitutes a dense subset (within an appropriate norm) at least within the set of forces defined by continuous proper time functions. This property could help to understand, whether the ALD equations, for any continuous time dependent force, could always exhibit a solution, which is also approximately solving second order Newton equations, and then not showing pre-accelerated or runaway behavior.
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