Abstract—Visual scenes are composed of visual concepts and have the property of combinatorial explosion. An important reason for humans to efficiently learn from diverse visual scenes is the ability of compositional perception, and it is desirable for artificial intelligence to have similar abilities. Compositional scene representation learning is a task that enables such abilities. In recent years, various methods have been proposed to apply deep neural networks, which have been proven to be advantageous in representation learning, to learn compositional scene representations via reconstruction, advancing this research direction into the deep learning era. Learning via reconstruction is advantageous because it may utilize massive unlabeled data and avoid costly and laborious data annotation. In this survey, we first outline the current progress on reconstruction-based compositional scene representation learning with deep neural networks, including development history and categorizations of existing methods from the perspectives of the modeling of visual scenes and the inference of scene representations; then provide benchmarks, including an open source toolbox to reproduce the benchmark experiments, of representative methods that consider the most extensively studied problem setting and form the foundation for other methods; and finally discuss the limitations of existing methods and future directions of this research topic.
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I. INTRODUCTION

VISUAL scene representation learning is an important research problem in computer vision. If more suitable representations can be learned, the performance of artificial intelligence systems on computer vision tasks can be improved [1], [2], [3]. Visual scenes are composed of visual concepts (objects or backgrounds or their basic parts), and the combination of visual concepts has the property of combinatorial explosion. Even with only a few types of objects, infinite visual scenes with rich diversity can be created. Therefore, for complex visual scene understanding tasks such as visual question answering (VQA), learning a single representation for the entire scene is not advantageous as all visual information is entangled in this highly complex representation, making it hard to correctly extract information such as relations between objects [4]. Humans can efficiently learn from visual signals and effectively understand visual scenes. One important ingredient of this remarkable ability is to perceive the world in a compositional way [5]. To mimic human behavior and learn representations more suitable for visual scene understanding, additional inductive bias can be added by explicitly considering the compositionality of visual scenes and extracting compositional scene representations that decompose visual scenes into several regions (different regions correspond to different visual concepts) and represent each region separately. In this way, the diversity caused by the combination of visual concepts could be better dealt with, and performing visual scene understanding based on the learned representations could be simpler and better understood by humans because the concepts of objects have already been abstracted in a neural-symbolic way [6], [7]. The compositionality of visual scenes has been studied for a long time in the fields of computer vision and artificial intelligence. In the pioneering work of Geman et al. [8], compositionality has been mathematically formulated according to Rissanen’s Minimum Description Length (MDL) principle [9], and this formulation has been successfully applied to recognize online uppercase characters based on hierarchical representations of objects in the object library [10], [11]. This work has verified that the correct decomposition of a visual scene into visual concepts leads to more compact representations than alternative decompositions. The fact that compositionality can be learned via information bottlenecks forms the cornerstone of reconstruction-based compositional scene representation learning. Besides the MDL principle, it has been shown that compositional scene representations can be learned in other ways, e.g., based on local inhibition [12] or hierarchical clustering [13] in the unsupervised setting and based on maximum likelihood estimation [14] when supervisions of parse graphs are available. With the development of this research direction, compositional scene representations have shown utility in real-world tasks, e.g., pattern recognition [15], object classification [16], [17], object detection [16], [17], [18], and image parsing [13], [14]. The above-mentioned compositional scene representation learning methods, however, do not directly learn from RGB values of pixels. Instead, these methods operate on alternative
formats like locations of sampled points [8] or rely on hand-crafted features such as outputs of Gabor filters [12, 15, 17], outputs of predefined spatial filters [18], local edge and color histograms [16], oriented edge features [13], and instances detected by algorithms like the Hough transform [14]. With the advent of the era of Big Data and the rise of deep learning, it has been shown that given sufficient computing power and a large number of annotated images, features learned automatically from RGB values of pixels usually lead to better performance than hand-crafted features. Therefore, deep neural networks have become mainstream in computer vision. Given the excellent representation learning ability of deep neural networks, it is desirable to develop a “deep” version of compositional scene representation learning.

When object-level supervisions such as bounding boxes, segmentation masks, and parse graphs are available, learning compositional scene representations based on deep neural networks could be straightforward. One viable way is to first learn object detection, image segmentation, or image parsing in the supervised setting and then learn separate representations for each bounding box or segmented region. This simple but effective scheme has been successfully applied to complex computer vision tasks such as visual question answering [6, 21] and visual concept learning [7, 22]. However, manual labeling of images is expensive and laborious. Compared to all the accessible images, images annotated with bounding boxes or segmentation masks only occupy a small proportion. Therefore, it would be beneficial to find a way to apply deep neural networks to learn compositional scene representations without object-level annotations, such that the massive unlabeled images can be better utilized by learning in the weakly supervised, semi-supervised, or even unsupervised setting.

Autoencoding is a common approach to unsupervised learning of representations for the entire image using deep neural networks. Regularized by the explicitly defined regularization terms or the information bottlenecks provided by autoencoders, representations with desirable properties can be learned by minimizing reconstruction errors. The same idea can be applied to compositional scene representation learning if combined with compositional modeling of visual scenes, i.e., defining how to transform compositional scene representations into images of individual visual concepts and how to composite these images to form the entire scene.

This survey focuses on the problem of applying deep neural networks to learn compositional representations of visual scenes, with image reconstruction as the main objective (not using any supervision or only using scene-level annotations like the viewpoints of visual scenes). Fig. 1 illustrates the general learning framework that consists of two parts, i.e., encoding (inference of compositional scene representations) and decoding (compositional modeling of visual scenes). The considered problem has gained increasing attention over the past few years, and various methods have been proposed. Depending on the datasets used in the experiments and the naming conventions, compositional scene representation learning is often referred to as perceptual grouping, object-based representation learning, object-centric learning, or object-oriented learning. These terms will be used interchangeably in this survey. Although the effectiveness of most existing methods has only been verified on synthetic visual scenes, the core components of these methods, i.e., compositional modeling and inference, are not developed based on the assumption of synthetic scenes and can thus serve as the foundation for designing more advanced methods capable of learning from complex real-world visual scenes. For example, largely developed based on Slot Attention [23], the recently proposed methods BO-QSA [24] and DINOSAUR [25] have achieved encouraging results on real-world images, demonstrating the great potential of this promising research topic in practical applications.

Because multiple design choices need to be considered in compositional modeling and inference, the categorization of existing methods is not straightforward. In addition, different methods usually use different sets of datasets and evaluation metrics to conduct experiments, which makes direct comparisons of these methods difficult. Furthermore, despite the growing research interest in reconstruction-based compositional scene representation learning with deep neural networks in recent years, the research on this topic is still limited to a relatively small scope. Therefore, there is a need to categorize and compare representative methods systematically and summarize potential future directions that may spark broader research interest, which motivates the writing of this survey.

This survey is organized as follows: Section II provides an overview of reconstruction-based compositional scene representation learning with deep neural networks; Sections 3 and 4 categorize existing methods from the perspectives of modeling of visual scenes and inference of scene representations, respectively; Section V provides benchmarks of representative methods that consider the most extensively studied problem setting in this research topic; Section VI discusses limitations of existing methods; Section VII looks forward to several directions for future research; Section VIII concludes the whole survey.

---

1The experimental results in the Supplementary Material show that, available online, compared with representing the entire scene with a single vector, compositional scene representations with approximately the same overall length usually lead to better reconstruction quality. This finding illustrates the superiority of compositional scene representations in terms of informativeness and verifies that compositional scene representations can be learned via reconstruction when information bottlenecks exist.

2This figure is modified based on Fig. 4 in [19]. The cartoon assets are from the Abstract Scene Dataset [20].
II. OVERVIEW

In this section, we will first describe the most widely adopted problem setting of reconstruction-based compositional scene representation learning with deep neural networks and the notations used in the paper, then introduce the development history of this research topic, and finally give an overview of categorizations of existing methods.

A. Problem Setting and Notations

Under the considered problem setting, each visual scene is modeled as the composition of multiple layers (e.g., RGBA images) of visual concepts. For example, the visual scene in Fig. 1 can be obtained by pasting the scaled and translated objects onto the background in the correct order. Each layer is associated with a series of representations that fully characterize the corresponding visual concept (i.e., contain all the information needed to generate the RGBA image of the layer), and the collection of representations of all the layers form the compositional representations of the visual scene. The goal is to learn compositional scene representations under the autoencoding framework (i.e., using reconstruction error minimization as the main objective), with encoders and decoders implemented by deep neural networks.

A bonus feature brought about by solving this problem is unsupervised panoptic segmentation (also amodal if complete shapes of objects are considered in the compositional modeling of visual scenes). More specifically, by encoding the image of a visual scene into compositional scene representations and decoding the representations of individual visual concepts with the learned neural networks, segmentation results can be automatically obtained from the decoded images describing shapes of visual concepts.

The notations used throughout the paper are summarized in Table I. \( x \in \mathbb{R}^{N \times C} \) and \( \hat{x} \in \mathbb{R}^{N \times C} \) denote the observed and reconstructed images of the visual scene, respectively. \( N \) denotes the number of pixels in each image. \( C \) denotes the number of image channels. \( K \) denotes the number of layers modeling objects in the visual scene (each visual scene is assumed to contain at most \( K \) objects). The index of the background layer is 0, and the indexes of \( K \) object layers are between 1 and \( K \). \( a_k \in \mathbb{R}^{N \times C} \), \( s_k \in \mathbb{R}^N \), \( \pi_k \in \mathbb{R}^N \), and \( o_k \in \mathbb{R}^+ \) denote the appearance, complete shape (or logit of perceived shape if not modeling complete shape), perceived shape (may be incomplete due to occlusion), and the optional variable describing the depth of the \( k \)th visual concept, respectively. \( z_k \) denotes the representation or the collection of representations of the background \((k = 0)\) or the \( k \)th object \((1 \leq k \leq K)\). \( f_{\text{bck}} \) and \( f_{\text{obj}} \) are decoders that take representations of the background and objects as inputs, respectively, i.e., \( [a_k, s_k, o_k] = f_{\text{bck}}(z_k) \) for \( k = 0 \) and \( [a_k, s_k, o_k] = f_{\text{obj}}(z_k) \) for \( 1 \leq k \leq K \). Perceived shapes \( \pi_{0:K} \) are computed based on complete shapes \( s_{0:K} \) and the optional variables \( o_{0:K} \) containing depth information. The reconstructed image \( \hat{x} \) can be obtained by composing the appearances \( a_{0:K} \) and perceived shapes \( \pi_{0:K} \).

It is worth mentioning that the number of object layers \( K \) is an assumed upper bound and is not necessarily equal to the actual number of objects in the visual scene. Because different visual scenes may contain different numbers of objects, the actual number of objects in each visual scene is assumed to be unknown during learning. In addition, the separate modeling of the background with \( z_0 \) and \( f_{\text{bck}} \) is optional, and the index of the separately modeled background is chosen to be 0 for notational convenience only. Methods like RC [27] and N-EM [28] do not consider the background layer, resulting in complete information about the background being contained in every layer. Methods like IODINE [29] and Slot Attention [23] model background identically to objects, resulting in no natural way to distinguish between the background and objects.

B. Development History

The development of reconstruction-based compositional scene representation learning with deep neural networks can be roughly divided into two streams, i.e., parallel refinement and sequential attention. Representative methods in these two streams are shown in Fig. 2. In the early days of research on this topic, methods in the two streams are almost developed independently. As the research progresses, some methods that mainly fall in one stream borrow ideas from the other stream. Currently, the slot attention mechanism [23] (a type of parallel refinement) is widely adopted mainly because of its simplicity, efficiency, and effectiveness.

1) Parallel Refinement: The main characteristic of methods in this stream is that the representations corresponding to different layers are randomly initialized and then iteratively refined in parallel. Training neural networks to perform iterative optimization is similar to the idea proposed by Andrychowicz et al. [63]. This strategy makes it possible to use different maximum numbers of layers for different visual scenes, an important property considered by all the methods surveyed in this paper because it makes the learned models generalize.

| Notation | Meaning |
|----------|---------|
| \( N \in \mathbb{Z}^+ \) | The number of pixels in each image |
| \( C \in \mathbb{Z}^+ \) | The number of image channels |
| \( K \in \mathbb{Z}^+ \) | The number of layers modeling objects |
| \( x \in \mathbb{R}^{N \times C} \) | The observed image |
| \( \hat{x} \in \mathbb{R}^{N \times C} \) | The reconstructed image |
| \( a_k \in \mathbb{R}^{N \times C} \) | The appearance of the \( k \)th visual concept |
| \( s_k \in [0, 1]^N \) | The complete shape (or logit of perceived shape if not modeling complete shape) of the \( k \)th visual concept |
| \( \pi_k \in [0, 1]^N \) | The perceived shape of the \( k \)th visual concept (may be incomplete due to occlusion) |
| \( o_k \in \mathbb{R}^+ \) | The optional variable describing the depth of the \( k \)th visual concept |
| \( z_k \) | The representation or the collection of representations of the \( k \)th visual concept |
more easily to visual scenes containing more or fewer objects than the ones used for training. Given an image, a well-trained encoder network is expected to iteratively transform a set of noises randomly sampled from a particular distribution to the compositional representations of that image. The randomness in the initialization of compositional scene representations increases the difficulty of image reconstruction, leading to the amplification of the information bottleneck that encourages the encoder network to decompose visual scenes in the desired way.

Early methods in this stream, such as RC [27], Tagger [30], N-EM [28], LDP [33], and IODINE [29], iteratively update compositional scene representations based on information in the pixel space. More specifically, at each iteration of parallel refinements, compositional scene representations are decoded into reconstructions of decomposed visual concepts, which subsequently participate in the computation of inputs of the encoder network. Considering the high computational cost of converting between pixel space and representation space at each iteration, several methods proposed in recent years, such as Slot Attention [23], EfficientMORL [53], SIMONe [54], and OCLOC [55], perform parallel refinements based on information in the representation space, e.g., similarities between feature maps of the image and representations of visual concepts. Because iterative updates in the representation space do not involve expensive feature extraction and image generation operations, both computational complexity and memory consumption are reduced.

Developed based on the above methods, some methods additionally consider the modeling of object motions, relationships among objects, and the problem of learning from multiple viewpoints. For example, RTagger [31] employs Recurrent Ladder Network that can model temporal relationships, extending Tagger to learn compositional representations from videos. Relational N-EM [32] incorporates in N-EM a type of graph neural network (GNN) [64] with the attention mechanism [65], thereby being able to model the relationships among objects. PROVIDE [52] extends the iterative amortized inference used by IODINE to temporal data and can thus be applied to learning compositional scene representations from videos. MulMON [44] applies the idea of IODINE to images observed from multiple viewpoints, thereby capable of synthesizing images from novel viewpoints. DyMON [51] extends MulMON to multiple-viewpoint videos by decoupling the influence of viewpoint change and object motion.

2) Sequential Attention: Besides parallel refinements, compositional scene representation can also be learned by sequentially attending to the local region of each visual concept. By adjusting the number of attention steps, this strategy also supports using different numbers of layers for different visual scenes. Early methods mainly designed based on sequential attention, such as CST-VAE [34], AIR [35], ASR [41], and SPAIR [42], use bounding boxes of objects as the attention mechanism and estimate bounding boxes based on the entire image. To achieve better spatial invariance during the inference of scene representations, SPAIR [42] combines the main idea of YOLO [66] with compositional scene representation learning and estimates bounding boxes of objects based on local features. This strategy has inspired various methods, such as SPAIR [42] and SPACE [49], and is one of the current mainstream
Categorizations of Methods

Existing methods can be roughly categorized from two perspectives, i.e., the modeling of visual scenes and the inference of scene representations. There are several aspects to consider within each perspective, and Fig. 3 makes comparisons from the most important ones.

1) Modeling of Visual Scenes: The modeling of visual scenes can be mainly categorized in three ways, i.e., the composition of layers, the modeling of shapes, and the representation of objects. Moreover, the modeling of extra properties, such as the number of objects, the layouts of scenes, the multiple viewpoints of scenes, and the motions of objects, are considered by some methods.

Composition of Layers: In compositional scene representation learning methods, a visual scene image is modeled as the composition of layers corresponding to visual concepts. These layers are usually composed in two ways, i.e., using spatial mixture models and weighted summations. 1) Methods using spatial mixture models treat appearances of visual concepts as parameters of mixture components and perceived shapes of visual concepts as mixture weights. At each pixel of the visual scene image, the index of the observed layer is first sampled according to mixture weights, and then the color or intensity of the pixel is calculated from the corresponding mixture component. SQAIR [36] and ViMON [57] are developed on AIR and MONet, respectively, and additionally consider the modeling of object motions. R-SQAIR [37] integrates SQAIR with graph neural networks [32], [67] and can thus model interactions among objects. SILOT [43] and SCALOR [48] extend the ideas of SPAIR and SPACE to object tracking, respectively, thereby being able to learn compositional scene representations from videos. G-SWM [50] considers the modeling of both object relationships and object motions, thereby capable of effectively learning from videos with multimodal uncertainty. GSGN [26] uses hierarchical latent variables with a tree structure to model visual scenes and can hierarchically decompose objects. ROOTS [58] extends the idea of SPAIR to three-dimensional space and is thus able to learn compositional scene representations from multiple viewpoints.

Fig. 3. Categorization of existing methods in terms of: composition of layers [C] (M: spatial mixture models, S: weighted summations); modeling of shapes [S] (N: direct normalization of network outputs, O: normalization of complete shapes and ordering, S: stick-breaking composition of complete shapes, blank: shape is not modeled); representation of objects [R] (R-E: embeddings in real vector space, R-L: latent variables in real vector space, P-F: a finite number of prototype vectors, \( P-V \): a finite number of prototype vectors), whether modeling the number of objects [N], layouts of scenes [L], multiple viewpoints of scenes [V], and motions of objects [M]; inference frameworks [I] (V: variational inference, EM: expectation maximization, RE: reconstruction error); and attention mechanisms [A] (R-G: rectangular attention based on global features, R-L: rectangular attention based on local features, A-N: arbitrary-shaped attention based on network outputs, A-F: arbitrary-shaped attention based on feature similarities).

| Methods | C | S | R | [N] | [L] | [V] | [M] | I | A |
|---------|---|---|---|-----|-----|-----|-----|---|---|
| RC [27] | M | N | R-E | | | | | RE | A-N |
| Tagger [30] | M | N | R-E | | | | | RE | A-N |
| RTagger [31] | M | N | R-E | | | | | RE | A-N |
| N-EM [28] | M | N | R-E | | | | | EM | A-N |
| Relational N-EM [32] | M | N | R-E | | | | | EM | A-N |
| LDP [33] | M | S | R-E | | | | | EM | A-N |
| IODINE [29] | N | R-L | | | | | | VI | A-N |
| MulMON [44] | M | N | R-L | | | | | VI | A-N |
| DyMON [51] | M | N | R-L | | | | | VI | A-N |
| PROVIDE [52] | M | N | R-L | | | | | VI | A-N |
| PSGNet [68] | S | N | R-E | | | | | RE | A-F |
| Slot Attention [23] | S | N | R-E | | | | | RE | A-F |
| EfficientMORL [53] | M | S | R-L | | | | | VI | A-F |
| SIMONE [54] | M | N | R-L | | | | | VI | A-F |
| OCLOC [55] | M | O | R-L | | | | | VI | A-F |
| Vikström et al. [39] | S | N | R-E | | | | | RE | A-F |
| SAVI [61] | S | N | R-E | | | | | RE | A-F |
| SlotFormer [62] | S | N | R-E | | | | | RE | A-F |
| BO-QUA [24] | S | N | R-E | | | | | RE | A-F |
| DINOSAUR [25] | S | N | R-E | | | | | RE | A-F |
| C2-GMIO [34] | S | R-L | | | | | | VI | R-G |
| AIR [35] | S | R-L | | | | | | VI | R-G |
| SQAIR [36] | S | R-L | | | | | | VI | R-G |
| R-SQAIR [37] | S | R-L | | | | | | VI | R-G |
| ASR [40] | S | R-L | | | | | | VI | R-G |
| GMIO [38] | M | S | R-L | | | | | VI | R-G |
| SuPAIR [40] | S | S | R-L | | | | | VI | R-G |
| TBA [69] | S | S | R-E | | | | | RE | A-F |
| SPAIR [42] | S | O | R-L | | | | | VI | R-L |
| SILOT [43] | S | O | R-L | | | | | VI | R-L |
| SPACE [49] | S | O | R-L | | | | | VI | R-L |
| SCALOR [48] | S | O | R-L | | | | | VI | R-L |
| GNM [47] | S | O | R-L | | | | | VI | R-L |
| G-SWM [50] | S | O | R-L | | | | | VI | R-L |
| GSGN [26] | S | O | R-L | | | | | VI | R-L |
| ROOTS [58] | S | O | R-L | | | | | VI | R-L |
| MONet [39] | M | N | R-L | | | | | VI | A-N |
| Yang et al. [45] | M | N | R-L | | | | | VI | A-N |
| ViMON [57] | M | N | R-L | | | | | VI | A-N |
| POD-Net [70] | M | N | R-L | | | | | VI | A-N |
| GENESIS [46] | M | S | R-L | | | | | VI | A-N |
| GENESIS-V2 [56] | M | N | R-L | | | | | VI | A-F |
| DTS-Sprites [71] | S | S | P | | | | | RE | R-G |
| PCDNet [72] | S | S | F | | | | | RE | R-G |
| MarioNet [73] | S | S | P | | | | | RE | R-L |
Representative methods using weighted summations include AIR [35], SPAIR [42], SuPAIR [40], SQAIR [36], SPACE [49], and Slot Attention [23].

Modeling of Shapes: The perceived visual concepts in the visual scenes are often incomplete due to occlusions. Therefore, the modeling of shapes of visual concepts is relatively difficult. There are three main modeling approaches. 1) The first approach is to directly normalize the outputs of neural networks into perceived shapes of visual concepts with the softmax function (the sum of perceived shapes of all visual concepts equals 1 at every pixel). In this way, the complete shapes of visual concepts are not modeled. Representative methods include MONet [39], IODINE [29], and Slot Attention [23]. 2) The second approach computes perceived shapes by normalizing complete shapes and an extra type of variables characterizing the depths of objects. Objects with larger depths are occluded by objects with smaller depths. Representative methods include SPAIR [42], SPACE [49], SCALOR [48], and GNM [47]. 3) The third approach transforms complete shapes into perceived shapes in a way similar to the stick-breaking process [74]. Objects with larger indexes are occluded by objects with smaller indexes. Representative methods include CST-VAE [34], LDP [33], GMIOO [38], and ECON [75]. It is worth mentioning that a few methods, such as AIR [35] and SQAIR [36], directly add the appearances of all the layers to obtain the visual scene image without modeling the shapes of visual concepts.

Representation of Objects: Objects in the visual scenes are usually represented in two ways. One is to use vectors that may take any values in the real vector space as representations of objects, and the other is to represent objects based on a finite number of prototypes. 1) Methods representing objects with vectors in the real vector space can be further divided into two categories, i.e., using latent variables and embeddings. Methods using latent variables to represent objects include AIR [35], SPAIR [42], IODINE [29], GMIOO [38], MONet [39], GENESIS [46], and EfficientMOIRL [53]. Methods using embeddings include Taggers [30], N-EM [28], LDP [33], and Slot Attention [23]. The main difference between latent variables and embeddings is that the former ones are assumed to be sampled from prior distributions in the generative model, while the latter ones do not have prior distributions. 2) Methods representing objects based on a finite number of prototypes can also be further divided into two categories. The first one is to directly use prototype images that can be transformed into layers of objects with interpretable transformations. Representative methods include DTI-Sprites [71] and PCDNet [72]. The second one is to use prototype vectors that can be transformed into prototype images using neural networks. Representative methods include GSN [26] and MarioNette [73].

Additional Modelings: The above aspects are essential parts of the compositional modeling of visual scenes. Other properties, including 1) the number of objects, 2) the layouts of scenes, 3) the multiple viewpoints of scenes, and 4) the motions of objects, can be additionally modeled to extend the abilities of compositional scene representation learning methods. For example, some methods, such as AIR [35], GMIOO [38], SPAIR [42], and SPACE [49], model the number of objects and can thus count objects in the visual scene image by inferring compositional scene representations. Some methods, such as GENESIS [46], GENESIS-V2 [56], GNM [47] and GSN [26], model the layouts of scenes, thereby capable of generating more reasonable images under the unconditional setting. Methods like MuLMON [44], ROOTS [58], DyMON [51], SIMoNe [54], and OCLOC [55] model the multiple viewpoints of scenes. Methods like SQAIR [36], R-SQAIR [37], SILOT [43], SCALOR [48], and G-SWM [50] model the motions of objects.

2) Inference of Scene Representations: The inference of scene representations can be categorized either from the inference frameworks or the attention mechanisms used during inference.

Inference Frameworks: The frameworks for inferring compositional scene representations are usually determined by the modeling of visual scenes and can be divided into three categories. 1) For methods that use latent variables as representations, e.g., AIR [35], GMIOO [38], IODINE [29], GENESIS [46], and GENESIS-V2 [56], compositional scene representations are inferred based on amortized variational inference, and parameters of approximate posterior distributions are estimated with neural networks. 2) For methods that model visual scenes with spatial mixture models and explicitly infer indicating variables, e.g., N-EM [28], Relational N-EM [32], and LDP [33], the inference is performed in a way inspired by the Expectation Maximization algorithm [76]. 3) For methods that do not use any latent variables when modeling the visual scene, e.g., Tagger [30], RTagger [31], and Slot Attention [23], the inference network is learned by minimizing the reconstruction errors between the observed and reconstructed images of visual scenes.

Attention Mechanisms: To learn compositional scene representations, it is necessary to distinguish between different visual concepts in the same visual scene. The way to do this can be regarded as some kind of attention mechanism, and there are two main ways to design attention. 1) One is to use rectangular attention, which first estimates bounding boxes of objects and then extracts representations of objects based on the contents in the bounding boxes. Representative methods include AIR [35], SQAIR [36], GMIOO [38], SPAIR [42], and SPACE [49]. 2) The other is to use arbitrary-shaped attention, i.e., attention masks that have values between 0 and 1 and are of the same size as the image. Representative methods include N-EM [28], IODINE [29], MONet [39], Slot Attention [23], and GENESIS [46].

III. MODELING OF VISUAL SCENES

This section describes the design choices for the modeling of visual scenes in detail, including the composition of layers, the modeling of shapes, the representation of objects, and the modeling of extra properties of visual scenes.

A. Composition of Layers [C]

Layers of visual concepts can be composited using either spatial mixture models or weighted summations. As shown in Fig. 4, the main difference between these two choices lies in the
distributions (for binary images) or normal distributions (for grayscale or color images) are usually chosen.

The advantage of spatial mixture models is the better separation of different visual concepts. More specifically, the operation of sampling from categorical distributions requires that each pixel be reconstructed well by a single layer instead of a weighted summation of multiple layers. Therefore, the usage of spatial mixture models usually leads to sharper (closer to binary values) shapes of visual concepts. On the other hand, spatial mixture models have their drawbacks. The most significant one is that the difficulty of model parameter optimization is increased due to the extra discrete indicating variables $l$. A simple trick to alleviate this problem is to use the weighted average of loss functions of spatial mixture models and weighted summations as the training objective. By gradually shifting from weighted summations to spatial mixture models during the training, undesired local optima that cause difficulties for spatial mixture models are more likely to be avoided.

2) Weighted Summations (S): As with methods using spatial mixture models, methods using weighted summations also assume independence among all the pixels of the visual scene image, i.e., $p(x) = \prod_{n=1}^{N} p(x_n)$. The main difference between these two types of methods is that the latter ones do not model the distribution of each pixel $p(x_n)$ with a mixture model but instead model $p(x_n)$ with a unimodal distribution such as Bernoulli distribution (for binary images) or normal distribution (for grayscale or color images). The expected value of each pixel $x_n$ is used as the parameter of the distribution $p(x_n)$ and modeled as a weighted summation of appearances of all the visual concepts using the following expression

$$
E_{x_n \sim p(x_n)}[x_n] = \sum_{k=0}^{K} \pi_{k,n} a_{k,n}
$$

In (2), $\pi_{k,n}$ and $a_{k,n}$ are the weight and appearance of the $k$th layer of visual concept at the $n$th pixel, respectively. If the constraint $(\forall n) \sum_{k=0}^{K} \pi_{k,n} = 1$ is imposed, the weights $\pi_k$ of the $k$th layer can be interpreted as the perceived shape of the $k$th visual concept. Despite the assumption of independence of all the pixels, the weights $\pi$, the appearances $a$, or both can be assumed to be spatially dependent for modeling the spatial relationships of pixels.

As stated in the descriptions of spatial mixture models, the main advantage of using weighted summations is easier training of models brought by the simpler loss function. This advantage is more noticeable on relatively hard datasets where models converge slowly in the early stage of training. The main downside of choosing weighted summations is that the learned representations corresponding to one visual concept are more likely to contain information about other visual concepts, resulting in more artifacts in regions where multiple objects overlap when images are generated in the unconditional setting. If the complete disentanglement of different visual concepts and the unconditional image generation quality are not of vital importance, it is suggested to composite layers with weighted summations for simplicity. Otherwise, adopting a more complex strategy that combines spatial mixture models and weighted summations for simplicity.
weighted summations (e.g., the trick mentioned at the end of Section III-A1) is preferred.

B. Modeling of Shapes [S]

Except for very few methods, such as AIR [35] and SQAIR [36], which composite layers into visual scene images using weighted summations that do not constrain the weights to sum up to 1 at each pixel, modeling the shapes of visual concepts is a necessary part of compositional scene representation learning. As shown in Fig. 5, existing methods that model shapes of visual concepts can be classified into three categories. The first category has the advantage of simplicity. The second and third categories are advantageous for naturally supporting the estimations of complete shapes and depth ordering of objects without heuristics.

1) Direct Normalization of Network Outputs (N): A prerequisite for computing perceived shapes of visual concepts by directly normalizing outputs of neural networks is to model the object and the background identically. Therefore, the perceived shape of the 0th layer corresponding to the specially modeled background is 0 at all pixels by assumption. The representation of each visual concept $z_k$ is transformed into a real-valued variable $s_k$ containing the shape information of the $k$th layer with a neural network, with the range of the value that each entry $s_{k,n}$ can take unconstrained. The mixture weights of the spatial mixture models or the weights used in the weighted summations $\pi$ are computed using the softmax function.

$$\pi_{k,n} = \begin{cases} 0, & k = 0 \\ \frac{\exp(s_{k,n})}{\sum_{k'=1}^{K} \exp(s_{k',n})}, & 1 \leq k \leq K \end{cases}$$

(3)

The most significant advantage of modeling shapes with direct normalization of network outputs is simplicity. There is no need to distinguish between object and background, nor to model the complete shapes and depth ordering of objects, thereby leading to easier optimization of model parameters than the other two alternatives. The main drawback of this modeling choice, i.e., the impossibility of obtaining amodal segmentation results without complex and non-exhaustive heuristics, also comes from simplicity. If this crucial drawback is not an issue, then modeling shapes by directly normalizing network outputs is the primary choice.

2) Normalization of Complete Shapes and Ordering (O): It is also possible to model shapes of visual concepts by first transforming outputs of neural networks into variables $s_{0,K}$ and $o_{1,K}$ that indicate the complete shapes and depth ordering of objects, respectively, and then normalizing these variables into perceived shapes. Values of $o_k$ are constrained to be greater than 0 by using functions like the sigmoid function or the exponential function. Objects with larger $o_k$ are assumed to occlude those with smaller $o_k$, and the background is assumed to be occluded by all the objects. The ascending depth ordering of objects can be obtained by sorting variables $o_k$ in descending order. Perceived shapes $\pi_{0,K}$ are computed using the following expression

$$\pi_{k,n} = \begin{cases} \prod_{k'=1}^{K} \left( 1 - \frac{s_{k',n} o_k}{\sum_{k'=1}^{K} s_{k',n} o_{k'}} \right), & k = 0 \\ \frac{1}{\sum_{k'=1}^{K} s_{k',n} o_{k'}}, & 1 \leq k \leq K \end{cases}$$

(4)

Because complete shapes are considered in this modeling choice, amodal segmentation results can be directly obtained by decoding and compositing the inferred compositional scene representations. Besides the built-in ability to perform amodal segmentation, another main characteristic of this modeling choice is approximating the discrete depth ordering of objects with continuous variables $o$. On the one hand, because all the variables that need to be estimated are continuous, gradient-based optimization techniques that are well-suited for neural networks can be directly applied. On the other hand, because
the inferred or generated $o_k$ for each layer usually does not differ significantly, the occlusions between objects are more or less transparent, resulting in artifacts in regions where multiple objects overlap. Therefore, when implementing this modeling choice, it is suggested to assign a temperature hyperparameter to variables $o$ and gradually decrease the temperature during the training. If the ability of amodal segmentation is needed and the qualities of image reconstruction and image generation are not the main concerns, then this modeling choice is preferable.

3) Stick-Breaking Composition of Complete Shapes (S): Another modeling choice is to compute perceived shapes of visual concepts in a way similar to the stick-breaking process [74]. Objects with smaller indexes are assumed to occlude objects with larger indexes, and the ascending depth ordering of objects is identical to the ascending index ordering. Complete shapes $s_{0,K}$ are transformed into perceived shapes $\pi_{0,K}$ using the following expression

$$\pi_{k,n} = \begin{cases} \prod_{k'=1}^{K} (1 - s_{k',n}), & k = 0 \\ \prod_{k'=1}^{k-1} (1 - s_{k',n}), & 1 \leq k \leq K \end{cases}$$

(5)

As with the second modeling choice described above, the stick-breaking composition of complete shapes also enables amodal segmentation without heuristics. Unlike the above, this modeling choice uses discrete variables (i.e., indexes of layers) to describe the depth ordering of objects. The main advantage is that the modeling of depth ordering of objects does not introduce additional artifacts in the reconstructed or generated images, while the main disadvantage is that the optimization becomes more difficult due to discrete variables. If the computational cost is not a concern, a straightforward way is to enumerate all the $K!$ possible orderings ($K$ is the number of object layers) and choose the one that leads to the lowest reconstruction error. However, a much more computationally feasible solution is needed in real situations. One can either estimate the depth ordering with neural networks and apply discrete variable optimization methods (e.g., NVIL [77] and VIMCO [78]) or use heuristics to determine the depth ordering greedily. Well-designed heuristics may reduce the learning difficulty (provided that the estimated depth ordering is correct) because fewer variables need to be inferred. In contrast, where segmentation results are required to be amodal, this type of shape modeling is the first choice if such heuristics can be found. Otherwise, a more complex strategy that combines the second modeling choice and this one based on straight-through estimators [79] can be applied.

C. Representation of Objects [R]

Based on the possible values that representations can take, existing methods can be classified into two categories. Methods in the first category use representations in the real vector space and have the advantages of requiring simpler inference and training strategies (because there is no need to infer the discrete prototype indexes) and being able to handle huge variability (may be caused by variations of visual concepts themselves or variations of global factors like viewpoints and lighting effects). Methods in the second category represent objects based on a finite number of prototypes and are advantageous in that they have an additional ability to distinguish different types of objects. The representation choices used in these two categories are not mutually exclusive. One can combine the ideas of these two, e.g., using both prototypes (describe categories of objects) and variables in real vector space (encode intra-class variability), to increase the expressiveness of representations.

1) Representations in Real Vector Space (R): Depending on whether defining the prior distributions of representations, methods using representations in real vector space can be further divided into two categories. Embeddings (E): One choice is to use embeddings with no prior distribution placed on them. Methods employing this representation choice only define the conditional generative model of visual scenes, thereby not providing a natural way to generate images in the unconditional setting. A simple strategy that can overcome this problem is to learn the distribution of inferred embeddings after compositional scene representation learning, such that images can be generated based on embeddings sampled from this distribution.

Using embeddings to represent objects is advantageous in simplicity and relatively high reconstruction quality. Because no regularization is placed on these representations, models can focus more on minimizing the reconstruction error. If reconstruction quality is of vital importance, this representation choice is preferable.

Latent Variables (L): The other choice is to represent objects with latent variables that have prior distributions. A commonly used prior distribution is the standard normal distribution $\mathcal{N}(0,I)$. Methods using this representation choice define the complete generative model of visual scenes and naturally support generating visual scene images similar to those used for training.

The prior distribution of latent variables can be seen as a regularization that encourages the inferred representations to follow a specific distribution. This regularization amplifies the information bottleneck by increasing the difficulty of image reconstruction and may help obtain better decomposition results. If a better decomposition of the visual scene is more important than a slight decrease in reconstruction quality, then representing objects with latent variables is preferred over embeddings.

2) A Finite Number of Prototypes (P): In methods that represent objects based on a finite number of prototypes, a dictionary of prototypes shared across all the visual scenes is learned. Layers of visual concepts are generated by first selecting prototypes according to the variables indicating categories of visual concepts and then transforming the selected prototypes. According to the forms of prototypes, existing methods can be divided into two categories, i.e., using prototype images and low-dimensional prototype vectors. The main difference is that an extra step to transform prototype vectors into prototype images is needed for methods in the second category.

Images (I): When representing prototypes in the form of images, the transformations from prototypes to layers of visual concepts are all done in the image space. These transformations (e.g., geometric transformations and colorimetric transformations) are usually well interpretable, and the inference of scene representations involves the estimations of both categories of
prototypes and parameters of transformations. Prototype images are randomly initialized at the beginning of the training and automatically learned from data as training progresses.

This representation choice is advantageous for its simplicity and higher interpretability. There is no need to train decoder networks that perform transformations from low-dimensional vector space to high-dimensional image space, and the learned prototypes can be understood by humans easily. The two most notable drawbacks are the relatively large space required to store the learned prototypes and the difficulty of optimization in high-dimensional image space. Therefore, besides the requirement that combinations of predefined transformations should completely cover intra-class variability, the applicability of this representation choice also requires that the number of object categories and the dimensionality of prototype images be relatively small. If the above requirements are satisfied, and the continual learning of prototypes is needed, then using prototype images is the first choice. This is because the learning of new object categories does not interfere with the previously learned prototype images, making the application of sophisticated continual learning techniques unnecessary.

Vectors \( (V) \): It is also possible to represent prototypes with low-dimensional vectors and apply an additional neural network to decode prototype vectors into images. The generated images can be converted into layers of visual concepts using similar transformations employed by methods representing prototypes as images. The learning of prototypes is also similar to the above methods. All the prototype vectors in the dictionary are first randomly initialized and then iteratively updated.

As with methods representing objects with prototype images, methods using prototype vectors also model the intra-class variability of visual concepts with transformations in the image space, thereby not suitable for cases where intra-class variability is complex enough that defining possible transformations is infeasible. Compared with prototype images, prototype vectors are advantageous in that both the size of the space needed to store prototypes and the dimensionality of the space in which the prototypes are optimized are reduced. However, because all the prototypes share the same decoder network that transforms them into images, learning one prototype will lead to changes in others, making the continual learning of new visual concepts difficult (i.e., the already learned visual concepts suffer from the problem of catastrophic forgetting). If the capability of continual learning is not required or an effective continual learning strategy can be found, then the use of prototype vectors is preferred over prototype images.

\[ z_k \sim \text{Bernoulli}(\alpha), k \geq 1 \]  
\[ z_k = \prod_{k' = 1}^{k} z_k^{\text{cond}}, k \geq 1 \]

The above expressions, \( \alpha \) is a hyperparameter. It is ensured that the starting \( \sum_{k=1}^{\infty} z_k \) entries of \( z_k \) are all 1 and the following entries are all 0. Therefore, \( z_k^{\text{cond}} \) can be seen as the unary code for the number of objects. This modeling choice is advantageous in terms of simplicity. However, the inference of \( z_k^{\text{cond}} \) is relatively difficult due to the direct dependencies among these discrete variables.

In methods like SPAIR [42] and SPACE [49], each visual scene image is partitioned into \( I \times J \) regions, and each region is associated with a binary variable \( z_{i,j}^{\text{cond}} \) indicating whether there is an object located in that region. These variables are modeled using the following expression

\[ z_{i,j}^{\text{pres}} \sim \text{Bernoulli}(\alpha), 1 \leq i \leq I, 1 \leq j \leq J \]

Because all the variables \( z_{i,j}^{\text{pres}} \) are independent, the difficulty of inference is reduced. However, the number of objects that can be modeled is constrained to be at most \( I \times J \). It should be noted that it is possible to support more objects by either increasing the values of \( I \) and \( J \) or sampling multiple binary variables for each region.

Methods like GMIOO [38] assume that each visual scene may contain infinite objects and model the number of objects in a way inspired by the Indian Buffet Process [80]. The procedure to generate \( z_k^{\text{pres}} \) is shown below

\[ \nu_k \sim \text{Beta}(\alpha, 1), k \geq 1 \]  
\[ z_k^{\text{pres}} \sim \text{Bernoulli}(\prod_{k'=1}^{k} \nu_{k'}), k \geq 1 \]

The introduction of continuous variables \( \nu \) breaks the direct dependencies among discrete variables \( z_k^{\text{pres}} \), thus reducing the difficulty of inferring \( z_k^{\text{pres}} \). Although more variables need to be inferred, this modeling choice is usually preferred over the first one due to easier inference.

\[ \nu_k \sim \text{Beta}(\alpha, 1), k \geq 1 \]  
\[ z_k^{\text{pres}} \sim \text{Bernoulli}(\prod_{k'=1}^{k} \nu_{k'}), k \geq 1 \]

2) \( \text{Layers of Scenes (L)} \): The layouts of visual scenes can be modeled by considering relationships among objects in the modeling of visual scenes. A viable way is to model dependencies among object representations. According to how dependencies are modeled, existing methods can be classified into three categories.

- In methods like GENESIS [46] and GENESIS-V2 [56], dependencies are modeled by factorizing the joint probability
distribution \( p(z_{1:K}) \) using the chain rule and modeling the conditional distributions using a recurrent neural network (RNN). The factorization of \( p(z_{1:K}) \) is

\[
p(z_{1:K}) = \prod_{k=1}^{K} p(z_k | z_{1:k-1}) = \prod_{k=1}^{K} p(z_k | h_k) \quad (11)
\]

In the above expression, \( h_k = f_{\text{RNN}}(z_{k-1}, h_{k-1}) \) denotes the hidden states of the RNN \( f_{\text{RNN}} \). The most significant advantages of this modeling choice are simplicity and versatility. Almost all existing methods can be augmented with it. The main disadvantage is that dependencies are modeled in a chain structure, requiring very powerful neural networks to be trained to learn dependencies well.

- In methods like GNM [47], each visual scene image is partitioned into \( I \times J \) regions, and each region is associated with a set of latent variables \( z_{i,j} \) characterizing that region. The layout of the visual scene is described by an extra latent variable \( z^{\text{lyt}} \) on which variables \( z_{i,j} \) depend. The joint probability distribution of all latent variables is

\[
p(z^{\text{lyt}}, z_{1:I,1:J}) = p(z^{\text{lyt}}) \prod_{i=1}^{I} \prod_{j=1}^{J} p(z_{i,j}|z^{\text{lyt}}) \quad (12)
\]

Compared to the first modeling choice, this choice can better handle complex dependencies because the assumed structure of dependencies is not restricted to a chain. However, the use of this modeling choice is more limited, as it requires partitioning visual scenes into local regions when modeling visual scenes.

- In methods like GSGN [26], the layout of each visual scene is assumed to be hierarchical and represented in the form of a tree. The leaf nodes represent primitive entities of the visual scene (i.e., object parts or objects), and the edges represent transformations applied to lower-level entities to compose higher-level entities. Let \( V \) denote the set of all the nodes, and let \( z_v \) denote the representation of node \( v \). The joint probability of all the node representations is factorized according to the structure of the tree

\[
p(z_V) = \prod_{v \in V} p(z_v | pa(z_v)) \quad (13)
\]

In the above expression, \( pa(z_v) \) denotes the parent node of node \( v \). This modeling choice has the advantage of learning hierarchical dependencies and has the greatest potential as it naturally supports compositional scene representations with hierarchical structures. However, this choice is more difficult to employ due to the increased complexities in both modeling and inference.

3) Multiple Viewpoints of Scenes \([V]\): For visual scenes that may be observed from different viewpoints, it is necessary to model multiple viewpoints of the scene for learning viewpoint-independent representations of visual concepts. Let \( M \) denote the number of viewpoints modeled. The representations of each visual scene are divided into two parts. The first part \( z^{\text{view}}_{1:M} \) contains information about the \( M \) viewpoints. The second part \( z^{\text{attr}}_{0:K} \) encodes viewpoint-independent attributes of visual concepts.

For each viewpoint, layers of visual concepts are computed by

\[
\begin{bmatrix}
    a_{m,k}, s_{m,k}, o_{m,k}
\end{bmatrix} = \begin{cases}
    f_{\text{bck}}(z^{\text{view}}_m, z^{\text{attr}}_k), & k = 0 \\
    f_{\text{obj}}(z^{\text{view}}_m, z^{\text{attr}}_k), & 1 \leq k \leq K
\end{cases} \quad (14)
\]

In (14), \( f_{\text{bck}} \) and \( f_{\text{obj}} \) are neural networks that transform \( z^{\text{view}}_m \) and \( z^{\text{attr}}_k \) into layers of visual concepts. By distinguishing between viewpoints and viewpoint-independent representations, a well-trained model can synthesize images of the same visual scene from novel viewpoints by keeping viewpoint-independent representations \( z^{\text{attr}}_{1:K} \) unchanged and only modifying \( z^{\text{view}}_m \). According to the assumption of viewpoints, existing methods can be divided into the following two categories.

- In methods assuming the exact viewpoints from which to observe each visual scene are known, e.g., MulMON [44], DyMON [51], and ROOTS [58], the ground truth viewpoints are used as \( z^{\text{view}}_{1:M} \) in both the training and testing. These methods have the advantage of being able to synthesize images observed from specific viewpoints. The major challenge for these methods is to include as many viewpoint-independent attributes and as little viewpoint information as possible in \( z^{\text{attr}}_{0:K} \). A common practice is to infer \( z^{\text{attr}}_{0:K} \) using images observed from some viewpoints and encourage the learned representations to be able to predict images observed from other viewpoints as accurately as possible during training.

- In methods considering a harder problem that compositional scene representations are learned from multiple viewpoints without knowing viewpoints, e.g., SIMONe [54] and OCLOC [55], both \( z^{\text{view}}_{1:M} \) and \( z^{\text{attr}}_{0:K} \) need to be inferred. SIMONe [54] assumes that viewpoints are ordered and can thus utilize temporal information to assist the learning of compositional scene representations. OCLOC [55] assumes that viewpoints are unordered, thereby applicable to scenarios where relationships among viewpoints are unknown. Compared with methods that utilize viewpoint annotations, methods in this category have the advantage of learning from completely unlabeled data.

4) Motions of Objects \([M]\): To better learn from videos, the motions of objects need to be modeled because they are the main causes of temporal changes in video frames. Methods considering the motions of objects in the modeling of visual scenes usually distinguish objects in each frame into two parts. The first part consists of objects seen in the previous frames. The second part consists of objects that newly appear in the current frame. The modeling of objects in these two parts are usually termed propagation and discovery, respectively. Let \( z_{t,k} \) denote the representation of the \( k \)th object in the \( t \)th frame, and let \( \tilde{K}_t \) denote the total number of distinct objects seen in the first \( t \) frames. The joint probability distribution of representations of all the \( \tilde{K}_T \) objects seen in \( T \) frames is factorized in the way described below

\[
p(z) = \prod_{t=1}^{T} p^{\text{prop}}(z_{t,1:K_{t-1}}, z_{t,1:1.1:1:K_{t-1}}) p^{\text{discovery}}(z_{t,\tilde{K}_t+1:K_t}) \quad (15)
\]
For simplicity, newly discovered objects are usually modeled as independent, i.e., the discovery part is factorized as $\prod_{k=K_r+1}^{K_1} p(z_{t,k})$. According to whether considering the relationships among objects in the propagation part, existing methods can be divided into two categories.

- In methods not considering the relationships among objects, e.g., SQAIR [36] and SILOT [43], the motions of objects are independently modeled, and the propagation part is factorized as $\prod_{k=K_r}^{K_1-1} p^p(z_{t,k} | z_{1:t-1,k})$. A common practice is to apply a recurrent neural network (RNN) to summarize the information from all previous frames. The main advantage of this modeling choice is simplicity.

- In methods considering the relationships among objects, e.g., R-SQAIR [37] and G-SWM [50], the propagation part captures the interactions of objects. To model relationships among a variable number of objects while keeping the computational cost relatively low, it is often assumed that representations of all objects in the same frame are conditionally independent given the representations in all previous frames, i.e., the propagation part is factorized as $\prod_{k=K_r}^{K_1-1} p^p(z_{t,k} | z_{1:t-1,1:K_r-1})$. The conditional distribution $p^p(z_{t,k} | z_{1:t-1,1:K_r-1})$ can be modeled using the combination of a recurrent neural network (RNN) and a graph neural network (GNN). This modeling choice is advantageous for modeling motions involving interactions among objects and is usually preferred over the above one.

IV. INFERENCE OF SCENE REPRESENTATIONS

Infering scene representations is the inverse problem of modeling visual scenes. There are two main aspects to consider. The first is the choice of inference frameworks, and the second is the choice of attention mechanisms.

A. Inference Frameworks [1]

The inference framework is usually determined by how visual scenes are modeled. Therefore, there is no need to struggle with the choice of this aspect. For methods representing visual concepts with latent variables, amortized variational inference is commonly used. For methods representing visual concepts with embeddings, the Expectation Maximization (EM) algorithm is adopted if layers are composed with spatial mixture models; otherwise, the parameters of the inference network are directly optimized by minimizing the reconstruction errors.

1) Amortized Variational Inference (VI): The goal of amortized variational inference is to estimate the posterior distribution $p(z_{0:K} | x)$ of latent variables $z_{0:K}$ using a neural network that takes the observed visual scene image $x$ as input. The estimated posterior distribution is denoted as $q(z_{0:K} | x)$ and is usually referred to as the variational distribution. The encoder network used for computing parameters of $q(z_{0:K} | x)$ and the decoder network used for decoding $z_{0:K}$ are jointly trained by optimizing the following expression

$$L_{\text{elbo}} = E_q(z_{0:K} | x) \left[ \log p(x | z_{0:K}) \right] - D_{KL}(q(z_{0:K} | x) \parallel p(z_{0:K})) \tag{16}$$

In (16), $E_q(z_{0:K} | x) \left[ \log p(x | z_{0:K}) \right]$ is the reconstruction term that encourages latent variables $z_{0:K}$ of all visual concepts to lead to accurate reconstruction of the visual scene image $x$, and $D_{KL}(q(z_{0:K} | x) \parallel p(z_{0:K}))$ is the Kullback-Leibler (KL) divergence term that regularizes the aggregated posteriors $E_{\text{post}}(x) \left[ q(z_{0:K} | x) \right]$ of all training images to be close to the prior distribution $p(z_{0:K})$. The most common practice is to transform the observed image $x$ into parameters of $q(z_{0:K} | x)$ in a feed-forward way and directly optimize (16). It is also possible to apply iterative amortized inference [81] to improve the inference accuracy or use generalized ELBO with constrained optimization (GECO) [82] to improve the quality of unconditional image generation.

2) Expectation Maximization (EM): In spatial mixture models where visual concepts are not represented with latent variables, compositional scene representations $z_{0:K}$ can be seen as parameters of the distribution $p(x | z_{0:K}) = \prod_{n=1}^{N} \sum_{l=0}^{K}\sum_{k=0}^{K} p(l_n = k | z_{0:K}) p(x_{n} | l_n = k; z_{0:K})$. Due to the multimodality of $p(x | z_{0:K})$, it is hard to infer $z_{0:K}$ by directly maximizing $\log p(x; z_{0:K})$. A commonly used solution is to iteratively maximize the Q-function $Q(z_{0:K}; z_{0:K}^{\text{old}})$, which is computed by

$$Q = \sum_{n=1}^{N} \sum_{k=0}^{K} p(l_n = k | x; z_{0:K}^{\text{old}}) \log p(x_n, l_n = k; z_{0:K}) \tag{17}$$

The optimization of (17) consists of two alternating steps, i.e., the expectation step (E-step) that estimates the posteriors $\gamma_{0:K}$ and the maximization step (M-step) that finds the representations $z_{0:K}$ that maximizes the Q-function. Due to the non-linearities of the neural networks used to transform $z_{0:K}$ into parameters of $p(x_n, l_n | z_{0:K})$, finding the optimal $z_{0:K}$ in the M-step is usually intractable. N-EM [28] provides a solution that uses neural networks to update $z_{0:K}$ based on the value of the Q-function in the M-step, and empirical results have verified its effectiveness.

3) Reconstruction Error (RE): A commonly used metric to measure the reconstruction error is the mean squared error. In this case, the objective of the learning is to minimize the following expression

$$L_{\text{re}} = \frac{1}{N} \sum_{n=1}^{N} \left\| x_n - \sum_{k=0}^{K} \pi_{k,n} a_{k,n} \right\|^2 \tag{18}$$

The minimization of (18) also has a probabilistic interpretation. By treating compositional scene representations $z_{0:K}$ as parameters of the probability $p(x; z_{0:K})$ and assuming that each pixel $x_n$ is independently distributed according to a normal distribution with $\sum_{k=0}^{K} \pi_{k,n} a_{k,n}$ as the mean vector and $\sigma_n I$ as the constant covariance matrix, minimizing (18) is equivalent to maximizing $\log p(x; z_{0:K})$.

B. Attention Mechanisms [A]

Attention mechanisms can be roughly categorized as rectangular attention and arbitrary-shaped attention. The former is easier to estimate and can be naturally combined with prior knowledge of the distribution of positions and scales of objects.
The latter can better suppress information contained in irrelevant regions if attention masks are correctly estimated and can be trained more easily because the support of the derivative with respect to attention masks is the entire image instead of local regions. In general, if the prior knowledge of positions and scales of objects is available and approximately correct, and visual scenes are simple enough to be learned well in relatively few training steps, then rectangular attention is preferred over arbitrary-shaped attention. Otherwise, the latter is preferable because they may benefit more from more training steps.

1) Rectangular Attention (R): Methods employing rectangular attention explicitly model parameters of bounding boxes of objects with variables $z_{bbox}^k$ or $z_{bbox}^{1:k}$. For each object, the parameters of the bounding box are first inferred. Then, the local region in the bounding box is cropped and used to estimate the variable $z_{attr}^k$ or $z_{attr}^{i,j}$ that characterizes intrinsic attributes of the object (e.g., shape and appearance in the canonical coordinate). Existing methods can be further divided into two categories based on the features used to estimate bounding boxes. Methods of one type use features of the entire visual scenes, while the methods of the other type divide a visual scene image into multiple local regions and estimate bounding boxes located in local regions based on local features. The main ideas of these two types of attention are shown in Fig. 6.

Global Features (G): In methods such as CST-VAE [34] and AIR [35], variables $z_{bbox}^k$ and $z_{attr}^k$ of each object are inferred alternately, and the variational distribution is factorized according to the following expression

$$q(z_{bbox}, z_{attr}) = \prod_{k=1}^{K} q(z_{bbox}^k | z_{bbox}^{1:k-1}, z_{attr}^k)q(z_{attr}^k | z_{bbox}^k)$$  \hspace{1cm} (19)$$

For each object, parameters of $q(z_{bbox}^k | z_{bbox}^{1:k-1}, z_{attr}^{1:k-1})$ can be estimated either based on the global features of the image that is initialized as the observed image $x$ and iteratively updated according to the previously inferred variables $z_{bbox}^{1:k-1}$ and $z_{attr}^{1:k-1}$ or based on the hidden states of an RNN that iteratively integrate the global features of the observed image $x$ with $z_{bbox}^{1:k-1}$ and $z_{attr}^{1:k-1}$.

The main advantage of this attention choice is flexibility. Representations of at most $K$ objects can be inferred regardless of the spatial relationships of these objects, and the computing power is adaptively allocated based on the locations of objects, i.e., regions containing more objects consume more computing power because encoder and decoder networks are executed more times in these regions. Although the usage of global features does not fully exploit the spatial invariance of objects, in cases where objects may be heavily occluded or most regions of the visual scene do not contain any object, it is recommended to estimate bounding boxes based on global features rather than local features because of significantly lower computational complexity.

Local Features (L): In methods such as SPAIR [42] and SPACE [49], each visual scene image is divided into $I \times J$ regions. Variables $z_{bbox}^{1:I,1:J}$ that parameterize bounding boxes of objects are inferred based on the local features of these regions. After inferring bounding boxes for all regions, variables $z_{attr}^{1:I,1:J}$ that characterize the intrinsic attributes of objects are extracted. Let $((i_1,j_1), (i_2,j_2), \ldots, (i_{K},j_{K}))$ denote the predefined index sequence of $I \times J$ regions, and let $S_k$ denote a subset of $\{1, 2, \ldots, k\}$. The factorization of the variational distribution is described below

$$q(z_{bbox}, z_{attr}) = \prod_{k=1}^{I \times J} q(z_{bbox}^{i_k,j_k} | z_{bbox}^{i_k,j_{k}})q(z_{attr}^{i_k,j_k} | z_{bbox}^{i_k,j_{k}})$$  \hspace{1cm} (20)$$

In methods like SPAIR [42], $S_k = \{1, 2, \ldots, k-1\} \cap \{k': (i_{k'},j_{k'}) \text{ is a neighbor of } (i_k,j_k)\}$. The inference of $z_{bbox}^{i_k,j_k}$ depends on the estimations in nearby regions that have already been inferred, and each $z_{bbox}^{i_k,j_k}$ is inferred sequentially. In methods like SPACE [49], $S_k = \emptyset$, i.e., the estimations in all regions are independent, and all the variables $z_{bbox}^{i_k,j_k}$ can be inferred in parallel. It is worth mentioning that each region is usually assigned a binary variable $z_{bbox}^{i_k,j_k}$ indicating the presence of an object in that region because some regions may not contain any object.

Methods using local features restrict the search space of bounding boxes and can better model the spatial invariance of objects. Therefore, they are more suitable for learning from high-resolution images containing lots of objects that do not overlap much. There is a simple strategy to combine the advantages of the uses of global and local features. By coarsely partitioning the image into sub-images and modeling each sub-image with (19), better spatial invariance can be achieved while retaining enough flexibility to allocate more computing power to regions containing more objects.

2) Arbitrary-Shaped Attention (A): Methods using arbitrary-shaped attention can be further classified into two categories based on the computation of attention masks. Methods in one category compute attention masks based on outputs of decoder networks, while methods in the other category compute attention masks based on similarities of local features extracted by encoder networks. The main ideas of these two types are shown in Fig. 7.

Network Outputs (N): In methods such as MONet [39], ViMON [57], and POD-Net [70], arbitrary-shaped attention masks are estimated using the combination of encoder and decoder...
networks like U-Net [83]. In methods like GENESIS [46], the representations that characterize the shape and appearance attributes of visual concepts are inferred separately, and the decoded perceived shapes serve as attention masks for inferring appearance representations. In methods like IODINE [29], compositional scene representations are iteratively refined. The perceived shapes computed based on the representations inferred in the previous step are used as one of the auxiliary inputs and act as attention masks in the inference of representations in the current step. In methods like N-EM [28] and LDP [33], which iteratively infer compositional scene representations based on the EM algorithm, the posteriors $p(z_{k,n} = l_n | x; z^{old})$ in (17) can be seen as attention masks of different visual concepts.

The main advantage of this attention choice is simplicity, i.e., attention masks can be computed in the encoding-decoding framework, which is also used to reconstruct visual scene images. The main drawback is caused by the notorious black-box nature of deep neural networks, i.e., the estimation of attention masks in this way lacks interpretability. This attention choice is a reasonable solution if neural networks with suitable inductive biases can be designed to compute attention masks.

**Feature Similarities (F):** In methods such as TBA [69] and Slot Attention [23], representations of visual concepts are estimated based on a weighted average of feature maps. The weights to perform the weighted average are computed based on the similarity among local features on the feature maps and can be seen as attention masks. In methods like GENESIS-V2 [56], attention masks are computed in a way inspired by instance coloring, which has been previously used in supervised instance segmentation. The attention mask of each visual concept is grouped regions. Furthermore, this attention choice is more related to traditional unsupervised image segmentation, which has been studied extensively for a long time before the era of deep learning and has many successful techniques in it. The major problem in applying traditional techniques is propagating gradients from attention masks to features. If this problem can be solved without significantly increasing the learning difficulty (e.g., introducing many discrete variables that are hard to optimize), computing attention masks based on feature similarities would be the top recommendation because many useful inductive biases can be added.

### V. Benchmarks

Reconstruction-based compositional scene representation learning with deep neural networks is still in the early stages of research. Different methods usually use different datasets and evaluation metrics to conduct experiments, either due to the lack of consensus benchmarks or because these methods are proposed for different problem settings. This section benchmarks the inference performance of representative methods that learn compositional representations of static visual scenes from a single viewpoint. This problem setting is the most extensively studied one and forms the foundation for more complex problem settings considering object interactions, object motions, or multiple viewpoints of visual scenes. We reimplement or unify the I/O interfaces of 10 representative methods in this problem setting. The code for creating datasets and evaluating the performance of the chosen methods is publicly available. The complexities of these methods are analyzed in the Supplementary Material, available online. Simply put, the number of network parameters does not have a strong correlation with the computational complexity. Methods employing rectangular attention usually consume less GPU memory and have lower computational complexities. Methods first randomly initializing compositional scene representation and then iteratively refining them using the information in the pixel space are more memory-intensive and computationally intensive. In the following, we first introduce the datasets used for benchmarking, then describe the evaluation metrics, and finally compare the performance of the chosen methods.

### A. Datasets

Six datasets are used to evaluate the performance of different methods. These datasets are constructed based on the

---

2For benchmarks of representative methods that learn from dynamic visual scenes, please refer to Weis et al. [57] for more details.

3An open-source toolbox is provided to reproduce the benchmark experiments. Code is available at https://tinyurl.com/5bb6nt5.
TABLE II
CONFIGURATIONS OF THE MNIST, dSPRITES, AbsScene, CLEVR, SHOP, AND GSO DATASETS

| Datasets | MNIST / AbsScene | dSPRITES | CLEVR / SHOP / GSO |
|----------|------------------|----------|---------------------|
| Splits   | Train  | Valid | Test 1 | Test 2 | Train  | Valid | Test 1 | Test 2 | Train  | Valid | Test 1 | Test 2 |
| # of Images | 50000  | 1000  | 1000  | 1000  | 50000  | 1000  | 1000  | 1000  | 50000  | 1000  | 1000  | 1000  |
| # of Objects | 2 ~ 4  | 2 ~ 4  | 2 ~ 4  | 5 ~ 6  | 2 ~ 5  | 2 ~ 5  | 2 ~ 5  | 6 ~ 8  | 3 ~ 6  | 3 ~ 6  | 3 ~ 6  | 7 ~ 10  |
| Image Size | 64 × 64 | 64 × 64 | 128 × 128 |
| Min Visible | 25%  | 25%  | 128 pixels |

MNIST [84], dSprites [85], Abstract Scene [20], CLEVR [86], SHOP VRB [87], and the combination of GSO [88] and HDRI-Haven datasets. For brevity, they are referred to as the MNIST, dSprites, AbsScene, CLEVR, SHOP, and GSO datasets, respectively. These datasets are constructed similarly to the Multi-Objects dataset [89] and additionally provide annotations of complete shapes of objects so that it is possible to assess the performance with more evaluation metrics. The configurations used to construct these datasets are described in Table II. More details are provided in the Supplementary Material, available online.

B. Metrics

Six metrics are used to quantitatively assess the performance from four aspects. The segmentation performance is measured by Adjusted Mutual Information (AMI) [90] and Adjusted Rand Index (ARI) [91]. The amodal segmentation performance is evaluated by Intersection over Union (IoU) and F1 score (F1). The object counting performance and the object ordering performance are assessed by Object Counting Accuracy (OCA) and Object Ordering Accuracy (OOA), respectively. Segmentation is the most general aspect where all the methods can be evaluated and is strongly correlated with the usefulness of compositional scene representations for downstream tasks like property prediction [92]. Two variants of AMI and ARI are used to evaluate the segmentation performance more thoroughly. AMI-A and ARI-A are computed using pixels in the entire image and measure how accurately different layers of visual concepts (including both objects and the background) are separated. AMI-O and ARI-O are computed only using pixels in the regions of objects and focus on how accurately different objects are separated. The remaining three aspects, i.e., amodal segmentation, object counting, and object ordering, have more requirements for the inference results and are not applicable to all the methods. Reconstruction error is not chosen for performance comparison because it has been shown that the performance on downstream tasks is only weakly correlated with reconstruction quality [92]. Detailed descriptions of the metrics are included in the Supplementary Material, available online.

C. Performance

The performance averaged across the six datasets is shown in Table III. In general, GMIOO [38] and MONet [39] perform best and second best, respectively. Detailed results and analyses are included in the Supplementary Material, available online. Because AIR [35] does not model the shapes of objects, and N-EM [28], IODINE [29], MONet [39], Slot Attention [23], EfficientMORL [53], and GENESIS-V2 [56] do not model the
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complete shapes of objects, the IoU and F1 scores are not evaluated for them. Because N-EM [28], IODINE [29], Slot Attention [23], and EfficientMORL [53] model visual scenes and infer scene representation both in equivariant ways (i.e., visual concepts are unordered), OOA scores are not evaluated for them. Although N-EM [28], IODINE [29], MONet [39], GENESIS [46], Slot Attention [23], EfficientMORL [53], and GENESIS-V2 [56] do not model the number of objects, objects can still be heuristically counted based on the segmentation results. The estimated number of objects is considered to be the number of segmented regions for N-EM [28] (because the background does not have a dedicated segmented region) and the number of segmented regions minus one for the other methods.

VI. LIMITATIONS OF EXISTING METHODS

With years of research, much progress has been made in reconstruction-based compositional scene representation learning with deep neural networks. However, existing methods still suffer from some limitations that hinder their usefulness in practical applications. The three main limitations are described below.

Hierarchies of Compositional Scene Representations: A notable characteristic of visual scenes is the rich hierarchical structure. The hierarchy of scene representations not only allows for better exploitation of the compositional nature of visual scenes by compositing at finer-grained levels but also allows rich relationships among visual concepts to be represented in a suitable form. Hierarchies of scene representations have been widely adopted in traditional compositional scene representation learning methods. However, only very few “deep” methods (e.g., GSGN [26]) have considered hierarchical modeling, and the effectiveness is only verified on simple synthetic images where the hierarchical structures of visual concepts are artificial.

Ability to Continuously Learn New Visual Concepts: The world is ever-changing, and new visual concepts are constantly appearing. It is desirable for compositional scene representation learning methods to support continual learning of new visual concepts and are thus capable of continuously improving the capabilities of the models. However, learning in the continual setting has been little studied in reconstruction-based compositional scene representation learning with deep neural networks. As explained in Section III-C2, although using prototype images as representations naturally supports continual learning, this representation choice has drawbacks as it is not suitable for situations where the number of object categories or the dimensionality of images is large. ADI [19] theoretically does not suffer from this problem, but its effectiveness is only verified in a simple setting involving two learning stages.

Applicability to Complex Real-World Visual Scenes: Existing methods usually use synthetic images to conduct experiments. Therefore, the effectiveness is mostly verified on relatively simple visual scenes, i.e., under conditions such as visual concepts are not difficult to reconstruct, the diversity of visual concepts is not great, and the lighting is simple and controlled. As for real-world visual scenes where lighting is not controlled and visual concepts are complex and diverse, almost all the existing methods do not perform well without modification [93]. Some rare exceptions are the recently proposed BO-QSA [24] and DINOSAUR [25], which have achieved encouraging unsupervised foreground extraction, image segmentation, and object discovery results on real-world images when using Transformer [94] as the decoder network. However, these two methods still suffer from problems such as inaccurate segmentation in the boundary regions of visual concepts. More progress is needed to exploit the potential of compositional scene representations further on complex real-world visual scenes.

VII. FUTURE DIRECTIONS

There are three main aspects of future directions. First, progress should be made in the study of representation learning methods themselves, thereby mitigating and eventually addressing the limitations mentioned in the previous section. Second, applications of compositional scene representations need to be investigated because an important purpose of learning suitable representations is to achieve better performance on downstream tasks. Last but not least, compositional scene representation learning can be combined with other tasks, thereby learning representations with better properties or higher qualities.

A. Improvements in Representation Learning

Some possible improvements are briefly described below. The first three correspond to aspects in Sections III and IV that have much room for improvement, and the remaining five relate to the limitations described in Section VI.

Class-Aware Representations with Rich Variability: As mentioned in Section III-C, compared with using representations in real vector space or a finite number of prototypes alone, the combination of these two allows for better expressiveness because the learned representations can contain categorical information (class ID without semantic label) while retaining enough flexibility to handle complex intra-class variability. One viable way is to describe categories of objects with a dictionary of prototype vectors and encode intra-class variability with variables in real vector space. GSGN [26] has made a preliminary exploration and verified the effectiveness of this idea on simple synthetic images. More research is needed to make such representations usable in practice. For example, how to learn relationships (e.g., hierarchies) of categories and how to cluster representations accurately when objects may be heavily occluded.

Modeling of Lighting Effects: Various properties of visual scenes that can be additionally modeled to increase the quality of learned representations have been described in Section III-D. Unlike these properties, lighting effects have hardly been studied. In real-world visual scenes, visual perception is greatly influenced by lighting effects. Even for a visual scene where objects are all static, the scene image may vary significantly from morning to night. Therefore, it is desirable to reduce variability in representations of visual concepts by separately modeling lighting effects. Synthesizing realistic lighting effects has been studied in computer graphics for a long time. Inspiration from this field may be drawn to help the research on compositional scene representation learning.
Additional Inductive Biases: Existing methods already have various inductive biases to help obtain desired decompositions of visual scenes, e.g., the structure of neural networks, the regularization terms in the loss function, and the heuristics used during inference of scene representations. As the complexity of visual scenes increases, more inductive biases are required to learn well [93]. Therefore, the research on additional inductive biases is important. As stated in Section IV-B2, inductive biases used in traditional unsupervised segmentation methods may be applied if employing arbitrary-shaped attention masks and computing these masks based on feature similarities. Moreover, one can also design new learning pipelines (e.g., the one used by Tangemann et al. [95]) that include suitable inductive biases to guide the discovery of objects.

Hierarchical Compositional Modeling and Inference: To learn compositional scene representations with hierarchical structures, both the modeling of visual scenes and the inference of scene representations need to be modified accordingly, and intensive research is required for them. As for hierarchical compositional modeling, one can either use the widely adopted tree structure to model visual scenes from fine-grained visual concepts to the entire scene or use a more complex and powerful structure (e.g., the And-Or graph used by Zhu et al. [14]) to model richer relationships among visual concepts at different granularities. As for hierarchical inference, in addition to inferring the representations corresponding to nodes of the hierarchical structure, it is necessary to infer the structure itself. Successful techniques in structural learning may be combined with compositional scene representation learning for hierarchical inference.

Continual Learning of Object Representations: The core of continual learning is to learn new tasks without forgetting the previously learned ones. The new tasks mentioned here are not restricted to new types of tasks. Supporting new categories or handling changes in data distributions is also considered new because the current models do not perform well on these tasks. Besides the problem of catastrophic forgetting commonly considered in the continual learning of neural networks, learning compositional scene representations in the continual setting faces new challenges, such as accurately decomposing visual scenes in the presence of novel objects. Therefore, there are many research opportunities on this problem.

Large Benchmark Datasets of Real-World Scenes: Most of the existing methods are only evaluated on synthetic datasets, and the number of data used for training is usually around 50,000 because this much data are enough for models to learn relatively well. Just as ImageNet has contributed to the rapid development of neural networks for image classification (many of them have subsequently been used as backbones in other computer vision tasks), the research on compositional scene representation learning is expected to benefit significantly from large benchmark datasets of real-world visual scenes. Because compositional scene representations can be learned via reconstruction without supervision, expensive and laborious data labeling is not needed for training data. The main difficulty in creating benchmark datasets is selecting suitable training and testing data, making these datasets widely accepted.

Combination with Large Models: The appearances and shapes of objects in real-world visual scenes are complex and rich in diversity. To encode sufficient details that might be useful for downstream tasks, neural networks with a large number of parameters are needed. In addition, an important advantage of learning via reconstruction is that massive unlabeled data can be used because no annotations are required during training. Employing large models as encoder and decoder networks is more likely to benefit from more training data and longer training time. Furthermore, efficient fine-tuning methods are actively studied in the field of large models. Successful techniques in this field may inspire better applications of compositional scene representation models to downstream tasks.

Generalization from Synthetic to Real-World Scenes: Learning compositional scene representations directly from complex real-world scenes is difficult without supervision. A promising approach to lower the learning difficulty is to first learn from synthetic visual scenes and then apply the pre-trained models to continue to learn from more complex real-world scenes. The research problems worth exploring include learning knowledge that can be seamlessly transferred from the synthetic domain to the real domain and designing loss functions that can better exploit the free annotations coming with synthetic visual scenes.

B. Applications

An appealing property of learning via reconstruction is that if the visual scene image can be perfectly reconstructed based on the extracted representations, then no information is lost in these representations. In addition, it has been shown by Dittadi et al. [96] that compositional scene representations are advantageous in that they generalize relatively well and are robust to distribution shifts of objects in many cases. Therefore, compositional scene representations learned via reconstruction have great practical potential as long as visual scenes are decomposed in a desired way and the reconstruction quality is relatively high. One viable way of applying these representations is to train a large compositional scene representation model and then use it as the pre-trained model for downstream tasks. Some potentially applicable tasks are briefly described below.

Image Classification with Better Interpretability: A critical shortcoming of deep neural networks is lacking sufficient interpretability. To alleviate this problem, various visualization methods have been proposed to help understand how decisions are made. Compared to performing image classification based on representations of the entire images, using compositional scene representations leads to better interpretability because images have already been abstracted as the composition of more understandable visual concepts (instead of the collection of pixels). Moreover, the visualization of decisions is naturally supported if one distinguishes whether visual concepts are relevant and classifies images based on relevant visual concepts only.

Amodal Panoptic Segmentation: The segmentation results obtained by all the reconstruction-based compositional scene representation learning methods are panoptic in nature because different instances of objects are distinguished, and the segmentation masks cover the entire image. If complete shapes...
of objects are modeled, then the segmentation results are both panoptic and amodal, and occluded parts of objects can be imagined by decoding the inferred representations into reconstructions of complete objects. To fine-tune the pre-trained model on the target dataset, annotations can be used in two ways. First, the mapping from compositional scene representations to segmentation masks and categories can be learned with these annotations as supervision. Second, by adding an additional supervision term in the loss function as ADI [19] has done and continuing to train on the target dataset, higher segmentation accuracy could be achieved.

Visual Question Answering and Visual Grounding: Compositional scene representations are well-suited for visual question answering because visual scenes have already been decomposed into visual concepts (the identities and attributes of different visual concepts have been distinguished), and complex spatial relationships can be encoded in the hierarchical structure of scene representations. In this way, one can focus on reasoning at the level of visual concepts rather than additionally considering learning from pixels or feature maps. The effectiveness of this idea has been demonstrated under the circumstance that the discovery of objects is performed by an object detector pretrained in the supervised setting [6], [21]. Visual grounding, whose goal is to find correspondences between regions in the image and words or phrases in the sentence describing the image, is closely related to visual question answering. It has been shown that this task also benefits from compositional scene representations learned with the help of object detectors [7], [22]. With the development of reconstruction-based compositional scene representation learning with deep neural networks, it may be possible to reduce the supervision needed for discovering objects accurately in complex real-world visual scenes. Moreover, by fine-tuning the pre-trained models on these datasets, the additional information in the texts may help to learn better scene representations.

C. Combinations With Other Tasks

Besides the applications to downstream tasks, compositional scene representation learning can also be combined with other tasks to learn representations with better properties. Two representative tasks are compositional 3D reconstruction and compositional embodied vision.

Compositional 3D Reconstruction: This task is closely related to the problem of learning compositional scene representations from multiple viewpoints. The main differences between these two are that compositional 3D reconstruction focuses more on the reconstruction quality, requires learning 3D models of objects, and does not necessarily learn from multiple viewpoints. If learning compositional scene representations along with this task, the learned representations will contain full 3D information, and images synthesized from different viewpoints will be guaranteed to be consistent (methods like MulMON [44], DyMON [51], ROOTS [58], SIMONE [54], and OCOL [55] cannot make such a guarantee). Implicit 3D representations, which have recently received more attention with the introduction of NeRF [97], are well-suited for compositional scene representation learning. A series of improvements and extensions of NeRF, such as NeRF– [98], KiloNeRF [99], GRF [100], and NeRF-VAE [101], lay the foundation for the combination of compositional scene representation learning and implicit 3D representations. ObSuRF [102] and uORF [103] have made preliminary explorations in this promising direction, and more research progress is expected.

Compositional Embodied Vision: Compared to passively learning compositional scene representations only from observational data, interacting with the environment via embodied agents allows better discovery of the physical properties of objects, which can be included in compositional scene representations and provide additional information for visual scene understanding. In addition, purposefully changing the environment via embodied agents makes it possible to obtain more targeted information from visual scenes, thereby improving learning efficiency. Moreover, embodied agents provide an efficient way to collect training data autonomously and thus reduce human involvement in data preparation. Some methods, such as COBRA [104] and Grasp2Vec [105], have preliminarily explored this direction. Future work may include imitating the development of human infants by combining compositional scene representation learning and embodied vision for learning visual perception and motor skills simultaneously.

VIII. Conclusion

Reconstruction-based compositional scene representation learning with deep neural networks has emerged in the last few years and gradually gained more attention due to its research significance. This survey has introduced the problem setting and development history of this research topic. Existing methods have been categorized in terms of the modeling of visual scenes and the inference of scene representations. Representative methods that consider the most extensively studied problem setting and form the foundation for other methods have been benchmarked on six datasets. An open-source toolbox that includes the code for creating datasets and evaluating the performance of the chosen methods has been provided to reproduce the benchmark experiments. Although existing methods still have limitations in some aspects, reconstruction-based compositional scene representation learning with deep neural networks has broad research prospects. It is believed that this research topic will continue to gain more attention in the coming years, and continuous research progresses in this topic will promote the development of more human-like artificial intelligence systems.
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