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Abstract. This paper proves almost-sharp asymptotics for small data solutions of the
Vlasov-Nordström system in dimension three. This system consists of a wave
equation coupled to a transport equation and describes an ensemble of relativistic,
self-gravitating particles. We derive sharp decay estimates using a variant of the vector-
field method introduced in previous work. More precisely, we construct modified vector
fields, depending on the solutions, to propagate $L^1$-bounds for the distribution func-
tion and its derivatives. The modified vector fields are designed to have improved
commutation properties with the transport operator and yet to still provide sufficient
control on the solutions to allow for a sharp Klainerman-Sobolev type inequality. Our
method does not require any compact support assumption in the velocity variable nor
do we need strong interior decay for the solution to the wave equation.
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1. Introduction

This paper is concerned with the asymptotic behaviour of small data solutions to the Vlasov-Nordström system in dimension three, i.e. the system

\begin{equation}
\Box \phi = m^2 \int v f \frac{dv}{\sqrt{m^2 + |v|^2}} \equiv \rho(f),
\end{equation}

\begin{equation}
T_\phi(f) \equiv T(f) - (T(\phi) v^i + m^2 \nabla^i \phi) \frac{\partial f}{\partial v^i} = (n + 1) f T(\phi),
\end{equation}

where \( m > 0 \) is the mass of particles, \( T \equiv v^\alpha \partial_{x^\alpha} \), with \( v^0 = \sqrt{m^2 + |v|^2} \), is the relativistic free transport operator, \( \Box \equiv -\partial^2_t + \sum_{i=1}^n \partial^2_{x^i} \) is the standard wave operator of Minkowski space, \( \phi \) is a scalar function of \((t, x)\) and \( f \) is a function of \((t, x, v^i)\) with \( x \in \mathbb{R}^n, v \in \mathbb{R}^n \).

A detailed introduction to this system can be found in [Cal03]. See also the classical works [Cal06; Pal06; CR04].

In [Fri04], a small data global existence in dimension three was obtained for this system, deriving in particular decay estimates in time for the wave \( \phi \) and the velocity averages of \( f \) for data of compact support. The strategy of [Fri04], similar to the strategy of [GS87] for the Vlasov-Maxwell system\(^1\), consists in using decay estimates for the velocity averages of \( f \) based on the method of characteristics and the compact support assumptions, together with representation formulae for the wave equation. In particular, no decay estimates for the derivatives of the velocity averages of \( f \) or the higher order derivatives of the wave were derived.

1.1. Vector-fields and modified-vector-fields approach. In [FJS15], we introduce a novel approach to the study of coupled systems of wave and transport equations, based on the vector-field method of Klainerman. In particular, this method allows for a systematic study of systems such as the Vlasov-Nordström system and we obtain sharp (or almost sharp) asymptotics for the solution and its derivatives in the case of either massive particles (\( m > 0 \)) in dimensions \( n \geq 4 \) or massless particles up to dimension 3.

\(^1\)See also [BD85] for the Vlasov-Poisson system.
Our strategy is based on commuting the transport equation by the complete lift \( \hat{Z} \) of the Killing fields \( Z \) of Minkowski space. By construction, the vector fields \( \hat{Z} \) are then differential operators that commute exactly with the free transport operator \( T \).

For the non-linear system, the commutation of \( T_\phi \) and \( \hat{Z} \) introduces error terms which then need to be integrable in space-time for the estimates to close. Contrary to, for instance, a non-linear wave equation of the form \( \Box \phi = Q(\partial \phi, \partial \phi) \), the transport equation (2) enjoys poor commutation properties, in the sense that commuting with any of the vector fields \( \hat{Z} \) generates error terms of the form \( (Z_{\partial \phi} \cdot \partial_{\rho} f) \). These error terms are problematic because the vector fields \( \partial_{\rho} \) do not commute\(^2\) with the free transport operator, so that they generate an extra growth which is roughly proportional to \( t \). Because of this extra growth, the techniques introduced in [FJS15] could only handle massive particles in high dimensions \((n \geq 4)\).

In fact, this difficulty is already present for the much simpler Vlasov-Poisson system. In that case, the difficulty was resolved [Smu16] by modifying the commutation vector fields, replacing the lifted vector fields \( \hat{Z} \) by some \( Y = \hat{Z} + \Phi^i \partial_{x^i} \), where the coefficients \( \Phi^i \) are functions in the variable \((t, x, v)\), depending on the solution and constructed to cancel the worst error terms in the commutator formulae. See also [HRV11] for previous results concerning sharp asymptotics for solutions of the Vlasov-Poisson system based on the method of characteristics.

In this paper, we pursue a similar strategy and in particular, construct an ”algebra” of modified vector fields, specifically designed to obey improved commutation properties with \( T_\phi \), yet to still allow for an (almost) sharp Klainerman-Sobolev inequality. As in [FJS15], we use the hyperboloidal foliation by the hypersurfaces \( H_\rho \) of constant hyperboloidal time \( \rho := \sqrt{t^2 - |x|^2} \). In particular, all the energies and norms we consider are constructed with respect to this foliation. Standard references concerning hyperboloidal foliations for wave equations are [Fri92; Fri86; Kla93]. See also the recent results [LM14; LM16; Wan16] concerning the stability of the Minkowski space for the Einstein-Klein-Gordon system.

To deal with the wave equation, we therefore consider energy norms \( \delta_N[\phi](\rho) \) obtained out of the standard energy momentum tensor integrated on \( H_\rho \). The only multiplier that we consider here is \( \partial_t \) and the only decay estimate required for \( \phi \) is given by a standard Klainerman-Sobolev inequality (associated to the hyperboloids). In particular, we only use an interior (i.e. away from the light cone) decay estimate for \( \phi \) of the type \( t^{3/2} |\phi| + t^{1/2} |\partial_t \phi| \lesssim 1 \) which is much weaker than the interior decay used for instance in [Fri04].

For the distribution function function, our norm, denoted \( E_N[f](\rho) \), is constructed out of modified vector fields \( Y \). Moreover, we actually consider weighted norms, where the extra weights are of the form \( j = t^i \frac{x^j}{|x|} - x^i \). Note that these weights are actually propagated by the linear flow, i.e. they solve \( T(j) = 0 \). The norm \( E_N[f](\rho) \) is thus constructed out of \( L^1 \)-type norms on \( H_\rho \times \mathbb{R}^3_j \) of \( j^\alpha Y^\alpha(f) \). The \( j \)-weights appear naturally in the commutator formula in conjunction with our choice of modified vector fields. We refer to Sections 3 and 5 respectively for the precise definitions of the modified vector fields and the norms used in this paper.

1.2. The main result. The main theorem of this paper establishes the stability of the trivial solution to the Vlasov-Nordström system, and provides in particular an almost sharp description of the asymptotic behaviour of the fields.

\(^2\)In the case of massless particles \( m = 0 \), the exact vector field hitting \( f \) in these error terms would be \( v^i \partial_{x^i} \), which actually commutes with the free, massless, transport operator, which explains (partly) why the massless case is much easier than the massive one. See [FJS15] for more on the massless Vlasov-Nordström system.
Theorem 1. Let $N \geq 10$. There exists an $\varepsilon_0 > 0$ so that, for any initial data $(\phi_0, \phi_1, f_0)$ on the hyperboloid $H_1$, satisfying

$$E_N[\phi_0, \phi_1] + E_{N+3}[f_0] \leq \varepsilon,$$

the unique maximal solution $(\phi, f)$ to the Cauchy problem (1) satisfying the initial conditions

$$\phi_{H_1} = \phi_0, \quad \partial_t \phi_{H_1} = \phi_1, \quad f_{H_1 \times \mathbb{R}^3} = f_0$$

is defined globally in the future of $H_1$ and verifies, for all $\rho \geq 1$,

$$E_N[f](\rho) \lesssim \varepsilon \rho^{\delta(\varepsilon)},$$
$$E_N[\phi](\rho) \lesssim \varepsilon \rho^{\delta(\varepsilon)},$$
$$E_{N-1}[\phi](\rho) \lesssim \varepsilon,$$

where $0 \leq \delta(\varepsilon) \to 0$, as $\varepsilon \to 0$.

From the above statement and Klainerman-Sobolev inequalities, one then obtains decay estimates for $\phi$ and velocity averages of $f$ (and their derivatives), which are sharp in the case of $\phi$ (since there is no loss apart from the top order energy estimate) and almost sharp for $f$, in the sense that there is a $\rho^{\delta(\varepsilon)}$ loss compared to the linear estimate. Moreover, if we allow stronger initial decay for $\phi$, then, by standard techniques, we would obtain improved interior decay that would allow us to also remove the small loss of decay for the velocity averages of $f$. It is in that sense that we obtain sharp asymptotics for this system.

1.3. Elements and difficulties of the proof.

1.3.1. Large velocities. An important aspect of Theorem 1 is that no compactness assumptions on the $v$ support of the solutions\(^{3}\) are required. The only $v$ decay that we need is that the initial norms, which are integrals in $v$ (and $x$) with polynomial weights, are bounded.

A strong advantage of compact support assumptions is that they allow for a clean separation of the characteristics associated with the wave equation (the null geodesics) and the characteristics of the distribution function (which are timelike). This means that, in that situation, when estimating products of the form $\partial Z^\alpha(\phi) Y^\beta(f)$, because of the support assumptions, one can always assume that one lies far from the light cone $t \equiv |x|$, since otherwise one must be away from the support of $f$ (for $t$ sufficiently large).

In our case, no such separation occurs. Essentially, for large $v$, $\sqrt{m^2 + |v|^2} \sim |v|$ holds, so that the characteristics of the distribution function converge in some sense to that of the wave. Using the hyperboloidal foliation, the present norms for $f$ contain the weight $v^\rho := v^\alpha n_\alpha$, where $n$ is the future unit normal to the hyperboloid. Moreover, one can prove an estimate of the form $\frac{1}{\rho v^\rho} \lesssim v^\rho$. Since a weight $t$ is stronger than a weight $\rho$, this allows us to extract more decay from the wave to estimate the above products, but at a cost of losing in powers of $v^\rho$, consistent with the fact that at large $v$ our estimates get worse. Thus, we need to carefully take into account powers of $v$ in all the equations. Looking at the structure of the transport operator on the left-hand side of (2), we notice that two different terms arise, $T(\phi) v^\rho \partial_\nu f$ and $\partial_\nu \phi \cdot \partial_\nu f$, which have different homogeneity in $v$, the second term being better in this regard. A basic application of our estimates would in fact not allow to estimate the error terms coming from this first term due to the high number of powers of $v$. Instead, the structure of this term plays an important role. A heuristic picture of this structure is the following. As discussed\(^{3}\)

\(^{3}\)We do not also assume any compact support in $x$, but we do start from some hyperboloid. To go from an initial $t = const$ slice to a future hyperboloid typically requires strong initial decay in $x$, see the discussion in [FJS15, Appendix A].
earlier, the difficulty originates in large $v$ and, at large $v$, $v^0 \sim |v|$ holds, meaning that it becomes increasingly hard to distinguish massive from massless particles. However, the vector field $v^i \partial_{\nu}$, which appears in the error terms coming from the product $T(\phi)v^i \partial_{\nu} f$, actually commutes with the massless transport operator $|v| \partial_t + v^i \partial_{\nu}$. This implies that, even though $v^i \partial_{\nu}$ does not commute with the massive transport operator, the error terms generated have strong decay properties in $v$ (they indeed contain negative powers of $v^0$).

1.3.2. Modified vector fields. It turns out that a first modification allows us to capture the aforementioned mechanism concerning the vector field $v^i \partial_{\nu}$ and provides already an improved commutator. We replace each translation $\partial_{x^\alpha}$ by a generalized translation

$$e_\alpha \equiv \partial_{x^\alpha} - (\partial_{x^\alpha} \phi) \cdot v^i \partial_{\nu}.$$  

We then replace, in each of the Killing fields and complete lifts of the Killing fields the usual translations by their generalized versions. For instance, for a Lorentz boost $\Omega_0 = t \partial_0 + x^i \partial_i$, we obtain the field $t e_0 + x^i e_i$. The use of the generalized translations then implies (see Lemma 3.1) that the resulting commutators have improved properties in terms of powers of $v$ (though still bad in terms of space-time decay). In a second step, we further modify the vector fields coming from the homogeneous vector fields (rotations, boost and scaling). If $Z$ denotes any of these fields, the modification takes the form $Y = Z + \Phi X$, where $X_i = e_i + e_0 \frac{\partial}{\partial t}$. The reason for the introduction of the fields $X_i$ is that, when applied to $\phi$, a decomposition of the form

$$X_i(\phi) = \frac{Z(\phi)}{t} + \frac{1}{t} \partial \phi,$$

holds, where the right-hand side enjoys improved decay. This is due to the overall $t^{-1}$ factor and, in the second term, the fact that the weight $3$ is one of the weights discussed above which are propagated by the linear flow. Together, this implies a strong improved decay for velocity averages of products of type $X_i(Z^\beta(\phi)Y^\alpha(f))$. Finally, the coefficient $\Phi^i$ appearing in the definition of the modified vector fields are designed to cancel the worst terms in the original commutation formula, see Lemma 3.20.

1.3.3. The $3$ weights. As explained above, our choice of modified vector fields naturally introduces the additional $3$ weights. However, in order to avoid having to estimate $L^1$ norms of $3^i Y^\alpha(f)$ in terms of $3^{g+1} Y^\alpha(f)$, which would not allow us to close the estimates, the number of weights $g$ depends on the multi-index $\alpha$. Essentially, generalized translations have better commutation properties and allow for additional $3$ weights.

1.3.4. Hierarchy. Due to the presence of weights $3$ and because of the small loss for the norm of $f$, it is important to exploit a certain hierarchy to close the estimates. For instance, despite the growth of the norm of $f$, the energy estimates for $\phi$ can still close, without any loss, up to order $N - 1$. However, this relies on a crucial integration by parts which, at top order, can no longer be used due to a lack of regularity (cf. Section 4.3). This eventually results in the growth of the top order energy for the solution to the wave equation. In the argument, it is essential that the problematic source terms in the wave equation at top order always contain $Y^\alpha(f)$ with $|\alpha|$ small (say less than $N/2$), or otherwise the top order estimate would not close. This loss at higher order is reflected in the hierarchy of norms present in the bootstrap assumptions, see Section 5.

1.3.5. $L^2$-decay estimates and $L^1$-estimates for high-low products. As in [FJS15], the present approach relies on $L^2$-decay estimates to control the velocity averages of $Y^\alpha(f)$ for $\alpha$ large. Moreover, in the analysis, we also need $L^1$-estimates on products of type $Y^\alpha(\Phi)Y^\beta(f)$ and $|Y^\alpha(\Phi)|^2 Y^\beta(f)$, in the situation when $\alpha$ is so large than one does not have access to pointwise estimates on $Y^\alpha(\Phi)$. 
1.4. Perspectives of the method and the Einstein-Vlasov system. One of the main motivations for the present paper comes from the Einstein-Vlasov system. We refer to the recent book\textsuperscript{4} [Rin13] for a thorough introduction to this system. The small data theory around the Minkowski space is still incomplete for the Einstein-Vlasov system. The spherically symmetric cases in dimension \((3+1)\) have been treated in [RR92; RR96] for the massive case and in [Da06] for the massless case with compactly supported initial data. A proof of stability for the massless case without spherical symmetry but with compact support in both \(x\) and \(v\) has been given in [Tay17b]. As in [Da06], the compact support assumptions and the fact that the particles are massless are important as they allow to reduce the proof to that of the vacuum case outside from a strip going to null infinity. Let us also refer to stability results for the Einstein-Vlasov system without symmetry assumptions in the cosmological case [Rin13], [Faj17].

We consider the present work as a first step towards a proof of stability of the Minkowski space for the massive Einstein-Vlasov system. Indeed, due to the highly non-linear structure of the Einstein equations, any precise global analysis of the solutions relies on commuting the Einstein equations and by the coupling, one is forced to estimate derivatives of velocity averages of the distribution function as well. Note that our method only uses basic energy techniques to estimate the solution to the wave equations and is therefore fully compatible with the relevant techniques used in the study of the Einstein equations. An alternative approach to the study of the stability of the Minkowski space for massive particles has been recently announced in [Tay17a].

Let us finally mention that the vector-field method introduced in [FJS15] has been extended to prove decay of massless distribution functions on Kerr black holes [ABJ16], as well as to derive decay estimates for other dispersive partial differential equations [Won17].

1.5. Overview of the paper. In Section 2, we introduce the geometric framework (the hyperboloidal foliation), as well as the basic energy estimates for distribution functions. At the beginning of Section 3, we define the vector fields used to build up our algebra of modified commutators, and derive the necessary commutation relations for the next sections. In particular, Section 3.7 contains the definition of the modified vector fields (see Lemma 3.20), in relation to the first order commutator formula stated in Proposition 3.15. The higher order commutator formula is proven in Section 3.8; a concise version of the formula is stated in Corollary 3.28. A similar formula for the wave equation is stated in Section 4. The low order formula is in Lemma 4.1 of Section 4.1; its higher order counterpart can be found in Lemma 4.4 of Section 4.2. Section 5 contains the norms (Section 5.1), and the bootstrap assumptions (Section 5.2). Pointwise estimates for the coefficients of the modified vector fields are established in Section 6, Lemmata 6.5 and 6.6. The bootstrap assumptions for the \(L^1\)-norms of the distribution functions are improved in Section 7, see Proposition 7.1. The estimates for the norms combining the distribution function, and the coefficients of the modified vector fields are in Section 8, and stated in Proposition 8.2. The \(L^2\)-estimates for the similar products containing higher order derivatives of \(f\) are proven in Section 9 (Proposition 9.13). Section 10 contains the estimates for the wave equation, based on the \(L^2\)-estimates for \(f\). The necessary Klainerman-Sobolev estimates with modified vector fields are proven in Section 11. Finally, the appendix contains an integral estimate (Appendix A) used in the sections devoted to estimate the distribution function, and a remark regarding a rescaling by \(\rho\) (Appendix B).

\textsuperscript{4}Apart from a general introduction to the Einstein-Vlasov system, the main purpose of this book is to present a proof of stability of exponentially expanding space-times for the Einstein-Vlasov system, see [Rin13].
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2. Preliminaries

We start by recalling basic facts about the $H_\rho$ foliation and its geometry already covered in [FJS15].

2.1. The hyperboloidal foliation. We introduce in that section the different sets of coordinates which are used throughout the paper.

**Cartesian Coordinates**

Fix global Cartesian coordinates $(t,x^i)$, $1 \leq i \leq 3$ on $\mathbb{R}^{3+1}$. For any $\rho > 0$, define $H_\rho$ by

$$H_\rho = \{(t,x) \mid t \geq |x| \text{ and } t^2 - |x|^2 = \rho^2\}.$$  

Note that

$$\bigcup_{\rho \geq 1} H_\rho = \{(t,x) \in \mathbb{R}^{3+1} \mid t \geq (1 + |x|^2)^{1/2}\}.$$  

The above subset of $\mathbb{R}^{3+1}$ is referred to as the future of the unit hyperboloid and denoted by $J^+(H_1)$.

On this set, we use as an alternative the following two other sets of coordinates.

**Spherical coordinates**

We first consider spherical coordinates $(r,\omega)$ on $\mathbb{R}^3$, where $\omega$ denotes spherical coordinates on the 2-dimensional spheres and $r = |x|$. Then, $(\rho \equiv \sqrt{t^2 - |x|^2}, r, \omega)$ defines a coordinate system on the future of the unit hyperboloid. These new coordinates are defined globally on the future of the unit hyperboloid apart from the usual degeneration of spherical coordinates and at $r = 0$.

**Pseudo-Cartesian coordinates**

These are the coordinates $(y^0, y^i) \equiv (\rho, x^i)$, which are also defined globally on the future of the unit hyperboloid.

For any function defined on (some part of) the future of the unit hyperboloid, we move freely between these three sets of coordinates.

2.2. Geometry of hyperboloids. The Minkowski metric $\eta$ is given in $(\rho, r, \omega)$ coordinates by

$$\eta = -\frac{\rho^2}{t^2} \left( d\rho^2 - dt^2 \right) - \frac{2\rho r}{t^2} d\rho dr + r^2 \sigma_{S^2},$$

where $\sigma_{S^{n-1}}$ is the standard round metric on the 2 dimensional unit sphere, so that for instance

$$\sigma_{S^2} = \sin \theta^2 d\theta^2 + d\phi^2.$$
in standard \((\theta, \phi)\) spherical coordinates for the 2-sphere. The 4-dimensional volume form is thus given by

\[
\frac{\rho}{t} r^2 d\rho dr d\sigma_{S^2},
\]

where \(d\sigma_{S^2}\) is the standard volume form of the 2-dimensional unit sphere. The Minkowski metric induces on each \(H_\rho\) a Riemannian metric given by

\[
ds^2_{H_\rho} = \frac{\rho^2}{t^2} dr^2 + r^2 d\sigma_{S^2}.
\]

A normal differential form to \(H_\rho\) is given by \(tdt - r dr\) while \(t \partial_t + r \partial_r\) is a normal vector field. Since

\[
\eta(t \partial_t + r \partial_r, t \partial_t + r \partial_r) = -\rho^2,
\]

the future unit normal vector field to \(H_\rho\) is given by the vector field

\[
\nu_\rho \equiv \frac{1}{\rho} (t \partial_t + r \partial_r).
\]

Finally, the induced volume form on \(H_\rho\), denoted \(d\mu_{H_\rho}\), is given by

\[
d\mu_{H_\rho} = \frac{\rho}{t} r^{n-1} dr d\sigma_{S^2}.
\]

2.3. The massive Vlasov-Nordstr"om system. We consider the Vlasov-Nordstr"om system (VNS) for particles of mass \(m = 1\) given by

\[
\Box \phi = \int f \frac{dv}{v_0} = \rho(f),
\]

\[
T_\phi(f) \equiv \mathbf{T}(f) - (\mathbf{T}(\phi)v^i + \nabla^i \phi) \frac{\partial f}{\partial v^i} = 4\mathbf{T}(\phi)f,
\]

where \(v^0 = \sqrt{1 + |v|^2}\) and \(\mathbf{T} = v^\alpha \partial_{x^\alpha}\) denotes the free transport operator and the unknowns are \(\phi \equiv \phi(t,x)\), a scalar field and \(f \equiv (t,x,v)\) a distribution function. We refer to \([\text{Cal03; FJS15}]\) for a derivation and discussion of the system. In the present paper, the variables \((t,x,v)\) take values in \(J^+(H_1) \times \mathbb{R}^3\). For data compactly supported in space and given on a \(t = \text{const}\) slice, a standard domain of dependence argument allows to reduce the problem only to this domain (see for instance \([\text{FJS15}, \text{Appendix A}]\)). We complete the system \((7), (8)\) by the initial conditions

\[
\phi|_{H_1} = \phi_0, \quad \partial_t \phi|_{H_1} = \phi_1,
\]

\[
f|_{H_1 \times \mathbb{R}^n} = f_0.
\]

2.4. The energy-momentum tensor for distribution functions. We recall here some basic facts of the energy-momentum tensor of distribution functions. Let us first define the volume form

\[
d\mu(v) \equiv \frac{dv^1 \wedge ... \wedge dv^n}{v^0} = \frac{dv}{\sqrt{1 + |v|^2}}.
\]

We then define the energy-momentum tensor as

\[
T^{\mu \nu} \equiv \int_{\mathbb{R}^n} f v^\mu v^\nu d\mu(v)
\]

and recall that

\[
\nabla_\mu T^{\mu \nu} = \int_{\mathbb{R}^n} \mathbf{T}(f)v^\nu d\mu(v).
\]

We are interested in particular in the energy density

\[
\rho(f) \equiv T(\partial_t, \partial_t) = \int_{\mathbb{R}^n} f v^0 dv
\]
as well as

\begin{equation}
\chi(f) \equiv T(\partial_t, \nu_\rho),
\end{equation}

where \(\nu_\rho\) is the future unit normal to \(H_\rho\) introduced in Section 2.2. We compute

\[
\chi(f) = \int_{v \in \mathbb{R}^n} f v_0 \left( \frac{t}{\rho} v_0 + \frac{r}{\rho} v^r \right) d\mu(v),
\]

\[
= \int_{v \in \mathbb{R}^n} f \left( \frac{t}{\rho} v^0 - \frac{x^i}{\rho} v_i \right) dv.
\]

The following lemma was proved in [FJS15].

\textbf{Lemma 2.1} (Coercivity of the energy density normal to the hyperboloids). Assuming that \(t \geq r\), we have

\begin{equation}
\chi(f) \geq \frac{t}{2\rho} \int_{v \in \mathbb{R}^n} f \left[ \left( 1 - \frac{r}{t} \right) \left( (v^0)^2 + v^r_0 \right)^2 + r^2 \sigma_{AB} v^A v^B + 1 \right] \frac{dv}{v^0}.
\end{equation}

From (12) and the divergence identity, we obtain

\textbf{Lemma 2.2}. Let \(h\) be a sufficiently regular distribution function. Let \(f\) be a sufficiently regular solution to \(T(f) = v_0 h\), defined on \(\bigcup_{\rho \in [1,P]} H_\rho \times \mathbb{R}^n\) for some \(P > 1\). Then, for all \(\rho \in [1,P]\),

\begin{equation}
\int_{H_\rho} \chi(|f|)(\rho, r, \omega) d\mu_{H_\rho} \leq \int_{H_1} \chi(|f|)(1, r, \omega) d\mu_{H_1} + \int_1^\rho \int_{H_\rho} \rho(|h|)(s, r, \omega) d\mu_{H_\rho} ds,
\end{equation}

and

\begin{equation}
\int_{H_\rho} \chi(|f|)(\rho, r, \omega) d\mu_{H_\rho} \leq \int_{H_1} \chi(|f|)(1, r, \omega) d\mu_{H_1} + \int_1^\rho \int_{H_\rho} \rho(|h|)(s, r, \omega) d\mu_{H_\rho} ds.
\end{equation}

2.5. \textbf{Notations.}

- Our convention for indices is as follows.
  - Greek letters stand for the natural numbers \(\{0, 1, 2, 3\}\);
  - Latin letters, from the letter \(i\) stand for the natural numbers \(\{1, 2, 3\}\);
  - Latin letters, from the letter \(a\) to the letter \(g\) stand for the natural numbers \(\{0, \ldots, 10\}\). These typically label vector fields within our ordered algebra of commutation vector fields.
- Einstein summation convention: We use the Einstein summation convention both for coordinates indices and labels of the vectors.

2.6. \textbf{Good symbols.} It is convenient to work with the following notion of \textit{good symbols}.

\textbf{Definition 2.3}. A function \(c\) on \(J^+(H_1) \times \mathbb{R}^3\) is a good symbol if \(c\) is a smooth bounded function and for all \((p, q, r)\) a triplet of nonnegative integers, there exists a constant \(C\) such that for all \((t, x, v)\) in \(J^+(H_1) \times \mathbb{R}^3\),

\[
|\partial^p_t \partial^q_x \partial^r_v c| \leq Ct^{-p-q(v^0)^r}.
\]

\textbf{Remark 2.4}. Examples of good symbols that appear in the text are

\[
\frac{1}{v^0}, \quad \frac{1}{t}, \quad \frac{\rho}{t}, \quad \frac{3}{tv^0}
\]

where \(3 \in \mathcal{S}\) is introduced in Section 3.3.
2.7. Klainerman-Sobolev inequalities for the wave equation in the hyperboloidal foliation. We use the following estimates, obtained for instance in [FJS15], Proposition 4.12. We denote by $\eta$ the Minkowski metric on $\mathbb{R}^4$.

**Proposition 2.5** (Klainerman-Sobolev inequality for the wave equation using the hyperboloidal foliation). For any sufficiently regular function $\psi$ of $(t,x)$ defined on $J^+(H_\rho)$, let $E_2[\psi](\rho)$ denote the energy

$$E_2[\psi](\rho) = \sum_{|\alpha| \leq 2} \int_{H_\rho} T[Z^\alpha[\psi]](\partial_t, \nu_\rho) d\mu_\rho,$$

where the vector fields $Z$ are the standard Killing fields of the Minkowski space, and $T[\psi]$ is the energy-momentum tensor for solutions to the wave equation:

$$T[\psi] = d\psi \otimes d\psi - \frac{1}{2} \eta(\nabla \psi, \nabla \psi) \eta.$$

Then, for all $(t,x)$ in the future of the unit hyperboloid,

$$|\partial \psi|(t,x) \lesssim \frac{1}{t(1 + t - |x|)^{1/2}} E_2^{1/2}[\psi](\rho(t,x)).$$

Moreover, we also have

**Lemma 2.6.** Let $\psi$ be such that $E_2[\psi](\rho)$ is uniformly bounded on $[1,P]$, for some $P > 1$. Assume moreover that $\psi\big|_{\rho=1}$ vanishes at $\infty$. Then $\psi$ satisfies, for all $(t,x)$ in $J^+(H_1)$,

$$|\psi(t,x)| \lesssim \sup_{[1,P]} \left[ E_2^{1/2}[\psi] \right] \frac{(1 + u)^{1/2}}{t},$$

where $u = t - |x|$.

3. The commutation vector fields

The main norm we use for the distribution function $f$ is constructed out of (weighted) $L^1$-type norms for $Y^\alpha(f)$, where the $Y^\alpha$ are differential operators of order $|\alpha|$ obtained as a combinations of $|\alpha|$ vector fields in $\mathbb{Y} \cup \mathbb{E}$ ($\alpha$ denotes some multi-index, cf. definition of $\mathbb{Y}$ and $\mathbb{E}$ below). These vector fields are divided into different sets corresponding to their commutation properties with the transport operator and additional weights. We introduce these vector fields in the following. We consider first the so-called generalized translations,

$$e_\mu \equiv \partial_\mu - (\partial_\mu \phi)v^i \partial_{v^i}, \quad \mu \in \{0, 1, 2, 3\},$$

where $\phi$ denotes the solution of the wave equation in the VNS. We denote the set of generalized translations by

$$\mathbb{E} = \{e_0, \ldots, e_3\}.$$

As a second set we consider vertical auxiliary vector fields

$$V_i \equiv \partial_{v^i}, \quad i \in \{1, 2, 3\},$$

and

$$W \equiv v^i \partial_{v^i}.$$

Interestingly, these two sets of vector fields appear mutually in the respective commutator with the transport operator $T_\phi$. In this notation, the transport operator reads

$$T_\phi = v^\alpha e_\alpha - (\nabla v^\phi) V_i.$$

We state the commutators explicitly.
Lemma 3.1.

\[
[T_\phi, e_\mu] f = \partial_\mu (\nabla^i \phi) V_i f + (\partial_\mu \phi) \left[ -\frac{1}{v^0} e_t f + T_\phi f + 2 \nabla^i \phi V_i f \right]
\]

(24) \[
[T_\phi, V_i] f = -\frac{v^i}{v^0} e_t f - e_i f + (T_\phi) V_i f
\]

\[ [T_\phi, W] f = \frac{1}{v^0} e_t f - T_\phi f - 2 (\nabla^i \phi) V_i f \]

It is useful to have the following mutual commutators of the vector fields at hand.

Lemma 3.2.

\[
[e_\alpha, e_\beta] f = 0
\]

(25) \[
[V_i, V_j] f = 0
\]

\[ [V_i, e_\alpha] f = -\partial_\alpha (\phi) V_i
\]

\[ [W, e_\alpha] f = 0
\]

\[ [V_i, W] f = V_i f
\]

3.1. The \(X_i\) vector fields. We define a certain combination of the generalized translations by

(26) \[
X_i \equiv e_i + \frac{v^i}{v^0} e_t
\]

and denote the set of these fields by

(27) \[
X = \{X_1, X_2, X_3\}
\]

Remark 3.3. Noticing that for a Lorentz boost \(Z_i = \Omega_{0i} = t \partial_{x^i} + x^i \partial_t\) and a weight \(z_i = \frac{v^i}{v^0 - x^0} \cdot \Omega_{0i}\),

\[
\frac{Z_i}{t} + \frac{v^i}{v^0} \partial_t = \partial_{x^i} + \frac{v^i}{v^0} \partial_t
\]

holds, we obtain that

\[
X_i = \frac{Z_i}{t} + \frac{v^i}{v^0} e_0,
\]

where we denote by \(Z_i\) the \(Z_i\) with translations replaced by generalized translations (see next section).

The corresponding commutator with the transport operator reads as follows.

Lemma 3.4.

\[
[T_\phi, X_i] = X_i (\nabla^j \phi) V_j + X_i (\phi) \left[ -\frac{1}{v^0} e_t + T_\phi + 2 \nabla^j \phi V_j \right]
\]

\[
+ T_\phi \left( \frac{v^i}{v^0} \right) e_t
\]

\[
= X_i (\nabla^j \phi) V_j + X_i (\phi) \left[ -\frac{1}{v^0} e_t + T_\phi + 2 \nabla^j \phi V_j \right] - \frac{1}{v^0} \left( \frac{v^j}{v^0} \partial_t + \partial_{x^i} \right) (\phi) e_t
\]

\[
= X_i (\nabla^j \phi) V_j + X_i (\phi) \left[ -\frac{1}{v^0} e_t + T_\phi + 2 \nabla^j \phi V_j \right] - \frac{1}{v^0} X_i (\phi) e_t
\]
3.2. \textbf{Modified vector fields.} Instead of commuting with the vector fields associated to the free transport operator \( T = v^\alpha \partial_x^\alpha \), we modify those vector fields to improve the commutation relation with the perturbed transport operator \( T_\phi \). The generalized translations \( e_a \) and the \( X_i \) are already modified vector fields, but with an explicit modification (in terms of \( \phi \)). In the following we define the rest of the modified vector fields. Let \( P \) be the Poincaré algebra of Minkowski space
\[
P = \{ \partial_\alpha, \Omega_{\alpha\beta} \}
\]
and let \( K \) be the extended algebra obtained by adding the scaling vector field

\[
K = \{ \partial_\alpha, \Omega_{\alpha\beta}, x^\alpha \partial_x^\alpha \}.
\]

We consider this set to be an ordered set labelled from 0 to 10. The scaling is labelled by 0, the Lorentz boosts \( \Omega_{0i} \) with the label corresponding to \( i \), the rotations from 5 to 7, and the translations from 7 to 10. Given a vector field \( X \), we denote by \( \hat{X} \) its complete lift\(^5\) given in coordinates by
\[
\hat{X} = X^i \partial_{x^i} + v^\alpha \partial X_i \partial x^\alpha \partial v_i.
\]

Let \( \hat{K} \) be the set containing the scaling vector field and the complete lifts of the elements in \( P \). We order \( \hat{K} \) accordingly to \( K \). The set of vector fields which we further modify is
\[
\hat{K} = \{ \hat{\Omega}_{\alpha\beta}, x^\alpha \partial_x^\alpha \},
\]
where it is important to note that the rotations and hyperbolic rotations are lifted and then corrected, while the non-lifted scaling is directly corrected. First, we replace in each of the above vector fields, the translations by generalized translations. Given \( Z \in \hat{K} \), we denote by \( Z \) the resulting vector field obtained after this transformation. For instance, for the Lorentz boosts \( \Omega_{0i} = Z_i \),
\[
Z_i = t e_i + x^i e_0.
\]

For \( i \in \{4, \ldots, 10\} \), we define the \( i \)-th modified vector field by
\[
Y_i \equiv \hat{Z}_i + \Phi^j_i X_j,
\]
where \( \hat{Z}_i \) is the complete lift of the \( i \)-th field where in addition the translations are replaced by the generalized translations as above and where the \( \Phi^j_i \) are coefficients we determine below. In particular, for hyperbolic rotations and for rotations
\[
Y_a \equiv t e_i + x^i e_t + v^0 \partial_{v^i} + \Phi^k_a X_k,
\]
\[
Y_b \equiv x^i e_j - x^j e_i + v^i \partial_{v^j} - v^j \partial_{v^i} + \Phi^k_b X_k,
\]
respectively. Similarly, for the scaling we define
\[
Y_0 \equiv x^\alpha e_\alpha + \Phi^k_0 X_k.
\]

The set of modified vector fields containing the extra \( \Phi \) coefficients is denoted by
\[
\mathcal{Y} \equiv \{ Y_0, \ldots, Y_7 \}.
\]

Note that for any \( Y_i \in \mathcal{Y} \)
\[
Y_i(f) = \hat{Z}_i(f) + Z_i(\phi) W f + \Phi^j_i X_j(f).
\]

\(^5\)See for instance [FJS15] for a presentation of complete lifts.
3.3. Weights. We consider the following set of weights

\[ \mathcal{Z} = \left\{ \frac{t v^i - x^i v^0}{v^0}, \frac{x^j v^i - x^i v^j}{v^0} \right\}_{1 \leq i < j \leq 3}. \]

One easily verifies that

**Lemma 3.5** (Commutation between weights and the transport operator). Let \( \mathfrak{z} \in \mathcal{Z} \), then

\[ [T_\phi, \mathfrak{z}] = -T_\phi \mathfrak{z} - Z_\phi - \left( \frac{v^0 T_\phi}{v^0} \right) \mathfrak{z}. \]

**Proof.** The proof of this lemma is elementary. Recall

\[ \frac{\partial_{v^i}}{v^0} = \frac{v_i}{v^0}, \text{ and } T_\phi(v^0) = \frac{v^0 T_\phi}{v^0} - \partial_{v^i} \phi; \]

hence, one has, for a Killing vector \( Z \),

\[ T_\phi(Z^\alpha v_\alpha) = -\left( \nabla^i \phi + T_\phi(v^i) \right) \partial_{v^i} (Z^\alpha v_\alpha) \]

\[ = -\nabla^i \phi \left( -Z^0 \frac{v_i}{v^0} + Z_i \right) - T_\phi(v^i) \left( -Z^0 \frac{v_i}{v^0} + Z_i \right) \]

\[ = -Z_\phi + Z^0 \left( \partial_{x_i} \phi + \partial_{x_i} \phi \frac{v^i}{v^0} \right) - T_\phi \left( -Z^0 \frac{(v^0)^2 - 1}{v^0} + v^i Z_i \right) \]

\[ = -Z_\phi - T_\phi \mathfrak{z}. \]

The above lemma also holds for the weights \( v^\alpha \):

\[ [T_\phi, v^\alpha] = -T_\phi v^\alpha - \partial_{v^\alpha} \phi. \]

**Lemma 3.6** (Commutation between weights and modified vector fields). Let \( Y \in \mathcal{Y} \) and \( \mathfrak{z} \in \mathcal{Z} \), then

\[ Y(\mathfrak{z}) = c_1 \cdot \left[ \Phi \cdot \left( 1 + \partial \phi \cdot \frac{q_1(x^\mu)}{(v^0)^2} \right) \right] + c_2 \cdot p_1[\mathfrak{z}] + c_3 \cdot \frac{Z_\phi}{(v^0)^2} \cdot q_2(x^\mu). \]

Here, we denote by \( c_1, c_2, c_3 \) good symbols and by \( p_1, q_1, q_2 \) homogeneous polynomials of first order.

**Proof.** The formula follows from a direct computation. \( \square \)

**Remark 3.7.** Below, the formula is exploited in the form

\[ \partial \phi \cdot Y(f) = \partial \phi \cdot (\Phi + p_1[\mathfrak{z}]) f + \partial \phi \cdot \mathfrak{z} Y f + R, \]

up to multiplications by good symbols, and the remainder \( R \) contains terms that we consider as cubic or higher order terms (cf. discussion below).

3.4. Cubic terms and lower order terms. In what follows, we systematically decompose all the error terms into terms that have a bad behaviour either from the point of view of decay or from the point of view of regularity and terms, which, for the problem at hand, have a better behaviour, in the sense that they decay faster and do not pose any regularity problems. We refer to these terms as cubic terms and, typically, do not write them down explicitly. Those contain elements of the forms

\[ (\partial \phi)^2 f \text{ or } (Z \phi)^2 f \text{ or } (Z \phi) \partial \phi f, \]

as well as the equivalent terms depending on the derivatives of \( f \) and \( \phi \). We emphasize that these cubic terms are not only better with respect to decay, but also in terms of regularity (so that they do not prevent from closing the estimates at top order).
For simplicity, we also sometimes refer to lower order terms when an expression contains several terms depending on φ and its derivatives to denote certain terms containing few derivatives of φ (or none) and that do not have worse decay that the other terms. For instance, for any Killing vector field \( Z \), \( \frac{1}{1+r} Z(\phi) \) is lower order compared with \( \partial Z(\phi) \) because it has better regularity and the same decay. We often keep explicitly only the less regular term in that case in order to have a presentation as concise and relevant as possible.

3.5. Action of vector fields on good symbols. We collect a number of auxiliary formulae, which are relevant in computations below beginning with a formula for the action of the elements of \( K \) (28) on the function \( u = t - |x| \).

**Lemma 3.8.** Let \( Z \in K \), then
\[
Zu^{-1} = cu^{-1}, \quad \partial_{x^i} u^{-1} = c'u^{-2}.
\]
where \( c \) and \( c' \) are good symbols depending only on \((t, x)\).

The action of a modified field on a good symbol is given in the following lemma.

**Lemma 3.9.** Let \( Y \in \mathcal{Y} \) and let \( c \) be a good symbol, then
\[
Yc = c_1 + c_2 \cdot \frac{\phi}{t + r},
\]
where \( c_1 \) and \( c_2 \) are good symbols.

3.6. Commutators of modified vector fields. We consider the commutator of the modified algebra of vector fields, \( \mathcal{Y} \), and generalized translations, \( E \). We first state a preparatory lemma for the vector fields denoted by \( Z \), where translations are replaced by generalized translations.

**Lemma 3.10.** Let \( Z \in K \). Then, there exist constant coefficients \( a^\mu_{Z\beta} \) such that
\[
[Z, e_\beta] = a^\mu_{Z\beta} e_\mu,
\]
where \( Z = Z - Z(\phi)V_i \).

**Proof.** We do the proof for \( Z = t\partial_{x^i} + x^i\partial_t \) and \( \beta = j \), the other cases being similar. Recall that
\[
Z = \begin{pmatrix} e_0 \end{pmatrix} + x^i e_i,
\]
\[
[e_\mu, e_\alpha] = 0.
\]
Thus,
\[
[Z, e_j] = [t e_i + x^i e_t, e_j] = -e_j(x^i) e_t = -\delta^i_j e_t.
\]

Next, we derive a preparatory lemma for the vector fields where in addition to the previous case the complete lifts are considered.

**Lemma 3.11.** Let \( Z \in K \). Let \( \tilde{Z} \) be the complete lift of \( Z \) and \( \tilde{Z} = \tilde{Z} - Z(\phi)\psi^i \partial_{\psi^i} \). Then, there exist constant coefficients \( a^\mu_{Z\beta} \) and \( b^i_{Z\beta} \) such that
\[
[\tilde{Z}, e_\beta] = a^\mu_{Z\beta} e_\mu + b^i_{Z\beta} \frac{\partial_{\psi^i}}{\psi^i} V_i.
\]

**Proof.** This follows from \( [\psi^0 \partial_{\psi^i}, \psi^i \partial_{\psi^i}] = \frac{1}{\psi^0} \partial_{\psi^i} \).
For the commutators of elements in $X$ and generalized translations we have the following lemma.

**Lemma 3.12.** For any $i, \beta$,

$$[X_i, e_\beta] = -\partial_\beta(\phi) \frac{v^i}{(v^0)^3} e_t,$$

where $X_i \in X$.

**Proof.**

$$[X_i, e_\beta] = [e_i + \frac{v^i}{v^0} e_t, e_\beta] = -e_\beta \left( \frac{v^i}{v^0} \right) e_t = -\partial_\beta(\phi) \frac{v^i}{(v^0)^3} e_t.$$

□

Finally, we obtain a commutator lemma for the modified fields $Y \in Y$ and the generalized translations.

**Lemma 3.13.** Let $Z \in K$ and denote by $Y_\alpha = \hat{Z}_\alpha + \Phi_\alpha X_\alpha$, the corresponding modified vector field. Then, $[Y, e]$ can be written as a linear combination (with coefficients which are good symbols) over the set of vector fields

$$\{e_\mu, \frac{\partial \phi}{v^0} V_i, e(\Phi)e, \Phi \partial \phi v^0 e_f, \Phi \frac{1}{(v^0)^2} e_f, \Phi \cdot \Phi \frac{1}{v^0} p(\partial Z \phi, (1 + u)^{-1} \partial \phi) Y_f, \Phi \cdot \Phi \frac{1}{v^0} p(\partial Z \phi, (1 + u)^{-1} \partial \phi) e_f \}.$$

**Remark 3.14.** Note that in view of Lemma 6.6, it follows that the worst terms, $e(\Phi)e$, in the above commutator formula, only add a growth of the order $\sqrt{\varepsilon} \ln \rho$. This implies that the order in which one applies $Y$ or $e$ does not matter in the estimates to follow. Note that in the sequel the energy for the distribution function contains all possible permutations (at the order $N$) of $Y$ and $e$, so that the issue of the commutation does actually not occur.

### 3.7. First order commutator formula.

The purpose of this section is to establish a formula for the commutator of elements in $Y$ or generalized translations with $T_\phi$. The following commutator formula holds.

**Proposition 3.15.** Let $Y \in Y$, then the commutator

$$[T_\phi, Y]f$$

can be written as a linear combination over elements of the set

$$\left\{ \sum_{|\alpha| \leq 1} \frac{\Phi^\alpha}{v^0} p(\partial Z \phi, (1 + u)^{-1} \partial \phi) Y_f, \sum_{|\alpha| \leq 1} \frac{\Phi^\alpha}{v^0} p(\partial Z \phi, (1 + u)^{-1} \partial \phi) e_f, \right.$$

$$\frac{\Phi \cdot \cdot \Phi}{v^0} (1 + \mathcal{J}) p(\partial Z \phi, \partial \phi) Y_f, \frac{\Phi \cdot \cdot \Phi}{v^0} e_f, \frac{\Phi}{v^0} e_f, \frac{\Phi}{v^0} e_f \right\},$$

up to cubic or lower order terms; with coefficients which are all good symbols and where the $p$ are homogeneous first order polynomials of degree 1 (i.e. linear functions of their arguments), $\Phi$ denotes a generic coefficient appearing in (29) and $\mathcal{J}$ denotes a generic weight as introduced in (34). Moreover, if $e \in E$, then the commutator

$$[T_\phi, e]f$$
can be written as a linear combination of elements in the set

\[(44) \quad \left\{ \frac{\partial^2 \phi}{v \partial t} Y f, \frac{t}{v \partial t} \partial^2 \phi e f, \frac{\Phi}{v \partial t} \partial^2 \phi e f, \frac{\partial \phi}{v \partial t} e f \right\} \]

up to cubic or lower order terms with coefficients as in the above case.

**Proof of Proposition 3.15.** We start from the following commutation formula which can be easily checked.

**Lemma 3.16.** The following identity holds, for all vectors \( \hat{Z}_a \) in \( \hat{\mathbb{K}} \),

\[(45) \quad [T_\phi, \hat{Z}_a] f = (T(Z_a \phi)) W f + q_a^{j \beta}(v/v_0)(\partial_{x^j} \phi) V_j f + p_a^{j \beta}(v/v_0)(\partial_{x^j} Z_b \phi) V_j f, \]

where the \( q_a^{j \beta} \) and the \( p_a^{j \beta} \) are homogeneous polynomials of degree at most one.

The first term in the previous commutator is a priori the worst, because it has stronger \( v \) weights (included in both \( T \) and \( W \)). It can be removed if we replace in \( \hat{Z}_a \) the standard translations with the generalized translations which leads to the following first improvement.

**Lemma 3.17.** Let \( \hat{Z} \) be a vector field in \( \hat{\mathbb{K}} \), and consider the field \( Z \), where the translation have been replaced by generalized translations. The following commutator formula holds:

\[
[T_\phi, \hat{Z}_a] f = q_a^{j \beta}(v/v_0)(\partial_{x^j} \phi) V_j f + p_a^{j \beta}(v/v_0)(\partial_{x^j} Z_b \phi) V_j f - Z_a(\phi) \left( \frac{1}{v_0} e_t f - 2(\nabla^i \phi) V_i f \right) + C
\]

where the \( q_a^{j \beta} \) and the \( p_a^{j \beta} \) are homogeneous polynomials of degree at most one and \( C \) denotes cubic terms.

**Remark 3.18.** We use the formula of the lemma in the form

\[(46) \quad [T_\phi, \hat{Z}_a] f = \sum_{|\alpha| \leq 1} b_{a,\alpha} (\partial Z^\alpha(\phi), V f) - Z_a(\phi) \frac{1}{v_0} e_t f + C,
\]

where the \( b_{a,\alpha} \) are bilinear forms with coefficients which are good symbols.

**Proof.** Recall first that \( \hat{Z}_a f = \hat{Z}_a f - Z_a(\phi) W f \).

Thus, we have

\[
[T_\phi, \hat{Z}_a - Z_a(\phi) W f ] f = [T_\phi, \hat{Z}_a] f - Z_a(\phi)[T_\phi, W] f - T(Z_a(\phi)) W f
\]

\[
= (T(Z_a(\phi))) W f + q_a^{j \beta}(v/v_0)(\partial_{x^j} Z_b \phi) V_j f + q_a^{j \beta}(v/v_0)(\partial_{x^j} \phi) V_j f
\]

\[
- Z_a(\phi) \left( \frac{1}{v_0} e_t f - T_{\hat{Z}_a} f - 2(\nabla^i \phi) V_i f \right) - T(Z_a(\phi)) W f
\]

\[
= q_a^{j \beta}(v/v_0)(\partial_{x^j} \phi) V_j f + p_a^{j \beta}(v/v_0)(\partial_{x^j} Z_b \phi) V_j f
\]

\[
- Z_a(\phi) \left( \frac{1}{v_0} e_t f - 2(\nabla^i \phi) V_i f \right) + C.
\]

\[\square\]

We now use that \( (1 + u) \partial_t h = \frac{1}{t + \tau} S - \frac{\tau}{t + \tau} \Omega_0 + \partial_t = \sum_{\alpha=1} a_\alpha Z^\alpha \) with the \( a_\alpha \) being good symbols to replace the \( e_0(f) \). One easily checks that in fact

\[(1 + u) e_0 = \sum_{\alpha=1} a_\alpha Z^\alpha\]
so that we have

**Lemma 3.19.** Let \( \hat{Z} \) be a vector field in \( \mathbb{R}^n \), and consider the field \( Z \), where the translation have been replaced by generalizations of translations. There exist good symbols \( a_\alpha \) such that

\[
[T_\phi, \hat{Z}_a]f = \sum_{|\alpha| \leq 1} b_{a,\alpha} (\partial Z^\alpha(\phi), V) f + \frac{Z_a(\phi)}{v^0(1 + u)} \sum_{\alpha=1} a_\alpha Z^\alpha(f) + C,
\]

We finally complete the vector field \( \hat{Z}_a \) using the \( \Phi^i_\alpha \)'s coefficients, and states the equations satisfied by the laters.

**Lemma 3.20.** Assume that, for \( \alpha = 0, 1, 2, 3 \),

\[
T_\phi (\Phi^i_\alpha) = -\frac{t}{v^0} \left( \sum_{|\alpha| \leq 1} b_{a,\alpha}^i \partial Z^\alpha(\phi) + \frac{Z_a(\phi)}{1 + u} \cdot a^i \right),
\]

where \( b_{a,\alpha}^i \), the coefficients of \( b_{a,\alpha} \), and \( a^i \) are as in (47). Then, the following exact commutator formula holds, for \( Y \in \mathbb{Y} \):

\[
[T_\phi, Y_a]f = \sum_{|\alpha| \leq 1} s_{a,\alpha} \partial Z^\alpha(\phi) \frac{1}{v^0} \left( Y_j f - \Phi^j_\alpha X_k f \right) + \frac{Z_a(\phi)}{v^0(1 + u)} (a_0 (Y_0 f - \Phi^0_\alpha X_i f) + a_8 e_f) + \Phi^i_\alpha \left( X_i (\nabla \phi) \frac{1}{v^0} \left( Y_j f - Z_j f - \Phi^j_\alpha X_k f \right) + \frac{X_i(\phi)}{v^0} e_0 f \right) + \left( \sum_{|\alpha| \leq 1} s_{a,\alpha} \partial Z^\alpha(\phi) + \frac{Z_a(\phi)}{1 + u} a^i \right) \left( \frac{\partial}{\partial z^0} \right) f + C.
\]

**Proof.** Recall first that

\[
Y_a = \hat{Z}_a + \Phi^j_\alpha X_i = \hat{Z}_a + \Phi^i_\alpha \left( e_i + \frac{v^i}{v^0} e_0 \right).
\]

Hence, we obtain

\[
[T_\phi, Y_a]f = [T_\phi, \hat{Z}_a]f + [T_\phi, \Phi^i_\alpha X_i] f = [T_\phi, \hat{Z}_a]f + \Phi^i_\alpha [T_\phi, X_i] f + T_\phi (\Phi^i_\alpha) X_i f.
\]

Recall that from Lemma 3.4, we have

\[
[T_\phi, X_i] = X_i(\nabla^j \phi) V_j + X_i(\phi) \left[ -\frac{1}{v^0} e_i + T_\phi + 2 \nabla^j \phi V_j \right] - \frac{1}{v^0} X_i(\phi) e_i.
\]

Together with the previous lemma, this gives

\[
[T_\phi, Y_a]f = \sum_{|\alpha| \leq 1} b_{a,\alpha}^i \partial Z^\alpha(\phi) V_i f - Z_a(\phi) \left( \frac{1}{v^0} e_i f - 2(\nabla \phi). V f \right) + C
\]

\[
+ \Phi^i_\alpha \left[ X_i(\nabla^j \phi) V_j + X_i(\phi) \left[ -\frac{1}{v^0} e_i + T_\phi + 2 \nabla^j \phi V_j \right] - \frac{1}{v^0} X_i(\phi) e_i \right]
\]

\[
+ T_\phi (\Phi^i_\alpha) X_i f.
\]
In (50), the $X_i$ of in the last term is now expanded as follows:

$$ T(\Phi^j_a) X_i f = T(\Phi^j_a) \left( \frac{Z_i}{t} + \frac{3_i e_0}{t} \right) f. $$

Finally, $e_0$ is substituted as follows, up to lower order terms and good symbols:

\begin{align*}
Z_a \phi e_0 &= \frac{Z_a \phi}{1 + u} S + \frac{Z_a \phi}{1 + u} \Omega_{\phi i} + \frac{Z_a \phi}{1 + u} e_0 \\
&\quad + \frac{a_0 Z_a \phi}{1 + u} (Y_0 - \Phi^i_0 X_i f) + \frac{a_i t Z_a \phi}{1 + u} Z_i \frac{Z_i}{t} + \frac{a_8 Z_a \phi}{1 + u} e_0.
\end{align*}

The last manipulation is the elimination of the term $V_j f$ by

\begin{equation}
V_j f = \frac{1}{v^0} \left( Y_j f - Z_j f - \Phi^k_0 X_k f \right).
\end{equation}

We now substitute in Equation (50)

\begin{align*}
[T(\phi), Y_a] f &= \sum_{|\alpha| \leq 1} b_{a, \alpha}^i \partial_x \phi Z^\alpha(\phi) \frac{1}{v^0} \left( Y_i f - Z_i f - \Phi^k_0 X_k f \right) + C \\
&\quad + \frac{Z_a \phi}{v^0(1 + u)} \left( a_0 (Y_0 f - \Phi^i_0 X_i f) + a_8 e_0 f \right) \\
&\quad + \frac{Z_a \phi}{v^0(1 + u)} a_i t Z_i \frac{Z_i}{t} \\
&\quad + \Phi^i_a \left( X_i (\nabla \phi) V_j + X_i (\phi) \left[ - \frac{1}{v^0} e_t + T(\phi) + 2 \nabla \phi V_j \right] - \frac{1}{v^0} X_i (\phi) e_0 \right) f \\
&\quad - T(\phi) \left( \frac{Z_i}{t} + \frac{3_i e_0}{t} \right) f.
\end{align*}

Finally, using (48) on $\Phi_i$, we are left with

\begin{align*}
[T(\phi), Y_a] f &= \sum_{|\alpha| \leq 1} b_{a, \alpha}^i \partial_x \phi Z^\alpha(\phi) \frac{1}{v^0} \left( Y_i f - \Phi^k_0 X_k f \right) + C \\
&\quad + \frac{Z_a \phi}{v^0(1 + u)} \left( a_0 (Y_0 f - \Phi^i_0 X_i f) + a_8 e_0 f \right) \\
&\quad + \Phi^i_a \left( X_i (\nabla \phi) V f + \frac{X_i \phi}{v^0} e_0 f + C \right) \\
&\quad - T(\phi) \left( \frac{Z_i}{t} + \frac{3_i e_0}{t} \right) f,
\end{align*}

and substituting $V$ by (53) ends the proof of the Lemma.

$\square$

End of the proof of Proposition 3.15. We now need to sort the terms of the commutator expression contained in Lemma 3.20. We need to analyse each of the terms listed below.
to understand the commutator with the vector $Y$:

\[
\Phi \frac{\partial Z^\alpha(\phi)}{v^0} Y f, \quad \frac{\partial^2 Z^\alpha(\phi)}{v^0} \Phi f \Phi_k X_k f
\]

\[
\frac{Z_a \phi}{v^0(1 + u)} Y_0 f, \quad \frac{Z_a \phi}{v^0(1 + u)} \Phi_i X_i(f), \quad \frac{Z_a \phi}{v^0(1 + u)} e_f
\]

\[
\Phi^a_i X_i(\nabla \phi) Y f, \quad \Phi^a_i X_i(\nabla \phi) Z f, \quad \Phi^a_i X_i(\nabla \phi) \Phi^k X_k f, \quad \Phi^a_i X_i(\nabla \phi) e_0 f
\]

\[
\frac{\partial^2 Z^\alpha(\phi)}{v^0} \Phi_i \Phi_j X_i \Phi_j X_j f, \quad \frac{\partial^2 Z^\alpha(\phi)}{v^0} \Phi_i \Phi_j X_i \Phi_j X_j f
\]

The next step consists in inserting the expression for $X_i$ in terms of the weight:

\[X_i = \frac{Z_i}{t} + \frac{3}{t} e_0 f,\]

so that, removing the indices, the list of terms extends to:

\[
\frac{\partial Z(\phi)}{v^0} Y f, \quad \Phi \frac{\partial Z(\phi)}{v^0} Z f, \quad \Phi \frac{\partial Z(\phi)}{v^0} e_f, \quad \frac{\partial Z(\phi)}{v^0(1 + u)} e_f,
\]

\[
\frac{\Phi \partial Z(\phi)}{v^0(1 + u)} Y f, \quad \frac{\Phi \partial Z(\phi)}{v^0(1 + u)} Z f, \quad \frac{\Phi \partial Z(\phi)}{v^0(1 + u)} e_f, \quad \frac{\Phi \partial Z(\phi)}{v^0(1 + u)} e_f,
\]

\[
\Phi \Phi \frac{\partial Z(\phi)}{v^0(1 + u)} Y f, \quad \Phi \Phi \frac{\partial Z(\phi)}{v^0(1 + u)} Z f, \quad \Phi \Phi \frac{\partial Z(\phi)}{v^0(1 + u)} e_f, \quad \Phi \Phi \frac{\partial Z(\phi)}{v^0(1 + u)} e_f,
\]

\[
\Phi \Phi \frac{\partial Z(\phi)}{v^0(1 + u)} Y f, \quad \Phi \Phi \frac{\partial Z(\phi)}{v^0(1 + u)} Z f, \quad \Phi \Phi \frac{\partial Z(\phi)}{v^0(1 + u)} e_f, \quad \Phi \Phi \frac{\partial Z(\phi)}{v^0(1 + u)} e_f,
\]

\[
\Phi \Phi \frac{\partial Z(\phi)}{v^0(1 + u)} Y f, \quad \Phi \Phi \frac{\partial Z(\phi)}{v^0(1 + u)} Z f, \quad \Phi \Phi \frac{\partial Z(\phi)}{v^0(1 + u)} e_f, \quad \Phi \Phi \frac{\partial Z(\phi)}{v^0(1 + u)} e_f,
\]

\[
\frac{\partial Z(\phi)}{v^0} Y f, \quad \frac{\partial Z(\phi)}{v^0(1 + u)} Y f, \quad \Phi \frac{\partial Z(\phi)}{v^0} Y f, \quad \frac{\Phi \partial Z(\phi)}{v^0(1 + u)} Y f, \quad \frac{3 \Phi \partial Z(\phi)}{v^0(1 + u)} Y f.
\]

\[
\text{The terms}
\frac{\partial Z(\phi)}{v^0} Y f, \quad \frac{\partial Z(\phi)}{v^0(1 + u)} Y f, \quad \frac{\Phi \partial Z(\phi)}{v^0} Y f, \quad \frac{3 \Phi \partial Z(\phi)}{v^0(1 + u)} Y f.
\]

\[
\sum_{|\alpha| \leq 1} \frac{\Phi^\alpha}{v_0^0} p(\partial Z \phi, (1 + u)^{-1} \partial \phi) Y f.
\]

\[
\text{The terms}
\frac{\phi \partial Z(\phi)}{v^0} e f, \quad \frac{\Phi \partial Z(\phi)}{v^0} e f, \quad \frac{\Phi \partial Z(\phi)}{v^0} e f, \quad \frac{\Phi \partial Z(\phi)}{v^0} e f.
\]
can all be gathered (up to lower order terms, and multiplication by good symbols) in a term of the form
\begin{equation}
\sum_{|\alpha|\leq 1} \Phi^\alpha p(\partial Z\phi, (1 + u)^{-1}\partial \phi)e_f.
\end{equation}

The terms
\begin{equation}
\Phi \cdot \Phi_{tv^0} \partial Z\phi \cdot e_f, \quad \Phi \cdot \Phi_{tv^0} \Phi_0 \partial Z\phi \cdot e_f, \quad \Phi \cdot \Phi_{tv^0} \Phi_0 \partial \phi \cdot e_f,
\end{equation}
can all be gathered (up to lower order terms, and multiplication by good symbols) in a term of the form
\begin{equation}
\Phi \cdot \Phi_{tv^0} (1 + \Phi_0) p(\partial Z\phi, \partial \phi)e_f.
\end{equation}

The two terms
\begin{equation}
\Phi_{tv^0} Z\phi, \quad \Phi_{tv^0} \Phi_0 \partial Z\phi, \quad \Phi_{tv^0} \partial \phi, \quad \Phi_{tv^0} \Phi_0 \partial \phi
\end{equation}
can all be gathered (up to lower order terms, and multiplication by good symbols) in a term of the form
\begin{equation}
\Phi_{tv^0} \phi e_f.
\end{equation}

The two remaining terms
\begin{equation}
\partial Z\phi \Phi_0 e_f, \quad \frac{Z\phi}{(1 + u)} e_0 f
\end{equation}
are of the form:
\begin{equation}
p(\partial Z\phi, (1 + u)^{-1}\partial \phi)e_f.
\end{equation}

The last part of the proof consists in considering the commutator of $T_\phi$ with the vectors $e$. Considering the formula stated in Lemma 3.1
\begin{equation}
[T_\phi, e_\mu] f = \partial_\mu(\nabla^i \phi)V_i f + (\partial_\mu \phi)\left[-\frac{1}{v^0}e_i f + T_\phi f + 2\nabla^i \phi V_i f\right],
\end{equation}
we substitute in it the expression
\begin{equation}
V_j f = \frac{1}{v^0} \left(Y_j f - Z_j f - \Phi^k_j X_k f\right),
\end{equation}
to obtain
\begin{equation}
[T_\phi, e_\mu] f = \frac{\partial_\mu(\nabla^j \phi)}{v^0} \left(Y_j f - Z_j f - \Phi^k_j X_k f\right) + \frac{\partial_\mu \phi}{v^0} e_i f + 2\nabla^i \phi(\partial_\mu \phi)\frac{1}{v^0} \left(Y_j f - Z_j f - \Phi^k_j X_k f\right).
\end{equation}
The term
\begin{equation}
2\nabla^i \phi(\partial_\mu \phi)\frac{1}{v^0} \left(Y_j f - Z_j f - \Phi^k_j X_k f\right)
\end{equation}
is cubic in nature, and hence neglected. The term
\begin{equation}
\frac{\partial_\mu(\nabla^j \phi)}{v^0} (Y_j f)
\end{equation}
contributes to the commutator. The term
\begin{equation}
\frac{\partial_\mu(\nabla^j \phi)}{v^0} Z_j f
\end{equation}
can schematically be written as
\begin{equation}
\frac{t}{v^0} \partial^2 \phi e(f)
\end{equation}
and contributes to the commutator. The term
\[ \partial_\mu (\nabla^j \phi) \frac{1}{\nu^0} \Phi^k X_k f \]
can be schematically written
\[ \frac{\Phi}{\nu^0} \partial^2 \phi e(f). \]
and contributes to the commutator such as the last term,
\[ \frac{\partial_\mu \phi}{\nu^0} e_t f, \]
which is schematically written as
\[ \frac{\partial \phi}{\nu^0} e_t f. \]

3.8. Higher order commutators. We compute the higher order commutators based on the first order formula in Proposition 3.15. We begin with some notations and preliminaries. Let \( A = (A_0, \ldots, A_7) \) and \( B = (B_0, \ldots, B_3) \) denote multi-indices and \( \pi = \pi_{|A|+|B|} \in \Pi_{|A|+|B|} \) an element in the set of permutations of an ordered set with \(|A| + |B|\) elements. Then define
\[ L^\pi_{A,B} \equiv W_{\pi(1)} \circ W_{\pi(2)} \circ \ldots \circ W_{\pi(|A|+|B|)}, \]
where \( W_i \) is the \( i \)-th element of the ordered set
\[
\begin{cases}
Y_0, Y_0, \ldots, Y_0, Y_1, \ldots, Y_1, \ldots, e_3, \ldots, e_3 \\
A_0, A_1, \ldots, A_0, B_3, B_3, \ldots, e_3, \ldots, e_3
\end{cases}
\]
We suppress the explicit dependence on the permutation \( \pi \), i.e. write \( L_{A,B} \), whenever an equation holds for any permutation of the respective type. Moreover, we denote by
\[ \hat{\delta}_i \equiv 1 + \frac{\delta_i}{\sqrt{\rho}} \]
And for a multi-index \( C = (C_1, C_2, C_3) \) we denote
\[ |\hat{\delta}|^C \equiv |\hat{\delta}_1|^{C_1} \cdot |\hat{\delta}_2|^{C_2} \cdot |\hat{\delta}_3|^{C_3} \]
In addition, we use the notation
\[ q^{A,B,K}(\Phi) \equiv \sum_{K' \leq K} c_{K'} \sum_{A_i, B_i, \pi_i} c_{A_i, B_i, \pi_i} \prod_{i=1,\ldots,K'} L_{A_i, B_i}^{\pi_i}(\Phi), \]
with the additional conditions
\[ \sum |A_i| \leq A, \]
\[ \sum |B_i| \leq B \]
and \( c_{K'}, c_{A_i, B_i, \pi_i} \) are constants which may vary and are therefore not explicitly kept track of. Note that here \( A_i \) and \( B_i \) denote multiindices (while above these were the components of the multi-indices \( A \) and \( B \)). The sum is then considered over all 8-multiindices \( A_i \), and 4-multiindices \( B_i \) with corresponding permutation \( \pi_i \).
We state two preparatory lemmata.

**Lemma 3.21.** Up to good symbols and lower order terms the following formula holds
\[ Y_1 \circ \ldots \circ Y_\ell \left( \frac{\Phi}{t^{\frac{\delta}{3}}} \right) = \frac{q^{\ell,0,\ell}(\Phi)}{t} (1 + \frac{\delta}{3}). \]
Proof. The proof of the lemma relies on the formula stated on Lemma 3.6 and its practical use stated in Remark 3.7.

The second preparatory lemma is

**Lemma 3.22.** Let \( p \) be a polynomial of degree at most one in each of its variables. Then, the following identity holds.

\[
Y_p(\partial Z \phi, u^{-1} Z \phi) = \left(1 + \frac{\Phi}{t}\right) p(\partial Z^2 \phi, u^{-1} Z^2 \phi) + \frac{\Phi}{t} \cdot 3p(\partial^2 Z \phi, u^{-1} \partial Z \phi, u^{-2} Z \phi)
\]

**Remark 3.23.** Note that the second argument in the first polynomial as well as the second and third argument in the second polynomial are in fact lower order terms according to our notation. Thus, for simplicity, we write

\[
Y_p(\partial Z \phi, u^{-1} Z \phi) = \left(1 + \frac{\Phi}{t}\right) p(\partial Z^2 \phi) + \frac{\Phi}{t} \cdot z \cdot p(\partial^2 Z \phi)
\]

The final necessary lemma is the following identity extending the formula of Lemma 3.22 to higher order commutators. This is the most fundamental building block of the main commutator formula. In the next lemma, we use the notation \( Y^\ell \), for a positive integer \( \ell \). This notation means any combination of \( \ell \) modified vector field \( f \).

**Lemma 3.24.** Let \( \ell \) be a positive integer. The following identity holds:

\[
Y^\ell(p(\partial \phi)) = \sum (\ast) \left(1 + \frac{q^{\alpha,0,\beta}(\Phi)}{t^\beta}\right) \cdot \left(\frac{q^{\gamma,0,\delta}(\Phi)}{t^\delta}\right) p(\partial^{\delta+1} Z^\beta \phi) \cdot \left(\frac{3}{\sqrt{t}}\right)^\mu
\]

where \( p \) is always a generic first degree polynomial, and the sum is taken over the set of variables \( \alpha, \gamma, \beta, \delta, \mu \) non-negative integers such that:

\[
(\ast) \left\{ \begin{array}{c}
\alpha \leq \ell - 1, \beta \leq \ell, \gamma \leq \ell - 1, \delta \leq \ell, \mu \leq \delta, \\
\alpha + \beta + \gamma + \delta \leq \ell
\end{array} \right.
\]

**Proof.** The proof of this lemma relies on Lemmata 3.21, 3.22 as well as the formula for the vectors in \( X \) stated in Remark 3.3:

\[
X_i = Z_i + \frac{3}{t} e_0.
\]

We apply the following set of rules:

\begin{itemize}
  \item the commutation of \( Z \partial \) into \( \partial Z \) generates terms which are of lower order in the number of derivatives hitting the function \( \phi \) and can consequently be suppressed according to our notation.
  \item whenever the vector \( X \) hits the function \( \phi \), one exploits the form stated in Equation (95).
  \item The vector \( Z \) built from the generalized translation can be reduced to the vector \( Z \), since the terms arising are then be cubic.
  \item Finally, any \( Y \) hitting the potential \( \Phi \) is kept in this form.
\end{itemize}

We first perform the proof by recursion on \( \ell \). The initialization of the recursion is trivial. Let us assume that the formula stated in the lemma holds at the order \( \ell \). And consider the \( \ell + 1 \)-order. It is then sufficient to apply the vector \( Y \) to the generic term of the sum

\[
A = \left(1 + \frac{q^{\alpha,0,\gamma}(\Phi)}{t^\beta}\right) \cdot \left(\frac{q^{\beta,0,\delta}(\Phi)}{t^\delta}\right) p(\partial^{\delta+1} Z^\beta \phi) \cdot 3^\mu t^{-\frac{1}{2}(\delta+\mu)}.
\]
This is done as follows:

\[
\mathbf{Y} A
\]

\[
(96) \quad \left( \frac{q^{\alpha+1,0,\beta}(\Phi)}{t^\beta} \right) \cdot \left( q^{7,0,\delta}(\Phi) \right) p \left( \partial^{\delta+1} Z^\beta \phi \right) \cdot 3^\mu t^{-\frac{\delta}{2}(\delta+\mu)}
\]

\[
(97) \quad + \left( 1 + \frac{q^{\alpha,0,\beta}(\Phi)}{t^\beta} \right) \cdot \left( q^{7+1,0,\delta}(\Phi) \right) p \left( \partial^{\delta+1} Z^\beta \phi \right) \cdot 3^\mu t^{-\frac{\delta}{2}(\delta+\mu)}
\]

\[
(98) \quad + \left( 1 + \frac{q^{\alpha,0,\beta}(\Phi)}{t^\beta} \right) \cdot \left( q^{7,0,\delta}(\Phi) \right) \mathbf{Y} \left( p \left( \partial^{\delta+1} Z^\beta \phi \right) \right) 3^\mu t^{-\frac{\delta}{2}(\delta+\mu)}
\]

\[
(99) \quad + \left( 1 + \frac{q^{\alpha,0,\beta}(\Phi)}{t^\beta} \right) \cdot \left( q^{7,0,\delta}(\Phi) \right) p \left( \partial^{\delta+1} Z^\beta \phi \right) \cdot \mathbf{Y} \left( 3^\mu t^{-\frac{\delta}{2}(\delta+\mu)} \right)
\]

The term

\[
\mathbf{Y} \left( p \left( \partial \phi \right) \right)
\]

is computed using Lemma 3.22 to

\[
\mathbf{Y} \left( p \left( \partial^{\delta+1} Z^\beta \phi \right) \right) = \left( 1 + \frac{\Phi}{t} \right) p \left( \partial^{\delta+1} Z^\beta \phi \right) + \frac{\Phi}{t} p \left( \partial^{\delta+2} Z^\beta \phi \right).
\]

Hence term (98) can be schematically written as

\[
(100) \quad \left( 1 + \frac{q^{\alpha+1,0,\beta}(\Phi)}{t^{\beta+1}} \right) \left( q^{7,0,\delta}(\Phi) \right) p \left( \partial^{\delta+1} Z^\beta \phi \right) 3^\mu t^{-\frac{\delta}{2}(\delta+\mu)}
\]

\[
(101) \quad + \left( 1 + \frac{q^{\alpha,0,\beta}(\Phi)}{t^\beta} \right) \left( q^{7,0,\delta+1}(\Phi) \right) p \left( \partial^{\delta+2} Z^\beta \phi \right) 3^\mu t^{-\frac{\delta}{2}(\delta+\mu)+1}.
\]

Finally, the term (99) can be rewritten by the mean of Remark 3.7:

\[
(102) \quad \mathbf{Y} \left( 3^\mu t^{-\frac{\delta}{2}(\delta+\mu)} \right) = 3^\mu t^{-\frac{\delta}{2}(\delta+\mu)} + t^{-\frac{\delta}{2}(\delta+\mu)} \left( \Phi + \frac{p\left| \beta \right|}{t^\beta} \right) 3^\mu t^{-\frac{\delta}{2}(\delta+\mu)+1}.
\]

Hence, the term (99) can be rewritten as:

\[
(103) \quad \left( 1 + \frac{q^{\alpha,0,\beta}(\Phi)}{t^\beta} \right) \cdot \left( q^{7,0,\delta+1}(\Phi) \right) p \left( \partial^{\delta+1} Z^\beta \phi \right) \cdot \left( \frac{3}{\sqrt{t}} \right)^{\mu-1}
\]

\[
(104) \quad + \left( 1 + \frac{q^{\alpha,0,\beta}(\Phi)}{t^\beta} \right) \cdot \left( q^{7,0,\delta}(\Phi) \right) p \left( \partial^{\delta+1} Z^\beta \phi \right) \cdot 3^\mu t^{-\frac{\delta}{2}(\delta+\mu)}.
\]

The terms (96), (97), (101), (104) and (103) are correct extensions to the order \( \ell + 1 \) of the formula stated in the lemma, with compatible indices since, per terms, only one is incremented. This then proves the formula at order \( \ell + 1 \) and concludes the recursion. \( \square \)

**Lemma 3.25.** Let \( A, B \) be two multi-indices. The following identity holds:

\[
(105) \quad L_{A,B} \left( p \left( \partial \phi \right) \right) = \sum_{(*)} \left( 1 + \frac{q^{\alpha, P, \beta}(\Phi)}{t^\beta} \right) \cdot \left( \frac{q^{7, Q, \delta}(\Phi)}{t^Q} \right) p \left( \partial^{\delta+R+1} Z^\beta \phi \right) \cdot \left( \frac{3}{\sqrt{t}} \right)^{\mu-1},
\]

where the sum is taken over \( \alpha, P, \gamma, Q, \beta, \delta, R, \mu \) non-negative integers such that:

\[
(106) \quad \begin{cases}
\alpha \leq \left| A \right| - 1, \beta \leq \left| A \right|, \gamma \leq \left| A \right| - 1, \delta \leq \left| A \right|, \mu \leq \delta, \\
\alpha + \beta + \gamma + \delta \leq \left| A \right|, P + Q + R \leq \left| B \right|.
\end{cases}
\]
Proof. The proof is a direct consequence of Lemma 3.24 and relies solely on the use of the Leibniz rule applied to the term
\[
\left( 1 + \frac{q^{\alpha,0,\beta}(\Phi)}{t^3} \right) \cdot \left( \frac{q^{\gamma,0,\delta}(\Phi)}{t^{\delta/2}} \right) p \left( \partial^{\delta+1} Z^\beta \phi \right) \cdot \left( \frac{3}{\sqrt{t}} \right)^\mu
\]
when the operator \(L_{A,B}\) hits it. There exists three integers \(P,Q,R\) satisfying
\[
P + Q + R \leq B
\]
such that
\[
L_{A,B} (p (\partial \phi))
\]
is the sum over \(P + Q + R \leq B\) of terms of the forms
\[
\left( 1 + \frac{q^{\alpha,P,\beta}(\Phi)}{t^3} \right) \cdot \left( \frac{q^{\gamma,Q,\delta}(\Phi)}{t^{\delta/2}} \right) p \left( \partial^{\delta+R+1} Z^\beta \phi \right) \cdot \left( \frac{3}{\sqrt{t}} \right)^\mu
\]
since the term \(e \left( \frac{1}{\sqrt{t}} \right)\) is, up to lower order terms and good symbols, of the nature of \(\frac{1}{\sqrt{t}}\).

Before we state the higher order commutators, we recall the first order commutators in a corollary of Proposition 3.15, which reduces them to their principal part and terms which are negligible with respect to the principal terms.

Corollary 3.26. Let \(Y \in Y\), then the commutator
\[
[T_\phi, Y]f
\]
can be written as a linear combination over elements of the set
\[
\left\{ \frac{\Phi}{v_0} p(\partial Z \phi) L_{A,B} f, \frac{\Phi^2}{v_0} (1 + 3)p(\partial Z \phi) e f, p(\partial Z \phi) \cdot 3 e f \right\},
\]
where \(A,B\) are multi-indices satisfying \(|A| + |B| = 1\), and additional cubic or lower order terms. Furthermore, let \(e \in E\), then the commutator
\[
[T_\phi, e]f
\]
can be written as linear combination of elements in the set
\[
\left\{ \frac{\partial^2 \phi}{v_0} Y f, \frac{\partial^2 \phi}{v_0} e f, \frac{\Phi}{v_0} \cdot \partial^2 \phi e f \right\}
\]
and additional cubic or lower order terms.

We state now the higher order commutators based on the previous corollary and lemmata.

Proposition 3.27. Let \(A,B\) be two multi-indices such that \(|A| + |B| = N\), then the commutator
\[
[T_\phi, L_{A,B}] f
\]
can be written as a linear combination of the following terms, with coefficients which are good symbol and a remainder which consists only of cubic and lower order terms:

1. This term arises if \(|A| \geq 1\).

\[
\sum_{(\ast)} \frac{1}{v_0} \left\{ L_{K,L}(\Phi) \cdot \left( 1 + \frac{q^{\alpha,R,\beta}(\Phi)}{t^3} \right) \left( \frac{q^{\gamma,S,\delta}(\Phi)}{t^{\delta/2}} \right) \left( \frac{3}{\sqrt{t}} \right)^\delta \cdot p \left( \partial^{\delta+1} (\partial Z^\beta \phi) \right) \cdot L_{U,V}(f) \right\}
\]
where the sum is taken over $K,L,U,V$ multi-indices, and $\alpha,R,\gamma,S,\beta,\delta,I$ non-negative integers such that

\[
\begin{aligned}
&|L| + |V| + R + S + I \leq |B| \\
&|K| + |U| + \alpha + \beta + \gamma + \delta \leq |A|
\end{aligned}
\]  
\[
\begin{aligned}
&\beta,\delta \leq |A| - |K| - |U|
&\alpha,\gamma \leq |A| - 1 - |K| - |U|
&1 \leq |U| + |V|
\end{aligned}
\]

\(115\) (\(\ast\))

(2) This term arises if $|A| \geq 1$.

\[
\sum_{(\ast)} \frac{1}{\sqrt{t}} \left\{ (1 + q^{K,L}(\Phi) + \frac{3}{t^2}) \cdot \left( 1 + \frac{q^{\alpha,R,\beta}(\Phi)}{t^2} \right) \left( \frac{q^{\gamma,S,\delta}(\Phi)}{t^{\delta/2}} \right) \left( \frac{3}{\sqrt{t}} \right)^\delta \cdot p \left( \partial^{\delta+1} (\partial Z^\beta \phi) \right) \cdot L_{U,V+1}(f) \right\}
\]

where the sum is taken over $U,V$ multi-indices, and $K,L,\alpha,R,\gamma,S,\beta,\delta,I$ non-negative integers such that

\[
\begin{aligned}
&L + Q + V + R + S + I \leq |B| \\
&K + |U| + \alpha + \beta + \gamma + \delta \leq |A| - 1
\end{aligned}
\]  
\[
\begin{aligned}
&\beta,\delta \leq |A| - 1 - K - |U|
&\alpha,\gamma \leq |A| - 2 - K - |U|
\end{aligned}
\]

\(117\) (\(\ast\))

(3) This term arises if $|A| \geq 1$.

\[
\sum_{(\ast)} \left\{ (1 + q^{K,L}(\Phi) + \frac{3}{t^2}) \cdot \left( 1 + \frac{q^{\alpha,R,\beta}(\Phi)}{t^2} \right) \left( \frac{q^{\gamma,S,\delta}(\Phi)}{t^{\delta/2}} \right) \left( \frac{3}{\sqrt{t}} \right)^\delta \cdot p \left( \partial^{\delta+1} (\partial Z^\beta \phi) \right) \cdot L_{U,V+1}(f) \right\}
\]

where the sum is taken over $U,V$ multi-indices, and $K,L,\alpha,R,\gamma,S,\beta,\delta,I$ non-negative integers such that

\[
\begin{aligned}
&L + V + R + S + I \leq |B| \\
&K + |U| + \alpha + \beta + \gamma + \delta \leq |A| - 1
\end{aligned}
\]  
\[
\begin{aligned}
&\beta,\delta \leq |A| - 1 - K - |U|
&\alpha,\gamma \leq |A| - 2 - K - |U|
\end{aligned}
\]

\(119\) (\(\ast\))

(4) This term arises if $|B| \geq 1$.

\[
\sum_{(\ast)} \frac{1}{\sqrt{t}} \left\{ (1 + q^{\alpha,R,\beta}(\Phi)) \left( \frac{q^{\gamma,S,\delta}(\Phi)}{t^{\delta/2}} \right) \left( \frac{3}{\sqrt{t}} \right)^\delta \cdot p \left( \partial^{\delta+1} (\partial Z^\beta \phi) \right) \cdot L_{U+1,V}(f) \right\}
\]

where the sum is taken over $U,V$ multi-indices, and $K,L,\alpha,R,\gamma,S,\beta,\delta,I$ non-negative integers such that

\[
\begin{aligned}
&|V| + R + S + I \leq |B| - 1 \\
&|U| + \alpha + \beta + \gamma + \delta \leq |A|
\end{aligned}
\]  
\[
\begin{aligned}
&\beta,\delta \leq |A| - |U|
&\alpha,\gamma \leq |A| - 1 - |U|
\end{aligned}
\]

\(121\) (\(\ast\))
This term arises if $|B| \geq 1$.

\[
\sum_{(s)} \frac{t}{v^0} \left\{ \left( 1 + \frac{q^\alpha \gamma \beta}{t^{\beta}} \right) \left( \frac{q^\gamma \delta}{t^{\delta/2}} \right) \left( \frac{\delta}{\sqrt{t}} \right)^\delta \cdot p \left( \partial^{\delta+1} (\partial^2 Z^\beta \phi) \right) \cdot L_{U,V+1}(f) \right\}
\]

where the sum is taken over $U,V$ multi-indices, and $\alpha,R,\gamma,S,\beta,\delta,I$ non-negative integers such that

\[
(*) \left\{ \begin{array}{l}
|V| + R + S + I \leq |B| - 1 \\
|U| + \alpha + \beta + \gamma + \delta \leq |A| \\
\beta,\delta \leq |A| - |U| \\
|\alpha,|\gamma| \leq |A| - 1 - |U|
\end{array} \right.
\]

This term arises if $|B| \geq 1$.

\[
\sum_{(s)} \frac{1}{v^0} \left\{ L_{K} \cdot \left( 1 + \frac{q^\alpha \gamma \beta}{t^{\beta}} \right) \left( \frac{q^\gamma \delta}{t^{\delta/2}} \right) \left( \frac{\delta}{\sqrt{t}} \right)^\delta \cdot p \left( \partial^{\delta+1} (\partial^2 Z^\beta \phi) \right) \cdot L_{U,V+1}(f) \right\}
\]

where the sum is taken over $K,L,U,V$ multi-indices, and $\alpha,R,\gamma,S,\beta,\delta,I$ non-negative integers such that

\[
(*) \left\{ \begin{array}{l}
|L| + |V| + R + S + I \leq |B| - 1 \\
|K| + |U| + \alpha + \beta + \gamma + \delta \leq |A| \\
\beta,\delta \leq |A| - |K| - |U| \\
|\alpha,|\gamma| \leq |A| - 1 - |K| - |U|
\end{array} \right.
\]

Proof. We consider an arbitrary combination of vector fields

\[
L_{A,B} = X_1 \cdots X_N,
\]

of length $N$ (for less fields it works identical) where $X_i$ stands for an element in the set $\mathbb{Y} \cup \mathbb{E}$ and $X_0 = 1$ for convenience. Then the general commutator formula

\[
[T_\phi, L_{A,B}] f = \sum_{k=1}^{N} X_1 \cdots X_{k-1} [T_\phi, X_k] X_{k+1} \cdots X_N f
\]

allows for a decomposition into summands, each of which contains precisely one first order commutator. The six different types of terms in the proposition then occur according to the presence of at least one modified field ($|A| \geq 1$) or at least one generalized translation ($|B| \geq 1$). If a condition, $|A| \geq 1$ or $|B| \geq 1$, is satisfied, then a summand of the sum (127) with $X_k \in \mathbb{Y}$ or $X_k \in \mathbb{E}$ occurs, respectively. Then, considering terms in the decomposition (127), the fields $X_{k+1} \cdots X_N$ contribute to the $L_{U,V} f$ terms in the expressions (114) - (124) while the fields $X_1 \cdots X_{k-1}$ either contribute to the latter terms or act on the commutator term in the sense of the Leibniz rule. To evaluate the case when these fields act on the commutator we consider the two types of terms in (110) and the three types of terms in (112). The action of these fields on polynomials is evaluated using Lemma 3.25 and the action on weights is evaluated using Remark 3.7. This finishes the proof.

We reduce the previous lemma to a representation of the commutator which only consists of two types of terms. In particular, we suppress the dependence of the second argument of the polynomial in $\phi$, since it is of the same decay but better regularity. The remark following the corollary explains how the latter should be read.
Corollary 3.28. Let $|A| + |B| = N$, then the commutator

\[
[T_\phi, L_{A,B}] f
\]

consists of terms of the following type up to good symbols and bulk terms.

\[
\sum_{(\ast)} \left\{ \left( \frac{\mathcal{g}^{\alpha,S,\delta+\beta+\mu+2\gamma}(\Phi)}{t^{(\delta+\beta+2\sigma)/2}} \right) \left( \frac{\mathcal{h}}{\sqrt{t^\lambda}} \right)^{1-\sigma} \cdot t^\kappa \right. \\
\left. \cdot p \left( d^\delta t^{1+\gamma-\sigma+\kappa+\lambda(1-\mu)} Z^{\beta-(\gamma-\sigma+\kappa+\lambda(1-\mu))} \phi \right) \cdot L_{U',V'}(f) \right\}
\]

where the sum is taken on the variables $U', V'$ multi-indices, and $\alpha, S, \delta, \beta, \mu, \gamma, \sigma, \kappa, I, \lambda$ such that

\[
\begin{align*}
|U'| &= U + \lambda, |V'| = V - \lambda + 1, \\
V + S + I &\leq B \\
U + \alpha + \beta + \delta + \nu &\leq A \\
\alpha + S + U + V + \delta + I + \beta &\leq N \\
1 &\leq \delta + I + \beta \\
(\ast) &\mu + \nu \leq 1 \\
\mu &= \gamma = 1 \Rightarrow \sigma = 1 \\
\sigma &\leq \gamma \leq 1 \\
\kappa &= 1 \Rightarrow \mu = \gamma = \nu = \lambda = \sigma = 0, \kappa \leq 1 \\
\lambda &= 1 \Rightarrow \gamma = \nu = \sigma = 0, \lambda \leq 1 \\
\lambda &= \mu = 1 \Rightarrow U + \lambda + \alpha + \beta + \delta \leq A
\end{align*}
\]

where we define $Z^{-m} = \text{id}$ for $m \geq 0$ for convenience.

Proof. Formula (129) in combination with the conditions (130) includes all terms listed in Proposition 3.27. We have suppressed some structure to reduce the complexity of the formula. The corresponding terms are absorbed into the bulk terms, which are better in regularity or in decay in comparison with the terms that are explicitly listed.

In particular, the indices $\mu, \nu, \sigma, \gamma, \lambda$ and $\kappa$ encode the different cases as we point out in the following. We refer to them for convenience as switch indices. If $\kappa = 1$, this encodes the case (122). Note that the condition on $\kappa$ ensures that the extra $t$ factor does not occur in any other case. Case (114) is contained when $\mu = 1, \lambda \leq 1$ and all other switch indices vanish. Case (116) occurs if either $\nu = 1, \gamma = 1, \sigma = 1$ and $\mu = 0$ or if $\nu = 0, \mu = 1, \gamma = 1$ and $\sigma = 1$. Case (118) occurs when either $\mu = 1$ and all other switch indices vanish or when $\mu = 0$ and $\gamma = \sigma = \nu = 1$. Note that we have used the fact that the $q$ expression contains constant terms in this case not to additionally complicate the formula. Case (120) occurs when $\lambda = 1$. Finally, case (124) occurs when $\mu = 1$ and $\sigma = 0$, where we ignore that there are always at least two derivatives acting on $\phi$, since it simplifies the structure of the formula and this better behaviour is not required in the estimates to follow. 

Remark 3.29. The application of the previous formulas require only certain aspects of its structure. We point out how the index conditions can be interpreted to reveal these aspects.

The first relevant structure of expression (129) is the fact that it reads as a sum of products with three factors, which contain derivatives of $\Phi, \phi$ and $f$, respectively. For
the energy estimates it is relevant that when one of these terms contains a high number of derivatives, the others are low. In particular, an upper bound for their sums has to be provided. Note that the maximal number of derivatives acting on $\Phi$ is $\alpha + S$, on $\partial \phi$ is $\delta + I + \beta$ and on $f$ is $U + V + 1$. The desired upper bound results from the third line of (130) which yields

$$\Phi^\alpha + S + U + V + \delta + I + \beta \leq N.$$  

The second important comment concerns the fact that the indices $\mu, \nu, \sigma, \gamma$ and $\lambda$ are at most equal to one and are mutually exclusive in the sense of the conditions. They ensure that different structural cases which nevertheless both lead to sufficient decay are captured by the formula. We explain these cases below.

The condition $\mu + \nu \leq 1$ ensures that either the weights in the second factor are compensated by the $\sqrt{t}$ in the denominator ($\nu = 0, \mu = 1$) or that in the complementary case ($\nu = 1, \mu = 0$) the factor of $\Phi$ in the first term given by $\mu$, which is not compensated in the respective denominator, is not present.

A third important aspect concerns the absorption of weights $z$, which are renormalized below by a factor $\rho^{-1/2}$. As we discuss later in detail in our eventual energies, an operator of the type $L_{A,B}$ is weighted by a power of the weights $z$ of the order $N - |A| + 3$. We read from the commutator formula that the number of weights that appear are of the order $\delta + \nu$. It is then important to assure that the conditions on the exponents and indices assure that the weight coming from the original $L_{A,B}$ in the commutator (which is $N - A + 3$) and the additional factor of order $\delta + \nu$ can in fact be absorbed by the new operator $L_{U+\lambda,V+1-\lambda}$. This is the case if indeed

$$N + 3 - |A| + \delta + \nu \leq N + 3 - (U + \lambda).$$  

For $\lambda = 0$ this follows immediately from the second line of the conditions. If $\lambda = 1$ we cannot absorb all weights into $L_{U+\lambda,V+1-\lambda}$, but have to estimate one weight pointwise.

Finally, the indices $\gamma$ and $\sigma$ are relevant only when $\gamma = 1$, which provides two additional factors of $\Phi$ or its derivatives in the first term. Then, if also $\sigma = 1$, this factor is compensated by the denominator of the first term. If however, $\sigma = 0$, then in the second term there is a $(v^0)^{-1}$ and in the fourth term there is an additional $\partial$ acting on $\phi$, which is used in combination to compensate for the occurring $\Phi$ factors due to $\gamma$ in the first term.

Other details of the formula seem to be not relevant for the estimates in the remainder.

4. Commutation formula for the wave equation

We prove in this section several commutation formulae for the wave equation (7).

4.1. First order commutator formula. We first commute with a vector field $Z \in K$ which brings

$$\square Z(\Phi) = c_Z \square \Phi + \int_v Z(f) \frac{dv}{v^0},$$

where $c_Z$ is 0 unless $Z$ is the scaling vector field. Replacing $Z$ by its complete lift $\hat{Z}$, except for the scaling where we keep it, and $\square \Phi$ by the equation, we then obtain

$$\square Z(\Phi) = c_Z \int_v f \frac{dv}{v^0} + \int_v \hat{Z}(f) \frac{dv}{v^0}.$$  

We now rewrite $\hat{Z}(f)$ using the modified vector fields
\[ \square Z(\Phi) = c_Z \int_v \frac{dv}{v^0} + \int_v \left( Y - Z(\phi)v^k \partial_{v^k} - \Phi^i X_i \right) \left( f - \frac{dv}{v^0} \right) \]

\[ = \sum_{|\alpha| \leq 1} c_\alpha \int_v Y^\alpha(f) \frac{dv}{v^0} - Z(\phi) \int_v \frac{v^k}{v^0} \partial_{v^k} f dv - \int_v \Phi^i X_i(f) \frac{dv}{v^0}. \]

The second term can be integrated by parts in \( v \), leaving

\[ (133) \quad \square Z(\Phi) = \sum_{|\alpha| \leq 1} c_\alpha \int_v Y^\alpha(f) \frac{dv}{v^0} + Z(\phi) \int_v s_Z f dv - \int_v \Phi^i X_i(f) \frac{dv}{v^0}. \]

where \( c_\alpha \) are constants and \( s_Z := s_Z(v) \) is a good symbol in \( v \).

The first two terms are fine but, because of the growth of \( \Phi \), the last term is not good enough as written. We rewrite it as

\[ \int_v \Phi^i X_i(f) \frac{dv}{v^0} = \int_v \Phi \left( \frac{Z}{t} + \frac{3}{t} e_0 \right) (f) \frac{dv}{v^0} \]

\[ = \int_v \frac{\Phi}{t} (Z + \Phi \cdot X - \Phi \cdot X) (f) \frac{dv}{v^0} + \int_v \Phi^i \frac{3}{t} e_i (f) \frac{dv}{v^0} \]

\[ = \int_v \frac{\Phi}{t} (Z + \Phi \cdot X) (f) \frac{dv}{v^0} - \int_v \frac{\Phi}{t} \Phi \cdot X (f) \frac{dv}{v^0} + \int_v \frac{3}{t} \Phi^i e_i (f) \frac{dv}{v^0}. \]

In the second term, the \( |\Phi|^2 \) gives a growth of \( \rho \) which is compensated by the \( 1/t \). In the third term, the \( \Phi \cdot \Phi \) induces a growth of \( \rho \), again compensated by the \( 1/t \). On the other hand, unless \( Z \) is a generalized translation or the scaling vector field, the first term is still not good enough because we have not yet replaced \( Z \) by its complete lift.

Let us assume that \( Z \) is a Lorentz boost (the case of rotations can be treated similarly) so that (dropping indices)

\[ Y = Z + v^0 \partial_v + \Phi \cdot X. \]

This gives

\[ \int_v \frac{\Phi}{t} (Z + \Phi \cdot X) (f) \frac{dv}{v^0} = \int_v \frac{\Phi}{t} (Z + v^0 \partial_v + \Phi \cdot X) (f) \frac{dv}{v^0} - \int_v \frac{\Phi}{t} (v^0 \partial_v) (f) \frac{dv}{v^0} \]

\[ = \int_v \frac{\Phi}{t} Y(f) \frac{dv}{v^0} + \int_v \left( \frac{\partial_v \Phi}{t} \right) (f) dv \]

Now, as we will see later, the decay properties of the first term are sufficient; the second is also in fact fine, because \( \partial_v \) has better properties when applied to \( \Phi \) than \( f \), since the source term in the equation for \( \Phi \) is essentially a function of \( (t, x) \) only (up to a pure weight in \( v \)). We nonetheless rewrite the last term to replace \( \partial_v \) by vector fields in our algebra of commutators.

\[ \int_v \left( \frac{\partial_v \Phi^i}{t} \right) (f) dv = \frac{1}{t} \int_v \left( Y - Z - \Phi \cdot X \right) (\Phi) \cdot f \frac{dv}{v^0} \]

\[ = \frac{1}{t} \int_v Y(\Phi) \cdot f \frac{dv}{v^0} - \frac{1}{t} \int_v \Phi \cdot X(\Phi) \cdot f \frac{dv}{v^0} - \int_v \frac{Z(\Phi)}{t} \cdot f \frac{dv}{v^0} \]

The first two terms on the right-hand side are clearly fine in terms of decay. For the last term, we use that

\[ \frac{Z_i}{t} = X_i - \frac{3}{t} e_0, \]

leading to
\[
\int_v \frac{Z(\Phi)}{t} \cdot f \, dv = \int_v X(\Phi) \cdot f \, dv - \int_v \frac{e_0(\Phi)}{t} \cdot f \, dv.
\]

The first term on the right-hand side is now fine thanks to the fact that \(X(\Phi)\) has only a \(\log \rho\) growth (see Lemma 6.6), and the last term is also clearly fine in terms of decay.

We have thus obtained the following commutation formula:

**Lemma 4.1.** For any \(Z\) vector field, \(Z(\Phi)\) solves a wave equation of the form

\[
\Box Z(\Phi) = \sum_i \int_v F_i \frac{dv}{v^p},
\]

where the \(F_i\) are, modulo multiplication by good symbols, of the form

- \(Y^\alpha(f)\), for \(|\alpha| \leq 1\),
- \(Z(\phi) \cdot f\),
- \(\Phi \cdot \Phi_T \cdot e(f)\),
- \(\Phi \cdot e(f)\),
- \(Y^{(\Phi)} f\),
- \(\Phi_T \cdot Y(f)\),
- \(\Phi_T \cdot X(\Phi) f\),
- \(X(\Phi) f\),
- \(e(\Phi) f\).

Many terms can be regrouped together so that the above lemma can be simplified\(^6\) as

**Lemma 4.2.** For any \(Z\) vector field, \(Z(\Phi)\) solves a wave equation of the form

\[
\Box Z(\Phi) = \sum_i \int_v F_i \frac{dv}{v^p},
\]

where the \(F_i\) are, modulo a multiplication by good symbols, of the form

- \(\frac{1}{\rho_0^2} Y^{(\Phi)} Y^\alpha(f)\), for \(0 \leq j \leq 1\), \(|\gamma| + |\alpha| \leq 1\),
- \(e(\Phi) f\),
- \(Z(\phi) f\),
- \(\Phi_T e f\).

where the definitions of the \(q\) forms is given below.

In this section, we use the notation \(q^{d,k}(\Phi)\) to denote a product of at most \(d\) coefficients \(\Phi\) containing a total of \(k\) commutation vector fields, i.e.

\[
q^{d,k}(\Phi) = \prod_{j=1,...,d' \leq d} Y^{\rho_j}(\Phi),
\]

where each \(\rho_j\) is therefore a multi-index of size \(|\rho_j|\) and such that \(\sum |\rho_j| = k\). Let us define similarly \(Q^{d,k}(\phi)\) as

\[
Q^{d,k}(\phi) = \prod_{j=1,...,d' \leq d} Z^{\rho_j}(\phi)
\]

where again \(\sum |\rho_j| = k\).

\(^6\)Note that it is only important to distinguish \(e\) from a general \(Y\) when a \(z\) weight is involved.
4.2. Higher order commutator formula. We now obtain the general higher order form:

Lemma 4.3. For any $N$, $Z^N(\phi)$ solves a wave equation of the form

$$(134) \quad \Box Z^N(\phi) = \sum_i \int_v F_i \frac{dv}{v^d}$$

where the $F_i$ are, modulo a multiplication by good symbols, of the form

$$\left( \frac{3}{7} \right)^{r_1} p^{d_1,k_1}(e(\Phi)) q^{2d_2+r,k_2} \frac{e(\Phi)}{t^{d_2+2}} Q^{d_3+r_3,k_3}(\phi) [Y^\alpha(f)]$$

where $r_1 + r_2 + r_3 = r$, $r + d_1 + d_2 + d_3 \leq N$, $|k| + |\alpha| + d_1 \leq N$, $r + |\alpha| - |\alpha(e)| + |k| - |k(e)| \leq N$, $k_3(e) \geq r_3$, and with $k(\phi)$, $k_3(\phi)$, $\alpha(e)$ denoting the total number of $e$ in the corresponding terms.

Proof. For $N = 1$, we have the possible error terms are given by $F_i$, $1 \leq i \leq 4$, with

- $F_1 = \frac{1}{7} q^{2j,\gamma}(\Phi) Y^\alpha(f)$, for $0 \leq j \leq 1$, $|\gamma| + |\alpha| \leq 1$,
- $F_2 = e(\Phi)$,
- $F_3 = Z(\phi)$,
- $F_4 = \Phi e(\Phi)$.

$F_1$ is contained in the general formula, taking $r = d_1 = d_3 = 0 = k_1 = k_3$, $j = d_2$, $k_2 = \gamma$.

$F_2$ is contained in the general formula, taking $r = d_2 = d_3 = k_2 = k_3 = \alpha = d_1 = 1$, $k_1 = 0$.

$F_3$ is contained in the general formula, taking $r = d_1 = d_2 = k_1 = k_2 = \alpha = 0$, $k_3 = d_3 = 1$.

$F_4$ is contained in the general formula, taking $r_1 = r = 1$, $r_2 = r_3 = d_1 = d_2 = d_3 = |k| = 0$, $|\alpha| = |\alpha(e)| = 1$ (so that $Y^\alpha = e$).

Assume now that the general formula holds true for some $N$.

In view of the previous lemma and the formula at rank $N$, we must consider the terms

- $G_1 = \frac{1}{7} q^{2j,\gamma}(\Phi) Y^\alpha(g)$, for $0 \leq j \leq 1$, $|\gamma| + |\alpha| \leq 1$,
- $G_2 = e(\Phi) g$
- $G_3 = Z(\phi) g$
- $G_4 = \Phi e(\Phi) g$

with

$$g = \left( \frac{3}{7} \right)^{r_1} p^{d_1,k_1}(e(\Phi)) q^{2d_2+r,k_2} \frac{e(\Phi)}{t^{d_2+2}} Q^{d_3+r_3,k_3}(\phi) [Y^\alpha(f)]$$

where $r_1 + r_2 + r_3 = r$, $r + d_1 + d_2 + d_3 \leq N$, $|k| + |\alpha| + d_1 \leq N$, $r + |\alpha| - |\alpha(e)| + |k| - |k(e)| \leq N$, $k_3(e) \geq r_3$.

We start with the $G_2$ term, which can be written as

$$G_2 = \left( \frac{3}{7} \right)^{r_1} p^{d_1+1,k_1}(e(\Phi)) q^{2d_2+r,k_2} \frac{e(\Phi)}{t^{d_2+2}} Q^{d_3+r_3,k_3}(\phi) [Y^\alpha(f)]$$

and is therefore of the required form. Similarly, the $G_3$ term is clearly of the required form.

To evaluate the contribution of the $G_4$ term, we must distribute $e$ on each of the terms in the formula.

First note that when $e$ hits a good symbol $s$, we have

$$e(s) = \partial_{t,x} s' + \partial \phi \cdot s''$$

where $s', s''$ are also good symbols. The resulting terms are then clearly of the correct form.
When \( e \) hits \( Y^\alpha(f) \) or any any of the \( p^{d_1,k_1}(e(\Phi)) \) or \( q^{d_2 + r,k_2}(\Phi) \), the resulting terms are also clearly of the required form. Since \( e = \partial - \partial(\phi)v^k\partial_k \), we have

\[ e(Z^\beta(\phi)) = \partial Z^\beta(\phi), \]

which implies that when \( e \) hits \( Q^{d_3,k_3}(\phi) \), the resulting term is clearly of the required form.

Finally, note that \( \frac{1}{s'^t} \) is a good symbol so that we have, for some good symbols \( s' \) and \( s'' \),

\[ e \left( \frac{s}{t} \right)^{r_1} = r_1 \left( \frac{s}{t} \right)^{r_1-1} \left( \frac{s'}{t} + \partial \phi \cdot s'' \right), \]

from which it follows that the contribution of this term and thus of \( G_4 \) and \( G_2 \) (since we have checked all possibilities) are also of the required form.

In order to compute the contribution of the \( G_1 \) term, we must distribute a \( Y \) on each of the terms of \( g \).

First note that when \( Y \) hits a good symbol \( s \), we have

\[ Y(s) = s' + Z(\phi)s'' \]

for some good symbols \( s' \) and \( s'' \) so that the resulting terms are of the required form.

When \( Y \) hits the \( Z \) weight factor, we simply compute

\[ Y \left( \frac{3}{t} \right) = \frac{3}{t} \left( \frac{Z(t)}{t} + \Phi \cdot X(t) \right). \]

For the first term, we have

\[ \frac{3}{t} \left( \frac{Z(t)}{t} + \Phi \cdot X(t) \right) \]

and the resulting terms are clearly of the required form.

The second term \( \frac{Y(j)}{t} \), can be written as a linear combination (with coefficients that are good symbols) of terms of the form

\[ \frac{3}{t} Z(\phi), \frac{\Phi}{t}, \Phi \cdot \partial \phi \]

and the resulting terms are all of the required form.

When a \( Y \) hits the \( Y^\alpha \) or any of the \( p^{d_1,k_1}(e(\Phi)) \) or \( q^{d_2 + r,k_2}(\Phi) \), the resulting terms are clearly of the required form.

Finally, when \( Y \) hits the \( Q(\phi) \) form, we use that

\[ Y(Z^\beta(\phi)) = \left( Z - Z(\phi)v^k\partial_k + \Phi \cdot X \right)(Z^\beta(\phi)), \]

\[ = Z^{\beta+1}(\phi) + \Phi \cdot X \left( Z^\beta(\phi) \right), \]

\[ = Z^{\beta+1}(\phi) + \frac{\Phi}{t}(Z + j^t e_t) \left( Z^\beta(\phi) \right), \]

\[ = Z^{\beta+1}(\phi) + \frac{\Phi}{t} Z^{\beta+1}(\phi) + \Phi \cdot \frac{3}{t} \partial Z^\beta(\phi). \]

The resulting terms are then all the correct form. For instance, the middle term on the right-hand side of the last equation, if we denote by \( \ell \) the new indices, we have \( d'_2 = d_2 + 1 \) and \( |k'| = |k| + 1 \), while \( r \) is kept unchanged. For the last term, we have \( r'_1 = r_1 + 1 \), \( r' = r_2 \) and \( |k'| = |k| + 1 \) (in that case \( |k(e)|' = |k(e)| + 1 \), but we do not need this extra information so we are not keeping track of it).

From this, it is easy to see that the resulting terms are all of the required form. \( \square \)
4.3. Top order commutator formula. According to the previous higher order commutator formula, after $N$ commutations, the source term in the wave equations contains terms based on $Y^\alpha(\Phi)f$, where $|\alpha| = N$. Recall that the source term in the transport equation satisfied by $\Phi$ contains a term proportional to $\partial Z(\phi)$, for some $Z$. Thus, controlling the source term in the transport equation for $Y^\alpha(\Phi)$ with $|\alpha| = N$ would require a bound on $Z^{\alpha'}(\phi)$, with $|\alpha'| = N + 1$, which would therefore not close. Thus, at top order, we need to decompose the source term in the wave equation differently. More precisely, we go back to the derivation of the first order commutator formula, equation (133)

\[
\square Z(\Phi) = \sum_{|\alpha| \leq 1} c_\alpha \int_v Y^\alpha(f) \frac{dv}{v_0} + Z(\phi) \int_v s_Z f dv - \int_v \Phi^i X_i(f) \frac{dv}{v_0}.
\]

In terms of regularity, there is no loss at the moment, since we have commuted once and all terms on the right-hand side are at the same level of regularity. The loss occurs in the extra manipulation we make to improve the naive estimate

\[
\left| \int_v \Phi X(f) \frac{dv}{v_0} \right| \leq \varepsilon^{1/2} \rho^{1/2} \int_v |e(f)| \frac{dv}{v_0},
\]

which loses a $\rho^{1/2}$. At top order, we are thus forced to use such a naive estimate.

Thus, the commutation formula that we apply is the following.

Lemma 4.4. For any $N$, $Z^N(\phi)$ solves a wave equation of the form

\[
\square Z^N(\phi) = \sum_i \int_v F_i \frac{dv}{v_0}
\]

where the $F_i$ are, modulo a multiplication by good symbols, of the form

(1) \[
\left( \frac{3}{t} \right)^{r_1} p^{d_1,k_1}(e(\Phi)) \frac{q^{2d_2+r_2,k_2}(\Phi)}{t^{d_2+r_2}} Q^{d_3+r_3,k_3}(\phi) [Y^\alpha(Yf)],
\]

where $r_1 + r_2 + r_3 = r$, $r + d_1 + d_2 + d_3 \leq N - 1$, $|k| + |\alpha| + d_1 \leq N - 1$, $r + |\alpha| - |\alpha(e)| + |k| - |k(e)| \leq N - 1$, $k_3(e) \geq r_3$,

(2) \[
\left( \frac{3}{t} \right)^{r_1} p^{d_1,k_1}(e(\Phi)) \frac{q^{2d_2+r_2,k_2}(\Phi)}{t^{d_2+r_2}} Q^{d_3+r_3+1,k_3+1}(\phi) [Y^\alpha(f)],
\]

where $r_1 + r_2 + r_3 = r$, $r + d_1 + d_2 + d_3 \leq N - 1$, $|k| + |\alpha| + d_1 \leq N - 1$, $r + |\alpha| - |\alpha(e)| + |k| - |k(e)| \leq N - 1$, $k_3(e) \geq r_3$,

(3) \[
\left( \frac{3}{t} \right)^{r_1} p^{d_1,k_1}(e(\Phi)) \frac{q^{2d_2+r_2+1,k_2}(\Phi)}{t^{d_2+r_2}} Q^{d_3+r_3,k_3}(\phi) [Y^\alpha(X(f))],
\]

where $r_1 + r_2 + r_3 = r$, $r + d_1 + d_2 + d_3 \leq N - 1$, $|k| + |\alpha| + d_1 \leq N - 1$, $r + |\alpha| - |\alpha(e)| + |k| - |k(e)| \leq N - 1$, $k_3(e) \geq r_3$, $|\alpha| \leq N/2 - 1$.

Remark 4.5. In the proof that follows, we also discuss how each term behaves (in terms of regularity and decay), so that the reader can get some heuristics/intuition, even though we are not performing any estimates here.

Proof. We start from (133). Note that, applying the higher order commutator formula at order $N - 1$ (i.e. we commute $N - 1$ equations (133)), we would obtain that the source terms in the wave equation after $N$ commutations is of the form

\[
\left( \frac{3}{t} \right)^{r_1} p^{d_1,k_1}(e(\Phi)) \frac{q^{2d_2+r_2,k_2}(\Phi)}{t^{d_2+r_2}} Q^{d_3+r_3,k_3}(\phi) [Y^\alpha(g)]
\]
where \( r_1 + r_2 + r_3 = r, r + d_1 + d_2 + d_3 \leq N - 1, |k| + |\alpha| + d_1 \leq N - 1, r + |\alpha| - |\alpha(e)| + |k| - |k(e)| \leq N - 1, k_3(e) \geq r_3, \) with \( g \) any of the three terms 
\[
Yf, Z(\phi)f, \Phi Xf.
\]
The first term contributes to the type of terms (1) of Lemma 4.4. For the second term, we use that
\[
Z^{N-1} \int_v Z(\phi)f \frac{dv}{v^\theta} = Z^\alpha(\phi) \int_v Z^\beta(f) \frac{dv}{v^\theta}
\]
with \( |\alpha| + |\beta| \leq N \) and \( |\beta| \leq N - 1 \) to obtain the type of terms (2).

For the last term, we could simply distribute the \( Y \) on the products, this would give terms of the form
\[
\left( \frac{\rho^1}{\rho^2} \right)^{r_1} p^{d_1,k_1(\epsilon(\Phi))} Q^{2d_2+r+1,k_2(\Phi)} Q^{d_3+r_3,k_3} (\phi) [Y^\alpha(X(f))]
\]
where \( r_1 + r_2 + r_3 = r, r + d_1 + d_2 + d_3 \leq N - 1, |k| + |\alpha| + d_1 \leq N - 1, r + |\alpha| - |\alpha(e)| + |k| - |k(e)| \leq N - 1, k_3(e) \geq r_3. \) Note that due to the extra occurrence of a \( \Phi \) term in the \( q \) form, these terms would decay \( \rho^{1/2} \) less than the other two types. This would lead to a borderline term (a term leading to a growth in the top order energy). More precisely, it a priori contains term of the form
\[
\Phi Y^\alpha(e,f),
\]
for \( \alpha = N - 1 \). In that case, the number of derivative on \( f \) is high, so we would need to estimate it by the \( E_N[f] \) energy. Since this energy also has growth (depending on the top order energy for the wave) that would not close. On the other hand, for such a term, the number of vector fields hitting \( \Phi \) is low, so we can use the argument of the "not top order" commutation formula to essentially replace \( \Phi \) by \( \epsilon(\Phi) \) and thus obtain a term that decays as fast as the first two types. Instead, we are trying to get a source term of the form
\[
Y^\alpha(\Phi) Y^\beta f
\]
where \( \alpha \) is large (say \( \alpha = N - 1 \)) and \( \beta \) is not large (say less than \( N/2 \) ). Then, we can use the low order energy norm of \( f \) to control \( Y^\beta f \).

More precisely, start again from formula (133) and consider the worst term \( \int_v \Phi Xf dv^0 \). We commute by \( Z \) and follow the previous arguments. We write \( G \) for good terms (i.e. terms which are good both from the point of view of decay and from the point of view of regularity and are of the form (1) or (2)). We have
\[
Z \int_v \Phi Xf \frac{dv}{v^\theta} = \int_v \left( Z + \Phi X \right) (\Phi Xf) \frac{dv}{v^\theta} - \int_v \Phi X(\Phi Xf) \frac{dv}{v^\theta} + G
\]
(137)

\[
\Phi. X frac dv^0 G
\]
\[
= \int_v Y(\Phi Xf) \frac{dv}{v^\theta} - \int_v \Phi X(\Phi Xf)
\]
(138)

\[
T_1 + T_2 + T_3 + G.
\]

Now the first term, \( T_1 \) is fine because extra vector fields have not hit the \( f \). More precisely, after an extra \( N - 2 \) commutations, a typical term resulting from \( T_1 \) is of the form
\[
Y^{N-1}(\Phi) X f
\]
integrated in \( v \), and these are fine because they can be estimated using only the low order energy of \( f \).

For the second term \( T_2 \), we have
\[ T_2 = \int_v \Phi(Xf) \frac{dv}{\psi^0} = \int_v \Phi \cdot X(f) \frac{dv}{\psi^0} + \int_v \Phi[Y,X](f) \frac{dv}{\psi^0} = T_{21} + T_{22}. \]

Now,
\[ T_{22} = \int_v \Phi \cdot X(f) \frac{dv}{\psi^0} \]
\[ = \int_v \Phi \frac{1}{t} (Y + 3e - v^0 \partial_{v^i} - \Phi \cdot X)Y(f) \frac{dv}{\psi^0} \]
\[ = \int_v \Phi \frac{1}{t} (Y + 3e)Y(f) \frac{dv}{\psi^0} + \int_v v^0 \partial_{v^i} (\Phi) \frac{1}{t} Y(f) \frac{dv}{\psi^0} - \int_v \Phi^2 \frac{1}{t} XYf \frac{dv}{\psi^0} \]

and only the term in the middle still have some potential growth since the others have the same behaviour as \( \int_v s(t,x) (1 + \frac{1}{\psi^0})Y^2(f) \frac{dv}{\psi^0} \) for \( s \) uniformly bounded, using the bounds on \( \Phi \).

For the middle one, we have
\[ \int_v \frac{1}{t} v^0 \partial_{v^i} \Phi Y(f) \frac{dv}{\psi^0} = \int_v \frac{1}{t} Y(\Phi)Y(f) \frac{dv}{\psi^0} + \int_v s(t,x)e(\Phi)Y(f) \frac{dv}{\psi^0} \]
\[ - \int_v \frac{1}{t} \Phi X(\phi)Y(f) \frac{dv}{\psi^0}, \]

where the \( s(t,x)e\Phi \) in the middle term comes from adding and subtracting \( \frac{Z(\Phi)}{t} \) appropriately, so that \( s \) is just a good symbol. Now all terms are good, both in terms of regularity and in terms of decay. For instance, for the middle one, one can use the improved estimate for \( e(\Phi) \) so that it does not lead to some growth like \( \Phi \) and since we have commuted twice and \( e(\Phi) \) is at the level of \( \partial^2 \gamma \), we have not exceeded the maximal regularity \( N \).

For the commutator term \( T_{22} \), one can use Lemma 3.13 and check that all resulting terms are of similar nature as the previous ones apart from the term
\[ \int_v \Phi \frac{\partial \phi}{\psi^0} \partial_{v^i} f \frac{dv}{\psi^0}. \]

Here, one can again integrate by parts in \( v \) and follow the same arguments as above. With the extra decay coming from the extra \( \partial \phi \), this term is actually decaying faster.

Thus, we are left with the term \( T_3 \) in (138). The arguments are similar to the above
\[ T_3 = \int_v \Phi \cdot X(\Phi \cdot Xf) \frac{dv}{\psi^0} = \int_v \Phi \frac{1}{t} (Y + 3e - v^0 \partial_{v^i} - \Phi \cdot X)(\Phi \cdot Xf) \frac{dv}{\psi^0} \]
\[ = \int_v \Phi \frac{1}{t} Y(\Phi \cdot Xf) \frac{dv}{\psi^0} + \int_v \Phi \frac{1}{t} 3e(\Phi \cdot Xf) \frac{dv}{\psi^0} \]
\[ - \int_v \Phi \frac{1}{t} \Phi \cdot X(\Phi \cdot Xf) \frac{dv}{\psi^0} + \int_v v^0 \partial_{v^i} \Phi \cdot \frac{1}{t} (\Phi \cdot Xf). \]

The first term is now good enough. The last term can be dealt with as in (140). Compared to (140), it has one more power of \( \Phi \), leading to a \( p^{3/2} \) growth, but again this is fine because the number of derivatives hitting \( f \) for these terms is low (only one vector field is hitting \( f \) while we have commuted twice).

The second and third term in (141) are not yet good enough. The way to deal with them is similar, so we only do it for the third term. First, we distribute the \( X \) to get
\[
\int_v \Phi \cdot \frac{1}{t} \Phi \cdot X(\Phi \cdot X f) \frac{dv}{v^0} = \int_v \Phi \cdot \frac{1}{t} \Phi \cdot X(\Phi) \cdot X f \frac{dv}{v^0} + \int_v \Phi^3 \cdot \frac{1}{t} \Phi^2 X f \frac{dv}{v^0}.
\]

The last term in (142) is still not good enough, because it grows \( |\Phi^3| \lesssim \varepsilon^{3/2} \rho^{1/2} \) and a high number of derivatives actually hits \( f \). One more application of the same argument (replacing \( X \) by \( \frac{1}{t}(Y + \beta_0 e - v^0 \partial_{\nu_0} - \Phi \cdot X) \) as for instance in (139) is sufficient. For instance, it generates terms such as \( \Phi^4 \frac{1}{t} \Phi^2 X f \) or \( e(\Phi) \Phi^2 X f \) which have no growth, as well as a term with growth but with one lower vector field hitting \( f \).

This essentially proves the lemma for \( N = 2 \). The general case follows by a straightforward induction. □

5. Norms and Bootstrap Assumptions

We base on the notations introduced in Section 3.8.

5.1. Norms.

5.1.1. \( L^1 \)-norms for \( f \).

**Definition 5.1.** Let

\[
E_N[f] \equiv \sum_{\langle \ast \rangle} \int_{H^\rho} \chi \left( |\hat{\beta}|^C \left| L^{\pi}_{A,B} f \right| \right) d\mu_{H^\rho},
\]

where

\[
\begin{cases}
A, B, C \text{ multi-indices such that the following conditions hold:} \\
\text{If } \frac{N}{2} < |A| + |B| \leq N, \text{ then } |C| = N + 3 - |A| \\
\text{If } |A| + |B| \leq \frac{N}{2}, \text{ then } |C| = N - |A| + 3 + (N + 3) \\
\pi \text{ any permutation of } |A| + |B| \text{ elements}
\end{cases}
\]

\[
\begin{cases}
A, B, C \text{ multi-indices such that the following conditions hold:} \\
|A| + |B| \leq \frac{N}{2}, \text{ and } |C| = N + 3 - |A| + (N + 3) \\
\pi \text{ any permutation of } |A| + |B| \text{ elements}
\end{cases}
\]

This low order energy contains only the low regularity terms of \( E_N[f] \).
5.1.2. $L^2$-norms for the wave. For the scalar field $\phi$, we use the following standard energy norms.

**Definition 5.3.** Let $E_N[\phi]$ be defined as
\begin{equation}
E_N[\phi](\rho) \equiv \sum_{|\alpha| \leq N, Z^\alpha \in \mathbb{Z}^{|\alpha|}} \int_{H_\rho} T[Z^\alpha \phi](\partial_t, \nu_\rho) d\mu_{H_\rho},
\end{equation}
where, for any scalar function $\psi$, we denote by $T[\psi] = d\psi \otimes d\psi - \frac{1}{2} \eta(\nabla \psi, \nabla \psi)\eta$ its energy-momentum tensor.

5.1.3. $L^1$-energies for products. We define a variation of the $q$ notation. Let
\begin{equation}
q_{\geq l}^{A,B,K}(\Phi) \equiv \sum_{K'<K} \sum_{A_i,B_i,\pi} \rho^{-K'/2} \prod_{i=1}^{K'} |L_{A_i,B_i}(\Phi)|
\end{equation}
with the additional conditions
\begin{equation}
\sum_{i=1}^{K'} |A_i| \leq A,
\sum_{i=1}^{K'} |B_i| \leq B,
|A_i| + |B_i| \geq l,
\pi \in \tilde{S}_{K'}
\end{equation}
and the sum over $A_i, B_i$ is to be understood over all possible vectors of multi-indices, $(A_i), (B_i)$, and in addition over all suitable permutations $\pi_i$. Note that these conditions imply that
\[ Kl \leq A + B. \]

We define this auxiliary energy for combination of $\Phi$ and $f$.

**Definition 5.4.** Let
\begin{equation}
F_N[\Phi,f] \equiv \sum_{(\ast)} \int_{H_\rho} \chi\left(\tilde{\lambda} \left[|q_{\geq 2}^{A,B,K}(\Phi)| \cdot |L_{U,V,f}|\right] \right) d\mu_{H_\rho},
\end{equation}
where the sum is taken over the variables $A, B, K$ non-negative integers, and $C, U, V$ multi-indices such that:
\begin{equation}
(\ast) \begin{cases} 
1 \leq |U| + |V| \leq N \\
A + B + |U| + |V| \leq N \\
\pi \text{ any permutation of } |U| + |V| \text{ elements} \\
|C| = N + 3 - (|A| + |U|).
\end{cases}
\end{equation}

Note that the definition of $q_{\geq 2}^{A,B,K}$ implies
\begin{equation}
K \leq \frac{N - 1}{2}.
\end{equation}
Note also that due to the lower bound on $|U| + |V|$, $|A| + |B| \leq N - 1$. In addition we define a low order energy of similar structure with higher weights.

**Definition 5.5.** Let
\begin{equation}
F_0^N[\Phi,f] \equiv \sum_{(\ast)} \int_{H_\rho} \chi\left(\tilde{\lambda} \left[|q_{\geq 2}^{A,B,K}(\Phi)| \cdot |L_{U,V,f}|\right] \right) d\mu_{H_\rho},
\end{equation}
where the sum is taken over the variables $A, B, K$ non-negative integers, and $C, U, V$ multi-indices such that:

\[
\begin{aligned}
&1 \leq |U| + |V| \leq N - 2 \\
&|A + B + |U| + |V| \leq N - 2 \\
&\pi \text{ any permutation of } |A| + |B| \text{ elements} \\
&|C| = N + 3 - (A + |U|) + (N + 3).
\end{aligned}
\]

These low order energies allow for an absorption of more weights since the wave can be estimates pointwise in all related estimates as we discuss below.

We introduce two additional energies, which are eventually used to exploit the fact that generalized translations acting on $\Phi$ do not require to be normalized by a $\rho^{-1/2}$ factor. We only need this property for one generalized translation in the operators.

**Definition 5.6.** Based on the definition above we define

\[
F_N^e[\Phi, f] = \sum_{(\ast)} \int_{H_\nu} \chi\left(\frac{1}{|\delta|} \rho^{1/2} |L_{A, B, K}^e(\Phi)| \cdot \left|L_{U, V}^e f\right|\right) d\mu_{H_\nu},
\]

where conditions (151) hold with the additional restriction

\[
B \geq 1
\]

and $L_{A, B, K}^e(\Phi)$ is defined analogously to (148) with the additional condition:

\[
\text{Each summand in (148) contains at least one factor } L_{A_i, B_i} \Phi \text{ with } |B_i| \geq 1.
\]

In particular, this energy contains at least one generalized translation acting on $\Phi$ while it has one less $\rho^{-1/2}$ factor. The corresponding low order energy $F_N^{e,0}[\Phi, f]$ is defined analogous with one additional $v^0$ weight.

5.2. **Set-up and bootstrap assumptions.** Let $(f_0, \phi_0, \phi_1)$ be regular initial data as in (9). By a standard local well-posedness argument, there exists a unique maximal solution $(f, \phi)$ defined on an hyperboloidal time interval of the form $[1, P')$, where $1 < P' = \infty$ possibly. We assume that the initial data is small enough so that

\[
E_{N+3}[f](1), \quad \rho^N(\phi)(1) \leq \varepsilon.
\]

By a standard continuity argument, there exists a largest $1 < P \leq P'$ such that on $[1, P)$, we have the following estimates

\[
\begin{aligned}
E_N(f) &\leq 2\varepsilon \rho^{3C_{\varepsilon}^{1/16}}, \\
E_{N-1}(f) &\leq 2\varepsilon \rho^{2C_{\varepsilon}^{1/16}}, \\
E_N^{\phi}(f) &\leq 2\varepsilon \rho^{C_{\varepsilon}^{1/16}/2}, \\
\rho_N^{\phi}(\phi) &\leq 2\varepsilon \rho^{C_{\varepsilon}^{1/16}}, \\
\rho_{N-1}(\phi) &\leq 2\varepsilon, \\
F_N^e[\Phi, f](\rho) &\leq 2\varepsilon \rho^{C_{\varepsilon}^{1/16}/2}, \\
F_{N-1}[\Phi, f](\rho) &\leq 2\varepsilon \rho^{2C_{\varepsilon}^{1/16}}, \\
F_N[\Phi, f](\rho) &\leq 2\varepsilon \rho^{5C_{\varepsilon}^{1/16}/2}, \\
F_N^e[\Phi, f](\rho) &\leq 2\varepsilon \rho^{5C_{\varepsilon}^{1/16}/2}, \\
F_{N-1}[\Phi, f](\rho) &\leq 2\varepsilon \rho^{2C_{\varepsilon}^{1/16}}, \\
F_N^e[\Phi, f](\rho) &\leq 2\varepsilon \rho^{C_{\varepsilon}^{1/16}/2},
\end{aligned}
\]
where $C$ is some universal constant depending only on $N$ which is specified below. The choice of $\varepsilon^{1/16}$ is convenient in that context; a value smaller than 1/4 would work as well in what follows.

The remainder of the paper is devoted to improve the above bootstrap assumptions and prove

**Proposition 5.7.** Let $N \geq 10$. Then, under the assumptions (159), (160), (162) and (163), the following estimates hold.

\begin{align*}
(170) \quad E_N(f) &\leq \frac{3}{2} \varepsilon \rho^{3C\varepsilon^{1/16}}, \\
(171) \quad E_{N-1}(f) &\leq \frac{3}{2} \varepsilon \rho^{2C\varepsilon^{1/16}}, \\
(172) \quad E_N^\circ(f) &\leq \frac{3}{2} \varepsilon \rho^{C\varepsilon^{1/16}}, \\
(173) \quad E_N(\phi) &\leq \frac{3}{2} \varepsilon \rho^{C\varepsilon^{1/16}}, \\
(174) \quad E_{N-1}(\phi) &\leq \frac{3}{2} \varepsilon, \\
(175) \quad F^\circ_N[\Phi,f](\rho) &\leq \frac{3}{2} \varepsilon \rho^{C\varepsilon^{1/16}/2}, \\
(176) \quad F_{N-1}[\Phi,f](\rho) &\leq \frac{3}{2} \varepsilon \rho^{2C\varepsilon^{1/16}}, \\
(177) \quad F_N[\Phi,f](\rho) &\leq \frac{3}{2} \varepsilon \rho^{5C\varepsilon^{1/16}/2}, \\
(178) \quad F^e_N[\Phi,f] &\leq \frac{3}{2} \varepsilon \rho^{5C\varepsilon^{1/16}/2}, \\
(179) \quad F^e_{N-1}[\Phi,f] &\leq \frac{3}{2} \varepsilon \rho^{2C\varepsilon^{1/16}}, \\
(180) \quad F^e_N[\Phi,f] &\leq \frac{3}{2} \varepsilon \rho^{C\varepsilon^{1/16}/2}.
\end{align*}

It follows that $P = P' = +\infty$, which proves the main Theorem.

6. Estimates for the $\Phi$ coefficients

This section is devoted to establishing estimates for the $\Phi$ coefficients. First, we recall Duhamel’s formula for the inhomogeneous transport equation.

**Lemma 6.1.** Let $U_{\rho'}(\rho,y,v)$ be the solution to the Cauchy problem

\[ T_\rho U_{\rho'} = 0 \]

with initial data prescribed at $\rho := \rho'$ by

\[ U_{\rho'}(\rho',y,v) = \frac{h}{v^\rho}(\rho',y,v). \]

where

\[ v^\rho = \sqrt{v_0 t - v_i x^i/\rho} \]

and $h$ is some (sufficiently regular) source term.

Then, the unique solution to the problem

\[ T_\rho (\Psi) = h \text{ with } \Psi|_{H_1} = 0 \]

can be written as:

\[ \Psi(\rho,y,v) = \int_1^\rho U_{\rho'}(\rho,y,v)d\rho'. \]
We need the following estimates on \( v^\rho \).

**Lemma 6.2.** \( v^\rho = \frac{tv^0 - v_i x^i}{\rho} \) satisfies the following estimates in \( J^+(H_1) \)

\[
v^\rho \geq 1, \quad v^\rho \geq \frac{u}{2\rho} v^0, \quad v^\rho \geq \frac{t}{2\rho v^0}.
\]

**Remark 6.3.** In practice, in this section, we only use the inequality \( v^\rho \geq \frac{t}{2\rho v^0} \).

**Proof.** The first two inequalities can be found in [Lemma 2.11 and Remark 2.12] of [FJS15]. The proof of the last inequality is as follows:

\[
\rho v^\rho \geq (v^0 t - |x||v|) \frac{(v^0 t + |x||v|)}{(v^0 t + |x||v|)} \geq ((v^0 t)^2 t^2 - |x|^2 |v|^2) \frac{1}{2v^0 t} \text{ since } v^0 \geq |v| \text{ and } t \geq |x|
\]

\[
\geq ((1 + |v|^2) t^2 - |x|^2 |v|^2) \frac{1}{2v^0 t}
\]

\[
\geq (t^2 + |v|^2 \rho^2) \frac{1}{2v^0 t}
\]

\[
\geq \frac{t}{2v^0}.
\]

\[\square\]

The last preparatory lemma deals with conservation of the \( L^\infty \)-norm for solutions of the transport equation:

**Lemma 6.4.** Let \( U^\rho \) be the solution of the Cauchy problem

\[
\mathbf{T}_\phi U^\rho = 0 \quad \text{with} \quad U^\rho(\rho', y, v) = \frac{h(\rho', y, v)}{v^\rho} \quad \text{on} \quad H_{\rho'},
\]

then, if

\[
\sup_{H^\rho'} \left( \frac{h(\rho', y, v)}{v^\rho} \right) < \infty,
\]

\( U^\rho \) satisfies, in the future of the hyperboloid \( H^\rho' \):

\[
|U^\rho| \leq \sup_{H^\rho'} \left( \frac{h(\rho', y, v)}{v^\rho} \right).
\]

We can finally state the pointwise estimates for \( \Phi \) based on the equation that \( \Phi \) satisfies, which we recall here

\[
\mathbf{T}_\phi (\Phi^i_a) = -\frac{t}{v^0} \left( \sum_{|\alpha| \leq 1} \frac{b_{\alpha, \alpha} \partial_{x^\alpha} Z^\alpha (\phi)}{1 + u} \cdot a^i \right).
\]

We thus define

\[
h = -\frac{t}{v^0} \left( \sum_{|\alpha| \leq 1} \frac{b_{\alpha, \alpha} \partial_{x^\alpha} Z^\alpha (\phi)}{1 + u} \cdot a^i \right).
\]

From the bootstrap assumption (163), Proposition (2.5) and Lemma (2.6), we have the following pointwise estimates on the source term for \( \Phi \).
The pointwise estimates for \( \Phi \) are then as follows.

**Lemma 6.5.** Assume that \( h \) satisfies in \( J^+(H_1) \)

\[
|h| \lesssim \frac{\sqrt{\varepsilon}}{(1 + u)^{1/2}t^0}.
\]

Then the solution to the inhomogeneous Cauchy problem

\[
T_\phi (\Psi) = h \text{ with } \Psi|_{H_1} = 0
\]

satisfies in \( J^+(H_1) \)

\[
|\Psi| \lesssim \sqrt{\varepsilon \rho}.
\]

**Proof.** The proof of this fact is a direct consequence of the two previous Lemmata 6.1, 6.2 and 6.4: the solution \( \Psi \) can be represented as

\[
\Psi(\rho, y, v) = \int_1^\rho U_\rho'(\rho, y, v) d\rho',
\]

where \( U_\rho'(\rho, y, v) \) satisfies the Cauchy problem with datum on the hyperboloid \( H_\rho' \):

\[
T_\phi U_\rho' = 0 \text{ with } U_\rho'(\rho', y, v) = \frac{h(\rho', v, y)}{v_\rho}.
\]

By Lemma 6.4, one needs to compute the supremum over a given hyperboloid \( H_\rho' \) of \( \frac{h}{v_\rho} \).

We need then to use the only compatible inequality of Lemma 6.2 to perform the estimates

\[
\frac{|h|}{v_\rho} \lesssim \frac{\sqrt{\varepsilon \rho}}{\sqrt{1 + ut}} \lesssim \frac{\sqrt{\varepsilon}}{\rho^2}.
\]

The estimates for \( \Psi \) can then be written, using Lemmata 6.1 and 6.4:

\[
|\Psi| \lesssim \int_1^\rho \sup_{H_\rho'} \left( \frac{h}{v_\rho} \right) d\rho' \lesssim \int_1^\rho \frac{\sqrt{\varepsilon}}{\rho^2} d\rho' \lesssim \sqrt{\varepsilon \rho}.
\]

**Lemma 6.6.** The terms \( Y\Phi \) and \( e\Phi \) satisfy, in the future unit hyperboloid \( J^+(H_1) \):

\[
|Y\Phi| \lesssim \sqrt{\varepsilon \rho} \text{ and } |e\Phi| \lesssim \sqrt{\varepsilon \ln(\rho)}.
\]

**Remark 6.7.** In principle, higher order derivatives of \( \Phi \) could be estimated pointwise, since \( \Phi \) satisfies a inhomogeneous equation whose source terms can be estimated pointwise. Nonetheless, terms of the form \( \Phi_3 \) pile up in the source term, preventing similar estimates to be established.

**Proof.** First, one easily check that the terms coming from the commutators \([T_\phi, Y]\) and \([T_\phi, e]\) are compatible with the statement of the lemma. Then, the rest of the proof
essentially relies on the following formula (see Lemma 3.22 for the first one; up to lower order terms):

\[
\mathbf{e} \left( \frac{t}{v_0^2} \partial Z \phi, \frac{Z \phi}{1 + u} \right) = \frac{t}{v_0^2} \partial^2 Z \phi \cdot \frac{\partial Z \phi}{1 + u} \cdot \frac{Z \phi}{(1 + u)^2}
\]

(182)

\[
\mathbf{Y} \left( \frac{t}{v_0^2} \partial Z \phi, \frac{Z \phi}{1 + u} \right) = \frac{t}{v_0^2} \left( \left( 1 + \frac{\Phi}{t} \right) p(\partial Z^2 \phi, u^{-1}Z^2 \phi) + \frac{\Phi}{t} \right) (\partial^2 Z \phi, u^{-1}(\frac{\varphi}{a})Z \phi)
\]

Using the bootstrap assumption (163), one immediately obtains for each of the source terms

\[
\left| \mathbf{e} \left( \frac{t}{v_0^2} \partial Z \phi, \frac{Z \phi}{1 + u} \right) \right| \lesssim \rho \cdot \frac{\sqrt{\varepsilon}}{(1 + u)^{3/2} \rho \sqrt{t}}
\]

(183)

\[
\left| \mathbf{Y} \left( \frac{t}{v_0^2} \partial Z \phi, \frac{Z \phi}{1 + u} \right) \right| \lesssim \rho \cdot \frac{\sqrt{\varepsilon}}{(1 + u)^{3/2} \rho} + \rho \cdot \frac{\sqrt{\varepsilon}}{t} \cdot \frac{\sqrt{\varepsilon}}{(1 + u)^{1/2 + 1/2}}
\]

(184)

where we have estimated \( v_0^0 v_\rho \) as in Lemma 6.2

\[
v_0^0 v_\rho \geq \frac{t}{2 \rho},
\]

as well as, accordingly to Lemma 6.5

\[
|\Phi| \lesssim \sqrt{\varepsilon \rho}.
\]

The rest of the proof runs similarly as the proof of Lemma 6.5. \( \square \)

### 7. \( L^1 \)-estimates for the distribution function

We prove (170), (171) and (172) in the following proposition.

**Proposition 7.1.** Assume that the bootstrap assumptions hold on \([1, P]\). Then

\[
E_N[f](\rho) - E_N[f](1) \lesssim \varepsilon^{5/4} \rho C_{2^{1/16}/2}
\]

(187)

\[
E_{N-1}[f](\rho) - E_{N-1}[f](1) \lesssim \varepsilon^{5/4} \rho C_{2^{1/16}}
\]

\[
E_N^C[f](\rho) - E_N^C[f](1) \lesssim \varepsilon^{5/4} \rho C_{2^{1/16}/2}
\]

hold for \( \rho \in [1, P] \).

**Proof.** From Lemma 2.2, we need to estimate all terms of the form

\[
\iint \mathbf{T}_\phi \left( |\mathbf{\bar{h}}|^C |L_{A,B}^\tau f| \right) dv d\mu_{H_\rho},
\]

where \( A, B, C \) take the required values. We begin by considering the case, when \( \mathbf{T}_\phi \) hits the weight-term \( |\mathbf{\bar{h}}|^C \). Using (35), these terms are of the form

\[
\iint \left( \mathbf{T}(\phi) \cdot |\mathbf{\bar{h}}|^C + \frac{Z \phi}{v_0^0 \sqrt{\rho}} |\mathbf{\bar{h}}|^C \right) |L_{A,B}^\tau f| dv d\mu_{H_\rho} + \ldots,
\]

where \( |C'| = |C| - 1 \) and the symbol \( \ldots \) denotes similar or lower order terms or those with a negative sign, which arise from \( \sqrt{\rho}^{-1} \) in \( \mathbf{\bar{h}} \).
Estimating the coefficients in $\partial \phi$ pointwise and using the second estimate in Lemma 6.2, these terms are bounded by

$$\lesssim \rho^{-1} \sqrt{\varepsilon E_N(f)}.$$  

(190)

The same estimate holds, if we consider the energy of order $N - 1$, with $E_N$ replaced by $E_{N-1}$ or lower orders. We turn now to those terms which arise when $T_\phi$ hits $|L_{A,B}^T f|$. These take the form

$$\int \int |3^C (**) \ d\mu_H.$$  

(191)

where (**) stands for any of the different types of the forms (114) – (124) with the respective conditions on the indices in these expressions such that $|A| + |B| = N$, $N - 1$ or lower orders, depending on which energy we estimate.

**High orders.** We consider in this part the case

$$|A| + |B| > N/2.$$  

(192)

We discuss term (129) explicitly in detail. We recall it below.

$$\sum_{(\ast)} \left\{ \left( \frac{\rho^{\alpha,S,\delta+\beta+\mu+2\gamma}(\Phi)}{t^{(\delta+\beta+2\sigma)/2}} \right) \left( \frac{\delta+\nu}{\sqrt{\varepsilon_1^2(v^0)1-\sigma}} \right) \cdot t^\kappa \right. \left. \cdot p \left( \partial_{\delta+I+1+\gamma-\sigma+\kappa+\lambda(1-\mu)} Z^{\beta-(\gamma-\sigma+\kappa+\lambda(1-\mu))} \phi \right) \cdot L_{U',V'}(f) \right\}$$

(193)

where the sum is taken over the variables $U'$, $V'$ multi-indices and $\alpha, \delta, \beta, \mu, \gamma, \sigma, \nu, \kappa, \lambda$ such that

$$\begin{align*}
|U'| &= U + \lambda, |V'| = V + 1 - \lambda \\
U + \alpha + \beta + \delta + \nu &\leq |A| \\
\alpha + S + U + V + \delta + I + \beta &\leq N \\
1 &\leq \delta + I + \beta \\
\mu + \nu &\leq 1 \\
\mu = \gamma = 1 &\Rightarrow \sigma = 1 \\
\sigma &\leq \gamma \leq 1 \\
\kappa = 1 &\Rightarrow \mu = \gamma = \nu = \lambda = \sigma = 0, \kappa \leq 1 \\
\lambda = 1 &\Rightarrow \gamma = \nu = \sigma = 0, \lambda \leq 1 \\
\lambda = \mu = 1 &\Rightarrow U + \lambda + \alpha + \beta + \delta \leq |A|
\end{align*}$$

(194)

Estimating the integral (191) we distinguish between different cases. The first case we consider covers all terms, where the polynomial in $\partial \phi$ and its derivatives can be estimated pointwise. This is the case when

$$\delta + I + \beta < N - 1,$$

(195)

since we need 2 commutations to apply the Klainerman-Sobolev inequality (18).

We then have access to pointwise estimates on the polynomial in derivatives of $\phi$, which yield

$$\left| p \left( \partial_{\delta+I+1+\gamma-\sigma+\kappa+\lambda(1-\mu)} Z^{\beta-(\gamma-\sigma+\kappa+\lambda(1-\mu))} \phi \right) \right| \leq \sqrt{\varepsilon \rho^{C/2e^{1/16}}}$$

$$\leq \left(1 + u\right)^{1/2+\gamma-\sigma+\kappa+\lambda(1-\mu)} \left(1 + t\right),$$

(196)
where we used bootstrap assumption (162). Note that the factor \( \rho^{C \varepsilon^{1/16}/2} \) only appears when estimating the top order norm. Using these preliminary estimates the total term (191) which we wish to estimate under the current assumptions reduces to

\[
\iint |\tilde{\sigma}|^C \left| \frac{q^{\alpha, S, \delta + \beta + \mu + 2\gamma}(\Phi)}{\rho^{(\delta + \beta + \mu + 2\gamma)}/2} \right| \cdot \frac{\tilde{\mathcal{J}}^{\delta + \nu}}{\sqrt{t}} \frac{1}{(1 + u)^{1/2 + \gamma - \sigma + \lambda(1 - \mu)(1 + t)}} |L_{U', V'}(f)| d\mu_H. \tag{197}
\]

We then intend to estimate this by the combined energy of type \( \mathbf{F}_N(\tilde{\Phi}, f) \). We distinguish now between the different cases for the switch indices (recall the conditions on \((\mu, \nu, \gamma, \sigma, \kappa, \lambda) \) (194)). Before addressing the individual cases, we discuss the issue of the absorption of the \( \tilde{\sigma} \)-weight to the power \( C \) into the energy of \( f \). Due to the condition (195) we always estimate \( f \) in energy in this part. We remark that in the special case \( \nu = 1 \), which we discuss individually below, we have to divide and multiply by \( \sqrt{t} \) to obtain a rescaled weight \( \tilde{\sigma} \) as encoded in the energy. Also, we see below another exceptional case \((\lambda = 1, \mu = 0)\), when one weight has to be estimated pointwise. For now, we only discuss when the number of weights that appear can be absorbed. The term we intend to estimate in energy then reads

\[
|\tilde{\sigma}|^D \left| \frac{q^{\alpha, S, \delta + \beta + \mu + 2\gamma}(\Phi)}{\rho^{(\delta + \beta + \mu + 2\gamma)}/2} \right| |L_{U', V'}(f)|, \tag{198}
\]

where \( |D| = |C| + \delta + \nu \). Note that \( |C| = N - 3 - |A| \) as we are in the case \( |A| + |B| > N/2 \). The term (198) can be estimated in energy precisely if

\[
N + 3 - |A| + \delta + \nu \leq N + 3 - (U + \lambda + \alpha) \tag{199}
\]

holds (cf. definition of \( \mathbf{F}_N \) in (150)). In the case \( \lambda = 0 \) this follows immediately from the second condition in (194) in the case \( \lambda = \mu = 1 \) this follows from the last line in (194). In the complementary case \( \lambda = 1, \mu = 0 \) (which implies \( \nu = 0 \)) only \( D - 1 \) weights can be absorbed into the energy and one weight \( \tilde{\sigma} \) has to be estimated pointwise.

We have so far shown that we can absorb the weights into the energy \( \mathbf{F}_N \) unless \( \lambda = 1, \mu = 0 \), when one weight is estimated pointwise. It remains to be shown that in all possible configurations of switch indices, the decay of the low regularity terms is sufficiently strong to conclude the estimate. We distinguish the different cases for the switch indices in the following. We rewrite the term to estimate, (197), as

\[
\iint |\tilde{\sigma}|^D \left| \frac{1}{(v^0)^{1-\sigma}} \right| \cdot \frac{\sqrt{\varepsilon} \rho^{C \varepsilon^{1/16}/2}}{(1 + u)^{1/2 + \gamma - \sigma + \lambda(1 - \mu)(1 + t)}} \rho^{(\nu + \mu + 2\gamma)/2} |L_{U', V'}(f)| d\mu_H. \tag{200}
\]

where \( |D| = |C| + \delta + \nu \) and the \( \rho^{\nu/2} \) term appears since the additional weight in the case \( \nu = 1 \) does not have a \( \rho^{-1/2} \) factor. We do three more modifications to obtain the final form of the previous term. First, we estimate any zero or first order derivative of \( \Phi \) with the corresponding \( \rho^{-1/2} \) factor pointwise using Lemma 6.6, which allows to replace the \( q \) term by the analogous \( \tilde{q} \) absorbing the \( \rho \) terms in the denominator. As a second modification we introduce a \((f/\rho)^{1-\sigma}\) factor which in combination with \((v^0)^{-1+\sigma}\) can be estimated by \( v^\rho \) (cf. Remark 6.3). For the third modification we estimate one factor \( \tilde{\sigma} \).
pointwise when \(\lambda(1 - \mu) = 1\) yielding \((t/\rho)^{\lambda(1 - \mu)}\). In total we arrive at

\[
\int \int \int \frac{\rho^{1 - \sigma - \lambda(1 - \mu)/2 + (\nu + \mu + 2\gamma)/2}}{t^{1 - \delta - \lambda(1 - \mu)/2} \sqrt{\epsilon \rho^C}} \frac{\sqrt{\epsilon \rho^C}}{(1 + u)^{1/2 + \gamma - \sigma + \kappa + \lambda(1 - \mu)/2}} \, d\rho \, d\phi \, d\mu,
\]

(201)

where \(D = C + \delta + \nu - \lambda(1 - \mu)\). A straightforward evaluation of the conditions (194) yields that in each admissible combination of switch indices, which are \(\kappa = 1; \lambda = \mu = 1; (\lambda = 1, \mu = 0); (\gamma = 1, \nu \leq 1); \mu = \gamma = \sigma = 1\), the estimate

\[
|\mathbb{I}| \lesssim \sqrt{\epsilon \rho^C}/\epsilon^{1/16}/2 - 1
\]

holds. In total, we can estimate the integral by

\[
\sqrt{\epsilon \rho^{-1 + C/2 \epsilon^{1/16}}} F(|U| + |V| + \alpha + S + 1)(\Phi, f)(\rho),
\]

(203)

where the factor \(\rho^C \epsilon^{1/16}/2\) only occurs when the highest order energy is estimated and in that case \(|U| + |V| + \alpha + S < N\) - so not both terms can be of highest order. Invoking the bootstrap assumptions in both cases the term in top order can be estimated by

\[
\epsilon^{3/2} \rho^{-1 + 5C/2 \epsilon^{1/16}}.
\]

(204)

If the order of the energy is at most \(N - 1\), then the term can be estimated by

\[
\epsilon^{3/2} \rho^{-1 + 2C \epsilon^{1/16}}.
\]

(205)

Integrating both cases yields the estimates claimed in the proposition. This finishes the case (195) and we consider in the remainder the complementary case

\[
\delta + I + \beta \geq N - 1.
\]

(206)

By conditions (194) this implies

\[
U + V + \alpha + S \leq 1.
\]

(207)

This has the immediate consequence that only up to first order derivatives of \(\Phi\) appear, which can be estimated using Lemma 6.6. Furthermore, only up to second order derivatives of \(f\) appear, which implies that we require \(N \geq 5\) to estimate the \(v\)-integral of those terms pointwise. However, we wish to estimate those terms by the low order energy \(|A| + |B| \leq N/2\) to avoid the growth of the top order norm of \(f\). Therefore we choose \(N \geq 10\). The pointwise estimates on \(\Phi\) (cf. Lemma 6.6) and its first order derivatives in combination with the fact \(\alpha + S \leq 1\) imply

\[
\frac{|q^{\alpha, \delta + \beta + \mu + 2\gamma}(\Phi)|}{\rho^{(\delta + \beta + \mu + 2\gamma)/2}} \lesssim 1,
\]

(208)

which leaves from (193) the term to estimate in this case in the form

\[
\int \int \rho^{(\mu + 2\gamma + \nu)/2} \rho^{-\sigma} \rho^{\sigma - \delta + I + 1 + \gamma - \sigma + \kappa + \lambda(1 - \mu)} Z^{\beta + 1 - (\gamma - \sigma + \kappa + \lambda(1 - \mu))} \rho^D |Z^{(\nu)}| L_{U, V, \nu}(f) \, dv d\mu d\nu d\phi,
\]

(209)

where \(|D| = N + 3 - |A| + \delta + \nu\). Before analysing the different cases for the switch indices we clarify that we can estimate the momentum-integral over the term \((\ast)\) pointwise by the Klainerman-Sobolev embedding in terms of the low order energy \(E_N^0[f]\). Applying the
inequality (287) we increase the weight by three and increase the number of derivatives acting on $f$ also by three. If these three derivatives are all not generalized translations then the number of weights that can be absorbed by this term is maximally decreased, so we assume this case, which is

\[ |\delta^{D'[\lambda]}L_{U'',V''}(f)|, \]

where $U''$, $V''$ are multi-indices such that $|U''| = U + \lambda + 3$, $|V''| = V + 1 - \lambda$ and with $|D'| = |D| + 3 = N + 3 - |A| + \delta + \nu + 3$. Estimating the corresponding integral by the norm $E_N^0[f]$ we can absorb a number of weights according to (146) which is $N + 3 - (U + \lambda + 3) + (N + 3)$. Indeed, then the formula

\[
|D'| = N + 3 - |A| + \delta + \nu + 3 \leq N + 3 - |A| + |A| + 3
\]

\[
\leq N + 3 + 3
\]

\[
\leq N + 3 - (U + \lambda + 3) + N + 3 + \frac{(U + \lambda + 3 - N)}{<0, \text{ by } |U|, \lambda \leq 1}
\]

holds. In particular, no pointwise estimate for a weight is necessary in this case. As a conclusion of the above we can estimate

\[ \int |\delta^{D(\lambda^0)}\sigma^{-1}|L_{U',V'}(f)|dv \lesssim \frac{1}{\rho^2} \left( 1 + \varepsilon^{1/2} \rho^{C_C^1/16} \right) E_N^0[f]. \]

It is important to note that we obtain pointwise estimates in terms of the low order energy $E_N^0(f)$. Note that this energy has an additional $\varepsilon^0$ to compensate in case $\sigma = 1$. The latter is crucial to be able to improve the bootstrap assumption on $E_N[f]$ and $E_{N-1}[f]$, which only works since estimating by $E_N^0[f]$ is possible here. For the low order energy itself, this problem does not occur as in the corresponding estimates (see below) only the wave terms are estimated pointwise. Using the considerations above, replacing translations acting on $\phi$ by vector fields $Z$ gaining $u^{-1}$ terms and using the bootstrap assumption on $E_N^0[f]$ the term (209) reduces to

\[ \varepsilon \sqrt{\rho^{\mu + 2\gamma + \nu} \rho^{3C_C^1/16/2}} \int \frac{t^{\kappa - \sigma - 3}}{(1 + u)^{\gamma - \sigma + \kappa + \lambda(1 - \mu)}} \left| p \left( \partial^{\delta + I + 1} Z^\beta \phi \right) \right| d\mu H_\nu. \]

Using Hölder’s inequality and the definition of the volume forms this is bounded by

\[ \varepsilon \sqrt{\rho^{\mu + 2\gamma + \nu} \rho^{3C_C^1/16/2}} \]

\[ \times \left( \int \left| p \left( \partial^{\delta + I + 1} Z^\beta \phi \right) \right|^2 \frac{\rho}{t} d\mu H_\nu \right)^{1/2} \cdot \left( \int \frac{t^{2(\kappa - \sigma - 3)\gamma^2}}{(1 + u)^{2(\gamma - \sigma + \kappa + \lambda(1 - \mu))}} dr \right)^{1/2}. \]

The first bracket is the energy of the wave and the integral in the second bracket can be evaluated using Lemma A.1 to

\[ |(\ast)| \leq \frac{\rho^{\mu - 3 - \delta + 2(\kappa - \sigma)}}{3 - 2(\kappa - \sigma) - \delta} \]

such that $\delta < 2(\gamma - \sigma + \kappa + \lambda(1 - \mu)), \delta + 2(\kappa - \sigma) < 3$. In view of this, (214) reduces to

\[ \varepsilon \sqrt{\rho^{\mu + 2\gamma + \nu} \rho^{3C_C^1/16/2}} E_{\delta + I + 1}[\phi]^{1/2} \frac{\sqrt{\rho^{\mu - 3 - \delta + 2(\kappa - \sigma)}}}{\sqrt{3 - 2(\kappa - \sigma) - \delta}}. \]
Distinguishing between the different cases for the switch indices in all cases except \( \kappa = 1 \) and \( (\gamma = 1, \nu \leq 1, \sigma = 0) \) this can be estimated by

\[
\varepsilon \rho^{-1} \rho^{7C\varepsilon^{1/16}/4} |\varphi|^{1/2},
\]

choosing \( \delta = 0 \). In the case \( (\gamma = \nu = 1, \sigma = 0) \) we choose \( \delta = 2 - C\varepsilon^{1/16}/2 \) yielding

\[
\varepsilon \rho^{-1} \rho^{7C\varepsilon^{1/16}/4} |\varphi|^{1/2}.
\]

Finally, in the case \( \kappa = 1 \) we choose \( \delta = 1 - C\varepsilon^{1/16}/2 \) yielding

\[
\varepsilon^{1-1/32} \rho^{-1} \rho^{7C\varepsilon^{1/16}/4} |\varphi|^{1/2}.
\]

The last term is the worst in terms of decay and smallness so using the bootstrap assumption on the wave in total we can bound \((214)\) by

\[
\varepsilon^{3/2-1/32} \rho^{-1} \rho^{7C\varepsilon^{1/16}/4} C\varepsilon^{1/16}/2,
\]

where the last factor is only present in the highest order case. So in the highest order case we can estimate the previous term by

\[
\varepsilon^{3/2-1/32} \rho^{-1} \rho^{9C\varepsilon^{1/16}/4},
\]

and in the lower order case by

\[
\varepsilon^{3/2-1/32} \rho^{-1} \rho^{7C\varepsilon^{1/16}/4}.
\]

Integrating in both cases yields the claimed estimates in the proposition. This finishes the discussion of the case \((206)\) and the proof for the high order energy. As a summary, using the energy estimates of Lemma 2.2, one obtains the following

\[
E_N[f](\rho) - E_N[f](1) \lesssim \int_1^\rho s^{-1} F_{N-1}[\Phi, f](s) ds + \sqrt{\varepsilon} \int_1^\rho s^{-1+C\varepsilon^{1/16}/2} F_N[\Phi, f](s) ds
\]

\[
+ \varepsilon \int_1^\rho \rho^{-1+C\varepsilon^{1/16}/2} \varepsilon^{1/2} [\Phi](s),
\]

\[
\lesssim \varepsilon^{5/4} \rho^{5C\varepsilon^{1/16}/2},
\]

when inserting the bootstrap assumptions.

As a summary, using the energy estimates of Lemma 2.2, one obtains the following

\[
E_N[f](\rho) - E_N[f](1) \lesssim \int_1^\rho s^{-1} F_{N-1}[\Phi, f](s) ds + \sqrt{\varepsilon} \int_1^\rho s^{-1+C\varepsilon^{1/16}/2} F_N[\Phi, f](s) ds
\]

\[
+ \varepsilon \int_1^\rho \rho^{-1+C\varepsilon^{1/16}/2} \varepsilon^{1/2} [\Phi](s),
\]

\[
\lesssim \varepsilon^{5/4} \rho^{5C\varepsilon^{1/16}/2},
\]

when inserting the bootstrap assumptions.

**Low orders** \(|A| + |B| \leq N/2\)

For low order terms, the weight in \( \hat{z} \) is high, but this does not change the way to estimate the terms according to \((189)\). In addition, as the order of derivatives is low, we always estimate the terms containing the wave \( \hat{\varphi} \) pointwise, where we proceed analogously to the case of \((195)\) which finishes the proof.
8. High order estimates for products

In this section we derive energy estimates for the norms $F_N[\Phi, f]$ and $F_N^e[\Phi, f]$. Recall that we have the equation for $\Phi$ in the form

$$T_\phi \Phi = h,$$

where

$$h = \frac{t}{v_0^2} p(\partial Z \phi) + C,$$

where $C$ is of lower regularity and similar or better decay than the explicitly written term. To derive the energy estimates for $F_N$ we compute the commutator to

$$T_\phi \left( \sum_{K \geq 2} A,B,K (\Phi) \cdot L_{U,V} f \right) =$$

$$\left( \sum_{K' \leq K, 1 \leq j \leq K'} \sum_{(A_i) \in \Lambda(B_i)} \left( \prod_{i \in \{1, \ldots, K'\} \setminus \{j\}} |L_{A_i,B_i}(\Phi)| \right) \cdot \frac{L_{A_j,B_j}(\Phi)}{|L_{A_j,B_j}(\Phi)|} (\sum_{\Phi, L_{A_j,B_j}} \Phi + L_{A_j,B_j} h) \right) \cdot L_{U,V} f +$$

$$\sum_{A,B,K} (\sum_{\Phi, L_{U,V}} \Phi + 4 \sum_{A,B,K} \Phi \cdot L_{U,V}(\phi) \cdot f + \ldots T_\phi p^{K'/2} \ldots),$$

where the last terms comes with an overall negative sign and hence we can ignore it in the estimates. To evaluate the term containing $L_{A_j,B_j} h$ the following Lemma is used.

**Lemma 8.1.** Let $A, B$ be two multi-indices such that $|A| + |B| \leq N$. The following identity holds:

$$L_{A,B}(h) = \frac{t}{v_0^2} \left[ \sum_{(\ast)} \left( 1 + q^{\alpha,P,\beta}(\Phi) \right) \left( q^{\gamma,Q,\delta}(\Phi) \right) p(\partial^{\delta+R+1} Z \phi) \cdot \left( \frac{1}{\sqrt{t}} \right)^\mu \right] + C,$$

where the sum is taken over the non-negative integers $\alpha, P, \beta, \gamma, Q, \delta, R, \mu$ such that

$$\begin{cases}
\alpha \leq |A| - 1, & \beta \leq |A|, \gamma \leq |A| - 1, \mu \leq \delta, \\
\alpha + \beta + \gamma + \delta \leq |A| \\
P + Q + R \leq B \\
1 \leq |B| \Rightarrow 1 \leq P + Q + R
\end{cases}$$

and $C$ denotes terms which are lower in regularity and similar or better in decay.

**Proof.** The formula follows immediately from Lemma 3.25. □

The energy estimate for the norm $F_N[\Phi, f]$ is given in the following proposition.

**Proposition 8.2.** Assume that the bootstrap assumptions hold on $[1, P)$, then

$$F_{N-1}[\Phi, f](\rho) \lesssim \varepsilon^{5/4} \rho^{2C_{1/16}}$$

$$F_N[\Phi, f](\rho) \lesssim \varepsilon^{5/4} \rho^{5C_{1/16}/2}$$

$$F_N^e[\Phi, f](\rho) \lesssim \varepsilon^{5/4} \rho^{C_{1/16}/2}$$

$$F_{N-1}^e[\Phi, f](\rho) \lesssim \varepsilon^{5/4} \rho^{5C_{1/16}/2} \cdot \log(\rho)$$

$$F_N^e[\Phi, f](\rho) \lesssim \varepsilon^{5/4} \rho^{2C_{1/16}} \cdot \log(\rho)$$

$$F_N^e[\Phi, f](\rho) \lesssim \varepsilon^{5/4} \rho^{C_{1/16}/2} \cdot \log(\rho)$$

(233)
hold for ρ ∈ [1, ρ).

Proof. We begin with the proof for the first three estimates. According to (231) we need to estimate the four following terms.

\[
I = \sum_{K' \leq K, 1 \leq j \leq K'} \sum_{(A_i), (B_i)} \int_{H_\rho} \left| \tilde{\beta}^C \rho^{-K'/2} \left( \prod_{i \in \{1, \ldots, K'\} \setminus \{j\}} |L_{A_i, B_i}(\Phi)| \right) [T_\phi, L_{A_j, B_j}] \phi \right| \cdot |L_{U, V} f| \, dv d\mu_\rho
\]

\[
II = \sum_{K' \leq K, 1 \leq j \leq K'} \sum_{(A_i), (B_i)} \int_{H_\rho} \left| \tilde{\beta}^C \rho^{-K'/2} \left( \prod_{i \in \{1, \ldots, K'\} \setminus \{j\}} |L_{A_i, B_i}(\Phi)| \right) L_{A_j, B_j} h \right| \cdot |L_{U, V} f| \, dv d\mu_\rho
\]

\[
III = \int_{H_\rho} \left| \tilde{\beta}^C \frac{Q_{A, B, K}(\Phi)}{Q_{\geq 2}} \cdot |T_\phi, L_{U, V}| \right| f \, dv d\mu_\rho
\]

\[
IV = 4 \int_{H_\rho} \int \left| \tilde{\beta}^C \frac{Q_{A, B, K}(\Phi)}{Q_{\geq 2}} \cdot |L_{U, V} (T(\phi) \cdot f)| \right| \, dv d\mu_\rho
\]

We treat the terms individually in the following starting with I. Using the commutator formula (129) for the commutator acting on \( \Phi \), we obtain for I, suppressing the sums and replacing some \( t^{-1} \) by \( \rho^{-1} \) terms,

\[
\int_{H_\rho} \left| \tilde{\beta}^C \rho^{-K'/2} \left( \prod_{i \in \{1, \ldots, K'\} \setminus \{j\}} |L_{A_i, B_i}(\Phi)| \right) \right| \left( \sum_{(*)} \rho^{\mu/2 + \gamma + \nu/2} \kappa - \sigma \frac{Q_{A, S, \delta + \beta + \mu + 2\gamma}(\Phi)}{(\rho)^{\delta + \beta + \mu + 2\gamma/2}} \tilde{\beta}^{\delta + \nu} \cdot p(\partial^{I+1} + \gamma - \sigma + \kappa + \lambda(1-\mu)Z^{(\gamma - \sigma + \kappa + \lambda(1-\mu)\phi)}L_{P, Q}(\Phi)) \right) \cdot |L_{U, V} f| \, dv d\mu_\rho
\]

where the sum is taken over the variables \( P', Q' \), multi-indices, and \( \mu, \nu, \alpha, S, \delta, \beta, \gamma, \sigma, \kappa, \lambda, I \) non-negative integers, such that

\[
\begin{cases}
|P'| = P + \lambda, |Q'| = Q + 1 - \lambda \\
Q + S + I \leq |B_j| \\
P + \alpha + \beta + \delta + \nu \leq |A_j| \\
\alpha + S + P + Q + \delta + I + \beta \leq |A_j| + |B_j| \\
1 \leq \delta + I + \beta \\
\mu + \nu \leq 1, \mu = \gamma = 1 \Rightarrow \sigma = 1 \\
\sigma \leq \gamma \leq 1 \\
\kappa = 1 \Rightarrow \mu = \gamma = \nu = \lambda = \sigma = 0, \kappa \leq 1 \\
\lambda = 1 \Rightarrow \gamma = \nu = \sigma = 0, \lambda \leq 1 \\
\lambda = \mu = 1 \Rightarrow \alpha + \lambda + \beta + \delta \leq |A_j|.
\end{cases}
\]

We distinguish between two different cases. In the first case, the wave can be estimated pointwise, while in the second case the wave is estimated in energy and all other terms
are estimated pointwise. We begin with the first case, in which the condition
\begin{equation}
\delta + I + \beta \leq N - 2
\end{equation}
holds. This implies an estimate on the wave term in the form
\begin{equation}
|p(G^\delta + I + 1 + \gamma - \sigma + \kappa + \lambda(1 - \mu) Z^\beta - (\gamma - \sigma + \kappa + \lambda(1 - \mu)) \phi)| \lesssim \frac{\sqrt{\varepsilon}}{(1 + u)^{1/2 + \gamma - \sigma + \kappa + \lambda(1 - \mu)}(1 + t)^{1/2}}\rho^{C^{1/2}/2},
\end{equation}
where the last \( \rho \) factor only occurs at highest order. This reduces (235) to (239)
\begin{equation}
\sqrt{\varepsilon}\rho^{C^{1/2}/16} \int_{H_\rho} \int \left| \delta \right|^C \rho^{-K'/2} \left( \prod_{i \in \{1, \ldots, K'\} \setminus \{j\}} |L_{A_i, B_i}(\Phi)| \right) \cdot \left( \sum_{(s)} \frac{\rho^{\mu/2 + \gamma + \nu/2}}{(1 + u)^{1/2 + \gamma - \sigma + \kappa + \lambda(1 - \mu)}(1 + t)^{1/2}} \rho^{\delta + \beta + \mu + 2\gamma} |L_{P', Q'}(\Phi)| \right) \lesssim \mathbf{2}_2 A' B' K'(\Phi)
\end{equation}
for some suitable \( \tilde{K} \). This is possible since each factor comes with a corresponding \( \rho^{-1/2} \) term and moreover if a term of zeroth or first order in \( \Phi \) occurs we estimate it pointwise by Lemma 6.6 in conjunction with \( \rho^{-1/2} \). It remains to show that the parameters \( A' \) and \( B' \) fulfil the necessary bound to estimate the corresponding energy. Invoking the conditions (236) we can conclude directly
\begin{equation}
A' + B' \leq |A| + |B|.
\end{equation}
The condition on \( \tilde{K} \) is again implicit and automatically fulfilled by the bound on the total number of derivatives and the lower bound on the derivatives per factor. We can therefore reduce the integral to
\begin{equation}
\sqrt{\varepsilon}\rho^{C^{1/2}/16} \sum_{(s)} \int_{H_\rho} \int \left| \delta \right|^C \rho^{\mu/2 + \gamma + \nu/2} \left( \frac{1}{(1 + u)^{1/2 + \gamma - \sigma + \kappa + \lambda(1 - \mu)}(1 + t)^{1/2}} \right)^{1/2} \rho^{\delta + \beta + \mu + 2\gamma} |L_{P', Q'}(\Phi)| \lesssim \mathbf{2}_2 A' B' \tilde{K} (\Phi) \cdot |L_{U, V, f}| \text{dvd}\mu_\rho
\end{equation}
with \( |C'| = C + \delta + \nu \) and the conditions on \( A' \) and \( B' \) inherited from the discussion above, which we evaluate at the appropriate places below again. Before addressing the different cases for the switch indices we discuss how the weights can be absorbed into the energy. By definition we can absorb the weights when
\begin{equation}
C + \delta + \nu \leq N + 3 \quad \text{(243)}
\end{equation}
We estimate
\begin{equation}
C + \delta + \nu = N + 3 - (A' + |U|) \leq N + 3 - (A' + |U|)
\end{equation}
if, and only if, \( |A'| + \delta + \nu \leq |A| \). This holds since
\begin{equation}
|A'| + \delta + \nu = |A| - |A_j| + P + \alpha + \lambda + \delta + \nu \leq |A| + \lambda
\end{equation}
by (236), when \( \lambda = 0 \) or \( \lambda = \mu = 1 \). When \( \lambda = 1 \) and \( \mu = 0 \) we need to estimate one weight pointwise, which yields an additional factor of the form \( (t/\sqrt{\rho})^{\lambda(1-\mu)} \). This yields the final form before estimating to

\[
\sqrt{\varepsilon \rho} C_{2^{1/16}}^{1/16} \sum_{(\ast)} \int_{H_\rho} \left( \frac{\rho^{\mu/2+\gamma+\nu/2-\lambda(1-\mu)/2}}{(1 + u)^{1/2+\gamma-\sigma+\kappa(1-\mu)(1 + t)}} \right)^{\kappa + \lambda(1-\mu) - \sigma} \left( \frac{\rho}{t} \right)^{1-\sigma} \left( \frac{t + 1}{\rho} \right)^{1-\sigma} |\hat{\beta}|^{C'(t)\rho^2, B^2}(\Phi) \cdot |L_{U,V}f| dv d\mu_p,
\]

where the last three factors in the integral are estimated jointly in energy. We estimate then the first factor in the integral depending on the different cases of switch indices, which are \((\lambda = 1, \mu \leq 1), (\kappa = 1, (\mu = 1, \lambda = 0), (\gamma = 1, \mu = 0)\) and \(\nu = 1\), by

\[
\sqrt{\varepsilon \rho} \rho^{\mu/2+\gamma+\nu/2-\lambda(1-\mu)/2} \left( \frac{1 + u}{(1 + u)^{1/2+\gamma-\sigma+\kappa(1-\mu)(1 + t)}} \right)^{\kappa + \lambda(1-\mu) - \sigma} \left( \frac{\rho}{t} \right)^{1-\sigma} \leq \rho^{-1}.
\]

In turn, we estimate the respective integrals uniformly either by

\[
\sqrt{\varepsilon \rho}^{-1} F_N[\Phi, f](\rho),
\]

when \( N - 3 \) or less derivatives act on \( \partial \phi \) and the corresponding norm for the wave is not highest order, so the additional growth is not present; or by

\[
\sqrt{\varepsilon \rho} C_{2^{1/16}}^{1/16-1} F_{N-1}[\Phi, f](\rho),
\]

when indeed \( N - 2 \) derivatives act on \( \partial \phi \) and we require the highest order energy for the wave. In that case however the combined norm cannot be of highest order. The small \( \rho \)-growth disappears anyway when we estimate the corresponding norm of order \( N - 1 \) or lower. In each case, the proposition is deduced using the bootstrap assumptions and the fact that the initial data for \( \Phi \) is trivial.

We turn now the the case when we estimate the wave in energy, which is characterized by

\[
I + \delta + \beta \geq N - 1.
\]

Invoking conditions (236) this implies

\[
|Q| + S + |P| + \alpha + \sum_{i \neq j} |A_i| + |B_j| + |U| + |V| \leq 1.
\]

In particular this implies that all but one term containing \( \Phi \) are at most first order in derivatives and hence can be estimated by using the pointwise estimates on \( \Phi \). As these terms come with the appropriate \( \rho^{-1/2} \)-weight, we estimate them by a constant. In the case \(|P| + |Q| = 1\), the last \( \Phi \) term can be of second order in derivatives. We therefore reduce the term (235) to

\[
\sum_{(\ast)} \int_{H_\rho} \left( \frac{\rho^{\mu/2+\gamma+\nu/2} \kappa - \rho(\partial^\delta \beta + I + 1)^{1 + \gamma - \sigma + \kappa + \lambda(1-\mu)} Z^{\beta-(\gamma-\sigma+\kappa(1-\mu))} \phi \right)
\]

where the conditions \(|P| + |Q| + |U| + |V| \leq 1\) and \( |C'| = C + \delta + \nu \) hold. The term \((\ast)\) is estimated pointwise by the low regularity norm \( F_N^\infty[\Phi, f] \) using the estimate (287), implying

\[
|(\ast)| \lesssim \varepsilon t^{-3} \rho^{C_{2^{1/16}}^{1/16}} \rho^{C_{2^{1/16}/2}}.
\]
Note that due to the high number of weights in the low norm, we can always absorb and do not need to estimate a weight pointwise. Replacing in addition derivatives acting on the wave by vector fields we can estimate the previous integral by

\[
\varepsilon \rho^{3\varepsilon^{1/16}/2} \rho^\mu/2 + \gamma + \nu/2 \int_{H_\rho} \frac{\mu^{3-\sigma}}{(1 + u)^{\gamma - \sigma + \kappa + \lambda (1 - \mu)}} \beta(\partial^{\sigma+1} Z^\phi) d\mu_\rho
\]

where analogously to (215), \( \delta < 2(\gamma - \sigma + \kappa + \lambda (1 - \mu)) \) and \( \delta + 2(\kappa - \sigma) < 3 \) hold. In all cases except \( \kappa = 1 \) and \( (\gamma = 1, \nu \leq 1, \sigma = 0) \) setting \( \delta = 0 \) the integral can be estimated by

\[
\varepsilon \rho^{3\varepsilon^{1/16}/2 - 1} \delta_{I + \beta} [\phi]^{1/2}.
\]

In the case \( \kappa = 1 \) we choose \( \delta = 1 - C\varepsilon^{1/16}/2 \). Then we estimate the previous integral by

\[
\varepsilon^{1-1/32} \rho^{7\varepsilon^{1/16}/4 \cdot (1 - 1)} \delta_{I + \beta} [\phi]^{1/2},
\]

which yields the claim in the case of maximal regularity and below. In the left case \( (\gamma = 1, \nu \leq 1, \sigma = 0) \) we choose \( \delta = 2 - C\varepsilon^{1/16}/2 \) and obtain

\[
\varepsilon \rho^{7\varepsilon^{1/16}/4 - 1} \delta_{I + \beta} [\phi]^{1/2}.
\]

In view of the bootstrap assumptions this yields the claim for the highest and lower orders and finishes the estimates for term I. We proceed with the term II, where we use Lemma 8.1 to evaluate the term containing \( h \). We deduce that, suppressing the sums again and estimating zeroth or first order terms in \( \rho^{-1/2} \Phi \) pointwise by a constant using Lemma 6.6, \( \| I \| \) can be estimated, suppressing terms better in regularity and/or decay, by

\[
\sum \int_{H_\rho} |\beta|^{C \rho^{-K'/2}} \left( \prod_{i \in \{1, \ldots, K'\} \setminus \{j\}} |L_{A_i, B_i}(\Phi)| \right) \cdot \left( \frac{t}{\varepsilon^{\varepsilon^{1/2}}} \gamma^{\alpha P, \beta + \delta}(\Phi) \beta^{\delta + R + 1} Z^\phi(|\beta|^{\delta}) \cdot |L_U V f| dv d\mu_\rho,
\]

with conditions

\[
\alpha \leq |A_j| - 1,
\]

\[
\alpha + \beta + \delta \leq |A_j|.
\]

Note first that due to the upper bound on the total number of derivatives acting on \( \Phi \) factors, which is \( N - 1 \), \( h \) is always at most hit by \( N - 1 \) derivatives, which corresponds to \( N + 1 \) derivatives acting on \( \phi \). Comparing this with the first term (235) estimated before we see that the current term corresponds to the case \( \kappa = 1 \) in (235) since we have the factor \( t/v^{\Phi} \) and all switch indices vanish. The only difference is the fact that the additional partial derivative acting on \( \phi \) is missing in the present case, but instead we have an explicit \( \rho^{-1/2} \) coming from the \( \rho^{-K'/2} \), which in (235) compensated the last \( \Phi \) term, which is here not present since it has been replaced by the right-hand side, \( h \).
When estimating the decay this amounts to having a $\rho^{-1/2}$ instead of a $(1 + u)^{-1}$. Checking the places where the $\kappa = 1$ term has been estimated, which are (247) and (256), we conclude that replacing $(1 + u)^{-1}$ by $\rho^{-1/2}$ therein yields identical or better conclusions in terms of decay. This implies that the previous integral can be estimated similar to term I and finishes the proof for the second term. The third term, III, yields again the same structure by the higher order commutator structure and can be estimated analogously. Finally, the fourth term is simpler and can be estimated straightforwardly with either absorbing the $\phi^0$ that occurs in the low order norm, when $\Phi f$ is estimated pointwise or by estimating it by $t/\rho$ when $\Phi$ and $f$ are estimated in energy.

In the remainder we discuss the proof for the estimates concerning the energy $F_\kappa^N$ with at least one generalized translation based on the previous explicit estimates, which do not have to be repeated in all detail as the strategy of proof is identical. However, it is important to analyze how the presence of generalized translations is affected by the commutator relations.

As above the energy estimate builds on four terms of the form (234) with one $\rho^{1/2}$ weight and one generalized translation contained within the $L_{A,B}$ operators. As before the crucial terms to estimate are the first and the second one of (234) and what might occur is that the $e$ acting on $\Phi$ in the original energy by the commutation now acts on the wave leaving possibly no generalized translation acting on $\Phi$. In that case this could not be estimated by the $F_\kappa^N$ energy making an additional $\rho^{-1/2}$ factor necessary to estimate by the standard energy $F_N$. However, by equation (235) we deduce immediately that there is always one $e$ hitting $\Phi$ as long as $\lambda = 0$. So in those cases we are in a situation when at least one $\Phi$, present in the product, is hit by a generalized translation and in turn can be either estimated by the corresponding pointwise estimate for $e\Phi$, yielding a $\log(\rho)$ (by the second estimate in Lemma 6.6) or it is absorbed into the energy. In both cases the presence of $\rho^{1/2}$ is consistent with the estimates as performed for term I corresponding to $F_N$ and we do not have to repeat them in detail. It remains to consider the case $\lambda = 1$. In that case the term corresponding to (246) takes the form

$$\sqrt{\varepsilon \rho^{C/2 \epsilon^{1/16}}} \log(\rho) \sum_{(\ast)} \int_{H_\rho} \int_{(\ast)} \left( \frac{\rho^{1/2 + \mu/2 - \lambda(1 - \mu)/2}}{(1 + u)^{3/2 + \lambda(1 - \mu)}(1 + t)} \right)^{\lambda(1 - \mu)} \left( \frac{\rho}{t} \right)^{(\cdot)}$$

(260)

where the additional $\rho^{1/2}$ factor occurs as it cannot be absorbed by the $q$ term and the additional $(1 + u)^{-1}$ results from the $e$ acting on $\phi$. The $\log(\rho)$ term appears in the case that $e\Phi$ is estimated pointwise. For both cases $\mu \leq 1$ the term $(\ast)$ is bounded by $\rho^{-1}$ and we can conclude as above.

The case when the wave is estimated in energy can be handled analogous to (254). Then again, the generalized translation hits the wave, yielding another $(1 + u)^{-1}$ factor while the additional $\rho^{1/2}$ cannot be absorbed into the $\Phi$ terms. The corresponding estimate to (254) then yields a term of the form

$$\varepsilon \rho^{3 \epsilon^{1/2} / 2 \rho^{\mu/2 + 1/2} \delta_{\delta + 1/3} [\phi]^{1/2} \left( \frac{\rho^{-3 - \delta}}{3 - \delta} \right)^{1/2},$$

(261)

where due to the additional $(1 + u)^{-1}$, $\delta = 1$ is allowed and we choose it such. In particular the term above can be estimated by

$$\lesssim \varepsilon \delta_{\delta + 1/3} [\phi]^{1/2} \rho^{-1 + 3 \epsilon^{1/16} / 2},$$

(262)
which allows to proceed as above. The last case we discuss explicitly concerns the analogue to term II which arises from the source term. Here, one of the $\Phi$ terms is replaced by the source term. If this term carried the $e$ derivative we simply have no $e^{1/2}$ to add as a factor and have an additional translation acting on the wave. Replacing this term by $a (1 + u)^{-1}$ as usual, the term $t/v_0^\alpha$ in (258) is replaced by $t/v_0^\alpha (1 + u)^{-1}$. This corresponding exactly to the case $a = 1$ above and is handled accordingly. In the other case when the generalized translation is in one of the $\Phi$ factors, we can use a $\rho^{-1/2}$, which is not required to normalize this $\Phi$ and get a term as in (258) with $t/v_0^\alpha$ replaced by $t/v_0^\alpha \rho^{-1/2}$, which can be dealt with in the same way. The analogues of III and IV are handled as above and do not require further evaluation. This finishes the proof. \hfill $\Box$

9. $L^2$-estimates for the transport equation

This section is devoted to the proof of $L^2$-estimates for terms of the form $q^{\alpha, \beta, S}(\Phi) \mathbf{Y}^\alpha f$, when $|\alpha| \geq N - 2$, that is to say when pointwise estimates cannot be performed on $\mathbf{Y}^\alpha f$. The strategy developed in this section is similar to the strategy developed in the original work [FJS15], the only difference is coming from the modification $\Phi$ of the vector fields. It should be noticed that this section can be used to prove again the $L^1$-estimates in the sense that the basic structure which is derived in that section is exactly the one used to derive the $L^1$ and combined $L^1$-estimates.

In what follows, we are working symbolically with vectors and matrices. Up to completion with components with value 0, we assume that all matrices are square matrices of the same order, and all the vectors have the same length, compatible with the multiplication with these matrices. $|X|$ denotes the standard $L^\infty$-norm on matrices defined as the supremum of all the components.

Finally, we emphasize that, in this section, we do need a decay of the form $\rho^{-3+\delta(\varepsilon)}$, where $\delta(\varepsilon) < 1/2$. The actual value of $\delta(\varepsilon)$ does not actually matter, contrary to Section 7. Hence, we drop systematically in that section the constant in front of the $\varepsilon^{1/16}$, and write instead a generic $C$ constant that differs from line to line.

9.1. The basic equations. We introduce the vector $G^h$ containing the terms

$$\tilde{\delta}^{C, \rho_{A, B, K}} \mathbf{Z}_{\geq 0} (\Phi) \cdot L_{U, V}^\tau f$$

where $U, V$ are multi-indices, and $A, B, K$ are non-negative integers such that:

$$\begin{cases} 
N - 2 \leq |U| + |V| \leq N \\
A + B + |U| + |V| \leq N \\
\pi \text{ any permutation of } A + B \text{ elements} \\
|C| = N + 3 - (A + |U|).
\end{cases}$$

By construction, and using the pointwise estimates for $\Phi$ (see Lemmata 6.5 and 6.6), the norm of $G^h$ satisfies

$$E_0[|G^h|] \lesssim E_N[f] + F_N[\Phi, f].$$

We also introduce the vector $\tilde{G}^h$, containing the same terms, \textit{up to the order} $N - 1$, that is to say that $\tilde{G}^h$ contains the term

$$\tilde{\delta}^{C, \rho_{A, B, K}} \mathbf{Z}_{\geq 0} (\Phi) \cdot L_{U, V}^\tau f$$

where $U, V$ are multi-indices, and $A, B, K$ are non-negative integers such that:

$$\begin{cases} 
N - 2 \leq |U| + |V| \leq N - 1 \\
A + B + |U| + |V| \leq N - 1 \\
\pi \text{ any permutation of } A + B \text{ elements} \\
|C| = N + 2 - (A + |U|).
\end{cases}$$
By construction, and using the pointwise estimates for $\Phi$ (see Lemmata 6.5 and 6.6), the norm of $\tilde{G}^h$ satisfies

$$E_0[|\tilde{G}^h|] \lesssim E_{N-1}[f] + F_{N-1}[\Phi, f].$$

Using the commutator formula of Corollary 3.28, as well as the commutator formula of Equation (231), one obtains

$$(265) \quad T_\phi \left( q_{\leq 2}^{A,B,K}(\Phi) \cdot L_{U,V} f \right) =$$

$$\sum_{K' \leq K, 1 \leq j \leq K'(A_i)(B_j)} \sum_{i \in \{1, \ldots, K' \} \setminus \{j\}} \left( \rho^{-K'/2} \prod_{i \in \{1, \ldots, K' \} \setminus \{j\}} |L_{A_i,B_i}(\Phi)| \cdot \frac{L_{A_j,B_j}(\Phi)}{|L_{A_j,B_j}(\Phi)|} \right) . \cdot \left( T_\phi, L_{A_j,B_j} \right) \Phi + L_{A_j,B_j} h) \cdot L_{U,V} f$$

$$+ q_{\leq 2}^{A,B,K}(\Phi) \cdot [T_\phi, L_{U,V}] f + 4q_{\leq 2}^{A,B,K}(\Phi) \cdot L_{U,V}(T(\phi) \cdot f) + \ldots T_\phi \rho^{-K'/2} \ldots ,$$

with (see Lemma 8.1)

$$(266) \quad L_{A,B}(h) = \frac{t}{v^9} \left[ \sum_{\{\ast\}} \left( 1 + \frac{q^{A,P,B}(\Phi)}{t^\beta} \right) \cdot \left( \frac{q^{Q,\delta}(\Phi)}{t^2} \right) p \left( \partial^{\delta+R+1} Z^\beta \phi \right) \cdot \left( \frac{1}{\sqrt{t}} \right)^\mu \right],$$

where the sum is taken over the non-negative integers $\alpha, P, \beta, Q, \delta, R, \mu$ such that

$$(267) \quad \begin{cases} \alpha \leq |A| - 1, \beta \leq |A|, \gamma \leq |A| - 1, \mu \leq \delta, \\ \alpha + \beta + \gamma + \delta \leq |A|, \\ P + Q + R \leq |B| \end{cases}.$$ 

The strategy is the following: using the commutator formula of Lemma 3.28, and its variation (265), when $f$ is combined with $\Phi$, we identify the components of an equation satisfied by $T_\phi G^h$ and $T_\phi \tilde{G}^h$. The analysis is based on a re-evaluation of Sections 7 and 8, where the dominant term of the commutator (identified by $\ast$ in Equation (265)) is dealt with in detail. All the other terms appearing are either of the same nature, or of lower order.

In the previous formula, we now distinguish between two cases: either the derivatives of $\phi$ can be estimated pointwise (when $\delta + I + \beta < N - 1$), or they cannot (when $\delta + I + \beta \geq N - 1$), in the commutator formula.

Consider first $\delta + I + \beta < N - 1$; this corresponds in the $L^1$-estimates to Equations (195)–(206), and in the combined $L^1$-estimates to Equations (237)–(250). We observe therein that all the terms in factor of the derivatives of $\phi$ are listed in $G^h$ or $\tilde{G}^h$. We define by $A$ the matrix containing the terms of the form (completed by component with value 0 whenever necessary)

$$\left( \rho^{\mu/2 + \gamma - \sigma + \nu/2} k p(\partial^{\delta + I + 1 + \gamma - \sigma + \kappa + \lambda} Z^\beta - (\gamma - \sigma + \kappa + \lambda) \phi) \right),$$

with $\delta + I + \beta < N - 2$. Using the equations from (195)–(206), and from (237) to the end of the corresponding proof, one obtains that

$$|A| \lesssim \sqrt{v} \rho^{-1},$$

since $A$ does not contain the highest order in $\phi$ for which the loss of decay occurs. The components of the matrix $A$ are in factor of the term $G^h$. We define by $B_2$ the matrix
containing the terms of the form (completed by 0 whenever necessary)
\[
(\rho^{\mu/2 + \gamma - \sigma + \nu/2} t^\kappa p(\partial^{\delta + I + 1 + \gamma - \sigma + \kappa + \lambda} Z^{-(\gamma - \sigma + \kappa + \lambda)} \phi)),
\]
with \( \delta + I + \beta < N - 1 \). By the same argument as previously, the components of \( B_2 \) satisfy
\[
|B_2| \lesssim \sqrt{\varepsilon p}^{-1 + C\varepsilon^{1/16}}.
\]
Consider now the complementary case \( \delta + I + \beta \geq N - 1 \). This corresponds to the situation when \( \phi \) is estimated in energy. This situation is addressed in Equations (265) to the end of the proof for the \( L^1 \)-estimates for \( f \), and in Equations (250) to the end of the proof for the combined \( L^1 \)-estimates. Equation (265) reduces to (this corresponds to Equations (213) and (252)):
\[
(268)
\]
\[
(\frac{\rho}{t})^{1-\sigma} p(\partial^{\delta + I + 1 + \gamma - \sigma + \kappa + \lambda(1-\mu)} Z^{-(\gamma - \sigma + \kappa + \lambda(1-\mu)) \phi}) \rho^{\mu/2 + \gamma + \nu/2} t^{\kappa - \sigma} \left( \frac{t}{\sqrt{p}} \right)^{\lambda(1-\mu)}
\]
Define \( B_1 \) as the matrix containing the terms of Equation (268), for the given value of \( \delta \) and \( \beta \), and where the other Greek letters stand for the switch symbols as described in the parametrization of the commutator formula (236). The term \( \left( \frac{t}{\sqrt{\rho}} \right)^{\lambda(1-\mu)} \) is added manually to compensate for the extra \( \lambda \)-weight that needs to be absorbed when \( \kappa = 0, \lambda = 1, \mu = 1 \) (see the discussion between Equations (197) and (198)). The term containing the derivatives in \( \phi \) can be bounded by
\[
p(\partial Z^{\delta + I} \phi) (1 + u)^{-\gamma + \sigma - \kappa - \lambda(1-\mu)} \rho^{\mu/2 + \gamma + \nu/2} t^{\kappa - \sigma} \left( \frac{\rho}{t} \right)^{1-\sigma} \left( \frac{t}{\sqrt{\rho}} \right)^{\lambda(1-\mu)}.
\]
We now need to discuss the value of the term (*) in factor of the derivative in \( \phi \); the discussion is based on the system (236):

- for \( \kappa = 1 \), then all other coefficients vanish and remains
  \[
  \frac{t}{1 + u} \frac{\rho}{t} \lesssim \frac{t}{\rho};
  \]
- for \( \kappa = 0, \lambda = 1 \); in this situation, depending on the value of \( \mu \), it is necessary to absorb one weight then all other coefficients vanish but \( \mu \) (see the discussion between Equations (197) and (198));
  - in the case \( \mu = 0 \):
    \[
    \frac{\rho}{t} \cdot (1 + u)^{-1} \left| \frac{t}{\sqrt{\rho}} \right| \lesssim \sqrt{\rho};
    \]
  - in the case \( \mu = 1 \):
    \[
    \frac{\rho}{t} \cdot \rho^{1/2} \lesssim \sqrt{\rho};
    \]
- for \( \kappa = 0, \lambda = 0 \), we have \( \mu + \nu \leq 1 \), and we shall now discuss on the value of \( \gamma \) and \( \sigma \):
  - if \( \gamma = \sigma = 0 \), then remains
    \[
    \rho^{\mu/2 + \nu/2} \frac{\rho}{t} \lesssim \sqrt{\rho};
    \]
– if \(1 = \gamma > \sigma = 0\), then remains
\[
\rho^{\mu/2+\nu/2} \frac{\rho}{t} \left( \frac{\rho}{1+u} \right) \lesssim \sqrt{\rho};
\]
– if \(\gamma = \sigma = 1\), then remains
\[
\rho^{\mu/2+\nu/2} \frac{\rho}{t} \leq \sqrt{\rho}.
\]

Hence, using the bootstrap assumption (162), there exists a positive function \(\psi\) such that
\[
|B_1| \lesssim \max \left( \frac{t}{\rho}, \sqrt{\rho} \right) \psi
\]
where
\[
\mathcal{E}_0[\psi](\rho) \lesssim \varepsilon \rho^{C_{\varepsilon}^{1/16}}.
\]

Finally, define \(G^d\) as the vector containing components of the form
\[
\left( \frac{t}{\rho} \right)^{1-\sigma} \frac{3C'}{t^{\frac{1}{2}}} \rho^{1/2} L_{P',Q'}(\Phi) \cdot L_{U,V} f
\]
where
\[
|P'| = P + \lambda, \ |Q'| = Q + 1 - \lambda, \ P + Q + U + V \leq 1 \text{ and } |C'| \leq N + 5 - |U| - P.
\]

For this term, the Klainerman-Sobolev estimates (287), as argued in Section 8, guarantee that pointwise estimates can be performed, that is to say that
\[
\int_v |G^d| d\mu(v) \lesssim \rho^{C_{\varepsilon}^{1/16}} t^{-3} \varepsilon
\]
after inserting the result of Proposition (8.2).

Altogether, up to good symbols and lower order terms, we can conclude that \(G^h\) satisfies a transport equation whose coefficients are controlled by the Klainerman-Sobolev estimates and the bootstrap assumptions, and all other terms of Equation (265) fit in this discussion. This is summarized in the following lemma.

**Lemma 9.1.** With the definition above, the commutator formula (265) for the combined estimates can be rewritten as
\[
T_{\phi}G^h + AG^h = B_1 G^d + B_2 \tilde{G}^h
\]
where

- **for** \(A\):
  \[
  |A| \lesssim \varepsilon \rho^{-1};
  \]
- **for** \(B_1\): there exists a positive function \(\psi\) such that
  \[
  |B_1| \lesssim \max \left( \frac{t}{\rho}, \sqrt{\rho} \right) \psi
  \]
  where
  \[
  \mathcal{E}_0[\psi](\rho) \lesssim \varepsilon \rho^{C_{\varepsilon}^{1/16}};
  \]
- **the pointwise estimates hold for** \(G^d\):
  \[
  \int_v |G^d| d\mu(u) \lesssim \rho^{C_{\varepsilon}^{1/16}} t^{-3} \varepsilon
  \]
- **the matrix** \(B_2\) **satisfies**
  \[
  |B_2| \lesssim \varepsilon \rho^{-1+C_{\varepsilon}^{1/16}};
  \]
Similarly, one notices that the only difference between $G^h$ and $\tilde{G}^h$ is the fact that in the commutation formula, $\partial \phi$ is, for $\tilde{G}^h$, never at the highest order. Hence, the same equation as for $G^h$ holds, without the correction term $B_2$ originating from the lack of decay of the solution to the wave equation at higher order:

**Lemma 9.2.** With the definition above, the commutator formula (265), at order $N - 1$, for the combined estimates can be rewritten as

$$T_\phi \tilde{G}^h + \tilde{A} \tilde{G}^h = \tilde{B}_1 \tilde{G}^l$$

where

- for $\tilde{A}$:
  $$|\tilde{A}| \lesssim \sqrt{\varepsilon \rho^{-1}};$$
- for $\tilde{B}_1$: there exists a positive function $\psi$ such that
  $$|\tilde{B}_1| \lesssim \max (\frac{t}{\rho}, \sqrt{\rho}) \psi$$
  where
  $$\mathcal{E}_0(\psi)(\rho) \lesssim \varepsilon \rho^{C_{\varepsilon}^{1/16}};$$

- the pointwise estimates hold for $G^l$:
  $$\int_v |\tilde{G}| d\mu(u) \lesssim \varepsilon \rho^{C_{\varepsilon}^{1/16}} \frac{t^3}{t^3}$$

An immediate by-product of the choice of the definition of $G^l$ is the following remark:

Since $G^l$ contains only terms which are of very low order, when applying $T_\phi$ to $G^l$, the resulting commutator contains derivatives in $\phi$ which all can be estimated pointwise. Hence, the estimates of these terms in the $L^1$-estimates section (Section 7) from Equation (206) to the end of the proof, and in the combined estimate section (Section 8) from Equation (237) to the end of the proof are the only to be considered. As a consequence, the following Lemma holds, for $G^l$ as well as $\tilde{G}^l$:

**Lemma 9.3.** There exists a matrix $\hat{A}$ satisfying

$$|\hat{A}| \lesssim \sqrt{\varepsilon \rho^{-1}}$$

such that

$$T_\phi G^l = \hat{A} G^l.$$

In the same way, there exists a matrix $\hat{\tilde{A}}$ satisfying

$$|\hat{\tilde{A}}| \lesssim \sqrt{\varepsilon \rho^{-1}}$$

such that

$$T_\phi \tilde{G}^l = \hat{\tilde{A}} \tilde{G}^l.$$

**9.2. $L^2$-estimates for low orders.** We tackle in this section the $L^2$ estimates for the low order derivatives of $f$.

Our strategy to prove the $L^2$-estimates is based on a careful decomposition of $G^h$, i.e. we split the solution to the equation

$$T_\phi \tilde{G}^h + \tilde{A} \tilde{G}^h = B_1 G^l.$$

To explain the splitting, recall that the main obstruction to proving decay of $G^h$ by commuting lies in the right-hand side of the equation, where the regularity of the terms appearing there is still too low to perform commutation estimates. This motivates a splitting between the homogeneous part and the inhomogeneous part as follows:

$$\tilde{G}^h = \tilde{G}_{\text{hom}} + \tilde{G}_{\text{inh}}.$$
where

\[ T_\phi \tilde{G}_{hom} + \tilde{A} \tilde{G}_{hom} = 0 \]

with the corresponding initial datum on the initial hyperboloid \( H_1 \), and

\[ T_\phi \tilde{G}_{inh} + \tilde{A} \tilde{G}_{inh} = \tilde{B}_1 \tilde{G}^l \] with \( \tilde{G}_{inh}|_{H_1} = 0 \).

To deal with \( \tilde{G}_{inh} \), one can use the strategy introduced in [FJS15]: Introduce \( \tilde{K} \), the solution to

\[ T_\phi \tilde{K} + \tilde{A} \tilde{K} + \tilde{K} \hat{\tilde{A}} = \tilde{B}_1 \]

with \( \tilde{K}|_{H_1} = 0 \).

The same strategy and result as in [FJS15] then holds.

**The homogeneous solution** \( \tilde{G}_{hom} \). The strategy in that paragraph is exactly the same as in [FJS15, p. 57]. Since we assume that we initially control \( N + 3 \) derivatives of \( f \), we can still commute Equation (269) three times with the vectors \( Y^\alpha \). For \( |\alpha| \leq 3 \), we have

\[ (271) \quad T_\phi (Y^\alpha \tilde{G}_{hom} + \tilde{A} Y^\alpha \tilde{G}_{hom}) = -Y^\alpha (\tilde{A} \tilde{G}_{hom}) + \left[ T_\phi, Y^\alpha \tilde{A} \right] \tilde{G}_{hom}. \]

Since \( \hat{\tilde{A}} \) contains up to \( N - 5 \) derivatives of \( \partial \phi \), and since we control up to \( N - 2 \) derivatives of \( \phi \) pointwise in energy, we obtain, by the Klainerman-Sobolev estimates for the wave equation (18), as well as by the bootstrap assumption (162), for \( |\nu| \leq 3 \),

\[ |Y^\nu \hat{\tilde{A}}| \lesssim \frac{\sqrt{\varepsilon}}{\rho^{3/2}}. \]

Hence, one obtains immediately that, using the commutator estimates (287),

\[ E_0 |\tilde{G}_{hom}|(\rho) \lesssim \varepsilon \rho C \varepsilon. \]

As a consequence, the following pointwise estimates for \( G_{hom} \) hold:

**Lemma 9.4.** \( \tilde{G}_{hom} \) satisfies:

\[ \int_v |\tilde{G}_{hom}| d\mu(v) \lesssim \frac{\varepsilon \rho C \varepsilon^{1/16}}{t^{3/2}}. \]

As a consequence, the components \( \tilde{G}^{\alpha} \) of \( \tilde{G}_{hom} \) satisfy

\[ \left( \int_{H_\rho} \frac{t}{\rho} \left( \int_v |\tilde{G}^{\alpha}_{hom}|(v_0) \right)^2 d\mu_{H_\rho} \right)^{\frac{1}{2}} \lesssim \varepsilon \rho C \varepsilon^{1/16 - 3/2} \]

**The inhomogeneous solution** \( \tilde{G}_{inh} \). The strategy developed for \( \tilde{G}_{inh} \) is strictly the same as in [FJS15, p. 57 and following]. Before performing the estimates on \( \tilde{G}_{inh} \), let us remind that

- using the bootstrap assumption (159) and (287), the \( v \) integrals of \( |\tilde{G}^l| \) can be estimated pointwise, and, by Lemma 9.2,

\[ \int_v |\tilde{G}^l| dv \lesssim \varepsilon t C \varepsilon^{3/16 - 3} \]

- the components of the source terms in the equation satisfied by \( \tilde{K} \) can be estimated in \( L^2(H_\rho) \) (cf. Lemma 9.2).
Following the strategy described in [FJS15], we define

$$|\tilde{K} \tilde{K} \tilde{G}| = \sum_{\alpha, \beta, \gamma, \kappa, \mu} |\tilde{K}_\alpha^\beta \tilde{K}_\gamma^\kappa \tilde{G}_\mu^l|,$$

where $\tilde{K}_\alpha^\beta$, $\tilde{K}_\gamma^\kappa$ are the components of the matrix $\tilde{K}$ and $\tilde{G}_\mu^l$ the components of the vector $\tilde{G}_\mu^l$, and where the sum is taken over all possible combinations of two elements of $\tilde{K}$ and $\tilde{G}_\mu^l$. One furthermore easily checks that each element of this sum satisfies the equation

$$T_\phi \left( \tilde{K}_\alpha^\beta \tilde{K}_\gamma^\kappa \tilde{G}_\mu^l \right) = \left( \tilde{A}_\alpha^\beta \tilde{K}_\sigma^\beta + \tilde{K}_\alpha^\beta \tilde{A}_\sigma^\alpha \right) \tilde{K}_\gamma^\kappa \tilde{G}_\mu^l + \tilde{K}_\alpha^\beta \left( \tilde{A}_\alpha^\beta \tilde{K}_\sigma^\kappa + \tilde{K}_\sigma^\gamma \tilde{A}_\gamma^\sigma \right) \tilde{G}_\mu^l \right)

\sum_{\alpha, \beta, \gamma, \kappa, \mu}$$

(272)

$$\left( \tilde{B}_\beta^\kappa \tilde{K}_\gamma^\kappa + \tilde{K}_\beta^\kappa \tilde{B}_\gamma^\kappa \right) \tilde{G}_\mu^l,$$

where $\tilde{B}_\beta^\kappa$ are the components of $\tilde{B}_\beta^\kappa$ and $\tilde{A}_\sigma^\alpha$ are the components of $\tilde{A}_\sigma^\alpha$, and $\tilde{A}$ respectively. As a consequence, $|\tilde{K} \tilde{K} \tilde{G}|$ satisfies an estimate of the form:

**Lemma 9.5.** The function $|\tilde{K} \tilde{K} \tilde{G}|$ satisfies

$$E_0|| \tilde{K} \tilde{K} \tilde{G}|| (\rho) \lesssim \varepsilon^{3/2 - 1/8} \rho^{C_\varepsilon^{1/16}}.$$

**Proof.** The right-hand side of Equation (272) can easily be estimated, using the properties of the matrices $\tilde{A}$ and $\tilde{A}$ stated in Lemmata 9.2 and 9.3, by

$$\int_{\rho} \chi \left( \left( \tilde{A}_\alpha^\beta \tilde{K}_\sigma^\beta + \tilde{K}_\beta^\kappa \tilde{A}_\sigma^\alpha \right) \tilde{K}_\gamma^\kappa \tilde{G}_\mu^l + \tilde{K}_\alpha^\beta \left( \tilde{A}_\alpha^\beta \tilde{K}_\sigma^\kappa + \tilde{K}_\sigma^\gamma \tilde{A}_\gamma^\sigma \right) \tilde{G}_\mu^l \right) \right)

\sum_{\alpha, \beta, \gamma, \kappa, \mu}$$

(273)

$$\lesssim \varepsilon^{1/2} \rho E_0|| \tilde{K} \tilde{K} \tilde{G}|| (\rho).$$

Furthermore, by the Cauchy-Schwarz inequality, as well as the property of the matrix $\tilde{B}_1$ stated in Lemma 9.2, one gets, when estimating Equation (273) :

$$\int_{\rho} \left( \left( \tilde{B}_\beta^\kappa \tilde{K}_\gamma^\kappa + \tilde{K}_\beta^\kappa \tilde{B}_\gamma^\kappa \right) \tilde{G}_\mu^l \right) \right)

\sum_{\alpha, \beta, \gamma, \kappa, \mu}$$

$$\lesssim \varepsilon^{1/2} \rho E_0|| \tilde{K} \tilde{K} \tilde{G}|| (\rho)^{1/2} \lesssim \varepsilon^{1/2} \rho E_0|| \tilde{K} \tilde{K} \tilde{G}|| (\rho)^{1/2}.$$

Hence, integrating on $\rho$,

$$\int_{\rho} \int_{\rho} \left( \left( \tilde{B}_\beta^\kappa \tilde{K}_\gamma^\kappa + \tilde{K}_\beta^\kappa \tilde{B}_\gamma^\kappa \right) \tilde{G}_\mu^l \right) \right)

\sum_{\alpha, \beta, \gamma, \kappa, \mu}$$

$$\lesssim \varepsilon^{1/2} \rho E_0|| \tilde{K} \tilde{K} \tilde{G}|| (\rho)^{1/2} \lesssim \varepsilon^{1/2} \rho E_0|| \tilde{K} \tilde{K} \tilde{G}|| (\rho)^{1/2},$$

where we have used that

$$\max \left( \frac{\varepsilon}{\rho}, \sqrt{\rho} \right) \lesssim \rho^{-1}.$$
As a consequence \(|\tilde{K}\tilde{K}\tilde{G}|\) satisfies the integral inequality, for all \(\rho \in [1, P]\):

\[
E_0[|\tilde{K}\tilde{K}\tilde{G}|](\rho) \lesssim \int_1^\rho \frac{\sqrt{\varepsilon}}{\rho} E_0[|\tilde{K}\tilde{K}\tilde{G}|](\rho') + \varepsilon^{3/2} \rho C^{1/8-1}
\]

\[
\lesssim \int_1^\rho \frac{\sqrt{\varepsilon}}{\rho} E_0[|\tilde{K}\tilde{K}\tilde{G}|](\rho')d\rho' + \int_1^\rho \varepsilon^{3/4} \rho'^{-1/2} \cdot \varepsilon^{1/4} \rho'^{1/2} \cdot \left( E_0[|\tilde{K}\tilde{K}\tilde{G}|](\rho') \right)^{1/2} d\rho'
\]

\[
\lesssim \int_1^\rho \frac{\sqrt{\varepsilon}}{\rho} E_0[|\tilde{K}\tilde{K}\tilde{G}|](\rho') + \varepsilon^{3/2} \rho C^{1/8-1}d\rho'
\]

Then, the Grönwall inequality implies immediately, for all \(\rho \in [1, P]\),

\[
E_0[|\tilde{K}\tilde{K}\tilde{G}|](\rho) \lesssim \varepsilon^{3/2-1/8} \rho C^{1/16}.
\]

One can now state the following \(L^2\)-estimate for \(G_{inh}\):

**Lemma 9.6.** \(G_{inh}\) satisfies:

\[
\int_{H_{\rho}} \frac{t}{\rho} \left( \int_v |G_{inh} dv|_{v^0}^2 \right) d\mu_{H_{\rho}} \lesssim \varepsilon^{2+1/4} \rho C^{1/16}.
\]

**Proof.** We perform a Cauchy-Schwarz estimate on the components of \(G_{inh}\):

\[
\left( \int_{H_{\rho}} \frac{t}{\rho} \left( \int_v |\tilde{G}^\alpha| dv |v^0\right)^2 d\mu_{H_{\rho}} \right)^{1/2} \lesssim \left( \int_{H_{\rho}} \frac{t}{\rho} \left( \int_v |\tilde{K}_{\alpha}^h \tilde{G}_{k}^l| dv |v^0\right)^2 d\mu_{H_{\rho}} \right)^{1/2}
\]

\[
\lesssim \sum_k \int_{H_{\rho}} \frac{t}{\rho} \left( \int_v |\tilde{G}_{k}^l dv |v^0\right) \left( \int_v |(\tilde{K}_{\alpha}^h)^2 \tilde{G}_{k}^l| dv |v^0\right) d\mu_{H_{\rho}},
\]

where the last sum over \(k\) is taken of all the components of \(\tilde{K}_{\alpha}^h\) and \(\tilde{G}_{k}^l\) and is consequently finite. In combination with the pointwise decay for \(\tilde{G}_{k}^l\) and the estimate in Lemma 9.5, this implies

\[
\int_{H_{\rho}} \frac{t}{\rho} \left( \int_v |\tilde{G}_{k}^l dv |v^0\right)^2 d\mu_{H_{\rho}} \lesssim \varepsilon^{2+1/4} \rho C^{1/16-3}
\]

In combination with the bound on the homogeneous part above, this yields the claim. \(\square\)

An immediate consequence of Lemmata 9.4 and 9.6 are the \(L^2\)-estimates for the low order:

**Lemma 9.7.** \(\tilde{G}_{l}^l\) satisfies:

\[
\int_{H_{\rho}} \frac{t}{\rho} \left( \int_v |\tilde{G}_{l}^l dv |v^0\right)^2 d\mu_{H_{\rho}} \lesssim \varepsilon^{2} \rho C^{1/16-3}
\]

**Remark 9.8.** Note the power in \(\varepsilon\) has decreased since there is no gain in \(\varepsilon\) for the homogenous part in Lemma 9.4.

**9.3. \(L^2\)-estimates for higher order.** We perform in this section the \(L^2\) estimates for terms of the highest order. The only difference between is the source term \(B_{2}G^{h}\) that requires a specific treatment. Consider \(G^{h}\) the solution to

\[
\mathbf{T}_{\phi}G^{h} + \mathbf{A}G^{h} = \mathbf{B}_{1}G^{l} + \mathbf{B}_{2}G^{h}.
\]

By linearity, \(G^{h}\) can be written as a superposition between two vectors \(G_{inh0}\) and \(G_{inh}\) satisfying

\[
\mathbf{T}_{\phi}G_{inh0} + \mathbf{A}G_{inh0} = \mathbf{B}_{1}G^{l}.
\]
with $G_{inh0} = G^h$ on $H_1$ and
\begin{equation}
T_\phi G_{inh} + AG_{inh} = B_2 \tilde{G}^h. 
\end{equation}

$G_{inh0}$ satisfies exactly the same equation as $\tilde{G}^h$, and, consequently, satisfies the same decay property as $\tilde{G}^h$:

**Lemma 9.9.** $G_{inh0}$ satisfies:
\begin{equation}
\int_{H_\rho} \frac{t}{\rho} \left( \int_v |G_{inh0}| \frac{dv}{v^\rho} \right)^2 \, d\mu_{H_\rho} \lesssim \varepsilon^{1/2} \rho C \varepsilon^{1/16}. 
\end{equation}

Hence, we only need to consider here the problem
\begin{equation}
T_\phi G_{inh} + AG_{inh} = B_2 \tilde{G}^h,
\end{equation}

with vanishing initial data.

Let $K_2$ be the solution to the equation
\begin{equation}
T_\phi K_2 + AK_2 - K_2 \hat{A} = B_2,
\end{equation}

with vanishing initial data. We notice that
\begin{equation}
T_\phi(G_{inh} - K_2 \tilde{G}^h) + A(G_{inh} - K_2 \tilde{G}^h) = -K_2 \tilde{B}_1 \tilde{G}_l.
\end{equation}

Hence, if one introduces the matrix $K_3$ such that
\begin{equation}
T_\phi K_3 + AK_3 + K_3 \hat{A} = -K_2 \tilde{B}_1,
\end{equation}

by uniqueness of solutions to the Cauchy problem, the solution to the inhomogeneous problem (275) satisfies the identity
\begin{equation}
G_{inh} = K_2 \tilde{G}^h + K_3 \tilde{G}_l.
\end{equation}

To perform $L^2$-estimates on these terms, we notice first that $K_2$ has a small pointwise growth. Hence, by Lemma 9.6, the product $K_2 \tilde{G}^h$ satisfies the required $L^2$-estimates. To handle the second term, we follow the strategy as in Section 9.2.

We state first the pointwise estimates for $K_2$:

**Lemma 9.10.** The solution $K_2$ to the equation
\begin{equation}
T_\phi K_2 + AK_2 - \hat{A}K_2 = B_2
\end{equation}

satisfies:
\begin{equation}
|K_2| \lesssim \varepsilon^{1/2-1/16} \rho C \varepsilon^{1/16}.
\end{equation}

**Proof.** Consider the homogeneous problem with data on the hyperboloid $H_\rho$
\begin{equation}
T_\phi G_\rho = 0 \text{ with } U_\rho |_{H_\rho} = -AK_2 + K_2 \hat{A} + B_2
\end{equation}

The solution to the equation
\begin{equation}
T_\phi K_2 + AK_2 - K_2 \hat{A} = B_2
\end{equation}

is then given by the standard representation formula. Hence, plugging in the decay for $A, \hat{A}$ and $B_2$, one obtains:
\begin{equation}
K_2 = \int_{1}^{\rho} U_\rho(\rho) \, d\rho
\end{equation}

\begin{equation}
|K_2| \lesssim \int_{1}^{\rho} \frac{\sqrt{\varepsilon}}{s} |K_2| \, ds + \sqrt{\varepsilon} \rho^{-1+C} \varepsilon^{1/16}.
\end{equation}

The conclusion holds by an immediate application of Grönwall’s lemma. □
We now turn our attention to the second term $K_3 \tilde{G}$. As mentioned before, we follow for this term the exact same strategy as in Section 9.2. We define

$$|KK\tilde{G}| = \sum_{\alpha,\beta,\gamma,\kappa,\mu} |K_\alpha^K K_\gamma^\epsilon \tilde{G}_\mu^l|,$$

where $K_\alpha^K$, $K_\gamma^\epsilon$ are the components of the matrix $K_3$ and $\tilde{G}_\mu^l$ the components of the vector $\tilde{G}$. We also have factored with the relevant powers of $\varepsilon$. One furthermore easily checks that each element of this sum satisfies the equation

$$T_\phi \left( K_\alpha^K K_\gamma^\epsilon \tilde{G}_\mu^l \right) = \left( A_\alpha^\beta K_\sigma^\epsilon + K_\beta^\sigma \tilde{A}_\sigma^\epsilon \right) K_\gamma^\epsilon \tilde{G}_\mu^l + K_\alpha^K K_\gamma^\epsilon \tilde{A}_\mu^\epsilon \tilde{G}_\sigma^l$$

$$+ K_\alpha^K K_\gamma^\epsilon \tilde{A}_\mu^\epsilon \tilde{G}_\sigma^l$$

$$- \left( C_\alpha^K K_\gamma^\epsilon + K_\beta^\epsilon C_\epsilon^K \right) \tilde{G}_\mu^l,$$

where $C$ is the matrix $K_2 B_1$, whose components are denoted by $C_\beta^K$. As a consequence, $|KK\tilde{G}|$ satisfies an estimate of the form:

**Lemma 9.11.** The function $|KK\tilde{G}|$ satisfies

$$E_0[|KK\tilde{G}|](\rho) \lesssim \varepsilon^{-1/16} \rho C_{\varepsilon}^{1/16}.$$

**Proof.** The right-hand side of Equation (272) can easily be estimated, using the properties of the matrices $A$ and $\tilde{A}$ stated in Lemmata 9.2, 9.1 and 9.3, by

$$\int_{H_\rho} \chi \left( \left| \left( A_\alpha^\beta K_\sigma^\epsilon + K_\beta^\sigma \tilde{A}_\sigma^\epsilon \right) K_\gamma^\epsilon \tilde{G}_\mu^l + K_\alpha^K K_\gamma^\epsilon \tilde{A}_\mu^\epsilon \tilde{G}_\sigma^l \right| \right) d\mu_{H_\rho} \lesssim \frac{\sqrt{\varepsilon}}{\rho} E_0[|KK\tilde{G}|](\rho).$$

Furthermore, by the Cauchy-Schwarz inequality, as well as the property of the matrix $B_1$ stated in Lemma 9.2, and the pointwise estimate on $K_2$ stated in Lemma 9.10, one gets, when estimating Equation (273):

$$\int_v \left( \left| \left( C_\alpha^K K_\gamma^\epsilon + K_\beta^\epsilon C_\epsilon^K \right) \tilde{G}_\mu^l \right| \right) dv \lesssim |B| \chi \left( |\tilde{G}| \right)^{1/2} \chi \left( |KK\tilde{G}| \right)^{1/2}$$

$$\lesssim |B_1| \varepsilon^{1/2} \frac{1}{L^{3/2} - C_{\varepsilon}^{1/16}} \chi \left( |KK\tilde{G}| \right)^{1/2}$$

$$\int_{H_\rho} \int_v \left( \left| \left( C_\alpha^K K_\gamma^\epsilon + K_\beta^\epsilon C_\epsilon^K \right) \tilde{G}_\mu^l \right| \right) dv d\mu_{H_\rho} \lesssim \varepsilon \rho C_{\varepsilon}^{1/16 - 1} \left( \max \left( \frac{t}{\rho}, \sqrt{\rho} \right) \right)^{-1}$$

$$\lesssim \left( E_0[|KK\tilde{G}|](\rho) \right)^{1/2} \lesssim \varepsilon \rho C_{\varepsilon}^{1/16 - 1} \left( E_0[|KK\tilde{G}|](\rho) \right)^{1/2},$$

where we have used that

$$\max \left( \frac{t}{\rho}, \sqrt{\rho} \right) \leq \rho^{-1},$$

and where we also have factored with the relevant powers of $\varepsilon$. 
As a consequence \(|KK\tilde{G}|\) satisfies the integral inequality, for all \(\rho\),
\[
E_0[|KK\tilde{G}|(\rho)] \lesssim \int_1^\rho \frac{\sqrt{\varepsilon}}{\rho'} E_0[|KK\tilde{G}|](\rho') \frac{j^2}{\rho' j^2} \, \rho' \, d\rho' \\
\lesssim \int_1^\rho \frac{\sqrt{\varepsilon}}{\rho'} E_0[|KK\tilde{G}|](\rho') + \varepsilon^{3/2} \rho^4 \varepsilon^{3/8} \, d\rho'
\]
Then, the Grönwall inequality implies immediately, for all \(\rho\),
\[
E_0[|KK\tilde{G}|](\rho) \lesssim \varepsilon^{3/2-1/8} \rho^{C_e 1/16}.
\]
\(\square\)

One can now state the following \(L^2\)-estimate for \(G_{inh}\):

**Lemma 9.12.** \(G_{inh}\) satisfies:
\[
\int_{H_{\rho}} \frac{t}{\rho} \left( \int_{v} |G_{inh}| \frac{dv}{\rho v^2} \right)^2 \, \mu_{H_{\rho}} \lesssim \varepsilon^{2+1/4} \rho^{C_e 1/16 - 3}
\]

**Proof.** The proof of this lemma is a direct consequence of the \(L^2\) estimates for the low order terms of Lemma 9.6, the pointwise estimates for \(K_2\) of Lemma 9.10, as well as, for \(K_2\tilde{G}\) the same argument as in the proof of Lemma 9.6, based, this time, on the energy estimate of Lemma 9.11. \(\square\)

9.4. Statement of the \(L^2\)-estimates for the distribution function. Finally, gathering Lemmata 9.9 and 9.12, one obtains the following estimates:

**Proposition 9.13.** The following estimate holds:
\[
\int_{H_{\rho}} \frac{t}{\rho} \left( \int_{v} \left| A_{\rho}^{B,K} \cdot L_{U,V}^0 \right| \, d\mu(v) \right)^2 \, \mu_{H_{\rho}} \lesssim \varepsilon^2 \rho^{C_e 1/16 - 3}
\]
where \(A, B, K\) are non-negative integers and \(C, U, V\) multi-indices such that
\[
(*) \begin{align*}
N - 2 & \leq |U| + |V| \leq N \\
A + B + |U| + |V| & \leq N \\
\pi & \text{ any permutation of } A + B \text{ elements} \\
|C| & = N + 3 - (A + |U|).
\end{align*}
\]

10. Energy estimates for the wave equation on hyperboloids

We start by writing the energy identity for the wave equation.

**Lemma 10.1.** Let \(\psi\) be defined in hyperboloidal time for all \(\rho \in [1, P]\) and assume that \(\psi\) solves \(\Box \psi = h\). Let \(\rho \in [1, P]\). Then,
\[
\int_{H_{\rho}} T[\psi](\partial_t, \nu_\rho) \rho_{H_\rho} = \int_{H_1} T[\psi](\partial_t, \nu_\rho) \rho_{H_1} + \int_{H_{\rho}} \left( \partial_\nu \psi \right)(\rho') h(\rho') \rho_{H_{\rho}} \rho' \, d\rho'.
\]

To close the energy estimates for \(Z^\alpha(\phi)\), we need the right-hand side of (134) to decay. Since for \(|\alpha| \leq N - 3\), the required decay follows from our Klainerman-Sobolev inequality (287) as well as the bootstrap assumptions (159)-(160), we have the following lemma

**Lemma 10.2.** The following inequality holds, for all \(\rho \in [1, P]\):
\[
\varepsilon_{N-3}[\phi](\rho) \leq \varepsilon (1 + C \varepsilon^{1/2}),
\]
where \(C\) is a constant depending only on \(N\). In particular, for \(\varepsilon\) small enough, for all \(\rho \in [1, P]\):
\[
\varepsilon_{N-3}[\phi](\rho) \leq \frac{3}{2} \varepsilon.
\]
Proof. We first apply Lemma 8.1 for \( \psi = Z^{\alpha}(\phi) \) with \(|\alpha| \leq N-3\). Writing \( \Box Z^{\alpha}(\phi) = h^{\alpha} \), we obtain

\[
\int_{H_\rho} T[Z^{\alpha} \phi](\partial_t, \nu_\rho) d\mu_{H_\rho} \leq \int_{H_1} T[Z^{\alpha} \phi](\partial_t, \nu_\rho) d\mu_{H_1} + \int_1^\rho \int_{H_{\rho'}} (\partial_t Z^{\alpha} \phi) (\rho') h^{\alpha}(\rho') d\mu_{H_{\rho'}} d\rho' \\
\leq \int_{H_1} T[Z^{\alpha} \phi](\partial_t, \nu_\rho) d\mu_{H_1} + \varepsilon^{1/2} \int_1^\rho \left( \int_{H_{\rho'}} \frac{t}{\rho'} (h^{\alpha}(\rho') d\mu_{H_{\rho'}}) \right)^{1/2} d\rho',
\]

using the Cauchy-Schwarz inequality and the bootstrap assumption.

Using that \( \delta_{N-3}(\rho = 1) \leq \varepsilon \), we only need to show that

\[
\int_1^\rho \left( \int_{H_{\rho'}} \frac{t}{\rho'} (h^{\alpha}(\rho') d\mu_{H_{\rho'}}) \right)^{1/2} d\rho' \leq C\varepsilon.
\]

From the commutation formula (134), we have

\[
h^{\alpha} = \sum_i \int_0^1 F_i d\nu',
\]

where the \( F_i \) are, modulo a multiplication by good symbols, of the form

\[
\left( \frac{1}{t} \right)^{r_1} p^{d_1,k_1} (e(\Phi)) \frac{q^{2d_2+r,k_2(\Phi)}}{t^{d_2+r_2}} Q^{d_3+r_3,k_3} (\phi) [\mathbf{Y}^\delta(f)]
\]

where \( r_1 + r_2 + r_3 = r \), \( r + d_1 + d_2 + d_3 \leq N - 3 \), \( |k| + |\delta| + d_1 \leq N - 3 \), \( r + |\delta| - |\delta| + |k| - |k(\phi)| \leq N - 3 \), \( k_3(e) \geq r_3 \), with \( |k| := k_1 + k_2 + k_3 \) and with \( k(e), k_3(e) \), \( \delta(e) \) denoting the total number of \( e \) in the corresponding terms.

First note that since \( |k| \leq N - 2 \), we have pointwise estimates on the \( Q \) form

\[
|Q^{d_3+r_3,k_3}(\phi)| \lesssim \varepsilon^{(d_3+r_3)/2} \frac{(1 + u)^{d_3/2}}{t^{d_3+r_3}(1 + u)^{r_3/2}}
\]

where we have dropped some extra decay in \( t \) and \( u \) since they are unnecessary for our applications here.

Using the estimate, we have

\[
|F_i| \lesssim \varepsilon^{(d_3+r_3)/2} \left( \frac{|\mathbf{Y}^\delta(f)|}{t^{1/2}} \right)^{r_1} p^{d_1,k_1}(e(\Phi)) \frac{q^{2d_2+r,k_2(\Phi)}}{t^{d_2+r_2}} |\mathbf{Y}^\delta(f)|
\]

\[
\lesssim \varepsilon^{(d_3+r_3)/2} \rho^{d_1,k_1}(e(\Phi)) \frac{q^{2d_2+r,k_2(\Phi)}}{\rho^{d_2+r_2/2}} \left( \frac{|\mathbf{Y}^\delta(f)|}{t^{1/2}} \right)^{r_1} |\mathbf{Y}^\delta(f)|.
\]

Let us write \( p \) for \( p^{d_1,k_1}(e(\Phi)) \) and \( q \) for \( q^{2d_2+r,k_2(\Phi)} \).
using the Cauchy-Schwarz inequality in the variable $v$, it follows that
\[
\left| \int \frac{F_i}{v^0} dv \right| \leq \varepsilon^{(d_3+r_3)/2} \left( \int \frac{p^2 q^2}{\rho^{2d_2+r}} \left( \frac{\| \rho \|}{v^{1/2}} \right)^{r_1} |Y^\delta(f)| \frac{dv}{v^0} \right)^{1/2} \left( \int \frac{1}{v^{1/2}} \left( \frac{\| \rho \|}{v^{1/2}} \right)^{r_1} |Y^\delta(f)| \frac{dv}{v^0} \right)^{1/2}
\]

So that
\[
\int_{H^\rho} \frac{t}{\rho^2} (h^\alpha)^2 d\mu_{\rho'} \leq \varepsilon^{(d_3+r_3)/2} \int_{H^\rho} \frac{t}{\rho^2} \left( \int \frac{p^2 q^2}{\rho^{2d_2+r}} \left( \frac{\| \rho \|}{v^{1/2}} \right)^{r_1} |Y^\delta(f)| \frac{dv}{v^0} \right) \left( \int \frac{1}{v^{1/2}} \left( \frac{\| \rho \|}{v^{1/2}} \right)^{r_1} |Y^\delta(f)| \frac{dv}{v^0} \right) d\mu_{\rho'}
\]

where we have used the Klainerman-Sobolev inequality to estimate the second $v$ integral.

Now the second integral is bounded by $\varepsilon \rho^{-3/16}$ in view of the combined estimates. Thus, all together, we obtain
\[
\left( \int_{H^\rho} \frac{t}{\rho^2} (h^\alpha)^2 d\mu_{\rho'} \right)^{1/2} \leq \varepsilon \rho^{-3/2+C \varepsilon^{1/16}}
\]

and since the decay rates is integrable in $\rho$, the result follows.

Since the decay is sufficient, the result follows if we can prove a bound on
\[
\int_{H^\rho} \left( \int v \left( \frac{\| \rho \|}{v^{1/2}} \right)^{r_1} |Y^k e(\Phi)|^2 |Y^\delta(f)| \frac{dv}{v^0} \right) d\mu_{\rho'}
\]

For this, we consider the transport equation satisfied by $\left( \frac{3}{v^{1/2}} \right)^{r_1} Y^k e(\Phi) Y^\delta(f)$
\[
(283) \quad T^\phi \left( \left( \frac{3}{v^{1/2}} \right)^{r_1} Y^k e(\Phi) Y^\delta(f) \right) = T^\phi \left( \left( \frac{3}{v^{1/2}} \right)^{r_1} Y^\delta(f) \right) \left[ Y^k e(\Phi) \right]^2
\]

The first term on the RHS can be estimated using a Grönwall argument. More precisely, using the commutation formula (3.28), the first term can be estimated by
\[
\varepsilon/\rho \left( \frac{3}{v^{1/2}} \right)^{r_1} Y^\delta(f) \left[ Y^k e(\Phi) \right]^2,
\]

so that it can indeed be eventually absorbed using a Grönwall argument.

The error coming from the second term in (283) is
\[
2Y^k e(\Phi) T^\phi \left( Y^k e(\Phi) \right) \left( \frac{3}{v^{1/2}} \right)^{r_1} Y^\delta(f)
\]

Using the commutation formula (3.28), we can either estimate the $p$ form containing the $\phi$ terms pointwise and obtain terms similar to the first, i.e. giving only a small growth, or are facing terms such as
\[
(284) \quad Y^k e(\Phi) \frac{t}{v^0} \partial \partial Z^{k+2}(\phi) \left( \left( \frac{3}{v^{1/2}} \right)^{r_1} Y^\delta(f) \right)
\]

\[
= Y^k e(\Phi) \frac{t}{(1+u) v^0} \partial Z^{k+2}(\phi) \left( \left( \frac{3}{v^{1/2}} \right)^{r_1} Y^\delta(f) \right).
\]
which are integrated in \( v \) and in spacetime. To estimate them, we only have access to \( L^2 \) bounds on \( \partial Z^{k+2}(\phi) \), so we start by applying Cauchy-Schwarz,

\[
\int_{H^\rho_v} \left( \int_v \left( \frac{t}{1 + u} \right)^{\alpha} \partial Z^{k+2}(\phi) \left( \frac{3}{t^{1/2}} \right)^{r_1} Y^\delta(f) \right) d\mu(v) d\mu_\rho \leq C \rho \int \left( \int_v \left( \frac{t}{1 + u} \right)^{\alpha} \left( \frac{3}{t^{1/2}} \right)^{r_1} Y^\delta(f) d\mu(v) \right)^2 d\mu_\rho.
\]

The first term can be estimated by \( \varepsilon_N \) giving only \( \rho^{1/2} \) growth. For the second term, we again apply Cauchy-Schwarz in \( v \) this time, to obtain

\[
\left( \int_{H^\rho_v} \left( \int_v \left( \frac{t}{1 + u} \right)^{\alpha} \partial Z^{k+2}(\phi) \left( \frac{3}{t^{1/2}} \right)^{r_1} Y^\delta(f) d\mu(v) \right)^2 d\mu_\rho \right)^{1/2} \lesssim \rho^{-1} \left( \int_{H^\rho_v} \left( \int_v \left( \frac{t}{1 + u} \right)^{\alpha} \left( \frac{3}{t^{1/2}} \right)^{r_1} Y^\delta(f) d\mu(v) \right) d\mu_\rho \right)^{1/2},
\]

where we have used the Klainerman-Sobolev inequality to estimate the last term in the last line. It follows that this term can be integrated in \( \rho \) which concludes the proof of the lemma.

Replacing the \( L^\infty \) decay estimates on the distribution function by \( L^2 \) decay estimates, the above estimates still hold up to the order \( N - 1 \).

**Lemma 10.3.** Let \( 0 < \gamma < 1 \). Assume that for all multi-indices \( \alpha \) such that \( N - 3 + 1 \leq |\alpha| \leq N - 1 \), the following \( L^2_\rho \) decay estimate holds

\[
(285) \quad \int_{H^\rho_v} \left( \int_v \left( \frac{t}{1 + u} \right)^{\alpha} \left( \frac{3}{t^{1/2}} \right)^{r_1} Y^\alpha f \left( \frac{dv}{t^d} \right) \right)^2 d\mu_\rho \lesssim \varepsilon^2 \rho^{\gamma - 3}.
\]

for \( |\alpha| - |\alpha(e)| + r_1 \leq N - 1 \). Then, the following inequality holds, for all \( \rho \in [1, P] \):

\[
\varepsilon_{N-1}(\phi)(\rho) \leq \varepsilon(1 + C_\varepsilon^{1/16}),
\]

where \( C \) is a constant depending only on \( N \). In particular, for \( \varepsilon \) small enough, for all \( \rho \in [1, P] \):

\[
\varepsilon_N(\phi)(\rho) \leq \frac{3}{2\varepsilon}.
\]

**Proof.** We use again the commutation formula (134). Using the same notations as above, we need to bound,

\[
\int_1^\rho \left( \int_{H^\rho_v} \left( \frac{t}{1 + u} \right)^{\alpha} \left( \frac{3}{t^{1/2}} \right)^{r_1} Y^\alpha f \left( \frac{dv}{t^d} \right) d\mu_\rho \right)^{1/2} d\rho' \leq C \varepsilon.
\]

where

\[
h^\alpha = \sum_i \int_v \frac{F_i dv}{v^{\beta_0}},
\]

where the \( F_i \) are, modulo a multiplication by good symbols, of the form

\[
\left( \frac{3}{t} \right)^{r_1} \rho^{d_1,k_1} (e(\Phi)) \frac{q^{2d_2 + r_2}(\Phi)}{t^{d_2 + r_2}} Q^{d_3 + r_3,k_3}(\phi) [Y^\delta(f)]
\]
where \( r_1 + r_2 + r_3 = r \), \( r + d_1 + d_2 + d_3 \leq N - 1 \), \( |k| + |\delta| + d_1 \leq N - 1 \), \( r + |\delta| - |\delta(e)| + |k| - |k(e)| \leq N - 1 \), \( k_3(e) \geq r_3 \), with \(|k| := k_1 + k_2 + k_3\) and with \( k(e), k_3(e) \), \( \delta(e) \) denoting the total number of \( e \) in the corresponding terms.

If \(|\delta| \leq N - 3\), then we have access to pointwise estimates as in the previous lemma on \( \int_{\mathbb{R}^\mathbb{N}} \left( \frac{1}{|x|^\lambda} \right) \chi(\bar{T}_\delta(f)) d\mu \), so we can just estimate everything as in the previous lemma.

If \(|\delta| = N - 1 \) or \(|\delta| = N - 2\), then we can estimate the \( p \) and \( q \) form pointwise. Thus, we have,

\[
|F_i| \lesssim \left( \frac{|k|}{t_0} \right)^{r_1} \varepsilon^{d_1/2} \rho^{d_1 C e^{1/2}} e^{d_2 + r/2} \frac{(1 + u)^{d_3/2}}{(1 + u)^{r/2}} |\mathbf{Y}^\delta(f)|
\]

\[
\lesssim \rho^{C e^{1/2}} e^{d_1/2 + d_2 + r/2} \frac{1}{t^{r_3/2 + d_3/2} (1 + u)^{r/2}} \left( \frac{|k|}{t_0^{1/2}} \right)^{r_1} |\mathbf{Y}^\delta(f)|
\]

\[
\lesssim \rho^{C e^{1/2}} \left( \frac{|k|}{t_0^{1/2}} \right)^{r_1} |\mathbf{Y}^\delta(f)|.
\]

The result then follows directly from the \( L^2 \) decay estimates (285).

Finally, at top order, we repeat the previous proof, but in this case, we use the modified commutator formula of Lemma 4.4. We obtain in this case,

**Lemma 10.4.** Assume that for all multi-indices \( \alpha \) such that \(|\alpha| = N\), the following \( L^2_x \) decay estimate holds

\[
(286) \quad \int_{\mathbb{H}_\rho} \frac{t}{(1 + D \varepsilon)^{16/16}} \left( \int_{\mathbb{R}_v} \frac{3}{|v|^{1/2}} \right)^{r_1} |\mathbf{Y}^0 f| dv \lesssim \varepsilon^2 \rho \bar{C} e^{1/16 - 3},
\]

for \(|\alpha| - |\alpha(e)| + r_1 \leq N\), and \( \bar{C} \) is a constant.

Then, the following inequality holds, for all \( \rho \in [1, P] \):

\[
\mathcal{E}_N(\phi)(\rho) \leq \varepsilon(1 + D \varepsilon) \rho \bar{C} e^{1/16}
\]

where \( D \) is a constant depending only on \( N \) and the constant \( C \) is the constant from the bootstrap estimates.

**Remark 10.5.** Note that the assumption on the \( L^2 \) estimates is actually proven in Section 9, see Proposition 9.13.

**Proof.** The proof is similar to the previous lemma. We consider the three type of terms appearing in Lemma 4.4.

For type 1 and 2, the overall \( L^2_{\mathbb{H}_\rho} \) decay expected is \( 1/\rho^{-3/2 - C e^{1/16}} \) (in particular integrable in \( \rho \)), since we recall that these terms do not have an extra power of \( \Phi \). In fact, all these terms can be estimates as in the previous lemma, with the exception of terms arising from product of the form (neglecting the extra \( t, \tilde{3} \) weights here)

\[
\mathbf{Y}^2(\Phi) \mathbf{Y}^{N-2}(f) \quad \text{and} \quad \mathbf{Y}(e\Phi) \mathbf{Y}^{N-2}(f),
\]

because we do not have access to pointwise estimates on \( \mathbf{Y}^2(\Phi) \) or \( \int_v |\mathbf{Y}^{N-2} f| dv \).

Consider thus the terms arising from \( \mathbf{Y}^2(\Phi) \mathbf{Y}^{N-2}(f) \), the other case being similar.

By Hölder, we have

\[
||\mathbf{Y} \Phi \mathbf{Y}^{N-2}(f)||_{L^2 L^1} \leq ||(\mathbf{Y} \phi)^4 \mathbf{Y}^{N-2}(f)||_{L^1 L^1}^{1/4} ||\mathbf{Y}^{N-2}(f)||_{L^1 L^1}^{3/4}
\]

Thus, the required decay follows from the Klainerman-Sobolev inequality of Proposition 11.3. In particular, these terms do not lead to any growth of \( \mathcal{E}_N(\phi) \).
For the third term, first note that when $\alpha = N - 1$ or $\alpha = N - 2$, then we can estimate the $p$ and $q$ form pointwise. We can then conclude as above, with the difference that the $q$ form always has an extra $\Phi$ coefficient. Thus, these terms are of the form

$$\Phi Y^N(f)$$

which cannot always be absorbed. More precisely, the worse terms are of the form

$$\int_v Y^{N-1}(\Phi) e(f) \frac{dv}{v_0}.$$ 

and can be estimated similarly as in the last case in the previous lemma, with an extra loss of $\rho^{1/2}$ (since we have a priori no $\Phi$ hitting $\Phi$). Note that, here, it is important to use Equation (161) to estimate the terms containing $f$ in the worse case of the previous expression, as otherwise the growth rate could increase.

This leads to

$$\mathcal{E}_N[\phi](\rho) \leq \varepsilon + \int_1^\rho \frac{\varepsilon^{3/2}}{(\rho')^{1-C/2\varepsilon^{1/\alpha}}} \mathcal{E}_N^{1/2}(\rho') d\rho'.$$

The lemma follows when using the bootstrap assumption (162).

\[ \Box \]

11. Klainerman-Sobolev inequality with modified vector fields

**Proposition 11.1.** Under the bootstrap assumptions, we have the Klainerman-Sobolev inequality, for any sufficiently regular distribution function $g$, 

$$\int_v |g|(t,x,v) d\mu(v) \lesssim \int_{H_\rho} \frac{1}{t^3} \left( 1 + \varepsilon^{1/2} \ln \rho \right) \sum_{|\alpha| \leq 3} \int_{H_\rho} \chi \left( \left| \frac{3}{v_0^{1/2}} \right| \left| Y^\alpha f \right| \right) d\mu_v.$$

**Remark 11.2.** In fact, a slightly better estimate holds, in the sense that we can replace $\left| \frac{1}{v_0} \right|^3 \left| Y^\alpha f \right|$ by $\left| \frac{1}{v_0^\beta} \right| \left| Y^\alpha f \right|$, where $|\beta| + |\alpha| - e[\alpha] \leq 3$, where $e[\alpha]$ denotes the number of generalized translations contained in $Y^\alpha$.

**Proof.** As in the non-modified case, we use that

$$\int_{H_\rho} \chi(|f|)(t,x) d\mu_v \geq \int_{H_\rho} \frac{m_2}{2^3} \int_{v \in \mathbb{R}^n} |f|(t,x,v) \frac{dv}{v^0} d\mu_v.$$

Let $(t,x)$ be fixed in $J^+(H_1)$ and defined the function $\psi$ in the $(y^\alpha)$ system of coordinates as

$$\psi(y^0, y^i) \equiv \int_v |f|(y^0, x^j + ty^i) d\mu_v.$$ 

We follow the non-modified case (see [FJS15]) and first apply a 1-d Sobolev inequality in the variable $y^1$:

$$\int_{y \in \mathbb{R}^n} |f|(y^0, x^j) d\mu_m = |\psi(y^0, 0)| \lesssim \int_{y^1} \frac{1}{(8n)^{1/2}} \left[ |\partial_{y^1} \psi| (y^0, y^1, 0, \ldots, 0) + |\psi| (y^0, y^1, 0, \ldots, 0) \right] dy^1.$$

As before, we can estimate $\partial_{y^1} \psi$ uniformly in the region of integration by $\Omega_{01} \psi$, leading to

$$\left| \partial_{y^1} \psi \right| (y^0, y^1, 0, \ldots, 0) \lesssim \int_v \Omega_{01} |f|(y^0, x^1 + ty^1, x^2, \ldots, x^n, v) d\mu_v.$$
Now, we have

\[
\int_v \Omega_0 |f|(y^0, x^1 + ty^1, x^2, ..., x^n, v) d\mu(v)
\]

\[
= \int_v \left( \Omega_0 + v^0 \partial_{v^0} + \Phi_1^I X_j + \Omega_0(\phi) v^i \partial_{v^i} \right) |f|(y^0, x^1 + ty^1, x^2, ..., x^n, v) d\mu(v)
\]

\[
- \int_v \left( \Phi_1^I X_j + \Omega_0(\phi) v^i \partial_{v^i} \right) |f|(y^0, x^1 + ty^1, x^2, ..., x^n, v) d\mu(v)
\]

\[
= \int_v \left( Y_1 - \Phi_1^I X_j - \Omega_0 v^i \partial_{v^i} \right) |f|(y^0, x^1 + ty^1, x^2, ..., x^n, v) d\mu(v)
\]

The last term can easily be integrated by parts in \( v \)

\[
\int_v \Omega_0 v^i \partial_{v^i} |f|(y^0, x^1 + ty^1, x^2, ..., x^n, v) d\mu(v) = \int_v \Omega_0(\phi) s(v) |f| d\mu_m,
\]

where \( s(v) \) is a good symbol in \( v \). This term then has a stronger decay and can be safely ignored.

The first term on the right-hand side is easily estimated

\[
\left| \int_v Y_1(f) d\mu(v) \right| \lesssim \int_v |Y_1(f)| d\mu(v)
\]

and this is controlled by \( \chi(|Y(f)|) \) after integration on \( H_\rho \). For the second term, we first use again that \( X_i = \frac{Z_i}{t} + \frac{3j}{v^0} e_0 \) and we then force again the introduction of our modified vector fields

\[
\int_v \Phi_1^I X_j |f|(y^0, x^1 + ty^1, x^2, x^3, v) d\mu(v)
\]

\[
= \int_v \Phi_1^I \left( \frac{Z_i}{t} + \frac{3j}{v^0 t} e_0 \right) |f|(y^0, x^1 + ty^1, x^2, x^3, v) d\mu(v)
\]

\[
= \int_v \Phi_1^I \frac{1}{t(y)} \left( Z_j + v^0 \partial_{v^0} + \Phi_1^I X_k \right) |f|(y^0, x^1 + ty^1, x^2, x^3, v) d\mu(v)
\]

\[
- \int_v \Phi_1^I \frac{1}{t(y)} (v^0 \partial_{v^0} + \Phi_1^I X_k) |f|(y^0, x^1 + ty^1, x^2, x^3, v) d\mu(v)
\]

\[
+ \int_v \Phi_1^I \frac{3j}{v^0 t} e_0 |f|(y^0, x^1 + ty^1, x^2, x^3, v) d\mu(v)
\]

\[
= \int_v \Phi_1^I \frac{1}{t(y)} (Y_j) |f|(y^0, x^1 + ty^1, x^2, x^3, v) d\mu(v)
\]

\[
- \int_v \Phi_1^I \frac{1}{t(y)} (v^0 \partial_{v^0} + \Phi_1^I X_k) |f|(y^0, x^1 + ty^1, x^2, x^3, v) d\mu(v)
\]

\[
+ \int_v \Phi_1^I \frac{3j}{v^0 t} e_0 |f|(y^0, x^1 + ty^1, x^2, x^3, v),
\]

where the \( t(y) \) above are those of the points \((x^j + t(y)y^j)\).

Now from the bootstrap assumptions, we have \( \frac{\Phi_1}{t} \lesssim \varepsilon^{1/2} t^{3/2} \) and thus the first term can be easily estimated.
For the last term, we have:
\[
\int_{v} \Phi_{j}^{1} \frac{\delta_{j}}{v(t)} e_{0} |f|(y^{0}, x^{1} + t y^{1}, x^{2}, x^{3}, v) d\mu(v)
\]
\[
\lesssim \varepsilon^{1/2} t^{1/2} \int_{v} |e_{0}| f |y^{0}, x^{1} + t y^{1}, x^{2}, x^{3}, v| d\mu(v)
\]
\[
\lesssim \varepsilon^{1/2} \int_{v} |e_{0}| f |y^{0}, x^{1} + t y^{1}, x^{2}, x^{3}, v| d\mu(v),
\]
which can thus be controlled after integration on $H_{\rho}$ integrals by $\chi((\frac{1}{|v(t)|^{1/2}} e_{0} f))$.

For the second term, we note first
\[
|\Phi_{j}^{1} \frac{1}{t(y)} \Phi_{j} X_{j}(f)| \lesssim \frac{\rho}{t(y)} |e(f)| \lesssim |e(f)|,
\]
which can therefore be estimated as above. We are left with the term containing derivatives in $v$, which we integrate by parts
\[
- \int_{v} \Phi_{j}^{1} \frac{1}{t(y)} v^{0} \partial_{v} f |y^{0}, x^{1} + t y^{1}, x^{2}, \ldots, x^{n}, v| dv = \int_{v} v^{0} \partial_{v} \Phi_{j}^{1} \frac{1}{t(y)} f |y^{0}, x^{1} + t y^{1}, x^{2}, \ldots, x^{n}, v| dv.
\]
Rewriting once more $v^{0} \partial_{v} \Phi_{j}^{1}$ as
\[
v^{0} \partial_{v} \Phi_{j}^{1} = Y_{j} \Phi_{1}^{1} - Z_{j} \Phi_{j}^{1} - \Phi_{j}^{1} X_{k} \Phi_{j}^{1},
\]
the contribution of the first and last term are easily seen to be of lower order. For the second term, we only need to use that
\[
\left| \frac{Z \Phi}{t} \right| \lesssim e(\Phi) \lesssim \varepsilon^{1/2} \ln \rho.
\]

The rest of the proof then follows by repeating the above steps for each variable. □

It is also useful to have the following $L^{3}$-version of the (modified) Klainerman-Sobolev inequality. The proof is similar to the previous one, so omitted.

**Proposition 11.3.** Under the bootstrap assumptions, we have the Klainerman-Sobolev inequality, for any sufficiently regular distribution function $g$,
\[
(288) \quad \left\| \int_{v} |g|(t, x, v) d\mu(v) \right\|_{L^{3}_{H_{\rho}}} \lesssim \frac{1}{\rho^{2}} (1 + \varepsilon^{1/2} \ln(\rho)) \sum_{|\alpha| \leq 2} \int_{H_{\rho}} \chi \left(\frac{3}{v(t)^{1/2}} \right)^{2} |Y^{\alpha} f| d\mu_{\rho}.
\]

**APPENDIX A. AN INTEGRAL ESTIMATE**

This section explains how to perform integral estimates on hyperboloids. This has already been used in the previous work [FJS15], but for the sake of completeness, we precise here these estimates can be obtained.

**Lemma A.1.** Let $n, m, p, r$ be non-negative integers such that
\[
-p + m < -1, \quad m > r
\]
and $\rho \geq 1$ be a real number. The following integral estimate holds: there exists a constant $C$, depending on $n, p, r$ such that
\[
\int_{0}^{+\infty} \frac{r^{p}}{(1 + t(\rho, r))^{m} t(\rho, r)^{n}} dr \leq \frac{\rho^{p+1-n-r}}{n-p-r-1}
\]
where
\[
t(\rho, r) = \sqrt{\rho^{2} + r^{2}}
\]
Proof. The base of the proof is the change of variable

\[ r = \rho y. \]

The integral then becomes

\[
\int_0^{+\infty} \frac{r^p}{(1 + t(\rho, r) - r)^m t(\rho, r)^n} dr = \rho^{1+p-n} \int_0^{+\infty} \frac{y^p}{(1 + \rho ((t(1,y) - r)))^m t(1,y)^n} dy.
\]

Noticing that

\[ t(1, y) - y = \sqrt{1 + y^2} - y = \frac{1}{\sqrt{1 + y^2} + y}. \]

Hence, there is a constant \( C \), depending on \( m, n, p \) such that

\[
\int_0^{+\infty} \frac{r^p}{(1 + t(\rho, r) - r)^m t(\rho, r)^n} dr \leq \rho^{p+1-n} \int_0^{+\infty} \frac{y^p}{(\rho + (\rho > y))^m} dy
\]

In the case of interest for us, \( p = 2 \). Consider the first integral, with \( m = r = 0 \), then, if \( n > 3 \),

\[
\int_0^{+\infty} \frac{r^2}{(1 + t(\rho, r) - r)^m t(\rho, r)^n} dr \leq \frac{1}{n-3} \rho^{3-n}.
\]

Consider now the case when \( n \) is arbitrary, \( m = 1 \), then, if \( n > 3 + r \), \( r \leq 1 \), the estimate holds:

\[
\int_0^{+\infty} \frac{r^2}{(1 + t(\rho, r) - r)^m t(\rho, r)^n} dr \leq \frac{1}{n-3-r} \rho^{3-n-r}.
\]

APPENDIX B. ESTIMATES FOR A RESCALING BY \( \rho \)

We first make the following remark: if \((t, x)\) is a point on the hyperboloid \( H_\rho \),

\[ T_\rho = t v^0 - v^i x_i. \]

Hence, one notices that, by the reverse Cauchy-Schwarz inequality,

\[ T_\rho \geq m > 0. \]

Let \( f \) be a non-negative solution to the massive equation

\[ T f = h. \]

Let \( s \) be any non-negative number, and consider the function \( \rho^{-s} f \) which satisfies the equation

\[ T (\rho^{-s} f) = -s \rho^{-s-1} (T_\rho) \rho f + \rho^{-s} h. \]
Hence, for $\rho^{-s} f$, the energy estimates writes, by Lemma 2.2,

$$\int_{H_p} \chi(\rho^{-s} f)(\rho, r, \omega) d\mu_{H_p} - \int_{H_1} \chi(\rho^{-s} f)(1, r, \omega) d\mu_{H_1} =$$

(293)

$$\int_1^\rho \int_{H_{\rho'}} \rho (\rho' (T_{\rho'}) f + \frac{h(\rho', r, \omega)}{\rho' s v_0}) d\mu_{H_{\rho'}} d\rho'$$

(294)

$$\int_{H_p} \chi(\rho^{-s} f)(\rho, r, \omega) d\mu_{H_p} - \int_{H_1} \chi(\rho^{-s} f)(1, r, \omega) d\mu_{H_1} \leq \int_1^\rho \int_{H_{\rho'}} \rho (\frac{h(\rho', r, \omega)}{\rho' s v_0}) d\mu_{H_{\rho'}} d\rho',$$

(295)

since $T_{\rho} \geq 0$.

References

[ABJ16] L. Andersson, P. Blue, and J. Joudioux. “Hidden symmetries and decay for the Vlasov equation on the Kerr spacetime”. In: ArXiv e-prints (Dec. 2016). arXiv: 1612.09304 [math.AP].

[BD85] C. Bardos and P. Degond. “Global existence for the Vlasov-Poisson equation in 3 space variables with small initial data”. In: Ann. Inst. H. Poincaré Anal. Non Linéaire 2.2 (1985), pp. 101–118.

[Cal03] S. Calogero. “Spherically symmetric steady states of galactic dynamics in scalar gravity”. In: Classical Quantum Gravity 20.9 (2003), pp. 1729–1741. doi: 10.1088/0264-9381/20/9/310.

[Cal06] S. Calogero. “Global classical solutions to the 3D Nordström-Vlasov system”. In: Comm. Math. Phys. 266.2 (2006), pp. 343–353. doi: 10.1007/s00220-006-0029-x.

[CR04] S. Calogero and G. Rein. “Global weak solutions to the Nordström-Vlasov system”. In: J. Differential Equations 204.2 (2004), pp. 323–338. doi: 10.1016/j.jde.2004.02.011.

[Daf06] M. Dafermos. “A note on the collapse of small data self-gravitating massless collisionless matter”. In: J. Hyperbolic Differ. Equ. 3.4 (2006), pp. 589–598. doi: 10.1142/S0219891606000926.

[Faj17] D. Fajman. “The Nonvacuum Einstein Flow on Surfaces of Negative Curvature and Nonlinear Stability”. In: Comm. Math. Phys. (2017), pp. 1–57. doi: 10.1007/s00220-017-2842-9.

[FJS15] D. Fajman, J. Joudioux, and J. Smulevici. “A vector field method for relativistic transport equations with applications”. In: ArXiv e-prints (Oct. 2015). arXiv: 1510.04939 [math.AP].

[Fri86] H. Friedrich. “On the existence of n-geodesically complete or future complete solutions of Einstein’s field equations with smooth asymptotic structure”. In: Comm. Math. Phys. 107.4 (1986), pp. 587–609.

[Fri92] H. Friedrich. “On hyperboloidal hypersurfaces”. In: Approaches to numerical relativity (Southampton, 1991). Cambridge Univ. Press, Cambridge, 1992, pp. 50–58. doi: 10.1017/CBO9780511524639.007.

[GS87] R. T. Glassey and W. A. Strauss. “Absence of shocks in an initially dilute collisionless plasma”. In: Comm. Math. Phys. 113.2 (1987), pp. 191–208.

[HRV11] H. Hwang, A. D. Rendall, and J. J. L. Velázquez. “Optimal Gradient Estimates and Asymptotic Behaviour for the Vlasov-Poisson System with Small Initial Data”. English. In: Archive for Rational Mechanics and Analysis 200.1 (2011), pp. 313–360. doi: 10.1007/s00205-011-0405-3.

[Kla93] S. Klainerman. “Remark on the asymptotic behavior of the Klein-Gordon equation in $\mathbb{R}^{n+1}_+$. In: Comm. Pure Appl. Math. 46.2 (1993), pp. 137–144. doi: 10.1002/cpa.3160460202.
REFERENCES

[LM14] P. G. LeFloch and Y. Ma. The hyperboloidal foliation method. Vol. 2. Series in Applied and Computational Mathematics. World Scientific Publishing Co. Pte. Ltd., Hackensack, NJ, 2014, pp. x+149.

[LM16] P. G. LeFloch and Y. Ma. “The global nonlinear stability of Minkowski space for self-gravitating massive fields”. In: Comm. Math. Phys. 346.2 (2016), pp. 603–665. DOI: 10.1007/s00220-015-2549-8.

[Pal06] C. Pallard. “On global smooth solutions to the 3D Vlasov-Nordström system”. In: Ann. Inst. H. Poincaré Anal. Non Linéaire 23.1 (2006), pp. 85–96. DOI: 10.1016/j.anihpc.2005.02.001.

[Rin13] H. Ringström. On the topology and future stability of the universe. Oxford Mathematical Monographs. Oxford University Press, Oxford, 2013, pp. xiv+718. DOI: 10.1093/acprof:oso/9780199680290.001.0001.

[RR92] G. Rein and A. D. Rendall. “Global existence of solutions of the spherically symmetric Vlasov-Einstein system with small initial data”. In: Comm. Math. Phys. 150.3 (1992), pp. 561–583.

[RR96] G. Rein and A. D. Rendall. “Erratum: “Global existence of solutions of the spherically symmetric Vlasov-Einstein system with small initial data” [Comm. Math. Phys. 150 (1992), no. 3, 561–583; MR1204320 (94c:83028)]”. In: Comm. Math. Phys. 176.2 (1996), pp. 475–478.

[Smu16] J. Smulevici. “Small Data Solutions of the Vlasov-Poisson System and the Vector Field Method”. In: Ann. PDE 2.2 (2016), 2:11. DOI: 10.1007/s40818-016-0016-2.

[Tay17a] M. Taylor. “Global nonlinear stability of Minkowski space for the massless Einstein-Vlasov system”. In: Workshop ”Geometric Transport equations in General Relativity”. Erwin Schrödinger International Institute for Mathematics and Physics. 2017. Work in collaboration with H. Lindblad.

[Tay17b] M. Taylor. “The Global Nonlinear Stability of Minkowski Space for the Massless Einstein–Vlasov System”. In: Ann. PDE 3.1 (2017), 3:9. DOI: 10.1007/s40818-017-0026-8.

[Fri04] S. Friedrich. “Global Small Solutions of the Vlasov-Norstrom System”. In: ArXiv Mathematical Physics e-prints (July 2004). eprint: math-ph/0407023.

[Wan16] Q. Wang. “An intrinsic hyperboloid approach for Einstein Klein-Gordon equations”. In: ArXiv e-prints (July 2016). arXiv: 1607.01466 [math.AP].

[Won17] W. W. Y. Wong. “A commuting-vector-field approach to some dispersive estimates”. In: ArXiv e-prints (Jan. 2017). arXiv: 1701.01460 [math.AP].

Gravitational Physics, Faculty of Physics, University of Vienna, Boltzmannngasse 5, 1090 Wien, Austria.
E-mail address: david.fajman@univie.ac.at

Gravitational Physics, Faculty of Physics, University of Vienna, Boltzmannngasse 5, 1090 Wien, Austria.
E-mail address: jeremie.joudioux@univie.ac.at

Laboratoire de Mathématiques, Univ. Paris-Sud, CNRS, Université Paris-Saclay, 91405 Orsay, and Département de mathématiques et applications, École Normale Supérieure, CNRS, PSL Research University, 75005 Paris, France.
E-mail address: jacques.smulevici@math.u-psud.fr