Mutational paths with sequence-based models of proteins: from sampling to mean-field characterization
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Identifying and characterizing mutational paths is an important issue in evolutionary biology, with potential applications to bioengineering. We here propose an algorithm to sample mutational paths, which we benchmark on exactly solvable models of proteins in silico, and apply to data-driven models of natural proteins learned from sequence data with Restricted Boltzmann Machines. We then use mean-field theory to characterize paths for different mutational dynamics of interest, and to extend Kimura’s estimate of evolutionary distances to sequence-based epistatic models of selection.

**Introduction.** Obtaining proteins with controlled properties, such as stability, binding affinity and specificity is a central goal in bioengineering [1]. Over the past years, much progress on design was made using data-driven models, intended to capture the relation between protein sequences and functionalities. In particular, unsupervised machine-learning approaches such as Restricted Boltzmann Machines (BM) or Variational Auto-Encoders trained on homologous sequence data (defining a protein family) were able to design new proteins with functionalities comparable to natural proteins [2, 3]. By comparison, the (even) harder problem of designing paths of sequences, interpolating between two homologous proteins has received little attention, see however [4]. Yet solving this problem would shed light on the navigability of the sequence landscape [5] and on how functional specificity, such as binding to distinct substrates could be obtained [6]. In turn, it could help design new proteins interpolating between functional classes.

While various methods exist for building transition paths between the minima of a multi-dimensional continuous landscape [7, 8] dealing with discrete configurations require the development of specific procedures [9]. We hereafter propose a Monte Carlo algorithm to sample mutational paths in protein landscapes, e.g. obtained by Restricted Boltzmann Machines trained on sequence data. We first benchmark our sampling procedure on an exactly solvable model of lattice proteins [10], and demonstrate its capability to find high-quality paths between two proteins belonging to different subfamilies. We then apply our algorithm to the WW domain, a binding module involved in the regulation of protein complexes [11, 12]. The functionality of the sequences along the paths is validated with structure (ligand+protein)-informed software [13]. Last of all we derive a mean-field characterization of paths, tailored to the mutational dynamics of interest. This mean-field theory allows us to efficiently estimate evolutionary distances in the presence of strong epistasis in the selection process, which is not possible with profile models at the basis of most phylogenetic studies [14].

**Definition and sampling of mutational paths.** We assume the sequence landscape is modeled through a probability distribution $P_{\text{model}}(v)$ over amino-acid sequences $v$ of length $N$. Informally speaking, $P_{\text{model}}$ quantifies the probability that $v$ is a member of the protein family of interest, i.e. share its common structural and functional properties, and can be learned from homologous sequence data [15, 16]. For natural protein families, exact expressions for $P_{\text{model}}$ are not available, but approximate distributions can be inferred from multi-sequence alignments (MSA) using unsupervised learning techniques. Previous works have shown that the inferred $P_{\text{model}}$ can serve as a proxy for the protein fitness [17–20].

Hereafter, we use Restricted Boltzmann Machines (RBM) [21], a class of generative models based on two-layer graphs [22]. RBM define a joint probability distribution of the protein sequence $v$ (carried by the visible layer) and of its $M$-dimensional latent representation $h$ (present on the hidden layer) as

$$P_{\text{RBM}} \propto \exp \left( \sum_{i=1}^{N} g_i(v_i) + \sum_{\mu=1}^{M} h_{\mu} I_{\mu}(v) - \sum_{\mu=1}^{M} U_{\mu}(h_{\mu}) \right),$$

(1)

where $I_{\mu}(v) = \sum_{i} w_{\mu i}(v_i)$ is the input to hidden unit $\mu$. The $g_i$’s and $U_{\mu}$’s are local potentials acting on, respectively, visible and hidden units, and the $w_{\mu i}$’s are the interactions between the two layers. They are learned by maximizing the marginal probabilities $P_{\text{model}}(v) = \int \text{d}h P_{\text{RBM}}(v, h)$ over the sequences $v$ in a multi-sequence alignment of the family. While other unsupervised procedures providing approximate $P_{\text{model}}$ can be used, such as Direct Coupling Analysis [15, 16], RBM offer a convenient way to monitor the changes in sequences along mutational paths, as we will see below.

We consider mutational paths of $T$ steps, $V = \{v_1, v_2, ..., v_{T-1}\}$, anchored at their extremities defined by the sequences $v_{\text{start}}$ and $v_{\text{end}}$. The probability of a path reads

$$P[V|v_{\text{start}}, v_{\text{end}}] \propto \prod_{t=1}^{T-1} P_{\text{model}}(v_t) \times \pi(v_{\text{start}}, v_1) \times \prod_{t=1}^{T-2} \pi(v_t, v_{t+1}) \times \pi(v_{T-1}, v_{\text{end}})$$

(2)

where the ’transition’ factor $\pi(v, v')$ increases with the similarity between the sequences $v, v'$. In practice we choose $\pi = 1$ if the two sequences are identical, $e^{-\Lambda}$ if...
they differ by one mutation (with $\Lambda > 0$), and 0 if they are two or more mutations apart. This choice generates ‘continuous’ paths, along which successive sequences differ by one mutation at most. Other choices for $\pi$, more plausible from an evolutionary point of view will be introduced below.

The probability $P(V)$ can be sampled as follows. Starting from a path $V^0$, we randomly pick up an intermediate sequence $v_t$ and attempt at mutating one amino acid, under the constraint that the Hamming distance of the trial sequence $V$ with $v_{t-1}$ and $v_{t+1}$ be at most 1. The mutation is then rejected or accepted, i.e. $v_t \leftarrow V$ according to detailed balance. To improve the quality of the sampled mutational paths we introduce a fictitious inverse temperature $\beta$ and resort to simulated annealing. We then sample paths from $P(V|^\beta)$, where $\beta$ is initially very small and is progressively ramped up to some target value. The complete procedure and the proof of detailed balance are given in Supplemental Material, Sec. 1.

Benchmarking mutational path sampling on in silico proteins. We benchmark the performances of our MC procedure on a model of Lattice Proteins (LP) [10, 23]. In LP, sequences of 27 amino acids may fold into $\simeq 10^5$ different self-avoiding conformations going through the nodes of a $3 \times 3 \times 3$ cubic lattice. The sequence landscape associated to a structure $S$ (Fig. 1(a)) is defined by the probability $p_{nat}(V|S)$ that a sequence $V$ has $S$ as its native fold; $p_{nat}$ can be exactly computed from the energies of interactions between adjacent amino acids, see Supplemental Material, Sec. 2 for details.

We first generate many sequences $V$ with high $p_{nat}$ values for the fold $S$ of Figs. 1(b,c) following the procedure of [18]. We next compute the top two Principal Components (PC) of these sequence data using one-hot encoding: PC1 corresponds to an extended electrostatic mode, and PC2 identifies possible Cys-Cys bridges (Figs. 1(d,e)). Projecting the sequences onto these two PCs reveals two sub-families separated along PC1 (Fig. 1(a)), associated to opposite chains of alternating charges along the electrostatic mode (Figs. 1(b,c)).

We will use our path sampling procedure to interpolate between the two sub-families, see start (white star) and end (black star) sequences in Fig. 1(a).

To mimick the approach followed for natural proteins we train a RBM on the LP sequence data generated above, to infer an approximate expression for $p_{nat}$ from the data; see Supplemental Material, Sec. 3 for the inference of the RBM model. We then use our sampling algorithm to produce mutational paths, see Fig. 1(a). The algorithm is able to find excellent mutational paths in terms of the ground–truth folding probabilities $p_{nat}$ of intermediate sequences, even higher than the ones of $v_{start},v_{end}$ when imposing high $\beta$ (insert of Fig. 1(a)).

Repeated runs of the sampling procedure give different paths that cluster into two classes, shown in red and maroon in Fig. 1(a). While few paths exploit a transient introduction of Cys-Cys interaction (on sites 6, 11 and 22) to stabilize the structure while flipping the electrostatic residues (maroon cluster); most introduce additional stabilizing electrostatic contacts along the path (red cluster). See Supplemental Material, Sec 4 for details.

Mutational path sampling from data-driven models of natural proteins. We next show that our path sampling procedure can be applied to natural proteins. We train a RBM from MSA data of the WW family, a protein domain binding specifically proline-rich peptides [11, 24] and sample mutational paths between the Human YAP1 domain and three natural sequences known to have different binding specificities [25]. Figure 2(a) shows some sampled paths in the plane spanned by the inputs $I(V)$ (Eq. 1) to two RBM hidden units chosen to cluster natural WW sequences depending on their binding specificities [22]. Intermediate sequences have high probabilities according to the RBM model, see Fig. 2(b). We then use AlphaFold [26] to assess the quality of the intermediates sequences; AlphaFold is able to predict the phenotypic effects of few mutations [27], and to compare the resulting structures to natural folds through Template Modelling scores (TM-score) [28], ranging from 0 - unrelated proteins- up to 1 - perfect match. We obtain TM-score $> 0.5$, indicating a high similarity between the folds of sequences sampled along the path and of natural WW, see Supplemental Material, Sec. 5.3 for details.

We next estimate binding affinities for each class using
ProteinMPNN [13], an autoregressive structural-based probabilistic model that takes as input a backbone structure of a protein-ligand complex and predicts the affinity score of a putative protein sequence. Here, we use available complexes of natural WW domains of binding classes I, II/III, IV with their cognate peptides, see Fig. 2(c) and Supplemental Material, Sec. 5.4. As expected, along the I → II/III path the affinities to class I (respectively, II/III)—cognate peptides decrease (increase), see Fig. 2(d). Interestingly, Fig. 2(e) shows the existence of a region on the I → IV path in which the predicted affinities with respect to both complexes are high. It has been experimentally shown that some natural WW domains belonging to class I have also class IV activity [29]. This promiscuity may be favored by the fact that class I and IV cognate peptides bind two distinct loops of the WW domain (Fig. 2(c)). In Supplemental Material, Sec. 5.2 we corroborate these results by sampling more paths between class I and IV. To further assess the specificity of sequences on the sampled path, we train approximate class-specific RBM models from sequences in the quadrants of Fig. 2(a), see Supplemental Material, Sec. 3. The cross-overs between the log-likelihoods of the class-specific RBMs in Fig. 2(f,g) suggest the presence of specificity switches along the I → II/III and I → IV paths. The scores provided by class-specific RBMs and ProteinMPNN are correlated along the path, see Supplemental Material Fig. S6.

Mean-field theory of mutational paths. To better characterize the typical properties of mutational paths we resort to mean-field theory, by formally sending $N \to \infty$, while keeping the number $T$ of steps finite. To allow for $O(N)$ mutations between contiguous sequences we write the transition factor in Eq. 2 as $\pi(v, v') = e^{-N\Phi(q)}$, where the potential $\Phi$ controls the elastic properties of the path, and will be made precise below.

Mean-field theory exploits the bipartite nature of the RBM architecture and allows us to monitor two sets of order parameters characterizing the paths $V$: the mean values of the hidden-unit inputs, $m^\mu_t = \frac{1}{N} \sum_i J_{\mu i}(v_i)$, and of the overlaps (fraction of conserved amino acids between successive sequences), $q_t = \frac{1}{N} \sum_i \langle \delta_{v_i v'_i} \rangle$; here, $\langle \cdot \rangle$ denotes the average over $P(V)$.

The $T \times (M + 1)$ order parameters $m^\mu_t$ and $q_t$ are determined through minimization of the path free-energy density $f_{\text{path}}$, see Supplemental Material, Sec. 6, with

$$f_{\text{path}}(\{m^\mu_t\}, \{q_t\}) = -\sum_{t,\mu} (\Gamma_\mu(m^\mu_t) - m^\mu_t) \Gamma'_\mu(m^\mu_t)) \tag{3}$$

$$+ \sum_t (\Phi(q_t) - q_t \Phi'(q_t)) - \frac{1}{\beta N} \sum_i \ln Z_i(\{m^\mu_t\}, \{q_t\}) .$$

Here, $\Gamma_\mu(m) = \frac{1}{N} \int \text{d}h e^{N m h - U_{\mu}(h)}$ and $Z_i$ is the following site-dependent partition function,

$$Z_i(\{m^\mu_t\}, \{q_t\}) = \sum_{\{v_i\}} \exp \left( \beta \sum_t g_i(v_i) + \beta \sum_{t,\mu} \Gamma'_\mu(m^\mu_t) w_{\mu i}(v_i) - \frac{1}{\beta N} \sum_i \ln Z_i(\{m^\mu_t\}, \{q_t\}) \right) . \tag{4}$$

FIG. 2. Mutational paths of the WW domain using RBM trained on the PFAM PF00397 family, see Supplemental Material, Sec. 3 for details about implementation. (a) Natural sequences $v$ (grey dots) projected onto the plane of inputs $I_\mu$ (here $M = 50$) of two hidden units clustering sequences according to the types of ligands they bind [24]: I (cyan), II (red), III (orange), IV (green). Marked sequences: Upper (Lower) triangles: natural (artificial), from [29]. Circles: natural, from [30]. Blue cross represents the YAP1 domain. Lines shows the projection of three representative paths connecting YAP1 to sequences in classes I (circle), II (square) and IV (triangle). Intermediate sequences (empty symbols) are listed in Supplemental Material, Sec. 5.1. Parameters: $\beta = 3, \Lambda = 0.1$. (b) Log $F_{\text{RBM}}$ for sequences along the paths. (c) Complexes (WW domain and cognate peptides) for classes I (blue cross) and IV (green triangle) [31]. Atoms corresponding to the two binding pockets are highlighted. (d) ProteinMPNN scores for binding affinity, see Supplemental Material, Sec. 5.4. $x$-axis measures the affinity to class I reference structure while $y$-axes show affinity to classes II/III (Top) and IV (Bottom) reference structure respectively. (e) Log-likelihood along the paths from I to II (Left) and from I to IV (Right) according to class-specific RBM trained on sequences in the three quadrants (Solid: I, Dot-dashed: II/III, Dotted: IV).
\(Z_i\) can be efficiently estimated through products of transfer matrices, of sizes 21 \(\times\) 21. While the expression of \(f_{\text{path}}\) is exact for sequence length \(N \to \infty\), we show below it is accurate even in the cases of LP (\(N = 27\)) and WW (\(N = 31\)).

**Choice of the elastic potential.** The potential \(\Phi\) can enforce continuity (Cont) requirements, e.g. successive sequences along the path differ by, say, \(K\) mutations at most, or mimic the evolutionary (Evo) dynamics of natural sequences through stochastic mutations.

In the Cont scenario the potential \(\Phi\) should forbid large jumps along the paths. We thus consider a hard-wall repulsive potential (Fig. 3(a)),

\[
\Phi_{\text{Cont}}(q) = \frac{\phi(T)}{q - q_c(T)} \text{ if } q_c(T) < q \leq 1, +\infty \text{ otherwise.} \tag{5}
\]

The location of the hard wall, \(q_c(T) = 1 - \gamma/T\), allows the path to explore at most \(K \equiv T \times N(1 - q_c) = \gamma N\) mutations in \(T\) steps. Choosing \(\gamma \geq D/N\) (\(D\) being the Hamming distance between \(v_{\text{start}}\) and \(v_{\text{end}}\)), is therefore sufficient to interpolate between the two edge sequences, with larger values of \(\gamma\) authorizing more flexible paths. The proportionality constant \(\phi(T) = 1/T^2\) is set to guarantee the existence of a well defined limit for large \(T\).

In the Evo scenario, the potential should emulate Kimura’s model of neutral evolution [32], while the \(P_{\text{model}}\) factors in Eq. 2 correspond to selection. Denoting the mutation rate (over a time interval corresponding to one step of the path) by \(\mu\), the potential is given by [33]

\[
\Phi_{\text{Evo}}(q) = (1 - q) \ln \left(1 + \frac{A}{e^{\mu A/(A-1)} - 1}\right), \tag{6}
\]

where \(A = 21\) is the number of amino acids plus the gap state; a derivation of \(\Phi_{\text{Evo}}\) can be found in Supplementary Material, Sec. 8. This potential is linearly decreasing with \(q\), see Fig. 3(a).

Cont and Evo mean-field paths between class-specific WW domains are shown in Fig. 3(b): both follow similar traces in the specificity plane, in agreement with the paths in Fig. 2(a). However, mutations are homogeneously spread along the Cont path, with \(\approx N \gamma/T\) mutations at each step (Fig. 3(c-d)). Conversely, the Evo path is highly heterogeneous, with some steps accumulating many mutations and others barely any; see Supplementary Material, Sec. 6.1 for the list of consensus sequences computed with mean-field theory. Interestingly, most steps along the Evo path \(i\to IV\) are concentrated in the region characterized by promiscuous sequences binding both ligand classes as mentioned above. The linearity of \(\Phi_{\text{Evo}}\) makes the transition probabilities \(\pi\) in \(P\) in Eq. (2) independent of the location of mutations, concentrating intermediate sequences in the region of highest fitness.

**Mean-field based estimation of evolutionary distance.** As an application of our mean-field approach we show how it can be used to estimate evolutionary distances between sequences with complex data-driven models, including epistatic interactions between residues. The probability that sequence \(v_{\text{end}}\) be reached after \(T\) steps of stochastic mutations with rate \(\mu\) starting from \(v_{\text{start}}\) is given by

\[
P(v_{\text{start}} \to v_{\text{end}}|T) \sim \exp \left[-N(f_{\text{path}} - f_{\text{free}})\right], \tag{7}
\]

where \(f_{\text{path}}\) is the free energy in Eq. 4 (with potential \(\Phi_{\text{Evo}}\) minimized under boundary conditions matching both \(v_{\text{start}}\) and \(v_{\text{end}}\), while \(f_{\text{free}}\) is obtained by releasing the boundary condition at the end extremity of the path. Details on the numerical optimization are given in Supplementary Material, Sec. 6.2.

This probability can be computed as a function of \(T\) to determine the optimal time (evolutionary distance) \(T^*\) at which it is maximal. For purely neural evolution, \(f_{\text{free}} = 0\) and the probability \(P(v_{\text{start}} \to v_{\text{end}}|T)\) can be exactly computed; \(T^*\) then coincides with the predictions of Kimura’s theory of neutral evolution [32], see Supplementary Material, Sec. 8. \(T^*\) can also be easily computed for profile models [14], where selection acts independently from site to site, see Fig. 3(e) for an illustration of WW. Our mean-field theory allows us to go well beyond profile models, and to compute the probability \(P\) in the presence of epistatic effects in the RBM model inferred from WW sequence data. Figure 3(e) shows that the evolutionary distance \(T^*\) may then substantially differ from its profile counterpart, showing the effectiveness of our mean-field approach to deal with complex sequence models.

**Conclusion.** Proteins with known (annotated) functional specificity form a tiny subset of available sequences. Learning accurate, generative class-specific
models from these limited data is generally not possible [34]. Our path-based approach, inspired by evolutionary dynamics, circumvents this issue and offers an effective way to design proteins interpolating between different functional sub-classes without annotated sequences (apart the anchors of the paths).

In addition, we have introduced a mean-field analysis of paths generated by RBM, characterizing the trajectories of the inputs to the hidden units and of the overlaps between successive sequences. Mean field is a powerful computational scheme in the presence of strong interactions between residues, e.g. to estimate evolutionary distances. This result opens the way to ancestral reconstruction and to the prediction of phylogenetic trees [14] with data-driven, epistatic models.

A potentially interesting biological finding in our study of the WW domain is that paths interpolating between classes I and IV go through a region apparently deprived of natural sequences, albeit corresponding to high RBM likelihood [35] and high AlphaFold/ProteinMPNN scores for both ligands (Fig. 2). While experimental investigations are needed to check our finding, these intermediate sequences are putatively unspecialized, and possibly similar to ancestral proteins [6][36].
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1 Path sampling algorithm

1.1 Detailed description

We introduce below the details of the sampling procedure we use to obtain paths connecting two fixed sequences in a landscape described by the probability distribution $P_{\text{model}}$. Starting from a path $\{v_t\}$, we look at intermediate sequences (starting from $t = 1$) and propose a mutation with the constraint that the Hamming distance between $v_{t-1}$ and $v_{t+1}$ is not greater than 1. We accept this move with a probability fixed to ensure detailed balance. Different cases have to be considered, depending on the Hamming distance $D_H$ between the new attempted sequence and existing ones (note that hereafter we define $\pi(v, v') = \exp[-N\Phi(\frac{1}{\beta} \sum_i \delta_{v_i, v'_i})]$):

- $D_H(v_{t-1}, v_{t+1}) = 0$. In this case the new sequence $v'_t$ can have a single mutation at any site, compared with the two adjacent sequences along the path. Hence, we first draw a random site $i$, then we propose a new sequence $\hat{v}_t$ which is equal to $v_{t-1}$ at all sites but $i$. The new amino-acid for that site $i'$ is drawn from the distribution $\propto P_{\text{model}}^\beta(|v_{t-1}^j\rangle)$ (here the amino acids are fixed on all the sites different from $i$). Then if the old sequence $v_t$ already had a mutation with respect to $v_{t-1}$ at given site $j$, we accept the new mutated sequence $\hat{v}_t$ (which is equal to $v_{t-1}$ apart from the amino acid at site $i$) with a probability

$$p_{\text{acc}}(v_t \rightarrow \hat{v}_t) = \min \left( 1, \frac{\pi(v_{t-1}, v'_t)^{2\beta} \sum_z P_{\text{model}}^\beta(M^z_{i, t} v_{t-1})}{\pi(v_{t-1}, v_t)^{2\beta} \sum_z P_{\text{model}}^\beta(M^z_{j, t} v_{t-1})} \right),$$

(1)

where $M^z_i$ indicates the mutation $z$ at site $i$. If $v_t$ or $\hat{v}_t$ are equal to $v_{t-1}$, then the acceptance probability is $p_{\text{acc}}(v_t \rightarrow \hat{v}_t) = \min(1, \pi(v_{t-1}, v'_t)^{2\beta} / \pi(v_{t-1}, v_t)^{2\beta})$.

- $D_H(v_{t-1}, v_{t+1}) = 1$. In this case the new sequence $\hat{v}_t$ can have a single mutation only at the site $i$ where $v_{t-1}$ and $v_{t+1}$ are different. At that site, we propose a new mutation from the distribution $\propto P_{\text{model}}^\beta(|v_{t-1}^i\rangle)$ and accept it with probability $p_{\text{acc}} = \exp[-\Lambda \beta(D_H(\hat{v}_t, v_{t-1}) + D_H(\hat{v}_t, v_{t+1}) - D_H(v_t, v_{t-1}) - D_H(v_t, v_{t+1}))]$.

- $D_H(v_{t-1}, v_{t+1}) = 2$. In this case the previous and subsequent sequence present two mutations at site $i$ and $j$. The new sequence $\hat{v}_t$ can be of two forms: it can have the same mutation of $v_{t+1}$ (with respect to $v_{t-1}$) at site $i$ or at site $j$. Hence, we extract one of the two possibilities with a probability weighted accordingly with $P_{\text{model}}^\beta(\hat{v}_t)$. 


1.2 Proof of detailed balance

To prove that dynamics given by our algorithm of path sampling converges to the target distribution we have to prove that it respects detailed balance, i.e. the reversibility of each Markov step. We consider the transition from a path \( \{v_t\} \) to a new path that differ only by one sequence \( v'_t \) at time \( t \). we write the detailed balance condition as

\[
P_{\text{path}}(\{v_t\})p_{\text{trans}}(v_t \rightarrow v'_t) = P_{\text{path}}(\{v'_t\})p_{\text{trans}}(v'_t \rightarrow v_t)
\]

\[
\pi(v_{t-1}, v_t)\pi(v_t, v_{t+1})P_{\text{model}}(v_t)p_{\text{trans}}(v_t \rightarrow v'_t) = \pi(v_{t-1}, v'_t)\pi(v'_t, v_{t+1})P_{\text{model}}(v'_t)p_{\text{trans}}(v'_t \rightarrow v_t)
\]

(2)

If \( D_H(v_{t-1}, v_{t+1}) = 0 \), the new sequence can have a mutation at any site \( i \) compared to its neighbour \( v_{t-1} \), while \( v_t \) will have the mutation at another site \( j \) (note that \( i \) and \( j \) can be equal. Hence the transition probability in this case will be

\[
p_{\text{trans}}(v_t \rightarrow v'_t) = \frac{1}{N} P_{\text{model}}(v'_t) p_{\text{acc}}(v_t \rightarrow v'_t), \quad p_{\text{trans}}(v'_t \rightarrow v_t) = \frac{1}{N} P_{\text{model}}(v_t) p_{\text{acc}}(v'_t \rightarrow v_t).
\]

(3)

By substituting everything in the detailed balance condition we obtain the acceptance probability described in the main paper. This will hold similarly when \( D_H(v_{t-1}, v_{t+1}) = 1 \) (with \( i = j \)). For \( D_H(v_{t-1}, v_{t+1}) = 2 \), the sequences \( v_t \) and \( v'_t \) can either be equal to \( v_{t+1} \) or \( v_{t-1} \), from which the condition presented in the paper descends.

2 Lattice Proteins

To benchmark the performance of this MC procedure to find good transition paths between two sequences, we test it on Lattice Proteins [LD89], a well known toy-model for protein structure. We consider a protein sequence of 27 amino acids folding into a 3D structure specified as a self-avoiding path over a 3x3x3 lattice where each amino acid occupies one node. The probability of a sequence \( v \) to fold into a specific structure \( S \) is given by the interaction energies between amino acids in contact in the structure (i.e. those who occupy neighbouring nodes of the lattice, but are not adjacent in the protein sequence). In particular, the total energy of a sequence with respect to a given structure is written as

\[
\mathcal{E}_{LP}(v|S) = \sum_{i<j} c^S_{ij} E_{M J}(v_i, v_j)
\]

(4)

where \( c^S \) is the contact map (\( c^S_{ij} = 1 \) if sites are in contact and 0 otherwise), while the pairwise energy \( E_{M J}(v_i, v_j) \) represents the amino-acid physico-chemical interactions given by the Miyazawa-Jernigan knowledge-based potential [MJ96]. The probability to fold into a specific structure is written as

\[
p_{\text{nat}}(S|v) = \frac{e^{-\mathcal{E}_{LP}(v|S)}}{\sum_{S'} e^{-\mathcal{E}_{LP}(v|S')}}
\]

(5)

where the sum is over the entire set of self-avoiding path in the cubic lattice. The function \( p_{\text{nat}} \) represents a suitable landscape that maps each sequence to a score measuring the quality of its folding. To study in more detail this landscape, we will consider an alignment of sequences folding into a specific structure (that we will call \( S \)) sampled from a low temperature MC sampling using \(-\beta \log p_{\text{nat}}(\cdot|S) \) (with \( \beta = 10^3 \)) as effective energy [JGS16].

3 Restricted Boltzmann Machines and training parameters

To study the problem of transition paths we first need a model to infer a landscape from our sequence data set. At this scope, we are going to use Restricted Boltzmann Machines, an unsupervised energy-based model able to learn representations of the data in a two-layer bipartite graph [FI12]. The first "visible" layer represents the protein sequence \( v = \{v_1, ..., v_N\} \) where each unit takes one out of 21 possible states (20 amino acids + 1 alignment gap). The second is the "hidden" layer which displays the real-valued representations \( h = \{h_1, ..., h_M\} \). The joint probability distribution for \( v \) and \( h \) is

\[
P_{\text{RBM}}(v,h) \propto \exp \left[ \sum_{i=1}^{N} g_i(v_i) + \sum_{i,\mu} w_{i\mu}(v_i) h_\mu - \sum_\mu U(h_\mu) \right]
\]

(6)
visible and hidden units are coupled through the matrices $w_{i\mu}$ and the value of each unit is biased by the local fields $g_i$ and $U_{\mu}$. In [TCM19] it has been shown that this model is able to recover statistically relevant sequence motifs playing crucial roles in the structure and functionality of different protein families. Following their approach, we choose $U_{\mu}$ to be double Rectified Linear Unit (dReLU) potentials of the form

$$U_{\mu}(h) = \frac{1}{2} \gamma_{\mu,+} h_+^2 + \frac{1}{2} \gamma_{\mu,-} h_-^2 + \theta_{\mu,+} h_+ + \theta_{\mu,-} h_- ,$$

where $h_+ = \max(h, 0)$, $h_- = \min(h, 0)$, (7)

where we have defined the hyper-parameters $\gamma_{\mu,\pm}$, $\theta_{\mu,\pm}$.

At this point, we need a learning procedure to infer the hyper-parameters that best fit our data. We decided to use a Persistent Contrastive Divergence algorithm [Tie08] which has been shown to be sufficiently good and robust under cautious choice of the regularization hyper-parameters [Tub18a]. The code and the data used to train our RBMs for Lattice Proteins and WW domains can be found in [Tub18b]. The hyper-parameters used for learning are the following:

- **For WW** ($N=31$):
  - $M = 50$
  - Batch size = 100
  - Number of epochs = 500
  - Learning rate = $5 \times 10^{-3}$ (which has a decay rate of 0.5 after 50% of iterations)
  - $L_1b$ regularization = 0.25
  - Number of MC step between each update = 10

- **For Lattice Protein** ($N=27$):
  - $M = 100$
  - Batch size = 100
  - Number of epochs = 100
  - Learning rate = $5 \times 10^{-3}$ (which has a decay rate of 0.5 after 50% of iterations)
  - $L_1b$ regularization = 0.025
  - Number of MC step between each update = 5

For the local RBMs trained respectively on the three specificity classes of WW sequences predicted by the original RBM, we use $M = 30$ and keep all the other hyper-parameters unchanged.

4 **Statistics of paths sampled for LP**

Hereafter we report some statistics over the paths sampled in the Lattice Protein model. We observe in Figure S1 that many paths prefer to activate input 40, exploiting Cys-Cys interactions (see logos of the weights in the Appendix). Furthermore, statistically this input is more likely to be reduced before activating input 4.

Analysing the paths along each input we notice that those solutions maintain high scores in terms of $p_{nat}$ by exploiting the interactions between amino acids at sites 5,6,11 and 22 (see Figure 1 in the main paper). These paths are divided in two classes corresponding to the chemical nature of the interaction used to bind these amino-acids. One cluster (shown in maroon in Figure 1 of the main paper and in Figure S1) uses Cys-Cys bridges to establish this interactions. Conversely the most populated cluster (shown in red in the same figures) exploits electrostatic interactions that are not initially present in the target sequences. Some of these interactions are shown in Figure S2.

To deeper characterize the behaviour of these solutions, we also plot in Figure S3 the average distance from the two edge sequences (also called distance from direct space) as a function of time obtained from the paths sampled using $P_{model} \propto P_{RBM}$, the likelihood from the trained RBM model.
Figure S1: Plot of some relevant inputs as function of time sampled with our Monte-Carlo procedure \((\Lambda = 2\) and target \(\beta = 3\)). The colors respect those presented in Figure 1 in the main paper. Black lines correspond to the average time at which the input switch value (>0 for \(I_4\) and <2 for \(I_{14}\)).

Figure S2: Plot of some relevant inputs (and their respective weights logos) as function of time sampled with our Monte-Carlo procedure \((\Lambda = 2\) and target \(\beta = 3\)) exploiting relevant electrostatic interactions not exploited in the edge sequences \(v_{\text{start}}\) and \(v_{\text{end}}\). The colors respect those presented in Figure 1 in the main paper.
Figure S3: Average value of the distance from direct space (defined as $d_{DS}(v) = \sum_i (1 - \delta_{v_{\text{start}}^i,v_i})(1 - \delta_{v_{\text{end}}^i,v_i})$) as a function of the step along the path connecting the two modes in the LP landscape. Black and White stars refer to the same sequences as in Figure 1 of the main text.

5 Additional information about mutational paths of the WW domain

5.1 Lists of the tested sequences

Here we present the reference sequences sampled with the MC algorithm and tested using AlphaFold (note that the first sequence of each list represent the YAP1 wild-type sequence from [ES99], while the last is the natural wild-type specific for each class) together with the predicted specificity using local RBMs:

- From YAP1 to wild-type protein in class II:
  - LPAGWEMAKTSS–GQRYFLNHIDQTTTWQDP
  - LPAGWEMAKTSD–GERYFINHNTKTWTWQDP predicted I
  - LPPGWEEARTPD–GRYYFINHNTKTWTWQDP predicted I
  - LPPGWEEARAPD–GRTYYNHTKTTTWKEP predicted II/III
  - LPPGWTEHKAPD–GRYYYNHTKSTTWKEP predicted II/III
  - LPSGWTEHKAPD–GRTYYNTKQTSTKEP predicted II/III
  - AFSM–GRTYYNTKQSTWKEP

- From YAP1 to wild-type protein in class IV:
  - LPAGWEMAKTSS–GQRYFLNHIDQTTTWQDP
  - LPAGWEMRRDP–GRRYFNHITTQTQWER predicted I
  - LPPGWEEARDPS–GRRYYVNHTTRTWHER predicted I
  - LPPGWEEVSR–GRRYVNHTTRTWHER predicted I
  - LPPGWEMRMS–GRRYYVNHTTRTWHER predicted I
  - LPPGWEMRSMRYS–GRRYYVNHTTRTWHER predicted I
  - LPPGWEMRSMRYS–GRRYYVNHTNASKWER predicted IV

- From YAP1 to wild-type protein in class I:
  - LPAGWEMAKTSS–GQRYFLNHIDQTTTWQDP
  - LPAGWEMAKTS–GQRYFINHNTQTWTWQDP
5.2 Additional paths associated to I→IV transition

We show in Figure S4 different paths sampled for different couples of class I and class IV wild-types using the same simulation parameters as in the main paper. This figure shows that all the paths cross a region of the input space where natural sequences are lacking.

5.3 Details on the TM-score

To compare the inferred structures of the sampled sequences along the path with those of the target natural sequences we used the Template Modelling (TM) score developed in [ZS04] and represents a variation of the Levitt–Gerstein (LG) score [LG98]. Compared to other similarity score (like root-mean-square deviation (RMSD)) it gives a more accurate measure since it relies more on the global similarity of the full sequence rather than the local similarities.

Practically, we consider a target sequence of length $L_{\text{target}}$ and a template one whose structure has to be compared with. First, we align the two sequences and we take the $L_{\text{common}}$ pairs of residues that commonly appear aligned. Then the score is computed as

$$\text{TM-score} = \max_{\{d_i\}} \left[ \frac{1}{L_{\text{target}}} \sum_{i=1}^{L_{\text{common}}} \frac{1}{1 + \left( \frac{d_i}{d_0(L_{\text{target}})} \right)^2} \right],$$

(8)

where $d_i$ is the distance between the $i$th pair of residues between the template and the target structures after alignment, and $d_0(L_{\text{target}}) = 1.24(L_{\text{target}} - 15)^{1/3} - 1.8$ is a distance scale that normalizes distances. This formula gives a score between 0 and 1. if TM-score<0.2, the two sequences are totally uncorrelated, while they can be considered to have the same structure if TM-score>0.5. In Figure S5 we show the tables of the TM-scores associated with the sequences tested above.
5.4 ProteinMPNN score

The ProteinMPNN model published in [DAB+22] takes a reference backbone structure (uploaded as a .pdb file) and gives as output a log-probability function over protein sequences $\log P_{\text{MPNN}}(v)$ measuring the affinity of the sequence $v$ to fold into a specific structure and/or complex. PDB IDs: 2LTW for class I wild-type, 1YWI for class II wild-type, 1I8G for class IV wild-type.

In order to compute the likelihood of a sequence given a reference backbone, the sequence has to have the same length of the wild-type from which the reference backbone was taken. Unfortunately, the transition from class I to class IV requires an insertion along the path (see section 5.1). So, we decided to remove those insertion to test the sequences against the class I reference backbone structure (PDB ID: 2LTW) and to substitute the gap with Serine (S) to test them against class IV reference structure (PDB ID: 1I8G).

We compare the value of the MPNN score along the paths with the likelihood measured by the RBM locally trained on the different specificity classes in Figure S6. The plot shows a slight correlation between the two scores.

6 Derivation of mean-field equations for path sampling with a RBM model

To exploit the nature of the RBM as a mean-field model we rewrite the probability distribution of the model as

$$
P_{\text{RBM}}(v) = \frac{1}{Z_{\text{RBM}}} \int \prod_{\mu} dh_{\mu} \exp \left( \sum_{i} g_{i}(v_{i}) + \sum_{i,\mu} w_{i\mu}(v_{i}) h_{\mu} - \sum_{\mu} U_{\mu}(h_{\mu}) \right) 
$$

$$
= \frac{1}{Z_{\text{RBM}}} \exp \left( \sum_{i} g_{i}(v_{i}) + N \sum_{\mu} \Gamma_{\mu} \left( \frac{1}{N} I_{\mu} \right) \right),
$$

where $\gamma$ is defined in the main text.
By introducing the order parameters \( m^\mu_t = I^\mu_t / N \), \( q_t = \frac{1}{N} \sum_i \delta_{v_{i,t}, v_{i,t+1}} \) as well as the overlap potential \( \Phi \), we can write the probability for a path in the order parameter space as (in the large \( N \) limit)

\[
P_{\text{path}}(\{ m_t, q_t \}_{t=1}^T; \beta) \propto \sum_{\{ v_t \}, \{ \hat{m}_t \}} \prod_{t, \mu} \delta \left( \frac{1}{N} \sum_i w_{i\mu}(v_{i,t}) - m^\mu_t \right) \prod_t \delta \left( \frac{1}{N} \sum_i \delta_{v_{i,t}, v_{i,t+1}} - q_t \right) P_{\text{RBM}}^{\beta}(v_t, v_{t+1}) \tag{11}
\]

\[
= \exp \left[ \beta N \left( \sum_{t, \mu} \Gamma(m^\mu_t) - \sum_t \Phi(q_t) \right) \right] \times \tag{12}
\]

\[
\times \int \left( \prod_{\mu, t} d\hat{m}_t^\mu \prod_t d\hat{q}_t \right) \sum_{\{ v_t \}} \exp \left[ \beta \sum_{i,t} g_i(v_{i,t}) + N \sum_{t, \mu} \hat{m}_t^\mu \left( \frac{1}{N} \sum_i w_{i\mu}(v_{i,t}) - m^\mu_t \right) + N \sum_t \hat{q}_t \left( \frac{1}{N} \sum_i \delta_{v_{i,t}, v_{i,t+1}} - q_t \right) \right] \tag{13}
\]

\[
\approx \exp \left[ \beta N \left( \sum_{t, \mu} \Gamma(m^\mu_t) - \sum_t \Phi(q_t) \right) \right] + N S(\{ m_t, q_t \}_{t=1}^T) = \exp (-N \beta f_{\text{path}}(\{ m_t, q_t \})) \tag{14}
\]

where

\[
S(\{ m_t, q_t \}_{t=1}^T) = \min_{\{ \hat{m}_t, \hat{q}_t \}} \frac{1}{N} \sum_i \log Z_i(\{ \hat{m}_t, \hat{q}_t \}) - \sum_{t, \mu} m^\mu_t \hat{m}_t^\mu - \sum_t q_t \hat{q}_t \tag{15}
\]

and

\[
Z_i(\{ \hat{m}_t, \hat{q}_t \}) = \sum_{v_{1,t}, \ldots, v_{T,t}} \exp \left[ \beta \sum_{t} g_i(v_{t}) + \sum_{t, \mu} \hat{m}_t^\mu w_{i\mu}(v_{t}) + \sum_t \hat{q}_t \delta_{v_{t+1}, v_{t+1}} \right] \tag{16}
\]

Under minimization we find the result shown in the main paper. To obtain numerically the set of magnetizations and overlap that minimize the free energy, we note that the saddle point equation for \( f_{\text{path}} \) leads to the following self-consistent equation:

\[
m^\mu_t = \frac{1}{N} \sum_i \frac{1}{Z_i} \sum_{v_{1,t}, \ldots, v_{T,t}} w_{i\mu}(v_{t}) \exp \left[ \beta \sum_{t} g_i(v_{t}) + \sum_{t, \mu} \hat{m}_t^\mu w_{i\mu}(v_{t}) + \sum_t \hat{q}_t \delta_{v_{t+1}, v_{t+1}} \right] \tag{17}
\]

\[
q_t = \frac{1}{N} \sum_i \frac{1}{Z_i} \sum_{v_{1,t}, \ldots, v_{T,t}} \delta_{v_{t+1}, v_{t+1}} \exp \left[ \beta \sum_{t} g_i(v_{t}) + \sum_{t, \mu} \hat{m}_t^\mu w_{i\mu}(v_{t}) + \sum_t \hat{q}_t \delta_{v_{t+1}, v_{t+1}} \right] \tag{18}
\]

where \( \hat{q}_t = -\beta \Phi'(q_t) \) and \( \hat{m}_t^\mu = \beta \Gamma'_\mu(m^\mu_t) \). We solve this set of equations using gradient descent. To compute the LHS we first compute the partition functions \( Z_i \) using the transfer matrix method and then we take their gradient using automatic differentiation technique built in the Python library JAX [BFH+18].

### 6.1 Consensus sequence from MF solutions and the case for WW domain

To obtain the average distance from the direct space, we need to compute at each time at each site the probability of a specific state \( a = 1, \ldots, A \). This can be computed as

\[
f_{i,t}(a | \{ m_t, q_t \}) = \frac{\partial}{\partial \beta g_{i,t}(a)} \log Z_{\text{path}} = \frac{\partial}{\partial \beta g_{i,t}(a)} \sum_{\nu} \exp \left[ \sum_{i,t,a} \beta g_{i,t}(a) \delta_{\nu,v_{i+t}} + N \beta \sum_{\mu,t} \Gamma(m^\mu_t) - N \beta \sum_{t} \Phi(q_t) \right] = \frac{\partial}{\partial \beta g_{i,t}(a)} \log Z_i, \tag{19}
\]

where we write \( g_{i,t}(a) = g_i(a) \) for any \( t \). Once \( f_{i,t} \) is computed, we obtain the consensus sequence \( v_t = \{ v_{i,t} = \text{argmax}_a f_{i,t} \} \).

The consensus sequences for the MF path shown in Figure (3) of the main paper are:

- I→IV Cont scenario:
6.2 Free energy optimisation in mean-field theory

In order to obtain the minimum of the free energy in the mean-field approximation we first modify the energetic term of the RBM model by multiplying it with temperature factor \( \beta_0 \) (the interaction term \( \sum_t \Phi(q_t) \) stays untouched). Starting from \( \beta_0 = 0 \), we minimize the free-energy using gradient descent. Here the landscape is convex and the gradient descent finds the global minima. Using this solution as a new initial configuration, we re-use gradient descent but after having increased \( \beta_0 \) by a small step \( \delta \beta_0 \). In such a way we can follow the global minimum (under the hypothesis that the system does not encounter zeroth-order phase transitions). Then we repeat this procedure until we reach \( \beta_0 = \beta \).
7 Interpretation of the different parameters

We hereafter recall the meaning of the different parameters we introduced in the main text and the rationales for their values:

\( \Lambda \) is a penalty term we introduce in the sampling algorithm to control the number of mutations accumulated along the path. Very high values of this parameter minimizes the total number of mutations along the path, which will be equal to the Hamming distance \( D \) between the target sequences. Hence, reverse mutations become statistically unlikely, limiting the exploration of the sequence space and resulting in intermediate sequences with generally lower scores according to \( P_{\text{model}} \). Hence, we chose \( \Lambda \sim 0.1 - 1 \) In order to guarantee a deeper exploration of the sequence space, while disfavoring reverse transitions and obtaining smoother paths.

\( \gamma \), similarly to \( \Lambda \), controls the maximum number of mutations available at each step along the path in the mean-field model (Cont scenario). In the main paper (see Figure 3), \( \gamma \) has been chosen to match the number of total mutations at the end of the path between the Evo and Cont scenario (see Figures 3c and 3d).

\( \beta \) represents the inverse equilibrium temperature at which we set the system composed by the transition path which can be seen as a polymer – with the two ends are fixed – evolving at equilibrium through an energy landscape described in Eq. 1 on the main paper. For the sampling algorithm we used \( \beta = 3 \) (see Figures 1 and 2 in the main manuscript). Taking such a low temperature is necessary if we aim to sample sequences that are biologically functional. A similar observation was made in [RFS+20], where novel functional sequences of chorismate mutase (CM) were generated from a Potts model trained on natural homologous sequences. For the mean-field theory, we decided to set \( \beta = 1 \) since we are assuming that the inferred model \( P_{\text{model}} \) is a good proxy of the real fitness function driving the evolution.

\( \mu \) is the mutation rate of a genome evolving in a fitness landscape defined by \( P_{\text{model}} \) in the Evo scenario, measured in \([\text{mutations} / \text{genome length} / \text{cellular division}]\). The value of the mutation rate \( \mu \) in the main paper has been chosen to be consistent with typical mutation rates of viruses (in the simulations we chose \( \mu = 10^{-5} \) \([\text{mutations} / \text{genome length} / \text{cellular division}]\)). We note that for the mean-field model the parameter that really matters is \( \mu \times T \) compared with the Hamming distance \( D \) between the target sequences.

8 Neutral theory of evolution

Let’s consider a sequence (with \( A \) number of states per site) evolving under mutations only. Given a site \( i \) along the sequence the probability of that site to be in a given state \( a \) at time \( t \), \( x_a^i(t) \), evolves through time under the following equation:

\[
\frac{d}{dt} x_a^i(t) = -\mu x_a^i(t) + \frac{\mu}{A} \sum_{b \neq a} x_b^i(t) = \sum_b W_{a,b} x_b^i(t)
\]

where \( \mu \) is the mutation rate. Solving the linear differential equation, we can compute the probability that a site mutates into a specific new state in the time interval \( \Delta t \) as

\[
p_{\neq} = \frac{1}{A} \left( 1 - e^{-\Delta t / \tau} \right),
\]

while the probability of not mutating is \( p_\neq = 1 - (A - 1)p_{\neq} \). Here we set \( \Delta t = 1 \). Hence the probability of evolving from a sequence \( \mathbf{v} \) to \( \mathbf{v}' \) is

\[
\pi(\mathbf{v}, \mathbf{v}') = p_\neq N q p_{\neq}^{N(1-q)} = e^{-N \Phi(q)},
\]

where \( q \) is the overlap between the two sequence and \( \Phi(q) = q \log \frac{p_\neq}{p_\neq} - \log p_{\neq} \). Hence, the probability to go from \( \mathbf{v}_0 \) to \( \mathbf{v}_T \) in \( T \) steps is

\[
P(\mathbf{v}_0 \to \mathbf{v}_T; T) = \sum_{\{\mathbf{v}_t\}_{t=1}^T} \pi(\mathbf{v}_0, \mathbf{v}_1)\pi(\mathbf{v}_1, \mathbf{v}_2)\ldots\pi(\mathbf{v}_{T-1}, \mathbf{v}_T) = \sum_{\{\mathbf{v}_t\}_{t=1}^T} e^{-N \sum_t \Phi(q_t)},
\]

which can be computed exactly as

\[
P(\mathbf{v}_0 \to \mathbf{v}_T; T) = \frac{p_\neq^T N}{A^N} \left[ \left( \frac{p_\neq}{p_\neq} + A - 1 \right)^T - \left( \frac{p_\neq}{p_\neq} - 1 \right)^T \right]^D \left[ \left( \frac{p_\neq}{p_\neq} + A - 1 \right)^T - (1 - A) \left( \frac{p_\neq}{p_\neq} - 1 \right)^T \right]^{N-D},
\]

where \( D \) is the Hamming distance between the two sequences. The last equation corresponds to Kimura’s theory of neutral evolution [Kim83]. The optimal time for which this probability is maximised, \( T^* \), and converges to \( 1/A^N \) for \( T \to \infty \).
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