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Abstract

We propose a novel method to enhance the performance of coordinate-MLPs (also referred to as neural fields) by learning instance-specific positional embeddings. End-to-end optimization of positional embedding parameters along with network weights leads to poor generalization performance. Instead, we develop a generic framework to learn the positional embedding based on the classic graph-Laplacian regularization, which can implicitly balance the trade-off between memorization and generalization. This framework is then used to propose a novel positional embedding scheme, where the hyperparameters are learned per coordinate (i.e., instance) to deliver optimal performance. We show that the proposed embedding achieves better performance with higher stability compared to the well-established random Fourier features (RFF). Further, we demonstrate that the proposed embedding scheme yields stable gradients, enabling seamless integration into deep architectures as intermediate layers.

Introduction

Encoding continuous signals as weights of neural networks is now becoming a ubiquitous strategy in computer vision due to numerous appealing properties. First, signals in computer vision are typically treated in a discrete manner, e.g., images, voxels, meshes, and point clouds. In contrast, neural representations allow such signals to be treated as continuous over bounded domains, a major virtue being smooth interpolations to unseen coordinates (Niemeyer et al. 2020; Saito et al. 2019; Sitzmann, Zollhöfer, and Wetzstein 2019; Mildenhall et al. 2020; Zhong et al. 2019). Second, neural representations are differentiable and generally more compact compared to canonical representations (Sitzmann et al. 2020; Dupont et al. 2021). For instance, a 3D mesh can be represented using a multi-layer perceptron (MLP) with only a few layers (Takikawa et al. 2021; Yu et al. 2021a). Consequently, this recent influx of neural signal representations has supplemented a variety of computer vision tasks including images representation (Nguyen, Yosinski, and Clune 2015; Stanley 2007), texture generation (Henzler, Mitra, and Ritschel 2020; Oechsle et al. 2019; Henzler, Mitra, and Ritschel 2020; Xiang et al. 2021), shape representation (Chen and Zhang 2019; Deng et al. 2020; Tiwari et al. 2021; Genova et al. 2020; Basher, Sarmad, and Boutellier 2021; Mu et al. 2021; Park et al. 2019), and novel view synthesis (Mildenhall et al. 2020; Niemeyer et al. 2020; Saito et al. 2019; Sitzmann, Zollhöfer, and Wetzstein 2019; Yu et al. 2021b; Pumarola et al. 2021; Rebain et al. 2021; Martin-Brualla et al. 2021; Wang et al. 2021; Park et al. 2021).

Figure 1: Optimizing the positional embedding layer by minimizing the training error by updating the embedding hyperparameters and the network weights (end-to-end optimization) leads to overfitting, yielding poor generalization. In contrast, the proposed optimization procedure achieves a better trade-off between memorization and generalization. We use (25%) regularly sampled training points.

The elementary units of neural signal representations are coordinate-MLPs. In particular, a coordinate-MLP consumes a discrete set of coordinates as inputs \( \mathbf{x} \) and corresponding targets \( \mathbf{y} \), and strives to learn a continuous approximation \( f : \mathbb{R}^M \rightarrow \mathbb{R}^N \). However, it has been both empirically (Mildenhall et al. 2020; Niemeyer et al. 2020) and theoretically (Tancik et al. 2020) observed that low-dimensional coordinate inputs (typically 2 or 3 dimensional) are sub-optimal for such tasks, since conventional MLPs, when trained with such inputs, fail to learn functions with high-frequency components. A popular approach to tackle this obstacle involves projecting the coordinates into a higher dimensional space via a positional embed-
Positional embeddings – like MLPs – have parameters that can be tuned to match the signal. Unlike MLPs, however, they cannot be learned end-to-end; when they are, it can lead to catastrophic generalization/interpolation performance (see Figure 1). To circumvent this issue, most methods instead tie the positional embedding parameters across coordinates (dramatically reducing the search space, often to a single parameter), and then select the reduced parameter set through a cross-validation procedure. This inevitably leads to sub-optimal results, as the optimal selection varies from coordinate-to-coordinate and signal-to-signal (Tancik et al. 2020; Zheng, Ramasinghe, and Lucey 2021). Philosophically, this approach is questionable: Modern deep learning has heavily advocated for the learning of parameters (even those in positional embedding) from data. Our paper presents a way forward on how to effectively learn instance (i.e. coordinate) specific positional embeddings for coordinate-MLPs.

Why does the optimization of positional embedding parameters in Figure 1 – using gradient descent to minimize the training error – catastrophically fail? We postulate that the root cause of this behavior extends to the inherent trade-off between the memorization (of seen coordinates) and generalization (to unseen coordinates) of the embedding. Unlike modern MLPs, the generalization performance of positional embedding must be explicitly – rather than architecturally – controlled. In this sense, the values of positional encoding should be treated to control the learning process (i.e. hyper-parameters) rather than learned through conventional end-to-end training. Our paper proposes that this can be done by optimizing a proxy measure of generalization: namely smoothness. We show that the desired level of smoothness varies locally and equivalently, the distortion of the manifold formed by the positional embedding layer should be smooth with respect to the first-order gradients of the encoded signal. Then, for practical implementation, we extend our analysis to its discrete counter-part using similarity graphs and link the above objective to the graph-Laplacian regularization.

**Contributions:** We demonstrate the effectiveness of our approach across a number of signal reconstruction tasks in comparison to leading hard coded methods such as Random Fourier Frequencies (RFF) made popular in (Mildenhall et al. 2020). A unique aspect of our method is that we do NOT use Fourier positional embeddings in our approach. Such embeddings are actually problematic when attempting to enforce local smoothness. Inspired by (Zheng, Ramasinghe, and Lucey 2021), we instead opt for embeddings that have spatial locality such as radial basis functions. To our knowledge, this is the first time that: (i) non-Fourier, and (ii) learned hyper-parameters are used to obtain state-of-the-art performance in coordinate-MLPs. We also show that our embedder allows more stable back-propagations through the positional embedding layer, enabling hassle-free integration of the positional embedding layer as an intermediate module in deep architectures. It is also noteworthy that our work sheds light on a rather debatable topic – deep networks can benefit from non-end-to-end learning, where each layer can be optimized independently with different optimization goals. However, a broader exposition of this topic is out of the scope of this paper.

**Related Works**

Positional embeddings are an integral component of coordinate-MLPs that enable them to encode high-frequency functions with fine details. To this date, random Fourier features (RFF) have been the prevalent method of embedding positions. One of the earliest works that employed RFF for embedding positions extends back to the preliminary work by Rahimi et al. (Rahimi, Recht et al. 2007), who found that an arbitrary stationary kernel can be approximated using sinusoidal input mappings. Their work was primarily inspired by Bochner’s theorem. Such embeddings recently gained momentum after the seminal work by Mildenhall et al. (Mildenhall et al. 2020), where they used random Fourier features to successfully synthesize novel views of a 3D scene. Since then, a large and growing body of literature has investigated the effects of modulating low dimensional inputs with Fourier features (Xu, Alldieck, and Sminchisescu 2021; Jain, Tancik, and Abbeel 2021; Deng et al. 2021; Yen-Chen et al. 2020; Trevithick and Yang 2020; Bi et al. 2020; Guo et al. 2020). These works provide significant heuristic evidence that such pre-processing allows MLPs to regress functions with high-frequency content. A recent follow-up theoretical examination by Tancik et al. (Tancik et al. 2020) further confirmed that Fourier embeddings allow tuning the bandwidth of the neural tangent kernel (NTK) of MLPs, enabling them to learn high frequency content. In contrast, Zheng et al. (Zheng, Ramasinghe, and Lucey 2021) proposed a novel embedding scheme that involves non-Fourier functions, where they construct the embeddings via samples of shifted basis functions. Despite the efficacy of their method in encoding 1D signals, extending the Gaussian embedder to encode 2D or 3D signals necessitates sampling 2D or 3D Gaussian signals on a dense grid. Thus, the dimension of the embedded coordinates grows exponentially with the dimension of the encoded signal, which is a significant drawback compared to RFF.

**Learned embeddings:** Positional embeddings have enjoyed data-driven optimizations in language and sequence modeling. For instance, Shaw et al. (Shaw, Uszkoreit, and Vaswani 2018) proposed a relative position representation to reduce the number of parameters. Similarly, Lan et al. (Lan et al. 2019) and Dehghani et al. (Dehghani et al. 2018) proposed to inject relative position information to every layer of a transformer for improved performance. In contrast, Wang et al. (Wang et al. 2019) proposed to encode positions by complex numbers of different phases and wave-lengths. A major drawback of their method was that it increases the size of the embedding matrix by a factor of three. Although the aforementioned methods use priors from data to enhance the embeddings, they are not automatically learnable from data. Liu et al. (Liu et al. 2020), on the other hand, introduced a learnable positional encoding scheme, where they model the evolution of encoded results along position index by a dynamical system. In order to model this dynamical system, they utilize neural ODEs (Chen et al. 2018). However, all of the above methods focus on embedding word positions when
modeling sequential data. Our work focuses on embedding coordinates to encode continuous signals using MLPs.

Smoothness of Positional Embedding
MLPs naturally preserve smoothness when trained end-to-end to fit a signal (Tancik et al. 2020; Rahaman et al. 2019). That is, they do not tend to critically overfit when encoding functions with high frequencies. On the other hand, positional embeddings demonstrate quite the opposite characteristics by rapidly overfitting to the training inputs when optimized similarly to the MLP weights. Therefore, a crucial aspect that should be considered in any optimization scheme, that attempts to learn positional embeddings, is preserving a form of smoothness with respect to the targets. Consider a simple signal \( f(x) : \mathbb{R} \rightarrow \mathbb{R} \). We opt to preserve,

\[
\frac{\|\Phi(x + \Delta x) - \Phi(x)\|_2}{\|f(x + \Delta x) - f(x)\|_2} = K
\]

where \( \Phi(\cdot) : \mathbb{R} \rightarrow \mathbb{R}^D \) is the positional embedding. With \( \lim_{\Delta x \rightarrow 0} \), we get,

\[
\frac{\|d\Phi(x)\|_2}{|dx|} \approx \frac{|df(x)|}{|dx|}
\]

Assume that \( \Phi(\cdot) \) has nonvanishing Jacobian almost everywhere, so that its image in \( \mathbb{R}^D \) is a manifold with Riemannian metric inherited from \( \mathbb{R}^D \). Then, \( \frac{\|d\Phi(x)\|_2}{|dx|} \) can be written in terms of the Riemannian metric tensor \( M \) which gives,

\[
\sqrt{\det(M(x))} \frac{|df(x)|}{|dx|} = K
\]

Multi-dimensional signals: When encoding vector valued functions \( f(x) : \mathbb{R}^N \rightarrow \mathbb{R}^M \), we approximate the above objective as,

\[
\sqrt{\det(M(x))} \approx \|J_f(x)\|_F,
\]

where \( J_f(x) = \frac{\partial f(x)}{\partial x} \) is the Jacobian of \( f \) at \( x \) and \( \|\cdot\|_F \) is the Frobenius norm. This portrays that the volume element of the manifold induced by the positional embedding layer should be proportional to the norm of the first-order gradients (Jacobian) of targets. Intuitively, the goal of Eq. 5 can be perceived as follows: \( \det(M(x)) \) is a measure of distortion of a manifold with respect to its coordinate-chart at \( x \). Hence, at intervals where \( f(x_i) \) has high gradients with respect to the coordinates, the manifold will consist of higher distortions. Therefore, the distance between two points on the manifold will be stretched, and the gradients of the outputs with respect to the manifold will be encouraged to remain approximately constant.

However, a critical obstacle that hampers direct utilization of the above analysis is that, in practice, we are only armed with discrete training samples within a bounded space in \( \mathbb{R}^N \). Therefore, it is vital to investigate a scheme that can approximate 5 using a discrete representation. Next, we seek to accomplish this task using similarity graphs.

Discrete Approximation of the Manifold
A graph can be considered as a discrete approximation of a manifold (Zhou and Burges 2008). In the graph signal processing (GSP) literature, exemplar functions are used to lift a low dimensional signal to a higher-dimensional space, which is then used to construct an undirected similarity graph. We observe that positional embedders perform a similar task, i.e. project low-dimensional input coordinates to a higher-dimensional space. Following these insights, we construct an undirected similarity graph \( G \) using the positional embeddings with the intention of approximating 5 with a discrete domain formulation.

Consider a set of coordinates \( \{x_i\}_{i=1}^L \) and corresponding sampled outputs \( \{f(x_i)\}_{i=1}^L \). Then, with an embedding function \( \phi : \mathbb{R}^N \rightarrow \mathbb{R}^D \) defined on a bounded interval in \( \mathbb{R}^N \), we obtain a set of \( D \)-dimensional vectors \( \{\Phi(x_i)\}_{i=1}^L \), where \( \Phi(x_i) = (\phi_1(x_i), \phi_2(x_i), \ldots, \phi_D(x_i))^T \). Treating this set of vectors \( \{\Phi(x_i)\}_{i=1}^L \) as vertices, we build an undirected graph \( G \) with edges \( E \), where the edge weight \( w_{ij} \) between two vertices \( \Phi(x_i), \Phi(x_j) \in V \) is defined as

\[
w_{ij} = (\rho_i \rho_j)^{-\lambda} \theta(d_{i,j}),
\]

Such that

\[
\theta(d_{i,j}) = \exp(-\frac{d_{ij}^2}{2\epsilon^2}),
\]

where \( d_{ij} = \|\Phi(x_i) - \Phi(x_j)\|_2 \) and \( \rho_i = \sum_{j=1}^L \theta(d_{i,j}) \). Further, \( \epsilon \) and \( \lambda \) are hyper-parameters (we fix these parameters across all our experiments, hence, hyperparameter sweeps are not required). The term \( (\rho_i \rho_j)^{-\lambda} \) normalizes the edge weights with respect to the degree of the corresponding vertex. Likewise, Eq. 7 smooths out the edge weights while suppressing weights between vertices that are too distant. Finally, the unnormalized graph Laplacian \( L \) of \( G \) can be computed as

\[
L = A - D,
\]

where \( A \) and \( D \) are the adjacency matrix and the degree matrix of \( G \), respectively. Next, we discuss the impact of Laplacian regularization of \( G \) on our original objective 5.

Graph Laplacian: The regularization objective is defined as

\[
\tau(u) = u^T Lu,
\]

where \( u = [\varphi(x_1), \varphi(x_2), \ldots, \varphi(x_L)]^T \) and \( \varphi : \mathbb{R}^N \rightarrow \mathbb{R} \) is an arbitrary smooth function defined on the coordinate space. Minimizing 9 encourages \( u_{ij} \) to be larger if \( \varphi(x_i) \) and \( \varphi(x_j) \) are similar (Appendix). As the distance between inputs approaches zero, Eq. 9 converges to its continuous
counter-part, i.e. anistropic Dirichlet energy (Pang and Cheung 2017). Further, minimizing the anistropic Dirichlet energy is equivalent to enforcing the quantity det$(\Phi(x))$ to be smooth with respect to $u$ (Alliez et al. 2007) where

$$
\Phi(x) = \sum_{i=1}^{D} \begin{bmatrix}
\frac{\partial \phi_1(x)}{\partial x_1} & \frac{\partial \phi_1(x)}{\partial x_2} & \cdots & \frac{\partial \phi_1(x)}{\partial x_N} \\
\frac{\partial \phi_2(x)}{\partial x_1} & \frac{\partial \phi_2(x)}{\partial x_2} & \cdots & \frac{\partial \phi_2(x)}{\partial x_N} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial \phi_D(x)}{\partial x_1} & \frac{\partial \phi_D(x)}{\partial x_2} & \cdots & \frac{\partial \phi_D(x)}{\partial x_N}
\end{bmatrix}
$$

Smoothness here means that det$(\Phi(x))$ is higher if $\phi(x)$ is higher, and vise-versa. On the other hand, we make the following interesting observation. Consider the Jacobian of the embedded manifold

$$
J_\phi(x) = \begin{bmatrix}
\frac{\partial \phi_1(x)}{\partial x_1} & \frac{\partial \phi_2(x)}{\partial x_1} & \cdots & \frac{\partial \phi_D(x)}{\partial x_1} \\
\frac{\partial \phi_1(x)}{\partial x_2} & \frac{\partial \phi_2(x)}{\partial x_2} & \cdots & \frac{\partial \phi_D(x)}{\partial x_2} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial \phi_1(x)}{\partial x_N} & \frac{\partial \phi_2(x)}{\partial x_N} & \cdots & \frac{\partial \phi_D(x)}{\partial x_N}
\end{bmatrix}
$$

Then, the Riemannian metric tensor $M(x) = J_\phi(x) J_\phi^T(x)$ of the manifold created by the positional embedding is equivalent to $\Phi$ given in Eq. Hence, choosing $\phi(x) = |J_\phi(x)|_F$ and minimizing $\tau(u)$ encourages our embedded manifold to adhere to the constraint 5. This is a crucial observation that motivates our work. That is, constructing a graph using embedded positions as vertices, and applying the Laplacian regularization against the Jacobian norm of the encoded signal approximately fulfills 5.

Radial Basis Embedders

In this section, we propose a novel trainable positional embedding scheme based on the radial basis functions that can benefit from the optimization framework developed thus far. Using the radial basis functions to encode positions were partially explored in (Zheng, Ramasinghe, and Lucey 2021). However, in the original form, their extension to higher dimensions is problematic (see Appendix) and yield inferior performance to RFF. In contrast, the proposed embedders do not suffer from such a drawback. Due to superior empirical performance, we choose a super-Gaussian as our basis function. Next, we define and discuss super-Gaussian embedders.

**Definition 1** Given an $N$-dimensional input coordinate $x = [x_1, \ldots, x_N]^T$, the $D$-dimensional super-Gaussian positional embedder takes the form:

$$
\Phi(x) = [\phi_1(x), \phi_2(x), \ldots, \phi_D(x)]^T,
$$

where $\phi_i(x) = \left[ e^{-\frac{(x_i - \alpha_i)^2}{2\sigma_i^2}} \right]^b$. Here, $t_i$ and $b$ are constants, $\alpha \in \mathbb{R}^N$ is a vector with constant elements, and $\sigma$ is a coordinate-dependent parameter.

Now, we discuss optimizing the super-Gaussian positional embedder using the graph Laplacian regularizer. Precisely, our aim is to obtain a coordinate dependant set of standard deviations $\{\sigma_i\}$, which minimizes $9$, and thereby approximates 5. We begin by affirming that the super-Gaussian embedders indeed form a manifold with its local coordinate chart as the input space. Formally, we present the following proposition.

**Proposition 1** Let the positional embedding be $\Phi(x) = [\phi_1(x) \phi_2(x) \ldots \phi_D(x)]^T$ where $\phi_i(x) = \left[ e^{-\frac{(x_i - \alpha_i)^2}{2\sigma_i^2}} \right]^b$ for $x \in \mathbb{R}^N$, $t_i$ and $b$ are constants, and $\alpha \in \mathbb{R}^N$ is a vector with constant elements. Then, $\Phi$ is a $N$-dimensional manifold in an ambient $\mathbb{R}^D$ space.

(Proof in Appendix). Then, we construct a similarity graph as discussed earlier using the embedded vectors. Afterward, one can optimize $\sigma$ to minimize 9 using the gradient descent. However, this can lead to unexpected trivial solutions as discussed next. Let $E$ be the set of edges of our graph $G$. It can be shown that,

$$
\tau(u) = u^T Lu = \sum_{(i,j) \in E} w_{i,j}(\varphi(x_i) - \varphi(x_j))^2
$$

(see Appendix). Therefore, if $\tau(u)$ is minimized in an unconstrained setting, the network can converge to a trivial solution by minimizing $w_{i,j}$ without preserving any graph structure. In other words, the network seeks to put the embedded coordinates as further apart as possible by decreasing $\sigma$ everywhere. To avoid the above trivial solution, we add a second term to the objective function as,
Figure 3: $\| \frac{\partial \bar{f}(x)}{\partial x} \|_2$ vs the trained standard deviations $\sigma_x$ where $\bar{f}(x)$ is the mean of the encoded signal at $x$. The standard deviations are almost a point-wise property of $\| \frac{\partial \bar{f}(x)}{\partial x} \|_2$. This enables us to approximate the standard deviations for unseen signals using a polynomial equation without training each time. We use $16 \times 16$ patches for this example to clearly visualize the pixel-wise correlations.

\[ \bar{\tau}(u) = u^T \text{Lu} - \lambda \| A \|_F, \quad (11) \]

where $A$ is the adjacency matrix and $\lambda$ is a constant weight. Intuitively, the second term of Eq. 11 forces $\mathcal{G}$ to minimize the edge weights only at necessary points and keep other edge weights high.

Scalability

A drawback entailed with optimizing $\sigma_x$ as described in the previous sections is that it requires computing the adjacency matrix $A \in \mathbb{R}^{N \times N}$, which is not scalable to large $N$. Therefore, we propose an alternative mechanism to compute $\sigma_x$ efficiently. To this end, we make a key observation that optimal $\sigma_x$ approximately depends on $\| \frac{\partial \bar{f}(x)}{\partial x} \|_2$, where $\bar{f}(x)$ is the mean value of the signal output $f(x)$. To empirically validate this, we visualize the derivative map of the signal against $\sigma_x$. Fig. 3 visualizes the results. As evident, $\sigma_x$ is approximately a point-wise property of the derivative map. Leveraging the above observation, we approximate $\sigma_x$ using the following polynomial equation:

\[ \sigma_{x_i} = \beta_1 + \beta_2 \| \frac{\partial \bar{f}(x_i)}{\partial x_i} \|_2 \beta_3 \| \frac{\partial \bar{f}(x_i)}{\partial x_i} \|_2^2 + \ldots + \beta_L \| \frac{\partial \bar{f}(x_i)}{\partial x_i} \|_2^{L-1}, \quad (12) \]

The coefficients $\{ \beta_i \}_{i=1}^L$ of the Eq. 12 can be found analytically, or via a linear MLP, using a small training set ($\sim 20$ samples of $\| \frac{\partial \bar{f}(x_i)}{\partial x_i} \|_2$ and $\sigma_{x_i}$ pairs). Once computed, $\{ \beta_i \}_{i=1}^L$ can be used universally across similar signal classes, e.g., same coefficients can be used to find $\sigma_x$ for an arbitrary image. We also observe that $L = 10$ is enough to provide adequate results.

Experiments

We now conduct experiments to validate the efficacy of the proposed method.

Hyperparameters and Experimental Settings

We first construct three small datasets (20 samples each) of 1D, 2D and 3D signals, and then obtain the pairs...
Table 1: Quantitative comparison in 1D signal encoding. Our method outperforms RFF. The performance of RFF drops when the parameters are not found via cross-validation per signal. (uni.), (e.tr.), and (p.tr.) denotes uniform, end-to-end trained, and proposed method, respectively.

| Embedding         | Train PSNR | Test PSNR |
|-------------------|------------|-----------|
| No PE             | 20.42      | 20.39     |
| RFF (matched)     | 34.53      | 26.03     |
| RFF (unmatched)   | 32.16      | 23.24     |
| super-Gaussian (uni.) | 34.52      | 27.19     |
| super-Gaussian (e.tr.) | 39.12      | 21.44     |
| super-Gaussian (p.tr.) | 34.59      | 31.17     |

\[
| Layers | Embedding | Train PSNR | Test PSNR |
|--------|-----------|------------|-----------|
| 1      | RFF       | 16.89      | 17.40     |
| 2      | RFF       | 22.13      | 20.07     |
| 3      | RFF       | 23.11      | 21.13     |

\[
| Layers | Embedding | Train PSNR | Test PSNR |
|--------|-----------|------------|-----------|
| 1      | RFF       | 15.78      | 16.17     |
| 2      | RFF       | 17.76      | 17.12     |
| 3      | RFF       | 19.50      | 18.01     |

\[
| Layers | Embedding | Train PSNR | Test PSNR |
|--------|-----------|------------|-----------|
| 1      | RFF       | 16.01      | 16.80     |
| 2      | RFF       | 19.99      | 18.44     |
| 3      | RFF       | 21.83      | 19.14     |

\[
| Layers | Embedding | Train PSNR | Test PSNR |
|--------|-----------|------------|-----------|
| 1      | RFF       | 13.17      | 14.91     |
| 2      | RFF       | 16.41      | 15.87     |
| 3      | RFF       | 18.47      | 17.11     |

\[
| Layers | Embedding | Train PSNR | Test PSNR |
|--------|-----------|------------|-----------|
| 1      | RFF       | 31.13      | 0.947     |
| 2      | RFF       | 29.16      | 0.911     |
| 3      | RFF       | 25.41      | 0.891     |

Table 2: The expressiveness of the embedders tested against different training conditions. The super-Gaussian embedder optimized using the proposed method is able to outperform RFF embedder with both 25% and 10% training data. In particular, trained super-Gaussian embedders perform better with a fewer number of layers. When used with uniformly distributed standard deviations, super-Gaussian embedders demonstrate poor results. All reported values are in mean PSNR. (uni.) and (p.tr.) denotes uniform and proposed method, respectively, we use 120 x 120 rescaled images from the natural category od (Tancik et al. 2020).

Table 3: Quantitative comparison embedders in 3D signal encoding on Realistic Synthetic dataset (Mildenhall et al. 2020). Ours yield the best PSNR and SSIM in view synthesis. The performance of RFF drops When the number of unique frequency components differs from the optimal value.

Encoding Signals

1D signals: First, we pick 25 random rows from the natural 2D images released by (Tancik et al. 2020) to create a small dataset of 1D signals, each with 512 pixels. Then, we encode the coordinates using different embedding layers and feed each of them to a 4-layer MLP to encode the signal. For each signal, we sample 256 points with an interval of one as the training set, and the rest of the points as the testing set. Experiments were repeated 10 times to obtain the average performance for each embedder. Table 1 depicts the results. As shown, our embedder reports the best train, and test PSNRs over RFF when trained using the proposed method. In RFF (matched), we conducted a grid search to obtain the best parameters for each signal. In RFF (unmatched), we find the best parameters for the first signal, and keep it constant across all the signals. As shown, RFF (unmatched) yields inferior performance to the RFF (matched), confirming that the optimal parameters for RFF depend on the signal.

3D signals: For evaluating the embedders on 3D signals, we utilize NeRF-style 3D scenes. The quantitative results are shown in Table 3. RFF (matched) uses log linear sampling of frequencies with the maximum frequency 215. RFF (unmatched ↑) and RFF (unmatched ↓) use 215 and 2b as the maximum frequency component, respectively. When the chosen frequency components deviate from the ideal values, RFF demonstrates a drop in performance. This behavior confirms the importance of a principled method for finding the optimal parameters for a positional embedding.

Fig. 4 depicts a qualitative example that further validates the high cost of using cross-validation to obtain optimal parameters for RFF. We test the encoding performance of coordinate-MLPs, when equipped with RFF positional em-
Figure 6: Encoding 3D signals (zoom in for a better view). The left block shows NeRF-style (Mildenhall et al. 2020) examples, where we used the same model as in (Mildenhall et al. 2020) with our embedding. The right block illustrates three frames of an encoded video. When RFF deviates from the optimal parameter setting, the results are considerably inferior to the super-Gaussian embedder. Even with the optimal parameter setting, the super-Gaussian embedder achieves better quantitative results compared to RFF (Table 3).

Embeddings with varying hyperparameters. As Fig 4 illustrates, the ideal parameters depend on the signal and the sampling scheme, making the cross-validation process difficult and expensive. Therefore, extensive grid searches are required to gain optimal performance. In contrast, our embedder does not suffer from such a drawback. Fig. 5 is a qualitative comparison between uniformly distributed and trained $\sigma_x$. Across all the experiments, we compare the performance variation when using super-Gaussian embedders with uniform, end-to-end trained, and graph-Laplacian trained standard deviations. The end-to-end trained embedder yields high training PSNR, but low test PSNR. Uniform standard deviations provide a better trade-off between the two, but show inferior performance to the proposed training scheme. Across all the experiments, the super-Gaussian embedders trained with the proposed method outperform the other methods consistently.

**Expressiveness of the Representation**

Recall that a bulk of our derivations stemmed from enforcing the smoothness of the embedding layer with respect to the output. Thus, it is reasonable to hypothesize that our embedder should demonstrate superior performance with shallow networks. To this end, we compare the performance of the embedders while varying the depth of the MLP. We observed consistently better performance with our embedder across different depth settings (Table 2). We also evaluate the robustness of the embedders under different sampling conditions. As illustrated in Table 2, our method outperforms RFF under various sampling schemes. Fig. 2 illustrates qualitative examples.

**Stable Gradients**

Being able to backpropagate through a module is crucial in deep learning. Stable backpropagation through a module implies that it can be integrated into a deep network as an intermediate layer. As evident from Fig. 7, the proposed embedder is able to produce more stable gradients compared to RFF, especially as the complexity of the signal increases.

**Conclusion**

We develop a framework that can be used to optimize positional embeddings. We validate the efficacy of our embedder over the popular RFF embedder across various tasks, and show that ours yield better fidelity and stability in different training conditions. Finally, we show that compared to RFF, the super-Gaussian embedder can produce smooth gradients during backpropagation, which allows using embedding layers as intermediate modules in deep networks.

Figure 7: Each row corresponds to different signals with increasing complexity (top to bottom). First, the MLPs are trained to overfit the signal. Then, the coordinates are permuted. Finally, the MLPs try to recover the original coordinates using gradient descent with the original image as the ground truth. As the signal complexity increases, super-Gaussian embedder recovers the coordinates better compared to RFF.
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