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Abstract

Calculations of the cross sections of inelastic electron scattering $(e,e')$ on a nucleus in the multi-keV energy range strongly depend on the description of the screening of the nuclear Coulomb potential as well as on the deformation of the wave functions of the incoming and outgoing electron in the vicinity of the nucleus. These cross sections are evaluated at values lower than $10^{-30}$ cm$^2$ which vary by several orders of magnitude according to the models. Experimental measurements would be required to constrain the models but it is a real challenge to measure such low cross sections. In this study, we demonstrate that inelastic electron scattering is the main nuclear excitation mechanism in a $^{181}\text{Ta}$ target irradiated with a new intense 10 - 30 keV electron beam produced with a biased laser-plasma. Calculations show that through the detection of conversion electrons, it should be possible to measure the nuclear excitation yields. The effect of electron beam heating and of plasma deposition on the tantalum target are quantified, thus allowing the dimensioning of a possible experimental configuration to study $(e,e')$ processes in this range of energy for the first time.
I. INTRODUCTION

Dense and hot plasmas constitute 99.9% of the matter in the Universe, especially in the stellar environment [1, 2]. It is in these plasmas that nucleosynthesis processes take place, whereby nuclei heavier than iron are produced by a succession of neutron captures and $\beta$ decays, followed by fission when the nuclei become too heavy [3]. In astrophysical plasma environments, the density of free particles can be high and temperatures can reach values not experienced on Earth [4]. These extreme conditions favor the transitions to the nuclear excited states via various electromagnetic processes [5–7]. As neutron capture cross sections depend on the nuclear states [8], knowledge of the excited state distributions in plasmas is required to predict the effects of the thermodynamic conditions on the nucleosynthesis pathways [4, 9, 10].

Among nuclear excitation processes occurring in astrophysical plasmas, inelastic electron scattering ($e, e'$) on a nucleus plays a particular role. In a plasma, all free electrons with energies higher than the nuclear transition energy can excite the nucleus. The high number of electrons in plasmas can lead to significant nuclear excitation rates, even though the expected cross sections are small, often well under $10^{-30} \text{cm}^2$. The process of electron inelastic scattering has been experimentally and theoretically studied in the MeV energy range[11–14] but in the keV range of interest as in astrophysical plasmas[4] only a few models have been developed to calculate the expected cross sections[15–18]. The main theoretical problem lies in the determination of the radial matrix element that describes the incident electron. Its calculation is complex at low energy as it depends on the nuclear Coulomb potential which can be partially screened by surrounding electrons.

Experimental measurements are therefore necessary to constrain these models. The $^{181}\mathrm{Ta}$ nucleus is of great interest for such an experimental study, as its first isomeric $I_f^\pi = 9/2^-$ state lies at 6.2 keV above the $I_i^\pi = 7/2^+$ stable ground state which is of the order of magnitude of the electron energies of interest to probe $(e,e')$ cross sections. This nuclear excited state has a half life of 6.05 $\mu$s which is long enough to allow its detection. Study of the $^{181}\mathrm{Ta}(e,e')^{181}\mathrm{Ta}^*$ process at energies of a few tens of keV requires very high intensity electron pulses with duration lower than 100 ns in order to decouple the excitation step from the nuclear de-excitation one. The number of electrons in a pulse and the repetition rate must be high enough to achieve a reasonable cumulative excitation yield in a limited
experimental time. We have recently developed a 10 Hz electron plasma source capable of delivering $10^{14}$ electrons per bunch with kinetic energies up to 30 keV[19]. In this paper, we evaluate the possibilities opened with this new device to constrain the models describing the $(e, e')$ process at low energy.

This paper is organized as follows. In section II, the different models developed to calculate the $(e, e')$ cross sections at low energy will be briefly described. The cross sections will be presented for $^{181}$Ta considering Coulomb potentials of a bare nucleus (unscreened potential) or of a nucleus in an atom (screened potential). In section III, the characteristics of our intense, pulsed multi-keV electron source will be described. They will be used to quantify, in a simple scheme of tantalum target irradiation, the expected values of the nuclear excitation yields with the different $(e, e')$ models. In section IV, we will identify the most relevant experimental observable to measure the excitation yield. Section V will be dedicated to specific effects of this innovative electron source that could modify the nuclear excitation yield or the probabilities of detecting the experimental observable. Finally we will conclude on the experimental difficulties that could be encountered to constrain the models describing the $(e, e')$ process in the keV - tens of keV energy range.

II.  THEORETICAL DESCRIPTION OF THE $(e,e')$ PROCESS IN UNSCREENED OR SCREENED COULOMB NUCLEAR FIELD FOR $^{181}$TA

A. Semi-classical approach for nuclear Coulomb excitation in a bare nucleus

The first $(e, e')$ cross section calculations in $^{181}$Ta at low energy were performed in 1994 by Lethokov and Yukov considering a classical treatment of the Coulomb excitation process[15]. In this approach, the electron is moving along a hyperbolic orbit in the attractive Coulomb field of the tantalum bare nucleus with a differential scattering cross section given by the classical Rutherford law. Assuming that the trajectory of the electron is not appreciably affected by the nuclear excitation, the differential nuclear excitation cross section in a given direction is obtained by multiplying the Rutherford cross section by the probability $P$ for the nucleus to be excited from the initial state $i$ to the final state $f$ along the electron
trajectory[20]. This probability is

\[ P = (2I_i + 1)^{-1} \sum_{M_i, M_f} |b_{if}|^2 \]  

(1)

where \( M_i, M_f \) are the magnetic quantum numbers of the initial and final nuclear states and \( b_{if} \) the amplitude of the transition. This transition amplitude can be expressed for electric excitation and under the first-order time dependent perturbation approximation as

\[ b_{if} = \frac{1}{i\hbar} \int_{-\infty}^{\infty} \langle f | \mathcal{H}_E(t) | i \rangle e^{i\omega t} dt \]  

(2)

where \( \mathcal{H}_E(t) \) is the Coulomb energy along the electron trajectory leading to the given final direction and

\[ \omega = \frac{\Delta E}{\hbar} = \frac{E_f - E_i}{\hbar} \]  

(3)

is the nuclear frequency associated to the excitation energy \( \Delta E = 6.2 \text{ keV} \).

As demonstrated in ref.[20], the transition amplitude of eq.(2) can be expressed in terms of the reduced nuclear transition probability \( B(E1) = 2 \times 10^{-6} \) of the electric-dipole transition in a \(^{181}\text{Ta}\) nucleus[21]. The total excitation cross section is obtained after an integration over all scattering directions and therefore all impact parameters. The calculated cross sections presented in Fig.1 (Semi classical - Bare nucleus) show a linear evolution in logarithmic scale signing a power law which decreases with increasing energy over the energy range 7-100 keV. These cross sections are of the order of a few \( 10^{-31} \text{ cm}^2 \) at the excitation threshold and a few \( 10^{-32} \text{ cm}^2 \) above 100 keV.

The classical description of the inelastic collision is highly questionable as the energy loss of the electron during the nuclear transition is not small compared to the incident energy, so the effect of the nuclear excitation on the particle motion cannot be neglected.

B. Quantum-mechanical approaches in unscreened or screened Coulomb nuclear field

More complete quantum-mechanical treatments of inelastic electron scattering have been performed by several authors[16–18] in the multi-keV energy range. In these approaches, the interaction was treated as a static Coulomb field [16, 17] or as a result of exchange by virtual photons between the electrons and the nucleus [18]. The excitation cross sections can be expressed as sums of terms referring to the different orbital momentum \( l_i \) and \( l_f \) of
the incoming and outgoing electron respectively. Each of the terms involves the reduced transition probability $B(E1)$ and a radial matrix element $R_{li,lf}$ of the form

$$R_{li,lf} = \frac{1}{k_ik_f} \int_0^{\infty} \frac{F_l(k_ir)F_{lf}(k_f r)}{r^2}dr \quad (4)$$

where $r$ is the distance from the point-like nucleus, $k_i$ and $k_f$ are the wave numbers of the incoming and outgoing electron and $F_l(kr)$ is the radial part of the electron wave functions decomposed into partial waves, which are solutions of the Schrödinger or Dirac equation for an unscreened or screened Coulomb potential. The description of the wave functions describing the projectile is the key point of the cross section calculation.

Using plane wave functions to describe the electron before and after the collision is the easiest way to quantify the radial matrix elements. The Plane Wave Born Approximation (PWBA) model is justified if the collision time is short compared to the time needed to exchange a virtual photon between the electron and the nucleus. The PWBA calculations of Tkalya et al [18] in a bare $^{181}$Ta nucleus are presented in Fig.1 (PWBA - Bare nucleus) and predict a cross-section of a few $10^{-33}$ cm$^2$ for 7-100 keV electrons. This is 100 times lower than the values obtained with the semi-classical method.
The Distorted Wave Born Approximation (DWBA) model allows to go further in the
description of the electronic wave function. Gosselin et al have estimated the wave function
distortion by solving the Schrödinger equation with an unscreened Coulombian interaction
potential. They predicted \((e, e')\) cross section values of the order of \(10^{-31} - 10^{-32}\) \(cm^2\) for
the transition to the first nuclear state in \(^{110}\)Ag and \(^{201}\)Hg nuclei over an energy range of up
to 100 keV\[16\]. The \((e, e')\) cross sections have been calculated on \(^{181}\)Ta by the authors for
the present study. They are of the order of \(10^{-33} - 10^{-32}\) \(cm^2\) as reported in Fig.1 (DWBA -
Bare nucleus). The results of DWBA and PWBA calculations converge for electron energies
above about 20 keV: below this energy, we cannot neglect the deformations of the wave
functions describing the incoming and outgoing electron.

Taking into account the effect of screening of the nuclear field by bound atomic electrons
on the \((e, e')\) cross sections is a very complex task that has been investigated by a few
authors\[17, 18\]. For example, Dzyublik et al.[17] considered a DWBA model in which the
screening of the Coulomb field of the nucleus by the bound atomic electrons is modeled by
a potential of the form

\[ V_c(r) = -\frac{Ze^2}{r}e^{-r/\rho} \]

where \(\rho\) is a characteristic screening length and \(Ze\) is the electric charge of the \(^{181}\)Ta
nucleus: the longer the length \(\rho\), the weaker the screening. The limit of the bare nucleus
is obtained for \(\rho \rightarrow +\infty\). In the case of \(^{181}\)Ta, the screening length is considered equal to
0.013 nm, which corresponds to the characteristic radius of a tantalum atom predicted by
the Thomas-Fermi model. In this study, the wave functions of the incident electron have
been calculated considering this screened potential. The \((e, e')\) cross sections obtained by
this method are reported in Fig.1 (DWBA - Atom). They are of the order of a few \(10^{-32}\)
\(cm^2\). For electron energies about 10 keV, they are 3 to 4 times higher than those obtained
for a bare nucleus with the DWBA method. Moreover, these calculations suggest that effects
of screening are not significant for electron energies higher than 60 keV.

The relativistic Hartree-Fock-Slater (RHFS) method is another way to describe the
screening effects within the atom. It allows to compute in a self-consistent way the bound
atomic electronic wave functions and the mean interaction potential between the nucleus
and the electrons by solving the Dirac equation. This same equation is also used to study, in
a second step, the interaction between an incident electron and the tantalum atom. Tkalya
et al. established RHFS calculations[18] for both $^{181}$Ta nucleus in a neutral atom and in an ion with a degree of ionization of 33+. The authors showed that the $(e,e')$ nuclear excitation cross sections are the same for the two systems and that the electrons of the outer layers do not play a major role in the nuclear Coulomb potential screening. In this model, $(e,e')$ cross sections are expected to be of the order of $10^{-34} - 10^{-33} \text{ cm}^2$ over the energy range 7 - 100 keV (see Fig.1 / RHFS - Atom). These values are one order of magnitude lower than those obtained with the screened potential DWBA method and do not converge towards the PWBA or unscreened DWBA results for high energy electrons.

It is difficult, through physical sense, to gauge the effect of potential screening on the $(e,e')$ cross sections. In a bare nucleus, the kinetic energy of the electrons in the vicinity of the nucleus is greater than its initial value because of the nuclear Coulomb attraction. In an atom, the electronic cloud will decrease the range of the effective attractive potential well. As the incident electrons will be much less attracted by the nucleus, their kinetic energy in the vicinity of the nucleus will be closer to their initial value. In that case, incident electrons spend more time in the vicinity of the nucleus, which could increase the probability of Coulomb excitation. On the other hand, the intensity of the interaction decreases between the electron and the screened nucleus, which may result in a lower nuclear excitation probability. Determining whether one of the two effects prevails is a complex issue. In the absence of theoretical arguments allowing to definitely conclude on the screening effects, experimental results are needed to constrain these models. In the following, we propose an original experimental scheme for such a challenging measurement.

III. $(e,e')$ AND $(\gamma,\gamma')$ EXCITATION YIELDS IN A $^{181}$TA TARGET IRRADIATED WITH A HIGH-INTENSITY ELECTRON BEAM FROM A BIASED LASER-PLASMA

The main characteristics of our newly developed electron source were already carefully described[19, 22–24] and are briefly summarized in the following. A schematic view of the device is displayed in Fig.2(a). A 10 ns, $10^{13} \text{ W cm}^{-2}$ Nd:YAG laser pulse is focused on an aluminum target at a repetition rate up to 10 Hz. Each shot produces a plasma in which about $2 \times 10^{15}$ electrons are free. This plasma presents two components: a dense aluminum plasma, with densities reaching $10^{20} - 10^{22} \text{ part.m}^{-3}$, preceded by a Low Density anisotropic
Pre-Plasma (LDPP), containing approximately $10^{16}$-$10^{17}$ part.m$^{-3}$. Those two-components expand during 130 ns between the aluminum target, biased at a negative voltage $-V_T$, and a thick anode plate located 50 mm downstream from the target.

Electrons are extracted and accelerated from the front end boundary of the dense plasma component biased at the effective potential $-V_p$ which acts as a moving plasma cathode[22]. In Fig.2(b), we have reported the measured energy distributions of the electrons that have reached the 24.6 cm$^2$ central area of the anode in a duration of about 50-70 ns for 5 target voltages. The number of incident electrons slightly increases from $7 \times 10^{13}$ at $V_T=10$ kV to $9 \times 10^{13}$ at $V_T=30$ kV. These distributions are continuous and indicate a maximum energy greater than $eV_T$. Indeed, the first extracted electrons are accelerated toward the anode by the electric field induced by $V_T$ but they are also pushed by their followers, allowing them to gain additional kinetic energy. Depending on the target voltage, the average energy of the extracted electron beam varies from $\approx 2$ keV to $\approx 8$ keV. At these energies, the cross sections of the two models accounting for Coulomb potential screening differ by a factor of 15 to 20 (see Fig.1).

Using a tantalum anode would be the simplest way to use this source as an irradiation facility to investigate $(e,e')$ nuclear excitation of $^{181}$Ta. In the following we will calculate the nuclear excitation yields that could be obtained by irradiating this tantalum anode with
these electron beams. Although the cross sections of interest for this type of experiment are those considering a screened potential, we have generalized the calculations for all the models. This allows us to get orders of magnitude of expected yields for different values of cross sections. Moreover, we will present some results in the specific case of the DWBA model on a bare nucleus insofar the cross sections of this model are intermediate to those of the two screened potential models at energies lower than 20 keV. The nuclear excitation yields in such a sample can be calculated using the Monte Carlo code Geant4 with its 10.4.p01 version[25] associated with the Livermore Physics List[26]. This allowed us to compute particle interactions (electrons, photons) with energies as low as 250 eV. Multiple scattering, Bremsstrahlung, and continuous energy loss are taken into account for electrons. The physical processes for photons are the Compton and photoelectric effects and Rayleigh scattering. In addition, secondary electron emission and fluorescence are also included. In the following numerical studies, all material characteristics come from the National Institute Standards and Technology material lists. The electron energy distributions reported in Fig.2(b) are used as input and $10^8$ simulated electrons interacting with the Ta anode are a reasonable trade-off to save calculation time while maintaining the statistical error below 5%. The electron beam impinges on the tantalum anode perpendicular to the surface. This anode has a thickness of 3 $\mu$m which is larger than the range of 30 keV electrons in tantalum[27].

The inelastic electron scattering ($e, e'$) and the photoexcitation ($\gamma, \gamma'$) nuclear excitation processes are integrated in the code. For the ($e, e'$) mechanism, the simulations are performed by fixing one of the previously discussed models and multiplying the calculated cross sections by a factor $10^{10}$ to ensure a good statistical accuracy. With this amplification factor, the effective cross sections are of the order of $10^{-24}$ - $10^{-21}$ cm$^2$ in the code. The process remains negligible compared to other particle-matter mechanisms. The numbers of excited nuclei reported in this paper are corrected from this factor.

Unlike the electron inelastic scattering cross sections, the photoexcitation cross section is very high ($\sigma_{ph.ex} = 1.7 \times 10^{-18}$ cm$^2$)[28]. However, the process is strongly resonant as the width of the $^{181}$Ta isomeric state is very small ($\Gamma = 6.7 \times 10^{-11}$ eV). To evaluate the photoexcitation yield, we have counted the number of $6.237 \pm 0.050$ keV X-ray photons created during the slowing down of the electrons inside the tantalum target followed by their absorption via a photoelectric process. At this photon energy, the cross section of this
process is $\sigma_{\text{photoel.}} = 9 \times 10^{-20}$ cm$^2$. The final number of photoexcited nuclei in the interaction is obtained by dividing this output by the energy width (100 eV) of the X-ray photon energy range and multiplying it by the energy width $\Gamma$ of the tantalum isomeric state as well as by the cross section ratio $\sigma_{\text{ph.ex}}/\sigma_{\text{photoel.}}$. Finally, a normalization factor is applied to the calculated nuclear yields to take the measured number of incident electrons into account.

The nuclear excitation yields per laser shot are plotted in Fig.3 as a function of the target voltages for all the excitation models previously described. In all cases the number of excited nuclei per laser shot increases by a factor 10 for target voltages rising from 10 to 30 kV. The excitation yields vary from a few $10^{-2}$ to a few 10 excitations per shot depending on the different excitation models ($e, e'$) and the voltages. The dependence of the excitation rate ($e,e'$) on the target voltage slightly differs for PWBA model on a bare nucleus. As reported in Figure 1, the effective cross section associated with this model shows a strong deviation from a power law for electrons of energy lower than 20 keV compared to the other models. Moreover, in this type of experiment, the $^{181}$Ta nuclei would be mostly excited by the ($e, e'$) process whatever the model. Indeed, the conversion of incident electron energy into X-ray photons by Bremsstrahlung is not efficient in this energy range. The low X-ray photon number coupled with a very resonant excitation mechanism makes the photoexcitation process very unlikely.

As we will see in the next section, the depth distribution of excited nuclei is one of the key parameters to estimate the production yields of experimental observables. Incident electrons enter through the front face of the tantalum anode (depth $x = 0$) as shown in the inset of Fig.4(a). The number of excited nuclei in the tantalum anode is recorded as a function of its depth with a resolution of 1 nm and is cumulated over 10 000 laser shots to facilitate reading of the graph. The depth distributions calculated with the unscreened potential DWBA model are shown in Fig.4(a) for the different target voltages. As previously written, ($e, e'$) cross sections of this model have intermediate values to those obtained with the screened potential models. The excitation yields calculated with the DWBA model with screened potential are about 3 to 4 times higher while those obtained with the RHFS model are 5 to 6 times lower. The depth distribution reported in Fig.4(a) is decreasing over a characteristic distance up to 500 nm at 30 kV, as expected given the range of electrons in tantalum at these kinetic energies. The integrated ($e, e'$) excitation yield over the tantalum depth reported in Fig.4(b) shows that most of the nuclear excitations would occur in the
FIG. 3. $^{181}$Ta excitation yields per laser shot via photoexcitation and (e,e') processes. For (e,e') the cross sections of Fig.1 have been considered.

first 300 - 400 nanometers of the tantalum anode face. Calculations have been carried out for all the (e, e') models and show similar dependencies.

IV. THE $^{181}$Ta$^*$ DECAY OBSERVABLES

The first excited nuclear state of $^{181}$Ta de-excites either by internal conversion or by $\gamma$ emission. The internal conversion coefficient is measured in a neutral atom with a value of $\alpha(E1) = 70$ which makes conversion electron emission the most probable path[21]. In this section we will study the emission yields of $\gamma$ photons and conversion electrons in order to identify the most relevant experimental observable to study the (e,e') process in neutral atoms.

A. $\gamma$-ray photons

In a first step, we have calculated the yields of $\gamma$-ray photons exiting the anode for the different electron inelastic scattering models and the target voltages considered in this study. In order to optimize the solid angle of detection, it is more relevant to consider a scintillator or a semiconductor detector with a large collecting surface placed at the back of the anode.
FIG. 4. (a) $^{181}$Ta excitation yield profiles along the tantalum anode depth. DWBA (e,e') cross sections of a bare nucleus have been considered. Excitation yield profiles are calculated considering a statistics of 10 000 laser shots. (b) Integrated $^{181}$Ta excitation yield profiles along the tantalum anode depth.

The absorption length of the 6 keV photons being about 2 µm in tantalum it is important that the tantalum anode is not too thick (< 1 µm) in order to avoid self-attenuation. Such a very thin anode could be weakened during a laser shot. Then, as reported in the inset of Fig.5, we will consider a tantalum layer of thickness $x$ deposited on a thicker structure of light $Z$ atomic number such as a 15 µm thick aluminum sheet for which we have experimentally verified the good resistance on several hundreds of laser shots.

We have calculated, by a Monte Carlo method, the number of $\gamma$-ray photons exiting the anode back side considering the depth distribution of emission of these photons following the curves of Fig.4(a). For each depth, $10^4$ photons are emitted and the number of exiting $\gamma$-ray photons is counted. This output is normalized to the number of excited nuclei corrected from the total conversion coefficient and cumulated over 10 000 laser shots. The calculation is carried out for different thicknesses $x$ of the tantalum layer in order to determine its optimal value. The expected number of exiting photons is plotted in Fig. 5 as a function of the thickness $x$ for the different target voltages and considering the excitation (e,e') cross sections described by the DWBA model with an unscreened potential. Whatever the target
FIG. 5. Number of γ-ray photons exiting the anode as a function of the tantalum anode thickness for various target voltages. (e,e') nuclear excitation profiles have been considered using DWBA (e,e') cross sections of a bare nucleus. The number of exiting photons are calculated considering a statistics of 10,000 laser shots.

Voltage, the curves show a maximum number of detectable γ-ray photons for a tantalum thickness of about 200 to 400 nm. This optimum is also reached for all the (e, e') models presented in section II. For smaller thicknesses, the number of detectable photons is limited by the number of excited nuclei in the anode. For larger thicknesses, the number of excited nuclei remains constant but the self-attenuation of photons in the tantalum layer or the aluminum support becomes limiting. The number of detectable γ-ray photons cumulated over 10,000 laser shots is reported in Fig. 6 for the thickness of the tantalum layer set at the optimal value of 300 nm. These photon yields increase with the target voltage for all the (e, e') cross section models. Nevertheless, they remain low and vary between 3 and 800 detectable photons depending on the models at 30 kV. A difference of a factor about 15 is expected between the γ-ray photon yields calculated with the DWBA (≈ 40 γ-ray photons) and RHFS (≈ 3 γ-ray photons) models with screened Coulomb potential.

Given these very low numbers, it seems very complex to rely on this experimental observable to constrain the nuclear (e, e') excitation models with a screened Coulomb potential. The experiment is even more complicated as a strong flash of X-ray photons will be emitted...
FIG. 6. Number of $\gamma$-ray photons exiting the anode as a function of the target voltage considering a 300 nm thick Ta anode. $(e,e')$ nuclear excitation profiles have been considered using cross sections of models described in Section II. The number of exiting photons are calculated considering a statistics of 10 000 laser shots.

during the slowing down of the incident electrons in the anode over a duration of a few tens of ns. In a previous study[29], we have shown that the total energy of the photons of this flash was of the order of $10^9$ to $10^{10}$ keV in the backside of a 15 $\mu$m thick aluminum anode. Such an amount of energy cannot totally relax in a scintillator or semiconductor detector[30] over a few tens of $\mu$s, i.e. a duration of the order of the half-life of the first excited state in $^{181}$Ta (6.05 $\mu$s).

B. Internal conversion electrons

In an atom, the first excited state of the $^{181}$Ta nucleus mainly decays by internal conversion with electrons of kinetic energies below 6.2 keV. The electron path in tantalum in this energy range is less than 100 nm. Given the depth profile in Fig.4(a), these electrons have a higher exit probability through the front side of the anode. By applying an adequate pulsed electric field a few 10 $\mu$s after the laser shot, electrons exiting from the front side of the anode can be extracted and post-accelerated towards a detector shielded from the
radiation generated by the laser-target or electron beam-anode interactions. In this section we will estimate the number of conversion electrons that can exit the anode considering the different \((e,e')\) excitation models and the different target voltages.

The conversion coefficients \(\alpha(E1)\) for the E1 transition in the first excited level of \(^{181}\)Ta were calculated using Dirac-Hartree-Fock-Slater wavefunctions in a neutral atom with the code CATAR\[31\]. The values of \(\alpha(E1)\), the probabilities of electron emission a well as the experimental and theoretical kinetic energies of the emitted electrons are shown in Table I. Note that the total theoretical internal conversion coefficient is about 30 while a value equal to 70 is measured experimentally. Dynamic effects in the nucleus volume \[32–34\] are not taken into account in the CATAR code. They can probably explain the difference between the calculated and measured internal coefficients. These effects may lead to an increase in the conversion probability for electrons that are most bound to the nucleus. As electron emission probability has not been experimentally measured we have considered the theoretical values to estimate the number of conversion electrons which can leave the target after a laser shot.

We have calculated, using the code Geant4, the probability of a conversion electrons to exit the anode front side as a function of its emission depth. The calculations are carried out for electron emission depths ranging from 5 to 95 nm in 5 nm steps. For each configuration, \(10^4\) electrons are randomly emitted at a given depth taking into account the emission probabilities and the theoretical kinetic energies of the conversion electrons given in Table I. The electrons that exit through the front side of the anode are counted. Dividing this output by the number of emitted electrons in the code and correcting by the value of the total conversion coefficient, we obtain the probability that the de-excitation of a \(^{181}\)Ta nucleus will lead to the emission of an electron from the anode front side. This probability, reported in Fig.7, falls with the depth of the excited Ta nucleus: it is lower than 0.1 for depths greater than 50 nm. In this context, only Ta nuclei excited in the first 30 nm of the anode can emit conversion electrons detectable from its front surface.

The number of conversion electrons that can exit this surface is obtained by integrating the depth distributions of the excited tantalum nuclei and weighted by the exit probabilities presented in Fig.7. The results of these calculations performed for all \((e,e')\) excitation models and all target voltages are reported in Fig.8 for a statistics of 10 000 laser shots. On average, about 100 times more conversion electrons are emitted from the front side compared to the
number of $\gamma$-ray photons detectable on the back side of the anode in the optimal geometrical configuration. At 30 kV, there are 20 times more electrons expected in the DWBA screened model ($\approx 2000$ electrons) compared to the values obtained with the RHFS one ($\approx 100$ electrons).

Designing an experiment to measure excitation yields requires knowledge of the energy distribution of electrons exiting the anode. Although electrons are emitted from nuclei at well-defined energies as shown in Table 1, these energies at the anode exit can be degraded due to electron interaction processes with tantalum. These distributions were calculated for target voltages of 10 and 30 kV with the Geant4 code considering the depth distributions of excited nuclei reported in Fig. 4(a). The calculated energy distributions shown in Fig. 9 are continuous and slightly degraded due to the partial slowing down of electrons in the anode. The experimental electron extraction setup will therefore need to rely on electrodes biased at least to 10 - 20 kV to guide the particles to a shielded detector. The target voltage

### Table I. Theoretical internal conversion coefficients and probability of electron emission for E1 transition calculated using the code CATAR[31] for the 6.2 keV transition in $^{181}$Ta. Theoretical values of conversion electron kinetic energies are also given and compared with the experimental values.

| Orbital shell | $\alpha$ (E1) | Probability (%) | $E_{\text{el.th.}}$ (keV) | $E_{\text{el.exp.}}$ (keV) |
|---------------|---------------|-----------------|-----------------------------|-----------------------------|
| M1            | 2.11          | 7               | 3.615                       | 3.533                       |
| M2            | 3.40          | 11.3            | 3.832                       | 3.772                       |
| M3            | 6.61          | 22.0            | 4.111                       | 4.127                       |
| M4            | 5.39          | 18.0            | 4.517                       | 4.448                       |
| M5            | 7.47          | 24.9            | 4.579                       | 4.506                       |
| N1            | 0.57          | 1.9             | 5.688                       | 5.675                       |
| N2            | 0.76          | 2.5             | 5.779                       | 5.776                       |
| N3            | 1.42          | 4.7             | 5.841                       | 5.836                       |
| N4            | 0.91          | 3.0             | 5.999                       | 5.999                       |
| N5            | 1.26          | 4.2             | 6.010                       | 6.011                       |
| N6            | 0.01          | 0.1             | 6.206                       | 6.213                       |
| N7            | 0.12          | 0.4             | 6.207                       | 6.215                       |
FIG. 7. Probability that a conversion electron exits through the front side of the tantalum anode as a function of its emission depth $x$.

FIG. 8. Number of conversion electrons exiting the front side of the anode as a function of the target voltage. $(e,e')$ nuclear excitation profiles have been considered using cross sections of models described in Section II. The number of exiting electrons are calculated considering a statistic of 10 000 laser shots.
FIG. 9. Energy distributions of the conversion electrons exiting the front side of the anode considering the nuclear excitation profiles of Fig. 4(a) at target voltages of 10 and 30 kV. The energy distributions are calculated considering a statistics of 10 000 laser shots.

will also have to be inhibited during the extraction time in order not to disturb the electron extraction.

V. PLASMA EFFECTS ON THE TANTALUM TARGET

The previous analyses show that the measurement of the number of excited $^{181}$Ta nuclei per $(e, e')$ process is possible through the detection of conversion electrons. In the following, we will examine the effects of the plasma and the intense electron beam on the tantalum anode. The energy deposition by the electron beam on the anode could induce hydrodynamic effects and material loss. Moreover the aluminum plasma is deposited shot after shot on the anode. This layer could have two effects: a modification in the nuclear excitation yield and a decrease of the probability of the conversion electrons to leave the anode.

A. Effects of electron heating

The interaction of the electron beam delivered by the device with a tantalum anode is a succession of complex processes. The deposited beam energy is converted into internal
energy and can lead to a local rise in temperature and pressure. We have computed the depth dose profile in tantalum for different target voltages. For each configuration, 1 billion electrons are sent perpendicular to the sample with the energy distributions reported in Fig.2(b). The energy deposited by the primary and the secondary particles in the sample is recorded as a function of depth, with a resolution of 1 nm. The dose profile is obtained by dividing the total energy deposited in each 1 nm-thick disk by its mass. Then, it is rescaled to the experimental number of electrons measured in the 24.6 cm$^2$ area as reported in Fig.2(b). The results of these simulations are shown in Fig.10. The curves represent the dose profile $D(x)$ for the six values of target voltage. A maximum dose of $D_{\text{max}} \approx 4 - 6$ kJ kg$^{-1}$ is reached in each laser shot whatever the target voltage in a characteristic length $\delta \approx 100$-300 nm. Using the specific heat $C_v \approx 140$ J K$^{-1}$ kg$^{-1}$ of tantalum material, we can then estimate the anode temperature increase $\Delta T \approx \frac{\Delta E}{C_v} \approx 30 - 40$ K. The resulting temperature is much lower than the melting temperature of tantalum which is about 3200 K. If the energy deposition is isochoric, the resulting pressure increase would be estimated by using the relation $\Delta P \approx \Gamma \rho D_{\text{max}} \approx 0.1$ GPa $\approx 1$ bar where $\Gamma \approx 1.6$ is the Grüneisen coefficient of tantalum[35]. Although these numbers give only orders of magnitude, they show that a significant increase of pressure and temperature could be expected in the experiment.
However, isochoric energy deposition would correspond to an extremely short beam duration $\tau_b \ll \tau_s$, where $\tau_s \sim \delta/v_s \approx 30 - 90$ ps is the characteristic time for stress relaxation in the deposition zone and $v_s = 3400$ m s$^{-1}$ is the velocity of sound in tantalum. On the contrary, when $\tau_b \gg \tau_s$, very slow (isobaric) heating generates thermal dilatation but no pressure rise. In the case of our device, we have $\tau_b \approx 50$ ns and no significant pressure waves are produced. Moreover, the characteristic time for thermal conduction is $\tau_t \sim \delta^2/D \approx 1 - 10$ ns, where $D \approx 2.5 \times 10^{-5}$ m$^2$ s$^{-1}$ is the thermal diffusivity of tantalum. Then the interaction of the electron beam with the tantalum anode locally increases the temperature that is completely dissipated by thermal conduction over a short characteristic time compared to the time between two consecutive laser shots ($\geq 100$ ms). Therefore, no loss of material from the front of the anode due to melting or hydrodynamic effects is expected.

B. Effects of plasma deposition

The aluminum plasma produced during the laser-matter interaction has been characterized in previous studies through measurements of charge and energy distributions of the ions[24]. A maximum density of $(6 \pm 1) \times 10^{14}$ ions sr$^{-1}$ was measured in the symmetry axis of the plasma normal to the target. We showed that the charge densities were not high enough in the aluminum plasma to have significant electron recombination rate in the expanding plasma. This result suggests that the majority of the aluminum atoms emitted from the target are in the ionic state and recombine upon contact with the anode. The anode being placed 5 cm from the target, we deduce that a layer of aluminum of 1 nm thickness is deposited on the anode after about 250 shots. Then, after a few thousands of laser shots the aluminum layer could be thick enough to modify the nuclear excitation yield or to affect the probabilities that conversion electrons exit the anode from the front side. In this section, we propose to study these effects as a function of aluminum deposition thickness.

In a first step, the nuclear $(e, e')$ excitation yields were calculated with the methodology described in section IV. In the code, the anode is composed of an aluminum layer of thickness $x$ deposited on the front side of the tantalum sample 3 $\mu$m thick. The nuclear excitation yields calculated with the DWBA model in an unscreened potential are shown in Fig.11(a) for two target voltages as a function of the aluminum deposition thickness. At 10 kV, where the average electron energy is the lowest, the nuclear excitation yield in the tantalum anode
FIG. 11. (a) Number of nuclear excitations in tantalum anode at $V_T = 10$ and 30 kV as a function of the thickness of the aluminum layer deposited in front of the anode. Two arrows show the aluminum thicknesses after $10^3$ and $10^4$ laser shots. Nuclear excitation yield have been calculated using DWBA $(e,e')$ cross sections of a bare nucleus. (b) Probability of a conversion electron exiting the front side of the tantalum anode as a function of its emission depth and for various aluminum layer thicknesses.

drops by only 10 % when the deposition thickness increases up to 40 nm. The effect is even less pronounced for a target voltage of 30 kV for which the electron energy loss in the aluminum deposit can be neglected. Therefore, it can be considered that the average nuclear excitation yield remains globally unchanged for each laser shot over a set of at least 10 000 consecutive shots.

In a second step, the probabilities for the conversion electrons to exit the anode front side were recalculated considering the geometry shown in the inset of Fig.11(b). These exit probabilities are plotted in Fig.11(b) as a function of the tantalum depth at which the particle is created for five different aluminum layer thicknesses. As the conversion electrons have a kinetic energy lower than 6 keV, an additional layer of a few nm of aluminum on the front side of the anode can stop the slowest electrons and decrease the exit probability. The fall is even more pronounced the thicker the deposit: the exit probability is twice lower for a 40 nm thick layer, i.e. for a set of about 10 000 laser shots.

For a quantitative experiment, where we would like to limit the variation of the exit probability, we recommend changing the anode, or polishing it to remove the aluminum
layer, every 2000 to 3000 laser shots. In that case, the detection probability would fluctuate by less than 20 \%, which remains low compared to the differences of yields of the detectable electrons as calculated in section IV for the different screened \((e,e')\) models.

VI. CONCLUSION

In this numerical study, we show that inelastic electron scattering is the main nuclear excitation mechanism occurring in a \(^{181}\)Ta target irradiated with a new intense 10 - 30 keV electron beam produced using a biased laser-plasma. Through the detection of conversion electrons it could be possible to measure the nuclear excitation yields and thus to constrain the models describing \((e,e')\) cross sections with screened potential. The effects of electron beam heating as well as the plasma deposition on the tantalum target have been quantified, thus allowing the dimensioning of a possible experimental configuration to study \((e,e')\) processes in this range of energy for the first time in neutral atoms. The thickness of the aluminum deposit after a given number of laser shots has to be measured by RBS analysis techniques to precise the number of shots requiring an anode change or treatment.

However, the detection of the \(^{181}\)Ta decay conversion electrons in an environment of very high background noise presents a strong challenge. The aluminum plasma extends to the anode in a few \(\mu s\) and it seems unlikely to be able to detect electrons emitted on the first half-life of excited \(^{181}\)Ta nuclei. Nevertheless a well designed geometry of electrodes submitted to high voltage electrical switches could allow to guide the conversion electrons from the front side of the anode towards an electron detector some 10 \(\mu s\) after the laser shot. Moreover, these electrons have to be accelerated to energies larger than 10 keV in order to optimize the detection efficiency which can be limited by back-scattering processes. This efficiency has to be measured in a controlled experimental configuration by implanting in a target, for example, radioactive recoil nuclei decaying via an internal conversion as reported in Ref. [36].

Moreover, the emission of low-energy electrons following the deposition of a plasma on a catcher foil has already been reported in several works[36, 37]. This exoelectron emission belongs to the group of emission phenomena which occur during the relaxation of perturbations of the thermodynamic equilibrium in the bulk or at the surface of a solid. A counter-experiment performed for example with a tungsten anode will allow to estimate the
electron background in the experiment. The measurement of time distribution of detected
electrons with respect to the time of the laser shot will also be essential in an experiment of
this type. The construction of a time spectrum representative of the decay of $^{181}\text{Ta}$ in its
first excited state will sign the nuclear excitation and will allow the extraction of the number
of conversion electrons leaving the target or at least determined an upper limit value.

Considering the DWBA model cross sections with a screened potential, about 100 con-
version electrons would remain detectable after waiting for a duration of 3 half-lives before
the application of an electron guiding electric field. This number, calculated for a set of
10 000 laser shots could be easily increased by considering longer irradiation sequences. At
a maximum laser frequency of 10 Hz, 1 million shots can be performed in about 30 hours
of acquisition. With this gain of a factor of 100 on the available electrons for detection it
would be possible to discriminate the cross sections of one model from another or at least
exclude the models giving the most favorable cross sections.

ACKNOWLEDGMENTS

The authors acknowledge Dr. D. Smith for careful reading of the manuscript. The
research of one of the authors (A.Ya.D.) was supported by a grant of the Russian Science
Foundation (Project No 19-72-30014)

DATA AVAILABILITY

The data that support the findings of this study are available from the corresponding
author upon reasonable request.

[1] K. Nishikawa and M. Wakatani, Plasma Physics: basic theory with fusion applications, Vol. 8
(Springer Science & Business Media, 2013).
[2] E. M. Burbidge, G. R. Burbidge, W. A. Fowler, and F. Hoyle, Reviews of modern physics
29, 547 (1957).
[3] C. Iliadis, Nuclear physics of stars (John Wiley & Sons, 2015).
[4] N. Klay, F. Käppeler, H. Beer, and G. Schatz, Physical Review C 44, 2839 (1991).
[5] S. Ichimaru, Reviews of Modern Physics 65, 255 (1993).
[6] L. S. Brown and R. Sawyer, Reviews of Modern Physics 69, 411 (1997).
[7] M. Harston and J. Chemin, Physical Review C 59, 2462 (1999).
[8] G. Bélier, E. Bond, D. Vieira, N. Authier, J. Becker, D. Hyneck, X. Jacquet, Y. Jansen, J. Legendre, R. Macri, et al., Physical Review C 91, 044605 (2015).
[9] G. Doolen, Physical Review Letters 40, 1695 (1978).
[10] G. Gosselin, V. Méot, and P. Morel, Physical Review C 76, 044611 (2007).
[11] W. Barber, Annual Review of Nuclear Science 12, 1 (1962).
[12] H. Theissen, Springer Tracts in Modern Physics 65, 1 (1972).
[13] E. Tkalya, JETP letters 53, 463 (1991).
[14] R. Arutyunyan, L. Bol’shov, A. Soldatov, V. Strizhov, and E. Tkalya, Soviet Journal of Nuclear Physics (English Translation) 48, 827 (1988).
[15] V. Letokhov and E. Yukov, Laser Physics 4, 382 (1994).
[16] G. Gosselin, N. Pillet, V. Méot, P. Morel, and A. Y. Dzyublik, Physical Review C 79, 014604 (2009).
[17] A. Y. Dzyublik, G. Gosselin, V. Méot, and P. Morel, EPL (Europhysics Letters) 102, 62001 (2013).
[18] E. Tkalya, E. Akhrameev, R. Arutyunyan, L. Bol’Shov, and P. Kondratenko, Physical Review C 85, 044612 (2012).
[19] F. Gobet, J. Gardelle, M. Versteegen, L. Courtois, S. Leblanc, and V. Méot, Applied Physics Letters 116, 044102 (2020).
[20] K. Alder, A. Bohr, T. Huus, B. Mottelson, and A. Winther, Reviews of modern physics 28, 432 (1956).
[21] S. Wu, Nucl. Data Sheets 106, 367 (2005).
[22] X. Raymond, M. Versteegen, F. Gobet, F. Hannachi, J. L. Henares, and M. Tarisien, Journal of Applied Physics 122, 173302 (2017).
[23] M. Versteegen, X. Raymond, F. Gobet, and J. L. Henares, Review of Scientific Instruments 90, 053306 (2019).
[24] M. Comet, M. Versteegen, F. Gobet, D. Denis-Petit, F. Hannachi, V. Meot, and M. Tarisien, Journal of Applied Physics 119, 013301 (2016).
[25] S. Agostinelli, J. Allison, K. a. Amako, J. Apostolakis, H. Araujo, P. Arce, M. Asai, D. Axen, S. Banerjee, G. Barrand, et al., Nuclear instruments and methods in physics research section
A: Accelerators, Spectrometers, Detectors and Associated Equipment 506, 250 (2003).

[26] J. Allison, K. Amako, J. Apostolakis, P. Arce, M. Asai, T. Aso, E. Bagli, A. Bagulya, S. Banerjee, G. Barrand, et al., Nuclear Instruments and Methods in Physics Research Section A: Accelerators, Spectrometers, Detectors and Associated Equipment 835, 186 (2016).

[27] “Estar,” http://physics.nist.gov/Star, January 01, 1999.

[28] H. Frauenfelder, The Mössbauer Effect: A Review, with a Collection of Reprint (WA Benjamin, 1962).

[29] F. Gobet, P. Barberet, L. Courtois, G. Deves, J. Gardelle, S. Leblanc, L. Plawinski, and H. Seznec, Applied Physics Letters 118, 044102 (2021).

[30] M. Tarisien, J. Henares, C. Baccou, T. Bonnet, F. Boulay, F. Gobet, M. Gugiu, F. Hannachi, S. Kisyov, C. Manailescu, et al., IEEE Transactions on Nuclear Science 65, 2216 (2018).

[31] H. C. Pauli and U. Raff, Computer Physics Communications 9, 392 (1975).

[32] E. Church and J. Weneser, Annual review of nuclear science 10, 193 (1960).

[33] T. Green and M. Rose, Physical Review 110, 105 (1958).

[34] G. Kramer and S. G. Nilsson, Nuclear Physics 35, 273 (1962).

[35] M. A. Meyers, Dynamic behavior of materials (John wiley & sons, 1994).

[36] G. Claverie, M. Aléonard, J. Chemin, F. Gobet, F. Hannachi, M. Harston, G. Malka, J. Scheurer, P. Morel, and V. Méot, Physical Review C 70, 044303 (2004).

[37] J. Bounds and P. Dyer, Physical Review C 46, 852 (1992).