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Analyte translocation involves three phases: (i) diffusion in the loading solution; (ii) capture by the pore; (iii) threading. The capture process remains poorly characterized because it cannot easily be visualized or inferred from indirect measurements. The capture performance of a device is often described by a capture radius generally defined as the radial distance $R^*$ at which diffusion-dominated dynamics cross over to field-induced drift. However, this definition is rather ambiguous and the related models are usually over-simplified and studied in the steady-state limit. We investigate different approaches to defining and estimating $R^*$ for a charged particle diffusing in a liquid and attracted to the nanopore by the electric field. We present a theoretical analysis of the Péclet number as well as Monte Carlo simulations with different simulation protocols. Our analysis shows that the boundary conditions, pore size and finite experimental times all matter in the interpretation and calculation of $R^*$.

I. INTRODUCTION

The field-driven translocation of a charged analyte across a nanopore has been studied extensively over the past two decades due to its potential applications, especially for DNA detection and sequencing. Translocation involves three major steps for the analyte: (i) diffusion towards the nanopore; (ii) capture by the electric forces near the nanopore; (iii) passage (or threading for polymers) through the nanopore. The last step, which has been the subject of numerous in silico and in vivo studies, is controlled by factors such as the electro-osmotic flow, pressure and concentration gradient, entropic effect, and electric forces. However, the diffusion-and-capture process remains rather ill-understood because it cannot easily be observed; moreover, in the case of polyelectrolytes, the interplay between the diffusion/drift and the polymer conformational deformations complicates modelling.

Ideally, a translocation device should have a large capture zone and a high capture rate. The former is generally described by a quantity called the capture radius, $R^*$, which is typically reported to be $\sim \mu$m. Theoretically, $R^*$ is loosely defined as the radial distance at which diffusion-dominated dynamics (at large distances) crosses over to drift-dominated dynamics (close to the pore) in a steady-state regime.

One way to estimate $R^*$ for a particle is thus to compare its electrostatic and thermal energies. The minimal work needed to bring it from $r$ to infinity is

$$ W(r) = \frac{\mu}{k_BT} V(r), $$

where $D$ and $\mu$ are the particle’s diffusion coefficient and electrophoretic mobility, respectively, $k_BT$ is the thermal energy, and

$$ V(r) = \Delta V \frac{r_c}{r} $$

is the point-charge approximation for the electric potential at a distance $r$ when a voltage difference $\Delta V$ is applied across the system. Here $r_c = r_p/(2 + \pi)$ is the characteristic length of the electrostatic potential outside a pore of radius $r_p$ and length $l$. The capture radius is then defined as the distance $R^*$ at which $W(R^*) = k_BT$. Using eq. 1, this condition reads $V(R^*) = \Delta V / D/\mu$. Given eq. 2, the resulting capture radius is

$$ R^* \approx \frac{\mu \Delta V}{D} r_c. $$

Alternatively, we can define the capture radius as the point of no return (or event horizon) where the distance below which the particle cannot escape the attraction of the pore. The field-driven flux at $r$ is simply

$$ J_E(r) = \frac{\mu}{k_BT} E(r)C(r), $$

where $E(r) = dV(r)/dr$ is the electric field and $C(r)$ is the density in the undisturbed far bulk. In this approach, the hemisphere of radius $R^*$ is treated as a perfect absorber and the electric field is neglected beyond. The diffusive flux of particles reaching this hemisphere from the bulk is

$$ J_D = -DC_o/R^*, $$

where $C_o \equiv C(\infty)$ is the density in the undisturbed far bulk. The capture radius $R^*$ is then defined as the location where the two fluxes are equal: $J_D(R^*) = J_E(R^*)$. To complete the calculation we assume that $C(R^*) = C_o$ in eq. 1 and we then recover the result in eq. 3.

In a third approach, $R^*$ is defined as the distance at which the times taken by a particle to find the nanopore solely by diffusion or solely by electrophoresis are equal (this is basically a Péclet number method). A simple scaling argument suggests that the diffusion time is

$$ \tau_D^o \approx R^*^2/D. $$

The drift time over distance $R^*$ is approximated as

$$ \tau_E^o \approx R^* / \mu E(R^*). $$
If we use the expression for $E(r)$ given before, we again obtain eq. 3. However, the scaling argument for $\tau_E^*$ does not include the size $r_p$ of the target that has to be found by diffusion: $\tau_E^*$ is thus underestimated. Moreover, since the electric field decays with $r$, the drift time should be integrated over the field lines instead of using the field at $R^*$ in eq. 7; in other words, $\tau_E^*$ is overestimated. In conclusion, eq. 3 provides a lower bound for $R^*$.

In this paper, we revisit some theoretical approaches and present 2D Lattice Monte Carlo (LMC) methodologies and results with different simulation protocols and boundary conditions in order to propose and test various definitions of $R^*$ for point-like analytes. We also examine the impact of the fields lines near the pore, especially for short times.

II. BASIC ELEMENTS AND ESTIMATES

A. Experimental and simulation parameters

Our theoretical and computational studies focus on the capture process in the translocation system shown in Fig. 1. Although the analyte is point-like, its properties are chosen to match that of DNA (see below) in order to compare to available experimental data (while this is not our main goal, such comparisons can be useful). We neglect DNA conformational entropic effects, analyte-analyte interactions, hydrodynamic interactions with the walls and electroosmotic flow. Finally, the pore is treated as a perfect absorber. We use the pore radius $r_p$ as the unit of length and $t_o = r_p^2/D$ as the unit of time.

The maximum electrostatic energy of a particle of charge $Q$ is $\psi_o = Q \delta V$. For a polyelectrolyte like DNA, the relevant electrophoretic charge is $Q = k_B T \mu / D$ because the counterions, which move in the direction opposite to that of the DNA in an electric field, affect the local friction drag on the DNA backbone (this leads to a well-known failure of the fluctuation-dissipation theorem – see, for example, ref. 27). Equation 3 can thus be rewritten as

$$R^* = \frac{\psi_o}{k_B T} r_e = \lambda_c. \quad (8)$$

This basic capture radius is called the electrostatic length $\lambda_c$ in this paper as it is the radial distance at which $W(r = \lambda_c) = k_B T$, and it will be used as a measure of the field intensity.

We will mostly use values for a 250 base ssDNA molecule; $D \approx 17 \mu m^2/s$ and $\mu \approx 4.1 \times 10^4 \mu m^2/V s$, giving $Q \approx 60 e$ ($\approx \frac{1}{4}$ of the nominal charge). With a voltage $\Delta V = 800 \ mV$, the scaled potential energy is $\psi_o/k_B T \approx 1800$. Using a pore radius $r_p = 5 \ \mu m$ and a pore length $l = 2r_p$, we have $r_e = r_p/(4 + \pi)$ and $\lambda_c \approx 250r_p \approx 1 \ \mu m$. The time unit is thus $t_o = r_p^2/D \approx 1.5 \ \mu sec$ here; a typical experimental duration of $t_{exp} = 0.5 \ h$ is then $\approx 10^5 t_o$.

B. The electric field

In most theoretical studies, the electric field is modelled by treating the nanopore as a point charge, as described by eq. 2. A good approximation if $r \gg r_p$. For distances comparable to $r_p$, though, the spherical symmetry is broken and this approximation is unreliable. Instead, one can solve the Laplace’s equation in oblate coordinates $(\xi, \eta, \phi)$ for the electric field outside the pore: \footnote{22,32}.

$$V(\xi) = \frac{2}{\pi} \frac{\delta V}{\eta} \ arctan \left[ \sinh(\xi) \right], \quad (9)$$

where $\xi \in (-\infty, +\infty)$ is the oblate distance to the pore and $\delta V$ is the potential drop from infinity to pore. The prefactor can be written as

$$\frac{2}{\pi} \frac{\delta V}{\eta} = \frac{r_e}{r_p} \ Delta V, \quad (10)$$

thus establishing a connection between $\delta V$ and $\Delta V$. Note that close to the pore ($\xi < 1$ or, equivalently, $r < r_p$), the field is actually rather flat – see Appendix A. As $R^* \gg r_p$ for realistic cases, we will use the point-charge approximation for analytical calculations (indeed, the prefactor $\Delta V r_e/r_p^2$ in eq. A7 is the value predicted by eq. 2 at $r = r_p$). However, the flatness of the field near the pore will play a role in some cases.
C. Preliminary considerations

**Velocity:** The definition of \( \lambda_e \) allows us to rewrite the radial drift velocity \( v(r) = \mu E(r) \) as

\[
v(r) = -\lambda_e D/r^2. \tag{11}
\]

Note that eq. 5 is equivalent to a diffusive velocity

\[
v_D(r) = -D/r. \tag{12}
\]

As expected, these velocities are equal at \( r = \lambda_e \).

**Deterministic drift times:** A useful parameter is the field-driven deterministic time to drift from position \( r_o \) to \( r < r_o \) under the action of the electric field:

\[
\tau_E(r_o, r) = \int_{r_o}^{r} \frac{dr'}{v_d(r')} = \frac{r_o^3 - r^3}{3\lambda_e D}. \tag{13}
\]

For instance, the cleanup time \( \tau_\lambda \) needed to empty the capture radius zone \( \lambda_e \) is then

\[
\tau_\lambda = \tau_E(\lambda_e, 0) = \lambda_e^3/3D, \tag{14}
\]

which is \( \frac{1}{3} \) of \( \tau_E^3 \) in eq. 7. However, eq. 13 is using the point-like charge approximation and thus fails to take into account the fact that the field is fairly flat near the pore. The time to reach the pore from \( r = r_p \) is

\[
\tau_p \approx \frac{r_p}{|v(r_p)|} = \frac{r_p^3}{\lambda_e D} = 3\tau_E(r_o, 0). \tag{15}
\]

Equation 13 thus underestimates (by a factor of \( \approx 3 \)) the time taken for the last part of the capture process. Since

\[
\tau_p/\tau_\lambda = 3 \left( r_p/\lambda_e \right)^3 \ll 1, \tag{16}
\]

this has no impact in realistic cases.

**The capture rate in 3D:** The mean capture rate during the cleanup time \( \tau_\lambda \) is

\[
\overline{\rho}_\lambda \approx \frac{2\pi}{3} \lambda_e^3 C_o/\tau_\lambda = 2\pi D\lambda_e C_o, \tag{17}
\]

while the initial rate (during the period required to “empty” the region of size \( r_p \)) is

\[
\overline{\rho}_p \approx \frac{2\pi}{3} r_p^3 C_o/\tau_p = \frac{1}{3} \overline{\rho}_\lambda. \tag{18}
\]

We thus expect the mean capture rate to initially (and rapidly) increase (by a factor \( \approx 3 \)) because of the special field lines near the pore (eq. 17). More generally, the total number of particles captured during a period of duration \( t \) is given by

\[
N(t) \approx \frac{2}{3} \pi r^3(t) C_o, \tag{19}
\]

where \( r(t) \) is the size of the region emptied at time \( t \). The capture rate at time \( t \) is thus

\[
\rho(t) = \partial N(t)/\partial t = 2\pi C_o r^2(t) \frac{dr(t)}{dt}. \tag{20}
\]

If we use eq. 13 to estimate the size of this region, we obtain \( r(t) \approx (3Dt\lambda_e)^{1/3} \) from which eq. 20 predicts that \( \rho(t) \approx \overline{\rho}_\lambda \) would be constant at long times.

**The capture rate in 2D:** Although our work is about the physics of 3D systems, our simulations will be done in 2D, for efficiency reasons (see Section IV for details). In this context, 2D means a slice of 3D system (as opposed to a system between two walls); therefore, a 3D electric field is used in both our analytical calculations and LMC simulations. In two dimensions, eq. 17 must be replaced by

\[
\overline{\rho}_\lambda \approx \frac{2}{3} \pi \lambda_e^3 C_o/\tau_\lambda = \frac{3\pi}{2} D C_o, \tag{21}
\]

where we used eq. 14. Interestingly, the mean cleanup rate is not predicted to be a function of the field intensity in 2D. Similarly, the initial rate is now predicted to be

\[
\overline{\rho}_p \approx \frac{2}{3} r_p^3 C_o/\tau_p = \frac{\pi \lambda_e}{2\tau_p} D C_o = \frac{\lambda_e}{\tau_p} \overline{\rho}_\lambda. \tag{22}
\]

A large drop of \( \overline{\rho} \) is thus predicted in 2D (instead of the increase predicted for 3D in the previous section).

Unlike the 3D case, the instantaneous capture rate does not become time-independent in 2D: for instance, using

\[
N(t) = \frac{1}{2} \pi r^2(t) C_o, \tag{23}
\]

we now find that

\[
\rho(t) = \frac{2}{3} \overline{\rho}_\lambda \times \tau_\lambda^{-1}, \tag{24}
\]

from which we recover \( \overline{\rho}_\lambda = \int_0^{\tau_\lambda} \rho(t) dt/\tau_\lambda = \rho_\lambda \), as it should. From eqs. 21 and 24, we also predict that \( \rho(\tau_\lambda) = \pi D C_o \) should be field-independent.

**Experiments:** In practice, the experimental duration \( t_{\text{exp}} \gg \tau_\lambda \): the \( \lambda_e \) zone is thus emptied \( N = t_{\text{exp}}/\tau_\lambda \approx 1 \) times during an experiment. If we assume that the concentration remains \( C_o \) in this zone during the experiment, the upper bound for the total number of molecules captured is \( M = N \times \frac{2\pi}{3} \lambda_e^3 C_o = t_{\text{exp}} \times 2\pi D\lambda_e C_o = \overline{\rho}_\lambda t_{\text{exp}} \).

Similarly, using the diffusion flux eq. 5, the number of molecules that have diffused into the nominal capture zone during the experiment is also

\[
M = 2\pi \lambda_e^3 |JD| \times t_{\text{exp}} = \overline{\rho}_\lambda t_{\text{exp}}. \tag{25}
\]

Therefore, \( \overline{\rho}_\lambda \) is indeed the mean capture rate predicted by the basic theory described in the Introduction; moreover, the calculation also predicts a constant capture rate passed the initial jump mentioned above.

**Numerical values:** We now look at numerical estimates for the case described previously. With \( \lambda_e = 1 \mu m \), eqs. 11 - 17 give \( v(r_p) \approx 1 \) m/s, \( v(\lambda_e) \approx 17 \mu m/s, \tau_\lambda \approx 20 \) ms and \( \overline{\rho}_\lambda \approx (4.7 \mu m)^3 C_o/s = (C_o/16 \mu M)/s \), which provides guidance for the concentration \( C_o \) to be used in practice.
III. THEORETICAL APPROACHES REVISITED

A. The Péclet argument with a small target

The dimensionless Péclet number (Pe) is used in Separation Science to characterize the competition between advection and diffusion. Here we define Pe as

$$Pe(r) = \frac{\tau_D(r,0)}{\tau_E(r,0)},$$

where $\tau_D(r,0)$ is the mean time needed by a particle to find the pore (at $r=0$) by diffusion alone when starting from a radial distance $r$, and $\tau_E(r,0) = r^3/3D\lambda_c$ is the time for the same particle to travel to the pore when driven solely by the applied field – see eq. \ref{eq:peclet}.

The mean first passage time (MFPT) for a particle in Fig. 1 is analogous to a classical diffusion problem where a particle is initially located between two concentric spheres of sizes $R_b$ and $r_D \ll R_b$, with the internal one being absorbing and the largest one being reflecting. \ref{eq:peclet} If the particle starts at radial position $R_b \geq r \geq r_D$, the MFPT is:

$$\tau_D(r, r_D) = \frac{R_b^3}{6D} \left[ \frac{2R_b}{r_D} \left( 1 - \frac{r_D}{r} \right) + \left( \frac{r_D^2 - r^2}{R_b^2} \right) \right].$$

The position $r_D$ must be very close to the pore; we will use $r_D = r_p$ for simplicity. Using eqs. \ref{eq:peclet} and \ref{eq:peclet2}, we can calculate $Pe(r)$: since $r_p \ll R_b$ and $r_p \ll R^*$ in practice, we obtain

$$Pe(r) \approx \frac{R_b^3}{r_p^3} \lambda_c.$$

The Péclet capture radius is the solution of $Pe(R^*) = 1$:

$$R^* \approx R_b \times \left( \frac{\lambda_c}{r_p} \right)^{1/3}.$$  

Since $\lambda_c \gg r_p$, $R^*$ exceeds the box size $R_b$. However, both $\tau_E(R_b,0)$ and $\tau_D(R_b, r_p)$ also exceed any realistic experimental time. Therefore, our Péclet result actually implies that $R^*$ steadily increases during an experiment (i.e., the process is field-driven throughout). The time-dependent effective capture radius $R^*(t)$ is then obtained by inverting $\tau_E(r,0) = r^3/3D\lambda_c$:

$$R^*(t) \approx (3\lambda_c Dt)^{1/3} = \lambda_c \times \left( t/\tau_\lambda \right)^{1/3}.$$  

It increases as $t^{1/3}$ and exceeds $\lambda_c$ for times $t > \tau_\lambda$. For the previous example, with an experimental time $t_{exp} = 0.5$ h and a cleanup time $\tau_\lambda = 20$ ms, the final capture radius is $R^*(t_{exp}) \approx 45\lambda_c = 45 \mu m$, almost two orders of magnitude larger than what eq. \ref{eq:peclet} predicts.

Interestingly, the situation is different in two dimensions since the MFPT is then

$$2D : \tau_D(r, r_D) = \frac{R_b^2}{4D} \left[ 2 \ln \left( \frac{r}{r_D} \right) + \left( \frac{r_D^2 - r^2}{R_b^2} \right) \right].$$

Combining this with eq. \ref{eq:peclet2}, we obtain

$$2D : Pe(r) \approx \frac{3R_b^2 \lambda_c}{2r^3} \ln \left( \frac{r}{r_D} \right) - \frac{1}{2} \left( \frac{r}{R_b} \right)^2.$$  

To leading order, the solution of the Péclet condition $Pe(R^*) = 1$ thus gives a length scale

$$2D : R^* \approx (R_b^2 \lambda_c)^{1/3},$$

which means that we now have $R^* < R_b$. The time to reach the pore from this distance is $\tau_E(R^*,0) \approx R_b^3/3D = (R_b/\lambda_c)^2 \times \tau_\lambda$. If $t_{exp}$ is shorter than this time, eq. \ref{eq:peclet} remains valid. Otherwise, we expect a transition to a diffusion-limited regime at long times.

B. A Péclet-inspired flux method

In the flux method used in the Introduction, the hemisphere of radius $R^*$ is treated as an absorbing boundary (i.e., $C(R^*) = 0$) to obtain the diffusion flux, eq. \ref{eq:flux}

Yet, $C(R^*) = C_o$ is used in the calculation of the field-driven flux, eq. \ref{eq:flux}. This inconsistency cannot easily be fixed. Moreover, since both the flux and energy methods give $R^* = \lambda_c$, the fact that $W(\lambda_c) = k_B T$ implies that the $R^* = \lambda_c$ hemisphere is not perfectly absorbing. One could try to get around this issue by using an hemisphere of radius $r_o$, with $r_p \leq r_o < \lambda_c$, as the location of the no-return point instead. As the field is extremely strong at $r_o = r_p$ (we have $W(r_p) \approx 250 k_B T$ for our example), this would truly be an absorbing boundary. However, any position $r_o$ for which $W(r_o) \gg k_B T$ can also be chosen. Unfortunately, using this approach to recalculate the two sides of the equality $J_D(R^*) = J_E(R^*)$ (the basis of the original flux method) fails to provide physically meaningful results (not shown).

An alternative approach is to use "pure adsorption fluxes" instead of the "pure" adsorption times $\tau_D$ and $\tau_E$. We first compute the flux $J_E(r) = C(r,t)v(r)$ at a radial distance $r$ with the initial condition $C(r,0) = C_o$ and no diffusion. Since the molecules at position $r$ at time $t$ must all come from $r_o(t,r)$ at time $t=0$, we have

$$C_E(r,t) = C(r_o,0) \times \left( \frac{r_o}{r} \right)^2 = C_o \left( \frac{r_o}{r} \right)^2.$$  

We can obtain the initial position directly from eq. \ref{eq:peclet}

$$r_o(t,r) = r \times \left( 1 + 33\lambda_c Dt/3r^3 \right)^{1/3}. $$

The time-dependent concentration is thus given by

$$C_E(r,t) = C_o \left( 1 + 33\lambda_c Dt/3r^3 \right)^{2/3},$$

and the zero-diffusion flux $J_E(r,t)$ is

$$J_E(r,t) = -\frac{C_o \lambda_c}{r^2} \left[ 1 + \frac{t \tau_\lambda}{(r/\lambda_c)^3} \right]^{2/3}. $$

Without diffusion, there is no steady-state and $J_E(r,t)$ increases with time since the electric forces concentrate the molecules in a smaller volume closer to the pore.
To complete the calculation we need the time-dependent solution\textsuperscript{37} of the diffusion equation in absence of an external field but with an absorber at \( r_D = r_p \):

\[
C(r, t) = C_0 \left( 1 - \frac{r_p}{r} \right) + \frac{r_p C_0}{r} \text{erf} \left( \frac{r - r_p}{\sqrt{4D_t}} \right). \tag{37}
\]

Since \( J_D = -D \frac{\partial C(r, t)}{\partial r} \), the diffusive flux is

\[
J_D(r, t) = -\frac{C_0 D r_p}{r^2} \left[ \text{erf} \left( \delta \right) + \frac{r}{\sqrt{\pi D_t}} e^{-\delta^2} \right], \tag{38}
\]

where \( \delta = \delta(r, t) \equiv (r - r_p)/\sqrt{4D_t} \).

We can now determine at which location \( R^*(t) \) these two fluxes are equal by solving the relation \( J_D(R^*, t) = J_D(r, t) \). To simplify, we define the scaled variables \( \hat{r} = r/\lambda_c \) and \( \hat{t} = t/\tau_c \), we drop numerical factors of order unity and neglect the \( r_p \) in \( \delta \) since \( R^* \gg r_p \). The flux equality then reduces to:

\[
\lambda_c \left[ 1 + \frac{\hat{t}}{\tau_c} \right]^{2/3} = r_p \left[ \text{erf} \left( \frac{\hat{r}}{\sqrt{\hat{t}}} \right) + \frac{\hat{r}}{\sqrt{\pi \hat{t}}} e^{-\hat{r}^2/\hat{t}} \right]. \tag{39}
\]

In terms of these rescaled variables, the solution derived in the Introduction is simply equivalent to a capture radius \( \hat{r} = 1 \) with a cleanup time \( \hat{t} = 1 \). For long times, the solution of this equation is \( \hat{r}^* = \hat{t}^{1/3} (\lambda_c/r_p)^{1/2} \). Returning to our previous variables, this becomes

\[
R^*(t) \approx \lambda_c \times \left[ t/\tau_c \right]^{1/3} \times (\lambda_c/r_p)^{1/2}. \tag{40}
\]

The additional \((\lambda_c/r_p)^{1/2}\) term increases the value found in eq. \textsuperscript{29} by a factor \( \approx 16 \) for our numerical example. In 2D, a similar calculation gives

\[
R^*_{2d} = \lambda_c \times \left[ t/\tau_c \right]^{1/6}; \tag{41}
\]

the capture radius is thus predicted to increase more slowly in 2D and to reach \( \lambda_c \) at \( t = \tau_c \).

C. Reinterpreting the Péclet approach

The approach described in the Introduction (eqs. \textsuperscript{6} \textsuperscript{7}) used simple scaling arguments and compared two capture times for a single particle. In contrast, eq. \textsuperscript{40} gives the corresponding result when we consider particle fluxes, while eq. \textsuperscript{29} considers single particle dynamics but takes into account the small size of the target.

However, there is yet another way to use a Péclet approach. Given a hemispherical region of radius \( R^* \), the time needed for the electric forces to empty it is given by eq. \textsuperscript{13} \( \tau_E(R^*, 0) = R^*/3 \lambda_c \). To refill it by diffusion requires a time \( \sim R^*/D \) (this is similar to the fluorescence recovery after photobleaching (FRAP) of a spherical patch\textsuperscript{35}). These two times are equal at distance \( R^* \approx \lambda_c \) and time \( \approx \tau_c \). This approach does not include the size of the target, but it may be misleading since the concentration outside the capture zone decreases with time, making refilling less efficient (this is why \( R^* \) increases with time in eq. \textsuperscript{40}).

IV. LATTICE MONTE CARLO: METHODS

We now use two-dimensional (2D) Lattice Monte Carlo (LMC) simulations to study the capture of particles in the system shown in Fig. 4 and to investigate different ways to defining a capture radius or length scale (we chose 2D instead of 3D in order to be able to simulate larger systems and longer times; given the symmetry around the axis normal to the plane, we can easily infer 3D dynamics from our results). Since only the capture process is of interest here, the trans side of the system is not part of the simulation.

A. The simulation algorithm

At each time step, the particle can move over a distance \( \pm \alpha \) (corresponding to the lattice step) in either the \( x \) or the \( z \) direction on the square lattice, or can remain at its initial position. The lattice step (and thus the “size” of the point-like particle) is \( \alpha = |x_{i+1}-x_{i}| = |x_{i+1}-x_{i}| = r_p/5 \).

The trajectory of a Brownian particle can be discretized as a series of jumps on a lattice. For the current problem, building a LMC algorithm requires special care since the electric field is along a Cartesian axis and varies considerably between lattice sites. Moreover, as shown in ref. \textsuperscript{32} LMC algorithms often fail to give the right diffusion coefficient if the system is highly biased. Our approach will be to combine two 1D LMC algorithms (one for each Cartesian direction) into one, and then select the time step so that the resulting 2D LMC is reliable. In 1D, a particle on site \( i \) (local potential energy \( \Psi_{i} \)) “jumps” to site \( i \pm 1 \) at a rate

\[
R_{\pm} = p_{\pm}/\tau_{\pm}, \tag{42}
\]

where \( p_{\pm} \) is the probability for the particle to reach site \( i \pm 1 \) before site \( i \mp 1 \), and \( \tau_{\pm} \) is the mean duration of this event. These probabilities and time durations are functions of the energy differences \( \delta \Psi_{\pm} = \Psi_{i+1} - \Psi_{i} \) and are given by eqs. 3.20 - 3.22 in ref. \textsuperscript{32} (note the typo: \( e^{\nu x} \) must be replaced by \( e^{x/\nu} \) in eq. 3.22) with \( u_{\pm} = \delta \Psi_{\pm}/2 \) and \( \tau_{B} = a^{2}/2D \). The probability of jumping from site \( i \) to site \( i \pm 1 \) during a LMC time step \( \delta t \) is thus \( P_{\pm} = R_{\pm} \times \delta t \). The time step must satisfy the condition \( \delta t \leq \delta t_{c} = \min[1/(R_{\pm}^{2} + R_{\pm}^{2})]_{i} \) to ensure that \( P_{\pm} + P_{\mp} < 1 \) \( \forall \); this implies a finite probability \( P_{\pm} \) of not jumping during a time step on most sites \( i \).

Using eq. \textsuperscript{2} we can write the particle’s dimensionless potential energy at an oblate distance \( \xi \) from the pore as

\[
\Psi(\xi) = \frac{Q V(\xi)}{k_{B} T} = \frac{\lambda_{c}}{\tau_{p}} \arctan \left[ \sinh(\xi) \right]. \tag{43}
\]

In 2D, we use the same equations for each Cartesian direction, but the constrain on the time step now reads

\[
\delta t_{c} = \min \left[ \frac{1}{\sum_{i} R_{i}^{2}} \right], \tag{44}
\]
where 4 means that the sum is over the 4 possible jump directions from site $i$.

This LMC algorithm can be used in two different ways:

I) To study the motion of a given particle: Using the probabilities described above, random numbers are generated at each time step to choose whether the particle will jump over a length $\pm a$ (the lattice step) in either the $x$ or $z$ direction, or stay put. This is the method used for Estimates 1 and 2 in the next section.

II) To follow a population of particles on the lattice: The time evolution of the particle concentration can be studied by iterating the master equation. The concentration $m_{x,z}^{j+1}$ at position $x, z$ and time step $j+1$ reads:

$$
m_{x,z}^{j+1} = P_{[x,z-1\rightarrow z]} m_{x,z-1}^j + P_{[x,z+1\rightarrow z]} m_{x,z+1}^j + P_{[x-1\rightarrow x,z]} m_{x-1,z}^j + P_{[x+1\rightarrow x,z]} m_{x+1,z}^j + P_{[o]} m_{x,z}^j,
$$

where $x, z, j$ are integers and $P_{[o]}$ is the probability of not jumping. This was used in Estimates 3 and 4 below.

V. SIMULATION RESULTS AND ANALYSIS

In this section, we present four different ways to analyze simulation data and define a length scale describing the capture process. The first two use single particle dynamics (allowing us to reach longer times), the third one examines the time-dependence of the capture rate, while the last one uses the concentration profile near the pore.

A. Estimate 1: 50% probability of capture

Let $P(r, t)$ be the probability for a particle initially at radial position $r$ to reach the pore in a time $\leq t$. Obviously, $P(r, t)$ increases with $t$ and decreases if the initial position $r$ is further from the pore. A straightforward length scale that can characterize the capture process is the distance $r = R_{1/2}^*$ at which $P = 1/2$. Since $R_{1/2}^*$ is a function of time, we can use the solution of

$$
P(R_{1/2}^*, t_{exp}) = 1/2 \text{ for a given experiment of duration } t_{exp}.
$$

Figure 2 shows the time evolution of $R_{1/2}^*(t)$ in our 2D simulations for different field intensities (i.e., different electrostatic lengths $\lambda_e$) over a wide range of time scales; since there is a small angular dependence when eq. 13 is used, all initial positions are chosen (for simplicity) to be along the vertical axis going through the pore centre (this has a small effect at short times). The simulation box is of size $R_b = 10^3 \lambda$, and its walls are reflecting: we thus have a finite loading box with no addition of analyte during the run. The $y$-axis is rescaled by the nominal capture radius $\lambda$ and the $x$-axis by the time $\tau_{\lambda}$. We first note that $R_{1/2}^*(t = \tau_{\lambda}) \approx \lambda_e$ (the empty circle), in agreement with both eqs. 29 and 41. Since

$R_{1/2}^*$ keeps increasing beyond that point, $\lambda_e$ is not sufficient to describe the nanopore capture properties. The data collapse for $t > \tau_{\lambda}$ is expected from our theoretical work.

In order to investigate the various regimes, the slope of the data is given in the Inset; note that the slope gives the local time exponent $\alpha$ if we assume a power law scaling $R_{1/2}^*(t) \sim t^\alpha$. The pore region clean up time is given by eq. 16 for times shorter than this, the distances are comparable to the pore size $R_b$ itself, and since the field is fairly flat near the pore, the slope $\alpha$ approaches unity. We then have a regime where $R_{1/2}^*(t) \sim t^{1/2}$, as predicted by eq. 29 the width of this regime increases for higher fields and basically vanishes at low field. There is no $t^{1/6}$ regime, which rules out eq. 44. The exponent slowly increases towards $\alpha = 1/2$ at longer times, a value consistent with a diffusion-limited process. Equation 52 predicted in that this latter regime would exist for distances larger than $R_{1/2}^*/\lambda_e \sim (R_b/\lambda_e)^{2/3} \approx 100$, consistent with our data. It is important to note that this transition is not expected in 3D (for these boundary conditions) because theory then predicts that $R^* > R_b$ – see eq. 27.

We conclude that $R_{1/2}^*$ provides a good estimate of the revised Péclet capture radius, and that the latter increases well beyond the nominal value $\lambda_e$ during a run.
B. Estimate 2: Time reversal and particle escape

One way to find a change in dynamics and estimate the corresponding length scale is to study the inverse process. Here we reverse the polarity of the electric field and let particles move away from the center of the pore (we now use an infinite box size). It is more efficient to track particles escape trajectories since we do not have to wait for diffusion to bring them into the capture zone. The mean displacement at time \( t \) can be seen as a characteristic length scale for capture. The results shown in Fig. 3 agree with the trends seen in Fig. 2 and the data sets again collapse passed the transient regime. The ‘inverse capture radius’ \( R^*_i \), as defined here, increases during an experiment and \( R^*_i \approx \lambda_e \) at \( t = \tau_\lambda \) here as well. These results thus imply that \( R^*_{1/2} \propto R^*_i \) and confirm the existence of the three temporal regimes observed with Estimate 1.

C. Estimate 3: The capture rate

As discussed previously, the initial mean capture rate \( \bar{p}_c \) is predicted to change with time because of the nature of the field very close to the pore (i.e., within a distance \( \sim r_p \)). More precisely, it is expected to increase with \( t \) in 3D but to decrease with \( t \) in 2D. We now use a reservoir-like boundary with a radius \( R_c = 10^4 r_p \gg \lambda_e \) in order to keep the concentration constant at \( C(R_c, t) = C_0 \) and study how the resulting capture rate evolves with time (we chose \( R_c \) so the region close to \( r = R_c \) remains essentially undisturbed during the simulation).

Figure 4 shows the time dependence of the pore capture rate \( \rho(t) \). As predicted for 2D, \( \rho(t) \) decays as \( t^{-1/3} \) (see eq. \ref{eq:24}) after the short time plateau. The latter is predicted to be at \( \bar{p}_c/DC_0 \approx \frac{\pi}{2} \lambda_e/\tau_\rho \); our data is in decent agreement with this prediction (except at low field) even though we did not consider angular effects. We also predicted that \( \rho(\tau_\lambda)/DC_0 \approx \pi \) in 2D, independent of the field intensity; this explains the collapse of the data around \( t = \tau_\lambda \), and the predicted value is in decent agreement with the data (empty circle).

We showed in the previous two sections that the \( r \sim t^{1/2} \) regime evolves into a \( t^{1/2} \) regime at longer time in 2D. If we use \( r \sim t^{1/2} \) in eq. \ref{eq:23} we obtain \( N(t) \sim t \), and hence \( \rho = \partial N(t)/\partial t = \text{cst} \); the Inset of Fig. 4 shows that the data are indeed (slowly) converging towards a plateau regime at long times \( t \gg \tau_\lambda \) (and distances \( \gg \lambda_e \)).

We also predicted a 3D constant capture rate \( \rho \approx \bar{p}_c(\lambda) \) at long times. The only difference of substance between 2D and 3D is the extra \( r(\tau) \) term in eq. \ref{eq:19} when compared to eq. \ref{eq:23}. We can thus infer 3D from the product \( r(t) \times \rho(t) \) using 2D data. Since we obtained \( r(t) \sim t^{1/3} \) and \( \rho(t) \sim t^{-1/3} \) in 2D, a 3D simulation would indeed give a constant capture rate for \( t > \tau_p \), as observed by Ref.\cite{23}.

A characteristic length scale can be estimated from capture rates: since \( N(t) = \int_0^t \rho(t')dt' \) molecules have been captured by time \( t \), we can use eq. \ref{eq:23} to obtain the related length scale \( R_{\text{cap}}^*(t) = \frac{2}{\pi} N(t)/C_0 t^{1/2} \). In a \( \rho(t) \sim t^{-\beta} \) regime, this would give \( N(t) \sim t^{1-\beta} \) and hence \( R_{\text{cap}}^* \sim t^{(1-\beta)/2} \). Since \( \beta \) decreases from \( 1/3 \) to \( 0 \) past the transients in Fig. 3, \( R_{\text{cap}}^* \) will scale just like \( R^*_{1/2} \) and \( R^*_i \) for longer time (shown in Fig. 2 and Fig. 3).
D. Estimate 4: Quasi-static concentration profiles

Keeping the boundary conditions used for Estimate 3, we now study the evolution of 2D concentration profiles - Fig. 5. Not surprisingly, a depletion region forms near the pore (Inset) and propagates outward: its width extends well beyond $\lambda_c$ and continues to grow for times $t \gg \tau_{\Lambda}$. We define the width of the depletion region as the distance between the pore and the position $r = R_{90}^*$ where $C(R_{90}^*) = 0.9 C_o$. When the concentration profiles are plotted as a function of the rescaled distance $r/R_{90}^*$ (main part of the figure), the curves clearly evolve towards a steady-state distribution at long times.

Figure 6 shows how the width $R_{90}^*$ of the depletion zone, which is also a length scale describing the capture process, increases with time. We again observe a $t^{1/3}$ scaling after the initial transients; for longer times, our data is consistent with a diffusion-limited $t^{1/2}$ regime.

VI. DISCUSSION AND CONCLUSION

The concept of a capture radius $R^*$ that can characterize the capture process has been used in different ways in the literature. In this paper, we have revisited theoretical approaches often employed to define $R^*$. In particular, we did not work within the framework of a steady-state in order to see how relevant the length scale $R^*$ might be during an experiment. For readability reasons, Table I summarizes the definition of the important length and time scales used in this paper.

Our theoretical approach has been to use the Péclet number as a way to examine the nature of the capture process, thus treating nanopore capture as a separation process. In particular, we examined how the size of the target (i.e., the radius of the nanopore, $r_p$) can be an integral part of the calculation.

We first calculated the 'pure' diffusive and field-driven capture times for a particle in a finite size box with reflective boundary conditions. Our measure of the field intensity is the length scale $\lambda_c$, which is the capture radius predicted by previous theories (note that $\lambda_c \neq \lambda_c(r_p)$). The resulting Péclet number predicts that $R^* \gg \lambda_c$ and
FIG. 7. The four different length scales (or capture radii $R^*$) introduced in the Results section vs. time (in units of $\tau_\lambda$). The capture radii are rescaled by $R^*(t = \tau_\lambda, \lambda_e = 25)$ for each separate data set. Since the time evolution of the intermediate regime scales like $t^{1/3}$, the y-axis was further divided by $(t/\tau_\lambda)^{1/3}$ (hence the plateau for intermediate times). The resulting y-axis is thus $\alpha = (R^*(t)/R^*(\tau_{25}))/((t/\tau_\lambda)^{1/3}$. The dashed line with a slope $1/6 = 1/2 - 1/3$ corresponds to the $t^{1/2}$ diffusion-limited regime expected at long times. Three different field intensities are shown for each of the four definitions of $R^*$.

even exceeds the box size. However, for realistic experimental times, $R^*$ simply grows as $t^{1/3}$ during the entire experiment (i.e., the capture remains field-driven throughout). A similar calculation in 2D indicates that it might be possible to transition into a diffusion-limited capture regime at long times. We also investigated a flux-based Péclet number using similar arguments. This approach predicted even larger capture radii but similar time-dependence.

In short, our Péclet calculations suggest that the conditions required to reach a diffusion-dominated capture regime might not be achievable in realistic situations: consequently, $R^*$ is simply a moving horizon ($\sim t^{1/3}$) that never reaches a steady state.

To test the various concepts of a capture radius, we introduced a new Lattice Monte Carlo scheme to simulate (point-like) particle dynamics over a wide range of time scales and in the presence of a space-dependent field. The mesh size can be changed to explore finer short-time details or long-time asymptotic limits. For instance, we were able to cover up to 7 decades in time with a fine mesh in 2D. Although this methodology can easily be extended to 3D, it would restrict us to rather small systems. This LMC algorithm can be used to look at both populations of particles and single particles with various boundary conditions.

We introduced four different ways (which were based on: probability of capture, escape trajectories, capture rate and concentration profiles) to define a length scale related to the capture performance of a nanopore from the 2D simulation data, and we compared them to the theoretical approaches. Figure 7 shows a compact view of our LMC data for the various time-dependent length scales $R^*(t)$. The short time behaviour of $R^*$ depends on the type of measurement made and the details of simulation protocol; nevertheless, it is clear that the fact that the field strongly deviates from the point-like approximation for distances $r < r_p$ leads to strong (but experimentally insignificant) short-time effects. For intermediate times, all estimates of $R^*$ increase like $t^{1/3}$ (since the time axis has been rescaled by $t^{1/3}$, this shows as a plateau on the figure). For much longer times, we observe a transition to a $t^{1/2}$ regime, an indication that we have reached the diffusion-limited regime. This latter regime is occurring for distances much larger than the nominal capture radius $\lambda_e$ and for times much larger than the cleanup time $\tau_\lambda$. This is all consistent with our theoretical derivations. In particular, nothing special is observed at $\tau_\lambda$ or when the depletion regions reaches a distance $\lambda_e$. Except for the capture rate $\rho$, our 2D simulation results apply directly to a 3D system. The capture rate is predicted and observed to decrease very rapidly in 2D to reach a constant value only when (and if) the diffusion-limited capture regime is reached. In contrast, $\rho$ is going to quickly increase (because of the nature of the field near the pore) and reach a time-independent value in 3D. Therefore, we must conclude that $\lambda_e$ is simply a useful and natural way to measure the field intensity (for instance, the steady-state capture rate is linearly proportional to $\lambda_e$ — see eq. [17]. Our revisited Péclet calculation indicates that one should observe a $R^*(t) \sim t^{1/3}$ scaling law well beyond $\lambda_e$. However, this is actually a fairly slow growth process: in other words, the corresponding depletion region should remain in the $\sim 10 \mu m$ range during a typical experiment, consistent with the results of Chen et al. [24].

A real-life system may differ from the ideal conditions used here in different ways. For instance, we studied point-like particles in absence of EOF or hydrodynamic interactions with the walls. More importantly, such models assume that the system is closed, uniform and isolated (no flux through the system or thermal gradients): diffusion and field-driven motion are not necessarily the only two components to consider in a more general situation even in absence of EOF. However, a more complete theory that would include some of these effects for a particular system would nevertheless include the length and time scales derived here. Perhaps of more interest is the connection between the analyte transport properties (mobility and diffusivity), the local field intensity and the analyte conformation and/or orientation. In the case of a flexible analyte such as DNA, for example, the molecule may deform in the gradient (moreover, its conformational entropy may act as a barrier). Similarly, if the analyte is not spherical, the field gradient will lead to orientation and thus to a position dependent diffusion coefficient $D(r)$; this latter case will be treated in a sep-
arate paper.
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Appendix A: The Electrostatic Field

The field outside the pore is often modeled using the point-like approximation, which greatly simplifies analytical calculations; for a pore of radius \( r_p \) and length \( l \), the corresponding potential \( V(r) \) is the second equation in the Introduction. The part of the total potential gradient \( \Delta V \) that is relevant for capture depends on the ratio of the access (ac) and channel (ch) resistances. The potential drop from the pore entrance is

\[
\delta V = \Delta V \times \frac{R_{ac}}{R_{ch} + 2R_{ac}} = \Delta V \times \frac{\pi r_p}{4l + 2\pi r_p},
\]

(A1)

where the resistances are \( R_{ac} = 1/4r_p\sigma \) and \( R_{ch} = l/\pi r_p^2\sigma \) (\( \sigma \) is the conductivity of the solution). If we take the potential to be zero at infinity, we obtain

\[
V(r) = \frac{1}{2\pi\sigma r} \frac{\delta V}{R_{ac}} = \frac{2r_p\sigma}{\pi r} \Delta V \frac{r_{\text{e}}}{r},
\]

(A2)

where \( r_{\text{e}} = r_p/(2 + \pi) \) is the characteristic length of the electrostatic potential outside the pore. The spherically symmetric electric field is then given by

\[
\vec{E}(r) = -\Delta V \frac{r_{\text{e}}}{r^2} \hat{r}.
\]

(A3)

Alternatively, we can use the exact solution of Laplace’s equation in oblate spherical coordinates

\[
V(\xi, \eta, \phi) = \Delta V \frac{r_{\text{e}}}{r_p} \arctan[\sinh(\xi)],
\]

(A4)

where \( \xi \in (-\infty, +\infty), \eta \in [0, \pi] \) and \( \phi \in [0, 2\pi] \). The potential only depends on \( \xi \) (here in units of \( r_p \)). The electric field can then be written as:

\[
\vec{E}(\xi, \eta) = -\frac{\Delta V r_{\text{e}}}{r_p^2 \cosh \xi \sinh^2 \xi + \sin^2 \eta} \hat{\xi}.
\]

(A5)

Expanding eq. A5 for large oblate distances (\( \xi \gg 1 \)) gives

\[
\vec{E} \approx \frac{\Delta V r_{\text{e}}}{r_p^2 \cosh \xi \sinh \xi} \hat{\xi} \approx -\frac{\Delta V r_{\text{e}}}{r_p^2} \hat{r},
\]

(A6)

in agreement with A3.

Close to the pore (\( \xi \to 0 \)), eq. A5 reduces to

\[
\vec{E}^0 \approx -\frac{\Delta V r_{\text{e}}}{r_p^2} \times |\csc(\eta)| \times \left[ 1 - \frac{\xi^2}{2} \left( 1 + \csc^2(\eta) \right) \right] \hat{\xi},
\]

(A7)

where \( \eta \in [0, \pi] \). The field is thus flat when \( \xi < \xi^*(\eta) = \sqrt{2/(1 + \csc^2(\eta))} \). The critical length is \( \xi^*(\pi/2) = 1 \) (or \( r = r_p \) in the vertical direction and \( \xi^*(0) = 0 \) along the wall (the field diverges at the pore edges).

Appendix B: The mean first passage time

We consider a particle initially placed between a small absorbing spherical target (at \( r = r_D \)) and a large reflecting spherical wall (at \( r = R_0 \)). Its mean diffusive absorption time \( \tau_D \) if it starts at radial position \( R_0 > r > r_D \) can be obtained analytically \(^{36}\) from the equation

\[
\frac{D}{r^{d-1}} \frac{d}{dr} \left[ r^{d-1} \frac{d\tau_D(r, r_D)}{dr} \right] = -1,
\]

(B1)

with the boundary conditions

\[
[\tau_D(r, r_D)]_{r=r_D} = 0; \left[ \frac{d}{dr}\tau_D(r, r_D) \right]_{r=R_0} = 0.
\]

(B2)

where \( d \) is the dimensionality. In 2D we obtain

\[
\tau_D(r, r_D) = \frac{R_0^2}{4D} \left[ 2 \ln \left( \frac{r}{r_D} \right) + \left( \frac{r^2_D - r^2}{R_0^2} \right) \right],
\]

(B3)

while in 3D we recover

\[
\tau_D(r, r_D) = \frac{R_0^2}{6D} \left[ 2R_0 \ln \left( \frac{r}{r_D} \right) + \left( \frac{r^2_D - r^2}{R_0^2} \right) \right].
\]

(B4)

As expected, \( \tau_D \) diverges in both cases if the target size \( r_D \to 0 \), hence the need to use a finite value for \( r_D \), such as \( r_D = r_p \).
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