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Abstract

Keyphrase generation is the task consisting in generating a set of words or phrases that highlight the main topics of a document. There are few datasets for keyphrase generation in the biomedical domain and they do not meet the expectations in terms of size for training generative models. In this paper, we introduce kp-biomed, the first large-scale biomedical keyphrase generation dataset with more than 5M documents collected from PubMed abstracts. We train and release several generative models and conduct a series of experiments showing that using large scale datasets improves significantly the performances for present and absent keyphrase generation. The dataset is available under CC-BY-NC v4.0 license at https://huggingface.co/datasets/taln-ls2n/kpbiomed.

1 Introduction

Keyphrase generation aims at automatically generating a set of keyphrases, that is, words and phrases that summarize a given document. Since they distill the important information from documents, keyphrases have showed to be useful in many applications, most notably in information retrieval (Fagan, 1987; Zhai, 1997; Jones and Stavely, 1999; Song et al., 2006; Boudin et al., 2020) and summarization (Zha, 2002; Wan et al., 2007; Qazvinian et al., 2010).

Current models for generating keyphrases are built upon the sequence-to-sequence architecture (Sutskever et al., 2014) and are able to generate absent keyphrases that is, keyphrases that do not appear in the source text. However, training these models require large amounts of labeled data (Meng et al., 2021). Unfortunately, such data is only available for limited domains and languages which greatly limits the applicability of these models (Ye and Wang, 2018). This work addresses this issue and introduces kp-biomed, the first large-scale dataset for keyphrase generation in the biomedical domain.

Creating labeled data for keyphrase generation is a challenging task, requiring expert annotators and great effort (Kim et al., 2010; Augenstein et al., 2017). A commonly-used approach to cope with this task is to collect scientific abstracts and use keyphrases provided by authors as a proxy for expert annotations. Authors provide keyphrases without any vocabulary constraint to highlight important points of their article; whereas indexers use a specific vocabulary and focus on indexing the article within a collection (Névéol et al., 2010). Therefore, keyphrases may differ from MeSH headings which are another indexing resource in the biomedical domain. Fortunately, author keyphrases are becoming increasingly available in the biomedical domain (Névéol et al., 2010), since they can be incorporated into search strategies in PubMed to improve retrieval effectiveness (Lu and Kipp, 2014). Despite this, the largest keyphrase-labeled biomedical dataset that we know of has about 3k abstracts, all of which are labeled with present-only keyphrases (Gero and Ho, 2019). In this paper, we take advantage of the expansive PubMed database to build a sufficiently large dataset to train biomedical keyphrase generation models\(^1\). We then compare models trained with different training set sizes to highlight the impact of dataset sizes in keyphrase generation. Our contributions are as follows:

- kp-biomed, a large, publicly available dataset for keyphrase generation in the biomedical domain, available through the Huggingface dataset platform\(^2\);
- Transformer-based models for biomedical keyphrase generation, providing open bench-

\(^{1}\)KP20k is currently considered as the reference dataset size (\(\geq 500k\)) to train keyphrase generation models

\(^{2}\)https://huggingface.co/datasets/taln-ls2n/kpbiomed
marks to stimulate further work in the area;

- Performance analysis of our models, which provides valuable insights into their generalization ability to other domains.

2 Dataset

We employ the December 2021 baseline set of MEDLINE/PubMed citation records as a resource for collecting abstracts, which contains over 33 million records. We extracted all the records (5.9 million) that include a title, an abstract and some author keyphrases. Records of papers published between 1939 and 2011 only account for a small fraction of these extracted records (3%) and were further filtered out to avoid possible diachronic issues. Last, we went through the remaining records to split the semicolon-separated list of author keyphrases and discard those having keyphrases with punctuation in it. The resulting dataset is composed of 5.6 million abstracts and was randomly and evenly divided by publishing year into training, validation and test splits. To investigate the impact of the amount of training data on the quality of the generated keyphrases, the training split was further divided into increasingly large subsets: small (500k), medium (2M) and large (5.6M). The training splits are also evenly divided by publishing year.

Statistics of the kp-biomed dataset are detailed in Table 1 along with other commonly-used datasets for keyphrase generation and extraction. We are aware of only two datasets in the biomedical domain: NamedKeys (Gero and Ho, 2019) which is made up of MEDLINE/PubMed abstracts and is therefore mostly included in kp-biomed, and Schutz (Schutz, 2008) which is composed of full-text articles from the same source. It is worth noting that these datasets are very limited in size (3k and 1.3k documents respectively) compared to recent keyphrase generation datasets KP20k (Meng et al., 2017), KPTimes (Gallina et al., 2019) and LDKP10k (Mahata et al., 2022). Table 1 shows that thanks to the amount of papers available in MEDLINE/PubMed, kp-biomed is the largest of all aforementioned datasets, being more than 10 times larger than KP20k which is the current reference dataset for keyphrase generation. The average number of keyphrases per document (#kp) in kp-biomed is roughly the same than in KP20k and LDKP10k which have their keyphrases assigned by authors as well. However, we see that this number is way below the average number of keyphrases assigned by professional indexers like in Inspec (Hulth, 2003) or when authors’ keyphrases are combined with readers’ as in SemEval-2010 (Kim et al., 2010). The unusually high number of keyphrases per document in NamedKeys, despite having author assigned keyphrases, is because of two restrictive criteria. Indeed, each article has at least 5 keyphrases all of which have to occur in the source text. The average number of words per keyphrase (#kp_len) is also comparable for all scientific datasets regardless of the kind of annotators.

Using keyphrases as proxies for indexing or expanding documents with queries composed of words that do not appear in the source text, has been proven more useful to enhance document retrieval than using words occurring in the text (Boudin et al., 2020; Nogueira et al., 2019). In keyphrase generation, we call those keyphrases absent keyphrases, for which several definitions are being used. We refer to the definition from (Meng et al., 2017) “we denote phrases that do not match any contiguous subsequence of source text as absent keyphrases” which was then precised in (Boudin and Gallina, 2021). In (Gero and Ho, 2019) the keyphrase "anesthesia" is considered present if the word "postanesthesia" is in the source text. In our case, it is considered absent which is why NamedKeys does not appear with 100% present keyphrases in Table 1. The main difference between kp-biomed and NamedKeys, despite the number of documents, is the proportion of absent keyphrases. kp-biomed contains about 34% of absent keyphrases which is in the same range as scientific datasets KP20k and LDKP10k that were designed to train neural generative approaches (Meng et al., 2017; Mahata et al., 2022).

3 Experiments

3.1 Models

In keyphrase generation, the architectures are currently mainly based on autoencoders with Recurrent Neural Networks (Meng et al., 2017; Chen et al., 2018, 2019; Chan et al., 2019) or Transformers (Meng et al., 2021; Ahmad et al., 2021).

Following the work of (Meng et al., 2021) that obtained state-of-the-art results with Transform-
| Domain          | Dataset       | #train | #val | #test | #doc len | #kp | #kp len | P | A |
|----------------|---------------|--------|------|-------|----------|-----|---------|----|----|
| Biomedical      | kp-biomed (ours) | 5.6M   | 20k  | 20k   | 271      | 5.3 | 1.9     |    |    |
|                 | NamedKeys     | –      | –    | 3k    | 276      | 14.3| 1.9     |    |    |
|                 | Schutz        | –      | –    | 1.3k  | 5.4k     | 5.4  | 1.9     |    |    |
| General         | KP20k         | 530k   | 20k  | 20k   | 175      | 5.3 | 2.1     |    |    |
| scientific      | SemEval-2010  | 144    | –    | 100   | 192      | 15.4| 2.1     |    |    |
| articles        | Inspec        | 1k     | 500  | 500   | 138      | 9.8 | 2.3     |    |    |
|                 | LDKP10k       | 1.3M   | 10k  | 10k   | 4.9k     | 6.9  | 2.1     |    |    |
| News            | KPTimes       | 260k   | 10k  | 20k   | 921      | 5.0 | 1.5     |    |    |

Table 1: Statistics of the proposed dataset. For comparison purposes, we also report statistics of commonly-used and other biomedical datasets. Columns P and A are respectively the percentage of keyphrases occurring in the source text and absent ones.

ers, we used two different generative BART models (Lewis et al., 2020) and compared their performances on different domains. However, in this article we did not seek to get state-of-the-art results, but rather introduce kp-biomed to the community with results on well known baselines, which is why we employed pre-trained models that we just fine-tuned for keyphrase generation (Chowdhury et al., 2022). The models are BioBART-base (Yuan et al., 2022) which is already pre-trained on PubMed and BART-base (Lewis et al., 2020) which is pre-trained on news, books and webtext. To the best of our knowledge, there is no generic scientific BART model. Therefore, we chose BioBART for fine-tuning on scientific datasets rather than BART. Models are available via the huggingface platform.

For comparison with extractive approaches, we considered MultipartiteRank (Boudin, 2018) as a baseline, which is state-of-the-art in unsupervised graph-based keyphrase extraction. We used the implementation available in the keyphrase extraction toolkit pke with the default settings.

### 3.2 Experimental settings

We followed the One2Seq paradigm (Meng et al., 2021) for training which consists of generating the keyphrases of an input article as a single sequence. For each article, we concatenated the ground truth keyphrases as a single sequence with a special delimiter. Following (Meng et al., 2021), present keyphrases were ordered by their first occurrence in the source text followed by the absent ones.

We trained each model for 10 epochs with a batch size of 128. We set the input length limit at 512 tokens for the text and 128 tokens for the reference keyphrase sequence. All the parameters and the training were handled with the huggingface trainer API. Hyperparameters and hardware details are available in appendix A. Training the BioBART-base model on the small training split for 10 epochs took about 9 hours and about 110 hours on the large training split. Once models were trained, we over-generated keyphrase sequences using beam search with a beam width of 20 for evaluation. Inference on test sets took around 50 minutes each.

### 3.3 Evaluation

We evaluated our models on 3 datasets, kp-biomed for biomedical data, KP20k for generic scientific documents and KPTimes for news articles. We did not use NamedKeys as a test set as we noticed a substantial overlap with our training set. We evaluated present and absent keyphrase generation separately to get better insights of our models’ performances. To that end, we only compared each model’s output to the present (respectively absent) keyphrases of the ground truth. For present keyphrases we employed F1@M and F1@10. F1@M is the F1 measure applied on the first keyphrase sequence generated by the model whereas F1@10 evaluates the top ten generated keyphrases. We evaluated absent keyphrase generation with R@10 which is the recall on the top 10 generated keyphrases. As F1@10 and R@10 require 10 keyphrases, if we did not have enough unique keyphrases with

---

5https://github.com/boudinfl/pke

6Our code is available for reproducibility. https://github.com/MHoubre/kpbiomed
our over generation, we added the token "<unk>" until we reached 10 keyphrases. The generated keyphrases and the reference were stemmed with the Porter Stemmer to reduce matching errors. To measure statistical significance, we opted for Student’s t-test at p < 0.01.

### 3.4 Results

The macro-averaged results of the evaluation are reported in Table 2 and Table 3. BioBART-KP20k (respectively BART-KPTimes) stands for the BioBART (respectively BART) model which has been fine-tuned on KP20k (respectively KPTimes). For BioBART models, we add the size of the kp-biomed training split in the name for clarity.

Table 2: Performances of the models on present keyphrase generation. † means significant improvements over BioBART-small. Second best results are underlined.

| Model            | kp-biomed | KP20k | KPTimes |
|------------------|-----------|-------|---------|
|                  | F1@10     | F1@M  | F1@10   | F1@M  | F1@10 | F1@M  |
| MultipartiteRank | 15.3      | –     | 12.9    | –     | 16.7  | –     |
| BioBART-small    | 31.4      | 32.5  | 25.2    | 27.1  | 22.0  | 24.4  |
| BioBART-medium   | 32.5†     | 33.8† | 26.2†   | 28.2† | 22.1  | 24.6  |
| BioBART-large    | 33.1†     | 34.7† | 26.9†   | 28.9† | 23.5† | 26.2† |
| BioBART-KP20k    | 28.2      | 29.5  | 28.6†   | 31.9† | 16.8  | 19.2  |
| BART-KPTimes     | 9.1       | 9.6   | 3.6     | 2.7   | 29.7† | 39.4† |

Table 3: Performances of the models on absent keyphrase generation. † means significant improvements over BioBART-small. Second best results are underlined.

Transformer based approaches achieve the best results but only on the datasets they were trained on as previously showed for RNN based approaches in (Gallina et al., 2019). For present keyphrase generation, BioBART-large achieves significant improvements compared to its small and medium counterparts in all datasets. This shows that using more data does improve the performances of the generative approaches in predicting present keyphrases in in and out of domain data. The performance drop of BioBART-KP20K on kp-biomed is interestingly much more controlled than BioBART models’ on KP20k. Compared to BioBART-small which has been trained on the same amount of data, the drop in F1@M is only of 7.5% relative for BioBART-KP20k when it is of 16.6% relative for BioBART-small. We think that BioBART’s pre-training may be beneficial for BioBART-KP20k on kp-biomed. On news articles though, BioBART-KP20k shows a relative drop of 35%, when it is only of 25% relative for BioBART-small. When used on out of domain data, BART-KPTimes performs even worse than MultipartiteRank.

In absent keyphrase generation, models fail in attaining significant improvements outside of their domain. Using more data does not seem to help for out of domain absent keyphrase generation. We can explain the high results of BART-KPTimes on its test set by the fact that many of the absent keyphrases are common to numerous articles.

We also think that the keyphrase order that we chose for training is one reason for the models’ poor abstractive results. To verify this hypothesis, we compute the average percentage of the models’ predictions appearing in the source text. Results are reported in Table 4. For @10, we removed all the added <unk> tokens before computing. It is clear that the extraction percentage of each model decreases when using top 10 predictions on all datasets. This shows that models prioritize generating present keyphrases which can then lead to low quality absent candidates.

Table 4: Extraction percentage in top M and top 10 predictions
4 Conclusion
This paper introduces kp-biomed, the first large scale dataset for biomedical keyphrase generation. We hope this new dataset will stimulate new research in biomedical keyphrase generation. Several generation models have been trained on this dataset and showed that having more data significantly improves the performances for present and absent keyphrase generation. However, models still perform very poorly on absent keyphrase generation even when using larger amounts of data. In future work, we will focus on how to use kp-biomed to improve biomedical absent keyphrase generation.

5 Broader Impact and Ethics
kp-biomed contains some abstracts that are part of copyright protected articles. As the "all rights reserved" statement is optional to be copyright protected, removing articles with this statement does not solve the problem (i.e no copyright statement does not mean free of use data). To be able to collect, work with these data and share the dataset to the research community, we complied with the conditions of US fair use and the exceptions from the 2019/79 EU guideline on using copyright content in text and data mining for research purposes. One of those criteria was to not use the data for commercial purposes which is why we opted for the Creative Commons Non Commercial use license CC-BY-NC v4.0.
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A Training settings

• GPU type: V100 32Go
• Number of GPU: 4
• Trainer: Seq2SeqTrainer
• Text max size: 512
• Reference max size: 128
• Optimizer : AdamW
• Learning rate: $5 \times 10^{-5}$
• Other hyperparameters: Seq2SeqTrainer default values