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Abstract—The use of Terahertz (THz) technology in sixth-generation (6G) networks will bring high-speed and capacity data services. But limitations like molecular absorption, rain attenuation, and limited coverage range cause communication losses. To overcome these losses and improve coverage in rural areas, a high number of base stations are required. Hence, an aerial communication platform, which uses line-of-sight (LoS) communication to avoid losses, is needed. To address this, we study the deployment and optimization of multi-access edge computing (MEC)-powered unmanned aerial vehicle (UAV) for sub-THz communication in remote areas. To this end, we solve an optimization problem to minimize energy consumption and delay for MEC-UAV and mobile users. The formulated problem is a mixed-integer non-linear programming (MINLP) problem. As the problem is an MINLP, we decompose the main problem into two subproblems. Due to its convex nature, we solve the first subproblem with a standard optimization solver, i.e., CVXPY. To solve the second subproblem, we design a resources-based multi-agent proximal policy optimization (RMAPPO) deep reinforcement learning (DRL) algorithm with an attention mechanism. The considered attention mechanism is utilized for encoding a diverse number of observations. This is designed by the network coordinator to provide a differentiated fit reward to each agent in the network. The simulation results show that the proposed algorithm outperforms the benchmark and yields a network utility that is 2.22%, 15.55%, and 17.77% more than the benchmarks.

Index Terms—Unmanned aerial vehicles (UAVs), mobile-edge computing, resource allocation, sub-terahertz communication, multi-agent proximal policy optimization, attention mechanism.

I. INTRODUCTION

To provide reliable network services at the target location, unmanned aerial vehicles (UAVs) are considered suitable candidates due to their efficient on-point deployment [1]. In addition, UAVs can offer improved energy efficiency (EE), better network coverage, and increased network capacity by complementing existing terrestrial base stations [2], [3]. However, using UAVs as communication platforms has several obstacles concerning usage, trajectory development, and network bandwidth allocation for terahertz (THz)-band full-duplex wireless communications. Because today’s generation creates, transmits, and utilizes information, wireless data flow has increased dramatically in recent years [4]. Furthermore, mobile data traffic is predicted to exceed 56 exabytes each month, with video traffic increasing thrice [4]. This requires the use of a wireless network with up to a terabit per second (Tbps) per device per throughput. Due to the remarkable increase in wireless communication, the exploration of a new radio spectrum has become necessary to satisfy customers’ increased requirements [5], [6].

The THz-band offers high bandwidth and data throughput compared to regular radio frequency (RF) communication bands. Currently, a new study avenue for telecom researchers and policymakers is the 0.1 – 10 THz frequency range [7]. The THz frequency range potentially offers a large bandwidth up to THz, which results in a hypothetical Tbps capacity [8]. Consequently, the supplied bandwidth is larger than a millimeter-wave (mmWave) system by one order of magnitude [9]. Furthermore, THz transmissions have greater connection directionality and lower eavesdropping possibilities than mmWave signals.

THz band research suggests that these frequencies have several advantages over optical frequencies, i.e., THz frequencies are excellent options for uplink communication. THz frequencies
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enable the propagation of non-line-of-sight (NLOS) signals to substitute reliable ones under adverse weather circumstances such as rain, fog, turbulence, and dust. In addition, an ambient sound emission from optical sources will not impact the THz frequency range and is not related to any safety or health limitations [10]. However, despite high propagation loss, THz-band transmissions always have a huge bandwidth advantage [11]. This huge loss is caused by the passage of the electromagnetic (EM) signal through the medium, as well as the absorptive loss caused by the molecular absorption of atmospheric water vapor molecules [12], [13].

Most prior works neglected the full-duplex communication in UAV-assisted networks at THz-band. However, there are just a few articles [14], [15], [16] about UAV communication via the THz channel. In [14], the effect of mobility with uncertainty on THz frequency communications among flying-type UAVs was investigated. Furthermore, outside tests were conducted to assess the mobility with an uncertainty of flying UAVs of various sizes. Faced with mobile uncertainty, the possible capacity of THz connections was examined. The performance of UAV-enabled integrated access and backhaul networks within the same band was to be improved by assisting the interference control approach based on UAVs [15]. Moreover, mobile user base station (BS) interactions and downlink power allocations were optimized using the fixed-point approach and particle swarm optimization (PSO). The position and orientation error constraints were used [15] to study the position and orientation estimation potentials of a multiple input multiple output (MIMO) orthogonal frequency division multiple access (OFDMA) link between two THz-enabled UAVs. The performance of incorporated access and backhaul networks was improved in [15] with the use of a UAV-based interference control strategy. In [16], the authors considered the throughput and trajectory maximization of UAVs, but they only considered UAV communication. The full-duplex communication and computation resources allocation based on multi-access edge computing (MEC)-assisted UAVs are missing.

Little prior research on optimizing UAV trajectory, spectrum, power, and energy with full-duplex communication over THz-channel has been conducted. In addition, a few key challenges in the proposed networks are as follows: how can MEC-UAVs movement patterns be evenly designed? How should MEC-UAVs movement patterns and changing networks resources demand to be considered together in terms of resource allocation for the THz-communication link? To fill this research gap and answer those questions, we jointly consider optimizing these factors in our work. The key contributions of this work are summarized as follows:

- We propose a MEC-assisted UAV network architecture for data-driven task offloading using THz-band communication. Our research focuses on optimizing the joint trajectory and resource allocation of MEC-UAVs in sub-THz networks.
- The network resource allocation must satisfy mobile user constraints and improve quality of service (QoS) and the trajectory of the MEC-UAVs must be optimized to the greatest extent possible. The ultimate objective is to maximize network utility (i.e., minimize network energy consumption and delay) while striking a balance between these two goals.
- Thus we proposed a novel method for managing network resources and UAVs by assigning each resource variable as a separate agent. This approach is more practical because each agent has its constraints that can’t be handled in the same manner as given in the optimization problem.
- Next, we transformed our optimized formulation into a decentralized partially observable Markov decision process (Dec-POMDP).
- To handle the resource allocation and trajectory management in MEC-UAV networks based on Dec-POMDP, we present a resources-based multi-agent proximal policy optimization (RMAPPO) deep reinforcement learning (DRL) technique based on the actor-critic mechanism.
- To build distributed RMAPPO models, we use a centralized training and distributed execution (CTDE) strategy. This allows each agent to easily monitor other agents’ state and action information through an attention approach, enabling them to work together to complete the resource allocation task.
- Additionally, RMAPPO-DRL incorporates an attention mechanism, allowing each agent to concentrate on the most relevant information and optimize itself. This results in a reduction of complexity when addressing this dynamic network issue.
- The proposed approach has been verified by extensive simulation results from multiple experiments, demonstrating its ability to optimize resource allocation and MEC-UAV trajectories even with limited resources.

The rest of this article is organized as follows. In Section II, we present the related works of this article. Then, the proposed system model and problem formulation are presented in Section III. After that, in Section IV, the proposed algorithm is described. The implementation and simulation results are described in Section V, and finally the conclusions are presented in Section VI. The main notations are summarized in Table I.

## II. RELATED WORK

### A. Full-Duplex Communication

In this subsection, we provide a literature review on full-duplex communication [17], [18], [19], [20], [21], [22]. In [17], authors investigated how to facilitate the efficient coexistence between a full-duplex access point (AP) and half-duplex mobile users in a wireless local area network. The interaction between full-duplex AP and half-duplex mobile users is investigated using an asymmetrical duplex (A-Duplex) AP as a media access control (MAC) protocol. The authors of [18] conducted a comprehensive examination of an analogous full-duplex amplify-and-forward relaying performance and suggested a channel based on power line communication (PLC) features. This channel is an analog adaptive circuit to enhance signal amplification at the relay and prevent any instability brought on by the positive feedback chain. Authors suggested a full-duplex wireless communication network in [19] that may simultaneously support wireless power transmission from a hybrid AP in the downlink...
and a time-division multiple access (TDMA) scheme for mobile user devices in the uplink.

In a cell-free massive multiple-input multiple-output (MIMO) network with incomplete channel state information (CSI) under spatially correlated channels, the authors in [20] investigated the spectral efficiency (SE) of network-aided full-duplex communications. Large-dimensional random matrix theory is used to offer the deterministic counterparts used in the uplink total data rate with a least mean square error (MSE) receiver, the downlink total data rate with zero-forcing, and similarly the regularized zero-forcing beamforming. To jointly combine fog computing with cloud computing, the authors in [21] develop in-band full-duplex communications. The authors build an M/M/1 queuing model to represent the computing delay by considering the statistical fluctuation of the computation time induced by co-located and concurrent workloads. In [22], the performance of the suggested full-duplex D2D-aided mmWave MIMO-NOMA with randomly scattered mobile users was investigated and evaluated under reasonable assumptions. The authors concluded that maximizing the full-duplex connection’s transmission power is crucial since doing so ensures less self-interference and raises system capacity. However, none of the earlier work has discussed full-duplex communication (i.e., uplink and downlink) for the following networks that are possible by THz.

B. THz-Band Communication

In this subsection, we provide a literature review on THz-band communication [14], [23], [24], [25], [26]. The authors in [23] devised a combined optimum resource allocation mechanism within the THz frequency band for self-powered devices (e.g., nano-devices) to enable energy harvesting (EH) that is based on nano-networks to achieve the largest channel capacity. The EH models and wireless communication within the THz frequency band were created utilizing the modulation technique known as time-spread on-off keying (TS-OOK). In [24], the authors use a combination of measurement, modeling, and analytical methodologies to investigate two common deployments for the interference of side lanes, composed of urban road and highway contexts, for low terahertz bands and millimeter-wave. On the side lanes, both direct interference and multipath interference of transmitting cars are taken into account. The authors in [25] reported the results of a 2 × 2 MIMO channel-based THz-band line-of-sight (LoS) communication. The network infrastructure is built on the sub-harmonic mixer, which converts the vector network analyzer’s measurement frequency into a range of 298 to 313 GHz.

The authors in [26] represent a series of THz band experimental results based on propagation channel data (i.e., outdoor environment) with double-directional. The tests are carried out in one of the recently authorized frequency zones for the THz study by the Federal Communication Commission (FCC), which is between 141 and 148.5 GHz. The authors employed dual directional channel sounds with a frequency spectrum sounding method relying on RF-over-Fiber extensions for measurements over 100 m in urban settings. To understand how mobility uncertainties impact mmWave or THz-band communications between airborne UAVs, the researchers in [14] took a preliminary approach. They started by conducting several field tests to ascertain the movement uncertainty of airborne UAVs of various sizes, including micro, small, and big. Next, the impact of mobility uncertainty is considered when evaluating the capability of mmWave or THz links. However, none of the earlier work has discussed THz-based full-duplex (i.e., uplink and downlink) communication based on UAVs.

C. UAV-Assisted Wireless Networks

In this subsection, we will discuss the UAV-based wireless networks and their control in the literature [27], [28], [29], [30], [31], [32], [33], [34]. To make the most use of network resources, UAVs have lately gained popularity in industries including the Internet of Things (IoT), sensor networks, and three-dimensional (3D) wireless networks. In wireless sensor networks (WSNs),
where energy utilization of sensors in data transmission is essential, data gathering by UAV is rather significant. The authors of [27] suggested a UAV-enabled WSN to solve this issue, in which a UAV is dispatched to collect data from networked sensors. The authors of [28] proposed a wireless-powered communication network outfitted with rotary-wing UAVs to enable simultaneous energy collection and information relay to several ground mobile users.

The authors in [29] have investigated how UAV wireless mesh networks and ground-based networks share the same spectrum to increase UAV network capacity. For rotary-wing UAV-enabled full-duplex wireless-powered IoT networks, the authors in [30] construct three optimization problems: a sum-throughput maximization (STM) problem, a total-time minimization (TTM) problem, and a total-energy minimizing (TEM) problem. However, none of the earlier work has discussed THz-based full-duplex (i.e., uplink and downlink) communication along with UAV trajectory optimization. The author presented a framework for a collaborative multi-UAV-assisted MEC system coupled with a MEC-enabled terrestrial base station in [31]. However, real-time MEC-UAV trajectory and deployment optimization, which is critical in this network situation, is missing.

In [32], the authors examined the impact of meshed airborne communication networks on the performance of small unmanned aircraft systems (SUAS). They noted that these networks have the potential to drive new applications and markets in civilian domains, drive disruptive technologies, and put significant pressure on air traffic control. They also suggested that meshed ad hoc networking can effectively handle the communication needs of the increasing number of SUAS anticipated in the future. The authors in [33] detail the creation of a coordination algorithm for UAV swarms in communication relay networks and surveillance missions. The hybrid algorithm, incorporating pheromone maps, market auctions, and proactive link maintenance, creates a self-organizing network to support UAVs in exploration and targeting tasks. The authors in [34] explored the latest state-of-the-art (SOTA) techniques for controlling and coordinating a swarm of UAVs. None of these previous techniques used a learning-based algorithm for control, instead relying solely on rule-based algorithms which work well in fixed network environments but not in dynamic ones where real-time decisions are needed. To address this, we utilized RMAPPO-DRL, a less complex but effective SOTA DRL algorithm that performs well in real-time environments [35].

D. Multi-Agent Reinforcement Learning

In this subsection, we will discuss the multi-agent reinforcement learning (MARL) in the literature [36], [37], [38]. Reinforcement learning (RL) is one of the most advanced machine learning approaches, in which agents develop themselves by interacting with their environment, continually exploring, and gathering experiences to optimize their rewards [36]. RL has achieved significant advances in various sectors in recent years, including robots, autonomous cars, gaming, energy management, and others [37]. It has been demonstrated to be a successful solution to resource allocation issues. In real-world situations, agents regularly collaborate to achieve the same goal. Single-agent RL techniques might fail or perform sub-optimally in these environments for various reasons, including partial observability in multi-agent systems, which is exacerbated by increasing the number of agents. MARL claims to tackle these issues with its decentralized execution and centralized training paradigm. In this paradigm, agents make judgments based on local observations, but training entails utilizing all publicly accessible knowledge.

One widely held belief in the MARL literature is that we will only train a limited number of agents, which is incorrect for many real-world MARL applications. Agents in a cooperative video game, for example, may “generate” (i.e., be generated) or “dead” throughout a single episode (i.e., end before the other agents). For example, a group of robots may run out of battery power, forcing one to terminate its journey before the other. In general, an agent can terminate prematurely, implying that it ceases to affect the environment or other agents in the middle of an episode. Furthermore, extra agents can be recruited during an episode.

Existing algorithms often address these scenarios by putting inactive agents in absorbing states. Regardless of action choice, an agent stays absorbing until the entire collection of agents reaches a termination condition. Absorbing states allow current methods to teach cooperative agents to perform tasks with early termination while simplifying environment and multi-agent API implementations [38]. Furthermore, absorbing states allow decentralized partially observable Markov decision processes (POMDPs) and Markov games to depict terminated jobs early without modification. However, the research is currently lacking on the implications of PPO-based MADRL for UAV networks, resource allocation, and trajectory optimization [39].

III. SYSTEM MODEL

A. Network Model

We consider a full-duplex communication and computation system with MEC-assisted multi-UAV networks, which consists of a set $\mathcal{V}$ of $V$ UAVs attached to MEC servers and a set $\mathcal{U}$ of $U$ mobile users (MU) as presented in Fig. 1. We assume that MEC-UAVs are operating in the THz frequency band and the available system bandwidth is orthogonally divided amongst multiple MEC-UAVs. Furthermore, we assume that the MEC-UAVs swarm is managed by an airship\(^1\) deployed by the network operator. To represent the dynamic nature of the network nodes, i.e., MEC-UAVs and MUs, we study the network operation within a set $\mathcal{N}$ of $N$ time slots. The network configuration is deemed fixed due to the brief duration of each time slot $n$. Fig. 2 shows the structure of the network time slots.

Each MEC-UAV $v$ moves its location to provide optimal wireless communication services to associated MUs while optimizing resources. The locations of MEC-UAV $v \in \mathcal{V}$ and MU $u$ are $l^n_v = [x^n_v, y^n_v, h_0]^T$ and $l^n_u = [x^n_u, y^n_u]^T$ at the time slot $n$. Furthermore, each MU $u \in \mathcal{U}$ has delay-sensitive computation task

\(^1\)It is appropriate to deploy an airship to administer a network of MEC-UAVs since its endurance period is quite long and height is best suited for aerial control.
at each time slot $n$ as $\Psi_u(n)$, which can be defined as the tuple $\Psi_u(n) = \{D_{\text{pre}}^u(n), C_{\text{min}}^u\} \forall u \in U, \forall n \in N$, where $D_{\text{pre}}^u(n)$ is the task’s input data size and $C_{\text{min}}^u$ is the minimum CPU cycles to compute the task data. It is difficult for MUs to compute their task locally due to the restricted computation capability of each MU and the delay limitation of the tasks. As a result, MU can transfer a portion of their tasks to MEC-UA V over a THz-band communication link to conduct remote computing. In this work, MEC-UA Vs are designed to operate in open environments and are deployed at the same altitude, usually higher than the blockages (buildings, trees, etc.). Therefore, it is reasonable to assume that the LoS communications between MEC-UA Vs and UEs will be dominant in the scenario of this article [40].

### B. Local Computation Model

For remote computation, we define a decision variable as $\alpha_u(n)$, which is a proportion of MU $u$’s task data that need to offload to MEC-UA $v$ at each time slot $n$. After that the proportion of the task data that computes at MU $u$ at time slot $n$ can be defined as follows:

$$D_{\text{in}}^u(n) = (1 - \alpha_u(n))D_{\text{pre}}^u(n). \quad (1)$$

After obtaining the proportion of task data $D_{\text{in}}^u(n)$ for local computation, we can find local computation delay of MU $u$ at time slot $n$ is as follows:

$$t_{\text{comp}}^u(n) = \frac{\beta_u D_{\text{in}}^u(n)}{c_{\text{in}}^u}, \quad (2)$$

where $\beta_u$ denotes the desired CPU cycles to compute 1-bit of input task data and $c_{\text{in}}^u$ is the computation capacity (i.e., cycles/s) that MU utilizes at each time slot $n$. After obtaining the local task data $D_{\text{in}}^u(n)$ and its computation time $t_{\text{comp}}^u(n)$, we can calculate the local computation energy consumption at MU $u$ to execute the task at time slot $n$, which is described in [41] as follows:

$$E_{\text{comp}}^u(n) = q_u \left(\frac{1}{c_{\text{in}}^u}\right)^2 \beta_u D_{\text{in}}^u(n), \quad (3)$$

where $q_u$ refers to the chip architecture constant installed in MU $u$, and we set $q_u = 5 \times 10^{-27}$, $\forall u \in U$ as defined in [41].

### C. MEC-UAVs Computation Model

In order to execute MU $u$ task data to the MEC-UAV, i.e., remote computation, each MU $u$ offloads a fraction of the computation task to MEC-UAV $v$ by using the THz-band communication link. Therefore, the achievable data rate for the uplink communication link from MU $u$ to MEC-UAV $v$ at each time
slot \( n \) is [42]:

\[
P_{u,v}^{\text{ul}}(n) = \omega_{u,v}^{\text{ul}} D_{u,v}^{\text{ul}} \log_2 \left( 1 + \frac{p_{u,v}^{\text{ul}} h_0}{\omega_{u,v}^{\text{ul}} D_{u,v}^{\text{ul}} (d_{u,v}^{\text{ul}})^2 e^{\alpha d_{u,v}^{\text{ul}} \sigma^2}} \right),
\]

where \( \omega_{u}^{\text{ul}} \) denotes the fraction of bandwidth (i.e., THz-band) designated to MU \( u \), \( D_{u,v}^{\text{ul}} \) refers to the total bandwidth for the uplink transmission of MEC-UA \( v \), \( p_{u,v}^{\text{ul}} \) is the transmit power of MU \( u \), \( \sigma^2 \) represents the Gaussian noise power, \( d_n \) is the distance between MU \( u \) and MEC-UA \( u, h_0 \) is the channel gain at a reference distance \( d_0 = 1 \text{ m} \), and \( d_{u,v}^{\text{ul}} = \sqrt{(h_0)^2 + (d_{u,v}^{\text{ul}})^2} \) is distance between MEC-UA \( v \) and MU \( u \) at time slot \( n \), and \( \alpha(f) \) is a molecular absorption coefficient that depends on the operating frequency \( f \) and concentration of water vapor molecules [43]. For notational simplicity, hereinafter, we use a to represent \( \alpha(f) \). The signal propagation at the THzband is mostly impacted by molecular absorption, which causes molecular absorption loss and molecular absorption noise, as proven in [44]. Since we consider communication between Airship, UAVs, and UEs, we can deploy the molecular absorption coefficient \( \alpha \) that depends on the operating frequency \( f \) and concentration of water vapor molecules, as also done in [42]. In this article, the operating frequency \( f \) is assumed 1.2 THz, we can obtain the molecular absorption coefficient \( \alpha \) as 0.005 \text{ m}^{-1}.

Thus, the uplink communication delay experienced by MU \( u \) associated with MEC-UA \( v \) at time slot \( n \) is as follows:

\[
t_{u,v}^{\text{ul}}(n) = \frac{D_{u,v}^{\text{mec}}(n)}{R_{u,v}^{\text{ul}}(n)},
\]

where \( D_{u,v}^{\text{mec}}(n) = \alpha_u(n) D_{u,v}^{\text{mec}}(n) \) denotes the task data size of MU \( u \) that is offloaded to MEC-UA \( v \) at time slot \( n \). Then, the uplink communication energy consumption for MU \( u \) at time slot \( n \) can be defined as follows:

\[
E_{u,v}^{\text{ul}}(n) = \omega_{u,v}^{\text{ul}}(n) \cdot p_{u,v}^{\text{ul}}.
\]

Following that, MU \( u \) offloaded task data (e.g., \( D_{u}^{\text{mec}}(n) \)) is executed at MEC-UA \( v \).

As a result, the computation delay incurred by MU \( u \) in order to successfully complete the computation of its offloaded task data at MEC-UA \( v \) during time slot \( n \) can be calculated as follows [45]:

\[
T_{u,v}^{\text{comp}}(n) = \frac{\beta_v D_{u,v}^{\text{mec}}(n)}{c_{u,v}^{\text{mec}}},
\]

where \( \beta_v \) denotes the required CPU cycles to compute 1-bit of input data and \( c_{u,v}^{\text{mec}} \) refers to the computation capacity of MEC-UA \( v \) that is allocated to compute the offloaded task of MU \( u \).

Additionally, the energy consumption at MEC-UA \( v \) to compute the task data \( D_{u,v}^{\text{mec}}(n) \) that was offloaded from MU \( u \) at time slot \( n \) can be defined by following [41]:

\[
E_{u,v}^{\text{comp}}(n) = q_v (c_{u,v}^{\text{mec}})^2 \beta_v D_{u,v}^{\text{mec}}(n),
\]

where \( q_v \) refers to the chip architecture constant that is installed at MEC-UA \( v \).

Following computation of the offloaded task \( D_{u,v}^{\text{mec}}(n) \) at MEC-UA \( v \), MU \( u \) receives the processed result through downlink communication. Consequently, the achievable data rate for the downlink communication from MEC-UA \( v \) to MU \( u \) at time slot \( n \) is as follows:

\[
P_{u,v}^{\text{dl}}(n) = \omega_{u,v}^{\text{dl}} D_{u,v}^{\text{dl}} \log_2 \left( 1 + \frac{p_{u,v} h_0}{\omega_{u,v}^{\text{dl}} D_{u,v}^{\text{dl}} (d_{u,v}^{\text{dl}})^2 e^{\alpha d_{u,v}^{\text{dl}} \sigma^2}} \right),
\]

where \( \omega_{u,v}^{\text{dl}} \) denotes the allocated THz-bandwidth from MEC-UA \( v \) to MU \( u \), \( D_{u,v}^{\text{dl}} \) refers to the total THz-bandwidth for the downlink communication of MEC-UA \( v \), and \( p_{u,v}^{\text{dl}} \) represents the transmit power of MEC-UA \( v \) to MU \( u \).

As a result, MU \( u \) during time slot \( n \) encountered the following downlink communication delay:

\[
t_{u,v}^{\text{dl}}(n) = \frac{D_{u,v}^{\text{post}}(n)}{R_{u,v}^{\text{dl}}(n)},
\]

\[
D_{u,v}^{\text{post}}(n) = \delta_v^{\text{post}} D_{u,v}^{\text{mec}}(n),
\]

where \( \delta_v^{\text{post}} \) denotes a constant between 0 and 1, and \( D_{u,v}^{\text{mec}}(n) \) presents the data size of processed task of MU \( u \) that is transmitted back from MEC-UA \( v \) at time slot \( n \). Next, MEC-UA \( v \) uses the following amount of energy to communicate the processed result back to MU \( u \) at time slot \( n \):

\[
E_{u,v}^{\text{dl}}(n) = t_{u,v}^{\text{dl}}(n) \cdot p_{u,v}.
\]

In addition, we evaluate the flight energy consumption, which is required to keep MEC-UA \( v \) aloft and, if necessary, to continue its movement. The flight energy consumption of a MEC-UA \( v \) is determined by its speed and design. Therefore, the flight energy consumption of a rotary-wing MEC-UA \( v \) with speed \( v_{\text{c}} \) at time slot \( n \) is calculated as follows [46]:

\[
E_{\text{fly}}(n) = t_{\text{fly}} \cdot v_{\text{c}}(n) \left[ c_1 (v_{\text{c}}(n))^2 + \frac{c_2}{(v_{\text{c}}(n))^2} \right],
\]

where parameters \( c_1 \) and \( c_2 \) are determined by the MEC-UA’s flying energy and the hovering energy consumption \( E_{\text{hover}}(n) \) is considered as a constant in this article [47]. That means we only focus on the moving energy consumption of flight for the sake of generality.

In order to complete the execution of MUs’ tasks at time slot \( n \), the energy consumption at both MEC-UA \( v \) and its associated MUs \( U_v \) can be calculated as follows:

\[
E_v(n) = E_{\text{fly}}(n) + E_{\text{hover}}(n) + \sum_{u=1}^{U_v} \left[ E_{u,v}^{\text{comp}}(n) + E_{u,v}^{\text{ul}}(n) \right. + E_{u,v}^{\text{dl}}(n) + E_{u,v}^{\text{post}}(n) \left. \right].
\]

The following total delay was encountered by MU \( u \) associated with MEC-UA \( v \) in order to finish the execution of its task at time slot \( n \):

\[
T_{u,v}(n) = t_{u,v}^{\text{comp}}(n) + t_{u,v}^{\text{ul}}(n) + t_{u,v}^{\text{dl}}(n) + t_{u,v}^{\text{post}}(n).
\]
Based on the findings of the preceding study, we can now outline our energy and delay minimization problem in the next subsection.

D. Problem Formulation

In this subsection, we will define the detailed problem formulation based on the proposed system model. This work’s major goal is to minimize the total energy consumption and network delay of both MEC-UAV and MUs under the tasks’ supplied information (i.e., MUs’ task data size, 2D position, and UAV-UEC association), while optimizing communication resources variables $\omega^d = \{\omega^d_1, \omega^d_2, \ldots, \omega^d_N\}$, $\omega^l = \{\omega^l_1, \omega^l_2, \ldots, \omega^l_N\}$, $p = \{p_1, p_2, \ldots, p_N\}$, computation resources variables $c^u = \{c^u_1, c^u_2, \ldots, c^u_N\}$, $c^mec = \{c^mec_1, c^mec_2, \ldots, c^mec_N\}$, offloading proportion $\alpha = \{\alpha_1, \alpha_2, \ldots, \alpha_N\}$ and trajectory $L = \{l_1, l_2, \ldots, l_N\}$ where $\omega^d, \omega^l, p, c^mec, \alpha, c^mec \in \mathbb{R}^{[V]} \times \mathbb{R}^{[U]}$, $\omega^d, \omega^l \in \mathbb{R}^{[V]}$, and $l_1, l_2, \ldots, l_N \in \mathbb{R}^{[V]}$ are subchannel, transmit power assignment, computation resource assignment, offloading proportion, and MEC-UAV’s location vectors, respectively, at time slot $n$. Therefore, we can define our optimization problem as follows:

$$
P_1: \text{minimize} \sum_{n=1}^{N} \sum_{v=1}^{V} \left[ \eta E_v(n) + (1 - \eta) \sum_{u=1}^{U} T_{u,v}(n) \right]
$$

subject to

$$\bigcup_{v=1}^{V} U_v = \mathcal{U}, \quad \sum_{v=1}^{V} U_v = \mathcal{U}, \quad \bigcap_{i \neq j} U_i \cap U_j = \emptyset, \quad \forall u \in \mathcal{U}, \forall v \in \mathcal{V}, \quad \omega^d_{u,v} \geq R_{\text{min}},$$

$$\sum_{u=1}^{U} \omega^d_{u,v} \leq 1, \quad \forall v \in \mathcal{V}, \quad \sum_{u=1}^{U} \omega^l_{u,v} \leq 1, \quad \forall v \in \mathcal{V}, \quad 0 \leq \omega^d_{u,v} \leq 1, \quad \forall u \in \mathcal{U}, \quad 0 \leq \omega^l_{u,v} \leq 1, \quad \forall u \in \mathcal{U},$$

$$\sum_{u=1}^{U} \omega^d_{u,v} p_{u,v} \leq P_{\text{max}}, \quad \forall v \in \mathcal{V}, \quad \sum_{u=1}^{U} \omega^l_{u,v} p_{u,v} \leq P_{\text{max}}, \quad \forall v \in \mathcal{V}, \quad 0 \leq p_{u,v} \leq P_{\text{max}}, \quad \forall u \in \mathcal{U}, \quad \forall v \in \mathcal{V}, \quad 0 \leq \alpha_{u,v} \leq 1, \quad \forall u \in \mathcal{U}, \quad \forall v \in \mathcal{V}, \quad \forall v \in \mathcal{V},$$

IV. TOWARDS RESOURCES-BASED MULTI-AGENT PROXIMAL POLICY OPTIMIZATION DEEP REINFORCEMENT LEARNING SOLUTION APPROACH

It can be observed that the formulated problem in (16) is a mixed-integer nonlinear programming (MINLP) problem, which is a non-polynomial-time (NP-hard) problem. Therefore, it is not possible to get an optimal solution within polynomial time. Thus, to solve the problem realistically, we decompose the main problem into two subproblems as follows. First in Subsection IV-A, since the optimization for computation resource allocation takes place within each network device (i.e., MEC-UAVs and MUs), the subproblem for computation resource allocation is introduced. This is because computing resources are calculated in the objective function independently of each
other, unlike other optimization variables. However, second in Subsection IV-B is still non-convex and each variable is not independent but coupled, so it cannot be solved by general convex optimization methods. On the other hand, reinforcement learning has the advantage that it can find the optimal value faster and more accurately than linearization/convexization techniques for non-convex problems. Therefore, second in Subsection IV-B through the resources-based multi-agent proximal policy optimization (RMAPPPO) deep reinforcement learning method, we address the optimization problem for communication and offloading resource allocation, and the MEC-UAVs’ trajectories.

A. Computation Resource Allocation for MEC-UAVs and MUs

In this subsection, we tackle the subproblem of local (MUs-based) and offloaded (MEC-UAVs-based) computation resource allocation and need to find the optimal solution for each. The subproblem can be defined as follows:

\[
P1.1 : \text{minimize } \sum_{n=1}^{N} \sum_{v=1}^{V} \eta E_v(n) + (1 - \eta) \sum_{u=1}^{U_v} T_{u,v}(n)
\]

subject to (16b), (16c), and (16l) \sim (16n).

(17a)

It can be observed that the proposed subproblem is convex in nature and can be solved with any standard optimization solver. Therefore, to solve this problem, we can utilize the CVXPY toolkit [48]. After solving this problem, we can obtain the optimal computation resource allocation solutions i.e., \( c^{\text{in}}, c^{\text{mec}} \).

B. Resources-Based Multi-Agent Proximal Policy Optimization Deep Reinforcement Learning for Resources Allocation and Trajectory Optimization

In this subsection, we will find the optimal decision variables for communication resource allocation (i.e., uplink and downlink bandwidth and transmit power), MEC-UAVs trajectories, and offloading data proportions. The subproblem can be defined as follows:

\[
P1.2 : \text{minimize } \sum_{n=1}^{N} \sum_{v=1}^{V} \eta E_v(n) + (1 - \eta) \sum_{u=1}^{U_v} T_{u,v}(n)
\]

subject to (16b) \sim (16k), and (16o) \sim (16q).

(18a)

It can be observed that the subproblem is complex in nature. To solve this problem, we propose a low-complexity multi-agent deep reinforcement learning algorithm based on proximal policy optimization, which can be discussed in the sequel.

1) Proximal Policy Optimization (PPO): Proximal policy optimization (PPO) is a representative reinforcement learning algorithm that is simple to implement and apply in various environments and shows stable performance [49]. PPO is a method to simplify the complex calculation of trust region policy optimization (TRPO). TRPO maximizes a surrogate objective as follows [50]:

\[
L_{\text{TRPO}}(\theta) = \mathbb{E}_n \left[ \frac{\pi_\theta(A_n | S_n)}{\pi_{\text{old}}(A_n | S_n)} \hat{A}_n \right] = \mathbb{E}_n \left[ r_n(\theta) \hat{A}_n \right],
\]

where \( r_n(\theta) \) denotes the probability ratio, \( A_n \) and \( S_n \) are an action and reward in time step \( n \). Without a constraint, maximization of the surrogate objective function \( L_{\text{TRPO}} \) of TRPO would lead to an excessively large policy update. Also, the surrogate objective function \( L_{\text{TRPO}} \) of TRPO has to find the second derivative and has a complex formula expansion [50]. Therefore, in PPO, the shortcomings of TRPO were supplemented by performing approximately with the first derivative through the clipping method. The following is the objective function to which the clipping is applied:

\[
L_{\text{CLIP}}(\theta) = \mathbb{E}_n \left[ \min(r_n(\theta)\hat{A}_n, \text{clip}(r_n(\theta), 1 - \epsilon, 1 + \epsilon)\hat{A}_n) \right],
\]

(20)

where \( \epsilon \) is a hyperparameter and \( \hat{A}_n \) is a truncated version of generalized advantage estimation which can be defined as follows:

\[
\hat{A}_n = \delta_n + (\gamma \lambda) \delta_{n+1} + \cdots + (\gamma \lambda)^{N-n+1} \delta_{N-1},
\]

(21)

where \( \delta_n = r_n + \gamma V(s_{n+1}) - V(s_n) \). The function in (20) takes a lower value when comparing the objectives used in the TRPO with the objectives to which clipping is applied. With this clipping method, we only consider the change in the probability ratio if it improves the objective. If it makes the objective worse, we leave it out.

Following that, PPO has an actor-critic network but has a network design that shares the parameters of policy and value functions. We must employ a loss function that combines the policy surrogate and an error term from the value function if we utilize a neural network design to share the parameters for the policy function and the value function. The following aim, which is improved with each iteration, is obtained by combining the policy surrogate with a value function error term:

\[
L^{\text{PPO}}(\theta) = \mathbb{E}_n \left[ L^{\text{CLIP}}(\theta) - c_1 L^{\text{VF}}(\theta) + c_2 E'[\pi_\theta](s_n) \right],
\]

(22)

where \( c_1 \) and \( c_2 \) are coefficients, \( E \) denotes an entropy function, and \( L^{\text{VF}} \) is a squared-error loss. In this objective \( L^{\text{PPO}} \) can further be augmented by adding an entropy bonus \( \hat{E} \) to ensure sufficient exploration. Fig. 3 shows the overall learning structure for the described PPO learning.

2) Embedded Multi-Head Attention (MHA) Mechanism: In our proposed RMAPPPO, we consider the ability to respond to situations in which the number of connected MUs dynamically changes. Since the input size of the general network model is fixed, we cannot effectively respond to the changing MUs information we want. Therefore, this article proposes a learning network model regardless of the number of connected MUs by adding attention in front of the input layer. We use a technique called Multi-Head Attention (MHA) [51]. MHA was initially proposed as a model for natural language processing but has recently become the most popular model widely applied to deep learning-based fields such as vision and RL and natural language processing. MHA module consists of parallel scaled dot-product attention equal to the maximum number of users.
that can be connected to one MEC-UAV, as shown in Fig. 4(a). Scaled dot-product attention is calculated by entering Query: $Q$, Key: $K$, and Value: $V$ of as follows:

$$\text{Att}(Q_u, K_u, V_u) = \text{softmax}\left( \frac{(Q K^T)}{\sqrt{d_u}} \right) V,$$

where $d_u$ is an input’s dimension of each MU $u$. In our system model, we set the input of MHA to each MU’s location and task requirement. Therefore, each MU’s location and requirements of task are used as Query: $Q$, Key: $K$, and Value: $V$. Through scaled dot-product attention, inputs of each MU are normalized to a fixed-sized vector, which is then combined through a Concat function as follows:

$$\text{MHA}(s_u)_{u \in U} = \text{Concat}(\text{Att}_1, \ldots, \text{Att}_U, \ldots, \text{Att}_{\text{max}}),$$

and,

$$s_u(n) = \{\Psi_u(n), l^n_u\},$$

where $\Psi_u(n)$ represents the required information of the task before offloading at each MU $u$, and $l^n_u$ indicates the position of each MU $u$. For a nonactive scaled dot-product attention, the input is zero. As a result of the MHA module, we can optimize through the same model even if the number of MUs connected to MEC-UAV changes. This can be used practically on the basis of the fact that the number of MUs connected to MEC-UAV can change.

3) Structure of Resources-Based Multi-Agent Proximal Policy Optimization (RMAPPO): As shown in Fig. 4(b), the proposed RMAPPO in this article is each optimization variable $(\omega, P, \alpha, L)$ PPO agents. Each agent learns simultaneously in the same environment. To correspond to a different number of MUs information, the observed information is encoded into the information of a fixed size through the MHA module. Moreover, each agent derives an action to determine the reward. In this case, the MARL structure with the same reward has limitations because the constraints corresponding to each agent are different. Therefore, in this article, the coordinator can provide different rewards according to the constraints of each agent. Next, we introduce the Markov Decision Process (MDP) of the agents used for learning.

The RMAPPO formulation for optimizing MEC-UAV network deployment is introduced based on MDP in this subsection. Initially, each agent gets the following observation based on MHA from the network:

$$S(n) = \{l^n_u, \text{MHA}(s_u(n))_{u \in U_v}\}_{u \in V},$$

where MHA$(\cdot)$ is the multi-head attention module, and $l^n_u$ denotes MEC-UAV $v$’s position. In our proposed framework, we
consider each network resource as an agent. Thus, after getting these observations, each agent takes actions according to their policy distribution, which can be defined as follows:

\[
A^u_v(n) = \{ω^u_{a,v}(n)\}_{a \in U_v},
\]

\[
A^u_v(n) = \{ω^u_{a,v}(n)\}_{a \in U_v},
\]

\[
A^p_v(n) = \{p_{a,v}(n)\}_{a \in U_v},
\]

\[
A^L_v(n) = \{Δ^n_{υ_{0}n+1}, Δ^n_{υ_{0}n+1}\},
\]

\[
A^α_v(n) = \{α_{a,v}(n)\}_{a \in U_v},
\]

where \(A^u_v(n)\) and \(A^v_u(n)\) denote the bandwidth allocation agent and their respective actions, \(A^p_v(n)\) denotes the transmit power allocation agent and their respective actions, \(A^L_v(n)\) denotes the trajectory design agent and their respective actions where \(Δ^n_{υ_{0}n+1}\) and \(Δ^n_{υ_{0}n+1}\) are the distance traveled of x-axis and y-axis, respectively, and \(A^α_v(n)\) denotes the amount of offloading task data control agent and their respective actions. Following the construction of the observations and action spaces, we must define a reward function that assures the goal of our optimization issue by satisfying each constraint. Therefore, in our proposed learning, the coordinator can transfer the different rewards based on each constraint to each agent. As a result, we can establish our reward function for each agent, which can be defined as follows:

\[
R^u_v(n) = Δu_v(n) + ζ^u \cdot F^{v, ultr}(f^{v, ultr}) \cdot f^{v, ultr},
\]

\[
R^v_u(n) = Δu_v(n) + ζ^u \cdot F^{v, ultr}(f^{v, ultr}) \cdot f^{v, ultr},
\]

\[
R^p_v(n) = Δu_v(n) + ν \cdot G^p_v(g^n_v) \cdot g^n_v,
\]

\[
R^α_v(n) = Δu_v(n),
\]

\[
R^L_v(n) = Δu_v(n) - ξ \cdot h^n_v,
\]

where \(u_v(n) = \frac{1}{n_E(n)+1} \sum_{i=1}^{n_E(n)+1} t_{i,v}(n)\) is the utility for the objective in the proposed problem, \(Δu_v(n) = u_v(t) - u_v(t-1)\) is the sum of the utility change, \(ζ^u, ζ^v, ν, \) and \(ξ\) are penalty factors. \(F^{v, ultr}(f^{v, ultr})\) is an index function that \(F^{v, ultr}(f^{v, ultr}) = 0\) if \(f^{v, ultr} < 0\), and \(F^{v, ultr}(f^{v, ultr}) = 1\) if \(f^{v, ultr} ≥ 0\) where \(f^{v, ultr} = 1 - \sum_{i=1}^{n_E(n)+1} t_{i,v}(n)\). \(F^{v, MHA}(f^{v, MHA})\) is also an index function that \(F^{v, MHA}(f^{v, MHA}) = 0\) if \(f^{v, MHA} < 0\), and \(F^{v, MHA}(f^{v, MHA}) = 1\) if \(f^{v, MHA} ≥ 0\) where \(f^{v, MHA} = 1 - \sum_{i=1}^{n_E(n)+1} t_{i,v}(n)\). Similarly, \(G^p_v(g^n_v)\) is an index function where \(g^n_v = P_{\max} - \sum_{i=1}^{n_E(n)+1} ω^i_{v,a,n}B^a_{P, a,v}(n), h^n_v \in \{0, 1\}\) is an indicator for constraint (160) that \(h^n_v = 1\) if \(∃i \in V : \|t_i - t_v\|^2 \geq L_{\min}\). After constructing the MDP based on our proposed optimization problem, we can obtain the optimal values of decision variables by running the proposed RMAPO algorithm, which is defined in Algorithm 1.

**Algorithm 1: Learning Process for Resources-Based Multi-Agent Proximal Policy Optimization (RMAPO)**

1. **Initialize:** the initial network \(π_0^u\) and \(π_0^p\) for agent of subchannel, network \(π_0^L\) for agent of power, network \(π_0^α\) for agent of offloading, and network \(π_0^L\) for agent of trajectory
2. **Obtain:** optimal computation resources from P1.1 solution, i.e., \(e^{in}\) and \(e^{mec}\)
3. **for episode = 1, 2, . . . , E do**
4. **Initialize** randomly each MU’s position and association.
5. **for time slot = 1, 2, . . . , N do**
7. **Encoding** \(s_v(n)\) to \(S_v = \text{MHA}(s_v(n), (v)\)
8. **Run policy** \(A^u_v(n) \sim π_θ ^α\), \(A^p_v(n) \sim π_θ ^p\), \(A^L_v(n) \sim π_θ ^L\)
9. **Compute each reward** \(R^u_v, R^v_u, R^p_v, R^ α_v, and R^L_v\) for UAV-BS v
10. **Save** \((S_v(n), A_v(n), R_v(n), S_v(n) + 1)) in memory of each agent
11. **end for**
12. **Compute advantage estimates** \(A^{u, v, . . . , u, v}_N\), \(A^{p, v, . . . , v}_N\), \(A^{ α, v, . . . , α}_N\), \(A^{L, v, . . . , L}_N\), and \(A^{L, v, . . . , L}_N\)
13. **Optimize surrogate** \(L^{PPO}\) wrt \(θ^{u, v, . . . , u, v}_N\), \(θ^{p, v, . . . , p, v}_N\), \(θ^{ α, v, . . . , α}_N\), and \(θ^{L}_N\), with minibatch from memory
14. **θ^{old} \leftarrow θ^{u, v, . . . , u, v}_N\), \(θ^{old} \leftarrow θ^{p, v, . . . , p, v}_N\), \(θ^{old} \leftarrow θ^{ α, v, . . . , α}_N\), and \(θ^{old} \leftarrow θ^{L}_N\)
15. **end for**
16. **Output:** Optimal networks \(π_θ^{u, v, . . . , u, v}_N\), \(π_θ^{p, v, . . . , p, v}_N\), \(π_θ^{ α, v, . . . , α}_N\), and \(π_θ^{L}_N\)

**V. PERFORMANCE EVALUATION**

**A. Simulation Setup & Benchmarks**

We consider 3 MEC-UAVs in a region of 500 m², which provide services to the 50 MU’s in our simulation setup. It is assumed that MEC-Enabled UAVs can initially move at a fixed altitude of \(h_0 = 50\) m. Moreover, the learning network model’s parameters and main network parameters’ values are given in Table II. In this simulation, clustering is performed after real random users are assigned through the K-mean clustering technique. And for a detailed analysis of the algorithm proposed in this article, clustering was performed only once right before the start of the simulation. Finally, to evaluate the performance of the proposed algorithm, we use the following four benchmark algorithms as follows:

- **RMAPO (proposed):** The proposed resources-based MAPP algorithm with cvxpy, in which each optimization variable is thought of as an agent that learns its variable optimization.
- **RMAPO cpt:** The proposed resources-based MAPP algorithm, in which each optimization variable is thought of as an agent that learns its variable optimization with computation resource variable.
- **GMAPO:** The General MAPP algorithm, in which one MEC-Enabled UAV acts as an agent and learns resource allocation and trajectory optimization simultaneously.
### TABLE II

| Parameters | Description | Value |
|------------|-------------|-------|
| $\sigma^2$ | Additive white Gaussian noise power | -175 dBm/Hz |
| $p_0$ | Uplink transmitting power of each user | 0.5 W |
| $p_{\text{max}}$ | Total transmitting power for downlink of each UAVs | 5 W |
| $a$ | Absorption coefficient | 0.005 m$^{-1}$ |
| $B$ | Total bandwidth | 0.2 THz |
| $R_{\text{min}}$ | Minimum achievable rate | 0.05 Tbps |
| $h_0$ | Channel gain at ref. | -40 dBm |
| $E_{\text{hover}}$ | Hovering Energy for UAVs | 4.69 kJ/s |
| $T$ | Number of time slots in each episode | 100 |
| Batch size | 256 |
| Learning rate | 0.0003 |
| Max steps | 200000 |
| Number of units for each hidden layer | 256 |
| Number of hidden layer for MAPPO$_G$ | 2 |
| Number of hidden layer for MAPPO$_{UA}$ | 3 |

---

Fig. 5. Cumulative rewards over the number of episode.

- **Fairness$_{All}$**: The algorithm takes into account a fair all-resource allocation to each MU with a trajectory that leads directly to centroids.
- **Fairness$_{W}$**: This algorithm takes into account a fair sub-band allocation for each MU. However, it optimizes variables except for sub-band allocation using the proposed algorithm.
- **Fairness$_{P}$**: This method takes into account a fair power allocation to each MU. However, it optimizes factors other than power allocation using the suggested approach.
- **Fairness$_{A}$**: This method takes into account a fair offloading ($\alpha = 0.5$) to MEC-UAVs. However, it optimizes factors other than offloading proportion using the suggested approach.

**B. Simulation Results & Discussion**

Fig. 5 depicts the cumulative reward of each learning agent as the episode progresses. With the suggested RMAPPO, Agent$_t$ is accountable for each resource variable ($\omega^u$, $\omega^d$, $p$, $L$, $\alpha$). At the same time, Agent$_G$ learns all resource variables according to the GMAPPO. As seen in Fig. 5, all agents converge around 1e + 5 episodes. It can be shown that Agent$_L$ has the largest final cumulative reward, allowing us to conclude that trajectory optimization has the biggest influence on utility when compared to other resource variables. Also, because the learning is not entirely optimized, Agent$_G$ has a final cumulative reward of around 1, which is smaller than Agent$_A$.

Fig. 6 shows the learning process in which the proposed reinforcement learning was implemented by setting the values for $\eta$ to 0.3, 0.5, and 0.7, respectively. As a result, it can be seen that the final convergence compensation increases as $\eta$ increases, which is the result that the absolute value of the energy consumption is larger than the absolute value of the delay time. In this article, additional simulations were performed with $\eta$ set at 0.5. Also, we can confirm that when one agent was added, the overall learning convergence tended to be slightly delayed. As a result, it was confirmed that it is more efficient to use the standard optimization solver (cvxpy) as computing resources along with the proposed algorithm based on the convergence speed of learning and the accuracy of the result.

Fig. 7 shows the distribution of resources allocated over the total time slot using a violin plot. In Fig. 7, the maximum allocations of uplink and downlink bandwidth are less than 1, and the power is less than 47 dBm. As a result, we can see that resource allocation through the proposed algorithm satisfies the constraints and is allocated successfully.

The trained model is used to depict the change in utility of each benchmark algorithm over time in the same experimental setting as depicted in Fig. 8. To begin with, all benchmark algorithms exhibit graphs of increasing utility with time. Given the speed limitations of MEC-UAVs, it cannot immediately move to the optimal location for communication. This results in lower utility during the initial time slots. However, as the time slots progress, the MEC-UAVs gradually move to their optimal communication positions, which in turn yields higher utility. In terms of convergence speed and final utility, the proposed RMAPPO outperforms all benchmarks. Following that, Fairness$_{SW}$ and Fairness$_{SP}$ perform well since it is sensible to provide fair resources when the distance between the MEC-Enabled UAV and MUs grows. Following that, the fact that Fairness$_{A}$ has poor performance demonstrates that offloading is a key variable for utilities. Finally, GMAPPO performs similarly or somewhat better than Fairness$_{All}$. Because the number of hidden layers...
Fig. 7. Distribution of the total allocated resource for each time. (a) Distribution of the total allocated uplink bandwidth. (b) Distribution of the total allocated downlink bandwidth. (c) Distribution of the total allocated power.

or units in the learning model was inadequate, many resource variables could not be fully optimized simultaneously, resulting in underfitting. Lastly, it can be confirmed that the proposed algorithm RMAPPO is well optimized for computing resources, as it shows almost the same performance as RMAPPO opt.

The distances and cumulative allotted resources bar graph of each MU belonging to a MEC-Enabled UAV in a one-time slot are shown in Fig. 9. It can be observed in Fig. 9, that the proposed RMAPPO has a propensity to award more resources to MUs who are far away. Fig. 10 shows a beneficial effect on this, i.e., the feasible rates of each MU in the same environment as presented in Fig. 9 can be validated in Fig. 10. The proposed resource optimization algorithm resulted in an average 3.53% and 19.74% performance improvement in the achievable rate of MUs compared to the fair and random resource allocation, respectively.

Finally, Fig. 11 compares the performance of the optimized offloading variable $\alpha$ to the fixed offloading ratio ($\alpha = 0.3, 0.5, 0.7$) using the proposed RMAPPO. Fig. 11(b) and (c) show energy consumption and latency for $\alpha$, respectively. In Fig. 11(b), the higher $\alpha$, the larger the energy consumption, and the highest value was shown when the proposed method was used. However, as shown in Fig. 11(c), in terms of latency, the higher $\alpha$, the lower the latency, and the proposed optimization showed a lower value than the comparison group. As a result, as shown in Fig. 11(a), the proposed algorithms improve average performance by 30.45%, 13.97%, and 5.22% compared to the fixed offloading ratio. Moreover, by comparing performance in the early and late time slots, it is discovered that it is more effective to conduct less offloading in the early time slot when the distance between the MEC-Enabled UAV and the MU is significant, and it is more efficient to do more offloading when the distance is small.

Fig. 12 depicts the offloading variable $\alpha$ of one MU based on time slot. The comparison graph in Fig. 12 indicates a trade-off.
relationship between distance and offloading. It can be observed that the closer the distance, the more the MU offloads the MEC-enabled UAV to boost performance.

The trajectories of MEC-Enabled UAVs produced from the training model and the MU’s deployments are shown in Fig. 13. The generated trajectory goes closer to the centroid of each cluster, demonstrating the efficiency of our suggested methods for trajectory optimization.

VI. CONCLUSION

This article investigated the joint resource allocation and trajectory optimization of MEC-UA Vs in sub-THz networks. Then, we devised an optimization problem to minimize the sum of MEC-UA Vs and MUs energy consumption and task delay under the given task information while meeting resource constraints. To deal with this issue, we divided the original problem into two subproblems. Then, we proposed an RMAPPO algorithm to deal jointly with resource allocation and trajectory optimization, which can make quick decisions in the given environment due to its low complexity. Furthermore, each agent can focus more on their actions and rewards based on the proposed RMAPPO. Furthermore, the proposed system can respond effectively to a wide range of observation sizes by taking into account the attention mechanism. As presented in the simulation results, our proposed algorithm outperforms the other benchmarks and yields a network utility of 2.22%, 15.55%, and 17.77% better than the benchmarks.
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