The Michelson interferometer is a cornerstone of experimental physics. Its applications range from providing first impressions of wave interference in educational settings to probing spacetime at minuscule precision scales. Interferometer precision provides a unique view of the fundamental medium of matter and energy, enabling tests for new physics as well as searches for the gravitational wave signatures of distant astrophysical events. Optical interferometers are typically operated by continuously measuring the power at their output port. Signal perturbations then create sideband fields, forming a beat-note with the fringe light that modulates that power. When operated at a nearly-dark destructive interference fringe, this readout is a form of homodyne detection, with an imprecision set by a “standard quantum limit” attributed to shot noise from quantum vacuum fluctuations. The sideband signal fields carry energy which can, alternatively, be directly observed as photons distinct from the source laser. Without signal energy, vacuum does not form sidebands and cannot spuriously create photon counts or shot noise. Thus, counting can offer improved statistics when searching for weak signals when classical backgrounds are below the standard quantum limit. Here, photon counting statistics are described for optical interferometry, relating the two forms of measurement and showing cases where counting greatly outperforms homodyne readout, even with squeezed state quantum enhancement. The most immediate application for photon counting is improving searches of stochastic signals, such as from quantum gravity or from new particle fields. The advantages of counting may extend to wider applications, such as gravitational wave detectors, and the concept of Fisher-information representative spectral density is introduced to motivate further study.

I. INTRODUCTION

Optical interferometry is a powerful technique for experimental physics that combines several key advantages: Short optical wavelengths allow precision sensing even at low power; high quality mirror coatings allow large, kilowatt scale, power levels, boosting the quantum limited precision orders of magnitude; incorporating Fabry-Perot cavities optimizes sensitivity for specific signal frequencies; and high single-photon energy ensures that the probe field is effectively zero temperature, so classical background noises are minimal and introduced primarily by the (excellent) material properties of dielectric mirrors.

Together, these features have established optical Michelson interferometers as the key experimental implementation for gravitational wave detection\cite{1 2}, and promising in searches for certain signatures of quantum gravity \cite{8 0} as well as dark matter candidates \cite{7 11}.

Interferometers are typically operated by reading a time-series of the power modulations from the interference of a “DC” static field and an “AC” signal field at an output port. The interference beatnote between the static and signal fields linearly converts modulations of the signal field into a continuous measurement of photopower, implementing a technique known as homodyne readout. The independent arrival of photons in this measurement leads to fluctuations in of the homodyne timeseries, shot noise, from Poisson statistics. The power inside the interferometer determines the optical gain between perturbations-of-interest and the AC signal field. Together, the shot noise and optical gain establish the “standard quantum limit (SQL)” for the precision (or rather, imprecision) of interferometers.

This work derives the physical description of the measurement process for high-power interferometers to directly compare the statistical Fisher information provided by the homodyne timeseries readout against direct photon detection of the signal sidebands. The axion detection community has shown that in regimes where classical thermal noise is sufficiently below the SQL in resonant microwave detectors, that photon counting accelerates their searches compared to linear amplifiers\cite{12}. Relat-ed, the ALPS II experiment is designed to incorporate optical-wavelength photon counting for signals from Fabry Perot cavities to search for dark matter\cite{13–16}; however, it searches for monochromatic signals coherently generated within the ALPS experiment, so its photon counting application is different than the search applications analyzed here. The statistics of direct photon detection have also been well known from the Dirac radianometer equation\cite{17}, which has been generalized using modern quantum measurement theory towards coherent optical applications as “quantum spectrum analysis \cite{18}.”

The conclusion that counting presents potential statistical speedups are explored in the following, finding that optical interferometer experiments can benefit when using photon counting rather than homodyne detection. Interferometers have notable differences from microwave experiments with linear readout amplifiers in that they have highly frequency-dependent and varied classical noise
backgrounds as well as a wide variety of physics applications with associated statistical tests. Homodyne detection is a linearization of a nonlinear process, introducing its own subtleties particularly when used with “signal recycled” resonant, detuned interferometers. These unique aspects motivate this work: a dedicated, detailed, and direct analysis of photon counting for interferometers.

The analysis of this work recovers several results in chapters VI-VIII of Helstrom[19], applying them specifically to the detection of signals from Michelson interferometers. This provides new insights. It explicitly describes the physical process of homodyne detection and the assembly of statistics for photon counting. This description is fully in the Heisenberg picture, which allows a particularly semiclassical treatment of the optical fields. The derivation develops a temporal-mode basis which relates between spectral analysis, the number of independent measurements, and possible application-specific, optimized basis for waveform discrimination. It also fully incorporates the consequences of a classical noise background, which greatly affects the efficacy of photon counting.

This work primarily focuses on wideband and narrow-band stochastic detection tests, beginning with an application example. These tests are concise to describe and relevant to developing tabletop Michelson interferometer demonstrations of photon counting, optimized to find quantum gravity [5] and new particle fields that interact with light. In particular, the GQuEST experiment [20] is optimized for these goals, and other experiments could be adapted [21]. The applications to waveform feature detection, e.g., for astrophysics, are discussed and motivated in the outlook section, VII.

The constructions of this work contest the conclusion that interferometers using squeezed states saturate the enhancement available from quantum techniques [22]. Photon counting is generalized for event characterization in Section VII and, for scientific analysis where the classical noise is much smaller than quantum noise, surpasses the benefits of squeezed states. In the outlook and event sections, efficiency bounds are developed to relate timeseries power spectra, which include the measurement penalty of shot noise, against counting, which provides more Fisher information but uses less efficient statistical tests.

The outline of the paper is:

First: photon counting is applied to show a major acceleration to a stochastic search for signatures of quantum gravity. This motivates rigorous analysis that follows.

Second: the Michelson detector is described, to establish the optical detection process.

Third: the signal and noise processes are described and the statistical test for them is defined. The temporal mode basis is then defined and described.

Fourth: the Homodyne readout method and its statistics is fully explored and related to the power spectral density, typically used as a figure of merit for interferometers.

Fifth: the photon counting method is analyzed in a manner that relates it, as closely as possible, to time-series signal analysis.

Sixth: signal recycled interferometers are investigated as a case analysis between experimental options and physics applications.

Seventh: the outlook of the technique for broader application is briefly explored, particularly towards future gravitational wave detectors and quantum enhancements.

Finally: event-based searches are analyzed to characterize the statistical trade-offs between waveform inference and waveform discrimination.

II. APPLICATION EXAMPLE: STOCHASTIC SEARCH FOR QUANTUM GRAVITY

Recent work on Verlinde-Zurek “geontropic” entanglement-entropy fluctuations in gravitation [3, 4] describes a novel signature visible in interferometers and now includes a calculation of the fluctuation signal spectral density [5]. The power spectral density of the spectrum can be expressed as a phase fluctuation imprinted upon the light or as an equivalent displacement spectral density. This section will apply the photon counting technique to determine the necessary observation time from statistics. Later sections will rigorously calculate the interferometer response, statistical tests, and benefits of photon counting to this application.

For the purposes of defining a statistical test, the spectrum is decomposed into a scale parameter $\alpha$ and fiducial displacement spectrum $\Phi(\Omega)$. The spectrum is given by an extensive analytic construction in [5], too long to include here but graphed in Fig. I:

$$S_\nu(\Omega) \equiv \alpha \Phi(\Omega) \quad \overline{\Phi} \equiv \max_{0<\Omega<\infty} \Phi(\Omega) \equiv \Phi(\overline{\Omega})$$

(1)

The scale parameter $\alpha$ is defined such that the $\alpha = 1$ is the expected value established by theory, while $\overline{\Phi}$ is the maximum of the expected density at the peak frequency, $\overline{\Omega}$. The peak frequency is useful for reasoning about the scales relevant for the experimental design. Section III will revisit this decomposition of the spectrum into a nominal frequency dependence and test scale parameter.

The interferometer design for the GQuEST experiment is to use power recycling and appropriate technologies to circulate $P_{BS} = 10$ kW of light on the beamsplitter. The laser will have the wavelength $\lambda = 1.5 \mu m$, corresponding to optical angular frequency of $\omega = 2\pi c/\lambda$ and wavenumber $k = \omega/c$. This results in the interferometer optical gain, $\overline{g}$, for a shot noise limited sensitivity $S_D$ of

$$S_D = \frac{1}{2\overline{g}^2} \approx \left(5 \cdot 10^{-19} \frac{m}{\sqrt{Hz}}\right)^2 \left(\frac{10 \text{ kW}}{P_{BS}}\right)$$

(2)
The applicable bandwidth must then be determined. Experimental constraints on data processing can determine it, but fundamentally it is related to the optimally weighted search statistic, built from Eq. (72) and developed in Appendix A. These signals span an effective bandwidth determined by the signal model. Comparing, Eq. (A9) with Eq. (74), The bandwidth is defined for the optimal statistic as:

$$\Delta F_D = \int_0^\infty \left( \frac{\Phi(\Omega)}{2\pi} \right)^2 d\Omega \approx \frac{c}{4L}$$  \hfill (5)

This assumes constant $S_D$ for white measurement noise dominated by the quantum shot noise of a broadband Michelson. The approximation indicates the calculation, under ideal conditions, for the geontropic signal of Fig. 1.

The number of measurements over a given measurement frequency band and observing time is given by the time-bandwidth product, thus an expected measurement time for a $1\sigma$ measurement is

$$\Delta T_D^{1\sigma} > \frac{N_D^{1\sigma}}{\Delta F_D} \approx 185 \text{ hr} \cdot \left( \frac{5 \text{ m}}{L} \right)^3 \left( \frac{10 \text{ kW}}{P_{BS}} \right)^2$$  \hfill (6)

This indicates that the experiment is feasible to measure $3\sigma$ level significance on the $\alpha \sim 1$ normalization of the theory, but will struggle to achieve higher a statistical power or equivalently attempt to measure and set limits on $\alpha < \frac{1}{4}$. In practice, the signal is far too small below the noise to properly subtract the shot-noise as a background, thus two interferometers are needed and the data must be cross correlated as derived in Section IV E. Using two interferometers at the same power as above will cut the measurement time in half.

![Fig. 1. GQuEST model spectral density as compared to quantum noise. This is a model of the equivalent displacement spectrum expected from the geontropic signal in a L=5m Michelson interferometer, with 90-degree angle between the arm. The dashed line indicates the quantum shot noise contribution, $\sqrt{N_D}$, in amplitude spectral density units. Blue is the signal model $\sqrt{\Phi(\Omega)}$ with $\alpha = 1$.
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![Fig. 2. GQuEST signal sideband emission spectrum. The model of Fig. 1 is converted into photon counts of the signal. The signal modulates into both an upper (blue) and lower (red) frequency sidebands. The dashed arrow in the center indicates the carrier light frequency and the potential for a large photopower from the residual Michelson fringe light.
](image2)
the sidebands generated by the geontropic signal. Figure 2 shows the principle of operation for the geontropic signal and can be related to Fig. 1. In the first figure, the one-sided spectral density of shot noise has a magnitude of 1/2 quanta, or equivalently 1/2 quanta per second-Hz. The vacuum fluctuation has the same 1/2 quanta at all optical frequencies, but it is evenly distributed between the amplitude and phase quadratures, putting 1/4 quanta in each. The upper and lower sidebands, representing the negative and positive frequencies of the two-sided spectrum, then each contribute their 1/4 quanta of phase fluctuation to sum to the 1/2 in the one-sided spectrum of quadrature fluctuations, measured with homodyne readout.

The geontropic signal is in the phase quadrature and the shot noise magnitude then sets its normalization into its sideband flux-spectral-density, $P(\Omega)$.

$$P_\varphi(\Omega) = \frac{S_\varphi(\Omega)}{4S_D(\Omega)}$$  \hspace{1cm} (7)

One can then, in principle, detect that signal photon flux when measuring over a band of frequencies.

$$\bar{E}_\varphi = \Delta T_E \int_{-\infty}^{\infty} P_\varphi(\Omega) \frac{d\Omega}{2\pi}$$  \hspace{1cm} (8)

Thus $\bar{E}_\varphi$ is the accumulated photon number. This can be factorized into a time, bandwidth, and rate prefactor.

$$\bar{E}_\varphi = \frac{\alpha \bar{\Phi}}{4S_D} \Delta T_E \Delta F_E$$  \hspace{1cm} (9)

Where the approximation assumes the fiducial geontropic spectrum shape. Note that the definition of bandwidth is different for photon counting than for homodyne readout, lacking the square in the integrand compared to Eq. (5), and including an implicit factor of two by separately measuring the negative optical frequencies.

Still eliding classical noise backgrounds, the 1σ statistical limit is set by the average time, $\bar{T}_E^{1\sigma}$, to observe a single photon, leading to a similar decomposition into an effective number of required measurements:

$$1 = N^{1\sigma} = \Delta T_E^{1\sigma} \Delta F_E = \frac{4S_D}{\alpha \bar{\Phi}}$$  \hspace{1cm} (10)

Using a readout that only captures $\Delta F_{E,\text{read}} < \Delta F_E$ of the available bandwidth, centered near the peak of the spectrum $\Omega_{pk}$, this leads to a measurement time for a 1-sigma significance measurement

$$\Delta T_E^{1\sigma} \approx 0.1 \text{ s} \cdot \left( \frac{5 \text{ m}}{L} \right) \left( \frac{10 \text{ kW}}{P_{BS}} \right) \left( \frac{F_E}{\Delta F_{E,\text{read}}} \right)$$  \hspace{1cm} (11)

$$\approx 4 \text{ minutes} \cdot \left( \frac{5 \text{ m}}{L} \right)^2 \left( \frac{10 \text{ kW}}{P_{BS}} \right) \left( \frac{50\text{kHz}}{\Delta F_{E,\text{read}}} \right)$$  \hspace{1cm} (12)

The time constants show the powerful promise of the photon counting technique, even if the accessible signal bandwidth is used inefficiently. Counting has fundamentally better performance when searching for a stochastic signal when quantum noise is otherwise the dominant experimental background, as it removes quantum noise as a background. The detection rate is still determined by a quantum limit. In doing so, the scalings change from Eq. (6) to Eq. (12), which substantially accelerates the search, accepts lower power interferometers, and presents a more favorable scaling in the instrument length for university-scale tabletop implementation.

Theoretically, photon counting shows extreme promise. Experimentally, however, saturating the statistical potential requires measuring signal photons with a background rate less than $1/\Delta T_E^{1\sigma}$. Considering using an interferometer circulating kilowatts of power, this will necessitate extreme dynamic range isolation between the circulating carrier power and signal sideband field frequencies. Thus, the new readout technique must also drive the experiment design, leading GQuEST to incorporate some unique elements required to use photon counting.

Including classical noise and a background count-rate, $\bar{\Phi}$, modifies the scaling

$$\Delta T_E^{1\sigma} = \Delta T_E^{1\sigma} \left( 1 + \frac{\text{Psd}[\text{Cl}]}{\bar{\Phi}} + \bar{\Phi} \Delta T_E^{1\sigma} \right)$$  \hspace{1cm} (13)

The photon counting section, V, formalizes the arguments above, and includes the classical noise background. Eq. (10) can be constructed from Eq. (113) or its exact counterpart Eq. (115). The derivations relating the statistical expressions and the simplified expressions of this section are given in Appendix A.

Given this considerable acceleration of the search, it is worth more carefully analyzing the relationship between standard time-series stochastic search and photon counting. The following section develops how signals are transduced in an interferometer. Later sections then analyze the quantum measurement and search statistics between homodyne readout and photon counting.

### III. INTERFEROMETER DESCRIPTION

This section establishes the quantum theory behind optical interferometers, applicable to either measurement scheme. This establishes the normalizations and conventions used throughout the work. An input-output formalism in the Heisenberg picture is used. The interferometer late-time output field operators are first described in terms of pre-interaction input operators. Output operators are then assembled into readout observables for analysis. The interferometer output is a function of time (or frequency) and must be reduced into a set of independent quantum states (or density operators). These independent states are aggregated into large-N statistical measurements. The formalism later shown for the homodyne observables is equivalent to the Fourier-domain two-photon formalism [23,29] but analyzed in a framework
As such, they do not define quantum states, but rather with the canonical commutation relations

\[
\hat{c}(-\xi, t) = e^{-i\omega t} \hat{c}(\xi, t)
\]

\[
\hat{d}(\xi, t) = e^{i\omega t} \hat{d}(\xi, t).
\]

The symbol \(\hat{a}(\tau)\) is used for the differential port quantum fluctuation bath term due to its standard usage and relations as a bosonic ladder operator. The quantum fluctuation terms are bosonic bath operators quantization with the canonical commutation relations

\[
[\hat{a}(t), \hat{a}^\dagger(t + t')] = \delta(t')
\]

As such, they do not define quantum states, but rather state density. States can only be defined within suitable integrals, established in the next section.

To analyze interferometer response and noise, the field operators are typically manipulated in the frequency domain. The frequency argument \(\Omega\) is expressed as an offset from the carrier frequency \(\omega\). This frames it as both the frequency argument for the readout, as well as the frequency offset of sideband fields modulated from the carrier.

\[
\hat{c}(\zeta_I, \Omega + \omega) = \delta(\Omega) + \hat{c}_I(\Omega)
\]

\[
\hat{a}(\zeta_I, \Omega + \omega) = \hat{a}_I(\Omega)
\]

Where \(\delta(\Omega)\) is the Dirac delta function.

The input fields at their respective reference plane then interact with the beamsplitter, are converted into the arm fields, propagate to and from the endmirrors as \(\zeta_I \rightarrow \zeta_e \rightarrow \zeta_O\), then interfere at the beamsplitter. They become the output fields according to:

\[
\hat{b}_2(t, \zeta_I) = \frac{1}{\sqrt{2}} \hat{c}(t, \zeta_I) + \frac{1}{\sqrt{2}} \hat{d}(t, \zeta_I)
\]

\[
\hat{b}_1(t, \zeta_I) = \frac{1}{\sqrt{2}} \hat{c}(t, \zeta_I) - \frac{1}{\sqrt{2}} \hat{d}(t, \zeta_I)
\]

\[
\hat{d}(\tau, \zeta_O) = \frac{1}{\sqrt{2}} \hat{b}_1(\tau, \zeta_O) + \frac{1}{\sqrt{2}} \hat{b}_2(\tau, \zeta_O)
\]

\[
\hat{c}(\tau, \zeta_O) = \frac{1}{\sqrt{2}} \hat{b}_1(\tau, \zeta_O) + \frac{1}{\sqrt{2}} \hat{b}_2(\tau, \zeta_O)
\]

Searches for new physics rely on the field in the arms being perturbed with phase or amplitude modulations from external fields. Here, we assume that new physics will act to modify the dispersion relation - at each point in space as a function of time - for the traveling light. It can also modulate the travel time through the metric. Both kinds of perturbations correspond only to phase modulations. They depend on the values and history of any fields that modulate the optical field frequency \(\omega(\tau, \zeta) \simeq \omega\), wavenumber \(k(\tau, \zeta) \simeq \omega/c \equiv k\) and metric, \(G\), according to:

\[
\theta_1(\tau) = \int_{\zeta_I}^{\zeta_O} \left( \omega(\tau, \zeta) \frac{d\xi}{d\zeta} - k(\tau, \zeta) \frac{dx}{d\zeta} \right) d\zeta + 2k\Delta L_1
\]

\[
T_1(\tau) = \frac{\int_{\zeta_I}^{\zeta_O} \sqrt{G^{\mu\nu}(\tau, \zeta)} \frac{dt_\mu}{d\zeta} d\zeta}{\sqrt{G}}
\]

via the input-output relation

\[
\hat{b}_1(\zeta_O, \tau) = e^{i\theta_1(\tau)} \hat{b}_1(\zeta_I, \tau - T_1(\tau))
\]

Above, \(\Delta L_1\) expresses the local displacement of an endmirror, factored separately from the parameterized path \(x_1(\zeta, \tau)\). New fields, \(\varphi(\tau, x, y)\), can drive the phase shift from the dispersion relation as \(\omega(\tau) - ck(\tau) \propto \varphi(\tau)\). For gravitational physics, the metric can be viewed as coherently driving a combination of the dispersion relation, delay time, and local displacements, depending on the coordinate parameterization and gauge choice.

The variations of \(T_1\) and \(\theta_1(\tau)\) combine to create the dynamic phase shift \(\hat{\theta}_1(\tau)\) and the static time delay \(\bar{T}_1\).

\[
\hat{\theta}_1(\tau) = \theta_1(\tau) - \omega(T_1(\tau) - \bar{T}_1)
\]
The static delay $T_1$, implicitly defined above, does not depend on the time $\tau$ and will be used in following expressions.

Taking the Fourier transform of all components and simplifying in the small signal $\hat{b}_1(\tau) \ll \pi$ limit then gives:

$$\hat{b}_1(\omega + \Omega, \zeta_\Omega) \approx \left( \hat{\delta}(\Omega) + i\hat{\theta}_1(\Omega) \right) \otimes \hat{b}_1(\omega + \Omega, \zeta_1) e^{i(\omega + \Omega)T_1}$$

(27)

Where $\otimes$ indicates convolution of $\Omega$. The $\hat{b}$ field operators are assumed to be sourced by perfectly monochromatic light, delta functions in frequency space, making the convolution trivial for classical fields. Assuming the modulations are small, frequency intermodulations of the quantum fields are ignored.

Expanding these relations for both arms of the Michelson equations, the output of the interferometer then generally takes the form

$$\hat{d}(\Omega) \equiv \hat{d}(\zeta_\Omega, \Omega + \omega)$$
$$= i\delta(\Omega) + ig(\Omega)\hat{\varphi}(\Omega) + i\hat{\theta}(\Omega) + \hat{n}(\Omega) + \hat{a}(\Omega)$$

(28)

This form carries five terms each representing different contributions. All of the contributions implicitly scale with the carrier field $\varpi$, except for the quantum fluctuation terms $\hat{a}$.

The first term, $i\delta(\Omega)$ represents the light of the Michelson fringe, where the interferometer is operated nearly at a “dark fringe” of destructive interference.

$$l = (e^{i\omega T_1} - e^{i\omega T_2}) \frac{\varpi}{2} \approx \sin \left( \omega \frac{T_1 - T_2}{2} \right) \varpi$$

(30)

The fringe light level is a delta function over frequency, as the input light is assumed to be unvarying and the arm length offset creating the fringe is assumed to be under feedback control. Here, $l/\varpi$ is the fraction of the carrier field passing from the input to the output due to a small offset in the arm lengths. Operating at nearly-dark fringe, this fraction is assumed to be small.

The second term, $ig(\Omega)\hat{\varphi}(\Omega)$, represents the coupling of external signals, $\varphi(\Omega)$, into the phase quadrature of the light in the frequency domain. The down-hat notation for $\varphi$ indicates that it is a classical signal with statistical (rather than quantum) fluctuations, with statistics to be later specified. From the mathematical assembly established for the Michelson, these terms can be built:

$$g(\Omega)\hat{\varphi}(\Omega) = \left( \hat{\theta}_1(\Omega) - \hat{\theta}_2(\Omega) \right) \frac{\varpi}{2}$$

(31)

The factor $g(\Omega)$ represents the frequency dependence of the signal coupling and the gain of the interferometer. The Michelson so far depicted is broadband and does not have any frequency dependence. The generalization to $g(\Omega)$ is established to consider additional signal recycling Fabry-Perot cavities to be considered later in Section [VI].

Interferometer signals are typically referred to their equivalent differential arm length displacement. Differential arm displacement signals move each arm by $\pm \hat{\phi}(\Omega)/2$ and a path length change in either arm changes the phase by $2k$, together, the gain in a broadband interferometer is:

$$g(\Omega) = \varpi \equiv k\varpi = k \sqrt{\frac{P_{BS}}{\hbar \omega}} = 2k \sqrt{\frac{P_{arm}}{2\hbar \omega}}$$

(32)

Where the factor $\varpi$ is defined to specifically refer to the broadband optical gain of a Michelson interferometer as a baseline sensitivity.

The remaining terms in Eq. (29) indicate noise processes. The third term, $\hat{\theta}(\Omega)$, indicates a coupling of classical phase noises from the carrier into the output. This can include noise processes on the laser itself, passively coupling to the output, or it represents additional processes that modulate the carrier light within the interferometer, such as thermal noises on the end mirrors. Similarly, the fourth term $\hat{n}(\Omega)$ represents classical amplitude-quadrature noise terms. Homodyne measurements observe only a single quadrature, so the two are expressed as separate factors. In particular, fringe readout does not observe the $\hat{a}(\Omega)$ term. Photon counting measures both quadratures, so both factors are relevant. As given, these terms implicitly include an optical gain and scale with $\varpi$. This factorization, implicit in the optical gain, is chosen to simplify expressions. Like $\hat{d}(\tau)$, $\hat{\theta}(\tau)$ and $\hat{n}(\tau)$ are also in units of flux density, so $\hat{\theta}(\Omega)$ and $\hat{n}(\Omega)$ take units of flux field density $[\sqrt{\text{quanta}/s/\text{Hz}}]$, and their squares, e.g. $\hat{\theta}^2(\Omega)$ take units of $[\text{quanta}]$ or $[\text{quanta}/s/\text{Hz}]$.

Finally, the fourth term represents the reflection of the input quantum noise-density bath operator to the output port. Notably, since the interferometer is operated at the dark fringe, $\hat{\varphi}(\Omega)$ does not contribute to $\hat{d}$. Only the operator $\hat{a}(\Omega)$ is present, representing the bath input to differential port reflecting to the output. This is well understood from early analysis of squeezed states in interferometers [28].

The interferometer acts to modulate and affect the input states. For example, the propagation time through the interferometer adds a phase shift $e^{-i\Omega(T_1+T_2)/2}$. For input vacuum states, the output states are also vacuum, unless modulated by physics signals. Thus, to zeroth order, interferometer effects on input vacuum states are negligible and effect-terms are omitted on $\hat{a}(\Omega)$ for simplicity. While this work assumes vacuum state’s are (passively) injected, analyzing engineered non-vacuum states requires additional terms in following derived expressions.

A. Signal and Noise Processes

This work primarily considers time-invariant stochastic sources for both its signal and classical noise processes. By being stochastic, the signal and classical noise carries no coherent value and no well-defined phase. First-moment expectation values are zero. Second moments indicate the noise power, and the signal and noises are assumed to have Gaussian statistics in the frequency domain. Together,
these properties are given by
\[
\langle \hat{\phi}(\Omega) \rangle = 0 \quad \langle \hat{\phi}(\Omega) \hat{\phi}^*(\Omega + \Omega') \rangle = S_\phi(\Omega) \pi \delta(\Omega') \quad (33)
\]
\[
\langle \hat{\theta}(\Omega) \rangle = 0 \quad \langle \hat{\theta}(\Omega) \hat{\theta}^*(\Omega + \Omega') \rangle = S_\theta(\Omega) \pi \delta(\Omega') \quad (34)
\]
\(\hat{\phi}\) is expected to be a real signal modulating the phase of the light. This entails the additional constraint \(\hat{\varphi}(\Omega) = \hat{\varphi}^*(-\Omega)\). There is a factor of \(\pi\) rather than \(2\pi\) on the angular-frequency delta function under the convention that \(S_\phi(\Omega)\) represents the one-sided power spectral density of the signal.

The one-sided convention is standard in interferometer and signal processing literature. It reflects that the positive and negative frequencies in the power spectrum are redundant – not only that their expectation is the same, but also that they are perfectly correlated from the Hermitian symmetry of Fourier transforms of real signals or real observables. Thus, only positive frequencies are needed in signal processing, and the factor of two accounts for the negative frequencies. This detail will be relevant in the Homodyne derivations and is relevant for photon counting. There, both positive and negative sideband fields are created from the positive and negative components of the power spectrum and can be independently detected.

Classical statistics can be defined using the expectation. In particular, the variance is expressed as,
\[
\text{VAR}[\hat{O}] = \langle (\hat{O} - \langle \hat{O} \rangle)^2 \rangle = \langle \hat{O}^2 \rangle - \langle \hat{O} \rangle^2 \quad (35)
\]
This definition can be applied to either quantum \(\hat{O}\) or classical, \(\hat{O}\) operators. Notably, this definition does not replicate two-point expectations such as Eq. \((33)\), as they include two indexing variables \(\Omega\) and \(\Omega'\). As density operators, the signal and noise stochastic variables have singular correlation functions. Observables constructed from integrals of these density operators can be expected to be Gaussian from the central limit theorem, and, with basis-weighted integrals introduced in the next section, the full distributions and characteristic functions of these classical signals can be defined (cf. Appendix A.4) for use in derivations.

The statistics for the quantum noise arise from the canonical commutation relations and the use of coherent fields. Weak stochastic signals move the large coherent fields circulating in the interferometer into the differential, output port, acting as a quantum “displacement” operation on the quantum noise operators. In the Heisenberg formulation here, this is simply the addition of the many classical sources as c-numbers to the quantum term in Eq. \((29)\). The statistics of the quantum terms will impact the calculations in Section IV and Section V. In the Homodyne case, they will appear Gaussian, while in the counting case will appear as a discrete nearly Poisson distribution, with less variance. This is the major result emphasized in this work, indicating a means to accelerate searches for weak, deeply sub-shot-noise signals.

### B. Optimal Search

Searches for new physics are framed here as testing for the existence of a stochastic signal process \(\hat{\varphi}\). They can otherwise be framed as establishing posterior probability distributions for parameters that determine that shape and scale for \(S_\phi(\Omega)\). For simplicity, this work only considers the overall scale as a test parameter. This leads to a decomposition of the spectral density of the signal into the scale, \(\alpha\), and the morphology \(\Phi(\Omega)\)
\[
S_\phi(\Omega) \equiv \alpha \Phi(\Omega) \quad (36)
\]
Thus the problem is to design optimal unbiased estimators for the noise power scale parameter, \(\alpha\). The optimal experimental and statistical design will be influenced and affected by the spectral shape of \(\Phi(\Omega)\). New physics searches can generally be considered into wide-band and narrow-band searches for stochastic signals, depending on how the support of \(\Phi(\Omega)\) compares to the physical scales of the interferometer. Those cases are analyzed in Section VI.

The narrowband or wideband forms for stochastic signals are suitable for a number of searches for new physics. They are specifically amenable to excess power searches using chi-square statistics. These statistics will be shown to naturally occur for Homodyne readouts on stochastic signals with the expectations above, and have a direct counterpart in photon counting. Notably, these forms for signals and this analysis is not immediately appropriate for matched-template searches, such as those for gravitational wave signals from binary inspiral coalescence. Such signals can be considered incoherent from having an unknown arrival time, and can be found by searching for excess noise power in a time-resolved manner; however, their optimal search is not from a chi-square statistic. The relevance of photon counting techniques for matched-template physics and waveform estimation is considered in the outlook and derived in Section VIII.

The wideband signal search case is assumed for approximations in the following sections. There, the value \(\Phi\) is used to indicate the maximum value of the spectrum over a frequency region over which \(\Phi(\Omega)\) is approximately constant. When \(\Phi\) is used to indicate a “typical” sensitivity over some band, \(\overline{S_\phi}\) is used to express an average or representative noise level in the same band.

The reduction of the search problem to a single scale parameter \(\alpha\) allows a direct comparison of the techniques by calculating the large-N statistics of homodyne and counting searches. The statistical performance of those searches is then compared to their corresponding classical Fisher information. This comparison indicates that the data analysis is fully efficient in either case, but that the choice of quantum observable to photon counting provides a more sensitive search in certain scenarios.
C. Temporal-Mode Basis Description

Interferometer response and physical signals are generally best represented in the frequency domain. The two-photon formalism \[23–26\] is developed to describe homodyne quantum observables and describe power spectra. Here, it is re-framed using finite-duration basis-modes rather than the Fourier transform. The basis is later chosen to use Fourier-like functions, relating the general basis description to the typical frequency-domain representation. This navigates several subtleties: first, seemingly non-Hermitian operators from the complex Fourier transform can be expressed as linear combinations of a real temporal-mode basis equivalent to cos and sin transforms. Second, density operators can be converted into explicit states, which are mathematically better behaved while having fewer integrals in expressions. Third, interferometer gravitational-wave signal analysis is often framed in the language of matched templates can lead to a preferred choice of basis for statistical tests to discriminate between waveform candidates. The formulation here expresses a physical counterpart to classical post-detection signal analysis, motivating future developments towards time and frequency resolved quantum interferometry outlined later in Section **VII**.

The classical and quantum noise sources so far have been given as singular density operators. Physically, they can only be employed in a measurement that integrates over time. We can define a single state measurement as

\[
\hat{a} = \int_{-\infty}^{\infty} \kappa(t) \hat{a}(t) dt \tag{37}
\]

where the temporal mode \( \kappa(t) \) has the normalization property \( 1 = \int_{-\infty}^{\infty} |\kappa(t)|^2 dt \). For simplicity, we will also only consider basis modes which have no overlap with DC (static) signals, implying the constraint \( 0 = \int_{-\infty}^{\infty} \kappa(t) dt \). Quantum operators defined in this manner will then obey the canonical commutation relations based on the density relations of the bath operators

\[
[\hat{a}, \hat{a}^\dagger] = 1 \iff [\hat{a}(t), \hat{a}^\dagger(t + t')] = \delta(t') \tag{38}
\]

Now consider a series of measurements from a basis set \( \mathcal{K}_N = \{ \kappa_{+i} \} \). The temporal-modes, \( \kappa_{+i} \) within this set are considered to have an orthogonality property

\[
\int \kappa_i(t) \kappa_j(t) dt \leq \epsilon \approx 0 \text{ for } i \neq j \tag{39}
\]

Where \( \epsilon \) bounds the overlap terms. It is assumed to be arbitrarily small for simplicity. The basis set leads to a set of independent temporal-mode operators

\[
\hat{a}_i = \int \hat{a}(t) \kappa_i(t) dt \quad \hat{a}_i = \int \hat{a}(\Omega) \kappa_i(-\Omega) d\Omega \tag{40}
\]

To simplify the following discussion and formulas, we will choose a specific basis set \( \mathcal{K}_N = \{ \pi_{+i} \} \) to be Fourier-like modes over the frequencies \( \Omega_{+i} \),

\[
\pi_{+i}(t) = \lim_{\Delta T \to \infty} \frac{e^{\pm i \Omega_{+i} t} - e^{-i \Omega_{+i} t}}{\Delta T^{1/2}(2\pi)^{1/4}} \tag{41}
\]

\[
\pi_{ci}(t) = \sqrt{2} \lim_{\Delta T \to \infty} \frac{\cos(\Omega_{ci} t) e^{-i \Omega_{ci} t}}{\Delta T^{1/2}(2\pi)^{1/4}} \tag{42}
\]

There is a similar basis waveform, elided, for the sin phasor \( \pi_{si}(t) \). Note here that positive and negative frequency basis modes are orthogonal, implying independent measurements. These basis waveforms can be seen as taking a Fourier transform of the \( \hat{a}(t) \) bath operators. Due to their normalization, these basis functions are more closely related to Fourier series than the Fourier transform, relevant for measuring a finite time interval. The limiting process indicates they are considered arbitrarily narrow in frequency, but represent a finite set of basis temporal modes from finite time and finite observation bandwidth.

The orthonormality of the basis set is necessary to define independent measurements, while the finite duration prevents the appearance of delta functions in expectations. Only sufficiently separated frequencies, \( \Omega_i \) can obey the orthogonality condition. For bandwidth, \( \Delta F = \max(\Omega_i/2\pi) - \min(\Omega_i/2\pi) \), over a measurement duration, \( \Delta T \), the maximum number of orthogonal basis modes is \( N = 2\Delta F \Delta T \), accounting either for the positive and negative complex modes or the independence of sin and cos.

Basis sets such as these enable the following notation to treat quantum and classical noise calculations as discrete states.

\[
\hat{a}_{\pm i} \equiv \int \hat{a}(t) \pi_{\pm i}(t) dt \quad \hat{a}_{\pm i}^\dagger \equiv \int \hat{a}^\dagger(t) \pi_{\pm i}(t) dt \tag{43}
\]

\[
\delta_{ij} = [\hat{a}_{\pm i}, \hat{a}_{\pm j}] \quad 0 = [\hat{a}_{\pm i}, \hat{a}_{\pm j}^\dagger] \tag{44}
\]

\[
\delta_{ij} = [\hat{a}_{ci}, \hat{a}_{cj}] \quad 0 = [\hat{a}_{ci}, \hat{a}_{cj}^\dagger] \tag{45}
\]

Where \( \delta_{ij} \) is the discrete delta matrix. Higher moments of these operators are now simpler to define, as they avoid delta-function singularities. The classical noise operators are similarly simplified.

\[
\hat{\varphi}_{\pm i} \equiv \int \hat{\varphi}(t) \pi_{\pm i}(t) dt \tag{46}
\]

\[
\langle \hat{\varphi}_{+i} \hat{\varphi}_{+j}^* \rangle = \langle \hat{\varphi}_{+i} \hat{\varphi}_{-j} \rangle \approx S_{\hat{\varphi}}(\Omega_{+i}) \delta_{ij} \tag{47}
\]

and

\[
\text{VAR}[\hat{\varphi}_{ci}] \approx \frac{S_{\hat{\varphi}}(\Omega_{ci})}{2} \approx \text{VAR}[\hat{\varphi}_{si}] \tag{48}
\]

The approximations above arise from the more exact expression

\[
S_{\hat{\varphi}}(\Omega_{+i}) \approx \Delta T \int_{\Omega_{+i} - \Delta F}^{\Omega_{+i} + \Delta F} S_{\hat{\varphi}}(\Omega) \frac{d\Omega}{2\pi} \tag{49}
\]

With the integral arising as an approximation to the frequency-domain expression of \( |\pi_{\pm i}|^2 \). The integral form
is necessary when the spectral density itself includes narrow-frequency delta-like features. When a basis set is used that saturates the time-bandwidth product, sums can be converted into integrals:

$$\sum_{i=1}^{N} S_{\phi}(\Omega_{i}) \approx \Delta T \int_{\Omega_{1}}^{\Omega_{N}} S_{\phi}(\Omega) \frac{d\Omega}{2\pi}$$

(50)

Which can be used simplify later basis-mode expressions to common integral expressions arising in signal analysis.

A noteworthy subtlety in the relationship of this basis to Fourier transforms is the act of conjugation. By this definition, the conjugation of a basis-mode operator also flips the sign of the frequency, such that \(\hat{\alpha}_{+i}^\dagger \propto \hat{\alpha}(\Omega_{i})\) while \(\hat{\alpha}_{+i} \propto \hat{\alpha}^\dagger(-\Omega_{i})\). This subtlety is well established in the two-photon formalism, and will appear when calculating Homodyne-based observables.

### IV. HOMODYNE READOUT

Consider first a continuous measurement of the optical power, which appears with the form of a number operator

$$\hat{P}_d(t) = \hat{d}^\dagger(t)\hat{d}(t)$$

(51)

Consider now the power operator in the frequency domain for the output port of the interferometer. It takes the concise form of a number operator using a convolution, mixing frequencies

$$\hat{P}_d(\Omega) = \hat{d}(\Omega) \otimes \hat{d}^\dagger(\Omega)$$

(52)

applying the form assumed for \(\hat{d}\) from Eq. (50) gives:

$$\hat{P}_d(\Omega) = |l|^2 \delta(\Omega) + \hat{P}_1(\Omega) + \hat{P}_2(\Omega)$$

(53)

Composed of a static fringe-field term and two fluctuation terms:

$$\hat{P}_1(\Omega) \equiv (g(\Omega)\hat{\phi}(\Omega)\hat{\ell}^* + g^*(\Omega)\hat{\phi}^*(-\Omega)\hat{l})$$

$$+ (\hat{\theta}(\Omega)\hat{\ell}^* + \hat{\theta}^*(-\Omega)\hat{l}) + (i\hat{n}(\Omega)\hat{\ell}^* - i\hat{n}^*(-\Omega)\hat{l})$$

(54)

and

$$\hat{P}_2(\Omega) \equiv \int_{-\infty}^{\infty} (\hat{\alpha}(\Omega') + g(\Omega')\hat{\phi}(\Omega') + \hat{\theta}(\Omega') + \hat{n}(\Omega')) \hat{\ell}^* + (\hat{\alpha}(\Omega') + g^*(\Omega')\hat{\phi}^*(\Omega') + \hat{\theta}^*(-\Omega') + \hat{n}(-\Omega')) d\Omega'$$

(55)

These two terms represent the linear and quadratic contributions to the photopower at the detector with respect to the signal and noise terms. The typical operation of the Michelson is to choose \(l\) sufficiently large that quantum and statistical fluctuations from the \(\mathcal{P}_2\) term are strongly subdominant to those from \(\mathcal{P}_1\). The remainder of this section uses \(\mathcal{P}_2(\Omega) \ll \mathcal{P}_1(\Omega)\) to implement this limit, while the following section for photon counting uses the opposite limit. That assumption is the basis of the using the Michelson fringe as a homodyne readout.

For general homodyne readouts, the local oscillator is determined by a complex \(l\), where the phase determines the readout quadrature. The form of conjugations and negative frequencies in \(\mathcal{P}_1\) is the foundation of the two-photon formalism. Michelson interferometers, using fringe light as a homodyne readout, are constrained to have real \(l\) when operating near the dark fringe, per Eq. (30). This enforces phase-quadrature readout that is sensitive to arm length variations. The expression \(l \rightarrow i\) is used where \(l\) is assumed to be purely real.

To simplify expressions, we can assume an interferometer with no cavities, or at least with cavities that are on resonance. For this case, the optical gain is expressed as \(g(\Omega) \rightarrow g(\Omega)\), which assumes the constraint \(g(\Omega) = g^*(-\Omega)\). This will allow future expressions to use the concise factor \(|g(\Omega)|\). This factor can be expanded to return to the general case

$$|g(\Omega)|^2 \rightarrow |g'(\Omega) + g'^*(-\Omega)|^2$$

(56)

With this particularly simple form of Fourier-like basis and the above assumptions, the measurements can be concisely expressed as

$$\hat{D}_{+i} = \int \hat{P}_d(\Omega) \pi_{+i}(\Omega) d\Omega$$

$$\hat{D}_{ci} = \int \hat{P}_d(\Omega) \pi_{ci}(\Omega) d\Omega$$

(57)

These expressions expand for the real and complex types of basis-sets:

$$\hat{D}_{+i} = (2g(\Omega_i)\hat{\phi}_{+i} + 2\hat{\theta}_{+i} + i\hat{a}_{+i} - i\hat{a}_{+i}^\dagger)$$

$$\hat{D}_{ci} = (2\sqrt{2}R(\Omega_i)\hat{\phi}_{ci} + \hat{\theta}_{ci} + i\hat{a}_{ci} - i\hat{a}_{ci}^\dagger)$$

(58)

(59)

With analogous definitions for \(\hat{D}_{-i}\) and \(\hat{D}_{si}\). Note that this reduced expression uses the simplification \(\hat{\theta}_{+i} = \hat{\theta}_{-i}\), which assumes that \(\hat{\theta}(t)\) is a real signal representing phase quadrature noise. This simplification cannot apply to \(\hat{a}_{+i}\), so the complex temporal modes contain two quantum operators, unlike the real basis modes.

The relationship between the sin/cos and complex temporal modes entails the relations

$$\hat{D}_{\pm i} = \frac{\hat{D}_{ci} \pm i\hat{D}_{si}}{\sqrt{2}}$$

$$\hat{D}_{\pm i}^\dagger = \hat{D}_{\mp i}$$

(60)

So far, our interferometer computations are strictly using a Heisenberg picture of quantum mechanics, transforming asymptotically early operators, \(\hat{a}\) and \(\hat{c}_{i}\) into the measurable, post-interaction and asymptotically late operator \(\hat{d}\).
We have not explicitly computed the state at the output of the interferometer, and we can only take expectation values for the output state using our output operators. Nevertheless, we construct the probability distribution, $\text{PDF} \left[ D, \hat{D}_{ci} \right]$, of single Hermitian measurements such as $\hat{D}_{ci}$ by using the expression of $\hat{d}$ via $\hat{a}$, through the formal definition

$$\text{PDF} \left[ D, \hat{D}_{ci} \right] = \langle \delta(D - \hat{D}_{ci}) \rangle_q \tag{61}$$

$$= \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{iD\hat{d}} \text{CF} \left[ \hat{d}, \hat{D}_{ci} \right] d\hat{d} \tag{62}$$

The term, $\text{CF} \left[ \hat{d}, \hat{D}_{ci} \right]$, is the characteristic function of the probability. The subscript $q$ on the expectation is that only the quantum expectation (equivalently, trace) is being taken over $\hat{a}$, and the classical variables are maintained. This expression can be computed (cf. Appendix A2) and expanded

$$\text{CF} \left[ \hat{d}, \hat{D}_{ci} \right] = \langle e^{-i\hat{D}\hat{d}} \rangle_q \tag{63}$$

$$= e^{2\sqrt{2\pi}(\pi(\Omega_{ci})\hat{\varphi}_{ci} + \theta_{ci})l\hat{D} - \frac{l^2\hat{D}^2}{2}} \tag{64}$$

The computation uses the Baker–Campbell–Hausdorff formula to normally order the exponential function into independent left and right exponentials of $\hat{a}_L$ and $\hat{a}_R$. The derivation ultimately shows that quantum noise in homodyne readout has the Gaussian distribution for either cos or sin modes:

$$\text{PDF} \left[ D, \hat{D}_{ci} \right] = \frac{1}{\sqrt{2\pi l^2}} e^{-\frac{1}{2}\left(2\sqrt{2\pi}(\pi(\Omega_{ci})\hat{\varphi}_{ci} + \theta_{ci})l\hat{D} - \frac{l^2\hat{D}^2}{2}\right)^2} \tag{65}$$

The expectation for $\hat{\varphi}_{ci}$ and $\hat{\theta}_{ci}$ was not taken, so these random variables show to first order. They shift the mean of the distribution in either direction, and are difficult to distinguish from the randomness inherent to the quantum noise distribution.

The complex basis of the $\hat{D}_{\pm i}$ require more care to construct the distribution, as they are not Hermitian. They are instead benignly composed of two Hermitian observables, the sin and cos modes. The complex distribution must then be composed separately of the real and imaginary components of the temporal mode observation.

$$\text{PDF} \left[ D, \hat{D}_{\pm i} \right] = \langle \delta(\Re(D - \hat{D}_{\pm i})) \delta(\Im(D - \hat{D}_{\pm i})) \rangle_q \tag{66}$$

$$= 2\text{PDF} \left[ \Re(D), \hat{D}_{ci} \right] \text{PDF} \left[ \Im(D), \hat{D}_{ci} \right] \tag{67}$$

$$= \frac{1}{\pi l^2} e^{-\frac{1}{2\pi}(2[\pi(\Omega_{ci})\hat{\varphi}_{ci} + \hat{\theta}_{ci})l\hat{D} - \frac{l^2\hat{D}^2}{2})} \tag{68}$$

This Gaussian distribution on a complex variable takes on a different standard deviation than for the purely real basis mode. This can be expected from the scaling of the relationship between Eq. (68) and Eq. (69). Notably however, the scaling on the $\hat{\varphi}$ term also changes by the same amount. This shows the curious fact that the positive and negative complex basis modes each define independent measurements, leading to the commutator Eq. (44), but measuring the complex Fourier-like mode on the homodyne signal is actually measuring both the sin and cos modes at once. This is due to Eq. (68) having both the positive and negative frequency quantum operators in its expression.

It’s worth reviewing the multiple elements of this observable and its distribution. First, it is taken in the limit where the local oscillator field is in a specific phase such that $\hat{I}$ is real and where the field strength, $\hat{I}$, is larger than any arising from signal or noise terms. This causes the Michelson fringe light to implement a homodyne observable. A homodyne measures a single quadrature of signal field with a Gaussian distribution of quantum noise arising from the distribution of vacuum’s wavefunction along the quadrature $i\hat{a}_{ci}^\dagger - i\hat{a}_{ci}$. Second, it is implementing a single measurement in a specific temporal mode, defined from Fourier-like temporal mode $\pi_{ci}$. The “raw” power observable, $\hat{P}_d$ represents a time-series and is defined using density operators. Integrating it with appropriately normalized basis mode implements observations of well defined and independent quantum states out of the channel $\hat{d}(t)$. Third, the distribution of $\hat{D}_{ci}$ shows that the mean value is directly measuring the optical field of the signal and noise $\pi(\Omega_{ci})\hat{\varphi}_{ci} + \hat{\theta}_{ci}$.

Finally, the distribution above is scaled by the local oscillator field $\hat{I}$, but so is the coefficient of $\hat{\varphi}_{ci}$. That scaling can be removed to show that the magnitude $\pi(\Omega_{ci})\hat{\varphi}_{ci}$ determines the size of the signal relative to quantum noise. The local oscillator magnitude, from the Michelson fringe offset, does not affect signal to noise as long as it is sufficiently large to operate in the homodyne readout regime.

## A. Signal Power Measurements

Since the signals are stochastic in nature, with the expectations Eq. (33), we find that $\langle \hat{D}_{ci} \rangle = 0$ thus only the variance or “signal power” of each measurement can be estimated. From above, we know that the measurement can be rescaled, so the power measurement on a real basis mode is defined as: $V_{ci} \equiv \langle \hat{D}_{ci} / \hat{I} \rangle^2$. For the complex Fourier-like basis, the power measurement is defined as

$$\hat{V}_{+i} = \hat{V}_{-i} \equiv |\hat{D}_{\pm i}|^2 / l^2 = \frac{1}{2}(\hat{V}_{ci} + \hat{V}_{si}) \tag{69}$$

Its mean and variance contains information about the signal process, $\hat{\varphi}$.

$$\langle \hat{V}_{ci} \rangle = \langle \hat{V}_{+i} \rangle = 2|\pi(\Omega)|^2 S_{\hat{\phi}}(\Omega_{ci}) + 2S_{\hat{\phi}}(\Omega_{ci}) + 1 \tag{70}$$
The factor $1 = (|\hat{a}_c| - |\hat{a}_{c1}|^2)$ arises from quantum terms. For the real temporal mode case (ci or si subscripts), the factor of $\sqrt{2}$ is missing due to the real part carrying only half of the signal power.

These observables are constructed to measure the variance of the Gaussian observables $\hat{D}$, including the contribution from the signal and noise processes. From the Gaussian distribution of PDF $[D, \hat{D}_c]$, we can infer that the observable $\hat{V}_c$ has a chi-square distributed, $\chi^2_1$, over one degree of freedom. $\hat{V}_+$, by measuring variance of both sin and cos, has a $\chi^2_2$ distribution.

For this paper, we will assume that the signal and background are small compared to the quantum noise term $2|\overline{g}(\Omega)|^2S_\phi(\Omega_{ci}) + 2S_\theta(\Omega_{ci}) \ll 1$. The variance of the power observables can be calculated.

$$\text{VAR}[\hat{V}_c] = 2 \langle \hat{V}_c^2 \rangle \approx 2, \quad \text{VAR}[\hat{V}_+] = \langle \hat{V}_+^2 \rangle \approx 1$$  \tag{71}

The approximation symbols are used to indicate calculations in the weak signal limit. The coefficients indicate the expected variance in relation to the mean for $\chi^2_1$ and $\chi^2_2$ processes.

### B. Aggregating Measurements

With all of the above distributions, means and variances calculated, we can then produce a statistic to combine many independent measurements. Combining measurements improves the sensitivity through the central limit theorem, allowing us to constrain the signal power $S_\phi$ when it is much smaller than the quantum and background noise power.

The statistic is defined as the sum of measurements of some finite set of measurement basis modes, typically associated to a set of frequencies and time intervals for a Welch-method power spectrum estimate [29, 31] or similar technique. The expectation value of the power measurement, when the signal is not present, is subtracted. This produces an unbiased statistic, though it is practically difficult. The “correlation” subsection below indicates a practical scheme to create unbiased statistics.

The unbiased estimator is defined as:

$$\chi^2_{2N} \equiv \frac{1}{\sum_{i=0}^{N_D} W_i} \sum_{i=0}^{N_D} W_i \left( \hat{V}_{ci} - \langle \hat{V}_{ci} \rangle \right)_{S_\phi=0}$$

$$\approx \frac{1}{N_D} \sum_{i=0}^{N_D} \frac{1}{2|\overline{g}(\Omega)|^2\Phi(\Omega_{ci})} \left( \hat{V}_{ci} - \langle \hat{V}_{ci} \rangle \right)_{S_\phi=0}$$  \tag{73}

Where $W_i$ are weight factors for each measurement. They optimize the statistic when the signal power varies as a function of the chosen basis-mode or frequency. The choice of cutoff frequencies for the minimum and maximum of $\Omega_i$ can act with a similar role as weights. Conversely, the variation in the weights changes the equivalent bandwidth. In the approximation of Eq. (73) and following expressions, the signal, optical gain and noise is assumed to be constant, and the weights are taken to be $W_i = 1$ for simplicity. Full expressions for optimal weights are in Appendix A 3.

This statistic can be equivalently defined in terms of the sin and cos basis operators. By the central limit theorem, over many measurements the aggregate statistic will approach a Gaussian distribution with mean and variance

$$\langle \chi^2_{2N_D} \rangle = \alpha \quad \text{VAR}[\chi^2_{2N_D}] \approx \frac{1}{N_D} \left( \frac{1}{2|\overline{g}(\Omega)|^2\Phi(\Omega_{ci})} \right)^2 (1 + 2S_\theta)$$  \tag{74}

Where the variance decreases with the number of measurements due to the normalization by $1/N$ in the definition. This normalization arises naturally from constructing an unbiased estimator.

The SNR can then be used to determine the 1σ significance bound for signal exclusions from our statistic combining many measurements:

$$\alpha \Phi \lesssim \sqrt{\text{VAR}[\chi^2_{2N_D}]} = \frac{1}{\sqrt{N_D} 2|\overline{g}(\Omega)|^2} \approx \frac{1}{\sqrt{\Delta T \Delta F}} \frac{1}{2|\overline{g}(\Omega)|^2}$$  \tag{75}

Where the factor $\Delta T \Delta F$ is the time-bandwidth product expressing the maximum size of the utilized basis set.

This expression revisits the standard quantum limit as it applies to broadband stochastic searches. The factor of 1/2 is the single-sided power spectrum of the vacuum fluctuation. The vacuum has 1/2 quanta of noise power in every temporal mode of the Michelson homodyne measurement, even though it does not carry physical energy. The factor $|\overline{g}(\Omega)|^2$ is the optical gain, in power units. For a Michelson without any recycling, it is given by Eq. (32)

### C. Fisher Information

After computing the mean and variance of the power operators, we also know now the variance of the original homodyne observable $\hat{D}_{ci}$, as $\text{VAR}[\hat{D}_{ci}] = \langle \hat{V}_{ci} \rangle^2$. If we also include the Gaussian distributions of $\hat{\phi}$ and $\hat{\theta}$, their distributions convolve with the quantum noise distribution, resulting in a distribution with the variance computed above:

$$\text{PDF}[D, \hat{D}_{ci}] = \frac{1}{I \sqrt{2\pi} \langle \hat{V}_{ci} \rangle} e^{-\frac{\phi^2}{I\langle \hat{V}_{ci} \rangle} - \frac{\theta^2}{I\langle \hat{V}_{ci} \rangle}}$$  \tag{76}

Given our parameter of interest, $\alpha$, the Fisher information, $I[\alpha]$, of the above Gaussian distribution with respect to that parameter is

$$I[\hat{D}_{ci}][\alpha] \equiv \left( \frac{\partial}{\partial \alpha} \log \left( \text{PDF} \left[ \hat{D}_{ci}, \hat{D}_{ci} \right] \right) \right)^2$$  \tag{77}

$$= \frac{1}{2} \left( \frac{2|\overline{g}(\Omega)|^2\Phi(\Omega)}{\langle \hat{V}_{ci} \rangle} \right)^2 \approx 2|\overline{g}(\Omega)|^4\Phi(\Omega)$$  \tag{78}
Where the approximation indicates the low signal and low background limit, with respect to the quantum noise. The complex Fourier-like basis-modes measure both the cos and sin quadratures of the signal simultaneously, giving:

\[ I[\hat{D}_{\pm} | \alpha] = I[\hat{D}_{ci} | \alpha] + I[\hat{D}_{si} | \alpha] = \frac{\langle 2|\mathcal{F}(\Omega)|^2\Phi(\Omega) \rangle^2}{\langle \mathcal{F}_{\pm} \rangle^2} \]

(79)

The classical Cramer-Rao bound establishes that this Fisher information is the upper limit for the variance of any unbiased statistic established from the classical (Hermitian) observables:

\[ \frac{1}{N \cdot \text{VAR}[\hat{O}_N(\{\hat{D}_i\})]} \leq I[\hat{D}_i | \beta] \text{ where } \langle \hat{O}_N - \beta \rangle = 0 \]

(80)

Accounting for the factor of two that complex basis-modes incorporate two Gaussian measurements, the Fisher information calculated above indicates that the defined chi-square statistic, \( \chi^2_{2N} \) from the sum of squares of Fourier-like basis will saturate the classical Cramer-Rao bound for the Gaussian homodyne observable. Thus, to further searches for incoherent signal power, an alternative \textit{quantum observable} must be employed than the homodyne measurement.

D. Relation To Power Spectrum Estimation

The above derivation for an unbiased estimator of the signal power is closely related to power spectrum estimation, which simply does not strive to remove the biasing terms from the power observables:

\[ \text{Psd}[S_\varphi(\Omega) | \{\hat{D}_i\}] = \frac{1}{N} \sum_{i=0}^N \frac{\langle \mathcal{F}_{\pm} \rangle}{2|\mathcal{F}(\Omega)|^2} \]

(81)

Here, the statistic is computed using a set of Fourier-like basis modes with \( \Omega \approx \Omega \), such as from Welch-method apodized (windowed) finite Fourier transforms. The PSD then allows one to estimate the variance through the relation.

\[ \sqrt{\text{VAR}[\chi^2_{2N}]} = \frac{\text{Psd}[S_\varphi(\Omega) | \{\hat{D}_i\}]}{\sqrt{N\Phi(\Omega)}} \]

(82)

Interferometer sensitivities are often given as power spectrum budgets, separating the noise contributions into various physical effects. This work distinguishes three such effects: signal, \( S_\varphi \); classical noise, \( S_\theta \); and quantum noise, \( a \). Given an interferometer noise budget, the goal is to determine the classical noise level in the units used in this work. The quantum noise spectrum is primarily a representation of the optical gain, as the noise is 1 in the chosen units.

\[ \text{Psd}[\text{Quantum(}\Omega) | \{\hat{D}_i\}] = \frac{1}{2|\mathcal{F}(\Omega)|^2} \]

(83)

As described in Section IIIA, the classical noise is factorized to scale with the optical gain. This scaling gets divided away for classical noise in units of arm displacement:

\[ \text{Psd}[\text{Classical(}\Omega) | \{\hat{D}_i\}] = \frac{2S_\theta}{2|\mathcal{F}(\Omega)|^2} \]

(84)

The above two relations allow one to use a budgeted noise curve to estimate the underlying processes in the conventions of this paper:

\[ S_\theta(\Omega) = \frac{\text{Psd}[\text{Classical(}\Omega) | \{\hat{D}_i\}]}{2\text{Psd}[\text{Quantum(}\Omega) | \{\hat{D}_i\}]} \]

(85)

This relation indicates that for classical noise that is equal in spectral density to quantum noise, the classical noise is emitting half a photon per Hz per second individually into the upper and lower sidebands. This will be relevant in estimating the performance of photon counting, which is limited by classical photon emission from both phase and amplitude quadratures. Since fringe Homodyne readout does not measure the amplitude quadrature, \( S_\alpha(\Omega) \) cannot be directly estimated from a noise budget.

E. Two-Interferometer Correlation Measurements

Before delving into alternative quantum measurements, it is worth a short diversion to apply the above techniques to cross correlation measurements. The aggregate statistic Eq. (72) required a precise subtraction of the expectation value of the noise power, less the signal power. For deep searches of new physics, the signal may be 1% or less of the quantum noise. This subtraction can be limited by the precision in calibrating an experiment.

In the event, that a single signal \( \varphi \) will coherently appear in two instruments A and B, this practical limitation can be removed. The two instruments are assumed to have independent background noises \( \theta_A, \theta_B \) and quantum noise baths \( \hat{a}_A, \hat{a}_B \), leading to respective output field operators \( \hat{d}_A(t) \) and \( \hat{d}_B(t) \), sharing only the signal term \( \varphi(t) \). Respectively, temporal mode measurements can be created for the timeseries from each instrument. Finally, a correlated noise power observable may be formed for the sin and cos components

\[ \hat{V}_{AB,ci} \equiv \hat{D}_{A,ci} \hat{D}_{B,ci} \hat{V}_{AB,si} \equiv \hat{D}_{A,si} \hat{D}_{B,si} \]

(86)

The complex mode observables require some care, as they create a power operator that is complex, unlike the single interferometer case.

\[ \hat{V}_{AB,i+i} \equiv \hat{D}_{A,i+i} \hat{D}_{B,i+i} = \frac{1}{2}(\hat{V}_{AB,ci} + \hat{V}_{AB,si}) + i(\hat{D}_{A,ci} \hat{D}_{B,si}) \]

(87)

These have considerable experimental advantage that the mean does not include the quantum noise or background processes, and so no subtraction is required to
test for excess noise.

\[ \langle \hat{V}_{AB,ci} \rangle = \langle \hat{V}_{AB,+i} \rangle = 2|g(\Omega)|^2 S_{\tilde{\phi}}(\Omega_{ci}) \]  

(89)

Note that the expectation is purely real even for the complex basis modes. For this reason, only the variance on the real part of the statistic is meaningful. The imaginary part carries no information and can be ignored.2

By using the fact that the A and B noise and quantum operators commute, we then can calculate the variances:

\[ \text{VAR}[\hat{V}_{AB,ci}] = \langle \hat{V}_{A,ci} \rangle \langle \hat{V}_{B,ci} \rangle + \langle (2\sqrt{2}\Re\{g(\Omega_i)\})^{\dagger} \rangle^2 \]

\[ \approx 1 \]  

(90)

(91)

The notable aspect of this expression is that although the cross spectrum avoids the quantum noise power in the mean, the quantum (and background) noise powers still contribute to the variance. For this reason, cross spectrum observations are not statistically more powerful than single instrument excess-power measurements. They simply have the advantage of simplified experimental systematics, as no precise subtraction is required.

Two further aspects worth noting are, firstly, that the variance of the cross-power is half of either instrument’s power observable. This shows a minor statistical advantage over a single instrument, but is not an advantage over combining the independent measurements of two identical instruments. Secondly, the distribution of \( \hat{V}_{AB,ci} \) is not a \( \chi^2 \), but rather is Gaussian distributed. This is due to being composed of a product of independent Gaussian measurements in Eq. \[6\]. The contribution of \( \tilde{\phi} \) to \( \hat{V}_{AB,ci} \) is \( \chi^2 \), so where the correlated signal dominates, the distribution becomes \( \chi^2 \).

We can also consider the complex temporal modes, where the signal appears only in the real phase of the cross correlation.

\[ \text{VAR}[\Re(\hat{V}_{AB,+i})] = \frac{1}{4} \left( \text{VAR}[\hat{V}_{AB,ci}] + \text{VAR}[\hat{V}_{AB,si}] \right) \approx \frac{1}{2} \]  

(92)

Where the approximation assumes the weak signal limit. This expression is notable, as the variance is half of the single real mode case. This is again from the observable measuring in two basis-modes at once; however, instead of making a \( \chi^2 \), it is making a Gaussian distribution. Like the single temporal-mode case, as the signal dominates the quantum and background noise, the distribution becomes \( \chi^2 \).

The definitions above allow us to define the correlation as an unbiased estimator, \( \mathcal{N}^{AB}_{2N} \), and relate it to a cross spectrum

\[ \text{CSD}_{AB} = \Re\{\tilde{\phi}(\Omega_i)|\hat{D}_{+i}\} \]  

(93)

Only the real part of the cross spectrum contains signal, giving:

\[ \mathcal{N}^{AB}_{2N} = \frac{\Re\{\text{CSD}_{AB} |\tilde{\phi}(\Omega_i)\hat{D}_{+i}\}}{\Phi(\Omega)} \]  

(94)

Which has the expectations

\[ \langle \mathcal{N}^{AB}_{2N} \rangle = \alpha \quad \text{VAR}[\mathcal{N}^{AB}_{2N}] \approx \frac{1}{2N} \left( \frac{1}{2|\Re\{\tilde{\phi}(\Omega_i)\}|^2} \right)^2 \]  

(95)

Which again shows the factor of 2 improvement from using two instruments.

The above formulas can be worked more fully to show the usual relationship between the variance of the cross spectrum and the power spectra.

To be concise, let \( \tilde{C} = \text{CSD}_{AB} |\tilde{\phi}(\Omega_i)\hat{D}_{+i}\), then

\[ \text{VAR}[\tilde{C}] = \text{VAR}[\Re(\tilde{C})] + \text{VAR}[\Im(\tilde{C})] = \langle \tilde{C}\tilde{C}^* \rangle - \langle \tilde{C}\rangle \langle \tilde{C}^* \rangle \]

\[ = \frac{\text{PSD}[\tilde{\phi}(\Omega_i)|\hat{D}_{+i}\text{PSD}[\tilde{\phi}(\Omega_i)|\hat{D}_{+i}\rangle}{N} \]

\[ = 2\text{VAR}[\mathcal{N}^{AB}_{2N}] \frac{\Phi(\Omega)}{\Phi(\Omega)} \]  

(96)

(97)

(98)

Altogether, the cross variables are shown to have the same statistical power as the combination of two independent observations from similar or identical instruments. Their advantage is to avoid the quantum noise power from appearing in the observable, which in turn prevents the need for a precise subtraction to search for excess signal power. This is a powerful experimental technique, but not a fundamental statistical advantage.

There is also an alternative derivation of the cross spectrum, where the homodyne timeseries measurements of two interferometer are added and subtracted into sum (common) and difference channels. After the linear combinations, then basis modes are applied as a discrete Fourier transforms, followed by power observables for spectrum estimation. This avoids the need for cross spectra. Instead one can show that the sum channel includes the signal spectrum along with all of the background noises, while the difference channel includes no signal, but identical noises. Thus, the power spectrum of the difference channel creates the estimate of the background noise. Subtracting the spectra of the sum and difference channels creates the spectrum of the signal. This method is statistically equivalent to producing a cross spectrum and the two methods can be related using basis changes, see sec. 6 of [6].

This alternative method is mentioned as there is an analogous technique to cross correlation for counting statistics, which is more closely related to the sum/difference description than the cross-spectrum description of this bias-removal technique.

---

2 This assumes the phasing between the two instruments is well established. The imaginary term may be necessary to account for experimental uncertainties.
V. PHOTON COUNTING

This section follows a similar pattern as the previous section. The quantum observation operator is defined from the definitions and experimental setup established in Section [III]. For photon counting, the observation naturally sums observations in many temporal modes, naturally creating an aggregate statistic that must be simply normalized to form an unbiased estimator.

First, the operating regime of the experimental setup must be defined. The fundamental change from homodyne readout is that local oscillator light is minimized, thus only $\mathcal{P}_2$ (Eq. [55]) contributes to the power read from Eq. [53]. Photon counts from frequencies that contain noise but no signal will add background, and in particular, any residual Michelson fringe light can add considerable background counts. In practice, this requires sharp optical filters between the interferometer and the readout to suppress light near the carrier frequency $\Omega \approx 0$. The frequency response of the readout filters is expressed as $q(\Omega)$. The filters are assumed to be passive, implying $|q(\Omega)| < 1$. To be concise, the factor $g(\Omega) = q(\Omega)g(\Omega)$ is used to indicate the optical gain for the signal, while factors of $q(\Omega)$ are included with the output noise.

With the filters applied, the field at the output port of the interferometer is:

$$\hat{d}(\Omega) = ig(\Omega)\phi(\Omega) + q(\Omega)(\hat{\theta}(\Omega) + \hat{n}(\Omega)) + \hat{a}(\Omega)$$  \hspace{1cm} (99)

Consider a measurement of the photon flux integrated over an interval from time 0 to $\Delta T$. This gives the total observed energy as a number of photon counts:

$$\hat{E} = \int_0^{\Delta T} \hat{P}_d(t)dt$$  \hspace{1cm} (100)

On this interval, a Fourier series can be established using a basis set of temporal waveforms $\pi_{\pm j}(\Omega) = e^{ij}\Omega j \sqrt{T}$, with $\Omega_{\pm j} = \pm j2\pi / \Delta T$. From this basis set, the field can be decomposed over the measurement interval:

$$\hat{d}(t) \approx \sum_{j=1}^{\infty} \pi_{-j}(t)(ig(\Omega_{j+1})\phi_{j+1} + iq(\Omega_{j+1})\theta_{j+1} + \hat{a}_{j+1})$$

$$+ \pi_{j}(t)(ig(\Omega_{j-1})\phi_{j-1} + iq(\Omega_{j-1})\theta_{j-1} + \hat{a}_{j-1})$$  \hspace{1cm} (101)

The observable can then be expressed as the sum of the basis operators.

$$\hat{E} = \int_0^{\Delta T} d\hat{d}(t)dt \approx \sum_{j=1}^{\infty} \hat{E}_{j+1} + \hat{E}_{j-1}$$  \hspace{1cm} (102)

Where each individual basis has a corresponding number operator, $\hat{E}_{1i}$, for the given temporal mode

$$\hat{E}_{\pm i} \equiv (g(\Omega_{\pm i})\hat{\varphi}_{\pm i} + q(\Omega_{\pm i})\hat{\theta}_{\pm i} - i\hat{a}_{\pm i})$$

It can be explicitly given by

$$\hat{d}_{\pm i} = \int_{-\infty}^{\infty} d(t)\kappa_{\pm i}(t)dt \equiv \int_{-\infty}^{\infty} d(\Omega)\kappa_{\pm i}(\Omega)\,d\Omega$$  \hspace{1cm} (104)

With

$$\hat{E}_{\pm i} = \hat{d}_{\pm i}^\dagger \hat{d}_{\pm i}$$  \hspace{1cm} (105)

These integrals and decomposition of $\hat{E}$ into $\hat{E}_{\pm i}$ is a formal technique here to analyze stochastic signals, where “all” templates are measured and the filter $q(\Omega)$ weights or selects a limited set. With quantum memory technology, individual templates can, in principle, be individually measured and addressed.

Expectation values of the $\hat{E}_{\pm i}$ operators can be given in terms of the constituent signal and noise power:

$$\mathcal{S}_{\pm i} \equiv |g(\Omega_{\pm i})|^2 \mathcal{S}_{\pm i} + |q(\Omega_{\pm i})|^2 \mathcal{S}_{\pm i} + \mathcal{S}_{\pm i}$$  \hspace{1cm} (106)

Which allows the concise expressions for the mean and variance of the energy detection operators:

$$\langle \hat{E}_{\pm i} \rangle = \langle g(\Omega_{\pm i})\hat{\varphi}_{\pm i} + q(\Omega_{\pm i})\hat{\theta}_{\pm i} \rangle^2 = \mathcal{S}_{\pm i}$$  \hspace{1cm} (107)

$$\text{VAR}[\hat{E}_{\pm i}] = \langle \hat{E}_{\pm i} \rangle \langle \hat{E}_{\pm i} \rangle - \langle \hat{E}_{\pm i} \rangle = \mathcal{S}_{\pm i}$$  \hspace{1cm} (108)

This variance hints at the information content of a single temporal mode. The signal emission rate, indicated within the mean, is determined by the spectral density and average optical gain of the signal over the frequency and duration of the single temporal mode. For weak signals, the mean is expected to be much less than 1 photon. Similarly, classical noises also cause photon emission, adding to the variance. A single measurement of a single $\hat{E}_{\pm i}$ is most likely to measure zero photons, but when it measures even a single one, it will be highly significant when the classical noise affecting $\text{VAR}[\hat{E}_{\pm i}]$ is also small. Many such measurements over a set $\pm i$ of temporal modes will be necessary to properly estimate the signal rate, given the small probability in any single detection. The high significance of each detection contributes to a high Fisher information of aggregate measurements. Aggregation in the case of stochastic signals is generally over some time-bandwidth product. In the case of wave-form discrimination, it may require multiple instances of candidate events to be observed, while using a common set of temporal-mode envelopes that are orthogonal by being offset in time for each measurement.

A. Aggregate Measurements

Similarly to the homodyne readout and its associated power observable, we can define an unbiased statistic
from the individual power observations over a basis set of temporal modes, building from the definition Eq. (102):

\[
\hat{G}_\alpha = \frac{1}{\hat{G}} \left( \hat{E} + \hat{B} - \langle \hat{E} + \hat{B} \rangle \right)
\]

(109)

\[
\overline{\text{C}} = \frac{1}{2} \sum_{i=1}^{\infty} (\hat{g}(\Omega_{i+})^2 \hat{\Phi}(\Omega_{i+}) + \hat{g}(\Omega_{i-})^2 \hat{\Phi}(\Omega_{i-}))
\]

(110)

The additional random variable \( \hat{B} \) represents a background count process that introduces additional variance. An example are the background counts rate of single-photon detectors. Those should be expected have Poisson statistics with a mean photon count \( \langle \hat{B} \rangle = B \Delta T \) and variance \( \text{VAR}[\hat{B}] = \langle \hat{B} \rangle \).

The mean and variance of the statistic is computed to be

\[
\langle \hat{G}_\alpha \rangle = \alpha \ \text{VAR}[\hat{G}] = \frac{1}{\hat{G}} \left( \sum_{i=1}^{\infty} (\hat{S}_{i+} + \hat{S}_{i-}) + \text{VAR}[\hat{B}] \right)
\]

(111)

Now, the measurement problem should be simplified to relate this statistic to the Fisher Information on a single temporal mode. Assume that the filter function \( g(\Omega_0 + \Omega_1) \approx 1 \) is a steep bandpass filter which passes a (frequency) bandwidth \( |\Omega_1| < \pi \Delta F_E \), centered at \( \Omega_0 \), and is zero outside of that band. Furthermore, assume that the signal power spectrum and the interferometer gain is nearly constant within the band pass \( |\hat{g}(\Omega_{i+} + \Omega_1)|^2 \hat{\Phi}(\Omega_{i+} + \Omega_1) \approx |\hat{g}|^2 \hat{\Phi} \) and zero outside of the bandpass. Similarly, assume that the background noise is constant within that band \( S_B(\Omega_0 + \Omega_1) \approx S_B \).

The number of independent basis temporal-modes spanned depends on the measurement time, \( \Delta T \) and is \( N_E = \Delta F_E \Delta T. \) Under these assumptions

\[
\overline{\text{C}} \approx \frac{N_E}{2 |\hat{g}|^2 \hat{\Phi}} \ \langle \hat{E} \rangle = \frac{N_E}{2} (|\hat{g}|^2 \alpha \hat{\Phi} + \hat{S}_\theta + \hat{S}_n)
\]

(112)

Applying these to the definitions gives:

\[
\text{VAR}[\hat{G}_\alpha] \approx \frac{2}{N_E} \left( \frac{1}{|\hat{g}|^2 \hat{\Phi}} \right)^2 \left( \hat{S}_\theta + \hat{S}_n + \frac{2B\Delta T}{N_E} \right)
\]

(113)

The term including the noise sources also has a factor of \( |\hat{g}|^2 \alpha \hat{\Phi} \), but it is elided for simplicity in the weak-signal limit. Additionally, the small noise limit is applied, and square terms \( S_B^2 \) are omitted. Appendix A 6 shows the complete variance expressions that are computed using the exact expression for the probability mass distribution.

The expectations were derived using a basis of temporal-mode waveforms and several assumptions for constant signals and noise. The expectations can be expanded to give the integral forms where no specific basis is assumed, giving:

\[
\overline{\text{C}} = \frac{\Delta T}{2} \int_{-\infty}^{\infty} |g(\Omega)|^2 \hat{\Phi}(\Omega) \frac{d\Omega}{2\pi}
\]

(114)

\[
\text{VAR}[\hat{G}_\alpha] = \frac{\Delta T}{C^2} \int_{-\infty}^{\infty} |q(\Omega)|^2 S_B(\Omega) + S_n(\Omega) \frac{d\Omega}{2\pi} \text{VAR}[\hat{B}]
\]

(115)

Note that without the assumptions of constant signal and noise, the Fisher information, integrated over all frequencies, is not necessarily saturated. This is because only passive optical filters in the interferometer to shape \( g(\Omega) \) passive readout filters to shape \( q(\Omega) \), are assumed. The aggregate statistic for the Homodyne variable includes weight factors that can be included during classical computations. Such weight factors can, in principle, be used with photon counting. Present technology uses cavities to define the basis set, but cannot individually observe each \( E_{\pm i} \), preventing weight factors from being included.

## B. Comparison to Homodyne Readout

Both homodyne readout and photon counting readout have statistics which saturate the Fisher information of their respective classical observables, to optimally obtain information about the signal process. There are some notable differences in their implementation which must be addressed to directly compare the two approaches.

First, the effective number of temporal modes for the homodyne observable is quoted to be \( 2\Delta F_D \Delta T \), accounting for the positive and negative frequency basis waveforms that are simultaneously observed by the power operators \( \hat{V}_{+i} \) that compose \( \chi^2_{2N_D} \). This leads to \( N_D \approx \Delta F_D \Delta T \) complex measurements, which use \( 2N_D \) independent basis modes.

For photon counting, the optical bandwidth is twice as large as the classical bandwidth, as the signal spectrum \( S_B(\Omega) \) is imprinted into both positive and negative sidebands. Thus, double the bandwidth is available in the photon counting case, \( \Delta F_E \approx 2\Delta F_D \) for double the number of complex measurements \( N_E \approx 2N_D \). However, the same number of basis waveforms are observed in both cases. With this accounting established, the relative sensitivity of the two techniques can be compared:

\[
\frac{\text{VAR}[\hat{G}_{\alpha N_E}]}{\text{VAR}[\chi^2_{2N_D}]} \approx 4 \left( S_\theta + S_n + \frac{2B}{\Delta F_E} \right) \left( \frac{2\Delta F_D}{\Delta F_E} \right)
\]

(116)

This has the simple interpretation that photon counting has an advantages for stochastic noise searches as long as the background noise power spectrum is below 1/4 of the quantum noise. This comparison does not include squeezing, but heuristics are extended in Section VII to include it.

A second notable point to compare is ease of implementation. Specifically, the homodyne readout combines all of the independent measurements across the waveform
basis using classical computation, enabling the weighting parameters $W_i$ to be chosen after the measurement is taken. Photon counting can not easily apply such weightings, except by changing the filter $q(\Omega)$. Thus, optimizing it for SNR is limited, as sharp or narrow filtering using all-optical cavity filters are practically challenging to construct and operate. In particular, thermal acoustic resonances of interferometer mirrors can form large, narrow and regular noise features that readout cavity filters must be designed to avoid. Practically, this can cause some inevitable background counts, additional optical losses $q(\Omega) < 1$ from high-finesse cavities, and substantially less bandwidth $\Delta F_\text{E} \ll \Delta F_\text{D}$. Many of these issues can be compensated using signal recycling, analyzed in Section VI.

C. Fisher Information

Higher moments can be considered from the probability mass function of the operators $\hat{E}_i$.

$$\text{Cf} \left[ \hat{E}, \hat{E}_i \right] = \left\langle e^{-i\hat{E}\hat{E}_i} \right\rangle = \frac{1}{S_{i+}(e^{i\hat{E}} - 1) + 1}$$

PDF

$$\text{PDF} \left[ E, \hat{E}_i \right] = \left\langle \delta(E - \hat{E}_i) \right\rangle$$

$$= \frac{1}{2\pi} \int_0^{2\pi} e^{i\hat{E}E} \text{Cf} \left[ \hat{E}, \hat{E}_i \right] \text{d}E$$

$$= \frac{1}{S_{i+}} \left( 1 + \frac{1}{S_{i+}} \right)^{-(1+E)}$$

Which are derived in Appendix A5 and Appendix A6.

The resulting characteristic function and probability mass function is known as the geometric distribution. Perhaps surprisingly, it is not a Poisson distribution expected given the coherent laser light powering the interferometer, but rather equivalent to a Bose distribution on a single oscillator mode. This discussion is related to equations 4.13 to 4.14 of Helstrom[10].

The Fisher information (defined in Eq. (117)) for determining the signal power, $S_{i+}$, is then

$$I[\hat{E}_i] = \frac{|g(\Omega_{i+})|^4 \Phi^2(\Omega_{i+})}{4S_{i+}^2}$$

$$\approx \frac{|g(\Omega_{i+})|^4 \Phi^2(\Omega_{i+})}{2S_{i+}^2}$$

Which the approximation is taken in the small signal limit. In that limit, the Fisher information is limited only by the background count rate of the instrument. The fundamental advantage for the photon counting method is thus demonstrated: the limit is determined entirely by instrumental processes and not quantum noise of the signal process; however, the optical gain does establish the quantum limit of the information rate.

Thus, the estimator of Eq. (113) saturates the classical Cramer-Rao bound for the Geometric/Bose distribution when it is in the small signal limit. The effective number of measurements is determined by the total optical bandwidth and the measurement time.

D. two-interferometer correlated signals

Similarly to homodyne readout, photon counting can only create an unbiased estimator by subtracting an estimate of the background count rates from classical noise sources in the interferometer and detector counts. Practically, these background count estimates are challenging to determine, and have their own statistical uncertainties. However, photon counting can employ an analogous two-interferometer measurement technique to Section IV E.

This allows one to simultaneously determine background counts while search for signal. This prevents the need for configurations that modulate the signal level, as such re-configuration can also modify the background count rate, leading to systematic biases in the background count rate.

The method is depicted in Section VI D. The basis of the method is to use the coherence of the signal in two detectors to direct the signal to one of two photon counting readout ports, with fields $\hat{d}_C$ and $\hat{d}_D$. In doing so, both readout ports gather counts from backgrounds and incoherent noise sources, but only one gathers signal. This allows the second output to estimate the backgrounds of the first.

Practically, the coherent combination of two interferometers is implemented using a beamsplitter and the choice of which port sees the signal is determined by the path lengths to that beamsplitter. This allows the signal to be swapped between the two output ports. By swapping the ports, only one low-noise readout system is required, since the signal can be enabled and disabled. Even with a readout system on both output ports, swapping is still essential as a calibration mechanism, as both readout systems can not be expected to be identical.

Mathematically, the fields output at each interferometer can be described as

$$\hat{d}_A(\Omega) = ig_A(\Omega)\phi(\Omega) + i\theta_A(\Omega) + \hat{n}_A(\Omega) + \hat{a}_A(\Omega)$$

$$\hat{d}_B(\Omega) = ig_B(\Omega)\phi(\Omega) + i\theta_B(\Omega) + \hat{n}_B(\Omega) + \hat{a}_B(\Omega)$$
Using subscripts to distinguish the noise sources and optical gain of each interferometer. The beamsplitter operation that creates the output port fields from the interferometer fields is:

\[
\hat{a}_c(\tau) = \frac{1}{\sqrt{2}} \hat{a}_A(\tau, \zeta_O) + \frac{1}{\sqrt{2}} \hat{a}_B(\tau, \zeta_O) \quad (124)
\]

\[
\hat{a}_D(\tau) = \frac{1}{\sqrt{2}} \hat{a}_A(\tau, \zeta_O) - \frac{1}{\sqrt{2}} \hat{a}_B(\tau, \zeta_O) \quad (125)
\]

The readout filters \(q(\Omega)\) are then applied after the beamsplitter. For simplicity, we now assume that \(g_A(\Omega) = g_B(\Omega) = g(\Omega)\). This gives for the fields of each output port.

\[
\hat{a}_C(\Omega) = i\sqrt{2}g(\Omega)\phi(\Omega) + \hat{a}_C(\Omega) \quad (126)
\]

\[
+ \frac{q(\Omega)}{\sqrt{2}}(i\hat{a}_A(\Omega) + i\hat{a}_B(\Omega) + \hat{n}_A(\Omega) + \hat{n}_B(\Omega))
\]

\[
\hat{a}_D(\Omega) = \hat{a}_D(\Omega) \quad (127)
\]

\[
+ \frac{q(\Omega)}{\sqrt{2}}(i\hat{a}_A(\Omega) - i\hat{a}_B(\Omega) + \hat{n}_A(\Omega) - \hat{n}_B(\Omega))
\]

Here, the quantum fluctuation operators are given indexed by the output port. Physically, these operators are linear combinations of the quantum fluctuation operators from each interferometer. When no quantum state engineering is performed, there is no need to expand the operators in terms of inputs, as they have all the same relations as vacuum bosonic ladder operators.

There then exists photon counting operators \(\hat{E}_C\) and \(\hat{E}_D\) associated with each output port. These are composed of individual temporal-mode \(\hat{E}_{C,\xi}\) and \(\hat{E}_{D,\xi}\) states as for Eq. (102) and Eq. (103).

\[
\langle \hat{E}_{D,+i} \rangle = \frac{|q(\Omega+i)|^2}{2}(S_{\theta_A}(\Omega+i) + S_{\theta_B}(\Omega+i)) \quad (128)
\]

\[
+ S_{\theta_A}(\Omega+i) + S_{\theta_B}(\Omega+i))
\]

\[
\langle \hat{E}_{C,+i} \rangle = |g(\Omega+i)|^2 S_{\phi}(\Omega+i) + \langle \hat{E}_{D,+i} \rangle \quad (129)
\]

The same factor \(\mathcal{G}\) from Eq. (110) can be used to normalize the estimator for the parameter. This then produces equivalent simplified expressions as Eq. (113).

\[
\hat{G}^{\alpha \beta} = \frac{1}{2G} \left( \hat{E}_C - \hat{E}_D + B_C + B_D - \langle B_C + B_D \rangle \right) \quad (130)
\]

\[
S_{AB} = S_{\theta_A} + S_{\theta_B} + S_{\theta_A} + S_{\theta_B} \quad (131)
\]

\[
\text{VAR}[\hat{G}^{\alpha \beta}] \approx \frac{1}{N_E} \left( \frac{1}{|g|^2} \right)^2 (S_{AB} + 2B \Delta T) \quad (132)
\]

As in the homodyne case, these expressions show a factor of 2 improvement in the variance, expected from using two instruments to search for signals. If only a single readout is used, swapping between signal and quiet modes, the factor of two improvement is lost from the duty cycle of using a single readout. Comparing the derivation here to the homodyne case appears that the two techniques are fundamentally different, as the two-interferometer cross spectrum is computed differently than a power spectrum, while this technique only measure power, but linearly combines the signals first.

Altogether, the ability to use a cross correlation technique shows that photon counting has no fundamental statistical disadvantages over homodyne readout. Many of the practical challenges must be explored and tested to fully develop it as a tool to search for new physics using Michelson interferometers.

VI. SENSITIVITY COMPARISONS, INCLUDING SIGNAL RECYCLING

Adding a appropriate mirrors to the interferometer modifies the optical gain, \(g(\Omega)\). Physically, this can be viewed as changing the density of states within the interferometer, such that the total number of states, averaged over frequency, remains constant. For a single mirror with transmissivity of \(T_{\text{srn}}\), added at the output port of the interferometer, the optical gain is transformed from \(g(\Omega) = \mathcal{G}\) without the mirror, to \(g'(\Omega)\), as:

\[
g'(\Omega) = \frac{\sqrt{T_{\text{srn}}}}{1 - \sqrt{1 - T_{\text{srn}}} e^{-i(\Omega - \Omega_g)2L/c}} \mathcal{G} \quad (133)
\]

Where \(L\) is the length of the arm and \(\eta\) is the round-trip optical efficiency. \(\Omega_g\) is the center frequency of the resonance, which is determined by the exact path length to the recycling mirror.

When \(T_{\text{srn}}\) is small, the signal recycling is in the high finesse limit, and the expression can be simplified.

\[
g'(\Omega) = \sqrt{\frac{\mathcal{G}e^{cT_{\text{srn}}}}{L \gamma_g + \gamma_{\eta} - i(\Omega - \Omega_g)}} \quad (134)
\]

Using the bandwidth parameters

\[
\gamma_g = \frac{cT_{\text{srn}}}{4L} \quad \gamma_{\eta} = \frac{c}{4L} (1 - \eta) \quad (135)
\]

The first of these, \(\gamma_g\), is adjustable using the recycling mirror transmission, while the second is determined by the round-trip optical efficiency of the interferometer.

![Diagram of the fields and variable definitions in a Michelson interferometer](image-url)
With these parameters, the optical gain takes the maximum value $|g'(\Omega)|^2 = 4/(T + 1 - \eta)$ with a HWHM of $\gamma_g + \gamma_\eta$. Note also that

$$\int_0^\infty |g'(\Omega)|^2 d\Omega = \frac{|g|^2 c}{2\pi} \eta_g \quad \eta_g = \frac{\gamma_g}{\gamma_g + \gamma_\eta} \quad (136)$$

Thus, the integrated optical gain is constant and does not depend on the chosen bandwidth $\gamma_g$, except when limited by the optical efficiency (losses). This is the sense in which interferometer gain manipulates the local density of states while conserving the total number.

The general motivation of signal recycling during homodyne readout is to match the interferometer response $g'(\Omega)$ to the signal spectrum $\Phi(\Omega)$. Exactly matching the two optimizes the total fisher information integrated over the spectrum Eq. (78). It can be considered as implementing a physical counterpart to the weighting factors of Eq. (72) (analyzed in Appendix A.3).

For the purposes of comparing the two readout schemes, it is worth considering a simple Lorentzian signal model with a resonant peak

$$\Phi(\Omega) = \frac{2\gamma_\phi}{\gamma_\phi^2 + (\Omega - \Omega_\phi)^2} + \frac{2\gamma_\phi}{\gamma_\phi^2 + (\Omega + \Omega_\phi)^2} \quad (137)$$

Which is normalized to unit power $\int_0^\infty \Phi(\Omega) d\Omega/2\pi = 1$. Under this normalization, the fit parameter $\alpha$ takes on units, typically square-length or square-phase, depending on the chosen normalization of $g(\Omega)$, for the sensitivity to displacement signals or to phase shifts.

For the limit where $\Omega_\phi > \gamma_\phi$, the Lorentzian signal has the following related integrals: $\int_0^\infty \Phi(\Omega)^2 d\Omega/2\pi = \gamma_\phi^{-1}$ and $\int_0^\infty \Phi(\Omega)^4 d\Omega/2\pi = \gamma_\phi^{-3}5/2 \approx$, used in the following.

This form of spectrum can also be parameterized using the peak spectral density $\Phi$

$$\Phi(\Omega) = \frac{\Phi \gamma_\phi^2}{\gamma_\phi^2 + (\Omega - \Omega_\phi)^2} + \frac{\Phi \gamma_\phi^2}{\gamma_\phi^2 + (\Omega + \Omega_\phi)^2} \quad (138)$$

It is parameterized in both ways, as the peak density is a more applicable parameterization to wideband search calculations while the unit-power normalization is more appropriate for narrowband searches.

### A. Homodyne Readout

Calculating the optimal search statistic using the weight factors of Appendix A.3 gives a variance of:

$$\frac{1}{\text{VAR}[\chi_{2N}^2]} = \frac{c}{\int_0^\infty (2|\gamma(\Omega)|^2\Phi(\Omega))^2 d\Omega} \quad (139)$$

This can be compared to signal recycling. Here, some of the simplifications taken during the derivations must be reconsidered, namely

$$|2\gamma(\Omega)|^2 \rightarrow \frac{1}{2} |g'(\Omega) + g^*(-\Omega)|^2 \quad (140)$$

$$\approx |\gamma|^2 \left(\frac{\gamma_g}{(\gamma_g + \gamma_\eta)^2 + (\Omega - \Omega_g)^2} + \ldots\right) \quad (141)$$

where the approximation is in the limit $\Omega_g > \gamma_g$ and the ellipses indicate terms with $(\Omega + \Omega_g)$ factors.

From Eq. (123), a broadband Michelson with a flux of $F_{BS} = F_{BS}/\omega_0$ on the beamsplitter has a sensitivity of

$$\gamma = \frac{\omega}{c} \sqrt{F_{BS}} \quad (142)$$

Various choices signal recycling bandwidths $\gamma_g$ then give

$$\frac{1}{\text{VAR}[\chi_{2N}^2]|_{SR}} \approx \left(\frac{\omega^4 F_{BS}^2}{c^4 \gamma_\phi^4}\right) \left(\frac{\eta_g c/2L}{\gamma_\phi + \gamma_g + \gamma_\eta}\right) \left(\Delta T \frac{c}{2L}\right) \quad (143)$$

$$\frac{1}{\text{VAR}[\chi_{2N}^2]|_{BB}} \approx \left(\frac{\omega^4 F_{BS}^2}{c^4 \gamma_\phi^4}\right) 4 \left(\Delta T \gamma_\phi\right) \text{no recycling} \quad (144)$$

These can also be expressed in terms of the peak spectral density $\Phi$.

$$\frac{1}{\text{VAR}[\chi_{2N}^2]} \approx \left(\frac{\omega^4 F_{BS}^2}{c^4 \Phi}\right) \left(\frac{\eta_g c/8L}{\gamma_\phi + \gamma_g + \gamma_\eta}\right) \left(\Delta T \frac{c}{2L}\right) \quad (145)$$

$$\frac{1}{\text{VAR}[\chi_{2N}^2]|_{BB}} \approx \left(\frac{\omega^4 F_{BS}^2}{c^4 \Phi}\right) \left(\Delta T \gamma_\phi\right) \text{no recycling} \quad (146)$$

Where the approximations are in the limit $\Omega_\phi > \gamma_\phi$ that the peak signal frequency is larger than the signal bandwidth.

Thus, resonant signal recycling can be an advantage for Homodyne readout experiments where:

$$\frac{c}{8\gamma_\phi} < L \quad (147)$$

For narrow band searches of signals like dark matter, this constraint can be easily met. Due to losses in the interferometer, $T_{\text{erm}}$ should generally not be substantially below 1000ppm, limiting the ability to saturate signal recycling enhancements for short interferometers.

The advantages of signal recycling are different for photon counting. First, existing technology in photon counting cannot use the weight factors $\omega_i$ to create statistics that saturate the Fisher information over wide frequency bands. The only ability to do so is provided using the filter $q(\Omega)$.

Namely, when $S_q(\Omega)$ varies significantly, frequencies where it is large can overwhelm the advantages gained where it is small. An example of this is the thermal
motion of bulk acoustic modes of interferometer mirrors. Each acoustic mode has spectral peaks with

$$S_{\theta, \text{bulk}}(\Omega) = |2\gamma(\Omega)|^2 \sum_i \frac{k_i T}{m_i \Omega_{\text{blk}, i}} 2\pi \delta(\Omega - \Omega_{\text{blk}, i})$$  \hspace{1cm} (148)

given the Boltzmann constant $k_b$, temperature $T$, mirror mass $m_i$, and acoustic longitudinal bulk resonance frequencies $\Omega_{\text{blk}, i}$. This motion is delta-function like for mirrors of high mechanical quality. The delta-function nature of these resonances indicates that the optimal strategy uses $q(\Omega_{\text{blk}, i}) = 0$ for all of the resonances. However, practically such a zero can only be approximated. Using optical cavities to implement $q(\Omega_{\text{blk}, i})$ requires that the center frequency and passband of the cavities be sufficiently separated to reduce background photon counts coming from the thermal resonance frequencies.

The technical constraints and thermal background practically constrain the filter $q(\Omega)$ to be formed as a series of $N_q$ (typically) identical cavities, giving the form:

$$q(\Omega) = \left(\frac{\gamma_q}{\gamma_q - i(\Omega - \Omega_q)}\right)^{N_q}$$  \hspace{1cm} (149)

This series suppresses background noise from each resonance by a factor of $|\gamma_q/(\Omega_{\text{res}, i} - \Omega)|^{N_q}$. This narrow filter constraint entails an additional frequency scale from $\gamma_q$ to consider in a sensitivity analysis for signal recycling. There are two regimes worth considering based on wide band and narrow band signal.

### B. wideband signal photon counting

The first case is when the signal bandwidth is wider than the acceptable output filter width $\gamma_\phi > \gamma_q$. Here, take $\Phi$ to be the representative signal power within the readout band.

Because we are freely changing the optical gain and the classical noises are currently defined to scale with the gain, they must be redefined into the parameter $\bar{S}_c$, using $S_g + S_n \to |g(\Omega)|^2 \bar{S}_c$. This parameter appears in later expressions as $|\gamma^2\bar{S}_c(\Omega)|$ for the classical noise of a broadband Michelson with a given power level.

From Section IV D, specifically Eq. (85). If we have a noise budget of an interferometer decomposed into classical and quantum contributions, then, and we know the optical gain for the instrument, then

$$\bar{S}_c(\Omega) \approx \text{PSD[Classical(\Omega)]}$$  \hspace{1cm} (150)

Where the approximation indicates that the amplitude quadrature noise contribution is not included in this estimation. This expression is related to Eq. (85) when the quantum noise contribution is given for a broadband Michelson design, where $g(\Omega) = \bar{g}$. More generally, the relationship between the quantum and classical power spectra and the instrumental spectral density is:

$$|\bar{g}|^2 \bar{S}_c(\Omega) \approx \frac{\text{PSD[Classical(\Omega)]}}{\text{PSD[Quantum(\Omega)]}} \frac{2|\bar{g}|^2}{|g(\Omega) + g^*(-\Omega)|^2}$$  \hspace{1cm} (151)

From these definitions, the photon counting estimators can be expressed using

$$N_q = \Delta T \int_{-\infty}^{\infty} \left| \frac{g'(\Omega)}{g(\Omega)} q(\Omega) \right|^2 \frac{d\Omega}{2\pi} \quad \frac{\bar{S}_c}{2}$$  \hspace{1cm} (152)

Which then enter the computation of the variance. Here an inverse

$$\frac{1}{\text{VAR}[\hat{G}_\alpha]} = \frac{N_q |\bar{g}|^4}{2} \left(2 |\bar{g}|^2 \bar{S}_c + \frac{2\Delta T B}{N_q}\right)^{-1}$$  \hspace{1cm} (153)

Here, whenever the bandwidth of the interferometer $\gamma_g < \gamma_q$, then the interferometer gain dominates the integrals. This gives:

$$N_q \approx \frac{\Delta T c}{2L} \frac{c\gamma_g}{\gamma_g + \gamma_q} \quad \text{with recycling}$$  \hspace{1cm} (154)

$$N_q \approx \frac{\Delta T q}{2} \quad \text{no recycling}$$  \hspace{1cm} (155)

Note that the signal recycling case does not depend on the chosen interferometer bandwidth $\gamma_g$ as long as it is sufficiently smaller than the readout cavity bandwidth, $\gamma_q$ and above the loss-limited bandwidth, $\gamma_\phi$.

#### 1. Comparisons

In the wideband signal case with no recycling, the sensitivities can be compared:

$$\frac{\text{VAR}[\hat{G}_\alpha]_{\text{BB}}}{\text{VAR}[\chi_{2N}]_{\text{BB}}} \approx 2 \left(2 |\bar{g}|^2 \bar{S}_c + \frac{4B}{\gamma_q}\right) \frac{2\gamma_\phi}{\gamma_q} \quad \text{with } \gamma_\phi > \gamma_q$$  \hspace{1cm} (156)

This replicates the result from Eq. (116), using $\Delta F_D = \gamma_\phi/4$ and $\Delta F_E = \gamma_\phi/2$. These particular relationships between signal and cavity bandwidths and the frequency spans arise because Eq. (116) was computed assuming that the frequency response was constant. For homodyne readout, one can use a concept of an “effective bandwidth” to reason as if the response is constant. A non-constant response then gets converted into a bandwidth using the integral

$$\Delta F_D \approx \int_0^\infty \frac{\Phi^2(\Omega)}{2\pi} d\Omega \quad \text{with } \Phi = \max_{0 \leq \Omega \leq \infty} \Phi(\Omega)$$  \hspace{1cm} (157)

The comparison between photon counting and homodyne readout with signal recycling in the wideband case, $\gamma_\phi < \gamma_q$, is

$$\frac{\text{VAR}[\hat{G}_\alpha]_{\text{SR}}}{\text{VAR}[\chi_{2N}]_{\text{SR}}} \approx \left(2 |\bar{g}|^2 \bar{S}_c + \frac{B}{N_q}\right) \left(\frac{c}{4L} \frac{\gamma_g + \gamma_q + \gamma_\phi}{\gamma_q}\right)$$  \hspace{1cm} (158)
and in the typical wideband case \( \gamma_q < \gamma_q < \gamma_q < \gamma_\varphi \), the Homodyne readout is optimal without signal recycling, while the photon counting is optimal with recycling. The ratio can be expressed as

\[
\frac{\text{Var}[\hat{G}_\alpha|_{SR}]}{\text{Var}[\hat{X}_{2N}^2|_{SR/BB}]} \sim \left( \frac{|g|^2 S_e + \frac{B}{\gamma_q}}{N_q} \right)^{\pm 1} \tag{159}
\]

Where the exponents +1 and −1 represent the respective broadband and signal recycled cases for the homodyne readout. For signals with \( \gamma_\varphi \approx c/4L \), the cases are equivalent. For this particular signal bandwidth, signal recycling with photon counting avoids the degradation of \( 8\Delta F_B/\Delta F_E \) in its comparison to homodyne readout.

C. Narrowband Signal photon counting

The narrowband regime exists when the signal bandwidth is substantially more narrow than the readout cavities can be made with current technology, \( \gamma_\varphi < \gamma_q \).

Using the signal spectrum from Eq. (138). The equations can be constructed

\[
N_B = \frac{\Delta T \gamma_\varphi}{2} \int_{-\infty}^{\infty} \left| \frac{g'(\Omega)}{g(\Omega)} \right|^2 \Phi(\Omega) \frac{d\Omega}{2\pi} \tag{160}
\]

\[
G = \frac{N_B |g|^2}{\gamma_\varphi} \tag{161}
\]

And using \( N_q \) from Eq. (154), gives the variance as:

\[
\frac{1}{\text{Var}[G_\alpha]} = \frac{\omega_1^4 F_{BB}^2}{c^4} \frac{q^2 S_e N_q + \Delta T B}{4} \tag{162}
\]

Using the effective signal time-bandwidth as

\[
N_B \approx \frac{\Delta T c}{2L} \frac{\gamma_q \gamma_\varphi}{\gamma_\varphi + \gamma_q + \gamma_q} \quad \text{recycling} \tag{163}
\]
\[
N_B \approx \Delta T \gamma_\varphi \quad \text{no recycling} \tag{164}
\]

This parameterization collects the signal enhancement into the effective number of measurements, so that they can be directly compared. Using signal recycling with \( \gamma_q = \gamma_q \) gives that recycling accelerates the search by \( c/8L\gamma_\eta \) over no recycling.

1. Comparisons

The head to head comparison of photon counting to homodyne readout in the no recycling case with a narrowband search is given by the ratio:

\[
\frac{\text{Var}[\hat{G}_\alpha|_{BB}]}{\text{Var}[\hat{X}_{2N}^2|_{BB}]} \approx 2 \left( \frac{|g|^2 S_e + \frac{2B}{\gamma_q}}{\gamma_\varphi} \right) \frac{\gamma_q}{\gamma_\varphi} \quad \text{with } \gamma_\varphi < \gamma_q \tag{165}
\]

and in narrowband signal recycling case \( \gamma_\varphi < \gamma_q \)

\[
\frac{\text{Var}[\hat{G}_\alpha|_{SR}]}{\text{Var}[\hat{X}_{2N}^2|_{SR/BB}]} \approx \left( \frac{|g|^2 S_e + \frac{\Delta T B}{N_q}}{4L\gamma_\varphi^2(\gamma_\varphi + \gamma_\varphi + \gamma_q)} \right) \tag{166}
\]

which reduces in the typical narrowband case \( \gamma_\varphi < \gamma_q < \gamma_q < \gamma_q \) to

\[
\frac{\text{Var}[\hat{G}_\alpha|_{SR}]}{\text{Var}[\hat{X}_{2N}^2|_{SR}]} \approx \left( \frac{|g|^2 S_e + \frac{\Delta T B}{N_q}}{4\gamma_\varphi^2} \right) \tag{167}
\]

Both the broadband and signal recycling cases show that photon counting is only advantageous in extreme cases, where the background noise rate, \( |g|^2 S_e \), is substantially smaller than \( \gamma_\varphi/2\gamma_q \) or smaller than \( 4L\gamma_\varphi^2/c\gamma_q \).

When using a loss-limited recycling gain \( \gamma_q \approx \gamma_q \), the classical noise should be lower than \( 2\Delta F_\varphi/c\gamma_q \).

D. Scan search comparisons

Narrowband searches for new physics are typically searches where the center frequency of the narrow signal spectrum is unknown. This changes the figure of merit of the searches. When the readout cavity is more wide than the signal, \( \gamma_q > \gamma_\varphi \), multiple potential signal frequencies are searched simultaneously. This can ultimately save search time, offsetting the time lost from background noise with the time gained from search multiplicity. The improvement factor is \( \gamma_\varphi (\gamma_q^{-1} + \gamma_q^{-1}) \). This gives the ratio comparisons from the previous section as

\[
\frac{\text{Var}[\hat{G}_\alpha|_{BB,scan}]}{\text{Var}[\hat{X}_{2N}^2|_{BB,scan}]} \approx 2 \left( \frac{|g|^2 S_e + \frac{2B}{\gamma_\varphi}}{\gamma_\varphi} \right) \tag{168}
\]

For the broadband, no recycling case. There it is apparent that photon counting can provide a similar speedup as in the wideband search case.

For signal recycling, the comparison is more nuanced, as the homodyne and photon counting cases use different recycling cavity bandwidths. Photon counting should use \( \gamma_q \approx \gamma_q \), while homodyne should use \( \gamma_q \approx \gamma_q \). Using these values gives the ratio

\[
\frac{\text{Var}[\hat{G}_\alpha|_{SR,scan}]}{\text{Var}[\hat{X}_{2N}^2|_{SR,scan}]} \approx \left( \frac{|g|^2 S_e + \Delta T B}{N_q} \right) \frac{1}{4(1-\eta)} \frac{\gamma_q}{\gamma_\varphi} \tag{169}
\]

This shows that for scanning searches, the losses in the interferometer set the sensitivity limit. The homodyne search is limited by the ability to match \( \gamma_q \) with \( \gamma_q \) to the signal bandwidth \( \gamma_q \). The loss term in this ratio establishes this limit. Practically, interferometer losses in a high-power Michelson can be 1000ppm or smaller. This indicates that classical noises must be smaller than the quantum noise in the broadband interferometer by at
least the factor of the losses, indicating that they must be smaller than 1000x in power or 30x in the amplitude spectral density. Under those conditions, scanning line searches using photon counting can outperform homodyne readout. Such ratios are possible in short high-frequency Michelson interferometers. Appendix A gives the full expressions without assuming loss limited bandwidths.

VI. OUTLOOK

This work establishes and analyzes photon counting as a promising methodology for using Michelson interferometers to search for new physics. The analysis focuses on incoherent stochastic-noise-like signals, yet utilizes an orthonormal Fourier-like temporal basis to decompose down the observables and statistics for both kinds of searches. The focus on incoherent signals avoids known quantum Fisher information limits in signal detection. This key aspect, and the surrounding analysis, motivates several additional avenues of research into photon counting interferometers:

A. Experimental Demonstrations

Photon counting is already widely applied for spectroscopy, quantum control of atoms, and most applications of light. It has yet to be developed in high-power Michelson interferometers for two major reasons. The first is that it has not yet been recognized to provide a substantial benefit to searches. Indeed, for phase-sensitive detection of displacement, quantum Fisher information arguments show that one method cannot be better than the other. This work shows that additional nuance must be considered, and that at least some classes of signals can greatly benefit with photon counting.

The second reason is the considerable experimental challenge. High power interferometers circulating kW power have $10^{22}$ photons/s. Readout bandwidths for stochastic signals range from kHz to MHz, thus to surpass the standard quantum limit from shot noise requires isolating of the readout by 160dB or more from the interferometer carrier light. Interferometer’s can achieve $\approx 40$dB of isolation in operating at a dark fringe, limited by wavefront error that creates contrast-defect light. High finesse optical cavities can isolate by $\approx 60$dB each and can be operated in series. The requisite isolation appears experimentally feasible with today’s optical cavity technology, but preventing any leakage of photons at that level of isolation is not assured. The experimental methodology to achieve this must be developed and demonstrated. The GQuEST experiment is being designed and developed to achieve this application. Its goal is to search for stochastic signals as signatures of quantum gravity.

B. Generalized Temporal Basis

The analysis of the photon counting performance in this section assumed a Fourier-like temporal basis that is passed through a readout filter cavity $q(\Omega)$. Experimental realizations should be feasible which directly template-match to a chosen basis of the optical field, at frequencies $\omega \pm \Omega$. This acts as the converse of deterministic single-photon emitters, acting instead as a photon absorber into a quantum memory. Either single photons or N-photon state absorption may be needed, depending on the application. For a general basis, the absorber’s coupling coefficient to the light must be modulated in phase and amplitude to implement the basis overlap integral. Raman transitions of atoms are a specific example of manipulating the coupling strength to a two-level system.

Practically, this should be demonstrated both for single basis waveforms, as well as continuous, wideband signal processing. This extended goal is necessary to observe meaningful time-bandwidth product, while discriminating which specific basis or frequencies observe single photons. The event-base search section Section VIII relies on the assumption that this can be done. Having a customizable template basis may also help experimentally with the contrast/isolation issues indicated in “experimental demonstrations”. For example, cavities naturally implement a Lorentzian temporal-mode basis, with limited spectral roll-off. Modulated-coupling quantum memories could instead implement Gaussian or other wavelet temporal-mode apodization with substantially lower spectral leakage, while providing an addressable readout.

C. FIRSD Equivalent Representation Heuristic

To speculate on the benefits of photon counting towards existing and proposed instruments, one can relate existing spectral densities to a “Fisher-Information representative spectral density” (FIRSD) for chi-squared excess residual tests using photon counting. This can be done starting from Eq. (116) applied to small bands of frequency. Assuming: the upper and lower sidebands are utilized, that there are no background detector counts counts, and that the classical noise follows Eq. (151), together forms the relations

$$\Phi^2(\Omega) \text{VAR}[\chi_2^2] \propto \text{Psd}[\text{Total}(\Omega)]$$

$$\text{VAR}[\chi_2^2] \propto \left( \frac{\text{Psd}[\text{Cl}(\Omega)]}{2\text{Psd}[\text{Qu}(\Omega)]} \right) \Phi^2(\Omega) \text{VAR}[\chi_2^2]$$

The sensitivity of matched-template searches follows the relations

$$2 \text{VAR}[\chi_2^2] = \text{VAR}[\chi_2^2] \propto \text{Psd}[\text{Total}(\Omega)]$$
This leads to the FIRSD sensitivity of

\[
\text{FIRSD}(\Omega) \equiv \sqrt{\Phi^2(\Omega) \text{VAR}[\hat{G}_x]} \quad (175)
\]

\[
\approx \sqrt{\frac{4\text{PSD}[\text{Cl}(\Omega)]}{\text{PSD}[\text{Qu}(\Omega)]}} \text{PSD}[\text{Total}(\Omega)] \quad (176)
\]

This effective PSD representation of the photon counting Fisher Information can be used to heuristically estimate the significance of existing residual chi-square testing techniques, except where the excess power in the residuals is measured using counts. Note that this technique should be applied where the quantum noise spectrum does not use squeezing, or where the squeezing is removed from the quantum noise spectrum. Using filter cavities or a basis on only a single sideband will change the numerator factor 2 to a 4, but will pass the other sideband to the homodyne readout, providing sensitivity shared between both readout methods.

At frequencies where the spectrum is dominated by quantum noise, the FIRSD effective sensitivity can be simplified to the form

\[
\text{PSD}[\text{Eff}(\Omega)] \approx 2\sqrt{\frac{\text{PSD}[\text{Cl}(\Omega)] \cdot \text{PSD}[\text{Qu}(\Omega)]}{10^{\text{dB}/10}}} \quad (177)
\]

The ad-hoc factor \(10^{\text{dB}/10}\) is included to account for squeezing in the quantum spectrum, and is 2, 4, or 10 for 3dB, 6dB and 10dB of observed squeezing in the quantum noise spectrum, respectively. This allows the quantum noise spectrum to be directly used from gravitational wave literature, with the assumed squeezing factor applied.

The FIRSD spectrum representation is formulated here as a means of discussing the relative figures of merit between detection schemes. What it misses is a means to express any penalties, statistical or scientific, from using phase-insensitive observations. The event-based searches section Section [VIII] formulates arguments to bound this penalty. Any use of this spectral density representation must qualify that photon counting is not as universally accessible to signal analysis as the timeseries data from homodyne readout.

### D. Next Generation Gravitational Wave Detectors

For photon counting, the temporal basis must be orthonormal and must be chosen apriori, before detection. Current technology also requires a basis of Fourier modes passed through readout cavities, though future technology can feasibly improve this restriction. All of this indicates major tradeoffs for matched template searches if switching to photon counting measurement, despite potential benefits in avoiding quantum noise.

However, homodyne readout and photon counting are not exclusive techniques and can be combined, when temporal-mode basis not directed to a counting readout, they will instead land on a standard readout. After the detection of an astronomical event, many additional science tasks follow to analyze the waveform. Many of these tasks can be framed as testing for excess residuals after subtracting the best-fit waveform or otherwise testing for deviations from a “standard-model” waveform. Thus, if the expected waveform can be established early during detection, then all deviations exist in orthogonal templates. This poses photon counting as a means to perform quantum hypothesis tests of excess residuals, with reduced quantum noise, for gravitational wave analysis.

Such potential applications for this are: tests of general relativity; searching for deviations from numerical relativity simulations; searching for weak, delayed gravitational wave “echoes”; and testing for deviations between inspiral and merger portions of waveforms. Binary neutron star signals have similar potential applications: Searches for late-inspiral phase shifts in the signal from tidal damping in the equation of state; as well as searches for high-frequency resonances after the merger. Applying photon counting techniques to gravitational wave interferometers will have profound experimental challenges, but further development of sub-shot-noise measurement techniques and data analysis may reveal new science possibilities. Future generations proposed gravitational wave detectors further motivate this study for two reasons.

First, they have a larger separation between their quantum and classical noise contributions due to the various scalings with the facility length [32, 33]. The gain-bandwidth trade-offs cause quantum noise to scale less favorably than the next most dominant noises, primarily the coating thermal noise as well as the residual gas noise of molecules traversing the vacuum beam pipes.

Figure 6 shows the spectra of a configuration of the proposed Cosmic Explorer observatory design. The gap between the quantum and classical noise contribution can be orders of magnitude in the power spectral density. The FIRSD heuristic expression then indicates that photon counting – even without further quantum enhancement – can outperform squeezing in the science cases where it is found to be applicable. Furthermore, it can outperform narrow-band resonant tunings, where the optical cavities are optimized for specific high-frequency science objectives. This is because the detector operates close to the limits of anticipated internal losses.

Second, next generation observatories will detect substantially more events than the current generation. For the Cosmic Explorer design, \(10^6\) binary neutron star coalescence events are predicted to be observed per year of operation. More events potentially mitigates some of the lost information of purely excess-residual searches, and indicates that the Fisher information as an applicable figure of merit in aggregating information from many events.

The bottom of Fig. 6 shows the low count rate expected from the fundamental classical noises. For each event detection, some number independent waveform tests might be defined. For binary neutron star postmerger physics, the number of independent tests can likely re-
FIG. 6. The classical and quantum noise of Cosmic Explorer [37], a proposed observatory design. Top shows the fundamental noises in a proposed upgraded configuration using cryogenic silicon technologies with 3 mega-Watts of arm power (per Table IV of [38]). The proposed design includes 10dB of squeezing, so the standard quantum limit noise contribution, without squeezing, is included. The FIRSD spectrum is computed from Eq. (176). Bottom shows the background flux from classical noises in both upper and lower sidebands using Eq. (55). The noise curves are calculated using the scientific software pygwinc.

related to the maximum resonance Q-factor of oscillation features and the band over which they are expected to appear [10]. The noise flux rate times the number of independent tests indicates the average number of background photons observed per event. Until a photon is observed, upper bounds on the postmerger signal power may be the primary statistical conclusion, but that thousands of events may allow postmerger-waveform morphology to be accessible even for the cosmologically-distant neutron star events comprising the majority of the detections.

It is worth reiterating the experimental challenges ahead for photon counting, but also reiterate that the technique may open new potential for future detectors. It shows promise for the observatories to even more fully utilize the advantages of their long baseline designs as well as the reduced classical noise from emerging physics instrumentation techniques [41].

E. Quantum Enhancements

The classical Fisher Information and variance calculations for photon counting (Section V) show that the information scales proportionally to optical gain, as one would expect, yet inversely proportional to the noise background. An implication is that for arbitrarily low-background instruments with nonzero optical losses, the limits implied from [12] do not universally apply. As a result, the conclusions of [22] either, do not apply to photon counting, or must be interpreted differently.

Squeezed states are the principle method of incorporating a quantum enhancement into interferometers, to reduce quantum noise below the shot-noise SQL in homodyne readout. Soon, advanced frequency-dependent squeezed states will be utilized to also reduce measurement back-action. The technique of squeezing works by continuously preparing states over the measurement bandwidth using nonlinear optics and “injecting” them into the interferometer from the output port. They then reflect from the Michelson interferometer [28] towards the readout. Any signal modulations act as a displacement operation on those states, during the interferometer reflection. Squeezed states carry energy and carry pairs of photons, entangled between upper and lower sideband frequencies [43, 44]. This likely limits the utility of squeezed states for low-background photon counting, as losses decohere those pairs, leading to background counts. Photon counting is a nonlinear and non-Gaussian observation of the optical states in each temporal mode. This implies that, analogously to squeezing, non-Gaussian states should be prepared and injected into the dark port of the interferometer to enhance photon counting readouts.

Squeezed states are generated using relatively few optical elements, yet span all of the temporal basis read in the homodyne timeseries, changing the observed quantum contribution to the spectrum. Each and every temporal mode in any basis of the observation band then contains a squeezed state. Implementing this with non-Gaussian states to saturate a time-bandwidth basis will require considerable investigation and development. Such ideas are already being explored in microwave axion detectors [45], and may have analogous developments for optical interferometers – if photon counting can be proven to be experimentally viable in high power instruments. Many experimental challenges of creating custom temporal mode quantum states remains, but may reveal new prospects for precision optical interferometer physics.

F. Quantum Information

Given known experimental limits, a principle question to ask is how well current observation and quantum enhancement techniques saturate provable theoretical measurement limits. To that end, interferometers have been extensively studied. When reading a timeseries, the optical gain and sensing noise are related through the “energetic quantum limit” [10], bounding the achievable precision when using light as a probe for displacement from the probe energy and its uncertainty. Extending these bounds and including the measurement back-action [10] of “too precisely” probing the location of finite mass oscillators, continuously, leads to the Quantum Cramer-Rao Bound (QCRB) [12, 47]. Applied, this bound establishes

---

3 Measurement back-action, which can imply other definitions for a “standard quantum limit”, is mentioned here for completeness, but not analyzed in this work.
fundamental limits of phase-sensitive time-series measurement in lossy, realizable detectors with a realization that injecting Gaussian squeezed states approach saturating channel bounds.

The timeseries readout of interferometers is extremely convenient for all manner of scientific tests, as it linearly relates perturbations in the interferometer to modulations in the readout power. Standard, intuitive signal analysis is then applied to statistically define a “detection test” for: wide-bandwidth stochastic backgrounds, coherent or incoherent narrow-bandwidth fields, or finite-duration events. For events, a significant detection then leads to a different statistical problem, inferring the most likely waveform given measured data. Alternative to this waveform inference is the statistical test for significant deviations or “features” between the measured waveform and a set of expected event waveforms, either in a single instance or while aggregating many events, depending on the scientific goals.

While convenient, the limitations of the timeseries readout has major implications. In particular, the technique of using squeezed light approaches saturation of quantum waveform estimation bounds, implying that optical losses and decoherence establish the fundamental precision limit for a given interferometer circulating power.

Properly comparing theoretical and experimental quantum-measurement limits in a well-posed manner requires fully defining the statistical test necessary to achieve a science result. A specific example of this is the established knowledge that the timeseries readout and its associated QCRB does not saturate more general quantum bounds. There are two notable examples of this. The first example is given by the Kennedy and Dolinar receivers, developed for hypothesis testing to discriminate between sets of candidate waveforms. These receivers are designed instead to saturate the Helstrom Bound in detecting a weakly-displaced coherent signal, are applicable to interferometer waveform estimation applications. These do not rely on non-classical states of light yet achieve the 3db improvement over homodyne readout from the Helstrom bound. Their statistical application generalizes as continuous hypothesis testing. The second example is the aforementioned quantum spectrum analysis, which concludes that for the purposes of estimating a weak, stochastic signal over any bandwidth, the homodyne timeseries is inferior to using frequency-resolved photon counting. This work generalizes that result to signal-recycled interferometers with generalized a temporal-mode basis. In summary, optimizing for waveform estimation by implementing by a timeseries readout, even with squeezed light, can limit the output of instruments which either: search for incoherent signals, or frame their science as discriminating between finite sets of candidate waveform models carrying some total signal power.

The aforementioned quantum bounds have a common feature in that they are applied to detecting weak signals of some power density, rather than the specific sensitivity limit of an interferometer. This analysis does not include measurement back-action or quantum enhancements, in which case the Michelson interferometer can be considered a relatively simple transducer, with an associated optical gain, that emits weak signals from new physics. This leads to, for interferometers, the conclusion that the QCRB for waveform estimation can be surpassed for certain physics applications. If this conclusion is connected to additional prospects for quantum enhancement using non-Gaussian states, then there is new potential for a wider variety of application-specific quantum information bounds for interferometer signal science use-cases.

VIII. EVENT BASED SEARCHES

Gravitational wave detection is a key application of modern high power Michelson interferometers. Some astrophysical science signals are linear time invariant stochastic backgrounds, but gravitational wave detections, so far, are from astronomical events, where a signal of finite duration is emitted and detected. The stochastic analysis developed in the earlier sections constructs chi-square power observations and their analogous implementation using photon counting. For event-based searches, this makes the formalism so far developed more similar to incoherent “burst” searches. A work that extensively develops and describes similar time-bandwidth arguments to relate excess-power burst searches against matched-template is provided by Flanagan and Hughes (F&H). In particular, the heuristic comparison for burst searches that appears to apply is the relation eqn (2.15) of Flanagan and Hughes (F&H) is analogous to the square-root of the Fisher information or, equivalently, the inverse of the standard deviation of an unbiased estimator. The factor in is, heuristically, the time and bandwidth spanned by the bank of templates. This section develops comparisons of photon counting with timeseries waveform inference, showing that the benefits of low classical noise remain, and that the statistical penalty is smaller than this heuristic expectation.

A. Template Search Analysis

Event searches are implemented by convolving a set of model waveform templates over the homodyne timeseries

4 Computationally, it is substantially more sophisticated than brute force convolution, using Fourier-domain waveform templates over an optimized grid of candidates.
while checking a search statistic “score” against a threshold. Sufficient score then signifies a significant detection. Over the set of candidate waveforms, this implements matched-template search. The temporal-mode basis used in this work, particularly for photon counting, is not compatible with convolution nor is it compatible with search over continuous space of parameterized waveforms. This is due to the ortho-normality property (cf. Eq. (25)) of the temporal-mode basis. Similarly, it cannot freely test a space of waveforms to perform parameter estimation. This might suggest that photon counting is not promising for event-based science; however, the event detection initiates follow-up science on the waveform. Photon counting can potentially improve deep, sub-shot noise tests for new features of waveforms.

To define such tests, start with the strain waveform broken into well-known and unknown components.

\[ h(t) = h_0(t) + h_1(t|\beta) \] (179)

\( h_1(t|\beta) \) represents the uncertain components of the waveform, and the uncertainty is parameterized with a vector \( \beta \) that has some apriori distribution \( P(\beta) \). The dimensionality of the parameter space is given by \( N_{\text{param}} = \text{DIM}[\beta] \).

One can assume that the major part of the signal energy for \( h_0(t) \) is at times earlier than \( h_1(t) \) and typically at frequencies that are lower than \( h_1(t) \), which implies that \( h_0(t) \) and \( h_1(t|\beta) \) are highly orthogonal. The measurement of \( h_0 \) is assumed to be performed using homodyne readout and estimated with high SNR. This assumption doesn’t strongly affect formulas below, but is stated to indicate that waveform inference on \( h_0(t) \) is needed to determine source properties and establish the prior distributions \( P(\beta) \) for the waveform models of \( h_1(t|\beta) \).

Assuming either the raw interferometer response \( g(\Omega) \), or the response \( g(\beta) \) filtered through \( q(\Omega) \), the field at the output port of the interferometer is:

\[ \hat{d}(\Omega) = i\delta(\Omega)\hat{I} + ig(\Omega)Lh(\Omega) + q(\Omega)(i\hat{\theta}(\Omega) + \hat{n}(\Omega)) + \hat{a}(\Omega) \] (180)

Where \( L \) is the length of the interferometer arms that converts from gravitational metric strain to displacement.

To develop the timeseries search statistic, first define the unit-normalized template, weighted by the instrument response.

\[ \mathcal{T}_1(\Omega|\beta) = \frac{g(\Omega) h_1(\Omega|\beta)}{\sqrt{\int_{-\infty}^{\infty} \left| g(\Omega) h_1(\Omega|\beta) \right|^2 \frac{d\Omega}{2\pi}}} \] (181)

1. Homodyne Detections

First, we will derive known statistics for matched-template search using the framework and notation of this work. To simplify, we will assume that the classical noise and optical gain is not varying with frequency \( q(\Omega) S_\beta(\Omega) \to S_\beta, \) and \( g(\Omega) \to \mathfrak{g} \). This then allows us to create a measurement operator, power operator, and then unbiased statistic on the single template \( \kappa(\Omega) = \hat{h}_1(\Omega|\beta) \). For this, the statistic is built on the underlying Gaussian measurement, normalized by the homodyne measurement gain \( \hat{I} \), without creating the power measure chi-square of Section IV.A.

\[ \langle \hat{D}_{\beta}/\hat{I} \rangle = 2\mathfrak{g} LH(\beta) \quad \text{VAR}[\hat{D}_{\beta}/\hat{I}] = 2S_\beta + 1 \] (182)

These use \( H(\beta) \), for the RMS strain energy of the \( h_1(\Omega|\beta) \) waveform, expressed:

\[ H^\beta = \int_{-\infty}^{\infty} |h_1(\Omega|\beta)|^2 \frac{d\Omega}{2\pi} \] (183)

Rescaling and shifting the measurement creates the unbiased estimators.

\[ \hat{N}_\beta = \frac{\hat{D}_{\beta}}{2\mathfrak{g} LH(\beta)^2} \quad \text{VAR}[\hat{N}_\beta] = \frac{2S_\beta + 1}{(2\mathfrak{g} LH(\beta))^2} \] (184)

using Eq. (83) and Eq. (84) to express the strain power-spectral-density in terms of the given noise density operators.

\[ L^2 S_h(\Omega) = \text{Psd}[\text{Qu}(\Omega)] + \text{Psd}[\text{Cl}(\Omega)] \] (185)

this then gives a relation between the variance and a score threshold

\[ \rho_D^2 = \frac{1}{\text{VAR}[\hat{N}_\beta]} = \frac{2H^2(\beta)}{S_h} = \frac{2L^2 H^2(\beta)}{\text{Psd}[\text{Qu}] + \text{Psd}[\text{Cl}]} \] (186)

Which agrees with the exact, optimally-weighted calculation from eqn 1.1 (or 2.7) of F&H [58].

\[ \rho_D^2 = 4 \int_0^{\infty} \frac{|h_1(\Omega)|^2\frac{d\Omega}{2\pi}}{S_h(\Omega)} \approx 2 \int_{-\infty}^{\infty} \frac{2\mathfrak{g}(\Omega)^2 L h_1(\Omega)^2}{(1 + 2S_\beta(\Omega))} \frac{d\Omega}{2\pi} \approx \rho_D^2 \] (187)

The difference is that the optimal template weighting moves the strain spectral density within the integral. The necessary weighting factors and their optimization were not included in this derivation for simplicity. The search score \( \rho_D^2 \) indicates the expected significance for a given signal power. For a matched template search, there is some spacing of \( \beta \) over which the waveforms are orthogonal, and thus there is some total number, \( N_{\text{shapes}} \) of independent tests of the search space (cf. 2.8 of [58]). Additionally, there is some probability threshold, \( \epsilon \) that is used to indicate a significant detection or event.

From eqn 2.8 of F&H [58], the score threshold follows the relation

\[ \text{erfc} \left( \frac{\rho_D}{\sqrt{2}} \right) = \frac{\epsilon}{N_{\text{shapes}}} \] (189)
Leading to eqn 2.9 of F&H[58]

\[ \bar{\sigma}_D \approx 2\ln\left(\frac{N_{\text{shapes}}}{\epsilon}\right) \]  

(190)

The number of shapes is also related to the number of “sufficiently independent” templates in the computational search space, whereby the statistical penalty between \( \ln(N_{\text{shapes}}) \) and signal power loss from under-sampling are made similar.

For sub-shot noise detections, we assume that many events will need to be “stacked” or evaluated in an aggregate statistic. In some cases, it may be possible to re-scale and transform the timeseries across many events, such that waveforms can be coherently added, realizing the benefit of [60]. In that case, the average-event search threshold becomes

\[ \text{erfc}\left(\sqrt{\frac{N_{\text{events}}}{2}}\right) = \frac{\epsilon}{N_{\text{shapes}}} \]  

(191)

This will improve the average threshold strain power by \( \sqrt{N_{\text{events}}} \). Given that inspirals have many parameters, it is perhaps more reasonable to assume that only incoherent stacking may be possible for certain tests. these will have the scaling

\[ \text{erfc}\left(\sqrt{\frac{N_{\text{events}}}{2}}\right) = \frac{\epsilon}{N_{\text{shapes}}} \]  

(192)

which leads to the detection threshold for the signal power of

\[ H_D^2 \approx 3\hbar \sqrt{\frac{\ln(N_{\text{shapes}}/\epsilon)}{2N_{\text{events}}}} \]  

(193)

Before analyzing photon counting, it is worth noting the general scale of the number of shapes. From Eqn. 7.5 and eqn 7.12 F&H[59] The number of independent waveforms scales can be expected to scale volume of the parameter space. In which case

\[ \ln(N_{\text{shapes}}) \propto N_{\text{params}} \]  

(194)

and thus ultimately

\[ H_D^2 \propto 3\hbar \sqrt{\frac{N_{\text{params}}}{N_{\text{events}}}} \]  

(195)

The crossover for when matched template search and excess-power burst search can then be considered as when \( N_{\text{params}} \approx N_{\text{bins}} \), under the amended heuristic

\[ \frac{S}{N_{\text{band-pass}}} \propto \sqrt{\frac{N_{\text{params}}}{N_{\text{bins}}}} \]  

(196)

2. Photon Counting Detections

As mentioned, photon counting intrinsically appears more like a burst search, as it is forced to use excess-power measurements. This deleterious assumption is only partially true. Avoiding it requires us to assume that measuring the photon power in individual template measurements becomes possible. I.e. the ability to individually measure \( \hat{E}_i \) rather than the summation \( \hat{E} \). In the case of quantum spectrum analysis, individual line filters using cavities or gratings could achieve this [18].

For more general templates, or templates with optimized spectral leakage properties, this means using emerging technology such as quantum memories.

To start on the statistical analysis, we first must establish the required number of templates. The total number of templates, \( N_{\text{bins}} \) is more exactly determined from the Von Neuman Entropy over a density matrix or phase-space representation, \( K(t,t') \), of the templates, averaged over the parameter space. This representation of the waveform uncertainty has the construction.

\[ K_{h_i}(t,t') = \int_{\beta} \overline{\hat{f}_1(t|\beta)}\overline{\hat{f}_1(t'|\beta)}P(\beta)d\beta \]  

(197)

The number of bins is related to the information entropy on this phase-space density-matrix of the waveforms.

\[ N_{\text{bins}} = e^{S_K}, \quad S_K = -\int_{-\infty}^{\infty} K_{h_i}(t,t) \ln(K_{h_i}(t,t)) dt \]  

(198)

Where the number of bins also approximately corresponds to the time-bandwidth product spanned by the set of templates. This number of bins establishes the number of ortho-normal templates that will be needed to fully capture the event signal power for any given event.

Now assume a template basis set \( \kappa_i(t) \in \mathcal{K} \) that are unit-normalized and ortho-normal. In the event that the local oscillator light is disabled or filtered away by \( q(\Omega) \), emerging technology can template-match to the optical field, implementing the operators

\[ \hat{d}_i = \int_{-\infty}^{\infty} \hat{d}(t)\kappa_i(t)dt \equiv \int_{-\infty}^{\infty} \hat{d}(\Omega)\kappa_i(-\Omega)d\Omega \]  

(199)

A number operator can be built from these field operators, to measure how many photons have accumulated in each template.

\[ \hat{E}_i = \hat{d}_i^{\dagger}\hat{d}_i \]  

(200)

With the intent that each of these power measurements can be individually addressed during observation. Using an array of quantum memories, each with an orthogonal, modulated coupling rate then implements the template set \( \mathcal{K} \). Each one can then be projectively-measured to determine the occupation.

Using the set of measurements of \( \hat{E}_i \), an unbiased search statistic can be build using a weighted combination of them.

\[ \hat{G}(\beta) \equiv \frac{1}{\mathcal{G}(\beta)} \sum_{i=0}^{N_{\text{bins}}} \langle \hat{E}_i - \overline{\hat{S}_i} \rangle W_i(\beta) \]  

(201)

\[ \mathcal{G}(\beta) \equiv \sum_{i=0}^{N_{\text{bins}}} (\langle \hat{E}_i - \overline{\hat{S}_i} \rangle W_i(\beta)) \]  

(202)
A good choice of weights, determined in a manner similar to Appendix A.3, is based on the relative occupation of the templates by the true waveform.

\[ W_i(\beta) = \int_{-\infty}^{\infty} \tilde{h}_i(\Omega|\beta)\kappa_i(-\Omega) \frac{d\Omega}{2\pi} \]  

(203)

This choice leads to the properties

\[ \sum_{i=0}^{N_{\text{bins}}} W_i(\beta) = 1 \quad \sum_{i=0}^{N_{\text{bins}}} W_i^2(\beta) = \frac{1}{N_{\text{split}}(\beta)} \]  

(204)

This \( N_{\text{split}}(\beta) \) is a measure of how many of the templates are covered by the waveform given by the parameter \( \beta \). For good choices of templates optimized for particularly high-probability parameters \( N_{\text{split}} \sim 1 \). For low probability parameters, or poorly optimized parameters \( N_{\text{split}} \sim N_{\text{bins}} \).

The calculations on the normalization factors enter the computation for the gain-normalization factor, \( G \), giving

\[ G(\beta) = \frac{\int_{-\infty}^{\infty} |g(\Omega)Lh_1(\Omega|\beta)|^2 \frac{d\Omega}{2\pi}}{N_{\text{split}}(\beta)} \]  

(205)

Now, for simplicity, we make the assumption that the classical noises are constant \( \mathcal{S}_1 \rightarrow \mathcal{S} \) and that the optical gain is constant \( g(\Omega) \rightarrow \mathcal{G} \). The variance for the unbiased estimator, \( \langle \hat{G}(\beta) \rangle = 1 \), is then

\[ \text{VAR}[\hat{G}(\beta)] = \frac{N_{\text{split}}(\beta)\mathcal{S}}{(\mathcal{G}^2L^2H^2(\beta))^2} \]  

(206)

over the whole parameter space, the numerical efficiency factor can be averaged

\[ N_{\text{split}} = \int_\beta N_{\text{split}}(\beta)P(\beta)d\beta \]  

(207)

so the average penalty factor should be based on \( N_{\text{split}} \) rather than \( N_{\text{bins}} \). One can expect that \( N_{\text{split}} \) depends on the tiling of ortho-normal templates within the waveform parameter space, giving that, on average, one might assume \( N_{\text{split}} \sim 2^{N_{\text{params}}} \) from a lattice geometry. More efficient “sphere-packing” of the templates within the waveform space might improve this bound, relating the statistical efficiency of photon counting to the Hamming Bound for waveform discrimination.

With the statistic constructed, we assume that many events are detected and incoherently stacked. This is the assumption behind Fisher Information arguments, and it allows us to assume a Gaussian error distribution in the limit of many events.

\[ p^2_G = \frac{1}{\text{VAR}[\hat{G}(\beta)]} \approx \frac{(L^2H^2(\beta))^2}{2N_{\text{split}} \text{PsD}[\text{Cl}(\Omega)] \text{PsD}[\text{Qu}(\Omega)]} \]  

(208)

After many measurements, the score threshold relates to the statistical threshold by,

\[ \text{erf} \left( \frac{N_{\text{bins}}}{2} \right) = \frac{\epsilon}{\mathcal{S}_{\text{h}}} \]  

(209)

which leads to the detection threshold on the signal energy of

\[ H_D^2 \approx \mathcal{S}_{\text{h}}^2 \left( \frac{2N_{\text{split}} \ln(N_{\text{bins}}/\epsilon)}{N_{\text{events}}} \right) \]

(210)

\[ \mathcal{S}_{\text{h}}^2 \approx \frac{\text{PsD}[\text{Qu}] + \text{PsD}[\text{Cl}]}{L^2} \]

(211)

\[ \mathcal{S}_{\text{h}}^2 \approx \frac{\text{PsD}[\text{Qu}] + \text{PsD}[\text{Cl}]}{L^2} \]

(212)

For a system that is primarily dominated by quantum noise, this gives

\[ H_D^2 \propto \sqrt{8 \frac{N_{\text{split}}}{N_{\text{params}}} \text{PsD}[\text{Cl}] \text{PsD}[\text{Qu}]} H_D^2 \]

(213)

With a constant of proportionality that will depend on the specifics of the template search and will require further study. The key point of this analysis is to show that there is some level of classical noise at which photon counting over multiple events is always superior over a finite set of templates. That level does depend on information arguments related to the size of the search parameter space, but that the new definition of \( N_{\text{split}} \) allows us to analyze the continuum between fully continuous “waveform inference” and fully “discrete” hypothesis testing. In actuality, the difference in performance depends critically on the relative dimensionality and distribution of the waveforms between the dimensionality relations \( 1 \leq N_{\text{params}} \leq N_{\text{split}} \leq N_{\text{bins}} \).

**IX. CONCLUSIONS**

This work methodically describes the measurement process and readout of a Michelson interferometer, starting with a description of the measurement process in Section III. The standard homodyne readout, typically implemented using the interferometer destructive fringe
light, provides a continuous timeseries. This gives a linear, classical recording of the passing signals. At the quantum sensitivity limit of the interferometer, there is a background noise on the timeseries, from the shotnoise of independently arriving photons at the detector. In this case, the majority of the photons are provided by the local oscillator field, rather than the signal itself. The derivation of Section IV shows how the local oscillator provides a static field for the signal field modulations to with. Calculating an overlap integral with any single temporal mode, the quantum noise statistics will be Gaussian, where any signal in the chosen temporal mode will offset the mean value. Squaring the overlap integral then constructs a chi-square test which can indicate whether a signal is present. By Fisher-information, this chi-square test is as efficient as any other test for the presence of a signal, when using the timeseries data.

In short, searching for signals in a timeseries uses the sequence: define a temporal-mode, perform an overlap-integral, then square it to test for signal power in excess of shot-noise power. This led to an analogous derivation for photon counting, whereby temporal modes are defined, and the overlap integral is performed as part of the derivation, rather than as a calculation. The act of squaring is then performed using single-photon detectors, which directly observe signal power. The conclusion of this derivation is that now only the signal and background classical noises introduce shot-noise, so the Fisher Information can be arbitrarily high, and the associated measurement variance low.

This is a curious conclusion, as weak signals may only rarely result in observed photon emissions, and thus limit the information available. This is true and reflects that quantum limits are still at play, but the so called “standard quantum limit” from “vacuum fluctuations” are not a necessary limit to Michelson interferometers. When searching for weak stochastic signals from new physics, the search acceleration of this new technique can be dramatic, when interferometers are designed to minimize their classical noise contributions to be well-below the shot noise. For such searches, the derivation provided used the temporal-mode basis only as a formal tool to build the search statistics. Physically, the temporal-modes can be selected using optical cavities, and this is an immediate prospect for implementing photon counting searches for interferometers.

Cavities have many drawbacks, physically and statistically, and in time may be surpassed by a physical implementation of matched-template-search, directly in the optical domain with high-contrast and low spectral-leakage. This suggests interesting new experimental avenues using quantum memory devices for fundamental physics measurements.

After deriving the statistics and benefits of photon counting, Section VI considered wider classes of Michelson interferometers - those with signal recycling cavity enhancements. There, the measurement bandwidth is traded for optical gain. Both wideband and narrow band searches were considered. For wide-band searches, where the signal has a bandwidth or coherence-time comparable to light-crossing time of the interferometer, signal recycling does not provide substantial benefit and photon counting maintains its advantages. A special case for this statement is when the filter cavities used to implement photon counting pass less bandwidth than the signal provides. In this case, signal recycling can added to recover the full statistical benefit of photon counting over homodyne readout. For narrow-band signals, particularly those with signal power at an unknown frequency - such as in searches for dark-matter, photon counting is beneficial only when the interferometer has extremely low classical noise, such that even the resonantly-enhanced classical noise is below the shot noise limit.

The formal sections outline specific areas where photon counting can benefit interferometer searches. The outlook, Section VII then speculates on further application areas. In particular, photon counting shows that known limits to squeezing from losses do not imply as universal limits to quantum measurement in interferometers, or at least must be adapted or reinterpreted for photon counting. For applications that can be posed as binary or N-ary tests, rather than continuous waveform inference, a new statistical measure, the “Fisher-Information representative spectral density”, is introduced to used to reason about potential future benefits of photon counting for domain-specific applications. Applications, such as gravitational-wave astronomy and instrumentation, that typically use power-spectral density as the figure of merit can then project more complex statistical measures, under some bold assumptions that eventual technology can provide similar spectral resolution as current classical timeseries computations.

In total, the technical derivations in this work bridge recent development in quantum measurement theory to physics applications best suited for optical interferometers. This motivates the substantial work ahead to demonstrate the experimental feasibility to realize “Counting Quantum Limited” rather than “Standard Quantum Limited” performance.
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Appendix A: Derivations and Notes

This section carries snippets of technical qualifications and derivations that are useful but cumbersome to include inline in the main text.

1. Band Limited Power Observations

The form Eq. (51) is ill-defined due to the singular nature of the quantum density operators \( \hat{a}(t) \) contained in \( \hat{d}(t) \). More realistically, it requires the convolution with some kernel \( K(t) \) that encapsulates the finite bandwidth of the photo detector opto-electronic properties.

\[
\hat{P}_d(t) = \int_{-\infty}^{\infty} \hat{d}(t) \hat{d}(t-t') K(t') dt'
\]  

(A1)

The power operator in the frequency domain for the output port of the interferometer is then expressed as

\[
\hat{P}_d(\Omega) = K(\Omega) \left( \hat{d}(\omega + \Omega) \otimes \hat{d}(\omega + \Omega) \right)
\]  

(A2)

The \( K(t) \) is introduced here for correctness, but is cumbersome to carry. The main text assumes the limit \( K(t') \to \delta(t') \), \( K(\Omega) \to 1 \).

2. Homodyne Field Observable Gaussian Characteristic Function, Equation 63

This is a short derivation of the Characteristic function of a Gaussian using the Homodyne observable, related to Eq. (63).

\[
C_{\hat{d}, \hat{D}_{ci}} = \langle e^{-i\hat{D}_{ci}\hat{d}} \rangle = \langle e^{-i(\mathcal{S}\hat{\varphi}_{ci} + 2\hat{\theta}_{ci} + i\hat{a}_{ci} - i\hat{a}_{ci}^\dagger)\hat{d}} \rangle
\]  

(A3)

\[
= e^{\hat{d}(\mathcal{S}\hat{\varphi}_{ci} + 2\hat{\theta}_{ci})} \langle e^{i\hat{d}(\hat{a}_{ci}^\dagger - \hat{a}_{ci})} \rangle = e^{\hat{d}(\mathcal{S}\hat{\varphi}_{ci} + 2\hat{\theta}_{ci})} \left( e^{\langle (\hat{d})^2 \rangle_{\varphi_{ci}}^{\hat{a}_{ci}^\dagger\hat{a}_{ci}}/2} e^{\hat{d}(\hat{a}_{ci}^\dagger - \hat{a}_{ci})} \right)
\]  

(A4)

\[
= e^{\hat{d}(\mathcal{S}\hat{\varphi}_{ci} + 2\hat{\theta}_{ci}) - \hat{d}(\hat{a}_{ci}^\dagger\hat{a}_{ci})/2}
\]  

(A5)

Where the lines Eq. (A4) utilizes the Campbell-Baker-Hausdorff formula to normally-order the raising and lowering operators.

3. Full Variance of Homodyne Chi-Square

This section utilizes the weighting parameters of Eq. (72) to create the optimal search statistic. The weighting is an ad-hoc factor that is included in a manner that preserves the unbiased mean of the estimator. It represents taking a weighted average when aggregating many independent chi-square measurements. We start from Eq. (72) and write the full variance for the weighted expression.

\[
\hat{\chi}^2_{2N} = \frac{1}{\sum_{i=0}^{N} W_i} \sum_{i=0}^{N} W_i \left( \hat{V}_{+i} - \langle \hat{V}_{+i} \rangle \right) |_{\varphi=0}
\]  

(A6)

\[
\text{VAR}(\hat{\chi}^2_{2N}) \approx \frac{1}{\sum_{i=0}^{N} W_i} \sum_{i=1}^{N} \left( \frac{W_i}{2|\mathcal{S}|(\Omega_i)^2\Phi(\Omega_i)} \right)^2 \left( 2|\mathcal{S}|(\Omega_i)^2\Phi(\Omega_i) + 2S_\varphi(\Omega_i) + 1 \right)
\]  

(A7)

The derivative of the variance with respect to \( W_i \) shows that the variance is minimized, derivative zero, when

\[
W_i = \frac{(2|\mathcal{S}|(\Omega_i)^2\Phi(\Omega_i))^2}{2|\mathcal{S}|(\Omega_i)^2S_\varphi(\Omega_i) + 2S_\varphi(\Omega_i) + 1} \approx \frac{(2|\mathcal{S}|(\Omega_i)^2\Phi(\Omega_i))^2}{2S_\varphi(\Omega_i) + 1}
\]  

(A8)
The last integral represents a summation over all possible orthogonal templates within the detection time \( \Delta T \). The integral forms indicate that the optimal weighting saturates the Fisher information over the whole frequency band.

4. Properties of Gaussian distributions

When first introduced, the signal and noise processes were described as random noise processes with two-point correlation functions of Eq. (33) that include delta-function factors. This makes them singular, and difficult to reason about their distribution. Once those signals are integrated with templates, they become substantially better behaved and higher-order correlation functions and moments can be defined. First, the characteristic function for the Gaussian processes is given by:

\[
\langle e^{i\xi} \rangle = e^{-S_\varphi(\Omega_i)/4}
\]

Another useful higher order moment is the characteristic function of the square of an expectation value. Those are computed using the Gaussian PDF over the variable \( \varphi_R \)

\[
\langle e^{i\xi} \rangle = \sqrt{2 \pi S_\varphi} \int_{-\infty}^{\infty} e^{i e \varphi_R} e^{-\frac{2 e^2}{\pi S_\varphi}} d\varphi_R = \sqrt{2 \pi S_\varphi} \int_{-\infty}^{\infty} e^{-\varphi^2 R (\varphi+ie)} d\varphi_R
\]

These characteristic functions are equivalent to those of a scaled chi-square distribution.

5. Single-mode Energy Characteristic Function, Equation \[17\]

This section derives the number operator for a Michelson interferometer in the Heisenberg picture. This derivation starts from Eq. 103 or Eq. 105 and will result in the expressions used for Eq. (117). First expressions for \( \hat{E}_{\pm i} \) are factorized with the classical-fluctuation operator \( \hat{Y}_{\pm i} \)

\[
\hat{E}_{\pm i} = (\hat{Y}_{\pm i} - i\hat{a}_{\pm i}) (\hat{Y}_{\pm i} + i\hat{a}_{\pm i})
\]

Similarly to the homodyne observation derivation of Appendix A2, the expectations can be reduced have applying a normal ordering to the expressions. For this case, the Campbell-Baker-Hausdorff formula is not sufficient, and a generalized normal ordering relation \[62\] is used:

\[
e^{X} \hat{a}_{\pm i} = : e^{X} \hat{a}_{\pm i} (e^{X} - 1) :
\]

Here, the :: symbols indicate that the operators of the expression are normally-ordered.

To calculate the PMF, the normal ordering is immediately applied to eliminate the quantum variables. The PDF of the classical signal and noise is then used to calculate the expectations from the factor \( \hat{S}_{\pm i} \) of Eq. 106. The derivation can be simplified by applying Eq. (112) at Eq. (115) to skip to the end.

\[
\text{Cf} \left[ \hat{e}, \hat{E}_{\pm i} \right] = \langle e^{i\hat{E} \hat{e}} \rangle = \langle e^{i\hat{e} (\hat{Y}_{\pm i} - i\hat{a}_{\pm i}) (\hat{Y}_{\pm i} + i\hat{a}_{\pm i})} \rangle = \langle e^{i\hat{e} (\hat{Y}_{\pm i} - i\hat{a}_{\pm i}) (\hat{Y}_{\pm i} + i\hat{a}_{\pm i}) (e^{X} - 1)} \rangle = \langle \hat{Y}_{\pm i} \rangle^2 (e^{X} - 1)
\]

\[
\frac{1}{\sqrt{2 S_{\pm i}}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-(\varphi^2 R + \varphi^2)} (e^{X} - 1) e^{-\frac{2 e^2}{\pi S_{\pm i}}} d\varphi R d\varphi = \frac{1}{S_{\pm i} (e^{X} - 1) + 1}
\]
Which is the characteristic function of a Geometric distribution with a Bernoulli trial probability \( p \). The Geometric distribution implements Bose statistics on a single temporal mode of the light, with a thermal occupation. This implies a mean occupation number and resulting temperature:

\[
\langle \hat{E}_{\pm i} \rangle = (1-p)/p = \mathbb{E}_{\pm i} = e^{\frac{np_{\pm i}}{\mathbb{E}_{\pm i}}} = e^{np_{\pm i}}
\]  

(A18)

The two definitions of temperature are for the absolute temperature, \( T_{\omega} \), of a system that would create photons at frequency \( \omega \) vs. the sideband temperature, \( T_{\beta} \), for creating acoustic modulations.

6. Single-mode Energy Probability Mass, Equation [118]

This derivation extends the previous one to generate the probability mass function for photon counting a single signal mode Eq. [118]. It starts form of the characteristic equation which has not been entirely simplified

\[
\text{PDF} \left[ E, \hat{E}_{\pm i} \right] = \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{-iE\hat{E}} \langle e^{i\hat{E}^2} \rangle \, d\hat{E} = \frac{1}{2\pi} \int_{-\pi}^{\pi} \sum_{n=0}^{\infty} \frac{\mathcal{E}^{2n}_{\pm i}}{n!} e^{-iE\hat{E}^{n}e^{in\hat{E}}} \, d\hat{E} = \int e^{-\mathcal{E}_{\pm i}^2} \frac{\hat{E}^{2E}_{\pm i}}{E!}
\]  

(A19)

\[
\frac{1}{E!} \frac{1}{\mathbb{E}_{\pm i}} \int_{-\infty}^{\infty} \frac{\varphi^2}{\mathcal{E}^{2E}_{\pm i}} e^{-\frac{\varphi^2}{\mathbb{E}_{\pm i}}} \, d\varphi = \frac{E!}{\mathbb{E}_{\pm i}} \int_{-\infty}^{\infty} \varphi^2 e^{-\varphi^2} \, d\varphi = \frac{E!}{\mathbb{E}_{\pm i}} \int_{-\infty}^{\infty} \varphi^2 e^{-\varphi^2(1+\mathbb{E}_{\pm i})} \, d\varphi
\]  

(A20)

\[
\frac{1}{\mathbb{E}_{\pm i}} \int_{0}^{\infty} x^2 e^{-x(1+\mathbb{E}_{\pm i})} \, dx = \frac{1}{\mathbb{E}_{\pm i}} \left( 1 + \frac{1}{\mathbb{E}_{\pm i}} \right)^{-1-E} \int_{0}^{\infty} y^2 e^{-y} y \, dy
\]  

(A22)

This relates the distribution fully back to the geometric distribution.

\[
p \equiv \frac{1}{\mathbb{E}_{\pm i} + 1} \left( 1 + \frac{1}{\mathbb{E}_{\pm i}} \right)^{-1-E} \equiv p(1-p)^E \quad \frac{1}{\mathbb{E}_{\pm i} + 1} \left( 1 + \frac{1}{\mathbb{E}_{\pm i} + 1} \right)^E \equiv p(1-p)^E
\]  

(A24)

From above, the variance of the Geometric distribution can be utilized to calculate the full expressions of Eq. [108] and Eq. [113].

\[
\text{VAR} \left[ \hat{E} \right] = \frac{1-p}{p^2} = \mathbb{E}_{\pm i} (\mathbb{E}_{\pm i} + 1) \quad \text{VAR} \left[ \hat{G}_\alpha \right] \approx \frac{2}{N_E} \left( \frac{\mathcal{E}}{\gamma^2} \right)^2 \mathbb{E}_{\pm i} (1 + \mathbb{E}_{\pm i}) \quad \mathbb{E}_{\pm i} = |g|\mathcal{E} + S_\theta + S_\alpha + \frac{2\mathcal{B}}{N_E} \Delta T
\]  

(A25)

7. Full Narrowband Search Scan

These expressions are for the full relationship for Eq. [169] without assuming optimal bandwidths.

\[
\frac{\text{VAR} \left[ \hat{G} \right]_{\text{SR,scan}}}{\text{VAR} \left[ \hat{G}^2 \right]_{\text{SR,scan}}} = \left( \frac{\mathcal{E}}{\gamma^2} \mathbb{E}_{\pm i} + \frac{\Delta T B}{N_q} \right) \left( \frac{c}{8L\gamma_q} \right) \left( \frac{\Delta T c}{2L} \right) \frac{N_q \gamma_q (\gamma_q^{-1} + \gamma^{-1})}{\frac{N_q}{\mathcal{E}}}
\]  

(A26)

\[
\frac{\text{VAR} \left[ \hat{G} \right]_{\text{SR,scan}}}{\text{VAR} \left[ \hat{G}^2 \right]_{\text{SR,scan}}} = \left( \frac{\mathcal{E}}{\gamma^2} \mathbb{E}_{\pm i} + \frac{\Delta T B}{N_q} \right) \left( \frac{c}{8L\gamma_q} \right) \left( \frac{\gamma_q + \gamma + \gamma_q^{-1}}{\eta_5 \gamma_q} \right) \left( \frac{\gamma_q - \gamma^{-1}}{\gamma_q + \gamma_q^{-1} + \gamma_q} \right)
\]  

(A27)

8. Application Example from Statistical Equations

Here, the heuristic argument developed to demonstrate the application of photon counting towards a stochastic signal search from quantum gravity of Section II is derived from the equations of Section IV and Section V. Both start
from the relationship between the shot-noise limited displacement sensitivity and the optical gain of an interferometer:

\[ S_D \equiv \frac{1}{2|g|^2} = \text{Psd[Quantum]} \] (A28)

Using this definition and the optimal search from Eq. (A9), the expressions for the search time can be derived. The 1σ observing time is established from the condition \( \text{VAR}[\hat{\chi}^2_{2N}] = 1 \). In the case where the dominant noise is quantum noise, and classical noise is a negligible contribution, Eq. (A9) can be given.

\[ 1 = \frac{1}{\text{VAR}[\hat{\chi}^2_{2N}]} \approx \Delta T_D^{1\sigma} \int_0^\infty (2|\tilde{g}(\Omega)|^2\Phi(\Omega))^2 \frac{d\Omega}{2\pi} \approx \Delta T_D^{1\sigma} \left( \frac{2|\tilde{g}|^2\Phi}{\Phi^2} \right)^2 \int_0^\infty \frac{\Phi(\Omega)^2 d\Omega}{2\pi} \] (A29)

And then reduced to the following equations.

\[ \Delta T_D^{1\sigma} = \frac{N_D}{\Delta F_D} \quad N_D \equiv \Delta F_D \Delta T_D^{1\sigma} = \frac{S_D^2}{(\alpha\Phi)^2} \quad \Delta F_D = \int_0^\infty \left( \frac{\Phi(\Omega)}{\Phi} \right)^2 \frac{d\Omega}{2\pi} \] (A30)

The application section Section II then uses a heuristic set of arguments to determine the search time from photon counting, resulting in the following equations

\[ E_\varphi = \frac{\alpha\Phi}{4S_D} \Delta T_E \Delta F_E \quad \Delta F_E = \int_{-\infty}^{\infty} \Phi(\Omega) \frac{d\Omega}{2\pi} \quad E_\varphi = \Delta T_E^{1\sigma} \int_{-\infty}^{\infty} \Phi(\Omega) \frac{d\Omega}{2\pi} \quad P_\varphi(\Omega) = \frac{S_\varphi(\Omega)}{4S_D(\Omega)} \] (A31)

using \( E_\varphi = 1 \) to imply the 1σ statistical time is done first under the assumption of negligible classical noise. In the equations above, negligible classical noise is assumed by \( P_\varphi(\Omega) \) including only the power contributions from the signal.

The reduced time \( T_E^{1\sigma} \) denotes the time to measure one signal photon, while the full time, \( T_E^{1\sigma} \) includes the classical noise contributions. In the application section, these appeared ad-hoc, but can be related to the statistics of the photon-counting section.

\[ \Delta T_E^{1\sigma} = \Delta T_E^{1\sigma} = \frac{4S_D}{\alpha\Phi} \Delta F_E = \frac{2}{|g|^2\alpha\Phi} \Delta F_E \quad \Delta T_E^{1\sigma} = \Delta T_E^{1\sigma} \left( 1 + \frac{\text{Psd[Cl]}}{\Phi} + B\Delta T_E^{1\sigma} \right) \] (A32)

The full, classical noise included, integration time can be derived from Eq. (113) (including the signal contribution term) where \( 1 = \text{VAR}[\hat{G}_\alpha] \) indicates the 1σ observing time. Expanding that condition leads to the expressions

\[ \Delta T_E^{1\sigma} \Delta F_E \approx 2 \left( \frac{1}{|g|^2\Phi} \right)^2 \left( |g|^2\Phi + \Phi_{\theta} + \Phi_{\bar{n}} + \frac{2B\Delta T_E}{N_E} \right) = \frac{4S_D}{\Phi} \left( 1 + \frac{\Phi_{\theta} + \Phi_{\bar{n}}}{|g|^2\Phi} + \frac{2B}{|g|^2\Phi} \right) \Delta F_E \] (A33)

The right hand side is directly convertible into the expressions of Eq. (A32).