The triangle principle: a new approach to non-contextuality and local realism
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In this paper we study an application of an information distance between two measurements to the problem of non-contextuality and local realism. We postulate the triangle principle which states that any information distance is well defined on any pair of measurements, even if the two measurements cannot be jointly performed. As a consequence, the triangle inequality for this distance is obeyed for any three measurements. This simple principle is valid in any classical realistic theory, however it does not hold in quantum theory. It allows us to rederive in an astonishingly simple way a large class of non-contextuality and local realistic inequalities via multiple applications of the triangle inequality. We also show that this principle can be applied to derive monogamy relations. The triangle principle is different than the assumption of non-contextuality and local realism, which is defined as a lack of existence of a joint probability distribution giving rise to all measurable data. Therefore, we show that one can design Bell-Kochen-Specker tests using a different principle.

I. INTRODUCTION

Since the seminal papers by Bell [1] and Kochen-Specker [2] we know that quantum mechanics is incompatible with the assumptions of local realism (LR) and non-contextuality (NC). NC/LR hypothesis states that all measurable properties of a physical system do not depend on the context in which they are measured. More precisely, suppose a given physical system has properties $A, B, C$ that yield outcomes $a, b, c$ with some probability distributions $p(a), p(b), p(c)$. Suppose that the property $A$ can be co-measured with the property $B$ giving us a probability distribution $p(a, b)$ or it can be co-measured with the property $C$ giving a probability distribution $p(a, c)$. We say that $A$ can be measured in the context of $B$ or $C$. NC/LR states that there exists a joint probability distribution $p(a, b, c)$ such that $p(a, b)$ and $p(a, c)$ are recovered as marginals.

Note that it might be impossible to measure $p(a, b, c)$ for some reasons. For instance, in quantum theory, one cannot co-measure two orthogonal components of spin. NC/LR can be extended to more properties $A, B, C, D, \ldots$ and is equivalent to the existence of a joint probability distribution (JPD) for all the properties $p(a, b, c, d, \ldots)$ [3].

NC/LR is a very plausible hypothesis based on our everyday experience. The colour of your car, defined by its spectral profile, would be the same regardless if you looked at it together with Prof. Kochen or Prof. Specker. All classical theories of matter are compatible with NC/LR.

In NC/LR tests, context can be established in two different ways. The most common one, which we call Bell scenario, is to assume that $A$ is measured in Alice’s laboratory whereas $B$ and $C$, who provide context for $A$, are measured in spatially separated Bob’s laboratory. We guarantee the lack of mutual influence between measurements in different laboratories by invoking the fact that information cannot propagate faster than light (in fact, it is enough to assume that there is a finite speed of information propagation). The less common but more general scenario, which we call Kochen-Specker one, is where there is no division into subsystems and all observables are measured on the same system. The context for $A$ is provided by $B, C$ whose lack of influence on $A$ is guaranteed by the so-called no-disturbance assumption. It is therefore clear that LR is a special case of NR and no-signaling is a special case of no-disturbance.

No-disturbance has not been justified by any general principle such as the finite propagation of information but it can be tested for any physical system. Simply measure $A$ alone and then measure $A$ followed by measurement of $B$. Repeat the whole procedure in reverse order. Do the same for $A$ and $C$. If obtained statistics for $A$, i.e., the probability distribution $p(a)$ is the same in all scenarios then you conclude that no-disturbance holds. This way we can verify that quantum mechanics is a no-disturbance theory. Classical theories of matter are, by their very foundations, no-disturbance theories.

It was Bell who showed that LR can be tested experimentally in Bell scenario [1]. Experiments followed [4] clearly demonstrating that quantum mechanics violates LR. The Kochen and Specker [2] assertion that indivisible quantum mechanical systems are contextual seemed to be impossible to test experimentally in Kochen-Specker scenario until the paper by Klyachko-Can-Binicipolu-Schumovsky (KCBS) [5] whose KCBS inequality was tested experimentally [6, 7]. It is interesting from the sociological point of view that it took 50 years to experimentally test Kochen-Specker theorem whereas Bell scenario was tested within 20 years of its formulation.

More formally, Bell and Kochen-Specker scenario can be tested via violation of non-contextuality inequalities. Many such inequalities have been derived for both scenarios. All derivations start from assuming that there
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is a JPD for all observables used to test a given system. One then manipulates this hypothetical JPD to obtain an expression that involves only measurable marginal probability distributions and it is bounded from below and above by certain bounds resulting from the assumption about the existence of JPD.

However, inequalities that test LR and NC can be formulated in many ways. For example, the Clauser-Horne-Shimony-Holt (CHSH) inequality \[8\] uses correlation functions between four measurements, but the same four-measurement scenario can be a base for a derivation of an inequality that utilizes only probabilities \[9\], or give rise to an inequality involving entropies of these measurements \[10\]–\[12\]. Each of these inequalities requires a different approach to the JPD problem. It is therefore natural to ask whether there exist some more general approach that treats all types of inequalities on the same footing and that uses some other assumption than the existence of JPD.

Here, we expand the idea of Schumacher \[11\] that Bell inequalities can be expressed as a violation of the properties of the distance measure, and show that such a unification is possible for a large class of inequalities. This can be done under an assumption that an information distance between measurements is well defined on any pair of measurements; Even on measurements that cannot be jointly measured. As a consequence, triangle inequality for a distance measure is always obeyed for any three measurements. Moreover, we show that properties of the distance measure imply a monogamy relation between violations of some of these inequalities.

As mentioned above, Bell scenario is a special case of Kochen-Specker scenario at least from the mathematical point of view. There are some researchers who give a special status to Bell scenario claiming that no-disturbance cannot be experimentally verified. They give a simple argument saying that a physical system can have a memory of what context has been used and then return outcomes compatible with no-disturbance hypothesis. It is indeed an open problem but we do not want to discuss it here. Our goal is to study the properties of contextual theories. In this sense, this paper can be considered as a purely mathematical speculation that we nevertheless hope will be useful in deepening our understanding of why Nature is fundamentally non-classical.

II. DISTANCE AND TRIANGLES

In this section we postulate a new principle that we call the triangle principle. This principle allows us to derive a large class (we explain later exactly what class it is) of non-contextuality and Bell inequalities as well as their monogamies.
B. Information distance

Let us consider an experiment where we measure some properties of a physical system denoted as $A, B, C, \ldots$. Each property $X$ yields an outcome $x$ with probability $p(x)$. We further assume that only certain pairs of properties can be simultaneously measured. For instance, it is possible to obtain the probability distribution $p(a, b)$ for $A$ and $B$ but not for $A$ and $C$ etc. We are not interested in probability distributions involving more than two properties although they might be measurable in the experiment.

We introduce a distance function $d(X, Y)$ between two probability distributions $p(x)$ and $p(y)$ having a joint probability distribution $p(x, y)$. This function must be

1. non-negative and $d(X, Y) = 0$ if and only if $X = Y$,
2. symmetric $d(X, Y) = d(Y, X)$,
3. obey the triangle inequality $d(X, Y) + d(Y, Z) \geq d(X, Z)$ for arbitrary probability distributions $p(x, y), p(y, z), p(x, z)$.

It is instructive to give a few examples of such distances.

Covariance distance $[11]$. It is defined for binary random variables ($x = \pm 1$) as 

$$C(X, Y) = 1 - \sum_{x,y=\pm 1} xy p(x,y) = 1 - \langle XY \rangle.$$ 

Entropic distance $[13]$. Definition is as follows $E(X, Y) = H(X|Y) + H(Y|X)$ where $H(X|Y) = H(XY) - H(Y)$ is Shannon conditional entropy, therefore $E(X, Y) = 2H(XY) - H(X) - H(Y)$. Interestingly, it is also a distance measure if one replaces Shannon entropy by algorithmic entropy $[13]$.

Kolmogorov distance. It reads $K(X, Y) = P(x_0) + P(y_0) - 2P(x_0, y_0)$ where $x_0, y_0$ denote some particular events, for instance, for binary variables we could have $x_0 = -1, y_0 = 1$. It is a simple exercise in Venn diagrams to prove that $K$ is a proper distance measure.

C. The triangle principle

We are ready now to formulate the triangle principle:

A distance measure $d(X, Y)$ is well defined on all marginal distributions $p(X, Y)$ regardless if they can be measured or not.

In the next section we show that this principle unifies correlation, probability and entropic Bell and non-contextuality inequalities for $N$ cyclically compatible measurements in a more general framework.

III. APPLICATIONS AND UNIFICATION

To illustrate this principle we consider non-contextuality inequalities for $N$ binary measurements $X_1, \ldots, X_N$ (each $X_i$ takes only two values) that are cyclically compatible, i.e., measurement $X_i$ can be jointly measured with $X_{i+1}$ (modulo $N$) $[14]$. First, we explicitly present the cases of $N = 3, 4, 5$ followed by an arbitrary $N$.

A. $N=3$

The case $N = 3$ is particularly interesting since if $X_1$ is co-measurable with $X_2, X_2$ with $X_3$, and $X_3$ with $X_1$, one may think that all three observables are jointly measurable. This is true in quantum mechanics, however one can consider generalized probabilistic theories (GPT) in which pairwise compatible measurements are not jointly compatible $[15]$.

A special version of this problem was studied by Specker, who considered $X_i$ to be three exclusive events $[16]$. We use notation $X_i = 1$ to denote that $X_i$ occurred, and $X_i = -1$ to denote that it did not occur. Due to exclusivity the following holds:

$$p(X_1 = 1) + p(X_2 = 1) + p(X_3 = 1) \leq 1.$$ 

We refer to this inequality as the Specker inequality or the Specker principle. It is obeyed in classical and quantum theory but it can be violated in GPT $\textit{[15] [17]}$.

Let us consider three binary measurements $X_i = \pm 1$ and invoke the triangle principle, i.e., assume that there is a well defined information distance between all three measurements. Therefore, the inequality $\textit{[14]}$ gives

$$d(X_1, X_2) \leq d(X_2, X_3) + d(X_3, X_1).$$ 

We show that this general inequality is equivalent to a correlation inequality, an entropic inequality, or a probability inequality (Specker’s inequality), if one chooses a proper distance function. Although these three inequalities are satisfied in quantum theory, we show that they can be violated in general probabilistic theories (GPT). Therefore, GPT do not obey the triangle principle.

Covariance distance. The inequality $\textit{[14]}$ becomes

$$1 - \langle X_1 X_2 \rangle \leq 1 - \langle X_2 X_3 \rangle + 1 - \langle X_3 X_1 \rangle,$$ 

which gives

$$- \langle X_1 X_2 \rangle + \langle X_2 X_3 \rangle + \langle X_3 X_1 \rangle \leq 1.$$ 

The above inequality is clearly the correlation non-contextuality inequality discussed in $[14]$. Although it is obeyed in quantum theory, it can be violated up to 3 in GPT by the following no-disturbance probability distribution

$$p(X_1 = +1, X_2 = -1) = p(X_1 = -1, X_2 = +1) = 1/2,$$

$$p(X_2 = +1, X_3 = +1) = p(X_2 = -1, X_3 = -1) = 1/2,$$

$$p(X_1 = +1, X_3 = +1) = p(X_1 = -1, X_3 = -1) = 1/2,$$

with all the remaining probabilities equal to zero. In all further example we only list non-zero probabilities in any given probability distribution.
**Entropic distance.** The entropic version of (6) gives
\[
H(X_1|X_2) + H(X_2|X_1) \leq H(X_3|X_2) + H(X_2|X_3) + H(X_1|X_3) + H(X_3|X_1).
\]
(10)
It is also obeyed in quantum theory, however the GPT no-disturbance distribution
\[
p(X_1 = +1, X_2 = +1) = p(X_1 = -1, X_2 = -1) = 1/4,
p(X_1 = +1, X_2 = -1) = p(X_1 = -1, X_2 = +1) = 1/4,
p(X_2 = +1, X_3 = +1) = p(X_2 = -1, X_3 = -1) = 1/2,
p(X_1 = +1, X_3 = +1) = p(X_1 = -1, X_3 = -1) = 1/2.
\]
(11)
leads to its violation, i.e., one gets a contradiction that 2 ≤ 0.

Note that the distribution (11) violates the inequality [8], but the distribution (9) does not violate (10). However, as was shown by Chaves [113], distributions that violate correlation inequalities can be mixed with some non-contextual distributions to give distributions that violate entropic inequalities. For example, (11) can be obtained from an even mixture of (9) and a non-contextual distribution, that obeys both (8) and (10).

\[
p(X_1 = +1, X_2 = +1) = p(X_1 = -1, X_2 = -1) = 1/2,
p(X_2 = +1, X_3 = +1) = p(X_2 = -1, X_3 = -1) = 1/2,
p(X_1 = +1, X_3 = +1) = p(X_1 = -1, X_3 = -1) = 1/2.
\]
(12)

**Kolmogorov distance.** We define three events A = (X_1 = 1, X_2 = -1), B = (X_2 = 1, X_3 = 1), C = (X_3 = -1, X_1 = -1). These events are pairwise exclusive, therefore p(X = 1, Y = 1) = 0 (for X, Y = A, B, C) and as a consequence P(X = 1, Y = 0) = P(X = 1).

Let us consider the following version of (6)
\[
K(A = 0, B = 0) \leq K(B = 0, C = 1) + K(C = 1, A = 0).
\]
(13)
Due to exclusivity K(X = 0, Y = 0) = p(X = 1) + p(Y = 1), where we used the fact that p(X = 0, Y = 0) = 1 − p(X = 1) − p(Y = 1) and p(X = 0) + p(X = 1) = 1. Also, K(X = 1, Y = 0) = p(Y = 0) − p(X = 1) due to p(X = 1) = p(X = 1, Y = 0). We get
\[
p(A = 1) + p(B = 1) \leq p(B = 0) + p(A = 0) - 2p(C = 1),
\]
(14)
which after substitution of p(X = 0) = 1−p(X = 1) and division by 2 leads to the Specker’s inequality
\[
p(A = 1) + p(B = 1) + p(C = 1) \leq 1.
\]
(15)
This inequality is violated up to 3/2 by the GPT distribution [9].

### B. N=4

This case naturally describes a bipartite Bell scenario in which Alice measures X_1 and X_3 while Bob measures X_2 and X_4. Moreover, N = 4 is the minimal number of measurements leading to violation of any non-contextual inequalities in quantum theory. The corresponding inequality (11) reads
\[
d(X_1, X_2) \leq d(X_1, X_4) + d(X_4, X_3) + d(X_3, X_2).
\]
(16)
The distances d(X_1, X_3) and d(X_2, X_4) cannot be evaluated due to the lack of co-measurability. However we use the triangle principle which assumes that these distances, although unaccessible, are well defined.

We show that depending on the distance function the inequality (16) becomes the Clauser-Horne-Shimony-Holt (CHSH) inequality [8], the Schumacher inequality [11], or the Clauser-Horne (CH) inequality [9]. All three inequalities can be violated in quantum theory provided a quantum state and measurement setups are properly chosen.

**Covariance distance.** For covariance distance the inequality (16) becomes
\[
1 - \langle X_1 X_2 \rangle \leq 3 - \langle X_1 X_4 \rangle - \langle X_4 X_3 \rangle - \langle X_3 X_2 \rangle,
\]
(17)
which has the form of the CHSH inequality
\[
\langle X_1 X_4 \rangle + \langle X_3 X_2 \rangle - \langle X_1 X_2 \rangle - \langle X_3 X_4 \rangle \leq 2.
\]
(18)
This observation was already made by Schumacher [11].

**Entropic distance.** Application of the entropic distance to (16) results in the Schumacher inequality, which was already defined using a distance approach
\[
E(X_1, X_2) \leq E(X_1, X_4) + E(X_4, X_3) + E(X_3, X_2).
\]
(19)
It is also important to mention similar entropic inequalities due to Braunstein-Caves (BC) [10] and due to Cerf-Adami (CA) [11]. The BC inequality uses conditional entropies, whereas the CA inequality uses mutual information.

**Kolmogorov distance.** We define four events X_1 = 1, X_2 = 1, X_3 = 1 and X_4 = 1. The Kolmogorov distance and the corresponding inequality (16) yields
\[
K(X_1 = 1, X_2 = 1) \leq K(X_2 = 1, X_3 = 1) + K(X_3 = 1, X_4 = 1) + K(X_4 = 1, X_1 = 1),
\]
(20)
which, after substitution of K(X = 1, Y = 1) = p(X = 1) + p(Y = 1) − 2P(X = 1, Y = 1) and division by 2, takes the form of the CH inequality [9]
\[
- p(X_1 = 1, X_2 = 1) + p(X_2 = 1, X_3 = 1)
+ p(X_3 = 1, X_4 = 1) + p(X_4 = 1, X_1 = 1)
- p(X_3 = 1) - p(X_4 = 1) \leq 0.
\]
(21)

The case of five cyclically compatible measurements is often related to the non-contextuality tests because
$N = 5$ is the smallest number of measurements that can reveal contextuality in a three-level quantum system. Moreover, these measurements cannot be naturally distributed between two observers, therefore they are applied to a single indivisible system.

This time there are ten possible distances, but only five of them are measurable and are involved in the inequality

$$d(X_1, X_2) \leq d(X_1, X_5) + d(X_5, X_4) + d(X_4, X_3) + d(X_3, X_2).$$

(22)

The remaining five distances cannot be measured, however the triangle principle assumes that they are properly defined and that the inequality (22) holds. We show that this inequality gives rise to correlation and probability versions of the Klyachko-Can-Binicioglu-Shumovsky (KCBS) inequalities [19] and to the entropic inequality that is similar to the one studied in Refs. [20] [21].

**Covariance distance.** Plugging in the covariance distance into (22) results in

$$1 - \langle X_1 X_2 \rangle ^2 - \langle X_1 X_5 \rangle ^2 - \langle X_5 X_4 \rangle ^2 - \langle X_4 X_3 \rangle ^2 - \langle X_3 X_2 \rangle ^2 \leq 3.$$  (23)

which is equivalent to a form of the KCBS inequality [13] [19]

$$\langle X_1 X_5 \rangle + \langle X_5 X_4 \rangle + \langle X_4 X_3 \rangle + \langle X_3 X_2 \rangle - \langle X_1 X_2 \rangle \leq 3.$$  (24)

**Entropic distance.** As in the case $N = 4$, for the entropic distance one gets an entropic inequality that is a five measurement version of the Schumacher inequality. This inequality resembles the inequality studied in [20] [21] where instead of $E(X, Y)$ one uses conditional entropy $H(X|Y)$.

**Kolmogorov distance.** Application of the Kolmogorov distance to the case $N = 5$ resembles the one of $N = 3$. Consider five pairwise exclusive events $A = (X_1 = 1, X_2 = -1)$, $B = (X_2 = 1, X_3 = -1)$, $C = (X_3 = 1, X_4 = -1)$, $D = (X_4 = 1, X_5 = -1)$, $E = (X_5 = 1, X_1 = -1)$. As before, $p(X = 1, Y = 1) = 0$ (for $X, Y = A, \ldots, E$) and as a consequence $P(X = 1, Y = 0) = P(X = 1)$.

We apply the Kolmogorov distance to (22) and follow exactly the same steps as for $N = 3$. We arrive at

$$P(A = 1) + P(B = 1) + P(C = 1) + P(D = 1) + P(E = 1) \leq 2,$$  (25)

which is a version of the KCBS inequality expressed in terms of probabilities [19].

**D. General N**

The discussion of cases $N = 3, 4, 5$ shows that application of the covariance and the entropic distances readily generates correlation and entropic inequalities for general $N$. The correlation inequalities that are generated are of the form

$$-\langle X_1 X_2 \rangle + \sum_{i=2}^{N} \langle X_i X_{i+1} \rangle \leq N - 2,$$  (26)

where $X_{N+1} \equiv X_1$. They exactly correspond to inequalities discussed in [14]. The entropic inequalities

$$E(X_1, X_2) \leq \sum_{i=2}^{N} E(X_i, X_{i+1}),$$  (27)

are $N$ element versions of Schumacher inequalities [11] and resemble $N$-cycle conditional entropic inequalities studied in [21]. In fact, these inequalities are symmetrized versions of conditional entropic inequalities.

Note that our model also applies to a bipartite Bell scenario if $N$ is even and measurements $X_{2i+1}$ are performed by Alice whereas $X_{2i}$ are performed by Bob. In this case there is an additional number of distances that can be evaluated from the experimental data. Namely, every distance between Alice’s and Bob’s measurement is well defined. In this Bell scenario the inequalities (26) and (27) correspond to the chained Bell inequalities [22] and to the symmetric version of the multi-setting BC inequalities [10], respectively.

On the other hand, the form of probability inequalities that are generated via application of the Kolmogorov distance depend on whether $N$ is even or odd. For odd $N$ one can generate inequalities that involve $N$ cyclically exclusive events $A_1, \ldots, A_N$ defined as $A_i = (X_i = +1, X_{i+1} = -1)$. Next, one considers the Kolmogorov distance for $A_1 = 0, A_i = 1$ for $i = 3, 5, \ldots, N$ and $A_i = 0$ for $i = 2, 4, \ldots, N - 1$. The following inequalities are obtained

$$\sum_{i=1}^{N} p(A_1 = 1) \leq \frac{N - 1}{2}.$$  (28)

They correspond to the inequalities studied in [17].

The case of even $N$ has to be explored in more details. The inequalities involving $N$ cyclically exclusive events can be violated in quantum theory and in GPT only for odd $N$ [17]. We showed that for $N = 4$ one can obtain a different type of inequality, namely the CH inequality. However, the application of Kolmogorov distance to scenarios with $N > 4$ (even) remains to be explored.

**IV. MONOGAMY RELATION**

The monogamy relation between two non-contextuality (or Bell) inequalities can be explained as a trade-off between the violations of these inequalities. The more the first inequality is violated the less is the second. In the most interesting case, if one inequality is violated the other is satisfied and vice versa.
The monogamy relation can be studied either on a general level of GPT [24,20], or within quantum theory [26,23]. Monogamies in GPT are resulting from general principles like non-signaling and no-disturbance that refer to probabilities, whereas in quantum theory they derive from the very properties of operators in the Hilbert space.

Here we focus on the GPT case. In particular, we show that instead of referring directly to probabilities (no-signaling/no-disturbance), one can refer to general properties of a distance (triangle inequality) to derive monogamy relations. The advantage of this approach is that once a monogamy relation is derived for a general distance, it automatically applies to every distance measure. We show how to derive a monogamy relation between a Bell inequality \((N = 4)\) and non-contextuality inequality \((N = 5)\) [26] and a monogamy relation between two bipartite Bell inequalities \((N = 4)\) [27], however we speculate that our method can be easily applied to more general cases.

### A. Monogamy between nonlocality and contextuality

It was shown in [24] that there exists a monogamy trade-off between KCBS and CHSH inequalities (corresponding to the covariance distance). Here we show that this result can be generalized to an arbitrary distance function \(d(X, Y)\).

Consider two parties Alice and Bob sharing a bipartite system. Alice has five cyclically compatible measurements on her subsystem \(\{A_1, \ldots, A_5\}\) and she randomly chooses to perform two of them \(A_i\) and \(A_{i+1}\) (modulo 5). Bob can perform one of two measurements \(B_1\) or \(B_2\) on his subsystem.

Alice’s measurements can be used to test the following distance inequality (non-contextuality inequality if one assumes JPD)

\[
d(A_1, A_5) \leq d(A_1, A_2) + d(A_2, A_3) + d(A_3, A_4) + d(A_4, A_5).
\] (29)

On the other hand, Bob’s measurements and two incompatible measurements of Alice (say \(A_1\) and \(A_3\)) can be used to test another distance inequality (Bell inequality if one assumes JPD)

\[
d(A_1, B_1) \leq d(A_1, B_2) + d(B_2, A_3) + d(A_3, B_1).
\] (30)

Next, we show that if one inequality is violated, the other one is necessarily obeyed. In particular, it is enough to use the fact that the triangle inequality is always obeyed for compatible measurements to show that the following must hold

\[
\begin{align*}
d(A_1, A_3) + d(A_1, B_1) &\leq d(A_1, A_2) \\
+ d(A_2, A_3) + d(A_3, A_4) &+ d(A_4, A_5) \\
+ d(A_1, B_2) + d(B_2, A_3) &+ d(A_3, B_1).
\end{align*}
\] (31)

We start with a Triangle inequality

\[
d(A_1, A_5) \leq d(A_1, B_2) + d(A_5, B_2),
\] (32)

and then we expand the last term using another triangle inequality

\[
d(A_1, A_5) \leq d(A_1, B_2) + d(A_4, A_5) + d(A_4, B_2). \quad (33)
\]

We repeat this procedure one more time to obtain

\[
d(A_1, A_5) \leq d(A_1, B_2) + d(A_4, A_5) + d(A_3, A_4) + d(A_3, B_2).
\] (34)

Next, we follow similar steps to obtain

\[
d(A_1, B_1) \leq d(A_1, A_2) + d(A_2, B_1)
\] (35)

\[
\leq d(A_1, A_2) + d(A_2, A_3) + d(A_3, B_1).
\]

Finally, we sum (34) and (35) to get (31).

### B. Monogamy between two Bell inequalities

Consider three parties (Alice, Bob and Charlie) sharing a tripartite system. Each of them performs one of two measurements on their subsystems \(A_{12}, B_{12}\) and \(C_{12}\). Note, that due to spacelike separation the measurements \(A_i, B_j\) and \(C_k\) \((i, j, k = 1, 2)\) are mutually compatible.

Next, consider two Bell inequalities

\[
d(A_1, B_1) \leq d(A_1, B_2) + d(B_2, A_2) + d(A_2, B_1). \quad (36)
\]

\[
d(A_1, C_1) \leq d(A_1, C_2) + d(C_2, A_2) + d(A_2, C_1). \quad (37)
\]

Using the same methods as in the previous example we can show that

\[
d(A_1, B_1) \leq d(A_1, C_2) + d(C_2, A_2) + d(A_2, B_1) \quad (38)
\]

and

\[
d(A_1, C_1) \leq d(A_1, B_2) + d(B_2, A_2) + d(A_2, C_1). \quad (39)
\]

The sum of these two inequalities gives the monogamy relation

\[
d(A_1, B_1) + d(A_1, C_1) \leq d(A_1, B_2) + d(B_2, A_2) + d(A_2, B_1) + d(A_2, C_2) + d(C_2, A_2) + d(A_2, C_1). \quad (40)
\]

### V. CONCLUSIONS

The triangle principle is an assumption about Nature on the same footing as the NC/LR assumption. Both assume some mathematical properties of observed and un-observed probability distributions in Nature. NC/LR assumes an existence of a hypothetical JPD that cannot be obtained in an experiment. The triangle principle assumes an existence of a function assigning numbers corresponding to distances between non-measurable properties.

Mathematically speaking, NC/LR treats measurements and outcomes as points in a space with a measure (probability), whereas the triangle principle introduces a metric to this space which allows us to study the relation
between these points using a geometric intuition. As we showed, this allows us to unify different types of non-contextuality and Bell inequalities in a more general framework and to derive more general monogamy relations.

We would like to highlight once more that the triangle principle leads to distance inequalities that are mathematically identical to known Bell and non-contextual inequalities but they are based on different assumptions. Therefore, their violations do not imply contextuality in Kochen-Specker scenario and lack of local realism in Bell scenario. Simply speaking they imply that the assumption about the validity of the triangle inequality for non-observed probability distributions is false.
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