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Abstract
In view of the low accuracy and poor processing capacity of traditional power equipment image recognition methods, this paper proposes a power equipment image recognition method based on a dual-channel convolutional neural network (DC-CNN) model and random forest (RF) classification. In the aspect of feature extraction, the DC-CNN model extracts the characteristics of power equipment through two independent CNN models. In the aspect of the recognition algorithm, by referring to the advantages of the traditional machine learning method and incorporating the advantages of the RF, an RF classification method incorporating deep learning is proposed. Finally, the proposed DC-CNN model and RF classification method are used to classify images of various types of power equipment. The results show that the proposed methods can be effectively applied to the image recognition of various types of power equipment, and they greatly improve the recognition rate of power equipment images.
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Introduction
The object recognition technology—which refers to the use of computers to extract features and realize analysis, description, and recognition of images [1–5]—has been widely used in various fields. In new smart substations and retrofitted unattended substations of power systems, some smart-monitoring technologies like helicopters, drones, robots, etc., equipped with cameras, take high-definition videos and infrared thermal images, to achieve efficient and rapid substation inspection. These massive media data streams provide a database for the image-based methods for power equipment state recognition. However, due to the particularity of the power equipment itself and the operating environment, it is not reasonable to use the object recognition in computer vision field to power equipment directly. In this way, it is of great significance to propose a method applicable to power edge image recognition.

There are now mainly two kinds of object recognition in power systems: manual feature extraction-based method and automatic feature extraction-based method. Ref. [6] used the wavelet bases to detect the multi-scale edge of icing images and the Hough transform to calculate the icing thickness on transmission lines. Ref. [7–9] proposed a dynamic adaptive genetic algorithm to optimize the parameters of fuzzy method and carried out the thermal anomaly location and fault diagnosis of power equipment. Ref. [10–13] extracted thermal infrared image feature vectors, and used them to train a backpropagation (BP) neural network for classification and recognition of the images. Ref. [14–18] performed the target segmentation and feature extraction of inspection images by a marker-based watershed approach, and the final target recognition was completed based on the Hsim function. These traditional image processing algorithms are strongly dependent on feature extraction, the recognition performs well in experimental environment, but when applied to images from equipment in real power systems, there are many problems occurring such as difficulty in feature extraction and poor generalization ability, which makes them not applicable in actual production.
operation and maintenance. Besides, because of the time-consuming, labor-intensive, and low accuracy characteristics, traditional manual inspection methods are difficult to meet the needs of equipment state recognition.

Based on deep learning, automatic feature extraction-based method can effectively reduce the deviation of the model, and has higher accuracy because of the large volume of data used and deep feature extraction. Based on the infrared images, a two stage method for current transformer fault location is proposed in [19], which verified the fault area using superpixel segmentation and HSV in the first stage, and classified the fault location through the deep convolutional network in the second stage. To deal with the problems of bad weather, poor light, camera aging and angle issues, Ref. [20] proposed an India buffet process-convolutional neural network, IBP-CNN method for ice thickness classification, which makes the ice thickness recognition more generalized. To solve the problem of heavy calculation burden of the deep learning for image recognition, [21, 22] focused on the calculation reduction, which always speed up the recognition process with the cost of accuracy. To conclude, these studies show that as an end-to-end machine learning system, CNN can directly act on original data and automatically carry out feature learning, layer by layer. Compared with the manual features, the features obtained by CNN are more abstract and more expressive. However, most of the researches just focused on two kinds of power equipment, such as power transmission lines and insulators, in which experimental environment is mostly simple, and the complicated environment in practical applications is not fully considered.

Due to the shortcomings of the traditional recognition methods and the inapplicability of the deep learning method in power system problems, this paper proposes a dual-channel convolutional neural network for power edge image recognition, the main contributions of this paper are summarized as follows.

- This paper proposes a dual-channel CNN (DC-CNN) model to extract the characteristics of power equipment through two independent CNN models.
- This paper proposes a random forest(RF) classification method incorporating deep learning for defect recognition of power equipment.
- The proposed DC-CNN and RF classification method is used to classify images of various types of power equipment, and the validity of the proposed method is verified.

The rest of this paper is organized as follows. In “Feature extraction algorithm” section, we introduce the feature extraction algorithm. In “The extraction of substation features” section, we provide the method. In “Image recognition of power equipment” section, we discuss the power equipment image recognition method and present a case study. “Conclusion” section concludes the paper.

### Feature extraction algorithm

#### AlexNet model

Extracting image features is the key step in image recognition. When the image background is simple and the power equipment features are prominent, the feature extract methods based on traditional image processing can obtain the ideal recognition accuracy, because of the easily recognized color features and shape features. However, due to the limitations of the installation location of the equipment, it is difficult to get the ideal image, for example, the image quality can be deteriorated when shooting angles were inappropriate and the light were weak.

AlexNet is a typical CNN designed by Alex Krizhevsky in 2012, which can be regarded as a feature engine [23–25]. There are 8 layers in the AlexNet model, among which the AlexNet model design has the following characteristics: 1) using the nonlinear activation function ReLU, 2) using the Dropout method to prevent overfitting, and using Data augmentation to complete the data expansion, 3) successfully applying the multi-GPU and LRN normalization layer in the model. The architecture of AlexNet Model is shown in Fig. 1.
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convolution layer can well describe the local features of the image. The penultimate layer and the antepenultimate layer are full connection layers, which can well describe the global features of the images.

The process of the AlexNet model can be described as follows: take a sample \((X, X_p)\), where \(X\) is the input image, \(X_p\) is the category of \(X\), and the output is calculated by

\[
O_p = \sum_{n=1}^{8}(F_n(X_pW(1) + B(1))W(2) + B(2))W(n) + B(n)
\]

Where \(W(n) (n = 1, 2, \ldots, 8)\) is the weight, \(B(n) (n = 1, 2, \ldots, 8)\) is the bias, \(F_n (n = 1, 2, \ldots, 8)\) is the calculations of each layer, and \(n\) is the number of layers of the AlexNet model.

#### DC-CNN model

To improve the recognition accuracy of the AlexNet model, reduce the training time of model, and extract the features of the different characteristics of the equipment, this paper makes an extension and modification based on the AlexNet network structure by proposing a DC-CNN model. The model uses two independent CNN models to get the two sets of device characteristics. After the two sets of characteristics are subjected to cross-mixing at the top, the final image characteristics of the equipment are output.
DC-CNN carries out two cross-mixings on two sets of characteristics. First, the outputs of the two full connection layers are cross-connected and used as the input of the next full connection layer. Then, the next full connection layer is split into two parts, the data in these two parts are mixed and connected, and the obtained feature vectors are the final features of the images. The designed DC-CNN model of the 11-layer deep convolutional neural network (DCNN) is shown in Fig. 2.

To ensure that the features extracted by the two CNNs are different and to increase the robustness of the features, the input images are transformed appropriately to make CNNa and CNNb have different inputs. The details are as follows. (1) The input of CNNa is the image whose size is 256×256 after the normalization processing of the original image, and (2) the input of CNNb is the V channel component extracted after the hue-saturation-value (HSV) transformation of the original image. CNNa and CNNb have the same structure and are both 9-layer neural networks, including 5 convolutional layers and 4 full-connection layers.

At the 10th layer, the DC-CNN first cross-connects the outputs of the 9th layer of CNNa and the 9th layer of CNNb as the input of the 11th layer, and the crossed results are divided into two parts at the 10th layer. The number of neurons in each part is 512. Then, in the 11th layer, the
CNN features extracted from the two transform streams are mixed again to obtain a 256-dimensional feature vector, which is the final eigenvalue of the image obtained by the DC-CNN.

**The extraction of substation features**

According to the DC-CNN model described in this paper, the steps of the power equipment feature extraction can be obtained, and the flow chart of feature extraction is shown in Fig. 3.

The power equipment identification process consists of two parts: the training phase and the test phase. In the training phase, the image is randomly selected from the power equipment image dataset, and the deep features of the image are extracted based on the AlexNet model. Then, the extracted features are analyzed, and the appropriate feature subset is selected as the final feature vector. In the test phase, the AlexNet model is used to extract the features of the test image, select the subset of features selected in the training phase to represent the image features, and finally use the trained random forest to classify the test images.

For the DC-CNN model, the forward projection (FP) algorithm obtains image features through multiple convolution operations and down-sampling operations during its training. BP corrects the network parameters according to the known image information.

**FP algorithm**

Let \( X_L \) be the output of the last layer, where \( L \) is the total number of layers in the network model. And the output of FP can be expressed as:

\[
z = g_L(X_L; w_L) \tag{2}
\]

Where \( w_L \) represents the weight matrix and \( g_L \) represents the activation function.

At the top layer of the network, the logarithmic loss error function is used to calculate the difference between the output result and the actual result, and then the loss function can be expressed as:

\[
l(x_i, y_i) = -\frac{1}{n} \sum_{i=1}^{n} (y_i - \ln (g_L(x_i; w_L))) + \lambda \sum_{k=1}^{L} \sum_{j=1}^{k} \| w_j \|^2 \tag{3}
\]

Where \( x_i \) is the input value, \( n \) is the number of images in the test set, \( y_i \) is the category of \( x_i \) and \( \lambda \) is the regularization coefficient of \( L_2 \).

**BP algorithm**

BP algorithm uses the total loss function between the output result and the actual result to optimize the convolution kernel parameters in the network model. The objective function of the CNN for optimization is:

\[
o = \arg \min_{w_L} \frac{1}{n} \sum_{i=1}^{n} l(g_L(x_i; w_L), y_i) \tag{4}
\]

The BP algorithm uses Formula (5) to update the value of \( w_L \):

\[
\frac{\partial l}{\partial w_{L-2}} = -\frac{1}{n} (Y_L - g_L(X_L; w_L)) \times \frac{\partial g_L}{\partial w_L} (X_L; w_L) + \lambda w_L \tag{5}
\]

In the process of obtaining the optimal solution of the objective function, the error between the output value and the actual value of the model can reach the convergence state through the iterative operation of Formula (5).

The weights of the two cross-mixing layers of the DC-CNN are updated using Formula (6):

\[
\begin{align*}
\frac{\partial l}{\partial w_{A, L-2}} &= \frac{\partial l}{\partial g_L} \frac{\partial g_L}{\partial w_{A, L-1}} \left( \frac{\partial g_{L-1}}{\partial w_{A, L-2}} + \frac{\partial g_{L-1}}{\partial w_{B, L-2}} \frac{\partial g_{L-2}}{\partial w_{L-1}} \right) \\
\frac{\partial l}{\partial w_{B, L-2}} &= \frac{\partial l}{\partial g_L} \frac{\partial g_L}{\partial w_{B, L-1}} \left( \frac{\partial g_{L-1}}{\partial w_{A, L-2}} + \frac{\partial g_{L-1}}{\partial w_{B, L-2}} \frac{\partial g_{L-2}}{\partial w_{L-1}} \right)
\end{align*}
\]

\[
\frac{\partial l}{\partial w_{A, L-2}} = \frac{\partial l}{\partial g_L} \frac{\partial g_L}{\partial w_{A, L-1}} \left( \frac{\partial g_{L-1}}{\partial w_{A, L-2}} + \frac{\partial g_{L-1}}{\partial w_{B, L-2}} \frac{\partial g_{L-2}}{\partial w_{L-1}} \right) \tag{6}
\]

In Formula (6), \( g^A \) and \( g^B \) respectively represent the transformation functions of the exchange flow A and exchange flow B, and \( w^A \) and \( w^B \), respectively, represent the weight matrixes of the exchange flow A and exchange flow B.
Image recognition of power equipment

The complex environment of power equipment leads to a complex image background. The logistic classifier and softmax classifier are able to solve the problem of multi-classification, but for more complicated and easily confused objects, the classification accuracy is not high [27]. In view of this, this paper combines deep learning with traditional machine learning theory, which adopts the RF classification method and deep learning [28–30] subsequently. The decision “forest” is composed of several decision trees generated by randomly selected sample subsets and feature subspaces, and then the classification results are output by voting in the classification stage.

The RF classification method consists of a training stage and a testing stage. In the training stage, first, in the equipment image database, the DC-CNN model proposed in 1.2 is used to randomly select images from the database and extract image features. Then, the learned features are analyzed based on the adaptability of the RF classification, and the features are selected based on the analysis results.

In the testing stage, the DC-CNN is used to extract the features of the test images, and the feature dimensions selected in the training stage are used to represent the image features. Finally, the trained RF is used to classify the test images.

Analysis of experimental results of feature extraction

In this paper, we tested five types of electrical equipment in a power transmission line, including insulators, transmission line towers, bird’s nest, large size fittings. The image database used for the testing, PowerImage, is a database of power system equipment collected by our laboratory that contains more than 30,000 images. The size range of the images is from $256 \times 256$ to $1024 \times 1024$, and the set mainly includes 20 types of power equipment, such as transformers, insulators, circuit breakers, power lines, and line towers. On average, there are approximately 1,000 images of each type. Figures 4 and 5 show some power equipment images with defects.

Figure 6 show the results obtained through the feature extraction of the original test images using the DC-CNN model.

Compared with the manually extracted color features, shape features and texture features, the features extracted by the DC-CNN are more abstract and can better reflect the essential features of the images.

Analysis of experimental results of substation image recognition

In order to test the validity of the features extracted by the DC-CNN proposed in this paper, the results of the
Fig. 6 The original image of insulator and its feature maps

The feature extraction using the single CNN and DC-CNN are classified and compared. In the test, the numbers of images of insulators, transformers, breakers, transmission line poles and towers are 3000, 2000, 2000, 3000 and 500, respectively. Among them, 2000 insulator images, 1500 transformer images, 2000 circuit breaker images, 1000 transmission line pole images and 300 tower images were selected as training samples, and the rest were taken as test samples.

Figures 7 and 8 are the misclassification rate curves obtained during the training of the single CNN and DC-CNN, respectively.

Through the analysis of Fig. 7, it can be found that during the training stage, when the number of iterations is 61, the single CNN classification error rate reaches its minimum value, which is 9.0%. If the iterative operation continues, the misclassification rate of the single CNN is reduced to some extent. However, 2 iterative operations later, namely, on the 63rd iteration operation, the misclassification rate increases again and hardly fluctuates thereafter.

Through the analysis of Fig. 8, it can be found that during the training stage, when the number of iterations is 53, the classification error rate of the DC-CNN reaches its minimum value, which is 5.5%. If the iterative operation continues, the classification error rate is reduced to some extent. However, after more 5 iterations, namely, on the 58th iteration, the classification error rate increases again and hardly fluctuates thereafter.

Using a single CNN and DC-CNN to recognize the five devices in the training data, validation data and test data, the obtained classification accuracies are shown in Table 1, and the average accuracy and average time are shown in Table 2.

Through the analysis of Tables 1 and 2, it can be seen that (1) after using two deep learning models, a single CNN and DC-CNN, to classify equipment images, the average accuracy is over 85%, which fully shows that the features extracted by the CNN have a high abstraction degree and strong expression capability. The device image recognition can achieve a high level of accuracy. (2) Compared with the DC-CNN, the recognition rate of the single CNN is reduced by 4.4%. The main reason is that the width of the DC-CNN model is wider compared to that of the single CNN, and it can thus extract richer image characteristics. However, in depth, the increase in the
Table 1  The comparison of accuracy rate for two models

| Model  | Data   | Insulator | Transformer | Breaker | Bus | Tower |
|--------|--------|-----------|-------------|---------|-----|-------|
| Single CNN | Training | 94%       | 90%         | 91%     | 92% | 74%   |
|        | Validation | 94%       | 91%         | 90%     | 93% | 73%   |
|        | Testing   | 94%       | 89%         | 92%     | 92% | 72%   |
| Dual CNN | Training  | 97%       | 93%         | 94%     | 96% | 82%   |
|        | Validation | 97%       | 93%         | 95%     | 96% | 81%   |
|        | Testing   | 97%       | 92%         | 93%     | 96% | 80%   |

DC-CNN is not significant, and therefore, the complexity of the GPU running time for the DC-CNN does not increase much compared to that of the single CNN, just 0.3 s. (3) For the five types of equipment, namely, insulators, transformers, circuit breakers, power line poles and transmission line towers, the tower has the lowest recognition rate. The main reason lies in the small size of the tower image dataset, only 500 images, while the other types of equipment have datasets of 2000 or more images. A large quantity of training samples is preferred because it improves the generalization ability of the CNN modeling, reduces the risk of overfitting and achieves high accuracy. (4) The running time of the deep learning algorithm on the CPU is much higher than that on the GPU, which indicates that the deep learning algorithm is a time-consuming process. Therefore, in practical applications, if a deep learning method is needed, GPU support is required.

Results analysis of different recognition methods

To test the effectiveness of the proposed RF tree methods, this paper compares three recognition methods, namely, CNN + Softmax classifier (method 1), CNN + RF tree classifier (method 2), and traditional manual parameter extraction + RF tree classifier (method 3), on the power equipment image recognition. The recognition results of these methods are compared and shown in Table 3. In that table, type A represents the training recognition rate, and type B represents the testing recognition rate.

According to Table 3, it can be seen that (1) using methods 1 and 2 to classify equipment images, the average accuracy can reach over 80%, which indicates that the image features extracted by the CNN has a high abstraction degree and a strong expression ability and can obtain a high accuracy on the power equipment image recognition. (2) The accuracy of method 1 is 8.4% lower than that of method 2. This is because softmax’s directly use the deep characteristics of the last mixed full connection layer for classification processing, but the most effective characteristics of the different types of equipment are not the same. Thus, the effective selection of the characteristics of the DCNN can potentially improve the classification performance. (3) Compared with method 1 and method 2, method 3 has the lowest average recognition rate, which is only 75.2%. This is because method 3 uses manual features, such as the color, texture, and direction, to perform the classification and recognition. These factors cannot fully describe the essential characteristics of the equipment. The performance of the deep learning approach for feature extraction is better than that of the traditional feature extraction method, and thus, the final recognition rate of the deep learning approach is far higher than that of the traditional method. (4) For four types of power equipment, namely, insulators, transformers, circuit breakers, and transmission line poles, methods 1 and 2 have a recognition rate of over 85%. However, both recognition rates for the transmission line towers are lower than that of method 3. The main reason lies in the small size of the tower image dataset, only 500 images. Under the small sample condition, the performance of deep learning cannot exceed that of the traditional feature extraction method. This further indicates that the deep learning algorithm has a higher requirement for training samples, but when enough training samples are provided, the high accuracy of the deep learning algorithm could greatly improve the recognition accuracy.

Conclusion

In view of the low accuracy and poor processing capacity of the traditional power equipment recognition methods, this paper proposes a power equipment image recognition method based on the DC-CNN model. Through the image
Table 3: Accuracy rates of the three methods for identification

| Method | Types | Insulator | Transformer | Breaker | Bus | Tower |
|--------|-------|-----------|-------------|---------|-----|-------|
| 1      | A     | 90%       | 84%         | 85%     | 85% | 74%   |
|        | B     | 91%       | 86%         | 85%     | 85% | 76%   |
| 2      | A     | 96%       | 91%         | 92%     | 95% | 79%   |
|        | B     | 97%       | 92%         | 93%     | 96% | 80%   |
| 3      | A     | 78%       | 72%         | 71%     | 70% | 80%   |
|        | B     | 80%       | 73%         | 72%     | 70% | 81%   |

recognition of the various types of power equipment, the conclusions are as follows:

1. The proposed method in this paper can be effectively applied to the image recognition of various types of power equipment, and the obtained accuracy is high;
2. The image features extracted by the CNN have a high abstraction degree and strong expression ability. Compared with the single CNN, the DC-CNN can obtain richer image features.
3. Compared with the other methods, the accuracy of the image recognition by the DC-CNN classifier is higher.
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