Abstract: Curve fitting to unorganized data points is a very challenging problem that arises in a wide variety of scientific and engineering applications. Given a set of scattered and noisy data points, the goal is to construct a curve that corresponds to the best estimate of the unknown underlying relationship between two variables. Although many papers have addressed the problem, this remains very challenging. In this paper we propose to solve the curve fitting problem to noisy scattered data using a parallel hierarchical genetic algorithm and B-splines. We use a novel hierarchical structure to represent both the model structure and the model parameters. The best B-spline model is searched using bi-objective fitness function. As a result, our method determines the number and locations of the knots, and the B-spline coefficients simultaneously and automatically. In addition, to accelerate the estimation of B-spline parameters the algorithm is implemented with two levels of parallelism, taking advantages of the new hardware platforms. Finally, to validate our approach, we fitted curves from scattered noisy points and results were compared through numerical simulations with several methods, which are widely used in fitting tasks. Results show a better performance on the reference methods.
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1. Introduction

Curve fitting deals with the problem of reconstructing an unknown function from a finite set of data points, which are commonly noisy measurements without a regular structure [1], i.e., scattered data. In this regard, the most common methods applied to this problem are interpolation and approximation. The first one uses a fitting function to reconstruct a function from the given data and the second one tries to follow the behavior of the data to reconstruct the curve. Typically, interpolation is applied to noise-free data points, while approximation is applied to noisy data points [2].

Among the variety of approximation methods used to tackle the curve fitting problem (from scattered data), B-spline curves is one of the most widely used methods to define a mathematical function that best describes the behavior of the data [2–6]. Thus, a B-spline curve is a continuous piecewise polynomial function defined by two sets of parameters, knots and coefficients, being knot placement and their optimal number an important issue to consider in the search of the best approximation [6]. This means that we have to place the knots as precisely as possible and determine the optimal number of knots. In this sense, the problem is considered as a hard continuous multimodal
and multivariate nonlinear optimization problem with many local optima. Additionally, we need to calculate the B-spline coefficients separately by ordinary least squares. Due to the number of degrees of freedom of the B-spline, the dimension of the search space tends to be huge and to the best of our knowledge, there is not solving method that simultaneously deals with all degrees of freedom. Besides, the data is generally scattered and presents some noise, making the problem harder to solve, therefore, it is difficult to obtain an optimal solution, and it requires a high processing power.

Consequently, meta-heuristic methods, such as evolutionary algorithms and specifically genetic algorithms (GA) [7] have been used to efficiently solve the aforementioned optimization problem. The GAs have been applied successfully to find near-optimal or optimal solutions to problems with a difficult and huge search space. However, the computational cost to perform a solution by using GAs is high, due to their exhaustive evolution process, which mimics the natural evolution of a population of living organisms. This computational cost is still an open issue in GAs, few papers dealing partially with this issue have been proposed [8]. In such a paper, authors propose the design of new operators, parallel execution sequences and constraints to reach termination. Nevertheless, the way in which the population is structured and how the parallel process is synchronized are what really matters to improve the performance.

In this paper, we tackle both, the curve fitting problem to noisy scattered data and its performance by implementing a parallel hierarchical genetic algorithm (PHGA). For the curve fitting problem, we use a novel hierarchical structure to represent both the model structure (number and placement of knots) and the model parameters (B-spline coefficients). This hierarchical structure combines binary and real encoding. We searched for the best B-spline model using a bi-objective fitness function. As a result, our method determines the number of knots and their place simultaneously and automatically, as well as B-spline coefficients. In addition, our approach is able to find the optimal solutions with the fewest parameters within the B-spline basis functions, without the need for any subjective parameters such as smoothing factor or other initialization values, i.e., our method is fully automatic.

In order to improve the performance of the HGA (hierarchical genetic algorithm), the algorithm is implemented using a full parallel model, taking advantage of the capabilities of the new hardware platforms. This is one of the main contributions of this study. In this sense, our approach presents two levels of parallelism. First, the parallelism at the level of individuals to improve the processing speed and second the parallelism at level of subpopulations which improves the algorithm by avoiding premature convergence due that it preserves the genetic diversity, and thus allows the algorithm to find better solutions.

The rest of the paper is organized as follows: in Section 2 we present a brief review of the literature related to the problem addressed in this paper. Section 3 provides to the reader the methods and materials used in this paper. In Section 4 the proposed approach is formulated. Simulation results and comparisons with popular methods are discussed in Section 5. Finally, we present in Section 6, some concluding remarks and perspectives of this study.

2. Related Work

Scattered data fitting can be posed as an optimization problem and it has been used in many fields and applications, such as applied mathematics, computer science, geology, biology and engineering, to name a few. Particularly, ref [2] used a standard regularized least square framework when using the wavelet domain instead of the B-spline domain. In [9], a scattered approximation method using a kernel-based multivariate interpolation and approximation was introduced. This was based on the Hilbert spaces, which construct and characterize their native kernels. In [3], authors describe a fast algorithm for scattered data interpolation and approximation making use of a coarse-to-fine hierarchy of control lattices to generate a sequence of bicubic B-spline functions. In [4], a method for fitting scattered data on a 2D smooth manifold was presented. The method was based on a local bivariate Powell–Sabin interpolation scheme. It was based on a split of the macro-triangle into three sub-triangles and there was a cubic polynomial on each piece. On the other hand, other
works have focused their efforts on determine the placement and quantity of knots used for curve approximation, [5] presented a method for calculating knots placement for a cubic spline curve applying a half-split method to subdivide the data into a set of piecewise lineal functions using a predefined threshold compared with an error band calculated with the second derivative. Ref [6] presented a heuristic knots placement for B-splines curves approximation, this approach was based on smoothing discrete curvature characteristics as a criterion to determine if knots were correctly placed.

Recently, several approaches based on meta-heuristics methods [10–13] have been applied successfully to optimize a bi-objective function, which is expressed in the form of the weighted sum of two objectives. Particularity, Shahvari et al. shows tabu search (TS)-based approaches to solving the batching and scheduling problems, which are combinatorial optimization problems that suit the TS methods [14,15]. Although, the nature of the curve fitting problem is different, these approaches are successful examples of the use of the bi-objective models. However, there are some approaches that have used the TS method for nonlinear and parametric optimization problems with little success [16]. On the other hand, ref [10] use a GA with a two-dimensional chromosome structure to solve the hazardous materials routing and scheduling problem. Although there are similarities between our algorithm and the Ardjmand algorithm, there are important differences. First, the algorithms are applied to solve intrinsically different problems. The Ardjmand’s method is applied to solve a routing and scheduling problem, while our method is applied to solve a multivariate nonlinear optimization problem. Second, in the Ardjmand method they applied a GA while in our method we applied a PHGA. Third, the structure implemented to search in the solution space is distinctly different. Ardjmand proposed a two-dimensional structure that represents a route in one dimension and different route costs in the second dimension for each specific individual, while we proposed a structure that has two levels of chromosomes of different types with a hierarchical relationship that is a characteristic of the HGA. In our case, this work is a continuation of that presented in [17], where a HGA was used to approximate noisy and scattered data instead of uniform data, which implies a new parameters setting of the HGA. Additionally, in this work we contribute to a parallel implementation in two levels of parallelization, over the population and the individual. With this new approach the algorithm shows a better performance over the state of art algorithms and a speed up up to 145 times over a sequential implementation presented in the previous work.

There are techniques and methods that are intrinsically parallel, and can be implemented by taking advantage of new technologies for data processing, such as graphics processing units (GPUs) and multiprocessor computers, as well as tools developed for this purpose. The parallelization of methods and techniques has been widely developed in different knowledge fields showing significant improvements in response times for computationally expensive problems (see [18–20]). This work is focused on hierarchical genetic algorithms and its implementation and application as a parallel architecture for curve fitting. In this regard, the implementation of metaheuristics for several problems has been addressed using GPUs and CPUs mainly using CUDA, OpenCL, OpenMP and MPI. Table 1 shows some works which have addressed classic problems such as the traveling salesman [21–23] and others more specialized like path planning [24], etc.; being OpenCL and CUDA the technologies more used.
Table 1. Overview of parallel metaheuristic implementations.

| Problem                              | Technique                | Platform | Technology                  | Reference |
|--------------------------------------|--------------------------|----------|-----------------------------|-----------|
| Travelling salesman                  | Genetic Algorithms       | GPU      | CUDA                        | [21]      |
| Travelling salesman                  | Ant Colony               | GPU, CPU | OpenCL                      | [22]      |
| Traveling salesman problem           | Ant Colony               | GPU, CPU | OpenCL                      | [23]      |
| Financial Forecasting Algorithm      | Genetic Programming      | GPU, CPU | OpenCL                      | [25]      |
| Automatic path planning              | Genetic Programming      | GPU, CPU | CUDA                        | [24]      |
| Tree evaluation                      | Genetic Algorithms       | GPU, CPU | OpenCL                      | [26]      |
| Flow shop scheduling                 | Genetic Algorithms       | GPU      | CUDA                        | [27]      |
| Optimization of composite laminate plates | Genetic Algorithms     | CPU      | OpenMP, MPI                 | [28]      |
| Optimization of composite laminate plates | Particle Swarm, Genetic Algorithms | CPU | MPI                        | [29]      |
| Search engine                        | Genetic Programming      | CPU      | MPI                         | [30]      |
| Quadratic Assignment Problem         | Particle Swarm           | GPU      | OpenCL                      | [18]      |
| Molecular docking                    | Genetic Algorithms       | GPU      | MPI, OpenMP, CUDA, OpenMP   | [31]      |
| Molecular dynamics simulation        | Particle Swarm, Genetic Algorithms | GPU, CPU | OpenMP, CUDA                | [32]      |

3. Background

3.1. Curve Fitting with B-Spline Curves

Fitting curve is known as the process of finding the equation of the curve which may be most suitable for predicting unknown values. The curve fitting problem assumes that there is a relationship \( f(x_i) = y_i \) between \( n \) pairs of values \((x_i, y_i)\) in order to find the best curve \( \hat{f}(x) \) that fits the existing data, estimating \( f(x_i) \) well enough to be used to predict new values adequately. The problem of curve fitting comprises two stages: choosing a family of curves and selecting the best fitting curve [33].

In this paper, we have used functions \( f \) that can be approximated on the interval \([a, b]\) by a B-spline curve. The B-spline curve is a piecewise polynomial function of \( k \) order joined at certain \( n \) locations called knots and into an interval \([a, b]\). A B-spline function of \( k \) order on a given set of \( k \) knots can be written as a linear combination:

\[
\sum_{i=1}^{m+k} \alpha_i B_{i,k}(x),
\]

where \( \alpha_i \) are B-spline coefficients and \( B_{i,k}(x) \) are the basis function of \( k \) order obtained by means of the recursive formula Cox-de Boor

\[
B_{i,k}(x) = \frac{x - t_i}{t_{i+k-1} - t_i} B_{i,k-1}(x) + \frac{t_{i+k} - x}{t_{i+k} - t_{i+1}} B_{i+1,k-1}(x)
\]
and

\[ B_{i,1}(x) = \begin{cases} 1, & \text{if } t_i < x < t_{i+1} \\ 0, & \text{otherwise} \end{cases} \quad (3) \]

where \( t_i \) is an element of the knot vector \( t = t_1, \ldots, t_{m+2k} \) defined by:

\[ t_i = \begin{cases} a, & \text{if } i \leq k \\ \tau_{i-k}, & \text{if } k < i < k + m \\ b, & \text{if } i \geq m \end{cases} \quad (4) \]

with \( \tau_1, \ldots, \tau_1 \) a set of \( m \) interior knots placed along the domain of \( x \), such that \( a = x_1 < \tau_1 < \ldots < \tau_m < x_n = b \).

If the order \( k \) for B-spline is defined beforehand, a B-spline function \( f \) can be defined completely by pairs \( \theta = \{\tau, a\} \), where \( \tau = \{\tau_1, \ldots, \tau_m\} \) and \( a = \{a_1, \ldots, a_m\} \). Then, the challenge is to find the number of knots \( \tau_i \) and their coefficients \( a_i \). A more detailed discussion of B-splines can be found in [34,35].

3.2. Hierarchical Genetic Algorithms

Hierarchy refers to the presence of modules at multiple levels above the base layer of primitive modules. Thus, a hierarchical problem is a problem involving at least one composite module that contains another composite module [36].

A HGA is an extension of a genetic algorithm, except that in HGA the information of the problem uses a genetic structure of chromosomes divided into modules at multiple levels above the base layer of primitive modules. In [37], authors proposed a hierarchical chromosome structure splitting it in two types of genes: control and parametric genes. The genes are encoded using binary values, and parametric genes can use any representation, although they are generally encoded as real numbers. The purpose of control genes is to enable or disable parametric allowing us to have phenotypes with different lengths using the same chromosomal representation. The hierarchical structure makes possible to split a problem into separable sub-problems where each of them has a definite goal to achieve; thus, a HGA allows us to work simultaneously finding partial solutions to encompass various targets for a general objective, and this is how we can address large multi-objective problems efficiently [38].

4. B-Spline Curve Fitting Using PHGA

In this paper, we used a PHGA to determine the number and place of knots in an interval \([a, b]\), and we also used it to determine the coefficients \( a_i \) of B-spline simultaneously under the criterion of minimum fitness. Next, we present the main features of the PHGA used in this study.

4.1. Chromosome Encoding

The chromosome has a hierarchical structure with control and parametric genes. Here, control and parametric genes are encoded as a fixed length binary string and real numbers respectively, i.e., chromosomes combine binary and real encoding, which are represented by the following vector:

\[ \theta = \{b_1, b_2, \ldots, b_m, r_1, r_2, \ldots, r_{m+k}\}, \quad (5) \]

where \( b \) is a control bit for the enabling and disabling of interior knots from the \( \tau \) and \( \alpha \) coefficients of the B-spline function represented in the chromosome by a real value \( r \). Due to that, we had \( m \) interior knots, \( m + k \) coefficients are needed. We establish a correspondence one-to-one between the interior knots and the first \( m \) coefficients. The hierarchical chromosome structure is graphically shown in Figure 1, in where we can see that each scattered point is pared to one binary gene, it means that each point \( x \) becomes an interior knot for the B-spline function.
4.2. Fitness Function

In order to evaluate the chromosome performance in the B-spline fitting problem, we use a bi-objective fitness function applying the Weighted Sum method [39] to the Akaike’s information criterion (AIC) and a penalization knot structure function (P). Then, the fitness function is given by:

\[ F(\theta) = w_1 AIC(\hat{f}) + w_2 P(\tau), \]  

where \( w_1 \) and \( w_2 \) are scale factors to normalize the objectives.

4.2.1. Akaike’s Information Criterion

The Akaike’s Information Criterion (AIC), proposed by [40], is a measure of the relative quality of statistical models for a given set of data; AIC deals with the trade-off of goodness and complexity of a model, that is to say, a likelihood function for the model fit and the number of estimated parameters for this model. Thus, the AIC value of the model is given by:

\[ AIC(\hat{f}) = n \log \sum_{j=1}^{n} (y_j - \hat{f}(x_j))^2 + 2p, \]  

where the first term of the equation is the residual sum of squares used as a likelihood function between the fitted function \( \hat{f} \) and their reference values \( y_i \), moreover, \( p \) is the number of parameters used to estimate \( \hat{f} \). In this paper the number of parameters consists of the number of interior knots \( m \) and the number of the B-spline coefficients \( m + k \), thus \( p = 2m + k \). Considering the number of parameters as a fitness criterion helps to reduce the number of interior knots and consequently avoid the overfitting problem.

4.2.2. Knot Structure Function

Due to the characteristics of the scattered data and the process of fitting a B-spline function using a PHGA, it was necessary to add a penalty function with the aim of promoting chromosomes with fewer knots and having a better distribution within an interval \([a, b]\). From [41], we compute the penalty as:

\[ P(\tau) = \sum_{j=1}^{n} \log l_j + \log m, \]  

where \( m \) is the size of the knots set \( \{\tau_1, ..., \tau_1\} \), and \( l_j \) is the number of values \( x_i \) which satisfies \( \tau_{j-1} \leq x_i < \tau_j \), for \( j = 1, ..., m \), and \( \tau_0 = a \).
4.3. Selection Scheme

Fitness proportional selection, also known as roulette wheel selection, was used for selecting individuals to reproduce offspring in the next generation. When using the roulette wheel selection method, the individuals are selected based on a probability determined for their fitness level, thus favoring exploitation of regions into the search space with high fitness level at the expense of other regions; therefore, this method tends to converge prematurely [42]. In order to prevent the premature convergence, we used the sigma scaling method, in which the standard deviation of the population fitness is used to scale the fitness scores according to:

\[
F_{\text{new}} = \begin{cases} 
F_{\text{act}} - (\bar{F} - c \cdot \sigma) & \text{if } (F_{\text{act}} > \bar{F} - c \cdot \sigma) \\
0 & \text{otherwise}
\end{cases},
\]

(9)

were \( F_{\text{act}} \) is the current fitness value calculated using Equation (6), \( \bar{F} \) and \( \sigma \) are the mean and standard deviation of current fitness values and \( c \) is a constant value to control the influence of standard deviation over the selection threshold. It is, Equation (9) serves to eliminate individuals with high and low fitness levels. To preserve the best individuals, we use Elitism, i.e., the \( n \) best individuals are selected to be copied without change to the new population.

4.4. Genetic Operators

4.4.1. Crossover Operator

Crossover is the process of taking two parent solutions and producing from them a child. The crossover operator is applied in the hope that it may create better offspring [43]. Since we have two types of genes, we implemented two crossover operators; for control genes uniform crossover was used and for parametric genes simulated binary crossover (SBX) was used. In uniform crossover each individual in the offspring is created recombining two parents, and each gene of a new individual is selected copying the corresponding gene from one of the parent according to a random value on a fixed probability. Using the SBX operator proposed in [44], two new individuals \( c_1 \) and \( c_2 \) are generated from two parents \( p_1 \) and \( p_2 \) applying:

\[
c_1 = 0.5((p_1 + p_2) - \beta(p_2 - p_1)) \\
c_2 = 0.5((p_1 + p_2) + \beta(p_2 - p_1)),
\]

(10)

where \( \beta \) is the spread factor calculated by

\[
\beta = \begin{cases} 
\frac{1}{(2u)\eta + 1} & \text{if } u \leq 0.5 \\
\frac{1}{(2(1-u))\eta + 1} & \text{otherwise}
\end{cases},
\]

(11)

where \( u \) is a random number between 0 and 1 and \( \eta \) is a non-negative number that controls the distance between parents and new individuals generated. In Figure 2, we show the crossover process applied to control and parametric genes from two parents to obtain two offspring.
4.4.2. Mutation Operator

The bit mutation method is used as mutation operator. In this method, each bit of the binary-valued chromosome is inverted or not depending on the mutation probability. On the other hand, for the real-valued chromosome each numeric value $\gamma$ is changed also depending on the same mutation probability according to:

$$\gamma_i = \gamma_i + \delta (\text{rand} - 0.5),$$

(12)

where $\gamma$ is the maximum increment or decrement of the real value and rand is a function that generates a random value between 0 and 1.

4.5. Parallel Hierarchical Genetic Algorithm

In this paper we propose a PHGA based on a distributed model and a synchronous master-slave model; more detailed information about parallel models on genetic algorithms can be found in [8,45].

Basically, the structure of parallelization consists in dividing the global population into local subpopulations, each of which represents an island, and inside each island the level of parallelization is given by the quantity of individuals in the island and the operator that is applied to the population. Figure 3 shows graphically the iterative process that generates a new population into each island, where $p_i$ represents each individual in the island population and $c$ represents the cores (threads or processors) used to perform the PHGA.

Figure 3. Parallelization scheme.
The initial population \( \{p_1, ..., p_n\} \) is initialized randomly using a host device, and then the population is sent to a parallel device in charge of applying stochastic operators to find an adequate solution. The parallelization schema depends on the characteristics of each one of the processes involved in the PHGA. For the fitness function, one core is assigned to each individual in the population in order to calculate the fitness value for each individual; on the other hand, for the selection process only one core is required, because the sigma scaling is the same for each island and implementing it in parallel would reduce performance. The crossover operator takes two parents to produce two children, and thus a core is used for every two individuals of the population. Finally, the characteristics of the mutation operator allow us to implement parallelization of individual per core.

The inter-island communication occurs during the migration phase, which takes place after all of the processors have reached a certain number of iterations and have been synchronized; after migration, each processor resumes running the PHGA as before, until the next migration phase.

### Migration Operator

The migration consists of a periodical exchange of individuals among subpopulations, i.e., a fixed proportion of each subpopulation is selected and sent to another subpopulation. At the same time, the same number of migrants are received from some other subpopulation and replace individuals selected according to some criteria [46]; after that, each island resumes running the PHGA until the next migration phase occurs. The migration operator in the island model involves some parameters to define, such as: migration topology, migration size, migration interval and migration algorithm, a more detailed discussion of this topic can be found in [47].

### 5. Simulation Results

#### 5.1. Experimental Set

To evaluate the performance of our approach we compared the PHGA results with those obtained using the following methods: cubic smoothing spline (CSSPL), locally weighted scatterplot smoothing (LOWESS) and Fourier curve fitting (FCF). This evaluation considers six benchmark functions (see [2,48–51] for details), whose mathematical equations are shown in Table 2.

For each function several synthetic noisy data sets \( \{(x_i, y_i) : i = 1, ..., n\} \) were created. Here, a data set consists of random values \( \{x_1, x_2, \cdots, x_i\} \) generated into a defined domain (see Table 2) using a random uniform distribution, which allows us to have unstructured data locations or scattered data. For building the data sets, the \( x_i \) values were evaluated for each function \( f \) adding a zero-mean normal noise with a known \( \sigma \) in order to have a specific signal to noise ratio (SNR), defined as \( SD(f) / \sigma \).

The number of values \( x_i \) used for each function was 100 for each one of the 100 test sets generated for \( SNR = 3, SNR = 2 \) and \( SNR = 1 \) per function, resulting in 1800 tests to validate our approach. Since the domain of function 4 was defined over the interval \([-2, 2]\), it was necessary to scale them to an interval \([0, 1]\) in order to evaluate our approach under equal conditions.

| Number | Function                                      | Domain          |
|--------|-----------------------------------------------|-----------------|
| 1      | \( f_1(x) = 4.26e^{-\beta x} - 4e^{-2\beta x} + 3e^{-3\beta x} \) with \( \beta = 3.25 \) | \( x \in [0, 1] \) |
| 2      | \( f_2(x) = \sin^3(2\pi x^3) \)              | \( x \in [0, 1] \) |
| 3      | \( f_3(x) = (4x - 2) + 2e^{-16(4x - 2)^2} \) | \( x \in [0, 1] \) |
| 4      | \( f_4(x) = \sin(x) + 2e^{-30x^2} \)          | \( x \in [-2, 2] \) |
| 5      | \( f_5(x) = \sin(2(4x - 2)) + 2e^{-16(4x - 2)^2} \) | \( x \in [0, 1] \) |
| 6      | \( f_6(x) = 10(4x - 2)(1 + 100(4x - 2)^2) \) | \( x \in [0, 1] \) |
Experiments over six functions were performed using PHGA, LOWESS, FCF, and CSSPL methods. Our approach, PHGA, was executed using 10 islands with a population of 200 individuals per island; each island evolved for 999 generations, and a migration process was performed each 200 epochs. The number of islands and epoch were selected taking into account the temporal and spatial complexity in our experiments as well as the point where PHGA achieved stability. In Table 3, the parameters used in the PHGA are shown.

To implement LOWESS and FCF curve fitting we have relied on \textit{fit} routine for LOWESS and FCF fitting, and \textit{csaps} routine for CSSPL fitting, both from the Curve Fitting Toolbox in MATLAB. For CSSPL, it was necessary to specify a smoothing parameter $p$, which was determined by:

$$p = \frac{1}{1 + \frac{h^3}{d}}$$

where $h$ is the average spacing between $x_i$ values, and $d$ was determined as the mean of the values that perform a fitting with the lowest error for each function, i.e., the data sets corresponding to each function were grouped with their three noise levels, then CSSPL was performed varying parameter $d$ into a range, and finally the mean of the values $d$ with the smallest error for each test set grouped by function was taken to perform CSSPL fitting for comparing with PHGA.

For the PHGA, each chromosome of the initial population consisted of $m$ knots and its respective coefficients $\alpha$, which were placed and fixed randomly. In order to place the knots, a boolean random value was generated for each point $x_i$ and for true values knots were established at those points; then, its respective coefficient values $\alpha$ were generated over the range $[\text{min}(y), \text{max}(y)]$ to fulfill the structure of chromosome used (Section 3.1). The number and placement of the knots were selected randomly with a probability of 0.25 for all test sets; these and others parameters used for the genetic algorithm were determined experimentally and are shown in Table 3. As any approach based on genetic algorithms, these parameters depend on the application or problem, for this reason their value can change. In our case, such parameters are tuned in order to reach the best performance. Thus, if the parameters are modified, such performance can be altered.

**Table 3.** Parameters of the genetic algorithm.

| Parameter            | Value       |
|----------------------|-------------|
| Island population size | 200         |
| Number of Islands    | 10          |
| Size of elite population | 10         |
| Crossover probability | 0.85        |
| Mutation probability | 0.01        |
| Migration size       | 10          |
| Migration interval   | 200 epoch   |
| Migration policy     | Best Replace worst |
| Migration topology   | Ring        |

5.2. Results

In the experimental phase we performed 18 tests by the method using six functions, one size of sample points and three levels of noise. Each experiment was executed using 100 different test sets and 999 epochs for the PHGA, then the best individual by island was selected agree with its fitness, to finally choose the best of the best. To evaluate and compare the results for each function, we created validation sets consisting of 200 values uniformly distributed into their respective domain (Table 2); then they were evaluated in their respective function $f(x_i)$ and results were compared to the same set of values estimated by PHGA, CSSPL, FCF and LOWESS through a mean square error (MSE) given by:
was lower than the median of CSSPL, for FCF and LOWESS against PHGA, it last was considerably
where \( \hat{f}(x_i) \) is the estimated function by PHGA, CSSPL, FCF and LOWESS, and the benchmark function \( f(x_i) \). Table 4 shows the mean and standard error of the mean for MSE values obtained from each method for each test. As we can see in Table 4, in most of the cases, PHGA produced lower mean MSE values (marked in bold). This suggests that our method shows a considerable improvement over the CSSP, FCF and LOWESS methods, which is more appreciable in the box plots of the MSE values.

\[
MSE(\hat{f}) = \frac{1}{n} \sum_{i=1}^{n} (\hat{f}(x_i) - f(x_i))^2,
\]

(14)

Table 4. Mean of the computed mean square errors (MSEs) with estimated standard errors based on 100 test sets with 100 samples.

| Test | Method | SNR = 1         | SNR = 2         | SNR = 3         |
|------|--------|-----------------|-----------------|-----------------|
| 1    | CSSPL  | 0.01877 ± 0.00085 | 0.00490 ± 0.00019 | 0.00247 ± 0.00008 |
|      | FCF    | 0.02452 ± 0.00116 | 0.00533 ± 0.00027 | 0.00229 ± 0.00009 |
|      | LOWESS | 0.01786 ± 0.00081 | 0.00867 ± 0.00032 | 0.00647 ± 0.00029 |
|      | PHGA   | 0.01376 ± 0.00089 | 0.00423 ± 0.00025 | 0.00221 ± 0.00009 |
| 2    | CSSPL  | 0.03057 ± 0.00108 | 0.00890 ± 0.00030 | 0.00451 ± 0.00016 |
|      | FCF    | 0.03407 ± 0.00117 | 0.01518 ± 0.00032 | 0.01126 ± 0.00019 |
|      | LOWESS | 0.03211 ± 0.00105 | 0.02256 ± 0.00069 | 0.01920 ± 0.00056 |
|      | PHGA   | 0.02309 ± 0.00089 | 0.00851 ± 0.00033 | 0.00395 ± 0.00071 |
| 3    | CSSPL  | 0.19089 ± 0.00798 | 0.05298 ± 0.00202 | 0.02970 ± 0.00123 |
|      | FCF    | 0.23621 ± 0.00941 | 0.07756 ± 0.00265 | 0.04553 ± 0.00139 |
|      | LOWESS | 0.15365 ± 0.00670 | 0.06323 ± 0.00193 | 0.04921 ± 0.00171 |
|      | PHGA   | 0.16749 ± 0.00634 | 0.05770 ± 0.00204 | 0.02885 ± 0.00111 |
| 4    | CSSPL  | 0.29770 ± 0.00717 | 0.21205 ± 0.00352 | 0.02169 ± 0.00101 |
|      | FCF    | 0.29902 ± 0.00699 | 0.21747 ± 0.00339 | 0.05238 ± 0.00106 |
|      | LOWESS | 0.24966 ± 0.00628 | 0.20666 ± 0.00314 | 0.05582 ± 0.00217 |
|      | PHGA   | 0.21344 ± 0.00626 | 0.18126 ± 0.00403 | 0.01464 ± 0.00092 |
| 5    | CSSPL  | 0.09322 ± 0.00365 | 0.02750 ± 0.00094 | 0.01376 ± 0.00050 |
|      | FCF    | 0.10835 ± 0.00430 | 0.04187 ± 0.00104 | 0.02868 ± 0.00068 |
|      | LOWESS | 0.08719 ± 0.00339 | 0.05131 ± 0.00173 | 0.04007 ± 0.00143 |
|      | PHGA   | 0.07993 ± 0.00270 | 0.02758 ± 0.00084 | 0.01436 ± 0.00039 |
| 6    | CSSPL  | 0.01011 ± 0.00029 | 0.00349 ± 0.00015 | 0.00228 ± 0.00023 |
|      | FCF    | 0.01301 ± 0.00030 | 0.00889 ± 0.00014 | 0.00827 ± 0.00029 |
|      | LOWESS | 0.01288 ± 0.00032 | 0.01151 ± 0.00028 | 0.01150 ± 0.00033 |
|      | PHGA   | 0.00507 ± 0.00024 | 0.00166 ± 0.00008 | 0.00111 ± 0.00007 |

Box plots are an effective way to compare the distribution of our results, because we can see how is the data distributed into quartiles. For each function and SNR level we generated a box plot graph using the MSE values obtained from each test using PHGA, CSSPL, FCF and LOWESS approaches.

For the test with SNR = 3, showing in Figure 4, we can see that for function 1, the performance of PHGA was slightly better than CSSPL and FCF, since the distribution of the MSE obtained was similar and the median of the MSE for PHGA was lower. For function 2, PHGA was significantly better than the other methods due to the third quartile obtained with PHGA is slightly higher than the second quartile from CSSPL, which means that nearly of 75% of error obtained with PHGA tests had a lower MSE values than the 50% of error obtained using CSSPL, for FCF and LOWESS, PHGA improved considerably because of the upper adjacent value from PHGA errors was lower than the lower adjacent value from FCF and LOWESS. For function 3, we can see that the performance of PHGA and CSSPL was practically tied, and for FCF and LOWESS the third quartile from PHGA was lower than the first quartile from FCF and LOWESS. In the case of function 4, the third quartile from PHGA was lower than the median of CSSPL, for FCF and LOWESS against PHGA, it last was considerably better. In function 5, visually there was no difference between PHGA and CSSPL but PHGA was
slightly less dispersed. For function 6, PHGA shows better performance due to the third quartile from PHGA was lower than first quartile from CSSPL, and the performance of FCF and LOWESS was too high compared to the other alternatives.

For the results obtained with SNR = 2, showing in Figure 5, we can see that function 1 shows better performance than the other methods covered in this work, the third quartile of PHGA boxplot was similar to mean of CSSPL and FCF methods, and third quartile of PHGA was lower than first quartile of LOWESS. For function 2, PHGA and CSSPL had similar performance and better than FCF and LOWESS, due to results of third quartile from PHGA and CSSPL were below of first quartile of FCF and LOWESS. In function 3, the four methods had similar performance, being CSSPL who had the best performance which was slightly better than PHGA and LOWESS, and FCF had the worst result. For function 4, PHGA had better performance and the others methods had similar performance. In function 5, the best performance was obtained for CSSPL slightly better than PHGA, in this case it is important to emphasize that the difference between PHGA and CSSPL was very small and PHGA had a smaller dispersion of the error. Finally for function 6, PHGA was far superior to the other methods.
Figure 5. Boxplots of MSE computed for each algorithm per function, using 100 test sets, 100 scattered points (x,y) and SNR = 2.

Figure 6 shows the results obtained with SNR = 1, where PHGA had a better performance in functions 1, 2, 4–6. In the case of function 3, LOWESS had the lowest error level compared with all the other methods, although PHGA did not have the best performance, it was very close to LOWESS and also PHGA had an error dispersion lower than LOWESS.
Figure 6. Boxplots of MSE computed for each algorithm by function, using 100 test sets, 100 scattered points \((x, y)\) and SNR = 1.

In order to visually compare the performances of PHGA, CSSPL, FCF and LOWESS approaches, we present in Figures 7–9 some graphs of the best curves obtained with each one of the methods. In general, curves fitted with PHGA had a smoother appearance in contrast to curves adjusted by the others methods, this is because of the fitness function for the PHGA is a multi-objective function, looking for reducing the number of knots of the curve, placing them uniformly distributed in the domain of \(x\) and reducing the MSE.
Figure 7. Data and best fitting with SNR = 3 for parallel hierarchical genetic algorithm (PHGA), cubic smoothing spline (CSSPL), Fourier curve fitting (FCF) and locally weighted scatterplot smoothing (LOWESS) methods (solid line: estimated function; dashed line: real function).

Based on the results showed in Figures 7–9, it can be observed that the proposed PHGA shows a better visual performance that those obtained with the other methods. This is particularly visible in the experiments with higher noise i.e., experiments with SNR = 1. In this case, we can observe that curves fitted with CSSPL for the function 2, 4, and 6 present a remarkable over fitting. This is the main drawback of the CSSPL method due to the results are very sensitive to the smoothing parameter. For the proposed approach, it could be assumed that the success is due to the simultaneous global search performed over all degrees of freedom of the B-spline model, as well as, the ability of the GA to find optimal solutions despite of the high level of noise in the signal. On the other hand, we can see from standard errors of the mean that both algorithm presents nearly the same certainty in the estimate of the mean. About the FCF method, it shows oscillations for functions 4 and 6 in the three levels of...
noise due to the fact that it is based on sum of sine and cosine terms. In the case of LOWESS method, it produces smooth curves but in most of the experiments its MSE is upper to the other methods.

| PHGA | CSSPL | FCF | LOWESS |
|------|-------|-----|--------|

![Graph](image)

Figure 8. Data and best fitting with SNR = 2 for PHGA, CSSPL, FCF and LOWESS methods (solid line: estimated function; dashed line: real function).

In order to evaluate the computational performance of our approach, two versions were implemented, sequential and parallel. The OpenCL framework was used for the parallel version due that it can be used over different platforms with multiple processors and for the sequential version C++ was chosen. Table 5 reports the average amount of time needed to run our approach using a single processor for sequential version, and eight, sixteen and thirty two processors for the parallel version. In such a table, the letter T is the time in seconds necessary to finish the execution of the genetic algorithm, and the letter S is the speed-up compared with the sequential version, under the same sense, different configurations of number of islands, subpopulation size and number of points to fit were set in the tests.
Figure 9. Data and best fitting with SNR = 1 for PHGA, CSSPL, FCF and LOWESS methods (solid line: estimated function; dashed line: real function).

Table 5. Average time execution in seconds and speed-up.

| Islands | Size Island | Knots | Sequential Version Time | 8 CPUs | Speed-Up | 16 CPUs | Speed-Up | 32 CPUs | Speed-Up |
|---------|-------------|-------|--------------------------|-------|-----------|-------|-----------|-------|-----------|
| 10      | 60          | 50    | 31.14 s                  | 1.55 s | 20.04 s   | 1.22 s | 25.59 s   | 1.10 s | 28.19     |
| 10      | 60          | 100   | 106.15 s                 | 3.20 s | 33.19     | 2.67 s | 39.72 s   | 2.01 s | 52.82     |
| 20      | 200         | 50    | 216.14 s                 | 7.67 s | 28.16 s   | 5.67 s | 38.15 s   | 4.47 s | 48.33     |
| 10      | 200         | 100   | 374.60 s                 | 9.33 s | 40.14 s   | 6.97 s | 53.75 s   | 5.14 s | 72.94     |
| 10      | 60          | 200   | 421.54 s                 | 8.71 s | 48.37 s   | 7.00 s | 60.24 s   | 4.84 s | 87.07     |
| 20      | 200         | 100   | 755.32 s                 | 15.27 s | 49.47 s  | 10.76 s | 70.21 s   | 8.33 s | 90.62     |
| 10      | 200         | 200   | 1526.72 s                | 25.78 s | 59.21 s  | 16.57 s | 92.16 s   | 12.01 s | 127.17    |
| 20      | 200         | 200   | 3046.42 s                | 50.27 s | 60.60 s  | 27.92 s | 109.10 s  | 20.97 s | 145.30    |
Figure 10, shows the average execution times for each configuration from Table 5. Here, it is clear that results with more than one processor seems linear. This is because we compare with a single processor. It is shown graphically in Figure 10, where the parallel version is significantly faster than sequential one obtaining a speed-up near of 20 for the less demanding test and a speedup of 145 for the more demanding test. Figure 11, shows the average execution times only from parallel version experiments, showing the difference of using different number of processors. In contrast with Figure 10, here we clearly observe that the response of the PHGA under different hardware configurations is not linear. Every test where tested in a computer with 44 intel Xeon CPU running at 2.10 GHz with 40 GB RAM.

Figure 10. Comparative performance between sequential version and parallel versions.

Figure 11. Comparative performance between parallel versions using 8, 16 and 32 processors.

6. Conclusions

In this paper, we have proposed a parallel hierarchical genetic algorithm to approximate B-spline functions to scattered data placed randomly into an interval \([a, b]\). The approach introduces a novel hierarchical gene structure for the chromosomal representation and a bi-objective fitness function based on a combination of the model selection criteria AIC and the knot structure function. As a result, our method determines the number and locations of the knots, and the B-spline coefficients simultaneously and automatically. The method does not require subjective parameters like smooth factor or any initialization value.

The proposed PHGA is implemented using a Full Parallel Model, with two levels of parallelism at level of the subpopulations and at level of the individuals, by dividing the population into islands and using a synchronous master-slave model inside each island respectively. This parallel schema is
implemented, under an OpenCL framework, with the aim of reduce the time of processing, exploiting
the characteristics of separability and modularity of hierarchical problems and island models. In our
experiments we obtained a speed-up from 20 to 145, depending on the amount of data and the
number of processors, which represents a significant reduction of execution time with respect to a
sequential implementation.

To test our approach, we performed several simulations on six benchmark functions with three
levels of SNRs, which were compared to solutions obtained using CSSPL, FCF and LOWESS methods.
Simulation results show that the proposed approach presents better results than CSSPL, FCF and
LOWESS method. Although in some cases numerically the results obtained for some function were
not favorable, an important aspect to note is that, the difference is very small and the curves fitted
using our approach look smoother than those obtained using the CSSPL, FCF and LOWESS method,
which in some cases produce over fitted curves.

Finally, this paper has focused on smooth curve functions, but we are interested in extending our
approach to un-smooth functions and surface fitting, as well as, experiment with other basis functions.
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