Abstract

Federated learning (FL) is a machine learning technique that enables participants to collaboratively train high-quality models without exchanging their private data. Participants utilizing cross-silo federated learning (CS-FL) settings are independent organizations with different task needs, and they are concerned not only with data privacy but also with independently training their unique models due to intellectual property considerations. Most existing FL methods are incapable of satisfying the above scenarios. In this study, we present a novel federated learning method CoFED based on unlabeled data pseudolabeling via a process known as co-training. CoFED is a federated learning method that is compatible with heterogeneous models, tasks, and training processes. The experimental results suggest that the proposed method outperforms competing ones. This is especially true for non-independent and identically distributed settings and heterogeneous models, where the proposed method achieves a 35% improvement.

1 Introduction

Federated learning (FL) allows different participants to collaborate in solving machine learning problems under the supervision of a center without disclosing participants’ private data [1]. The main purpose of FL is to achieve improved model quality by leveraging the multiparty knowledge from participants’ private data without the disclosure of data themselves.

FL was originally proposed for training a machine learning model across a large number of users’ mobile devices without logging their private data to a data center [2]. In this scenario, a center orchestrates edge devices to train a global model that serves a global task. However, some new FL settings have emerged in many fields, including medicine [3], 4, 5, 6, 7, finance [8], 9, and network [10], 11, 12, where the participants are likely companies or organizations. Generally, the terms cross-device federated learning (CD-FL) and cross-silo federated learning (CS-FL) can refer to the above two FL settings [1]. However, the majority of these studies’ contributions concern training reward mechanisms [14], topology designs [15], data protection optimization approaches [16], etc., and for their core CS-FL algorithms, they simply follow the idea of gradient aggregation used in CD-FL. Such studies ignore the fact that organizations or companies, as participants, may be more heterogeneous than device participants.

One of the most important heterogeneities to address under the CS-FL setting is model heterogeneity; that is, models may have different architecture designs. Different devices in CD-FL typically share the same model architecture, which is given by a center. As a result, the models obtained through local data training on different devices differ only in terms of their model parameters, allowing the center to directly aggregate the gradients or model parameters uploaded by the participating devices. However, participants in a CS-FL scenario are usually independent companies or organizations, and they are capable of designing unique models. They prefer to use their own independently designed model architectures rather than sharing the same model architecture with others. At this time, the strategy used in CD-FL cannot be applied to CS-FL models with different architectures. Furthermore, model architectures may also be intellectual properties that need to be protected, and companies or organizations that own these properties do not want them to be exposed to anyone else, which makes model architecture sharing hard for CS-FL participants to accept. An ideal CS-FL method should treat each participant’s model as a black box, without the need for its parameters or architecture.

The heterogeneity among models results in the need for training heterogeneity. Under the CD-FL setting, participants usually train their models according to the configuration of a center, which may include training algorithms (such as stochastic gradient descent) and parameter settings (such as the learning rate and minibatch size). However, when participants like companies or organizations use their independently designed model architectures in CS-FL, they need to choose different local training algorithms that are suitable for their models and exert full control over their local training processes. Decoupling the local training processes of different participants not only enables them to choose suitable algorithms for their models but also prevents the leakage of their training strategies, which may be their intellectual properties.
In addition, CS-FL is more likely to face task heterogeneity than CD-FL. In CD-FL scenarios, all devices usually share the same target task. In terms of classification tasks, the task output categories of all devices are exactly the same. Under the CS-FL setting, because the participating companies or organizations are independent of each other and have different business needs, their tasks may be different. Of course, we must assume that there are still similarities between these tasks. In terms of classification tasks, the task output categories of different participants in CS-FL may be different. For example, an autonomous driving technology company and a home video surveillance system company both need to complete their individual machine learning classification tasks. Although both of them need to recognize pedestrians, the former must also recognize vehicles, whereas the latter must recognize indoor fires. Therefore, the task output categories of the autonomous driving technology company include pedestrians and vehicles without indoor fires, whereas the task output categories of the home video surveillance system company include pedestrians and indoor fires without vehicles. It is easy to see that, in contrast to the complete task consistency of CD-FL, CS-FL participation by independent companies or organizations is more likely to encounter situations in which the different participants possess heterogeneous tasks.

Although the number of participants in CS-FL is much smaller than that in CD-FL in general, the heterogeneity of the participants, including model heterogeneity, training heterogeneity and task heterogeneity, may bring more challenges. Overall, we use the term heterogeneous federated multitask learning (HFMTL) to refer to the FL settings that contain the above three heterogeneity requirements, and Fig. 1(b) shows an example of the HFMTL setting with three participants. Different participants may have different label spaces. For example, Participant $B$ has a label space $\{0, 1, 2, 3\}$. This space can be different from those of other participants, e.g., Participant $C$ has $\{1, 4, 5\}$. The classification task of Participant $B$ is to classify inputs with the labels in $\{0, 1, 2, 3\}$, while Participant $C$ aims to classify inputs with the labels in $\{1, 4, 5\}$. Therefore, they have different tasks and usually have different categories of local training data.

Our main motivation in this paper is to address the needs of model heterogeneity, training heterogeneity, and task heterogeneity in CS-FL settings. Aiming at the HFMTL scenario with these heterogeneities, we propose a novel FL method. The main contributions of this paper are as follows.

- We propose an FL method that is simultaneously compatible with heterogeneous tasks, models, and training processes, and it boost the performance of each participant’s model.
- Compared with the existing FL methods, the proposed method not only protects private local data but also protects the architectures of private models and private local training methods.
- Compared with these other methods, the proposed method achieves more performance improvements for the non-independent and identically distributed (non-IID) data settings in FL and can be completed in one round.
- We conduct comprehensive experiments to corroborate the theoretical analysis conclusions and the impacts of different settings on the suggested method.

The rest of this paper is structured as follows. Section 2 provides a brief overview of relevant works. Section 3 contains the preliminaries of our method. Section 4 describes the proposed method in detail. Section 5 offers the experimental results and analysis. Section 6 summarizes the paper.

2 Preliminaries

We first formulate the HFMTL problem and introduce the cotraining method that inspires us to propose the communication-efficient FL (CoFED) method.

2.1 HFMTL

An FL setting contains $N$ participants, and each of them has its own classification task $T_i$, input space $X_i$, output space $Y_i$, and $D_i$ consisting of all valid pairs $(x, y)$, where $x \in X_i$, $y \in Y_i$. Since we indicate that $T_i$ is a classification task, $Y_i$ is the label space of $T_i$. Each participant trains its machine learning model with supervised learning to perform a classification task, so each participant has its own local data $D_i$.

Since the HFMTL settings contain heterogeneous tasks and heterogeneous models $f$, we can assume that for the general
\[ i \neq j: \quad \mathcal{Y}_i \neq \mathcal{Y}_j, f_i \neq f_j \quad (1) \]

On the other hand, the classification tasks of each participant should have commonality with the tasks of other participants. In our setting, this commonality manifests as the overlap between the label spaces. This means that:

\[ \forall \mathcal{Y}_i \rightarrow \{ j \mid \mathcal{Y}_i \cap \mathcal{Y}_j \neq \emptyset, i \neq j \} \neq \emptyset \quad (2) \]

Assuming that a model \( f_i \) has been trained for \( T_i \), its generalization accuracy can be defined as:

\[ GA(f_i) = \mathbb{E}_{(x,y) \sim D_i} [I (f_i(x) = y)] \quad (3) \]

where \( \mathbb{E}[\cdot] \) is the expectation and \( I(\cdot) \) is an indicator function: \( I(\text{TRUE}) \equiv 1 \) and \( I(\text{FALSE}) \equiv 0 \).

The goal of this paper is to propose an HFMTL method that is compatible with heterogeneous tasks, models, and training processes. This method should help to improve the performance of each participant model without sharing the local private datasets \( D_i \) and private models \( f_i \) of these participants:

\[ f_i^{fed} = \arg \max_{f_i} GA(f_i) \quad (4) \]

In addition, assuming that the model locally trained by the participant is \( f_i^{loc} \), we expect that the model \( f_i^{fed} \) trained with our FL method yields better performance for each participant:

\[ GA(f_i^{fed}) > GA(f_i^{loc}), i = 1, 2, \cdots, N \quad (5) \]

### 2.2 Cotraining

In HFMTL settings, many tricky problems come from the differences between participant models and tasks. However, cotraining is an effective method for training different models. Therefore, ideas that are similar to cotraining can be used to solve problems under HFMTL settings.

Cotraining is a semi-supervised learning technique proposed by Blum et al. [17] that utilizes unlabeled data from different views. The view means a subset of instance attributes, and two classifiers that can be obtained by training on different view data. Cotraining lets the two classifiers jointly give some pseudo-labels for unlabeled instances, and then retraining the two classifiers on the original training set and the pseudo-labeled dataset can improve the classifier performance. Wang et al. [18] pointed out that cotraining is still effective for a single view, and applying cotraining can bring greater classifier performance improvement when the divergence of different classifiers is larger. In FL, local models of different participants are trained from their local data. Under the HFMTL setting, due to differences in model architecture and data distribution, models of different parties are likely to have large divergences, which is beneficial for applying Cotraining.

### 3 Related Work

The federated average (FedAvg) algorithm was originally proposed by McMahan et al. [19] to solve machine learning federated optimization problems on mobile devices. The core idea of FedAvg method is to pass model parameters instead of private data from different data sources, and use a weighted average of model parameters from different data sources as a global model. In each round of communication in the FedAvg method, the central server broadcasts the global model to participants, and then the participants who received the global model continue to train the global model using local private data. Following the local training phase, participants submit trained models to the center which utilizes the weighted average of different participant models as the global model for the next round of communication.

Inspired by the FedAvg algorithm, many FL methods [20], [21] based on the aggregation of model parameters have been proposed. These methods are mainly suitable for federated training under the CD-FL setting where the tasks and model architectures are usually published by a central server, and all participants (i.e., devices) sharing the same model architecture makes aggregation of model parameters an effective knowledge sharing strategy. In addition, under the CD-FL setting, it is also practical for the central server to control the local training process and parameters (such as learning rate, epoch number, and mini-batch size, etc.). However, under the CS-FL setting where the model architectures and tasks of different participants may be different, and the training process and parameters are reluctant to be controlled by the center, these FL methods based on aggregation of model parameters are generally unable to cope with these heterogeneity challenges. FedProx proposed by Li et al. [21] introduced a proximal term to overcome statistical heterogeneity and systematic heterogeneity (i.e., stragglers), but FedProx is unable to cope with heterogeneous model architectures due to model parameter aggregation.

In recent years, personalized federated learning has been proposed to address the personalized needs of participants. Smith et al. [22] proposes a multitask FL framework MOCHA which clusters different tasks according to their relevance by an estimated matrix. Khodak et al. [23] proposed an adaptive meta-learning framework utilizing online learning ARUBA, which has the advantage of eliminating the need for hyperparameter optimization during personalized FL. Lin et al. [24] and Fallah et al. [25] proposed a model-agnostic meta-learning method and their variants to achieve personalized federated learning. Dinh et al. [26] proposed a generalized FL method based on meta-learning by Moreau envelope, which leverages the \( l^2 \)-norm regularization loss to balance the personalization performance and generalization performance.

It should be pointed out that personalized tasks are different from heterogeneous tasks. Tasks with personalized settings always have the same label spaces, while tasks with heterogeneous settings have different label spaces. A typical example of personalized tasks that can be presented from [22] is to classify users’ activities by using their mobile phone accelerometer and gyroscope data. For each user, the model needs to provide outputs from the same range of activity categories, but the classification for each user is regarded as a personalized task due to the differences in their heights, weights, and personal habits. Despite these differences, from the data distribution perspective, the data of heterogeneous classification tasks can be regarded as non-IID sampling results from an input space \( \mathcal{X} \), which contains all instances of all labels in a label space \( \mathcal{Y} \), and \( \mathcal{Y} \) is the union of the label spaces of all
participants. Each participant only has instances of some categories in \( Y \) since its label space is a subset of \( Y \). Therefore, an FL method that is compatible with personalized tasks can also be used for heterogeneous tasks.

However, the core idea of all these methods is model parameter aggregation, which requires the model architectures of all participants to be consistent or only partially different. However, under CS-FL settings, participants as companies or organizations usually need to use their own independently designed model architectures. Li et al. [27] proposed a FL method FedMD leveraging model distillation to transfer the knowledge of different participant’s model by aligning the output of neural networks models on a public dataset. Although FedMD participants are allowed to use neural network models of different architectures, they must be consistent in the logit output layer, and FedMD is not compatible with participants using non-neural network models. Also, FedMD needs a large number of labeled data for participant model alignment, which raises the bar for its application.

Model parameter aggregation also leads to the leakage of participant models. Many studies try to overcome model leakage using various secure computing methods including differential privacy [28], [29], [7], secure multiparty computing [30], [31], homomorphic encryption [32], [33], [16], blockchain [34], [35], and trusted execution environments [36], [37]. However, these technologies still have certain drawbacks, such as high computational costs or hardware specific.

4 Methodology

4.1 The Overall Steps of CoFED

The main incentive of FL is that it improves the performance of participant models. The poor performance of locally trained models is mainly due to insufficient local training data, so these models fail to learn enough task expertise. Hence, to increase the participant model performance, it is vital to allow them to learn from other participants. The most popular and straightforward methods of sharing knowledge are shared models or data, however both are forbidden by FL settings, thus we must devise alternative methods.

A research [13] discovered that a sufficiently enough amount of variety across the models is necessary to increase classification model performance. Generally, it is difficult to generate models with large divergences under single-view settings. However, under FL settings, the architectures of the participant models may be highly varied, and they may have been trained on distinct local datasets that are very likely to be distributed differently. All of these may increase the diversity of different participants’ models. Therefore, if enough unlabeled data are obtained, we can regard the federated classification problem as a semisupervised learning problem, and it is very suitable to adopt cotraining-like techniques due to the high diversity between different participant models. We provide the overall steps of CoFED as follows.

1. Local training: Each participant independently trains a local model on its private dataset.

2. Pseudolabeling: Each participant pseudolabels an unlabeled dataset, which is public to all participants, with its locally trained model.

3. Pseudolabel aggregation: Each participant uploads its pseudolabeling results to a central server, and the center votes for the pseudolabeled dataset with high confidence for each category based on the category overlap statuses of different participants and the pseudolabeling results. After that, the center sends all pseudolabels to each participant.

4. Update training: Each participant trains its local model on the new dataset created by combining the local dataset with the received pseudolabeled dataset.

It can be seen that there are some differences between CoFED and the cotraining process under single-view settings. First, in cotraining, the training sets used by different classifiers are the same, while the training sets of the different classifiers in CoFED come from different participants, so they are usually different. Second, the target tasks of different classifiers in cotraining are the same; that is, they have the same label space. However, in CoFED, the label spaces of different classifiers are different, and the pseudolabeling of unlabeled samples need to be performed according to the pseudolabel aggregation results of the overlapping classification process. Furthermore, cotraining completes training by repeating the above process, while the process is performed only once in CoFED.

4.2 Analysis

Suppose that we are given two binary classification models \( f \) and \( g \) from a hypothesis space \( \mathcal{H} : \mathcal{X} \rightarrow \mathcal{Y} \), \( |\mathcal{H}| < \infty \), and an oracle model \( h \in \mathcal{H} \) whose generalization error is zero. We can define the generalization disagreement between \( h_1 \in \mathcal{H} \) and \( h_2 \in \mathcal{H} \) as:

\[
d(h_1, h_2) = d(h_1, h_2|\mathcal{X}) = \Pr(h_1(x) \neq h_2(x)|x \in \mathcal{X})
\] (6)

Therefore, the generalization errors of \( f \) and \( g \) can be computed as \( d(f, h) \) and \( d(g, h) \), respectively. Let \( \varepsilon \) bound the generalization error of a model, and let \( \delta > 0 \); a learning process generates an approximate model \( h' \) for \( h \) with respect to \( \varepsilon \) and \( \delta \) if and only if:

\[
\Pr(d(h', h) \geq \varepsilon) \leq \delta
\] (7)

Since we usually have only a training dataset \( X \subset \mathcal{X} \) containing finite samples, the training process minimizes the disagreement over \( X \):

\[
\Pr(d(f, h|X) \geq \varepsilon) \leq \delta
\] (8)

**Theorem 1.** Given that \( f \) is a probably approximately correct (PAC) learnable model trained on \( L \subset D \), \( g \) is a PAC model trained on \( L_g \subset D \), \( \varepsilon_f < \frac{\delta}{2} \), \( \varepsilon_g < \frac{\delta}{2} \). \( f \) and \( g \) satisfy that the following:

\[
\Pr(d(f, h) \geq \varepsilon_f) \leq \delta
\] (9)

\[
\Pr(d(g, h) \geq \varepsilon_g) \leq \delta
\] (10)
If we use \( g \) to pseudo-label an unlabeled dataset \( X_u \subset \mathcal{X} \), we generate a pseudo-labeled dataset
\[
P = \{(x, y) | x \in X_u, y = g(x)\}
\] (11)
and combine \( P \) and \( L \) into a new training dataset \( C \). After that, \( f' \) is trained on \( C \) by minimizing the empirical risk. Moreover,
\[
|L|\varepsilon_f < \sqrt{|P|\varepsilon_g} |e - |P|\varepsilon_g|
\] (12)
\[
\varepsilon_{f'} = \max \left\{ \varepsilon_f + \frac{|P|}{|L|} |\varepsilon_g - d(g, f')|, 0 \right\}
\] (13)
where \( e \) is the base for natural logarithms; then,
\[
\Pr(d(f', h) \geq \varepsilon_{f'}) \leq \delta
\] (14)

Theorem 1 has been proven in [18]. Assume that \( f \) and \( g \) are 2 models from different participants that satisfy (9) and (10). The right side of (12) monotonically increases as \( |P|\varepsilon_g \in (0, \infty) \), which indicates that a larger pseudo-labeled dataset \( P \) enables a larger upper bound of \( |L|\varepsilon_f \). That is, if \( f \) is a model trained on a larger training dataset with higher generalization accuracy, a larger unlabeled dataset is required to further improve the generalization accuracy of \( f \). It can be seen from (13) and (14) that when \( d(g, f') \) is larger, the lower bound of the generalization error of \( f' \) under the same confidence is smaller, which is because that \( f' \) is trained on \( L \) and \( P \), and \( P \) is generated by \( g \), \( d(g, f') \) mainly depends on the degree of divergence between \( f \) and \( g \), i.e., the difference between the training dataset of \( f \) and \( g \). In FL settings, substantial diversity across different local training datasets is fairly prevalent, hence the performance improvement requirement is generally satisfied. The same conclusion applies to the boost version \( g' \) obtained by switching \( f \) and \( g \) due to symmetry.

On the other hand, if \(|P|\) is sufficiently large since \( P \) is generated by \( g \), the \( f' \) trained on \( C \) can be treated as proximal to \( g \). That is, if we repeat the above process on \( f' \) and \( g \), \( f' \) and \( g \) may be too similar to improve them. Therefore, we utilize a large unlabeled dataset and only perform the above process once instead of iterating for multiple rounds; this technique can also avoid the computational cost increase caused by multiple training iterations.

An intuitive explanation for the CoFED method is that when the different participant models have great diversity, the differences in the knowledge possessed by the models are greater. As a result, the knowledge acquired by each participant model from others contains more knowledge that is unknown to itself. Therefore, more distinctive knowledge leads to greater performance gains. In addition, when mutual learning between different models is sufficient, the knowledge difference between them will almost disappear, and it is difficult for mutual learning to provide any participant’s model with distinctive knowledge.

### 4.3 Pseudolabel Aggregation

After each participant uploads its pseudolabeling results to the public unlabeled dataset, the center exploits their outputs to pseudolabel the unlabeled dataset. In this subsection, we explain the implementation details of this step.

Assume that the union of the label spaces of all participants’ tasks is
\[
\mathcal{Y} = \bigcup_{i=1}^{N} \mathcal{Y}_i = \{c_k\}, k = 1, 2, \cdots, n_c
\] (15)
where \( n_c \) is the number of elements in the whole label space \( \mathcal{Y} \), and each category \( c_k \) exists in the label space of one or multiple participants’ label spaces:
\[
c_k \in \bigcap_{j=1}^{m_k} \mathcal{Y}_{i_j}, 1 \leq i_1 < i_2 < \cdots < i_{m_k} \leq N
\] (16)

\( m_k \) is the number of participants who possess category \( c_k \). At the same time, we define the pseudolabeled dataset \( P_k \) for category \( c_k \), and \( P_k \) is used to store the indices of the instances in the public dataset corresponding to each category \( c_k \) after pseudolabel aggregation.

For each category \( c_k \) existing in \( \mathcal{Y}_{i_j} \), the model \( f_{i_j} \) classifies the instances in the public unlabeled dataset \( D^{pub} \) as belonging to category \( c_k \), and the set of these instances can be defined as
\[
S_j = \{x | f_{i_j}(x) \equiv c_k, x \in D^{pub}\}, j = 1, 2, \cdots, m_k
\] (17)

For an instance \( x \in D^{pub} \), if we regard the outputs of different participant models on \( x \) for category \( c_k \) as the outputs of a two-class (belonging to category \( c_k \) or not) ensemble classifier \( g \), since (13) suggests that a lower generalization error bound \( \varepsilon_g \) is helpful, we can set a hyperparameter \( \alpha \) to make the results more reliable. That is, if
\[
\frac{|\{S_j | x \in S_j\}|}{m_k} > \alpha, 0 \leq \alpha \leq 1
\] (18)
an \( \alpha \) value of 0 means that whether \( x \) is marked as belonging to category \( c_k \) requires only one participant to agree, while an \( \alpha \) of 1 means that the consent of all participants is required. After that, we can put the index of \( x \) into \( P_k \). After all \( P_k \) are generated, the central server sends the corresponding pseudolabeled dataset to each participant’s task based on its label space \( \mathcal{Y}_i \). For the participants whose label space is \( \mathcal{Y}_i \), the corresponding pseudolabeled dataset received from the center is:
\[
R_i = \{(P_k, c_k) | c_k \in \mathcal{Y}_i\}
\] (19)

Assuming that \( C_i[index] \) stores the results of \( f_i(D^{pub}[index]) \), \( P = \{P_k | c_k \in \mathcal{Y}\} \) and \( M = |D^{pub}| \), Algorithm 1 describes the above process.

It should be pointed out that some indices of \( x \in D^{pub} \) may exist in multiple \( P_k \) because all \( \mathcal{Y}_i \) are different from each other. Therefore, the different \( P_k \) in \( R_i \) may overlap, resulting in contradictory labels. To build a compatible pseudolabeled dataset \( R_i \), the indices contained by different \( P_k \) should be removed from \( R_i \).

### 4.4 Unlabeled Dataset

To perform the CoFED method, we need to build a public unlabeled dataset for all participants. Although an unlabeled dataset that is highly relevant to the classification tasks is preferred, we find that even less relevant datasets can yield sufficient results in our experiments. For the image classification
tasks that we focus on, the almost unlimited image resources that are publicly accessible on the Internet can be built into an unlabeled dataset. Another benefit of utilizing resources that each participant can independently obtain is that this strategy can prevent the distribution of unlabeled datasets by a central server, thereby saving the limited communication resources in an FL scenario.

The reason why less relevant datasets work is that even though different objects may have commonality, we can use this commonality as the target of the tasks involving different objects. For example, if someone asks you what an apple looks like when you have nothing else but a pear, you might tell the person that it looks similar to a pear. This may give him or her some incorrect perceptions about apples, but it is better than nothing, and this person will at least be less likely to recognize a banana as an apple. That is, although you have not been able to tell him or her exactly what an apple looks like, the process still improves his or her ability to recognize apples. For a similar reason, even if a less relevant unlabeled dataset is used to transfer knowledge, it can also yield improved model performance in FL scenarios.

4.5 Training Process

In the CoFED method, each participant needs to train its model twice, i.e., local training and update training. Both training processes are performed locally, where no exchange of any data with other participants or the central server is necessary. The benefits of this approach are as follows.

1. It prevents the leakage of participant data, including the local data and models.

2. It avoids the loss of stability and performance through communication.

3. It decouples the training processes of different participants so that they can independently choose the training algorithms and training configurations that are most suitable for their models.

4.6 Different Participant Credibility Levels

In practical applications, the problem of different participant credibility levels may be encountered, resulting in uneven pseudolabel quality for different participants. Credibility weights can be assigned to the pseudolabels provided by different participants. Accordingly, Algorithm 1 can be modified to calculate $TOTAL(c_k)$ and $COUNT(c_k)$ by adding the weights of different participant, and the unmodified version of Algorithm 1 is equivalent to the case in which the weight of each participant is 1.

Different bases can be used for setting the weights. For example, since the quality of the model trained on a larger training set is generally higher, weights based on the size of the utilized local dataset may be helpful for the unbalanced data problem. The test accuracy can also be used as a basis for the weights, but the participants may be reluctant to provide this information. Therefore, we can make decisions according to the actual scenario.

4.7 Non-IID Data Settings for Heterogeneous Tasks

Data can be non-IID in different ways. We have pointed out that the heterogeneous task setting itself is an extreme non-IID case of the personalized task setting. However, under the heterogeneous task setting, the instance distributions of a single category in the local datasets of different participants can still be IID or non-IID. The IID case means that the instances of this category owned by different participants have the same probability distribution, while in the extreme non-IID case, each participant may only have the instances of one subclass of this category, and different participants have different subclasses. A non-IID example is a case in which pets are contained in the label spaces of two participants, but all pet instances in the local training set of one participant are dogs, while the other participant only has cat images in its local dataset.

The existing FL methods based on parameter aggregation usually work well for IID data but suffer when encountering non-IID data. Zhao et al. [38] showed that the accuracy of convolutional neural networks (CNNs) trained with the FedAvg algorithm could be significantly reduced, by up to 55%, with highly skewed non-IID data. Since non-IID data cannot be prevented in practice, addressing them has always been regarded as an open challenge in FL [1]. [39]. Fortunately, in the CoFED method, where model diversity is helpful for improving performance, a non-IID data setting is usually beneficial. This is because models trained on non-IID data generally have more divergences than models trained on IID data.
5 Experiments

In this section, we execute the CoFED method under different FL settings to explore the impacts of different conditions and compare it with existing FL methods. The source code can be found at https://github.com/flcao/CoFED.

5.1 Model Settings

The CoFED method enables participants to independently design different models. For example, some participants use CNNs as classifiers, while others use support vector machine (SVM) classifiers. We use randomly generated 2-layer or 3-layer CNNs with different architectures as the models for the different participants in image classification tasks to illustrate that CoFED is compatible with heterogeneous models. Ten of the 100 employed model architectures are shown in Table 1.

![Table 1: Network Architectures](image)

To demonstrate that CoFED is applicable to broader ranges of models and task types than other approaches, we choose four types of classifiers as the participant models in the Adult dataset experiment: decision trees, SVMs, generalized additive models, and shallow neural networks.

5.2 CIFAR Dataset Experiment

We set the number of participants to 100 in our CIFAR experiments. For each participant, we randomly select a few of the 20 superclasses of CIFAR100 as its label space. Since we try to study the effect of the proposed method on heterogeneous tasks, the label spaces of different participants are generally different, but some overlap may occur. The local dataset of each participant consists of the samples in its label space.

The distributions of each superclass possessed by the different participants who own this superclass sample may encounter two situations. In the first case, we assume that the samples of each participant with the superclass are uniformly and randomly sampled from all samples of the superclass in CIFAR100 (that is, the IID setting). In this case, each participant usually has samples belonging to all 5 subclasses of each superclass in its label space. In the second case, we assume that each participant who owns the superclass only has samples belonging to some of the subclasses of its superclass (in our experiment, 1 or 2 subclasses), that is, the non-IID setting. The details of the experimental data settings are as follows.

**IID Data Setting:** Each participant is randomly assigned 6 to 8 superclasses in CIFAR100 as its label space. For the local training sets, each participant has 50 instances from each superclass in the CIFAR100 training set, and these 50 samples are evenly sampled from the samples of this superclass in the training set of CIFAR100. No overlap occurs between the training sets of any participants. For the test sets, all instances in the test set of CIFAR100 are used, whereby each participant’s test set has 500 instances for each superclass.

**Non-IID Data Setting:** This setting is almost the same as the IID setting; the difference is that the sample of a superclass of each participant is only randomly acquired from 1 to 2 subclasses of the superclass in the CIFAR100 training set. The configuration of the test set is exactly the same as that used with the IID setting. The non-IID data setting is often regarded as more difficult than the IID one since a model that learns only 1 or 2 subclasses of a superclass during the training process is required to recognize all 5 subclasses included in the test set.

In this experiment, the public unlabeled dataset used in CoFED is the training set of CIFAR10 [40]. Since CoFED is compatible with heterogeneous training processes, we conduct a grid search to determine the optimal training parameter settings for each participant task. The training configuration optimized for each participant (including the trainer, learning rate, and learning rate decay) is used in the initial local training phase, and the update training settings in the final step are adjusted based on these parameters. We always use a mini-batch size of 50 for the local training process and 1000 for the update training process.

We test our proposed CoFED method separately under the IID setting and non-IID setting, and the hyperparameter $\alpha$ is set to 0.3 for both settings. We compare the test classification accuracies of the models trained by CoFED with those of the models utilizing local training, and the results are shown in Figs. 2(a) and 2(b). Under the IID setting, CoFED method improves the relative test accuracy of each participant model by 10%-32% with an average of 17.3%. This demonstrates that CoFED can increase participant model performance even when the divergences of models are not large (such as those under the IID data setting). For the non-IID

![Figure 2: Results of the CIFAR experiment. The X-axis value is the relative test accuracy, which is the ratio of the CoFED test accuracy to the local test accuracy.](image)
setting, CoFED can lead to greater model performance gains due to the greater divergence of data distributions that make locally trained models more divergent. In this experiment, CoFED achieves a relative average test accuracy improvement of 35.6%, and for each participant, the improvement ranges from 14% to 67%. The performance boost under the Non-IID setting is better than the IID setting, which indicates that CoFED suffers less from statistical heterogeneity.

5.4 Public Unlabeled Dataset Availability

5.3 FEMNIST Dataset Experiment

FEMNIST dataset is a handwritten character dataset of LEAF [41] which is a benchmark framework for FL. It consists of samples of handwritten characters from different users, and we select the 100 users with the most samples of FEMNIST as participants. Forty percent of selected samples are used as training set, and the rest are test set.

The architectures of participant models are the same as those in the CIFAR experiment, and the local training hyperparameters are tuned in similarly to those in the CIFAR experiment. In this experiment, we use random crops of the images in the Char574k-Kannada dataset [42] to construct an unlabeled public dataset with nearly 50,000 items. Char574k-Kannada contains handwritten character images of English and Kannada, and only the handwritten Kannada characters are used as unlabeled public dataset in our experiment. The hyperparameter $\alpha$ is set to 0.01, and the results are shown in Fig. 5. CoFED improves the relative test accuracies of the models for almost all participants, with an average improvement of 15.6%.

![Figure 3: Results of the FEMNIST experiment.](image)

5.4 Public Unlabeled Dataset Availability

One of the major concerns regarding the CoFED method concerns whether a public dataset is available. The role of the public dataset is to express and share the knowledge that the participant models need to learn. Generally, the participants in FL cannot learn knowledge from samples generated entirely by random values, but this does not mean that we must use samples that are highly related to the participants’ local data to construct a public dataset.

For example, in the CIFAR experiment, we use the samples of CIFAR100 to construct the local data of the participants, but we use CIFAR10 as the public dataset. The categories of the data samples contained in CIFAR10 and CIFAR100 only overlap slightly. Therefore, we can regard CIFAR10 as a dataset composed of pictures randomly obtained from the Internet without considering the similarity between its contents and the samples of participants (from CIFAR100). A large morphology difference between English characters and Kannada characters is also observed in the FEMNIST experiment. However, CoFED can effectively improve the performance of almost all participant models in both experiments, which makes us want to know how different participant models use public datasets that are not relevant to them to share knowledge. Therefore, we review the results of pseudolabel aggregation and check how these models classify the irrelevant images. Fig. 4 shows a partial example of the pseudolabel aggregation results of the 10 participant models (out of 100 participants).

First, we notice that some trucks and automobiles are correctly classified into the vehicles category. This indicates that the unlabeled instances whose categories are contained in the label spaces of the participant models are more likely to be assigned to the correct category. However, exceptions occur; some automobiles are assigned to the flowers and fruit and vegetables categories. A common feature possessed by these automobile images is that they contain many red parts, which may be regarded as a distinctive feature of flowers or fruit and vegetables by the classifiers. In addition, the unlabeled samples that are not included in the label spaces of any classifier are also classified into the groups that match their visual characteristics. For example, the corresponding instances of aquatic mammals and fish usually have blue backgrounds, which resemble water. Another interesting example is the people category. Although almost no human instances are contained in the training set of CIFAR10, some of the closest instances are still given, including the person on a horse.

Moreover, we also try to replace the public dataset in the CIFAR experiment with the ImageNet dataset [43] with almost the same size as that of CIFAR10. The CoFED method can still achieve considerable performance improvements, as shown in Fig. 5(a) and Fig. 5(b).

5.5 Unlabeled Dataset Size

According to (12), (13) and (14), when an existing classifier has a higher generalization accuracy and a larger labeled training set, a larger unlabeled dataset is needed to improve its accuracy. This suggests that in the CoFED method, a larger unlabeled dataset can produce a more obvious performance improvement for a given group of participant models. We redo the CIFAR experiment with 10 participants and vary the size of the unlabeled dataset between 500 and 50,000 samples in the training set of CIFAR10. The experimental results are shown in Fig. 6.

The experimental results are consistent with the theoretical analysis. This shows that the strategy of increasing the size of the unlabeled dataset can be used to boost the performance improvements exhibited by all participant models. Considering the difficulty of collecting unlabeled data is much lower than that of collecting labeled data in general, this strategy is feasible in many practical application scenarios.

5.6 Hyperparameter $\alpha$

From the theoretical analysis, increasing the reliability of the pseudolabeling process is likely to bring more significant performance improvements, which is also very intuitive. Therefore, we use a hyperparameter $\alpha$ to improve the reliability...
of pseudolabel aggregation. A larger $\alpha$ requires a higher percentage of participants to agree to increase the reliability of the pseudolabels, but this may also reduce the number of available pseudolabel instances. In particular, when the participants disagree greatly, requiring excessive consistency across the results of different participant models may stop the spread of multiparty knowledge.

In this section, we repeat the CIFAR experiment for 10 participants with different $\alpha$ and record the changes in the total number of samples generated by pseudolabel aggregation when different $\alpha$ values are taken in Fig. 7. The changes in the test accuracies of all participant models in the CoFED method are shown in Fig. 8.

The results show that when the value of $\alpha$ changes, its impact on CoFED is not monotonic. Although an excessively large value of $\alpha$ can increase the reliability of the generated pseudolabels, this also greatly reduces the number of samples in the pseudolabel aggregation results, which may degrade the training results. In the FEMNIST experiment, we find that a larger $\alpha$ value may greatly reduce the number of samples in the pseudolabel aggregation results, so we set the $\alpha$ value to 0.01.

At the same time, an excessively large $\alpha$ value makes the pseudolabel aggregation process more inclined to choose the samples that most participants agree on. Since these samples are approved by most participants, it is almost impossible
Figure 7: $\alpha$ vs. the size of the pseudolabel aggregation results. For $\alpha = 1$, the total numbers of IID and non-IID data are both 0, which cannot be shown with the log scale.

Figure 8: $\alpha$ vs. the mean relative test accuracy.

Figure 9: Results of the Adult experiment.

to bring new knowledge to these participants. In addition, we find that a larger $\alpha$ value has a more severe impact on the non-IID data setting, where performance degradation is more significant than in the IID cases. This is because the differences between the models trained on the non-IID data are greater, and the number of samples that most participants agree on is smaller. Therefore, when $\alpha$ increases, the number of available samples decreases faster than in the IID case, as shown in Fig. 7 which causes greater performance degradation under the non-IID setting.

On the other hand, a $\alpha$ that is too small decreases the reliability of the pseudolabel aggregation results, which may introduce more mislabeled samples, making the CoFED method less effective. In addition, an excessively small $\alpha$ value may cause a large increase in the number of pseudolabel aggregation samples, resulting in increased computation and communication overheads.

In summary, the effectiveness of the CoFED method can be affected by the value of the hyperparameter $\alpha$, and adopting an appropriate $\alpha$ value can yield greater performance improvements and avoid unnecessary computation and communication costs.

5.7 Adult Dataset Experiment

Adult dataset[44] is a census income dataset to be used to classify a person’s yearly salary based on their demographic data. We set the number of participants to 100 in our Adult experiments. For each participant, we randomly select 200 samples from the training set of the Adult dataset without replacement. Since we try to study the effect of the proposed method on heterogeneous models, 4 types of classifiers are chosen: decision trees, SVMs, generalized additive models, and shallow neural networks. The number of utilized classifiers of each type is 25. The size of unlabeled public dataset in this experiment is 5000, and each sample is randomly generated with valid values for the input properties used by the classifiers. The Adult test set is used to measure the performance of each participant’s classifier.

The results are shown in Fig. 9. The proposed method improves the test accuracies of most classifiers, with an average of 8.5%, and the performance of the classifier that benefits the most increases by more than 25%. This demonstrates that the proposed method is applicable not only to image classification tasks involving CNN models but also to nonimage classification tasks with traditional machine learning models.

5.8 Comparison with Other FL Methods

To the best of our knowledge, CoFED is the first FL method that tries to be compatible with heterogeneous models, tasks, and training processes simultaneously. Therefore, FL methods are available for comparison under HFMTL settings. We use two well-known comparison methods. One is the personalized FedAvg method, which represents the classic parameter aggregation-based FL strategy that is not compatible with heterogeneous models with different architectures; the other is the FedMD method [27], which supports different neural network architectures and is used to evaluate the performance of CoFED under heterogeneous models.

To enable the personalized FedAvg and FedMD methods to handle heterogeneous classification tasks, we treat each participant’s local label space $Y_i$ as the union of the spaces $Y$ in (15). In this way, we can handle heterogeneous tasks with the idea of personalized FedAvg and FedMD. The main steps are as follows.

1. Use the FedAvg or FedMD algorithm to train a global model whose label space is the union of the label spaces of all participants.

2. The global model is fine-tuned on each participant’s local dataset for a personalized model for their local task.

In this comparison experiment, we use the data configuration presented in Section 4.3. Considering that the personalized FedAvg method can not be used for models with different architectures, 100 participants share the same architecture neural network model. In the FedMD comparison experiment, we use the same setup as that in Section 4.3; that
We propose a novel FL method (CoFED) that is simultaneously compatible with heterogeneous tasks, heterogeneous models, and heterogeneous training processes. Compared with the traditional method, CoFED is more suitable for CS-FL settings with fewer participants but higher heterogeneity. CoFED decouples the models and training processes of different participants, thereby enabling each participant to train its independently designed model for its unique task via its optimal training methods. In addition, CoFED protects private data, models and training methods of all participants under FL settings. CoFED enables participants to share multiparty knowledge to increase their local model performance. The method produces promising results under non-IID data settings for models with heterogeneous architectures, which is more practical but is usually difficult to handle in existing FL methods. Moreover, the CoFED method is efficient since training can be performed in only one communication round. The CoFED method may be limited by the availability of public unlabeled datasets. Although we conduct numerous experiments to demonstrate that CoFED has low requirements for public datasets and that the use of irrelevant or randomly generated datasets is still effective, some failure sce-

### 6 Conclusion

**Table 2: Comparison Results**

|          | Personalized FedAvg | FedMD | CoFED |
|----------|---------------------|-------|-------|
| **IID**  | Accuracy            | 1.06  | 0.87  | 1.00  |
|          | Rounds              | 100   | 8†    | 1     |
| **Non-IID** | Accuracy          | 0.94  | 0.94  | 1.00  |
|          | Rounds              | 150   | 17†   | 1     |

| Reference value. |
| The round with the best performance. |

Figure 10: Personalized FedAvg method vs. CoFED. To facilitate the comparison, the test accuracy of the CoFED model is used as the reference accuracy, and the value of the Y-axis is the ratio of the comparison algorithm’s test accuracy to the reference accuracy. Since each participant has a corresponding ratio, the blue line represents the average of the ratios of all participants corresponding to the given number of iterations.

is, we select 100 participants with different neural network architectures.

We try a variety of different hyperparameter settings to achieve better performance in the personalized FedAvg experiment. We use $E = 20$ as the number of local training rounds in each communication iteration, $B = 50$ is set as the local minibatch size used for the local updates, and participants also perform local transfer learning to train their personalized models in each communication iteration. In the FedMD experiment, We use the similar settings of [27], and it should be noted that FedMD uses the labeled data of CIFAR10 as the public dataset, which is different from the unlabeled data used in CoFED.

The results of the comparison between FedAvg and CoFED are shown in Fig. 10. The relative test accuracy is calculated as the average of the ratios of all participants to the CoFED test accuracy. Under the IID setting, FedAvg reaches the performance level of CoFED after 42 communication rounds and is finally 6% ahead of COFED in Fig. 10(a). Under the non-IID setting, FedAvg stabilizes after 150 communication rounds. At this time, CoFED still leads FedAvg by 6% in Fig. 10(b). The comparing results of personalized FedAvg and CoFED are shown in Fig. 11. For both data settings, CoFED outperforms FedMD, and CoFED leads by 14% un-

Figure 11: FedMD vs. CoFED.

In terms of communication cost, if we do not consider the communication overhead required to initially construct the public dataset, CoFED achieves better performance with lower communication overheads in all cases because CoFED only needs to pass through the label data (not the sample itself) during the training process, and iterating for multiple rounds is not required. This assumption is not unrealistic because the construction of public datasets may not require the central server to distribute data to the participants; the participants can instead obtain data from a third party, which does not incur communication costs between the participants and the central server. Even if we include that paradigm, CoFED still achieves better performance with lower communication costs except under the IID and identical architecture model settings. In fact, the IID setting used in the FedAvg comparison experiment is not the scenario that is considered most by CoFED because the model architectures are the same and can be shared under that setting.
narios may still occur; this is a problem that we hope to address in the future.
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