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Abstract. We consider the equation \(-\Delta_p u = f(u)\) in a smooth bounded domain of \(\mathbb{R}^n\), where \(\Delta_p\) is the \(p\)-Laplace operator. Explicit examples of unbounded stable energy solutions are known if \(n \geq p + 4p/(p-1)\). Instead, when \(n < p + 4p/(p-1)\), stable solutions have been proved to be bounded only in the radial case or under strong assumptions on \(f\).

In this article we solve a long-standing open problem: we prove an interior \(C^{\alpha}\) bound for stable solutions which holds for every nonnegative \(f \in C^1\) whenever \(p \geq 2\) and the optimal condition \(n < p + 4p/(p-1)\) holds. When \(p \in (1,2)\), we obtain the same result under the non-sharp assumption \(n < 5p\). These interior estimates lead to the boundedness of stable and extremal solutions to the associated Dirichlet problem when the domain is strictly convex.

Our work extends to the \(p\)-Laplacian some of the recent results of Figalli, Ros-Oton, Serra, and the first author for the classical Laplacian, which have established the regularity of stable solutions when \(p = 2\) in the optimal range \(n < 10\).

1. Introduction

Given \(p \in (1, +\infty)\), a function \(f \in C^1(\mathbb{R})\), and a smooth bounded domain \(\Omega \subset \mathbb{R}^n\), we consider the elliptic equation involving the \(p\)-Laplace

\[-\Delta_p u = -\text{div}(|\nabla u|^{p-2} \nabla u) = f(u) \quad \text{in } \Omega,\]

as well as the Dirichlet problem

\[
\begin{cases}
-\Delta_p u = f(u) & \text{in } \Omega \\
u > 0 & \text{in } \Omega \\
u = 0 & \text{on } \partial \Omega.
\end{cases}
\]

A function \(u \in W^{1,p}(\Omega)\) is an energy solution to equation (1.1) if \(f(u) \in L^1_{\text{loc}}(\Omega)\) and it satisfies

\[
\int_{\Omega} |\nabla u|^{p-2} \nabla u \cdot \nabla \xi \, dx = \int_{\Omega} f(u) \xi \, dx \quad \text{for every } \xi \in C^1_c(\Omega).
\]

We say that \(u\) is a regular solution to (1.1) if it is an energy solution and, in addition, it satisfies \(f(u) \in L^\infty(\Omega)\). By classical regularity results every regular solution to (1.1) is \(C^{1,\vartheta}(\Omega)\) for some \(\vartheta > 0\), while regular solutions to (1.2) are \(C^{1,\vartheta}(\Omega)\) — see [18,38,28]. This is the best regularity that one can expect for regular solutions to nonlinear equations involving the \(p\)-Laplacian.
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Our interest lies in nonlinearities \( f(u) \) that grow faster than \( u^{p-1} \) as \( u \to +\infty \). In such case, it is easy to see that the energy functional associated to the equation,

\[
E(u) = \int_\Omega \left( \frac{1}{p} |\nabla u|^p - F(u) \right) \, dx,
\]

where \( F' = f \), admits no absolute minimizer. However, in some important cases, the functional will admit local minimizers, or more generally stable solutions — as defined next. For instance, they will exist, for a certain range of parameters \( \lambda \), in the case of Gelfand-type problems, in which the nonlinearity is given by \( \lambda f(u) \). We will apply our results to these well studied problems, whose model nonlinearities are \( \lambda e^u \) and \( \lambda (1 + u)^m \) with \( m > p - 1 \).

To define the notion of stable solutions to (1.1) we need a function space introduced by Damascelli and Sciunzi in [17] and extensively used in [21, 22, 14]. Assuming that \( u \) is a regular solution, we define the weighted Sobolev space \( W^{1,2}_\sigma(\Omega) \) with weight \( \sigma = |\nabla u|^{p-2} \) as the completion of \( C^1_c(\Omega) \) with respect to the norm

\[
\|\xi\|_{W^{1,2}_\sigma(\Omega)} := \|\xi\|_{L^2(\Omega)} + \|\nabla \xi\|_{L^2_\sigma(\Omega)} = \left( \int_\Omega \xi^2 \, dx \right)^{\frac{1}{2}} + \left( \int_\Omega |\nabla u|^{p-2} |\nabla \xi|^2 \, dx \right)^{\frac{1}{2}}. \tag{1.3}
\]

We also define \( W^{1,2}_{\sigma,0}(\Omega) \) as the completion of \( C^1_c(\Omega) \) with respect to the \( W^{1,2}_\sigma \)-norm.

As in [17, 21, 22, 14], a regular solution \( u \) to (1.1) is said to be stable if the second variation of the energy functional at \( u \) is nonnegative definite, i.e.,

\[
\int_\Omega \left\{ |\nabla u|^{p-2} |\nabla \xi|^2 + (p - 2) |\nabla u|^{p-4} (\nabla u \cdot \nabla \xi)^2 \right\} \, dx - \int_\Omega f'(u)\xi^2 \, dx \geq 0 \tag{1.4}
\]

for every \( \xi \in \mathcal{T}_u \), where \( \mathcal{T}_u \) is the space of test functions defined as

\[
\mathcal{T}_u := \begin{cases} 
W^{1,2}_{\sigma,0}(\Omega) & \text{if } p \geq 2, \\
\{ \xi \in W^{1,2}_{\sigma,0}(\Omega) : \|\nabla \xi\|_{L^2_\sigma(\Omega)} < \infty \} & \text{if } p \in (1, 2).
\end{cases}
\]

This class of functions, introduced in the seminal paper [17] by Damascelli and Sciunzi, is a Hilbert space, which is natural here, in the sense that it is a completion of smooth functions under the main quantity in the first integral in the stability inequality (1.4). In addition, the space will contain the test function \( \xi = |\nabla u| \eta \), with \( \eta \) a cut off function, thanks to the important estimate (1.18) proved in [17]. This test function was used by Farina, Sciunzi, and Valdinoci [21, 22] to derive Theorem 1.8 below, a result that will play a key role in our proof.

We point out that, as we will see in Remark 2.2, the first integral in (1.4) can also be computed over \( \{|\nabla u| > 0\} \cap \Omega \) instead of \( \Omega \) without altering the value of the integral.

Stable solutions to (1.2) have been extensively investigated in the case \( p = 2 \), starting in 1975 with the seminal paper of Crandall and Rabinowitz [16] — see the monograph [20] by Dupaigne and the survey [7] for a description of the classical literature in the field. As we will see, regularity theory for stable solutions to semilinear equations has been an important line
of research in the last decades. Very recently Figalli, Ros-Oton, Serra, and the first author provided a complete answer to this topic, proving that stable energy solutions to $(-\Delta)^s u = f(u)$ with $p = 2$ are bounded — and therefore smooth — up to dimension 9, whenever the nonlinearity $f$ is nonnegative, nondecreasing, and convex. For interior boundedness, establishes that the nonnegativeness of $f$ suffices. These results are indeed optimal, since examples of singular stable energy solutions to $(-\Delta)^s u = f(u)$ with $p = 2$ are known for such nonlinearities when $n \geq 10$.

For $p > 1$ the study of the boundedness of stable solutions to $(-\Delta)^s u = f(u)$ was initiated by García-Azorero, Peral, and Puel in the case $f(u) = \lambda e^u$. They established that, with this choice of the nonlinearity, stable energy solutions are bounded whenever

$$n < p + \frac{4p}{p-1},$$

proving also that this condition is optimal. Indeed, they showed that when $\Omega = B_1$ and $n \geq p + 4p/(p-1)$, then $u(x) = \log(|x|^{-p})$ is a singular stable energy solution of $(-\Delta)^s u = f(u)$ with $f(u) = p^{p-1}(n-p)e^u$.

The boundedness of stable solutions to $(-\Delta)^s u = f(u)$ in the optimal dimension range $n < p + 4p/(p-1)$ has been proved also for power-like nonlinearities\(^4\) by the first and third authors and in the radial case by Capella, the first and third authors for every locally Lipschitz nonlinearity.

Instead, in the nonradial case and for general nonlinearities $f \in C^1$, only some nonoptimal boundedness results have been proved. Some common assumptions on the nonlinearity are

$$f(0) > 0, \quad f' > 0, \quad \lim_{t \to +\infty} \frac{f(t)}{t^{p-1}} = +\infty,$$

as well as

$$\begin{cases} (f(t) - f(0))^{\frac{1}{p-1}} \text{ is convex} & \text{if } p \geq 2, \\
 f \text{ is convex} & \text{if } p \in (1, 2). \end{cases}$$

Under these assumptions on $f$, the third author extended Nedev’s approach to the semilinear ($p = 2$) problem, proving that stable solutions are bounded whenever

$$\begin{cases} n < p + \frac{p}{p-1} & \text{if } p \geq 2, \\
 n \leq p + \frac{2p}{p-1}(1 + \sqrt{2}-p) & \text{if } p \in (1, 2). \end{cases}$$

Note that these two bounds on $n$ are strictly below the optimal one, $(1.5)$. The result for $p \geq 2$ was proved in Theorem 1, while the one for $p < 2$ was obtained in Theorem 1 — note here that $(f(t) - f(0))^{\frac{1}{p-1}}$ is convex since $p \in (1, 2)$, $f' > 0$, and $f'' \geq 0$.

\(^2\)These hypotheses on the nonlinearity are related to some open problems stated by Brezis and by Brezis-Vázquez about extremal solutions, as we shall explain in Subsection 1.2.

\(^3\)To be totally precise, these two references, as well as others cited next, focus on the boundedness of the so-called extremal solution — a type of stable solution that we introduce later in Subsection 1.2. However, the proofs also establish an a priori $L^\infty$ bound for the more general class of stable regular solutions.

\(^4\)More generally, the boundedness of stable solutions in the sharp dimension range $(1.5)$ is also ensured if $f \in C^2$ satisfies $(1.6), (1.7)$, and that the limit $\tau := \lim_{t \to +\infty} f(t)\int f''(t)/f'(t)^2$ exists. Notice that this last assumption is rather strong. In addition, one can check that if the limit exists then necessarily $\tau \leq 1$, otherwise $f$ blows-up “in finite time” and is not defined in the whole real line. When $\tau = 1$, the result in the optimal dimension range follows from. Instead, if $\tau < 1$, then $f(t) \leq C(1 + t)^m$ for some $m$ and the result follows from. For the classical case $p = 2$, this was proven in 10.
Some years later, Castorina and the third author [14] extended to the case of the $p$-Laplacian the ideas of the first author [6] for $p = 2$, where the boundedness of stable solutions to semilinear equations was proved whenever $n \leq 4$ and $\Omega$ is convex. Following this strategy, [14] established the boundedness of stable solutions for strictly convex domains in dimension $n \leq p + 2$ for every $p > 2$, under hypotheses (1.6) and (1.7) on $f$. Note that $p + \frac{p}{p-1} \leq p + 2$ when $p \geq 2$, but that the result from [14] only applies to strictly convex domains — in contrast with the one of [35] for general smooth domains.

When $p > 2$ and $n \geq 4$, the condition $n \leq p+2$ from [14] has been recently improved by the second author [32]. This work extends to the $p$-Laplacian the method of the first author [8] for $p = 2$ and establishes boundedness in strictly convex domains under the assumption
\[ n < \frac{1}{2} \left( \sqrt{(p-1)(p+7)} + p + 5 \right) \tag{1.9} \]
for $p > 1$. When $p > 2$ this condition is better than the one of [14].

The aim of the present paper is to extend the interior regularity results of Figalli, Ros-Oton, Serra, and the first author [11] for $p = 2$ to the case of the $p$-Laplacian. More precisely, we obtain an interior $C^\alpha$ apriori estimate for stable regular solutions to (1.1), with a linear control of the $C^\alpha$ norm in terms only of the $L^1$ norm and with a constant independent of the nonlinearity. Our result holds for every nonnegative $f \in C^1$ in the optimal dimension range (1.5) when $p \geq 2$ and in the range $n < 5p$ when $p \in (1, 2)$. Under these hypotheses on $n$ and $p$ and as a direct consequence of our estimates, we show the boundedness of stable solutions to the Dirichlet problem (1.2) in strictly convex domains.

1.1. Main results. Theorem 1.1 below is the main result of the present paper. It establishes a universal interior bound on the $C^\alpha$ norm of stable solutions to (1.1) assuming that the nonlinearity is nonnegative and that $n$ and $p$ satisfy condition (1.12) below. When $p \geq 2$ this condition on the dimension is optimal\(^5\). Under the same assumption on the nonlinearity but in every dimension, we also prove a higher integrability result for the gradient of stable solutions to (1.1). This last result relies on an $L^1$ control on the $(p+1)$-Laplacian $\Delta_{p+1}$ of a stable solution, a new estimate that we also state in the theorem. Since the results are local, we state them in the unit ball $B_1 \subset \mathbb{R}^n$.

**Theorem 1.1.** Let $B_1$ be the unit ball of $\mathbb{R}^n$ and $u$ a stable regular solution of
\[ -\Delta_p u = f(u) \quad \text{in } B_1, \]
with $f \in C^1(\mathbb{R})$ nonnegative.

---

\(^5\)Our proof uses the nonnegativeness of $f$ to control several times, in Section 8, weighted integrals of $|\Delta_p u| = -\Delta_p u$ through integration by parts; see Lemma A.4 in this respect. That the solution $u$ is $p$-superharmonic is also used crucially in the proof of Lemma 4.1 which controls the $L^p$-norm of its full gradient by a weighted $L^2$-norm of the radial derivative; here we use a compactness argument that requires $p$-superharmonicity. However, as pointed out in more detail in Subsection 1.4, it is not known if our boundedness results hold without assuming the nonnegativeness of the nonlinearity. All these comments apply also to the case $p = 2$ treated in [11].

\(^6\)After the statement of Theorem 1.5 on extremal solutions, we will compare our nonoptimal condition $n < 5p$ for $p \in (1, 2)$ with previously known results.
Then,
\[ \| \nabla u \|_{L^p(B_{1/2})} \leq C \| u \|_{L^1(B_1)} \]  
(1.10)
and
\[ \| \Delta_{p+1} u \|_{L^1(B_{1/2})} \leq C \| u \|_{L^1(B_1)} \]  
(1.11)
where \( \gamma \) and \( C \) are positive constants depending only on \( n \) and \( p \). In addition, if
\[ \begin{cases} 
  n < p + \frac{4p}{p-1} & \text{for } p \geq 2, \\
  n < 5p & \text{for } p \in (1, 2),
\end{cases} \]  
(1.12)
then
\[ \| u \|_{C^\alpha(B_{1/2})} \leq C \| u \|_{L^1(B_1)}, \]  
(1.13)
where \( \alpha \) and \( C \) are positive constants depending only on \( n \) and \( p \).

Combining the interior bounds of the previous theorem with known boundary estimates in strictly convex domains, we obtain global bounds for stable solutions to (1.2) in such domains. The boundary estimates are proved in [14, Proposition 3.1] assuming that the nonlinearity is positive.

**Corollary 1.2.** Let \( \Omega \subset \mathbb{R}^n \) be a smooth bounded domain which is strictly convex and \( u \) a stable regular solution of the Dirichlet problem (1.2), with \( f \in C^1(\mathbb{R}) \) positive.

Then,
\[ \| \nabla u \|_{L^p(\Omega)} \leq C, \]  
(1.14)
where \( C \) depends only on \( \Omega \), \( p \), \( f \), and \( \| u \|_{L^1(\Omega)} \). If in addition \( n \) and \( p \) satisfy (1.12), then
\[ \| u \|_{L^\infty(\Omega)} \leq C \| u \|_{L^1(\Omega)}, \]  
(1.15)
where \( C \) depends only on \( \Omega \) and \( p \).

In Subsection 1.5 we describe the main ideas in the proof of the Hölder bound in Theorem 1.1. In short, it is based on combining two main ingredients. The first one is the key estimate of Lemma 2.1 based on choosing an appropriate test function \( \xi \), given by (1.22) and where \( r = |x| \), in the stability condition (1.4). In comparison with the case \( p = 2 \) in [11], the computations to arrive to Lemma 2.1 are considerably longer and involve a delicate point which does not occur for \( p = 2 \): to avoid the critical set \( \{ |\nabla u| = 0 \} \) where the \( p \)-Laplacian degenerates, we need to include an additional cut-off factor \( \phi(|\nabla u| / \varepsilon) \) within the test function \( \xi \) in (1.22).

The second ingredient is Lemma 4.1, a \( p \)-Laplacian analogue of the corresponding result in [11, Lemma 3.1]. This crucial lemma, which is proved through a compactness argument, allows to control the \( L^p \) norm of the full gradient of the solution by the integral of its weighted squared radial derivative. In [11] its proof relied on the higher integrability estimate (1.10) (for \( p = 2 \)) and on an additional compactness property for convolutions with the Newtonian potential. Thus, [11] used here the linearity of the Laplace operator. Instead, in our quasilinear case, to get compactness we will rely on the following new weighted bounds (1.16)-(1.17) for the Hessian of a stable solution. These Hessian estimates are not present in [11]. In addition, proving them in the strong form of the following theorem, where \( \| u \|_{L^1(B_1)} \) appears on their right-hand side, will require an interpolation inequality adapted to the \( p \)-Laplacian (Proposition A.3) which is new, up to our knowledge, and is valid for all regular enough functions.
Theorem 1.3. Let \( u \) be a stable regular solution of \(-\Delta_p u = f(u)\) in \( B_1 \subset \mathbb{R}^n \), with \( f \in C^1(\mathbb{R}) \) nonnegative. Then,

\[
\int_{B_1/2} |\nabla u|^{p-2} |D^2 u| \, dx \leq C \|u\|^{p-1}_{L^1(B_1)} \quad \text{if } p \geq 2 \tag{1.16}
\]

and

\[
\int_{B_1/2} |D^2 u| \, dx \leq C \|u\|_{L^1(B_1)} \quad \text{if } p \in (1, 2), \tag{1.17}
\]

where \( C \) depends only on \( n \) and \( p \).

In the proof of this result, as well as in other parts of the paper, we make use of the following important integrability results. For \( p > 1 \), Damascelli and Sciunzi [17] proved that \( \nabla u \in W^{1,2}_{\sigma,\text{loc}}(\Omega) \) when \( u \) is a regular solution — not necessarily stable — to (1.1); recall that \( \sigma = |\nabla u|^{p-2} \). In particular, one has

\[
\int_{B_1/2} |\nabla u|^{p-2} |D^2 u| \, dx < +\infty. \tag{1.18}
\]

At the same time, assuming \( p \in (1, 2) \), a classical result by Tolksdorf [38] ensures that \( \nabla u \in W^{1,2}_{\text{loc}}(\Omega) \) for every regular solution \( u \). Hence, both statements hold when \( p \in (1, 2) \).

Their results apply to general solutions, but do not provide quantitative bounds as the ones in (1.16)-(1.17). However, we require \( u \) to be stable and \( f \) nonnegative. Note also the exponent 1 on \( |D^2 u| \) in (1.16)-(1.17), while the exponent in (1.18) is 2.

1.2. Application: regularity of extremal solutions. Let \( \Omega \subset \mathbb{R}^n \) be a smooth bounded domain and assume that \( f \in C^1([0, +\infty)) \) satisfies (1.6). Given a constant \( \lambda > 0 \), we consider the nonlinear elliptic problem involving the \( p \)-Laplacian

\[
\begin{aligned}
-\Delta_p u &= \lambda f(u) & \quad \text{in } \Omega \\
u &> 0 & \quad \text{in } \Omega \\
u &= 0 & \quad \text{on } \partial \Omega.
\end{aligned}
\] \tag{1.19}_{\lambda,p}

In the following theorem we collect some known results concerning problem (1.19)_{\lambda,p}.

**Theorem 1.4** ([13, 14, 35, 34, 11]). Let \( \Omega \subset \mathbb{R}^n \) be a smooth bounded domain and \( f \in C^1([0, +\infty)) \) satisfy (1.6). Then, there exists \( \lambda^* \in (0, +\infty) \) such that:

(i) For \( \lambda \in (0, \lambda^*) \), problem (1.19)_{\lambda,p} admits a smallest regular solution \( u_\lambda \). The family \( u_\lambda \) is increasing in \( \lambda \) and every \( u_\lambda \) is stable.

For \( \lambda > \lambda^* \), problem (1.19)_{\lambda,p} admits no regular solution.

(ii) \( u^* := \lim_{\lambda \uparrow \lambda^*} u_\lambda \) is an energy solution of (1.19)_{\lambda^*,p} — in particular \( u^* \in W^{1,p}(\Omega) \) — under one of the following additional assumptions:

(ii_a) \( p > 2 \), (1.17) holds, and either \( \Omega \) is strictly convex or \( n < p + \frac{p^2}{p-1} \);

(ii_b) \( p \in (1, 2] \) and (1.7) holds.

Statement (i) is proved in [13, Theorem 1.4 (i)] (among other references), while statement (ii_a) for strictly convex \( \Omega \) was proved by Castorina and the third author in [14, Theorem 1.5]. The other statement in (ii_a) follows instead from [35, Theorem 1]. For \( p < 2 \), (ii_b) is a
consequence of [34, Theorem 2] — note here that the constant $\tau_-$ in [34] satisfies $\tau_- \geq 0$ since $f$ is convex. Finally, for $p = 2$ (iib) is a consequence of the article [11] that we are extending.

Concerning the classical case $p = 2$, problem (1.19)$_{\lambda, 2}$ was first systematically studied for some model nonlinearities by Crandall and Rabinowitz [16]. For general nonlinearities $f \in C^1$ satisfying (1.6) with $p = 2$, it is a classical result that $u_\lambda$ converges in $L^1(\Omega)$ to $u^*$, which is a weak solution of (1.19)$_{\lambda^*, 2}$ and it is called the extremal solution of problem (1.19)$_{\lambda, 2}$. We refer to [20] for a complete introduction to the extremal problem for the Laplacian.

In [35] Brezis and Vázquez raised several open questions about extremal solutions for problem (1.19)$_{\lambda, 2}$. Concerning the regularity of $u^*$, they asked whether extremal solutions are energy solutions in every dimension and whether they are bounded in “low” dimensions, for all convex nonlinearities satisfying (1.6) with $p = 2$ and all domains.

While several partial answers were established throughout the last 25 years, both questions have been completely answered very recently in [11]. Indeed, assuming that $f$ is nonnegative, nondecreasing, convex, and superlinear at infinity, in [11] the authors proved that, in every $C^3$ bounded domain $\Omega$, $u^* \in W^{1, 2}_0(\Omega)$ for every dimension $n$ and, moreover, $u^*$ is smooth if $n \leq 9$. This result is optimal, since explicit examples of unbounded extremal solutions are well-known for $n \geq 10$.

For the extremal problem with the $p$-Laplacian, a weak notion of solution in the sense of Brezis et al. [4] is not available. For this reason, for $p \neq 2$ it is unknown apriori if $u^*$ solves (1.19)$_{\lambda, p}$ in some weak sense, unless one assumes (ii$_a$) or (ii$_b$) in Theorem [13]. However, when $f$ is the exponential or a power-type nonlinearity, for every $p > 1$ it is known that $u^*$ is an energy solution in every dimension — see [21, 25, 13].

The following is our main result concerning the boundedness of the extremal function $u^*$ in strictly convex domains. It follows from combining Corollary [12] with the $L^1(\Omega)$ bounds for $u_\lambda$, uniform in $\lambda$, from [34, 35]. When $p \geq 2$, it gives the optimal dimension $n$.

**Theorem 1.5.** Let $n$ and $p$ satisfy (1.12), $f \in C^1([0, +\infty))$ satisfy (1.6) and (1.7), and $\Omega$ be a smooth bounded domain which is strictly convex. Then, $u^*$ is bounded and it is therefore a regular solution.

We recall that the boundedness of the extremal solution was previously known, under assumptions (1.6)-(1.7) on $f$, in general smooth domains for dimensions $n$ satisfying (1.8). For $p \geq 2$ and $\Omega$ strictly convex, this was improved in [14] to the condition $n \leq p + 2$, and even further in [32] to condition (1.9) when $n \geq 4$. Our Theorem 1.5 improves these results, reaching the optimal dimension when $p \geq 2$ and $\Omega$ is strictly convex.

Instead, when $p \in (1, 2)$ the best result on the boundedness of extremal solutions was the one by the third author [34], which gave condition (1.8). This is improved by our result $n < 5p$ only in strictly convex domains and when $p \in (\frac{4}{7}, 2)$.

Under the same hypotheses of Theorem 1.5 but without assuming the bound (1.12) on the dimension, Castorina and the third author proved in [14, Theorem 1.5] that $u^* \in W^{1, p}(\Omega)$

In the sense introduced by Brezis et al. [4]: $u \in L^1(\Omega)$ is a weak solution of (1.19)$_{\lambda, 2}$ if $f(u)\text{dist}(\cdot, \partial \Omega) \in L^1(\Omega)$ and

$$\int_\Omega (u\Delta \varphi + \lambda f(u)\varphi) \, dx = 0$$

for every $\varphi \in C^2(\Omega)$ with $\varphi = 0$ on $\partial \Omega$. 
if \( p \geq 2 \). This was also known in nonconvex domains for \( p \in (1, 2) \) and every dimension \( n \) by [34] Theorem 2, and for \( p \geq 2 \) and some dimensions \( n \) by [35] Theorem 1. These three papers showed that \( u^* \) belongs to \( W^{1,p}(\Omega) \) by establishing \( L^q(\Omega) \) bounds for \( u_\lambda \) and \( f(u_\lambda) \), with \( \lambda < \lambda^* \), that are uniform in \( \lambda \). Then, the range of exponents \( q \geq 1 \) allowed in their bounds lets them prove, through the equation \(-\Delta_p u_\lambda = \lambda f(u_\lambda)\), a \( W^{1,p}(\Omega) \) bound for \( u_\lambda \) uniform in \( \lambda \). Our results provide an alternative proof that, in every dimension, \( u^* \) belongs to \( W^{1,p}(\Omega) \) when \( \Omega \) is a strictly convex domain. To prove this, we will use Corollary 1.2 in conjunction with the \( L^1(\Omega) \) bounds for \( u_\lambda \), uniform in \( \lambda \), from [34],[35]. The details will be given within the proof of Theorem 1.5.

1.3. Morrey and \( L^q \) estimates. In light of the results from the previous sections, one can naturally wonder about the regularity of stable solutions to (1.1) in higher dimensions, that is, when condition (1.12) on \( n \) and \( p \) does not hold. When the dimension \( n \) is strictly larger than the critical value in the right-hand side of (1.12), we obtain almost optimal integrability estimates in Morrey spaces.

Instead, the critical case when there is equality in (1.12) seems to be delicate. The point here is to find an appropriate test function to which one applies the results of Section 2. For instance, a similar test function as the one used for \( p = 2 \) in [11] works only for \( 2 \leq p < 2 + \sqrt{3} \).

It is not clear to us which test function one could use for \( p \geq 2 + \sqrt{3} \).

We recall that, for \( q \geq 1 \) and \( \beta \in (0, n] \), the Morrey norms are defined as

\[
\|w\|^q_{M^{q,\beta}(\Omega)} := \sup_{x_0 \in \Omega, \rho > 0} \rho^{-n} \int_{\Omega \cap B_\rho(x_0)} |w|^q \, dx.
\]

We state our result in the following theorem. A stronger version of it, showing also Morrey estimates for \( \nabla u \), is given in Theorem 6.1. Note that for the first statement in both results, we do not need \( f \) to be nonnegative.

**Theorem 1.6.** Let \( u \) be a stable regular solution of \(-\Delta_p u = f(u) \) in \( B_1 \subset \mathbb{R}^n \), with \( f \in C^1(\mathbb{R}) \). Assume that

\[
\begin{cases}
  n > p + \frac{4p}{p-1} & \text{for } p \geq 2, \\
  n > 5p & \text{for } p \in (1, 2),
\end{cases}
\]

and define

\[
q_n := \begin{cases}
  p + \frac{p^2}{n - 2 - 2 \sqrt{\frac{n-1}{p-1}} - p} & \text{if } n > p + \frac{4p}{p-1} \text{ and } p \geq 2, \\
  p + \frac{p^2}{n - 2(p-1) - 2 \sqrt{(p-1)^2 + n - p - p}} & \text{if } n > 5p \text{ and } p \in (1, 2).
\end{cases}
\]

Then,

\[
\|u\|_{M^{q_n,\frac{2}{p-1}}(B_{1/2})} \leq C \|\nabla u\|_{L^p(B_1)} \quad \text{for every } q \in (p, q_n),
\]

where \( C \) depends only on \( n, p, \) and \( q \). In addition, if \( f \) is nonnegative then \( \|\nabla u\|_{L^p(B_1)} \) can be replaced by \( \|u\|_{L^1(B_1)} \) in the right-hand side of (1.21).
For $p \geq 2$, the result is almost optimal. Indeed, when $n > p + \frac{4p}{p-1}$, in \[13\,23\] it is proved that the function $u(x) = |x|^{-p/(m-(p-1))} - 1$ is the extremal solution of
\[
\begin{cases}
-\Delta_p u = \lambda^*(1 + u)^m & \text{in } B_1 \\
u > 0 & \text{in } B_1 \\
u = 0 & \text{on } \partial B_1,
\end{cases}
\]
with $m = \frac{n(p-1)-2\sqrt{(n-1)(p-1)+2-p}}{n-(p+2)-2\sqrt{(n-1)/(p-1)}}$. One can easily show that $u \in M^{q,p} + \frac{p}{2}$ in $B_1/2$ if and only if $q \leq m + 1 = q_n$. The validity of (1.21) with $q = q_n$ for a general stable solution remains an open question, even for $p = 2$.

1.4. Remaining open questions. In view of the results provided by \[11\] for $p = 2$, the following are the main problems which remain to be answered for general $p$. First, the extension of the boundary regularity for stable solutions developed in \[11\] — a question that we have not attacked. Second, for $p \in (1, 2)$, is $u^*$ bounded whenever $n < p + 4p/(p-1)$?

Regarding this question, proving boundedness in the interior of the domain would be already extremely interesting. Third, as explained in the beginning of the previous Subsection 1.3, the critical dimension in which there is equality in (1.12) remains largely open.

Finally, even for $p = 2$ it is not clear if the nonnegativeness of the nonlinearity is needed for the boundedness results. For instance, from estimate (1.21) below with $\rho = 1/2$ (which holds under no sign assumption on $f$), one can deduce BMO regularity for the stable solution. At the same time, the optimal boundedness result of \[9\] in the radial case — as well as several boundedness results in the nonradial setting and for nonoptimal dimension ranges \[6, 14, 32, 33, 34, 35\] — hold for every nonlinearity, independently of its sign.

1.5. Main ingredients in the proofs. Throughout the paper, we denote by
\[ r = r(x) = |x| \quad \text{and} \quad u_r = u_r(x) = \frac{x}{|x|} \cdot \nabla u \]
the modulus of $x$ and the radial derivative of $u$.

A key tool towards Theorem 1.1 is the first choice\[8\] of the test function $\xi$ in the stability inequality (1.1). We take
\[ \xi := (x \cdot \nabla u) r^{\frac{n-n}{2}} \phi(|\nabla u|/\varepsilon) \zeta, \]
where $\phi$ and $\zeta$ are cut-off functions with $\phi(t) = 0$ for $t \leq 1$, $\phi(t) = 1$ for $t \geq 2$, and $\zeta \in C^\infty_c(B_{3\rho/2})$ with $\zeta \equiv 1$ in $B_{\rho}$, where $\rho < 2/3$. The presence of the cut-off $\phi$ is a first difference with the analysis in \[11\] for $p = 2$, where there was no need to use it. The reason to include it here is to avoid the set $\{\nabla u = 0\}$, where the ellipticity of the equation degenerates. Indeed, we will need to compute two weak derivatives of $\xi$, that is, three weak derivatives of $u$, which we know to exist in the regular set $\{|\nabla u| > 0\}$. In addition, for errors to be small, we will need the important regularity result (1.18) of \[17\], stating that $\nabla u \in W_{\sigma,\text{loc}}^{1,2}(B_1)$.

\[8\]We will see here below that $\xi = |\nabla u| \eta$, with $\eta$ a cut-off function, is a second important choice that we also need to use.
Plugging $\xi$ in (1.4) — see the series of lemmata in Section 2 — we will obtain
\[
\left( p(n - p) - \left( \frac{n-p}{2} \right)^2 \right) \int_{B_p} r^{p-n} |\nabla u|^{p-2} u_r^2 \, dx \\
- (p-2) \left( \frac{n-p}{2} \right)^2 \int_{B_p} r^{p-n} |\nabla u|^{p-4} u_r^4 \, dx \leq C \int_{B_{3p/2} \setminus B_p} r^{p-n} |\nabla u|^p \, dx.
\]
(1.23)

The constant in front of the first integral is positive whenever $p < n < 5p$. When $p \geq 2$, this condition on $n$ is not restrictive, since in this case $p + 4p/(p-1) \leq 5p$. Also for $p \geq 2$, the second term in the left-hand side of (1.23) is nonpositive and we can merge it with the first one by using $u_r^2 \leq |\nabla u|^2$. In this way, we obtain a constant in front of the resulting integral in the left-hand side which is positive whenever $p < n < p + 4p/(p-1)$. Hence, under this assumption on $n$ and if $p \geq 2$, from (1.23) we obtain
\[
\int_{B_p} r^{p-n} |\nabla u|^{p-2} u_r^2 \, dx \leq C \rho^{p-n} \int_{B_{3p/2} \setminus B_p} |\nabla u|^p \, dx.
\]
(1.24)

However, the requirement $p < n$ will not be needed in our results, thanks to the following:

**Remark 1.7.** When $n \leq p$, we can add additional artificial variables and consider the solution $u$ to be defined in a ball of a greater dimensional Euclidean space, of dimension larger than $p$. The key point here is that this procedure preserves the stability condition (1.4). For this, one uses Fubini’s theorem and that $|\nabla_x \xi|^2 \leq |\nabla_x \xi|^2$, where $x \in \mathbb{R}^n$ while $\bar{x}$ denotes the variables in the larger dimensional space. However, since in (1.4) $p - 2$ could be negative, it is important to notice that $\nabla_x u \cdot \nabla_x \xi = \nabla_x u \cdot \nabla_x \xi$. This will be the case — even though we will surely have $\nabla_x \xi \neq \nabla_x \xi$ — since $u$ only depends on the $x$-variables. Finally, note that this procedure works since our interior estimates do not rely on any boundary datum.

In contrast, when $p \in (1,2)$, we have that $5p < p + 4p/(p-1)$, and in order to have a positive constant in front of the first integral in (1.23) we need to assume the more restrictive assumption $n < 5p$. Notice here that when $p \in (1,2)$ we cannot use $u_r^2 \leq |\nabla u|^2$ on the second term in (1.23) in order to merge it with the first one, since this second term is positive. In conclusion, when $p \in (1,2)$ we simply neglect the second term in the left-hand side of (1.23), losing information.

At this point, it is important to point out that there exist unbounded energy solutions to (1.1) which satisfy inequality (1.24) for all $\rho$ small enough. An explicit example is provided in the case $p = 2$, $n = 3$ in [11, Remark 2.2]. This means that we still need to use stability in a crucial way in order to prove our results.

To do this, we follow a key idea in [11], which consists of showing that the weighted $L^2$-norm of the radial derivative $u_r$ is comparable to the $L^p$-norm of the full gradient at every scale, at least assuming a doubling assumption on the $L^p$ norm of the gradient. This is the content of Lemma 4.1. The proof of this fact is based on a delicate compactness argument, which relies on new apriori estimates that we explain below. Once Lemma 4.1 is available,

---

9At scale $\rho = 1$, the weight is $|\nabla u|^{p-2}$, as in the left-hand side of (1.24). In the classical case $p = 2$, such weight did not appear, obviously.
from (1.24) we deduce that
\[ \int_{B_p} r^{-n} |\nabla u|^{p-2} u_i^2 \, dx \leq C \int_{B_{3p/2} \setminus B_p} r^{-n} |\nabla u|^{p-2} u_i^2 \, dx \]
and, from this, with a hole-filling and iteration argument we conclude that $u$ is $C^\alpha$ in the interior.

The compactness argument in the proof of Lemma 4.1 turns out to be more delicate than for the case $p = 2$ in [11]. Indeed, the Newtonian potential — and hence the linearity of the Laplace operator — was used in [11] in an important way to get compactness. Instead, our proof will rely on the following three new estimates for a stable regular solution:
\[ \int_{B_1/2} |\nabla u|^{p-2} |D^2u| \, dx \leq C \|\nabla u\|_{L^p(B_1)}^{p-1} \quad \text{if } p \geq 2, \tag{1.25} \]
\[ \int_{B_1/2} |D^2u| \, dx \leq C \|\nabla u\|_{L^p(B_1)} \quad \text{if } p \in (1, 2), \tag{1.26} \]
and
\[ \|\nabla u\|_{L^p+\gamma(B_{1/2})} \leq C \|\nabla u\|_{L^p(B_1)}, \tag{1.27} \]
where $\gamma$ and $C$ are positive constants depending only on $n$ and $p$. Note that these estimates are a first step towards the ones in our main results — (1.16), (1.17), and (1.10), respectively — which have $\|u\|_{L^1(B_1)}$ in their right-hand sides instead of $\|\nabla u\|_{L^p(B_1)}$.

A fundamental tool in obtaining estimates (1.25), (1.26), and (1.27) is a geometric form of the stability condition that was proved by Farina, Sciunzi, and Valdinoci [21, 22] and is reported in the following theorem. It extends to the $p$-Laplacian the well-known inequality of Sternberg and Zumbrun for stable solutions to semilinear equation.

**Theorem 1.8** (Farina, Sciunzi, and Valdinoci [21, 22]). Let $p \in (1, +\infty)$ and $f \in C^1(\mathbb{R})$. For every stable regular solution $u$ of $-\Delta_p u = f(u)$ in $\Omega \subset \mathbb{R}^n$ and for every $\eta \in C_c^1(\Omega)$, it holds that
\[ (p - 1) \int_{\Omega \cap \{|\nabla u| > 0\}} |\nabla u|^{p-2} |\nabla_T |\nabla u||^2 \eta^2 \, dx + \int_{\Omega \cap \{|\nabla u| > 0\}} |A|^2 |\nabla u|^{p} \eta^2 \, dx \leq \int_{\Omega} |\nabla u|^{p-2} \left\{ |\nabla u|^2 |\nabla \eta|^2 + (p - 2)(\nabla u \cdot \nabla \eta)^2 \right\} \, dx. \tag{1.28} \]

Here $\nabla_T$ is the tangential gradient to the level set of $u$ passing through a given point $x$ and $|A|^2 := \sum_{i=1}^{n-1} \kappa_i^2$ is the second fundamental form of the level set; $\kappa_i$ are the $n - 1$ principal curvatures of the level set of $u$. These objects are well defined in $\{|\nabla u| > 0\}$, since here the equation $-\Delta_p u = f(u)$ is uniformly elliptic and therefore every regular solution is of class $C^2$ in this set — see Remark 2.2 below. In particular, for $x \in \Omega \cap \{|\nabla u| > 0\}$, the level set of $u$ passing through $x$ is a $C^2$ embedded hypersurface of $\mathbb{R}^n$.

\[ \text{In the previous and printed version of this article, the integral in the right-hand side of (1.28) was } (p - 1) \int_{\Omega} |\nabla u|^p |\nabla \eta|^2 \, dx \text{ and thus incorrect — the reason being that for } p = 1, \text{ it cannot vanish identically. The correct one, above, is taken from [22 Theorem 2.5]. However, this correction does not affect the validity of all our arguments in the previous and printed versions of the paper, since we only used (1.28) to bound its right-hand side by the quantity } C \int_{\Omega} |\nabla u|^p |\nabla \eta|^2 \, dx \text{ with } C \text{ a constant depending only on } n \text{ and } p. \text{ This is a correct bound that still holds independently of the error.} \]
The proof of Theorem 1.8 relies on the choice of test function
\[ \xi = |\nabla u| \eta \]
in the stability inequality (1.4), where \( \eta \) is the \( C^1_c(\Omega) \) function appearing in (1.28).

Using Theorem 1.8 we establish the interior estimates (1.25), (1.26), and (1.27) above. The proofs of (1.25)-(1.26), contained in Lemma 3.1, and the one of (1.27), contained in Lemma 3.2, are independent and do not rely on each other. Moreover, we prove the higher integrability \( W^{1,p+\gamma} \) estimate in two different ways. The first proof, presented in Section 3, is based on a similar argument to [11, Proposition 2.4], controlling first the \( L^1 \)-norm of the \((p + 1)\)-Laplacian of \( u \) — this will be estimate (1.11) in Theorem 1.1 still with \( \|u\|_{L^1(B_1)} \) replaced by \( \|\nabla u\|_{L^p(B_1)} \) on its right-hand side. The second proof of the higher integrability, presented in Appendix B, relies instead on the Sobolev inequality of Michael-Simon and Allard and we present it simply as an interesting alternative method to obtain this type of estimates. Both proofs give explicit values of \( \gamma \), depending only on \( n \) and \( p \), that we collect in Remark 3.3. However, for the scope of the present paper, we only need (1.10) for some \( \gamma > 0 \).

Improving our Hölder estimate, as well as the bounds (1.25)-(1.26)-(1.27), by replacing \( \|\nabla u\|_{L^p(B_1)} \) by \( \|u\|_{L^1(B_1)} \) turns out to be more delicate than in the linear case \( p = 2 \) — but still based on an interpolation inequality. For this, we establish a new interpolation result adapted to the \( p \)-Laplacian, Proposition A.3, involving the \( L^1 \)-norm of \( D^2 u \) weighted by \( |\nabla u|^{p-2} \). It holds for \( p \geq 2 \) and all regular enough functions \( u \). For \( p \in (1, 2) \) instead, we will use a classical interpolation inequality, as stated, e.g., in [26, Theorem 7.28].

Finally, the proof of Theorem 1.6 in higher dimensions is obtained by choosing \( \xi = (x \cdot \nabla u)^{r-a/2} \phi(|\nabla u|/\varepsilon)\zeta \) as test function in the stability inequality (1.4), for appropriate exponents \( a > 0 \).

1.6. Structure of the paper. In Section 2 we use stability with a specific test function in order to prove the key Lemma 2.1. In Section 3 we prove higher integrability estimates in the interior, i.e., (1.25), (1.26), and (1.27). In Section 4 we establish the control of the full gradient by the weighted radial derivative, Lemma 4.1. In Section 5 we prove Theorem 1.1, our global result in convex domains (Corollary 1.2), and Theorem 1.5 on extremal solutions. Finally, Section 6 deals with the case of higher dimensions, proving Theorem 1.6. We collect in the appendices some technical lemmata and an alternative proof of the higher integrability estimate of Lemma 3.2 which uses the Michael-Simon and Allard inequality.

2. The key lemma

This section is devoted to the proof of the following lemma, an interior estimate for stable solutions which holds for every \( C^1 \) nonlinearity, not depending on its sign. We establish it using the stability condition (1.4) with test function
\[ \xi = (x \cdot \nabla u)^{r^{(p-n)/2}} \phi(|\nabla u|/\varepsilon)\zeta, \]
where \( r = |x|, 0 \leq \phi \leq 1, \phi(t) = 0 \) if \( t \leq 1, \phi(t) = 1 \) if \( t \geq 2 \), and \( \zeta \in C^\infty_c(B_1) \) is a cut-off function.
For every $C^1$ function $\varphi$ we use the following notation for its radial derivative:
\[ \varphi_r = \varphi_r(x) = \frac{x}{|x|} \cdot \nabla \varphi(x). \]

**Lemma 2.1.** Assume that $n > p$, and that $n$ and $p$ satisfy (1.12). Let $u$ be a stable regular solution of $-\Delta_p u = f(u)$ in $B_1 \subset \mathbb{R}^n$, with $f \in C^1(\mathbb{R})$.

Then, for every $\rho \in (0, 2/3)$ we have
\[ \int_{B_\rho} |\nabla u|^p \, dx \leq C \rho^{p-n} \int_{B_{3\rho/2}\setminus B_\rho} |\nabla u|^p \, dx, \tag{2.1} \]
where $C$ is a constant depending only on $n$ and $p$.

Before starting the proof of Lemma 2.1, we need to recall some classical regularity results for nonlinear equations involving the $p$-Laplacian. This will allow us to use distributional second and third derivatives of a regular solution $u$ to $-\Delta_p u = f(u)$.

**Remark 2.2.** By classical results [18, 38], every regular solution $u$ to (1.1) in $B_1 \subset \mathbb{R}^n$ is $C^{1,\theta}$ for some $\theta > 0$. Furthermore, the solution $u$ is $C^2$ in $B_1 \cap \{|\nabla u| > 0\}$, since it solves a uniformly elliptic equation in the neighborhood of every point $x \in \{|\nabla u| > 0\}$ — see for instance [17, Corollary 2.2]. To show this, one breaks the divergence in (1.1) to obtain an equation in nondivergence form with H"older coefficients, for which one can use Schauder theory.

At the same time, since $f(u) \in C^1(B_1)$, we can differentiate the equation in $B_1 \cap \{|\nabla u| > 0\}$ and then see it as a nondivergence form equation for $u_{x_i}$. Then, by Calderon-Zygmund theory we deduce that $u \in W^{3, q}_{\text{loc}}(B_1 \cap \{|\nabla u| > 0\})$ for every $q < \infty$ — see [26, Chapter 9].

With these regularity results at hand, we are allowed to work with weak second and third derivatives of $u$ throughout the following lemmata, since we will always work in the set $\{|\nabla u| > 0\}$.

Still for a regular solution $u$ to (1.1) in $B_1 \subset \mathbb{R}^n$, [17, Theorem 2.2] established that, for $p > 1$ and $\rho < 1$,
\[ \int_{B_\rho \cap \{|\nabla u| > 0\}} |\nabla u|^{p-2} |D^2 u|^2 \, dx < +\infty \tag{2.2} \]
(take $\beta = \gamma = 0$ in their theorem). With this estimate at hand and a regularizing procedure described in [17, Corollary 2.2], in that paper it was proved that $|\nabla u|^{p-2} \nabla u \in W^{1,2}_{\text{loc}}(B_1)$ and $\nabla u \in W^{1,2}_{\sigma, \text{loc}}(B_1)$ with $\sigma = |\nabla u|^{p-2}$. In particular, $|\nabla u|^{p-1} \in W^{1,2}_{\text{loc}}(B_1)$. From this and Stampacchia’s theorem — see [27, Theorem 6.19] — the integrands in (2.2) and in (1.16) are equal to zero a.e. in the critical set $\{|\nabla u| = 0\}$.

Thus, both integrals agree when computing them over $B_\rho$ or $B_\rho \cap \{|\nabla u| > 0\}$.

If $p \in (1, 2)$, a classical result from [38] ensures that $\nabla u \in W^{1,2}_{\text{loc}}(B_1)$. As before, from this we deduce that the integral $\int_{B_{1/2}} |D^2 u| \, dx$ in (1.17) agrees with $\int_{B_{1/2} \cap \{|\nabla u| > 0\}} |D^2 u| \, dx$ when $p \in (1, 2)$. Both the contributions from [17] and [38], that we use several times throughout the paper, are extensively used also in [21, 22, 14].

These results from [17] and [38] will ensure that all the integrals in our upcoming computations for the first term in the stability condition (1.14) are well defined and can be computed either in $B_1$ or in $B_1 \cap \{|\nabla u| > 0\}$. This will be a consequence of our two choices for $\xi$, which will always include $\nabla u$ as a factor on them.
More generally, for $p \neq 2$ and a general test function $\xi \in T_u$ in (1.4) we also have that the first integral in (1.4) agrees with its value when computed in $\{ |\nabla u| > 0 \}$. This is obvious when $p > 2$ since $|\nabla u|^{p-2} = 0$ in the critical set. Instead, for $p \in (1, 2)$ it is the definition of $T_u$ which forces $\nabla \xi = 0$ a.e. in $\{ |\nabla u| = 0 \}$, since $|\nabla u|^{p-2} = +\infty$ a.e. in the critical set.

Finally, even if we will not use this fact, it is worth mentioning Lou’s result [30] stating that the critical set $\{ \nabla u = 0 \}$ has null measure if $f$ is positive and $u$ is a regular solution of (1.1), not necessarily stable.

We split the proof of Lemma 2.1 into five lemmata. To state the first one, we consider $c(x) := x \cdot \nabla u(x)$ and

$$\phi_\varepsilon := \phi \left( \frac{|\nabla u|}{\varepsilon} \right),$$

where $\phi \in C^\infty(\mathbb{R})$ takes values into $[0, 1]$, $\phi(t) = 1$ if $t \geq 2$, and $\phi(t) = 0$ if $t \leq 1$.

**Lemma 2.3.** Let $u$ be a stable regular solution of $-\Delta_p u = f(u)$ in $B_1 \subset \mathbb{R}^n$, with $f \in C^1(\mathbb{R})$, $\phi_\varepsilon$ as defined above, $\eta$ a Lipschitz function with compact support in $B_1$, and $c = x \cdot \nabla u$. Then,

$$\int_{B_1} c \left\{ \text{div} \left( |\nabla u|^{p-2} \nabla c \right) + f'(u)c + (p-2)\text{div} \left( |\nabla u|^{p-4} (\nabla c \cdot \nabla u) \right) \right\} \eta^2 \phi_\varepsilon^2 \, dx \leq \int_{B_1} c^2 \left\{ |\nabla u|^{p-2} |\nabla \eta|^2 + (p-2) |\nabla u|^{p-4} (\nabla \eta \cdot \nabla u)^2 \right\} \phi_\varepsilon^2 \, dx + o(1),$$

(2.3)

where $o(1)$ indicates a quantity that goes to zero as $\varepsilon \downarrow 0$, the derivatives and divergences in the previous integrals are understood in the weak sense, and the integrands are $L^1(B_1)$ functions.

**Proof.** First, by Remark 2.2 the weak second derivatives of $c(x) = x \cdot \nabla u(x)$ are well defined in $\{ |\nabla u| > \varepsilon \}$.

We plug $\xi = \xi_\varepsilon = c \eta \phi_\varepsilon$ in the stability inequality (1.4). It is clear that $\xi_\varepsilon$ belongs to the space of test functions $T_u$, since the support of $\xi_\varepsilon$ is contained in $B_{\rho} \cap \{ |\nabla u| \geq \varepsilon \}$ for some $\rho < 1$ and, in this set, $|\nabla u|^{p-2}$ is bounded below and above by positive constants (even when $p < 2$) and at the same time $u$ is $C^2$ — hence $D^2 u$ is bounded in this set.

Next, since $\nabla u \in W^{1,2}_{\sigma, \text{loc}}(B_1)$ — see Remark 2.2 — we have that

$$\int_{B_1} |\nabla u|^{p-2} |D^2 u|^2 \eta^2 \, dx < +\infty,$$

(2.4)

and combining (2.4) with a Cauchy-Schwarz inequality we also deduce that

$$\int_{B_1} |\nabla u|^{p-1} |D^2 u| \eta \, dx < +\infty.$$

(2.5)

These two facts will be crucial to let $\varepsilon \downarrow 0$ later in the proof, through the use of the dominated convergence theorem.
Now, we plug $\xi_\varepsilon \in T_u$ in the stability inequality (1.4), obtaining for the first term
\[
\int_{B_1} |\nabla u|^{p-2} |\nabla \xi_\varepsilon|^2 \, dx
= \int_{B_1} \left\{ c^2 |\nabla u|^{p-2} |\nabla \eta|^2 + \eta^2 |\nabla u|^{p-2} |\nabla c|^2 + c |\nabla u|^{p-2} \nabla c \cdot \nabla \eta^2 \right\} \phi_\varepsilon^2 \, dx
\tag{2.6}
\]
\[
+ \int_{B_1} |\nabla u|^{p-2} \eta^2 \varepsilon^2 |\nabla \phi_\varepsilon|^2 \, dx + 2 \int_{B_1} |\nabla u|^{p-2} \eta \phi_\varepsilon \nabla \phi_\varepsilon \cdot (\eta \nabla c + c \nabla \eta) \, dx.
\]
We claim that the terms in (2.6) in which $\nabla \phi_\varepsilon$ appears, i.e., the second and the third one in the right-hand side, go to zero as $\varepsilon \downarrow 0$. In order to show this, and also to control by $o(1)$ other terms that will appear later, we first note that
\[
|\nabla \phi_\varepsilon| = \frac{1}{\varepsilon} \phi'(\frac{|\nabla u|}{\varepsilon}) \nabla |\nabla u| = \frac{1}{\varepsilon} \phi'(\frac{|\nabla u|}{\varepsilon}) D^2 u \cdot \frac{\nabla u}{|\nabla u|} \leq \frac{1}{\varepsilon} \phi'(\frac{|\nabla u|}{\varepsilon}) |D^2 u|. \tag{2.7}
\]

We use now that $|\phi'(|\nabla u|/\varepsilon)|$ is bounded independently of $\varepsilon$ and it is supported in $\{\varepsilon < |\nabla u| < 2\varepsilon\}$, that in this set we have $c^2 \leq |\nabla u|^2 \leq 4\varepsilon^2$, and also that $\nabla c = \nabla u + D^2 u \cdot x$, to obtain
\[
\int_{B_1} |\nabla u|^{p-2} \eta^2 c^2 |\nabla \phi_\varepsilon|^2 \, dx + \int_{B_1} |\nabla u|^{p-2} \eta^2 c \nabla c |\phi_\varepsilon \nabla \phi_\varepsilon| \, dx
\]
\[
+ \int_{B_1} |\nabla u|^{p-2} \eta \nabla \eta |\nabla \phi_\varepsilon|^2 \, dx \tag{2.8}
\]
\[
\leq C \int_{\{\varepsilon < |\nabla u| < 2\varepsilon\}} |\nabla u|^{p-2} \left\{ \eta^2 |D^2 u|^2 + |\eta| |\nabla u| |D^2 u| \right\} \, dx = o(1) \text{ as } \varepsilon \downarrow 0,
\]
where $C$ is a constant independent of $\varepsilon$. That the last integral tends to 0 as $\varepsilon \downarrow 0$ follows from (2.4), (2.5), and dominated convergence.

Therefore, using (2.8), we deduce from (2.6) that
\[
\int_{B_1} |\nabla u|^{p-2} |\nabla \xi_\varepsilon|^2 \, dx = \int_{B_1} \phi_\varepsilon^2 c^2 |\nabla u|^{p-2} |\nabla \eta|^2 \, dx
\tag{2.9}
\]
\[
+ \int_{B_1} \phi_\varepsilon^2 \eta^2 |\nabla u|^{p-2} |\nabla c|^2 \, dx + \int_{B_1} \phi_\varepsilon^2 \eta^2 |\nabla u|^{p-2} \nabla c \cdot \nabla \eta^2 \, dx + o(1).
\]

We now integrate by parts the third term in the right-hand side to get
\[
\int_{B_1} \phi_\varepsilon^2 c \nabla u|^{p-2} \nabla c \cdot \nabla \eta^2 \, dx = - \int_{B_1} \phi_\varepsilon^2 \eta^2 \text{div}(c |\nabla u|^{p-2} \nabla c) \, dx
\]
\[
- \int_{B_1} \eta^2 c |\nabla u|^{p-2} \nabla c \cdot \nabla \phi_\varepsilon^2 \, dx \tag{2.10}
\]
\[
= - \int_{B_1} \phi_\varepsilon^2 \eta^2 |\nabla u|^{p-2} |\nabla c|^2 \, dx - \int_{B_1} \phi_\varepsilon^2 \eta^2 \text{div}(|\nabla u|^{p-2} \nabla c) \, dx + o(1),
\]
where we used (2.8) to control the term containing $\nabla \phi_\varepsilon$ with $o(1)$. Thus, plugging (2.10) in (2.9), we exploit a simplification and obtain

$$
\int_{B_1} |\nabla u|^{p-2} |\nabla \xi_\varepsilon|^2 \, dx
= \int_{B_1} \phi_\varepsilon^2 c^2 |\nabla u|^{p-2} |\nabla \eta|^2 \, dx - \int_{B_1} \phi_\varepsilon^2 \varepsilon^2 c \, \text{div}(|\nabla u|^{p-2} \nabla c) \, dx + o(1).
$$

(2.11)

Computing now the second term in the stability inequality (1.4) for the test function $\xi_\varepsilon$, we find

$$
\int_{B_1} (p-2) |\nabla u|^{p-4} (\nabla u \cdot \nabla \xi_\varepsilon)^2 \, dx
= \int_{B_1} (p-2) \phi_\varepsilon^2 c^2 |\nabla u|^{p-4} (\nabla u \cdot \nabla \eta)^2 \, dx + \int_{B_1} (p-2) \phi_\varepsilon^2 \varepsilon^2 |\nabla u|^{p-4} (\nabla c \cdot \nabla u)^2 \, dx
+ \int_{B_1} (p-2) \phi_\varepsilon^2 |\nabla u|^{p-4} c (\nabla u \cdot \nabla \eta) (\nabla c \cdot \nabla u) \, dx + o(1),
$$

where all the terms containing $\nabla \phi_\varepsilon$ have been controlled within $o(1)$ using (2.8). Integrating by parts the second term in the right-hand side, exploiting a cancellation, and seeing again that the terms containing $\nabla \phi_\varepsilon$ tend to zero as $\varepsilon \downarrow 0$ thanks to (2.8), we get

$$
\int_{B_1} (p-2) |\nabla u|^{p-4} (\nabla u \cdot \nabla \xi_\varepsilon)^2 \, dx
= \int_{B_1} (p-2) \phi_\varepsilon^2 c^2 |\nabla u|^{p-4} (\nabla u \cdot \nabla \eta)^2 \, dx
- \int_{B_1} (p-2) \phi_\varepsilon^2 \varepsilon^2 \text{div}(|\nabla u|^{p-4} (\nabla c \cdot \nabla u) \nabla u) \, dx + o(1).
$$

(2.12)

Finally, using (2.11) and (2.12) in the stability inequality (1.4) with $\xi = \xi_\varepsilon$, we conclude the lemma.

Next step towards the proof of Lemma 2.1 consists of proving an identity that involves the weak third derivatives of $u$. It holds in the distributional sense in $B_1 \cap \{|\nabla u| > 0\}$ and does not require the stability of the regular solution. Recall that $u \in W^{3,q}_{\text{loc}}(B_1 \cap \{|\nabla u| > 0\})$ for every $q < \infty$ — see Remark 2.2. After proving this identity, we will plug it in (2.9), exploit a simplification in the third derivatives of $u$, and send $\varepsilon \downarrow 0$. This limit argument will be carried out in Lemma 2.5.

**Lemma 2.4.** Let $u$ be a regular solution of $-\Delta_p u = f(u)$ in $B_1 \subset \mathbb{R}^n$, with $f \in C^1(\mathbb{R})$, and $c = x \cdot \nabla u$. Then, the identity

$$
\text{div} \left( |\nabla u|^{p-2} \nabla c \right) + f'(u) c + (p-2) \text{div} \left( |\nabla u|^{p-4} (\nabla c \cdot \nabla u) \nabla u \right) = p \text{div} \left( |\nabla u|^{p-2} \nabla u \right)
$$

holds in the weak sense in $B_1 \cap \{|\nabla u| > 0\}$.

**Proof.** Throughout the proof we will use the implicit summation over repeated indexes and we will denote the derivatives with subscripts — $u_j$ denoting the derivative $u_{x_j}$. 

We start the proof by claiming the following identity:

\[
\text{div} \left( |\nabla u|^{p-2} \nabla c \right) + f'(u) c \\
= 2 \text{div} \left( |\nabla u|^{p-2} \nabla u \right) - \text{div} \left( (x \cdot \nabla |\nabla u|^{p-2}) \nabla u \right). 
\] (2.14)

To prove it, we recall that \( \nabla c = \nabla u + D^2 u \cdot x \) and we write the first term in (2.14) as

\[
\text{div} \left( |\nabla u|^{p-2} \nabla c \right) = \text{div} \left( |\nabla u|^{p-2} \nabla u \right) + (|\nabla u|^{p-2} u_{ij} x_j)_i \\
= \text{div} \left( |\nabla u|^{p-2} \nabla u \right) + |\nabla u|^{p-2} \Delta u + (|\nabla u|^{p-2} u_{ij})_i x_j \\
= 2 \text{div} \left( |\nabla u|^{p-2} \nabla u \right) - \nabla |\nabla u|^{p-2} \cdot \nabla u + (|\nabla u|^{p-2} u_{ij})_i x_j.
\]

For the second term in the left-hand side of (2.14), we first compute

\[
f'(u) u_j = -\text{div} \left( |\nabla u|^{p-2} \nabla u_j \right) - (p - 2) \text{div} \left( |\nabla u|^{p-4} u_{kj} u_k \nabla u \right),
\]

and then

\[
f'(u) u_j x_j = - (|\nabla u|^{p-2} u_{ij})_i x_j - (p - 2) (|\nabla u|^{p-4} u_{kj} u_k u_i)_i x_j.
\]

Hence, we have the following identity for the left-hand side in (2.14):

\[
\text{div} \left( |\nabla u|^{p-2} \nabla c \right) + f'(u) c \\
= 2 \text{div} \left( |\nabla u|^{p-2} \nabla u \right) - \nabla |\nabla u|^{p-2} \cdot \nabla u - (p - 2) (|\nabla u|^{p-4} u_{kj} u_k u_i)_i x_j.
\]

Now, writing the last term in (2.14) as

\[
- \text{div} \left( (x \cdot \nabla |\nabla u|^{p-2}) \nabla u \right) = - \nabla |\nabla u|^{p-2} \cdot \nabla u - \left( (|\nabla u|^{p-2}) u_i \right)_i x_j, \\
= - \nabla |\nabla u|^{p-2} \cdot \nabla u - (p - 2) (|\nabla u|^{p-4} u_{kj} u_k u_i)_i x_j,
\]

we conclude claim (2.14).

At this point, using that \( \nabla c = \nabla u + D^2 u \cdot x \), we write the third term in (2.13) as

\[
(p - 2) \text{div} \left( |\nabla u|^{p-4} (\nabla c \cdot \nabla u) \nabla u \right) \\
= (p - 2) \text{div} \left( |\nabla u|^{p-2} \nabla u \right) + (p - 2) \text{div} \left( |\nabla u|^{p-4} D^2 u [x, \nabla u] \nabla u \right). 
\] (2.15)

After adding up the two identities (2.14) and (2.15), we exploit the cancellation of the last term in (2.14) with the last one in (2.15), finishing the proof of (2.13). \( \square \)

Combining the previous two lemmas, we obtain a new inequality for stable regular solutions.

**Lemma 2.5.** Let \( u \) be a stable regular solution of \(-\Delta_p u = f(u) \) in \( B_1 \subset \mathbb{R}^n \), with \( f \in C^1(\mathbb{R}) \), and \( \eta \) a Lipschitz function with compact support in \( B_1 \). Then,

\[
\int_{B_1} 2 |\nabla u|^p r \eta r \eta dx - p \int_{B_1} ru_r |\nabla u|^{p-2} \nabla u \cdot \nabla (\eta^2) dx + (n - p) \int_{B_1} |\nabla u|^p \eta^2 dx \\
\leq \int_{B_1} r^2 u_r^2 \left\{ |\nabla u|^{p-2} |\nabla \eta|^2 + (p - 2) |\nabla u|^{p-4} (\nabla \eta \cdot \nabla u)^2 \right\} dx. 
\] (2.16)
Proof. We plug identity (2.13) into inequality (2.3). Observe that (2.13) holds in the weak sense in $B_1 \cap \{|\nabla u| > \varepsilon\}$ and that all integrands in (2.3) are supported in $B_1 \cap \{|\nabla u| > \varepsilon\}$ thanks to the presence of the cut-off function $\phi_\varepsilon$. In this way, we obtain

\[
\int_{B_1} p \, \text{div} \left( |\nabla u|^{\rho - 2} \nabla u \right) c \eta^2 \phi_\varepsilon^2 \, dx \\
\leq \int_{B_1} c^2 \left\{ |\nabla u|^{\rho - 2} |\nabla \eta|^2 + (p - 2) |\nabla u|^{\rho - 4} (\nabla \eta \cdot \nabla u)^2 \right\} \phi_\varepsilon^2 \, dx + o(1),
\]

where $o(1)$ goes to zero as $\varepsilon \downarrow 0$.

Now, using that $\nabla c = \nabla u + D^2 u \cdot x$, we use the following well-known Pohozaev-type identity in the weak sense in $\{|\nabla u| > 0\}$:

\[
- \text{div} \left( |\nabla u|^\rho x - p c |\nabla u|^{\rho - 2} \nabla u \right) \eta^2 + (n - p) |\nabla u|^\rho \eta^2 \\
= - (x \cdot \nabla |\nabla u|^\rho) \eta^2 - n |\nabla u|^\rho \eta^2 + p |\nabla u|^{\rho - 2} \nabla u \cdot \{ \nabla u + D^2 u \cdot x \} \eta^2 \\
+ p \, \text{div} \left( |\nabla u|^{\rho - 2} \nabla u \right) c \eta^2 + (n - p) |\nabla u|^\rho \eta^2 \\
= p \, \text{div} \left( |\nabla u|^{\rho - 2} \nabla u \right) c \eta^2.
\]

Plugging this identity into (2.17), we obtain

\[
- \int_{B_1} \, \text{div} \left( |\nabla u|^\rho x - p c |\nabla u|^{\rho - 2} \nabla u \right) \eta^2 \phi_\varepsilon^2 \, dx + (n - p) \int_{B_1} |\nabla u|^\rho \eta^2 \phi_\varepsilon^2 \, dx \\
\leq \int_{B_1} c^2 \left\{ |\nabla u|^{\rho - 2} |\nabla \eta|^2 + (p - 2) |\nabla u|^{\rho - 4} (\nabla \eta \cdot \nabla u)^2 \right\} \phi_\varepsilon^2 \, dx + o(1).
\]

We now integrate by parts the first term, controlling all the terms containing $\nabla \phi_\varepsilon$ with $o(1)$ by using (2.17), (2.3), and dominated convergence. Recalling also that $c = r u_r$, we get

\[
\int_{B_1} 2 |\nabla u|^\rho r \eta_r \eta^2 \phi_\varepsilon^2 \, dx - p \int_{B_1} r u_r |\nabla u|^{\rho - 2} \nabla u \cdot \nabla (\eta^2) \phi_\varepsilon^2 \, dx + (n - p) \int_{B_1} |\nabla u|^\rho \eta^2 \phi_\varepsilon^2 \, dx \\
\leq \int_{B_1} r^2 u_r^2 \left\{ |\nabla u|^{\rho - 2} |\nabla \eta|^2 + (p - 2) |\nabla u|^{\rho - 4} (\nabla \eta \cdot \nabla u)^2 \right\} \phi_\varepsilon^2 \, dx + o(1).
\]

Now, sending $\varepsilon \downarrow 0$ and using dominated convergence (recall that $\nabla u \in L^p(B_1)$), all the four integrals above tend to the four integrals in (2.16), but integrated on $B_1 \cap \{|\nabla u| > 0\}$. Finally, notice that, since all integrands vanish in $\{|\nabla u| = 0\}$, it is equivalent to integrate over $B_1 \cap \{|\nabla u| > 0\}$ or over $B_1$. \hfill \Box

We now take $\eta = \varphi \zeta$ in the previous lemma, with $\zeta$ a cut-off function in $B_{3 \rho/2}$. In this way, $\varphi$ is not required to have compact support.
Lemma 2.6. Let \( u \) be a stable regular solution of \(-\Delta_p u = f(u)\) in \( B_1 \subset \mathbb{R}^n \), with \( f \in C^1(\mathbb{R}) \), and \( \varphi \) a Lipschitz function in \( B_1 \). Then, for every \( \rho \in (0, 2/3) \) we have

\[
\int_{B_\rho} 2|\nabla u|^p r \varphi \varphi dx - p \int_{B_\rho} ru_r |\nabla u|^{p-2} \nabla u \cdot \nabla (\varphi^2) dx + (n-p) \int_{B_\rho} |\nabla u|^p \varphi^2 dx \\
- \int_{B_\rho} r u_r^2 |\nabla u|^{p-2} |\nabla \varphi|^2 dx - (p-2) \int_{B_\rho} r u_r^2 |\nabla u|^{p-4} (\nabla u \cdot \nabla \varphi)^2 dx \\
\leq C \int_{B_{3\rho/2} \setminus B_\rho} |\nabla u|^p \left\{ \varphi^2 + r |\varphi \nabla \varphi| + r^2 |\nabla \varphi|^2 \right\} dx,
\]

where \( C \) is a constant depending only on \( n \) and \( p \).

Proof. We choose \( \eta = \varphi \zeta \) in Lemma 2.5, where \( \zeta \in C^\infty_c(B_1) \) is a cut-off function such that \( \zeta \equiv 1 \) in \( B_\rho \) and \( \zeta \equiv 0 \) outside \( B_{3\rho/2} \). In this way, \( \eta|_{\partial B_1} = 0 \) and no assumption is required on \( \varphi \), except from Lipschitz regularity. We compute

\[
\eta r = \varphi \varphi \zeta^2 + \varphi^2 \zeta_r \zeta; \\
\nabla (\eta^2) = \zeta^2 \nabla (\varphi^2) + \varphi^2 \nabla (\zeta^2); \\
|\nabla \eta|^2 = \zeta^2 |\nabla \varphi|^2 + \varphi^2 |\nabla \zeta|^2 + 2 \varphi \zeta \nabla \varphi \cdot \nabla \zeta; \\
\nabla \eta \cdot \nabla u = \zeta \nabla \varphi \cdot \nabla u + \varphi \nabla \zeta \cdot \nabla u.
\]

Hence, inequality (2.10) becomes

\[
\int_{B_1} 2|\nabla u|^p r \left( \varphi \varphi \zeta^2 + \varphi^2 \zeta_r \zeta \right) dx - p \int_{B_1} ru_r |\nabla u|^{p-2} \nabla u \cdot (\zeta^2 \nabla (\varphi^2) + \varphi^2 \nabla (\zeta^2)) dx \\
+ (n-p) \int_{B_1} |\nabla u|^p \varphi^2 \zeta^2 dx \\
\leq \int_{B_1} r u_r^2 \left\{ |\nabla u|^{p-2} \left( \zeta^2 |\nabla \varphi|^2 + \varphi^2 |\nabla \zeta|^2 + 2 \varphi \zeta \nabla \varphi \cdot \nabla \zeta \right) \\
+ (p-2) |\nabla u|^{p-4} \left( \zeta \nabla \varphi \cdot \nabla u + \varphi \nabla \zeta \cdot \nabla u \right)^2 \right\} dx.
\]

Finally, we collect all the integrals containing \( \nabla \zeta \) and we put them on the right-hand side, noticing that these are integrals over \( B_{3\rho/2} \setminus B_\rho \) and that \( |\nabla \zeta| \leq \frac{\zeta}{\rho} \leq \frac{C}{2\rho} \) in this set. Each of the remaining integrals is written as an integral over \( B_\rho \) (where \( \zeta = 1 \)) plus an integral over \( B_{3\rho/2} \setminus B_\rho \), which is placed on the right-hand side. In this way, we conclude (2.18). \( \square \)

We finally make the choice \( \varphi(x) = r^{-a/2} \) after regularizing this power function to make it Lipschitz. Note that the integrals in the following statement are finite since \( a < n \) and \( |\nabla u| \) is locally bounded (recall that \( u \in C^1 \) in \( B_1 \)).
Lemma 2.7. Let $u$ be a stable regular solution of $-\Delta_p u = f(u)$ in $B_1 \subset \mathbb{R}^n$, with $f \in C^1(\mathbb{R})$, and $a < n$. Then, for every $\rho \in (0, 2/3)$ we have

$$
(n - p - a) \int_{B_\rho} r^{-a} |\nabla u|^p \, dx + \left( pa - \frac{a^2}{4} \right) \int_{B_\rho} r^{-a} |\nabla u|^{p-2} u_r^2 \, dx
$$

$$
- \frac{a^2}{4} (p - 2) \int_{B_\rho} r^{-a} |\nabla u|^{p-4} u_r^4 \, dx
$$

$$
\leq C \int_{B_{3\rho/2} \setminus B_\rho} r^{-a} |\nabla u|^p \, dx,
$$

for some positive constant $C$ depending only on $n$, $p$, and $a$.

Proof. In (2.18), we choose $\varphi(x) = r^{-a/2}$, with $a < n$. Since $\varphi$ may not be Lipschitz, the computations must be done with a regularization of $\varphi$ in a small neighborhood of the origin. For instance, for $a > 0$ (that is how we will apply later the lemma), we take $\varphi_\varepsilon(x) := \min\{ r^{-a/2}, \varepsilon^{-a/2} \}$. Since all terms in the proof are given by integrable functions (recall that $u \in C^1(B_\rho)$), by dominated convergence we can let $\varepsilon \downarrow 0$ in all the integrals. For this reason, we directly write the computations with $\varphi$ instead of $\varphi_\varepsilon$.

Now, (2.19) follows directly from (2.18) using that

$$
\nabla \varphi = -\frac{a}{2} r^{-\frac{a}{2} - 2} x,
$$

$$
\nabla (\varphi^2) = -ar^{-a-2} x,
$$

$$
|\nabla \varphi|^2 = \frac{a^2}{4} r^{-a-2},
$$

and observing that $r = |x|$ is bounded from above and from below in $\in B_{3\rho/2} \setminus B_\rho$. \hfill \Box

We are now ready to give the

Proof of Lemma 2.1. We assume $n > p$, as well as that $n$ and $p$ satisfy (1.12). Choosing $a = n - p < n$ in (2.19), we get

$$
\left( p(n - p) - \left( \frac{n - p}{2} \right)^2 \right) \int_{B_\rho} r^{p-n} |\nabla u|^{p-2} u_r^2 \, dx
$$

$$
- (p - 2) \left( \frac{n - p}{2} \right)^2 \int_{B_\rho} r^{p-n} |\nabla u|^{p-4} u_r^4 \, dx \leq C \int_{B_{3\rho/2} \setminus B_\rho} r^{p-n} |\nabla u|^p \, dx.
$$

Now, if $p \geq 2$, we use $u_r^2 \leq |\nabla u|^2$ to obtain

$$
\left( p(n - p) - \left( \frac{n - p}{2} \right)^2 \right) \int_{B_\rho} r^{p-n} |\nabla u|^{p-2} u_r^2 \, dx
$$

$$
- (p - 2) \left( \frac{n - p}{2} \right)^2 \int_{B_\rho} r^{p-n} |\nabla u|^{p-4} u_r^4 \, dx \leq C p^{p-n} \int_{B_{3\rho/2} \setminus B_\rho} |\nabla u|^p \, dx.
$$

Instead, if $p \in (1, 2)$, we have

$$
\left( p(n - p) - \left( \frac{n - p}{2} \right)^2 \right) \int_{B_\rho} r^{p-n} |\nabla u|^{p-2} u_r^2 \, dx \leq C p^{p-n} \int_{B_{3\rho/2} \setminus B_\rho} |\nabla u|^p \, dx.
Summarizing, if \( n \) and \( p \) satisfy (1.12), then
\[
\int_{B_p} r^{p-n} |\nabla u|^{p-2} u^2_n \, dx \leq C r^{p-n} \int_{B_{3p/2} \setminus B_p} |\nabla u|^p \, dx,
\]
where \( C \) depends only on \( n \) and \( p \).

\[\square\]

3. Higher integrability

In this section we prove the key steps towards Theorem 1.3. We divide the section into two separate lemmata. The first one establishes bounds on the weighted integrals of the second derivatives of a stable solution in terms of the \( L^p \)-norm of its gradient. This lemma, as well as the second one on higher integrability for the gradient, will be improved later in Section 5 by establishing the better control with the \( L^1 \)-norm of \( u \) in the right-hand side stated in (1.16) and (1.17).

Lemma 3.1. Let \( u \) be a stable regular solution of \(-\Delta_p u = f(u) \) in \( B_1 \subset \mathbb{R}^n \), with \( f \in C^1(\mathbb{R}) \) nonnegative.

Then,
\[
\int_{B_{1/2}} |\nabla u|^{p-2} |D^2 u| \, dx \leq C \|\nabla u\|_{L^p(B_1)}^{p-1} \quad \text{if } p \geq 2
\]
and
\[
\int_{B_{1/2}} |D^2 u| \, dx \leq C \|\nabla u\|_{L^p(B_1)} \quad \text{if } p \in (1, 2),
\]
where \( C \) depends only on \( n \) and \( p \).

Proof. First, by the regularity results commented in Remark 2.2 and Stampacchia’s theorem — see [27, Theorem 6.19] — it is enough to show (3.1)-(3.2) with the integrals in their left-hand sides computed over \( B_{1/2} \cap \{|\nabla u| > 0\} \) instead of \( B_{1/2} \). In fact, as we saw in the remark, the value of the integrals does not change after changing the integration set in this way.

We choose a nonnegative function \( \eta \in C^\infty_0(B_1) \) such that \( \eta \equiv 1 \) in \( B_{1/2} \). Theorem 1.8 gives
\[
\int_{B_1 \cap \{|\nabla u| > 0\}} |\nabla u|^{p-2} \left\{|\nabla_T |\nabla u||^2 + |A|^2 |\nabla u|^2\right\} \eta^2 \, dx \leq C \int_{B_1} |\nabla u|^p \, dx,
\]
where \( C \) depends only on \( n \) and \( p \). We now use the well-known identity
\[
\sum_{i,j} u^2_{ij} - \sum_i \left( \sum_j u_{ij} \frac{u_j}{|\nabla u|} \right)^2 = |\nabla_T |\nabla u||^2 + |A|^2 |\nabla u|^2,
\]
which is proved in [37, Lemma 2.1] — see also [6, Proposition 2.2]. Plugging it in (3.3), we control\footnote{For this, express the symmetric matrix \( D^2 u \) in an orthonormal basis having \( \nabla u/|\nabla u| \) as last vector and take into account that the last column will be equal to the last row.} the weighted integral of all the second derivatives of \( u \), except from \( D^2 u[\nu, \nu] \), with a different constant \( C \) in the right-hand side of (3.3). Here and throughout the proof,
\( \nu \) denotes the normal vector to the level sets of \( u \), i.e., \( \nu = \nabla u / |\nabla u| \), which is well-defined where \( \nabla u \neq 0 \). As a consequence, we get

\[
\int_{B_1 \cap \{ |\nabla u| > 0 \}} |\nabla u|^{p-2} |D^2 u - D^2 u[\nu, \nu] | v \otimes \nu|^2 \eta^2 \, dx \leq C \int_{B_1} |\nabla u|^p \, dx. \tag{3.4}
\]

**Case 1.** Let us first assume \( p \geq 2 \). We need to show that

\[
\int_{B_{1/2 \cap \{ |\nabla u| > 0 \}}} |\nabla u|^{p-2} |D^2 u| \, dx \leq C\|\nabla u\|_{L^p(B_1)}^{p-1}. \tag{3.5}
\]

From (3.4), using Hölder’s inequality (since \( p \geq 2 \)), we deduce

\[
\int_{B_1 \cap \{ |\nabla u| > 0 \}} |\nabla u|^{p-2} |D^2 u[\nu, \nu] | v \otimes \nu|^2 \eta^2 \, dx \leq C \left( \int_{B_1} |\nabla u|^p \, dx \right)^{\frac{p}{p-1}}. \tag{3.6}
\]

Now, we use that \( -\Delta_p u \geq 0 \) in order to bound the weighted integral of \( |D^2 u[\nu, \nu]| \). We claim that

\[
\int_{B_1 \cap \{ |\nabla u| > 0 \}} |\nabla u|^{p-2} |D^2 u[\nu, \nu] | |^2 \, dx \leq C\|\nabla u\|_{L^p(B_1)}^{p-1}, \tag{3.7}
\]

where \( C \) depends only on \( n \) and \( p \). To establish this, we start from the identity

\[
\Delta_p u = \text{div} \left( |\nabla u|^{p-2} \nabla u \right) = |\nabla u|^{p-2} \Delta u + (p-2) |\nabla u|^{p-2} \sum_{i,j} \frac{u_{ij} u_{ij}}{|\nabla u|^2} \tag{3.8}
\]

\[
= (p-1) |\nabla u|^{p-2} D^2 u[\nu, \nu] + |\nabla u|^{p-2} \text{tr} \left( D^2 u[\nu \otimes \nu ^\perp] \right). \tag{3.9}
\]

From this, we express \( (p-1) |\nabla u|^{p-2} D^2 u[\nu, \nu] \) as the difference of two terms, we then take absolute values, and we integrate over \( B_{1/2 \cap \{ |\nabla u| > 0 \}} \). Using that

\[
|\text{tr} \left( D^2 u[\nu \otimes \nu ^\perp] \right)| \leq C |D^2 u - D^2 u[\nu, \nu] | v \otimes \nu| \tag{3.10}
\]

we conclude

\[
(p-1) \int_{B_{1/2 \cap \{ |\nabla u| > 0 \}}} |\nabla u|^{p-2} |D^2 u[\nu, \nu]| \, dx \leq \int_{B_{1/2 \cap \{ |\nabla u| > 0 \}}} |\Delta_p u| \, dx + C \int_{B_{1/2 \cap \{ |\nabla u| > 0 \}}} |\nabla u|^{p-2} |D^2 u - D^2 u[\nu, \nu] | v \otimes \nu| \, dx. \tag{3.11}
\]

We now use Lemma \( A.1 \) (which is based on the fact that \( -\Delta_p u \geq 0 \)) and Hölder’s inequality to get

\[
\int_{B_{1/2}} |\Delta_p u| \, dx \leq C\|\nabla u\|_{L^p(B_1)}^{p-1}. \tag{3.12}
\]

At this point, using (3.10), (3.6), and (3.11), we obtain (3.7). Finally, combining (3.6) with (3.7), the proof of (3.5) is finished.

**Case 2.** Now we assume \( p \in (1, 2) \). We need to prove that

\[
\int_{B_{1/2 \cap \{ |\nabla u| > 0 \}}} |D^2 u| \, dx \leq C\|\nabla u\|_{L^p(B_1)}. \tag{3.13}
\]
First, choosing again a function $\eta \in C^\infty_c(B_1)$ with $\eta \equiv 1$ in $B_{1/2}$, we observe that
\[
\int_{B_1 \cap \{|\nabla u| > 0\}} |D^2 u - D^2 u[\nu, \nu] \nu \otimes \nu| \eta^2 \, dx \\
\leq \left( \int_{B_1 \cap \{|\nabla u| > 0\}} |\nabla|^p \left| D^2 u - D^2 u[\nu, \nu] \nu \otimes \nu \right| \eta^2 \, dx \right)^{\frac{1}{p}} \left( \int_{B_1} |\nabla|^{2-p} \eta^2 \, dx \right)^{\frac{1}{2-p}}.
\]
Now, using (3.4) and Hölder’s inequality on the last integral (note that $p/(2-p) > 1$), we obtain
\[
\int_{B_1 \cap \{|\nabla u| > 0\}} |D^2 u - D^2 u[\nu, \nu] \nu \otimes \nu| \eta^2 \, dx \leq C \left( \int_{B_1} |\nabla|^p \, dx \right)^{\frac{1}{p}}. \tag{3.13}
\]
At this point, in order to prove (3.12), it only remains to control the $L^1$-norm of $D^2 u[\nu, \nu]$. Since we are working in the set of regular points $\{ x \in B_1 : |\nabla u| > 0 \}$, we can write identity (3.8) as
\[
|\nabla|^p \Delta_p u = (p - 1) D^2 u[\nu, \nu] + \text{tr} \left( D^2 u[\nu^+ \otimes \nu^+] \right). \tag{3.14}
\]
Having $\Delta_p u \leq 0$ and $|\text{tr} \left( D^2 u[\nu^+ \otimes \nu^+] \right)| \leq C |D^2 u - D^2 u[\nu, \nu] \nu \otimes \nu|$ as in Case 1, from (3.13) and (3.14) we deduce that
\[
\int_{B_1 \cap \{|\nabla u| > 0\}} D^2 u[\nu, \nu] \eta^2 \, dx \leq C \| \nabla u \|_{L^p(B_1)}. \tag{3.15}
\]
Next, since $\Delta u = \text{tr} \left( D^2 u[\nu^+ \otimes \nu^+] \right) + D^2 u[\nu, \nu]$, we can reformulate (3.14) as
\[
-|\nabla|^p \Delta_p u = (2 - p) D^2 u[\nu, \nu] - \Delta u.
\]
After multiplying this identity by $\eta^2$ and integrating it over $B_1 \cap \{|\nabla u| > 0\}$, we can use (3.15), an integration by parts, and Hölder’s inequality, to get
\[
\int_{B_1 \cap \{|\nabla u| > 0\}} |\nabla|^p |\Delta_p u| \eta^2 \, dx = -\int_{B_1 \cap \{|\nabla u| > 0\}} |\nabla|^p \Delta_p u \eta^2 \, dx \\
= (2 - p) \int_{B_1 \cap \{|\nabla u| > 0\}} D^2 u[\nu, \nu] \eta^2 \, dx - \int_{B_1} \Delta u \eta^2 \, dx \tag{3.16}
\]
\[
\leq C \| \nabla u \|_{L^p(B_1)} + \int_{B_1} \nabla u \cdot \nabla \eta^2 \, dx \leq C \| \nabla u \|_{L^p(B_1)}.
\]
Finally, isolating $D^2 u[\nu, \nu]$ in identity (3.14), taking absolute values, and using the bounds (3.9), (3.13), and (3.16), we conclude
\[
\int_{B_1 \cap \{|\nabla u| > 0\}} |D^2 u[\nu, \nu]| \eta^2 \, dx \\
\leq C \int_{B_1 \cap \{|\nabla u| > 0\}} |D^2 u - D^2 u[\nu, \nu] \nu \otimes \nu| \eta^2 \, dx + \int_{B_1 \cap \{|\nabla u| > 0\}} |\nabla|^p |\Delta_p u| \eta^2 \, dx \\
\leq C \| \nabla u \|_{L^p(B_1)}.
\]
This and (3.13) finish the proof of (3.12). \(\square\)
The following lemma establishes a control over the $L^{p+\gamma}$-norm of the gradient of $u$ in terms of its $L^p$-norm in a larger ball, for some $\gamma > 0$, proving inequality (1.27). An alternative proof of this result, relying on the Michael-Simon and Allard inequality, is presented in Appendix B. The ranges of values of $\gamma$ obtained in both proofs will be given later in Remark 3.3.

**Lemma 3.2.** Let $u$ be a stable regular solution of $-\Delta p u = f(\nu)$ in $B_1 \subset \mathbb{R}^n$, with $f \in C^1(\mathbb{R})$ nonnegative. Then,

$$\|\nabla u\|_{L^{p+\gamma}(B_{1/2})} \leq C\|\nabla u\|_{L^p(B_1)},$$

(3.17)

for some positive constants $\gamma$ and $C$ depending only on $n$ and $p$.

**Proof.** Without loss of generality, we can assume that

$$\|\nabla u\|_{L^p(B_1)} = 1,$$

which will be useful later, in Step 3 of the proof. Let $\eta \in C_c^\infty(B_1)$ be a nonnegative function such that $\eta \equiv 1$ in $B_{1/2}$. We divide the proof of (3.17) in three steps.

**Step 1.** We claim that we can control the $L^1$-norm of the $(p + 1)$-Laplacian of $u$ in terms of a constant depending only on $n$ and $p$ (after multiplying by the cut-off function $\eta^2$), i.e.,

$$\int_{B_1} |\text{div} (|\nabla u|^{p-1} \nabla u)| \eta^2 \, dx \leq C.$$  

(3.18)

For this, we first note that $|\text{div} (|\nabla u|^{p-1} \nabla u)| \eta^2$ is integrable in $B_1$. This follows from

$$\int_{B_1} |\nabla u|^{p-1} |D^2 u| \eta^2 \, dx \leq \int_{B_1} |\nabla u|^{p-2} |D^2 u| |\nabla u|^2 \eta^2 \, dx \leq C \left( \int_{B_1} |\nabla u|^{p-2} |D^2 u|^2 \eta^2 \, dx \right)^{\frac{1}{2}} \left( \int_{B_1} |\nabla u|^p \, dx \right)^{\frac{1}{2}},$$

and the fact that $\nabla u \in W^{1,2}_{\sigma,\text{loc}}(B_1)$, where the $W^{1,2}_{\sigma}$-norm is defined in (1.3) — see Remark 2.2. In this way, the left-hand side of (3.18) is well-defined and we will be able to integrate by parts later in (3.23).

Next, we use the identities

$$\text{div} (|\nabla u|^{p-1} \nabla u) = |\nabla u| \Delta_p u + |\nabla u|^{p-1} D^2 u[\nu, \nu]$$

(3.19)

and, from (3.8),

$$(p - 1) |\nabla u|^{p-1} D^2 u[\nu, \nu] = |\nabla u| \Delta_p u - |\nabla u|^{p-1} \text{tr} \left( D^2 u_{|\nu} \otimes \nu \right).$$

(3.20)

Observe that we can combine them to obtain

$$(p - 1) \text{div} (|\nabla u|^{p-1} \nabla u) = p |\nabla u| \Delta_p u - |\nabla u|^{p-1} \text{tr} \left( D^2 u_{|\nu} \otimes \nu \right).$$

(3.21)

After multiplying identity (3.20) by $\eta^2$ and integrating it over $B_1$, we use that $\Delta_p u \leq 0$ and $|\text{tr} \left( D^2 u_{|\nu} \otimes \nu \right)| \leq C|D^2 u - D^2 u_{|\nu} \otimes \nu|$ to deduce

$$(p - 1) \int_{B_1} |\nabla u|^{p-1} D^2 u[\nu, \nu] \eta^2 \, dx \leq C \int_{B_1} |\nabla u|^{p-1} |D^2 u - D^2 u_{|\nu} \otimes \nu| \eta^2 \, dx.$$
Now, multiplying identity (3.19) by $\eta$ and integrating it over $B_1$ we get
\[
-\int_{B_1} |\nabla u| \Delta_p u \eta^2 \, dx = \int_{B_1} |\nabla u|^{p-1} D^2 u [\nu, \nu] \eta^2 \, dx - \int_{B_1} \text{div} \left( |\nabla u|^{p-1} \nabla u \right) \eta^2 \, dx
\]
\[
\leq C + \int_{B_1} |\nabla u|^{p-1} \nabla u \cdot \nabla \eta^2 \, dx \leq C,
\]
where we used (3.22) to control the first term in the right-hand side of the identity and we integrated by parts the second one.

Finally, taking absolute values in (3.21), using $|\text{tr} \left( D^2 u [\nu ] \otimes [\nu ] \right) | \leq C |D^2 u - D^2 u [\nu ] \otimes [\nu ]|$ and $-\Delta_p u \geq 0$, we obtain
\[
(p - 1) \int_{B_1} |\text{div} \left( |\nabla u|^{p-1} \nabla u \right) | \eta^2 \, dx
\]
\[
\leq -p \int_{B_1} |\nabla u| \Delta_p u \eta^2 \, dx + C \int_{B_1} |\nabla u|^{p-1} |D^2 u - D^2 u [\nu ] \otimes [\nu ]| \eta^2 \, dx.
\]
This, together with (3.22) and (3.23), proves (3.18).

**Step 2.** We show that
\[
\int_{\{u=t\} \cap B_{1/2}} |\nabla u|^p \, d\mathcal{H}^{n-1} \leq C \quad \text{for a.e. } t \in \mathbb{R},
\]
where $C$ is a constant depending only on $n$ and $p$. For this purpose, we claim that
\[
\int_{\{u=t\} \cap B_{1/2}} |\nabla u|^p \, d\mathcal{H}^{n-1} \leq \int_{\{u=t\} \cap B_1} |\nabla u|^p \eta^2 \, d\mathcal{H}^{n-1}
\]
\[
= -\int_{\{u>t\} \cap B_1} \text{div} \left( |\nabla u|^{p-1} \nabla u \eta^2 \right) \, d\mathcal{H}^{n-1}.
\]
This, together with (3.18), will give (3.24). Hence, we are left with proving the equality in (3.25).

To show (3.25), note that we cannot use Sard’s theorem (since the function $u$ is only $C^{1,\vartheta}$) to ensure the regularity of the level sets in (3.25). For this reason, we must be careful in integrating by parts in the equality of (3.25). To do it properly, we take a smooth approximation $s \mapsto K_\varepsilon(s)$ of the characteristic function of $\mathbb{R}_+$ in such a way that $K_\varepsilon'(s) \to^* \delta_0$ as $\varepsilon \to 0$. Recall that in Step 1 we have proved that $|\text{div} \left( |\nabla u|^{p-1} \nabla u \right) | \eta^2 \in L^1( B_1)$. Hence, for every $t \in \mathbb{R}$,
\[
-\int_{B_1} K_\varepsilon(u - t) \text{div} \left( |\nabla u|^{p-1} \nabla u \eta^2 \right) \, dx = \int_{B_1} K_\varepsilon'(u - t) |\nabla u|^{p+1} \eta^2 \, dx
\]
\[
= \int_{\mathbb{R}} K_\varepsilon'(\tau - t) \left( \int_{\{u=\tau\} \cap B_1} |\nabla u|^p \eta^2 \, d\mathcal{H}^{n-1} \right) \, d\tau,
\]
where, in the last step, we applied the coarea formula — see [11, Lemma A.2] for a precise statement. Now, since \( u \in C^{1,\gamma}(B_1) \) we have that \( \int_{B_1} |\nabla u|^{p+1} \eta^2 \, dx < +\infty \) and hence the function \( \tau \mapsto \int_{\{u=t\}\cap B_1} |\nabla u|^p \eta^2 \, d\mathcal{H}^{n-1} \) belongs to \( L^1(\mathbb{R}) \). Thus, since a.e. \( t \in \mathbb{R} \) is a Lebesgue point for this \( L^1(\mathbb{R}) \) function, for such values of \( t \) we let \( \varepsilon \downarrow 0 \) and conclude the equality in (3.25).

**Step 3.** Here we conclude the proof of the lemma. By the Sobolev-Poincaré inequality, there exists an exponent \( m > p \), depending only on \( n \) and \( p \), such that

\[
\left( \int_{B_1} |u - \bar{u}|^m \, dx \right)^{\frac{1}{m}} \leq C \left( \int_{B_1} |\nabla u|^p \, dx \right)^{\frac{1}{p}} = C,
\]

(3.26)

where \( \bar{u} = \frac{1}{B_1} \int_{B_1} u \, dx \). Thus, using the coarea formula, we obtain

\[
\int \frac{dt}{\mathbb{R}} \int_{\{u=t\}\cap B_1 \cap \{|\nabla u| > 0\}} |t - \bar{u}|^m |\nabla u|^{-1} \, dx = \int_{B_1 \cap \{|\nabla u| > 0\}} |u - \bar{u}|^m \, dx \leq C.
\]

(3.27)

Since \( m > p \), we can choose \( q > 1 \) and \( \theta \in (0, \frac{1}{p+1}) \) such that

\[
\frac{m}{q} = \frac{1 - \theta}{\theta},
\]

and thus \( m\theta - q(1 - \theta) = 0 \). Defining \( h(t) := \max\{1, |t - \bar{u}|\} \), and using the coarea formula and Hölder’s inequality, we get

\[
\int_{B_{1/2}} |\nabla u|^{(p+1)(1-\theta)} \, dx = \int \frac{dt}{\mathbb{R}} \int_{\{u=t\}\cap B_{1/2} \cap \{|\nabla u| > 0\}} h(t)^{m\theta-q(1-\theta)} |\nabla u|^{p(1-\theta)-\theta} \, d\mathcal{H}^{n-1}
\]

\[
\leq \left( \int \frac{dt}{\mathbb{R}} \int_{\{u=t\}\cap B_{1/2} \cap \{|\nabla u| > 0\}} h(t)^{m} |\nabla u|^{-1} \, d\mathcal{H}^{n-1} \right)^{\frac{m}{\theta}}
\]

\[
\cdot \left( \int \frac{dt}{\mathbb{R}} \int_{\{u=t\}\cap B_{1/2} \cap \{|\nabla u| > 0\}} h(t)^{-q} |\nabla u|^{p} \, d\mathcal{H}^{n-1} \right)^{1-\frac{m}{q}}.
\]

We observe that \( \int \frac{dt}{\mathbb{R}} h(t)^{-q} dt < +\infty \) since \( q > 1 \), and hence by (3.24) we have that

\[
\int \frac{dt}{\mathbb{R}} h(t)^{-q} \int_{\{u=t\}\cap B_{1/2}} |\nabla u|^p \, d\mathcal{H}^{n-1} \leq C \int \frac{dt}{\mathbb{R}} h(t)^{-q} \, dt \leq C.
\]

On the other hand, using the definition of \( h(t) \) and (3.27), we have

\[
\int \frac{dt}{\mathbb{R}} \int_{\{u=t\}\cap B_1 \cap \{|\nabla u| > 0\}} h(t)^{m} |\nabla u|^{-1} \, d\mathcal{H}^{n-1}
\]

\[
\leq \int \frac{dt}{\mathbb{R}} \int_{\{u=t\}\cap B_1 \cap \{|\nabla u| > 0\}} |\nabla u|^{-1} \, d\mathcal{H}^{n-1} + C \leq |B_1| + C.
\]

Therefore, we have established that

\[
\int_{B_{1/2}} |\nabla u|^{(p+1)(1-\theta)} \, dx \leq C.
\]
Since $\theta \in (0, \frac{1}{p+1})$, we have that $(p + 1)(1 - \theta) > p$. This proves (3.17) for some $\gamma > 0$ depending only on $n$ and $p$.

\[ \boxed{\gamma < \frac{p^2}{np + n - p}} \quad \text{when } n > p, \]
\[ \gamma < 1 \quad \text{when } n \leq p, \]

is allowed.

Instead, the alternative proof of Lemma 3.2 presented in Appendix B, which is based on the Michael-Simon and Allard inequality, gives

\[ \left\{ \begin{array}{ll}
\gamma = \frac{2(p-1)}{n-1} & \text{when } n \geq 4, \\
\gamma = \frac{2(p-1)}{3} & \text{when } n \leq 3.
\end{array} \right. \]

Note that, depending on the values of $n$ and $p$, the highest value of $\gamma$ can be given either by the first proof or by the second one. However, we recall that, for the scope of the present paper, we only need to know that inequality (3.17) — and hence later also (1.10) — hold for some $\gamma > 0$ depending only on $n$ and $p$.

4. The weighted radial derivative controls the full gradient

In this section we prove a lemma that gives, under a doubling assumption on $|\nabla u|^p \, dx$, a control of the $L^p$-norm of $\nabla u$ by the weighted $L^2$-norm of the radial derivative of $u$. It is stated next. We will use it as a key tool in the proof of Theorem 1.1 combining it with the key estimate (2.1) for stable solutions that we proved in Section 2.

**Lemma 4.1.** Let $u$ be a stable regular solution of $-\Delta_p u = f(u)$ in $B_2 \subset \mathbb{R}^n$, with $f \in C^1(\mathbb{R})$ nonnegative. Assume that

\[ \int_{B_1} |\nabla u|^p \, dx \geq \delta \int_{B_2} |\nabla u|^p \, dx, \]

for some $\delta > 0$. Then,

\[ \int_{B_{3/2}} |\nabla u|^p \, dx \leq C_{\delta} \int_{B_{3/2} \setminus B_1} |\nabla u|^{p-2} u_r^2 \, dx, \]

where $C_{\delta}$ depends only on $n$, $p$, and $\delta$.

**Proof.** Assume the result to be false. Then, there exist $\delta > 0$ and a sequence of stable regular solutions $(u_k)_k$ to $-\Delta_p u_k = f_k(u_k)$ in $B_2$, for a sequence of nonnegative $C^1$ nonlinearities $f_k$, such that

\[ \int_{B_1} |\nabla u_k|^p \, dx \geq \delta \int_{B_2} |\nabla u_k|^p \, dx, \quad (4.1) \]
\[ \int_{B_{3/2}} |\nabla u_k|^p \, dx = 1, \quad (4.2) \]

\footnote{Take for instance $n = 4$ and $p = 2$, and then $n = 3$ and $p = 3/2$.}
and
\[
\lim_{k \to \infty} \int_{B_{3/2} \setminus B_1} |\nabla u_k|^{p-2} (\partial_r u_k)^2 \, dx = 0. \tag{4.3}
\]

As a consequence of (4.1) and (4.2), we have
\[
\int_{B_2} |\nabla u_k|^p \, dx \leq \frac{1}{\delta} \int_{B_1} |\nabla u_k|^p \, dx \leq \frac{1}{\delta} \int_{B_{3/2}} |\nabla u_k|^p \, dx = \frac{1}{\delta} \leq C, \tag{4.4}
\]
and, using Lemma 3.2 (properly rescaled) together with a covering argument, we deduce
\[
\int_{B_{3/2}} |\nabla u_k|^{p+\gamma} \, dx \leq C \tag{4.5}
\]
for some \(\gamma > 0\).

Hence, the sequence of \(p\)-superharmonic functions
\[
v_k := u_k - \int_{B_2} u_k \, dx
\]
satisfies, thanks to Hölder’s and Poincaré inequalities combined with (4.4),
\[
\|v_k\|_{L^1(B_2)} \leq C \|v_k\|_{L^p(B_2)} \leq C. \tag{4.6}
\]
In addition, thanks to (4.2), (4.4), (4.5), and (4.3), the sequence \((v_k)_k\) satisfies
\[
\|\nabla v_k\|_{L^p(B_{3/2})} = 1, \quad \|\nabla v_k\|_{L^p(B_2)} \leq C, \quad \|\nabla v_k\|_{L^{p+\gamma}(B_{3/2})} \leq C, \tag{4.7}
\]
and
\[
\lim_{k \to \infty} \int_{B_{3/2} \setminus B_1} |\nabla v_k|^{p-2} (\partial_r v_k)^2 \, dx = 0. \tag{4.8}
\]
By (4.6) and (4.7), the sequence \((v_k)_k\) is bounded in \(W^{1,p}(B_{3/2})\), thus it weakly converges in \(W^{1,p}(B_{3/2})\) to a limit \(v_\infty \in W^{1,p}(B_{3/2})\), up to a subsequence. Next, we claim that, up to a subsequence, we have
\[
v_k \rightharpoonup v_\infty \quad \text{strongly in } W^{1,p}(B_{3/2}). \tag{4.9}
\]
To prove this we have to distinguish whether \(p \geq 2\) or \(p \in (1, 2)\).

**Case 1.** We start by assuming \(p \geq 2\). Besides \(\|\nabla v_k\|_{L^p(B_{3/2})} = 1\), we also have, using Lemma 3.1 (properly rescaled and combined with a covering argument) and (4.7), that
\[
\|\nabla v_k\|_{L^1(B_{3/2})} \leq C \|\nabla v_k\|_{L^p(B_2)} \leq C,
\]
where \(C\) does not depend on \(k\). Therefore, we can apply Lemma A.2 (rescaled from \(B_1\) to \(B_{3/2}\)) to every component of \(\nabla v_k\) and deduce that, up to subsequence, \(\nabla v_k\) converges strongly in \(L^{p-1}(B_{3/2})\) to \(\nabla v_\infty\), where \(v_\infty\) was the \(W^{1,p}(B_{3/2})\) weak limit of \((v_k)_k\). Combining this with the Poincaré inequality, we deduce that, up to a subsequence,
\[
v_k \rightharpoonup v_\infty \quad \text{strongly in } W^{1,p-1}(B_{3/2}). \tag{4.10}
\]
In addition, by (4.7) we know that
\[
\|\nabla v_k\|_{L^{p+\gamma}(B_{3/2})} \leq C,
\]
for some \(\gamma > 0\). Since \(p - 1 < p < p + \gamma\), combining this bound with (4.10), claim (4.9) follows for \(p \geq 2\).
\textbf{Case 2.} When $p \in (1, 2)$, from Lemma 3.1 (properly rescaled and combined with a covering argument) and (4.7) it follows that
\[
\int_{B_{3/2}} |D^2 v_k| \, dx \leq C \|\nabla v_k\|_{L^p(B_2)} \leq C.
\]
Thus, the sequence $(\nabla v_k)_k$ is uniformly bounded in $W^{1,1}(B_{3/2})$. From the compactness of the immersion $W^{1,1}(B_{3/2}) \hookrightarrow L^1(B_{3/2})$, up to a subsequence we have that
\[
v_k \rightharpoonup v_\infty \quad \text{strongly in } W^{1,1}(B_{3/2}).
\]
We finally combine this convergence with the last bound in (4.7) to deduce (4.9) for $p \in (1, 2)$.

In the rest of the proof we do not need to distinguish whether $p$ is above or below 2. As a consequence of (4.7), (4.8), and (4.9), we claim that $v_\infty \in W^{1,p}(B_{3/2})$, $v_\infty$ is weakly $p$-superharmonic,
\[
\|\nabla v_\infty\|_{L^p(B_{3/2})} = 1, \quad \text{and} \quad \partial_r v_\infty = 0 \quad \text{a.e. in } B_{3/2} \setminus B_1.
\]
To prove the last statement, we use the inequality
\[
|a|^{p-2}(a \cdot \sigma)^2 - |b|^{p-2}(b \cdot \sigma)^2| \leq C(|a| + |b|)^{p-1}|a - b| \quad \text{for all } a \text{ and } b \text{ in } \mathbb{R}^n
\]
and all $\sigma \in \mathbb{R}^n$ satisfying $|\sigma| = 1$, where $C$ is a constant depending only on $n$ and $p$. The inequality is easily proved controlling the derivative of the function $c \in \mathbb{R}^n \mapsto |c|^{p-2}(c \cdot \sigma)^2$ along the segment joining $a$ and $b$ by $C(|a| + |b|)^{p-1}$. From it, we see that
\[
\int_{B_{3/2} \setminus B_1} \left| |\nabla v_k|^{p-2}(\partial_r v_k)^2 - |\nabla v_\infty|^{p-2}(\partial_r v_\infty)^2 \right| \, dx \\
\leq C \int_{B_{3/2} \setminus B_1} \left( |\nabla v_k| + |\nabla v_\infty| \right)^{p-1} |\nabla v_k - \nabla v_\infty| \, dx,
\]
and using Hölder’s inequality and that $\nabla v_k \to \nabla v_\infty$ in $L^p(B_{3/2})$, we get that the above integrals converge to 0. As a consequence, by (4.8), we conclude that $\partial_r v_\infty = 0$ a.e. in $B_{3/2} \setminus B_1$.

Let now $v$ be the $p$-harmonic function in $B_{3/2} \setminus B_1$ such that $v - v_\infty \in W^{1,p}_0(B_{3/2} \setminus B_1)$. Note that $v$ exists and it is unique — see, e.g., [29, Theorem 2.16]. By the weak comparison principle for the $p$-Laplacian, we have that
\[
v_\infty \geq v \quad \text{in } B_{3/2} \setminus B_1.
\]
Now, since $v \in C^0(\overline{B}_{11/8} \setminus B_{9/8})$, we have that
\[
c_0 := \inf_{B_{11/8} \setminus B_{9/8}} v_\infty \geq \min_{\overline{B}_{11/8} \setminus B_{9/8}} v > -\infty.
\]
In addition, by the 0-homogeneity of $v_\infty$ in $B_{3/2} \setminus B_1$, we will have
\[
c_0 = \inf_{B_{11/8} \setminus B_{9/8}} v_\infty = \inf_{B_{1/8}(x_0)} \inf_{B_{1/16}(x_0)} v_\infty = \inf_{B_{1/16}(x_0)} v_\infty
\]
for some point $x_0 \in \partial B_{10/8}$. Now, the weak Harnack inequality applied to the $p$-superharmonic function $v_\infty - c_0$, which is nonnegative in $B_{1/8}(x_0)$ — see, e.g., [29, Corollary 3.18] — gives that $v_\infty - c_0 \equiv 0 \in B_{1/16}(x_0)$, since its infimum in the ball of half radius $B_{1/16}(x_0)$ is zero. As a consequence, we can now repeat the same argument with $x_0$ replaced by any other
point on $B_{1/16}(x_0) \cap \partial B_{10/8}$. This, together with a covering argument, leads to $v_\infty \equiv c_0$ in $B_{18/16} \setminus B_{18/16 - 16}$. In addition, since $\partial_r v_\infty \equiv 0$ in $B_{3/2} \setminus B_1$, we deduce that

$$v_\infty \equiv c_0 \text{ a.e. in } B_{3/2} \setminus B_1. \quad (4.11)$$

In particular, we have proved that $v_\infty|_{\partial B_1} = c_0$. Thus, by the weak comparison principle for $p$-superharmonic functions we get $v_\infty \geq c_0$ in $B_{3/2}$. Combining this with (4.11), and again by the weak Harnack inequality for $p$-superharmonic functions, we obtain that

$$v_\infty \equiv c_0 \text{ a.e. in } B_{3/2} \setminus B_1.$$  

This is a contradiction with $\|\nabla v_\infty\|_{L^p(B_{3/2})} = 1$ and finishes the proof of the lemma.  

5. Interior estimates. Global estimates in convex domains

We report here the following general lemma from [11, Lemma 3.2]. We refer to the cited paper for its proof.

**Lemma 5.1** (Cabré, Figalli, Ros-Oton, Serra [11]). Let $\{a_j\}_{j \geq 0}$ and $\{b_j\}_{j \geq 0}$ be two sequences of nonnegative numbers satisfying $a_0 \leq M$, $b_0 \leq M$, $b_j \leq b_{j-1}$ and $a_j + b_j \leq La_j - 1$ for all $j \geq 1$, and

if $a_j \geq \frac{1}{2}a_{j-1}$ then $b_j \leq L(b_{j-1} - b_j)$ for all $j \geq 1$,

for some positive constants $M$ and $L$. Then there exist $\theta \in (0, 1)$ and $C > 0$, depending only on $L$, such that

$$b_j \leq CM\theta^j \quad \text{for all } j \geq 0.$$  

With this lemma and a new interpolation inequality adapted to the $p$-Laplace operator — that we establish in Appendix A; see Proposition A.3 — we are able to prove our main result.

**Proof of Theorem 1.1** We split the proof into three steps.

1. **Step 1.** With the aim of proving the higher integrability estimate (1.10), we first claim that in every dimension $n$

$$\|\nabla u\|_{L^p(B_{1/2})} \leq C\|u\|_{L^1(B_1)}, \quad (5.1)$$

where $C$ depends only on $n$ and $p$. In order to prove this inequality, we have to distinguish whether $p$ is above or below 2.

1. **Case 1.** We start by assuming $p \geq 2$ and we pick $\gamma > 0$ given by Lemma 3.2. By interpolation and that lemma, we obtain

$$\|\nabla u\|_{L^p(B_{1/2})} \leq \|\nabla u\|^{\theta}_{L^{p+\gamma}(B_{1/2})}\|\nabla u\|^{1-\theta}_{L^{p-1}(B_{1/2})} \leq C\|\nabla u\|^{\theta}_{L^p(B_{1/2})}\|\nabla u\|^{1-\theta}_{L^{p-1}(B_{1/2})}$$

for some $\theta \in (0, 1)$ depending only on $n$ and $p$. From this estimate, we use Young’s inequality and apply the new interpolation inequality of Proposition A.3 in each cube (of universal size) in a family of cubes covering $B_{1/2}$ and contained in $B_{3/4}$ — note that the proposition can
be applied by the regularity shown in Remark 2.2. Adding the inequalities obtained in each cube, we deduce

\[ \|\nabla u\|_{L^p(B_{1/2})}^{p-1} \leq \tilde{\varepsilon} \|\nabla u\|_{L^p(B_{1})}^{p-1} + \frac{C}{\varepsilon^a} \|\nabla u\|_{L^{p-1}(B_{1/2})}^{p-1}, \]

for every \( \varepsilon > 0 \) and \( \tilde{\varepsilon} > 0 \), where \( a > 0 \) and \( C \) depend only on \( n \) and \( p \). Now, we apply (3.1) (after a covering and rescaling argument, to replace \( B_{1/2} \) by \( B_{3/4} \) on its left-hand side) and choose \( \varepsilon \) such that \( C\varepsilon /\tilde{\varepsilon}^a = \varepsilon \), to get

\[ \|\nabla u\|_{L^p(B_{1/2})}^{p-1} \leq \tilde{\varepsilon} \|\nabla u\|_{L^p(B_{1})}^{p-1} + \frac{C}{\varepsilon^a} \left( \varepsilon \|\nabla u\|_{L^p(B_{1})}^{p-1} + C\varepsilon^{1-p} \|u\|_{L^{p-1}(B_{1})}^{p-1} \right), \]

for every \( \tilde{\varepsilon} > 0 \), where \( b > 0 \) depends only on \( n \) and \( p \).

We now apply this estimate to the functions \( u_{\rho,y}(x) := u(y + \rho x) \) for \( B_{\rho}(y) \subset B_{1} \); note that all these functions are stable regular solutions to a \( p \)-Laplace equation with nonnegative nonlinearity. We obtain that

\[ \rho^{\frac{n}{p-1} + p} \int_{B_{\rho/2}(y)} |\nabla u|^p \, dx \]

\[ \leq C \varepsilon^{\frac{n}{p-1}} \rho^{\frac{n}{p-1} + p} \int_{B_{\rho}(y)} |\nabla u|^p \, dx + \frac{C}{\varepsilon^{\frac{n}{p-1}}} \left( \int_{B_{\rho}(y)} |u|^{p-1} \, dx \right)^\frac{p}{p-1}, \]

for every \( \varepsilon > 0 \), where the constant \( C \) depends only on \( n \) and \( p \). By Lemma A.4 applied with \( S(B) := \|\nabla u\|_{L^p(B)}^{p} \) and \( \beta = \frac{n}{p-1} + p \), we deduce that for every \( p \geq 2 \) and dimension \( n \) we have

\[ \|\nabla u\|_{L^p(B_{1/2})} \leq C \|u\|_{L^{p-1}(B_{1})}. \]  

(5.2)

If \( p = 2 \) estimate (5.2) coincides with our claim (5.1). Therefore, we may assume \( p > 2 \) and apply (5.2) to \( u - \overline{u} \), where \( \overline{u} := \frac{1}{B_1} \int_{B_1} u \, dx \). By interpolation, we get

\[ \|\nabla u\|_{L^p(B_{1/2})} \leq C \|u - \overline{u}\|_{L^{p-1}(B_{1})}, \]

\[ \leq C \|u - \overline{u}\|_{L^p(B_{1})}^{1-\nu} \|u - \overline{u}\|_{L^1(B_{1})}^{\nu}, \]

for some \( \nu \in (0,1) \) depending only on \( p \). Using Young’s inequality and the fact that \( \|u - \overline{u}\|_{L^1(B_{1})} \leq 2 \|u\|_{L^1(B_{1})} \), we get

\[ \|\nabla u\|_{L^p(B_{1/2})} \leq \tilde{\varepsilon} \|u - \overline{u}\|_{L^p(B_{1})} + \frac{C}{\varepsilon^{\tilde{a}}} \|u\|_{L^1(B_{1})}^{\tilde{a}}, \]

for some \( \tilde{a} > 0 \) depending only on \( p \). Finally, Poincaré inequality gives

\[ \|\nabla u\|_{L^p(B_{1/2})} \leq C\varepsilon \|\nabla u\|_{L^p(B_{1})} + \frac{C}{\varepsilon^{\tilde{a}}} \|u\|_{L^1(B_{1})}, \]
for every $\varepsilon > 0$, where $C$ depends only on $n$ and $p$. Applying this estimate to rescaled and translated versions of $u$, as before, by Lemma A.4, we conclude (5.1) for $p > 2$.

Case 2. Let us assume now $p \in (1,2)$. Similarly to the previous case, by interpolation and Lemma 3.2, we obtain

$$\|\nabla u\|_{L^p(B_{1/2})} \leq \|\nabla u\|^{\tau}_{L^{p+\gamma}(B_{1/2})} \|\nabla u\|_{L^1(B_{1/2})}^{1-\tau} \leq C\|\nabla u\|_{L^p(B_{1/2})} \|\nabla u\|_{L^1(B_{1/2})}^{1-\tau}$$

for some $\tau \in (0,1)$ and $C$ depending only on $n$ and $p$. Now, by Young’s inequality and the interpolation inequality [26, Theorem 7.28], we deduce that

$$\|\nabla u\|_{L^p(B_{1/2})} \leq \tilde{\varepsilon}\|\nabla u\|_{L^p(B_1)} + \frac{C}{\varepsilon}\|\nabla u\|_{L^1(B_{1/2})} \leq \tilde{\varepsilon}\|\nabla u\|_{L^p(B_1)} + \frac{C}{\varepsilon}\left(\varepsilon\int_{B_{1/2}} |D^2 u| \, dx + C\varepsilon^{-1}\|u\|_{L^1(B_{1/2})}\right),$$

for every $\varepsilon > 0$ and $\tilde{\varepsilon} > 0$, where $c > 0$ and $C$ depend only on $n$ and $p$. Applying (3.2) and choosing $\varepsilon$ such that $C\varepsilon/\tilde{\varepsilon} = \tilde{\varepsilon}$, we get

$$\|\nabla u\|_{L^p(B_{1/2})} \leq \tilde{\varepsilon}\|\nabla u\|_{L^p(B_1)} + \frac{C}{\varepsilon}\left(\varepsilon\|\nabla u\|_{L^p(B_1)} + C\varepsilon^{-1}\|u\|_{L^1(B_{1/2})}\right) \leq 2\varepsilon\|\nabla u\|_{L^p(B_1)} + C\varepsilon^{-d}\|u\|_{L^1(B_{1/2})},$$

where $d > 0$ depends only on $n$ and $p$. From this inequality applied at all scales (as before), by Lemma A.4 we deduce (5.1) for every $p \in (1,2)$ and dimension $n$.

At this point, since we proved (5.1) for every $p > 1$, we can combine it with Lemma 3.2 to get the bound

$$\|\nabla u\|_{L^{p+\gamma}(B_{1/4})} \leq C\|u\|_{L^1(B_{1/2})}.$$

Finally, using a rescaling and covering argument, we deduce the same estimate in $B_{1/2}$, i.e., (1.10).

In Step 1 of Proof of Lemma 3.2, we proved $\|\Delta_{p+1} u\|_{L^1(B_{1/2})} \leq C\|\nabla u\|_{L^p(B_{1/2})}$. This estimate, rescaled and combined with (5.1), leads to

$$\|\Delta_{p+1} u\|_{L^1(B_{1/4})} \leq C\|u\|_{L^1(B_{1/2})}.$$

After a covering, we conclude (1.11).

Step 2. The rest of the proof is devoted to show the interior $C^\alpha$ apriori estimate (1.13). For this we may assume $n > p$ (by Remark 1.7), as well as that $n$ and $p$ satisfy (1.12), in order to use the stability estimate (2.1) in Lemma 2.1.

We first prove the bound

$$[u]_{C^\alpha(B_{1/4})} \leq C\|\nabla u\|_{L^p(B_{3/4})}$$

for the $C^\alpha$ semi-norm.

For this, let $\rho \in (0,1)$ and define the quantities

$$D(\rho) := \rho^{n-1} \int_{B_\rho} |\nabla u|^p \, dx \quad \text{and} \quad R(\rho) := \int_{B_\rho} \rho^{n-1} |\nabla u|^{p-2} u^2 \, dx.$$
By the stability inequality (2.1), for every $\rho \in (0, 2/3)$ it holds that

$$R(\rho) \leq C \rho^{p-n} \int_{B_{3\rho/2} \setminus B_\rho} |\nabla u|^p \, dx. \quad (5.4)$$

On the other hand, if we assume that $D(\rho) \geq \frac{1}{2} D(2\rho)$, a rescaling of Lemma 4.1 applied to the function $u(\rho \cdot)$ with $\delta = \frac{1}{2}$, gives that

$$R(\rho) \leq C \rho^{p-n} \int_{B_{3\rho/2} \setminus B_\rho} |\nabla u|^p \, dx = C \{ R(3\rho/2) - R(\rho) \},$$

for some constant $C$ depending only on $n$ and $p$. Combining this bound with (5.4) and using that $R$ is nondecreasing, we deduce that for every $\rho < 1/2$ one has:

if $D(\rho) \geq \frac{1}{2} D(2\rho)$ then $R(\rho) \leq C \{ R(2\rho) - R(\rho) \}. \quad (5.5)$

Hence, defining $a_j := D(2^{-j-2})$ and $b_j := R(2^{-j-2})$, they satisfy the assumptions of Lemma 5.1 by (5.4), (5.5), and the fact that $R$ is nondecreasing. From this, we deduce that

$$R(2^{-j-2}) \leq C M \theta^j \quad \text{for all } j \geq 0$$

for some $\theta \in (0, 1)$, depending only on $n$ and $p$, and for $M := |a_0| + |b_0| \leq C \|\nabla u\|_{L^p(B_{1/2})}^p$. Notice that we used again (5.4) to bound $b_0$. Choosing $\alpha > 0$ such that $2^{-\rho\alpha} = \theta$, this gives

$$R(\rho) \leq C \rho^{p\alpha} \|\nabla u\|_{L^p(B_{1/2})}^p \quad \text{for every } \rho \leq 1/4. \quad (5.6)$$

We now apply (5.6) to the function $u_y(x) := u(x + y)$ for a given $y \in B_{1/4}$. We use the following notation:

$$r_y(x) = |x - y| \quad \text{and} \quad u_{r_y}(x) = \frac{x - y}{|x - y|} \cdot \nabla u(x).$$

Observe that $B_{1/2}(y) \subset B_{3/4}$. By (5.6) (rescaled in order that $B_{1/2}(y)$ becomes $B_1(y)$) we obtain

$$\rho^{p-n} \int_{B_{\rho}(y)} |\nabla u|^{p-2} u_{r_y}^2 \, dx \leq C \rho^{p\alpha} \int_{B_{3/4}} |\nabla u|^p \, dx \quad \text{for every } \rho \leq 1/8. \quad (5.7)$$

Now, given $z \in B_{1/8}$, we average (5.7) with respect to $y \in B_{2\rho}(z)$, with $\rho \leq 1/16$. More precisely, we first use the identity

$$|\nabla u|^2(x) = C_n \rho^{p-n} \int_{B_{\rho}(x) \setminus B_{\rho/2}(x)} u_{r_y}^2(x) \, dy$$

...
for \( x \in B_\rho(z) \subset B_{1/4} \), where \( C_n \) is a constant depending only on \( n \). Since \( B_\rho(x) \subset B_{1/4} \), this is easily checked as follows:

\[
\int_{B_\rho(x) \setminus B_{\rho/2}(x)} u_{\rho y}^2(x) dy = u_{x_i}(x) u_{x_j}(x) \int_{\rho/2}^\rho ds \int_{\partial B_s(x)} s^{-2} (y_i - x_i)(y_j - x_j) d\sigma(y) \\
= u_{x_i}^2(x) \int_{\rho/2}^\rho ds \int_{\partial B_s(x)} s^{-2} (y_i - x_i)^2 d\sigma(y) \\
= \sum_{i=1}^n u_{x_i}^2(x) \int_{\rho/2}^\rho \left| \frac{S_{n-1}}{n} \right| s^{n-1} ds = C_n^{-1} \rho^n |\nabla u(x)|^2.
\]

From this identity and (5.7), for every \( z \in B_{1/8} \) and \( \rho \leq 1/16 \) we have

\[
\int_{B_\rho(z)} |\nabla u|^p (x) dx = C\rho^{-n} \int_{B_\rho(z)} dx |\nabla u(x)|^{p-2} \int_{B_\rho(x) \setminus B_{\rho/2}(x)} dy u_{\rho y}^2(x) \\
\quad \leq C\rho^{-n} \int_{B_{2\rho}(z)} dy \int_{B_{\rho/2}(y)} dx |\nabla u(x)|^{p-2} u_{\rho y}^2(x) \leq C\rho^{-n+p+\alpha} \int_{B_{3/4}} |\nabla u(x)|^p dx,
\]

where we have used that \( y \in B_{2\rho}(z) \subset B_{1/4} \) as required to have (5.7). In this way, we obtain

\[
\rho^{p-n} \int_{B_\rho(z)} |\nabla u|^p dx \leq C\rho^{\alpha} \int_{B_{3/4}} |\nabla u|^p dx \quad \text{for every } \rho \leq 1/16.
\]

Since \( z \in B_{1/8} \) is arbitrary, by classical estimates in Morrey spaces — see [26, Theorem 7.19] — we deduce (5.3).

**Step 3.** Whenever \( n \) and \( p \) satisfy (1.12), we can combine (5.3), (5.1), and a rescaling and covering argument, to obtain

\[
[u]_{C^0(\overline{B}_{1/2})} \leq C \|u\|_{L^1(B_1)}.
\]

This, together with the classical interpolation inequality

\[
\|u\|_{L^\infty(B_{1/2})} \leq C \left( [u]_{C^0(\overline{B}_{1/2})} + \|u\|_{L^1(B_{1/2})} \right),
\]

finishes the proof of (1.13). \( \square \)

Combining Theorem 1.1 with some known boundary estimates in strictly convex domains proved in [14], we deduce Corollary 1.2.

**Proof of Corollary 1.2.** Since \( \Omega \) is strictly convex, \( f \) is positive, and \( u \) is a regular solution of (1.2), Proposition 3.1 in [14] ensures that\(^\text{13}\)

\[
\|u\|_{L^\infty(\Omega \setminus K_\delta)} \leq C \|u\|_{L^1(\Omega)},
\]

where \( K_\delta := \{ x \in \Omega : \text{dist}(x, \partial \Omega) \geq \delta \} \), and \( C \) and \( \delta \) are positive constants depending only on the domain \( \Omega \). Using this bound, we can control \( f(u) \) in \( L^\infty \)-norm in the set \( \Omega \setminus K_\delta \) by a constant depending only on \( \Omega \), \( p \), \( f \), and \( \|u\|_{L^1(\Omega)} \). By interior and boundary regularity\(^\text{14}\) for problem (1.2), we deduce that \( \|\nabla u\|_{L^p(\Omega \setminus K_\delta)} \leq C \) (note that the closure of \( \Omega \setminus K_\delta \) is

---

\(^{13}\)Even though [14] assumes \( f \) to be smooth, their proof only uses that \( f \) is locally Lipschitz in order to apply a comparison principle from [17].

\(^{14}\)See [18, Theorem 1] or [38, Theorem 1] for interior \( C^{1,\alpha} \) regularity and [28, Theorem 1] for boundary regularity.
contained in $\overline{\Omega \setminus K_{2\delta}}$, where $C$ depends only on $\Omega$, $p$, $f$, and $\|u\|_{L^1(\Omega)}$. On the other hand, by the interior estimate (1.10) of Theorem 1.1 we have that $\|\nabla u\|_{L^p(K_\delta)} \leq C\|u\|_{L^1(\Omega)}$ for some constant $C$ depending only on $\Omega$ and $p$—since $\delta$ was chosen depending only on $\Omega$. Thus, combining these two bounds we obtain (1.14).

If $n$ and $p$ satisfy (1.12), by the $C^\alpha$ interior estimate of Theorem 1.1 we have that $\|u\|_{L^\infty(K_\delta)} \leq C\|u\|_{L^1(\Omega)}$, where $C$ depends again only on $\Omega$ and $p$. Combining this bound with (5.8), we obtain (1.15). \hfill $\Box$

From Corollary 1.2 and the $L^1$ uniform bounds for $u_\lambda$ proved by the third author in [34,35], we deduce Theorem 1.5 about extremal solutions.

**Proof of Theorem 1.5.** Let $\{u_\lambda\}_\lambda$ be the family of smallest stable regular solutions to (1.19)$_{\lambda,p}$, as stated in Theorem 1.4. The results in [34,35] ensure that we have a bound for the $L^1$-norms of $u_\lambda$ which is uniform in $\lambda$. Indeed, when $p \geq 2$ this is proved in [35] Proposition 3, while for $p \in (1,2)$ the $L^1$ bound follows from [13,34, Proposition 10].

Given that $\Omega$ is a strictly convex domain, from Corollary 1.2 we deduce that $\|
abla u_\lambda\|_{L^p(\Omega)} \leq C$ for every $\lambda \in (0,\lambda^*)$, where $C$ depends only on $\Omega$, $p$, $f$, and $\|u_\lambda\|_{L^1(\Omega)}$ (and in particular it is independent of $\lambda$).

If we assume in addition (1.12), Corollary 1.2 also gives $\|u_\lambda\|_{L^\infty(\Omega)} \leq C\|u_\lambda\|_{L^1(\Omega)}$ for every $\lambda \in (0,\lambda^*)$, where $C$ depends only on $\Omega$ and $p$.

Now, thanks to the uniform $L^1$ bounds for $u_\lambda$ in [34,35] discussed above, we can pass to the limit as $\lambda \uparrow \lambda^*$ in both bounds, completing the proof of the energy estimates stated after Theorem 1.5 and within Theorem 1.5, respectively. \hfill $\Box$

### 6. Morrey and $L^q$ estimates

In this section we show how our method gives also information about the integrability of stable solutions to (1.1) in higher dimensions. Here we prove the following stronger version of Theorem 1.6.

**Theorem 6.1.** Let $n$ and $p$ satisfy (1.20), and $u$ be a stable regular solution to $-\Delta_p u = f(u)$ in $B_1 \subset \mathbb{R}^n$, with $f \in C^1(\mathbb{R})$.

Then,

$$\|u\|_{M^{p+\frac{n^2}{p-2},\beta}(B_1)} + \|
abla u\|_{M^{p,\beta}(B_1)} \leq C\|\nabla u\|_{L^p(B_1)} \quad \text{for every } \beta \in (\tilde{\beta},n),$$  \hspace{1cm} (6.1)

\footnote{Since $p < 2$ and $f$ satisfies (1.7), we have that $f$ is convex and thus, in the notation of [34], it holds that $\tau_\gamma \geq 0 > (p-2)(p-1)$. It then follows from [34] Lemma 12 that there exists some $\gamma \geq 1/(p-1)$ for which inequality (21) in [34] Proposition 10 holds. One can therefore use this proposition, obtaining from it the uniform bound for the $L^1$-norms of $u_\lambda$ when $p \in (1,2)$. Note that [34] assumes that $f \in C^2$ in order to define $\tau_\gamma$ and to prove Lemma 12. However, since our nonlinearity $f \in C^1$ is assumed here to be convex, it is easy to see that the proof of [34] Lemma 12 still works even if $f$ is not $C^2$; indeed, one can even take $\varepsilon = 0$ within the proof.}
where $C$ depends only on $n$, $p$, and $\beta$. The threshold exponent $\beta$ satisfies $p < \beta < n$ and is defined by

\[
\beta := \begin{cases} 
\frac{n - 2 - 2\sqrt{n - 1}}{p - 1} & \text{if } p \geq 2, \\
n - 2(p - 1) - 2\sqrt{(p - 1)^2 + n - p} & \text{if } p \in (1, 2).
\end{cases}
\]

(6.2)

In addition, if $f$ is nonnegative, then $\|\nabla u\|_{L^p(B_1)}$ can be replaced by $\|u\|_{L^1(B_1)}$ in the right-hand side of (6.1).

When $u$ is radially symmetric, we have:

if $u$ is radial and $\nabla u \in M^{p, \beta}(B_{1/4})$, then $u \in L^s(B_{1/8})$ for all $s < \frac{np}{\beta - p}$.

(6.3)

This follows from [10, Theorem 1.5] after cutting-off $u$ outside $B_{1/8}$ to have compact support in $B_{1/4}$. Using this embedding, we deduce from (6.1) that if $u$ is radial then $u \in L^s(B_{1/8})$ for every $s < \bar{s}$, where $\bar{s}$ is defined by

\[
\bar{s} := \begin{cases} 
\frac{np}{n - 2 - 2\sqrt{n - 1} - p} & \text{if } p \geq 2, \\
n - 2(p - 1) - 2\sqrt{(p - 1)^2 + n - p} & \text{if } p \in (1, 2).
\end{cases}
\]

For $p \geq 2$ this integrability result is optimal under our standing hypothesis (1.20) on $n$ and $p$. Indeed, for every $p > 1$, Capella, together with the first and third authors [9] proved that, if $n > p + 4p/(p - 1)$ and $u$ is radial, then

\[
\|u\|_{L^s(B_1)} \leq C\|\nabla u\|_{W^{1,p}(B_1)}
\]

for every $s < np/(n - 2 - 2\sqrt{n - 1} - p)$, and that this limit exponent is sharp. Thus, in the radial case and for $p \geq 2$, we recover from Theorem 6.1 and (6.3) the sharp integrability estimates proved in [9]. For $p \in (1, 2)$ instead, our method does not give the optimal results, not even in the radial case.

However, the embedding (6.3) is false for non-radial functions, as shown recently by Charro and the first author in [10]. For this reason, establishing whether $u \in L^s(B_{1/2})$ for every $s < np/(n - 2 - 2\sqrt{n - 1} - p)$ when $p \geq 2$ remains an open question in the nonradial case.

Proof of Theorem 6.1. We assume that $n$ and $p$ satisfy (1.20). In Lemma 2.7 thanks to (1.20) we can choose an exponent $a < n$ such that

\[
\begin{cases} 
\frac{4p}{p - 1} < a < 2 + 2\sqrt{\frac{n - 1}{p - 1}} & \text{if } p \geq 2, \\
4p < a < 2(p - 1) + 2\sqrt{(p - 1)^2 + n - p} & \text{if } p \in (1, 2),
\end{cases}
\]

(6.4)

\[\text{[16]}\] One can easily check that, under assumption (1.20), the intervals in (6.4) are not empty and they have nonempty intersection with $(-\infty, n)$. 

and taking \( \rho = 1/4 \) we obtain
\[
(n - p - a) \int_{B_{1/4}} r^{-a} |\nabla u|^p \, dx + \left( pa - \frac{a^2}{4} \right) \int_{B_{1/4}} r^{-a} |\nabla u|^{p-2} u_\tau^2 \, dx
- \frac{a^2}{4} (p - 2) \int_{B_{1/4}} r^{-a} |\nabla u|^{p-4} u_\tau^4 \, dx \leq C \int_{B_{1/2}\setminus B_{1/4}} r^{-a} |\nabla u|^p \, dx,
\]
(6.5)
where \( C \) depends only on \( n, p, \) and \( a. \)

The third term in the left-hand side of (6.5) changes sign whether \( p \) is above or below 2. When it is positive — i.e., when \( p \in (1, 2) \) — we simply discard it. When it is nonpositive — i.e., when \( p \geq 2 \) — we use \( u_\tau^2 \leq |\nabla u|^2 \) in order to merge the second and the third integrals in (6.5). In this way, for every \( p > 1 \) we obtain
\[
(n - p - a) \int_{B_{1/4}} r^{-a} |\nabla u|^p \, dx + \left( pa - \frac{a^2}{4} \max \{1, p - 1\} \right) \int_{B_{1/4}} r^{-a} |\nabla u|^{p-2} u_\tau^2 \, dx
\leq C \int_{B_{1/2}\setminus B_{1/4}} |\nabla u|^p \, dx.
\]
(6.6)

From the lower bound for \( a \) in (6.4) we deduce that the constant in front of the second integral in (6.6) is negative, and thus we can bound the left-hand side of (6.6) from below by
\[
\left( n - p - a + pa - \frac{a^2}{4} \max \{1, p - 1\} \right) \int_{B_{1/4}} r^{-a} |\nabla u|^p \, dx.
\]
Since the constant in front of the above integral is positive — thanks now to the upper bound for \( a \) in (6.4) — we deduce that
\[
\int_{B_{1/4}} r^{-a} |\nabla u|^p \, dx \leq C \int_{B_{1/2}\setminus B_{1/4}} |\nabla u|^p \, dx \leq C \|\nabla u\|_{L^p(B_1)}^p,
\]
where \( C \) depends only on \( n, p, \) and \( a. \)

Applying this estimate (rescaled) to \( u(y) := u(x + y) \) with \( y \in \overline{B_{1/4}} \), since \( B_{3/4}(y) \subset B_1 \) we obtain for all \( \rho \in (0, \tfrac{1}{2}, \tfrac{3}{4}) \)
\[
\rho^{-a} \int_{B_{\rho}(y)} |\nabla u|^p \, dx \leq \int_{B_{\rho}(y)} |x - y|^{-a} |\nabla u|^p \, dx \leq C \|\nabla u\|_{L^p(B_1)}^p.
\]
(6.7)
This proves that \( \nabla u \in M^{p, \beta}(B_{1/4}) \) for every \( \beta := n - a > \overline{\beta}, \) where \( \overline{\beta} \) was defined in (6.2).

The fact that \( \overline{\beta} > p \) follows from
\[
p < n - 2 - 2\sqrt{\frac{n-1}{p-1}} \quad \text{if } p \geq 2 \quad \text{and } n > p + \frac{4p}{p-1}
\]
and
\[
p < n - 2(p - 1) - 2\sqrt{(p-1)^2 + n - p} \quad \text{if } p \in (1, 2) \quad \text{and } n > 5p.
\]

Therefore, after cutting-off \( u \) outside of \( B_{1/8} \) to have compact support in \( B_{1/4} \), we can apply Proposition 3.1 and Theorems 3.1 and 3.2 in [1] (see also the proof in [10, Section 4]) to deduce that \( u \in M^{p, \beta}(B_{1/8}) \) for every \( \beta \in (\overline{\beta}, n) \). Note that \( M^{\frac{pq}{p+q}, \beta}(B_{1/8}) = M^{p+, \frac{2p}{p-1}, \beta}(B_{1/8}) \) and, thus, the first index is decreasing in \( \beta. \) Observe also that, thanks to (6.7), we control both the
norms of \( u \) in \( M^{p+\frac{2}{p}-\beta}(B_{1/8}) \) and \( \nabla u \) in \( M^{p-\beta}(B_{1/8}) \) in terms of \( \| \nabla u \|_{L^p(B_1)} \). This estimate in \( B_{1/8} \) can be stated in \( B_{1/4} \), as in (6.1), using a scaling and covering argument.

Now that we have established (6.1), if we further assume that \( f \) is nonnegative, then we can replace \( \| \nabla u \|_{L^p(B_1)} \) by \( \| u \|_{L^1(B_1)} \) in the right-hand side of (6.1). This can be done using (1.10) (properly rescaled) and a covering argument.

Finally, we give the:

\[ \text{Proof of Theorem 1.6} \]

Estimate (1.21) follows from Theorem 6.1 by taking \( q = p + \frac{p^2}{p-\beta} \) and using a covering argument. Observe that \( q \) is defined as a decreasing function of \( \beta \), thus the upper bound for \( q \) in (1.21) is given by \( q = p + \frac{p}{p-\beta} \).

As in the proof of Theorem 6.1, if we further assume \( f \) to be nonnegative, then we can replace \( \| \nabla u \|_{L^p(B_1)} \) by \( \| u \|_{L^1(B_1)} \) in the right-hand side of (1.21). This can be done using (1.10) (properly rescaled) and a covering argument.

\[ \square \]

APPENDIX A. TECHNICAL LEMMATA

The first lemma of this section is a simple estimate for the \( L^1 \)-norm of \( \Delta_p u \). We assume that \( u \) is a regular solution of (1.1) in \( B_R \) and that the nonlinearity \( f \) is nonnegative. Since we use this bound several times throughout the paper, we report it here together with its elementary proof.

\[ \text{Lemma A.1. Let } u \text{ be a regular solution of } -\Delta_p u = f(u) \text{ in } B_R \subset \mathbb{R}^n, \text{ with } f \in C^1(\mathbb{R}) \text{ nonnegative. Then, for every } \rho \in (0, R), \text{ we have} \]

\[ \int_{B_\rho} |\Delta_p u| \, dx \leq \frac{C}{R-\rho} \int_{B_R} |\nabla u|^{p-1} \, dx, \]

where \( C > 0 \) is a constant depending only on \( n \).

\[ \text{Proof.} \] First, we recall that since \( \nabla u \in W^{1,2}_{\sigma,\text{loc}}(B_R) \) — see Remark 2.2 — we can take the distributional divergence of \( |\nabla u|^{p-2} \nabla u \).

We choose a nonnegative function \( \eta \in C^1_c(B_R) \) such that \( \eta \equiv 1 \) in \( B_\rho \) and \( |\nabla \eta| \leq \frac{C}{R-\rho} \).

Then, since \( -\Delta_p u \geq 0 \), we have

\[ \int_{B_R} |\Delta_p u| \, \eta \, dx = - \int_{B_R} \text{div} \left( |\nabla u|^{p-2} \nabla u \right) \eta \, dx = \int_{B_R} |\nabla u|^{p-2} \nabla u \cdot \nabla \eta \, dx \]

\[ \leq \frac{C}{R-\rho} \int_{B_R} |\nabla u|^{p-1} \, dx, \]

and this concludes the proof. \[ \square \]

In Section 4 we also need an elementary Rellich-type criterion to establish strong convergence in \( L^{p-1}(B_1) \) whenever \( p \geq 2 \). This result will be applied with \( w_k \) in its statement being a partial derivative of a stable solution \( u_k \).

\[ \text{Lemma A.2. Let } p \geq 2 \text{ and } (w_k)_k \text{ be a sequence of weakly differentiable functions in } L^{p-1}(B_1) \text{ such that} \]

\[ \| w_k \|_{L^{p-1}(B_1)} \leq C \quad \text{and} \quad ||| w_k |^{p-2} \nabla w_k |||_{L^1(B_1)} \leq C \]
for some constant \( C \) independent of \( k \).

Then, there exists a subsequence of \((w_k)_k\) that converges strongly in \( L^{p-1}(B_1) \).

**Proof.** For \( \tilde{w}_k := |w_k|^{p-2} w_k \) we have that
\[
\|\tilde{w}_k\|_{L^1(B_1)} \leq C \quad \text{and} \quad \|\nabla \tilde{w}_k\|_{L^1(B_1)} \leq C,
\]
where \( C \) does not depend on \( k \). Thus, the sequence \((\tilde{w}_k)_k\) is bounded in \( W^{1,1}(B_1) \) and from the compactness of the immersion \( W^{1,1}(B_1) \hookrightarrow L^1(B_1) \) we obtain that, up to a subsequence,
\[
\tilde{w}_k \longrightarrow \tilde{w} \quad \text{strongly in } L^1(B_1),
\]
for some \( \tilde{w} \in L^1(B_1) \).

Now, defining \( w := |\tilde{w}|^{p-2} \tilde{w} \), we have that
\[
|w_k - w|^{p-1} \leq C_{n,p} |w_k|^{p-2} w_k - |w|^{p-2} w = C_{n,p} |\tilde{w}_k - \tilde{w}|,
\]
where we used that for \( p \geq 2 \) we have \(|a - b|^p \leq C_{n,p} (|a|^{p-2} a - |b|^{p-2} b) \cdot (a - b)\) if \( a \) and \( b \) belong to \( \mathbb{R}^n \); see [13, Chapter 1, Lemma 4.4]. As a consequence, up to subsequences, from the strong convergence of \( \tilde{w}_k \) to \( \tilde{w} \) in \( L^1(B_1) \) we deduce that
\[
w_k \longrightarrow w \quad \text{strongly in } L^{p-1}(B_1).
\]
This finishes the proof. \( \square \)

The following result is a new interpolation inequality adapted to the \( p \)-Laplacean which holds for \( p \geq 2 \) and every nice function in \( B_1 \subset \mathbb{R}^n \), independently of its boundary values. It gives a control on the \( L^{p-1} \)-norm of \( \nabla u \) in terms of the weighted \( L^1 \)-norm of the second derivatives of \( u \) plus the \( L^{p-1} \)-norm of the function. We assume some regularity hypotheses on the function which are fulfilled by every stable regular solutions to \( -\Delta_p u = f(u) \) with \( f \in C^1(\mathbb{R}) \), by Remark [22]. Note that, as for the interpolation inequalities of [26, Theorem 7.28], its validity in \( \mathbb{R}^n \) follows immediately once it is proved in dimension one.

**Proposition A.3.** \(^{17}\) Let \( p \geq 2 \), \( \varepsilon \in (0, 1) \), \( Q = (0, 1)^n \) be the unit cube of \( \mathbb{R}^n \), and \( u \in (C^1 \cap W^{1,p-1})(Q) \) satisfy \( \nabla u \in W^{1,1}_\sigma(Q) \) with \( \sigma = |\nabla u|^{p-2} \).

Then,
\[
\int_{B_1} |\nabla u|^{p-1} \, dx \leq C \left( \varepsilon \int_{B_1} |\nabla u|^{p-2} |D^2 u| \, dx + \varepsilon^{1-p} \int_{B_1} |u|^{p-1} \, dx \right), \tag{A.1}
\]
where \( C \) depends only on \( n \) and \( p \).

\(^{17}\) The previous and printed versions of this paper claimed the same interpolation inequality in balls instead of cubes, and this made the proof (and probably the statement) not to be correct. Indeed, proving inequality (A.5) in the previous versions contained a mistake: it fails when, given \( \varepsilon \in (0, 1) \), one has \(|I| \ll \varepsilon \) — as it occurs later in the proof in \( \mathbb{R}^n \) when 1d sections of the ball are very small compared to \( \varepsilon \). The proof that we give here below, now in cubes, is correct. Despite this error, all other results of the previous and printed versions of the article remain correct since, within Step 1 of the proof of Theorem 1.1, the interpolation inequality may be applied in small enough cubes covering the ball \( B_{1/2} \) instead of applying it in the whole ball, as already written in the current version.
Proof. First, we observe that the regularity assumptions on \( u \) ensure that all the integrals in (A.1) are well defined.

We first prove (A.1) in dimension \( n = 1 \). Given \( \varepsilon > 0 \), let \( u \) have the regularity assumed in the statement with \( B_1 \) replaced by \( (0, \varepsilon) \). We claim that

\[
\inf_{(0, \varepsilon)} |u'|^{p-1} \leq C \varepsilon^{-p} \int_0^\varepsilon |u|^{p-1} \, dx,
\]

where the constant \( C > 0 \) depends only on \( p \).

The inequality is trivial if \( \inf_{(0, \varepsilon)} |u'| = 0 \). Therefore, we assume that \( \inf_{(0, \varepsilon)} |u'| > 0 \) and, by Bolzano’s theorem, either \( u' > 0 \) in \( (0, \varepsilon) \) or \( u' < 0 \) in \( (0, \varepsilon) \). By eventually changing \( u \) to \( -u \), we may assume that \( u' > 0 \) in \( (0, \varepsilon) \). For \( a, b \in \mathbb{R} \) satisfying \( 0 < a < \frac{\varepsilon}{4} < \frac{3\varepsilon}{4} < b < \varepsilon \), we have

\[
\frac{\varepsilon}{2} \inf_{(0, \varepsilon)} u' \leq (b - a) \inf_{(0, \varepsilon)} u' \leq (b - a) \inf_{(a, b)} u' \leq \int_a^b u' \, dx = u(b) - u(a).
\]

Integrating this inequality in \( b \in \left(\frac{3\varepsilon}{4}, \varepsilon\right) \) we get

\[
\frac{\varepsilon^2}{8} \inf_{(0, \varepsilon)} u' \leq \int_0^\varepsilon u \, dx - \frac{\varepsilon}{4} u(a) \leq \int_0^\varepsilon |u| \, dx - \frac{\varepsilon}{4} u(a).
\]

Integrating now in \( a \in (0, \frac{\varepsilon}{4}) \),

\[
\frac{\varepsilon^3}{32} \inf_{(0, \varepsilon)} u' \leq \frac{\varepsilon}{4} \int_0^\varepsilon |u| \, dx - \frac{\varepsilon}{4} \int_0^{\frac{\varepsilon}{4}} u \, dx \leq \frac{\varepsilon}{2} \int_0^\varepsilon |u| \, dx.
\]

Thus

\[
\inf_{(0, \varepsilon)} |u'| = \inf_{(0, \varepsilon)} u' \leq \frac{16}{\varepsilon^2} \int_0^\varepsilon |u| \, dx,
\]

and raising this inequality to \( p - 1 \geq 1 \) we get

\[
\inf_{(0, \varepsilon)} |u'|^{p-1} \leq C \varepsilon^{-2(p-1)} \left( \int_0^\varepsilon |u| \, dx \right)^{p-1} \leq C \varepsilon^{-p} \int_0^\varepsilon |u|^{p-1} \, dx,
\]

where \( C \) depends only on \( p \). This proves (A.2).

Therefore, by (A.2), there exists a point \( x_0 \in (0, \varepsilon) \) such that

\[
|u'(x_0)|^{p-1} \leq 2C \varepsilon^{-p} \int_0^\varepsilon |u|^{p-1} \, dx.
\]

Let \( x \in (0, \varepsilon) \) and \( I_0 \subset (0, \varepsilon) \) be the interval with end points \( x_0 \) and \( x \). Then

\[
\left| |u'(x)|^{p-1} - |u'(x_0)|^{p-1} \right| = \left| \int_{I_0} \left( |u'|^{p-1} \right)' \, dx \right|,
\]

and hence

\[
|u'(x)|^{p-1} \leq (p - 1) \int_0^\varepsilon |u'|^{p-2} |u''| \, dx + |u'(x_0)|^{p-1}.
\]

Combining this inequality with (A.3) and integrating in \( x \in (0, \varepsilon) \), we obtain

\[
\int_0^\varepsilon |u'|^{p-1} \, dx \leq (p - 1) \varepsilon \int_0^\varepsilon |u'|^{p-2} |u''| \, dx + C \varepsilon^{1-p} \int_0^\varepsilon |u|^{p-1} \, dx. \tag{A.4}
\]
Note that we have not required any specific boundary values for \( u \). Now, for any integer \( k > 1 \) we divide \((0, 1)\) into \( k \) disjoint intervals of length \( \varepsilon := 1/k \). Now, using (A.4) in each of these intervals of length \( \varepsilon := 1/k \) and adding up all the inequalities given by (A.4), we deduce

\[
\int_0^1 |u'|^{p-1} \, dx \leq \frac{p-1}{k} \int_0^1 |u''|^p \, dx + Ck^{p-1} \int_0^1 |u|^{p-1} \, dx \tag{A.5}
\]

Since \( \varepsilon \in (0, 1) \), there exists an integer \( k > 1 \) such that \( \frac{1}{\varepsilon} \leq k < \frac{2}{\varepsilon} \). This establishes the proposition in dimension one — after replacing \( \varepsilon \) by \( \varepsilon/(p-1) \).

Finally, for \( u \) defined in \((0, 1)^n\), denote \( x = (x_1, x') \in \mathbb{R} \times \mathbb{R}^{n-1} \). Using (A.5) with \( n = 1 \) for every \( x' \), we get

\[
\int_Q |u_{x_1}|^{p-1} \, dx = \int_{(0,1)^{n-1}} dx' \int_0^1 dx_1 |u_{x_1}(x)|^{p-1} \\
\leq C \varepsilon \int_{(0,1)^{n-1}} dx' \int_0^1 dx_1 |u_{x_1}(x)|^{p-2} |u_{x_1x_1}(x)| \\
+ C \varepsilon^{1-p} \int_{(0,1)^{n-1}} dx' \int_0^1 dx_1 |u(x)|^{p-1} \\
= C \left( \varepsilon \int_Q |u_{x_1}(x)|^{p-2} |u_{x_1x_1}(x)| \, dx + \varepsilon^{1-p} \int_Q |u(x)|^{p-1} \, dx \right).
\]

Since the same inequality holds for the partial derivatives with respect to each variable \( x_k \) instead of \( x_1 \), adding up the inequalities we conclude (A.1). \( \square \)

We conclude this appendix with the statement of a general abstract lemma due to Simon [36] — see also [15, Lemma 3.1]. It is extremely useful to “absorb errors” in larger balls of quantities controlled in smaller balls.

**Lemma A.4.** Let \( \beta \in \mathbb{R} \) and \( C_0 > 0 \). Let \( S : B \to [0, +\infty] \) be a nonnegative function defined on the class \( B \) of open balls \( B \subset \mathbb{R}^n \) and satisfying the following subadditivity property:

\[
\text{if } B \subset \bigcup_{j=1}^N B_j \text{ then } S(B) \leq \sum_{j=1}^N S(B_j).
\]

Assume also that \( S(B_1) < \infty \).

Then, there exists \( \delta \), depending only on \( n \) and \( \beta \), such that if

\[
\rho^\beta S(B_{\rho/4}(y)) \leq \delta \rho^\beta S(B_{\rho}(y)) + C_0 \quad \text{whenever } B_{\rho}(y) \subset B_1,
\]

then

\[
S(B_{1/2}) \leq CC_0,
\]

where \( C \) depends only on \( n \) and \( \beta \).

**Appendix B. An alternative proof of the higher integrability result (Lemma 3.2) using the Michael-Simon and Allard inequality.**

We present here an alternative proof of Lemma 3.2 based on using the Sobolev inequality of Michael-Simon and Allard on the level sets of a stable regular solution \( u \). It gives a control on the \( L^{p+\gamma} \)-norm of the gradient of \( u \) in terms of its \( L^p \)-norm in a larger ball, with \( \gamma = \frac{2(p-1)}{n-1} \).
when \( n \geq 4 \) and \( \gamma = \frac{2(p-1)}{3} \) when \( n \leq 3 \) — see Remark 3.3 for a comparison with the values of \( \gamma \) given by our other proof.

We first recall the celebrated Michael-Simon and Allard inequality, in the form presented in [31] — see also [12, Section 2] for a quick and easy-to-read proof of this important result. As pointed out in the beginning of the Introduction of [31], as well as in its Example 3, the inequality holds in \( C^2 \) hypersurfaces. This will be useful for our purposes.

**Theorem B.1** (Michael-Simon [31] and Allard [2] inequality). *Let \( M \) be a \( C^2 (n-1) \)-dimensional hypersurface of \( \mathbb{R}^n \), \( q \in [1, n-1) \), and \( \varphi \in C^1(M) \) have compact support in \( M \). If \( M \) is compact without boundary, any function \( \varphi \in C^1(M) \) is allowed.

Then, there exists a positive constant \( C \) depending only on \( n \) and \( q \), such that

\[
\| \varphi \|_{L^q(M)}^q \leq C \int_M \left\{ |\nabla_T \varphi|^q + |H \varphi|^q \right\} d\mathcal{H}^{n-1},
\]  

(B.1)

where \( q^* = \frac{(n-1)q}{n-1 - q} \) is the Sobolev exponent, \( \nabla_T \) denotes the tangential gradient to \( M \), and \( H \) is the mean curvature of \( M \), i.e., the sum of its \( n-1 \) principal curvatures.

**Alternative proof of Lemma 3.2.**

**Step 1.** If \( n \leq 3 \), we can add additional artificial variables and reduce to the case \( n > 3 \), by Remark 1.7. We thus assume that \( n > 3 \) and claim that

\[
\int_{\mathbb{R}} dt \left( \int \left\{ \left[ \int \frac{|\partial_t u|^{(p-1)(n-1)}}{n-3} d\mathcal{H}^{n-1} \right] \right\} \leq C \| \nabla u \|_{L^p(B_1)}^p,
\]

(B.2)

where \( C \) depends only on \( n \) and \( p \).

In order to prove (B.2), observe that the surface integral in the left-hand side of (B.2) can be equivalently computed over \( \{u = t\} \cap B_{1/2} \) or over \( \{u = t\} \cap B_{1/2} \cap \{|\nabla u| > 0\} \). We use the Michael-Simon and Allard inequality (B.1) on the \( C^2 \) hypersurface \( M = \{u = t\} \cap \{|\nabla u| > 0\} \). We would like to apply the inequality to the function

\[
\varphi = |\nabla u| \frac{n-1}{2} \eta,
\]

where \( \eta \in C^\infty_c(B_{3/4}) \) satisfies \( 0 \leq \eta \leq 1 \) and \( \eta \equiv 1 \) in \( B_{1/2} \); however, this function will not have, in general, compact support in \( M = \{u = t\} \cap \{|\nabla u| > 0\} \). Thus, in (B.1) we take the test function

\[
\varphi_\varepsilon = |\nabla u| \frac{n-1}{2} \eta \phi(|\nabla u| / \varepsilon),
\]

with \( \varepsilon > 0 \), where \( \phi \in C^\infty_c(\mathbb{R}) \) takes values into \([0, 1]\), \( \phi(t) = 1 \) if \( t \geq 2 \), and \( \phi(t) = 0 \) if \( t \leq 1 \).

Note that \( \phi(|\nabla u| / \varepsilon) \) is the cut-off function that we already used in the proof of Lemma 2.3. Using Fatou’s lemma, (B.1) with \( q = 2 < n - 1 \), and the coarea formula, we obtain

\[
\int_{\mathbb{R}} dt \left( \int \varphi_\varepsilon \frac{2(n-1)}{n-3} d\mathcal{H}^{n-1} \right) \leq \liminf_{\varepsilon \downarrow 0} \int_{\mathbb{R}} dt \left( \int \varphi_\varepsilon \frac{2(n-1)}{n-3} d\mathcal{H}^{n-1} \right) \]

\[
= \liminf_{\varepsilon \downarrow 0} \int_{B_{1/2} \cap \{|\nabla u| > 0\}} |\nabla u| \left( |\nabla_T \varphi_\varepsilon|^2 + H^2 \varphi_\varepsilon^2 \right) dx.
\]

18 Recall that \( u \) is \( C^2 \) in \( \{|\nabla u| > 0\} \) since here the equation is uniformly elliptic; see Remark 2.2.
Here the tangential gradient \( \nabla_T \) and the mean curvature \( H \) are referred to the level set of \( u \) passing through a given point \( x \). For the square modulus of the tangential gradient of \( \varphi_\varepsilon \), the Cauchy-Schwarz inequality gives
\[
|\nabla_T \varphi_\varepsilon|^2 \leq \frac{3(p-1)^2}{4} |\nabla u|^{p-3} |\nabla_T |\nabla u||^2 \eta^2 \phi^2(|\nabla u|/\varepsilon) + 3 |\nabla u|^{p-1} |\nabla_T \eta||^2 \phi^2(|\nabla u|/\varepsilon) + 3 |\nabla u|^{p-1} \eta^2 |\nabla_T \phi(|\nabla u|/\varepsilon)|^2.
\]

Plugging this inequality in (B.3), using \( |\nabla_T \phi(|\nabla u|/\varepsilon)|^2 \leq |\nabla \phi(|\nabla u|/\varepsilon)|^2 \), the fact that \( |\phi'(|\nabla u|/\varepsilon)| \) is bounded independently of \( \varepsilon \) and it is supported in \( \{ \varepsilon \leq |\nabla u| \leq 2\varepsilon \} \), and that \( |\nabla u|^2 \leq 4\varepsilon^2 \) in this set, we obtain
\[
\int \frac{dt}{\varepsilon} \left( \int_{\{u=t\} \cap B_1} \left( |\nabla u|^{\frac{p-1}{2}} \eta \right)^{2(\frac{n-1}{n-3})} d\mathcal{H}^{n-1} \right)^{\frac{n-3}{n-1}} \leq C \limsup_{\varepsilon \to 0} \int_{B_1 \cap \{ |\nabla u| > 0 \}} \left\{ \frac{3(p-1)^2}{4} |\nabla u|^{p-2} |\nabla_T |\nabla u||^2 \eta^2 + 3 |\nabla u|^p |\nabla_T \eta||^2 \right. \]
\[
+ H^2 |\nabla u|^p \eta^2 \left. \right\} \phi^2(|\nabla u|/\varepsilon) dx + C \limsup_{\varepsilon \to 0} \int_{B_1 \cap \{ \varepsilon < |\nabla u| < 2\varepsilon \}} |\nabla u|^{p-2} |D^2 u|^2 \eta^2 dx.
\]

Now, using (2.4) and dominated convergence we deduce that the last term is zero. Using that \( \phi^2 \leq 1 \) in the first integral in the right-hand side of the inequality, we get
\[
\int \frac{dt}{\varepsilon} \left( \int_{\{u=t\} \cap B_1} \left( |\nabla u|^{\frac{p-1}{2}} \eta \right)^{2(\frac{n-1}{n-3})} d\mathcal{H}^{n-1} \right)^{\frac{n-3}{n-1}} \leq C \int_{B_1 \cap \{ |\nabla u| > 0 \}} \left\{ \frac{3(p-1)^2}{4} |\nabla u|^{p-2} |\nabla_T |\nabla u||^2 + H^2 |\nabla u|^p \right\} \eta^2 dx
\]
\[
+ C \int_{B_1} |\nabla u|^p |\nabla_T \eta||^2 dx.
\]

Since \( H^2 \leq (n-1) |A|^2 \), we deduce that
\[
\int \frac{dt}{\varepsilon} \left( \int_{\{u=t\} \cap B_1} \left( |\nabla u|^{\frac{p-1}{2}} \eta \right)^{2(\frac{n-1}{n-3})} d\mathcal{H}^{n-1} \right)^{\frac{n-3}{n-1}} \leq C \int_{B_1 \cap \{ |\nabla u| > 0 \}} \left\{ (p-1) |\nabla u|^{p-2} |\nabla_T |\nabla u||^2 + |A|^2 |\nabla u|^p \right\} \eta^2 dx + C \int_{B_1} |\nabla u|^p dx.
\]

Finally, we use the stability condition in its geometric form, Theorem 1.8 to obtain
\[
\int \frac{dt}{\varepsilon} \left( \int_{\{u=t\} \cap B_1} \left( |\nabla u|^{\frac{p-1}{2}} \eta \right)^{2(\frac{n-1}{n-3})} d\mathcal{H}^{n-1} \right)^{\frac{n-3}{n-1}} \leq C \int_{B_1} \left| \nabla u \right|^p \left| \nabla \eta \right|^2 dx + C \int_{B_1} \left| \nabla u \right|^p dx \leq C \left| \nabla u \right|_{L^p(B_1)}^p.
\]

This proves (B.2).
with exponents

\[ q \]

the proof of (3.25), we can use a smooth approximation

Combining this with the previous bound, we conclude the proof of (B.4).

for a.e. \( t \)

\[ \leq \]

Now, since \( 0 \)

Observe that \( u \)

is not regular enough to apply Sard’s theorem and deduce regularity of \( \{ u = t \} \)

First, we take \( \eta \)

Step 3. Finally, from (B.2) and (B.4) we deduce (3.17). For this, we use Hölder’s inequality with exponents \( q = \frac{n-1}{n-3} \) and \( q' = \frac{n-1}{2} \), as well as the coarea formula, to obtain

\[
\int_{B_1/2} |\nabla u|^{2p/(n-1)} dx = \int_{\mathbb{R}} dt \int_{\{u=t\} \cap B_{1/2}} |\nabla u|^{p-1} |\nabla u|^{2(p-1)/(n-1)} dH^{n-1}
\]

\[
\leq \int_{\mathbb{R}} dt \left( \int_{\{u=t\} \cap B_{1/2}} |\nabla u|^{(p-1)/(n-3)} dH^{n-1} \right)^{\frac{n-3}{n-1}} \left( \int_{\{u=t\} \cap B_{1/2}} |\nabla u|^{p-1} dH^{n-1} \right)^{\frac{2}{n-1}}
\]

\[
\leq C \|\nabla u\|^{2(p-1)/(n-1)}_{L^p(B_1)} \int_{\mathbb{R}} dt \left( \int_{\{u=t\} \cap B_{1/2}} |\nabla u|^{(p-1)/(n-3)} dH^{n-1} \right)^{\frac{n-3}{n-1}}
\]

\[
\leq C \|\nabla u\|^{2(p-1)/(n-1)}_{L^p(B_1)} .
\]

This concludes the alternative proof of Lemma 3.2.

\[ \square \]
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