DENSITY THEOREMS FOR COMPLETE MINIMAL SURFACES IN $\mathbb{R}^3$
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ABSTRACT. In this paper we have proved several approximation theorems for the family of minimal surfaces in $\mathbb{R}^3$ that imply, among other things, that complete minimal surfaces are dense in the space of all minimal surfaces endowed with the topology of $C^k$ convergence on compact sets, for any $k \in \mathbb{N}$.

As a consequence of the above density result, we have been able to produce the first example of a complete proper minimal surface in $\mathbb{R}^3$ with uncountably many ends.
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1. INTRODUCTION

The conformal structure of a complete minimal surface in $\mathbb{R}^3$ influences many of its global properties. A complete (orientable) minimal surface has an underlying complex structure that can be either parabolic or hyperbolic (the elliptic (compact) case is not possible for a minimal surface in Euclidean space.) Classically, a Riemann surface without boundary is called hyperbolic if it carries a nonconstant positive superharmonic function and parabolic if it is neither compact nor hyperbolic.

Until the 1980’s, it was a general thought that complete minimal surfaces of hyperbolic type played a marginal role in the global theory of minimal surfaces. However, the techniques and methods developed to study the Calabi-Yau problem have showed that these surfaces are present in some of the most interesting aspects of the theory. It is natural that the first examples of complete hyperbolic minimal surfaces appeared as counterexamples to the Calabi-Yau conjectures, which original statement was given in 1965 by E. Calabi [2] (see also [3] and [25]). This author conjectured that “a complete minimal hypersurface in $\mathbb{R}^n$ must be unbounded”, even more, “a complete nonflat minimal hypersurface in $\mathbb{R}^n$ has an unbounded projection in every $(n-2)$-dimensional affine subspace”.

Both conjectures turned out to be false, at least in the immersed case. In 1980, L. P. Jorge and F. Xavier [7] constructed complete nonflat minimal disks in an open slab of $\mathbb{R}^3$ giving a counterexample to the second conjecture. An important progress came in 1996, when N. Nadirashvili [21] constructed the first example of a complete bounded minimally immersed disk in $\mathbb{R}^3$. Initially, Nadirashvili’s work seemed to be the end point of a classical problem. However, the methods and ideas introduced by this author were the beginning of a significant development in the construction of complete hyperbolic minimal surfaces. So, it has been possible to find examples with more interesting topological and geometrical properties. At the same time, some non-existence theorems have imposed some limits to the theory. Three have been the main lines of study.

Embeddedness creates a dichotomy in the Calabi-Yau’s question. T. Colding and W. P. Minicozzi [4] have proved that a complete embedded minimal surface with finite topology in $\mathbb{R}^3$ must be properly embedded in $\mathbb{R}^3$. In particular it cannot be contained in a ball. Very recently, Colding-Minicozzi result has been generalized in two different directions. On one hand W. H. Meeks III, J. Pérez and A. Ros [16] have proved that if $M$ is a complete embedded minimal surface in $\mathbb{R}^3$ with finite genus and a countable number of ends, then $M$ is properly embedded in $\mathbb{R}^3$. On the other hand, Meeks and Rosenberg have obtained that if a complete embedded minimal surface $M$ has injectivity radius $I_M > 0$, then $M$ is proper in space. This is a corollary of the minimal lamination closure theorem [17]. As a consequence of the above results, it has been conjectured by Meeks, Pérez and Ros that “if $M \subset \mathbb{R}^3$ is a complete embedded minimal surface with finite genus, then $M$ is proper”. We would like to mention that the conjecture seems to be false under the assumption of infinite genus, as Meeks is working in the existence of a complete embedded minimal surface with infinite genus which is contained in a half space [15].
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The second line of work is related with the properness of the examples. Recall that an immersed submanifold of \( \mathbb{R}^n \) is proper if the pre-image through the immersion of any compact subset of \( \mathbb{R}^n \) is compact in the submanifold. It is clear from the definition that a proper minimal surface in \( \mathbb{R}^3 \) must be unbounded, so Nadirashvili’s surfaces are not proper in \( \mathbb{R}^3 \). Much less obvious is that Nadirashvili’s technique did not guarantee the immersion \( f: D \to \mathbb{B} \) was proper in the unit (open) ball \( \mathbb{B} \) (here \( D \) stands for the unit disk in \( \mathbb{C} \)), where by proper we mean in this case that \( f^{-1}(C) \) is compact for any \( C \subset \mathbb{B} \) compact. Morales and the third author [11, 12, 20] introduced completely new ingredients in Nadirashvili’s machinery and they proved that every convex domain (not necessarily bounded or smooth) admits a complete properly immersed minimal disk. These examples disproved a longstanding conjecture, which asserted that a complete minimal surface (without boundary) with finite topology and which is properly immersed in \( \mathbb{R}^3 \) should be parabolic. Recently [13] they improved on their original techniques and were able to show that every bounded domain with \( C^{2,\alpha} \)-boundary admits a complete properly immersed minimal disk whose limit set is close to a prescribed simple closed curve on the boundary of the domain. Similar methods of construction have been used by M. Tokuomaru in [24] to produce a complete minimal annulus properly immersed in the unit ball of \( \mathbb{R}^3 \). In contrast to these existence results for complete properly immersed minimal disks in bounded domains, Meeks, Nadirashvili and the third author [10] proved the existence of bounded open regions of \( \mathbb{R}^3 \) which do not admit complete properly immersed minimal surfaces with an annular end. In particular, these domains do not contain a complete properly immersed minimal surface with finite topology.

\[ \text{Figure 1} \]

The other line of study for complete hyperbolic minimal surfaces in \( \mathbb{R}^3 \) has been the construction of examples with nontrivial topology. Nadirashvili’s examples are simply connected. Thus, his mathematical machinery, which is based on Runge’s theorem and López-Ros transformation, works without problems. López, Morales and the third author [8, 9] introduce a third element in the construction: the Implicit Function Theorem, in order to produce Runge’s functions that close also the periods when they are used as parameters in the López-Ros deformation.

The aim of this paper is to join the second and third lines of work described in the above paragraphs in order to prove the following result (Section 7, Theorems 2 and 3).

**Theorem A (Density theorem).** Properly immersed, hyperbolic minimal surfaces of finite topology are dense in the space of all properly immersed minimal surfaces in \( \mathbb{R}^3 \), endowed with the topology of smooth convergence on compact sets.

Note that the best understood families of minimal surfaces in \( \mathbb{R}^3 \) (properly embedded, periodic, finite total curvature, finite type,...) are included in the statement of Theorem A. Furthermore, if we do not care about properness, then we can prove that:

Complete (hyperbolic) minimal surfaces are dense in the space of minimal surfaces in \( \mathbb{R}^3 \) (without boundary) endowed with the topology of \( C^k \) convergence on compact sets, for any \( k \in \mathbb{N} \).

In the case of hyperbolic minimal surfaces we have an infinite number of linearly independent Jacobi fields. This is the key point in the proof of the above theorem. This enormous capability of deformation allows us to “model” a given compact piece of a hyperbolic minimal surface in order to approximate any other minimal surface with the same topological type (see Figure 1). In particular, we can obtain the following existence result.
Theorem B. For any convex domain \( D \) in \( \mathbb{R}^3 \) (not necessarily bounded or smooth) there exists a complete proper minimal immersion \( \psi : M \to D \), where \( M \) is an open Riemann surface with arbitrary finite topology.

One of the most interesting applications of our Density Theorem is the construction of the first example of a complete minimal surface properly immersed in \( \mathbb{R}^3 \) with an uncountable number of ends (Section 8).

Theorem C. There exists a domain \( \Omega \subset \mathbb{C} \) and a complete proper minimal immersion \( \psi : \Omega \to \mathbb{R}^3 \) which has uncountably many ends.

The domain \( \Omega \) is bounded in \( \mathbb{C} \) and its set of ends contains a Cantor’s set. We would like to emphasize that our technique can be also applied to construct complete proper minimal surfaces of genus \( k, k \in \mathbb{N} \), and uncountably many ends. For the sake of simplicity, we have only exhibited in this paper the construction of a minimal surface of genus zero and uncountably many ends.

Once again, embeddedness establishes a dichotomy in the global theory of minimal surfaces. So, it is important to note that complete proper minimal surfaces in \( \mathbb{R}^3 \) with uncountably many ends cannot be embedded as a consequence of a result by Collin, Kusner, Meeks and Rosenberg [5].
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2. Preliminaries

This section is devoted to briefly summarize the notation and results about Riemann surfaces, minimal surfaces, and convex geometry that we will use in the paper.

2.1. Riemann surfaces background. Throughout the paper \( M' \) will denote a connected compact Riemann surface of genus \( \sigma \in \mathbb{N} \cup \{0\} \).

Let \( M \) be a domain in \( M' \) and assume that \( M \) carries a Riemannian metric \( ds^2 \). Given a subset \( W \subset M \), we define:

- \( \text{dist}_{(W,ds)}(p, q) = \inf \{\text{length}(\alpha, ds) \mid \alpha : [0, 1] \to W, \alpha(0) = p, \alpha(1) = q\} \), for any \( p, q \in W \);
- \( \text{dist}_{(W,ds)}(T_1, T_2) = \inf \{\text{dist}_{(W,ds)}(p, q) \mid p \in T_1, \ q \in T_2\} \), for any \( T_1, T_2 \subset W \);
- \( \text{diam}_{ds}(W) = \sup \{\text{dist}_{(W,ds)}(p, q) \mid p, q \in W\} \).

For \( \epsilon \in \mathbb{N} \), consider \( D_1, \ldots, D_\epsilon \subset M' \) open disks so that \( \{\gamma_i := \partial D_i\}_{i=1}^\epsilon \) are piecewise smooth Jordan curves and \( D_1 \cap D_j = \emptyset \) for all \( i \neq j \).

Definition 1. Each curve \( \gamma_i \) will be called a cycle on \( M' \) and the family \( \mathcal{J} = \{\gamma_1, \ldots, \gamma_\epsilon\} \) will be called a multicycle on \( M' \). We denote by \( \text{Int}(\gamma_i) \) the disk \( D_i \), for \( i = 1, \ldots, \epsilon \). We also define \( M(\mathcal{J}) = M' - \cup_{i=1}^\epsilon \text{Int}(\gamma_i) \). Notice that \( M(\mathcal{J}) \) is always connected.

Given \( \mathcal{J} = \{\gamma_1, \ldots, \gamma_\epsilon\} \) and \( \mathcal{J}' = \{\gamma'_1, \ldots, \gamma'_\epsilon\} \) two multicyles in \( M' \) we write \( \mathcal{J}' < \mathcal{J} \) if \( \text{Int}(\gamma_i) \subset \text{Int}(\gamma'_i) \) for \( i = 1, \ldots, \epsilon \). Observe that this implies \( M(\mathcal{J}') \subset M(\mathcal{J}) \).

Let \( \mathcal{J} = \{\gamma_1, \ldots, \gamma_\epsilon\} \) be a multicycle and assume that \( M(\overline{\mathcal{J}}) \subset M \), where the Riemannian metric \( ds^2 \) is defined. If \( \epsilon > 0 \) is small enough, we can consider the multicycle \( \mathcal{J}^\epsilon = \{\gamma_1^\epsilon, \ldots, \gamma_\epsilon^\epsilon\} \), where by \( \gamma_i^\epsilon \) we mean the cycle satisfying \( \text{Int}(\gamma_i^\epsilon) \subset \text{Int}(\gamma_i^\epsilon) \) and \( \text{dist}_{(M,ds)}(q, \gamma_i^\epsilon) = \epsilon \) for all \( q \in \gamma_i^\epsilon \) and \( i = 1, \ldots, \epsilon \). Similarly, we can define \( \mathcal{J}^{-\epsilon} = \{\gamma_1^{-\epsilon}, \ldots, \gamma_\epsilon^{-\epsilon}\} \), where \( \gamma_i^{-\epsilon} \) now means the cycle satisfying \( \text{Int}(\gamma_i^{-\epsilon}) \subset \text{Int}(\gamma_i) \) and \( \text{dist}_{(M,ds)}(q, \gamma_i^{-\epsilon}) = \epsilon \) for all \( q \in \gamma_i^{-\epsilon} \) and \( i = 1, \ldots, \epsilon \).

Given a Riemannian surface with boundary \( N \subset M' \), we will say that a function, or a 1-form, is harmonic, holomorphic, meromorphic, ... on \( N \), if it is harmonic, holomorphic, meromorphic, ..., on a domain containing \( N \).

2.2. Minimal surfaces background. The theory of complete minimal surfaces is closely related to the theory of Riemann surfaces. This is due to the fact that any such surface is given by a triple \( \Phi = (\Phi_1, \Phi_2, \Phi_3) \) of holomorphic 1-forms defined on some Riemann surface such that

\[
(2.1) \quad \Phi_1^2 + \Phi_2^2 + \Phi_3^2 = 0;
\]

\[
(2.2) \quad \|\Phi_1\|^2 + \|\Phi_2\|^2 + \|\Phi_3\|^2 \neq 0;
\]
and all periods of the $\Phi_j$ are purely imaginary, here we consider $\Phi_t$ to be a holomorphic function times $dz$ in a local parameter $z$. Then the minimal immersion $X : M \to \mathbb{R}^3$ can be parameterized by $z \mapsto \text{Re} f^2 \Phi$. The above triple is called the Weierstrass representation of the immersion $X$. Usually, the first requirement (2.1) (which ensures the conformality of $X$) is guaranteed by introducing the formulas:

$\Phi_1 = \frac{1}{2} (1 - g^2) \eta, \quad \Phi_2 = \frac{i}{2} (1 + g^2) \eta, \quad \Phi_3 = g \eta,$

with a meromorphic function $g$ (the stereographic projection of the Gauss map) and a holomorphic 1-form $\eta$. The metric of $X$ can be expressed as

$$d s_X^2 = \frac{1}{2} \| \Phi \|^2 = \left( \frac{1}{2} (1 + |g|^2) \| \eta \| \right)^2. \tag{2.3}$$

Throughout the paper, we will use several orthonormal bases of $\mathbb{R}^3$. Given $X : \Omega \to \mathbb{R}^3$ a minimal immersion and $S$ an orthonormal basis, we will write the Weierstrass data of $X$ in the basis $S$ as

$$\Phi_{(X,S)} = (\Phi_{(1,S)}, \Phi_{(2,S)}, \Phi_{(3,S)}), \quad g_{(X,S)}, \quad \eta_{(X,S)}. \tag{2.4}$$

Similarly, given $\nu \in \mathbb{R}^3$, we will let $\nu_{(k,S)}$ denote the $k$-th coordinate of $\nu$ in $S$. The first two coordinates of $\nu$ in this basis will be represented by $\nu_{(s,S)} = (\nu_{(1,S)}, \nu_{(2,S)})$.

Given a curve $\alpha$ in $M$, by $\text{length}(\alpha, X)$ we mean $\text{length}(\alpha, d s_X)$. Similarly, given a subset $W \subset M$, we write:

- $\text{dist}_{W,X}(p, q) = \text{dist}_{(W, d s_X)}(p, q)$, for any $p, q \in W$;
- $\text{dist}_{W,X}(T_1, T_2) = \text{dist}_{(W, d s_X)}(T_1, T_2)$, for any $T_1, T_2 \subset W$;
- $\text{diam}_X(W) = \text{diam}_{d s_X}(W)$.

### 2.2.1. The López-Ros transformation

The proof of Lemmas 1, 2 and 3 exploits what has come to be called the López-Ros transformation. If $M$ is a Riemann surface and $(g, \eta)$ are the Weierstrass data of a minimal immersion $X : M \to \mathbb{R}^3$, we define on $M$ the data

$$\tilde{g} = \frac{g}{h}, \quad \tilde{\eta} = \eta \cdot h, \tag{2.5}$$

where $h : M \to \mathbb{C}$ is a holomorphic function without zeros. If the periods of this new Weierstrass representation are purely imaginary, then it defines a minimal immersion $\tilde{X} : M \to \mathbb{R}^3$. This method provides us with a powerful and natural tool for deforming minimal surfaces. From our point of view, the most important property of the resulting surface is that the third coordinate function is preserved. Note that the intrinsic metric is given by (2.3) as

$$d s_{\tilde{X}}^2 = \left( \frac{1}{2} \left( |h| + \frac{|g|^2}{|h|} \right) \| \eta \| \right)^2. \tag{2.5}$$

This means that we can increase the intrinsic distance in a prescribed compact of $M$, by using suitable functions $h$. These functions will be provided by Lemma 1 that can be consider a Runge’s type theorem.

### 2.3. Background on convex geometry

Convex geometry is a classical subject with a large literature. To make this article self-contained, we will describe the concepts and results we will need. A convex, compact set of $\mathbb{R}^n$ with nonempty interior is called a convex body. A theorem of H. Minkowski (cf. [19]) states that every convex body $C$ in $\mathbb{R}^n$ can be approximated (in terms of Hausdorff metric) by a sequence $C_k$ of ‘analytic’ convex bodies. Recall that the Hausdorff distance between two nonempty compact subsets of $\mathbb{R}^n$, $C$ and $D$, is given by:

$$\delta^H(C, D) = \max \left\{ \sup \inf_{x \in C} \| x - y \|, \sup \inf_{y \in D} \| x - y \| \right\}. \tag{2.5}$$

**Theorem (Minkowski).** Let $C$ be a convex body in $\mathbb{R}^n$. Then there exists a sequence $\{C_k\}$ of convex bodies with the following properties

1. $C_k \searrow C$ in terms of the Hausdorff metric;
2. $\partial C_k$ is an analytic $n - 1$-dimensional manifold;
3. The curvatures of $\partial C_k$ never vanish.
A modern proof of this result can be found in [18, §3].

Given \( E \) a bounded regular convex domain of \( \mathbb{R}^3 \) and \( p \in \partial E \), we will let \( \kappa_2(p) \geq \kappa_1(p) \geq 0 \) denote the principal curvatures of \( \partial E \) at \( p \) (associated to the inward pointing unit normal.) Moreover, we write:

\[
\kappa_1(\partial E) := \min \{ \kappa_1(p) \mid p \in \partial E \}.
\]

If we consider \( \mathcal{N} : \partial E \to \mathbb{S}^2 \) the outward pointing unit normal or Gauss map of \( \partial E \), then there exists a constant \( a > 0 \) (depending on \( E \)) such that \( \partial E_t = \{ p + t \cdot \mathcal{N}(p) \mid p \in \partial E \} \) is a regular (convex) surface \( \forall t \in [-a, +\infty[. \)

We label \( E_t \) as the convex domain bounded by \( \partial E_t \). The normal projection to \( \partial E \) is represented as

\[
\mathcal{P}_E : \mathbb{R}^3 - E_{-a} \rightarrow \partial E \quad \text{such that} \quad p + t \cdot \mathcal{N}(p) \rightarrow p.
\]

Finally, we define the ‘extended’ Gauss map \( \mathcal{N}_E : \mathbb{R}^3 - E_{-a} \rightarrow \mathbb{S}^2 \) as \( \mathcal{N}_E(x) = \mathcal{N}(\mathcal{P}_E(x)) \).

3. A Runge’s Type Lemma

As we mentioned in the introduction, this section contains a Runge type theorem on Riemann surfaces. It will be crucial in the prove of the main theorems.

**Lemma 1.** Let \( J \) be a multicycle of \( M' \) and \( F : \overline{M(J)} \rightarrow \mathbb{R}^3 \) a conformal minimal immersion with Weierstrass data \((g, \Phi_3)\). Consider \( K_1 \) and \( K_2 \) two disjoint compact sets in \( M(J) \) and \( \Delta \subset M' \) satisfying:

- There exists a basis of the homology of \( M(J) \) contained in \( K_2 \);
- \( \Delta \subset M' - (K_1 \cup K_2) \);
- \( \Delta \) has a point in each connected component of \( M' - (K_1 \cup K_2) \).

Then, for any \( m \in \mathbb{N} \) and for any \( t > 0 \) there exists \( H : \overline{M(J)} - \Delta \rightarrow \mathbb{C} \) a holomorphic function without zeros, such that

- (L1.a) \( |H - t| < 1/m \) in \( K_1 \);
- (L1.b) \( |H - 1| < 1/m \) in \( K_2 \);
- (L1.c) The minimal immersion \( \bar{F} : \overline{M(J)} - \Delta \rightarrow \mathbb{R}^3 \) with Weierstrass data \((g/H, \Phi_3)\) is well-defined.

In order to prove Lemma 1, we have to introduce some terminology and prove several claims. We define \( \varrho = 2\sigma + \varepsilon - 1 \) (recall that \( \sigma \) is the genus of the compact surface \( M' \).) Thus, let \( B = \{ \varrho_1, \ldots, \varrho_\varrho \} \) be a basis of the homology of \( M(J) \) contained in \( K_2 \), and denote by \( \mathcal{H} \) the complex vector space of the holomorphic 1-forms on \( M(J) \).

**Claim 3.1.** Consider \( (a_1, \ldots, a_\varrho) \in \mathbb{C}^\varrho - \{(0, \ldots, 0)\} \) and \( c = \sum_{j=1}^\varrho a_j \varrho_j \). Then there exists \( \tau \in \mathcal{H} \) with \( \int_c \tau = 1 \).

**Proof.** The first holomorphic De Rham cohomology group, \( H^1_{\text{hol}}(M(J)) \) is a complex vector space of dimension \( \varrho \) (see [6, Chapter III.5]). Thus, the map \( I : H^1_{\text{hol}}(M(J)) \rightarrow \mathbb{C}^\varrho \) given by \( I(\psi) = \left( \int_{\varrho_1} \psi, \ldots, \int_{\varrho_\varrho} \psi \right) \), is a linear isomorphism. Observe \( I \) is well-defined from the fact that the type of an exact 1-form in \( H^1_{\text{hol}}(M(J)) \) is zero. Therefore, there exists \( \psi \in H^1_{\text{hol}}(M(J)) \) such that \( I(\psi) \notin \{(z_1, \ldots, z_\varrho) \mid \sum_{j=1}^\varrho a_j z_j = 0 \} \). Therefore, we can choose \( \tau \in \psi \) with \( \int_c \tau = 1 \).

**Claim 3.2.** Consider \( \tau \in \mathcal{H} \) and \( P \in \overline{M(J)} \). Then, there exists a holomorphic function \( A : \overline{M(J)} \rightarrow \mathbb{C} \) such that \( (\tau + dA)|_{\overline{M(J)}}_0 \geq \left( \tau |_{\overline{M(J)}} ight)_0 \cdot P \), where \((\cdot)_0 \) denotes the divisor of zeros.

**Proof.** Suppose \( (\tau)_0 = Q_1 \cdots Q_k P^n \), with \( P \neq Q_i \forall i = 1, \ldots, k \), and assume that there exists a holomorphic function \( \nu : \overline{M(J)} \rightarrow \mathbb{C} \) satisfying

1) \( \nu(P) \neq \nu(Q_i) \forall i = 1, \ldots, k \);
2) \( P \) is not a ramification point of \( \nu \).

Consider the function \( J : \overline{M(J)} \rightarrow \mathbb{C} \) given by \( J = (\nu - \nu(P))^n \prod_{i=1}^k (\nu - \nu(Q_i))^2 \). Therefore, \( (dJ)|_{\overline{M(J)}}_0 \geq \left( \tau |_{\overline{M(J)}} \right)_0 \) and the order of \( P \) as zero of \( dJ \) and \( \tau \) is the same, so, there exists \( \lambda \in \mathbb{C} \) such that \( A = \lambda J \) solves the claim.
Now, we are checking that there exists a such function $\psi$ satisfying items 1) and 2). A Runge’s type theorem (see [23, Theorem 10]) guarantees the existence of a holomorphic function $v_1 : M(\mathcal{J}) \to \mathbb{C}$ fulfilling item 1). On the other hand, given $(U, z)$ a conformal coordinate chart around $P$ and $m \in \mathbb{N}$, the same theorem provides us of a holomorphic function $h_m : M(\mathcal{J}) \to \mathbb{C}$ with $|h_m(z) - z| < 1/m$ for $z \in U$. Hence, $\{h_m\}_{m \in \mathbb{N}} \to z$ and therefore $\{dh_m\}_{m \in \mathbb{N}} \to dz$. Taking into account that $P$ is not a ramification point of $z$, we conclude that there exists $m \in \mathbb{N}$ large enough so that $P$ is not a ramification point of $v_2 := h_m$. Finally we choose $\psi$ as a appropriate linear combination of $v_1$ and $v_2$.

\[ \square \]

Claim 3.3. Let $\mathcal{O}(M(\mathcal{J}))$ be the real vector space of the holomorphic functions on $M(\mathcal{J})$. Then the linear map $\mathcal{F} : \mathcal{O}(M(\mathcal{J})) \to \mathbb{R}^{2g}$ given by

\[
\mathcal{F}(\varphi) = \left( \operatorname{Re} \left[ \int_{\mathbb{N}} \varphi \Phi_3 \left( \frac{1}{g} + g \right) \right]_{j=1, \ldots, g}, \operatorname{Im} \left[ \int_{\mathbb{N}} \varphi \Phi_3 \left( \frac{1}{g} - g \right) \right]_{j=1, \ldots, g} \right)
\]

is onto.

Proof. Suppose $\mathcal{F}$ is not onto. Therefore, there exists $(\mu_1, \ldots, \mu_{2g}) \in \mathbb{R}^{2g} - \{(0, \ldots, 0)\}$ such that $\mathcal{F}\left(\mathcal{O}(M(\mathcal{J}))\right) \subset \{(x_1, \ldots, x_{2g}) | \sum_{j=1}^{2g} \mu_j x_j = 0\}$. In other words:

\[
\text{(3.1)} \quad \operatorname{Re} \left[ \sum_{j=1}^{g} \left( u_j \int_{\mathbb{N}} g \Phi_3 + \varphi \varphi g \Phi_3 \right) \right] = 0, \quad \forall \varphi \in \mathcal{O}(M(\mathcal{J})),
\]

where $u_j = \mu_j - i\mu_{j+g}$, $j = 1, \ldots, g$.

Now, Claims 3.1 and 3.2 guarantee the existence of a differential $\tau \in \mathcal{H}$ satisfying

\begin{itemize}
  \item $(\tau)_{0} \geq \left( \frac{1}{g} \Phi_3 \right)_{M(\mathcal{J})}^2 \cdot \left( (g \varphi \varphi g \Phi_3)_{\mathcal{O}(M(\mathcal{J}))} \right)_{0};$
  \item $\operatorname{Re} \left[ \sum_{j=1}^{g} \tau \int_{\mathbb{N}} \varphi \Phi_3 \right] = 1.$
\end{itemize}

Therefore, if we define $w := \frac{\tau}{2g \varphi \varphi g}$, then $\varphi := \frac{g \varphi \varphi g}{\Phi_3} \in \mathcal{O}(M(\mathcal{J}))$. Hence, integrating (3.1) by parts, we obtain

\[
\operatorname{Re} \left[ \sum_{j=1}^{g} \tau \int_{\mathbb{N}} \varphi \Phi_3 \right] = -\operatorname{Re} \left[ \sum_{j=1}^{g} \tau \int_{\mathbb{N}} \varphi \Phi_3 \right] = 0,
\]

which is absurd. This proves the claim.

\[ \square \]

Using the above claim we obtain the existence of $\{\varphi_1, \ldots, \varphi_{2g}\} \subset \mathcal{O}(M(\mathcal{J}))$ such that $\{\mathcal{F}(\varphi_1), \ldots, \mathcal{F}(\varphi_{2g})\}$ are linearly independent. Fixed $m_0 \in \mathbb{N}$, without loss of generality, we can assume

\[
\text{(3.2)} \quad \left| \sum_{i=1}^{2g} x_i \varphi_1(p) \right| < \frac{1}{m_0}, \quad \forall x = (x_1, \ldots, x_{2g}) \in \mathbb{R}^{2g} \text{ with } \|x\|_{\infty} < 1, \forall p \in \bar{M(\mathcal{J})}.
\]

3.1. Proof of Lemma 1. Given $n \in \mathbb{N}$, we apply a Runge-type theorem on $M'$, see [23, Theorem 10], and obtain a holomorphic function $\vartheta_n : M(\mathcal{J}) - \Delta \to \mathbb{C}$ such that

\[
\begin{cases}
|\vartheta_n - n \log(t)| < 1/n & \text{ in } K_1, \\
|\vartheta_n| < 1/n & \text{ in } K_2.
\end{cases}
\]

Now, for $\Theta = (\lambda_0, \ldots, \lambda_{2g}) \in \mathbb{R}^{2g+1}$, we consider the map $h_{\Theta,n} : M(\mathcal{J}) - \Delta \to \mathbb{C}$ given by

\[
h_{\Theta,n}(p) = \exp \left[ \lambda_0 \vartheta_n(p) + \sum_{j=1}^{2g} \lambda_j \varphi_j(p) \right].
\]
Lemma 2. We are able to obtain some extra information about the resulting surface that will be necessary in proving Theorem 3.4. Let \( g^\Theta, n = g/h^\Theta, n \) and \( \Phi_3^\Theta, n = \Phi_3 \). Clearly, we have that \( \vartheta \) converges uniformly on \( K_2 \) to \( \vartheta_\infty = 0 \). So, for \( \Theta = (\lambda_0, \ldots, \lambda_{2\theta}) \in \mathbb{R}^{2\theta + 1} \) we also define on \( K_2 \) the Weierstrass data \( g^\Theta, \infty = g/h^\Theta, \infty \) and \( \Phi_3^\Theta, \infty = \Phi_3 \), where \( h^\Theta, \infty : K_2 \to \mathbb{C} \) is given by

\[
(3.3) \quad h^\Theta, \infty(p) = \exp \left[ \sum_{j=1}^{2\theta} \lambda_j \varphi_j(p) \right].
\]

Note that the third coordinate of all these Weierstrass representations has no real periods, but the period problems of the two first ones coordinates are not solved. In order to solve these problems we define, \( \forall n \in \mathbb{N} \cup \{ \infty \} \), the map \( \mathcal{P}_n : \mathbb{R}^{2\theta + 1} \to \mathbb{R}^{2\theta} \) given by

\[
(3.4) \quad \mathcal{P}_n(\Theta) = \left( \text{Re} \left[ \int_{\mathbb{R}^2} \Phi_1^\Theta, n \right], \ldots, \text{Re} \left[ \int_{\mathbb{R}^2} \Phi_2^\Theta, n \right] \right).
\]

Since \( \mathcal{F} \) is a well-defined immersion, then we have \( \mathcal{P}_n(0, \ldots, 0) = 0 \), \( \forall n \in \mathbb{N} \cup \{ \infty \} \). Moreover, it is not hard to check that

\[
[\text{Jac}_{\lambda_1, \ldots, \lambda_{2\theta}}(\mathcal{P}_n)](0, \ldots, 0) = \det(\mathcal{F}(\varphi_1), \ldots, \mathcal{F}(\varphi_{2\theta})) \neq 0, \quad \forall n \in \mathbb{N} \cup \{ \infty \}.
\]

Labeling \( \overline{B}(0, r) = \{ \lambda \in \mathbb{R}^{2\theta} \mid ||\lambda|| \leq r \} \), we can find \( \xi > 0 \) and \( 0 < r < 1 \) such that the Jacobian operator \( [\text{Jac}_{\lambda_1, \ldots, \lambda_{2\theta}}(\mathcal{P}_n)] \) uniformly converges to \( \text{Jac}_{\lambda_1, \ldots, \lambda_{2\theta}}(\mathcal{P}_\infty) \mid [0, \xi] \times \overline{B}(0, r) \) is injective.

As \( \{ \partial_n \}_{n \in \mathbb{N}} \) uniformly converges to \( \vartheta_\infty = 0 \) on \( K_2 \) and \( K_i \subset K_2, \forall i = 1, \ldots, g \), then it is not hard to see that \( \{ \text{Jac}_{\lambda_1, \ldots, \lambda_{2\theta}}(\mathcal{P}_n) \}_{n \in \mathbb{N}} \) uniformly converges to \( \text{Jac}_{\lambda_1, \ldots, \lambda_{2\theta}}(\mathcal{P}_\infty) \) on \( [0, \xi] \times \overline{B}(0, r) \). Therefore, there exists \( n_0 \in \mathbb{N} \) satisfying that \( \forall n \geq n_0, \exists \xi_n > 0 \) such that \( \text{Jac}_{\lambda_1, \ldots, \lambda_{2\theta}}(\mathcal{P}_n)(\lambda_0, \Lambda) \neq 0, \forall (\lambda_0, \Lambda) \in [-\xi_n, \xi_n] \times \overline{B}(0, r) \).

Now, we are able to apply the Implicit Function Theorem to the map \( \mathcal{P}_n \) at \( (0, \ldots, 0) = (0, \ldots, 0) \in [-\xi_n, \xi_n] \times \overline{B}(0, r) \) and obtain a smooth function \( L_n : \mathcal{J}_n \to \mathbb{R}^{2\theta} \), satisfying \( \mathcal{P}_n((\lambda_0, L_n(\lambda_0))) = 0, \forall \lambda_0 \in I_n \), where \( I_n \) is an open interval containing 0 and maximal, in the sense that \( L_n \) can not be regularly extended beyond \( I_n \).

Claim 3.4. There exist \( \epsilon_0 > 0 \) and \( n_0 \in \mathbb{N} \) such that the function \( L_n : [0, \epsilon_0] \to \overline{B}(0, r) \) is well-defined for all \( n \geq n_0 \).

The proof of Claim 3.4 is a standard argument of classical analysis that can be found in [8].

Take \( n \geq n_0 \) large enough so that \( 1/n \leq \epsilon_0 \) and label \( (\lambda_0^n, \ldots, \lambda_{2\theta}^n) = L_n(1/n) \). If \( m_0 \) in (3.2) and \( n \geq n_0 \) are sufficiently large, the function

\[
H(p) = \exp \left[ \frac{1}{n} \vartheta(p) + \sum_{j=1}^{2\theta} \lambda_j^n \varphi_j(p) \right]
\]

satisfies (L1.a) and (L1.b). As the period function \( \mathcal{P}_n \) vanishes at \( \Theta_n = (1/n, \lambda_1^n, \ldots, \lambda_{2\theta}^n) \), then the minimal immersion \( \mathcal{F} \) with Weierstrass data given by \( (g/H, \Phi_3) \) is well-defined. Hence, the function \( H \) also satisfies (L1.c). This completes the proof of Lemma 1.

4. PROPERNESS LEMMA

This lemma asserts that a compact minimal surface whose boundary is close to the boundary of a convex \( E \) can be ‘elongated’ in such a way that the boundary of the new surface achieves the boundary of a bigger convex \( E' \). However, the above procedure does not change the topological type of the minimal surface. If \( E \) is strictly convex we are able to obtain some extra information about the resulting surface that will be necessary in proving Theorem 3 (see Remark 5).

Lemma 2. Let \( E \) and \( E' \) be two bounded regular convex domains in \( \mathbb{R}^3 \), with \( 0 \in E \subset \overline{E} \subset E' \). Consider \( \mathcal{J}' < \mathcal{J}_0 \) multicycles in \( M' \) and \( X : \overline{M(\mathcal{J})} \to \mathbb{R}^3 \) a conformal minimal immersion satisfying \( X(p_0) = 0 \) for a given point \( p_0 \in \overline{M(\mathcal{J})} \), and

\[
(4.1) \quad X(\overline{M(\mathcal{J})} - M(\mathcal{J}')) \subset E' - \overline{E}.
\]

Finally, consider \( b_2 > 0 \) such that \( E'_{-b_2} \) and \( E_{-2b_2} \) exist. Then, for any \( b_1 > 0 \) there exist a multicycle \( \mathcal{J} \) and a conformal minimal immersion \( Y : \overline{M(\mathcal{J})} \to \mathbb{R}^3 \) satisfying \( Y(p_0) = 0 \) and:

...
For any $f \parallel (L2.d)$

(4.2) $f(p) := \int_{q}^{p} \omega,$

is called the developing map of $\|\omega\|^2$. It is known that $\|\omega\|^2 = f^* ds_0^2$, where $ds_0^2$ represents the Euclidean metric of $\mathbb{C}$. In particular, $f$ can be seen as a local isometry.

Given $n \in \mathbb{N}$ we define an order relation in the set $I \equiv \{1, \ldots, n\} \times \{1, \ldots, E\}$. We say $(j, l) > (i, k)$ if one of the following situations occurs: $l = k$ and $j > i$ or $l > k$. Moreover, given $p \in M(J_0)$ and $r > 0$, we denote $D(p, r) = \{q \in M(J_0) \mid \text{dist}_{M(J_0)}(ds)(p, q) < r\}$. We also define two important constants that are chosen as follows:

- $\mu = \max\{\text{dist}_{\mathbb{R}^3}(x, \partial E) \mid x \in E'\}$;
- $\epsilon_0 > 0$ which will only depend on the data of Lemma 2 (i.e., $X, J_0, J', E, E', b_1, b_2$). This positive constant will be determined later and it must be small enough to satisfy several inequalities appearing in this section.

4.1.1. The first deformation.

Claim 4.1. There exist a multicycle $J_1$ such that $J' < J_1 < J_0$, and a set of points $\{p^k_i \mid (i, k) \in I\}$ included in $M(J_1) - M(J')$, satisfying the following properties:

1) For any $k$, there exists a cycle $\gamma_k$ passing through $\{p^k_i \mid (i, k) \in I\}$ (orderly) and contained in $M(J_1) - M(J')$;
2) $J_2 = \{\gamma_1, \ldots, \gamma_k\}$ is a multicycle with $M(J') \subset M(J_2)$;
3) There exist open disks $B^{i,k} \subset M(J_1) - M(J')$ satisfying $p^k_i, p^k_{i+1} \in B^{i,k}$, and such that (we adopt the convention $p^k_{n+1} = p^k_1$)

$$\|X(p) - X(p')\| < \epsilon_0, \quad \forall p, p' \in B^{i,k}, \quad \forall (i, k) \in I;$$

4) For any $(i, k) \in I$, there exists an orthonormal basis of $\mathbb{R}^3, S^k_i = \{e^i_1, e^i_2, e^i_3\}$, with $e^i_1 = N_E(X(p^k_i))$, and satisfying

$$\|e^i_j - e^{i+1,j}\| < \frac{\epsilon_0}{3\mu}, \quad \forall j \in \{1, 2, 3\} \quad (e^{n+1,j} := e^{j,k}),$$

and

$$f_{(X, S^k_i)}(p^k_i) \neq 0, \quad \text{where} \quad f_{(X, S^k_i)} := \frac{\eta(X, S^k_i)}{\omega};$$

5) For each $(i, k) \in I$, there exist a complex constant $\theta^k_0$ which satisfies $|\theta^k_0| = 1, \text{Im} \theta^k_0 \neq 0,$ and

$$\left|\theta^k_0 f_{(X, S^k_i)}(p^k_i) - 1\right| < \frac{\epsilon_0}{3\mu}.$$

Proof. Since $J'$ is a set of piecewise regular curves, then we know that $N_E(X(J'))$ omits an open set $U$ of $\mathbb{S}^2$. Hence, we can get a multicycle $J_1$ with $J' < J_1 < J_0$ and $N_E(X(M(J_1) - M(J')) \subset \mathbb{S}^2 - U$. Let $V_1$ and $V_2$ be a smooth orthonormal basis of tangent vector fields on $\mathbb{S}^2 - U$. Then, we define $\xi_1(p) = N_E(X(p))$, $\xi_2(p) = V_1(N_E(X(p)))$ and $\xi_3(p) = V_2(N_E(X(p)))$, $\forall p \in M(J_1) - M(J')$.

If $n$ is large enough, because of the uniform continuity of $X$ and the fields $\xi_j$, for $j = 1, 2, 3$, we can find points $\{p^k_i \mid (i, k) \in I\} \subset M(J_1) - M(J')$ satisfying Statements 1), 2), 3), and the following property:

$$\|\xi_j(p^k_i) - \xi_j(p^k_{i+1})\| < \epsilon_0/6\mu, \quad \forall j \in \{1, 2, 3\}, \quad \forall (i, k) \in I.$$
Claim 4.2. There exists \( (A_1) \) and \( \delta > 0 \) small enough to satisfy Claim 4.2 and the following list of properties:

(A1) \( D(p_i^k, \delta) \cup D(p_{i+1}^k, \delta) \subset B^3 \), \( \forall (i, k) \in I_1 \) and \( \forall (i, k) \in I_2 \);

(A2) \( D(p_i^k, \delta) \cap D(p_j^l, \delta) = \emptyset, \forall (i, k) \neq (j, l) \in I_1 \);

(A3) \( D(p_i^k, \delta) \subset D(p_j^l, \delta) \subset D(p_i^k, \delta), \forall (i, k) \neq (j, l) \in I_1 \);
(A4) $\delta' \cdot \max_{D(p^k_i, \delta)} \{ |f(X, S^k_i)| \} < 2 \epsilon_0, \quad \forall (i, k) \in I$;

(A5) $\delta' \cdot \max_{D(p^k_i, \delta)} \{ |f(X, S^k_i)g^2_{X, S^k_i}| \} < \text{Im}(\theta^k_i) \epsilon_0, \quad \forall (i, k) \in I$;

(A6) $3\mu \cdot \max_{p \in D(p^k_i, \delta)} \{ |f(X, S^k_i)(p) - f(X, S^k_i)(p^k_i)| \} < |f(X, S^k_i)(p^k_i)| \epsilon_0, \quad \forall (i, k) \in I$;

(A7) $\delta' \cdot \max_{D(p^k_i, \delta)} \{ \|\Phi\| \} < \epsilon_0, \quad \forall (i, k) \in I$, where $\Phi = \phi \cdot \omega$ is the Weierstrass representation of the immersion $X$.

Now, we label $\ell := \text{diam}_{ds}(M(J_3)) + 2 \delta' + 2 \pi \delta + 1$. For each $k = 1, \ldots, e$, we construct a sequence

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig3.png}
\caption{The conformal disk $D(p^k_i, \delta)$.}
\end{figure}

$\Psi_k = \{ \Psi_{i,k} | i = 1, \ldots, n \}$, where the element $\Psi_{i,k} = \{ \kappa^k_i, a^k_i, C^k_i, G^k_i, \Phi^{i,k} \}$ is composed of:

- $\kappa^k_i$ is a positive real number;
- $a^k_i$ is the first point in the (oriented) curve $\beta_{i,k}$, such that

\begin{equation}
\frac{1}{2} |f(X, S^k_i)(p^k_i)| \int_{\beta(q^k_i, a^k_i)} \kappa^k_i \zeta_{i,k} \omega = 3\mu,
\end{equation}

where $\mu$ was defined at the beginning of the proof of Lemma 2 and $\beta(q, p)$ denotes the oriented arc of $\beta_{i,k}([0, 1])$ starting at $q$ and finishing at $p$.

- $C^k_i$ is a piece of a simple closed regular curve $C$ contained in $D(p^k_i, \delta)$ such that $a^k_i \in C^k_i$ and each connected component of $\beta_{i,k}([0, 1]) \setminus \{ a^k_i \}$ lies on a connected component of $\overline{\partial D(p^k_i, \delta)} - C$ (see Fig. 3.);
- $G^k_i$ is a closed annular sector bounded by $C^k_i, \partial D(p^k_i, \delta)$ and the boundary of a small neighborhood of the curve $\beta(q^k_i, a^k_i)$;
- $\Phi^{i,k} = \phi^{i,k} \cdot \omega$ is a Weierstrass representation defined on $\overline{M(J_1)} - \cup_{(j,l) \leq (i,k)} U(p^k_j)$, where $U(p^k_j) = D(p^k_j, \delta)$.

Remark 3. In each family $\Psi_k$ we will adopt the convention that $\Psi_{n+1,k} = \Psi_{1,k}$. In case $k = 1$, let $\Phi^{0,1} = \phi^{0,1} \cdot \omega$ be the Weierstrass representation of the immersion $X$. We denote $\Psi_{0,1} = \{ \Phi^{0,1} \}$. In case $k > 1$, we write $\Phi^{0,k} = \Phi^{n,k-1}$ and label $\Psi_{0,k} = \{ \Phi^{0,k} \}$.

Claim 4.4. We can construct the sequence in such way that satisfy

**(B1)** $\delta' \cdot \max_{D(p^k_i, \delta)} \{ |f(\Phi_{i,k}, S^k_i)| \} < 2 \epsilon_0, \quad \forall (j, l) > (i, k)$;

**(B2)** $\delta' \cdot \max_{D(p^k_i, \delta)} \{ |f(\Phi_{i,k}, S^k_i)g^2(\Phi_{i,k}, S^k_i)| \} < \text{Im}(\theta^k_i) \epsilon_0, \quad \forall (j, l) > (i, k)$;

**(B3)** $\delta' \cdot \max_{D(p^k_i, \delta)} \{ |f(\Phi_{i,k}, S^k_i)(p) - f(\Phi_{i,k}, S^k_i)(p^k_i)| \} < |f(\Phi_{i,k}, S^k_i)(p^k_i)| \epsilon_0, \quad \forall (j, l) > (i, k)$;

**(B4)** $\| \Re \int_{\alpha_p} \Phi^{i,k} \| < \epsilon_0, \quad \forall p \in C^k_i$, \where $\alpha_p$ is a piece of $C^k_i$ connecting $a^k_i$ with $p$;

**(B5)** $\Phi^{i,k}_{(3,S^k_i)} = \Phi^{i-1,k}_{(3,S^k_i)}$, where $\Phi^{i,k}_{(3,S^k_i)}$ represents the $j$-th coordinate of the triple $\Phi^{i,k}$ in the frame $S^k_i$;

**(B6)** $\| \phi^{i,k}(p) - \phi^{i-1,k}(p) \| < \frac{\epsilon_0}{nE}, \quad \forall p \in K^k_i := \overline{M(J_1)} - \left( D(p^k_i, \delta) \cup \bigcup_{(j,l) < (i,k)} U(p^k_j) \right)$;

**(B7)** $\| \Re \int_{\beta(a^k_i, a^k_i)} \Phi^{i,k} - \Re \int_{\beta(a^k_i, a^k_i)} \Phi^{i-1,k} \| < 15 \epsilon_0, \quad (\text{for } i = 2, \ldots, n + 1)$;
For all $p \in G^k_i$ one has
\[
\left\| \left( \text{Re} \int_{q^i_p} \Phi^{i,k}_0 \right) e_1 \right\|_1 + \left\| \left( \text{Re} \int_{q^i_p} \Phi^{i,k}_1 \right) e_2 \right\|_1 < \frac{1}{2} |f(x, s^i_p)(p^i_k)| \left( \text{Re} \int_{q^i_p} \kappa^{i,k}_0 \xi_i,k \omega \right) e_1 < \frac{1}{5} \epsilon_0 ;
\]
(B9$^k_i$)

The above properties are true for $(i, k) \in I$, except for (B1$^k_i$), (B2$^k_i$), and (B3$^k_i$) which hold only for $(i, k) \neq (n, e)$. Similarly, Property (B7$^k_i$) is valid only for $i = 2, \ldots, n + 1$, and any $k \in \{1, \ldots, e\}$ (see Remark 3.)

We define each family $\Psi_{i,k}$ in a recursive way. Before entering in the details of the recursive construction, we would like to make some remarks:

**Remark 4.** To construct $\Psi_{i,1}$ starting from $\Psi_{i-1,1}$ we will use Properties (B1$^k_{i-1}$), (B2$^k_{i-1}$) and (B3$^k_{i-1}$). In the case $i = 1$, these properties are a consequence of (A4), (A5), and (A6), respectively.

If $k > 1$ and $\Psi_{i-1,k}$ is already defined, then in order to obtain $\Psi_{i,k}$ from $\Psi_{i-1,k}$ we will make use of Properties (B1$^k_{i-1}$), (B2$^k_{i-1}$) and (B3$^k_{i-1}$). In the case $i = 1$, these properties are a consequence of (B1$^k_{n-1}$), (B2$^k_{n-1}$) and (B3$^k_{n-1}$), respectively.

Assume $\Psi_{i-1,k}$ is defined satisfying Properties (B1$^k_{i-1}$), (B2$^k_{i-1}$), (B3$^k_{i-1}$).

From item (3) in Claim 4.2 we easily obtain that:

\[
(4.9) \quad [1 + c \theta^0_t \zeta_i,k(\beta_i,k(t))] \geq |\text{Im}(\theta^0_i)| > 0, \quad \forall t \in [0, 1], \quad \forall c > 0.
\]

Consider a basis of the homology of $M(J_0, B = \{N_1, \ldots, N_9\}$, so that the curves $N_j$, $j = 1, \ldots, g$, are contained in $M(J_2) \cup (\cup_{i,j} D(p^i_j, \delta))$.

Reasoning as in Claim 3.3 we obtain the existence of $\{\varphi_1, \ldots, \varphi_{2g}\} \subset \mathcal{O}(M(J_0))$ such that $\{\mathcal{F}(\varphi_1), \ldots, \mathcal{F}(\varphi_{2g})\}$ are linearly independent. Up to a suitable shrinking, we can assume

\[
(4.10) \quad \left| \exp \left\{ \sum_{j=1}^{2g} x_j \varphi_j(p) \right\} - 1 \right| < \frac{|\text{Im}(\theta^0_i)|}{2},
\]

$\forall x = (x_1, \ldots, x_{2g}) \in \mathbb{R}^{2g}$ with $|x| < 1$, $\forall x \in M(J_0)$. Now, for $\Theta = (\lambda_0, \lambda_1, \ldots, \lambda_{2g}) \in \mathbb{R}^{2g}$, we consider the map $h^\Theta : M(J_0) \rightarrow \mathbb{C}$ given by

\[
h^\Theta(p) = \lambda_0 \theta^0_t \zeta_i,k(p) + \exp \left( \sum_{j=1}^{2g} \lambda_j \varphi_j(p) \right).
\]

Observe that $h^\Theta \rightarrow 1$ uniformly on $M(J_0)$ as $\Theta \rightarrow 0$. Then, there exists $1 > r > 0$, so that $h^\Theta$ has no zeroes in $M(J_0)$ for all $\Theta \in B(0, r) = \{x \in \mathbb{R}^{2g} : \|x\| < r\}$.

Label $g^\Theta = g(\Phi^{i-1,k}_{1,2})/h^\Theta$ and $\Phi^i = \Phi^{i-1,k}_{(3,3)k}$. For the associate Weierstrass representation, we define the period function $\mathcal{P} : \mathbb{R}^{2g} \rightarrow \mathbb{R}^2$ given by

\[
\mathcal{P}(\Theta) = \left( \text{Re} \left( \int_{N_j} \Phi^0_1 \right)_{j=1,\ldots,g}, \text{Re} \left( \int_{N_j} \Phi^0_2 \right)_{j=1,\ldots,g} \right).
\]

Notice that $\mathcal{P}$ is a mapping of class $C^1$ and $\mathcal{P}(0, \ldots, 0) = 0$. Then, applying the Implicit Function Theorem, as in the proof of Lemma 1, we get the existence of a positive constant $\kappa > 0$ and a curve $L([\lambda] - \kappa, [\lambda] - \kappa) \rightarrow \mathbb{R}^2$, such that $(\lambda_0, L(\lambda_0)) \in B(0, r)$ and $\mathcal{P}(\lambda_0, L(\lambda_0)) = 0$, for all $\lambda_0$ in $[\lambda] - \kappa, [\lambda]$. Since $\Phi(\lambda_0, L(\lambda_0)) \rightarrow \Phi^{i-1,k}$, uniformly on $K^k_i$, as $\lambda_0 \rightarrow 0$, we can find $\kappa^k_i \in [0, \kappa]$ so that the Weierstrass data:

\[
(4.11) \quad g(\Phi^{i,k,S^k_i}) := g^\Theta(\kappa^k_i, L(\kappa^k_i)), \quad \Phi^{i,k}_{(3,S^k_i)} := \Phi^i_{(3,S^k_i)},
\]

satisfy Properties (B1$^k_i$), (B2$^k_i$), (B3$^k_i$) and (B4$^k_i$). Furthermore, Property (B5$^k_i$) trivially follows from the definition of $\Phi^{i,k}$.
For the sake of simplicity we will write \( h_{i,k} \) instead of \( h^{(k)}(M,L(k)) \). We would like to point out that the immersion \( X^k_t : M(J^2) - (D(p^k_t, \delta) \cup (\cup_{j=1}^k \cup (p^j_t)) \rightarrow \mathbb{R}^3 \) with Weierstrass representation \( \Phi^{i,k} \), in the orthogonal frame \( S^k_t \), is well-defined. To obtain the remainder properties we have to work a little further.

To check Property (B8) we write \( a + ib \equiv a e^{i\varepsilon_1} + b e^{i\varepsilon_2} \). Given \( p \in \beta(q^k_t, a^k_t) \), from the definition of \( \beta(i,k) \) we get

\[
\text{Re} \left( \int_{\mathbb{R}^+} \kappa^k_i \xi_{i,k} \right) = \text{Re} \left( \int_{\beta(q^k_t, p)} \kappa^k_i \xi_{i,k} \right) \in \mathbb{R}^+.
\]

Hence, using first (4.6) and then (4.8), one obtains:

\[
\frac{1}{2} \left| \left| f(X,S^k_t)(p^k) \right| - \theta^k_i f(X,S^k_t)(p^k) \right| \int_{\beta(q^k_t, p)} \kappa^k_i \xi_{i,k} \omega \leq \frac{1}{2} \left| \left| f(X,S^k_t)(p^k) \right| \int_{\beta(q^k_t, p)} \kappa^k_i \xi_{i,k} \omega \leq \epsilon_0. \right|
\]

Therefore, we have

\[
\left| \text{Re} \left( \int_{\beta(q^k_t, p)} \Phi^{i,k}_1(1,S^k_t) \right) + i \text{Re} \left( \int_{\beta(q^k_t, p)} \Phi^{i,k}_2(2,S^k_t) \right) - \frac{1}{2} \left| \left| f(X,S^k_t)(p^k) \right| \int_{\beta(q^k_t, p)} \kappa^k_i \xi_{i,k} \omega \leq \epsilon_0. \right|
\]

Taking into account the definition of \( h_{i,k} \) and (4.10), we can write \( h_{i,k} = v_{i,k} + \theta^k_i \kappa^k_i \xi_{i,k} + 1 \), where \( v_{i,k} \) is a holomorphic function with \( |v_{i,k}| < \frac{\text{Im}(\theta^k_i)}{2} \). Moreover, \( \text{Re} \Phi_1 + i \text{Re} \Phi_2 = \frac{1}{2} (\overline{\eta} - \theta^k_i \eta) \). Then, expression (4.12) can be bounded by

\[
\frac{1}{2} \left| \left| \int_{\beta(q^k_t, p)} \frac{f(\Phi^{i,-1,k},S^k_t)}{\beta(q^k_t, p)} \omega \int_{\beta(q^k_t, p)} \frac{f(\Phi^{i,-1,k},S^k_t)}{\beta(q^k_t, p)} (v_{i,k} + 1) \right| \right|
\]

where in the second inequality we have used (4.8), (B3), (B1), (B2), (B3), (4.9) and (4.10). Thus, we have proved that Property (B8) holds for all \( p \in \beta(q^k_t, a^k_t) \). Hence, if \( C^k_t \) and \( G^k_t \) are chosen close enough to \( a^k_t \) and \( \beta(q^k_t, a^k_t) \), respectively, we obtain Properties (B4), (B8) and (B9).

Finally, we are checking (B7). In order to do this, we write

\[
\left| \left| \text{Re} \left( \int_{\beta(q^k_t, a^k_t)} \Phi^{i,k} - \int_{\beta(q^k_t, a^k_t)} \Phi^{i,-1,k} \right) \right| \leq \sum_{j=1}^{2} \left| \left| \left( \text{Re} \left( \int_{\beta(q^k_t, a^k_t)} \Phi^{i,k} - \frac{1}{2} \text{Re} \left( \int_{\beta(q^k_t, a^k_t)} \Phi^{i,-1,k} \right) \right) \right) \right| \right|
\]


and we separately bound each addend. Using (B8\textsubscript{k}, (B8\textsubscript{k})\textsubscript{−1}), (4.8) and (4.4), we obtain
\begin{equation}
\frac{1}{2} \left\| \left[ f(X,S^k_i(p^k_i) \int_{\beta(q^k_i,a^k_i)} e^{i,k}_1 - \left( \int_{\beta(q^k_i-1,a^k_i)} e^{i-1,k}_j \right) \left( \int_{\beta(q^k_i-1,a^k_i)} e^{i-1,k}_j \right) \right] \right\| < 10\epsilon_0 = 3\mu e^{i,k}_1 - 3\mu e^{i-1,k}_j + 10\epsilon_0 < \epsilon_0 + 10\epsilon_0 = 11\epsilon_0.
\end{equation}

To bound the second addend we use (B5\textsubscript{k}) and (B5\textsubscript{k})\textsubscript{−1} to obtain
\begin{equation}
(4.13) \left\| \left( \int_{\beta(q^k_i,a^k_i)} \Phi^{i,k}(3,S^k_i) \right) e^{i,k}_3 - \left( \int_{\beta(q^k_i-1,a^k_i)} \Phi^{i-1,k}(3,S^k_i) \right) e^{i-1,k}_3 \right\| \leq \left\| \left( \int_{\beta(q^k_i,a^k_i)} \Phi^{i-2,k}(3,S^k_i) \right) \right\| \leq \delta'(\max_{D(p^k_i,0)} \{ \| \Phi^{i-1,k}(3,S^k_i) \} \right\} + \delta(\max_{D(p^k_i,0)} \{ \| \Phi^{i-2,k}(3,S^k_i) \} \right\} < 4\epsilon_0,
\end{equation}
where in the second to last inequality we have used (B6\textsubscript{j}), (j, i) < (i, k), and (A7). Therefore, Property (B7\textsubscript{k}) holds, and so we have constructed the required sequence \{ \Psi_{i,k} \mid (i, k) \in I \}.

4.1.2. Preparing the second deformation. Note that the Weierstrass representations \Phi^{i,k} have simple poles and zeros in \( M(J_i^l) \). Our next job is to describe a domain \( \mathcal{U} \) in \( M(J_i^l) \) where the above Weierstrass representations determine minimal immersions.

We can consider \( \delta'' > \delta \) such that
\begin{equation}
D(p^k_i, \delta'') \cap D(p^k_i, \delta''') \subset B^{i,k}, \forall (i, k) \in I, \text{ and } D(p^k_i, \delta'') \cap D(p^k_i, \delta''') = \emptyset, \forall (i, k) \neq (j, l) \in I.
\end{equation}

Let \( \alpha_{i,k} \subset D(p^k_i, \delta'') \) be a simple curve connecting \( D(p^k_i, \delta'') \) \( \cap \text{Int } M(J_2) \) with \( q^k_i \) and finally let \( N^k_i \) be a small open neighborhood of \( \alpha_{i,k} \) in \( G^k_i \) and satisfying (C3) and (C5), \( \text{Homology group of } M(J_i^l) \) is the same as \( M(J_0) \) and it is generated by the basis \( B \) described in page 41.

Claim 4.5. The domain \( \mathcal{U} \) satisfies the following properties:
\begin{enumerate}[(C1)]
\item There exists \( J_{\mathcal{U}} \) a multicyle with \( \mathcal{U} = M(J_{\mathcal{U}}) \). From now on, we write \( M(J_{\mathcal{U}}) \) instead of \( \mathcal{U} \);
\item \( \beta(q^k_i, a^k_i) \subset M(J_{\mathcal{U}}) \) and \( J' \subset J_{\mathcal{U}} \);
\item \( \text{diam}_{p^k_i}(M(J_{\mathcal{U}})) < \ell \);
\item \( M(J_{\mathcal{U}}) \cap D(p^k_i, \delta) \subset G^k_i, \forall (i, k) \in I \);
\item \( \text{The homology group of } M(J_{\mathcal{U}}) \) is the same as \( M(J_0) \) and it is generated by the basis \( B \) described in page II.
\end{enumerate}

At this point, it is clear that we are able to find a multicyle, \( J_{\mathcal{U}} \), with \( J_{\mathcal{U}} \subset J_{\mathcal{U}} \) and satisfying (C3) and (C5), where the immersions \( X^k_i : M(J_i^l) \rightarrow \mathbb{R}^3 \) given by \( X^k_i(p) = \int_{\mathcal{U}} p^k_i \Phi^{i,k} \) are still well-defined, for \( (i, k) \in I \).

Claim 4.6. For \( (i, k) \in I \), we have
\begin{enumerate}[(D1\textsubscript{k})]
\item \( ||X^k_i(p) - X^k_{i-1}(p)|| < \frac{\epsilon_0}{nE}, \forall p \in M(J_i^l) - D(p^k_i, \delta) \);
\item \( (X^k_i(3,S^k_i)) = (X^k_{i-1}(3,S^k_i)) \);
\item \( ||X^k_i(a^k_i) - X^k_{i-1}(a^k_{i-1})|| < 20\epsilon_0 \);
\item \( X^k_i(a^k_i) \in \mathbb{R}^3 - E_{2\mu} \).
\end{enumerate}

Proof. In order to get (D1\textsubscript{k}) we use (B6\textsubscript{k}) and (C3) as follows:
\begin{equation}
||X^k_i(p) - X^k_{i-1}(p)|| = \left\| \int_{\mathcal{U}} (\delta^{i,k} - \delta^{i-1,k}) \omega \right\| \leq \int_{\mathcal{U}} (\delta^{i,k} - \delta^{i-1,k}) ||\omega|| \leq \frac{\epsilon_0}{nE} \int_{\mathcal{U}} ||\omega|| < \frac{\epsilon_0}{nE}.
\end{equation}
Now, (B5_i) immediately implies (D2_i). To check (D3_i) we apply (D1_i), (j,l) ∈ I_i, (B7_i+1) and (4.3) to obtain
\[
\|X_n^k(a^k_i) - X_n^k(a^k_{i+1})\| \leq \|X_n^k(a^k_i) - X_n^k(a^k_l)\| + \|X_n^k(a^k_l) - X_n^k(a^k_{i+1})\| + \|X_n^k(\eta^k_{i+1}) - X_n^k(\eta^k_l)\| + \|X_n^k(\eta^k_l) - X_n^k(\eta^k_{i+1})\| < 4\epsilon_0 + \|X(a^k_i) - X(q^k_i)\| + \|\Re \left( \int_{\beta(q^k_{i+1},\alpha^k_{i+1})} \Phi^{i+1,k} - \int_{\beta(\alpha^k_i,q^k_i)} \Phi^{i,k} \right) \| < 4\epsilon_0 + \epsilon_0 + 15\epsilon_0 = 20\epsilon_0.
\]
Finally, we will prove (D4_i). Using (D1_i), (j,l) > (i,k), one gets
\[
\|X_n^k(a^k_i) - X(p^k_i) - 3\mu N_E(X(p^k_i))\| \leq \|X_n^k(a^k_i) - X_n^k(a^k_j)\| + \|X_n^k(a^k_j) - X_n^k(q^k_j)\| - 3\mu N_E(X(p^k_i))\| + \|X_n^k(q^k_j) - X(p^k_j)\| < \epsilon_0 + \|X_n^k(a^k_i) - X_n^k(a^k_j)\| + \|X_n^k(a^k_j) - X_n^k(q^k_j)\| + \|X_n^k(q^k_j) - X(p^k_j)\| < \epsilon_0 + 5\epsilon_0 + 2\epsilon_0 + \epsilon_0 + \epsilon_0 = 10\epsilon_0,
\]
where in the last inequality we have used (D1_i), (B8_i), (4.3), (4.8) and (4.13). As $X(p^k_i) + 3\mu N_E(X(p^k_i)) \in \mathbb{R}^3 - E_{3\mu}$, then (D4_i) holds for a small enough $\epsilon_0$. \hfill \Box

**4.1.3. The second deformation.** For any $(i,k) \in I_i$, let $T^k_i = \{w^i_1, w^i_2, w^i_3\}$ be a new orthonormal basis such that
\[
w^{i,k}_3 = N_E(X_n^k(a^k_i)).
\]
Consider also $Q_i^k$ the connected component of the set $\overline{J_{i\ell}} - (C^k_i \cup C^k_{i+1})$ that does not cut $C^j_i$, $\forall (j,l) \in I_i - \{(i,k),(i+1,k)\}$. Note that $\{Q_i^k \mid (i,k) \in I_i\}$ satisfy:
\[
Q_i^k \cap \overline{Q_j^k} = \emptyset, \text{ for all } (i,k) \neq (j,l) \quad \text{and} \quad Q_i^k \subset B_{i,k}^i, \text{ for all } (i,k) \in I_i;
\]
and, up to a small perturbation,
\[
f_{(X^k_i,T^k_i)}(p) \neq 0, \quad \forall p \in Q_i^k.
\]
Now, let $\widehat{C_i^k}$ be an open set containing $C_i^k$ and sufficiently small to fulfill
\[
\|X_n^k(p) - X_n^k(a^k_i)\| < 3\epsilon_0, \quad \forall p \in \widehat{C_i^k} \cap M(J_{i\ell}).
\]
Notice that the above choice is possible due to Properties (D1_i), (j,l) > (i,k), and (B4_i). We also define, for any $\xi > 0$, $Q_i^k(\xi) = \{p \in M(J_0) \mid \text{dist}((M(J_0),d_0),(p, Q_i^k) \leq \xi\}$.

**Claim 4.7.** There exists $\xi > 0$ small enough so that:
(E1) $Q^k_i(\xi) \subset M(\mathcal{J}_i)$;
(E2) $Q^k_i(\xi) \cap Q^k_j(\xi) = \emptyset$, for $(i, k) \neq (j, l)$;
(E3) $Q^k_i(\xi) \cap D(p^k_{ij}, \delta) = \emptyset$, for $(j, l) \notin \{(i, k), (i+1, k)\}$;
(E4) $Q^k_i(\xi) \subset E^k_i$;
(E5) $|\int_{x_0, x_1} |\omega| = \xi/2$, $\forall x_0 \in Q^k_i, \forall x_1 \in \partial D(x_0, \xi/2), \forall (i, k) \in I$ where $[x_0, x_1]$ represents the length minimizing arc joining $x_0$ and $x_1$ (recall that $ds^2 = ||\omega||^2$).
(E6) Given $p \in Q^k_i$, we have $|f(x_{1, 2}^k, \nu^k_i) - f(x_{1, 2}^k, \nu^k_j)(q)| < \varepsilon_1, \forall q \in D(p, \xi/2)$, where $\varepsilon_1 = \frac{1}{4} \min_Q k \{||f(x_{1, 2}^k, \nu^k_i)||\}$;
(E7) $\text{diam}_{d^k} \left( M(\mathcal{J}_i) - Q^k_i(\xi) \right) < \ell$.

Observe that Properties (E2), (E3), (E4) and (E7) are consequence of (4.15), (4.16), and (C3). Furthermore, (E5) holds as the developing map, $\phi$, is a local isometry (see Remark 1.) The other ones are straightforward.

We are now ready to construct a sequence $\{\Lambda_{i, k} \mid (i, k) \in I\}$ where the element $\Lambda_{i, k} = \{Y^k_{i, 1}, \tau^k_i, \nu^k_i\}$ is composed of:
- $Y^k : M(\mathcal{J}_i) \to \mathbb{R}^3$ is a conformal minimal immersion. We also label $Y^k_0 = X^k_n$ and $Y^k_0 = Y^k_{i-1}, k \geq 2$;
- $\{(\tau^k_i, \nu^k_i) \in \mathbb{R}^+ \times \mathbb{R}^+ \mid (i, k) \in I\}$.

Claim 4.8. We can construct the sequence $\{\Lambda_{i, k} \mid (i, k) \in I\}$ satisfying the following list of properties:

(F1)$^c_i$ $(Y^k_i)_{(3, T^k_i)} = (Y^k_{i-1})_{(3, T^k_i)}$;
(F2)$^c_i$ $|Y^k_i(p) - Y^k_{i-1}(p)| < \frac{\nu^k}{\kappa_2}, \forall p \in M(\mathcal{J}_i) - Q^k_i(\xi)$;
(F3)$^c_i$ $|f^k_i(Y^k_{i, i-1}(\tau^k_i), \nu^k_i)(p) - f_{(3, T^k_i)}^k(p)| < \frac{\nu^k}{\kappa_2}, \forall p \in M(\mathcal{J}_i) - Q^k_i(\xi)$, for $(j, l) \not\in (i, k)$;
(F4)$^c_i$ $\left(1 - \frac{\tau^k_i}{\kappa_2} + \frac{\nu^k}{\kappa_2} \right) \max_{\nu^k_i} \{f_{(3, T^k_i)}^k(p)| \nu^k_i\xi(\xi/2)\} + \nu^k_i \max_{\nu^k_i} \{f_{(3, T^k_i)}^k(p)| \nu^k_i\xi(\xi/2)\} < \frac{\xi}{2}$;
(F5)$^c_i$ $\frac{1}{2} \left(\frac{\nu^k_i}{\kappa_2} \min_Q k \{||f_{(3, T^k_i)}^k(p)|| - 1\} \right) > \text{diam}_{\mathbb{R}^3}(E') + 1$.

Assume we have constructed $Y^k_1, Y^k_2, \ldots, Y^k_{i-1}$. Then we use Lemma 1 to get a holomorphic function without zeros $l_{i, k} : M(\mathcal{J}_i) \to \mathbb{C}$ such that
- $|l_{i, k}(p) - \tau^k_i| < \nu^k_i, \forall p \in Q^k_i(\xi/2)$;
- $|l_{i, k}(p) - 1| < \nu^k_i, \forall p \in M(\mathcal{J}_i) - Q^k_i(\xi)$;
- The minimal immersion $Y^k_i$ with Weierstrass data given by

\begin{equation}
\phi_{(3, T^k_i)}^k = \frac{g_i^k(p, T^k_i)}{l_{i, k}} \text{ and } \Phi_{(3, T^k_i)} = \Phi_{(3, T^k_i)}^k,
\end{equation}

is well-defined.

Then, we define the immersion $Y^k_i$ as $Y^k_i(p) = \text{Re} \int_{p_0}^p \phi_{(3, T^k_i)}$; where the Weierstrass data $\Phi_{(3, T^k_i)}$, in the orthogonal frame $T^k_i$, are determined by the López-Ros transformation (4.19). Notice that $\phi_{(3, T^k_i)}$ uniformly on $M(\mathcal{J}_i) - Q^k_i$. At this point, if $\nu^k_i$ is small enough and $\tau^k_i$ is sufficiently large, then to check that $Y^k_i$ satisfies Properties (F1)$^c_i$, ..., (F5)$^c_i$ is a straightforward computation, and so we have constructed the sequence $\{\Lambda_{i, k} \mid (i, k) \in I\}$. Note that (4.17) is valid in the proof of (F5)$^c_i$.

4.1.4. The immersion $Y$ solving Lemma 2. Consider the minimal immersion $Y : M(\mathcal{J}_i) \to \mathbb{R}^3$ given by $Y = Y^k_n$. We are going to check that $Y$ satisfies all the statements of Lemma 2.

Item (L2.b): Items 2 and 3 in Claim 4.1 and Properties (E4) and (A2) imply that $M(\mathcal{J}_i) \subset M(\mathcal{J}_i) - \{(i, k) \in I \mid D(p^k_{ij}, \delta) \cup (U_{(i, k)} \in I \cap Q^k_i(\xi))\}$. So, we can successively apply (D1)$^c_i$ and (F2)$^c_i$, $(i, k) \in I$, to obtain for $p \in M(\mathcal{J}_i)$

\begin{equation}
||Y(p) - X(p)|| \leq ||Y^k_n(p) - Y^k_0(p)|| + ||X^k_n(p) - X(p)|| < 2\varepsilon_0 + b_1,
\end{equation}

where the last inequality occurs if $\varepsilon_0$ is small enough.

Items (L2.a) and (L2.c): As a previous step we will prove the following claim:
Claim 4.9. Every connected curve $\gamma$ in $M(J_d)$ connecting $M(J')$ with $\mathcal{J}_d$ contains a point $p' \in \gamma$ such that $Y(p') \in \mathbb{R}^3 - E'$.

Proof. Let $\gamma \subset M(J_d)$ be a connected curve with $\gamma(0) \in M(J')$ and $\gamma(1) = x_0 \in \mathcal{J}_d$.

Case i) Assume $x_0 \in C_i^k \cap Q^1_i(\xi)$. Using Properties (E2), (F2), for $(j, l) \neq (i, k)$, (F1) and Inequality (4.18), we infer

\begin{equation}
|\gamma(x_n(x_0) - X_n^k(\alpha^k))_{(3, T^k_n)}| \leq |\gamma(x_n(x_0) - Y_n^k(x_0))| + |\gamma(Y_n^k(x_0) - Y_{n-1}^k(x_0))_{(3, T^k_n)}| + \nonumber
\end{equation}

\begin{equation}
|\gamma(Y_{n-1}^k(x_0) - Y_0^k(x_0))| + |\gamma(X_n^k(x_0) - X_n^k(\alpha^k))| < \epsilon_0 + \epsilon_0 + 3\epsilon_0 = 5\epsilon_0.
\end{equation}

If we write $T$ as the tangent plane to $\partial E$ at the point $\mathcal{P}_{E}(x_n^k(\alpha^k))$, then we know that $\text{dist}_{\mathbb{R}^3}(p, \partial E) \geq \text{dist}_{\mathbb{R}^3}(p, T)$ for any $p$ in the halfspace determined by $T$ that does not contain $\partial E$. If $\epsilon_0$ is small enough, (D4), (4.14), and (4.21) guarantee that $Y_n^k(x_0)$ belongs to the above halfspace, and moreover we have

\begin{equation}
\text{dist}_{\mathbb{R}^3}(Y_n^k(x_0), \partial E) \geq \text{dist}_{\mathbb{R}^3}(Y_n^k(x_0), T) = \text{dist}_{\mathbb{R}^3}(Y_n^k(x_0) - \mathcal{P}_{E}(x_n^k(\alpha^k)))_{(3, T^k_n)} > \nonumber
\end{equation}

\begin{equation}
(Y_n^k(\alpha^k) - \mathcal{P}_{E}(x_n^k(\alpha^k)))_{(3, T^k_n)} - 5\epsilon_0 > 2\mu - 5\epsilon_0 > \mu.
\end{equation}

From the definition of $\mu$ we conclude $Y_n^k(x_0) \in \mathbb{R}^3 - E'$.

Case ii) Assume $x_0 \in C_i^k \cap Q^1_i(\xi)$. Reasoning as in the above case and using Property (D3), we obtain

\begin{equation}
|\gamma(x_n(x_0) - X_n^k(\alpha^k))_{(3, T^k_n)}| \leq |\gamma(x_n(x_0) - Y_n^k(\alpha^k))_{(3, T^k_n)}| + |\gamma(X_n^k(\alpha^k) - X_n^k(\alpha^k))_{(3, T^k_n)}| < 25\epsilon_0.
\end{equation}

Now, following the arguments of (4.22), we conclude $Y(x_0) \in \mathbb{R}^3 - E'$.

Case iii) Assume $x_0 \in C_i^k \cap Q^1_i(\xi)$. Taking into account (F2), for $(j, l) \in I$, and (4.18), one has

\begin{equation}
|\gamma(x_n(x_0) - Y_n^k(\alpha^k))| \leq |\gamma(x_n(x_0) - Y_0^k(x_0))| + |\gamma(Y_n^k(x_0) - X_n^k(\alpha^k))| < 4\epsilon_0,
\end{equation}

and then we can finish as in the preceding cases.

Case iv) Finally, suppose that $x_0 \in Q^1_i \setminus \cup_{(j, l) \in I}Q^1_j(\xi)$. For the sake of simplicity, we will write $f^{i-1,k}$ and $g^{j-1,k}$ instead of $f(Y_{n-1}^k, T^k_n)$ and $g(Y_{n-1}^k, T^k_n)$, respectively, and $a + ib$ instead of $aw_{1}^{i,k} + bw_{2}^{k}$. Hence, for $x_1 \in \gamma \setminus \partial D(x_0, \xi/2)$, taking into account (F2), for $(j, l) \neq (i, k)$, and the definition of $Y^k$ one has

\begin{equation}
\frac{1}{2} \left| \int_{[x_1, x_0]} f^{i-1,k} l_{i,k} \omega - \int_{[x_1, x_0]} f^{i-1,k}(g^{j-1,k})^2 \omega \right| - 2\epsilon_0 \geq \frac{1}{2} |\tau_{k}^{i} \int_{[x_1, x_0]} f^{i-1,k} \omega| - \nonumber
\end{equation}

\begin{equation}
\frac{1}{2} \left| \int_{[x_1, x_0]} f^{i-1,k}(g^{j-1,k})^2 \omega \right| - \frac{1}{2} \left| \int_{[x_1, x_0]} f^{i-1,k}(l_{i,k} - \tau_{k}^{i}) \omega \right| - \nonumber
\end{equation}

\begin{equation}
\frac{1}{2} \left| \int_{[x_1, x_0]} f^{i-1,k}(g^{j-1,k})^2 \left( \frac{1}{l_{i,k}} - \frac{1}{\tau_{k}^{i}} \right) \omega \right| - 2\epsilon_0 \geq \nonumber
\end{equation}

\begin{equation}
\frac{\tau_{k}^{i}}{2} \left| \int_{[x_1, x_0]} f^{i-1,k} \omega \right| - \frac{\xi}{4} \left( \frac{\max_{Q^1_i(\xi)}{[f^{i-1,k}(g^{j-1,k})^2]}}{\tau_{k}^{i}} + \nu_{k}^{i} \max_{Q^1_i(\xi)}{[f^{j-1,k}] + \nonumber
\end{equation}

\begin{equation}
\frac{\nu_{k}^{i}}{\tau_{k}^{i} - \nu_{k}^{i}} \max_{Q^1_i(\xi)}{[f^{j-1,k}(g^{i-1,k})^2]}} - 2\epsilon_0 \geq \frac{1}{2} \left( \frac{\tau_{k}^{i}}{\int_{[x_1, x_0]} f^{i-1,k} \omega} - 1 \right) - 2\epsilon_0,
\end{equation}

using the definition of $l_{i,k}$ and (E5), we obtain
where we have used (F4\textsuperscript{b}) in the last inequality. On the other hand, we make use of (E5), (E6), and (F3\textsuperscript{l}), (j,l) < (i,k), to deduce
\[
\left| \int_{[x_1,x_0]} f^{i-1,k} \omega \right| \geq \left| \int f_{(Y_0^i,T^k_p)}(x_0) \left| \int_{[x_1,x_0]} \omega \right| - \left| \int f_{(Y_0^i,T^k_p)}(x_0) - f_{(Y_0^i,T^k_p)} \omega \right| \right| \geq \frac{\xi}{1} \left| \int f_{(Y_0^i,T^k_p)}(x_0) - 2\epsilon_1 \right| \geq \frac{\xi}{1} \min Q^k \{ |f_{(Y_0^i,T^k_p)}| \}.
\]
Therefore, by using (F5\textsuperscript{b}) for \( \epsilon_0 \) small enough we have
\[
\| Y_n^k(x_0) - Y_n^k(x_1) \| > \frac{1}{2} \left( \rho^k \frac{4}{\epsilon} \min Q^k \{ |f_{(Y_0^i,T^k_p)}| \} - 1 \right) - 2\epsilon_0 > \text{diam}_{\mathbb{R}^3} (E') + 1 - 2\epsilon_0 > \text{diam}_{\mathbb{R}^3} (E') .
\]
From the above inequality we conclude that \( \gamma \) satisfies the claim in this last case. It is clear that \( x_0 \) has to lie in one of the above cases, hence, we have proved the claim. \( \square \)

Moreover, if \( \epsilon_0 \) is small enough, (4.20) and the convex hull property for minimal surfaces guarantee that \( Y(\overline{M(J')} \subset E' \). Claim 4.9 implies that we can find a multicyle \( J \) satisfying (L2.a) and (L2.c).

**Item (L2.d):** Given \( p \in \overline{M(J)} - M(J') \) there are five possible situations for the point \( p \) (recall that \( Q^k \{ \xi \} \cap \overline{D(p^l,\delta)} = \emptyset, (i,k) \notin \{ (i,k), (i+1,k) \} \).)

**Case I** Suppose \( p \notin (\cup_{l=1}^{L}(D(p^l,\delta)) \cup (\cup_{l=1}^{L}Q^l \{ \xi \} \). In this case we can use Properties (D1\textsuperscript{b}), (F2\textsuperscript{b}), (i,k) \in I to conclude that:
\[
\| Y_n^k(p) - X(p) \| \leq \| Y_n^k(p) - Y_0^k(p) \| + \| X_n^k(p) - X(p) \| < \epsilon_0 + \epsilon_0 = 2\epsilon_0 < 2\epsilon_0 .
\]
As usual, we have assumed that \( \epsilon_0 \) is small enough.

The above fact jointly with Hypothesis (4.1) of Lemma 2 give us that \( Y(p) \notin E_{-2\epsilon_0} \).

**Case II** Suppose \( p \in D(p^l,\delta) - \cup_{(i,k) \in I} Q^l \{ \xi \}, \) for an \( (i,k) \in I \). In this case, one has
\[
\begin{align*}
\langle Y_n^k(p) - X(p^k_{(i,k)}), e_{i,k} \rangle &= \langle Y_n^k(p) - Y_0^k(p), e_{i,k} \rangle + \langle X_n^k(p) - X^k_{(i,k)}, e_{i,k} \rangle + \langle X_n^k(p) - X^k_{(i,k)}, e_{i,k} \rangle + \langle X_{(i,k)} - X(p^k_{(i,k)}), e_{i,k} \rangle >
\end{align*}
\]
using (D1\textsuperscript{b}), \( \forall (j,l) \neq (i,k), (F2\textsuperscript{b}) \), \( \forall (j,l) \in I, \) and (4.3),
\[
> \langle X_n^k(p) - X^k_{(i,k)}, e_{i,k} \rangle - 4\epsilon_0 > \frac{1}{2} \int_{\mathbb{R}^3} \kappa_{\xi,i,k} \omega \rangle - 9\epsilon_0 \geq -10\epsilon_0 > -b_2 ,
\]
where we have used (B8\textsuperscript{b}) and (B9\textsuperscript{b}). Recall that \( e_{i,k} = N_E(X(p^k_{(i,k)})) \). Therefore, again as a consequence of Hypothesis (4.1), we infer \( Y_n^k(p) \notin E_{-2\epsilon_0} \). In particular \( Y_n^k(p) \notin E_{-2\epsilon_0} \).

**Case III** Assume \( p \in D(p^k,\delta) \cap Q^k \{ \xi \}, \) for some \( (i,k) \in I \). This case is slightly more complicated.

As a previous step we need to get an upper bound for \( |w_{i,k} - e_{i,k}| \). Remember that when we checked (D4\textsuperscript{b}), we obtained \( \| X_n^k(a^k_{(i,k)}) - (3\mu e_{i,k} + X(p^k_{(i,k)})) \| \leq 11\epsilon_0 \). Therefore,
\[
(4.23) \quad \| w_{i,k} - e_{i,k} \| = \| N_E(X_n^k(a^k_{(i,k)})) - N_E(X(p^k_{(i,k)})) \| = \| N_E(X_n^k(a^k_{(i,k)})) - N_E(3\mu e_{i,k} + X(p^k_{(i,k)})) \| \leq M \| X_n^k(a^k_{(i,k)}) - (3\mu e_{i,k} + X(p^k_{(i,k)})) \| \leq 11M\epsilon_0 ,
\]
where \( M \) represents the maximum of \( |dN_E| \) in \( \mathbb{R}^3 - E \). Note that \( M \) does not depend on \( \epsilon_0 \). On the other hand, using (F1\textsuperscript{b}) and (4.23), we find
\[
(4.24) \quad \| Y_n^k(p) - Y_{i-1}^k(p), e_{i,k} \| \leq \| Y_n^k(p) - Y_{i-1}^k(p), e_{i,k} - w_{i,k} \| \leq 11M\epsilon_0 \| Y_n^k(p) \| + \| Y_{i-1}^k(p) \| .
\]
Now, making use of (F2)\textsubscript{j}, (j, l) \neq (i, k), (4.24) and (D1)\textsubscript{j}, (j, l) > (i, k), one obtains
\begin{equation}
(4.25) \quad \left\langle Y_n^k(p) - X(p^k), e_1^{i,k} \right\rangle \geq \left\langle Y_1^k(p) - X(p^k), e_1^{i,k} \right\rangle - e_0 \geq \left\langle Y_n^{k} - Y_1^{k}(p) - X(p^k), e_1^{i,k} \right\rangle - 11M\epsilon_0(\|Y_n^{k}(p)\| + \|Y_1^{k}(p)\|) - 3\epsilon_0.
\end{equation}

At this point, we can argue as in the previous case to conclude
\begin{equation}
(4.26) \quad \left\langle Y_n^{k}(p) - X(p^k), e_1^{i,k} \right\rangle > -b_2 - 11M\epsilon_0(\|Y_n^{k}(p)\| + \|Y_1^{k}(p)\|) - 3\epsilon_0.
\end{equation}

Observe that Item (L2.c), the convex hull property and (F2)\textsubscript{j}, (j, l) > (i, k), guarantee that \(Y_n^{k}(p) \in E'_0\). Furthermore, notice that
\begin{equation}
(4.27) \quad \|Y_n^{k}(p) - X(q^k_i)\| \leq \|Y_n^{k}(p) - X(q^k_i)\| + \|Y_n^{k}(p) - X(q^k_i)\| + \|X(q^k_i) - X(q^k_i)\|_n \leq \epsilon_0 + \epsilon_0 + 5\epsilon_0 + 3\mu + \epsilon_0 + 2\epsilon_0 = 3\mu + 11\epsilon_0,
\end{equation}
where we have used (F2)\textsubscript{j}, (j, l) < (i, k), and (D1)\textsubscript{j}, (j, l) > (i, k), to get a bound of the first addend; (B8)\textsubscript{i}, (B9)\textsubscript{i} and (D1)\textsubscript{j}, (j, l) < (i, k), to get a bound of the second addend; and (D2)\textsubscript{j}, (D1)\textsubscript{j}, (j, l) < (i, k), and (4.3) to get a bound of the third one. Then \(\|Y_n^{k}(p)\|\) and \(\|Y_n^{k}(p)\|\) are bounded in terms of \(\epsilon_0\). So, we infer from (4.26) that \(Y(p) \notin E_{-2b_2}\), if \(\epsilon_0\) is small enough.

**Case IV** Suppose \(p \in D(p^k_{i+1}, \delta) \cap Q_i^k(\xi)\). Reasoning as in the preceding case, now we can deduce from (4.4)
\[\|e_1^{i+1,k} - u_3^k\| \leq \|e_1^{i+1,k} - u_3^k\| + \|e_1^{i,k} - w_3^k\| < \frac{\delta_0}{\alpha} + 11M\epsilon_0\] and obtain
\[\left\langle Y_n^{k}(p) - Y_{n-1}^{k}(p), e_1^{i+1,k} \right\rangle - \left\langle Y_1^{k}(p) - Y_{n-1}^{k}(p), e_1^{i+1,k} - w_3^k \right\rangle \leq (11M\epsilon_0 + \frac{\delta_0}{\alpha})(\|Y_n^{k}(p)\| + \|Y_n^{k}(p)\|).
\]
Using these inequalities as in the former case, we deduce \(Y(p) \notin E_{-2b_2}\).

**Case V** Finally, assume \(p \in Q_i^k(\xi) - \cup_{(j,l) \in I} D(p^{j}_l, \delta)\). Reasoning as in inequality (4.25), we have
\[\left\langle Y_n^{k}(p) - X(p^k), e_1^{i,k} \right\rangle - \left\langle X(p^k) - X(p^k), e_1^{i,k} \right\rangle - 11M\epsilon_0(\|Y_n^{k}(p)\| + \|Y_n^{k}(p)\|) - 3\epsilon_0,
\]
and using now (4.3), we obtain for a sufficiently small \(\epsilon_0\),
\[\left\langle Y_n^{k}(p) - X(p^k), e_1^{i,k} \right\rangle > -11M\epsilon_0(\|Y_n^{k}(p)\| + \|Y_n^{k}(p)\|) - 4\epsilon_0 \geq -2b_2.
\]

This concludes the proof of Item (L2.d) and completes the proof of Lemma 2.

**Remark 5.** If \(E\) is strictly convex, then the above proof also gives that
\[\|Y(p) - X(p)\| < \mathcal{M}(b_2, E, E') := \sqrt{\frac{2(\hat{H}(E, E') + 2b_2)}{\kappa_1(\partial E)}} + \hat{H}(E, E')^2, \quad \forall p \in \overline{M(J) - M(J')},
\]
where \(\hat{H}\) means the Hausdorff distance.

5. **Completeness Lemmas**

This is the moment of employing the Runge type result proved in Section 3 as well as López-Ros deformation in order to perturb a given minimal surface with finite topology about its boundary. In this way, we are able of increasing the intrinsic diameter of the surface, but preserving the extrinsic one. The proofs of the lemmas bellow are inspired in a new technique introduced by Nadirashvili and the last author in [14].

In order to state the next lemma, we shall denote \(M = M' - \cup_{i=1}^E \mathbb{D}_i\), where \(\mathbb{D}_i, i = 1, \ldots, E\), are conformal disks in the compact surface \(M'\). As in the previous section, \(\omega\) will represent a homomorphic 1-form without zeros in \(M\) and \(ds^2 = |\omega|^2\). For any \(i \in \{1, \ldots, E\}\), let \(\Sigma_i\) be an analytic cycle around \(\mathbb{D}_i\) and \(\beta_i : \Sigma_i \rightarrow \Gamma_i \subset \mathbb{R}^3\) an analytic Jordan curve. Given \(\mathcal{T}(\Sigma_i)\) a tubular neighborhood of \(\Sigma_i\) in \((M, ds^2)\), we denote by \(P_i : \mathcal{T}(\Sigma_i) \rightarrow \Sigma_i\) the natural projection. In this setting we have:

**Lemma 3.** Consider \(\mathcal{J} = \{\gamma_1, \ldots, \gamma_E\}\) a multicyle on \(M, X : \overline{M(\mathcal{J})} \rightarrow \mathbb{R}^3\) a conformal minimal immersion, \(p_0\) a point in \(M(\mathcal{J})\), and \(r > 0\), such that:
(1) $X(p_0) = 0$
(2) $\gamma_i \subset T(\Sigma_i)$, for $i = 1, \ldots, E$;
(3) $\|X(p) - \beta_i(p_i(p))\| < r$, for all $p \in \gamma_i$ and for all $i = 1, \ldots, E$.

Then, for any $s > 0$ and any $\epsilon > 0$ so that $p_0 \in M(J')$, there exist $\tilde{\gamma} = \{\tilde{\gamma}_1, \ldots, \tilde{\gamma}_k\}$ a multicycle and a

conformal immersion $\tilde{X} : M(J) \to \mathbb{R}^3$, with $\tilde{X}(p_0) = 0$, and satisfying:

(L3.a) $\tilde{\gamma}_i \subset T(\Sigma_i)$, for $i = 1, \ldots, E$;
(L3.b) $J' < \tilde{\gamma} < J$;
(L3.c) $s < \text{dist}_{(M(J), \tilde{X})}(p, \tilde{\gamma}) < \lambda$, $\forall p \in J'$;
(L3.d) $\|X(p) - \beta_i(p_i(p))\| < R = \sqrt{4s^2 + r^2} + \epsilon$, $\forall p \in \gamma_i$, $\forall i = 1, \ldots, E$.

**Lemma 4.** Let $J = \{\gamma_1, \ldots, \gamma_k\}$ be a multicycle, $X : M(J) \to \mathbb{R}^3$ a conformal minimal immersion, and $p_0$ a point in $M(J)$ such that $X(p_0) = 0$.

Then, for any $\lambda > 0$ and for any $\mu > 0$ so that $p_0 \in M(J')$, there exists a multicycle $\tilde{J} = \{\tilde{\gamma}_1, \ldots, \tilde{\gamma}_k\}$ and a

conformal minimal immersion $\tilde{X} : M(J) \to \mathbb{R}^3$, with $\tilde{X}(p_0) = 0$, and satisfying:

(L4.a) $J' < \tilde{\gamma} < J$;
(L4.b) $\text{dist}_{(M(J), \tilde{X})}(p, \tilde{\gamma}) > \lambda$, $\forall p \in J'$;
(L4.c) $\|X - \tilde{X}\| < \mu$, in $M(J)$.

**5.1. Proof of Lemma 3.** As analytic Jordan curves are dense in the set of piecewise regular Jordan curves, we can assume (without lost of generality) that the multicycle $J$ is analytic. Let $\zeta_0 \in [0, \epsilon]$ be small enough so that $\gamma_i^{\zeta_0} \subset T(\Sigma_i)$, for $i = 1, \ldots, E$. Consider $N \in \mathbb{N}$ such that $2/N < \zeta_0$, and:

$$\left\{ \begin{array}{l}
\|X(p) - \beta_i(p_i(p))\| < r, \text{ for all } p \text{ in the connected component of } \\
M(J) - M(J^{2/N}) \text{ around } D_i, \forall i = 1, \ldots, E.
\end{array} \right.$$  

(5.1)

**Remark 6.** Throughout the proof of the lemma a set of real positive constants depending on $X$, $J$, $r$, $\epsilon$, and $s$ will appear. The symbol ‘const’ will denote these different constants. It is important to note that the choice of these constants does not depend on $N$.

For the sake of simplicity, we will consider again an order relation in the set $I = \{1, \ldots, 2N\} \times \{1, \ldots, E\}$. We say $(j, l) > (i, k)$ if one of the two following situations occurs: $l = k$ and $j > i$ or $l > k$.

For each $k = 1, \ldots, E$, let $\{v_{1,k}, \ldots, v_{2N,k}\}$ be a set of points in the curve $\gamma_k$ that divide $\gamma_k$ into $2N$ equal parts (i.e., curves with the same length). Following the normal projection, we can transfer the above partition to the curve $\gamma_k^{2/N}$: $\{v'_{1,k}, \ldots, v'_{2N,k}\}$. We define the following sets:

- $L_{i,k} = [v_{i,k}, v_{i',k}], \forall (i, k) \in I$. Recall that $[v_{i,k}, v_{i',k}]$ represents the minimizing geodesic in $(M(J), ds^2)$ joining $v_{i,k}$ and $v_{i',k}$;
- $G_{j,k} = \gamma_j^{1/N^3}, \forall j = 0, \ldots, 2N^2$ (recall that $\gamma_j^{1/N^3}$ means the parallel curve to $\gamma_j$ in $M(J)$, such that the distance between them is $j/N^3$);
- $A_k = \bigcup_{j=0}^{N^2-1} \text{Int } G_{j,k+1} - \text{Int } G_{j,k}$ and $\bar{A}_k = \bigcup_{j=1}^{N^2} \text{Int } G_{2j,k} - \text{Int } G_{2j-1,k}$;
- $R_k = \bigcup_{j=0}^{N^2} G_{j,k}$;
- $B_k = \bigcup_{j=1}^{N^2} L_{2j,k}$ and $\bar{B}_k = \bigcup_{j=0}^{N^2-1} L_{2j+1,k}$;
- $L_k = B_k \cap A_k$, $\bar{L}_k = \bar{B}_k \cap \bar{A}_k$, and $H_k = R_k \cup L_k \cup \bar{L}_k$;
- $\Omega_{N,k} = \{p \in \text{Int } (G_{2N+1,k}) - \text{Int } (G_{0,k}) \mid \text{dist}_{(M,J)}(p, H_k) \geq \frac{1}{N^3}\}$;
- $\Omega_N = \bigcup_{k=1}^{E} \Omega_{N,k}$;
- $\omega_k^i$ is the union of the curve $L_{i,k}$ and those connected components of $\Omega_{N,k}$ that have nonempty intersection with $L_{i,k}$ for $(i, k) \in I$;
- $\omega_k^i = \{p \in M \mid \text{dist}_{(M,J)}(p, \omega_k^i) < \delta(N)\}$, where $\delta(N) > 0$ is chosen in such a way that the sets $\omega_k^i$, $(i, k) \in I$, are pairwise disjoint.

**Claim 5.1.** If $N$ is large enough, for any $(i, k) \in I$, one has

(1) $\text{diam}_{(M,J)}(\omega_k^i) < \frac{\text{const}}{N^3}$.
The labyrinth around the boundary of $M(J)$. 

(2) If $\lambda^2 \cdot ds^2$ is a conformal metric on $\overline{M(J)}$ that satisfies

$$\lambda \geq \begin{cases}c & \text{in } M(J) \\ cN^4 & \text{in } \Omega_N \end{cases},$$

for $c > 0$, and if $\alpha$ is a curve in $\overline{M(J)}$ connecting $\gamma_k^{(0)}$ and $\gamma_k$, for some $k \in \{1, \ldots, e\}$, then we have $\text{length}_{(M, \lambda, ds)}(\alpha) \geq \text{const} c N$.

**Proof.** The proof of item (1) in the above claim is straightforward. In order to prove item (2), we denote $\alpha_j$ as the piece of $\alpha$ connecting $\gamma_{k_j}^{(j/N)}$ and $\gamma_k^{(j+1/N)}$, for $j = 0, \ldots, N^2 - 1$. Then either the length of $\alpha_j$ (in $(M, ds^2)$) is greater than $\text{const} N$, or the length of $\alpha_j \cap \Omega_{N,k}$ is greater than $\frac{1}{2N}$. To see the former assertion, the reader only have to consider that this fact is true for curves in $c$ and take into account that the developing map of $\omega$ is a local isometry (see Remark 1.) These facts and our assumption about $\lambda$ give us item (2). \hfill $\square$

At this point, for a sufficiently large $N$, we construct a sequence of conformal minimal immersions (with boundary) defined on $\overline{M(J)}$, $\{F^k_i \mid (i, k) \in I\}$, by using López-Ros transformations with parameters given by Lemma 1. We consider $F^0_i = X$ and denote $F^k_0 = F^k_{2N^2}$, $\forall k = 2, \ldots, E$.

**Claim 5.2.** These immersions will be constructed to satisfy

(b1) $F^k_i(p) = \text{Re} \left( \int_{p_0}^p \Phi_{i,k} \right)$, where $\Phi_{i,k} = \phi_{i,k} \omega$;

(b2) $\|\phi_{i,k}(p) - \phi_{i-1,k}(p)\| \leq 1/N^2$, for all $p \in \overline{M(J)} - \omega^k_i$;

(b3) $\|\phi_{i,k}(p)\| \geq N^{7/2}$, for all $p \in \omega^k_i$;

(b4) $\|\phi_{i,k}(p)\| \geq \frac{\text{const}}{\sqrt{N}}$, for all $p \in \omega^k_i$;

(b5) $\text{dist}_{\mathbb{S}^2}(G^k_i(p), G^k_{i-1}(p)) < \frac{1}{N^2}$, for all $p \in \overline{M(J)} - \omega^k_i$, where $\text{dist}_{\mathbb{S}^2}$ is the intrinsic distance in $\mathbb{S}^2$ and $G^k_i$ represents the Gauss map of the immersion $F^k_i$;

(b6) There exists an orthonormal basis of $\mathbb{R}^3$, $S^k_i = \{e_1, e_2, e_3\}$ such that

(b6.1) For any $p \in \omega^k_i$ with $\|X(p) - \beta_k(p)(p)\| \geq 1/\sqrt{N}$, we have $\|X(p) - \beta_k(p)(p)\|_{(\ast, S^k_i)} < \frac{\text{const}}{\sqrt{N}}$;

(b6.2) $(F^k_i(p))_{(3, S^k_i)} = (F^k_{i-1}(p))_{(3, S^k_i)}$, for all $p \in \overline{M(J)}$;

(b7) $\|F^k_i(p) - F^k_{i-1}(p)\| \leq \frac{\text{const}}{\sqrt{N}}$, $\forall p \in \overline{M(J)} - \omega^k_i$.

**Proof.** The sequence $\{F^k_i \mid (i, k) \in I\}$ is constructed in a recursive way. The order we will follow in this recursive construction is similar to the procedure explained in page 11 for the family $\Psi_{i,k}$. When $i - 1 = 0$ we adopt the convention that $F^k_0 := F^k_{2N^2}$, if $k > 1$, and $F^1_0 := X$. The same occurs for the Weierstrass representations.
Suppose that we have \{F_j^{i} \mid j < (i, k)\} satisfying Items (b1^{i}) \ldots (b7^{i}). First we need to check the following assertions.

**Claim 5.3.** For a large enough \( N \), the following statements hold:

(c1) \( \|\phi^{i-1,k}\| \leq \text{const} \frac{1}{N} \); 

(c2) \( \|\phi^{i-1,k}\| \geq \text{const} \frac{1}{N} \); 

(c3) The diameter in \( \mathbb{R}^3 \) of \( F_{i-1}^{k}(\omega^k_i) \) is less than \( \frac{1}{\sqrt{N}} \); 

(c4) The diameter in \( S^2 \) of \( G_{i-1}^{k}(\omega^k_i) \) is less than \( \frac{1}{\sqrt{N}} \). In particular \( G_{i-1}^{k}(\omega^k_i) \subset \text{Cone} \left( g, \frac{1}{\sqrt{N}} \right) \), for some \( g \in G_{i-1}^{k}(\omega^k_i) \), where \( \text{Cone}(x, \theta) := \{ y \in \mathbb{R}^3 \mid \angle(x, y) < \theta \} \); 

(c5) There exists an orthogonal frame \( S^k_i = \{e_1, e_2, e_3\} \) in \( \mathbb{R}^3 \), satisfying

- (c5.1) \( \langle e_3, X(p) - \beta_k(P_k(p)) \rangle \leq \frac{\text{const}}{\sqrt{N}} \), for all \( p \in \omega^k_i \) with \( \|X(p) - \beta_k(P_k(p))\| \geq 1/\sqrt{N} \); 

- (c5.2) \( \langle \pm e_3, G_{i-1}^{k}(p) \rangle \geq \frac{\text{const}}{\sqrt{N}} \), for all \( p \in \omega^k_i \).

To deduce (c1), we write \( \|\phi^{i-1,k}\| \leq \sum_{(j, l) \subset (i, k)} \|\phi^{j,l} - \phi^{j-1,l}\| + \|\phi^{0,1}\| \leq 2\epsilon/N + \|\phi^{0,1}\| \leq \text{const} \), where we have used (b2^{i}), \( j, l < (i, k) \). Using the same property and taking \( N \) large enough, we have \( \|\phi^{i-1,k}\| \geq \|\phi^{0,1}\| - \sum_{(j, l) \subset (i, k)} \|\phi^{j,l} - \phi^{j-1,l}\| \geq \|\phi^{0,1}\| - 2\epsilon/N \geq \text{const} \), so we have obtained Property (c2). To check (c3), consider \( p, p' \in \omega^k_i \), then

\[
\|F_{i-1}^{k}(p) - F_{i-1}^{k}(p')\| \leq \int_{\omega^k_i} \|\phi^{i-1,k}\| \|\omega\| \leq \text{const} \cdot \text{diam}_{(M,d)}(\omega^k_i) < \frac{\text{const}}{\sqrt{N}} \leq \frac{1}{\sqrt{N}},
\]

where we have used (c1), Claim 5.1.1 and we have taken \( N \) large enough. Now, observe that using Claim 5.1.1 we obtain \( \text{diam}_{2}(G_{i}^{k}(\omega^k_i)) < \sup_{(m)} \text{diam}_{(M,d)}(\omega^k_i) < \frac{\text{const}}{\sqrt{N}} \), therefore, (b5^{i}), \( j, l < (i, k) \), guarantee (c4). Finally, in order to prove (c5), consider \( C = \text{Cone} \left( g, \frac{2}{\sqrt{N}} \right) \), where \( g \) is given by Property (c4), and

\[N = \left\{ X(p) - \beta_k(P_k(p)) \mid p \in \omega^k_i \text{ and } \|X(p) - \beta_k(P_k(p))\| \geq 1/\sqrt{N} \right\}.
\]

To obtain (c5.2) it suffices to take \( e_3 \in S^2 - H \), where \( H = (-C) \cup C \). On the other hand, in order to satisfy (c5.1), the vector \( e_3 \) must be chosen as follows:

- If \( (S^2 - H) \cap N \neq \emptyset \), then we take \( e_3 \) in that set;  
- If \( (S^2 - H) \cap N = \emptyset \), then we take \( e_3 \in S^2 - H \) satisfying \( \angle(e_3, q') < \frac{2}{\sqrt{N}} \) for some \( q' \in N \).

It is straightforward to check that this choice of \( e_3 \) guarantees (c5). 

At this point we are able to construct the element \( F_i^{k} \). Let \( (g^{i-1,k}, \Phi_3^{i-1,k}) \) be the Weierstrass data of \( F_{i}^{k} \) in the frame \( S_i^{k} \). Applying Lemma 1, we can construct a family of holomorphic functions \( h_\alpha : \overline{M(J)} \to \mathbb{C}^* \) satisfying

- \( |h_\alpha - \alpha| < 1/\alpha, \text{in } \omega^k_i \);  
- \( |h_\alpha - 1| < 1/\alpha, \text{in } \overline{M(J)} - \omega^k_i \);  
- The minimal immersion \( F_i^{k}(p) \) is well-defined in \( \overline{M(J)} \),

where \( \alpha > 0 \). Using \( h_\alpha \) as a López-Ros parameter, we define the Weierstrass data of \( F_i^{k} \) in the coordinate system \( S_i^{k} \) as \( g^{i,k} = g^{i-1,k}/h_\alpha \) and \( \Phi_3^{i,k} = \Phi_3^{i-1,k} \). Taking into account the fact that \( h_\alpha \to 1 \) (resp. \( h_\alpha \to \infty \)) uniformly on \( \overline{M(J)} - \omega^k_i \) (resp. on \( \omega^k_i \)), as \( \alpha \to \infty \), it is clear that properties (b1^{k}), (b2^{k}), (b3^{k}), (b5^{k}), and (b7^{k}) hold for a large enough value of the parameter \( \alpha \). Moreover, (b6.2^{k}) trivially holds and (b6.1^{k}) is a necessary condition of (c5.1). In order to prove (b4^{k}), observe that from (c5.2) we obtain

\[
\frac{\sin \left( \frac{\text{const}}{\sqrt{N}} \right)}{1 + \cos \left( \frac{\text{const}}{\sqrt{N}} \right)} \leq \left| \frac{g^{i-1,k}}{\omega^k_i} \right| \leq \frac{\sin \left( \frac{\text{const}}{\sqrt{N}} \right)}{1 - \cos \left( \frac{\text{const}}{\sqrt{N}} \right)} \text{ in } \omega^k_i,
\]

and so, taking (c2) into account one has (if \( N \) is large enough)

\[
\|\phi^{i,k}\| \geq \|\phi_3^{i,k}\| \geq \sqrt{2} \|\phi^{i-1,k}\| \frac{\|g^{i-1,k}\|}{1 + \|g^{i-1,k}\|^2} \geq \text{const} \cdot \sin \left( \frac{\text{const}}{\sqrt{N}} \right) \geq \frac{\text{const}}{\sqrt{N}} \text{ in } \omega^k_i.
\]
Proposition 1. If $N$ is large enough, then $F_{2N}^q$ satisfies

(d1) $2s < \text{dist}(\overline{M(J)}, F_{2N}^q)(J, J^\omega)$;

(d2) $\|F_{2N}^q(p) - X(p)\| \leq \frac{\text{const}}{\sqrt{N}}, \forall p \in \overline{M(J)} - \cup_{(i,k) \in I} \omega_{i,k}^q$;

(d3) There exists a multicycle $\hat{J} = \{\hat{\gamma}_1, \ldots, \hat{\gamma}_\ell\}$ satisfying

(d3.1) $\hat{J}^\omega < \hat{J} < J$;

(d3.2) $s < \text{dist}(\overline{M(J)}, F_{2N}^q)(p, M(J^\omega)) < 2s, \forall p \in \hat{J}$;

(d3.3) The curve $\hat{\gamma}_i \subset \hat{J}(\Sigma_i), \text{ for } i = 1, \ldots, \ell$;

(d3.4) $\|F_{2N}^q(p) - \beta_k(p_k(p))\| < R, \forall p \in \hat{\gamma}_k, \forall k = 1, \ldots, \ell$.

Proof. Properties (c2), (b2), (b3) and (b4), $(i, k) \in I$, guarantee

$$\phi^{2N,E}(\gamma) \geq \begin{cases} \frac{\text{const}}{\sqrt{N}} & \text{in } M(J) \\ \frac{\text{const}}{\sqrt{N}} N^4 & \text{in } \Omega_N. \end{cases}$$

Moreover, we know $ds_{F_{2N}^q}^2 = \frac{1}{2} \phi^{2N,E}(\gamma)^2 ds^2$. Therefore, if $N$ is large enough, from Claim 5.1.2 we have

$$\text{dist}(\overline{M(J)}, F_{2N}^q)(J, J^\omega) \geq \text{const} \frac{\sqrt{N}}{N} = \text{const} \sqrt{N} > 2s,$$

which proves item (d1). Property (d2) is deduced from (b7), $(i, k) \in I$.

In order to construct the multicycle $\hat{J}$ of the statement (d3), we consider the set

$$D = \{p \in \overline{M(J)} - M(J^\omega) \mid s < \text{dist}(\overline{M(J)}, F_{2N}^q)(p, M(J^\omega)) < 2s\}.$$

From (d1), $D \neq \emptyset$ and $J$ and $J^\epsilon$ are contained in different connected components of $M - D$. Therefore, we can choose a multicycle $\hat{J}$ on $D$ satisfying (d3.1), (d3.2) and (d3.3).

The proof of (d3.4) is more complicated. Consider $k \in \{1, \ldots, \ell\}, q \in \hat{\gamma}_k$ and assume that $F_{2N}^q(q) \neq \beta_k(p_k(q))$, otherwise we have nothing to prove. At this point, we have to distinguish two cases:

Case 1. Suppose $q \notin \cup_{(i,k) \in I} \omega_{i,k}$. Then, item (d2) gives $\|F_{2N}^q(q) - X(q)\| \leq \text{const}/N$. Hence, taking (5.1) into account and choosing $N$ large enough we obtain $\|F_{2N}^q(q) - \beta_k(p_k(q))\| \leq r < R$.

Case 2. Suppose there exists $(i, k) \in I$ with $q \in \omega_{i,k}$. In this situation, item (d3.2) guarantees the existence of a curve $\zeta : [0, 1] \to \overline{M(J)}$ satisfying $\zeta(0) \in J^\epsilon$, $\zeta(1) = q$ and length($\zeta, F_{2N}^q$) $\leq 2s$. Label $\tilde{t} = \sup \{t \in [0, 1] \mid \zeta(t) \in \partial \omega_{i,k}\}$ and $\tilde{\zeta} = \zeta(\tilde{t})$. Notice that the previous supremum exists because $\omega_{i,k} \subset M(J) - M(J^\omega)$ (for a large enough $N$). Then, taking Properties (b7), $(j, l) > (i, k)$, into account, we obtain

$$(5.2) \|F_{i,k}^q(\tilde{\zeta}) - F_{i,k}(\tilde{\zeta})\| \leq \|F_{i,k}^q(\tilde{\zeta}) - F_{2N}^q(\tilde{\zeta})\| + \|F_{2N}^q(\tilde{\zeta}) - F_{2N}^q(q)\| + \|F_{2N}^q(q) - F_{i,k}(\tilde{\zeta})\| \leq$$

$$\leq \frac{\text{const}}{N} + \text{length}(\zeta, F_{2N}^q) + \frac{\text{const}}{N} \leq \frac{\text{const}}{N} + 2s.$$

On the other hand, using again (b7), for $(j, l) > (i, k)$, one has

$$(5.3) \|F_{2N}^q(q) - \beta_k(p_k(q))\| \leq \|F_{i,k}^q(q) - \beta_k(p_k(q))\| + \frac{\text{const}}{N}.$$

Once more, we have to discuss two different cases:

Case 2.1. Assume $\|X(q) - \beta_k(p_k(q))\| \leq 1/\sqrt{N}$. Hence, using (5.2), (b7), for $(j, l) \leq (i, k)$, and (c3), we get

$$\|F_{i,k}^q(q) - \beta_k(p_k(q))\| \leq \|F_{i,k}^q(q) - F_{i,k}(\tilde{\zeta})\| + \|F_{i,k}(\tilde{\zeta}) - F_{i,k-1}(\tilde{\zeta})\| + \|F_{i,k-1}(\tilde{\zeta}) - F_{i,k-1}(q)\| +$$

$$\|F_{i,k-1}(q) - X(q)\| + \|X(q) - \beta_k(p_k(q))\| \leq \frac{\text{const}}{N} + 2s + \frac{\text{const}}{N^2} + \frac{1}{\sqrt{N}} + \frac{\text{const}}{N} + \frac{1}{\sqrt{N}} < R,$$

where $N$ has to be large enough. The above inequality and (5.3) gives (d3.3).
Case 2.2. Assume now that \( \|X(q) - \beta_k(P_k(q))\| > 1/\sqrt{N} \). Then we can use (b6.2^k), (b7^k), for \((j,l) < (i,k)\), and (5.1) to obtain
\[
(F^k_i(q) - \beta_k(P_k(q)))|_{(3,S^k_i)}| = \| (F^k_{i-1}(q) - \beta_k(P_k(q)))|_{(3,S^k_i)}| \leq \| (F^k_{i-1}(q) - X(q))|_{(3,S^k_i)}| + \| (X(q) - \beta_k(P_k(q)))|_{(3,S^k_i)}| \leq \frac{\text{const}}{\sqrt{N}} + r.
\]

On the other hand, using (5.2), (b7^k), for \((j,l) \leq (i,k)\), (c3) and (b6.1^k) one has
\[
\| (F^k_i(q) - \beta_k(P_k(q)))|_{(3,S^k_i)}| \leq \| (F^k_i(q) - F^k_i(\overline{q})))|_{(3,S^k_i)}| + \| (F^k_i(\overline{q})) - F^k_{i-1}(\overline{q}))|_{(3,S^k_i)}| + \| (F^k_{i-1}(q) - \beta_k(P_k(q)))|_{(3,S^k_i)}| \leq \frac{\text{const}}{\sqrt{N}} + 2s + \frac{2}{N^2} + \frac{1}{\sqrt{N}} + \frac{\text{const}}{\sqrt{N}} \leq 2s + \frac{\text{const}}{\sqrt{N}}.
\]

Therefore, making use of (5.4) and (5.5), we infer
\[
\|F^k_1(q) - \beta_k(P_k(q))\| < \sqrt{\left(2s + \frac{\text{const}}{\sqrt{N}}\right)^2 + \left(r + \frac{\text{const}}{\sqrt{N}}\right)^2}.
\]

Then, using this upper bound and (5.3), we conclude
\[
\|F^k_2(q) - \beta_k(P_k(q))\| < \sqrt{\left(2s + \frac{\text{const}}{\sqrt{N}}\right)^2 + \left(r + \frac{\text{const}}{\sqrt{N}}\right)^2 + \frac{\text{const}}{N}.
\]

So, for a large enough \(N\), it is obvious that \(\|F^k_2(q) - \beta_k(P_k(q))\| < R\) in this last case.

This completes the proof of (d3.4) and concludes the proposition. □

From the above proposition it is straightforward to check that \(\overline{X} = F^k_{2N} : \overline{M(J)} \rightarrow \mathbb{R}^3\) proves Lemma 3.

5.2. **Proof of Lemma 4.** Consider \(c_0, r_1\) and \(\rho_1\) three positive constants to be specified later, and define
\[
r_n = \sqrt{r_{n-1}^2 + \left(\frac{2c_0}{n}\right)^2} + \frac{c_0}{n^2} \quad \text{and} \quad \rho_n = \rho_1 + \sum_{i=2}^{\infty} \frac{c_0}{i}, \quad \forall n \geq 2.
\]

The constants \(r_1\) and \(c_0\) have to be chosen so that
\[
\lim_{n \to \infty} r_n < \frac{\mu}{2}.
\]

In order to apply Lemma 3, we consider a family of analytic cycles in \(M', \Sigma_i, i = 1, \ldots, E\), such that \(\gamma_i \subset T(\Sigma_i)\), for \(i = 1, \ldots, E\), where \(T(\Sigma_i)\) is a tubular neighborhood of the curve \(\Sigma_i\), described at the beginning of this section.

Hereafter, we will construct a sequence \(\chi_n = \{J_n, X_n, \epsilon_n\}\) consisting of:

- \(J_n = \{\gamma_{n,1}, \ldots, \gamma_{n,k}\}\) is a multicycle with \(\gamma_{n,i} \subset T(\Sigma_i)\) for \(i = 1, \ldots, E\);
- \(X_n : \overline{M(J_n)} \rightarrow \mathbb{R}^3\) is a conformal minimal immersion;
- \(\epsilon_n\) is a decreasing sequence of positive real numbers with \(\epsilon_n < c_0/n^2\).

**Claim 5.4.** The sequence \(\{\chi_n\}\) can be constructed to satisfy:

- \((A_n)\) \(J_n < J_{n-1} < J_n < J_{n-1}\);
- \((B_n)\) dist \((M(J_n), X_n)\) \(p, J_n\) \(> \rho_n\), for all \(p \in J^n\);
- \((C_n)\) \(\|X_n(p) - X(P_k(p))\| < r_n, \forall p \in \gamma_{n,k}, \forall k = 1, \ldots, E\).

Notice that \((A_n)\) only holds for \(n \geq 2\). Once again, the sequence will be obtained following an inductive method. For the first term, we choose \(X_1 = \overline{X}\) and \(J_1 = J\). Finally, we take \(\rho_1\) and \(\epsilon_1\) satisfying
\[
\rho_1 < \text{dist}(X_1, \overline{M(J_1)})(p, J_1), \quad \text{for all } p \in J^n \quad \text{and} \quad \epsilon_1 < \min \{\epsilon_0, r_1\}.
\]

Moreover, we take \(\epsilon_1\) small enough so that \(\gamma_i^\epsilon \subset T(\Sigma_i), i = 1, \ldots, E,\) and
\[
\|X(p) - X(P_k(p))\| < r_1 < \frac{\mu}{2},
\]
for any \( p \) in the connected component of \( \overline{M(J)} - M(J^c) \) around \( \gamma_k, \forall k = 1, \ldots, E \).

Assume now that we have constructed \( \chi_1, \ldots, \chi_{n-1} \). In order to define \( \chi_n \) we take a real number \( \epsilon_n < \min\{\epsilon_{n-1}, \frac{\epsilon}{2}\} \). Then we consider the multicycle \( J_n \) and the immersion \( X_n : \overline{M(J_n)} \to \mathbb{R}^3 \) given by Lemma 3, for the data

\[
X = X_{n-1}, \quad J = J_{n-1}, \quad r = r_{n-1}, \quad s = \frac{c_0}{n} \quad \text{and} \quad \epsilon = \epsilon_n.
\]

So, we get \( \chi_n \) satisfying properties (A\(_n\)), (B\(_n\)) and (C\(_n\)).

From (A\(_n\)), (B\(_n\)) and the fact that the sequence \( \{p_n\}_{n \in \mathbb{N}} \) diverges, we find \( n_0 \in \mathbb{N} \) with \( \epsilon_{n_0} \in \mathbb{N} \) diverges, \( \lambda, \forall p \in J^\mu, \forall n \geq n_0 \). Choose \( \hat{X} = X_{n_0} \) and \( \hat{J} = J_{n_0} \). Properties (L5.a) and (L5.b) trivially hold. Now, taking (5.7), (C\(_{n_0}\)) and (5.6) into account, we obtain

\[
\|X(p) - \hat{X}(p)\| \leq \|X(p) - X(p_k(p))\| + \|X(p_k(p)) - \hat{X}(p)\| \leq \frac{\mu}{2} + r_{n_0} < \mu, \quad \forall p \in \hat{\gamma}_k, \quad \forall k = 1, \ldots, E.
\]

Hence, \( \|X(p) - \hat{X}(p)\| \leq \mu \) for any \( p \in \hat{J} \). Finally, the Maximum Principle guarantees that this inequality occurs for any \( p \in \overline{M(J)} \), so we have checked (L5.c).

**Remark 7.** From the arguments of the above proof, it is almost trivial to deduce that:

\[
\delta^H \left( X(\overline{M(J)}), \overline{M(J)} \right) < 2 \mu.
\]

This estimation will be important to prove Theorem 2.

## 6. Joining Together Properness and Completeness

As the title indicates, in this section we put together the information obtained in the previous two sections in order to state the precise lemma that we will use in the proof of the main theorems.

**Lemma 5.** Let \( J \) be a multicycle in \( M, p_0 \in M(J), \) and \( X : \overline{M(J)} \to \mathbb{R}^3 \) a conformal minimal immersion with \( X(p_0) = 0 \). Consider \( E \) and \( E' \) bounded convex regular domains, with \( 0 \in E \subset \overline{E} \subset E' \), and let \( a \) and \( \epsilon \) be positive constants satisfying that \( p_0 \in M(J^c) \) and

\[
X(\overline{M(J)} - M(J^c)) \subset E - E_{-a}.
\]

Then, for any \( b > 0 \) there exist a multicycle \( \tilde{J} \) and a conformal minimal immersion \( Y : \overline{M(J)} \to \mathbb{R}^3 \) such that \( Y(p_0) = 0 \) and

| Condition | Description |
|-----------|-------------|
| L5.a | \( J^c < \tilde{J} < J \) |
| L5.b | dist\( (\overline{M(J)}, Y) (p, J^c) > 1/\epsilon, \forall p \in \tilde{J} \) |
| L5.c | \( Y(\tilde{J}) \subset E' - E_{-b} \) |
| L5.d | \( Y(M(\tilde{J}) - M(J^c)) \subset \mathbb{R}^3 - E_{-2b-a} \) |
| L5.e | \( \|X - Y\| < \epsilon \) in \( M(J^c) \) |

Furthermore if \( E \) is strictly convex, the immersion \( Y \) also satisfies:

| Condition | Description |
|-----------|-------------|
| L5.f | \( \|X - Y\| < m(a, b, \epsilon, E, E') := \epsilon + \sqrt{\frac{(\delta^H(E, E') + a + 2b)(\delta^H(E, E') + a)}{\kappa_1(\partial E)}}, \) in \( M(\tilde{J}) \) |

**Proof.** First, we apply Lemma 4 to the immersion \( X \), for \( \lambda > 1/\epsilon \) and a small enough \( \mu > 0 \) which will be determined later. Then, we get a new multicycle \( \tilde{J} \) and an immersion \( \tilde{X} : M(\tilde{J}) \to \mathbb{R}^3 \), such that:

| Condition | Description |
|-----------|-------------|
| a | \( J^c < J^\mu < \tilde{J} < J \) |
| b | dist\( (\overline{M(J^c)}, \tilde{X} (\tilde{J}, J^\mu) > \lambda; \) |
| c | \( \|X - \tilde{X}\| < \mu \) in \( M(\tilde{J}) \) |

If \( \mu \) is sufficiently small, then \( \tilde{X}(\tilde{J}) \subset E - E_{-a} \). Thus, we can find \( \nu > 0 \) so that \( J^\nu < \tilde{J}^\nu \) and:

\[
\text{dist}(\overline{M(J^\nu)}, \tilde{X} (\tilde{J}^\nu, J^\mu)) > \lambda
\]

(6.2)

\[
\tilde{X}(M(J^\nu) - M(J^\mu)) \subset E - E_{-a}.
\]

(6.3)
At this point, we apply Lemma 2 to the following data:

\[ X = \tilde{X}, \quad E = E_{-a}, \quad E', \quad \mathcal{J}_0 = \tilde{\mathcal{J}}, \quad \mathcal{J}' = \tilde{\mathcal{J}}', \quad b_2 = b, \]

and arbitrary \( b_1 > 0 \). Hence, we obtain a new multicycle \( \tilde{\mathcal{J}}, \tilde{\mathcal{J}}' < \tilde{\mathcal{J}} < \tilde{\mathcal{J}} \), and a minimal immersion \( Y : M(\tilde{\mathcal{J}}) \to \mathbb{R}^3 \), satisfying:

(A) \( \|Y - \tilde{X}\| < b_1 \) in \( M(\tilde{\mathcal{J}}') \);

(B) \( Y(\tilde{\mathcal{J}}) \subset E' - E_{-b_1} \);

(C) \( Y(M(\tilde{\mathcal{J}}) - M(\tilde{\mathcal{J}}')) \subset \mathbb{R}^3 - E_{-2b-a} \).

Furthermore, if \( E \) is strictly convex, then we have the extra information provided by Remark 5:

(D) \( \|Y - \tilde{X}\| < M(b, E_{-a}, E') < \sqrt{\frac{2(\delta H(E, E') + a + 2b)}{\kappa_1(\partial E)}} + (\delta H(E, E') + a)^2 \) in \( M(\tilde{\mathcal{J}}) - M(\tilde{\mathcal{J}}') \).

Item (A) says to us that \( Y \) converges to \( \tilde{X} \) uniformly on \( M(\tilde{\mathcal{J}}') \), as \( b_1 \to 0 \). Therefore, if \( b_1 \) is small enough we also have

\[ \text{dist}_{(M(\tilde{\mathcal{J}}'), Y)}(\tilde{\mathcal{J}}', \tilde{\mathcal{J}}') > \lambda \] (see (6.2)), which implies (L5.b).

Item (L5.c) directly follows from (B). Moreover, (c) and (A) give (L5.e), provided that \( \mu + b_1 < \epsilon \).

Taking (6.1), (c) and (A) into account, we can deduce that \( Y(M(\tilde{\mathcal{J}}') - M(\tilde{\mathcal{J}})) \subset \mathbb{R}^3 - E_{-a} \), provided that \( \mu \) and \( b_1 \) are sufficiently small. So, the above inclusion and (C) demonstrate (L5.d).

Finally, if \( E \) is strictly convex, then (c), (A) and (D) imply (L5.f), provided that \( \mu \) and \( b_1 \) are small enough. \( \square \)

7. DENSITY THEOREMS FOR COMPLETE MINIMAL SURFACES IN \( \mathbb{R}^3 \)

Now, we are able to prove the theorems stated in the introduction. Although all the theorems of this section are stated in terms of Riemann surfaces with boundary that are open regions of compact Riemann surfaces, this does not represent any restrictions over our work. In order to prove Theorem A in the introduction we notice that any Riemann surface with finite topology and analytic boundary can be seen as the closure of an open region of a compact Riemann surface (see [1]).

**Remark 8.** In this section, we will use several times the sequence of positive reals given by:

\[ \alpha_1 := \frac{1}{2} e^{1/2}, \quad \alpha_n := e^{-1/2^n}, \quad \text{for } n > 1. \]

Notice that \( 0 < \alpha_1 < 1 \) and \( \{\prod_{i=1}^{n} \alpha_i \}_{n \in \mathbb{N}} \) converges to \( 1/2 \).

**Theorem 1.** Let \( D \) and \( D' \) be two bounded, convex regular domains satisfying \( 0 \in \overline{D} \subset D' \). Let \( \varphi : \overline{M(\Gamma)} \to \mathbb{R}^3 \) be a conformal minimal immersion, where \( \Gamma \) is a multicycle in \( M' \). Assume that \( \varphi(p_0) = 0 \) and \( \varphi(\Gamma) \subset D - \overline{D_{-d}} \), where \( p_0 \) is a point in \( M(\Gamma) \) and \( d \) is a positive constant.

Then for any \( \mu > 0 \), there exists a domain \( M_\mu \) in \( M' \), with \( \overline{M(\Gamma)} \subset M_\mu \) and there exists a complete proper minimal immersion \( \varphi_\mu : M_\mu \to D' \) such that:

(a) \( \|\varphi_\mu - \varphi\| < \mu \) in \( M(\Gamma) \);

(b) \( \varphi_\mu(M_\mu - M(\Gamma)) \subset D' - \overline{D_{-2d-\mu}} \).

**Proof.** First of all, we define a sequence \( \{E^n\} \) of bounded convex regular domains in the following way. Consider \( \nu > 0 \) small enough to satisfy that \( D'_{-\nu} \) exists, \( \overline{D} \subset D'_{-\nu} \), where \( \nu = \sum_{k=2}^{\infty} \frac{1}{k^2} \). Then, we define

\[ E^1 := D \quad \text{and} \quad E^n := D'_{-\sum_{k=1}^{n} \nu/k^2}, \quad n \geq 2. \]

We also take a decreasing sequence of positive reals \( \{b_n\} \) with \( b_1 = d \), and:

\[ b_n < \min \left\{ \frac{\text{dist}_{\mathcal{B}^2}(\partial E^n, \partial E^{n+1})}{2}, \frac{d}{2} \right\}, \quad \text{for } n > 1. \]

Next, we use Lemma 5 to construct a sequence

\[ \chi_n = (\varphi_n : M(\Gamma_n) \to \mathbb{R}^3, \Gamma_n, \varepsilon_n, \xi_n), \]

where \( \varphi_n \) are conformal minimal immersions with \( \varphi_n(p_0) = 0 \), \( \Gamma_n \) are multicycles, and \( \{\varepsilon_n\} \), \( \{\xi_n\} \) are sequences of positive numbers decreasing to zero, and satisfying \( \sum_{k=1}^{\infty} \xi_k < \mu \).

Furthermore, the sequence \( \varphi_n : M(\Gamma_n) \to \mathbb{R}^3 \) must satisfy the following properties:

(A) \( \Gamma_{n-1} \subset \Gamma_n - \varepsilon_n \subset \Gamma_{n-1} \subset \Gamma_n - \varepsilon_{n-1} \subset \Gamma_{n-1} \).

Moreover, (c) and (A) give (L5.e), provided that \( \mu + b_1 < \epsilon \).

Taking (6.1), (c) and (A) into account, we can deduce that \( Y(M(\tilde{\mathcal{J}}') - M(\tilde{\mathcal{J}})) \subset \mathbb{R}^3 - E_{-a} \), provided that \( \mu \) and \( b_1 \) are sufficiently small. So, the above inclusion and (C) demonstrate (L5.d).

Finally, if \( E \) is strictly convex, then (c), (A) and (D) imply (L5.f), provided that \( \mu \) and \( b_1 \) are small enough. \( \square \)
and (L5.e) in Lemma 5 tell us that (7.3)

\( 26 \) ANTONIO ALARCÓN, LEONOR FERRER, AND FRANCISCO MARTÍN

\[ \alpha_n \cdot ds_{\varphi_n}(p), \forall p \in M(\Gamma_{n-1}^{\varepsilon_n}) \], where \( \alpha_n \in \mathbb{N} \) is given by Remark 8 (recall that \( ds_{\varphi_n} \) means the Riemannian metric induced by \( \varphi_n \));

\( (D_n) \ \frac{1}{\varepsilon_n} < \text{dist}(M(\Gamma_{n}^{\varepsilon_n}), \Gamma_{n-1}^{\varepsilon_n}) \);

\( (E_n) \ \varphi_n(p) \in E^n - (E^n - b_n), \forall p \in \Gamma_n; \)

\( (F_n) \ \varphi_n(p) \in \mathbb{R}^3 - (E^n - b_n - 2b_n), \forall p \in M(\Gamma_n^{\varepsilon_n}) - M(\Gamma_{n-1}^{\varepsilon_n}). \)

The sequence \( \{\chi_n\} \) is constructed in a recursive way. To define \( \chi_1 \), we take \( \varphi_1 := \varphi \) and \( \xi_1 > 0 \) small enough so that \( \Gamma_{\xi_1}^{-1} \) is well-defined, \( \varphi \) is defined in \( M(\Gamma_{\xi_1}^{-1}) \) and

\[ \varphi \left( M(\Gamma_{\xi_1}^{-1}) - M(\Gamma) \right) \subset D - D. \]

By definition \( \Gamma := \Gamma_{\xi_1} \). In particular Property (E1) holds. The other properties do not make sense for \( n = 1 \).

Suppose that we have \( \chi_1, \ldots, \chi_n \). In order to construct \( \chi_{n+1} \), we consider the following data:

\[ E = E^n, \quad E' = E^{n+1}, \quad a = b_n, \quad X = \varphi_n, \quad J = \Gamma_n. \]

Furthermore, Property (E_n) tells us that \( X(J) \subset E - E_{a} \). Then it is straightforward that we can find a small enough positive constant \( \varsigma \), such that Lemma 5 can be applied to the aforementioned data, and for any \( \epsilon \in [0, \varsigma[ \).

Take a sequence \( \{\varepsilon_m\}_{m \in \mathbb{N}} \to 0 \), with \( \varepsilon_m < \min(\varsigma, \alpha_m + 1), \forall m \). For each \( m \), we consider \( J_m = Y_m : M(J_m) \to \mathbb{R}^3 \) given by Lemma 5, for the above data and \( \epsilon = \varepsilon_m \). If \( m \) is large enough, Assertions (L5.a) and (L5.e) in Lemma 5 tell us that \( \Gamma_{\varepsilon_m}^{\xi} \subset \Gamma_{\varepsilon_m}^{\xi} \) and the sequence \( \{Y_m\} \) converges to \( \varphi_n \) uniformly in \( M(\Gamma_{\varepsilon_m}^{\xi}) \).

In particular, \( \{ds_{\varphi_m}\}_{m \in \mathbb{N}} \) converges uniformly to \( ds_{\varphi_n} \) in \( M(\Gamma_{\varepsilon_m}^{\xi}) \). Therefore there is a \( m_0 \in \mathbb{N} \) such that

\[ (7.2) \quad \Gamma_{\varepsilon_m}^{\xi} \subset \Gamma_{\varepsilon_m}^{\xi} \subset J_{m_0}, \]

\[ (7.3) \quad ds_{\varphi_{m_0}} \geq \alpha_{m_1} \cdot ds_{\varphi_n} \quad \text{in} \quad M(\Gamma_{\varepsilon_m}^{\xi}). \]

We define \( \varphi_{n+1} := Y_{m_0}, \Gamma_{n+1} := J_{m_0}, \) and \( \varepsilon_{n+1} := \varepsilon_{m_0} \). From (7.2) and Statement (L5.b), we infer that

\[ 1/\varepsilon_{n+1} < \text{dist}(M(\Gamma_{n+1}^{\varepsilon_n}), \Gamma_{n+1}) \].

Finally, take \( \xi_{n+1} \) small enough such that \( (A_{n+1}) \) and \( (D_{n+1}) \) hold.

The remaining properties directly follow from (7.2), (7.3) and Lemma 5. This concludes the construction of the sequence \( \{\chi_n\}_{n \in \mathbb{N}} \).

Now, we extract some information from the properties of \( \{\chi_n\} \). First, from \( (B_n) \), we deduce that \( \{\varphi_n\} \) is a Cauchy sequence, uniformly on compact sets of \( M_n = \bigcup_n M(\Gamma_{n+1}^{\varepsilon_n}) = \bigcup_n M(\Gamma_{n+1}^{\varepsilon_n}) \), and so \( \{\varphi_n\} \) converges on \( M_n \). If one employs the properties \( (A_n) \), then the set \( M_n \) is an expansive union of domains with the same topological type as \( M(\Gamma) \). Therefore, elementary topological arguments give us that \( M_n \) has the same topological type as \( M(\Gamma) \). Let \( \varphi_n : M_n \to \mathbb{R}^3 \) be the limit of \( \{\varphi_n\} \). Then \( \varphi_n \) has the following properties:

- \( \varphi_n \) is a conformal minimal immersion, (Properties (C_n));
- \( \varphi_n : M_n \to D' \) is proper. Indeed, consider a compact subset \( K \subset D' \). Let \( n_0 \) be a natural number so that

\[ K \subset (E^{n-1} - b_{n-1} - 2b_n - \sum_{k \geq n} \varepsilon_k), \quad \forall n \geq n_0. \]

From Properties \( (F_n) \), we have \( \varphi_n(p) \in \mathbb{R}^3 - (E^{n-1} - b_{n-1} - 2b_n), \forall p \in M(\Gamma_n) - M(\Gamma_{n-1}^{\varepsilon_n}). \) Moreover, taking into account \( (B_n) \), for \( k \geq n \), we obtain

\[ (7.4) \quad \varphi_n \left( M(\Gamma_n) - M(\Gamma_{n-1}^{\varepsilon_n}) \right) \subset \mathbb{R}^3 - (E^{n-1} - b_{n-1} - 2b_n - \sum_{k \geq n} \varepsilon_k). \]

Then, we have \( \varphi_n^{-1}(K) \cap \left( M(\Gamma_n) - M(\Gamma_{n-1}^{\varepsilon_n}) \right) = \emptyset \) for \( n \geq n_0 \). This implies that \( \varphi_n^{-1}(K) \subset M(\Gamma_{n-1}^{\varepsilon_n}) \), and so it is compact in \( M_n \).

- Completeness of \( \varphi_n \) follows from Properties \( (D_n), (C_n) \), and the fact that \( \{1/\varepsilon_n\}_{n \in \mathbb{N}} \) diverges.
- Statement (a) in the theorem is a direct consequence of Properties \( (B_n) \) and the fact \( \sum_{n=1}^{\infty} \varepsilon_n < \mu. \)
- In order to prove Statement (b), we consider \( p \in M_n - M(\Gamma) \). If there exists \( n \in \mathbb{N} \) such that \( p \in M(\Gamma_n) - M(\Gamma_{n-1}^{\varepsilon_n}) \), then (7.4) implies \( \varphi_n(p) \in \mathbb{R}^3 - D_{-2d-k} \). If \( p \in M(\Gamma_{n}^{\varepsilon_n}) - M(\Gamma_1) \), then we use properties \( (B_k) \), \( k \geq 1 \), and (7.1) to obtain

\[ \varphi_n(p) \in \mathbb{R}^3 - D_{-2d-k} \subset \mathbb{R}^3 - D_{-2d-k}. \]
If we follow the proof of the above theorem, but making use of Lemma 4 and Remark 7 instead of Lemma 5, then we obtain the following theorem:

**Theorem 2.** Let \( \varphi : \overline{M(\Gamma)} \to \mathbb{R}^3 \) be a conformal minimal immersion, where \( \Gamma \) is a multicyle in \( M' \). Then for any \( \mu > 0 \), there exists a domain \( M_\mu \) in \( M' \), with \( \overline{M(\Gamma)} \subset M_\mu \) and there exists a complete proper minimal immersion \( \varphi_\mu : M_\mu \to \mathbb{R}^3 \) such that:

(a) \( \|\varphi_\mu - \varphi\| < \mu \) in \( M(\Gamma) \);

(b) \( \delta H(\varphi(M(\Gamma)), \varphi_\mu(M_\mu)) < 2\mu \).

Under the assumption of strictly convexity we can sharpen the previous arguments in order to prove the following theorem.

**Theorem 3.** Let \( C \) be a strictly convex bounded regular domain of \( \mathbb{R}^3 \). Consider a multicyle \( \Gamma \) in the Riemann surface \( M' \) and \( \varphi : \overline{M(\Gamma)} \to C \) a conformal minimal immersion satisfying \( \varphi(\Gamma) \subset \partial C \).

Then, for any \( \epsilon > 0 \), there exist a subdomain, \( M_\epsilon \), with the same topological type as \( M(\Gamma) \), \( \overline{M(\Gamma)} \subset M_\epsilon \subset \overline{M_\epsilon} \subset M(\Gamma) \), and a complete proper conformal minimal immersion \( \tilde{\varphi} : M_\epsilon \to C \) so that

\[ \|\varphi - \tilde{\varphi}\| < \epsilon, \quad \text{in } M_\epsilon. \]

**Proof.** Consider \( t_0 > 0 \) so that, for any \( t \in ]-t_0, 0[ \), we have:

- \( C_t \) is well-defined;
- \( \Gamma_t := \varphi^{-1}(\partial C_t \cap \varphi(M(\Gamma))) \) is a multicyle satisfying \( \Gamma^\epsilon < \Gamma_t \).

Fix \( c_1 > 0 \) small enough so that \( \sum_{k \geq 2} c_1^2/k^4 < \min\{0, \epsilon\} \). At this point, for any \( n \geq 1 \), consider a positive constant \( t_n = \sum_{k \geq 2} c_1^2/k^4 \) and a strictly convex bounded regular domain \( E^n = C - t_n \). We also take a decreasing sequence of positive reals \( \{b_n\}_{n \in \mathbb{N}} \), with \( b_n < c_1^2/n^4 \), \( \forall n \in \mathbb{N} \).

Now, we use Lemma 5 to construct, for any \( n \in \mathbb{N} \), a family \( \chi_n = \{\mathcal{J}_n, X_n, \epsilon_n, \xi_n\} \), where

- \( \mathcal{J}_n \) is a multicyle;
- \( X_n : M(\mathcal{J}_n) \to C \) is a conformal minimal immersion;
- \( \{\epsilon_n\}_{n \in \mathbb{N}} \) and \( \{\xi_n\}_{n \in \mathbb{N}} \) are sequences of positive real numbers converging to zero and satisfying \( \epsilon_n < c_1/n^2 \).

Notice that the function given in (L5.f) satisfies \( m(b_n, b_{n+1}, \epsilon_n, E^n, E^{n+1}) < \epsilon_n \left(1 + 2 \sqrt{\frac{c_1^2}{n^4} + \frac{2}{c_1(4n^4)}}\right) \), \( \forall n \in \mathbb{N} \), therefore, we can choose \( c_1 \) sufficiently small so that

\[ (7.5) \quad \sum_{n=2}^{\infty} m(b_{n-1}, b_n, \epsilon_n, E^{n-1}, E^n) < \epsilon. \]

We will construct the sequence \( \{\chi_n\}_{n \in \mathbb{N}} \) so that the following properties hold:

(A\(_n\)) \( \mathcal{J}_{n-1}^{\xi_n-1} < \mathcal{J}_{n-1}^{\xi_n} < \mathcal{J}_{n-1}^{\mathcal{J}_n} < \mathcal{J}_n < \mathcal{J}_{n-1}^{\mathcal{J}_{n-1}} \);

(B\(_n\)) \( \|X_n(p) - X_{n-1}(p)\| < \epsilon_n, \forall p \in M(\mathcal{J}_{n-1}^{\mathcal{J}_n}) \);

(C\(_n\)) \( ds_{X_n}(p) \geq \alpha_n \cdot ds_{X_{n-1}}(p), \forall p \in M(\mathcal{J}_{n-1}^{\mathcal{J}_n}) \), where \( \{\alpha_n\}_{n \in \mathbb{N}} \) is given by Remark 8;

(D\(_n\)) \( 1/\epsilon_n < \text{dist}_{\mathcal{J}_{n-1}^{\mathcal{J}_n}}(\mathcal{J}_{n-1}^{\xi_n-1}, \mathcal{J}_{n-1}^{\xi_n}) \);

(E\(_n\)) \( X_n(p) \in E^n - (E^n)_{-b_n} \), for all \( p \in \mathcal{J}_{n} \);

(F\(_n\)) \( X_n(p) \in \mathbb{R}^3 - (E^{n-1})_{-b_{n-1} - 2b_n} \), for all \( p \in M(\mathcal{J}_{n}) - M(\mathcal{J}_{n-1}^{\mathcal{J}_n}) \);

(G\(_n\)) \( \|X_n - X_{n-1}\| < \text{m}(b_{n-1}, b_n, \epsilon_n, E^{n-1}, E^n) \) in \( M(\mathcal{J}_{n}) \).

The construction of the sequence \( \{\chi_n\}_{n \in \mathbb{N}} \) is as in the proof of Theorem 1, except for properties (G\(_n\)) that are consequence of the successive use of (L5.f) in Lemma 5. To define \( \chi_1 \), we take \( X_1 = \varphi, \mathcal{J}_1 = \Gamma_t \), and appropriate \( \epsilon_1 \) and \( b_1 \). We choose \( \xi_1 \) so that \( \Gamma_t < \mathcal{J}_1^{\xi_1} \). Observe that in this case properties (G\(_n\)), \( n \in \mathbb{N} \), and (7.5) guarantee that \( \|\varphi - \tilde{\varphi}\| < \epsilon \) in \( M_\epsilon \).

**Corollary 1.** Let \( D' \) be a convex domain (not necessarily bounded or smooth) in \( \mathbb{R}^3 \). Consider \( J \) a multicyle in \( M' \) and \( \varphi : \overline{M(\mathcal{J})} \to \mathbb{R}^3 \) a conformal minimal immersion satisfying:

\[ (7.6) \quad \varphi(J) \subset D - \overline{D'} . \]
where $D$ is a bounded convex regular domain satisfying $\overline{D} \subset D'$ and $d > 0$ is a constant.

Then, for any $\varepsilon > 0$, there exist a subdomain, $M_\varepsilon$, with $\overline{M(J')} \subset M_\varepsilon \subset \overline{M}_\varepsilon \subset M(J^{-\varepsilon})$, and a complete proper conformal minimal immersion $\varphi_\varepsilon : M_\varepsilon \rightarrow D'$ so that

(A) $\|\varphi - \varphi_\varepsilon\| < \varepsilon$, in $M(J)$;

(B) $\varphi_\varepsilon(M_\varepsilon - M(J)) \subset \mathbb{R}^3 - D_{-2d-\varepsilon}$.

**Proof.** Without loss of generality we can assume $0 \in D$ and $\varphi(p_0) = 0$, for a certain $p_0$ in $M(J)$. Define $V^n := [(1 - 1/n) \cdot D'] \cap \mathbb{B}(0, n)$, where by $(1 - 1/n) \cdot D'$ we mean the set $\{(1 - 1/n) \cdot x \mid x \in D'\}$. Making use of Minkowski’s theorem (see page 4) we can guarantee, for each $n \in \mathbb{N}$, the existence of a regular bounded domain $\hat{V}^n$ in $\mathbb{R}^3$ such that $\overline{\hat{V}^n} \subset \overline{V^n} \subset V^{n+1}$. Notice that $\{\hat{V}^n\}_{n \in \mathbb{N}}$ is an expansive sequence of bounded convex regular domains whose limit is $D'$. Then there exists $k \in \mathbb{N}$ so that $\overline{\hat{V}^m} \subset \overline{V^n}$ for any $m \geq k$. Taking all these arguments into account, we define the following sequence of open convex domains:

$$E^1 := D, \quad E^n := \hat{V}^{n+k-2}, \quad n \geq 2.$$ 

Following the scheme of the previous proofs, we will construct a sequence $\Xi_n := (\mathcal{J}_n, \varphi_n : M(\mathcal{J}_n) \rightarrow \mathbb{R}^3, d_n, \varepsilon_n)$, where:

- $\mathcal{J}_n$ is a multicyle in $M'$;
- $\varphi_n : M(\mathcal{J}_n) \rightarrow \mathbb{R}^3$ is a conformal minimal immersion;
- $\{d_n\}_{n \in \mathbb{N}}$ and $\{\varepsilon_n\}_{n \in \mathbb{N}}$ are two sequences of positive real numbers decreasing to 0. Moreover we want that $\sum_{k=1}^\infty \varepsilon_k < \varepsilon$, to do this we will choose $\varepsilon_n < \frac{6 \varepsilon}{n}, n \in \mathbb{N}$.

The limit of $\{\Xi_n\}_{n \in \mathbb{N}}$ will provide the minimal immersion we are looking for. To do this we need that $\Xi_n$ satisfies the following properties:

(I_n) $\mathcal{J}_{n-1} \subset \mathcal{J}_n$;

(II_n) $\|\varphi_n(p) - \varphi_{n-1}(p)\| < \varepsilon_n$, for all $p$ in $M(\mathcal{J}_{n-1})$;

(III_n) $d_s \varphi_n \geq \alpha_n \cdot d_s \varphi_{n-1}$ in $M(\mathcal{J}_{n-1})$, where $\{\alpha_n\}_{n \in \mathbb{N}}$ is the sequence of Remark 8;

(IV_n) $\text{dist}_{M(\mathcal{J}_n), \varphi_n}(p_0, \mathcal{J}_n) > n - 1$;

(V_n) $\varphi_n(\mathcal{J}_n) \subset E^n - (E^n)_{-d_n}$;

(VI_n) $\varphi_n(M(\mathcal{J}_n) - M(\mathcal{J}_{n-1})) \subset \mathbb{R}^3 - E^{n-1}_{-2d_n-\varepsilon_n}$.

Once again the sequence $\{\Xi_n\}_{n \in \mathbb{N}}$ satisfying the above properties is defined following an inductive process. The elements of $\Xi_1$ are $\varphi_1 := \varphi, d_1 = d, \mathcal{J}_1 = \mathcal{J}$ and $\varepsilon_1 < \frac{6 \varepsilon}{n}$.

Assume now we have defined $\Xi_n$. To construct the element $\Xi_{n+1}$ we apply Theorem 1 to the minimal immersion $\varphi_n : M(\mathcal{J}_n) \rightarrow E^n \subset E^{n+1}$, where $E^n, E^{n+1}, \varepsilon_{n+1}$, and $d_{n+1}$ play the role of $D, D', \mu$, and $d$ in the statement of Theorem 1, respectively. Then we get a domain $M_{\varepsilon_{n+1}}$, in $M'$, with $\overline{M(\mathcal{J}_n)} \subset M_{\varepsilon_{n+1}}$, and a complete proper minimal immersion $\varphi_{n+1} : M_{\varepsilon_{n+1}} \rightarrow E^{n+1}$ satisfying:

$$\|\varphi_{n+1} - \varphi_n\| < \varepsilon_{n+1}, \text{ in } M(\mathcal{J}_n);$$

$$\varphi_{n+1}(M_{\varepsilon_{n+1}} - M(\mathcal{J}_n)) \subset \mathbb{R}^3 - E^n_{-2d_n-\varepsilon_{n+1}}.$$ 

From (7.7) we have that (III_{n+1}) holds provided that $\varepsilon_{n+1}$ is taken small enough. As $\varphi_{n+1}$ is complete and proper, then it is possible to find $\mathcal{J}_{n+1}$ satisfying (I_{n+1}), (IV_{n+1}) and (V_{n+1}). Properties (II_{n+1}) and (VI_{n+1}) are consequence of (7.7) and (7.8), respectively.

At this point we define $M_{\varepsilon} := \bigcup_{n=1}^\infty M(\mathcal{J}_n)$ and $\varphi_{\varepsilon} : M_{\varepsilon} \rightarrow D'$ as the uniform limit of the sequence $\{\varphi_n\}_{n \in \mathbb{N}}$. Following similar arguments to those used in the proof of Theorem 1, it is easy to check that $\varphi_{\varepsilon}$ is the minimal immersion that proves the corollary.

8. THE CONSTRUCTION OF A COMPLETE PROPER MINIMAL SURFACE WITH UNCOUNTABLY MANY ENDS

The most interesting application of the results of the preceding section is the construction of the first examples of complete properly immersed minimal surfaces in Euclidean space with an uncountable number of ends. It is important to note that this kind of surfaces cannot be embedded as a consequence of a result by Collin, Kusner, Meeks and Rosenberg [5]. Given $p \in \mathbb{C}$ and $r > 0$, we will write $\mathbb{D}(p, r) = \{z \in \mathbb{C} \mid |z - p| < r\}$. As usual, the unit disk will be denoted by $\mathbb{D}$, instead of $\mathbb{D}(0, 1)$. 

DENSITY THEOREMS FOR COMPLETE MINIMAL SURFACES IN $\mathbb{R}^3$

Figure 6. The construction of a minimal surface with uncountably many ends consists of modifying a given minimal surface in $\mathbb{R}^3$ by adding more and more ends. In each step of this procedure we add two new ends in a neighborhood of each end of the previous surface.

Figure 7. The multicycles $\Gamma_1$, $\Gamma_2$, and $\Gamma_3$.

Theorem 4. There exists a domain $\Omega \subset \mathbb{C}$ and a complete proper minimal immersion $\psi : \Omega \to \mathbb{R}^3$ which has uncountably many ends.

Proof. The required immersion will be obtain as a limit of a sequence of complete proper minimal immersions defined on subdomains of the complex plane. Along this section, given $\alpha$ a Jordan curve in $\mathbb{C}$, we denote by $I(\alpha)$ as the bounded connected component of $\mathbb{C} - \alpha$. In the following, we construct a sequence

$$\chi_n = \{\Gamma_n, M_n, X_n, d_n, \epsilon_n, r_n\},$$

where

(a) $\{d_n\}_n, \{\epsilon_n\}_n$ and $\{r_n\}_n$ are sequences of positive real numbers decreasing to zero such that $\sum_{i=n}^{\infty} \epsilon_i < r_n$.
(b) $\Gamma_n = \{\beta_n\} \cup \{\gamma_n(k_1, \ldots, k_j) \mid k_i \in \{0, 1\}, 1 \leq i \leq j, 1 \leq j \leq n\} \subset \mathbb{C}$ is a family of curves with
   (b. 1) $\beta_n \subset \mathbb{C} - \mathbb{D}, n \in \mathbb{N}$, are Jordan curves which satisfy $I(\beta_{n-1}) \subset I(\beta_n)$.
   (b. 2) $\gamma_n(k_1, \ldots, k_j)$ are cycles in $I(\beta_n)$ satisfying the following properties
     (b. 2. 1) For each $1 \leq j < n$ the cycle $\gamma_n(k_1, \ldots, k_j)$ is in the homology class of $\gamma_{n-1}(k_1, \ldots, k_j)$ and $\overline{I(\gamma_n(k_1, \ldots, k_j))} \subset I(\gamma_{n-1}(k_1, \ldots, k_j))$.
     (b. 2. 2) $\gamma_n(k_1, \ldots, k_j)$ is a circle centered at $c(k_1, \ldots, k_j)$ and radius $r_n > 0$, where $c(k_1, \ldots, k_j) = c(k_1, \ldots, k_{j-1}) + (-1)^{k_j} \epsilon(j) \rho(k_1, \ldots, k_j)$, with $\epsilon(j) = 1$ if $j$ is odd, $\epsilon(j) = 1$ if $j$ is even and $\rho(k_1, \ldots, k_j)$ are positive real numbers sufficiently small so that

$$\mathbb{D}(c(k_1, \ldots, k_n), r_n) \subset \mathbb{D}(c(k_1, \ldots, k_{n-1}), r_{n-1}) - I(\gamma_n(k_1, \ldots, k_{n-1})).$$
Observe that $\Gamma_n$ is a multicycle in $\overline{C} = C \cup \{\infty\}$ with $\sum_{k=0}^{n} 2^k$ cycles. The disk $\text{Int}(\beta_n)$ coincides with $\overline{C} - \Gamma(\beta_n)$ and $\text{Int}(\gamma_n(k_1, \ldots, k_j)) = \Gamma(\gamma_n(k_1, \ldots, k_j))$. Note also that $M(\Gamma_{n-1}) \subset M(\Gamma_n)$.

(c) $M_n$ is a domain in $C$ topologically equivalent to $M(\Gamma_n)$ and such that $M(\Gamma_n) \subset M_n \subset M(\Gamma_{n+1})$.

d) $X_n : M_n \to \mathbb{R}^3$ is a conformal complete proper minimal immersion.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure8.png}
\caption{The domains $M(\Gamma_1)$ and $M(\Gamma_2)$.}
\end{figure}

Let see that the sequence $\{\chi_n\}_{n \in \mathbb{N}}$ can be constructed to satisfy the following conditions

\begin{enumerate}
\item [(Z.1\textsubscript{n})] $\|X_n - X_{n-1}\| < \epsilon_n$ in $M(\Gamma_n)$, $n \geq 2$;
\item [(Z.2\textsubscript{n})] $X_n(M_n - M(\Gamma_n)) \subset \mathbb{R}^3 - B(0, n + 2d_n - \epsilon_n)$, where $B(0, r) = \{x \in \mathbb{R}^3 \mid \|x\| < r\}$ for $r > 0$;
\item [(Z.3\textsubscript{n})] $X_n(\Gamma_n) \subset B(0, n + \epsilon_n) - B(0, n - d_n - \epsilon_n)$.
\end{enumerate}

First we present the first term of the sequence. Let $X : D \to B(0, 1)$ be the immersion given by the inclusion, $d_n$ and $\epsilon_n$ for $n \in \mathbb{N}$ two sequences of positive real numbers decreasing to zero such that $\sum_{n=1}^{\infty} \epsilon_n < \frac{1}{2}$. Now we consider $\beta_1$ the circle of radius $1 - \frac{1}{2}$ and center 0, and $\gamma_1(0)$, $\gamma_1(1)$ the circles of radius $r_1 = \frac{1}{4}$ and centers $c(0) = \frac{1}{2}$ and $c(1) = -\frac{1}{2}$, respectively. Then, we can apply Corollary 1 to the immersion $X$, the convex domain $D = B(0, 1)$, the multicycle $\Gamma_1 = \{\beta_1\} \cup \{\gamma_1(0), \gamma_1(1)\}$, $d = d_1 = \frac{1}{4}$ and $\epsilon = \epsilon_1$ to obtain a domain $M_1$ with $M(\Gamma_1) \subset M_1 \subset M(\Gamma_{1-\epsilon_1})$ and a conformal complete proper minimal immersion $X_1 : M_1 \to \mathbb{R}^3$ such that $\|X - X_1\| < \epsilon_1$ in $M(\Gamma_1)$ and $X_1(M_1 - M(\Gamma_1)) \subset \mathbb{R}^3 - B(0, \frac{1}{4} - \epsilon_1)$. From here it is easy to check that (Z.3\textsubscript{1}) is satisfied.

Assume we have constructed $\{\chi_1, \ldots, \chi_n\}$ satisfying the corresponding definitions and properties. We will define now $\chi_{n+1}$. From Property (d) and (Z.3\textsubscript{n}) we can assert that there exist cycles $\beta_{n+1}$ and $\gamma_{n+1}(k_1, \ldots, k_j)$ fulfilling the conditions (b.1) and (b.2.1), respectively, and such that

$$X_n(\beta_{n+1} \cup (\cup_{j=1}^{n} \gamma_{n+1}(k_1, \ldots, k_j))) \subset B(0, n + 1) - B(0, n + 1 - d_{n+1}) \, .$$

Furthermore, we can find $\rho(k_1, \ldots, k_{n+1})$ and $r_{n+1} > 0$ appropriate so that (8.1) is satisfied for $n + 1$ and the curves $\gamma_{n+1}(k_1, \ldots, k_{n+1})$ described in (b.2.2) also fulfill the above equation, it is to say

$$X_n(\Gamma_{n+1}) \subset B(0, n + 1) - B(0, n + 1 - d_{n+1}) \, .$$

Recall that we have a sequence $\{\epsilon_i\}$ such that $\sum_{i=1}^{\infty} \epsilon_i < r_j$ for $j \leq n$. If $\sum_{i=n+1}^{\infty} \epsilon_i < r_{n+1}$ we do not modify the sequence $\{\epsilon_i\}$. If it is not the case we consider a new sequence $\{\epsilon'_i\}$ defined as $\epsilon'_i = \epsilon_i$ for $i \leq n$ and $\epsilon'_i = \epsilon_i r_{n+1}$ for $i \geq n + 1$. It is clear that $\sum_{i=n+1}^{\infty} \epsilon'_i < r_{n+1}$. Moreover, for $j \leq n$ we have $\sum_{i=j}^{\infty} \epsilon'_i \leq \sum_{i=j}^{\infty} \epsilon_i < r_j$. For the sake of simplicity, we continue denoting the new sequence as $\{\epsilon_i\}$.

Taking into account (8.2) we can apply Corollary 1 to the immersion $X_n$, the multicycle $\Gamma_{n+1}$, the convex $D = B(0, n + 1)$, $d = d_{n+1}$ and $\epsilon = \epsilon_{n+1}$ to obtain a domain $M_{n+1}$ with $M(\Gamma_{n+1}) \subset M_{n+1} \subset M(\Gamma_{n+1-\epsilon_{n+1}})$ and a conformal complete proper minimal immersion $X_{n+1} : M_{n+1} \to \mathbb{R}^3$ satisfying (Z.1\textsubscript{n+1}) and (Z.2\textsubscript{n+1}). Moreover, from (Z.1\textsubscript{n+1}) we obtain that if $\epsilon_{n+1}$ is sufficiently small the property (Z.4\textsubscript{n+1}) is also satisfied. Finally, (Z.3\textsubscript{n+1}) follows from (8.2) and (Z.1\textsubscript{n+1}). Consequently, we have the sequence $\{\chi_n\}$. 

Hereafter, we define the required immersion \( \psi \). We denote by \( \Omega = \bigcup_{n=1}^{\infty} M(\Gamma_n) \). Clearly \( \Omega \) is a domain, since it is the union of domains with non empty intersection. Furthermore, from (Z.1) we deduce that the sequence \( \{X_n\}_{n \in \mathbb{N}} \) converges uniformly on compact sets of \( \Omega \) and so we can define \( \psi : \Omega \rightarrow \mathbb{R}^3 \) as 
\[
\psi(z) = \lim_{i \rightarrow \infty, z \rightarrow \gamma_i} X_i(z) \text{ for } z \in M(\Gamma_n).
\]
By making use of Harnack’s theorem we know that \( \psi \) is a harmonic map. Let us see that \( \psi \) is immersion. Take \( z \in \Omega \). Thus, there exists \( n \in \mathbb{N} \) such that \( z \in M(\Gamma_n) \). Then, according to properties (Z.2) for \( m \geq n \), we have
\[
\lambda_{X_{m}} \geq \alpha_{m} \lambda_{X_{m-1}} \geq \cdots \geq \prod_{i=n}^{m} \alpha_{i} \lambda_{X_{i-1}} \geq \frac{1}{2} \lambda_{X_{n-1}} > 0.
\]
By taking limits in the above inequality as \( m \rightarrow \infty \) we obtain \( \lambda_{\psi}(z) > 0 \). On the other hand, it is easy to obtain the properness (and therefore the completeness) of \( \psi \) from properties (Z.2).

Finally, let us demonstrate that \( \psi : \Omega \rightarrow \mathbb{R}^3 \) possesses uncountably many ends. Let \( Q \) denote a sequence \( Q = \{k_i\}_{i \in \mathbb{N}} \), where \( k_i \in \{0, 1\} \). Next, we consider any proper arc \( \sigma_Q : [0, \infty[ \rightarrow \Omega \) satisfying
\[
(8.3) \quad \sigma_Q([j, \infty[) \subset \mathcal{D}(c(k_1, \ldots, k_j), r_j), \forall j \in \mathbb{N}.
\]
We note first that if \( Q = \{k_i\}_{i \in \mathbb{N}} \) and \( Q' = \{k'_i\}_{i \in \mathbb{N}} \) are two sequences as above such that \( Q = Q' \) then there exists \( j_0 = \min\{j \in \mathbb{N} \mid k_j = k'_j\} \). Thus, (8.3) implies that \( \mathcal{D}(c(k_1, \ldots, k_{j_0}, r_{j_0}) \text{ and } \mathcal{D}(c(k'_1, \ldots, k'_{j_0}), r_{j_0}) \) are two disks containing \( \sigma_Q([j_0, \infty[) \) and \( \sigma_{Q'}([j_0, \infty[) \), respectively. Since
\[
\mathcal{D}(c(k_1, \ldots, k_{j_0}), r_{j_0}) \cap \mathcal{D}(c(k'_1, \ldots, k'_{j_0}), r_{j_0}) = \emptyset,
\]
we can consider \( \partial(\mathcal{D}(c(k_1, \ldots, k_{j_0}), r_{j_0})) \) as a compact set separating \( \sigma_Q([j_0, \infty[) \) and \( \sigma_{Q'}([j_0, \infty[) \). Therefore, \( \sigma_Q \) and \( \sigma_{Q'} \) are two distinct topological ends. As there exists an uncountable number of sequences \( Q \), we deduce that there are uncountably many ends.

Finally, we would like to mention the following:

**Remark 9.** With the same ideas presented in the proof of the above theorem it is also possible to construct properly immersed minimal surfaces with uncountably many ends in such a way that all the ends are limit ends.
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