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Abstract—The estimation of the conditional failure rate (CFR) of an overhead transmission line (OTL) is essential for power system operational reliability assessment. It is hard to predict the CFR precisely, although great efforts have been made to improve the estimation accuracy. One significant difficulty is the lack of available outage samples, due to which the law of large numbers is no longer applicable and no convincing statistical result can be obtained. To address this problem, in this paper a novel imprecise probabilistic approach is proposed to estimate the CFR of an OTL. The imprecise Dirichlet model (IDM) is applied to establish the imprecise probabilistic relation between an operational condition and the OTL failure. Then a credal network is constructed to integrate the IDM estimation results corresponding to various operational conditions and infer the CFR of the OTL. Instead of providing a single-valued estimation result, the proposed approach predicts the possible interval of the CFR in order to explicitly indicate the uncertainty of the estimation and more objectively represent the available knowledge. The proposed approach is illustrated by estimating the CFRs of two LGJ-300 transmission lines located in the same region, and it is also compared with the existing approaches by using data generated from a virtual OTL. Test results indicate that the proposed approach can obtain much tighter and more reasonable CFR intervals compared with the contrast approaches.

Index Terms—Credal network, failure rate estimation, imprecise Dirichlet model, imprecise probability, overhead transmission line, reliability.

I. INTRODUCTION

Estimation of the failure rates of overhead transmission lines (OTLs) is crucial for power system reliability assessment, maintenance scheduling and operational risk control [1]–[6]. The failure rates of OTLs are usually assumed to be constant and are estimated using the long-term mean values. However, in reality the failure rates can be significantly influenced by both external and internal operational conditions [7]. The constant failure rate may work well for the relatively long-term applications, but can lead to erroneous results when applied to the operational risk analysis [8], [9]. The predominant influential factors of the CFR include the aging of the OTL, loading level and external environmental conditions.

Over the last few decades, substantial work has been done on the conditional failure rate (CFR) estimation with respect to various operational conditions. In [8], the time-varying transformer failure probability is investigated, and a delayed semi-Markov process based estimation approach is proposed. In [10], the weather conditions are divided into three classes, i.e., normal, adverse and major adverse, to count the failures of different weather conditions. The influences of multiple weather regions on the failure rate and repair rate of a single transmission line are modeled in [11]. In [12], the Poisson regression and Bayesian network are applied to estimate the conditional failure rates of distribution lines. Weather-related fuzzy models of failure rate, repair time and unavailability of OTLs are established in [13]. The failure rate under both normal and adverse weather conditions is expressed by a fuzzy number in the paper. It is pointed out in [14] that systems with aged components might experience higher than average incidence of failures. By using the data collected from Electricity of France (EDF), the effects of aging and weather conditions on transmission line failure rates are analyzed in [15], where the influences of wind speed, temperature, humidity, and lightning intensity are examined. In [16], the time-varying failure rates are discussed considering the effects of adverse weather and component aging, and data collection efforts for non-constant failure rate estimation are suggested.

Although great efforts have been made to improve the CFR estimation accuracy, it is still difficult if not impossible to get convincing CFR estimation results. The major barrier is the lack of historical outage observations under relevant operational conditions. In this situation, the law of large numbers is no longer applicable and a precise estimation of the failure rate cannot be obtained. This data-deficient problem might be trivial for the constant failure rate estimation, but is crucial for the condition-related failure rate prediction.

In fact, the uncertainty of failure rate estimation with limited samples has already been recognized. In [9], an operational risk assessment approach based on the credibility theory is proposed. In the approach, the uncertainty of the conditional failure probability is modeled by a fuzzy membership function. Meanwhile, reference [17] and [18] build a general fuzzy model to deal with the uncertainty of probabilities and performance levels in the reliability assessment of multi-state systems. However, the approaches mainly focus on the reliability assessment of the whole system instead of estimating the imprecise failure rate.
In [12], the Bayesian network is selected as a more preferable approach to model the CFR of overhead distribution lines, and the central limit theorem is adopted to estimate the confidence interval of the predicted CFR. However, as is well known, the sample size should be large when the theorem is applicable [19], which may restrict the utilization of the approach in practice. The central confidence interval of the mean of a Poisson distribution can be equivalently expressed by a Chi-square distribution [20]. Therefore, in [13], the OTL failure is assumed to follow a Poisson distribution, and then the confidence interval of CFR is estimated according to the Chi-square distribution. Meanwhile, as will be illustrated in Section V, the Chi-square distribution based approach may obtain unreasonable CFR interval when the sample size is small.

Imprecise Dirichlet model (IDM) is an efficient approach for the interval-valued probability estimation [21, 22]. By using a set of prior probabilities, it can objectively estimate the possible probability interval of a random event. In [23], based on IDM, an interval-valued reliability analysis approach is proposed for multi-state systems. Although this approach illustrates the usefulness of the interval-valued failure rate, it ignores the effects of the operational conditions. It has to be admitted that the data-insufficiency problem of CFR estimation has not been well addressed.

In this paper, a novel approach based on the imprecise probability theory is proposed to estimate the CFR of an OTL. Instead of providing a single-valued CFR estimation result, the proposed approach predicts the possible interval of the CFR with limited historical observations, and thus can reflect the available estimation information more objectively. The IDM is adopted to estimate the imprecise probabilistic relation between the OTL failure and each kind of operational condition. Then a credal network that can perform imprecise probabilistic reasoning is established to integrate the IDM estimation results corresponding to different operational conditions and obtain the interval-valued CFR. The advantages of the proposed approach include the following:

1) IDM is an efficient statistical approach for drawing out imprecise probabilities from available data. By using IDM, the uncertainty of the probabilistic dependency relation between an operational condition and the OTL failure can be properly reflected by the width of the probability interval.

2) The credal network is a flexible probabilistic inference approach. Various operational conditions that have either precise or imprecise probabilistic relations with the OTL failure can be simultaneously considered in the network. Moreover, the occurrence probabilities of the operational conditions can also be represented in the network conveniently.

3) By combining IDM and the credal network, the proposed approach can explicitly model the uncertainty of the estimated CFR. Meanwhile, as illustrated by the case studies, the CFR interval estimated by the proposed approach is much narrower and more reasonable than that obtained by the contrast approaches.

The rest of this paper is organized as follows: In Section II a binomial failure rate estimation model is introduced. Section III discusses the mathematical foundations of the proposed approach. Details of the CFR estimation are provided in Section IV. Case studies are presented in Section V and conclusions are drawn in Section VI.

II. MODEL OF FAILURE RATE ESTIMATION

A. Failure Rate Basics

Failure rate is a widely applied reliability index that represents the frequency of component failures [24]. Mathematically, the failure rate at time $t$ can be expressed as

$$\lambda(t) = \lim_{\Delta t \to 0} \frac{\Pr \{ t < T_f \leq t + \Delta t | T_f > t \}}{\Delta t},$$

(1)

where $\lambda(t)$ is the failure rate at time $t$, $\Pr \{ A | B \}$ is the conditional probability of event $A$ given event $B$, $T_f$ is the failure time, $\Delta t$ is a small time interval, and $\Pr \{ t < T_f \leq t + \Delta t | T_f > t \}$ is the probability that the OTL fails in the time interval $(t, t + \Delta t)$.

As expressed in Eq. (1), the failure rate indicates an instantaneous probability that a normally operating component breaks down at time $t$. In practice, the failure rate is usually approximated by the average failure probability within a small time interval $(t, t + \Delta t)$. This approximation will have sufficient accuracy when $\Delta t$ is so small that the failure rate can be considered as constant within the time interval. In this paper, hourly OTL failure rates are investigated and thus $\Delta t$ is correspondingly set to 1 hour. Since the time scale is very small compared with the whole life of OTLs, the hourly failure rate of an OTL can be approximately represented by

$$\lambda_h(t) \approx \Pr \{ t < T_f \leq t + 1 | T_f > t \},$$

(2)

where $\lambda_h(t)$ is the failure rate in the $t$th hour.

B. Binomial Model for the Failure Rate Estimation

The hourly failure rate of an OTL can be predicted by estimating the parameter of a binomial distribution. There are two possible outcomes of the binomial distribution. One is that the OTL maintains normal operation and the other is that it fails in the relevant hour, as shown in Fig. 1 where $P_1$ and $P_2$ are two parameters that indicate the possibilities of the outcomes. According to the definition of the failure rate and aforementioned assumptions, $P_1$ and $P_2$ are equal to $1 - \lambda_h(t)$ and $\lambda_h(t)$, respectively. So, the hourly failure rate of the OTL can be directly obtained from the estimation result of $P_2$.

![Fig. 1. Diagram of the binomial distribution model.](image-url)
This paper will show how to predict the possible interval of \( P_2 \) under given operational conditions with respect to limited historical observations. This aim is achieved by using IDM and the credal network, which will be introduced in the following section. It should be emphasized that the proposed approach is also suitable for the multi-state OTL reliability model. In that case the multinomial distribution should be applied instead of the binomial distribution used in this paper.

III. MATHEMATICAL FOUNDATIONS

A. Imprecise Probability

Imprecise probability theory is a generalization of classical probability theory allowing partial probability specifications when the available information is insufficient. The theory bloomed in the 1990s owing to the comprehensive foundations put forward by Walley [21].

In an imprecise probability model, the uncertainty of each outcome is represented by an interval-valued probability. For example, the imprecise probabilities of the two outcomes in Fig. 1 can be expressed by \( P_1 = [P_{11}, P_{12}] \) and \( P_2 = [P_{21}, P_{22}] \) satisfying \( 0 \leq P_{11} \leq P_{12} \leq 1, 0 \leq P_{21} \leq P_{22} \leq 1, P_{12} = 1 - P_{11} \), and \( P_{22} = 1 - P_{21} \).

When there is no estimation information at all, the occurrence possibilities of the outcomes will have maximal probability intervals, i.e., \( P_{11} = P_{12} = 0 \) and \( P_{21} = P_{22} = 1 \). If sufficient estimation information is available, the probability interval may shrink to a single point and a precise probability will be obtained [25].

B. Imprecise Dirichlet Model

IDM is an extension of the deterministic Dirichlet model [26]. Consider a multinomial distribution which has \( M \) types of outcomes. To estimate the occurrence probabilities of the outcomes, the deterministic Dirichlet model uses a Dirichlet distribution as the prior distribution, which is

\[
f(P_1, \cdots, P_M) = \frac{\Gamma\left(\sum_{m=1}^{M} a_m\right)}{\prod_{m=1}^{M} \Gamma(a_m)} \prod_{m=1}^{M} P_m^{a_m-1},
\]

(3)

where \( P_1, P_2, \cdots, P_M \) are the probabilities of the outcomes, \( a_1, a_2, \cdots, a_M \) are the positive parameters of the Dirichlet distribution and \( \Gamma \) is the gamma function.

Since the Dirichlet distribution is a conjugate prior of the multinomial distribution, the posterior of \( P_1, P_2, \cdots, P_M \) with respect to the observations also belongs to a Dirichlet distribution, which can be represented as

\[
f(P_1, \cdots, P_M) = \frac{\Gamma\left(\sum_{m=1}^{M} a_m + \sum_{m=1}^{M} n_m\right)}{\prod_{m=1}^{M} \Gamma(a_m + n_m)} \prod_{m=1}^{M} P_m^{a_m+n_m-1},
\]

(4)

where \( n_m, m = 1, 2, \ldots, M \), is the number of times that the \( m \)th outcome is observed.

Therefore, the parameters of the multinomial distribution can be estimated by the expected values of the posterior distribution, as

\[
P_m = \frac{n_m + a_m}{\sum_{m=1}^{M} n_m + \sum_{m=1}^{M} a_m}, \quad m = 1, 2, \ldots, M.
\]

(5)

By analyzing the estimation results of the deterministic Dirichlet model, it can be found that \( P_m \) will be \( \frac{a_m}{\sum_{m=1}^{M} a_m} \) if no available observations exist. This value is the prior estimation of the occurrence possibility of the \( m \)th outcome. Here the parameter \( a_m \) is called the prior weight of the outcome, and \( \sum_{m=1}^{M} a_m \) is usually denoted by \( s \), which is called the equivalent sample size. In the parameter estimation process, \( s \) implies the influence of the prior on the posterior. The larger \( s \) is, the more observations are needed to tune the parameters assigned by the prior distribution.

Equation (5) provides a feasible approach for the multinomial parameter estimation. However, in practice the available observations may be scarce (like the OTL outage observations). In this case, the prior weights will significantly influence the parameter estimation results, which causes the results too subjective to be useful.

To avoid the shortcomings of the deterministic Dirichlet model, IDM uses a set of prior density functions instead of a single density function [22], which can be described as

\[
f(P_1, \cdots, P_M) = \frac{\Gamma(s)}{\prod_{m=1}^{M} \Gamma(s \cdot r_m)} \prod_{m=1}^{M} P_m^{s \cdot r_m-1},
\]

(6)

\[\forall r_m \in [0, 1], \sum_{m=1}^{M} r_m = 1,\]

where \( r_m, m = 1, 2, \ldots, M \), is the \( m \)th prior weight factor and \( s \) is the equivalent sample size.

In Eq. (6), \( s \cdot r_m \) plays the role as \( a_m \) in Eq. (3). When \( r_m \) varies in the interval \([0, 1]\), the set will contain all of the possible priors given a predetermined \( s \), and the prejudice of the prior can thus be avoided.

Then the corresponding posterior density function set can be calculated according to Bayesian rules, as

\[
f(P_1, \cdots, P_M) = \frac{\Gamma(s + n)}{\prod_{m=1}^{M} \Gamma(s \cdot r_m + n_m)} \prod_{m=1}^{M} P_m^{s \cdot r_m + n_m-1},
\]

(7)

\[\forall r_m \in [0, 1], \sum_{m=1}^{M} r_m = 1,\]

where \( n = \sum_{m=1}^{M} n_m \) is the number of total observations.

So, the imprecise parameters of the multinomial distribution can be estimated from the posterior density function set as

\[
\tilde{P}_m = \left[ P_m, \bar{P}_m \right] = \left[ \frac{n_m}{n + s}, \frac{a_m + s}{n + s} \right], \quad m = 1, 2, \ldots, M.
\]

(8)

The bounds of the probability intervals shown in Eq. (8) are calculated with respect to the bounds of \( r_m, m = 1, 2, \ldots, M \), and more theoretical details can be found in [21].

The interval estimated by IDM intends to include all the possible probabilities corresponding to different priors. However, in some applications, the probability interval with a quantitative confidence index may be preferred. In that case, the probability interval can be estimated by using the credible interval corresponding to the IDM [27], which is presented in Appendix A.
In fact, several other approaches can also be applied to obtain the probability interval, such as the central limit theorem based approach \[12\] and the Chi-square distribution based approach \[13\]. The performance of IDM compared with these existing approaches is illustrated in Appendix B.

Moreover, in Eq. (8), the equivalent sample size \(s\) is the only exogenous parameter to be specified. It is set to 1 in our model as suggested by \[25\]. The effects of \(s\) on the IDM estimation result are discussed in Appendix C.

C. Credal Network

The credal network is developed from the Bayesian network which is a popular graphical model representing the probabilistic relations among the variables of interest \[28, 29\].

In a Bayesian network, each node stands for a categorical variable, while the arcs indicate the dependency relations among the variables. A Bayesian network is composed of a set of conditional mass functions \(P(X_i | \pi_i), X_i \in X\) and \(\pi_i \in \Omega_{\pi_i}\), where \(X\) stands for the categorical variables of the network, \(X_i\) is the \(i\)th categorical variable, \(\Pi_i\) stands for the parent variables of \(X_i\), \(\Omega_{\Pi_i}\) is the value space of \(\Pi_i\), and \(\pi_i\) is an observation of \(\Pi_i\).

A simple Bayesian network is shown in Fig. 2, in which the uppercase characters stand for the two-state categorical variables while the lowercase characters stand for the states of the variables. All necessary conditional mass functions for the inference have been provided in the figure.

A Bayesian network is identical with a joint mass function over \(X\) which can be factorized as \(P(x) = \prod_{i=1}^{I} P(x_i | \pi_i)\) for each \(x \in \Omega_{X}\), where \(I\) is the number of categorical variables in the network, \(x_i\) is an observation of \(X_i\), \(x\) is an observation of \(X\), and \(\Omega_{X}\) is the value space of \(X\). Therefore, with given evidence \(X_E = x_E\), the conditional probability of an outcome of the queried variable \(x_q\) can be estimated according to Bayesian rules as

\[
P(x_q | x_E) = \frac{P(x_q, x_E)}{P(x_E)} = \frac{\sum_{X_{M}} \prod_{j=1}^{I} P(x_i | \pi_i)}{\sum_{X_{M}, x_E} \prod_{j=1}^{I} P(x_i | \pi_i)}, \quad (9)
\]

where \(X_{M} = X \setminus (X_E \cup X_q)\) and \(\sum_{X_{M}}\) means calculating the total probability with respect to \(X_{M}\) \[29\].

For instance, consider the network shown in Fig. 2. With evidence \(G = g\) and \(Q = q\), the conditional probability of \(H = h\) can be calculated as

\[
P(h | g, q) = \frac{P(h, g, q)}{P(g, q)} = \frac{P(h) P(g | h) P(q | g, h)}{P(h) P(g | h) P(q | g, h) + P(h^c) P(g | h^c) P(q | g, h^c)} \approx 0.45.
\]

The credal network relaxes the Bayesian network by accepting imprecise probabilistic representations \[30, 31\]. The differences between the credal network and the Bayesian network lie in the following three levels:

1) The probability corresponding to each outcome: In a Bayesian network, each outcome of a categorical variable has a single-valued probability. On the contrary, in a credal network, the occurrence chance for each outcome can be represented by an interval-valued probability.

2) The mass function of each categorical variable: A categorical variable described by imprecise probabilities has a set of mass functions instead of just one. The convex hull of the mass function set is defined as a credal set \[31, 32\], which can be expressed as

\[
K(X_i) = \text{CH}\{P(X_i) : \text{for each } x_i \in \Omega_{X_i}\},
\]

\[
P(x_i) \in [P(x_i), P(x_i)] \quad \text{and} \quad \sum_{\Omega_{X_i}} P(x_i) = 1\} \quad (10)
\]

where \(K(X_i)\) is the credal set of \(X_i\), \(\text{CH}\) means a convex hull, \(\{P(X_i)\}: \text{Descriptions}\) is a set of probability mass functions specified by the descriptions, \(\Omega_{X_i}\) is the value space of \(X_i\), and \(\sum_{\Omega_{X_i}} P(x_i) = 1\) means the sum of the probabilities should be equal to 1.

Although the credal set contains an infinite number of mass functions, it only has a finite number of extreme mass functions, which are denoted by \(\text{EXT}[K(X_i)]\). These extreme mass functions correspond to the vertexes of the convex hull and can be obtained by combining the endpoints of the probability intervals. For instance, assume \(P(h)\) and \(P(h^c)\) in Fig. 3 are imprecise, i.e., \(P(h) \in [0.3, 0.5]\) and \(P(h^c) \in [0.5, 0.7]\). In this case, the mass function \(P(H)\) can be any combination of \(P(h)\) and \(P(h^c)\) satisfying the constraint \(P(h) + P(h^c) = 1\). However, \(P(H)\) only has two extreme mass functions, which are \(\{P(h) = 0.3, P(h^c) = 0.7\}\) and \(\{P(h) = 0.5, P(h^c) = 0.5\}\).

The inference over a credal network is based on the conditional credal sets \(K(X_i | \pi_i), i = 1, 2, \ldots, I\). And it is equivalent to the inference based only on the extreme mass functions of the conditional credal sets.

3) The joint mass function of the network: While a Bayesian network defines a joint mass function, a credal network defines a joint credal set that contains a collection of joint mass functions. The convex hull of these joint mass functions is called a strong extension of the credal network \[33\], and can be formulated as

\[
K(X) = \text{CH}\{P(X) : \text{for each } x \in \Omega_{X}\},
\]

\[
P(x) = \prod_{i=1}^{I} P(x_i | \pi_i),\quad P(X_i | \pi_i) \in K(X_i | \pi_i)\} \quad (11)
\]
where \( K(X) \) is the strong extension of the credal network. \( \{P(X): \text{Descriptions}\} \) is a set of joint mass functions specified by the descriptions, and \( P(X_i | \pi_i) \in K(X_i | \pi_i) \) indicates that the conditional mass function \( P(X_i | \pi_i) \) should be selected from the conditional credal set \( K(X_i | \pi_i) \).

Observe from Eq. (11) that the joint probability \( P(x) \) is imprecise since each \( P(x_i | \pi_i) \), whose mass function \( P(X_i | \pi_i) \) can be arbitrarily selected from the credal set \( K(X_i | \pi_i) \), is imprecise. For this reason, \( K(X) \) contains a set of joint mass functions. On the other hand, when the mass functions \( P(X_i | \pi_i) \), \( i = 1, 2, \ldots, I \), are selected, the joint probability \( P(x) \) for each \( x \in \Omega_X \) will be determined, and hence one deterministic joint mass function \( P(X) \) will be obtained. It is easy to imagine that each joint mass function of a strong extension corresponds to a Bayesian network.

If \( P(X_i | \pi_i) \) can only be selected from the extreme mass functions of \( K(X_i | \pi_i) \), the resulted joint mass functions are called the extreme joint mass functions, and they correspond to the vertexes of the strong extension. The extreme joint mass functions can be obtained by

\[
\text{EXT}[K(X)] = \left\{ P(X) : \text{for each } x \in \Omega_X, \right. \\
\left. P(x) = \prod_{i=1}^{I} P(x_i | \pi_i), P(X_i | \pi_i) \in \text{EXT}[K(X_i | \pi_i)] \right\}. \quad (12)
\]

Inference over a credal network is to compute the probability bounds of \( X_q = x_q \) respecting \( X_E = x_E \). According to the association between the credal network and the Bayesian network, this aim can be achieved by inferring over the Bayesian networks corresponding to the extreme joint mass functions, as

\[
\mathcal{T}(X_q = x_q | X_E = x_E) = \max_{P(X) \in \text{EXT}[K(X)]} \frac{P(X_q = x_q, X_E = x_E)}{P(X_E = x_E)},
\]

\[
\mathcal{D}(X_q = x_q | X_E = x_E) = \min_{P(X) \in \text{EXT}[K(X)]} \frac{P(X_q = x_q, X_E = x_E)}{P(X_E = x_E)}, \quad (13)
\]

where \( P(X) \in \text{EXT}[K(X)] \) indicates that \( P(X) \) should be selected from the extreme joint mass functions of \( K(X) \).

It can be seen from Eq. (13) that when an extreme joint mass function is selected, Eq. (13) will become a Bayesian network inference problem which can be conveniently solved by Eq. (9). Therefore, inference over a credal network can be executed by performing the following four steps:

1) For each categorical variable \( X_i \) within the network, calculate its extreme conditional mass function \( \text{EXT}[K(X_i | \pi_i)] \) by combining the probability interval endpoint \( \mathcal{P}(x_i | \pi_i) \) and \( \mathcal{T}(x_i | \pi_i) \) of all \( x_i \in \Omega_{X_i} \).

2) Form the extreme joint mass functions \( \text{EXT}[K(X)] \) with respect to the extreme conditional mass functions \( \text{EXT}[K(X_i | \pi_i)] \), \( i = 1, 2, \ldots, I \), \( \pi_i \in \Omega_{\Pi_i} \), according to Eq. (12).

3) Infer on each extreme joint mass function of \( \text{EXT}[K(X)] \) with given evidence \( X_E = x_E \) and obtain the conditional probability \( P(X_q = x_q | X_E = x_E) \) according to Eq. (9).

4) Find the maximum and minimum probabilities of \( P(X_q = x_q | X_E = x_E) \) with respect to the inference results of all the extreme joint mass functions.

## IV. DETAILS OF IMPRECISE CFR ESTIMATION

### A. Imprecise CFR Estimation Model

The failure rate of an OTL has a close relationship with surrounding weather conditions. An OTL is more likely to break down in adverse weather conditions, e.g., high air temperature, strong wind, snow/ice, rain, and lightning. The loading condition can also influence the failure rate of an OTL. When carrying heavy load, an OTL may suffer from a higher probability of a short-circuit fault [34]. Moreover, the failure rate of an OTL may change gradually with the age of the line. An aged transmission line usually has a relatively higher failure rate under the same weather and loading conditions. Taking these factors into account, a credal network is established for estimating the CFR of an OTL, as shown in Fig. 3.

![Credal network for the imprecise CFR estimation](image)

In the figure, the operational conditions are denoted by the categorical variables \( E_1, E_2, \ldots, E_6 \), and the state of the OTL is indicated by the binary variable \( H \). Meanwhile, the dependency relations between the OTL state and the operational conditions are reflected by the conditional credal set \( K(E_1 | H), K(E_2 | H), K(E_3 | H, E_1), K(E_4 | H, E_3), K(E_5 | H) \) and \( K(E_6 | H, E_1) \). It should be emphasized that the dependency relations among the operational conditions are also reflected in the network.

The aging of the OTL is not explicitly included in the network. Instead, the average failure rate of similar age OTLs is integrated into the inference model as a prior failure rate, by which the aging effects on the failure rate is respected.

The states of the categorical variables are listed in Table 1 where \( T \) is the hourly average temperature, \( W \) is the hourly average wind speed, and \( L \) is the hourly average loading rate. Theoretically, the condition values having similar influences on the failure rate should be classified into the same state to reduce the loss of information [12]. However, due to the restriction of data, the states listed in Table 1 are categorized according to the classification criteria of utilities’ outage records.

### B. Estimation of the Extreme Mass Functions

Estimating the extreme mass functions of the credal sets \( K(E_1 | H), K(E_2 | H), K(E_3 | H, E_1), K(E_4 | H, E_3), K(E_5 | H) \) and \( K(E_6 | H, E_1) \) is a set of joint mass functions specified by the descriptions, and \( P(X_i | \pi_i) \in K(X_i | \pi_i) \) indicates that the conditional mass function \( P(X_i | \pi_i) \) should be selected from the conditional credal set \( K(X_i | \pi_i) \). For this reason, \( K(X) \) contains a set of joint mass functions. On the other hand, when the mass functions \( P(X_i | \pi_i) \), \( i = 1, 2, \ldots, I \), are selected, the joint probability \( P(x) \) for each \( x \in \Omega_X \) will be determined, and hence one deterministic joint mass function \( P(X) \) will be obtained. It is easy to imagine that each joint mass function of a strong extension corresponds to a Bayesian network.

If \( P(X_i | \pi_i) \) can only be selected from the extreme mass functions of \( K(X_i | \pi_i) \), the resulted joint mass functions are called the extreme joint mass functions, and they correspond to the vertexes of the strong extension. The extreme joint mass functions can be obtained by

\[
\text{EXT}[K(X)] = \left\{ P(X) : \text{for each } x \in \Omega_X, \right. \\
\left. P(x) = \prod_{i=1}^{I} P(x_i | \pi_i), P(X_i | \pi_i) \in \text{EXT}[K(X_i | \pi_i)] \right\}. \quad (12)
\]

Inference over a credal network is to compute the probability bounds of \( X_q = x_q \) respecting \( X_E = x_E \). According to the association between the credal network and the Bayesian network, this aim can be achieved by inferring over the Bayesian networks corresponding to the extreme joint mass functions, as

\[
\mathcal{T}(X_q = x_q | X_E = x_E) = \max_{P(X) \in \text{EXT}[K(X)]} \frac{P(X_q = x_q, X_E = x_E)}{P(X_E = x_E)},
\]

\[
\mathcal{D}(X_q = x_q | X_E = x_E) = \min_{P(X) \in \text{EXT}[K(X)]} \frac{P(X_q = x_q, X_E = x_E)}{P(X_E = x_E)}, \quad (13)
\]

where \( P(X) \in \text{EXT}[K(X)] \) indicates that \( P(X) \) should be selected from the extreme joint mass functions of \( K(X) \).

It can be seen from Eq. (13) that when an extreme joint mass function is selected, Eq. (13) will become a Bayesian network inference problem which can be conveniently solved by Eq. (9). Therefore, inference over a credal network can be executed by performing the following four steps:

1) For each categorical variable \( X_i \) within the network, calculate its extreme conditional mass function \( \text{EXT}[K(X_i | \pi_i)] \) by combining the probability interval endpoint \( \mathcal{P}(x_i | \pi_i) \) and \( \mathcal{T}(x_i | \pi_i) \) of all \( x_i \in \Omega_{X_i} \).

2) Form the extreme joint mass functions \( \text{EXT}[K(X)] \) with respect to the extreme conditional mass functions \( \text{EXT}[K(X_i | \pi_i)] \), \( i = 1, 2, \ldots, I \), \( \pi_i \in \Omega_{\Pi_i} \), according to Eq. (12).

3) Infer on each extreme joint mass function of \( \text{EXT}[K(X)] \) with given evidence \( X_E = x_E \) and obtain the conditional probability \( P(X_q = x_q | X_E = x_E) \) according to Eq. (9).

4) Find the maximum and minimum probabilities of \( P(X_q = x_q | X_E = x_E) \) with respect to the inference results of all the extreme joint mass functions.
Table 1

| Variables | State 1 | State 2 | State 3 |
|-----------|---------|---------|---------|
| $E_1$     | $T \leq 4^\circ C$ | $4^\circ C < T \leq 26^\circ C$ | $T > 26^\circ C$ |
|           | $(e_{1,1})$ | $(e_{1,2})$ | $(e_{1,3})$ |
| $E_2$     | $W \leq 12$km/h | $12$km/h $< W \leq 40$km/h | $T > 40$km/h |
|           | $(e_{2,1})$ | $(e_{2,2})$ | $(e_{2,3})$ |
| $E_3$     | Rain      | No Rain  | N/A     |
|           | $(e_{3,1})$ | $(e_{3,2})$ |         |
| $E_4$     | Lightning | No Lightning | N/A |
|           | $(e_{4,1})$ | $(e_{4,2})$ |        |
| $E_5$     | $L \leq 80\%$ | $L > 80\%$ | N/A     |
|           | $(e_{5,1})$ | $(e_{5,2})$ |         |
| $E_6$     | Snow/Ice  | No Snow/Ice | N/A |
|           | $(e_{6,1})$ | $(e_{6,2})$ |        |
| $H$       | Normal Operation | Failure | N/A |

$K(E_5|H)$ and $K(E_6|H, E_1)$ is the first step for the CFR inference. To achieve this purpose, the endpoints of the conditional probabilities corresponding to $P(E_1|H)$, $P(E_2|H)$, $P(E_3|H, E_2)$, $P(E_4|H, E_5)$, $P(E_5|H)$ and $P(E_6|H, E_1)$ have to be calculated using IDM, as expressed in Eq. (8).

For instance, to estimate the extreme mass functions of the conditional credal set $K(E_5|h_2)$, which describes the uncertainty of the loading condition when the transmission line fails, the endpoints of the probability intervals corresponding to $P(e_{5,1}|h_2)$ and $P(e_{5,2}|h_2)$ have to be calculated, as

$$P(e_{5,1}|h_2) = \frac{n_{NL}}{n_F + s}, \quad P(e_{5,1}|h_2) = \frac{n_{NL} + s}{n_F + s}$$

$$P(e_{5,2}|h_2) = \frac{n_{HL}}{n_F + s}, \quad P(e_{5,2}|h_2) = \frac{n_{HL} + s}{n_F + s}$$

where $n_{NL}$ and $n_{HL}$ are the numbers of samples for which the OTL breaks down with a normal and high loading rate, respectively, and $n_F = n_{NL} + n_{HL}$ is the number of samples for which the OTL breaks down in the relevant time interval.

Then the conditional credal set $K(E_5|h_2)$ can be obtained from Eq. (10) as

$$K(E_5|h_2) = \text{CH}\left\{ P(E_5|h_2) : \right.$$

$$P(e_{5,1}|h_2) \in [P(e_{5,1}|h_2), P(e_{5,1}|h_2)],$$

$$P(e_{5,2}|h_2) \in [P(e_{5,2}|h_2), P(e_{5,2}|h_2)],$$

$$P(e_{5,1}|h_2) + P(e_{5,2}|h_2) = 1 \left\} \right.$$.

Also, the extreme mass functions of the credal set can be obtained by combining the endpoints of the probability intervals as

$$\text{EXT}[K(E_5|h_2)] =$$

$$\left\{ P(e_{5,1}|h_2) = P(e_{5,1}|h_2), P(e_{5,1}|h_2) = P(e_{5,2}|h_2) \right\}$$

and

$$\left\{ P(e_{5,1}|h_2) = P(e_{5,1}|h_2), P(e_{5,2}|h_2) = P(e_{5,2}|h_2) \right\}.$$

Other conditional credal sets and corresponding extreme mass functions can be calculated in the same way.

C. Imprecise CFR Inference with the Credal Network

With respect to the credal network mentioned above, the bounds of the CFR under specified operational conditions can be calculated by the equations deduced from Eqs. (9), (12) and (13), as

$$\bar{\lambda} = P(h_2|e) = \max \sum_{i=1}^{2} \prod_{j=1}^{6} P_{2,j} \cdot P(h_2)$$

$$\lambda = P(h_2|e) = \min \sum_{i=1}^{2} \prod_{j=1}^{6} P_{i,j} \cdot P(h_2)$$

when $j = 1, 2, 5,$

$$P_{2,j} = P(e_{j,k_1}|h_2), \quad P_{i,j} = P(e_{j,k_1}|h_i),$$

when $j = 3,$

$$P_{2,j} = P(e_{j,k_3}|h_2, e_{i,k_1}), \quad P_{i,j} = P(e_{j,k_3}|h_i, e_{i,k_1}),$$

when $j = 4,$

$$P_{2,j} = P(e_{j,k_4}|h_2, e_{i,k_3}), \quad P_{i,j} = P(e_{j,k_4}|h_i, e_{i,k_3}),$$

when $j = 6,$

$$P_{2,j} = P(e_{j,k_6}|h_2, e_{i,k_1}), \quad P_{i,j} = P(e_{j,k_6}|h_i, e_{i,k_1}),$$ (14)

where $i$ is the index of OTL’s states, $j$ is the index of the evidence variables, $k_s$ is used to specify the state of the $j$th evidence variable, $P(h_2)$ is the prior probability of $h_2$ which is assigned by using the average failure rate of the OTLs within the same age group, $P(h_1) = 1 - P(h_2), P(e_{j,k_1}|h_i)$ is the conditional probability of the observation $e_{j,k_1}$ given $h_i$ with respect to the conditional mass function $P(E_i|h_i)$; $P(e_{j,k_3}|h_i, e_{i,k_1})$ is the conditional probability of $e_{j,k_3}$ given $h_i$ and $e_{i,k_1}$ with respect to $P(E_3|h_i, e_{i,k_1})$; $P(e_{j,k_4}|h_i, e_{i,k_3})$ is the conditional probability of $e_{j,k_4}$ given $h_i$ and $e_{i,k_3}$ with respect to $P(E_4|h_i, e_{i,k_3})$; and $P(e_{j,k_6}|h_i, e_{i,k_1})$ is the conditional probability of $e_{j,k_6}$ given $h_i$ and $e_{i,k_1}$ with respect to $P(E_6|h_i, e_{i,k_1})$.

Meanwhile, the conditional mass function $P(E_1|h_1)$, $P(E_2|h_i, e_{i,k_1})$, $P(E_3|h_i, e_{i,k_3})$, and $P(E_6|h_i, e_{i,k_1})$ are selected from the extreme mass functions of the credal set $K(E_1|h_1)$, $K(E_3|h_i, e_{i,k_1})$, $K(E_4|h_i, e_{i,k_3})$, and $K(E_6|h_i, e_{i,k_1})$ to optimize the objective functions.

In (14), $P(e_{j,k_2}|h_2)$ is the occurrence probability of the condition $e_{j,k_2}$; given an OTL failure is observed. Considering the deficiency of the failure samples, the probability should be estimated using IDM. On the other hand, $P(e_{j,k_1}|h_i)$ is the occurrence probability of the condition given no OTL failure happens. In this case, abundant samples are available since no failure is a large probability event. And this probability can be approximated using the average occurrence probability of the condition to simplify the calculation, e.g., $P(e_{1,1}|h_1) \approx P(e_{1,3})$ can be approximated by the statistical probability of high temperature in the relevant region. The conditional probability $P(e_{3,k_3}|h_i, e_{i,k_1})$, $P(e_{4,k_4}|h_i, e_{i,k_3})$, and $P(e_{6,k_6}|h_i, e_{i,k_1})$ can be obtained in the same way. Since the precise probability is a special case of the imprecise probability, the CFR can still be estimated by using Eq. (14) under this circumstance.

V. Case Studies

The proposed approach is tested by estimating the CFRe of two LGJ-300 transmission lines located in the same region.
One of the transmission lines, which is denoted as TL1, has been in operation for 5 years. Its recent three-year average failure rate is 0.00027 times per hour. As a result, the parameter \( P(h_1) \) and \( P(h_2) \) of TL1 are set to 0.99973 and 0.00027, respectively. The other transmission line, denoted as TL2, has been in operation for 10 years, and its recent three-year average failure rate is 0.00042 times per hour. Therefore, the parameter \( P(h_1) \) and \( P(h_2) \) of TL2 are set to 0.99958 and 0.00042, respectively.

A total of 40 failure samples are collected from the two transmission lines during their operation. The failure times under various operational conditions are listed in Table II.

### Table II

| Condition | Times |
|-----------|-------|
| \( T \leq 4^\circ C \) | 12    |
| \( 4^\circ C < T \leq 26^\circ C \) | 7     |
| \( T > 26^\circ C \) | 21    |
| \( W \leq 12 \text{ km/h} \) | 8     |
| \( W > 12 \text{ km/h} \) | 4     |
| Rain, \( T \leq 4^\circ C \) | 5     |
| Rain, \( 4^\circ C < T \leq 26^\circ C \) | 5     |
| Rain, \( T > 26^\circ C \) | 16    |
| No Rain, \( T \leq 4^\circ C \) | 7     |
| No Rain, \( 4^\circ C < T \leq 26^\circ C \) | 2     |
| No Rain, \( T > 26^\circ C \) | 5     |

### A. CFR Estimation by Dirichlet Model and Bayesian Network

Deterministic CFR estimation can be performed by using the classical Bayesian network expressed by Eq. (9). In the equation, the conditional mass functions are estimated according to Eq. (5) with data listed in Table II. The selected prior weights for Eq. (5) are listed in Table III. The conditional mass functions of other operational conditions can be obtained in the same way, and the results are listed in Table IV, V, VI, VII, VIII, IX, and X.

### Table III

| Condition | PW |
|-----------|----|
| \( T \leq 4^\circ C \) | 0.3 |
| \( 4^\circ C < T \leq 26^\circ C \) | 0.1 |
| \( T > 26^\circ C \) | 0.6 |
| \( W \leq 12 \text{ km/h} \) | 0.2 |
| \( W > 12 \text{ km/h} \) | 0.1 |
| Rain, \( T \leq 4^\circ C \) | 0.5 |
| Rain, \( 4^\circ C < T \leq 26^\circ C \) | 0.7 |
| Rain, \( T > 26^\circ C \) | 0.7 |
| No Rain, \( T \leq 4^\circ C \) | 0.5 |
| No Rain, \( 4^\circ C < T \leq 26^\circ C \) | 0.3 |
| No Rain, \( T > 26^\circ C \) | 0.3 |

### Table IV

| \( h_i \) | \( P(e_{1,1} | h_i) \) | \( P(e_{1,2} | h_i) \) | \( P(e_{1,3} | h_i) \) |
|-----------|----------------|----------------|----------------|
| \( h_1 \) | 0.28 | 0.49 | 0.23 |
| \( h_2 \) | 0.30 | 0.17 | 0.53 |

It can be observed from the table that when the transmission line TL1 or TL2 experiences a failure, the ambient temperature has a large probability of being higher than 26°C.

The conditional mass functions of local temperature.

On the basis of the information provided by Table II and III, the conditional mass function of hourly average temperature given an OTL failure is estimated, and the result is shown in Table IV. In the table, the conditional mass function under no failure situation is approximated by the long-term statistical distribution of local temperature.

### Table V

| \( h_i \) | \( P(e_{2,1} | h_i) \) | \( P(e_{2,2} | h_i) \) | \( P(e_{2,3} | h_i) \) |
|-----------|----------------|----------------|----------------|
| \( h_1 \) | 0.40 | 0.42 | 0.18 |
| \( h_2 \) | 0.20 | 0.10 | 0.70 |

### Table VI

| \( h_i \) | \( P(e_{3,1} | h_i) \) | \( P(e_{3,2} | h_i) \) | \( P(e_{3,3} | h_i) \) |
|-----------|----------------|----------------|----------------|
| \( h_1 \) | 0.04 | 0.96 | 0.00 |
| \( h_2 \) | 0.12 | 0.88 | 0.00 |
| \( h_3 \) | 0.21 | 0.79 | 0.00 |
| \( h_4 \) | 0.40 | 0.60 | 0.00 |
| \( h_5 \) | 0.69 | 0.31 | 0.00 |
| \( h_6 \) | 0.75 | 0.25 | 0.00 |

### Table VII

| \( h_i \) | \( P(e_{4,1} | h_i) \) | \( P(e_{4,2} | h_i) \) | \( P(e_{4,3} | h_i) \) |
|-----------|----------------|----------------|----------------|
| \( h_1 \) | 0.33 | 0.67 | 0.00 |
| \( h_2 \) | 0.63 | 0.37 | 0.00 |
| \( h_3 \) | 0.05 | 0.95 | 0.00 |
| \( h_4 \) | 0.11 | 0.89 | 0.00 |

### Table VIII

| \( h_i \) | \( P(e_{5,1} | h_i) \) | \( P(e_{5,2} | h_i) \) |
|-----------|----------------|----------------|
| \( h_1 \) | 0.67 | 0.33 |
| \( h_2 \) | 0.55 | 0.45 |

### Table IX

| \( h_i \) | \( P(e_{6,1} | h_i) \) | \( P(e_{6,2} | h_i) \) | \( P(e_{6,3} | h_i) \) |
|-----------|----------------|----------------|----------------|
| \( h_1 \) | 0.14 | 0.86 | 0.00 |
| \( h_2 \) | 0.01 | 0.99 | 0.00 |
| \( h_3 \) | 0.01 | 0.99 | 0.00 |
| \( h_4 \) | 0.65 | 0.35 | 0.00 |
| \( h_5 \) | 0.00 | 1.00 | 0.00 |
| \( h_6 \) | 0.00 | 1.00 | 0.00 |

With respect to the aforementioned statistical results, the deterministic CFRs of the transmission lines can be estimated according to Eq. (9). To illustrate this estimation approach, three scenarios with different operational conditions are tested.
Scenario I: The transmission line TL₁ is operating normally now. Its average loading rate will be 95% in the next hour. At the same time, according to the short-term weather forecast, a thunderstorm will come in the next hour. During the storm, the average air temperature will be 30°C and the wind speed will be 48 km/h. Find the CFR of TL₁ for the coming hour.

Scenario II: The transmission line TL₁ is operating normally now. In the next hour the temperature will be 15°C, the wind speed will be 10 km/h and the loading rate of the transmission line will be less than 45%. Find the CFR of TL₁ for the coming hour.

Scenario III: The transmission line TL₂ is operating normally now. All the operational conditions are the same as Scenario I. Estimate the CFR of TL₂ under this scenario.

The CFRs estimated by the Bayesian network are shown in Table X. It can be observed from the estimation results that the CFR of TL₁ under Scenario I is much higher than that under Scenario II. This is because all the operational conditions of Scenario I are adverse to power transmission compared with that of Scenario II. On the other hand, it can be found from the results of Scenario I and Scenario III that the CFR of TL₂ is obviously higher than that of TL₁ under the same weather and loading conditions. TL₂ has a higher CFR because it is much older than TL₁.

### Table X: Estimation Results of the Bayesian Network

| Scenario | CFR |
|----------|-----|
| I        | 2.19E−2 |
| II       | 1.16E−5 |
| III      | 3.37E−2 |

The estimation results of the deterministic approach may be influenced by the prior weights dramatically. To illustrate this, a group of new prior weights are applied for the estimation, which are listed in Table XI. The corresponding CFR estimation results are shown in Table XII.

### Table XI: Alternative Prior Weights for the Mass Function Estimation

| Condition | PW | Condition | PW |
|-----------|----|-----------|----|
| T ≤ 4°C   | 0.4| Lightning, Rain | 0.5 |
| 4°C < T ≤ 26°C | 0.3| Lightning, No Rain | 0.3 |
| T > 26°C  | 0.3| No Lightning, Rain | 0.5 |
| W ≤ 12km/h | 0.2| No Lightning, No Rain | 0.7 |
| 12km/h < W ≤ 40km/h | 0.4| L ≤ 80% | 0.8 |
| T > 40km/h | 0.4| L > 80% | 0.2 |
| Rain, T ≤ 4°C | 0.2| Snow/Ice, T ≤ 4°C | 0.5 |
| Rain, 4°C < T ≤ 26°C | 0.5| Snow/Ice, 4°C < T ≤ 26°C | 0 |
| Rain, T > 26°C | 0.5| Snow/Ice, T > 26°C | 0 |
| No Rain, T ≤ 4°C | 0.8| No Snow/Ice, T ≤ 4°C | 0.5 |
| No Rain, 4°C < T ≤ 26°C | 0.5| No Snow/Ice, 4°C < T ≤ 26°C | 1 |
| No Rain, T > 26°C | 0.5| No Snow/Ice, T > 26°C | 1 |

### Table XII: Estimation Results of the Bayesian Network

| Scenario | CFR |
|----------|-----|
| I        | 2.05E−2 |
| II       | 1.30E−5 |
| III      | 3.15E−2 |

By comparing the estimation results shown in Table X and XI, it can be found that the estimated CFRs are different with different prior weights, which illustrates the significant influence of the prior weights on the CFR estimation results.

### B. CFR Estimation by IDM and Credal Network

Using the historical observations shown in Table I, the imprecise conditional mass functions given OTL failures can be obtained by using IDM according to Eq. (8), and the results are listed in Table XIII and XVIII.

### Table XIII: Imprecise Conditional Mass Function of Temperature

| h₁ | P(e₁,₃|h₁) | P(e₂,₃|h₁) | P(e₃,₃|h₁) |
|----|----------|----------|----------|
| h₂ | [0.29, 0.32] | [0.17, 0.20] | [0.51, 0.54] |

### Table XIV: Imprecise Conditional Mass Function of Wind Speed

| h₁ | P(e₁,₂|h₁) | P(e₂,₂|h₁) | P(e₃,₂|h₁) |
|----|----------|----------|----------|
| h₂ | [0.19, 0.22] | [0.10, 0.13] | [0.68, 0.71] |

### Table XV: Imprecise Conditional Mass Function of Rain

| h₁ | P(e₁,₁|h₁) | P(e₂,₁|h₁) | P(e₃,₁|h₁) |
|----|----------|----------|----------|
| h₂ | e₁,₁     | e₁,₂     | e₁,₃     |
| e₁,₁ | [0.38, 0.46] | [0.54, 0.62] |
| e₁,₂ | [0.63, 0.75] | [0.25, 0.37] |
| e₁,₃ | [0.73, 0.77] | [0.23, 0.27] |

### Table XVI: Imprecise Conditional Mass Function of Lightning

| h₁ | P(e₁,₄|h₁) | P(e₂,₄|h₁) | P(e₃,₄|h₁) |
|----|----------|----------|----------|
| h₂ | e₁,₄     | e₁,₅     | e₁,₆     |
| e₁,₄ | [0.59, 0.63] | [0.37, 0.41] |
| e₁,₅ | [0.08, 0.15] | [0.85, 0.92] |

### Table XVII: Imprecise Conditional Mass Function of Hourly Average Loading Rate

| h₁ | P(e₅,₁|h₁) | P(e₅,₂|h₁) |
|----|----------|----------|
| h₂ | e₁,₁     | e₁,₂     |
| e₁,₁ | [0.62, 0.69] | [0.31, 0.38] |
| e₁,₂ | [0.01, 0.12] | [0.88, 1] |

### Table XVIII: Imprecise Conditional Mass Function of Snow/Ice

| h₁ | P(e₆,₁|h₁) | P(e₆,₂|h₁) | P(e₆,₃|h₁) |
|----|----------|----------|----------|
| h₂ | e₁,₁     | e₁,₂     | e₁,₃     |
| e₁,₁ | [0.04, 0.04] | [0.96, 1] |

It is observed from the tables that the conditional probabilities estimated by the deterministic Dirichlet model are all included in the probability intervals estimated by the IDM, which illustrates the rationality of the IDM estimation results. The widths of the probability intervals estimated by the IDM quantitatively reflect the uncertainty existed in the probability estimation results.

Respecting the estimation results of IDM, the imprecise CFRs corresponding to the three scenarios can be calculated according to Eq. (13), and the results are listed in Table XIX.

It can be found that the estimation results of the Bayesian network with different prior weights are all included in the probability intervals estimated by the credal network. In fact, this phenomenon is universal, which verifies that the proposed
approach can eliminate the subjectivity caused by the prior weight assignment. Furthermore, it can be found by comparing the estimation results corresponding to different scenarios that the effects of the weather, loading and aging conditions on the CFRs can also be reflected in the estimation results of the credal network.

Sometimes, the occurrence of the operational conditions is uncertain. For instance, it is difficult to exactly predict the air temperature in the coming hour. The proposed approach can handle such uncertainty conveniently by using the law of total probability, as illustrated by the following example.

Scenario IV: The transmission line TL$_2$ is operating normally now. All the operational conditions are the same as in Scenario I except that the wind speed has a 70% probability of being faster than 40 km/h and a 30% probability of ranging from 12 km/h to 40 km/h.

Under this scenario, the CFR is estimated to be within [2.05 × 10$^{-2}$, 2.65 × 10$^{-2}$]. Comparing this result with the imprecise CFR estimation result of Scenario III, it can be found that the CFR is lower under Scenario IV. This is because the wind speed has a considerable probability of being slow in Scenario IV, which is beneficial for the power transmission.

C. Comparison with Other Probability Interval Estimation Approaches

A simulation system is set up to compare the performance of the proposed approach and two existing approaches, i.e., the central limit theorem based approach [12] and the Chi-square distribution based approach [13]. To simplify the analysis, the operational conditions are categorized into two groups, i.e., the normal operational condition and the adverse operational condition, and the occurrence probabilities of these two operational conditions are 0.7 and 0.3, respectively. Assume the failure rates of the interested OTL under normal and adverse operational conditions are 0.0001 and 0.005, respectively. The simulation system is virtually operated for 10000 hours, and the collected failure and operational condition data are used to estimate the CFR of the OTL.

The CFR interval under the adverse operational condition is estimated by using the aforementioned approaches, and the results are shown in Fig. 4.

From the figure, the following facts can be observed.

1) The CFR intervals estimated by all the approaches can converge to the real CFR as data accumulate. Meanwhile, the interval of the proposed approach converges much faster than those of the existing approaches.

2) When the sample size is small, the CFR interval estimated by the Chi-square distribution based approach is very large. The upper bound of the estimated interval is even greater than 1, mainly because the equivalent Chi-square distribution is unbounded on the right side.

3) The central limit theorem based approach cannot perform the interval estimation until the occurrence of the first failure. Meanwhile, the lower bound of the estimated interval may be less than 0 because the converted normal distribution is unbounded.

The observations illustrate that the proposed approach can obtain more reasonable and more accurate CFR intervals than the existing approaches.

VI. CONCLUSION

Because of the deficiency of the OTL failure samples, the CFR estimation result may be unreliable in practice. Under this circumstance, a novel imprecise probabilistic approach for the CFR estimation, based on IDM and the credal network, is proposed. In the approach, IDM is adopted to estimate the imprecise probabilistic dependency relations between the OTL failure and the operational conditions, and the credal network is established to integrate the IDM estimation results and infer the imprecise CFR. The proposed approach is tested by estimating the CFRs of two transmission lines located in the same region. The test results illustrate that: a) the proposed approach can quantitatively evaluate the uncertainty of the estimated CFR by using the interval probability, b) the influences of the operational conditions on the CFR can be properly reflected in the estimation result, and c) the uncertainty of the operational conditions can also be handled by using the proposed approach. Moreover, a simulation system is set up to demonstrate the advantages of the proposed approach over the existing approaches, i.e., the central limit theorem based approach and the Chi-square distribution based approach. The test results indicate that the CFR interval estimated by the proposed approach is much tighter and more reasonable than those obtained by the existing approaches.
APPENDIX A

THE CREDIBLE INTERVAL

The credible interval $D = [a, b]$ is the interval that ensures the posterior lower probability $\Pr\{P_m \in D\}$ reaches a specified credibility $\gamma$, e.g., $\gamma = 0.95$, where $P_m$ is the probability corresponding to the $m$th outcome of the multinomial variable.

The bounds of $D$ can be obtained by

$$
\begin{align*}
  a &= 0, \quad b = G^{-1}(\frac{1+\gamma}{2}), \quad n_m = 0, \\
  a &= H^{-1}(\frac{1-\gamma}{2}), \quad b = G^{-1}(\frac{1+\gamma}{2}), \quad 0 < n_m < n, \quad (15) \\
  a &= H^{-1}(\frac{1-\gamma}{2}), \quad b = 1, \quad n_m = n,
\end{align*}
$$

where $H$ is the cumulative distribution function (CDF) of beta distribution $B(n_m, s + n - n_m)$, $G$ is the CDF of beta distribution $B(s + n_m, n - n_m)$, $n$ is the sample size, $n_m$ is the number of times that the $m$th outcome is observed, and $s$ is the equivalent sample size that is set to 1 [27].

APPENDIX B

COMPARISON OF THE PROBABILITY INTERVAL COUNTING APPROACHES

Probability intervals counted from available samples are the basis of the proposed approach. The performance of several counting approaches, i.e., IDM, the credible interval estimation approach, the central limit theorem based approach [12], and the Chi-square distribution based approach [13], is tested. The samples are randomly selected from Poisson distribution $\text{Pois}(0.01)$, which means for each sample the corresponding two-state random variable has a 1% chance to be 1 and a 99% chance to be 0. The test results are shown in Fig. 5.

From the results, the following facts can be observed.

1) IDM can obtain the tightest probability interval that also converges much faster than the other approaches. Meanwhile, when the sample size is smaller than 25, the 95% credible interval obtained by the approach in Appendix A is obviously tighter than the 95% confidence interval estimated by the Chi-square distribution based approach.

2) The upper bound of the probability interval estimated by the Chi-square distribution based approach may be greater than 1 (see the confidence intervals corresponding to the first three samples), which is obviously unreasonable.

3) The central limit theorem based approach cannot obtain a meaningful probability interval until all the states of the two-state variable occur at least once. Moreover, the estimated lower bound may be less than 0 because the converted normal distribution is unbounded.

The observations illustrate that IDM and the corresponding credible interval estimation approach can provide more reasonable estimation results compared with the existing approaches.

In this paper, IDM is used to estimate the uncertain probabilistic dependency relations between the OTL failure and the operational conditions. Meanwhile, the credible interval estimation approach mentioned in Appendix A is recommended as an alternative if a quantitative confidence index is required.

APPENDIX C

EFFECTS OF THE EQUIVALENT SAMPLE SIZE

The equivalent sample size $s$ can influence the estimation result of IDM. In fact, $s$ determines how quickly the probability interval will converge as data accumulate. Smaller values of $s$ produce faster convergence and stronger conclusions, whereas larger values of $s$ produce more cautious inferences. More specifically, $s$ indicates the number of observations needed to reduce the length of the imprecision interval to half of its initial value (according to Eq. (5), the length of the imprecision interval is $\Delta P_m = \bar{T}_m - P_m = s/(n+s)$, which will decrease from 1 to 1/2 when $n$ increases from 0 to $s$.

Therefore, the assignment of $s$ reflects the cautiousness of the estimation. To obtain objective estimation results, as suggested by Walley in [27], the value of $s$ should be sufficient large to encompass all reasonable probability intervals estimated by various objective Bayesian alternatives. Up to now, several researches have led to convincing arguments that $s$ should be chosen from $[1, 2]$, and the value of $s$ should be larger when the multinomial variable has a large number of states [25]. In our model, since the multinomial variables only have 2 or 3 states (see Table I), the parameter $s$ is set to 1 as suggested. Moreover, it should be emphasized that the influence of $s$ weakens quickly as the number of samples increases, which can be clearly seen from Fig. 6. It can also be observed from the figure that all of the probability intervals estimated by IDM ($1 \leq s \leq 2$) converge faster than that estimated by the Chi-square distribution based approach.
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Fig. 6. Probability intervals estimated with different equivalent sample sizes.