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Abstract: We show how decimated Gibbs measures which have an unbroken continuous symmetry due to the Mermin-Wagner theorem, although their discrete equivalents have a phase transition, still can become non-Gibbsian. The mechanism rests on the occurrence of a spin-flop transition with a broken discrete symmetry, once the model is constrained by the decimated spins in a suitably chosen “bad” configuration.
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1 Introduction

In this paper, the second part of our study of decimation for vector models, following [9], we further investigate the behaviour of spin models under decimations. We show that a number of models which just avoid having spontaneous magnetisation, due to the Mermin-Wagner theorem, still can become non-Gibbsian after decimation at low temperatures. The underlying mechanism is that conditioned on a “bad” spin configuration, the conditioned system acquires a discrete symmetry, rather than the original continuous one, which at low temperatures can be broken. This “spin-flop” transition is shown to occur in some one-dimensional and two-dimensional examples.

Just as in part I [9], our approach will be to prove that a decimated measure will be non-Gibbsian, when a first-order phase transition in a broad sense occurs for the “hidden” (amongst the initial, non-primed) spins, conditioned on the “visible” (decimated, primed) spins to be in a particular (“bad”) configuration. The difference is that here the original model is rotation-invariant and moreover itself has stricto-senso no such phase transition due to the Mermin-Wagner theorem (abbreviated MW), but by choosing a particular configuration to condition for the visible spins, this continuous rotation symmetry for the hidden spins gets reduced to a discrete one. For example, in the classical n.n. 2d-MW setting of the XY (or plane rotator) model on \( \mathbb{Z}^2 \), by taking a configuration in which the visible spins point only North or South, the hidden-spin system of the decimation process can become a model in a North-South periodic external field, which can take only those two directions, and the model then is symmetric in a flip of all the components of the spins in the perpendicular (East-West) direction, which can be spontaneously broken. The difference from our arguments in part I [9] is that in those cases the constrained models had similar transitions as the unconstrained models, whereas here the constraints instead change the symmetry, creating the possibility of a transition which was excluded in the original models.

We consider vector spin models of classical two-component unit spins given by an angle \( \theta_i \in [-\pi, \pi] \) at each site \( i \in \mathbb{Z}^d \), mostly in dimensions \( d = 1 \) or \( d = 2 \). If \( \theta_i = 0 \), we say that the spin points in the direction East (E); and we say that it points West (W) if \( \theta_i = \pi \). Similarly \( \theta_i = -\frac{\pi}{2} \) denotes North (N) and \( \theta_i = -\frac{\pi}{2} \) South (S). These are particular instances of \( O(N) \) models on \( \mathbb{Z}^2 \), \( N = 2 \), in which the state space is \( \Omega_0 = \{ v \in \mathbb{R}^N \text{ s.t. } ||v||_2 = 1 \} \equiv S^{N-1} \), and the finite-volume configuration spaces are \( \Omega_{\Lambda} = \Omega_{\Lambda}^d \) for any \( \Lambda \in \mathbb{Z}^2 \) finite. If a ferromagnetic, classical XY model is subjected to an external field which is periodic or random in the North-South direction, but without having an overall preference (for example, a centered Gaussian field in the random case), there are opposing effects due to the ferromagnetic interaction which pushes all spins to be in the same direction, and the external fields which, if the spins would follow them, would make them point in opposite directions. The combined effect of the two terms is that the ground states and low-temperature Gibbs states can display a broken symmetry, here in the East-West direction.

This phenomenon goes under the name of spin-flop mechanism and has been identified and used before to investigate the non-Gibbsian of stochastically evolved XY models. For some rigorous versions of these spin-flop results and applications, see [9, 11, 13, 17, 18].

- **Long-range 1-dimensional XY model.** Let us first consider a 1-dimensional rotator model, and assume the interaction decay goes as \( 1/r^2 \) (\( r \) being the distance between two spins) so there is no magnetisation due to a Mermin-Wagner argument [46], whereas a discrete symmetry can be broken with this decay [1, 25, 4].

Take for the decimated-spin configuration an infinite doubly periodic one, \( \ldots NNSSNNSS\ldots \). In terms of decimated variables \( i' = 2i \), for all \( i' \), we have that

\[
\theta_{i'} = \theta_{2i} = +\frac{\pi}{2}
\]

when \( i \) is of the form \( i = 2k \) or \( i = 2k + 1 \), and

\[
\theta_{i'} = \theta_{2i} = -\frac{\pi}{2}
\]

for all \( i' = 2i \) such that \( i = 2k + 2 \) or \( i = 2k + 3 \), for \( k \in \mathbb{Z} \).

Then the invisible spins live on three types of sites, depending on whether the site is in between two North prescriptions (type 1), two South ones (type 2) or between a North and a South one (type 3).

- On sites of type 1 and type 2, a site is between two neighbours pointing in the same direction, whether North or South, and the spin as a consequence experiences an external field of strength

\[
|H| = 2 \sum_{j=1}^{\infty} \left| J(4j - 3) - J(4j - 1) \right|, \text{ in the direction in which its neighbours point.}\]

\[
1^{\text{Notice that } |H| = 2 \sum_{j=1}^{\infty} \left( \frac{1}{(4j-3)^2} - \frac{1}{(4j-1)^2} \right) = 2G, \text{ where } G = 0.915966\ldots \text{ is Catalan’s constant}.}
\]
- On sites of type 3, which are between a North-pointing spin and a South-pointing spin, there is perfect cancellation and there the spins experience no external field.

So the periodic field is of the form \(0, H, 0, -H, 0, H, 0, -H, 0\).

- **The two dimensional case: the doubly alternating configuration.** For the two-dimensional nearest-neighbour model, if we choose a doubly alternating configuration of visible, decimated spins, there are more (in fact, seven) types of invisible sites, living on the decorated lattice: a site can be
  1) between two N’s,
  2) between two S’s,
  3) between an N and an S,
  4) inside a N-square,
  5) inside an S-square,
  6) having two N and two S diagonal neighbours on parallel axes, and
  7) two N-neighbours and two S-neighbours on diagonally opposite sites.

Only the ones between two N’s or between two S’s experience a field.

For 2\(d\)-long-range models also the sites inside an N-square or an S-square (so called type 4 and 5) feel a field, and a similar analysis applies, with a less diluted periodic external field (non-zero but smaller values for these latter types).

We notice that the spin-flop mechanism is fairly robust: not only various periodic NS-configurations, but also random ones give rise to it, so there are many possible choices for bad configurations (see e.g. \([6, 7, 8]\)). Notice that if we would consider decimation not on the even sub-lattice \(2\mathbb{Z}^2\), but on a more dilute one, say \((k\mathbb{Z})^2\), the ordinary alternating configuration becomes bad, due to this type of spin-flop argument. By a similar reasoning, if we want to have an effectively weak field, one way of achieving this is to consider in each large square a single 2-by-2 square plus or minus, and the rest simply alternating.

## 2 Decimation of the classical XY model

### 2.1 Classical XY model and Mermin-Wagner Theorem

We consider the case of one of the first and simplest models of interest for which a continuous symmetry yields uniqueness in the context of the Mermin-Wagner theorem, the classical (nearest-neighbour) \(XY\) model on \(\mathbb{Z}^2\), also referred to as the 2\(d\)-n.n. rotator model.

#### 2.1.1 Measurable and topological structures

Our lattice \(S\) is the square lattice \(\mathbb{Z}^2\) and the state space is the unit circle \(E = S^1\), equipped with the Borel \(\sigma\)-algebra \(\mathcal{B}(\mathbb{S}^1)\) and with the normalized Haar measure as \textit{a priori} measure \(\rho_0 := \lambda_{\mathbb{S}^1}\), which coincides with the Lebesgue measure on the unit circle. We denote by \((e_1, e_2)\) the canonical basis of \(\mathbb{R}^2\). We also identify \(E\) with \([-\pi, +\pi]\) homeomorphically: for \(i \in \mathbb{Z}^2\), we identify a spin vector \(\vec{\sigma}\) in \(E\) by its angle \(\theta_i\) w.r.t. the horizontal axis,

\[
\theta_i = \theta(\vec{\sigma}_i) = \langle \vec{\sigma}_i, e_1 \rangle \in [-\pi, +\pi]
\]

where \(\langle \cdot, \cdot \rangle\) denotes angle between vectors.

At infinite volume, the \textit{configuration space} is the infinite-product probability space \((\Omega, \mathcal{F}, \rho) = \left(\mathbb{R}^2, \mathcal{B}^{\otimes \mathbb{Z}^2}, \rho_0^{\otimes \mathbb{Z}^2}\right)\) equipped with the product topology. Infinite-volume configurations are denoted generically by Greek letters such as \(\vec{\sigma}, \vec{\omega}\), etc., and form infinite families of random vectors \(\vec{\sigma}_i \in \mathbb{S}^1 \mathbb{Z}^2\). We also denote \((\Omega_\Lambda, \mathcal{F}_\Lambda, \rho_\Lambda) = (\mathbb{R}^{\Lambda}, \mathcal{B}^{\otimes \mathbb{S}^1 \mathbb{Z}^2}, \rho_0^{\otimes \mathbb{S}^1 \mathbb{Z}^2})\) to be the restriction/projection of \(\Omega\) on \(\Omega_\Lambda\), for \(\Lambda \in S\), where the latter is the set of finite subsets of \(\mathbb{Z}^2\) (we also sometimes write \(\Lambda \in \mathbb{Z}^2\) to stress that the set \(\Lambda\) is finite). In a similar way, we shall consider possibly infinite subsets \(\Delta \subset \mathbb{Z}^2\), in which case the preceding notations extend naturally \((\Omega_\Delta, \mathcal{F}_\Delta, \rho_\Delta, \sigma_\Delta, \text{etc.})\).
The configuration space will be also equipped with the product topology for the Borel topology on the sphere $S^1$ or similarly on the interval $]-\pi, \pi[$. For a given configuration $\bar{\omega} \in \Omega$, to get “open subsets” with positive measure, one constrains them to small intervals around the spin values of a given configuration, rather than requiring a finite number of spins (here parametrised by their angles) to be fixed, as we would do for discrete spins.

For a given parameter sequence $\epsilon_k > 0$, a basis of open neighbourhoods is thus provided by configurations that are at most $\epsilon_k$-homogeneously “collinear” inside the volume $\Lambda$, and arbitrary elsewhere. More formally, a basis of neighbourhoods is the family $\left(\mathcal{N}_{\Lambda,\epsilon_k}(\bar{\omega})\right)_{\Lambda \in \mathcal{S}}$ defined by $\forall \Lambda \in \mathcal{S},$

$$\mathcal{N}_{\Lambda,\epsilon_k}(\bar{\omega}) = \left\{ \sigma \in \Omega : (\sigma_i, \bar{\omega}_i) < \epsilon_k, \forall i \in \Lambda; \sigma_{\Lambda^c} \text{ arbitrary} \right\}.$$  

For further notational convenience, we also introduce particular open subsets of neighborhoods $\mathcal{N}_{\Lambda,\epsilon}(\bar{\omega})$ for which the angles are confined to small intervals of radius $\epsilon > 0$ around the maximal and minimal values, so that configurations are also close to specific configurations of canonical angles $0$ or $+\pi$ ($E$ or $W$) on an annulus $\Delta \setminus \Lambda$ for $\Delta \supset \Lambda$. They are defined for all $\Lambda \in \mathcal{S}$, $\bar{\omega} \in \Omega$ as

$$\mathcal{N}^0_{\Lambda,\Delta,\epsilon}(\bar{\omega}) := \left\{ \sigma \in \mathcal{N}_{\Lambda,\epsilon}(\bar{\omega}) : (\sigma_i, \bar{\omega}_i) \in \left(-\epsilon, +\epsilon\right) \text{ for } i \in \Delta \setminus \Lambda, \sigma_{\Delta^c} \text{ arbitrary} \right\},$$

$$\mathcal{N}^{+\pi}_{\Lambda,\Delta,\epsilon}(\bar{\omega}) := \left\{ \sigma \in \mathcal{N}_{\Lambda,\epsilon}(\bar{\omega}) : (\sigma_i, \bar{\omega}_i) \in \left(\pi - \epsilon, -\pi + \epsilon\right) \text{ for } i \in \Delta \setminus \Lambda, \sigma_{\Delta^c} \text{ arbitrary} \right\}.$$

We shall sometimes use the shortcuts $\mathcal{N}^E := \mathcal{N}^0_{\Lambda,\Delta,\epsilon}(\bar{\omega})$ or $\mathcal{N}^{MW} := \mathcal{N}^{+\pi}_{\Lambda,\Delta,\epsilon}(\bar{\omega})$.

Similarly, we shall consider neighborhoods $\mathcal{N}^{ME}$ and $\mathcal{N}^{MW}$ in which the spins in the annulus point according to the specific periodic configurations $\theta^{ME}$ (by abuse of terminology) called “Mostly East”, alternating NE, E, SE — or $\theta^{MW}$ (similarly) called “Mostly West”, alternating NW, W, SW. These neighborhoods will be used to get an essential discontinuity from the spin-flop transition proved in Section 3.2.

### 2.1.2 Gibbs Measures for vector (rotator) spins

We consider Gibbs measures as macroscopic equilibrium states defined within the DLR framework introduced in the late sixties by Dobrushin [10] and Lanford/Ruelle [39] independently. Macroscopic states in general are represented by elements of the set of $M_1^+(\Omega)$ of probability measures on $\Omega$. In the DLR approach one aims at characterizing the probability measure via its conditional probabilities w.r.t. outsides of finite sets, where boundary conditions are prescribed. Candidates to represent regular systems of conditional probabilities are called specifications, which are families of (proper) probability kernels $\gamma$ introduced by Föllmer [20] and Preston [45] in the late 70’s to formalize the following DLR Equation: A probability measure $\mu$ is said to be specified by $\gamma$, written $\mu \in \mathcal{G}(\gamma)$, when the elements of the former represent versions of these conditional probabilities w.r.t. the outside of finite sets, i.e.

$$\forall \Lambda \in \mathbb{Z}^2, \forall A \in \mathcal{F}, \mu[A \mid \mathcal{F}_\Lambda^c](\cdot) = \gamma_\Lambda(A \mid \cdot) \mu - a.s.$$  

(2.1)

We emphasize that for a DLR measure $\mu \in \mathcal{G}(\gamma)$, the characterizing DLR equation (2.1) is valid for finite $\Lambda$ only, so in particular this does not provide regular versions of conditional probabilities w.r.t. the outside of infinite sets, which are in fact infinite-volume probability measures on a projected configuration space related to an infinite-volume sub-lattice. In this Gibbs vs. non-Gibbs framework, one then needs usually to extend the (local) specifications $(\gamma_\Lambda)_{\Lambda \in \mathcal{S}}$ into kernels representing versions of conditional probabilities w.r.t. the outside of infinite sets, and this was precisely the purpose of our earlier paper [10] in which, among other things, we have described the global specification for ferromagnetic XY models. We will make use of it in the present work.

Gibbs measures are the DLR measures defined for the so-called Gibbs specification $\gamma^{\Phi}$ at inverse temperature $\beta > 0$, for an uniformly absolutely convergent potential $\Phi$ [30]: For any $\Lambda \in \mathbb{Z}^2$, $A \in \mathcal{F}$ and all boundary condition $\bar{\omega} \in \Omega$,

$$\gamma_\Lambda(A \mid \bar{\omega}) = \frac{1}{Z^{\Phi}_{\Lambda}(\bar{\omega})} \int_\Omega 1_A(\bar{\sigma}_\Lambda | \bar{\omega}_\Lambda^c) e^{-\beta H_\Lambda(\bar{\sigma}_\Lambda | \bar{\omega}_\Lambda^c)} \rho_\Lambda \otimes \delta_{\omega_\Lambda^c}(d\bar{\sigma}),$$

where $H_\Lambda(\bar{\sigma}_\Lambda | \bar{\omega}_\Lambda^c) = \sum_{A \cap \Lambda \neq \emptyset} \Phi(\bar{\sigma}_\Lambda | \bar{\omega}_\Lambda^c)$ is the Hamiltonian at finite volume $\Lambda$ with boundary condition $\bar{\omega}$ (which is well defined and finite when the potential is UAC, see [30]) and $Z^{\Phi}_{\Lambda}(\bar{\omega})$ is a normalization (the canonical partition function).

We consider Ferromagnetic Pair Potentials

$$\Phi_\Lambda(\sigma) = \left\{ \begin{array}{ll} J(i,j) \cdot (\sigma_i \cdot \sigma_j) & \text{if } A = \{i,j\} \\ 0 & \text{otherwise} \end{array} \right.  \quad (2.2)$$
in which the coupling function is $J : \mathbb{Z}^2 \times \mathbb{Z}^2 \rightarrow \mathbb{R}$ and $(\cdot)$ is some inner product in $\mathbb{R}^2$. We denote more shortly by $\gamma^J$ the Gibbsian specification for this potential. In this section devoted to the classical $XY$ model, the potential is restricted nearest neighbours, and ferromagnetic, that is

$$J(i,j) = J_1 ||i-j||_2 = 1, \quad J \geq 0.$$  

Before quoting the famous Mermin-Wagner result proving absence of continuous symmetry breaking in this framework (and which in some cases, like the standard n.n. ferromagnetic $XY$ model, can be strengthened to obtain a form of uniqueness of Gibbs measures), we investigate the weak limits with prescribed homogeneous b.c., as we shall need them further on. As we shall also see in the next subsection, these models are said to be ferromagnetic because spins have a tendency to align, yielding proper concepts of monotonicity for measures. To express it, we have introduced in [9] a natural appropriate (but arbitrary) order $\leq \sin$, in which configurations compare like $\theta \leq \theta'$ when $\sin \theta \leq \sin \theta'$. For this order, monotonicity-preservation allows indeed to get the well-defined weak limits:

**Proposition 1** [27, 28] Consider the $XY$ models defined by (2.2) with a ferromagnetic coupling function $J(\cdot,\cdot)$, and the boundary condition $\theta = \theta^+ = +\frac{\pi}{2}$ (North) and $\theta = \theta^- = -\frac{\pi}{2}$ (South). Then the weak limits

$$\mu^- := \lim_{\Lambda \uparrow \mathbb{Z}^2} \gamma^J_\Lambda (\theta^-) \quad \text{and} \quad \mu^+ := \lim_{\Lambda \uparrow \mathbb{Z}^2} \gamma^J_\Lambda (\theta^+)$$

are well-defined, translation-invariant and extremal elements of $G(\gamma^J)$. For any $f$ bounded increasing (for the appropriate $\leq \sin$ order), any other measure $\mu \in G(\gamma^J)$ satisfies

$$\mu^- [f] \leq \mu [f] \leq \mu^+ [f].$$

Moreover, $\mu^-$ and $\mu^+$ are respectively left-continuous and right-continuous.

Furthermore, see e.g. [27], it is possible to proceed similarly for any homogeneous b.c. $\theta$, defined by $\theta_i = \theta \in ]-\pi, +\pi]$ at any site $i \in \mathbb{Z}^2$ to define weak limits

$$\mu^\theta := \lim_{\Lambda \uparrow \mathbb{Z}^2} \gamma^J_\Lambda (\cdot | \theta)$$

to eventually get an extremal decomposition in terms of these weak limits: For any $\theta$, $\mu^\theta$ is extremal and there is no other extremal state, so that any $\mu \in G(\gamma^J)$ can be formally written

$$\mu = \int_{-\pi}^{\pi} \alpha_\theta(\mu) d\nu_\theta.$$

Here $\nu_\theta$ is a measure on $]-\pi, +\pi]$ inheriting from $\mu^\theta$ from the pi-point construction of Georgii, see [30], Chapter 7.

Nevertheless, in the classical $XY$ model, for n.n. potentials, all these extremal measures always coincide:

**Theorem 1** I) (Mermin-Wagner ban [44, 43, 22]). Consider the classical (n.n.) $XY$ model, in dimension two, with n.n. rotation symmetric pair potentials. Then there is no continuous symmetry breaking.

II) (Ferromagnetic uniqueness [15]). For the standard n.n. ferromagnetic classical $XY$ model there is a unique translation invariant, extremal Gibbs measure. For all homogeneous b.c. $\theta$, the weak limits $\mu^\theta$ coincide at any temperature and thus

$$\forall \beta > 0, \quad G(\gamma^J) = \{\mu\}$$

where the unique Gibbs measure $\mu$ can be selected by any of these b.c. (or even with free b.c.).

Quasilocal functions and essential discontinuity:

In our vector spin context, in contrast to discrete-spin settings, continuity is not equivalent to quasilocality, but the Gibbsian characterization in terms of non-nullness and quasilocality still holds. Let us recall a few definitions adapted to this context.
A measurable function \( f : \Omega \to \mathbb{R}^k \) is said to be local if it is \( \mathcal{F}_\Lambda \) for \( \Lambda \in \mathbb{Z}^2 \). It is said quasilocal, and written \( f \in \mathcal{F}_{qloc} \), when it is a uniform limit of local functions. Alternatively, the following characterization holds:

\[
f \in \mathcal{F}_{qloc} \iff \lim_{\Lambda \uparrow S} \sup_{\Delta \subset \Lambda} | f(\sigma) - f(\tilde{\omega}) | = 0. \tag{2.5}
\]

Quasilocality extends naturally to measures: A measure \( \mu \in \mathcal{M}_1^+ (\Omega) \) is quasilocal if the expectation of any local function \( f \) w.r.t. \( \mu \) is quasilocal, namely

\[
f \in \mathcal{F}_{loc} \implies \mu[f] := E_\mu[f] \in \mathcal{F}_{qloc}. \tag{2.6}
\]

Actually, Condition (2.6) completely characterizes Gibbs measures up to a non-nullness (or “finite-energy”) condition, as coined in the mid 70’s by Kozlov [38] or Sullivan [47] (see also [2]).

**Proposition 2** [38, 47, 12, 40] A measure \( \mu \in \mathcal{M}_1^+ \) is a Gibbs measure iff \( \mu \) is quasilocal.

In particular, conditional probabilities w.r.t. the outside of finite sets enjoy nice regularity properties w.r.t. the boundary condition: There cannot exist essentially nonlocal versions of these conditional probabilities (equivalently, any essentially non-local version of these conditional probabilities is discontinuous). Here, by essential we mean a property that cannot be removed by changes on zero measure sets.

**Definition 1 (Essential discontinuity)** A configuration \( \tilde{\omega} \in \Omega \) is said to be a point of essential discontinuity for a conditional probability of \( \mu \in \mathcal{M}_1^+ \) if there exists \( \Lambda_0 \in \mathbb{Z}^2 \), \( f \) local, \( \delta > 0 \), such that for all \( \Lambda \) with \( \Lambda_0 \subset \Lambda \) there exist \( N_1^f(\tilde{\omega}) \) and \( N_2^f(\tilde{\omega}) \), two open (or at least positive-measure) neighbourhoods of \( \tilde{\omega} \), such that

\[
\forall \tilde{\omega}^1 \in N_1^f(\tilde{\omega}), \; \forall \tilde{\omega}^2 \in N_2^f(\tilde{\omega}), \; \left| \mu[f|\mathcal{F}_\Lambda^c] (\tilde{\omega}^1) - \mu[f|\mathcal{F}_\Lambda^c] (\tilde{\omega}^2) \right| > \delta.
\]

or equivalently

\[
\lim_{\Lambda \uparrow \Omega} \sup_{\tilde{\omega}^1, \tilde{\omega}^2 \in \Omega} \left| \mu[f|\mathcal{F}_\Lambda^c] (\tilde{\omega}^1) - \mu[f|\mathcal{F}_\Lambda^c] (\tilde{\omega}^2) \right| > \delta. \tag{2.7}
\]

It means that regular version of conditional probabilities w.r.t. the outside of finite sets cannot be changed into a discontinuous version, whatever the boundary condition is. This crucial property will be used throughout this paper to prove non-Gibbsianness of decimated measures: It suffices to exhibit a point of essential discontinuity, a so-called bad configuration.

### 2.1.3 Global Specifications

Let us first prepare the derivation of the conditional probabilities for the decimated measure, before introducing it more formally in next section. As we shall see, due to the scaling inherent to such a renormalization transformations, the conditioning w.r.t. the outside of finite sets for the decimated measure corresponds in terms of the original Gibbs measure to considering b.c. outside of a set of infinite size consisting of the locations of the internal spins (see also [12]). A local specification, as described in e.g. Georgii’s book [29], is not sufficient for this purpose, and in order to proceed in this way we need to have a global specification. This is exactly what we derived in our first paper on decimation for continuous spins [9], as we briefly recall now.

Thanks to attractivity and the partial order cooked up there, we indeed proved in [9] that for our \( XY \) models, it is possible to extend the validity of DLR equations to regular versions of conditional probability w.r.t. arbitrary sets, not necessarily finite.

**Theorem 2** (Global specification for 2d-rotator spins [9]). Consider any ferromagnetic rotator models on \( \mathbb{Z}^2 \) defined by (2.4) at inverse temperature \( \beta > 0 \) with specification \( \gamma^+ \) with (ferromagnetic) couplings \( J(i,j) \) defined for any pair \( \{i,j\} \in \mathbb{Z}^2 \), and in particular its extremal Gibbs measures \( \mu^+ \) and \( \mu^- \), respectively obtained by weak limits from the opposed angle-b.c. \( \theta^+ \equiv +\frac{\pi}{2} \) or \( \theta^- \equiv -\frac{\pi}{2} \). Let \( \Gamma^+ = (\Gamma^+_S)_{S \subset \mathbb{Z}^2} \) be a family of probability kernels on \( (\Omega, \mathcal{F}) \) s.t. :

- For \( S = \Lambda \) finite, for all \( \tilde{\omega} \in \Omega \), \( \Gamma^+_\Lambda (d\sigma|\tilde{\omega}) := \gamma^+_\Lambda (d\sigma|\tilde{\omega}) \).
For $S$ infinite, for all $\bar{\omega} \in \Omega,$

$$\Gamma^+_S(d\sigma | \bar{\omega}) := \mu^+_S(\bar{\omega}) \otimes \delta_{\bar{\omega}_S}(d\sigma),$$

(2.8)

where the constrained measure $\mu^+_S$ is the weak limit obtained with freezing in $\downarrow^+ S \bar{\omega}_S$ outside finite volumes:

$$\mu^+_S(\bar{\omega} | d\sigma) := \lim_{A \uparrow S} \gamma^+_A( d\sigma | \downarrow^+ S \bar{\omega}_S).$$

Then $\Gamma^+$ is a global specification such that $\mu^+ \in G(\Gamma^+).$ Similarly, one defines a monotonicity-preserving and left-continuous global specification $\Gamma^-$ such that $\mu^- \in G(\Gamma^-).$

In our uniqueness framework, these global specifications $\Gamma^+$ and $\Gamma^-$ of course coincide, but we shall need this more general result.

We use it in next subsection to prove non-Gibbsianness of the decimated measures, for which conditional probabilities w.r.t. the outside of finite sets transfer naturally into conditional probabilities w.r.t. the outside of internal non-finite sets for the infinite Gibbs measure. Indeed, using it, we shall be able to describe an essential “spin-flop” discontinuity, leading to non-Gibbsianness of the decimated measure thanks to the characterization of Gibbs measures in terms of quasilocality.

### 2.2 Non-Gibbsianness via spin-flop

#### Decimated Measures:

We start from the unique Gibbs measure $\mu$ for the XY model on $\mathbb{Z}^2.$ In particular, $\mu = \mu^+ = \mu^- = \mu^\theta$ and can be selected by any of these boundary conditions (and thus even with free b.c.). We shall sometimes write $\mu^\gamma,$ as we shall need the global specification $\Gamma^\gamma$ built for it.

As in [9], we shall submit these Gibbs measures to the decimation transformation:

$$T : (\Omega, \mathcal{F}) \to (\Omega', \mathcal{F}') = (\Omega, \mathcal{F}); \bar{\omega} \mapsto \bar{\omega}' = (\bar{\omega}'_i)_{i \in \mathbb{Z}^2}, \text{ with } \bar{\omega}'_i = \bar{\omega}_{2i}.$$

(2.9)

Denote by $\nu := T \mu$ the decimated measure, formally defined as an image measure via

$$\forall A' \in \mathcal{F}', \nu(A') = \mu(T^{-1}A') = \mu(A),$$

where $A = T^{-1}A' = \{ \bar{\omega} : \bar{\omega}' = T(\bar{\omega}) \in A' \}.$

We distinguish between original (invisible) and image (visible) sets using primed notation, although by rescaling in the case of decimation the infinite configuration spaces $\Omega$ (original) and $\Omega'$ (image) are actually in bijection.

To proceed, we consider some local functions $f$ and investigate a potential essential discontinuity by the evaluation of the conditional probabilities

$$\nu(f(\bar{\sigma}) | \mathcal{F}'_{\{0,0\}})(\bar{\omega}') = \mu(f(\bar{\sigma}) | \mathcal{F}'_{\mathbb{Z}^2})(\bar{\omega}), \nu \text{ a.s.},$$

(2.10)

where $\mathcal{F}'_{\{0,0\}} = (2\mathbb{Z}^2) \cap \{(0,0)\}^c = (2\mathbb{Z}^2)^c \cup \{(0,0)\}$ is not finite: the conditioning is not on the complement of a finite set; so that DLR equations do not hold. To circumvent this problem, we use thus the Global Specifications $\Gamma^\gamma$ from [9]. As described there and in Theorem 2 it is defined after a weak limit performed on a constrained local specification

$$\gamma^S_{\bar{\omega}} = (\gamma^S_{\bar{\omega}}, \Lambda \in S)$$

(for $S = (2\mathbb{Z}^2)$) and a candidate measure in $G(\gamma^S_{\bar{\omega}}),$ called the constrained measure $\mu^+_S,$ is defined via the weak limit

$$\mu^+_S(\bar{\omega}) := \lim_{A \uparrow S} \gamma^+_A( \downarrow^+ S \bar{\omega}_A),$$

(2.11)

and gives rise, for any infinite set $S \subset \mathbb{Z}^2,$ to the kernels

$$\Gamma^+_S(d\bar{\sigma} | \bar{\omega}) := \mu^+_S(d\bar{\omega} | \bar{\omega}_S) \otimes \delta_{\bar{\omega}_S}(d\bar{\sigma}_S),$$

which may be also written as

$$\Gamma^+_S(d\bar{\sigma} | \bar{\omega}) = \lim_{A \uparrow S} \gamma^+_A( d\bar{\sigma} | \downarrow^+ S \bar{\omega}_S).$$
Now, for any special configuration $\bar{\omega}'_{\text{spe}}$ (which we shall exhibit later on), \[2.10\] reduces for $\nu$-a.e. $\bar{\omega}' \in \mathcal{N}_{\mathcal{A}_{\kappa}}(\bar{\omega}'_{\text{spe}})$ to

$$
\nu[f(\sigma')]_{F(0,0)^c}(\bar{\omega}') = \Gamma^+_{\kappa}[f(\sigma')|\bar{\omega}] - \mu - \text{a.e.}(\bar{\omega}),
$$

(2.12)

with $S = (2\mathbb{Z}^2)^c \cup \{(0,0)\}$ and the hidden/invisible configuration $\bar{\omega} \in T^{-1}\{\bar{\omega}'\}$ is some chosen special configuration on the even lattice $2\mathbb{Z}^2$. The expression of the r.h.s. of (2.12) is provided in terms of the constrained measures $\nu_{T\mu}$ via Theorem 3 (Essential discontinuity).

Theorem 3 (Essential discontinuity via spin-flop) The configuration $\bar{\omega}'_{\text{dbyalt}}$ is a bad configuration for the decimated measures $\nu = T\mu$ of the classical $XY$ model at low enough temperatures.

Figure 1: Finite portion of $\sigma_{\text{dbyalt}}$. 

Consider the settings and notations of our first paper ([9], e.g. Section 5) but this time an anisotropy parameter $\kappa = 0$ to recover the classical $XY$ model where MW holds so that the weak limits $\mu^+ = \mu^+_{\text{b.c.}}$ and $\mu^- = \mu^-_{\text{b.c.}}$ coincide, and thus one cannot get an essential discontinuity as in (5.37) of [9] for the simply alternating configuration.

Unlike in [9], where the special/bad configuration was the alternating configuration $\sigma'_{\text{alt}}$, here we need to consider the \textit{doubly alternating configuration} $\sigma'_{\text{dbyalt}}$, defined, for all $i = (i_1, i_2) \in \mathbb{Z}^2$, by

$$
\bar{\omega}' = (-1)^{i_1}(-1)^{j(i_2)}\frac{\pi}{2}
$$

where, for $k \in \mathbb{Z}$,

$$
j(i_2) = \begin{cases} 
-1 & \text{if } i_2 = 2k \\
+1 & \text{if } i_2 = 2k + 1 \text{ or } i_2 = (2k + 1) + \frac{1}{2}
\end{cases}
$$

\[8\]
Proof. Let $\tilde{\omega} \in \mathcal{N}_{\Lambda,\epsilon}(\tilde{\sigma}'_{\text{dilbalt}})$. Then, after decimation on the sublattice $S = (2\mathbb{Z})^2$, the expectation of any local function $f$ has to be understood as the global specification of a rotator system of the form $(2.2)$, expressed in terms of the constrained measure $(2.11)$ obtained by the weak limit $(2.13)$.

By imposing the specific constraint on the even lattice, we are driven to investigate a rotator model on the decorated lattice $S$, of formal Hamiltonian on $\Omega_S$

$$H^{J,NS} := \sum_{A \in S} \Phi^{J,NS}_A$$

with a pair potential $\Phi^{J,NS} = (\Phi^A_{J,NS})_{A \in S}$ composed of the initial coupling $J$ for n.n. pair interaction

$$\Phi^A_{J,NS}(\sigma) = J 1_{|i-j|=1} \cdot (\sigma_i \cdot \sigma_j)$$

plus an external field $h = (h_i)_{i \in S}$ acting only on the sites of the decorated lattice $S$ as a self-interaction term, namely

$$\Phi^A_{i,NS}(\tilde{\sigma}) = h_i \cdot (\tilde{\sigma}_i \cdot \tilde{e}_2^i) = h_i \cos \left(\frac{\pi}{2} - \theta_i\right), \quad i \in S$$

and $\Phi^A_{i,NS} = 0$ otherwise. The value of the external field $(h_i)_{i \in S}$ alternates as follows:

- On even vertical levels, for $i_2 = 2k$, $k \in \mathbb{Z}$ (where one site out of two has been suppressed to form the decorated lattice), the field alternates between $h_i = +2$ (when located in between two North original spins, type 1) and $h_i = -2$ (when located in between two South original spins, type 2).
- On odd vertical levels, for $i_2 = 2k + 1$, $k \in \mathbb{Z}$, the external field is diluted to zero: $h_i = 0$. This holds for different reasons depending on the horizontal component: On even horizontal levels (type 2), this is due to exact cancellation from the opposite $N$ and $S$ vertical neighbours (type 3, 6 and 7), while on odd horizontal levels (type 4 and 5), where a site is not n.n. of any of the $2\mathbb{Z}^2$, no effect at all of the prescription of the decimated spin is felt. Note that the latter will be a real dilution, but non-null, when considering original systems with ranges longer than n.n.

Therefore for a given configuration $\tilde{\sigma}$ of angles $\theta = (\theta_i)_{i \in 2\mathbb{Z}}$, the value of this self-interaction part, see $(2.15)$, on the sites of the even vertical levels can be written

$$\Phi^A_{i,NS}(\tilde{\sigma}) = h_i \cdot (\tilde{\sigma}_i \cdot \tilde{e}_2^i) = \pm 2 \cos \left(\frac{\theta_i - \pi/2}{2}\right) = \pm 2 \sin \theta_i$$

Added to the attracting N/S effects on odd sites due to $(2.14)$, this periodic field yields ground states and low-temperature states that are thus either a mostly East configuration $\theta^{ME}$, alternating periodically between NE, E, SE (selected e.g. when subject to an external all E field) or mostly West one $\theta^{MW}$, alternating NW, W, SW (if subject to an external all W field).

2.2.1 Zero-Temperature case

The case $T = 0$ we consider corresponds to infinitely strong bonds but finite field strength.

Lemma 1 The $2d - XY$ model with alternating field $(2.16)$ on the decorated lattice $S = (2\mathbb{Z})^\epsilon$ displays a spin-flop transition at zero temperature in the East-West direction (perpendicular to the field) : there exist two distinct ground states $\theta^{ME}$ and $\theta^{MW}$ with in particular opposite horizontal projections :

$$\tilde{\sigma}^{(1)}(\theta^{ME}) = -\tilde{\sigma}^{(1)}(\theta^{MW}) \neq 0.$$

To see this, select, for some small $\epsilon > 0$, the neighbourhoods $\mathcal{N}_{\lambda}^{ME} = \mathcal{N}^{ME}_{\lambda,\epsilon}(\sigma'_{\text{dilbalt}})$ and $\mathcal{N}_{\lambda}^{MW} = \mathcal{N}^{MW}_{\lambda,\epsilon}(\sigma'_{\text{dilbalt}})$, and use the global specification as in $(2.2)$ to show that, for $\tilde{\omega}^{ME} \in \mathcal{N}_{\lambda}^{ME}$ and $\tilde{\omega}^{MW} \in \mathcal{N}_{\lambda}^{MW}$, the expectations of the first coordinates are such that

$$|\left| \nu \left[ \tilde{\sigma}_{(0,0)}^{(1)} \mid \mathcal{F}_{(0,0)}^{\epsilon} \right] (\tilde{\omega}^{ME}) - \nu \left[ \tilde{\sigma}_{(0,0)}^{(1)} \mid \mathcal{F}_{(0,0)}^{\epsilon} \right] (\tilde{\omega}^{MW}) \right| > \delta$$

Non-quasi locality at zero temperature follows directly.

Consider the first case, with a configuration $\sigma'_{\text{dilbalt}}(\Delta',\Lambda',\epsilon)\tilde{e}_1^c$ doubly alternating configuration in the annulus $\Delta' \setminus \Lambda'$, but pointing slightly East outside $\Delta'$. The constrained Hamiltonian becomes a perturbation
of (2.14), with an external field becoming mostly East directed but alternating NE or SE between two even spins on the annulus, and zero outside:

$$
\Phi_{i,j}(\tilde{\sigma}) = J \cdot (\tilde{\sigma}_i \cdot \tilde{\sigma}_j) 1_{|i-j|=1} + 2 \cdot (\sin \theta_i - \sin \theta_j) 1_{i,j \in a_21 = 2k, j = 2k'} \cdot e_i^2 + 4 \cdot 1_{i \in a_21 = 2k, (\pm e_i^2 + e_i^1)}.
$$

(2.18)

Thus, due to the extra “positive” field (2.19) on the annulus $\Delta$, this Hamiltonian has now only one ground state, the alternating mostly East configuration $\theta^{ME}$, so that here

$$
\nu \left[ \mathcal{F}^{(1)}_{(0,0)} \right] (\omega^{ME}) = \Gamma [\sigma^{(1)}_{(0,0)} | \omega^{ME}] > 0
$$

(2.20)

For the other ground states (mostly West), selection is performed by conditioning on the neighbourhood $N^{MW}$, leading to a “negative” horizontal contribution in (2.19), so that

$$
\nu \left[ \mathcal{F}^{(1)}_{(0,0)} \right] (\omega^{MW}) = \Gamma [\sigma^{(1)}_{(0,0)} | \omega^{MW}] < 0.
$$

(2.21)

Eventually, this discrete symmetry breaking leads to a spin-flop transition for the constrained model at zero temperature and to the essential discontinuity (2.17).

### 2.2.2 Non-Gibbs at low Temperature

**Lemma 2** The 2d – XY model with alternating field (2.16) on the decorated lattice $S = (2\mathbb{Z}^2)^c$ displays a spin-flop transition at low temperatures in the East-West direction (opposed to the field) : there exists two distinct Gibbs measures $\mu^{ME}$ and $\mu^{MW}$ such that in particular the expectations of the first coordinate satisfy

$$
\mu^{ME}[\sigma^{(1)}] = -\mu^{MW}[\sigma^{(1)}] \neq 0.
$$

**Proof:** To get this Lemma we need to investigate and prove the stability of the Ground states obtained with the Hamiltonian (2.14) with periodic field (2.16). To do so, we have (at least) two options, depending on the context (mainly depending on whether the interaction is n.n. vs. long-range, or the model is Reflection-positive or not). In this 2d-n.n. case, we follow the lines of continuous percolation of low energy ocean (item 1. below) while for more general models we indicate how to use more general contour arguments (item 2. afterwards)

1. **Percolation of spin patterns**, in the vein of Georgii [29], also Chapter 18 in [30].

On the contrary to the 2d classical XY/plane rotator model where the uncountable number of ground states prevents the existence of infinite percolation of spins in favored directions (see e.g. Proposition 1.8 in [29]), the existence of two symmetric ground states in our model with periodic field allows it, leading afterwards to extremal symmetric and different measures supported by clusters in opposite E/W directions.

From Theorem 3.7 in [29] (symmetry breaking in case of typical “small deviations clusters” at low T), combined with Theorem 2.18 (Existence of unique infinite low-energy cluster in 2d, n.n.), we adapt these arguments in the next subsection to get the following symmetry-breaking result for our XY model with periodic external field (2.16). As we describe there, their is no major difference in the proof, we only have to incorporate the inhomogeneity of the self-interaction part due to the periodic field (depending on the site $i$ in relation to the period) and to consider larger $8 \times 8$ blocks to restore some translation-invariance and reflection-positive properties.

For a given edge $v = (i, j)$ of the decorated lattice $S$, write $\phi_{ij} : E \times E \rightarrow \mathbb{R}$ as

$$
\phi_{ij}(\tilde{x}, \tilde{y}) = -J(\tilde{x} \cdot \tilde{y}) + h_i(\tilde{x} \cdot e_i^2) + h_j(\tilde{y} \cdot e_j^2)
$$

(2.22)

such that formally

$$
H(\tilde{\sigma}) = \sum_{i,j} (\phi_{ij}(\tilde{\sigma}_i, \tilde{\sigma}_j)),
$$

so that

$$
m := \inf \inf_{(i,j)} \phi_{i,j}(\tilde{x}, \tilde{y}) = -1
$$

(2.23)
the latter sup being attained by the ground states $\theta^{ME}$ and $\theta^{MW}$ via the will of alignment of $\tilde{\sigma}_i$ and $\tilde{\sigma}_j$ with the alternating fields.

To get our low-temperature results with the same type of ingredients as the Peierls argument for the Ising model (which are, as recalled in [29], percolation, symmetry, ground state stability), one needs first to adapt the graph of percolation clusters in the same way as we have adapted the topological neighbourhoods in the previous section: For any configuration $\tilde{\sigma}$, for a given (small) $\epsilon > 0$, consider the subgraph $G_\epsilon(\tilde{\sigma})$ of low interaction bonds

$$G_\epsilon(\tilde{\sigma}) := \{(i, j) \in L, \phi_{ij}(\tilde{\sigma}_i, \tilde{\sigma}_j) \leq m + \epsilon\},$$

where $L$ is the set of (n.n.) edges of the decorated lattice $S$.

To get the searched-for symmetry breaking, we need to investigate the existence of an infinite connected subgraph $\tilde{\sigma}$ of low energy cluster, which can be seen as a low-temperature perturbation of our two ground states, symmetric and mutually singular Gibbs measures, supported by the sets of configurations with a unique ground state smaller than $\theta$. Clearly, potential (2.24) is translation invariant w.r.t. $\tau
\rightarrow \tau \circ r_k^n$. For a spin configuration $\tilde{\sigma} \in \Omega$, denote a generic image configuration by $X = X(\tilde{\sigma}) \in E^B$. Then, the interaction among blocks $B_x$ and $B_y$ is

$$\Psi_{xy}(X) = -\sum_{i,j \in B_x} \phi_{ij}(\tilde{\sigma}_i, \tilde{\sigma}_j) - \sum_{k \in B_y} \phi_{ij}(\tilde{\sigma}_k, \tilde{\sigma}_l) - \frac{1}{4} \sum_{i \in \partial B_x} \phi_{ij}(\tilde{\sigma}_i, \tilde{\sigma}_k)$$

It is a $C$-potential in the sense of Georgii. For $n \in \mathbb{Z}$, consider translations by 8 in the two coordinate directions, i.e.

$$[r_k^n(\tilde{\sigma})]_v \overset{\text{def}}{=} \tilde{\sigma}_{v+8n\hat{e}_k}, \quad v \in \mathbb{Z}^2, n \in \mathbb{Z},$$

and the family of reflections along any axis passing through type 1 or 2 spins, namely

$$[r_k^n(\tilde{\sigma})]_v \overset{\text{def}}{=} \tilde{\sigma}_{v-(4n+1)\hat{e}_k}, \quad v \in \mathbb{Z}^2, n \in \mathbb{Z},$$

which are obviously involutive, i.e. $r_k^n \circ r_k^n = \text{Id}$, for $k = 1, 2$. Clearly, potential (2.24) is translation invariant w.r.t. $r_k^n$, $k = 1, 2$, for all $n \in \mathbb{Z}$. Moreover, being a sum of scalar products, it is also Reflection-Positive w.r.t. $r_k^n$ ($\forall n$): For any local function $f$,

$$\mu[f \cdot f^*] > 0$$

where $f^* = f \circ r_k^n$, $k = 1, 2$.

Following the context of [29], Section 3, Theorem 3.7, one gets the validity of a chessboard estimate to derive afterwards an ad-hoc Peierls estimate. This allows us to establish the existence of two distinct symmetric and mutually singular Gibbs measures, supported by the sets of configurations with a unique “low-energy cluster”, which can be seen as low-temperature perturbation of our two ground states, roughly pointing in one of the favorite directions mostly East or mostly West.
Let us describe how our model fits in the framework of this method, that uses usual ingredients to implement a Peierls-type argument: Percolation (clusters $C_\infty$ of "small deviation" vector), symmetry and ground states stability.

**Theorem 4** (From Thm 2.18 in [29]) For $\epsilon > 0$ small enough, at low enough temperature, there is at least one (periodic) $\mu \in \mathcal{G}(\gamma')$ such that

$$\mu(\exists C_\infty') = \mu(\exists 1C_\infty') = 1.$$ 

The measure used in [29] is the Gibbs measure with periodic boundary conditions but the existence of any such a measure is enough: from this result, one can afterwards associate a Gibbs measure by a perturbation of the ground states $\theta^{ME}$ and $\theta^{MW}$ – by conditioning on the different typical configurations with the two types of small deviation clusters, see below – and get two different ones at low temperatures, pointing globally mostly East or mostly West. Recall that for us in this section, the state space is still $E = S^1$ while the lattice is the decorated lattice $S = (2\mathbb{Z})^c$, where $L$ is the set of its n.n. edges.

**Theorem 5** (From Thm 3.7 in [29]) At low enough temperature, the set of Gibbs measures for the Hamiltonian (2.14) contains (at least) two elements supported on two disjoint sets $A_{ME}, A_{MW}$ supporting low energy clusters, for $\epsilon > 0$, so that

$$\{\bar{\sigma} \in E^L : \sup_{(i) \in L} \Phi_{ij}(\bar{\sigma}) \leq m + \epsilon\} = A_{ME} \cup A_{MW}$$

This yield Gibbs measures $\mu^{ME}$ and $\mu^{MW}$ from Theorem 1 with the connected components $C_{ME}$ and $C_{MW}$ such that

$$\mu^{ME}(C_{ME}) = \mu^{MW}(C_{MW}) = 1.$$ 

The low-energy clusters $C_{MW}$ and $C_{ME}$ are also called small deviation clusters. As soon as this infinite percolation clusters occur with non-zero probability w.r.t. to the periodic measure $\mu$, one gets

$$\mu^{ME}(\cdot) = \mu(\cdot | C_{ME})$$

$$\mu^{MW}(\cdot) = \mu(\cdot | C_{MW}).$$ 

(2.25)

This will lead to the opposite inequalities (2.26) and (2.27) below.

**Consequence: Spin-flop transition and essential discontinuity**

To make use of these two symmetric extremal measures, we remark that they indeed point typically in opposite directions (this can be seen from (2.25) and the structure of the clusters) to get on the same sub-neighbourhoods $N^E$ and $N^W$ as in the zero-temperature cases, the two opposite mean orientations, towards East in the Eastern boundary orientation,

$$\forall \omega^{ME} \in N^{ME}, \nu\left[\sigma^{(1)}_{(0,0)} | \mathcal{F}_{(0,0)}^{\omega^{ME}}\right] (\omega^{ME}) = \mu^{ME}[\sigma^{(1)}_{(0,0)}] > 0$$ 

(2.26)

while the other infinite cluster (towards West) is selected for conditionings on the second neighbourhood $N^{MW}$, to get

$$\forall \omega^{MW} \in N^{MW}, \nu\left[\sigma^{(1)}_{(0,0)} | \mathcal{F}_{(0,0)}^{\omega^{MW}}\right] (\omega^{MW}) = \mu^{MW}[\sigma^{(1)}_{(0,0)}] < 0.$$ 

(2.27)

Eventually, this leads to a spin-flop transition at low temperature via this discrete symmetry breaking and to the essential discontinuity (2.17).

This proves Theorem 3 for the temperatures below the percolation temperature for small percolation cluster (depending on the deviation bound $\epsilon$).

**Remark:** Note that this method to prove the occurrence of a spin-flop transition makes use of Reflection-Positivity (for the existence of a unique infinite cluster for the Gibbs measure with periodic-b.c., in Theorem 4), and could thus be adapted to other models enjoying this RP property, such as long-range models considered in the next section, but could not be applied to other models not enjoying it, as e.g. next-to-nearest-neighbours models. Nevertheless, in addition to RP, this low-energy-ocean method as derived by Georgii is derived for n.n. models and would require an adaptation to long-range RP models, as shortly discussed in the next sections.

2. **Generalized contour models** from Malyshev et al. [11], following the lines of [13].

Our Hamiltonian (2.14) satisfies the hypotheses of a general Theorem by Malyshev et al. (11, Theorem 6). Roughly speaking, Malyshev’s theorem states that if the Hamiltonian a) admits $N$ different global
minima and b) is sufficiently regular and satisfies a certain local convexity property around those \( N \) minima, then the existence of those \( N \) minima (i.e. the \( N \) distinct zero-temperature Gibbs measures) persists at finite (sufficiently small) temperature (actually, in a neighborhood of possibly several parameters in parameter space, but we shall not need this generalization here). The argument is along the lines of [13] and goes as follows.

First, one needs to (slightly) modify the potential and build a nonnegative function \( \Psi \) of the joint variables in the product space \([0, \pi] \times [0, \pi] \times \mathbb{R}^+\), the latter space representing the temperature, the unique parameter in our case. We call such a function \( \Psi: [0, \pi] \times [0, \pi] \times \mathbb{R}^+ \to \mathbb{R} \). It is defined, at zero temperature, by

\[
\Psi(\theta, \omega; 0) := \Phi(\theta) + \Phi(\omega) + c,
\]

where \( c = -2m \) and \( m = \inf \Phi \), eq. (2.23) Clearly \( \Psi \) has \( N = 2 \) distinct minima, located at points \((\theta, \omega) = (0, 0)\) and \((\theta, \omega) = (\pi, \pi)\) (corresponding, respectively, to the zero temperature Gibbs measures \( \mu^+ \) and \( \mu^- \)). Also, by definition Hess \( \Psi \) is block diagonal (i.e. \( \frac{\partial^2 \Psi(\theta, \omega; 0)}{\partial \theta \partial \omega} = 0 \)) and thus, in order to have the Malyshev persistence result in our special case, third condition of [11], it is sufficient to show that \( \det (\text{Hess} \Phi) \big|_{(\theta, \omega)=(0,0),(\pi,\pi)} > 0 \). Due to the particular form of \( \Phi \), this follows if

\[
\frac{\partial^2 \Phi(\theta, \omega; 0)}{\partial \theta_i^2} \big|_{\theta_i=0, \pi} = \frac{\partial^2 \Phi(\theta, \omega; 0)}{\partial \omega_i^2} \big|_{\omega_i=0, \pi}
\]

is non-null. But actually, in our case the \( \Phi \) is bounded away from zero, more precisely

\[
\frac{\partial^2 \Phi(\theta, \omega; 0)}{\partial \theta_i^2} \big|_{\theta_i=0, \pi} = J \sum_{i \neq j} \cos (\theta_i - \theta_j) \big|_{\theta_i=0, \pi} \pm \sin \theta_i \big|_{\theta_i=0, \pi} = \pm 4J,
\]

and hence, by Theorem 6 in [11], if \( \beta \) is large enough there exists at least two distinct Gibbs measures for \( \Phi \), and hence for our potential \( \Phi \),

The Malyshev et al contour method can be extended to long-range models by softening contours. However, the percolation techniques used in this \( 2d \) framework, which give chessboard estimates and hence the Peierls argument, can also be extended in this case along the same lines. We shall pursue the latter path, and leave the former (i.e. the softening of Malyshev contours) to a future work.

### 3 Decimation of the borderline \( 1/r^{2d} \)- long-range rotators

We briefly describe two extensions for long-range models:

1. **1/r^2-Long-range rotator model in 1d**

Consider long-range pair potentials of the form of (2.22),

\[
\Phi_A(\sigma) = \begin{cases} J(i, j) \cdot \langle \sigma_i \cdot \sigma_j \rangle & \text{if } A = \{i, j\} \\ 0 & \text{otherwise} \end{cases}
\]

where \( \langle \cdot \rangle \) is still some inner product in \( \mathbb{R} \), as the configurations still takes values on the sphere \( S^1 \), with one-dimensional long-range couplings

\[
J(i, j) = \frac{J}{|i - j|^2}, \quad J \geq 0.
\]

An analogous version of MW Theorem, with Ferromagnetic uniqueness as in Theorem [1] has been proven by Simon in [30], while the analogous discrete Ising version has been well investigated since the late sixties (see Kac et al. [30], Dyson [11], Fröhlich et al. [25, 26] or Imbrie et al. [33, 34]) and is among other properties known to present a symmetry-breaking phenomenon, leaving the door open to a spin-flop phenomenon if one follows the lines of the preceding section.

In this long-range context, it appears, as often, that the one-dimensional picture resembles more the \( 2d - n.n. \) case: considering exactly the same settings as in Section 3, replacing \( d = 2 \) by \( d = 1 \) in the configuration space and definition of Hamiltonian (2.14) with alternating fields (2.18) or (2.16). Indeed, while the simply alternating configuration is good due to exact cancellations, the doubly alternating ...NNSSN... one on the decimated lattice yields a similar diluted alternating field, as we briefly indicate in the introduction, only the value of the field is depressed by a scaling constant \( 2G \) where \( G \) is the Catalan number.

We note that the constrained invisible-spin model has an interaction which correlates the spin coordinates in the EW direction, and which decays like \( 1/r^2 \). Our spins are “soft”, not two-valued, but to extend combinatorial,
contour-type arguments to a discrete symmetry-breaking of a soft-spin model is what the arguments of Malyshev et al. manage. For another example illustrating the robustness of the transition for interactions decaying as $1/r^2$, see also Fontes [21].

2. $1/r^4$-Long-range rotator model in 2d

On the contrary to the preceding item, in 2d for critical long-range intermediate phase in $1/r^4$, there are not so much cancellations of sites and the external field (2.16), due to the merging of other types of sites (7). Some are still zero but inside squares the sites experience a field, smaller than the aligned alternation of sites between odd/even sites, with the same period. Nevertheless, as the decay is faster than $r^{-3}$, ordinary contour arguments can be used to prove the existence of a transition in the conditioned invisible-spin system.

4 Comments and conclusions

Decimation transformations are in some sense the simplest version of Renormalisation Group maps. Their behaviour hopefully illustrates properties which may apply more widely. However, there arise a number of problems if one wants to implement the physics ideas by invoking results about decimation transformations. The first requirement of existence of the transformation already turns out to be non-trivial. Indeed, non-Gibbsianess of a transformed measure means non-existence of a renormalised interaction, inside a relatively large interaction space.

One noteworthy question appears to be the relation between the existence of phase transitions in an original model versus the non-Gibbsianess of the transformed measures. When the system is deep in the uniqueness region, decimation maps look well-behaved, as decimated measures tend to be Gibbsian. [31, 35]. In [12, 16, 9] it was shown that at very low temperatures decimated measures are non-Gibbsian, in the phase transition region, or close to it. The work of [32] indicates that iterating the transformation moves the region of non-Gibbsianess towards the whole coexistence region.

Around the transition temperature, Ising models possess a region, including part of the coexistence region, where decimated measures are Gibbs measures [32, 37]. However, if one tries the same for Potts models, the results are of opposite nature, and the transition point lies inside a region where the decimated measures are non-Gibbsian [13].

In this work we concentrated on 2-component vector spins (classical XY spins). We found a new source of non-Gibbsian examples, in models which in its original form do not display long-range order at any temperature or field, but which nonetheless become non-Gibbsian after decimation. The underlying mechanism rests on the fact that by conditioning one reduces the symmetry of the model from continuous to discrete, which allows to make use of the spin-flop transition for conditioned measures.

As a last remark, we notice that even if a transformed interaction exists and the decimation transformation is well-defined, it still may not behave as physical intuition would predict in different (spectral) aspects [48].
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