Parameter identification in the mathematical model of glucose and insulin tolerance test – the mathematical markers of diabetes
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Abstract. Glucose tolerance test (GTT) is standard diagnostic procedure that tests the efficiency of blood glucose-lowering hormones (insulin, incretins, leptin). Contrary, insulin tolerance test (ITT) is probing efficiency of blood glucose–rising hormones (glucagon, thyroxine, growth hormone, glucocorticoids, adrenalin, noradrenalin). These two hormone systems together maintain blood glucose levels in a narrow range. Various pathophysiological mechanisms give rise to a reversible condition – prediabetes which then progresses to an irreversible chronic disease – diabetes, both marked with deviation of blood glucose levels outside the set range. In diagnostic purpose, the patient is given glucose load, and blood glucose is measured right before and 2 hours after load. Measurements are more frequent after insulin injection (ITT) or if both tests are performed on experimental animals. In this paper we analyse the mathematical model for GTT and ITT. The obtained model function is an useful tool in describing the dynamics of blood glucose changes.
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1. Introduction

Glucose and fatty acids are the main energy sources for various organs of a multicellular organism [6]. While fatty acids are used during fasting periods, sugar intake leads to glucose burning [21]. Because some organs have no substantial energy store and preferentially use glucose (brain, kidney), even during periods of fasting, blood glucose levels are maintained in a narrow range [35]. The liver is responsible for normoglycemia (a blood glucose concentration between 4.4 and 6.1 mm/L in fasting) [3] due to its ability to shift its metabolism in direction of storing or producing glucose which is regulated by two hormones with opposite effect – insulin and glucagon [28]. Generally, the body tolerates hyperglycemia (a blood glucose levels above 6.1 mm/L in fasting or above 11.1 mm/L 2 hours after meal) better than hypoglycemia (a blood glucose concentration below 4.4 mm/L). Therefore, hyperglycemia is physiological after meal and in stress conditions [34, 47], while hypoglycemia causes intense symptoms that can progress to impairment of cognition and seizures [36]. The difference in tolerance of high and low plasma glucose levels explains salient development of diabetes, which has led to epidemic numbers of patients in developed countries. Estimated global number of diabetic patients in 2017 was more than 425 million people while further 352 million suffered from impaired glucose
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tolerance (prediabetes) and had high risk of developing diabetes [10]. In the USA alone, as high as 1:3 adults suffer from prediabetes and only 10% is aware of its condition [11] while 70% of them will develop diabetes over lifetime [45]. Global risk of prediabetes and diabetes is rising due to epidemic of obesity [15, 29] and worldwide socioeconomic changes [44]. Early diagnosis and treatment of prediabetes could reduce the incidence of diabetes.

Diagnosis of prediabetes and diabetes relies on fasting blood glucose (a blood glucose concentration measured after overnight fasting), plasma glucose concentration 2 hours (2hPG) after load in oral glucose tolerance test (OGTT), and hemoglobin glycation (glucose bound to hemoglobin) [4] – all three are static criteria that do not indicate the origin of the disease, rather they reflect the general rise of glucose in blood. A fully developed clinical presentation of the disease includes insulin resistance (unresponsiveness to insulin) of the liver, adipose tissue, kidney and muscle along with a failure of β cells function (insulin secreting cells of pancreatic islets) [17]. Pathophysiological explanation is built on gradual increase of insulin resistance compensated by enhanced insulin secretion by β cells. Due to glucose toxicity, compensation works till fasting glucose is around 5.5 mM [32, 33]. Further increase lead to net loss of pancreatic islets. Work on genetically modified animals fueled discovery of additional mechanisms that contribute to development of hyperglycemia: increased secretion of insulin opposing hormone glucagon, accelerated breakdown of lipids in fat cells, deficiency or resistance to incretins (gastrointestinal tract hormones with augmenting effect on insulin secretion after meal), increased renal glucose reabsorption, and development of central nervous system resistance to leptin (gastrointestinal hormone which promotes satiety) and/or insulin [16]. Recently, altered metabolic state, described as metabolic syndrome, was associated with hyperactive stress response what was adding more on already long list of mechanisms contributing to hyperglycemia [25]. It is very likely that prediabetes is a reversible condition that can be corrected with short-term targeted therapy directed toward one or few mechanisms. In the absence of unambiguous biomarkers to characterize metabolic disorder, OGTT may serve as an useful orientation. In clinical practice, test is performed in only 2 steps – blood glucose is measured before loading and 2 hours after 75 g of glucose load [4]. Increased values at either or both steps are considered as a sign of disease. In scientific research conducted on humans or animals, more measurements are made after glucose load, and the blood glucose drop is monitored through 3 or even 4 hours [5]. The number of measurements and the number of experimental animals included in each group made it possible to determine a mathematical model that describes the biological phenomenon at the group level. In the medical literature (see e.g. [2, 13, 30]) one can usually find examples of the use of the area under the curve (AUC) and the standard deviation of this surface.

A similar problem exists in performing an insulin tolerance test (ITT) – common test for the stress response. The insulin bolus puts the body in a state of metabolic stress (potentially life-threatening) due to hypoglycemia. Animals with elevated stress response have lower glucose excursions due to opposing effect of stress hormones (glucocorticoids, adrenaline and noradrenaline) [31]. Using AUC as a measure of imbalance can hinder early changes in stress response.

Existing mathematical models that explain progression of diabetes are developed on some of the following assumptions: glycemic excursions as a measure of metabolic instability [24, 42], observation that hyperinsulinemia precedes hyperglycemia [23, 46], opposing effects of insulin-glucagon on plasma glucose levels [1], glucose toxicity [18], gradual development of insulin resistance [20], and threshold of glucose–insulin regulatory system [43].

We have chosen to use both tests, GTT and ITT, in order to model mechanisms involved in the maintenance of plasma glucose levels. GTT test is probing mechanisms involved in lowering glucose levels which involve hormones such as insulin, leptin and incretins. On the other hand, ITT is probing mechanisms involved in increasing glucose levels and rely on hormones such as glucagon, glucocorticoids, thyroid hormone, adrenaline and noradrenaline. We assume that a precise description of blood glucose changes provoked by GTT and ITT is a good indicator of the
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development of prediabetes and we propose additional parameters that describe mathematical model in detail. Usefulness of generated parameters should be further experimentally tested.

This paper is organized as follows. In the Section 2, a simple mathematical model of GTT and ITT is introduced. In the Section 3, a corresponding parameter identification problem is considered and in the Section 4 solutions of the corresponding differential equations are analysed. Blood glucose levels in GTT are considered in the Section 5, where basic properties and indicators and typical examples are given. In the Section 6 blood glucose levels in ITT are considered with basic indicators and typical examples. Finally, some conclusions are given in the Section 7.

2. A simple mathematical model of glucose and insulin tolerance test

Let us consider the concentration of glucose $G$ in blood and the net normal hormonal concentration $H$ as a cumulative effect of all relevant hormones (for example, insulin decreases $G$, while glucagon and cortisol increases $G$). A basic model can be written according to [9] as

$$
\frac{\partial G}{\partial t} = F_1(G, H) + J(t) \quad (1)
$$

$$
\frac{\partial H}{\partial t} = F_2(G, H). \quad (2)
$$

The function $J$ is the external rate at which the blood glucose concentration is increased due to adsorption rate. We assume that the quantities $G$ i $H$ attain optimal values $G_0$ i $H_0$ at a point when the patient arrives to hospital on an empty stomach. Then

$$
F_1(G_0, H_0) = 0 \quad \text{and} \quad F_2(G_0, H_0) = 0. \quad (3)
$$

Since we are interested in the deviation of $G$ and $H$ from their optimal values, let us introduce the substitution

$$
g = G - G_0 \quad \text{and} \quad h = H - H_0, \quad (4)
$$

Then

$$
\frac{\partial g}{\partial t} = F_1(G_0 + g, H_0 + h) + J(t) \quad (5)
$$

$$
\frac{\partial h}{\partial t} = F_2(G_0 + g, H_0 + h). \quad (6)
$$

By using Taylor’s theorem and (3) we obtain

$$
\frac{\partial g}{\partial t} = \frac{\partial F_1(G_0, H_0)}{\partial G} g + \frac{\partial F_1(G_0, H_0)}{\partial H} h + J(t) \quad (7)
$$

$$
\frac{\partial h}{\partial t} = \frac{\partial F_2(G_0, H_0)}{\partial G} g + \frac{\partial F_2(G_0, H_0)}{\partial H} h. \quad (8)
$$

This system allows for signs of constants to be determined a priori, which brings us to the following [9]:

$$
\frac{\partial g}{\partial t} = -m_1 g - m_2 h + J(t) \quad (9)
$$

$$
\frac{\partial h}{\partial t} = -m_3 h + m_4 g, \quad (10)
$$

where $m_1$, $m_2$, $m_3$ and $m_4$ are positive constants.
Since we normally have data about either $G$ or $H$, the system (9)–(10) can be written for that value. Let us show how the same can apply to quantity $H$. We will derive the equation (10) by $t$ and insert (9) into the obtained expression

$$\frac{\partial^2 h}{\partial t^2} = -m_3 \frac{\partial h}{\partial t} + m_4 \frac{\partial g}{\partial t}$$

$$= -m_3 \frac{\partial h}{\partial t} + m_4 (-m_1 g - m_2 h + J(t)).$$

After we replace $m_4g$ from (10), we obtain

$$\frac{\partial^2 h}{\partial t^2} + (m_1 + m_3) \frac{\partial h}{\partial t} + (m_2 m_4 + m_1 m_3) h = m_4 J(t).$$

(11)

Since $m_1 + m_3 > 0$, we mark $\alpha := \frac{1}{2}(m_1 + m_3) > 0$, and since $m_2 m_4 + m_1 m_3 > 0$, we mark $\omega_0^2 := m_2 m_4 + m_1 m_3 > 0$ and the equation (11) can be written as

$$\frac{\partial^2 h}{\partial t^2} + 2\alpha \frac{\partial h}{\partial t} + \omega_0^2 h = m_4 J(t).$$

(12)

The function $J$ is identical to zero except for the very short time interval in which the glucose load is ingested and can be written by using Dirac $\delta$–function.

Similarly, from (9)–(10) we can obtain

$$\frac{\partial^2 g}{\partial t^2} + 2\alpha \frac{\partial g}{\partial t} + \omega_0^2 g = m_3 J(t) + \frac{\partial J}{\partial t}.$$  

(13)

For simplicity, let us suppose that the $t = 0$ is the moment in which the glucose load has been completely ingested. Then, for $t \geq 0$, the functions $g$ and $h$ satisfy homogenous linear differential equation of the second order

$$y'' + 2\alpha y' + \omega_0^2 y = 0, \quad \alpha, \omega_0^2 > 0.$$  

(14)

Because of the substitution (4), functions $G$ and $H$ satisfy linear differential equations of the second order

$$G'' + 2\alpha G' + \omega_0^2 G = \omega_0^2 G_0, \quad \alpha, \omega_0^2 > 0,$$

$$H'' + 2\alpha H' + \omega_0^2 H = \omega_0^2 H_0, \quad \alpha, \omega_0^2 > 0.$$  

(15)

(16)

3. Parameter identification

If experimental data $(t_i, G_i), i = 1, \ldots, m$ are known, where $t_i$ are time moments of measuring the concentration of glucose $G_i$, we can solve the parameter identification problem

$$\arg\min_{\alpha > 0, \omega_0^2 > 0, G_0, \mu, \nu} \Phi(\alpha, \omega_0^2, G_0, \mu, \nu), \quad \Phi(\alpha, \omega_0^2, \mu, \nu) = \sum_{i=1}^{m} (G_i - \hat{G}(t_i; \alpha, \omega_0^2, G_0, \mu, \nu))^2,$$

(17)

where $\hat{G}(t_i; \alpha, \omega_0^2, G_0, \mu, \nu)$ are the values of the function $\hat{G}$ obtained by solving the Cauchy’s problem

$$G'' + 2\alpha G' + \omega_0^2 G = \omega_0^2 G_0, \quad G(0) = \mu, \ G'(0) = \nu.$$  

(18)

There are several methods for solving this problem. Let us mention smoothing the data method [41], genetic algorithm [37], etc. In our paper we use Mathematica–module [48]
NonlinearModelFit[]. This way we obtain a good approximation of parameters $\alpha, \omega_0^2$ and $G_0$ in the differential equation (15) and optimal initial condition $G(0)$ and $G'(0)$ in the corresponding Cauchy problem.

Similarly, by knowing experimental data $(t_i, H_i)$, $i = 1, \ldots, m$, we can also estimate parameters $\alpha, \omega_0^2$ and $H_0$ in the differential equation (16) and optimal initial condition $H(0)$ and $H'(0)$ in the corresponding Cauchy problem.

4. The solution of differential equations

By knowing parameters $\alpha, \omega_0^2$ and $G_0$ in the differential equation (15) and optimal initial condition $G(0)$ and $G'(0)$, we are able to write the required function $G$ as the solution to the corresponding Cauchy problem, whereby the crucial role belongs to the corresponding characteristic equation

$$r^2 + 2\alpha r + \omega_0^2 = 0, \quad r \in \mathbb{C}. \quad (19)$$

We should make difference between the following cases:

D1: If $\alpha^2 > \omega_0^2$, then the roots $r_1, r_2$ of the characteristic equation are negative and mutually different real numbers denoted in a numerically stable form

$$r_1 = -\alpha - \sqrt{\alpha^2 - \omega_0^2}, \quad r_2 = -\frac{\omega_0^2}{\alpha + \sqrt{\alpha^2 - \omega_0^2}}, \quad (20)$$

and the solution of the Cauchy problem for the differential equation (15) is obtained in the form

$$G(t) = G_0 + C_1 e^{r_1 t} + C_2 e^{r_2 t}, \quad C_1, C_2 \in \mathbb{R}. \quad (21)$$

D2: If $\alpha^2 = \omega_0^2$, the characteristic equation has a double negative root $r = -\alpha < 0$, and the solution of the Cauchy problem for the differential equation (15) is obtained in the form

$$G(t) = G_0 + C_1 e^{-\alpha t} + C_2 te^{-\alpha t}, \quad C_1, C_2 \in \mathbb{R}. \quad (22)$$

D3: If $\alpha^2 < \omega_0^2$, the roots $r_1, r_2$ of the characteristic equation are conjugate complex numbers $r_1 = -\alpha - i\omega, \quad r_2 = -\alpha + i\omega, \quad \omega = \sqrt{\omega_0^2 - \alpha^2} > 0$, and the solution of the Cauchy problem for the differential equation (15) is obtained in the form

$$G(t) = G_0 + e^{-\alpha t}(C_1 \cos \omega t + C_2 \sin \omega t), \quad C_1, C_2 \in \mathbb{R}. \quad (23)$$

By introducing the corresponding integration constants $A = \sqrt{C_1^2 + C_2^2}, \quad \delta = \arctan \frac{C_2}{C_1}$ instead of $C_1, C_2$, the solution of the Cauchy problem for the differential equation can be written in the form

$$G(t; A, \alpha, \omega, \delta) = G_0 + Ae^{-\alpha t} \cos(\omega t - \delta). \quad (24)$$

Remark 1. Since in case [D1] for roots (20) of the characteristic equation there holds

$$r_1 + r_2 = -2\alpha, \quad r_2 - r_1 = 2\sqrt{\alpha^2 - \omega_0^2},$$

the corresponding Wronsky’s determinant

$$W[e^{r_1 t}, e^{r_2 t}] = e^{(r_1 + r_2)t}(r_2 - r_1) = 2e^{-2\alpha t} \sqrt{\alpha^2 - \omega_0^2}$$

can be a very small number, which can lead to a numerically unstable solution (21). Note also that, in practical investigations, the case [D2] almost never arises. Therefore, this case is not considered in the rest of the paper.
The function \( G \) of the form (21) or (23), obtained by solving the corresponding Cauchy problem, can be corrected by solving the corresponding nonlinear least squares problem \([19, 26]\) for the function \( F_1 \) given by (24) (in case \( \alpha^2 > \omega_0^2 \)), i.e. for the function \( F_3 \) given by (25) (in case \( \alpha^2 < \omega_0^2 \)):

\[
F_1(G_0, C_1, C_2, r_1, r_2) = \sum_{i=1}^{m} (G_0 + C_1 e^{r_1 t_i} + C_2 e^{r_2 t_i} - G_i)^2; \tag{24}
\]

\[
F_3(G_0, \alpha, \omega, \delta) = \sum_{i=1}^{m} (G_0 + A e^{-\alpha t_i} \cos(\omega t_i - \delta) - G_i)^2. \tag{25}
\]

5. Blood glucose levels in the glucose tolerance test

In the time \( t = 0 \) a certain amount of glucose is either injected into the patient’s blood or it was administered orally and blood glucose is monitored for the next 4 hours.

5.1. The characteristics of the solution

Since \( \alpha, \omega_0^2 > 0 \), for the obtained function \( G \) in both previously mentioned cases there holds

\[
\lim_{t \to +\infty} G(t) = G_0. \tag{26}
\]

The number \( G_0 \) represents glucose concentration after a longer time interval upon glucose load – conveniently, the time interval could be set to 120 minutes – a time point that is interesting for the diagnosis of diabetes.

Also, in order to study the behavior of glucose concentration with certain patients, we will use the following characteristics of the obtained function \( G \):

1. Parameter \( \alpha \) determines the rate of oscillation amplitude decline and ensures a gradual decrease in blood glucose to \( G_0 \) level;

2. In the case of conjugate complex roots of the characteristic equation \( (\alpha^2 < \omega_0^2) \) we can also determine the basic period \( [T = \frac{2\pi}{\omega}] \) of function \( G \);

3. Glucose concentration at the beginning of the experiment \( G(0) \) in clinical or laboratory setting equal to fasting glucose;

4. The initial speed of glucose increase after the initialization \( \dot{G}^r(0) \) – the reaction speed of glucose lowering mechanisms.

5. Maximal glucose concentration \( G_{max} \) or maximal hyperglycaemia achieved in individual testing reflecting the sensitivity of glucose lowering mechanisms to recognize glucose rise. Also, the moment \( t_{max} \) (in minutes) in which the maximum glucose concentration is obtained is important – the reaction time of glucose lowering mechanisms. On the graph of the function \( G \), this is the point \( M = (t_{max}, G_{max}) \).

6. Maximal speed of glucose concentration decrease \( \dot{G}^r(t_I) \) is attained at the moment \( t_I \) (in minutes), where \( I = (t_I, G(t_I)) \) is the inflection point of the function \( G \). Note also that \( \dot{G}^r(t_I) \) is a negative number because it represents the decrease of concentration. \( G(t_I) \) and \( t_I \) are potential values describing the incretin effect and indicating the difference between impairment of glucose tolerance and impairment of fasting glucose.

7. The area under the curve \( \text{AUC} = \int_0^4 G(t)dt \) represents the cumulative glucose load in a tested period of time.
Example 1. (Normoglycemia) For $\alpha = 4.5$ and $\omega^2 = 25$, the parameter $\omega = \sqrt{\omega_0^2 - \alpha^2} = 2.179 > 0$ is determined. Because $\alpha^2 < \omega_0^2$, with $G_0 = 100$ and initial conditions: $G(0) = 70$, $G'(0) = 4000$, the mathematical model (15) determines the model-function of the form (23)

$$G_N(t) = 100 + 1773.64 e^{-4.5 t} \cos(2.179 t - 1.554).$$

The graph of this model-function is shown on Figure 1 and their properties are presented in Table 1.

Example 2. (Prediabetes) For $\alpha = 2.5$ and $\omega^2 = 8$, the parameter $\omega = \sqrt{\omega_0^2 - \alpha^2} = 1.323 > 0$ is determined. Because $\alpha^2 < \omega_0^2$, with $G_0 = 150$ and initial conditions: $G(0) = 100$, $G'(0) = 2500$, the mathematical model (15) determines the model-function of the form (23)

$$G_P(t) = 150 + 1796.03 e^{-2.5 t} \cos(1.323 t - 1.554).$$

The graph of this model-function is shown on Figure 2 and their properties are presented in Table 2.

Example 3. (Diabetes) For $\alpha = 1.5$ and $\omega^2 = 3.3$, the parameter $\omega = \sqrt{\omega_0^2 - \alpha^2} = 1.0247$ is determined. Because $\alpha^2 < \omega_0^2$, with $G_0 = 250$ and initial conditions: $G(0) = 100$, $G'(0) = 1800$, the mathematical model (15) determines the model-function of the form (23)

$$G_D(t) = 250 + 1544.34 e^{-1.5 t} \cos(1.025 t - 1.473).$$

The graph of this model-function is shown on Figure 1 and their properties are presented in Table 1.

| Properties      | $\alpha$ | $T$ | $G(0)$ | $G_0$ | $G'(0)$ | $G_{max}$ | $t_{max}$ | $G'(t_I)$ | $t_I$ | AUC  |
|-----------------|----------|-----|--------|-------|---------|-----------|-----------|------------|------|------|
| Normoglycemia   | 4.5      | 2.9 | 70     | 100   | 4000    | 394.2     | 12.9      | -579.7     | 24   | 549.2|
| Prediabetes     | 2.5      | 4.7 | 100    | 150   | 2500    | 467.7     | 23.3      | -358.2     | 48   | 881.3|
| Diabetes        | 1.5      | 6.1 | 100    | 250   | 1800    | 564.2     | 40.8      | -237.4     | 78   | 1411.2|

Table 1: Properties of GTT model-functions. Progression toward diabetes is accompanied by increase in $T$, $G_{max}$, $t_{max}$ and $t_I$ (T measured in hours, $t_{max}$ and $t_I$ in minutes) as well as lowering of $\alpha$, $G'(0)$ and $G'(t_I)$.

The mathematical model reveals that progression toward diabetes is accompanied by rise in $T$, $G_{max}$, $t_{max}$ and $t_I$ as well as lowering of $\alpha$, $G'(0)$ and $G'(t_I)$. Note that the glucose concentration in normoglycemia decreases the fastest and the decrease happens in shorter time. In diabetes, the glucose concentration decreases the slowest and the decrease happens in longer time. Progression from prediabetes to diabetes is characterized by previously described rise in parameters $G(0)$ and $G_0$, both relevant for clinical practice. Also, the accompanying rise in AUC is well described in human and animal studies of diabetes. What is not yet described are parameters $\alpha$, $T$, $G_{max}$, $t_{max}$, $t_I$, $G'(0)$ and $G'(t_I)$. Further experimental studies are needed to determine whether any of the newly identified parameters is a more sensitive predictor of the onset of diabetes than existing biomarkers.

6. Blood glucose levels in the insulin tolerance test

At the time point $t = 0$, $0.1 - 0.15$ U/kg of insulin is injected into the patient’s blood and the level of glucose in blood is observed within the next 4 hours.
Similarly, by knowing experimental data \((t_i, G_i), i = 1, \ldots, m\), we can solve the corresponding parameter identification problem (17), obtain the parameter values \(\alpha, \omega^2_0\) and \(G_0\) and estimate the initial conditions \(G(0)\) and \(G'(0)\).

The solution of the Cauchy problem for differential equation (15) with obtained initial conditions depends on the roots of the corresponding characteristic equation (19) and we should also differentiate between the three cases previously mentioned.

### 6.1. The characteristics of the solution

Since \(\alpha, \omega^2_0 > 0\), for solving the equation (15) in all the previously mentioned cases there holds

\[
\lim_{t \to +\infty} G(t) = G_0. \tag{27}
\]

The number \(G_0\) represents glucose concentration after a longer time interval upon insulin injection – in experimental protocol glucose concentration is conventionally taken up to 60, 90 or 120 minutes, but in clinical setting, the last measurement is done after 120 minutes – same as in the case of GTT.

Also, in order to study the behavior of glucose concentration, we will use the following characteristics of the obtained function \(G\):

1. Parameter \(\alpha\) determines the speed of oscillation amplitude decrease and provides a trend of glucose increase till the level \(G_0\);

2. In the case of conjugate complex roots of the characteristic equation, we can also determine the basic period \(T = \frac{2\pi}{\omega}\) of function \(G\) (in hours);

3. Glucose concentration \(G(0)\) at the beginning of the experiment;

4. The initial speed of glucose decrease \(G'(0)\) after the initialization of testing (negative number);

5. The minimal glucose concentration \(G(t_{min})\) and the moment \(t_{min}\) (in minutes) in which the minimal glucose concentration is achieved;

6. The maximal speed of glucose concentration increase \(G'(t_I)\) and the moment \(t_I\) (in minutes) in which the maximal speed of glucose concentration is achieved;

7. The area under curve \(\text{AUC} = \int_0^4 G(t)dt\) shows cumulative glucose load in the tested period of time.
Example 4. (Normal stress response) For $\alpha = 0.5$ and $\omega_0^2 = 1.5$, the parameter $\omega = \sqrt{\omega_0^2 - \alpha^2} = 1.12 > 0$ is determined. Because $\alpha^2 < \omega_0^2$, with $G_0 = 80$ and initial conditions: $G(0) = 100$, $G'(0) = -100$, the mathematical model (15) determines the model-function of the form (23)

$$G_N(t) = 80 + 82.95e^{-0.5t}\cos(1.12 t - 1.33).$$

The graph of this model-function is shown on Figure 2 and their properties are presented in Table 2.

Example 5. (Enhanced stress response) For $\alpha = 0.8$ and $\omega_0^2 = 1.5$, the parameter $\omega = \sqrt{\omega_0^2 - \alpha^2} = 0.93 > 0$ is determined. Because $\alpha^2 < \omega_0^2$, with $G_0 = 120$ and initial conditions: $G(0) = 100$, $G'(0) = -100$, the mathematical model (15) determines the model-function of the form (23)

$$G_E(t) = 120 + 126.68e^{-0.8t}\cos(0.927 t + 1.412).$$

The graph of this model-function is shown on Figure 2 and their properties are presented in Table 2.

| Properties        | $\alpha$ | $T$  | $G(0)$ | $G_0$ | $G'(0)$ | $G_{min}$ | $t_{min}$ | $G'(t_I)$ | $t_I$ | AUC   |
|-------------------|----------|------|--------|-------|---------|-----------|-----------|-----------|------|-------|
| Normal stress     | 0.5      | 5.6  | 10.    | 80    | -100    | 39.4      | 74.8      | 29.7      | 138  | 586.2 |
| response          | Enhanced stress | 0.8  | 6.8    | 100   | 120     | -100      | 67.6      | 45.3      | 30.6 | 102   | 872.1 |

Table 2: Properties of ITT model–functions. Newly identified parameters $\alpha$, $T$, $G_{min}$, $t_{min}$ and $t_I$ are potential markers of the enhanced stress response ($T$ measured in hours, $t_{min}$ and $t_I$ in minutes)

Note that the speed of glucose level increase in both cases is around 30, but, with normal stress response, the moment of maximal increase is slightly prolonged. On the other hand, parameters $\alpha$, $T$, $G_0$ and $G_{min}$ are increased in the enhanced stress response, while $t_{min}$, $G'(t_I)$ and $t_I$ are decreased. Experimental studies will show whether some of them are good biomarkers of changes in a stress response.

7. Conclusions

Using hypothetical data and real–life examples of GTT and ITT curves from the literature [8, 14, 22, 40], we have developed a mathematical model that describes changes in blood glucose concentrations challenged by glucose load or insulin bolus. The following indicators describe
characteristics of the mathematical model based on the set of data: parameter $\alpha$, basic period $T$, glucose concentration at the beginning of the experiment $G(0)$, glucose concentration after a longer time interval upon glucose load $G_0$, the initial speed of glucose increase/decrease after the initialization $G'(0)$, maximum/minimum glucose concentration $G_{\text{max}}/G_{\text{min}}$ and the corresponding time-moment, maximal speed of glucose concentration decrease/increase $G'(t_I)$ and the corresponding time-moment and the area under curve AUC. The indicators $G(0)$, $G_0$ and AUC correspond to commonly used measures of risk for prediabetes and diabetes in humans or experimental animals (fasting glucose, 2hPG and AUC under the GTT or ITT curve), but plotted or extracted from the model. The indicators $G_{\text{max}}/G_{\text{min}}$ and the corresponding time-moment describe glucose excursion in one cycle. The glucose excursion is recognized as a cardiovascular risk [38] which should be attenuated by pharmacological intervention [27, 39]. There are two additional parameters: $G'(0)$, which describes the rate of increase/decrease to $G_{\text{max}}/G_{\text{min}}$, and $G'(t_I)$, which describes the rate of decrease/increase towards $G_0$ at the point $(t_I, G(t_I))$. We hypothesize that the pharmacological intervention can be better described by the previously mentioned four parameters instead just by AUC, to which the fifth parameter $t_I$ can be added.

The basic period $T$ and parameter $\alpha$ have not been used so far to describe changes in blood glucose concentration. Given that glucose-regulating hormones are secreted in cycles, we think it is correct to present changes in blood glucose concentration by a function that stabilizes around its asymptote. The parameter $\alpha$ determines the “quenching rate” around the asymptote. In practical terms, $T$ and $\alpha$ can be seen as indicators of metabolic flexibility. Given that rapidly extinguished functions have higher values of $\alpha$, it is assumed that $\alpha$ is smaller in state with pathological changes especially in the case of GTT test. Let’s say that $\alpha$ is higher for healthy young people than for old people. It is to be expected that after a metabolic challenge a healthy young individual quickly returns to baseline, i.e. all fluctuations are within a smaller range. The opposite is true for indicator $T$ – an increase in its value is associated with a greater likelihood of pathological change.

This model was built thanks to a standardized clinical protocol for testing glucose metabolism. Glucose load is an idealized meal without the admixture of other categories of foods – fats, proteins and fibers – and it is not common outside the diagnostic frame. If mixed meals were used in the test, the glucose excursions would be much less [12]. Also, both tests, GTT and ITT, are performed after overnight fasting which further contributes to their standardization – i.e. glucose is readily absorbed in digestive tract after oral glucose administration and gluconeogenesis (production of glucose by liver) is undisturbed by digestion after insulin bolus. Mathematical models that seek to monitor changes in blood glucose concentrations after mixed meal tolerance test [7] have to take into account interference from fat and protein metabolism and rather chaotic circumstances of digestion rate. We assume that the basic mathematical model for monitoring glucose metabolism in the future will be upgraded with models for at least these two additional metabolisms.

A potential weakness of our mathematical model is that we did not recognize which parameter would describe the variability among the experimentally obtained real data which could be a substitute for statistical significance. Nevertheless, we hypothesize that this model could facilitate the comparison of the results from different studies, especially those concerning drug efficacy.
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