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Abstract

We study the problem of minimum enclosing rectangle with outliers, which asks to find, for a given set of \( n \) planar points, a rectangle with minimum area that encloses at least \( (n - t) \) points. The uncovered points are regarded as outliers. We present an exact algorithm with runtime \( O(kt^3 + ktn + n^2 \log n) \), assuming that no three points lie on the same line. Here \( k \) denotes the number of points on the first \( (t + 1) \) convex layers. We further propose a sampling algorithm with runtime \( O(n + \text{poly}(\log n, t, 1/\epsilon)) \), which with high probability finds a rectangle covering at least \( (1 - \epsilon)(n - t) \) points with at most the exact optimal area.
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1. Introduction

In this work, we consider the problem of partial minimum enclosing rectangle, which is a generalization of classic minimum enclosing rectangle to the cases where there are outliers. Outliers have attracted increasing attention in the studies of computational geometry, and a recent trend is to combine shape fitting tasks (see [1] for what these task are) and outlier detection. Examples include the projective clustering [2], unit disk cover [3, 4], \( k \)-center/means/median clustering [5, 6], subspace approximation [7], minimum enclosing ball [8] and
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subspace clustering \cite{9}. As the geometric shapes are sensitive to outliers, removing outliers can sometimes greatly improve the quality of the output.

The classic minimum enclosing rectangle (MER) or parallelogram (MEP) is of interest in digital signal processing \cite{10,11} and computer graphics \cite{12,13,14}. It works as a preprocessing to obtain a bounding box for the input point cloud \cite{11}. For 2D points, the objective is to find a rectangle \cite{15} or parallelogram \cite{10} of minimum area that circumscribes all or most of the points. For 3D points, the aim is to find a hyper-rectangle \cite{16} or parallelepiped \cite{17} of minimum volume.

In \cite{18}, Kaplan et al. consider a relatively restricted case where the rectangle is axis parallel and gives an $O(n^{5/2} \log^2 n)$ exact algorithm. In \cite{10}, Schwarz gives an exact algorithm to find a parallelogram of minimum area that encloses a convex polygon. The algorithm is linear with respect to the number of vertices of the convex polygon. Together with the $O(n \log N)$-time algorithms in \cite{19} or \cite{20}, where $N$ denotes the convex hull size, we can find the MEP of $n$ planar points in $O(n \log N)$ time by finding the convex hull first and then its minimum enclosing parallelogram.

For the outlier cases, there was an $O(n + t^2 n)$-time algorithms for MER \cite{21}, under the assumption that the rectangle is axis-parallel. The runtime was later improved to $O(n + t^3 \log^2 n)$ for the cases $t < n/ \log^2 n$ \cite{22}. Finding MER of arbitrary orientation leads to a significantly higher runtime of $O(n^2 t^2 + n^2 t \log n)$ for $t < n/2$ \cite{15}.

1.1. Notations and Problem Formulation

Let $X$ be the input set of $n$ planar points and $t$ be the number of outliers. Besides, $N$ denotes the convex hull size of $X$ and $k = k(X, t)$ denotes the number of points on the first $(t + 1)$ convex layers (see \cite{23} for the definition of convex layer, we also restate it in Appendix \[B\]). We assume $t < n/2$ as in general there are more inliers than outliers. The main problem is defined below.

**Definition 1** (Minimum Enclosing Rectangle (Parallelogram) with Outliers).

*Given a set $X$ of $n$ planar points and an integer parameter $t$, the task is to find*
a rectangle (parallelogram) with the minimum area that covers at least \((n - t)\) points.

We use \(\text{MER}(X, t)\) to denote the problem itself, \(\text{sol}^*(X, t)\) to denote the optimal solution and \(\text{opt}(X, t)\) to denote the optimal area. Besides, we use uppercase letters \(X, L, R, J, H, G, M, \Lambda\) and \(\Gamma\) to indicate a collection of objects (such as sets, lists, arrays) in this paper. For a list \(L\), we use \(L_i\) to denote its \(i\)-th element. For three distinct points \(O, A, B\), we use \(\angle AOB\) (in radians) to denote the clockwise angle from the ray \(OA\) to the ray \(OB\).

### 1.2. Our Contributions

We give an exact algorithm to \(\text{MER}(X, t)\). When \(t < n/2\), its time complexity is \(O(nt^3 + n^2t + n^2\log n)\), better than \(O(n^2t^2 + n^2t\log n)\) in \([15]\). Both complexities are computed for the cases where there are no three collinear points. The major difference between our work and \([15]\) is that we define the notion of valid pairs and prove there are at most \(O(nt)\) of them. Using valid pairs, we can locate one side of the rectangle. For recent results on the minimum enclosing rectangle, we refer the readers to Table 1.

**Theorem 1.** Given a set of \(n\) points, we can find its MER with \(t\) outliers in time \(O(kt^3 + ktn + n^2\log n)\), where \(k = k(X, t)\) is the number of points on the
Table 1

| Orientation | Paper | Restriction | Time Complexity |
|-------------|-------|-------------|-----------------|
| axis-parallel | [22] | $t < n/2$ | $O(n + t^4 \log^2 t)$ |
|             | [22] |             | $O(n^3 \log^2 n)$ |
|             | [24] |             | $O(n^3)$ |
|             | [25] |             | $O(n^2 \log n)$ |
|             | [26] |             | $O(n(n - t)^2 \log n + n \log^2 n)$ |
| arbitrary    | [25] |             | $O(n^3 \log n + n^3(n - t)/2\sqrt{\log(n - t)})$ |
|             | [15] |             | $O(n^2 \log n + nt^2(n - t) + nt(n - t) \log(n - t))$ |
| this work    | $t < n/2$ |             | $O(n^2 \log n + n^2 t + nt^3)$ |

first $(t + 1)$ convex layers.

Though $k$ can be as large as $n$ in the worst case, in general it is much smaller. See Remark 1 for a discussion of this. When $k, t \ll n$, the $n^2 \log n$ term becomes dominant in the time complexity and the algorithm is not adequately efficient for implementation. We therefore sample the point set uniformly at random and show an $O(n + \text{poly}(\log n, t, 1/\epsilon))$-time approximation algorithm.

**Theorem 2.** There is a sampling algorithm which, given a set $X$ of $n$ points, with probability at least $(1 - 3/n)$, finds a rectangle of area at most $\text{opt}(X, t)$ such that the number of enclosed points is between $(n - t)(1 - \epsilon)$ and $(n - t + 1)$, in time $O(n + \text{poly}(\log n, t, 1/\epsilon))$.

2. Preliminaries

The observation is a result from [27], which concerns the relative position between the MER and the convex hull. See Figure 1 for illustration.

**Lemma 1** ([27, Theorem 2.1]). For any given planar point set $X$ and its convex hull $\text{CH}(X)$, there exists a MER such that one of its four sides must contain a side of $\text{CH}(X)$, and each of the other side must pass a vertex of $\text{CH}(X)$.
3. Algorithm

We shall analyze what properties the optimal solution must satisfy and build the algorithm along the way. We will ignore the cases where there are collinear points in the discussion of the geometric properties of our concerned problem. It is common to ignore the degenerate or corner cases, for instance, such practice was thoroughly adopted in [28]. For completeness, we shall discuss in Appendix A how to modify the algorithm to remove the assumption. Below is a direct generalization of Lemma 1 to the outlier case.

**Corollary 1.** The optimal solution $\text{sol}^*(X, t)$ and the convex hull of the $(n - t)$ enclosed points have the same positional relation as described in Lemma 1.

For further discussion, we define the enclosed and excluded areas. We also illustrate the notion in Figure 2.

**Definition 2 (Enclosed/Excluded Area).** For the open areas divided by a line or a simple polyline, the one containing more points is called the enclosed area, the union of the others is called the excluded area.

We let $P_1P_2$ denote the side of the convex hull that is covered by one side of $\text{sol}^*(X, t)$, $P_3$ denote the point that is passed through by the opposite side, $P_4$ and $P_5$ denote the points that are on the other two sides respectively. See Figure 2 for illustration. For the number of enclosed points, we have the following lemma.

**Lemma 2.** $\text{opt}(X, t)$ is either $(n - t)$ or $(n - t + 1)$.

**Proof.** By Definition 1 we have $\text{opt}(X, t) \geq n - t$. If more than $(n - t + 1)$ points are enclosed, then moving a side inwards will exclude at most 2 points (recall we assume there are no three collinear points), resulting in a smaller rectangle enclosing at least $(n - t)$ points, contradicting the optimality of $\text{sol}^*(X, t)$. 

While the optimal rectangle may enclose $(n - t)$ or $(n - t + 1)$ points, for simplicity, we will only discuss the situation where the rectangle encloses $(n - t)$
points in Section 3.1 and 3.2. The analysis and algorithms can be applied to the case of \((n - t + 1)\) points, simply by replacing \(t\) with \((t - 1)\) in \((n - t)\). As there are at least \((n - t)\) points (including \(P_1, P_2\) and \(P_3\)) between the line \(P_1P_2\) and its parallel through \(P_3\), at most \(t\) points therefore lie in the excluded area of the line \(P_1P_2\). We next give the definition of valid pair.

**Definition 3** (Valid Pair). *Given a pair of points \((P_1, P_2)\), if the excluded area of the line \(P_1P_2\) contains at most \(t\) points, then \((P_1, P_2)\) is called a valid pair.*

The points \(P_1, P_2, P_3, P_4\) and \(P_5\) which are on the sides of a rectangle that encloses \((n - t)\) points must satisfy the following conditions. First, \((P_1, P_2)\) must be a valid pair. Second, there are at least \((n - t)\) points (including \(P_1, P_2, P_3\)) between the line \(P_1P_2\) and its parallel through \(P_3\). Third, \(P_4\) and \(P_5\) must lie between the line \(P_1P_2\) and its parallel through \(P_3\).

After finding the five points, we can then determine the four sides of the rectangle. We draw one line passing through \(P_1\) and \(P_2\), and then a parallel through \(P_3\), and two perpendicular lines through \(P_4\) and \(P_5\) respectively. The enclosed area of the four lines is the desired rectangle.

### 3.1. Searching for \(P_1\) and \(P_2\)

We now discuss how to find all the valid pairs \((P_1, P_2)\). The technique we used here is known as rotating calipers [27], a powerful tool widely employed in solving problems of computational geometry. For a given point \(P_1\) and an arbitrary but fixed point \(P_0 \in X \setminus \{P_1\}\), we divide the plane into two open halves. The open half plane on the clockwise side of the ray \(P_1P_0\) is referred to as its right side, the other its left side. We then sort the points on the left and the right sides respectively in the clockwise order around \(P_1\). The left and right sorted lists are denoted by \(L\) and \(R\) accordingly.

We start \(P\) from \(P_0\) and rotate ray \(P_1P\) around \(P_1\) for a half circle. During the rotation, we use \(P_2\) to keep the latest point met by line \(P_1P\). The lists \(L\) and \(R\) are also updated to store points on the left and the right sides of the rotating ray \(P_1P\) respectively. The clockwise angle \(\angle L_1P_1R_1\) indicates whether
Algorithm 1 Searching for all valid pairs \((P_1, P_2)\)

1: function \(\text{Valid-Pairs}(X, t)\)  
2: \(\Lambda \leftarrow \emptyset\)  \(\triangleright \) the set is to collect all the valid pairs
3: for \(P_i\) in \(X\) do
4: \(P_0 \leftarrow \) arbitrary point in \(X \setminus \{P_i\}\)  \(\triangleright \) starting point of the rotation
5: \(L, R \leftarrow \) points in \(X \setminus \{P_0, P_i\}\) on the left and right side of ray \(P_0P_i\)
6: Sort \(L\) and \(R\) respectively in increasing order of the clockwise angle around \(P_0\)
7: \(n_L \leftarrow |L|, n_R \leftarrow |R|\)  \(\triangleright \) \(n_L\) and \(n_R\) record the size of \(L\) and \(R\)
8: while the clockwise angle \(P_1P_0P_2 < \pi\) do
9: if \(\angle L_1P_0R_1 < \pi\) then  \(\triangleright \) determine whether line \(P_1P\) meets \(R_1\) or \(L_1\) next
10: \(P_2 \leftarrow R_1\)
11: pop \(R_1\) from \(R\) and add it to the end of \(L\)
12: \(n_R \leftarrow n_R - 1, n_L \leftarrow n_L + 1\)
13: else
14: \(P_2 \leftarrow L_1\)
15: pop \(L_1\) from \(L\) and add it to the end of \(R\)
16: \(n_R \leftarrow n_R + 1, n_L \leftarrow n_L - 1\)
17: if \(n_L \leq t\) then
18: add \((P_1, P_2, n_L, R)\) into \(\Lambda\)
19: if \(n_R \leq t\) then
20: add \((P_1, P_2, n_R, L)\) into \(\Lambda\)
21: return \(\Lambda\)

\(L_1\) or \(R_1\) will be first hit by the rotating line \(P_1P\) and thus which side the next \(P_2\) should come from. If \(\angle L_1P_1R_1 < \pi\), the next \(P_2\) will come from the right side, and else if \(\angle L_1P_1R_1 > \pi\), the left side. Note that under the assumption that no three points lie on the same line, \(\angle L_1P_1R_1\) can never be \(\pi\). The point \(P_2\) will be popped from the head of the list and then added to the end of the other list on the opposite side. The size of the first list will decrease by 1 and that of the second will increase by 1. We use two auxiliary variables \(n_L\) and \(n_R\) to record the sizes of \(L\) and \(R\) respectively. When \(n_L \leq t\) or \(n_R \leq t\), we can conclude that \((P_1, P_2)\) is a valid pair.

Iterating the process over \(P_i \in X\), we can find all the valid pairs \((P_1, P_2)\) and store them in set \(\Lambda\). For further convenience, we also record the set of points in the enclosed area. The algorithm is presented in Algorithm 1. We also illustrate the rotation of ray \(P_1P\) by an example in Figure 3.
3.2. Finding $P_3$, $P_4$ and $P_5$

First, $P_3$, $P_4$ and $P_5$ must be in the enclosed area of the line $P_1P_2$. Without loss of generality, we may assume $P_4$ is on the left of $P_5$ along the direction of the ray $P_1P_2$. Furthermore, $P_3$ is among the $(t+1)$ farthest points from the line $P_1P_2$, $P_4$ is among the $(t+1)$ leftmost points and $P_5$ is among the $(t+1)$ rightmost points. We can use the well-known min or max heap to find all the candidates for $P_3$, $P_4$ and $P_5$. For further convenience, the candidates for $P_3$ are then stored in a linked list, in the decreasing order of their distance to the line $P_1P_2$. So are the candidates for $P_4$ and $P_5$, both of which are ordered from left to right.

When $P_1$, $P_2$ and $P_4$ are given, there can be at most $(t+1)$ pairs of $(P_3, P_5)$ such that the rectangle encloses $(n-t)$ points. We let $x \leq t$ denote the number of points excluded by line $P_1P_2$ and the perpendicular line through $P_4$. We show how to find all the pairs $(P_3, P_5)$. We claim that we can skip the first $x$ candidates for $P_5$. Indeed, if we choose any of the first $x$ candidates as $P_5$, there will be at least $(t+1-x)$ another excluded points, resulting in at least $(t+1)$ excluded points in total. We therefore initialize $P_5$ as the $(x+1)$-th candidate, and $P_3$ as the 1st candidate. The total number of excluded points is now $t$. Whenever we go to the next candidate for $P_5$, we need to check whether it is between the line $P_1P_2$ and the parallel through $P_3$. If it is, then the number of excluded points will decrease by 1 or 2, depending on whether 1 or 2 points will be included when moving the perpendicular line outwards. If not, the number does not change. We continue moving $P_3$ to the next candidate until the number
Algorithm 2 Searching for $P_3$, $P_4$ and $P_5$

1: function Enclose($M, t, P_1, P_2, m$) \Comment{m is the number of points in the excluded area of line $P_1P_2$}
2: $J \leftarrow$ the $(t + 1)$ leftmost points in $M$ along the direction of ray $P_1P_2$
3: $H \leftarrow$ the $(t + 1)$ rightmost points in $M$ along the direction of ray $P_1P_2$
4: $G \leftarrow$ the $(t + 1)$ farthest points in $M$ from line $P_1P_2$
5: store $J$ and $H$ in two linked lists, both are ordered from left to right
6: store $G$ in a linked list, whose point are in the decreasing order of their distance to $P_1P_2$
7: $\Gamma \leftarrow \emptyset$
8: for $i \leftarrow 1, 2, \ldots , t + 1$ do
9: $P_4 \leftarrow J_i$
10: $x \leftarrow$ the number of points excluded by line $P_1P_2$ and the perpendicular line through $P_4$
11: $c \leftarrow t + 1$ \Comment{$c$ stores the number of excluded points}
12: $k \leftarrow 1$ \Comment{initialize the index of the candidate for $P_3$}
13: for $j \leftarrow x + 1, \ldots , t + 1$ do
14: $P_5 \leftarrow H_j$
15: if $P_5$ lies between the line $P_1P_2$ and the parallel through $P_3$ then
16: if $j < t + 1$ and ($H_{j+1}$ is between line $P_1P_2$ and the parallel through $P_3$) and ($H_jH_{j+1}$ is perpendicular to $P_1P_2$) then
17: $c \leftarrow c - 2$
18: else
19: $c \leftarrow c - 1$
20: while $c < t$ and $k < t + 1$ do
21: if $G_k$ is between the perpendicular lines through $P_4$ and $P_5$ then
22: if $G_kG_{k+1}$ is parallel to $P_1P_2$ then
23: $c \leftarrow c + 2$
24: $k \leftarrow k + 2$
25: else
26: $c \leftarrow c + 1$
27: $k \leftarrow k + 1$
28: if $c = t$ then
29: $P_3 \leftarrow G_k$
30: add ($P_3, P_4, P_5$) to $\Gamma$
31: return $\Gamma$

of excluded points becomes at least $t$. We repeat moving $P_5$ and $P_3$ this way. The whole process is presented in Algorithm 2.

3.3. Finding MER

We finally enumerate all possible combinations of $P_1$, $P_2$, $P_3$, $P_4$ and $P_5$, and find the one of the minimum area among all the rectangles which encloses $(n - t)$ or $(n - t + 1)$ points. The overall algorithm is presented in Algorithm 3.
Algorithm 3 Partial-MER

Require: a planar point set $X$, the number of outliers $t$.
1: $A \leftarrow +\infty$
2: rec* ← nil $\triangleright$ Initialize the area of the rectangle
3: for $(P_1, P_2, m, M)$ in valid-pairs($X$, t) do $\triangleright$ Algorithm 1
4: for $(P_3, P_4, P_5)$ in enclose($M$, t, $P_1$, $P_2$, m) $\cup$ enclose($M$, t - 1, $P_1$, $P_2$, m) do $\triangleright$ Algorithm 2
5: rec ← the rectangle with $P_1$ and $P_2$ on one side, $P_3$ on the opposite side, $P_4$ and $P_5$ on the two perpendicular sides respectively
6: if area(rec) < $A$ then
7: rec* ← rec
8: $A \leftarrow$ area(rec)
9: return para*

Notice that the rectangle with overlapping points on its sides is merely a special case of the ones where the six points do not overlap. The algorithm can be adapted to the overlapping cases and this will only increase a constant factor to the overall time complexity.

4. Time Analysis of Algorithm 3

In order to enclose $(n - t)$ or $(n - t + 1)$ points, there must be at most $t$ points in the excluded area of the line $P_1P_2$. In another word, $(P_1, P_2)$ is a valid pair. For a fixed point $P_1$, we let ray $P_1P$ rotate a half circle around $P_1$ in the clockwise order. In the rotation, the points met by line $P_1P$ in order are marked by $X_1, X_2, \ldots, X_{n-1}$ . Let $n_L^{(i)}$ and $n_R^{(i)}$ be the number of points on the left and on the right side of the ray $P_1P$ respectively, when the line $P_1P$ meets $X_i$ during the rotation. The following lemma tracks how $n_L^{(i)}$ and $n_R^{(i)}$ change in the process.

**Lemma 3.** Rotate the ray $P_1P$ in the clockwise order. The line $P_1P$ will meet the points of $X \setminus \{P_1\}$ in the sequence of $X_1, X_2, \ldots, X_{n-1}$. Let $n_L^{(i)}$ and $n_R^{(i)}$ be the number of points on the left and right side of the ray $P_1P$ respectively, when the line $P_1P$ meets the point $X_i$. Then

$$n_L^{(i)} = n_L^{(i-1)} + \delta_i \quad \text{and} \quad n_R^{(i)} = n_R^{(i-1)} - \delta_i,$$
where
\[
\delta_i = \begin{cases} 
1, & \text{if } X_i \text{ is previously on the right side of the ray } P_1P; \\
-1, & \text{if } X_i \text{ is previously on the left side of the ray } P_1P;
\end{cases}
\]

Suppose there is a point \( P_0 \neq P_1 \) such that there are \( s \) points on the right side of ray \( P_1P_0 \), where \( s \leq t \). We initialize \( P \) to be \( P_0 \) and rotate \( P \) around \( P_1 \) by 180 degree. The line \( P_1P \) sweeps over all the points except \( P_1 \). And the initial left side of ray \( P_1P \) becomes the right side. This indicates that there are finally \( (n-s-2) \) points on the right side, that is, \( n^{(n-1)}_R = n-s-2 \). We are now ready to prove an auxiliary lemma, by which we further prove that there are not too many valid pairs.

**Lemma 4.** Suppose a sequence of numbers \( x_1, x_2, \ldots, x_{n-1} \) satisfies that \( x_1 = s, x_{n-1} = n-s-2, x_{i+1} - x_i \in \{-1, 1\} \). When \( s \leq t \), there are at most \((2t+1)\) indices \( i \) satisfying \( x_i \leq t \).

**Proof.** We let \( i^* \) denote the largest index \( i \) such that \( x_i \leq t \). Then we have \( x_{n-1} - x_{i^*} \geq n-s-2-t \geq n-2t-2 \). On the other hand, \( x_{n-1} - x_{i^*} = \sum_{i=i^*}^{n-2} (x_{i+1} - x_i) \leq \sum_{i=i^*}^{n-2} 1 \leq n-i^* - 1 \). By the two inequalities, we have \( i^* \leq 2t+1 \) and the possible \( i \) satisfying \( x_i \leq t \) can only be in \( i \in \{1, 2, \ldots, 2t+1\} \). \( \square \)

The bound can be applied to both the left and the right sides of ray \( P_1P \). Therefore we have the following corollary.

**Corollary 2.** Given a fixed \( P_1 \), there are at most \( 2 \cdot (2t+1) = 4t+2 \) valid pairs \( (P_1, P_2) \).

Besides, we have the following observation on the position of \( P_1 \).

**Lemma 5.** \( P_1 \) can only be on the first \( (t+1) \) convex layers of \( X \).

**Proof.** If \( P_1 \) is inside the \( (t+1) \)-th convex layer, then any line \( \ell \) through \( P_1 \) must intersect each of the first \( (t+1) \) convex layers. Therefore, on any side of \( \ell \), there must be at least one point from each of the first \( (t+1) \) convex layers. In total, there would be at least \((t+1)\) points, which contradicts the fact that \( (P_1, P_2) \) is
a valid pair. We therefore conclude that \( P_1 \) must be on the first \((t + 1)\) convex layers.

We can now bound the total number of valid pairs.

**Corollary 3.** There are in total \( O(tk) \) valid pairs \((P_1, P_2)\).

**Proof.** Each valid pair \((P_1, P_2)\) is counted twice when \( P_1 \) is fixed and when \( P_2 \) is fixed. Thus there are \( \frac{1}{2} \cdot (4t + 2) \cdot k = (2t + 1)k \) valid pairs in total.

**Remark 1.** Since \( k \leq n \), the estimate in the preceding corollary is \( O(nt) \). We show that this bound cannot be substantially improved. Let \( A_1, \ldots, A_n \) be the \( n \) vertices of a convex polygon in clockwise order, then \( k = n \) in this case. Note that if the number of points strictly on one side of line \( A_iA_j \) is no more than \( t \), there would be at most \( t \) other vertices between \( A_i \) and \( A_j \). The total number of valid pairs \( \{A_i, A_j\} \) is exactly \( n(t + 1) = \Theta(kt) = \Theta(nt) \).

However, the situation above where there is only one single convex layer is very rare. Usually, \( k \) is much smaller than \( n \). It is known that the expected convex hull size of \( n \) points sampled from a general convex body in the plane is \( O(n^{2/3}) \) \[^{29}\]. A direct corollary is that \( \mathbb{E}k = O(tn^{2/3}) \), much smaller than \( n \) when \( t \ll n^{1/3} \). Another example of \( k \ll n \) is when \( n \) points are randomly sampled from a component independent distribution on the plane. Under such conditions, the expected size of the \( i \)-th convex layer is proved to be \( O(i^2 \log(n/i)) \) \[^{30}\]. Consequently, \( \mathbb{E}k = O(t^3 \log(n/t)) \).

The following observations are direct and simple. First, \( P_3, P_4 \) and \( P_5 \) are in the enclosed area of line \( P_1P_2 \). Second, \( P_3 \) is among the \((t + 1)\) farthest points from line \( P_1P_2 \). Third, \( P_4 \) is among the \((t + 1)\) leftmost points along the direction of ray \( P_1P_2 \). Lastly, \( P_5 \) is among the \((t + 1)\) rightmost points along the direction of ray \( P_1P_2 \). Now we prove Theorem

**Theorem** \(^{\text{[restated]}}\). Let \( n = |X| \). Algorithm \(^{\text{[restated]}}\) gives the exact optimal solution to MER\((X,t)\), running in \( O(n^2 \log n + ktn + kt^3) \) time. As \( k \leq n \), it is also \( O(n^2 \log n + n^2t + nt^3) \).
Proof. The correctness is clear because we enumerate over all possible rectangles. We analyze the running time below.

First we consider Algorithm 1 the subroutine to find all valid pairs. For \( P_1 \) and \( P_0 \), finding \( L \) and \( R \) of ray \( P_1 P_0 \) takes \( O(n) \) time (Line 5) and sorting them in the clockwise order respectively takes \( O(n \log n) \) time (Line 6). In the subsequent rotation of \( P_1 P \), updating \( P_2 \), the points on the left side of \( P_1 P \) and the points on the right side of \( P_1 P \) runs in \( O(1) \) time if \( L \) and \( R \) are maintained by linked lists. Hence for each fixed \( P_1 \), Lines 8–20 takes \( O(n) \) time. By enumerating \( P_1 \), Algorithm 1 runs in a total time of \( O(n^2 \log n) \).

Next consider Algorithm 2. Finding the candidates for \( P_3, P_4 \) and \( P_5 \) by the selection algorithm in [31] takes \( O(n) \) time respectively. Further sorting the candidates for \( P_3, P_4 \) and \( P_5 \) takes \( O(t \log t) \) time respectively. Enumerating over \( P_4 \) takes \( O(t) \) time. From Line 12 to Line 30 finding \( P_3 \) and \( P_4 \) such that the rectangle determined by \( P_1, P_2, P_3, P_4 \) and \( P_5 \) encloses \((n - t)\) or \((n - t + 1)\) points takes \( O(t) \) time. Hence, each call to Algorithm 2 takes \( O(n + t \log t + t^2) = O(n + t^2) \) time.

Now we return to the main algorithm (Algorithm 3). Finding all the valid pairs takes \( O(n^2 \log n) \) time, and there are \( kt \) of them. For each single valid pair \( (P_1, P_2) \), we call the enclose function, which runs in \( O(n + t^2) \) time. The total runtime of Algorithm 3 is \( O(n^2 \log n + ktn + kt^3) \). As \( k \leq n \), it is also \( O(n^2 \log n + n^2 t + nt^3) \).

5. A Sampling Algorithm

Although the algorithm given in Section 3 is faster than those in earlier studies, it is still not efficient for large-scale datasets. In this section, we shall present a sampling approach to obtain an approximate solution, which can further reduce the running time when \( n \) is large. To illustrate the idea, we need to introduce the dual problem to the MER(\( X, t \)), the definition of the VC dimension and a few related results.
5.1. Dual Problems

Definition 4 (Dual of MER). Given a set $X$ of $n$ planar points and a positive value $\alpha$, we intend to find the maximum number of points $\kappa(X, \alpha)$ covered by any rectangle with area at most $\alpha$.

Next we explain the relation between the MER($X, t$) problem and its dual problem, assuming the same planar point set. We retain the assumption of no three collinear points. Below are two corollaries of Lemma 2 to be used later.

Lemma 6. Let $\alpha = \text{opt}(X, t)$. Then $\kappa(X, \alpha) \in \{n - t, n - t + 1\}$.

Proof. Notice that we already have a rectangle $\text{sol}^*(X, t)$ of area $\alpha$ that encloses $(n - t)$ or $(n - t + 1)$ points by Lemma 2, therefore it is only possible that $\kappa(X, \alpha) \geq n - t$. On the other hand, if $\kappa(X, \alpha) \geq n - t + 2$, we can move inwards a side on which there at most two points. There remain at least $(n - t)$ points while the area is smaller than $\alpha$, contradicting the area optimality of $\text{sol}^*(X, t)$. Therefore $n - t \leq \kappa(X, \alpha) \leq n - t + 1$. □

In the same spirit, we can prove the following corollary.

Corollary 4. For any rectangle with area no more than $\alpha = \text{opt}(X, t)$, the number of points it encloses can not exceed $n - t + 1$.

5.2. VC Dimension of $(X, R)$

We take the definitions of the range space and VC dimension from [32].

Definition 5. [32, Definition 20.1.1] A range space is a pair $(X, R)$, where $X$ is a ground set and $R$ is collection of subsets of $X$. The elements of $X$ are points and the elements of $R$ are ranges.

Definition 6. [32, Definition 20.1.4] For a range space $(X, R)$ and a subset $Y \subseteq X$, the projection of the range space on $Y$ is defined to be $\{\tau \cap Y | \tau \in R\}$. If the projection $\{\tau \cap Y | \tau \in R\}$ is the power set of $Y$, then we say $Y$ is shattered by $(X, R)$.  
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Figure 4: A convex 10-gon. A rectangle can intersect the 10-gon at no more than 8 points and thus only enclose four continuous sections of the boundary.

**Definition 7.** The VC dimension of a range space \((X, \mathcal{R})\) is the maximum cardinality of a shattered subset of \(X\).

In our case, \(X\) is the given point set. And each element in \(\mathcal{R}\) refers to the set of points in a rectangle, including the vertices and those on the four edges. We need the following lemma to bound the VC dimension of \((X, \mathcal{R})\).

**Lemma 7.** For a convex 10-gon and a rectangle, there are at most 8 intersection points and at most 4 continuous parts of the boundary of the 10-gon lying inside the rectangle.

**Proof.** As the 10-gon is convex, there are at most two intersection points on each side of the rectangle. Besides, if \(I_1, I_2\) and \(I_3\) are three continuous intersection points on the sides of the rectangle, then one of polygon boundary parts \(I_1I_2\) and \(I_2I_3\) must be inside the rectangle and the other must be outside. As there are at most 8 intersection points, the number of parts of the polygon inside the rectangle is at most 4. \(\square\)

**Lemma 8.** The VC dimension of the range space \((X, \mathcal{R})\) is at most 9.

**Proof.** For any given 10 points \(A_1, A_2, \ldots, A_{10}\), there are three cases considering their relative positions.

The first case is that \(A_1, A_2, \ldots, A_{10}\) are the vertices of a convex 10-gon. Without loss of generality, we suppose that they are in the clockwise order
By Lemma 7, there are at most 4 discontinuous parts of the convex 10-gon boundary being enclosed by an arbitrary rectangle. Therefore it is impossible for any rectangle to encloses exactly \( A_1, A_3, A_5, A_7 \) and \( A_9 \), otherwise there would be 5 discontinuous parts of the convex 10-gon enclosed by the rectangle.

The second case is that the ten points are not in the position of a convex 10-gon and no three of them are collinear. Then there are at least two convex layers in the onion structure \[33\]. It is not possible for any rectangle to contain the outermost layer without containing the inner ones.

The third case is that there are three collinear points \( A_1, A_2 \) and \( A_3 \). Without loss of generality, we assume \( A_2 \) lie between \( A_1 \) and \( A_3 \). Then it is not possible for a rectangle to enclose \( P_1 \) and \( P_3 \) while not enclosing \( P_2 \).

In any of the three cases, there is at least one subset that cannot be the intersection of any rectangle and \( \{ A_1, A_2, \ldots, A_{10} \} \). It follows from Definition \[6\] and \[7\] that the maximum cardinality of any shattered subset can not be 10 or larger in any of the three cases. The VC dimension is therefore at most 9. \[\square\]

### 5.3. Approximation Guarantees

We next introduce a sampling result for the dual problem of MER. The following is a discrepancy result for rectangles, slightly modified from an earlier result \[26, \text{Lemma 9}\] for rectangles. We shall discuss its proof at the end of this section.

**Lemma 9.** Let \( s = \min \left( n, \frac{c \cdot n \log n}{\epsilon^2 \kappa(X, \alpha)} \right) \), where \( c \) is some absolute constant, and \( S \) be a random sample of \( X \) with \( s \) points. Then with probability at least \((1 - 1/n)\), it holds for each rectangle \( P \) of area at most \( \alpha \) that \(|P \cap X|/n - |P \cap S|/s| \leq \epsilon \cdot \kappa(X, \alpha)/n\).

**Proof.** The proof is almost identical to the case in \[26, \text{Lemma 9}\], except that they concern the axis-aligned rectangle while the rectangle here is of arbitrary orientation. The proof in fact works for a general range space (see \[34, \text{Theorem 2.11}\]) with a sample size \(|S|\) of the same order, provided that the VC dimension
is a constant. Indeed the VC dimension of \((X, \mathcal{R})\) is at most 9 as stated in Lemma 8.

Now we show our main result of approximation.

**Lemma 10.** Let \(n = |X|\) and assume that \(t \leq n/2\). Let \(S\) be a random sample of \(X\) such that \(|S| = \min(n, c\epsilon^{-2} \log n)\), where \(c\) is an absolute constant. Moreover, suppose that \(t' = (\frac{t}{n} + \epsilon - \frac{\epsilon t}{n})|S|\) is an integer. It holds with probability at least \(1 - 3/n\) that \((n - t)(1 - \epsilon) \leq |\text{sol}^*(S, t') \cap X| \leq n - t + 1\).

**Proof.** Let \(n = |X|\). The rectangle \(P^* = \text{sol}^*(X, t)\) has area \(\alpha = \text{opt}(X, t)\) and encloses the most number of points of \(X\). By Corollary 6 it must hold that

\[n - t \leq |P^* \cap X| = \kappa_{\alpha}(X) \leq n - t + 1.\]

Applying Lemma 9 to \(P\), we conclude that when

\[|S| = s = \min \left(n, \frac{c n \log n}{\epsilon^2 \kappa_{\alpha}(X)}\right) \leq \min \left(n, \frac{2c \log n}{\epsilon^2}\right),\]

with probability at least \(1 - \frac{1}{n}\),

\[\frac{|P^* \cap S|}{|S|} \geq \frac{|P^* \cap X|}{|X|} - \frac{|P^* \cap X|}{|X|} \cdot \epsilon = \frac{\kappa_{\alpha}(X)}{n} \cdot (1 - \epsilon),\]

therefore

\[|P^* \cap S| \geq \frac{\kappa_{\alpha}(X)}{n} \cdot (1 - \epsilon)s.\]

Next we let \(p^*\) denote the rectangle of area at most \(\alpha\) that encloses the most number of points of \(S\). Then by Corollary 4

\[|p^* \cap X| \leq n - t + 1.\]

On the other hand, by the definition of \(p^*\) we have

\[|p^* \cap S| \geq |P^* \cap S| \geq \frac{\kappa_{\alpha}(X)}{n} \cdot (1 - \epsilon)s.\]

Since \(\text{sol}^*(S, t')\) is the smallest rectangle enclosing at least \(s - t' = (1 - \frac{t}{n}) (1 - \epsilon)s\) points of \(S\) and \(p^*\) encloses at least

\[\frac{\kappa_{\alpha}(X)}{n} \cdot (1 - \epsilon)s \geq \left(1 - \frac{t}{n}\right) (1 - \epsilon)s.\]
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points of $S$, it must hold that

$$\text{opt}(S, t') \leq \text{area}(p^*) \leq \alpha.$$ 

Then we can apply Lemma 9 to $\text{sol}^*(S, t')$ as its area is no more than $\alpha$. Overall with probability at least $(1 - 3/n)$, we have

$$|\text{sol}^*(S, t') \cap X| \geq (n - t)(1 - 2\epsilon) - \epsilon.$$ 

On the other hand, by Corollary 4, we conclude that

$$|\text{sol}^*(S, t') \cap X| \leq n - t + 1.$$ 

Replacing $\epsilon$ by some $O(\epsilon)$ with a constant scaling, then $[(n - t)(1 - 2\epsilon) - \epsilon]$ can be rewritten as $(n - t)(1 - \epsilon).$ 

**Remark 2.** Removing the assumption of no three collinear points, we see that it continues to hold $\kappa_\alpha(X) \geq n - t$ and the proof of Lemma 10 still goes through, that is, it continues to hold that $|\text{sol}^*(S, t') \cap X| \geq (n - t)(1 - \epsilon)$. 

**Remark 3.** The left inequality (i.e. the lower bound) continues to hold without the assumption of three collinear points. See Subsection 5.2 for discussion. 

In the light of Lemma 10 we can apply the algorithm in Section 3 to $S$ and obtain an approximate solution.

**Theorem 2** (restated). There is a sampling algorithm which, given a set $X$ of $n$ points, with probability at least $(1 - 3/n)$, finds a rectangle of area at most $\text{opt}(X, t)$ such that the number of enclosed points is between $(n - t)(1 - \epsilon)$ and $(n - t + 1)$, in time $O\left(\left(\frac{\log n}{\epsilon^2}\right)^4(\frac{4}{n} + \epsilon)^3 + n\right)$. 

**Proof.** The number of enclosed points is guaranteed by Lemma 10 with a rescale of $\epsilon$. Next we analyze the runtime.

First of all, sampling $s$ points takes $O(n)$ time, where $s = O\left(\frac{\log n}{\epsilon^2}\right)$. Next, we aim to solve the problem $\text{MER}(S, t')$ where $t' = (\epsilon + \frac{4}{n} - \frac{4\epsilon}{n})s$, for which we apply Theorem 1 and see that the runtime is...
\[
O \left( st^3 + s^2 t' + s^3 \log s \right)
\]
\[
= O \left( \left( \frac{\log n}{\epsilon^2} \right)^4 \left( \frac{t}{n} + \epsilon \right)^3 + \left( \frac{\log n}{\epsilon^2} \right)^3 \left( \frac{t}{n} + \epsilon \right) + \left( \frac{\log n}{\epsilon^2} \right)^2 \log \frac{\log n}{\epsilon^2} \right)
\]
\[
= O \left( \left( \frac{\log n}{\epsilon^2} \right)^4 \left( \frac{t}{n} + \epsilon \right)^3 \right).
\]

The last equation is because

\[
\frac{\left( \frac{\log n}{\epsilon^2} \right)^3 \left( \frac{t}{n} + \epsilon \right)}{\left( \frac{\log n}{\epsilon^2} \right)^2 \log \frac{\log n}{\epsilon^2}} = \frac{\log n \left( \frac{t}{n} + \epsilon \right)}{\log \frac{\log n}{\epsilon^2}} > \frac{\log n \left( \frac{t}{n} + \epsilon \right)}{\log \frac{\log n}{\epsilon^2}} = \frac{\log n}{\epsilon} \cdot O \left( \log \frac{\log n}{\epsilon} \right) > \Omega(1)
\]

and

\[
\frac{\left( \frac{\log n}{\epsilon^2} \right)^4 \left( \frac{t}{n} + \epsilon \right)}{\left( \frac{\log n}{\epsilon^2} \right)^2 \log \frac{\log n}{\epsilon^2}} = \frac{\left( \frac{\log n}{\epsilon^2} \right)^2 \left( \frac{t}{n} + \epsilon \right)^3}{\log \frac{\log n}{\epsilon^2}} > \frac{\log n \cdot \log n}{\epsilon} \cdot O \left( \log \frac{\log n}{\epsilon} \right) > \Omega(1)
\]

Therefore the total runtime is \( O \left( \left( \frac{\log n}{\epsilon^2} \right)^4 \left( \frac{t}{n} + \epsilon \right)^3 + n \right). \)
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Appendices

A. Removing the Assumption of No Three Collinear Points

Now we remove the assumption that no three points are collinear. We shall highlight the changes to the algorithm instead of rewriting the pseudocodes. The main change is in the function of $\text{Valid-Pairs}$. Inside of having only two points $P_1$ and $P_2$ on the rotating ray, there could be more points on the line $P_1P_2$. Suppose that

$$L = (A_1, A_2, \ldots, A_s, A_{s+1}, \ldots), \quad R = (B_1, B_2, \ldots, B_r, B_{r+1}, \ldots),$$

where $A_1, \ldots, A_s$ and $B_1, \ldots, B_r$ are collinear with $P_1$. We shall append the current boundary points (points on the rotating ray) to $L$ and/or $R$ and remove $A_1, \ldots, A_s$ from $L$ and $B_1, \ldots, B_r$ from $R$, yielding the new left and right sides

$$L' = (A_{s+1}, A_{s+2}, \ldots), \quad R' = (B_{r+1}, B_{r+2}, \ldots).$$

If one of them contains at most $(t + 2)$ points, we shall create a new valid pair $(P_1, A_i)$ for every $i \leq s$ and $(P_1, B_j)$ for every $j \leq r$. Continuing rotating the ray $P_1P$ to the next stopping position, we shall append $(A_1, \ldots, A_s)$ to $R'$ and $(B_1, \ldots, B_r)$ to $L'$.

Another change concerns finding $H$ consisting of the farthest point from $P_1P_2$. Originally we need only to keep $(t+2)$ points, since it will include all points that are at least farther than the $(t+1)$-st farthest point. Without the assumption that no three points are collinear, we need to include all points that are at least farther than the $(t+1)$-st farthest point. Hence we can again maintain a min-heap of size $(t+1)$, so that scanning through all points we obtain a correct $(t+1)$-st farthest point to $P_1P_2$. Then we need an additional $O(n)$ scan over all points to include all points of the same distance away from $P_1P_2$ as the $(t+1)$-st farthest point. We note that the time complexity of $\text{Valid-Pairs}$ remains the same up to a constant.

The last change is inside the function $\text{Para}$, instead of checking $J_i$ and $J_{i+1}$
for $Q_3$, we shall need to check all points in $J$ of the same distance as $J_{i+1}$ from the line $P_1P_2$.

We remark that it is no longer true there are at most $O(nt)$ valid pairs for each $P_1$. In the worst case, if $\Theta(n)$ points are collinear, there could be $\Theta(n^2)$ valid pairs. For real-world data, however, this hardly happens. As shown in Remark 11, the average number of valid pairs is significantly smaller than the worst case bound.

B. The Definition of Convex Layers

Definition 8 ([23]). Given a finite Euclidean point set $X$, the first convex layer is defined to be the convex hull of $X$. And the $t$-th convex layer is defined to be the convex hull of the rest of $X$, after the points on the first $(t-1)$ convex layers are removed. The collection of these convex layers is called the onion of $X$. And the size of this collection is defined as the convex depth of $X$. When there is no remaining point after those on the first $(t-1)$ convex layers are removed, the $t$-th and subsequent convex layers are simply the empty set by definition.