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Abstract—Face presentation attack detection (PAD) plays an important role in defending face recognition systems against presentation attacks. The success of PAD largely relies on supervised learning that requires a huge number of labeled data, which is especially challenging for videos and often requires expert knowledge. To avoid the costly collection of labeled data, this paper presents a novel method for self-supervised video representation learning via motion prediction. To achieve this, we exploit the temporal consistency based on optical flow. The obtained frames are then transformed into grayscale images where each image is specified to three different channels such as R(red), G(green), and B(blue) to form a dynamic grayscale snippet (DGS). Motivated by this, the labels are automatically generated to increase the temporal diversity based on DGS by using the different temporal lengths of the videos, which prove to be very helpful for the downstream task. Benefiting from the self-supervised nature of our method, we report the results that outperform existing methods on four public benchmarks, namely, Replay-Attack, MSU-MFSD, CASIA-FASD, and OULU-NPU. Explainability analysis has been carried out through LIME and Grad-CAM techniques to visualize the most important features used in the DGS.

I. INTRODUCTION

Facial recognition technology has been employed for numerous real-world applications, such as airport passenger screening, mobile phones, banking, and law enforcement surveillance. However, recent studies show that face recognition systems are vulnerable to presentation attacks, such as silicone masks, replay of video, and photo attacks. In particular, these spoofing attacks pose a great threat to face recognition systems and can throw off the technology. To protect the face recognition systems against spoofing attacks, many software-based or hardware-based methods have been introduced [18], [43], [37], [19]. These methods provide an improved detection but their performances degrade drastically under real-world variations (e.g., the quality of video recording devices and illuminations). Thus, facial recognition technology needs to be reinforced with presentation attack detection (PAD) techniques to secure the existing face biometric systems.

One way to address the problem of spoofing consists of using temporal feature learning. The existing countermeasures can be roughly divided into three main categories: (i) extracting dynamic features through CNN network, e.g., based on optical flow [18], (ii) using Spatio-temporal features based on two-stream CNN [17], and (iii) learning long-range (sequential) data e.g., through Recurrent Neural Networks (RNN) [24]. Indeed, the widespread adoption of temporal feature learning for face PAD in supervised settings has achieved excellent results. However, the success of supervised feature learning relies on massive amounts of manually labeled data, which is expensive and requires great effort. Alternatively, a prominent paradigm is the so-called self-supervised learning (SSL) which aims to empower machines without explicit annotations and has shown potential in both image and video domains [30]. SSL can be separated into two main categories: exploiting context and videos.

Various methods have been proposed in context-based self-supervised learning by designing image-specific pretext tasks such as colorizing gray images, image in-painting, jigsaw puzzles of image patches, and rotations of images. Compared with static images, video-specific pretext tasks (e.g., predicting clip orders, time arrows, and paces) provide richer sources of “supervision” [15]. Therefore, it is not trivial to expand the image-based approaches directly to the video domain due to dynamic and fine-grained movements or actions [30]. In order to avoid human labeling, Walker et al [36] proposed to estimate the motion information based on dense optical flow. Their approach avoids data annotation by employing a convolutional neural network (CNN) for motion prediction. However, the optical flow algorithm increases computational complexity and the memory space in dealing with video data. Usman et al [24] proposed a self-supervised learning for face PAD based on a temporal...
sequence sampling. In their approach, the expensive estimation of the global motion is needed, which causes to increase in the computational complexity of the method. Recently, the authors in [25] claimed that the most important patterns for determining the decision on PAD are consistent with motion cues associated with the artifacts, i.e., eye blinking, hand trembling, and head rotation. These motion cues are valuable and essential to examining real and spoofing attacks. Although the proposed approach is effective of the proposed approach is evaluated on four standard databases and promising generalization ability is achieved especially using the official cross-test and intra-dataset evaluation protocols.

Inspired by the above discussion, our goal is to develop not only a computationally efficient video representation learning method for summarizing the motion information, but also extend to define the pretext task as a motion prediction problem for self-supervised learning. Specifically, we achieve this by dividing the video into a set of non-overlapping segments. Then, for each segment, three reference frames are chosen and transformed into three single-channel (i.e., grayscale) images. The final 3-channel image which we call dynamic grayscale snippet (DGS) is formed by assigning each into three different channels such as R(red), G(green), and B(blue), separately. Fig. 1 displays some example images of the DGS method. One can see that the background has grayscales due to the static background while the motion is well separable by representing colors.

Motivated by this, we present a self-supervised video representation learning where the pretext task is to predict the lengths of the videos based on the DGS method. In particular, the proposed DGS with different temporal lengths provides supervision to predict future motion that can be used for the downstream task. It is worth mentioning that the importance of DGS is not limited to SSL and has at least three main advantages. First, DGS can be input to any 2D CNN for a still image, where “still” captures the long-term motion dynamics in the video. Second, DGS decreases the risk of over-fitting of human faces, since the PAD videos consist of hundreds of frames repeating similar face patterns. Third, the representation provides a fast approximation in comparison to features obtained by complex processing such as optical flow [14], or global motion estimation [24] (we will further discuss this aspect in section III).

In summary, our main contribution is three-fold. (i) We propose a 3-channel image, termed a dynamic grayscale snippet (DGS) for motion information that enables the use of a 2D CNN for the temporal stream and reduces the computational complexity simultaneously. (ii) To mitigate the cost of collecting a large amount of labeled data, different temporal lengths based on DGS are used in self-supervised learning to complement pretext task that offers a powerful supervisory signal for video-based face PAD. (iii) The effectiveness of the proposed approach is evaluated on four standard databases and promising generalization ability is achieved especially using the official cross-test and intra-dataset evaluation protocols.

II. PROPOSED METHOD

The backbone of the proposed self-supervised learning is the generation of DGS where the different temporal lengths are used before feature extraction. The main architecture...
A. Dynamic grayscale snippets

Suppose that a video $V$ is equally divided into $P$ non-overlapping segments, i.e., $V = \{S_k\}_{k=1}^{P}$, where $S_k$ is the $k$-th segment. The length of each segment is set to be $(X=40)$ frames. For each segment, a dynamic grayscale snippet is formed from three selected frames and transformed into a 3-channel single image. We expect that a 2D CNN can seek the motion information from actual actions (e.g., eye blinking, hand trembling, head rotation). To achieve this, the first reference image is selected from the first frame of the segment and then converted into a grayscale image. The second image is selected based on combining (averaging) all the frames available in the segment and then assigned to a grayscale image. Similarly, the last reference image is the last frame of the segment. Since all these selected frames are converted into grayscale images, the final 3-channel single image is formed by assigning to three R(red), G(green), and B(blue) channels, respectively. By doing this, we can explore any brightness discrepancy of the corresponding pixels in the segment because it can tell us the existence of moving objects. Thus, the motion can be observed in the form of colored regions and the grayscale area will represent no motion in the image. For visualization purposes, one can see from Fig. 3, that three different frames are selected along the time-axis in sequential order and then converted into grayscale images before assigning them to the final RGB image. Therefore, a pixel with an identical value remains the same in grayscale if the object does not move. In addition, the pixel in motion will change the RGB values and will have a color to depict a specific action of the moving object. These temporal snippets with different lengths are the ones used for self-supervised learning in the next stage.

B. Self-supervised Representation Learning

Given a sequence of $V$ video frames denoted as $\{l_1, l_2, l_3, \ldots, l_n\}$, a set of different combinations can be formed by dividing a video into non-overlapping segments such as $P_a = \{w_1, w_2, w_3, \ldots, w_{30}\}$, $P_b = \{q_1, q_2, q_3, \ldots, q_{40}\}$, and $P_c$ as a class label to train a deep CNN for predicting the length of a given DGS encoded video segment. The loss is defined as:

$$L = \sum_{i=1}^{n} t_i \log(p_i), \quad \text{For } n \text{ classes},$$

where $t_i$ denotes the label, $p_i$ the softmax probability for the $i$th class, and $n$ the total number of classes. After pretext task learning, the model is fine-tuned on the learned representations for the actual downstream task of face PAD.

III. EXPERIMENTS

We conduct experiments on four major databases: Idiap Replay-Attack [7], CASIA Face Anti-Spoofing [44], MSU Mobile Face Spoofing [39], and OULU-NPU [6]. The Idiap Replay-Attack database contains 1, 300 videos, recorded with a built-in webcam of a Macbook Air laptop. The 1, 300 live and spoofed videos were then split into the following way: 60 live samples and 300 attacks under different lighting conditions as training set; 60 live and 300 attacks as development set; and 80 real-accesses and 400 attacks under various lighting conditions were used as a Test set. The enrollment set consists of 100 real-accesses under different lighting conditions. The CASIA-FASD database consists of warped photo attacks, video-replay attacks, and cut-photo
The MSU Mobile Face Spoof database contains 280 videos and Protocol 2 are developed under different environmental conditions, namely illumination and background scene (e.g., unseen printers or displays). Protocol 3 exploits a Leave One Camera Out (LOCO) protocol, to investigate the camera variation. Protocol 4 combines all three protocols to simulate real-world operational conditions. For evaluation metrics, we report Half Total Error Rate (HTER), and Equal Error Rate (EER), by following the recently standardized ISO/IEC 30107-3 metrics on biometric presentation attack detection [34]. For the Oulu dataset, the Average Classification Error Rate (ACER) is reported, which represents the mean of bona fide Presentation Classification Error Rate (BPCER) and Attack Presentation Classification Error Rate (APCER).

### A. Implementation details

For assessing the performance of the proposed method, the experiments are conducted based on two approaches. In the first approach, the training and evaluation (testing) samples are used from the same dataset and referred to as an intra-database approach. In the second approach, a more realistic evaluation mechanism is used where the model is trained and tested on a completely unseen dataset called the cross-database, or inter-database approach. One of our aims in this paper is to evaluate the proposed DGS with both supervised and self-supervised paradigms. Therefore, in order to evaluate the performance of intra-database approach, the ResNet-101 [13] is fine-tuned in stage 1 as shown in Fig.2, with stochastic gradient descent (SGD), mini-batch size 32, validation frequency 30, shuffle every-epoch, and learning rate of 0.0001. An early stopping function [27] is utilized to reduce the risk of over-fitting without setting the fixed epochs. All the input images (DGS) are resized without face cropping or data augmentation. The features are extracted in stage 1 from the last pooling layer of the fine-tuned model with a size of 2048. We then use Bidirectional LSTM (BiLSTM) [31] in stage 2 that maps representations to space where the cross-entropy loss is applied. For BiLSTM, the Adam optimizer is utilized by fixing a learning rate of 0.0001 with 500 hidden layer dimension for all the intra-database protocols.

To show the generalization ability of the proposed approach in cross-database and self-supervised experiments, we keep the same parameters as mentioned above except the learning rate which was decreased to 0.001. For self-supervised training, we first fine-tune the ResNet on unlabeled data, i.e., a set of different combinations (e.g., 40, 50, 60) for pretext task learning. Then, the model is fine-tuned on the supervised labels in the downstream attacks. Overall, each subject comprised 12 videos (3 genuine and 9 fake), and the final database provides 600 video clips. The MSU Mobile Face Spoof database contains 280 videos and recorded from 35 candidates using two kinds of cameras (laptop and Android phone). The video length of each video is at least nine seconds. For the Android smartphone camera, the videos were recorded with a resolution of 720 x 480, while for the laptop (MacBook Air 13-inch), the videos were captured with a resolution of 640 x 480. Different kinds of presentation attack instruments (PAI), including prints, high definition laptop screens, and smartphone displays, were used to generate the attack presentations. One of the most challenging datasets is the OULU-NPU dataset that uses four different kinds of high definition laptop screens, and smartphone displays, were used to generate the attack presentations.
task by replacing the new fully connected layer with the output size of 2. Finally, BiLSTM takes the input of the last average pooling layer of the fine-tuned ResNet and performs the final detection. Initializing the network with the right weights remains always challenging because standard gradient descent from random initialization can hamper the learning of a BiLSTM network. Therefore, we use He initializer [12] for initializing recurrent weights that perform the best for all our experiments.

B. Comparisons of execution times

To evaluate the computational merit of the proposed DGS approach, we analyze the execution times of the global motion estimation [24], and optical flow [14] with our approach. In particular, given the video segments, we measure the frames per second (fps) for the above-mentioned methods of generating encoded segments for the temporal stream CNN. The results are reported in Table I. All these methods are implemented in a MATLAB environment by using a workstation with 3.5 GHz Intel Core i7-5930k and 64 GB RAM. The results demonstrate that DGS provides more than two times faster than the method based on global motion (TSS) and more than three times faster than the optical flow algorithm on the CASIA dataset. Similarly, DGS is three and two times faster for the REPLAY-ATTACK dataset respectively.

C. Comparison against the state-of-the-art methods

We investigate the effect of the DGS method in the intra-database scenario using all four datasets. Table II summarizes the results for the CASIA, REPLAY, and MSU datasets. The proposed DGS method in supervised settings provides state-of-the-art performance in comparison to the previous contemporary methods such as S-CNN [28]. Specifically, our method achieves 0.01, 0.00, and 0.01 EER for the Replay-Attack, CASIA, and MSU datasets, respectively. This is a remarkable improvement for the intra-database scenario. Table III illustrates the results of the OULU-NPU database by following the official evaluation protocols. We also report the performance without using BiLSTM. From these results, one can see that the proposed DGS method with the CNN-BiLSTM framework ranks first on protocols 1, 2, and 3 of the OULU-NPU database. To verify the generalization ability to unseen spoofing attacks, we conduct experiments in the inter-database scenario and report the results in Table IV. Our DGS method performs significantly better than the work reported in [24], especially for the Replay-Attack dataset. One can observe that the proposed self-supervised learning improves more than three percent performance on the Replay-Attack dataset while slight drops in the performance for the CASIA dataset. However, BiLSTM further improves the performance when the proposed self-supervised learning stage is included in training the BiLSTM model. Thus, the proposed self-supervised learning helps to decrease the gap between unsupervised and supervised feature learning.

D. Visualization and Analysis

To observe the improvements brought by the DGS mechanism, we generate the class activation maps by using the Grad-CAM and LIME for DGS encoded videos corresponding to a print attack (first row), video-replay attack (second row) and real face (third row). One can observe that the proposed self-supervised learning helps to decrease the gap between unsupervised and supervised feature learning.

Our DGS method performs significantly better than the work available in the video sequences, we investigated how well the brightness discrepancy of the corresponding pixels in DGS can describe the intrinsic disparities between live and spoofed faces. Furthermore, the temporal redundancy in PAD videos is eliminated and the proposed motion representation (DGS) can be adopted for the 2D temporal stream CNNs.
Extensive experiments on four datasets demonstrate that our proposed method is robust in both intra-database and inter-database testing scenarios. Our future work includes utilizing video classification methods to represent videos in a more discriminative form and formulate self-supervised learning strategies to further improve the robustness of PAD methods.
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