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Abstract: Spyware is a malicious computer program which collects or gathers information about a person or organization and sends them to third party without the user's knowledge and explicit consent. Spyware is a sinister malware which is mainly connected to spying activity. There are various types of spyware. So there is a need to study the Spyware. This chapter concerns with the study and classification of Spyware. The mathematical term and figures are provided as in where needed, to support the description. The experiment conducted in the chapter shows reliable accuracy and error rate in the classification. This can be used in the malware detection system.
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I. INTRODUCTION

Spyware is a type of software that can install itself or run on user computer without providing notice, consent, or control to the user. According to Microsoft windows documentation, Spyware may not display any symptom after infection; but sometimes spyware or unwanted programs can affect the smooth running of computers. The infected computer may run slow. Spyware can change the computer setting or monitor online behavior or collect information about the user; the information may be personal detail or other sensitive information about the user.

Spyware programs are usually hidden among other programs or can be unwittingly downloaded to a user's system when certain websites are visited. This is known as drive-by downloading. Once the spyware is installed it remains invisible to the user and secretly monitors the user's system and the user's activities. The spyware can transmit personal information back to the remote spy.

According to Pandey et. al. (2015), the application allows to detect whether a particular executable is spyware or not prior to their installation. Their software does not require updates from the remote server.

According to Saroiu, Gribble, and Levy (2004), “Spyware is commonly used to refer to software that, from a user’s perspective, gathers information about a computer’s use and relays that information back to a third party. This data collection occurs sometimes with, but often without, the knowing consent of the user.”

According to McAfee (2005), the formal definition of spyware is, “It is software whose function includes the transmission of personal information to a third party without the user’s knowledge and explicit consent.”

All the above definitions have the similar meaning about spyware. If software is stealing the confidential information of a user and sending those data to third party for illegal purpose, then that software is considered as a spyware. Some Keyloggers are the only hardware, which is involved in spying activity. So these are also included in the category of spyware.
II. TYPES OF SPYWARE

In user prospective, spyware can be categorized as Domestic Spyware and Commercial Spyware (VanNess & Weaver, 2018).

- Domestic spyware is something which is installed by the user, employer or third parties to monitor the network activity or to collect some personal information (often confidential) of the user. In home, the guardians install this type of spyware to monitor their children or family member. The spyware collects the information of the user and send it to the admin or the controller of the spyware e.g. Dialers, Keylogger, Spybot etc.

- Commercial spyware is installed by the companies to monitor the browsing habits of the user. Accordingly they use the information for business or marketing purpose e.g. Browser Hijack, Profiling Cookies, Drone Ware etc.

In business prospective, spyware can also be categorized as Surveillance Spyware and Advertising Spyware.

- Surveillance Spyware is used for our daily habits or purpose. Often this type of spyware is used by the user, corporations, detectives, intelligence agencies etc. The examples include, Keylogger, Screen Recorder etc.

- Advertising spyware is used by most of the companies for advertisement of their product. These are otherwise called as adware. Adware get downloaded when there is internet connectivity on the user computer and pop-up (sometimes it is offline) the content on the user screen. Advertising spyware gets installed along with other software or via ActiveX controls on the internet. Very often adware is harmless, but at the extreme, it is sinister.

III. CLASSIFICATION

Classification is a method to specify the given object into some predefined category or class based on some condition.

According to the Bayes theorem, the probabilistic approach for classification may be represented as,

\[
P(H|X) = \frac{P(X|H)P(H)}{P(X)}
\]

Where, ‘H’ represents the Hypothesis of being a class. ‘X’ represents the given data or condition.

Classification technique can be used to classify the data linearly or non-linearly. The linear classification and non-linear classification of data is shown in Fig. 4. Linear Classification and Fig. 3. Non-linear classification respectively.

IV. RELATED WORK

Signature based malware detection technique uses some specific features or unique strings extracted from binaries (Bahraminikoo, 2012) of the portable executable (PE) file to analyze and detect the malwares. Obfuscation technique can bypass the signature of a file (Dwarkanath, 2012). Malware writers use obfuscation techniques like packing, encryption or polymorphisms to avoid being detected by anti-malware engines. Hence signature based malware detection technique fails to detect some of the malicious files. Although signature based detection is faster to use, but in contrary, the frequent update of the signature database is an additional overhead and time consuming. The common obfuscation
techniques (CERT, 2014) (Balakrishnan & Schulze, 2005) are Dead-code-insertion, Code transportation, Register renaming, Instruction Substitution etc.

In previous studies Naïve Bayes, Support Vector Machine, Decision tree classifiers were used to detect new malicious executables. Park et.al. (2018) used ‘Kyoto 2006+’ dataset, which is collection of network packet information data to classify the various types of attacks for intrusion detection system. Hatada and Mori. (2017) used android environment to collect several PUA (potentially unwanted applications) like adware and remote monitoring tools, which are also a subset of spyware, for classification. Chatterjee et.al. (2018) used both windows as well as android spyware data for their experiment. They used machine learning approach to find the dual-purpose software which is used for both legitimate uses as well as for spying activity; and also they claim that the current anti-spyware tools are insufficient.

According to a report of Symantec (ISTR, march-2018), among all the malwares only 6% of the malwares are involved in disruptive activities like disk wipe-off, 27% of the total malware are involved in zero-day vulnerability. The total new malware increased by 54%, botnet traffic increased by 62.3%, Phishing URL traffic in web traffic increased by 182.6%, overall spam rate increased by 1.2% from 2016 to 2017. The total mobile spyware increased by 20%. In mobile environment, 63% of the apps leak phone number, 37% of the apps leak location information, 35% of the apps leak installed app information.

Spyware exist in windows as well as android environment. This chapter uses API calls collected from different executable from windows environment to classify them. API function calls are the set of instructions which defines the behavior of an executable. So by classifying the APIs, the malicious as well as benign programs can be differentiable.

III. EXPERIMENTAL SETUP

WEKA is a reliable open source data mining tool which can be used for the experiment. Some other tools can be used as well. A debugger or disassembler is needed to disassemble the application so that the API calls can be recorded. X32/X64 dbg is an open source debugger which can be used to collect the API calls. X32 dbg is used for 32 bit applications whereas X64 dbg is used for 64 bit applications. The API calls should be collected into a database/datasheet. The database or datasheet must be in such a format that, it must be able to use it with the assumption that the anti-malware engines are updated.

‘Virustotal’ is a platform to find whether an application is malicious or not. A number of antimalware engines are exist in virustotal in a single platform. For the experiment, one can use it with the assumption that the anti-malware engines are updated.

After completion of the classification, confusion matrix is generated. The terms used in the confusion matrix are, TP (True positive rate), FP (False positive rate), TN (True Negative rate) and FN (False negative rate). These terms are well understood from Error! Reference source not found..

![Confusion Matrix](image)

Table – I: Confusion Matrix

| Predicted Class | Malware   | Benign   |
|-----------------|-----------|----------|
| Actual Class    |           |          |
| Malware         | TP        | FP       |
| Benign          | FN        | TN       |

From Table-1, the above terminologies can be well described as,

- **TP**: Number of correctly identified malware programs
- **FP**: Number of wrongly identified malware programs
- **TN**: Number of correctly identified benign programs
- **FN**: Number of wrongly identified benign programs

Now, the user can be able to find the Accuracy, Error rate, Precision etc.

Accuracy is the ratio of the number of correctly classified instances ($N_c$) to the total instances ($N_t$), and is represented as,

$$\text{Accuracy} = \frac{N_c}{N_t} = \frac{TP + TN}{Total} \quad (3)$$

Error rate is the ratio of the number of incorrectly classified instance to the total instances in the dataset, and is represented as

$$\text{Misclassification rate or Error rate} = \frac{N_t - N_c}{N_t} = \frac{FP + FN}{Total} \quad (4)$$

VI. RESULT ANALYSIS

In this chapter, WEKA data mining tool is used for the experiment. The dataset is collected by processing various executable files in X32/X64 dbg. The API data collected from the X32/X64 dbg is stored in a database for the experiment. The experiment described in this chapter uses the datasheet in ‘.csv’ format data. This file format is simple, reliable and
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easy to handle. The sequence of API, of an application is stored as a single record in the datasheet. Hundreds of attributes (API calls in average) are present in the datasheet. In this experiment, more than 8000 data of malwares and hundreds of benign data are used. The dataset is formulated using the above mentioned process as well as some online sources; and it contains the data of several spyware like adware, botnet etc. So basically this experiment is concerned with multi-class classification. The example of the dataset is provided by Fig. 5. Example of API dataset.

![Fig. 5. Example of API dataset](image)

With the assumption that the anti-malware engines are updated one, this experiment uses virustotal to find the malware family (class value) in this experiment. CAT-QuickHeal antimalware engine is used for the class attribute in this chapter.

J48 Decision Tree classification technique of WEKA is considered for the classification purpose. The output of the J48 decision tree is represented by the Fig. 6. Decision Tree generated from WEKA.

![Fig. 6. Decision Tree generated from WEKA](image)

From the decision tree it is clear that, the spyware data is categorized into some families according to some rules. When a new executable is entered into the system, these rules can be applied so that the new executable can be classified into some predefined class.

VII. SUMMARY AND CONCLUSION

The number of spyware is increasing in both the windows as well as mobile environment. Hence this type of classification of spyware is necessary to classify the incoming spywares. From the experiment approximately 87% of accuracy and approximately 3% of false positive rate achieved.

### Table-2: Summary of the experiment

| Metric            | Value   |
|-------------------|---------|
| Accuracy          | 86.93%  |
| Error rate        | 13.06%  |
| True positive rate| 0.869   |
| False positive rate| 0.033  |

The accuracy of this experiment is 86.93%, whereas the error rate is 13.06% which is shown in Fig. 7. Accuracy and Error value of the experiment.

![Fig. 7. Accuracy and Error value of the experiment](image)
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