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Abstract

This paper introduces a novel Itô diffusion process for both factor and idiosyncratic volatilities whose eigenvalues follow the vector auto-regressive (VAR) model. We call it the factor and idiosyncratic VAR-Itô (FIVAR-Itô) model. The FIVAR-Itô model considers dynamics of the factor and idiosyncratic volatilities and involve many parameters. In addition, the empirical studies have shown that the financial returns often exhibit heavy tails. To address these two issues simultaneously, we propose a penalized optimization procedure with a truncation scheme for a parameter estimation. We apply the proposed parameter estimation procedure to predicting large volatility matrices and investigate its asymptotic properties. Using high-
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frequency trading data, the proposed method is applied to large volatility matrix prediction and minimum variance portfolio allocation.
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1 Introduction

Volatility analysis for high-frequency financial data is a vibrant research area in financial econometrics and statistics. With the wide availability of high-frequency financial data, several well-performing non-parametric estimation methods have been developed to estimate integrated volatilities. Examples include two-time scale realized volatility (TSRV) \citep{Zhang2005}, multi-scale realized volatility (MSRV) \citep{Zhang2006, Zhang2011}, wavelet estimator \citep{Fan2007}, pre-averaging realized volatility (PRV) \citep{Christensen2010, Jacod2009}, kernel realized volatility (KRV) \citep{Barndorff2008, Barndorff2011}, quasi-maximum likelihood estimator (QMLE) \citep{Ait-Sahalia2010, Xiu2010}, local method of moments \citep{Bibinger2014}, and robust pre-averaging realized volatility \citep{Fan2018, Shin2021}. With these non-parametric (daily) realized volatility estimators, parametric models have been developed to account for volatility dynamics over time. Examples include the realized volatility-based modeling approaches \citep{Andersen2003}, the heterogeneous auto-regressive (HAR) models \citep{Corsi2009}, the realized GARCH models \citep{Hansen2012}, the high-frequency-based volatility (HEAVY) models \citep{Shephard2010}, and the unified GARCH-Itô models \citep{Kim2016, Song2021}. Their empirical studies showed that incorporating the high-frequency information, such as realized volatility, helps capture the volatility dynamics for a finite number of assets. However, in financial practice, we often need to handle a large number of assets, which leads to excessive number of parameters for typical sample sizes. To overcome this problem, the approximate factor model structure is often imposed on volatility matrices \citep{Fan2013}. For example, high-dimensional factor-based Itô processes are widely utilized with the sparsity assumption on the idiosyncratic volatility \citep{Ait-Sahalia2017, Fan2016, Kim2018, Kong2018}. Recently, \cite{Kim2019} developed the factor GARCH-Itô model, based on
the high-dimensional factor-based Itô processes. The factor GARCH-Itô model assumes that the
eigenvalue sequence of the latent factor volatility matrices admits some unified GARCH-Itô model
structure \cite{Kim:2016} so that the dynamics of the volatility can be explained by the fac-
tors. See also ?? . They do not model the idiosyncratic volatility and assume that the idiosyncratic
volatility process is martingale.

However, several empirical studies indicate that the idiosyncratic volatility also has a dynamic
structure, and it comprises a large proportion of the total volatility \cite{Barigozzi:2016, Connor:2006, Herskovic:2016}. To provide an evidence of the existence of the dynamics
in the idiosyncratic process for the high-frequency financial returns, we estimated the 200 daily
eigenvalues of the idiosyncratic volatility matrix based on the top 200 large trading volume stocks
in the S&P 500 index. The estimation procedure will be described in Section 4.2 and Section
5.2 . Figure 1 depicts the distribution of the first-order auto-correlations of the 200 time series of
200 daily estimated eigenvalues as well as the ACF plots for the time series of daily eigenvalue
estimates of the 1st, 50th, 150th, and 200th eigenvalues. We note that other eigenvalues also have
similar time series structures. Figure 1 shows that the lag-1 autocorrelations are quite strong,
which supports a dynamic structure in the eigenvalue processes of the idiosyncratic volatility. In
addition, these estimated eigenvalues exhibit fairly long memories, with significant autocorrelation
of lags about 1 to 4 weeks. Thus, simultaneously modeling the idiosyncratic volatility as well as
the factor volatility is important to capture volatility dynamics. On the other hand, since the

![Box plot](image1)

![ACF plots](image2)

**Figure 1:** The box plot of the first-order auto-correlations for the time series of 200 daily estimated
eigenvalues of the idiosyncratic volatility matrix and the ACF plots for the time series of the 1st,
50th, 150th, and 200th eigenvalues.
dimension of the idiosyncratic volatility is large, modeling the factor and idiosyncratic volatilities simultaneously results in the problem of over-parameterization. To address this issue, the sparsity of model parameters are often imposed, and high-dimensional estimation procedures, such as LASSO (Tibshirani, 1996) and SCAD (Fan and Li, 2001), which are usually developed under a sub-Gaussian tail condition, are employed. Yet this sub-Gaussian assumption is at odd with the empirical observations that the financial market exhibits heavy tails with only finite number of moments (Cont, 2001; Fan and Kim, 2018; Mao and Zhang, 2018; Shin et al., 2021). Thus, the high-dimensional estimation procedure developed under the sub-Gaussian tail condition is not appropriate. These stylized features lead to the demands for developing a diffusion process for both factor and idiosyncratic volatilities with heavy-tailed observations.

In this paper, we introduce a novel Itô diffusion process to account for market dynamics in the factor and idiosyncratic volatilities, based on the VAR model with heavy-tailed innovations. Specifically, it is assumed that the eigenvectors of the latent factor and idiosyncratic volatility matrices do not vary over a time period. In contrast, we allow the eigenvalues to evolve with time and impose a parametric dynamic structure. In particular, the instantaneous eigenvalue processes of the latent factor and idiosyncratic instantaneous volatility matrices are continuous with respect to time and have a VAR structure at integer time points so that it is a form of some interpolation of the VAR structure. This structure makes the integrated eigenvalues have the VAR structure, and, thus, the dynamics of the volatility can be explained by both the factor and idiosyncratic components. We call it the factor and idiosyncratic VAR-Itô (FIVAR-Itô) model. When it comes to estimating model parameters, the high-dimensionality of the idiosyncratic volatility matrix causes over-parameterization. Furthermore, we model the heavy-tailedness by allowing the bounded $c_\epsilon$-th moment for $c_\epsilon > 4$. It is assumed that the model parameters are sparse so that an $\ell_1$-penalty, such as LASSO, can be employed. The usual $\ell_1$-penalty method does not work under the heavy-tailedness (Sun et al., 2020) and a Huber loss is employed to address this issue (Huber, 1964). We show that the proposed estimation procedure has the robustness with the desirable convergence rate. We also propose a procedure for large volatility matrix prediction and investigate its asymptotic properties.

The rest of the paper is organized as follows. Section 2 introduces the FIVAR-Itô model,
based on the high-dimensional factor-based Itô diffusion process, and investigates its properties. Section 3 proposes the robust parameter estimation method for a high-dimensional VAR model with heavy-tailedness and establishes its concentration properties. In Section 4, we apply the proposed estimator to large volatility matrix prediction. In Section 5, we conduct a simulation study to check the finite sample performance of the proposed estimator and apply the estimation method to high-frequency trading data. The conclusion is presented in Section 6, and the technical proofs are deferred to the Appendix.

Before closing this section, let us introduce some notations. For a given $p_1 \times p_2$ matrix $M = (M_{ij})$, let

$$
\|M\|_1 = \max_{1 \leq j \leq p_2} \sum_{i=1}^{p_1} |M_{ij}|, \quad \|M\|_\infty = \max_{1 \leq i \leq p_1} \sum_{j=1}^{p_2} |M_{ij}|, \quad \|M\|_{\max} = \max_{i,j} |M_{ij}|.
$$

The matrix spectral norm $\|M\|_2$ is the square root of the largest eigenvalue of $MM^\top$ and the Frobenius norm of $M$ is denoted by $\|M\|_F = \sqrt{\text{tr}(MM^\top)}$. When $M$ is a square matrix, the spectral radius $\rho(M)$ is the largest value of the absolute eigenvalues of $M$. For any vector $x = (x_1, \ldots, x_p)^\top \in \mathbb{R}^p$ and $q \geq 1$, the $\ell_q$ norm $\|x\|_q = (\sum_{i=1}^p |x_i|^q)^{1/q}$. For any vectors $x, y \in \mathbb{R}^p$, we set $\langle x, y \rangle = x^\top y$. For a function $f : \mathbb{R}^p \to \mathbb{R}$, its gradient vector is denoted by $\nabla f \in \mathbb{R}^p$ as long as it exists. We denote $\|Z\|_{L_q} = \{\mathbb{E}(|Z|^q)\}^{1/q}$ for a random variable $Z \in \mathbb{R}$ and $q \geq 1$. The half-vectorization, vech ($M$), of the matrix $M$ is the column vector obtained by vectorizing only the lower triangular part of $M$. Also, $\text{tr} (M)$ is the trace of $M$ and $\text{det} (M)$ is the determinant of $M$. $\text{Diag} (M)$ denotes the square diagonal matrix with the elements of the main diagonal of $M$. $C$’s denote generic positive constants whose values are free of other parameters and may change from appearance to appearance.

2 \ FIVAR-Itô model

Let $X(t) = (X_1(t), \ldots, X_p(t))^\top$ be the vector of true log-prices of $p$ assets at time $t$. To account for the cross-sectional dependence in financial asset prices, we employ the following factor-based
jump diffusion model:

\[ d\mathbf{X}(t) = \mathbf{\mu}(t)dt + \mathbf{B}(t)d\mathbf{f}(t) + d\mathbf{u}(t) + \mathbf{J}(t)d\mathbf{\Lambda}(t), \quad (2.1) \]

where \( \mathbf{\mu}(t) \in \mathbb{R}^p \) is a drift vector, \( \mathbf{B}(t) \in \mathbb{R}^{p \times r} \) is an unknown factor loading matrix, \( \mathbf{f}(t) \in \mathbb{R}^r \) is a latent factor process, and \( \mathbf{u}(t) \) is an idiosyncratic process. For the jump part, \( \mathbf{J}(t) = (J_1(t), \ldots, J_p(t))^\top \) is an i.i.d. jump size vector, and \( \mathbf{\Lambda}(t) = (\Lambda_1(t), \ldots, \Lambda_p(t))^\top \) is a \( p \)-dimensional Poisson process with an intensity \( \mathbf{I}(t) = (I_1(t), \ldots, I_p(t))^\top \). It is assumed that the factor and idiosyncratic processes \( \mathbf{f}(t) \) and \( \mathbf{u}(t) \) follow the continuous-time diffusion models:

\[ d\mathbf{f}(t) = \mathbf{\vartheta}^\top(t)d\mathbf{W}(t) \quad \text{and} \quad d\mathbf{u}(t) = \mathbf{\Phi}^\top(t)d\mathbf{W}^*(t), \]

where \( \mathbf{\vartheta}(t) \) and \( \mathbf{\Phi}(t) \) are \( r \) by \( r \) and \( p \) by \( p \) instantaneous volatility matrices, respectively, and \( \mathbf{W}(t) \) and \( \mathbf{W}^*(t) \) are \( r \)-dimensional and \( p \)-dimensional independent Brownian motions, respectively. Stochastic processes \( \mathbf{X}(t), \mathbf{\mu}(t), \mathbf{B}(t), \mathbf{f}(t), \mathbf{u}(t), \mathbf{\vartheta}(t), \) and \( \mathbf{\Phi}(t) \) are defined on a filtered probability space \( (\Omega, \mathcal{F}, \{\mathcal{F}_t, t \in [0, \infty]\}, \mathbb{P}) \) with filtration \( \mathcal{F}_t \) satisfying the usual conditions, that is, the filtered probability space \( (\Omega, \mathcal{F}, \{\mathcal{F}_t, t \in [0, \infty]\}, \mathbb{P}) \) is complete and the filtration \( \mathcal{F}_t \) is right-continuous. The instantaneous volatility matrix of the log-price \( \mathbf{X}(t) \) is

\[ \mathbf{\gamma}(t) = (\gamma_{ij}(t))_{1 \leq i, j \leq p} = \mathbf{B}(t)\mathbf{\vartheta}^\top(t)\mathbf{\vartheta}(t)\mathbf{B}^\top(t) + \mathbf{\Phi}^\top(t)\mathbf{\Phi}(t), \quad (2.2) \]

and the integrated volatility for the \( d \)th day is

\[ \Gamma_d = (\Gamma_d)_{i,j=1,\ldots,p} = \int_{d-1}^d \gamma(t)dt = \mathbf{\Psi}_d + \mathbf{\Sigma}_d, \]

where \( \mathbf{\Psi}_d = \int_{d-1}^d \mathbf{B}(t)\mathbf{\vartheta}^\top(t)\mathbf{\vartheta}(t)\mathbf{B}^\top(t)dt \) and \( \mathbf{\Sigma}_d = \int_{d-1}^d \mathbf{\Phi}^\top(t)\mathbf{\Phi}(t)dt \) for \( d \in \mathbb{N} \).

Let \( \mathbf{q}_{l,1}, \ldots, \mathbf{q}_{l,r} \) and \( \lambda_{l,1}(\mathbf{\vartheta}_1), \ldots, \lambda_{l,r}(\mathbf{\vartheta}_r) \) be the eigenvectors and eigenvalues of the instantaneous factor volatility matrices \( \mathbf{B}(t)\mathbf{\vartheta}^\top(t)\mathbf{\vartheta}(t)\mathbf{B}^\top(t)/p \), respectively, and \( \mathbf{q}_{l,r+1}, \ldots, \mathbf{q}_{l,p+r} \) and \( \lambda_{l,r+1}(\mathbf{\vartheta}_{r+1}), \ldots, \lambda_{l,p+r}(\mathbf{\vartheta}_{p+r}) \) be the eigenvectors and eigenvalues of the instantaneous idiosyncratic volatility matrices \( \mathbf{\Phi}^\top(t)\mathbf{\Phi}(t) \), respectively. In the latent factor model, to identify the latent factor
loading matrix and factors, it is often assumed that the latent factor loading matrix is orthonormal and the latent factors have a diagonal covariance matrix, which implies that the eigenvectors and eigenvalues are related to the factor loading matrix and factors, respectively (Aït-Sahalia and Xiu 2017; Fan et al. 2013; Kim and Fan 2019). In this paper, we also consider the eigenvalues as the latent factor and idiosyncratic associated variables. It is assumed that the eigenvectors $q_{t,i}$’s are constant over time, that is, $q_{t,i} = q_i$ for $t \in [0, \infty)$ and $i = 1, \ldots, p + r$. We note that the constant assumption can be relaxed to the constant eigenvectors for each day. However, the empirical study shows that the estimation procedures with the constant condition perform better (Kim and Fan 2019). In light of this, it is assumed that the eigenvectors are constant over time and hence the market dynamics are driven by those of the eigenvalues. Thus, to capture the market dynamics, we model the latent factor and idiosyncratic variables by the following factor and idiosyncratic VAR-Itô (FIVAR-Itô) model.

**Definition 1.** We call a log-price vector $X(t), t \in [0, \infty)$, to follow a FIVAR($h$)-Itô model if its associated values satisfy for $i = 1, \ldots, p + r$ and $t \in [0, \infty)$,

$$
\lambda_{t,i}(\theta_i) = (1 - [t])\lambda_{[t],i}(\theta_i) + \sum_{j=1}^{p+r} \zeta_{1,i,j} \left\{ \int_{[t]}^{t} \lambda_{s,j}(\theta_j) \, ds \right\} + (1 - [t]) \int_{[t]}^{t} J_{\lambda,i}(s) d\tilde{\Lambda}_{\lambda,i}(s)
+ (t - [t]) \left( a_i + \sum_{k=2}^{h} \sum_{j=1}^{p+r} \zeta_{k,i,j} \left\{ \int_{[t]-k+2}^{[t]-k+1} \lambda_{s,j}(\theta_j) \, ds \right\} \right) + (1 - [t]) Z_{i,t}^2,
$$

where $\theta_i = (\zeta_{k,i,j})_{1 \leq k \leq h, 1 \leq j \leq p+r}$ is the model parameter, $[t]$ denotes the integer part of $t$ except that $[t] = t - 1$ when $t$ is an integer, $J_{\lambda,i}(t)$ is a jump size process, $\tilde{\Lambda}_{\lambda,i}(t)$ is a compensated Poisson process, and $Z_{i,t} = \int_{[t]}^{t} z_{i,t} dW_{i,t}$, where $W_{i,t}$ is a standard Brownian motion and $z_{i,t}$ is a continuous process over each integer time interval.

In the proposed FIVAR-Itô model, the instantaneous eigenvalues at the integer time points (time unit is usually day) satisfy the VAR($h$)-type structure as follows:

$$
\lambda_{d,i}(\theta_i) = a_i + \sum_{k=1}^{h} \sum_{j=1}^{p+r} \zeta_{k,i,j} \left\{ \int_{d-k+1}^{d-k} \lambda_{t,j}(\theta_j) \, dt \right\}.
$$

Thus, under the FIVAR-Itô model, the instantaneous eigenvalue process is an interpolation of
the VAR structure. By introducing the jump process for the instantaneous eigenvalue process, we can account for the co-jumps with the return process (Bandi and Reno 2016; Bibinger and Winkelmann 2018; Jacod et al. 2017a; Jacod and Todorov 2010). We note that to guarantee the positiveness of the eigenvalue process, we need some lower bound condition for the jump process, such as $J_{\lambda,i}(t)\lambda_{\lambda,i}(t) \geq -c$ a.s. for any $t$ and some positive constant $c$ that is related with the lower bound of the continuous part of the instantaneous eigenvalue process (e.g., $a_i$). The random fluctuation is modeled by $Z_{i,t}^2$, which is included in integrated eigenvalues. Thus, the volatility process is not deterministic. Furthermore, we model the heavy-tailedness by the heavy-tailed random fluctuation $Z_{i,t}^2$.

The following proposition investigates the low-frequency time series structure of the integrated eigenvalues, which will be used for statistical inferences.

**Proposition 1.** Let $\xi_k = (\xi_{k,i,j})_{1 \leq i,j \leq p+r}$ for all $1 \leq k \leq h$, $\det(\xi_1) \neq 0$, and the spectral radius of $\xi_1$, $\rho(\xi_1) < 1$. Then, we have the following iterative relations for the FIVAR($h$)-Itô model:

$$\xi_d = \nu + \sum_{k=1}^{h} A_k \xi_{d-k} + \epsilon_d \ a.s.,$$

where $\xi_d = (\xi_{d,1}, \ldots, \xi_{d,p+r})^\top = \int_{d-1}^{d} \lambda_t(\theta) dt$, $\lambda_t(\theta) = (\lambda_{t,1}(\theta_1), \ldots, \lambda_{t,p+r}(\theta_{p+r}))^\top$, and the specific forms of $A_k$’s, $\nu$, and $\epsilon_d$ are defined in (A.2) in the Appendix.

Proposition 1 shows that the daily integrated eigenvalues $\xi_d$ follow the VAR model. Unlike the factor GARCH-Itô model (Kim and Fan 2019), the FIVAR-Itô model considers not only the factor component but also the idiosyncratic component. In the empirical study, we find that the idiosyncratic eigenvalues have time series structure, and incorporating the idiosyncratic dynamics helps capture the market dynamics. Details can be found in Section 5. We note that the proposed model is not the unique way to explain the observed auto-correlation structure in the empirical study (see Bollerslev et al. (2016); Cipollini et al. (2021); Hansen and Lunde (2014)). That is, the FIVAR-Itô model is one of the possible solutions and we find its empirical benefits. However, incorporating the idiosyncratic component causes high-dimensionality. Furthermore, to account for the heavy-tailedness, we allow that the martingale noise $\epsilon_d$ has heavy tails. That is, when
it comes to statistical inferences for the proposed FIVAR-Itô model, we face two problems: the heavy-tailedness and over-parameterization. In the following section, we propose an estimation procedure, which can handle the heavy-tailedness and high dimensionality.

3 Estimation procedure for the heavy-tailed VAR model

In this section, we propose a robust parameter estimation method for the high-dimensional VAR model in (2.4), where $\epsilon_d = (\epsilon_{d,1}, \ldots, \epsilon_{d,p+r})^\top$ is i.i.d. innovation at time $d$ with $E(\epsilon_d) = 0_{p+r}$, which is independent of $\xi_{d-l}$ for all $l \in \mathbb{N}$. Our idea is basically to robustly fit this model for each component. Let $\beta = (\nu, A_1, \ldots, A_h)$ and we denote $\beta_i$ by the $i$th row of $\beta$. To overcome the curse of dimensionality, the sparsity of $\beta_i$ is assumed: the number of nonzero elements in each $\beta_i$ is bounded by a small number $s_\beta \geq 1$. In contrast, for the factor-related parameter, the factor model usually assumes that the idiosyncratic variables do not affect the factor variable. To reflect this prior, $A_{k,i,j} = 0$ for $k = 1, \ldots, h$, $i = 1, \ldots, r$, $j = r + 1, \ldots, p + r$ is assumed. That is, the factor-related coefficients $\beta_i$’s, $i = 1, \ldots, r$, have the specific sparse structure. We denote the true model parameter by $\beta_0$ and its $i$th row by $\beta_{i0}$. It is worth mentioning that the sparsity implies the Granger non-causality between the related variables. In practice, we do not know the number, $r$, of latent factors and AR lag $h$. In this section, it is assumed that $r$ and $h$ are given, and we will discuss how to choose them in Section 5.1.

To accommodate the sparsity structure, we often employ the penalized regression model, such as LASSO (Tibshirani [1996]) and SCAD (Fan and Li [2001]). When analyzing data with the LASSO procedure, we need some sub-Gaussian tail conditions. However, in financial applications, one of the stylized facts is the heavy-tailedness of the stock returns. To tackle this heavy-tailedness, we often employ a robustification method (Catoni [2012], Fan et al. [2017], Minsker [2018], Sun et al. [2020]). In this paper, we employ the Huber loss $l_\tau$ (Huber [1964]),

$$l_\tau(x) = \begin{cases} x^2/2I(|x| \leq \tau) + (\tau |x| - \tau^2/2)I(|x| > \tau) \\ \end{cases}$$
where $\tau > 0$ is the robustification parameter, and the truncation (Winsorization) method

$$
\psi_\varpi (x) = x I(|x| \leq \varpi) + \text{sign}(x) \varpi I(|x| > \varpi),
$$

where $\varpi > 0$ is a truncation parameter. We denote $\psi_\varpi (\mathbf{x}) = (\psi_\varpi (x_1), \ldots, \psi_\varpi (x_{p_1}))^T$ for any vector $\mathbf{x} = (x_1, \ldots, x_{p_1})^T \in \mathbb{R}^{p_1}$. To distinguish notations for the factor and idiosyncratic parts, we add subscript and superscript of $F$ and $I$ to their associated quantities, respectively.

By combining the truncation and $\ell_1$-regularization methods, we can simultaneously deal with robustness and the curse of dimensionality. Specifically, we estimate the true sparse coefficient $\beta_{i0}$ as follows:

$$
\hat{\beta}_i = \arg \min_{\beta_i \in \mathbb{R}^{h(r+1)+1}} \mathcal{L}_{\tau,\varpi}^{F,i}(\beta_i) + \eta_I \|eta_i\|_1 \quad \text{for } i = r+1, \ldots, p+r, \quad (3.1)
$$

where $\eta_I > 0$ is the regularization parameter, the empirical loss function is

$$
\mathcal{L}_{\tau,\varpi}^{I,i}(\beta_i) = (n-h)^{-1} \sum_{d=h+1}^n l_{\tau_I} \left( \bar{\xi}_{d,i} - \langle \psi_\varpi(\tilde{\xi}_{d-1}), \beta_i \rangle \right), \quad (3.2)
$$

$\tilde{\xi}_d = \left( \tilde{\xi}_d^{\top}, \ldots, \tilde{\xi}_{d-h+1}^{\top} \right)^\top$, and $\bar{\xi}_d = \left( \bar{\xi}_{d,1}, \ldots, \bar{\xi}_{d,p+r} \right)^\top$ is a non-parametric estimator for $\xi_d$. Note that in (3.2), the Huber loss $l_{\tau_I}$ is used to handle the heavy-tailedness of $\epsilon_d$ and the truncation function $\psi_\varpi$ is used to guard against the tail of $\xi_d$. In contrast, since the sparsity structure of the coefficients for the factor part is known, it is a low-dimensional problem. We do not need the $\ell_1$ penalty term. However, we still need the truncation parts to handle the heavy-tailedness as follows:

$$
\hat{\beta}_i = \arg \min_{\beta_i \in \mathbb{R}^{hr+1}} \mathcal{L}_{\tau,\varpi}^{F,i}(\beta_i) \quad \text{for } i = 1, \ldots, r, \quad (3.3)
$$

where

$$
\mathcal{L}_{\tau,\varpi}^{F,i}(\beta_i) = (n-h)^{-1} \sum_{d=h+1}^n l_{\tau_F} \left( \bar{\xi}_{d,i} - \langle \psi_\varpi(\tilde{\xi}_{d-1}), \beta_i \rangle \right), \quad (3.4)
$$

$\tilde{\xi}_d$ is an $(hr+1)$ by 1 vector obtained by stacking 1 and the first $r$ elements of each $\tilde{\xi}_{d-k}$, $k = 0, \ldots, h-1$. We note that, in financial practice, we cannot observe the true price or volatility process, so we employ the non-parametric estimator $\tilde{\xi}_d$ of $\xi_d$. We discuss the non-parametric
estimators in Section 4.

We investigate the theoretical properties of \( \hat{\beta} \), under the following assumptions.

**Assumption 1.**

(a) The process \( (\tilde{\xi}_d)_{d=1,2,...} \) is strictly stationary and the spectral radius of \( \tilde{A} \), \( \rho(\tilde{A}) \), is less than 1, where \( \tilde{\xi}_d \) and \( \tilde{A} \) are the vectorization of \( \xi_d \) and its corresponding coefficient matrix defined in (A.3) in the Appendix, respectively.

(b) The number of nonzero elements in each \( \beta_{i0} \) is bounded by a number \( s_\beta \geq 1 \).

(c) \( \epsilon_{d,i} \) and \( \xi_{d,i} \) satisfy \( \max_{1 \leq i \leq p+r} \mathbb{E}(|\epsilon_{d,i}|^c) < \infty \) and \( \max_{1 \leq i \leq p+r} \mathbb{E}(|\xi_{d,i}|^c) < \infty \) for some constant \( c_\epsilon > 4 \).

(d) The process \( (\tilde{\xi}_d)_{d=1,2,...} \) is \( \alpha \)-mixing and the \( \alpha \)-mixing coefficients satisfy \( \alpha(k) = O(\varphi^k) \) for some \( \varphi \in (0, 1) \).

(e) The non-parametric estimator \( \hat{\xi}_d \) satisfies

\[
\max_{1 \leq d \leq n} \max_{1 \leq i \leq r} \left| \hat{\xi}_{d,i} - \xi_{d,i} \right| \leq b_{m,n,p}^F \quad \text{and} \quad \max_{1 \leq d \leq n} \max_{r+1 \leq i \leq p+r} \left| \hat{\xi}_{d,i} - \xi_{d,i} \right| \leq b_{m,n,p}^I \quad \text{a.s.,}
\]

where \( m \) represents the number of observations for estimating \( \xi_{d,i} \), and \( b_{m,n,p}^F \) and \( b_{m,n,p}^I \) converge to zero as \( m, n, \) and \( p \) increase.

(f) There exists a constant \( \kappa > 0 \) such that the following inequality holds for some \( D_F \geq (hr + 1) \eta_F/\kappa \) and \( 1 \leq i \leq r \), where the specific value of \( \eta_F \) is given in Theorem 7:

\[
\inf \{ w^T \nabla^2 L_{r,\infty}^{F,i}(\beta_i) w : \|w\|_2 = 1, \|\beta_i - \beta_{i0}\|_1 \leq D_F \} \geq \kappa.
\]

(g) Define the \( \ell_1 \)-cone \( W_i = \{ w \in \mathbb{R}^{hp+1} : \|w_{S_i'}\|_1 \leq 3 \|w_{S_i}\|_1 \} \), where \( w_{S_i'} \) is the subvector obtained by stacking \( \{w_j : j \in S_i'\} \), \( w_{S_i} \) is the subvector obtained by stacking \( \{w_j : j \in S_i\} \), and \( S_i = \{j : j\)-th element of \( \beta_{i0} \neq 0 \} \). Then, there exists a constant \( \kappa > 0 \) such that the following inequality holds for some \( D_I \geq 48 s_\beta \eta_I/\kappa \) and \( 1 \leq i \leq p \), where the specific value of
\( \eta_I \) is given in Theorem 1:

\[
\inf \{ w^T \nabla^2 L_{r, \varpi}^I (\beta_i) w : \ w \in W_i, \ \| w \|_2 = 1, \ \| \beta_i - \beta_{i0} \|_1 \leq D_I \} \geq \kappa.
\]

**Remark 1.** Assumption 1(a) is the strictly stationary and stable conditions for the VAR(1) representation of the model (2.4). Assumption 1(c) stands for the heavy-tailedness in the VAR model. Since we consider the high-dimensional VAR model, we need the moment condition for \( \xi_{d,i} \), such as \( \max_{1 \leq i \leq p+r} E(|\xi_{d,i}|^c) < \infty \). However, under Assumption 1(a)–1(b), the condition \( \max_{1 \leq i \leq p+r} E(|\xi_{d,i}|^c) < \infty \) implies the condition \( \max_{1 \leq i \leq p+r} E(|\xi_{d,i}|^c) < \infty \) when \( s_\beta \) is bounded by some positive constant (see Lemma 1 in the Appendix). We note that we do not impose the bounded \( s_\beta \) throughout the paper; thus, we need the moment condition for \( \xi_{d,i} \). Assumption 1(d) is required to handle the dependency in the VAR model. Under Assumption 1(a), Assumption 1(d) holds if the process \( (\varepsilon_d)_{d=1,2,...} \) is geometric ergodic (see Proposition 2 in Liebscher (2005) and Fact 5 in the online Appendix of Wong et al. (2020)). We note that the geometric ergodicity can be obtained under the mild condition on \( \varepsilon_d \) (see Example 3 in Wong et al. (2020)). Assumption 1(e) represents the concentration property of the non-parametric estimator \( \hat{\xi}_d \). In Section 4, we propose a method for constructing \( \hat{\xi}_d \) and show its associated inequality holds with high probability. Assumptions 1(f)–1(g) are the eigenvalue conditions for the Hessian matrices \( \nabla^2 L_{r, \varpi}^{F,i} (\beta_i) \) and \( \nabla^2 L_{r, \varpi}^{I,i} (\beta_i) \), respectively. This is called the localized restricted eigenvalue (LRE) condition (Fan et al., 2018; Sun et al., 2020), which implies strictly positive restricted eigenvalues over a local neighborhood.

The following theorem provides the convergence rate of \( \hat{\beta}_i \) defined in (3.1) and (3.3).

**Theorem 1.** Under the model (2.4), Assumption 1, \( n \geq 3, \delta \geq 1, \sqrt{n\delta} + (\tau_F + \varpi_F) (\log n)^2 \delta = O(n) \), and Assumption 1(f) with \( \eta_F \geq C[b^F_{m,n,p} + \tau_F^{-2} + \varpi_F^{-2} + \frac{\tau_F \varpi_F (\log n)^2 \delta + \sqrt{n\delta}}{n}] \), we have, for \( i = 1, \ldots, r \), with probability at least \( 1 - 4he^{-\delta} \),

\[
\| \hat{\beta}_i - \beta_{i0} \|_2 \leq \frac{(hr + 1)^{1/2} \eta_F}{\kappa}.
\]

Furthermore, we assume that \( s_\beta \sqrt{n\delta} + (\tau_I + \varpi_I) (\log n)^2 \delta = O(n) \) and Assumption 1(g) holds with \( \eta_I \geq C[s_\beta (b^F_{m,n,p} + b^I_{m,n,p}) + s_\beta^3 \tau_I^{-2} + s_\beta \varpi_I^{-2} + \frac{\tau_I \varpi_I (\log n)^2 \delta + s_\beta \sqrt{n\delta}}{n}] \). Then, we have, for \( i = 12 \).
\[ r + 1, \ldots, p + r, \text{ with probability at least } 1 - 4h(p + r) e^{-\delta}, \]

\[ \| \hat{\beta}_i - \beta_{i0} \|_2 \leq \frac{12s_\beta^{1/2} \eta_{I}}{\kappa}. \] (3.6)

**Remark 2.** Theorem 1 shows the convergence rates for the general setting of the low-dimensional and high-dimensional VAR models, where the covariates are not observable and observations are heavy-tailed. Specifically, \( b_{F_{m,n,p}}^F \) and \( b_{I_{m,n,p}}^I \) in \( \eta_F \) and \( \eta_I \) are the costs to estimate the true covariates. When \( \xi_d \) is directly observable, \( b_{F_{m,n,p}}^F \) and \( b_{I_{m,n,p}}^I \) become zero. Take \( \delta = 2\log p, \tau_F = \omega_F = C(n/\log p)^{1/4}, \eta_F = C(\log n)^2 \sqrt{\log p/n}, \tau_I = Cs_\beta(n/\log p)^{1/4}, \omega_I = C(n/\log p)^{1/4} \), and \( \eta_I = Cs_\beta(\log n)^2 \sqrt{\log p/n}. \) Then, \( \hat{\beta}_i \) for the factor and idiosyncratic parts have a near-optimal convergence rate of \( (\log n)^2 \sqrt{\log p/n} \) and \( s_\beta^{3/2}(\log n)^2 \sqrt{\log p/n} \), respectively (Sun et al., 2020).

The additional \((\log n)^2\) term comes from handling the dependency in the process \( (\xi_d)_{d=1,2,...} \). When comparing to the optimal rate for the high-dimensional case, established in Sun et al. (2020), we have the additional \( s_\beta(\log n)^2 \). Usually, the sparsity level is small; thus, the proposed method does not lose significantly efficiency, even for the dependent and heavy-tailed case.

### 4 Large volatility matrix prediction

#### 4.1 A model set-up

In this section, using the estimation procedure in Section 3, we discuss how to predict the large volatility matrix, based on the FIVAR-Itô model. Given the observations of \( n \) days, the parameter of interest is the conditional expected volatility matrix \( E(\Gamma_{n+1}|\mathcal{F}_n) \). Recall that the integrated volatility matrix \( \Gamma_d \) has the following low-rank plus sparse structure:

\[ \Gamma_d = \Psi_d + \Sigma_d = p \sum_{i=1}^{r} \xi_{d,i} q_i q_i^\top + \sum_{i=r+1}^{p+r} \xi_{d,i} q_i q_i^\top \text{ a.s.,} \]

where \( p\xi_{d,i} \)'s are the \( i \)-th largest eigenvalues of \( \Psi_d \) for \( i = 1, \ldots, r \), \( \xi_{d,i} \)'s are the \( (i - r) \)-th largest eigenvalues of \( \Sigma_d \) for \( i = r + 1, \ldots, p + r \), and their corresponding eigenvectors are \( q_i \). It is assumed that the rank, \( r \), of \( \Psi_d \) is bounded and the idiosyncratic volatility matrix \( \Sigma_d = (\Sigma_d_{ij})_{i,j=1,...,p} \)
satisfies the following sparse condition:

\[
\max_{1 \leq d \leq n} \max_{1 \leq i \leq p} \sum_{j=1}^{p} |\Sigma_{d,ij}|^{\Upsilon} (\Sigma_{d,ii} \Sigma_{d,jj})^{\frac{1-\Upsilon}{2}} \leq M_I s_I \text{ a.s.,}
\]

where \( M_I \) is a bounded positive random variable, \( \Upsilon \in [0, 1) \), and \( s_I \) is a deterministic function of \( p \), which grows slowly in \( p \). This low-rank plus sparse structure is widely employed when analyzing the large matrices (Aït-Sahalia and Xiu 2017; Bai and Ng 2002; Fan and Kim 2018; Fan et al. 2013; Kim et al. 2018; Stock and Watson 2002; Shin et al. 2021).

Unfortunately, the true log-price \( X(t) \) cannot be directly observed since the high-frequency data are contaminated by micro-structure noise. To account for this, it is assumed that the observed log-price \( Y_i(t_k) \) has the following additive noise structure:

\[
Y_i(t_{d,k}) = X_i(t_{d,k}) + e_i(t_{d,k}) \quad \text{for } i = 1, \ldots, p, d = 1, \ldots, n, k = 0, \ldots, m,
\]

where \( d - 1 = t_{d,0} < \cdots < t_{d,m} = d \), and the micro-structure noise \( e_i(t_{d,k}) \) is a stationary random variable with mean zero. The empirical studies have shown that the micro-structure noise is serial dependent and endogenous (Aït-Sahalia et al. 2011; Hansen and Lunde 2006b; Jacod et al. 2017b; Li and Linton 2022; Ubukata and Oya 2009). Fortunately, as long as non-parametric integrated volatility matrix estimators satisfy (4.3), the dependent structure of the micro-structure noise does not affect the main results of this paper. There are several estimation procedures that are robust to dependent structures of the micro-structure noise (Barndorff-Nielsen et al. 2011b; Jacod et al. 2017b; Kim et al. 2016; Li and Linton 2020). Thus, we only require condition (4.3). On the other hand, for simplicity, the observation time points are assumed to be synchronized and equally spaced: \( t_{d,k} - t_{d,k-1} = m^{-1} \) for \( d = 1, \ldots, n \) and \( k = 1, \ldots, m \).

**Remark 3.** The conditions for the observation time points can be relaxed to the non-synchronized and unequally spaced conditions by using generalized sampling time (Aït-Sahalia et al. 2010), refresh time (Barndorff-Nielsen et al. 2011a), and previous tick (Andersen et al. 2003; Barndorff-Nielsen et al. 2011a; Zhang 2011) schemes. In this paper, we mainly focus on the parametric structure of the volatility process, so it is assumed that the observation time points are synchronized.
4.2 Large volatility matrix prediction

To predict the large volatility matrix, we first employ a non-parametric integrated volatility matrix estimator $\hat{\Gamma}_d$, which is robust to jumps and dependent structures of the micro-structure noise (Aït-Sahalia and Xiu, 2016; Barndorff-Nielsen et al., 2011b; Bibinger and Winkelmann, 2015; Jacod et al., 2009; Kim et al., 2016; Koike, 2016; Li and Linton, 2020; Shin et al., 2021). Based on the non-parametric estimator $\hat{\Gamma}_d$, we estimate the eigenvectors and eigenvalues of factor and idiosyncratic volatility matrices as follows. For estimating the ‘daily’ integrated eigenvalues $\xi_d$ on the factor volatility matrix $\Psi_d$, based on the assumption of time-invariance of eigenvectors, we calculate $r$ eigenvectors $\hat{q}_1, \ldots, \hat{q}_r$ of the average of the recent $\ell$ days’ non-parametric realized volatility matrix estimators, $\frac{1}{\ell} \sum_{d=n-\ell+1}^n \hat{\Gamma}_d$, where $\ell$ is the window length for the eigenvector estimation, and obtain the estimators of time-dependent eigenvalues $\hat{\xi}_{d,i} = \hat{q}_i^\top \hat{\Gamma}_d \hat{q}_i / p$ for $d = 1, \ldots, n$ and $i = 1, \ldots, r$. This provides a part of inputs for (3.2) and (3.4).

To provide the rest of inputs, namely $\hat{\xi}_{d,i}$ for $i > r$ for the idiosyncratic volatility matrix $\Sigma_d$, we apply the principal orthogonal complement thresholding (POET) method (Fan et al., 2013) as follows. First, we decompose the input volatility matrix $\hat{\Gamma}_d = \sum_{k=1}^p \hat{\xi}_{d,k} \hat{q}_{d,k} \hat{q}_{d,k}^\top$, where $\hat{\xi}_{d,k}$ is the $k$-th largest eigenvalue of $\hat{\Gamma}_d$ and $\hat{q}_{d,k}$ is its corresponding eigenvector. We then obtain the input idiosyncratic volatility matrix estimator $\hat{\Sigma}_d = (\hat{\Sigma}_{d,ij})_{1 \leq i,j \leq p} = \hat{\Gamma}_d - \sum_{k=1}^r \hat{\xi}_{d,k} \hat{q}_{d,k} \hat{q}_{d,k}^\top$ and apply the adaptive thresholding method to $\hat{\Sigma}_d$ by computing

$$
\hat{\Sigma}_{d,ij} = \begin{cases} 
\hat{\Sigma}_{d,ij} \lor 0 & \text{if } i = j \\
g_{ij}(\hat{\Sigma}_{d,ij}) \mathbf{1}(|\hat{\Sigma}_{d,ij}| \geq v_{ij}) & \text{if } i \neq j
\end{cases}
$$

where the thresholding function $g_{ij}(\cdot)$ satisfies $|g_{ij}(x) - x| \leq v_{ij}$, and the adaptive thresholding level $v_{ij} = v_m \sqrt{(\hat{\Sigma}_{d,ii} \lor 0)(\hat{\Sigma}_{d,ij} \lor 0)}$. For example, we often utilize the soft thresholding function.
\( g_{ij}(x) = x - \text{sign}(x) v_{ij} \) and the hard thresholding function \( g_{ij}(x) = x \). The thresholding parameter \( v_{in} \) will be specified in Proposition 2. With the idiosyncratic volatility matrix estimator \( \hat{\Sigma}_d \), we calculate \( p \) eigenvectors, \( \hat{q}_{r+1}, \ldots, \hat{q}_{p+r} \), of \( \frac{1}{\ell} \sum_{d=n-\ell+1}^{n} \hat{\Sigma}_d \) and obtain \( \hat{\xi}_{d,i} = q_i^\top \hat{\Sigma}_d q_i \) for \( d = 1, \ldots, n \) and \( i = r+1, \ldots, p+r \). Again, we here use the time-invariant assumption of the eigenvectors.

With these inputs, we can estimate the true model parameter \( \beta_0 \) using the VAR model parameter estimation procedure in Section 3 and calculate the predicted eigenvalue estimator by

\[
\tilde{\Gamma}_{n+1} = \Psi_{n+1} + \hat{\Sigma}_{n+1} = p \sum_{i=1}^{r} \hat{\xi}_{n+1,i} \hat{q}_i \hat{q}_i^\top + \sum_{i=r+1}^{p+r} \hat{\xi}_{n+1,i} \hat{q}_i \hat{q}_i^\top.
\]

We describe the estimation procedure in Algorithm 1 in the Appendix.

**Remark 4.** To estimate the eigenvectors, the constant eigenvector over time is assumed, and the window length, \( \ell \), for the eigenvector estimation can be from 1 to \( n \). Theoretically, to predict the future volatility matrix, we only require the constant condition during the intra-day, and we can allow the time-varying eigenvector on a daily basis, that is, the eigenvector process has the form of a step function, as long as the eigenvectors are martingale. Specifically, for the time-varying eigenvector, we estimate the eigenvectors and eigenvalues using the daily realized volatility estimator and employ the previous day’s eigenvector to predict the future volatility matrix. In the empirical study, we investigate the effect of the eigenvector estimation methods, and we find that the volatility matrix estimator with the previous 22-day observations (one month) shows best performance (see Appendix A.2). This shows that the averaging step helps mitigate volatile fluctuations in the volatility process, and by using the recent 22-day instead of the longer period, such as the whole period, we can explain the effect of the eigenvector dynamics. On the other hand, in high-frequency finance literature, the intra-day time varying patterns are often observed \([\text{Andersen et al., } 2019, 2021, \text{Kong et al., } 2021]\). Thus, it is more natural to assume intra-day time-varying eigenvectors. However, under this condition, we need to calculate local eigenvalues and eigenvectors and accumulate the local estimators. Furthermore, we require more complicated intra-day dynamic structure to predict the future volatility matrix. This complexity may cause large estimation errors and possibility of
over-parameterization. Thus, it is a demanding task to develop a parametric model that can explain the intra-day and inter-day dynamics simultaneously and obtain robust prediction performance. We leave this for a future study.

We investigate the theoretical properties of the POET estimator, under the following assumptions. These conditions are often used when analyzing the asymptotic behaviors of the POET estimator (Fan and Kim, 2018; Shin et al., 2021).

**Assumption 2.**

(a) For some fixed constant $C_1$, we have
\[
\max_{1 \leq i \leq p} \sum_{j=1}^{r} q_{ij}^2 \leq C_1 \ a.s., \quad \text{where } q_j = (q_{1j}, \ldots, q_{pj})^\top
\]
is the $j$th eigenvector of $\Psi_d$.

(b) For $d = 1, \ldots, n$, let
\[
D_{d,\xi} = \min\{\xi_{d,i} - \xi_{d,i+1}, i = 1, \ldots, r-1\}, \quad D_{d,\xi} \text{ and } \xi_{d,\xi} \geq C_2 \ a.s., \text{ and } \xi_{d,1} \leq C_3 \ a.s.
\]
for some generic positive constants $C_2$ and $C_3$.

(c) For $d = 1, \ldots, n$, $\xi_{d,r+1}$ is bounded by some positive constant and $\xi_{d,p+1}$ stays away from zero almost surely.

(d) $s_l/\sqrt{p} + \sqrt{\log p/m^{1/2}} = o(1)$.

The following proposition derives the concentration properties of the POET estimator.

**Proposition 2.** Under the FIVAR($h$)-Itô model, suppose that the concentration inequality,
\[
\Pr \left\{ \max_{1 \leq d \leq n} \max_{1 \leq i \leq p} \left| \hat{\Gamma}_{d,ij} - \Gamma_{d,ij} \right| \geq C \sqrt{\frac{\log (pn \vee m)}{m^{1/2}}} \right\} \leq p^{-1}, \quad (4.3)
\]
Assumption 2 and the sparsity condition (4.1) are met. Take $\nu_m = C_\omega H_m$ for some large fixed constant $C_\omega$, where $H_m = s_l/p + \sqrt{\log (pn \vee m)/m^{1/2}}$. Then, we have, for a sufficiently large $m$, with probability at least $1 - p^{-1}$,

\[
\max_{1 \leq d \leq n} \max_{1 \leq i \leq r} \left| \hat{\xi}_{d,i} - \xi_{d,i} \right| \leq C H_m, \quad (4.4)
\]

\[
\max_{1 \leq d \leq n} \max_{r+1 \leq i \leq p+r} \left| \hat{\xi}_{d,i} - \xi_{d,i} \right| \leq C s_l H_m^{1-\gamma}, \quad (4.5)
\]

\[
\max_{1 \leq d \leq n} \| \hat{\Sigma}_d - \Sigma_d \|_2 \leq C s_l H_m^{1-\gamma}, \quad \text{and} \quad (4.6)
\]
\[
\max_{1 \leq d \leq n} \| \tilde{\Sigma}_d - \Sigma_d \|_{\text{max}} \leq CH_m. \tag{4.7}
\]

Remark 5. Under the locally boundedness condition of the instantaneous volatility process with the heavy-tailed observations, we can obtain the same asymptotic results [Fan and Kim, 2018; Shin et al., 2021]. For example, continuous adapted processes are locally bounded, and more generally, left-continuous adapted processes are almost surely locally bounded on every finite time interval. The proposed FIVAR-Itô model is continuous; thus, the locally bounded condition is satisfied. Thus, the concentration tail condition (4.3) is not restrictive.

The concentration inequalities (4.4)–(4.5) show that Assumption 1(e) is satisfied with high probability. For example, we have \( b_{m,n,p}^F = CH_m \) and \( b_{m,n,p}^I = C^s_1 H_m^{1-\gamma} \). Using Theorem 1, we can derive the following result.

Theorem 2. Under the assumptions in Proposition 2 and Assumption 1 (except for Assumption 1(e)), let \( n \geq 3 \), \( s_\beta \sqrt{n \log p} + s_\beta n^{1/4} (\log n)^2 (\log p)^{3/4} = O(n) \), \( \tau_F = \tau_{F} = C (n / \log p)^{1/4} \), \( \tau_I = C s_\beta (n / \log p)^{1/4} \), and \( \varpi_I = C (n / \log p)^{1/4} \). Suppose that Assumption 1(f)–(g) hold with \( \eta_F = C \left\{ H_m + (\log n)^2 \sqrt{\log p / n} \right\} \) and \( \eta_I = C \left\{ s_\beta s_1 H_m^{1-\gamma} + s_\beta (\log n)^2 \sqrt{\log p / n} \right\} \). Then, we have, for a sufficiently large \( m \), with probability at least \( 1 - 2p^{-1} \),

\[
\max_{1 \leq i \leq r} \left\| \tilde{\beta}_i - \beta_i^0 \right\|_2 \leq C \left\{ H_m + (\log n)^2 \sqrt{\log p / n} \right\}, \quad \text{and} \quad \max_{r+1 \leq i \leq p+r} \left\| \tilde{\beta}_i - \beta_i^0 \right\|_2 \leq C \left\{ s_\beta^{3/2} s_1 H_m^{1-\gamma} + s_\beta^{3/2} (\log n)^2 \sqrt{\log p / n} \right\}.
\tag{4.8}
\]

\[
\max_{1 \leq i \leq p} \left\| \tilde{\beta}_i \right\|_2 \leq C \left\{ s_\beta^{3/2} s_1 H_m^{1-\gamma} + s_\beta^{3/2} (\log n)^2 \sqrt{\log p / n} \right\}.
\tag{4.9}
\]

Remark 6. Theorem 2 shows that the low-dimensional factor VAR has the convergence rate \( s_1 / p + \sqrt{\log (pn \vee m) / m^{1/2} + (\log n)^2 \sqrt{\log p / n}} \). The \( s_1 / p \) term is the cost to identify the latent factor, and the \( m^{-1/4} \) term comes from estimating the integrated volatility matrix. Finally, the \( n^{-1/2} \) term is the usual convergence rate of estimating model parameters in low-frequency time series. In contrast, the high-dimensional factor VAR has the convergence rate \( s_\beta^{3/2} s_1 H_m^{1-\gamma} + s_\beta^{3/2} (\log n)^2 \sqrt{\log p / n} \). The first term, \( s_\beta^{3/2} s_1 H_m^{1-\gamma} \), is the cost to estimate the latent idiosyncratic volatility matrix with the noisy high-frequency data. The second term, \( s_\beta^{3/2} (\log n)^2 \sqrt{\log p / n} \), is the convergence rate of the sparse high-dimensional regression. We note that the \( (\log n)^2 \) term is the cost of handling the dependency.
in the eigenvalue process.

With the results in Theorem 2, we investigate theoretical properties of the future volatility matrix estimator $\tilde{\Gamma}_{n+1}$. To study the future idiosyncratic volatility matrix estimator $\tilde{\Sigma}_{n+1}$, we need the additional condition for the eigen-gap as follows.

**Assumption 3.** For some $\chi \in (0, 1)$ and $i = r+1, \ldots, p+r-1$, we have $C_4 \chi^i \leq \xi_{d,i} - \xi_{d,i+1} \leq C_5 \chi^i$ for some positive constants $C_4$ and $C_5$.

**Remark 7.** To have the bounded eigenvalues for the idiosyncratic volatility matrices such as Assumption 2(c), we cannot have that all eigen-gaps are some positive constants. Specifically, several eigen-gaps can be constant, but most of them may need to converge to zero. To check the behavior of the eigen-gaps, we draw the plot of the eigen-gaps of the idiosyncratic volatility matrix using high-frequency trading data (see Figure 7 in the Appendix). We find that the eigen-gaps have an exponentially decaying pattern. Thus, to account for this, we impose Assumption 3. We note that, even if the finite number of $\xi_{d,i}$’s do not satisfy this condition, we can obtain the same results in Theorem 3.

The following theorem establishes the convergence rates of the future volatility matrix estimator.

**Theorem 3.** Under the assumptions in Theorem 2 and Assumption 3, we have with probability at least $1 - 2p^{-1}$,

$$\max_{1 \leq i \leq r} \left| \hat{\xi}_{n+1,i} - E (\xi_{n+1,i} | \mathcal{F}_n) \right| \leq C \left[ H_m + (\log n)^2 \sqrt{\log p/n} \right],$$

$$\max_{r+1 \leq i \leq p+r} \left| \hat{\xi}_{n+1,i} - E (\xi_{n+1,i} | \mathcal{F}_n) \right| \leq C \left[ s_\beta^2 s_I H_m^{1-\gamma} + s_\beta^2 (\log n)^2 \sqrt{\log p/n} \right],$$

$$\| \tilde{\Gamma}_{n+1} - E (\Gamma_{n+1} | \mathcal{F}_n) \|_{F} \leq C \left[ p^{1/2} H_m + p^{1/2} \log p (\log n)^4 / n \right. \left. + s_\beta^2 s_I H_m^{1-\gamma} + s_\beta^2 (\log n)^2 \sqrt{\log p/n} \right],$$

where the relative Frobenius norm $\| M \|_{F^*} = p^{-1} \| \Gamma^{* -1/2} M \Gamma^{* -1/2} \|_F$, and $\Gamma^* = E (\Gamma_{n+1} | \mathcal{F}_n)$.

**Remark 8.** The relative Frobenius norm is used in Theorem 3 since the top eigenvalues of $\Gamma^*$ are diverging (see Fan et al. (2008)). Theorem 3 indicates that the proposed estimator $\tilde{\Gamma}_{n+1}$ is consistent as long as $p = o(m \wedge n^2)$ in terms of the relative Frobenius norm. Its convergence
rate is similar to that of [Kim and Fan 2019] except for the additional terms, \( p^{1/2} \log p (\log n)^{4}/n \) and \( s_{\beta}^{2} (\log n)^{2} \sqrt{\log p}/n \), which come from handling the VAR model structure in the factor and idiosyncratic volatility matrices, respectively.

4.3 Discussion on the tuning parameter selection

To implement the proposed robust estimation method, we need to choose the tuning parameters. In this section, we discuss how to select the tuning parameters in (3.1)–(3.4). For the factor part, let \( \sigma_{F} = \sqrt{\sum_{i=1}^{r} \sum_{d=1}^{n} \hat{\xi}_{d,i}^{2} / (nr)} \). We choose

\[
\varpi_{F} = c_{F,1} \sigma_{F} \left( \frac{n}{\log p} \right)^{1/4} \quad \text{and} \quad \tau_{F} = c_{F,2} \sigma_{F} \left( \frac{n}{\log p} \right)^{1/4},
\]

(4.13)

where \( c_{F,1} \) and \( c_{F,2} \) are tuning parameters. For the idiosyncratic part, we first standardize the variables, \( \hat{\xi}_{d,i}, i = 1, \ldots, p + r \), to have mean zero and variance 1. Then, we choose

\[
\varpi_{I} = c_{I,1} \left( \frac{n}{\log p} \right)^{1/4}, \quad \tau_{I} = c_{I,2} \left( \frac{n}{\log p} \right)^{1/4}, \quad \text{and} \quad \eta_{I} = c_{\eta} \left( \frac{\log p}{n} \right)^{1/2},
\]

(4.14)

where \( c_{I,1} \), \( c_{I,2} \), and \( c_{\eta} \) are tuning parameters. We select \( c_{\eta} \in [0.1, 10] \) by minimizing the corresponding Bayesian information criterion (BIC). In the simulation and empirical studies, we choose \( c_{F,1} = 4, c_{F,2} = 1/4, c_{I,1} = 4, \) and \( c_{I,2} = 2 \). These choices are based on some empirical studies. Specifically, we choose \( c_{F,1}, c_{F,2}, c_{I,1}, \) and \( c_{I,2} \) which minimize the corresponding mean squared prediction error (MSPE). Details can be found in Section 5.2.

5 Numerical study

5.1 A simulation study

In this section, we conducted simulations to validate the finite sample performance of the proposed estimation methods. We generated the data for \( n \) days with frequency \( 1/m^{\text{all}} \) on each day and let \( t_{d,j} = d - 1 + j/m^{\text{all}} \) for \( d = 1, \ldots, n \) and \( j = 0, \ldots, m^{\text{all}} \). We considered the jump diffusion
process with the FIVAR(h)-Itô model in Definition 1 and generated heavy-tailed and sub-Gaussian processes. Specific simulation setup is described in Appendix A.1. The noise-contaminated high-frequency data were generated from model (4.2), where the noise \( e_i(t_{i,k}) \) was obtained from the independent Gaussian distribution with mean zero and standard deviation 0.01\( \sqrt{\int_0^1 \gamma_{ii}(t)dt} \). This choice is inspired by Wang and Zou (2010) who found that the relative noise level is typically around 1% for the stock index for high-frequency trading data. We first generated the data for 500 days, and we varied \( n \) from 100 to 500. For each \( n \), we obtained the data from the last \( n \) days among the 500 days.

To estimate the integrated volatility matrix \( \Gamma_d = (\Gamma_{d,ij})_{i,j=1,...,p} \), we utilized the jump adjusted pre-averaging realized volatility matrix (PRVM) estimator (Aït-Sahalia and Xiu, 2016; Christensen et al., 2010; Jacod et al., 2009) defined in (A.1) in the Appendix. Then, we estimated the conditional expected volatility matrix \( \text{E} (\Gamma_{n+1}|F_n) \), based on the estimation procedure in Section 4.2. Specifically, we first projected \( \hat{\Gamma}_d \) onto the positive semi-definite cone in the spectral norm to make it positive semi-definite. Since the eigenvectors are constant over time, we estimated them using the \( n \) period observations. To determine the rank \( r \), we employed the procedure in Aït-Sahalia and Xiu (2017) as follows:

\[
\hat{r} = \arg \min_{1 \leq j \leq r_{\text{max}}} \sum_{d=1}^{n} \left[ p^{-1} \bar{\xi}_{d,j} + j \times c_1 \left\{ \sqrt{\log p/m^{1/2} + p^{-1} \log p} \right\}^{c_2} \right] - 1, \tag{5.1}
\]

where \( \bar{\xi}_{d,j} \) is the \( j \)-th largest eigenvalue of PRVM, \( r_{\text{max}} = 30 \), \( c_1 = 0.015 \times \bar{\xi}_{d,20} \), and \( c_2 = 0.5 \).

For the POET estimation procedure, we employed the soft thresholding scheme and selected the thresholding level that minimizes the corresponding Frobenius norm. When estimating \( \beta_{d0} \)'s, we used the tuning parameter selection method discussed in Section 4.3. To select the lag \( h \), we utilized the Bayesian information criterion (BIC). We calculated the future volatility matrix estimator with \( \hat{\beta}_i \) and call it the Huber-LASSO (H-LASSO) estimator.

For comparison, we employ the ordinary least squares (OLS) and LASSO estimators as follows. The OLS estimator only considers the dynamics of the factor volatility matrix and obtains \( \hat{\beta}_i \), \( i = 1, 2, 3 \), using the OLS method. The OLS estimator predicts the future idiosyncratic volatility matrix by the average of the previous 22-day’s idiosyncratic volatility matrices to smooth random
fluctuations. On the other hand, the LASSO estimator considers the dynamics in both factor and idiosyncratic volatility matrices. The LASSO estimator uses the same estimation procedure as the H-LASSO estimator, except for the truncation method. That is, the OLS estimator can explain only the dynamics from the factor component, while the LASSO estimator can account for the dynamics from both the factor and idiosyncratic components. However, they cannot account for the heavy-tailedness. We also investigated the previous day’s PRVM estimator from the POET procedure as the non-parametric benchmark. We call it the POET-PRVM. We calculated the average estimation errors under the Frobenius norm, the max norm, the relative Frobenius norm (see Theorem 3 for the definition), and the spectral norm by 500 iterations.

We first checked the performance of the methods for model parameter estimation. The parameter of interest is the true parameter matrix $\beta_0$. Table 1 reports the Frobenius, max, and spectral norm errors of the LASSO and H-LASSO estimators, with $n = 100, 200, 500$ and $m = 250, 500, 2000$. We note that for both heavy-tailed and sub-Gaussian processes, the number of factors $r$ and lag $h$ are estimated without errors for all $n$ and $m$. The reason is that the data generation process has a large eigen-gap between the factor and idiosyncratic volatility matrices and a strong time series structure. From Table 1, we find that the estimation errors of the proposed H-LASSO estimator are usually decreasing as the number of low-frequency or high-frequency observations increases. The exception is the max norm error for $n = 500$ and $m = 2000$, while the overall error performances, such as Frobenius and spectral norm errors, always decrease as $n$ or $m$ increases. An explanation is that bigger outliers for heavy tails are more frequently observed as the high-frequency observation increases. For example, when $m$ is small, the relative frequency of outliers may be low due to the smoothing effect from the subsampling. Furthermore, the max norm measure is highly affected by the outlier. When comparing two estimation methods, the H-LASSO estimator performs better than the LASSO estimator for both heavy-tailed and sub-Gaussian processes. One possible explanation for this is that, even if the process is generated by the sub-Gaussian variables, the log-prices process can still have some heavy tails. The truncation method can reduce the variance of the estimator, which is larger than that of the increase in estimation bias even for the sub-Gaussian case. From this result, we find the benefit of handling the heavy-tailedness. These results support
Table 1: The Frobenius, max, and spectral norm errors of the LASSO and H-LASSO estimators with $n = 100, 200, 500$ and $m = 250, 500, 2000$.

| Tail       | $n$  | $m$  | Frobenius LASSO | Frobenius H-LASSO | Max LASSO | Max H-LASSO | Spectral LASSO | Spectral H-LASSO |
|------------|------|------|-----------------|-------------------|-----------|------------|----------------|-----------------|
| Heavy      | 100  | 250  | 0.781           | 0.664             | 0.415     | 0.297      | 0.543          | 0.405           |
|            | 500  | 250  | 0.709           | 0.587             | 0.403     | 0.281      | 0.509          | 0.361           |
|            | 2000 | 250  | 0.672           | 0.548             | 0.396     | 0.270      | 0.489          | 0.334           |
|            | 200  | 500  | 0.677           | 0.603             | 0.333     | 0.234      | 0.434          | 0.337           |
|            | 500  | 500  | 0.616           | 0.529             | 0.330     | 0.220      | 0.405          | 0.283           |
|            | 2000 | 500  | 0.591           | 0.499             | 0.327     | 0.208      | 0.396          | 0.265           |
|            | 500  | 250  | 0.586           | 0.569             | 0.211     | 0.179      | 0.328          | 0.308           |
|            | 500  | 500  | 0.518           | 0.494             | 0.208     | 0.169      | 0.273          | 0.226           |
|            | 2000 | 500  | 0.502           | 0.469             | 0.219     | 0.173      | 0.274          | 0.217           |
| Sub-Gaussian | 100 | 250  | 0.854           | 0.716             | 0.488     | 0.348      | 0.638          | 0.465           |
|            | 500  | 250  | 0.806           | 0.648             | 0.511     | 0.346      | 0.637          | 0.441           |
|            | 2000 | 250  | 0.799           | 0.612             | 0.544     | 0.333      | 0.645          | 0.421           |
|            | 200  | 500  | 0.716           | 0.642             | 0.348     | 0.266      | 0.472          | 0.371           |
|            | 500  | 500  | 0.651           | 0.564             | 0.345     | 0.248      | 0.450          | 0.331           |
|            | 2000 | 500  | 0.621           | 0.527             | 0.346     | 0.235      | 0.434          | 0.309           |
|            | 500  | 250  | 0.620           | 0.596             | 0.245     | 0.210      | 0.352          | 0.315           |
|            | 500  | 500  | 0.546           | 0.519             | 0.232     | 0.195      | 0.308          | 0.263           |
|            | 2000 | 500  | 0.516           | 0.487             | 0.232     | 0.191      | 0.294          | 0.245           |

One of the main objectives of this paper is to predict future volatility. Therefore, we checked the performance of predicting future volatility. Figures 2 and 3 plot the log Frobenius, max, relative Frobenius, and spectral norm errors of the future volatility matrix estimators with $n = 100, 200, 500$ and $m = 250, 500, 2000$ for the heavy-tailed and sub-Gaussian processes. From Figures 2 and 3, we find that the parametric estimation methods show better performance than the non-parametric POET-PRVM estimator. The LASSO and H-LASSO estimators, which incorporate the factor and idiosyncratic dynamics, perform better than the OLS estimator overall. This is probably due to the fact that the OLS estimator can partially explain the market dynamics via the factor component, but fails to explain the whole dynamics. Finally, when comparing the LASSO and H-LASSO estimators, the H-LASSO estimator outperforms for the heavy-tailed and sub-Gaussian processes. These results are consistent with our notion that the H-LASSO estimator is robust to the heavy-tailedness, and it can explain the dynamics from the factor and idiosyncratic components.
Figure 2: The log Frobenius, max, relative Frobenius, and spectral norm error plots of the POET-PRVM, OLS, LASSO, and H-LASSO estimators for the conditional expected integrated volatility matrix estimation with the heavy-tailed process, given $n = 100, 200, 500$ and $m = 250, 500, 2000$. 
Figure 3: The log Frobenius, max, relative Frobenius, and spectral norm error plots of the POET-PRVM, OLS, LASSO, and H-LASSO estimators for the conditional expected integrated volatility matrix estimation with the sub-Gaussian process, given $n = 100, 200, 500$ and $m = 250, 500, 2000$. 
5.2 An empirical study

We applied the proposed FIVAR(\(h\))-Itô model to real high-frequency trading data for 200 assets from January 2016 to December 2019 (997 trading days). The top 200 large trading volume stocks among the S&P 500 were selected from the Wharton Data Service (WRDS) system. To synchronize the high-frequency data, we used the previous tick scheme [Andersen et al. 2003, Barndorff-Nielsen et al. 2011a, Zhang 2011] with equal distance intervals, which helps mitigate the effect of the irregular observation time errors. When applying the refresh time scheme for the 200 assets, we find that the average number of daily synchronized samples is 593.49, which corresponds to 39.42-sec sampling frequency. Hence, we chose 1-min sampling frequency to enjoy the benefit of large samples. We excluded days with half trading hours.

To apply the proposed estimation procedures, we need to determine the rank \(r\). We first calculated 997 daily integrated volatility matrices using the jump-adjusted pre-averaging realized volatility (PRVM) estimator in (A.1). We chose \(c_{i,u}\) as 7 times the sample standard deviation of the pre-averaged variables \(m^{1/4}\tilde{Y}_i(t_{d,k})\) and projected the daily PRVM estimators onto the positive semi-definite cone in the spectral norm to make them positive semi-definite. Then, we estimated the rank \(r\) based on the rank estimation procedure in (5.1) with \(n = 997\). The result is \(\hat{r} = 3\). Also, Figure 4 shows the scree plot drawn using the first 100 eigenvalues of the sum of 997 PRVM estimates. From Figure 4 we can see that the possible values of the rank \(r\) are 1, 2, 3, 4, 5. From these results, we conducted the empirical study for \(r = 3\).

![Scree plot](image)

Figure 4: The scree plot of the first 100 eigenvalues of the sum of 997 PRVM estimates.

To estimate the idiosyncratic volatility matrix \(\Sigma_d\), we utilized the hard thresholding scheme
based on the Global Industry Classification Standard (GICS) proposed by Fan et al. (2016). Specifically, the idiosyncratic components for the different sectors were set to zero, and we maintained those for the same sector. This corresponds to the hard-thresholding scheme with the sector information.

To choose the tuning parameters $c_{F,1}$, $c_{F,2}$, $c_{I,1}$, and $c_{I,2}$, we defined

$$
\Lambda^F(c_{F,1}, c_{F,2}) = \frac{1}{T} \sum_{d=1}^{T} \| \hat{\Psi}^{H-LASSO}_d(c_{F,1}, c_{F,2}) - \hat{\Psi}^{POET}_d \|_F^2,
$$

$$
\Lambda^I(c_{I,1}, c_{I,2}) = \frac{1}{T} \sum_{d=1}^{T} \| \hat{\Sigma}^{H-LASSO}_d(c_{I,1}, c_{I,2}) - \hat{\Sigma}^{POET}_d \|_F^2,
$$

where $\hat{\Psi}^{H-LASSO}_d(c_{F,1}, c_{F,2})$ is the factor volatility matrix forecast from the H-LASSO estimator with the tuning parameters $c_{F,1}$ and $c_{F,2}$ for the $d$-th day and $\hat{\Sigma}^{H-LASSO}_d(c_{I,1}, c_{I,2})$ is the idiosyncratic volatility matrix forecast from the H-LASSO estimator with the tuning parameters $c_{I,1}$ and $c_{I,2}$ for the $d$-th day. Also, $\hat{\Psi}^{POET}_d$ and $\hat{\Sigma}^{POET}_d$ are the factor and idiosyncratic volatility matrix estimators from POET estimator based on the PRVM for the $d$-th day, respectively. Then, we selected $c_{F,1}$ and $c_{F,2}$ by minimizing $\Lambda^F(c_{F,1}, c_{F,2})$ over $c_{F,1}, c_{F,2} \in \{1/4, 1/2, 1, 2, 4\}$. Similarly, we chose $c_{I,1}$ and $c_{I,2}$ by minimizing $\Lambda^I(c_{I,1}, c_{I,2})$ over $c_{I,1}, c_{I,2} \in \{1/4, 1/2, 1, 2, 4\}$. For the choice of tuning parameters, we set the in-sample period as day 1 to day 251 (2016) and out-of-sample period as day 252 to day 500 (2017). The selected parameters are $c_{F,1} = 4$, $c_{F,2} = 1/4$, $c_{I,1} = 4$, and $c_{I,2} = 2$. We note that the stationarity of the volatility process is a reasonable assumption, which justifies the above tuning parameter choice procedure.

To determine the lag $h$, we applied the Bayesian information criterion (BIC) to the VAR model. It leads to $h = 1$. Then, we estimated the conditional expected volatility matrix $E(\Gamma_{n+1}|\mathcal{F}_n)$ with the POET-PRVM, OLS, LASSO, and H-LASSO estimators. Specifically, we used the rolling window scheme with the past $n$ period observations to estimate the model parameters. To mitigate the potential effect of dynamics and fluctuations in the eigenvector process, we employed the previous 22 days’ observations to estimate the eigenvectors. In Appendix A.2 we compared the eigenvector estimators with different averaging days.

For a comparison, we employed the DCC-NL estimator (De Nard et al., 2021; Engle et al., 2019).
Ledoit and Wolf, 2015, 2022), which employs the nonlinear shrinkage estimator and the dynamic conditional correlation (DCC) model (Engle, 2002). Specifically, let \( \Delta Y_{d} = (\Delta Y_{1,d}, \ldots, \Delta Y_{p,d})^{\top} \) and \( \Delta Y_{i,d} \) be the daily return for the \( i \)-th asset and \( d \)-th day. To obtain the DCC-NL estimator, we first employed the following GARCH(1, 1) model:

\[
U_{i,d}^{2} = a_{i} + b_{1,i}\Delta Y_{i,d-1}^{2} + b_{2,i}U_{i,d-1}^{2},
\]

where the conditional variance \( U_{i,d}^{2} = \text{var}(\Delta Y_{i,d}|F_{d-1}) \). Based on the GARCH model, we calculated the conditional variance for the next day, \( U_{i,n+1}^{2} \), and obtained the devolatilized returns

\[
\Delta Y_{d}^{*} = (\Delta Y_{1,d}/U_{1,d}, \ldots, \Delta Y_{p,d}/U_{p,d})^{\top}.
\]

With this devolatilized return series \( \{\Delta Y_{d}^{*}\} \), we obtained \( \text{cov}(\Delta Y_{d}^{*}) \) based on the nonlinear shrinkage. Then, we applied the DCC model with \( \text{cov}(\Delta Y_{i,d}^{*}) \) being used for correlation targeting, and calculated the conditional correlation matrix for the next day, \( R_{n+1} = \text{corr}(\Delta Y_{n+1}|F_{n}) \). Finally, we estimated the conditional covariance matrix for the next day, \( \text{cov}(\Delta Y_{n+1}|F_{n}) \), as \( U_{n+1}R_{n+1}U_{n+1}^{\top} \), where \( U_{n+1} = \text{Diag}(U_{1,n+1}, \ldots, U_{p,n+1}) \). Detailed estimation procedure can be found in Engle et al. (2019). We also employed the HAR-DRD model (Oh and Patton, 2016) based on the POET-PRVM estimator. Specifically, we first decomposed the POET-PRVM estimator for the \( d \)-th day,

\[
\hat{\Gamma}_{d}\text{POET} = \left(\hat{\Gamma}_{d,ij}\text{POET}\right)_{1\leq i,j\leq p},
\]

into

\[
\hat{\Gamma}_{d}\text{POET} = \sqrt{D_{d}}R_{d}\sqrt{D_{d}},
\]

where \( D_{d} = (D_{d,ij})_{1\leq i,j\leq p} = \text{Diag}\left(\hat{\Gamma}_{d,11}\text{POET}, \ldots, \hat{\Gamma}_{d,pp}\text{POET}\right) \) is the diagonal matrix of realized volatilities and \( R_{d} \) is the realized correlation matrix. Then, we applied the following HAR model to each realized volatility:

\[
D_{d+1,ii} = a_{i} + b_{i}^{(day)}D_{d,ii} + b_{i}^{(week)}\frac{1}{5} \sum_{j=0}^{4} D_{d-j,ii} + b_{i}^{(month)}\frac{1}{22} \sum_{j=0}^{21} D_{d-j,ii} + \epsilon_{d+1,i}, \quad i = 1, \ldots, p.
\]

We then obtained the conditional realized volatilities for the next day. To ensure that the volatility forecasts are positive, we set their lower bound as \( 10^{-7} \). For the realized correlations, we applied
the following HAR-type model:

\[
\text{vech } (\mathbf{R}_{d+1}) = \text{vech } (\bar{\mathbf{R}}_d) (1 - a - b - c) + a \cdot \text{vech } (\mathbf{R}_d) + \frac{b}{5} \sum_{j=0}^{4} \text{vech } (\mathbf{R}_{d-j}) + c \cdot \frac{1}{22} \sum_{j=0}^{21} \text{vech } (\mathbf{R}_{d-j}) + e_{d+1},
\]

where \(\bar{\mathbf{R}}_d = \frac{1}{d} \sum_{j=1}^{d} \mathbf{R}_j\) and \((a, b, c) \in \mathbb{R}^3\). Then, we forecast the next day's volatility matrix based on the conditional realized volatilities and correlations. We call it the HAR-DRD estimator. We note that for all estimators including the HAR-DRD estimator, the logarithm of the realized volatility is not used to check the effect of modeling idiosyncratic volatilities in linear modeling approaches. In fact, there are some cases that the logarithm improves the performance of the volatility estimators. However, it is difficult to model the log-volatility in the high-dimensional high-frequency set-up. For example, [Kim (2022)] introduced the exponential GARCH-Itô volatility model for the one-dimensional case, but the extension to the high-dimensional case is not straightforward. We leave this issue for a future study. We note that all estimators except the DCC-NL estimator use the POET-PRVM estimator as an input.

To investigate the performance of the future volatility matrix estimators, we employed the high-frequency data from 2017 to 2019. We chose the in-sample period as \(n = 251\) (one year), and we used three different out-of-sample periods: 2018 and 2019 (period 1), 2018 only (period 2), and 2019 only (period 3). For the period 1, we calculated the average number of non-zero elements in \(\hat{\mathbf{b}}_i\) excluding the intercept term over \(i = 4, \ldots, 203\). The results are 1.809 and 3.703 for the H-LASSO and LASSO estimators, respectively.

To check the performance of the proposed estimation procedures, we first investigated the following mean squared prediction error (MSPE) and QLIKE [Bollerslev et al., 2018; Laurent et al., 2013]:

\[
\text{MSPE} (\hat{\mathbf{\Gamma}}) = \frac{1}{T} \sum_{d=1}^{T} \left\| \mathbf{\Gamma}_d - \hat{\mathbf{\Gamma}}_d^{\text{POET}} \right\|_F^2,
\]

\[
\text{QLIKE} (\hat{\mathbf{\Gamma}}) = \frac{1}{T} \sum_{d=1}^{T} \log \left( \det \left( \mathbf{\Gamma}_d \right) \right) + \text{tr} \left( \mathbf{\Gamma}_d^{-1} \hat{\mathbf{\Gamma}}_d^{\text{POET}} \right),
\] (5.2)
where $T$ is the number of days in the out-of-sample period, $\tilde{\Gamma}_d$ is one of the future volatility matrix forecasts from the POET-PRVM, OLS, LASSO, H-LASSO, DCC-NL, and HAR-DRD estimators for the $d$-th day of the out-of-sample period, and $\tilde{\Gamma}_d^{POET}$ is the POET-PRVM estimator for the $d$-th day, which is a proxy of the ground truth. We note that MSPE is a form of the mean squared error that is one of robust loss functions for volatility comparisons (Hansen and Lunde 2006a; Patton 2011; Patton and Sheppard 2009). Also, QLIKE is robust to the presence of noise in the volatility proxy (Hansen and Lunde 2006a; Laurent et al. 2013; Patton 2011; Patton and Sheppard 2009). Table 2 reports the MSPE and QLIKE results of the POET-PRVM, OLS, LASSO, H-LASSO, DCC-NL, and HAR-DRD estimators for three out-of-sample periods. We find that the H-LASSO estimator shows good performance in terms of both MSPE and QLIKE. The HAR-DRD estimator shows the best performance in terms of MSPE, but it did not perform well for the QLIKE loss. These results show the proposed H-LASSO estimator can help explain the dynamics of the idiosyncratic volatility matrix under the sparsity condition and the heavy-tailedness of the financial data.

Table 2: The MSPE and QLIKE of the POET-PRVM, OLS, LASSO, H-LASSO, DCC-NL, and HAR-DRD estimators (period 1, from 2018 to 2019; period 2, 2018; period 3, 2019).

|       | POET-PRVM | OLS | LASSO | H-LASSO | DCC-NL | HAR-DRD |
|-------|-----------|-----|-------|---------|--------|---------|
| Period 1 | MSPE ×10^4 | 3.375 | 2.990 | 2.994 | 2.615 | 2.993 | 2.572 |
|        | QLIKE ×10^{-3} | -1.091 | -1.665 | -1.674 | -1.674 | -1.636 | -1.529 |
| Period 2 | MSPE ×10^4 | 4.483 | 4.391 | 4.397 | 3.726 | 4.234 | 3.734 |
|        | QLIKE ×10^{-3} | -1.076 | -1.645 | -1.651 | -1.650 | -1.610 | -1.389 |
| Period 3 | MSPE ×10^4 | 2.264 | 1.584 | 1.585 | 1.500 | 1.748 | 1.406 |
|        | QLIKE ×10^{-3} | -1.105 | -1.684 | -1.698 | -1.698 | -1.662 | -1.670 |

To investigate the out-of-sample portfolio allocation performance, we applied the proposed estimators to the following minimum variance portfolio allocation problem:

$$\min_{\omega} \omega^{\top} \tilde{\Gamma}_d \omega, \quad \text{subject to } \omega^{\top} J = 1 \text{ and } \|\omega\|_1 \leq c_0,$$

where $J = (1, \ldots, 1)^{\top} \in \mathbb{R}^p$, $c_0$ is the gross exposure constraint that changed from 1 to 3, and $\tilde{\Gamma}_d$ is one of the future volatility matrix estimators from POET-PRVM, OLS, LASSO, H-LASSO, DCC-NL, and HAR-DRD. To obtain the out-of-sample risks, we constructed the portfolios at the
beginning of each trading day, based on the stock weights calculated using each future volatility matrix estimator. The portfolios were maintained for one day, and we calculated the realized volatility using the 10-min portfolio log-returns to mitigate the micro-structural noise effect. We measured the out-of-sample risk using the average of their square root for each out-of-sample period. Figure 5 depicts the out-of-sample risks of the portfolios constructed using the POET-PRVM, OLS, LASSO, H-LASSO, DCC-NL, and HAR-DRD estimators. From Figure 5, we find that the POET-PRVM and DCC-NL estimators become unstable as the gross exposure constraint increases. This may be because the POET-PRVM estimator cannot explain the dynamics of the volatility process and the DCC-NL estimator only uses the low-frequency information. On the other hand, the H-LASSO estimator has a stable result and has the smallest risk overall. These results indicate that considering both dynamic structure in idiosyncratic volatility and heavy-tailedness in financial data helps account for the dynamics of large volatility matrix processes.
6 Conclusion

In this paper, we develop a novel factor and idiosyncratic VAR-Itô (FIVAR-Itô) model to account for the dynamic structure of the large volatility matrix, which has the low-rank plus sparse structure. Under the FIVAR-Itô model, we show that the daily eigenvalues of the factor and idiosyncratic volatility matrices have the VAR model structure. To further account for the heavy-tailedness in financial data, we impose the bounded moment condition for the VAR model. Then, we propose a robust estimation procedure for the VAR model parameters, which employs the truncation method and $\ell_1$-penalty to deal with the heavy-tailedness and explore the sparsity, respectively. We show that it can handle the heavy-tailedness, observation error, and high-dimensionality with the desirable convergence rate. We also propose the large volatility prediction procedure and investigate its asymptotic properties.

In the empirical study, in terms of the prediction error and portfolio allocation, the proposed estimator shows the best performance overall. It reveals that, when predicting large volatility matrices, the proposed estimation method helps handle the heavy-tailedness of financial data and explain the dynamic structure of factor and idiosyncratic volatility matrices. On the other hand, one of the key assumptions in the proposed model is the sparsity condition of the model parameters. Thus, it would be interesting to construct a test procedure for the sparsity condition. To do this, we may need to de-bias the biased H-LASSO estimator and to derive its asymptotic distribution under the sparsity hypothesis. This is a theoretically demanding task. For the tuning parameter choice, it would be interesting and important to develop a tuning parameter choice procedure which has rigorous theoretical properties and works well in practice. However, it may be a challenging task to develop a tuning parameter selection procedure that works well for both practical and theoretical perspectives. We leave these topics for future studies.
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A Appendix

A.1 A simulation setup

We considered the following jump diffusion process with the FIVAR\(h\)-Itô model in Definition 1:

\[
\begin{align*}
    dX(t) &= Q_F \lambda_F^{1/2}(t)dW(t) + Q_I \lambda_I^{1/2}(t)W^*(t) + J(t)dA(t), \\
    \lambda_{t,i}(\theta_i) &= (1 - t + [t])\lambda_{t,i}(\theta_i) + \sum_{j=1}^{p+r} k_{1,i,j} \left\{ \int_{[t]}^{t} \lambda_{s,j}(\theta_j) \, ds \right\} + (1 - t + [t]) \int_{[t]}^{t} J_{\lambda,i}(s)d\Lambda_{\lambda,i}(s) \\
    &\quad + (t - [t]) \left( a_i + \sum_{k=2}^{h} \sum_{j=1}^{p+r} k_{k,i,j} \left\{ \int_{[t]-k+2}^{[t]-k+1} \lambda_{s,j}(\theta_j) \, ds \right\} \right) + (1 - t + [t]) Z_{i,t}^2,
\end{align*}
\]

where \(\lambda_F(t) = \text{Diag}(p\lambda_{t,1}(\theta_1), \ldots, p\lambda_{t,r}(\theta_r))\), \(\lambda_I(t) = \text{Diag}(\lambda_{t,r+1}(\theta_{r+1}), \ldots, \lambda_{t,p+r}(\theta_{p+r}))\), and \(W(t)\) and \(W^*(t)\) are \(r\)-dimensional and \(p\)-dimensional independent Brownian motions, respectively, \(J(t) = (J_1(t), \ldots, J_p(t))^T\) is the jump size vector, and \(A(t) = (\Lambda_1(t), \ldots, \Lambda_p(t))^T\) is the Poisson process with intensity \(I(t) = (5, \ldots, 5)^T\). The jump size \(J_i(t)\) was obtained from the independent Gaussian distribution with mean zero and standard deviation \(0.05\sqrt{\int_0^1 \gamma_{ii}(t) \, dt}\). For \(t \in [d-1, d)\), \(i = 1, \ldots, p+r\), and \(d = 1, \ldots, n\), we set \(J_{\lambda,i}(t) = J_{\lambda,i}(d-1)\), and \(J_{\lambda,i}(d)\)'s were generated from independent \(\text{unif}(-a_i/100, a_i/100)\). Also, the compensated Poisson process \(\tilde{\Lambda}_{\lambda,i}(t)\) has the intensity \(I_{\lambda,i}(t) = (10, \ldots, 10)^T\). To obtain the eigenvector matrix for the factor part, \(Q_F\), we first generated the symmetric \(p\) by \(p\) matrix whose elements were obtained from i.i.d. \(\text{unif}(0, 1)\). Then, we chose its first \(r\) eigenvectors as \(Q_F\). We chose the eigenvector matrix for the idiosyncratic part, \(Q_I\), as the \(p\)-dimensional identity matrix. For \(t \in [d-1, d)\), \(i = 1, \ldots, p+r\), and \(d = 1, \ldots, n\), we set \(z_{i,t} = z_{i,d-1}\). Let \(v_1 = 0.5\), \(v_i = 0.25\) for \(i = 2, \ldots, r\), and \(v_i = 0.1\) for \(i = r+1, \ldots, p+r\). For the heavy-tailed process, \(z_{i,d}\)'s were obtained from \(v_i\) times independent t-distribution with degrees of freedom 9, while for the sub-Gaussian process, \(z_{i,d}\)'s were generated from \(v_i\) times independent \(\text{unif}(-2, 2)\). We chose \(p = 200\), \(r = 3\), \(h = 1\), \(m_{\text{all}} = 2000\), and we varied \(m\) from 250 to 2000. The model parameters are chosen as follows. We set \(a_i = 0.05\) for \(1 \leq i \leq 3\), \(a_i = (14 - i)/10\) for
4 \leq i \leq 13, a_i = 0.1 \text{ for } 14 \leq i \leq 203,

\begin{align*}
(\zeta_{1,i,j})_{1 \leq i,j \leq 3} &= \begin{pmatrix} 0.5 & 0.15 & 0 \\ 0 & 0.45 & 0.1 \\ 0 & 0 & 0.4 \end{pmatrix}, \\
(\zeta_{1,i,j})_{2k \leq i,j \leq 2k+1} &= \begin{pmatrix} 0.19 - 0.02k & 0.02 \\ 0.02 & 0.18 - 0.02k \end{pmatrix}
\end{align*}

for 2 \leq k \leq 6, and \( (\zeta_{1,i,j})_{14 \leq i,j \leq 203} \) as 0.05 times 190-dimensional identity matrix. Other elements of \((\zeta_{1,i,j})\) were set as zero. We took \( X(0) = (0, \ldots, 0) ^{\top} \) and \( \lambda_{0,i}(\theta_i) = E(\lambda_{1,i}(\theta_i)) \).

We calculated the jump adjusted pre-averaging realized volatility matrix (PRVM) estimator \cite{Ait-Sahalia2016, Christensen2010, Jacod2009} as follows:

\[
\begin{align*}
\hat{\Gamma}_{d,ij} &= \frac{1}{\psi K} \sum_{k=1}^{m-K+1} \left\{ \tilde{Y}_i(t_{d,k}) \tilde{Y}_j(t_{d,k}) - \frac{1}{2} \tilde{Y}_{i,j}(t_{d,k}) \right\} 1\{ |\tilde{Y}_i(t_{d,k})| \leq u_{i,m} \} 1\{ |\tilde{Y}_j(t_{d,k})| \leq u_{j,m} \},
\end{align*}
\]

where

\[
\begin{align*}
\tilde{Y}_i(t_{d,k}) &= \sum_{l=1}^{K-1} g\left( \frac{l}{K} \right) (Y_i(t_{d,k+l}) - Y_i(t_{d,k+l-1})), \\
\tilde{Y}_{i,j}(t_{d,k}) &= \sum_{l=1}^{K} \left[ g\left( \frac{l}{K} \right) - g\left( \frac{l-1}{K} \right) \right]^2 \\
&\quad \times (Y_i(t_{d,k+l-1}) - Y_i(t_{d,k+l-2})) (Y_j(t_{d,k+l-1}) - Y_j(t_{d,k+l-2})), \\
\psi &= \int_0^1 g(t)^2 \, dt, \quad 1\{ \cdot \} \text{ is an indicator function, and } u_{i,m} = c_{i,u} m^{-0.235} \text{ is a truncation parameter for some constant } c_{i,u}. \quad \text{We chose the bandwidth parameter } K = \lfloor m^{1/2} \rfloor, \text{ weight function } g(x) = x \wedge (1-x), \text{ and } c_{i,u} \text{ as 7 times the sample standard deviation for the pre-averaged variables } m^{1/4} \tilde{Y}_i(t_{d,k}).
\end{align*}
\]

### A.2 Empirical study for the eigenvector estimation

In this section, we investigated the effect of the choice of window length \( \ell \) for the eigenvector estimation. Specifically, we calculated the MSPEs and QLIKEs of the POET-PRVM, OLS, LASSO and H-LASSO estimators for \( \ell = 1, 5, 22, 251 \). We note that 251 is the same as the length of the
Table 3 reports the MSPE and QLIKE of the POET-PRVM, OLS, LASSO, and H-LASSO estimators for three out-of-sample periods and \( \ell = 1, 5, 22, 251 \). We found that in terms of both MSPE and QLIKE, the H-LASSO estimator shows the best result overall when \( \ell = 22 \). We note that for \( \ell = 22 \), the OLS and LASSO estimators also show good performance. On the other hand, the choice of \( \ell = 251 \) gives similar results as the choice of \( \ell = 22 \). This may be because

| \( \ell \) | MSPE \( \times 10^4 \) | QLIKE \( \times 10^{-3} \) |
|---|---|---|
| POET-PRVM | OLS | LASSO | H-LASSO | POET-PRVM | OLS | LASSO | H-LASSO |
| Period 1 1 | 3.375 | 4.992 | 4.992 | 3.225 | -1.091 | -1.652 | -1.631 | -1.631 |
| 5 | 3.375 | 3.318 | 3.323 | 2.743 | -1.091 | -1.662 | -1.664 | -1.664 |
| 22 | 3.375 | 2.990 | 2.994 | 2.615 | -1.091 | -1.665 | -1.674 | -1.674 |
| 251 | 3.375 | 2.966 | 2.969 | 2.664 | -1.091 | -1.662 | -1.673 | -1.673 |
| Period 2 1 | 4.483 | 5.814 | 5.821 | 3.860 | -1.076 | -1.633 | -1.603 | -1.604 |
| 5 | 4.483 | 4.377 | 4.385 | 3.706 | -1.076 | -1.643 | -1.639 | -1.639 |
| 22 | 4.483 | 4.391 | 4.397 | 3.726 | -1.076 | -1.645 | -1.651 | -1.650 |
| 251 | 4.483 | 4.382 | 4.387 | 3.838 | -1.076 | -1.642 | -1.649 | -1.648 |
| Period 3 1 | 2.264 | 4.167 | 4.158 | 2.588 | -1.105 | -1.671 | -1.659 | -1.659 |
| 5 | 2.264 | 2.254 | 2.256 | 1.776 | -1.105 | -1.681 | -1.688 | -1.688 |
| 22 | 2.264 | 1.584 | 1.585 | 1.500 | -1.105 | -1.684 | -1.698 | -1.698 |
| 251 | 2.264 | 1.543 | 1.545 | 1.485 | -1.105 | -1.682 | -1.697 | -1.697 |
the averaging step helps mitigate volatile fluctuations in the volatility process. To investigate the choice of $\ell = 251$ in greater details, we calculated the out-of-sample risks of the minimum variance portfolios for $\ell = 251$. As seen in Figure 6, the OLS, LASSO, and H-LASSO estimators show unstable performance. They performed even worse than the non-parametric POET-PRVM estimator. This may be because the estimators with the choice of $\ell = 251$ cannot explain the potential effect of the eigenvector dynamics. From these results, we choose $\ell = 22$ in the empirical study.

Figure 6: The out-of-sample risks of the minimum variance portfolios constructed by the POET-PRVM, OLS, LASSO, and H-LASSO estimators for $\ell = 251$.

A.3 Proof of Proposition 1

Proof of Proposition 1. For non-negative integer $l \in \mathbb{N}_0$, let

$$ R(l) = (R_1(l), \ldots, R_{p+r}(l))^\top \text{ with } R_i(l) = \int_{d-1}^{d} \frac{(d-t)^l}{l!} \lambda_{t,i}(\theta_i) \, dt $$

and $R(0)$ is the quantity that we would like to obtain. Using the Itô’s lemma and (2.3), we have

$$ R_i(l) = \frac{a_i}{(l+2)!} + \frac{\lambda_{d-1,i}(\theta_i)}{l!(l+2)} + \sum_{j=1}^{p+r} \xi_{1,i,j} \int_{d-1}^{d} \frac{(d-t)^{l+1}}{(l+1)!} \lambda_{t,j}(\theta_j) \, dt $$
Thus, we have

\[
R(l) = a \left( \frac{a}{l+1} + \sum_{k=1}^{h-1} \left( \frac{\zeta_k}{l! (l+2)!} + \frac{\zeta_{k+1}}{(l+2)!} \right) \int_{d-k-1}^{d-k} \lambda_t(\theta) \, dt + \frac{\zeta_h}{l! (l+2)} \int_{d-h-1}^{d-h} \lambda_t(\theta) \, dt \right)
\]

\[
+ \left[ \int_{d-k}^{d} \frac{(d-t)^{l+2}}{l! (l+2)} z_i^2 \, dt + \int_{d-h}^{d} \frac{(d-t)^{l+2}}{l! (l+2)} J_{\lambda, i}(t) d\tilde{\lambda}_{\lambda, i}(t) \right]
\]

\[
+ 2 \int_{d-k}^{d} \frac{(d-t)^{l+2}}{l! (l+2)} \int_{d-h}^{t} z_{i,s} dW_{i,s} z_{i,t} dW_{i,t} + \int_{d-h}^{d} \frac{(d-t)^{l+2}}{l! (l+2)} J_{\lambda, i}(t) d\tilde{\lambda}_{\lambda, i}(t)
\]

\[
+ \zeta_1 R(l+1) \text{ a.s.}
\]

where \( a = (a_1, \ldots, a_{p+r})^\top \). Define

\[
\pi_1 = \sum_{l=0}^{\infty} \frac{\zeta'_1}{(l+1)!} = \zeta_1^{-1} (e^{\zeta_1} - I_{p+r}) \quad \text{and} \quad \pi_2 = \sum_{l=0}^{\infty} \frac{\zeta'_1}{(l+2)!} = \zeta_1^{-2} (e^{\zeta_1} - I_{p+r} - \zeta_1),
\]

where \( I_{p+r} \) is the \((p + r)\)-dimensional identity matrix and \( e^{\zeta_1} = \sum_{l=0}^{\infty} \zeta'_1/l! \). Then, iterativing the above formula, we have

\[
R(0) = \int_{d-1}^{d} \lambda_t(\theta) \, dt
\]

\[
= \pi_1 a + \sum_{k=1}^{h-1} \left( (\pi_1 - \pi_2) \zeta_k + \pi_2 \zeta_{k+1} \right) \int_{d-k-1}^{d-k} \lambda_t(\theta) \, dt + (\pi_1 - \pi_2) \zeta_h \int_{d-h-1}^{d-h} \lambda_t(\theta) \, dt
\]

42
\[
\sum_{l=0}^{\infty} \zeta_l^l \left[ \int_{d-1}^{d} \frac{(d-t)^{l+2}}{l!(l+2)!} z_{i,t}^2 \, dt + J_{\lambda,i}(t) \tilde{\eta}_{\lambda,i}(t) \right] + 2 \int_{d-1}^{d} \frac{(d-t)^{l+2}}{l!(l+2)!} \int_{d-1}^{t} z_{i,s} dW_{i,s} z_{i,t} dW_{i,t} \right]^{\top}_{i=1,\ldots,p+r} \\
= \nu + \sum_{k=1}^{h} A_k \xi_{d-k} + \epsilon_d \quad \text{a.s.,}
\]

where

\[
A_k = ((\pi_1 - \pi_2) \zeta_k + \pi_2 \zeta_{k+1}) \text{ for } 1 \leq k \leq h - 1, \\
A_h = (\pi_1 - \pi_2) \zeta_h, \\
\nu = \pi_1 a + \sum_{l=0}^{\infty} \zeta_l^l \left[ \int_{d-1}^{d} \left( \frac{(d-t)^{l+2}}{(l+1)!} - \frac{(d-t)^{l+2}}{(l+2)!} \right) E \left[ z_{i,t}^2 \right] \, dt \right]^{\top}_{i=1,\ldots,p+r}, \text{ and} \\
\epsilon_d = \sum_{l=0}^{\infty} \zeta_l^l \left[ \int_{d-1}^{d} \left( \frac{(d-t)^{l+2}}{(l+1)!} - \frac{(d-t)^{l+2}}{(l+2)!} \right) (z_{i,t}^2 - E \left[ z_{i,t}^2 \right]) \, dt + \int_{d-1}^{d} \frac{(d-t)^{l+1}}{(l+1)!} J_{\lambda,i}(t) \tilde{\eta}_{\lambda,i}(t) \right]^{\top}_{i=1,\ldots,p+r}. \quad (A.2)
\]

\section*{A.4 Proof of Theorem 1}

We note that the model (2.4) can be written in a VAR(1) form as follows:

\[
\tilde{\xi}_d = \tilde{\nu} + \tilde{A} \tilde{\xi}_{d-1} + \tilde{\epsilon}_d,
\]

where

\[
\tilde{\xi}_d = \begin{pmatrix} \xi_d \\ \xi_{d-1} \\ \vdots \\ \xi_{d-h+1} \end{pmatrix}_{h(p+r) \times 1}, \quad \tilde{\nu} = \begin{pmatrix} \nu \\ 0 \\ \vdots \\ 0 \end{pmatrix}_{h(p+r) \times 1}
\]
\[
\tilde{A} = \begin{pmatrix}
A_1 & A_2 & \cdots & A_{h-1} & A_h \\
I_{p+r} & 0 & 0 & 0 & 0 \\
0 & I_{p+r} & 0 & 0 & 0 \\
\vdots & & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & I_{p+r} & 0
\end{pmatrix}_{h(p+r) \times h(p+r)}, \quad \tilde{\epsilon}_d = \begin{pmatrix}
\epsilon_d \\
0 \\
\vdots \\
0
\end{pmatrix}_{h(p+r) \times 1}.
\quad \quad \quad (A.3)
\]

**Lemma 1.** Under the model \((2.4)\) and Assumption \((1)(a)-(b)\), suppose that \(s_\beta\) is bounded by some positive constant and \(\max_{1 \leq i \leq p+r} E(|\epsilon_{d,i}|^c) < \infty\). Then, we have \(\max_{1 \leq i \leq p+r} E(|\xi_{d,i}|^c) < \infty\).

**Proof of Lemma 1.** Since \(\rho(\tilde{A}) < 1\), by Gelfand’s formula, we have
\[
\lim_{l \to \infty} \left\| \tilde{A}^l \right\|_\infty^{1/l} = \rho(\tilde{A}) < 1.
\]
Thus, there exists a positive integer \(k\) such that \(\left\| \tilde{A}^k \right\|_\infty < 1\). Note that for any fixed matrix \(M \in \mathbb{R}^{p_1 \times p_2}\) and multivariate random variable \(x \in \mathbb{R}^{p_2}\), we have
\[
\sup_{j \leq p_1} \left\| (Mx)_j \right\|_{L_{c\epsilon}} \leq \left\| M \right\|_\infty \sup_{j \leq p_1} \left\| (x)_j \right\|_{L_{c\epsilon}},
\]
where for any vector \(x\), \((x)_j\) is the \(j\)-th element of \(x\). Hence, by the fact that
\[
\tilde{\xi}_d = \tilde{A}^k \tilde{\epsilon}_{d-k} + \sum_{i=1}^{k} \tilde{A}^{k-i} (\tilde{\nu} + \tilde{\epsilon}_{d-k+i}),
\]
we have
\[
\sup_{j \leq h(p+r)} \left\| (\tilde{\xi}_d)_j \right\|_{L_{c\epsilon}} \leq \left\| \tilde{A}^k \right\|_\infty \sup_{j \leq h(p+r)} \left\| (\tilde{\epsilon}_{d-k})_j \right\|_{L_{c\epsilon}} + \sum_{i=1}^{k} \left\| \tilde{A}^{k-i} \right\|_\infty \sup_{j \leq h(p+r)} \left\| (\tilde{\nu} + \tilde{\epsilon}_{d-k+i})_j \right\|_{L_{c\epsilon}}.
\]
Then, we have
\[
\sup_{j \leq h(p+r)} \left\| \xi_d \right\|_{L_{\text{cs}}} \leq \frac{\sup_{j \leq h(p+r)} \left\| \tilde{\nu} + \tilde{\epsilon}_d \right\|_{L_{\text{cs}}}}{1 - \left\| A^k \right\|_{\infty}} \left( \sum_{i=1}^{k} \left\| A^{k-i} \right\|_{\infty} \right) \leq C, \tag{A.4}
\]
where the first inequality is from the stationarity and the last inequality is due to the boundedness of \( s_\beta \). ■

**Proposition 3.** Under the assumptions in Theorem 1, we have for \( i \in \{1, \ldots, r\} \), with probability at least \( 1 - 3(hr + 1)e^{-\delta} \),
\[
\left\| \nabla L_{r,i}^f,\varpi (\beta_{i0}) \right\|_{\infty} \leq \eta_f/2. \tag{A.5}
\]
Also, we have for \( i \in \{r+1, \ldots, p+r\} \), with probability at least \( 1 - 3(h(p+r) + 1)e^{-\delta} \),
\[
\left\| \nabla L_{r,i}^l,\varpi (\beta_{i0}) \right\|_{\infty} \leq \eta_l/2. \tag{A.6}
\]

**Proof of Proposition 3.** For the simplicity, we assume that \( h = 1 \) and omit the intercept term \( \nu \). Due to the similarity, we only provide the arguments for \( \left\| \nabla L_{r,i}^f,\varpi (\beta_{i0}) \right\|_{\infty} \). Note that \( \hat{\xi}_d^f = (\hat{\xi}_{d,1}, \ldots, \hat{\xi}_{d,p+r})^\top \). For each \( 1 \leq j \leq p + r \), we have
\[
\left| \nabla_j L_{r,i}^f,\varpi (\beta_{i0}) \right| = \left| \frac{\partial L_{r,i}^f,\varpi (\beta_{i0})}{\partial \beta_j} \right| \leq (I)_j + (II)_j, \tag{A.7}
\]
where
\[
(I)_j = \frac{1}{n - 1} \sum_{d=2}^{n} \psi_{\tau_1} \left( \xi_{d,i} - \left\langle \psi_{\varpi_1} (\xi_{d-1}), \beta_{i0} \right\rangle \right) \psi_{\varpi_1} \left( \xi_{d-1,j} \right),
\]
\[
(II)_j = \frac{1}{n - 1} \sum_{d=2}^{n} \left[ \psi_{\tau_1} \left( \xi_{d,i} - \left\langle \psi_{\varpi_1} (\hat{\xi}_{d-1}), \beta_{i0} \right\rangle \right) \psi_{\varpi_1} \left( \hat{\xi}_{d-1,j} \right) 
- \psi_{\tau_1} \left( \xi_{d,i} - \left\langle \psi_{\varpi_1} (\xi_{d-1}), \beta_{i0} \right\rangle \right) \psi_{\varpi_1} \left( \xi_{d-1,j} \right) \right].
\]

We first consider \((I)_j\). Let \( y_d = (y_{d,1}, \ldots, y_{d,p+r})^\top \), \( y_{d,k} \) be the \( k \)-th element of \( \xi_d - \psi_{\varpi_1}(\xi_d) \) for \( k \in S_i \), and \( y_{d,k} = 0 \) for \( k \in S_i^c \), where \( S_i \) is defined in Assumption 1(g). Also, let \( \epsilon_{d,i} = \xi_{d,i} - \psi_{\varpi_1}(\xi_d) \).
Then, we have

\[ (I)_j = \frac{1}{n-1} \left| \sum_{d=2}^{n} \psi_{\tau_1} (\epsilon'_{d,i}) \psi_{\omega_I} (\xi_{d-1,j}) \right| \leq (I)_{j}^{(1)} + (I)_{j}^{(2)}, \]

where

\[ (I)_{j}^{(1)} = \frac{1}{n-1} \sum_{d=2}^{n} \left| E \left\{ \psi_{\tau_1} (\epsilon'_{d,i}) \psi_{\omega_I} (\xi_{d-1,j}) \right\} \right|, \]

\[ (I)_{j}^{(2)} = \frac{1}{n-1} \sum_{d=2}^{n} \left| \psi_{\tau_1} (\epsilon'_{d,i}) \psi_{\omega_I} (\xi_{d-1,j}) - E \{ \psi_{\tau_1} (\epsilon'_{d,i}) \psi_{\omega_I} (\xi_{d-1,j}) \} \right|. \]

For \((I)_{j}^{(1)}\), we have

\[ E \{ \psi_{\tau_1} (\epsilon'_{d,i}) \psi_{\omega_I} (\xi_{d-1,j}) \} = E \{ (y_{d-1}, \beta_{i0}) \psi_{\omega_I} (\xi_{d-1,j}) \} - E \{ [\epsilon'_{d,i} - \psi_{\tau_1} (\epsilon'_{d,i})] \psi_{\omega_I} (\xi_{d-1,j}) \}. \]

Let \(v_3 = \max_{1 \leq k \leq p+r} E(|\epsilon_{d,k}|^3), K_2 = \max_{1 \leq k \leq p+r} E(|\xi_{d,k}|^2), \) and \(K_4 = \max_{1 \leq k \leq p+r} E(|\xi_{d,k}|^4). \) Since

\[ |y_{d-1,k}| \leq |\xi_{d-1,k}| 1 (|\xi_{d-1,k}| > \omega_I) \leq \omega_I^{-2} |\xi_{d-1,k}|^3 \text{ a.s.} \]

for \(k \in \{1, \ldots, p+r\}\) and

\[ |\epsilon'_{d,i} - \psi_{\tau_1} (\epsilon'_{d,i})| \leq |\epsilon'_{d,i}| 1 (|\epsilon'_{d,i}| > \tau_I) \leq \tau_I^{-2} |\epsilon'_{d,i}|^3 \text{ a.s.}, \]

we have

\[
\begin{align*}
&\left| E \{ \psi_{\tau_1} (\epsilon'_{d,i}) \psi_{\omega_I} (\xi_{d-1,j}) \} \right| \\
&\leq \left| E \{ (y_{d-1}, \beta_{i0}) \psi_{\omega_I} (\xi_{d-1,j}) \} \right| + \tau_I^{-2} E \left\{ |\epsilon'_{d,i}|^3 |\psi_{\omega_I} (\xi_{d-1,j})| \right\} \\
&\leq \|\beta_{i0}\|_1 K_4 \omega_I^{-2} + \tau_I^{-2} E \left\{ |\epsilon'_{d,i}|^3 |\psi_{\omega_I} (\xi_{d-1,j})| \right\} \\
&\leq \|\beta_{i0}\|_2 K_4 s_{\beta}^{1/2} \omega_I^{-2} + 4 \tau_I^{-2} \left\{ E \left\{ |\epsilon_{d,i}|^3 |\psi_{\omega_I} (\xi_{d-1,j})| \right\} + \|\beta_{i0}\|_2^3 E \left\{ \|y_{d-1}\|_2^3 |\psi_{\omega_I} (\xi_{d-1,j})| \right\} \right\} \\
&\leq \|\beta_{i0}\|_2 K_4 s_{\beta}^{1/2} \omega_I^{-2} + 4 \tau_I^{-2} \left\{ v_3 K_2^{1/2} + \|\beta_{i0}\|_2^3 K_4 s_{\beta}^{3/2} \right\}. \quad (A.8)
\]

Thus, we have

\[ (I)_{j}^{(1)} \leq C \left( s_{\beta} \omega_I^{-2} + s_{\beta}^3 \tau_I^{-2} \right). \quad (A.9) \]
For \((I)^{(2)}_j\), note that the process \((\tilde{\xi}_d)_{d=1,2,\ldots}\) is geometrically \(\alpha\)-mixing and \(\tilde{\epsilon}_d = \tilde{\xi}_d - \tilde{A}\tilde{\xi}_{d-1}\).

Since each \(\psi_{\tau I} (\epsilon'_{d,i}) \psi_{\varpi I} (\xi_{d-1,j}) - \mathbb{E} [\psi_{\tau I} (\epsilon'_{d,i}) \psi_{\varpi I} (\xi_{d-1,j})]\) is a measurable function of \(\tilde{\xi}_d\) and \(\tilde{\xi}_{d-1}\), \(\{\psi_{\tau I} (\epsilon'_{d,i}) \psi_{\varpi I} (\xi_{d-1,j}) - \mathbb{E} [\psi_{\tau I} (\epsilon'_{d,i}) \psi_{\varpi I} (\xi_{d-1,j})]\}\) is also geometrically \(\alpha\)-mixing with the coefficients satisfying Assumption 1(d). Therefore, by applying Theorem 2 in [Merlevède et al. (2009)], we have, for \(t \geq 0\),

\[
\Pr \left\{ (I)^{(2)}_j \geq t \right\} \leq \exp \left\{ - \frac{Cn^2t^2}{V^2n + \tau_I^2\varpi^2 + \tau_I\varpi In (\log n)^2} \right\}, \tag{A.10}
\]

where

\[
V^2 = \text{Var} [\psi_{\tau I} (\epsilon'_{2,i}) \psi_{\varpi I} (\xi_{1,j})] + 2 \sum_{d=3}^{\infty} \text{Cov} [\psi_{\tau I} (\epsilon'_{2,i}) \psi_{\varpi I} (\xi_{1,j}), \psi_{\tau I} (\epsilon'_{d,i}) \psi_{\varpi I} (\xi_{d-1,j})].
\]

Since the \(\frac{\epsilon}{2}\)-th moment of \(\psi_{\tau I} (\epsilon'_{d,i}) \psi_{\varpi I} (\xi_{d-1,j})\) is bounded by \(Cs_{\beta}^{\epsilon'/2}\), by the inequality (2.2) in [Davydov (1968)], we have

\[
V^2 \leq Cs_{\beta}^{2} \sum_{k=1}^{\infty} \varphi^{1-(4/\epsilon \alpha)} k \leq Cs_{\beta}^{2}, \tag{A.11}
\]

which implies

\[
\Pr \left\{ (I)^{(2)}_j \leq C \left( \frac{\tau_I\varpi I (\log n)^2 \delta + s_{\beta} \sqrt{n \delta}}{n} \right) \right\} \geq 1 - e^{-\delta}. \tag{A.12}
\]

Combining (A.9) and (A.12), we obtain that with probability at least \(1 - (p + r) e^{-\delta}\),

\[
\max_{1 \leq j \leq p+r} (I)_j \leq C \left( s_{\beta}^3 \tau_I^{-2} + s_{\beta} \varpi^{-2} + \frac{\tau_I\varpi I (\log n)^2 \delta + s_{\beta} \sqrt{n \delta}}{n} \right). \tag{A.13}
\]

Now, consider \((II)_j\). Note that for any \(x, y \in \mathbb{R}\),

\[
|\psi_{\varpi I} (x) - \psi_{\varpi I} (y)| \leq |x - y|.
\]

Hence, by Assumption 1(e), we have

\[
\left| \psi_{\tau I} (\xi_{d,i} - \langle \psi_{\varpi I} (\xi_{d-1}), \beta_{I0} \rangle) - \psi_{\tau I} (\xi_{d,i} - \langle \psi_{\varpi I} (\xi_{d-1}), \beta_{I0} \rangle) \right| \leq |\xi_{d,i} - \xi_{d,i} - \langle \psi_{\varpi I} (\xi_{d-1}) - \psi_{\varpi I} (\xi_{d-1}), \beta_{I0} \rangle|.
\]
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Thus, by using the fact that

$$|x_1y_1 - x_2y_2| \leq |(x_1 - x_2)(y_1 - y_2)| + |(x_1 - x_2)y_2| + |x_2(y_1 - y_2)|$$

for any $x_1, x_2, y_1, y_2 \in \mathbb{R}$, we have

$$\begin{align*}
(II)_j &\leq C \left[ (b^F_{m,n,p} + s_\beta b^I_{m,n,p}) \max (b^F_{m,n,p}, b^I_{m,n,p}) \\
&\quad + \frac{b^F_{m,n,p} + s_\beta b^I_{m,n,p}}{n-1} \sum_{d=2}^n \{ |\psi_{\varpi_I} (\xi_{d-1,j})| \} \\
&\quad + \frac{\max (b^F_{m,n,p}, b^I_{m,n,p})}{n-1} \sum_{d=2}^n \{ |\psi_{\tau_I} (\xi_{d,i} - \langle \psi_{\varpi_I} (\xi_{d-1}), \beta_{i0} \rangle) | \} \right]
\end{align*}$$

$$\leq C \left[ (b^F_{m,n,p} + s_\beta b^I_{m,n,p}) \max (b^F_{m,n,p}, b^I_{m,n,p}) \\
+ (b^F_{m,n,p} + s_\beta b^I_{m,n,p}) \left\{ (II)^{(1)}_j + (II)^{(2)}_j \right\} \\
+ \max (b^F_{m,n,p}, b^I_{m,n,p}) \left\{ (II)^{(3)}_j + (II)^{(4)}_j \right\} \right], \quad (A.14)$$

where

$$\begin{align*}
(II)^{(1)}_j &= \frac{1}{n-1} \left| \sum_{d=2}^n \left[ |\psi_{\varpi_I} (\xi_{d-1,j})| - E |\psi_{\varpi_I} (\xi_{d-1,j})| \right] \right| , \\
(II)^{(2)}_j &= \frac{1}{n-1} \sum_{d=2}^n \left| E |\psi_{\varpi_I} (\xi_{d-1,j})| \right| , \\
(II)^{(3)}_j &= \frac{1}{n-1} \left| \sum_{d=2}^n \left[ |\psi_{\tau_I} (\xi_{d,i} - \langle \psi_{\varpi_I} (\xi_{d-1}), \beta_{i0} \rangle) | - E |\psi_{\tau_I} (\xi_{d,i} - \langle \psi_{\varpi_I} (\xi_{d-1}), \beta_{i0} \rangle) | \right] \right| , \\
(II)^{(4)}_j &= \frac{1}{n-1} \sum_{d=2}^n \left| E |\psi_{\tau_I} (\xi_{d,i} - \langle \psi_{\varpi_I} (\xi_{d-1}), \beta_{i0} \rangle) | \right| .
\end{align*}$$

Consider $(II)^{(1)}_j$ and $(II)^{(3)}_j$. Similar to the proofs of $(I)^{(2)}_j$, we can show

$$\Pr \left\{ (II)^{(1)}_j \leq C \left( \frac{\varpi_I (\log n)^2 \delta + s_\beta \sqrt{n\delta}}{n} \right) \right\} \geq 1 - e^{-\delta} \quad (A.15)$$
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and
\[
\Pr \left\{ (II)_j^{(3)} \leq C \left( \frac{\tau_I (\log n)^2 \delta + s_\beta \sqrt{n \delta}}{n} \right) \right\} \geq 1 - e^{-\delta}.
\] (A.16)

Also, we have
\[
(II)_j^{(2)} \leq C \text{ and } (II)_j^{(4)} \leq \frac{1}{n-1} \sum_{d=2}^{n} \mathbb{E} \left| \xi_{d,i} - \langle \psi_I(x_{d-1}), \beta_{i0} \rangle \right| \leq Cs_\beta.
\] (A.17)

By (A.14)–(A.17), we have
\[
\Pr \left\{ \max_{1 \leq j \leq p+r} (II)_j \leq Cs_\beta \left( b_{m,n,p}^F + b_{m,n,p}^I \right) \right\} \geq 1 - 2 (p + r) e^{-\delta}.
\] (A.18)

Combining (A.7), (A.13), and (A.18), we obtain that with probability at least \(1 - 3 (p + r) e^{-\delta}\),
\[
\| \nabla L_{\tau,\omega}^{I,i}(\beta_{i0}) \|_\infty \leq C \left[ s_\beta \left( b_{m,n,p}^F + b_{m,n,p}^I \right) + s_\beta^3 \tau_I^{-2} \right. \\
\left. + s_\beta \omega_I^{-2} + \frac{\tau_I \omega_I (\log n)^2 \delta + s_\beta \sqrt{n \delta}}{n} \right].
\] (A.19)

\[\blacksquare\]

**Proof of Theorem 1**

By Proposition 3, we prove the statements under (A.5) and (A.6).

First, we consider \(\| \hat{\beta}_i - \beta_{i0} \|_2 \) for \(i \in \{1, \ldots, r\}\). Suppose that
\[
\left\| \hat{\beta}_i - \beta_{i0} \right\|_2 > \frac{(hr + 1)^{1/2} \eta_F}{\kappa}.
\] (A.20)

By the optimality of \(\hat{\beta}_i\) and the integral form of the Taylor expansion, we have
\[
0 \geq \mathcal{L}_{\tau,\omega}^{F,i}(\hat{\beta}_i) - \mathcal{L}_{\tau,\omega}^{F,i}(\beta_{i0}) \\
= \langle \nabla \mathcal{L}_{\tau,\omega}^{F,i}(\beta_{i0}), \hat{\beta}_i - \beta_{i0} \rangle \\
+ \int_0^1 (1 - t) \left( \hat{\beta}_i - \beta_{i0} \right) ^{\top} \nabla^2 \mathcal{L}_{\tau,\omega}^{F,i}(\beta_{i0} + t(\hat{\beta}_i - \beta_{i0})) (\hat{\beta}_i - \beta_{i0}) dt.
\] (A.21)
Since $\|\nabla \mathcal{L}_{\tau,\omega}^{F,i}(\beta_{i0})\|_{\infty} \leq \eta_F/2$, we have

$$ \left| \langle \nabla \mathcal{L}_{\tau,\omega}^{F,i}(\beta_{i0}), \hat{\beta}_i - \beta_{i0} \rangle \right| \leq \|\nabla \mathcal{L}_{\tau,\omega}^{F,i}(\beta_{i0})\|_{\infty} \|\hat{\beta}_i - \beta_{i0}\|_1 \leq \frac{(hr + 1)\eta_F}{2} \|\hat{\beta}_i - \beta_{i0}\|_2. \quad (A.22) $$

By (A.20), we have

$$ z = \frac{(hr + 1)^{1/2}\eta_F}{\kappa \|\hat{\beta}_i - \beta_{i0}\|_2} < 1. $$

Then, for any $0 \leq t \leq z$, we have

$$ \|[\beta_{i0} + t(\hat{\beta}_i - \beta_{i0})] - \beta_{i0}\|_1 \leq t(hr + 1)^{1/2} \|\hat{\beta}_i - \beta_{i0}\|_2 \leq \frac{(hr + 1)\eta_F}{\kappa}. $$

Hence, we have

$$ \int_0^1 (1 - t) (\hat{\beta}_i - \beta_{i0})^T \nabla^2 \mathcal{L}_{\tau,\omega}^{F,i}(\beta_{i0} + t(\hat{\beta}_i - \beta_{i0}))(\hat{\beta}_i - \beta_{i0})dt \geq \int_0^z (1 - t) \kappa \|\hat{\beta}_i - \beta_{i0}\|_2^2 dt = (hr + 1)^{1/2}\eta_F \|\hat{\beta}_i - \beta_{i0}\|_2 - \frac{(hr + 1)\eta_F^2}{2\kappa}, \quad (A.23) $$

where the first inequality is due to Assumption 1(g). Combining (A.21)–(A.23), we have

$$ 0 \geq \frac{(hr + 1)^{1/2}\eta_F}{2} \|\hat{\beta}_i - \beta_{i0}\|_2 - \frac{(hr + 1)\eta_F^2}{2\kappa}, $$

which contradicts to (A.20). Thus, (3.5) is showed.

Now, consider $\|\hat{\beta}_i - \beta_{i0}\|_2$ for $i \in \{r + 1, \ldots, p + r\}$. By Proposition 1 in Fan et al. (2019) and Proposition 3 we can show (3.6). ■
A.5 Proof of Theorem 3.

Proof of Proposition 2. Similar to the proofs of Theorem 3 in Fan and Kim (2018), we can show (4.6) and (4.7) under the event

\[ E = \left\{ \max_{1 \leq d \leq n} \max_{1 \leq i,j \leq p} |\hat{\Gamma}_{d,ij} - \Gamma_{d,ij}| \leq C \sqrt{\log (pn \lor m) / m^{1/2}} \right\}. \]

By Weyl’s theorem, (4.6) implies (4.5). Thus, it is enough to show (4.4) under the event \( E \).

Without loss of generality, we assume that \( \text{sign} (\langle \hat{\mathbf{q}}_i, \mathbf{q}_i \rangle) = 1 \). We have for each \( d \in \{1, \ldots, n\} \) and \( i \in \{1, \ldots, r\} \),

\[
|\hat{\xi}_{d,i} - \xi_{d,i}| \leq p^{-1} |\mathbf{q}_i^\top (\hat{\mathbf{\Gamma}}_d - \mathbf{\Gamma}_d) \mathbf{q}_i| + p^{-1} |\mathbf{q}_i^\top \hat{\mathbf{\Gamma}}_d \mathbf{\hat{q}}_i - \mathbf{q}_i^\top \hat{\mathbf{\Gamma}}_d \mathbf{q}_i| + p^{-1} |\mathbf{q}_i^\top \mathbf{\Gamma}_d \mathbf{\hat{q}}_i - \xi_{d,i}| \\
= (I) + (II) + (III). \tag{A.24}
\]

For (I), we have

\[
(I) \leq p^{-1} \left\| \hat{\mathbf{\Gamma}}_d - \mathbf{\Gamma}_d \right\|_F \leq C \sqrt{\log (pn \lor m) / m^{1/2}}. \tag{A.25}
\]

For (II), we have

\[
\|\mathbf{q}_i - \hat{\mathbf{q}}_i\|_2 \leq C p^{-1} \left\| \sum_{k=n-\ell+1}^n (\hat{\mathbf{\Gamma}}_k - \mathbf{\Psi}_k) / \ell \right\|_2 \\
\leq C p^{-1} \ell^{-1} \sum_{k=n-\ell+1}^n \left( \left\| \hat{\mathbf{\Gamma}}_k - \mathbf{\Gamma}_k \right\|_F + \|\mathbf{\Sigma}_k\|_1 \right) \\
\leq C \left( \sqrt{\log (pn \lor m) / m^{1/2}} + p^{-1} \max_{1 \leq i \leq p} \sum_{j=1}^p |\Sigma_{d,ij}| \mathbf{T}(\Sigma_{d,ii} \Sigma_{d,jj})^{(1-\tau)/2} \right) \\
\leq C \left( \sqrt{\log (pn \lor m) / m^{1/2}} + s_1 / p \right),
\]

where the first inequality is by Theorem 2 in Yu et al. (2015). Hence, we have

\[
(II) \leq p^{-1} \left| (\mathbf{q}_i - \hat{\mathbf{q}}_i)^\top (\hat{\mathbf{\Gamma}}_d - \mathbf{\Gamma}_d) \mathbf{q}_i \right| + p^{-1} \left| (\mathbf{q}_i - \hat{\mathbf{q}}_i)^\top \hat{\mathbf{\Gamma}}_d \mathbf{q}_i \right| + p^{-1} \left| \mathbf{q}_i^\top \hat{\mathbf{\Gamma}}_d (\mathbf{q}_i - \hat{\mathbf{q}}_i) \right| \\
\leq p^{-1} \left\| \hat{\mathbf{\Gamma}}_d \right\|_F \|\mathbf{q}_i - \hat{\mathbf{q}}_i\|_2^2 + 2p^{-1} \left\| \hat{\mathbf{\Gamma}}_d \right\|_F \|\mathbf{q}_i - \hat{\mathbf{q}}_i\|_2 \\
\leq C \sqrt{\log (pn \lor m) / m^{1/2}}. \tag{A.26}
\]
For (III), we have

\[(III) = p^{-1}q_i^\top \Sigma_d q_i \leq p^{-1} \| \Sigma_d \|_2 \leq p^{-1} \| \Sigma_d \|_\infty \leq p^{-1} \max_{1 \leq i \leq p} \sum_{j=1}^p |\Sigma_{d,ij}^\top \gamma (\Sigma_{d,ii} \Sigma_{d,jj})^{(1-\gamma)/2} \|
\]

\[\leq Cs_{I}/p. \quad (A.27)\]

Combining (A.24)–(A.27), we have

\[|\tilde{\xi}_{d,i} - \xi_{d,i}| \leq C \left( \sqrt{\log (pn \lor m)} / m^{1/2} + s_{I}/p \right),\]

which completes the proof. ■

**Proof of Theorem 3.** We show the statements (4.10)–(4.12) under (A.5)–(A.6) and (4.4)–(4.9). For simplicity, we assume that \(h = 1\) and omit the intercept term \(\nu\). Note that \(\hat{\beta}_i = (\hat{A}_{1,i1}, \ldots, \hat{A}_{1,ir})^\top\) for \(1 \leq i \leq r\) and \(\hat{\beta}_i = (\hat{A}_{1,i1}, \ldots, \hat{A}_{1,i(p+r)})^\top\) for \(r+1 \leq i \leq p+r\). First, we consider (4.10). By (4.4) and (4.8), we have for any \(1 \leq i \leq r\),

\[|\hat{\xi}_{n+1,i} - E(\xi_{n+1,i}|F_n)| = \left| \sum_{j=1}^r \left( \hat{A}_{1,ij} \hat{\xi}_{n,j} - A_{1,ij} \xi_{n,j} \right) \right| \]

\[\leq \sum_{j=1}^r \left[ \left| (\hat{A}_{1,ij} - A_{1,ij}) (\hat{\xi}_{n,j} - \xi_{n,j}) \right| + \left| A_{1,ij} (\hat{\xi}_{n,j} - \xi_{n,j}) \right| + \left| (\hat{A}_{1,ij} - A_{1,ij}) \xi_{n,j} \right| \right] \]

\[\leq C \left[ H_m + (\log n)^2 \sqrt{\log p/n} \right].\]

Consider (4.11). Similar to the proofs of Proposition 1 in \cite{Fan2019}, we can show \(\hat{\beta}_i - \beta_{i0} \in \mathcal{W}_i\) for any \(r+1 \leq i \leq p+r\), where \(\mathcal{W}_i\) is defined in Assumption (1g). Thus, we have

\[\max_{r+1 \leq i \leq p+r} \sum_{j=1}^{p+r} |\hat{A}_{1,ij} - A_{1,ij}| \leq \max_{r+1 \leq i \leq p+r} A_{1,ij} \sum_{j=1} A_{1,ij} \]

\[\leq C \left\{ s_2^2 s_{I} H_m^{1-\gamma} + s_2^2 (\log n)^2 \sqrt{\log p/n} \right\},\]

where the last inequality is due to the Cauchy–Schwarz inequality and (4.9). Then, by (4.5), we
have, for any $r + 1 \leq i \leq p + r$,

$$
\left| \tilde{\xi}_{n+1,i} - E(\xi_{n+1,i}|\mathcal{F}_n) \right| = \sum_{j=1}^{p+r} \left| (\tilde{A}_{1,ij}\tilde{\xi}_{n,j} - A_{1,ij}\xi_{n,j}) \right| \\
\leq \sum_{j=1}^{p+r} \left[ \left| (\tilde{A}_{1,ij} - A_{1,ij})(\tilde{\xi}_{n,j} - \xi_{n,j}) \right| + \left| A_{1,ij}(\tilde{\xi}_{n,j} - \xi_{n,j}) \right| + \left| (\tilde{A}_{1,ij} - A_{1,ij})\xi_{n,j} \right| \right] \\
\leq C \left[ s^2 \beta \log n + s^2 \beta (\log n)^2 \sqrt{\log p/n} \right].
$$

For (4.12), we have

$$
\| \tilde{\Gamma}_{n+1} - E(\Gamma_{n+1}|\mathcal{F}_n) \|_{F} \leq \| \tilde{\Psi}_{n+1} - E(\Psi_{n+1}|\mathcal{F}_n) \|_{F} \\
+ \| \tilde{\Sigma}_{n+1} - E(\Sigma_{n+1}|\mathcal{F}_n) \|_{F} \\
= (I) + (II). \tag{A.28}
$$

Consider (I). We have

$$
\| \tilde{\Psi}_{n+1} - E(\Psi_{n+1}|\mathcal{F}_n) \|_{F} = p\| \sum_{i=1}^{r} \left\{ \tilde{\xi}_{n+1,i} \hat{q}_i \hat{q}_i^\top - E(\xi_{n+1,i}|\mathcal{F}_n) q_i q_i^\top \right\} \|_{F} \\
\leq p \left[ \left\| \sum_{i=1}^{r} \left( \tilde{\xi}_{n+1,i} - E(\xi_{n+1,i}|\mathcal{F}_n) \right) \hat{q}_i \hat{q}_i^\top \right\|_{F} \\
+ \left\| \sum_{i=1}^{r} E(\xi_{n+1,i}|\mathcal{F}_n) \left( \hat{q}_i \hat{q}_i^\top - q_i q_i^\top \right) \right\|_{F} \right] \\
\leq p \left[ \sum_{i=1}^{r} \left\| \tilde{\xi}_{n+1,i} - E(\xi_{n+1,i}|\mathcal{F}_n) \right\|_{F} \| \hat{q}_i \hat{q}_i^\top \|_{F} \\
+ \sum_{i=1}^{r} E(\xi_{n+1,i}|\mathcal{F}_n) \left\| \left( \hat{q}_i \hat{q}_i^\top - q_i q_i^\top \right) \right\|_{F} \right] \\
\leq C p \left[ H_m + (\log n)^2 \sqrt{\log p/n} + \sum_{i=1}^{r} \| \hat{q}_i \hat{q}_i^\top - q_i q_i^\top \|_{F} \right],
$$

where the last inequality is due to (4.10). For the last term, by Theorem 2 in Yu et al. (2015), we have

$$
\| \hat{q}_i \hat{q}_i^\top - q_i q_i^\top \|_{F} \leq C p^{-1} \left\| \sum_{d=n-\ell+1}^{n} \left( \hat{\Gamma}_d - \Psi_d \right) / \ell \right\|_{2}
$$
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\[ \begin{align*}
& \leq C p^{-1} \ell^{-1} \sum_{d=n-\ell+1}^n \left( \| \hat{\Gamma}_d - \Gamma_d \|_F + \| \Sigma_d \|_1 \right) \\
& \leq C \left( \sqrt{\log (pn \lor m) / m^{1/2} + s_1 / p} \right).
\end{align*} \]

Thus, we have

\[ \| \hat{\Psi}_{n+1} - E (\Psi_{n+1} | F_n) \|_F \leq C p \left( H_m + (\log n)^2 \sqrt{\log p / n} \right). \]

Then, similar to the proofs of Theorem 4.1 in [Fan and Kim (2018)], we can show

\[ (I) \leq C \left[ p^{-3/2} + p^{-1} \tilde{\xi}_{n+1,1} \| \hat{\Psi}_{n+1} - E (\Psi_{n+1} | F_n) \|_F \\
+ p^{-3/2} \tilde{\xi}_{n+1,1} \| \hat{\Psi}_{n+1} - E (\Psi_{n+1} | F_n) \|_F^2 \right] \leq C \left[ H_m + p^{1/2} H_m^2 + (\log n)^2 \sqrt{\log p / n} + p^{1/2} \log p (\log n)^4 / n \right]. \quad (A.29) \]

Consider (II). We have

\[ (II)^2 \leq p^{-1} \left\| \left( \hat{\Sigma}_{n+1} - E (\Sigma_{n+1} | F_n) \right) \Gamma^{-1} \right\|_F^2 \leq p^{-1} \| \hat{\Sigma}_{n+1} - E (\Sigma_{n+1} | F_n) \|_F^2 \| \Gamma^{-1} \|_2^2 \leq p^{-1} \| \hat{\Sigma}_{n+1} - E (\Sigma_{n+1} | F_n) \|_F^2 \]

\[ = p^{-1} \| \sum_{i=r+1}^{p+r} \{ \tilde{\xi}_{n+1,i} \hat{q}_i \hat{q}_i^\top - E (\xi_{n+1,i} | F_n) \hat{q}_i \hat{q}_i^\top \} \|_F^2 \leq C p^{-1} \left[ \| \sum_{i=r+1}^{p+r} \{ \tilde{\xi}_{n+1,i} - E (\xi_{n+1,i} | F_n) \} \hat{q}_i \hat{q}_i^\top \|_F^2 \\
+ \| \sum_{i=r+1}^{p+r} E (\xi_{n+1,i} | F_n) (\hat{q}_i \hat{q}_i^\top - \hat{q}_i \hat{q}_i^\top) \|_F^2 \right] = (III) + (IV). \quad (A.30) \]

For (III), we have

\[ (III) = C p^{-1} \sum_{i=r+1}^{p+r} \sum_{j=r+1}^{p+r} \text{tr} \left( \{ \tilde{\xi}_{n+1,i} - E (\xi_{n+1,i} | F_n) \} \{ \tilde{\xi}_{n+1,j} - E (\xi_{n+1,j} | F_n) \} \hat{q}_i \hat{q}_i^\top \hat{q}_j \hat{q}_j^\top \right) \]

\[ = C p^{-1} \sum_{i=r+1}^{p+r} \text{tr} \left( \{ \tilde{\xi}_{n+1,i} - E (\xi_{n+1,i} | F_n) \}^2 \hat{q}_i \hat{q}_i^\top \right) \]
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where the last inequality is due to (4.11). For (IV), we have

\[
(IV) = C p^{-1} \left| \sum_{i=r+1}^{p+r} \{ E(\xi_{n+1,i}|F_n) - E(\xi_{n+1,p+r}|F_n) \} \{ \hat{q}_i\hat{q}_i^T - q_i q_i^T \} \right|^2 \\
\leq C p^{-1} \sum_{i=r+1}^{p+r} \text{tr} \left[ \{ E(\xi_{n+1,i}|F_n) - E(\xi_{n+1,p+r}|F_n) \}^2 \{ \hat{q}_i\hat{q}_i^T - q_i q_i^T \} \right] \\
+ C p^{-1} \sum_{i=r+1}^{p+r} \sum_{j=i+1}^{p+r} \text{tr} \left[ \{ E(\xi_{n+1,i}|F_n) - E(\xi_{n+1,p+r}|F_n) \} \{ \hat{q}_i\hat{q}_i^T - q_i q_i^T \} \{ \hat{q}_j\hat{q}_j^T - q_j q_j^T \} \right] \\
\leq C p^{-1} \sum_{i=r+1}^{p+r} \{ E(\xi_{n+1,i}|F_n) - E(\xi_{n+1,p+r}|F_n) \}^2 \| \hat{q}_i\hat{q}_i^T - q_i q_i^T \|^2_F,
\]

where the first equality is due to the fact that \( \sum_{i=r+1}^{p+r} \hat{q}_i\hat{q}_i^T = \sum_{i=r+1}^{p+r} q_i q_i^T \) and the last inequality is from the positiveness of \( E(\xi_{n+1,i}|F_n) - E(\xi_{n+1,p+r}|F_n) \) for \( r+1 \leq i \leq p+r-1 \) and (A.32) below.

For \( i \neq j \), we have

\[
\text{tr} \left[ \{ \hat{q}_i\hat{q}_i^T - q_i q_i^T \} \{ \hat{q}_j\hat{q}_j^T - q_j q_j^T \} \right] = -\text{tr} \left[ \hat{q}_i\hat{q}_i^T q_j q_j^T + q_i q_i^T \hat{q}_j q_j^T \right]
\leq -\text{tr} \left[ q_i q_j \hat{q}_i \hat{q}_j^T + q_i \hat{q}_j q_j^T q_i \right] = -\text{tr} \left[ (q_i^T q_j)^2 + (q_i^T \hat{q}_j)^2 \right] \\
\leq 0.
\]

(A.32)

Thus, we have

\[
(IV) \leq C p^{-1} \sum_{i=r+1}^{p+r} \chi^{2i} \| \hat{q}_i\hat{q}_i^T - q_i q_i^T \|^2_F \\
\leq C p^{-1} \sum_{i=r+1}^{p+r} \sum_{d=n-\ell+1}^{n} \left( \hat{\Sigma}_d - \Sigma_d \right) / \ell \| \ell \|^2 / \chi^{2i} \\
\leq C s_n^2 H_m^{1/2} \Theta_2^{1/2},
\]

(A.33)

where the first inequality is due to Assumption 3, the second inequality is from Theorem 2 in Yu
et al. (2015), and the last inequality is due to (4.6). By (A.30), (A.31), and (A.33), we have

\[
(II) \leq C \left(s_\beta^2 I_{H_1}^{1-\gamma} + s_\beta^2 (\log n)^2 \sqrt{\log p/n}\right). \tag{A.34}
\]

Combining (A.28), (A.29), and (A.34), we have

\[
\|\hat{\Gamma}_{n+1} - E(\Gamma_{n+1}|\mathcal{F}_n)\|_{\mathbf{r}} \leq C \left[p^{1/2} H_m^2 + p^{1/2} \log p (\log n)^4 /n + s_\beta^2 I_{H_1}^{1-\gamma} + s_\beta^2 (\log n)^2 \sqrt{\log p/n}\right]. \tag{A.35}
\]

\[\Box\]
Algorithm 1 Parameter estimation procedure

**Step 1** Decompose the input volatility matrix:

\[
\hat{\Gamma}_d = \sum_{k=1}^{p} \hat{\xi}_{d,k} \hat{q}_{d,k} \hat{q}_{d,k}^\top,
\]

where \(\hat{\xi}_{d,k}\) is the \(k\)-th largest eigenvalue of \(\hat{\Gamma}_d\) and \(\hat{q}_{d,k}\) is its corresponding eigenvector.

**Step 2** (factor components) Calculate \(r\) eigenvectors, \(\hat{q}_1, \ldots, \hat{q}_r\), of \(\frac{1}{l} \sum_{d=n-l+1}^{n} \hat{\Gamma}_d\) and obtain the eigenvalues \(\hat{\xi}_{d,i} = \hat{q}_i^\top \hat{\Gamma}_d \hat{q}_i / p\) for \(d = 1, \ldots, n\) and \(i = 1, \ldots, r\).

**Step 3** Obtain the input idiosyncratic volatility matrix estimator:

\[
\hat{\Sigma}_d = (\hat{\Sigma}_{d,ij})_{1 \leq i, j \leq p} = \hat{\Gamma}_d - \sum_{k=1}^{r} \hat{\xi}_{d,k} \hat{q}_{d,k} \hat{q}_{d,k}^\top.
\]

**Step 4** Threshold the input idiosyncratic volatility matrix estimator:

\[
\hat{\Sigma}_{d,ij} = \begin{cases} 
\hat{\Sigma}_{d,ij} \lor 0 & \text{if } i = j \\
g_{ij}(\hat{\Sigma}_{d,ij}) \mathbf{1}(|\hat{\Sigma}_{d,ij}| \geq v_{ij}) & \text{if } i \neq j
\end{cases}
\]

and

\[
\hat{\Sigma}_d = (\hat{\Sigma}_{d,ij})_{1 \leq i, j \leq p},
\]

where \(g_{ij}(\cdot)\) satisfies \(|g_{ij}(x) - x| \leq v_{ij}\), and \(v_{ij} = v_m \sqrt{(\Sigma_{d,ii} \lor 0)(\Sigma_{d,jj} \lor 0)}\).

**Step 5** (idiosyncratic components) Calculate \(p\) eigenvectors, \(\hat{q}_{r+1}, \ldots, \hat{q}_{p+r}\), of \(\frac{1}{l} \sum_{d=n-l+1}^{n} \hat{\Sigma}_d\) and obtain \(\hat{\xi}_{d,i} = \hat{q}_i^\top \hat{\Sigma}_d \hat{q}_i\) for \(d = 1, \ldots, n\) and \(i = r + 1, \ldots, p + r\).

**Step 6** Estimate the factor coefficient:

\[
\hat{\beta}_i = \arg \min_{\beta_i \in \mathbb{R}^{hr+1}} \mathcal{L}_{r,\omega}^F(\beta_i) \quad \text{for } i = 1, \ldots, r,
\]

where \(\mathcal{L}_{r,\omega}^F(\beta_i)\) is defined in (3.4).

**Step 7** Estimate the idiosyncratic coefficient:

\[
\hat{\beta}_i = \arg \min_{\beta_i \in \mathbb{R}^{h(p+r)+1}} \mathcal{L}_{r,\omega}^I(\beta_i) + \eta_I \|\beta_i\|_1 \quad \text{for } i = r + 1, \ldots, p + r,
\]

where \(\eta_I > 0\) is the regularization parameter, and \(\mathcal{L}_{r,\omega}^I(\beta_i)\) is defined in (3.2).

**Step 8** Calculate the future eigenvalue and conditional expected volatility matrix:

\[
\hat{\xi}_{n+1} = (\hat{\xi}_{n+1,1}, \ldots, \hat{\xi}_{n+1,p+r})^\top = \hat{\nu} + \sum_{k=1}^{h} \hat{A}_k \hat{\xi}_{n+1-k} \quad \text{and}
\]

\[
\hat{\Gamma}_{n+1} = \hat{\Psi}_{n+1} + \hat{\Sigma}_{n+1} = p \sum_{i=1}^{r} \hat{\xi}_{n+1,i} \hat{q}_i \hat{q}_i^\top + \sum_{i=r+1}^{p+r} \hat{\xi}_{n+1,i} \hat{q}_i \hat{q}_i^\top.
\]
Figure 7: The plot of the first 100 differences between the consecutive eigenvalues of the average of 997 idiosyncratic volatility matrix estimators. We used 1-min log-returns of the top 200 large trading volume stocks among the S&P 500 from January 2016 to December 2019.