Abstract

In the last decade, computational approaches to graph partitioning have made a major impact in the analysis of political redistricting, including in U.S. courts of law. Mathematically, a districting plan can be viewed as a balanced partition of a graph into connected subsets. Examining a large sample of valid alternative districting plans can help us recognize gerrymandering against an appropriate neutral baseline. One algorithm that is widely used to produce random samples of districting plans is a Markov chain called recombination (or ReCom), which repeatedly fuses adjacent districts, forms a spanning tree of their union, and splits that spanning tree with a balanced cut to form new districts. One drawback is that this chain’s stationary distribution has no known closed form when there are three or more districts. In this paper, we modify ReCom slightly to give it a property called reversibility, resulting in a new Markov chain, RevReCom. This new chain converges to the simple, natural distribution that ReCom was originally designed to approximate: a plan’s stationary probability is proportional to the product of the number of spanning trees of each district. This spanning tree score is a measure of district “compactness” (or shape) that is also aligned with notions of community structure from network science. After deriving the steady state formally, we present diagnostic evidence that the convergence is efficient enough for the method to be practically useful, giving high-quality samples for full-sized problems within an hour. In addition to the primary application of benchmarking of redistricting plans (i.e., describing a normal range for statistics), this chain can also be used to validate other methods that target the spanning tree distribution.

1. Introduction

1.1. Redistricting and ensembles. Around the world, many countries divide their territory into regions that conduct elections, from the provinces of South Africa to the departments of France to the states of Brazil. The placement of those boundary lines has a significant impact on the representational outcomes. In the United States, the stakes are raised by the fact that many electoral districts are used to choose a single representative in a winner-take-all fashion; lines are regularly erased and redrawn; and in most cases, legislators themselves control this redistricting process. This applies most famously to the national House of Representatives.\(^1\)

Those who administer the partition of a territory into single-member districts (i.e., districts electing one person each) can often exercise a strong degree of control over the outcomes. A minority group designated as Group A, having earned just over 40% of the vote, can be rewarded with anywhere from zero to 80% of the representation. At one extreme, A voters could have 40% share in each district, controlling none; by contrast, lines could be orchestrated to give just over half of the vote to A in 80% of districts, which is enough to win them all, with A voters totally absent from the rest. The practice of abusing line-drawing power to favor some interests over...
others is called \textit{gerrymandering}, a term that dates to a newspaper broadside in the wake of the 1810 Census.

But what is the non-gerrymandered baseline—how much representation should Group $A$ expect from a neutral process? If $A$ voters make up 40\% of an electorate, there is no mathematical reason that the partition process should deliver an expectation of 40\% of the seats. Instead, the expectation depends heavily on the geographic distribution of those voters (see [27]).

Starting in around 2013, experts working in litigation have attempted to use computational techniques to sample from the (very large) space of plausible districting plans, effectively arguing that a random sample chosen without partisan data provides the unadulterated normal baseline. That is, we can overlay possible partitions (i.e., district maps) on the recent election patterns to study the representational outcomes. For instance, if Group $A$ tends to convert 40\% of votes to 25-35\% of districts in a sample of plans constructed from the legitimate rules, then this gives us guidance to the degree of disproportionality that is explained by the mathematics of partitioning, given the actual observed distribution of $A$ voters. If a plan shows up as an extreme outliers, this may be regarded as a flag that there is some agenda present that is external to the coded rules—though of course this comparison method can not tell us whether that agenda is benign or self-serving. The underlying idea of comparing a proposed plan to a sample of alternative plans is called the \textit{ensemble method} for redistricting analysis, and the random sample of plans is called an \textit{ensemble}. Ensemble evidence has been used in at least 11 court cases since the 2020 Census. For this entire line of reasoning to be compelling requires an understanding of the probability distribution on the space of plans from which the random sample is drawn.

Below, we describe redistricting as a graph partition problem and give an overview of the obstructions to effective sampling encountered by off-the-shelf MCMC methods in §1.2. We introduce an attractive choice of probability distribution on plans in §1.3 and a new \textit{reversible recombination chain} in §2 which is shown to target that distribution. Finally, we present empirical evidence of effective sampling in §3 and show one application of the work in §4.

This paper has three main contributions overall. First, we formulate and amplify the argument in favor of the spanning tree distribution as a natural choice for sampling well-clustered graph partitions, with a particular emphasis on generating useful ensembles of redistricting plans. Second, we present a tree-based Markov chain on graph partitions, with a proof of its basic properties and a fast implementation. Finally, we expand the repertoire of benchmarking techniques in the literature to compare sampling methods, using these to compare old and new recombination chains.

\section*{1.2. Graph models and Markov chains.} Most mathematical treatments of redistricting have a discrete setup in common: the electoral geography in a given state or region is represented as a graph, where nodes correspond to geounits (small geographical regions such as census blocks or voting precincts) and edges indicate adjacency of the units. Nodes are weighted according to the population of the corresponding unit. In this formulation, a \textit{districting plan} is a partition of the vertices into $k$ connected subgraphs with approximately balanced population. The problem of building an effective baseline for redistricting purposes can be addressed with an appropriate random sample of these balanced graph partitions.

Markov chain Monte Carlo (MCMC) algorithms are ubiquitous across scientific disciplines as a computational means for randomized study of large, complicated sets (for surveys, see [24, 5, 29]). The idea is to design a random walk that moves among configurations—in this case, the random walk steps from partition to partition. Even though each plan might only be connected to a small set of nearest neighbors, an MCMC process is designed so that the random walk will eventually converge to a useful stationary distribution over the entire space of configurations—that is, the probabilities of being at each state will stabilize, so that further steps in the process maintain the same probabilities. To build a sample, the plans visited by the random walker are added to the collection of alternative options.
Chains that are reversible (satisfying a property known as detailed balance) are particularly nice because they tend to have more easily described limiting distributions and they admit rigorous significance testing. A key consideration with applied Markov chains generally is the mixing time; MCMC can be impractical if the convergence is too slow. Some of the challenges are elucidated by understanding the efficacy of sampling for spin models from statistical physics, such as the ferromagnetic Ising model.

For the redistricting application, local or quasi-local moves can generally be called flip steps, since they change the district assignment of one or a small number of units at a time, which can be visualized as flipping the color of the nodes. Flip-based chains can face impediments to efficiency when trying to draw a diverse sample while imposing global constraints on partitions. In addition to population balance, plausible districting plans must satisfy geometric constraints: districts must be connected, and partitions must have a controlled cutset so that districts meet in tolerably short boundaries—in redistricting lingo, connected plans are called contiguous and reasonably shaped plans are called compact. For a graph partition \( P \), compactness is often managed by looking at the cut edge set \( \partial P \), which consists of the edges in the graph whose endpoints lie in different districts of the partition. The difficulty of managing these constraints in a flip chain is discussed at length in the survey by DeFord–Duchin–Solomon, where it is shown that flip chains face extremely long convergence times (similar to a solid in statistical physics). Additional results in show that flip chains can still face long convergence times even for simple subgraphs of the square grid.

To improve convergence, one line of research inspired by obstacles to efficient sampling for low-temperature statistical physics models is to introduce temperature variation, such as employed by the research teams of Jonathan Mattingly and Kosuke Imai using simulated annealing and/or tempering. But even these modifications may not be adequate to handle forbidding complexity obstructions. In , Naft–DeFord–Solomon show that sampling from an approximately uniform distribution is computationally intractable on the class of 2-connected planar graphs, in the sense that the existence of any efficient algorithm implies \( RP = NP \). As with all complexity results of this flavor, this provides limited practical insight, because real-world graphs may belong to a smaller class with no complexity obstruction. However, the papers also provide empirical evidence of performance obstructions for flip chains at scale, even with accelerations implemented.

Both theoretical and empirical obstructions also apply to approximate sampling from a distribution where the probability of partition \( P \) is proportional to \( \lambda^{\|\partial P\|} \) for any \( 0 < \lambda \leq 1 \). This suggests daunting challenges for the most obvious choices of distributions that control \( \partial P \) directly.

Thus, there has been great interest in new ideas of good target distributions—with most support on balanced, connected partitions with short boundaries—for redistricting. In this paper, we will emphasize the spanning tree distribution on partitions as an excellent default choice. We describe a reversible Markov chain that targets that distribution, together with an efficient implementation.

---

2 In particular, the important PNAS paper of Chikina–Frieze–Pegden gives a Markov chain significance test without any need for convergence, applicable to reversible chains in great generality. The CFP test can rigorously detect if a plan is unlikely to have been drawn from the stationary distribution of a given reversible chain. If that stationary distribution is useful, this mismatch can be damning. This approach was improved in the follow-up paper . At the same time, because it works by local comparisons, this test is not designed to report the global baseline or normal range for any summary statistics.

3 The Ising model assigns + or − "spins" to vertices in a grid, not unlike district assignments in the redistricting setting. A parameter called “temperature” is used to vary the likelihood of nearest neighbors sharing the same spin, with higher probability at lower temperatures. Markov chains making small, localized updates in each step tend to perform well at high temperatures, when the model behaves like a liquid or gas, but perform poorly at low temperatures, when the model behaves like a solid exhibiting long-range order and requiring a long time to converge (see, e.g., ).

4 A new preprint of Frieze and Pegden further explores Glauber dynamics on partitions, confirming exponential mixing times even on grid-graphs.
1.3. **Spanning trees and community structure.** Graphs are defined by sets of nodes, with edges defining node adjacency. A tree is a minimally-connected graph—it is defined by the property that removing any edge would disconnect the graph. A vast number of applications in theoretical computer science and engineering rely on the use of spanning trees of a graph $G$, which are tree subgraphs of $G$ using all vertices. The number of spanning trees $N_{ST}(G)$ of a graph $G$ is often referred to as its complexity and is used as a measure of well-connectedness [38]. For a simple example, four vertices arranged in a path form a tree, so $N_{ST} = 1$ for that graph. Four vertices arranged in a square have $N_{ST} = 4$ because removing any one edge leaves a tree; four vertices in a complete graph (with all six possible edges present) have $N_{ST} = 16$, and the number grows quickly as the graph gets larger and more internally connected. Kirchhoff’s celebrated Matrix-Tree theorem expresses this count elegantly: $N_{ST}(G) = \frac{1}{\pi} \prod_{i=1}^{n-1} \lambda_i$, the product of the non-zero eigenvalues of the graph Laplacian.

As we have seen, the redistricting application requires that the cutsets of partitions be controlled in the sampling process. One way to prioritize efficient cuts is to select for districts with high interior connectivity. Accordingly, we will seek to weight a graph partition by the product of the spanning tree counts of its districts—in other words, if $P$ is a partition of a graph into connected subgraphs $P_1, \ldots, P_k$ representing its districts, then we want to sample $P$ with a probability proportional to $\prod_{i} N_{ST}(P_i)$. We call this the **spanning tree distribution** on partitions. From this expression, it is clear that the spanning tree distribution favors districts with large interior, because those typically have more spanning trees than more “spindly” districts [35].

Selecting subgraphs with high internal connectivity has an ample literature of its own, going by the name **community detection** in the network science literature. As one survey article puts it, “One mesoscopic structure, called a community, consists of a group of nodes that are relatively densely connected to each other but sparsely connected to other dense groups in the network” [41]. The explicit use of spanning tree counts for community detection is employed in numerous papers, including [35].

From this point of view, the spanning tree count over the districts reflects how effectively the plan picks out districts that correspond to adjacency clusters in a geographical network, under the constraint of balanced weight. Looking at sample outputs makes it clear that weighting $P$ by $\prod N_{ST}(P_i)$ controls the size of the cutset and keeps the district appearances looking reasonable to the eye. Whether this geographic clustering might correspond well to social understandings of community is an interesting question. When using geounits that were designed with social structure in mind (like electoral precincts, or block groups in the U.S. Census), this is a promising prospect and is worth serious attention in future work.

1.4. **Recombination.** Often, including large steps instead of only allowing small perturbations can significantly speed up a Markov chain. This is illustrated by various classic card-shuffling examples. Using riffle-type moves that affect the whole deck produces significantly faster mixing than iterating single-card moves—the mixing time drops to the order of $\log n$ instead of $n \log n$ for decks of $n$ cards [1][2][23][8]. Motivated by these examples, DeFord–Duchin–Solomon introduced a new family of large-step Markov chains called recombination (or ReCom) for sampling from balanced, connected, and generally compact partitions. The basic step in a recombination chain is to propose two districts to be fused, then select a random spanning tree of the fused double-district, then (if possible) choose an edge from that spanning tree whose deletion leaves two districts with

---

5Clelland et al. investigate, for $k = 2$ districts, the strong (negative) linear relationship between $|\partial P|$ and the modified spanning tree weight $\log (N_{ST}(P_1) N_{ST}(P_2) |\partial P|)$, in both grids and real-world examples [17]. Relatedly, a recent paper by Procaccia–Tucker-Foltz [12] proves, using effective resistance, that there is an asymptotically exponential relationship between the cut edge count $|\partial P|$ and the spanning tree distribution. The constants in this exponential relationship can vary depending on the structure of the graph. In the special case of grid-graphs, the strongest known results are those given by Tapp [14].
population balance within the prescribed tolerance.\footnote{We will compare four variants in the recombination family below, in \S\ref{sec:variants}.} Recombination has been applied in a variety of scholarly redistricting studies and reports\cite{20, 19, 11, 21, 12, 28, 9}, has been used in 2021–2022 litigation in Pennsylvania, South Carolina, and Texas, and has led to a recent string of theoretical advances about its properties\cite{2, 42, 13}.

There are two central features of recombination moves that provided significant conceptual advances: first, the proposal merges two adjacent districts and entirely re-partitions them at each step, potentially reassigning hundreds or thousands of units at a time instead of just a few; second, using spanning trees in the re-partition step controls the sizes of cutsets without needing to introduce additional parameters or weights. See\cite{22} for a survey, presenting heuristic evidence of effective sampling at the scale of real-world redistricting problems, and confirming reasonable compactness of the resulting districts.

When there are only two districts, the stationary distribution of ReCom is simple: for a plan with districts $P_1$ and $P_2$ with $|\partial P|$ edges between them, its stationary probability is proportional to $N_{ST}(P_1) \cdot N_{ST}(P_2) \cdot |\partial P|$, with the last term dominated by the spanning tree count, so that it agrees closely with the spanning tree score for large redistricting problems. However, this formula does not generalize to more than two districts. While ReCom will still approximately target the spanning tree distribution, no closed-form representation of its precise steady state is known when there are more than two districts.

Here, we introduce a simple modification to ReCom that makes it reversible and precisely targets the spanning tree distribution on plans.\footnote{We note that since this chain is reversible, it can be used in combination with the CFP local test\cite{13}. Additionally, because transition probabilities are now explicitly calculated at each step, it could be used with a Metropolis-Hastings variant to target any desired distribution. However, we emphasize that significantly longer runs will be needed in order to successfully target distributions that are very different from the spanning tree distribution, possibly sacrificing the great efficiency of the chain.} The new RevReCom algorithm again fuses two districts and re-partitions them with random spanning trees, but adds more rejection conditions based on graph properties. These rejections have the effect of making the chain lazy, or more likely to self-loop, but in a controlled manner that ensures detailed balance. Higher rejection rates do in general require more proposals to generate a sample of a given size, but this can be compensated in practice by a “batching” (partial parallelization) method described below in \S\ref{sec:batching}.

While our approach is one way to make ReCom reversible, a different approach was taken by Mattingly’s team in\cite{6, 7}. They extend the state space: a state is a districting plan together with a spanning tree for each district, i.e., a spanning forest for the graph. Their Markov chain operates on this extended state space and uses a Metropolis filter to ensure that a desired distribution is targeted. Keeping a record of the spanning tree in each district, and not just storing the plan as a partition, makes the probability calculations in the Metropolis filter computationally feasible. For certain settings of the parameters of their chain ($\gamma = 0$ and $\beta = 0$), the resulting process targets the same spanning tree distribution described here. However, their primary focus is on targeting other distributions. Later, Charikar et al. proposed an alternative method to target the spanning tree distribution in\cite{13}, incorporating some additional balance factors.

1.5. Sampling. MCMC is frequently used to collect a sample of configurations; as noted above, this ensemble will be used to study proposed plans comparatively. We briefly note that in many applications, researchers will employ parameters $s_1$ and $s_2$ to implement burn-in and sub-sampling: a Markov chain process will skip the first $s_1$ states before adding a state to the ensemble; subsequently, every $s_2$th state visited by the chain will be added. In principle, when $s_1$ is set to the mixing time of the Markov process and $s_2$ is set as its relaxation time, this produces (approximately) uncorrelated samples from the stationary distribution. For real applications that lack rigorous bounds on mixing time, some authors have argued in favor of continuous observation that records every step encountered by the chain, which is known to give identical statistical estimates.
in the limit \[ 3 \, 32 \]. Continuous observation is the method we will employ here. Further discussion of sampling practices and tests of convergence can be found in Appendix \[ A \].

2. The reversible recombination chain

2.1. Exact balance. We begin by describing reversible recombination, RevReCom, for the simple case where nodes have equal weight and graph partitions require exact balance. We then extend this to the case of imposing a threshold for population deviation in the next section. \[ 2 \, 2 \]

Let \( \mathcal{P}_k G \) be the set of exactly balanced connected \( k \)-partitions on a graph \( G \) whose nodes have weight one. We let \( P_1, \ldots, P_k \) denote the \( k \) subgraphs induced by the pieces of the vertex partition, which we will call districts. Define \( sp(H) = \ln(N_{ST}(H)) \) to be the natural log of the number of spanning trees of \( H \). For \( P \in \mathcal{P}_k G \), let

\[
sp(P) := \sum_{i=1}^{k} sp(P_i) = \ln \left( \prod_{i=1}^{k} N_{ST}(P_i) \right).
\]

We call an edge \( e \) of a tree \( T \) an \( \epsilon \)-balance edge if its two complementary components have population balance within tolerance \( \epsilon \)—for this equal weight case with exact balance, this means that the complementary components have the same number of nodes. For subgraphs \( A, B \) of \( G \), let \( E(A, B) \) be the set of edges in \( G \) with one endpoint in \( V(A) \) and one in \( V(B) \). Let us also write \( N_{ST}(A, B) \) for the number of spanning trees of the induced graph on \( V(A) \cup V(B) \) that have exactly one edge in \( E(A, B) \), noting that

\[
N_{ST}(A, B) = N_{ST}(A) \cdot N_{ST}(B) \cdot |E(A, B)|.
\]

Let \( \pi \) be the spanning tree distribution on \( \mathcal{P}_k G \), which we can write in a format familiar in Markov chain theory as

\[
\pi(P) := \frac{e^{sp(P)}}{Z},
\]

where \( Z = \sum_{R \in \mathcal{P}_k G} e^{sp(R)} \) is the normalizing constant ensuring \( \pi \) is a distribution.

We define a Markov chain proposal as follows. From a plan \( P \), first choose pairs of indices uniformly from \( \{1, \ldots, k\}^2 \) until \( P_i \) and \( P_j \) are adjacent, then let \( A = P_i \) and \( B = P_j \). (Equivalently, consider the quotient graph of the plan \( P \) made by identifying nodes with the same district assignment, sometimes called the district-level dual graph: choose one of its edges uniformly at random to choose a pair of districts to fuse.) Consider the graph \( A \cup B \) induced by \( G \) on the vertex set \( V(A) \cup V(B) \) and choose a spanning tree uniformly at random. If there is no 0-balance edge, reject. If there is, then it is unique; delete the balance edge and let the new components be called \( A', B' \) and the corresponding new plan be called \( Q \). Accept \( Q \) with probability \( 1/|E(A', B')| \); else, reject. If the acceptance condition was not met, we resample a new pair of indices and repeat.

Note the number of spanning trees for \( A \cup B \) that could have produced districts \( A' \) and \( B' \) is exactly \( N_{ST}(A', B') \). The process above prescribes the following transition probability \( X_P(Q) \) for transitioning from state \( P \) to state \( Q \) in a single step:

\[
X_P(Q) = \frac{2}{k^2} \cdot \frac{1}{N_{ST}(A \cup B)} \cdot \frac{1}{E(A', B')} \cdot N_{ST}(A', B') = \frac{2}{k^2} \cdot \frac{N_{ST}(A') N_{ST}(B')}{N_{ST}(A \cup B)}
\]

if suitable \( A, B, A', B' \) exist (in which case they are determined up to relabeling), and zero if not. We can now verify reversibility with a simple calculation.

\[
\pi(P) \cdot X_P(Q) = \frac{\prod_i N_{ST}(P_i)}{Z} \cdot \frac{2}{k^2} \cdot \frac{N_{ST}(A') N_{ST}(B')}{N_{ST}(A \cup B)} \cdot \prod_{i \neq i,j} N_{ST}(P_i)
= \frac{2}{k^2 Z} \cdot \frac{N_{ST}(A) N_{ST}(B) N_{ST}(A') N_{ST}(B')}{N_{ST}(A \cup B)}.
\]
Note that $V(A) \cup V(B) = V(A') \cup V(B')$ and also that $P_l = Q_l$ for $l \neq i, j$. We conclude that
\[ \pi(P) \cdot X_P(Q) = \pi(Q) \cdot X_Q(P), \]
which is precisely the detailed balance condition that constitutes the definition of reversibility. This same balance condition also ensures that $\pi$ is a stationary distribution for the chain; this is because if we start with probabilities distributed by $\pi$, the probability of being at any state $P$ after one application of $X$ is given by $\sum_Q \pi(Q) \cdot X_Q(P) = \sum_Q \pi(P) \cdot X_P(Q) = \pi(P)$.

2.2. **Approximate balance.** We generalize the results in the previous subsection to the case where we only aim to approximately balance populations of districts. That is, given weights on vertices where we only aim to approximately balance populations of districts. That is, given weights on the vertices $w : V \to \mathbb{R}$ and a small population deviation tolerance $\epsilon > 0$, a graph partition $P$ is **approximately balanced** if for all districts $P_i$,
\[
(1 - \epsilon) \frac{w(v)}{k} \leq w(P_i) \leq (1 + \epsilon) \frac{w(v)}{k},
\]
where $w(G) = \sum_{v \in V(G)} w(v)$.

In this setting, a tree may have multiple edges whose removal separates the vertices into two approximately balanced parts. We modify the algorithm as follows. Let $m$ be a global upper bound on the number of $\epsilon$-balance edges that can exist in any tree spanning a double-district-sized subgraph of $G$. We will accept a candidate balance edge with probability $1/m$. If there are $b$ balance edges in a particular spanning tree $T$, this means there is a probability $1 - \frac{b}{m}$ that no edge will be chosen, and the proposal will be rejected at this stage. Recalculating the transition probability:
\[
X_P(Q) = \frac{2}{k^2} \left( \frac{N_{ST}(A', B')}{N_{ST}(A \cup B)} \right) \cdot \frac{1}{m \cdot E(A', B')} = \frac{2}{m k^2} \cdot \frac{N_{ST}(A') N_{ST}(B')}{N_{ST}(A \cup B)},
\]
and detailed balance follows as before. Because of the rejection probability of $1 - \frac{b}{m}$, it is advantageous to find an upper bound $m$ that is close to tight. (Certainly one can set $m$ to the total number of edges, but this unnecessarily shrinks the acceptance probability. See Appendix B.1 for more discussion.) However, we caution that unless $m$ is a valid upper bound, this process may not converge to $\pi$. Even if the number of balance edges is never observed to exceed $m$ in a given run, the resulting limiting distribution is conditioned on never encountering a spanning tree that has more than $m$ balance edges. This could differ from $\pi$ in subtle ways.

2.3. **Ergodicity.** From the detailed balance expressions above, we know that the spanning tree distribution $\pi$ is a steady state of RevReCom, which we note has the same state space as ReCom, with the same allowed transitions but different transition probabilities. However, the fundamental theorem that guarantees that this is the unique stationary distribution for RevReCom, and that all other distributions converge to $\pi$ under iterations of the Markov process, requires the hypothesis that the system is ergodic, i.e., aperiodic (the gcd of all lengths of closed cycles is 1) and irreducible (it is possible to transition from any state to any other state in finite forward time).

In all Markov chains used to sample graph partitions on real-world data, including the one proposed here, proofs of irreducibility have remained elusive. This is largely due to population constraints: the tighter the allowed deviation, the more likely it is that the valid moves no longer connect the state space. The best known positive result comes from Akitaya et al., who have shown that the chain is ergodic when $\epsilon = 1$, that is, when districts can shrink arbitrarily small and grow up to double their ideal size [2]. This is because allowed moves can create one large district and several single-vertex districts, and moving through such configurations allows greater flexibility. A forthcoming result of Cannon proves ergodicity under much tighter balance conditions ($\pm 1$ from ideal size), but is limited to the special case that $G$ is a triangular grid-graph.

Even on smaller, more structured examples, ergodicity proofs remain challenging. For example, let $n \times n \to k$ denote the problem of dividing an $n \times n$ grid-graph into $k$ districts of equal size (assuming $k|n^2$). For the $6 \times 6 \to 3$ problem, every known proof of ergodicity for recombination
involves extensive case analysis. For the $7 \times 7 \rightarrow 7$ problem, all known proofs of irreducibility use brute-force computation.

We know several examples of tilings of the infinite grid by $m$-ominoes, for $m = 3, 4, 5$, that are recombination rigid, meaning that they are not connected by any perfect-balance recombination transition to any other configuration. Recently Jamie Tucker-Foltz discovered a rigid 3-omino tiling of the $6 \times 6$ grid, meaning that the state space for $6 \times 6 \rightarrow 12$ has at least two isolated points coming from this example and its reflection. However, despite these carefully-constructed rigid counterexamples, recombination is widely believed to be irreducible on real-world examples under reasonable values of the population deviation tolerance $\epsilon$, such as $\epsilon = .01$ for Congressional districts and $\epsilon = .05$ for smaller legislative districts.

![Figure 1. A recombination-rigid partition for the $6 \times 6 \rightarrow 12$ problem: no two adjacent districts admit a different balanced splitting. This makes this plan and its reflection isolated points in the state space of 80,092 exactly balanced plans. However, if districts are allowed to vary $\pm 1$ from ideal size, the number of valid plans rises to over 4.5 billion, and these configurations are no longer isolated.](image)

Without a proof of irreducibility, we only know that a RevReCom chain initialized at a particular state converges to the spanning tree distribution on its connected component of the state space. This provides another reason for verifying that samples seeded at multiple different starting points have similar properties—also known as the multistart heuristic, as in Figure 4. This raises our confidence that our ensemble is representative of a large and diverse set of plans.

3. Experimental results

3.1. Implementation and setup. The main implementation of RevReCom used in this paper is written in Rust, a programming language increasingly popular in the scientific computing community for its performance and compile-time memory safety guarantees. Note that recombination moves include flips as a special case, so the state spaces for flip chains are strictly more likely to be reducible, i.e., disconnected.

Architecturally, RevReCom resembles previous implementations of recombination in Python and Julia. Novel elements in the Rust code include extensive use of reusable buffers, partly to avoid allocating excess memory during long runs. Due to these enhancements, the Rust implementation outperforms the principal Python library GerryChain by several orders of magnitude (see Appendix D). Furthermore, the memory safety guarantees in Rust make it well suited to multithreading. We take advantage of this feature to mitigate the high rejection rate of RevReCom through a partially parallelized batching strategy, which improved the acceptance rate in the benchmarking run to over 300 plans per second.

We sketch the batching strategy here. The low acceptance rate of RevReCom on real-world graphs (see Table 1) enables us to secure performance gains by using multiple cores. As a general matter, Markov chains are hard to parallelize because, by definition, the next step is probabilistically determined by the current state, so a single random walker must consider a proposal at each step. However, if the great majority of proposals are being rejected in a given chain, then we can get an efficiency boost by using worker threads at the proposal stage that collectively consider a few hundred proposals simultaneously. They can then be ordered randomly and the accepted proposal with lowest index can be passed back to the main thread, at a potentially significant time savings. This is an
With the Rust codebase, we compare RevReCom to original ReCom in three settings: the seven-by-seven square grid divided into 7 districts; the precincts of Virginia divided into 11 districts; and the precincts of Pennsylvania divided into 18 districts. The first is included because it is small enough that all possible districting plans can be enumerated, and the second two come from recent redistricting case studies.\(^{10}\)

We apply RevReCom as described above, and unless otherwise indicated we impose exact balance on the $7 \times 7 \to 7$ problem and $\leq 1\%$ population deviation in Pennsylvania and Virginia. The choice of spanning tree is made with Wilson’s algorithm, which is provably uniformly random\(^ {46}\). For an upper bound $m$ on the number of balance edges, we use $m = 30$ in Virginia and Pennsylvania. These values are both larger than the largest number of balance edges we ever observed during an execution of RevReCom\(^ {11}\). For the PA and VA runs, the batching was executed with 1024 proposals per batch, split across 8 cores.

### 3.2. Convergence diagnostics using full enumeration.

While $\pi$ was shown above to be an asymptotic limit for RevReCom, this in itself provides no guarantee of getting a good sample in a reasonable time. A user must seek to raise confidence that enough steps have been run so that the ensemble of districting plans is distributed approximately by $\pi$. Since no mixing time upper bounds are known for recombination, we use standard heuristic checks of convergence by computing various statistics over the ensemble and confirming that further enlargement of the sample, or re-start from very different starting points, has no appreciable effect on aggregate statistics.

We first look at the seven-by-seven grid, where we have the ability to compare collected statistics to the ground truth by enumerating all districting plans and directly calculating their probability of occurring in stationary distribution $\pi$. Figure 2 compares the distribution of cut edges in the ensemble created by $10,000$, then $1$ million, and then $100$ million steps of RevReCom to the distribution of cut edges under $\pi$. (The $1$ million step sample was collected in under ten seconds, and the time growth is linear.) By the time we have taken $1$ million steps, the histograms are nearly identical, and the $100$-million-step sample is visually indistinguishable from the ground truth histogram. Besides giving a sense that $1$ million steps was likely enough for most practical purposes, this also supports the use of continuous observation, as we are able to nearly approximate $\pi$ without any burn-in or subsampling\(^ {12}\).

Next, we can assess convergence quantitatively, and not just by visual comparison. The notion of similarity we use is the Wasserstein distance (also known as the earth-mover distance) between distributions, which will be familiar to some readers from the optimal transport setting. In Figure 3, we see that from two different starting points (i.e, seeds), the ensembles produced by RevReCom are similar to the full enumeration after around 500,000 accepted steps, with fluctuating but moderately improving similarity after that. Notably, the time it takes the two ensembles generated by RevReCom to be similar to each other tracks with the time it takes for each to be similar to the

\(^{10}\)Code for these experiments is publicly available at [github.com/pjrule/frcw.rs](https://github.com/pjrule/frcw.rs) and [github.com/mggg/reversible-recom](https://github.com/mggg/reversible-recom). Note that after the 2020 Census, the number of Congressional districts in Pennsylvania dropped to 17; here, however, we use pre-2020 settings in order to evaluate plans proposed in the court proceedings in 2018.

\(^{11}\)Recall that the resulting distribution in both these cases could differ slightly from $\pi$ because it is conditioned on the process never having observed a tree with more than $m \epsilon$-balance edges. However, observing a large number of balance edges in a single tree is an extremely rare event: even in 2 billion proposals in Pennsylvania, there were at most 23 balance edges at $\epsilon = .01$ (observed 1 time). In Virginia, there were at most 18 balance edges at $\epsilon = .01$ (observed 4 times) in 2 billion proposals. Because the bound $m$ was set well higher than this, the effect on any conclusions reached because of this subtle conditioning should be negligible.

\(^{12}\)To see how many distinct plans are encountered by the random walk over time, see Supplementary Figure 7.
Figure 2. For the seven-by-seven grid divided into seven equal-sized districts, the distribution of cut edges in the ensemble of districting plans created after 10,000, 1 million, and 100 million proposal steps (red) compared to the distribution of cut edges in all districting plans, weighted by $\pi$ (green) full enumeration. This offers validation for the value of the multi-start heuristic when there is no full enumeration available.

Figure 3. Pairwise Wasserstein distance between cut edge distributions. For the $7 \times 7 \rightarrow 7$ redistricting problem, the sampling distribution quickly approaches the stationary distribution of RevReCom from extreme seeds (horizontal and vertical stripes). Importantly, the multi-start distance (blue) is confirmed to track close to each chain’s distance from stationarity (orange, green). Note that the x axis counts by the number of accepted steps, which is about one in every six proposals according to Table 1.
Figure 4. Top: the box-and-whiskers plot compares the Democratic vote share by district across three different RevReCom ensembles of 1 million steps on Virginia Congressional plans. Bottom: The corresponding Wasserstein trace plot.
3.3. **Convergence diagnostics without full enumeration.** In Virginia and Pennsylvania, the number of possible districting plans is so large that there is no hope of enumerating them all to get a ground-truth distribution. However, we can still compare runs across different seeds, as in Figure [4]. The first statistic we look at is of particular relevance for redistricting: the vote share for one party by district. For each districting plan in our ensemble, we order the districts by the Democratic vote share in that district according to election data from a recent election, in this case the 2016 Presidential election [13]. The left-most column shows the range of shares in the least Democratic district in each plan; the next column in the second-least Democratic; and so on [14]. Figure [4] shows the resulting boxplot for Virginia for three different ensembles, each created by 1 million steps of RevReCom from a different starting condition. (Two different maps—the enacted Congressional plans from 2012 and 2016—are used as seed states, or initial positions. We run one chain from the former and two chains, with different random number seeds inducing different sequences of steps, from the latter.) The similarity in this statistic across the three runs lends support to the idea that 1 million accepted proposals is sufficient to produce high-quality partisan statistics by district. The runtime for this is under five hours; note that the nature of the Wasserstein plot ensures that not only an overall average number of seats, but the box and whiskers for each district, have passed our diagnostic tests.

We can also promote the Wasserstein distance between distributions to a vector-valued generalization that is well suited to our setting: for any district-level statistic (such as partisan vote share in this case), we can order the vector, say by putting the lowest value observed in a district in the first position up to the highest value in the last position. Then we measure distance coordinatewise and sum over the $k$ coordinates.

In this case, the similarity between ensembles is still continuing to improve after a million accepted steps, but the statistics might be regarded as qualitatively stable at this point. Note also that the distance quickly drops to below .02, despite being summed over 11 districts, while Figure [3] shows a single Wasserstein distance on a smaller state space taking longer to drop below that level. This is partly explained by the observation that the cut edge count is a much more sensitive measure of convergence to the spanning tree distribution than a typical partisan statistic would be, because of the close relationship between the two compactness scores. As many authors have noted, convergence in the push-forward distribution to a summary statistic may occur well before representative sampling in the state space overall.

3.4. **Distributional comparisons.** The use of this RevReCom chain is unlikely to overtake the faster, simpler ReCom chains in practice, because the asymptotic guarantees come at a significant cost—not only clock time, but also the difficulty of handling larger datasets. However, because we know the stationary distribution of this reversible chain exactly, it has an additional use: very long runs of RevReCom can be used as a tool to help us benchmark and better understand the sampling distributions found by other methods. Here, we overview some recombination variants so that we can compare their outputs to the new reversible chain.

---

[13] Using data from other recent elections gave similar results.
[14] Here and in all boxplots in this paper, the box shows the 25th to 75th percentile, the whiskers range from 1st to 99th percentile, and the median is marked.
3.4.1. **Choice of district pair.** The first step of both ReCom and RevReCom is to pick a random pair of districts to recombine, but there are many possible methods to do so. In standard ReCom, a uniformly random cut edge of the geography dual graph (i.e., a random pair of blocks or precincts that are assigned to different districts) is selected, and the two districts spanned by that cut edge are fused. Instead, we can select districts as in the reversible chain—by choosing a random edge of the district-level dual graph. We can call these *cut edge* and *district pair* selection, respectively. Under cut edge selection, districts sharing a long boundary are more likely to be recombined, which will clearly have the effect of making the sampled plans more compact on average. A priori, the size of this effect is unclear.

3.4.2. **Choice of spanning tree.** Spanning tree methods are clearly very powerful, but they require a choice of spanning tree at every step to repartition the fused districts, and that choice may in turn impact the outputs. We can examine variants of simple recombination that use, for instance, the uniform distribution on spanning trees (UST), say via Wilson’s algorithm [46], or that introduce random weights and draw a minimum spanning tree (MST) via Prim’s or Kruskal’s algorithms (see standard reference [18] for a description). All of these algorithms run in polynomial time, but the MST algorithms are faster. It may at first seem that if the weights are drawn in an i.i.d. manner, then the MST will also draw a uniform tree, but elementary examples show this not to be the case. For a higher-level view of the difference between UST and MST, there is classic work that calculates expected diameter for a spanning tree of the complete graph $K_n$. Under UST, the diameter is on the order of $n^{1/2}$, while the MST expectation is $n^{1/3}$ [16, 1]. This suggests that uniform trees may be more path-like, while minimum-weight trees are relatively “bushier,” and therefore likely to produce more compact districts. On the other hand, path-like trees are more likely than star-like trees to have a balanced cut, which means that the efficiency gains from MST might be compensated by higher balance-edge rejection.

3.4.3. **Recombination variants.** For the purposes of this paper, these two choices give us four variants of the general recombination chain: ReCom-A (cut edge, MST), ReCom-B (district pair, MST), ReCom-C (cut edge, UST), and ReCom-D (district pair, UST). The standard software implementation uses ReCom-A, and the benchmarking provided here confirms that, for our test cases, its sampling distribution is the most like the spanning tree distribution. This might seem surprising because in its district selection and spanning tree generation, it makes the opposite choices from the reversible chain. As a partial explanation for this, note that the seam-length rejection step in RevReCom means that districts with longer boundaries are less likely to be accepted. ReCom-A imitates this by using cut edge selection (which makes districts with longer boundaries more likely to be fused) and by using minimum spanning trees (which have lower diameter, so also promote compactness).

Many other variants are possible within the recombination family of Markov chains: if we fail to find a balance edge for the first spanning tree drawn for $A \cup B$, we can draw more trees for that pair a variable number of times before selecting a new pair of districts. (See Appendix B.3.) Or we can allow steps that fuse three rather than two districts at a time, among many other means to potentially boost performance by avoiding bottlenecks in the state space, each likely having subtle but non-trivial impacts on the stationary distribution.

---

Randomly assigning a weight to every edge of $A \cup B$ is, for the purposes of the MST algorithms, the same as choosing random ordering of the edges, because the algorithms are greedy, so they are only sensitive to the order of the weights. Even determining the number of different edge orderings which produce a given spanning tree is a NP-hard problem, equivalent to counting the number of linear extensions of a poset.
3.5. Rejection and runtime comparison. We should expect that RevReCom will take longer to converge than ReCom: in order to make the chain reversible, we have introduced more rejection steps (for example, each balance edge is only selected with probability \(1/m\) and a new plan is only accepted with probability \(1/E(A', B')\)). A comparison of acceptance rates is shown in Table 1. The table compares the reversible chain to other variants in the ReCom family.

| state | run type | proposals | adjacency | balance | \(1/m\) | seam length | accept |
|-------|----------|-----------|-----------|----------|----------|-------------|--------|
| VA    | ReCom-A  | 1,000,002 | –         | 218,721  | 78.1% rej | –           | 21.9%  |
| VA    | ReCom-B  | 1,000,005 | 304,053   | 90,950   | 69.6% rej | 70.1% rej   | 9.09%  |
| VA    | ReCom-C  | 1,000,005 | –         | 225,040  | 77.5% rej | –           | 22.5%  |
| VA    | ReCom-D  | 1,000,011 | 305,604   | 90,145   | 69.4% rej | 70.5% rej   | 9.01%  |
| VA    | RevReCom | 1,000,902 | 301,205   | 76,009   | 69.9% rej | 74.8% rej 96.7% rej | 0.0577% |
| PA    | ReCom-A  | 1,000,001 | –         | 246,928  | 75.3% rej | –           | 24.7%  |
| PA    | ReCom-B  | 1,000,021 | 224,804   | 73,159   | 77.5% rej | 67.5% rej   | 7.32%  |
| PA    | ReCom-C  | 1,000,002 | –         | 250,931  | 74.9% rej | –           | 25.1%  |
| PA    | ReCom-D  | 1,000,042 | 227,172   | 72,225   | 77.3% rej | 68.2% rej   | 7.22%  |
| PA    | RevReCom | 1,000,482 | 217,050   | 66,949   | 78.3% rej | 69.2% rej 96.8% rej | 79.6% rej 0.0443% |
| 7x7   | ReCom-A  | 1,000,001 | –         | 532,692  | 46.7% rej | –           | 53.3%  |
| 7x7   | ReCom-B  | 1,000,004 | 467,867   | 289,705  | 53.2% rej | 38.1% rej   | 29%    |
| 7x7   | ReCom-C  | 1,000,001 | –         | 542,793  | 45.7% rej | –           | 54.3%  |
| 7x7   | ReCom-D  | 1,000,001 | 469,550   | 293,290  | 53.0% rej | 37.5% rej   | 29.3%  |
| 7x7   | RevReCom | 1,000,008 | 465,932   | 292,039  | 53.4% rej | 37.3% rej 43.8% rej | 16.4%  |

Table 1. Run statistics, showing the number of proposals accepted at each stage, for recombination runs on Virginia (precincts, \(k = 11, \epsilon = .01, m = 30\)), Pennsylvania (VTDs, \(k = 18, \epsilon = .01, m = 30\)), and a 7 × 7 grid (\(k = 7, \epsilon = 0, m = 1\)). Roughly 1 million steps are initially proposed in each trial; irregular numbers are due to the batching technique, as described in the text. One observation is that the variants using MST (A and C) are less likely to find a balance edge than the others, which use UST. This is expected behavior, since MST trees are bushier.
3.6. **Exploration of state space.** It is common to compare different Markov chains (and other sampling methods) for their runtime or convergence properties, but we can also use visualizations to explore how they transit the state space differently.\(^\text{16}\)

We will present a comparison using a toy example: partitions of a graph that is built by suturing together square grids on different scales. The graph is shown in Figure 5, a $2 \times 2$, $4 \times 4$, $8 \times 8$ and $16 \times 16$ graph are combined to create a multi-scale grid with 340 vertices. Each quadrant has population 256, so the lowest-weight nodes have unit population while the largest have population 64. This graph is chosen to exaggerate the disparities in population across nodes that would be viewed in a realistic districting problem.

The heatmaps of Figure 5 show the frequency with which each node is reassigned from one district to another.\(^\text{17}\) Comparing heatmaps illuminates some differences that are finer than could be learned from convergence time alone. The southwest quadrant of this graph, which contains many unit-weight nodes, will require many changes before the sample of partitions collected has encountered enough variety to approach stationarity. Of all variants, \textbf{ReCom-A} changes those nodes most often, while \textbf{RevReCom} is least likely to reassign these nodes.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure5.png}
\caption{These heatmaps provide a visualization of how each chain transits the state space of 4-district partitions of this 340-node graph.}
\end{figure}

See Appendix C.2 for another multi-scale example.

\(^{16}\)It is easy to see that two Markov chains may have the same stationary distribution, but transit the state space very differently. For example, consider a state space with $n$ states, and recall that the stationary distribution of the simple random walk on a graph is proportional to vertex degree. One Markov chain that targets the uniform distribution is the simple random walk on the path 1–2–...–$n$ that has self-loops at the endpoints. Connecting the nodes in any $k$-regular fashion will also yield a simple random walk that converges to the uniform distribution, but with different transitions.

\(^{17}\)One subtlety is that whether a node is considered to be reassigned depends on whether the two newly formed districts are labeled $A'$, $B'$ or the reverse, which is made by a random choice. However, for long enough runs, this effect will be negligible.
4. Impacts

In practice, ensembles are used to benchmark the neutral consequences of a given redistricting framework. For instance, it is widely believed that early 21st century political geography in the United States creates significant structural partisan advantages—one party, the Republican party, will tend to outperform its rival party, all other things being equal. Reasonable observers can disagree about how to define fair redistricting: is a partisan-blind plan necessarily fair? should policymakers prefer plans that tend to favor representation that is proportional to public preference? and so on.

Figure 6. Four proposed 18-district plans for Pennsylvania are compared against the vote distributions in the contests for President and U.S. Senator from 2016. The legislature’s enacted plan from 2011, and the much more compact proposal from the lawsuit in 2018, look different but perform similarly against both vote patterns.

Figure 6 shows the consequences of combining Pennsylvania’s unique electoral terrain with a system of single-member districts drawn for population balance, contiguity, and compactness. (More districting criteria can certainly be layered in to view their effects, but we begin by illustrating the consequences of the most basic rules.) We study the resulting maps against the actual cast vote pattern in two contests: the Presidential race of 2016 and the U.S. Senate race on the same ballot. Both elections are very nearly 50–50 between the major parties, so that a proportional outcome would award nine seats to each party. But the specific political geography—the locations of the votes—creates a situation in which partisan-neutral plans significantly disfavor Democrats. A surprising finding is visible in this plot: though the party share is nearly identical
in the two contests, the geography of votes is different in a way that matters for representation. The Trump/Clinton voting pattern is more favorable to Democrats in representational terms than the Toomey/McGinty pattern—the effect size is larger than a seat. A geography-blind method of benchmarking neutral redistricting plans through standalone metrics of fairness could never discover a deeply empirically grounded effect of this kind.

The method of ensembles allows us to measure the consequences of a chosen framework and the facts on the ground, but, importantly, it does not commit us to a view that neutral is fair. Rather, it gives us a much-needed means to study the central tendencies of single-member districts. Moreover, because Markov chain methods are easily amenable to heuristic optimization methods (hill-climbing, annealing, short bursts, and so on), we can also produce runs that seek to drive various scores and summary statistics up or down. Local search methods give a view of the “elasticity” of districting outcomes by probing how effective it is to guide the exploration process. In this way we can start to understand, to the extent that we might have districting goals beyond the simple neutral consequences of the rules, how attainable those goals might be.

Taken together, ensemble methods give us essential tools for the 21st century as we engage in continued debate about our requirements, and our aspirations, for representative democracy.

---

18 Note that Trump outpolled Clinton 2,970,733–2,926,441 while the Toomey advantage over McGinty was 2,951,702–2,865,012. That means that the difference isn’t attributable to major rolloff or to third-party candidates. Instead, there are large numbers of ticket-splitters in both directions, and their locations matter.
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Appendix A. Burn-in, subsampling, and sample size

As noted in Section 1.5, many MCMC sampling methods use parameters $s_1$ and $s_2$ to implement burn-in and subsampling: a Markov chain process will skip the first $s_1$ states, and then add only every $s_2$ state to the ensemble. Instead, we conduct _continuous sampling_: every state visited by the Markov chain is added to the ensemble. Additionally, as is necessary to ensure the desired stationary distribution, we build our ensemble with multiplicity: if we are at state $P$ when a proposal fails, then we count this as a step of the Markov chain and increase the multiplicity of $P$ in our ensemble and in the weighting of the statistics that we gather.

For real applications that lack rigorous mixing or relaxation time bounds, some authors have argued in favor of such continuous observation. For example, Aldous proves in [3] that for estimating means, continuous observation for $2kt_{rel}$ steps after a burn-in phase is at least as good as taking $k$ samples, each at time $s_2 = 2t_{rel}$ apart. (Here $t_{rel}$ is the relaxation time, which is the inverse of the spectral gap of the transition matrix; it is closely related to the mixing time.) Similarly, Geyer argues in [32] that in practice, one long enough run of the Markov chain with continuous observation suffices for estimating quantities of interest.

Separately from issues of whether to continuously observe a chain or subsample, there is a large body of literature focusing on how large of a sample is needed to reliably estimate statistics [29, 34, 26]. When samples are independent, if the underlying distribution has mean $\mu$ and variance $\sigma^2$, the average of $n$ samples has variance $\sigma^2/n$. For statistics that take on values in a bounded range, upper bounds on $\sigma^2$ are easy to find; for however small one would like the variance of the sample average to be, it is then straightforward to determine how many samples are necessary. However, when samples are correlated, the average of $n$ random samples may have much higher variance; the _effective sample size_ $n_{eff}$ is the value such that the variance of the average of $n$ samples is $\sigma^2/n_{eff}$. The value $n_{eff}$ is often a function of $n$, and depends on the correlation between all the random samples collected. Approximations or bounds for $n_{eff}$ in terms of $n$ can be used to determine how large of a sample is needed so that the variance of the sample average is small enough, where “small enough” may vary depending on the application. When the samples are weighted (for example, when districting plans appear in the ensemble with multiplicity) and computing the effective sample size is too complicated or too computationally expensive, an approximation formula by Kish [36] is widely used:

$$n_{eff} \approx \frac{\left(\sum_{i=1}^{n} w_i\right)^2}{\sum_{i=1}^{n} w_i^2}$$

However, this approximation can underestimate the effective sample size when the weights are correlated with the statistic you’re trying to estimate, and it can overestimate $n_{eff}$ when there is clustering in the data. For estimating a statistic other than a mean, one can simply define an auxiliary random variable whose mean is the statistic of interest and apply the same analysis to that random variable.
**APPENDIX B. MITIGATING HIGH REJECTION PROBABILITIES**

RevReCom is slowed down by the high probability of rejecting each proposed transition. Here we outline some approaches toward reducing the rejection rate while ensuring that RevReCom still converges to the correct distribution.

B.1. **Bounding the number of balance edges.** One factor contributing to the slow runtime of RevReCom is that each balance edge in a spanning tree is only accepted with probability $1/m$; in practice, we have chosen a large value of $m$ so that there are far fewer than $m$ possible balance edges, and this means there is a high rejection probability. In our Pennsylvania and Virginia runs, for example, the mean value of $m/b$ (where $b$ is the actual observed number of balance edges in a given proposal) is between four and five.

However, we can improve this if we recognize that the role of $m$ was simply to make the value $b/m$ never exceed one, so that it can function as an acceptance probability. By combining this rejection step with the seam length rejection (with probability $1/m$), we can use a smaller value of $m$ and thus have a greater probability of choosing a particular balance edge. Once two districts $A$ and $B$ (along with a spanning tree $T$ of their union) are chosen, proceed as follows. If $T$ has $b$ balance edges, pick one uniformly with probability $1/b$. Then, accept the proposed new plan created by cutting this edge, resulting in districts $A'$ and $B'$, with probability $b/(mE(A',B'))$. In order for this step to be valid, we just need that $b \leq mE(A',B')$ is always true, rather than $b \leq m$.

This does not remove the concern that setting a value of $m$ based on observations conditions the limiting distribution on having never encountered $b > m$ at any step of $X$. Here that condition is just changed: the limiting distribution, which is likely nearly $\pi$, is conditioned on having never observed $b/(mE(A',B')) > 1$ at any step of $X$.

Further improvements may be possible. For example, the set of $\epsilon$-balance edges must form a path for low enough values of $\epsilon$, and one could hope to bound the number of balance edges in a path for a given $G$ with a clever computational approach.

B.2. **Accelerating district pair selection.** A large number of rejections in RevReCom are the result of choosing two random districts to fuse that are not adjacent. Although such rejections are not computationally costly (since checking adjacency is extremely fast), there are simple alternatives to this kind of step counting.

As one option, Euler’s formula implies that an $n$-vertex planar graph has at most $3n - 6$ edges, so when there are $k$ districts there can be at most $3k - 6$ pairs of adjacent districts (that is, at most $3k - 6$ edges in the district-level dual graph). Rather than choosing each possible district pair with probability $2/k^2$, one could choose each adjacent pair with probability $1/(3k - 6)$, and reject with the remaining probability. That is, if there are $a$ pairs of adjacent districts, one would pick each with probability $1/(3k - 6)$ and reject with probability $1 - a/(3k - 6)$. This could equivalently be accomplished by picking a pair of adjacent districts uniformly at random and accepting that pair with probability $a/(3k - 6)$. The calculations for detailed balance will remain the same, with the $2/k^2$ term replaced by $1/(3k - 6)$, resulting in the same stationary distribution with a lower proposal count.

Instead, one could observe that if the current state has $a$ pairs of adjacent districts and each is being selected with probability $1/(3k - 6)$, the number of attempts until an adjacent pair is selected is a geometric random variable with success probability $p = a/(3k - 6)$. Thus, one could draw a random variable $r \sim \text{Geom}(a/(3k - 6))$, add the current plan to the ensemble with multiplicity $r$, and then proceed to draw a uniformly random pair of adjacent districts.

Note that overall this has the same effect on the ensemble as performing each rejection step individually.

---

19A similar approach to self-looping is taken in [15].
These modifications would have minimal impact on the runtime of \texttt{RevReCom} when the number of districts is small, as it is in the examples we consider, but could become useful when $k$ is large, as when analyzing state legislative districts.

\subsection*{B.3. Resampling spanning trees.} When drawing a random spanning tree of the union of two districts, there is substantial probability that the tree chosen does not have any balance edges and therefore cannot be split into two new districts. In \texttt{RevReCom} as described above, at this point the attempt would be abandoned, the step would be considered a self-loop, the current plan would be added to the ensemble an additional time, and a new move would be attempted by choosing two new districts to recombine. However, in \texttt{ReCom}, if a spanning tree drawn for a union of two districts has no balance edge, a new spanning tree is drawn for the same two districts, and the attempt to recombine those two districts is only abandoned after some fixed number $s$ of spanning trees has been drawn. The software default for \texttt{ReCom} uses $s = 2$.

Note that implementing this modification into the chain—when an spanning tree without any balance edges is chosen, a new spanning tree is drawn on the same double-district region up to a maximum of $s$ attempts, without this counting as a rejection—would not affect the stationary distribution of \texttt{RevReCom}. To see this, consider a given pair of districts $A$ and $B$, and let $u_{A \cup B}$ be the fraction of spanning trees of $A \cup B$ that do not have a balance edge. Allowing multiple attempts to find a tree with balance edges on the same region, the transition probability of \texttt{RevReCom} becomes

$$X_P(Q) = \frac{2}{k^2} \left( \frac{N_{ST}(A', B')}{N_{ST}(A \cup B)E(A', B')} + u_{A \cup B} \frac{N_{ST}(A', B')}{N_{ST}(A \cup B)E(A', B')} \right.$$  

$$+ u_{A \cup B}^2 \frac{N_{ST}(A', B')}{N_{ST}(A \cup B)E(A', B')} + \ldots + u_{A \cup B}^{s-1} \frac{N_{ST}(A', B')}{N_{ST}(A \cup B)E(A', B')} \right).$$

Because the extra term added by these tree redrawing steps only depends on $A \cup B$ and not $A$, $A'$, $B$, or $B'$, it will cancel in the detailed balance condition and \texttt{RevReCom} will still have the same stationary distribution. While we did not implement this modification for the current study, doing so may result in faster convergence, though it also might change the way \texttt{RevReCom} explores the state space (which would show up in a different reassignment heatmap than the one shown in Figure 5).
C.1. **Coverage.** The power of Markov chain methods is that they are capable of producing excellent estimates while visiting only a tiny portion of a state space. However, it is also interesting to consider how many distinct plans are encountered.

![Graph showing % state space seen vs. step](image)

**Figure 7.** In ten billion proposed steps on the $7 \times 7 \rightarrow 7$ state space, this run of RevReCom has visited roughly 18% of states, or about 27 million out of the 150 million distinct plans. Comparing to Figure 2, where we achieved excellent convergence after 100 times fewer steps—and less than 1% coverage—reminds us that the power of MCMC is to approximate a sampling distribution long before cover time.
C.2. **Multiscale experiments, continued.** Here we report a second multiscale grid experiment (following Figure 5), which demonstrates even more starkly that the chains move around the state space in remarkably different ways.

![Multiscale experiment diagram](image)

**Figure 8.** Relative frequency of flips across chain variants for 6-district chain runs on a 5460-node graph formed from suturing multiple square grids. Each constituent grid has the same total population, so that the nodes range from unit population at the far left to population 1024 at the far right.

As before, ReCom-A (here, shown at bottom) flips small nodes relatively frequently, while **RevReCom** is more active on lower-degree nodes with more voters.
C.3. **Recombination variants, continued.** Next, we present further evidence regarding the differences between variants of the recombination chain.

![Distribution of district spanning tree counts on a 50 x 50 grid with uniform population.](image)

**Figure 9.** Distribution of district spanning tree counts on a 50 x 50 grid with uniform population.

We see that ReCom-A resembles RevReCom to a degree that is nearly indistinguishable to the eye, while ReCom-B is producing districts that are consistently less compact. Because partisan breakdown is often not very sensitive to the shapes of districts, it is entirely likely that a plot of partisan summary statistics would look identical.
Appendix D. Benchmarking Details

This final brief appendix contains benchmarking stats from the Python and Rust implementations of various simple recombination variants. The intent is to facilitate comparisons between implementations so that other authors can make apples-to-apples speed comparisons; this means that the collection of variants does not need to be comprehensive. For all benchmarking runs, we use the Virginia precinct dual graph (github.com/mggg-states) with the CD12 seed (Congressional districts from 2012), $\epsilon = .05$, and minimal updaters. We set $m = 30$ for RevReCom runs. The runs were conducted on an Apple M1 Pro laptop (10 cores) with 16 GB RAM.

GerryChain (main branch, Python 3.10.2): accepted 1000 plans in 51.56 seconds (command: python gerrychain_benchmark.py) $\rightarrow$ 19.4 accepted plans / second

Rust ReCom-A (cut-edges-rmst), 1 core: 1,000,000 proposals $\rightarrow$ 485,987 accepted plans in 107.79 seconds $\rightarrow$ 4,509 accepted plans / second

Rust ReCom-A (cut-edges-rmst), 4 cores: 1,000,000 proposals $\rightarrow$ 485,983 accepted plans in 71.08 seconds $\rightarrow$ 6,837 accepted plans / second

Rust ReCom-A (cut-edges-rmst): 1,000,000 proposals $\rightarrow$ 487,239 accepted plans in 89.68 seconds $\rightarrow$ 5,443 accepted plans / second

Rust RevReCom, 1 core: 1,000,000 proposals $\rightarrow$ 2,136 accepted plans in 43.791 seconds $\rightarrow$ 48.8 accepted plans / second

Rust RevReCom, 4 cores, batch size of 1: 1,000,000 proposals $\rightarrow$ 2,033 accepted plans in 25.537 seconds $\rightarrow$ 79.6 accepted plans / second

Rust RevReCom, 10 cores, batch size of 12: 1,000,000 proposals $\rightarrow$ 2,022 accepted plans in 5.928 seconds $\rightarrow$ 341.1 accepted plans / second

Rust RevReCom, 10 cores, batch size of 16: 1,000,000 proposals $\rightarrow$ 1,715 accepted plans in 5.401 seconds $\rightarrow$ 317.5 accepted plans / second

Rust RevReCom, 4 cores, batch size of 32: 1,000,000 proposals $\rightarrow$ 2,105 accepted plans in 9.331 seconds $\rightarrow$ 225.6 accepted plans / second