ENRICHED CATEGORIES AS A FREE COCOMPLETION
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Abstract. This paper has two objectives. The first is to develop the theory of bicategories enriched in a monoidal bicategory—categorifying the classical theory of categories enriched in a monoidal category—up to a description of the free cocompletion of an enriched bicategory under a class of weighted bicolimits. The second objective is to describe a universal property of the process assigning to a monoidal category $\mathcal{V}$ the equipment of $\mathcal{V}$-enriched categories, functors, transformations, and modules; we do so by considering, more generally, the assignment sending an equipment $\mathcal{C}$ to the equipment of $\mathcal{C}$-enriched categories, functors, transformations, and modules, and exhibiting this as the free cocompletion of a certain kind of enriched bicategory under a certain class of weighted bicolimits.
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1. Introduction

The classical theory of categories enriched in a monoidal category \([\text{Kel}82]\) has many applications throughout mathematics. The more general notion of a category enriched in a bicategory is less well-known, but it allows one to capture also internal categories and indexed categories through enrichment, and has been used in the study of sheaves and stacks \([\text{Wal}81, \text{BCSW}83, \text{Str}05]\). More generally still, we can enrich categories in a double category or a proarrow equipment \([\text{Woo}82, \text{Lei}02]\); the advantage of this over bicategory-enrichment is a better notion of enriched functor (see \([\text{CG}12, \text{Shu}12a]\) for some examples).

In this paper we do two things:

(1) We categorify the theory of enriched categories to a theory of bicategories enriched in a monoidal bicategory, or more generally in a tricategory.

(2) We show that the construction “\(\mathcal{C} \mapsto \) categories enriched in \(\mathcal{C}\)”, for a bicategory or equipment \(\mathcal{C}\), has a universal property.

While these objectives are perhaps seemingly unrelated, in fact the former is necessary for the latter: the universal property of enriched categories is expressed as a free cocompletion of a certain kind of enriched bicategory. This can be regarded as an instance of the microcosm principle of Baez and Dolan \([\text{BD}98]\): the proper context in which to consider the theory of enriched categories is a categorified version of itself.

We now discuss (1) and (2) separately in somewhat more detail, beginning with (1).

1.1. Enriched bicategories. Recall that if \(\mathcal{V}\) is a monoidal category, then a \(\mathcal{V}\)-enriched category (or \(\mathcal{V}\)-category) \(\mathcal{C}\) comprises a collection of objects; for every pair of objects, a hom-object \(\mathcal{C}(x, y) \in \mathcal{V}\); and morphisms \(\mathcal{C}(y, z) \otimes \mathcal{C}(x, y) \to \mathcal{C}(x, z)\) and \(I \to \mathcal{C}(x, x)\) giving composition and identities. The associativity and unitality of composition in \(\mathcal{C}\) is expressed through the commutativity of certain familiar diagrams in \(\mathcal{V}\). By taking \(\mathcal{V}\) to be \(\text{Set}, k\text{-Vect}, \text{SSet},\) or \(\text{DG-}R\text{-Mod}\), for example, we recapture the notions of (locally small) category, \(k\)-linear category, simplicial category, and dg-category, respectively.

Certain kinds of higher-categorical structures can also be described using enriched categories: thus (locally small) 2-categories are \(\text{Cat}\)-categories, whilst semi-strict 3-categories—those to which every tricategory is equivalent—are precisely \(\text{Gray}\)-categories, where as in \([\text{GPS}95]\), \(\text{Gray}\) is the category of 2-categories equipped with the Gray tensor product. However, Bénabou’s \(\text{bicategories}\) \([\text{Bénabou}67]\) cannot be described in this manner, since composition in an enriched category is always strictly associative and unital, whereas that in a bicategory is associative and unital only up to coherent isomorphism.

This last observation suggests the existence of a more general theory of enrichment, which stands in the same relation to the notion of bicategory as does the theory of \(\mathcal{V}\)-categories to the notion of ordinary category. The first steps in this theory of \(\text{enriched bicategories}\) were given in the two theses \([\text{Car}95]\) and \([\text{Lac}95]\). To begin with, one replaces the underlying monoidal category by a \(\text{monoidal bicategory} \ \mathcal{V}\) in the sense of \([\text{GPS}95]\): that is, a bicategory equipped with a tensor product \(\otimes\) which is associative and unital only up to \(\text{equivalence}\), together with higher cell data witnessing the coherence of these equivalences. Now a \(\mathcal{V}\)-enriched bicategory involves, as before, a
collection of objects, a collection of hom-objects from \( \mathcal{V} \), and composition and identity
1-cells, but unlike before, the diagrams expressing the associativity and unitality of
composition are no longer required to commute on the nose, but only up to coherent
invertible 2-cells of \( \mathcal{V} \).

For example, taking \( \mathcal{V} \) to be the cartesian monoidal bicategory \( \mathbf{Cat} \), we recapture
the notion of (locally small) bicategory. Less trivially, we may consider various 2-
dimensional analogues of the notion of \( \mathbf{CMon} \)- or \( \mathbf{Ab} \)-enriched category. For example,
we can consider, as in \[\text{Lac95}\], bicategories each of whose hom-categories admits finite
coproducts preserved by composition with 1-cells on either side. These are precisely
\( \mathcal{V} \)-enriched bicategories when \( \mathcal{V} \) is taken to be the bicategory of categories with finite
coproducts and finite-coproduct-preserving functors, under the tensor product which
classifies functors preserving finite coproducts in each variable separately. Another
possible generalisation involves bicategories each of whose hom-categories is a symmetric
2-group—a compact closed symmetric monoidal groupoid—and each of whose
whiskering functors is coherently monoidal. These are \( \mathcal{V} \)-enriched bicategories for \( \mathcal{V} \)
the monoidal bicategory of symmetric 2-groups, as defined in \[\text{Dup08}\], for example.
We shall see many more examples of enriched bicategories throughout this paper.

As we have said, the very basic definitions in the theory of enriched bicategories
(amounting to most of our Section 3 and some of Section 4) were given in \[\text{Car95}\]
and \[\text{Lac95}\]. However, for the application of the theory which constitutes the second
main objective of this article, we will need somewhat more than this: we must define
and characterise the free cocompletion of an enriched bicategory under a class of
colimits. Doing so will involve, along the way, developing a theory of \textit{modules} (a.k.a.
profunctors or distributors) between enriched bicategories, including a construction
of the tensor product and internal hom of such; appropriate versions of the Yoneda
lemma; and some results concerning iterated colimits and left Kan extensions.

1.2. Categories as monads. We now turn to a discussion of the second main
objective of this paper, which is to use the theory of enriched bicategories to exhibit a
universal property of the assignation \( \mathcal{C} \mapsto \text{categories enriched in } \mathcal{C} \), for a bicategory
or equipment \( \mathcal{C} \). The universal property that we will present is the culmination of
a long sequence of advances by many people. It begins with Bénabou \[\text{Bénabou67}\],
who observed that small categories can be identified with monads in the bicategory
\( \mathbf{Span} \) of spans of sets.

Recall that a monad in a bicategory \( \mathcal{B} \) consists of an object \( A \in \mathcal{B} \), a morphism
\( t: A \to A \), and 2-cells \( tt \Rightarrow t \) and \( 1_A \Rightarrow t \) satisfying the usual associativity and
unitality laws. In the bicategory \( \mathbf{Cat} \), this is a monad in the ordinary sense; but in the
bicategory \( \mathbf{Span} \), a monad consists of a set \( A_0 \), a span \( A_0 \leftarrow A_1 \to A_0 \), and
functions \( A_1 \times_{A_0} A_1 \to A_1 \) and \( A_0 \to A_1 \), satisfying axioms which state precisely that
it is a small category. More generally, if \( \mathcal{E} \) is a category with pullbacks, then monads
in \( \mathbf{Span}(\mathcal{E}) \) are categories internal to \( \mathcal{E} \).

The notion of monad in a bicategory is nice and general and has a good formal
theory \[\text{Str72}\]. A monad in \( \mathcal{B} \) is equivalently a lax functor \( 1 \to \mathcal{B} \), and the lax
limit and lax colimit of this functor give abstract versions of the classical Eilenberg-
Moore and Kleisli categories. Thus, it is pleasing to see categories themselves arise
as instances of monads—or it would be, if the identification did not break down at higher levels.

There is an obvious notion of \textit{lax morphism} between monads \((A, t)\) and \((B, s)\) in a bicategory, consisting of a morphism \(f : A \to B\) and a 2-cell \(sf \Rightarrow ft\) satisfying some axioms. These are the lax transformations between lax functors \(1 \to B\), and induce morphisms between Eilenberg-Moore objects. Dually we have \textit{colax morphisms}, involving a 2-cell \(ft \Rightarrow sf\); these can be identified with colax transformations, and induce morphisms of Kleisli objects.

However, neither sort of morphism of monads in \textbf{Span} gives what we expect as a morphism of categories. A colax morphism (the more likely-looking one) from \(A_1 \Rightarrow A_0\) to \(B_1 \Rightarrow B_0\) consists of a span \(A_0 \leftarrow F_0 \rightarrow B_0\) and a function between pullbacks:

\[
\begin{array}{c}
  A_0 \\
  F_0 \\
  B_0
\end{array} 
\quad \begin{array}{c}
  A_1 \\
  F_0 \\
  B_1
\end{array} 
\quad \begin{array}{c}
  A_0 \\
  F_0 \\
  B_0
\end{array}
\]

If the first leg \(F_0 \to A_0\) of the span is an identity, then these data reduce to functions \(A_0 \to B_0\) and \(A_1 \to B_1\), which the axioms then assert to be a functor. However, the general case does not correspond to any well-known notion of morphism between categories (but see Example 16.8 and Remark 16.27).

The situation is even worse for 2-cells. A monad 2-cell (which can be identified with a modification) consists of a 2-cell \(f \Rightarrow g\) satisfying some axioms. But if \(f\) and \(g\) are functors, regarded as particular colax monad morphisms in \textbf{Span}, then this is a function \(F_0 \to G_0\) commuting with the identities \(F_0 = A_0\) and \(G_0 = A_0\), hence itself merely an identity. Thus we do not see the natural transformations at all.

This latter problem was rectified by Lack and Street \cite{LS02} by considering the \textit{free cocompletion} of a bicategory \(\mathcal{C}\) under Kleisli objects, \(\text{KL}(\mathcal{C})\). (In fact, Lack and Street define \(\text{KL}(\mathcal{C})\) only for \(\mathcal{C}\) a 2-category; but the description they give adapts without trouble to the bicategorical case.) Up to equivalence, the objects of \(\text{KL}(\mathcal{C})\) can be identified with monads in \(\mathcal{C}\), and it turns out that its morphisms are simply colax monad morphisms. However, a 2-cell \(f \Rightarrow g\) in \(\text{KL}(\mathcal{C})\) consists instead of a 2-cell \(f \Rightarrow sg\) in \(\mathcal{C}\) satisfying certain axioms. In \textbf{Span}, this datum is a function:

\[
\begin{array}{c}
  A_0 \\
  G_0 \\
  B_0
\end{array} 
\quad \begin{array}{c}
  F_0 \\
  B_1
\end{array} 
\]

\[
\begin{array}{c}
  A_0 \\
  G_0 \\
  B_0
\end{array} 
\quad \begin{array}{c}
  F_0 \\
  B_1
\end{array} 
\]
If $F$ and $G$ are functors, so that $F_0 \to A_0$ and $G_0 \to A_0$ are identities, then this is simply a function $A_0 \to B_1$, and the axioms assert indeed that this is a natural transformation. Thus, the 2-category $\text{Cat}$ is a locally full sub-2-category of $\text{KL}(\text{Span})$.

There is still the problem of identifying the functors. Towards this end, note that there is a functor $\text{Set} \to \text{Span}$ which is the identity on objects and which sends a function $A \to B$ to the span $1_A : A \leftarrow A \to B : f$. This functor is moreover locally fully faithful, and each span of the form $(1_A, f)$ has a right adjoint in $\text{Span}$, namely $(f, 1_A)$. Thus, $\text{Set} \to \text{Span}$ is a proarrow equipment in the sense of Wood [Woo82].

This at least gives us an abstract version of the construction: starting from a proarrow equipment $\mathcal{K} \to \mathcal{M}$, we can form $\text{KL}(\mathcal{M})$, and then its locally full sub-bicategory $\text{KL}_\mathcal{K}(\mathcal{M})$ on the morphisms whose underlying $\mathcal{M}$-morphism lies in $\mathcal{K}$. It also suggests an improvement we might hope for, since $\text{Cat}$ is itself part of a proarrow equipment $\text{Cat} \to \text{Mod}$. Here $\text{Mod}$ is the bicategory whose objects are small categories and whose morphisms are modules. Indeed, this is the archetypical proarrow equipment which Wood sought to generalize.

Thus, we might hope for a general construction on proarrow equipments, which when applied to $\text{Set} \to \text{Span}$ produces $\text{Cat} \to \text{Mod}$. Such a construction is easy to write down: from $\mathcal{K} \to \mathcal{M}$ we produce $\text{KL}_\mathcal{K}(\mathcal{M}) \to \text{Mod}_1(\mathcal{M})$, where the objects of $\text{Mod}_1(\mathcal{M})$ are monads as before, but its morphisms are a suitable notion of module. (The subscript 1 will be explained below.)

Specifically, a module from a monad $(A, t)$ to $(B, s)$ in a bicategory $h : A \to B$ together with 2-cells $ht \Rightarrow h$ and $sh \Rightarrow h$ giving a compatible right action of $t$ and left action of $s$ on $h$. In $\text{Span}$, these are precisely the usual sort of bimodules between categories. If we assume that $\mathcal{M}$ has local reflexive coequalisers—that is, its hom-categories have reflexive coequalisers that are preserved by composition in each variable—then we can compose modules with a “tensor product”, obtaining a bicategory $\text{Mod}_1(\mathcal{M})$ and a proarrow equipment $\text{KL}_\mathcal{K}(\mathcal{M}) \to \text{Mod}_1(\mathcal{M})$.

The construction of $\text{Mod}_1(\mathcal{M})$ from $\mathcal{M}$ was studied abstractly by Street [Str81] and Carboni, Kasangian, and Walters [CKW87]. They showed that it is idempotent: $\text{Mod}_1(\text{Mod}_1(\mathcal{M})) \simeq \text{Mod}_1(\mathcal{M})$. Moreover, a bicategory $\mathcal{M}$ is of the form $\text{Mod}_1(\mathcal{C})$ for some $\mathcal{C}$ (which can then be taken to be $\mathcal{M}$ itself) if and only if it has local reflexive coequalisers and Kleisli objects. These two facts suggest that $\text{Mod}_1(\mathcal{M})$ is also some kind of completion of $\mathcal{M}$ under Kleisli objects, but in a different sense than $\text{KL}(\mathcal{M})$.

In this paper we unify these various threads, by observing that:

(a) the property of having local reflexive coequalisers, and
(b) the structure enhancing a bicategory to a proarrow equipment

can both be described as enrichments of a bicategory in particular monoidal bicategories. For (a), this is much as in Section 1.1 above: we enrich in the monoidal bicategory $\text{Colim}_1$ of categories with reflexive coequalisers, with a tensor product that represents functors preserving reflexive coequalisers in each variable (again, the naming of this 2-category and the subscript 1 will be explained below).

We obtain (b) by enriching in a monoidal bicategory $\mathcal{F}$ whose objects are pairs of categories together with a fully faithful functor between them. Each hom-object of an $\mathcal{F}$-bicategory $\mathcal{C}$ is such a functor $C_\tau(x, y) \to C_\lambda(x, y)$, and the domains and codomains of these functors fit together into two bicategories $C_\tau$ and $C_\lambda$ with a locally fully faithful,
identity-on-objects functor between them. This generalises constructions given for 1-categories by Power [Pow02], and for 2-categories by Lack and Shulman [LS12].

Finally, we can combine both of these structures, by enriching in a monoidal bicategory whose objects are fully faithful functors whose codomains have reflexive coequalisers; call this bicategory $\mathcal{F}_1$. Then we will prove:

1.3. **Theorem.** For any proarrow equipment $\mathcal{K} \to \mathcal{M}$, where $\mathcal{M}$ has local reflexive coequalisers, the proarrow equipment $\mathcal{K} \to \mathcal{L}(\mathcal{M}) \to \mathcal{M}_1(\mathcal{M})$ is its free cocompletion, as an $\mathcal{F}_1$-enriched bicategory, under a type of $\mathcal{F}_1$-enriched colimits called tight Kleisli objects.

In particular, $\text{Cat} \to \text{Mod}$ is obtained by free cocompleting $\text{Set} \to \text{Span}$ in this manner. We also have the following simpler version:

1.4. **Theorem.** For any bicategory $\mathcal{M}$ with local reflexive coequalisers, the bicategory $\text{Mod}_1(\mathcal{M})$ is its free cocompletion under Kleisli objects as a $\text{Colim}_1$-enriched bicategory. Moreover, Kleisli objects are an absolute colimit for $\text{Colim}_1$.

The latter fact explains the idempotence of $\text{Mod}_1$, since any cocompletion under an absolute type of colimit (e.g. splitting of idempotents, or biproducts in additive categories) is idempotent. Tight Kleisli objects, however, are not absolute for $\mathcal{F}_1$.

Finally, everything we have said so far has a “many-object” version. Already Bénabou considered what he called *polyads*, and which later authors have come to call *categories enriched in a bicategory*. A category $A$ enriched in a bicategory $\mathcal{M}$ has a set of objects $x, y, \ldots$, each assigned to some object $\epsilon x$ of $\mathcal{M}$ (called its *extent*), together with morphisms $A(x, y) : \epsilon y \to \epsilon x$, and composition and unit 2-cells satisfying the usual axioms.

If $A$ has exactly one object, then it is simply a monad in $\mathcal{M}$. On the other hand, if $\mathcal{M}$ is a monoidal category, regarded as a 1-object bicategory, then $A$ reduces to the usual sort of category enriched in a monoidal category (hence the name).

One can directly define functors, transformations, and modules between categories enriched in a bicategory. However, the notion of functors considered by most authors is too limited, in that it requires them to preserve extents strictly. In some cases, this can be circumvented with weak completeness conditions on the enriched categories, as in the situations of [Wal81, BCSWS83, Shu12a].

However, a better solution is to consider instead categories enriched in a proarrow equipment $\mathcal{K} \to \mathcal{M}$ (more generally, an $\mathcal{F}$-bicategory), where the action of functions

---

1In fact, proarrow equipments in the sense of [Woo82] are rather special kinds of $\mathcal{F}$-bicategories: those for which every 1-cell in the image of the functor $C_T \to C_\lambda$ is a *map*: that is, admits a right adjoint. Our construction actually operates on the more general $\mathcal{F}$-bicategories, but has the property of sending proarrow equipments to proarrow equipments; see Lemma 16.21. In the body of this paper, we shall use “equipment” to mean “$\mathcal{F}$-bicategory”, and “map equipment” to mean “proarrow equipment” in the sense of Wood.

2These should not be confused with the *bicategories* enriched in a *monoidal* bicategory that we discussed in Section 1.1. Categories enriched in a bicategory are still a 1-categorical notion; the corresponding two-dimensional notion is that of a bicategory enriched in a tricategory, which has as a special case the bicategories enriched in a monoidal bicategory discussed in this paper. In fact, we have taken care to phrase our definitions and theorems so that most of them will apply more or less verbatim to the more general case.
on objects is mediated by morphisms in $K$. When $M$ is a monoidal category, we can take $K$ to contain only the identity, so that this still reduces to the usual notion of functor in that case. But in more general situations, it yields a more appropriate notion of functor; see [Shu12a, CG12] for recent examples.

If $M$ is locally cocomplete, we can compose modules between small $M$-enriched categories. Thus, we have a bicategory $\text{Mod}_\infty(M)$, and a proarrow equipment $\text{Cat}_K(M) \to \text{Mod}_\infty(M)$. The above two theorems generalize immediately. Let $\text{Colim}_\infty$ denote the 2-category of cocomplete categories, with an appropriate tensor product, and $F_\infty$ the 2-category of fully faithful functors with cocomplete codomain. The generalization of Kleisli objects from monads to enriched categories is called a collage.

1.5. **Theorem.** For any proarrow equipment $K \to M$, where $M$ is locally cocomplete, the proarrow equipment $\text{Cat}_K(M) \to \text{Mod}_\infty(M)$ is its free cocompletion, as an $F_\infty$-enriched bicategory, under a type of $F_\infty$-enriched colimits called tight collages.

1.6. **Theorem.** For any locally cocomplete bicategory $M$, the bicategory $\text{Mod}_\infty(M)$ is its free cocompletion under collages, as a $\text{Colim}_\infty$-enriched bicategory. Moreover, collages are an absolute colimit for $\text{Colim}_\infty$.

In fact, the 1-case and the $\infty$-case are merely opposite ends of a spectrum; intermediate cases are parametrized by regular cardinals $\kappa$, and exhibit the totality of $\kappa$-small enriched categories, functors and modules as a free cocompletion in the world of “locally $\kappa$-cocomplete bicategories”—those enriched over the monoidal bicategory $\text{Colim}_\kappa$ of $\kappa$-cocomplete categories and $\kappa$-cocontinuous functors.

These theorems draw together the various descriptions of categories in a pleasing and abstractly well-behaved way. They also emphasize the importance of considering categories enriched in equipments, rather than merely in bicategories, especially in order to obtain the right notion of functor. One potential application is to a theory of exact completion for 2-categories, since the locally posetal case of the above theorems was a basic ingredient in the general treatment of exact completion for 1-sites in [Shu12b].

1.7. **Overview of the paper.** We conclude this introduction with a brief overview of the contents of the paper. The first part of the paper, Sections 2–12, develops the theory of enriched bicategories as far as the free cocompletion of an enriched bicategory under a class of colimits. Section 2 establishes notation and conventions and recalls some preliminary material. Section 3 defines bicategories in a monoidal bicategory $V$ and the various kinds of higher cell between them, whilst Section 4 describes the compositional structure of these cells, showing that they form a tricategory $V$-$\text{Bicat}$. In Section 5, we define two-sided modules between $V$-bicategories, and as a special case, the one-sided modules which correspond to covariant or contravariant presheaves over a $V$-bicategory. In Section 6 we define, in the $V$-bicategorical world, the tensor product of a left $A$-, right $B$-module with a left $B$-, right $C$-module, whilst in Section 7 we discuss the corresponding “internal hom” of $V$-modules. All of this generalises the corresponding constructions on bimodules (a.k.a. profunctors) between ordinary categories. We stop short of constructing the tricategory (and the resulting “triequipment”) of $V$-categories and modules, but this would be the natural next step.
In Section 8, we state and prove a Yoneda lemma for \( \mathcal{V} \)-bicategories, and use it to prove some useful auxiliary results; then in Section 9, we show that (under suitable size restrictions), the right modules over a \( \mathcal{V} \)-bicategory \( \mathcal{C} \) themselves form a \( \mathcal{V} \)-bicategory \( \mathcal{MC} \) equipped with a fully faithful embedding \( \mathcal{C} \to \mathcal{MC} \). Then in Section 10, we define weighted colimits in \( \mathcal{V} \)-bicategories, discuss their functoriality, and consider the closely related notion of left Kan extension, before going on in Section 11 to show that every \( \mathcal{V} \)-bicategory of the form \( \mathcal{MC} \) is cocomplete, and to prove some results related to the taking of iterated colimits. We draw together these strands in Section 12, by showing that the free cocompletion of a \( \mathcal{V} \)-bicategory \( \mathcal{C} \) under a class of colimits may be constructed by closing \( \mathcal{C} \) in \( \mathcal{MC} \) under colimits from that class.

Sections 13 and 14 gather some further results relevant to the theory of enriched bicategories. In Section 13 we consider the “change of base” operation \( \mathcal{V} \text{-Bicat} \to \mathcal{W} \text{-Bicat} \) induced by a monoidal functor \( L: \mathcal{V} \to \mathcal{W} \). And in Section 14, we describe two ways of constructing new monoidal bicategories from old—the comma bicategory over a lax monoidal functor, and a reflective sub-bicategory of a monoidal bicategory—and consider how these interact with the corresponding notions of enriched bicategory.

Finally, in Sections 15 and 16, we apply the theory developed throughout the rest of the paper to prove the universal property of enriched categories. In Section 15, we recall the definition of categories enriched in a bicategory and the modules between them, define collages—the kinds of colimit relevant for our free cocompletion results—construct the monoidal bicategories \( \text{Colim}_1 \) and \( \text{Colim}_\infty \), and prove Theorems 1.4 and 1.6. In fact, as anticipated above, we subsume them both into a more general statement, parametrized by a regular cardinal \( \kappa \). And in Section 16, we define equipments, and describe the equipment of categories, functors and modules enriched in an equipment. We then define tight collages, the relevant kind of colimit for our free cocompletion result, construct the monoidal bicategories \( \mathcal{F}_1 \) and \( \mathcal{F}_\infty \), and prove Theorems 1.3 and 1.5, again, by way of a more general statement parametric in a regular cardinal \( \kappa \).

2. Preliminaries

We now begin our development of the theory of bicategories enriched over a monoidal bicategory. As noted in the introduction, some very basic aspects of this theory were developed in [Car95, Lac95], but we will need to go significantly further; and since the two references just cited are not widely available, we have arranged to make our account self-contained. The material we describe is, of course, a two-dimensional generalisation of enriched category theory in the sense of [Kel82]; however, it is not this that we will follow in our development, but rather [Str05]. The key point is that we will not assume any kind of symmetry in the monoidal bicategory over which we are enriching. Although this restricts the range of constructions available to us—we cannot form the opposite of an enriched bicategory, or the tensor product or internal hom of two enriched bicategories—we still have enough flexibility to define enriched presheaf categories, limits and colimits, and the free completion under a class of weights. Working in the non-symmetric setting means that the theory we develop generalises without difficulty to the case of bicategories enriched in a tricategory; for
We will assume that the reader is familiar with the basic theory of bicategories, as set out in [Str80], for example. We refer to homomorphisms of bicategories simply as functors, and refer to pseudonatural transformations simply as transformations. Throughout this article, $(\mathcal{V}, \otimes, I, a, l, r, \pi, \nu, \lambda, \rho)$ will be a monoidal bicategory in the sense of [GPS95]; our notational conventions follow [Gur06], except that the modification there called $\mu$ will be denoted instead by $\nu$. We will use string diagram notation to define compound 2-cells in $\mathcal{V}$, with objects represented by regions, 1-cells by strings, and generating 2-cells by vertices. To avoid clutter, we generally do not label regions explicitly; the appropriate labels can always be recovered uniquely from the 1-cell labels on strings. We orient our string diagrams with 1-cells proceeding down the page and 2-cells proceeding from left to right. If a 1-cell $\xi$ belongs to a specified adjoint equivalence, then we will denote its specified adjoint pseudoinverse by $\xi^{-1}$. As usual with adjunctions, we draw the unit and counit of the adjoint equivalence in string diagrams as simple caps and cups.

Since $\mathcal{V}$ is monoidal, the objects, 1-cells, and 2-cells appearing in our string diagrams will generally be built using the tensor product $\otimes$. For conciseness, in string diagrams we usually omit the symbol $\otimes$, writing the tensor product as juxtaposition. We notate the structural 1-cells $a, l, r$ and 2-cells $\pi, \nu, \lambda, \rho$ explicitly, and we use string crossings to notate pseudonaturality constraint 2-cells, and also instances of the pseudofunctoriality of $\otimes$ of the form $(f \otimes g) \circ (1 \otimes 1) \simeq (1 \otimes g) \circ (f \otimes 1)$ (the interchange isomorphisms). We notate instances of pseudofunctoriality of $\otimes$ of the form $f \otimes g \simeq (f \otimes 1) \circ (1 \otimes g)$ and $(f \otimes 1) \circ (1 \otimes g) \simeq f \otimes g$ by string splittings and joinings, respectively. To avoid clutter, where such joinings and splittings occur to the extreme left or right of a diagram, we may choose to omit them; this means that the displayed 2-cell will have an invalid domain or codomain 1-cell, but no confusion should arise, since the correct diagram may be readily constructed by reappending the omitted joinings or splittings.

The following lemma categorifies the well-known result that, in a monoidal category, we have $\lambda_I = \rho_I : I \otimes I \to I$.

2.1. Lemma. There is an invertible 2-cell $\theta : I_I \Rightarrow r_I : I \otimes I \to I$ in $\mathcal{V}$.

Proof. $\theta$ is given by the composite

\[ \begin{array}{c}
\xymatrix{ & I \\
 & I \\
 & I \\
I \ar[r]^{r} & I \ar[r]^{r'} & I \\
\downarrow \quad \downarrow \quad \downarrow & \quad \downarrow \quad \downarrow \quad \downarrow & \quad \downarrow \quad \downarrow \quad \downarrow \\
I \ar[r]_{\lambda} & I \ar[r]_{\rho} & I}
\end{array} \]

3. $\mathcal{V}$-bicategories and their morphisms

We now describe the notion of bicategory enriched in a monoidal bicategory $\mathcal{V}$, together with the various kinds of higher cells between these: enriched functors, transformations and modifications, and additionally the enriched analogue of the icons
of [Lac10]. We also describe the construction assigning to every \( \mathcal{V} \)-enriched bicategory its underlying ordinary bicategory, and correspondingly for the cells between them; ordinary bicategories in fact arise as \( \mathcal{V} \)-enriched bicategories on taking \( \mathcal{V} = \text{Cat} \).

### 3.1. \( \mathcal{V} \)-bicategories. A bicategory enriched in \( \mathcal{V} \), or \( \mathcal{V} \)-bicategory, \( \mathcal{B} \) is given by:

- A set of objects \( \text{ob} \mathcal{B} \);
- For each \( x, y \in \mathcal{B} \) a hom-object \( \mathcal{B}(x, y) \in \mathcal{V} \);
- For each \( x \in \mathcal{B} \) a morphism \( j_x : I \to \mathcal{B}(x, x) \) in \( \mathcal{V} \);
- For each \( x, y, z \in \mathcal{B} \) a morphism \( m_{xyz} : \mathcal{B}(y, z) \otimes \mathcal{B}(x, y) \to \mathcal{B}(x, z) \) in \( \mathcal{V} \);
- For each \( x, y \in \mathcal{B} \), invertible 2-cells

\[
\alpha_{xy} : \mathcal{B}(y, y) \otimes \mathcal{B}(x, y) \to \mathcal{B}(y, x) \text{ and } \beta_{xy} : \mathcal{B}(x, y) \otimes \mathcal{B}(x, x) \to \mathcal{B}(y, x) ;
\]

- For each \( w, x, y, z \in \mathcal{B} \), an invertible 2-cell

\[
(\mathcal{B}(y, z) \otimes \mathcal{B}(x, y)) \otimes \mathcal{B}(w, x) \xrightarrow{m \otimes 1} \mathcal{B}(w, z) \xrightarrow{m} \mathcal{B}(y, z) \otimes \mathcal{B}(w, y)
\]

subject to the axioms that, for each \( x, y, z \in \mathcal{B} \), we have

in \( \mathcal{V}(\mathcal{B}(y, z) \otimes \mathcal{B}(x, y), \mathcal{B}(x, z)) \), and that for each \( v, w, x, y, z \in \mathcal{B} \), we have

in \( \mathcal{V}(((\mathcal{B}(y, z) \otimes \mathcal{B}(x, y)) \otimes \mathcal{B}(w, x)) \otimes \mathcal{B}(v, w), \mathcal{B}(v, z)) \).

### 3.2. Example. The unit \( \mathcal{V} \)-bicategory \( \mathcal{I} \) has one object, \( * \), with \( \mathcal{I}(*, *) = I \), \( j_* = 1_I \), \( m_{**} = 1 \), and with \( \sigma, \tau, \) and \( \alpha \) constructed from coherence cells for \( \mathcal{V} \) (with \( \tau \) involving \( \theta \)).

### 3.3. Underlying bicategory. To any \( \mathcal{V} \)-bicategory \( \mathcal{B} \) we may associate an ordinary bicategory \( \mathcal{B}_0 \) with the same objects as \( \mathcal{B} \), and with hom-categories \( \mathcal{B}_0(x, y) = \mathcal{V}(I, \mathcal{B}(x, y)) \). The identity morphism at \( x \in \mathcal{B}_0 \) is \( j_x \in \mathcal{V}(I, \mathcal{B}(x, x)) \), whilst composition is mediated by the functors:

\[
\mathcal{V}(I, \mathcal{B}(y, z)) \times \mathcal{V}(I, \mathcal{B}(x, y)) \xrightarrow{\otimes} \mathcal{V}(I \otimes I, \mathcal{B}(y, z) \otimes \mathcal{B}(x, y)) \xrightarrow{\mathcal{V}(\otimes, m)} \mathcal{V}(I, \mathcal{B}(x, z)) .
\]
The left and right unit constraint 2-cells for $B_0$ are constructed from $\sigma$ and $\tau$ respectively, with the right constraint also involving $\theta$; the associativity constraint 2-cells are built from $\alpha$ and $\lambda$.

3.4. Hom-functors. For any $\mathcal{V}$-bicategory $\mathcal{B}$ and any $x \in \mathcal{B}$, there is a functor $\mathcal{B}(x,-): B_0 \to \mathcal{V}$ which on objects sends $y$ to $B(x,y)$, on 1-cells sends $f: y \to z$ to the composite

$$B(1, f) := B(x,y) \xrightarrow{f} I \otimes B(x,y) \xrightarrow{f \otimes 1} B(y,z) \otimes B(x,y) \xrightarrow{m} B(x,z),$$

and on 2-cells sends $\gamma: f \Rightarrow g$ to $m \circ (\gamma \otimes 1) \circ \gamma$. The nullary and binary functoriality constraints for $\mathcal{B}(x,-)$ are built from $\sigma$ and from $\alpha$ and $\lambda$, respectively. Similarly, we obtain for each $y \in \mathcal{B}$ a functor $\mathcal{B}(-,y): B_0^\text{op} \to \mathcal{V}$ which sends $x$ to $B(x,y)$, sends $g: w \to x$ to the composite

$$B(g, 1) := B(y,x) \xrightarrow{\gamma} B(x,y) \otimes I \xrightarrow{1 \otimes g} B(x,y) \otimes B(w,x) \xrightarrow{m} B(w,y),$$

and sends a 2-cell $\gamma$ to $m \circ (1 \otimes \gamma) \circ \gamma$; its binary and nullary functoriality constraints built from $\tau$ and from $\alpha$ and $\rho$, respectively.

For any maps $f: y \to z$ and $g: w \to x$ in $B_0$, there is an interchange isomorphism $B(g,1) \circ B(1,f) \Rightarrow B(1,f) \circ B(g,1): B(x,y) \to B(w,z)$. Moreover, we may assemble together the functors defined above into a bifunctor $\mathcal{B}(-,-): B_0^\text{op} \times B_0 \to \mathcal{V}$. With respect to this bifunctor structure, the unit and composition maps $j_x: I \to B(x,x)$ and $m_{xyz}: B(y,z) \otimes B(x,y) \to B(x,z)$ now become pseudonatural in each variable, in that we have invertible 2-cells

(3.1)

$$\begin{array}{ccc}
\mathcal{B}(y,y) & \xrightarrow{m_{xyz}} & \mathcal{B}(y,z) \otimes \mathcal{B}(x,y) \\
\mathcal{B}(x,z) & \xrightarrow{m_{wxy}} & \mathcal{B}(w,z)
\end{array}$$

$$\begin{array}{ccc}
\gamma \circ \mathcal{B}(1,f) & \xrightarrow{\alpha_{fgz}} & \mathcal{B}(y,z) \otimes \mathcal{B}(w,x)
\end{array}$$

satisfying coherence axioms. The 2-cells $\nu$ are built using $\sigma$ and $\tau$ for $\mathcal{B}$, together with two instances of $\theta$; whilst those of the remaining three kinds are built from instances of $\alpha$ for $\mathcal{B}$, together with $\rho$, $\nu$ and $\lambda$ respectively.

3.5. $\mathcal{V}$-functors. If $\mathcal{B}$ and $\mathcal{C}$ are $\mathcal{V}$-bicategories, then a $\mathcal{V}$-functor $\mathcal{B} \to \mathcal{C}$ is given by:

- A function $F: \text{ob} \mathcal{B} \to \text{ob} \mathcal{C}$;
- For each $x, y \in \mathcal{B}$, a morphism $F_{xy}: \mathcal{B}(x,y) \to \mathcal{C}(Fx,Fy)$ in $\mathcal{V}$;
• For all \( x \in B \) and for all \( x, y, z \in B \), invertible 2-cells

\[
\begin{array}{c}
I \overset{j}{\longrightarrow} C(Fx, Fx) \\
\downarrow \quad \downarrow \\
B(x, x) \quad F
\end{array}
\quad \text{and} \quad
\begin{array}{c}
\mathcal{B}(y, z) \otimes \mathcal{B}(x, y) \overset{F \otimes F}{\longrightarrow} C(Fy, Fz) \otimes C(Fx, Fy) \\
\downarrow \quad \downarrow \\
\mathcal{B}(x, z) \quad F
\end{array}
\]

subject to the axioms that for all \( x, y \in B \), we have:

\[
\begin{array}{c}
F_1 \\
\downarrow \quad \downarrow \\
B(x, y) \quad F
\end{array}
\overset{\mu_{x,y}}{\Longrightarrow}
\begin{array}{c}
F \circ F_1 \\
\downarrow \quad \downarrow \\
B(x, y) \quad F
\end{array}
\]

in \( \mathcal{V}(\mathcal{B}(x, y) \otimes I, C(Fx, Fy)) \), and

\[
\begin{array}{c}
1F_1 \\
\downarrow \quad \downarrow \\
B(x, y) \quad F
\end{array}
\overset{\pi}{\Longrightarrow}
\begin{array}{c}
F \circ 1F_1 \\
\downarrow \quad \downarrow \\
B(x, y) \quad F
\end{array}
\]

in \( \mathcal{V}(I \otimes \mathcal{B}(x, y), C(Fx, Fy)) \), and that for all \( w, x, y, z \in B \), we have

\[
\begin{array}{c}
B(x, y) \overset{F_{xy}}{\longrightarrow} C(Fx, Fy) \\
\downarrow \quad \downarrow \\
\mathcal{B}(w, x) \quad F
\end{array}
\quad \text{and} \quad
\begin{array}{c}
B(x, y) \overset{F_{xy}}{\longrightarrow} C(Fx, Fy) \\
\downarrow \quad \downarrow \\
\mathcal{B}(w, x) \quad F
\end{array}
\]

in \( \mathcal{V}(\mathcal{B}(y, z) \otimes \mathcal{B}(x, y)) \otimes \mathcal{B}(w, x), C(Fw, Fz) \) .

We call a \( \mathcal{V} \)-functor \( F : B \rightarrow C \) fully faithful if each \( F_{xy} \) is an equivalence in \( \mathcal{V} \).

**3.6. Underlying ordinary functor.** Given a \( \mathcal{V} \)-functor \( F : B \rightarrow C \), there is an ordinary functor \( F_0 : B_0 \rightarrow C_0 \) whose action on objects is that of \( F \), and whose action on hom-categories is given by \( \mathcal{V}(1, F_{xy}) : \mathcal{V}(I, \mathcal{B}(x, y)) \rightarrow \mathcal{V}(I, C(Fx, Fy)) \). The nullary and binary functoriality constraints of \( F_0 \) are obtained using \( \iota \) and \( \mu \) respectively. We may without ambiguity write the action of \( F_0 \) on a 1-cell \( f \) or 2-cell \( \alpha \) of \( B_0 \) as \( Ff \) or \( F\alpha \), respectively. The interaction of the underlying functor \( F_0 \) of \( F \) with the hom-functors of Section 3.4 is expressed by the existence of 2-cells

\[
\begin{array}{c}
\mathcal{B}(x, y) \overset{F_{xy}}{\longrightarrow} C(Fx, Fy) \\
\downarrow \quad \downarrow \\
\mathcal{B}(x, z) \quad F_{xz}
\end{array}
\quad \text{and} \quad
\begin{array}{c}
\mathcal{B}(x, y) \overset{F_{xy}}{\longrightarrow} C(Fx, Fy) \\
\downarrow \quad \downarrow \\
\mathcal{B}(w, y) \quad F_{wy}
\end{array}
\]

built from the binary constraint cells \( \mu \) for \( F \).

**3.7. \( \mathcal{V} \)-transformations.** Let \( F, G : B \rightarrow C \) be \( \mathcal{V} \)-functors. A \( \mathcal{V} \)-transformation \( \gamma : F \Rightarrow G \) is given by:

• For each \( x \in B \), a morphism \( \gamma_x : Fx \rightarrow Gx \) in \( C_0 \);
• For each \( x, y \in \mathcal{B} \), an invertible 2-cell

\[
\begin{array}{ccc}
\mathcal{B}(x, y) & \xrightarrow{G} & \mathcal{C}(Gx, Gy) \\
F \downarrow & & \downarrow \gamma_{xy} \\
\mathcal{C}(Fx, Fy) & \xrightarrow{\gamma_{(1, 1)}} & \mathcal{C}(Fx, Gy)
\end{array}
\]

subject to the axioms that for all \( x \in \mathcal{B} \), we have

\[
\begin{array}{c}
\begin{tikzpicture}
\node (A) at (0,0) {$\mathcal{C}(\gamma, 1)$};
\node (B) at (1,0) {$\mathcal{C}(1, \gamma)$};
\draw[->] (A) to node {$j$} (B);
\end{tikzpicture}
\end{array}
\]

in \( \mathcal{V}(I, \mathcal{C}(Fx, Gx)) \), and that for all \( x, y, z \in \mathcal{B} \), we have

\[
\begin{array}{c}
\begin{tikzpicture}
\node (A) at (0,0) {$\alpha$};
\node (B) at (1,0) {$\mathcal{C}(1, \gamma)$};
\node (C) at (0,1) {$\mathcal{C}(1, \gamma)$};
\node (D) at (1,1) {$\mathcal{C}(1, \gamma)$};
\draw[->] (A) to node {$m$} (B);
\draw[->] (A) to node {$1$} (C);
\draw[->] (B) to node {$1$} (D);
\end{tikzpicture}
\end{array}
\]

in \( \mathcal{V}(\mathcal{B}(y, z) \otimes \mathcal{B}(x, y) \otimes I, \mathcal{C}(Fx, Gz)) \). If in the preceding definition, we remove the requirement that \( \gamma \) be invertible, we obtain a notion of lax \( \mathcal{V} \)-transformation, while if we allow it to go in the other direction, we obtain oplax \( \mathcal{V} \)-transformations. If necessary, we will call \( \mathcal{V} \)-transformations pseudo to differentiate them from the lax and oplax variants.

If \( \alpha : F \Rightarrow G \) is a pseudo, lax or oplax \( \mathcal{V} \)-transformation, then we obtain a pseudo, lax or oplax transformation \( \alpha_0 : F_0 \Rightarrow G_0 \) whose 1-cell components are those of \( \alpha \), and whose 2-cell component at a map \( f : x \rightarrow y \) of \( \mathcal{B}_0 \) is obtained by whiskering the 2-cell \( \gamma_{xy} \) with \( f : I \rightarrow \mathcal{B}(x, y) \).

3.8. \( \mathcal{V} \)-icons. Following [LP08, Lac10], a \( \mathcal{V} \)-icon is essentially an oplax \( \mathcal{V} \)-transformation whose 1-cell components \( \gamma_x \) are identities; as in the unenriched case, we can formulate an equivalent notion more simply. Namely, if \( F, G : \mathcal{B} \rightarrow \mathcal{C} \) are \( \mathcal{V} \)-functors which agree on objects, then a \( \mathcal{V} \)-icon \( \gamma : F \Rightarrow G \) is given by a collection of 2-cells

\[
\gamma_{xy} : F_{xy} \Rightarrow G_{xy} : \mathcal{B}(x, y) \rightarrow \mathcal{C}(Fx, Fy) = \mathcal{C}(Gx, Gy)
\]

in \( \mathcal{V} \) for all \( x, y \in \mathcal{B} \), subject to the axioms that for all \( x \in \mathcal{B} \), the equality below on the left holds in \( \mathcal{V}(I, \mathcal{C}(Gx, Gx)) \), and that for all \( x, y, z \in \mathcal{B} \), the equality below on the right holds in \( \mathcal{V}(\mathcal{B}(y, z) \otimes \mathcal{B}(x, y), \mathcal{C}(Gx, Gz)) \):

\[
\gamma_{xy} \gamma_{yz} \gamma_{zx} = \gamma_{x(yz)} = \gamma_{(x(yz))}
\]

Given a \( \mathcal{V} \)-icon \( \gamma : F \Rightarrow G \), let \( \gamma_x \) be the identity morphism in \( \mathcal{C}_0(Fx, Gx) \) for each \( x \in \mathcal{B} \); now the morphisms \( \mathcal{C}(\gamma_x, 1) \) and \( \mathcal{C}(1, \gamma_x) \) are isomorphic to identities in \( \mathcal{V} \), and so there is a bijection between 2-cells \( \mathcal{C}(1, \gamma_y) \circ F_{xy} \Rightarrow \mathcal{C}(\gamma_x, 1) \circ G_{xy} \) and 2-cells \( F_{xy} \Rightarrow G_{xy} \). Under this correspondence, the two \( \mathcal{V} \)-transformation axioms corresponds to the two \( \mathcal{V} \)-icon axioms; and thus we have:
3.9. Proposition. There is a bijection between \( V \)-icons \( \gamma : F \Rightarrow G \) and oplax \( V \)-transformations \( \gamma : F \Rightarrow G \) whose 1-cell components are identities, under which invertible icons correspond to pseudo \( V \)-transformations.

3.10. \( V \)-modifications. If \( \gamma, \delta : F \Rightarrow G \) are \( V \)-transformations, then a \( V \)-modification \( \Gamma : \gamma \Rightarrow \delta \) comprises 2-cells \( \Gamma_x : \gamma_x \Rightarrow \delta_x \) in \( C_0 \) for each \( x \in B \), subject to the axiom that for all \( x, y \in B \), we have \( (C(1, \gamma_y) \otimes 1) \circ \bar{\gamma}_{xy} = \bar{\delta}_{xy} \circ (C(1, \delta_x) \otimes 1) \).

Any \( V \)-modification \( \Gamma : \alpha \Rightarrow \beta \) has an underlying ordinary modification \( \Gamma_0 : \alpha_0 \Rightarrow \beta_0 \) with the same components as \( \Gamma \).

4. The tricategory of \( V \)-bicategories

4.1. Local structure. For any \( V \)-bicategories \( B \) and \( C \), we may define an (ordinary) bicategory \( V \)-Bicat\((B,C)\) whose objects, 1-cells and 2-cells are \( V \)-functors, \( V \)-transformations and \( V \)-modifications from \( B \) to \( C \). The identity \( V \)-transformation \( 1_F : F \Rightarrow F \) has 1-cell components \( (1_F)_x = 1_{F_x} \) and 2-cell component \( (\overline{1_F})_{xy} \) coming from the nullary functoriality constraints of \( C(Fx, -) \) and of \( C(-, Fy) \). The composite of \( V \)-transformations \( \gamma : F \Rightarrow G \) and \( \delta : G \Rightarrow H \) has 1-cell components \( (\delta \gamma)_x = \delta_x \circ \gamma_x \) and 2-cell component \( (\overline{\delta \gamma})_{xy} \) built from \( \bar{\delta}_{xy} \) and \( \bar{\gamma}_{xy} \) together with the binary functoriality constraints of \( C(-, Hy) \) and \( C(Fx, -) \). The remaining data for this bicategory are obtained componentwise from the corresponding data in \( C_0 \).

4.2. Composition of \( V \)-functors. Given \( V \)-functors \( F : A \to B \) and \( G : B \to C \), we define the composite \( GF : A \to C \) to have action on objects \((GF)(X) = G(FX)\), action on homs \((GF)_{xy} = GF_{xy} \circ F_{xy}\), and functoriality coherence 2-cells

\[
\begin{array}{c}
\begin{tikzcd}
F \ar[rr,dashed,bend right] & & GF \\
G \ar[rr] & & G
\end{tikzcd}
\end{array}
\]

and

\[
\begin{array}{c}
\begin{tikzcd}
\mu_F \ar[rr,bend left] & & \mu_{GF} \\
\mu_G \ar[rr] & & \mu_{G}
\end{tikzcd}
\end{array}
\]

Now the assignation \( G \mapsto GF \) provides the action on objects of a “whiskering” functor \((-)F : V\text{-Bicat}(B,C) \to V\text{-Bicat}(A,C)\), which on morphisms, sends \( \gamma : G \Rightarrow H \) to the \( V \)-transformation with 1-cell components \( (\gamma F)_x = \gamma_{Fx} \) and 2-cell components obtained by whiskering those of \( \gamma \) with \( F \) and applying associativity constraints; and on 2-cells, sends \( \Gamma : \gamma \Rightarrow \delta \) to the \( V \)-modification with components \( (\Gamma F)_x = \Gamma_{Fx} \). It is easy to see that \((-)F \) in fact strictly preserves identities and composition.

On the other hand, the assignation \( F \mapsto GF \) is the action on objects of a functor \( G(-) : V\text{-Bicat}(A,B) \to V\text{-Bicat}(A,C) \) which on 1-cells sends \( \gamma : F \Rightarrow K \) to the \( V \)-transformation with 1-cell components \( (G\gamma)_x = G(\gamma_x) \) and 2-cell components

\[
\begin{array}{c}
\begin{tikzcd}
G \ar[rr,dashed,bend right] & & GF \\
\bar{C}(\gamma, 1) \ar[rr] & & \bar{C}(1, \gamma)
\end{tikzcd}
\end{array}
\]

and on 2-cells sends \( \Gamma : \gamma \Rightarrow \delta \) to the \( V \)-modification with components \( (G \circ \Gamma)_x = G(\Gamma_x) \). The functoriality constraint 2-cells of \( G(-) \) are obtained pointwise from those of \( G_0 : B_0 \to C_0 \). The operations just described give rise to a bifunctor

\[
*: V\text{-Bicat}(B,C) \times V\text{-Bicat}(A,B) \to V\text{-Bicat}(A,C)
\]
whose action on $\mathcal{V}$-transformations $\gamma: F \Rightarrow G: \mathcal{A} \to \mathcal{B}$ and $\delta: H \Rightarrow K: \mathcal{B} \to \mathcal{C}$ is given by $\delta \ast \gamma := (K\gamma) \circ (\delta F): HF \Rightarrow KG$, and on $\mathcal{V}$-modifications $\Gamma: \gamma \Rightarrow \delta$ and $\Delta: \epsilon \Rightarrow \nu$ by $\Delta \ast \Gamma := (K\Gamma) \circ (\Delta F)$. The functoriality constraints of $\ast$ are obtained from those of the left and right whiskering functors together with the coherent interchange $\mathcal{V}$-modifications $(K\gamma) \circ (\delta F) \Rightarrow (\delta G) \circ (H\gamma): HF \Rightarrow KG$ whose component at $x$ is given by whiskering $\delta_{Fx,Gx}$ with $\gamma_x: I \to B(Fx,Gx)$.

For any $\mathcal{V}$-bicategory $\mathcal{B}$, there is an identity $\mathcal{V}$-functor $1_B: \mathcal{B} \to \mathcal{B}$ which is the identity on objects, has action on homs $(1_B)_{xy} = 1_{\mathcal{B}(x,y)}$, and functoriality 2-cells obtained from the unitality constraints of the bicategory $\mathcal{V}$.

4.3. The tricategory $\mathcal{V}$-Bicat. In order to make out of the structures defined above a tricategory $\mathcal{V}$-Bicat, it remains only to describe the coherence associated to composition along 0-cell boundaries. Given $\mathcal{V}$-functors $F: \mathcal{A} \to \mathcal{B}$, $G: \mathcal{B} \to \mathcal{C}$ and $H: \mathcal{C} \to \mathcal{D}$, we observe that the composites $(HG)F$ and $(HG)F$ agree on objects, and differ on hom-objects only up to associativity constraints in the bicategory $\mathcal{V}$; these constraints form the components of an invertible $\mathcal{V}$-icon $(HG)F \Rightarrow H(GF)$. The $\mathcal{V}$-transformations corresponding to these $\mathcal{V}$-icons under Proposition 3.9 now provide the 1-cell components of the associativity pseudonatural equivalence $\alpha_{A,B,C,D}$ for $\mathcal{V}$-Bicat; the corresponding 2-cell components are constructed from unit constraints in $\mathcal{D}_0$. Similarly, for any $\mathcal{V}$-functor $F: \mathcal{C} \to \mathcal{D}$, we have invertible $\mathcal{V}$-icons $F1_{\mathcal{C}} \Rightarrow F$ and $1_{\mathcal{D}}F \Rightarrow F$ giving rise to the unit constraints $\Gamma$, $\Lambda$, $\Lambda$ and $\Gamma$ for $\mathcal{V}$-Bicat.

The remaining data needed to make $\mathcal{V}$-Bicat into a tricategory are the invertible modifications $\pi$, $\lambda$, $\rho$ and $\nu$ witnessing the satisfaction up to coherent isomorphism of the pentagon axiom and three unit axioms. The components of these modifications are $\mathcal{V}$-modifications between $\mathcal{V}$-transformations built from $a$, $I$ and $\eta$; since these $\mathcal{V}$-transformations have identity 1-cell components, the components of the required $\mathcal{V}$-modifications are built from coherence constraints in the monoidal bicategory $\mathcal{V}$. The coherence theorem for monoidal bicategories now ensures that the $\pi$, $\lambda$, $\rho$ and $\nu$ so defined satisfy the tricategory axioms.

4.4. Remark. The tricategory structure of $\mathcal{V}$-Bicat can be derived from a different kind of structure which captures more faithfully the coherence involved in its compositions. Observe first that, since the associativity and unit constraints for composition of $\mathcal{V}$-functors are given by invertible $\mathcal{V}$-icons, we have a bicategory $\mathcal{V}$-Bicat$_2$ of $\mathcal{V}$-bicategories, $\mathcal{V}$-functors and $\mathcal{V}$-icons (note that this bicategory will not be a 2-category unless $\mathcal{V}$ is too). $\mathcal{V}$-Bicat$_2$ captures the up-to-isomorphism associativity of $\mathcal{V}$-functor composition, but does not contain the general $\mathcal{V}$-transformations or the $\mathcal{V}$-modifications. However, we may retain both of these by combining the structures of $\mathcal{V}$-Bicat and $\mathcal{V}$-Bicat$_2$ into a locally cubical bicategory in the sense of [GG09]. A locally cubical bicategory is just a DblCat-bicategory, where DblCat is the monoidal 2-category of pseudo double categories, pseudo double functors, and vertical transformations in the sense of [GP99]; in our case, we obtain such a structure $\mathcal{V}$-Bicat whose hom-pseudo double category from $\mathcal{B}$ to $\mathcal{C}$ has $\mathcal{V}$-Bicat($\mathcal{B}, \mathcal{C}$) as its horizontal
bicategory, \( \mathcal{V} \)-icons as its vertical maps, and as cells, \textit{cubical modifications}

\[
\begin{array}{c}
F \\ \xymatrix{ & G \ar[dl]_{\gamma} \ar[dr]^{\delta} } \\
\ar[rr]_{\beta} & H & K
\end{array}
\]

which consist of 2-cells \( \Gamma_x : \alpha_x \Rightarrow \beta_x \) in \( C_0 \) such that for all \( x, y \in B \) we have

\[
\begin{array}{c}
G \ar[rrr]_{\gamma_x} & & & H \\
\ar[rr]_{\beta} & & & G
\end{array}
\quad
\begin{array}{c}
G \ar[rrr]_{\bar{\gamma}_x} & & & H \\
\ar[rr]_{\beta} & & & G
\end{array}
\]

in \( \mathcal{V}(B(x, y), C(Fx, Gy)) \). (In these two diagrams, we write \( \Gamma \) as an abbreviation for the 2-cells \( C(\Gamma, 1) \) and \( C(1, \Gamma) \).

For any invertible \( \mathcal{V} \)-icon \( \gamma : F \Rightarrow G \), we can find—using Proposition 3.9—a \( \mathcal{V} \)-transformation \( \bar{\gamma} : F \Rightarrow G \) and an invertible cubical modification

\[
\begin{array}{c}
\begin{array}{c}
F \\ \xymatrix{ \ar[rrr]_{\bar{\gamma}} & & & G } \\
\ar[rr]_{\iota_G} & & & G
\end{array}
\end{array}
\]

This means that the locally cubical bicategory \( \mathcal{V} \text{-Bicat} \) is \textit{locally fibrant} in the sense of \([GG09]\); whence, by Theorem 24 of that paper, its “locally horizontal” part can be equipped with the structure of a tricategory. This is precisely the tricategory structure on \( \mathcal{V} \text{-Bicat} \) described above.

4.5. \textbf{The trihomomorphism \((-)_0 \).}

Taking underlying ordinary structures now yields a trifunctor \( \mathcal{V} \text{-Bicat} \rightarrow \text{Bicat} \); it is in fact a \textit{strict} functor on hom-bicategories \( \mathcal{V} \text{-Bicat}(B, C) \rightarrow \text{Bicat}(B_0, C_0) \), and preserves binary and nullary composition of 0-cells up to an invertible icon; in fact, we may see \( (-)_0 \) as having been induced from a morphism of locally cubical bicategories \( \mathcal{V} \text{-Bicat} \rightarrow \text{Bicat} \). We will see in Example 13.3 below that this trifunctor is an instance of change of base, here along the monoidal functor \( \mathcal{V}(I, -) : \mathcal{V} \rightarrow \text{Cat} \). Alternatively, we may obtain it as the hom-functor \( \mathcal{V} \text{-Bicat}(I, -) \), where \( I \) is the unit \( \mathcal{V} \)-bicategory of Example 3.2.

Finally in this section, we note the following result, which says that the trihomomorphism \( (-)_0 \) is “locally conservative”.

4.6. \textbf{Proposition.} A \( \mathcal{V} \)-transformation \( \gamma : F \Rightarrow G ; B \rightarrow C \) is an equivalence in \( \mathcal{V} \text{-Bicat}(B, C) \) if and only if each of its components is an equivalence in \( C_0 \).

\textit{Proof.} The “only if” direction is immediate, since composition in \( \mathcal{V} \text{-Bicat}(B, C) \) is lifted componentwise from \( C_0 \). Conversely, if each \( \gamma_x \) has equivalence pseudoinverse \( \gamma_x^{-1} \) in \( C_0 \), then we obtain a \( \mathcal{V} \)-transformation \( \gamma : G \Rightarrow F \) with 1-cell components \( \gamma_x \) and 2-cell components

\[
\begin{array}{c}
\begin{array}{c}
F \\ \xymatrix{ \ar[rrr]_{\gamma} & & & G } \\
\ar[rr]_{\iota_{\gamma}} & & & G
\end{array}
\end{array}
\]

The 2-cells witnessing each \( \gamma_x^{-1} \) as pseudoinverse to \( \gamma_x \) now form the components of invertible \( \mathcal{V} \)-modifications witnessing \( \gamma \) as pseudoinverse to \( \gamma \). \( \Box \)
5. Modules

In this section, we define left, right, and two-sided modules between \( \mathcal{V} \)-bicategories. In the presence of suitable extra structure on \( \mathcal{V} \), we could define left \( \mathcal{A} \)-modules as \( \mathcal{V} \)-functors \( \mathcal{A} \to \mathcal{V} \), right \( \mathcal{B} \)-modules as \( \mathcal{V} \)-functors \( \mathcal{B}^{op} \to \mathcal{V} \), and \( \mathcal{A} \)-\( \mathcal{B} \)-modules as \( \mathcal{V} \)-functors \( \mathcal{B}^{op} \otimes \mathcal{A} \to \mathcal{V} \); the extra structure required on \( \mathcal{V} \) would be right closedness (in order to view \( \mathcal{V} \) itself as a \( \mathcal{V} \)-bicategory) and some form of symmetry (to form the opposite \( \mathcal{V} \)-bicategory of \( \mathcal{B} \), and the tensor product \( \mathcal{B}^{op} \otimes \mathcal{A} \)). However, we prefer to introduce modules as a separate notion, rather than reducing the \( \mathcal{m} \) to \( \mathcal{op} \)-functors; this allows us to present them in a manner which both is simpler to work with, and also valid even in the absence of the above-mentioned extra structure on \( \mathcal{V} \); in particular, we need not require any form of symmetry.

Throughout this section, \( \mathcal{A} \) and \( \mathcal{B} \) will be \( \mathcal{V} \)-bicategories.

5.1. Modules and bimodules. A right \( \mathcal{B} \)-module \( W \), also written as \( \mathcal{W} : \bullet \to \mathcal{B} \), is given by the following data:

- For each \( x \in \mathcal{B} \), an object \( Wx \) of \( \mathcal{V} \);
- For each \( x, y \in \mathcal{B} \), a morphism \( m_{xy} : Wx \otimes \mathcal{B}(x, y) \to Wy \) of \( \mathcal{V} \);
- For each \( x, y, z \in \mathcal{B} \), invertible 2-cells

\[
\begin{align*}
Wx \otimes \mathcal{B}(x, y) \quad &\xrightarrow{m} \quad Wy \\
\xrightarrow{m_{xy}} \quad &\xrightarrow{\alpha_{xyz}} \quad \mathcal{B}(y, z) \otimes \mathcal{B}(x, y) \\
\end{align*}
\]

subject to two axioms, which as string diagrams coincide with the axioms for a \( \mathcal{V} \)-bicategory, but now interpreted in the respective categories \( \mathcal{V}(Wy \otimes \mathcal{B}(x, y), Wx) \) and \( \mathcal{V}(((Wz \otimes \mathcal{B}(y, z)) \otimes \mathcal{B}(x, y)) \otimes \mathcal{B}(v, x), Wv) \).

Dually, a left \( \mathcal{A} \)-module \( W \) (written \( \mathcal{W} : \mathcal{A} \to \bullet \)) is given by objects \( Wx \) in \( \mathcal{V} \) for each \( x \in \mathcal{A} \), morphisms \( m_{xy} : \mathcal{A}(x, y) \otimes Wx \to Wx \) for each \( x, y \in \mathcal{A} \), and for each \( x, y, z \in \mathcal{A} \), invertible 2-cells

\[
\begin{align*}
\mathcal{A}(x, y) \otimes Wx \quad &\xrightarrow{1 \otimes m_{xy}} \quad \mathcal{A}(y, z) \otimes Wx \\
\xrightarrow{1 \otimes \alpha_{xyz}} \quad &\xrightarrow{m} \quad Wz \otimes \mathcal{B}(x, z) \\
\end{align*}
\]

subject to two axioms which as string diagrams again coincide with the two axioms for a \( \mathcal{V} \)-bicategory, interpreted in appropriate hom-categories.

Finally, an \( \mathcal{A} \)-\( \mathcal{B} \)-bimodule \( M : \mathcal{A} \to \mathcal{B} \) is given by objects \( M(b, a) \in \mathcal{V} \) for each \( a \in \mathcal{A} \) and \( b \in \mathcal{B} \), together with left \( \mathcal{A} \)-module structures on each \( M(b, -) \), right \( \mathcal{B} \)-module structures on each \( M(-, a) \), and for each \( a, a' \in \mathcal{A} \) and \( b, b' \in \mathcal{B} \), invertible 2-cells

\[
\begin{align*}
\mathcal{A}(a, a') \otimes M(b, a) \otimes \mathcal{B}(b', b) \quad &\xrightarrow{a} \quad \mathcal{A}(a, a') \otimes (M(b, a) \otimes \mathcal{B}(b', b)) \\
\xrightarrow{m \otimes \alpha_{a'b'/aa'}} \quad &\xrightarrow{1 \otimes m} \quad \mathcal{A}(a, a') \otimes M(b', a) \\
\end{align*}
\]
satisfying two axioms, which as string diagrams both coincide with the second \( \mathcal{V} \)-bicategory axiom, but interpreted in appropriate hom-categories.

In what follows, we will give a number of constructions and definitions which operate equally well on left modules, right modules and bimodules. We shall typically describe those constructions in the most involved case, that of bimodules, and leave it to the reader to derive the corresponding one-sided versions in which an indexing \( \mathcal{V} \)-bicategory has been replaced by \( \bullet \). On occasions, such replacement will lead us to the consideration of “bimodules” \( \bullet \rightarrow \rightarrow \bullet \); by definition, these are simply objects of \( \mathcal{V} \), with the morphisms and transformations between them being the 1- and 2-cells of \( \mathcal{V} \).

5.2. Example. For each \( \mathcal{V} \)-bicategory \( C \), there is a bimodule \( C : C \rightarrow C \), the hom-module of \( C \), whose components are the hom-objects \( C(b,c) \), whose left and right action morphisms are given by composition in \( C \), and whose coherence 2-cells are unit and associativity constraints for \( C \).

5.3. Example. Given \( F : B \rightarrow C \) and \( M : A \rightarrow C \), there is an \( A-B \)-bimodule \( M(F,1) \) whose component at \( (b,a) \) is \( M(Fb,a) \), whose left actions are those of \( M \), and whose right actions are given by

\[
M(Fb,a) \otimes B(b',b) \xrightarrow{1 \otimes F} M(Fb,a) \otimes C(Fb',Fb) \xrightarrow{m} M(Fb',a)
\]

with unit and associativity constraint 2-cells given by

\[
\begin{array}{c}
\begin{array}{ccc}
1j & 1F & 1j \\
\hline
1j & 1F & 1j \\
m & r & r \\
\end{array}
\end{array}
\text{ and }
\begin{array}{c}
\begin{array}{ccc}
(1F)_1 & (1F)_F & a \\
\hline
m1 & 1F & 1m \\
\end{array}
\end{array}
\]

The bimodule constraint cells are given by

\[
\begin{array}{c}
\begin{array}{ccc}
m1 & 1F & (1F)_1 \\
\hline
m & 1F & m
\end{array}
\end{array}
\]

Dualising the above, from each \( G : A \rightarrow B \) and \( M : B \rightarrow C \), we obtain an \( A-C \)-bimodule \( M(1,G) \) with \( M(1,G)(c,a) = M(c,Ga) \), and remaining data obtained analogously to before. Combining the two constructions, we obtain from any \( F : B \rightarrow D \), \( G : A \rightarrow C \) and \( M : C \rightarrow D \), a bimodule \( M(F,G) : A \rightarrow B \).

5.4. Module morphisms. If \( V,W : \bullet \rightarrow B \), then a right module morphism \( \varphi : V \rightarrow W \) is given by:

- For each \( x \in B \), a morphism \( \varphi_x : Vx \rightarrow Wx \) in \( \mathcal{V} \);
- For each \( x,y \in B \), invertible 2-cells

\[
\begin{array}{ccc}
V y \otimes B(x,y) & \xrightarrow{m} & V x \\
\varphi \otimes 1 & \xrightarrow{\varphi_{xy}} & \varphi
\end{array}
\]

\[
\begin{array}{ccc}
W y \otimes B(x,y) & \xrightarrow{m} & W x
\end{array}
\]
subject to the axioms that for all $x \in \mathcal{B}$, we have

\[
\begin{array}{c}
\begin{tikzpicture}
  \node (a) at (0,0) {$\varphi$};
  \node (b) at (-1,1) {$\varphi^1$};
  \node (c) at (1,1) {$\varphi$};
  \node (d) at (-1,-1) {$m$};
  \node (e) at (1,-1) {$m$};
  \node (f) at (0,2) {$\varepsilon^r$};
  \node (g) at (0,-2) {$\bar{\varepsilon}^r$};
  \draw (a) edge (f)
  \draw (a) edge (g)
  \draw (a) edge (b)
  \draw (a) edge (c)
  \draw (a) edge (d)
  \draw (a) edge (e)
  \draw (b) edge (d)
  \draw (c) edge (e)
  \draw (b) edge (c)
  \draw (b) edge (d)
  \draw (b) edge (e)
  \draw (d) edge (e)
  \draw (f) edge (g)
\end{tikzpicture}
\end{array}
\]

in $\mathcal{V}(Vx, Wx)$, and that for all $x, y, z \in \mathcal{B}$, we have

\[
\begin{array}{c}
\begin{tikzpicture}
  \node (a) at (0,0) {$\varphi$};
  \node (b) at (-1,1) {$\varphi^1$};
  \node (c) at (1,1) {$\varphi$};
  \node (d) at (-1,-1) {$m$};
  \node (e) at (1,-1) {$m$};
  \node (f) at (0,2) {$(\varphi^1)^1$};
  \node (g) at (0,-2) {$(m^1)^1$};
  \draw (a) edge (f)
  \draw (a) edge (g)
  \draw (a) edge (b)
  \draw (a) edge (c)
  \draw (a) edge (d)
  \draw (a) edge (e)
  \draw (b) edge (d)
  \draw (c) edge (e)
  \draw (b) edge (c)
  \draw (b) edge (d)
  \draw (b) edge (e)
  \draw (d) edge (e)
  \draw (f) edge (g)
\end{tikzpicture}
\end{array}
\]

in $\mathcal{V}(V z \otimes \mathcal{B}(y, z)) \otimes \mathcal{B}(x, y), W x)$.

Dually, if $V, W : \mathcal{A} \to \bullet$, then a left module morphism $\varphi : V \to W$ is given by $1$-cells $\varphi_x : Vx \to Wx$ and invertible $2$-cells

\[
\begin{array}{c}
\begin{tikzpicture}
  \node (a) at (0,0) {$\alpha$};
  \node (b) at (-1,1) {$\varphi^1$};
  \node (c) at (1,1) {$\varphi^1$};
  \node (d) at (-1,-1) {$m$};
  \node (e) at (1,-1) {$m$};
  \node (f) at (0,2) {$(\varphi^1)^1$};
  \node (g) at (0,-2) {$(m^1)^1$};
  \draw (a) edge (f)
  \draw (a) edge (g)
  \draw (a) edge (b)
  \draw (a) edge (c)
  \draw (a) edge (d)
  \draw (a) edge (e)
  \draw (b) edge (d)
  \draw (c) edge (e)
  \draw (b) edge (c)
  \draw (b) edge (d)
  \draw (b) edge (e)
  \draw (d) edge (e)
  \draw (f) edge (g)
\end{tikzpicture}
\end{array}
\]

subject to the axioms that for all $x \in \mathcal{A}$, we have

\[
\begin{array}{c}
\begin{tikzpicture}
  \node (a) at (0,0) {$\varepsilon^r$};
  \node (b) at (-1,1) {$\varphi$};
  \node (c) at (1,1) {$\varphi$};
  \node (d) at (-1,-1) {$m$};
  \node (e) at (1,-1) {$m$};
  \draw (a) edge (b)
  \draw (a) edge (c)
  \draw (a) edge (d)
  \draw (a) edge (e)
  \draw (b) edge (d)
  \draw (c) edge (e)
  \draw (b) edge (c)
  \draw (b) edge (d)
  \draw (b) edge (e)
  \draw (d) edge (e)
\end{tikzpicture}
\end{array}
\]

in $\mathcal{V}(Vx, Wx)$, and that for all $x, y, z \in \mathcal{A}$, we have

\[
\begin{array}{c}
\begin{tikzpicture}
  \node (a) at (0,0) {$\varepsilon^r$};
  \node (b) at (-1,1) {$\varphi^1$};
  \node (c) at (1,1) {$\varphi^1$};
  \node (d) at (-1,-1) {$m$};
  \node (e) at (1,-1) {$m$};
  \node (f) at (0,2) {$(\varphi^1)^1$};
  \node (g) at (0,-2) {$(m^1)^1$};
  \draw (a) edge (f)
  \draw (a) edge (g)
  \draw (a) edge (b)
  \draw (a) edge (c)
  \draw (a) edge (d)
  \draw (a) edge (e)
  \draw (b) edge (d)
  \draw (c) edge (e)
  \draw (b) edge (c)
  \draw (b) edge (d)
  \draw (b) edge (e)
  \draw (d) edge (e)
  \draw (f) edge (g)
\end{tikzpicture}
\end{array}
\]

in $\mathcal{V}(\mathcal{A}(y, z) \otimes \mathcal{A}(x, y)) \otimes Vx, Wz)$.

Finally, if $M, N : \mathcal{A} \to \mathcal{B}$, then a bimodule morphism $\varphi : M \to N$ is given by morphisms $\varphi_{ob} : M(b, a) \to N(b, a)$ together with $2$-cells making each $\varphi_{ob}$ into a left $\mathcal{A}$-module morphism and each $\varphi_{oa}$ into a right $\mathcal{B}$-module morphism, and such that for all $a, a' \in \mathcal{A}$ and $b, b' \in \mathcal{B}$, we have

\[
\begin{array}{c}
\begin{tikzpicture}
  \node (a) at (0,0) {$\varphi$};
  \node (b) at (-1,1) {$\varphi^1$};
  \node (c) at (1,1) {$\varphi^1$};
  \node (d) at (-1,-1) {$m$};
  \node (e) at (1,-1) {$m$};
  \node (f) at (0,2) {$(\varphi^1)^1$};
  \node (g) at (0,-2) {$(m^1)^1$};
  \draw (a) edge (f)
  \draw (a) edge (g)
  \draw (a) edge (b)
  \draw (a) edge (c)
  \draw (a) edge (d)
  \draw (a) edge (e)
  \draw (b) edge (d)
  \draw (c) edge (e)
  \draw (b) edge (c)
  \draw (b) edge (d)
  \draw (b) edge (e)
  \draw (d) edge (e)
  \draw (f) edge (g)
\end{tikzpicture}
\end{array}
\]

in $\mathcal{V}(\mathcal{A}(a, a') \otimes M(b, a)) \otimes \mathcal{B}(b', b), N(b', a'))$.  

5.5. **Example.** Let \( \varphi: M \to N \) be a bimodule morphism all of whose 1-cell components are equivalences. Then we obtain a bimodule morphism \( \varphi': N \to M \) whose 1-cell components are adjoint inverses of the 1-cell components of \( \varphi \), and whose 2-cell components are the mates under adjunction of the inverses of the 2-cell components of \( \varphi \). In fact, \( \varphi' \) is pseudoinverse to \( \varphi \) in the bicategory of bimodules as defined below.

5.6. **Example.** Given a \( \mathcal{V} \)-functor \( F: \mathcal{B} \to \mathcal{C} \), there is a morphism of \( \mathcal{B} \)-\( \mathcal{B} \)-bimodules \( \tilde{F}: \mathcal{B} \to \mathcal{C}(F,F) \) with 1-cell components \( F_{b,b'} \), and 2-cell components obtained from binary functoriality constraints \( \mu \) for \( F \) and pseudofunctoriality of \( \otimes \).

5.7. **Example.** Given a map of \( \mathcal{C} \)-\( \mathcal{D} \)-bimodules \( \varphi: M \to N \) together with \( \mathcal{V} \)-functors \( F: \mathcal{A} \to \mathcal{C} \) and \( G: \mathcal{B} \to \mathcal{D} \), we induce a map \( \varphi(G,F): M(G,F) \to N(G,F) \) of \( \mathcal{A} \)-\( \mathcal{B} \)-bimodules, whose 1-cell component at \( (x,y) \) is \( \varphi_{Gx,Fy} \) and whose 2-cell components are obtained from those of \( \varphi \) and interchange isomorphisms for \( \otimes \).

5.8. **Module transformations.** If \( \varphi, \psi: V \to W \) are right \( \mathcal{B} \)-module morphisms, then a module transformation \( \Gamma: \varphi \Rightarrow \psi \) is given by 2-cells \( \Gamma_x: \varphi_x \Rightarrow \psi_x \) for each \( x \in \mathcal{B} \), subject to the axiom that for all \( x, y \in \mathcal{B} \), we have

\[
\begin{array}{ccc}
\varphi_1 & \Rightarrow & \psi_1 \\
\mu & = & \mu \\
\end{array}
\]

in \( \mathcal{V}(V y \otimes B(x,y), W x) \). The notion of left \( \mathcal{B} \)-module transformation is dual; whilst if \( \varphi, \psi: M \to N \) are \( \mathcal{A} \)-\( \mathcal{B} \)-bimodule morphisms, then a bimodule transformation \( \Gamma: \varphi \Rightarrow \psi \) is given by 2-cells \( \Gamma_{ab}: \varphi_{ab} \Rightarrow \psi_{ab} \) making each \( \Gamma_{a-} \) and each \( \Gamma_{-b} \) into a one-sided module transformation.

5.9. **Compositional structure.** The \( \mathcal{A} \)-\( \mathcal{B} \)-bimodules, morphisms and transformations form a bicategory \( \mathcal{A} \text{Mod}_\mathcal{B} \); composition of module morphisms is given by that in \( \mathcal{V} \) at the level of 1-cell data, and by pasting in \( \mathcal{V} \) together with the pseudofunctoriality of \( \otimes \) at the 2-cell level. The remaining data for this bicategory—horizontal and vertical composition of 2-cells, and associativity and unit coherence isomorphisms—is obtained pointwise from that in \( \mathcal{V} \). Similarly, we obtain bicategories \( \mathcal{A} \text{Mod}_\bullet \) of left \( \mathcal{A} \)-modules, and \( \bullet \text{Mod}_\mathcal{B} \) of \( \mathcal{A} \)-\( \mathcal{B} \)-bimodules (and in accordance with our convention, we also have \( \bullet \text{Mod}_\bullet := \mathcal{V} \)).

5.10. **Comparing \( \bullet \) with \( \mathcal{I} \).** There are evident forgetful functors \( \mathcal{A} \text{Mod}_\mathcal{B} \to \bullet \text{Mod}_\mathcal{B} \), \( \mathcal{A} \text{Mod}_\mathcal{B} \to \mathcal{A} \text{Mod}_\bullet \), and so on. It is easy to see that with \( \mathcal{I} \) the unit \( \mathcal{V} \)-category from Example 3.2, the functors \( \mathcal{I} \text{Mod}_\mathcal{B} \to \bullet \text{Mod}_\mathcal{B} \), \( \mathcal{A} \text{Mod}_\mathcal{I} \to \mathcal{A} \text{Mod}_\bullet \), and so on, are biequivalences. By passing across these biequivalences, many statements about bimodules literally imply the corresponding statements for one-sided modules. On the other hand, many definitions and proofs are convenient to perform for one-sided modules first, so the notion of one-sided module is still useful to have around.

5.11. **Ordinary functors induced by modules.** If \( M \) is an \( \mathcal{A} \)-\( \mathcal{B} \)-bimodule, then the construction of Section 3.4 carries over, mutatis mutandis, to yield a bifunctor \( \mathcal{B}^{op} \times \mathcal{A} \to \mathcal{V} \) sending \((b, a)\) to \( M(b, a) \), and so on. With respect to this bifunctor structure, the action morphisms \( M(b, a) \otimes \mathcal{B}(b', b) \to M(b', a) \) and \( \mathcal{A}(a, a') \otimes M(b, a) \to \mathcal{V}(\mathcal{A}(a', a) \mathcal{B}(b, a), \mathcal{V}(b, a)) \)
\(M(b, a')\) now become pseudonatural in each variable, precisely as in Section 3.4; as there, we shall uniformly denote the 2-cells witnessing this pseudonaturality by \(\alpha\).

5.12. Example. Given \(M: \mathcal{A} \rightarrow \mathcal{C}\), there is for any \(\mathcal{V}\)-bicategory \(\mathcal{B}\) a functor \(M(-, 1): \mathcal{V}\text{-}\text{Bicat}(\mathcal{B}, \mathcal{C})^{\text{op}} \rightarrow \mathcal{A}\text{Mod}_{\mathcal{B}}\) which on 0-cells sends \(F\) to \(M(F, 1)\) as defined in Example 5.3. On 1-cells, it sends a \(\mathcal{V}\)-transformation \(\gamma: F \Rightarrow G\) to the bimodule morphism \(M(\gamma, 1): M(G, 1) \rightarrow M(F, 1)\) whose 1-cell components are \(M(\gamma_0, a): M(Gb, a) \rightarrow M(Fb, a)\), whose 2-cell components for the left actions are the pseudonaturality morphisms \(\alpha\) of (3.1), and whose 2-cell components for the right actions are given by

\[
\begin{array}{c}
\mathcal{C}(\gamma, 1) \quad 1F \\
\mu \quad m \\
\end{array}
\]

On 2-cells, \(M(-, 1)\) sends a \(\mathcal{V}\)-modification \(\Gamma: \gamma \Rightarrow \delta\) to the bimodule transformation \(M(\gamma, 1) \Rightarrow M(\delta, 1)\) with components \(M(\Gamma_{b, a})\). The functoriality constraints of \(M(-, 1)\) are obtained pointwise from those of the functor \(\mathcal{B}_{\mathcal{V}}^{\text{op}} \times \mathcal{A}_0 \rightarrow \mathcal{V}\) as defined in the preceding section.

Dualising the above construction, we obtain a functor \(M(1, -): \mathcal{V}\text{-}\text{Bicat}(\mathcal{B}, \mathcal{A}) \rightarrow \mathcal{g}\text{Mod}_{\mathcal{C}}\); and replacing the bicategory \(\mathcal{B}\) by \(\bullet\), we obtain two further variants: a functor \(\mathcal{C}_0 \rightarrow \mathcal{A}\text{Mod}_{\mathcal{C}}\) sending \(c\) to \(M(c, \mathcal{C})\), and a functor \(\mathcal{A}_0 \rightarrow \mathcal{g}\text{Mod}_{\mathcal{C}}\) sending \(a\) to \(M(-, a)\).

5.13. Copowers of modules. If \(W\) is a right \(\mathcal{B}\)-module and \(A \in \mathcal{V}\), then there is a right \(\mathcal{B}\)-module \(A \otimes W\), called the copower of \(W\) by \(A\), which has \((A \otimes W)(x) = A \otimes Wx\), action morphisms

\[
(A \otimes Wy) \otimes B(x, y) \xrightarrow{\phi} A \otimes (Wy \otimes B(x, y)) \xrightarrow{1 \otimes m} A \otimes W x
\]

and unit and associativity constraints given by the respective 2-cells

\[
\begin{array}{c}
\begin{array}{c}
1j \\
a \\
1m(1j) \\
\end{array} \\
\begin{array}{c}
\phantom{1j} \\
\phantom{a} \\
\phantom{1m(1j)} \\
\end{array}
\end{array}
\quad \text{and} \quad
\begin{array}{c}
\begin{array}{c}
1m \\
\phantom{1m} \\
\phantom{1m} \\
\end{array} \\
\begin{array}{c}
\begin{array}{c}
al \\
\phantom{a} \\
\end{array} \\
\begin{array}{c}
(1m)1 \\
\phantom{(1m)1} \\
\end{array}
\end{array}
\end{array}
\]

The assignation \((A, W) \mapsto A \otimes W\) is the action on objects of a functor

\[(\otimes): \mathcal{V} \times \mathcal{g}\text{Mod}_{\mathcal{G}} \rightarrow \mathcal{g}\text{Mod}_{\mathcal{G}}\]

which on morphisms, sends \((f, \varphi): (A, V) \rightarrow (A', V')\) to the module morphism \(f \otimes \varphi\) with 1-cell components \((f \otimes \varphi)_x = f \otimes \varphi_x\), and 2-cell components

\[
\begin{array}{c}
\begin{array}{c}
(f\varphi)1 \\
a \\
1m(f\varphi) \\
\end{array} \\
\begin{array}{c}
\begin{array}{c}
f1 \\
\phantom{f1} \\
\end{array} \\
\begin{array}{c}
(1m)1 \\
\phantom{(1m)1} \\
\end{array}
\end{array}
\end{array}
\]

and which on 2-cells, sends \((\gamma, \Gamma): (f, \varphi) \Rightarrow (g, \psi)\) to the module transformation \(\gamma \otimes \Gamma\) with components \((\gamma \otimes \Gamma)_x = \gamma \otimes \Gamma_x\). The pseudofunctoriality constraints of \(\otimes\) are obtained pointwise from the pseudofunctoriality of the tensor product on \(\mathcal{V}\).

The functor (5.1) in fact underlies an action of the monoidal bicategory \(\mathcal{V}\) on the bicategory \(\mathcal{g}\text{Mod}_{\mathcal{G}}\). Thus, for each right \(\mathcal{B}\)-module \(W\), there is a module equivalence
1: $I \otimes W \to W$ in $\mathbf{Mod}_B$ with 1-cell components $t_{Wx}: I \otimes Wx \to Wx$ and 2-cell components obtained using $\lambda$ and pseudonaturality of $t$. Similarly, for each $W \in \mathbf{Mod}_B$ and $A, B \in \mathcal{V}$, there is a module equivalence $\alpha: (A \otimes B) \otimes W \to A \otimes (B \otimes W)$ with 1-cell components $a_{A,B,Wx}$, and 2-cell components obtained using $\pi$ and pseudonaturality of $\alpha$. Finally, there are invertible module modifications $\pi, \nu$ and $\lambda$ whose components are those of the corresponding coherence constraints for the monoidal bicategory $\mathcal{V}$; it follows that these satisfy axioms corresponding to the axioms for a monoidal bicategory.

In a completely analogous way, we can define the copower $W \otimes B$ of a left $\mathcal{A}$-module $W$ by an object $B$; it has components $(W \otimes B)(x) = Wx \otimes B$ and action morphisms

$$\mathcal{A}(x, y) \otimes (Wx \otimes B) \xrightarrow{\alpha} (\mathcal{A}(x, y) \otimes Wx) \otimes B \xrightarrow{\lambda \otimes 1} Wy \otimes B,$$

and provides the assignation on objects of a right action $\otimes: \mathcal{A}\mathbf{Mod}_A \times \mathcal{V} \to \mathcal{A}\mathbf{Mod}_A$ of the monoidal bicategory $\mathcal{V}$ on $\mathcal{A}\mathbf{Mod}_A$.

Finally, we may combine the above two constructions; given a left $\mathcal{A}$-module $V$ and a right $\mathcal{B}$-module $W$, there is an $\mathcal{A}-\mathcal{B}$-bimodule $V \otimes W$ with $(V \otimes W)(b, a) = Va \otimes Wb$, with right $\mathcal{B}$-actions $(1 \otimes m) \circ \alpha: (Va \otimes Wb) \otimes B(b', b) \to Va \otimes Wb'$ and with left $\mathcal{A}$-actions $(m \otimes 1) \circ \alpha: \mathcal{A}(a, a') \otimes (Va \otimes Wb) \to Va' \otimes Wb$. This construction underlies a functor

$$(5.2) \otimes: \mathcal{A}\mathbf{Mod}_A \times \mathbf{Mod}_B \to \mathcal{A}\mathbf{Mod}_B,$$

which is compatible with the actions of $\mathcal{V}$ on $\mathcal{A}\mathbf{Mod}_A$ and $\mathbf{Mod}_B$ in the sense that we have, for every $V: \mathcal{A} \to \bullet, A \in \mathcal{V}$ and $W: \bullet \to \mathcal{B}$, an equivalence $\alpha: (V \otimes A) \otimes W \to V \otimes (A \otimes W)$ of $\mathcal{A}-\mathcal{B}$-bimodules with 1-cell components $a_{V,a,A,Wb}$, together with further invertible bimodule transformations $\pi$ and $\nu$ witnessing the coherence of these data.

5.14. Bimodules via copowers. We may use copowers to restate the definition of bimodule purely in terms of one-sided modules. Given a bimodule $M: \mathcal{B} \to \mathcal{C}$, the left $\mathcal{B}$-action maps $m_{bb'}: \mathcal{B}(b, b') \otimes M(c, b) \to M(c, b')$ may be seen as the 1-cell components of a family of right $\mathcal{C}$-module morphisms $m_{bb'}: \mathcal{B}(b, b') \otimes M(\cdot, b) \to M(\cdot, b')$, where in the domain we are forming the copower of $M(\cdot, b)$ by $\mathcal{B}(b, b')$; the 2-cell components of $m_{bb'}$ are precisely the bimodule compatibility 2-cells of $M$. In fact, it is easy to see that giving the data of a $\mathcal{B}-\mathcal{C}$-bimodule is precisely equivalent to giving a family of right $\mathcal{C}$-modules $M(\cdot, b)$, a family of right $\mathcal{C}$-module morphisms $\mathcal{B}(b, b') \otimes M(\cdot, b) \to M(\cdot, b')$, and a family of right $\mathcal{C}$-module transformations expressing the unit and multiplication constraints required for us to have a left $\mathcal{B}$-module “in the world of right $\mathcal{C}$-modules”. Of course, we may dually view a $\mathcal{B}-\mathcal{C}$-bimodule as a right $\mathcal{C}$-module “in the world of left $\mathcal{B}$-modules”. An entirely similar argument allows us to restate the definition of bimodule morphism solely in terms of one-sided module morphisms.

6. Tensor product of modules

An important fact about modules between (small) enriched categories is that—under suitable cocompleteness assumptions on the base—they form a bicategory $\mathcal{V}\mathbf{-Mod}$ whose 1-cell composition is given by tensor product of bimodules. There
is an analogue of this at the level of enriched bicategories; for a sufficiently cocomplete \( \mathcal{V} \), there is a tricategory \( \mathcal{V}-\text{Mod} \) whose objects are small \( \mathcal{V} \)-bicategories, with \( \mathcal{V}-\text{Mod}(\mathcal{B},\mathcal{C}) = \mathcal{B}\text{-Mod}_\mathcal{C} \) and with composition of 1-cells given by a suitable tensor product. We shall not construct \( \mathcal{V}-\text{Mod} \) in its entirety in this paper, but we will need, amongst other things, the tensor product giving its 1-cell composition. The tensor product of two bimodules will be characterised as a classifier for “bilinear maps”; we begin, therefore, by discussing the relevant notion of bilinearity.

6.1. Module bimorphisms. Given \( \mathcal{V} : \mathcal{A} \to \mathcal{B}, \mathcal{W} : \mathcal{B} \to \mathcal{C} \), and \( A \in \mathcal{V} \), a module bimorphism \( \varphi : \mathcal{V}, \mathcal{W} \to A \) is given by:

- For each \( x \in \mathcal{B} \), a morphism \( \varphi_x : \mathcal{V}x \otimes \mathcal{W}x \to A \) in \( \mathcal{V} \);
- For each \( x, y \in \mathcal{B} \), invertible 2-cells

\[
\begin{array}{c}
\xymatrix{
\mathcal{V}x \otimes \mathcal{W}x \ar[r]^\varphi & A \ar[r]_-\varphi & \mathcal{V}y \otimes \mathcal{W}y
}
\end{array}
\]

subject to two axioms, which as string diagrams, once again take the same shape as the two axioms for a \( \mathcal{V} \)-bicategory, though now with \( \varphi \) and \( \bar{\varphi} \) replacing some instances of \( m \) and \( a \). Given \( M : \mathcal{A} \to \mathcal{B}, N : \mathcal{B} \to \mathcal{C} \) and \( P : \mathcal{A} \to \mathcal{C} \), an \((\mathcal{A},\mathcal{B},\mathcal{C})\)-module bimorphism \( \varphi : \mathcal{M}, \mathcal{N} \to \mathcal{P} \) is given by 1-cells \( \varphi_{abc} : \mathcal{M}(b,a) \otimes \mathcal{N}(c,b) \to \mathcal{P}(c,a) \) together with 2-cells making each \( \varphi_{-bc} \) into a left \( \mathcal{A} \)-module morphism, each \( \varphi_{a-c} \) into a module bimorphism over \( \mathcal{B} \), and each \( \varphi_{ab-} \) into a right \( \mathcal{C} \)-module morphism. There are corresponding notions of module bimorphism in which any of \( \mathcal{A}, \mathcal{B} \) or \( \mathcal{C} \) have been replaced by \( \bullet \).

6.2. Example. Given \( M : \mathcal{A} \to \mathcal{B} \), the action morphisms \( \mathcal{M}(b,a) \otimes \mathcal{B}(b',a) \to \mathcal{M}(b',a) \) are the 1-cell components of a module bimorphism \( m : \mathcal{M}, \mathcal{B} \to \mathcal{M} \), whose 2-cell components are obtained from the associativity constraints of the action. Similarly, the left action morphisms of \( M \) are components of a module bimorphism \( m : \mathcal{A}, \mathcal{M} \to \mathcal{M} \).

6.3. Example. Let \( \varphi : \mathcal{M}, \mathcal{N} \to \mathcal{P} \) be an \((\mathcal{A},\mathcal{B},\mathcal{C})\)-module bimorphism, and \( F : \mathcal{B} \to \mathcal{B}' \) a \( \mathcal{V} \)-functor. There is a module bimorphism \( \mathcal{M}(F,1), \mathcal{N}(1,F) \to \mathcal{P} \) whose 1-cell components are \( \varphi_{a,Fb,c} \) and whose 2-cell components are those of \( \varphi \) for the \( \mathcal{A} \)- and \( \mathcal{C} \)-actions, and are obtained from those of \( \varphi \) together with pseudonaturality of \( a \) for the \( \mathcal{B}' \)-action. By abuse of notation, we refer to this induced bimorphism also as \( \varphi \).

6.4. Bimorphism transformations. Given module bimorphisms \( \varphi, \psi : \mathcal{V}, \mathcal{W} \to A \), with \( \mathcal{V}, \mathcal{W} \) and \( \mathcal{A} \) as before, a transformation \( \Gamma : \varphi \Rightarrow \psi \) is given by 2-cells \( \Gamma_x : \varphi_x \Rightarrow \psi_x \) for each \( x \in \mathcal{A} \), subject to the axiom that

\[
\begin{array}{c}
\xymatrix{
\mathcal{V}(\mathcal{V}x \otimes \mathcal{A}(x,y)) \otimes \mathcal{W}x \ar[r]^-m & \mathcal{V}y \otimes \mathcal{W}x \ar[r]^-1 & \mathcal{V}y \otimes \mathcal{W}y
}
\end{array}
\]

in \( \mathcal{V} \). More generally, given \( \mathcal{M}, \mathcal{N} \) and \( \mathcal{P} \) as before, a bimodule transformation \( \Gamma : \varphi \Rightarrow \psi : \mathcal{M}, \mathcal{N} \to \mathcal{P} \) is given by 2-cells \( \Gamma_{abc} : \varphi_{abc} \Rightarrow \psi_{abc} \).
\[ \psi_{abc} \] such that each \( \Gamma_{-bc} \), each \( \Gamma_{a-c} \) and each \( \Gamma_{ab} \) is a module transformation of the appropriate kind.

6.5. **Compositional structure.** Given \( M: A \to B, N: B \to C \) and \( P: A \to C \), the totality of the module bimorphisms and transformations \( M, N \to P \) form a category \( \text{Bimor}_{ABC}(M, N; P) \), and as \( M, N \) and \( P \) vary, these categories constitute the action on objects of a functor

\[
\text{Bimor}_{ABC}(-, -, -): \mathcal{A}\text{Mod}_B^\text{op} \times \mathcal{B}\text{Mod}_C^\text{op} \times \mathcal{A}\text{Mod}_C \to \text{CAT}.
\]

At a morphism \( (\gamma, \delta, \varepsilon): (M, N, P) \to (M', N', P') \) of \( \mathcal{A}\text{Mod}_B^\text{op} \times \mathcal{B}\text{Mod}_C^\text{op} \times \mathcal{A}\text{Mod}_C \), the induced functor \( \text{Bimor}(\gamma, \delta, \varepsilon) \) sends \( \varphi: M, N \to P \) to the bimorphism \( M', N' \to P' \) with 1-cell components \( \varepsilon_{ac} \circ \varphi_{abc} \circ (\gamma_{ab} \otimes \delta_{bc}) \) and with compatibility 2-cells for the \( \mathcal{A}, \mathcal{B} \) and \( \mathcal{C} \)-actions obtained from those of \( \varphi \) in combination with those of \( \varepsilon \) (for the \( \mathcal{A} \)-action), of \( \delta \) and \( \gamma \) (for the \( \mathcal{B} \)-action) and of \( \delta \) and \( \varepsilon \) (for the \( \mathcal{C} \)-action).

On morphisms, \( \text{Bimor}(\gamma, \delta, \varepsilon) \) sends \( \Gamma: \varphi \mapsto \varphi' \) to the module transformation with components \( \varepsilon_{ac} \circ \Gamma_{abc} \circ (\gamma_{ab} \otimes \delta_{bc}). \) This defines (6.1) on 1-cells; at a 2-cell \( \Gamma, \Delta, \Upsilon \), the induced natural transformation \( \text{Bimor}(\Gamma, \Delta; \Upsilon) \) has its component at \( \varphi \) the bimodule transformation with components \( \Upsilon_{ac} \circ \varphi_{abc} \circ (\Gamma_{ab} \otimes \Delta_{bc}). \) The functoriality constraint 2-cells of (6.1) are obtained from the bicategorical associativity and unit constraints in \( \mathcal{V} \) and the functoriality constraints of \( \otimes \).

6.6. **Tensor products.** Given \( M: A \to B \) and \( N: B \to C \), a tensor product of \( M \) and \( N \) over \( B \) is a birepresenting element \( M, N \to M \otimes_B N \) for the functor \( \text{Bimor}(M, N; -): \mathcal{A}\text{Mod}_C \to \text{CAT} \). In this section, we consider circumstances under which such tensor products may be shown to exist.

Note that there is one case which we can dispatch immediately: when \( B = \mathbb{1} \), the tensor product of a left \( \mathcal{A} \)-module \( M \) and a right \( \mathcal{C} \)-module \( N \) may be taken to be that defined by (5.2). In particular, when \( A = B = \mathbb{1} \), so that \( M \) is simply an object of \( \mathcal{V} \), and \( N \) a right \( \mathcal{C} \)-module, a tensor product of \( M \) with \( N \) is given by the copower \( M \otimes N \); and dually when \( B = C = \mathbb{1} \).

We consider next the case of a general \( B \), but with \( A = C = \mathbb{1} \): given a right \( \mathcal{B} \)-module \( V \) and left \( \mathcal{B} \)-module \( W \), we will describe a colimit in \( \mathcal{V} \) which, if it exists, must underlie the tensor product \( V \otimes_B W \), and whose existence, conversely, is guaranteed by the existence of the tensor product.

Let \( D \) denote the category whose object set is \( \text{ob} \mathcal{B} + (\text{ob} \mathcal{B})^2 + (\text{ob} \mathcal{B})^3 \), and whose morphisms are generated by arrows

\[
\begin{align*}
i_x: x &\to (x, x) \\
d_{xy}: (x, y) &\to x \\
p_{xyz}: (x, y, z) &\to (x, y) \\
q_{xyz}: (x, y, z) &\to (y, z) \\
m_{xyz}: (x, y, z) &\to (x, z)
\end{align*}
\]

for all \( x, y, z \) in \( \mathcal{B} \), subject to the simplicial identities \( di = 1, ci = 1, cp = dq, dp = dm \) and \( cm = eq \). We define a functor \( F^{VW}: D \to \mathcal{V} \) which on objects is given by

\[
\begin{align*}
F^{VW}(x) &= Vx \otimes Wx; \\
F^{VW}(x, y) &= (V'y \otimes \mathcal{B}(x, y)) \otimes Wx; \\
F^{VW}(x, y, z) &= ((Vz \otimes \mathcal{B}(y, z)) \otimes \mathcal{B}(x, y)) \otimes Wx.
\end{align*}
\]

and on generating morphisms by

\[
\begin{align*}
F^{VW}(i_x) &= ((1 \otimes j) \otimes 1) \circ (r \otimes 1);
\end{align*}
\]
\[ F^{\mathcal{V}\mathcal{W}}(d_{xy}) = m \otimes 1; \]
\[ F^{\mathcal{V}\mathcal{W}}(c_{xy}) = (1 \otimes m) \circ a; \]
\[ F^{\mathcal{V}\mathcal{W}}(p_{xyz}) = ((m \otimes 1) \otimes 1); \]
\[ F^{\mathcal{V}\mathcal{W}}(m_{xy}) = ((1 \otimes m) \otimes 1) \circ (a \otimes 1); \]
\[ F^{\mathcal{V}\mathcal{W}}(q_{xyz}) = (1 \otimes m) \circ a. \]

To extend these assignations to a functor, it suffices to exhibit functoriality coherence cells with respect to the generating simplicial identities. These are given by the respective string diagrams:

6.7. Proposition. With notation as above, the tensor product \( \mathcal{V} \otimes_B \mathcal{W} \) and the conical bicolimit \( \Delta 1 \times F^{\mathcal{V}\mathcal{W}} \) represent pseudonaturally equivalent functors \( \mathcal{V} \to \mathsf{CAT}; \) in particular, the one exists if and only if the other does.

Proof. For brevity, we write \( F^{\mathcal{V}\mathcal{W}} \) simply as \( F \) for the duration of the proof. We must exhibit a pseudonatural correspondence between transformations \( \theta : \Delta 1 \to \mathcal{V}(F,A), \)
and module bimorphisms \( \mathcal{V}, \mathcal{W} \to A \). Given a transformation \( \theta \), its components at \( x \in \mathcal{B} \) and at \((x, y) \in \mathcal{B}^2\) pick out morphisms \( \varphi_x : Fx \to A \) and \( \psi_{xy} : F(x, y) \to A; \)
whilst the pseudonaturality constraints at the maps \( d_{xy} \) and \( c_{xy} \) of \( \mathcal{D} \) pick out invertible 2-cells \( \delta_{xy} : \varphi_x \circ Fd_{xy} \Rightarrow \psi_{xy} \) and \( \gamma_{xy} : \varphi_x \circ Fc_{xy} \Rightarrow \psi_{xy} \). Now by replacing \( \psi_{xy} \)
by \( \varphi_{xy} \circ Fd_{xy} \), replacing \( \delta_{xy} \) by the identity 2-cell, and replacing \( \gamma_{xy} \) by \( \delta_{xy}^{-1} \circ \gamma_{xy} \), we obtain \( \theta' : \Delta 1 \to \mathcal{V}(F,A), \) isomorphic to \( \theta \), with the property that its pseudonaturality component at \( d_{xy} \) is an identity. A similar transport of structure argument shows that we may replace \( \theta' \) with an isomorphic \( \theta'' \) whose pseudonaturality component at \( p_{xyz} \)
is also an identity.

Consider now the full subcategory \( \mathcal{E} \) of \( \mathsf{Hom}(\Delta 1, \mathcal{V}(F,A)) \) spanned by objects of the form \( \theta'' \). By the preceding construction, the inclusion of this subcategory is an equivalence; and it is easy to see that any \( \theta'' \) is completely determined by the 1-cells \( \varphi_x : Vx \otimes Wx \to A \) picked out by the component at \( x \in \mathcal{B} \) together with the 2-cells \( \hat{\varphi}_{xy} : \varphi_x \circ (m \otimes 1) \Rightarrow \varphi_x \circ (1 \otimes m) \circ a \) picked out by the pseudonaturality constraint at \( c_{xy} \). We may now verify that such data represent an object of the subcategory just when they satisfy the bimorphism axioms. We may argue similarly to show that modifications \( \theta'' \to \omega'' \) correspond precisely to transformations between the associated bimorphisms. Consequently, the full subcategory \( \mathcal{E} \) is isomorphic to \( \mathsf{Bimor}(\mathcal{V}, \mathcal{W}; A) \), and we therefore have, for each \( A \in \mathcal{V} \), an injective equivalence of categories

\[ \mathsf{Bimor}(\mathcal{V}, \mathcal{W}; A) \to \mathsf{Hom}(\Delta 1, \mathcal{V}(F,A)) \]

and these are easily verified to be pseudonatural in \( A \), as required. \( \square \)

6.8. Corollary. If \( \mathcal{B} \) is a small \( \mathcal{V} \)-bicategory, and \( \mathcal{V} \) is cocomplete, then the tensor product \( \mathcal{V} \otimes_B \mathcal{W} \) exists for every right \( \mathcal{B} \)-module \( \mathcal{V} \) and left \( \mathcal{B} \)-module \( \mathcal{W} \).

We now turn to the construction of the tensor product of a general pair of bimodules \( M : \mathcal{A} \to \mathcal{B} \) and \( N : \mathcal{B} \to \mathcal{C} \). Just as before, the existence of such may be reduced
to the existence of certain bicollimits, though now in the bicategory $\mathcal{A}\text{Mod}_C$. To this end, let $\mathcal{D}$ be the category considered before, and define $F^{MN}: \mathcal{D} \to \mathcal{A}\text{Mod}_C$ by

- $F^{MN}(x) = M(x, -) \otimes N(-, x)$;
- $F^{MN}(x, y) = (M(y, -) \otimes \mathcal{B}(x, y)) \otimes N(-, x)$;
- $F^{MN}(x, y, z) = ((M(z, -) \otimes \mathcal{B}(y, z)) \otimes \mathcal{B}(x, y)) \otimes N(-, x)$

(where the tensor products used are now those of Section 5.13) and with remaining data as before. Bearing in mind the remarks of Section 5.14, the proof of Proposition 6.7 now adapts immediately to yield:

6.9. **Proposition.** The tensor product $M \otimes \mathcal{B} N$ and the bicollimit $\Delta_1 \star F^{MN}$ represent pseudonaturally equivalent functors $\mathcal{A}\text{Mod}_C \to \text{CAT}$; in particular, the one exists if and only if the other does.

6.10. **Corollary.** Let $\mathcal{V}$ be cocomplete, and let each functor $- \otimes X$ and $X \otimes -$: $\mathcal{V} \to \mathcal{V}$ preserve bicollimits. Given bimodules $M: A \leftrightarrow \mathcal{B}$ and $N: \mathcal{B} \leftrightarrow C$, with $\mathcal{B}$ small, the tensor product $M \otimes \mathcal{B} N$ exists, and is pointwise in the sense that $(M \otimes \mathcal{B} N)(c, a) = M(-, a) \otimes \mathcal{B} N(c, -)$.

**Proof.** Because each $- \otimes X$ and $X \otimes -$ preserves bicollimits, the bicategory $\mathcal{A}\text{Mod}_C$ admits bicollimits created by the forgetful functor $\mathcal{A}\text{Mod}_C \to \text{ob}\mathcal{A}\times\text{ob}\mathcal{C}$.

6.11. **Compatibility with copowers.** Let $\mathcal{V}: \bullet \to \mathcal{B}$, $\mathcal{B}: \mathcal{B} \to \mathcal{C}$ and $W: \bullet \to \mathcal{C}$. For any bimorphism $\varphi: V, M \to W$ and any $B \in \mathcal{V}$, we may construct a bimorphism $B \otimes \varphi: B \otimes V, M \to B \otimes W$ with 1-cell components $(1 \otimes \varphi)(\bullet) \circ a: (B \otimes Vb) \otimes M(c, b) \to B \otimes Wc$ and with 2-cell components for the $\mathcal{B}$-actions and the $\mathcal{C}$-actions given by

![Diagram](image)

6.12. **Proposition.** Suppose that $B \otimes -$ and each $- \otimes X : \mathcal{V} \to \mathcal{V}$ preserve bicollimits. If $\varphi: V, M \to W$ is a universal bimorphism, then so too is $B \otimes \varphi$; which is equally to say that if $V \otimes_A M$ exists with universal morphism $\varphi$, then so does $(B \otimes V) \otimes_A M$, and the canonical morphism $(B \otimes V) \otimes_A M \to B \otimes (V \otimes_A M)$ induced by $B \otimes \varphi$ is an equivalence.

**Proof.** There is a pseudonatural equivalence $\gamma: F^{B \otimes V, M} \Rightarrow B \otimes F^{VM}: \mathcal{D} \to \bullet\text{Mod}_C$ with 1-cell components

$$\gamma_x = a, \quad \gamma_{(x, y)} = a \circ (a \otimes 1), \quad \gamma_{(x, y, z)} = a \circ (a \otimes 1) \circ ((a \otimes 1) \otimes 1)$$
and with pseudonaturality 2-cells given at the generating morphisms \( i_x, d_{xy}, c_{xy}, p_{xyz}, m_{xyz} \) and \( q_{xyz} \) of \( D \) by the respective composites
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7.2. Right closed bicategories. In order to assure the existence of right homs, we shall assume that our base monoidal bicategory \( \mathcal{V} \) is \textit{right closed}, meaning that each functor \(- \otimes B : \mathcal{V} \to \mathcal{V}\) admits a right biadjoint \([B, -]\). (If we were interested in the construction of left homs, we would require instead left closedness, involving the existence of right biadjoints to each \( B \otimes - \).) Thus we have unit and counit 1-cells \( u_{AB} : A \to [B, A \otimes B] \) and \( e_{BC} : [B, C] \otimes B \to C \), inducing adjoint equivalences of categories

\[
\mathcal{V}(A \otimes B, C) \simeq \mathcal{V}(A, [B, C])
\]

(7.1)

pseudonatural in \( A \) and \( C \). We call the process of applying either direction of this equivalence \textit{exponential transpose}, and use a bar to denote its action; thus, given \( f : A \otimes B \to C \) and \( g : A \to [B, C] \), we have

\[
\bar{f} = A \xrightarrow{\omega} [B, A \otimes B] \xrightarrow{[1,f]} [B, C] \quad \text{and} \quad \bar{g} = A \otimes B \xrightarrow{g \otimes 1} [B, C] \otimes B \xrightarrow{\xi} C.
\]

We write \( \omega : \bar{f} \Rightarrow 1 \) to denote the invertible 2-cell relating a morphism and its double transpose. As usual, the functors \([B, -]\) assemble to give a bifunctor \([-, -] : \mathcal{V}^{op} \times \mathcal{V} \to \mathcal{V}\) in such a way that the equivalences (7.1) become pseudonatural in \( B \) as well as \( A \) and \( C \). In the first argument, the action of this bifunctor on \( f : B' \to B \) is the map \([f, C] : [B, C] \to [B', C]\) obtained as the transpose of

\[
[B, C] \otimes B' \xrightarrow{1 \otimes f} [B, C] \otimes B \xrightarrow{\xi} C.
\]

The coherence data of the monoidal bicategory \( \mathcal{V} \) may be recast in terms of the right hom \([-, -]\). First, for each \( A \in \mathcal{V} \), we have an equivalence \( \tilde{r}_A := \epsilon_{IA} \circ r_A : [I, A] \to A \); a suitable pseudoinverse is given by the exponential transpose of \( r : A \otimes I \to A \). Next, we have for each \( A, B, C \in \mathcal{V} \) an equivalence \( \tilde{a}_{ABC} : [A, [B, C]] \to [A \otimes B, C] \), obtained as the exponential transpose of

\[
[A, [B, C]] \otimes (A \otimes B) \xrightarrow{r^*} ([A, [B, C]] \otimes A) \otimes B \xrightarrow{e_{A,B}} [B, C] \otimes B \xrightarrow{\xi} C.
\]

A suitable pseudoinverse is obtained by transposing twice the composite

\[
([A \otimes B, C] \otimes A) \otimes B \xrightarrow{\tilde{a}} [A \otimes B, C] \otimes (A \otimes B) \xrightarrow{\xi} C.
\]

The pseudonaturality of \( r \) and \( r^* \) immediately implies a corresponding pseudonaturality for \( \tilde{r} \) and \( \tilde{a} \). Finally, we have coherence 2-cells

\[
\begin{array}{ccc}
[A \otimes I, C] & \xrightarrow{\tilde{a}} & [A, [B, C, D]] & \xrightarrow{\tilde{a}} & [A \otimes B, [C, D]] \\
\downarrow \tilde{\pi} & \Rightarrow & \downarrow \epsilon_{[C,1]} & \Rightarrow & \downarrow \tilde{\epsilon} \\
[A, [I, C]] & \xrightarrow{[1,\tilde{\epsilon}]} & [A, C] & \xrightarrow{\tilde{a}} & [A \otimes (B \otimes C), D] \xrightarrow{\tilde{a}} [A \otimes B) \otimes C, D] ;
\end{array}
\]
to obtain these, it suffices to give 2-cells between the adjoint transposes of their respective domains and codomains. We obtain such as the composites

\[ \tilde{\omega}, \tilde{\eta}, \tilde{\varepsilon}, \tilde{\rho}, \tilde{\pi} \]

and

\[ \tilde{\alpha}, \tilde{\beta}, \tilde{\gamma}, \tilde{\delta}, \tilde{\epsilon} \]

We may similarly recast the data of a right module \( W : \bullet \to B \) in terms of the internal hom. For all \( x, y \in B \), the action morphism of \( W \) at \( (x, y) \) transposes to yield \( \tilde{m} : W y \to [B(x, y), W x] \). Furthermore, we obtain coherence 2-cells

\[ Wz \xrightarrow{m} [B(y, z), W y] \quad \text{and} \quad [B(x, z), W x] \xrightarrow{\tilde{m}} [B(y, z) \otimes B(x, y), W x] \]

where \( \tilde{\tau} \) is as on the left below, and \( \tilde{\alpha} \) is uniquely determined by the 2-cell between the exponential transpose of its domain and codomain displayed on the right below.
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7.3. Construction of right homs. Given modules \( V, W : \bullet \to B \), we now consider the existence of the right hom \( \langle V, W \rangle \). This right hom is, by definition, a birepresentation of the functor \( \text{Bimor}_{\bullet B}(\bullet, V; W) : \mathcal{V}^{op} \to \text{CAT} \); but by the remarks at the start of Section 6.6, this is equally a birepresentation of the functor \( \text{Mod}_{\bullet B}(\bullet \otimes V, W) : \mathcal{V}^{op} \to \text{CAT} \). Thus, we seek an object \( \langle V, W \rangle \) of \( \mathcal{V} \) and a module morphism \( \xi : \langle V, W \rangle \otimes V \to W \) such that, for every \( B \in \mathcal{V} \), the functor

\[ \mathcal{V}(B, \langle V, W \rangle) \to \text{Mod}_{B}(B \otimes V, W) \]

\[ f \mapsto \xi \circ (f \otimes V) \]

is an equivalence of categories.

Working still in the context of a right closed \( \mathcal{V} \), we will describe a limit in \( \mathcal{V} \) which, if it exists, must underlie this right hom, and whose existence, conversely, is guaranteed by the existence of the hom. To this end, let \( D \) be the category defined in Section 6.6, and consider the functor \( F^{VW} : D^{op} \to \mathcal{V} \) which on objects, is given by:

- \( F^{VW}(x) = [V x, W x] \);
- \( F^{VW}(x, y) = [V y \otimes B(x, y), W x] \);
- \( F^{VW}(x, y, z) = [(V z \otimes B(y, z)) \otimes B(x, y), W x] \)
and on generating morphisms by:
\[
\begin{align*}
F_{VW}(i_x) &= [r, 1] \circ [1 \otimes j, 1]; \\
F_{VW}(d_{xy}) &= [m, 1]; \\
F_{VW}(c_{xy}) &= a \circ [1, \tilde{m}]; \\
F_{VW}(p_{x,yz}) &= [m \otimes 1, 1]; \\
F_{VW}(m_{xy,z}) &= [a, 1] \circ [1 \otimes m, 1]; \\
F_{VW}(q_{xy}) &= \tilde{a} \circ [1, \tilde{m}].
\end{align*}
\]

To extend these assignments to a pseudofunctor, it suffices to exhibit pseudofunctoriality cells with respect to the generating simplicial identities \(d_i = 1, c_i = 1, c_p = d_q, dp = dm\) and \(cm = cq\). These are given by the respective string diagrams:

7.4. Proposition. With notation as above, the right hom \(\langle V, W \rangle\) and the conical bilimit \(\Delta_1, F_{VW}\) represent pseudonaturally equivalent functors \(V \to \text{CAT}\); in particular, the one exists if and only if the other does.

\[\text{Proof.}\] It suffices to exhibit an equivalence, pseudonatural in \(A\), between transformations \(\Delta_1 \to \mathcal{V}(A, F_{VW})\) and module morphisms \(A \otimes V \to W\). As before, we abbreviate \(F_{VW}\) to \(F\). The arguments of Proposition 6.7 dualise without difficulty to show that the category of transformations \(\Delta_1 \to \mathcal{V}(A, F)\) is equivalent to the category \(\mathcal{E}_A\) whose objects are given by a family of 1-cells \(f_x : A \to [Vx, Wx]\) and a family of 2-cells

\[
\begin{array}{ccc}
A & \xrightarrow{f_x} & [Vx, Wx] \\
\downarrow{f_y} & \Rightarrow & \downarrow{[m, 1]} \\
[Vy, Wy] & \xrightarrow{[1, \tilde{m}]} & [Vy, [B(x, y), Wx]] & \xrightarrow{\tilde{a}} & [Vy \otimes B(x, y), Wx]
\end{array}
\]

satisfying two coherence axioms; and whose morphisms \(f \to g\) are given by families of 2-cells \(f_x \Rightarrow g_x\) satisfying one coherence axiom. We claim that \(\mathcal{E}_A\) is in turn equivalent to the category \(\mathcal{Mod}_B(A \otimes V, W)\).

Indeed, from an object \(f\) of \(\mathcal{E}_A\), we obtain a module morphism \(\varphi : A \otimes V \to W\) whose 1-cell component at \(x\) is the transpose \(\epsilon \circ (f_x \otimes 1)\) of \(f_x\); and whose 2-cell component at \((x, y)\) is the composite

\[
\text{Diagram:}
\]
in $\mathcal{V}((A \otimes V y) \otimes \mathcal{B}(x, y), W x)$. This assignment provides the action on objects of a functor $G_A: \mathcal{E}_A \rightarrow \mathcal{Mod}_B(A \otimes V, W)$, which on morphisms acts by taking componentwise transposes. Conversely, given a module morphism $\varphi: A \otimes V \rightarrow W$, we obtain an object of $\mathcal{E}_A$ whose 1-cell component at $x$ is the transpose of $\varphi_x$, and whose 2-cell component at $(x, y)$ is determined by the 2-cell

\[
\begin{array}{c}
\varphi 1 \\
[1, m] 1 \\
\end{array}
\]

\[
\begin{array}{c}
\text{\textsuperscript{[1, m][1]} e} \\
\text{\textsuperscript{[1, m][1]} e} \\
\end{array}
\]

between the exponential transposes of its domain and codomain. This provides the action on objects of a functor $H_A: \mathcal{Mod}_B(A \otimes V, W) \rightarrow \mathcal{E}_A$, which on morphisms again acts by taking componentwise exponential transposes. The units and counits of the adjoint equivalences (7.1) now provide the components of 2-cells witnessing $G_A$ and $H_A$ as pseudoinverse to each other; thus $\mathcal{E}_A$ and $\mathcal{Mod}_B(A \otimes V, W)$ are equivalent, as claimed. Composing with the equivalence between $\mathcal{E}_A$ and $\text{Hom}(\Delta 1, \mathcal{V}(A, F))$, we obtain equivalences of categories

\[
\text{Hom}(\Delta 1, \mathcal{V}(A, F)) \rightarrow \mathcal{Mod}_B(A \otimes V, W)
\]

which we may without difficulty verify are pseudonatural in $A$, as required. \qed

7.5. Corollary. If $\mathcal{B}$ is a small $\mathcal{V}$-bicategory, and $\mathcal{V}$ is complete and right closed, then the right hom $\langle V, W \rangle$ exists for all right $\mathcal{B}$-modules $V$ and $W$.

We could now, as we did for tensor products, go on to discuss the construction of right homs between general bimodules; as before, we would find that these can be constructed pointwise: given $N: \mathcal{B} \rightarrow \mathcal{C}$ and $P: \mathcal{A} \rightarrow \mathcal{C}$, the right hom $\langle N, P \rangle: \mathcal{A} \rightarrow \mathcal{B}$ may be defined by $\langle N, P \rangle(b, a) = \langle N(\cdot, b), P(\cdot, a) \rangle$, so long as each of these pointwise right homs exists in $\mathcal{V}$. We shall not prove this fact, since we do not need it in what follows; nonetheless, it will be useful to have a recognition principle for the more general right homs.

7.6. Proposition. Let $\varphi: M, N \rightarrow P$ be an $(\mathcal{A}, \mathcal{B}, \mathcal{C})$-module bimorphism. $\varphi$ exhibits $M$ as $\langle N, P \rangle$ if and only if, for each $a \in \mathcal{A}$ and $b \in \mathcal{B}$, $\varphi_{ab}: M(b, a) \otimes N(\cdot, b) \rightarrow P(\cdot, a)$ exhibits $M(b, a)$ as $\langle N(\cdot, b), P(\cdot, a) \rangle$.

Proof. The “only if” direction (of which we shall not make any serious use in what follows) follows from the omitted construction above; for the “if” direction, we must show that, for each $L: \mathcal{A} \rightarrow B$, the functor

\[
\begin{align*}
\mathcal{A}\mathcal{Mod}_B(L, M) & \rightarrow \text{Bimor}_{\mathcal{ABC}}(L, N; P) \\
\gamma & \mapsto \varphi \circ (\gamma, 1)
\end{align*}
\]

(7.3)

is an equivalence of categories. Now, given a bimorphism $\psi: L, N \rightarrow P$, the universal property of each $\varphi_{ab}$ induces morphisms $\theta_{ab}: L(b, a) \rightarrow M(b, a)$ and invertible module transformations $\tilde{\theta}: \varphi_{ab}\circ(\theta_{ab} \otimes 1) \Rightarrow \psi_{ab}$. We will show that the $\theta_{ab}$’s comprise the components of an $\mathcal{A}$-$\mathcal{B}$-bimodule morphism. To obtain the 2-cells exhibiting compatibility with the left $\mathcal{A}$- and right $\mathcal{B}$-actions, it suffices by universality of the $\varphi_{ab}$’s (more
precisely, by the fully faithfulness of (7.2)) to give invertible module transformations

\[
\begin{align*}
(A(a, a') \otimes L(b, a)) \otimes N(c, b) & \xrightarrow{m \otimes 1} L(b, a') \otimes N(c, b) \xrightarrow{\theta \otimes 1} M(b, a') \otimes N(c, b) \\
& \Downarrow \psi \\
(A(a, a') \otimes M(b, a)) \otimes N(c, b) & \xrightarrow{m \otimes 1} M(b, a') \otimes N(c, b) \xrightarrow{\varphi} P(c, a')
\end{align*}
\]

and

\[
\begin{align*}
(L(b, a) \otimes B(b', b)) \otimes N(c, b') & \xrightarrow{m \otimes 1} L(b', a) \otimes N(c, b') \xrightarrow{\theta \otimes 1} M(b', a) \otimes N(c, b') \\
& \Rightarrow \\
(M(b, a) \otimes B(b', b)) \otimes N(c, b') & \xrightarrow{m \otimes 1} M(b', a) \otimes N(c, b') \xrightarrow{\varphi} P(c, a)
\end{align*}
\]

respectively. We obtain such by taking their respective components to be

\[
\begin{align*}
\text{and }
\end{align*}
\]

The assignation \( \psi \mapsto \theta \) just described provides the action on objects of a pseudoinverse to the functor (7.3). The remaining data of this functor, together with the 2-cells exhibiting it as pseudoinverse are obtained directly from the universality of each \( M(b, a) \).

\[\square\]

8. The Yoneda Lemma

8.1. Representables and the Yoneda lemma. Let \( B \) be a \( \mathcal{V} \)-bicategory and let \( W \) be a right \( B \)-module. As in Example 6.2, the morphisms \( m_{b'} : Wb \otimes B(b', b) \to Wb' \) comprise the 1-cell components of a module bimorphism \( W, B \to W \), whose corresponding 2-cell components are given by the associativity constraints of the action of \( B \) on \( W \).

8.2. Proposition (Yoneda lemma). For each \( b \in B \), the right module morphism \( m_{b} : Wb \otimes B(b', b) \to Wb \) exhibits \( Wb \) as \( B(b', b), W \).

Proof. We must show that for each \( A \in \mathcal{V} \), the functor \( F := m \circ (- \otimes 1) : \mathcal{V}(A, Wb) \to \text{Mod}_{B}(A \otimes B(-, b), W) \) is an equivalence of categories. We will do so by exhibiting an explicit pseudoinverse functor \( G: \text{Mod}_{B}(A \otimes B(-, b), W) \to \mathcal{V}(A, Wb) \). On objects, this functor sends a module morphism \( \varphi : A \otimes B(-, b) \to W \) to the 1-cell

\[
A \xrightarrow{\kappa} A \otimes I \xrightarrow{1 \otimes j} A \otimes B(b, b) \xrightarrow{\varphi_{b}} Wb ;
\]

on morphisms, it sends a module transformation \( \Gamma : \varphi \Rightarrow \psi \) to the 2-cell obtained by whiskering \( \Gamma_{b} \) with \( (1 \otimes j) \circ \kappa \). We now show that this \( G \) is pseudoinverse to \( F \). On the one hand, if given \( f \in \mathcal{V}(A, Wb) \) then \( GFf \) is the composite morphism

\[
A \xrightarrow{\kappa} A \otimes I \xrightarrow{1 \otimes j} A \otimes B(b, b) \xrightarrow{f \otimes 1} Wb \otimes B(b, b) \xrightarrow{m} Wb ;
\]
which is isomorphic to $f$ via the 2-cell

\[ \begin{array}{c}
\text{m} \\
\text{f} \\
\text{j} \\
\text{r} \\
\text{r'}
\end{array} \xymatrix{
\ar[r]^f & \\
\ar[r]_{\text{j}} & \\
\ar[r]_{\text{f}} & \\
\ar[r]_{\text{m}} & \\
\ar[r]_{\text{r'}} & }
\]

The naturality of these isomorphisms in $f$ is immediate, and so we have $GF \cong 1$. On the other hand, given $\varphi: A \otimes B(-, b) \to W$ a module morphism, $FG\varphi$ is the morphism whose 1-cell component at $x$ is (after using pseudofunctoriality of $- \otimes 1$):

\[ A \otimes B(x, b) \xrightarrow{r \otimes 1} (A \otimes I) \otimes B(x, b) \xrightarrow{(1 \otimes j) \otimes 1} (A \otimes B(b, b)) \otimes B(x, b) \xrightarrow{\varphi_b \otimes 1} Wb \otimes B(x, b) \xrightarrow{m} Wx. \]

There is now an invertible module transformation $FG\varphi \Rightarrow \varphi$ with components

\[ \begin{array}{c}
\varphi \\
\varphi_1 \\
\varphi_b \\
\varphi_{b'} \\
\varphi
\end{array} \xymatrix{
\ar[r]^1 & \\
\ar[r]_{1 \otimes j} & \\
\ar[r]_{1 \otimes j} & \\
\ar[r]_{1 \otimes j} & \\
\ar[r]_{1 \otimes j} & }
\]

and the naturality of these isomorphisms in $\varphi$ is immediate using the module transformation axiom. We thus have an isomorphism $FG \cong 1$ as required.

8.3. Corollary. The module bimorphism $m: W, B \to W$ exhibits $W$ as $\langle B, W \rangle$.

Proof. By the preceding result and Proposition 7.6.

We now use the Yoneda lemma to give a number of different descriptions of $V$-transformations in terms of module transformations.

8.4. Proposition. For all $V$-functors $F, G: B \to C$, the functor

\[ \mathcal{V}\text{-Bicat}(B, C)(F, G) \to \mathcal{V}\text{-Mod}_B(B, C(F, G)) \]

\[ \gamma \mapsto B \xrightarrow{F} C(F, F) \xrightarrow{C(F, \gamma)} C(F, G) \]

is an equivalence of categories.

Proof. By the Yoneda lemma, for each $b, b' \in B$, the composite

\[ C(Fb, Gb') \otimes B(-, b) \xrightarrow{1 \otimes F} C(Fb', Gb') \otimes C(F, Fb') \xrightarrow{m} C(F, Gb') \]

exhibits $C(Fb, Gb')$ as $\langle B(-, b'), C(F, Gb) \rangle$. We use this universal property repeatedly in what follows. Let now $\varphi: B \to C(F, G)$ be a bimodule morphism. For each $b \in B$, we have a right $B$-module morphism

\[ I \otimes B(-, b) \xrightarrow{1} B(-, b) \xrightarrow{\varphi_b} C(F, Gb); \]

applying universality of (8.2), we obtain morphisms $\gamma_b: I \to C(Fb, Gb)$, together with invertible 2-cells $\theta: m \circ (1 \otimes F) \circ (\gamma \otimes 1) \Rightarrow \varphi \circ 1$. We claim that the morphisms $\gamma_b$ are the 1-cell components of a $V$-transformation $\gamma: F \Rightarrow G$. To obtain the corresponding 2-cell components $\gamma(1, \gamma) \circ F: B(b, b') \to C(Fb, Gb')$, we will show that both the domain and codomain 1-cells are isomorphic to $\varphi_{b'}: B(b, b') \to C(Fb, Gb')$. On the one hand, we have a 2-cell $C(1, \gamma) \circ F \Rightarrow \varphi$ given as on the left below; on
the other, we obtain a 2-cell $C(\gamma, 1) \circ G \Rightarrow \varphi$ by universality of (8.2) applied to the invertible module modification with components as on the right below.

Composing one with the inverse of the other, we obtain the 2-cell components of the $V$-transformation $\gamma$ as desired. The assignation $\varphi \mapsto \gamma$ just described is the action on objects of a functor $H : B Mod_B(B, C(F, G)) \to V\text{-Bicat}(B, C)(F, G)$, which on morphisms, sends a bimodule transformation $\Gamma : \varphi \Rightarrow \varphi'$ to the $V$-modification whose 2-cell components are induced by universality of (8.2) applied to the module transformations $\Gamma b \circ l$.

Finally, we show that this functor $H$ is pseudoinverse to (8.1). On the one hand, starting from $\varphi : B \to C(F, G)$, forming $\gamma = H\varphi$ and then applying (8.1), the resultant $C(F, \gamma) \circ \hat{F}$ admits an invertible modification to $\varphi$ whose 2-cell components are as on the left above. On the other, given $\gamma : F \Rightarrow G$, we may apply (8.1) to yield $C(F, \gamma) \circ \hat{F}$ and then apply $H$ to this to obtain $\delta : F \Rightarrow G$; we now have an invertible $V$-modification $\delta \Rightarrow \gamma$ with components

8.5. Proposition. For all $V$-functors $F, G : B \to C$, the functors

$$C(1, -) : V\text{-Bicat}(B, C)(F, G) \to B Mod_B(C(1, F), C(1, G))$$

and $C(-, 1) : V\text{-Bicat}(B, C)(F, G) \to C Mod_B(C(G, 1), C(F, 1))$

are equivalences of categories.

Proof. We prove only the case of $C(1, -)$; the other is dual. By Corollary 8.3 and Proposition 7.6, the bimorphism $m : C(F, G), C(1, F) \to C(1, G)$ exhibits $C(F, G)$ as $\langle C(1, F), C(1, G) \rangle$; by the dual of Corollary 8.3, the bimorphism

$$\varphi = B, C(1, G) \xrightarrow{G1} C(G, G), C(1, G) \xrightarrow{m} C(1, G)$$

exhibits $C(1, G)$ as $\langle B, C(1, G) \rangle$. Thus, in the diagram of categories and functors

$$\begin{array}{ccc}
V\text{-Bicat}(B, C)(F, G) & \xrightarrow{(8.1)} & B Mod_B(B, C(F, G)) \\
\downarrow C(1,-) & & \downarrow m(0,-) \\
B Mod_C(C(1, F), C(1, G)) & \xrightarrow{\varphi(1,-)} & Bimor_B(B, C(1, F); C(1, G))
\end{array}$$
the top, bottom and right sides are equivalences; it will follow that the left side is too, so long as we can show that the square commutes to within natural isomorphism. To obtain the component of this at some \( V \)-transformation \( \gamma: F \Rightarrow G \), observe that the two sides of the square send \( \gamma \) to the respective bimorphisms
\[
\begin{align*}
\mathcal{B}, \mathcal{C}(1, F) & \xrightarrow{\mathcal{F}_1} \mathcal{C}(F, F), \mathcal{C}(1, F) \xrightarrow{\mathcal{C}(F, \gamma)_1} \mathcal{C}(F, G), \mathcal{C}(1, F) \xrightarrow{m} \mathcal{C}(1, G) \\
\text{and} \quad \mathcal{B}, \mathcal{C}(1, F) & \xrightarrow{1\mathcal{C}(1, \gamma)_1} \mathcal{B}, \mathcal{C}(1, G) \xrightarrow{\mathcal{G}_1} \mathcal{C}(G, G), \mathcal{C}(1, G) \xrightarrow{m} \mathcal{C}(1, G).
\end{align*}
\]

We obtain the required invertible transformation between these bimorphisms by taking as components the 2-cells
\[
\begin{align*}
\gamma & \mapsto \mathcal{F}_1 \circ \mathcal{C}(1, \gamma)_1 \circ \gamma \circ \mathcal{G}_1 \circ m.
\end{align*}
\]

In discussing Kan extensions, we will need a mild generalisation of this result; the proof is identical in form to the one just given and hence omitted.

8.6. Proposition. For all \( V \)-functors \( F: A \to C \), \( G: A \to B \) and \( H: B \to C \), the functors
\[
\begin{align*}
\mathcal{V} \text{-Bicat}(\mathcal{B}, \mathcal{C})(HF, G) & \to \mathcal{B} \text{Mod}_B(\mathcal{B}(1, F), \mathcal{C}(H, G)) \\
& \gamma \mapsto \mathcal{B}(1, F) \xrightarrow{\mathcal{H}} \mathcal{C}(H, HF) \xrightarrow{\mathcal{C}(1, \gamma)} \mathcal{C}(H, G) \\
\text{and} \quad \mathcal{V} \text{-Bicat}(\mathcal{B}, \mathcal{C})(F, HG) & \to \mathcal{B} \text{Mod}_B(\mathcal{B}(G, 1), \mathcal{C}(F, H)) \\
& \gamma \mapsto \mathcal{B}(G, 1) \xrightarrow{\mathcal{H}} \mathcal{C}(HG, H) \xrightarrow{\mathcal{C}(\gamma, 1)} \mathcal{C}(F, H)
\end{align*}
\]
are equivalences of categories.

9. \( V \)-CATEGORIES OF RIGHT MODULES

In this section, we describe how the right modules over some \( V \)-bicategory \( B \) may themselves be formed into a \( V \)-bicategory. If we were identifying right modules with \( V \)-functors \( B^{\text{op}} \to V \), then the construction we give would be an instance of the more general construction of functor \( V \)-bicategories; but since we are treating right modules as basic, rather than derived, structures, the construction becomes significantly simpler, and may be carried out, again, with fewer assumptions on our base bicategory \( V \); in particular, no symmetry is needed.

9.1. Moderate right modules. Let \( B \) be a \( V \)-bicategory. A right \( B \)-module \( V \) is said to be moderate if, for every right \( B \)-module \( W \), the right hom \( \langle V, W \rangle \) exists, with universal morphism \( \xi_{VW}: \langle V, W \rangle \otimes V \to W \), say. By the Yoneda lemma 8.2, every representable right module \( B(\cdot, b) \) is moderate; moreover, by Corollary 7.5, we have:

9.2. Proposition. If \( V \) is complete and right closed, and \( B \) is a small \( V \)-bicategory, then every right \( B \)-module is moderate.
9.3. The \( \mathcal{V} \)-category of moderate modules. For any \( \mathcal{V} \)-bicategory \( \mathcal{B} \), we now define a \( \mathcal{V} \)-bicategory \( \mathcal{M} \mathcal{B} \) whose objects are the moderate right \( \mathcal{B} \)-modules, and whose hom-objects are the \( \langle V, W \rangle \)'s. For each \( W \in \mathcal{M} \mathcal{B} \), the unit morphism \( j_W : I \to \langle W, W \rangle \) is obtained by applying the universality of \( \xi_{WW} \) to the module morphism \( l : I \otimes W \to W \). This universality also yields an invertible module transformation

\[
\langle W, W \rangle \otimes W \xrightarrow{j \otimes 1} \langle W, W \rangle \xrightarrow{\xi} W .
\]

Given \( U, V, W \in \mathcal{M} \mathcal{B} \), the composition morphism \( m_{UVW} : \langle V, W \rangle \otimes \langle U, V \rangle \to \langle U, W \rangle \) is obtained by applying universality of \( \xi_{UV} \) to the module morphism \( (\langle V, W \rangle \otimes \langle U, V \rangle) \otimes U \xrightarrow{a} \langle V, W \rangle \otimes ((U, V) \otimes U) \xrightarrow{1 \otimes \xi_{UV}} \langle V, W \rangle \otimes V \xrightarrow{\xi_{VW}} W . \)

This universality also yields an invertible module transformation

\[
\langle V, W \rangle \otimes \langle U, V \rangle \otimes U \xrightarrow{a} \langle V, W \rangle \otimes ((U, V) \otimes U) \xrightarrow{1 \otimes \xi}
\]

To obtain the left unit constraint \( \sigma_{VW} : m \circ (j \otimes 1) \Rightarrow 1 : I \otimes \langle V, W \rangle \to \langle V, W \rangle \) of \( \mathcal{M} \mathcal{B} \), it suffices by universality of \( \xi_{VW} \) to give an invertible module transformation between the composites of \( \xi_{VW} \) with \( (m \circ (j \otimes 1)) \otimes 1 \) and \( 1 \otimes 1 \). We obtain such with 2-cell components as on the left in:

To give the right unit constraint \( \tau_{VW} : m \circ (1 \otimes j) \Rightarrow r \), it likewise suffices to give an invertible module transformation between the composites of \( \xi_{VW} \) with \( (m \circ (1 \otimes j)) \otimes 1 \) and \( r \otimes 1 \). We obtain such by taking its 2-cell component to be as on the right above. Finally, to give the associativity constraint \( \alpha_{UVW} : m \circ (1 \otimes m) \circ a \otimes 1 \) and \( (m \circ (m \otimes 1)) \otimes 1 \). The 2-cell components of this transformation are given by

Observe that for all \( V, W \in \mathcal{M} \mathcal{B} \), we have by (7.2) an equivalence of categories \( \mathcal{V}(I, \langle V, W \rangle) \to \mathbf{Mod}_G(I \otimes V, W) \); and on composing this with the equivalence of categories \( \mathbf{Mod}_G(r, W) : \mathbf{Mod}_G(I \otimes V, W) \to \mathbf{Mod}_G(V, W) \), we conclude that the
underlying bicategory of $\mathcal{MB}$ is, up to an identity-on-objects biequivalence, the full sub-bicategory of $\mathcal{Mod}_B$ on the moderate right modules.

### 9.4. The $\mathcal{MB}$-module induced by a $B$-module.

Given a right $B$-module $W$, the right hom $\langle V, W \rangle$ exists by definition for every moderate $B$-module $V$. This allows us to define from $W$ a right $\mathcal{MB}$-module whose component at $V \in \mathcal{MB}$ is $\langle V, W \rangle$, and whose action morphisms and coherence 2-cells defined just as in the preceding section. By abuse of notation, we shall denote this right module by $\mathcal{MB}(\cdot, W)$, although in general $W$ need not be an object of $\mathcal{MB}$.

### 9.5. Yoneda embedding.

As observed above, every representable right $B$-module is moderate. We may thus define the Yoneda embedding $Y: B \to \mathcal{MB}$ to be the $\mathcal{V}$-functor with action on objects $Yb = B(\cdot, b)$, and action on homs $Y_{bb'}: B(b, b') \to \mathcal{MB}(Yb, Yb')$ given by applying the universal property of $\mathcal{MB}(Yb', Yb) = \langle Yb, Yb' \rangle$ to the right module morphism $B(b, b') \otimes B(b', b) \longrightarrow B(b, b)$. This universality also provides invertible module modifications $\Gamma: m \Rightarrow \xi \circ (Y_{bb'} \otimes 1)$. To obtain the unit isomorphism $\xi_b: jYb \Rightarrow Y\circ j_b: I \to \langle Yb, 1 \rangle$, it suffices by universality of $\langle Yb, Yb \rangle$ to construct an invertible module transformation $\xi_{Yb,Yb} \circ (jYb \otimes 1) \Rightarrow \xi_{Yb,Yb} \circ ((Y_{bb} \circ j_b) \otimes 1)$. We obtain such by taking its 2-cell components to be

\[
\begin{array}{c}
\begin{tikzpicture}[baseline=0,auto,thick,->,shorten >=1pt,shorten <=1pt]
  \node (1) at (0,0) {$1$};
  \node (2) at (1,0) {$Y1$};
  \node (3) at (-1,0) {$\xi$};
  \node (4) at (1,1) {$m$};
  \node (5) at (1,-1) {$m1$};
  \node (6) at (-1,1) {$\xi$};
  \node (7) at (-1,-1) {$\xi$};
  \draw (1) to (2);  \draw (2) to (3);
  \draw (3) to (4);  \draw (4) to (5);
  \draw (5) to (6);  \draw (6) to (7);
\end{tikzpicture}
\end{array}
\]

Similarly, to define the binary coherence 2-cell $\mu_{bb'}$, it suffices to give an invertible module transformation between the composites of $\xi_{Yb,Yb'}$ with $(m \circ (Y \otimes Y')) \otimes 1$ and $(Y \circ m) \otimes 1$. We obtain such by taking its 2-cell components to be

\[
\begin{array}{c}
\begin{tikzpicture}[baseline=0,auto,thick,->,shorten >=1pt,shorten <=1pt]
  \node (1) at (0,0) {$1$};
  \node (2) at (1,0) {$Y1$};
  \node (3) at (-1,0) {$\xi$};
  \node (4) at (1,1) {$m$};
  \node (5) at (1,-1) {$m1$};
  \node (6) at (-1,1) {$\xi$};
  \node (7) at (-1,-1) {$\xi$};
  \node (8) at (2,0) {$\alpha$};
  \node (9) at (1,-1.5) {$\xi$};
  \node (10) at (1,1.5) {$\xi$};
  \node (11) at (0.5,-1) {$\xi$};
  \node (12) at (0.5,1) {$\xi$};
  \node (13) at (-0.5,-1) {$\xi$};
  \node (14) at (-0.5,1) {$\xi$};
  \draw (1) to (2);  \draw (2) to (3);
  \draw (3) to (4);  \draw (4) to (5);
  \draw (5) to (6);  \draw (6) to (7);
  \draw (7) to (8);
  \draw (8) to (9);
  \draw (9) to (10);
  \draw (10) to (11);
  \draw (11) to (12);
  \draw (12) to (13);
  \draw (13) to (14);
\end{tikzpicture}
\end{array}
\]

### 9.6. Proposition. The Yoneda embedding is fully faithful.

**Proof.** By the Yoneda lemma, each morphism (9.3) exhibits $B(b, b')$ as $\langle Yb, Yb' \rangle$; whence each $Y_{bb'}$ is an equivalence in $\mathcal{V}$ as required. □

The following further reformulation of the Yoneda lemma will prove useful in what follows. Given any right $B$-module $W$, we may as in Section 9.4 form the right $B$-module $\mathcal{MB}(Y, W)$. For each $b \in B$, the right module morphism $m_{-b}: Wb \otimes B(\cdot, b) \to W$ induces by the universal property of $\langle Yb, W \rangle$ a morphism

\[ v_b: Wb \to \langle Yb, W \rangle, \]

together with an invertible module transformation $\Delta: m_{-b} \Rightarrow \xi_{Yb,W} \circ (v_b \otimes 1)$. We claim that the morphisms $v_b$ constitute the components of a module morphism $W \to \mathcal{MB}(Y, W)$. To give the 2-cells $m \circ (1 \otimes Y) \circ (v \otimes 1) \Rightarrow v \circ m$ verifying compatibility with the right $B$-actions, it suffices to give an invertible module transformation between
the composites of \((m \circ (1 \otimes Y) \circ (v \otimes 1)) \otimes 1\) and \((v \circ m) \otimes 1\) with \(\xi\). We obtain such by taking its 2-cell components to be

\[
\begin{array}{cccccc}
\xi & & & & & \\
\downarrow & & & & \downarrow \\
1 & & m & \otimes & 1 & \\
& & \downarrow & & & \\
\xi & & & \downarrow & & \\
\end{array}
\]

Since, by the Yoneda lemma, each \(m_b\) exhibits \(Wb\) as \(\langle Yb, W \rangle\), we deduce that the morphisms \(v_b\) are equivalences, and thus conclude that:

**9.7. Proposition.** For every right \(B\)-module \(W\), there is an equivalence of right \(B\)-modules \(v: W \to \mathcal{M}B(Y, W)\), defined as above.

### 10. Colimits and left Kan extensions

We have now developed enough theory to describe and discuss colimits and left Kan extensions for enriched bicategories. By colimit, we of course mean weighted colimit; \(\mathcal{V}\)-bicategories of right modules will play the important role of indexing the weights for such colimits. We have chosen to discuss colimits rather than limits since it is these that we will require in our further development; note that defining limits and right Kan extensions would instead require us to make use of \(\mathcal{V}\)-bicategories of left modules.

#### 10.1. Weighted colimits.

Suppose that we are given \(F: B \to C\) and a right \(B\)-module \(W\). A \(W\)-weighted cylinder under \(F\) is given by an object \(v \in C\) (the vertex of the cylinder) together with a morphism of right modules \(\varphi: W \to C(F, v)\). Given such a cylinder, we obtain for each \(c \in C\) a right module morphism

\[
\varphi^c = C(v, c) \otimes W \xrightarrow{1 \otimes \varphi} C(v, c) \otimes C(F, v) \xrightarrow{m} C(F, c)
\]

whose second constituent is the right module morphism obtained from the bimodule structure of \(C(F, 1)\) as in Example 6.2. The cylinder \(\varphi\) is said to be colimiting if each induced \(\varphi^c\) exhibits \(C(v, c)\) as \(\langle W, C(F, c) \rangle\). We write \(W \star F\) for the vertex of a colimiting cylinder, and call it the colimit of \(F\) weighted by \(W\). Note that by Proposition 7.6, \(\varphi\) is colimiting just when the bimodule morphism

\[
C(v, -) \otimes W \xrightarrow{1 \otimes \varphi} C(v, -) \otimes C(F, v) \xrightarrow{m} C(F, 1)
\]

exhibits \(C(v, -)\) as \(\langle W, C(F, 1) \rangle\).

#### 10.2. Example.

Let \(F: B \to C\) be any \(\mathcal{V}\)-functor, and \(b \in B\). Partially evaluating the bimodule morphism \(\hat{F}_b: B(\cdot, b) \to C(F, Fb)\) of Example 5.6 yields a morphism of right \(B\)-modules \(\zeta = \hat{F}_b: B(\cdot, b) \to C(F, Fb)\); now for each \(c \in C\), the induced morphism \(\zeta^c: C(Fb, c) \otimes B(\cdot, b) \to C(F, c)\) is precisely that which is asserted to be universal by the Yoneda lemma, so that \(\zeta\) exhibits \(Fb\) as \(B(\cdot, b) \star F\).
10.3. **Uniqueness of colimits.** Given $F: \mathcal{B} \to \mathcal{C}$ a $\mathcal{V}$-functor, we have the bimodule $\mathcal{C}(F, 1)$ which, as in Example 5.12, induces a functor $\mathcal{C}_0 \to \text{Mod}_\mathcal{B}$ sending $c$ to $\mathcal{C}(F, c)$ and sending $f: c \to d$ to the module morphism

$$\mathcal{C}(F, c) \xrightarrow{f^*} I \otimes \mathcal{C}(F, c) \xrightarrow{\otimes 1} \mathcal{C}(c, d) \otimes \mathcal{C}(F, c) \xrightarrow{m} \mathcal{C}(F, d).$$

Now let $W$ be a right $\mathcal{B}$-module, and let the cylinder $\varphi: W \to \mathcal{C}(F, v)$ exhibit $v$ as $W \ast F$. For each $c \in \mathcal{C}$, the universality of $\varphi^c$ yields an equivalence of categories

$$\mathcal{C}_0(v, c) = \mathcal{V}(I, \mathcal{C}(v, c)) \xrightarrow{\varphi^c \circ (- \otimes 1)} \text{Mod}_\mathcal{B}(I \otimes W, \mathcal{C}(F, c)) \xrightarrow{(-) v} \text{Mod}_\mathcal{B}(W, \mathcal{C}(F, c)).$$

To within isomorphism, this functor sends $f: v \to c$ to the composite morphism $\mathcal{C}(F, f) \circ \varphi: W \to \mathcal{C}(F, d)$; and we therefore conclude that:

10.4. **Proposition.** If the cylinder $\varphi: W \to \mathcal{C}(F, v)$ exhibits $v$ as $W \ast F$, then it also exhibits $v$ as birepresenting object for the functor $\text{Mod}_\mathcal{B}(W, \mathcal{C}(F, -)): \mathcal{C}_0 \to \text{CAT}$. Consequently, any two $W$-weighted colimits of $F$ are related in an essentially-unique way by an equivalence in $\mathcal{C}_0$ commuting with the universal cylinders.

10.5. **Preservation of colimits.** Given $F: \mathcal{B} \to \mathcal{C}$, a right $\mathcal{B}$-module $W$, and a colimiting cylinder $\varphi: W \to \mathcal{C}(F, W \ast F)$ in $\mathcal{C}$, a functor $G: \mathcal{C} \to \mathcal{D}$ is said to preserve the colimit $W \ast F$ if the composite cylinder

$$W \xrightarrow{\varphi} \mathcal{C}(F, W \ast F) \xrightarrow{\check{G}} \mathcal{D}(GF, G(W \ast F))$$

is colimiting.

10.6. **Functoriality of colimits.** The simplest way of discussing the functoriality of taking colimits is to generalise the basic notions to depend on an indexing $\mathcal{V}$-bicategory $\mathcal{A}$. Suppose that we are given $F: \mathcal{B} \to \mathcal{C}$ and an $\mathcal{A}$-$\mathcal{B}$-module $M$. An $M$-weighted cylinder under $F$ is given by a $\mathcal{V}$-functor $V: \mathcal{A} \to \mathcal{C}$ (the vertex of the cylinder) together with a bimodule morphism $\varphi: M \to \mathcal{C}(F, V)$. Given such a cylinder, we obtain for each $c \in \mathcal{C}$ a module bimorphism

$$(10.2) \quad \varphi^c = \mathcal{C}(V, c), M \xrightarrow{1_V} \mathcal{C}(V, c), \mathcal{C}(F, V) \xrightarrow{m} \mathcal{C}(F, c)$$

whose second component is obtained as in Examples 6.2 and 6.3. The cylinder $\varphi$ is said to be colimiting if each induced $\varphi^c$ exhibits $\mathcal{C}(V, c)$ as $\langle M, \mathcal{C}(F, c) \rangle$. We write $M \ast F: \mathcal{A} \to \mathcal{C}$ for the vertex of a colimiting cylinder, and call it the colimit of $F$ weighted by $M$. By Proposition 7.6, to ask that $\varphi$ be colimiting is equally to ask that

$$\mathcal{C}(V, 1), M \xrightarrow{1_V} \mathcal{C}(V, 1), \mathcal{C}(F, V) \xrightarrow{m} \mathcal{C}(F, 1)$$

exhibit $\mathcal{C}(V, 1)$ as $\langle M, \mathcal{C}(F, 1) \rangle$.

By Proposition 7.6 again, if $\varphi: M \to \mathcal{C}(F, V)$ is a colimiting cylinder, then so is each $\varphi_{a-}: M(-, a) \to \mathcal{C}(F, Va)$, so that the existence of $M \ast F$ implies that of each $M(-, a) \ast F$; conversely, we have:

10.7. **Proposition.** Let $M$ be an $\mathcal{A}$-$\mathcal{B}$-bimodule and let $F: \mathcal{B} \to \mathcal{C}$. If for all $a \in \mathcal{A}$ the weighted colimit $M(-, a) \ast F$ exists in $\mathcal{C}$, then the weighted colimit $M \ast F: \mathcal{A} \to \mathcal{C}$ does too, and may be computed pointwise in the sense that $(M \ast F)(a) = M(-, a) \ast F$ with the colimiting cylinder for $M \ast F$ being in each component the colimiting cylinder for $M(-, a) \ast F$.
Proof. Suppose that each $M(-,a) \star F$ exists, with universal cylinder $\eta_a: M(-,a) \to C(F, M(-,a) \star F)$, say. We define a $\mathcal{V}$-functor $L: \mathcal{A} \to \mathcal{C}$ which will be the desired $M$-weighted colimit of $F$. On objects, we take $La = M(-,a) \star F$, as anticipated. To define the action on homs $L_{aa'}: \mathcal{A}(a,a') \to C(La, La')$, consider the composite module morphism

$$\mathcal{A}(a,a') \otimes M(-,a) \xrightarrow{m} M(-,a') \xrightarrow{\eta_a} C(F, La') .$$

The morphism $\eta_{aa'}: C(La, La') \otimes M(-,a) \to C(F, La')$ induced by $\eta_a$ as in (10.1) exhibits $C(La, La')$ as $(M(-,a), C(F, La'))$, and thus we induce the desired morphism $L_{aa'}: \mathcal{A}(a,a') \to C(La, La')$, together with an invertible module transformation

$$\mathcal{A}(a,a') \otimes M(-,a) \xrightarrow{L_{aa'} \otimes 1} M(-,a') \xrightarrow{\eta_a} C(F, La') .$$

(10.3)

We now construct the functoriality coherence cells for $L$. To obtain the unit coherence isomorphism $\alpha_a: j_a \Rightarrow L_{aa} \circ j_a: I \to C(La, La)$, it suffices by universality to construct an invertible module transformation $(j_{La} \otimes 1) \circ \eta_{La} \Rightarrow ((L_{aa} \circ j_a) \otimes 1) \circ \eta_{La}$. We obtain such by taking its 2-cell components to be

Similarly, to define the composition coherence constraint $\mu_{aa' a''}$, it suffices to give an invertible module transformation between the composites of $\eta_{La}$ with $(m \circ (L \otimes L)) \otimes 1$ and $(L \circ m) \otimes 1$. We obtain such by taking its 2-cell components to be

This completes the definition of the $\mathcal{V}$-functor $L: \mathcal{A} \to \mathcal{C}$; we shall now make the morphisms $(\eta_a)_b: M(b, a) \to C(Fb, La)$ into the components of a bimodule morphism $M \to C(F, L)$. Each $\eta_a$ is already a right $\mathcal{B}$-module morphism; whilst the 2-cells making each $(\eta_a)_b$ into a left $\mathcal{A}$-module morphism, are obtained by pasting the components of $\Theta_{aa'}$ with pseudofunctoriality of $\otimes$. Finally, we check that $\eta: M \to C(F, L)$ exhibits $L$ as $M \star F$, which is equally to check that

$$C(L, 1), M \xrightarrow{1 \eta_a} C(L, 1), C(F, L) \xrightarrow{C} (F, 1)$$

exhibits $C(L, 1)$ as $(M, C(F, 1))$. But the morphism obtained by evaluating at any $a \in \mathcal{A}$ and $c \in \mathcal{C}$ exhibits $C(La, c)$ as $(M(-,a), C(F, c))$, since each $\eta_a$ exhibits $La$ as $M(-,a) \star F$; and so the result follows by Proposition 7.6. □
We now discuss the uniqueness of these more general kinds of colimits.

10.8. **Proposition.** Let $M$ be an $A$-$B$-bimodule. If the cylinder $\eta: M \to C(F,V)$ exhibits $V$ as $M \otimes F$, then it also exhibits $V$ as birepresenting object for the functor $\mathcal{A}Mod_B(M, C(F, -)): \mathcal{V}$-$\text{Bicat}(\mathcal{A}, \mathcal{C}) \to \text{CAT}$. Consequently, any two $M$-weighted colimits of $F$ are related essentially-uniquely by an equivalence in $\mathcal{V}$-$\text{Bicat}(\mathcal{A}, \mathcal{C})$ commuting with the universal cylinders.

**Proof.** We must show that, for each $H: \mathcal{A} \to \mathcal{C}$, the functor

$$\mathcal{V}$-$\text{Bicat}(\mathcal{A}, \mathcal{C})(V, H) \to \mathcal{A}Mod_B(M, C(F, H))$$

$$\gamma \mapsto C(1, \gamma) \circ \eta$$

is an equivalence of categories. By definition of colimit and Proposition 7.6, the bimorphism

$$\psi = C(V, H), M \xrightarrow{1, \eta} C(V, H), C(F, V) \xrightarrow{m} C(F, H)$$

exhibits $C(V, H)$ as $(M, C(F, H))$; whilst by the dual of Corollary 8.3, the bimorphism

$$\varphi = \mathcal{A}, C(F, H) \xrightarrow{\hat{H}^1} C(H, H), C(F, H) \xrightarrow{m} C(F, H)$$

exhibits $C(F, H)$ as $(\mathcal{A}, C(F, H))_C$. Thus, in the diagram of categories and functors

$$\mathcal{V}$-$\text{Bicat}(\mathcal{A}, \mathcal{C})(V, H) \xrightarrow{(8.1)} \mathcal{A}Mod_A(\mathcal{A}, C(V, H))$$

$$\mathcal{A}Mod_B(M, C(F, H)) \xrightarrow{\varphi \circ (1,-)} \text{Bimor}_{\mathcal{A}\otimes \mathcal{B}}(\mathcal{A}, M; C(F, H))$$

the top, bottom and right sides are equivalences; it will follow that the left side is too, as required, so long as we can show that the square commutes to within natural isomorphism. Evaluating at some $\mathcal{V}$-transformation $\gamma: V \Rightarrow H$, the two sides of the square yield the respective bimorphisms

$$\mathcal{A}, M \xrightarrow{\hat{V}^1} C(V, V), M \xrightarrow{C(1, \gamma), 1} C(V, H), M \xrightarrow{1, \eta} C(V, H), C(F, V) \xrightarrow{m} C(F, H)$$

and

$$\mathcal{A}, M \xrightarrow{1, \eta} \mathcal{A}, C(F, V) \xrightarrow{1, C(1, \gamma)} \mathcal{A}, C(F, H) \xrightarrow{\hat{H}^1} C(H, H), C(F, H) \xrightarrow{m} C(F, H) ,$$

between which we obtain an invertible modification with components:

$$\begin{array}{ccc}
V_1 & C(1, \gamma) & 1, \eta \\
\downarrow \gamma^{-1, 1} & \downarrow 1, \eta & \downarrow \text{IC}(1, \gamma) \\
\downarrow 1, \eta & \downarrow \text{IC}(1, \gamma) & \downarrow \text{IC}(1, \gamma) \\
\downarrow m & \downarrow \text{IC}(1, \gamma) & \downarrow m \\
\gamma & 1, \eta & \text{IC}(1, \gamma) \\
\text{M} & \text{IC}(1, \gamma) & \text{IC}(1, \gamma) \\
\gamma & \text{IC}(1, \gamma) & \text{IC}(1, \gamma) \\
\text{M} & \text{IC}(1, \gamma) & \text{IC}(1, \gamma) \\
\end{array}$$

$\square$

10.9. **Left Kan extensions.** Suppose we are given a diagram

$$\begin{array}{ccc}
A & \xrightarrow{F} & C \\
\downarrow \gamma & & \downarrow \text{H} \\
B & \xrightarrow{\text{G}} & \text{C} \\
\end{array}$$
of \( \mathcal{V} \)-bicategories, \( \mathcal{V} \)-functors and a \( \mathcal{V} \)-transformation. We say that \( \gamma \) exhibits \( \mathcal{H} \) as the left Kan extension of \( \mathcal{F} \) along \( \mathcal{G} \), or that \( \gamma \) exhibits \( \mathcal{H} \) as \( \text{Lan}_{\mathcal{G}} \mathcal{F} \) if the morphism of \( \mathcal{B}, \mathcal{A} \)-bimodules

\[
\mathcal{B}(G, 1) \xrightarrow{\mathcal{H}} \mathcal{C}(\mathcal{H}G, \mathcal{H}) \xrightarrow{\mathcal{C}(\gamma, 1)} \mathcal{C}(\mathcal{F}, \mathcal{H})
\]

exhibits \( \mathcal{H} \) as \( \mathcal{B}(G, 1) \ast \mathcal{F} \). So by Proposition 7.6, the existence of the left Kan extension implies the existence of the colimit \( \mathcal{B}(G, b) \ast \mathcal{F} \) for each \( b \in \mathcal{B} \). (Our terminology follows that of [Kel82]; according to [ML98] these would be “pointwise” Kan extensions.)

Conversely, if \( \mathcal{B}(G, b) \ast \mathcal{F} \) exists for each \( b \in \mathcal{B} \), then on applying Proposition 10.7 to the \( \mathcal{B}, \mathcal{A} \)-bimodule \( \mathcal{B}(G, 1) \), we obtain a \( \mathcal{V} \)-functor \( \mathcal{H} : \mathcal{B} \to \mathcal{C} \) and a morphism \( \eta : \mathcal{B}(G, 1) \to \mathcal{C}(\mathcal{F}, \mathcal{H}) \) of \( \mathcal{B}, \mathcal{A} \)-bimodules exhibiting \( \mathcal{H} \) as \( \mathcal{B}(G, 1) \ast \mathcal{F} \). Applying Proposition 8.6 to \( \eta \), we obtain a \( \mathcal{V} \)-transformation \( \gamma : \mathcal{F} \Rightarrow \mathcal{H} \) such that the composite (10.5) is isomorphic to \( \eta \). Since \( \eta \) is colimiting, so too is this (10.5), whence this \( \gamma \) exhibits \( \mathcal{H} \) as \( \text{Lan}_{\mathcal{G}} \mathcal{F} \).

10.10. Proposition. Suppose that \( \gamma : \mathcal{F} \Rightarrow \mathcal{H} \) exhibits \( \mathcal{H} \) as \( \text{Lan}_{\mathcal{G}} \mathcal{F} \). Then \( \gamma \) also exhibits \( \mathcal{H} \) as a left biadjoint at \( \mathcal{G} \) to the functor \((-)\mathcal{G} : \mathcal{V}\text{-Bicat}(\mathcal{B}, \mathcal{C}) \to \mathcal{V}\text{-Bicat}(\mathcal{A}, \mathcal{C}) \).

Proof. Given any \( \mathcal{K} : \mathcal{B} \to \mathcal{C} \), we consider the diagram

\[
\mathcal{V}\text{-Bicat}(\mathcal{B}, \mathcal{C})(\mathcal{H}, \mathcal{K}) \xrightarrow{(-)\mathcal{G} \circ \gamma} \mathcal{V}\text{-Bicat}(\mathcal{A}, \mathcal{C})(\mathcal{F}, \mathcal{K}G).
\]

We must show that the top arrow is an equivalence; but the left one is so by Proposition 10.8, whilst the right one is so by Proposition 8.6. It therefore suffices to show that the triangle commutes to within isomorphism. Evaluating the two sides of this triangle at a \( \mathcal{V} \)-transformation \( \delta : \mathcal{H} \Rightarrow \mathcal{K} \), we obtain the respective module morphisms

\[
\mathcal{B}(G, 1) \xrightarrow{\mathcal{H} \circ \delta} \mathcal{C}(\mathcal{K}G, \mathcal{K}) \xrightarrow{\mathcal{C}(\delta, 1) \circ \mathcal{H}} \mathcal{C}(\mathcal{HG}, \mathcal{K}) \xrightarrow{\mathcal{C}(\gamma, 1)} \mathcal{C}(\mathcal{F}, \mathcal{K})
\]

and

\[
\mathcal{B}(G, 1) \xrightarrow{\mathcal{H}} \mathcal{C}(\mathcal{HG}, \mathcal{H}) \xrightarrow{\mathcal{C}(\gamma, 1)} \mathcal{C}(\mathcal{F}, \mathcal{H}) \xrightarrow{\mathcal{C}(1, \delta)} \mathcal{C}(\mathcal{F}, \mathcal{K})
\]

and between these, we construct an invertible modification with components:

\[
\mathcal{K} \xrightarrow{\delta} \mathcal{H} \xrightarrow{\delta \circ \mathcal{K}} \mathcal{C}(\mathcal{H}, \mathcal{K}) \xrightarrow{\gamma \circ \mathcal{H}} \mathcal{C}(\mathcal{F}, \mathcal{K}G).
\]

10.11. Proposition. If \( \gamma : \mathcal{F} \Rightarrow \mathcal{H} \) exhibits \( \mathcal{H} \) as \( \text{Lan}_{\mathcal{G}} \mathcal{F} \), and \( \mathcal{G} \) is fully faithful, then \( \gamma \) is an equivalence in \( \mathcal{V}\text{-Bicat}(\mathcal{A}, \mathcal{C}) \).

Proof. By Proposition 4.6, it suffices to show that each component \( \gamma_a : \mathcal{F}a \to \mathcal{H}Ga \) is an equivalence in \( \mathcal{C}_0 \). As in Example 10.2, the functors \( \mathcal{F} \) and \( \mathcal{G} \) induce module morphisms \( \zeta_G : \mathcal{A}(-, a) \to \mathcal{B}(\mathcal{G}a) \) and \( \zeta_F : \mathcal{A}(-, a) \to \mathcal{C}(\mathcal{F}, \mathcal{Fa}) \). Because \( \mathcal{G} \) is fully faithful, the former of these has equivalences as its 1-cell components, and so by
Example 5.5 admits a pseudoinverse \( \zeta_G : B(G, Ga) \to A(-, a) \). Now consider the composite

\[
\varphi := B(G, Ga) \xrightarrow{\zeta_G} A(-, a) \xrightarrow{\zeta_F} C(F, Fa).
\]

Since \( \zeta_F \) is colimiting, and \( \zeta_G \) is an equivalence, it follows easily that their composite is also colimiting, and so exhibits \( Fa \) as \( B(G, Ga) \star F \). On the other hand, by the definition of Kan extension, the module morphism

\[
\varphi_a := B(G, Ga) \xrightarrow{\zeta_G} B(HG, HGa) \xrightarrow{\zeta_F} C(F, HGa) \xrightarrow{\zeta_F} C(F, Fa)
\]

exhibits \( HGa \) as \( B(G, Ga) \star F \). Thus by Proposition 10.4, there exists an equivalence \( \delta_a : Fa \to HGa \) in \( C_0 \) and an invertible module transformation

\[
B(G, Ga) \xrightarrow{\zeta_G} A(-, a) \xrightarrow{\zeta_F} C(F, Fa) \xrightarrow{\delta_a} C(F, HGa) \xrightarrow{\zeta_F} C(F, Fa).
\]

To conclude that \( \gamma_a \) is an equivalence, it now suffices to show that it is isomorphic to \( \delta_a \) in \( C_0 \). By Proposition 10.4, it is enough to show that, on replacing \( \delta_a \) with \( \gamma_a \) in the preceding display, there is still an invertible module transformation mediating the centre. We obtain such by taking its components to be the 2-cells

\[
\begin{array}{ccc}
H & \xrightarrow{\gamma} & F \\
\downarrow \gamma_1 & & \downarrow \gamma_1 \\
m & \xrightarrow{1} & m
\end{array}
\]

\[11.\text{Colimits in categories of right modules}\]

In this section we shall prove that—over a suitably well-behaved base \( \mathcal{V} \)—every category of moderate right modules \( \mathcal{MB} \) is cocomplete; and moreover, that for any \( \mathcal{V} \)-functor \( F : \mathcal{B} \to \mathcal{C} \), the weighted colimit functor \((-) \star F : \mathcal{MB} \to \mathcal{C} \) is cocontinuous insofar as it is defined.

11.1. Cocompleteness of moderate right module categories. We begin with a construction which we will use extensively in this section. Given a \( \mathcal{V} \)-functor \( F : \mathcal{A} \to \mathcal{MB} \), we have the \( \mathcal{A}\mathcal{B} \)-bimodule \( \mathcal{MB}(Y, F) \), where \( Y : \mathcal{B} \to \mathcal{MB} \) is, as before, the Yoneda embedding. Evaluating at any \( a \in \mathcal{A} \) yields the right \( \mathcal{B} \)-module \( \mathcal{MB}(Y, Fa) \), which by Proposition 9.7 is equivalent to \( Fa \). We may transport the bimodule structure of \( \mathcal{MB}(Y, F) \) along these equivalences to yield an \( \mathcal{A}\mathcal{B} \)-bimodule \( F \) with \( F(-, a) = Fa \) and with left \( \mathcal{A} \)-actions induced by the action of \( F \) on homs.

Now for any right \( \mathcal{B} \)-module \( W \), the hom-object \( \langle V, W \rangle \) exists by assumption for any \( V \in \mathcal{MB} \); so by the construction of Section 9.4, we may form the right \( \mathcal{A} \)-module \( \mathcal{MB}(F, W) \). There is now a module bimorphism \( \varepsilon : \mathcal{MB}(F, W), F \to W \) with
\[ \mathcal{A}\text{-components } \varepsilon_{a_{\ast}} = \xi_{Fa,W}: (Fa,W) \otimes Fa \to W, \text{ and with bimodule compatibility } 2\text{-cells given by} \]
\[ \begin{diagram}
  1(Fa) \arrow[r]^a & 1(Fa) \\
  m \arrow[u] \arrow[r] \arrow[ur]^\xi & m \arrow[u] \arrow[ur]^\xi \end{diagram} \]

Note that by the universality of each component \( \varepsilon_{a_{\ast}} \) and Proposition 7.6, the bimorphism \( \varepsilon \) expresses \( \mathcal{M}B(F,W) \) as \( \langle \tilde{F},W \rangle \).

11.2. Proposition. If \( \mathcal{V} \) is complete, cocomplete and left and right closed, then every \( \mathcal{V}\text{-category } \mathcal{M}B \text{ is cocomplete.} \)

Proof. Let \( \mathcal{A} \) be a small \( \mathcal{V} \)-bicategory, \( \mathcal{V} \) be a right \( \mathcal{A} \)-module and \( F: \mathcal{A} \to \mathcal{M}B \). We must show that the colimit \( V \star F \) exists in \( \mathcal{M}B \). Let \( \tilde{F} \) be the \( \mathcal{A}\mathcal{B} \)-bimodule constructed from \( F \) as above. Since \( \mathcal{A} \) is small, and \( \mathcal{V} \) biclosed and cocomplete, the tensor product \( V \otimes_\mathcal{A} \tilde{F} \) exists; for brevity, we shall denote it by \( C \), and write \( \varphi: V, \tilde{F} \to C \) for its universal bimorphism. We first show that \( C \) is a moderate \( \mathcal{B} \)-module; which is to say that, for every right \( \mathcal{B} \)-module \( W \), the functor \( \mathcal{M}od_\mathcal{B}(\cdot \otimes C,W) : \mathcal{B} \to \mathcal{C}at \) is birepresentable.

Given a right \( \mathcal{B} \)-module \( W \), let \( \epsilon_W : \mathcal{M}B(F,W), \tilde{F} \to W \) be as defined in the preceding section. Observe also that by Proposition 6.12, for any \( A \in \mathcal{V} \), the bimorphism \( A \otimes \varphi: A \otimes V, \tilde{F} \to A \otimes C \) is universal because \( \varphi \) is. Thus, for each \( A \in \mathcal{V} \), we have equivalences of categories

\[
\text{(11.1)} \quad \mathcal{M}od_\mathcal{B}(A \otimes C,W) \xrightarrow{(-) \otimes (A \otimes \varphi)} \mathcal{B}imor(A \otimes V, \tilde{F};W)
\]
\[
\text{(11.2)} \quad \mathcal{M}od_\mathcal{A}(A \otimes V, \mathcal{M}B(F,W)) \xrightarrow{\epsilon_W \otimes (-,1)} \mathcal{B}imor(A \otimes V, \tilde{F};W)
\]

pseudonatural in \( A \in \mathcal{V} \). Composing the first with the pseudoinverse of the second, we conclude that \( \mathcal{M}od_\mathcal{A}(\cdot \otimes V, \mathcal{M}B(F,W)) \simeq \mathcal{M}od_\mathcal{B}(\cdot \otimes C,W) \). Since \( \mathcal{A} \) is small, every right \( \mathcal{A} \)-module is moderate by Proposition 9.2, and so the former functor is birepresented by \( \langle V, \mathcal{M}B(F,W) \rangle \); whence also the latter. This proves that \( C \) is a moderate \( \mathcal{B} \)-module.

We now show that \( C = V \otimes_\mathcal{A} \tilde{F} \) is in fact the colimit \( V \star F \). Since \( \varepsilon_C \) exhibits \( \mathcal{M}B(F,C) \) as \( \langle \tilde{F},C \rangle \), applying this universal property to the bimorphism \( \varphi: V, \tilde{F} \to C \) yields a module morphism \( \psi: V \to \mathcal{M}B(F,C) \) together with an invertible transformation \( \Gamma: \varepsilon_C \circ (\psi,1) \Rightarrow \varphi \). We claim that \( \psi \) exhibits \( C \) as \( V \star F \). Thus, for each \( W \in \mathcal{M}B \), we must show that the module morphism

\[
\text{(11.3)} \quad \mathcal{M}B(C,W) \otimes V \xrightarrow{1 \otimes \psi} \mathcal{M}B(C,W) \otimes \mathcal{M}B(F,C) \xrightarrow{m} \mathcal{M}B(F,W)
\]

exhibits \( \mathcal{M}B(C,W) \) as \( \langle V, \mathcal{M}B(F,W) \rangle \). For this, it suffices to show that its image under (11.2) is isomorphic to the image under (11.1) of the universal module morphism \( \xi_{CW} : \mathcal{M}B(C,W) \otimes C \to W \). Thus we must show that the bimorphisms

\[
\mathcal{M}B(C,W) \otimes V, \tilde{F} \overset{\mathcal{M}B(C,W) \otimes \varphi}{\longrightarrow} \mathcal{M}B(C,W) \otimes \mathcal{M}B(F,C), \tilde{F} \overset{m_1}{\longrightarrow} \mathcal{M}B(F,W), \tilde{F} \overset{\xi}{\longrightarrow} W
\]
are isomorphic. The 2-cells witnessing this to be so are given by the composites

\[
\begin{array}{c}
\xi \\
\downarrow m \\
\downarrow (1) \\
\downarrow \xi \\
\end{array}
\]

\[
\begin{array}{c}
(1\psi) \\
\downarrow m \\
\downarrow (1) \\
\downarrow (1\varphi) \\
\end{array}
\]

\[
\begin{array}{c}
\xi \\
\downarrow m \\
\downarrow (1) \\
\downarrow \xi \\
\end{array}
\]

11.3. Cocontinuity of colimits in the weight. We now give results proving the cocontinuity of the colimit operation, insofar as it is defined, in the weight. To this end, let \( \mathcal{A}, \mathcal{B} \) and \( \mathcal{C} \) be \( \mathcal{V} \)-bicategories with \( \mathcal{A} \) and \( \mathcal{B} \) small, let \( \mathcal{V} \) be a right \( \mathcal{A} \)-module, let \( F: \mathcal{A} \to \mathcal{MB} \), and let \( G: \mathcal{B} \to \mathcal{C} \). Suppose that the colimit \( Fa \star G \) exists in \( \mathcal{C} \) for every \( a \in \mathcal{A} \); then by Proposition 10.7, the assignation \( a \mapsto Fa \star G \) is the object assignation of a functor \( \tilde{F} \star G: \mathcal{A} \to \mathcal{C} \).

11.4. Proposition. In the circumstances just described, if the colimit \( \mathcal{V} \star (\tilde{F} \star G) \) exists in \( \mathcal{C} \), then so too does the colimit \( (\mathcal{V} \star F) \star G \), and they are equivalent.

**Proof.** For the sake of brevity, we shall in this proof write a weighted colimit \( W \star D \) simply as \( W.D \); since we do not require functor composition, no confusion should arise. Let \( \gamma: \tilde{F} \to C(G, F.G) \) and \( \delta: \mathcal{V} \to C(\tilde{F}.G, V.(\tilde{F}.G)) \) be colimiting cylinders for \( \tilde{F}.G \) and \( V.(\tilde{F}.G) \) respectively. As in the preceding proof, we construct the colimit \( \mathcal{V}.F \) in \( \mathcal{MB} \) as the tensor product \( \mathcal{V} \otimes \mathcal{A} \tilde{F} \). Let \( \varphi: V, \tilde{F} \to V.F \) be the universal bimorphism of this tensor product, and \( \psi: \mathcal{V} \to \mathcal{MB}(F, V.F) \) the corresponding colimiting cylinder; as before, it comes equipped with an invertible transformation \( \Gamma: \varepsilon \circ (\psi, 1) \Rightarrow \varphi \).

Forming the bimorphism

\[
\mathcal{V}, \tilde{F} \xrightarrow{\delta} \mathcal{C}(\tilde{F}.G, V.(\tilde{F}.G)), \mathcal{C}(G, \tilde{F}.G) \xrightarrow{m} \mathcal{C}(G, V.(\tilde{F}.G))
\]

and applying the universality of \( \varphi \) yields a module morphism \( \eta: V.F \to \mathcal{C}(G, V.(\tilde{F}.G)) \) and an invertible module transformation \( \Delta: m \circ (\delta, \gamma) \Rightarrow \eta \circ \varphi \). We claim that \( \eta \) exhibits \( \mathcal{V}.(\tilde{F}.G) \) as \( (V.F).G \). Thus for each \( X \in \mathcal{C} \), we must show that the module morphism

\[
\mathcal{C}(V.(\tilde{F}.G), X) \otimes (V.F) \xrightarrow{1 \otimes \eta} \mathcal{C}(V.(\tilde{F}.G), X) \otimes \mathcal{C}(G, V.(\tilde{F}.G)) \xrightarrow{m} \mathcal{C}(G, X)
\]

exhibits \( \mathcal{C}(V.(\tilde{F}.G), X) \) as \( (V.F, \mathcal{C}(G, X)) \). To do so, note first that, under the equivalences (11.1) and (11.2), the morphism (11.4) corresponds to a morphism \( \mathcal{C}(V.(\tilde{F}.G), X) \otimes V \to \mathcal{MB}(F, \mathcal{C}(G, X)) \). But since the two morphisms

\[
\mathcal{C}(\tilde{F}.G, X), \tilde{F} \xrightarrow{\gamma} \mathcal{C}(\tilde{F}.G, X), \mathcal{C}(G, \tilde{F}.G) \xrightarrow{m} \mathcal{C}(G, X)
\]

and

\[
\mathcal{MB}(F, \mathcal{C}(G, X)), \tilde{F} \xrightarrow{\gamma} \mathcal{C}(G, X)
\]

both exhibit their first argument as the hom \( \langle \tilde{F}, \mathcal{C}(G, X) \rangle \), we conclude that there is an equivalence of modules \( \zeta: \mathcal{C}(\tilde{F}.G, X) \to \mathcal{MB}(F, \mathcal{C}(G, X)) \) and an invertible module transformation \( \Upsilon: \varepsilon \circ (\zeta, 1) \Rightarrow m \circ (1, \gamma) \). Thus, on applying (11.1) and (11.2) and composing with \( \zeta \), (11.4) corresponds to a morphism \( \mathcal{C}(V.(\tilde{F}.G), X) \otimes V \to \mathcal{C}(\tilde{F}.G, X) \), and it suffices to show that this morphism is universal. By the universal property of \( V.(\tilde{F}.G) \), we have the universal morphism

\[
\mathcal{C}(V.(\tilde{F}.G), X) \otimes V \xrightarrow{1 \otimes \delta} \mathcal{C}(V.(\tilde{F}.G), X) \otimes \mathcal{C}(\tilde{F}.G, V.(\tilde{F}.G)) \xrightarrow{m} \mathcal{C}(\tilde{F}.G, X)
\]
composing with \( \zeta \) yields a universal morphism \( C(V.(\tilde{F}.G),X) \to \mathcal{MB}(F,C(G,X)) \), and we will be done if we can show that the image of this under (11.2) is isomorphic to the image under (11.1) of (11.4). The invertible module modification witnessing this to be the case has components

\[
\begin{array}{c}
\xi \\
\gamma \\
m \gamma \\
m \\
\end{array}
\]

We now give a general result expressing the cocontinuity of taking colimits in the weight. Let \( G: B \to C \) be a \( \mathcal{V} \)-functor, let \( D \) be the full sub-\( \mathcal{V} \)-category of \( \mathcal{MB} \) on those weights \( W \) for which \( W \star G \) exists in \( C \), and let \( J: D \hookrightarrow \mathcal{MB} \) be the inclusion \( \mathcal{V} \)-functor. Since for every \( W \in D \), the weighted colimit \( \tilde{J}(-,W) \star G = W \star G \) exists in \( C \), so too does the \( \tilde{J} \)-weighted colimit of \( G \); we write the underlying functor of this colimit as \( (-) \star G: D \to C \), since on objects it sends \( W \) to \( W \star G \).

11.5. **Proposition.** In the situation just described, the functor \( (-) \star G: D \to C \) preserves every colimit in \( D \) that is preserved by the inclusion \( D \hookrightarrow \mathcal{MB} \).

**Proof.** As in the preceding proof, we write weighted colimits as \( W.D \) rather than \( W \star D \). To say that the \( \mathcal{V} \)-weighted colimit of a diagram \( F: A \to D \) (with \( A \) small) exists in \( D \) and is preserved by the inclusion \( D \hookrightarrow \mathcal{MB} \) is to say that the colimit \( V.F \), computed in \( \mathcal{MB} \), again lies in \( D \). We show that any such colimit is preserved by \( (-) \star G \). For such \( V \) and \( F \), we have as in the preceding proof \( \psi: V,\tilde{F} \to V.F \) exhibiting \( V.F \) as \( V \star \tilde{F} \), inducing \( \psi: V \to D(F,V.F) \) the colimiting cylinder, seen now as landing in \( D \subset \mathcal{MB} \). We must show that the composite

\[
V \xrightarrow{\psi} D(F,V.F) \xrightarrow{(-) \star G} C(F(-),G,(V.F).G)
\]

is again colimiting. Observe first that the functor \( F(-) \star G \) has the same action on objects as \( \tilde{F}.G \), and has its action on morphisms determined by the same universal property; we may therefore without loss of generality, assume that \( F(-) \star G = \tilde{F}.G \). We will also assume without loss of generality that \( (V.F).G \) has been constructed as \( V.(\tilde{F}.G) \), with the colimiting cylinder \( \eta: V.F \to C(G,V.(\tilde{F}.G)) \) as in the previous proof. Under these assumptions, (11.5) becomes a morphism \( V \to C(\tilde{F}.G,V.(\tilde{F}.G)) \); and to show this is colimiting, it suffices to show that it is isomorphic to the colimiting cylinder \( \delta \) of the previous proof. Let \( \gamma: \tilde{F} \to C(G,\tilde{F}.G) \) be, as before, a colimiting cylinder for \( \tilde{F}.G \). By definition of colimit, the module bimorphism

\[
C(\tilde{F}.G,V.(\tilde{F}.G)), \tilde{F} \xrightarrow{1 \gamma} C(\tilde{F}.G,V.(\tilde{F}.G)), C(G,\tilde{F}.G) \xrightarrow{m} C(G,V.(\tilde{F}.G))
\]

exhibits its first argument as \( (\tilde{F},C(G,V.(\tilde{F}.G))) \). Thus to show that (11.5) and \( \delta \) are isomorphic, it suffices to construct an isomorphism between their composites with the above-displayed module bimorphism. We obtain such by taking its 2-cell components.
to be

\[
\begin{array}{c}
\delta_1 \\
φ \\
\gamma \\
\epsilon \\
\eta \\
\phi \\
\Delta \\
\Gamma \\
\Theta
\end{array}
\]

\[
\begin{array}{c}
\phi_1 \\
(-\ast \mathcal{G})_1 \\
\delta_1 \\
\gamma \\
\epsilon \\
\eta \\
\phi \\
\Delta \\
\Gamma \\
\Theta
\end{array}
\]

where \( \Gamma \) and \( \Delta \) are as in the preceding proof, and \( \Theta \) is the invertible 2-cell of (10.3). \( \square \)

12. Free cocompletions

We are now ready to define the free cocompletion of a \( \mathcal{V} \)-bicategory under a class of colimits. Through this section, we assume that our base bicategory \( \mathcal{V} \) is left and right closed, complete and cocomplete.

By a class of weights \( \Phi \), we mean a collection of pairs \( (A, W) \) with \( A \) a small \( \mathcal{V} \)-bicategory and \( W \) a right \( \mathcal{B} \)-module. A \( \mathcal{V} \)-bicategory \( B \) is said to be \( \Phi \)-cocomplete if, for every \( (A, W) \in \Phi \) and every \( \mathcal{V} \)-functor \( F: A \to B \), the weighted colimit \( W \ast F \) exists in \( B \); a \( \mathcal{V} \)-functor \( G: B \to C \) between \( \Phi \)-cocomplete categories is said to be \( \Phi \)-cocontinuous if it preserves every such colimit. Given \( \Phi \)-cocomplete \( \mathcal{V} \)-bicategories \( B \) and \( C \), we write \( \Phi \text{-Cocts}(B, C) \) for the bicategory of \( \Phi \)-continuous \( \mathcal{V} \)-functors together with all transformations and modifications between them.

Given a class of weights \( \Phi \) and a \( \mathcal{V} \)-bicategory \( C \), let us write \( \Phi(C) \) for the closure of the representables in \( \mathcal{M}B \) under \( \Phi \)-weighted colimits; that is, the smallest full, equivalence-replete, sub-\( \mathcal{V} \)-bicategory of \( \mathcal{M}B \) which contains the representables and which, for any \( (A, W) \in \Phi \), contains \( W \ast F \) whenever it contains each \( Fb \). By Proposition 11.2 and our standing hypotheses, \( \mathcal{M}B \) is cocomplete, and it follows immediately that \( \Phi(B) \) is \( \Phi \)-cocomplete, and that the inclusion \( J: \Phi(B) \to \mathcal{M}B \) is \( \Phi \)-cocontinuous. Moreover, the Yoneda embedding \( Y: B \to \mathcal{M}B \) factors through \( \Phi(B) \), yielding a fully faithful functor \( Z: B \to \Phi(B) \).

12.1. Theorem. \( Z: B \to \Phi(B) \) exhibits \( \Phi(B) \) as the free completion of \( B \) under \( \Phi \)-colimits; which is to say that for every \( \Phi \)-cocomplete \( C \), the functor

\[
\Phi \text{-Cocts}(\Phi(B), C) \to \mathcal{V} \text{-Bicat}(B, C)
\]

induced by composition with \( Z \) is a biequivalence, with a suitable weak inverse being given by left Kan extension along \( Z \).

Proof. Let \( C \) be a \( \Phi \)-cocomplete \( \mathcal{V} \)-bicategory. First we show that, for any \( F: B \to C \), the left Kan extension \( \text{Lan}_Z F: \Phi(B) \to C \) exists; for this we must show that the colimit \( \Phi(B)(Z, W) \ast F \) exists in \( C \) for any \( W \in \Phi(B) \). Since \( \Phi(B)(Z, W) = \mathcal{M}B(Y, W) \simeq W \) by Proposition 9.7, it suffices to show that \( W \ast F \) exists in \( C \) for every \( W \in \Phi(B) \). So consider the class of all \( W \in \Phi(B) \) for which \( W \ast F \) exists in \( C \); this class is clearly equivalence-closed, contains the representables by Example 10.2, and is closed under \( \Phi \)-weighted colimits by Proposition 11.4; and so is all of \( \Phi(B) \) as required. Thus \( \text{Lan}_Z F \) exists for all \( F: B \to C \), and it follows from Proposition 11.5 that it is \( \Phi \)-cocontinuous. Given this, it follows by Proposition 10.10, that the functor (12.1) has a left biadjoint given by left Kan extension along \( Z \). Since \( Z \) is fully faithful, the unit of this biadjunction is, by Proposition 10.11, a pseudonatural equivalence. It remains to show that the counit is likewise a pseudonatural equivalence.
So let \( H : \Phi(B) \to C \) be a \( \Phi \)-cocontinuous \( \mathcal{V} \)-functor, and write \( H' = \text{Lan}_Z(HZ) \). We must show that the counit component \( \varepsilon_H : H' \Rightarrow H : \Phi(B) \to C \) is an equivalence. This is equally to show that each \((\varepsilon_H)_W : H'W \to HW\) is an equivalence in \( C_0 \). To this end, let \( \mathcal{U} \) be the collection of \( W \in \Phi(B) \) such that \((\varepsilon_H)_W\) is an equivalence. Now, because the unit of \( \text{Lan}_Z \dashv Z^* \) is an equivalence, it follows from the triangle identities that the composite \((\varepsilon_H) \circ Z\) is also an equivalence. Thus \( \mathcal{U} \) contains the representables, and it is clearly equivalence-closed; it will thus suffice to show that \( \mathcal{U} \) is also closed under \( \Phi \)-colimits. To this end, let \( F : A \to \Phi(B) \) take values in \( \mathcal{U} \), and let \((A, V) \in \Phi\); we must show that \( V \star F \) also lies in \( \mathcal{U} \). Consider the diagram

\[
\begin{array}{c}
V \xrightarrow{\eta} \Phi(B)(F, V \star F) \\
\downarrow \\
V \xrightarrow{\eta} \Phi(B)(F, V \star F) \\
\downarrow \\
C(HV, H(V \star F)) \\
\downarrow
\end{array}
\]

\[
\begin{array}{c}
\Phi(B)(F, V \star F) \xrightarrow{H'} C(H'F, H'(V \star F)) \\
\downarrow \\
H \downarrow \\
\Phi(B)(F, V \star F) \xrightarrow{H'} C(H'F, H(V \star F)) \\
\downarrow
\end{array}
\]

where \( \eta \) is a colimiting cylinder for \( V \star F \). This rectangle commutes up to isomorphism by the \( \mathcal{V} \)-naturality of \( \varepsilon_H \). Since \( H \) preserves \( \Phi \)-colimits, the top row is a colimiting cylinder. Since \( H' \) preserves \( \Phi \)-colimits, and \( \varepsilon_HF : H'F \Rightarrow HF \) is by assumption an equivalence, the bottom row is also colimiting. It follows from Proposition 10.4 that \((\varepsilon_H)_{V \star F}\) is an equivalence, and so that \( V \star F \in \mathcal{U} \) as required.

13. Change of base

In this section, we consider change of base for enriched bicategories. From a lax monoidal functor \( \mathcal{V} \to \mathcal{W} \) between monoidal bicategories, we induce a trifunctor \( \mathcal{V} \text{-} \text{Bicat} \to \mathcal{W} \text{-} \text{Bicat} \); whilst from monoidal transformations and modifications between the former, we induce tritransformations and trimodifications between the latter. We shall be particularly interested in the situation where we have a monoidal biadjunction of monoidal bicategories, and in particular, the effect that this has on weighted colimits over the two bases for enrichment.

13.1. The tricategory of monoidal bicategories. Given \( \mathcal{V} \) and \( \mathcal{W} \) monoidal bicategories, a lax monoidal functor \((L, i, \iota, \omega, \delta, \gamma) : \mathcal{V} \to \mathcal{W}\) is a lax functor in the sense of [GPS95] between the corresponding one-object tricategories, all of whose 3-cell coherence data is invertible; thus the underlying lax functor of bicategories is strong, the lax-natural functoriality constraints \( i \) and \( \iota \) (called \( \iota \) and \( \chi \) in the terminology of [GPS95]) are pseudonatural, and the modifications \( \omega, \delta, \) and \( \gamma \) are invertible. In the terminology of [GG09, Definition 1], this is a “lax homomorphism” between one-object tricategories. If \( i \) and \( \iota \) are additionally equivalences, so that \( L \) becomes a strong functor of tricategories, we will call it a strong monoidal functor.

A monoidal transformation \( L \Rightarrow K \) between lax monoidal functors is a “pseudo-icon” in the sense of [GG09, Definition 5]; it comprises a transformation \( \alpha : L \Rightarrow K \) between the underlying functors together with suitably coherent invertible modifications \( M \) and \( \Pi \) asserting the compatibility of \( \alpha \) with \( i \) and \( \iota \) for \( L \) and \( K \). A monoidal modification \( \alpha \Rightarrow \beta \) is, in the terminology of [GG09, Definition 6], a “pseudo-icon modification”; it comprises a modification \( \Gamma \) between underlying transformations satisfying compatibility axioms with \( M \) and \( \Pi \) for \( \alpha \) and \( \beta \). Monoidal bicategories, lax
monoidal functors, monoidal transformations and monoidal modifications comprise a tricategory \textbf{MonBicat}; it is constructed, for example, in [GG09, Corollary 27].

13.2. Change of base along a lax monoidal functor. Given \( L : \mathcal{V} \to \mathcal{W} \) a lax monoidal functor, we now describe the induced change of base trifunctor \( L : \mathcal{V}\text{-Bicat} \to \mathcal{W}\text{-Bicat} \). First, given a \( \mathcal{V}\)-bicategory \( \mathcal{B} \), the \( \mathcal{W}\)-bicategory \( L\mathcal{B} \) has the same objects as \( \mathcal{B} \), hom-objects \( L\mathcal{B}(x,y) = L(\mathcal{B}(x,y)) \), and remaining data obtained as follows:

- The unit map \( j_x : I \to L\mathcal{B}(x,x) \) is the composite

\[
I \xrightarrow{\iota} LI \xrightarrow{L(j_x)} L(\mathcal{B}(x,x)) ;
\]

- The composition map \( m_{xyz} : L\mathcal{B}(y,z) \otimes L\mathcal{B}(x,y) \to L\mathcal{B}(x,z) \) is the composite

\[
L(\mathcal{B}(y,z)) \otimes L(\mathcal{B}(x,y)) \xrightarrow{\Delta} L(\mathcal{B}(y,z) \otimes \mathcal{B}(x,y)) \xrightarrow{L(m_{xyz})} L(\mathcal{B}(x,z)) ;
\]

- The associativity constraint \( \alpha_{wxyz} \) is the composite

\[
\xymatrix{ & & I \ar[rrr]^-{\bar{\alpha}} & & & L(\mathcal{B}(x,x)) \ar[rrr]^-{L(1_{(x,x)})} & & & L(\mathcal{B}(x,x)) } ;
\]

where here, and throughout what follows, we silently suppress applications of the binary and nullary functoriality constraints for \( L \);

- The left and right unit constraints \( \sigma_{xy} \) and \( \tau_{xy} \) are the respective composites

\[
\xymatrix{ L(j_1) \ar[rrr]^-{L(1_{(x,x)})} & & & L(\mathcal{B}(x,x)) } \quad \text{and} \quad \xymatrix{ L(j_1) \ar[rrr]^-{L(1_{(x,x)})} & & & L(\mathcal{B}(x,x)) } ;
\]

Given a \( \mathcal{V}\)-functor \( F : \mathcal{B} \to \mathcal{C} \), the \( \mathcal{W}\)-functor \( LF : L\mathcal{B} \to L\mathcal{C} \) has the same action on objects as \( F \), action on homs \((LF)_{xy} = L(F_{xy}) : L\mathcal{B}(x,y) \to L\mathcal{C}(Fx,Fy) \), and coherence 2-cells \( \iota_x \) and \( \mu_{xyz} \) given by the respective composites

\[
\xymatrix{ L(j_1) \ar[rrr]^-{L(1_{(x,x)})} & & & L(\mathcal{B}(x,x)) } \quad \text{and} \quad \xymatrix{ L(j_1) \ar[rrr]^-{L(1_{(x,x)})} & & & L(\mathcal{B}(x,x)) } .
\]

Next, for a \( \mathcal{V}\)-transformation \( \gamma : F \Rightarrow G \), the \( \mathcal{W}\)-transformation \( L\gamma \) has 1-cell components

\[
(L\gamma)_x = I \xrightarrow{\iota} LI \xrightarrow{L(\gamma_x)} L(\mathcal{C}(Fx,Gx)) ,
\]

and 2-cell components given by

\[
\xymatrix{ L(\gamma) \ar[rrr]^-{L(1_{(x,x)})} & & & L(\mathcal{B}(x,x)) } ;
\]
Finally, for a \( \mathcal{V} \)-modification \( \Gamma: \gamma \Rightarrow \delta \), the \( \mathcal{W} \)-modification \( L\Gamma: L\gamma \Rightarrow L\delta \) has components given by \((L\Gamma)_x = L(\Gamma_x) \circ i\).

Given \( \mathcal{V} \)-functors \( F: \mathcal{B} \to \mathcal{C} \) and \( G: \mathcal{C} \to \mathcal{D} \), the composites \((LG)(LF)\) and \(L(GF)\): \( L\mathcal{B} \to LD \) agree on objects, and differ on hom-objects only up to binary functoriality constraints for \( L \); these constraints assemble into an invertible \( \mathcal{W} \)-icon \((LG)(LF) \Rightarrow L(GF)\). Similarly, for every \( \mathcal{V} \)-bicategory \( \mathcal{B} \), we have an invertible \( \mathcal{W} \)-icon \( 1_{LB} \Rightarrow L(1_B): LB \to LB \). Using Proposition 3.9 and arguing as in Section 4.3, we may derive from these \( \mathcal{W} \)-icons the coherence data making change of base into a trifunctor \( L: \mathcal{V}\text{-Bicat} \to \mathcal{W}\text{-Bicat} \). We may make this more precise, as in Remark 4.4, by constructing change of base first as a morphism of locally cubical bicategories \( \mathcal{V}\text{-Bicat} \to \mathcal{W}\text{-Bicat} \), and recovering its instantiation as a trifunctor from the “locally horizontal” structure.

13.3. Example. For a monoidal bicategory \( \mathcal{V} \), the functor \( V = \mathcal{V}(I, -): \mathcal{V} \to \text{Cat} \) becomes lax monoidal in a canonical way; the binary and nullary monoidality constraints have 1-cell components given by

\[
\mathcal{V}(I, A) \times \mathcal{V}(I, B) \xrightarrow{\otimes} \mathcal{V}(I \otimes I, A \otimes B) \xrightarrow{\mathcal{V}(I, 1)} \mathcal{V}(I, A \otimes B) \quad \text{and} \quad 1 \xrightarrow{id} \mathcal{V}(I, I)
\]

respectively. The change of base trifunctor \( \mathcal{V}\text{-Bicat} \to \text{Cat-Bicat} = \text{Bicat} \) is in this case the underlying ordinary bicategory trifunctor \((-)_0 \) of Section 4.5.

13.4. Change of base along higher monoidal cells. Given a monoidal transformation \( \alpha: L \Rightarrow L': \mathcal{V} \to \mathcal{W} \), we induce a tritransformation \( \alpha: L \Rightarrow L': \mathcal{V}\text{-Bicat} \to \mathcal{W}\text{-Bicat} \) as follows. Its 1-cell component at a \( \mathcal{V} \)-bicategory \( \mathcal{B} \) is the identity-on-objects \( \mathcal{W} \)-functor \( \alpha_\mathcal{B}: LB \to L'B \) with action on homs \((\alpha_\mathcal{B})_{xy} = \alpha_{\mathcal{B}(x,y)}: L(\mathcal{B}(x,y)) \to L'(\mathcal{B}(x,y)) \), and with functoriality constraint cells built from pseudonaturality of \( \alpha \) together with \( M \) and \( \Pi \). Now for any \( \mathcal{V} \)-functor \( F: \mathcal{B} \to \mathcal{C} \), there is an invertible \( \mathcal{W} \)-icon \( \alpha_\mathcal{C} \circ LF \Rightarrow L'F \circ \alpha_\mathcal{B} \) whose components are built from pseudonaturality 2-cells for \( \alpha \); and, arguing as before, we may construct the remaining data of the tritransformation \( \alpha \) from these invertible icons, either directly using Proposition 3.9, or by deriving the structure from a transformation of locally cubical bicategories.

Similarly, given a monoidal modification \( \Gamma: \alpha \Rightarrow \beta \), we have for each \( \mathcal{V} \)-bicategory \( \mathcal{B} \) a \( \mathcal{W} \)-icon \( \Gamma_\mathcal{B} \) whose 2-cell components are given by \((\Gamma_\mathcal{B})_{xy} = \Gamma_{\mathcal{B}(x,y)} \). The \( \mathcal{W} \)-transformations corresponding to these \( \mathcal{W} \)-icons constitute the components of a tritransformation, whose remaining coherence data may be obtained, as before, either by direct construction, or more precisely via locally cubical bicategories.

13.5. Functoriality of change of base. The operations described in the preceding two sections are, in a suitable sense, functorial; the precise nature of this functoriality is a little delicate. The crudest statement is that they comprise a morphism of tetracategories (weak 4-categories) \((-)\text{-Bicat}: \text{MonBicat} \to \text{Tricat} \); but the sheer quantity of coherence involved in this statement leads us to consider a more refined approach. We begin from the assignation \( \mathcal{V} \mapsto \mathcal{V}\text{-Bicat} \), and view the change of base operations as landing in locally cubical bicategories; whereupon we obtain a trifunctor \((-)\text{-Bicat}: \text{MonBicat} \to \text{Dbicat-Bicat} \). We leave a detailed description of the coherence constraints of this trifunctor to the reader.
13.6. **Monoidal adjunctions.** We will be particularly concerned with change of base in the situation of an adjunction of the following sort.

13.7. **Lemma** (Doctrinal adjunction). Suppose \( L : \mathcal{V} \to \mathcal{W} \) is a strong monoidal functor which has a right adjoint \( R : \mathcal{W} \to \mathcal{V} \). Then \( R \) is canonically a lax monoidal functor.

**Proof.** Since \( L \) is strong, \( i \) and \( \imath \) have inverse adjoint equivalences \( i^* \) and \( \imath^* \). By the usual mates correspondence, the constraints \( \omega, \gamma, \) and \( \delta \) induce analogous constraints for \( i^* \) and \( \imath^* \), making \( L \) into an “oplax monoidal functor” in an obvious sense.

Now we can transfer this structure across the biadjunction \( L \dashv R \) using a categorified mates correspondence. That is, if \( \eta : 1_{\mathcal{V}} \to RL \) and \( \varepsilon : LR \to 1_{\mathcal{W}} \) are the pseudonatural unit and counit of the biadjunction, then \( \imath \) and \( i \) for \( R \) are the respective composites

\[
R x \otimes R y \xrightarrow{R_\eta \otimes R_\varepsilon} RL(R x \otimes R y) \xrightarrow{R_\eta R_\varepsilon} R(L R x \otimes L R y) \xrightarrow{R(\varepsilon \otimes \eta)} R(x \otimes y)
\]

and

\[
I \xrightarrow{m} RLI \xrightarrow{R_i} RI.
\]

The categorified mates correspondence is stated precisely in [Lau06, §3], as an equivalence of categories of 2-cells in a Gray-category, but we may apply it in any tricategory by the coherence theorem for tricategories. Thus we can obtain the constraint isomorphisms \( \omega, \gamma, \) and \( \delta \) for \( R \), and their axioms, by the functoriality of the mates correspondence on 3-cells.

We call this situation a **monoidal biadjunction**; by a categorification of the argument of [Kel74], the unit and counit of such a biadjunction are monoidal transformations, and the modifications witnessing the coherent satisfaction of the triangle identities are monoidal modifications. Thus the entire biadjunction \( L \dashv R \) lifts to the tricategory \( \text{MonBicat} \); applying the trifunctor \( (-) \text{-Bicat} \), we obtain a biadjunction \( \mathcal{V} \text{-Bicat} \simeq \mathcal{W} \text{-Bicat} \) which, since both domain and codomain are locally fibrant, induces in turn a triadjunction between underlying tricategories \( \mathcal{V} \text{-Bicat} \simeq \mathcal{W} \text{-Bicat} \). We shall write \( \eta_B : B \to RLB \) and \( \varepsilon_C : LRC \to C \) for the identity-on-objects \( \mathcal{V} \)- and \( \mathcal{W} \)-functors forming the unit and counit 1-cells of this triadjunction.

13.8. **Example.** If \( \mathcal{V} \) is cocomplete and left and right closed, then the lax monoidal functor \( V = \mathcal{V}(I, A) : \mathcal{V} \to \text{Cat} \) is the right adjoint of a monoidal biadjunction; the strong monoidal left adjoint \( L \) is defined by taking \( LC \) to be the copower of \( I \in \mathcal{V} \) by \( C \in \text{Cat} \). It is evident that \( L 1 \simeq I \), whilst the binary monoidality constraints \( LA \otimes LB \simeq L(A \times B) \) are obtained via the chain of equivalences

\[
LA \otimes LB = (I \cdot A) \otimes (I \cdot B) \simeq (I \otimes (I \cdot B)) \cdot A \simeq ((I \otimes I) \cdot A) \cdot B \simeq I \cdot (A \times B) = L(A \times B)
\]

using the fact that each functor \( X \otimes (-) \) and \( (-) \otimes Y \) preserves colimits, in particular copowers.

13.9. **Monoidal adjunctions and weighted colimits.** For the rest of this section, we investigate the effect of a monoidal biadjunction \( \mathcal{V} \simeq \mathcal{W} \) on weighted colimits in \( \mathcal{V} \)- and \( \mathcal{W} \)-bicategories. Observe first that, given a lax monoidal functor \( L : \mathcal{V} \to \mathcal{W} \), the constructions of Section 13.2 carry over *mutatis mutandis* to bimodules; so we induce from any \( \mathcal{V} \)-bimodule \( M : A \to B \) a \( \mathcal{W} \)-bimodule \( LM : LA \to LB \) with components

\[
LM(x) = \mathcal{W}(Lx, M)
\]
\((LM)(b,a) = L(M(b,a))\), and so on, and correspondingly for bimodule morphisms and transformations. In this way, we obtain a functor \(L: \mathcal{B} \rightarrow \mathcal{B}_{L} \). Let the same is evidently true for left and right modules, which we can include in this notation with the convention \(L\) = \(\bullet\).

The functors just described are also “lax” with respect to copowers of modules: given \(A \in \mathcal{V}\) and a right \(\mathcal{B}\)-module \(W\), we have a morphism of right \(\mathcal{B}\)-modules \(\eta: LA \otimes LW \rightarrow L(A \otimes W)\), with 1-cell components \(\eta_{A,W}: LA \otimes L(W) \rightarrow L(A \otimes W)\) and 2-cell components obtained from \(\gamma\) together with functoriality constraints for \(L\). There are now invertible \(\mathcal{B}\)-module modifications \(\gamma\) and \(\psi\) whose components are those of the corresponding coherence constraints for the lax monoidal functor \(L\); it follows that these satisfy axioms corresponding to those for a lax monoidal functor. (In fact, this is part of the structure of a lax functor of tricategories \(\mathcal{V}-\mathsf{Mod} \rightarrow \mathcal{V}-\mathsf{Mod}\).)

Suppose now that we have a monoidal biadjunction \(L \dashv R: \mathcal{W} \rightarrow \mathcal{V}\). For any \(\mathcal{V}\)-bicategory \(\mathcal{B}\) and any right \(\mathcal{B}\)-module \(W\), we can restrict the \(\mathcal{B}\)-module \(RW\) along \(\eta_{B}: B \rightarrow RL\) to obtain the right-\(\mathcal{B}\)-module \(RW := RW(\eta_{B})\).

**13.10. Lemma.** \(\hat{R}: \bullet^{\mathcal{B}} \rightarrow \bullet^{\mathcal{B}}\) is right adjoint to \(L: \bullet^{\mathcal{B}} \rightarrow \bullet^{\mathcal{B}}\).

**Proof.** Let \(V\) be a \(\mathcal{B}\)-module and \(W\) an \(\mathcal{B}\)-module. A morphism \(LV \rightarrow W\) consists of morphisms \(\varphi_{x}: LVx \rightarrow Wx\) for each \(x \in \mathcal{B}\), together with invertible 2-cells

\[
\begin{align*}
L(Vy) \otimes LB(x, y) & \xrightarrow{r} L(Vy \otimes B(x, y)) \xrightarrow{Lm} L(Vx) \\
\varphi_{x} \otimes 1 & \xrightarrow{\varphi_{xy}} 1 \otimes \varphi_{x} \\
Wy \otimes LB(x, y) & \xrightarrow{m} Wx
\end{align*}
\]

satisfying appropriate axioms. On the other hand, a morphism \(V \rightarrow \hat{R}W\) consists of morphisms \(\psi_{x}: Vx \rightarrow R(Wx)\) for each \(x \in \mathcal{B}\), together with invertible 2-cells

\[
\begin{align*}
Vy \otimes B(x, y) & \xrightarrow{m} Vx \\
\psi \otimes 1 & \xrightarrow{\psi_{xy}} 1 \otimes \psi \\
R(Wy) \otimes B(x, y) & \xrightarrow{Rm} R(Wy) \otimes RLB(x, y) \xrightarrow{r} R(Wy) \otimes LB(x, y) \xrightarrow{Rm} R(Wx)
\end{align*}
\]

satisfying appropriate axioms. Of course the biadjunction \(L \dashv R\) gives us equivalences of categories \(\mathcal{W}(LVx, Wx) \simeq \mathcal{V}(Vx, RWx)\), so it remains to show that these lift compatibly to the additional 2-cell data. Thus, given on the one hand \(\varphi\) and \(\bar{\varphi}\) as above, we take \(\psi_{x} = R\varphi_{x} \circ \eta_{Vx}\) and \(\bar{\psi}_{x,y}\) to be the composite

![Diagram](diagram)

wherein \(\Pi\) is part of the 2-cell data exhibiting \(\eta: 1 \Rightarrow RL\) as a monoidal transformation. On the other hand, given \(\psi\) and \(\bar{\psi}\) as above, we take \(\varphi_{x} = \epsilon_{Wx} \circ L\psi_{x}\) and \(\bar{\varphi}_{x,y}\)
to be the composite

\[
\begin{array}{c}
\begin{array}{c}
\xymatrix{ & (L\psi)1 \\
1(L\psi) \ar[ru] & L(\psi1) \\
\varepsilon \ar[ru] & Lm \\
\varepsilon1 \ar[ru] & L(\varepsilon1) \\
\Pi \ar[uu] \ar[ru] & LRm \\
\varepsilon \ar[uu] \ar[ru] & \varepsilon \\
& L\psi \ar[uu] \ar[ru] & \Pi^{-1} \\
& L\eta \ar[uu] \ar[ru] & L\eta \\
\end{array}
\end{array}
\end{array}
\]

where now \( \Pi \) is part of the 2-cell data exhibiting \( \varepsilon : LR \Rightarrow 1 \) as a monoidal transformation, and \( \Delta \) is a triangle identity 2-cell for the biadjunction \( L \dashv R \). \( \square \)

Since \( L \) is strong monoidal, each of the comparison morphisms \( x : LA \otimes LW \to L(A \otimes W) \) described above is an equivalence of modules; combining these equivalences with the adjunction just described, we obtain equivalences of categories

\[(13.1) \quad \text{Mod}_S(A \otimes V, \hat{R}W) \simeq \text{Mod}_L(B, \text{Mod}_L(A \otimes LV, W)) \simeq \text{Mod}_R(A \otimes V, \hat{R}W), \]

pseudonatural in \( A \). We write the left-to-right version of such an equivalence as \((-)^a\) and the right-to-left version as \((-)^b\).

13.11. Lemma. Suppose that the morphism \( \varphi : B \otimes LV \to W \) exhibits \( B \) as \( \langle LV, W \rangle \); then \((\varphi \circ (\varepsilon_B \otimes 1))^b : RB \otimes V \to \hat{R}W \) exhibits \( RB \) as \( \langle V, \hat{R}W \rangle \).

Proof. Using the adjunction \( L \dashv R \), the assumption, and \((13.1)\), we have equivalences

\[\mathcal{V}(A, RB) \simeq \mathcal{W}(LA, B) \simeq \text{Mod}_L(B, \text{Mod}_L(A \otimes LV, W)) \simeq \text{Mod}_R(A \otimes V, \hat{R}W)\]

which are pseudonatural in \( A \in \mathcal{V} \). Thus, by the Yoneda lemma, the image of \( 1_{RB} \in \mathcal{V}(RB, RB) \) under these equivalences is a universal morphism. It is easy to see that this image is isomorphic to \((\varphi \circ (\varepsilon_B \otimes 1))^b\), which is thus itself universal, as required. \( \square \)

Now suppose that \( \mathcal{V} \) and \( \mathcal{W} \) are right closed. The equivalences \( L(A \otimes B) \simeq L(A \otimes LB) \) coming from the strong monoidal structure of \( L \) can be regarded as a pseudonatural equivalence between the composite functors

\[\mathcal{V} \xrightarrow{\otimes R} \mathcal{V} \xrightarrow{L} \mathcal{W} \quad \text{and} \quad \mathcal{V} \xrightarrow{L} \mathcal{W} \xrightarrow{\otimes LB} \mathcal{W}.\]

Therefore, the composite right biadjoints

\[\mathcal{W} \xrightarrow{R} \mathcal{V} \xrightarrow{[B, \cdot]} \mathcal{V} \quad \text{and} \quad \mathcal{W} \xrightarrow{[LB, \cdot]} \mathcal{W} \xrightarrow{R} \mathcal{V}.\]

are also equivalent; i.e. we have pseudonatural equivalences

\[(13.2) \quad [B, RC] \simeq R[LB, C].\]

This yields a converse to Lemma 13.11.

13.12. Lemma. Suppose \( \mathcal{V} \) and \( \mathcal{W} \) are complete and right closed, and \( R \) reflects bilimits. Then if \( \psi : A \otimes V \to \hat{R}W \) exhibits \( A \) as \( \langle V, \hat{R}W \rangle \), and \( \varphi : B \otimes LV \to W \) is an \( LB \)-module morphism with \( RB = A \) and \((\varphi \circ (\varepsilon_B \otimes 1))^b \cong \psi \), then \( \varphi \) exhibits \( B \) as \( \langle LV, W \rangle \).
Proof. Since \( B \) and \( LB \) have the same objects, the category \( D \) from Section 6.6 is the same whether we define it for \( B \) or for \( LB \). Let \( F^{VW} : D^{\text{op}} \to V \) be the functor defined as in Section 7.3 for \( V \) and \( RW \); so we have:

\[
F^{VW}(x) = [Vx, RWx];
\]

\[
F^{VW}(x, y) = [Vy \otimes B(x, y), RWx];
\]

\[
F^{VW}(x, y, z) = [(Vz \otimes B(y, z)) \otimes B(x, y), RWx];
\]

and so on. Let \( G^{VW} : D^{\text{op}} \to W \) be the analogous functor defined for \( LV \) and \( W \); so we have:

\[
G^{VW}(x) = [LV(x), Wx]
\]

\[
G^{VW}(x, y) = [LV(y) \otimes LB(x, y), Wx]
\]

\[
G^{VW}(x, y, z) = [(LV(z) \otimes LB(y, z)) \otimes LB(x, y), Wx]
\]

and so on. Now using (13.2), we can construct an equivalence \( R \circ G^{VW} \simeq F^{VW} \). Thus the claim follows from Proposition 7.4 and the assumption that \( R \) reflects bilimits. \( \Box \)

Now let \( B \) be a \( V \)-bicategory, \( C \) a \( W \)-bicategory, \( W \) a right \( B \)-module, and \( F : LB \to C \) a \( W \)-functor. \( F \) has the adjunct \( \bar{F} := RF \circ \eta_B : B \to RC \) under the triadjunction \( \mathbf{V-Bicat} \rightleftarrows \mathbf{W-Bicat} \); now for any object \( v \in C \), the \( LB \)-module \( C(F, v) \) satisfies \( R(C(F, v)) = (RC)(\bar{F}, v) \), whence by Lemma 13.10, any morphism \( \varphi : L(W) \to C(F, v) \) has an adjunct \( \bar{\varphi} : W \to RC(\bar{F}, v) \).

13.13. Theorem. If \( \varphi : L(W) \to C(F, v) \) is an \( LW \)-weighted colimit of \( F \), then \( \bar{\varphi} : W \to RC(\bar{F}, v) \) is a \( W \)-weighted colimit of \( \bar{F} \). The converse is true if \( V \) and \( W \) are complete and right closed and \( R \) reflects limits.

Proof. By Lemmas 13.11 and 13.12, it suffices to verify that the operation \((- \circ (\varepsilon_B \otimes 1))^p\) takes the transformation of (10.1) for \( \varphi \) to the analogous transformation for \( \bar{\varphi} \). \( \Box \)

13.14. Example. Let \( V \) be cocomplete and left and right closed, so that as in Example 13.8, we have a monoidal biadjunction \( L \dashv V : \mathbf{V} \to \mathbf{Cat} \); thus for any ordinary bicategory \( B \) and any \( \text{Cat} \)-weight \( W : B \to \text{Cat} \), we have a weight \( LW : LB \to V \) such that \( LW \)-weighted colimits in a \( \mathbf{V} \)-bicategory \( C \) are, in particular, \( W \)-weighted colimits in its underlying ordinary bicategory \( C_0 \). If \( R \) happens to reflect limits (such as if \( V \) is complete and \( V(I, -) \) is conservative), then there is no difference between \( LW \)-weighted colimits in \( C \) and \( W \)-weighted colimits in \( RC \). This is a categorification of [Kel82, Section 3.8].

14. Constructions on monoidal bicategories

In this section we describe two methods of constructing new monoidal bicategories from old which will be useful later on.
14.1. **Comma bicategories.** If \( \mathcal{V} \) and \( \mathcal{W} \) are bicategories and \( R: \mathcal{V} \to \mathcal{W} \) is a functor, we denote by \( (\mathcal{W} \downarrow R) \) the **comma bicategory** defined as follows:

- Its objects are triples \((V, W, f)\) where \( V \in \mathcal{V}, W \in \mathcal{W}, \) and \( f: W \to R(V) \).
- Its morphisms are triples \((p, q, \gamma)\) where \( p \in \mathcal{V}(V, V'), q \in \mathcal{W}(W, W'), \) and \( \gamma: Rp \circ f \cong f' \circ q \).
- Its 2-cells are pairs \((\alpha, \beta)\) where \( \alpha: p \Rightarrow p' \) in \( \mathcal{V}, \beta: q \Rightarrow q' \) in \( \mathcal{W}, \) and the evident cylinder commutes.

There are forgetful functors \( U_\mathcal{V}: (\mathcal{W} \downarrow R) \to \mathcal{V} \) and \( U_\mathcal{W}: (\mathcal{W} \downarrow R) \to \mathcal{W}, \) with a canonical transformation \( U_R: U_\mathcal{W} \to RU_\mathcal{V}. \) It is straightforward to verify that \( U_\mathcal{V} \) and \( U_\mathcal{W} \) jointly create bicolimits; if \( R \) preserves bilimits, then they jointly create bilimits as well. (Here, a functor \( F: \mathcal{A} \to \mathcal{B} \) is said to create bicolimits if it preserves and reflects them, and whenever given \( D: \mathcal{I} \to \mathcal{A} \) and \( W \) a right \( \mathcal{I} \)-module such that \( W \star D \) exists in \( \mathcal{B} \), also \( W \star F \) exists in \( \mathcal{A}; \) likewise for creation of bilimits).

14.2. **Theorem.** If \( \mathcal{V} \) and \( \mathcal{W} \) are monoidal bicategories and \( R: \mathcal{V} \to \mathcal{W} \) is a lax monoidal functor, then \((\mathcal{W} \downarrow R)\) is a monoidal bicategory, \( U_\mathcal{V} \) and \( U_\mathcal{W} \) are strong monoidal, and \( U_R \) is a monoidal transformation. Moreover, a \((\mathcal{W} \downarrow R)\)-bicategory \( \mathcal{A} \) is determined exactly by the data:

- A \( \mathcal{V} \)-bicategory \( \mathcal{A}_\mathcal{V} = U_\mathcal{V}(\mathcal{A}); \)
- A \( \mathcal{W} \)-bicategory \( \mathcal{A}_\mathcal{W} = U_\mathcal{W}(\mathcal{A}) \) with the same objects as \( \mathcal{A}_\mathcal{V}; \) and
- An identity-on-objects functor \( J_\mathcal{A} = U_R(\mathcal{A}) : \mathcal{A}_\mathcal{W} \to R(\mathcal{A}_\mathcal{V}). \)

A \((\mathcal{W} \downarrow R)\)-functor \( F: \mathcal{A} \to \mathcal{B} \) is determined exactly by the data:

- A \( \mathcal{V} \)-functor \( F_\mathcal{V} = U_\mathcal{V}(F) : \mathcal{A}_\mathcal{V} \to \mathcal{B}_\mathcal{V}; \)
- A \( \mathcal{W} \)-functor \( F_\mathcal{W} = U_\mathcal{W}(F) : \mathcal{A}_\mathcal{W} \to \mathcal{B}_\mathcal{W}; \) and
- An invertible \( \mathcal{W} \)-icon

\[
\begin{array}{ccc}
\mathcal{A}_\mathcal{W} & \xrightarrow{J_\mathcal{A}} & R(\mathcal{A}_\mathcal{V}) \\
F_\mathcal{W} \downarrow & & \downarrow R(F_\mathcal{V}) \\
\mathcal{B}_\mathcal{W} & \xrightarrow{J_\mathcal{B}} & R(\mathcal{B}_\mathcal{V})
\end{array}
\]

A \((\mathcal{W} \downarrow R)\)-transformation \( \gamma: F \Rightarrow G \) is determined exactly by the data:

- A \( \mathcal{V} \)-transformation \( \gamma_\mathcal{V} = U_\mathcal{V}(\gamma) : F_\mathcal{V} \to G_\mathcal{V}; \)
- A \( \mathcal{W} \)-transformation \( \gamma_\mathcal{W} = U_\mathcal{W}(\gamma) : F_\mathcal{W} \to G_\mathcal{W}; \) and
- An invertible \( \mathcal{W} \)-modification

\[
\begin{array}{ccc}
R(F_\mathcal{V}) \circ J_\mathcal{A} & \xrightarrow{U_R(F)} & J_\mathcal{B} \circ F_\mathcal{W} \\
R(\gamma_\mathcal{V}) \circ J_\mathcal{A} \downarrow & & \downarrow J_\mathcal{B} \circ \gamma_\mathcal{W} \\
R(G_\mathcal{V}) \circ J_\mathcal{A} & \xrightarrow{U_R(G)} & J_\mathcal{B} \circ G_\mathcal{W}
\end{array}
\]

And a \((\mathcal{W} \downarrow R)\)-modification \( \Gamma: \gamma \Rightarrow \delta \) is determined exactly by the data:

- A \( \mathcal{V} \)-modification \( \Gamma_\mathcal{V} = U_\mathcal{V}(\Gamma) : \gamma_\mathcal{V} \Rightarrow \delta_\mathcal{V}; \) and
- A \( \mathcal{W} \)-modification \( \Gamma_\mathcal{W} = U_\mathcal{W}(\Gamma) : \gamma_\mathcal{W} \Rightarrow \delta_\mathcal{W}, \)

such that the obvious diagram of 2-cells commutes.
Proof. The tensor product of $W_1 \to RV_1$ and $W_2 \to RV_2$ is defined to be the composite

$$W_1 \otimes W_2 \to RV_1 \otimes RV_2 \xrightarrow{f} R(V_1 \otimes V_2)$$

This extends to a functor $(W \downarrow R) \times (W \downarrow R) \to (W \downarrow R)$, whose action on morphisms involves pseudofunctoriality of $\otimes$ and the pseudonaturality constraint of $\rho$. The unit object of $(W \downarrow R)$ is defined to be $i: I_W \to R(I_V)$. Using interchange isomorphisms, the left-associated triple tensor product of $W_1 \to RV_1$ and $W_2 \to RV_2$ and $W_3 \to RV_3$ is isomorphic to the composite

$$(W_1 \otimes W_2) \otimes W_3 \to (RV_1 \otimes RV_2) \otimes RV_3 \xrightarrow{f \otimes 1} R(V_1 \otimes V_2) \otimes RV_3 \xrightarrow{1 \otimes \iota} R((V_1 \otimes V_2) \otimes V_3)$$

and similarly for other multiple tensor products. Now the tensor associativity constraint $a$ for $(W \downarrow R)$ has 1-cell components taken from $a$ in $V$ and $W$, and 2-cell components built out of these together with the modification $\omega$. The unitality constraints $l$ and $r$ for $(W \downarrow R)$ are likewise built out of $l$ and $r$ in $V$ and $W$ together with the modifications $\gamma$ and $\delta$. The pseudonaturality constraint 2-isomorphisms for $a$, $l$, and $r$ have their components taken from those of $a$, $l$, and $r$ in $V$ and $W$, and their axioms follow from those for $V$ and $W$ together with the modification axiom for $\omega$, $\gamma$, and $\delta$.

The modifications $\pi$, $\nu$, $\lambda$, and $\rho$ for $(W \downarrow R)$ have their (2-cell) components taken from $\pi$, $\nu$, $\lambda$, and $\rho$ in $V$ and $W$. The modification axioms for $\pi$ and $\nu$ are precisely the axioms demanded of a lax functor (see [GPS95, pp. 17–18]), while those for $\lambda$ and $\rho$ can be verified by hand (they should also follow from a coherence theorem for lax functors). The tricategory axioms for $\pi$, $\nu$, $\lambda$, and $\rho$ for $(W \downarrow R)$ follow immediately from their counterparts in $V$ and $W$.

This completes the proof that $(W \downarrow R)$ is a monoidal bicategory, and it is obvious on inspection that the functors $U_V$ and $U_W$ are in fact strict monoidal. The modifications $M$ and $\Pi$ making $U_R$ into a monoidal transformation are simply coherence isomorphisms in $W$, and their axioms follow from the coherence theorem for tricategories.

Now, the hom-objects of a $(W \downarrow R)$-bicategory $\mathcal{A}$ are precisely determined by the hom-objects of $\mathcal{A}_V$ and $\mathcal{A}_W$ and the action of $J_\mathcal{A}$ on homs. The composition in $\mathcal{A}$ is similarly precisely determined by the compositions in $\mathcal{A}_V$ and $\mathcal{A}_W$ and the functoriality isomorphisms of $J_\mathcal{A}$, and correspondingly for the unit. The associativity and unitality constraints of $\mathcal{A}$ are determined by those in $\mathcal{A}_V$ and $\mathcal{A}_W$, with the requisite axioms (making them 2-cells in $(W \downarrow R)$) reducing to the functoriality axioms of $J_\mathcal{A}$. And the pentagon and triangle axioms of $\mathcal{A}$ are exactly those of $\mathcal{A}_V$ and $\mathcal{A}_W$. Functors, transformations, and modifications behave similarly; we leave them to the reader. □

14.3. Remark. Note that we used essentially all the data and axioms of a lax functor in proving Theorem 14.2. This is not a coincidence. It is shown in [Bou12] that in the 2-dimensional case, the correctness of a notion of “lax morphism” (in the sense that it coincides with the general definition for algebras over a 2-monad) is essentially determined by doctrinal adjunction (Lemma 13.7) and the existence of colax limits of arrows (comma objects under the identity, as in Theorem 14.2). Thus, one may expect these two theorems to eventually imply that lax monoidal functors of monoidal bicategories coincide with a general 3-monadic definition of lax morphism.
14.4. Reflective sub-bicategories. Suppose \( \mathcal{V} \) is a monoidal bicategory and \( \mathcal{W} \subseteq \mathcal{V} \) a full, replete, reflective sub-bicategory with inclusion \( R: \mathcal{W} \to \mathcal{V} \) and reflector \( L: \mathcal{V} \to \mathcal{W} \). Write \( \mathcal{W}^L \) for the class of morphisms of \( \mathcal{V} \) which are sent to equivalences by \( L \).

14.5. Theorem. If each functor \( X \otimes (-) \) and \( (-) \otimes Y \) preserves \( \mathcal{W}^L \), then:

- \( \mathcal{W} \) inherits a monoidal structure.
- The biadjunction \( L \dashv R \) is monoidal.
- For a \( \mathcal{W} \)-bicategory \( \mathcal{B} \), the induced counit \( L_! R \mathcal{B} \to \mathcal{B} \) is an identity-on-objects biequivalence. In particular, \( \mathcal{W} \text{-Bicat} \) is a reflective sub-tricategory of \( \mathcal{V} \text{-Bicat} \).
- A \( \mathcal{V} \)-bicategory lies in the triessential image of \( R \) if and only if its hom-objects all lie in \( \mathcal{W} \).

Proof. By the Yoneda lemma, an equivalent definition of \( \mathcal{W}^L \) is as the class of morphisms \( V_1 \to V_2 \) such that the induced functor \( \mathcal{V}(V_2, W) \to \mathcal{V}(V_1, W) \) is an equivalence for all \( W \in \mathcal{W} \). We can then characterize \( L V \), for \( V \in \mathcal{V} \), as an object of \( \mathcal{W} \) equipped with a morphism \( \eta_V: V \to LV \) which lies in \( \mathcal{W}^L \).

We define the tensor product of \( \mathcal{W} \) by \( W_1 \otimes W_2 = L(W_1 \otimes W_2) \), where \( \otimes \) denotes the tensor product in \( \mathcal{V} \), and its unit object by \( I_W = L(I_V) \). The assumption implies that the induced morphism

\[
(W_1 \otimes W_2) \otimes W_3 \xrightarrow{\eta \otimes 1} (W_1 \otimes W_2) \otimes W_3 \xrightarrow{1 \otimes \eta} (W_1 \otimes W_2) \otimes W_3
\]

lies in \( \mathcal{W}^L \); thus, by the alternate characterisation of \( \mathcal{W}^L \), we obtain a morphism \( \bar{a}_{W_1,W_2,W_3} \) and invertible 2-cell as in

\[
\begin{array}{ccc}
W_1 \otimes (W_2 \otimes W_3) & \xrightarrow{a_{W_1,W_2,W_3}} & W_1 \otimes (W_2 \otimes W_3) \\
\downarrow \cong & & \downarrow \cong \\
(W_1 \otimes W_2) \otimes W_3 & \xrightarrow{\bar{a}_{W_1,W_2,W_3}} & (W_1 \otimes W_2) \otimes W_3
\end{array}
\]

(14.1)

Applying the same argument to \( \bar{a}_{W_1,W_2,W_3} \) yields a pseudoinverse for \( a_{W_1,W_2,W_3} \); now corresponding arguments allow us to choose the components of \( \bar{1} \) and \( \bar{1} \) and their adjoint inverses; the 2-cells making \( \bar{1} \) \( \bar{1} \) and \( \bar{1} \) pseudonatural; and the 2-cell constraints \( \bar{1} \), \( \bar{1} \), \( \bar{1} \), and \( \bar{1} \). The coherence axioms for \( \mathcal{V} \) directly imply the coherence axioms for \( \mathcal{W} \) (using again the definition of \( \mathcal{W}^L \)). We make \( L \) a strong monoidal functor with \( \bar{1} \) and \( \bar{1} \) identities; the constraint \( \omega \) is induced by the isomorphism (14.1), while \( \gamma \) and \( \delta \) are similarly induced by the analogous isomorphisms defining \( \bar{1} \) and \( \bar{1} \) respectively. It follows by Theorem 13.13 that \( R \) is lax monoidal; its constraints \( \bar{1} \) and \( \bar{1} \) are (up to isomorphism) the defining morphisms \( \eta_{W_1 \otimes W_2}: W_1 \otimes W_2 \to L(W_1 \otimes W_2) \) and \( \eta_{I_V}: I_V \to L(I_V) \).

The counit \( \varepsilon_B: L_! R \mathcal{B} \to \mathcal{B} \) is, by definition, the identity on objects, and given by the counit of \( L \dashv R \) on hom-objects. Thus, since the latter counit consists of equivalences, each \( \varepsilon_B \) is an identity-on-objects biequivalence. Finally, if a \( \mathcal{V} \)-bicategory \( \mathcal{B} \) admits a biequivalence \( \theta: R \mathcal{C} \to \mathcal{B} \), then, since such biequivalences are easily shown to be fully faithful, each hom-object \( \mathcal{B}(x, y) \) is equivalent to an object of \( \mathcal{W} \), and hence by repleteness must actually lie in \( \mathcal{W} \). Conversely, if a \( \mathcal{V} \)-bicategory \( \mathcal{A} \) has hom-objects in \( \mathcal{W} \), then the unit \( \mathcal{A} \to RL \mathcal{A} \) is the identity on objects and an equivalence on hom-objects, hence a biequivalence. \( \Box \)
15. Enriched categories and modules as a free cocompletion

We have now developed enough enriched bicategory theory to embark upon the second main objective of this paper, that of showing that the basic structures into which enriched (one-dimensional) categories form themselves can be obtained as free cocompletions of certain kinds of enriched bicategory.

In this section, we consider the construction which to a bicategory $\mathcal{C}$ assigns the bicategory of $\mathcal{C}$-enriched categories and modules between them. Some care is needed in setting up this construction, since composition of $\mathcal{C}$-modules is by tensor product—decategorifying Section 6—and such tensor products need not always exist. To make our construction well-defined, therefore, we impose a cardinality bound $\kappa$, of a kind to be discussed in the following section, which we use in two ways:

(i) We restrict the $\mathcal{C}$-categories over which we consider $\mathcal{C}$-modules to those with a $\kappa$-small set of objects; and

(ii) We assume that the bicategory $\mathcal{C}$ admits reflexive coequalisers and $\kappa$-small coproducts in each hom, preserved by whiskering on each side; we call such a $\mathcal{C}$ locally $\kappa$-cocomplete.

Under the assumption (ii) on $\mathcal{C}$, we have enough tensor products to form the bicategory of $\kappa$-small $\mathcal{C}$-categories and $\mathcal{C}$-modules as in (i), yielding an endo-operation $\mathcal{C} \mapsto \text{Mod}_\kappa(\mathcal{C})$ on locally $\kappa$-cocomplete bicategories. We will show that this operation is one of free cocompletion; more precisely, we exhibit locally $\kappa$-cocomplete bicategories as bicategories enriched over a suitable monoidal bicategory $\text{Colim}_\kappa$, and the operation $\text{Mod}_\kappa(-)$ as given by free cocompletion under a class of $\text{Colim}_\kappa$-enriched colimits.

15.1. Locally $\kappa$-cocomplete bicategories. Throughout the rest of the paper, $\kappa$ will be an arity class in the sense of [Shu12b]. This means that it is either:

1. The set $\{1\}$, or
2. The set of cardinal numbers less than some regular cardinal.

The most interesting cases are when $\kappa = \{1\}$, or when it is the set of cardinalities below some inaccessible cardinal. A set will be called $\kappa$-small if its cardinality belongs to $\kappa$. A category will be called $\kappa$-complete when it admits reflexive coequalisers and $\kappa$-small coproducts; a $\kappa$-cocontinuous functor is one preserving such colimits. As above, a bicategory $\mathcal{C}$ will be called locally $\kappa$-cocomplete when its hom-categories are $\kappa$-complete, and its composition functors are $\kappa$-cocontinuous in each variable.

15.2. $\mathcal{C}$-categories. Let $\mathcal{C}$ be a bicategory. A $\kappa$-ary $\mathcal{C}$-category $\mathbf{A}$, consists of:

- A $\kappa$-small set $\text{ob} \mathbf{A}$;
- For each $x \in \text{ob} \mathbf{A}$, an object $\epsilon x$ of $\mathcal{C}$ (its extent);
- For each $x, y \in \text{ob} \mathbf{A}$, a morphism $\mathbf{A}(x, y) \in \mathcal{C}(\epsilon y, \epsilon x)$;
- For each $x, y, z \in \text{ob} \mathbf{A}$, a 2-cell $m_{xyz} : \mathbf{A}(x, y) \circ \mathbf{A}(y, z) \Rightarrow \mathbf{A}(x, z)$;
- For each $x \in \text{ob} \mathbf{A}$, a 2-cell $j_x : 1_{\epsilon x} \Rightarrow \mathbf{A}(x, x)$;

As observed in the introduction, we must be careful to distinguish between a category enriched over a bicategory $\mathcal{C}$, and a bicategory enriched over a monoidal bicategory $\mathcal{V}$; the former notion has homs given by morphisms of $\mathcal{C}$, whilst the latter has homs given by objects of $\mathcal{V}$.
such that the following diagrams commute for all \( w, x, y, z \in \text{ob} A \):

\[
\begin{array}{c}
A(w, x) \circ (A(x, y) \circ A(y, z)) \xrightarrow{\cong} (A(w, x) \circ A(x, y)) \circ A(y, z) \\
\downarrow 1_{\text{om}} & & \downarrow \text{mo1} \\
A(w, x) \circ A(x, z) & \xrightarrow{m} & A(w, z) & \xleftarrow{m} & A(w, y) \circ A(y, z)
\end{array}
\]

\[
\begin{array}{c}
A(x, y) \circ A(y, z) \\
\downarrow 1_{\text{ej}} & \xrightarrow{m} & A(x, y) \\
\end{array}
\]

and

\[
\begin{array}{c}
A(x, x) \circ A(x, y) \\
\downarrow j_{\text{oi1}} & \xrightarrow{m} & A(x, y) \\
\end{array}
\]

15.3. Example. If \( \text{ob} A \) is a singleton, then \( A \) is just a monad in \( C \). (For this reason, [Bénabou67] referred to \( C \)-categories as polyads in \( C \).) In particular, if \( C \) is the bicategory \( \text{Span}(C) \) of spans in a category \( C \) with pullbacks, then a \( \{ 1 \} \)-ary \( C \)-category is an internal category in \( C \).

15.4. Example. If \( C \) has only one object, hence is the delooping of a monoidal category \( V \), then a \( \kappa \)-ary \( C \)-category is a \( V \)-enriched category in the usual sense (with a \( \kappa \)-small set of objects).

15.5. Example. Suppose \( A \) is a \( C \)-category and \( c \in C \). Then we have a \( \text{Cat} \)-category \( C(c, A) \) whose objects are those of \( A \), with extents \( C(c, e_x) \in \text{Cat} \). The functor \( C(c, A)(x, y) : C(c, e_y) \to C(c, e_x) \) is just postcomposition with \( A(x, y) \), and similarly for \( m \) and \( j \).

15.6. \( C \)-modules. If \( A \) and \( B \) are \( \kappa \)-ary \( C \)-categories, then an \( A \)-\( B \)-module \( T \) is given by the following data:

- For each \( x \in \text{ob} A \) and \( u \in \text{ob} B \), a morphism \( T(u, x) \in C(e_x, e_u) \);
- For each \( x, y \in \text{ob} A \) and \( u \in \text{ob} B \), a 2-cell \( m_{xuy} : T(u, x) \circ A(x, y) \Rightarrow T(u, y) \); and
- For each \( x \in \text{ob} A \) and \( u, v \in \text{ob} B \), a 2-cell \( m_{xuv} : B(u, v) \circ T(v, x) \Rightarrow T(u, x) \),

such that diagrams analogous to those in Section 15.2 commute.

If \( T \) and \( S \) are two \( A \)-\( B \)-modules, then an \( A \)-\( B \)-module morphism \( f : T \to S \) consists of 2-cells \( f_{ux} : T(u, x) \Rightarrow S(u, x) \) such that the following diagrams commute:

\[
\begin{array}{c}
T(u, x) \circ A(x, y) \xrightarrow{m} T(u, y) \\
\downarrow f_{ux} \circ 1_{xy} & \quad \downarrow f_{xy} & \quad \downarrow 1_{e_x f_{ux}} \\
S(u, x) \circ A(x, y) \xrightarrow{m} S(u, y).
\end{array}
\]

Thus the \( A \)-\( B \)-modules and their morphisms form a category \( \text{Mod}_\kappa(C)(A, B) \). If \( C \) is locally \( \kappa \)-cocomplete, then such categories comprise the homs of a bicategory \( \text{Mod}_\kappa(C) \); the composite of an \( A \)-\( B \)-module \( S \) and a \( B \)-\( C \)-module \( T \) is the \( A \)-\( C \)-module \( T \circ S \) defined by the coequaliser:

\[
\sum_{x, y \in \text{ob} B} T(u, x) \circ B(x, y) \circ S(y, w) \twoheadrightarrow \sum_{x \in \text{ob} B} T(u, x) \circ S(x, w) \twoheadrightarrow (T \circ S)(u, w) ,
\]
with the obvious extension of this action to module morphisms. The identity module of $A$ is defined by $1_A(x, y) = A(x, y)$, with actions given by the composition of $A$. The composite $T \circ S$ “classifies bilinear $C$-transformations” out of $S$ and $T$, in the sense that $A$-$C$-module morphisms $T \circ S \to U$ are in natural bijection with families of maps $T(u, x) \circ S(x, w) \to U(u, w)$ which respect the outer $A$- and $C$-actions and are “dinatural” with respect to the $B$ action (a decategorification of Section 6.1). It follows easily from this that both triple composites $(T \circ S) \circ R$ and $T \circ (S \circ R)$ “classify trilinear maps” out of $R$, $S$ and $T$, whence are canonically isomorphic; these isomorphisms provide the associativity constraints of the bicategory $\text{Mod}_\kappa(C)$, and the corresponding classifying properties of four-fold composites now imply the pentagon axiom. The unit constraints and unit coherence axiom follow similarly.

Every $v \in \text{ob} C$ induces a $\kappa$-ary $C$-category $\hat{v}$, which has one object $\star$ with $\epsilon(\star) = v$, $\hat{v}(\star, \star) = 1_v$, $m_{\star \star \star \star} = 1 = \tau$, and $j_\star = 1_{1_v}$. Similarly, every $f : v \to w$ in $C$ induces a $\hat{v} \circ \hat{w}$-module $\hat{f}$ with $\hat{f}(\star, \star) = f$; and every $\alpha : f \Rightarrow g$ induces a module transformation $\hat{\alpha}$ with $\hat{\alpha}_{\star \star \star} = \alpha$. Clearly $\hat{1}_v = 1_{\hat{v}}$, whilst for a composite $\hat{g} \circ \hat{f}$, the coequaliser in (15.1) is trivial, so that $\hat{g} \circ \hat{f} \cong g \circ f$. Thus we obtain a fully faithful functor $(\hat{-}) : C \to \text{Mod}_\kappa(C)$.

15.7. Remark. Observe that the components of an $A$-$B$-module $T$ appear to exhibit $A$ as acting “on the right” and $B$ as acting “on the left”; despite this, we call $T$ an $A$-$B$-module rather than a $B$-$A$-module, because we consider a left action to be one which is covariant in the variable, and a right action as one which is contravariant, regardless of their typographical disposition on the page. This discrepancy would be resolved if we were to write composition in $C$ in “diagrammatic” order rather than “applicative” order, since then the contravariant $B$-action would be displayed to act on the right and $A$ on the left. What would not change is that a morphism $T$ from $A$ to $B$ in $\text{Mod}_\kappa(C)$ involves 1-morphisms for which the following strings are composable in $C$:

$$\epsilon v \xrightarrow{A(u,v)} \epsilon u \xrightarrow{T(y,u)} \epsilon y \xrightarrow{B(x,y)} \epsilon x.$$  

This is mandated, among other things, by the need for the functor $(\hat{-})$ to be covariant rather than contravariant, since we shall later want to identify it with the embedding of $C$ into its free cocompletion under $\kappa$-ary collages.

On the other hand, we appear to be writing composition in a $C$-category in diagrammatic order, since the domain of $m_{xyz}$ is $A(x, y) \circ A(y, z)$ rather than $A(y, z) \circ A(x, y)$. Of course, if we wrote composition in $C$ itself in diagrammatic order, then this appearance would be reversed; what would not change is that the morphism in $C$ denoted by $A(x, y)$ has domain $\epsilon y$ and codomain $\epsilon x$, rather than vice versa. As we will see in Section 16, this is necessary in order to identify $C$-transformations with 2-cells in the free cocompletion under tight collages.

15.8. Locally $\kappa$-cocomplete bicategories via enrichment. We shall now show that the embedding $(\hat{-}) : C \to \text{Mod}_\kappa(C)$ exhibits $\text{Mod}_\kappa(C)$ as the free completion of $C$ under a suitable class of enriched bicolimits. The appropriate base for enrichment will be the 2-category $\text{Colim}_\kappa$ of $\kappa$-cocomplete categories and $\kappa$-cocontinuous functors, equipped with a tensor product which we now construct.
There is a 2-monad $P_\kappa$ on $\mathbf{Cat}$ whose 2-category $P_\kappa$-$\mathbf{Alg}$ of strict algebras and algebra pseudomorphisms is biequivalent to $\mathbf{Colim}_\kappa$. The 2-monad $P_\kappa$ is lax-idempotent in the sense of [KL97], and thus by [Fra11] it is pseudo-commutative. Since $\mathbf{Cat}$ is cocomplete and $P_\kappa$ has a rank, it follows by [HP02, Fra11] that $P_\kappa$-$\mathbf{Alg}$, hence also $\mathbf{Colim}_\kappa$, is a left and right closed monoidal bicategory. By [BKP89], it is also complete and cocomplete as a bicategory, and the forgetful functor $\mathbf{Colim}_\kappa \to \mathbf{Cat}$ preserves and reflects bilimits. Moreover, the biadjunction $L: \mathbf{Cat} \rightleftarrows \mathbf{Colim}_\kappa: R$ is monoidal in the sense of Section 13. By construction, the tensor product in $\mathbf{Colim}_\kappa$ represents functors of multiple variables which are $\kappa$-cocontinuous in each variable separately, and it follows that $\mathbf{Colim}_\kappa$-enriched bicategories are precisely locally $\kappa$-cocomplete bicategories; likewise, $\mathbf{Colim}_\kappa$-functors are precisely locally $\kappa$-cocontinuous functors, and so on.

15.9. Collages. We will now describe the kinds of $\mathbf{Colim}_\kappa$-enriched colimits under which the locally $\kappa$-cocomplete $\mathcal{C}$ is to be completed to obtain $\mathbf{Mod}_\kappa(\mathcal{C})$. We first give an elementary presentation of these colimits. Given a locally $\kappa$-cocomplete $\mathcal{C}$ and a $\kappa$-ary $\mathcal{C}$-category $\mathbf{A}$, we may form the functor $\mathbf{Mod}_\kappa(\mathcal{C})(\mathbf{A}, (\cdot)) : \mathcal{C} \to \mathbf{Cat}$; now a collage of $\mathbf{A}$ is a birepresentation of this functor. It comprises an object $v \in \mathcal{C}$ together with a universal $\mathbf{A}$-$\hat{\cdot}$-module $T$. We call the morphisms $T(\cdot, x) : \epsilon x \to v$ the coprojections of the collage, and may write the underlying object $v$ as $\mid \mathbf{A} \mid$.

Note that a $\mathcal{C}$-category with object set $O$ is precisely a lax functor $\mathbf{A} : \nabla O \to \mathcal{C}$, where $\nabla O$ is the chaotic (= indiscrete) category with object set $O$. Similarly, if $v \in \text{ob} \mathcal{C}$, then a $\mathbf{A}$-$\hat{\cdot}$-module is precisely an oplax natural transformation from the lax functor representing $\mathbf{A}$ to the constant functor with value $v$; it follows that a collage of $\mathbf{A}$ is equally a lax colimit of $\mathbf{A} : \nabla O \to \mathcal{C}$, that is, a birepresentation of the functor $\mathbf{Oplax}(\mathbf{A}, \Delta(\cdot)) : \mathcal{C} \to \mathbf{Cat}$. Thus the notion of collage, which was defined above only for locally $\kappa$-cocomplete bicategories, in fact makes sense for any bicategory.

Two special cases of collages are worth singling out.

15.10. Example. If $\mathbf{A}$ has one object, hence is just a monad in $\mathcal{C}$, then a collage of $\mathbf{A}$ is a Kleisli object for this monad.

15.11. Example. Given a $\kappa$-small set $O$ and a function $\epsilon : O \to \text{ob} \mathcal{C}$, define

$$\mathbf{A}_\epsilon(x, y) = \begin{cases} 1_{\epsilon x} & x = y \\ \emptyset & x \neq y, \end{cases}$$

where $\emptyset$ denotes the initial object of $\mathcal{C}(\epsilon y, \epsilon x)$. Then $\mathbf{A}_\epsilon$ is a $\kappa$-ary $\mathcal{C}$-category, and a collage of $\mathbf{A}_\epsilon$ is just a coproduct $\sum_{x \in O} \epsilon x$.

In the locally $\kappa$-cocomplete case, we can construct all collages from these two types.

15.12. Theorem. If $\mathcal{C}$ is locally $\kappa$-cocomplete, then the following are equivalent:

1. $\mathcal{C}$ admits all lax colimits of lax functors with $\kappa$-small domain.
2. $\mathcal{C}$ admits all $\kappa$-ary collages.
3. $\mathcal{C}$ admits Kleisli objects and $\kappa$-small coproducts.
Proof. Clearly (1)⇒(2), while we have just observed that (2)⇒(3). And (3)⇒(1) is \cite[Proposition 2.2(a)]{Str81}.

15.13. **Collages as Colim\(_\kappa\)-colimits.** Let \(O\) be a \(\kappa\)-small set; by the general theory of \cite{BKP89}, there is a bicategory \(O^\circ\) such that lax functors \(\nabla_O \to C\) correspond bijectively with strict functors \(O^\circ \to C\); and this \(O^\circ\) is “flexible”, so that any functor \(O^\circ \to C\) is equivalent to a strict one. Furthermore, there is as in \cite[§4]{Str76}, a right \(O^\circ\)-module \(V_O\) such that the lax colimit of \(A: \nabla_O \to C\) can be identified with the \(V_O\)-weighted colimit of the corresponding \(O^\circ \to C\). Letting \(W_O = LV_O\), where \(L\) is the free-\(\kappa\)-cocomplete-category functor from Section 15.8, it follows from Theorems 15.12 and 13.13 that a locally \(\kappa\)-cocomplete bicategory admits collages of \(\kappa\)-ary categories if and only if, when regarded as a \(\text{Colim}\_\kappa\)-bicategory, it is \(\Phi\_\kappa\)-cocomplete for the class of weights \(\Phi\_\kappa = \{W_O \mid O \text{ a } \kappa\text{-small set}\}\). We aim to show that \(\text{Mod}_{\kappa}(C) \simeq \Phi\_\kappa(C)\); the following few sections gather some preparatory material we shall need for this result.

15.14. **Collages as absolute colimits.** Recall that a map in a bicategory is defined to be a left adjoint morphism. It is thus natural to call a right adjoint morphism a comap. Note also that a \(C\)-category \(A\) can equivalently be regarded as a \(C^{\text{op}}\)-category \(A^{\text{op}}\) with \(A^{\text{op}}(y, x) = A(x, y)\); we refer to collages in \(C^{\text{op}}\) as cocollages in \(C\), and their coprojections in \(C^{\text{op}}\) as projections in \(C\).

15.15. **Theorem.** If \(C\) is locally \(\kappa\)-cocomplete with \(\kappa\)-ary collages, then:

1. The coprojections into any collage are maps, and the projections out of any cocollage are comaps.
2. A morphism out of a collage is a map if and only if its composite with each coprojection is a map, and a morphism into a cocollage is a comap if and only if its composite with each projection is a comap.
3. For any \(C\)-category \(A\) and \(A\)-\(\hat{\cdot}\)-module \(T\), the following are equivalent:
   a. \(T\) exhibits \(\hat{\cdot}\) as a collage of \(A\).
   b. Each morphism in \(T\) is a map, and their right adjoints form a \(\hat{\cdot}\)-\(A\)-module (with action defined by mates) exhibiting \(\hat{\cdot}\) as a cocollage of \(A\).
   c. \(T\) is an equivalence in \(\text{Mod}_{\kappa}(C)\).

Proof. The first halves of (1) and (2) are \cite[Prop. 2.2(b) and (e)]{Str81}. The equivalence (3a)⇔(3c) is \cite[Prop. 2.5]{CKW87}, and this implies the equivalence with (3b) as remarked in \cite[Remark 2.6(ii)]{CKW87}. (Note that in \cite{CKW87}, our (3c) is taken as the definition of “collage”.) The second halves of (1) and (2) then follow by duality.

15.16. **Corollary.** \(\kappa\)-ary collages are absolute colimits in locally \(\kappa\)-cocomplete bicategories; that is, they are preserved by any locally \(\kappa\)-cocontinuous functor.

Proof. The construction of \(\text{Mod}_{\kappa}\) is preserved by any locally \(\kappa\)-cocontinuous functor, so this follows from (3a)⇔(3c) of Theorem 15.15.

15.17. **Collages in Colim\(_\kappa\).** Since Colim\(_\kappa\) is closed monoidal, it is enriched over itself. (In elementary terms, this is just the fact that cocontinuous functors are
closed under pointwise colimits, since colimits commute with colimits.) Thus, Theorem 15.15(3b) tells us that we can construct collages in \( \text{Colim}_\kappa \) by constructing co-collages, which (being limits) are created by the forgetful functor \( R: \text{Colim}_\kappa \to \text{Cat} \).

More specifically, suppose \( \mathcal{A} \) is a \( \text{Colim}_\kappa \)-category; thus each \( \varepsilon x \) is a \( \kappa \)-cocontinuous category and each \( A(x,y): \varepsilon y \to \varepsilon x \) is a \( \kappa \)-cocontinuous functor. Then its collage \( |\mathcal{A}| \) in \( \text{Colim}_\kappa \) (which is different from its collage in \( \text{Cat} \), of course) is the same as its cocollage, which is easy to describe explicitly: it is the category whose objects are given by a family of objects \( (\xi_x \in \varepsilon x)_{x \in \text{ob} \mathcal{A}} \) together with a family of morphisms \( A(x,y)(\xi_y) \to \xi_x \) such that for all \( x, y, z \in \text{ob} \mathcal{A} \), the diagram

\[
\begin{array}{ccc}
A(x,y)(A(y,z)(\xi_z)) & \longrightarrow & A(x,y)(\xi_y) \\
\downarrow & & \downarrow \\
A(x,z)(\xi_z) & \longrightarrow & \xi_x
\end{array}
\]

and

\[
\begin{array}{ccc}
\xi_x & \longrightarrow & A(x,x)(\xi_x) \\
\downarrow & & \downarrow \\
& & \xi_x
\end{array}
\]

commutes. Its morphisms are, of course, families \( (\psi_x: \xi_x \to \xi_x)_{x \in \text{ob} \mathcal{A}} \) such that for all \( x, y \in \text{ob} \mathcal{A} \), the diagram

\[
\begin{array}{ccc}
A(x,y)(\xi_y) & \longrightarrow & A(x,y)(\xi_y) \\
\downarrow & & \downarrow \\
\xi_x & \longrightarrow & \xi_y
\end{array}
\]

commutes. The category \( |\mathcal{A}| \) is \( \kappa \)-cocomplete, with colimits computed pointwise on the \( \xi \)'s. The coprojection \( T_x: \varepsilon x \to |\mathcal{A}| \) sends \( \omega \in \varepsilon x \) to the tuple \( (\xi_x := A(y,x)(\omega))_y \).

In particular, if \( \mathcal{A} \) has only one object, so that it is just a \( \kappa \)-cocontinuous monad on a \( \kappa \)-cocomplete category, then this describes its Eilenberg–Moore category, which therefore coincides with its Kleisli object in \( \text{Colim}_\kappa \). Similarly, if each \( A(x,y) \) is initial (i.e. constant at the initial object of \( \varepsilon y \)), then the morphisms \( A(x,y)(\xi_y) \to \xi_x \) and axioms are trivial; thus \( |\mathcal{A}| \) is just the product \( \prod_{x \in \text{ob} \mathcal{A}} \varepsilon x \), which therefore coincides with the coproduct \( \sum_{x \in \text{ob} \mathcal{A}} \varepsilon x \) in \( \text{Colim}_\kappa \).

Finally, the proof of Theorem 15.15 supplies the following recipe for the universal property of such collages. Suppose \( \mathcal{B} \) is \( \kappa \)-cocomplete and \( T_x: \varepsilon x \to \mathcal{B} \) are \( \kappa \)-cocontinuous functors forming a lax cocone; thus we have transformations \( T_x \circ A(x,y) \to T_y \) satisfying the evident axioms. Then the induced functor \( |T|: |\mathcal{A}| \to \mathcal{B} \) is defined by the following reflexive coequaliser

\[
(15.2) \quad \sum_{x,y \in \text{ob} \mathcal{A}} T_x(A(x,y)(\xi_y)) \rightrightarrows \sum_{x \in \text{ob} \mathcal{A}} T_x(\xi_x) \longrightarrow |T|(\xi).
\]

We are finally ready to prove:

15.18. **Theorem.** For any locally \( \kappa \)-cocontinuous bicategory \( \mathcal{C} \), the free cocompletion \( \Phi_\kappa(\mathcal{C}) \) of \( \mathcal{C} \) under \( \kappa \)-ary collages is equivalent to \( \text{Mod}_\kappa(\mathcal{C}) \).

**Proof.** By its construction in Section 12, \( \Phi_\kappa(\mathcal{C}) \) is the closure of \( \mathcal{C} \) in \( \mathcal{MC} \) under \( \kappa \)-ary collages. This closure certainly contains the full sub-bicategory of \( \mathcal{MC} \) whose objects are collages of the image of some \( \kappa \)-ary \( \mathcal{C} \)-category under the Yoneda embedding...
$Y : \mathcal{C} \to \mathcal{MC}$. We will show that this full sub-bicategory is equivalent to $\text{Mod}_\kappa(\mathcal{C})$, and that it admits all $\kappa$-ary collages; thus it coincides with the desired closure.

Up to equivalence, we can certainly consider the bicategory whose objects are literally the $\kappa$-ary $\mathcal{C}$-categories (i.e. the objects of $\text{Mod}_\kappa(\mathcal{C})$), and whose hom-categories are the hom-categories between their collages in $\mathcal{MC}$. If $\mathcal{A}$ is a $\kappa$-ary $\mathcal{C}$-category, then by the construction of colimits in $\mathcal{MC}$ in Proposition 11.2, the collage $|YA|$ of its image in $\mathcal{MC}$ can be defined by

$$|YA|(c) := |\mathcal{C}(c, \mathcal{A})|.$$ 

Here $\mathcal{C}(c, \mathcal{A})$ is the $\textbf{Cat}$-category from Example 15.5—which because $\mathcal{C}$ is locally $\kappa$-cocomplete, is easily seen to in fact be a $\text{Colim}_\kappa$-category—and $|\mathcal{C}(c, \mathcal{A})|$ denotes its collage in $\text{Colim}_\kappa$.

Now suppose $\mathcal{A}$ and $\mathcal{B}$ are two $\kappa$-ary $\mathcal{C}$-categories. By the universal property of collages, a morphism $|YA| \to |YB|$ in $\mathcal{MC}$ is determined by a lax cocone under $YA$ with vertex $|YB|$, i.e. by a collection of right $\mathcal{C}$-module morphisms $Y(\epsilon x) \to |YB|$, for each $x \in \text{ob} \mathcal{A}$, together with associative module transformations.

However, by the Yoneda lemma, a right $\mathcal{C}$-module morphism $Y(\epsilon x) \to |YB|$ is uniquely determined by an object of $|YB|(|\epsilon x| = |\mathcal{C}(\epsilon x, \mathcal{B})|$. And using the explicit description of collages in $\text{Colim}_\kappa$ from Section 15.17, $|\mathcal{C}(\epsilon x, \mathcal{B})|$ is equivalent to the category of tuples

$$(T(z, x))_{x \in \text{ob} \mathcal{B}} \quad \text{with} \quad T(z, x) \in \mathcal{C}(\epsilon x, \epsilon z)$$

equipped with associative morphisms $\mathcal{B}(w, z) \circ T(z, x) \to T(w, x)$. Thus, to give a morphism $|YA| \to |YB|$ in $\mathcal{MC}$ is equivalent to giving such a tuple for each $x \in \text{ob} \mathcal{A}$, together with associative morphisms $T(z, x) \circ \mathcal{A}(x, y) \to T(z, y)$ that assemble into morphisms in $|\mathcal{C}(\epsilon x, \mathcal{B})|$; which is precisely to say that they commute with the action morphisms of $\mathcal{B}$. In sum, what we have is exactly an $\mathcal{A}$-$\mathcal{B}$-module.

Now the components of the actual morphism $|YA| \to |YB|$ can be computed using (15.2). It follows straightforwardly that composition of these morphisms in $\mathcal{MC}$ is computed as in (15.1). Similarly, the identity morphism $|YA| \to |YA|$ corresponds to the coprojections as described in Section 15.17, and so to the identity module $1_\mathcal{A}$.

We have shown that the “one-step” closure of $\mathcal{C}$ in $\mathcal{MC}$ under $\kappa$-ary collages is biequivalent to $\text{Mod}_\kappa(\mathcal{C})$. But by [CKW87, Proposition 2.2] (plus a little bit of attention to check that $\kappa$-smallness is preserved), $\text{Mod}_\kappa(\mathcal{C})$ has $\kappa$-ary collages. Hence it is also the free cocompletion of $\mathcal{C}$ under $\kappa$-ary collages.

Under the equivalence of the preceding theorem, the embedding of $\mathcal{C}$ into its free cocompletion is identified with $(-) : \mathcal{C} \to \text{Mod}_\kappa(\mathcal{C})$. If $\mathcal{C}$ already has $\kappa$-ary collages, then by Theorem 15.15(3c), $(-)$ is an equivalence (and conversely). This is as we expect for a cocompletion with respect to a class of absolute weights. In particular, we have [CKW87, Corollary 2.4]: a locally $\kappa$-cocomplete $\mathcal{C}$ is equivalent to $\text{Mod}_\kappa(\mathcal{B})$, for some locally $\kappa$-cocomplete $\mathcal{B}$, if and only if $\mathcal{C}$ has $\kappa$-ary collages (and in this case we can take $\mathcal{B} = \mathcal{C}$).

15.19. Remark. As is often the case for absolute colimits, if a bicategory has $\kappa$-ary collages which behave suitably nicely, then it is automatically locally $\kappa$-cocomplete. In
this case, the requisite niceness properties are Theorem 15.15(1), (2), and (3a)⇒(3b); see [CKW87, Proposition 3.3]. Note the strong analogy to the characterization of additive categories as those with finite coproducts that are also products.

15.20. Remark. By Theorem 15.12, Mod$_{\kappa}(\mathcal{C})$ also has all lax colimits of lax functors with $\kappa$-small domain. Thus, it is also the free cocompletion of $\mathcal{C}$ under such lax colimits.

15.21. Remark. We saw in Theorem 15.12 that $\Phi_{\kappa}$-cocompleteness of a locally $\kappa$-cocomplete bicategory is equivalent to cocompleteness for $\Phi_{\{1\}}$ (consisting of Kleisli objects) and also for the class $\Phi_{\kappa\downarrow\downarrow}$ of $\kappa$-small coproducts. In general, if $\Phi$-cocompleteness is equivalent to $\Phi_1$-cocompleteness together with $\Phi_2$-cocompleteness, it does not follow that $\Phi(\mathcal{C})$ may be computed as $\Phi_1(\Phi_2(\mathcal{C}))$ or $\Phi_2(\Phi_1(\mathcal{C}))$; a transfinite iteration is often required. However, in this case it is true that $\Phi_{\kappa}(\mathcal{C}) \simeq \Phi_{\{1\}}(\Phi_{\kappa\downarrow\downarrow}(\mathcal{C}))$ (though not in the reverse order). Let us explain briefly why.

Recall that a $\kappa$-small coproduct $\sum_{x \in O} \epsilon x$ in a locally $\kappa$-cocomplete bicategory $\mathcal{C}$ is equally a collage of the $\mathcal{C}$-category $\mathbf{A}_{\kappa}$ from Example 15.11. Thus, the full sub-bicategory of $\mathcal{M}\mathcal{C}$ consisting of $\kappa$-small coproducts of representables is equivalent to the full sub-bicategory of $\text{Mod}_{\kappa}(\mathcal{C})$ determined by the $\mathcal{C}$-categories of this form. But an $\mathbf{A}_{\kappa_1} \cdot \mathbf{A}_{\kappa_2}$-module is nothing but an $(O_1 \times O_2)$-matrix of morphisms $\epsilon_1 x \to \epsilon_2 y$ in $\mathcal{C}$, and the composition of such modules is given simply by “matrix multiplication”, so that the bicategory in question is that which [CKW87, §4.2] denotes by $\text{Matr}_{\kappa}(\mathcal{C})$; it has $\kappa$-small coproducts, and hence is $\Phi_{\kappa\downarrow\downarrow}(\mathcal{C})$. (In fact, this analysis can be performed with bicategories having merely local $\kappa$-small coproducts, regarded as enriched over a monoidal bicategory $\text{Coprod}_{\kappa}$.)

Given these explicit descriptions, it is now straightforward to check that $\text{Mod}_{\kappa}(\mathcal{C}) \simeq \text{Mod}_{\{1\}}(\text{Matr}_{\kappa}(\mathcal{C}))$, whence $\Phi_{\kappa}(\mathcal{C}) \simeq \Phi_{\{1\}}(\Phi_{\kappa\downarrow\downarrow}(\mathcal{C}))$. This decomposition can be seen as expressing a distributive law (at a suitable level of weakness) between the cocompletion operations $\Phi_{\{1\}}$ and $\Phi_{\kappa\downarrow\downarrow}$.

16. Enriched categories, functors, and modules as a free cocompletion

We now refine the results of the preceding section to describe a free cocompletion which from a given enrichment base $\mathcal{C}$ generates not only the bicategory $\text{Mod}_{\kappa}(\mathcal{C})$ of $\kappa$-ary $\mathcal{C}$-categories and $\mathcal{C}$-modules, but also the bicategory $\text{Cat}_{\kappa}(\mathcal{C})$ of $\kappa$-ary $\mathcal{C}$-categories and $\mathcal{C}$-functors, together with the embedding $J_{\kappa}: \text{Cat}_{\kappa}(\mathcal{C}) \to \text{Mod}_{\kappa}(\mathcal{C})$ of the former into the latter. Since a free cocompletion process must produce the same kind of structure as output as it consumes as input, this means that the appropriate notion of “base for enrichment” now changes: it will involve a pair of bicategories related by an identity on objects and locally fully faithful functor. We call instances of this notion equipments; they are a generalisation of the proarrow equipments of [Woo82]. In this section, we first describe the construction assigning to any (locally $\kappa$-cocomplete) equipment $\mathcal{C}$, the equipment $\text{Mod}_{\kappa}(\mathcal{C})$ of $\kappa$-ary $\mathcal{C}$-enriched categories, functors and modules; we then explain how locally $\kappa$-cocomplete equipments may be viewed as bicategories enriched in a certain monoidal bicategory $\mathcal{F}_{\kappa}$, and finally, exhibit the assignation $\mathcal{C} \mapsto \text{Mod}_{\kappa}(\mathcal{C})$ as a free cocompletion process on $\mathcal{F}_{\kappa}$-bicategories.
16.1. **Equipments.** As anticipated above, we define an equipment \( C \) to be given by a pair of bicategories \( C_\tau \) and \( C_\lambda \) with the same objects and a functor \( J_C : C_\tau \to C_\lambda \) that is the identity on objects and locally fully faithful. We refer to morphisms in \( C_\tau \) as tight and morphisms in \( C_\lambda \) as loose. Every tight morphism \( f \) has an underlying loose morphism \( J_C(f) \); conversely, by a tightening of a loose morphism \( g \), we mean a tight morphism \( f \) and invertible 2-cell \( J_C(f) \cong g \). Since \( J_C \) is locally fully faithful, any two tightenings of a loose morphism are uniquely isomorphic.

Note that an equipment, in our sense, is a structure satisfying the first two axioms of a proarrow equipment as defined in [Woo82]. The third axiom given there is that each morphism in the image of \( J_C \) is a map; in this paper, we shall refer to equipments satisfying this extra axiom as map equipments.

A morphism of equipments \( F : C \to D \) is given by a pair of functors \( F_\tau, F_\lambda \) between the respective tight and loose parts, together with an invertible icon

\[
\begin{array}{ccc}
C_\tau & \xrightarrow{F_\tau} & D_\tau \\
\downarrow J_C & & \downarrow J_D \\
C_\lambda & \xrightarrow{F_\lambda} & D_\lambda 
\end{array}
\]

Note that such an \( F \) has the property that, whenever \( f : x \to y \) in \( C_\lambda \) admits a tightening, so too does \( F_\lambda(f) \); in fact, given just \( F_\lambda \) with this property, we may recover \( F_\tau \) from it to within an invertible icon. There are corresponding notions of transformation, modification and icon between equipment morphisms; we do not give the details since we will not need them.

16.2. **Example.** A bicategory \( C \) can be made into an equipment in two canonical ways. For the first, we take \( C_\tau = C_\lambda = C \) and \( J_C = 1 \), so that every morphism in \( C \) is tight in a unique way; following [LS12], we call such an equipment chordate. For the second, we factorise the inclusion-of-objects functor \( \text{ob} C \to C \) as bijective on objects and 1-cells followed by locally fully faithful; the second part of this factorisation gives an equipment \( J_C : C_\tau \to C_\lambda \) in which only identity morphisms admit tightenings, which are unique. As in [LS12], we call such an equipment inchordate. Both the chordate and the inchordate equippings can be made functorial with respect to 1-, 2- and 3-cells between bicategories.

16.3. **Categories and functors enriched in an equipment.** Let \( C \) be an equipment. A \( \kappa \)-ary \( C \)-category is simply a \( \kappa \)-ary \( C_\lambda \)-category in the sense of Section 15.2. Given \( \kappa \)-ary \( C \)-categories \( A \) and \( B \), a \( C \)-functor \( D : A \to B \) is given by the following data:

- For each \( x \in \text{ob} A \), an object \( DX \in \text{ob} B \) and a tight morphism \( D_x : \epsilon x \to \epsilon(Dx) \);
- For each \( x, y \in \text{ob} A \), a 2-cell \( D_{xy} : D_x \circ A(x,y) \Rightarrow B(Dx,Dy) \circ D_y \),

subject to the two axioms that, for all \( x, y, z \in \text{ob} A \), we have:

\[
\begin{align*}
A_{(y,z)} & \Rightarrow A_{(x,y)} \quad \Rightarrow A_{(x,z)} \\
D_x & \Rightarrow B(Dx,Dy) \quad \Rightarrow B(Dx,Dz) \\
D_z & \Rightarrow B(Dx,Dz) \\
D_y & \Rightarrow B(Dx,Dy) \\
D_{xy} & \Rightarrow D_{xz}
\end{align*}
\]
in $\mathcal{C}(\epsilon z, \epsilon(Dx))$; and that for all $x \in \text{ob } \mathcal{A}$, we have

$$
\begin{array}{ccc}
\begin{array}{c}
A(x,x) \\
Dx
\end{array}
\ otimes
\begin{array}{c}
B(Dx,Dx) \\
D_y
\end{array}
\rightarrow
\begin{array}{c}
D(x,y) \\
D_x
\end{array}
\end{array}
\]

in $\mathcal{C}(\epsilon x, \epsilon(Dx))$. It is crucial in the above definition that the morphisms $D_x$ are tight. Note that in the domain and codomain of $D_{xy}$, and in the axioms, we have omitted to notate the functor $J_\mathcal{C}$ which ought to be applied to occurrences of $D_x$ and $D_y$. We will continue in such abuses without further comment.

If $E: \mathcal{A} \rightarrow \mathcal{B}$ is another $\mathcal{C}$-functor, then a $\mathcal{C}$-transformation $\vartheta: D \Rightarrow E$ is given by 2-cells $\vartheta_x: D_x \Rightarrow B(Dx, Ex) \circ E_x$ for all $x \in \text{ob } \mathcal{A}$, such that for all $x, y \in \text{ob } \mathcal{A}$, we have:

$$
\begin{array}{ccc}
\begin{array}{c}
A(x,y) \\
D_x
\end{array}
\otimes
\begin{array}{c}
B(Dx, Dy) \\
D_y
\end{array}
\rightarrow
\begin{array}{c}
B(Dx,Ey) \\
D_y
\end{array}
\end{array}
\]

in $\mathcal{C}(\epsilon y, \epsilon(Dx))$.

16.4. Example. Let $D, E: \mathcal{A} \rightarrow \mathcal{B}$ be $\mathcal{C}$-functors which agree on objects. A $\mathcal{C}$-icon from $D$ to $E$ is given by a family of 2-cells $\vartheta_x: D_x \Rightarrow E_x$: $\epsilon x \rightarrow \epsilon(Dx) = \epsilon(Ex)$ in $\mathcal{C}_\mathcal{A}$ satisfying the axiom

$$
\begin{array}{ccc}
\begin{array}{c}
A(x,y) \\
D_x
\end{array}
\otimes
\begin{array}{c}
E_y \\
D_y
\end{array}
\rightarrow
\begin{array}{c}
B(Ey,Ey) \\
D_y
\end{array}
\end{array}
\]

Every $\mathcal{C}$-icon gives rise to a $\mathcal{C}$-transformation $D \Rightarrow E$ with components

$$
D_x \xrightarrow{\vartheta} E_x \xrightarrow{\cong} 1_{\epsilon(Dx)} \circ E_x \xrightarrow{j_{\epsilon(Dx)}} B(Dx, Ex) \circ E_x .
$$

16.5. The bicategory of $\mathcal{C}$-categories. For any equipment $\mathcal{C}$, the $\kappa$-ary $\mathcal{C}$-categories, $\mathcal{C}$-functors and $\mathcal{C}$-transformations form a bicategory $\text{Cat}_\kappa(\mathcal{C})$ as follows.

Given a $\mathcal{C}$-functor $D: \mathcal{A} \rightarrow \mathcal{B}$, the identity $\mathcal{C}$-transformation $D \Rightarrow D$ is induced by the $\mathcal{C}$-icon whose components are identity 2-cells $1_{D_x}: D_x \Rightarrow D_x$. Given $\mathcal{C}$-transformations $\vartheta: D \Rightarrow E$ and $\zeta: E \Rightarrow F$, their composite $\zeta \vartheta: D \Rightarrow F$ has components

$$
\begin{array}{ccc}
\begin{array}{c}
E_x \\
B(Dx, Ex)
\end{array}
\xrightarrow{\vartheta}
\begin{array}{c}
B(E_x, F_x) \\
B(Dx, Fx)
\end{array}
\xrightarrow{\zeta}
\begin{array}{c}
F_x \\
B(Dx, Fx)
\end{array}
\end{array}
\]

(Observe that the $\mathcal{C}$-transformations induced by $\mathcal{C}$-icons are stable under this composition). This defines the hom-category $\text{Cat}_\kappa(\mathcal{C})(\mathcal{A}, \mathcal{B})$.

Suppose now that $D: \mathcal{A} \rightarrow \mathcal{B}$ and $E: \mathcal{B} \rightarrow \mathcal{C}$ are $\mathcal{C}$-functors; we take their composite $ED: \mathcal{A} \rightarrow \mathcal{C}$ to have action on objects $(ED)(x) = E(Dx)$, 1-cell components given by $(ED)_x = E_{Dx} \circ D_x: \epsilon x \rightarrow \epsilon(EDx)$, and 2-cell components $(ED)_{xy}$ given by

$$
\begin{array}{ccc}
\begin{array}{c}
A(x,y) \\
D_x
\end{array}
\otimes
\begin{array}{c}
E_{Dy} \\
D_y
\end{array}
\rightarrow
\begin{array}{c}
E_{Dx} \\
E_{Dy}
\end{array}
\end{array}
\]
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Given \( C \)-transformations \( \zeta: E \Rightarrow E' \) and \( \vartheta: D \Rightarrow D' \), we define the whiskerings

\[
\begin{array}{c}
\begin{tikzpicture}
\node (X) at (0,0) {E_Dx};
\node (Y) at (1,0) {C(ED_x,E'D_x)};
\node (Z) at (1,1) {E_{D'_x}};
\node (A) at (2,0) {D_x};
\node (B) at (2,1) {D'};
\draw[->] (X) to node {$\vartheta$} (Y);
\draw[->] (Y) to node {$\zeta$} (Z);
\draw[->] (A) to node {$\hat{\vartheta}$} (X);
\end{tikzpicture}
\end{array}
\quad \text{and} \quad
\begin{array}{c}
\begin{tikzpicture}
\node (X) at (0,0) {E_Dx};
\node (Y) at (1,0) {C(ED_x,E'D_x)};
\node (Z) at (1,1) {E_{D'_x}};
\node (A) at (2,0) {D_x};
\node (B) at (2,1) {D'};
\draw[->] (X) to node {$\vartheta$} (Y);
\draw[->] (Y) to node {$\zeta$} (Z);
\draw[->] (A) to node {$\vartheta$} (X);
\end{tikzpicture}
\end{array}
\]

It is easy to verify that these whiskering operations satisfy the middle-four interchange law, so yielding a composition functor \( \mathrm{Cat}_k(C)(B, C) \times \mathrm{Cat}_k(C)(A, B) \rightarrow \mathrm{Cat}_k(C)(A, C) \). The identity \( C \)-functor on a \( C \)-category \( A \) is the identity on objects, has 1-cell components \( 1_{ex}: ex \rightarrow ex \), and 2-cell components obtained from left and right unit constraints in \( C \).

It remains to give the associativity and unitality constraints making \( \mathrm{Cat}_k(C) \) into a bicategory. Given a triple \((D, C, E)\) of composable \( C \)-functors, we observe that the composites \((ED)C\) and \( E(DC)\) agree on objects, and differ in their 1-cell components only by associativity constraints in \( C \); these constraints constitute the components of an invertible \( C \)-icon \( (ED)C \Rightarrow E(DC) \), from which we induce the \( C \)-transformation giving the associativity constraint for \( \mathrm{Cat}_k(C) \) at \((C, D, E)\). The left and right unit constraints are obtained similarly from left and right unit constraints in \( C \); the pentagon and unit axioms are now easily verified using the corresponding axioms in \( C \), together with the closure of \( C \)-icons under composition. This completes the definition of the bicategory \( \mathrm{Cat}_k(C) \). Note that if \( C \) is a 2-category—which it will be in many of our examples—then so too is \( \mathrm{Cat}_k(C) \).

As in Section 15.6, we have for each object \( v \in C \) the \( k \)-ary \( C \)-category \( \hat{v} \) with one object \( \star \) such that \( \epsilon(\star) = v \) and \( \hat{v}(v,v) = 1_v \). Each tight morphism \( f: v \rightarrow w \) induces a \( C \)-functor \( \hat{f}: \hat{v} \rightarrow \hat{w} \) which is the identity on objects, with 1-cell component \( \hat{f}_\star = f \) and 2-cell component \( \hat{f}_* \) built from unit constraints in \( C \). Similarly, each 2-cell \( \alpha: f \Rightarrow g \) of \( C \) induces a \( C \)-icon \( \hat{f} \Rightarrow \hat{g} \) with unique component \( \alpha \), whence a \( C \)-transformation \( \hat{\alpha}: \hat{f} \Rightarrow \hat{g} \). These data assemble to give a functor \( (-): C \rightarrow \mathrm{Cat}_k(C) \).

16.6. Example. Let \( C \) be the inchordate equipment on the delooping of a monoidal category \( V \); then \( \mathrm{Cat}_k(C) \) is the 2-category of \((k\text{-small})\) \( V \)-enriched categories, \( V \)-functors and \( V \)-transformations. More generally, if \( C \) is the inchordate equipment on any bicategory, then the notions of \( C \)-category, \( C \)-functor and \( C \)-transformation as defined above coincide with those defined for bicategories in, for example, [Str05].

16.7. Example. Let \( C \) be a category with pullbacks, and consider the equipment \( \mathrm{Span}(C) \) given by the functor \( C \rightarrow \mathrm{Span}(C) \) that sends \( f: x \rightarrow y \) to the span \( 1_x : x \leftarrow x \rightarrow y : f \). Then \( \{1\} \)-ary \( \mathrm{Span}(C) \)-categories are internal categories in \( C \), as in Example 15.3, and \( \mathrm{Cat}_k(\mathrm{Span}(C)) \) is the 2-category of internal categories, functors and transformations in \( C \). The embedding \( (-) \) is the “discrete internal category” functor.

16.8. Example. On the other hand, if \( C \) is the chordate equipment on the delooping of a monoidal category \( V \), then \( \mathrm{Cat}_k(C) \) is the bicategory of \( V \)-categories, \textit{Mealy morphisms}, and Mealy cells as described in [Par12]. We may extend this terminology more generally to any chordate equipment. For instance, if \( C \) is the chordate equipment on the bicategory of spans in a category \( C \) with pullbacks, then the objects
of $\text{Cat}_{\{1\}}(C)$ are internal categories as in Example 16.7, while its morphisms can be identified with spans of internal categories whose source leg is a discrete opfibration.

16.9. The equipment of $C$-categories. We call an equipment $C$ locally $\kappa$-cocomplete if $C_\kappa$ is so. In this case, we have as in Section 15.6, a locally $\kappa$-cocomplete bicategory $\text{Mod}_\kappa(C_\kappa)$ whose objects are also $\kappa$-ary $C$-categories, but whose morphisms are modules. We will combine $\text{Cat}_\kappa(C)$ and $\text{Mod}_\kappa(C_\kappa)$ into a (locally $\kappa$-cocomplete) equipment.

Firstly, if $D: A \to B$ is a $C$-functor, we have an $A$-$B$-module with 1-cell components $B(u, Dx) \circ D_x \in C_\lambda(\epsilon x, \epsilon u)$, and with $A$- and $B$-actions given by

$$
\begin{pmatrix}
A(x,y) & D_y \\
D_x & B(Dx,Dy)
\end{pmatrix}
\quad \text{and} \quad
\begin{pmatrix}
D_x & D_y \\
B(u, Dx) & B(u, Dy)
\end{pmatrix}
$$

respectively. We denote this $A$-$B$-module by $B(1, D)$, and call a module representable when it is isomorphic to one of this form. Now if $E: A \to B$ is another $C$-functor and $\vartheta: D \Rightarrow E$ is a $C$-transformation, then we have an $A$-$B$-module morphism $B(1, \vartheta): B(1, D) \to B(1, E)$ with components

$$
D_x \\
B(u, Dx)
\begin{array}{c}
\vartheta \\
\downarrow
\end{array}
B(Dx, Ex)
\begin{array}{c}
\cdot \\
\downarrow
\end{array}
B(u, Ex).
$$

On the other hand, any $A$-$B$-module morphism $f: B(1, D) \to B(1, E)$ induces a $C$-transformation $\vartheta: D \Rightarrow E$ with components

$$
D_x \\
B(Dx, Dx)
\begin{array}{c}
\downarrow f \\
\downarrow
\end{array}
B(Dx, Ex)
\begin{array}{c}
\cdot \\
\downarrow
\end{array}
B(Dx, Ex).
$$

These two operations are mutually inverse and respect composition, whence we have for each $A$ and $B$ a fully faithful functor $B(1, -): \text{Cat}_\kappa(C)(A, B) \to \text{Mod}_\kappa(C_\kappa)(A, B)$.

It is clear that the image $B(1, \text{Id})$ of the identity $C$-functor $\text{Id}: B \to B$ is isomorphic, via unit constraints in $C_\kappa$, to the identity module on $B$. Moreover, if we have $C$-functors $D: A \to B$ and $E: B \to C$, then there is a split coequaliser diagram

$$
\sum_{u, v} C(w, Eu) \circ E_u \circ B(u, Dx) \circ D_x \to \sum_u C(w, Eu) \circ E_u \circ B(u, Dx) \circ D_x \\
\to C(w, EDx) \circ E_{Dx} \circ D_x,
$$

wherein both leftwards-pointing arrows factor through the coprojection labeled by $u := Dx$ via the morphism $j: 1_{C(Dx)} \to B(Dx, Dx)$. It follows that $C(1, ED)$, whose 1-cell components are the target of this split coequaliser, is isomorphic to the composite $C(1, E) \circ B(1, D)$ in $\text{Mod}_\kappa(C_\kappa)$. We have now described the action on homs and the nullary and binary functoriality constraints of a functor $J_\kappa: \text{Cat}_\kappa(C) \to \text{Mod}_\kappa(C_\kappa)$; the corresponding coherence axioms are straightforward to verify. Clearly, $J_\kappa$ is locally fully faithful and bijective on objects, and, since $C_\kappa$ is locally $\kappa$-cocomplete, so also is $\text{Mod}_\kappa(C_\kappa)$; and so we have described a locally $\kappa$-cocomplete equipment, which we denote by $\text{Mod}_\kappa(C)$.

Given a tight morphism $f: v \to w$, we have the $C$-functor $\hat{f}: \hat{v} \to \hat{w}$ inducing the $\hat{v}$-$\hat{w}$-module $\hat{w}(1, \hat{f})$ with $\hat{w}(1, \hat{f})(*, *') = 1_w \circ f$. On the other hand, the loose morphism
underlying $f$ induces directly the isomorphic $\hat{v}^{-}\hat{w}$-module $\hat{f}$ with $\hat{f}(\ast, \ast) = f$, and so we have a morphism of equipments $(\hat{\_}): C \to \mathbb{M}od_\kappa(C)$ as displayed in the square

$$
\begin{array}{ccc}
C_\tau & \xrightarrow{(\hat{\_})} & \mathbb{C}at_\kappa(C) \\
\downarrow J_\kappa & & \downarrow J_\kappa \\
C_\lambda & \xrightarrow{(\hat{\_})} & \mathbb{M}od_\kappa(C_\lambda) 
\end{array}
$$

16.10. **Locally $\kappa$-cocomplete equipments via enrichment.** We shall now show that the equipment morphism $(\hat{\_}): C \to \mathbb{M}od_\kappa(C)$ exhibits $\mathbb{M}od_\kappa(C)$ as the free completion of $C$ under a suitable class of enriched bicolimits. In this section, we construct the base for enrichment: a monoidal bicategory $\mathcal{F}_\kappa$ such that $\mathcal{F}_\kappa$-bicategories are locally $\kappa$-cocomplete equipments.

We begin by applying Theorem 14.2 to the forgetful functor $R: \text{Colim}_\kappa \to \text{Cat}$ from Section 15.8. This yields a complete and cocomplete monoidal bicategory $(\text{Cat} \downarrow R)$, whose objects $A$ are functors $j_A: A_\tau \to A_\lambda$ such that $A_\lambda$ is $\kappa$-cocomplete. Now let $\mathcal{F}_\kappa$ denote the full subcategory of $(\text{Cat} \downarrow R)$ on the fully faithful functors. Such functors are the right class of the (essentially surjective on objects, fully faithful) factorization system on $\text{Cat}$; thus $\mathcal{F}_\kappa$ is a reflective sub-bicategory of $(\text{Cat} \downarrow R)$ and hence complete and cocomplete. Bilimits in $\mathcal{F}_\kappa$ are constructed as in $(\text{Cat} \downarrow R)$, which is to say that we take bilimits of the tight and loose parts separately (with limits in $\text{Colim}_\kappa$, as usual, created by $R$). Bicolimits in $\mathcal{F}_\kappa$ are computed by taking bicolimits of the tight and loose parts separately, then applying the reflector, which is the (essentially surjective, fully faithful) factorization.

Now the class $\perp \mathcal{F}_\kappa$ of morphisms sent to equivalences by the reflector $(\text{Cat} \downarrow R) \to \mathcal{F}_\kappa$ comprises all morphisms

$$
\begin{array}{ccc}
A_\tau & \xrightarrow{f_\tau} & B_\tau \\
\downarrow j & \cong & \downarrow j \\
A_\lambda & \xrightarrow{f_\lambda} & B_\lambda 
\end{array}
$$

for which $f_\lambda$ is an equivalence in $\text{Colim}_\kappa$, and for any $b \in B_\tau$ there exists $a \in A_\tau$ such that $f_\lambda(j(a)) \cong j(b)$. $\perp \mathcal{F}_\kappa$ is closed under the monoidal product of $(\text{Cat} \downarrow R)$, and so by Theorem 14.5, $\mathcal{F}_\kappa$ inherits a monoidal structure from $(\text{Cat} \downarrow R)$ which is both symmetric and closed. Its right hom can be computed as the pullback:

$$
\begin{array}{ccc}
[B, C]_\tau & \xrightarrow{j[B, C]} & [B, C]_\lambda \\
\downarrow & & \downarrow \\
[B_\lambda, C_\lambda] & \xrightarrow{[j_B, 1]} & [B_\tau, C_\lambda]_\kappa \\
\downarrow & & \downarrow \\
[B_\tau, C_\tau] & \xrightarrow{[1, j_C]} & [B_\tau, C_\lambda] 
\end{array}
$$
Here $[B_\lambda, C_\lambda]_\kappa$ denotes the right hom of $\text{Colim}_\kappa$, i.e. the category of $\kappa$-cocontinuous functors $B_\lambda \to C_\lambda$.

We have forgetful functors $U_\tau: \mathcal{F}_\kappa \to \text{Cat}$ and $U_\lambda: \mathcal{F}_\kappa \to \text{Colim}_\kappa$, of which $U_\tau$ is lax monoidal and $U_\lambda$ is strong monoidal. By Theorems 14.2 and 14.5, to give an $\mathcal{F}_\kappa$-bicategory is equally to give a bicategory $\mathcal{C}_\tau$, a locally $\kappa$-cocomplete bicategory $\mathcal{C}_\lambda$, and an identity-on-objects and locally fully faithful functor $J_\mathcal{C}: \mathcal{C}_\tau \to \mathcal{C}_\lambda$; in other words, a locally $\kappa$-cocomplete equipment. Similarly, to give an $\mathcal{F}_\kappa$-functor $\mathcal{C} \to \mathcal{D}$ is equally to give a morphism of equipments whose loose part is locally $\kappa$-cocontinuous; and so on.

We may repeat the above arguments replacing $R: \text{Colim}_\kappa \to \text{Cat}$ by the identity functor $\text{Cat} \to \text{Cat}$; on doing so, we obtain a monoidal bicategory $\mathcal{F}$ such that $\mathcal{F}$-bicategories are equipments subject to no local cocompleteness requirements. This is just the bicategorical version of the $\mathcal{F}$-categories of $[\text{LS12}]$; our bicategory $\mathcal{F}$ is not identical to their 2-category $\mathcal{F}$, but is chosen to make our $\mathcal{F}$-bicategories related to their $\mathcal{F}$-categories in the same way that ordinary bicategories are related to strict 2-categories. There is an evident lax monoidal forgetful functor $U: \mathcal{F}_\kappa \to \mathcal{F}$, such that $U$ computes the underlying $\mathcal{F}$-bicategory of an $\mathcal{F}_\kappa$-bicategory; and in fact, this $U$ forms part of a monoidal biadjunction.

16.11. Proposition. The forgetful functor $U: \mathcal{F}_\kappa \to \mathcal{F}$ admits a strong monoidal left adjoint $H$.

Proof. We define $H$ applied to a fully faithful functor $A_\tau \to A_\lambda$ to be the composite $A_\tau \to A_\lambda \xrightarrow{\eta} RLA_\lambda$, where $L \dashv R$ denotes the adjunction $\text{Cat} \rightleftarrows \text{Colim}_\kappa$ as usual. Since $P_\kappa A$ can be identified, up to equivalence, with the closure of $A$ in its presheaf category under the appropriate colimits, the adjunction unit $\eta$ is fully faithful and thus $H$ lands in $\mathcal{F}_\kappa$. The adjunction $H \dashv U$ is easy to check.

Finally, given $A_\tau \to A_\lambda$ and $B_\tau \to B_\lambda$, we have $LA_\lambda \otimes LB_\lambda \cong L(A_\lambda \times B_\lambda)$ since $L$ is strong monoidal. Thus $A_\tau \times B_\tau \to R(LA_\lambda \otimes LB_\lambda)$ is already fully faithful, and hence is $HA \otimes HB$, which is therefore equivalent to $H(A \times B)$. \hfill \Box

Since $\mathcal{F}$ and $\mathcal{F}_\kappa$ are closed and complete and $U: \mathcal{F}_\kappa \to \mathcal{F}$ creates bilimits, it follows from Theorem 13.13 that any $\mathcal{F}$-weight $W$ gives rise to an $\mathcal{F}_\kappa$-weight $HW$, with the property that an $HW$-weighted colimit in an $\mathcal{F}_\kappa$-bicategory $\mathcal{C}$ is nothing more or less than a $W$-weighted colimit in the underlying $\mathcal{F}$-bicategory of $\mathcal{C}$. We shall use this fact shortly.

16.12. Tight collages. We will now describe the kinds of $\mathcal{F}_\kappa$-enriched colimits under which the locally $\kappa$-cocomplete equipment $\mathcal{C}$ is to be completed to obtain $\text{Mod}_\kappa(\mathcal{C})$. As before, we first give an elementary presentation of these colimits. Given a locally $\kappa$-cocomplete equipment and a $\kappa$-ary $\mathcal{C}$-category $\mathcal{A}$, a tight collage of $\mathcal{A}$ is given by an object $v \in \mathcal{C}$ which birepresents both functors

$$\text{Cat}_\kappa(\mathcal{C})(\mathcal{A}, (-)): \mathcal{C}_\tau \to \text{Cat} \quad \text{and} \quad \text{Mod}_\kappa(\mathcal{C}_\lambda)(\mathcal{A}, (-)): \mathcal{C}_\lambda \to \text{Cat}$$

in a compatible manner. By this, we mean that there are given universal elements $T_\tau \in \text{Cat}_\kappa(\mathcal{C})(\mathcal{A}, \bar{v})$ and $T_\lambda \in \text{Mod}_\kappa(\mathcal{C}_\lambda)(\mathcal{A}, \bar{v})$—thus in particular, $T_\lambda$ exhibits $v$ as the collage of $\mathcal{A}$ in $\mathcal{C}_\lambda$—such that $T_\tau$ is a tightening of $T_\lambda$. Observe that a tight collage
($T_\tau, T_\lambda$) is determined to within unique isomorphism by $T_\lambda$ for which there exists some such $T_\tau$. More precisely, a collage $T_\lambda$ for $A$ forms part of a tight collage if and only if:

(i) $T_\lambda$ admits a tightening;

(ii) $T_\lambda$ detects tightness: which is to say that, given $f: v \to w$ in $C_\lambda$ and a diagram

$$
\begin{array}{ccc}
A & \xrightarrow{U} & \hat{w} \\
\Downarrow T_\lambda & \cong & \\
\hat{v} & \xrightarrow{f} & \\
\end{array}
$$

in $\text{Mod}_\kappa(C)$, if $U$ admits a tightening, then so does $f$.

From the definitions of $C$-functor and $C$-module, we see that tightenings of an $A$-$\hat{v}$-module $T$ are the same as tightenings for each coprojection $T(\epsilon, x): \epsilon x \to v$ in $C$. Hence, arguing as in Section 15.9, a tight collage for $A$ is equally a tight lax colimit for $A: \nabla_O \to C_\lambda$, amounting to a universal oplax cocone $T: A \Rightarrow \Delta v$ in $C_\lambda$ whose components come equipped with tightenings and jointly detect tightness. It follows that the notion of tight collage, which was defined only for locally $\kappa$-cocomplete equipments, in fact makes sense for any equipment.

The special cases are again worth mentioning:

16.13. **Example.** If $\text{ob} A$ is a singleton, so that $A$ is a (loose) monad as in Example 15.10, then a tight collage of $A$ is determined by a (loose) Kleisli object whose coprojection admits a tightening and detects tightness.

16.14. **Example.** If $O$ is a $\kappa$-small set and $A$ is constructed from an $O$-indexed set of objects in $C$, as in Example 15.11, then a tight collage of $A$ is simply a coproduct in $C_\tau$ which is preserved by $J_C: C_\tau \to C_\lambda$.

16.15. **Remark.** Let $C$ be a locally $\kappa$-cocomplete bicategory, and let $\tilde{C}$ be the locally $\kappa$-cocomplete equipment with $\tilde{C}_\lambda = C$ and $\tilde{C}_\tau$ its locally full sub-bicategory consisting exactly of the maps. Then the first halves of Theorem 15.15(1) and (2) say exactly that all collages in $C$ underlie tight collages in $\tilde{C}$. Conversely, suppose that $C$ is a map equipment (recall that this means that every tight morphism is a map). Then a tight collage in $C$ automatically satisfies the first half of Theorem 15.15(1) and an $\mathcal{F}$-analogue of the first half of (2). In [Woo85], the existence of (finite) coproducts and Kleisli objects with these properties were taken as additional axioms for proarrow equipments.

Inspecting the proof of our Theorem 15.12(1) in [Str81, Proposition 2.2(a)], we see that if it is carried out using tight collages, then the resulting lax colimits will also be tight. This proves:

16.16. **Theorem.** If $C$ is a locally $\kappa$-cocomplete equipment, then the following are equivalent.

1. $C$ admits tight lax colimits of lax functors into $C_\lambda$ with $\kappa$-small domain.
2. $C$ admits tight $\kappa$-ary collages.
3. $C$ admits tight Kleisli objects and tight $\kappa$-small coproducts.
16.17. **Tight collages as \( \mathcal{F}_\kappa \)-colimits.** We now exhibit tight collages as \( \mathcal{F}_\kappa \)-weighted colimits. We do so by first exhibiting them as \( \mathcal{F} \)-weighted colimits and then transporting across the monoidal biadjunction \( \mathcal{F} \rightleftarrows \mathcal{F}_\kappa \). To do that, we need to examine the notion of \( \mathcal{F} \)-weighted colimit in more detail.

The same argument which identifies an \( \mathcal{F} \)-bicategory \( \mathcal{B} \) with a functor \( J_B : \mathcal{B}_r \to \mathcal{B}_\lambda \) shows that a right \( \mathcal{B} \)-module \( W \) can be identified with a right \( \mathcal{B}_\lambda \)-module \( W_\lambda \), and a pointwise fully faithful \( \mathcal{B}_r \)-module morphism \( J_W : W_r \to W_\lambda(J_B) \). If \( \mathcal{C} \) is another \( \mathcal{F} \)-bicategory, \( F : \mathcal{B} \to \mathcal{C} \) an \( \mathcal{F} \)-functor, and \( v \in \text{ob} \mathcal{C} \), then a cylinder \( \varphi : W \to \mathcal{C}(F,v) \) consists of transformations \( \varphi_r : W_r \to \mathcal{C}_r(F_r,v) \) and \( \varphi_\lambda : W_\lambda \to \mathcal{C}_\lambda(F_\lambda,v) \) together with an invertible modification

\[
\begin{array}{ccc}
W_r & \xrightarrow{\varphi_r} & \mathcal{C}_r(F_r,v) \\
J_W & \downarrow & \mathcal{C}_r(J_F,1) \circ J_C \\
W_\lambda(J_B) & \xrightarrow{\varphi_\lambda} & \mathcal{C}_\lambda(F_\lambda J_B,v)
\end{array}
\]

Since \( J_C \) is locally fully faithful, such a cylinder is determined up to unique isomorphism by \( \varphi_\lambda \) for which there exists some such \( \varphi_r \). Thus, to give \( \varphi \) is equally to give a transformation \( \varphi_\lambda : W_\lambda \to \mathcal{C}_\lambda(F_\lambda,v) \) such that for every \( a \in W_r(x) \), the morphism \( \varphi(a) : F(x) \to v \) comes equipped with a chosen tightening. Thus, arguing as in Proposition 3.6 of [LS12], we conclude that:

16.18. **Proposition.** For \( \mathcal{B}, \mathcal{C}, W, F, v \) as above, a \( W \)-weighted colimit of \( F \) is given by a \( W_\lambda \)-weighted colimit \( \varphi : W_\lambda \to \mathcal{C}_\lambda(F_\lambda,v) \) of \( F_\lambda \) such that the morphisms

\[
\{ \varphi(a) : F(x) \to v \mid x \in \text{ob} \mathcal{B} \text{ and } a \in W_r(x) \}
\]

come equipped with tightenings and jointly detect tightness.

Now given \( O \) a \( \kappa \)-small set, let \( O^\circ \) be as in Section 15.9, and let \( \mathcal{O} \) be the inchordate equipment on \( O^\circ \). In \( \mathcal{O} \), only identity morphisms are tight, and so any functor \( O^\circ \to \mathcal{C}_\lambda \) preserves tightness, and as such, admits an essentially-unique extension to an \( \mathcal{F} \)-functor \( \mathcal{O} \to \mathcal{C} \). Let \( V_O \) be the right \( O^\circ \)-module from Section 15.9 such that \( V_O \)-weighted colimits are collages. For each \( x \in O \) there is a distinguished “generating” element \( p_x \in V_O(x) \), such that in a \( V_O \)-weighted cylinder the images of the \( p_x \)'s are the coprojections. From these, we obtain a morphism of right \( \mathcal{O} \)-modules

\[
\langle p_x \rangle : \sum_{x \in O} \mathcal{O}_r(\_, x) \to J_O(V_O)
\]

and taking the second half of the pointwise (bijective on objects, fully faithful) factorisation of this, we obtain a right \( \mathcal{O} \)-module \( \tilde{V}_O \). By Proposition 16.18, a \( \tilde{V}_O \)-weighted colimit of \( \mathcal{O} \to \mathcal{C} \) is precisely a tight lax colimit of the corresponding \( A: \nabla_O \to \mathcal{C}_\lambda \).

Letting \( \tilde{W}_O = H(\tilde{V}_O) \), where \( H \) is the free-\( \kappa \)-cocomplete-equipment functor from Proposition 16.11, it follows from Theorems 16.16 and 13.13 that a locally \( \kappa \)-cocomplete equipment admits tight collages of \( \kappa \)-ary categories if and only if, when regarded as a \( \mathcal{F}_\kappa \)-bicategory, it is \( \Phi_\kappa \)-cocomplete for the class of weights \( \Phi_\kappa = \{ W_O \mid O \text{ a } \kappa \text{-small set} \} \).

Our aim now is to show that \( \text{Mod}_\kappa(\mathcal{C}) \simeq \Phi_\kappa(\mathcal{C}) \). First we need an \( \mathcal{F} \)-analogue of Section 15.17.
16.19. **Tight collages in \( \mathcal{F}_\kappa \).** Since \( \mathcal{F}_\kappa \) is a right closed monoidal bicategory, we can regard it as enriched over itself, hence as a locally \( \kappa \)-cocontinuous equipment. A loose morphism in \( \mathcal{F}_\kappa \) from \( A_\tau \to A_\lambda \) to \( B_\tau \to B_\lambda \) is a \( \kappa \)-cocontinuous functor \( A_\lambda \to B_\lambda \), while a tight morphism is a pseudo-commutative square

\[
\begin{array}{ccc}
A_\tau & \longrightarrow & B_\tau \\
\downarrow \cong & & \downarrow \\
A_\lambda & \longrightarrow & B_\lambda
\end{array}
\]

in which the lower arrow is \( \kappa \)-cocontinuous. Regarding \( \mathcal{F}_\kappa \) as an equipment in this way, let \( A \) be an \( \mathcal{F}_\kappa \)-category. Thus, it consists of objects \( x \) with extents \( \epsilon x \in \mathcal{F}_\kappa \), together with \( \kappa \)-cocontinuous functors \( A(x, y) : (\epsilon y)_\lambda \to (\epsilon x)_\lambda \) making its loose part \( A_\lambda \) into a \( \text{Colim}_\kappa \)-category as in Section 15.17. Then its tight collage \( \|A\| \) is, in particular, a collage in \( (\mathcal{F}_\kappa)_\lambda \). Since \( (\mathcal{F}_\kappa)_\lambda \) is equivalent to \( \text{Colim}_\kappa \), the loose part \( \|A\|_\lambda \) of \( \|A\| \) is just the ordinary collage \( \|A_\lambda\| \) as described in 15.17.

We claim that the rest of \( \|A\| \) admits the following description. The set of objects of \( \|A\|_\tau \) is the disjoint union of the objects of the categories \( (\epsilon x)_\tau \). A morphism in \( \|A\|_\tau \) from \( \omega \in (\epsilon x)_\tau \) to \( \varpi \in (\epsilon y)_\tau \) is a morphism \( \omega \to A(x, y)(\varpi) \) in \( (\epsilon x)_\tau \). When \( A \) has one object, this is just the ordinary Kleisli category of a \( \kappa \)-cocontinuous monad (i.e. the Kleisli object in \( \text{Cat} \), as opposed to the Kleisli object in \( \text{Colim}_\kappa \), which as we have seen is the ordinary Eilenberg–Moore category). In the general case, this describes precisely the collage of \( A \) regarded as a \( \text{Cat} \)-category (i.e. forgetting the fact that the functors \( A(x, y) \) are \( \kappa \)-cocontinuous). In particular, we have coprojections \( (\epsilon x)_\tau \to \|A\|_\tau \) for all \( x \in \text{ob} \ A \).

The functor \( j_\|A\| : \|A\|_\tau \to \|A\|_\lambda \) sends an object \( \omega \in (\epsilon x)_\tau \) to the tuple \( (\xi_z := A(z, x)(\omega))_z \), and sends a morphism \( \omega \to A(x, y)(\varpi) \) to the tuple of composites

\[
\begin{array}{ccc}
\omega & \longrightarrow & A(x, y)(\varpi) \\
\downarrow & & \downarrow j_\|A\| \\
\xi_z & \longrightarrow & A(z, y)(\varpi)
\end{array}
\]

When \( A \) has one object, this is just the ordinary inclusion of the Kleisli category of a \( \kappa \)-cocontinuous monad into its Eilenberg–Moore category, which is well-known to be fully faithful; the general case is fully faithful for the same reason. The desired universal property for \( \|A\| \) follows by combining the universal property of \( \|A\|_\tau \), as a collage in \( \text{Cat} \), with that of \( \|A\|_\lambda \), as a collage in \( \text{Colim}_\kappa \).

16.20. **Remark.** By Theorem 15.15, a tight collage of a \( \mathcal{C} \)-category \( A \) may be equivalently characterized as a functor \( R : A \to \hat{\nu} \) whose underlying module is an equivalence (i.e. \( R \) is a “Morita equivalence”) and which “detects representability of modules”. In particular, if \( \mathcal{C} \) has tight \( \kappa \)-ary collages, then the inclusion \( (\hat{\cdot}) : \mathcal{C} \to \text{Mod}_\kappa(\mathcal{C}) \) of \( \mathcal{F} \)-bicategories has a left \( \mathcal{F} \)-biadjoint. Once we show that \( \text{Mod}_\kappa(\mathcal{C}) \) has tight \( \kappa \)-ary collages, the converse will follow, since a left \( \mathcal{F} \)-biadjoint must preserve \( \mathcal{F} \)-colimits such as tight collages.

The following lemma says that the construction \( \text{Mod}_\kappa \) preserves map equipments.

16.21. **Lemma.** If \( D : A \to B \) is a \( \mathcal{C} \)-functor such that each morphism \( D_x \) has a loose right adjoint, then \( B(1, D) \) has a loose right adjoint in \( \text{Mod}_\kappa(\mathcal{C}) \). In particular, if \( \mathcal{C} \) is a map equipment, then so too is \( \text{Mod}_\kappa(\mathcal{C}) \).
16.22. Theorem. For any \( \mathcal{F}_\kappa \)-bicategory \( \mathcal{C} \), the free cocompletion of \( \mathcal{C} \) under tight \( \kappa \)-ary collages is equivalent to \( \text{Mod}_\kappa(\mathcal{C}) \).

Proof. As in Theorem 15.18, the desired free cocompletion is the closure of \( \mathcal{C} \) in \( \mathcal{MC} \) under tight \( \kappa \)-ary collages, which contains the full sub-\( \mathcal{F}_\kappa \)-bicategory of \( \mathcal{MC} \) whose objects are tight collages of the image of some \( \kappa \)-ary \( \mathcal{C} \)-category. We will show that the latter is equivalent to \( \text{Mod}_\kappa(\mathcal{C}) \) and that it has tight \( \kappa \)-ary collages, hence coincides with the desired closure.

We proceed exactly as in Theorem 15.18, considering the equivalent \( \mathcal{F}_\kappa \)-bicategory whose objects are literally the \( \kappa \)-ary \( \mathcal{C} \)-categories. For \( A \) a \( \kappa \)-ary \( \mathcal{C} \)-category, the tight collage \( \|YA\| \) of its image in \( \mathcal{MC} \) can be defined by

\[
\|YA\|(c) := \|C(c,A)\|.
\]

Here \( \mathcal{C}(c,A) \) is an \( \mathcal{F}_\kappa \)-category which enhances Example 15.5 in an obvious way, while \( \|\cdot\| \) denotes its collage in \( \mathcal{F}_\kappa \).

Now suppose \( A \) and \( B \) are two \( \kappa \)-ary \( \mathcal{C} \)-categories. By the universal property of collages, a loose morphism \( \|YA\| \to \|YB\| \) in \( \mathcal{MC} \) is determined by a lax cocone of loose morphisms under \( YA \) with vertex \( \|YB\| \), i.e. by a collection of loose right \( \mathcal{C} \)-module morphisms \( Y(\epsilon x) \to \|YB\| \), for \( x \in \text{ob} A \), together with associative module transformations. By the Yoneda lemma, a loose right \( \mathcal{C} \)-module morphism \( Y(\epsilon x) \to \|YB\| \) is uniquely determined by a loose object of \( \|YB\|(\epsilon x) = \|C(\epsilon x,B)\| \). Since we saw in Section 16.19 that the loose parts of tight collages in \( \mathcal{F}_\kappa \) are simply collages in \( \text{Colim}_\kappa \), the proof of Theorem 15.18 carries all the way through to show that the bicategory of loose morphisms is equivalent to \( \text{Mod}_\kappa(\mathcal{C}) \).

On the other hand, a tight morphism \( \|YA\| \to \|YB\| \) is determined by the same data such that each right \( \mathcal{C} \)-module morphism \( Y(\epsilon x) \to \|YB\| \) is tight, or equivalently that the corresponding object of \( \|C(\epsilon x,B)\| \) is tight. By Section 16.19 and the definition of \( \mathcal{C}(\epsilon x,B) \), a tight object of \( \|C(\epsilon x,B)\| \) consists of an object of \( B \)—call it, say, \( D_x \)—together with a tight morphism \( \epsilon x \to \epsilon(Dx) \)—call it, say, \( D_x \).

The additional data of a tight morphism \( \|YA\| \to \|YB\| \) consists of, for each \( x,y \in \text{ob} A \), a morphism from \( (Dx,Dx) \) to \( (Dy,Dy) \) in \( \|C(\epsilon x,B)\| \). By Section 16.19 and the definition of \( \mathcal{C}(\epsilon x,B) \), such a morphism consists of a 2-cell \( D_x \to B(Dx,Ex) \circ Ex \) in \( \mathcal{C} \). The associativity of these morphisms reduces exactly to the axioms of a \( \mathcal{C} \)-functor. (This is the same argument used in [LS02] for the case \( \kappa = \{1\} \).)

Finally, the description of \( j_{\|C(\epsilon x,B)\|} \) in Section 16.19 identifies it exactly with the operation \( D \mapsto B(1,D) \) described in Section 16.9. Thus, a morphism \( \|YA\| \to \|YB\| \) in \( \mathcal{MC} \) admits a tightening exactly when the corresponding \( A \)-\( B \)-module is representable. This is sufficient to identify the “one-step” closure of \( \mathcal{C} \) in \( \mathcal{MC} \) under tight \( \kappa \)-ary collages with \( \text{Mod}_\kappa(\mathcal{C}) \).

It remains to show that \( \text{Mod}_\kappa(\mathcal{C}) \) has tight \( \kappa \)-ary collages, so that this “one-step” closure is in fact the full closure. Since \( \mathcal{C} \) embeds fully-faithfully in \( \mathcal{MC} \), it suffices to prove the following lemma.
16.23. **Lemma.** Let $C$ be a $\mathcal{F}_\kappa$-bicategory. Let $B$ be a $\kappa$-ary $\mathcal{C}$-category and $S: B \to \hat{\nu}$ a tight collage. For each $x \in \text{ob} B$, let $A_x$ be a $\kappa$-ary $\mathcal{C}$-category and $R_x: A_x \to \hat{\nu}$ a tight collage. Then there is a $\kappa$-ary $\mathcal{C}$-category $A$ with object set $\sum_{x \in \text{ob} B} \text{ob} A_x$, and with extents induced from those of each $A_x$, whose tight collage is $\hat{\nu}$.

**Proof.** Note that since $R_x$ is a (tight) collage, each tight coprojection $R_z: \epsilon z \to \epsilon x$, for $z \in \text{ob} A_x$, is a map in $\mathcal{C}_\kappa$. We denote its (loose) right adjoint by $R_z^\ast$. Now the objects and extents of $A$ are given; for $z \in \text{ob} A_x$ and $w \in \text{ob} A_y$, we define

$$A(z, w) := R_x^\ast \circ B(x, y) \circ R_w.$$  

Then $A$ is a $\kappa$-ary $\mathcal{C}$-category, with structure morphisms induced by those of $B$ and the units and counits of the adjunctions $R_x \dashv R_x^\ast$. The adjunct morphisms to the definition of $A(z, w)$:

$$R_z \circ A(z, w) \longrightarrow B(x, y) \circ R_w$$

make $R$ into a $\mathcal{C}$-functor $A \to B$. Since each $R_x$ is a map, by Lemma 16.21, the $B$-$A$-module $B(1, R)$ has a right adjoint $B(R, 1)$. The usual split-coequalizer arguments show that $B(1, R)$ and $B(R, 1)$ are inverse equivalences in $\text{Mod}_\kappa(\mathcal{C})$. However, by Theorem 15.15, $S$ (or equivalently $\hat{\nu}(1, S)$) is also an equivalence from $B$ to $\hat{\nu}$. Thus, the composite functor $SR$ is equivalence from $A$ to $\hat{\nu}$, and hence is a loose collage.

It remains to prove the right part of the universal property. Suppose $g: v \to w$ is a loose morphism in $\mathcal{C}$. Since $S$ is a tight collage, $g$ is tight if and only if $gS_x$ is tight for each $x \in \text{ob} B$. But since $R_x$ is a tight collage, $gS_x$ is tight if and only if $gS_xR_x$ is tight for each $x \in \text{ob} A_x$. Thus, $g$ is tight if and only if each $gS_xR_x$ is tight. \qed

16.24. **Remark.** Suppose that we wanted to let $A(x, y)$ denote a morphism in $\mathcal{C}$ from $\epsilon x$ to $\epsilon y$, rather than the reverse, as we have done. Then in order for $\mathcal{C}$-transformations to reduce to their usual meaning in examples, a $\mathcal{C}$-transformation $D \Rightarrow E$ would have to involve a 2-cell $E_x \to B(Dx, Ex) \circ Dx$ rather than $D_x \to B(Dx, Ex) \circ E_x$. However, there seems no way to reverse the order of $D$ and $E$ in the 2-cells of a free cocompletion. Thus, in order for Theorem 16.22 to hold, we are essentially forced to take $A(x, y)$ to be a morphism from $\epsilon y$ to $\epsilon x$.

16.25. **Remark.** By Theorem 16.16, $\text{Mod}_\kappa(\mathcal{C})$ also has all tight lax colimits of lax functors into $\mathcal{C}$, with $\kappa$-small domain. Thus, as in Remark 15.20, we can conclude that it is also the free cocompletion of $\mathcal{C}$ under such tight lax colimits.

16.26. **Remark.** As in Remark 15.21, we have $\text{Mod}_\kappa(\mathcal{C}) \simeq \text{Mod}_{\{1\}}(\mathbf{Matr}_\kappa(\mathcal{C}))$, where $\mathbf{Matr}_\kappa(\mathcal{C})$ is the free cocompletion of $\mathcal{C}$ under tight $\kappa$-small coproducts. Its loose bicategory is $\mathbf{Matr}_\kappa(\mathcal{C}_\lambda)$ as in Remark 15.21, while a tight morphism from $\epsilon_1: O_1 \to \text{ob} \mathcal{C}$ to $\epsilon_2: O_2 \to \text{ob} \mathcal{C}$ consists of a function $D: O_1 \to O_2$ and tight morphisms $D_x^\kappa: \epsilon_1 x \to \epsilon_2(Dx)$.

16.27. **Remark.** There are various other similar monoidal bicategories for which we could consider analogous free cocompletions. For instance, if we used $\mathcal{F}$-bicategories—that is, mere equipments without any local cocompleteness—then the free cocompletion of an equipment $\mathcal{C}$ under tight collages would consist of $\mathcal{C}$-categories, $\mathcal{C}$-functors, “$\mathcal{C}$-Mealy morphisms”, and Mealy cells, as in Example 16.8. And if we used $\text{Cat}$-bicategories—that is, ordinary bicategories—then the free cocompletion under collages would consist of $\mathcal{C}$-categories, $\mathcal{C}$-Mealy morphisms, and Mealy cells.
The latter, in the case \( \kappa = \{1\} \), is precisely what was observed in [LS02]. Thus, from the starting point of [LS02], the main observations of the second part of the current paper are that (1) by using equipments instead of bicategories, we can recover functors exactly as the tight morphisms in the free cocompletion, and (2) by including local cocompleteness in the enrichment, we can recover the more common and useful notion of modules, instead of Mealy morphisms, as the (loose) morphisms in the free cocompletion.
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