Identifying factors influencing decision making using logistic regression
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Abstract:

The issue of decision-making is one of the important issues in modern management because of its impact on individuals, communities and countries, as most of the problems faced by individuals, communities and countries result from making incorrect decisions. The evolution of management science and the use of quantitative methods of treatment are also in a continuous growth as decisions are influenced by a variety of factors or variables. In this research, we considered the variables or factors related to the illusion of excellence and the level of ambition through the use of logistic regression technique to identify the variables that have a significant moral effect in the decision-making and are arranged according to their importance. A model by which to predict the extent to which the decision is affected by the environment. The result of the analysis demonstrated that out of ten factors that were identified and studied, three of them had a significant effect while the others had a non-significant effect, and the model achieves a correct classification of 81%.
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1. Introduction

Decision making is considered a significant topic in modern management science. This is due to the fact that many things which go beyond the limits of the individuals clearly influence the policies of the societies and countries. This influence can be spotted in many political, economic, social and educational aspects. Consequently, decision-making will have a great significant since most of the problems faced by individuals which in turn faced by the entire societies, are the result of incorrect decision-making. A decision is considered a course chosen by the decider being the most appropriate available means to achieve a certain goal [5,21]. As a result of what modern management science witnessed in the development of analysis and treatment, additional cognitive sciences are involved in decision-making. In fact, the decisions in the age of cognition and globalization are taken by following the scientific methods relying on the computers and by the quantitative methods to have a precise decision [6]. The process of decision-making faces lots of problems influencing the levels of performance the most important of which those which result from the growth of the needs and desires in the inside and outside environment [3]. Hence, the environment of decision-making will be influenced by the existing factors. Within such environment, the decision made by the individual is influenced by many elements like, for example, the level of ambition, the illusion of preeminence and so on. Concerning the illusion of preeminence, it is one of the mental deviations which influences decision making. This kind of illusion is represented by the individual’s inclination of having more supreme mentality and this leads to the deviation of the decision than what is rightly aimed at [15]. In this research, the factors concerned with the illusion of preeminence and the level of ambition are considered through employing the technique of logistic regression to identify the variables or factors which influence decision making. This is achieved...
by determining ten variables then collecting their data through a questionnaire prepared for this purpose. Consequently, a model is built which can identify the variables with the moral influence on the studied phenomenon in addition to arranging those variables according to their importance [2].

It is well-known that the process of decision making is an integrated and a comprehensive process and out of such aspect the research problem emerged which can be represented by answering the following question:

- What are the variables of the significant influence on decision making motivated by preeminence illusion and ambition level?
- What is the arrangement of those variables concerning the importance of the capability of prediction?

The research value lies in identifying the organic relations between the environment and the process of decision making by the student and also in revealing the way of how the effects are arranged through determining the variables of the significant influence on the decision and then arranging them in accordance with the power of influence. This leads to arriving at suggestions which increase the precession of decision making in a way that develops his character in general. However, the aim of this research is building a statistical model which enables the prediction of decision making and its relation with the ambition level and preeminence illusion. In addition, the research relies on the hypothesis of the influence of all independent variables, i.e., all the logistic regression parameters for all independent variables are significant.

2. Previous Studies

Mansoor [17] his study aimed at identifying the nature of the relation between the level ambition and decision making by the students. The model included 270 students from the departments of psychology and social sciences. The study concluded that there was a connecting relation with a statistical indication between ambition level and decision making by the sample. The study also concluded that there exist differences with significant indication in the mean average of the sample’s performance on the scale of the ambition level.

Dhaifallah & obaid, [8] Also their study aimed at identifying the relation between decision making and the ambition level and diagnosing the capabilities of the students to make a decision. The study comprised 30 first year M.A. students from the College of Social and Humanitarian Sciences. The study concluded that decision making is connected with ambition level and also the existence of differences with statistical significant in making decision according to the specialized factor.

According to Alsmarat [4] his study aimed at diagnosing the influence of using the strategy of problem solving in teaching national education on developing the skills of decision making to a model of a students. The study demonstrated the preeminence of the empirical group in developing the skills concerned with making decision. It also demonstrated the preeminence of males over females and also there were no differences with statistical significant among the educational levels.

On the other hand, Ribanks [19] his study aimed at identifying the relation between mentality, personality characteristics and ambition levels. The model of the study comprised 1500 secondary and university students. The study concluded that there is an indicative and positive connection between the capability of mentality and achievement and some personality characteristics and ambition level. It also concluded that there exists a huge difference between the ambition level and both gender variable and specialty in favor of males.

Study by Kimm [12] aimed at analyzing the relation between participatory in decision making and job satisfaction of teachers there. The study comprised a model of 700 male and female teachers all over Korea. The study concluded that there exist differences with statistical indication between teachers’ participation in making decision and job satisfaction because of the gender, experience, the size of the school and the subjects taught by the teacher. It was demonstrated that the real levels of the participation had a positive influence.

3. Logistic Regression

Achia, et al., [1] logistic regression is a statistical means which is used to examine and document the relation between the qualitative dependent variable one or more variable of the independent variables irrespective of their kind whether quantitative or qualitative. The logistic regression is based on the basic assumption that the dependent variable (y) which we deal with is a binary variable which takes the values (1) with (P) probability and (0) with (1-P) probability and is:

\[ E(y|X) = P(y = 1) = P \]  \hspace{1cm} (1)

Thus, the value of the right side is between (1,0). The model is inapplicable from the point of view of regression [10,7]. To solve this problem, we insert a proper mathematical transformation on the dependent variable (y) where

\[ 0 \leq P \leq 1 \]

Thus, the ratio \( \frac{P}{1-P} \) is a positive amount \((0, \infty)\) that is,

\[ 0 \leq \frac{P}{1-P} \leq \infty \]

Taking the natural logarithm, we get
\[-\infty \leq \ln \left( \frac{P}{1-P} \right) \leq \infty \]  

Consequently, we can write the regression model in case of one independent variable:

\[
\ln \left( \frac{P}{1-P} \right) = b_0 + b_1 x_1 
\]

(3)

In case there is more than one independent variable, the model is

\[
\ln \left( \frac{P}{1-P} \right) = b_0 + \sum_{i=1}^{n} b_j x_{ij} 
\]

(4)

Equation (4) above represents the logistic regression model and the transformation \( \ln \left( \frac{P}{1-P} \right) \) is called (Logit Transformation) \([11,9,14]\).

The logistic regression is a model which takes the shape of the logistic function as in figure (1) and is used in predicting the probability of a certain action to happen by documenting the data in a logistic curve shape \([13]\).

\[
f(-\infty) = \frac{1}{1 + e^{(-\infty)}} = \frac{1}{1 + e^{\infty}} = 0 \\
f(0) = \frac{1}{1 + e^{0}} = \frac{1}{1 + 1} = \frac{1}{2} \\
f(+\infty) = \frac{1}{1 + e^{(+\infty)}} = \frac{1}{1 + e^{-\infty}} = 1
\]

\[f(z)\]

Figure (1): Logistic Function

The reliance of the regression in the above figure on the logistic curve which has the formula as in the equation

\[Range\]

\[0 \leq f(z) \leq 1\]

\[P = \frac{e^{a+bx}}{1 + e^{a+bx}} = \frac{1}{1 + e^{-(a+bx)}}\]

(5)

Instead of the straight-line equation \( y = b_0 + b_1 x + e \) is the thing which made the topic of regression to be called logistic regression. From the characteristics of the logistic regression analysis is that it arranges the influence of the independent variables in a way which enables the researcher to conclude that a variable is considered more powerful than the other one.

In addition, the logistic regression does not require that the independent variables follow normal distribution and it also does not require that the relation between the independent variables and the dependent variable is to be a linear \([18,20,16]\).

4. The Practical Side

The data used in the research are identified and determined by describing the variables of the research and determining sample size and the statistical analysis.

4.1 Sample and Data of the Research

The research sample is represented by 270 students from Cihan University-Slemani and the following adopted mechanism to choose the sample from population size (the total number of Cihan university students targeted in the research and did not include Law students and some new ones)

\[N = 830\]
n = N / \left[ 1 + N(d)^2 \right]

where:

n = sample size, N = population size, d = error = \alpha = 0.05

\[ n = \frac{830}{1 + 830(0.05)^2} = 270 \]

The stratified Random sample is adopted and which takes into consideration the number of the students for each scientific department. The sample size is distributed as in the following:

Computer Science = 25, English = 35, Cultural = 16, Banking = 20, Accounting = 67, Accounting by IT = 34, Business Administration = 63, Translating = 10

The class of the university students is chosen because they are qualified to make a decision but they lack experience. For this reason, we believe that preeminence illusion and ambition level and can be clearly seen in making decisions for such class. The questionnaire prepared for this purpose is adopted as clarified in appendix (1). The questionnaire form included the dependent variable (y) and ten independent variables and all of them are qualitative as in the following:

y is the dependent variable where

\[ y = (1) \text{ the decision is influenced by environment } y = (0) \text{ the decision is not influenced by environment} \]

\[ x_1 = (1) \text{ making decision takes long time from me, and it will take } (0) \text{ if the answer is making decision does not take long time from me} \]

\[ x_2 = (1) \text{ when I have ready alternative decisions, and it will be } (0) \text{ when I do not have ready alternative decisions} \]

\[ x_3 = (1) \text{ if the respondent answer I rely on reasonable justifications in making decisions and } = (0) \text{ when the respondent do not rely on reasonable justifications in making decisions} \]

\[ x_4 = (1) \text{ if the answer was, I discuss the decision to be made unanimously and } = (0) \text{ if he answers I do not discuss the decision to be made unanimously} \]

\[ x_5 = (1) \text{ when the answer I change my decision after I made it and } = (0) \text{ if the answer I do not change my decision after I made it} \]

\[ x_6 = (1) \text{ when the respondent believe that the personal effort diminishes the obstacles no matter how huge they are, and } = (0) \text{ if he does not believe that the personal effort diminishes the obstacles no matter how huge they are} \]

\[ x_7 = (1) \text{ if the answer is life seems to me hopeless, and } = (0) \text{ if the life does not seem to me hopeless} \]

\[ x_8 = (1) \text{ if the respondent considers the future very optimistic, and } = (0) \text{ if he does not consider the future very optimistic} \]

\[ x_9 = (1) \text{ if the respondent hugely depends on others in solving his problems, and } = (0) \text{ if don’t depend on others in solving his problems} \]

\[ x_{10} = (1) \text{ I am much influenced by the criticism of others, and } = (0) \text{ I am not influenced by the criticism of others.} \]

4.2 Results

Using the ready statistical program (SPSS), the data are analyzed after reviewing and tabulating them. The logistic regression model parameters are estimated relying on Min-2loglikelihood and Iterations. The optimum estimation of the model’s parameters is obtained where:

\[ -2\text{Loglikelihood} = 230.839 \]

In the fifth iteration which we stopped at because the parameters change \((B_0, B_1, ..., B_{10})\) became zero. This is the best result that can be obtained for the parameters and that -2loglikelihood is in the minimum as clarified in table (1)

| Iteration | -2 Log likelihood | Constant | x1     | x2     | x3     | x4     | x5     | x6     | x7     | x8     | x9     | x10    |
|-----------|--------------------|----------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| Step 1    | 1                  | 238.220  | .564   | -.145  | .104   | .465   | .330   | -.320  | .282   | .502   | -.028  | -.026  | .233   |
|           | 2                  | 231.113  | .446   | -.267  | .188   | .688   | .546   | -.486  | .439   | .855   | -.039  | -.015  | .361   |
|           | 3                  | 230.840  | .402   | -.249  | .215   | .732   | .608   | -.525  | .475   | .974   | -.042  | -.008  | .390   |
|           | 4                  | 230.839  | .400   | -.250  | .217   | .734   | .611   | -.527  | .477   | .982   | -.042  | -.007  | .391   |
|           | 5                  | 230.839  | .400   | -.250  | .217   | .734   | .611   | -.527  | .477   | .982   | -.042  | -.007  | .391   |

a. Method: Enter
b. Constant is included in the model.
c. Initial -2 Log Likelihood: 252.332
d. Estimation terminated at iteration number 5 because parameter estimates changed by less than .001.

Table (2) shows the model parameters, column (B), and the Standard Error (S.E) for each parameter and (Wald Statistic), in addition to the significant parameters which we will explain later.
To test the model's efficiency and the goodness of fit, we use here Log Likelihood Ratio which follows the distribution of (Chi-square - 𨡓) according to the relation

\[ \chi^2 = 2 \left[ \log L_0 - \log L_1 \right] \]

Where:

- \( L_1 \): the value of Log likelihood function which contains variable (i)
- \( L_0 \): the value of Log likelihood function which contains variable (i-1)

Hosmer and Lemeshow (1989) test was adopted to know the quality of model documentation. This test depends on calculating the statistics (\( \chi^2 \)) of the difference between the observed values and the expected ones as in table (4).

We observe that they are not significant and this assures the quality of the model.

To know about the capability of the model which was built on classifying the observations, table (5) (classification table) clarifies this where the percentage of the correct classification: (overall percentage = 81%) to the two classification groups which it belongs to: (1+217)/269=81%. That is, the number of the observations classified correctly is 218 while there are 51 observations which were classified wrongly and the percentage is (19%).

From table (2) and with observing column (B) which represents the values of the model parameters, the model is:

\[
\ln \left( \frac{p}{1-p} \right) = 0.4 - 0.25X_1 + 0.21X_2 + 0.734X_3 + 0.611X_4 - 0.52X_5 + 0.477X_6 + 0.982X_7 - 0.042X_8 - 0.007X_9 + 0.391X_{10}
\]

(6)

The results in the same table point that the independent variables (\( X_7, X_3, \) and \( X_4 \)) have significant influence on decision making when (\( \alpha = 0.05 \)) and that the variable (\( X_3 \)) has a significant influence at (\( \alpha = 0.10 \)).

Thus, the variables (\( X_7, X_3, X_4 \)), are the variables which influence the dependent variable (\( y \)) and that the value of the parameters are:

- \( B_7 = 0.982 \)  \( \text{EXP} = 2.669 \)
- \( B_3 = 0.734 \)  \( \text{EXP} = 2.083 \)
- \( B_4 = 0.611 \)  \( \text{EXP} = 1.842 \)
5. Conclusions and Recommendations
The most important conclusions and recommendations which the research arrived at are:
1. Some of the research hypothesis were achieved where the parameters \((B_5, B_6, B_7)\), have significant values whereas the parameters \((B_8, B_9, B_{10})\) have no significant values.
2. The possibility of adopting the logistic regression through building a model by which it is possible to predict making decision.
3. The independent variables with the significant influence are:
   - \(X_7\) = life seems to me hopeless
   - \(X_8\) = I rely on reasonable justifications in making decisions
   - \(X_9\) = I discuss the decision to be made unanimously
4. The percentage of the correct classification for the proposed constructed model was (81%) and which shows whether the decision made is influenced by the environment or not.
5. The goodness of fit for the model was significant where \((\alpha = 0.10)\) and the value (chi-square) \(\chi^2 = 21.493\) at 10 degree of freedom.
6. The quality of documenting the model relying on testing (Hosmer & Lemeshow) and which in turn depends on the difference between the observed repetitions and the expected ones where the result was not significant which assures the quality of model documentation.
7. The expansion using the technique of logistic regression considering it an active method in this respect.
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\[
\begin{align*}
\text{Variable } (X_7) & \text{ occupied the first place in influencing the dependent variable } (y). \\
\text{Variable } (X_8) & \text{ occupied the second place in influencing the dependent variable } (y). \\
\text{Variable } (X_9) & \text{ occupied the third place in influencing the dependent variable } (y). \\
\text{Concerning the rest of the variables, their influence on the dependent variable is not significant.} \\
\text{And the adopted model is} \\
\ln \left( \frac{p}{1-p} \right) & = 0.982X_7 + 0.734X_8 + 0.611X_9 \\
\end{align*}
\]
Appendix (1)
Questionnaire Form

Dear Student

We would like to inform you that the purpose of this questionnaire is a scientific research. Consequently, we would like you to answer all the questions with yes or no. We made sure that all the questions are clear and simple and only need little time. Your answers will be used to obtain the correct scientific results. Thanks in advance

Is your decision influenced by the environment? [ ] Yes [ ] No
Making a decision does not take a long time from me [ ] Yes [ ] No
I usually have ready alternative decisions [ ] Yes [ ] No
I rely on reasonable justifications in making decisions [ ] Yes [ ] No
I discuss the decision to be made unanimously [ ] Yes [ ] No
I change my decision after making it [ ] Yes [ ] No
I believe that the personal effort diminishes the obstacles no matter how huge they are [ ] Yes [ ] No
Life seems to me hopeless [ ] Yes [ ] No
I consider the future very optimistic [ ] Yes [ ] No
I hugely depend on others in solving my problems [ ] Yes [ ] No
I am much influenced by the criticism of others [ ] Yes [ ] No

The researchers