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While quantum measurement theories are built around density matrices and observables, the laws of thermodynamics are based on processes such as are used in heat engines and refrigerators. The study of quantum thermodynamics fuses these two distinct paradigms. In this article, we highlight the usage of quantum process matrices as a unified language for describing thermodynamic processes in the quantum regime. We experimentally demonstrate this in the context of a quantum Maxwell’s demon, where two major quantities are commonly investigated: the average work extraction ⟨W⟩ and the efficacy γ which measures how efficiently the feedback operation uses the obtained information. Using the tool of quantum process matrices, we develop the optimal feedback protocols for these two quantities and experimentally investigate them in a superconducting circuit QED setup.

I. INTRODUCTION

The interplay of information and energy is at the heart of thermodynamics, originating from the thought experiment of Maxwell’s demon [1–3]. In particular, the laws of thermodynamics have been generalized to accommodate the presence of feedback operations [4–14]. Experimental implementations of various types of classical demons have been realized [15–21]. The modern development of quantum technologies further enables us to investigate the idea of Maxwell’s demon in the quantum regime [22–31], where concepts such as coherence, entanglement, measurement backaction, and the exponential scaling of system Hilbert spaces may become important. Furthermore, quantum information theory allows us to analyze and optimize these measurement and feedback-based protocols in a way that can reveal quantum thermodynamical advantages.

In this article, we introduce the tool of the quantum process matrix to analyze and optimize a weak-measurement-based Maxwell’s demon protocol [25]. The quantum process matrix has vast application in quantum information processing [32–57] and quantum optics [58–60], but its usage in quantum thermodynamics is still nascent [22]. The optimization of feedback protocols has been considered in classical [41] and quantum [42] contexts, with experimental implementation so far limited to classical systems [43]. Using quantum process matrices, we are able to assign new meaning to the efficacy—a measure of how efficiently feedback uses obtained information [17]—which can be related to violations of Jarzynski’s equality when the role of information is neglected. Previous experimental work has demonstrated efficacy above unity [25]. However, optimization and maximization of the efficacy reveal certain fundamental limitations associated with the usual language of quantum mechanics. First, while quantum mechanics provides us with methods to describe states and observables, thermodynamics concerns work, which is not an observable [44]. Second, we show that the quantum state alone—the density matrix—does not provide the full description of the evolution, and is thus inadequate for certain feedback tasks. As a consequence, in order to design a feedback protocol that maximizes the efficacy, we harness the quantum process matrix to derive effective states that achieve this goal. Using a circuit QED setup, we experimentally test work and efficacy maximizing feedback protocols that utilize the quantum coherence encoded in the off-diagonal elements during the evolution. We examine their performance over the parameter space of time, temperature, and measurement efficiency.

This article is organized as follows: In Section II we introduce the stochastic master equation that is used to track the quantum state of a qubit undergoing weak continuous measurement. We extend this stochastic master equation treatment to derive a stochastic differential equation for the quantum process matrix that contains complete information about the quantum evolution. In Section III we introduce the protocol for a single qubit quantum Maxwell’s demon along with the Jarzynski equality and the efficacy. We consider the optimization of feedback protocols that maximize different moments of the work distribution and study the performance of these protocols versus measurement efficiency and temperature. Several appendices discuss the experimental setup and data acquisition, the formalism of quantum process inference, analysis of the efficacy, the equivalence of different work distributions, methods used to reduce the measurement efficiency, statistical analysis methods, and the tomographic validation of quantum trajectories.

II. CONTINUOUS MEASUREMENT OF A SUPERCONDUCTING QUBIT

We use superconducting transmon qubit [45–46] as a versatile platform for weak measurements and quantum state tracking. By coupling the qubit with a microwave cavity in the dispersive regime [47–51], one can perform continuous weak measurement and qubit state tracking without completely destroying coherences in the
measurement basis. Using the measurement records, we experimentally reconstruct the time-dependent quantum process matrix along a single trajectory.

The system is subject to a resonant drive given by the Hamiltonian \( H_R = -\Omega_R \sigma_y / 2 \) in the rotating frame \( (\Omega_R \text{ is the Rabi frequency and } \sigma_x, \sigma_y, \sigma_z \text{ are the Pauli operators, with } \sigma_z \text{ diagonal in the energy basis}). The drive creates coherences between the qubit energy levels. Simultaneously, a continuous weak measurement probe signal coupled to \( \sigma_z \) is used by the demon to track the state. The weak measurement record is denoted by \( r \).

\[ \dot{\rho} = \frac{1}{i\hbar} [H_R, \rho] + k(\sigma_z \rho \sigma_z - \rho) + 2\eta[k(\sigma_z \rho \sigma_z + \rho \sigma_z - 2 \text{Tr}(\sigma_z \rho \sigma_z))r(t), \]

where \( \eta \) is the efficiency of the detector and \( k \) represents the strength of the measurement. In this measurement architecture, the signal \( r(t) \) is the demodulated quadrature amplitude that encodes qubit state information (Fig. 1a), such that

\[ r(t) = \langle \sigma_z \rangle(t) + dW, \]

where \( dW \) is a zero-mean Gaussian distributed Wiener increment. This noise arises from the quantum fluctuations of the cavity probe. The noise obscures state information, resulting in weak measurement.

We now introduce the tool of the quantum process matrix in our experiment, which represents the complete set of the information obtained from the measurement record. The evolution of the density matrix under the quantum operation \( \mathcal{E} \) can be written as

\[ \dot{\rho}_i = \sum_{jk} \chi_{jk}(r) K_j^\dagger \rho_i K_k, \]

where \( \rho_i \) is the initial density matrix of the system and \( \chi_{jk}(r) \) are the elements of the quantum process matrix written in the basis of standard quantum process tomography (Fig. 1b,c)

\[ \{K_j\} = \{I, \sigma_x, \sigma_y, \sigma_z\}. \]

Note that quantum operations are not trace-preserving. The resulting normalized density matrix is given by \( \rho_r = \mathcal{E}_r(\rho_i) / \text{Tr} \mathcal{E}_r(\rho_i) \). While there exists a technique of quantum process tomography to determine a quantum operation, it fails to apply to a time-dependent quantum process matrix, as we study here. This quantum process matrix is determined by a single stochastic measurement record, where repeated measurement and statistical averaging is impossible. Here, we develop an alternative way to infer the conditional quantum process by using a stochastic differential equation for the quantum process matrix (see Appendix B),

\[ \dot{\chi}_{jk}(r) = \sum_{mn m'n'} c_{mn}^{j} c_{mn'}^{k} \theta_{mn}(r) \chi_{m'n'}(r), \]

where \( c_{jk}^l \) are the structure constants of the basis \( \{K_j\} \) defined by

\[ K_j K_k = \sum_l c_{jk}^l K_l, \]

whose complex conjugates are denoted by \( c_{jk}^* \). The coefficients \( \theta_{mn}(r) \) are stochastic variables determined by the SME of the system. In our experimental setup, we have the closed form

\[ \theta(r) = \begin{pmatrix} -k & \frac{-i\Omega_k}{2} & 2\eta k r \\ 0 & 0 & 0 \\ \frac{i\Omega_k}{2} & k & 0 \end{pmatrix}. \]

Fig. 1b shows the evolution of the quantum process matrix obtained from one example measurement record. Clearly, the quantum process matrix contains more information about the system evolution than is preserved in the trajectories. \( \chi(r) \) is a Hermitian matrix with positive diagonal elements. Although the information encoded in \( \chi_{jk}(r) \) is generally obscure, in our experimental setup when the system undergoes 3/4 of a Rabi cycle (approximately at \( t = 0.94 \mu s \)), the quantum operation can be compared with an ideal Hadamard gate where the effects of measurement backaction and dephasing are neglected (Fig. 1d). We also show that the quantum trajectory of the system can be recovered from \( \chi(r) \). The result is compared with the trajectory expressed as Pauli expectation values \( x = \text{Tr}(\rho \sigma_z), z = \text{Tr}(\rho \sigma_x), \) where \( \rho \) is calculated from Eq. 1(d) \( (x_p, z_p) \) or via Eq. 3 \( (x_\chi, z_\chi) \). The trajectories generated from these two methods are nearly identical and agree with the tomographic validation (Fig. 1d).

III. QUANTUM THERMODYNAMICS

As is shown in Fig. 2, the qubit system is initialized in the thermal state

\[ \rho_i = \rho_{th}(\beta) = \frac{1}{Z} e^{-\beta H} = \frac{1}{2 e^{\beta/2}} \left( \begin{array}{cc} e^{\beta/2} & 0 \\ 0 & e^{-\beta/2} \end{array} \right), \]

where \( H = -\hbar \omega \sigma_z / 2 \) and \( Z = 2 \cosh(\beta/2) \) are the Hamiltonian and partition function of the qubit, respectively and \( \beta = (k_B T)^{-1} \) is the inverse temperature. For simplicity, the qubit energy levels are given in units such that \( \hbar = 1 \).

We consider a Maxwell’s demon protocol where information from weak continuous measurement is used to extract work through unitary feedback. In order to experimentally determine the work extraction, we introduce the two-point measurement (TPM) protocol, which consists of a pair of projective measurements at the beginning and the end of the measurement and feedback. The work extraction measured by the TPM protocol (Fig. 2) is calculated as

\[ W_{\text{TPM}} = \langle E_i \rangle - \langle E_f \rangle. \]
where $E_i$ and $E_f$ represent the initial and final energy of the qubit system, respectively. Previous work [28] has studied a feedback protocol that was solely determined by the density matrix $\rho_r$. Starting with a thermal state, the demon tracked the quantum trajectory of the qubit via the SME (Eq. 1). After a variable duration, the demon applied a feedback rotation to rotate the qubit state toward the ground state. This protocol maximized the work extracted from the qubit.

In addition to $W$, the higher-order moments of the work distribution and their combinations are informative since they encode the correlation of the initial and final states of the system. For example, the second order moment of $W$,

$$\langle W^2 \rangle = \langle E_i^2 \rangle + \langle E_f^2 \rangle - 2 \langle E_i E_f \rangle,$$

(10)

explicitly involves the correlation between $E_i$ and $E_f$ in the cross term $\langle E_i E_f \rangle$, which, unlike a quantum mechanical observable, is inaccessible from the initial and the final density matrices of the system. With the language of quantum operations, this cross term can be expressed as

$$\langle E_i E_f \rangle = \int D\tau \text{Tr}[H \mathcal{E}_\tau(\rho_{th}H)],$$

(11)

where $\int D\tau$ (see Appendix C) represents the path integral over the entire space of possible measurement records. In summary, the higher-order moments of the work distribution serve as the probe of the correlation information encoded in the quantum operation beyond a traditional density matrix treatment.

Among the various choices, one of the most valuable quantities to consider is given by the Jarzynski’s equality [57, 58]. In the case that the initial and final free energies of the system are the same, Jarzynski’s equality is written,

$$\langle e^{-\beta W} \rangle = \gamma.$$

(12)
The equality introduces the efficacy, $\gamma$ [59]. In the absence of measurement and feedback, $\gamma = 1$. On one hand, $-W > 0$ is thermodynamic evidence of the demon extracting work while the $\gamma > 1$ is, on the other hand, more of an information-theoretical measure, since (i) $\gamma$ is dimensionless, and (ii) as we will show, $\gamma$ is bounded by $n$, the size of the system Hilbert space and is irrelevant to the energy spectrum of the system considered, and (iii) $\gamma$ can only be maximized if the correlation information contained in the quantum process matrix is not destroyed.

We now analyze the feedback protocols that maximize the work extraction and efficacy. Previous work has pointed out that the role of $\gamma$ is closely related to the idea of backward processes [59]. Quantum operations can be utilized to study the time reversal of open quantum systems [60]. Motivated by these results, we also notice that the flexibility provided by quantum operations allows us to extract the information solely encoded in the measurement records without a specific initial state, which is of key importance for optimizing the feedback protocols considered in this letter. We emphasize that while the measurement records preserve the correlation between the initial and final states of the system, specifying that the flexibility provided by quantum operations can only be maximized if the correlation information can be destroyed. However, by replacing the initial state $\rho_i$ in Eq. (3) with the completely mixed state $I/2$, which can be understood as a “least invasive” choice, we effectively discard any prior thermodynamic information about the system. The resulting quantity

$$\tilde{\rho}_r \propto \mathcal{E}_r(I/2) = \sum_{jk} \chi_{jk}(r)K_i^j K_k^l$$

is the effective density matrix that we define, which is similarly normalized as $\tilde{\rho}_r = \mathcal{E}_r(I)/\text{Tr}[\mathcal{E}_r(I)]$. The significance of $\tilde{\rho}_r$ becomes clearer if we rewrite the efficacy as

$$\gamma = \int D\theta \text{Tr}[\rho_{th}\mathcal{E}_r(I)] = n\mathbb{E}[\text{Tr}(\rho_{th}\tilde{\rho}_r)I],$$

where $n = 2$ is the number of the energy levels of the system (see Appendix C). The expectation value $\mathbb{E}[\cdot]$ is evaluated as if the system were initialized into a completely mixed state. We comment that in the case where no feedback operation is performed on the system, the average of $\tilde{\rho}_r$ remains the completely mixed state $I/n$ and the value of Eq. (14) reduces to 1 (Eq. (12)). This equation also shows that $\gamma$ is proportional to the overlap between $\rho_{th}$ and $\tilde{\rho}_r$. Noting the overlap $\text{Tr}(\rho_{th}\tilde{\rho}_r)$ never exceeds unity, we conclude that the efficacy of any feedback protocol is bounded by $n$, which can be exponentially large for multi-qubit systems.

After a unitary feedback $U_r$, the effective density matrix of the system becomes $\tilde{\rho}_f = U_r^\dagger \tilde{\rho}_r U_r$. Since $\rho_{th}$ has more population in the ground state, we conclude that an optimal feedback that maximizes the efficacy given $\tilde{\rho}_r$ will maximize its overlap with $\rho_{th}$ by returning $\tilde{\rho}_f$ to the $+Z$-direction, which defines the behavior of the “$\chi$-demon” in our experiment. On the other hand, since in general, $\tilde{\rho}_r$ is not a function of $\tilde{\rho}_r$, and is obtained from $\chi(r)$, a “$\rho$-demon” unaware of $\tilde{\rho}_r$ is unable to perform this optimal feedback. This is the direct consequence of the fact that work is not an observable [44].

As is shown in Fig. 3, the feedback protocols designed for these two different tasks have very different behavior for the same ensemble of measurement records. Remarkably, we observe that maximizing the work ex-
traction and maximizing the efficacy are generally incompatible tasks.

Both of the feedback protocols are able to achieve the $\gamma > 1$ regime, as is shown in Fig. 3. Especially, we confirm that the $\chi$-demon possesses a significant advantage over the $\rho$-demon under this measure. This advantage is larger for small $t$ because in the limit of long time evolution where the significance of $\rho_i$ decreases, we expect the difference between these two feedback protocols to vanish. Figure 3 also shows the generalized Jarzynski equality $\langle e^{-\beta W} e^\chi \rangle = 1$. This generalized equality accounts for the information exchange, defined as $\mathcal{I}_{i,f} = \ln P_f(\rho_i) - \ln P_i(\rho_i)$, where $P_i$ and $P_f$ represent the populations of the system before and after the evolution calculated in the instantaneous eigenbasis, respectively [7, 28]. Fig. 3 displays the extracted work due to feedback for the two protocols. As is expected, the $\rho$-demon, which is optimized for work extraction performs better than the $\chi$-demon.

In order to build deeper intuition on the optimization of the two protocols, we examine the efficacy advantage $\langle e^{-\beta \chi} \chi - e^{-\beta W} W \rangle$ of the $\chi$-demon’s protocol for different temperatures and measurement efficiencies. Experimentally, we reduce the quantum efficiency by adding zero-mean Gaussian noise to our measurement signals, and different temperatures are obtained by sampling experiments with initial states given by respective Gibbs distributions. These data are displayed in Fig. 4. We first note that the $\chi$-demon always outperforms the $\rho$-demon in efficiently using the obtained information. This difference becomes most stark at short times and low temperature, where the $\rho$-demon’s feedback protocol is most significantly biased by the initial state. Fig. 4 displays the corresponding work advantage $\langle (W)_{\rho} - (W)_{\chi} \rangle$ of the $\rho$-demon. In regions of short evolution time, low temperature, and low quantum efficiency, initial state information is very relevant to work extraction. Likewise in the limits of high temperature, high efficiency, and long evolution time, the final state becomes less correlated with the initial state, leading to similar performance of the two protocols.

IV. OUTLOOK

Experiments in quantum thermodynamics strive to elucidate opportunities for quantum advantage in thermodynamics, clarifying the interplay of measurement, information, and energy. We highlight the limitations of the quantum state alone for the optimization of feedback protocols, which can be addressed through the use of the quantum process matrix, which we track through continuous-time weak measurement. This work enables us to consider and optimize a broader variety of feedback protocols that take advantage of the information that is inaccessible in the density matrix alone, enabling new opportunities for achieving quantum thermodynamical advantages.
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APPENDIX A: EXPERIMENTAL SETUP

The experimental setup in this work is identical to that used in reference [28]. Briefly, the system consists of a Transmon circuit ($E_C/h = 325$ MHz, $E_J/h = 8.88$ GHz, where $h$ is Planck’s constant), embedded in a three-dimensional microwave cavity ($\omega_c/2\pi = 6.86$ GHz). A dispersive interaction, characterized by a Hamiltonian term $\chi a^\dagger a$ and $\chi/\omega_c = 0.3$ MHz, and $a^\dagger a$ the cavity number operator, leads to a qubit-state-dependent phase shift on a cavity probe. The weak cavity probe is amplified by a Josephson parametric amplifier operating in phase-sensitive mode, achieving an overall measurement quantum efficiency of $\eta = 0.48$. The experimental sequence consists of a strong (projective) measurement of the qubit energy, followed by variable duration evolution under continuous measurement with strength $k/2\pi = 57$ kHz and $\Omega R/2\pi = 0.8$ MHz, a feedback rotation, and finally a second projective energy measurement. The
projective energy measurements are used for the TPM work distributions. The feedback operation is applied in a post-processing step; the data set contains different feedback rotations, and the subset of data where the correct rotations are chosen are selected from the data set for analysis. This allows for zero-latency feedback, especially when the computational overhead for calculating the quantum process matrix would require significant time. We treat the photons in the weak measurement probe signal as a free thermodynamic resource because the dispersive interaction only changes the phase of the incoming photons without changing their energy.

**APPENDIX B: QUANTUM PROCESS INFERENCE**

The stochastic master equation (SME) is written as

\[
\dot{\rho}_r = -i [H_R, \rho_r] + k (\sigma_3 \rho_r \sigma_3 - \rho_r) + 2\eta k [\sigma_3 \dot{\rho}_r + \rho_r \sigma_3 - 2 \text{Tr}(\sigma_3 \rho_r) \rho_r] r, \tag{15}
\]

where \( \rho(0) = \rho_i \) is the initial state. Note that this equation is nonlinear in \( \rho \) because of the quadratic term \( \text{Tr}(\sigma_3 \rho) \rho \). In order to recover the linear nature of Kraus operators, we relax the restriction of trace preservation to get

\[
\dot{\varphi}_r = -i [H_R, \varphi_r] + k (\sigma_3 \varphi_r \sigma_3 - \varphi_r) + 2\eta k [\sigma_3 \dot{\varphi}_r + \varphi_r \sigma_3 - 2 \text{Tr}(\sigma_3 \varphi_r) \varphi_r] r, \tag{16}
\]

where \( \varphi \) is the unnormalized density matrix with \( \varphi(0) = \rho_i \). It can be verified that

\[
\rho_r = \frac{\varphi_r}{\text{Tr} \varphi_r}, \tag{17}
\]

The right-hand-side of Eq. (16) is represented in the basis \( \{ K_j \} \) as

\[
\dot{\varphi}_r = \sum_{j,k} \theta_{jk}(r) K_j \varphi_r K_k^\dagger, \tag{18}
\]

where the stochastic variables \( \theta_{jk} \) are determined by the SME. Meanwhile, the evolution of \( \varphi \) is also described by quantum operation \( \mathcal{E}_r \) and the corresponding quantum process matrix \( \chi \),

\[
\varphi_r = \mathcal{E}_r(\rho_i) = \sum_{j,k} \chi_{jk}(r) K_j \rho_i K_k^\dagger. \tag{19}
\]

Substituting Eq. (19) into Eq. (18), we obtain

\[
\sum_{j,k} \chi_{jk}(r) K_j \rho_i K_k^\dagger = \sum_{m,n} \sum_{m',n'} \theta_{mn}(r) \chi_{m'n'}(r) K_m \rho_i K_{n'}^\dagger K_n^\dagger, \tag{20}
\]

where \( c_{jk} \) are the structure constants of the basis \( \{ K_j \} \). By comparing the coefficients, we arrive at the stochastic differential equation for \( \chi \)

\[
\dot{\chi}_{jk}(r) = \sum_{m,n} \sum_{m',n'} c_{jm}^{m'} c_{kn}^{n'} \theta_{mn}(r) \chi_{m'n'}(r). \tag{21}
\]

Using Eq. (21) and the initial quantum process matrix

\[
\chi_i = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}, \tag{22}
\]

we can therefore determine \( \chi_{jk}(r) \). The structure constants \( c_{jm}^{m'} \) form a 64-element tensor and are determined based on their definition in Eq. (6). We also note that because we have relaxed the trace preservation, the elements of \( \chi(r) \) are statistically increasing in time, this growth in the elements of \( \chi(r) \) can be seen in Fig. 1. This has no physical consequence because we explicitly normalize the density matrix determined by the quantum process.

**APPENDIX C: EFFICACY AND THE EFFECTIVE DENSITY MATRIX**

We study the statistical aspect of the formalism by first considering the operator-sum form of \( \mathcal{E}_r \)

\[
\mathcal{E}_r(\rho_i) = \sum_j M_{r,j} \rho_i M_{r,j}^\dagger, \tag{23}
\]

where \( M_{r,j} \) is a set of Kraus operators implicitly determined by the \( \chi \) matrix. With these Kraus operators, various types of probability density can be evaluated. Since each \( M_{r,j} \) can be understood as an individual contribution to \( \mathcal{E}_r \), by performing the summation over the traces,

\[
\sum_j \text{Tr} \left( M_{r,j} \rho_i M_{r,j}^\dagger \right) = \text{Tr} \mathcal{E}_r(\rho_i) = p(r|\rho_i), \tag{24}
\]

we obtain the total probability density of getting the trajectory \( r \) starting from initial state \( \rho_i \). Note that in Eq. (24), we have not incorporated the TPM protocol yet, which can be done by considering a particular pair of initial and final states \( |i\rangle \) and \( |f\rangle \). By replacing the trace operation in Eq. (24) with the projection onto \( |f\rangle \), we obtain

\[
\sum_j \langle f| M_{r,j} \rho_i M_{r,j}^\dagger |f\rangle = \langle f| \mathcal{E}_r(\rho_i) |f\rangle = p(f, r|\rho_i). \tag{25}
\]

By further specifying the initial state to be \( |i\rangle \), we obtain

\[
\sum_j \langle f| M_{r,j} |i\rangle |M_{r,j}^\dagger |f\rangle = \langle f| \mathcal{E}_r(|i\rangle |i\rangle) |f\rangle = p(f, r|i\rangle). \tag{26}
\]
Then we arrive at the joint probability density $p(f, r, i)$ by writing

$$ p(f, r, i) = p(f | r, i) P_i = \langle f | \mathcal{E}_r (\langle i | i \rangle | f) \rangle P_i, $$  

(27)

where $P_i$ represents the initial population of the system in $|i\rangle$. In this section, we will mainly focus on the two types of probability densities given by Eq. (24) and Eq. (27).

Noting that $r$ is a function of time, the normalization condition of these probability densities are properly expressed using the language of path integrals,

$$ \int \mathcal{D}r p(r | \rho_i) = 1, $n(28)$$

and

$$ \sum_{f, i} \int \mathcal{D}r p(f, r, i) = 1, $$

(29)

respectively. Based on these normalization conditions, two types of expectation values over the ensemble of $r$ can be defined. For quantity $A(r, \rho_i)$ which explicitly depends on the initial density matrix, we define

$$ \mathbb{E}[A | \rho_i] = \int \mathcal{D}r p(r | \rho_i) A $$

$$ = \int \mathcal{D}r A \text{Tr} \mathcal{E}_r (\rho_i), $$

(30)

where the second line is obtained by applying Eq. (24). For quantity $A(f, r, i)$ which explicitly depends on the TPM measurement results, we define

$$ (A) = \sum_{f, i} \int \mathcal{D}r p(f, r, i) A. $$

(31)

With these probabilities and expectation values properly defined, now we can use them to analyze the efficacy.

We consider an initial state described by the canonical ensemble at temperature $\beta$ with population in the $i$-th energy level given by

$$ P_i(\beta) = \frac{1}{Z} e^{-\beta E_i}. $$

(32)

The initial density matrix is described by the thermal state

$$ \rho_{th} = \sum_i P_i(\beta) |i\rangle \langle i|. $$

(33)

Using Eq. (31), the efficacy can be defined in a straightforward way as

$$ \gamma = \langle e^{-\beta W} \rangle = \sum_{f, i} \int \mathcal{D}r p(f, r, i) e^{-\beta (E_f - E_i)}. $$

(34)

Eq. (34) can be simplified in several steps. By utilizing Eq. (32), we can rewrite the exponential part to get

$$ \gamma = \sum_{f, i} \int \mathcal{D}r p(f, r, i) P_f(\beta) P_i(\beta). $$

(35)

With Eq. (27) the probability part can be reformatted with $\mathcal{E}_r$

$$ \gamma = \sum_{f, i} \int \mathcal{D}r \langle f | \mathcal{E}_r (\langle i | i \rangle | f) \rangle P_i(\beta) \frac{P_f(\beta)}{P_i(\beta)} $$

$$ = \sum_{f, i} \int \mathcal{D}r \langle f | \mathcal{E}_r (\langle i | i \rangle | f) \rangle P_f(\beta). $$

(36)

Next, we deal with the summations. Since $\mathcal{E}_r$ is a linear mapping, the summation over $i$ is straightforward,

$$ \gamma = \sum_{f} \int \mathcal{D}r \langle f | \mathcal{E}_r (\sum_i |i\rangle \langle i| | f) \rangle P_f(\beta) $$

$$ = \sum_{f} \int \mathcal{D}r \langle f | \mathcal{E}_r (I) | f \rangle P_f(\beta). $$

(37)

In order to perform the summation over $f$, we rewrite the quantum mechanical expectation value with the trace operation,

$$ \gamma = \int \mathcal{D}r \text{Tr} \left[ \sum_f P_f(\beta) \langle f | \mathcal{E}_r (I) \rangle \right]. $$

(38)

By utilizing Eq. (33), we obtain,

$$ \gamma = \int \mathcal{D}r \text{Tr} [\rho_{th} \mathcal{E}_r (I)]. $$

(39)

The physical meaning of Eq. (39) becomes clearer by introducing the effective density matrix

$$ \hat{\rho}_r = \frac{\mathcal{E}_r (I)}{\text{Tr} \mathcal{E}_r (I)} = \frac{\mathcal{E}_r (I/n)}{\text{Tr} \mathcal{E}_r (I/n)}. $$

(40)

Combining Eq. (40) and Eq. (39), we obtain,

$$ \gamma = n \int \mathcal{D}r \text{Tr} [\rho_{th} \mathcal{E}_r (I/n)] $$

$$ = n \int \mathcal{D}r \text{Tr} [\rho_{th} \hat{\rho}_r] \text{Tr} \mathcal{E}_r (I/n). $$

(41)

By comparing this result with Eq. (39), we arrive at

$$ \gamma = n \mathbb{E}[\text{Tr} (\rho_{th} \hat{\rho}_r) | I], $$

(42)

where the expectation value $\mathbb{E}[|I\rangle]$ is evaluated as if the system were initialized as a completely mixed state and the denominator $n$ has been omitted from the complete form $\mathbb{E}[|I/n\rangle]$ for convenience. Note that Eq. (42) is in the form of a nested expectation value because it is the statistical average of the quantum expectation value over the ensemble of measurement records.
Similarly, we can evaluate

\[ \langle E_f E_f \rangle = \sum_{f,i} \int Dr p(f,r,i) E_f E_f \]

\[ = \sum_{f,i} \int Dr \langle f | \mathcal{E}_r (|i\rangle\langle i|) |f\rangle P_i(\beta) E_f E_f \]

\[ = \int Dr \sum_{f} \langle f | \mathcal{E}_r (\rho_{th} H) |f\rangle E_f \]

\[ = \int Dr \text{Tr}[HE_r(\rho_{th} H)]. \]  

\( \text{APPENDIX D: WORK DISTRIBUTION} \)

To characterize how the demon extracts work we compare the work distribution with and without unitary feedback. The work distribution obtained from the TPM is always discrete, but this quantity does not reflect the true expectation from the demon’s point of view because the demon has no prior knowledge of the TPM measurement results, the actual work distribution viewed by the demon is the conditional expectation value

\[ W_r = -\mathbb{E}[W|r,\rho_i]\]  

\[ = \text{Tr}(\rho_i H) - \text{Tr}(\rho_f H). \]  

The conditional work extraction depends on the stochastic measurement record \( r \) and is a continuous variable taking values from \(-1\) to \(1\). We experimentally recover the conditional work extraction for each trajectory and obtain its statistical distribution (Fig. 5).

\[ \langle E_f E_f \rangle = \sum_{f,i} \int Dr p(f,r,i) E_f E_f \]

\[ = \sum_{f,i} \int Dr \langle f | \mathcal{E}_r (|i\rangle\langle i|) |f\rangle P_i(\beta) E_f E_f \]

\[ = \int Dr \sum_{f} \langle f | \mathcal{E}_r (\rho_{th} H) |f\rangle E_f \]

\[ = \int Dr \text{Tr}[HE_r(\rho_{th} H)]. \]  

\( \text{FIG. 5.} \) Two approaches to calculate the work distribution. The left and right panels display the work distribution before and after the feedback rotation, respectively. (a) The TPM work distribution measured at \( \beta = 0.5 \). The dashed lines indicate the average work. (b) The corresponding conditional work distribution viewed by the demon. \( \langle W_r \rangle \) is in fair agreement with \( \langle W_{\text{TPM}} \rangle \).

\[ \langle W_r \rangle = 0.167(0.01) \]

\[ \langle W_{\text{TPM}} \rangle = -0.104(0.01) \]  

\[ \langle W_f \rangle = 0.113(0.002) \]

\[ \langle W_r \rangle = -0.113(0.002) \]  

\[ \langle W_{\text{TPM}} \rangle = -0.104(0.01) \]  

\[ \langle W_r \rangle = 0.167(0.01) \]

\[ \langle W_{\text{TPM}} \rangle = 0.167(0.01) \]  

\[ \langle W_f \rangle = 0.113(0.002) \]

\[ \langle W_r \rangle = 0.113(0.002) \]

\( \text{APPENDIX E: OPTIMIZATION OF THE FEEDBACK PROTOCOLS} \)

We optimize the feedback protocols by considering the expectation value of a given operator \( A \) with respect to the density matrix \( \rho_f \), under a unitary feedback operation \( U \). The final state and the final expectation value after the feedback are written as

\[ \rho_f = U \rho_i U^\dagger, \]

\[ \langle A \rangle_f = \text{Tr}(\rho_f A), \]

respectively. If \( U \) is the optimal feedback, we expect \( \langle A \rangle_f \) to stay unchanged under an arbitrary additional infinitesimal unitary operation

\[ V = I + iJ \delta \lambda, \]

up to the first order in \( \delta \lambda \), where \( J \) is a Hermitian operator and \( \delta \lambda \) is an infinitesimal real parameter. By applying the infinitesimal operation \( V \) to \( \rho_f \), we obtain

\[ \delta \rho_f = (I + iJ \delta \lambda) \rho_f (I - iJ \delta \lambda) - \rho_f = i[J, \rho_f] \delta \lambda. \]

The resulting variation of \( \langle A \rangle_f \),

\[ \delta \langle A \rangle_f = i \delta \lambda \text{Tr}([J, \rho_f] A). \]

Since \( J \) is arbitrary, we can choose \( J \) to be a projection operator

\[ J = |\psi\rangle \langle \psi|, \]

where \( |\psi\rangle \) is an arbitrary pure state. Then \( \langle A \rangle_f \) reduces to

\[ \delta \langle A \rangle_f = i \langle \psi | [\rho_f, A] |\psi\rangle \delta \lambda. \]

Note here \([\rho_f, A]\) is an anti-Hermitian operator. The condition \( \delta \langle A \rangle_f = 0 \) for any \( |\psi\rangle \) implies

\[ [\rho_f, A] = 0. \]
In other words, the optimal feedback operation always makes the final density matrix diagonalized in the basis defined by $A$. As a consequence, for the $\rho$-demon which maximizes the work extraction, the optimal feedback operation diagonalizes the density matrix in the energy basis, with the larger population occupying the lower energy states. For the $\chi$-demon which maximizes the efficacy given by Eq. (42), the effective density matrix defined by Eq. (40) is used, instead.

**APPENDIX F: LOWERING MEASUREMENT EFFICIENCY WITH ADDED GAUSSIAN NOISE**

In Fig. 4, we study the behavior of the feedback protocols at low measurement efficiency by adding zero-mean Gaussian random numbers into the measurement record while processing the data. The variance $\sigma^2$ of the noise is determined by the equality,

$$\left( \frac{dW}{\sqrt{4k\eta\Delta t}} \right)^2 + \sigma^2 = \left( \frac{dW}{\sqrt{4k\eta'\Delta t}} \right)^2,$$

where $\eta$ is the efficiency of experimental set up and $\eta'$ is the effective measurement efficiency with the added noise.

**APPENDIX G: STATISTICAL ANALYSIS**

The error analysis in Fig. 3 and Fig. 5 relies on the formula,

$$\Delta A = \sqrt{\frac{(A^2) - (A)^2}{N}},$$

where $A$ represents the quantity averaged over and $N$ is the number of measurement records used. Experimentally, the quantity $A$ and $A^2$ are determined for each measurement record and their mean values are calculated separately. In Fig. 3c,d, a total data set of 676,072 measurement records is used. Of this data set, we select subensembles that meet the specified feedback protocols with $N$ varying from 6,205 to 6,669. In Fig. 3d, the work advantage is displayed as $-(\langle W \rangle_{\rho,\chi} - \langle W \rangle_n)$, where $\langle W \rangle_n$ represents the work extraction with no feedback. The corresponding statistical uncertainties are determined by error propagation as $\sqrt{(\Delta W_{\rho,\chi})^2 + (\Delta W_n)^2}$. The statistical uncertainties of $\langle e^{-\beta W} \rangle$, $\langle e^{-\beta W - I} \rangle$ and $-\langle (\langle W \rangle_{\rho,\chi} - \langle W \rangle_n) \rangle$ are displayed as vertical bars. In Fig. 5, a total of 68,856 measurement records is used, with subensembles of around 3,300. The errors of $P(W_{TPM})$, $\langle W_{TPM} \rangle$ and $\langle W_r \rangle$ are included in the corresponding figures.

**APPENDIX H: TOMOGRAPHIC VALIDATION**

We validate the prediction of the quantum trajectories by performing quantum state tomography over a subensemble (Fig. 1d). We first generate a reference quantum trajectory from the measurement record shown in Fig. 1a. For each time $t$, the quantum trajectory predicts a pair of expectation values $x(t)$ and $z(t)$ (solid lines). This pair of expectation values are validated by preparing an ensemble of trajectories with an identical experimental setup but an evolution time truncated to $t$. Then we examine a subset of this ensemble such that their prediction on the final state is close enough to $x(t)$ (or $z(t)$), within $\pm$0.04 tolerance. Note that although these trajectories may behave differently prior to $t$, ideally they share the common final expectation value. Since each of the trajectories are followed by a final projective measurement, we are allowed to apply quantum state tomography to examine this subensemble. The resulting expectation values (dashed lines) given by the tomography are compared with the reference trajectory.
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