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Abstract

For a given Riemannian manifold \((M^n, g)\) which is near standard sphere \((S^n, g_{\text{round}})\) in the Gromov–Hausdorff topology and satisfies \(Rc \geq n - 1\), it is known by Cheeger–Colding theory that \(M\) is diffeomorphic to \(S^n\). A diffeomorphism \(\varphi : M \rightarrow S^n\) was constructed in Cheeger and Colding (J Differ Geom 46(3):406–480, 1997) using Reifenberg method. In this note, we show that a desired diffeomorphism can be constructed canonically. Let \(\{f_i\}_{i=1}^{n+1}\) be the first \((n + 1)\)-eigenfunctions of \((M, g)\) and \(f = (f_1, f_2, \ldots, f_{n+1})\). Then the map \(\tilde{f} = \frac{f}{|f|} : M \rightarrow S^n\) provides a diffeomorphism, and \(\tilde{f}\) satisfies a uniform bi-Hölder estimate. We further show that this bi-Hölder estimate is sharp and cannot be improved to a bi-Lipschitz estimate. Our study could be considered as a continuation of Colding’s works (Invent Math 124(1–3):175–191, 1996, Invent Math 124(1–3):193–214, 1996) and Petersen’s work (Invent Math 138(1):1–21, 1999).
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1 Introduction

For a Riemannian manifold \((M^n, g)\) satisfying the Ricci lower bound
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# Springer
there exist many rigidity theorems. For example, the Lichnerowicz-Obata theorem (cf. [17, 20]) states that such a manifold must satisfy
\[ \lambda_1 \geq n, \]  
and the equality holds if and only if \((M, g)\) is isometric to the standard sphere \((S^n, g_{\text{round}})\) with constant sectional curvature 1. Here \(\lambda_1\) is the first eigenvalue of the Laplace operator \(-\Delta\). On the other hand, it follows from the Bishop-Gromov volume comparison and Myer’s theorem (cf. [18]) that
\[ \text{Vol}(M, g) \leq \text{Vol}(S^n, g_{\text{round}}) = (n + 1)\omega_{n+1}, \]  
and the equality holds if and only if \((M, g)\) is isometric to the standard sphere. Here \(\omega_{n+1}\) is the volume of the standard ball in the Euclidean space \(\mathbb{R}^{n+1}\).

In both the Lichnerowicz–Obata theorem and the Bishop-Gromov-Myers theorem, the standard sphere \((S^n, g_{\text{round}})\) plays the role of a model space. If \((M, g)\) is isometric to \((S^n, g_{\text{round}})\), then the multiplicity of the eigenvalue \(\lambda_1\) is \(n + 1\). Namely, we have
\[ \lambda_1 = \lambda_2 = \cdots = \lambda_{n+1} = n. \]

Let \(\{f_1, f_2, \ldots, f_{n+1}\}\) be an orthonormal basis of the eigenspace corresponding to the eigenvalue \(n\), in the sense that
\[
\begin{align*}
\frac{1}{n+1} \int_{S^n} |f_i|^2 &= 1, \quad \forall \ 1 \leq i \leq n+1; \\
\int_{S^n} f_i f_j &= 0, \quad \forall \ 1 \leq i < j \leq n+1.
\end{align*}
\]  
Here \(f_{S^n}\) denotes taking average on \((S^n, g_{\text{round}})\). Then the map
\[ f := (f_1, f_2, \ldots, f_{n+1}) \]  
is an embedding of \(S^n\) into \(\mathbb{R}^{n+1}\). More precisely, \(f\) is an isometry from \((S^n, g_{\text{round}})\) to the hyper-surface
\[ \tilde{S} := \left\{ (x^1, x^2, \ldots, x^{n+1}) \left| (x^1)^2 + (x^2)^2 + \cdots + (x^{n+1})^2 = 1 \right. \right\} \subset \mathbb{R}^{n+1} \]  
with the metric induced from the Euclidean space. Define
\[ pr : \mathbb{R}^{n+1} \setminus \{0\} \mapsto \tilde{S}, \quad (x^1, x^2, \ldots, x^{n+1}) \mapsto \frac{(x^1, x^2, \ldots, x^{n+1})}{\sqrt{(x^1)^2 + (x^2)^2 + \cdots + (x^{n+1})^2}}; \]  
\[ \tilde{f} := pr \circ f. \]
Thus $\tilde{f}$ provides an isometry between $(M, g)$ and $(\tilde{S}, g_E|_{\tilde{S}}) \cong (S^n, g_{\text{round}})$. In short, if $(M, g)$ is isometric to $(S^n, g_{\text{round}})$, then we can use eigenfunctions to construct a canonical isometry $\tilde{f}$ from $(M, g)$ to $(S^n, g_{\text{round}})$.

Both rigidity theorems above have quantitative versions. In the celebrated works [10, 11], Colding proved that the Gromov–Hausdorff closeness to the standard sphere is equivalent to the volume closeness to the standard sphere, under the assumption $Rc \geq n - 1$. The seminal ideas and powerful techniques introduced in these papers become one of the major inspirations for the structure theory of spaces with Ricci curvature bounded below, which is now called the Cheeger–Colding theory (cf. [4–6]). The quantitative version of the Lichnerowicz–Obata theorem was studied in [22]. Under the same assumption $Rc \geq n - 1$, Petersen showed that Gromov–Hausdorff closeness to sphere is equivalent to $\lambda_{n+1}$ closeness to $n$. He observed that the function $\tilde{f}$ could be defined for each $(M, g)$ satisfying $Rc \geq n - 1$ and $\lambda_{n+1} \leq n + \epsilon(n)$, following the same route as in (1.4)–(1.8), and pointed out that this map should be a Gromov–Hausdorff approximation map.

Our study is motivated by both the works of Colding and of Petersen. We shall apply the techniques from the Cheeger-Colding theory (cf. [2, 4, 7–9, 13]) to study the refined property of the map $\tilde{f}$. Our result reveals that $\tilde{f}$ is not only a Gromov-Hausdorff approximation, but also a diffeomorphism with uniform bi-Hölder estimate.

**Theorem 1.1** (Main theorem) For each dimension $n \geq 3$ and small constant $\epsilon > 0$, there exists a small constant $\delta = \delta(n, \epsilon)$ with the following properties.

Suppose $(M^n, g)$ is a closed Riemannian manifold satisfying

$$
\begin{align*}
Rc &\geq n - 1, \\
Vol(M, g) &\geq (n + 1)\omega_{n+1} - \delta.
\end{align*}
\tag{†}
$$

Suppose $f_1, \ldots, f_{n+1}$ are the first $(n + 1)$-normalized eigenfunctions (cf. (1.4)) corresponding to eigenvalues $0 < \lambda_1 \leq \cdots \leq \lambda_{n+1}$ of the Laplacian operator $-\Delta$. Then the map

$$
\tilde{f} := \frac{f}{|f|} := \left(\frac{f_1, f_2, \ldots, f_{n+1}}{\sqrt{f_1^2 + \cdots + f_{n+1}^2}}\right) \tag{1.9}
$$

is well-defined and provides a diffeomorphism between $M$ and $S^n$. Furthermore, for each pair of points $x, y \in M$ satisfying $d(x, y) \leq 1$, the following distance bi-Hölder estimates hold

$$(1 - \epsilon)d(x, y)^{1+\epsilon} \leq d\left(\tilde{f}(x), \tilde{f}(y)\right) \leq (1 + \epsilon)d(x, y), \tag{1.10}$$

where $S^n$ is equipped with the canonical round metric. The above uniform bi-Hölder estimates cannot be improved to be uniform bi-Lipschitz estimate.

Note that condition (†) can be replaced by other equivalent conditions, like volume closeness to $(n + 1)\omega_{n+1}$, or radius closeness to $\pi$, or $\lambda_{n+1}$ closeness to $n$, as proven...
by Colding and Petersen (cf. Theorem 2.1). Under one of these conditions, the facts that $M$ is diffeomorphic to $S^n$, and $M$ is uniformly bi-Hölder equivalent to $S^n$, were first proved by Cheeger-Colding in [4] using the Reifenberg method. Theorem 1.1 has the advantage that it provides a canonical diffeomorphism. Similar phenomena hold for other canonical diffeomorphisms. For example, in [23, 24], the first named author used the Ricci flow to construct another canonical diffeomorphism from $M$ to $S^n$ with uniform bi-Hölder estimate. It was also shown there that the bi-Hölder estimate cannot be improved to a bi-Lipschitz map.

Now we briefly describe the structure of the paper and outline the proof of Theorem 1.1. In Sect. 2, we recall preliminary results which are of fundamental importance for this study. In Sect. 3, we prove transformation theorems (cf. Theorem 3.1 and Theorem 3.2) in our setting. Namely, up to orthogonal transformation and rescaling, in a local domain, the eigenfunctions $\{f_k\}_{k=1}^n$ provide a natural $(n, \epsilon)$-splitting map. A blowup argument then shows that the $(n, \epsilon)$-splitting property will survive in any small scale, up to further transformations by lower triangular matrices. We adapt and substantially simplify some techniques from [7] in our special setting. In Sect. 4, we use the transformation theorems and the gradient estimate to setup the bi-Hölder estimate for $\tilde{f}$. Then we apply the bi-Hölder estimate to show the injectivity of $\tilde{f}$ and the non-degeneracy of $d\tilde{f}$. We also show the surjectivity of $\tilde{f}$ by a mod-2 degree argument due to Cheeger [2]. Consequently $\tilde{f}$ is a diffeomorphism. Finally, in Sect. 5, we construct examples to show that the bi-Hölder estimate is sharp. The examples are constructed by gluing rotationally symmetric sphere metrics and football metrics in an explicit way. We also discuss further applications and generalization of our methods and results towards the end of this paper (cf. Remark 5.2 and Remark 5.3).

2 Preliminaries

In this section we collect important results in the literature which will be used in the paper.

The following theorem, stating that several nearby-sphere conditions are equivalent, is due to Colding and Petersen.

**Theorem 2.1** ([10, 11, 22]) *For any manifold $(M, g)$ with $Rc \geq n - 1$, the following conditions are quantitatively equivalent:*

1. $Vol(M)$ is close to $Vol(S^n)$;
2. $rad(M)$ is close to $\pi$;
3. $M$ is Gromov-Hausdorff close to $S^n$;
4. $\lambda_{n+1}$ is close to $n$.

For simplicity of notations, we denote $\tau(\epsilon|n, \lambda, \cdots)$ as a nonnegative function which depends on $\epsilon$, $n$, $\lambda$, .. and converges to zero as $\epsilon \to 0$. Therefore, under the
condition \((\dagger)\), we have
\[
0 \leq \pi - \text{rad}(M) \leq \tau(\delta|n); \quad (2.1)
\]
\[
d_{GH}\{(M, g), (S^n, g_{\text{round}})\} < \tau(\delta|n); \quad (2.2)
\]
\[
0 \leq \lambda_{n+1} - n \leq \tau(\delta|n). \quad (2.3)
\]
In this paper, we let \(C = C(n)\). Both \(C\) and \(\tau(\epsilon|n, \lambda, \cdots)\) may change from line to line. For a function \(h : M \rightarrow \mathbb{R}\), we define
\[
\|h\|_p := \left(\int_M |h|^p \right)^{\frac{1}{p}}.
\]

**Lemma 2.2** (cf. Lemma 3.2 of \([22]\)) For any manifold \((M, g)\) with \(Rc \geq n - 1\) and \(p \in [1, \infty)\), assume that \(\lambda_k \leq n + \epsilon\). Then for the corresponding eigenfunctions \(f_i\) \((i=1,2, \ldots, k)\), letting \(\phi = \sum_{i=1}^{k} \alpha_i f_i\) with \(\sum_{i=1}^{k} \alpha_i^2 - 1 \leq \epsilon\), we have
\[
\phi^2 + |\nabla \phi|^2 \leq 1 + \tau(\epsilon|n); \quad (2.4)
\]
\[
\|\phi^2 + |\nabla \phi|^2 - 1\|_p \leq \tau(\epsilon|n, p). \quad (2.5)
\]

**Lemma 2.3** (cf. Lemma 4.3 and Lemma 5.2 of \([22]\)) For any manifold \((M, g)\) with \(Rc \geq n - 1\), assume that \(\lambda_{n+1} \leq n + \epsilon\). Then for \(f = (f_1, \ldots, f_{n+1})\) and \(\tilde{f} = \frac{f}{|f|}\), we have
\[
|f|^2 - 1 \leq \tau(\epsilon|n); \quad (2.6)
\]
\[
|\tilde{f}(x) \cdot \tilde{f}(x_0) - \cos d(x, x_0)| \leq \tau(\epsilon|n); \quad (2.7)
\]
\[
|d \tilde{f} - df| \leq \tau(\epsilon|n); \quad (2.8)
\]
\[
\sup_{v \in T_M |v|=1} |d \tilde{f}(v)| \leq 1 + \tau(\epsilon|n). \quad (2.9)
\]
It is clear that all the inequalities in Lemmas 2.2 and 2.3 are equalities for standard sphere. Note that (2.9) is a gradient estimate, which bounds the length of \(d \tilde{f}(v)\) from above. However, the lower bound for \(\inf_{v \in T_M |v|=1} |d \tilde{f}(v)|\) is not known. Actually, we shall show in the final section (cf. Proposition 5.1) that a uniform positive lower bound for \(\inf_{v \in T_M |v|=1} |d \tilde{f}(v)|\) is impossible.

**Definition 2.4** A smooth map \(u = (u_1, u_2, \ldots, u_k) : B(x, r) \rightarrow \mathbb{R}^k\) is called a \((k, \epsilon)\)-splitting if the following conditions are satisfied.

1. \(u(x) = 0\);
2. \(\sup_{B(x,r)} |\nabla u|^2 \leq k + \epsilon\);
3. \(\int_{B(x,r)} |\langle \nabla u_\alpha, \nabla u_\beta \rangle - \delta_{\alpha\beta}| \leq \epsilon\) for each \(1 \leq \alpha \leq \beta \leq k\);
4. \(\int_{B(x,r)} |\nabla^2 u|^2 \leq \epsilon^2\).
The \((k, \epsilon)\)-splitting map was introduced by Cheeger-Colding \([3]\). If \(\epsilon = 0\), then \(u\) exactly provides a splitting. For recent study in this direction, see \([15]\) for example. In the special case that \(k = n = \dim M\), we have the following lemma.

**Lemma 2.5** \(([3, 6])\) **Suppose** \(u = (u_1, \ldots, u_n) : B(z, 10) \rightarrow \mathbb{R}^n\) **is smooth on a manifold** \(M^n\) **with** \(\text{Rc} \geq -(n - 1)\) **such that**

\[
\sup_{B(z,3)} |\nabla u| \leq 2\sqrt{n},
\]

\[
\int_{B(z,10)} \left\{ \sum_{1 \leq i \leq n} |\nabla u_i - 1|^2 + \sum_{1 \leq i < j \leq n} |\langle \nabla u_i, \nabla u_j \rangle| + \sum_{1 \leq i \leq n} |\text{Hess } u_i|^2 \right\} \leq \zeta.
\]

**Then we have**

\[
\sup_{y \in B(z,1)} \left| |u(y) - u(z)|^2 - d^2(y, z) \right| \leq \tau(\zeta | n).
\]

**Lemma 2.5** originated from \([6]\). It was generalized to spaces with mild singularities in \([9]\). The statement here follows the one in Lemma 4.7 of the “Further details” of \([9]\). The key point is to apply the segment inequality, as done in \([2]\). Note that the number of maps and the dimension of \(M^n\) should be the same.

**Theorem 2.6** \((W^{1,2}\text{-convergence}, [1, 14])\) **Let** \((M^n_i, g_i, x_i, \mu_i) \rightarrow (X, d, x_\infty, \mu)\) **be a sequences of metric measure spaces converging in the sense of pointed measured Gromov-Hausdorff, with** \(\text{Ric}_{M^n_i} \geq -(n - 1)\) **and** \(\mu_i = \frac{\text{Vol}}{\text{Vol}(B(x_i, 1))}\). **Let** \(u_i : B(x_i, R) \rightarrow \mathbb{R}\) **be smooth functions satisfying**

\[
\int_{B_R(x_i)} |u_i|^2 + |\nabla u_i|^2 + |\Delta u_i|^2 \leq C.
\]

**If** \(u_i\) **converges in the** \(L^2\)-**sense to a** \(W^{1,2}\)-**function** \(u_\infty : B(x_\infty, R) \rightarrow \mathbb{R}\), **then for any** \(r < R\) **the following properties hold.**

1. \(u_i \rightharpoonup u_\infty\) **over** \(B(x_\infty, r)\);
2. \(\Delta u_i \rightharpoonup \Delta u_\infty\) **over** \(B(x_\infty, r)\);
3. **If** \(\sup_{B(x_i, R)} |\nabla u_i|\) **is uniformly bounded by** \(L\), **then** \(u_i \rightharpoonup u_\infty\) **over** \(B(x_\infty, r)\) **for any** \(p \in (0, \infty)\).

**3 Transformation Theorems**

If \(M\) is isometric to the standard sphere, then the first \((n+1)\)-normalized eigenfunctions could be chosen as Cartesian coordinate functions \(x_i (i = 1, 2, \ldots, n + 1)\). For any point \(x\) in \(M\), composing an orthogonal linear transformation \(T\), we can rotate \(x\) to
the north pole. For simplicity of notation, we denote the north pole by $q$. Namely, we have

$$q := (0, 0, \ldots, 0, 1) = T \tilde{f}(x). \quad (3.1)$$

Now we define

$$F := ((T \tilde{f})_1, \ldots, (T \tilde{f})_n).$$

Then we have that $F(x) = 0$, $\nabla F(x)$ is an orthogonal matrix and $\nabla^2 F_{\alpha}(x) = nI_n$ for each $1 \leq \alpha \leq n$. Therefore, for any $\epsilon > 0$, there exists a constant $\delta = \delta(n, \epsilon)$ independent of $x$ and $T$ such that $F|_{B(x, \delta)}$ is a generalized $\epsilon$-splitting. Similar phenomenon also holds for manifolds nearby sphere.

**Theorem 3.1 (Transformation A)** For any $\epsilon > 0$ and $r \in (0, c_n \epsilon)$ for some small dimensional constant $c_n$, there exists $\delta = \delta(\epsilon, r, n)$ independent of $x$ and $T$ such that

1. $T \tilde{f}(x) = q = (0, 0, \ldots, 0, 1)$.
2. $F|_{B(x, r)}$ is an $(n, \epsilon)$-splitting, where $F := ((T \tilde{f})_1, \ldots, (T \tilde{f})_n)$.

**Proof** Since $SO(n + 1, \mathbb{R})$ acts transitively on the standard sphere, it is clear that we can find a $T \in SO(n + 1, \mathbb{R})$ such that

$$T \tilde{f}(x) = q = (0, 0, \ldots, 0, 1). \quad (3.2)$$

Note that the choice of $T$ depends on $\tilde{f}(x)$ and may not be unique. Then we have

$$F = (F_1, F_2, \ldots, F_n) := ((T \tilde{f})_1, \ldots, (T \tilde{f})_n), \quad (3.3)$$

$$F_{\alpha} = T_{\alpha}^k \tilde{f}_k. \quad (3.4)$$

The coefficients $T_{\alpha}^k$ in (3.4) satisfy

$$\sum_{k=1}^{n+1} \left( T_{\alpha}^k \right)^2 = 1. \quad (3.5)$$

Recall that $\tilde{f}_k = \frac{f_k}{|f|}$ and $|f|$ is almost 1 by Lemma 2.3. By setting $A_{\alpha}^k := \frac{T_{\alpha}^k}{|f|}$, we have

$$F_{\alpha} = A_{\alpha}^k f_k, \quad (3.6)$$

$$\sum_{k=1}^{n+1} \left( A_{\alpha}^k \right)^2 - 1 \leq \tau(\delta|n). \quad (3.7)$$
It follows immediately from (3.2) and (3.3) that $F(x) = 0$. Therefore, condition (1) in Definition 2.4 holds immediately. It suffices to show condition (2)-(4) in Definition 2.4. We shall do this step by step.

We let Roman letters $i, j$ run from 1 to $n + 1$, Greek letters $\alpha, \beta$ run from 1 to $n$. We fix $r \in (0, 1)$ and estimate the quantities in Definition 2.4 in the ball $B(x, r) \subset M$. In this proof, $\tau = \tau(\delta |n)$.

Step 1. There holds that

$$\sup_{B(x, r)} |\nabla F|^2 \leq n + \tau.$$ (3.8)

In light of (3.7), we can apply Lemma 2.2 to obtain

$$F^2_\alpha + |\nabla F_\alpha|^2 \leq 1 + \tau.$$ (3.9)

Summing the above inequality, we obtain

$$|\nabla F|^2 = \sum_{\alpha=1}^{n} |\nabla F_\alpha|^2 \leq \sum_{\alpha=1}^{n} (|\nabla F_\alpha|^2 + F^2_\alpha) < n + \tau,$$

which is exactly (3.8).

Step 2. For each $1 \leq \alpha \leq \beta \leq n$, there holds that

$$\int_{B(x, r)} |\langle \nabla F_\alpha, \nabla F_\beta \rangle - \delta_{\alpha\beta}| < C \left\{ r^2 + r^{-n} \tau \right\}. \quad (3.10)$$

It is clear that (3.10) is equivalent to the following two inequalities.

$$\int_{B(x, r)} |\nabla F_\alpha|^2 - 1| < C \left\{ r^2 + r^{-n} \tau \right\}, \quad \forall \ 1 \leq \alpha \leq n; \quad (3.11)$$

$$\int_{B(x, r)} |\langle \nabla F_\alpha, \nabla F_\beta \rangle| < C \left\{ r^2 + r^{-n} \tau \right\}, \quad \forall 1 \leq \alpha < \beta \leq n. \quad (3.12)$$

We first show (3.11). Inequality (2.5) in Lemma 2.2 implies that

$$\int_{M} \left| F^2_\alpha + |\nabla F_\alpha|^2 - 1 \right| \leq \tau. \quad (3.13)$$

By the gradient estimate in (3.9), it is clear that

$$|F_\alpha| \leq (1 + \tau)r \leq 2r, \quad \text{in } B(x, r). \quad (3.14)$$
By triangle inequality, we have

\[
\int_{B(x,r)} |\nabla F_\alpha|^2 - 1 \leq \int_{B(x,r)} F_\alpha^2 + \int_{B(x,r)} |F_\alpha|^2 + |\nabla F_\alpha|^2 - 1 \\
\leq 4r^2 + \frac{Vol(M)}{Vol(B(x,r))} \int_M |F_\alpha|^2 + |\nabla F_\alpha|^2 - 1,
\]

which implies (3.11) via an application of volume comparison.

We proceed to show (3.12). In Lemma 2.2, we can take \( \phi = \frac{F_\alpha + F_\beta}{\sqrt{2}} \) to obtain that

\[
\int_M \left| \frac{F_\alpha^2 + F_\beta^2 + 2F_\alpha F_\beta}{2} + \frac{|\nabla F_\alpha|^2 + |\nabla F_\beta|^2 + 2\langle \nabla F_\alpha, \nabla F_\beta \rangle}{2} - 1 \right| \leq \tau.
\]

Plugging (3.13) and its version for \( F_\beta \) into the above inequality, we can apply triangle inequality to obtain

\[
\int_M \left| F_\alpha F_\beta + \langle \nabla F_\alpha, \nabla F_\beta \rangle \right| \leq \tau.
\]

Applying (3.14) again, we obtain

\[
\int_{B(x,r)} |\langle \nabla F_\alpha, \nabla F_\beta \rangle| \leq \int_{B(x,r)} |F_\alpha F_\beta| + \int_{B(x,r)} |F_\alpha F_\beta + \langle \nabla F_\alpha, \nabla F_\beta \rangle| \\
\leq 4r^2 + \frac{Vol(M)}{Vol(B(x,r))} \int_M |F_\alpha F_\beta + \langle \nabla F_\alpha, \nabla F_\beta \rangle| \\
\leq C \left\{ r^2 + r^{-n} \tau \right\},
\]

which is nothing but (3.12). Therefore, both (3.11) and (3.12) are proved. We finish the proof of Step 2.

**Step 3.** For each \( 1 \leq \alpha \leq n \), there holds that

\[
 r^2 \int_{B(x,r)} |\nabla^2 F_\alpha|^2 < C \left\{ r^2 + r^{-n} \tau \right\}.
\] (3.15)

Recall that

\[
\tilde{f}_\alpha = \frac{f_\alpha}{|f|}, \quad \nabla \tilde{f}_\alpha = \frac{\nabla f_\alpha}{|f|} - \frac{f_\alpha f_k \nabla f_k}{|f|^3}.
\]
Direct calculation yields that

\[
\nabla^2 \tilde{f}_\alpha = \frac{\nabla^2 f_\alpha}{|f|} - \frac{f_k (\nabla f_k \otimes \nabla f_\alpha + \nabla f_\alpha \otimes \nabla f_k)}{|f|^3} - \frac{f_\alpha f_k \nabla^2 f_k}{|f|^3} + \frac{3 f_\alpha f_k f_i \nabla f_k \otimes \nabla f_i}{|f|^5}.
\]

(3.16)

Note that \( f_k^2 + |\nabla f_k|^2 \leq 1 + \tau \) by Lemma 2.2. Thus we have

\[
|\nabla^2 \tilde{f}_\alpha| \leq C \left\{ 1 + \sum_{k=1}^{n+1} |\nabla^2 f_k|^2 \right\}.
\]

(3.17)

Recall that \( F_\alpha \) is a linear combination of \( \tilde{f}_k \) with coefficients satisfying (3.4) and (3.5). It follows that

\[
|\nabla^2 F_\alpha| = \left| T_\alpha^k \nabla^2 \tilde{f}_k \right|^2 \leq \sum_{k=1}^{n+1} \left( T_\alpha^k \right)^2 \left| \nabla^2 \tilde{f}_k \right|^2 \leq C \left\{ 1 + \sum_{k=1}^{n+1} |\nabla^2 f_k|^2 \right\},
\]

whose integration yields that

\[
\int_{B(x, r)} |\nabla^2 F_\alpha|^2 \leq C \left\{ 1 + \int_{B(x, r)} \sum_{k=1}^{n+1} |\nabla^2 f_k|^2 \right\}.
\]

(3.18)

Applying the Bochner formula, the eigenfunction and the Ricci curvature condition, we have

\[
\frac{1}{2} \Delta(|\nabla f_k|^2) = |\nabla^2 f_k|^2 + (\nabla f_k, \nabla \Delta f_k) + Rc(\nabla f_k, \nabla f_k) \geq |\nabla^2 f_k|^2 + (n - 1 - \lambda_k)|\nabla f_k|^2.
\]

(3.19)

Recall that \( f_k^2 + |\nabla f_k|^2 \leq 1 + \tau \) by Lemma 2.2, and \( 1 \leq \lambda_k - n + 1 \leq 1 + \tau \) by Theorem 2.1. Thus we have

\[
|\nabla^2 f_k|^2 \leq \frac{1}{2} \Delta(|\nabla f_k|^2) + (1 + \tau).
\]

Take a cutoff function \( \varphi \) supported on \( B(x, 4r) \) such that

\[
\varphi \big|_{B(x, 2r)} = 1, \quad |\nabla \varphi| < Cr^{-1}, \quad |\Delta \varphi| < Cr^{-2}.
\]
Then we have
\[
\int_{B(x, r)} |\nabla^2 f_k|^2 \leq \int_{B(x, r)} \varphi |\nabla^2 f_k|^2 \leq C r^{-n} \int_{M} \left\{ \frac{1}{2} \Delta (|\nabla f_k|^2) \right\} \varphi + \int_{B(x, 4r)} \left\{ 1 + \tau \right\} \varphi \\
= C r^{-n} \int_{M} \frac{1}{2} \left\{ |\nabla f_k|^2 - 1 \right\} \Delta \varphi + \int_{B(x, 4r)} \left\{ 1 + \tau \right\} \varphi \\
\leq C \left\{ 1 + r^{-n-2} \tau \right\}.
\]

Plugging the above inequality into (3.18) and multiplying both sides by \( r^2 \), we arrive at (3.15). This finishes the proof of Step 3.

In (3.10) and (3.15), the constant \( C \) depends only on \( n \). Let \( c_n \) be a small constant such that \( C \cdot c_n^2 < \frac{1}{2} \). Now fix \( r \in (0, c_n \epsilon) \) and \( \delta \) sufficiently small such that \( Cr^{-n} \tau (\delta n) < 0.5 \epsilon \), we see that (3.8), (3.10) and (3.15) make sure the conditions (2), (3) and (4) in Definition 2.4 hold. Therefore, \( F|_{B(x, r)} \) is an \( \epsilon \)-splitting. The proof of Theorem 3.1 is complete.

In the following theorem, we shall show that the \((n, \epsilon)\)-splitting property is preserved in any smaller scale, up to modifying \( \epsilon \) and using a lower triangular matrix transformation. This theorem is inspired by the geometric transformation theorem in [7]. However, our argument is much simpler in the current special setting, and we also need to do necessary modifications as now we are considering eigenfunctions rather than harmonic functions.

**Theorem 3.2** (Transformation B) For each small \( \eta \), there exists an \( \epsilon_0 = \epsilon_0(\eta, n) \) with the following properties.

Suppose \( x \in M \) and \((M^n, g)\) is a closed Riemannian manifold satisfying (*). Suppose \( \epsilon \in (0, \epsilon_0) \) and \( r = c_n \epsilon \). Suppose \( F \) is chosen as in Theorem 3.1 and \( \delta \) is sufficiently small such that \( F|_{B(x, r)} \) is an \((n, \epsilon)\)-splitting. Then for each \( s \in (0, r) \), there exists a lower triangular \((n \times n)\)-matrix \( T_s \) with positive diagonal entries such that

1. \( T_s F : B(x, r) \to \mathbb{R}^n \) is an \((n, \eta)\)-splitting map on \( B(x, s) \);
2. \( \int_{B(x, s)} \langle \nabla (T_s F)_\alpha, \nabla (T_s F)_\beta \rangle = \delta_{\alpha \beta} \);
3. \( |T_s \circ T_s^{-1} - I| \leq \eta \).

**Proof** We call the transformation matrix \( T_s \) with the properties (1)-(3) in Theorem 3.2 as exact transformation. In order to prove the theorem, we need to show that the exact transformation exists on each scale \( s \in (0, r) \).

We argue by contradiction. If the theorem were wrong, we can find an \( s \in (0, r) \) such that exact transformation does not exist on the scale \( s \). By the fact \( \epsilon \ll \eta \), it is clear that on the scale \( r \), the exact transformation exists. Therefore, via a point-selecting process, we can find a critical scale \( \tilde{s} \) such that exact transformation exists for each scale \( s \in [\tilde{s}, r) \) and starts to fail to exist on the scale \( \tilde{s} \).
Step 1. For each $s \in (s, r)$, we have
\[
\max \left\{ |T_s \circ T_{2s}^{-1} - I|, \ |T_{2s}^{-1} \circ T_s - I| \right\} \leq C \sqrt{\eta}.
\] (3.20)

By condition (1) in the definition of $T_s$ and standard volume comparison, we have
\[
\left| \int_{B(x,s)} \left\langle \nabla (T_{2s}F)_\alpha, \nabla (T_{2s}F)_\beta \right\rangle - \delta_{\alpha\beta} \right|
\leq \int_{B(x,s)} \left| \left\langle \nabla (T_{2s}F)_\alpha, \nabla (T_{2s}F)_\beta \right\rangle - \delta_{\alpha\beta} \right|
\leq C \int_{B(x,2s)} \left| \left\langle \nabla (T_{2s}F)_\alpha, \nabla (T_{2s}F)_\beta \right\rangle - \delta_{\alpha\beta} \right|
\leq C \sqrt{\eta}.
\] (3.21)

Thus we can find a lower triangular matrix $U_{2s}$ such that
\[
|U_{2s} - I| \leq C \sqrt{\eta}
\] (3.22)

\[
\int_{B(x,s)} \left\langle \nabla (T_{2s}F)_\alpha, (T_{2s}F)_\beta \right\rangle = \delta_{\alpha\beta},
\] (3.23)

where $T_{2s} := U_{2s} T_{2s}$. From condition (2) in the definition of $T_s$, we know that
\[
\int_{B(x,s)} \left\langle \nabla (T_sF)_\alpha, (T_sF)_\beta \right\rangle = \delta_{\alpha\beta}.
\] (3.24)

Note that the $QR$-decomposition of the matrix $\int_{B(x,s)} \langle \nabla F_\alpha, \nabla F_\beta \rangle$ is unique, when we require the diagonal entries of the lower-triangular matrix are all positive. Thus it follows from (3.23) and (3.24) that $T_s = \tilde{T}_{2s}$, which is equivalent to
\[
U_{2s} = T_s T_{2s}^{-1}.
\] (3.25)

Plugging (3.25) into (3.22), we obtain
\[
|T_s \circ T_{2s}^{-1} - I| \leq C \sqrt{\eta}.
\] (3.26)

Composing $T_{2s}^{-1}$ and $T_{2s}$ on both sides, we obtain
\[
|T_{2s}^{-1} \circ T_s - I| \leq C \sqrt{\eta}.
\] (3.27)

It is clear that (3.20) follows from the combination of (3.26) and (3.27).
Step 2. For each $s \in (\bar{s}, r)$, we have
\[
\max \left\{ \left| T_s^{-1} \circ T_{\bar{s}} \right|, \left| T_{\bar{s}} \circ T_s^{-1} \right| \right\} \leq C \left\{ 1 + \left( \frac{s}{\bar{s}} \right) C^{\sqrt{\eta}} \right\}. \tag{3.28}
\]

Elementary linear algebra yields that
\[
|AB - I| \leq |A - I| + |B - I| + n|A - I| \cdot |B - I| \tag{3.29}
\]
for every two $(n \times n)$-matrices $A$ and $B$. Note that
\[
T_s \circ T_{2\bar{s}}^{-1} = (T_s \circ T_{2\bar{s}}^{-1}) \circ (T_{2\bar{s}} \circ T_{2\bar{s}}^{-1}) \circ \cdots \circ (T_{2^{-\infty}} \circ T_{2\bar{s}}).
\]
Repeatedly applying (3.29) on the above inequality, we obtain
\[
\left| T_s^{-1} \circ T_{2\bar{s}} - I \right| \leq \left\{ 1 + (n + 1)C^{\sqrt{\eta}} \right\}^{\bar{s}} - 1,
\]
which implies immediately that
\[
\left| T_s^{-1} \circ T_{\bar{s}} - I \right| \leq C \left\{ 1 + \left( \frac{s}{\bar{s}} \right) C^{\sqrt{\eta}} \right\}.
\]

Composing matrices in another direction, similar argument implies that
\[
\left| T_{\bar{s}} \circ T_s^{-1} - I \right| \leq C \left\{ 1 + \left( \frac{s}{\bar{s}} \right) C^{\sqrt{\eta}} \right\}.
\]

It is clear that (3.28) follows from the combination of the previous two inequalities.

Step 3. We have
\[
\frac{\bar{s}}{r} \leq \tau (\epsilon |n|). \tag{3.30}
\]

Note that $F|_{B(x, r)}$ is an $\epsilon$-splitting, and $T; F|_{B(x, \bar{s})}$ is an $(n, \eta)$-splitting for some $(n \times n)$-matrix $T$. It follows from Definition 2.4 and volume comparison that
\[
\sup_{B(x, s)} |\nabla F|^2 \leq \sup_{B(x, \bar{s})} |\nabla F|^2 \leq n + \epsilon; \tag{3.31}
\]

\[
\int_{B(x, s)} |\langle \nabla F_\alpha, \nabla F_\beta \rangle - \delta_{\alpha\beta}| < C \left( \frac{r}{s} \right)^n \int_{B(x, r)} |\langle \nabla F_\alpha, \nabla F_\beta \rangle - \delta_{\alpha\beta}| < C \left( \frac{r}{s} \right)^n \epsilon,
\]
\[
\forall 1 \leq \alpha \leq \beta \leq n; \tag{3.32}
\]
\[ s^2 \int_{B(x,s)} |\nabla^2 F|^2 < C \left( \frac{r}{s} \right)^{n-2} \int_{B(x,r)} |\nabla^2 F|^2 < C \left( \frac{r}{s} \right)^{n-2} \varepsilon^2. \] (3.33)

Note that \( \varepsilon < \eta \). Similar to the deduction of (3.22), we can apply the estimate (3.32) to obtain a lower triangular matrix \( U_s \) such that

\[ |U_s - I| \leq C \left( \frac{r}{s} \right)^n \varepsilon, \] (3.34)

and the condition (2) in Theorem 3.2 is satisfied using \( U_s \) as \( T_s \). To make sure that \( U_s F \) is an \((n, \eta)\)-splitting and satisfies all the assumptions in Theorem 3.2, from (3.31), (3.32), (3.33) and (3.34), it suffices to have that

\[ C \left( \frac{r}{s} \right)^3 n^2 \varepsilon < \eta. \] (3.35)

That is, such transformation exists for scales \( \frac{s}{r} \geq \tau(\varepsilon|n) \). This guarantees that the critical scale satisfies \( \bar{s} \leq \tau(\varepsilon|n) \), which is (3.30).

\textbf{Step 4. Rescale the metric as}

\[ \bar{g} := \bar{s}^{-2} g. \] (3.35)

Then for each fixed large constant \( L \), we have

\[ \frac{|B_{\bar{g}}(x, L)|_{\bar{g}}}{\omega_n L^n} \geq 1 - \tau(\varepsilon|n, L). \] (3.36)

Since \( Rc \geq n - 1 \), it follows from Bishop-Gromov volume comparison that

\[ \frac{|B(x, L\bar{s})|}{n \omega_n \int_0^{L\bar{s}} \sin^{n-1} \theta d\theta} \geq \frac{|M|}{(n+1)\omega_{n+1}} \geq 1 - \frac{\delta}{(n+1)\omega_{n+1}}. \] (3.37)

As \( \bar{s} \in (0, c_n \varepsilon) \) and \( \delta \to 0 \) as \( \varepsilon \to 0 \), it follows that

\[ \frac{|B(x, L\bar{s})|}{\omega_n (L\bar{s})^n} \geq \frac{n \omega_n \int_0^{L\bar{s}} \sin^{n-1} \theta d\theta}{\omega_n (L\bar{s})^n} \cdot \left\{ 1 - \frac{\delta}{(n+1)\omega_{n+1}} \right\} \geq 1 - \tau(\varepsilon|n, L), \]

which is equivalent to (3.36).

\textbf{Step 5. Rescale the function as}

\[ \bar{F} := \bar{s}^{-1} T_{\bar{s}} \{ F - F(x) \}. \] (3.38)

Then we have

\[ |\nabla_{\bar{g}} \bar{F}|_{\bar{g}}(y) \leq C \left\{ 1 + \rho C\sqrt{\bar{\eta}} \right\} \] (3.39)

where \( \rho = d_{\bar{g}}(y, x) \).

Recall that \( F(x) = 0 \in \mathbb{R}^n \). It is clear that

\[ \bar{F} := \bar{s}^{-1} T_{\bar{s}} F = \bar{s}^{-1} \left\{ T_{\bar{s}} \circ T_{\rho}^{-1} \right\} \circ T_{\rho} F. \] (3.40)
Note that $T_\rho F$ is an $(n, \eta)$-splitting map on the scale $\rho$, it follows from item (2) in Definition 2.4 that

$$|\nabla (T_\rho F)| = |\nabla_g (T_\rho F)|_g \leq \sqrt{n+\eta} \leq \sqrt{2n} \leq C. \quad (3.41)$$

Plugging (3.28) and (3.41) into (3.40), we obtain

$$|\nabla \bar{F}| \leq C\bar{s}^{-1}\left\{1 + \left(\frac{s}{\bar{s}}\right)^C\sqrt{\eta}\right\}.$$

In light of (3.38), it is clear that (3.39) is equivalent to the above inequality.

**Step 6.** We have

$$|\Delta_{\bar{g}} \bar{F} + \bar{F}| \leq \tau(\epsilon|n). \quad (3.42)$$

It follows from (3.16) that

$$\Delta_{\tilde{f}_\alpha} = \frac{\Delta f_\alpha}{|f|} - \frac{\langle \nabla f_\alpha, \nabla f^2 \rangle}{|f|^3} - \frac{f_k \Delta f_k}{|f|^3} f_\alpha + \frac{2|\nabla f|^2}{|f|^3} f_\alpha.$$

Note that

$$|\nabla f|^2 \leq \sum_{\beta=1}^n |f_\beta||\nabla f_\beta| + |f_{n+1}||\nabla f_{n+1}| \leq \tau(\epsilon|n).$$

Combining the previous two steps, we obtain

$$\left|\Delta_{\tilde{f}_\alpha} + n\tilde{f}_\alpha\right| \leq \tau(\epsilon|n), \quad 1 \leq \alpha \leq n,$$

which implies that

$$|\Delta F + nF| \leq \tau(\epsilon|n).$$

It is clear that (3.42) is equivalent to the above inequality by rescaling.

**Step 7.** Derive the desired contradiction.

For each small $\epsilon$, there exists $\tilde{s} \in (0, c_n \epsilon)$ as a critical scale such that exact transformation starts to fail to exist on this scale. In light of (3.36), we can apply the Cheeger-Colding theory to obtain that

$$(M, x, \bar{g}) \xrightarrow{\text{pointed-Gromov-Hausdorff}} (\hat{M}, \hat{x}, \hat{g}) \cong (\mathbb{R}^n, 0, g_E). \quad (3.43)$$
as $\epsilon \to 0$. By the fact $\bar{F}(x) = 0$, the gradient estimate (3.39), and the Laplacian estimate (3.42), we can apply Theorem 2.6 to obtain that

$$\bar{F}^1 \to \hat{F};$$

$$|\nabla \hat{F}|_g(y) \leq C \left\{ 1 + |y|^{C\sqrt{\eta}} \right\}, \quad \forall \; y \in \mathbb{R}^n;$$

$$\Delta_g \hat{F} = 0, \quad \text{in the distribution sense.}$$

The harmonicity of $\hat{F}$ implies that $\hat{F}$ is smooth, thus we know $\Delta_g \hat{F} = 0$ in the traditional sense. Since the limit space is Euclidean, we can assume $y = (y^1, \ldots, y^n)$ being the coordinates. Then it is clear that

$$\nabla \hat{F} = \left( \frac{\partial \hat{F}}{\partial y^1}, \ldots, \frac{\partial \hat{F}}{\partial y^n} \right).$$

Each component will also be harmonic and satisfies sublinear growth condition as $C\sqrt{\eta} < 1$. Then the proof of Liouville’s theorem applies and we know that

$$\frac{\partial \hat{F}}{\partial y^\alpha} = b^\alpha, \quad \forall \; 1 \leq \alpha \leq n.$$  

This means that $\hat{F}$ is the linear function

$$\hat{F}(y) = (b_1 y^1, b_2 y^2, \ldots, b_n y^n).$$

By the choice of $\tilde{s}$, we know that $\tilde{F}$ is an $(n, \eta)$-splitting on scale 1 and it satisfies

$$\int_{B_{\tilde{g}}(x,1)} \left\{ (\nabla \tilde{F}_\alpha, \nabla \tilde{F}_\beta) - \delta_{\alpha\beta} \right\} = 0,$$

whose limit is

$$\int_{B_{\tilde{g}}(0,1)} \left\{ (\nabla \hat{F}_\alpha, \nabla \hat{F}_\beta) - \delta_{\alpha\beta} \right\} = b_\alpha b_\beta - \delta_{\alpha\beta} = 0.$$  

Thus $b_\alpha = \pm 1$ for each $\alpha \in \{1, 2, \ldots, n\}$. Consequently, it follows from (3.47) and (3.49) that

$$\int_{B_{\tilde{g}}(0,1)} \left| (\nabla \hat{F}_\alpha, \nabla \hat{F}_\beta) - \delta_{\alpha\beta} \right| = 0.$$
In light of (3.44), the above equation implies that
\[
\int_{B(x, \bar{s})} |(\nabla F_\alpha, \nabla F_\beta) - \delta_{\alpha\beta}| = \int_{B_{\bar{s}}(x,1)} |(\nabla \tilde{F}_\alpha, \nabla \tilde{F}_\beta) - \delta_{\alpha\beta}| \leq \tau(\varepsilon|n) < \eta. \tag{3.50}
\]
It is also clear that
\[
T_\bar{s}F(0) = 0; \tag{3.51}
\]
\[
\sup_{B(x, \bar{s})} |\nabla (T_\bar{s}F)| \leq n + \tau(\varepsilon|n) < n + \eta; \tag{3.52}
\]
\[
\bar{s}^2 \int_{B(x, \bar{s})} |\nabla^2 (T_\bar{s}F)| \leq \tau(\varepsilon|n) < \eta. \tag{3.53}
\]
Note that in (3.52) we used gradient estimates available in the definition of splitting. Actually a similar argument as in [8] allows us to improve a rough gradient estimate (cf. [16]) to the more precise statement (3.52). Therefore, it follows from (3.50), (3.51), (3.52) and (3.53) that \( T_\bar{s} \) is an exact transformation, with coefficients sharper than \( \eta \).

By continuity, it is clear that \( T_\bar{s} \) can be deformed to an exact transformation for some \( s \) slightly smaller than \( \bar{s} \). This contradicts the assumption of \( \bar{s} \).

\[\square\]

### 4 A Diffeomorphism with Bi-Hölder Estimate

In this section we shall show that \( \tilde{f} \) indeed provides a diffeomorphism with bi-Hölder estimate.

**Proposition 4.1** For any \( \epsilon > 0 \), there exists \( \delta_0(n, \epsilon) > 0 \) with the following properties.

Suppose \((M^n, g)\) is a closed manifold satisfying (†) for some \( \delta \in (0, \delta_0) \). Suppose \( x, y \in M \) and \( d(x, y) < 1 \). Then \( \tilde{f} \) satisfies the bi-Hölder estimate

\[
(1 - \epsilon)d(x, y)^{1+\epsilon} \leq d\left(\tilde{f}(x), \tilde{f}(y)\right) \leq (1 + \epsilon)d(x, y), \tag{4.1}
\]

where \( d\left(\tilde{f}(x), \tilde{f}(y)\right) \) is the distance induced by the canonical round metric on \( S^n \).

**Proof** Fix \( \xi = \tau(\delta|n) \) sufficiently small. By Theorem 3.1 and Theorem 3.2, for any \( x \), we can find a map \( F : M \to \mathbb{R}^n \) such that \( F|_{B(x,r)} \) is an \((n, \xi)\)-splitting, where \( r = c_n \xi \). Furthermore, for each \( s \in (0, r) \), there exists a lower triangular matrix \( T_s \) such that \((T_sF)|_{B(x,s)}\) is an \((n, \xi)\)-splitting map.

Note that \( F(x) = 0 \) from the definition of \((n, \xi)\)-splitting. From Lemma 2.5 we know that

\[
|T_sF(y) - T_sF(x)| \geq \left(1 - \frac{\xi}{3}\right)d(x, y) \tag{4.2}
\]
for all \( y \in \partial B(x,s) \). By (3.28) in the proof of Theorem 3.2, we know

\[
|Ts| \leq s^{-\xi},
\]

which implies that the smallest eigenvalue of \( T_s^{-1} \) is at least \( s^{\xi} \). In other words, we have

\[
T_s^{-1}(v) \geq s^{\xi} |v|, \quad \forall \, v \in \mathbb{R}^n.
\]  \tag{4.3}

Combining (4.2) and (4.3), we have

\[
|F(y) - F(x)| = \left| T_s^{-1} \{ T_s F(y) - T_s F(x) \} \right| \geq \left( 1 - \frac{\xi}{3} \right) d(x,y)^{1+\xi}.
\]

Note that \( F \) is almost harmonic in the sense that \( |\nabla \Delta F| \) is small. Then it follows from the argument in [8] that \( |\nabla F| \leq 1 + \frac{\xi}{3} \). We now have for \( y \in B(x,r) \) that

\[
\left( 1 - \frac{\xi}{3} \right) d(x,y)^{1+\xi} \leq |F(x) - F(y)| \leq \left( 1 + \frac{\xi}{3} \right) d(x,y).
\]

Recall that \( q = (0,0,\ldots,0,1) \) is the north pole. For the given \( \xi > 0 \), there exists \( r \) such that on \( B(q,r) \subset S^n \) and we have

\[
\left( 1 - \frac{\xi}{3} \right) d(q,y) \leq |P(q) - P(y)| \leq \left( 1 + \frac{\xi}{3} \right) d(q,y),
\]

where \( P \) is a projection map defined as follows:

\[
P : S^n \mapsto \mathbb{R}^n,
\]

\[
(x_1, \ldots, x_{n+1}) \mapsto (x_1, \ldots, x_n).
\]

Since \( F \) is the composition of an orthogonal transformation and the projection map \( P \), we have

\[
(1 - \xi)d(x,y)^{1+\xi} \leq \left( 1 - \frac{\xi}{3} \right) |F(x) - F(y)| \leq d(\tilde{f}(x), \tilde{f}(y)) \leq \left( 1 + \frac{\xi}{3} \right) |F(x) - F(y)| \leq (1 + \xi)d(x,y).
\]

This shows that (4.1) is true for \( d(x,y) < r = c\xi \). For \( r \leq d(x,y) \leq 1 \), from (2.7), we know that by taking \( \delta \) small enough we have that

\[
(1 - \xi)d(x,y) \leq d(\tilde{f}(x), \tilde{f}(y)) \leq (1 + \xi)d(x,y), \quad \forall \, d(x,y) \in (r, 1),
\]

which implies (4.1) immediately. \( \square \)
**Proposition 4.2** Under same conditions as in Proposition 4.1, \( \tilde{f} \) is a diffeomorphism.

**Proof** Step 1. Surjectivity.

The proof of surjectivity is deeply affected by the volume continuity proved by Colding [11]. The argument below follows the route of the proof of volume continuity in Cheeger’s note [2].

Recall that \( v \) is a critical value of \( \tilde{f} \) if \( v = \tilde{f}(x) \) and \( D\tilde{f}(x) \) degenerate for some \( x \in M \). Let \( E \) be the collection of all critical values of \( \tilde{f} \). From elementary differential topology, we know that \( \#\{\tilde{f}^{-1}(\cdot)\} \mod 2 \) is a constant on \( S^n \setminus E \).

Firstly we show that there exists a point \( z_0 \in S^n \) such that \( \tilde{f}^{-1}(z_0) \) contains exactly one point in \( M \).

In light of Theorem 3.1, for each \( \epsilon > 0 \) and \( \delta \) sufficiently small, we have

\[
F|_{B(x,r)} = ((T\tilde{f})_1, \ldots, (T\tilde{f})_n)|_{B(x,r)}, \quad r = c_n \epsilon
\]

is an \((n, \epsilon)\)-splitting. It follows from Definition 2.4 that

\[
\int_{B(x,r)} \left\{ \sum_{1 \leq \alpha \leq n} \|\nabla (T\tilde{f})_\alpha\|^2 - 1 \right\} + \sum_{1 \leq \alpha < \beta \leq n} |\langle \nabla (T\tilde{f})_\alpha, \nabla (T\tilde{f})_\beta \rangle| + r^2 \sum_{1 \leq \alpha \leq n} |\text{Hess} (T\tilde{f})_\alpha|^2 \right\} \leq C \epsilon. \tag{4.4}
\]

Let \( W \subset B(x, r) \) be the union of closed geodesic balls \( \overline{B(z, \rho)} \subset B(x, r) \) satisfying

\[
\int_{B(z, \rho)} \left\{ \sum_{1 \leq \alpha \leq n} \|\nabla (T\tilde{f})_\alpha\|^2 - 1 \right\} + \sum_{1 \leq \alpha < \beta \leq n} |\langle \nabla (T\tilde{f})_\alpha, \nabla (T\tilde{f})_\beta \rangle| + \rho^2 \sum_{1 \leq \alpha \leq n} |\text{Hess} (T\tilde{f})_\alpha|^2 \right\} > \xi. \tag{4.5}
\]

By a standard covering argument(cf. Lemma 10.9 of [2]), we can find countably many disjoint balls \( B(z_i, \rho_i) \) such that \( W \subset \bigcup_{i=1}^{\infty} B(z_i, 5\rho_i) \). It follows that

\[
\xi \text{Vol}(B(z_i, \rho_i)) < \int_{B(z_i, \rho_i)} \left\{ \sum_{1 \leq \alpha \leq n} \|\nabla (T\tilde{f})_\alpha\|^2 - 1 \right\} + \sum_{1 \leq \alpha < \beta \leq n} |\langle \nabla (T\tilde{f})_\alpha, \nabla (T\tilde{f})_\beta \rangle| + \rho^2 \sum_{1 \leq \alpha \leq n} |\text{Hess} (T\tilde{f})_\alpha|^2 \right\}. \tag{4.5}
\]
In light of volume comparison, we have
\[
Vol(W) \leq \sum_{i=1}^{\infty} Vol(B(z_i, 5\rho_i)) = \sum_{i=1}^{\infty} \frac{Vol(B(z_i, 5\rho_i))}{Vol(B(z_i, \rho_i))} \cdot Vol(B(z_i, \rho_i))
\]
\[
\leq 5^n \sum_{i=1}^{\infty} Vol(B(z_i, \rho_i)).
\]
(4.6)

Note that \(\{B(z_i, \rho_i)\}_{i=1}^{\infty}\) is a disjoint collection and \(\bigcup_{i=1}^{\infty} B(z_i, \rho_i) \subset B(x, r)\). It follows from the combination of (4.5) and (4.6) that

\[
Vol(W) \leq \frac{5^n}{\xi} \int_{B(x, r)} \left\{ \sum_{1 \leq \alpha \leq n} |\nabla (T \tilde{f})_{\alpha}|^2 - 1|^2 + \sum_{1 \leq \alpha < \beta \leq n} |\nabla (T \tilde{f})_{\alpha}, \nabla (T \tilde{f})_{\beta}| \right. \\
\left. + \rho^2 \sum_{1 \leq \alpha \leq n} |Hess (T \tilde{f})_{\alpha}|^2 \right\}.
\]

Dividing both sides of the above inequality by \(Vol(B(x, r))\) and applying (4.4), we obtain

\[
\frac{Vol(W)}{Vol(B(x, r))} \leq \frac{5^n}{\xi} \cdot Ce < \tau(\epsilon |n),
\]
where we appropriately choose \(\xi\) in the last step. Let \(V = B(x, r) \setminus W\). Then we have

\[
Vol(V) \geq \{1 - \tau(\epsilon |n)\} Vol(B(x, r)),
\]
\[
\int_{B(z, l)} \left\{ \sum_{1 \leq \alpha \leq n} |\nabla (T \tilde{f})_{\alpha}|^2 - 1|^2 + \sum_{1 \leq \alpha < \beta \leq n} |\nabla (T \tilde{f})_{\alpha}, \nabla (T \tilde{f})_{\beta}| \\
+ l^2 \sum_{1 \leq \alpha \leq n} |Hess (T \tilde{f})_{\alpha}|^2 \right\} \leq \tau(\epsilon |n),
\]
for all \(z \in V\) and \(B(z, l) \subset B(x, r)\). Thus we have

\[
l^2 = \sum_{1 \leq \alpha \leq n} \left\{ (T \tilde{f})_{\alpha} - (T \tilde{f})_{\alpha}(z) \right\} + \tau(\epsilon |n)l^2 \quad \text{on} \quad \partial B(z, l).
\]
(4.7)

From (2.7) we know that if \(\tilde{f}(a) = \tilde{f}(b)\), we have

\[
|a - b| < \tau(\epsilon |n)
\]
when taking $\epsilon$ small enough such that $\tau(\epsilon | n) < \frac{\tau}{100}$. In particular, we can choose $z_0 \in B(x, \frac{r}{2}) \cap V$ and $l_0 = \frac{r}{2}$. Consider $\tilde{f}(z_0) \in S^n$. If $\tilde{f}(a) = \tilde{f}(z_0)$ for some $a \neq z_0$, then we have

$$a \in B(z_0, l_0) \subset B(x, r).$$

Choose $T$ above with respect to $z_0$. Namely, rotate $\tilde{f}(z_0)$ to the north pole $q = (0, \ldots, 0, 1)$. Combining this with (4.7) we get $1 = \tau(\epsilon)$, which is a contradiction. Therefore we obtain $\tilde{f}^{-1}(\tilde{f}(z_0)) = \{z_0\}$.

Since we know that $\tilde{f}$ is smooth and $M$ is compact, it is clear that $Im(\tilde{f})$ is a closed set. As $E$ is a measure-zero set, it follows that $S^n \setminus E = S^n \setminus E \subset Im(\tilde{f})$, which means that $\tilde{f}$ is a surjective map.

**Step 2. Injectivity.**

By the work of Petersen [22], we know that $\tilde{f}$ is a $\tau(\delta | n)$-Gromov-Hausdorff approximation, which implies that

$$\left| d(x, y) - d(\tilde{f}(x), \tilde{f}(y)) \right| < \tau(\delta | n)$$

for every pair of points $x, y \in M$. Fix a point $w \in Im(\tilde{f})$. It follows from the above inequality that

$$d(x, y) < \tau(\delta | n) < 1$$

for every pair of points $x, y \in \tilde{f}^{-1}(w)$. Therefore, the first inequality in (4.1) applies and yields that

$$(1 - \epsilon)d(x, y)^{1+\epsilon} \leq d\left(\tilde{f}(x), \tilde{f}(y)\right) = d(w, w) = 0.$$
which forces that \( x = y \). Therefore \( \tilde{f}^{-1}(w) \) consists of a single point. The injectivity of \( \tilde{f} \) is proved.

**Step 3. Nondegeneracy of \( d\tilde{f} \).**

By now, we have showed that \( \tilde{f} \) is a smooth homeomorphism map from \( M \) to \( S^n \). In order to show \( \tilde{f} \) being a diffeomorphism, it suffices to show the non-degeneracy of \( d\tilde{f} : T_x M \to T_{\tilde{f}(x)} S^n \). By choosing natural orthonormal bases, we have

\[
d\tilde{f} : \mathbb{R}^n \cong T_x M \to T_{\tilde{f}(x)} S^n \cong \mathbb{R}^n.
\]

Thus we can regard \( d\tilde{f} \) as an \((n \times n)\)-matrix and \( \det(d\tilde{f})(x) \) is well-defined. The map \( \tilde{f} \) is non-degenerate at \( x \) if and only if \( \det(d\tilde{f})(x) \neq 0 \). We shall prove this by contradiction. Suppose \( \det(d\tilde{f})(x) = 0 \), then there exists a short geodesic \( \gamma : [-\eta, \eta] \to M \) such that \( \gamma(0) = x \) and \( \frac{d}{dt}\bigg|_{t=0} \tilde{f}(\gamma(t)) = 0 \). Since \( \tilde{f} \) is smooth, we denote that

\[
a = \frac{d^2}{dt^2}\bigg|_{t=0} \tilde{f}(\gamma(t)),
\]

then from elementary calculus we know that

\[
d(\tilde{f}(\gamma(t)), \tilde{f}(\gamma(0))) = \frac{|a|^2}{2} t^2 + o(t^2),
\]

which contradicts the bi-Hölder estimate (4.1) when \( t << 1 \).

\(\square\)

## 5 Failure of Bi-Lipschitz Estimate

In this section we shall show the sharpness of the bi-Hölder estimate of the canonical diffeomorphism. By constructing explicit examples, we show that the bi-Lipschitz estimate fails. The strategy is as follows, we first consider the football metrics on \( S^n \) with two poles and find that the canonical eigenfunction-map has degenerate Jacobian at two poles. Then we delicately smooth the poles by spherical suspension metrics, and show that the Jacobian at some point near the vertices of the smooth metric is very small. Of course, we need to keep the Ricci lower bound in the smoothing process. The observation dates back to [3, 12], cf. section 1 of [12]. The explicit construction of smoothened metric in this section also fills up some details of the construction in [21].

Consider the rotationally symmetric metric \( dr^2 + \phi^2 d\theta^2 \), where \( d\theta^2 \) is the standard round metric on \( S^{n-1} \). Denote the corresponding coordinates in \( S^{n-1} \) by \( \theta_1, \theta_2, \ldots, \theta_{n-1} \). At any given point \( p \), we may assume that \( \left\{ \frac{\partial}{\partial \theta_1}, \frac{\partial}{\partial \theta_2}, \ldots, \frac{\partial}{\partial \theta_{n-1}}, \frac{\partial}{\partial r} \right\} \) is orthonormal at the point \( p \) without loss of generality. Then at point \( p \) we have

\[
Rc \left( \frac{\partial}{\partial \theta_i}, \frac{\partial}{\partial \theta_j} \right) = (n - 2) \frac{1 - (\phi')^2}{\phi^2} - \frac{\phi''}{\phi} \delta_{ij}, \tag{5.1}
\]

\[
Rc \left( \frac{\partial}{\partial \theta_i}, \frac{\partial}{\partial r} \right) = 0, \tag{5.2}
\]

\[
Rc \left( \frac{\partial}{\partial r}, \frac{\partial}{\partial r} \right) = -(n - 1) \frac{\phi''}{\phi}. \tag{5.3}
\]
In order to guarantee $Rc \geq n - 1$, it suffices to show that
\[
\phi'' \leq -\phi, \quad \text{and} \quad \phi^2 + (\phi')^2 \leq 1. \tag{5.4}
\]

Suppose we are allowed to study the problem in the category of singular manifolds, we shall see that the bi-Lipschitz estimate fails. We consider the football metric, which can be written in polar coordinate as
\[
g_c = dr^2 + c^2 \sin^2 r \, d\theta^2, \quad c \in (0, 1]. \tag{5.5}
\]
In this case, $\phi = c \sin r$, it is clear that (5.4) holds. Thus $Rc \geq n - 1$. The volume of $(S^n, g_c)$ is close to the volume of standard sphere if $c$ is close to 1. The Laplacian operator can be expressed as
\[
\Delta_{g_c} = \frac{\partial^2}{\partial r^2} + \frac{1}{c^2 \sin^2 r} \Delta_{S^{n-1}} + (n - 1) \cot r \frac{\partial}{\partial r}. \tag{5.6}
\]
Let
\[
\alpha := \frac{-n + \sqrt{n^2 - 4(n - 1)(1 - \frac{1}{c^2})}}{2}. \tag{5.7}
\]
Let $h_1, h_2, \ldots, h_n$ be the first $n$ eigenfunctions of $(S^{n-1}, d\theta^2)$. Separation of variables yields that the first $n + 1$ eigenvalues and eigenfunctions of $-\Delta_{g_c}$ are
\[
\begin{align*}
\lambda_1 &= 2, \\
\lambda_{k+1} &= \frac{-n + \sqrt{n^2 - 4(n - 1)(1 - \frac{1}{c^2})}}{2} + 1 + \frac{n-1}{c^2}, \quad f_{k+1} = B \sin^{1+\alpha} r h_k(\theta), \quad 1 \leq k \leq n. \tag{5.8}
\end{align*}
\]
Here $A$ and $B$ are constants adjusted for normalization conditions. Then
\[
\tilde{f} \left( \frac{\partial}{\partial r} \right) = \frac{1}{\sqrt{A^2 \cos^2 r + B^2 \sin^2 2\alpha r}} \cdot \left( A \cos r, B \sin^{1+\alpha} r h_1(\theta), \ldots, B \sin^{1+\alpha} r h_n(\theta) \right),
\]
\[
d \tilde{f} \left( \frac{\partial}{\partial r} \right) = \frac{1}{\sqrt{A^2 \cos^2 r + B^2 \sin^2 2\alpha r}} \cdot \left( A \cos r, B (1 + \alpha \sin^\alpha r \cos h_1(\theta), \ldots, B (1 + \alpha \sin^\alpha r \cos h_n(\theta)) \right)
\]
\[
+ \frac{\sin r \cos r \left( A^2 - B^2 (1 + \alpha) \sin^{2\alpha} r \right)}{\left( \sqrt{A^2 \cos^2 r + B^2 \sin^2 2\alpha r} \right)^3}
\]
\[
\cdot \left( A \cos r, B \sin^{1+\alpha} r h_1(\theta), \ldots, B \sin^{1+\alpha} r h_n(\theta) \right).
\]
It follows that
\[
\lim_{r \to 0^+} d \tilde{f} \left( \frac{\partial}{\partial r} \right) = 0,
\]
which means \( \tilde{f} \) does not induce a map with uniform bi-Lipschitz constant. However, as the football metric is not smooth at two ends, it cannot serve as a genuine counterexample. In order to achieve so, we need to smooth it at two poles while keeping the volume and curvature assumption.

**Proposition 5.1** For each \( n \geq 2 \) and \( \epsilon > 0 \), there exists a rotationally symmetric metric \( g = dr^2 + \phi^2(r)d\theta^2 \) on \( S^n \) satisfying (†) and

\[
\inf_{x \in S^n} \left| d \tilde{f} \left( \frac{\partial}{\partial r} \right) \right| \leq \epsilon,
\]

no matter how small the number \( \delta \) is in the inequality (†).

**Proof** We shall construct the metric by gluing a smooth small sphere metric to a football metric with two singular points. The rotational symmetry will be preserved in the process. Thus we are actually gluing two functions

\[
\phi_{gc} = c \sin r, \quad 0 < c < 1; \quad \text{and} \quad \phi_{a-2\text{ground}} = \frac{\sin (ar)}{a}, \quad a > 1.
\]

It is clear that \( Rc \geq n - 1 \) in either of the above cases.

Choose a small positive constant \( \xi \) and define

\[
a := \frac{\sqrt{1 - c^2 \cos^2 \xi}}{c \sin \xi}, \quad \rho := \frac{\arccos(c \cos \xi)}{a}.
\]

Then we have

\[
c \sin \xi = \frac{\sin (a \rho)}{a}, \quad c \cos \xi = \cos (a \rho).
\]

It is clear that \( a \to +\infty \) and \( \rho \to 0^+ \), as \( \xi \to 0^+ \).

Take a smooth function

\[
\psi : \mathbb{R} \to \mathbb{R}, \quad \psi(x) = \begin{cases} 0, & \forall x \leq 0; \\ 1, & \forall x \geq 1. \end{cases}
\]

Denote

\[
l(t) := - \left\{ \left( 1 - \psi \left( \frac{t - \rho}{\xi} \right) \right) a \sin (a t) + \psi \left( \frac{t - \rho}{\xi} \right) c \sin (t - \rho - \xi) \right\}.
\]

From its definition, for each integer \( k \geq 0 \), we have

\[
l^{(2k)}(\rho) = (-1)^{k+1} a^{2k+1} \sin (a \rho), \quad l^{(2k)}(\rho + \xi) = (-1)^k c \sin \xi; \quad l^{(2k+1)}(\rho) = (-1)^{k+1} a^{2k+2} \cos (a \rho), \quad l^{(2k+1)}(\rho + \xi) = (-1)^{k+1} c \cos \xi.
\]
Then we construct the function \( \phi = \phi_{\xi, \zeta, \kappa} \) as follows.

1. If \( r \in [0, \rho] \), then

\[
\phi := \frac{\sin(ar)}{a}.
\]  

(5.15)

2. If \( r \in [\rho, \rho + \zeta] \), then

\[
\phi := \frac{\sin(a\rho)}{a} + (r - \rho) \cos(a\rho) + \int_{s=\rho}^{r} \int_{t=\rho}^{s} l(t).
\]  

(5.16)

3. If \( r \in [\rho + \zeta, \rho + \zeta + \kappa] \), then

\[
\phi := e^{\sin \xi + c(r - \rho - \zeta) \cos \xi + \left(1 - \psi \left(\frac{r - (\rho + \zeta)}{\kappa}\right)\right) \int_{s=\rho + \zeta}^{r} \int_{t=\rho + \zeta}^{s} l(t) + \psi \left(\frac{r - (\rho + \zeta)}{\kappa}\right) c \zeta \cos \xi}.
\]  

(5.17)

4. If \( r \in [\rho + \zeta + \kappa, \frac{\pi}{2} + \rho + \zeta - \xi] \), then

\[
\phi := c \sin(r - \rho - \zeta + \xi).
\]  

(5.18)

In light of (5.11), (5.13) and (5.14), direct calculation implies that \( \phi \) is smooth at \( r = \rho, \rho + \zeta \) and \( \rho + \zeta + \kappa \). Consequently, \( \phi \) is smooth on \([0, \frac{\pi}{2} + \rho + \zeta - \xi] \). By reflection, we can smooth the other pole similarly. Therefore, the metric \( dr^2 + \phi^2 d\theta^2 \) is a smooth metric on \( S^n \).

**Claim** For each fixed \( \xi \in (0, 1) \) and sufficiently small \( \kappa \) and \( \zeta << \kappa \), the smooth function \( \phi = \phi_{\xi, \zeta, \kappa} \) constructed above satisfies

\[
\phi'' \leq -(1 - \xi)\phi,
\]

(5.19)

\[
(\phi')^2 + (1 - \xi)\phi^2 \leq 1.
\]

(5.20)

By discussion at the beginning of this section, it is clear that (5.19) and (5.20) are satisfied in cases (1) and (4). Thus we shall only focus on the proof of (5.19) and (5.20) in cases (2) and (3).

We first show (5.19). On the interval \([\rho, \rho + \zeta] \), it follows from (5.12) and (5.16) that

\[
-\phi'' = -l(r) = (1 - \psi)a \sin(ar) + \psi c \sin(r - \rho - \zeta + \xi)
\]

\[
= (1 - \psi)a \sin(a\rho) + \psi c \sin \xi + O(\xi),
\]

\[
\phi = \frac{\sin(a\rho)}{a} + O(\xi).
\]
Applying (5.11) on the above equations, we have

\[-\phi'' = \frac{\sin(a\rho)}{a} + (1 - \psi) \left( a - \frac{1}{a} \right) \sin(a\rho) + O(\xi) \geq \frac{\sin(a\rho)}{a} + O(\xi) \geq (1 - \xi)\phi.\]

Thus we obtain (5.19) in case (2). On the interval \([\rho + \xi, \rho + \xi + \kappa]\), the second derivative \(\phi''\) can be expressed as

\[l(r) + \left\{ \psi \left( \frac{r - (\rho + \xi)}{\kappa} \right) \left( \int_{r=\rho+\xi}^{r} \int_{l=\rho+\xi}^{s} l(t) - \int_{s=\rho}^{r} \int_{t=\rho}^{s} l(t) \right) \right. \]
\[+ \left( 1 - \psi \left( \frac{r - (\rho + \xi)}{\kappa} \right) \right) c\xi \cos\xi \right\}'' \]
\[= l(r) + \frac{1}{\kappa^2} \psi'' \left( \frac{r - (\rho + \xi)}{\kappa} \right) \left( \int_{r=\rho+\xi}^{r} \int_{l=\rho+\xi}^{s} l(t) - \int_{s=\rho}^{r} \int_{l=\rho}^{s} l(t) - c\xi \cos\xi \right) \]
\[+ 2 \frac{\psi'}{\kappa} \left( \frac{r - (\rho + \xi)}{\kappa} \right) \left( \int_{l=\rho+\xi}^{r} l(t) - \int_{l=\rho}^{r} l(t) \right) \]
\[= l(r) + O\left( \frac{\xi^2}{\kappa^2} \right) + O\left( \frac{\xi}{\kappa} \right).\]

Since \(\xi << \kappa\) according to our choice, it follows from (5.12), (5.17) and the above inequality that

\[-\phi'' = c\sin\xi + O(\kappa) + O\left( \frac{\xi}{\kappa} \right),\]
\[\phi = c\sin\xi + O(\kappa).\]

Recalling that both \(\kappa\) and \(\frac{\xi}{\kappa}\) are very small, we immediately obtain (5.19) holds on \([\rho + \xi, \rho + \xi + \kappa]\), i.e., in case (3).

We move on to show (5.20). Taking derivative of (5.16) yields that

\[\phi' = \cos(a\rho) + \int_{t=\rho}^{r} l(t), \text{ on } [\rho, \rho + \xi].\]

Since \(\xi\) is sufficiently small, it follows from (5.11) and (5.16) that

\[(\phi')^2 + (1 - \xi)\phi^2 \leq (\phi')^2 + \phi^2 = \left\{ \frac{\sin(a\rho)}{a} \right\}^2 + \cos^2(a\rho) + O(\xi) = c^2 + O(\xi) < 1.\]

Springer
which shows (5.20) in case (2). On the interval \([\rho + \xi, \rho + \xi + \kappa]\), by (5.17) we have

\[
\phi' = c \cos \xi + \int_{t=\rho}^{r} l(t) \\
+ \left\{ \psi \left( \frac{r - (\rho + \xi)}{\kappa} - \int_{s=\rho+\xi}^{r} \int_{t=\rho+\xi}^{s} l(t - \int_{s=\rho+\xi}^{t} l(t)) \right) \right. \\
+ \left. \left( 1 - \psi \left( \frac{r - (\rho + \xi)}{\kappa} \right) \right) \right\} c \zeta \cos \xi
\]

\[
\phi = c \sin \xi + O(\zeta + \kappa);
\]

It follows that

\[
(\phi')^2 + (1 - \xi) \phi^2 = (c \cos \xi)^2 + (1 - \xi)(c \sin \xi)^2 + O(\zeta + \kappa)
\]

\[
\leq c^2 + O(\zeta + \kappa) < 1,
\]

which proves (5.20) in case (3). The proof of the Claim is complete.

By (5.19) and (5.20), it follows from (5.1)–(5.3) that \(Rc \geq (n - 1)(1 - \xi)\) under the metric \(dr^2 + \phi^2 d\theta^2\). Let \(g_{\xi,c} = \left( 1 - \xi \right)^{-1} \{ dr^2 + \phi^2 d\theta^2 \} \). Then we have

\[ Rc \geq n - 1, \text{ under } g_{\xi,c}. \] (5.21)

Recall that \(g_c = dr^2 + c^2 \sin^2 r d\theta^2\). Then it is clear that

\[
\lim_{\xi \to 0^+} d_{GH} \left( (S^n, g_{\xi,c}), (S^n, g_c) \right) = 0, \] (5.22)

\[
\lim_{c \to 1^-} d_{GH} \left( (S^n, g_{\text{round}}), (S^n, g_c) \right) = 0. \] (5.23)

The spectrum of the standard sphere is

\[
\lambda_1 = \lambda_2 = \cdots = \lambda_{n+1} = n < \lambda_{n+2} = 2(n+1) \leq \cdots.
\]

By continuity of spectrum under the Gromov-Hausdorff convergence (cf. [6]), we know that the spectrum of \((S^n, g_c)\) is close to that on \((S^n, g_{\text{round}})\). Therefore, when \(c\) is close to 1, there are exactly \(n + 1\) eigenvalues strictly less than \(n + 2\). More precisely, we have

\[
\lambda_{1,S^n_c} = n;
\]

\[
\lambda_{k+1,S^n_c} = \alpha + 1 + \frac{n - 1}{c^2}, \quad \forall k \in \{1, 2, \ldots, n\};
\]

\[
\lambda_{n+2,S^n_c} \geq n + 2.
\]
Here $\alpha$ is defined in (5.7). Take eigenfunctions $f_{1,\xi,c}$, $f_{2,\xi,c}$, $\ldots$, $f_{n+1,\xi,c}$ on $(S^n, g_{\xi,c})$ corresponding to the first $(n+1)$-eigenvalues with

$$\int_{(S^n, g_{\xi,c})} \left| f_{k,\xi,c} \right|^2 \, d\text{vol}(S^n, g_{\xi,c}) = \frac{1}{n+1}, \quad \forall \ 1 \leq k \leq n+1;$$

$$\int_{(S^n, g_{\xi,c})} f_{j,\xi,c} f_{k,\xi,c} \, d\text{vol}(S^n, g_{\xi,c}) = 0, \quad \forall \ 1 \leq j < k \leq n+1.$$

From Lemma 2.2 and Theorem 2.6, we know that these eigenfunctions sub-converge in $W^{1,2}$-sense to the eigenfunctions

$$C_A \cos r, \quad C_B \sin^{1+\alpha} r \left\{ \sum_{k=1}^{n} p_{kj} h_j(\theta) \right\}, \quad k = 1, 2, \ldots, n$$

on $(S^n, g_c)$, as $\xi \to 0^+$. Here $p_{kj}$ is an $(n \times n)$-orthonormal matrix, $\{h_k\}$ are eigenfunctions corresponding to eigenvalue $n-1$ on $(S^{n-1}, d\theta^2)$. Note that the following equations hold:

$$\lim_{r \to 0^+} \sin^{1+\alpha} r h_k(\theta)(p) = 0, \quad \lim_{r \to 0^+} \left| \nabla \left( \sin^{1+\alpha} r h_k(\theta) \right) \right| = 0, \quad k = 1, 2, \ldots, n.$$

(5.24)

For each fixed small number $\eta, c = 1 - \eta$ and $\xi$ sufficiently small, by (5.24) and the $W^{1,2}$-convergence along (5.22), we can find a point $(\rho, \theta)$ with $|\rho| < \eta$ such that

$$\left| \nabla f_{1,\xi,c} (\rho, \theta) \right|^2 \leq \eta^2;$$

$$\left| f_{k,\xi,c} (\rho, \theta) \right|^2 + \left| \nabla f_{k,\xi,c} (\rho, \theta) \right|^2 \leq \eta^2, \quad k = 2, 3, \ldots, n+1.$$

Thus we have

$$\left| d \left( \frac{f_{1,\xi,c}}{\sqrt{\sum_{j=1}^{n+1} f_{j,\xi,c}^2}}, \frac{f_{2,\xi,c}}{\sqrt{\sum_{j=1}^{n+1} f_{j,\xi,c}^2}}, \ldots, \frac{f_{n+1,\xi,c}}{\sqrt{\sum_{j=1}^{n+1} f_{j,\xi,c}^2}} \right) \left( \frac{\partial}{\partial r} \right) (\rho, \theta) \right| \leq C \eta.$$

(5.25)

However, in light of (5.22) and (5.23), the metric $g_{\xi,c} = g_{\xi,1-\eta}$ satisfies

$$\lim_{\eta \to 0^+} d_{GH} \left( (S^n, g_{\text{ground}}), (S^n, g_{\xi,c}) \right) = 0.$$

By (5.21), the above line is equivalent (cf. Theorem 2.1) to

$$\lim_{\eta \to 0^+} \text{Vol} \left( S^n, g_{\xi,c} \right) = \text{Vol} \left( S^n, g_{\text{ground}} \right).$$

(5.26)
Therefore, (5.9) follows immediately from the combination of (5.25) and (5.26). □

Now we finish the proof of the main theorem.

**Proof of Theorem 1.1** In Proposition 4.2, we show that the canonical map \( \tilde{f} \) defined in (1.9) is a diffeomorphism. The uniform bi-Hölder estimate (1.10) is proved in Proposition 4.1. Finally, the sharpness of the bi-Hölder estimate is proved in Proposition 5.1 by example construction. Therefore, the proof of Theorem 1.1 is complete. □

**Remark 5.2** In Perelman’s paper [21], as a cone has \( Rc(T, T) = 0 \), we need to change the region \( t \in [0, \frac{T}{2}] \) to a smooth space with positive Ricci curvature. Originally near the singular point the space is nonsymmetrical and we need to guarantee the whole space has positive Ricci curvature. As in Proposition 5.1, we can set the singular point the space is a nonsymmetrical cone with metric \( g = dt^2 + \frac{t^2}{100}(dx^2 + dy^2 + (1 - \gamma(t))^2dz^2) \), where \( \gamma', \gamma'' > 0 \) for \( t \in (\frac{T}{2}, T) \) and \( \gamma(t) = 0, \ t \in [0, \frac{T}{2}] \). As when we denote \( g = dt^2 + A^2(dx^2 + dy^2) + C^2dz^2 \), using Perelman’s notation in [21] we would have

\[
\frac{Rc(X, X)}{\|X\|^2} = \frac{Rc(Y, Y)}{\|Y\|^2} = -\frac{A''}{A} - \frac{(A')^2}{A^2} - \frac{A'C'}{AC} + \frac{1}{A^4}(-2C^2 + 4A^2), \quad (5.27)
\]

\[
\frac{Rc(Z, Z)}{\|Z\|^2} = -\frac{C''}{C} - \frac{2A'C'}{AC} + \frac{2C^2}{A^4}, \quad (5.28)
\]

\[
\frac{Rc(T, T)}{\|T\|^2} = -\frac{A''}{A} - \frac{B''}{B} - \frac{C''}{C}. \quad (5.29)
\]

The subtlety here is that now the space is nonsymmetric and we need to guarantee that the whole space has positive Ricci curvature. As in Proposition 5.1, we can set \( g_{xx}(t) = g_{yy}(t) = \psi_1(t)(\frac{\sin(at)}{a})'' \) and \( g_{zz}(t) = \psi_2(t)(\frac{\sin(at)}{a})'' + \frac{1}{10}(1 - \psi_2(t))(t - t\gamma(t))'' \), which are all negative, to smoothly change \( \tilde{g} = dt^2 + (\frac{\sin(at)}{a})^2g_{S^3} \) to \( g = dt^2 + (\frac{t}{10} + \epsilon_1)^2(dx^2 + dy^2) + (\frac{t}{10}(1 - \gamma(t))) + \epsilon_2)^2dz^2 \) and the paste point is \( t = \frac{T}{2} + \epsilon_3 \), where \( \epsilon_1, \epsilon_2, \epsilon_3 \) can be chosen sufficiently small. Since we know that in the process \( A, B, C, A', B', C' \) remain almost the same and as in the sphere \( \tilde{g} = dt^2 + (\frac{\sin(at)}{a})^2g_{S^3} \)

\[-\frac{(A')^2}{A^2} - \frac{A'C'}{AC} + \frac{1}{A^4}(-2C^2 + 4A^2) = -\frac{2A'C'}{AC} + \frac{2C^2}{A^4} = 2a^2 > 0 \quad (5.30)\]

while \( -\frac{A''}{A} = -\frac{B''}{B} \geq 0, -\frac{C''}{C} > 0 \) in the whole process, where we use that \( \gamma''(\frac{T}{2} + \epsilon_3), \gamma'(\frac{T}{2} + \epsilon_3) > 0 \), the positivity of Ricci curvature in the smoothing process is guaranteed. This could generate remaining terms \( \epsilon_1, \epsilon_2 \) in the metric, where \( \epsilon_1, \epsilon_2 \) could be sufficiently small and this would not affect the positivity of Ricci curvature in the region \( t \in [\frac{T}{2} + \epsilon_3, +\infty) \).

**Remark 5.3** By slight rescaling, (†) is equivalent to the following condition

\[
\begin{cases}
Rc \geq n - 1 - \delta, \\
Vol(M, g) = (n + 1)\omega_{n+1}.
\end{cases}
\]

(5.31a)

(5.31b)

The same conclusion in Theorem 1.1 holds if we replace (†) by (5.31). In light of the structure theory of manifolds with bounded Ricci curvature integral, the condition

\[ \]
(5.31a) can be replaced by $\int \{ Rc - (n - 1) \}^p < \delta(n, p)$ for some $p > \frac{n}{2}$. Such generalization in the Ricci flow case was already achieved in [19].
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