Small data blow-up for the weakly coupled system of the generalized Tricomi equations with multiple propagation speeds
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Abstract. In the present paper, we study the Cauchy problem for the weakly coupled system of the generalized Tricomi equations with multiple propagation speeds. Our aim of this paper is to prove a small data blow-up result and an upper estimate of lifespan of the problem for a suitable compactly supported initial data in the subcritical and critical cases of the Strauss type. The proof is based on the framework of the argument in the paper (Ikeda et al. in J Diff Equs 267:5165–5201, 2019). One of our new contributions is to construct two families of special solutions to the free equation (see (2.16) or (2.18)) as the test functions and prove their several properties. We emphasize that the system with two different propagation speeds is treated in this paper and the assumption on the initial data is improved from the point-wise positivity to the integral positivity.
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1. Introduction

1.1. Setting and backgrounds

In the present paper, we study the Cauchy problem of the weakly coupled system of the generalized Tricomi equations with multiple propagation speeds on the Euclidean space $\mathbb{R}^N$:

$$
\begin{align*}
\frac{\partial^2_t u(x, t) - t^{m_1} \Delta u(x, t)}{\partial_t} = G_1(u(x, t)), \quad (x, t) \in \mathbb{R}^N \times [0, T), \\
\frac{\partial^2_t v(x, t) - t^{m_2} \Delta v(x, t)}{\partial_t} = G_2(u(x, t)), \quad (x, t) \in \mathbb{R}^N \times [0, T), \\
u(x, 0) = \varepsilon f_1(x), \quad \partial_t u(x, 0) = \varepsilon g_1(x), \quad x \in \mathbb{R}^N, \\
v(x, 0) = \varepsilon f_2(x), \quad \partial_t v(x, 0) = \varepsilon g_2(x), \quad x \in \mathbb{R}^N,
\end{align*}
$$

(1.1)

where $N \in \mathbb{N}$ denotes the spatial dimension, $\partial_t := \partial / \partial t$ is the time derivative, $\Delta := \sum_{j=1}^N \frac{\partial^2}{\partial x_j^2}$ is the Laplace operator on $\mathbb{R}^N$, $m_1, m_2 \geq 0$ stands for the strength of the diffusion, $G_1 : \mathbb{R} \to \mathbb{R}_{\geq 0}$ and $G_2 : \mathbb{R} \to \mathbb{R}_{\geq 0}$ are nonlinear functions which satisfy $G_1 \in C^1(\mathbb{R})$, $G_2 \in C^1(\mathbb{R})$ and the assumption that there exist positive constants $a, b > 0$ and $p, q > 1$ such that the estimates

$$
G_1(0) = 0, \quad G_2(0) = 0, \quad G_1(\sigma) \geq a|\sigma|^p, \quad G_2(\sigma) \geq b|\sigma|^q
$$

(1.2)

hold for any $\sigma \in \mathbb{R}$, the pair of functions $(u, v) : \mathbb{R}^N \times [0, T) \to \mathbb{R}^2$ is an unknown function, $f_1, f_2, g_1, g_2$ are prescribed functions describing the shape of the initial data, $\varepsilon > 0$ is a small parameter showing the size of the initial data, and $T = T(\varepsilon) > 0$ denotes the maximal existence time of the function $(u, v)$, which is called lifespan (see Definition 1.2).

The significance to study the problem (1.1) mathematically comes from physical problems of Transonic gas dynamics (see [4, Chapter 4] and [9] for more detail).

Our aim of the present paper is to prove a small data blow-up result and an upper estimate of lifespan of the problem (1.1) for suitable compactly supported initial data in the subcritical case and the critical case of the Strauss type, that is, the case $\Omega_{SS}(N, m_1, m_2, p, q) \geq 0$ for $m_1 \neq m_2$ and $\Gamma_{SS}(N, m_1, m_2, p, q) \geq 0$ for $m_1 = m_2 = m$, where $\Omega_{SS}$ and $\Gamma_{SS}$ are related to the so-called critical curves given by

$$
\Omega_{SS}(N, m_1, m_2, p, q) := \begin{cases} 
F_{SS}(N, m_1, p, q), & m_1 > m_2, \\
F_{SS}(N, m_2, q, p), & m_1 < m_2,
\end{cases}
$$

$$
\Gamma_{SS}(N, m, p, q) := \max\{F_{SS}(N, m, p, q), F_{SS}(N, m, q, p)\}
$$

with a rational function $F_{SS}$ of $p, q$,

$$
F_{SS}(N, m, p, q) := \frac{-m + 2}{4}(N - 1) - \frac{m}{4} - \frac{m}{2q} + (pq - 1)^{-1}\left(p + 2 + \frac{1}{q}\right)
$$

(see Remarks 1.2 and 1.3 for the regions of $(p, q)$). Our result extends the previous results [19, Theorem 1.1], [1, Theorem 1], [24, Theorem 1.1], [17, Proposition 7.1]
for the classical case \( m_1 = m_2 = 0 \) to the general case \( m_1, m_2 \geq 0 \). The proofs of the blow-up results are based on the framework of the argument in the paper [17] with appropriate test functions. Our new contribution for the proof is to construct the test functions (2.16) and (2.18) and derive their several properties (Lemma 2.1 and Proposition 2.1). We also give an improvement of the previous blow-up results [11, Theorem 1.1] and [26, Theorems 1.2 and 1.3] for the Cauchy problem of the single generalized Tricomi equation with the \( \rho \)-th order power nonlinearity
\[
\partial_t^2 w(x, t) - t^m \Delta w(x, t) = |w(x, t)|^\rho, \quad (x, t) \in \mathbb{R}^N \times [0, T),
\]
(1.3)
where \( w = w(x, t) : \mathbb{R}^N \times [0, T) \to \mathbb{R} \) is an unknown function, \( m \geq 0, \rho > 1 \) is the exponent of the nonlinear term, and \( f, g \in C_0^\infty(\mathbb{R}^N) \) are given functions. More precisely, we relax the assumption of the positivity of the initial data \( f \) and \( g \) in a point-wise sense assumed in [11, Theorem 1.1], [13, Theorem 1.1] and [26, Theorems 1.2 and 1.3] and we only assume the inequality \( \int_{\mathbb{R}^N} g(x) dx > 0 \) (see also [17] for the weakly coupled systems of semilinear wave equations, and [32] for semilinear wave equation in an exterior domain).

1.2. Known results

We recall related results about the problem (1.1). There are many mathematical results about existence or non-existence of solution and properties of solution such as regularity and time decay to the problem (1.1) or (1.3) (see [2, 3, 11–13, 29–31, 35, 36] and their references). The classical Tricomi equation, which was firstly investigated by Tricomi [34],
\[
\partial_t^2 w(x, t) - t \partial_x^2 w(x, t) = 0, \quad (x, t) \in \mathbb{R} \times \mathbb{R},
\]
(1.4)
is known as a typical second-order partial differential equation of mixed type, which means that the cases \( t < 0, t = 0 \) and \( t > 0 \) are elliptic, parabolic and hyperbolic, respectively. The fundamental solutions to (1.4) were computed explicitly in [2, 3]. Yagdjian [35] studied the linear generalized Tricomi equation of the hyperbolic type with an external force \( e : \mathbb{R}^N \times (0, \infty) \to \mathbb{R} \):
\[
\partial_t^2 w(x, t) - t^m \Delta w(x, t) = e(x, t), \quad (x, t) \in \mathbb{R}^N \times (0, \infty),
\]
(1.5)
and derived an explicit formula of the fundamental solution to this problem. Moreover, he proved \( L^p - L^q \) time decay estimates for the solution. Ruan, Witt and Yin [29] proved local existence and singularity structures of solution with low regularity to the Cauchy problem of (1.5) with a smooth inhomogeneous term \( e = e(t, x, w) \) and discontinuous initial data in the case of \( N \geq 2 \).

Next, we recall results about the Cauchy problem of a semilinear equation with a \( \rho \)-th order power nonlinearity:
\[
\partial_t^2 w(x, t) - t^m \Delta w(x, t) = N(w(x, t)), \quad (x, t) \in \mathbb{R}^N \times [0, T),
\]
(1.6)
where $N : \mathbb{R} \to \mathbb{R}$ is a $\rho$-th order nonlinear function. The typical examples are $N(z) := \pm |z|^\rho z$ and $\pm |z|^{\rho}$. D’Ancona [5] obtained the existence of a smooth local solution to the Cauchy problem of (1.6) with smooth data for the nonlinearity $N(w(x, t)) = -|w|^{\rho - 1}w$ and $\rho < \frac{3m + 10}{3m + 2}$. Yagdjian [36] proved large data local well-posedness in the Lebesgue space $L^q(\mathbb{R}^N)$ for some $q > 1$, and global existence or non-existence of $L^q$-solutions to the equation (1.6) for some small initial data under some restrictions on the exponent $\rho$. Ruan, Witt and Yin [30] studied the Cauchy problem (1.6) with $m = 2l - 1$ and $l \in \mathbb{N}$ on a mixed-type domain $\mathbb{R}^N \times (-T, T)$ with $N \geq 2$ and proved existence of a local solution to (1.6) for low regular initial data. They [31] showed local existence and uniqueness of a minimal regular solution to the Cauchy problem (1.6) with $m \in \mathbb{N}$ and some $\rho \in \mathbb{N}$ on the hyperbolic domain $\mathbb{R}^N \times [0, T)$ with $N \geq 2$. He, Witt and Yin [11] studied existence of a global solution to the problem (1.3) with $m \in \mathbb{N}$ and $N \geq 2$ and showed a small data blow-up result for suitable nonnegative compactly supported smooth data $f, g \geq 0$ in the subcritical case $\rho \in (1, \rho_S)$, where $\rho_S = \rho_S(N, m)$ is called a critical exponent defined as the positive root of the quadratic equation of $\rho$,

$$
g_S(N, m, \rho) := -\left\{(m + 2)\frac{N}{2} - 1\right\}\rho^2 - \left\{-(m + 2)\frac{N}{2} + m - 1\right\}\rho + (m + 2) = 0. \quad (1.7)
$$

We note that in the case of $m = 0$, the quadratic polynomial $g_S(N, 0, \rho)$ is

$$
g_S(N, 0, \rho) := -(N - 1)\rho^2 + (N + 1)\rho + 2
$$

and the exponent $\rho_S(N, 0)$ is

$$
\rho_S(N, 0) = \begin{cases} 
N + 1 + \sqrt{N^2 + 10N - 7} & \text{if } N \geq 2, \\
\infty & \text{if } N = 1,
\end{cases}
$$

which is known as the Strauss exponent, and divides small data blowup and small data global existence to the Cauchy problem (1.3) with $m = 0$. They [11, Theorem 1.2] also proved small data global existence to the problem (1.3) with $m \in \mathbb{N}$ for initial data $(f, g) \in H^s(\mathbb{R}^N) \times H^{s - \frac{2}{m + 2}}(\mathbb{R}^N)$ with the minimal regularity $s = \frac{N}{2} - \frac{4}{(m + 2)(\rho - 1)}$ in the case where $\rho \in [\rho_{\text{conf}}, \infty]$ for $N = 2$ or $\rho \in \left[\rho_{\text{conf}}, \frac{(m + 2)(n - 2) + 6}{(m + 2)(n - 2) - 2}\right]$ for $N \geq 3$.

Here, $\rho_{\text{conf}}$ is called a conformal exponent given by $\rho_{\text{conf}} = \rho_{\text{conf}}(N, m) := \frac{(m + 2)N + 6}{(m + 2)N - 2}$. They [12, Theorem 1.1] proved small data global existence to the problem (1.3) with $N \geq 3$ and $m \in \mathbb{N}$ and with smooth compactly supported data $f, g \in C^\infty_0(\mathbb{R}^N)$ in the supercritical case $\rho \in (\rho_S, \rho_{\text{conf}})$. They [13, Theorem 1.1] showed small data blowup to the problem (1.3) with $N \geq 2$ and $m \in \mathbb{N}$ and with nonnegative smooth compactly supported data $f, g \in C^\infty_0(\mathbb{R}^N)$ in the critical case $\rho = \rho_S$, and they also showed small data global existence to (1.3) with $N = 2$ and $m \in \mathbb{N}$ and with low regular and weighted data in the supercritical case $\rho \in (\rho_S, \rho_{\text{conf}})$ (see [13, Theorem 1.1]). The second and third authors [26, Theorems 1.2 and 1.3] proved small data blowup
and an upper estimate of lifespan to the problem (1.3) with $m \geq 0$ and $N \in \mathbb{N}$ and with suitable nonnegative smooth compactly supported data $f, g \in C_0^\infty(\mathbb{R}^N)$ in the subcritical and critical cases $\rho \in (1, \rho_S]$, that is, the following estimate

$$T(\varepsilon) \leq \begin{cases} 
C\varepsilon^{-\frac{2(\rho-1)}{\gamma_G(N,m,\rho)}}, & \text{if } 1 < \rho < \rho_S, \\
\exp(C\varepsilon^{-\rho-1}), & \text{if } \rho = \rho_S,
\end{cases}$$

holds for any $\varepsilon \in (0, \varepsilon_0]$, where $\varepsilon_0$ and $C$ are positive constants independent of $\varepsilon$. From the above results, we see that the exponent $\rho_S(N, m)$ at least in the case $m \in \mathbb{Z}_{\geq 0}$ is a critical exponent dividing global existence and blowup to (1.3) for small data, that is, the following statement holds:

$$\begin{align*}
\begin{cases} 
\text{if } \rho > \rho_S(N, m), & \text{the solution exists globally in time for small data,} \\
\text{if } \rho < \rho_S(N, m), & \text{the solution blows up in a finite time even for small data.}
\end{cases}
\end{align*}$$

(1.8)

The problem to determine the critical exponent to the semilinear classical ($m = 0$) wave equation

$$\partial_t^2 w(x, t) - \Delta w(x, t) = |w(x, t)|^\rho, \quad (x, t) \in \mathbb{R}^N \times [0, T),$$

(1.9)

is well known as the Strauss conjecture and was solved (see [37, 39] and their references). Also, roughly speaking, the sharp lower and upper bounds of lifespan in the case $N \geq 2$ to (1.9) were proved as

$$T(\varepsilon) \sim \begin{cases} 
C\varepsilon^{-\frac{p-1}{\gamma_G(N,0,\rho)}}, & \text{if } N = 1 \text{ or } \rho \in (1, 2), \\
C\alpha(\varepsilon), & \text{if } N = \rho = 2, \\
C\varepsilon^{-\frac{2(\rho-1)}{\gamma_G(N,0,\rho)}}, & \text{if } N = 2 \text{ and } \rho \in (2, \rho_S(N, 0)) \text{ or } N \geq 3 \text{ and } \rho \in (1, \rho_S(N, 0)), \\
\exp(C\varepsilon^{-\rho-1}), & \text{if } \rho = \rho_S(N, 0),
\end{cases}$$

where $C > 0$ is a positive constant independent of $\varepsilon$ and $\alpha = \alpha(\varepsilon)$ satisfies $\varepsilon^2 a^2 \log(1 + a) = 1$ (see [17, 33, 40] and their references). Here, for $N \in \mathbb{N}$ and $m \geq 0$, $\gamma_G(N, m, \rho)$ is defined as the following monomial of $\rho \geq 1$

$$\gamma_G(N, m, \rho) := 2 - \left(\frac{m + 2}{2}N - 1\right)(\rho - 1)$$

and the root of the equation $\gamma_G(N, 0, \rho) = 0$; that is, $\rho_G = \rho_G(N, 0) := 1 + \frac{2}{N-1}$ is called the Glassey exponent in the research field of wave equations (see [14]). Our approach of this paper for the proof of our main result (Theorem 1.1) is applicable to the single equation (1.3) and can extend the result of the upper estimate to more general $m \geq 0$ except for the case $N = \rho = 2$. Very recently, small data blowup and upper estimate of lifespan for the generalized Tricomi equation (1.9) with a replacement of $|u|$ into the derivative nonlinearity $|\partial_t u|^\rho$ were studied in [25, 27].

Determining the critical $(\rho, q)$-curve for the weakly coupled system of the classical semilinear wave equations was also studied in the case $N \geq 2$

$$\begin{align*}
\begin{cases} 
\partial_t^2 u(x, t) - c_1 \Delta u(x, t) = |v(x, t)|^p, & (x, t) \in \mathbb{R}^N \times [0, T), \\
\partial_t^2 v(x, t) - c_2 \Delta v(x, t) = |u(x, t)|^q, & (x, t) \in \mathbb{R}^N \times [0, T),
\end{cases}
\end{align*}$$

(1.10)
where \( c_1 > 0 \) and \( c_2 > 0 \) are positive constants and denote the propagation speeds. In the case of \( c_1 = c_2 \), the following statement is proved in \([1,7,10,17,19,22,23]\):

\[
\begin{align*}
\text{if } \Gamma_{SS}(N, 0, p, q) > 0, & \quad \text{the solution exists globally in time for small data,} \\
\text{if } \Gamma_{SS}(N, 0, p, q) < 0, & \quad \text{the solution blows up in a finite time even for small data.}
\end{align*}
\]

Here, the closed set \( \{(p, q) \in (1, \infty)^2 \mid \Gamma_{SS}(N, m, p, q) = 0\} \) is called a critical \((p, q)\)-curve. Also, the sharp lower and upper estimates of lifespan are shown as

\[
T(\varepsilon) \sim \begin{cases} 
C\varepsilon^{-\Gamma_{SS}(N, 0, p, q)^{-1}}, & \text{if } \Gamma_{SS}(N, 0, p, q) > 0, \\
\exp(C\varepsilon^{-\min[p(qp-1), q(pq-1)]}), & \text{if } \Gamma_{SS}(N, 0, p, q) = 0, \ p \neq q, \\
\exp(C\varepsilon^{-p(p-1)}), & \text{if } \Gamma_{SS}(N, 0, p, q) = 0, \ p = q,
\end{cases}
\]

for any \( \varepsilon \in (0, \varepsilon_0] \), where \( \varepsilon_0 \) and \( C \) are positive constants independent of \( \varepsilon \). See [6] for a hyperbolic system of Hamiltonian type. We emphasize that our main result extends this upper estimate to more general case \( m \geq 0 \) and also treat the one spatial dimension \( N = 1 \). For a strongly coupled system of semilinear wave equations with unequal propagation speeds, Kubo and Ohta [20, 21] derived sharp conditions for the small data global existence and blow-up and obtained the estimate of the lifespan for the blow-up solution in two and three space dimensions. And Zha and Zhou [38] considered the system of quasilinear wave equations with multiple propagation speeds in \( \mathbb{R}^4 \) and got the sharp lower bound of the lifespan.

1.3. Main result

In this subsection, we state our main small data blow-up results in the present paper. To do so, we introduce several terminologies and notation. First, we give the definition of the weak solution to the Cauchy problem (1.1).

**Definition 1.1** (Weak solution). Let \( N \in \mathbb{N}, m_1, m_2 \geq 0, f_1, f_2 \in H^1(\mathbb{R}^N), g_1, g_2 \in L^2(\mathbb{R}^N), \varepsilon > 0, G_1, G_2 : \mathbb{R} \rightarrow \mathbb{R}_{\geq 0} \) be functions satisfying the assumption (1.2) and \( T > 0 \). A pair of functions

\[
(u, v) \in L^q_{loc}(\mathbb{R}^N \times (0, T)) \times L^p_{loc}(\mathbb{R}^N \times (0, T))
\]

is called a (weak) solution to the problem (1.1) on \( [0, T) \), if the identities \((u, v)(0) = (\varepsilon f_1, \varepsilon f_2), \ \partial_t(u, v)(0) = (\varepsilon g_1, \varepsilon g_2)\) hold and for any test function \( \Phi \in C_0^\infty(\mathbb{R}^N \times [0, T)) \), the equations

\[
\begin{align*}
\varepsilon \int_{\mathbb{R}^N} g_1 \Phi(0) dx + \int_0^T \int_{\mathbb{R}^N} G_1(v(t)) \Phi(x, t) dx dt \\
& \quad \leq - \int_0^T \int_{\mathbb{R}^N} \partial_t u(t) \partial_t \Phi(x, t) dx dt + \int_0^T \int_{\mathbb{R}^N} t^{m_1} \nabla u(t) \cdot \nabla \Phi(x, t) dx dt, \\
\varepsilon \int_{\mathbb{R}^N} g_2 \Phi(0) dx + \int_0^T \int_{\mathbb{R}^N} G_2(u(t)) \Phi(x, t) dx dt \\
& \quad \leq - \int_0^T \int_{\mathbb{R}^N} \partial_t v(t) \partial_t \Phi(x, t) dx dt + \int_0^T \int_{\mathbb{R}^N} t^{m_2} \nabla v(t) \cdot \nabla \Phi(x, t) dx dt
\end{align*}
\]

hold.
Remark 1.1. (Local existence of the weak solution) By similar argument as in [5], we could get a unique solution \((u, v) \in (C([0, T), H^{\gamma_0}(\mathbb{R}^N))^2,\) with the property of finite propagation speed, to the Cauchy problem \((1.1)\) with the initial data \(f_1, f_2, g_1, g_2 \in H^{\gamma_0+2}(\mathbb{R}^N)\) for \(s_0 > 2.\) In this case, we could obtain the local existence of the weak solution.

Next, we give the definition of lifespan \(T(\epsilon)\) of the solution to the problem \((1.1)\).

Definition 1.2 (Lifespan). We call the maximal existence time of the weak solution \((u, v)\) to the Cauchy problem \((1.1)\) with the initial data \((u, v)(0) = (\epsilon f_1, \epsilon f_2), \) \(\partial_t(u, v)(0) = (\epsilon g_1, \epsilon g_2)\) to be lifespan, which is denoted by \(T(\epsilon) = T(\epsilon, (f_1, g_1), (f_2, g_2)),\) that is

\[
T(\epsilon) := \sup \{T \in (0, \infty) \mid \text{there exists a weak solution } (u, v) \text{ to } (1.1) \text{ on } [0, T]\}.
\]

For \(m \geq 0,\) we set \(\gamma = \gamma(m) := \frac{m+2}{2} \geq 1.\) And for \(N \in \mathbb{N}\) and \(m \geq 0,\) we introduce three rational functions \(F_{SS} = F_{SS}(N, m, p, q), \Gamma_{SS} = \Gamma_{SS}(N, m, p, q)\) and \(F_{GG} = F_{GG}(N, m, p, q)\) of \(p, q \geq 1\) given by

\[
F_{SS}(N, m, p, q) := -\frac{(m+2)(N-1)}{4} - \frac{m}{4} - \frac{m}{2q} + (pq - 1)^{-1}\left(p + 2 + \frac{1}{q}\right),
\]

\[
\Gamma_{SS}(N, m, p, q) := \max\{F_{SS}(N, m, p, q), F_{SS}(N, m, q, p)\}
\]

\[
F_{GG}(N, m, p, q) := \frac{2(p+1)}{pq-1} - (\gamma(m)N-1)
\]

\[
\Gamma_{GG}(N, m, p, q) := \max\{F_{GG}(N, m, p, q), F_{GG}(N, m, q, p)\}
\]

For \(m_1, m_2 \geq 0,\) we also introduce a rational function \(\Omega_{SS} = \Omega_{SS}(N, m_1, m_2, p, q)\) and \(\Omega_{GG} = \Omega_{GG}(N, m_1, m_2, p, q)\) of \(p, q \geq 1\) given by

\[
\Omega_{SS}(N, m_1, m_2, p, q) := \begin{cases} F_{SS}(N, m_1, p, q), & m_1 > m_2, \\ F_{SS}(N, m_2, p, q), & m_1 < m_2, \end{cases}
\]

\[
\Omega_{GG}(N, m_1, m_2, p, q) := \begin{cases} F_{GG}(N, m_1, p, q), & m_1 \geq m_2, \\ F_{GG}(N, m_2, p, q), & m_1 < m_2, \end{cases}
\]

We introduce a functional \(I : L^1(\mathbb{R}^N) \to \mathbb{R}\) given by

\[
I[g] := \int_{\mathbb{R}^N} g(x)dx.
\]

For \(m_1, m_2 \geq 0\) and \(T > 0,\) we define a function \(\phi : (0, T) \to \mathbb{R}_{\geq 0}\) given by

\[
\phi(t) = \phi(m_1, m_2; t) := \max\left(\frac{1}{\gamma(m_1)}t^{\gamma(m_1)}, \frac{1}{\gamma(m_2)}t^{\gamma(m_2)}\right).
\]

Now, we state our first main result, which means small data blowup and an upper bound of the lifespan to the problem \((1.1)\) with different propagation speeds \(m_1 \neq m_2\) in the critical and subcritical cases \(\Omega_{SS}(N, m_1, m_2, p, q) \geq 0:\)
**Theorem 1.1** (Small data blow-up and upper estimate of the lifespan for \(m_1 \neq m_2\)).

Let \(N \in \mathbb{N}, m_1, m_2 \geq 0\) with \(m_1 \neq m_2, p, q > 1\) satisfy \(\Omega_{GG}(N, m_1, m_2, p, q) \geq 0\) and \(G_1, G_2 : \mathbb{R} \to \mathbb{R}_{\geq 0}\) be functions satisfying (1.2). Let \(f_1, f_2 \in H^1(\mathbb{R}^N), g_1, g_2 \in L^2(\mathbb{R}^N)\) satisfy the following estimates

\[
I[g_1] > 0, \quad \text{and} \quad I[g_2] > 0.
\]

Let \(\varepsilon > 0\). We assume that a pair of functions \((u, v)\) is a weak solution of the problem (1.1) on \([0, T)\) with the finite propagation property, that is,

\[
\text{supp}(u, v) \subset \left\{ (x, t) \in \mathbb{R}^N \times [0, T) \mid |x| \leq r_0 + \phi(t) \right\}, \tag{1.15}
\]

where \(r_0 := \sup \{|x| \in \mathbb{R}_{\geq 0} \mid x \in \text{supp}(f_1, f_2, g_1, g_2)\} > 0\) and \(\phi = \phi(t)\) is given by (1.14). Then, the lifespan \(T(\varepsilon) < \infty\). Moreover, there exist positive constants \(A = A(N, m_1, m_2, p, q, g_1, g_2) > 0\) and \(\varepsilon_0 = \varepsilon_0(N, m_1, m_2, p, q, g_1, g_2) \in (0, 1]\) independent of \(\varepsilon\) such that for any \(\varepsilon \in (0, \varepsilon_0]\), the estimate

\[
T(\varepsilon) \leq \begin{cases} 
A\varepsilon^{-\Omega_{SS}(N,m_1,m_2,p,q)^{-1}}, & \text{if } \Omega_{GG}(N, m_1, m_2, p, q) > 0, \\
A\varepsilon^{-\Omega_{SS}(N,m_1,m_2,p,q)^{-1}}, & \text{if } \Omega_{SS}(N, m_1, m_2, p, q) > 0, \\
\exp(A\varepsilon^{-q(pq-1)}), & \text{if } m_1 > m_2, \ \Omega_{SS}(N, m, m_2, p, q) = 0, \ \text{and } N \geq 2, \\
\exp(A\varepsilon^{-p(pq-1)}), & \text{if } m_1 < m_2, \ \Omega_{SS}(N, m, m_2, p, q) = 0, \ \text{and } N \geq 2,
\end{cases} \tag{1.16}
\]

holds.

Next, we study the problem (1.1) with the same propagation speed \(m_1 = m_2 =: m > 0\). In this case, we can prove a better upper estimate of the lifespan than Theorem 1.1 in the critical and subcritical cases \(\Gamma_{SS}(N, m, p, q) \geq 0\):

**Theorem 1.2** (Small data blow-up and upper estimate of the lifespan for \(m_1 = m_2\)).

Besides the same assumptions except for \(m_1 \neq m_2\) of Theorem 1.1, we assume that \(m_1 = m_2 =: m > 0\). Then, the lifespan is finite, i.e., \(T(\varepsilon) < \infty\). Moreover, there exist positive constants \(B = B(N, m, p, q, g_1, g_2) > 0\) and \(\varepsilon_0 = \varepsilon_0(N, m, p, q, g_1, g_2) \in (0, 1]\) independent of \(\varepsilon\) such that for any \(\varepsilon \in (0, \varepsilon_0]\), the estimate

\[
T(\varepsilon) \leq \begin{cases} 
B\varepsilon^{-\Gamma_{SS}(N,m,p,q)^{-1}}, & \text{if } \Gamma_{SS}(N, m, p, q) > 0, \\
\exp(B\varepsilon^{-\min(p(pq-1),q(pq-1))}), & \text{if } \Gamma_{SS}(N, m, p, q) = 0, \ p \neq q, \ \text{and } N \geq 2, \\
\exp(B\varepsilon^{-p(pq-1)}), & \text{if } \Gamma_{SS}(N, m, p, q) = 0, \ p = q, \ \text{and } N \geq 2,
\end{cases} \tag{1.17}
\]

holds.

Our results (Theorems 1.1 and 1.2) extend the previous results [19, Theorem 1.1], [1, Theorem 1], [24, Theorem 1.1] for the classical case \(m_1 = m_2 = 0\) to the general case \(m_1, m_2 \geq 0\).

To understand the region of the pairs \((p, q)\) of the blow-up, that is, \(\Omega_{SS}(N, m_1, m_2, p, q) \geq 0\) with \(m_1 \neq m_2\) or \(\Gamma_{SS}(N, m, p, q) \geq 0\) with \(m_1 = m_2 = m\) visually, we draw two pictures:
Remark 1.2. (Region of \((p, q)\) of the blow-up with \(m_1 > m_2\)) For a point \((p, q)\), the identity \(F_{SS}(N, m_1, p, q) = 0\) holds on the blue curve. The inequality \(F_{SS}(N, m_1, p, q) > 0\) holds in the yellow area below the curve.

Remark 1.3. (Region of \((p, q)\) of the blowup with \(m_1 = m_2 = m\)) For a point \((p, q)\), the identity \(F_{SS}(N, m, p, q) = 0\) holds on the blue curve, while \(F_{SS}(N, m, q, p) = 0\) holds on the red curve. Thus, \(\Gamma_{SS}(N, m, p, q) > 0\) holds in the yellow area below the two curves. Moreover, \(\Gamma_{SS}(N, m, p, q) = 0\) and \(p \neq q\) hold on the two curves. At the intersection point of the two curves, \(\Gamma_{SS}(N, m, p, q) = 0\) and \(p = q\) hold.

1.4. Strategy of the proof

We explain the strategy of the proof of Theorem 1.1. The proof is based on the framework of the argument on the test function in [17], which is effective to prove small data blow-up results and the sharp upper estimates of lifespan to the classical several semilinear wave equations \((m_1 = m_2 = 0)\) in the critical and subcritical cases. To apply the method to our general case \((m_1, m_2 \geq 0)\), we require to construct two
families of special solutions \( \{w_{\lambda,m}(x,t)\}_{\lambda>0} \) (Definition 2.1) and \( \{W_{\beta,m}(x,t)\}_{\beta>0} \) (Definition 2.2) to the free generalized Tricomi equation
\[
\partial_t^2 w(x,t) - t^m \Delta w(x,t) = 0, \quad (x,t) \in \mathbb{R}^N \times \mathbb{R}_{\geq 0},
\] (1.18)
where \( m \geq 0 \), and prove several estimates for the solutions \( w_{\lambda,m} \) and \( W_{\beta,m} \) (Lemma 2.1 and Proposition 2.1). The family \( \{w_{\lambda,m}\}_{\lambda>0} \) is employed to treat both subcritical and critical cases \( \Omega_{SS} \geq 0 \) with \( m \neq m_2 \) and \( \Gamma_{SS} \geq 0 \) with \( m_1 = m_2 \) and especially to derive a lower estimate (3.7) of the solution to the semilinear problem (1.1). The other family \( \{W_{\beta,m}\}_{\beta>0} \) is used to deal with the only critical cases \( \Omega_{SS} = 0 \) with \( m \neq m_2 \) and \( \Gamma_{SS} = 0 \) with \( m_1 = m_2 \) and in particular to prove an upper estimate (3.22) of the solution to (1.1). The special solution \( w_{\lambda,m} \) is constructed of the form
\[
w_{\lambda,m}(x,t) = y_{\lambda,m}(t)\varphi_{\lambda}(x),
\]
where \( \varphi_{\lambda} \) is defined by (2.12) and is an eigenfunction of the Laplace operator \( \Delta \) with respect to the eigenvalue \( \lambda^2 \). We define the function \( y_{\lambda,m} \) as a special solution to the second-order ordinary differential equation
\[
y'' - \lambda^2 t^m y = 0, \quad t \geq 0,
\]
and especially, \( y_{\lambda,m} \) is expressed in terms of the modified Bessel function of the second kind (2.3). Also, the other special solution \( W_{\beta,m}(x,t) \) is defined in Definition 2.2, and especially, it is parameterized by \( \beta > 0 \) and integrated by the parameter \( \lambda \) on \( (0,1) \). Several estimates (Lemma 2.1 and Proposition 2.1) of the functions \( w_{\lambda,m} \) and \( W_{\beta,m} \) are proved by using properties of the function \( \varphi_{\lambda} \) and the modified Bessel function. The proof of the small data blow-up and the upper estimate of the lifespan to (1.1) is completed by combining the properties of the above test functions and Lemma 3.10 in [17] (see also [17, Proposition 7.1]).

2. Construction of two families of special solutions and their properties

In this section, we introduce two families of special solutions \( \{w_{\lambda,m}(x,t)\}_{\lambda>0} \) and \( \{W_{\beta,m}(x,t)\}_{\beta>0} \) given by (2.16) and (2.18), respectively, to the free generalized Tricomi equation (1.18) and prove their several properties (Lemma 2.1, Corollary 2.1 and Proposition 2.1), which are used to prove Theorems 1.1 and 1.2.

For \( m \geq 0 \) and \( \lambda > 0 \), we consider the following second-order ordinary differential equation
\[
y'' - \lambda^2 t^m y = 0, \quad t \geq 0,
\] (2.1)
where \( y = y(t) \) is an unknown function. As shown in [28, Section 2.1.2], one of the solutions to (2.1) can be expressed as
\[
y(t) = y_{\lambda}(t) = y_{\lambda,m}(t) = C_0(\lambda t)^{\frac{1}{2}} K_{\frac{1}{2}} \left( \gamma^{-1}(\lambda t)^{\frac{1}{2}} \right), \quad t \geq 0,
\] (2.2)
where \( \gamma = \gamma(m) = \frac{m+2}{2} \) and \( C_0 \in \mathbb{R} \) is an arbitrary number. Here, for real \( \nu > 0 \), \( K_\nu : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0} \) is the modified Bessel function of the second kind given by

\[
K_\nu(t) := \int_0^\infty e^{-t \cosh z} \cosh(\nu z) dz. \tag{2.3}
\]

From [8, Page 24], it is seen that the asymptotic estimate \( K_\nu(t) = \sqrt{\frac{\pi}{2t}} e^{-t} (1 + O(t^{-1})) \) holds as \( t \to \infty \) if \( \nu > \frac{1}{2} \), which implies that there exist \( C > 1 \) and \( t_0 = t_0(\nu) \geq 1 \) dependent only on \( \nu \) such that for any \( t \in [t_0, \infty) \), the estimates

\[
C^{-1} t^{-1/2} e^{-t} \leq K_\nu(t) \leq Ct^{-1/2} e^{-t} \tag{2.4}
\]

hold. Here and in what follows, all positive constants, except for some constants with special values, are denoted by \( C \), which may vary from line to line. Noting that the identity \( \lim_{t \to +0} t^\nu K_\nu(t) = 2^{\nu-1} \Gamma(\nu) \) holds for \( \nu > 0 \), where \( \Gamma : \mathbb{R}_{\geq 0} \to \mathbb{R}_{>0} \) is the Gamma function given by \( \Gamma(s) := \int_0^\infty z^{s-1} e^{-z} dz \), we choose the constant \( C_0 \) as

\[
C_0 = C_0(\gamma) := \gamma^{-\frac{1}{2\nu}} 2^{1-\frac{1}{2\nu}} \Gamma\left(\frac{1}{2\nu}\right)^{-1},
\]

so that \( y_\lambda(t) \) given by (2.2) satisfies

\[
y_\lambda(+0) := \lim_{t \to +0} y_\lambda(t) = 1 \quad \text{and} \quad y_\lambda(\infty) := \lim_{t \to \infty} y_\lambda(t) = 0. \tag{2.5}
\]

From a property \( \frac{d}{dt} (t^\nu K_\nu(t)) = -t^\nu K_{\nu-1}(t) \), it can be seen that

\[
y_\lambda'(0) := \lim_{t \to +0} y_\lambda'(t) =: -C_0' < 0, \tag{2.6}
\]

where \( C_0' \) depends only on \( m \). We state several estimates of the solution \( y_\lambda(t) \) to (2.1).

**Lemma 2.1** (Properties of \( y_\lambda \)). Let \( m \geq 0 \), \( \lambda > 0 \) and \( y_\lambda = y_\lambda, m : \mathbb{R}_{\geq 0} \to \mathbb{R}_{>0} \) be defined by (2.2). Then, the following statements hold:

1. The functions \( y_\lambda \) and \( -y_\lambda' \) are decreasing on \( [0, \infty) \), and the identities

   \[
   \lim_{t \to \infty} y_\lambda'(t) = \lim_{t \to \infty} y_\lambda(t) = 0
   \]

2. There exist \( T_0 = T_0(m) > 1 \) and \( C = C(m) > 1 \) such that for any \( t \geq 0 \) with \( \lambda t^\nu \geq T_0 \), the estimates hold:

   \[
   C^{-1} (\lambda t^\nu)^{-\frac{m}{\lambda}} \exp\left(-\gamma^{-1}(\lambda t^\nu)^\gamma\right) \leq y_\lambda(t) \leq C (\lambda t^\nu)^{-\frac{m}{\lambda}} \exp\left(-\gamma^{-1}(\lambda t^\nu)^\gamma\right). \tag{2.7}
   \]

3. There exists a constant \( C = C(m) > 1 \) such that for any \( t \geq 0 \) with \( \lambda t^\nu \geq 1 \), the estimates hold:

   \[
   C^{-1} t^m \lambda^m y_\lambda(t) \leq |\partial_t y_\lambda(t)| \leq C t^m \lambda^m y_\lambda(t). \tag{2.8}
   \]

Moreover, there exist \( T_1 = T_1(m) > 1 \) and \( C = C(m) > 1 \) such that for any \( t \geq 0 \) with \( \lambda t^\nu \geq T_1 \), the estimates hold:

\[
C^{-1} \lambda^{\frac{1}{\nu} + \frac{1}{m+2}} t^m \exp\left(-\gamma^{-1}(\lambda t^\nu)^\gamma\right) \leq |\partial_t y_\lambda(t)| \leq C \lambda^{\frac{1}{\nu} + \frac{1}{m+2}} t^m \exp\left(-\gamma^{-1}(\lambda t^\nu)^\gamma\right). \tag{2.9}
\]
Proof. (Proof of Lemma 2.1) 1. From a simple computation, we see that the identity $y_\lambda(t) = y_1(\lambda^{\frac{1}{2}} t)$ holds for any $t \in \mathbb{R}_{\geq 0}$. By combining this fact and [15, Lemma 2.1], the conclusion holds (see also [11, Lemma 2.2]).

2. Set $T_0 = T_0(m) := \max \left( 1, \left( \gamma t_0 \left( \frac{1}{2} \right) \right)^{\frac{1}{2}} \right)$ and let $t \geq 0$ with $\lambda t^{\frac{1}{2}} \geq T_0$. Then, the inequality $\gamma^{\frac{1}{2}} - 1 \leq \lambda t^{\frac{1}{2}}$ holds, which enables us to apply the function $y_\lambda$ to the asymptotic estimate (2.4), to obtain the estimates (2.7) with $C = C(m) := C_1 \gamma^{\frac{1}{2}} \max \left( C_0, C^{-1}_0 \right) > 1$.

3. From [15, Lemma 2.1], we see that there exists a constant $C = C(m) > 1$ such that for any $t \in [1, \infty)$, the estimates

$$C^{-1} \lambda^{\frac{m}{2}} y_1(t) \leq |y'_1(t)| \leq C t^{\frac{m}{2}} y_1(t)$$

hold. By these properties, (2.8) is proved. Set $T_1 = T_1(m) := \max \left( T_0, 1 \right)$. By combining the estimates (2.7) and (2.8), (2.9) is proved, which completes the proof of the lemma.

Next, we introduce a positive function $\varphi: \mathbb{R}^N \to \mathbb{R}_{>0}$ defined by

$$\varphi(x) := \begin{cases} \frac{1}{|S^{N-1}|} \int_{S^{N-1}} e^{x \cdot \omega} d\omega, & \text{if } N \geq 2, \\ \frac{1}{2} (e^x + e^{-x}), & \text{if } N = 1, \end{cases}$$

(2.11)

where $S^{N-1} := \{ x \in \mathbb{R}^N \mid |x| = 1 \}$ denotes the $(N - 1)$-dimensional unit sphere in $\mathbb{R}^N$ and $|S^{N-1}|$ denotes the Lebesgue measure of $S^{N-1}$. In the case of $N \geq 2$, the function $\varphi$ is a spherical average of $e^{x \cdot \omega}$ and was used to prove a small data blow-up result [37, Theorem 1.1] to the semilinear classical ($m = 0$) wave equation (1.9) in the critical case $\rho = \rho_c(N, 0)$.

For $\lambda > 0$, we define a positive function $\varphi_\lambda: \mathbb{R}^N \to \mathbb{R}_{>0}$ given by

$$\varphi_\lambda(x) := \varphi(\lambda x).$$

(2.12)

Next, we state several properties of the function $\varphi_\lambda(x)$.

Lemma 2.2 (Properties of $\varphi_\lambda$). Let $N \in \mathbb{N}$, $\lambda > 0$ and $\varphi_\lambda: \mathbb{R}^N \to \mathbb{R}_{>0}$ be defined by (2.12). Then, the following statements hold:

1. Let $N \geq 2$. Then, for any $x \in \mathbb{R}^N$, the identity holds:

$$\varphi_\lambda(x) = \int_{-1}^1 (1 - \theta^2)^{\frac{N-3}{2}} e^{\theta \lambda |x|} d\theta.$$  (2.13)

2. For any $x \in \mathbb{R}^N$, the equation $\Delta \varphi_\lambda(x) = \lambda^2 \varphi(x)$, the inequalities $1 \leq \varphi_\lambda(x) \leq e^{\lambda |x|}$ and the identity $\lim_{\lambda \to +0} \varphi_\lambda(x) = 1$ hold.

3. The asymptotic estimate $\varphi_\lambda(x) \sim |\lambda x|^{-\frac{N-1}{2}} e^{\lambda |x|}$ holds as $\lambda |x| \to \infty$.  


From these estimates, there exists a constant $C \geq 1$ independent of $\lambda$ such that for any $x \in \mathbb{R}^N$, the estimates hold:

$$C^{-1}(1 + \lambda|x|)^{-\frac{N-1}{2}} e^{\lambda|x|} \leq \varphi_{\lambda}(x) \leq C(1 + \lambda|x|)^{-\frac{N-1}{2}} e^{\lambda|x|}. \quad (2.14)$$

For the proof of this lemma, see [18, P.8] and [37, P.364]. We also estimate the Lebesgue norm of $\varphi_{\lambda}$.

**Corollary 2.1.** Let $\theta \in (1, \infty)$, $\lambda \in (0, 1)$ and $\varphi_{\lambda} : \mathbb{R}^N \to \mathbb{R}_{>0}$ be defined by (2.12). Then, there exist constants $C = C(N, \theta) > 1$ independent of $\lambda$ and $R_0 = R_0(N, \theta, \lambda) > 0$ such that for any $R \geq R_0$, the estimate

$$\int_{|x| < R} |\varphi_{\lambda}(x)|^{\theta} \, dx \leq C \lambda^{-\frac{N-1}{2} - 1} (1 + R)^{N-1 - \frac{N-1}{2} \theta} e^{\lambda \theta R} \quad (2.15)$$

holds.

**Proof.** (Proof of Corollary 2.1) We note that there exists $R_0 = R_0(N, \theta, \lambda) > 0$ such that for any $R \geq R_0$, the estimate $(1 + R)^{-\frac{3}{2}} e^{\frac{3}{2} \lambda \theta R} \leq e^{\lambda \theta R}$ holds. Let $R \geq R_0$. By this fact, the right inequality of (2.14), the assumption $\lambda \in (0, 1)$ and changing variables, the estimates

$$\int_{|x| < R} |\varphi_{\lambda}(x)|^{\theta} \, dx \leq C \int_{|x| \leq R} (1 + \lambda|x|)^{-\frac{N-1}{2} \theta} e^{\lambda \theta |x|} \, dx$$

$$\leq C \varphi_{\lambda}^{-N+1} \left| \int_{0}^{R} (1 + \lambda r)^{-\frac{N-1}{2} \theta + N-1} e^{\lambda \theta r} \, dr \right|$$

$$= C \varphi_{\lambda}^{-N+1} \left| \int_{0}^{R} (1 + \lambda r)^{-\frac{N-1}{2} \theta + N-1} e^{\lambda \theta r} \, dr \right|$$

$$+ \int_{R}^{R} (1 + \lambda r)^{-\frac{N-1}{2} \theta + N-1} e^{\lambda \theta r} \, dr$$

$$\leq C \lambda^{-\frac{N-1}{2} \theta} e^{\frac{3}{2} \lambda \theta R} + C \lambda^{-\frac{N-1}{2} \theta - 1} (1 + R)^{N-1 - \frac{N-1}{2} \theta} e^{\lambda \theta R}$$

$$\leq C \lambda^{-\frac{N-1}{2} \theta - 1} (1 + R)^{N-1 - \frac{N-1}{2} \theta} e^{\lambda \theta R}$$

hold, which completes the proof of the corollary.

Next, we introduce a family of special solutions $\{w_{\lambda, m}\}_{\lambda > 0}$ to the free equation (1.18).

**Definition 2.1** (A family of special solutions I). Let $m \geq 0$ and $\lambda > 0$. Let $y_{\lambda} = y_{\lambda, m} : \mathbb{R}_{\geq 0} \to \mathbb{R}_{>0}$ and $\varphi_{\lambda} : \mathbb{R}^N \to \mathbb{R}_{>0}$ be defined by (2.2) and (2.12), respectively. We define a function $w_{\lambda} = w_{\lambda, m} : \mathbb{R}^N \times \mathbb{R}_{\geq 0} \to \mathbb{R}_{>0}$ given by

$$w_{\lambda}(x, t) = w_{\lambda, m}(x, t) := y_{\lambda, m}(t) \varphi_{\lambda}(x). \quad (2.16)$$
We remark that for any \( \lambda > 0 \), the equation (2.1) and Lemma 2.2 imply that the function \( w_\lambda \) satisfies
\[
\partial_t^2 w_\lambda(x, t) - t^m \Delta w_\lambda(x, t) = 0, \quad (x, t) \in \mathbb{R}^N \times \mathbb{R}_{\geq 0}.
\] (2.17)

Several properties of the family \( \{w_{\lambda, m}\}_{\lambda > 0} \) play an important role to derive the estimate (3.7) in the proof of Theorems 1.1 and 1.2.

Next, we introduce another family of special solutions \( \{W_{\beta, m}(x, t)\}_{\beta > 0} \) to the free generalized Tricomi equation (1.18).

**Definition 2.2 (A family of special solutions II).** Let \( m \geq 0 \) and \( \{w_{\lambda, m}(x, t)\}_{\lambda > 0} \) be the family of the functions given by (2.16). For \( \beta > 0 \), we define a positive function \( W_\beta = W_{\beta, m} : \mathbb{R}^N \times \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{> 0} \) given by
\[
W_\beta(x, t) = W_{\beta, m}(x, t) := \int_0^1 w_{\lambda, m}(x, t)\lambda^{\beta - 1}d\lambda.
\] (2.18)

From Lemma 2.1 for the function \( y_\lambda \), Lemma 2.2 for the function \( \varphi_\lambda \) and the condition \( \beta > 0 \), we see that the function \( W_\beta \) is well defined, i.e., \(|W_\beta(x, t)| < \infty\) for any \((x, t) \in \mathbb{R}^N \times \mathbb{R}_{\geq 0}\). We remark that since \( w_\lambda \) satisfies (2.17) on \( \mathbb{R}^N \times \mathbb{R}_{\geq 0} \), the function \( W_\beta \) satisfies
\[
\partial_t^2 W_\beta(x, t) - t^m \Delta W_\beta(x, t) = 0, \quad (x, t) \in \mathbb{R}^N \times \mathbb{R}_{\geq 0}.
\] (2.19)

Moreover, we state several estimates for the solution \( W_{\beta, m} \) in the following proposition.

**Proposition 2.1 (Properties of the function \( W_{\beta, m} \)).** Let \( m \geq 0, \beta > 0 \) and \( W_{\beta, m} : \mathbb{R}^N \times \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{> 0} \) be defined by (2.18). Then, the following statements hold:

1. For any \((x, t) \in \mathbb{R}^N \times (1, \infty)\), the estimate
\[
|\partial_t W_{\beta, m}(x, t)| \leq C \exp(t^{-\gamma}|x|)t^{-\gamma(\beta + \frac{1}{2})} + Ct^{\frac{m}{2}} W_{\beta + 1, m}(x, t)
\] (2.20)
holds for some positive constant \( C = C(m) > 1 \).

2. Let \( T_0 \geq 1 \) be given by (2.7). Then, there exists a positive constant \( C = C(m, \beta) > 0 \) dependent only on \( m \) and \( \beta \) such that for any \((x, t) \in \mathbb{R}^N \times ((2T_0)^{\frac{1}{\gamma}}, \infty)\), the estimate
\[
W_{\beta, m}(x, t) \geq C t^{-\frac{m+2}{2}\beta}
\] (2.21)
holds.

3. Let \( r_0 > 0 \) and \( T_0 \geq 1 \) be given by (2.7). We further assume that \( \beta > \frac{N}{2} - \frac{1}{m+2} \). Then, there exists a positive constant \( C = C(N, m, \beta, r_0) > 0 \) such that for any \((x, t) \in \mathbb{R}^N \times \left(T_0^{\frac{1}{\gamma}}, \infty\right)\) with \(|x| < r_0 + \frac{1}{\gamma} t^\gamma\), the estimate holds:
\[
W_{\beta, m}(x, t) \leq C t^{-\frac{m}{2} + \frac{(N-1)(m+2)}{4}} \left(r_0 + \frac{1}{\gamma} t^\gamma - |x|\right)^{-\beta - \frac{1}{m+2} + \frac{N}{2}}.
\] (2.22)
4. Let $N \geq 2$ and $\frac{1}{2} \leq \beta < \frac{N}{2}$. Then, there exists a positive constant $C = C(N, m, \beta, r_0) > 0$ such that for any $(x, t) \in \mathbb{R}^N \times (T_0^{\frac{1}{2}}, \infty)$ with $|x| < r_0 + \frac{1}{\gamma} t^\gamma$,

$$W_{\beta, m}(x, t) \leq C t^{-\frac{m}{2}} \left( r_0 + \frac{1}{\gamma} t^\gamma + |x| \right)^{-\beta + \frac{1}{2} - \frac{1}{m+2}}. \quad (2.23)$$

These estimates of the function $W_{\beta, m}(x, t)$ are utilized to treat the critical cases $\Omega_{SS} = 0$ and $\Gamma_{SS} = 0$ in the proof of Theorems 1.1 and 1.2, respectively (see subsection 3.1.3 for more precise).

**Proof.** (Proof of Proposition 2.1)

1. Let $(x, t) \in \mathbb{R}^N \times (1, \infty)$. Then, we see that $t^{-\gamma} \in (0, 1)$. By a direct computation, the identities

$$\partial_\tau W_{\beta}(x, t) = \int_0^{t^{-\gamma}} (\partial_\tau y_{\lambda}(t)) \varphi_{\lambda}(x) \lambda^{\beta - 1} d\lambda \quad + \int_{t^{-\gamma}}^{1} (\partial_\tau y_{\lambda}(t)) \varphi_{\lambda}(x) \lambda^{\beta - 1} d\lambda =: \mathcal{I}_{\beta}^1(x, t) + \mathcal{I}_{\beta}^2(x, t) \quad (2.24)$$

hold. By the identities $\partial_\tau y_{\lambda}(t) = \lambda^{\frac{1}{\gamma}} y_1' \lambda^{\frac{1}{\gamma} t}$ and (2.6), Lemma 2.2 and $\beta > 0$, the estimates

$$\mathcal{I}_{\beta}^1(x, t) \leq C'_0 \int_0^{t^{-\gamma}} e^{\lambda |x|} \lambda^{\beta - 1 + \frac{1}{\gamma}} d\lambda \leq C'_0 \exp(t^{-\gamma} |x|) \int_0^{t^{-\gamma}} \lambda^{\beta - 1 + \frac{1}{\gamma}} d\lambda \leq C'_0 \exp(t^{-\gamma} |x|) t^{-\gamma (\beta + \frac{1}{\gamma})} \quad (2.25)$$

hold. By the right estimate of (2.8), the inequalities

$$\mathcal{I}_{\beta}^2(x, t) \leq \int_{t^{-\gamma}}^{1} |\partial_\tau y_{\lambda}(t)| \varphi_{\lambda}(x) \lambda^{\beta - 1} d\lambda \leq C t^{\frac{m}{2}} \int_{t^{-\gamma}}^{1} y_{\lambda}(t) \varphi_{\lambda}(x) \lambda^{\beta} d\lambda \leq C t^{\frac{m}{2}} W_{\beta + 1}(x, t) \quad (2.26)$$

hold. By combining (2.24)–(2.26), we obtain the conclusion.

2. Let $(x, t) \in \mathbb{R}^N \times ((2T_0)^{\frac{1}{2}}, \infty)$. Then, we see that the inequalities $0 < T_0 t^{-\gamma} < 2T_0 t^{-\gamma} < 1$ hold. By the left estimate of (2.7), Lemma 2.2 and the assumption $\beta > 0$, the estimates

$$W_{\beta}(x, t) \geq \int_{T_0 t^{-\gamma}}^{2T_0 t^{-\gamma}} y_{\lambda}(t) \varphi_{\lambda}(x) \lambda^{\beta - 1} d\lambda \geq C t^{-\frac{m}{4}} \int_{T_0 t^{-\gamma}}^{2T_0 t^{-\gamma}} \exp(-\gamma^{-1} t^{-\gamma}) \lambda^{\beta - \frac{3}{4} + \frac{1}{m+2}} d\lambda \geq C \exp(-2\gamma^{-1} T_0) t^{-\frac{m}{4}} \int_{T_0 t^{-\gamma}}^{2T_0 t^{-\gamma}} \lambda^{\beta - \frac{3}{4} + \frac{1}{m+2}} d\lambda = C t^{-\frac{m+2}{2} \beta}$$

hold for some constant $C = C(m, \beta) > 0$. 
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3. Let \((x, t) \in \mathbb{R}^N \times (T_0^\gamma, \infty)\) with \(|x| \leq r_0 + \gamma^{-1}t^\gamma\). Noting that \(T_0t^\gamma \in (0, 1)\), by dividing the integral region \([0, 1]\) in the definition of \(W_\beta\) into \([0, T_0t^\gamma)\) and \([T_0t^\gamma, \infty)\), the identity

\[
W_\beta(x, t) = \int_0^{T_0t^\gamma} w_\beta(x, t)\lambda^{\beta-1}d\lambda + \int_{T_0t^\gamma}^1 w_\beta(x, t)\lambda^{\beta-1}d\lambda =: \mathcal{J}_\beta^1(x, t) + \mathcal{J}_\beta^2(x, t)
\]

holds. By Lemmas 2.1 and 2.2, the estimates

\[
\mathcal{J}_\beta^1(x, t) \leq \int_0^{T_0t^\gamma} e^{\lambda|x|}\lambda^{\beta-1}d\lambda \leq \exp(T_0t^\gamma|x|) \int_0^{T_0t^\gamma} \lambda^{\beta-1}d\lambda = \beta^{-1}T_0^\beta \exp(T_0t^\gamma|x|)t^{-\frac{m+2}{2}} \leq Ct^{-\frac{m+2}{2}}
\]

(27)

hold for the positive constant \(C = C(\beta, m, r_0) := \beta^{-1}T_0^\beta \exp(\gamma^{-1}T_0 + r_0) > 0\). By the right estimate of (27) and Lemma 2.2, the estimates

\[
\mathcal{J}_\beta^2(x, t) \leq Ct^{-\frac{m}{2}} \int_0^{T_0t^\gamma} (1 + |\lambda x|)^{-\frac{N-1}{2}} \exp\left(-\gamma^{-1}\lambda t^\gamma + \lambda |x|\right)\lambda^{-\frac{3}{2} + \frac{1}{m+2}}d\lambda =: Ct^{-\frac{m}{2}}\mathcal{I}_\beta(x, t)
\]

(28)

hold. We note that the estimates \(c(t^\gamma + \gamma r_0) \leq t^\gamma \leq t^\gamma + \gamma r_0\) hold for \(t \geq T_0^\frac{1}{\gamma}\), where \(c = c(T_0) := T_0(T_0 + \gamma r_0)^{-1}\) is independent of \(t\). If \(|x| \leq 2^{-1}(r_0 + \gamma^{-1}t^\gamma)\), by noting that the inequalities

\[
\gamma \left(\gamma^{-1}t^\gamma + r_0 - |x|\right) \leq t^\gamma + \gamma r_0 \leq 2\gamma \left(\gamma^{-1}t^\gamma + r_0 - |x|\right)
\]

hold and changing variables with \((2\gamma)^{-1}t^\gamma\lambda = \mu\), the estimates hold:

\[
\mathcal{I}_\beta(x, t) \leq \exp\left(\frac{r_0}{2}\right) \int_0^{T_0t^\gamma} \exp\left(-\frac{t^\gamma}{\gamma\lambda}\right)\lambda^{\beta + \frac{1}{m+2} - \frac{3}{2}}d\lambda = \exp\left(\frac{r_0}{2}\right) (2\gamma t^\gamma)^{-\frac{1}{2} + \frac{1}{m+2}} \int_0^{T_0 t^\gamma} e^{-\mu} \mu^{\beta + \frac{1}{m+2} - \frac{3}{2}}d\mu
\]

\[
\leq \exp\left(\frac{r_0}{2}\right) (2\gamma)^{-\frac{1}{2} + \frac{1}{m+2}} \Gamma\left(\beta - \frac{1}{2} + \frac{1}{m+2}\right) t^{-\frac{m+2}{2} + \frac{m}{4}}.
\]

(29)

If \(2^{-1}(r_0 + \gamma^{-1}t^\gamma) < |x| < r_0 + \gamma^{-1}t^\gamma\), by changing variables with \(\lambda(\gamma^{-1}t^\gamma + r_0 - |x|) = \mu^{-1}\) and the assumption \(\beta > \frac{N}{2} - \frac{1}{m+2}\), the estimates

\[
\mathcal{I}_\beta(x, t) \leq (2\gamma)^{-\frac{N-1}{2}} \exp(r_0) t^{-\frac{\gamma(N-1)}{2}} \int_0^{T_0t^\gamma} \exp\left(-\lambda \left(\gamma^{-1}t^\gamma + r_0 - |x|\right)\right)\lambda^{\beta - \frac{1}{2} + \frac{1}{m+2} - \frac{N-1}{2}}d\lambda
\]

\[
= (2\gamma)^{-\frac{N-1}{2}} \exp(r_0) t^{-\frac{\gamma(N-1)}{2}} \left(\gamma^{-1}t^\gamma + r_0 - |x|\right)^{-\frac{1}{2} + \frac{1}{m+2} - \frac{N-1}{2}}
\]
\[
\int_{(\gamma^{-1}t^\gamma+r_0-|x|)^{-1}}^{\gamma^{-1}t^\gamma+r_0-|x|)^{-1}} \exp(-\mu^{-1})\mu^{-\beta-\frac{1}{m+2}+\frac{N}{2}+\frac{\gamma}{2}} \, d\mu \\
\leq (2\gamma)^{\frac{N-1}{2}} \exp(r_0) t^{\frac{-\gamma(N-1)}{2}} \left(\gamma^{-1}t^\gamma+r_0-|x|\right)^{-\beta-\frac{1}{m+2}+\frac{\gamma}{2}} \\
\int_0^\infty \exp(-\mu^{-1})\mu^{-\beta-\frac{1}{m+2}+\frac{N}{2}+\frac{\gamma}{2}} \, d\mu \\
= C t^{\frac{-\gamma(N-1)}{2}} \left(\gamma^{-1}t^\gamma+r_0-|x|\right)^{-\beta-\frac{1}{m+2}+\frac{\gamma}{2}} 
\] 
(2.30)

hold for some positive constant \(C = C(N, m, \beta, r_0)\). By combining the estimates (2.27)-(2.30), we obtain the conclusion.

4. Similar as the proof of the estimate (2.22), we divide \(W_{\beta,m}(x, t)\) into two parts as follows:

\[
W_{\beta}(x, t) = \int_0^{T_0t^{-\gamma}} w_\lambda(x, t, \lambda^{-1}\beta-1) \, d\lambda + \int_{T_0t^{-\gamma}}^1 w_\lambda(x, t, \lambda^{-1}\beta-1) \, d\lambda =: J_{\beta}^1(x, t) + J_{\beta}^2(x, t).
\]

It follows from (2.7) and (2.13) that

\[
J_{\beta}^2(x, t) \leq C \int_0^{T_0t^{-\gamma}} (\lambda^{-1}\beta t_{-\gamma})^{-\frac{m}{4}} \exp(-\lambda^{-1}(\lambda^{-1}\gamma t)') \varphi_\lambda(x) \lambda^{-1}\beta-1 \, d\lambda \\
= C \int_0^{T_0t^{-\gamma}} t_{-m}^{-\frac{m}{4}} \exp\left(-\lambda^{-1}\gamma t'\right) t_{-1}^{-1} (1 - \theta^2)^{-\frac{N-3}{2}} e^{\theta\lambda|x|} \theta \lambda^{-\beta-\frac{3}{2}+\frac{1}{m+2}} \, d\lambda \\
\leq C e^{r_0t_{-m}^{\frac{m}{4}}} \int_0^{T_0t^{-\gamma}} t_{-1}^{-1} (1 - \theta^2)^{-\frac{N-3}{2}} \, d\theta \int_0^{T_0t^{-\gamma}} \exp(\gamma^{-1}t^\gamma - r_0) \lambda^{-\beta-\frac{3}{2}+\frac{1}{m+2}} \, d\lambda \\
= C e^{r_0t_{-m}^{\frac{m}{4}}} \int_0^{T_0t^{-\gamma}} t_{-1}^{-1} (1 - \theta^2)^{-\frac{N-3}{2}} \left(r_0 + \frac{1}{\gamma} t^\gamma + \theta |x|\right)^{-\beta+\frac{3}{2}-\frac{1}{m+2}} \, d\theta \\
\int_{T_0t^{-\gamma}}^{r_0 + \frac{1}{\gamma} t^\gamma - \theta |x|} e^-\eta \eta^{-\beta+\frac{3}{2}+\frac{1}{m+2}} \, d\eta.
\] 
(2.31)

Noting that

\[
\int_{T_0t^{-\gamma}}^{r_0 + \frac{1}{\gamma} t^\gamma - \theta |x|} e^-\eta \eta^{-\beta+\frac{3}{2}+\frac{1}{m+2}} \, d\eta \leq \int_0^\infty e^-\eta \eta^{-\beta+\frac{3}{2}+\frac{1}{m+2}} \, d\eta = \Gamma\left(\beta - \frac{1}{2} + \frac{1}{m+2}\right),
\]

with \(0 \leq r_0 + \frac{1}{\gamma} t^\gamma - \theta |x| < \infty\), we have

\[
J_{\beta}^2(x, t) \\
\leq C e^{r_0} \Gamma\left(\beta - \frac{1}{2} + \frac{1}{m+2}\right) t_{-m}^{-\frac{m}{4}} \int_0^{T_0t^{-\gamma}} t_{-1}^{-1} (1 - \theta^2)^{-\frac{N-3}{2}} \left(r_0 + \frac{1}{\gamma} t^\gamma - \theta |x|\right)^{-\beta+\frac{3}{2}-\frac{1}{m+2}} \, d\theta \\
= C e^{r_0} \Gamma\left(\beta - \frac{1}{2} + \frac{1}{m+2}\right) 2^{N-2} t_{-m}^{-\frac{m}{4}} \\
\int_0^1 \left(\tilde{\theta} (1 - \tilde{\theta})\right)^{-\frac{N-3}{2}} \left(r_0 + \frac{1}{\gamma} t^\gamma + |x| - 2\tilde{\theta} |x|\right)^{-\beta+\frac{3}{2}-\frac{1}{m+2}} \, d\tilde{\theta} \\
\leq C e^{r_0} \Gamma\left(\beta - \frac{1}{2} + \frac{1}{m+2}\right) 2^{N-2} t_{-m}^{-\frac{m}{4}} \left(r_0 + \frac{1}{\gamma} t^\gamma + |x|\right)^{-\beta+\frac{3}{2}-\frac{1}{m+2}}
\]
\[
\int_0^1 (\tilde{\theta}(1 - \tilde{\theta}) \frac{N - 3}{2} (1 - \tilde{\theta}z)^{-\beta + \frac{1}{2} - \frac{1}{m + z}} \text{d}\tilde{\theta},
\]  
(2.32)

where \(\tilde{\theta} = \frac{\theta + 1}{2}\) and \(z = \frac{2|x|}{r_0 + \frac{1}{2}t\gamma' + |x|}\).

Direct analysis shows that if \(\frac{1}{2} - \frac{1}{m + z} < \beta < \frac{N}{2} - \frac{1}{m + z}\), \(\int_0^1 (\tilde{\theta}(1 - \tilde{\theta}) \frac{N - 3}{2} (1 - \tilde{\theta}z)^{-\beta + \frac{1}{2} - \frac{1}{m + z}} \text{d}\tilde{\theta}\) is bounded for \(z \in [0, 1]\). Thus,

\[
\mathcal{F}_\beta^2(x, t) \leq C(N, m, \beta, r_0)t^{-\frac{m}{4}} \left( r_0 + \frac{1}{\gamma'} + |x| \right)^{-\beta + \frac{1}{2} - \frac{1}{m + z}},
\]  
(2.33)

which completes the proof by comparing (2.33) with (2.27).

\[\square\]

3. Proof of Theorems 1.1 and 1.2

In this section, we give proofs of Theorems 1.1 and 1.2. Let us assume all the assumptions of Theorem 1.1 except for \(m_1 \neq m_2\). We simply write \(T(\varepsilon)\) as \(T\) if it does not cause a confusion. We denote by \(p'\) and \(q'\) the Hölder conjugate of \(p\) and \(q\), respectively. We only consider the case \(m_1 \geq m_2\), since the other case \(m_1 < m_2\) can be treated in the similar manner. In the case \(m_1 \geq m_2\), we only consider the case \(q > 2\), since the other case \(q \leq 2\) can be treated more simply. Let \(\lambda_0 \in (0, 1)\), which will be determined later (see (3.3)) and is independent of \(\varepsilon\). We introduce \(T_2 = T_2(\lambda_0, m_1, m_2, N, q, r_0) > 0\) given by

\[
T_2 := \begin{cases} 
\max \left( T_1(m_1), \left( \frac{m_1 + 2}{m_2 + 2} \right) \frac{2}{m_2}, |\gamma(m_1)\max(\mathcal{R}_0(N, q', \lambda_0) - r_0, 1 + r_0)\right)^{\frac{1}{\gamma(m_1)}} \right), & \text{if } m_1 > m_2, \\
\max \left( T_1(m), |\gamma(m)\max(\mathcal{R}_0(N, q', \lambda_0) - r_0, 1 + r_0)\right)^{\frac{1}{\gamma(m)}} \right), & \text{if } m_1 = m_2 = m
\end{cases}
\]

where \(\gamma(m) := \frac{m + 2}{2}\), \(T_1(m) > 0\) is given in Lemma 2.8, \(\mathcal{R}_0\) is given in Corollary 2.1, and \(r_0 := \sup \{|x| \in \mathbb{R}_{\geq 0} | x \in \text{supp}(f_1, f_2, g_1, g_2)\}\) is given in Theorem 1.1. We note that \(T_2\) is independent of \(\varepsilon\). If \(T \leq T_2\), then the conclusions of Theorem 1.1 and Theorem 1.2 hold by the assumptions \(p, q > 1\) and \(\Omega_{GG}, \Omega_{SS} \geq 0\) with \(m_1 > m_2\) and \(\Gamma_{SS} \geq 0\) with \(m_1 = m_2\), respectively, and taking \(\varepsilon_0\) satisfying \(\varepsilon_0 \in (0, 1]\). Thus, we consider the case \(T > T_2\) in the following. Let \(R \in (T_2, T)\) be a parameter. Then, we note that for \(t \geq \frac{R}{2}\), the identity \(\phi(t) = \frac{1}{\gamma(m_1)}t^{\gamma(m_1)}\) holds. We introduce a test function \(\eta \in C_0^\infty([0, \infty))\) satisfying

\[
\eta(s) := \begin{cases} 
1, & s \in [0, 1/2), \\
\text{decreasing,} & s \in [1/2, 1), \\
0, & s \in [1, \infty),
\end{cases}
\]  
(3.1)

and also define a test function \(\eta_R \in C_0^\infty([0, \infty))\) given by \(\eta_R(s) := \eta\left(\frac{s}{R}\right)\). Let \(k \geq \max\{2p', 2q'\}\). For \(R > 0\), we denote by \(B(R)\) the closed ball in \(\mathbb{R}_N\) centered
at the origin with a radius $r$, i.e., $B(r) := \{ x \in \mathbb{R}^N \mid |x| \leq r \}$. We introduce a cutoff function $\chi : \mathbb{R}^N \to \mathbb{R}_{\geq 0}$ satisfying $\chi \in C_0^\infty(\mathbb{R}^N)$ and $\chi(x) = 1$ for any $x \in B(r_0 + \gamma(m_1)^{-1}T^{\gamma(m_1)})$.

We introduce a family of test functions $\{ \Phi_{\lambda,m_1}(x,t) \}_{\lambda, m_1}$, whose component $\Phi_{\lambda,m_1} : \mathbb{R}^N \times \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0}$ is given by $\Phi_{\lambda,m_1}(x,t) := w_{\lambda,m_1}(x,t)\chi(x)\eta_R(t)$ for any $(\lambda, m_1) \in \mathbb{R}^N \times [0, T)$. Here, $w_{\lambda,m_1}(x,t) := \gamma_{\lambda,m_1}(t)\varphi_\lambda(x)$ is defined by (2.16).

Since for any $\lambda \in (0, 1)$, by a direct computation, the equation

$$\partial_t \Phi_{\lambda,m_1}(x,t) = \left\{ \partial_t w_{\lambda,m_1}(x,t) \right\} \eta_R(t) + \frac{k}{R} \int w_{\lambda,m_1}(x,t) \eta'(\frac{t}{R})$$

holds for any $(x,t) \in \mathbb{R}^N \times [0, T)$, by the identities $y'_{\lambda,m_1}(t) = \lambda^{\frac{1}{\gamma(\lambda)}} y'_{\lambda}(\lambda^{\frac{1}{\gamma(\lambda)}} t)$ and (2.6),

$$\lim_{\lambda \to +0} \partial_t \Phi_{\lambda,m_1}(x,0) = \lim_{\lambda \to +0} C_0 \lambda^{\frac{1}{\gamma(\lambda)}} y'_{\lambda}(\lambda^{\frac{1}{\gamma(\lambda)}} t) \varphi_\lambda(x) \chi(x) = 0$$

holds for any $x \in \mathbb{R}^N$. For any $\lambda \in (0, 1)$, by the identity (2.5), the equation $\Phi_{\lambda,m_1}(x,0) = \varphi_\lambda(x) \chi(x)$ holds for any $x \in \mathbb{R}^N$. By the assumption on the data $g_1$ and the Lebesgue convergence theorem, the estimates

$$\lim_{\lambda \to +0} \int_{\mathbb{R}^N} g_1(x) \Phi_{\lambda,m_1}(x,0) dx = \lim_{\lambda \to +0} \int_{B(r_0)} g_1(x) \varphi_\lambda(x) = \int_{\mathbb{R}^N} g_1(x) dx = I[g_1] > 0$$

hold. Thus, there exists a constant $\lambda_0 = \lambda_0(I[g_1]) \in (0, 1)$ such that the inequality

$$\int_{\mathbb{R}^N} g_1(x) \Phi_{\lambda_0,m_1}(x,0) dx > \frac{1}{2} I[g_1] > 0$$

holds. By a direct computation and the equation (2.17), the identity

$$\partial_t^2 \Phi_{\lambda_0,m_1}(x,t) - t^{m_1} \Delta \Phi_{\lambda_0,m_1}(x,t)$$

$$= \frac{k}{R} \left[ \eta_R(t) \right]^{k-2} \varphi_{\lambda_0}(x) \left\{ 2(\partial_t y_{\lambda_0,m_1}(t)) \eta_R(t) \eta'(\frac{t}{R}) + \frac{1}{R} \lambda^{\frac{1}{\gamma(\lambda)}} y'_{\lambda}(\lambda^{\frac{1}{\gamma(\lambda)}} t) \right\}$$

holds for any $(x,t) \in B(r_0 + \gamma(m_1)^{-1}T^{\gamma(m_1)}) \times [0, T)$. By the identity (3.4) and Lemma 2.1, there exists a positive constant $C = C(m_1, k) > 0$ such that for any $(x,t) \in B(r_0 + \gamma(m_1)^{-1}T^{\gamma(m_1)}) \times \left( \frac{R}{2}, R \right)$, the estimate

$$\left| \partial_t^2 \Phi_{\lambda_0,m_1}(x,t) - t^{m_1} \Delta \Phi_{\lambda_0,m_1}(x,t) \right|$$

$$\leq C \lambda_0^{m_1 - 1} \gamma(m_1) t^{m_1 - 1} \exp\left( -\gamma(m_1)^{-1} \lambda_0 t^{\gamma(m_1)} \right)$$

(3.5)
holds. Noting that the estimate $T_2 \geq 2\gamma(m_1) \max(\mathcal{R}_0(N, q', \lambda_0) - r_0, 1 + r_0)\frac{1}{\gamma(m_1)}$ holds, we can apply Corollary 2.1 with $\mathcal{R} = r_0 + \gamma(m_1)^{-1}r_0$ and $\theta = q'$ to get

$$
\left\{ \begin{array}{l}
\int_{\mathbb{R}}^{R} \int_{B(r_0 + \gamma^{-1}(m_1)^{r_0}(m_1))} \left\{ \varphi_{\lambda_0}(x) t^{\frac{m_1}{2}} e^{-\frac{\lambda_0}{\gamma(m_1)} r_0} \right\}^q \, dx \, dt \\
\leq C \lambda_0^{-\frac{N-1}{2}q' - 1} e^{\lambda_0 q' r_0} \int_{\mathbb{R}}^{R} \left( 1 + r_0 + \gamma^{-1}(m_1) r_0 \right)^{N-1} \frac{1 - q'}{2} \frac{m_1}{2} \frac{1}{t} \, dt
\end{array} \right.
$$

for some positive constant $C = C(N, \lambda_0, m_1, r_0, q) > 0$, which is independent of $R$. By the definition of the weak solution to (1.11), the finite propagation speed (1.15), the integration by parts, supp $\eta \subset [0, 1]$, supp $\eta' \subset [1/2, 1]$, the estimates (3.2), (3.3), (3.5) and (3.6), and $k \geq 2q'$ and the Hölder inequality, the estimates

$$
\left. \begin{array}{l}
\frac{1}{2} f(g_1) \leq \varepsilon \int_{\mathbb{R}^N} g_1 \Phi_{\lambda_0, m_1}(0) \, dx - \varepsilon \int_{\mathbb{R}^N} f_t \Phi_{\lambda_0, m_1}(0) \, dx + \int_{0}^{R} \int_{\mathbb{R}^N} G_1(t(r)) \Phi_{\lambda_0, m_1}(t) \, dx \, dt \\
\leq \frac{C}{R^{\frac{1}{m_1} - 4\gamma(m_1)}} \left( \int_{\mathbb{R}^N} |u(t)|^q \eta_R(t)^k \right)^\frac{q'}{q} \int_{\mathbb{R}^N} \left\{ \varphi_{\lambda_0}(x) t^{\frac{m_1}{2}} e^{-\frac{\lambda_0}{\gamma(m_1)} r_0} \right\}^q \, dx
\end{array} \right\}
$$

hold, where $C > 0$ is a constant independent of $R$. Here, for $m \in \mathbb{R}$ with $m \geq 0$ and $\theta \in (1, \infty)$, $\gamma(t) = \gamma(N, m, \theta)$ is defined by

$$
\gamma(t) = \frac{m}{4} + \frac{(m + 2)(N - 1)}{4} - \frac{(m + 2)(N - 1)}{2\theta} - \frac{1}{\theta}.
$$

We define a test function $\Phi : \mathbb{R}^N \times [0, T) \rightarrow \mathbb{R}_{\geq 0}$ given by $\Phi(x, t) := \chi(x) \eta_R(t)^k \in C^0_{\infty}(\mathbb{R}^N \times [0, T))$. Since the identity $\chi(x) = 1$ holds for any $x \in B(r_0 + \phi(T))$, by the direct computation, the identities

$$
\Delta \Phi(x, t) = 0, \quad \partial_t \Phi(x, t) = \frac{k}{R} \left( \eta_R(t)^k - 1 \right) \eta' \left( \frac{t}{R} \right)
$$

$$
\partial_t^2 \Phi(x, t) = \frac{k}{R^2} \left( \eta_R(t)^k - 2 \right) \left( k - 1 \right) \left[ \eta' \left( \frac{t}{R} \right) \right]^2 + \eta_R(t) \eta'' \left( \frac{t}{R} \right)
$$

hold for any $(x, t) \in B(r_0 + \phi(T)) \times [0, T)$. By the identity $\eta'(0) = 0$, the equation $\partial_t \Phi(x, 0) = 0$ holds for any $x \in B(r_0)$. By changing variables and the estimate $R \geq T_2$, the estimates
\[
\int_0^R \int_{B(r_0 + \phi(t))} dx \, dt = C \int_0^R \{r_0 + \phi(t)\}^N dt \leq C \int_0^R \sqrt[\gamma(m_1)]{1} N \, dt \leq CR^{\gamma(m_1)N+1}
\]

(3.8)

hold, where \( C = C(r_0, m_1, N) > 0 \) is a positive constant. Noting that the identity \( \Phi(x, 0) = 1 \) holds for any \( x \in B(r_0) \) due to \( \eta(0) = 1 \), by the definition of the weak solution (1.11), integration by parts, the inequality \( k \geq 2q' \), the Hölder inequality, the assumption (1.2) and the inequality (3.8), the estimates

\[
\varepsilon I[g_1] + \int_0^R \int_{B(r_0 + \phi(t))} G_1(v(t))\Phi(x, t) \, dx \, dt \leq \int_0^R u(t)\partial_t^2 \Phi(x, t) \, dx \, dt
\]

\[
\leq \frac{C}{R^2} \int_0^R \int_{B(r_0 + \phi(t))} |u(t)| \{\eta_R(t)\}^k \, dx \, dt
\]

\[
\leq \frac{C}{R^2} \left( \int_0^R \int_{B(r_0 + \phi(t))} |u(t)|^q \{\eta_R(t)\}^k \, dx \, dt \right)^{\frac{1}{q}} \left( \int_0^R \int_{B(r_0 + \phi(t))} \, dx \, dt \right)^{\frac{1}{q}}
\]

(3.9)

hold for some positive constant \( C = C(r_0, m_1, N, k, q) \). The second inequality of the first line in (3.9) comes from the estimate

\[
\partial_t \Phi(x, t) \leq \frac{C}{R^2} \eta_R(t)k^{-2} \leq \frac{C}{R^2} \eta_R(t)k^\frac{k}{q},
\]

for \( k \geq 2q' \), since \( \eta' \left( \frac{t}{R} \right) \) and \( \eta'' \left( \frac{t}{R} \right) \) are bounded. In the similar manner as the proof of the estimate (3.9), the inequality

\[
\varepsilon I[g_2] + \int_0^R \int_{B(r_0 + \phi(t))} G_2(u(t))\Phi(x, t) \, dx \, dt
\]

\[
\leq CR^{\gamma(m_1)N+1} \frac{1}{p} - 2 \left( \int_0^R \int_{B(r_0 + \phi(t))} G_1(v(t))\Phi(x, t) \, dx \, dt \right)^{\frac{1}{p}}
\]

(3.10)

holds for some positive constant \( C = C(r_0, m_1, N, k, p) \). By the estimates (3.9)-(3.10) and the assumptions \( I[g_1] > 0 \) and \( I[g_2] > 0 \), the inequalities

\[
\varepsilon I[g_1] + \int_0^R \int_{B(r_0 + \phi(t))} G_1(v(t))\Phi(x, t) \, dx \, dt
\]

\[
\leq CR^{\gamma(m_1)N+1} \frac{2p-1}{pq} - \frac{2q+1}{q} \left( \int_0^R \int_{B(r_0 + \phi(t))} G_1(v(t))\Phi(x, t) \, dx \, dt \right)^{\frac{1}{pq}}
\]

(3.11)

\[
\varepsilon I[g_2] + \int_0^R \int_{B(r_0 + \phi(t))} G_2(u(t))\Phi(x, t) \, dx \, dt
\]
\[ C(R^{y(m_1)N+1})^{p_2-1} \frac{2(p+1)}{p} \left( \int_0^R \int_{B(r_0+\phi(t))} G_2(u(t)) \Phi(x, t) \, dx \, dt \right)^{\frac{1}{pq}} \tag{3.12} \]

hold. By combining these estimates and the Young inequality, the estimates

\[ \varepsilon I[g_1] + \left( 1 - \frac{1}{pq} \right) \int_0^R \int_{B(r_0+\phi(t))} G_1(v(t)) \Phi(x, t) \, dx \, dt \leq CR^{-FGG(N,m_1,p,q)} \tag{3.13} \]

\[ \varepsilon I[g_2] + \left( 1 - \frac{1}{pq} \right) \int_0^R \int_{B(r_0+\phi(t))} G_2(u(t)) \Phi(x, t) \, dx \, dt \leq CR^{-FGG(N,m_1,q,p)} \tag{3.14} \]

hold for any \( R \in (T_2, T) \).

3.1. Proof of Theorem 1.1

In this subsection, we complete the proof of Theorem 1.1. By symmetry, we may assume that \( m_1 > m_2 \), which implies that the identities \( \Omega_{GG}(N,m_1,m_2,p,q) = \Gamma_{GG}(N,m_1,m_2,p,q) \) and \( \Omega_{SS}(N,m_1,m_2,p,q) = F_{SS}(N,m,p,q) \) hold. We divide the proof into the three cases (i) \( \Gamma_{GG}(N,m_1,m_2,p,q) > 0 \), (ii) \( F_{SS}(N,m_1,m_2,p,q) > 0 \) and (iii) \( F_{SS}(N,m_1,m_2,p,q) = 0 \).

3.1.1. \( \Gamma_{GG}(N,m_1,m_2,p,q) > 0 \)

**Proof.** (Proof of Theorem 1.1 in the case \( \Gamma_{GG}(N,m_1,m_2,p,q) > 0 \)) First, we consider the case of \( p \leq q \). Then, the identity \( \Gamma_{GG}(N,m_1,m_2,p,q) = F_{GG}(N,m_1,m_2,p,q) \) holds. By the estimate (3.14), the estimate

\[ \varepsilon I[g_2] \leq R^{-FGG(N,m_1,q,p)} \]

holds for any \( R \in (T_2, T) \). By the assumption \( F_{GG}(N,m_1,m_2,p,q) > 0 \), the estimate \( T(\varepsilon) \leq Ae^{-FGG(N,m_1,q,p)} \) holds for some \( A > 0 \) independent of \( \varepsilon \). Next, we consider the opposite case \( p > q \). Then, the identity \( \Gamma_{GG}(N,m_1,m_2,p,q) = F_{GG}(N,m_1,m_2,p,q) \) holds. By the estimate (3.9), the estimate \( \varepsilon I[g_1] \leq R^{-FGG(N,m_1,p,q)} \) holds for any \( R \in (T_2, T) \). By the assumption \( F_{GG}(N,m_1,m_2,p,q) > 0 \), the estimate \( T(\varepsilon) \leq Ae^{-FGG(N,m_1,p,q)} \) holds. Therefore, the estimate \( T(\varepsilon) \leq Ae^{-FGG(N,m_1,p,q)} \) holds, which completes the proof of theorem in the case of \( \Gamma_{GG}(N,m_1,m_2,p,q) > 0 \).

3.1.2. \( F_{SS}(N,m_1,m_2,p,q) > 0 \)

**Proof.** (Proof of Theorem 1.1 in the case \( F_{SS}(N,m_1,m_2,p,q) > 0 \)) By the estimate (3.14) and the assumption \( I[g_2] \geq 0 \), the inequality

\[ \int_0^R \int_{B(r_0+\phi(t))} G_2(u(t)) \Phi(x, t) \, dx \, dt \leq CR^{-FGG(N,m_1,q,p)} \tag{3.15} \]
Lemma 3.1

holds for any \( R \in (T_2, T) \). Noting that the identity

\[-\frac{1}{q} F_{GG}(N, m_1, q, p) + \gamma_1(N, m_1, q) = -F_{SS}(N, m_1, p, q)\]

holds, by combining the estimates (3.7) and (3.15), the inequality

\[
\frac{\epsilon}{2} I[g_1] \leq CR^{-F_{SS}(N, m_1, p, q)}
\] (3.16)

holds for any \( R \in (T_2, T) \). By the assumption \( F_{SS}(N, m_1, p, q) > 0 \), the estimate

\[
R \leq C \epsilon^{-F_{SS}(N, m_1, p, q)^{-1}}
\] (3.17)

holds for any \( R \in (T_2, T) \), which implies that the estimate \( T(\epsilon) \leq A \epsilon^{-F_{SS}(N, m_1, p, q)^{-1}} \)

holds for some \( A > 0 \) independent of \( \epsilon \). This completes the proof of the theorem in the case of \( F_{SS}(N, m_1, p, q) > 0 \). \( \square \)

3.1.3. \( F_{SS}(N, m_1, p, q) = 0 \) and \( N \geq 2 \)

In this subsubsection, we consider the critical case \( F_{SS}(N, m_1, p, q) = 0 \) and \( N \geq 2 \). Then, we introduce a test function \( L^\infty(0, \infty) \ni \eta^* : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0} \) given by

\[
\eta^*(s) := \begin{cases} 
0, & s \in [0, 1/2), \\
\eta(s), & s \in [1/2, \infty),
\end{cases}
\]

where \( \eta \in C^\infty_c([0, \infty)) \) is defined by (3.1). For \( \sigma > 0 \), we also define \( L^\infty(0, \infty) \ni \eta^*_\sigma : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0} \) as \( \eta^*_\sigma(s) := \eta^*(\frac{s}{\sigma}) \) for \( s \in [0, \infty) \). To prove the upper estimate (1.16) of the lifespan in the critical case, we apply the following fact for a system of ordinary differential inequalities (see Lemma 3.10 in [17]):

Lemma 3.1 [17, Lemma3.10]. Let \( T > 2, t_0 \in (2, T), Y \in C^1([t_0, T)) \) be non-negative, \( \delta, M_1, M_2 > 0 \) and \( p_1, p_2 > 1 \) with \( p_2 < p_1 + 1 \). We assume that the estimates

\[
\begin{cases} 
\delta \leq M_1 t Y'(t), & t \in (t_0, T), \\
Y(t)^{p_1} \leq M_2 t (\log t)^{p_2-1} Y'(t), & t \in (t_0, T),
\end{cases}
\]

hold. Then, there exist positive constants \( \delta_0 \) and \( M_3 \) independent of \( \delta \) such that the estimate holds:

\[
T \leq \exp \left( M_3 \delta^{-\frac{p_1-1}{p_1-p_2+1}} \right).
\]

For a function \( W \in L^1_{loc}([0, T); L^1(\mathbb{R}^N)) \) such that the estimate \( |W(x, t)| \geq \sigma \) holds for a.e. \( (x, t) \in \mathbb{R}^N \times [0, T) \), we introduce a function \( Y[W] : [0, T) \to \mathbb{R}_{\geq 0} \) defined by

\[
Y[W](R) := \int_0^R \left[ \int_0^T \int_{\mathbb{R}^N} W(x, t)(\eta^*_{\sigma}(t))^k d\sigma \right] \sigma^{-1} d\sigma, \quad \text{for } R \in [0, T),
\]

(3.19)
where \( k > 0 \). The following estimates for the function \( Y[\mathcal{W}] \) were firstly proved in [16, Proposition 2.1] and are utilized below to prove that the function \( \phi := Y[\mathcal{W}] \) satisfies the estimates (3.18) (see also [17, Lemma 3.9]).

**Lemma 3.2** [16, Proposition 2.1]. Let \( T > 0, \mathcal{W} \in L^1_{\text{loc}}([0, T); L^1(\mathbb{R}^N)) \) such that the estimate \( \mathcal{W}(x, t) \geq 0 \) holds for a.e. \((x, t) \in \mathbb{R}^N \times [0, T)\), and \( Y[\mathcal{W}] : [0, T) \rightarrow \mathbb{R}_{\geq 0} \) be the function given by (3.19). Then, \( Y[\mathcal{W}] \) belongs to \( C^1((0, T)) \) and the estimates

\[
\frac{d}{dR} Y[\mathcal{W}](R) = R^{-1} \int_0^T \int_{\mathbb{R}^N} \mathcal{W}(x, t)\{\eta_R^*(t)\}^k \, dx \, dt,
\]

\[
Y[\mathcal{W}](R) \leq \int_0^T \int_{\mathbb{R}^N} \mathcal{W}(x, t)\{\eta_R^*(t)\}^k \, dx \, dt
\]

hold for any \( R \in [0, T) \).

**Proof.** (Proof of Theorem 1.1 in the case \( F_{SS}(N, m_1, p, q) = 0 \)) We introduce a function \( \mathcal{W} \in L^1_{\text{loc}}([0, T); L^1(\mathbb{R}^N)) \) given by \( \mathcal{W} := G_1(v)W_{\beta, m_1} \), where \( W_{\beta, m_1} \) is given by (2.18) with \( m = m_1 \). From the assumptions of the nonlinear function \( G_1 \) and the function \( v \), we see that the function \( \mathcal{W} \) belongs to \( L^1_{\text{loc}}([0, T); L^1(\mathbb{R}^N)) \) and the estimate \( \mathcal{W}(x, t) \geq 0 \) holds for a.e. \((x, t) \in \mathbb{R}^N \times [0, T)\), which enables us to apply Lemma 3.2. We introduce a function \( Y_2 : [0, T) \rightarrow \mathbb{R}_{\geq 0} \) given by \( Y_2(R) := \int_0^R \int_{\mathbb{R}^N} G_1(v(t))\{\eta_R(t)\}^k \, dx \, dt \) for \( R \in [0, T) \), where \( Y[\cdot] \) is given by (3.19). By combining the estimates (3.7) and (3.10) and the assumptions \( I[g_1] > 0, I[g_2] > 0 \) and \( F_{SS}(N, m_1, p, q) = 0 \), the inequalities

\[
\left( \frac{\varepsilon}{2} I[g_1] \right)^{pq} \leq CR^{-\left(\frac{m_1+2}{4}N-\frac{1}{2}\right)+\frac{m_1+2}{2q}} \int_0^R \int_{B(r_0+\phi(t))} G_1(v(t))\{\eta_R(t)\}^k \, dx \, dt
\]

Thus, applying (2.21) with \( \beta = \frac{N}{2} - \frac{1}{m_1+2} - \frac{1}{q} \), we get

\[
\left( \frac{\varepsilon}{2} I[g_1] \right)^{pq} \leq C \int_0^T \int_{\mathbb{R}^N} G_1(v(t))W_{\beta, m_1}(x, t)\{\eta_R(t)\}^k \, dx \, dt,
\]

which implies that

\[
\varepsilon^{pq} \leq C RY_2'(R).
\]
Choosing $\Phi_{\beta,m_1}(x, t) = W_{\beta,m_1}(x, t) \chi(x) \eta_R^k(t)$ in the first equation of (1.11) and applying integration by parts, we get

$$\int_{\mathbb{R}^N} g_1(x) \Phi_{\beta,m_1}(x, 0) dx - \int_{\mathbb{R}^N} f_1(x) \partial_t \Phi_{\beta,m_1}(x, 0) dx + \int_0^T \int_{\mathbb{R}^N} G_1(v(t)) \Phi_{\beta,m_1} dx dt$$

$$\leq C_1 R^{-1} \int_0^T \int_{\mathbb{R}^N} |u|^q (\eta_R^*)^{2q'} dx dr + C_2 R^{-2} \int_0^T \int_{\mathbb{R}^N} |u| W_{\beta,m_1}^{k-2} dx dr$$

by (2.20).

Direct calculation gives

$$\int_{\frac{R}{2}}^R \int_{B((r_0 + \frac{1}{2} t)^{1/\gamma})} \left( t^{-\frac{\beta}{1+q'}} W_{\beta}^{(1+q')/q'} \right) q' dx dr$$

for $\beta = \frac{N}{2} - \frac{1}{m+1} - \frac{1}{q}$. It follows from (2.22) that

$$\int_{\frac{R}{2}}^R \int_{B((r_0 + \frac{1}{2} t)^{1/\gamma})} t^{\frac{m_1}{2}} W_{\beta+1} q' dx dr$$

$$\leq C \int_{\frac{R}{2}}^R \int_{B((r_0 + \frac{1}{2} t)^{1/\gamma})} t^{\frac{m_1}{2}} W_{\beta+1} q' dx dr$$

$$\leq C R \left( \frac{(N-1)(m+2)}{2} q' + \frac{m_1+2}{2} N + 1 \right)$$

$$\leq C R \left( \frac{m_1+2}{2} N + 1 \right) q' + \frac{m_1+2}{2} (N-1)+1 \log(R),$$
Noting that \((-\frac{\beta}{m_1+2} + \frac{N-2}{2})q' = -1\), since \(\beta = \frac{N}{2} - \frac{1}{m_1+2} - \frac{1}{q}\), we have
\[
\int_{\mathcal{R}}^{R} \int_{B(r_0 + \frac{1}{2}t') \cap (\frac{1}{2} \mathcal{R})} (t^{\frac{m_1}{4}} W_{\beta+1}) \left( \frac{1}{t'} - |x| \right)^{-1} \, dx \, dt' 
\leq C \int_{\mathcal{R}}^{R} t^{\frac{m_1}{4} - \frac{N-2}{2} - \frac{1}{2} m_1+2} \, dx \, dt' 
\leq C R \left( \frac{m_1}{4} - \frac{N-2}{2} - \frac{1}{2} m_1+2 \right) q' \left( \frac{m_1+2}{2} (N-1)+1 \right) \log(R).
\]

Similarly, applying (2.23), we could obtain
\[
\int_{\mathcal{R}}^{R} \int_{B(r_0 + \frac{1}{2}t') \cap (\frac{1}{2} \mathcal{R})} (W_\beta) q' \, dx \, dt' 
\leq C \int_{\mathcal{R}}^{R} \int_{B(r_0 + \frac{1}{2}t') \cap (\frac{1}{2} \mathcal{R})} t^{\frac{m_1}{4} q'} (r_0 + \frac{1}{2} t') \left( \frac{1}{t'} - |x| \right)^{-1} \, dx \, dt' 
\leq C \int_{\mathcal{R}}^{R} t^{\frac{m_1}{4} q'} (r_0 + \frac{1}{2} t') \left( \frac{1}{t'} - |x| \right)^{-1} \, dx \int_{B(r_0 + \frac{1}{2}t') \cap (\frac{1}{2} \mathcal{R})} (r_0 + \frac{1}{2} t') \left( \frac{1}{t'} - |x| \right)^{-1} \, dx 
\leq C \int_{\mathcal{R}}^{R} t^{\frac{m_1}{4} q'} (r_0 + \frac{1}{2} t') \left( \frac{1}{t'} - |x| \right)^{-1} \, dx \int_{B(r_0 + \frac{1}{2}t') \cap (\frac{1}{2} \mathcal{R})} (r_0 + \frac{1}{2} t') \left( \frac{1}{t'} - |x| \right)^{-1} \, dx 
\leq C R \left( \frac{m_1}{4} - \frac{N-2}{2} - \frac{1}{2} m_1+2 \right) q' \left( \frac{m_1+2}{2} (N-1)+1 \right) \log(t) \, dt 
\leq C R \left( \frac{m_1}{4} - \frac{N-2}{2} - \frac{1}{2} m_1+2 \right) q' \left( \frac{m_1+2}{2} (N-1)+1 \right) \log(R).
\]

Since \(\lim_{\lambda \to 0} \sup_{x \in B(r_0)} \varphi_\lambda(x) = 1\), there exists a constant \(0 < \kappa_0 \ll 1\) such that \(\varphi_\lambda(x) \sim 1\) for \(\lambda \in [0, \kappa_0]\). Thus, \(\Phi_\beta(x, 0) = W_\beta(x, 0) = \int_{0}^{\kappa_0} \varphi_\lambda(x) \lambda^{\beta-1} d\lambda \sim \int_{0}^{\kappa_0} \lambda^{\beta-1} d\lambda\), which is a constant. It follows from the assumption \(\int_{\mathcal{R}} \mathcal{G}_1(x) \, dx > 0\) that \(\int_{\mathcal{R}} \mathcal{G}_1(x) \Phi_\beta(x, 0) \, dx > 0\). Noting that \(\partial_t \Phi_\beta(x, 0) = 0\), we have
\[
\left( \int_{0}^{T} \int_{\mathcal{R}} \mathcal{G}_1(v(t)) \Phi_\beta \, dx \, dt \right)^{pq} 
\leq C \left( \int_{0}^{T} \int_{\mathcal{R}} \mathcal{G}_1(v(t)) \mathcal{G}_2(u(t)) \, dx \, dt \right)^{pq} \left( \frac{m_1}{4} + \frac{N-2}{2} - \frac{1}{2} m_1+2 \right) \left( \frac{m_1}{4} + \frac{N-2}{2} - \frac{1}{2} m_1+2 \right) \left( \frac{m_1+2}{2} (N-1)+1 \right) \frac{pq}{q} \, dx \, dt \leq C \left( \frac{m_1+2}{2} (N-1)+1 \right) \frac{pq}{q} \, dx \, dt \,
\]
Since \(\mathcal{F}_{\mathcal{S}}(N, m_1, p, q) = -\frac{m_1+2}{4} - \frac{m_1}{4} - \frac{1}{q} - \frac{1}{q} = 0\), direct calculation gives
\[
\left( \frac{m_1}{4} + \frac{N-2}{2} - \frac{1}{2} m_1+2 \right) \left( \frac{m_1}{4} + \frac{N-2}{2} - \frac{1}{2} m_1+2 \right) \left( \frac{m_1+2}{2} (N-1)+1 \right) \frac{pq}{q} \, dx \, dt \leq C \left( \frac{m_1+2}{2} (N-1)+1 \right) \frac{pq}{q} \, dx \, dt \,
\]

Since \(\mathcal{F}_{\mathcal{S}}(N, m_1, p, q) = -\frac{m_1+2}{4} - \frac{m_1}{4} - \frac{1}{q} - (p-1)^{-1} (p+2 + \frac{1}{q}) = 0\), direct calculation gives
\[
\left( \frac{m_1}{4} + \frac{N-2}{2} - \frac{1}{2} m_1+2 \right) \left( \frac{m_1}{4} + \frac{N-2}{2} - \frac{1}{2} m_1+2 \right) \left( \frac{m_1+2}{2} (N-1)+1 \right) \frac{pq}{q} \, dx \, dt \leq C \left( \frac{m_1+2}{2} (N-1)+1 \right) \frac{pq}{q} \, dx \, dt \,
\]
with $\beta = \frac{N}{2} - \frac{1}{m_1 + 2} - \frac{1}{q}$. Therefore, by (2.21),

$$
\left( \int_0^T \int_{\mathbb{R}^N} G_1(v(t)) \Phi \, d\mathbf{x} \, dt \right)^{pq}
\leq C \int_0^T \int_{\mathbb{R}^N} G_1(v(t))(n_R^*)^{2p'} \, d\mathbf{x} \, dt \cdot R^{-\frac{m_1+2}{2}} (\log(R))^{p(q-1)}
\leq C \int_0^T \int_{\mathbb{R}^N} G_1(v(t)) W_\beta(n_R^*)^{2p'} \, d\mathbf{x} \, dt (\log(R))^{p(q-1)},
$$

that is

$$(Y_2(R))^{pq} \leq C R(\log(R))^{p(q-1)} Y_2'(R).$$

Applying Lemma 3.1 with $\delta = \varepsilon^{pq}$, $p_1 = pq$, $p_2 = p(q - 1) + 1$, we obtain

$$T(\varepsilon) \leq \exp(C \varepsilon^{-q(pq-1)}).$$



3.2. Proof of Theorem 1.2

In the case that $m_1 = m_2 = m$, similar as in the proof of Theorem 1.1, we could obtain

$$T(\varepsilon) \leq C \varepsilon^{-F_{SS}(N, m, q, p)^{-1}}$$

if $F_{SS}(N, m, q, p) > 0$, and

$$T(\varepsilon) \leq \exp(C \varepsilon^{-p(pq-1)}),$$

if $F_{SS}(N, m, q, p) = 0$ and $N \geq 2$. Thus, we have

$$T(\varepsilon) \leq \begin{cases} 
C \varepsilon^{-F_{SS}(N, m, p, q)^{-1}}, & \text{if } F_{SS}(N, m, p, q) > 0, \\
\exp(C \varepsilon^{-\min(p(pq-1), q(pq-1))}), & \text{if } F_{SS}(N, m, p, q) = 0, \ p \neq q, \text{ and } N \geq 2
\end{cases}$$

(3.24)

So, in this section, we just discuss the case that $F_{SS}(N, m, p, q) > 0$, $p = q$ and $N \geq 2$. In this case, the assumption $\Gamma_{SS}(N, m, p, q) = 0$ implies that the identities $p = q = \rho_c$ hold, where $\rho_c = \rho_c(N, m)$ is defined as the positive root of the quadratic equation (1.7). Let $\Phi \in C^\infty_0(\mathbb{R}^N \times [0, T])$. Since a pair of functions $(u, v)$ is a weak solution to the problem (1.1), by the assumption (1.2) and the elementary inequality $a^p + b^p \geq 2^{-p}(a + b)^p$ for $a, b \geq 0$, the estimates

$$-
\int_0^T \int_{\mathbb{R}^N} \partial_t (u(t) + v(t)) \partial_t \Phi(x, t) \, d\mathbf{x} \, dt + \int_0^T \int_{\mathbb{R}^N} r^{m} \nabla (u(t) + v(t)) \cdot \nabla \Phi(x, t) \, d\mathbf{x} \, dt
\geq \varepsilon \int_{\mathbb{R}^N} (g_1 + g_2) \Phi(0) \, d\mathbf{x} + \int_0^T \int_{\mathbb{R}^N} (|v(t)|^p + |u(t)|^p) \Phi(x, t) \, d\mathbf{x} \, dt$$
\[
\begin{align*}
\varepsilon \int_{\mathbb{R}^N} (g_1 + g_2) \Phi(0) dx + 2^{-p} \int_0^T \int_{\mathbb{R}^N} |v(t) + u(t)|^p \Phi dx dt \\
\geq \varepsilon \int_{\mathbb{R}^N} (g_1 + g_2) \Phi(0) dx + 2^{-p} \int_0^T \int_{\mathbb{R}^N} |v(t) + u(t)|^p \Phi dx dt 
\end{align*}
\] (3.25)

hold. We define the functions \( f \in C_0^\infty(\mathbb{R}^N) \), \( g \in C_0^\infty(\mathbb{R}^N) \) and \( z \in L^p_{loc}(\mathbb{R}^N \times (0, T)) \) given by \( f := f_1 + f_2 \), \( g := g_1 + g_2 \) and \( z(t) := u(t) + v(t) \). Then, the estimate (3.25) gives

\[
\varepsilon \int_{\mathbb{R}^N} g \Phi(0) dx + 2^{-p} \int_0^T \int_{\mathbb{R}^N} |z(t)|^p \Phi(x, t) dx dt 
\leq - \int_0^T \int_{\mathbb{R}^N} \partial_t z(t) \partial_t \Phi(x, t) dx dt + \int_0^T \int_{\mathbb{R}^N} t^m \nabla z(t) \cdot \nabla \Phi(x, t) dx dt.
\] (3.26)

In the similar manner as the proof of the estimate (3.7), by the estimate (3.25) with \( \Phi = \Phi_{\lambda_0} \), the estimate

\[
\varepsilon \int_{\mathbb{R}^N} g \Phi_{\lambda_0}(0) dx \leq C \left( \int_0^R \int_{\mathbb{R}^N} |z(s)|^p \eta_R(s)^k dx dt \right)^{\frac{1}{p}} R^{p_1(N, m, p)}
\] (3.27)

holds for any \( R \in (T_2, T) \). Set \( Y_1(R) := Y(|z|^p W_\beta)(R) \). Thus, by (3.27) and Proposition 2.4 with \( \beta = -\frac{2m}{2(m+2)} - \frac{m}{2(m+2)} p - \frac{N-1}{2} - p \),

\[
Y_1'(R) R = \int_0^R \int_{\mathbb{R}^N} |z|^p W_\beta(\eta_R^*)^{2p'} dx dt 
\geq C R^{-\frac{m+2}{2}} \int_0^R \int_{\mathbb{R}^N} |z|^p (\eta_R^*)^{2p'} dx dt 
\geq C R^{-\frac{m+2}{2}} \cdot R^{\frac{m}{4} p - \frac{m+2}{2} \frac{N-1}{2} + \frac{m+2}{2} N - \frac{m}{2}} (\varepsilon \int_{\mathbb{R}^N} g(x) \varphi(x, 0) dx)^p 
= C \left( \varepsilon \int_{\mathbb{R}^N} g(x) \varphi(x, 0) dx \right)^p.
\] (3.28)
To get the second inequality of Lemma 3.1 (3.18), we substitute \( \Phi_\beta(x, t) = W_\beta(x, t) \chi(x) \eta_R^k(t) \) as the test function in (3.26). Then, integration by parts gives

\[
e^T \int_{\mathbb{R}^N} g(x) \Phi_\beta(x, 0) dx - e^T \int_{\mathbb{R}^N} f(x) \partial_t \Phi_\beta(x, 0) dx + \int_0^T \int_{\mathbb{R}^N} |z|^p \Phi_\beta dx dt
\]

\[
\leq C_1 R^{-1} \int_{\mathbb{R}^N} |z| \tilde{\Phi}_\beta - t^m \Delta \Phi_\beta dx dr
\]

\[
\leq C_2 R^{-2} \int_{\mathbb{R}^N} |z| \Phi_\beta \int_{\mathbb{R}^N} |z|^2 \Phi_{\Delta} \phi_{\beta} dx dr
\]

\[
\leq C R^{-1} \left( \int_0^T \int_{\mathbb{R}^N} |z|^p \Phi_{\beta}^2 dx dt \right)^{\frac{1}{p}} \left( \int_0^T \int_{\mathbb{R}^N} \left( \exp \left( -y |x| t^{-\gamma(\beta+\frac{1}{p})} \right) \right) \frac{1}{p'} dx dt \right)^{\frac{1}{p'}}
\]

by (2.20). Noting that \( \beta = -\frac{2m}{2(m+2)} - \frac{m}{2(m+2)} P - \frac{N-1}{2} p + N \) and \( p = \rho_c(N, m) \), we could obtain

\[
\int_0^T \int_{B(t_0 + \frac{1}{p} t') \gamma' / \beta} \left( \exp \left( -y |x| t^{-\gamma(\beta+\frac{1}{p})} \right) \right) \frac{1}{p'} dx dt \leq C R^{(\frac{m}{4} - \frac{N-1}{2} - \frac{m+2}{2}) P' + \frac{m+2}{2} (N-1)+1 \log(R)},
\]

\[
\int_0^T \int_{B(t_0 + \frac{1}{p} t') \gamma' / \beta} \left( \frac{m}{2} W_{\beta+1} \right) \frac{1}{p'} dx dt \leq C R^{(\frac{m}{4} - \frac{N-1}{2} - \frac{m+2}{2}) P' + \frac{m+2}{2} (N-1)+1 \log(R)},
\]

and

\[
\int_0^T \int_{B(t_0 + \frac{1}{p} t') \gamma' / \beta} (W_\beta) \frac{1}{p'} dx dt \leq C R^{(\frac{m}{4} - \frac{N-1}{2} - \frac{m+2}{2}) P' + \frac{m+2}{2} (N-1)+1 + p' \log(R)}.
\]

Since \( \int_{\mathbb{R}^N} g_1(x) \Phi_\beta(x, 0) dx > 0 \) and \( \partial_t \Phi_\beta(x, 0) = 0 \), we get

\[
\left( \int_0^T \int_{\mathbb{R}^N} |z|^p \Phi_\beta dx dt \right)^p
\]

\[
\leq C \int_0^T \int_{\mathbb{R}^N} |z|^p \Phi_{\beta}^2 dx dr \cdot R^{\left( \frac{m}{4} - \frac{N-1}{2} - \frac{m+2}{2} \right) P' + (\frac{m+2}{2} (N-1)+1) \frac{p}{p'} - p \log(R)}^p
\]

\[
\leq C \int_0^T \int_{\mathbb{R}^N} |z|^p W_\beta \phi_{\beta}^2 dx dr (\log(R))^{p-1},
\]

by applying (2.21), since

\[
\left( \frac{m}{4} - \frac{N-1}{2} - \frac{m+2}{2} \right) P' + (\frac{m+2}{2} (N-1)+1) \frac{p}{p'} - p = -\frac{m+2}{2} \beta
\]

with \( \beta = -\frac{2m}{2(m+2)} - \frac{m}{2(m+2)} P - \frac{N-1}{2} p + N \).
That is

\[(Y_1(R))^p \leq C R (\log(R))^{(p-1)} Y_1'(R).\]

Applying Lemma 3.1 with \(\delta = \varepsilon^p, p_1 = p_2 = p\), we obtain

\[T(\varepsilon) \leq \exp(C \varepsilon^{-p(p-1)})\]
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