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Abstract

In this paper we prove that the Euler equation describing the motion of an ideal fluid in \( \mathbb{R}^d \) is well-posed in a class of functions allowing spatial asymptotic expansions as \( |x| \to \infty \) of any a priori given order. These asymptotic expansions can involve log terms and lead to a family of conservation laws. Typically, the solutions of the Euler equation with rapidly decaying initial data develop non-trivial spatial asymptotic expansions of the type considered here.

1 Introduction

Consider the Euler equation for the motion of an incompressible perfect fluid in \( \mathbb{R}^d \) for \( d \geq 2 \):

\[
\begin{align*}
  u_t + u \cdot \nabla u &= -\nabla p, \\
  \text{div } u &= 0, \\
  u|_{t=0} &= u_0,
\end{align*}
\]

(1)

where the velocity field \( u(t, x) \) is to be determined from the given initial condition \( u_0(x) \). Here \( p(t, x) \) is the scalar pressure; the divergence \( \text{div} \) and the covariant derivative \( \nabla \) are computed with respect to the Euclidean metric in \( \mathbb{R}^d \) and the expression \( u \cdot \nabla u \) stands for the directional covariant derivative \( \nabla_u u \). Throughout the paper we identify vectors and covectors with the help of the Euclidean metric. A classical result of Kato [22] states that if the initial data \( u_0 \) belongs to the Sobolev space \( H^m \), \( m > 1 + \frac{d}{2} \), of vector fields in \( \mathbb{R}^d \) whose derivatives up to order \( m \) are in \( L^2 \), then there exists \( T > 0 \) so that equation (1) has a unique solution \( u \in C^0([0, T], H^m) \cap C^1([0, T], H^{m-2}) \). Note that the condition \( u_0 \in H^m \) for \( m > d/2 \) implies that \( u_0(x) \to 0 \) as \( |x| \to \infty \) (and similarly for \( u(t, x) \)); this leaves out, for example, the “physically interesting case of flows having uniform velocity at infinity” [21].

In this paper, we consider spaces of vector fields that allow asymptotic expansions at infinity of any a priori given order. Note that these vector fields do not necessarily decay at infinity. The simplest form of such asymptotic expansion is

\[
a_0(\theta) + \frac{a_1(\theta)}{r} + \cdots + \frac{a_N(\theta)}{r^N} + o\left(\frac{1}{r^N}\right) \quad \text{as } |x| \to \infty,
\]

(2)

where \( N \) is a non-negative integer, \( r \equiv r(x) := |x| \), \( \theta \equiv \theta(x) := \frac{x}{|x|} \) is a point on the unit sphere \( S^{d-1} \) in \( \mathbb{R}^d \), and the coefficients \( a_j \) for \( j = 0, \ldots, N \) are continuous vector-valued functions.
Under certain technical assumptions on \(a_1, \ldots, a_N\) and the remainder in (2), we have introduced and studied in [27] Banach spaces \(A_{N,0}^{m,p}\) of such vector fields that lie inside \(H^m_{loc}\) with \(m\) a non-negative integer and \(1 < p < \infty\); the details of these asymptotic spaces \(A_{N,0}^{m,p}\) are summarized in the first section of this paper. Note that the spaces \(A_{N,0}^{m,p}\) are not preserved by the Euler flow (see Example 1 in Appendix [3] for a counter example), so we generalize (2) by allowing logarithmic terms as follows:

\[
\begin{align*}
  a_0(\theta) + \frac{a_1^0(\theta) + a_1^1(\theta) \log r}{r} + \cdots + \frac{a_N^0(\theta) + \cdots + a_N^N(\theta)(\log r)^N}{r^N} + o\left(\frac{1}{r^n}\right) \quad \text{as } |x| \to \infty.
\end{align*}
\]  

In Appendix B of [27], we introduced and studied a class of Banach spaces \(A_{N,0}^{m,p}\) which for \(\ell = 0\) consist of vector fields having the asymptotic behavior in (3); the details of the asymptotic spaces \(A_{N,0}^{m,p}\) are also summarized in the next section. One of the main results of this paper implies that the asymptotic spaces \(A_{N,0}^{m,p}\) are preserved by the Euler flow.

Let us now formulate our first result. Let \(B_{A_{N,0}^{m,p}}(\rho)\) be the open ball of radius \(\rho > 0\) centered at the origin in \(A_{N,0}^{m,p}\). Denote by \(\tilde{A}_{N,0}^{m,p}\) the closed subspace of divergence free vector fields in \(A_{N,0}^{m,p}\).

**Theorem 1.1.** Assume that \(m > 3 + \frac{d}{2}\). For any given \(\rho > 0\) there exists \(T > 0\) such that for any divergence free vector field \(u_0 \in B_{A_{N,0}^{m,p}}(\rho)\) there exists a unique solution \(u \in C^0([0, T], \tilde{A}_{N,0}^{m,p}) \cap C^1([0, T], \tilde{A}_{N,0}^{m-1,p})\) of the Euler equation (11) that depends continuously on the initial data in the sense that the data-to-solution map

\[
A_{N,0}^{m,p}(\rho) \cap \tilde{A}_{N,0}^{m,p} \to C^0([0, T], \tilde{A}_{N,0}^{m,p}) \cap C^1([0, T], \tilde{A}_{N,0}^{m-1,p})
\]

is continuous. In particular, the space \(\tilde{A}_{N,0}^{m,p}\) is preserved by the Euler flow.

**Remark 1.1.** For any \(t \in [0, T]\) the pressure term \(p(t)\) has an asymptotic expansion as \(|x| \to \infty\) of a special form (see formula (11) and Remark [3,5] for the definition of the corresponding asymptotic space).

**Remark 1.2.** A simple modification of our proof shows that a variant of Theorem [4,7] also holds if one allows an external force of the form \(f \in C^0([0, \tau], A_{N,0}^{m+1,p})\), \(\tau > 0\). More specifically, one can prove that for any divergence free vector field \(q \in \tilde{A}_{N,0}^{m,p}\) there exist an open neighborhood \(U(q)\) of \(q\) in \(\tilde{A}_{N,0}^{m,p}\) and \(0 < T \leq \tau\) so that for any \(u_0 \in U(q)\) there exists a unique solution \(u \in C^0([0, T], \tilde{A}_{N,0}^{m,p}) \cap C^1([0, T], \tilde{A}_{N,0}^{m-1,p})\) of the Euler equation \(u_t + u \cdot \nabla u = -\nabla p + f\), \(\text{div} u = 0\), that depends continuously on the initial data in the sense described in Theorem [4,7].

**Remark 1.3.** Theorem [4,7] admits a refinement to asymptotic spaces \(A_{n,N,0}^{m,p}\), \(1 \leq n \leq N\), which are defined by requiring that the coefficients \(a_0\) and \(a_k\) for \(1 \leq k \leq n - 1\) and \(0 \leq j \leq k\) in (3) vanish (cf. [3] and Section [3] for more detail on this space). In fact, the statement of Theorem [4,7] holds with \(A_{N,0}^{m,p}\) replaced by \(A_{N,0}^{m,p}\), provided \(0 \leq n \leq d + 1\). If the initial data belongs to \(A_{n,N,0}^{m,p}\) with \(n > d + 1\) then the solution in Theorem [4,7] evolves in the space \(A_{d+1,N,0}^{m,p}\). Moreover, such a solution typically develops a non-vanishing leading asymptotic term \(a_{d+1}\) (see Example 2 in Appendix [3] as well as [4,5]). The proof of Theorem [4,7] for the spaces \(A_{n,N,0}^{m,p}\), \(1 \leq n \leq N\), does not significantly vary from the case \(n = 0\), so we will not discuss the details. We only mention that...
the condition $0 \leq n \leq d + 1$ above appears as a consequence of Lemma \ref{lem:1} and a generalization of Lemma \ref{lem:2}.

A few more comments about Theorem \ref{thm:1} are in order. First of all, it is natural to wonder whether the asymptotic solutions in Theorem \ref{thm:1} persist for all time in the case $d = 2$ when global existence results are known \cite{23,21}: indeed we expect this to be the case. Secondly, taking $n > d/2$ in Remark \ref{rem:3} we see that our solutions have finite kinetic energy \( \int_{\mathbb{R}^d} |u(x,t)|^2 \, dx < \infty \). Finally, we observe that, unlike other non-linear evolution equations such as KdV, the modified KdV, Camassa-Holm, and Degasperis-Procesi equations, the solution map of the Euler equation \cite{11} does not preserve the Schwartz class $S$, or more generally, the asymptotic space $A_{n,N,0}^{m,p}$ with $n > d + 1$ (see Remark \ref{rem:3}). More specifically, solutions with initial data in $S$ evolve in the asymptotic space $A_{d+1,N,0}^{m,p}$ and typically develop a non-vanishing leading asymptotic term $a_{d+1}/t^{d+1}$. In this way, the asymptotic spaces appear naturally in the Euler dynamics of the velocity field, and the asymptotic space $A_{d+1,N,0}^{m,p}$ in particular can be considered as a natural “minimal” extension of the Schwartz class that stays invariant with respect to the Euler flow.

Asymptotic conserved quantities. Take $u_0 \in A_{N,0}^{m,p}$. Then, by Theorem \ref{thm:1} there exist $T > 0$ and a unique solution $u \in C^0([0,T],A_{N,0}^{m,p}) \cap C^1([0,T],\tilde{A}_{N,0}^{m,-1,p})$ of the Euler equation \cite{11}. In particular, for any $t \in [0,T]$ we have $u(t) \in A_{N,0}^{m,p}$ and hence $u(t)$ allows an asymptotic expansion of the form \cite{3}. In general, the coefficients
\[
a_k^j(t) \in C^0(S^{d-1},\mathbb{R}^d), \quad 0 \leq k \leq N, \quad 0 \leq j \leq k,
\]
of this asymptotic expansion depend on $t \in [0,T]$. We will see, however, that the leading coefficient $a_0 \equiv a_0^0$ in this asymptotic expansion is independent of $t$. Hence, for any $t \in [0,T]$ and for any $\omega \in S^{d-1}$, the limit
\[
\lim_{\rho \to \infty} u(t, \rho \omega)
\]
exists and is independent of $t$. In this way, $a_0$ is a conserved quantity (or, equivalently, an integral) of the Euler equation. More generally, we have additional conserved quantities: Recall that the eigenvalues of the “positive” Laplace-Beltrami operator $-\Delta_S$ on the unit sphere $S^{d-1} \subseteq \mathbb{R}^d$, equipped with the restriction of the Euclidean metric on $\mathbb{R}^d$ to $S^{d-1}$, have the form
\[
\mu_l = l(l + d - 2), \quad l = 0, 1, 2, \ldots,
\]
and the space of eigenfunctions with eigenvalue $\mu_l$ coincides with the space of homogeneous harmonic polynomials of degree $l$ in $\mathbb{R}^d$ restricted to $S^{d-1}$ (see e.g. \cite{32}). We have the following

**Proposition 1.1.** Assume that $u_0 \in \tilde{A}_{N,0}^{m,p}$ and let $u$ be the solution of the Euler equation \cite{11} given by Theorem \ref{thm:1}.

(a) For any $0 \leq k < \max\{1,d-2\}$ the coefficient $a_k^k : S^{d-1} \to \mathbb{R}^d$ is independent of $t \in [0,T]$;

(b) For any $\max\{1,d-2\} \leq k \leq N$, $l \geq 0$, $l \neq k - d + 2$, and for any homogeneous harmonic polynomial $h$ of degree $l$ in $\mathbb{R}^d$, the quantity
\[
(a_k^k, h|_{S^{d-1}})_{S^{d-1}} := \int_{\omega \in S^{d-1}} h(\omega) \, a_k^k(t,\omega) \, ds(\omega), \quad (4)
\]
where $ds$ is the Riemannian volume form on $S^{d-1}$, is independent of $t \in [0,T]$. 


Remark 1.4. The majority of the integrals (4) of the Euler flow are non-trivial (see the end of Section 7).

Remark 1.5. Arguing as in the proof of Proposition 1.1 one can see that if the initial data lies in $A_{m,0}^{n,N,0}$, $0 \leq n \leq N$, then the leading asymptotic term in the asymptotic expansion (9) of the solution $u(x,t)$ is independent of $t \in [0,T]$. Moreover, the coefficients $a^k_j$ with $n \leq k \leq \min\{2n,d\}$, $0 \leq j \leq k$, in the asymptotic expansion of the solution are independent of $t \in [0,T]$.

Asymptotic diffeomorphisms. Let $u \in C^0([0,T],A_{m,0}^{n,N,0}) \cap C^1([0,T],A_{m,0}^{n-1,N,0})$ be the solution of the Euler equation (1) given by Theorem 1.1. In Section 8 we prove that the one-parameter family of diffeomorphisms $x \mapsto \varphi(t,x)$, $\mathbb{R}^d \to \mathbb{R}^d$, $t \in [0,T]$, associated to the non-autonomous dynamical system $\dot{x} = u(t,x)$ on $\mathbb{R}^d$ consists of volume preserving diffeomorphisms of a special form, that we call asymptotic diffeomorphisms. This class of diffeomorphisms forms a group that we denote by $\tilde{AD}_{N,0}^{m,p}$. This group is a real analytic Banach manifold and its basic properties are studied in Section 9 (see Theorem 9.1 and Proposition 9.2).

Related work. There is a vast literature on the well-posedness of the incompressible Euler equation (see e.g. [2, 21] and the references therein). Here we only discuss works related to solution of fluid equations in $\mathbb{R}^d$ with various asymptotic or decay conditions at infinity. In [9] Cantor proved that, for initial data $u_0$ in certain weighted Sobolev spaces decaying at infinity, the solution of the Euler equation also has this decay at infinity. Similar result was proved by A. Constantin for the Camassa-Holm equation in [11]. In a series of papers [3, 4, 5], Bondareva and Shubin proved that the solution map of the KdV equation on the line preserves a class of functions allowing asymptotic expansions at infinity of infinite order. Bondareva and Shubin use a method developed by Menikoff [28]. Menikoff’s approach is based on the integrability of the KdV equation and can not be extended to more general equations. A similar result was proved for the modified Korteweg-de Vries equation in [20], by using the properties of the Miura transform and the result of Bondareva and Shubin. Note, however, that neither Cantor nor Menikoff considers functions having asymptotic expansions at infinity. It is worth mentioning that specific spatial decay and even certain asymptotic expansions are known to naturally appear for the solutions of the Navier-Stokes equation with rapidly decreasing initial data (see e.g. [15, 8, 7, 23] and the references therein). In dimension one, applications of the asymptotic space $A_N^{m,2}(\mathbb{R})$ and an analogous space $A_N^{m,2}(\mathbb{R})$ (with a different remainder term) to the Camassa-Holm and the Degasperis-Procesi equations were obtained in [26]. Finally, note also that there is a vast literature on asymptotic expansions of solutions of several classes of ordinary differential equations (see e.g. [16]).

Organization of the paper. The paper is organized as follows. In Section 2 we recall the definition of the asymptotic spaces of functions and the groups of asymptotic diffeomorphisms $AD_{N,0}^{m,p}$ and $\tilde{AD}_{N,0}^{m,p}$. At the end of this section we formulate Proposition 2.1 and Corollary 2.2 which allows us to use Arnold’s approach to fluid dynamics. Section 3 is devoted to the properties of the Laplace operator in asymptotic spaces. In Section 4 we define the Euler vector field on the tangent bundle of the asymptotic group $AD_{N,0}^{m,p}$. The real-analyticity of this vector field is proved in Section 5 and Section 6. Theorems 1.1 and Proposition 1.1 are proved in Section 7. In Section 8 we prove Proposition 2.1 and Corollary 2.2 formulated in Section 2. Section 9 is devoted to the differential geometry of the subgroup of volume preserving asymptotic diffeomorphisms. In particular, we prove in Section 9 that the exponential map corresponding to the Euler equation,
when restricted to a small open neighborhood of zero, is a real analytic diffeomorphism onto its image. In Appendix A we collect the basic results on the asymptotic spaces that are used in the main body of the paper. In Appendix B we construct two Examples that show the necessity of introducing spatial asymptotic expansions involving log terms.
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2 Asymptotic spaces and diffeomorphism groups

Here we recall the definition of the asymptotic spaces of functions and groups of asymptotic diffeomorphisms that were introduced in [27]. For the convenience of the reader we also summarize some of the basic properties of these spaces in Appendix A.

Asymptotic spaces. Let \( \chi(\varrho) \) be a \( C^\infty \)-smooth cut-off function such that \( \chi(\varrho) = 1 \) for \( \varrho \geq 2 \) and \( \chi(\varrho) = 0 \) for \( 0 \leq \varrho \leq 1 \). For \( 1 < p < \infty \) and a nonegative integer \( m \), let \( H_{loc}^{m,p}(\mathbb{R}^d) \) denote the space of functions whose weak derivatives up to order \( m \) are locally \( L^p \)-integrable on \( \mathbb{R}^d \). For any \( \delta \in \mathbb{R} \) let us define the weighted Sobolev space

\[
W^{m,p}_\delta(\mathbb{R}^d) := \left\{ f \in H_{loc}^{m,p}(\mathbb{R}^d) \mid \langle x \rangle^{d+|\alpha|} \partial^\alpha f \in L^p, \forall \alpha \text{ such that } |\alpha| \leq m \right\},
\]

with norm

\[
\|f\|_{W^{m,p}_\delta} := \sum_{|\alpha| \leq m} \|\langle x \rangle^{d+|\alpha|} \partial^\alpha f\|_{L^p},
\]

where \( \langle x \rangle := \sqrt{1+|x|^2} \), \( |x| \) is the Euclidean norm of \( x \in \mathbb{R}^d \), \( \alpha = (\alpha_1, \ldots, \alpha_d) \) is a multi-index with \( |\alpha| = \alpha_1 + \ldots + \alpha_d \), and \( \partial^\alpha := \partial_1^{\alpha_1} \partial_2^{\alpha_2} \cdots \partial_d^{\alpha_d} \) where \( \partial_k \) is the weak partial derivative \( \frac{\partial}{\partial x_k} \).

For \( m > \frac{d}{p} \) and any integer \( N \geq 0 \), we can now define the asymptotic space \( A^{m,p}_N(\mathbb{R}^d) \) to consist of functions \( u \in H_{loc}^{m,p}(\mathbb{R}^d) \) of the form

\[
u(x) = \chi(r) \left( a_0(\theta) + \frac{a_1(\theta)}{r} + \cdots + \frac{a_N(\theta)}{r^N} \right) + f(x),
\]

where \( r = |x| \), \( a_k \in H^{m+1+N-k,p}(S^{d-1}) \) and the remainder function \( f(x) \) belongs to the weighted Sobolev space \( W^{m,p}_\gamma(\mathbb{R}^d) \). Here \( \gamma_N := N + \gamma_0 \) where \( \gamma_0 \) is independent of \( m \) and \( N \) and is chosen so that \( 0 < \gamma_0 + d/p < 1 \). With \( \gamma_N \) chosen this way, the remainder in (6) satisfies (see Lemma A.1 in Appendix A),

\[
f(x) = o\left( \frac{1}{r^N} \right) \text{ as } |x| \to \infty.
\]

Hence, the elements of \( A^{m,p}_N(\mathbb{R}^d) \) satisfy the asymptotic formula (2). When the domain \( \mathbb{R}^d \) is understood, we simply write \( A^{m,p}_N \) instead of \( A^{m,p}_N(\mathbb{R}^d) \).

Remark 2.1. By Lemma A.1 in Appendix A, (7) will hold if we only require \( \gamma_N \geq N - \frac{d}{p} \). The stronger condition on \( \gamma_N \) is imposed so that \( \Delta : W^{m+1,p}_{\gamma_N} \to W^{m-1,p}_{\gamma_N+2} \) has a closed image (see [28]).

Remark 2.2. The condition \( a_k \in H^{m+1+N-k,p}(S^{d-1}) \), \( k = 0, \ldots, N \), may seem at first unnatural. In fact, this condition is crucial for defining groups of asymptotic diffeomorphisms below.
Assume that \(0 \leq n \leq N\) and denote by \(\mathcal{A}^{m,p}_{n,N}\) the closed subspace in \(\mathcal{A}^{m,p}_N\) defined by the condition that the first \(n\) coefficients \(a_0, \ldots, a_{n-1}\) in the asymptotic expansion of \(u \in \mathcal{A}^{m,p}_N\) vanish. If \(n \geq N + 1\) we set \(\mathcal{A}^{m,p}_{n,N} := W^{m,p}_\gamma\). The asymptotic space \(\mathcal{A}^{m,p}_{n,N}\) is a Banach space with norm,

\[
\|u\|_{\mathcal{A}^{m,p}_{n,N}} := \sum_{k=n}^{N} \|a_k\|_{H^{m+1+N-k,p}(\mathbb{S}^{d-1})} + \|f\|_{W^{m,p}_\gamma}.
\]  

(8)

Now let us discuss how to include log-terms in the asymptotic spaces. For \(0 \leq n \leq N\) and an integer \(\ell \geq -n\), the space \(\mathcal{A}^{m,p}_{n,N,\ell}(\mathbb{R}^d)\) is defined in the same way as \(\mathcal{A}^{m,p}_{n,N}(\mathbb{R}^d)\) except that formula (6) is now replaced by

\[
u(x) = \chi(r)\left(a_0^0 + \cdots + a_0^{n+\ell}(\log r)^{n+\ell} + \cdots + a_N^0 + \cdots + a_N^{N+\ell}(\log r)^{N+\ell}\right) + f(x),
\]  

(9)

where \(a_k^j \in H^{m+1+N-k}(\mathbb{S}^{d-1})\) for \(0 \leq j \leq k + \ell\) and \(0 \leq n \leq k \leq N\), and \(f \in W^{m,p}_{\gamma}(\mathbb{R}^d)\). In particular, the remainder \(f\) satisfies (7). The norm in \(\mathcal{A}^{m,p}_{n,N,\ell}(\mathbb{R}^d)\) is defined in a similar way as in (8),

\[
\|u\|_{\mathcal{A}^{m,p}_{n,N,\ell}} := \sum_{n \leq k \leq N, 0 \leq j \leq k + \ell} \|a_k^j\|_{H^{m+1+N-k,p}(\mathbb{S}^{d-1})} + \|f\|_{W^{m,p}_{\gamma}}.
\]

As before, we generally write \(\mathcal{A}^{m,p}_{n,N,\ell}\), when the domain \(\mathbb{R}^d\) is understood.

Now consider vector fields \(\mathcal{A}^{m,p}_{n,N,\ell}(\mathbb{R}^d, \mathbb{R}^d)\) whose components are functions in the asymptotic space \(\mathcal{A}^{m,p}_{n,N,\ell}\), when the domain \(\mathbb{R}^d\) and the fact that they are vector fields are understood, we again simply write \(\mathcal{A}^{m,p}_{n,N,\ell}\). Theorem 1 implies that the asymptotic space of vector fields \(\mathcal{A}^{m,p}_{N,0} \equiv \mathcal{A}^{m,p}_{0,0}\) is preserved by the Euler flow. In order to prove this fact and the stated well-posedness, we will consider the following groups of asymptotic diffeomorphisms (or simply, asymptotic groups).

Groups of asymptotic diffeomorphisms. Denote by \(\text{Diff}_+(\mathbb{R}^d)\) the group of orientation preserving \(C^1\)-diffeomorphisms of \(\mathbb{R}^d\). For any integers \(0 \leq n \leq N\), \(-n \leq \ell \leq 0\), and \(m > 1 + \frac{d}{2}\), define

\[
AD^{m,p}_{n,N,\ell} := \{\varphi \in \text{Diff}_+(\mathbb{R}^d) \mid \varphi(x) = x + w(x), w \in \mathcal{A}^{m,p}_{n,N,\ell}\}.
\]

For simplicity, we write \(AD^{m,p}_{n,N,\ell}\) for \(AD^{m,p}_{n,N,0}\). The differential structure of \(AD^{m,p}_{n,N,\ell}\) is inherited in a natural way from the differential structure of the Banach space \(\mathcal{A}^{m,p}_{n,N,\ell}\). In fact, \(AD^{m,p}_{n,N,\ell}\) is an open subset in \(\mathcal{A}^{m,p}_{n,N,\ell}\). To see this, for any \(h \in C^1(\mathbb{R}^d, \mathbb{R}^d)\) denote

\[
[d_x h] := \left(\frac{\partial h^k}{\partial x_j}(x)\right)_{1 \leq j, k \leq d}
\]

the Jacobian matrix of the map \(h : \mathbb{R}^d \to \mathbb{R}^d\). Then any \(\varphi = \text{id} + w \in AD^{m,p}_{n,N,\ell}\) is identified with \(w \in \mathcal{A}^{m,p}_{n,N,\ell}\) such that for any \(x \in \mathbb{R}^d\), \(\det(\text{Id} + [d_x w]) > 0\) which is an open condition in \(\mathcal{A}^{m,p}_{n,N,\ell}\). In this way, \(AD^{m,p}_{n,N,\ell}\) becomes a Banach manifold modeled on \(\mathcal{A}^{m,p}_{n,N,\ell}\). Moreover, this allows us

---

1Throughout this paper we use \(\text{Id}\) to represent the identity map and \(\text{Id}\) to represent the identity matrix.
to identify in a natural way the tangent bundle $T(AD^{m,p}_{n,N})$ of $AD^{m,p}_{n,N}$ with the direct product $AD^{m,p}_{n,N} \times A^{m,p}_{n,N}$.

$$T(AD^{m,p}_{n,N}) = AD^{m,p}_{n,N} \times A^{m,p}_{n,N}.$$ 

In a similar way one also defines the classes of asymptotic diffeomorphisms without log-terms $AD^{m,p}_{n,N}$ (see [27, Section 2]).

**Remark 2.3.** The restriction on $\ell$, namely $-n \leq \ell \leq 0$, that appears in the definition of the asymptotic groups ensures that $A^{m,p}_{n,N,\ell}$ is a Banach algebra with respect to point-wise multiplication (see Lemma A.3 in Appendix A).

For the convenience of the reader, we collect below the main results on the groups of asymptotic diffeomorphisms that are used in the paper. The following Theorem is proved in [27].

**Theorem 2.1.** Assume that $m > 1 + \frac{d}{p}$, $0 \leq n \leq N$, and $-n \leq \ell \leq 0$. Then we have:

(a) The composition map $(u, \varphi) \mapsto u \circ \varphi$, $A^{m,p}_{n,N,\ell} \times AD^{m,p}_{n,N,\ell} \to A^{m,p}_{n,N,\ell}$, and the inverse map, $\varphi \mapsto \varphi^{-1}$, $AD^{m+1,p}_{n,N,\ell} \to AD^{m+1,p}_{n,N,\ell}$, are continuous;

(b) The maps $(u, \varphi) \mapsto u \circ \varphi$, $A^{m+1,p}_{n,N,\ell} \times AD^{m,p}_{n,N,\ell} \to A^{m,p}_{n,N,\ell}$, and $\varphi \mapsto \varphi^{-1}$, $AD^{m+1,p}_{n,N,\ell} \to AD^{m,p}_{n,N,\ell}$ are $C^1$-smooth maps.

**Corollary 2.1.** For $m > 2 + \frac{d}{p}$ the Banach manifold $AD^{m,p}_{n,N,\ell}$ is a topological group with respect to the composition of diffeomorphisms.

**Remark 2.4.** Note that similar results also hold for $AD^{m,p}_{n,N}$ (see [27]).

**Remark 2.5.** Generally, regularity $m > 1 + d/p$ is sufficient for a collection of diffeomorphisms of Sobolev class $H^m(\mathbb{R}^d, \mathbb{R}^d)$ (without weights) to form a topological group under composition (see [17], or [14] for the case of a compact manifold). The stronger condition $m > 2 + d/p$ in Corollary 2.1 stems from the fixed point argument used in [27] to prove the existence of inverses when dealing with asymptotics. It should be possible to obtain Corollary 2.1 for $m > 1 + d/p$, but [27] and the present paper are concerned more with the asymptotic structure of solutions than minimal regularity requirements. In fact, for technical reasons (see Remarks 3.4 and 4.2), in the rest of this paper we assume that $m > 3 + \frac{d}{p}$.

**Volume preserving diffeomorphisms & Asymptotic ODEs.** In Section 8 we prove the following

**Proposition 2.1.** Assume that $u \in C^0([0,T], A^{m,p}_{n,N,\ell})$ for some $T > 0$, $0 \leq n \leq N$, and $-n \leq \ell \leq 0$. Then there exists a unique solution $\varphi \in C^1([0,T], AD^{m,p}_{n,N,\ell})$ of the equation,

$$\dot{\varphi} = u \circ \varphi, \quad \varphi|_{t=0} = \text{id}.$$ 

The same result also holds for the asymptotic groups $AD^{m,p}_{n,N}$.

In addition to the group $AD^{m,p}_{n,N,\ell}$, we also study the topological subgroup of volume preserving asymptotic diffeomorphisms,

$$\hat{AD}^{m,p}_{n,N,\ell} := \{ \varphi \in AD^{m,p}_{n,N,\ell} \mid \forall x \in \mathbb{R}^d, \det[\varphi] = 1 \}.$$
Denote by $\hat{A}_{n,N,\ell}^{m,p}$ the space of divergence free asymptotic vector fields in $A_{n,N,\ell}^{m,p}$,

$$\hat{A}_{n,N,\ell}^{m,p} := \{ u \in A_{n,N,\ell}^{m,p} | \text{div} u = 0 \}.$$ 

Clearly, $\hat{A}_{n,N,\ell}^{m,p}$ is a closed subspace in $A_{n,N,\ell}^{m,p}$.

As a consequence of Proposition 2.1 we also obtain in Section 8 the following

**Corollary 2.2.** Assume that $u \in C^0([0,T],\hat{A}_{n,N,\ell}^{m,p})$ for some $T > 0$, $0 \leq n \leq N$, and $-n \leq \ell \leq 0$. Then there exists a unique solution $\varphi \in C^1([0,T],\hat{A}D_{n,N;\ell}^{m,p})$ of the equation,

$$\varphi = u \circ \varphi, \quad \varphi|_{t=0} = \text{id}.$$ 

**Remark 2.6.** We prove in Section 9 that $\hat{A}D_{n,N;0}^{m,p}$ is a real analytic submanifold in $AD_{n,N;0}^{m,p}$ (Theorem 2.1). However, note that this result is not used in the proof of Theorem 7.1.

**Remark 2.7.** The same results also hold for the topological subgroup of volume preserving asymptotic diffeomorphisms without log-terms $\hat{A}D_{n,N}^{m,p}$, that is defined in a similar way as above.

Proposition 2.1 and Corollary 2.2 allow us to define the Lie group exponential map on $AD_{n,N;\ell}^{m,p}$. More notably, these two statements allow us to use Arnold’s approach to fluid dynamics and to re-write the Euler equation as a dynamical system on the tangent bundle $T(AD_{n,N;0}^{m,p}) \equiv AD_{0,N;0}^{m,p} \times A_{0,N,0}^{m,p}$ of the asymptotic group $AD_{0,N;0}^{m,p}$. In order to do this we first need to study in more detail the properties of the Laplace operator in asymptotic spaces.

### 3 The Laplace operator in asymptotic spaces

In this section we study the (Euclidean) Laplace operator $\Delta := \sum_{k=1}^{d} \frac{\partial^2}{\partial x_k^2}$ acting on asymptotic spaces in $\mathbb{R}^d$. At the end of the section we prove several properties of the right translation.

It follows from Lemma 2.2 in Appendix A that for any $0 \leq n \leq N$, $l \geq -n$ the mapping

$$\Delta : A_{n,N;\ell}^{m,p} \to A_{n+2,N+2,\ell=2}^{m-2,p}$$

is bounded. Let us consider the special case, $n = 1$, $\ell = -1$, and replace $N$ by $N + 1$. Since the functions in $A_{n,N+1;1}^{m,p}$ are bounded on $\mathbb{R}^d$ and vanish at infinity, the operator

$$\Delta : A_{1,N+1;1}^{m,p} \to A_{3,N+3;3}^{m-2,p}$$

is injective. To obtain a surjective map, we need to enlarge the domain space. Below we will define a space $\hat{A}_{1,N+1;1}^{m,p} \supseteq A_{1,N+1;1}^{m,p}$ for which

$$\Delta : \hat{A}_{1,N+1;1}^{m,p} \to A_{3,N+3;3}^{m-3,p}$$

is an isomorphism. The functions that we add are of the form

$$u^j_k := \chi(r) e^j_k(\theta)(\log r)^k, \quad \text{for } k = \max\{1,d-2\},...,N+1 \text{ and } j = 1,\ldots,s_k,$$

where $s_k \geq 1$ denotes the multiplicity of the eigenvalue $\lambda_k := k(k + 2 - d) \geq 0$ of the Laplace-Beltrami operator $-\Delta_S$ on the unit sphere $S^{d-1}$, and $\{e^j_k\}_{j=1}^{s_k}$ is a basis for the corresponding eigenspace.
Remark 3.1. For integer \( k \geq d - 2 \) the quadratic expression \( \lambda_k = k(k+2-d) \) is non-negative and enumerates the eigenvalues of the “positive” Laplace-Beltrami operator \(-\Delta_S\). These eigenvalues are usually enumerated by the quadratic expression \( \mu_l = l(l+d-2), \ l \geq 0 \).

In order to compute \( \Delta \) on these functions, we use the following formulas: for integers \( k \geq 0 \) and \( l \geq 2 \),

\[
\Delta \left( \frac{a(\theta)(\log r)^l}{r^k} \right) = \frac{l(l-1)a(\theta)(\log r)^{l-2} - l(2k+2-d)a(\theta)(\log r)^{l-1} + \left( (\Delta_S a)(\theta) + k(k+2-d)a(\theta) \right)(\log r)^l}{r^{k+2}},
\]

while for \( l = 1 \) and \( l = 0 \) one has respectively,

\[
\Delta \left( \frac{a(\theta) \log r}{r^k} \right) = -\frac{(2k+2-d)a(\theta) + ((\Delta_S a)(\theta) + k(k+2-d)a(\theta)) \log r}{r^{k+2}}.
\]

Now if we replace \( a(\theta) \) by an eigenfunction \( e_i^j(\theta) \) and let \( l = k \) as in (11), then all the terms involving \( \Delta_S \), i.e. the highest power of \( \log r \), drop out and we find

\[
\Delta(u_k^j) \in A_{3, N+3; -3}^{m-2,p}.
\]

For \( d \geq 3 \), let us define

\[
\hat{A}_{1,N+1; -1}^{m,p} := A_{1,N+1; -1}^{m,p} \oplus \text{span} \{ u_k^j \mid 1 \leq j \leq s_k, \ d - 2 \leq k \leq N + 1 \}
\]

and observe that

\[
\hat{A}_{1,N+1; -1}^{m,p} \subseteq A_{1,N+1; 0}^{m,p}.
\]

As a consequence of (15), we have that (10) is well-defined and bounded. Moreover, (10) is an injection since \( k \geq d - 2 \geq 1 \) implies that all the \( u_k^j \) vanish at infinity. The proposition below will show that (10) is in fact an isomorphism.

When \( d = 2 \), convolution by the fundamental solution even on functions with compact support can generate a log-term, so we need to replace \( A_{1,N+1; -1}^{m,p} \) by the asymptotic space,

\[
A_{1,N+1; -1}^{m,p} := \text{span} \{ \chi(r) \log r \} \oplus A_{1,N+1; -1}^{m,p}.
\]

Now we define for \( d = 2 \),

\[
\hat{A}_{1,N+1; -1}^{m,p} := A_{1,N+1; -1}^{m,p} \oplus \text{span} \{ u_k^j \mid 1 \leq j \leq s_k, \ 1 \leq k \leq N + 1 \},
\]

and observe that

\[
\hat{A}_{1,N+1; -1}^{m,p} \subseteq A_{1,N+1; 0; 0}^{m,p}, \quad A_{1,N+1; 0}^{m,p} := \text{span} \{ \chi(r) \log r \} \oplus A_{1,N+1; 0}^{m,p}.
\]

Since \( \Delta : A_{1,N+1; -1}^{m,p} \to A_{3, N+3; -3}^{m-2,p} \), we can again use (10) to conclude that (10) is well-defined and bounded. For \( d = 2 \), functions in \( A_{1,N+1; -1}^{m,p} \) need not vanish at infinity; in fact, by (17) they
can grow logarithmically at infinity. However, the only harmonic functions on \( \mathbb{R}^d \) with at most logarithmic growth are constants, and \( \tilde{A}_{1,N+1,-1}^m \) has been purposely defined to not contain the constants. Hence (10) is also injective for \( d = 2 \).

The following confirms that (10) is an isomorphism.

**Proposition 3.1.** For any \( d \geq 2 \), the map \( \Delta : \tilde{A}_{1,N+1,-1}^m \rightarrow A_{3,N+3-3}^m \) is an isomorphism. If \( d = 2 \), then the leading term in the asymptotics of \( \Delta^{-1}(u) \), for \( u \in A_{3,N+3-3}^m \), is

\[
\frac{1}{2\pi} M(u) \chi(r) \log r,
\]

where \( M(u) := \int_{\mathbb{R}^d} u(x) \, dx \).

**Remark 3.2.** As \( e^k(\theta) \), \( k = d - 2, \ldots, N + 1 \), \( j = 1, \ldots, s_k \), are eigenfunctions of the Laplace-Beltrami operator on the unit sphere, we see that they are polynomial in \( \theta = \frac{x}{|x|} \). Moreover, for \( k = d - 2 \) we have \( s_{d-2} = 1 \) and \( e_{d-2}^1 = \text{const} \) (cf. \[32\]). Note also that, for any \( d \geq 2 \), the space \( \tilde{A}_{1,N+1,-1}^m \) does not have asymptotically constant terms of the form \( \chi(r) \cdot \text{const} \), with \( \text{const} \neq 0 \).

**Proof of Proposition 3.1.** By the open mapping theorem, we need only show that the map \( \Delta : \tilde{A}_{1,N+1,-1}^m \rightarrow A_{3,N+3-3}^m \) is surjective, i.e. for any \( u \in A_{3,N+3-3}^m \) we have \( u \in I := \Delta(\tilde{A}_{1,N+1,-1}^m) \).

Without loss of generality we can assume that

\[
u = \chi(r) \left( \frac{a_{k+2}^l(\theta)(\log r)^l}{r^{k+2}} + f \right), \quad f \in W_{\gamma_{N+3}}^{m-2,p}, \quad a_{k+2}^l \in H^{m-1+(N+3)-(k+2)}(S^{d-1}),\]

where \( 1 \leq k \leq N + 1 \) and \( 0 \leq l \leq k - 1 \). For fixed \( 1 \leq k \leq N + 1 \), we will use induction in \( l \) to show \( u \in I \). First consider \( l = 0 \), i.e.

\[u = \chi(r) \left( \frac{a_{k+2}^0(\theta)}{r^{k+2}} + f \right), \quad f \in W_{\gamma_{N+3}}^{m-2,p}, \quad a_{k+2}^l \in H^{m-1+(N+3)-(k+2)}(S^{d-1}).\]

If \( a_{k+2}^0 \) is not an eigenfunction of \( -\Delta_S \) with eigenvalue \( \lambda_k = k(k + 2 - d) \) then there exists \( b_k^0 \in H^{m+1+(N+1)-k}(S^{d-1}) \) such that \( (\Delta_S + \lambda_k) b_k^0 = a_{k+2}^0 \). In this case, formula (14) implies that

\[u = \chi \Delta(b_k^0/r^k) + f = \Delta(\chi b_k^0/r^k) + \tilde{f}, \quad \text{where } \tilde{f} \in W_{\gamma_{N+3}}^{m-2,p}.\]

By Lemma A.3 in Appendix A we know \( \tilde{f} = \Delta K \tilde{f} = \Delta v \), where \( v \in \tilde{A}_{1,N+1,-1}^m \) (in fact, \( v \in A_{d-2,N+1}^m \) if \( d \geq 3 \), and \( v \in A_{1,N+1}^m \) if \( d = 2 \)). This means that \( u \in I \). On the other hand, if \( a_{k+2}^0 \) is an eigenfunction of \( -\Delta_S \) with eigenvalue \( \lambda_k \), we see from (13) above that

\[u = \frac{\chi}{d - 2 - 2k} \Delta \left( \frac{a_{k+2}^0 \log r}{r^k} \right) + f = \Delta \left( \frac{\chi a_{k+2}^0 \log r}{(d - 2 - 2k)r^k} \right) + \tilde{f}, \quad \text{where } \tilde{f} \in W_{\gamma_{N+3}}^{m-2,p}.\]

(Note that \( d - 2 - 2k \neq 0 \) since \( k \geq \max\{1, d - 2\} \).) But we claim that \( \chi a_{k+2}^0 \log r/r^k \in \tilde{A}_{1,N+1,-1}^m \);

if \( k = 1 \) this is true since \( \chi a_{k+2}^0 \log r/r^k \) is a linear combination of \( \{u_j^1\}_{j=1}^s \), while for \( 1 < k \leq N + 1 \) it

---

\(^2\)As the eigenvalues of \( -\Delta_S \) are non-negative, this could happen only if \( k \geq d - 2 \).
is true since $a_{k+2}^0 \in C^\infty(S^{d-1})$ implies $\chi a_{k+2}^0 \log r/r^k \in A_{1,N+1,-1}^{m,p}$. Using Lemma A.3 as before, we again have $u \in \mathcal{I}$. This completes the first step of the induction.

Now fix $0 < l_0 \leq k - 1$, and assume that $u \in \mathcal{I}$ for any $0 \leq l < l_0$. Consider

$$u = \chi(r) \frac{a_{k+2}^l(\theta)(\log r)^{l_0}}{r^{k+2}} + \tilde{f}, \quad f \in W_{\gamma_{N+3}}^{m-2,p}, \quad a_{k+2}^l \in H^{m-1+(N+3)-(k+2)}(S^{d-1}).$$

If $a_{k+2}^l$ is not an eigenfunction of $-\Delta_S$ with eigenvalue $\lambda_k$, we can find $b_k^l \in H^{m+1+(N+1)-k}(S^{d-1})$ satisfying $(\Delta_S + \lambda_k) b_k^l = a_{k+2}^l$. Assuming $l_0 \geq 2$, we use (12) to write

$$u = \Delta \left( \frac{\chi a_{k+2}^l(\log r)^{l_0}}{l_0 + 1}(d - 2 - 2k)r^k \right) + \tilde{f} + \chi l_0 b_k^l \left( \frac{2k + 2 - d}{r^{k+2}}(\log r)^{l_0 - 1} - (l_0 - 1)(\log r)^{l_0 - 2} \right),$$

where $\tilde{f} \in W_{\gamma_{N+3}}^{m-2,p}$. (If $l_0 = 1$, we use (13) to get a similar, but simpler, expression.) By the induction hypothesis, the third term on the right is in $\mathcal{I}$, and we can again use Lemma A.3 to conclude that the second term on the right is in $\mathcal{I}$, hence $u \in \mathcal{I}$. Otherwise, when $a_{k+2}^l$ is an eigenfunction of $-\Delta_S$ with eigenvalue $\lambda_k$, we obtain from formula (12) that

$$u = \Delta \left( \frac{\chi a_{k+2}^l(\log r)^{l_0+1}}{(l_0 + 1)(d - 2 - 2k)r^k} \right) + \tilde{f} + \chi l_0 a_{k+2}^l(\log r)^{l_0 - 1} \left( \frac{2k + 2 - d}{(2k + 2 - d)r^{k+2}} \right),$$

where $\tilde{f} \in W_{\gamma_{N+3}}^{m-2,p}$. (Again recall $2k + 2 - d \neq 0$.) By the induction hypothesis, the third term on the right is in $\mathcal{I}$. We also claim that $\chi a_{k+2}^l(\log r)^{l_0+1}/r^k \in \hat{A}_{1,N+1;1}^{m,p}$: if $l_0 + 1 = k$, this is true since $\chi a_{k+2}^l(\log r)^k/r^k$ is a linear combination of $\{u_k^l\}_{l=1}^s$, while for $l_0 + 1 < k$ it is true since $a_{k+2}^l \in C^\infty(S^{d-1})$ implies $\chi a_{k+2}^l(\log r)^{l_0+1}/r^k \in A_{1,N+1;1}^{m,p}$. Using Lemma A.3 again, we conclude that $u \in \mathcal{I}$. This completes the induction, and hence the proof of surjectivity.

Let us now prove the second statement of the Proposition. By Green’s identity, for any $3 < R < \infty$

$$\int_{\mathbb{R}^2} \Delta(\chi(r) \log r) \, dx = \int_{|x| \leq R} \Delta(\chi(r) \log r) \, dx = \int_{|x| = R} \frac{\partial}{\partial r}(\log r) \, ds = 2\pi \quad (20)$$

where $ds$ is the length form on the circle $\{x \in \mathbb{R}^2 \mid |x| = R\}$. Similarly, for any $f \in A_{1,N+1;0}^{m,p}$ we have

$$\int_{\mathbb{R}^2} \Delta f \, dx = \lim_{R \to \infty} \int_{|x| = R} (\partial f/\partial r) \, ds = 0 \quad (21)$$

as $\partial f/\partial r = O(1/r^{2})$. Now, take an arbitrary $u \in A_{1,N+1;0}^{m,p}$. We already proved that $\Delta^{-1}(u) \in \hat{A}_{1,N+1;1}^{m,p}$. Hence,

$$\Delta^{-1}(u) = c\chi(r) \log r + f$$

where $f \in A_{1,N+1;0}^{m,p}$. This gives, $u = c \Delta(\chi(r) \log r) + \Delta f$. By integrating this equality over $\mathbb{R}^2$ we see, in view of (20) and (21), that $M(u) = 2\pi c$. This completes the proof of Proposition 3.1. □
Remark 3.3. Define
\[
\tilde{A}^{m,p}_{0,N:0} := \mathcal{A}^{m,p}_{0,N:0} \oplus \text{span}_{\mathbb{R}} \{ v_k^j \mid 1 \leq j \leq s_k, d - 2 \leq k \leq N \}
\]
where \( v_1 := \chi(r)(\log r)^2 \) and \( v_k^j := \chi(r)e_k^j(\theta)(\log r)^{k+1}/r^k \) for \( 1 \leq j \leq s_k, 1 \leq k \leq N \), and, for \( d \geq 3 \),
\[
\mathcal{A}^{m,p}_{0,N:0} := \mathcal{A}^{m,p}_{[0],N:0}, \quad \text{where} \quad \mathcal{A}^{m,p}_{[0],N:0} := \left\{ u \in \mathcal{A}^{m,p}_{0,N:0} \mid \int_{\omega \in \mathbb{S}^{d-1}} a_0(\omega) \, d\omega = 0 \right\},
\]
and, for \( d = 2 \),
\[
\mathcal{A}^{m,p}_{0,N:0} := \text{span}_{\mathbb{R}} \{ \chi(r) \log r \} \oplus \mathcal{A}^{m,p}_{[0],N:0}.
\]
Clearly, \( \tilde{A}^{m,p}_{0,N:0} \subseteq \mathcal{A}^{m,p}_{0,N:2} \). The arguments used in the proof of Proposition 3.1 imply that
\[
\Delta : \tilde{A}^{m,p}_{0,N:0} \to \mathcal{A}^{m-2,p}_{2,N+2:2},
\]
is an isomorphism. Moreover we have the following commutative diagram,
\[
\begin{array}{ccc}
\mathcal{A}^{m+1,p}_{0,N:2} & \cong & \tilde{A}^{m+1,p}_{0,N:0} \\
\partial_j \downarrow & & \partial_j \downarrow \\
\mathcal{A}^{m,p}_{1,N+1:1} & \cong & \tilde{A}^{m,p}_{1,N+1:0}
\end{array}
\Delta \quad \Delta
\]
where the downward arrow denotes the partial differentiation with respect to the \( j \)-th variable in \( \mathbb{R}^d \). In particular, we see that \( \Delta^{-1} \) commutes with \( \frac{\partial}{\partial r_j} \), where \( \Delta^{-1} \) denotes the inverse of the maps \( \Delta \) appearing in the diagram above.

In what follows, we will denote by \( \Delta^{-1} \) the inverse of \( (10) \) or \( (22) \), depending on the context.

For any \( \varphi \in \mathcal{A}^{m,p}_{0,N:0} \) consider the conjugate Laplace operator,
\[
\Delta_{\varphi} := R_{\varphi} \circ \Delta \circ R_{\varphi^{-1}}
\]
where \( R_{\varphi}v \) denotes the right-translation of a function \( v \) by \( \varphi \), \( R_{\varphi}v := v \circ \varphi \). We begin by studying properties of \( R_{\varphi} \) acting on asymptotic spaces.

Lemma 3.1. Let \( a(\theta) = a(\theta_1, ..., \theta_d) \) be a polynomial function in the variables \( (\theta_1, ..., \theta_d) \). Take \( \theta \equiv \frac{\theta_1}{r_1} \) and consider the homogeneous of degree zero function \( a(\theta) \) in \( x \). Then for any \( \varphi \in \mathcal{A}^{m,p}_{0,N:0} \), \( k \geq 0 \) and \( \ell \geq -k \), and \( N^- < N \),
\[
\left( \chi(r) \frac{a(\theta)(\log r)^{k+\ell}}{r^k} \right) \circ \varphi - \chi(r) \frac{a(\theta)(\log r)^{k+\ell}}{r^k} \in \mathcal{A}^{m,p}_{k+1,N^- + k+1: \ell - 1}.
\]
In the case when \( k + \ell = 0 \), the statement above is true also with \( N^- = N \). Moreover,
\[
\left( \chi(r) \log r \right) \circ \varphi - \chi(r) \log r \in \mathcal{A}^{m,p}_{1,N+1:1}.
\]
Proof. Take \( \varphi \in \mathcal{A}D_{0,N;0}^{m,p} \). Then \( \varphi(x) = x + w(x) \) where \( w \in \mathcal{A}H_{0,N;0}^{m,p} \). Let us first consider the composition \( r \circ \varphi \). We have,

\[
(r \circ \varphi)(x) = |x + w(x)| = r \left| \frac{w(x)}{r} \right| = r \sqrt{1 + 2(\theta, w/r) + (w/r, w/r)},
\]

where \((\cdot, \cdot)\) denotes the Euclidean scalar product in \( \mathbb{R}^d \). In view of Lemma \( A.4 \) (b) in Appendix \( A \)

\[
w/r \in \mathcal{A}N_{1,0}^{m,p}(B_R^c), \quad R > 0,
\]

where \( B_R^c := \{ x \in \mathbb{R}^d \mid |x| > R \} \) and the space \( \mathcal{A}N_{1,0}^{m,p}(B_R^c) \) equipped with the norm \( \| \cdot \| \) is defined in Appendix \( A \). As \( w/r = o(1) \) as \( |x| \to \infty \) we can choose \( r_0 > 0 \) such that \( |w(x)/r| < 1/4 \) for any \( |x| > r_0 \). Then for any \( |x| > r_0 \) we have \( |2(\theta, w/r) + (w/r, w/r)| < 3/4 \), and hence in view of \( (24) \),

\[
r \circ \varphi = r \left( 1 + \sum_{k=1}^{\infty} c_k \left( 2(\theta, w/r) + (w/r, w/r) \right)^k \right),
\]

where the series converges uniformly in \( |x| > r_0 \), and, by Cauchy’s estimate, \( |c_k| \leq \text{const} \left( 4/3 \right)^k \) for some constant independent of \( k \geq 1 \). Denote

\[
\tilde{w} := 2(\theta, w/r) + (w/r, w/r).
\]

It follows from Lemma \( A.4 \) (b) and Lemma \( A.2 \) that

\[
\tilde{w} \in \mathcal{A}N_{1,0}^{m,p}(B_R^c).
\]

(As \( \theta \in \mathcal{A}N_{0,N+1;0}^{m,p}(B_R^c) \) and \( w/r \in \mathcal{A}N_{1,0;1}^{m,p}(B_R^c) \) we have from Lemma \( A.4 \) (b) and Lemma \( A.2 \) (d’) that \( (\theta, w/r) \in \mathcal{A}N_{1,0;1}^{m,p}(B_R^c) \).) Moreover, in view of \( (25) \) we have

\[
r \circ \varphi = r \left( 1 + \sum_{k=1}^{N+1} c_k \tilde{w}^k + \sum_{k=1}^{\infty} c_k \tilde{w}^{N+2} \tilde{w}^{k-N-2} \right),
\]

By Lemma \( A.4 \) (b) and Lemma \( A.2 \) we have

\[
\sum_{k=1}^{N+1} c_k \tilde{w}^k \in \mathcal{A}N_{1,0;1}^{m,p}(B_R^c). \]

Further, note that by Lemma \( A.4 \) (b) and Lemma \( A.2 \) (a) we have that \( \tilde{w}^k \in \mathcal{A}N_{1,0;1}^{m,p}(B_R^c) \) for any \( k \geq N+2 \). This, together with Lemma \( A.4 \) (c) then implies that we can choose \( r_0 > 0 \) larger if necessary so that, for any \( R > r_0 > 0 \) and for any \( k \geq N+2 \),

\[
\| \tilde{w}^{N+2} \tilde{w}^{k-N-2} \|_{\mathcal{A}N_{1,0;1}^{m,p}(B_R^c)} \leq \| \tilde{w}^{N+2} \|_{\mathcal{A}N_{1,0;1}^{m,p}(B_R^c)} \left\| \tilde{w}^{m,p}_{1,1,0;1}(B_R^c) \right\|_{\mathcal{A}N_{1,0;1}^{m,p}(B_R^c)} \left( \frac{3}{4} \right)^{k-N-2},
\]

where \( C > 0 \) is the constant in Lemma \( A.4 \) (c) and where we used that \( \| \tilde{w} \|_{\mathcal{A}N_{1,0;1}^{m,p}(B_R^c)} \to 0 \) as \( R \to \infty \). Inequality \( (27) \) implies that the series in \( (26) \) converges in \( \mathcal{A}N_{1,0;1}^{m,p}(B_R^c) \). Hence, for any \( R > r_0 > 0 \),

\[
r \circ \varphi = r \left( 1 + \tilde{r} \right), \quad \tilde{r} \in \mathcal{A}N_{1,0;1}^{m,p}(B_R^c).
\]
It follows from (28)–(31) and the Banach algebra property of $A$ and for any $R > r > 0$ larger if necessary, we see that

$$ (\log r) \circ \varphi = \log r + \tilde{p}, \quad \tilde{p} \in A_{1,N+1,-1}^m(B_R^c), $$

$$ \theta \circ \varphi - \theta \in A_{1,N+1,-1}^m(B_R^c). $$

(29)

As $a(\theta)$ is assumed a polynomial function of $\theta$ we obtain from (30) that

$$ a(\theta) \circ \varphi - a(\theta) \in A_{1,N+1,-1}^m(B_R^c). $$

(31)

It follows from (28)–(31) and the Banach algebra property of $A_{1,N+1,-1}^m(B_R^c)$ (see Lemma A.4 (b)) that, for some $R > 0$, and for any $R > 0$ larger if necessary, we have

$$ \text{for any } N < N, \text{ and for } N = N \text{ if } k + \ell = 0. \text{ Finally, take } R' > R, \varphi \in AD_{0,N,0}^{m,p}, \text{ and } \zeta \in C^\infty(R^d) \text{ with compact support so that } \zeta|_{(B_R')^c} \equiv 1, \text{ where } B_R' \text{ is the open ball of radius } R' \text{ in } R^d \text{ centered at the origin. As } \zeta \frac{a(\theta)(\log r)^{k+\ell}}{r^k} \text{ is } C^\infty\text{-smooth with compact support we have from Theorem 2.1 that } \left( \zeta \frac{a(\theta)(\log r)^{k+\ell}}{r^k} \right) \circ \varphi \in A_{0,N,0}^{m,p}. \text{ This, together with the choice of } \zeta, \text{ then implies }

$$

$$ \left( \frac{a(\theta)(\log r)^{k+\ell}}{r^k} \right) \circ \varphi|_{B_{R'}} = \left( \zeta \frac{a(\theta)(\log r)^{k+\ell}}{r^k} \right) \circ \varphi|_{B_{R'}} \in H^{m,p}(B_R'). $$

The conclusion in the Lemma then follows from Lemma A.4 (a). The last statement of the Lemma follows in the same way from (29).

As a consequence of this Lemma we get

**Corollary 3.1.** Assume that $1 + \frac{4}{p} < m_0 \leq m$ and $n \geq 0$. Then for any $\varphi \in AD_{0,N,0}^{m,p}$ we have $R_\varphi(A_{n,N+m+n,-n}) \subseteq A_{n,N+m+n,-n}$ and the map

$$ R_\varphi : A_{n,N+m+n,-n}^{m_0,p} \to A_{n,N+m+n,-n}^{m_0,p} $$

is an isomorphism.

**Proof.** Take $\varphi \in AD_{0,N,0}^{m,p}$. In view of Lemma 3.1 there exists $R > 0$ such that

$$ \frac{1}{(r \circ \varphi)^n} = \frac{1}{r^n}(1 + \tilde{r}), \quad \tilde{r} \in A_{0,N,0}^{m,p}(B_R^c). $$

Take $v \in A_{n,N+m+n,-n}^{m_0,p}$. Then for $|x| > R$ we can write $v = \tilde{v}/r^n$ where $\tilde{v} \in A_{0,N,0}^{m,p}(B_R^c)$. By taking $R > 0$ larger if necessary, we see that

$$ v \circ \varphi = \frac{1}{(r \circ \varphi)^n} \tilde{v} \circ \varphi = \left( \tilde{v} \circ \varphi + \tilde{r} \circ \varphi \right)/r^n, $$

(32)

where $\tilde{r} \in A_{0,N,0}^{m,p}(B_R^c)$ and $\tilde{v} \circ \varphi \in A_{0,N,0}^{m,p}(B_R^c)$ in view of Theorem 2.1 and Lemma A.4 (a). This and Lemma A.4 (b) then imply that $v \circ \varphi \in A_{n,N+m+n,-n}^{m_0,p}(B_R^c)$. Arguing as in the last paragraph.
of the proof of Lemma 3.1, we conclude from Lemma A.4 (a) that \( v \circ \varphi \in A_{m,n+N+n;-n}^0 \). The boundedness of the map \( R_\varphi : A_{m,n+N+n;-n}^0 \to A_{m,n+N+n;-n}^0 \) follows from (32), Lemma 3.1, Lemma A.4 (a) and (b), and Theorem 2.1. Clearly, this map also is invertible with bounded inverse \( R_\varphi^{-1} : A_{m,n+N+n;-n}^0 \to A_{m,n+N+n;-n}^0 \).

Corollary 3.2. For any \( \varphi \in AD_{0,N,0} \), we have \( R_\varphi (\hat{A}_{1,N+1;1}^m) \subseteq \hat{A}_{1,N+1;1}^m \), and the map

\[
R_\varphi : \hat{A}_{1,N+1;1}^m \to \hat{A}_{1,N+1;1}^m
\]

is an isomorphism.

Proof. Take \( \varphi \in AD_{0,N,0} \) and \( v \in \hat{A}_{1,N+1;1}^m \). Then by (16a), (17), and (18a), \( v \) can be uniquely decomposed,

\[
v = v_1 + v_2,
\]

where \( v_1 \in A_{m,n+1;1}^m \) and \( v_2 \) is a linear combination with constant coefficients of the functions

\[
u_j^k = \chi(r) \frac{c_j^k(\theta)(\log r)^k}{r^k}, \quad \max\{1,d-2\} \leq k \leq N + 1, \quad 1 \leq j \leq s_k,
\]

and the function \( u_0^1 = \chi(r) \log r \) when \( d = 2 \). As the coefficients \( c_j^k(\theta) \) are polynomial functions of \( \theta = \frac{r}{|x|} \), we can apply Lemma 3.1 to conclude that for \( \max\{1,d-2\} \leq k \leq N + 1, \)

\[
u_j^k \circ \varphi = u_j^k + \tilde{u}_j^k, \quad \tilde{u}_j^k \in A_{1,N+1;1}^{m},
\]

and, for \( d = 2 \),

\[
u_0^1 \circ \varphi = u_0^1 + \tilde{u}_0^1, \quad \tilde{u}_0^1 \in A_{1,N+1;1}^{m}.
\]

In view of Corollary 3.1, we have \( v_1 \circ \varphi \in A_{1,N+1;1}^{m} \) and the map \( v_1 \mapsto v_1 \circ \varphi, A_{1,N+1;1}^{m} \to A_{1,N+1;1}^{m} \), is bounded. The projection \( v \mapsto v_1 \) is also bounded. This together with (33) and (34) then implies the statement of the Corollary.

Corollary 3.1 and Corollary 3.2 then give

Corollary 3.3. For any given \( \varphi \in AD_{0,N,0} \),

\[
\Delta_\varphi : \hat{A}_{1,N+1;1}^m \to A_{3,N+3;-3}^m
\]

is an isomorphism with inverse \( (\Delta_\varphi)^{-1} = R_\varphi \circ \Delta^{-1} \circ R_\varphi^{-1} \), where \( \Delta^{-1} : A_{3,N+3;-3}^{m-2} \to \hat{A}_{1,N+1;1}^m \) is the inverse of the map (10).

Remark 3.4. Here we use the condition \( m > 3 + \frac{d}{p} \) when applying Corollary 3.1.
4 The Euler vector field

In this section we associate to the Euler equation (1) a dynamical system on the tangent bundle $T(\mathcal{A}_{0,N,0}) = \mathcal{A}_{0,N,0}^m \times \mathcal{A}_{0,N,0}^m$ of the asymptotic group $\mathcal{A}_{0,N,0}^m$. The regularity of this dynamical system and its relation to the Euler equation is discussed in the following sections.

Let us first discuss the notion of solution. Take $u_0 \in \mathcal{A}_{0,N,0}^m \subseteq \mathcal{A}_{0,N,0}^m$ and recall that the subspace $\mathcal{A}_{0,N,0}^m$ is closed in $\mathcal{A}_{0,N,0}^m$. We say that $u \in C^0([0,T],\mathcal{A}_{0,N,0}^m) \cap C^1([0,T],\mathcal{A}_{0,N,0}^{m-1})$ is a solution of the Euler equation if $u$ satisfies (1) for some $p \in C^0([0,T],S'({\mathbb{R}^d}))$, where $S'({\mathbb{R}^d})$ is the space of tempered distributions in $\mathbb{R}^d$. In this way, the pressure term $p \in C^0([0,T],S'({\mathbb{R}^d}))$ is not considered a part of the solution.

Assume that $u \in C^0([0,T],\mathcal{A}_{0,N,0}^m) \cap C^1([0,T],\mathcal{A}_{0,N,0}^{m-1})$ is a solution of equation (1). Applying the divergence $\text{div}$ to both sides of equation (1), we obtain

$$\text{div} (u \cdot \nabla u) = -\Delta p. \quad (35)$$

In view of the Sobolev embedding $\mathcal{A}_{0,N,0}^m \subseteq C^2$ and the product rule we have,

$$\text{div} (u \cdot \nabla u) = \text{tr} (|du|^2) + u \cdot \nabla (\text{div} u) = \text{tr} (|du|^2), \quad (36)$$

$$\text{where \text{tr} is the trace and }|du|^2 \text{ is the square of the Jacobian matrix }|du|. \quad \text{(Relation (37) is standard and appears e.g. in [1]; although quite simple, it is crucial for our approach.) Combining (35) with (37) we see that } -\Delta (\nabla p) = \nabla \circ Q(u) \text{ where}$$

$$Q(u) := \text{tr} (|du|^2). \quad (38)$$

In view of Lemma 4.2 (c) and (d'),

$$Q : \mathcal{A}_{0,N,0}^m \to \mathcal{A}_{2,N+2,-2}^{m-1}$$

and this map is real-analytic. This, together with Proposition 3.1, then implies that

$$-\nabla p = \Delta^{-1} \circ \nabla \circ Q(u), \quad (39)$$

where $\Delta^{-1} : \mathcal{A}_{1,N+3,-3}^{m-2} \to \mathcal{A}_{1,N+1,-1}^{m-1}$ is a bounded map. (The space $\tilde{\mathcal{A}}_{1,N+1,-1}^{m-1}$ was defined in Section 3, see (16a) and (16a)). Plugging (39) into (1) we obtain

$$u_t + u \cdot \nabla u = \Delta^{-1} \circ \nabla \circ Q(u), \quad u|_{t=0} = u_0. \quad (40)$$

Using that $\Delta^{-1}$ and $\nabla$ commute (Remark 3.3) we see that we can set $p := -\Delta^{-1} \circ Q(u)$ where $\Delta^{-1} : \mathcal{A}_{2,N+2,-2}^{m-1} \to \mathcal{A}_{0,N,0}^{m+1}$ is a bounded map and the space $\mathcal{A}_{0,N,0}^{m+1}$ is defined in Remark 3.3. In particular, we obtain that

$$p \in C^0([0,T],\mathcal{A}_{0,N,0}^{m+1}), \quad (41)$$

In fact, a converse statement also holds.

**Lemma 4.1.** The curve $u \in C^0([0,T],\mathcal{A}_{0,N,0}^m) \cap C^1([0,T],\mathcal{A}_{0,N,0}^{m-1})$ is a solution of equation (40) with initial data $u_0 \in \mathcal{A}_{0,N,0}^m$ if and only if $u$ belongs to $C^0([0,T],\mathcal{A}_{0,N,0}^m) \cap C^1([0,T],\mathcal{A}_{0,N,0}^{m-1})$ and is a solution of the Euler equation (1).
Remark 4.1. In particular, the Lemma implies that any solution $u \in C^0([0,T], \mathcal{A}_{0,N,0}^{m,p}) \cap C^1([0,T], \mathcal{A}_{0,N,0}^{m-1,p})$ of (40) with divergence free initial data $u_0$ consists of divergence free vector fields. The advantage of (40) compared with (11) is that it does not contain explicitly an unknown pressure term and that the relation $\text{div} \ u = 0$ for $t \in [0,T]$ is automatically satisfied.

Proof of Lemma 4.1. In view of the discussion above, we only need to prove the direct implication. Let $u \in C^0([0,T], \mathcal{A}_{0,N,0}^{m,p}) \cap C^1([0,T], \mathcal{A}_{0,N,0}^{m-1,p})$ be a solution of (40) with initial data $u_0 \in \mathcal{A}_{0,N,0}^{m,p}$. Using again that $\Delta^{-1}$ and $\nabla$ commute (Remark 3.3) we conclude from (40) that $u$ satisfies

$$u_t + u \cdot \nabla u = \nabla \circ \Delta^{-1} \circ Q(u).$$

Applying the divergence $\text{div}$ to both sides of this equality we get from (36) that

$$(\text{div} u)_t + u \cdot \nabla (\text{div} u) = 0. \quad (42)$$

In view of the Sobolev embedding $\mathcal{A}_{0,N,0}^{m-1,p} \subseteq C^1([0,T] \times \mathbb{R}^d, \mathbb{R}^d)$. Then equation (42) implies that for any $x \in \mathbb{R}^d$ and for any $t \in [0,T]$,

$$(\text{div} u)(t, \varphi(t,x)) = (\text{div} u_0)(x) = 0,$n

where $\varphi(t, \cdot) \in \text{Diff}^1_+(\mathbb{R}^d)$ is the flow of $u$ (see Proposition 2.1). This implies that for any $t \in [0,T]$, $u(t)$ is divergence free. Hence, $u \in C^0([0,T], \mathcal{A}_{0,N,0}^{m,p}) \cap C^1([0,T], \mathcal{A}_{0,N,0}^{m-1,p})$ as claimed. \hfill $\square$

In this way we have a bijective correspondence between the solutions of the Euler equations and the solutions of equation (40) with divergence free initial data.

Now we are ready to define the Euler vector field. For any $(\varphi, v) \in T(\mathcal{A}_{0,N,0}^{m,p}) = \mathcal{A}_{0,N,0}^{m,p} \times \mathcal{A}_{0,N,0}^{m,p}$ define

$$\mathcal{E}(\varphi, v) := (v, \mathcal{E}_2(\varphi, v)) \quad \text{where} \quad \mathcal{E}_2(\varphi, v) := (R_\varphi \circ \Delta^{-1} \circ \nabla \circ Q \circ R_{\varphi^{-1}})(v). \quad (43)$$

It follows from Lemma A.2 Proposition 3.1 and Corollary 3.1 and Corollary 3.2 that

$$\mathcal{E} : \mathcal{A}_{0,N,0}^{m,p} \times \mathcal{A}_{0,N,0}^{m,p} \to \mathcal{A}_{0,N,0}^{m,p} \times \mathcal{A}_{0,N,0}^{m,p}$$

and moreover

$$\mathcal{E}_2(\varphi, v) = (R_\varphi \circ \Delta^{-1} \circ R_{\varphi^{-1}}) \circ (R_\varphi \circ \nabla \circ Q \circ R_{\varphi^{-1}})(v). \quad (44)$$

Remark 4.2. Instead of (11), we could write

$$\mathcal{E}_2(\varphi, v) = (R_\varphi \circ \nabla \circ \Delta^{-1} \circ R_{\varphi^{-1}}) \circ (R_\varphi \circ Q \circ R_{\varphi^{-1}})(v).$$

In this form, however, the smoothness of the map $(\varphi, v) \mapsto (R_\varphi \circ \nabla \circ \Delta^{-1} \circ R_{\varphi^{-1}})(v)$, $\mathcal{A}_{0,N,0}^{m,p} \times \mathcal{A}_{1,N+1,-1}^{m-1,p} \to \mathcal{A}_{0,N,0}^{m,p}$, can not be easily deduced, so we have chosen to use (13), which requires $m > 3 + d/p$ (cf. Remark 3.3).

Recall from Section 3 that for $d = 2$ the elements of $\mathcal{A}_{1,N+1,-1}^{m,p}$ can have leading asymptotic terms of the form $c \chi(r) \log r$ with $c \neq 0$, and hence $\mathcal{A}_{1,N+1,-1}^{m,p}$ is not divergence free (Remark 3.4). However, we have
Lemma 4.2. For any \((\varphi, v) \in T(AD^{m,p}_{0,N,0})\) the component \(E_2(\varphi, v)\) in (43) lies in \(\tilde{A}^{m,p}_{1,N+1;1;1} \cap A^{m,p}_{0,N,0}\). In particular, it does not have a leading asymptotic term of the form \(c \chi(r) \log r\) with \(c \neq 0\).

Proof. We only need to consider the case when \(d = 2\). Take an arbitrary \((\varphi, v) \in AD^{m,p}_{0,N,0} \times A^{m,p}_{0,N,0}\). Then \(R_{\varphi^{-1}}(v) \in A^{m,p}_{0,N,0}\) and, by Lemma A.2

\[ Q \circ R_{\varphi^{-1}}(v) \in A^{m,p}_{2,N+2;2;2} \quad \text{and} \quad \nabla \circ Q \circ R_{\varphi^{-1}}(v) \in A^{m,p}_{3,N+3;3;3}. \]

Denote \(f := Q \circ R_{\varphi^{-1}}(v)\) and note that \(\nabla f \in A^{m,p}_{3,N+3;3} \subseteq L^1 \cap C^1\). As \(f \in A^{m,p}_{2,N+2;2;2}\),

\[ f(x) = O\left(\frac{1}{|x|^2}\right) \quad \text{as} \quad |x| \to \infty. \quad (45) \]

Now, consider the first component \(\frac{\partial f}{\partial x_1}\) of \(\nabla f\). As \(d(f(x_1, x_2) \, dx_2) = \frac{\partial f}{\partial x_1}(x_1, x_2) \, dx_1 \wedge dx_2\) we see from the Stokes’ theorem and (45) that for any \(R > 0\),

\[
\left| \int_{\{|x| \leq R\}} \frac{\partial f}{\partial x_1}(x_1, x_2) \, dx_1 \wedge dx_2 \right| = \left| \oint_{\{|x| = R\}} f(x_1, x_2) \, dx_2 \right| \leq 2\pi R \max_{\{|x| = R\}} |f| = O(1/R). 
\]

This implies that \(\int_{\mathbb{R}^2} (\partial f/\partial x_1) \, dx = 0\). Arguing in the same way as above we also conclude that \(\int_{\mathbb{R}^2} (\partial f/\partial x_2) \, dx = 0\). Hence, in view of the second statement of Proposition 3.4 the element \(\Delta^{-1}(\nabla \circ Q \circ R_{\varphi^{-1}}(v))\) does not have a leading asymptotic term of the form \(c \chi(r) \log r\) with \(c \neq 0\). This implies that \(\Delta^{-1}(\nabla \circ Q \circ R_{\varphi^{-1}}(v)) \in \tilde{A}^{m,p}_{1,N+1;1;1} \cap A^{m,p}_{0,N,0}\). As by Corollary 3.1 and Corollary 3.2 the right translation \(R_{\varphi}\) preserves the space \(\tilde{A}^{m,p}_{1,N+1;1;1} \cap A^{m,p}_{0,N,0}\), we conclude that \(E_2(\varphi, v) \in \tilde{A}^{m,p}_{1,N+1;1;1} \cap A^{m,p}_{0,N,0}\). \(\square\)

Remark 4.3. The statement of Lemma 4.2 can be also easily obtained from the commutative diagram in Remark 3.3.

In view of Lemma 4.2 for \(1 + \frac{d}{p} < m_0 \leq m\) consider the following closed subspace in \(A^{m,p}_{0,N,0}\),

\[
\tilde{A}^{m_0,p}_{1,N+1;1;1} := A^{m_0,p}_{1,N+1;1;1} \oplus \text{span} \left\{ u^j_k \mid 1 \leq j \leq s_k, \, \max\{1, d - 2\} \leq k \leq N \right\},
\]

where the functions \(u^j_k\) are defined in (11). Clearly,

\[
\tilde{A}^{m_0,p}_{1,N+1;1;1} \cap A^{m,p}_{0,N,0} \subseteq \tilde{A}^{m_0,p}_{1,N+1;1;1}.
\]

In this way we have

\[
E : AD^{m,p}_{0,N,0} \times A^{m,p}_{0,N,0} \to A^{m,p}_{0,N,0} \times \tilde{A}^{m,p}_{1,N+1;1;1} \subseteq A^{m,p}_{0,N,0} \times A^{m,p}_{0,N,0}, \quad (47)
\]

and hence represents a vector field on \(T(AD^{m,p}_{0,N,0}) = AD^{m,p}_{0,N,0} \times A^{m,p}_{0,N,0}\). In Section 6 we prove that (47) is real-analytic (see Theorem 6.1).
5 Smoothness of $\Delta_\varphi$ and its inverse

In this section we study the smoothness of the conjugate Laplace operator \((23)\) and its inverse (that appears as the first factorization term in formula \((44)\)) as a function of $\varphi \in AD_{0,N,0}^{m,p}$. This is used in Section 6 for the proof of the smoothness of the Euler vector field.

First, we prove

**Lemma 5.1.** For any $(\varphi, v) \in AD_{0,N,0}^{m,p} \times A_{1,N+1,0}^{m,p}$, we have $\Delta_\varphi(v) \in A_{3,N+3,-2}^{m-2,p}$ and the map

$$(\varphi, v) \mapsto \Delta_\varphi(v), \quad AD_{0,N,0}^{m,p} \times A_{1,N+1,0}^{m,p} \to A_{3,N+3,-2}^{m-2,p},$$

is real-analytic.

**Remark 5.1.** As the asymptotic group $AD_{0,N,0}^{m,p}$ is identified with an open set in $A_{0,N,0}^{m,p}$, it is a real-analytic manifold modeled on $A_{0,N,0}^{m,p}$. This allows us to talk about real-analytic maps on $AD_{0,N,0}^{m,p}$ and its tangent bundle (cf. \([18]\)).

**Proof.** As $m > 3 + \frac{d}{p}$, in view of the Sobolev embedding we have $A_{1,N+1,0}^{m,p} \subseteq C^2$. A direct computation shows that for any vector field $v \in C^1$ one has

$$(R_\varphi \circ \nabla \circ R_{\varphi^{-1}})(v) = [dv] \cdot [d\varphi]^{-1}$$

(48)

and

$$(R_\varphi \circ \text{div} \circ R_{\varphi^{-1}})(v) = \text{tr} \left( [dv] \cdot [d\varphi]^{-1} \right).$$

(49)

It follows from (48), (49), and Lemma 5.2 below that

$$(\varphi, v) \mapsto (\varphi, (R_\varphi \circ \nabla \circ R_{\varphi^{-1}})(v)), \quad AD_{0,N,0}^{m,p} \times A_{1,N+1,0}^{m,p} \to A_{0,N,0}^{m,p} \times A_{2,N+2,-1}^{m-1,p},$$

(50)

and

$$(\varphi, v) \mapsto (R_\varphi \circ \text{div} \circ R_{\varphi^{-1}})(v), \quad AD_{0,N,0}^{m,p} \times A_{2,N+2,-1}^{m-1,p} \to A_{3,N+3,-2}^{m-2,p}$$

(51)

are real-analytic maps. Finally, by composing (50) and (51) and then, using $\Delta = \text{div} \circ \nabla$, we prove the statement of the Lemma.

In the proof of Lemma 5.1 we used the following

**Lemma 5.2.** Assume that $1 + \frac{d}{p} < m_0 \leq m$, $n \geq 0$, $l \geq -n$. Then the map,

$$(\varphi, v) \mapsto (R_\varphi \circ \nabla \circ R_{\varphi^{-1}})(v), \quad AD_{0,N,0}^{m,p} \times A_{n,N+n+l}^{m,p} \to A_{n+1,N+n+1;l-1}^{m-1,p},$$

(52)

is real-analytic.

**Proof.** In view of Lemma A.3 in Appendix A we have $[d\varphi]^{-1} = \text{Id} + T(\varphi)$ where $\varphi \mapsto T(\varphi)$, $AD_{0,N,0}^{m,p} \to A_{n,N+1;1}^{m,p}$, is a real-analytic map. For any $v \in A_{n,N+n+l}^{m,p}$ we have that $[dv] \in A_{n+1,N+n+1;l-1}^{m-1,p}$ by Lemma A.2, and

$$[dv] \cdot [d\varphi]^{-1} = [dv] + [dv] \cdot T(\varphi).$$
In view of Lemma \( \text{A.2} \) (d),

\[
[\text{d}v] \cdot T(\varphi) \in A^{m_0-1,p}_{n+2,N-n+2,\ell-2} \subseteq A^{m_0-1,p}_{n+1,N+n+1,\ell-1},
\]

where we set \( N^- = N - 1 \). Hence, \([\text{d}v] \cdot [\text{d}\varphi]^{-1} \in A^{m_0-1,p}_2\). In view of the boundedness of the involved multi-linear maps we see that \( \text{(52)} \) is real analytic.

In view of Lemma \( \text{5.1} \) and Corollary \( \text{3.2} \) we have

**Corollary 5.1.** For any \( \varphi \in AD_{0,N;0}^{m,p} \), we have \( \Delta_\varphi(\hat{A}_{1,N+1;1}^{m,p}) \subseteq A^{m-2,p}_{3,N+3;3} \) and the map

\[
(\varphi,v) \mapsto \Delta_\varphi(v), \quad AD_{0,N;0}^{m,p} \times \hat{A}_{1,N+1;1}^{m,p} \to A^{m-2,p}_{3,N+3;3}
\]

is real-analytic.

**Proof.** In view of Corollary \( \text{5.1} \)

\[
(\varphi,v) \mapsto \Delta_\varphi(v), \quad AD_{0,N;0}^{m,p} \times \hat{A}_{1,N+1;1}^{m,p} \to A^{m-2,p}_{3,N+3;3} \subseteq A^{m-2,p}_{3,N+3;2},
\]

where \( A^{m-2,p}_{3,N+3;3} \) is a closed subspace in \( A^{m-2,p}_{3,N+3;2} \). The statement of the Corollary then follows as, by Lemma \( \text{5.1} \), the map

\[
(\varphi,v) \mapsto \Delta_\varphi(v), \quad AD_{0,N;0}^{m,p} \times A_{1,N+1;0}^{m,p} \to A^{m-2,p}_{3,N+3;2},
\]

is real-analytic and the inclusion \( \hat{A}_{1,N+1;1}^{m,p} \subseteq A_{1,N+1;0}^{m,p} \) is bounded. \( \Box \)

Now, consider the map

\[
D : AD_{0,N;0}^{m,p} \times A_{3,N+3;3}^{m-2,p} \to \hat{A}_{1,N+1;1}^{m,p}, \quad (\varphi,v) \mapsto (R_\varphi \circ \Delta^{-1} \circ R_{\varphi^{-1}})(v).
\]

We have

**Proposition 5.1.** The map \( \text{D} \) is real-analytic.

**Proof.** Denote \( E := \hat{A}_{1,N+1;1}^{m,p} \) and \( F := A_{3,N+3;3}^{m-2,p} \). Let \( \text{GL}(E,F) \) be the set of linear isomorphisms \( G : E \to F \) inside the Banach space \( L(E,F) \) of bounded linear maps \( E \to F \) equipped with the uniform norm. Using Neumann series one easily sees that \( \text{GL}(E,F) \) is an open set in \( L(E,F) \) and that the map

\[
G \to G^{-1}, \quad \text{GL}(E,F) \to \text{GL}(F,E)
\]

is real-analytic. It follows from Corollary \( \text{3.3} \) that the map

\[
\varphi \mapsto \Delta_\varphi, \quad AD_{0,N;0}^{m,p} \to \text{GL}(E,F) \subseteq L(E,F)
\]

is well-defined. Note that \( \Delta_\varphi = (D_2\mathcal{C})(\varphi,0) \) where \( \mathcal{C}(\varphi,v) := \Delta_\varphi(v) \) is the map in Corollary \( \text{5.1} \) and \( D_2 \) denotes the partial derivative of this map with respect to the second argument at the point \( (\varphi,0) \). This together with Corollary \( \text{5.1} \) then implies that the map \( \text{(54)} \) is real-analytic. Composing the map \( \text{(54)} \) with \( \text{(53)} \) and using that \( (\Delta_\varphi)^{-1} = R_\varphi \circ \Delta^{-1} \circ R_{\varphi^{-1}} \) we conclude that the map

\[
\varphi \mapsto R_\varphi \circ \Delta^{-1} \circ R_{\varphi^{-1}}, \quad AD_{0,N;0}^{m,p} \to \text{GL}(F,E) \subseteq L(F,E)
\]

is real-analytic. This completes the proof of the Proposition. \( \Box \)
6 Smoothness of the Euler vector field

In this section we prove Theorem 6.1, which states that the Euler vector field defined in Section 4 is real-analytic.

It follows from Lemma A.2 (c) and (d') that the map

\[ Q : u \mapsto \text{tr} \left( |du|^2 \right), \quad \mathcal{A}_{0,N;0}^{m,p} \to \mathcal{A}_{2,N+2;0}^{m-1,p} \]

is real-analytic. Now we prove the following.

Lemma 6.1. For any \((\varphi, v) \in \mathcal{A}D_{0,N;0}^{m,p} \times \mathcal{A}_{0,N;0}^{m,p}\) we have \((R_\varphi \circ Q \circ R_{\varphi^{-1}})(v) \in \mathcal{A}_{2,N+2;0}^{m-1,p}\) and the map

\[ (\varphi, v) \mapsto (R_\varphi \circ Q \circ R_{\varphi^{-1}})(v), \quad \mathcal{A}D_{0,N;0}^{m,p} \times \mathcal{A}_{0,N;0}^{m,p} \to \mathcal{A}_{2,N+2;0}^{m-1,p} \]

is real-analytic.

Proof. In view of the Sobolev embedding, we have \(\mathcal{A}_{0,N;0}^{m,p} \subseteq C^2\). For any vector field \(v \in \mathcal{A}_{0,N;0}^{m,p}\) and for any \(\varphi \in \mathcal{A}D_{0,N;0}^{m,p}\) we have

\[ (R_\varphi \circ Q \circ R_{\varphi^{-1}})(v) = R_\varphi \circ \text{tr} \left( \left[ (\nabla \circ R_{\varphi^{-1}})(v) \right]^2 \right) = \text{tr} \left( \left[ (R_\varphi \circ \nabla \circ R_{\varphi^{-1}})(v) \right]^2 \right). \]

This, together with Lemma 5.2 and Lemma A.2 (d') in Appendix A then completes the proof of the Lemma.

Now, consider the map

\[ B : \mathcal{A}D_{0,N;0}^{m,p} \times \mathcal{A}_{0,N;0}^{m,p} \to \mathcal{A}D_{0,N;0}^{m,p} \times \mathcal{A}_{2,N+2;0}^{m-2,p}, \quad (\varphi, v) \mapsto \left( \varphi, (R_\varphi \circ \nabla \circ Q \circ R_{\varphi^{-1}})(v) \right), \quad (56) \]

and note that, by Corollary 3.1 \((R_\varphi \circ \nabla \circ Q \circ R_{\varphi^{-1}})(v) = (R_\varphi \circ \nabla \circ R_{\varphi^{-1}}) \circ (R_\varphi \circ Q \circ R_{\varphi^{-1}})(v)\).

It follows from Lemma 5.2 that the map

\[ (\varphi, v) \mapsto (R_\varphi \circ \nabla \circ R_{\varphi^{-1}})(v), \quad \mathcal{A}D_{0,N;0}^{m,p} \times \mathcal{A}_{2,N+2;0}^{m-1,p} \to \mathcal{A}_{3,N+3;0}^{m-2,p} \]

is real-analytic. Combining this with Lemma 6.1 we get

Proposition 6.1. The map \((56)\) is real-analytic.

By \((13)\) the Euler vector field \((13)\) defined in Section 4 is decomposed as

\[ \mathcal{E}(\varphi, v) = (v, (\mathcal{D} \circ B)(\varphi, v)). \]

This together with Proposition 5.1, Proposition 6.1, and Lemma A.2 then implies

Corollary 6.1. The map

\[ \mathcal{E} : \mathcal{A}D_{0,N;0}^{m,p} \times \mathcal{A}_{0,N;0}^{m,p} \to \mathcal{A}_{0,N;0}^{m,p} \times \mathcal{A}_{1,N;0}^{m,p} \]

is real-analytic. (We refer to \((16)\) for the definition of \(\mathcal{A}_{1,N;0}^{m,p} \)).

In view of the boundedness of \(\mathcal{A}_{1,N;0}^{m,p} \subseteq \mathcal{A}_{0,N;0}^{m,p}\) we finally have

Theorem 6.1. The Euler vector field

\[ \mathcal{E} : \mathcal{A}D_{0,N;0}^{m,p} \times \mathcal{A}_{0,N;0}^{m,p} \to \mathcal{A}_{0,N;0}^{m,p} \times \mathcal{A}_{0,N;0}^{m,p} \]

is real-analytic.
7 Proof of Theorem 1.1 and Proposition 1.1

Assume that \( u \in C^0([0,T],A^m_{0,N,0}) \cap C^1([0,T],A^{m-1,p}_{0,N,0}) \) is a solution of equation (40). Then, in view of Proposition 2.1, there exists a unique solution \( \varphi \in C^1([0,T],AD^m_{0,N,0}) \), of the equation \( \dot{\varphi} = u \circ \varphi, \varphi|_{t=0} = \text{id} \). Denote \( v := \dot{\varphi} \). Then,
\[
(\varphi, v) \in C^0([0,T], T(AD^m_{0,N,0})).
\] (57)

We will prove that, in fact, this curve is \( C^1 \)-smooth and that it is the integral curve of the Euler vector field \( \mathcal{E} \) on \( T(AD^m_{0,N,0}) \): In view of the Sobolev embedding \( A^{m-1,p}_{0,N,0} \subseteq C^1 \) and \( u \in C^1([0,T], A^{m-1,p}_{0,N,0}) \) we conclude that \( u, \varphi \in C^1([0,T] \times \mathbb{R}^d, \mathbb{R}^d) \). Since \( v(t,x) = u(t, \varphi(t,x)) \), we have
\[
v_t = u_t \circ \varphi + [du] \circ \varphi \cdot \dot{\varphi} = (u_t + u \cdot \nabla u) \circ \varphi,
\]
where \( v_t \) stands for the point-wise partial derivative \( v(t,x) \). In view of (40) and (41), we then obtain
\[
v_t = (R_\varphi \circ \Delta^{-1} \circ \nabla \circ Q \circ R_{\varphi^{-1}})(v) = \mathcal{E}_2(\varphi, v).
\] By a point-wise integration with respect to \( t \) we then have
\[
v(t,x) = u_0(x) + \int_0^t \mathcal{E}_2(\varphi, v)|_{(s,x)} \, ds.
\] (58)

Now, it follows from (57) and Theorem 6.1 that the curve \( s \mapsto \mathcal{E}_2(\varphi(s), v(s)), [0,T] \to A^{m,p}_{0,N,0} \), is continuous. Hence, the integral in (58) converges in \( A^{m,p}_{0,N,0} \) and \( v(t) = u_0 + \int_0^t \mathcal{E}_2(\varphi(s), v(s)) \, ds \) holds in \( A^{m,p}_{0,N,0} \). This implies that \( v \in C^1([0,T], A^{m,p}_{0,N,0}) \) and \( \dot{v} = \mathcal{E}_2(\varphi, v) \). Hence, \( (\varphi, v) \in C^1([0,T], T(AD^m_{0,N,0})) \) is the integral curve of the dynamical system,
\[
\begin{cases}
(\dot{\varphi}, \dot{v}) = (v, \mathcal{E}_2(\varphi, v)) \equiv \mathcal{E}(\varphi, v), \\
(\varphi, v)|_{t=0} = (\text{id}, u_0), \quad u_0 \in A^{m,p}_{0,N,0}.
\end{cases}
\] (59)

Conversely, one easily confirms, by using Lemma 4.1 and the fact that the solutions \( (\varphi, v) \) of (59) satisfy \( v = \dot{\varphi} \), that any solution \( (\varphi, v) \in C^1([0,T], T(AD^m_{0,N,0})) \) of (59) produces a solution \( u := R_{\varphi^{-1}}v \) of equation (40). Note that, by Theorem 2.1, we have \( u \in C^0([0,T], A^{m,p}_{0,N,0}) \cap C^1([0,T], A^{m-1,p}_{0,N,0}) \). In this way, we proved

**Lemma 7.1.** The map
\[
(\varphi, v) \mapsto R_{\varphi^{-1}}v, \quad C^1([0,T], T(AD^m_{0,N,0})) \to C^0([0,T], A^{m,p}_{0,N,0}) \cap C^1([0,T], A^{m-1,p}_{0,N,0})
\]
gives a bijective correspondence between solutions of the dynamical system (59) and the solutions of equation (40) in \( C^0([0,T], A^{m,p}_{0,N,0}) \) \cap C^1([0,T], A^{m-1,p}_{0,N,0}) \).

Combining Lemma 7.1 with Lemma 4.1 we have

**Proposition 7.1.** The map
\[
(\varphi, v) \mapsto R_{\varphi^{-1}}v, \quad C^1([0,T], T(AD^m_{0,N,0})) \to C^0([0,T], \hat{A}^{m,p}_{0,N,0}) \cap C^1([0,T], \hat{A}^{m-1,p}_{0,N,0})
\]
gives a bijective correspondence between solutions of the dynamical system (59) with \( u_0 \in \hat{A}^{m,p}_{0,N,0} \) and the solutions of the Euler equation (1) in \( C^0([0,T], \hat{A}^{m,p}_{0,N,0}) \cap C^1([0,T], \hat{A}^{m-1,p}_{0,N,0}) \).
Proof of Theorem 1.1. The Theorem follows directly from Theorem 6.1 Proposition 7.1 and the existence and uniqueness theorem of solutions of an ODE in a Banach space (24). We also use that the solutions of (40) (and hence (11)) admit the symmetry group \( u \mapsto u_c \) where \( u_c(t) := c u(ct), c > 0 \). □

Proof of Proposition 1.1. Let \( u \in C^0([0, T], \mathcal{A}^m_{0,N,0}) \cap C^1([0, T], \mathcal{A}^{m-1}_{0,N,0}) \) be the solution of the Euler equation (1) given by Theorem 1.1. Then, by Lemma 1.1, \( u \) is a solution of

\[ u_t + u \cdot \nabla u = \Delta^{-1} \circ \nabla \circ Q(u), \quad u|_{t=0} = u_0. \quad (60) \]

Note that by Lemma 1.4 Corollary 3.1 and Corollary 3.2 the right hand side of (60) belongs to the closed subspace \( \tilde{\mathcal{A}}^m_{1,N,-1} \) in \( \mathcal{A}^m_{0,N,0} \) defined in (46). Moreover, by Lemma A.2 and Proposition 5.1 the map \( t \mapsto \Delta^{-1} \circ \nabla \circ Q(u(t)), [0, T] \to \tilde{\mathcal{A}}^m_{1,N,-1} \), is continuous with respect to the norm in \( \mathcal{A}^m_{0,N,0} \). Similarly, by Lemma A.2 the composed map \( t \mapsto u(t) \cdot \nabla u(t), [0, T] \to \mathcal{A}^{m-1}_{1,N+1,-1} \subseteq \mathcal{A}^m_{1,N,-1} \), is continuous and the space \( \mathcal{A}^{m-1}_{1,N,-1} \) is closed in \( \mathcal{A}^{m-1}_{0,0} \). By integrating (60) in \( \mathcal{A}^{m-1}_{0,0} \) and by using that \( \tilde{\mathcal{A}}^m_{1,N,-1} \) is closed in \( \mathcal{A}^m_{0,N,0} \) we conclude that for any \( t \in [0, T] \) we have \( u(t) - u_0 \in \tilde{\mathcal{A}}^m_{1,N,-1} \). As \( u \in C^0([0, T], \mathcal{A}^m_{0,N,0}) \) we then conclude from (46) that for any \( t \in [0, T] \),

\[ u(t) - u_0 \in \mathcal{A}^m_{1,N,-1} \oplus \text{span} \{ u^j_k \mid 1 \leq j \leq s_k, \ \text{max}\{1, d-2\} \leq k \leq N \} \quad (61) \]

where the functions \( u^j_k \) are defined in (11). The statement of the Proposition 1.1 now follows directly from (61) and (11). A final remark needed is that the space of homogeneous harmonic polynomials of degree \( l \geq 0 \) (when restricted to the sphere \( S^{d-1} \)) coincides with the eigenspace of the “positive” Laplace-Beltrami operator \( -\Delta_S \) with eigenvalue \( \mu_l = l(k + d - 2) \) (see e.g. [32]). □

Non-triviality of the conserved quantities. Let us now discuss the non-triviality of the conservation laws (41) appearing in Proposition 1.1. For simplicity, we consider the case \( d = 2 \). Take \( 0 \leq k \leq N \) and consider the Hamiltonian \( H := a(\phi)(\log r)^k \chi(r)/r^{k-1} \), where \( a \) is a \( C^\infty \)-smooth, real-valued function of \( \phi \in \mathbb{R}/\pi \mathbb{Z} \). Let \( u \) be the Hamiltonian vector field corresponding to \( H \):

\[ u = \left( -H_y, H_x \right) = \chi(r) \left( a_{k-1}^{k-1}(\phi)(\log r)^{k-1} + a_k^0(\phi)(\log r)^k \right) + f, \]

where \( f \) has compact support and

\[ a_k^0(\phi) = \left( -a'(\phi) \cos \phi + (k-1)a(\phi) \sin \phi, -a'(\phi) \sin \phi - (k-1)a(\phi) \cos \phi \right), \]

with \( a' = da/d\phi \). Clearly, \( u \in \mathcal{A}^m_{0,N,0} \). Now, if we identify real 2-vectors with complex numbers and denote by \( \sum_{l \in \mathbb{Z}} \hat{a}_l e^{-i\phi} \) the Fourier series of \( a(\phi) \), we obtain

\[ a_k^0(\phi) = -a'(\phi) \cos \phi + (k-1)a(\phi) \sin \phi \quad \text{and} \quad a_k^0(\phi) \sin \phi \quad \text{and} \quad (k-1) \cos \phi \]

\[ = \left( a'(\phi) + i(k-1)a(\phi) \right) e^{i\phi} \]

\[ = -i \sum_{l \in \mathbb{Z}} (l + k - 2) \hat{a}_{l+1} e^{i\phi}. \]
In particular, we see that if $h$ is a homogeneous harmonic polynomial of degree $l \notin \{2-k,k\}$ then the integral $\varphi$ is a non-vanishing linear function of the Fourier coefficients $\hat{a}_{l-1}$ and $\hat{a}_{-l-1}$ of $a(\phi)$.

## 8 Asymptotic groups and asymptotic ODEs

In this section we prove Proposition 2.1 stated in Section 2.

**Proof of Proposition 2.1.** Assume that $0 \leq n \leq N$, $-n \leq \ell \leq 0$. Take $u \in C^0([0,T],A_{n,N;\ell}^{m,p})$ and consider the differential equation,

$$\dot{\varphi}(t) = u(t) \circ \varphi(t).$$  

(62)

First, note that in view of Theorem 2.1 the map $g(t,\varphi) := u(t) \circ \varphi$, $g : [0,T] \times AD_{n,N;\ell}^{m-1,p} \to \mathcal{A}_{n,N;\ell}^{m-1,p}$ and its partial derivative with respect to the second argument $D_2g : [0,T] \times AD_{n,N;\ell}^{m-1,p} \to \mathcal{L}(\mathcal{A}_{n,N;\ell}^{m-1,p},\mathcal{A}_{n,N;\ell}^{m-1,p})$ are continuous maps. This implies that $g$ is locally Lipschitz with respect to the second argument in $[0,T] \times AD_{n,N;\ell}^{m-1,p}$. In particular, by the existence and uniqueness theorem of solutions of an ODE in a Banach space, for any given $\tau \in [0,T]$ there exist an open neighborhood $U(\tau)$ of $\tau$ in $[0,T]$ and an open neighborhood $V(id)$ of the identity $id$ in $AD_{n,N;\ell}^{m-1,p}$ so that for any $t_0 \in U(\tau)$ there exists a unique solution $\varphi \in C^1(U(\tau),AD_{n,N;\ell}^{m-1,p})$ of (62) with initial condition $\varphi|_{t=t_0} = id$. Now, using the invariance of (62) with respect to right-translations as well as the fact that the right translation $R_{\phi_0} : AD_{n,N;\ell}^{m-1,p} \to AD_{n,N;\ell}^{m-1,p}$ for a fixed element $\phi_0 \in AD_{n,N;\ell}^{m-1,p}$ is a $C^\infty$-smooth map, we see that for any $t_0 \in U(\tau)$ and for any $\phi_0 \in AD_{n,N;\ell}^{m-1,p}$, equation (62) with initial condition $\varphi|_{t=t_0} = \phi_0$ has a unique solution $\varphi \in C^1(U(\tau),AD_{n,N;\ell}^{m-1,p})$. This, together with the compactness of the interval $[0,T]$, implies that (62) with initial condition $\varphi|_{t=0} = id$ has a unique solution,

$$\varphi \in C^1([0,T],AD_{n,N;\ell}^{m-1,p}).$$  

(63)

Further, we will use a bootstrap argument to show that this solution in fact lies in the space $C^1([0,T],AD_{n,N;\ell}^{m,p})$. As $\varphi \in C^1([0,T],AD_{n,N;\ell}^{m-1,p})$ satisfies (62) with initial condition $\varphi|_{t=0} = id$, we obtain by applying $\partial/\partial x_k$, $k = 1, ..., d$, to (62),

$$\begin{cases} [d\varphi]^* = [du] \circ \varphi \cdot [d\varphi], \\
[d\varphi]|_{t=0} = Id,
\end{cases}$$  

(64)

where by Theorem 2.1

$$A := [du] \circ \varphi \in C^0([0,T],\mathcal{A}_{n+1,N+1;\ell-1}^{m-1,p}),$$  

(65)

and

$$[dw] = [d\varphi] - Id \in C^1([0,T],\mathcal{A}_{n+1,N+1;\ell-1}^{m-2,p}),$$  

(66)

where $\varphi(x) = x + w(x)$, $w \in \mathcal{A}_{n,N;\ell}^{m-1,p}$. In view of (65) and the Banach algebra property of the space $\mathcal{A}_{n+1,N+1;\ell-1}^{m-1,p}$, the equation $[v]^* = A(t) \cdot [v] + A(t)$ with initial condition $[v]|_{t=0} = 0$ is a linear ODE in the Banach space $\mathcal{A}_{n+1,N+1;\ell-1}^{m-1,p}$. This implies that there exists a unique solution $[v] \in C^1([0,T],\mathcal{A}_{n+1,N+1;\ell-1}^{m-1,p})$. This together with (64) and (66) then implies that,

$$[dw] \in C^1([0,T],\mathcal{A}_{n+1,N+1;\ell-1}^{m-1,p}).$$  

(67)
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Applying the divergence operator div to the rows of this matrix we see that
\[ \Delta w \in C^1([0,T], \mathcal{A}^{m-2,p}_{n+2,N+2,t-2}). \]

This together with [27 Proposition B.4] and Remark 3.3 implies that \( w \in C^1([0,T], \mathcal{A}^{m,p}_{n,N,t}). \)

Comparing this with (63) we finally see that \( w \in C^1([0,T], \mathcal{A}^{m,p}_{n,N,t}). \) This completes the proof of the Proposition. \( \square \)

**Proof of Corollary 2.2** Let \( M_{d \times d} \) be the linear space of \( d \times d \) matrices. In view of the Sobolev embedding \( \mathcal{A}^{m-1,p}_{n+1,N+1,t-1} \subseteq C^0 \), we see from (63) and (67) that for any given \( x \in \mathbb{R}^d \), \([d\varphi](t,x) \in C^1([0,T], M_{d \times d})\) is the fundamental matrix of the linear system \( \dot{X} = A(t,x)X \), \( X|_{t=0} = \text{Id} \), where \( A(t,x) := [du](t,\varphi(t,x)). \) Since \( \text{div} u(t) = 0 \) for any \( t \in [0,T] \), we see from the Wronskian identity that for any \( t \in [0,T] \) we have
\[
\det[d\varphi](t,x) = e^{\int_0^t \text{tr}[du](s,\varphi(s,x)) \, ds} = e^{\int_0^t (\text{div} u)(s,\varphi(s,x)) \, ds}.
\]

As \( \text{div} u \equiv 0 \), we conclude that for any \( t \in [0,T] \) we have \( \det[d\varphi](t,x) = 1 \). This, together with Proposition 2.1 then implies that \( \varphi \in \hat{AD}^{m,p}_{n,N,t}. \) \( \square \)

### 9 Volume preserving asymptotic diffeomorphisms

Recall from Section 2 that
\[ \hat{AD}^{m,p}_{0,N,0} = \{ \varphi \in AD^{m,p}_{0,N,0} \mid \forall x \in \mathbb{R}^d, \det[d_x \varphi] = 1 \} \]
is the subgroup of volume preserving diffeomorphisms in \( AD^{m,p}_{0,N,0} \). Clearly, \( \hat{AD}^{m,p}_{0,N,0} \) is a closed set in \( AD^{m,p}_{0,N,0} \) and it is a topological subgroup with respect to the topology inherited from \( AD^{m,p}_{0,N,0} \). Moreover, by Lemma A.2 the map
\[ \varphi \mapsto \det[d\varphi] - 1, \quad AD^{m,p}_{0,N,0} \to A^{m-1,p}_{1,N+1,t-1}, \]
is a polynomial map, and hence \( \hat{AD}^{m,p}_{0,N,0} \) is a real analytic subvariety in \( AD^{m,p}_{0,N,0} \). We will prove that, in fact, \( \hat{AD}^{m,p}_{0,N,0} \) is a real-analytic submanifold in \( AD^{m,p}_{0,N,0} \). More specifically, we prove

**Theorem 9.1.** (a) \( \hat{AD}^{m,p}_{0,N,0} \) is a real-analytic submanifold in \( AD^{m,p}_{0,N,0} \);

(b) For any \( \varphi \in \hat{AD}^{m,p}_{0,N,0} \) the tangent space \( T_{\varphi}(\hat{AD}^{m,p}_{0,N,0}) \) to \( \hat{AD}^{m,p}_{0,N,0} \) at \( \varphi \) coincides with \( \langle \varphi, R_{\varphi}(\hat{AD}^{m,p}_{0,N,0}) \rangle \) where \( R_{\varphi}(\hat{AD}^{m,p}_{0,N,0}) \) is the image of the right-translation \( R_{\varphi} : \hat{AD}^{m,p}_{0,N,0} \to A^{m,p}_{0,N,0} \);

(c) The Euler vector field \( \mathcal{E} \) is tangent to the submanifold \( T(\hat{AD}^{m,p}_{0,N,0}) \) in \( T(AD^{m,p}_{0,N,0}) \).

Before proving this Theorem let us first discuss the *exponential map* of the spray \( \mathcal{E} \). As \( \mathcal{E} \) is a real analytic vector field on \( T(AD^{m,p}_{0,N,0}) \), we see from the existence and uniqueness theorem of solutions of an analytic ODE in a Banach space (see e.g. [13 Theorem 10.8.1, Theorem 10.8.2]) that
there exists an open neighborhood $U$ of zero in $A_{0,N,0}^{m,p}$ such that for any initial data $(\varphi,v)|_{t=0} = (id,u_0)$ the ODE

$$(\dot{\varphi}, \dot{v}) = \mathcal{E}(\varphi, v) \equiv (v, \mathcal{E}_2(\varphi, v))$$

has a unique real-analytic solution $(-2, 2) \to AD_{0,N,0}^{m,p} \times A_{0,N,0}^{m,p}$, $t \mapsto (\varphi(t; u_0), v(t; u_0))$, so that the map

$$(-2, 2) \times U \to AD_{0,N,0}^{m,p} \times A_{0,N,0}^{m,p}, \quad (t, u_0) \mapsto (\varphi(t; u_0), v(t; u_0)),$$  

(70)

is real analytic. Here we use that the solutions of (69) admit the symmetry group $(\varphi, v) \mapsto (\varphi_c, v_c)$ where $\varphi_c(t) := \varphi(ct)$ and $v_c(t) := c \cdot v(ct)$, $c > 0$. Now, consider the exponential map of $\mathcal{E}$,

$$\text{Exp}_E : U \to AD_{0,N,0}^{m,p}, \quad u_0 \mapsto \varphi(1; u_0),$$

(71)

that, by the discussion above, is real analytic. By the discussed symmetry, for any $t \in (-2, 2)$ one has $\text{Exp}_E(t u_0) = \varphi(t)$. This implies that $d_0 \text{Exp}_E = \text{id}_{A_{0,N,0}^{m,p}}$. Shrinking the neighborhood $U$ if necessary, we obtain from the inverse function theorem the following

Proposition 9.1. There exists an open neighborhood $U$ of zero in $A_{0,N,0}^{m,p}$, and an open neighborhood $V$ of id in $AD_{0,N,0}^{m,p}$ so that $\text{Exp}_E : U \to V$ is a real analytic diffeomorphism.

Further, we prove

Proposition 9.2. For any $u_0 \in U \cap \hat{A}_{0,N,0}^{m,p}$ we have $\text{Exp}_E(u_0) \in \hat{A}D_{0,N,0}^{m,p}$ and the map

$$\text{Exp}_E : U \cap \hat{A}_{0,N,0}^{m,p} \to V \cap \hat{A}D_{0,N,0}^{m,p}.$$  

(72)

is a real analytic diffeomorphism.

Remark 9.1. In particular, we see that for any $u_0 \in U \cap \hat{A}_{0,N,0}^{m,p}$ the map $t \mapsto \varphi(t; u_0) = \text{Exp}_E(t u_0)$, $(-2, 2) \to AD_{0,N,0}^{m,p}$, is real analytic (cf. [18 19 30 77]).

Proof of Proposition 9.2. Take $u_0 \in U \cap \hat{A}_{0,N,0}^{m,p}$ and let $(\varphi,v)$ be the solution of (69) discussed above. In view of Proposition 7.1 the curve $u := R_{\varphi}^{-1} v$ lies in $C^0([0,1], \hat{A}_{0,N,0}^{m,p}) \cap C^1([0,1], \hat{A}_{0,N,0}^{m-1,p})$. As by (69) one has $v = \dot{\varphi}$, we obtain that $\varphi \in C^1([0,1], AD_{0,N,0}^{m,p})$ satisfies $\dot{\varphi} = u \circ \varphi$, $\varphi|_{t=0} = \text{id}$. Then, Corollary 2.2 implies that $\varphi \in C^1([0,1], AD_{0,N,0}^{m,p})$. Hence, $\text{Exp}_E(u_0) = \varphi(1; u_0) \in \hat{A}D_{0,N,0}^{m,p}$. We will prove Proposition 9.2 by showing that (72) is onto. Due to Proposition 9.1 it suffices to show that if $u_0 \in U \setminus \hat{A}_{0,N,0}^{m,p}$ then $\text{Exp}_E(u_0) \notin \hat{A}D_{0,N,0}^{m,p}$. Take $u_0 \in U \setminus \hat{A}_{0,N,0}^{m,p}$ and let $(\varphi,v)$ be the solution of (69). By Lemma 7.1 the curve $u := R_{\varphi} v \in C^0([0,1], A_{0,N,0}^{m,p}) \cap C^1([0,1], A_{0,N,0}^{m-1,p})$ satisfies equation (10). Using that $\Delta^{-1}$ and $\nabla$ commute (Remark 3.3) we see that $u$ satisfies $u_t + u \cdot \nabla u = \nabla \Delta^{-1} \circ Q(u)$. Applying div to the both hand sides of this equality we conclude from (30) that $(\text{div} u)|_t + u \cdot \nabla (\text{div} u) = 0$. This implies that for any $x \in \mathbb{R}^d$ and for any $t \in [0,1]$, $(\text{div} u)(t, \varphi(t,x)) = (\text{div} u_0)(x)$. Then, in view of the Wronskian identity (68) we conclude that $\text{det}(d_0 \varphi)(t,x) = e^{(\text{div} u_0)(x)}$, which implies that $\text{Exp}_E(u_0) \notin \hat{A}D_{0,N,0}^{m,p}$. Now, as mentioned above, the ontoness of (72) follows from Proposition 9.1. □
Proof of Theorem 9.1. (a) In view of Proposition 9.1 and Proposition 9.2 \( \mathcal{U} \cap \hat{A}_0^{m,p} \) is diffeomorphic to \( U \cap \hat{A}_0^{m,p} \) and hence it is a submanifold in an open neighborhood of \( id \) in \( \hat{A}_0^{m,p} \). The general case then follows as for any given \( \psi \in \hat{A}_0^{m,p} \) the right translation \( R_\psi : \hat{A}_0^{m,p} \rightarrow \hat{A}_0^{m,p} \) is a diffeomorphism.3

(b) The discussion above implies that \( T_id(\hat{A}_0^{m,p} \cap \hat{A}_0^{m,p}) = \hat{A}_0^{m,p} \). As above, the general case follows as for any given \( \psi \in \hat{A}_0^{m,p} \), the right translation \( R_\psi : \hat{A}_0^{m,p} \rightarrow \hat{A}_0^{m,p} \) is a diffeomorphism.

(c) For any \( u_0 \in \hat{A}_0^{m,p} \) consider the solution \( (\varphi, v) \in C^1([0, 1], T(\hat{A}_0^{m,p} \cap \hat{A}_0^{m,p})) \) of (69) with initial data \( (\varphi, u_0) \). Arguing as in the proof of Proposition 9.2, we conclude from Proposition [7,1] and Corollary 2.2 that \( \varphi \in C^1([0, 1], \hat{A}_0^{m,p}) \). In particular, \( v = \varphi \in C^0([0, 1], \hat{A}_0^{m,p}) \). Recalling that \( (\varphi, v) \in C^1([0, 1], T(\hat{A}_0^{m,p} \cap \hat{A}_0^{m,p})) \) we see that \((\varphi, v) \in C^1([0, 1], T(\hat{A}_0^{m,p} \cap \hat{A}_0^{m,p})) \). This implies that for any \( u_0 \in \hat{A}_0^{m,p} \), \( \mathcal{E}(\text{id}, u_0) = \frac{d}{dt}|_{t=0}(\varphi, v) \) is tangent to the submanifold \( T(\hat{A}_0^{m,p} \cap \hat{A}_0^{m,p}) \) in \( T(\hat{A}_0^{m,p} \cap \hat{A}_0^{m,p}) \). Before considering the general case, note that for any \( \psi \in \hat{A}_0^{m,p} \) and for any \( (\varphi, v) \in T(\hat{A}_0^{m,p} \cap \hat{A}_0^{m,p}) \), \( \mathcal{E}(R_{\psi_0}\varphi, R_{\psi_0}v) = R_{\psi_0}(\mathcal{E}(\varphi, v)) \), where \( R_{\psi_0}(\varphi, w) := (R_{\psi_0}\varphi, R_{\psi_0}w) \). Now, take an arbitrary \( (\varphi_0, v_0) \in T(\hat{A}_0^{m,p} \cap \hat{A}_0^{m,p}) \). In view of (b), we have that \( v_0 = R_{\psi_0}u_0 \) for some \( u_0 \in \hat{A}_0^{m,p} \). In view of the invariance of \( \mathcal{E} \) discussed above, \( \mathcal{E}(\varphi_0, v_0) = R_{\psi_0}(\mathcal{E}(\text{id}, u_0)) \). The vector \( R_{\psi_0}(\mathcal{E}(\text{id}, u_0)) \) is tangent to \( T(\hat{A}_0^{m,p} \cap \hat{A}_0^{m,p}) \) as \( \mathcal{E}(\text{id}, u_0) \) is tangent to \( T(\hat{A}_0^{m,p} \cap \hat{A}_0^{m,p}) \) and \( R_{\psi_0} : (\psi, v) \mapsto (R_{\psi_0}\psi, R_{\psi_0}v) \), \( T(\hat{A}_0^{m,p} \cap \hat{A}_0^{m,p}) \rightarrow T(\hat{A}_0^{m,p} \cap \hat{A}_0^{m,p}) \), is a diffeomorphism. □

A Properties of asymptotic spaces

In this Appendix for the convenience of the reader we collect several results on the asymptotic spaces that are used in the main body of the paper. Take \( 1 < p < \infty \).

Asymptotic spaces: First, we discuss the remainder space \( W_\delta^{m,p}({\mathbb R}^d), \delta \in {\mathbb R} \) (see [5]).

Lemma A.1. Let \( m > k + \frac{d}{p}, k \geq 0 \). Then \( W_\delta^{m,p}({\mathbb R}^d) \subseteq C^k({\mathbb R}^d) \) and there exists \( C > 0 \) such that for any \( f \in W_\delta^{m,p}({\mathbb R}^d) \), and for any multi-index \( \alpha \) such that \( 0 \leq |\alpha| \leq k \),

\[
\sup_{x \in {\mathbb R}^d} |(x)\frac{d}{p} + |\alpha| |\partial^\alpha f(x)|| \leq C\|f\|_{W_\delta^{m,p}}.
\]

Moreover, for any \( \alpha \) such that \( 0 \leq |\alpha| \leq k \),

\[
(x)\frac{d}{p} + |\alpha| |\partial^\alpha f(x)| = o(1) \text{ as } |x| \to \infty.
\]

If \( m > k + \frac{d}{p} \) and \( \delta \geq -\frac{d}{p} \) then \( W_\delta^{m,p}({\mathbb R}^d) \) is a Banach algebra. We refer to [27] Section 1 for additional properties of the remainder space.

Take \( 0 \leq n \leq N, m > \frac{d}{p}, \ell \geq -n \), and consider the asymptotic space \( A_n^{m,p}({\mathbb R}^d) \). One has

3In fact, the map \( R_\psi : \hat{A}_0^{m,p} \rightarrow \hat{A}_0^{m,p} \) is affine linear, and hence real analytic.
Lemma A.2. (a) If \( n \leq n_1, N \leq N_1, 0 \leq n_1 \leq N_1 \) and \(-n \leq \ell_1 < \ell\) then \( A^{m, p}_{n_1, N_1; \ell_1} (\mathbb{R}^d) \subseteq A^{m, p}_{n, N; \ell} (\mathbb{R}^d) \) and the inclusion is bounded. Moreover, we have \( A^{m, p}_{n+1, N+1; \ell} \subseteq W^{m, p}_{\gamma_n} \) and the inclusion is bounded;

(b) For any \( j \geq 1 \) and \( k \geq 0 \), multiplication by \( \chi (\log r)^j \) is a bounded operator \( A^{m, p}_{n, N; \ell} (\mathbb{R}^d) \to A^{m, p}_{n+k, N-k; \ell-k+j} (\mathbb{R}^d) \) for any \( N' < N \). Multiplication by \( \chi (r)^k \) is a bounded operator \( A^{m, p}_{n, N; \ell} (\mathbb{R}^d) \to A^{m, p}_{n+k, N-k; \ell-k} (\mathbb{R}^d) \).

(c) If \( m > 1 + \frac{d}{p} \) then \( u \mapsto \partial u / \partial x_j \), \( A^{m, p}_{n, N; \ell} (\mathbb{R}^d) \to A^{m-1, p}_{n+1, N+1; \ell-1} (\mathbb{R}^d) \) is bounded;

(d) For any \( m_1, m_2 > d/p, 0 \leq n_1 \leq N_1, 0 \leq n_2 \leq N_2 \), and \(-n_1 \leq \ell_1, -n_2 \leq \ell_2 \), the point-wise multiplication \( (u, v) \mapsto u \cdot v \),

\[
A^{m_1, p}_{n_1, N_1; \ell_1} (\mathbb{R}^d) \times A^{m_2, p}_{n_2, N_2; \ell_2} (\mathbb{R}^d) \to A^{m_1 + m_2, p}_{n_1 + n_2, N_1 + N_2; \ell_1 + \ell_2} (\mathbb{R}^d)
\]

is bounded for any \( N_1^- < N_1 \) and \( N_2^- < N_2 \).

Item (d) has the following two refinements:

(d') For any \( m_1, m_2 > d/p, 0 \leq n_1 \leq N_1, 0 \leq n_2 \leq N_2 \), point-wise multiplication \( (u, v) \mapsto u \cdot v \),

\[
A^{m_1, p}_{n_1, N_1; \ell_1} (\mathbb{R}^d) \times A^{m_2, p}_{n_2, N_2; \ell_2} (\mathbb{R}^d) \to A^{m_1 + m_2, p}_{n_1 + n_2, \min(N_1 + n_2, N_2 + n_1); \ell_1 + \ell_2} (\mathbb{R}^d)
\]

is bounded;

(d'') For any \( m > d/p, 1 \leq n \leq N, -n \leq \ell_1, \ell_2 \), point-wise multiplication \( (u, v) \mapsto u \cdot v \),

\[
A^{m, p}_{n, N; \ell_1} (\mathbb{R}^d) \times A^{m, p}_{n, N; \ell_2} (\mathbb{R}^d) \to A^{m, p}_{n, N; \ell_1 + \ell_2} (\mathbb{R}^d)
\]

is bounded.

In particular, the asymptotic space \( A^{m, p}_{n, N; \ell} (\mathbb{R}^d) \) with \(-n \leq \ell \leq 0\) is a Banach algebra with respect to the point-wise multiplication of functions.

We refer to [27, Appendix B] for the proof of this lemma.

These asymptotic spaces are useful in studying the Laplace operator and its inverse. However, due to the logarithmic potential when \( d = 2 \), we need to introduce some additional spaces. Denote by \( A^{m+1, p}_{1, N} (\mathbb{R}^2) \) the space of \( u \in H^{m+1, p}_{\text{loc}} (\mathbb{R}^2) \) such that,

\[
u(x) = \chi (\log r) \left( a_0 \log r + \frac{a_1 (\theta)}{r} + \cdots + \frac{a_N (\theta)}{r^N} \right) + f(x),
\]

where \( a_0 = \text{const}, a_k \in H^{m+1+N-k, p} (S^1), k = 1, ..., N \), and \( f \in W^{m, p}_{\gamma_N} (\mathbb{R}^d) \). The space \( A^{m+1, p}_{1, N} (\mathbb{R}^2) \) is equipped with a norm similar to (8). Clearly, the space \( A^{m+1, p}_{1, N} (\mathbb{R}^2) \) is a closed subspace in \( A^{m+1, p}_{0, N+1} (\mathbb{R}^2) \) and the embedding \( A^{m+1, p}_{1, N} (\mathbb{R}^2) \subseteq A^{m+1, p}_{0, N+1} (\mathbb{R}^2) \) is continuous.

Lemma A.3. Suppose that \( d \geq 2 \) and \( m > 1 + \frac{d}{p} \).

\(^4\)By definition the remainder space in \( A^{m, p}_{n, N+k; \ell} \) is \( W^{m, p}_{\gamma_N} = W^{m, p}_{\gamma_{N+k}} \).
(a) For $d = 2$, there exists a bounded operator,
\[ K : W_{\gamma N}^{-1,p}(\mathbb{R}^2) \to \mathcal{A}_{1,N}^{m+1,p}(\mathbb{R}^2), \]
such that $\Delta Kg = g$. More specifically, $u = Kg$ is of the form
\[ u(x) = \chi(r) \left( a_0^* \log r + \frac{a_1(\theta)}{r} + \cdots + \frac{a_N(\theta)}{r^N} \right) + f(x), \quad f \in W_{\gamma N}^{-1,p}, \] (73)
where $a_0^*$ is a constant and $a_k(\theta)/r^k$, $k = 1, \ldots, N$ are harmonic functions on $\mathbb{R}^2 \setminus \{0\}$;

(b) For $d \geq 3$, there exists a bounded operator,
\[ K : W_{\gamma N}^{-1,p}(\mathbb{R}^d) \to \mathcal{A}_{d-2,N}^{m+1,p}(\mathbb{R}^d), \]
such that $\Delta Kg = g$. More specifically, $u = Kg$ is of the form
\[ u(x) = \chi(r) \left( a_{d-2} \frac{1}{r^{d-2}} + \frac{a_{d-1}(\theta)}{r^{d-1}} + \cdots + \frac{a_N(\theta)}{r^N} \right) + f(x), \quad f \in W_{\gamma N}^{-1,p}, \] (74)
where $a_{d-2} = \text{const}$ and $a_k(\theta)/r^k$, $k = d-2, \ldots, N$ are harmonic functions on $\mathbb{R}^d \setminus \{0\}$.

For the proof of this Lemma we refer to [27] Section 3.

**Remark A.1.** Using basic facts from the theory of distributions one can easily see that the asymptotic terms in (73) and (74) are linear combinations with constant coefficients of the derivatives $\partial^\alpha \mathcal{E}_d$, $|\alpha| \leq N$, where $\mathcal{E}_2 := \frac{1}{r} \log r$ and $\mathcal{E}_d = c_{d-2}/r^{d-2}$, $d \geq 3$, is the fundamental solutions of the Laplace operator in $\mathbb{R}^d$. In particular, the coefficients $a_k(\theta)$ appearing in (73) and (74) are polynomial functions in $\theta \equiv \frac{r}{|x|}$.

**Remark A.2.** In fact, it follows from the proof of Lemma 3.1 in [27] that the coefficients $a_0^*$ and $a_{d-2}$ of the leading asymptotics of $Kg$, $g \in W_{\gamma N}^{-1,p}$, are equal to $\int_{\mathbb{R}^d} g(x) \, dx$. More generally, the proof of Lemma 3.1 in [27] shows that for any $1 \leq k \leq N$ the coefficient $a_k(\theta)$ in (73) vanishes if and only if for any homogeneous harmonic polynomial $h$ of degree $k$, $\iint_{\mathbb{R}^2} gh \, dx = 0$. A similar statement also holds for the coefficients in (74).

Additional spaces and results: Take $R > 0$ and consider the open set $B_R^c = \{ x \in \mathbb{R}^d \mid |x| > R \} \subseteq \mathbb{R}^d$. For technical reasons we will also need the following modification of the asymptotic space $\mathcal{A}_{n,N;\ell}^{m,p}(\mathbb{R}^d)$: For any $m > \frac{d}{p}$, $1 \leq n \leq N$, $-n \leq \ell$, consider the space $\mathcal{A}_{n,N;\ell}^{m,p}(B_R^c)$ of functions $u \in H_{\ell;\ell}^{m,p}(B_R^c)$ such that,
\[ u(x) = \left( \frac{a_0^0 + \cdots + a_{n+\ell}^0 (\log r)^{n+\ell}}{r^n} + \cdots + \frac{a_N^0 + \cdots + a_{N+n+\ell}^0 (\log r)^{N+n+\ell}}{r^N} \right) + f(x), \]
where $a_j^0 \in H^{m+1 N-k}(S^{d-1})$, $0 \leq j \leq k + \ell$ and $n \leq k \leq N$, and $f \in W_{\gamma N}^{-1,p}(B_R^c)$. The space $f \in W_{\gamma N}^{-1,p}(B_R^c)$ is defined in the same way as $W_{\gamma N}^{-1,p}(\mathbb{R}^d)$ with the only difference that $\mathbb{R}^d$ is replaced by $B_R^c$. The space $\mathcal{A}_{n,N;\ell}^{m,p}(B_R^c)$ is equipped with the norm,
\[ \|u\|_{\mathcal{A}_{n,N;\ell}^{m,p}(B_R^c)} := \sum_{n \leq k \leq N, 0 \leq j \leq k + \ell} (\log R)^j R^k \|a_j^k\|_{H^{m+1 N-k,p}(S^{d-1})} + \|f\|_{W_{\gamma N}^{-1,p}(B_R^c)}. \] (75)
Note that for $u \in \mathcal{A}_{n,N,d}^{m,p}(B_{R_0}^{c})$, $\|u\|_{\mathcal{A}_{n,N,d}^{m,p}(B_R^{c})} \to 0$ as $R \to \infty$. It is also clear that the restriction $u \mapsto u|_{B_R^{c}}$, $\mathcal{A}_{n,N,d}^{m,p}(\mathbb{R}^d) \to \mathcal{A}_{n,N,d}^{m,p}(B_R^{c})$ is bounded.

Denote $B_R := \{x \in \mathbb{R}^d \mid |x| < R\} \subseteq \mathbb{R}^d$. Items (a) and (c) of the following Lemma are proved in the same way as Lemma 6.9 in [26]. The proof of item (b) follows the lines of the proof of Lemma A.2.

**Lemma A.4.** Assume that $m > \frac{d}{p}$, $0 \leq n \leq N$, $-n \leq \ell$, $R > 0$. Then we have:

(a) If $u \in \mathcal{A}_{n,N,d}^{m,p}(B_R^{c})$ for some $R > 0$ then there exists $\tilde{u} \in \mathcal{A}_{n,N,d}^{m,p}(\mathbb{R}^d)$ such that $\tilde{u}|_{B_R^{c}} = u$. Moreover, $u \in \mathcal{A}_{n,N,d}^{m,p}(\mathbb{R}^d)$ if and only if the restriction $u|_{B_R^{c}} \in \mathcal{A}_{n,N,d}^{m,p}(B_R^{c})$ and $u|_{B_{R'}} \in H^{m,p}(B_{R'})$ for some $R' > R$. The norm $\|u\|_{\mathcal{A}_{n,N,d}^{m,0}(\mathbb{R}^d)}$ is equivalent to the norm $\|u\|_{\mathcal{A}_{n,N,d}^{m,0}(B_R^{c})} + \|u\|_{H^{m,p}(B_{R'})}$

(b) The statement of Lemma A.4 holds with $\mathbb{R}^d$ replaced by $B_R^{c}$ in the notation of the asymptotic spaces.

(c) Assume in addition that $-n \leq \ell \leq 0$. Then there exist $C > 0$ and $R_0 > 0$ such that for any $R \geq R_0$ for any $u \in W_{\gamma}^{m,p}(B_R^{c})$ and for any $v \in \mathcal{A}_{n,N,d}^{m,p}(B_R^{c})$ we have $u \cdot v \in W_{\gamma}^{m,p}(B_R^{c}) \subseteq \mathcal{A}_{n,N,d}^{m,p}(B_R^{c})$ and $\|u \cdot v\|_{\mathcal{A}_{n,N,d}^{m,p}(B_R^{c})} \leq C\|u\|_{\mathcal{A}_{n,N,d}^{m,p}(B_R^{c})}\|v\|_{\mathcal{A}_{n,N,d}^{m,p}(B_R^{c})}$.

Recall that $\text{Id}$ the identity $d \times d$-matrix and $[\partial_x \varphi] = \left(\frac{\partial_x^k}{\partial x_1^{2k}}(x)\right)_{1 \leq k,l \leq d}$. Lemma A.4 and the arguments used in the proof of Lemma 6.10 in [26] imply

**Lemma A.5.** The mapping,

$$\varphi \mapsto [\partial_x \varphi]^{-1} - \text{Id}, \quad \mathcal{A}D_{0,N,0}^{m,p} \to \mathcal{A}_{1,N+1,\ell}^{-1,p},$$

is real-analytic.

The following Remarks clarify some choices made in the definition of the asymptotic spaces.

**Remark A.3.** If we replace the cut-off function $\chi(r)$ in the definition of the asymptotic space $\mathcal{A}_{n,N,d}^{m,p}$ by any other cut-off function $\chi \in C^\infty(\mathbb{R})$, $\chi(r) = 1$ for $r > R_2$, and $\chi(r) = 0$ for $0 \leq r \leq R_1$ where $0 < R_1 < R_2$, we will get the same asymptotic space equipped with an equivalent norm (see Remark 2.2 in [27]).

**Remark A.4.** Take $0 < R_1 < R_2$ and consider the annulus $B_{R_1,R_2} := \{x \in \mathbb{R}^d \mid R_1 < |x| < R_2\} \subseteq \mathbb{R}^d$. Let $a \in H^{m,p}(S^{d-1})$, $m > d/p$, and let us denote by $\tilde{a}$ the homogeneous function of degree zero in $\mathbb{R}^d \setminus \{0\}$, $\tilde{a}(x) := a(\theta)$, $\theta = \frac{x}{|x|}$. Then one can easily confirm that $\tilde{a} \in H^{m,p}(B_{R_1,R_2})$ and that the map $a \mapsto \tilde{a}$, $H^{m,p}(S^{d-1}) \to H^{m,p}(B_{R_1,R_2})$ is bounded.
B  Examples

In this Appendix we consider two Examples. In the first one we construct a divergence free asymptotic vector field without log terms so that the corresponding solution of the Euler equation develops log terms. In the second example we construct a divergence free vector field with compact support that develops a non-vanishing asymptotic term $\chi(r) a_{d+1}(\theta)/r^{d+1}$.

Example 1. Here we construct a divergence free vector field $u_0 \in A^{m,p}_1$ such that the solution $u \in C^0([0,T], A^{m,p}_3) \cap C^1([0,T], A^{m-1,p}_3)$ given by Theorem 1.1 has log terms, i.e. there exists $0 < \tau \leq T$ such that

$$u(\tau) \in A^{m,p}_3 \setminus A^{m,p}_2.$$ 

This shows that $A^{m,p}_N$ with $N \geq 3$ is not invariant under the Euler flow, and establishes the necessity of using the asymptotic spaces with log terms. For simplicity, we restrict our attention to the case when $d = 2$. In this case we can identify the complex plane $\mathbb{C}$ with $\mathbb{R}^2$ and use complex notations. In particular, we set $z = x + iy = e^{i\phi}$, $\phi \in \mathbb{R}/2\pi \mathbb{Z}$, and note that $\Delta = 4\partial_x \partial_z$ where $\partial_z = (\partial_x - i\partial_y)/2$ and $\partial_z = (\partial_x + i\partial_y)/2$. Let $H$ be a real valued $C^\infty$-smooth Hamiltonian function on $\mathbb{R}^2 = \{(x,y)\}$ and let $u_0 = (-H_y, H_x)$ be the corresponding Hamiltonian vector field. Then, by a straightforward computation, we have

$$Q(u_0) = \text{tr} \left( [du_0]^2 \right) = -2 \det \begin{bmatrix} H_{xx} & H_{xy} \\ H_{yx} & H_{yy} \end{bmatrix} = 8 \det \begin{bmatrix} H_{zz} & H_{z\bar{z}} \\ H_{\bar{z}z} & H_{\bar{z}\bar{z}} \end{bmatrix}. \quad (76)$$

Now, consider the Hamiltonian

$$H := \left[ \left( \frac{z}{2} + \frac{\bar{z}}{2} \right) + \alpha \left( \frac{z}{2} \right)^2 + \left( \frac{\bar{z}}{2} \right)^2 \right] \chi(r),$$

where $\alpha \neq 0$ is a given constant. Then we have $H_z = \left[ -\frac{z}{2} + \frac{1}{2} + 2\alpha \left( \frac{z}{2} - \frac{\bar{z}}{2} \right) \right] \chi(r) + C^\infty_{\text{comp}}$, where $C^\infty_{\text{comp}}$ stands for a term in $C^\infty$ with compact support. This implies that

$$H_{zz} = \left[ -\frac{1}{2z} - \frac{1}{2\bar{z}} - 4\alpha \left( \frac{\bar{z}}{2} + \frac{z}{2} \right) \right] \chi(r) + C^\infty_{\text{comp}}, \quad H_{\bar{z}z} = \left[ 2\frac{\bar{z}}{z^3} + 6\alpha \frac{z}{\bar{z}^4} + 2\alpha \frac{1}{z^2} \right] \chi(r) + C^\infty_{\text{comp}}.$$

As $H$ is real valued we have $H_{\bar{z}z} = \overline{(H_{zz})}$. This and (76) then imply that

$$Q(u_0) = 32\alpha \left( \frac{1}{z^2} + \frac{1}{\bar{z}^2} \right) \chi(r) + \cdots = 32\alpha \frac{e^{2i\phi} + e^{-2i\phi}}{r^4} \chi(r) + \cdots,$$

where $\cdots$ stands for a term in $C^\infty$ with compact support plus an asymptotic term $\frac{a(\phi)}{r^4} \chi(r)$ such that the Fourier series of $a(\phi)$ does not contain exponents $e^{\pm 2i\phi}$. Then, in view of Lemma A.3 (a), formula (13) and (13),

$$\Delta^{-1} \circ Q(u_0) = -4\alpha \log(z\bar{z}) \left( \frac{1}{z^2} + \frac{1}{\bar{z}^2} \right) \chi(r) + \cdots,$$

where $\cdots$ stands for an asymptotic term of the form $(a_0^* \log r + a_1(\phi) + a_2(\phi)) \chi(r)$, where $a_0^* = \text{const}$ and $a_1(\phi)$ and $a_2(\phi)$ are trigonometric polynomials of $\phi \in \mathbb{R}/2\pi \mathbb{Z}$, and a reminder term in $W^{m+1,p}_{\gamma_2}$. 
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This shows that $\nabla \circ \Delta^{-1} \circ Q(u_0)$ has a non-vanishing asymptotic term $\frac{b(\phi) \log r}{r^2} \chi(r)$ where $b(\phi)$ is an $\mathbb{R}^2$-valued trigonometric polynomial of $\phi$. This together with Theorem 1.1 and Lemma 4.1 then shows that, for $0 < \tau < T$ small enough, $u(\tau) \in A_{2,0}^{m,p} \setminus A_{1,0}^{m,p}$. Hence, the space $A_{2,0}^{m,p}$ is not invariant with respect to the Euler flow. Finally, note that the constructed divergence free vector field $u_0$ is of the form

$$u_0 = \frac{c(\phi)}{r} \chi(r) + C_{\text{comp}}^\infty$$

where $c(\phi)$ is an $\mathbb{R}^2$-valued trigonometric polynomial of $\phi \in \mathbb{R}/2\pi\mathbb{Z}$.

**Example 2.** Below, for the convenience of the reader, we construct a divergence free $C^\infty$-smooth vector field with compact support so that the solution of the Euler equation given by Theorem 1.1 has a non-vanishing asymptotic term (cf. [15] for a different argument). As above, we restrict our attention to the case $d = 2$, identify $\mathbb{R}^2$ with the complex plane $\mathbb{C}$, and use complex notations. Let $a : \mathbb{R} \to \mathbb{R}$ be a $C^\infty$-smooth function so that $a(\varrho) = 1$ for $|\varrho| \leq 1$ and $a(\varrho) = 0$ for $|\varrho| \geq 2$. Consider the Hamiltonian

$$H := (z + \bar{z}) a$$

where $a$ stands for $a(z\bar{z})$ and let $u_0 = (-H_y, H_x)$ be the Hamiltonian vector field of $H$. We have

$$H_z = z(z + \bar{z}) a' + a$$

where $a'$ stands for $a'(z\bar{z})$. Continuing this computation, we have

$$H_{z\bar{z}} = ((z\bar{z})a'' + 2a')(z + \bar{z})$$

$$H_{z\bar{z}} = ((z\bar{z})a'' + 2a')z + z^3a''$$

and, as $H_{zz} = \overline{H_{z\bar{z}}}$,

$$H_{zz} = ((z\bar{z})a'' + 2a')z + z^3a''.$$

Then, by (76), we have

$$Q(u_0) = 8(H_{zz} H_{\bar{z}\bar{z}} - (H_{z\bar{z}})^2)$$

$$= -8 \left(2(z\bar{z})a'a'' + 4(a')^2 \right)(z^2 + \bar{z}^2) + \cdots,$$

where $\cdots$ stands for a term that depends only on $|z|$. Further, consider the integral

$$\iint_{\mathbb{R}^2} Q(u_0) z^2 \, dx \, dy = -8\pi \int_0^\infty A(\varrho) \, d\varrho$$

where $A(\varrho) := 2a'(\varrho)a''(\varrho) \varrho^3 + 4(a'(\varrho))^2 \varrho^2$ and we passed to the new variable $\varrho = r^2$ in the integral. As $A(\varrho) = ((a'(\varrho))^2 \varrho^3)' + (a'(\varrho))^2 \varrho^2$ we obtain that $\int_0^\infty A(\varrho) \, d\varrho = \int_0^\infty (a'(\varrho))^2 \varrho^2 \, d\varrho$, and hence

$$\iint_{\mathbb{R}^2} Q(u_0) (x^2 - y^2) \, dx \, dy < 0.$$  

(77)
In view of Lemma B.1 below we have \( \int_{\mathbb{R}^2} Q(u_0) \, dx \, dy = 0 \). This together with Lemma A.3 and Remark A.2 then implies that \( \Delta^{-1} \circ Q(u_0) \) belongs to the asymptotic space \( \mathcal{A}^{m+1,p}_{N,0} \) for any given \( N \geq 3 \) and

\[
\Delta^{-1} \circ Q(u_0) = \frac{a_2(\theta)}{r^2} \chi(r) + \cdots
\]

with \( a_2 \neq 0 \). Theorem 3.4 and Lemma 4.1 then show that the solution \( u \in C^0([0,T], \mathcal{A}^{m,p}_{N,0}) \cap C^1([0,T], \mathcal{A}^{m-1,p}_{N,0}) \) of the Euler equation with initial data \( u_0 \) constructed above has a non-vanishing asymptotic term \( \chi(r)a_3(\theta)/r^3 \).

**Remark B.1.** In view of Lemma B.1 below, Lemma A.3 and Remark A.2 there is no \( C^\infty \)-smooth divergence free vector field \( u_0 \) with compact support in \( \mathbb{R}^2 \) so that \( \Delta^{-1} \circ Q(u_0) \) has non-vanishing asymptotic terms \( \chi(r)a_3(\theta)/r \) or \( \chi(r)a_1(\theta)/r^3 \). A similar statement also holds for \( d \geq 3 \).

**Remark B.2.** Denote by \( \hat{S} \) the linear space of divergence free vector fields in \( \mathbb{R}^2 \) whose components belong to the Schwartz class of functions \( S(\mathbb{R}^2) \). Example 2 shows that the bounded quadratic form \( u \mapsto \int_{\mathbb{R}^2} Q(u)(x^2 - y^2) \, dx \, dy, \hat{S} \to \mathbb{R} \), does not identically vanish. As this is a real analytic function on \( \hat{S} \) we see that there is an open and dense set of vector fields \( u_0 \) in \( \hat{S} \) so that for any \( N \geq 3 \) the solution \( u \in C^0([0,T], \mathcal{A}^{m,p}_{N,0}) \cap C^1([0,T], \mathcal{A}^{m-1,p}_{N,0}) \) of the Euler equation with initial data \( u_0 \) has a non-trivial asymptotic term \( \chi(r)a_3(\theta)/r^3 \). Moreover, one can conclude from Remark B.1 that for almost all \( t \in [0,T] \) the asymptotic part of the solution \( u(t) \) is non-trivial. Similar statements also hold for \( d \geq 3 \).

**Lemma B.1.** Let \( u_0 \) be a \( C^\infty \)-smooth divergence free vector field with compact support in \( \mathbb{R}^d \), \( d \geq 2 \). Then

\[
\int_{\mathbb{R}^d} Q(u_0) \, dx = 0 \quad \text{and} \quad \int_{\mathbb{R}^d} x_k Q(u_0) \, dx = 0
\]

for any \( 1 \leq k \leq d \).

**Proof.** The Lemma follows from (37) and the Stokes’ theorem. In fact, let \( u_0 \) be a \( C^\infty \)-smooth divergence free vector field with compact support in \( \mathbb{R}^d \), \( d \geq 2 \). By (37)

\[
Q(u_0) = \operatorname{div} X \quad \text{where} \quad X := u_0 \cdot \nabla u_0.
\]

As the vector field \( X \) has compact support we see from the Stokes’ theorem that

\[
\int_{\mathbb{R}^d} Q(u_0) \, dx = \int_{\mathbb{R}^d} (\operatorname{div} X) \, dx = 0.
\]

In order to prove the second equality note that for any \( 1 \leq k \leq d \) we have

\[
L_X(x_k \, dx_1 \wedge \ldots \wedge dx_d) = X_k \, dx_1 \wedge \ldots \wedge dx_d + x_k(\operatorname{div} X) \, dx_1 \wedge \ldots \wedge dx_d
\]

where \( L_X \) denotes the Lie derivative in the direction of the vector field \( X \) and \( X_k \) is the \( k \)-th component of \( X \). As \( L_X(x_k \, dx_1 \wedge \ldots \wedge dx_d) = d(i_X(x_k \, dx_1 \wedge \ldots \wedge dx_d)) \) and as \( X \) has compact support we get from (78) and the Stokes’ theorem that

\[
\int_{\mathbb{R}^d} x_k(\operatorname{div} X) \, dx = -\int_{\mathbb{R}^d} X_k \, dx.
\]
Now, using that $X = u_0 \cdot \nabla u_0$ and the fact that $u_0$ preserves the volume form $dx_1 \wedge \ldots \wedge dx_d$ we conclude that $X_k dx_1 \wedge \ldots \wedge dx_d = L_{u_0} (u_{0k} dx_1 \ldots dx_d) = d (i_{u_0} (u_{0k} dx_1 \ldots dx_d))$ where $u_{0k}$ is the $k$-th component of the vector field $u_0$. As $u_0$ has compact support we again conclude from the Stokes’ theorem that

$$\int_{\mathbb{R}^d} X_k dx_1 \ldots dx_d = 0.$$ 

This together with (79) then completes the proof of the Lemma.
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