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Wheeled mobile robots (WMRs) are of great importance. Therefore, it is necessary to make sure that they are not defected. But, in case of failures, the diagnosis task is very important to predict then solve the problem. The most useful techniques in diagnosis are observers which are based on the observability of the monitored system that is not usually ensured by WMR. Thus, to overcome this drawback, an intelligent cooperative diagnosis algorithm is proposed and tested for a group of mobile robots. The diagnosis algorithm is based on robust adaptive unknown input observer applied on unobservable robot. The local non-observability of each robot is solved by cooperative communication. The idea consists on considering all WMRs as a Large Scale System (LSS) even these robots may have not common task. Then, the LSS is decomposed into subsystems that everyone refers to each robot communicating with its neighbors. Next, a design of cooperative interconnected systems is studied to reassure the new condition of observability. Besides, Fast Adaptive Fault Estimation (FAFE) algorithm is proposed to improve the performances of the fault estimation. Finally, to illustrate the efficiency of the proposed algorithm, a model of three-wheel omnidirectional mobile robot is presented.
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1 INTRODUCTION

Generally, large scale systems are naturally divided into many smaller interacting subsystems. A class of them is usually controlled by a distributed or decentralized control framework. The interaction between each subsystem and some neighboring subsystems is getting by their states and inputs. The technical goal is to achieve a specific global performance of the entire system. When the number of input and output variables for a class of large scale system is up to a hundred (or thousand), since centralized control is forbidden for the less flexibility and the large cost of computation, the distributed framework is usually adopted regardless of losing global performance into interconnected subsystems [1, 2]. Each subsystem is controlled...
by a subsystem-based controller and these controllers are interconnected via network. Without loss of generality, there are many tools of large scale system decomposition. The choice of the manner used depends to domain of work and the goal to obtain such as mobile robotics. At this level, it must be noted that in the last several years, considerable attention has been focused on the emerging field of robotics. Therefore, many successful robotic manipulator designs have been introduced thanks to their good terrain adaptability and high mobility. Many researchers have proposed different ways of control robot design, classified types and ensure performance of robots [3, 4]. A large effort has been devoted by the scientific community especially to the field of mobile robot systems [5]. In particular, wheeled robots will be expected to provide many convenient and user friendly transport solutions for both people and objects [6]. The importance of the wheeled mobile robots has long been recognized by the robotic research community. In addition to that, coordination in robotic networks becomes an important and promising research area [7, 8]. There are many coordination tasks of multiple mobile robots including formation, coverage, and target aggregation, but the basic idea for the collaborative control design is to make the relative position and orientation of the robots in a desired formation (may be within a given target set) or all the robots move effectively as a whole. However, as more detail is included, the dimensionality of such simulations may increase to unmanageable levels of storage and computational requirements. One approach to overcoming this is through model reduction. The goal is to produce a low dimensional system that has the same response characteristics as the original system with far less storage requirements and much lower evaluation time. The resulting reduced model might be used to replace the original system as a component in a larger simulation or it might be used to develop a low dimensional controller suitable for real time applications. On the other hand, there are diverse objectives to decompose the multi-agent system. In this work, the main contribution is to diagnose a system of multi-robots based on fast adaptive observer. In other words, thanks to robot cooperation, the condition of system observability can be more overcome to ensure the diagnosis system. This is the principle of cooperative diagnosis. The last theme “diagnosis” is considered the focus of several researches [9]. This procedure, Fault Detection and Isolation (FDI), consists in detecting and isolating faults in a physical system by monitoring its inputs and outputs [10]. A typical system for fault detection and isolation is made of three parts: fault detection indicates that there is a mistake in the operating system, i.e., the occurrence of a fault and the time of the fault occurrence; secondly, fault isolation determines the location and the type of the fault and finally, fault identification determines the size of the fault. Diverse FDI methods have been reported in the literature such as: generating redundancy in the case of physical redundancy between sensors or parity space formulation. After FDI block [11], Fault tolerant control systems are needed in order to maintain the performance objectives [12], or if that turns out to be impossible, to assign achievable objectives so as to avoid catastrophic failures [13]. Since the process used in this work is from the family of mobile robot, it is better to refer to some researches that are interested by both diagnosis term [14, 15] and robotic theme [16]. The rest of this paper is organized as follow: firstly, a decomposition of large scale system is presented. A robot neighborhood is then discussed to ensure the cooperation between robots, its neighbors and some beacons. This is followed by a summary of observability design and robust estimation algorithm. After that, simulations results are given to illustrate the effectiveness of the proposed contribution using the model of three-wheel omnidirectional mobile robot. Finally, this manuscript is ended by concluding remarks and a discussion of future work.

2 LARGE SCALE SYSTEM

2.1 Presentation

In the study of LSS, the development of decomposition techniques is considered one of the major concerns. Decomposition of a LSS into interconnection of lower-dimensional subsystems is instrumental to the analysis, estimation and control of LSS [17]. While various decomposition methods have been developed in the past research, the computational aspects of the associated numerical algorithms are not yet fully explored. It is not necessarily desirable to deal with each component of a system in a uniformed way, since there exist a limitation in computational amount and available information about the systems. Hence, if the system of our interest is highly large-scale and complex, we should create an innovation which reduces the amount within the range which does not lose accuracy. One of the ways to solve difficulties is to divide a large-scale system into some hierarchical layers by corresponding to its physical scale, and to give a comprehensive notion of a dynamical system modeling.

2.2 Decomposition

The main goal of LSS decomposition in this context is to create an interface of systems with reduced size communicating with each other. At this step, we introduce preliminaries for the model used. Consider a global LSS given as continuous-time linear dynamical model described by the state-space equation:

\[
(S) \begin{cases}
\dot{X} = AX + BU \\
Y = CX
\end{cases}
\]
where $X \in \mathbb{R}^{n_x}$ is the state of system $(S)$, $U \in \mathbb{R}^{n_u}$ is the input of system and $Y \in \mathbb{R}^{n_y}$ is the output vector. Suppose that $(S)$ consists of $k$ subsystems $S_i, i = 1 \ldots k$ where $n_x = \sum_{i=1}^{k} n_i$, $n_u = \sum_{i=1}^{k} m_i$, $n_y = \sum_{i=1}^{k} p_i$ and $n_i, m_i, p_i$ are the dimensions of the state, input and output vectors of the subsystem. This leads to the next scripture of system.

\[
\begin{align*}
\dot{X} &= A_i x_i(t) + B_i u_i(t) + \sum_{j=1 \atop j \neq i}^{k} A_{ij} x_j(t) + \sum_{j=1 \atop j \neq i}^{k} B_{ij} u_j(t) \\
y_i(t) &= C_i x_i(t)
\end{align*}
\]

(3)

$A_i, B_i$ are variable parameter matrices of dimensions $(n_i \times n_i), (n_i \times m_i)$ and $C_i$ is known matrix of dimension $(p_i \times n_i)$. $A_{ij}$ and $B_{ij}$ are the interaction matrices between two neighbor subsystems $(S_i)$ and $(S_j)$.

### 3 PROBLEM FORMULATION

As it is known from the literature that there is some problem to ensure the observability of LSS. So, the main purpose of this work is to expand the linear system’s observability condition thanks to the new algorithm of cooperation between mobile robots.

That’s why, in the following, we will propose an hierarchical procedure with diverse steps to solve at the end the problem in this kind of system (LSS).

The context for this strategy is introduced by briefly discussing the observability of WMR and then considering the new decomposition of LSS that might happen to ensure the observability theory and therefore the observer existence. Note that in the following $A_{ii}, B_{ii}$ and $C_{ii}$ will be noted as $A_i, B_i$ and $C_i$ respectively.

#### 3.1 Observability Analysis

Considering that there is neither mechanical connection between robots nor common task between neighbor subsystems. So, the matrices $A_{ij}$ and $B_{ij}$ will be neglected. Therefore, the subsystem model given in (3) will be written as follow:

\[
(S_i) \left\{ \begin{array}{l}
\dot{x}_i(t) = A_i x_i(t) + B_i u_i(t) + K_i w_i(t) \\
y_i(t) = C_i x_i(t)
\end{array} \right.
\]

(4)

where $w_i(t) \in \mathbb{R}^{l_i}$ is the unknown input vector which contains faults vector and/or disturbances vector. $K_i$ is a known input matrix of dimension $(n_i \times l_i)$. Note that in practice the WMR used is unobservable. So, $\text{rank}(O_i) = r_i < n_i$, where

\[
O_i = ( \begin{array}{cccc}
C_i & C_i A_i & C_i A_i^2 & \ldots & C_i A_i^{n_i-1}
\end{array} )^T
\]

is the observability matrix. Thus, the design of Unknown Input Observer (UIO) is not possible. The next section will propose a solution for this problem.

#### 3.2 Subsystem Decomposition

If we suppose that $\text{rank}(O_i) = r_i < n_i$, the WMR number $i$ is not observable. But the main goal is to synthesize an adaptive observer for this system. That’s why; it shall rewrite the model given (4) into a hierarchical form, by dissociating the observable part and unobservable one. Otherwise, to ensure observability of $(S_i)$, it must have $\text{rank}(A_i) = r_i$. Hence, this system will be decomposed
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into an observable part with dimension \( r_i \) to extract the measurable states and a unobservable one, it will be written in its decentralized form \((S_i)\) as follow:

\[
\begin{align*}
\dot{x}_i(t) & = A_i \begin{bmatrix} x_{i1}(t) \\ x_{i2}(t) \end{bmatrix} + B_{i1} u_i(t) + K_{i1} w_i(t) \\
y_i(t) & = C_i \begin{bmatrix} x_{i1}(t) \\ x_{i2}(t) \end{bmatrix}
\end{align*}
\]

(5)

where \( A_i = \begin{bmatrix} A_{i11} & A_{i12} \\ A_{i21} & A_{i22} \end{bmatrix} \)

**Observable part**

The expression of observable part of \((S_i)\) is written as follow \((S_{i1})\):

\[
\begin{align*}
\dot{x}_{i1}(t) & = \left( A_{i11} \right) x_{i1}(t) + B_{c1} x_{i2}(t) + B_{c3} u_i(t) + K_{i1} w_i(t) \\
y_i(t) & = C_{i1} x_{i1}(t)
\end{align*}
\]

(6)

where \( x_{i2}(t), u_i(t) \) and \( w_i(t) \) are considered unknown inputs.

Hence, the new expression \((S_{i1})\) is given by (7):

\[
\begin{align*}
\dot{x}_{i1}(t) & = A_{i11} x_{i1}(t) + B_{c1} \begin{bmatrix} x_{i2}(t) \\ u_i(t) \\ w_i(t) \end{bmatrix} \\
y_i(t) & = C_{i1} x_{i1}(t)
\end{align*}
\]

(7)

where \( x_{i1}(t) \in \mathbb{R}^{n_i} \) and \( B_{c3} = \begin{bmatrix} A_{i12} & B_{i1(x)} & K_{i1} \end{bmatrix} \).

Suppose that \( O_{i1} \) is the observability matrix of \((S_{i1})\):

\[
O_{i1} = \begin{bmatrix} C_{i1} A_{i11} & C_{i1} A_{i12}^2 & \ldots & C_{i1} A_{i12}^{n_i-1} \end{bmatrix}^T
\]

Now, it’s clear that \( \text{rank}(O_{i1}) = r_i \).

Thus, \((S_{i1})\) is observable and the Observer design is possible. As result, a robust Unknown input observer analysis which is developed in my previous work [18] can be applicable.

**Remark 1** It must permute the rows of \( A_i, B_i, C_i \) to have the first vector as observable state if they are not in order.

**Unobservable part**

The unobservable part \((S_{i2})\) can be described by (8):

\[
\begin{align*}
\dot{x}_{i2}(t) & = A_{i22} x_{i2}(t) + B_{c2} x_{i2}(t) + B_{c3} u_i(t) + K_{i1} w_i(t) \\
y_i(t) & = C_{i2} x_{i2}(t)
\end{align*}
\]

(8)

where \( B_{c2} = \begin{bmatrix} A_{i21} & B_{i2}(x) & K_{i2} \end{bmatrix} \).

Given that \((S_{i2})\) is not observable, the observer design can be realizable if all states of \((S_{i2})\) are measurable.

So, to solve this problem, we try to estimate \( x_{i2} \) from cooperation with other neighbor subsystems. This is the subject of Fig. 1.

**Fig. 1. Observability Synthesis based on Cooperation Algorithm.**

## 4 MULTI WMR COOPERATION

From this section, we will propose a solution of non-observability problem based on system’s cooperation. Multi-Robot Systems (MRSs) are employed for diverse reasons; however, one of the main motivations is that multi-robot systems can be used to increase the system effectiveness [19]. To ensure the MRSs cooperation, it must validate the MRSs cooperation, it must validate the robot neighborhood test developed in the following section.

### 4.1 Robot Neighborhood Test

If there is no obstacle, two robots \( i \) and \( j \), equipped on the same communication range \( \text{range}_{c_i} \), are considered neighbors means could communicate reciprocally if and only if \( d_{ij} \leq \text{range}_{c_i} \), where \( d_{ij} \) is the Euclidian distance between two robots.

Otherwise, in presence of obstacles, this test is insufficient. It must send signals between all robots to check if there are answers. Hence, the neighborhood test is verified.

### 4.2 Cooperation principle

In this work, the MRSs cooperation is treated for the diagnosis systems. The word cooperating underlines the interaction or the integration among multiple robots, that means, the robots have to communicate, exchange information or interact in some way to achieve an overall mission as illustrated in Fig.2.

The abbreviations MR, NR and B mean respectively Master Robot, Neighbor Robot and Beacon. \( N_i \) and \( N_j \) are the Neighborhood of Robot \( i \) and \( j \), respectively.

To implement the WMR cooperation algorithm with successful result, it must follow the next theorem.
The problem is formulated by these statistics: Set of $n$ Master Robots, $p$ Beacons and $q$ Neighbor Robots. Firstly, referring to remark 2 and 3, there are $(4 \times n)$ unknown variables according to number of MR. In the neighborhood $N_i$, distances between the relative master robot $MR_i$ and $p$ beacons provide $p$ equations. Then, there are $(n-1)$ equations derived from distances between $MR_i$ and $MR_j$, where $MR_j$ is the master robot of other neighborhood $N_j$. As conclusion, to solve the problem, it must respect the following condition because the number of equations must be equal or more than the number of unknown variables:

$$p + n - 1 \geq 4n$$

meaning,

$$p \geq 3n + 1$$

That is to say for one MR ($n = 1$), it must provide at least 4 beacons. To affirm this condition, if there are $p$ beacons which are linked by other Master Robot $MR_i$ in addition to $MR_i$, the number of equations increases to $(p + (n - 1)p)$.

If we give also the relations derived from distances between $MR_i$ and each $MR_j$, there are $((n - 1) \times n)$ relations. So to conclude, by testing the number of unknown variables against the equations that can be deduced, it must respect the following inequality:

$$p + (n-1)p + (n-1)n \geq 4n$$

which implies

$$n \geq \frac{1}{p-3}$$

Hence, ($p > 3$). So, it’s clear that for one MR, we need at least 4 beacons. Therefore, generally speaking, for $n$ MR, there are:

$$C^n \frac{n!}{2!(n-2)!}$$

equations explained by distances between $MR_i$ and $MR_j$. Furthermore, following the two previous remarks, we have $(4n)$ unknown variables.

However, this is cannot solve the problem because

$$\frac{n!}{2!(n-2)!} = \frac{n(n-1)}{2} < 4n$$

That’s why; a number of beacons is discussed to satisfy the suitable condition. Consider the distances between $p$ beacons and all MR. So, the number of equations increases to have:

$$\frac{n(n-1)}{2} + np \geq 4n$$

which is affirmed by the initial proposition means for 4 beacons, we have 1 MR. Otherwise, in each neighborhood, there are more connections, if we consider firstly the distances between MR and their neighbors ($q$ equations), then secondly, the distances

\[\text{Fig. 2. Illustration of cooperation between team of robots.}\]

**Hypothesis 1**: Suppose a LSS ($S$) is globally observable. $S = S_i \cup S_j$.

There exists a subsystem ($S_i$) given as previous model described by (4) such as: ($S_i$) is locally unobservable.

**Hypothesis 2**: Suppose that $S_i = S_{i1} \cup S_{i2}$ and $x_i(t) = \begin{bmatrix} x_{i1}(t) \\ x_{i2}(t) \end{bmatrix}$

where $x_{i1}(t) \in \mathbb{R}^{r_i}$, $x_{i2}(t) \in \mathbb{R}^{n_i-r_i}$.

Note that ($S_{i1}$) is the observable part of ($S_i$).

**Theorem 1** Let Hypothesis 1 and 2 be satisfied, if there exist a function $f_i(x_{i2}, x_j)$ that described interconnection parameter of neighboring systems such as $x_j \in S_j$ with $S_i, S_j$ are neighbors, $x_{i2}$ becomes measurable. Then, ($S_i$) turns into an observable system locally.

Then, a detailed algorithm is proposed to explain the theory of robot cooperation. It must firstly satisfy the following remarks.

**Remark 2**: Suppose that the unknown variables in state vector are robot position ($x_i, y_i$). Therefore, the number of unknown variables for each subsystem $i$ (robot $i$) is two.

**Remark 3**: In this work, interconnection parameters can be summarized in the calculation of distance between robots. While this computation is written based on square of position robot, we have therefore more than one solution. This means that each equation admits two solutions. To reduce the system to unique solution, it must consider 2 more constraints for each one subsystem.

In the following, with more details the proof of the last theorem is given.

**Proof:**
between \( q \) neighbor robots each other. So, the number of equations increases to: \( q + C^2_q \).

It should be noted also that there are \((q + 1)\) unknown variables: the MR and \( q \) NR. Therefore, it’s necessary to respect the following condition:

\[
q + \frac{q^2}{2(q-2)} \geq 4(q + 1),
\]

this implies that \( q \geq 8 \)

**Remark 4 :** In practice, in the case of several neighborhoods, the number of relations between master robot and its neighbors increases. Therefore, the system of equations to be solved will be larger. Hence, the delay resulting from multi-robots cooperation algorithm is more significant. To avoid this problem, the number of neighbor robots should be reduced to \( q_{\text{min}} \), where \( q_{\text{min}} \) satisfies the relation which leads to resolve the equation’s system for \( n \) and \( p \) fixed.

To recap, we will propose a detailed algorithm to explain the theory of robot cooperation.

Note that \( n, p \) and \( q \) are respectively the number of MR, B and NR. \( u \) means the number of unknown variables and \( e \) is the number of equations derived from distances between \( MR_i, MR_j \) and \( B \).

After satisfying the mobile robots cooperation algorithm, the observability of the overall system is guaranteed. Then, it is possible now to synthesize an adaptive observer to ensure the detection of fault occurred.

### 5 Cooperative Diagnosis: Application on Three-Wheel Omni-Directional Mobile Robot: Theoretical Results

#### 5.1 Omni-Directional Robot Model

The current section describes the model of three-wheel Omni-directional robot: Consider the WMR in the pose shown in Fig.3.

![Geometry of the three-wheel omnidirectional WMR.](image)

By following the calculation given in [20], we obtain the state space dynamic model of the WMR’s motion:

\[
(S) \begin{cases}
\dot{x} = A(x)x + B(x)u \\
y = Cx
\end{cases}
\]
where, \( x = \begin{bmatrix} x_Q & y_Q & \phi & \dot{x}_Q & y_Q & \dot{\phi} \end{bmatrix}^T \), \( y = \begin{bmatrix} \dot{x}_Q & \dot{y}_Q & \dot{\phi} \end{bmatrix}^T \) and \( u = [\tau_1 \tau_2 \tau_3]^T \)

are respectively the state vector, the output vector and the input one. Then, the variable parameter matrices are given by \( A \) and \( B \). The constant known matrix: 

\[
A(x) = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}
\]

We will move on to a second proposal. 

5.2 Decomposition of Omni-directional WMR

We need to decompose it into two parts: a subsystem observable and another unobservable locally also.

5.3 Cooperation between WMR

So, after reassessing the neighborhood of robots, the objective of this work is to present in a cohesive way the principle of cooperation between mobile robots and its importance to ensure the system’s observability. Consider the unobservable part; we try to make its state vector measurable. The problem can be reformulated to solve a system of equations with a number of unknown variables. In other words, it is intended to localize the cooperated mobile robot for attaching the robot parameters means the system’s states. Referring to remark 2 and 3 in the theorem 1, it’s clear that the number of unknown variables is \( 4 \times 1 \). Therefore, it must provide at least 4 equations to solve the problem.

**Proposition 1** For one Master Robot, we can ensure 4 beacons. But, this solution is undesirable because it requires a large number of beacons that is not always available. Also, it must be noted, in other configurations, that the large number of beacons used can increase the delay resulted by cooperation algorithm computational complexity. So, this can destabilize the system. In this case, it should fix a \( q_{min} \) neighbor robots. That’s why, we will move on to a second proposal.
Proposition 2 If we consider 2 other robots means 2 neighborhoods: \( n = 3 \). Referring to the organizational structure of cooperation algorithm, it remains to discuss the number of beacons used according to the following condition: \( n \geq 9 - 2p \). Therefore, it must fix \( p = 3 \). The last proposition is resumed by Fig.4.

Consider now B1, B2 and B3 three beacons whose known positions are respectively \((x_{b1}, y_{b1})\), \((x_{b2}, y_{b2})\) and \((x_{b3}, y_{b3})\). Then, there are two robots R2 and R3 which are neighbors to R1. In this proposition, by applying the previous theory, there are \((np + C_n^2)\) equations with \((4n)\) unknown variables. On the other hand, to determine the number of equations which is derived from distances between robots and beacons, it must apply the formula given in the previous algorithm: \( 3 \times 3 + C_3^2 = 9 + \frac{3!}{1!2!} = 12 \) equations.

\[
\begin{align*}
\delta^2_{1r2} &= (x_2 - x_Q)^2 + (y_2 - y_Q)^2 \\
\delta^2_{1r3} &= (x_3 - x_Q)^2 + (y_3 - y_Q)^2 \\
\delta^2_{2r3} &= (x_3 - x_2)^2 + (y_3 - y_2)^2 \\
\delta^2_{b1r1} &= (x_Q - x_{b1})^2 + (y_Q - y_{b1})^2 \\
\delta^2_{b1r2} &= (x_2 - x_{b1})^2 + (y_2 - y_{b1})^2 \\
\delta^2_{b1r3} &= (x_3 - x_{b1})^2 + (y_3 - y_{b1})^2 \\
\delta^2_{b2r1} &= (x_Q - x_{b2})^2 + (y_Q - y_{b2})^2 \\
\delta^2_{b2r2} &= (x_2 - x_{b2})^2 + (y_2 - y_{b2})^2 \\
\delta^2_{b2r3} &= (x_3 - x_{b2})^2 + (y_3 - y_{b2})^2 \\
\delta^2_{b3r1} &= (x_Q - x_{b3})^2 + (y_Q - y_{b3})^2 \\
\delta^2_{b3r2} &= (x_2 - x_{b3})^2 + (y_2 - y_{b3})^2 \\
\delta^2_{b3r3} &= (x_3 - x_{b3})^2 + (y_3 - y_{b3})^2
\end{align*}
\]

The unknowns’ vector is \( [x_Q \quad y_Q \quad x_2 \quad y_2 \quad x_3 \quad y_3]^T \) which will be obtained by resolving this system. We try to find the suitable solution \((x_Q, y_Q)\) verifying the distances given.

\( d_{ij} \) is supposed as an Euclidian distance between two systems \( i \) and \( j \). To guarantee the robustness of system resolution, note that it will be considered for two equations derived from \( d_{ij} \) and \( d_{ji} \), the average value \( \overline{d_{ij}} = \frac{d_{ij} + d_{ji}}{2} \).

First, we write the 12 functions to resolve as this form:

\[
f_{s=1:12}(x_1, x_2, y_1, y_2) = d^2_{ij} - (x_j - x_i)^2 - (y_j - y_i)^2
\]

Then, computing the desired solution is based on Newton Raphson Algorithm (see Appendix)

On this level, the observability condition becomes ensured. Therefore, the observer synthesis is available now to estimate the state vector.

5.4 UIO Design

To develop our work, a fault will occur in the input channel and an unknown disturbance will be taken. Let define the global model system given as follow:

\[
\begin{align*}
\dot{x}(t) &= A(x)x(t) + B(x)u_f(t) + D_x d(t) \\
y(t) &= C x(t)
\end{align*}
\]

(14)

Assuming that the fault already occurred may be modeled by an additive term in (14), if we suppose:

\[ u_f(t) = u(t) + u_0(t), u_0(t) = f(t) \]

\[ F_x = B(x) \] where \( F_x \) is a variable matrix with dimension \((n \times r)\) and \( f(t) \in \mathbb{R}^r \) is considered as an actuator fault. Therefore, the previous model can be written as follow:

\[
\begin{align*}
\dot{x}(t) &= A(x)x(t) + B(x)u(t) + F_x(x)f(t) + D_x d(t) \\
y(t) &= C x(t)
\end{align*}
\]

(15)

where \( D_x \) is the known disturbance matrix with dimension \( n \times q \). Therefore, the Unknown input observer’s expression adopted in this work is given with a linear transformation as follow:

\[
\begin{align*}
\dot{z}(t) &= M z(t) + N u(t) + P_y y(t) + E F_x \hat{f}(t) \\
\hat{x}(t) &= z(t) - L y(t)
\end{align*}
\]

(16)

Where \( M, N, P_y, L_y \) are matrices that will be designed such that the unknown input will be decoupled from other inputs. \( z \in \mathbb{R}^{n \times 1} \) is the state of UIO, obtained by the linear transformation \( z = Ex \) and \( \hat{x} \) is the estimated state vector. The state estimation error is defined by:

\[
\begin{align*}
e_x(t) &= \hat{x}(t) - x(t) = z(t) - L_y y(t) - x(t) \\
e_x(t) &= z(t) - (I + L_y C)x(t) = z(t) - E x(t)
\end{align*}
\]
Let’s calculate the UIO matrices: If $M$ is Hurwitz matrix and the following relationships are true:

$$
ME + P_0C = EA \\
N = EB \\
ED_a = 0
$$

(17)

Then, it’s clear that we can obtain the UIO parameters, and thereafter, the state error. The next stage is the fault estimation part.

5.5 Fast Adaptive Fault Estimation Algorithm

To implement this algorithm with successful result, it must follow some assumption and lemma which is given also to verify the linear matrix inequality LMI.

**Assumption 1** $\text{rank}(CD_a) = q$

**Lemma 1** [21] Given a scalar $\mu > 0$ and a symmetric positive definite matrix $P$ which justify the following inequality:

$$2x^T y \leq \frac{1}{\mu} x^T Px + \mu y^T P^{-1} y$$

(18)

The FAFE algorithm is proposed to ameliorate performances of time varying actuator fault estimation: rapidity, stability and accuracy.

**Theorem 2** Under Assumption and conditions (17) verified, given scalars $\sigma, \mu > 0$, if there exist symmetric positive definite matrices $P \in \mathbb{R}^{n \times n}$, $G \in \mathbb{R}^{r \times r}$ and matrices $M \in \mathbb{R}^{n \times n}$, $F \in \mathbb{R}^{r \times p}$ such that

$$F_x^T P = FC$$

(19)

and the following condition hold,

$$\left( \begin{array}{c}
M^T P + PM \\
-2\frac{1}{\sigma}F_x^T PM - 2F_x^T P
\end{array} \right) \left( \begin{array}{c}
2PPE_x \\
\frac{1}{\sigma p}G
\end{array} \right) \leq 0$$

(20)

then the FAFE algorithm

$$\hat{f}(t) = -\psi F(\hat{e}_y(t) + \sigma e_y(t))$$

(21)

can realize $e_y(t)$ and $e_f(t)$ uniformly ultimately bounded. Note $\psi \in \mathbb{R}^{r \times r}$ is the learning rate matrix. So, as a conclusion, the fault estimates expression is:

$$\hat{f}(t) = -\psi F(e_y(t)) + \sigma \int_{t_f}^{t} e_y(\tau) d\tau$$

(22)

**Remark 5** : Solving conditions in Theorem 2 needs the LMI toolbox in MATLAB. So, it is easy to solve (20). But, there are some difficulties in solving (19) and (20) simultaneously to extract $P$, $F$ and $G$. So, it must transform (19) into the following optimization problem [22]: Minimize $\eta$ subject to (20) and

$$\begin{pmatrix}
\eta I & F_x^T P - FC \\
(F_x^T P - FC)^T & \eta I
\end{pmatrix} \succ 0$$

(23)

The proof and more explanation of this theorem are given in my previous work [18].

**Remark 6** : As the model of robot used is of variable settings for each sampling period, it makes the LMI resolution slowly. That’s why, to accelerate the simulation and restrict the margin solution, it’s better to propose constraints relaxation depending on inequality. As the parameters system contain the non linear element $\sin(\phi)$ and $\cos(\phi)$, it can be limited by a minimum and maximum region.

$$-1 \leq \sin(\phi) \leq 1, -1 \leq \cos(\phi) \leq 1$$

To solve (20) and (23), it should consider this constraint:

$$B_{\min} \leq F_x = B(x) \leq B_{\max}$$

(24)

where

$$B_{\min} = \begin{bmatrix}
0 & 0 & 0 \\
-b_1(\sqrt{3} + 1) & -b_1(\sqrt{3} + 1) & -2b_1 \\
-b_1(\sqrt{3} + 1) & -b_1(\sqrt{3} + 1) & -b_2 \\
b_2 & b_2 & b_2
\end{bmatrix}$$

$$B_{\max} = \begin{bmatrix}
0 & 0 & 0 \\
-b_1(\sqrt{3} + 1) & b_1(\sqrt{3} + 1) & 2b_1 \\
b_1(\sqrt{3} + 1) & b_1(\sqrt{3} + 1) & 2b_1 \\
b_2 & b_2 & b_2
\end{bmatrix}$$

In (20), it should use $B_{\max}$ to ensure the limit part of solution. In other hand, in (23) it should use $B_{\min}$ to respect constraints.

6 SIMULATION RESULT

If we consider the model given in (14), numerically, fixed the following values of system’s parameters which are listed in Table 1.

So, we obtain the array’s elements (given for A and B)

$$s_1 = -0.0034, s_2 = 0.4286, s_3 = -1.8750$$

$$v_1 = 18.5, v_2 = 809.375$$
Table 1. Wheeled mobile robot’s parameters.

| Symbol | Designation                          | Value |
|--------|--------------------------------------|-------|
| \(m\)  | Robot’s mass (Kg)                     | 10    |
| \(r\)  | Common radius of the wheels (m)       | 0.04  |
| \(D\)  | Distance of the wheels from rotation point \(Q\) (m) | 0.2   |
| \(K\)  | Driving torque gain                   | 25.9  |
| \(\beta\) | Linear friction coefficient       | 0.02  |
| \(I_o\) | Common moment of inertia of the wheels (Kgm²) | 0.008 |
| \(I_Q\) | Moment of inertia of the robot about \(Q\) (Kgm²) | 0.2   |

\(\beta_{1,2,3,4}\) are variable elements because of dependence on state vector.
In this work, we will introduce an additive actuator fault \(u_0 = \begin{bmatrix} 5 & 0 & 0 \end{bmatrix}^T\). Then, assuming \(d\) is the unknown input (or disturbance) vector where is the known disturbance matrix \(D_x = \begin{bmatrix} 0.05 & 0.2 & 2 & 0 & 0.6 & 0 \\ 0 & 0.3 & 0 & 1 & 0 & 0.02 \\ 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}^T\).

6.1 Cooperation Task

From a database that contains at each sampling time 12 distances, we can define the parameter of cooperation used in this work. Figure 5 shows the evolution of distances at each iteration since only beacons are fixed and each robot from the three robots used follows its paths. Suppose as given in Fig.4, there are three beacons:

\(B_1(x_{b1},y_{b1}) = (0,0)\), \(B_2(x_{b2},y_{b2}) = (5,8)\), \(B_3(x_{b3},y_{b3}) = (10,0)\)

Then, by application to Newton Raphson algorithm

shall identify the position robot error. It’s clear from Fig.7 that this error is almost neglected. It does not exceed 0.1m. Oscillations alternating between \(\pm 0.1m\) are due to disturbance and time calculation that takes the cooperation algorithm. As conclusion, at this level, the position of the three-WMR is well-known. So, it’s possible to estimate the state vector by an observer block.

6.2 Nominal case

It was assumed that the total experimental time is 100s with a sampling time \(T_s = 1\) s. It can be noted clearly...
6.3 Faulty case

Considering a partial actuator failure occurring at time $t_f = 40\text{s}$, the faulty-model response is shown in Fig. 9. In the faulty case detailed in this figure, the deviation takes a few instants. So, the systems behavior and the controls evolution were changed at instant of fault included. Therefore, fault and disturbance vector can harm the systems evolution were changed at instant of fault included. Therefore, this work exceeds this problem by the robustness of fault estimation even in the presence of a Lunberger observer. Therefore, this work exceeds this problem by the robustness of fault estimation despite of the disturbance vector. Therefore, this estimation is characterized by the robustness of fault estimation for the reconfiguration of control law. To detect the actuator fault, the observer block must be included. Hence, the residue is illustrated in Fig.10.

![Fig. 7. difference between desired path and the trajectory obtained by cooperation algorithm](image)

**Fig. 7.** difference between desired path and the trajectory obtained by cooperation algorithm

from Fig.8 that the systems response converges to the desired path in nominal conditions in absence of fault. It was assumed that a circular trajectory has a radius of curvature $4\text{m}$. There are some oscillations in the trajectory followed because of input disturbance. These oscillations can damage a mobile robot because of their electronic composition which can be affected by the vibration throughout the trajectory. Thus, disturbances must be decoupled.

![Fig. 8. Trajectory tracking of three-wheel omnidirectional MR.](image)

**Fig. 8.** Trajectory tracking of three-wheel omnidirectional MR.

6.4 Fault estimation

Hereafter, we will highlight the fault estimation obtained thanks to a robust unknown input observer. Firstly, if there is no fault occurred and under the influence of disturbance, the fault estimation is shown in Fig.11. So, it’s the order of $10^{-3}$ near to zero. Secondly, when introducing a fault vector $f(t) = \begin{bmatrix} f_1(t) \\ f_2(t) \\ f_3(t) \end{bmatrix}$ where

\[
f_1(t) = \begin{cases} 5 & \text{if} \quad t \geq t_f \\ 0 & \text{if} \quad t < t_f \end{cases}, \quad f_2(t) = 0 \quad \text{and} \quad f_3(t) = 0
\]

It is easy from Fig.12 to select the peak achieved by an additive actuator fault thanks to the robust estimator used despite of the disturbance vector. Therefore, this estimation is characterized by the robustness of fault estimation

![Fig. 9. Trajectory tracking of three-wheel omnidirectional MR in the faulty case.](image)

**Fig. 9.** Trajectory tracking of three-wheel omnidirectional MR in the faulty case.

![Fig. 10. The error output.](image)

**Fig. 10.** The error output.
Goal: find the solution vector that fits with functions systems. The cooperation between mobile robots was developed to ensure the robust observer design and then guarantee the fast adaptive fault estimator. Further investigation might focus on the principle of robot network to benefit from several tasks in real time.

7 CONCLUSION

In this brief, decomposition for a class of large-scale system was discussed, in which the whole system is naturally divided into observable subsystem and a unobservable one to study the global and local observability. These subsystems interacts each other by their neighboring systems. The cooperation between mobile robots was developed to ensure the fast adaptive fault estimator. Further investigation might focus on the principle of robot network to benefit from several tasks in real time.

8 APPENDIX

Newton Raphson Algorithm

```
0 = 0
x_0 = [1 1 1 1 1 1]^T

while \( |f(x_i)| > \text{tolerance} \)
  do
    \( i = i + 1 \)
    \( x_i = x_{i-1} - \frac{1}{f(x_{i-1})} f(x_{i-1}) \)
    \( x = x_i \)
  return(x)
```

The desired solution is \( (x, y) = (x(1), x(4)) \).
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