Studying the merging cluster Abell 3266 with eROSITA
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ABSTRACT

Abell 3266 is one of the X-ray brightest galaxy clusters in the sky and is a well-known merging system. Using the ability of the eROSITA telescope onboard SRG (Spectrum Röntgen Gamma) to observe a wide field with a single pointing, we analysed a new observation of the cluster out to a radius of R200. The X-ray images highlight sub-structures present in the cluster, including the north-east–south-west merger seen in previous ASCA, Chandra, and XMM-Newton data, a merging group towards the north-west, and filamentary structures between the core and one or more groups towards the west. We compute spatially resolved spectroscopic maps of the thermodynamic properties of the cluster, including the metallicity. The merging subclusters are seen as low entropy material within the cluster. The filamentary structures could be the rims of a powerful outburst of an active galactic nucleus, or most likely material stripped from the western group(s) as they passed through the cluster core. Seen in two directions is a pressure jump at a radius of 1.1 Mpc, which is consistent with a shock with a Mach number of ~1.5–1.7. The eROSITA data confirm that the cluster is not a simple merging system, but it is made up of several subclusters which are merging or will shortly merge. We computed a hydrostatic mass from the eROSITA data, finding good agreement with a previous XMM-Newton result. With this pointing we detect several extended sources, where we find secure associations between z = 0.36–1.0 for seven of them, that is background galaxy groups and clusters, highlighting the power of eROSITA to find such systems.
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1. Introduction

Current theories of structure formation predict structures are formed by hierarchical growth, where they are the result of the merger of smaller structures. Clusters of galaxies are the largest objects where the resulting system is gravitationally bound. They sit on the threshold between bound and unbound systems and are therefore ideal locations to study how this growth by merging processes happens.

Clusters consist of a number of components which are sensitive to merging processes, including the dark matter halo, the hundreds to thousands of galaxies within the cluster and their constituent gas, active galactic nuclei (AGN), and stars. However, the one key component is the intracluster medium (ICM), the hot atmosphere which permeates the whole cluster and makes up most of the baryonic mass within the object. This hot baryonic halo is amenable to study since, due to its multi-million K temperature, it emits X-rays via bremsstrahlung and related processes, with an emissivity which is sensitive to density variations and a spectrum which can be fitted to measure the temperature via its shape and metallicity from emission lines (e.g. Böhringer & Werner 2010).

Cluster mergers are some of the most energetic events in the Universe. A great deal of energy needs to be thermalised during a merger and much of that energy goes into the ICM. The ICM reveals the presence of shock heated material and sloshing processes (e.g. Markevitch & Vikhlinin 2007; ZuHone & Roediger 2016), low entropy material brought into a cluster, stripping of sub-halos, and turbulence (Sanders et al. 2010; Zharalveva et al. 2014; Hitomi Collaboration 2016). It is also the reservoir for many of the metals produced by stellar processes in the galaxies within the cluster. The metallicity distribution is affected by transport processes within the ICM, for example caused by AGN feedback or mixing (e.g. Rebusco et al. 2005), acting as a tracer of gas motions. The hot atmosphere also provides important information about the unseen dark matter halo in a cluster. When a cluster is in a relaxed state and has a known geometry, the ICM pressure and density profiles can be used to measure the mass profile under the assumption of hydrostatic equilibrium. Merging processes, however, can break these assumptions by introducing non-virialised material, additional pressure contributions such as turbulence, or disturbing the 3D geometry (e.g. Lau et al. 2009; Biffi et al. 2016).

Abell 3266 is an X-ray bright galaxy cluster (2–10 keV flux of 5.9 × 10−11 erg cm−2 s−1; Edge et al. 1990; 0.1–2.4 keV flux of 5.8 × 10−11 erg cm−2 s−1; Reiprich & Böhringer 2002) at a redshift of 0.0589 (Struble & Rood 1999), which has been the target of many generations of X-ray telescopes. The
The cluster is hot (~8 keV) and massive. Ettori et al. (2019) analysed new XMM-Newton observations out to the virial radius of the cluster and obtain using a hydrostatic analysis, masses of $M_{500} = 8.8 \times 10^{14} M_\odot$ and $M_{200} = 15 \times 10^{14} M_\odot$, and radii of $R_{500} = 1.43 $ Mpc and $R_{200} = 2.33 $ Mpc, assuming an NFW mass model (Navarro et al. 1996).

ASCA observations of the cluster provided evidence for a merger, including detecting a temperature variation along the merger axis (Henriksen et al. 2000). Chandra observations of the cluster found a cooler filamentary region centred on the central cD galaxy aligned along the merger axis running northeast (NE) (Henriksen & Tittley 2002). XMM-Newton data of the cluster were analysed by both Sauvageot et al. (2005) and Finoguenov et al. (2006). Finoguenov et al. (2006) termed this cooler, denser material from the core to the north-west (NW) as the low entropy gas, which they estimate has a mass of $1.3 \times 10^{13} M_\odot$. They found it has a high metallicity and favour a scenario where it is stripped material falling along the plane of the sky to the south-west (SW). They suggested that this results from a merger with a mass ratio of 1:10. Sauvageot et al. (2005) put forward a similar picture that the low entropy material is due to a merger on a direction close to the plane of the sky (otherwise projection effects would wash it out). There is a hotter region west of the low entropy material, which Rankine–Hugoniot jump conditions suggest that if it is a shock, it is a weak one ($M \sim 1.2$). They also studied numerical simulations finding two scenarios for the merger. The subcluster could have merged from the NE and is now exiting to the SW, after passing the core 0.15–0.20 Gyr ago. Alternatively, it could have entered from the SW, passing the core 0.8 Gyr ago and is now nearing turnaround.

Dehghan et al. (2017) conducted a detailed structural analysis of A 3266, using over 1300 spectroscopic redshifts and find that the cluster can be decomposed into six groups and filaments to the north of the cluster, in addition to a cluster core which can be split into two components. The core has a velocity dispersion of ~1460 km s$^{-1}$, while the dispersion of the whole cluster is ~1340 km s$^{-1}$, although these are not due to proper virialised motions. They find the dynamics indicate that the merger with the material to the NE has not yet reached core passage. Their conclusion is that there is not a simple NE–SW merger, but there is a range of continuous dynamical interactions taking place.

The eROSITA X-ray telescope (Predehl et al. 2021) onboard the SRG observatory is an excellent instrument with which to study mergers of nearby galaxy clusters. It has the advantage of a wide (~1 deg) field of view, good soft response and stable X-ray background (Freyberg et al. 2020). A 3266 was the target of a calibration observation for the eROSITA mission during its calibration and performance verification (CalPV) phase (Dennerl et al. 2020). In this paper we describe an analysis of this observation in order to further study the merging processes within A 3266.

We assume $H_0 = 70$ km s$^{-1}$ kpc$^{-1}$, $\Omega_m = 0.7$ and $\Omega_k = 0.3$. 1 arcsec on the sky at the redshift of A 3266 corresponds to a distance of 1.139 kpc. We use the relative Solar abundance ratios of Asplund et al. (2009), noting that the obtained abundances are around 50% larger than the commonly used Anders & Grevesse (1989) values if the measurements are dominated by iron. Coordinates are given in the J2000 system. Unless otherwise indicated, uncertainties are given at the 1$\sigma$ level. All images are aligned with north upwards and east to the left.

2. Data analysis

2.1. X-ray data

A 3266 was selected as a calibration target for eROSITA. It was observed on 2019-11-11 for a total of 86 ks (observation ID 700 154). We took as input processing version 001 of the eROSITA A 3266 dataset and used version eSASSusers_201009 of the eSASS analysis software (Brunner et al. 2022).

The seven telescope modules (TMs) of eROSITA lie in three different orientations (Meidinger et al. 2020). There is an almost circular region on the sky at any one time where there is signal from all seven TMs. Normally counts are discarded from outside this region, because the PSF increases at large radius and the effective area is also rapidly declining. As this cluster fills the field of view we instead retained these detector corners, by applying a FLAG filter of 0x0C00007000, when combining the event files of each TM to make a merged event file. A PATTERN filter of 15 was used to include single, double, triple, and quadruple events.

Figure 1 shows the lightcurve for each TM created using the eSASS flaregti task. Each TM did not observe the sky for ~10 ks periods during the observation for calibration purposes and there was also a short period around 56 ks where there was no data from any TM. At the start and end of the observation there was also a period where the attitude of the spacecraft was

Fig. 1. Lightcurves of the telescope modules in 200s bins, with standard GTI filtering and after applying an extra GTI selection. The energy range is 0.2–10 keV. The vertical lines show the start and stop times of the GTIs. Times are relative to a modified Julian date of 51 543.875.
slewing to or from the target. To ensure accurate exposure times and to avoid the unstable attitude periods we applied an extra good time interval (GTI) filtering, shown as the vertical bars in Fig. 1. We also excluded the period immediately after each closed filter period due to temporary increases in the background count rate. We do not see any evidence for any other flaring during the observation and therefore did not exclude any further time intervals. The total remaining good time intervals after filtering in each TM are listed in Table 1, with a combined effective exposure of 59.1 ks.

Table 1. eROSITA telescope modules used in the observation.

| Module | Good time (ks) | Minimum energy (keV) |
|--------|----------------|----------------------|
| TM1    | 61.61          | 0.3                  |
| TM2    | 59.34          | 0.3                  |
| TM3    | 58.63          | 0.3                  |
| TM4    | 59.52          | 0.6                  |
| TM5    | 56.49          | 0.4                  |
| TM6    | 60.40          | 0.3                  |
| TM7    | 57.81          | 0.3                  |
| Average| 59.11          |                      |

Notes. Listed are the total length of the good time intervals and the minimum energy of events used in the analysis.

TM4 shows some bright columns between 2019-10-28T10:29:25Z and 2019-11-12T17:11:05Z. These excess events are only visible below 0.6 keV. Therefore we increased the minimum energy to 0.6 keV for TM4.

2.2. Images and exposure maps

Images of the observation were made using two different pixelisation schemes. For the source detection we used the standard sky coordinate binning of a factor of 80 (4 arcsec), for which the source detection software has been optimised. For imaging and spectral maps, we use images with a bin factor of 40 (2 arcsec). For our imaging analysis we created images in four bands: 0.3–0.8, 0.8–1.3, 1.3–2.3, and 0.3–2.3 keV, adjusting the lower energy threshold for each TM as discussed above. The counts image with 4 arcsec binning is shown in Fig. 2.

Exposure maps, with and without vignetting, were created using the eSASS task expmap. These maps have the units of time, giving the exposure relative to an on-axis observation at the energy given. Conventionally for eROSITA, the exposure map of each TM is the exposure time divided by 7, so that the summed exposure maps gives the average exposure of all the TMs. When creating maps over an energy range including below 0.6 keV we applied an empirical correction factor to the exposure maps for TMs 5 and 4 due to their higher lower-energy threshold. To do this, we calculated the exposure-corrected count rate over the inner 9.3 arcmin of the cluster for each TM. The exposure map of TM5 was then scaled so that its count rate matched that of TM7 in the same energy band. TMs 5 and 7 do not have the on-chip filter shared by the other TMs and so have a different effective area curve at low energies. Similarly we decreased the exposure of TM4 to match the average rates in TMs 1, 2, 3, and 6.

TM2 had a bad column in this observation which was not properly handled by the task expmap. The bad column, which
can be seen as missing X-ray events, is not at the correct location in the exposure map. This problem was fixed in newer versions of *expmap*, but not in version *eSASSusers_201009*. Therefore for TM2, we manually masked the region containing this column and the offset column from images of the data and exposure maps.

### 2.3. Source detection

A bright cluster with a complex morphology in the field presents a problem for standard source detection. We therefore used a non-standard method to create a background map for source detection which includes the majority of the extended cluster emission. Source detection optimised for point sources in this observation is also done by Liu et al. (2022).

Firstly, we created an initial set of regions to mask point sources. This was used to make an input mask image, identifying point source regions and regions outside the field of view (identified from the exposure map). The program *accumulate_counts*, supplied with the Contour Binning software (Sanders 2006), was used to calculate the radius around each pixel (including those within point sources) which contains at least 1024 counts when point sources were masked. This ‘scale map’ was then input into the same program, to apply Gaussian smoothing using this radius as the per-pixel 2D Gaussian $\sigma$, to both the count and exposure map images. Dividing the smoothed count image and smoothed exposure map images produced a smoothed exposure-corrected image. We then multiplied this by the unsmoothed exposure, to make a background map in count units suitable for point source detection (the unsmoothed exposure was appropriate here, to include sharp edges in exposure associated with bad pixels or the edges of the detector).

To do the source detection we used the eSASS task *erbbox* to make an initial box detection using the background map above. We then took this list of sources as the input to the *ermldet* maximum likelihood detection task. For this tool we used a maximum fitting extent (*erboxmax*) of 80 pixels, a maximum number of simultaneous sources to fit of 4 (*nmaxfit*), a maximum number of new sources when source splitting of 3 (*nmul sou*), a minimum extended source likelihood of 8 (*erlmin*), and a minimum detection likelihood of 8 (*likemin*). We also used photon based detection, which does source detection based on individual photons rather than using image pixels.

The output source list was used to construct a new set of point source mask regions and a mask image. This was done by calculating for each point source an ellipse where the surface brightness of the source at the ellipse edge is a maximum of 10% of the background surface brightness. As input, the calculation used ellipses fitted to contours for the set of PSF images taken as a function of off-axis angle in the eROSITA calibration database (file *tm1_2dpsf_190219v05*; Dennerl et al. 2020), at an energy of 0.93 keV. In addition to the point sources, there are sources within the observation detected as being extended. We added these manually to the mask, except for source X8 (see below), which appears local to the cluster.

With our new mask, we repeated the creation of the background map and detection of the sources, to reduce the dependence of our results on the manual input source mask. The final background map is shown in Fig. 2.

In Fig. 3, the detected point source and extended source regions, are shown. These extended sources are labelled as X1 to X11, the largest of which is X8, which appears local to the cluster. We discuss these extended sources later in Sect. 2.14.

In addition, we highlight the radii of $R_{200} = 1.43$ Mpc and $R_{500} = 2.33$ Mpc obtained from *XMM-Newton* data assuming hydrostatic equilibrium (Ettori et al. 2019). It can be seen that although $R_{200}$ is within the field of view of the observation, there is little area not covered by the cluster.

### 2.4. Background modelling

The field of view of the eROSITA observation only just contains the radius $R_{200}$, and so there is no source free region which can be used to fit a background model (the vignetting in the corners of the TMs has not been calibrated fully). Therefore we used data from the first all-sky eRASS survey (eRASS1) to obtain a model for the astrophysical X-ray background (XRB). This was then combined with a fit to spectra extracted from the outskirts of the observation to compute the non-X-ray background (NXB) component.

We note that the backgrounds in this section are not the same as used for the source detection. The source detection background included the extended emission from the cluster, while this is a background which only includes non-cluster components.

For the XRB determination, we extracted a spectrum from an annulus between 35 and 50 arcmin radius around the cluster, excluding detected point sources. The annulus was chosen to avoid nearby extended objects and the cluster itself. The typical exposure within this region was around 770s. Sources were detected in the 0.3–2.3 keV band within a 10.7 by 10.7 deg box centred on the cluster. An initial *erbbox* box source detection was run to provide a list of sources to mask, *erbboxmap*
was used to make an initial background map, erbox was run again with a minimum source likelihood of 6 to create an input list of sources, and then erbackmap was run again with this new list of masked sources to make a final background map. With the input list of box-detected sources, emldet was run using the parameters likemin = 8, mmaxfit = 4, mmulsou = 3, and extlikemin = 8, in photon detection mode. Sources were excluded from the annulus by removing a circle out to where the source surface brightness was 10% of the sky surface brightness.

Figure 4 shows the resulting spectrum for the 0.946 deg$^2$ region on the sky. The srctool task produces an exposure which is the total amount of time the source area is visible on the sky after accounting for dead time, but adjusts the auxiliary response file (ARF) to account for vignetting variation of X-rays for the XRB and non-X-ray (NXB) backgrounds. The fit was made simultaneously between 0.3 and 2.3 keV by minimising the C-statistic in Xspec (Arnaud 1996; version 12.11.1). We excluded TM5 and TM7 here and for the majority of our spectral analysis because they currently have a more uncertain energy calibration. The XRB model consisted of an absorbed and unabsorbed apec thermal model (Smith et al. 2001; version 3.0.9), plus an absorbed powerlaw with the photon index fixed to be 1.45 (Cappelluti et al. 2017) to account for AGNs. For the photoelectric absorption we used the tbabs model (Wilms et al. 2000) with the hydrogen column density fixed to a value of 2.26 × 10$^{20}$ cm$^{-2}$, which was derived from the HI4PI survey (HI4PI Collaboration 2016) value of 2.13 × 10$^{20}$ cm$^{-2}$, with a correction for missing molecular hydrogen added following the prescription of Willingale et al. (2013).

The NXB was modelled using fits to filter-wheel-closed (FWC) data from each of the cameras, with models consisting of a broken powerlaw with an exponential cut-off at high energies, plus Gaussian lines to model emission from fluorescent emission from the Kα lines of Al, Co, Ti, Cr, Mn, Fe, Co, Ni, Cu, and Zn, and the Kβ lines of Ni, Cu, and Zn. We used the best fitting parameters of these models when applied to the FWC data, but allowing a free overall normalisation.

Given the XRB background model from eRASS1 we then obtained an observation-specific NXB model by fitting spectra in the outskirts of the pointed cluster observation (see regions in Fig. 3) using the fixed XRB model combined with NXB components which were allowed to vary. In addition, we also added another absorbed apec component to account for any residual cluster emission in these background regions (which is not included in our background when applied to the cluster). The normalisation of the NXB component was around 5% higher for this pointed observation compared to the eRASS1 fit. We fitted the data using all the TMs to calculate imaging background for each TM, and excluding TMs 5 and 7 to create a spectroscopic background model. The minimum energies for the TMs listed in Table 1 were used in these fits.

The background images were then calculated in each band by taking the count rate in each pixel from the best fitting model for the background region. The XRB and NXB components were extrapolated over the sky by scaling using the normalised, relative to the background region, exposure (for the XRB) and non-vignetted exposure maps (for the NXB). These two components were summed to give a total number of background counts in each band in each pixel.

2.5. Background-subtracted images

Shown in Fig. 3 is the background-subtracted exposure-corrected X-ray image of the cluster. We also split the cluster counts into three energy bands containing similar numbers of counts: 0.3–0.8, 0.8–1.3, and 1.3–2.3 keV, to make an RGB image (Fig. 5). In detail, taking the 0.3–2.3 keV image we computed for each pixel the radius containing a minimum of 36 counts. Each pixel was then convolved with a separate Gaussian, taking the above radius as its σ. This smoothing was applied to the image data, background model and exposure map in each energy band. Exposure-corrected background-subtracted images were then computed from these smoothed images.

The complex disturbed morphology of the intracluster medium can be seen. There is a bright dense core with sharp edges to the west (W). Surrounding the core of the cluster is a roughly elliptical region aligned along the NE to SW direction with an edge of around 700–800 kpc (‘outer edge’). Beyond this emission can be seen out to a radius of $R_{500} \sim 1.4$ Mpc, although it is more visible along the SW direction. There appears to be an edge in the X-ray profile at this radius (‘outer edge’). To the NW there is extension of emission, which we call the NW structure, which appears greener in the RGB colour scale, likely because it is cooler than the main cluster.

To show the features in more detail, Fig. 6 shows an X-ray image of the cluster with the point sources masked, compared to residual maps showing the fractional deviation to a smooth model. The smooth model was constructed by calculating the average surface brightness of the unmasked regions as a function of radius from a central position. We chose two different centres for this analysis: a centre based on the centroid of the inner 12 arcmin after iteration, and another chosen by hand to lie at the centre of one contour level.

A bright central core can be seen, with a fan shaped structure extending from it towards the NE. The central core appears to have a sharp edge to the W, except there is also an
Fig. 5. RGB image of A3266. The bands used for the red, green and blue channels were 0.3–0.8, 0.8–1.3, and 1.3–2.3 keV, respectively. We applied location-dependent Gaussian smoothing to the count, exposure and background maps. The $\sigma$ of the Gaussian function was taken from the radius of a top hat function which contains a minimum of 36 counts in the 0.3–2.3 keV band.

An elongated bright region which extends westwards to a bright clump in the residual map (the ‘bridge’). There are also other filamentary structures extending inwards from this bright clump. These filamentary structures have the appearance of bright cooler material which surrounds bubbles of radio emitting plasma in some clusters (e.g. Fabian 2012), although they are only seen to one side of the cluster. To the far north-west (NW) we see a bright region of emission. This is the extended source X8 mentioned previously.

To make our discussion clearer, we show in Fig. 7 a labelled diagram of some of the features present. Seen are the central core, the fan shaped structure to the NE, the filamentary structure to the W, the bridge connecting the core to the W structure, the inner and outer edges, and the NW structure.

These filamentary structures and the central core can be seen in more detail by applying filtering to the X-ray image. In Fig. 8 is shown data filtered using the Gaussian Gradient Magnitude filter (GGM; Sanders et al. 2016b,a). The effect of the filter is to compute the gradient magnitude of the X-ray image when convolved with a Gaussian of a particular size, here with scales of 16 and 4 arcsec. The GGM filtered images are sensitive to the edges in the X-ray data.

Standard GGM filtering becomes noisier in regions where the count rate is low, for example in the outskirts of galaxy cluster. Therefore, we also show the results from a new method to apply an adaptively smoothed GGM filter. To do this, the adaptively smoothed X-ray image was taken from Sect. 2.3 (computed by convolving the image and exposure map by a Gaussian with a $\sigma$ given by a radius containing 1024 counts). The $\log_{10}$ value of this map was then taken and the gradient calculated, by taking the difference between neighbouring pixels along the two axes and adding them in quadrature. This method is described in more detail in Appendix A. The filtered images clearly show the sharp edge to the west of the nucleus, the filamentary structure further out to the west and the 700–800 kpc elliptical surface brightness edge surrounding the core (the inner edge).
Fig. 6. X-ray image (top panel) and fractional residuals (bottom panels). The X-ray image was created in the 0.2–2.3 keV band and is exposure corrected by the effective exposure (relative to on-axis; units log$_{10}$ counts s$^{-1}$ pixel$^{-1}$). The image was smoothed by a Gaussian of $\sigma = 6$ arcsec (3 pixels). Point sources were masked before smoothing. Contours are at 5 logarithmic levels between 0.00004 and 0.0019 counts s$^{-1}$ pixel$^{-1}$.

The residual maps show the fractional difference from the average at each radius, ignoring masked regions. Two different centres are used: ($\alpha = 67.8759^\circ, \delta = -61.4214^\circ$), marked $\times$, chosen to lie at the centre of the 4th contour level (bottom left panel), and ($\alpha = 67.8060^\circ, \delta = -61.4570^\circ$), marked $+$, which is the X-ray centroid within 12 arcmin radius (bottom right panel) and lies very close to the centre used by Ghirardini et al. (2019). When showing the fractional differences later in the paper we will use the hand-chosen centre.

The edges in surface brightness can be more clearly seen in radial profiles. Figure 9 shows profiles along five different sectors and for the whole cluster. The plot also shows the residuals to a smooth scale-free model. In the centre, the bright central core can be seen in sector 4 (SE). In sectors 1, 2, and 3 towards the north, the profile appears smooth in the centre, with breaks in slope between 6 and 8 arcmin radius where the profiles appear to steepen. This is the radius of the inner edge. There are further breaks in the slopes between 12 and 19 arcmin radius in all sectors where they flatten out again. Towards the edge there is further evidence for steepening (the outer edge).
2.6. Central spectrum

As a first spectral analysis, we fitted the spectrum from the inner 6 arcmin radius after excluding point source regions. The same centre was used as Ghirardini et al. (2019) for their XMM-Newton analysis ($\alpha = 67.8434^\circ, \delta = -61.4297^\circ$). In this analysis we supplied a spatial model, the adaptively smoothed image from Sect. 2.3, to the srctool task to better model the effect of the vignetting of the source on the ARF. When modelling the XRB in the same spectrum we instead used an ARF assuming a flat spatial model. As with all the analyses in this paper, we disable the correction for the telescope PSF in srctool as the PSF is smaller than our typical extraction region. We fitted the spectrum for the region with an tbabs absorbed apec model to account for the cluster emission, the XRB components from the eRASS1 best-fitting model and the NXB components for the region in the outskirts of the cluster. To allow for variation in the background, we allowed the normalisations of the XRB and NXB components to vary with a Gaussian prior of 5%.

The spectra from each TM was fitted between the minimum range in Table 1 to 7.0 keV, excluding TM5 and TM7. The C-statistic plus prior was minimised to fit the spectra. Figure 10 shows the data, best fitting model and model sub-components. As there were clear residuals at low energies, we also fitted the data allowing the absorption to vary. The plot shows the residuals for the varying and fixed absorption cases. The best fitting parameters for the two models are listed in Table 2. It can be seen that the data prefer a temperature around 12% higher if the photoelectric absorption is frozen at our Galactic value rather than fitted, while the metallicity is around 50% higher than the obtained with a fitted column density.

There are clear residuals (Fig. 10) at the 10% level over the entire energy band for both versions of the fit. These are seen in particular at the edges in the effective area curves. The residuals are likely due to residual calibration uncertainties of the telescopes. The higher value of the best-fitting absorption may also be due to uncertainties in the calibration, as the other residuals in the spectral fit have a similar magnitude. For hot clusters like A 3266, it is difficult to disentangle the absorption, metallicity and temperature with the softer response of the eROSITA telescopes.

The cluster has also been observed by the eRASS1 survey. As it is relatively bright, we can make comparisons against the pointed observation. If the vignetting model is inaccurate, this would lead to differences between the pointed and survey fits. We note that the eRASS1 data have not been processed with the final eRASS1 version of the eSASS software or calibration, but only with a similar one to the pointed observation and therefore this comparison is preliminary. Table 2 shows the results of spectral fitting for free and fixed absorption values. It can be seen that the temperature found from the survey is lower than found with the pointed observation and the metallicity is higher. The absorption, if free, is roughly consistent with, and lies between, the HI4PI value and the fitted value obtained from the pointed observation. If the metallicity is fixed to a more realistic value (0.3 Z⊙), then the temperature drops lower still and the absorption increases to what was found in the pointed observation. If the temperature, metallicity and absorption are forced to be the best fitting values from the pointed observation, the normalisation agrees to within 5%.

It should be noted, however, as seen previously by XMM-Newton or in Sect. 2.8, the cluster has temperature sub-structure within the central region. Our temperature maps later show a range of 6.6–9.1 keV within 6 arcmin radius (1σ percentiles). Components at different temperatures will preferentially be detected by different instruments depending on the sensitivity of their telescopes to different X-ray energies (e.g. Reiprich et al. 2013). eROSITA in a survey has on average less effective area at high energies than it does on-axis in a pointing. Therefore the temperature differences seen between the pointed and survey data could be due to this effect, or it could be due to calibration uncertainties. Further work is required to understand this better.

2.7. Spectroscopic profiles

A 3266 has been the subject of observations by other X-ray telescopes and is therefore a good target to use to compare instrumental calibrations. Figure 11 compares profiles obtained by spectrally fitting eROSITA, XMM-Newton, and Chandra data. The XMM-Newton results were taken from Ghirardini et al. (2019) which fits both EPIC-pn and EPIC-MOS data. We used the same cluster centre and annular regions as this analysis, extracting the spectra using srctool, excluding point sources. Two sets of ARFs were created; one assuming the cluster emission is distributed like the adaptively smoothed X-ray emission (Fig. 3) and was applied to the cluster model, while the second an average value obtained by allowing the absorptions to vary with a Gaussian prior of 5%.

We repeated the fits using two different absorption values. The first was the corrected HI4PI value ($2.26 \times 10^{20} \text{ cm}^{-2}$) and the second an average value obtained by allowing the absorption to be free in these radial profile fits ($3.15 \times 10^{20} \text{ cm}^{-2}$). This second value is close to that obtained from the inner 6 arcmin ($3.18 \times 10^{20} \text{ cm}^{-2}$). We did not see evidence for absorption variation in these profiles inside 8 arcmin radius (beyond this the
measurement uncertainties become larger). The second value is what we use in the remainder of the spectral fits in this paper.

The Chandra observation IDs 899 and 7687 were used for the Chandra analysis. Data reduction was performed using the software CIAO v4.12 (Fruscione et al. 2006), with the latest release of the Chandra Calibration Database at the time of writing (CALDB v4.9). Time intervals with a high background level were filtered out by performing a 3σ clipping of the background level on the light curve in the 2.3–7.3 keV band, and binned with a time interval of 200 s. The cleaned exposure times were 28.0 ks and 4.5 ks for obsIDs 899 and 7687, respectively.

Unresolved sources within the ICM were identified with wavdetect, checked visually, and eventually removed. The ARF and redistribution matrix file (RMF) for each observation were extracted with the commands mkarf and mkacisrmf, respectively. The background spectra were extracted from the ‘blank sky’ files, and processed using the blanksky script (we used the default options with weight_method ‘particle’ and bkgparams = [energy = 9000:12000]).

Galactic hydrogen absorption was described by the model tbabs, where the Galactic column density was fixed at our HI4PI-corrected value of $2.26 \times 10^{20}$ cm$^{-2}$. To ensure flat azimuthal coverage, only obsID 899 was used within 3 arcmin radius and only obsID 7687 outside that radius. The ICM spectrum in the 0.5–7.0 keV band was fitted with the apec thermal plasma emission model, where the redshift was fixed at 0.0589,
Table 2. Spectral fitting results from the central 6 arcmin radius.

| Type                        | $N_{\text{H}}$ ($10^{20}$ cm$^{-2}$) | $k_{\text{B}} T$ (keV) | $Z$ ($Z_{\odot}$) | Normalisation (cm$^{-5}$ deg$^{-2}$) |
|------------------------------|--------------------------------------|-------------------------|-------------------|--------------------------------------|
| Fixed $N_{\text{H}}$         | 2.26                                 | 8.39 ± 0.07             | 0.44 ± 0.02       | 1.167 ± 0.003                        |
| Free $N_{\text{H}}$          | 3.18 ± 0.05                          | 7.46 ± 0.07             | 0.30 ± 0.02       | 1.197 ± 0.003                        |
| Survey, fixed $N_{\text{H}}$ | 2.26                                 | 6.7 ± 0.5               | 0.7 ± 0.2         | 1.04 ± 0.03                          |
| Survey, free $N_{\text{H}}$  | 2.8 ± 0.5                            | 6.3 ± 0.6               | 0.6 ± 0.2         | 1.07 ± 0.04                          |
| Survey, fixed $Z$            | 3.2 ± 0.4                            | 5.8 ± 0.5               | 0.30              | 1.11 ± 0.02                          |
| Survey, fixed $N_{\text{H}}, Z, k_{\text{B}} T$ | 3.18 | 7.46 | 0.30 | 1.14 ± 0.01 |

Notes. The results for the pointed observation described here, and for an early version of the eRASS1 survey, are shown. Normalisations are given per square degree of extraction area.

Fig. 9. Surface brightness profiles in five different sectors between 0.3 and 2.3 keV using 2 arcsec pixels, after masking sources. The profiles were binned to have less than a 4% uncertainty in each bin. The top panel shows the profiles, while the bottom panel shows the residuals to a smooth model. The smooth model (shown in a top panel) has the functional form $6.25 \times 10^{-4} \exp(-0.260(r/\text{arcmin})$ ct s$^{-1}$ pixel$^{-1}$. The radial axis uses square-root scaling where the vertical lines mark the same radii shown in the inset cluster image.

Fig. 10. Spectrum of the central 6 arcmin radius around the cluster centre. The data were rebinned to have a signal to noise ratio of 30 in each spectral bin for display purposes. In the top panel are the data, total model, cluster model, XRB components, and NXB in each TM. The second panel shows the residuals after thawing the absorbing column density parameter. The third panel shows the residuals with the column density fixed to be the corrected HI4PI value. The fourth panel shows the average effective area of the TMs as a function of energy over the extraction region based on the source model.

and the temperature, abundance, and normalisation were thawed as free parameters, minimising the C-statistic.

The eROSITA temperature profiles lie somewhere between the XMM-Newton and Chandra results, depending on what value is assumed as the Galactic absorption in the spectral fits. If the absorption is fixed to the corrected HI4PI value, then the eROSITA temperatures are similar to the Chandra values. If the absorption is fixed to be our best fitting value, then the temperature profile is around 1 keV hotter in the very centre, but matches XMM-Newton out to around 7 arcmin radius, but then becomes cooler. The temperature and metallicity are inversely correlated. We obtain similar metallicities to XMM-Newton over most of the cluster ($\sim 0.3 Z_{\odot}$) with the higher absorption value. The uncertainties on the Chandra metallicities make comparison more difficult, but are suggestive of higher metallicities in the very centre, but matching XMM-Newton and high-absorption
The discrepancy between the temperatures obtained from the different telescopes in this hot cluster may be due to calibration differences or could be due to multiphase gas. Future work to disentangle could include measuring temperatures with narrower energy bands (to reduce the effect of calibration differences) or selecting isothermal regions within the cluster for comparison (although multi-temperature material can be present along the line of sight and may be difficult to detect).

2.8. Spatially resolved spectroscopic mapping

We made maps of the cluster spectral properties using two methods. The first was to select regions using the contour binning algorithm (Sanders 2006). The second method is a new one based on fitting spectra from dynamically sized ellipses. It has the advantage of producing a smoothly varying map, but the disadvantage of results not being statistically independent, except when points are separated by more than the size of these ellipses.

For the ellipse method, the input image is an adaptively smoothed image (from Sect. 2.5). We take an initial set of grid points separated by 256 2-arcsec pixels. For each of these grid points, we iterate over a set of ellipses rotated at intervals of 5 degrees and with a range of aspect ratios (here between 1 and 3 with 11 steps), where the ellipse size is increased until the required signal to noise threshold is reached (masking point sources) for each of these possibilities. The ellipse chosen for a grid point is one where the standard deviation of the contained pixels in the adaptively smoothed map is minimised.

Given this set of initial ellipses on a grid, we construct a list of sets of four neighbouring grid points (quads). For each axis in each quad we compute the distance between the grid points as a ratio of the size of an ellipse along that axis direction (i.e. where the ellipse intersects the axis). There are four different ratios for each axis: one for each of the ellipses. We take the largest ratio in each direction. If the separation ratio for both directions is larger than some value $S$ (we use $S = 0.5$ here), then we split the quad in both directions by two, by inserting five new grid points, making four new quads. If the ratio for only one axis is larger than $S$ we split the grid along one axis by inserting two new points, making two new quads. After doing this for all the quads, we take our new list of quads and repeat the process.

The effect of this procedure is to refine a grid so that the size of the grid is similar to the size of the ellipses, where the size of the ellipses is chosen to have the same signal to noise ratio and the shape and rotation of each ellipse is governed by the local morphology of the surface brightness. For a perfectly radially declining surface brightness the ellipses increase in size with radius and rotate to be azimuthally aligned along their longest axes.

From each of these ellipses we extracted spectra and created responses, excluding point sources, using the srttool task. These spectra were fitted using the method described below to produce a set of temperature, metallicity and normalisation

eROSITA further out. We note that the Chandra values are also somewhat dependent on the assumed absorption. If our best fitting eROSITA absorption is used rather than the corrected HI4PI value, the Chandra temperatures increase by $\sim1$ keV and the metallicities decrease by $\sim0.05 

The normalisation profiles for the Chandra and XMM-Newton fits are around 10% larger than the XMM-Newton profiles over most of the radial range. This difference could be due to a lower absorption value ($1.62 \times 10^{20}$ cm$^{-2}$) used for the XMM-Newton X-COP analysis.

If the emitting plasma in a cluster is not isothermal, it is expected that non-identical X-ray telescopes would produce different best fitting temperatures. Depending on the relative amount of effective area as a function of energy, telescopes will preferentially detect hotter or colder material. A 3266 contains spatial variation in temperature (see Sect. 2.8) which is not simply radial, making comparison difficult. There are also intrinsic calibration differences between X-ray telescopes. Schellenberger et al. (2015) found that hotter galaxy clusters produce higher temperatures in Chandra than XMM-Newton, even after accounting for multi-temperature gas or sensitivity in different bands.

\begin{figure}[ht]
\centering
\includegraphics[width=\textwidth]{fig11.png}
\caption{Comparison between eROSITA, XMM-Newton, and Chandra spectroscopic profiles for annular regions, showing the temperature, metallicity, normalisation, and relative normalisation. The XMM-Newton results are the from the X-COP analysis of Ghirardini et al. (2019), scaling the metallicity profiles from Anders & Grevesse (1989) to Asplund et al. (2009) solar abundance ratios by multiplying by a factor of 1.48 to account for the relative H/Fe ratio. The eROSITA profiles use the same centre and annuli as the XMM-Newton profiles, while the Chandra profiles use wider annuli. Normalisations are the Xspec normalisation factor per square degree. The relative normalisation shows the fractional difference to a $\beta$-model fitted to the XMM-Newton data.}
\end{figure}
Fig. 12. Spatially resolved spectroscopic maps created using the contour binning method. Top left: Ratio of surface brightness to average at radius, for comparison, smoothed by a Gaussian with $\sigma = 6$ arcsec. Top right: Temperature, in keV. Bottom left: Pseudo-pressure ($\text{keV cm}^{-5} \text{deg}^{-2}$), Bottom right: Pseudo-entropy ($\text{keV cm}^{5/3} \text{deg}^{2/3}$). The maps were create by spectrally fitting regions with a signal to noise ratio of 75. Median statistical temperature uncertainties are around 12\% (1 keV) for each region.

values. To generate output maps, we use the results for the ellipse whose centre lies closest to each pixel.

For the contour binning method, we binned the X-ray image following the contours on the same adaptively smoothed X-ray image as used in the ellipse fitting method. We created regions applying a geometrical constraint factor of 1.7, to prevent bins becoming too elongated. Point sources were masked out during binning. For our analysis we did our analysis using the maps binned using a signal to noise ratio of 75, for examining temperature and density, and again using a ratio of 100, for mapping metallicity.

As for the ellipse fitting analysis, from each region we extracted spectra and created responses using $\text{srctool}$. Following Sect. 2.6 we create two sets of ARFs: one using the adaptively smoothed image as a source model to account for the cluster emission, and the second with a flat model for the XRB. As previously, we simultaneously fitted the data for TMs 1, 2, 3, 4, and 6 with a model made up of a combination of cluster, XRB and NXB components.

In Fig. 12, we show the resulting temperature maps from the contour binning process compared to an X-ray residual map (Fig. 6). Also mapped is the pseudo-pressure, calculated by
Fig. 13. Spatially resolved spectroscopic maps made using the ellipse fitting method. These use the same signal to noise ratio as the contour binned maps in Fig. 12 but are zoomed to show a larger area and have slightly different colour scales. The ratio map in this case has been smoothed by a Gaussian with $\sigma = 6$ arcsec. The ellipses selected have a similar area to the contour binning regions shown in Fig. 12 and have a similar aspect ratio, with many having the maximum 3:1 ratio.

multiplying the temperature (in keV) by the square root of the apec norm per square-degree from Xspec. The pseudo-pressure is related to the real pressure except it accounts neither for projection effects nor line-of-site depth through the cluster. Another useful quantity we compute is the pseudo-entropy, calculated by multiplying the temperature by the apec normalisation per square degree to the power $-2/6$. To aid comparison, we plot the same contours as shown in Fig. 6 on each map.

We similarly show the results from the ellipse fitting method in Fig. 13. These maps have the same signal to noise ratio (and therefore statistical uncertainties) as the contour binned maps, but are zoomed out to show the $R_{500}$ radius.

Both the contour binned and ellipse method maps show very similar results. Thanks to the design of the methods to trace the X-ray surface brightness, both show the same thermodynamic variations associated with the X-ray emitting structures seen in the cluster. The maps show the central core is lower temperature and entropy, and connects to the lower temperature and entropy material which forms a fan shape (the NE structure). The bright emission and filamentary structures to the west of the core (the
Fig. 14. Metallicity maps of the cluster made using the contour binning (top) and ellipse (bottom) methods. The maps were created using spectra extracted from regions with a signal to noise ratio of 100. Typical statistical uncertainties are $0.17 Z_\odot$.

W structure) also appear as lower temperature, lower entropy ICM. Towards the NW we see cooler material associated with the NW structure. Immediately to the east of the cool bright core we see a high temperature region, previously seen in XMM-Newton data. This region also has a high pressure in the pressure map. We examine it in more detail in Sect. 2.10.

2.9. Metallicity maps

In Fig. 14, maps of the best fitting metallicity of the material, both using the contour binning and ellipse fitting methods, are shown. Due to the relatively lower effective area of eROSITA at higher energies, these metallicity results are mostly sensitive to Fe-L emission, despite the relatively high temperatures of the ICM in this cluster. We note that some caution might be necessary as the interpretation of the broad Fe-L complex is more model and calibration dependent than Fe–K. The fits to the central region (Sect. 2.6) show that there is some degeneracy between the absorbing column density and the metallicity.

The metallicity maps (Fig. 14) show that the metallicity is not uniform within the cluster. The maps show a higher region of metallicity in core and the fan shaped NE structure (marked High Z in Fig. 7). Sauvageot et al. (2005) and Finoguenov et al. (2006) both found this region to have higher metallicities. Our metallicity maps appears to match what they saw qualitatively. Between the W structure and the central core is a region of low metallicity (marked Low Z in Fig. 7). Sauvageot et al. (2005) found a low metallicity path which partially coincides with this region. The ellipse-smoothed map suggests the low metallicity region extends around from the W to the SE at the radius of the 2nd-innermost contour. This is also seen in contour binned maps with larger bins. Sauvageot et al. (2005) also saw high metallicity regions to the south which are also found in our results.

2.10. Cluster core in detail

Here, the core and the hotter region to the west are examined in detail. Figure 15 shows a zoomed views over the core region of
the X-ray image, residual map, and temperature map. As mentioned previously, there is a high-temperature region to the west of the core, although it seems to be broken into two with a cooler region between. These higher temperature regions approximately follow the surface brightness contours, although there is no apparent surface brightness change associated with the cooler region between the two hotter ones. The bright regions to the west in the residual map appear cooler, except for the bridge which appears to run directly westwards from the central core.

To help understand what is occurring to the west of the core, we extracted and fitted spectra from regions in a westward sector (Fig. 16). The same spectral modelling as in previously analysis of spectra was used, except here we chose a Jeffreys prior on the temperature parameter (equivalent to a transformation to using log of the temperature) and the metallicity was fixed to be $0.3\, Z_\odot$. A MCMC based on the best fitting model was run to produce a chain of parameters for each spatial region. In the temperature profiles we show the median and $1\sigma$ percentiles for the temperature parameter. To compute the density profile, we took random sets of model normalisations from the chains and deprojected these for each annulus. This was done by multiplying an inverted matrix with the spherical projections volumes to compute the normalisation per unit area and then the electron density. The densities plotted show the median and $1\sigma$ percentiles of these density values. The pressure and entropy profiles were computed by taking each set of densities and projected temperatures and then looking at the resulting distributions. We note that this analysis is not strictly correct, as projected rather than deprojected temperatures were used here to compute the pressure and entropy. It is also not strictly correct to deproject model normalisations unless the temperatures are the same.

We also used MBProj2 (Sanders et al. 2018) to make deprojected profiles for comparison. MBProj2 uses a forward modelling approach to create model surface brightness profiles in multiple energy bands, which are then fitted to the data. For this analysis we extracted surface brightness profiles in different energy bands1 for TMs 1, 2, 3, 4, and 6 with 4 arcsec binning out to 8 arcmin radius. These profiles were fitted with a model which did not assume hydrostatic equilibrium, but parametrised the density and temperature profiles. A temperature model with the same radial binning as the projected fits was chosen (although extended to 8 arcmin radius with the same binning). The density model was binned twice as finely as the temperature model. The metallicity was parametrised at radii of 20, 120, 240, and 400 kpc using linear interpolation in log radius to calculate values between and using a flat prior between 0 and $1\, Z_\odot$. PSF corrections were included in this analysis by multiplying the uncorrected projected rates by a matrix in each energy band which was computed from PSF images (with linear interpolation in angle from the centre of the detector and in energy).

The bright central core has an electron density of around $6 \times 10^{-3} \, \text{cm}^{-3}$ (the innermost drop is likely dependent on the exact centre chosen) and a temperature ranging between 3 and 6 keV. These values give a mean radiative cooling time of $\sim 11$ Gyr and therefore would not classify as a cool core.

The projected and deprojected profiles show that the temperature appears to increase by a factor of $\sim 2$ outside the bright central core (the edge of which can be seen as the vertical dotted line in the figure). Although the deprojected pressure appears to rise outwards here this is not statistically significant. The temperature drops down again in both the projected and deprojected profiles in the third bin after the edge, then rises again, as seen in the temperature maps. There is weak $\sim 2\sigma$ evidence for a pressure drop in this cooler region.

---

1 The bands used were $0.30–0.60$ (except for TM4), $0.60–0.70$, $0.70–0.80$, $0.80–0.90$, $0.90–1.00$, $1.00–1.10$, $1.10–1.20$, $1.20–1.30$, $1.30–1.40$, $1.40–1.50$, $1.50–1.65$, $1.65–1.80$, $1.80–2.10$, $2.10–2.30$, $2.30–2.90$, $2.90–3.50$, $3.50–4.00$, $4.00–4.50$, $4.50–5.50$, and $5.50–7.00$ keV.

---

**Fig. 16.** Profile across the dense inner core to the hotter region to the west, showing from top to bottom the surface brightness, electron density, temperature, electron pressure, and metallicity. Profiles created using projected spectral fits and deprojected using MBProj2 are shown. The outer spectral bin is not shown due to edge effects. The surface brightness is background subtracted and exposure corrected in the 0.3–2.3 keV band using 2 arcsec pixels.
prior on the parameters between 0 and \( r \) to calculate values between each pair of points and a flat prior on the log of the edges of each pair of bins, using linear interpolation in log space. The metallicity was parametrised at the projected bin edges, although parametrising it at the edges of these sub-bins. The log temperature was parametrised similarly to before by interpolating in log space, where spline interpolation in log space was used to compute the density at intermediate radii. The metallicity profile is peaked towards the centre, with a secondary peak at a radius of around 800 kpc.

2.11. Sector profiles

To examine the thermodynamics associated with the features discussed previously, we computed spectral and surface brightness profiles in particular sectors. Figure 17 shows sectors designed to cross a relatively undisturbed region of the cluster south-east (SE), a region towards the NE merging subcluster (NE), a sector over the NW merging subcluster (NW), and two sectors towards the northern and southern parts of the western structure (W and SW, respectively). The results are shown in Fig. 18.

Surface brightness profiles were extracted and rebinned as in Fig. 9. Spectral profiles are derived from fits to projected spectra extracted from the sectors as in Sect. 2.10. Similarly, we compute densities, pressures, and entropies from these projected fits. We also used MBProJ2 to make deprojected profiles in each sector. In these fits, we parametrised the log density by subdividing each bin used for the projected density profile into three and parametrising it at the edges of these sub-bins. The log temperature was parametrised at the projected bin edges, although each pair of bins was combined below 423 and above 1093 kpc to reduce statistical uncertainties. We used a flat prior on the log temperature between 1 and 30 keV. Linear interpolation in log radial space was to calculate the log density and log temperature values between these points. The metallicity was parametrised at the edges of each pair of bins, using linear interpolation in log radius to calculate values between each pair of points and a flat prior on the parameters between 0 and 1 \( Z_\odot \). PSF correction was not included in this analysis.

Examining these profiles we see that the cluster is systematically under-luminous and under-dense in the SE direction, but over-luminous and over-dense in the NW, W and SW directions. There are also multiple breaks in the surface brightness profiles, similar to what is seen in the profiles with uniform sectors (Fig. 9). The inner edge is particularly visible.

In the SE direction moving outwards, there is a break in density at a radius of 560 kpc (the inner edge), where the density steepens until a radius of 700 kpc, where it flattens out again. At a radius of 1000 kpc (the outer edge) the density profile steepens once more. There is some evidence for a deprojected hotter region between radii of 600 and 1000 kpc. The temperature and pressure appear to drop steeply at this outer edge. The metallicity is enhanced in the core and in the hotter region.

Looking outwards towards the NE, around the inner edge (570 kpc) there is a drop in density and the steepness of the profile increases. This continues until a radius of around 900 kpc, where the profile flattens once more. Close to the inner edge there is also evidence for an increase in temperature and a flattening of the pressure profile. Beyond this radius, the temperature and pressure profiles are fairly smooth. The metallicity profile along this direction smoothly declines from the core of the cluster.

The profile towards the NW sub-structure is less certain due to this sub-structure. There are peaks in deprojected temperature, pressure, and density at radii of 500 and 700 kpc. They persist if the outer NW structure itself is masked out and the deprojection repeated. However, if the temperature interpolation is done using two-times finer binning over this region, then the results show twice the number of temperature peaks. Therefore this region of the cluster is likely prone to instabilities in the deprojection (Russell et al. 2008), common in such ‘inverse problems’ and likely because the model is not describing the data well enough (e.g. due to multiphase material). When this happens, the temperature oscillates on the scale of the bin or interpolation scale. At the location of the NW structure we see the temperature drops drastically. Separate spectral fitting of this structure shows multiphase material (Sect. 2.14). We therefore caution using the temperatures, pressures and entropies in this direction, although the densities are less affected by instabilities and temperature variation.

Westwards is seen a break in the density profile at around 670 kpc radius, where the profile steepens, then continuing with a similar slope until the edge of the profile. However, there is an edge in the pressure profile at a radius of 1100 kpc, where there is also an increase in the temperature and entropy profiles.

Towards the SW there is a more dense region towards the centre and central core. This breaks to a flatter profile around a radius of 450 kpc and then a steepens at 840 kpc radius. There are some peaks in the temperature profile, but these look similar to the instabilities seen along the direction of the NW structure. The metallicity profile is peaked towards the centre, with a secondary peak at a radius of around 800 kpc.

2.12. Hydrostatic profiles

MBProJ2 was also used to obtain hydrostatic masses for the cluster. A parametric mass model and gas density model were used to compute a temperature profile under the assumption of hydrostatic equilibrium, which is then used with the gas density model to predict the surface brightness profile in each energy band. We extracted surface brightness, exposure, and background profiles in the same bands listed in Sect. 2.10. These profiles were fitted assuming an NFW mass model, parametrised by \( R_{200} \) and the concentration \( c \), with flat priors in log space. No additional mass was added to the NFW model from the ICM. The outer pressure of the cluster was also parametrised by a log value with flat priors. The ICM density model was sampled at radii three times more finely than the bins in Fig. 17, assuming flat priors in log space, where spline interpolation in log space was used to compute the density at intermediate radii. The metallicity was parametrised similarly to before by interpolating in log radius parametrised values at radii of 20, 200, 400, 650, 980, and 1500 kpc using a flat prior between 0 and 1 \( Z_\odot \). The model...
was fitted to the full cluster region (from the centre to 28 arcmin radius) and also to the angular ranges of the previous sectors (using the same radial range as for the full cluster). This analysis did not include broadening due to the PSF. MCMC was used to produce chains of model parameters given the data.

Figure 19 shows the resulting mass profiles in each sector and for the full cluster and the fractional difference between each profile and the median full profile. The results of Ettori et al. (2019) using XMM-Newton data are also compared. We also plot the contours in mass-concentration space of the NFW model from the MCMC. The cumulative mass of our model (for the full profile) matches their cumulative mass to within 7% at their value of $R_{500}$. Taking our mass profile and using the critical density at the redshift of the cluster, we obtain...

---

### Table: SW W NW structure NE SE

| Surface brightness | $10^{-6}$ | $10^{-5}$ | $10^{-4}$ |
|--------------------|-----------|-----------|-----------|
| Proj.              |           |           |           |
| Deproj.            |           |           |           |
| Cluster deproj.    |           |           |           |

### Figure 18: Profiles obtained in sectors.

Profiles obtained in sectors. The columns contain the results for each sector (Fig. 17). The rows show the surface brightness, electron density, temperature, electron pressure, electron entropy, and metallicity. The points were obtained by fitting projected spectra. The coloured shaded regions show the deprojected results. The grey shaded regions show the deprojected results for the whole cluster. Surface brightness profiles were obtained using the same technique as in Fig. 9, using the 0.3–2.3 keV band and showing the count rate per 2 arcsec pixel.
with the main profile at $R_{500}$. The discrepancies between the mass profiles in each sector imply that the dynamical structure in this cluster prevents reliable hydrostatic mass measurement. However, it may be possible to mask out the sub-structures in the centre and the outskirts to improve the agreement between the different sectors.

### 2.13. Optical images

Our studies are complemented by high quality optical data in the five Sloan filters $u$, $g$, $r$, $i$, and $z$. A 3266 was observed with the Dark Energy Camera (DECam; see Flaugher et al. 2015) mounted on the Blanco 4-metre Telescope at CTIO. The data were obtained under the Program-ID 2014B-0265 (P.I. Dell’Antonio). We retrieved all images in raw format from the NOIRLab Archive\(^2\) and processed them with the THELI image-reduction pipeline (see Erben et al. 2005; Schirmer 2013). Our extensions and refinements of THELI to process DECam data are described in Reiprich et al. (2021) and our processing was done in exactly the same way as outlined in that article.

The final co-added images consist of high quality, sub-arcsecond data (except for the $u$-band) obtained under photometric conditions. In Table 3, we list total exposure time, image seeing (Gaussian fit to point-like sources) and the limiting magnitude of our co-added data. The limiting magnitude is defined as the 5σ detection limit in a 2.0 arcsec aperture via $m_{lim} = ZP - 2.5 \log(5 \sqrt{N_{pix} \sigma_{sky}})$, where $ZP$ is the magnitude zeropoint, $N_{pix}$ is the number of pixels in a circle with radius 2.0 arcsec, and $\sigma_{sky}$ is the sky background noise variation.

Figure 20 compares the X-ray emission in the centre of the cluster with an RGB image of the DECam data. The main central cD cluster galaxy appears located within the bright core region. Several of the other brighter galaxies appear to be offset towards the SW. A group of galaxies associated with the extended source X8 can be seen to the north-west of this image.

### 2.14. Extended sources and associations

As stated in Sect. 2.3, a number of extended objects were detected within the observed field. The multi-component matched filter (MCMF; Klein et al. 2018, 2019) cluster confirmation tool was used to confirm the extended X-ray sources in the field as clusters and to determine their photometric redshift. MCMF utilises a cluster red sequence technique (Gladders & Yee 2000) to identify overdensities of red galaxies in redshift space. The found overdensities around cluster candidates are then compared to MCMF runs on random line of sights. MCMF derives the estimator $f_{\text{true}}$, which is correlated with the

\(^2\) https://astroarchive.noirlab.edu/
Probability of being a chance association. In context of eROSITA selected clusters, candidates with \( f_{\text{cont}} > 0.3 \) are typically considered as unconfirmed, 0.2 < \( f_{\text{cont}} < 0.3 \) as weakly confirmed, and \( f_{\text{cont}} < 0.2 \) as confirmed. MCMF was run using the photometric catalogues from the legacy survey DR8 (LS; Dey et al. 2019), which itself contains data from Dark Energy Survey (DES; Abbott et al. 2021) at the location of this field. For more details on MCMF using legacy survey and eROSITA sources, we refer the interested reader to Klein et al. (2022). For the correct calculation of \( f_{\text{cont}} \) as function of cluster redshift and richness a larger number of cluster candidates are needed than those eleven sources found in this field. We therefore used the results in Klein et al. (2022) to assign \( f_{\text{cont}} \) to the candidates.

Table 4 lists the identified sources in the system, giving the position, the photometric redshift of the most likely identification, and the MCMF probability of the identification being contamination. Only one of these objects (X8) appears to be at a similar distance to the cluster itself (ignoring X7 as it has a large value of \( f_{\text{cont}} \)). The systematic uncertainties on the photometric redshift means that it cannot be used to compute a relative velocity of X8 to the cluster. The source locations are shown in Fig. 3, while in Fig. 21, the region around each source in the DECam data, are shown. Contours from the 0.3–2.3 keV X-ray image are also plotted for comparison.

In the table we also give the temperature, flux, and luminosity of each source, based on spectral fitting with the listed

**Table 4.** Extended sources in field, MCMF associations, and derived quantities.

| ID  | Name                  | \( \alpha \) | \( \delta \) | \( z_{\text{phot}} \) | \( f_{\text{cont}} \) | \( k_b T \) | \( f_X \) | \( L_X \) | \( M_{500, LX} \) | \( M_{500, LT} \) |
|-----|-----------------------|-------------|-------------|----------------|----------------|-------------|--------|-------|----------------|----------------|
| X1  | SRGE J043217.5-610359 | 2.74±0.3    | 0.364       | 0.00           | 213.2±0.1    | 13.17±0.01  | 43.49±0.01| 14.2±0.1| 14.3±0.2       |
| X2  | SRGE J043324.0-610801 | 2.41±0.2    | 0.745       | 0.00           | 213.4±0.2    | 13.41±0.02  | 43.95±0.02| 14.4±0.1| 14.5±0.2       |
| X3  | SRGE J043208.6-615106 | 3.93±1.0    | 1.05        | 0.07           | 213.4±0.2    | 13.44±0.02  | 44.28±0.03| 14.5±0.1| 14.5±0.3       |
| X4  | SRGE J043317.2-614035 | 3.22±1.4    | 0.532       | 0.00           | 213.5±0.2    | 13.58±0.03  | 43.46±0.03| 14.2±0.1| 14.4±0.3       |
| X5  | SRGE J043279.5-612722 | 3.71±1.5    | 0.717       | 0.00           | 213.7±0.2    | 13.73±0.03  | 43.61±0.05| 14.2±0.1| 14.5±0.3       |
| X6  | SRGE J043224.4-614519 | 3.64±1.3    | 0.907       | 0.06           | 213.7±0.2    | 13.75±0.03  | 43.84±0.03| 14.3±0.1| 14.4±0.3       |
| X7  | SRGE J042900.3-610243 | 22.2±22     | 0.35        | 0.35           | 213.6±0.2    | 13.69±0.03  | 43.01±0.03| 13.0±0.1|               |
| X8  | SRGE J042943.9-611038 | 67.4380     | 0.14        | 0.04           | 213.2±0.2    | 13.20±0.03  | 41.60±0.05| 13.3±0.1| 13.7±0.2       |
| X9  | SRGE J042746.8-611858 | 66.9451     | 0.28        | 0.28           | 213.8±0.2    | 13.88±0.03  | 43.04±0.03| 14.0±0.1| 14.3±0.3       |
| X10 | SRGE J042734.6-611613 | 66.8941     | 0.53        | 0.53           | 213.5±0.2    | 14.03±0.07  | 42.52±0.09| 13.7±0.1|               |
| X11 | SRGE J043432.3-612153 | 68.6355     | 0.03        | 0.03           | 213.4±0.2    | 14.31±0.06  | 42.92±0.07| 13.9±0.2|               |

**Notes.** Shown is the short ID used in this paper, the SRG source name, the J2000 position of the source in decimal degrees (\( \alpha, \delta \)), the photometric redshift of the most likely MCMF identification (\( z_{\text{phot}} \)), the MCMF probability of contamination of the most likely identification (\( f_{\text{cont}} \)), the best fitting X-ray temperature (\( k_b T \) keV), the 0.5–2.0 keV X-ray flux (\( f_X \) \( 10^{-12} \) erg cm\(^{-2} \) s\(^{-1} \)), the 0.5–2.0 keV rest X-ray luminosity (\( L_X \) \( 10^{42} \) erg s\(^{-1} \)), and \( M_{500} \) cluster masses assuming luminosity-mass (\( M_{500, LX} \) \( 10^{14} M_\odot \)), and temperature-mass (\( M_{500, LT} \) \( 10^{14} M_\odot \)) scaling relations. X8 was fitted by a two apec components, of which we only show the properties of the coolest one here.
Fig. 21. Zoomed DECam images of the extended sources in the cluster. The panels show extended sources X1 to X11, ordered from left to right, then top to bottom. The white bars have a length of 1 arcmin. The contours are derived from the X-ray image. The magenta crosses show the X-ray position.
redshift. To do the spectral fitting, we extracted spectra from the source and a neighbouring background region (see Appendix B for the regions). The spectra for TMs 1, 2, 3, 4, and 6 were fitted for each source. We used background spectra in Xspec, rather than modelling a background, due to the difficult of properly modelling projected emission from A 3266. We assumed a metallicity of 0.3 $Z_\odot$ and our previous best fitting column density value. For source X8, the spectra could not be well fitted by a single temperature component. For this source we fitted two temperature components, obtaining best-fitting temperatures of 0.79$^{+0.01}_{-0.04}$ and 5.4$^{+1.4}_{-0.6}$ keV (the cooler component accounts for around 30% of the flux between 0.5 and 2.0 keV). The higher temperature could be due to projected cluster emission (although we chose background regions at a similar radius to the structure) or it could be material within the sub-structure which is at a similar temperature to the main cluster (for example, heated or mixed by the merging process).

Based on the obtained temperatures and luminosities, we estimated the source masses using the scaling relations of Bulbul et al. (2019), specifically their Eqs. (18) and (26), also including the intrinsic scatters in the relations and our measurement uncertainties. The obtained $M_{500}$ values are given in Table 4. Some of the sources have large temperature uncertainties, for which we do not compute temperature derived masses. For many of the systems there is reasonable agreement between the results of the two scaling relations.

The low values of $f_{\text{cont}}$ for most of the sources implies their associations are secure. However, sources X7 and X10 have $f_{\text{cont}} > 0.3$ and are likely invalid, while X9 is $0.2 < f_{\text{cont}} < 0.3$. X9 appears contaminated, as it lies very close to galaxy at low redshift which also appears to have X-ray emission. X11 is a rather faint source and has no constraint on its temperature, although the optical image shows a number of red galaxies at its location, justifying its low $f_{\text{cont}}$.

Source X8 is also the NW structure. Its temperature and luminosity are more uncertain, as it is unclear where the boundaries of the object are. The object also has several masked point sources, but without a better PSF it is not obvious that these are not part of its extended emission. As noted above, a two component fit is required to fit the spectrum and therefore it is unclear how to apply the scaling relations. For X8 the luminosity derived mass is low compared to the temperature derived one. However, if the luminosity of both temperature components is used instead of just the lower temperature value, then a mass of $10^{13.6 \pm 0.1} M_\odot$ is obtained, which is consistent with the one found using the lower temperature value and temperature-mass scaling relation.

The mass range of the other secure objects has a relatively small mass range, varying between $1.6$ and $3.2 \times 10^{14} M_\odot$, although the fainter source X11 may have a mass of $8 \times 10^{13} M_\odot$. The redshift range spans 0.36–1.05. The highest redshift source, X2, is SPT-CLJ0432-6150 (Bleem et al. 2015), for which the SPT mass is $M_{500} = 2.9^{+0.4}_{-0.3} \times 10^{14} M_\odot$, which is in reasonable agreement with our luminosity-based mass of $2.5 \times 10^{14} M_\odot$ and the temperature-based mass of $3.2 \times 10^{14} M_\odot$.

3. Discussion

The wide field X-ray view by eROSITA of A 3266 shows it to be a complex merging system, rather than a simple merger of a cluster with a smaller object. The data suggest there are at least three different systems currently merging with the main system, which include the NE, W, and NW structures.

Fig. 22. Residual map showing location of the galaxy sub-structure subcomponents from Dehghan et al. (2017) plotted on the X-ray residual image from Fig. 13. Different subcomponents are plotted with a different colour or marker style and labelled D1–D6, DE (core east component), and DW (core west component). In the core of the cluster there are two different subcomponents. The X-ray contours were taken from Fig. 6.

3.1. NE structure

Extending NE from the cluster core is the low entropy material previously seen in Chandra and XMM-Newton observations (Henriksen & Tittley 2002; Sauvageot et al. 2005; Finoguenov et al. 2006), which we see as tail connecting to a fan shaped structure in our entropy maps (Figs. 12 and 13). This tail is likely part of the baryons associated with a subcluster merging with the main cluster. The end of fan extends at least to a radius of ~1.1 Mpc. In addition to being low entropy, it has high metallicity compared to the main cluster (Fig. 14). Sauvageot et al. (2005) put forward two possible scenarios for this merger: either the NE structure is on its first passage through the core or it is returning on its second after entering from the SW. Comparing our temperature and entropy maps with their simulations, the first passage scenario looks a closer match, particularly given the fan shaped low entropy region. However, this cluster is not a simple merger and therefore further simulations would be helpful for interpretation.

The galaxy dynamical sub-structures Dehghan et al. (2017) identifies, plotted in Fig. 22, show two different core components. The western (DW) and eastern (DE) components have a velocities of 18261 ± 164 and 17091 ± 228 km s$^{-1}$, and velocity dispersions of 1390 ± 99 and 1449 ± 115 km s$^{-1}$, respectively. The two core components are offset in velocity by 1170 ± 150 km s$^{-1}$, which is large if the subcomponents are associated with the main cluster and NE merging subcluster, as the geometry indicates a merger in the plane of the sky. The optical map shows the central cD galaxy is located within the bright central cluster region.

3.2. Possible inner shock

Looking west of the bright central region (Fig. 16) the temperature increases by roughly a factor of two outside the core and
the density decreases by 28%, although there is no significant change in pressure. At a radius of 180 kpc the deprojected temperature and pressure then drop by around 50%, although the significance is only around 2σ. If this hot region is a bow shock generated by the merging subcluster and the cooler region is the unshocked material, the Rankine-Hugoniot jump conditions give a Mach number of approximately 1.4 given the pressure jump value and a ratio of specific heats, γ = 5/3. However, we see no clear associated jump in density or X-ray surface brightness in our profiles, although there are hints that there is an edge in surface brightness located at the second-innermost contour in Fig. 15 and an edge in the GGM-filtered image (Fig. 8 top-left panel). The temperature maps of this region appear complex (for example the hotter-cooler-hotter variation discussed in Sect. 2.10) and there is filamentary X-ray emission located here, too. It is possible that if a shock were propagating into a complex environment it could be difficult to detect, particularly as eROSITA is less sensitive to hotter material.

### 3.3. Possible outer shock

The thermodynamic profiles in different sectors (Fig. 18) can differ from the average profile by up to 60% in density, 40% in temperature, and factors of two in pressure and entropy. As seen in the metallicity maps, there are also significant variations in metallicity between the sectors. However, it is challenging to interpret the profiles physically in a completely unambiguous fashion. The cleanest jump in the pressure profiles is by a factor of ∼3.4 at 1100 kpc towards the SE, which is the sector which shows the least disturbance. The high deprojected temperature region behind this edge is suggestive of a shock. In the W direction there is also a jump in the pressure profile around 1100 kpc, which also indicates hotter material in deprojection behind the edge. Pressure jumps may also occur at a cold front due to ram pressure, although this is rarely seen. We see the pressure jump at the same radius in two different directions, also arguing against this possibility. Taking the pressure jump in the SE sector, this would imply a Mach number of ~1.71, assuming the ratio of specific heats of 5/3. Taking the ~76% increase in density inwards of this radius would imply a Mach number of ~1.54. This is consistent with the pressure jump within the measurement uncertainties.

### 3.4. Radio emission

GLEAM survey radio images of the cluster (Wayth et al. 2015; Hurley-Walker et al. 2017) appear to show extended halo-like radio emission, which would be consistent with the cluster being a merger. However, the extended emission is not real, but is made up of resolved sources and instrumental sidelobes (M. Johnston-Hollitt, priv. comm.; Dehghan 2014).

### 3.5. NW structure

As previously stated, the low entropy, fan shaped structure towards the NE is not the only merger within the cluster. Seen around 20 arcmin (1350 kpc) is the NW structure, identified as extended object X8, which is also associated with dynamical subcluster D4. This object appears to be a group in the optical images and appears cool in the X-ray maps and profiles. From the luminosity scaling relation it has a mass of around $3 \times 10^{14} M_\odot$, although this could be an underestimate if some gas has been stripped. The galaxies (Fig. 21) are coincident with the X-ray emission from the group and appear to have retained some of their hot group gas. Dehghan et al. (2017) obtained a relative line-of-sight velocity for this object of ~220 km s$^{-1}$ redshifted with respect to the main cluster. The X-ray contours of the main cluster bend outwards towards the group, suggesting that it has passed at least once through the cluster. In addition, one part of the filamentary structure which makes up the low entropy western material points directly towards the group, although this is associated with a different dynamic structure D6. As it retains hot baryons the NW structure was not completely stripped, so likely did not pass through the cluster core, unless it was initially denser than the core itself, which appears unlikely based on the images.

### 3.6. W structure

There are low entropy filaments, the W structure, to the west of the cluster core (Fig. 15). They appear to connect to an X-ray bright region 9.5 arcmin (650 kpc) from the core in a similar location to dynamical structure D6 and several galaxies in the optical image. The X-ray emission of D6 appears connected with a brighter region at the location of dynamical structure D5. Part of the low entropy material to the W has a remarkable similarity with the cavities seen in X-ray images caused by AGN feedback (see e.g. Fig. 8). Alternatively, given their association with the dynamical sub-structures and their large physical sizes, they could be stripped intragroup medium from one or two groups which have passed through the cluster centre, associated with D5 and D6. Dehghan et al. (2017) find consistent average velocities for D5 and D6, so it is unclear whether these were two separate objects originally. If these western filamentary structures are associated with a merger, it suggests they are material which was stripped from the group as it passed near the core of the cluster. The western structure also appears higher in metallicity in the region immediately adjacent to the central core.

### 3.7. Possible AGN cavities

Bubbles, generated by the jets of AGN, are filled with relativistic particles and are balanced in pressure with the surrounding thermal gas. They provide a source of mechanical heating within the cluster. If we consider an alternative explanation for the W filamentary structures that they are the rims of bubbles, we can estimate the bubble enthalpy (4PV) from the total thermal pressure of the surrounding material (P) and their volume (V). Taking a radius of 110 arcsec (125 kpc) for the westward structure (the possible cavity north of this has a less distinct structure, but perhaps a similar size), and an electron pressure of $7.7 \times 10^{-3}$ keV cm$^{-3}$ (Fig. 18), we estimate that its enthalpy would be $\sim 2 \times 10^{61}$ erg. Following Churazov et al. (2001) and using our hydrostatic model to obtain the gravitational acceleration ($\sim 9.5 \times 10^{-9}$ cm s$^{-2}$), we estimate the buoyancy rise time to be 400 Myr. The mechanical heating power would therefore be $2 \times 10^{50}$ erg s$^{-1}$.

Such a cavity would be one of the most powerful known, in terms of mechanical heating (for comparison see Birzan et al. 2004; Hiilavacek-Larrondo et al. 2012), although it would be weaker than the extreme case of MS0735.6+7421 (Vantyghem et al. 2014). These AGN-driven cavities are almost always found in systems with cool cores, where the centre has a short mean radiative cooling time. A3266 has a long central cooling time (~11 Gyr) and is not a cool core system. However, the Chandra data show a weak source at the nucleus of the central galaxy. Fitting its spectrum, we find the 0.5–2.0 keV flux is $1.0 \times 10^{-14}$ erg cm$^{-2}$ s$^{-1}$, assuming a power-law photon index of
1.7 and our corrected-HI4PI absorption, which implies a rest-frame 0.5–2.0 keV luminosity of $9 \times 10^{40}$ erg s$^{-1}$. Merloni & Heinz (2007) found that the estimated kinetic power and the nuclear luminosity of a cavity-inflating AGN followed a relation expected for radiatively inefficient flows, after normalising by black hole mass. Although we do not know the mass of the black hole in A 3266, if we assume a mass of $10^9$ or $10^{10}$ $M_{\odot}$, then the X-ray nucleus is too faint by 4 or 2.5 orders of magnitude, respectively, to account for the estimated power if the structure is a cavity. Given the long cooling time and only weak X-ray nucleus, the hypothesis that the cavity structure is stripped material from a group appears the most likely one, unless radio emission is later found at the location of the apparent cavity.

3.8. Metallicity sub-structure

The metallicity maps (Fig. 14) show that the metallicity is not uniform within the cluster. Some of these are associated with the merging system (in particular the NE structure). There are also even higher metallicity regions inside the NE structure, and a previously reported low metallicity region to the W of the central core. The maps also show a high metallicity region to the south which was also previously seen by XMM-Newton (Sauvaget et al. 2005). Other clusters also show embedded high and low metallicity regions, including A2204, Perseus (Sanders & Fabian 2007), MB7 (Simionescu et al. 2008; Million et al. 2010), Centaurus (Sanders et al. 2016b), and NGC 4636 (O’Sullivan et al. 2005). The presence of these metallicity variations may imply that mixing or diffusion processes in the ICM in clusters are relatively slow compared to the merging processes in the cluster. The metallicity variation we see is likely due to the merging and stripping processes. AGN activity is unlikely to be able to uplift metals over the scale of a whole cluster. Sloshing could displace metals from the centre over some scales, but will also be seen as surface brightness and temperature variations.

4. Conclusions

The data presented here show the power of eROSITA to image in X-rays a large region of the sky and map a galaxy cluster in almost its entirety. These X-ray data confirm that A 3266 is not a simple merging cluster. There are at least three different systems merging with the main body of the cluster: the NE structure, the NW structure, and the W structure. These three systems are seen as low entropy material in our spectroscopic maps and appear associated with higher-metallicity gas (in the case of the NE and W structure). These merging systems have also been seen previously in a dynamical analysis of the cluster. The NW structure appears as if it has already passed through the centre of the cluster, as seen by the extension in the main cluster in the direction of the group. The W structure appears to be partially made up of stripped material as it passed through the cluster. However, an alternative possibility for the filamentary material to the W could be the rims of an AGN bubble. The NE structure looks as if it were on its first passage into the cluster, although other scenarios cannot yet be ruled out. The central core, which seems connected to the NE structure, has a high temperature region on its W side. Unfortunately our data are unable to conclusively say whether this is a merger shock or not. Towards the outskirts of the cluster we see a pressure jump in the SE and W directions at a radius of 1100 kpc. Taking the values towards the SE where the edge is cleanest, this is consistent with a shock with a Mach number of 1.5–1.7.

Comparing the eROSITA data to that of other instruments, we find that eROSITA favours a higher absorbing column density than is expected from HI surveys. Using a best fitting column density brings the eROSITA measured temperatures in the cluster into reasonable agreement with previous XMM-Newton values. The difference in preferred column density could be due to residual calibration uncertainties. There are also differences in temperature obtained from the eRASS1 survey and this pointed observation, although this may be due to multiphase material. Both of these issues require a further, more detailed investigation. If we use the best fitting column density, we find hydrostatic masses in the cluster that agree well with what was found by XMM-Newton. However, due to the disturbed nature of the cluster, the mass profiles derived from different sectors are not in agreement.

We detect seven background galaxy clusters within our field with secure associations identified using MCMC. These span a redshift range of 0.36–1.05 and a mass range of $8 \times 10^{13}$ to $3 \times 10^{14}$ $M_{\odot}$. Red sequence galaxies can be seen in the DECam observations of this cluster. Only one of these systems was previously known (SPT-CLJ0432-6150).
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Appendix A: Adaptive GGM filtering

The accuracy to which a gradient can be measured in an X-ray image is constrained by the number of counts within the size scale probed. Filtering the data to calculate the gradient on one particular spatial scale has the disadvantage that the noise in the measurement becomes stronger in low brightness image regions (for example, in the outskirts of a galaxy cluster). Sanders et al. (2016b) described a method where images filtered on different size scales could be added together with radial weighting to prevent the noise becoming strong in lower surface brightness regions of the image. The disadvantage of this method is that it is slow and subjective, because the weighting profiles of each input image with radius must be manually chosen.

We describe here a modification of the GGM filtering process to dynamically choose an appropriate size scale which makes the noise in the gradient measurement much more uniform across the field. The technique is to measure the gradient magnitude on a logarithmic (or non-logarithmic) adaptively smoothed image of the object. An implementation of this technique is available within the GGM software package.

To help describe the method we constructed an idealised surface brightness model to use as input. We note that this model does not represent a realistic 3D object and does not include background components. Figure A.1 (left panel) shows this input surface brightness model, constructed with dimensions of $1024 \times 1024$ pixels. Inside a radius $r = 180$ pixels from the centre of the image, the model surface brightness is given by $200 r^{-0.5}$ counts per pixel. The slope changes to $r^{-2}$ between $r = 180$ and 400 and to $r^{-3.5}$ beyond this radius (choosing normalisations as to be continuous). The second panel shows a Poisson realisation of this surface brightness model.

To construct an adaptively smoothed reconstruction of the input model we use the `accumulate_counts` program from the contour binning package (Sanders 2006). This program has two modes of operation which are applied in turn. The first is to compute a scale map, which is the radius-squared around each pixel which contains a minimum signal to noise ratio. This currently does not include background in the computation and therefore the minimum number of counts is given by the signal to noise ratio squared. The signal to noise ratio is the only parameter in the process and controls the level of noise in the output gradient map. We note that the radius-squared used here can grow by less than one pixel as it expanded to include further neighbouring pixels. The second step is to apply this scale map to an input image to smooth it. Each pixel is smoothed by a Gaussian kernel, where $\sigma$ (or the radius) is given by the square root of the input scale map. We note that the program can also apply top-hat smoothing, but here we use Gaussian smoothing to reduce the discontinuities between different smoothing scales and reduce noise. The output adaptively smoothed example image using a signal to noise ratio of 30 is shown in Fig. A.1 (third panel). The fractional difference between this output image and input model is shown in Fig. A.1 (right panel).

The log value of this smoothed surface brightness map is taken so that the measured gradient is the gradient in the $\log_{10}$ quantity. This step is optional if the user wishes to instead measure the linear gradient. The log gradient is often more useful as the dynamic range of input images can be large. To compute the gradient from the log or non-log adaptively smoothed X-ray images the per-pixel gradients are computed along the two different image axes and added in quadrature.

Figure A.2 shows the gradient magnitude of the log input surface brightness model (left panel), the reconstructed gradient magnitude from the adaptively smoothed image (centre panel) and the difference between the two (right panel). It can be seen that the residual image is relatively uniform over the image, showing that the adaptive method works well. However, in the central region the residuals are biased higher than zero. A radial profile of the gradient in the input model and reconstructed gradient shows this more clearly (Fig. A.3). Where the gradient is low, the median reconstructed gradient magnitude is higher than the input because a gradient magnitude can only be positive. This effect is reduced if the data are smoothed with a larger signal to noise ratio, shown in the results where the input data and smoothing scale signal to noise are increased by factors of 2 or 4.

We note that the range of residuals in the gradient map or profile are not completely uniform across this test field (e.g. Fig. A.3). Producing a uniform scatter in the smoothed X-ray image does not give completely uniform residuals in the gradient. The level of the scatter, however, is much more uniform than if a single smoothing scale is used. As with any kind of gradient filtering, features in the filtered maps can be due to noise and some effort may be required to assess the significance of structures. However, due to the more uniform noise level across the filtered image and the gradient of the log quantity, it should be much easier to assess the significance of features directly by comparison with neighbouring regions. The features described in the adaptive GGM map for A 3266 (Fig. 8) are much more significant than the noise level.

Appendix B: Extended source spectral extraction

Shown in Fig. B.1 are the extraction regions used for the analysis of the external extended sources.
Fig. A.1. Surface brightness images and residuals. (Left panel) Input surface brightness model, with five logarithmic cyan contours between 1 and 100 counts per pixel. (Second panel) Poisson realisation of input model (signal to noise ratio of 30). Shown are the model contours with red contours at the same levels. (Third panel) Reconstruction of input model using adaptive smoothing. Shown are the model contours with red contours at the same levels. (Right panel) Fractional difference between reconstructed image and input model.

Fig. A.2. Gradient magnitude images and residuals. (Left panel) Gradient magnitude of the input model from Fig. A.1, computing the absolute magnitude of the gradient of the log_{10} quantity per pixel. (Centre panel) Gradient of the reconstructed image. (Right panel) Difference between the reconstructed and input gradients.

Fig. A.3. Comparison of the input and recovered gradient magnitudes. The gradient of the input model is plotted in 128 radial bins. The shaded regions show the median and 1σ percentiles of the pixels in each radial bin from recovered gradient maps. The S/N = 30 results are taken from A.2. Also shown is the effect of increasing the signal to noise ratio of the input image and smoothing by factors of 2 and 4.
Fig. B.1. Extraction regions used for the spectral analysis of the extended sources in the field. The source extraction radius is marked in green, while the background regions are in magenta. Shown are 0.3–2.3 keV exposure-corrected background-subtracted images, with Gaussian smoothing. Excluded regions are marked by a diagonal line.