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Abstract
Two blind adaptive receivers, based on constrained constant modulus (CM) algorithms, are investigated for the detection of the multicarrier code division multiple access (MC-CDMA) system in the multiuser and multipath channels. As the data rate of the information bit is getting high enough, the transmitted signal of the MC-CDMA system becomes more sensitive to the frequency-selective fading. To mitigate this drawback, the parallel transmissions of multiple data symbols within one OFDM block are employed in the proposed systems to ensure that the length of the cyclic prefix (CP) is longer than the delay spread of the multipath channel. The first receiver is called a full-tap receiver (TDes receiver), which can carry out the interference suppression in the frequency-domain. Alternatively, a reduced-tap receiver (TRTap) is proposed on the basis of the derived cyclically shifting matrix. According to the derived matrix representation of the received signal, the analytical steady-state mean square errors (MSEs) for both receivers are also derived and compared. Simulation results are provided to illustrate the effectiveness of the proposed receivers and validate the accuracy of the theoretical analysis. As expected, the symbol error rate (SER) performance of the full-tap receiver is better than that of the reduced-tap receiver in severe interference environments. In contrast, the reduced-tap receiver can provide the satisfied SER performance just like the full-tap receiver in low-interference scenarios, even though the former one adopts only one-tap equalization.
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1 Introduction
Multicarrier (MC) modulation techniques have received great interest recently, because each data symbol is spread over several subcarriers in this scheme to obtain the frequency diversity of the transmission channel. Multicarrier code division multiple access (MC-CDMA) systems, which combine the direct-sequence code division multiple access (DS-CDMA) and the orthogonal frequency division multiplexing (OFDM) signal formats, can provide excellent system performance and flexibility to accommodate multimedia traffic. Instead of applying the spreading code to the time domain representation of the transmitted signal, such as the DS-CDMA system, MC-CDMA system maps some chips of a spreading sequence to several individual OFDM subcarriers [1,2]. Hence, the data rate of each OFDM subcarrier is identical to that of the input data. A cyclic prefix (CP), which is generally selected to be longer than the delay spread of the multipath channel, is inserted in the transmitted signal of the MC-CDMA system to maintain mutual orthogonality and independence among the subcarriers. Accordingly, the effect of the intersymbol interference (ISI) in MC-CDMA systems can be eliminated due to the CP insertion. However, similar to DS-CDMA systems, the performances of MC-CDMAs system are restricted by interferences, including the multiple access interference (MAI) and the intercarrier interference (ICI).

The blind adaptive equalization techniques, which can be applied to the aforementioned systems to resolve the interference problems and recover the transmission data, have received considerable attention. The most important advantage of the blind detection is to release the
requirement of sending the training sequence and offer the higher data throughput. Some familiar blind multiuser detections, such as the minimum output energy (MOE) [3], the subspace approach [4], and the constant modulus approach (CMA) [5-10], have been investigated during the past decade. In [11], the constant modulus (CM)-based receivers were demonstrated that can perform almost as well as the non-blind/trained receivers if the undesirable local minima can be avoided. Consequently, the constrained version of CMA was designed to exclude the undesired local minima. Accordingly, a linearly constrained constant modulus (LCCM) receiver was proposed and analyzed in [5,6]. Specifically, by applying this constraint, the saddle stationary points do not exist in the convergence behavior of LCCM. Besides, the LCCM approach can completely remove MAI if the amplitude of the desired user is not less than the critical value in the noise-free environment. Therefore, the LCCM receiver is a good candidate in respect to the blind reception of the MC-CDMA system.

The blind adaptive equalizations of multiuser CDMA systems have been examined in many literatures, e.g., in [3-10,12-14]. However, the blind detections of MC-CDMA systems were discussed merely in a few papers, e.g., [15-23]. The subspace methods introduced in [15] and [16] were used to combat the impact of channel impairments. In addition, the zero forcing and decorrelating receivers for the multicarrier systems were also proposed in [17] and [18], respectively. In [19] and [20], the blind adaptive algorithms were adopted to recover the message symbols from the damaged signals. An important topic for the blind adaptive filter is its convergence behavior. The constrained MOE receivers mentioned in [21] and [22] can ensure that the filter's weight is able to converge to the desired user. At the transmitters of the MC-CDMA systems in [15-21], it is worthy to note that only one data symbol is spread in terms of a given spreading code within an OFDM symbol block. However, the transmitted signal becomes more sensitive to the frequency-selective fading as the transmission rate of the input data is getting high enough. To mitigate this problem, the input data should be first performed in a serial-to-parallel (S/P) conversion to extend the duration of the OFDM block before carrying out the spreading process in the frequency domain. In other words, multiple data symbols are simultaneously transmitted in one OFDM block (i.e., multiple symbols transmission). A constrained MOE-based minimum mean square error (MMSE) receiver was designed in [22] to realize the multiple symbols transmission. However, the number of the filter's tap used in the receiver has to be equal to the length of spreading code. In a low-interference scenario, a reduced-tap receiver can be employed to reduce the system complexity at the cost of the system performance. The reduced-tap equalizations have been examined in many literatures, e.g., [24-29]. However, the reduced-tap receivers for MC-CDMA systems were only discussed in a few papers. To reduce the complexity of DS-CDMA system, the received signal is passed through a bank of filters, called a cyclically shifted filter bank (CSFB), and each of which is a cyclically shifted version of the matched filter [30]. A decision statistic of the system is a linear combination of the output samples of the CSFB filters in a symbol interval. Because the dimension of the CSFB is generally smaller than the length of the spreading code, the CSFB detection can be implemented much more easily compared with the conventional MMSE detection. In this paper, we apply the CSFB scheme to construct the proposed reduced-tap MC-CDMA receivers. The reduction of the complexity of MC-CDMA system can be accomplished when the dimension of the signal subspace is smaller than that of the original filter used.

Two constrained CM-based algorithms, which can reduce the effects of MAI and ICI in MC-CDMA systems, are proposed in this paper. A constrained desparser (called TDes) receiver, which performs as the despreading process, is introduced in the next section. To provide the multiple symbols transmission, the proposed TDes receiver is designed as an extension of the LCCM scheme in [23] with which only one data symbol was considered and transmitted within an OFDM symbol duration. As the guard interval of an OFDM block is selected to be longer than the delay spread of the multipath fading, we can signify the effect of the multipath fading channel and the transform between the time-frequency domains in terms of multiplication of the matrices. According to this matrix representation, the performance of TDes receiver is theoretically derived and analyzed. However, the weight length (tap number) of TDes has to be the same as the length of the spreading code. With the matrix expression, we then formulate a CSFB matrix to construct a constrained reduced-tap (TRTap) receiver whose weight length can be far shorter than the length of the spreading code. For TTRTap receiver, a multiplication of the lth row of the CSFB matrix and the vector denoted as the received signal is utilized to represent the demultipath and despreading processes for the lth multipath signal. If the tap's number of TTRTap is large enough, a linear combination of the multiple multiplication results of the CSFB matrix and the received vector can be carried out to acquire the estimate of the data symbol. According to the Fourier transform matrix and CSFB matrix, we also derive the theoretical steady-state mean square errors (MSEs) of both TDes and TTRTap schemes. We further illustrate the results of the steady-state MSEs in two special scenarios and conclude the following: (1) In cases of the multiusers' environment accompanied by a set of orthogonal spreading codes and in the absence of multipath fading, the selection of the
The tap's number of TRTap has no great influence on the system performance, and the steady-state MSE of TRTap is nearly the same as that of TDes. (2) In cases of a single active user in presence of multipath fading, the performance of the steady-state MSE of TRTap with the tap's number close to the length of the spreading code can approach to that of TDes. As expected, TRTap, whose tap's number is equal to the spreading code's length, can provide better steady-state MSE performance than TRTap with a single tap.

This paper is organized as follows. In Section 2, the MC-CDMA multiuser communication system over multipath fading channel is introduced and modeled. Afterward, two constrained CM-based MC-CDMA receivers are proposed in Section 3. In Section 4, the steady-state MSE performances of the proposed schemes are theoretically analyzed and compared. In Section 5, simulation results are given to demonstrate the effectiveness of the proposed receivers. Finally, the conclusions are drawn in the last section.

2 System description

The baseband structure of MC-CDMA transmitter in the downlink MC-CDMA system under multipath fading channels is shown in Figure 1. Assume that there are totally $K$ active users accessing this multicarrier system simultaneously, and each of them transmits $\varsigma$ data symbols in parallel within each data block. In the $n$th data block (OFDM symbol) with duration $T_b$, totally $\varsigma$ data symbols (i.e., $\varsigma$ phase-shift keying (PSK) or quadrature amplitude modulation (QAM) data symbols) of the $k$th user are encapsulated into one data block and denoted by $d^{(k)}(n) = [d_0^{(k)}(n), d_1^{(k)}(n), \ldots, d_{\varsigma-1}^{(k)}(n)]$, $k \in \{0, 1, \ldots, K - 1\}$. Afterward, each data block of the $k$th user, $d^{(k)}(n)$, is the first serial-to-parallel (S/P) converted and transmitted in parallel in order to extend the symbol duration of PSK modulation in the proposed MC-CDMA system. Subsequently, each of the $\varsigma$ data symbols is spread over the frequency domain in terms of the specific spreading code of $k$th user, $c^{(k)} = [c^{(k)}_0, c^{(k)}_1, \ldots, c^{(k)}_{G-1}]^T$, where $c^{(k)}_l$ is the $l$th chip of the spreading code. The sequence of the $n$th data block can be expressed as

$$
\left[ d_0^{(k)} c_0^{(k)} \ldots, d_0^{(k)} c_{G-1}^{(k)} \ldots, d_{\varsigma-1}^{(k)} c_0^{(k)} \ldots, d_{\varsigma-1}^{(k)} c_{G-1}^{(k)} \right]^T
$$

(1)

where $G$ is the processing gain and $[\bullet]^T$ denotes the transposition operation. The sequence of each data block has to be interleaved such that $G$ consecutive chips in (1) (corresponds to a single PSK symbol) can be approximately transmitted over $G$-independent fading subchannels. As the simple frequency interleaving and deinterleaving methods are applied in the proposed system, the similar symbol error rate (SER) for the detection of PSK-modulated symbol in [31] can be achieved. After carrying out interleaving process, the sequence of a data block becomes

$$
s^{(k)} = \left[ d_0^{(k)} c_0^{(k)} \ldots, d_0^{(k)} c_{G-1}^{(k)} \ldots, d_{\varsigma-1}^{(k)} c_0^{(k)} \ldots, d_{\varsigma-1}^{(k)} c_{G-1}^{(k)} \right]^T.
$$

(2)

Totally, $N_c (= \varsigma G)$ chips in (2) are transmitted over $N_c$ orthogonal subcarriers with the frequency separation of $\Delta f = 1/T_b$ based on the OFDM modulation, which can be easily implemented by applying the inverse fast Fourier transform (IFFT) to the frequency interleaver’s outputs. Consequently, the time-domain transmitted signal of the $k$th user can be expressed as $t^{(k)} = F^H s^{(k)}$, where $F$ and $[\bullet]^H$ denote the $N_c \times N_c$ Fourier matrix and Hermitian

---

**Figure 1** The block diagram of a MC-CDMA transmitter.
transposition, respectively. The \( r \)th element (time sample) of the \( k \)th user’s transmitted signal is denoted as

\[
t_r^{(k)} = \frac{1}{\sqrt{N_c}} \sum_{p=0}^{G-1} c_p \sum_{m=0}^{\varsigma-1} d_r^{(k)}(m_{w(m+p\varsigma)+yr})^*,
\]

where \( w = e^{-2\pi i/N_c} \) and \((\cdot)^*\) is the complex conjugate operation. After rearranging for the summation’s order in (3), we can rewrite \( t_r^{(k)} \) as follows:

\[
t_r^{(k)} = \frac{1}{\sqrt{N_c}} \sum_{m=0}^{\varsigma-1} \sum_{p=0}^{G-1} c_p d_r^{(k)}(m_{w(m+p\varsigma)+yr}).
\]

Subsequently, we can further express the transmitted signal of the \( k \)th user, \( t^{(k)}(n) \), in terms of \( \varsigma \) PSK symbols \( d_r^{(k)}(m) \). We define a \( G \times N_c \)-modified Fourier matrix \( F_m \) whose rows are extracted from the rows of Fourier matrix \( F \) with \( \varsigma \) separations, where \( m \in \{0, 1, \ldots, \varsigma - 1\} \). Therefore, the \( p \)th row of \( F_m \) is

\[
f_m^{(p)} = \frac{1}{\sqrt{N_c}} \left[w_{m_{w(m+p\varsigma)+0}}, w_{m_{w(m+p\varsigma)+1}}, \ldots, w_{m_{w(m+p\varsigma)+(N_c-1)}}\right].
\]

It is worthy to mention that the properties of \( F_m \), \( F_mF_m^H = I \) and \( F_m^HF_m \neq I \), can be derived and shown in Appendix 1, where \( I \) is the identity matrix. Before the insertion of the CP, the time-domain transmitted signal for all \( K \) users in the \( r \)th (OFDM) symbol duration is written as

\[
t(n) = \sum_{k=0}^{K-1} t^{(k)}(n) = \sum_{k=0}^{K-1} \sum_{m=0}^{\varsigma-1} d_r^{(k)}(n)F_m^Hc^{(k)}
\]

where \( t^{(k)}(n) = [t_{r0}^{(k)}, t_{r1}^{(k)}, \ldots, t_{\varsigma-1}^{(k)}]^T \) is the time domain signal transmitted for the \( k \)th user. After the parallel-to-serial (P/S) conversion for \( t(n) \) in (6), CP is then added to eliminate the interference between consecutive OFDM symbols.

A discrete impulse response of the multipath fading channel with \( N_p \) paths is modeled as \( h(t) = \sum_{l=0}^{N_p-1} h_l \delta(t - \tau_l) \), where \( h_l \) and \( \tau_l \) denote the path gain and the path delay of the \( l \)th path, respectively. If the CP is longer than the multipath spread and the synchronization of the received signal is perfect, there is no ISI between any two successive OFDM blocks. Thus, we just need to concentrate on one OFDM block after removing the CP.

To express the received signal, the usage of CP results to a circular convolution between the transmitted signal and the channel impulse response [32]. Define \( t(n;l) \) as the \( l \)th delayed path of the received signal. The delayed path is equivalent to the cyclic shift of the direct (first) path because the guard interval in the form of CP is appended in front of each OFDM block. Define \( I_l \) as a shifting matrix which circularly shifts each column of the identity matrix \( I \) down by \( l \) rows. Hence, the \((r,s)\)th element of \( I_l \) is

\[
i_{rs} = \begin{cases} 1; & \text{if } r - s = l \text{ or } r + N_c - s = l \\ 0; & \text{others}. \end{cases}
\]

Note that \( I_0 = I \). In terms of the shifting matrix \( I_l \), the \( l \)th delayed path can be expressed with relation to the direct path, that is, \( t(n;l) = I_l t(n) \).

The blind synchronization algorithms for jointly estimating timing and frequency offset in multicarrier systems have been proposed in some literatures [33-36]. The perfect synchronization is assumed and the synchronization issue is not discussed in this paper. After accomplishing the perfect synchronization and removing CP, the received signal in the time domain thus can be modeled as

\[
r(n) = \sum_{l=0}^{N_p-1} h_l t(n;l) + g(n)
\]

where \( g(n) \) is the additive white Gaussian noise (AWGN) vector and the channel matrix \( H = \sum_{l=0}^{N_p-1} h_l I_l \) acts as the channel effect of the multipath fading on the received signal. The code matrix \( C \) is composed of the spreading codes of all active users, where the \( k \)th column of \( C \) is equal to \( c^{(k)} \). The data vector \( d_m(n) \) is composed of the \( m \)th PSK symbol of all active users within \( n \)th OFDM symbol block, where the \( k \)th element of \( d_m(n) \) is \( d_r^{(k)}(m) \).

At the receiver of the desired user, after removing the CP, a square FFT matrix of size \( N_c \), \( F \), is performed to convert the received signal from time domain to frequency domain, i.e., \( \tilde{r}(n) = Fr(n) = \tilde{r}_0(n), \tilde{r}_1(n), \ldots, \tilde{r}_{N_c-1}(n) \), and then frequency deinterleaving carries out. Because \( F_l F_l^H \) is a diagonal matrix (similar derivation will be shown later), the rows of \( F_l F_l^H \) become zero vector besides the rows \( \tau_c + m \), where \( r \in \{0, 1, \ldots, G - 1\} \). We only need to consider all of the non-zero rows of \( \tilde{r}(n) \) if the specific PSK data symbol \( d_r^{(k)}(m) \) is to be estimated. Accordingly, \( \tilde{r}_m(n) \) is defined as a \( G \times 1 \) post-FFT vector whose elements are extracted from those of \( \tilde{r}(n) \) with \( \varsigma \) separations, i.e.,

\[
\tilde{r}_m(n) = [\tilde{r}_{0_{\varsigma \times (\varsigma + m)}}, \tilde{r}_{1_{\varsigma \times (\varsigma + m)}}, \ldots, \tilde{r}_{(G-1)_{\varsigma \times (\varsigma + m)}}]^T.
\]

After ignoring the all-zero rows, we can express all of the
non-zero rows of $\mathbf{F}_m\mathbf{I}_m^H$ as $\mathbf{F}_m\mathbf{I}_m^H$. Thus, the received signal before despreading process is expressed as

$$
\tilde{r}_m(n) = \mathbf{F}_m\mathbf{H}_m^H\mathbf{C}_d(n) + \mathbf{F}_m\mathbf{g}(n). \quad (9)
$$

Due to no ISI, the time index $n$ can be ignored, i.e., $d_m^{(k)}(n)$ becomes $d_m^{(k)}$ besides filter’s weight in the following derivation. For convenience, let the first user be the desired user.

3 Constrained CM-based MC-CDMA receiver

To design the MC-CDMA receiver structure, our goal is to determine a FIR filter that provides an estimation of the desired symbol by the hard-decision result of the filter output under the particular constraint. For the constrained optimization problems, several adaptive methods can be chosen as shown in [12]. The complexity of recursive least squares (RLS) algorithm is more complicated because of the computation of the inverse of the correlation matrix of the input vector. Thus, in this paper, the generalized sidelobe canceler (GSC) structure is used, which can be thought as an updating rule of the equivalent problem without constraints. In the following, two adaptive constrained CM-based receivers called TDes and TRTap are proposed and examined. For the constant modulus algorithm, the cost function is modeled as

$$
E[(y^2 - v)^2]
$$

where $y$ is the filter’s output and $v$ is the variance of the desired modulation signal or $E(|d_m^{(k)}|^4)/E(|d_m^{(k)}|^2)$.

3.1 Constrained despreader

For the estimation of $m$th PSK symbol within $n$th OFDM symbol block, the filter’s coefficients, $\mathbf{w}(n)$, in the TDes are designed according to the following minimization problem

$$
\text{min}_{\mathbf{w}} f(\mathbf{w}) = E[(y^2 - v)^2] \quad \text{subject to} \quad \mathbf{w}^H(n)\mathbf{F}_m\mathbf{H}_m^H\mathbf{c}(0) = 1 \quad (10)
$$

where $E[\bullet]$ means that the expectation operation and $y$ is obtained as $\mathbf{w}^H(n)\mathbf{F}_m$. Based on the constraint, $\mathbf{w}^H(n)\mathbf{F}_m\mathbf{H}_m^H\mathbf{c}(0) = 1$, the filter’s output is ensured to converge to the data symbol of desired user, $d_m^{(0)}$, which can be easily proven by the similar procedure as in [5,6].

Afterward, the recursive equation of the filter’s weight for the proposed receiver is derived. The similar derivation for blind DS-CDMA receiver can be referred in [12,13]. From (10), the Lagrangian cost function can be shown as follows:

$$
L = |\mathbf{w}^H(n)\mathbf{F}_m\mathbf{H}_m^H\mathbf{w}(n) - v|^2 - \lambda^* (\mathbf{w}^H(n)\mathbf{F}_m\mathbf{H}_m^H\mathbf{c}(0) - 1)
$$

where $\lambda^*$ is the Lagrangian multiplier. Define $\varphi = \mathbf{F}_m^H\mathbf{w}$, $v = \mathbf{w}^H(n)\mathbf{F}_m^H\mathbf{w}(n) - v$, and $\mathbf{F}_m\mathbf{H}_m^H = \mathbf{F}_m$. Then, the gradient of the cost function with respect to $\mathbf{w}(n)$ becomes

$$
\frac{\partial L}{\partial \mathbf{w}(n)} = \varepsilon \mathbf{w}(n) - \lambda^* \mathbf{F}_m\mathbf{c}(0). \quad (11)
$$

By steepest-descent method, the recursive equation of the filter’s weight is written as

$$
\mathbf{w}(n + 1) = \mathbf{w}(n) - \frac{1}{\varepsilon}(\varphi \mathbf{w}(n) - \lambda^* \mathbf{F}_m\mathbf{c}(0)) \quad (12)
$$

where $\mu$ is step size. It is worthy to note that the filter’s weight also satisfies the constraint $\mathbf{c}(0)^H\mathbf{F}_m\mathbf{w}(n + 1) = 1$. Thus, by substituting (12) into the previous constraint and rearranging it, the Lagrangian multiplier can be written as

$$
\lambda^* = -\frac{2}{\mu(\varepsilon)}(\mathbf{c}(0)^H\mathbf{F}_m\mathbf{w}(n) + \frac{\varepsilon}{\alpha}(\mathbf{c}(0)^H\mathbf{F}_m\mathbf{w}(n) + (\frac{2}{\mu\alpha})
$$

where $\alpha = (\mathbf{c}(0)^H\mathbf{F}_m\mathbf{H}_m^H\mathbf{c}(0)$. Substituting (13) into (12) and letting $\mathbf{P} = \frac{1}{\alpha}\mathbf{F}_m\mathbf{c}(0)(\mathbf{c}(0)^H\mathbf{H}_m^H)$, we have

$$
\mathbf{w}(n + 1) = \mathbf{w}(n) - \frac{1}{\varepsilon}(1 - \mathbf{P})\varphi \mathbf{w}(n) - \mathbf{P}\mathbf{w}(n) + \frac{1}{\alpha}\mathbf{F}_m\mathbf{c}(0) \quad (14)
$$

The constrained optimization problem can be converted into an unconstrained form by using the GSC decomposition [5,13,37]

$$
\mathbf{w}(n) = \mathbf{w}_q - \mathbf{B}_w(n) \quad (16)
$$

where $\mathbf{w}_q$ is the constrained fixed portion of the weight vector, and $\mathbf{B}$ is a non-adaptive blocking matrix. The blocking matrix $\mathbf{B}^H\mathbf{B} = \mathbf{I}$ and $\mathbf{B}^H\mathbf{F}_m\mathbf{c}(0) = 0$. One method for constructing $\mathbf{B}$ is to find $\mathbf{P} = \mathbf{I} - \mathbf{P}$. Then, we orthonormalize $\mathbf{P}$ and choose the columns of the orthonormalized matrix. To evaluate $\mathbf{w}_q$, we first need to find the optimal weight $\mathbf{w}_o$ of the proposed TDes. From (11), by setting $\frac{\partial L}{\partial \mathbf{w}(n)} = 0$ and rearranging it, we have

$$
\mathbf{w} = \frac{\lambda^*}{\varepsilon} \mathbf{F}_m\mathbf{c}(0). \quad (15)
$$

Substituting (15) into the constraint $\mathbf{c}(0)^H\mathbf{F}_m\mathbf{w} = 1$ and rearranging it, we have

$$
\lambda^* = \varepsilon \left[\mathbf{c}(0)^H\mathbf{F}_m\mathbf{w}(n) - \mathbf{F}_m\mathbf{c}(0)\right]^{-1}. \quad (16)
$$

Substituting the above equation into (15), the optimal weight $\mathbf{w}_o$ can thus be written as

$$
\mathbf{w}_o = \varphi^{-1}\mathbf{F}_m\mathbf{c}(0)\left[\mathbf{c}(0)^H\mathbf{F}_m\mathbf{w}(n) - \mathbf{F}_m\mathbf{c}(0)\right]^{-1}. \quad (16)
In the GSC filter, $w_q$ can be obtained as

$$w_q = \hat{P}w_q = \frac{1}{\alpha} \hat{F}_m c^{(0)}.$$

Applying $I - \hat{P} = P$ and $\hat{F}_m c^{(0)}/\alpha = w_q$ into (14), the updated equation can be rewritten as

$$w(n + 1) = P \left[ I - \frac{1}{2} \mu \varepsilon \psi \right] w(n) + w_q.$$

Substituting $w(n + 1) = w_q - Bw_a(n + 1)$ into above equation and rearranging it, we obtain

$$Bw_a(n + 1) = PBw_a(n) - \frac{1}{2} \mu \varepsilon \psi Bw_a(n) - Pw_q + \frac{1}{2} \mu \varepsilon \psi w_q.$$

Multiplying $B^H$ on both sides of the above equation and utilizing the property of $B$, the unconstrained adaptive weight vector $w_a(n)$ thus can be updated as

$$w_a(n + 1) = w_a(n) + \frac{1}{2} \mu \varepsilon \psi \left[ w_q - Bw_a(n) \right].$$

The computation of TDes can be summarized as follows:

1. Compute $\alpha = (c^{(0)})^H \hat{F}_m^H \hat{F}_m c^{(0)}$.
2. Compute $w_q = \frac{1}{\alpha} \hat{F}_m c^{(0)}$.
3. Orthogonalize $P = I - \frac{1}{\alpha} \hat{F}_m c^{(0)} (c^{(0)})^H \hat{F}_m$ and construct $B$ from the orthonormalized matrix.
4. Compute $w(n) = w_q - Bw_a(n)$.
5. Compute $y = \hat{w}^H(n) \hat{F}_m$.
6. Compute $\psi = \hat{F}_m^H (n) \psi \hat{w}(n) - \nu$.
7. Update the filter weight by $w_a(n + 1) = w_a(n) + \frac{1}{2} \mu \varepsilon \psi \hat{F}_m^H \psi w(n)$.

### 3.2 Constrained reduced-tap receiver

For TDes, the weight number of adaptive filter must equal to the code length. However, in a low MAI and IC environment, a large number of filter weights is not necessary. For TRTap, the filter is designed by the functions of demultipath and despreading, and the length of filter weights is restricted to the same length of the spreading code. First, we observe received signal before despreading $\tilde{r}_m(n)$. When ignoring the noise term, from (9), the received signal from path $l$ can be expressed as $h_l F_m^H I_l^H \tilde{r}_m(n)$. Thus, the demultipath and despreading results of the received signal from path $l$ can be written as

$$\hat{c}^{(0)}_l = (c^{(0)})^H F_m^H I_l^H \tilde{r}_m(n).$$

It can be shown in Appendix 2 that

$$F_m^H I_l^H \tilde{r}_m(n) \approx I.$$

According to the property of (17), we set a $z \times G$ matrix

$$A = \begin{bmatrix} (c^{(0)})^H F_m^H I_l^H \tilde{r}_m(n) \\ \vdots \\ (c^{(0)})^H F_m^H I_{l-1}^H \tilde{r}_m(n) \end{bmatrix}$$

where $z$ is the tap length of TRTap and we set $z \leq N_c / \zeta$. Matrix $A$ has the similar form as CSFB in [30]. Some properties of $A$ are shown in Appendices 2 and 3. In Appendix 2, we show that $AA^H = I$ as $z \leq N_c / \zeta$ and $AA^H \neq I$ as $z > N_c / \zeta$. In Appendix 3, we show that $\nabla A^H A = 1$ when $z = N_c / \zeta$. The filter output of TRTap thus can be written as

$$\hat{y} = \hat{w}^H A \tilde{r}_m.$$

It is the linear combination of despreading result of each path. The constraint is set as $\hat{w}^H(n) A \tilde{r}_m F_m^H c^{(0)} = 1$ to ensure that the filter can converge to the information of desired user. The constrained cost function of TRTap thus can be written as

$$\min_{\hat{w}} = E \left[ (\hat{w}^H A \tilde{r}_m)^2 - \nu^2 \right] \text{ subject to } \hat{w}^H(n) \times A \tilde{r}_m F_m^H c^{(0)} = 1$$

(20)

By the similar derivation as TDes, the optimal weight of TRTap can be obtained, that is,

$$\hat{w}_o = \left( \hat{w} \right)^{-1} A \tilde{r}_m F_m^H c^{(0)} \left( (c^{(0)})^H F_m^H A \hat{w}^{-1} A \tilde{r}_m c^{(0)} \right)^{-1}.$$

(21)

The summary of the computation of TRTap is similar as TDes, expect that $\hat{F}_m$ is replaced by $A \tilde{r}_m$.

### 4 Performance analyses

In the following, the optimal solutions of two proposed receivers are derived and compared. The MSE is defined as

$$E \left[ |d_m^{(0)} - y |^2 \right]$$

(22)

where $d_m^{(0)}$ is the desired signal and $y$ is the adaptive filter’s output. It is worthy to note that the MSE is only used for analyzing and comparing the system performance, not used for updating the filter’s weight. The Geometric Series Formulas (GSF) is often applied in this section and in the appendices.
4.1 Optimal solution of TDes
The optimal solution of TDes receiver is obtained by calculating steady-state MSE with the optimal weight \( \mathbf{w}_o \) as (16). The steady-state MSE of TDes is

\[
J_0 = E\left[|d_m^{(0)} - \mathbf{w}_o^H \mathbf{r}_m|^2\right]|_{\mathbf{w}(n) = \mathbf{w}_o} = \sigma_d^2 - 2E\left[d_m^{(0+)} \mathbf{r}_m\right]_{\mathbf{w}(n) = \mathbf{w}_o} + \mathbf{w}_o^H E\left[\mathbf{r}_m \mathbf{r}_m^H\right] \mathbf{w}_o
\]

where \( \sigma_d^2 \) is the energy of desired signal and \( \sigma_d^2 = 1 \) for PSK signal. From (9), we can derive \( E\left[d_m^{(0+)} \mathbf{r}_m\right] = (c(0)^{H}) \mathbf{F}_m \mathbf{H} \) and then obtain \( E\left[d_m^{(0)} \mathbf{r}_m\right] \mathbf{w}_o = 1 \). In addition, according to (9), the autocorrelation matrix of \( \mathbf{r}_m \) can be gained as

\[
\psi = E\left[\mathbf{r}_m \mathbf{r}_m^H\right] = \mathbf{F}_m \mathbf{C} \mathbf{C}^H \mathbf{F}_m + \sigma_n^2 \mathbf{I}
\]  
(23)

where the fact that \( E\left[\mathbf{F}_m \mathbf{g}(n) \mathbf{g}(n)^H \mathbf{F}_m^H\right] = \sigma_n^2 \mathbf{F}_m \mathbf{F}_m^H = \sigma_n^2 \mathbf{I} \) is used and \( \sigma_n^2 \) is the noise’s variance. According to (23) and (16), we can obtain

\[
\mathbf{w}_o^H \psi \mathbf{w}_o = \left[(c(0)^{H}) \mathbf{F}_m \mathbf{H} \right]^{-1}
\]  
(24)

Therefore, the steady-state MSE of TDes can be expressed as

\[
J_0 = \left[(c(0)^{H}) \mathbf{F}_m \mathbf{H} \right]^{-1} - 1.
\]  
(25)

4.2 Optimal solution of TRTap
Following the similar procedure for deriving the steady-state MSE of TDes, the optimal solution of TRTap can be acquired in terms of calculating steady-state MSE using the optimal weight \( \tilde{\mathbf{w}}_o \) as (21). The steady-state MSE of TRTap is expressed as

\[
\tilde{J}_0 = \sigma_d^2 - 2E\left[d_m^{(0+)} \mathbf{r}_m\right]_{\mathbf{w}(n) = \tilde{\mathbf{w}}_o} + \tilde{\mathbf{w}}_o^H E\left[\mathbf{r}_m \mathbf{r}_m^H\right] \tilde{\mathbf{w}}_o.
\]

Due to \( E\left[d_m^{(0+)} \mathbf{r}_m\right] = (c(0)^{H}) \mathbf{F}_m \mathbf{H} \), we obtain \( E\left[d_m^{(0+)} \mathbf{r}_m\right] \mathbf{A}^H \tilde{\mathbf{w}}_o = 1 \). Similar to (23), the autocorrelation matrix can be expressed as

\[
\tilde{\psi} = \mathbf{A} E\left[\mathbf{r}_m \mathbf{r}_m^H\right] \mathbf{A}^H = \mathbf{A} \mathbf{F}_m \mathbf{C} \mathbf{C}^H \mathbf{F}_m \mathbf{A} + \sigma_n^2 \mathbf{A} \mathbf{A}^H = \mathbf{A} \mathbf{F}_m \mathbf{C} \mathbf{C}^H \mathbf{F}_m \mathbf{A} + \sigma_n^2 \mathbf{I}
\]  
(26)

where the property of \( \mathbf{A} \mathbf{A}^H = \mathbf{I} \) (derived in Appendix 2) is applied when \( z \leq N_c / \zeta \). It is worthy to mention that in the case of \( z > N_c / \zeta \), \( \mathbf{A} \mathbf{A}^H \neq \mathbf{I} \) is confirmed and then the noise terms will influence the desired signals. From (26) and (21), the steady-state MSE of TRTap thus can be obtained as

\[
\tilde{J}_o = \left[(c(0)^{H}) \mathbf{F}_m \mathbf{A} \mathbf{H} \tilde{\psi}^{-1} \mathbf{A} \mathbf{F}_m (c(0)^{H})\right]^{-1} - 1.
\]  
(27)

4.3 Performance comparisons
To compare the computational complexity, we show the requirement of complex multiplications of the proposed receivers in Appendix 4. Based on the property of \( \mathbf{F}_m \) which is derived in Appendix 5, the steady-state MSEs of both TDes and TRTap under two special environments are discussed in the following.

4.3.1 Multiple access scenario under AWGN channel
At first, the steady-state MSE of TDes is derived. According to the assumption of using orthogonal codes and AWGN channel, we have the multiplication \( \mathbf{C} \mathbf{C}^H = \mathbf{I} \) and the channel matrix \( \mathbf{H} = \mathbf{I} \). Consequently, \( \mathbf{F}_m \) becomes an identity matrix and the autocorrelation matrix \( \psi \) in (23) can be expressed as \( \mathbf{C} \mathbf{C}^H + \sigma_n^2 \mathbf{I} \). The inverse matrix of \( \psi \) can be derived further by matrix inversion lemma (MIL) [38]:

\[
\psi^{-1} = \sigma_n^{-2} \mathbf{I} - \sigma_n^{-4} \mathbf{C} \left[\sigma_n^{-2} \mathbf{C} \mathbf{C}^H + \mathbf{I}\right]^{-1} \mathbf{C}^H
\]

\[
= \sigma_n^{-2} \mathbf{I} - \frac{\sigma_n^{-4}}{\sigma_n^{-2} + 1} \mathbf{C} \mathbf{C}^H
\]

where the second equality uses the result of \( \mathbf{C} \mathbf{C}^H = \mathbf{I} \). The steady-state MSE of TDes in (25) can be written as

\[
J_1 = \left[\sigma_n^{-2} \mathbf{I} - \frac{\sigma_n^{-4}}{\sigma_n^{-2} + 1} (c(0)^{H}) \mathbf{C} \mathbf{C}^H (c(0)^{H})\right]^{-1} - 1
\]  
(28)

where the second equality uses the property of \( (c(0)^{H}) \mathbf{C} = [1, 0, \cdots, 0] \) due to applying orthogonal codes.

We can obtain the autocorrelation matrix of TRTap \( \tilde{\psi} \) as \( \mathbf{A} \mathbf{C} \mathbf{C}^H \mathbf{A} + \sigma_n^2 \mathbf{I} \). To calculate the steady-state MSE of TRTap, we consider two specific cases of \( z = 1 \) and \( z = N_c / \zeta \) shown below.

In case of \( z = 1 \), we have \( \mathbf{A} = (c(0)^{H}) \) shown in Appendix 3 and \( \tilde{\psi} = 1 + \sigma_n^2 \). The steady-state MSE of TRTap with \( z = 1 \) becomes

\[
\tilde{J}_1 = (1 + \sigma_n^2) / \left[(c(0)^{H}) \mathbf{F}_m \mathbf{A} \mathbf{H} \tilde{\psi}^{-1} \mathbf{A} \mathbf{F}_m (c(0)^{H})\right] - 1.
\]  
(29)
As TRTap with $z = N_c/\varsigma$ is discussed, on the other hand, the inverse matrix of $\bar{\varphi}$ can be derived as

$$\bar{\varphi}^{-1} = \sigma_n^{-2}I - \sigma_n^{-4} \alpha C \left[ \sigma_n^{-2} C^H A^H AC + I \right]^{-1} C^H A^H.$$

After applying the property of $A^H A = I$, we can rewrite $\bar{\varphi}^{-1}$ as

$$\bar{\varphi}^{-1} = \sigma_n^{-2}I - \frac{\sigma_n^{-4}}{\sigma_n^{-2} + 1} ACC^H A^H.$$

Therefore, the steady-state MSE of TRTap with $z = N_c/\varsigma$ is

$$\hat{J}_1 = \left[ \sigma_n^{-2}I - \frac{\sigma_n^{-4}}{\sigma_n^{-2} + 1} (c^{(0)})^H A^H ACC^H A^H (c^{(0)}) \right]^{-1} - 1$$

$$= \sigma_n^{-2}I - \frac{\sigma_n^{-4}}{\sigma_n^{-2} + 1} - 1$$

$$= \sigma_n^{-2}$$

(30)

where the property of $(c^{(0)})^H A^H AC = (c^{(0)})^H C$ is applied in the second equality. When a set of orthogonal codes is applied in the proposed system in the presence of AWGN channel, we conclude as follows: (1) The steady-state MSE of TDes is equal to that of TRTap based on (28) and (29). (2) The increase of the number of taps used in TRTap receiver cannot upgrade the system performance because the proposed receiver with $z = 1$ can provide the best performance.

### 4.3.2 Single-user scenario under multipath fading channel

In this case, the steady-state MSE of TDes is evaluated at first. From (23) and using MIL, the inverse matrix of $\varphi$ can be derived as

$$\varphi^{-1} = \sigma_n^{-2}I - \sigma_n^{-4}F_n c^{(0)} \left[ \sigma_n^{-2} (c^{(0)})^H F_m^H F_m c^{(0)} + I \right]^{-1}$$

$$= \sigma_n^{-2}I - \sigma_n^{-4}F_n c^{(0)} (c^{(0)})^H F_m^H F_m c^{(0)}/(\sigma_n^{-2} + 1)$$

where $\alpha$ is defined below (13), i.e., $\alpha = (c^{(0)})^H F_m^H F_m c^{(0)}$. Substituting the above equation into (24) and applying MIL again, we acquire

$$\left[ (c^{(0)})^H F_m^H F_m c^{(0)} \right]^{-1}$$

$$= \left[ \sigma_n^{-2} - \sigma_n^{-4} (c^{(0)})^H F_m^H F_m c^{(0)} \times (c^{(0)})^H F_m^H F_m c^{(0)}/(\sigma_n^{-2} + 1) \right]^{-1}$$

$$= (\sigma_n^{-2} + 1)/(\sigma_n^{-2} + 1)$$

Consequently, the steady-state MSE of TDes becomes

$$j_2 = \left( \frac{\sigma_n^{-2} \alpha + 1}{\sigma_n^{-2} + 1} - 1 \right) = \frac{\alpha^2}{\sigma_n^2}.$$

(31)

Next, the steady-state MSE of TRTap is computed. The inverse matrix of $\bar{\varphi}$ can be derived as

$$\bar{\varphi}^{-1} = \sigma_n^{-2}I - \sigma_n^{-4} \alpha \bar{F}_m^c c^{(0)} (c^{(0)})^H F_m^H A^H / (\sigma_n^{-2} \alpha + 1)$$

where $\bar{\alpha} = (c^{(0)})^H F_m^H A^H \bar{F}_m^c c^{(0)}$. Following the similar mathematical derivation as TDes, the steady-state MSE of TRTap is obtained as $\sigma_n^2/\bar{\alpha}$. Two cases of $z = 1$ and $z = N_c/\varsigma$ are also examined. In the case of $z = 1$, the result of $A^H A = (c^{(0)})^H c^{(0)}$ is shown in Appendix 3. Therefore, $\alpha$ becomes $(c^{(0)})^H F_m^H c^{(0)} (c^{(0)})^H F_m^H c^{(0)}$. From (49), the steady-state MSE of TRTap with $z = 1$ can be given as

$$\hat{J}_2 = \sigma_n^2/|h_0|^2.$$

In case of $z = N_c/\varsigma$, from (44), we have $\bar{\alpha} = \alpha$. Consequently, the steady-state MSE of TRTap for $z = N_c/\varsigma$ becomes

$$\hat{J}_2 = \sigma_n^2/\alpha.$$

(33)

According to (31) and (33), the steady-state MSE of TDes is equal to that of TRTap with $z = N_c/\varsigma$ in the single-user environment. From (32), (33), and (47), we have

$$\frac{\hat{J}_2}{j_2} = \frac{\sum_{i=0}^{N_p-1} |h_i|^2}{|h_0|^2}.$$

As expected, the TRTap receiver with $z = N_c/\varsigma$ can provide a better performance than that with $z = 1$.

### 5 Simulation results

This section provides several computer simulations and numerical results that demonstrate the performances of the proposed CM-based MC-CDMA receivers in two specific multipath fading channels. Channel 1 is a two-path channel and modeled as in [39], i.e., $h_1 = [-0.1581 + 0.2841j, -0.1303 - 1.2193j]$. Channel 2 is a four-path channel and modeled as in [40], i.e., $h_2 = [1.2, -1.2, 0.7j, -0.7j]$. Quadrature phase-shift keying (QPSK) modulation is employed in Figures 2, 3, 4, 5, 6, 7, 8, and QAM is adopted in Figure 9. Except for Figure 8, the system parameters $N_c = 128$ and $\varsigma = 2$ are used. In addition, the Walsh-Hadamard codes of length 64 and pseudonoise (PN) code of length 63 are adopted. A zero is padded right after the last chip of the PN codes to make the chip-size equal to the power of 2.

In Figure 2, by averaging over 300 independent trials, we compare the MSE learning curves of two proposed receivers using 63-chip PN codes operated at signal-to-noise ratio (SNR) = 20 dB, where the MSE is defined in (22). To fairly compare the performances of TRTap and
TDes, we set the tap length of TRTap as $z = 63$. In addition, to demonstrate the tracking capabilities of the proposed receivers, the multipath fading gains used are deliberately changed at the 1,000th symbol in the simulation. In high MAI environment (i.e., $K = 40$), the steady-state MSEs of TDes are lower than those of TRTap. However, the steady-state MSEs of TRTap can approach those of TRTap in the low MAI scenario (i.e., $K = 10$). Furthermore, we can verify that our proposed receivers can converge rapidly in a low-interference environment. From these learning curves, two QPSK symbols within the same OFDM symbol block are shown to provide similar convergence behaviors. Therefore, the only first QPSK symbol is considered and presented in the following simulations.

The SER performances for different number of active users are shown in Figure 3, where the 64-chips Hadamard codes are employed and $E_b/N_0 = 10$ dB. Considering the case of channel 1, the one-tap TRTap can offer fine SER performance as the number of users is small. In the case of channel 2, the SER performance of one-tap TRTap becomes worse even though the number of users is small. In addition, the degradations of the SER performances in channel 2 are obviously larger than those in channel 1. The

![Figure 2 The MSE learning curves of the proposed receivers at SNR = 20 dB.](image1)

![Figure 3 SER vs. the number of users for the proposed receivers at SNR = 10 dB.](image2)
Figure 4 SER vs. $E_b/N_0$ for the proposed receivers at channel 1.

reason is that channel 2 causes larger ICI than channel 1. Accordingly, we can confirm that the one-tap TRTap performs well in low-interference environment, yet TDes is still necessary to be implemented in high MAI to achieve good performance.

As observed from Figure 4, TRTap can achieve similar SER performance as TDes when Hadamard codes are used. However, TRTap cannot perform well when PN codes are adopted and the number of users becomes larger. The reason is that in a large number of active users, TRTap with PN codes is more sensitive to MAIs than that with Hadamard codes.

The steady-state MSE performances of the proposed receivers using 63 PN codes under the AWGN and the multipath channels are illustrated in Figures 5 and 6, respectively. From Figure 5, without considering the effect of the multipath channel, the steady-state MSEs of TRTap receivers with the shortened tap (10 taps) and full tap (63 taps) are shown to be equivalent as those of TDes, and these simulation results of the steady-state MSEs are consistent with the analytical MSE results derived in Section 4.3.1. On the other hand, in the presence of the multipath channel (in channel 1), Figure 6 shows that TDes has similar steady-state MSE performance as that of
full-tap TRTap yet provides the better steady-state MSE performance compared with ten-tap TRTap; this outcome coincides with the results derived in Section 4.3.2. Besides, the misadjustment of steepest-descent method in [41] is proportional to total tap-input power, thus it can be anticipated that the discrepancy of the steady-state MSE between theoretical results and simulation results in higher SNR is less than that in lower SNR. As expected, Figure 6 indicates that the theoretical results are close to simulation results in higher SNR. Furthermore, TRTap using the larger number of taps results in a great mismatch between analytical and simulation results of the steady-state MSE, in which this trend also corresponds to the inference in [41].

The impact of the channel estimation’s error on the system performance is investigated in Figure 7. Following [5], we compare the SERs of the proposed receivers with respect to the variance of the channel estimation’s error. The error of the channel estimation is defined as the difference between the estimated channel and the simulated channel (i.e., the channel really used in the simulation). As the number of users is small (i.e., in cases of low MAI), both proposed TDes and TRTap receivers perform well and achieve almost the same SER perfor-
Figure 8 SER comparisons of the proposed receivers and MOE at channel 1.

Figure 9 SER vs. $E_s/N_0$ for the proposed receivers with QAM at channel 1.
the proposed receivers by M-ary QAM. As the modulation level M increases, the system performances of the proposed receivers degrade obviously. Besides, the 60-tap TRTap can achieve the similar SER performance as TDes for every M-ary QAM.

6 Conclusions
Two blind adaptive MC-CDMA receivers are proposed in this paper. In order to guarantee the global convergence, the proposed receivers adopt the constrained CM-based algorithms to realize the transmission of multiple date symbols within one OFDM block. The fixed-length (TDes) and variable-length (TRTap) receivers are derived and analyzed as the length of CP is longer than the delay spread of the multipath channel. The advantage of the TDes is that it can provide a better SER performance than TRTap in severe interference environment. However, the tap length of the TDes has to be equal to the code length of the spreading codes. In contrast, the TRTap receiver has a high degree of freedom to offer the trade-off between the performance and the complexity. The TRTap can achieve similar steady-state MSE as TDes in low interference environment even if the TRTap adopts only one-tap equalization. Simulations are also compared with the theoretical results to verify the correctness of the mathematical derivation.

Appendix 1
Properties of $F_m$
In this appendix, two properties of $F_m$, i.e., $F_m F_m^H = I$ and $F_m^H F_m \neq I$, are presented in the following. At first, based on (5), the multiplication of $F_m$ and $F_m^H$ becomes a $(N_c/\varsigma) \times (N_c/\varsigma)$ matrix with (r,s)th element

$$f_{rs}^{\prime} = \frac{1}{N_c} \sum_{p=0}^{N_c-1} e^{j \frac{2 \pi}{N_c} (s-r)p}$$

$$= \begin{cases} 1; & r = s \\ 0; & \text{others} \end{cases}$$

(34)

where GSF is applied to obtain the last equality of the above equation. Hence, we have $F_m F_m^H = I$. Secondly, the multiplication of $F_m^H$ and $F_m$ becomes a $N_c \times N_c$ matrix with (r,s)th element

$$f_{rs}^{\prime\prime} = \frac{1}{N_c} \sum_{p=0}^{N_c-1} e^{j \frac{2 \pi}{N_c} (r-s)(m+\varsigma p)}.$$  

(35)

We can show that if $r \neq s$, it is worthy to note that $r$ and $s$ are positive integers, and $\beta$ can be 0 in most cases. However, when $r - s = \pm q(N_c/\varsigma)$, in the specific case, $\beta$ becomes

$$\beta = \frac{1}{N_c} \frac{e^{j \frac{2 \pi}{N_c} (m+\varsigma)q} - 1}{1 - e^{j \frac{2 \pi}{N_c} q}}$$

$$= \frac{1}{N_c} \frac{e^{j \frac{2 \pi}{N_c} (m+\varsigma)q} (1 - \cos(2\pi(N_c/\varsigma)q) + j \sin(2\pi(N_c/\varsigma)q))}{1 - \cos(2\pi q) + j \sin(2\pi q)}$$

where $q \in \{1, \cdots, \varsigma - 1\}$. Since $\varsigma$, $N_c$, and $N_c/\varsigma$ are the powers of 2 and $m$ is a non-negative integer, $\beta$ can be further reduced as

$$\beta = \frac{1}{N_c} \frac{e^{j \frac{2 \pi}{N_c} (m+\varsigma)q} (\sin(2\pi(N_c/\varsigma)q))}{\sin(2\pi q)}.$$

In terms of using the trigonometric functions, $\sin(2\pi(N_c/\varsigma)q) = 2\sin(\pi(N_c/(2\varsigma))q)\cos(\pi(N_c/(2\varsigma))q)$, we acquire

$$\frac{\sin(2\pi(N_c/\varsigma)q)}{\sin(2\pi q)} = \frac{\log(N_c/\varsigma) - 1}{\prod_{p=0}^{\log(N_c/\varsigma)-1} \cos(2\pi q 2^p)}$$

$$= N_c/\varsigma.$$  

(36)

Therefore, $\beta = \frac{1}{\varsigma} e^{j \frac{2 \pi}{N_c} (m+\varsigma)q}$ when $r - s = \pm q(N_c/\varsigma)$.

To summarize, the (r,s)th element of $F_m^H F_m$ becomes

$$f_{rs}^{\prime\prime} = \begin{cases} 1/\varsigma; & r - s = \pm q(N_c/\varsigma) \\ 1; & r = s \\ 0; & \text{others} \end{cases}$$

(37)

where $q \in \{1, \cdots, \varsigma - 1\}$. Accordingly, we have $F_m^H F_m \neq I$.

Appendix 2
Multiplication of A and $A^{H}$
From (19), the $(i', j')$th element of $AA^{H}$ can be written as

$$a_{i',j'} = (c^{(0)})^{H} F_{i'} F_{i'}^{H} F_{j'} F_{j'}^{H} c^{(0)}.$$  

(38)

First, we derive the result of $F_{i'} F_{i'}^{H} F_{j'} F_{j'}^{H}$. Let the (r,s)th element of $F_{i'} F_{i'}^{H} F_{j'} F_{j'}^{H}$ is $f_{rs}^{\prime\prime\prime}$. It is noted that $F_{i'} F_{i'}^{H} F_{j'} F_{j'}^{H}$ circularly shifts each elements of $F_{i'} F_{i'}^{H}$ up by $i'$ rows and left by $j'$ columns. Therefore, from (37) and (7), we have $f_{rs}^{\prime\prime\prime} = f_{r',s'}^{\prime\prime}$, where $r' = \text{mod}(N_c, r+i')$, $s' = \text{mod}(N_c, s+j')$. $f_{r',s'}^{\prime\prime}$ is defined in (37) and mod denote the modulus operation.
After carrying out circularly shift, \( f'_{r,s} \) can be expressed as

\[
f'_{r,s} = \begin{cases} (1/\varsigma) e^{j2\pi (mNc + r + i' - (s + j'))}; & \text{if } r + i' - (s + j') = \pm q(Nc/\varsigma) \\ 0; & \text{otherwise} \end{cases}
\]

where \( q' \) is an arbitrary integer. Based on above equation, the \((\alpha', \beta')\)th element of \( F_m I_{i',j'} F_m^H I_{i',j'} \) is

\[
f'_{\alpha', \beta'} = \sum_{s=0}^{Nc-1} \sum_{r=0}^{Nc-1} f_{r,s} e^{j2\pi (mNc + r + \alpha' + i' - \beta' - j')}, \quad \text{if } \alpha' = \beta' \\
0; \quad \text{otherwise}
\]

where \( \varsigma = (\varsigma/Nc)(r + i' - (s + j')) \). The fourth equality of (39) uses the result of \( \sum_{s=0}^{\varsigma-1} e^{-j2\pi \alpha' s} = \varsigma \) which can be acquired in terms of the similar derivation of (36). In addition, the fifth equality of (39) uses the identity that

\[
\sum_{s=0}^{Nc-1} e^{-j2\pi \alpha' s} = \begin{cases} Nc; & \text{if } \alpha' = \beta' \\ 0; & \text{otherwise} \end{cases}
\]

Therefore, \( F_m I_{i',j'} F_m^H I_{i',j'} \) is a diagonal matrix. Specifically, \( F_m I_{i',j'} F_m^H I_{i',j'} \) becomes an identity matrix if \( i' = j' \). According to (38) and (40)

\[c^H S c = \sum_{r=0}^{Nc/\varsigma-1} \sum_{s=0}^{Nc/\varsigma-1} c_r^* s_r s_r\]

where \( S \) is a diagonal matrix, the \((i',j')\)th element of \( \Delta A^H \) can be obtained as

\[a_{i',j'} = e^{j2\pi (mNc + r + i' - j')} \sum_{r=0}^{Nc/\varsigma-1} e^{j2\pi \alpha' (mNc + r + \alpha' - j')} \]

where \( q' \) is an arbitrary integer. From above equation, we can confirm that \( \Delta A^H = \mathbf{I} \) as \( z \leq Nc/\varsigma \) and \( \Delta A^H \neq \mathbf{I} \) as \( z > Nc/\varsigma \).

### Appendix 3

**Multiplication of \( A^H \) and \( A \)**

From (19), the multiplication of \( A^H \) and \( A \) can be written as

\[A^H A = \sum_{i'=0}^{z-1} F_m I_{i'} F_m^H (c^{(0)})^H F_m I_{i'} F_m^H. \] (41)

We discuss (41) in two special cases: \( z = 1 \) and \( z = Nc/\varsigma \). In case of \( z = 1 \), the right-hand side of (41) becomes \( F_m I_{i'} F_m^H (c^{(0)})^H F_m I_{i'} F_m^H \). Thus, we obtain

\[A^H A = (c^{(0)})^H F_m I_{i'} F_m^H. \]

For the case of \( z = Nc/\varsigma \), we firstly show that \( F_m I_{i'} F_m^H \) is a diagonal matrix. Since \( F_m I_{i'} F_m^H \) circularly shifts each column vector of \( F_m \) left by \( i' \) columns, in terms of the circular shift property, the \((r,s)\)th element of \( F_m I_{i'} F_m^H \) is

\[e^{j2\pi (mNc + r + \alpha' - j')} \sum_{p=0}^{Nc-1} e^{j2\pi \varsigma (s + r - p)} \]

where \( \varsigma = (\varsigma/Nc)(r + i' - (s + j')) \). The fourth equality of (39) uses the result of \( \sum_{s=0}^{\varsigma-1} e^{-j2\pi \alpha' s} = \varsigma \) which can be acquired in terms of the similar derivation of (36). In addition, the fifth equality of (39) uses the identity that

\[
\sum_{s=0}^{Nc-1} e^{-j2\pi \alpha' s} = \begin{cases} Nc; & \text{if } \alpha' = \beta' \\ 0; & \text{otherwise} \end{cases}
\]

Therefore, \( F_m I_{i'} F_m^H \) is a diagonal matrix. Specifically, \( F_m I_{i'} F_m^H F_m I_{i'} F_m^H \) becomes an identity matrix if \( i' = j' \). According to (38) and (40)

\[c^H S c = \sum_{r=0}^{Nc/\varsigma-1} \sum_{s=0}^{Nc/\varsigma-1} c_r^* s_r s_r\]

where \( S \) is a diagonal matrix, the \((i',j')\)th element of \( \Delta A^H \) can be obtained as

\[a_{i',j'} = e^{j2\pi (mNc + r + i' - j')} \sum_{r=0}^{Nc/\varsigma-1} e^{j2\pi \alpha' (mNc + r + \alpha' - j')} \]

where \( q' \) is an arbitrary integer. From above equation, we can confirm that \( \Delta A^H = \mathbf{I} \) as \( z \leq Nc/\varsigma \) and \( \Delta A^H \neq \mathbf{I} \) as \( z > Nc/\varsigma \).

### Appendix 4

**Computational complexity**

Assume that the rate of channel changes is very low, and the channel state information is fixed in one period. Thus,
w wy, B for TDes, and \( \hat{\mathbf{w}}_y, \hat{\mathbf{B}} \) for TRTap can be regarded as fixed portion in one period. At first, we show the requirement of complex multiplications of TDes. From the summary of Section 3.1, we can see that to produce \( \mathbf{w}(n) \), \( \mathbf{y} \), \( \mathbf{y} \), \( \mathbf{s} \), and \( \mathbf{w}_y(n+1) \) requires \( G^2 \), \( G^2 \), \( 2G^2 \), \( 2G^2 \), and \( 1 + G + G^2 + G^2 \) multiplications, respectively. Therefore, TDes requires a total of \( 1 + 2G + 4G^2 + G^3 \) multiplications in one iteration. Second, from the summary of Section 3.2, we can produce \( \mathbf{w}(n) \), \( \mathbf{A}_m \), \( \mathbf{y} \), \( \mathbf{y} \), \( \mathbf{s} \), and \( \mathbf{w}_y(n+1) \) requires \( z^2 \), \( zG \), \( z^2 \), \( x^2 \), and \( 1 + z + z^2 + z^2 \) multiplications, respectively. Therefore, TRTap requires a total of \( 1 + 2z + 4z^2 + z^3 + zG \) multiplications in one iteration. Since \( z \) can be smaller than \( G \), the computational complexity of TRTap can be lower than that of TDes.

**Appendix 5**

**Properties of \( \mathbf{F}_m \)**

At first, we show \( \mathbf{F}_m \) is a diagonal matrix. Due to

\[
\tilde{\mathbf{F}}_m = \mathbf{F}_m \mathbf{F}^H = \mathbf{F}_m \left( \sum_{l=0}^{N_p-1} h_l \mathbf{I}_l \right) \mathbf{F}^H
\]

and from (42), the \((r, s)\)th element of \( \tilde{\mathbf{F}}_m \) can be expressed as

\[
\sum_{l=0}^{N_p-1} h_l e^{-j2\pi N_c (m+r)l} \delta_{r,s} + \sum_{l \neq s} h_l e^{-j2\pi N_c (m+r)l} \delta_{r,s} \text{ if } r = s; \quad 0 \text{ otherwise.} \tag{45}
\]

Thus, \( \tilde{\mathbf{F}}_m \mathbf{F}_m \) is also a diagonal matrix whose \((r, s)\)th element is

\[
\left\{ \begin{array}{ll}
\sum_{l=0}^{N_p-1} h_l e^{-j2\pi (m+r)l} \delta_{r,s} & \text{if } r = s \\
0 & \text{otherwise.} \end{array} \right.
\tag{46}
\]

Afterward, the results of the multiplications of two matrices, \( \left( \mathbf{c}^{(0)} \right)^H \tilde{\mathbf{F}}_m^H \mathbf{F}_m \mathbf{c}^{(0)} \) and \( \left( \mathbf{c}^{(0)} \right)^H \tilde{\mathbf{F}}_m^H \mathbf{F}_m \mathbf{c}^{(0)} \), are derived below. From (46) and (40), we can obtain

\[
\left( \mathbf{c}^{(0)} \right)^H \tilde{\mathbf{F}}_m^H \mathbf{F}_m \mathbf{c}^{(0)} = \frac{N_c - 1}{N_c} \sum_{l_1=0}^{N_p-1} h_{l_1} H_{l_1} \sum_{l_2=0}^{N_p-1} h_{l_2} H_{l_2} g_j e^{-j2\pi N_c (m_1 - l_1) \delta_{r,s}} e^{-j2\pi N_c (m_2 - l_2) \delta_{r,s}} = \sum_{l=0}^{N_p-1} 0 \left| h_l \right|^2 \tag{47}
\]

where the last equality of above equation applies the result of

\[
\sum_{r=0}^{N_c - 1} e^{-j2\pi (m_1 - l_1) \delta_{r,s}} = \left\{ \begin{array}{ll} N_c / \delta \text{ if } l_1 = l_2 \\
0 & \text{otherwise.} \end{array} \right. \tag{48}
\]

To compute the result of \( \left( \mathbf{c}^{(0)} \right)^H \tilde{\mathbf{F}}_m^H \mathbf{F}_m \mathbf{c}^{(0)} \), we first discuss the multiplication \( \left( \mathbf{c}^{(0)} \right)^H \tilde{\mathbf{F}}_m^H \mathbf{F}_m \mathbf{c}^{(0)} \). From (45) and (40), we can obtain

\[
\left( \mathbf{c}^{(0)} \right)^H \tilde{\mathbf{F}}_m^H \mathbf{c}^{(0)} = \frac{N_p}{N_c} \sum_{l=0}^{N_p-1} h_l e^{-j2\pi N_c (m_1 - l_1) \delta_{r,s}} + \sum_{r=0}^{N_c - 1} e^{-j2\pi N_c (m_2 - l_2) \delta_{r,s}} = h_0 \left| \mathbf{c}^{(0)} \right|^2. \tag{49}
\]
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