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Abstract

Teaching artificial intelligence (AI) is challenging. It is a fast moving field and therefore difficult to keep people updated with the state-of-the-art. Educational offerings for students are ever increasing, beyond university degree programs where AI education traditionally lay. In this paper, we present an experience report of teaching an AI course to business executives in the United Arab Emirates (UAE). Rather than focusing only on theoretical and technical aspects, we developed a course that teaches AI with a view to enabling students to understand how to incorporate it into existing business processes. We present an overview of our course, curriculum and teaching methods, and we discuss our reflections on teaching adult learners, and to students in the UAE.

Introduction

Educational offerings on artificial intelligence (AI) have expanded hugely in the last 10 years. This has, in part, been driven by AI moving into the mainstream of public discourse in a world now dominated by data. Gaining an understanding of AI is now broadly recognized as being important at all educational levels.

Learning about AI in formal education has, for the most part been confined to university-level courses, primarily as a sub-discipline within computer science, and is taught now more broadly and applied in domains such as business, medicine, biology, engineering, and even the social sciences. In fact, according to Stanford University’s AI Index Report 2021, a survey conducted in 2020 indicates that the world’s top universities have increased their AI education offerings in the past 4 years (Zhang et al. 2021). Today, AI education is further being considered at the full range of educational levels, from pre-K and kindergarten, through K-12 and university, and to adults engaged in continuing education and continuing professional development programs. Settings outside of traditional university degree courses are being used to teach AI to younger audiences (Williams et al. 2019), as well as to adults.

Teaching AI can be challenging, especially to learners beyond university settings, and this observation is supported by the growing body of research literature about teaching and learning AI (see Figure 1). Of course, with such a broad topic area that is also a fast changing one, designing a curriculum is not trivial. In fact, one cannot simply put forward a holistic framework onto which all AI education should be applied (Langley 2019). Rather, learners in a non-academic setting have varying capabilities and contrasting intended outcomes, and therefore we must consider the specific target audience carefully when designing an AI curriculum and course.

In this paper, we describe our experiences of developing
and teaching an executive-level AI education program in the United Arab Emirates (UAE). The program was conceived by the UAE government in collaboration with the University of Oxford, UK, and forms part of the UAE’s National Strategy on AI (Shamout and Ali 2021). To the best of our knowledge, this paper contributes the first experience report of teaching AI in executive education, and of teaching AI in the Arab World.

Course Overview

The AI Program is a course that aims to provide an overview of AI, beginning from the basics of terminology and its history, through to the current, most commonplace, methods in ML. The learning outcomes of the course are as follows:

1. To gain a broad knowledge and understanding of the core issues and concepts associated with AI;
2. To gain detailed knowledge and a critical understanding of the current possibilities and limits of what is possible within the field of AI;
3. To develop an appreciation of the ethical dilemmas and the challenges around privacy and cybersecurity as applied to the field of AI;
4. To develop an appreciation of the challenges for government and governance in implementing successful technology solutions based on AI;
5. To learn from case studies and examples of AI solutions both successful and unsuccessful; and
6. To be empowered to apply the knowledge gained from the program in a work environment.

This final learning outcome is a key feature of the AI Program, as we incorporate an active learning approach (Bonwell and Eison 1991) with project-based learning (Thomas 2000) where the final outcome of completion of the program is to deliver a novel project proposal for applying AI and ML.

Course Structure

The course was designed to be scheduled over 8 full-time teaching weeks, where each week is held in consecutive months so that students can stay engaged with their employment while participating in the course. The first 7 teaching weeks are held on location in Dubai, UAE, while the final teaching week is organized as a visit by the student cohort to Oxford, UK. Each teaching week has a broad theme, with classes spanning 5 consecutive days timetabled from 0900 to 1730. Each week’s classes generally follow a standard time-boxed structure that we call the “shape of the day” (see Table 1 for an example schedule). Each time box consists of a plenary lecture, group work (practical exercises or for working on assignments in teams), or tutorials where students can, individually or in small groups, have one-on-one time with course tutors. Plenaries alternate between “non-technical” and “technical” to vary the type of the lecture content throughout the teaching week.

Enrollment on the AI Program did not require any prerequisite knowledge of AI. Instead, students were selected based on strategic priority for the UAE government from governmental agencies and corporations. Students were typically management-level workers with at least an undergraduate degree. No single textbook is used as reference for the teaching program; however, we provide a recommended reading list that includes machine learning (ML) textbooks such as “Pattern Recognition and Machine Learning” by Bishop (2006), and “Deep Learning” by Goodfellow, Bengio, and Courville (2016). Team assignments are set between teaching weeks to scaffold the bridge between topics, and each of which is also intended to make progress towards completing the students’ final assessment, a capstone project.

The AI Program has been running for three years (in 2018-19, 2019-20, and 2021), with the most recent teaching year having taken place during the COVID-19 pandemic and consequentially moved to an online format. As such, the curriculum was revised year-on-year to account for the associated logistical challenges, as well as to respond to student and tutor feedback.

While the course aims to provide a broad introduction to AI, we also aim to give students enough knowledge to be able to apply their learning to their work. With this in mind, we chose to focus on ML, since this sub-field within AI is the most widely applied. The course was designed to take place over 8 teaching weeks spread out over 8 months. Each teaching week had specific themes, which were augmented with cross-cutting themes present throughout. Students are split into assigned teams to work on together throughout the course, where they are assessed by a team capstone project.

Course Outline

Each year of the AI Program broadly covered the same themes, with minor re-ordering of some of the curriculum, and we present our idealized full-length (8 teaching weeks) curriculum outline here.

In Week 1, we cover high-level introductions to AI subject matter, defining some key terms in the field, and laying down the theoretical and practical frameworks that the students use to engage with AI in the course. Topics during this teaching week include general introductions to AI in public discourse, society, a historical overview, and how to keep up with developments in the fields of AI and ML. Contrasts are made between ML and other areas of AI that focus on

| Time/Day       | Sun. | Mon. | Tues. | Wed. | Thu. |
|----------------|------|------|-------|------|------|
| 0900-0915      | Welcome | U1  | U2   | U3   | U4   |
| 0915-1045      | P1   | P2   | P3   | P4   | P5   |
| 1100-1230      | TP1  | TP2  | TP3  | TP4  | TP5  |
| 1330-1530      | G1   | G2   | G3   | G4   | G5   |
| 1530-1730      | T1   | T2   | T3   | T4   |      |

Table 1: An example of the “shape of the day” throughout a typical teaching week. Topical updates – Un, Plenary lectures – Pn, Technical plenary - TPn, Group exercises – Gn, Small-group tutorials – Tn, where n indicates session number. Note that the working week in Muslim-majority countries is typically from Sunday to Thursday.
probability, rules, and search. The technical plenaries focus on introducing the different types of ML by presentations of working examples. Group work focuses primarily on team building, since it’s the first-time students will have been introduced to their capstone teams. BPMN – Business Process Modelling Notation (Chinosi and Trombetta 2012) – is introduced as the framework for process modelling and ideation around finding opportunities for AI.

Week 2 focuses on data science, examining the fundamentals of the data science process, from data collection, pre-processing, statistical analysis of data. We also look at good data governance, including anonymizing data, and the ethics of big data. This week lays the foundations to getting hands-on with data and understanding its utmost importance for ML tasks that are commonly part of data science pipelines.

By Week 3, our students will have had a broad introduction to AI/ML and associated issues around data. In this teaching week, we start delving into the technical aspects of ML – higher dimensionality and operations on data matrices, regression, classification, and how to fit models to data.

Weeks 4 and 5 go into even more detail on supervised learning, and unsupervised and reinforcement learning respectively, while at the same time exploring issues around building ML software such as scaling up processing on the cloud and testing ML-based systems.

In Week 6, students learn the skills and key considerations necessary for successful implementation of AI projects. They learn to identify projects and opportunities that would benefit from AI, either as a project component or as a holistic solution to a problem. Students gain insights into both successful and unsuccessful AI projects through case studies, with a view to becoming effective at evaluating AI project implementation. Week 6 concludes the taught part of the course and includes a retrospective look at the course content.

Finally, the end of the course consists of the students presenting the finalized capstone projects in Week 7, and in Week 8 we host a visit to the University of Oxford, where students receive lectures from local academics and are presented with a certificate of completion.

Throughout all the teaching weeks we also had 4 cross-cutting themes:

1. Ethical, social, and legal implications of AI;
2. Technical tools for implementing AI, namely around using RapidMiner and Python;
3. Business process modelling and BPMN; and
4. Industry case studies.

**Plenary Lectures**

During each teaching week, lectures were generally delivered in the mornings within 90-minute time boxes. Each lecture consists of presentations, discussions and thought exercises. As part of the shape of the day, in the mornings we split up the more difficult technical content for our students by having one non-technical plenary (marked as Pn in Table 1) followed by a technical plenary (marked as TPn in Table 1) on any given day. The theory presented in these morning sessions is then reinforced by practical group work in the afternoons. For example, a morning lecture on clustering, such as that shown in Figure 2, would then be supported by an afternoon practical exercise where the students work with a real dataset and tools to try out some of the methods taught in the morning.

**Topical Updates**

To kick off the opening plenary lectures, we often included short sessions that focused on a topical article relating to AI to both update students on the latest developments or discourse, but also to demonstrate that AI is a fast-moving field that also has impacts on everyday life across the world. These were delivered as short presentations with a mediated whole-class discussion.

**Group Exercises**

To take advantage of a broad range of backgrounds of students, a social constructivist approach (Vygotsky 1978) can be taken to facilitate learning. One of the approaches we take with teaching AI is to have students work in groups to encourage the sharing of knowledge amongst peers and to get used to generating new ideas. Innovating with AI is not done in isolation. The group exercises included team building sessions to aid with the development of capstone projects, ideation workshops, business process modelling exercises, and getting hands-on experience of AI, which is a key step to gaining a deeper understanding of the theory taught in the morning lectures. The practical ML exercises were delivered in two different working environments to try and capture the broad range of technical capability of a diverse group of students.

**Programming for ML.** From the first year of the AI Program we set up a working environment in which our students could get hands-on experience with ML using Python in Jupyter Notebooks (Kluyver et al. 2016). Teaching with Jupyter has had widespread uptake in recent years (Brunner and Kim 2016; Holdgraf et al.
The team capstone project forms the cornerstone of the program, as it acts as the primary means to student assessment and gives the students a tangible takeaway from the course. Work begins on the capstone project after teaching week 1 where, after team formation, ideation begins. A series of assignments are given to the students to complete in between teaching weeks to help make progress on their capstones. These are summarized in Table 2.

The first assignment consists of an exercise for the students to learn how to use BPMN to diagram business processes. This is set individually as teams are still being organized after Week 1. Each subsequent assignment then contributes sections to the final project report that is submitted for assessment in Week 7, where the teams also present their finalized project proposals.

The overall task for the capstone projects is to identify, examine and report on a way to apply AI to solve a problem or to improve or remove an existing process in a business or other organization. Each team chooses a topic related to AI which is of relevance to their interests, professional experience, or workplace needs. Throughout the process, guidance and support is given by course tutors.

The capstone project combines practical and academic aspects from across the program. In their teams, students develop their project on a topic related to AI and apply the resulting information to the improvement or automation of organizational processes.

Submissions for assessment include a team project report that must convey an understanding of the topic, with reference to relevant literature drawn from a range of sources. It also needs to show evidence of the effectiveness of their team and a critical evaluation of overall project management and outcomes. Specifically, the reports must: identify the opportunity to use AI; justify the use of an AI solution; explain how it links with the strategic goals of the organization; use BPMN to show business processes before and after applying the proposed solution; describe potential datasets, pre-processing considerations, and possible sources of error or bias arising; what ML models might be used and why; and finally discuss any ethical, social, legal and security implications of the proposed use of AI. During Week 7, teams make a presentation to a panel of tutors and to the whole class.

The independent reflective practice report gives students an opportunity to reflect on their personal roles in their capstone projects, and to submit a critical analysis of their individual learning. This requires them to determine what they hoped to learn from the project, and to assess how well their individual learning objectives were met. Such reflective practices have been shown to help learners revisit and challenge their preconceived ideas, examine new perspectives, and deepen their knowledge (Cunliffe 2004; Pavlovich, Collins, and Jones 2009) and we believe is an important final activity in our AI course.

Table 2: A summary of the capstone project components, assessment weightings, and submission dates by teaching week. Components marked with * are individually assessed, while all others are assessed as a team deliverable.

| Project component         | Weight | Submitted in |
|---------------------------|--------|--------------|
| BPMN diagram*             | 5%     | Week 2       |
| Ideation report           | 5%     | Week 3       |
| Project proposal          | 10%    | Week 4       |
| Project BPMN diagrams     | 5%     | Week 5       |
| Draft project report      | 5%     | Week 6       |
| Final project report      | 40%    | Week 7       |
| Group presentation        | 20%    | Week 7       |
| Reflective practice report*| 10%    | Week 8       |

Adaptation for COVID-19

The first two teaching years of the course (2018-19 and 2019-20) took place mostly as planned, while the third year (in 2021) had to be adapted to an entirely online format because of COVID-19 restrictions limiting possibilities for tutors and students to travel. Apart from moving the course online, we also reduced the length of the course to 5 teaching weeks over 5 months, where we compressed the ML part of the course from 3 weeks into two, and removed both Week 6 on implementing AI projects and the final visit week to Oxford. However, we additionally introduced weekly “virtual office hours” drop-ins, which have been shown to increase student satisfaction (Li and Pitts 2009), between teaching
weeks to help further motivate and support students to make progress on their capstone projects.

Discussion
Teaching on the AI Program over the past three years has given us comprehensive experiences that we wish to share for those working on delivering AI education, particularly to adult learners and to international audiences.

Student Retrospectives
One of the most interactive sessions that involved the whole class at the same time was a course retrospective exercise, inspired by a similar such session taught as part of an agile methods course (Martin, Anslow, and Johnson 2017), that was carried out in Week 6 of the course. This session followed the format of a project retrospective (Kerth 2013), which is typically a consultation at the end of a project that is run by a facilitator to mediate feedback about how a project went. In our case, one of the course tutors acted as the facilitator. Groups of students were asked to think back, without the aid of their own notes, and reconstruct the shape of each teaching week during the program.

After reconstructing each week, the group was then asked to annotate their reconstructed schedule with positive and negative comments. The facilitator then walks through each teaching week’s comments with the whole class for a general discussion.

Both the students and the teachers found this exercise extremely valuable as it gave the students a chance to reflect on the course content and discuss within their groups, and of course also acts as a mechanism for providing feedback on the course to the teachers. We recommend such retrospectives either as a program-end session, or as one that can be run at the end of each teaching week to then be able to evolve upcoming remaining parts of a teaching program on-the-fly.

Two main themes that arose from our retrospectives: (1) that fast and frequent feedback from course tutors is desired; and (2) that more real-world examples relevant to the region, i.e. Gulf Cooperation Council (GCC) countries - Bahrain, Kuwait, Oman, Qatar, Saudi Arabia, and the UAE, would bring further added value to the students. This aligned with our own reflections on developing and teaching the program, of which we elaborate below.

Teaching AI to Adult Learners
While our students were enrolled on the AI Program with no specific educational pre-requisites, all of our students are in employment, and most of whom are in management or executive positions in their respective workplaces. As such, the way in which we presented the material and exercises had to be tailored to account for the needs of adult learners.

Computational thinking is often discussed as a key skill in learning about topics relating to computing and data. Pedagogy around the concept of computation has been widely discussed (Lu and Fletcher 2009; Barr, Harrison, and Conery 2011; Grover and Pea 2013; Selby 2015; Yasar et al. 2016; Patarakin, Burov, and Yarmakhov 2019) since Wing’s influential 2006 article on computational thinking (Wing 2006). However, the etymology of the word “pedagogy” – that is, “ped” meaning child and “agogus” meaning leader-of – implies a definition pertaining to the theory and practice of teaching children, or, rather, assumed pure novices. Pedagogical models of teaching contrast models of adult learning, where the latter acknowledge that adult learners have different, more intrinsic, motivations, bring individualized experiences, and have a more immediate need to link their learning to their everyday lives. The concept of “andragogy” contrasts pedagogy as being about acknowledging these needs of adult learners in teaching methods (Knowles 1970) and is more recently discussed in terms of teaching digital skills to adults (Blackley and Sheffield 2015). We therefore put forward that these alternative needs must be considered with adult learners when teaching AI.

Through observation and from our student feedback, we find that our students’ motivations closely matched those defined by andragogical theory. Our students needed to understand the importance of concepts prior to learning. They felt responsible in their learning and thus wanted to focus their time on what was important to them individually. Their prior experiences were of prime importance, where they held high expectations that what they would learn could be applied immediately to their own contexts. For example, some of our students worked for the local government-controlled Dubai Electricity and Water Authority (DEWA), a public infrastructure organization, and Abu Dhabi National Energy Company (TAQA), an energy company. With a particular interest in the energy industry, these students particularly appreciated the application domain example used as the focus of the clustering lecture shown in Figure 2.

We believe that we successfully support adult learners’ needs, particularly by focusing the AI Program on a tangible outcome – the capstone project – from the course’s outset beginning in Week 1, that had regular opportunities for immediate feedback throughout the program as the capstone...
Teaching AI for Regional Contexts

The AI Program was conceived through a partnership between the UAE and the University of Oxford, where the team from the university designed and delivered the teaching program to students in the UAE. A higher layer of consideration above the individualized needs of our many adult learners is that, as a group, a homogeneous feature lies in the fact that all our students are from the same country – the UAE – and mostly working in management-level positions or more senior. This meant that it was critically important to provide examples and tasks to be highly applicable to our students being within the UAE. While our teaching team already included tutors with experience/prior knowledge of the UAE, we localized aspects of the course in other ways.

Firstly, in each year of the program we invited guest experts, from both industry and academia based in the GCC region, to speak on topics relating to AI. We hosted speakers from local offices of IBM and SAP who reported on ongoing AI projects and initiatives within the UAE. We also had specialist talks from regional academics who presented on topics on Persian language machine translation, Arabic Natural Language Processing, and research projects on ML for healthcare, such as using AI for predicting deterioration of COVID-19 patients (Shamout et al. 2021).

We also designed the course assessment to provide ample opportunity on which student groups can pose their own business problems. For the most part, this meant that students were always working towards proposing an AI solution that was specifically applicable to a local organization, or local/regional issue, within the UAE. Examples include proposals to develop document classifiers to automate categorization of police reports; to use deep learning to annotate geological images for hydrocarbon exploration; and even to develop a system to assist in the management of childhood nutrition.

Teaching AI at Multiple Ability Levels

While having discussed the homogeneity of the class in terms of country of origin, in practice classes our cohorts of students are highly heterogeneous when we consider background education and work experiences. While there is a minimum expectation of having a university degree, and to be in work in a UAE-based organization or governmental department, the subject matter of the background degrees held, and the nature of individual’s work, varies. We therefore found that the pre-existing technical ability, as well as the ability to learn technical concepts, varied hugely. Some students had computing or engineering backgrounds and were already familiar with computing concepts, while others had business or domain focused backgrounds. As such, the latter type of students struggled when presented with ML concepts presented as mathematics or as programming code.

To account for this, and as alluded to earlier, we present AI concepts on multiple levels of abstraction to account for multiple levels of technical ability – a differentiated instruction approach. Differentiated instruction is an approach to teaching that acknowledges heterogeneous classes and applies an approach that gives students multiple options to gaining an understanding of learning material (Subban 2006). In our case, we present practical ML exercises as both visual workflows in RapidMiner and as Python code in Jupyter. We found that the use of RapidMiner enabled the less technically savvy students to experience building hands-on ML pipelines without coding, while those more able could dive into deeper details with the concomitant code examples. Likewise, having two streams of plenary lectures (“non-technical” and “technical”) enabled students who wanted a deeper understanding of AI methods the chance to get that detail, while those who only sought out a broader understanding of AI and related issues could benefit from the non-technical lectures.

Conclusions

As AI continues to dominate our everyday lives, more and more people will strive to understand it. AI education is now happening at the full range of education levels, from preschool children through to adults who are in established career paths. In this paper, we reported three years of our experiences of teaching an executive-level education program in the UAE. Reflecting on those experiences, we highlight several important considerations when teaching AI:

• Taking special consideration for adult learners;
• Being mindful of regional contexts, in our case in the GCC locality; and
• Supporting highly diverse student cohorts.

We hope that others involved in designing similar such courses will learn from our experiences and promote highly effective new AI education programs.

Appendix: Availability of Supporting Data

Data about AI education-related publications up to the end of 2020 was compiled by performing an aggregated search on 6th September 2021 of bibliographic records indexed by Scopus, Web of Science, Educational Resources Information Center (ERIC), ACM Digital Library, and IEEE Xplore. This data used to plot the chart used in Figure 1 of this manuscript is available in Zenodo under the CC BY 4.0 license (Johnson 2021).
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