Positive charging of grains in an afterglow plasma is enhanced by ions drifting in an electric field
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ABSTRACT

In a plasma, the polarity of a dust grain’s charge is typically negative, but it can reverse and become positive in an afterglow, when the power sustaining the plasma is switched off. This positive charging, which occurs in the afterglow’s first few milliseconds, is studied for grains much larger than a few nm. It is hypothesized that the positive charging is enhanced by the presence of a dc electric field, which causes ions to drift through the neutral gas. A larger value of the reduced electric field $E/N$ leads to a larger ion kinetic energy and thus a greater collection of positive charge on a grain. The maximum possible positive charge is attained if the grain’s surface potential rises to match the ion kinetic energy, at a time before ions have departed and the grain’s charge becomes frozen. Thereafter, when vacuum conditions prevail, the grain will retain its positive residual charge. In an experiment, dust grains were electrically levitated in a capacitively coupled plasma until the power was abruptly turned off. In the afterglow, grains fell faster than expected due to gravity alone, indicating a downward electric force, in the presence of a remaining dc electric field. Acceleration measurements yielded repeatable results for the residual charge’s value, which was of the order $+10^4 e$ and increased with $E/N$, supporting the hypothesis.

I. INTRODUCTION

Dust grains in a plasma gain an electric charge by collecting electrons and ions. The charge on the grain develops so that there is a balance in the collection of electrons and ions, under steady conditions. The grain’s surface potential, which is also called the floating potential, is proportional to this charge.

The polarity of the charge depends on the type of plasma. A positive charge can occur in space plasmas, due to photoemission in the presence of ultraviolet sunlight. Similarly, positive charges may occur due to thermionic or secondary emission of electrons, for example, in fusion plasmas. However, a negative charge is most common in low-temperature laboratory plasmas. In particular, in a laboratory glow-discharge plasma, a micrometer-size grain generally attains a substantial negative charge equivalent to thousands of electronic charges. This large negative charge is well known to occur under steady conditions, but for unsteady conditions, the charge can be different.

An unsteady condition that has gained recent interest, for dust grain charging, is a temporal afterglow. Such an afterglow occurs after extinguishing the source of power that sustains the ionization in a glow-discharge plasma. (For this discussion, in the absence of dust grains, we assume a plasma consisting of only electrons and positive ions.) The first development, within tens of microseconds, is a rapid cooling of energetic electrons. Then, over a longer time period of a few milliseconds, there is a gradual loss of plasma density. This density loss of electrons and ions might initially be balanced, but only up to a point. When the plasma density falls below the ambipolar limit, the fluxes of electron and ions are no longer constrained to be the same. At this point, the transition to free diffusion, the electron flux out of the plasma exceeds that of positive ions. The more rapid loss of electrons leads to a comparatively greater abundance of ions, a condition that has sometimes been called “uncompensated ions.” It is this condition, in which there are uncompensated ions, that offers the possibility that a grain’s charge can reverse polarity, and become positive. Ultimately, when both electrons and ions have departed, the grain is left with a long-lasting residual charge.

In addition to temporal afterglows, another kind of afterglow is a spatial afterglow. The experimental configuration is typically a glass tube, with a gas inlet at one end, plasma generation by radio
This setup has a practical use as a reactor for synthesizing nanoparticles with unusual properties.\textsuperscript{49-51} In a spatial afterglow, which is generally steady in time, the plasma density is less than in the main plasma where ionization takes place. Depending on the configuration of the apparatus, for example, when grids are used to collect electrons, it is possible for a spatial afterglow to have an unbalanced loss of electrons and ions, so that there are uncompensated ions.\textsuperscript{3,57,68}

A grain’s charge becomes less negative when a plasma enters the condition of either a temporal\textsuperscript{25} or spatial\textsuperscript{43} afterglow. This diminishment of negative charge has been described as “decharging.”\textsuperscript{22}

More interesting than just a diminishment of a negative charge, however, is a polarity reversal. Such a reversal has been reported in several experiments in which positive charges on grains in an afterglow plasma were detected.\textsuperscript{32,43,47} A positive charge is noteworthy because negative charging of dust grains is typically the rule in laboratory plasmas. We should mention, however, that these experiments have until now been in an early point of development, so that their results for charging sometimes included unexplained effects. In particular, there were often large variations in the charge from one observation to the next. We review these afterglow experiments, with observations of positive charging, in Sec.\textsuperscript{II}.

In this paper, we develop a model to explain positive charging of dust grains in the afterglow of low-pressure plasmas. We present this model as a hypothesis, in Sec.\textsuperscript{III}. It is based on theoretical models developed by other authors,\textsuperscript{25-27,29,32} but with an added emphasis on the role of a dc electric field. In our hypothesis, the electric field, in combination with gas friction, determines the kinetic energy of ions as they drift through the gas, in an afterglow. This ion kinetic energy is crucial for charging as it determines the maximum positive charge that can be attained, for a grain in an afterglow.

We also report an experiment in which we detect large positive charges. As in previous experiments\textsuperscript{15,32,43,47} ours had a dc electric field during the temporal afterglow, but otherwise our experiment was configured differently. We suddenly turned off the rf power that sustained the plasma, and observed the grains with a video camera, as they fell. Measuring their acceleration, and subtracting the effect of gravity, allowed us to determine the electric force, as in Ref.\textsuperscript{52}. Dividing that electric force by the dc electric field yielded the charge. The charge we measured was always positive, and it was consistent from one observation to the next. The magnitude of the positive charge was of the order $+10^4$ e, which is much larger than in most previous experiments. Our experiment is described in Sec.\textsuperscript{IV}.

An analysis of our experimental results in Sec.\textsuperscript{V} leads to a test of our hypothesis in Sec.\textsuperscript{VI}. The outcome of this test is a good agreement in explaining the positive charging. The measurement closely matches the prediction for the maximum positive charge.

Dust grains can be used as a probe to measure conditions within a plasma sheath, as reported by previous authors,\textsuperscript{53-59} who used steady plasma conditions. Our result suggests that grains can also be used to probe in an afterglow plasma, as we explain in Sec.\textsuperscript{VII}.

We present our summary in Sec.\textsuperscript{VIII}.

II. PREVIOUS AFTERGLOW EXPERIMENTS WITH POSITIVE CHARGE

Here, we review three previous experiments in which a positive charge was detected for grains in an afterglow plasma.\textsuperscript{12,43,47,69} In all three of these experiments, there were two significant features: a dc electric field applied during the afterglow, and video imaging to analyze the grain’s motion in response to the dc electric field.

In 2013, Wörner et al.\textsuperscript{2} reported on an experiment where 6.8 $\mu$m microspheres in a temporal afterglow were observed with a positive charge as large as $+50$ e. Their experiment was performed under microgravity conditions, orbiting the Earth on the International Space Station, so that acceleration by gravity was not a factor. Grains were introduced into a plasma sustained in argon (pressure 20 Pa) that was generated by rf power applied to parallel-plate electrodes. Then, the rf power was turned off, resulting in an afterglow. During the afterglow, a dc electric field of 6.67 V/cm was purposefully applied in the direction perpendicular to the two parallel-plate electrodes. Grains in the inter-electrode region were observed by video cameras. Due to the lack of gravitational acceleration, the experimenters were able to observe their grains for an extended time in the afterglow. The authors mentioned that ions remained in the afterglow longer than electrons, in the inter-electrode region.

In 2020, Minderhout et al.\textsuperscript{32} reported on a spatial afterglow experiment, with 4.9 $\mu$m microspheres that developed positive charges as large as $+10^2$ e. This experiment was performed in the laboratory, in a vertically oriented glass tube. Grains were introduced into the top of the tube, and they fell downward. The main plasma, sustained in argon (90 Pa), was operated continuously in an upper volume of the tube, which was separated from a downstream volume by a grounded mesh grid. Within the downstream volume, which was described as a “shielded spatial afterglow,” both electrons and ions were present, but had a lower density than in the main plasma. Within this downstream or afterglow volume there were grains, which were observed moving horizontally in response to a purposefully applied horizontal dc electric field. The field was adjustable up to 50 V/cm, resulting in a measurable deflection of grain trajectories, so that their charges could be determined. (The authors also noted that, aside from allowing this measurement of the charge, the dc electric field also augmented the plasma density in the spatial afterglow.) This experiment was complicated by a wide dispersion of results for the charges for individual grains. Similar results were obtained in a follow-up experiment\textsuperscript{1} in which the plasma power was pulsed rather than continuous.

Later in 2020, Schneider’s Ph.D. thesis\textsuperscript{60} thesis reported on an experiment with a temporal afterglow with a positive charge much larger than in the earlier experiments. The dc electric field applied during the afterglow was of the order $10^5$ V/cm. Based on video observations of the motion of a single microsphere, Schneider reported charge measurements, which had a dispersion varying from negative to positive for different observations. The maximum positive charge detected was $+5000$ e. In further tests, Schneider found that the grain’s charge in the afterglow did not depend significantly on the rf power, gas pressure, or the grain’s position above the electrode.

The authors of the three recent papers mentioned above\textsuperscript{1,32,43,69} all used the term “afterglow” to describe the environment that was experienced by their grains that developed positive charges. We should also mention an earlier experiment, reported in 2007 by Wang et al.,\textsuperscript{70} in which positive charges greater than $+50,000$ e were detected on their large ($\geq 100$ $\mu$m) grains. Although Wang et al. did not use the term “afterglow” to describe their experiment, some of their runs have some similarities to the experiment of Minderhout et al.\textsuperscript{43} In both experiments, plasma was generated constantly in an upper volume, while in...
a lower volume there was a detection of grain charges. Instead of a mesh to separate the two volumes, Wang et al. used a plate with a small hole. Their plate, like the mesh of Minderhout et al., had a bias for repelling electrons, so that grains in the plate’s vicinity, and below it, were exposed to ion-rich conditions. Thus, we suggest that the early experiment of Wang et al. should perhaps be included in the discussion of positive grain charging in a spatial afterglow.

III. MODEL OF CHARGING IN THE AFTERGLOW

A. Previous models

Charging models for dusty plasmas have long recognized that a grain in a plasma has a charge that is not fixed, but varies with time as

\[ \frac{dQ}{dt} = J_i - J_e, \]  

(1)

where \( J_i \) and \( J_e \) are the ion and electron currents collected on the grain. (This discussion assumes that other contributions to charging, such as photo- or thermionic emission of electrons, are not important.) These currents are proportional to the ion and electron densities, respectively, and depend also on the characteristic velocities of the ions and electrons. If the conditions for the ions and electrons are steady, so that the left-hand side of Eq. (1) is zero, there will be an equilibrium charge that is seldom zero, if the grain is larger than a few nm. Its polarity will be generally negative, due to the smaller velocities of ions as compared to electrons (assuming that the plasma is quasineutral).

However, if the electron and ion conditions are not steady, but change with time, the grains will have a characteristic charging time. A key point is that this charging time will be inversely proportional to the plasma density \( n \). In a plasma that is neutral (i.e., \( n_e = n_i \)), with electrons and ions that have thermal distributions of velocity, the charging time can be expressed as in Ref. 62,

\[ \tau = \frac{K_i (K_i T_e)^{1/2}}{R n}, \]  

(2)

where \( R \) is the radius of a spherical grain, \( T_e \) is the electron temperature, and the constant \( K_i \) is of the order of \( 10^7 \) s cm\(^{-3}\) eV\(^{-1/2}\), with a precise value that depends on the values of \( T_i/T_e \) and \( m_i/m_e \). In Eq. (2), we see the inverse scaling of charging time with plasma density \( n \), which is particularly important in the development of afterglow plasmas: as the density declines, the charging time becomes longer.

The unsteady conditions that are of interest in this paper are those of a temporal afterglow plasma. For this situation, Ivlev et al. described how a grain’s charge changes from its equilibrium value, afterextinguishing the power that sustained the plasma. The development of the charge occurs not at once, but in a sequence of stages, as described by Couédel et al.\textsuperscript{26,27} and Wörner et al.\textsuperscript{28} As numbered by Couédel et al., these are stages 1–4, which we summarize next.

Stage 1 begins when the power that sustained the plasma is switched off. During this stage, the electron temperature diminishes rapidly as the electrons are cooled by inelastic and elastic collisions with room-temperature neutral atoms. Thus, the current \( J_i \) diminishes more rapidly than the current \( J_e \) in Eq. (1). This initial stage can be the quickest of all, depending on the density of neutral atoms. During this rapid diminishment, the charge remains negative.

Stage 2 begins after the rapid cooling of electrons has abated. In the main plasma region, the electrons and ions remain quasineutral, and they undergo ambipolar transport toward the boundaries of the plasma chamber. Ambipolar transport constrains the flux of electrons and ions leaving the plasma to be equal by generating electric fields that slow down the more mobile electrons and speed the less mobile ions. As this transport proceeds, there is a continuous loss of electrons and ions from the main plasma region, so that their densities are in constant decline.

Stage 2 ends when the transport of ions and electrons changes due to a reduced density. One mechanism for this change is the reduction of electric fields within the boundary sheaths, as they thicken. At that point, the fields can no longer slow the ions and sustain ambipolar transport, and thereafter electrons can be lost from the chamber volume more rapidly than ions. (Couédel et al.\textsuperscript{26,27} also proposed an additional mechanism for a change in the plasma transport, centering on the depletion of electrons by collecting on dust grains rather than the chamber walls; this can be significant in some experiments, but not in ours.)

Stage 3 is of great interest because it is during this time interval that the grain’s charge can trend toward a positive value. This trend occurs due to a greater abundance of ions as compared to electrons, a situation termed “uncompensated ions” by Wörner et al.\textsuperscript{28} This mismatch of ion and electron densities arises from the greater loss of electrons to surfaces, after the end of quasineutral transport. During stage 3, due to their smaller mass the electrons are lost from the chamber volume much faster than ions. Thus, in stage 3 there will be uncompensated ions, so a grain will collect more ions than electrons. Under these conditions, the right-hand side of Eq. (1) will be positive, and the grain’s charge will trend to a less negative value.

Importantly, beyond just trending to a less negative charge, the grain can continue charging positively long enough to actually reverse sign, and gain a positive value. This charge reversal requires sufficient time and sufficient ion current to the grain.

In the final stage 4, the density of uncompensated ions diminishes to the point where the ion current becomes insufficient to further change the grain’s charge significantly, no matter how much time passes. The charge then becomes “frozen,” as described by Ivlev et al.\textsuperscript{4}

Whether the grain attains its maximum possible residual charge depends on the timing of the onset of the frozen condition. If the charging time is too long, the charge will become prematurely frozen, and fall short of its maximum possible value. Perhaps due to this charging-time issue, Couédel et al.\textsuperscript{26,27} found that their model is unable to predict a positive charge, even though they observed positive charges in their experiment. For our experiment, we believe that this premature freezing did not occur, as we will explain later.

B. Model with mobility-limited ion motion

Here, we develop a model to predict the maximum possible residual charge of a grain, \( Q_{\text{res}} \), after electrons and ions have departed the plasma volume. As compared to the previous models described above, the key difference is that we account for ions that move not with a slow random thermal velocity, but a faster drift velocity due to a dc electric field. This approach yields a quantitative prediction for \( Q_{\text{res}} \) as well as for a corresponding maximum surface potential for the grain.

In an afterglow plasma, under conditions where electrons are nearly absent, two factors that play a great role in determining the positive charge of a grain are the ion kinetic energy and the time available
for a grain’s charge to change. If there is sufficient time for the grain to attain its maximum possible positive charge, the value of that charge will be determined by the ion kinetic energy. A larger energy will allow a larger maximum possible positive charge.

For the ion kinetic energy, we will not assume that we have a non-drifting thermal distribution of velocities. Such an assumption was made by previous investigators, and for that reason their models predicted a rather modest value for the maximum possible residual charge, for example, \(\approx +100\ e\), for a grain with a radius of a few micrometers.

As an advance on the models of the previous investigators, we note that the ion kinetic energy is enhanced in the presence of an electric field. (Such an electric field might be added purposefully as in Refs. 32 and 43 or might occur naturally, as in our experiment, from the persistent negative dc bias on a powered electrode.) This enhancement of the ion kinetic energy will be modeled by assuming mobility-limited ion motion, which involves a balance of two forces governing the ion motion. The Coulomb force \(q_iE\) accelerates ions of charge \(q_i\), while a frictional force on the neutral gas slows them. The latter force is proportional to the neutral gas density \(N\). When these two forces are balanced, ions drift at a constant velocity,

\[
\nu_i = \frac{q_iE}{\mu_i N} \quad (3)
\]

where \(\mu_i\) is the ion mobility coefficient. This mobility-limited ion velocity is applicable when the mean-free-path for ion-neutral collisions is much shorter than the scale length for the electric potential variation. (Of course, the ions will not be exactly monoenergetic, but will have a velocity distribution,\(^6^3\) with some moving a little slower or faster.)

In general,\(^6^4\) the mobility \(\mu_i\) depends on the reduced electric field \(E/N\). The traditional unit for \(E/N\) is the Townsend, where 1Td = 10\(^{-17}\) V cm\(^2\). For afterglow experiments with dust grains, typical values of \(E/N\) are of the order 10\(^3\) Td if the gas pressure is hundreds of mTorr as in previous afterglow experiments,\(^6^2,6^3\) or in the range 10\(^{-1}\)-10\(^{-2}\) Td as in our experiment, which had a much lower gas pressure.

Making use of Frost’s semi-empirical expression for mobility, we can rewrite Eq. (3) as in Refs. 65 and 66,

\[
\nu_i = \frac{E}{N} \left[ 1 + \beta \frac{E}{N} \right]^{-1/2} \quad (4)
\]

so that the mobility can be written as

\[
\mu_i = \frac{E}{N} \left[ 1 + \beta \frac{E}{N} \right]^{-1/2} \quad (5)
\]

These expressions are intended to obey a physically meaningful power-law scaling, in their asymptotic limits. The mobility in Eq. (5) is either constant or \(\propto (E/N)^{-1/2}\), at low and high \(E/N\), respectively. These two limits correspond to two regimes: weak field or strong field, for ions drifting much slower or faster than the thermal speed, respectively.

The coefficients \(\alpha\) and \(\beta\) depend on the atomic species, and \(\alpha\) also depends on the gas temperature. These coefficients are empirically obtained by fitting Eq. (4) to archival experimental data for \(\nu_i\) vs \(E/N\).

For \(\text{Ar}^+\) in Argon gas, using data\(^6^7\) from drift-tube experiments at 300 K, our fit results are \(\alpha = 4.95\ (\text{m/s Td})\) and \(\beta = 0.0098\ (1/\text{Td})\).

The maximum possible surface potential for a grain is determined by the kinetic energy of the ions. The key concept is that ions are collected until the grain’s potential becomes so positive that it repels the ions.

In the presence of mobility-limited ion motion, this condition occurs at a maximum surface potential,

\[
V_{\text{max float}} = \frac{K_i}{e} = \frac{1}{2e} \mu_i E^2. \quad (6)
\]

Likewise, the maximum possible residual charge is

\[
Q_{\text{max res}} = \frac{2\pi e_0 R m \mu_i^2 E^2}{e}. \quad (7)
\]

To obtain Eq. (7), we have used the standard expressions\(^7\) for dust-grain charging, modeling the dust grain as a spherical capacitor, \(Q_{\text{max}} = CV_{\text{float}}\) and \(C = 4\pi e_0 R\).

These expressions assume that the grain radius \(R\) is much less than the screening length, as is the case of our experiment. For a dielectric grain, these expressions assume uniform charging of the grain’s surface, so that the fields surrounding the grain mimic those due to a conducting sphere; we neglect any asymmetric charging.

C. Hypothesis

We can formulate the model presented above as a hypothesis, so that we can test it experimentally. Our hypothesis is that the maximum possible values of the positive potential and charge, for a grain in an afterglow, are determined by \(E/N\). The ion kinetic energy will be enhanced above thermal levels, if there is a finite value of \(E/N\). This enhanced ion energy will promote a greater positive charging of a grain. In the situation where the mobility-limited velocity of ions greatly exceeds their thermal velocity, we can predict the value of the maximum positive potential and charge using Eqs. (6) and (7), in combination with Eq. (5) for the ion mobility. After we test this hypothesis experimentally in Sec. VI, and find agreement, we can reliably use it as a model.

D. Simplifying assumption

In using the model, the electric field is an important input for Eqs. (6) and (7) to obtain the floating potential and residual charge. If the electric field varies in time, it would be appropriate to evaluate the field at the moment when the charge becomes frozen. In general, obtaining the electric field at that moment would require a time-dependent modeling of both charging and electric field. The charging would be modeled using Eq. (1), while the electric field would be modeled using Poisson’s equation. The right-hand side of both of these equations depend on the ion density, which in turn depends on time.

Performing this modeling in detail would not be a trivial effort. Indeed, it would be impractical if the user lacks detailed time-series data for ion density, which is the situation we will face, in testing our hypothesis.

Not having a time series of ion-density data, a simplifying assumption must be made, centering on the relative timing of two events: when the grain’s charge becomes frozen, and when the electric field has nearly attained its vacuum condition.

Our assumption is that the grain’s charge becomes frozen at a time after the electric field has nearly attained its vacuum condition.
In other words, the charging equation relaxes to its asymptotic solution after Poisson’s equation does so. Equivalently, the assumption is that ions, as they gradually diminish in density, will continue to have an effect in charging the grains at a time when they no longer have a significant effect on the electric field.

IV. EXPERIMENT

A. Apparatus

The experiment was performed using our Kula-Topf plasma chamber. The vacuum chamber, which is made of stainless steel, has an interior that is mostly cylindrical. A horizontal lower electrode was powered, while the chamber itself was grounded. The dimensions are shown in Fig. 1; a photograph and mechanical drawing are provided in the supplementary material.

A low gas pressure was used, allowing us to easily achieve a large value of $E/N$. We thereby attained a high-velocity drift of ions in the afterglow. The argon gas pressure was 8.00 mTorr (1.067 Pa), which was monitored by a capacitance manometer, and regulated by a feedback controller. The gas was in good thermal contact with the vacuum chamber, at room temperature, which we measured as $T = 295 \, ^\circ\text{K}$. (This value was close to the 300 K argon temperature for the drift tube mobility data.)

During steady plasma operation, we sustained the plasma with a radio frequency voltage applied to the lower electrode. As shown in Fig. 1, a waveform at 13 MHz was produced by an Agilent 33220A function generator, which was connected to an Amplifier Research 150A100B Class A amplifier and an impedance matchbox. The apparatus was operated in a capacitively coupled plasma (CCP) configuration by including a coupling capacitor $C_{\text{coupl}}$ between the matchbox and the powered lower electrode.

The plasma filled a cylindrical space above the lower electrode. We will refer to this space as the plasma volume, which was 3.1 l. The spatial distribution of the electron density and electron temperature within the chamber were modeled, during steady plasma operation, yielding profiles presented in the supplementary material. The model used was the hybrid plasma equipment model (HPEM) code at the University of Michigan.

The capacitor $C_{\text{coupl}}$ played a significant role in our experiment. During plasma operation, this 50 nF capacitor coupled the rf power to the lower electrode, as shown in Fig. 1, allowing a negative dc bias to be maintained on the lower electrode. This dc bias is a natural outcome of balancing currents in rf plasmas. We measured the dc self-bias, denoted $V_{\text{electrode}}$, using a digital oscilloscope with a 100x probe located on the atmospheric side of the electrode feedthrough.

During the afterglow, the capacitor gradually discharged, but due to its large capacitance, it did not discharge greatly during the time range of interest in this paper. As shown in the supplementary material, the capacitor discharged in two stages: rapidly at first due to collecting ions, over a timescale of a few milliseconds, and then a much slower exponential decay time that we measured as about 3 s. The latter value is the product of $C_{\text{coupl}}$ with a 60 MΩ resistance, which is presumably due to the probe impedance of 100 MΩ in parallel with stray resistances.

The dust grains were polymer microspheres made of melamine-formaldehyde. The grains were exposed to vacuum for several months before the experiment began. At the beginning of each experimental run, we introduced approximately 2000 grains into the plasma from above, by agitating a dispenser that had a single small opening.

The mass of the grains will be important later, in obtaining the value of the grain’s charge in the afterglow. Ours had a mass $m_l = 5.2 \times 10^{-13}$ kg, based on the manufacturer’s specifications for a diameter of 8.69 μm and a mass density of 1.51 g/cm³.

During the plasma operation, the steady levitation of the grains was aided by the negative dc self-bias $V_{\text{electrode}}$ of the lower electrode. This levitation indicates that the grains had a negative charge. A negative grain polarity is certainly the most common situation, in a plasma that is quasineutral, due to the higher thermal velocity of the less massive electrons. This negative charge must have been at least several thousand elementary charges, to levitate the grains. In fact, a value of $-14000$ e was measured by Kananovich and Goree, using a phonon-spectrum method, in an experiment with the same chamber and same microspheres as ours. (Compared to our measurement, the charge might differ only slightly, due to somewhat different plasma conditions, with an argon pressure of 13.5 mTorr instead of our 8.00 mTorr.)

To initiate a temporal afterglow, we switched off the rf power once for each experimental run. This switching of the rf power was done using the gating feature of the rf function generator. The modulation signal that we used as a gate was a square waveform, as shown in Fig. 1. The 13 MHz rf waveform was maintained steadily, to power the plasma, until the modulation signal transitioned abruptly to the off condition, extinguishing the rf power. Simultaneously, data recording was started by triggering the side-view camera and the oscilloscope.

We imaged the dust using a pair of Vision Research Phantom v5.2 cameras, one viewing from the side and the other from the top.

![Fig. 1. Experimental setup. During plasma operation, the modulation signal was on, allowing rf power to be applied to the lower electrode, and a plasma was formed. Because of capacitor $C_{\text{coupl}}$, the lower electrode developed a negative dc self-bias. This self-bias helped electrically levitate grains in a 2D layer during plasma operation. When the modulation signal was switched off, the rf power extinguished, and at that moment an oscilloscope was triggered, and a side-view video camera began recording. Grains were illuminated by a vertical sheet of laser light, not shown here. During the afterglow, the lower electrode retained most of its negative dc bias due to the capacitor $C_{\text{coupl}}$. The bias on the lower electrode was measured using a Tektronix 100X probe. Its 100 MΩ impedance, in combination with $C_{\text{coupl}}$, provided a long discharge time constant of 3 s, so that a negative electrode bias remained throughout the afterglow.](image-url)
The side-view camera provided most of our data, to observe the grains as they fell when we turned off the rf power. For that camera, we illuminated grains with a vertical sheet of light from a 671-nm diode laser. This vertical sheet had a horizontal thickness of 1 mm. The side-view camera was fitted with a 52-mm-focal-length Nikon macro lens, with a 10-nm bandpass filter to block light at wavelengths other than that of its illuminating laser. This side-view camera was operated at 600 frames/s, which we chose to provide adequate temporal resolution during the falling of the grains, without sacrificing the image brightness. The spatial resolution for this side-view imaging was 26.8 pixel/mm.

As a diagnostic to characterize conditions in the afterglow, we used a photomultiplier tube (PMT). The PMT was positioned with its photocathode near a window of the chamber, as shown in the supplementary material, so that no lens was required to collect light. We also used no filter or spectrometer, so that the PMT responded to the entire visible spectrum of light emitted by the gas, as it glowed in the chamber.

B. Experimental runs

We performed ten experimental runs. All were done with the same gas pressure of 8.00 mTorr, but with different values of the rf voltage applied to the lower electrode. Runs with a larger rf voltage also had a larger dc self-bias on the lower electrode, while the plasma was on. These conditions are tabulated in the supplementary material. At the beginning of each run, after igniting the plasma, we agitated a dust dispenser at the top of the chamber. As dust grains fell from the dispenser, they became charged negatively and were electrically levitated. The dispenser was then withdrawn, to a location near the chamber wall, so that it would not disturb the plasma. At the end of each run, the rf power was extinguished using the gate generator, so that the grains fell to the lower electrode, where they remained.

C. Afterglow condition measurements

1. Electrode bias measurement

The voltage waveform $V_{\text{electrode}}(t)$ on the lower electrode offers indications of the electron and ion conditions, which developed in three distinct time intervals. This waveform is shown in Fig. 2.

For $t < 0$, when the rf power was on, the electrode had a large peak-to-peak voltage waveform that was centered at a negative value, which was the dc self-bias. This self-bias produced a dc vertical electric field, which was superimposed on the 13 MHz rf field. This dc electric field applied a substantial steady force to the ions toward the lower electrode.

For $0 < t < 2$ ms, after turning off the rf power, the electrode’s negative bias $V_{\text{electrode}}(t)$ began to change. This change, while remaining small due to the large capacitor $C_{\text{coupl}}$, is nevertheless useful for offering insight into the electron and ion conditions. The bias waveform during the first 2 ms was non-exponential. The overall decrease in the electrode voltage during this initial interval, which we denote as $\Delta V_{\text{electrode}}$, was a few tens of volts, as tabulated in the supplementary material. We attribute this decrease in the electrode bias to the collection of positive charges, as ions reached the lower electrode. This collection of ions occurred over a finite time interval, as ions flowed through the chamber to the lower electrode. This time interval of about 2 ms is our indication of the duration that ions were detectable in the afterglow; precise values are tabulated in the supplementary material.

For $t > 2$ ms, after the ions were no longer detectable, there was a slow exponential decay in the electrode’s bias. This decay occurred with an $e$-folding time of 3 s (which we attribute to the $RC$ time for discharging $C_{\text{coupl}}$ through a resistance of 60 MΩ that was mainly due to the 100X probe). For our purposes, the end of this time interval was $t_{\text{imp}}$, when our camera recorded the grains falling to the lower electrode. (The value of $t_{\text{imp}}$, as tabulated in the supplementary material, was, for example, 41.67 ms for the run with a self-bias of $-148$ V.) Due to the long $e$-folding time of this decay, we can describe the electric potential on the lower electrode as a nearly steady bias during the time interval $2$ ms $< t < t_{\text{imp}}$, when our camera recorded the grains falling to the lower electrode. When we calculate the grain’s charge, we will require the electric field in the time interval $2$ ms $< t < t_{\text{imp}}$, and for that purpose, when we will report $E_{t=2ms}$, we will report not a single value, but a range of values between two limits, corresponding to two times: $t = 2$ ms and the time $t_{\text{imp}}$ when the grains impact the electrode.

2. Ion density estimation

The ion space charge during plasma operation, $t < 0$, can be estimated by analyzing the electrode voltage waveform. For our experiment, in the waveform of Fig. 2, we use the overall change $\Delta V_{\text{electrode}}$ in the capacitor voltage during the time interval $0 < t < 2$ ms, when the electrode was still collecting ions. We assume that all the ions within the plasma volume collect on the lower electrode, since its negative voltage attracts ions much more than the grounded surface elsewhere in the chamber. Calculating the total charge of the ions within...
the plasma volume as \( C_{\text{coupl}} \Delta V_{\text{electrode}} \) and dividing by a plasma volume of 3.11 yields a volume-averaged ion density,

\[
n_i = \frac{C_{\text{coupl}} \Delta V_{\text{electrode}}}{3.11}.
\]  

In this manner, for the run with a self-bias of \(-148\, V\) we obtain \(\approx 1.8 \times 10^9\, \text{cm}^{-3}\) for the volume-averaged ion density, while the rf power was on. The corresponding total charge of the ions in the plasma volume was \(\approx 5 \times 10^{12}\, e\).

For the other runs, values for \(n_i\) are tabulated in the supplementary material. In general, as one would expect, the volume-averaged ion density trended upward with increasing rf power.

D. Photomultiplier tube measurements

The presence of energetic electrons is indicated by the visible glow, as detected by our photomultiplier tube. An electron energy \(>11\, eV\) is required to excite a neutral Ar atom so that it subsequently emits a photon. Therefore, the glow serves primarily to indicate the presence of these energetic electrons.

The waveform for the glow was found to decay, after turning off the rf power, in two steps. The first step was rapid, with an \(\epsilon\)-folding time of 0.6 \(\mu s\). This is the shortest timescale, for all the phenomena in our temporal afterglow, and we interpret this as the time for energetic electrons to cool, due to collisions with the gas. Later, starting about 2 \(\mu s\), there was a slower decay of the glow intensity until it became almost undetectable at about 500 \(\mu s\). This slower decay might be due to metastable neutral atoms. Waveforms are provided in the supplementary material.

E. Reignition test

In another test, which might be more sensitive than the PMT measurements of glow, we attempted to reignite the plasma after the rf power had been switched off for a specified time. In this test, we found that it was possible to reignite the plasma after waiting as long as 900 \(\mu s\) in the afterglow, but not longer. We interpret this result as indicating that at least some electrons were present until 900 \(\mu s\); perhaps they were extremely few in number, and too cold to produce a detectable glow, but they were nevertheless present and available to start an avalanche of ionization when the rf field was applied once again.

F. Time scales in the afterglow

We can summarize the time sequence in our temporal afterglow, based on a combination of the measurements presented above and the theoretical literature.

Within a few microseconds of extinguishing the rf power, the energetic electrons are cooled by collisions with gas atoms. This rapid diminishment of energetic electrons is indicated by our glow measurement, decaying exponentially with a time constant of 0.6 \(\mu s\).

By \(t = 900\, \mu s\), slow electrons have departed so completely that we are unable to reignite the plasma, if the rf power remains off. This experimentally obtained value of 900 \(\mu s\) is comparable to the theoretical time scale for transport of slow electrons to the walls, which we calculate as about 1.3 \(ms\) using the formula for \(\tau_{\text{coupl}}\) in Eq. (2) as in Ref. 25.

After the electrons have departed, ions continue to linger. They are so few in number that their space charge does not greatly affect the electric potential profile in the chamber, so that the electric potential profile is mostly like that of vacuum conditions. Ions continue to flow through the gas toward the negatively biased electrode, as detected by our measurement of the electrode bias.

Finally, for \(t > 2\, ms\) the ions become undetectably sparse. With the space charge of ions now absent, the electric potential profile has completely relaxed to the vacuum condition.

G. Acceleration measurement

Our analysis centers on a measurement of the acceleration of grains, which we present here. As the grains fell, they were imaged at 600 frames/s using the side-view camera. An example video is provided in the supplementary material.

A composite image from one of our runs is shown in Fig. 3. Each grain appears as a streak, which has a vertical elongation due to the finite exposure time of 1.67 \(ms\).

In analyzing each run, we tracked grains to obtain their height, velocity, and acceleration. The height of a grain was measured at the center of a streak; this measurement was done in each video frame, using the moment method \(^\text{11}\) with Imagej software. \(^\text{81}\) The camera had an ample spatial resolution for this measurement. This analysis was done for all the grains visible in an image, which was always at least 30 grains. Their height was then averaged to yield a single value at the time the frame was recorded. Repeating this height measurement for each video frame, we obtained a time series of the vertical velocity, calculated as a finite difference, using the central differencing scheme. The velocity time series for one of our runs is plotted in Fig. 4, where the zero for the time axis takes into account our use of finite differences.

The downward acceleration was found to sustain a constant value, as seen in Fig. 4, where the velocity increases linearly with time.

![Image](https://example.com/image.png)
We obtained the value of the acceleration by fitting the velocity time series to a line, with two free parameters. In this fit, we included the velocity data points obtained entirely from positions at $t > 2$ ms, when the electric field was for vacuum conditions.

Most significantly, the downward acceleration that we find is greater than that of gravity alone. Thus, there must be an additional downward force. Moreover, we found that the acceleration depends on the potential on the lower electrode, as shown in Fig. 5. This dependence suggests an electrical nature for an additional downward force.

V. ANALYSIS OF RESIDUAL CHARGE

A. Vacuum electric field

Our measurements of the acceleration of grains allows us to determine their residual charge. This analysis requires estimating the dc electric field. Fortunately, the electric field can be evaluated for vacuum conditions during the acceleration of the grains. The first acceleration data point is at 1.67 ms after the rf power was extinguished, and beyond that time, ions and electrons were diminished so greatly that their space charge was no longer a factor in determining the electric field.

Solving Laplace’s equation yielded the electric field values used in this analysis of the residual charge. The solution was done numerically, with cylindrically symmetric boundary conditions that closely mimic the physical chamber. As a check, we verified this numerical solution using an analytic solution, as described in the supplementary material.

We require the vertical component of the electric field, to evaluate the vertical acceleration. This vertical component had only a very weak radial variation, for the locations of our grains, so that with good accuracy we can analyze our acceleration data using the electric field evaluated at just a single radius of 1 cm. At that radius, the horizontal component, which was not required for our analysis, was 3.1% of the vertical component.

One of the boundary conditions, the lower electrode bias, depended on time. As discussed in Sec. IV C 1, this bias diminished slightly for $t > 2$ ms, due to the capacitor $C_{\text{coupl}}$ discharging with an e-folding time of 3 s. To account for this weak time dependence, in our analysis of each run we used two values of the vertical component of the electric field. One value, $E_{\text{charging}}$, was for a position and time representative of the grains when they attained their final frozen charge. We evaluated $E_{\text{charging}}$ at a height of 14 mm, averaging over two times, $t = 0$ and $t = 2$ ms. The other value, $E_{\text{falling}}$, was for a height of 8 mm, which was representative of grains as they were observed to be falling.

B. Forces

Our approach for obtaining the charge from measurements of the acceleration is simply to use Newton’s second law. This method is like that of Ticos et al., except that our grains fell during a temporal afterglow, not during steady plasma operation. We account for three forces acting on the grain: gravity, an electric force $Q_{\text{res}}E$ acting on the residual charge, and a gas friction force $F_{\text{fr}}$ in the opposite direction,

$$F_{\text{net}} = m_a g + Q_{\text{res}}E - F_{\text{fr}} = m_a a.$$  \hspace{1cm} (9)

No other forces were significant. In particular, thermophoretic forces were avoided by applying no heating or cooling to our chamber, and by using a low rf voltage. We verified that there was no detectable temperature increase on the lower electrode’s surface. The ion drag force is absent because we use Eq. (9) only after 2 ms, when ions have already departed.

The gas friction force $F_{\text{fr}}$, unlike the other forces, varies strongly with time as the grains fall. Fortunately, $F_{\text{fr}}$ can be neglected for our low gas pressure, as we explain here and in Subsection V C.
The magnitude of $F_{fr}$ can be calculated using the Epstein formula,\textsuperscript{72} which is applicable when the mean-free-path for gas–gas collisions is greater than the grain diameter,

$$F_{fr} = -\delta \frac{4}{3} \pi R^3 m_d v_{th} N v_d. \quad (10)$$

Here, $m_d$, $N$, and $v_{th}$ are the mass, number density, and thermal velocity of the neutral gas atoms, respectively, while $v_d$ is the relative velocity between the grain and the gas. We use a coefficient $\delta \approx 1.35$ for our melamine-formaldehyde grains.\textsuperscript{73} Evaluating Eq. (10), we find that $F_{fr}$ attains a peak value that is rather small, at most a few percent of the gravitational force $m_d g$, at the end of the trajectory when the grain’s velocity is greatest. Indeed, we determined that neglecting the gas friction force in Newton’s second law, Eq. (9) will introduce a systematic error of at most 2\% in our analysis of the residual charge, as explained in the supplementary material.

C. Residual charge

Solving Eq. (9) for the residual charge, and neglecting $F_{fr}$, we obtain

$$Q_{res} = \frac{m_d (a - g)}{E}. \quad (11)$$

If the electric field varies somewhat in position and time, as it does in our experiment, we must choose a particular value. For our experiment, we will evaluate the electric field at a late time, under vacuum conditions, and at a position approximately midway through the fall of the grain. This value, as described in Sec. V A, is denoted $E_{falling}$, so that in our experiment we will evaluate the residual charge as

$$Q_{res} = \frac{m_d (a - g)}{E_{falling}}. \quad (12)$$

The corresponding potential on the grain’s surface will be

$$V_{float} = \frac{Q_{res}}{4\pi\epsilon_0 R^2}. \quad (13)$$

The inputs to Eqs. (12) and (13) are the grain’s mass and radius $m_d$ and $R$, along with $a$, $g$, and $E_{falling}$. The acceleration $a$ was obtained from our image analysis. The acceleration of gravity is $g = 9.804 \text{ m/s}^2$, based on standardized data for a location in the city of Cedar Rapids,\textsuperscript{74} which is near our laboratory in Iowa City.

Our results for the residual charge are presented in Fig. 6. A striking feature of these results is the large value attained, for the positive charge. Our value of $Q_{res}$ of the order of $10^4 e$ greatly exceed the positive charges that were reported for most of the earlier experiments.\textsuperscript{28,29,32-35}

Another significant observation is that our measurements of the residual charge in Fig. 6 have little scatter, and our tests show good repeatability. We mention this because a wide distribution in residual charge was reported for a previous experiment.\textsuperscript{36} To assess the consistency and repeatability of our results, we performed tests using three separate trials under the same conditions. As described in the supplementary material, in a grain-to-grain consistency test we found that acceleration of individual grains within a cloud varied by <1\%. In a separate run-to-run repeatability test, the acceleration and residual charge were found to vary by only 2\%, when using the same analysis methods as in the main experiment. These small variations give us confidence in using our experimental results to test our hypothesis.

We can mention two sources of systematic error in our values for the residual charge in Fig. 6. These errors, which partially offset one another, arise from ignoring the two small effects: the frictional force $F_{fr}$ and a loss of the grain’s mass $m_d$. Neglecting the frictional force causes us to underestimate the residual charge by at most 2\%, as explained in the supplementary material. Neglecting the mass loss, on the other hand, causes us to overestimate the residual charge, by up to 10\%. The latter value is based on the experiments by others,\textsuperscript{75,76} which showed that melamine-formaldehyde grains can lose up to 10\% of their mass due to vacuum exposure. Since $Q_{res}$ is proportional to $m_d$, in Eq. (12), the value of $Q_{res}$ we report in Fig. 6 could be too large, by as much as 10\%.

VI. TESTING THE HYPOTHESIS FOR CHARGING WITH A DC ELECTRIC FIELD

Restating our hypothesis, after electrons have largely vanished, the residual charge is determined by the energy of the remaining ions as they drift in the presence of an externally applied electric field. As these drifting ions collect on a grain, it charges positively, but its surface potential $eV_{float}$ cannot exceed a maximum value, which is the ion kinetic energy $Ki$. That kinetic energy is controlled by the reduced electric field $E/N$. Thus, the maximum surface potential, and correspondingly the maximum residual charge of the grain, are determined by $E/N$.

To test this hypothesis, we will compare two quantities: the experimentally determined surface potential $eV_{float}$, and the kinetic energy $Ki$ of mobility-limited ion motion as determined by the reduced electric field $E/N$. For this purpose, the value of the electric field of interest is $E_{charging}$, representative of the time and position when a grain attains its final frozen charge. Thus, we will calculate $Ki$ using

$$K_i = \frac{1}{2} m_i a^2 \left[ 1 + \beta \frac{E}{N} \right]^{-1} \left( \frac{E}{N} \right)^2, \quad (14)$$
with an input of the value of $E_{\text{charging}}/N$. Equation (14) is derived by combining Eq. (6) with the semi-empirical mobility-limited velocity, Eq. (5).

We should mention that our experiment was performed in a range $4000 < E/N < 11000$ Td that exceeded that of drift tube experiments, where $E/N$ was at most 2000 Td. Thus, our use of Eq. (14) essentially involves an extrapolation of the known mobility data to a higher energy. We justify this extrapolation by noting that the ion mobility is determined mainly by charge–exchange collisions, which have a cross section that depends only weakly on the ion velocity.43

A. Present experiment

For a test using our experimental data, we start by converting the potential in the $x$ axis of Fig. 6 to $E_{\text{charging}}/N$. This step, which uses our numerical solution of Laplace’s equation, yields Fig. 7. We then use Eq. (13) to convert the $y$ axis data in Fig. 7, from charge to the potential $V_{\text{float}}$, yielding Fig. 8(a).

As our chief result, we find that our experiment agrees with the theoretical curve. In Fig. 8(a), the bars for the experimental surface potential coincide with the curve for the ion kinetic energy. This agreement provides support for the hypothesis, for our experimental conditions.

This agreement also indicates that the residual charge reached its maximum possible value, in our experiment. As discussed in Sec. III A, if the charging time is too long, the grain will never reach its maximum possible value before the time it becomes frozen. The agreement between the curve for ion kinetic energy and the floating potential of the grains in Fig. 8(a) indicates that the grain charge did not become frozen prematurely, but had sufficient time to reach its maximum possible charge.

As one of our key points, we note in Fig. 8(a) that ion energies greater than 1 eV are easily attained in the afterglow, due to ions drifting in the presence of a dc electric field. Previous investigators assumed a much lower ion energy of about 0.025 eV, corresponding to room temperature, as we mentioned in Sec. III B. The much greater ion energy that prevailed in our experiment allows attaining a much greater positive charge than would be possible if the ions were not drifting.

B. Previous experiments

As a further test of our hypothesis, we present in Fig. 8(b) our analysis of the experiments of Wörner et al.32 and Minderhout et al.43 We calculated $E/N$, using the electric field and gas pressure reported by the original authors. We calculated the surface potential $V_{\text{float}}$ using Eq. (13) with an input of values reported for the previous experiments for grain diameter and charge. Since the latter was reported as a range, we correspondingly report ranges of $V_{\text{float}}$, indicated as bars in Fig. 8(b); these are not error bars.

In Fig. 8(b), the experimental grain potential fell short of the theoretical ion kinetic energy. In other words, although grains charged to positive values, they did not reach the maximum possible positive potential, at which all ions are repelled from the grain. We can mention possible reasons for this shortfall, which were identified already by Wörner et al.32

One of the reasons for a shortfall in charging, as mentioned by Wörner et al.,32 was physical and the other was related to instrumentation. The physical mechanism was a long charging time, in a temporal afterglow. If the charging time is too long (compared to the time for ions to be exhausted, either by drifting to the chamber walls or by collecting on the grains themselves in a three-dimensional cloud), the positive temporal variation in the grain’s charge can cease prematurely. The instrumentation effect was the camera’s limited spatial resolution, in the experiment of Wörner et al., which could introduce errors in the measurements of the grain’s position and cause the grain’s displacement to be underestimated. That in turn could cause the charge to be underestimated, they suggested.

For the experiment of Minderhout et al.,43 we propose that the presence of electrons was likely to limit the positive charging of the grains. This was because the authors used a spatial afterglow, i.e., the exhaust of a flowing plasma that was operated steadily; the plasma was not switched off to make a temporal afterglow, as in the present experiment or the experiment of Wörner et al. In a spatial afterglow, electrons are present to a much greater extent than in the late stages of a temporal afterglow. Thus, for the experiment of Minderhout et al., we suggest that by steadily collecting electrons, grains were prevented from charging positively to a positive charge so large as to repel all ions.

VII. DUST AS A PROBE OF THE AFTERGLOW

Our results suggest a possible use of dust grains in plasmas, as a probe of afterglow plasmas. Traditional diagnostics of ions can be challenging in an afterglow plasma. In particular, the signal strength for laser-induced fluorescence17,29 can be too weak in the absence of energetic electrons to excite the ions.

The advantage of using dust grains as a probe is that the signal that is detected is not from the ions themselves, but light scattered from the grains, and that light is just as bright in the afterglow as during plasma operation. A grain’s acceleration can be measured easily using cameras, and this acceleration is an indication of a charge
determined by the ion conditions at a particular time and height in the afterglow, as we have described in this paper. The floating surface potential can reach the energy of the ions, as it did in our experiment, and therefore, a measurement of the residual charge can be used as a diagnostic of ion energies.

We can suggest a variation of this diagnostic, to allow measuring ion conditions at not just one time in the afterglow, but various times. This would be enabled by using grains of various sizes, because of the inverse scaling of charging time and grain size in Eq. (2). The frozen-charge condition will occur later for a grain that is smaller. Thus, if an experimenter finds different surface potentials, for grains of different sizes, that would indicate the temporal development of the ion kinetic energy. Such an analysis could be done best if the experiment is performed under conditions where the maximum floating potential is attained, as in our experiment. Otherwise, if there are effects, such as a depletion of ions on the grains as in Ref. 32, this analysis could be hindered.

Another variation of the diagnostic would allow measurements of ion conditions at different heights. Rather than observing grains after they settle at a steady equilibrium height, as in our experiment, one could observe them earlier, as they fall from a dispenser, as in the experiment of Ref. 52. Differently from the experiment as in Ref. 52, the rf power could be switched off at the moment when the grains have fallen to the desired height, where one wishes to probe the ion conditions.

VIII. SUMMARY

We present an advance in the description of how grains can develop a positive charge in an afterglow plasma.

Previous work correctly identified, as a necessary condition for positive charging, a much greater abundance of ions than electrons.25–27,29,32 Previous investigators also correctly emphasized the importance of the gradual diminishment of ion density, until the moment when the grain’s charge becomes frozen, in a temporal afterglow.25–27,29,32 A dc electric field served a significant role in previous afterglow experiments to allow the detection of a grain’s charge.25,32,43,47,60 Another role of the electric field that has been reported, specifically for a spatial afterglow, is a modification of the density of uncompensated ions, which can affect the grain’s charging.43

In the present paper, we emphasized yet another role for the electric field: maintaining an ion kinetic energy that exceeds the room-temperature thermal energy. We hypothesized that this greater ion energy, due to a dc electric field, will in turn lead to the collection of a greater positive charge on a grain, at a time after the electrons have largely departed. The maximum value that this residual charge can attain can be calculated for a given value of the reduced electric field $E/N$. This maximum value assumes ion motion that is mobility limited, which is valid if the ion-neutral mean-free-path is much shorter than the chamber size.

We tested this hypothesis using data from a temporal afterglow experiment. We prepared a layer of dust grains, levitated above a negatively biased lower electrode. We then switched off the rf power that sustained the plasma, while a negative bias remained on the electrode, creating a vertical electric field that could accelerate a grain. We imaged the grains, as they fell, with adequate spatial and temporal resolution to obtain precise and repeatable values for their acceleration. These images, which were recorded after ions were generally absent, allowed us to measure the acceleration of grains. A simple equation of
motion, along with a calculated vacuum electric field, then yielded the residual charge of dust particles, during their fall.

The residual charge \( Q_{\text{res}} \) was found to have a large positive value of thousands of elementary charges. In our experiment, \( E/N \) had a large value due to a low gas pressure, so that we could attain a larger charge than in previous temporal-afterglow experiments.\(^3\)\(^,\)\(^2\)

Using the value of \( Q_{\text{res}} \), we calculated the residual surface potential \( V_{\text{float}} \), which had a typical value of a few volts in our experiment. The value of \( V_{\text{float}} \) allows the testing of charging models for the afterglow, and in particular, it allows testing our hypothesis.

Our experiment provides quantitative support for the hypothesis. The surface potential of our dust grains was found to agree well with the ion energies predicted for mobility-limited ion motion, and this agreement holds over the entire range of electric field that we tested.

We suggest two practical applications of this mechanism of applying a dc electric field to adjust the ion drift velocity in the afterglow. First, applying an electric field is a means for controlling a grain’s residual charge. There is a straightforward relationship between this electric field and the residual charge on the dust grains, under the conditions of our experiment. Second, applying a field and measuring the grain’s acceleration may allow the use of grains as probes, for diagnosing the conditions within an afterglow plasma.

SUPPLEMENTARY MATERIAL

See the supplementary material for experimental data including waveforms and a video of grains falling, details of apparatus, table of experimental runs, estimation of error due to gas friction, repeatability test, vacuum electric field calculation, and simulation results describing the plasma conditions before the rf power was extinguished.
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