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Abstract

In egocentric videos, actions occur in quick succession. We capitalise on the action’s temporal context and propose a method that learns to attend to surrounding actions in order to improve recognition performance. To incorporate the temporal context, we propose a transformer-based multimodal model that ingests video and audio as input modalities, with an explicit language model providing action sequence context to enhance the predictions. We test our approach on EPIC-KITCHENS and EGTEA datasets reporting state-of-the-art performance. Our ablations showcase the advantage of utilising temporal context as well as incorporating audio input modality and language model to rescore predictions. Code and models at: https://github.com/ekazakos/MTCN.

1 Introduction

Action recognition in egocentric video streams from sources like EPIC-KITCHENS poses a number of challenges that differ substantially from those of conventional third-person action recognition – where training and evaluation is on 10 second video clips and classes are quite high-level [31]. Actions are fine-grained (e.g. ‘open bottle’) and noticeably short, often one second or shorter. Along with the challenge, the footage offers an under-explored opportunity, as actions are captured in long untrimmed videos of well-defined and at-times predictable sequences. For example the action ‘wash aubergine’ can be part of the following sequence – you first ‘take the aubergine’, ‘turn on the tap’, ‘wash the aubergine’ and finally ‘turn off the tap’ (Fig. 1). Furthermore, the objects (the aubergine and tap in this case) are persistent over some of the neighbouring actions.
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Figure 1: Egocentric video demonstrating two temporal context windows (pink, green), centred around the action to be recognised. We can infer ‘wash aubergine’ with higher accuracy if we know that the tap was turned on before and turned off afterwards.

In this work, we investigate utilising not only the action’s temporal context in the data stream, but also the temporal context from the labels of neighbouring actions. We propose a model that attends to neighbouring actions\(^1\). Concretely, we use the attention mechanism of a multimodal transformer architecture to take account of the context in both the data and labels, using three modalities: vision, audio and language. We are motivated by previous works that demonstrate the significance of audio in recognising egocentric actions \([32, 65, 71]\), and thus include the auditory temporal context in addition to the visual clips. We also utilise context further, by training a language model on the sequence of action labels, inspired by the success of language models \([8, 14, 72]\) in re-scoring model outputs for speech recognition \([11, 25, 46]\) and machine translation \([24]\) (Fig. 2).

Our main contributions are summarised as follows: First, we formulate temporal context as a sequence of actions surrounding the action in a sliding window. Second, we propose a novel framework able to model multimodal temporal context. It consists of a transformer encoder that uses vision and audio as input context, and a language model as output context operating on the action labels. Third, we obtain state-of-the-art performance on two datasets: (i) the large-scale egocentric dataset EPIC-KITCHENS, outperforming high-capacity end-to-end transformer models; and (ii) the EGTEA dataset. Finally, we include an ablation study analysing the importance of the extent of the temporal context and of the various modalities.

2 Related Work

Action Recognition. There is a rich literature of seminal works in action recognition innovating temporal sampling \([32, 64, 76]\), multiple streams \([18]\), spatio-temporal modelling \([22, 42, 62]\) or modelling actions as transformations from initial to final states \([67]\). Our work is related to the more recent transformer-based approaches \([1, 9, 49, 52]\). \([1]\) investigated spatio-temporal attention factorisation schemes, while in \([9]\) the authors propose full-attention within a temporal window. \([52]\) proposes temporal attention along trajectories with learnt tokens. \([49]\) proposes fusion bottlenecks for cross-modal attention. These approaches require training on large-scale datasets and strong data augmentation for generalisation. Our model operates on pre-extracted features which are processed with a lightweight transformer and outperforms these works by relying on multimodal temporal context.

In egocentric action recognition, researchers propose a range of techniques to address its unique challenges \([2, 32, 39, 48, 59]\). \([59]\) considered long-term understanding through an LSTM with attention to focus on relevant spatio-temporal regions, but the approach operates within the action clip solely. \([2]\) shows that modelling hand-object interactions is beneficial.

\(^1\)Note that these action start/end times are readily available in labelled datasets for untrimmed videos and do not require additional labels. We just leverage these.
while in [39] the authors pre-train egocentric networks by distilling egocentric signals from large-scale third-person datasets. [32] shows that audio is key to egocentric action recognition due to sounds produced from interactions with objects. In [48], the authors propose a multimodal unsupervised domain adaptation approach to tackle the distribution shift between environments. We build on these works but propose the first approach to incorporate both audio-visual and language-model predictions.

Temporal Context for Video Recognition Tasks. A few works have considered temporal context to improve the models’ performance for action anticipation [19, 55], action recognition [10, 51, 69, 74], and object detection [3, 6]. [55] proposes a model that operates on multi-scale past temporal context for action anticipation while they also test on action recognition by modifying the architecture to consider both past and future context. In [74], a set of learnable query vectors attends to dense temporal context to identify events in untrimmed videos. In [51], an encoder-decoder LSTM is proposed for classifying sequences of human actions, effectively attending to the relevant temporal context of each action. Closest to our work is [69], where long-term features from the past and the future of an untrimmed video are utilised, to improve the recognition performance of the ongoing action. A key difference is that we exploit both the temporal bounds and predicted labels of neighbouring actions.

Multimodal transformers. The self attention mechanism of transformers provides a natural bridge to connect multimodal signals. Applications include audio enhancement [17, 63], speech recognition [26], image segmentation [63, 73], cross-modal sequence generation [21, 37, 38], video retrieval [20] and image/video captioning/classification [28, 29, 36, 44, 60, 61]. A common paradigm (which we also adapt) is to use the output representations of single modality convolutional networks as inputs to the transformer [20, 35]. Unlike these works, we use transformers to combine modalities in two specific ways – we first combine audio and visual inputs to predict actions based on neighbouring context, and then re-score these predictions with the help of a language model applied on the outputs.

Language models for action detection. There are a few works that incorporate a language model in action detection. The most relevant work is [54], which utilises a statistical n-gram language model along with a length model and an action classifier. [43] combines the Connectionist Temporal Classification (CTC) [23] with a language model to learn relationships between actions. Both of these works improve the results by considering the contextual structure of the sequence of actions, albeit relying on a statistical language model, whereas in this work we utilise a neural language model which has shown better performance [5, 16, 34].

3 Multimodal Temporal Context Network (MTCN)

Given a long video, we predict the action in a video segment by leveraging the temporal context around it. We define the temporal context as the sequence of neighbouring actions that precede and succeed the action, and aim to leverage that information, when useful, through learnt attention. We utilise multimodal temporal context both at the input and the output of our model. An audio-visual transformer ingests a temporally-ordered sequence of visual inputs, along with the corresponding sequence of auditory inputs. We use modality-independent positional encodings as well as modality-specific encodings. The language model, acting on the output of the transformer learns the prior temporal context of actions, i.e. the probability of the sequence of actions, using a learnt text embedding space.

Inspired by similar approaches [68], and instead of using a single summary embedding as in prior works for image [15] and action classification [1], the audio-visual model utilises two separate summary embeddings to attend to the action (i.e. verb) class and the object (i.e.
noun) class. This allows the model to attend independently to the temporal context of verbs vs objects. For example, the object is likely to be the same in neighbouring actions while the possible sequences of verbs can be independent of objects (e.g. ‘take’ → ‘put’). Each summary embedding uses a different learnt classification token, and the classifier predicts a verb and a noun from the summary embeddings. The predictions of the audio-visual transformer are then enhanced by filtering out improbable sequences using the language model. We term the proposed model Multimodal Temporal Context Network (MTCN).

In the next three subsections, we detail the architectural components of MTCN, as well as our training strategy. An overview of MTCN is depicted in Fig. 2.

3.1 Audio-Visual Transformer

Let $X_v \in \mathbb{R}^{w \times d_v}$ be the sequence of visual inputs from a video, and $X_a \in \mathbb{R}^{w \times d_a}$ the corresponding audio inputs\(^2\), for $w$ consecutive actions in the video (i.e. the temporal context window), with $d_v, d_a$ being the input dimensions of the two modalities respectively. $X_v$ and $X_a$ correspond to features extracted from visual and auditory networks, respectively. Our temporal window is centred around an action $b_i$ with surrounding action segments, excluding any background frames. That is, each action $b_j$ within the window, $i - \frac{w-1}{2} \leq j \leq i + \frac{w-1}{2}$ is part of the transformer’s input.

**Encoding layer.** Our model first projects the inputs $X_v, X_a$ to a lower dimension $D$ and tags each with positional and modality encodings. Then, an audio-visual encoder performs self-attention on the sequence to aggregate relevant audio-visual temporal context from neighbouring actions. Because all self-attention operations in a transformer are permutation invariant, we use positional encodings to retain information about the ordering of actions in the sequence. We use $w$ learnt absolute positional encodings, shared between audio-visual features to model corresponding inputs from the two modalities. Modality encodings, $m_v, m_a \in \mathbb{R}^D$, are learnt vectors added to discriminate between audio and visual tokens.

A classifier predicts the action $b_i$, using two summary embeddings, acting on the learnt verb/noun tokens. We use the standard approach of appending learnable classification tokens to the end of the sequence but use two tokens, one for verbs and one for nouns, denoted as CLS\(_V\), CLS\(_N\) $\in \mathbb{R}^D$, with unique positional encodings. To summarise, the encoding layer transforms the inputs $X_v$ and $X_a$ as follows:

$$X_{v_j}^e = g_v(X_{v_j}) + p_j + m_v \quad X_{a_j}^e = g_a(X_{a_j}) + p_j + m_a \quad \forall j \in [1, ..., w]$$  \hspace{1cm} (1)

$$\text{CLS}_V^e = \text{CLS}_V + p_{w+1} \quad \text{CLS}_N^e = \text{CLS}_N + p_{w+2} \quad X^e = [X_v^e; X_a^e; \text{CLS}_V^e; \text{CLS}_N^e],$$  \hspace{1cm} (2)

\(^2\)Video and audio inputs/features are synchronised, therefore they have the same length $w$. 

---

Figure 2: The Multimodal Temporal Context Network (MTCN). Visual and auditory tokens are tagged with positional and modality encodings. An audio-visual transformer encoder attends to the sequence. Verb and noun summary embeddings with independent positional encodings, predict the action at the centre of the window (‘take washing liquid’). The classifier also predicts the sequence of actions to train an auxiliary loss that enhances the prediction of the centre action. The language model filters out improbable sequences.
where [:] denotes input concatenation and $p \in \mathbb{R}^{(w+2) \times D}$ are the positional encodings. $g_v(\cdot) : \mathbb{R}^{d_v} \mapsto \mathbb{R}^D$ and $g_a(\cdot) : \mathbb{R}^{d_a} \mapsto \mathbb{R}^D$, are fully-connected layers projecting the visual and audio features, respectively, to a lower dimension $D$. The input to the transformer is $X^e \in \mathbb{R}^{(2w+2) \times D}$. In appendix E, we compare the absolute positional encodings with relative [12] and Fourier feature positional encodings [52].

**Transformer and classifier.** We use a transformer encoder $f(\cdot)$ to process sequential audio-visual inputs, $Z = f(X^e)$. We share the weights of the transformer encoder layer-wise. In appendix E, we compare this to a version without weight sharing. Weight sharing uses 2.7× less parameters with comparable results. A two-head classifier $h(\cdot)$ for verbs and nouns then predicts the sequence of $w$ actions from both the transformed visual and audio tokens $\hat{Y} = h(Z_{1:2w})$, and the action $b_i$ from the summary embeddings $\hat{y} = h(Z_{2w:2w+2})$.

**Loss function.** Recall that our goal is to classify $b_i$, the action localised at the centre of our temporal context. Nevertheless, we can leverage the ground-truth of neighbouring actions within $w$ for additional supervision to train the audio-visual transformer. Our loss is composed of two terms, the main loss for training the model to classify the action at the centre of our temporal context $i = \frac{w}{2}$, and an auxiliary loss to predict all actions in the sequence:

$$L_m = CE(Y_i^V, \hat{y}^V) + CE(Y_i^N, \hat{y}^N)$$

$$L_a = \sum_{j=1}^{w} (CE(Y_j^V, \hat{Y}_j^V) + CE(Y_j^V, \hat{Y}_{|w|+j}^V) + CE(Y_j^N, \hat{Y}_j^N) + CE(Y_j^N, \hat{Y}_{|w|+j}^N))$$

$$loss = \beta L_m + (1 - \beta)L_a,$$

where $CE(\cdot)$ is a cross-entropy loss, and $Y = (Y_1,\ldots,Y_w)$ is the ground-truth of the sequence, while $\hat{Y}_1,\ldots,\hat{Y}_w$ and $\hat{Y}_{w+1},\ldots,\hat{Y}_{2w}$ correspond to predictions from the transformed visual and auditory inputs respectively. We use $\beta$ to weight the importance of the auxiliary loss.

### 3.2 Language Model

In addition to input context from the visual and audio domains, we introduce output context using a language model. Language modelling, commonly applied to predict the probability of a sequence of words, is a fundamental task in NLP research [8, 14, 53, 72]. Our language model predicts the probability of a sequence of actions. We use the language model to improve the predictions of the audio-visual transformer by filtering out improbable sequences.

We adopt the popular Masked Language Model (MLM), introduced in BERT [14]. We train this model independently from the audio-visual transformer. Specifically, given a sequence of actions $Y = (Y_{i-w+1},\ldots,Y_{i+w-1})$, we randomly mask any action $Y_j$ and train the model to predict it. For example, an input sequence to the model (for $w = 5$) would be: (‘turn on tap’, ‘wash hands’, <MASK>, ‘pick up towel’, ‘dry hands’). Without any visual or audio input, the language model is tasked to learn a high prior probability for ‘turn off tap’, which is masked. Note that the model is trained using the ground-truth sequence of actions. For input representation, we split the action into verb and noun tokens (e.g. ‘dry hands’ → ‘dry’ and ‘hand’), convert them to one-hot vectors and input them into separate word-embedding layers$^3$. MLM takes as input the concatenation of verb and noun embeddings. The outputs are scores for verb and noun classes using a two-head classifier, and the model is trained with a cross-entropy loss per output.

---

$^3$Learning a word embedding outperforms pretrained embeddings.
3.3 Inference

Given the scores of the sequence, \( \hat{S} = (\hat{y}_{i-w-1}, \ldots, \hat{y}_{i+w-1}) \), from the audio-visual model\(^4\), we apply a beam-search of size \( K \) to find the \( K \) most probable action sequences \( \hat{S}_b \). Therefore, \( \hat{S}_b \) is of size \( K \times w \). In inference, the trained language model takes as input \( \hat{S}_b \), i.e. it operates on sequences predicted from the audio-visual transformer.

For each sequence \( l \), we calculate the probability of the sequence \( p_{LM}(\hat{S}_b^l) \) from the language model by utilising the method introduced in [57]. We mask actions, one at a time, and predict their probability. \( p_{LM}(\hat{S}_b^l) \) is the sum of log probabilities of all actions in \( l \).

We also calculate the probability \( p_{AV}(\hat{S}_b^l) \) by summing the log probabilities of all predicted actions in \( l \) by the audio-visual model. Then, we combine the probabilities of sequences of the audio-visual and language models:

\[
p(\hat{S}_b^l) = \lambda p_{LM}(\hat{S}_b^l) + (1 - \lambda) p_{AV}(\hat{S}_b^l).
\]

Sequences are then sorted in descending order by \( p(\hat{S}_b^l) \). The score of the centre action from the sequence with the highest probability, is used as the final prediction.

4 Experiments

4.1 Implementation Details

Datasets. EPIC-KITCHENS-100 [13] is the largest egocentric audio-visual dataset, containing unscripted daily activities, thus offering naturally variable sequences of actions. There are on average 129 actions per video (std 163 actions/video and maximum of 940 actions/video). This makes the dataset ideal for exploring temporal context. The length of sequences of \( w = 9 \) actions (this is our default window length) is 34.4 seconds of video on average with an std of 27.8 seconds\(^5\). EGTEA [41] is another video-only egocentric dataset. There are 28 hours of untrimmed cooking activities with 10K annotated action segments. Although the dataset does not contain audio, it has sequential actions annotated within long videos, and we use it to train part of our approach (vision and language).

Visual features. For EPIC-KITCHENS, we extract visual features with SlowFast [18], using the public model and code from [13]. We first train the model with slightly different hyperparameters, where we sample a clip of 2s from an action segment, do not freeze batch normalisation layers, and warm-up training during the first epoch starting from a learning rate of 0.001. We note that this gave us better performance. All unspecified hyperparameters remain unchanged. For feature extraction, 10 clips of 1s each are uniformly sampled for each action segment, with a center crop per clip. The resulting features have a dimensionality of \( d_v = 2304 \). The SlowFast visual features are used for all the results in this paper, apart for the comparison with the state of the art in Table 3 where we additionally experiment with features from Mformer-HR [52]. These are extracted from the EPIC-KITCHENS pretrained model using a single crop per clip. The resulting features have a dimensionality of \( d_v = 768 \).

For EGTEA, see appendix F.

Auditory features. We use Auditory SlowFast [33] for audio feature extraction when present. Similarly to the visual features, we extract 10 clips of 1s each uniformly spaced for each action segment, with average pooling and concatenation of the features from the Slow and Fast streams, and the resulting features have the same dimensionality, \( d_a = 2304 \).

\(^4\)These are temporally ordered predictions from the summary embeddings, and thus different from \( \hat{Y} \).

\(^5\)minimum of 3.4 seconds to a maximum of 720.2 seconds.
### Architectural details

Both the audio-visual transformer encoder and the language model consist of 4 layers with shared weights, 8 attention heads and a hidden unit dimension of 512. In the audio-visual transformer, positional/modality encodings as well as verb/noun tokens have also dimensionality $D = 512$ and are initialised to $\mathcal{N}(0, 0.001)$. The layers $g_v(\cdot)$ and $g_a(\cdot)$ reduce the features to the common dimension $D = 512$. In the encoding layer, dropout is applied at the inputs of $g_v(\cdot)$ and $g_a(\cdot)$ as well as at $X$. In the language model, both verb and noun word-embedding layers have a dimension of 256, and positional encodings have a dimension of 512, while dropout is applied to its inputs.

### Scheduled sampling

We modify the scheduled sampling from [4] to train the language model. At each training iteration, we randomly mask an action, predict it, and replace the corresponding ground-truth with the prediction.

### Train / Val details

For EPIC-KITCHENS, the audio-visual transformer is trained using SGD, a batch size of 32 and a learning rate of 0.01 for 100 epochs. Learning rate is decayed by a factor of 0.1 at epochs 50 and 75. In the loss function, we set $\beta = 0.9$. For regularisation, a weight decay of 0.0005 is used and a dropout 0.5 and 0.1 for the encoding layers and transformer layers respectively. We use mixup data augmentation [75] with $\alpha = 0.2$. The language model is trained for the same number of epochs with a batch size of 64, Adam optimiser with initial learning rate of 0.001 and the learning rate is decreased by a factor of 0.1 when validation accuracy saturates for over 10 epochs. The values of dropout and weight decay are the same as those of the audio-visual model. For training the audio-visual transformer, we randomly sample 1 out of 10 features per action. For testing, we feed all 10 features per action to the transformer and we share the positional encoding corresponding to an action with all 10 features. We also tried single feature per action followed by averaging 10 predictions but observed no difference in performance. For the train/val details in EGTEA, please see appendix F.

### Evaluation metrics

For EPIC-KITCHENS-100, we follow [13] and report top-1 and top-5 accuracy for the validation and test sets separately (Test results and results on EPIC-KITCHENS-55 in appendix A an B). We also follow [30, 45, 47] and report top-1 accuracy and mean class accuracy using the first train/test split.

### 4.2 Analysis of temporal context length

We first analyse the importance of the temporal context extent by varying the size of $w$, i.e. the length of window of actions that our model observes. We use the validation set of EPIC-KITCHENS for this analysis as well as for the ablations in Sec. 4.3, and report EGTEA analysis in appendix G. We perform this analysis both for MTCN containing all modalities.
Overall

| Top-1 Accuracy (%) | Verb | Noun | Action |
|--------------------|------|------|--------|
| w                  |      |      |        |
| 1 19.32            | 3.74 | 0.82 |        |
| 3 38.08            | 45.56| 23.85|        |
| 5 42.15            | 50.36| 29.48|        |
| 7 42.93            | 50.35| 29.48|        |
| 9 43.06            | 50.22| 29.91|        |
| 11 41.89           | 49.96| 29.14|        |

Table 2: Analysis of the temporal context on LM.

as shown in Table 1, as well as for the language model as shown in Table 2. Varying the length of the window has a big impact on the model’s accuracy showcasing that MTCN successfully utilises temporal context. Using temporal context outperforms \( w = 1 \), i.e. no temporal context. As the window length increases the performance also increases. Overall top-1 accuracy increases up to \( w = 9 \) while top-5 up to a window \( w = 5 \). Performance on unseen participants and tail classes also increases up to \( w = 9 \).

In Table 2, experiments are conducted by masking the centre action and measuring how well the model predicts it. We use ground-truth for the other actions, as in this experiment we are interested in the maximum possible performance of the language model, i.e. assuming correct predictions from the audio-visual model. Here \( w = 1 \) corresponds to a language model that randomly guesses the masked action without any context. When varying the length of the window for the language model, verb performance increases when enlarging the temporal context from \( w = 3 \) to \( w = 9 \) while for nouns optimal temporal context is \( w = 5 \), and \( w = 7 \) for actions. Interestingly, the language model is performing particularly well for nouns, since the same object is often used for the entire sequence.

Finally, Fig. 3 shows the effect of temporal context extent on verb and noun accuracy of the individual modalities as well as of MTCN. For verbs, visual modality performance increases up to 7 actions and then decreases while for nouns, it steadily increases up to 11 actions, possibly because larger context is able to resolve ambiguities due to occlusion. Audio can better capture temporal context for verbs than the language model, showcasing that the progression of sounds conveys more useful information about the action. For nouns, the language model outperforms audio. Moreover, the language model performs better on nouns because of repetitions of the same object in the sequence. MTCN utilising all modalities (A-V-LM) benefits the most from larger temporal context, particularly for verbs. With this analysis completed, we fix \( w \) to 9 in all subsequent experiments.

4.3 Results and Ablations

We compare our approach with the state-of-the-art (SOTA) approaches on EPIC-KITCHENS-100 as shown in Table 3. MTCN significantly outperforms convolutional approaches [32, 34, 42, 64]. We outperform the audio-visual TBN [32] by 8% on top-1 actions, and Slow-Fast [18] by 6% (using the same visual features). We also outperform very recent transformer-based approaches [1, 9, 49, 52], reporting published results (only top-1 accuracy). Note, that MTCN consists of a lightweight transformer that operates on pre-extracted features, while [1, 9, 49, 52] are high-capacity models trained end-to-end.

Additionally, when we employ visual features from Mformer-HR [52], MTCN improves over all transformer-based approaches, including audio-visual fusion [49], by 3.5% on top-1
Overall Unseen Participants Tail-classes

| Model          | Verb Top-1 (%) | Noun Top-1 (%) | Action Top-1 (%) | Verb Top-5 (%) | Noun Top-5 (%) | Action Top-5 (%) | Verb Top-1 (%) | Noun Top-1 (%) | Action Top-1 (%) | Verb Top-5 (%) | Noun Top-5 (%) | Action Top-5 (%) |
|----------------|----------------|----------------|------------------|----------------|----------------|------------------|----------------|----------------|------------------|----------------|----------------|------------------|
| TSN [64]       | 60.2           | 46.0           | 33.2             | 89.6           | 72.9           | 55.1             | 47.4           | 38.0           | 23.5             | 30.5           | 19.4           | 13.9             |
| TBN [32]       | 66.0           | 47.2           | 36.7             | 90.5           | 73.8           | 57.7             | 59.4           | 38.2           | 29.5             | 39.1           | 24.8           | 19.1             |
| TSM [42]       | 67.9           | 49.0           | 38.3             | 91.0           | 75.0           | 60.4             | 58.7           | 39.6           | 29.5             | 36.6           | 23.4           | 17.6             |
| SlowFast [18]  | 65.6           | 50.0           | 38.5             | 90.0           | 75.6           | 58.6             | 56.4           | 41.5           | 29.7             | 36.2           | 23.3           | 18.8             |
| ViViT-L/16x2 [8] | 66.4           | 56.8           | 44.0             | -              | -              | -                | -              | -              | -                | -              | -              | -                |
| X-ViT (16x) [8] | 68.7           | 56.4           | 44.3             | -              | -              | -                | -              | -              | -                | -              | -              | -                |
| Mformer-HR [52]| 67.0           | 58.5           | 44.5             | -              | -              | -                | -              | -              | -                | -              | -              | -                |
| MTCN - v.f. SlowFast [18] | 70.6 | 56.3 | 45.5 | 91.1 | 79.1 | 63.1 | 63.8 | 47.1 | 35.9 | 41.4 | 32.8 | 24.7 |
| MTCN - v.f. Mformer-HR [52] | 70.7 | 62.1 | 49.6 | 90.7 | 83.1 | 68.6 | 63.7 | 50.9 | 38.9 | 41.9 | 39.2 | 27.7 |

Table 3: Comparison with SOTA on EPIC-KITCHENS-100 using two visual features ('v.f.').

nouns and 5% on actions. We attribute the boost on nouns to the enhanced object recognition performance of the ViT backbone [15] in Mformer-HR and its large-scale pretraining. These results, however, further demonstrate the potential to boost other methods and features by utilising multimodal temporal context.

We compare MTCN without audio with the state-of-the-art on EGTEA, in Table 5. This model uses \( w = 3 \). Our model improves over previous approaches by 3% in both top-1 and mean class accuracy. Note that MTCN outperforms SlowFast [18] which we used to extract features. In appendix G, we ablate the temporal context and language model, where we showcase that the language model provides a bigger boost in performance, possibly due to the absence of the audio modality (also shown in Table 5: ‘V’ vs ‘V+LM’).

Multimodality Ablation. We offer an ablation to identify the performance impact of the components of our MTCN. Results are shown in Table 4. We remove audio and language modalities from our model’s input and output respectively to assess their importance. Multimodal context is important, as our proposed model enjoys considerable margins compared with the model trained only with visual context (line 1 in Table 4). Audio is beneficial, confirming the finding of prior works.

Although the language model provides smaller boost in performance than audio, it showcases that it is useful to model prior temporal context at the output level, and that its benefits are complementary to audio. We also include upper bound performance improvement.

We offer an upper bound using ground-truth knowledge as input to the language model.

| V   | A   | LM | Aux | Overall Top-1 (%) | Unseen Participants Top-1 (%) | Tail-classes Top-1 (%) |
|-----|-----|----|-----|-------------------|------------------------------|-----------------------|
| ✓   | ✓   | ✓  | ✓   | 67.10            | 53.54                        | 41.49                  |
| ✓   | ✓   | ✓  | ✓   | 67.84            | 54.08                        | 42.05                  |
| ✓   | ✓   | ✓  | ✓   | 70.23            | 55.82                        | 45.00                  |
| ✓   | ✓   | ✓  | ✓   | 69.31            | 55.46                        | 43.81                  |
| ✓   | ✓   | ✓  | ✓   | 70.60            | 56.26                        | 45.48                  |
| ✓   | ✓   | ✓  | ✓   | 71.33            | 63.56                        | 50.32                  |
| ✓   | ✓   | ✓  | ✓   | 62.25            | 52.68                        | 37.56                  |

Table 4: Ablation on multimodal temporal context and auxiliary loss in EPIC-KITCHENS. †: upper bound using ground-truth knowledge as input to the language model.

| Method          | Top-1 (%) | MC%(
|----------------|-----------|------------------|
| Li et al. [40] | -         | 53.30            |
| Ego-RNN [58]   | 62.17     | -                |
| Kapidis et al. [30] | 68.99 | 61.40          |
| Lu et al. [45] | 68.60     | 60.54            |
| SlowFast [18]  | 70.43     | 61.92            |
| MCN [27]       | 55.63     | -                |
| Min et al. [47] | 69.58 | 62.84          |
| MTCN (V) (Ours)| 72.55     | 64.86            |
| MTCN (V+LM) (Ours) | 73.59 | 65.87        |

Table 5: Comparative results on EGTEA. MC: Mean Class
from the addition of the language model, where it takes as input the ground-truth preceding/succeeding actions rather than the predictions from the audio-visual transformer (last line in Table 4), effectively a language infilling problem. These results demonstrate the potential margin for improvement, particularly for nouns and accordingly action accuracy as well as tail classes. In appendix C, we report statistical significance over multiple runs for the language model, and compare it to alternative baselines.

**Auxiliary loss.** Also from Table 4, training MTCN with auxiliary loss boosts its performance almost in all metrics, confirming that utilising supervision from neighbouring actions can improve the performance of the action of interest, i.e. the action at the centre of the window.

While we focus on offline action recognition, we can evaluate our model for online recognition by predicting the last action in the sequence instead of the centre one. Results are included in appendix D for different values of $w$, where $w = 7$ provided best results for EPIC-KITCHENS. Best top-1 action performance using past context solely is 42.96% compared to 45.48% using surrounding context. However, we demonstrate that our model can leverage multimodal temporal context in this setting.

In Fig. 4, we visualise the auditory and visual temporal context attention on a correctly recognised sequence (left) – where subsequent actions of pouring and closing are particularly informative, and an incorrectly (right) predicted sequence – where both attention weights are high on actions containing the egg, causing the model to incorrectly predict the noun as egg. More qualitative examples are included in appendix H.

### 5 Conclusion

We formulate temporal context as a sequence of actions, and utilise past and future context to enhance the prediction of the centre action in the sequence. We propose MTCN, a model that attends to vision and audio as input modality context, and language as output modality context. We train MTCN with additional supervision from neighbouring actions. Our results showcase the importance of audio and language as additional modality context. We report SOTA results on two egocentric video datasets: EPIC-KITCHENS and EGTEA. An extension to MTCN would incorporate an actionness score of neighbouring frames, to distinguish background frames and learn from action sequences in untrimmed videos without temporal bounds during testing. This would bridge the problems of recognition and detection, utilising multimodality and temporal context. We will be exploring this in future work.
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Table 6: Results on the test set of EPIC-Kitchens-100.

| Model                        | Overall | Unseen Participants | Tail-classes |
|------------------------------|---------|---------------------|--------------|
|                              | Top-1 Accuracy (%) | Top-5 Accuracy (%) | Top-1 Accuracy (%) | Top-5 Accuracy (%) |
|                              | Verb     | Noun | Action | Verb     | Noun | Action | Verb     | Noun | Action | Verb     | Noun | Action |
| TSN [64]                     | 59.03    | 46.78 | 33.57  | 87.55    | 72.10 | 53.89  | 53.11    | 42.02 | 27.37  | 26.23    | 14.73 | 11.43  |
| TBN [32]                     | 62.72    | 47.59 | 35.48  | 88.77    | 73.08 | 56.34  | 56.69    | 43.65 | 29.27  | 30.97    | 19.52 | 14.10  |
| TSM [32]                     | 65.32    | 47.80 | 37.39  | 89.16    | 73.95 | 57.89  | 59.68    | 42.51 | 30.61  | 30.03    | 16.96 | 13.45  |
| SlowFast [32]                | 63.79    | 48.55 | 36.81  | 88.84    | 74.49 | 56.39  | 57.66    | 42.55 | 29.27  | 29.65    | 17.11 | 13.45  |
| Ego-Exo [39]                 | 66.07    | 51.51 | 39.98  | 89.39    | 76.31 | 60.68  | 59.83    | 45.50 | 32.63  | 33.92    | 22.91 | 16.96  |
| MTCN - v.f. SlowFast [18]    | **68.44**| **55.41**| **44.10**| **88.74**| **78.04**| **61.69**| **61.82**| **47.62**| **34.94**| **34.77**| **28.60**| **20.45**|
| MTCN - v.f. Mformer-HR [52]  | 67.88    | 60.02 | 46.83  | 88.69    | 81.84 | 66.48  | 61.07    | 55.21 | 38.98  | 35.16    | 34.70 | 22.79  |

Table 7: Comparison with SOTA on the Seen split (S1) of EPIC-KITCHENS-55.

| Model                        | Overall | Unseen Participants | Tail-classes |
|------------------------------|---------|---------------------|--------------|
|                              | Top-1 Accuracy (%) | Top-5 Accuracy (%) | Top-1 Accuracy (%) |
|                              | Verb     | Noun | Action | Verb     | Noun | Action |
| LFB [69]                     | 60.0     | 45.0 | 32.7   | 88.4     | 71.8 | 55.3   |
| G-Blend [66]                 | 66.7     | 48.5 | 37.1   | 88.9     | 71.4 | 56.2   |
| AV-SlowFast [42]             | 65.7     | 46.4 | 35.9   | 89.5     | 71.7 | 57.8   |
| Ego-Exo [39]                 | 65.97    | 47.99| 37.09  | **90.32**| 70.72| 56.32  |
| MTCN (Ours)                  | **69.12**| **51.30**| **40.77**| **90.18**| **73.53**| **59.15**|

Appendix

A EPIC-KITCHENS-100: Results on the Test Set

In Table 3 of the main paper, we compare to published works on the validation set of EPIC-KITCHENS-100. Unfortunately, most works do not report on the leaderboard test set. In Table 6, we provide results on the test set comparing our model to baselines from [13], as well as Ego-Exo [39] that distills knowledge from a much larger training set. MTCN outperforms all other methods, including the competitive method of [39], showcasing that multimodal temporal context from consecutive actions is more beneficial than pretraining large models (ResNet101) using egocentric signals from third-person datasets.

B EPIC-KITCHENS-55 Results

We also compare our model to works that report on the earlier version of this dataset, namely EPIC-KITCHENS-55 [12] in Table 7. We report results for the Seen split (S1). We opted to include these in the appendix to avoid confusion in the main paper as the results are not comparable across these two dataset versions. We compare MTCN with two audio-visual approaches [66] and [70], as well as [69] which was one of the first works to utilised temporal context. We also report the performance of [69] which evaluates their method on both EPIC-KITCHENS-55 and EPIC-KITCHENS-100. Our MTCN outperforms all approaches.

C Language model analysis and baselines

In this section, we assess the statistical significance of our language model and compare the performance of our MTCN to variants using baseline language models. All the experiments in this section as well as in Sections D and E and the visualisations in Section H
Table 8: Mean and standard deviation of multiple runs both w. & w/o language model in the validation set of EPIC-KITCHENS-100.

| Model                      | Top-1 Accuracy (%) | Top-5 Accuracy (%) |
|----------------------------|--------------------|--------------------|
|                            | Verb               | Noun               | Action  | Verb               | Noun | Action  |
| No LM                      | 70.23              | 55.82              | 45.00   | 70.11              | 55.62 | 45.00   |
| N-gram                     | 70.23              | 55.84              | 45.02   | 91.13              | 79.06 | 64.58   |
| BiLSTM                     | 70.57              | 55.97              | 45.09   | 91.14              | 79.06 | 64.55   |
| Transformer enc. (proposed)| 70.60              | 56.26              | 45.48   | 91.14              | 79.06 | 63.06   |

Table 9: Performance of MTCN in the validation set of EPIC-KITCHENS-100 using different language models.

| Model                      | Overall          | Unseen Participants | Tail-classes |
|----------------------------|------------------|---------------------|--------------|
|                            | Top-1 Accuracy (%) | Top-5 Accuracy (%) | Top-1 Accuracy (%) | Top-1 Accuracy (%) |
|                            | Verb | Noun | Action | Verb | Noun | Action | Verb | Noun | Action | Verb | Noun | Action |
| No LM                      | 70.23 | 55.82 | 45.00 | 70.11 | 55.62 | 45.00 | 41.76 | 32.26 | 24.15 |
| N-gram                     | 70.23 | 55.84 | 45.02 | 91.13 | 79.06 | 64.58 | 41.76 | 32.26 | 24.15 |
| BiLSTM                     | 70.57 | 55.97 | 45.09 | 91.14 | 79.06 | 64.55 | 41.76 | 32.26 | 24.15 |
| Transformer enc. (proposed)| 70.60 | 56.26 | 45.48 | 91.14 | 79.06 | 63.06 | 41.76 | 32.84 | 24.70 |

are performed on the validation set of EPIC-KITCHENS-100 and using the SlowFast visual features.

**Statistical significance of LM.** We train 10 audio-visual transformers and 10 corresponding language models with different random seeds. Table 8 shows the mean and standard deviation top-1 and top-5 accuracy without and with the language model. Utilising the language model improves performance on average with a low std, demonstrating that the improvement from the language model is statistically significant. We further showcase that by conducting T-tests on verb, noun and action top-1 accuracies, obtaining a p-value of $3.6e-2$, $6.0e-4$, $9.7e-4$, respectively.

**Baselines comparison.** We compare our MTCN that uses a transformer based language model to two baselines, N-gram and Bi-directional LSTM (BiLSTM). For N-gram, we follow a similar procedure to natural language processing. In particular, from all action sequences of length 9 in the training set, we derive the heuristic probability of occurrence of the centre action given the preceding and succeeding actions. We train a BiLSTM with 3 layers and a hidden size of 512. The rest hyperparameters are the same as the transformer encoder.

Results are shown in Table 9. It turns out that only a few preceding-succeeding action sequences in the training set also appear in the validation set, resulting in no difference in performance when N-gram is added comparing to not using a language model. Our transformer-based Masked Language Model (MLM) outperforms both the N-gram and BiLSTM, showcasing that it is beneficial to use a deep neural network language model over a heuristic prior and that MLM with transformers outperforms recurrent architectures in this problem.

**D Online recognition**

The focus of this work is to leverage both past and future context to predict an action. In this section however, we explore the performance of our model in online recognition, i.e. using only the preceding actions as context to predict the current action. This approach can be used to recognise actions in an online fashion for streaming videos. For this setting, we train the audio-visual transformer to predict the last action in the sequence. We do not train a
Overall

| w  | Verb | Noun | Action | Verb | Noun | Action | Verb | Noun | Action |
|----|------|------|--------|------|------|--------|------|------|--------|
| 1  | 67.93 | 52.29 | 41.30  | 90.53 | 76.47 | 61.52  | 61.13 | 44.60 | 32.58  |
| 3  | 68.42 | 54.15 | 42.59  | 91.20 | 78.52 | 61.10  | 61.69 | 44.41 | 32.11  |
| 5  | 68.58 | 54.04 | 42.75  | **90.96** | 78.27 | 62.04  | 59.81 | 43.94 | **32.11** |
| 7  | **68.88** | **54.31** | **42.96** | 90.89 | 77.87 | 62.39  | 61.41 | 43.38 | 32.02  |
| 9  | 68.77 | 54.28 | 42.77  | 90.66 | 77.72 | **62.44** | 60.38 | 45.07 | 31.83  |
| 11 | 67.83 | 54.04 | 42.13  | 90.63 | **78.85** | 62.10  | 57.46 | 43.94 | 31.46  |

Tail-classes

| w  | Verb | Noun | Action | Verb | Noun | Action | Verb | Noun | Action |
|----|------|------|--------|------|------|--------|------|------|--------|
| 1  | 61.13 | 44.60 | 32.58  | 42.05 | 27.42 | 21.48  | 40.11 | 31.26 | 22.58  |
| 3  | 61.69 | 44.41 | 32.11  | 39.49 | 31.11 | 22.48  |
| 5  | 61.41 | 43.38 | 32.02  | 40.51 | 32.00 | 23.61  |
| 7  | 60.38 | 45.07 | 31.83  | 40.80 | **32.68** | **23.86** |
| 9  | 57.46 | 43.94 | 31.46  | 36.88 | 30.74 | 21.96  |

Table 10: Online action recognition results by varying temporal context length in the validation set of EPIC-KITCHENS-100.

Overall

| Layers | Shared | Verb | Noun | Action | Verb | Noun | Action |
|--------|--------|------|------|--------|------|------|--------|
| 1      | -      | 69.58 | 55.04 | 43.71  | 91.27 | 79.02 | 63.96  |
| 2      | ✓      | 69.49 | 55.41 | 43.94  | 91.13 | 78.96 | 63.86  |
| 4      | ✓      | 71.01 | 56.55 | 46.04  | 90.98 | 79.28 | **63.97** |
| 6      | ✓      | 69.58 | 55.68 | 44.89  | 90.28 | 78.17 | 63.37  |

Tail-classes

| Layers | Shared | Verb | Noun | Action | Verb | Noun | Action |
|--------|--------|------|------|--------|------|------|--------|
| 1      | -      | 69.58 | 55.04 | 43.71  | 91.27 | 79.02 | 63.96  |
| 2      | ✓      | 69.82 | 55.37 | 43.81  | 91.09 | 78.97 | **64.26** |
| 4      | ✓      | 70.60 | 56.26 | 45.48  | 91.14 | 79.06 | 63.06  |
| 6      | ✓      | 69.58 | 55.68 | 44.89  | 90.28 | 78.17 | 63.37  |

Table 11: Analysis of performance using different number of layers, both w. and w/o weight sharing. Results are shown in the validation set of EPIC-KITCHENS-100.

new language model for this task; we simply mask and predict the last action in the sequence instead of the centre one.

Results are demonstrated in Table 10 by varying $w$. Our model can also utilise temporal context in this setting, as performance improves for $w > 1$ with optimal top-1 accuracy at $w = 7$ and optimal accuracy on tail-classes at $w = 9$. Compared to our original proposal that utilises also future context (see Table 1 on main paper), the overall performance degrades, indicating that leveraging future context is beneficial.

### E Architecture ablations

In Table 11, we explore different number of layers in MTCN, both without and with (layer-wise) weight sharing, and compare each case with a single layer. Note that we use the same number of layers and sharing strategy for both AV and LM. We use bold to indicate best performance within each group rather than overall. Best results are obtained using four layers in most metrics, both without & with weight sharing. These outperform a single layer, demonstrating that is beneficial to use a multi-layered transformer. Although MTCN without weight sharing performs slightly better, our proposed model has $2.7 \times$ less parameters with only a minor drop in performance.

In Table 12, we compare the effect of different types of positional encodings. Particularly, we replace our chosen absolute learnt positional encoding with relative positional encodings [56] and Fourier feature positional encodings [29]. Fourier feature positional encodings replace our learnable absolute positional encodings with non-learnable ones represented as a vector of log-linearly spaced frequency bands up to a maximum frequency. Relative po-
positional encodings replace our absolute positional encodings of the inputs, with positional encodings representing distances between tokens and placed within the self-attention layers. As shown in the table our proposed absolute learnable positional encodings outperform Fourier feature positional encodings in all metrics (except top-5 action accuracy). Comparing to relative positional encodings, our positional encodings are slightly better in top-1 verbs and actions, as well as in unseen participants, while relative positional encodings perform slightly better in top-5 accuracy and tail classes. Overall, there are no notable differences between the different choices of positional encodings.

### F EGTEA Implementation Details

**Visual features.** For EGTEA, we train SlowFast \([18]\) using the EPIC-KITCHENS pre-trained model, by sampling a clip of 2s from an action segment similar to EPIC-KITCHENS. We use a learning rate of 0.001, no warm-up, and we keep the batch normalisation layers frozen. All unspecified hyperparameters remain unchanged. For feature extraction, we follow the same procedure as EPIC-KITCHENS, except that we use clips of 2s rather than 1s.

**Train/Val Details.** Here, we discuss differences in the architecture for training/evaluating EGTEA. Remember that for EGTEA we train only vision and language as EGTEA does not contain audio. First, as there is no audio input to the transformer, we do not use modality encodings either. Second, following previous methods \([27, 40, 45, 47, 58, 59]\) that train using a single head for actions and report only action accuracy, we use a single summary embedding for actions, rather than verb/noun embeddings. Accordingly, the language model utilises a single word-embedding for actions, with a dimension of 512. For training the visual-only transformer, we use a learning rate of 0.001, train the model for 50 epochs and decay the learning rate at epochs 25 and 38, while keeping all other hyperparameters unchanged. We use same hyperparameters for the language model. For evaluation, differently than EPIC-KITCHENS, we average the predictions of the 10 clips per action, rather than feeding all 10 clips in the transformer.

### G Ablation of temporal context and language model in EGTEA

We study the effect of the temporal context length both with and without the language model on the first test split of EGTEA. Results are shown in Table 13. For the visual only model, top-1 accuracy increases when we increase the length of temporal context from \(w = 1\) to 5, and optimal results for both top-1 and mean class accuracy are obtained for \(w = 5\). When the
Table 13: Ablation of temporal context extent and language model in the first test split of EGTEA.

| $w$ | Visual Top-1(%) | Mean Class (%) | Visual + LM Top-1(%) | Mean Class (%) |
|-----|----------------|----------------|----------------------|----------------|
| 1   | 72.26          | 64.98          | 72.26                | 64.98          |
| 3   | 72.55          | 64.86          | 73.59                | 65.87          |
| 5   | **73.10**      | **65.42**      |                      |                |
| 7   | 72.26          | 64.38          | 73.19                | 65.31          |
| 9   | 72.55          | 64.86          | 73.44                | **66.02**      |

The language model is incorporated top-1 accuracy increases from $w = 1$ to 3 and then decreases while best mean class accuracy is obtained at $w = 9$. These findings showcase that our model successfully utilises context in this dataset as well. The language model is helpful for EGTEA, and provides a bigger boost in performance than EPIC-KITCHENS, possibly due to the absence of audio modality. Finally, it is worth noting that after the addition of the language model best performance is obtained at a shorter temporal context, showing that shorter sequences of actions provide a stronger prior in this dataset.

### H Attention Visualisation

In Fig. 5, we show additional qualitative examples, similar to Fig. 4 in the main paper. These demonstrate how our model attends to temporal context. In the first three examples, the model predicts the centre action correctly, while in the last one it gives incorrect predictions. In the ‘wash chopping board’ example, the model particularly attends to actions containing the chopping board. For ‘open cupboard’, the model has high audio-visual attention to the centre action, and high attention to the audio of the previous action (‘insert coffee maker’), showing that at times audio provides useful temporal context. The importance of audio is also apparent in the third example. A source of error in the model results from confusing the centre action with another action in the sequence; in the fourth example ‘close dishwasher’ is predicted as ‘take chopping board’ which corresponds to the first and last actions in the temporal context.
Figure 5: Additional qualitative results of attention weights along with the predictions of our model. Green and purple edges represent attention to visual and auditory tokens, respectively, from the noun summary embedding. Thickness indicates attention weights magnitude to centre (bordered) and temporal context actions.