Entanglement control and magic angles for acceptor qubits in Si
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ABSTRACT: Full electrical control of quantum bits could enable fast, low-power, scalable quantum computation. Although electric dipoles are highly attractive to couple spin qubits electrically over long distances, mechanisms identified to control two-qubit couplings do not permit single-qubit operations while two-qubit couplings are off. Here we identify a mechanism to modulate electrical coupling of spin qubits that overcomes this drawback for hole spin qubits in acceptors, that is based on the electrical tuning of the direction of the spin-dependent electric dipole by a gate. In this way, inter-qubit coupling can be turned off electrically by tuning to a “magic angle” of vanishing electric dipole-dipole interactions, while retaining the ability to manipulate the individual qubits. This effect stems from the interplay of the $T_\text{d}$ symmetry of the acceptor state in the Si lattice with the magnetic field orientation, and the spin-3/2 characteristic of hole systems. Magnetic field direction also allows to greatly suppress spin relaxation by phonons that limit single qubit performance, while retaining sweet spots where the qubits are insensitive to charge noise. Our findings can be directly applied to state-of-the-art acceptor based architectures, for which we propose suitable protocols to practically achieve full electrical tunability of entanglement and the realization of a decoherence-free subspace.

KEYWORDS: Qubit, holes, electrical tuning, entanglement, sweet spot, decoherence free subspace

A scalable quantum computer architecture requires long qubit coherence times1–3 and fast high-fidelity control of single-qubit and two-qubit operations. For solid-state spin qubits4–6, silicon offers improved spin lifetimes7–11, elimination of nuclear spin induced decoherence by isotope purification12–13, absence of spin relaxation by piezoelectric phonons14, and compatibility with Si microtechnology15. Coupling of spin qubits to electric fields has recently attracted much attention to improve qubit manipulation rates16–21, while electric fields are significantly easier to apply and localize than magnetic fields, and use much less power.21 Coupling to electric fields also open new possibilities for two qubit gates mediated by electric fields22–24 or microwave photons24.

Electrical spin manipulation can be achieved with holes in Si25 thanks to the intrinsically large spin orbit interaction (SOI) in the Si valence band26–34. Recently, an acceptor-based quantum information processing platform was introduced25, in which inversion symmetry breaking by the interface (Fig. 1(a)) gives rise to a Rashba interaction that couples the spin to in-plane electric fields, enabling fast electrical spin manipulation via electric dipole spin resonance (EDSR). Importantly, sensitivity to charge noise which produces dephasing is suppressed to first order. Yet, two limitations of the conventional electrically driven spin qubits remain: (i) $T_1$ controlled by phonons cannot be significantly enhanced without sacrificing qubit manipulation rates, and (ii) inter-qubit couplings based on electric dipole-dipole interactions can only be turned off by deactivating one of the qubits.

Here we show that these limitations can be lifted by exploiting an unconventional interaction between the acceptor bound hole and the in-plane magnetic field direction that derives from the $T_\text{d}$ symmetry of the acceptor in the Si lattice. The $T_\text{d}$ term’s strength and dependence on the top gate electric field allows the qubit’s spin po-
larization to be controlled by the gate rather than the magnetic field, so that magnetic field orientation allows an unusually large tuning of qubit couplings to the environment. A decoherence free subspace (DFS) is possible where the qubit is essentially decoupled from phonons, while further improving previously identified insensitivity to charge noise. Moreover, the top gate can be used to turn on and off the electric dipole-dipole coupling while allowing both qubits to be manipulated independently when the coupling is off. The underlying mechanism is a rapid electrical control of the charge dipole orientation of the individual qubits.

We analyze this new two-qubit coupling mechanism and propose two protocols that allow fast, independent, fully electrical single-qubit and long-distance two-qubit manipulations that are compatible with long coherence times. The new two-qubit coupling mechanism and enhanced spin lifetimes predicted here greatly improve the prospects for a practical implementation of quantum information using extensively studied hole spin systems.

For hole spins bound to acceptor atoms many milestones have already been achieved experimentally, from the placement of acceptors near an interface to the measurement of single-acceptor states, and coupling between two acceptors. The results reported here also highlight the advantages of acceptors versus quantum dots as a suitable platform for hole spin qubits.

Figure 1(a) shows the layered geometry in the vertical direction of the heterostructure for a single acceptor as a qubit, while Fig. 1(b) shows schematically the coupling between neighboring qubits in a 2D array under one of our proposed protocols. The theoretical description of a single acceptor relies on the Hamiltonian

\[ H = H_{KL} + H_{BP} + H_e + H_{inter} + H_F + H_B + H_{T_d} \]  

(1)

which contains the details of the Si valence band via the Kohn-Luttinger Hamiltonian, including cubic symmetry terms, the strain Bir-Pikus term, \( H_{BP} \), the acceptor Coulomb potential \( H_e \), the (001) Si/SiO\(_2\) interface \( H_{inter} \), the interaction with electric field \( H_F \), and magnetic field \( H_B = g_1 \mu_B \mathbf{B} \cdot \mathbf{J} + g_2 \mu_B \mathbf{B} \cdot \mathbf{J}^3 \), where \( \mathbf{J} \) represent the spin-3/2 matrices. The projection of the spin-3/2 onto the axis perpendicular to the interface, \( \hat{z} \), is \( m_f = \pm 3/2 \) for the heavy holes (HH) and \( m_f = \pm 1/2 \) for the light holes (LH). Tensile strain gives the qubit a smaller Bohr radius.

The tetrahedral symmetry of the acceptors gives rise to a linear coupling to the electric field of the form

\[ H_{T_d} = \frac{e}{2} \left( \{J_y, J_z\} F_x + \{J_x, J_z\} F_y + \{J_x, J_y\} F_z \right), \]

where the quadrupolar terms involving products of two spin matrices have no counterpart in spin-1/2 electron systems (in which they are either the identity or zero).

Here \( p \) is an effective dipole moment that can be calculated by \( p = e \int_0^a r f^*(r) f(r) \) with \( a \) the lattice constant of the host material, and \( f(r) \) the radial bound hole envelope function. For a boron acceptor in Si \( p = 0.26 \) Debye. This value is larger in deep acceptors, with a smaller Bohr radius \( H_{T_d} \) is also linearly proportional to the strength of the electric field. We neglect other allowed \( T_d \) symmetric terms as their coupling constants are much smaller.

We use the effective mass approach described in Ref. [56] however in this work we consider a magnetic field \( \mathbf{B} \) with an arbitrary in-plane orientation characterised by an angle \( \phi \). In the basis \( \{3/2, 1/2, -1/2, -3/2\} \), the effective Hamiltonian is

\[ H_{eff} = \begin{pmatrix}
0 & \frac{\sqrt{3}}{2} \varepsilon Z e^{-i\phi} & -i F_z & 0 \\
\frac{\sqrt{3}}{2} \varepsilon Z e^{i\phi} & \Delta_{HH} & \varepsilon Z e^{-i\phi} & -i F_z \\
i F_z & \varepsilon Z e^{i\phi} & \Delta_{HL} & \frac{\sqrt{3}}{2} \varepsilon Z e^{i\phi} \\
i F_z & \varepsilon Z e^{i\phi} & -i F_z & 0
\end{pmatrix}, \]

(2)

where \( \phi = 0 \) for \( \mathbf{B} \) along the \( x \)-direction, given by one of the main crystal axes. The cubic \( g \)-factor \( g_2 \) (Ref 55) is not explicitly shown in Eq. 2 but is included in the numerical calculations. The Zeeman term is \( \varepsilon Z = g_1 \mu_B B \).

The HH energy is set to zero for \( F_z = 0 \), and \( \Delta_{HL} \) is the HH-LH energy difference. The qubit is defined by the two levels making up the spin-split ground state. At zero fields, the strain conditions are such that the lower (qubit) branch is of LH character (\( \Delta_{HL} < 0 \)) while the upper branch is of HH character. These LH and HH branches interact and they anticross at a particular value of the vertical field \( F_z \) (Ref 29).

As Fig. 1(a) shows, the local tetrahedral symmetry of the acceptor makes a clear distinction between the main crystal axes and any other direction. It is represented
by the term $H_{T_A}$ in the Hamiltonian, which governs the
qubit interaction with electric fields, and becomes more
pronounced as the top gate voltage is increased, generating
a mixing between HH and LH in the two branches.
The interplay between the terms with tetrahedral sym-
metry $H_{T_A}$ and the usual Zeeman interaction $H_B$ gives
rise to a new and counterintuitive magnetic field orienta-
tion dependence of the qubit properties with no analog
for spin-1/2 electrons. Fig. 2 shows the strong depend-
ence of the qubit frequency on the magnetic field orien-
tation.

Adjusting the in-plane magnetic field direction influ-
ences the properties of previously identified sweet spots
where the derivative of the qubit energy vanishes as a
function of electric field. At $\phi = 0$ one sweet spot is
located at $F_z = 0$ while the other resides at a finite value
of $F_z$ (18.1 MV/m in Fig. 2a) for $d = 4.6$ nm), which
depends on the acceptor depth. The sweet spot at $F_z = 0$
moves in $F_z$ as a function of $\phi$ and is hence called the
anisotropic sweet spot. On the other hand, the large field
sweet spot, where LH and HH levels in the qubit mix with
probability amplitudes $a_L = 1/2$ and $a_H = -\sqrt{2}/2$ respec-
tively, remains at the same value of $F_z = 18.1$ MV/m,
and is thus called the isotropic sweet spot. We find
that for the particular values $\phi = 1/2 \arcsin(1/3) + n\pi$
and $\phi = 1/2 (\pi - \arcsin(1/3)) + n\pi$, the isotropic and
anisotropic sweet spots fuse into a single sweet spot that
makes the qubit insensitive to charge noise up to second
order, see Fig. 2a). In this case the energy dispersion is
flat at the sweet spot within a 2-3 MV/m window.

The spin lifetime enhancement and charge dipole orien-
tation mechanism for controlling two-qubit coupling rely
on gate voltage control of the qubit’s spin polarization
and appropriate choice of the magnetic field relative to
the polarization. Since spin polarization of a conven-
tional spin 1/2 qubit only depends on the magnetic field,
we first explain the mechanism to electrically vary spin
polarization. We note that in our acceptor qubit, the
HH and LH levels have different projections of total an-
choral momenta. Consequently, adjusting the LH-HH hy-
bridization using the gate electric field $F_z$ influences the
spin polarization. The orientation of the magnetic field
with respect to this spin polarization influences qubit
dynamics including coupling to e.g. phonons by chang-
ing the magnetic coupling $\varepsilon_{Zo}$ to the excited branch (see
Fig. 3(a)). For example, when the magnetic field is colli-
ear to the spin polarization, the latter becomes a constant
of the motion and the following holds

$$[H_{\text{inter}} + H_{T_A}, H_B] = 0.$$  \hspace{1cm} (3)

Here, the qubit completely decouples from the upper
branch, and environmental effects on qubit dynamics are
suppressed in a decoherence free subspace (DFS). This
DFS differs from conventional ones, which arise from
symmetries of the encoded states. Conversely, when
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**FIG. 3:** (a) Value of the coupling between lower and
upper branches $\varepsilon_{Zo}$ as a function of $\phi$. When this value
is zero the qubit is in a DFS. (b) Inverse of the
phonon-induced relaxation times $T_1$ with $B = 0.5T$.
The DFS is at $\phi = -\pi/4$ and $\phi = \pi/4$ for the isotropic
and anisotropic sweet spots respectively. In the
isotropic sweet spot the qubit becomes insensitive to
the magnetic field when $\phi = \pi/4$.

the magnetic field points perpendicularly to the effective
spin polarization of a particular branch the hole can no
longer sense the magnetic field and the effective $g$-factor
becomes zero, as shown in Fig. 2(b).

Given that magnetic field orientation can suppress
magnetic coupling $\varepsilon_{Zo}$ to the upper branch, and that
acoustic phonons mix the qubit and upper branches,
magnetic field orientation suppresses the spin relaxation
due to acoustic phonons, see Fig. 3(b). The induced re-
laxation is proportional to the coupling $\varepsilon_{Zo}$ and inversely
proportional to the qubit-upper branch energy difference
$\Delta$ (ref 29): $1/T_1 \propto E_{\text{larmor}}(\phi)^3 |\varepsilon_{Zo}(\phi)/\Delta|^2$. For an
acceptor at 4.6 nm from the interface at the isotropic sweet
spot, with $B = 0.5$ T pointing along one of the crystal
axes, $T_1 \approx 20$ $\mu$s. While $T_1$ can be enhanced trivially by
suppressing the qubit frequency $\hbar\omega$, it is more interesting
to enhance $T_1$ by suppressing the coupling $\varepsilon_{Zo}$, which
can be quite effective since the $4 \times 4$ manifold is very well
isolated from higher excited states (by $\sim 20$ meV). Since
the qubit coupling to in-plane electric fields providing single
qubit gates by EDSR is $D \propto (\varepsilon_{Zo}(\phi)/2\Delta)$, the qubit
operations are slowed down. However, $D$ decreases with
$\varepsilon_{Zo}$ while $T_1$ is enhanced much faster with $1/\varepsilon_{Zo}^2$ (see
49), so the number of single-qubit operations per qubit
lifetime $r$ is enhanced even if the operations are slowed
down. For instance, when $\phi = 0$, $r = 10^5$, and it can be
enhanced to $10^6$ for $\phi = 30^\circ$ or to $10^7$ for $\phi = 40^\circ$. For
two-qubit operations, we consider electric dipole-dipole
interaction $V_{dd} = (v_1 \cdot \mathbf{r})/4\pi\epsilon R^3$, where
$v_i$ is the spin-dependent charge dipole of qubit $i$
(refs 22-23). We note that the orientation of this spin-
dependent charge dipole is affected by the top gate since,
as discussed before, the effective spin-polarization is mod-
ified by the vertical electric field, see Fig. 1b). For two
acceptor qubits $a$ and $b$ separated in the acceptor $z$-plane
by a distance $R$ and relative orientation $(\cos \theta_E, \sin \theta_E)$,
this electric dipole-dipole interaction works in the two-
qubit subspace as $H_{dd} = J_{dd}(\sigma_a^+ + \sigma_b^-)(\sigma_a^+ + \sigma_b^-)$. The
dipole-dipole coupling $J_{dd}$ is inversely proportional to the qubit-upper branch energy separation $\Delta$, and it is directly proportional to the qubit-upper branch couplings $\varepsilon_{Z0}$ of each qubit, and their Rashba couplings $\alpha$, such that

$$J_{dd} = \frac{\alpha^a \alpha^b \varepsilon_{Z0} G(F^a_z, F^b_z)}{8 \pi \varepsilon R^3 \Delta^a \Delta^b} G(F^a_z, F^b_z, \phi, \theta_E),$$

with $G(F^a_z, F^b_z, \phi, \theta_E)$ a modulating function, related to the spin-dependent charge dipoles, that depends on the operating point of each qubit, the magnetic field orientation $\phi$, and $\theta_E$. As discussed previously, adiabatically tuning the gate to turn on/off an electric dipole $v_t$ allows to modulate the two-qubit coupling, but this requires the deactivation of one of the qubits. Introducing the new degree of freedom $\phi$, it is possible to have $J_{dd}$ vanish for particular parameter choices, independently of the modulus of $v_t$.

Since $J_{dd}$ decays with $\varepsilon_{Z0}$, same as $1/T_1$, the number of two-qubit operations per qubit lifetime is constant for any $\phi$, provided that phonons limit the qubit coherence as expected at the sweet spot. Hence, the coupling $J_{dd}$ can be suppressed by choosing parameters such that $G(F^a_z, F^b_z, \phi, \theta_E) = 0$ (see purple areas in Fig. 4), without deactivating single qubit operations. This condition is the cornerstone of our protocols and generalizes the concept of magic angles where dipole-dipole interactions vanish. A conventional magic angle is the angle subtending the magnetic field and relative qubit position, when magnetic dipole-dipole interactions vanish. Its main drawback is that magnetic field cannot be rapidly swept. In our case, the magic angle describes the direction of the qubit’s spin-dependent electric dipole relative to the qubit positions when spin-dependent electric dipole-dipole interactions vanish. Our protocols are defined at fixed values of $\phi$. We consider three different situations: (i) both qubits at their isotropic sweet spots; (ii) one qubit is at the isotropic sweet spot and the other at the anisotropic one; (iii) both qubits at their anisotropic sweet spots. Note that gate voltages alone can switch between these cases.

In case (i) the dipolar coupling is perfectly isotropic $G(F^a_z, F^b_z, \phi, \theta_E) = 1$, hence neighboring qubits at isotropic sweet spots will always be coupled. In case (ii), see Fig. 4(a), we distinguish two interesting orientations in the first quadrant: $\phi = 15^\circ$ and $75^\circ$. These two cases have opposite behavior in the $x$ and $y$ directions: with $\phi = 15^\circ$ the couplings in the $x$ ($y$) direction is minimized (maximized), while $\phi = 75^\circ$ works in the opposite way. In case (iii), see Fig. 4(b), a similar behavior appears for $\phi = 12^\circ$, $78^\circ$ and also for $\phi = 40^\circ$ and $50^\circ$.

We propose two possible protocols for fully tuning two-qubit coupling electrically in a rectangular array of acceptors arranged in the $x$ and $y$ directions of the Si lattice, see Figures 4(c) and (d). Due to the opposite behavior of the coupling in Eq. (4) for these directions, both protocols require a much larger spacing between acceptors in the direction where $J_{dd}$ is not suppressed, where qubit coupling would be performed by cQED, while faster dipolar interactions are performed in the perpendicular direction, where they can be switched on and off. Whenever dipolar coupling is switched off, single qubit operations are performed. This general idea can be achieved by fixing the in-plane magnetic field orientation to a particular magic angle. Protocol 1: choose $\phi = 12^\circ$ or $\phi = 40^\circ$ ($\phi = 78^\circ$ or $\phi = 50^\circ$) and locate acceptors in a close range ($\approx 20$ nm apart for $10^4$ two-qubit operations per qubit lifetime) in the $x$ ($y$) direction and a longer separation in the $y$ ($x$) direction. Sweeping the local gates such that two neighboring qubits in the $x$ ($y$) direction are taken to their anisotropic sweet spots (case (iii)), the coupling $J_{dd}$ is suppressed in that particular direction and each qubit
can be addressed individually. Then, taking adiabatically both qubits to the isotropic sweet spot, the coupling is reactivated. In the perpendicular direction, \( J_{dd} \) cannot be turned off at this particular \( \phi \) so acceptors need to be more separated and entanglement between any pair of qubits is performed via cQED.  

**Protocol 2**: in a similar 2D array, choose \( \phi = 15^\circ \) (\( \phi = 75^\circ \)). Sweeping the local gates such that two neighboring qubits in the \( x \) (\( y \)) direction are taken to the isotropic-anisotropic sweet spot combination (case (iii)), the coupling \( J_{dd} \) is suppressed in that particular direction and each qubit can be addressed individually. The qubit in the anisotropic sweet spot is adiabatically swept to the isotropic sweet spot, reactivating \( J_{dd} \). cQED is performed in the \( y \) (\( x \)) direction.

Both protocols require adiabatically sweeping the vertical electric field to move between the two sweet spots. During the adiabatic sweep the qubit frequency changes making qubits momentarily susceptible to charge noise. The potential for decoherence allows to differentiate the two protocols. Angles \( \phi = 40^\circ \) and \( \phi = 50^\circ \) in Protocol 1 imply a magnetic field orientation very close to the DFS of the anisotropic sweet spot, which means single-qubit operations per qubit lifetime are extremely enhanced. However, the exposure to charge noise in the adiabatic sweeping is higher than in protocol 2 due to the difference in Larmor frequency between sweet spots. Angles \( \phi = 12^\circ \) and \( \phi = 78^\circ \) in Protocol 1 and the angles used in Protocol 2 are not close to the DFS, hence the single-qubit operations per time are not particularly enhanced, though \( T_1 \) is still enhanced with respect to the \( \phi = 0 \) case.

Exposure to decoherence during the adiabatic sweep is strongly minimized since the value of \( \phi \) is close to the one that merges the isotropic and anisotropic sweet spots (they are barely separated by \( \approx 1.5 \) MV/m).

Conventionally, there are two categories of approaches to turn on and off a two-qubit gate: One type achieves tuning of qubit interaction by the reduction of single-qubit dipoles, which means single-qubit operations would also slow down. Alternatively, two-qubit gates can be effectively halted by detuning the frequencies of the two qubits, however in this approach two-qubit dynamics is only suppressed, not turned off. Since in both our protocols two-qubit couplings can be totally suppressed, our proposal here is clearly a more efficient alternative in precisely controlling two-qubit operations.

We also note that both protocols are robust against acceptor placement imprecision. As an example, for an accuracy of \( \pm 5 \) nm in-plane position, and inter-acceptor distance of \( 20 \) nm, the angle variation would be of \( \pm 15^\circ \). Under these circumstances, \( J_{dd} \), although non-zero, would be significantly suppressed (see Fig. 4).

In summary, we have found an unexpected magnetic field orientation dependence of all the parameters involved in one and two-qubit operations with acceptors in Si. This dependence can be used to develop tailored protocols at fixed in-plane magnetic field orientations (magic angles) that allow to perform one and two-qubit operations independently, by purely electrical means, while maintaining each qubit in sweet spots where charge noise effects are suppressed. The proposed protocols are well within reach using state-of-the-art technology, paving the way for a full electrically controlled Si-based quantum computer implementation.
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I. KOHN-LUTTINGER AND BIR-PIKUS HAMILTONIANS

The Kohn-Luttinger Hamiltonian for the valence band of semiconductors including the Coulomb impurity, is

\[
H_{KL} = \begin{pmatrix}
P + Q & L & M & 0 & \frac{i}{\sqrt{2}} L & -i\sqrt{2} M \\
L^* & P - Q & 0 & M & -i\sqrt{2} Q & i\sqrt{\frac{3}{2}} L \\
M^* & 0 & P - Q & -L & -i\sqrt{\frac{3}{2}} L^* & -i\sqrt{2} Q \\
0 & M^* & -L^* & P + Q & -i\sqrt{2} M^* & i\sqrt{\frac{3}{2}} L^* \\
-i\sqrt{2} L^* & i\sqrt{2} Q & i\sqrt{\frac{3}{2}} L & P + \Delta_{SO} & 0 \\
i\sqrt{2} M^* & -i\sqrt{\frac{3}{2}} L^* & i\sqrt{2} Q & i\sqrt{2} L & 0 & P + \Delta_{SO}
\end{pmatrix}
\]  

(S1)

We can define the effective Rydberg unit as \( R_y^* = e^4 m_0 / 2 \hbar^2 \epsilon^2 \gamma_1 \) and the effective Bohr radius as \( a^* = \hbar^2 \epsilon_s \gamma_1 / e^2 m_0 \). In these units the differential operators in Eq. (S1) are

\[
P = -k^2 + \frac{2}{r}, \\
Q = -\frac{\gamma_2}{\gamma_1} (k_x^2 + k_y^2 - 2k_z^2), \\
L = i2\sqrt{\frac{3}{2}} \frac{\gamma_3}{\gamma_1} (k_x - ik_y)k_z, \\
M = -\sqrt{3} \frac{\gamma_2}{\gamma_1} (k_x^2 - k_y^2) + i2\sqrt{\frac{3}{2}} \frac{\gamma_3}{\gamma_1} k_x k_y,
\]

(S2)

with \( m_0 \) the free electron mass, \( \epsilon_s \) the semiconductor static dielectric constant, and \( \gamma_1, \gamma_2 \) and \( \gamma_3 \) material dependent Luttinger parameters. The interaction with strain is given by the Bir-Pikus Hamiltonian \( H_{\text{BP}} \):

\[
H_{\text{BP}} = a \epsilon_1 \\
+ b \left(J_x^2 - \frac{5}{4} \epsilon_{xx}\right) + \left(J_y^2 - \frac{5}{4} \epsilon_{yy}\right) + \left(J_z^2 - \frac{5}{4} \epsilon_{zz}\right) \\
+ d / \sqrt{3} \left( \{J_x, J_y\} \epsilon_{xy} + \{J_y, J_z\} \epsilon_{yz} + \{J_z, J_x\} \epsilon_{xz}\right).
\]

(S3)

The parameters \( a, b \) and \( d \) are the deformation potentials of the host material, and \( \epsilon_{ij} \) are the deformation tensor components.

II. EFFECTIVE 4 x 4 HAMILTONIAN

The results of the diagonalization of the total Hamiltonian are mapped onto an effective Hamiltonian for the four lowest states. For any magnetic field orientation \( \phi \) the Hamiltonian in the \( |m_J\rangle \) basis is \( H_{\text{eff}} \):

\[
H_{\text{eff}} = \begin{pmatrix}
0 & \sqrt{3} \epsilon_{ZL} e^{-i\phi} & -i p F_z & 0 \\
\sqrt{3} \epsilon_{ZL} e^{i\phi} & \Delta_{HL} & \epsilon_{ZL} e^{-i\phi} & -i p F_z \\
- i p F_z & \epsilon_{ZL} e^{i\phi} & \Delta_{HL} & \sqrt{3} \epsilon_{ZL} e^{-i\phi} \\
0 & i p F_z & \sqrt{3} \epsilon_{ZL} e^{i\phi} & 0
\end{pmatrix}
\]  

(S4)

For the qubit Hamiltonian, we define \( E_l = \frac{1}{2} (\Delta_{HL} - \sqrt{\Delta_{HL}^2 + 4p^2 F_z^2}) \), \( E_u = \frac{1}{2} (\Delta_{HL} + \sqrt{\Delta_{HL}^2 + 4p^2 F_z^2}) \), \( a_L = E_l / \sqrt{E_l^2 + p^2 F_z^2} \) and \( a_H = p F_z / \sqrt{E_l^2 + p^2 F_z^2} \). After the transformations shown in Ref. the qubit Hamiltonian is:

\[
H_{\text{qubit}} = \begin{pmatrix}
E_l - \frac{1}{2} \epsilon_{ZL} & 0 & Z_1 & Z_2 \\
0 & E_l + \frac{1}{2} \epsilon_{ZL} & Z_2 & Z_1 \\
Z_1 & -Z_2 & E_u - \frac{1}{2} \epsilon_{Zu} & 0 \\
-Z_2 & Z_1 & 0 & E_u - \frac{1}{2} \epsilon_{Zu}
\end{pmatrix}
\]  

(S5)
Particularly, at

Also, when other solution is equivalent to solve an inversion of the effective spin polarization of the lower branch, implying that an effective leakage submanifold. The interaction terms between the qubit states and the leakage states are then given by the electric field and magnetic field magnitudes, but also depends on the magnetic field orientation. We can look for the value of the qubit Larmor frequency is given, to first order, by

\[ H_{Z} + H_{\text{Zeeman}} + H_{\text{interaction}} + H_{\text{leakage}} = 0 \]

Where the first two states correspond to the qubit branch and the last two to the upper branch. The different off-diagonal Zeeman terms in the qubit Hamiltonian. A decoherence and relaxation free subspace would be a subspace in which the Zeeman interaction is purely diagonal in the qubit basis, or equivalently \[ [H_{\text{d}} + H_{\text{interface}}, H_{Z}] = 0 \]. In this subspace, all the interactions would be suppressed to first order. To find this

**III. SWEET SPOTS**

The value of the qubit Larmor frequency is given, to first order, by \( \varepsilon_{Zl} \). Its value depends explicitly on both the electric field and magnetic field magnitudes, but also depends on the magnetic field orientation. We can look for sweet spots by simply finding the solutions to \( d\varepsilon_{Zl}/dF = 0 \):

\[
\frac{d\varepsilon_{Zl}}{dF} = \varepsilon_{Zl} \left( -3 + 4a_{L}^{2} \right) \frac{a_{H} + \sqrt{3}a_{L} \sin(2\phi)}{a_{H} \sqrt{3 - 2a_{L}^{2} + 2\sqrt{3}a_{H} \sin(2\phi)}} = 0. \quad (S9)
\]

One of the solutions corresponds to the fixed sweet spot \( a_{L} = -\sqrt{3}/2 \) \( (a_{H} = 1/2) \). Considering that \( a'_{L} \propto a_{H} \), the other solution is equivalent to solve \( a_{H} + \sqrt{3}a_{L} \sin(2\phi) = 0 \). Considering positive electric fields \( a_{H} \geq 0 \) and \( a_{L} \leq 0 \), meaning that for \( 0 \leq \phi \leq \pi/2 \) and \( \pi \leq \phi \leq 3\pi/2 \) there is a \( \phi \) dependent sweet spot solution. Particularly, at \( \phi = \pi/4 + n\pi \) this corresponds to \( a_{H} = \sqrt{3}/2 \) and \( a_{L} = -1/2 \) while for a magnetic field aligned with the main axes of the crystal, this sweet spot corresponds to the value \( F_{z} = 0 \).

Also, when \( \phi = \pi/4 + n\pi \) the value of the Larmor frequency at the isotropic sweet spot is zero. At this point there is an inversion of the effective spin polarization of the lower branch, implying that an effective \( g \)-factor flip occurs in this particular case.

**IV. DECOHERENCE FREE SUBSPACE (DFS)**

As the qubit interacts with the upper branch states through the Zeeman interaction, we can see this subspace as a leakage submanifold. The interaction terms between the qubit states and the leakage states are then given by the off-diagonal Zeeman terms in the qubit Hamiltonian. A decoherence and relaxation free subspace would be a subspace in which the Zeeman interaction is purely diagonal in the qubit basis, or equivalently \( [H_{\text{d}} + H_{\text{interface}}, H_{Z}] = 0 \). In this subspace, all the interactions would be suppressed to first order. To find this
subspace we use the following elements that form part of a bigger basis of the space of spin 3/2:

\[
\begin{align*}
  e_1 &= \frac{1}{2} \\
  e_2 &= \frac{1}{6}(2J_z^2 - J_x^2 - J_y^2) \\
  e_3 &= \frac{1}{\sqrt{5}}J_x \\
  e_4 &= \frac{1}{\sqrt{5}}J_y \\
  e_5 &= \frac{1}{\sqrt{12}}\{J_x, J_y\} \\
  e_6 &= \frac{1}{\sqrt{12}}\{J_y, J_z\} \\
  e_7 &= \frac{1}{\sqrt{12}}\{J_z, J_x\}
\end{align*}
\] (S10)

In this basis the elements of the effective Hamiltonian are

\[
\begin{align*}
  H_{\text{inter}} &= \Delta_H L (e_1 - e_2) \\
  H_{T_d} &= 2pF_z e_5 \\
  H_B &= \sqrt{5}(B_x e_3 + B_y e_4)
\end{align*}
\] (S11)

The commutators are then

\[
\begin{align*}
  [H_{\text{inter}}, H_B] &= i2\sqrt{3}\Delta_H L (B_y e_7 - B_x e_6) \\
  [H_{T_d}, H_B] &= -4ipF_z (B_x e_7 - B_y e_6)
\end{align*}
\] (S12)

The total commutator is

\[
\begin{align*}
  [H_{\text{inter}} + H_{T_d}, H_B] &= e_7(-4ipF_z B_z + i2\sqrt{3}\Delta_H L B_y) \\
  &+ e_6 (4ipF_z B_y - i2\sqrt{3}\Delta_H L B_x)
\end{align*}
\] (S13)

As \(e_7\) and \(e_6\) are different elements of the basis, \([H_{\text{inter}} + H_{T_d}, H_B] = 0\) is equivalent to solve the following system

\[
\begin{align*}
  \Delta_H L B_y - \frac{2pF_z}{\sqrt{3}} B_x &= 0 \\
  \Delta_H L B_x - \frac{2pF_z}{\sqrt{3}} B_y &= 0
\end{align*}
\] (S14)

The system has non-trivial solutions if and only if \(B_x = \pm B_y\) which corresponds to the orientations \(\pm \pi/4 + n\pi\).

These are the most symmetric directions as the main axes of the crystal remain indistinguishable.

Case \(B_x = -B_y\), the solution requires \(\Delta_H L = -\frac{2pF_z}{\sqrt{3}}\) which corresponds to the isotropic sweet spot. The case \(B_x = B_y\) requires \(\Delta_H L = \frac{2pF_z}{\sqrt{3}}\) corresponding to the anisotropic sweet spot. In these two cases the Zeeman interaction can be diagonalized simultaneously with the interface and \(T_d\) symmetry terms, so the qubit becomes isolated from the upper branch.

It is also interesting to express the different contributions in terms of the spherical tensors \(J_+\) and \(J_-\)

\[
\begin{align*}
  H_{T_d} + H_{\text{inter}} &= -\frac{3}{4} - \frac{i}{8}(\Delta_H L + 2pF_z/\sqrt{3})(J_+ + iJ_-)^2 \\
  &+ \frac{i}{8}(\Delta_H L - 2pF_z/\sqrt{3})(J_+ - iJ_-)^2 \\
  H_B &= \frac{1 + i}{4}(B_x - B_y)(J_+ - iJ_-) \\
  &+ \frac{1 - i}{4}(B_x + B_y)(J_+ + iJ_-)
\end{align*}
\] (S15)

From here, it can be seen how for the sweet spots, and for particular values of the magnetic fields, the non-magnetic and the magnetic terms share eigenvectors.
V. EFFECTIVE SPIN POLARIZATION INDUCED BY THE SPIN-ORBIT INTERACTION

The qubit states in the $|m_J\rangle$ basis are:

$$|l\pm\rangle = a_L|l\pm 1/2\rangle \mp ia_H|l\mp 3/2\rangle$$  \hspace{1cm}  (S16)

Transforming the $m_J$ basis into the $|l_z, s_z\rangle$ basis using the Clebsch-Gordan coefficients

$$|l\pm\rangle = \frac{a_L}{\sqrt{3}} (|l\pm 1, \mp 1/2\rangle \pm \sqrt{2}|0, \pm 1/2\rangle) \mp ia_H|l\mp 1, \mp 1/2\rangle$$ \hspace{1cm}  (S17)

To get the effective spin polarization of this branch we can compute the matrix of expected values for the in-plane spin operators $\langle l'|\sigma_i|l\rangle$:

$$\langle l'|\sigma_x|l\rangle = \frac{a_L}{3} \begin{pmatrix} 0 & a_L + i\sqrt{3}a_H \\ a_L - i\sqrt{3}a_H & 0 \end{pmatrix}$$ \hspace{1cm}  (S18)

$$\langle l'|\sigma_y|l\rangle = \frac{a_L}{3} \begin{pmatrix} 0 & ia_L + \sqrt{3}a_H \\ -ia_L + \sqrt{3}a_H & 0 \end{pmatrix}$$ \hspace{1cm}  (S19)

At the isotropic sweet spot $a_L = -\sqrt{3}/2$ and $a_H = 1/2$, making $\langle l'|\sigma_x|l\rangle = -\langle l'|\sigma_y|l\rangle$, and at the same time the expected value at the direction $\phi = -\pi/4$ becomes saturated to the maximum possible value of spin projection $1/2$ which is equivalent to an effective spin polarization in the $\phi = -\pi/4 \pm \pi$ direction. The change of effective spin-polarization in the qubit branch by rotating the magnetic field can be seen in the supplemental file gs_spin_polarization.mov. The other interesting possibility is $a_L = -1/2$ and $a_H = \sqrt{3}/2$ which corresponds to the anisotropic sweet spot in the particular case $\phi = \pi/4$. In this case the upper states have the composition $a_L = -\sqrt{3}/2$ and $a_H = 1/2$ so $\langle u'|\sigma_x|u\rangle = \langle u'|\sigma_y|u\rangle$ indicating an effective spin polarization of the upper branch for $\phi = \pi/4 \pm \pi$.

VI. PHONON-INDUCED SPIN RELAXATION

At low temperatures the expression for the relaxation times of the acceptor qubit is

$$\frac{1}{T_1} = \frac{(\hbar \omega)^3}{20\hbar^4\pi \rho} \left[ \sum_i |\langle -|D_{ii}|+\rangle|^2 \frac{2}{v_i^2} + \frac{4}{3v_i^2} + \sum_{i \neq j} |\langle -|D_{ij}|+\rangle|^2 (\frac{2}{3v_i^2} + \frac{1}{v_i^2}) \right]$$ \hspace{1cm}  (S20)

Going to second order in the Schrieffer-Wolff transformation\textsuperscript{23} we get

$$\langle -|D_{ij}|+\rangle = \frac{1}{E_i - E_u'} (\hat{H}_{ij'} - \hat{H}_{ij'\downarrow} \hat{H}_{ij'\uparrow} + \hat{H}_{ij'} \hat{H}_{ij\downarrow} - \hat{H}_{ij\downarrow} \hat{H}_{ij\downarrow})$$ \hspace{1cm}  (S21)

Where $\hat{H}' = \hat{H}_Z' + \hat{H}_{ph}'$. The elements of the Hamiltonian $\hat{H}_{ph}'$ are

$$D_{ii} = b'(J_i^2 - \frac{5}{4})$$

$$D_{ij} = 2d' / \sqrt{3} \{ J_i J_j \} \quad i \neq j$$ \hspace{1cm}  (S22)

The values of $|\langle -|D_{ij}|+\rangle|^2$ at the isotropic sweet spot are independent of the angle $\phi$ except for the intrinsic dependence of $\epsilon_{Z_o}$. These values are

$$|\langle -|D_{xx}|+\rangle|^2 = |\langle -|D_{yy}|+\rangle|^2 = 3b^2 \epsilon_{Z_o}^2 / 64 \Delta^2$$

$$|\langle -|D_{zz}|+\rangle|^2 = 3b^2 \epsilon_{Z_o}^2 / 16 \Delta^2$$

$$|\langle -|D_{xy}|+\rangle|^2 = d^2 \epsilon_{Z_o}^2 / 16 \Delta^2$$

$$|\langle -|D_{xz}|+\rangle|^2 = |\langle -|D_{yz}|+\rangle|^2 = d^2 \epsilon_{Z_o}^2 / 8 \Delta^2$$ \hspace{1cm}  (S23)
In the case of the anisotropic sweet spot the values of $|\langle -|D_{ij}|+\rangle|^2$ are

\[
|\langle -|D_{xx}|+\rangle|^2 = |\langle -|D_{yy}|+\rangle|^2 = 3b^2 \varepsilon_{Zo}^2 / 64 \Delta^2 \\
|\langle -|D_{zz}|+\rangle|^2 = 3b^2 \varepsilon_{Zo}^2 / 16 \Delta^2 \\
|\langle -|D_{xy}|+\rangle|^2 = d^2 \varepsilon_{Zo}^2 / 16 \Delta^2 \\
|\langle -|D_{xz}|+\rangle|^2 = d^2 \varepsilon_{Zo}^2 \cos^2 \theta_o / 4 \Delta^2 \\
|\langle -|D_{yz}|+\rangle|^2 = d^2 \varepsilon_{Zo}^2 \sin^2 \theta_o / 4 \Delta^2
\]  
(S24)

Collecting terms, the new dependence on the phase $\theta_o$ cancels out so we arrive to the same formula except for different definitions of $\varepsilon_{Zo}$ and the energy difference $\Delta = E_i - E_a$.

The general formula for phonon-induced relaxation at the sweet spots is then

\[
\frac{1}{T_1} = \frac{(h \omega(\phi))^3}{20\hbar^4 \pi \rho} \left( \frac{\varepsilon_{Zo}(\phi)}{E_i - E_a} \right)^2 \left( 3b' \frac{2}{32} - \frac{4}{v_i^2} + \frac{5d'}{48} \frac{2}{v_i^2} + \frac{1}{v_i^2} \right)
\]  
(S25)

VII. SINGLE QUBIT OPERATIONS

The lack of inversion symmetry allows the action of an in-plane linear Stark effect

$H_E = e(E_x x + E_y y) = eE_\parallel (\cos \theta | + \sin \theta |)$, see Ref.22. The effect of this interaction of the acceptor hole is calculated considering several excited states and mapped onto the effective 4 $\times$ 4 Hamiltonian. In the qubit basis it becomes

\[
\hat{H}_E = \begin{pmatrix}
0 & 0 & E_{1R} & E_{2R} \\
0 & 0 & E_{2R} & E_{1R} \\
-E_{1R} & E_{2R} & 0 & 0 \\
E_{2R} & -E_{1R} & 0 & 0
\end{pmatrix}
\]  
(S26)

being

\[
E_{1R} = i \alpha E_\parallel \sin(\theta_\parallel + \theta) \\
E_{2R} = -\alpha E_\parallel \cos(\theta_\parallel + \theta)
\]  
(S27)

Where $\theta = \theta_a / 2 - \theta_i / 2$. Applying a second order SW transformation22.23 we get that the qubit EDSR term is

\[
D = \alpha \frac{\varepsilon_{Zo}(\phi)}{E_i - E_a} \cos(\theta_o - \theta_\parallel).
\]  
(S28)

With this coupling and the limiting factor $T_1$ we can calculate the number of $\pi$ rotations per qubit lifetime, see Fig. S1. The number of qubit operations diverges when $T_1$ tends to infinity, since $T_1 \propto 1/\varepsilon_{Zo}$ while $D \propto \varepsilon_{Zo}$.

VIII. TWO QUBIT COUPLING

Consider two acceptors separated by a distance $R$. Due to the spin-orbit interaction and the electric dipole moment of each acceptor, a spin-dependent dipolar interaction is expected between the two acceptors. Let the subspace of the two qubits be \{|$l^-|^a$,|$l^-|^b$,|$l^+|^a$,|$l^+|^b$,|$l^+|^a$,|$l^-|^b$\}. The total Hamiltonian is $H^V = H^V_{op} + H^2 + V^{12}$, where $H_{op}$ are the single acceptor Hamiltonians and $V^{12}$ is the Hamiltonian of the electrostatic interaction given by

$V^{12}(|r_1 - r_2|) = e^2 / 4 \pi \epsilon (|r_1 - r_2|)$. 

Here we assume that each qubit may have different energies and applied fields. The single qubit Hamiltonians are

\[
\langle m|H_{op}^i|m'\rangle = \begin{pmatrix}
-c_i^2 & 0 & Z_i^i & iZ_2^i \\
0 & c_i^2 & iZ_2^i & Z_2^i \\
Z_2^i & -iZ_2^i & \Delta^i - c_i^2 & 0 \\
-iZ_2^i & Z_2^i & 0 & c_i^2 + \Delta^i
\end{pmatrix}
\]  
(S29)

where the superindex $i$ indicates acceptor a or b.
When the two acceptors are far enough we can use the multi-pole expansion for the Coulomb interaction:

\[
\langle mn|V^{12}|m'n'\rangle = \frac{R^2\langle m|er'_1|m'\rangle \cdot \langle n|er'_2|n'\rangle - 3\langle (m|er'_1|m') \cdot R\rangle \langle (n|er'_2|n') \cdot R\rangle}{4\pi \varepsilon R^4} \quad (S30)
\]

Being \( r'_i = r_i - R \), the hole coordinate relative to the ion, and assuming an arbitrary relative position in the \( xy \) plane \( R = R \cos(\theta_E)\hat{x} + R \sin(\theta_E)\hat{y} \), so

\[
\langle mn|V^{12}|m'n'\rangle = \frac{(1 - 3 \cos^2 \theta_E)\langle m|ex'_1|m'\rangle \cdot \langle n|ex'_2|n'\rangle + (1 - 3 \sin^2 \theta_E)\langle m|ey'_1|m'\rangle \cdot \langle n|ey'_2|n'\rangle + \langle m|ez'_1|m'\rangle \cdot \langle n|ez'_2|n'\rangle}{4\pi \varepsilon R^3} \quad (S31)
\]

The dipole matrix elements relevant for the Coulomb interaction are

\[
\langle m|e(x', y')|m'\rangle = \begin{pmatrix}
0 & 0 & iq_{1x,y}^i & q_{2x,y}^i \\
0 & 0 & q_{2x,y}^i & iq_{1x,y}^i \\
-iq_{1x,y}^i & q_{2x,y}^i & 0 & 0 \\
q_{2x,y}^i & -iq_{1x,y}^i & 0 & 0
\end{pmatrix} \quad (S32)
\]

where \( q_{1x}^i = \alpha^i \sin \theta^i, q_{2x}^i = -\alpha^i \cos \theta^i, q_{1y}^i = \alpha^i \cos \theta^i \), and \( q_{2y}^i = \alpha^i \sin \theta^i \) (assuming the approximation \( \alpha \gg p \) valid for both qubits).

We can project the interactions into the \( 4 \times 4 \) subspace using a SW transformation. Working out the second order correction \( H^{(2)} \) we get a spin-independent shift

\[
H^{(2)} = -I \left[ \left( \frac{(q_1^a)^2 + (q_2^a)^2}{\Delta^a + \Delta^b} \right) + \left( \frac{(Z_1^a)^2 + (Z_2^b)^2}{\Delta^a + \Delta^b} \right) \right] \quad (S33)
\]

The third-order correction is

\[
H^{(3)}_{mm'}^{(3)} = -\frac{1}{2} \sum_{l,m''} \left[ \frac{H'_{ml}H'_{lm''}H'_{m''l'}H'_{l'm}}{(E_{m'} - E_i)(E_{m''} - E_i)} + \frac{H'_{mm''}H'_mH'_{l'm'}}{(E_m - E_i)(E_{m''} - E_i)} \right] \\
+ \frac{1}{2} \sum_{l,l'} H'_m H'_{l''} H'_{l'm'} \left[ \frac{1}{(E_m - E_i)(E_{m'} - E_l')} + \frac{1}{(E_{m'} - E_i)(E_{m''} - E_{E_l})} \right]. \quad (S34)
\]

The result of the third order correction to zeroth order in \( \varepsilon_i \) is

\[
H^{(3)} = J_{dd} \begin{pmatrix}
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{pmatrix} \quad (S35)
\]
where

$$J_{dd} = \frac{4 (q_2^2 Z_1^2 + q_1^2 Z_2^2) (q_2^1 Z_1^2 + q_1^1 Z_2^2)}{\Delta^a \Delta^b}$$  \hspace{1cm} (S36)$$

which is an Ising type spin-spin interaction $H^{(3)} = J_{dd}(\sigma_{a+} + \sigma_{a-})(\sigma_{b+} + \sigma_{b-})$.

After adding all the contributions and substituting, the value of $J_{dd}$ is:

$$J_{dd} = \frac{\alpha^a \alpha^b \varepsilon_2 \varepsilon_{\theta_2} (\sin \theta_2^a \sin \theta_2^b (1 - 3 \sin^2 \theta_E) + \cos \theta_2^a \cos \theta_2^b (1 - 3 \cos^2 \theta_E))}{4 \pi \epsilon R^4 (E_i^a - E_i^b)(E_i^b - E_i^a)}$$  \hspace{1cm} (S37)$$

This expression can be substituted for each case

Case (i): We get

$$J_{dd} = \frac{3}{2} \varepsilon Z (1 + \sin(2\phi)) \frac{\alpha^a \alpha^b}{8 \pi \epsilon R^4 (E_i^a - E_i^b). (E_i^b - E_i^a)}$$  \hspace{1cm} (S38)$$

Case (ii): Omitting the complex dependence in the dynamic sweet spot of $\theta_o$ on $\phi$

$$J_{dd} = \frac{3\varepsilon Z}{2} \sqrt{1 + \sin(2\phi)} \frac{\alpha^a \alpha^b \cos(2\phi)^2 [3 \cos(3\phi - \theta_o^a) - \cos(\phi + \theta_o^a) - 3 \cos(2\theta_E)(\cos(\phi - \theta_o^a) - 3 \cos(3\phi + \theta_o^a))]}{16 \pi \epsilon R^4 (E_i^a - E_i^b)(E_i^b - E_i^a) \sqrt{1 + 4 \cos 4\phi - 3 \cos 8\phi}}$$  \hspace{1cm} (S39)$$

Case (iii):

$$J_{dd} = \frac{3\varepsilon Z}{2} \alpha^a \alpha^b \cos^2(2\phi) \left[(1 - 3 \cos^2 \theta_E) \cos \theta_o^a \cos \theta_o^b + (1 - 3 \sin^2 \theta_E) \sin \theta_o^a \sin \theta_o^b \right] \frac{8 \pi \epsilon R^4 (E_i^a - E_i^b)(E_i^b - E_i^a)(3 \cos (4\phi) - 5)}{(3 \cos (4\phi) - 5)}$$  \hspace{1cm} (S40)$$

The normalized angular distribution of cases (ii) and (iii) as a function of the relative orientation $\theta_E$, and the magnetic field orientation can be seen in the supplementary movie two-qubit-coupling-distribution.mov.

Where the blue and red curves correspond to case (ii) and (iii) respectively.

**IX. CHARGE NOISE EXPOSURE DURING THE ENTANGLEMENT PROTOCOLS**

Since the exact amount of charge noise is device dependent, we account for the charge noise exposure qualitatively. For $\phi = n\pi/2$ as in [20], the electric field is adiabatically swept from $F_z = 0$ to $F_z$ at the isotropic sweet spot, hence the simplest qualitative way of comparing protocols is to account for the ratio $T_z^2(\phi)/T_z^2(0)$. Here $T_z^2(\phi)$ would be related to the amount of charge noise accumulated when going from the anisotropic sweet spot to the isotropic sweet spot for a given $\phi$, and $T_z^2(0)$ the exposure to charge noise for $\phi = 0$.

Given a fluctuating charged defect with field $\delta F_z$ we compute the change in energy $\delta E_{\text{Larmor}}$ for a given value of $F_z$ in the qubit. How much the defect affects the qubit energy depends on the derivative of the Larmor energy on $F_z$.

From [20] we know that $1/T_z^2 \propto \delta E_{\text{Larmor}}^2$. Defining $F_z^*$ and $F_z$ as the values of the vertical electric field at the isotropic and anisotropic sweet spots respectively, we account for the total charge noise exposure by integrating the Larmor energy change along the path from $F_z$ to $F_z^*$

$$I(\phi) = \int_{F_z}^{F_z^*} \delta E_{\text{Larmor}}^2(F_z) dF_z$$ \hspace{1cm} (S41)$$

By assuming a constant sweep rate, the time of exposure to charge noise is proportional to the difference between the initial and final electric fields. In total we get

$$\frac{T_z^2(\phi)}{T_z^2(0)} = \left| \frac{I(0)F_z^*}{I(\phi)(F_z^* - F_z)} \right|$$ \hspace{1cm} (S42)$$

Intuitively, this ratio is simply proportional to the charge noise sensitivity along the path and its length. The values of this ratio can be seen in Fig. S2.

From Fig. S2 it is clear that any $\phi \neq 0$ reduces the charge noise exposure by sweeping between sweet spots. The explanation is simply that the closer the sweet spots are the less time the qubits are exposed to charge noise. Moreover, when the two sweet spots are closer, the derivative $dE_{\text{Larmor}}/dF_z$ also becomes smaller. As a result, the
FIG. S2: Ratio $T_2^*(\phi)/T_2^*(0)$ as a function of $\phi$. Note that the charge noise exposure is always better for any $\phi \neq 0$ as $T_2^*(\phi)/T_2^*(0) \geq 1$.

exposure to charge noise by sweeping between sweet spots is minimal when the two sweet spots merge at $\phi = 1/2 \arcsin(1/3)$ and $\phi = \pi/2 - 1/2 \arcsin(1/3)$. This implies that Protocol 2 is particularly robust against the charge noise exposure during the adiabatic sweep between sweet spots, since the value of $\phi$ for this protocol is close to the divergence of $\frac{T_2^*(\phi)}{T_2^*(0)}$. 