Abstract—An extreme learning machine (ELM) is a three-layered feed-forward neural network having untrained parameters, which are randomly determined before training. Inspired by the idea of ELM, a probabilistic untrained layer called a probabilistic-ELM (PELM) layer is proposed, and it is combined with a discriminative restricted Boltzmann machine (DRBM), which is a probabilistic three-layered neural network for solving classification problems. The proposed model is obtained by stacking DRBM on the PELM layer. The resultant model (i.e., multi-layered DRBM (MDRBM)) forms a probabilistic four-layered neural network. In MDRBM, the parameters in the PELM layer can be determined using Gaussian-Bernoulli restricted Boltzmann machine. Owing to the PELM layer, MDRBM obtains a strong immunity against noise in inputs, which is one of the most important advantages of MDRBM. Numerical experiments using some benchmark datasets, MNIST, Fashion-MNIST, Urban Land Cover, and CIFAR-10, demonstrate that MDRBM is superior to other existing models, particularly, in terms of the noise-robustness property (or, in other words, the generalization property).

I. INTRODUCTION

A discriminative restricted Boltzmann machine (DRBM) [1] is a probabilistic three-layered neural network for solving classification problems. DRBM is constructed based on a restricted Boltzmann machine (RBM) [2], [3]. The inference and learning in general Boltzmann machines are computationally difficult because they involve exponential computational costs. On the other hand, those in DRBM can be exactly performed owing to its special structure. The main aim of this study is to propose a probabilistic four-layered neural network by multi-layering DRBM. A possible extension of DRBM is a deep Boltzmann machine (DBM) [4] or its variants such as Gaussian-Bernoulli deep Boltzmann machine [5]. However, unlike DRBM, the inference and learning in DBM cannot be performed exactly, and approximate algorithms for them often need rather expensive sampling procedures based on the Markov chain Monte Carlo method. Furthermore, the vanishing-gradient problem [6] cannot be ignored in multi-layering based on DBM without an appropriate pretraining procedure.

An extreme learning machine (ELM) is basically a three-layered feed-forward neural network [7]. Unlike the standard feed-forward neural network, only the parameters between the output and hidden layers are trained during training in ELM. The remaining untrained parameters, between the hidden and input layers, are randomly determined before training. Because the number of tuned parameters of ELM is less than that of the standard feed-forward neural network, the representation power of ELM is less than that of the corresponding feed-forward neural network in general. However, ELM tends to be more robust, or more generalized in other words, owing to this property.

Based on the idea of ELM, DRBM is extended as follows. A probabilistic untrained layer based on the idea of ELM, which is called a probabilistic-ELM (PELM) layer in this study, is introduced and it is combined with DRBM (i.e., DRBM is stacked on the PELM layer). The resultant model forms a probabilistic four-layered neural network. Although the inference and learning in the proposed model needs a sampling approximation, it is not expensive. Moreover, the vanishing-gradient problem will not be severe, because the parameters in the additive layer are untrained. The parameters in the PELM layer are determined using Gaussian-Bernoulli restricted Boltzmann machine (GBRBM) [8], [9]. The idea of this determination is very similar to that in reference [10]. By the PELM layer constructed from GBRBM, the proposed probabilistic four-layered neural network obtains a strong immunity against noise in inputs. In the proposed model, the additive probabilistic layer sends the fluctuating signals to the stacked DRBM. This scheme provides important effects to both learning and inference states: it functions as a data augmentation in the learning stage; and while, it can suppress the increase in the variances of the signals caused by the input noise. The robustness for input noise is one of the most important advantages of the proposed model. Numerical experiments using some benchmark datasets demonstrate that the proposed model is superior to DRBM and the other existing models [10], [11], particularly, in terms of the noise-robustness property (in other words, the generalization property).

The remainder of this paper is organized as follows. In section II a brief introduction to DRBM in presented. The proposed model is introduced in section III. In section IV the setting of the untrained parameters in the proposed model is discussed, and a method based on pretraining-like unsupervised learning using GBRBM is proposed. Section V presents the validity of the proposed model through numerical experiments using some benchmark datasets: MNIST, Fashion-MNIST (F-MNIST), Urban Land Cover (ULC) [12], and CIFAR-10. Finally, a summary and discussions are given in section VI.
II. DISCRIMINATIVE RESTRICTED BOLTZMANN MACHINE

Consider a classification problem in which an \( n \)-dimensional input vector \( x := (x_1, x_2, \ldots, x_n)^T \in \mathbb{R}^n \) is classified into \( K \) different classes \( C_1, C_2, \ldots, C_K \). It is convenient to use the \( 1 \)-of-\( K \) vector (or the one-hot vector) to identify each class \( \mathbf{1}_k \), where each class corresponds to the \( K \)-dimensional vector \( \mathbf{t}_k := (t_{k1}, t_{k2}, \ldots, t_{kn})^T \) having the elements \( t_{kj} \in \{0, 1\} \) and \( \sum_{j=1}^K t_{kj} = 1 \), i.e., a vector in which only one element is one and the remaining elements are zero. When \( t_{kj} = 1 \), \( k \) indicates class \( C_k \). For the sake of simplicity, the \( 1 \)-of-\( K \) vector, the \( k \)th element of which is one, is denoted by \( \mathbf{1}_k \), so that \( \mathbf{t} \in \mathcal{T}_K := \{ \mathbf{1}_k \mid k = 1, 2, \ldots, K \} \). Thus, \( \mathbf{t} = \mathbf{1}_k \) corresponds to class \( C_k \).

DRBM was proposed to solve the classification problem \[^{[1]}\]. It is a probabilistic three-layered neural network in which the input layer consist of \( n \) input variables \( x \), hidden layer consist of \( H \) hidden variables \( h := (h_1, h_2, \ldots, h_H)^T \), and the output layer consists of \( K \) output variables \( \mathbf{t} \) (see figure \[^{[1]}\]). Each hidden variable takes \( h_j \in \{-1, +1\} \). In DRBM, the joint distribution over \( \mathbf{t} \in \mathcal{T}_K \) and \( h \in \{-1, +1\}^H \) is expressed by

\[
P(\mathbf{t}, h \mid x, \theta) := \frac{1}{Z(x, \theta)} \exp \{-E(\mathbf{t}, h; x, \theta)\},
\]

where \( E(\mathbf{t}, h; x, \theta) \) is the energy function defined by

\[
E(\mathbf{t}, h; x, \theta) := \sum_{k=1}^K b^{(2)}_k t_k - \sum_{j=1}^H (b^{(1)}_j + \sum_{k=1}^K w^{(2)}_{kj} t_k) h_j - \sum_{j=1}^H \sum_{i=1}^n w^{(1)}_{ji} h_j x_i,
\]

and \( Z(x, \theta) \) is the partition function. Here, the set of learning parameters in DRBM, i.e., \( b^{(1)}, b^{(2)}, w^{(1)}, \) and \( w^{(2)} \), is collectively denoted by the set \( \theta \).

In the inference of DRBM, the conditional distribution of DRBM is used, which is obtained by marginalizing \( h \) out from equation \(^{[1]}\):

\[
P(\mathbf{t} \mid x, \theta) = \sum_h P(\mathbf{t}, h \mid x, \theta) \tag{2}
\]

where \( \sum_h \) is the sum over all the possible realizations of \( h \), i.e., \( \sum_h = \prod_{j=1}^H \sum_{h_j \in \{-1, +1\}} \). \( P(\mathbf{t} \mid x, \theta) \) denotes the class probability; for example, \( P(\mathbf{1}_k \mid x, \theta) \) is the class probability of \( C_k \). The input \( x \) is categorized into the class with the maximum probability. The computational cost of evaluating all the class probabilities for a certain \( x \) is \( O(H(n+K)) \).

The learning parameters of DRBM, \( \theta \), are optimized by using the maximum-likelihood estimation (MLE). That is, for a training dataset consisting of \( N \) training data points \( \mathcal{D} := \{(\mathbf{x}^{(\mu)}, \mathbf{t}^{(\mu)}) \mid \mu = 1, 2, \ldots, N\} \), the log likelihood of equation \(^{[2]}\), \( \ell(\theta) := N^{-1} \sum_{\mu=1}^N \ln P(\mathbf{t}^{(\mu)} \mid \mathbf{x}^{(\mu)}, \theta) \), is maximized with respect to \( \theta \). The exact inference and learning cannot be executed in RBM, because they involve an exponential computational cost. In contrast, they can be executed in DRBM \[^{[1]}\]. In fact, in DRBM, the inference cost for a certain input is \( O(H(n+K)) \), as mentioned above, and the learning cost (i.e., the cost of evaluating all the gradients of \( \ell(\theta) \)) is \( O(NH(n+K)) \).

III. PROPOSED MODEL

ELM is a three-layered feed-forward neural network \[^{[7]}\]. In a standard feed-forward neural network, all the parameters in the system (the biases and connection weights) are trained by using a given dataset. In contrast, in ELM, only the connection weights between the hidden and output layers and the biases in the output layer are trained during training, and the remaining untrained parameters (i.e., the connection weights between the input and hidden layers and the biases in the hidden layer) are randomly determined before training. With an appropriate setting for the untrained parameters, the results obtained using ELM can be comparable to those obtained using standard feed-forward neural networks \[^{[7]}\]. The number of tuned parameters of ELM is less than the corresponding feed-forward neural network. Therefore, the representation power of ELM is less than that of the corresponding feed-forward neural network. However, ELM tends to be more robust, or in other words, more generalized. Hence, ELM can be effective in disadvantageous situations, such as situations in which the training dataset is small or input data are noisy.

In the following, we extend the idea of ELM to a probabilistic model and then consider a combination of it with DRBM.

A. Untrained probabilistic layer: probabilistic-ELM layer

In ELM, the feed-forward signal to the \( j \)th hidden unit from the input layer is expressed as \( u_j(x) := b^{(0)}_j + \sum_{i=1}^n w^{(0)}_{ji} x_i \), where \( b^{(0)} \) denotes the biases of the hidden layer and \( w^{(0)} \) denotes the (directed) connection weights between the input layer and hidden layer. The output signal of the \( j \)th hidden unit is \( z_j = \text{act}(u_j(x)) \), where \( \text{act}(u) \) is a certain activation function.

Based on the above feed-forward propagation, a probabilistic layer expressed by the Bernoulli distribution over \( z := (z_1, z_2, \ldots, z_H)^T \in \{-1, +1\}^H \) is defined as

\[
B(z \mid x, \theta_0) := \prod_{j=1}^H \frac{\exp(u_j(x)z_j)}{2 \cosh u_j(x)}, \tag{3}
\]

where \( \theta_0 \) is the set of the parameters in \( b^{(0)} \) and \( w^{(0)} \). The units \( z \) in this probabilistic layer stochastically take a value of
Fig. 2. Illustration of MDRBM as a four-layered probabilistic neural network. \( t \) and \( h \) are all random variables. \( b^{(0)} \) and \( w^{(0)} \) are the untrained parameters that are determined before training.

with respect to \( \theta \). The log likelihood is maximized using a gradient ascent method. The gradient of \( \ell^\dagger(\theta; \theta_0) \) with respect to a learning parameter \( \alpha \in \theta \) is obtained as

\[
\frac{\partial \ell^\dagger(\theta; \theta_0)}{\partial \alpha} = \frac{1}{N} \sum_{\mu=1}^{N} \sum_{z} \frac{\partial \ln P(t^{(\mu)} | z, \theta)}{\partial \alpha} P(z | t^{(\mu)}, x^{(\mu)}, \theta, \theta_0),
\]

where

\[
P(z | t, x, \theta, \theta_0) = \frac{P(t | z, \theta)B(z | x, \theta_0)}{P(t | x, \theta, \theta_0)}
\]

is the conditional distribution of \( z \), given \( x \) and \( t \). Because the gradient in equation (8) involves an intractable sum over \( z \), it is evaluated using the sample approximation in a manner similar to equation (6):

\[
\frac{\partial \ell^\dagger(\theta; \theta_0)}{\partial \alpha} \approx \frac{1}{NS \sum_{i=1}^{N} \sum_{\mu=1}^{S} \frac{\partial \ln P(t^{(\mu)} | z^{(\mu)})}{\partial \alpha} P(t^{(\mu)} | z^{(\mu)}, \theta)} \frac{P(t^{(\mu)} | x^{(\mu)}, \theta, \theta_0)}{P(t^{(\mu)} | x^{(\mu)}, \theta, \theta_0)},
\]

where \( z^{(\mu,1)}, z^{(\mu,2)}, \ldots, z^{(\mu,S)} \) are \( S \) sample points drawn from \( B(z | x^{(\mu)}, \theta_0) \). Thus, the learning cost of MDRBM is \( O(N \{SH(H + K) + nH\}) \).

In MDRBM, the stacked DRBM is received the fluctuating signals from the PELM layer. This scheme can be viewed as a data-augmentation scheme in the training; and therefore, this can help to increase the strength of noise robustness. Furthermore, the fluctuating signals also can help to increase the strength of noise robustness in the inference; the detailed discussion of it is presented in section VCC.

IV. DETERMINATION OF UNTRAINED PARAMETERS

In MDRBM, it is assumed that the parameters in \( \theta_0 \) are untrained ones, the values of which are determined before training. The values of the parameters in \( \theta_0 \) are very important because they directly affect the feature mapping from the input layer to the first hidden layer. In ELM, such untrained parameters are determined randomly. This type of strategy can be also employed in MDRBM.

In the following, an alternative strategy based on GBRBM [8], [9] is considered. GBRBM is defined in the following form:

\[
G(z, x | \theta_0, \theta_1) := \frac{1}{ZG(\theta_0, \theta_1)} \exp \left( -E_G(z, x; \theta_0, \theta_1) \right),
\]

where

\[
E_G(z, x; \theta_0, \theta_1) := \frac{1}{2} \sum_{i=1}^{n} \sigma_i^2 - \sum_{i=1}^{n} c_i x_i - \sum_{j=1}^{n} b_j^{(0)} z_j - \sum_{j=1}^{n} \sum_{i=1}^{n} w_{ij}^{(0)} z_j x_i,
\]
where $\theta_1$ is the set of the parameters, $\sigma$ and $c$, and $Z_G(\theta_0, \theta_1)$ is the partition function. In GBRBM, $x$ are regarded as the visible variables and $z$ are regarded as the hidden variables. Note that the definition in equation (10) is slightly modified from the original ones [8], [9] but is essentially the same. The conditional distribution of GBRBM is equivalent to the Bernoulli distribution in equation (11): 

$$ G(z \mid x, \theta_0, \theta_1) = B(z \mid x, \theta_0). $$

The learning of GBRBM is achieved by maximizing the marginal log likelihood, 

$$ \ell_G(\theta_0, \theta_1) := N^{-1} \sum_{n=1}^{N} \sum_{z} G(z, x^{(n)} \mid \theta_0, \theta_1), $$

with respect to $\theta_0$ and $\theta_1$. This GBRBM-learning is unsupervised because it uses only input data in the given dataset. The maximization of $\ell_G(\theta_0, \theta_1)$ can be performed using the contractive divergence method [3]. The untrained parameters in $\theta_0$, trained using the GBRBM-learning method, is used in MDRBM.

A. Related models

In the original DRBM, the hidden variables are binary variables. Recently, an extended DRBM, called continuous-DRBM (CDRBM), has been proposed [11] for the purpose of the improvement of the generalization property. In CDRBM, the hidden variables are treated as $[-1, +1]$-continuous variables. CDRBM has been numerically proven to be superior to the original DRBM in terms of the generalization property in a bad condition such as the case of the size of training dataset is strongly limited or the case of the training and test datasets being dissimilar to each other. The continuous hidden variables can help to avoid data over-fitting in such a case.

The idea of the proposed model, MDRBM with the GBRBM-learning method, is the same as that of RBM-ELM [10]. In RBM-ELM, the untrained parameters of ELM are determined via the GBRBM-learning method. It was shown that RBM-ELM can achieve a better performance than the standard ELM and its variant models.

In the experiments in the following section, the proposed model is compared with these related models.

V. NUMERICAL EXPERIMENTS

In this section, results of numerical experiments are presented. All the input data used in the following experiments were standardized in the preprocessing, i.e., the Z-score normalization. In the following, the results of some numerical experiments are presented, in which all the results are the average values obtained over multiple experiments (in all the experiments, training and test datasets were fixed). In the following experiments, $S$ (which is the number of sample points for the sampling approximation) was set as follows unless otherwise noted: in the learning stage (i.e., in equation (9)) $S = 5$; while, in the inference state (i.e., in equation (6)) $S = 50$.

A. Experiment for MNIST

In the experiments of this section, a dataset obtained from MNIST was used. MNIST is a database of ten handwritten digits, $0, 1, \ldots, 9$, consisting of 70000 data points. Each data point in MNIST includes the input data, a $28 \times 28$ digit image, and the corresponding target digit label. The sizes of the training and test datasets used in this experiment were $N_{\text{train}} = 30000$ and $N_{\text{test}} = 10000$, respectively, which were randomly selected from the MNIST database. The size of the training datasets was limited to emphasize the over-fitting problem.

Using the size-limited training dataset, five different models, (i) DRBM [11] (baseline), (ii) DRBM+ELM(R), (iii) DRBM+ELM(G), (iv) MDRBM(R), and (v) MDRBM(G), were trained. (ii) and (iii) are DRBMs with (non-probabilistic) ELM layers in which the values of $z$ are deterministically determined by $z_j = \tanh(\mu_j(x))$. Here, “(R)” and “(G)” indicate the type of setting of the untrained parameters $\theta_i$. In (R), $b^{(0)}$ was set to zero, and $w^{(0)}$ was randomly drawn from a Gaussian with mean zero and standard deviation $1/\sqrt{n}$. On the other hand, in (G), $\theta_0$ was determined from the GBRBM-learning method as discussed in section [IV] (iv) and (v) are the proposed models of this study, where (R) and (G) have the same meanings as in (ii) and (iii), respectively. It is noteworthy that (iii) can be viewed as an extension of RBM-ELM [10].

During training, the trained parameters $\theta$ of these five models were initialized using the Xavier initialization [14], and the Adam optimizer [15] with the mini-batch size of 100 was used. The sizes of the layers were $n = 784$, $H = 500$, and $K = 10$. Figure 3(a) shows the classification accuracies for the test dataset against the number of training epochs. It is observed that (v) shows the best accuracy.

Next, results of a test of noise robustness are presented. In the test, additive white Gaussian noise (AWGN) were added to the input data in the test dataset, following which the classification accuracies was checked for the “noisy” test dataset of the models trained using the “clean” training dataset. Figure 3(b) shows the classification accuracies for the noisy test dataset against the noise level of AWGN. Here, the noise level represents the standard deviation $\sigma$ of AWGN. In this test, the best models in terms of the test accuracy obtained during training were used. From figure 3(b), it is observed that MDRBM(G) is the best and DRBM+ELM(G) is the second best. This suggests that the GBRBM-learning method is especially effective for noise robustness, which implicitly supports the claim in reference [10].
datasets were again limited. The input RGB color images in CIFAR-10 were converted to the grayscaled images by BT.601.

The settings of the models for the four different datasets were as follows. For MINST, F-MINST, and CIFAR-10, the sizes of the two hidden layers were 500. For ULC, the sizes of the hidden layers were 100. In 4NN, the ReLU activation and the He initialization were used. During training of the models, the Adam optimizer was used; the mini-batch size was 50 for ULC.

Tables II–IV show the results of the noise-robustness test for the four different datasets. The values in the tables are the classification accuracies for the “noisy” test datasets with AWGN. The columns of $\sigma = 0$ correspond to the accuracies for the “clean” test datasets. In almost all cases, MDRBM(G) shows the best or the second best accuracies. Table V shows the accuracy-degradation rate (ADR) for each dataset, in which ADR [%] is defined by

$$ADR := \frac{[\text{test accuracy}]_{\sigma=0} - [\text{test accuracy}]_{\sigma=1}}{[\text{test accuracy}]_{\sigma=0}} \times 100.$$ 

A model having lower ADR is stronger for noise in the input data. MDRBM(G) is superior to the other models in terms of ADR.

For MINST, the results of MDRBM(G) shown in table II are different from those shown in figure III(b). The results shown in table II are better, even through they used the same trained GBRBM. This accuracy difference comes from the difference in $S$ in the inference stage: $S = 5$ and $S = 50$ were used in figure III(b) and in table II, respectively. Empirically, a larger $S$ tends to improve the performance, especially, in the inference stage.

C. Discussion: Effective of PELM layer in inference

In tables II–IV, MDRBM(G) is superior to DRBM+ELM(G) in almost all cases. This suggests that the probabilistic treatment of $z$ is important for the performance of the noise robustness. In the training stage, this probabilistic treatment functions as a data-augmentation. As mentioned in section III-B, this probabilistic treatment is important for not only the training stage but the inference stage.

This can be understood as follows. Consider an input $x$. The stacked DRBM is received $z_j = \tanh(u_j(x))$ in DRBM+ELM(G), while it is received $z_j$ drawn from the Bernoulli distribution in equation (3) in MDRBM(G). Suppose that AWGN with noise level $\sigma$, is added to input, $x + \eta$, and that $u_j(x) = 0$ for the simplicity. For the AWGN, the expectations of $z_j$ in DRBM+ELM(G) and MDRBM(G) are zero:

$$E[z_j | \sigma^2] = \int_{-\infty}^{\infty} \tanh\left(\sum_{i=1}^{n} w_{j,i}^{(0)} \eta_i\right) N_n(\eta | \sigma^2 I) d\eta = 0,$$

where $N_n(\eta | \sigma^2 I)$ is the $n$-dimensional Gaussian with zero mean vector and covariant (diagonal) matrix $\sigma^2 I$. The variances of $z_j$ in DRBM+ELM(G) and MDRBM(G) are

$$V_{\text{ELM}}[z_j | \sigma^2] = \int_{-\infty}^{\infty} \tanh^2\left(\sum_{i=1}^{n} w_{j,i}^{(0)} \eta_i\right) N_n(\eta | \sigma^2 I) d\eta,$$

$$V_{\text{PELM}}[z_j | \sigma^2] = 1,$$

respectively. It can be proven that $V_{\text{ELM}}[z_j | \sigma^2]$ is a monotonically increasing function with respect to $\sigma^2$. Therefore, the variance of $z_j$ in DRBM+ELM(G) increases with the increase in the noise level, while that in MDRBM(G) is always one for any $\sigma^2$. This implies that the distribution of $z_j$ of MDRBM(G) is more robust for the noise than that of DRBM+ELM(G) in terms of the variance.

VI. CONCLUSION AND FUTURE WORKS

In this paper, a probabilistic four-layered neural network named MDRBM was proposed by combining DBRM and a PELM layer. The PELM layer is an untrained probabilistic...
layer inspired by ELM. Unlike DBM, the learning of the proposed MDRBM can be performed by applying only a simple sample approximation. Moreover, we proposed an effective setting of the parameters in the PELM layer based on the GBRBM-learning method, which is in accordance with a similar idea proposed in reference [10]. In the numerical experiments using some benchmark datasets, MDRBM with the GBRBM-learning method (i.e., MDRBM(G)) largely improves the property of the noise robustness against the input noise.

In the proposed model, the quality of the GBRBM-learning is essentially important. Karakida et al. proposed an efficient learning algorithm for GBRBM [12] that enables the exact training of GBRBM by limiting the weight parameters \(\mu^{(0)}\) in the Stiefel manifold. In GBRBM trained using this method, the hidden variables \(z\) are statistically independent of each other; therefore, they will produce a feature mapping similar to that of principal component analysis. Applying this learning method to MDRBM is one of the most interesting future works.
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