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Abstract. The COVID-19 was discovered in December 2019 in China's Wuhan. and resulted in a major outbreak in several cities in China and spread globally, continuing to have a devastating influence on the world wide population's health and well-being. The virus affects the respiratory system and it is transmitted through close contact of individuals. Efficient screening of infected patients is a crucial step in standing up to COVID-19. As the virus affects the respiratory system, images of chest X-rays are analyzed using deep learning techniques for early detection of COVID-19. The existing deep learning models identify COVID-19 with an accuracy of 79%. The proposed model focuses on detecting COVID-19 in an effective manner, the model includes the following phases: Preprocessing the image using data augmentation and infusing the trained model with different Convolutional Neural Network architectures. The proposed model uses Residual Neural Network architecture (ResNet-152v2), NASNetLarge, and Visual Geometry Group architecture (VGG16), a Convolutional Neural Network (CNN) which are faster when compared to the already existing systems and have an accuracy of 87.50%, 87.50% and 82% respectively.

1. Introduction
The outbreak of coronavirus threatens to have a disastrous influence on human well being and economies of the world’s community. To reduce the transmission of coronavirus, effective monitoring of affected people is a key step in ensuring that all infected get timely attention and care, as well as to limit the spread of virus. The approach used for identifying coronavirus’ occurrences is Reverse Transcriptase-Polymerase Chain Reaction (RT-PCR) research. It can trace the presence of virus spreading COVID from respiratory specimens gathered from different swabs such as the nose, nasal cavity or middle part of the throat. Though RT-PCR testing is the standard method, it is a very tedious and manual process that is short in supply. Also, the responsiveness of the RT-PCR test is generally low and has not been documented clearly and accurately to date.

An additional screening technique used for the detection is radiography analysis, in which chest X-ray images are analyzed to check for traces associated with the virus. It is used for the purpose of screening COVID-19 outbreaks, and most positive COVID-19 cases documented irregularity in the X-Ray images in their research. The use of X-Rays for COVID-19 identification has many advantages, particularly in highly affected regions:

- CXR imaging allows for quick treatment of persons who are suspected to have the traces of virus.
- This is conducted in conjunction with viral testing, especially in containment zones where they run out of capacity, or also as a separate option where virus detection is not an option.
● In many medical centers and scanning facilities, Chest X-ray imaging is broadly used and cost-effective and it is also considered common equipment in most hospitals. In fact, due to high equipment and maintenance costs, CXR scanning is more readily available than Computed tomography.

● The presence of the portable CXR system ensures that scanning can be carried out in a separate room, thereby greatly deterring the transmission of coronavirus.

● CXR scanning is also recommended being helpful in cases in which persons with original negative RT-PCR test findings report to the intensive care unit with increasing signs.

Driven by the urgent need to build methods to tackle the COVID-19 disease outbreak, inspired by the scientific community’s open source and freely accessible initiatives this study introduces the Deep convolutional neural network architectures such as RESNET15, NASNetLarge and VGG16 which are adapted to identify COVID-19 cases from open source and publicly accessible CXR images, shown in Figure 1.
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**Figure 1.** Sample X-Rays for Covid-19 and Normal

2. Related Works

Chest radiography examination has been an indicative tool widely used in medical care. During the last few years it has been used to differentiate and monitor the progression of a few respiratory problems, such as Crohn’s disease, cellular breakdown in the lungs or pneumonia and to evaluate abnormalities in the cardiothoracic region [1]. Therefore, the study of CXR images of the suspected individuals provides an enormous possibility for screening steps which help in the early detection of coronavirus [2]. Noticeably more, it is understood that, despite their feasibility, Polymerase Chain Reaction (PCR) [3] considers that there is a degree of false negative, so the radiological examination is yet another instrument to assist and validate the study of these patients.

The studies conducted recently show that there is distinguishing evidence associated with COVID-19, it could be identified with other respiratory illnesses with comparative attributes such as pneumonia [4]. A fully programmed system for the examination of chest X-Ray images, identifying obvious cases of COVID-19, will minimize the great work and risks of the healthcare professionals allowing a strong and replicable analysis to support the clinical complex chain.

To differentiate instances of COVID-19 from pneumonia a 3-step methodology was built to improve the ResNet-50 which is a pre-trained architecture to boost model efficiency and decrease the training time. This is a useful model in the advance screening of COVID-19 reports and helps lower the amount of distress. By developing freely accessible source code and datasets, this model introduces an appropriate Convolutional Neural Network model. It offers an algorithmically advanced and relatively reliable method for the multi-class classification of three main classes of illness along with healthy people [5]. It yields the accuracy of 96.23% in 41 iterations.

This deep learning technique for transfer learning uses random oversampling and weighted class loss function methods. To perform chest X-Ray image multi-class classification ResNet, Inception-v3 and NASNetLarge were used. In comparison to other models, NASNetLarge showed better performance, which is again related to other newly proposed architectures. Using standard performance measures like precision, accuracy, recall, area under the curve, specificity, and F1 score, each trained method was assessed. In the binary classification of COVID-19 samples, NASNetLarge proved to be
more effective in particular [6]. To produce better outcomes, more profound learning models and preprocessing strategies can also be considered.

The studies conducted on examination of chest X-Ray images use one of the transfer learning strategies known as fine-tuning. For fine tuning the CXR images, the ImageNet's pretrained weight is used to deal with the VGG-16 model, it is also known as Attention-based VGG-16. The primary components of this model are the Attention Module, the Convolution Module, the FC layer, and the Softmax Classifier [7]. The approach relies on the pre-trained Deep Learning model VGG-16. It collects low-level functions using its small-sized kernel, which is suitable for Chest X-Ray images with a smaller number of layers compared to its equivalent VGG-19 model is the reason to prefer VGG-16.

3. Methodology
The proposed model focuses on the preprocessing and data augmentation and uses pretrained models i.e, ResNet152V2, NasNetLarge and VGG16 for classifying dataset in two classes COVID X-rays and Normal X-Rays.

The system classifies the input images into categories. It marks the X-ray as COVID-19 positive or negative. First, the COVID Chest X-ray dataset is preprocessed and used in this analysis. Then the role of the classification model is described, which is based on the principle of Deep CNN approaches. Finally, the input images are classified.

3.1. Flow Diagram
The Flow Diagram of the proposed model is shown in Figure 2.

![Flow Diagram of Proposed model.](image)

3.2. Dataset Description
- Name: covid-chestxray-dataset [8]
- Source: GitHub
- Description: Chest X-rays of infected people that are COVID-19 positive or suspected to have the infection are gathered and those datasets are available to the public.
Metadata: Sex, Age, Survival Status, Date of Scan, Findings and so on are the informations given about the data. The Figure 1 shows the sample images contained in the dataset.

3.3. Pre-Processing and Data Augmentation
In order to minimize the issue of model overfitting, a data augmentation approach is applied. There is a high chance of overfitting because of the in-depth design of the pre-trained system if the amount of data set is minimal. Additional images were created utilising data augmentation in order to avoid this limitation. Utilizing three phases, resizing, flipping and rotation, augmentation was implemented. A dimension of 224 x 224 x 3 was used for the resizing. The applied augmentation strategies attempted to improve the generalisation of the developed framework. Only on the X-ray training collection of data the data augmentations are introduced.

3.4. ResNet152V2
The Residual Network (ResNet) is a CNN architecture shown in Figure 3 has hundreds or thousands of convolutional layers. ResNet includes a wide range of levels with powerful output. Classification, feature extraction, and prediction are the few applications of it. Residual networks with a depth of up to 152 layers are evaluated on the ImageNet [9] and it is deeper than VGG networks, but much less complicated. Before each weighted layer, Version2 utilizes batch normalization, it is the main distinction among ResNet 152V2 and the initial version. ResNet has a high success rate in the area of image detection tasks. It is also efficient in the localization task.

3.5. NasNetLarge
NASNet-Large a CNN, trained on large number images from ImageNet datasets. The system will categorize pictures into thousand types of things, like as a monitor, mouse, pen, and several other objects. As an effect, for a large dataset, it has studied rich function representations. It has a picture input scale of 331-by-331 for image inputs [10]. The architecture diagram of NasNetLarge is shown in Figure 4.
The Very Deep Convolutional Network (VGG) was initially demonstrated by K. Simonyan and A. Zisserman in 2014 in the article "Very Deep Convolutional Networks for Large-Scale Image Recognition". On ImageNet, which is a data source including over 14 million pictures associated with various classes, VGG attains 92.7%, a top accuracy rate in it [11]. The analysts analyzed the influence of depth on precision. They use a simple convolutional neural network with quite limited (3x3) convolution filters with phase and pad 1, 2x2 max-pooling with phase 2, for this reason, and increase the depth to 16–19 layers, which at that time was appropriate [12]. The generalization of the model is improved by the spike in the number of levels. The number of levels seems to be the only distinction among VGG16 and VGG19. The convolutional neural network, however, is utilized to evaluate the picture object [13]. The architecture diagram of VGG16 is shown in Figure 5.

Figure 5. Architecture Diagram of VGG16.

4. Result and Analysis

4.1. Model Evaluation
The basic parameters of evaluation such as precision, sensitivity, specificity, accuracy, False Negative Rate, F1 score, False Positive Rate and so on were used to test the feasibility of this approach. Accuracy indicates how correctly the total number of covid X-rays from the dataset are classified. The proposed
model's sensitivity or true positive levels. It is the ratio between the number of X-rays that are expected to be COVID-19 and the number of X-rays in the collected data. The specificity is the ratio between the number of X-rays that are expected to be regular to all normal X-rays in the data set. Precision shows whether the X-ray is projected as infected and how it is reflected by the real existence of infection. The lower the false positives and false negatives value, the higher the efficacy of the proposed system. The following equation 1-6 formulas were used to find the evaluation parameters.

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \\
\text{Precision} = \frac{TP}{TP + FP} \\
\text{Recall} = \frac{TP}{TP + FN} \\
\text{Specificity} = \frac{TN}{TN + FP} \\
\text{Sensitivity} = \frac{TP}{TP + FN} \\
\text{F1 Score} = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]

Where TP denotes the total number of correctly detected COVID instances, FP denotes the total number of falsely detected COVID instances, and FN denotes the total number of falsely detected normal cases, TN denotes the total number of correctly detected normal cases. The numerical values of these parameters are shown in Figure 6.

4.2. Experimental Results

ResNet152V2, NasNetLarge, and VGG16 were three trained CNN models used for the experiment. Figure 7, Figure 8, and Figure 9 represent the training loss and accuracy of the ResNet152V2, NasNetLarge, and VGG16 models respectively with the number of epochs. Each model uses 25 epochs. The training accuracy and the value accuracy of the VGG16 model shown in Figure 9 is less accurate in comparison with the other two models. However, it produces minimum training loss and value loss. Comparing the graphs of each model, it is found that the NasNetLarge model has more training accuracy and value accuracy compared to the other models. On analyzing the graphs of NasNetLarge and ResNet152V2, it is found that the training accuracies and value accuracies are very similar.

A total of three models have been developed in the study, and the efficiency of each system has been assessed with respect to the behaviour described in the above chapters. The results obtained show that NasNetLarge performs better than the other two models with the best degree of precision of 87.50%. Both ResNet152V2 and NasNetLarge produced similar results, and the sensitivity of NasNetLarge is higher than ResNet152V2. The key motive for using X-ray scans for earlier COVID-19 detection was to reduce the sensitivity issue of the RT-PCR and also the false positive rate of Lab experiments of RT-PCR is found to be lower sensitivity of the regular method used for detection is the main obstacle faced in managing the pandemic. Whereas higher sensitivity indicates that there are only a few X-rays left undetected with COVID-19, which eventually decreased the distribution of COVID-19. ResNet152V2 achieved 66.67% sensitivity whereas NasNetLarge achieved highest sensitivity of 99.85% other parameter performances are visually represented in Figure 10.
Figure 6. Confusion matrices of proposed models.

Figure 7. Accuracy and loss of training and testing data for ResNet152V2.

Figure 8. Accuracy and loss of training and testing data for NasNetLarge.
Figure 9. Accuracy and loss of training and testing data for VGG16.

Table 1. Parameters and Performance Metrics of the Models

| Measures    | ResNet152V2 | NasNetLarge | VGG16 |
|-------------|-------------|-------------|-------|
| Accuracy    | 87.50%      | 87.50%      | 75%   |
| Sensitivity | 75%         | 99.58%      | 99.58%|
| Specificity | 99.28%      | 83%         | 60%   |
| Precision   | 99.38%      | 66.67%      | 60%   |
| Recall      | 75%         | 99.38%      | 99.38%|

Figure 10. Pictorial representations of performance analysis.
5. Conclusion
This study proposes models such as ResNet152V2, NasNetLarge and VGG16 for the earlier identification of coronavirus traces from the chest X-ray scans and these models are trained with nearly hundreds of preprocessed images and trained with them. Using standard performance measures, like accuracy, precision, recall, specificity, and F1 score, each trained model was analyzed. In spite of having X-ray scans in limited amounts, all the three variations of the proposed models obtained impressive results on the test dataset which is shown in Table 1. The best accuracy of the study is 87.5% and the significant sensitivity percentage of 99.58%. The proposed model will definitely play a significant role in early and rapid identification of COVID-19 with such a higher precision, thereby reducing testing time and expense. According to the study done, models have been shown to obtain different scores in various situations but NASNetLarge exhibited better results, particularly in binary classification COVID-19 X-ray scans. In order to produce improved outcomes, more approaches using deep learning can be investigated as an extension of this work.
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