Universal collisionless transport of graphene
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The impact of the electron-electron Coulomb interaction on the optical conductivity of graphene has led to a controversy that calls into question the universality of collisionless transport in this and other Dirac materials. Using a lattice calculation that avoids divergences present in previous nodal Dirac approaches, our work settles this controversy and obtains results in quantitative agreement with experiment over a wide frequency range. We also demonstrate that dimensional regularization methods agree, as long as the scaling properties of the conductivity and the regularization of the theory in modified dimension are correctly implemented. Tight-binding lattice and nodal Dirac theory calculations are shown to coincide at low energies even when the non-zero size of the atomic orbital wave function is included, conclusively demonstrating the universality of the optical conductivity of graphene.

In graphene, numerous electronic properties with energy sufficiently below the scale $v\Lambda \simeq 1$–1.5 eV are governed by the linear Dirac spectrum with velocity $v$ [1]. Examples are the minimal conductivity in disordered samples [2], the odd-integer quantum Hall effect at high magnetic fields [3], and the observation of Klein tunneling through potential barriers [4]. These observations are explained in terms of non-interacting Dirac fermions, while the electron-electron Coulomb interaction clearly affects transport properties with energy sufficiently below the scale $v\Lambda$. While these divergences cancel if one adds up all diagrams, the finite result, which determines $\sigma(\omega)$, is logarithmically enhanced, as seen in magneto-oscillation [7], angular resolved photoemission spectroscopy [8] and capacitance measurements of the density of states [9].

Given this success, it is remarkable that there exists a rather long-standing controversy in the theoretical description of Coulomb interaction corrections to the optical absorption of graphene [10–18]. Experiments report an optical transmission close to 97.7% [19], a value that is consistent with current observations [12]. These controversies were believed to be resolved when two of us demonstrated that a calculation that respects conservation of the electric charge leads to [12]

$$C = \frac{19 - 6\pi}{12},$$

a value that was first determined by Mishchenko [11]. The essential claim of Ref. [12] was that, while different results can be obtained within the NA (as found in earlier work [10]), this ambiguity is eliminated when the Ward identity is enforced.

However, subsequent investigations [13, 14] led to an
alternate result for $C$, calling into question this picture. In particular, Juricic et al. \[13\] used the NA along with dimensional regularization of the integrals (altering the spatial dimension to $d = 2 - \epsilon$ with $\epsilon \to 0$ at the end of the calculation), obtaining a much larger value $C' = (22 - 6n)/12$ within a calculation that also obeyed the Ward identity at least for finite $\epsilon$. This larger value was also obtained in Ref. \[14\], who claimed to perform a tight-binding calculation. Incidentally, using $C'$ in Eq. (1) yields results in disagreement with experiment. The authors of Ref. \[14\] concluded that the source of the error was the linearized spectrum and concluded that a proper treatment of the spectrum in the entire Brillouin zone (BZ) is needed to determine the optical conductivity. It was added that this unexpected behavior is related to a chiral anomaly or due to non-local optical effects \[24\].

Given these discrepancies, an obvious question is whether $C$ is indeed a universal number. If states in the entire BZ matter, one could easily construct new dimensionless quantities $\gamma$ and the coefficient $C$ in Eq. (1) might depend on $\gamma$. Then, distinct analytic results would merely correspond to different limits of $C (\gamma)$. An example for such a dimensionless quantity is $\gamma = \lambda/a$, where $a \approx 1.42\,\text{Å}$ is the carbon-carbon distance and $\lambda$ the size of the $p_\sigma$-orbital Wannier function of the $sp^2$ hybridized graphene lattice (see Fig. 1). Then, only a detailed quantum chemical analysis would be able to determine the correct optical conductivity, even for frequencies small compared to the bandwidth. This would imply the breakdown of the widely-used NA for graphene.

In this paper we start from a lattice tight-binding description of graphene and determine the optical conductivity, including leading Coulomb corrections, in the collisionless regime. Allowing for a finite extent of the Wannier functions, we demonstrate that the constant $C$ is indeed universal, i.e. independent of the ratio $\lambda/a$, and takes a value that is, within the numerical accuracy, given in Eq. (2). We explain why previous lattice based attempts \[14\] failed to reach the correct conclusion and show how to obtain Eq. (2) even in case of the dimensional regularization scheme used in Ref. \[13\]. The latter conclusion is fully consistent with the recent field theory analysis of Ref. \[25\]. Thus, our work finally settles all aspects of this controversy. It demonstrates that the Dirac cone approximation can be safely applied for low energy properties and that the longitudinal optical conductivity is not affected by a chiral anomaly or states far from the Dirac cone and that no subtlety due to non-local effects in the conductivity occurs. Finally, it shows how to properly include interaction corrections within the lattice theory, which is essential for physical quantities where a NA cannot be applied.

Graphene is a honeycomb lattice of carbon atoms spanned by the (triangular) Bravais lattice vectors $\mathbf{R}_i = i_1 \mathbf{a}_1 + i_2 \mathbf{a}_2$ with $i_1, i_2 \in \mathbb{Z}$ and $\mathbf{a}_{1,2} = \frac{\sqrt{3}}{2} a (\pm 1, \sqrt{3})$, and basis vectors $\mathbf{u}_{a,b}$ (one choice is $\mathbf{u}_a = 0$, $\mathbf{u}_b = (0, -a)$). We introduce a spinor composed of electron creation operators $c_{\mathbf{R}, \sigma}^+ = (a_{\mathbf{R}, \sigma}^+, b_{\mathbf{R}, \sigma}^+)$ which create an electron with spin $\sigma$ on the corresponding lattice site $(\mathbf{R}_i, l)$ with $l = a, b$. With these definitions it follows that the tight-binding Hamiltonian reads $H_0 = \sum_{\mathbf{k}l\sigma} c_{\mathbf{k}l\sigma}^\dagger \mathbf{H}_{kl} c_{\mathbf{k}l\sigma}$ with $c_{\mathbf{k}l\sigma} = \frac{1}{\sqrt{N}} \sum_{\mathbf{R}} e^{i\mathbf{k}\mathbf{R}} c_{\mathbf{R}l\sigma}$. In case of only nearest-neighbor hopping $t$, one finds $\mathbf{H}_{kl} = h_{kl} \cdot \sigma$ with the vector $h_{kl} = \langle \text{Re} h_{kl}, \text{Im} h_{kl} \rangle$ given by $h_{kl} = -t \left( 1 + e^{-ik_1a_1} + e^{-ik_2a_2} \right)$ and Pauli matrices $\sigma = (\sigma_x, \sigma_y)$. A linear Dirac spectrum emerges near $\mathbf{K}_\pm = \pm \frac{2\pi}{3a} (\pm 1, 1, 0)$. The current operator is given by \[26\] $J_{\mathbf{R}, l} = -\frac{e}{\hbar} \sum_{\mathbf{l}, \delta_\alpha} \left[ (\delta_{\alpha} + \mathbf{u}_b - \mathbf{u}_a) b_{\mathbf{R}l+\mathbf{d}_\alpha} c_{\mathbf{R}l} - \text{h.c.} \right]$ with nearest-neighbor Bravais lattice vectors $\delta_\alpha (\alpha = 1, 2, 3)$. Electrons interact via the Coulomb interaction

$$H_{\text{int}} = \frac{e^2}{2} \sum_{\sigma, \sigma'} \int \frac{d^3r}{d^3r'} \frac{\psi_{\sigma'}^\dagger \psi_{\sigma'}^\dagger \psi_{\sigma'} \psi_{\sigma}}{\epsilon_F | \mathbf{r} - \mathbf{r}' |} ,$$  

(3)

where the field operators $\psi_{\sigma'} = \sum_{\mathbf{R}, l} \varphi_{\mathbf{R}l} (\mathbf{R} - \mathbf{R}_i - \mathbf{u}_l) c_{\mathbf{R}l\sigma}$ are defined via the Wannier $p_\sigma$-atomic orbitals $\varphi (\mathbf{r})$ localized on the $sp^2$-hybridized carbon atom at site $(\mathbf{R}_i, l)$. In the evaluation of the Coulomb matrix elements, we assume that $\varphi^*(\mathbf{r} - \mathbf{R}_i - \mathbf{u}_l) \varphi (\mathbf{r} - \mathbf{R}_j - \mathbf{u}_m)$ is small unless $i = j$ and $l = m$ such that we obtain in momentum space (for details see the supplemental material (SM) \[27\])

$$H_{\text{int}} = \frac{1}{2} \int \frac{d^2q}{(2\pi)^2} V(q) \sum_{\sigma, \sigma'} e^{iq(\mathbf{u}_l - \mathbf{u}_m)} \times \sum_{kk'\sigma\sigma'} c_{k\sigma}^\dagger q_{\sigma'} c_{k'\sigma'} c_{kk'\sigma} ,$$  

(4)
with \( V(q) = 4\pi e^2 \int_{-\infty}^{\infty} dq_r |\rho(q,z)|^2 \) determined by the electron density of the three-dimensional atomic orbital 
\( \rho(q,z) = \frac{1}{\pi} \int d^3r \frac{\varphi(r)^2 e^{i(qr_\parallel + q_z z)}}{r_\parallel} \), where \( r_\parallel \) is the projection of \( r \) into the graphene plane. Using the 2\( p_z \)-orbitals with effective Bohr radius \( a_B \), we obtain \( V(q) = 2\pi e^2 F(q)/(\epsilon(q)) \), where the form factor was fitted to \( F(q) = \exp(-|q|a_B^2) \) and \( a_B \approx 0.9\AA \) [28]. In the following, we use \( V(q) = 2\pi e^2 \exp(-|q|^2\chi^2/2)/|q| \) that follows from a Gaussian wavefunction, with \( \lambda \) corresponding to the size of the orbital (see Fig. 1).

All momentum vectors in Eq. (4) are two-dimensional. Crucial for our subsequent analysis is the fact that the sums \( \sum_{k,k'} \) in Eq. (4) run over the first BZ, while the integral over \( q \) goes over the infinite momentum space, i.e., it is a combined sum over transferred momenta of the BZ and a sum over all reciprocal lattice vectors, a distinction that was ignored in earlier work [14]. This follows from the fact that the electron density of the orbitals \( \varphi(r)^2 \) is not confined to the discrete lattice points.

\[
\chi_J^{(1, bc)}(i\omega) = -T^2 \sum_{k, k' \mu} \frac{d^2q}{(2\pi)^2} V(q) Tr\left( J_{k\mu} G_{k,i\omega+ie} J_{k\mu} G_{k,i\epsilon} M_{q} G_{k+q,i\epsilon} M_{-q} G_{k,i\epsilon} \right)
\]

\[
\chi_J^{(1, d)}(i\omega) = \frac{T^2}{2} \sum_{k, k' \mu} \frac{d^2q}{(2\pi)^2} V(q) Tr\left( J_{k\mu} G_{k,i\omega+ie} M_{q} G_{k+q,i\epsilon} J_{k\mu} G_{k+q,i\epsilon} M_{-q} G_{k,i\epsilon} \right).
\]

Here, \( G_{k,i\omega} = (i\omega - \mathcal{H}_k)^{-1} \) denotes the bare Green’s function and the matrix \( M(q) = \begin{pmatrix} \exp(iqu_{\parallel}) & 0 \\ 0 & \exp(iqu_{\parallel}) \end{pmatrix} \) accounts for the spatial separation of the two carbon basis atoms (see Eq. (4)). It plays an important role in the following evaluation of \( \chi_J^{(1)} \) as it renders the integration over momentum \( q \) finite. To see this explicitly, let us analyze \( \chi_J^{(1, bc)} \) and define a self-energy as

\[
\Sigma(k) = -\int \frac{d^2q}{(2\pi)^2} V(q) \sum_\epsilon M_{-q} G_{k+q,i\epsilon} M_{q}.
\]

Upon evaluating the frequency integration, we obtain \( \Sigma(k) = \begin{pmatrix} 0 & \Sigma_{12} \\ \Sigma_{12} & 0 \end{pmatrix} \) with \( \Sigma_{12}(k) = -\frac{1}{2} \int \frac{d^2q}{(2\pi)^2} V(q) e^{i\phi(k+q) - i\phi(|q|)} \),

\[
\chi_J^{(1, bc)}(i\omega) = \frac{T^2}{2} \sum_{k, k' \mu} \frac{d^2q}{(2\pi)^2} V(q) e^{i\phi(k+q)} e^{-i\phi(|q|)} \ln(\Lambda/|q|) \] with \( \Lambda \) a cutoff introduced to regularize the UV divergence. Here, we will not introduce any such cutoff, since the integral in Eq. (9) is convergent due to the regularizing effect of a finite lattice constant \( \alpha \). Even for atomic orbitals of zero width \( \lambda = 0 \), the self-energy remains finite due to the factor \( \exp(iq_{\parallel}-u_{\parallel}) \) in Eq. (9) that oscillates rapidly at large \( q \). We explicitly demonstrate this in [27] by performing a Fourier transformation of the self-energy to real-space \( \Sigma(k) = -\frac{e^2}{\pi^2} A \sum_{R_i} e^{ikR_i} |F(R_i)|^2 \), where \( A \) is the area of the graphene sheet, \( F(0) \neq 0 \) and \( |F(R_i)| \) decays sufficiently quickly to ensure convergence of the sum. All our real-space summations run over \( 4.6 \times 10^4 \) Bravais lattice vectors \( R_i \) of smallest magnitude [27].

In Fig. 2(b), we show our numerical result for \( \Sigma_{12}(k) \) for \( k \) near the node, showing the logarithmic divergence of the \( \theta \) as the node is approached. This is a well known property found in the Dirac approximation that we now see holds in the full tight-binding theory as well. To obtain \( \chi_J^{(1, bc)} \), we insert our result for the self energy into Eq. (6), analytically continue \( i\omega \to \omega + i\delta \), and then evaluate the remaining integral over \( k \), which is clearly convergent as it is restricted to the first BZ.

The vertex contribution \( \chi_J^{(1, d)} \) is evaluated in a similar way [see (27) for details]. The presence of the matrix \( M(q) \) inside the trace again ensures convergence of the \( q \)-integration. The optical conductivity \( \sigma \) and the interaction correction coefficient \( C \) are then determined by

\[
\sigma(\omega) = \frac{\text{Im} \chi_J(\omega) \omega}{\omega},
\]
adding all contributions as $\sigma = \sigma^{(0)} + \sigma^{(1)} + \ldots$ with $\sigma^{(i)} = -\text{Im} \chi_j^{(i)}/\omega$. As shown in Fig. 3, the individual contributions to $\sigma^{(1)} = \sigma_0\alpha (\sigma_{bc} + \sigma_d)$ diverge logarithmically in the low-frequency limit $\omega/D$, where $D = 6t$ is the bandwidth. Their sum, however, remains finite and yields (within numerical accuracy) the coefficient $C$ in Eq. (2), independently of the ratio $\lambda/a$, demonstrating the universal nature of the optical conductivity and transparency of graphene (see Fig. 4).

How does our numerical result of $C$ given in Eq. (2) compare with Ref. 14, who claim to have performed an evaluation of the conductivity of the tight-binding model, but find the larger value $C'$? Following the details of Ref. 14 included in the supplementary material of that paper we find that, in the end, the authors do not evaluate the conductivity numerically, but perform a nodal approximation and regularize diverging integrals in a fashion that violates charge conservation. The final expression of the conductivity coefficient of Ref. 14 is not the correct lattice version of the conductivity anyway, as it lacks the distinction between BZ restricted and unrestricted momentum integrations, discussed above.

Having established within a tight-binding model that the frequency-dependent conductivity is proportional to the coefficient $C$, next we turn to the question of why results based on dimensional regularization (DR) as presented in the detailed calculations of Juricic et al. [13]) seemingly yield a different result. In fact, this issue has already been understood by Teber and Kotikov (TK) within a field theoretic approach for Dirac fermions in $d = 2 - \epsilon$ spatial dimensions [25].

The TK calculation (which we review in the SM [27]), shows that properly regularizing the theory of graphene in $d = 2 - \epsilon$ dimensions (using the modified minimal subtraction, or $\overline{MS}$, scheme) gives an additional renormalization of the conductivity that finally leads to Eq. (1). We add to the insight of TK by examining the conductivity scaling relation in $d = 2 - \epsilon$ dimensions:

$$\sigma(\omega, \alpha) = \lim_{\Lambda \to \infty} b' \sigma(\omega/Z, \alpha(b), \Lambda).$$

Here, $\Lambda$ is an ultraviolet cutoff in our theory, introduced within the Wilson momentum-wheel-shell (WRG), that relates the true conductivity (left side) to the renormalized conductivity. In fact, as we now show, the WRG leads to an ultraviolet quirk in the evaluation of the right side. In particular, we find that the limit $\Lambda \to \infty$ must be taken after the limit $\epsilon \to 0$ (returning to the physical dimensionality) has been taken. If the limit $\Lambda \to \infty$ is taken first, then, although the theory is finite in $2 - \epsilon$ dimensions, additional contributions (coming from the large momentum part of the integral) emerge at $\epsilon \to 0$. This can be seen by directly considering the evaluation of the conductivity within the density-correlator approach of Mishchenko [11], at fixed $\Lambda$ but in spatial dimension $d = 2 - \epsilon$. There, only one diagram (of the form of diagrams (b) and (c), with a self-energy subdiagram) possesses a singular structure making the evaluation rather simple. With details provided in the SM [27], we find that the final result depends crucially on the order of limits. The resulting interaction coefficient, in $d = 2 - \epsilon$
dimensions and at fixed $\Lambda$, has the form:

$$C(\epsilon, \frac{\omega}{\Lambda}) = \frac{22 - 6\pi - 3\left(\frac{\omega}{v}\right)^2}{12},$$  \hspace{1cm} (11)$$

showing that, to obtain the result Eq. (2), one indeed must take the limit $\epsilon \to 0$ before taking $\Lambda \to \infty$. The case of $\Lambda \to \infty$ at fixed $\epsilon$ instead yields $C'$. However, since $\epsilon = 0$ is the marginal dimension, additional singularities may appear when the limit $\epsilon \to 0$ is taken, and the best strategy is to regularize the full theory via the $\overline{MS}$ prescription as done by TK, who find a modification of the bare-bubble contribution (diagram (a) of Fig. 2) that combines with Eq. (11) to finally arrive at Eq. (2).

In conclusion, we have evaluated the optical conductivity of graphene including the lowest order Coulomb interaction corrections within a full lattice tight-binding approach. We correct previous results of the non-interacting conductivity beyond the Dirac limit. Considering interactions, we explicitly show that $\sigma$ is universal and independent of other dimensionless quantities such as the ratio of the atomic orbital width to the lattice constant (for frequencies $\omega < v\Lambda$). Our work validates previous Dirac approximation calculations, and resolves a long-standing controversy about the correct way to regularize the Dirac theory. Since descriptions of electronic systems by effective low-energy models like the Dirac Hamiltonian of graphene are the cornerstone of condensed matter physics, it is gratifying that our work confirms the quantitative accuracy of this method.
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OVERVIEW

This supplementary material section contains two main sections describing our calculations of the frequency-dependent conductivity of graphene. Although our calculations are relatively straightforward, given the discrepancies in the literature regarding the evaluation of this quantity we felt it was necessary to provide considerable detail.

In Sec. A, we describe our calculation of the conductivity of graphene within the tight-binding approach, including the bare bubble as well as leading-order interaction corrections. As discussed in the main text, these contributions do not possess any of the divergences that arise in the nodal approximation, with the only uncertainties being numerical accuracy. However, as in the nodal approximation, these contributions do involve integrations over the entire momentum space (arising from the Fourier transform of the Coulomb interaction). We demonstrate that these integrations are not divergent, with the convergence being demonstrated by analyzing the corresponding contributions in real-space. As noted in the main text, our final results for the interaction corrections to the conductivity disagree with the findings of Rosenstein et al. who claim to perform a calculation “directly in the tight binding approach”. In fact, these authors do not perform a tight binding calculation and, instead, make a nodal approximation that leads to divergent contributions. In contrast, our tight binding calculation makes no nodal approximations.

In Sec. B, we consider the Dirac theory of graphene and the interaction contributions whose divergences needs to be regularized. We first elaborate in more detail the calculation of Teber et al. where the divergent integrals were regularized using dimensional regularization and renormalized using a field theoretical minimal subtraction scheme or in other words a continuum RG. Next, we will show at the example of the Mishchenkov’s approach using the density-density correlator, that the combination of dimensional regularization with Wilson momentum-shell RG will yield a UV quirk. We will obtain a non-commuting order of limit between the UV-cutoff $\Lambda$ of the Wilson RG and the
parameter of the dimensional regularization $\epsilon$. Only when the UV-cutoff $\Lambda$ is taken at the very end of the calculation, we obtain when combining WRG and DR the correct correction coefficient

$$C = \frac{19 - 6\pi}{12}. \quad (12)$$

### Appendix A: Tight-binding theory of graphene

In this section we provide details of the tight-binding calculation of the conductivity of graphene. We first review the single-particle Hamiltonian on the honeycomb lattice, and obtain the bare Green’s function and the current operator. Subsequently, we consider the Coulomb interaction term in the Hamiltonian (making sure to account for the two-atom basis) before considering the electron self energy. Finally, we review the Kubo formula relating the frequency-dependent conductivity to a current-current correlation function and present our calculations of the contributions to this quantity to zeroth order and first order in perturbation theory.

#### 1. Single-particle Hamiltonian

The single-particle Hamiltonian, describing electrons hopping on the honeycomb lattice of graphene, is

$$\mathcal{H}_0 = -t \sum_{\langle i,j \rangle, \sigma} (a_i^\dagger b_j + b_j^\dagger a_i), \quad (A1)$$

where $i$ and $j$ are nearest-neighbor lattice sites and the $a_i$ and $b_j$ operators defined on the red and blue sublattices, respectively. Henceforth, we shall suppress the spin index $\sigma$. To express this in Fourier space, we first define our Bravais lattice to be the red sublattice of Fig. 1, defined by two primitive Bravais lattice vectors $\mathbf{a}_1$ and $\mathbf{a}_2$:

$$\mathbf{a}_1 = a(\frac{\sqrt{3}}{2} \hat{x} + \frac{3}{2} \hat{y}), \quad (A2)$$

$$\mathbf{a}_2 = a(-\frac{\sqrt{3}}{2} \hat{x} + \frac{3}{2} \hat{y}), \quad (A3)$$

where $a$ is the nearest neighbor distance. Then we define the Fourier series

$$a_i = \frac{1}{\sqrt{N}} \sum_k e^{ik \cdot R_i} a_k, \quad (A4)$$

$$a_k = \frac{1}{\sqrt{N}} \sum_i e^{-ik \cdot R_i} a_i, \quad (A5)$$

and similarly for the $b_i$, with $\mathbf{k}$ defined to be in the first Brillouin zone (BZ).

Upon inserting these definitions into $\mathcal{H}_0$, we find the well-known result

$$\mathcal{H}_0 = -t \sum_k \psi^\dagger(k) \left( \begin{array}{cc} 0 & h(k) \\ h^*(k) & 0 \end{array} \right) \psi(k), \quad (A6)$$

$$h(k) = 1 + e^{ik \cdot \mathbf{a}_1} + e^{ik \cdot \mathbf{a}_2} = 1 + 2 \cos \left( \frac{\sqrt{3}}{2} k_x a \right) e^{i\frac{3}{2} k_y a}, \quad (A7)$$

where we defined the spinor

$$\psi(k) = \left( \begin{array}{c} a_k \\ b_k \end{array} \right). \quad (A8)$$

As is well known, $\mathcal{H}_0$ possesses two independent nodes in the BZ, with fermions near these nodes having an approximately linear dispersion with velocity $v = \frac{3}{2} \frac{a}{\hbar}$. Below we shall often use units in which $\hbar = t = a = 1$.

The bare Green’s function, which we will need for our perturbative calculation of the conductivity, is:

$$G(k, \omega) = \left[ i\omega \sigma_0 - \left( \begin{array}{cc} 0 & -th(k) \\ -th(-k) & 0 \end{array} \right) \right]^{-1} = \left( \begin{array}{cc} i\omega & th(k) \\ th^*(k) & i\omega \end{array} \right)^{-1}. \quad (A9)$$
To define the current operator, we follow Mahan to write the spatially-integrated current density as:

\[
J = i[H, P],
\]

(A10)

with the polarization \( P = \sum_i r_i n_i \), with \( n_i = a_i^\dagger a_i \) on the red sublattice and \( n_i = b_i^\dagger b_i \) on the blue sublattice. Here, \( r_i \) are the real-space locations of the lattice sites. Taking into account the fact that the blue sublattice is shifted relative to the red sublattice, we obtain

\[
J = \sum_k \psi^\dagger(k) \hat{J}(k) \psi(k),
\]

(A11)

with

\[
\hat{J}(k) = -it \begin{pmatrix} u_3 & 0 \\ -1 & 0 \end{pmatrix} + u_1 \begin{pmatrix} 0 & e^{ik a_1} \\ -e^{-ik a_1} & 0 \end{pmatrix} + u_2 \begin{pmatrix} 0 & e^{ik a_2} \\ -e^{-ik a_2} & 0 \end{pmatrix}.
\]

(A12)

When expressed in terms of \( x \) and \( y \) components as \( \hat{J}(k) = \hat{x} \hat{J}_x(k) + \hat{y} \hat{J}_y(k) \), we find (with \( \mu = x, y \))

\[
\hat{J}_\mu(k) = \begin{pmatrix} 0 & j_\mu(k) \\ j_\mu^*(k) & 0 \end{pmatrix},
\]

(A13)

\[
j_x(k) = \sqrt{3}ta \sin \left( \sqrt{\frac{3}{2}} k_x a \right) e^{\frac{3}{2} k_y a},
\]

(A14)

\[
j_y(k) = -ita \left[ \cos \left( \sqrt{\frac{3}{2}} k_x a \right) e^{\frac{3}{2} k_y a} - 1 \right].
\]

(A15)

Note that although the physical electrical current is proportional to the electric charge \( e \), we have suppressed this in our definition of the current density Eq. (A11). This can be easily reinstated in our final result for the conductivity.

2. Interaction Hamiltonian

The interaction Hamiltonian is:

\[
H_{\text{int}} = \frac{e^2}{2} \sum_{\sigma \sigma'} \int d^3r d^3r' \frac{\psi_\sigma^\dagger(r) \psi_{\sigma'}^\dagger(r') \psi_{\sigma'}(r') \psi_\sigma(r)}{e |r - r'|}.
\]

(A16)
Here, we have started with a full 3D Coulomb potential. Before proceeding, we note that the dimensionless parameter measuring the strength of the Coulomb interaction is the effective fine structure constant

$$\alpha = \frac{e^2}{\hbar v},$$

(A17)

with $v = \frac{3}{2} \frac{\epsilon q}{\pi}$ the velocity parameter near the linear nodes of graphene. In the following, we aim to take into account the fact that electrons occupy orbitals on the honeycomb lattice. Therefore, we write the field-operator as:

$$\psi_\sigma(r) = \sum_{R_i} \sum_{\ell=1,2} c_{i\ell\sigma} \phi(r - R_i - v_\ell),$$

(A18)

where the summation over $\ell$ refers to the two atoms in the unit cell, with $v_\ell$ the vector pointing from the Bravais lattice site $R_i$ to atom $\ell$. As in the main text, $\phi(r)$ is the 3D atomic orbital. When Eq. (A18) is inserted into Eq. (A16), we will have four lattice summations. However, we shall assume that products of factors like:

$$\phi^*(r - R_i - v_\ell) \phi(r - R_i' - v_{\ell'})$$

(A19)

are only nonzero for $i = i'$ and $\ell = \ell'$, an approximation that amounts to assuming that the density of spin-$\sigma$ is approximated by:

$$\psi_\sigma^*(r) \psi_\sigma(r) = \sum_{R_i} \sum_{\ell=1,2} c_{i\ell\sigma}^d c_{i\ell\sigma} \phi(r - R_i - v_\ell)^2.$$  

(A20)

Using this approximation, and inserting the Fourier transform of the real-space Coulomb interaction $\frac{e^2}{\epsilon |r-r'|}$

$$H_{\text{int}} = \int \frac{d^2q}{(2\pi)^2} \sum_{\ell=1,2} \sum_{\ell'=1,2} e^{iq \cdot (R_\ell + v_\ell)} c_{i\ell\sigma}^d c_{i\ell\sigma} \phi(r - R_i - v_\ell)^2 |\phi(r' - R_{i'} - v_{\ell'})|^2,$$

(A21)

we wrote $r = (\rho, z)$ and $r' = (\rho', z')$ with $\rho$ a 2D coordinate in the plane of the honeycomb lattice and $z$ perpendicular to this plane. To evaluate the $r$ and $r'$ integrations, we first shift $r \rightarrow r + R_i + v_\ell$ and similarly for $r'$, an operation that will introduce phase factors of the form $e^{iq \cdot (R_i + v_\ell)}$. The summations over $R_i$ and $R_j$ then implement lattice Fourier transforms on the operators $c_{i\ell\sigma}$, leading to:

$$H_{\text{int}} = \frac{1}{2} \int \frac{d^2q}{(2\pi)^2} V(q) \sum_{\ell=1,2} \sum_{\ell'=1,2} e^{iq \cdot (v_\ell - v_{\ell'})} c_{k+q\sigma\ell}^d c_{k'\ell'\sigma'}^d \phi(r - R_i - v_\ell)^2 |\phi(r' - R_{i'} - v_{\ell'})|^2,$$

(A22)

where in the second line we switched to the notation of the preceding section, calling $c_{k1\sigma} = a_k$ and $c_{k2\sigma} = b_k$, and using the spinor Eq. (A8), with the indices $i$ and $j$ summing over the two spinor components. We also dropped the spin index, effectively studying spinless graphene (restoring spin-$\frac{1}{2}$ doubles the conductivity). Here, the matrix $M(q)$ is

$$M(q) = \begin{pmatrix} 1 & 0 \\ 0 & e^{-i q \cdot (v_1 - v_2)} \end{pmatrix}$$

(A24)

and the Coulomb matrix element is

$$V(q) = \int_{-\infty}^{\infty} dp_\perp \frac{4\pi e^2}{2\pi} \frac{|\rho(q, p_\perp)|^2}{\epsilon (q^2 + p_\perp^2)^2}.$$

(A25)

In the following, we will use phenomenological forms for $V(q)$ aimed at investigating how the finite width of a Wannier function impacts the frequency-dependent conductivity. In the limiting case of pointlike atomic orbitals, we have $\rho(q, p_\perp) \approx 1$, implying for this case

$$V(q) = \frac{2\pi e^2}{\epsilon q}.$$

(A26)
For the case of atomic orbitals that are pointlike in the $z$ direction but having a Gaussian shape in the 2D plane of graphene, $\phi(x, y) = \frac{1}{\lambda \sqrt{\pi}} \exp[-((x^2 + y^2)/2\lambda^2)]$, we have

$$V(q) = \frac{2\pi e^2}{\epsilon q} e^{-q^2 \lambda^2 / 2},$$ \hspace{1cm} (A27)

clearly reducing to Eq. (A26) for $\lambda \to 0$.

3. Self energy

We expect that our tight-binding theory of graphene, that explicitly takes into account the nonzero spatial extent of the on-site Carbon orbitals, will not exhibit any ultraviolet divergences, despite the fact that conductivity contributions will involve integrations over all $q$. In this section, we verify this directly for the case of the self energy.

Via standard perturbation theory, the self energy coming from Eq. (A23) is

$$\Sigma(p) = -\int \frac{d^2 q}{(2\pi)^2} V(q) T \sum_\omega M(-q) G(p + q, \omega) M(q),$$ \hspace{1cm} (A28)

After inserting the bare Green’s function Eq. (A9) and evaluating the frequency sum, we find (defining $h(p) = |h(p)| e^{i\phi(p)}$):

$$\Sigma(p) = -\frac{1}{2} \int \frac{d^2 q}{(2\pi)^2} V(q) M(-q) \begin{pmatrix} 0 & e^{i\phi(p + q)} \\ e^{-i\phi(p + q)} & 0 \end{pmatrix} M(q),$$
$$= -\frac{1}{2} \int \frac{d^2 q}{(2\pi)^2} V(q) \begin{pmatrix} 0 & e^{i[\phi(p + q) - q \cdot (v_1 - v_2)]} \\ e^{-i[\phi(p + q) - q \cdot (v_1 - v_2)]} & 0 \end{pmatrix}. \hspace{1cm} (A29)$$

Our next task is to show that the $q$ integration in $\Sigma(p)$ is convergent. We consider the upper-right component

$$\Sigma_{12}(p) = -\frac{1}{2} \int \frac{d^2 q}{(2\pi)^2} V(q) e^{i[\phi(p + q) - q \cdot (v_1 - v_2)]},$$ \hspace{1cm} (A30)
$$= -\frac{1}{2} \int \frac{d^2 q}{(2\pi)^2} V(q) e^{-i\alpha a e^{i\phi(p + q)}},$$ \hspace{1cm} (A31)

where in the second line we made the choice $v_1 = 0$, $v_2 = u_3 = -a\hat{y}$. Recall that the argument $p$ of the self energy is defined within the BZ. We can extend this for $p$ outside the BZ by defining $\Sigma_{12}(p)$ to be periodic in reciprocal lattice vectors $G$, i.e., $\Sigma_{12}(p + G) = \Sigma_{12}(p)$. This further implies that we can define a self energy as a function of Bravais lattice position:

$$\Sigma_{12}(R) = \int_{BZ} \frac{d^2 p}{(2\pi)^2} \Sigma_{12}(p) e^{-i p \cdot R}. \hspace{1cm} (A32)$$

Given $\Sigma_{12}(R)$, the momentum-dependent self energy is:

$$\Sigma_{12}(p) = A \sum_R e^{i p \cdot R} \Sigma_{12}(R),$$ \hspace{1cm} (A33)

where $A = \frac{3\sqrt{3}}{2} a^2$ is the unit-cell area. Now, $\Sigma_{12}(R)$ is:

$$\Sigma_{12}(R) = -\frac{1}{2} \int_{BZ} \frac{d^2 p}{(2\pi)^2} e^{-i p \cdot R} \int \frac{d^2 q}{(2\pi)^2} V(q) e^{-i q \cdot a} e^{i \phi(p + q)}$$ \hspace{1cm} (A34)

To proceed, we switch the order of integrations, doing the $p$ integral first. We shift $p \to p - q$ in the $p$ integral, which is valid since the integrand is periodic in the BZ. This leads to:

$$\Sigma_{12}(R) = -\frac{1}{2} \int \frac{d^2 q}{(2\pi)^2} V(q) e^{-i q \cdot a} e^{i q \cdot R} F(R),$$ \hspace{1cm} (A35)

$$F(R) = \int_{BZ} \frac{d^2 p}{(2\pi)^2} e^{i \phi(p) - p \cdot R}. \hspace{1cm} (A36)$$
Now, the \( q \) integral in Eq. (A35) is independent of the function \( F(R) \), and given by the Fourier transform of \( V(q) \), evaluated at position \( R - ay \). The result of this integration depends on the form of the Wannier function \( \phi(r) \); our next task is to examine how the Wannier function affects the self energy by defining \( V(q) \). As described above, pointlike Wannier functions on the honeycomb lattice imply Eq. (A26); for this case the integration in Eq. (A35) simply returns the real-space Coulomb interaction. Then, our result for \( \Sigma_{12}(p) \) is:

\[
\Sigma_{12}(p) = -\frac{e^2}{2} \sum_{R} e^{ipR} \frac{1}{|R - ay|} F(R),
\]

a sum over Bravais lattice vectors. The advantage of this expression is that it does not feature a (numerically intensive) integration over all \( q \) like in Eq. (A31). Additionally, it is clear from this result that any divergences in \( \Sigma_{12} \) cannot come from the Coulomb interaction (since the denominator of \( \frac{1}{|R - ay|} \) never reaches zero) but only relies on the convergence of the sum at large \( R \). As we show below, one of the two main contributions to the conductivity relies on determining \( \Sigma_{12}(p) \) for all momenta in the BZ by evaluating the sum in Eq. (A37). This result for \( \Sigma_{12}(p) \) can also be generalized to the case of the Coulomb potential given in Eq. (A27), which incorporates a nonzero width intensive) integration over all \( q \)

\[
\Sigma_{12}(p) = -\frac{e^2}{2} \sum_{R} e^{ipR} \sqrt{\frac{\pi}{2}} \frac{1}{\lambda} e^{-|R - ay|^2/4\lambda^2} I_0\left(\frac{|R - ay|^2}{4\lambda^2}\right) F(R),
\]

which reduces to Eq. (A37) in the limit \( \lambda \ll a \). Note we have set the dielectric constant \( \epsilon \rightarrow 1 \) for simplicity; it may be easily reinstated by taking \( e^2 \rightarrow e^2/\epsilon \).

4. Perturbative calculation of the conductivity

The frequency-dependent conductivity follows from the Kubo formula, which we now briefly review.\(^8\) Using the Peierls substitution to couple an electromagnetic gauge field to electrons on the honeycomb lattice, we have:

\[
\mathcal{H}_0(A_i) = -t \sum_{R_i} \sum_{n=1}^3 \left( a_i^\dagger(R_i)b(R_i + u_n)e^{-iu_n \cdot A_i} + h.c. \right),
\]

with \( A \) the unit cell area. Here, the electron charge has been set to unity. Taylor expanding to linear order gives

\[
\mathcal{H}_0(A_i) = \mathcal{H}_0 - A \sum_{R_i} \mathbf{J}(R_i) \cdot A_i,
\]

\[
\mathbf{J}(R_i) = -\frac{t}{A} \sum_{n=1}^3 [a_i^\dagger(R_i)b(R_i + u_n) + b_i(R_i + u_n)a(R_i)].
\]

Within time-dependent perturbation theory, the current-density at site \( R_i \) is:

\[
\langle J_\mu(R_i, t) \rangle = A \int_{-\infty}^{\infty} dt' \sum_{R_j} \chi_{J, \mu, \nu}(R_i, R_j; t - t') A_\nu(R_j),
\]

\[
\chi_{J, \mu, \nu}(R_i, R_j; t - t') = i\Theta(t - t') \langle [J_\mu(R_i, t), J_\nu(R_j, t')] \rangle,
\]

where in the second line we defined the retarded current-current correlator. Assuming the vector potential is uniform and has the time-dependence \( A(t) = \frac{e^{-i\omega t}}{i\omega} \mathbf{E} \), with \( \mathbf{E} \) the electric field, we find

\[
\langle J_\mu \rangle = \sigma_{\mu \nu} E_\nu,
\]

\[
\sigma_{\mu \nu}(\omega) = \frac{1}{i\omega} \chi_{J, \mu, \nu}(\omega),
\]

where \( \chi_{J, \mu, \nu}(\omega) \) is the spatial and temporal Fourier transform of Eq. (A43). As usual, this quantity can be obtained from the corresponding Matsubara function

\[
\chi_{J, \mu, \nu}(i\Omega) = \frac{1}{NA} \int_0^\beta d\tau e^{i\Omega \tau} \langle J_\mu(\tau) J_\nu(0) \rangle.
\]

In this formula \( N \) is the number of Bravais lattice points, \( A \) is the unit cell area, and \( \beta = \frac{1}{k_B T} \) (although we always work in the zero-temperature limit). Here, \( J_\mu(\tau) \) is given by Eq. (A11). Henceforth, we shall drop the subscript \( \mu, \nu \) in the definition of \( \chi_{J, \mu, \nu}(i\Omega) \), which we need for the case of \( \mu = \nu \).
a. Bare-bubble diagram

To compute the conductivity, we need to evaluate $\chi_{J,\mu,\nu}(i\Omega)$ to leading order in perturbation theory. We start with the zeroth order result, which is the “bare-bubble” diagram, Fig. 2 (a) of the main text. Setting $\mu = \nu = y$ yields:

$$
\chi_{J}^{(0)}(i\Omega) = - \int_{BZ} \frac{d^2k}{(2\pi)^2} \int \frac{d\omega}{2\pi} \text{Tr} \left[ \hat{J}_y(k,0)G(k,\omega)\hat{J}_y(k)G(k,\omega + \Omega) \right] 
$$

(A47)

$$
= - \int_{BZ} \frac{d^2k}{(2\pi)^2} \frac{|h(k)|^2}{\omega} \left( |h(k)|^2 + \Omega^2/\omega^2 \right) \left( |h(k)|^2 + \Omega^2/t^2 \right).
$$

(A48)

Here, $\hat{J}_y(k)$ is defined in Eq. (A13) and in the second line we evaluated the frequency integration and the trace. Next we rewrite the current-component $j_y(k)$, defined in Eq. (A15), as:

$$
j_y(k) = -\frac{it\alpha}{2} |h(k) - 3|
$$

(A49)

$$
j_y^*(k) = \frac{it\alpha}{2} |h^*(k) - 3|
$$

(A50)

and obtain for our retarded current correlator:

$$
\chi_{J}^{(0)}(i\Omega) = \frac{ta^2}{4} \int_{BZ} \frac{d^2k}{(2\pi)^2} \frac{18|h(k)|^2 + 4|h(k)|^4 - 12|h(k)|^2 (h(k) + h^*(k)) + 9 (h(k)^2 + h^*(k)^2)}{|h(k)|^2 + \Omega^2/\omega^2}.
$$

(A51)

Upon analytically continuing $i\Omega \rightarrow \omega + i\delta$,

$$
\frac{1}{4|h(k)|^2 + \Omega^2} \rightarrow \text{P.V.} \frac{1}{4|h(k)|^2 - \omega^2} + \frac{i\pi}{2\omega} \delta(\omega - 2|h(k)|),
$$

(A52)

with P.V. denoting the principal value (and we assumed $\omega > 0$) and taking the imaginary part, we obtain the retarded correlator:

$$
\chi_{J}^{(0)}(\omega) = \sum_k \left( \frac{ta^2\pi}{32} \right) \left[ 18 + 4|h(k)|^2 + 18 \frac{[\Re h(k)]^2 - [3h(k)]^2}{|h(k)|^2} - 24[\Re h(k)] \right] \delta \left( |h(k)| - \frac{\omega}{2t} \right).
$$

(A53)

$$
= \sum_k \left( \frac{ta^2\pi}{32} \right) g(h(k)) \delta \left( |h(k)| - \frac{\omega}{2t} \right).
$$

(A54)

In this expression, we have kept the dimensionful quantities $a$ and $t$, although henceforth we shall set them to unity and measure the frequency relative to $t$. Due to the delta function constraint, we can integrate the above expression analytically. Therefore we split up the function $g(h(k))$ into two functions and define:

$$
g_1(h(k)) = 18 + 4|h(k)|^2
$$

(A55)

$$
g_2(h(k)) = 18 \frac{[\Re h(k)]^2 - [3h(k)]^2}{|h(k)|^2} - 24[\Re h(k)].
$$

(A56)

Firstly, we evaluate the expression:

$$
\chi_{J,1}^{(0)}(\omega) = \frac{\pi}{16} \sum_k g_1(|h(k)|)\delta(2|h(k)| - \omega).
$$

(A57)

We introduce the density of state per unit cell as

$$
\rho(E) = \int \frac{d^2k}{(2\pi)^2} \delta(E - |h(k)|)
$$

$$
= \int \frac{d^2k}{(2\pi)^2} \frac{1}{\sum_{i=1}^4 \delta(k_x - k_{x,i})} \delta(k_x - k_{x,i})
$$

(A58)

with the $k_{x,i}$ being the solution to $E = |h(k)|$:

$$
k_{x,1} = -\frac{2}{\sqrt{3}} \arccos \left[ \frac{1}{4} \left( -2 \cos \left( \frac{3k_y}{2} \right) - \sqrt{2} \sqrt{2E^2 - 1 + \cos (3k_y)} \right) \right]
$$
describing curves that encircle the Dirac points at \( k_R = \frac{4\pi}{\sqrt{3}}(\frac{\sqrt{3}}{2}x + \frac{1}{2}y) \) and \( k_L = \frac{4\pi}{\sqrt{3}}(-\frac{\sqrt{3}}{2}x + \frac{1}{2}y) \) when the \( y \) component is restricted to \( k_- < k_y < k_+ \) with

\[
k_{\pm}(E) = \frac{2\pi}{3} \pm \arccos \left(1 - \frac{2E^2}{3}\right).
\]

(A60)

We can calculate the density of states analytically and obtain:

\[
\rho(E) = \frac{1}{(2\pi)^2} \frac{32}{32} \frac{E}{1 - \frac{E}{3}} K \left[-\frac{16E}{(E-3)(1+E)^{3/2}}\right],
\]

(A61)

where \( K[m] \) is the complete elliptic integral of the first kind. One part of the correlation function is thus given by:

\[
\chi^{(0)}_{J,1}(\omega) = \frac{\pi}{32} \sum_k g_1(|h(k)|)\delta(|h(k)| - \omega/2)
= \frac{\pi}{32}\rho\left(\frac{\omega}{2}\right)g\left(\frac{\omega}{2}\right)
= \frac{\pi}{32}\rho\left(\frac{\omega}{2}\right)(18 + \omega^2).
\]

(A62)

In order to evaluate the expression:

\[
\chi^{(0)}_{J,2}(\omega) = \frac{\pi}{16} \sum_k g_2(h(k))\delta(2|h(k)| - \omega),
\]

(A63)

we expand the above formula near the node, \( h(k_R + k) \), and write the deviation from the node in polar coordinates \( k = (k, \theta) \),

\[
|h(k_R + k)| \approx \frac{3}{128}k(64 - 7k^2 + 16k \cos 3\theta - k^2 \cos 6\theta),
\]

(A64)

valid to \( \mathcal{O}(k^3) \). The approximate solution to \( \omega = 2|h(k_R + k)| \) is:

\[
k_1(\theta, \omega) = \frac{1}{3} \omega - \frac{1}{36} \omega^2 \cos 3\theta + \frac{1}{1728}[7 + 8 \cos^2 3\theta + 3\omega^3],
\]

(A65)

that is valid to \( \mathcal{O}(\omega^3) \). The factor \( g_2(h(k)) \) is, to the same order,

\[
g_2(k_R + k) \approx \frac{9}{32}[k^3(-\cos 11\theta) + 3(5k^2 - 16)k \cos \theta + (64 - 20k^2) \cos 2\theta
+ 2k(2(k^2 - 16) \cos 3\theta - 8(\cos 5\theta + 3k) + k(8 \cos 4\theta + 8 \cos 6\theta + 3k \cos 5\theta + 2 \cos 8\theta(1 - 2k \cos \theta)))].
\]

(A66)

From the delta function, we’ll also need

\[
\frac{d}{dk}|h(k_R + k)| = \frac{3}{64}(64 + 32k \cos 3\theta - 21k^2 - 3k^2 \cos 6\theta).
\]

(A67)

Then, assuming the same contribution comes from each node (which we have verified), we’ll have:

\[
\chi^{(0)}_{J,2}(\omega) = \frac{\pi}{8} \int_0^{2\pi} d\theta \int_0^{\infty} dk \ g_2(k)\delta(2|h(k)| - \omega)
= \frac{\pi}{8} \int_0^{2\pi} d\theta \ k_1(\theta, \omega) \left|\frac{d}{dk_1} \frac{1}{2|h(k_R + k_1)|}\right| \ g_2(k_R + k_1).
\]

(A68)

(A69)
where we evaluated the radial $k$ integral. To evaluate the integral, we simply insert $k_1(\theta, \omega)$ into the factors Eq. (A67) and Eq. (A68), insert them into the integrand and Taylor expand order by order in $\omega$ before evaluating the angle integrations. We obtain:

$$\chi_{bc}^{(0)}(\omega) = -\frac{\omega \omega^2}{8 36}. \tag{A70}$$

Upon inserting the combined result into Eq. (A45), we find the frequency-dependent conductivity plotted in Fig. 2 and given by the formula:

$$\sigma(\omega) = \frac{\pi}{32 2^9} \left( \frac{\omega}{2} \right) (18 + \omega^2) - \frac{1}{8} \frac{\omega^2}{36} \tag{A71}$$

$$\approx \sigma_0 \left( 1 + \frac{1}{9} \omega + \mathcal{O}(\omega^3) \right), \tag{A72}$$

with $\sigma_0$ the zero-frequency limit (reinserting correct factors of $e^2$ and $\hbar$, previously set to unity).

$$\sigma_0 = \frac{1}{8} \frac{e^2}{\hbar}. \tag{A73}$$

In comparing to the known result for the conductivity of $N$ species of Dirac fermions, $\sigma_0 = \frac{N e^2}{16 \hbar}$, recall that here we have $N = 2$, since we are considering the spinless case (but have summed over two nodes).

\section*{b. Interaction corrections to the conductivity}

The leading order interaction corrections to the conductivity, that are linear order in the effective fine structure constant $\alpha$, can be expressed in terms of self-energy (diagrams $b$ and $c$) and vertex type (diagram $d$) Feynman diagrams, as depicted in Fig. 2 (a) and (b) of the main text. The self-energy contribution is:

$$\chi^{(1)}_{bc}(i\Omega) \bigg|_{bc} = -2 \sum_k \int \frac{d\omega}{2\pi} G(k, \omega - \Omega) J_\mu(k) G(k, \omega) \Sigma(k) G(k, \omega - \Omega) J_\mu(k), \tag{A74}$$

with the overall 2 coming from there being two such diagrams. The latter is given by:

$$\chi^{(1)}_{d}(i\Omega) \bigg|_{d} = \sum_k \int \frac{d^2q}{(2\pi)^2} V(q) \text{Tr} \left[ I_\mu(k, \Omega) M(-q) I_\mu(k + q, -\Omega) M(q) \right], \tag{A75}$$

with

$$I_\mu(k, \Omega) = \int \frac{d\omega}{2\pi} G(k, \omega) J_\mu(p) G(k, \omega - \Omega). \tag{A76}$$

We emphasize that momentum summations are always over the Brillouin zone and $q$ integrations are always over the entire 2D momentum space, an issue that was neglected in Ref. 9 (see Eq.(15) of this work). As in our calculation of
the self energy, a crucial simplification of Eqs. (A74) and (A75) will involve writing these in a way that allows us to analytically evaluate the $\mathbf{q}$ integration.

Before analyzing these results in the subsequent sections, we first recall the result for the $bc$ and $d$ contributions within the nodal approximation. In this approximation, regularizing the integrals by imposing a large momentum cutoff $\Lambda$ on the Coulomb potential (a procedure which obeys the Ward identity\footnote{\textsuperscript{4}}), we obtain:

$$\text{Im} \chi^{(1)}_{bc}(\omega) = -\frac{1}{2} \alpha \omega \sigma_0 \ln \frac{8A_v}{\omega}, \quad (A77)$$

with $v = 3ta/2\hbar$, and

$$\text{Im} \chi^{(1)}_{d}(\omega) = \frac{1}{2} \alpha \omega \sigma_0 \left[ \ln \frac{8A_v}{\omega} + \frac{19 - 6\pi}{6} \right], \quad (A78)$$

yielding the sum

$$\text{Im} \chi^{(1)}_{bc}(\omega) + \text{Im} \chi^{(1)}_{d}(\omega) = \sigma_0 \alpha \frac{19 - 6\pi}{12}. \quad (A79)$$

These formulas for the $bc$ and $d$ contributions are of course approximately valid within the tight-binding theory, with the replacement of the UV cutoff $\Lambda \to 1/a$, so that we expect each contribution to go as $\sim \omega \ln \omega$. This creates numerical difficulties, as each term is large, requiring a cancellation to return the value that is consistent with the nodal result $\frac{19 - 6\pi}{12} \approx 0.0125$. However, as shown in the main text, our numerical calculations are indeed consistent with this value.

c. Diagrams b and c

Starting with Eq. (A74), we first evaluate the frequency integration and the trace. Then we find (summing over the $xx$ and $yy$ components and dividing by 2):

$$\chi^{(1)}_{bc}(i\Omega)_{bc} = -\int_{\text{BZ}} \frac{d^2p}{(2\pi)^2} \frac{1}{4|h(p)|^2} \left[ \frac{D_1(p)}{4|h(p)|^2 + \Omega^2} + \frac{D_2(p)}{4|h(p)|^2 + \Omega^2} \right], \quad (A80)$$

where the functions $D_1(p)$ and $D_2(p)$ are given by:

$$D_1(p) = 2(h^*\Sigma_{12} - h\Sigma_{21}) [(h^*)^2(j_x^2 + j_y^2) - h^2(j_x^*j_x + j_y^*j_y)], \quad (A81)$$

$$D_2(p) = (h^*\Sigma_{12} + h\Sigma_{21}) [(h^*)^2(j_x^2 + j_y^2) + h^2((j_x^*j_x + j_y^*j_y)^2 - 2(j_xj_x^* + j_yj_y^*)h)] \quad (A82)$$

Although this expression is complicated, all that is left is to analytically continue $i\Omega \to \omega + i\delta$ and take the imaginary part. The analytical continuation can be performed using Eq. (A52) for the term proportional to $D_1(p)$ and

$$\frac{4|h|^2 - \Omega^2}{4|h|^2 + \Omega^2} = \frac{d}{d\Omega} \frac{\Omega}{4|h|^2 + \Omega^2} \to \frac{d}{d\omega} \frac{\omega}{4|h|} \left[ \frac{1}{2|h| + \omega + i\delta} + \frac{1}{2|h| - \omega - i\delta} \right], \quad (A83)$$

for the term proportional to $D_2(p)$. After taking the imaginary part (and assuming $\omega > 0$), we have

$$\text{Im} \chi^{(1)}_{bc}(\omega)_{bc} = -\pi \int_{\text{BZ}} \frac{d^2p}{(2\pi)^2} \frac{1}{16|h(p)|^4} D_1(p) \delta(\omega - 2|h(p)|) - \pi \frac{d}{d\omega} \int_{\text{BZ}} \frac{d^2p}{(2\pi)^2} \frac{\omega}{16|h(p)|^4} D_2(p) \delta(\omega - 2|h(p)|). \quad (A84)$$

To evaluate this, then, we determine $\Sigma_{12}(\mathbf{k})$ for $\mathbf{k}$ within the BZ by evaluating the summation over $\mathbf{R}$ for a large set of Bravais lattice vectors. With the delta function constraint, all that remains is a numerical integration over $p$ along the curves $\omega = 2|h(p)|$ (which go around the Dirac nodes).

d. Diagram d

Next, we turn to Eq. (A75). Our first task is to evaluate Eq. (A76). We find:

$$I_\mu(p, \Omega) = \frac{1}{|h(p)|(4|h(p)|^2 + \Omega^2)} V_\mu(p, \Omega), \quad (A85)$$
\[ V_\mu(p, \Omega) \equiv \left( \frac{1}{2} i \Omega \left[ h(p) j_\mu(p) - h^*(p) j_\mu(p) \right] \frac{1}{2} i \Omega \left[ h(p) j_\mu(p) - h^*(p) j_\mu(p) \right] \right). \] (A86)

Now, we have
\[ \chi^{(1)}_J \bigg|_d = \int \frac{d^2q}{(2\pi)^2} V(q) \int_{BZ} \frac{d^2p}{(2\pi)^2} \frac{1}{|h(p)(4|h(p)|^2 + \Omega^2)|} \times \text{Tr} \left[ V_\mu(p, \Omega) M(-q)V_\mu(p + q, -\Omega)M(q) \right], \] (A87)

which we now proceed to simplify. Recall that, in the bc diagram, we expressed the self energy as a summation over Bravais lattice vectors, so that the \( q \) integration did not need to be performed numerically (i.e., it was performed analytically to yield the real-space Coulomb interaction). In the present case of Eq. (A87), we can perform a similar trick by first writing the integral as
\[ \chi^{(1)}_J \bigg|_d = \int \frac{d^2p}{(2\pi)^2} \frac{1}{|h(p)(4|h(p)|^2 + \Omega^2)|} \text{Tr} \left[ V_\mu(p, \Omega) Q_\mu(p, -\Omega) \right], \] (A88)

Much like the self-energy, we can express \( Q_\mu(p, -\Omega) \) as a sum over Bravais lattice vectors of a summand for which the \( q \) integration may be performed analytically. The result is:
\[ Q_\mu(p, -\Omega) = A \sum R e^{i p \cdot R} \int_{BZ} \frac{d^2p'}{(2\pi)^2} e^{-i p' \cdot R} \left( \frac{V_{\mu,11}(p', -\Omega) e^{2}}{V_{\mu,21}(p', -\Omega) e^{2} |R + a\hat{y}|} V_{\mu,12}(p', -\Omega) e^{2} |R - a\hat{y}| \right) \frac{1}{|h(p')(4|h(p')|^2 + \Omega^2)|}, \] (A89)

which now involves a summation over Bravais lattice vectors and an integration over the BZ. Inserting this into, Eq. (A87), evaluating the trace, and simplifying, we find:
\[ \chi_J(i\Omega) \bigg|_d = e^2 A \sum R \int_{BZ} \frac{d^2p}{(2\pi)^2} \int_{BZ} \frac{d^2p'}{(2\pi)^2} e^{i(p-p') \cdot R} \frac{1}{|h(p)(4|h(p)|^2 + \Omega^2)|} \frac{1}{|h(p')(4|h(p')|^2 + \Omega^2)|} \times \left[ \frac{V_{\mu,11}(p, \Omega) V_{\mu,11}(p', -\Omega) + V_{\mu,22}(p, \Omega) V_{\mu,22}(p', -\Omega)}{|R|} \frac{V_{\mu,12}(p, \Omega) V_{\mu,12}(p', -\Omega) + V_{\mu,21}(p, \Omega) V_{\mu,21}(p', -\Omega)}{|R + a\hat{y}|} \right]. \] (A91)

The next step is to analytically continue, using Eq. (A52). For the imaginary part, we’ll clearly have two terms, one with \( \delta(\omega - 2|h(p)|) \) and one with \( \delta(\omega - 2|h(p')|) \). However, since the integral is symmetric under exchanging \( p \) and \( p' \) and also \( R \rightarrow -R \), these two terms are identical. We finally obtain (summing over the \( xx \) and \( yy \) components and dividing by 2, and using Eq. (A86)):
\[ \chi_J(\omega) \bigg|_d = -e^2 A \sum_{\mu=x,y} \sum R \int_{BZ} \frac{d^2p}{(2\pi)^2} \int_{BZ} \frac{d^2p'}{(2\pi)^2} e^{i(p-p') \cdot R} \left[ h(p) j_\mu(p) - h^*(p) j_\mu(p) \right] h(p') j_\mu(p') - h^*(p') j_\mu(p') \right] \times \left[ \frac{\omega^2}{2|R|} + \frac{h^*(p) h(p')}{|R - a\hat{y}|} + \frac{h(p) h^*(p')}{|R + a\hat{y}|} \right] \frac{1}{2\omega} \delta(\omega - 2|h(p)|) \frac{1}{|h(p)(4|h(p)|^2 - \omega^2|}}, \] (A92)

the result for the retarded correlator. To evaluate this diagram, we must numerically evaluate the momentum integrations over the Brillouin zone and the summation over BL vectors \( R \). This result for pointlike Wannier functions can again be generalized to the case of the Coulomb potential given in Eq. (A27). Upon substituting the expression \( \frac{1}{|R - a\hat{y}|} \) by \( \sqrt{\frac{1}{2 \pi}} e^{-|R - a\hat{y}|/4\lambda^2} I_0 \left( \frac{|R - a\hat{y}|^2}{4\lambda^2} \right) \) and analogously for \( \frac{1}{|R + a\hat{y}|} \), the nonzero width of the on-site Wannier function is taken into account.

**Appendix B: Dirac theory of graphene**

Within the Dirac theory of graphene, both contributions to the interaction correction to the conductivity involve divergent integrals. In this section, our main goal is to reconcile the results of dimensional regularization with the tight-binding results. We first describe (following Teber and Kotikov (TK)) the dimensional regularization (DR) of the Dirac theory of graphene, based on the modified minimal subtraction MS scheme, and the corresponding
continuum renormalization group (RG). As found by TK, although the interaction correction diagrams \( b,c \) and \( d \) yield a different result \( \mathcal{C}' \), within DR the bare bubble contribution is also renormalized, giving an additional correction that finally yields the same result for the interaction correction.

Subsequently, we compute the conductivity of graphene in \( d = 2 - \epsilon \) dimensions but including a UV cutoff \( \Lambda \), showing that the limits of \( \epsilon \to 0 \) and \( \Lambda \to \infty \) do not commute, a phenomenon that we refer to as an ultraviolet (UV) quirk. We do this using the relation between the conductivity and density-density correlator used in the original work of Mishchenko.\(^2\) This allows us to precisely isolate the origin of the UV quirk as coming from the \( bc \) diagrams, and we show that, if one has a UV cutoff in \( d \) dimensions, the result \( \mathcal{C} \) is obtained when the limit \( d \to 2 \) is taken. However, if one works in \( \epsilon \) dimensions but with \( \Lambda \to \infty \), then the \( bc \) diagram yields a different result. In this case, the theory must be regularized using the \( \overline{\text{MS}} \) scheme, which, again, finally yields the result proportional to \( \mathcal{C} \).

1. Continuum RG/ Minimal subtraction scheme

The results of this section largely follow the work of TK,\(^7\) in particular highlighting the differences relative to the momentum shell RG. In this section, we use the notation \( D \) to refer to the spatial dimensionality (in contrast to \( d \) which is used elsewhere). When using dimensional regularization, we do not introduce an UV-cutoff \( \Lambda \) to our system. The system is regularized by the dimensionless parameter \( \frac{1}{2} \). Thus applying the dimensional regularization scheme to our Feynman diagrams, namely the vertex-diagram and the self-energy diagram, we obtain for the correction coefficient \( \mathcal{C}' = \frac{22-6\epsilon}{12} \). But the whole theory is divergent and needs to be regularized by the continuum renormalization group. This is done by introducing counter terms which remove these divergences. After this regularization procedure, we obtain as value for the correction coefficient \( \mathcal{C} = \frac{19-6\epsilon}{12} \).

Our starting point is the action of graphene:

\[
S = \int d\tau \int d^{D_c} \! x \ \psi_0^\dagger (\partial_\tau + i e_0 A_0^0 + v_0 (-i\nabla \sigma)) \psi_0 + \int d\tau \int d^{D_\gamma} \! x \ (\partial_x A_0^0)^2 ,
\]

where the subscript \( X_0 \) denotes the bare quantities. Here, \( D_c \) is the spatial dimensionality of the electron degrees of freedom (henceforth we call \( D_c \to D = 2 - \epsilon \)) and \( D_\gamma = 3 \) is the dimensionality of the gauge fields \( A_0 \) mediating the Coulomb potential. The corresponding Lagrangian of the bare physical quantities is given by:

\[
\mathcal{L}_0 = \psi_0^\dagger\partial_\tau \psi_0 + i e_0 \psi_0^\dagger A_0^0 \psi_0 + v_0 \psi_0^\dagger (-i\nabla \sigma) \psi_0 + (\partial_x A_0^0)^2 .
\]

The Coulomb interaction of graphene in \( D = 2 - \epsilon \) dimensions is given by:

\[
V(r) = \frac{e^2}{r} \left( \frac{r}{r_0} \right)^\epsilon ,
\]

where we introduced the length scale \( r_0 \) in such a way, that the Coulomb potential has the correct units in \( D = 2 - \epsilon \). Upon Fourier transforming this potential in \( D = 2 - \epsilon \) dimensions, we obtain:

\[
V(q) = \frac{2\pi e^2}{q} r_0^{-\epsilon} \pi^{-\epsilon/2} \Gamma \left( \frac{1}{2} \right) \frac{1}{\Gamma \left( \frac{1-\epsilon}{2} \right)} .
\]

This theory contains divergences, which we can see when we calculate the self-energy in \( D = 2 - \epsilon \) dimensions:

\[
\Sigma(p) = \Phi(p) v_0 p \sigma
\]

\[
= \frac{\epsilon_0^2}{v_0} \frac{\alpha^{2\epsilon-3}\Gamma \left( \frac{5}{2} \right)}{\Gamma \left( 1 + \frac{1}{2} \right)} (r_0 p)^{-\epsilon} v_0 p \sigma
\]

\[
= \alpha_0 \frac{\alpha^{2\epsilon-3}\Gamma \left( \frac{5}{2} \right)}{\Gamma \left( 1 + \frac{1}{2} \right)} (r_0 p)^{-\epsilon} v_0 p \sigma .
\]

If we expand the function \( \Phi(p) \) for small \( \epsilon \) to order \( \mathcal{O}(\epsilon^0) \) we obtain:

\[
\Phi(p) \approx \frac{\alpha_0}{4\epsilon} + \frac{\alpha_0}{4} (\log(4) - \log(pr_0) - \gamma) .
\]

Here we explicitly see that the theory has divergences. In order to make the theory finite, we introduce the renormalized, physical fields, which we denote with a subscript (e.g., \( X_R \) for observable \( X \)). The fields are renormalized the following way:

\[
\psi_0 = \sqrt{Z_\psi} \psi_R .
\]
The renormalized Lagrangian has now the form:

\[ \mathcal{L}_R = Z_\psi \psi_R^\dagger \partial_\tau \psi_R + e_0 \sqrt{Z_A} Z_\psi \psi_R^0 A_R^0 \psi_R + Z_e Z_\psi \ v_R \psi_R^\dagger (-i \nabla \sigma) \psi_R + Z_A \left( \partial_\tau A_R^0 \right)^2, \]  

where we introduce the conventional definition:

\[ Z_1 = \frac{e_0}{e_R} \ Z_\psi \sqrt{Z_A} \ \Rightarrow \ e_0 = e_R \ \frac{Z_1}{Z_\psi \sqrt{Z_A}} = e_R \ Z_e. \]  

The renormalized Lagrangian is now:

\[ \mathcal{L} = Z_\psi \psi_R^\dagger \partial_\tau \psi_R + Z_e \ i e_R \psi_R^0 A_R^0 \psi_R + Z_e Z_\psi \ v_R \psi_R^\dagger (-i \nabla \sigma) \psi_R + Z_A \left( \partial_\tau A_R^0 \right)^2, \]  

Next we introduce the counter terms which make our theory finite. They are defined the following way:

\[ Z_\psi = 1 + \delta_\psi, \]  
\[ Z_A = 1 + \delta_A, \]  
\[ Z_e = 1 + \delta_e. \]  

The Lagrangian has now the form:

\[ \mathcal{L}_R = \psi_R^\dagger \partial_\tau \psi_R + i e_R \psi_R^\dagger A_R^0 \psi_R + v_R \psi_R^\dagger (-i \nabla \sigma) \psi_R + \left( \partial_\tau A_R^0 \right)^2 \]  
\[ + \delta_\psi \left( \psi_R^\dagger \partial_\tau \psi_R + v_R \psi_R^\dagger (-i \nabla \sigma) \psi_R \right) + \delta_A \ i e_R \psi_R^\dagger A_R^0 \psi_R + \delta_e v_R \psi_R^\dagger (-i \nabla \sigma) \psi_R + \delta_A \left( \partial_\tau A_R^0 \right)^2. \]  

The counterterms are chosen in such a way that they cancel the divergences. In the case of the self-energy we have:

\[ \Sigma(p) \sim \Phi_R(p) \ v_R p \sigma + \delta_e v_R p \sigma + \delta_\psi \left( i \Omega + v_R p \sigma \right). \]  

We have seen in equation (B6), that the divergence of the self-energy is independent of the frequency. We must thus choose the following condition for \( \delta_\psi \):

\[ \delta_\psi = 0 \ \rightarrow \ Z_\psi = 1. \]  

Thus, examining Eq. (B18), the velocity counterterm must cancel the divergence of the self-energy. We have:

\[ \delta_e = -\frac{\alpha R}{4} \epsilon \ \rightarrow \ Z_e = \left( 1 - \frac{\alpha R}{4} \epsilon \right). \]  

The electrical charge stays unrenormalized in graphene, i.e. \( Z_e = 1 \). Furthermore, the electrical charge has the dimensionality

\[ [e] = \epsilon. \]  

This can be derived by taking a closer look at the action of graphene, which has to be a dimensionless quantity. This leads to the fact, that the fermionic fields have the following dimensionality:

\[ [\psi_0] = \frac{D_e}{2}, \]  

while the bosonic fields of the photons have the dimension:

\[ [A_0^\mu] = 1 - \epsilon. \]  

We can now deduce from these conditions that the dimension of the electrical charge \( e_0 \) is given by:

\[ [e_0] = \epsilon. \]
In the modified minimal subtraction scheme (MS), we introduce a physical scale $\mu$ in such a way that the physical observable becomes dimensionless and the divergence is removed.\(^5\) We have in the case of the self-energy the following:

$$
\Phi(p) = \frac{\alpha_R}{4\epsilon} + \frac{\alpha_R}{4} \left( \log(4) - \log(pr_0) - \gamma \right) 
\rightarrow \frac{\alpha_R}{4} \left( - \log \left( \frac{pr_0}{\mu/\omega} \right) \right),
$$

with

$$
\tilde{\mu} = 4e^{-\gamma\mu}.
$$

In other words, we substitute the divergence by a logarithm:

$$
\frac{1}{\epsilon} \rightarrow \log \left( \frac{\mu}{\omega} \right).
$$

Next, we study the electrical charge more closely. We have seen in Eq. (B24) that the bare charge has dimensionality $[e_0] = \epsilon$. However, in order to have the electrical charge as a dimensionless quantity, we introduce again the parameter $\mu$:

$$
\frac{e_0^2}{\mu^{2\epsilon}} = e^2(\mu) Z_e \Leftrightarrow e_0^2 = \left( \frac{e^2(\mu)}{4\epsilon} \right) e^{2\gamma\epsilon} \tilde{\mu}^{-2\epsilon} \Leftrightarrow e^2(\mu) = e_0^2(4\epsilon) e^{-2\gamma\epsilon} \tilde{\mu}^{-2\epsilon}.
$$

Next we recall that the velocity is renormalized by:

$$
v_0 = \left[ 1 - \frac{1}{4\epsilon} \alpha(\mu) \right] v(\mu),
$$

which can be rewritten as:

$$
v(\mu) = \frac{4\epsilon v_0}{4\epsilon - \alpha(\mu)}.
$$

Now we can define our coupling constant as:

$$
\alpha(\mu) = \frac{e^2(\mu)}{v(\mu)}.
$$

Combining the above equation with equation (B29) and equation (B31), we obtain for the coupling constant the following expression:

$$
\alpha(\mu) = \frac{\alpha_0 4\epsilon e^{-2\gamma\epsilon} \tilde{\mu}^{-2\epsilon}}{1 + \frac{\alpha_0}{4\epsilon} \frac{1}{4\epsilon} e^{-2\gamma\epsilon} \tilde{\mu}^{-2\epsilon}}.
$$

Next we replace again the divergence by the logarithm, using $\frac{1}{\epsilon} \rightarrow \log (\mu/\omega)$, and than take the limit $\epsilon \rightarrow 0$. This yields:

$$
\alpha(\omega) = \frac{\alpha_0}{1 + \frac{\alpha_0}{4\epsilon} \log \left( \frac{\mu}{\omega} \right)}.
$$

The velocity is treated analogous. It holds:

$$
v_0 = v(\mu) - \frac{1}{4\epsilon} e^2(\mu) \Rightarrow v(\mu) = v_0 + \frac{1}{4\epsilon} e_0^2 4\epsilon e^{-2\gamma\epsilon} \tilde{\mu}^{-2\epsilon}.
$$

After replacing the divergence and taking the limit $\epsilon \rightarrow 0$, we obtain:

$$
v(\omega) = v_0 + \frac{e_0^2}{4\epsilon} \log \left( \frac{\mu}{\omega} \right).
$$

At last we can study the non-interacting optical conductivity $\sigma_0$, which requires computing the bare-bubble diagram in spatial dimension $d$. We find:

$$
\sigma_{0,0}(\omega) = e_0^2 N A_e \left| \frac{v_0}{\omega} \right|^d,
$$

(B37)
A_\epsilon = 4 - 2 + \frac{\epsilon}{\pi} \frac{(1 - \epsilon)}{\Gamma \left(1 - \frac{\epsilon}{2}\right)}. \tag{B38}

In order to obtain a theory which does not have divergences we have to replace all bare quantities (such as the charge and velocity parameters) by their renormalized values. This procedure gives us the following expression:

$$\sigma_{0,R}(\omega) = \frac{e^2(\mu)}{4\epsilon} e^{2\gamma \epsilon} \mu^2 N A_\epsilon \left| \left( 1 - \frac{\alpha(\mu)}{4\epsilon} \right) \frac{v_R}{\omega} \right|^\epsilon. \tag{B39}$$

According to equation (B34), we can choose $\alpha(\mu)$ in such a way that it is a small quantity. Using this we can approximate

$$\left( 1 - \frac{\alpha(\mu)}{4\epsilon} \right)^\epsilon \approx 1 - \frac{\alpha(\mu)}{4}. \tag{B40}$$

Inserting this into our expression for the non-interacting conductivity and taking the limit $\epsilon \to 0$, we obtain the following:

$$\sigma_\omega = \frac{e^2 N}{16} \left( 1 - \frac{\alpha(\omega)}{4} \right), \tag{B41}$$

a modification of the bare-bubble result arising from the velocity renormalization. Remarkably, as found by TK, this term combines with the $O(\alpha)$ diagrams that are also different in $d$ dimensions. Indeed, the vertex- and the self-energy diagrams yield, within the DR scheme, an interaction correction coefficient

$$C' = \frac{22 - 6\pi}{12}, \tag{B42}$$

as we have discussed, although this apparently leads to a result that disagrees with other regularization schemes, regularizing the full theory leads to the additional contribution in Eq. (B41). Including all contributions to order $\alpha$ gives:

$$\sigma(\omega) = \sigma_\omega \left( 1 + C' \alpha(\omega) - \frac{\alpha(\omega)}{4} \right) \tag{B43}$$

$$= \sigma_\omega \left( 1 + C \alpha(\omega) \right), \tag{B44}$$

where

$$C = \frac{19 - 6\pi}{12}. \tag{B45}$$

2. Wilson momentum-shell RG and Dimensional Regularization

In this section we will show that combining the Wilson momentum-shell RG (WRG) and the dimensional regularization (DR) yields a UV quirk. We obtain a non-commuting order of limits between the UV-cutoff $\Lambda$ introduced by the WRG and the parameter $\epsilon$ of the DR. In practice, this means that the additional renormalization factor appearing in the bare bubble term of the TK calculation [Eq. (B40)] is not present when we use the WRG in $d$ dimensions. This factor only occurs in the absence of any cutoff (pure DR), where it combines with the coefficient $C'$ arising from the leading order interaction-correction diagrams (as discussed in the preceding section). In contrast, the WRG approach in $d$ dimensions directly obtains $C$ without the factor Eq. (B40), as long as $\Lambda$ is sent to $\infty$ only at the end of the calculation.

a. Conductivity via Mishchenko’s approach

Here, we evaluate the conductivity following Mishchenko’s approach using the density-density correlator. Since the divergence is only present in the self energy diagram, it is straightforward to see that the impact on this divergence
is qualitatively different if we use dimensional regularization vs. a sharp cutoff. Within Mishchenko’s approach, the conductivity is

\[ \sigma(\omega) = \lim_{q \to 0} \frac{\omega}{q^2} \text{Im} \chi_{00}(q, \omega), \]  

(B46)

with \( \chi_{00} \) the retarded density-density correlator. As we have shown previously,\(^4\) the self energy is

\[ \Sigma(p) = -e^2 \int_{p'} V(p - p') G(p'), \]  

(B47)

\[ = \frac{1}{4} \alpha vp \cdot \sigma \ln \left[ \frac{4\Lambda c}{p} \right], \]  

(B48)

with \( c = e^{1/2} \). With this result, the contribution due to the self-energy type diagrams is (note we multiplied by 2 for the two diagrams):

\[ \chi_{00}^{(1)}(Q)|_{bc} = -\frac{1}{2} Ne^2 \alpha \int \frac{d^2 p}{(2\pi)^2} \int \frac{d\omega}{2\pi} \frac{4\Lambda c}{p} \text{Tr} \left[ \frac{-i\omega \sigma_0 - p \cdot \sigma - i(\omega + \Omega)\sigma_0 - (p + q) \cdot \sigma - i\omega \sigma_0 - p \cdot \sigma}{\omega^2 + p^2} \frac{\omega}{(\omega + \Omega)^2 + (p + q)^2} \right], \]  

(B49)

where \( Q = (\Omega, q) \). Evaluating the trace yields

\[ \chi_{00}^{(1)}(Q)|_{bc} = -\frac{1}{2} Ne^2 \alpha \int \frac{d^2 p}{(2\pi)^2} \int \frac{d\omega}{2\pi} \frac{4\Lambda c}{p} \left[ \frac{-2}{\omega^2 + p^2} \frac{p^2 - 3\omega^2 p^2 - 2\omega p^2}{\omega + \Omega} - q \cdot p (\omega^2 - p^2) \right]. \]  

(B50)

Expanding to quadratic order in \( q \) and integrating over angles gives (keeping only the \( q^2 \) term)

\[ \chi_{00}^{(1)}(Q)|_{bc} = -\frac{1}{2} Ne^2 \alpha \frac{q^2}{8\pi^3} \int_0^\infty dp \int_0^\infty d\omega \ln \frac{4\Lambda c}{p} \frac{8\pi \omega}{\omega^2 + p^2} \frac{p^2}{(\omega + \Omega)^2} \frac{p^2 - \omega(\Omega + \omega)}{[p^2 + (\omega + \Omega)^2]^2}. \]  

(B51)

To proceed, we rescale \( p \to \Omega p \) and evaluate the frequency integral. Thus we have

\[ \chi_{00}^{(1)}(Q)|_{bc} = -\frac{1}{2} Ne^2 \alpha \frac{q^2}{8\pi^3} \int_0^\infty dp \int_0^\infty d\omega \frac{\nu \Lambda c \pi^2 (4p^2 - 1)}{p \Omega p (4p^2 + 1)^2}, \]  

(B52)

\[ = \frac{q^2 N\alpha}{64\Omega}, \]  

(B53)

Note that the integral over \( p \) was a sum of two terms due to the formula

\[ \ln \frac{\nu \Lambda c}{p \Omega} = \ln \frac{\nu \Lambda c}{\Omega} - \ln p, \]  

(B54)

However, the first such integral \textit{vanishes}. Upon analytically continuing, we find the contribution to the conductivity

\[ \sigma_{bc} = \sigma_0 \frac{\alpha}{4}, \]  

(B55)

which agrees with Eq.(13) of Mishchenko\(^2\).

As we have noted, within this approach, the vertex diagram (also called the \( d \) diagram) has no divergences, and so we can simply take Mishchenko’s result for this diagram. The result is:

\[ \sigma_d = \sigma_0 \frac{8 - 3\pi}{6}, \]  

(B56)

finally leading to:

\[ \sigma = \sigma_0 \left( 1 + \alpha \frac{19 - 6\pi}{12} \right), \]  

(B57)

the expected result. Our next task is to see how dimensional regularization can give a different result.
b. Dimensional regularization

We now consider how these results would change if we had instead worked in $d = 2 - \epsilon$ spatial dimensions, using spatial dimensionality to regularize the integral before taking the limit of $\epsilon \to 0$ at the end of the day. All that changes is that we would simply replace the logarithm coming from the self energy with the result from dimensional regularization, and also alter the dimensionality of the momentum integral. The self energy in $d$ dimensions is proportional to:

$$\Sigma(p) \propto p^{-\epsilon} \frac{\Gamma\left[\frac{1-\epsilon}{2}\right]\Gamma\left[\frac{3-\epsilon}{2}\right]\Gamma\left[\frac{\epsilon}{2}\right]}{\pi \Gamma^2[2-\epsilon]}, \quad (B58)$$

$$\simeq \frac{1}{\epsilon} - \frac{1}{2} \gamma + \ln 4 - \ln p. \quad (B59)$$

Now, as noted above, only the $\ln p$ part of the integral contributes. Given this fact, one may ask how we could get a different result in dimensional regularization since all that changes is the replacement $\ln \Lambda \to \frac{1}{2}$ (up to additional constant terms). In strictly two dimensions, but with the self energy evaluated in $d = 2 - \epsilon$ dimensions, the relevant integral is:

$$\int_0^\infty p dp \left( \frac{1}{p} - \frac{1}{2} \gamma + \ln \frac{4\pi}{p} \right) = \int_0^\infty p dp \ln \frac{4p^2 - 1}{p(p^2 + 1)^2} = -\frac{\pi}{4}, \quad (B60)$$

where to get to the middle expression we used the fact that the contribution to the integral from the constant ($p$-independent) piece in square brackets vanishes. Clearly, this would yield the result Eq. (B57) whether the cutoff comes from $\Lambda$ or dimensional regularization. The difference is that, in $d$ spatial dimensions, the integration measure also changes. Therefore, if we change our integration to be in $d = 2 - \epsilon$ spatial dimensions, we obtain:

$$\int_0^\infty p^{1-\epsilon} dp \left( \frac{1}{p} - \frac{1}{2} \gamma + \ln \frac{4\pi}{p} \right) = -\frac{\pi}{2}, \quad (B61)$$

where we took $\epsilon \to 0$ at the end of the calculation. Now, the part of the integral coming from the momentum-independent parts of the square brackets does not vanish, but is instead proportional to $\epsilon$ and yielding a finite contribution when multiplied by $\frac{1}{2}$. This small difference is seen to double the size of the $bc$ diagrams. Since the $d$ diagram does not change (since it is convergent) it would lead to the final conductivity correction proportional to $C' = \frac{22 - 6\pi}{12}$. In Eq. (B61), we approximated the self energy by its $\epsilon \to 0$ limit. However, the same result holds if we instead used the full power-law expression Eq. (B58).

c. Spatial dimension $d = 2 - \epsilon$ but sharp cutoff

We can also consider working in $d = 2 - \epsilon$ dimensions but with maintaining a UV cutoff $\Lambda$. This is what we are implicitly doing when we do momentum shell (Wilson) RG in $d$ dimensions. We expect, generally, that the self energy in this case will be of the form:

$$\Sigma(p) \propto \int_p^\Lambda \frac{d^{d-1}q}{q^2} = \frac{1}{\epsilon} \left( p^{-\epsilon} - \Lambda^{-\epsilon} \right). \quad (B62)$$

Plugging this into our integral, we obtain:

$$\int_0^\infty p^{1-\epsilon} dp \frac{1}{\epsilon} \left( p^{-\epsilon} - \Lambda^{-\epsilon} \right) \frac{4(vp)^2 - \omega^2}{p(4vp)^2 + \omega^2} = \left( \frac{\omega}{v} \right)^{1-2\epsilon} \frac{2}{3} \left( \frac{\omega}{v} \right)^\epsilon - \frac{\pi^2}{2}, \quad (B63)$$

which is the UV quirk. The order of limits of the UV-cutoff $\Lambda$ and the dimensional parameter $\epsilon$ do not commute. If we first took the limit of $\epsilon \to 0$ and at the end of the calculation the limit $\Lambda \to \infty$, we would obtain $C$, whereas if we took first $\Lambda \to \infty$ and at than $\epsilon \to 0$, we would have $C'$.

$$\lim_{\epsilon \to 0} \left( \lim_{\Lambda \to \infty} \left[ C \left( \epsilon, \frac{\omega}{\Lambda} \right) = \frac{22 - 6\pi - 3 \left( \frac{\omega}{v}\right)^\epsilon}{12} \right] \right) = C' \quad (B64)$$

$$\lim_{\Lambda \to \infty} \left( \lim_{\epsilon \to 0} \left[ C \left( \epsilon, \frac{\omega}{\Lambda} \right) = \frac{22 - 6\pi - 3 \left( \frac{\omega}{v}\right)^\epsilon}{12} \right] \right) = C. \quad (B65)$$
Within WRG, the solution to this ultraviolet quirk is to always maintain nonzero $\Lambda$, first setting $\epsilon \to 0$, a procedure which unambiguously yields the coefficient $C$. If we set $\Lambda \to 0$ first then, although the theory is regularized, additional singularities appear in the limit $\epsilon \to 0$. A correct handling of this limit requires regularizing the full theory (not just the diagrams) as reviewed in the preceding subsection (and again finally yielding $C$ for the interaction correction coefficient).
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