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Abstract

Quantized maximum a posteriori (Q-MAP) is a recently-proposed Bayesian compressed sensing algorithm that, given the source distribution, recovers $X^n$ from its linear measurements $Y^m = AX^n$, where $A \in \mathbb{R}^{m \times n}$ denotes the known measurement matrix. On the other hand, Lagrangian minimum entropy pursuit (L-MEP) is a universal compressed sensing algorithm that aims at recovering $X^n$ from its linear measurements $Y^m = AX^n$, without having access to the source distribution. Both Q-MAP and L-MEP provably achieve the minimum required sampling rates, in noiseless cases where such fundamental limits are known. L-MEP is based on minimizing a cost function that consists of a linear combination of the conditional empirical entropy of a potential reconstruction vector and its corresponding measurement error. In this paper, using a first-order linear approximation of the conditional empirical entropy function, L-MEP is connected with Q-MAP. The established connection between L-MEP and Q-MAP leads to variants of Q-MAP which have the same asymptotic performance as Q-MAP in terms of their required sampling rates. Moreover, these variants suggest that Q-MAP is robust to small error in estimating the source distribution. This robustness is theoretically proven and the effect of a non-vanishing estimation error on the required sampling rate is characterized.

I. INTRODUCTION

Consider the classic problem of compressed sensing: a high-dimensional “structured” signal $X^n \in \mathbb{R}^n$ is to be recovered from its under-sampled linear measurements $Y^m = AX^n + Z^m$, where $m < n$, $A \in \mathbb{R}^{m \times n}$ and $Z^m \in \mathbb{R}^m$. It is crucial for the signal $X^n$ to be structured, as otherwise the problem has infinitely many solutions. Classical compressed sensing is mainly concerned with the case where the structure of the source is a known simple structure, such as sparsity in some transform domain or low-rankness. The problem with these typical underlying assumptions is that in many real applications

i) the underlying structure (or distribution) of the source is not known (or is only partially known),

ii) the source structure is much more complicated than the typical structures that are currently considered in compressed sensing.
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Recovery algorithms that do not address these issues suffer from sub-optimal recovery performance. This means that they require more measurements (or have lower reconstruction quality) compared to an algorithm that takes these issues into account.

The first issue, i.e., not knowing the source distribution or structure, is an important problem that happens in many other data processing tasks, such as compression, denoising and prediction. To address this issue, researchers in different fields have looked into designing “universal” algorithms that do not require knowledge of the source distribution. In information theory, an algorithm is called universal with respect to a class of distributions\(^1\), if, without knowing the source distribution, it asymptotically achieves the optimal performance for all signals that are generated according to one of the distributions in that specific class [1]. Existence of efficient universal algorithms is already known for a number of tasks such as lossless data compression [2] and discrete denoising [3]. The problem of universal compressed sensing was originally introduced in [4] for non-stochastic sources. Later, [5]–[7] studied the problem of universal compressed sensing of stochastic processes. They proposed an implementable yet a computationally-demanding universal algorithm for compressed sensing. The algorithm was referred to as Lagrangian minimum entropy pursuit (L-MEP) in [4]. For stationary memoryless sources that are distributed according to a mixture of discrete and continuous distributions, L-MEP can be proved to achieve the minimum required sampling rate [4].

Addressing the second issue, i.e., designing efficient and robust Bayesian compressed sensing algorithms that take advantage of known complicated structures of a source is more specific to compressed sensing and has already been addressed to a great extent in other areas such as denoising and data compression. One potential path to address this issue is to transfer knowledge from other areas and design compression-based [8] or denoising-based [9] compressed sensing recovery algorithms. This approach turns out to be very effective and yields algorithms that achieve state-of-the-art performance in, for example, compressive imaging. However, this method does not directly solve the Bayesian compressed problem in which the source distribution is known or learned from a large training dataset. For any given source distribution, a compression-based (denoising-based) approach requires access to an efficient compression (denoising) algorithm tailored for that known distribution. But such compression or denoising algorithm might not be available for a general distribution of interest. Moreover, even in cases where efficient compression/denoising algorithms exist, given a big dataset, one can potentially go beyond them, by first learning all complicated structures of the source and then designing a recovery algorithm that takes advantage of the learned model.

Quantized maximum a posteriori (Q-MAP) is a recently-proposed Bayesian compressed sensing algorithm that aims at addressing the just-described issue [10]. Consider \(X^n\) drawn from a general distribution. Q-MAP recovers

\(^1\)Typically this is the class of all stationary and ergodic processes with a common finite alphabet.
from its noisy linear measurements $Y^m = AX^n + Z^m$ by taking advantage of the source full structure captured by its distribution.

Both L-MEP and Q-MAP entail solving discrete optimizations over the space of quantized reconstruction sequences. Let $\mathcal{X}$ denote the alphabet of the source, which is typically an interval in $\mathbb{R}$. Then, we define $\mathcal{X}_b$ to denote the discrete set derived by quantizing all elements in $\mathcal{X}$ into $b$ bits. (The exact quantization operation will be defined later in the notation section.) Using this definition, L-MEP and Q-MAP both try to minimize their respective cost functions over $\mathcal{X}_b^n$, for some appropriately chosen quantization level $b$. In the case of L-MEP, the optimization can be written as

$$\hat{X}_{\text{LMEP}} = \arg \min_{u^n \in \mathcal{X}_b^n} \left( f_1(u^n) + \lambda \| A u^n - Y^m \|_2^2 \right), \quad (1)$$

where $\lambda > 0$ and $f_1(u^n)$ is a function, to be defined explicitly in Section III, that estimates the level of structuredness of candidate reconstruction sequence $u^n$. Note that L-MEP is a universal algorithm and $f_1$ is a generic function that does not depend on the source distribution. On the other hand, the optimization required in Q-MAP can be written as

$$\hat{X}_{\text{QMAP}} = \arg \min_{u^n \in \mathcal{X}_b^n} \left( f_2(u^n) + \lambda \| A u^n - Y^m \|_2^2 \right), \quad (2)$$

where $\lambda > 0$ and $f_2(u^n)$, to be defined explicitly in Section III, is a function that depends on the known source distribution. Comparing (1) and (2) reveals that the only difference between L-MEP and Q-MAP is in how they enforce the source model (structure). Interestingly, as shown in [4] and [10], in the noiseless setting, asymptotically, both optimizations can recover $X^n$ from its samples $Y^m = AX^n$, as long as the sampling rate ($m/n$) is larger than a rate that seems to be the fundamental limit for almost lossless recovery. This seems counterintuitive, as one of them (Q-MAP) is using the full source distribution and the other one (L-MEP) is a universal algorithm. The first objective of this paper is to understand why two seemingly different optimizations have the same asymptotic performance and require the same number of measurements. Towards this goal, we show how using a first-order approximation of function $f_1$, L-MEP reduces to an optimization similar to Q-MAP. This approximation not only shows a fundamental connection between Q-MAP and L-MEP, but also enables us to derive variants of Q-MAP. While these variants all have the same asymptotic performance as Q-MAP and L-MEP, each uses a different cost function to measure the level of structuredness of signals in $\mathcal{X}_b^n$.

One advantage of the variants of Q-MAP derived from L-MEP is that they provide a roadmap into studying important properties of Q-MAP, such as its robustness to source estimation error. As mentioned earlier, Q-MAP is a Bayesian compressed sensing recovery method and requires knowing the source distribution. More precisely, the function $f_2$ in (2) that captures the source distribution involves some weights that are a function of the source distribution. However, in practice, the input distribution is rarely known in advance and typically has to be learned
from some training dataset. This raises an important question regarding robustness of Q-MAP to error in estimating the source distribution. To address this issue, we first note that in one of the variants of Q-MAP derived from L-MEP, the weights in function $f_2$, instead of the source distribution, are a function of the empirical distribution of $[X^n]_b$. Therefore, this variant of Q-MAP already employs estimated weights instead of the ideal weights required by Q-MAP. Using this result as a first step, in this paper, we show that in general Q-MAP is in fact robust to small estimation error. We also characterize the required increase in the sampling rate to compensate for a non-vanishing estimation error.

We should mention that since L-MEP and Q-MAP involve solving discrete optimizations over the space of high-resolution quantized reconstruction sequences, they are both computationally demanding algorithms. To address the computational complexity issue, the authors in [10] propose an iterative algorithm based on projected gradient descent that aim at approximating the solution of the Q-MAP algorithm. This approach partially addresses the computational-complexity issue.

The organization of the paper is as follows. Section II includes the notation used throughout the paper, and some background information on measures of structuredness, conditional empirical entropy, and mixing processes. Section III establishes the connection between Q-MAP and L-MEP and how one can be derived from the other one. Section IV explores the robustness of Q-MAP to its estimate of the source distribution. Section V presents the proofs of the derived results and Section VI concludes the paper.

II. BACKGROUND

A. Notation

Given $(x_1, x_2, \ldots, x_n) \in \mathbb{R}^n$ and $(i, j) \in \{1, \ldots, n\}^2$, $x_i^j \triangleq (x_i, x_{i+1}, \ldots, x_j)$. In the special cases when $i = 1$ or $i = j$, $x_i^1$ and $x_j^j$ are denoted by $x^i$ and $x_j$, respectively. Sets are denoted by calligraphic letters such as $\mathcal{X}$ and $\mathcal{Y}$. The size of a finite set $\mathcal{X}$ is denoted by $|\mathcal{X}|$. For $a \in \mathbb{R}$, $\delta_a$ denotes the Dirac measure on $\mathbb{R}$ with an atom at $a$. Throughout the paper, log and ln refer to logarithm in base 2 and the natural logarithm, respectively.

For $x \in \mathbb{R}$, let $[x]$ denote the largest integer number smaller than or equal to $x$. For $b \in \mathbb{N}^+$, the $b$-bit quantized version of $x$ is denoted by $[x]_b$ and is defined as

$$[x]_b \triangleq [x] + \sum_{i=1}^{b} 2^{-i}a_i,$$

where for all $i$, $a_i \in \{0, 1\}$, and $0.a_1a_2\ldots$ denotes the binary representation of $x - [x]$. Given $x^n \in \mathbb{R}^n$, $[x^n]_b \triangleq ([x_1]_b, \ldots, [x_n]_b)$. Given set $\mathcal{X} \subset \mathbb{R}$, let $\mathcal{X}_b$ denote the $b$-bit quantized version of $\mathcal{X}$. That is,

$$\mathcal{X}_b = \{[x]_b : x \in \mathcal{X}\}.$$
B. Measures of structuredness

As described earlier, compressed sensing is about recovering structured real-valued signals from their linear under-sampled measurements. Hence, it is important to understand what it means for a real-valued signal to be structured and how one can measure the level of structuredness of a signal. One classic example of structured signals in compressed sensing is the set of sparse signals. Consider an independent identically distributed (i.i.d.) process $X = \{X_i\}_{i=1}^{\infty}$, where $X_i \sim (1-p)\delta_0 + pf_c$. Here, $p \in [0, 1]$ and $f_c$ denotes the probability density function (pdf) of an absolutely continuous distribution. For any value $p \neq 1$, vector $X^n$, with high probability, is sparse and hence structured and can be recovered from its under-sampled measurements. However, for $p = 1$, process $X$ is an unstructured process and $X^n$ cannot be recovered from less than $n$ measurements. For general stationary stochastic processes, it is desirable to have a measure of structuredness that automatically distinguishes between the cases where compressed sensing is possible and the cases where it is not possible to recover the source from its undersampled measurements.

Information dimension (ID) of a stochastic process defined in [7] serves this purpose and provides a measure of structuredness for stationary stochastic processes. ID of a stationary process is closely related to its rate-distortion dimension, which is yet another measure of structuredness. (Refer to [11], [12] and [13] for more information on this fundamental connection.)

**Definition 1** (ID of a stochastic process). The $k$-th order upper and lower IDs of a stochastic process $X = \{X_i\}_{i=1}^{\infty}$ are denoted by $\bar{d}_k(X)$ and $\underline{d}_k(X)$ and defined as

$$\bar{d}_k(X) = \limsup_{b \to \infty} \frac{H([X_{k+1}^b]_b | [X^k]_b)}{b},$$

and

$$\underline{d}_k(X) = \liminf_{b \to \infty} \frac{H([X_{k+1}^b]_b | [X^k]_b)}{b},$$

respectively. If $\lim_{k \to \infty} \bar{d}_k(X)$ exists, the upper ID of process $X$ is defined as $\bar{d}_o(X) = \lim_{k \to \infty} \bar{d}_k(X)$. Also, if $\lim_{k \to \infty} \underline{d}_k(X)$ exists, the lower ID of process $X$ is defined as $\underline{d}_o(X) = \lim_{k \to \infty} \underline{d}_k(X)$. In the case where $\bar{d}_o(X) = \underline{d}_o(X)$, the information dimension of process $X$ is defined as $d_o(X) = \bar{d}_o(X) = \underline{d}_o(X)$.

It is straightforward to show that the ID of an i.i.d. process $X = \{X_i\}_{i=1}^{\infty}$ is equal to the Rényi information dimension of its first order marginal distribution ($X_1$). In other words, the definition of ID for random processes is a generalization of Rényi’s notion of ID, defined in [14] for random variables and random vectors. For the sparse i.i.d. process described earlier, it can be proved that [14],

$$d_o(X) = p.$$
This suggests that, at least in this special case, as desired, the ID of process $X$ serves as a measure of structuredness.

In this case, the maximum ID is achieved by processes with $p = 1$, in which case, as explained earlier, compressed sensing is infeasible. In fact, it can be proved that for all stationary processes $X$ with $H(\lfloor X_1 \rfloor) < \infty$, $\bar{d}_k(X) \leq 1$ and $d_k(X) \leq 1$ [7]. Moreover, for a stochastic process $X$ satisfying some mixing conditions, [7] proves that L-MEP is a universal algorithm that recovers $X^n$ with almost zero distortion, from slightly more than $n\bar{d}_o(X)$ random linear measurements. Therefore, intuitively speaking, in general, a stationary process with an ID strictly smaller than one can be categorized as a structured process. On the other hand, processes whose ID is equal to one can be considered as unstructured processes that are not suitable for compressed sensing.

C. Conditional empirical entropy

In Section II-B we reviewed the definition of the ID of a stochastic process as a measure of its structuredness. In order to develop a universal compressed sensing algorithm, we also need a measure that estimates the level of structuredness of an individual vector in $x^n \in \mathbb{R}^n$. One approach to develop such a measure is to first quantize $x^n$ as $[x^n]_b$ to derive a discrete sequence and then use one of the standard universal measures of complexity that already exist in information theory, which are designed for sequences drawn from discrete alphabets. One such measure is the conditional empirical entropy function that is also closely related to the definition of ID of a stochastic process [1].

Consider sequence $u^n \in U^n$, where $U$ denotes a discrete set. Given $k \in \mathbb{N}^+$, the $k$-th order empirical distribution induced by $u^n$ is denoted by $\hat{p}_k(\cdot|u^n)$, and is defined as follows. For every $a^k \in U^k$,

$$\hat{p}_k(a^k|u^n) = \frac{1}{n-k} \sum_{i=k+1}^{n} \mathbb{I}_{u^k_{i-k}=a^k}$$

(4)

where $\mathbb{I}_E$ denotes the indicator function of event $E$.

Conditional empirical entropy function is a well-known measure of complexity for finite-alphabet sequences [15]. The $k$-th order conditional empirical entropy of $u^n$ is denoted by $\hat{H}_k(u^n)$ and is defined as

$$\hat{H}_k(u^n) = H(U_{k+1}|U^k),$$

where $U^{k+1}$ is distributed as $\hat{p}_{k+1}(\cdot|u^n)$. More explicitly,

$$\hat{H}_k(u^n) = -\sum_{a^{k+1} \in U^{k+1}} \hat{p}_{k+1}(a^{k+1}) \log \frac{\hat{p}_{k+1}(a^{k+1})}{\hat{p}_k(a^k)}.$$ 

(5)

Note that $\hat{p}_k(a^k) = \sum_{a^{k+1} \in U} \hat{p}_{k+1}(a^{k+1})$. 

DRAFT
D. \(\Psi^*\)-mixing processes

In this section, we briefly review \(\Psi^*\)-mixing processes. The reason we are interested in such processes is that for developing compressed sensing algorithms that are also applicable to sources with memory, we need to be able to estimate the structuredness of different processes from their realizations. In Section II-C, we reviewed the conditional empirical entropy function which is one of the tools that enable us to develop such estimators. However, for such estimators to converge, due to some technical challenges, some additional constraints on the memory of the input stochastic process is required. \(\Psi^*\)-mixing processes are a class processes which satisfy our desired convergence.

Consider stochastic process \(X = \{X_i\}_{i=-\infty}^{\infty}\). Given \((j,k) \in \mathbb{N}^2, j < k\), let \(F_j^k\) denote the smallest \(\sigma\) field containing all events generated by \(X_j^k\). Then, the function \(\psi^*_X : \mathbb{N}^+ \to \mathbb{R}^+\) is defined as

\[
\psi^*_X(g) \triangleq \sup_{(j,A,B) \in \mathbb{N} \times F_{j-\infty} \times F_{j+\infty}; P(A)P(B)>0} \frac{P(A \cap B)P(A)P(B)}{P(A)P(B)},
\]

Definition 2 (\(\Psi^*\)-mixing processes). Stochastic process \(X\) is called \(\Psi^*\)-mixing, if

\[
\lim_{g \to \infty} \psi^*_X(g) = 1.
\]

Intuitively speaking, a stochastic process is \(\Psi^*\)-mixing, if its past and its future are almost independent from each other. The following result states the key property of \(\Psi^*\)-mixing processes that used to prove the main results about L-MEP and Q-MAP algorithms.

Theorem 1 (Theorem 6 in [7]). Consider a stationary \(\Psi^*\)-mixing process \(X\) and let process \(Z\) denote the \(b\)-bit quantized version of process \(X\). That is, \(Z_i = [X_i]_b\), for all \(i\). Then, for any \(\epsilon > 0\), there exists \(g \in \mathbb{N}\), depending only on \(\epsilon\) and the function \(\psi_X(\cdot)\), such that for any \(n > 6(k+g)/\epsilon + k\),

\[
P\left( \sum_{a^k \in \mathcal{X}_b^k} |\hat{p}_k(a^k|Z^n) - P(Z^k = a^k)| \geq \epsilon \right) \leq 2^{c \epsilon^2 / \epsilon (k + g)} n |Z|^2 \frac{\epsilon^2}{8(k + g)},
\]

where \(c = 1/(2 \ln 2)\).

Remark 1. All memoryless processes and Markov sources with a discrete state space are \(\Psi^*\)-mixing [15]. Continuous space Markov processes are not in general \(\Psi^*\)-mixing. However, the result of Theorem 1, i.e., asymptotic convergence of the empirical frequencies of their appropriately-quantized versions, also holds for Markov processes that are weak \(\Psi_q^*\)-mixing, defined in [10].\(^2\) One example of such processes is a piecewise-constant signal modeled

\(^2\)For brevity, we skip stating the definition of this property and refer readers to [10].
by a first-order Markov process. All results in this paper mentioned for \( \Psi^*-\)mixing processes also hold for Markov processes that are weak \( \Psi_q^*-\)mixing.

III. FROM L-MEP TO Q-MAP

Consider stationary process \( X = \{X_i\}_{i=1}^{\infty} \). Lagrangian-MEP (L-MEP) is a universal algorithm that recovers \( X^n \) from its measurements \( Y^m = AX^n \), without knowing the source distribution. More precisely, given measurement \( Y^m \) and sensing matrix \( A \), L-MEP estimates \( X^n \) as \( \hat{X}_{\text{LMEP}}^n \) by solving the following optimization:

\[
\hat{X}_{\text{LMEP}}^n = \arg \min_{x^n \in X^n} \left[ \hat{H}_k(u^n) + \frac{\lambda}{n^2} \|Au^n - Y^m\|_2 \right],
\]

(6)

where \( \lambda \in \mathbb{R}^+ \) (regularization coefficient), \( b \in \mathbb{N}^+ \) (quantization level) and \( k \in \mathbb{N}^+ \) (history size) are parameters that need to be determined. The following theorem proves that for the right choice of parameters, given enough measurements, L-MEP is a universal compressed sensing algorithm that recovers the source vector at almost zero distortion.

**Theorem 2** (Theorem 8 in [7]). Consider a stationary \( \Psi^*-\)mixing process \( X = \{X_i\}_{i=1}^{\infty} \) and let \( Y^m = AX^n \), where \( A \in \mathbb{R}^{m \times n} \). The elements of \( A \) are generated i.i.d. \( \mathcal{N}(0,1) \). Choose \( \delta > 0 \), and \( b = b_n = \lfloor r \log \log n \rfloor \), where \( r > 1 \), \( \lambda = \lambda_n = (\log n)^{2r} \) and

\[
m = m_n \geq (1 + \delta) \bar{d}_s(X)n.
\]

Also select a diverging sequence \( k = k_n \) such that \( k_n = o(\frac{\log n}{\log \log n}) \). Let \( \hat{X}_{\text{LMEP}}^n \) denote the solution of (6). Then,

\[
\frac{1}{\sqrt{n}} \|X^n - \hat{X}_{\text{LMEP}}^n\|_2 \overset{P}{\to} 0.
\]

Theorem 2 implies that for \( \Psi^*-\)mixing processes, asymptotically, in the noiseless setting, as long as the sampling rate is larger than the upper ID of the source, L-MEP recovers the source almost with zero distortion, without knowing the source distribution or structure.

L-MEP, described in (6), employs the conditional empirical entropy function as a measure of structuredness. However, conditional empirical entropy function is a highly non-linear function of empirical distribution, and this makes finding the minimizer of (6) a challenging task. To address the computational complexity issue and to move toward deriving computationally-efficient algorithms, consider the following optimization, called approximate MEP (AMEP), where the conditional empirical entropy function is replaced by a linear function of the empirical distribution:

\[
\hat{X}_{\text{AMEP}}^n = \arg \min_{x^n \in X^n} \left[ \sum_{a^{k+1} \in X^{k+1}_n} w_{a^{k+1}} \hat{p}_k(a^{k+1}|u^n) + \frac{\lambda}{n^2} \|Au^n - Y^m\|_2 \right],
\]

(7)
Here, \( w = (w_{a^{k+1}} : a^{k+1} \in X_b^{k+1}) \) are fixed non-negative weights that need to be determined. As \( \hat{H}_k(u^n) \) in L-MEP captures the structuredness of a candidate reconstruction sequence \( u^n \), \( \sum_{a^{k+1} \in X_b^{k+1}} w_{a^{k+1}} \hat{p}_k(a^{k+1} | u^n) \) is expected to play a similar role in AMEP. This of course depends on the choice of the weights. Given weights \( w = (w_{a^{k+1}} : a^{k+1} \in X_b^{k+1}) \), define function \( c_w : X^n_b \rightarrow \mathbb{R} \), as follows. For \( u^n \in X^n_b \),

\[
c_w(u^n) = \sum_{a^{k+1} \in X_b^{k+1}} w_{a^{k+1}} \hat{p}_k(a^{k+1}).
\]

Using this definition, (7) can be written as \( \hat{X}^{n}_{\text{AMEP}} = \arg \min_{x^n \in X^n_b} \left[ c_w(u^n) + \frac{\lambda}{m} ||Au^n - Y^m||^2 \right] \). To understand the performance of AMEP and the role of weights \( w \) in capturing the level of structuredness of different sequences, first we need to determine a way to set the weights \( w \). After determining the weights, a key question is how the performances of AMEP and LMEP compare with each other. Since \( \hat{H}_k \) is a highly non-linear function, it is not clear if there exists a set of weights that make the performance of the two optimizations comparable. The following theorem addresses both questions and proves that (6) and (7) in fact have the same performance, if the weights \( w \) are set appropriately.

**Theorem 3.** Given measurements \( y^m = Ax^n \) and measurement matrix \( A \in \mathbb{R}^{m \times n} \), let \( \hat{x}^{n}_{\text{LMEP}} \) denote a minimizer of L-MEP optimization described in (6). Let \( w = (w_{a^{k+1}} : a^{k+1} \in X_b^{k+1}) \) denote the set of partial derivatives of the \( k \)-order conditional empirical entropy function \( \hat{H}_k \) evaluated at \( \hat{p}_{k+1}(\cdot | \hat{x}^{n}_{\text{LMEP}}) \). That is, for \( a^{k+1} \in X_b^{k+1} \), let

\[
w_{a^{k+1}} = \frac{\partial \hat{H}_k}{\partial \hat{p}_{k+1}(a^{k+1})} \bigg|_{\hat{p}_{k+1}(\cdot | \hat{x}^{n}_{\text{LMEP}})} = \log \frac{\hat{p}_k(a^{k} | \hat{x}^{n}_{\text{LMEP}})}{\hat{p}_{k+1}(a^{k+1} | \hat{x}^{n}_{\text{LMEP}})}.
\]

Then the solution of the AMEP optimization described in (7) for the specified set of weights \( w \) is a minimizer of L-MEP optimization (6) as well.

The proof is presented in Section V-B

Theorem 3 proves that given the empirical distribution of a minimizer of (6), we could calculate the coefficients according to (9) and solve the optimization described in (7) instead of the one described in (7). The challenge of course is that it is not clear how to find the empirical distribution of the solution of (6). In the noiseless setting, L-MEP renders an almost zero-distortion reconstruction of the input sequence. In other words, the minimizer of (6), asymptotically, is very close to the desired input signal \( X^n \). Therefore, it seems plausible that if one computes the coefficients based on the empirical distribution of the quantized input signal instead of the empirical distribution of the of solution (6), the performance of the derived algorithm is still close to that of L-MEP. The following theorem proves that this is in fact the case.

**Theorem 4.** Consider a stationary \( \Psi^* \)-mixing process \( X \). Choose \( r > 1, \delta > 0, \) and let \( b = b_n = \lfloor r \log \log n \rfloor, \)
\[ \lambda = \lambda_n = (\log n)^{2r} \] and
\[ m = m_n \geq (1 + \delta) \tilde{d}_\rho(\mathbf{X}) n. \]

Also, choose a diverging sequence \( k = k_n \) such that \( k_n = o(\frac{\log n}{\log \log n}) \). Assume that the decoder observes measurements \( Y^m = AX^n \), and the decoder’s coefficients \( \mathbf{w} = (w_{a^k+1} : a^k+1 \in \mathcal{X}_b^{k+1}) \) are set as
\[
    w_{a^k+1} = \frac{\partial \hat{H}_k}{\partial \hat{p}_{k+1}(a^{k+1})} \bigg|_{\hat{p}_{k+1}([X^n]_b)} = \log \frac{\hat{p}_k(a^k||[X^n]_b)}{\hat{p}_{k+1}(a^{k+1}||[X^n]_b)}. \tag{10}
\]

The entries of the measurement matrix are generated i.i.d. according to \( \mathcal{N}(0, 1) \) distribution. The decoder computes
\[ \hat{X}^n = \arg \min_{u^n \in \mathcal{X}_b^n} \left[ c_{\mathbf{w}}(u^n) + \frac{\lambda}{n^2} \| Au^n - Y^m \|_2^2 \right]. \]

Then, as \( n \) grows to infinity,
\[ \frac{1}{\sqrt{n}} \| X^n - \hat{X}^n \|_2 \overset{P}{\to} 0. \]

The proof is presented in Section V-A.

This result implies that if in addition to the measurements the decoder had access to the empirical distribution of the input signal, it could recover the input signal asymptotically almost losslessly roughly from slightly more than \( nd_\rho(\mathbf{X}) \) random linear measurements using the simplified optimization described (7).

Theorems 3 and 4 provide two different ways to set the coefficients \( \mathbf{w} \) in the A-MEP optimization, described in (7), so that asymptotically it has the same performance as the L-MEP optimization. The prescribed set of weights are derived either from the empirical distribution of the quantized input sequence \( X^n \), or from the empirical distribution of the quantized version of its reconstruction \( \hat{X}^n_{\text{LMEP}} \). Therefore, the resulting algorithms for the specified set of weights are not universal compressed sensing algorithms. However, for \( \Psi^\ast \)-mixing stationary processes, using Theorem 1, the empirical probabilities of the quantized input sequence \( X^n \) is expected to be close to their expected values, given that \( k \) and \( b \) grow slowing enough with the blocklength \( n \). This raises the following question:

**Question 1.** Can we replace the input-dependent weights with a set of weights that only depend on the source distribution and still have the same performance guarantee?

The answer to the above question is in fact affirmative, Deriving the weights using the input distribution instead of using the \( (k+1) \) order empirical distribution of \( [X^n]_b \) or \( [\hat{X}^n_{\text{LMEP}}]_b \) yields the Q-MAP optimization, which is a Bayesian compressed sensing recovery algorithm. More precisely, given stationary process \( \mathbf{X} \), for \( a^{k+1} \in \mathcal{X}_b^{k+1} \),...
Remark 2. As described in [10], the condition stated in (7) to recover the input sequence asymptotically at zero-distortion: Let

\[ w_{a_{k+1}} = -\log P \left( [X_{k+1}]_b = a_{k+1} | [X^k]_b = a^k \right) . \]  

(11)

Note that this new set of weights are not random variables and do not depend on any empirical distribution. The following theorem proves that the Q-MAP optimization, for any fixed \( k \), under some mild technical condition, asymptotically, is still able to recover the input vector \( X^n \) from measurements \( Y^m = AX^n \), at any sampling rate slightly larger than \( d_k(X) \).

**Theorem 5** (Theorem 5.1 in [10]). Consider a \( \Psi \)-mixing stationery process \( X \). Let \( Y^m = AX^n \), where the entries of \( A \) are i.i.d. \( \mathcal{N}(0,1) \). Choose \( k, r > 1 \) and \( \delta > 0 \), and let \( b = b_n = [r \log \log n] \), \( \lambda = \lambda_n = (\log n)^2r \) and \( m = m_n = (1 + \delta)n d_k(X) \). Assume that there exists a constant \( f_k > 0 \), such that for any quantization level \( b \), and any \( u^{k+1} \in \mathcal{A}^{k+1}_b \) with \( P([X^{k+1}]_b = u^{k+1}) \neq 0 \),

\[ P([X^{k+1}]_b = u^{k+1}) \geq f_{k+1} |\lambda_b|^{-(k+1)} . \]  

(12)

Further, assume that \( \hat{X}^n_{QMAP} \) denotes the solution of (7), where the coefficients are computed according to (11). Then, for any \( \epsilon > 0 \),

\[ \lim_{n \to \infty} P \left( \frac{1}{\sqrt{n}} \| X^n - \hat{X}^n_{QMAP} \|_2 > \epsilon \right) = 0. \]

**Remark 2.** As described in [10], the condition stated in (12) is a technical condition that is needed in the proof of Theorem 5. In [10], the authors conjecture that the result holds even for distributions that does not satisfy this condition. The results of Lemma 3 and Theorem 4 suggest that this might in fact be the case.

**IV. Robustness to Coefficients**

In the previous section, we characterized three sets of weights that enable the A-MEP optimization described in (7) to recover the input sequence asymptotically at zero-distortion:

1) In the first case, for \( a^{k+1} \in \mathcal{A}^{k+1}_b \), we set \( w_{a_{k+1}} = \log \frac{\hat{p}_k(a^k|\hat{x}^n_{QMAP})}{\hat{p}_{k+1}(a^{k+1}|\hat{x}^n_{LMEP})} \), where \( \hat{p}_{k+1}(a^{k+1}|\hat{x}^n_{LMEP}) \) denotes the \( (k+1) \)-th order empirical distribution of \( \hat{x}^n_{LMEP} \). Theorem 3 evaluates the performance of the resulting algorithm.

2) In the second case, for \( a^{k+1} \in \mathcal{A}^{k+1}_b \), we set \( w_{a_{k+1}} = \log \frac{\hat{p}_k(a^k|X^n)_b}{\hat{p}_{k+1}(a^{k+1}|X^n)_b} \). In other words, in this case the weights are set based on the \( (k+1) \)-th order empirical distribution of the quantized input sequence. Theorem 4 evaluates the asymptotic performance of the resulting algorithm.

3) Finally, in the third case, for \( a^{k+1} \in \mathcal{A}^{k+1}_b \), we set \( w_{a_{k+1}} = -\log P \left( [X_{k+1}]_b = a_{k+1} | [X^k]_b = a^k \right) \). That is, in this case the weights are computed based on the known distribution of the input. The resulting algorithm is the Q-MAP algorithm whose performance is stated in Theorem 5.
In summary, based on these three recipes, to evaluate the weights, one needs to have access to one of the following: the solution of the L-MEP optimization, the quantized input sequence, or the source distribution. While none of these three options, especially the first two, seem to be very practical, they inspire the following alternative path for deriving the weights: learn the source distribution from available training data and use it to evaluate the weights. This raises the following important questions about the robustness of the A-MEP algorithm to its inputs weights.

**Question 2.** *How sensitive is the performance of A-MEP (or Q-MAP) optimization to the set of weights \( \{ w_{a_k+1} : a^{k+1} \in \mathcal{X}_b^{k+1} \} \)? In other words, could we disturb the weights and still, asymptotically, recover the source at zero-distortion at the same sampling rate?*

**Question 3.** *Assume that there is a mismatch between the input distribution and the distribution used to derive the weights. How much should the sampling rate be increased to compensate for the mismatch?*

In this section we answer both of these questions.

Consider a stochastic process \( X = (X_i : i = 1, 2, \ldots) \). For source signal \( X^n \), let \( W^* = W^*_n(X^n) \) denote the coefficients calculated based on the empirical distribution of the quantized version of the input signal \( X^n \). That is, for \( a^{k+1} \in \mathcal{X}_b^{k+1} \),

\[
W^*_{a^{k+1}} = -\log \hat{p}_{k+1}(a^{k+1}|a^k),
\]

(13)

where \( \hat{p}_{k+1} = \hat{p}_{k+1}(\cdot|X^n)_b \). The following theorem addresses Question 2 and proves that if instead of \( W^* \), the A-MEP decoder employs a weight vector \( W \), which with high probability is close to \( W^* \), then its asymptotic recovery performance is not affected. More precisely, using the same sampling rate, with high probability, A-MEP is still able to recover the source from noise-free measurements \( Y^m = AX^n \), almost losslessly.

**Theorem 6.** *Consider the setup of Theorem 4. Assume that the vector of the coefficients \( W = W_n \) is such that, for any \( \epsilon > 0 \),

\[
P\left( \frac{1}{\|W_n - W^*_n\|_\infty} > \epsilon \right) \to 0,
\]

as \( n \) grows without bound. Let \( \hat{X}^n = \arg \min_{u^n \in \mathcal{X}^n} [cW(u^n) + \frac{1}{n}\|Au^n - Y^m\|^2] \). Then, as \( n \) grows to infinity,

\[
\frac{1}{\sqrt{n}}\|X^n - \hat{X}^n\|_2 \overset{P}{\to} 0.
\]

The proof is presented in Section V-C.

Theorem 6 proves that if the distance between the weights used by the A-MEP algorithm, described in (7), and the weights derived from \( [X^n]_b \) is small enough, the performance of A-MEP, asymptotically, does not change. In practice, typically, the distribution of the source is learned from some available datasets. Therefore, it is important
to also connect the performance of the algorithm to the distance between the learned distribution and the true underlying distribution. The next theorem directly looks at the distance between the original distribution of the source and its learned version and shows that if this distance is small enough the asymptotic performance does not change.

**Theorem 7.** Consider the setup of Theorem 4. Assume that the vector of the coefficients \( W = W_n \) is such that for every \( n \), there exists a probability distribution \( q_{k+1} \) over \( \lambda_b^{k+1} \) such that for every \( a^{k+1} \in \lambda_b^k \),

\[
W_{a^{k+1}} = -\log q_{k+1}(a_{k+1}|a^k),
\]

and

\[
P\left(\frac{1}{b} \hat{D}_{KL}(\hat{P}_{k+1}(\cdot | [X^n]_b), q_{k+1}) > \epsilon\right) \to 0,
\]

as \( n \) grows without bound. Let \( \hat{X}^n = \arg\min_{u^n \in \lambda_b^n} [c_W(u^n) + \frac{\lambda}{n^2} \|Au^n - Y^m\|^2] \). Then,

\[
\frac{1}{\sqrt{n}} \|X^n - \hat{X}^n\|_2 \overset{P}{\to} 0.
\]

The proof is presented in Section V-D.

We next turn to Question 3 and show that if there is a bounded mismatch between the weights \( W^* \) and the ones used by the A-MEP algorithm, \( W \), by increasing the sampling rate with a constant proportional to the \( \ell_{\infty} \) distance between \( W \) and \( W^* \), asymptotically, A-MEP still recovers the source vector almost losslessly.

**Theorem 8.** Consider the setup of Theorem 4. Assume that the vector of the coefficients \( W = W_n \) is such that, as \( n \) grows without bound,

\[
P\left(\frac{1}{b} \|W_n - W_n^*\|_{\infty} > \epsilon_w\right) \to 0,
\]

for some \( \epsilon_w > 0 \). Assume that

\[
m = m_n \geq (1 + \delta)(\bar{d}_o(X) + 3\epsilon_w)n,
\]

where \( \delta > 0 \) is a free parameter. Let \( \hat{X}^n = \arg\min_{u^n \in \lambda_b^n} [c_W(u^n) + \frac{\lambda}{n^2} \|Au^n - Y^m\|^2] \). Then,

\[
\frac{1}{\sqrt{n}} \|X^n - \hat{X}^n\|_2 \overset{P}{\to} 0.
\]

The proof is presented in Section V-E.

V. PROOFS

In this section we provide the proofs of the results mentioned earlier in the paper.
A. Proof of Theorem V-A

Since \( \hat{X}^n \) is a minimizer of \( c_\omega(u^n) + \frac{\lambda}{n^2} \|Au^n - Y^m\|^2 \) over all \( u^n \in \mathcal{X}_b^n \), we have

\[
\sum_{a^{k+1} \in \mathcal{X}_b^{k+1}} w_{a^{k+1}} \hat{p}_k(a^{k+1} | \hat{X}^n) + \frac{\lambda}{n^2} \|A\hat{X}^n - Y^m\|^2 \\
\leq \sum_{a^{k+1} \in \mathcal{X}_b^{k+1}} w_{a^{k+1}} \hat{p}_k(a^{k+1} | [X^n]_b) + \frac{\lambda}{n^2} \|A[X^n]_b - Y^m\|^2 \\
= \hat{H}_k([X^n]_b) + \frac{\lambda}{n^2} \|A[X^n]_b - Y^m\|^2, \tag{14}
\]

where the last line follows because, using the weights from (10), we have

\[
c_\omega(u^n) = \sum_{a^{k+1} \in \mathcal{X}_b^{k+1}} w_{a^{k+1}} \hat{p}_k(a^{k+1} | [X^n]_b) \\
= \sum_{a^{k+1} \in \mathcal{X}_b^{k+1}} \hat{p}_k(a^{k+1} | [X^n]_b) \log \frac{\hat{p}_k(a^{k+1} | [X^n]_b)}{\hat{p}_k(a^{k+1} | \hat{X}^n)} \\
= \hat{H}_k([X^n]_b).
\]

On the other hand, by the concavity of the empirical entropy function [16], it follows that

\[
\hat{H}_k(\hat{X}^n) \leq \hat{H}_k([X^n]_b) + \sum_{a^{k+1} \in \mathcal{X}_b^{k+1}} w_{a^{k+1}} \left( \hat{p}_k(a^{k+1} | \hat{X}^n) - \hat{p}_k(a^{k+1} | [X^n]_b) \right) \\
= \sum_{a^{k+1} \in \mathcal{X}_b^{k+1}} w_{a^{k+1}} \hat{p}_k(a^{k+1} | \hat{X}^n). \tag{15}
\]

Adding \( \frac{\lambda}{n^2} \|A\hat{X}^n - Y^m\|^2 \) to both sides of (15), we derive

\[
\hat{H}_k(\hat{X}^n) + \frac{\lambda}{n^2} \|A\hat{X}^n - Y^m\|^2 \\
\leq \sum_{a^{k+1} \in \mathcal{X}_b^{k+1}} w_{a^{k+1}} \hat{p}_k(a^{k+1} | \hat{X}^n) + \frac{\lambda}{n^2} \|A\hat{X}^n - Y^m\|^2. \tag{16}
\]

Therefore, combining (14) and (16), we have

\[
\hat{H}_k(\hat{X}^n) + \frac{\lambda}{n^2} \|A\hat{X}^n - Y^m\|^2 \leq \hat{H}_k([X^n]_b) + \frac{\lambda}{n^2} \|A[X^n]_b - Y^m\|^2 \tag{17}
\]

The rest of the proof follows from the proof of Theorem 8 in [7]. The reason is that while L-MEP seeks the minimizer of a different cost function \( \hat{H}_k(u^n) + \frac{\lambda}{n} \|Au^n - Y^m\|^2 \), the proof only uses the fact that the cost of the output \( \hat{X}^n \) is smaller than the cost of the quantized version of the input \([X^n]_b\).
B. Proof of Theorem 3

For the ease of the notation, let \( u^n = \hat{x}^n_{\text{LMEP}} \) and \( v^n = \hat{x}^n_{\text{AMEP}} \). Since \( \hat{H}_k \) is a concave function of \( \hat{p}_{k+1} \) [16], and since by assumption the weights \( w = (w_{a^{k+1}} : a^{k+1} \in X_{k+1}^a) \) are computed at \( \hat{p}_{k+1}(u^n) \), we have

\[
\hat{H}_k(v^n) \leq \hat{H}_k(u^n) + \sum_{a^{k+1}} w_{a^{k+1}} (\hat{p}_{k+1}(a^{k+1}|u^n) - \hat{p}_{k+1}(a^{k+1}|u^n))
\]

\[
= \sum_{a^{k+1}} w_{a^{k+1}} \hat{p}_{k+1}(a^{k+1}|u^n),
\]

where the last line follows because

\[
\sum_{a^{k+1} \in X_{k+1}^a} w_{a^{k+1}} \hat{p}_{k+1}(a^{k+1}|u^n) = \sum_{a^{k+1} \in X_{k+1}^a} w_{a^{k+1}} \hat{p}(a^{k+1}|u^n) \log \frac{\hat{p}(a^{k+1}|u^n)}{\hat{p}_{k+1}(a^{k+1}|u^n)} = \hat{H}_k(u^n).
\]

Adding \( \frac{\lambda}{n^2} \| Av^n - y^m \|^2 \) to the both sides of (18), it follows that

\[
\hat{H}_k(v^n) + \frac{\lambda}{n^2} \| Av^n - y^m \|^2 \\
\leq \sum_{a^{k+1}} w_{a^{k+1}} \hat{p}_{k+1}(a^{k+1}|u^n) + \frac{\lambda}{n^2} \| Av^n - y^m \|^2.
\]

(19)

On the other hand, by our assumption, \( v^n \) is a minimizer of (7). Therefore,

\[
\sum_{a^{k+1} \in X_{k+1}^a} w_{a^{k+1}} \hat{p}_{k+1}(a^{k+1}|u^n) + \frac{\lambda}{n^2} \| Av^n - y^m \|^2 \\
\leq \sum_{a^{k+1} \in X_{k+1}^a} w_{a^{k+1}} \hat{p}_{k+1}(a^{k+1}|u^n) + \frac{\lambda}{n^2} \| Au^n - y^m \|^2 \\
= \hat{H}_k(u^n) + \frac{\lambda}{n^2} \| Au^n - y^m \|^2.
\]

(20)

Therefore, combining (19) and (20), we have

\[
\hat{H}_k(v^n) + \frac{\lambda}{n^2} \| Av^n - y^m \|^2 \leq \hat{H}_k(u^n) + \frac{\lambda}{n^2} \| Au^n - y^m \|^2.
\]

But \( u^n \) is a minimizer of (6), which implies

\[
\hat{H}_k(u^n) + \frac{\lambda}{n^2} \| Au^n - y^m \|^2 \leq \hat{H}_k(v^n) + \frac{\lambda}{n^2} \| Au^n - y^m \|^2.
\]

Therefore, \( \hat{H}_k(u^n) + \frac{\lambda}{n^2} \| Au^n - y^m \|^2 = \hat{H}_k(v^n) + \frac{\lambda}{n^2} \| Au^n - Y^m \|^2 \), and as a result \( u^n \) is also a minimizer of (6).
C. Proof of Theorem 6

Before stating the proof of Theorem 6, we prove the following lemma which is used in the proof.

Lemma 1. Given \( w = (w_{a^{k+1}} : a^{k+1} \in X_b^{k+1}) \) and \( \hat{w} = (\hat{w}_{a^{k+1}} : a^{k+1} \in X_b^{k+1}) \), \( A \in \mathbb{R}^{m \times n} \) and \( y^m \in \mathbb{R}^m \), define functions \( f : X_b^n \to \mathbb{R} \) and \( \hat{f} : X_b^n \to \mathbb{R} \), as

\[
f(u^n) = \sum_{a^{k+1} \in X_b^{k+1}} w_{a^{k+1}} \hat{p}_k(a^{k+1} | u^n) + \frac{\lambda}{n^2} \| Au^n - Y^m \|^2
\]

and

\[
\hat{f}(u^n) = \sum_{a^{k+1} \in X_b^{k+1}} \hat{w}_{a^{k+1}} \hat{p}_k(a^{k+1} | u^n) + \frac{\lambda}{n^2} \| Au^n - Y^m \|^2,
\]

respectively. Assume that the weights \( w \) and \( \hat{w} \) are such that

\[
\| w - \hat{w} \|_\infty \leq \epsilon,
\]

for some \( \epsilon > 0 \). Let \( X^n \triangleq \arg \min f(u^n) \) and \( \hat{X}^n \triangleq \arg \min \hat{f}(u^n) \). Then,

\[
f(\hat{X}^n) \leq f(X^n) \leq f(\hat{X}^n) + 2\epsilon.
\]

Proof. Since by definition \( \hat{X}^n \) and \( X^n \) are the minimizers of \( f \) and \( \hat{f} \), respectively, we have

\[
f(\hat{X}^n) \leq f(X^n),
\]

and

\[
\hat{f}(\hat{X}^n) \leq \hat{f}(X^n).
\]

On other hand, since \( \| w - \hat{w} \|_\infty \leq \epsilon \), we have

\[
f(\hat{X}^n) = \sum_{a^{k+1} \in X_b^{k+1}} w_{a^{k+1}} \hat{p}_k(a^{k+1} | \hat{X}^n) + \frac{\lambda}{n^2} \| A\hat{X}^n - Y^m \|^2
\]

\[
\leq \sum_{a^{k+1} \in X_b^{k+1}} (\hat{w}_{a^{k+1}} + \epsilon) \hat{p}_k(a^{k+1} | \hat{X}^n) + \frac{\lambda}{n^2} \| A\hat{X}^n - Y^m \|^2
\]

\[
= \hat{f}(\hat{X}^n) + \epsilon \sum_{a^{k+1} \in X_b^{k+1}} \hat{p}_k(a^{k+1} | \hat{X}^n)
\]

\[
= \hat{f}(\hat{X}^n) + \epsilon
\]

\[
\leq \hat{f}(\hat{X}^n) + \epsilon.
\]

(21)
Similarly,

\[
\hat{f}(\hat{X}^n) = \sum_{a^{k+1} \in X_b^{k+1}} \hat{w}_{a^{k+1}} \hat{p}_k(a^{k+1} | \hat{X}^n) + \frac{\lambda}{n} \| A\hat{X}^n - Y_m \|^2 \\
\leq \sum_{a^{k+1} \in X_b^{k+1}} (\hat{w}_{a^{k+1}} + \epsilon) \hat{p}_k(a^{k+1} | \hat{X}^n) + \frac{\lambda}{n} \| A\hat{X}^n - Y_m \|^2 \\
= f(\hat{X}^n) + \epsilon \sum_{a^{k+1} \in X_b^{k+1}} \hat{p}_k(a^{k+1} | \hat{X}^n) \\
= f(\hat{X}^n) + \epsilon.
\]

(22)

Therefore, combining (21) and (22), it follows that

\[
f(\hat{X}^n) \leq f(\hat{X}^n) \leq f(\hat{X}^n) + 2 \epsilon.
\]

\[\square\]

Proof of Theorem 6. Define event \( \mathcal{E}_1 \) as

\[
\mathcal{E}_1 = \left\{ \frac{1}{b} \| W_n - W_n^* \|_{\infty} \leq \epsilon \right\}.
\]

Let

\[
\hat{X}^n = \arg \min_{u^n \in X_b^n} \left[ \sum_{a^{k+1} \in X_b^{k+1}} W_{a^{k+1}}^* \hat{p}_k(a^{k+1} | u^n) + \frac{\lambda}{n} \| Au^n - Y_m \|^2 \right].
\]

Conditioned on \( \mathcal{E}_1 \), we have

\[
\sum_{a^{k+1}} W_{a^{k+1}}^* \hat{p}_k(a^{k+1} | \hat{X}^n) + \frac{\lambda}{n} \| Y_m - A\hat{X}^n \|^2 \\
\leq 2 \epsilon b + \sum_{a^{k+1}} W_{a^{k+1}}^* \hat{p}_k(a^{k+1} | \hat{X}^n) + \frac{\lambda}{n} \| Y_m - A\hat{X}^n \|^2 \\
\leq 2 \epsilon b + \sum_{a^{k+1}} W_{a^{k+1}}^* \hat{p}_k(a^{k+1} | [X^n]_b) + \frac{\lambda}{n} \| Y_m - A[X^n]_b \|^2 \\
= 2 \epsilon b + \tilde{H}_k([X^n]_b) + \frac{\lambda}{n} \| Y_m - A[X^n]_b \|^2 \\
= 2 \epsilon b + \tilde{H}_k([X^n]_b) + \frac{\lambda}{n^2} \| A(X^n - [X^n]_b) \|^2 \\
\leq 2 \epsilon b + \tilde{H}_k([X^n]_b) + \frac{\lambda}{n^2} \| X^n - [X^n]_b \|^2,
\]

(23)

where (a) follows from Lemma 1, (b) holds because \( \hat{X}^n \), by assumption, is a minimizer of \( \sum_{a^{k+1} \in X_b^{k+1}} W_{a^{k+1}}^* \hat{p}_k(a^{k+1} | u^n) + \frac{\lambda}{n^2} \| Au^n - Y_m \|^2 \), and (c) holds because \( \| Au^n \| \leq \sigma_{\text{max}}(A) \| u^n \| \), for all \( u^n \in \mathbb{R}^n \). But,

\[
\| X^n - [X^n]_b \| \leq 2^{-b} \sqrt{n}.
\]
Define events $\mathcal{E}_2$ and $\mathcal{E}_3$ as
\[
\mathcal{E}_2 = \{ \sigma_{\text{max}}(A) < \sqrt{n} + 2\sqrt{m} \},
\]
and
\[
\mathcal{E}_3 = \{ \frac{1}{b} \hat{H}_k([X^n]_b) \leq \bar{d}_o(X) + \delta \},
\]
where $\delta > 0$. As proved in [17],
\[
P(\mathcal{E}_2^c) \leq 2^{-m/2}.
\]

Also, given our choice of parameters $k$ and $b$, for a $\Psi^*$-mixing process, $P(\mathcal{E}_3^c)$ converges to zero, as $n$ goes to infinity [7].

On the other hand, conditioned on $\mathcal{E}_1 \cap \mathcal{E}_2 \cap \mathcal{E}_3$, it follows from (23) that
\[
\frac{1}{b} \sum_{a_{k+1}} W_{a_{k+1}}(a_{k+1}|X^n) + \frac{\lambda}{n^2 b} \| Y^m - A \hat{X}^n \|^2
\leq \bar{d}_o(X) + \delta + 2\epsilon + \frac{\lambda(\sqrt{n} + 2\sqrt{m})^2 2^{-2b}}{nb}.
\]
(24)

But, since $\lambda = (\log n)^{2r}$ and $b = \lceil r \log \log n \rceil$, we have
\[
\frac{\lambda(\sqrt{n} + 2\sqrt{m})^2 2^{-2b}}{nb} \leq \frac{(\log n)^{2r}(\sqrt{n} + 2\sqrt{m})^2}{nb2^{-2r \log \log n}}
= \frac{(1 + 2\sqrt{m/n})^2}{b}
\leq \frac{6}{b}.
\]
Therefore, conditioned on $\mathcal{E}_1 \cap \mathcal{E}_2 \cap \mathcal{E}_3$, since both terms on the left hand side of (24) are positive, we have
\[
\frac{1}{b} \sum_{a_{k+1}} W_{a_{k+1}}(a_{k+1}|X^n) \leq \bar{d}_o(X) + \epsilon',
\]
(25)
and
\[
\frac{\lambda}{n^2 b} \| Y^m - A \hat{X}^n \|^2 \leq \bar{d}_o(X) + \epsilon',
\]
(26)
where
\[
\epsilon' = 2\epsilon + \delta + \frac{6}{b},
\]
can be made arbitrary small.
Conditioned on $\mathcal{E}_1$, $\|W - W^*\|_\infty \leq b\epsilon$. Therefore, conditioned on $\mathcal{E}_1$,
\[
\frac{1}{b} \sum_{a^{k+1}} W_{a^{k+1}} \hat{p}_{k+1} (a^{k+1} | X^n) \geq \frac{1}{b} \sum_{a^{k+1}} (W_{a^{k+1}}^* - \epsilon b) \hat{p}_{k+1} (a^{k+1} | X^n) = \frac{1}{b} \sum_{a^{k+1}} W_{a^{k+1}}^* \hat{p}_{k+1} (a^{k+1} | \hat{X}^n) - \epsilon.
\] (27)

Define $q_1$ and $q_2$ as the $(k+1)$-th order empirical distributions induced by $[X^n]_b$ and $\hat{X}^n$, respectively. That is,
\[
q_1 = \hat{p}_{k+1} (\cdot | [X^n]_b)
\]
and
\[
q_2 = \hat{p}_{k+1} (\cdot | \hat{X}^n).
\]

Then,
\[
\sum_{a^{k+1}} W_{a^{k+1}}^* \hat{p}_{k+1} (a^{k+1} | \hat{X}^n) = \sum_{a^{k+1}} W_{a^{k+1}} q_2 (a^{k+1})
\]
\[
= \sum_{a^{k+1}} q_2 (a^{k+1}) \log \frac{1}{q_1 (a^{k+1} | a^k)}
\]
\[
= \sum_{a^{k+1}} q_2 (a^{k+1}) \log \frac{q_2 (a^{k+1} | a^k)}{q_1 (a^{k+1} | a^k)} + \sum_{a^{k+1}} q_2 (a^{k+1}) \log \frac{1}{q_2 (a^{k+1} | a^k)}
\]
\[
= \sum_{a^k} q_2 (a^k) D_{KL} (q_2 (\cdot | a^k) || q_1 (\cdot | a^k)) + \bar{H}_k (\hat{X}^n).
\] (28)

Since $\sum_{a^k} q_2 (a^k) D_{KL} (q_2 (\cdot | a^k) || q_1 (\cdot | a^k)) \geq 0$, combining (25), (27) and (28) yields
\[
\frac{1}{b} \bar{H}_k (\hat{X}^n) \leq \bar{d}_o (X) + \epsilon' + \epsilon.
\] (29)

Note that $\epsilon$ and $\epsilon'$ can be made arbitrary small, and $P (\mathcal{E}_1^c \cup \mathcal{E}_2^c \cup \mathcal{E}_3^c)$ goes to zero as $n$ grows to infinity. The rest of the proof follows similar to the final steps of the proof of Theorem 5 in [7]. We include a summary of the remaining steps for completeness. Define set $\mathcal{C}_n$ as
\[
\mathcal{C}_n = \{u^n \in \mathcal{X}_b^n : \frac{1}{nb} \ell_{LZ} (u^n) \leq \bar{d}_o (X) + 4\epsilon\}.
\]
Here $\ell_{LZ} (u^n)$ denotes the length of the binary encoding of $u^n$ using the Lempel-Ziv encoder [2]. Then, choosing $\delta$ small enough, for our choice parameters $k = k_n$ and $b = b_n$, conditioned on $\mathcal{E}_1 \cap \mathcal{E}_2 \cap \mathcal{E}_3$, for all $n$ large enough,
$[X^n]_b \in C_n$ and $[\hat{X}^n]_b \in C_n$. But, since LZ is a uniquely decodable code,

$$|C_n| \leq 2^{nb(d_o(X)+4\epsilon)}.$$ 

Now define event $E_4$ as

$$E_4 = \{\|A(u^n - X^n)\| \geq \|u^n - X^n\| \sqrt{(1 - \tau)m} : \forall u^n \in C_n\},$$

where $\tau > 0$ is a free parameter. For fixed $u^n \in C_n$ and fixed $X^n = x^n$, using a lemma in [4] on the concentration of $\chi^2$ random variables, we have

$$P(A(u^n - x^n)) \leq \|u^n - x^n\| \sqrt{(1 - \tau)m} \leq e^{\frac{\tau}{2}(\tau + \ln(1 - \tau))}.$$ 

Therefore, by the union bound, for a fixed vector $X^n$,

$$P_A(E_4^c) \leq 2^{nb(d_o(X)+4\epsilon)} e^{\frac{\tau}{2}(\tau + \ln(1 - \tau))},$$

Here $P_A$ reflects the fact that $[X^n]_b$ is fixed, and the randomness is in the generation of matrix $A$. Proper choice of parameter $\tau$ combined with the Fubini’s Theorem and the Borel Cantelli Lemma proves that $P_A(E_4^c) \to 0$, almost surely. Conditioned on $E_1 \cap E_2 \cap E_3 \cap E_4$, $X^n \in C_n$, and therefore from (26),

$$\frac{1}{n^2 b} \|\hat{X}^n - X^n\|^2 \leq \frac{1}{n^2 b} \|\hat{X}^n - X^n\|^2 \leq \frac{1}{\sqrt{n}} \|\hat{X}^n - X^n\| + \epsilon', \quad (30)$$

which, for our set of parameters, proves that, conditioned on $E_1 \cap E_2 \cap E_3 \cap E_4$, $\frac{1}{\sqrt{n}} \|\hat{X}^n - X^n\|$ can be made arbitrary small.

**D. Proof of Theorem 7**

Define event $E_1$ as

$$E_1 = \{\frac{1}{b} D_{KL}(\hat{p}_{k+1}(\cdot|X^n)_b, q_{k+1}) \leq \epsilon\}.$$ 

Also define distributions $q_{k+1}^{(1)}$ and $q_{k+1}^{(2)}$ over $X_b^{k+1}$, as follow: $q_{k+1}^{(1)} = \hat{p}_{k+1}(\cdot|X^n)_b$ and $q_{k+1}^{(2)} = \hat{p}_{k+1}(\cdot|\hat{X}^n)$. Since $\hat{X}^n$ is the minimizer of $\sum_{a^{k+1} \in X_b^{k+1}} W_{a^{k+1} \hat{p}_{k+1}(a^{k+1}|u^n)} + \frac{\lambda}{n^2} \|Au^n - Y^m\|^2$, we have

$$\sum_{a^{k+1}} W_{a^{k+1} \hat{p}_{k+1}(a^{k+1}|\hat{X}^n)} + \frac{\lambda}{n^2} \|Y^m - A\hat{X}^n\|^2 \leq \sum_{a^{k+1}} W_{a^{k+1} \hat{p}_{k+1}(a^{k+1}|X^n)_b} + \frac{\lambda}{n^2} \|Y^m - A[X^n]_b\|^2. \quad (31)$$

For details on the connection between $H_k$ and $\ell_{LZ}$, refer to Appendix A in [7].
On the other hand, conditioned on $E_1$, we have

$$
\sum_{a^{k+1}} W_{a^{k+1}} \hat{p}_{k+1}(a^{k+1}|X^n)_{\hat{b}}
= - \sum_{a^{k+1}} \hat{q}_{k+1}^{(1)}(a^{k+1}) \log q_{k+1}(a_{k+1}|a^k)
= \sum_{a^{k+1}} \hat{q}_{k+1}^{(1)}(a^{k+1}) \log \frac{q_{k+1}(a_{k+1}|a^k)}{q_{k+1}(a_{k+1}|a^k)}
= \hat{H}_k([X^n]_b) + \sum_{a^{k+1}} \hat{q}_{k+1}^{(1)}(a^{k+1}) \log q_{k+1}(a_{k+1}|a^k)
+ \sum_{a^{k+1}} \hat{q}_{k+1}^{(1)}(a^{k+1}) \log \frac{q_{k+1}(a^k)}{q_2(a^k)}
= \hat{H}_k([X^n]_b) + D_{KL}(\hat{q}_{k+1}^{(1)}, q_{k+1}) - D_{KL}(\hat{q}_{k}^{(1)}, q_k)
\leq \hat{H}_k([X^n]_b) + D_{KL}(\hat{q}_{k+1}^{(1)}, q_{k+1})
\leq \hat{H}_k([X^n]_b) + \epsilon b.
$$

Similarly,

$$
\sum_{a^{k+1}} W_{a^{k+1}} \hat{p}_{k+1}(a^{k+1}|\hat{X}^n)
= - \sum_{a^{k+1}} \hat{q}_{k+1}^{(2)}(a^{k+1}) \log q_{k+1}(a_{k+1}|a^k)
= \hat{H}_k(\hat{X}^n) + \sum_{a^{k+1}} \hat{q}_{k+1}^{(2)}(a^{k+1}) \log q_{k+1}(a_{k+1}|a^k)
+ \sum_{a^{k+1}} \hat{q}_{k}^{(2)}(a^k)D_{KL}(\hat{q}_{k}^{(2)}(\cdot|a^k), q_k(\cdot|a^k))
\geq \hat{H}_k(\hat{X}^n).
$$

Therefore, combining (31), (32) and (33), it follows that

$$
\hat{H}_k(\hat{X}^n) + \frac{\lambda}{n^2} ||Y^m - A\hat{X}^n||^2
\leq \hat{H}_k([X^n]_b) + \epsilon b + \frac{\lambda}{n^2} ||Y^m - A[X^n]_b||^2.
$$

(34)

The rest of the proof follows from the proof of Theorem 2. Note that the proof of Theorem 2 basically starts from the above inequality. That is, in Theorem 2, since $\hat{X}^n$ is the minimizer of $\hat{H}_k(u^n) + \frac{\lambda}{n^2} ||Y^m - Au^n||^2$ over all
signals in $X^n_b$. Therefore,
\[
\hat{H}_k(X^n) + \frac{\lambda}{n^2} \|Y^m - AX^n\|^2
\leq \hat{H}_k([X^n]_b) + \frac{\lambda}{n^2} \|Y^m - A[X^n]_b\|^2.
\] (35)

The only difference between (34) and (35) is the term $\epsilon b$, on the left hand side of (34). However, the effect of this term is asymptotically negligible, as $\epsilon$ is a free parameter that can be made arbitrary small.

**E. Proof of Theorem 8**

The proof is very similar to the proof of Theorem 6. Define events $\mathcal{E}_1$, $\mathcal{E}_2$ and $\mathcal{E}_3$ as in the proof of Theorem 6. Then, following the same steps as before, conditioned on $\mathcal{E}_1 \cap \mathcal{E}_2 \cap \mathcal{E}_3$, we have
\[
\frac{1}{b} \hat{H}_k([X^n]_b) \leq \bar{d}_o(X) + \epsilon' + \epsilon,
\] (36)
where
\[
\epsilon' = 2\epsilon_w + \delta + \frac{6}{b}.
\]

Unlike Theorem 6, here $\epsilon_w$ does not go to zero and is a given constant. Therefore, we rewrite (36) as
\[
\frac{1}{b} \hat{H}_k([X^n]_b) \leq \bar{d}_o(X) + 3\epsilon_w + \epsilon'',
\] (37)
where
\[
\epsilon'' \triangleq \delta + \frac{6}{b},
\]
can be made arbitrary small. Note that $P(\mathcal{E}_1 \cup \mathcal{E}_2 \cup \mathcal{E}_3)$ still goes to zero, as $n$ goes to infinity, by the same argument as before. The rest of the proof follows from the proof of Theorem 5 in [7]. The difference is that since $\epsilon_w$ does not go to zero in this case, we redefine the set $C_n$ as
\[
C_n = \{ u^n \in \chi^n_b : \frac{1}{nb} \bar{d}_LZ(u^n) \leq \bar{d}_o(X) + 3(\epsilon_w + \delta) \}.
\]
For $n$ large enough, $\epsilon'' \leq 2\delta$. Therefore, conditioned on $\mathcal{E}_1 \cap \mathcal{E}_2 \cap \mathcal{E}_3$, for $n$ large enough, $[X^n]_b, [\hat{X}^n]_b \in C_n$. Note that
\[
|C_n| \leq 2^{nb(\bar{d}_o(X) + 3(\epsilon_w + \delta))}.
\]

Define event $\mathcal{E}_4$ as done in the proof of Theorem 6. The rest of the proof follows similar to the proof of Theorem 6. The only difference is that since $\epsilon_w$ is fixed, to make sure that $P(\mathcal{E}_4)$ converges to zero, almost surely, the number of measurements should be increased from $(1 + \delta)\bar{d}_o(X)n$ to $(1 + \delta)(\bar{d}_o(X) + 3\epsilon_w)n$. 
VI. Conclusion

In this paper we have studied some fundamental connections between two recently-proposed compressed sensing recovery methods: i) L-MEP for universal compressed sensing and ii) Q-MAP for Bayesian compressed sensing. We have shown that a proper approximation of the cost function used in L-MEP yields a variant of the Q-MAP algorithm. The only different between the cost function derived from L-MEP’s approximation and the original one used in Q-MAP is that they employ different weights to promote the desired source structure. This have motivated us to study the effect of the weights used by the Q-MAP optimization on its performance. We have shown three different sets of weights for Q-MAP that asymptotically yield the same performance. In practice, typically, the weights, which are a function of the source distribution, are to be learned from available training datasets. In such cases, we have proved the robustness of the performance of Q-MAP to small error in estimating the ideal weights. For non-vanishing estimations errors, we have characterized the required increase in the sampling rate to compensate for the error.
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