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Abstract

Data recorded from monitoring the health condition of industrial equipment are often high-dimensional, nonlinear, nonstationary and characterised by high levels of uncertainty. These factors limit the efficiency of machine learning techniques to produce desirable results when developing effective fault classification frameworks. This paper sought to propose a hybrid artificial intelligent predictive maintenance model based on Improved Complete Ensemble Empirical Mode Decomposition with Adaptive Noise (ICEEMDAN), Principal Component Analysis (PCA) and Least Squares Support Vector Machine (LSSVM) optimised by the combination of Coupled Simulated Annealing and Nelder-Mead Simplex optimisation algorithms (ICEEMDAN-PCA-LSSVM). Here, ICEEMDAN was first employed as a denoising technique to decompose signals into series of Intrinsic Mode Functions (IMFs) of which only relevant IMFs containing the relevant fault features were retained for signal reconstruction. PCA was then employed as a dimension reduction technique through which the resulting set of uncorrelated features extracted served as input for LSSVM for classifying various fault types. The proposed technique is compared with three established methods (Linear Discriminant Analysis (LDA), Support Vector Machine (SVM) and Artificial Neural Network (ANN)) with multiclass classification capabilities. The various techniques were tested on an experimental UCI machine learning benchmark data obtained from multi-sensors of a hydraulic test rig. The results from the analysis revealed that the proposed ICEEMDAN-PCA-LSSVM technique is versatile and outperformed all the compared classifiers in terms of accuracy, error rate and other evaluation metrics considered. The proposed hybrid technique drastically reduced the redundancies and the dimension of features, allowing for the efficient consideration of relevant features for the enhancement of classification accuracy and convergence speed.
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1 Introduction

As modern industrial companies strive to meet their operational targets in order to remain successful in profit maximisation, they are pressured to make use of various integrated and complex engineering machinery. Generally, working under extreme and challenging conditions, these industrial equipment are subjected to progressive deterioration, leading to a significant increase in the possibility of related component failure (Helwig et al. 2015a; Egusquiza et al. 2018). This impacts their availability and reliability to minimise operational downtime and maintenance related cost (Sheng et al. 2011). Due to these reasons, monitoring the conditions of these complicated systems as a requirement for predictive-based maintenance has gained increasing importance over the years since it determines the required maintenance action based on equipment’s health status. This ensures the availability and reliability of industrial equipment and offers a significant improvement in their health condition, thus, ultimately increasing asset utilisation and reducing maintenance cost.

However, with the rising demands and increasing complexity of industrial systems, the number of installed sensors and their sampling rate are constantly growing (Schneider et al. 2018). As a result, the processing of high-dimensional data (signals) from multiple sensors for predictive-based maintenance is at risk of suffering from scalability, classification performance and the curse of dimensionality (Houle et al. 2010; Keogh and Mueen 2011; Har-Peled et al. 2012; Herrmann et al. 2012; Bach 2017). The complexity is further increased with the frequent operation of these machine components in extreme and dynamic environments, where their mode of operation is often nonlinear due to the effects of varying environmental and operating conditions such as pressure, volume flow, temperature, drift, noise and engineering variance. This contributes to the deterioration process of industrial machines or related components (Javed 2014; Helwig et al. 2015b). Consequently, the data recorded from monitoring the condition of such industrial systems are often nonlinear, nonstationary and masked with noise as output signals which are characterised by high levels of uncertainty and unpredictability (Wen 2011; Randall and Antoni 2011). Hence, the recorded data present integration and tractability challenges when developing an effective predictive framework. Therefore, there is a need to develop a robust and reliable predictive maintenance model that can tolerate uncertainty and efficiency during diverse operational conditions (Zhang and Randall 2009; Sarkar 2015; Wang 2017).

In literature, Machine Learning (ML) algorithms are among the most powerful and frequently used techniques in developing intelligent predictive maintenance frameworks in various applications (Çınar et al. 2020a). This is due to the enormous potential of ML algorithms to process multivariate and high-dimensional dataset (generated in industries by industrial equipment and machinery) through the extraction of hidden patterns, classification, prediction or visual representation (Helwig et al. 2015a; Raptodimos and Lazakis 2018; Kaur and Kaur 2020). However, a sizable number of these ML algorithms are very task-specific and thus are incapable of being implemented in other specialised tasks. Hence, their performance varies when implemented independently. Also, these ML algorithms are further constrained in producing the desired results when exposed to nonlinear and nonstationary high-dimensional datasets characterised by high levels of uncertainties (Cho et al. 2018). For these reasons, researchers in the field of predictive maintenance have directed their focus into building hybrid frameworks by leveraging on the strength and weakness of the multiple ML algorithms which unquestionably are improvements of existing techniques (Zhang et al. 2014; Chakraborty 2017; Di et al. 2019). Thus, a hybrid approach for analysing high-dimensional data has gained significant attention in the development of predictive maintenance frameworks, but little has been reported in literature. Hence, this study proposes a hybrid synergistic framework for classifying fault conditions based on the Improved Complete Ensemble Empirical Mode Decomposition with Adaptive Noise (ICEEMDAN), Principal Component Analysis (PCA) and the Least Squares Support Vector Machine (LSSVM) optimised by Coupled Simulated Annealing (CSA) and Nelder-Mead Simplex (NMS) optimisation algorithms.

The motivation for creating the hybrid is that, for ICEEMDAN, it has the ability to decompose nonlinear and nonstationary signals arising from complex systems into a series of Intrinsic Mode Functions (IMFs), where each resulting IMF represents the respective local transient features (Colominas et al. 2014). Besides, when compared to existing filtering techniques for extracting transient features from nonlinear and nonstationary signals such as the Wigner-Ville Distribution (WVD) (Wigner 1932), Short-Time Fourier Transform (STFT) (Peppin 1994; Newland 2005), Wavelet Transform (WT) (Daubechies 1989) and Empirical Mode
Decomposition (EMD) (Huang et al. 1998), the ICEEMDAN drastically reduces the contamination of noise in a signal and the issue of mode mixing. In so doing, the inability to separate different frequencies into separate IMF’s has been greatly resolved. However, despite the good performance of ICEEMDAN, not much attention has been given regarding its application in the field of engineering (Zhang et al. 2018). Hence, this study introduces ICEEMDAN to denoise the signals and reduce the level of uncertainties that might have been introduced into our dataset due to the effects of varying environmental and operating conditions. In the case of PCA, it is a widely-known fact that processing of high-dimensional data which is typical of modern industries (i.e. generally, lots of measured processes, often in high and varying sampling rates are collected in order to detect and control the process) further complicates the model development phase due to numerous features. Hence, building an artificial intelligent fault classifier requires the utilisation of an efficient feature extraction and selection technique as they play a vital role in detecting relevant features in the classification space (Cho and Hoang 2017). As such, PCA is employed to extract the relevant features that contain the most characteristic fault information for each measured process. The PCA will further reduce the redundant influence and as well generate a set of linearly uncorrelated features to serve as inputs to the artificial intelligent classifier, LSSVM. The LSSVM technique was adopted as the intelligent classifier as it converts the inequality constraints from the classical SVM into linear equations for enhancing the computational capability and design over standard SVMs and Artificial Neural Networks (ANNs) (Suykens and Vandewalle 1999; Suykens et al. 2002). However, the classification accuracy of LSSVM is highly influenced by the regularisation and kernel parameters. Thus, the selection of an optimal regularisation and kernel parameters play a significant role in classification performance by distributing samples in a given search space (Cho and Hoang 2017; Mosavi and Edalatifar 2018). In literature, the use of optimisation algorithms such the Particle Swarm Optimisation (PSO) (Kennedy and Eberhart 1995), Genetic Algorithm (GA) (Whitley 1994), Ant Colony Optimization (ACO) (Dorigo et al. 2006), Differential Evolution (DE) (Ilnen et al. 2003), Artificial Bee Colony (ABC) (Karaboga et al. 2014), Gravitational Search Algorithm (GSA) (Rashedi et al. 2009) and others for estimating such parameters has been greatly explored. However, considering the theory of No Free Lunch [58] which implies that no single optimiser can boast of being superior to the others for all optimisation tasks, and as such meta-heuristics are task-specific, inspires the selection of CSA-NMS hybrid optimisation algorithms as the choice for estimating the optimal parameters required for training the LSSVM classifier in this study. The hybrid CSA-NMS is a computationally fast global optimiser with high local optima avoidance capability whiles the NMS is utilised for fine-tuning the regularisation and kernel parameters. Hence, the CSA-NMS improves the convergence speed (i.e. considerable reduction in time complexity) and classification accuracy for fault detection.

In continuance of that, the contributions of this study are to:

(a) proposes a hybrid synergistic ML predictive maintenance framework of ICEEMDAN-PCA-LSSVM for fault classification capable of effectively handling high levels of uncertainty from complex, nonlinear and diverse operational conditions of machinery; and

(b) evaluate and compare the performance of the proposed hybrid approach with its variants as well as some well-established ML classifiers.

The efficiency of the proposed hybrid ICEEMDAN-PCA-LSSVM technique is verified by applying to the University of California, Irvine (UCI) machine learning benchmark data obtained from multi-sensors of a hydraulic system (Helwig et al. 2015a). The proposed hybrid ICEEMDAN-PCA-LSSVM technique reduces the redundancies and the dimension of features, allowing for the efficient consideration of relevant features for the enhancement of classification accuracy and convergence speed. Moreover, the proposed hybrid technique advances the field of predictive maintenance by improving the general performance of feature extraction and fault diagnosis framework for various complex and nonlinear operational environment systems.

The remaining sections of the paper are organised as follows. Section 2 discusses some related works in the field of predictive maintenance. Section 3 describes the complex hydraulic system UCI benchmark dataset. Section 4 introduces the proposed hybrid ICEEMDAN-PCA-LSSVM technique and briefly presents the ICEEMDAN, PCA, optimised LSSVM techniques. Section 5 describes the application of the proposed
technique to multiclass fault classification of the complex hydraulic system. Concluding remarks are presented in Section 6.

2 Related works

As discussed in the introductory section, ML algorithms have extensively been used in solving numerous and diverse industrial problems such as predictive maintenance of manufacturing systems, machines and related components. A recent review of articles from academic databases (Scopus, ScienceDirect, Institute of Electrical and Electronic Engineers (IEEE) and Google Scholar) conducted by Çınar et al. (2020) on the application of ML algorithms in predictive maintenance within 2010 to 2020 yielded 788 research works as at July 30, 2020. Upon further limiting the search scope to only engineering, energy and material science (excluding reviews and conference reviews) resulted in 217 research works (Çınar et al. 2020b). However, among these 217 research works, most were published from the year 2015 to 2020, suggesting that the implementation of ML algorithms in the field of predictive maintenance is a relatively new approach with growing interesting in the world of science.

To collect related works pertaining to this study, specific keywords such as predictive maintenance, machine learning, fault classification and hydraulic system were used to search the various academic and scholarly databases. The search period was specified from 2015 to 2021 in order to produce the ML techniques that have used in predictive maintenance with a key interest in hydraulic systems, and how they have evolved over the years. The search displayed almost 100 research works, all focusing on various engineering setups utilising hydraulic components (Gomes et al. 2016; Xu et al. 2017a; Hao et al. 2020; Pugin 2020). Aside from the general maintenance of the hydraulic system, other research works focus on specific key components such as the valve (Vianna et al. 2015; Karanović et al. 2019; Lei et al. 2019), pump (Wang et al. 2016; Xu et al. 2017b; Casoli et al. 2019), accumulator (Niu et al. 2016; Pfeffer et al. 2016; Leon-Quiroga et al. 2020), cooler (Hathaway et al. 2018).

For a better comprehension of this study, the scope of the related works is further limited to prior works conducted using the same hydraulic system dataset (obtained from the UCI machine learning repository) employed. This will allow the tracking of progress that has been made regarding the usage of ML algorithms in monitoring the conditions of the considered hydraulic system data since its inception in 2015. Table 1 summarises the ML algorithms that have been utilised in developing predictive maintenance methods based on the UCI machine learning repository hydraulic system dataset under consideration. As seen, since the publication of the considered hydraulic dataset by Helwig et al. (2015), several works that have been conducted attempt to proposed predictive maintenance techniques that improve upon the efficiency and accuracy in classifying the four major components (accumulator, cooler, pump and valve conditions). Although improvements have been realised over the years, there still exist some aspects of the dataset that is yet to be explored. Hence, this study introduces the ICEEMDAN denoising technique as the first phase of pre-processing for dealing with high levels of uncertainties introduced into the dataset as a result of the nonlinear and dynamic operational conditions of engineering systems. Comparing the prior works, it was found that none of the existing studies addressed the issue of uncertainty (noise) before classifying the degradation states of the monitored conditions. Therefore, performing data denoising as a pre-processing step is a contribution to knowledge in predictive maintenance.

3 Condition monitoring of hydraulic system dataset

Time series data recorded from monitoring the condition of a hydraulic system is obtained from the UCI ML repository via http://archive.ics.uci.edu/ml/datasets/Condition+monitoring+of+hydraulic+systems. The essential details of the dataset are briefly discussed in this section, with detailed discussion found at the source (Helwig et al. 2015a). The dataset comprised of raw sensor readings with different sampling rates corresponding to different number of attributes (60 – 6000) per sensor. In all, the data consisting of 17 process sensors were made up of 2205 instances and 43680 attributes. The dataset also contains fault scenarios depicting the variations in fault condition (health status) of major components such as hydraulic accumulator, cooler, internal pump leakage and valve. The details of the hydraulic system dataset are shown in Table 2.
4 Proposed hybrid technique (ICEEMDAN-PCA-LSSVM)

Fig. 1 shows the schematic of the proposed synergistic hybrid technique from the data pre-processing stage through to the classification stage. First, ICEEMDAN is employed as a denoising technique to decompose the nonlinear and nonstationary signals into a series of IMFs of which only relevant IMFs containing the fault features are retained for the reconstruction of the signal. The selection of relevant IMFs is based on the stringent threshold for discriminating between relevant and spurious IMFs proposed by Ayenu-Prah and Attoh-Okine (2010). Statistical time-domain features that represent the shape and distribution of the signals are then extracted. PCA is then used to generate a set of uncorrelated features from which relevant features are selected to serve as input parameters for the LSSVM optimised by CSA-NMS for classifying fault types. The details of the various stages shown in Fig. 1 and the methods used are discussed in the subsequent sections.

4.1 Data pre-processing

Most machine components are often operated in extreme and dynamic environments where its mode of operation and the data recorded from monitoring the condition of such machinery are often nonlinear, nonstationary and masked with noise as output signals which are characterised by high levels of uncertainty and unpredictability (Wen 2011; Randall and Antoni 2011). These limitations present integration and tractability challenges when developing effective classification and predictive models. Thus, in order to develop a robust and reliable predictive maintenance model from noisy signals, a reliable technique for pre-processing (denoising) and extracting relevant features is required.

In literature, among the frequently used techniques for pre-processing (denoising) and extracting relevant features from such signals (data sets) is to decompose the signals into transient features. Over the years, techniques such as Wigner-Ville Distribution (WVD) (Wigner 1932), Short-Time Fourier Transform (STFT) (Peppin 1994; Newland 2005), Wavelet Transform (WT) (Daubechies 1989) and Empirical Mode Decomposition (EMD) (Huang et al. 1998) have been employed for extracting transient features from nonlinear and nonstationary signals. However, studies have shown that these methods have some limitations. For example, the WVD is useful in extracting transient features in time-frequency signals but cannot account for the local transient features of the signals at a given time and presents cross-terms when signal with many frequency components is being analysed. Moreover, WVD spreads noise and may result in negative amplitude values which are irrelevant leading to further complications (Cohen 1989; Marwala 2012). As opposed to the WVD, the STFT is useful in extracting the localised transient feature by transforming a small-time window into a frequency domain. Conversely, STFT is restricted as any increase in the time resolution negatively affects the frequency resolution, and vice versa (Hlawatsch and Boudreaux-Bartels 1992). As a remedy, the WT was proposed as an efficient alternative for dealing with fixed time-frequency resolution problems and transient signals in general (Galli et al. 1996). Nonetheless, a low resolution is attained at higher frequencies as the frequency from WT is logarithmically scaled (Barschdorff and Femmer 1995).

To overcome the deficiencies of these techniques, a nonparametric feature extraction method, the EMD was proposed to decompose nonlinear and nonstationary signals arising from complex systems into a series of Intrinsic Mode Functions (IMFs), where each resulting IMF represents the respective local transient features (Huang et al. 1998). On the contrary, the issue of mode mixing, that is, the inability to separate different frequencies into separate IMF’s is a major drawback of the EMD (Haddar 2018; Mahgoun et al. 2018; Cheng et al. 2019). To eliminate the mode mixing problem, a noise-assisted version, the Ensemble EMD (EEMD) that involves adding gaussian white noise to the original signals was proposed (Wu and Huang 2009). However, the resulting reconstructed signals led to the formation of extra modes which requires extra iteration effort to decompose the given signal. To optimise the decomposition of signals whiles reducing reconstruction error, the Complete Ensemble EMD with Adaptive Noise (CEEMDAN) (Torres et al. 2011) has been proposed. In this study, the recently enhanced formulation of CEEMDAN known as the Improved Complete Ensemble EMD with Adaptive Noise (ICEEMDAN) that has the ability to reduce the contamination of noise in a signal (Colominas et al. 2014) is adopted. ICEEMDAN is proposed as a pre-processing technique to extract the required fault features whiles reducing the noise and high levels of uncertainty.
4.1.1 Improved Complete Ensemble EMD with Adaptive Noise (ICEEMDAN)

The ICEEMDAN is an adaptive method for decomposing nonlinear and nonstationary signals (both time and frequency domains) into a series of Intrinsic Mode Functions (IMFs), where each resulting IMF represents the respective local transient features (Huang et al. 1998). The ICEEMDAN technique, has great improvement on the Ensemble EMD (EEMD) and Complete Ensemble EMD (CEEMD) methods, as was stated in Section 4.1. The ICEEMDAN is illustrated by the addition of a Gaussian noise series to the actual signal as shown in Equation (1).

\[ x'(t) = x(t) + \beta_i E_i \left( w'(t) \right) \]

where \( x(t) \) is the signal, \( \beta_{i-1} = \frac{\epsilon_i}{\text{std}(x) / \text{std}(E_i \left( w'(t) \right))} \) is the ratio coefficient, \( E_i \left( \cdot \right) \) is the operator for producing the \( k^{th} \) IMF generated by EMD, \( w'(t) \) is a realisation of unit variance white Gaussian noise with a zero mean.

Using Equation (1), EMD is used to gain the first residual \( r_1 \) of the signal by computing the local mean of \( I \) realisations as shown in Equation (2).

\[ r_1 = \left\{ M \left( x'(t) \right) \right\} \]

where \( M(\cdot) \) is the operator for estimating the local mean.

For the first IMF, \( k = 1 \), is estimated using Equation (3).

\[ \text{IMF}_1 = x(t) - r_1 \]

The second residual \( r_2 \) is estimated as the average of the local means of the realisations as shown in Equation (4).

\[ r_2 = \left\{ M \left( r_1 + \beta_1 E_1 \left( w'(t) \right) \right) \right\} \]

Then, the second IMF at \( k = 2 \) is estimated using Equation (5).

\[ \text{IMF}_2 = r_1 - r_2 \]

The \( k^{th} \) residual and \( k^{th} \) IMF are estimated using Equations (6) and (7), respectively.

\[ r_k = \left\{ M \left( r_{k-1} + \beta_{k-1} E_{k-1} \left( w'(t) \right) \right) \right\} \]

\[ \text{IMF}_k = r_{k-1} - r_k \]

The process from Equations (6) and (7) is repeated for the next \( k \).

4.1.2 Signal reconstruction

In the application of the ICEEMDAN on the data, it is of paramount importance to select the relevant IMFs which contains as much fault information as possible from the series of IMFs generated by ICEEMDAN whiles neglecting the spurious IMFs. As such, an effective, quick and repeatable scientific framework is needed to discriminate between relevant and spurious IMFs for the signal reconstruction to aid improve the performance of the fault diagnosis system. In this paper, a stringent threshold for discriminating between relevant and spurious IMFs in the presence of high levels of noise, proposed by Ayenu-Prah and Attoh-Okine (2010) is employed as the criterion for selecting the relevant IMFs. The stringent threshold \( \lambda \) is expressed as a function of the correlation coefficient \( \rho \) between the observed signal \( x(t) \), and each \( \text{IMF}_i \), as shown in Equation (8).

\[ \lambda = \frac{\max(\rho_i)}{10 \times \max(\rho) - 3}, \quad i = 1, 2, K, k \]

where \( \rho_i \) is estimated using Equation (9).

\[ \rho_i = \frac{\text{cov}(x(t), \text{IMF}_i)}{\sqrt{\text{cov}(x(t), x(t)) \cdot \text{cov}(\text{IMF}_i, \text{IMF}_i)}} \]
Using Equation (8), an IMF is regarded as relevant if its corresponding \( \rho_i \geq \lambda \). After identifying all the relevant IMFs, they are then summed to form the reconstructed signal for subsequent analysis.

It must be noted that the standard ICEEMDAN algorithm proposed by Colominas et al. (2014), whose source code is found at http://bioingenieria.edu.ar/grupos/ldnlys/metorres/te_inter.htm#Codings, allows for the decomposition of only one signal or feature or univariate series into IMF’s at a time. Hence, the implementation of ICEEMDAN using the above source code becomes practically impossible with high-dimensional datasets which is the domain of this study. To overcome this drawback, the standard ICEEMDAN algorithm is modified by integrating the stringent threshold (Equation (8)) as a criterion for discriminating between relevant and spurious IMFs, and finally converting to an iterative algorithm using the for loop function such that the decomposition followed reconstruction will be done for all features. This modification extended the capabilities of the standard ICEEMDAN source code by automating the decomposition and reconstruction of multiple signals all in a single execution of the algorithm as shown in Fig. 2.

4.2 Feature extraction and selection

After denoising the 17 process sensors using the ICEEMDAN technique discussed in the previous section, the next issue that needs to be addressed is the dimension of features (43680), which is relatively high. Consequently, conventional ML techniques will suffer from tractability, scalability, high time complexities and more importantly classification performance issues (Houle et al. 2010; Keogh and Mueen 2011; Har-Peled et al. 2012; Herrmann et al. 2012; Bach 2017). Also, feeding the denoised dataset directly into conventional ML techniques fails to detect features that contain the most characteristic fault information required for the efficient classification of the fault conditions (Chawathe 2019). Hence, a well-established strategy is to extract some statistics-based features or transforms that represents the characteristic properties of the hydraulic dataset from the 43680 denoised features.

4.2.1 Extraction of statistical features

In prior works such as Helwig et al. (2015a, b), the hydraulic system dataset was partitioned into various time intervals. In this study, as a means of ensuring uniformity within all cycles, the various time intervals were allocated after averaging each feature per sensor. Also, similar to prior research works where the data for each cycle per sensor were all partitioned into various segments, the partitioning of the cycles in this study varied with varying characteristic time intervals of the cycles. Fig. 3(a), for instance, shows 13 characteristic time intervals after averaging each feature in the PS1 sensor data. Similarly, PS5 was partitioned into 19 characteristic time intervals as shown in Fig. 3(b). The column labelled “Time Interval” in Table 2 shows the various number of characteristic time intervals each sensor was segmented into. Different statistical time-domain features such as mean, median, variance, standard deviation, skewness, kurtosis and maximum peak value in each segment were then extracted. This resulted in a pool of 1806 features (approximately 2418.61% reduction). However, building an intelligent classifier with all the 1806 features which is still high in terms of dimension will significantly increase the complexity of the framework. Therefore, before an artificial intelligent fault classifier can be applied to the resulting pool of 1806 features, it is imperative for a second stage involving dimensionality reduction to be carried out. Hence, this study employs the PCA, an effective dimensionality reduction technique. The PCA is capable of extracting relevant features containing the most characteristic fault information from the resulting pool of 1806 time-domain features extracted from the reconstructed signals.

4.2.2 Principal Component Analysis (PCA)

PCA is one of the standard unsupervised techniques often used to effectively transform large sets of features into few independent and uncorrelated features whiles retaining as maximum variability as possible. The algorithm is summarised as follows.

Suppose \( X = (X_1, X_2, K, X_p)^T \) is a random vector of features of \( P \) dimension with population covariance matrix as shown in Equation (10).
Consider the linear combination expressed in Equation (11).

\[
Y_1 = e_{i1}X_1 + e_{i2}X_2 + L + e_{ip}X_p
\]
\[
Y_2 = e_{i1}X_1 + e_{i2}X_2 + L + e_{ip}X_p
\]
\[
Y_p = e_{ip}X_1 + e_{ip}X_2 + L + e_{ip}X_p
\]

(11)

Each linear combination in Equation (11) can be thought of as linear regression, predicting \( Y_i \) using \( X_1, X_2, \ldots, X_p \), where \( e_{i1}, e_{i2}, \ldots, e_{ip} \) are the regression coefficients.

\( Y_1 \), the first Principal Component (PC1) is the linear combination of \( X_i \) such that, \( Y_1 \) accounts for the maximum variation in the data as shown in Equation (12).

\[
\text{var}(Y_1) = \sum_{k=1}^{p} \sum_{l=1}^{p} e_{ik}e_{lj}\sigma_{kl}
\]

(12)

As such, \( e_{i1}, e_{i2}, \ldots, e_{ip} \) are defined such that maximum variance is achieved, subject to the constraint shown in Equation (13).

\[
\sum_{j=1}^{p} e_{ij}^2 = 1
\]

(13)

\( Y_2 \), the second Principal Component (PC2) is the linear combination \( X_i \) such that, \( Y_2 \) accounts for as much variance remaining after PC1, as shown in Equation (14).

\[
\text{var}(Y_2) = \sum_{k=1}^{p} \sum_{l=1}^{p} e_{k2}e_{l2}\sigma_{kl}
\]

(14)

As such, \( e_{k1}, e_{k2}, \ldots, e_{k2p} \) are selected to maximise the variance of \( Y_2 \), subject to the constraint shown in Equation (15).

\[
\sum_{j=1}^{p} e_{2j}^2 = 1
\]

(15)

For \( Y_i \), the \( i^{th} \) Principal Component, \( ( e_{i1}, e_{i2}, \ldots, e_{ip} ) \) selected to maximise the variance of \( Y_i \) (Equation (16), subject to the constraint shown in Equation (17).

\[
\text{var}(Y_i) = \sum_{k=1}^{p} \sum_{l=1}^{p} e_{ik}e_{lj}\sigma_{kl}
\]

(16)

\[
\sum_{j=1}^{p} e_{ij}^2 = 1
\]

(17)

All PC's generated are uncorrelated, that is, \( \text{cov}(Y_i, Y_j) = 0 \) and will serve as the inputs data for the artificial intelligent classifier.
4.3 Classification and parameter optimisation

4.3.1 Least Squares Support Vector Machine (LSSVM)

The LSSVM technique as proposed by Suykens and Vandewalle (Suykens and Vandewalle 1999) is an extended least squares version of the standard SVM classifier. LSSVM imposes equality constraints by utilising a set of linear equations formulated from all training data during the training process. Thus, enhancing LSSVMs computational capability and generalisation over standard SVMs whiles reducing computational complexity.

Suppose \( \{x_i, y_i\} \) is a random vector of training features, for \( i = 1, 2, K, n \) instances, where input features with its corresponding target are \( x_i \in \mathbb{R}^n \) and \( y_i \in \mathbb{R} \), respectively. The LSSVM formulated is expressed as an optimisation problem with the objective function shown in Equation (18) subject to the equality constraint shown in Equation (19).

\[
\min_{\omega, b, \xi} J(\omega, b, \xi) = \frac{1}{2} \omega^T \omega + \gamma \sum_{i=1}^{n} \xi_i^2
\]

\[
y_i = \omega^T \phi(x_i) + b + \xi_i^2, \quad i = 1, 2, K, n
\]

where \( J(\omega, b, \xi) \) is the objective function with weight vector dimensional space \( \omega \in \mathbb{R}^n \), error variables \( \xi_i \in \mathbb{R} \) and bias term \( b \). \( \gamma \) is an influential positive penalty factor of the trade-off between the margin and training error, \( \phi(\cdot) \) is a function which maps the input space into a high-dimensional space.

The LSSVM model is expressed as shown in Equation (20).

\[
f(x) = \omega^T \phi(x) + b
\]

Using Equation (18), a Lagrangian \( L \) is then defined (Equation (21)).

\[
L(\omega, b, \xi; \alpha) = J(\omega, b, \xi) - \sum_{i=1}^{n} \alpha_i \left( \xi_i - y_i + \omega^T \phi(x_i) + b \right)
\]

where \( \alpha_i \in \mathbb{R} \) is the Langrange multiplier, which follows the Karush-Kuhn-Tucker optimality conditions as shown in Equation (22).

\[
\begin{align*}
\frac{\partial L}{\partial \omega} &= 0 \rightarrow \omega = \sum_{i=1}^{n} \alpha_i \phi(x_i) \\
\frac{\partial L}{\partial b} &= 0 \rightarrow \sum_{i=1}^{n} \alpha_i = 0 \\
\frac{\partial L}{\partial \xi_i} &= 0 \rightarrow \alpha_i = \gamma \xi_i \\
\frac{\partial L}{\partial \alpha_i} &= 0 \rightarrow \xi_i - y_i + \omega^T \phi(x_i) + b = 0
\end{align*}
\]

A solution (Equation (23)) is obtained after eliminating \( \omega \) and \( \xi_i \).

\[
\begin{bmatrix}
0 \\
1_y^T \\
1_y^T \ K + \gamma^{-1}I
\end{bmatrix}
\begin{bmatrix}
b \\
\alpha \end{bmatrix} =
\begin{bmatrix}
0 \\
y 
\end{bmatrix}
\]

where \( 1_y = [1, 1, K, 1]^T \), \( \alpha = [\alpha_1, \alpha_2, \ldots, \alpha_n]^T \) and \( y = [y_1, y_2, \ldots, y_n]^T \).

According to the Mercer’s condition, the kernel function \( K(x_i, x_j) \), can be chosen such that
This results in the final LSSVM model (Equation (25)) used for estimating the function.

\[
f(x) = \sum_{i=1}^{\alpha} K(x_i, x_j) + b
\]

where \(\alpha, b\) are solutions to Equation (23).

However, it is a widely known fact that the classification accuracy of LSSVM is highly influenced by the optimal selection of the kernel function and regularisation parameter. In this paper, the frequently used kernel function, the Radial Basis Function (RBF) was selected due to its excellent general performance, wider convergence domain, high-resolution power and requires fewer parameters (Keerthi and Lin 2003; Du et al. 2016; Wang et al. 2018). The RBF kernel function is expressed in Equation (26).

\[
RBF = K(x_i, x_j) = \exp\left(-\frac{\|x_i - x_j\|^2}{2\sigma^2}\right)
\]

For the selection of the optimal bandwidth (\(\sigma\)) and regularisation (\(\gamma\)) parameters for an effective classification by LSSVM, a hybrid of Coupled Simulated Annealing (CSA) and Nelder-Mead Simplex (NMS) optimisation algorithms were adopted to determine the starting points and fine-tune the parameters, respectively.

### 4.3.2 Coupled Simulated Annealing (CSA)

CSA is an accelerated global optimisation technique characterised by a set of parallel simulated annealing processes coupled with their acceptance probability function (Xavier-de-Souza et al. 2009). The introduction of a coupling term in CSA allows for the creation of cooperative behaviour through the exchange of information which help steer the overall optimisation process toward the global optimum. This minimises the sensitivity of the technique to initialisation parameters, thus resulting in a much efficient optimisation.

In CSA, the acceptance probability function \(A_{\rho}(\rho, x_i \rightarrow y_i)\) for every \(x_i \in \Theta, y_i \in \Omega\) with coupling term \(\rho\) is as shown in Equation (27).

\[
A_{\rho}(\rho, x_i \rightarrow y_i) = \frac{\exp\left(-\frac{E(y_i)}{T^c}\right)}{\exp\left(-\frac{E(y_i)}{T^c}\right) + \rho}
\]

where \(x_i\) and \(y_i\) are \(i^{th}\) the current state and its corresponding probing state respectively, for \(i = 1, 2, K, m\), with \(m\) being the number of entries in \(\Theta\). The \(\Theta = \{x_i\}_{i=1}^m\) denotes the set of current states. The coupling term \(\rho\), is a function of the energy of the entries in \(\Theta\) as shown in Equation (28).

\[
\rho = \sum_{x_i \in \Theta} \exp\left(\frac{E(x_i)}{T^c}\right)
\]

Hence, CSA considers many current states \(x_i = \{x_i, x_{i+1}, K, x_m\}\) in the set of current states \(\Theta\) and accepts a probing state \(y_i = \{y_i, y_{i+1}, K, y_m\}\) which is not based only on its corresponding \(x_i\) but also on the coupling term \(\rho\). In this paper, CSA is used to determine the starting values of the optimal bandwidth (\(\sigma\)) and the regularisation (\(\gamma\)) parameters of the LSSVM approach which are then passed on to the NMS technique for fine-tuning.
4.3.3 Nelder-Mead Simplex (NMS) Algorithm

The NMS algorithm is one of the popular direct search algorithms for optimising multidimensional unconstrained problems (Nelder and Mead 1965). Unlike other simplex methods, the NMS algorithm is known to be an improvement as it allows the simplex to vary not only in size but as well in shape (Baudin 2009). The algorithm preserves a simplex (i.e. a geometric figure based on \(n\) parameters defined by \(n+1\) vertices in \(n+1\) initial experiments) which are approximations of the optimal point. The vertices are sorted based on increasing function values from the objective function. The algorithm then tries to replace the worst vertex with a new point which is dependent on the worst point and the centre of the best vertices. The expansions and contraction operations (varying in size and shape) of the algorithm allows for convergence speed which significantly reduces the time complexity.

Suppose Equation (29) is an unconstrained optimisation problem

\[
\min f(x) \quad \text{(29)}
\]

where \(f\) is the objective function with \(x \in \mathbb{R}^n\) and \(n\) as the number of optimisation parameters. The NMS algorithm is based on the iterative update of a simplex \(x = \{x_1, x_2, K, x_{n+1}\}\) which is an \(n \times (n+1)\) matrix with each column representing a simplex vertex \((v_i)\). The algorithm utilises four major coefficient parameters: the reflection \((r)\), expansion \((e)\), contraction \((c)\), and shrinkage \((s)\).

The NMS algorithm is presented as follows:

**Step 1:** Build \(n+1\) vertices of \(x\) such that \(f(x_1) \leq f(x_2) \leq \cdots \leq f(x_{n+1})\).

**Step 2:** Use Equation (30) to compute the reflection point \(x_r\)

\[
x_r = m + \alpha (m - x_{n+1}) \quad \text{(30)}
\]

where \(m = \frac{1}{n} \sum_{i=1}^{n} x_i\) is the centroid of the \(n\) best vertices except \(x_{n+1}\). If \(f(x_1) \leq f(x_r) < f(x_{n+1})\), the iteration is terminated by accepting \(x_r\).

**Step 3:** If \(f(x_r) < f(x_1)\), the expansion point \(x_e\) is estimated using Equation (31)

\[
x_e = m + \beta (x_r - m) \quad \text{(31)}
\]

If \(f(x_e) \leq f(x_r)\), \(x_e\) is accepted, else \(x_r\) is accepted whiles \(x_r\) is discarded and iteration is terminated.

**Step 4:** If \(f(x_r) \geq f(x_{n+1})\), estimate the contraction point between \(m\) and the best among \(x_r\) and \(x_{n+1}\)

i. If \(f(x_r) < f(x_{n+1})\), an outside contraction point \(x_{out}\) is estimated using Equation (32)

\[
x_{out} = m + \gamma (x_r - m) \quad \text{(32)}
\]

If \(f(x_{out}) \leq f(x_r)\), \(x_{out}\) is accepted and iteration is terminated, else skip to Step 5.

ii. Elseif \(f(x_r) \geq f(x_{n+1})\), an inside contraction point \(x_{in}\) is estimated using Equation (33)

\[
x_{in} = m + \gamma (x_r - m) \quad \text{(33)}
\]

If \(f(x_{in}) \leq f(x_r)\), \(x_{in}\) is accepted and iteration is terminated, else skip to step 5.
Step 5: $f$ is then evaluated at $n$ points $v_i = x_i + \sigma (x_i - x_j)$, for every $i = 2, K, n + 1$. For the next iteration, the vertices $v_i$ are assigned to $x_i$.

The standard values for the four major coefficient parameters: $x_1 = 1$, $x_2 = 2$, $x_3 = \frac{1}{2}$ and $\sigma = \frac{1}{2}$.

The optimal bandwidth ($\sigma$) and regularisation ($\gamma$) parameters proposed and refined by the combination of CSA and NMS algorithms are then passed on to LSSVM to facilitate the classification.

4.4 Classification performance evaluation

From the statistical viewpoint, deducing a comprehensive evaluation of multiclass classification models based on a single performance index is not easy and enough. For these reasons, eight evaluation metrics namely accuracy, error rate, precision, recall (sensitivity), specificity, F score, Mathews correlation coefficient and geometric mean were used in this study for the purpose of reliability and also to overcome the above drawback.

4.4.1 Accuracy

Accuracy is one of the most widely used evaluation metrics for assessing the performance of classification algorithms (Paul and Maji 2010; Qasem and Nour 2015; Alsalem et al. 2018). Classification accuracy is expressed in Equation (34) as

$$\text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN} \quad (34)$$

where $TP$ is the number of correct classification counts when there is a fault condition, $TN$ is the number of correct classification counts when there is no fault condition, $FP$ is the number of misclassification counts when there is a fault condition and $FN$ is the number of misclassification counts when there is no fault condition for a specific classification model.

4.4.2 Error rate

This metric is one of the main indicators for evaluating classification performance by measuring the errors (misclassifications) incurred by a classifier (Chiang and Ho 2008; De Paz et al. 2013; Mohapatra and Chakravarty 2015; Alsalem et al. 2018). The error rate is expressed as shown in Equation (35).

$$\text{Error Rate} = \frac{FP + FN}{TP + FP + TN + FN} \quad (35)$$

4.4.3 Precision

The precision of a classifier measures the exactness of classification after prediction (Agaian et al. 2014; Mohapatra and Chakravarty 2015; Alsalem et al. 2018). The evaluation metric is expressed as a ratio of true positives ($TP$) to the sum of true positives ($TP$) and false positives ($FP$) as shown in Equation (36).

$$\text{Precision} = \frac{TP}{TP + FP} \quad (36)$$

4.4.4 Recall (Sensitivity)

Recall, also known as sensitivity, is a measure of a classifier’s capacity to determine positive instances. It measures the fraction of positive instances that are correctly classified (Agaian et al. 2014; Tai et al. 2011; Alsalem et al. 2018) and is expressed as a ratio of true positives ($TP$) to the sum of true positives ($TP$) and false negatives ($FN$) as shown in Equation (37).

$$\text{Recall / Sensitivity} = \frac{TP}{TP + FN} \quad (37)$$
Specificity measures the fraction of negative instances that are correctly classified (Agaian et al. 2014; Laosai and Chamnongthai 2014). That is, the metric denotes the test’s ability to identify negative result as expressed in Equation (38).

\[
\text{Specificity} = \frac{TN}{TN + FP}
\]  

(38)

4.4.6 F score

The F Score describes the overall performance of a classification model as the harmonic mean of precision and recall (Agaian et al. 2014; Mohapatra and Chakravarty 2015; Alsalem et al. 2018). The metric ranges from zero to one, with high values indicating high classification performance and vice versa. F Score is given in Equation (39).

\[
F_{\text{score}} = \frac{2(Precision \times Recall)}{Precision + Recall}
\]  

(39)

4.4.7 Matthews Correlation Coefficient (MCC)

MCC (Equation (40)) measures the relationship between the observed and the predicted classification and is generally regarded as a balanced metric for evaluating the performance of classifiers even with varying class sizes (Boughorbel et al. 2017; Chicco 2017). MCC, as compared to other classification evaluation metrics is known to be more informative as it considers the balance ratios of the four confusion matrix categories. An MCC coefficient ranges from -1 to +1, with +1 suggesting a perfect classification while -1 implies a total misclassification.

\[
MCC = \frac{(TP \times TN) - (FP \times FN)}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}}
\]  

(40)

4.4.8 Geometric Mean (GM)

GM (Equation (41)) is an aggregate of both sensitivity and specificity evaluation metrics. The metric seeks to maximise the rate of true positives and negatives instances whiles maintaining a balance between both rates (Hossin and Sulaiman 2015; Kuncheva et al. 2018). Thus, making the metric suitable for imbalanced datasets.

\[
GM = \sqrt[\frac{TP}{TP + FN} \times \frac{TN}{TN + FP}}
\]  

(41)

5 Results and discussion

5.1 Data pre-processing

5.1.1 Denoising

The hydraulic system dataset was first subjected to the modified ICEEMDAN technique (integrated with the stringent threshold (Equation (8)) as a criterion for discriminating between relevant and spurious IMFs) as discussed in Section 4.1.2. The modification was automated such that, the denoising (decomposition into IMFs with ICEEMDAN and reconstruction with Equation (8)) was repeated for all the sensors considered in this study as manual involvement was highly impractical. The modified ICEEMDAN technique successfully eliminated most redundancies masked as noise in the sensor data.

5.1.2 Feature extraction and selection

Here, two different data scenarios were considered when applying the PCA. First, the PCA was applied to the resulting pool of 1806 features which have been denoised using the ICEEMDAN technique. Secondly, the PCA was applied directly to the original extracted 1806 features without denoising. The motive is to ascertain the extent to which the denoised data could improve the classifiers prediction capability. Fig. 4(a) shows the scree plot of the eigenvalues and the proportion of variance explained regarding the undenoised
1806 possible components whiles Fig. 4(b) shows the PCA results for the denoised 1806 features. Using the Kaiser’s criterion for retaining PCs with eigenvalues greater than 1.0, 161 PCs were retained for the undenoised data representing 91.62% of the variance in the 1806 features. With regards to the denoised data using the ICEEMDAN, the number of selected PCs was substantially reduced by half (82) when compared to the undenoised data, representing 96.04% of the variance in the 1806 features as shown in Table 3. The results from both approaches (with and without the use of ICEEMDAN) clearly indicate the relevance of the ICEEMDAN technique in removing substantial levels of noise in the original hydraulic sensor data before feature extraction and selection. Thus, ensuring the extraction of relevant features that contains the most characteristic fault information projected onto a minimal number of uncorrelated PCs whiles maintaining a high proportion of variance (96.04%) during the dimensionality reduction phase.

5.2 Multiclass classification
Multiclass classification refers to classifying input features to one of a predefined set based on an optimal subset of features selected during the feature selection stage. In this study, the multiclass classification model result of the optimised LSSVM was compared with three benchmark machine learning techniques that have been used extensively in literature and have all demonstrated promising multiclass classification capabilities. The methods include Linear Discriminant Analysis (LDA), Support Vector Machine (SVM) and Artificial Neural Network (ANN), specifically, the Generalised Regression Neural Network (GRNN). If the performance of the tested classification model is deemed satisfactory, the classification model can be used to classify the unknown future health status of the hydraulic component. Fig. 5 shows the illustration of the procedure used in building the multiclass classification models. The classification experiment was simulated on MATLAB (2018a version) using an ASUS computer with a 2.3 GHz processor computer with 4 GB memory.

In order to ascertain the reliability of the multiclass classification models, the selected features from PCA are randomly partitioned into two sets; 70% (training set) to be used in training the multiclass classification models and the 30% (testing set) is used to validate the optimum trained models. However, the random nature of the hybrid CSA-NMS optimisation algorithms in providing the optimal bandwidth and the regularisation parameters of the LSSVM will yield slightly different output after each run. As a result, the LSSVM is implemented using the one-vs-one with RBF kernel, and is trained 10 times based on randomly partitioned data into training and test sets. The final classification output is presented as an average, standard deviation (STD), best and worst of all the outputs from the 10 runs as shown in Table 4. Notably, the proposed hybrid technique achieved average test classification accuracies greater the 99.40% for all four monitored conditions. Also found in Table 4 is the training accuracy, its deviation (10-fold cross-validation) and CPU time regarding the training of LSSVM optimised by CSA-NMS for the four hydraulic components.

5.2.1 Classification rate based on optimised LSSVM compared to other investigated classifiers
Table 5 shows the average multiclass classification test results for hydraulic accumulator condition based on pre-processed ICEEMDAN-PCA and PCA input features for the optimised LSSVM, LDA, SVM and ANN. Although all the classifiers showed satisfactory test performance, the proposed ICEEMDAN-PCA-LSSVM outperformed all the other methods. This is evident from the various evaluation metrics employed (Table 5). The performance (99.44%) by the proposed technique in classifying the accumulator condition is remarkably significant when compared to the results reported in prior work after classification based LDA (54.0%), ANN (50.4%), SVM-linear (51.6%) and SVM-RBF (65.7%) (Helwig et al. 2015a). Also, another prior work conducted by Chawathe (2019) reported similar classification results ranging from >35% to <100% based on seven different classifiers/ensemble. In prior works, the classification of accumulator condition is reported as the most difficult among the four monitored components (Helwig et al. 2015a; Chawathe 2019). Hence, the proposed hybrid model of ICEEMDAN-PCA-LSSVM demonstrates superiority of producing a more accurate classification of the hydraulic accumulator condition.

Also seen in Table 5 is a comparative analysis of the proposed ICEEMDAN-PCA-LSSVM with its variant, undenoised PCA-LSSVM. The comparative analysis is performed to assess the contribution of the ICEEMDAN to the proposed hybrid technique. As seen, the proposed ICEEMDAN-PCA-LSSVM model accurately classified 99.44% of the test instances with an error of 0.56% as compared to the 94.09% accuracy with 5.91% misclassification rate (error) in the case of not using ICEEMDAN to pre-process the data (i.e.
PCA-LSSVM). This suggests that pre-processing (denoising) the original signals with ICEEMDAN improved the proposed hybrid technique by 5.35%. In terms of precision, the proposed ICEEMDAN-PCA-LSSVM was capable of classifying 99.56% of the positive instances correctly out of the total test instances whiles the PCA-LSSVM technique could only classify 93.03% of positive instances. Also, the highest sensitivity and specificity values of 0.9941 and 0.9980 imply the proposed models’ (ICEEMDAN-PCA-LSSVM) ability to determine 99.41% of all positive instances and 99.80% of all negative instances, respectively. The sensitivity and specificity values of the PCA-LSSVM technique, on the other hand, could classify only 93.33% and 98.10% of positive and negative instances respectively. This suggests that the proposed ICEEMDAN-PCA-LSSVM model has high potency for differentiating positive instances from negative instances. Furthermore, the ICEEMDAN-PCA-LSSVM model demonstrated the highest f-score of 0.9948 as compared to the 0.9317 of the PCA-LSSVM technique regarding overall performance of classification. A correlation coefficient of 0.9929 and 0.9126 for ICEEMDAN-PCA-LSSVM and PCA-PSSVM implies a positive relationship between the classified and the observed test instances for both techniques. However, it was stronger for the proposed ICEEMDAN-PCA-LSSVM model. All these evaluation metrics along with a high geometric mean value of 0.9960 collectively suggest nearly perfect classification results for accumulator condition is achieved using the proposed hybrid model of ICEEMDAN-PCA-LSSVM.

In the case of the cooler condition, similar average multiclass classification test results as in the accumulator condition were obtained (Table 6). However, the classification results obtained by the proposed ICEEMDAN-PCA-LSSVM, ICEEMDAN-PCA-ANN and PCA-LSSVM models were quite similar. That is, these models achieved the same highest level of accuracy (99.83%) with a corresponding lowest misclassification rate (error) of 0.17%. Similar results were obtained for the remaining evaluation metrics considered. The interpretation here is that the proposed ICEEMDAN-PCA-LSSVM model can adequately be used in classifying cooler conditions.

Table 7 shows the average multiclass classification test results for internal pump leakage condition. As observed in Table 7, the ICEEMDAN based classification with LSSVM and SVM models showed better accuracy and generalisability. This is evident from the perfect test classification results (100%) obtained by both the proposed hybrid model (ICEEMDAN-PCA-LSSVM) and the ICEEMDAN-PCA-SVM model. These 100% test classification results obtained by the proposed technique is seen to be a significant improvement to prior works of classification based LDA (73.6%), ANN (80.0%), SVM-linear (72.4%) and SVM-RBF (64.2%) (Helwig et al. 2015a). Also, similar classification results ranging from >55% to <100% based on seven different classifiers/ensemble was obtained by Chawathe (2019). Deductions from prior works indicate the classification of the pump condition to be the next most difficult after the accumulator condition (Helwig et al. 2015a; Chawathe 2019). This suggests that the proposed hybrid model of ICEEMDAN-PCA-LSSVM and ICEEMDAN-PCA-SVM are optimal for the accurate classification of internal pump leakage condition.

With regards to the average multiclass classification of the valve conditions (Table 8), the proposed ICEEMDAN-PCA-LSSVM model showed better classification results than the alternative models. This is manifested in the 99.84% accuracy with a 0.16% misclassification (error) rate obtained. The same trend of results was noticed for the remaining evaluation metrics considered (Table 8). Here, the proposed ICEEMDAN-PCA-LSSVM model is considered to be suitable in classifying the valve condition of the hydraulic system.

The overall analyses of all the multiclass classification results of the various fault conditions (accumulator, cooler, pump leakage and valve) have shown the superiority of the ICEEMDAN-PCA-LSSVM proposed. This is because the ICEEMDAN-PCA-LSSVM is able to classify all the fault conditions better than the other methods. Hence, the method possesses the added advantage of being versatile in multiclass classification tasks as observed in this study for the various monitored conditions. Methods such as ICEEMDAN-PCA-ANN and PCA-LSSVM which achieved relatively similar classification results could only do so in the case of cooler conditions (Table 6) while ICEEMDAN-PCA-SVM only classified the internal pump leakage correctly (see Table 7). These suggest that the proposed ICEEMDAN-PCA-LSSVM model is highly potent in classifying a wide range of monitored conditions irrespective of the dynamic operational condition of the
machine component. This will aid machine operators to spot significant changes in machine components which is an indication of fault development. Thus, increasing the availability and reliability of machines, as well as reducing maintenance-related cost by presenting operators with an accurate and informed decision as to when to schedule maintenance.

Furthermore, this study has practically demonstrated the relevance of denoising the original signals by the ICEEMDAN technique to enhance the overall classification results. This is evident in the results presented in Tables 5 - 8 where two scenarios of denoising the originally recorded data using ICEEMDAN and using the originally recorded data without denoising in the modelling process. The strength of the proposed modelling approach (ICEEMDAN-PCA-LSSVM) can additionally be viewed from Figs. 6 and 7. Here, only the PCA-LSSVM was chosen to be compared with the proposed ICEEMDAN-PCA-LSSVM model because it was the best of the models based on undenoised features. Considering the relevance of denoising the signals with ICEEMDAN hybridised with PCA and LSSVM for improving the classification of diverse monitored conditions, it may be limited when experimented on signals with mutations and similar dominant frequencies.

6 Conclusions

In this study, a hybrid approach based on the ICEEMDAN, PCA and LSSVM optimised by CSA-NMS for multiclass fault classification has been developed and evaluated. In ascertaining the superiority of the proposed hybrid approach (ICEEMDAN-PCA-LSSVM), a comparative analysis with three well-established benchmark classifiers (i.e. LDA, SVM and ANN) was carried out using benchmark data obtained from multi-sensors of a hydraulic test rig. From the analysis of the results, it was found that the proposed hybrid ICEEMDAN-PCA–LSSVM model was versatile and had the best results across all the performance indicators leading to better diagnostic of various fault conditions. The proposed hybrid approach also had the tendency of reducing the redundancies and the dimension of features thereby allowing for the efficient consideration of relevant features for the enhancement of classification accuracy and convergence speed. Hence, the proposed hybrid technique possesses the added advantage of being versatile in classifying various monitored conditions. The compared classifiers achieved relatively similar classification performance; however, they could only do so in the case of the cooler and the internal pump leakage. These suggest that the proposed hybrid is highly potent in classifying a wide range of monitored conditions irrespective of the dynamic operational conditions. Although the proposed hybrid technique generally improves the classification of diverse monitored conditions, it may be limited when experimented on signals with mutations and similar dominant frequencies. Also, the feature extraction technique as well as those utilised in prior research works may be constrained when dealing with extremely larger datasets due to the level of manual involvement by the user. Hence, future works should explore the following: the usage of filters capable of addressing signals with mutation and similar dominant frequencies, deep learning approaches to feature extraction. This will ultimately improve the optimality of the pre-processed signals for various fault classification tasks in the field of predictive maintenance.
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Fig. 1 Systematic diagram of the proposed hybrid novel technique
Fig. 2 Systematic diagram of data pre-processing
Fig. 3 Partition of (a) PS1 and (b) PS5 sensor data into time-intervals
Fig. 4 Scree plot and variance explained for (a) pre-processed without ICEEMDAN (b) pre-processed with ICEEMDAN
Fig. 5 Multiclass classification procedure
Fig. 6 Classification performance of ICEEMDAN-PCA-LSSVM and PCA-LSSVM (without ICEEMDAN) for (a) accumulator, (b) cooler, (c) internal pump leakage, and (d) valve conditions
Fig. 7 Misclassification rate (error) of ICEEMDAN-PCA-LSSVM and PCA-LSSVM (without ICEEMDAN)
| Year | Objectives | ML Technique Used | Key Findings | Reference |
|------|------------|-------------------|--------------|-----------|
| 2015 | Use scatter-based ML with automated feature extraction and selection capability to develop an adaptive approach for fault classification |  |  | (Helwig et al. 2015a) |
| 2015 | Extend prior work of Helwig et al. (2015) in fault diagnosis and the detection of sensor malfunction |  |  | (Helwig et al. 2015b) |
| 2017 | Automate the reduction in dimension by applying four complimentary feature extraction methods and three features selection algorithms |  |  | (Schneider et al. 2017) |
| 2019 | Sought to improve the classification accuracy of prior work. Investigate a trade-off between the number of features and accuracy |  |  | (Chawathe 2019) |
| 2020 | Develop a predictive model for the degradation of major components of the hydraulic system |  |  | (Quatrini et al. 2020) |
| 2020 | Predict different levels of degradation of major components of the hydraulic system |  |  | (König and Helmi 2020) |

**NB:** Classifiers abbreviations are as follows: Linear Discriminant Analysis (LDA), Artificial Neural Networks (ANN), Support Vector Machines (SVM), Radial Basis Function (RBF), Logistic Regression (LR), Decision Forest (DF), Random Forest (RF), Naïve Bayes (NB), Convolutional Neural Networks (CNN), K

---

### Table 1 Summary of related works

| Year | Objectives | ML Technique Used | Key Findings | Reference |
|------|------------|-------------------|--------------|-----------|
| 2015 | • Use scatter-based ML with automated feature extraction and selection capability to develop an adaptive approach for fault classification | • Signal shape feature functions (shape slope of linear fit, position of maximum value) • Distribution feature functions (median, variance, skewness, kurtosis) | • Pearson correlation analysis • LDA • ANOVA • SVM (with RBF and linear kernel) • developed an automated feature extraction and selection technique for relevant fault features • developed a flexible condition monitoring system for the classification accumulator, cooler pump and valve conditions. | (Helwig et al. 2015a) |
| 2015 | • Extend prior work of Helwig et al. (2015) in fault diagnosis and the detection of sensor malfunction | • Signal shape feature functions (shape slope of linear fit, position of maximum value) • Distribution feature functions (median, variance, skewness, kurtosis) • Pearson correlation analysis • LDA • KNN • The proposed approach is versatile and capable of detecting sensor malfunctions. • Compensates the failure of up to 5 sensors with negligible information loss and reduction in the classification result | (Helwig et al. 2015b) |
| 2017 | • Automate the reduction in dimension by applying four complimentary feature extraction methods and three features selection algorithms | • ALA • PCA • BFC • BDW • Pearson correlation analysis • RFESVM • Univariate RELIEF • LDA | • Reduced the manual effort in feature extraction. • The classification of accumulator condition was improved whiles the others were comparatively similar to the results obtained by Helwig et al. (2015) | (Schneider et al. 2017) |
| 2019 | • Sought to improve the classification accuracy of prior work. Investigate a trade-off between the number of features and accuracy | • Distribution feature functions (mean, variance, skewness, kurtosis) • None • OneR • J48 • Information gain • ZeroR • OneR • JRip • PART • J48 • RF • NB | • Higher accuracy is achieved with the proposed method than prior work. • Higher accuracy is still achieved with a lesser number of features | (Chawathe 2019) |
| 2020 | • Develop a predictive model for the degradation of major components of the hydraulic system | • Signal shape feature functions (shape slope of linear fit, position of maximum value) • Distribution feature functions (median, variance, skewness, kurtosis) • Pearson correlation analysis • LDA • ANOVA • SVM • LR • DF | • High accuracy is achieved when reduction in features allows for optimal combination of inputs that linearly separates the groups while minimising inter-group distance. • Selecting features that are highly correlated with target outputs enhances performance | (Quatrini et al. 2020) |
| 2020 | • Predict different levels of degradation of major components of the hydraulic system | • Encodings of the convolution layers | • Encodings of the convolution layers • CNN • developed a deep learning-based condition monitoring system for the hydraulic system dataset without explicitly engineering the features | (König and Helmi 2020) |
Nearest Neighbour (KNN), Adaptive Linear Approximation (ALA), Principal Component Analysis (PCA),
Best Fourier Coefficients (BFC), Best Daubechies Wavelets (BDW), Recursive Feature Elimination
Support Vector Machines (RFESVM)
| Type | Physical Quantity | Sensor | Unit | Sampling Rate (Hz) | Class | Time Interval |
|------|-------------------|--------|------|--------------------|-------|---------------|
| Sensor | Pressure | PS1 | bar | 100 | | 13 |
| | | PS2 | | | | 14 |
| | | PS3 | | | | 18 |
| | | PS4 | | | | 25 |
| | | PS5 | | | | 19 |
| | | PS6 | | | | 19 |
| | Motor Power | EPS1 | W | | | 13 |
| | Volume Flow | FS1 | l/min | 10 | | 18 |
| | | FS2 | | | | 18 |
| | Temperature | TS1 | °C | | | 7 |
| | | TS2 | | | | 7 |
| | | TS3 | | | | 8 |
| | | TS4 | | | | 15 |
| | Vibration | VS1 | mm/s | 1 | Regression | 15 |
| | Cooling Efficiency | CE | % | | | 13 |
| | Cooling Power | CP | kW | | | 13 |
| | System Efficiency | SE | % | | | 23 |
| Hydraulic Component | Accumulator | - | bar | - | Classification | |
| | Cooler | - | % | - | |
| | Internal Pump Leakage | - | % | - | |
| | Valve | - | % | - | |

Source: Modified after Helwig et al. (2015)
Table 3 Summary of PCA results of denoised and undenoised data

| PC   | Eigenvalue | Proportion | Cumulative | PC   | Eigenvalue | Proportion | Cumulative |
|------|------------|------------|------------|------|------------|------------|------------|
| 1    | 630.4540   | 0.3906     | 0.3906     | 1    | 705.0536   | 0.4145     | 0.4145     |
| 2    | 232.4312   | 0.1440     | 0.5346     | 2    | 220.0692   | 0.1294     | 0.5439     |
| 3    | 50.9179    | 0.0315     | 0.5662     | 3    | 95.9180    | 0.0564     | 0.6003     |
| 4    | 44.5339    | 0.0276     | 0.5938     | 4    | 69.1454    | 0.0406     | 0.6409     |
| 5    | N          | N          | N          | 5    | N          | N          | N          |
| 160  | 1.0071     | 0.0006     | 0.9150     | 81   | 1.0160     | 0.0006     | 0.9598     |
| 161  | 1.0024     | 0.0006     | 0.9156     | 82   | 1.0067     | 0.0006     | 0.9604     |
| 162  | 0.9791     | 0.0006     | 0.9162     | 83   | 0.9963     | 0.0006     | 0.9609     |
| N    | N          | N          | N          | N    | N          | N          | N          |
| Hydraulic Component | Training  | Testing  |   |
|---------------------|-----------|----------|---|
|                     | Accuracy ± STD | CPU Time (sec) | Accuracy ± STD | Best    | Worst    |
| Accumulator         | 1.0000 ± 0.000 | 38.2344 | 0.9944 ± 0.0007 | 0.9948 | 0.9930   |
| Cooler              | 1.0000 ± 0.000 | 9.1250  | 0.9983 ± 0.0006 | 1.0000 | 0.9948   |
| Pump                | 1.0000 ± 0.000 | 32.4375 | 1.0000 ± 0.0000 | 1.0000 | 1.0000   |
| Valve               | 1.0000 ± 0.000 | 22.1094 | 0.9984 ± 0.0005 | 1.0000 | 0.9983   |
Table 5 Accumulator condition classification rate

| Metric        | Pre-Processed with ICEEMDAN-PCA | Pre-Processed PCA (without ICEEMDAN) |
|---------------|----------------------------------|---------------------------------------|
|               | LSSVM  | LDA   | SVM   | ANN   | LSSVM  | LDA   | SVM   | ANN   |
| Accuracy      | 0.9944 | 0.9896 | 0.9913 | 0.9791 | 0.9409 | 0.9270 | 0.8904 | 0.8591 |
| Error         | 0.0056 | 0.0104 | 0.0087 | 0.0209 | 0.0591 | 0.0730 | 0.1096 | 0.1409 |
| Precision     | 0.9956 | 0.9880 | 0.9913 | 0.9772 | 0.9303 | 0.9185 | 0.8762 | 0.8494 |
| Sensitivity   | 0.9941 | 0.9871 | 0.9901 | 0.9778 | 0.9333 | 0.9239 | 0.8798 | 0.8400 |
| Specificity   | 0.9980 | 0.9966 | 0.9971 | 0.9931 | 0.9810 | 0.9766 | 0.9644 | 0.9527 |
| F Score       | 0.9948 | 0.9874 | 0.9906 | 0.9775 | 0.9317 | 0.9192 | 0.8772 | 0.8438 |
| MCC           | 0.9929 | 0.9842 | 0.9878 | 0.9705 | 0.9126 | 0.8970 | 0.8420 | 0.7977 |
| GM            | 0.9960 | 0.9918 | 0.9936 | 0.9854 | 0.9569 | 0.9499 | 0.9212 | 0.8945 |
| Metric     | Pre-Processed with ICEEMDAN-PCA | Pre-Processed PCA (without ICEEMDAN) |
|------------|---------------------------------|--------------------------------------|
|            | LSSVM  | LDA    | SVM    | ANN    | LSSVM  | LDA    | SVM    | ANN    |
| Accuracy   | 0.9983 | 0.9948 | 0.9948 | 0.9983 | 0.9983 | 0.9948 | 0.9965 | 0.9965 |
| Error      | 0.0017 | 0.0052 | 0.0052 | 0.0017 | 0.0017 | 0.0052 | 0.0035 | 0.0035 |
| Precision  | 0.9984 | 0.9949 | 0.9949 | 0.9983 | 0.9983 | 0.9950 | 0.9964 | 0.9966 |
| Sensitivity| 0.9982 | 0.9949 | 0.9949 | 0.9983 | 0.9983 | 0.9948 | 0.9966 | 0.9966 |
| Specificity| 0.9991 | 0.9974 | 0.9974 | 0.9991 | 0.9991 | 0.9973 | 0.9983 | 0.9982 |
| F Score    | 0.9983 | 0.9949 | 0.9949 | 0.9983 | 0.9983 | 0.9949 | 0.9965 | 0.9966 |
| MCC        | 0.9974 | 0.9922 | 0.9922 | 0.9974 | 0.9974 | 0.9922 | 0.9948 | 0.9948 |
| GM         | 0.9986 | 0.9961 | 0.9961 | 0.9987 | 0.9987 | 0.9961 | 0.9974 | 0.9974 |
| Metric      | Pre-Processed with ICEEMDAN-PCA | Pre-Processed PCA (without ICEEMDAN) |
|-------------|---------------------------------|--------------------------------------|
|             | LSSVM  | LDA    | SVM    | ANN    | LSSVM  | LDA    | SVM    | ANN    |
| Accuracy    | 1.0000 | 0.9861 | 1.0000 | 0.9704 | 0.9983 | 0.9948 | 0.9878 | 0.9165 |
| Error       | 0.0000 | 0.0139 | 0.0000 | 0.0296 | 0.0017 | 0.0052 | 0.0122 | 0.0835 |
| Precision   | 1.0000 | 0.9807 | 1.0000 | 0.9597 | 0.9975 | 0.9924 | 0.9825 | 0.8832 |
| Sensitivity | 1.0000 | 0.9793 | 1.0000 | 0.9623 | 0.9974 | 0.9953 | 0.9819 | 0.8841 |
| Specificity | 1.0000 | 0.9940 | 1.0000 | 0.9862 | 0.9993 | 0.9978 | 0.9948 | 0.9619 |
| F Score     | 1.0000 | 0.9794 | 1.0000 | 0.9610 | 0.9974 | 0.9938 | 0.9820 | 0.8836 |
| MCC         | 1.0000 | 0.9739 | 1.0000 | 0.9467 | 0.9967 | 0.9911 | 0.9769 | 0.8453 |
| GM          | 1.0000 | 0.9866 | 1.0000 | 0.9742 | 0.9983 | 0.9965 | 0.9883 | 0.9222 |
### Table 8 Valve condition classification rate

| Metric       | Pre-Processed with ICEEMDAN-PCA | Pre-Processed PCA (without ICEEMDAN) |
|--------------|----------------------------------|--------------------------------------|
|              | LSSVM   | LDA    | SVM    | ANN    | LSSVM   | LDA    | SVM    | ANN    |
| Accuracy     | 0.9984  | 0.9983 | 0.9965 | 0.9548 | 0.9965  | 0.9948 | 0.9930 | 0.8783 |
| Error        | 0.0016  | 0.0017 | 0.0035 | 0.0452 | 0.0035  | 0.0052 | 0.0070 | 0.1217 |
| Precision    | 0.9976  | 0.9974 | 0.9948 | 0.9451 | 0.9957  | 0.9924 | 0.9921 | 0.8536 |
| Sensitivity  | 0.9977  | 0.9974 | 0.9948 | 0.9469 | 0.9982  | 0.9953 | 0.9929 | 0.8649 |
| Specificity  | 0.9995  | 0.9995 | 0.9990 | 0.9843 | 0.9989  | 0.9978 | 0.9976 | 0.9584 |
| F Score      | 0.9976  | 0.9974 | 0.9948 | 0.9457 | 0.9969  | 0.9938 | 0.9925 | 0.8585 |
| MCC          | 0.9972  | 0.9969 | 0.9938 | 0.9300 | 0.9955  | 0.9911 | 0.9899 | 0.8160 |
| GM           | 0.9986  | 0.9985 | 0.9969 | 0.9654 | 0.9985  | 0.9965 | 0.9952 | 0.9105 |