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This paper presents a framework for solving the pure-state preparation problem using numerical optimal control. As an example, we consider the case where a number of qubits are dispersively coupled to a readout cavity. We model open system quantum dynamics using the Markovian Lindblad master equation, driven by external control pulses. The main result of this paper develops a basis of density matrices (a parameterization) where each basis element is a density matrix itself. Utilizing a specific objective function, we show how an ensemble of the basis elements can be used as a single initial state throughout the optimization process - independent of the system dimension. We apply the general framework to the specific application of ground-state reset of one and two qubits coupled to a readout cavity.

I. INTRODUCTION

A key requirement for building general purpose quantum computers is the ability to perform state preparation, i.e., to initialize the qubits into a well-defined state, such as the ground state.¹ When quantum algorithms are executed many times (to gather statistics of the results, or for variational algorithms that are restarted many times with modified parameters) initialization of the qubits can become a major bottleneck if its duration is long compared to the gate operations.¹ Further, most schemes for fault tolerant quantum computation require a continuous supply of qubits in a low-entropy state such as the ground state,¹,4,5 magic states,⁶ or, graph states⁷ – at short timescales and with high fidelity.

In general, unconditional state preparation requires the system under study to be coupled in some way to a quantum dissipative channel⁸ allowing for entropy flow from the system of interest to a bath. As such, engineering these dissipative processes through a combination of device design and driven control represents a fundamental challenge, and concomitant opportunity, for realization of useful quantum information processing systems (see, e.g., Refs. 9–11). In recent years, and with increasing computational power of classical computers, numerical optimal control has attracted much attention for shaping the control pulses to drive a quantum system to a desired target state (see e.g. the reviews in Refs. 12 and 13, and references therein). While most prominently applied to shape pulses that realize logical gate operations,⁴,15,16 optimal control has also been applied for the preparation of quantum states, such as the ground state.¹⁶–¹⁸

Optimal control methods determine a set of control waveforms by minimizing an objective function, J, that represents the mismatch between the realized state and the target state at a final time. In this paper, we present a numerical optimal control framework for shaping control pulses to drive open quantum systems to a pure target state. We consider unconditional state preparation, where the initial state of the system under consideration is unknown, such that the control pulses must drive any initial state to the common target. Therefore, the minimization has to take multiple initial states into account:

\[ \min \frac{1}{M} \sum_{i=1}^{M} J(\rho_m(T)), \] (1)

where \( \rho_m(T) \) represents the quantum state at the final time \( T \), corresponding to the \( m \)-th initial state \( \rho_m(0) \). In general, the \( M \) initial states must span a basis for all possible initial states at time \( t = 0 \), such that the objective function needs to be evaluated for \( M = N^2 \) initial basis states, with \( N \) being the underlying Hilbert space dimension. Since the computational complexity for evolving one initial state to the final time \( T \) scales with \( N^2 \), and \( N \) itself scales exponentially with the number of qubits, this quickly becomes computationally intractable.

As a result, optimal control applications for quantum state preparation are often limited to small quantum systems, or considering sub-spaces in which a basis can be taken into account, and/or considering only a few specific (e.g., pure) initial qubit and/or cavity states.⁹–¹⁸

In this paper, we develop a basis of density matrices in such a way that only one initial condition needs to be taken into account during the optimization, \( M = 1 \), independent of the Hilbert space dimension \( N \). The proposed basis consists of \( N^2 \) density matrices that span all initial states in the Hilbert space. Any state can therefore be parameterized in this basis. Utilizing a specifically designed objective function that is linear in the initial condition then allows us to employ an ensemble of the basis states as the only initial state that needs to be taken into account during the optimization. Never the less, the optimized control pulses drive any initial quantum state to the desired pure state, hence achieving optimal control for pure-state preparation, with drastically reduced computational complexity. As a result, optimal control for pure-state preparation becomes feasible for larger quantum systems.

When applying quantum optimal control for unitary gate optimization, where the target state is a unitary transformation of the initial state (often for realizing a logical operation), a similar result has been derived in Ref. 23 and 24, showing that it is sufficient to consider only three specific initial states during the optimization, \( M = 3 \), independent of the Hilbert space dimension. The three initial states are derived in such a way that they can distinguish between any unitary
transformations within the Hilbert space. For a unitary gate optimization, the objective function must take both the initial and the final states into account, e.g. using the trace distance or the Hilbert-Schmidt projection between the unitarily transformed initial and the realized states. In this case, both states depend on the initial state and as a result, the objective function becomes nonlinear in the initial condition. In contrast, unconditional pure-state preparation considers a common target state that is independent of the initial condition, such that the objective function can be constructed to depend only linearly on the initial condition, allowing us to utilize an ensemble of all basis states as the only initial condition during the optimization procedure.

The paper is structured as follows: Section II presents the new density matrix parameterization as well as their ensemble state and the objective function for the proposed optimal control framework for pure-state preparation. We then introduce the governing equations of the underlying open quantum dynamics in terms of Lindblad’s master equation in Section III. While the proposed basis of density matrices and objective function, together with the single initial condition, can be readily utilized in popular optimal quantum control algorithms, such as the GraPhe25,26 and the Krotov25,28 algorithms, we present and employ an alternative optimal control strategy in Section IV, as implemented in the open source software Quandary29. As a demonstration of the approach, Section V then presents numerical results for driving one and two qubits coupled to a cavity to the ground state of a coupled qudit-(qudit)-cavity system. Further details on the proposed basis of density matrices are presented in Appendix A and B. Appendix C and D generalize the approach to the preparation of other pure states, besides the ground state.

II. ONE INITIAL CONDITION FOR PURE-STATE OPTIMIZATION

The pure-state preparation problem aims to find a set of control pulses that drive any initial state at \( t = 0 \) to a desired pure target state at a final time \( T > 0 \). Without loss of generality, we can represent a pure state by \( \rho(T) = e_m e_m^\dagger \), where \( e_m \in \mathbb{R}^N \) denotes the \( m \)-th unit vector in \( \mathbb{R}^N \) such that the target \( \rho(T) \) has one diagonal element being 1 (at row and column \( m \)), and zeros everywhere else. For the specific application of the ground-state reset, the target density matrix can be formulated in this way with \( m = 0 \), representing the ground state of the zero-th energy level.

Note that considering the pure-state target be of the form \( e_m e_m^\dagger \) is not a restriction, because a general pure state can be transformed into this form using a unitary basis transformation such that \( U \rho U^\dagger = e_m e_m^\dagger \) for a unitary matrix \( U \). In that case, the optimization can be performed in the basis defined by \( U \), see Appendix C.

The goal of the optimization is to drive any arbitrary initial state \( \rho(0) \) to the desired target \( e_m e_m^\dagger \). We now define a basis for the vector space of all Hermitian matrices in \( \mathbb{C}^{N \times N} \) spanning all possible initial states, that consists of only density matrices. We then introduce a specific objective function \( J \) that allows the basis density matrices to be lumped together in such a way that the objective function needs to be evaluated for only one initial condition during the optimization process, hence reducing the number of initial conditions that are to be considered from \( N^2 \) to 1.

The \( N^2 \) density matrices, that span the vector space of all Hermitian matrices in \( \mathbb{C}^{N \times N} \) over the field of real numbers, are defined as

\[
B^{k,j} := \frac{1}{2} \left( e_i e_k^\dagger + e_j e_j^\dagger \right) + \begin{cases} \frac{1}{2} \left( e_i e_k^\dagger + e_j e_j^\dagger \right) & \text{if } k = j \\ \frac{1}{2} \left( e_i e_k^\dagger - e_k e_j^\dagger \right) & \text{if } k > j \\ \frac{1}{2} \left( e_j e_k^\dagger - e_k e_j^\dagger \right) & \text{if } k < j 
\end{cases}
\]

for \( k, j \in \{0, \ldots, N-1\} \). We note that each of these density matrices represents a pure state, \( B^{k,j} = \psi_k \psi_j^\dagger \). In Appendix A, we prove that all \( B^{k,j} \) are density matrices, and that they are linearly independent in the vector space of Hermitian matrices in \( \mathbb{C}^{N \times N} \) over \( \mathbb{R} \), hence spanning all density matrices and providing a parameterization for density matrices (compare Appendix B). Hence, any quantum state \( \rho \in \mathbb{C}^{N \times N} \) can be written as a linear combination in this basis

\[
\rho = \sum_{k,j=0}^{N-1} z_{kj} B^{k,j},
\]

with coefficients \( z_{kj} \in \mathbb{R} \). Naturally, since \( \text{Tr}(\rho) = 1 \), such coefficients satisfy \( \sum_{kj} z_{kj} = 1 \).

In contrast to other parameterizations of density matrices, such as the canonical basis for Hermitian matrices in \( \mathbb{C}^{N \times N} \), or the Bloch-vector parameterization (compare Ref. 30), the basis matrices \( B^{k,j} \) in (2) are themselves density matrices representing quantum states. This is important because it ensures a physically meaningful time evolution of the underlying quantum dynamics. As we shall see below, it also allows us to consider an ensemble of basis states as the only initial condition during the optimization process for pure-state preparation.

To achieve that, we use the following objective function throughout the optimization towards the pure state \( e_m e_m^\dagger \):

\[
J(\rho(T)) := \text{Tr}(N_m \rho(T)),
\]

where \( N_m \in \mathbb{R}^{N \times N} \) is a diagonal matrix with diagonal elements \( \lambda_i = |i-m| \) for all \( i = 0, \ldots, N-1 \). For the case of ground-state optimization (\( m = 0 \)), the objective function measures the expected energy level of the state at final time \( T \), using the observable \( N_0 \). For pure-state preparation with \( m > 0 \), the objective function measures a weighted sum of the population of all states except the \( m \)-th one. In both cases, minimizing \( J \) drives the system to the state of the \( m \)-th energy level. Note that \( \text{Tr}(N_m \rho(T)) \geq 0 \), with equality if and only if \( \rho(T) = e_m e_m^\dagger \). Hence, \( J = 0 \) if and only if \( \rho(T) \) represents the desired pure target state \( e_m e_m^\dagger \).

Using the above objective function throughout the optimization process allows us to reduce the number of initial conditions that have to be considered to only one. We achieve this by defining the initial condition to be the ensemble of the \( N^2 \)
pure states $\psi_{kj}$, with equal probability as follows:

$$\rho_s(0) := \frac{1}{N^2} \sum_{k,j=0}^{N-1} B_{kj}^s.$$  

(5)

Evaluating the objective function (4) on the propagated state of this initial condition yields

$$J(\rho_s(T)) = J \left( \frac{1}{N^2} \sum_{k,j} B_{kj}^s(T) \right) = \frac{1}{N^2} \sum_{k,j} J \left( B_{kj}^s(T) \right),$$  

(6)

due to the linearity of the solution operator of Lindblad’s master equation with respect to the initial condition, as well as the linearity of $J$ with respect to $\rho(T)$. Here, $B_{kj}^s(T)$ denotes the propagated state corresponding to solving Lindblad’s master equation with initial condition $B_{kj}^s$. Therefore, by minimizing $J(\rho_s(T))$ with one initial condition $\rho_s(0)$, we equivalently minimize the average of $J$ over all basis density matrices. Further, if the optimum is achieved with $J(\rho_s(T)) = 0$, we get

$$0 = J(\rho_s(T)) \equiv \frac{1}{N^2} \sum_{k,j=0}^{N-1} \text{Tr} \left( N_m B_{kj}^s(T) \right) \quad \geq 0,$$

(7)

$$J(B_{kj}^s(T)) = 0 \quad \forall k, j = 0, \ldots, N - 1,$$

(8)

such that the target is reached for each basis state. Since any arbitrary initial quantum state at $t = 0$ can be represented in this basis with $\rho(0) = \sum_k z_k B_{kj}$, its propagated state at time $T$ then satisfies

$$J(\rho(T)) = \sum_{k,j} z_k J \left( B_{kj}^s(T) \right) = 0.$$  

(9)

Hence, the system is in the desired pure target state. If $J = 0$ is not achieved during the optimization for the ensemble state $\rho_s$, a similar derivation yields the average error.

### III. Modeling a Coupled Qudit-Cavity System

We consider a quantum system consisting of a number of coupled qudits that also are coupled to a cavity resonator, where the qudits and the cavity interact with external control fields. The composite system under consideration consists of $Q - 1$ qudits modeled with $n_q$ energy levels for the $q$-th subsystem ($q = 1, \ldots, Q - 1$), coupled to a readout cavity modeled with $n_R$ energy levels. We make the standard assumptions that the quantum system interacts weakly with its environment (the bath), that there is no initial correlation between the system and the bath, and that the interaction between the system and the bath is Markovian. These assumptions lead to Lindblad’s master equation governing the time-evolution of the density matrix describing the quantum system, $\rho \in \mathbb{C}^{N \times N}$, with dimension $N := \prod_{q=1}^{Q} n_q$:

$$\frac{d\rho(t)}{dt} = -i[H(t), \rho(t)] + \mathcal{L}(\rho(t)), \quad t \in (0, T).$$  

(10)

Here, $H(t)$ denotes the Hamiltonian describing the system and its controls, the commutator operator is defined by $[A, B] = AB - BA$, and $\mathcal{L}(\rho)$ denotes the Lindbladian operator that models interactions between the quantum system and its environment, as specified below.

The Hamiltonian is decomposed into a time-independent system part ($H_d$) and a time-varying control part ($H_c(t)$) that models the action of external control fields: $H(t) = H_d + H_c(t)$. While not a restriction of our approach, in this paper we exemplify the techniques on a typical circuit QED system within the dispersive coupling regime with Hamiltonians of the form (see e.g. Ref. 32)

$$H_d = \sum_{q=1}^{Q} \left( \omega_q a_q^\dagger a_q - \frac{\xi_q}{2} a_q^\dagger a_q a_q^\dagger a_q - \sum_{p > q} \xi_{pq} a_p^\dagger a_p a_q^\dagger a_q \right).$$  

(11)

Here, $\omega_q$ and $\xi_q$ denote the ground state transition frequency and self-Kerr coefficient of sub-system $q$; the cross-Kerr coefficient between subsystems $p$ and $q$ is denoted $\xi_{pq}$. Furthermore, $a_q$ denotes the lowering operator for subsystem $q$,

$$a_q := i_{a_1} \otimes \cdots \otimes i_{a_{q-1}} \otimes A_{a_q} \otimes i_{a_{q+1}} \otimes \cdots \otimes i_{a_Q} \in \mathbb{R}^{n_q \times n_q},$$  

(12)

where $A_{a_q}$ denotes the identity matrix in $\mathbb{R}^{n_q \times n_q}$ and the one-dimensional lowering operator satisfies

$$A_{a_q} := \begin{pmatrix} 0 & \sqrt{T} \\ \vdots & \ddots \\ \sqrt{n_q - 1} & \cdots \\ 0 \end{pmatrix} \in \mathbb{R}^{n_q \times n_q}.$$  

(13)

In the computational basis, we represent the ground state, $|0\rangle$, by the first unit vector in $\mathbb{R}^N$, denoted by $e_0$. Similarly, the $j^{th}$ excited state $|j\rangle$ is represented by the unit vector $e_j \in \mathbb{R}^N$.

The action of external control fields on the quantum system is modelled through the control Hamiltonian,

$$H_c(t) := \sum_{q=1}^{Q} f_q(t) (\hat{\alpha}_q^\dagger, t) (a_q + a_q^\dagger),$$  

(14)

with real-valued, time-dependent control functions $f_q(t) (\hat{\alpha}_q^\dagger, t)$ that are parameterized by real-valued parameters $\hat{\alpha}_q \in \mathbb{R}^d$, which are to be determined through optimization.

The Lindbladian operator $\mathcal{L}(\rho(t))$ is assumed to be of the form

$$\mathcal{L}(\rho) = \sum_{q=1}^{Q} \sum_{i=1}^{2} \mathcal{L}_{iq} \rho \mathcal{L}_{iq}^\dagger - \frac{1}{2} \left( \mathcal{L}_{iq}^\dagger \mathcal{L}_{iq} \rho + \rho \mathcal{L}_{iq} \mathcal{L}_{iq}^\dagger \right).$$  

(15)

Here, the collapse operators $\mathcal{L}_{iq}$ model decay and dephasing processes in subsystem $q$ with $\mathcal{L}_{iq} := \frac{1}{\sqrt{I_1}} a_q$ (decay) and $\mathcal{L}_{2q} := \frac{1}{\sqrt{I_2}} a_q^\dagger$ (dephasing). The positive constants $I_1$ and
$T_q^1$ correspond to the decay and dephasing times on subsystem $q = 1, \ldots, Q$, respectively.

In order to slow down the time-scale of Lindblad’s master equation, we employ the rotating wave approximation with frequencies $\omega_q$, cancelling out the first term in the system Hamiltonian (11).

In summary, the optimization problem for pure-state preparation becomes

$$
\begin{aligned}
\min J(\rho(T)) \\
\text{s.t.} \quad & -i[H(t), \rho] + L_\epsilon(\rho), \quad \forall t \in (0, T) \\
\rho(0) = \rho_s(0).
\end{aligned}
$$

(16)

Note, that only the initial condition $\rho_s(0)$ needs to be propagated by Lindblad’s master equation.

IV. NUMERICAL APPROACH

The general framework as presented in Section II (the proposed basis elements in (2), the objective function (4) and the ensemble initial state in (5)) could in principle be utilized in existing numerical optimization methods for quantum control, such as Grape or Krotov. However, in this paper we present and employ an alternative approach to numerically solving the open system optimization problem (16), as implemented in the open-source software package Quandary\textsuperscript{29} targeting high-performance computing architectures.

We apply iterative gradient-based updates to the control pulses in order to solve the optimization problem (16), preconditioned by a Hessian approximation using L-BFGS updates\textsuperscript{33}. In each iteration of the optimization process, Lindblad’s master equation is solved numerically in the rotating frame to propagate $\rho_s(t)$ to $\rho_s(T)$. To do so, we employ a second-order implicit time-integration scheme (Implicit Midpoint Rule, IMR\textsuperscript{34}) on an equidistant time grid $t_i = i\Delta t$ for $i = 0, \ldots, N_T$ with step size $\Delta t > 0$ and $T = N_T \Delta t$. The Implicit Midpoint Rule is a Runge-Kutta time-integration scheme that is symplectic, hence avoiding numerical (artificial) dissipation throughout the numerical solution process.

The real-valued laboratory frame control function can be written as

$$
\begin{aligned}
f^q(\hat{\alpha}^q, t) &= 2 \text{Re} \left( d^q(\hat{\alpha}^q, t)e^{i\alpha^q(t)} \right).
\end{aligned}
$$

(17)

for computational rotating-frame control functions $d^q(\hat{\alpha}^q, t)$.

We parameterize the rotating-frame controls using $N_f$ fixed B-spline basis functions that act as the envelope for $N_f$ carrier waves:

$$
\begin{aligned}
d^q(\hat{\alpha}^q, t) &= \sum_{n=1}^{N_f} S_n(t) \sum_{k=1}^{N_q} \alpha_{q,n}^q e^{i\xi_n^q},
\end{aligned}
$$

(18)

where $\alpha_{q,n}^q = \alpha_{q,n}^{(1)} + i\alpha_{q,n}^{(2)} \in \mathbb{C}$ are the control amplitudes that are to be determined through optimization, giving a total of $2N_fN_q$ real-valued optimization parameters per subsystem $q$. The basis functions $S_n(t)$ are chosen to be piece-wise quadratic B-spline wavelets\textsuperscript{35}, which have local support in time and are continuously differentiable. The wavelets are centered at times $\tau_s = s \Delta t(s - 3/2)$ for $s = 1, 2, \ldots, N_s$ where the knot spacing is $\Delta t = T/(N_s - 2)$. Further, $\Omega_q^q \in \mathbb{R}$ denote the carrier wave frequencies in the rotating frame.

B-splines with carrier waves provide a compact alternative to discretizing the control functions on the same time step as Lindblad’s master equation, because the frequencies of the carrier waves can be chosen to be focused near the resonance frequencies of the quantum system, triggering transitions between the energy levels\textsuperscript{36}. By substituting (18) into (17), the lab-frame carrier frequencies become $\omega_q + \Omega_q^q$. Those frequencies are chosen to match the transition frequencies in the system Hamiltonian (11). For example, when $\xi_pq \ll \xi_q$, the lab frame transition frequency between energy levels $n-1$ and $n$ in subsystem $q$ satisfies $\omega_q - (n-1)\xi_q$. Thus, by choosing $\Omega_q^q = -(n-1)\xi_q$ we trigger transition between energy levels $n-1$ and $n$ in subsystem $q$. The B-splines modulate the amplitude and phase of each carrier wave. Because they vary on a much slower time scale than the carrier waves, the number of B-spline parameters can be significantly smaller than the number of time steps. In contrast to other control parameterizations using basis functions (such as Fourier modes or Legendre polynomials, compare e.g. Ref. 37), each B-spline wavelet is local in time. As a result, each B-spline coefficient only influences the envelope function locally. In numerical experiments we have found that this “time-local” support of the control parameterization results in a more regular optimization surface with fewer local minima than when the same problem is evaluated using a fully delocalized parameterization (e.g. a Fourier basis).

We follow the first-discretize-then-optimize approach, and compute the gradient of the objective function with respect to the B-spline coefficients using the discrete adjoint approach. Since the IMR is a symmetric Runge-Kutta scheme, the discrete adjoint time-stepping scheme to solve the adjoint equation is again the IMR, now propagating sensitivities backwards through the time domain while collecting contributions to the gradient at each time-step. The discrete adjoint approach yields an exact gradient on the discrete level, at a computational cost that is independent of the number of control parameters.

In order to stabilize the optimization, we employ a Tikhonov regularization, adding the convex term

$$
\gamma_1 \| \alpha \|^2_2
$$

(19)

to the objective function, for a parameter $\gamma_1 > 0$ and the control vector $\alpha = (\hat{\alpha}^1, \ldots, \hat{\alpha}^Q)$. Additionally, an integral term can be added that penalizes the final-time objective over time with

$$
\gamma_2 \int_0^T w(t) J(\rho(t)) \, dt,
$$

(20)

where $w(t) = \frac{1}{a} \exp \left( -\frac{(t-T)^2}{a} \right)$ is a weight function and $a > 0$ is a tunable parameter. This penalty term drives $\rho(t)$ towards the target state near the final time.
TABLE I. System parameters for reset of a qudit in a cavity.

|          | \(\omega_0/2\pi\) [GHz] | \(\xi_q/2\pi\) [MHz] | \(T_{1,q}\) [\(\mu\)s] | \(T_{2,q}\) [\(\mu\)s] |
|----------|-----------------------------|--------------------------|-----------------|---------------------|
| Qudit \((q = 1)\) | 4.41666 | 230.56 | 80 | 26 |
| Cavity \((q = 2)\) | 6.84081 | 0 | 0.3892 | – |
| cross-Kerr | 1.176 | |

V. NUMERICAL RESULTS

This section presents numerical results utilizing the framework in Section II and the numerical tools in Section IV. We demonstrate the shaping of control pulses for unconditional ground-state reset of one and two qubits, coupled to a read-out cavity. As noted in Section II as well as in Appendix C, demonstrating pure-state preparation for the ground state \(e_0e_0^+\) generalizes naturally to any other pure target states. A numerical example of the latter is presented in Appendix D.

First, we consider one qudit modelled with \(n_1 = 3\) energy levels that is coupled to a cavity modelled with \(n_2 = 20\) energy levels, such that \(\rho \in \mathbb{C}^{N \times N}\) with \(N = 60\). Table I lists the system parameters, such as transition frequencies \(\omega_0\), anharmonicity \(\xi_q\), and decoherence times of the qudit, and the cavity, as well as the dispersive cross-Kerr coupling \(\xi_{12}\). The chosen system parameters are drawn from a specific experimental platform currently under study at Lawrence Livermore National Laboratory and are intended to be representative of typical present-day superconducting circuits. Note that decoherence is significantly faster in the cavity than in the qudit.

We first assume the cavity to be in its ground state at time \(t = 0\) (this assumption will later be dropped). The basis for the density matrix therefore only needs to span all qudit states. In this case, the initial condition that is used throughout the optimization process becomes

\[
\rho_s(0) = \frac{1}{3^2} \sum_{k,j=0}^{2} B^{kj} \otimes e_0 e_0^+ \tag{21}
\]

with \(B^{kj} \in \mathbb{C}^{3 \times 3}\) defined in (5) in the qudit’s space dimensions, and where \(e_0 \in \mathbb{R}^{20}\) denotes the first unit vector in the cavity’s dimension.

The optimization target aims to drive any initial qudit state to the ground state in \(T = 2.5\mu s\), while leaving the cavity empty at the final time. The objective function reads

\[
J(\rho(T)) = \text{Tr}(N_0 \rho(T)) \tag{22}
\]

with \(N_0 = \begin{bmatrix} 0 & 1 & 2 & \cdots \\ 1 & 2 & \cdots & \vdots \\ 2 & \cdots & \cdots & \vdots \\ \vdots & \cdots & \cdots & \cdots \end{bmatrix} \in \mathbb{R}^{60 \times 60} \tag{23}
\]

where \(\rho(T)\) solves Lindblad’s master equation for the above initial condition. Note that \(J\) measures the expected energy level for the coupled qudit-cavity system.

Each control function is parameterized by \(N_s = 75\) spline basis functions. The carrier wave frequencies in the rotating frame are chosen as \(\Omega_{q=1}^1 = 0\) and \(\Omega_{q=2}^2 = -\xi_1\) for the qudit and \(\Omega_{q=2}^2 = 0\) for the cavity. In order to conform with control hardware limitations, bounds for the lab frame control amplitudes on the qubit are included in the optimization process by applying a projected line-search, with maximum amplitude of \(36/2\pi\) MHz. We choose a time-step size of \(\Delta t = 1 \cdot 10^{-4} \mu s\) corresponding to \(N_T = 25,000\) time steps, to numerically integrate Lindblad’s master equation in the rotating frame. We add the Tikhonov regularization term to the objective function with \(\gamma_1 = 10^{-6}\) as well as the weighted integral penalty term for penalizing the expected energy level over time with \(\gamma_2 = 10^{-2}\) and \(a = 0.1\). Figure 1 shows the optimization progress of the L-BFGS scheme, demonstrating successful optimization in terms of a monotone decrease in the objective function and a relative drop in the gradient norm by two orders of magnitude.

To demonstrate the efficacy of the optimized control pulses on arbitrary initial qudit states, the optimized evolution of the expected energy level for the qudit and the cavity are shown in Figure 2 for the first three excited initial qudit states. Interestingly, the different initial states quickly collapse to about the same expected energy level, before evolving to the ground state at time \(T = 2.5\mu s\). At that time, an average ground state fidelity of 99.50% and 99.37% is reached for the qudit and the cavity, respectively.

The optimized rotating frame control pulses are visualized in Figure 3, in terms of the B-spline envelopes for each carrier wave frequency. The Fourier spectrum of the resulting lab-frame control pulses driving the qudit and the cavity, \(f_1(\tilde{\alpha}_{qpt}^1, t)\) and \(f_2(\tilde{\alpha}_{qpt}^2, t)\), are shown in Figure 4. It clearly visualizes how the carrier wave frequencies precisely trigger the underlying system frequencies.

In general, the cavity may have thermal occupation at time \(t = 0\). In our next numerical example, we therefore consider any initial coupled qudit-cavity state. The initial conditions considered for optimization is hence the ensemble of basis
density matrices in the full dimensions $B^{kj} \in \mathbb{C}^{60 \times 60}$:

$$\rho_s(0) = \frac{1}{60^2} \sum_{k,j=0}^{59} B^{kj},$$

(24)

for $B^{kj} \in \mathbb{C}^{60 \times 60}$ as in (5). To account for the increased complexity of the optimization landscape, we increase the duration of the control pulses to $T = 4\mu s$, and allow for $N_v = 100$ spline basis function to parameterize the controls. The optimization history, shown in Figure 5, demonstrates similar convergence behavior as in the previous test case.

Utilizing the optimized controls, the evolution of the expected energy levels for various initial qudit and cavity states are shown in Figure 6. At $T = 4\mu s$, an average fidelity of 99.37% (99.15%) for the qudit (cavity) is attained. To gain further insight into the purification process, we evaluate the evolution of the (normalized) von Neumann entropy,

$$S(\rho(t)) = -\frac{1}{\log(N)} \text{Tr}(\rho(t) \log(\rho(t))).$$

(25)

Figure 7 shows monotonic decrease of the entropy of the maximally mixed initial ensemble state $\rho_s(0)$, towards the pure ground-state target. We also show the evolution of the entropy starting from various initial pure states. In that case, the entropy is initially zero, ramps up intermittently, before it finally decays towards zero. However, it always remains bounded by the entropy of the maximally mixed initial state. This indicates that the maximally mixed initial state represents a "worst case" scenario. This is what the optimizer uses to shape the control functions, rather than any particular initial state. Thus we may think of the optimized control pulses as the most efficient way of reducing the entropy in the system, averaged over all initial states.

We note that by utilizing the sole initial condition $\rho(0) = \rho_s(0)$, the computational burden for each evaluation of the objective function is reduced by a factor of $60^2 = 3600$.

The optimal control pulses driving the qudit and cavity are visualized in Figure 8 in terms of their spectogram [39], where the color indicates drive strength. Again, it is visible how the carrier waves in the control pulse parameterization trigger the resonant frequencies in the system. In addition, low control amplitudes during the first and last microsecond indicate that further optimization with a shorter duration might be achievable.

In order to demonstrate the applicability of the proposed framework to more complex systems, we now consider ground-state reset of two qubits coupled to a readout cavity. We model the two qubits with $n_1 = n_2 = 2$ and the cavity with $n_3 = 20$ energy levels. We consider a fully coupled system...
with parameters given in Table II. We aim to drive the coupled system from any initial state to the ground state in $T = 5\mu s$, discretized with a time step of $\Delta t = 10^{-4}\mu s$. The initial condition spans the basis of the coupled qubit-qubit-cavity system with

$$\rho_s(0) = \frac{1}{80^2} \sum_{k,j=0}^{79} B^{kj},$$

where the basis density matrices $B^{kj} \in \mathbb{C}^{80 \times 80}$.

The control functions are parameterized with 100 B-spline wavelets, with carrier waves $\Omega_{\eta=1} = \Omega_{\eta=2} = \Omega_{\eta=3} = 0$, giving a total of 1,000 real-valued optimization variables. Tikhonov regularization and penalty parameters are added as in the previous test cases. The optimization history is plotted in Figure 9, demonstrating the robustness of optimization progress with respect to the increased complexity of this test problem.

Applying the optimized controls to various initial conditions, Figure 10 shows the evolution of the expected energy levels for each subsystem over time. At final time $T = 5\mu s$, the average ground-state fidelity is 99.18% for the first qubit, 99.16% for the second qubit, and 99.4% for the cavity.

VI. CONCLUSION

This paper presents a numerical optimal control framework for shaping control pulses to drive a composite open quantum
system to a pure target state. Typically a basis of initial states needs to be considered throughout the optimization in order to account for all possible initial quantum states. We develop a basis for the vector space of Hermitian matrices in such a way that each basis element is a density matrix itself. Using an ensemble of those basis states together with a specific objective function allows the number of initial conditions to be reduced to only one. This reduction is particularly significant when considering that each solve of Lindblad’s master equation itself scales as $O(N^2)$.

We solve the resulting optimal control problem by applying an adjoint-based, preconditioned gradient descent algorithms (L-BFGS), solving Lindblad’s master equation for the ensemble state in each optimization iteration. The control pulses are parameterized using a set of smooth B-spline basis functions that act as envelopes to carrier waves, precisely triggering resonant frequencies in the system. We demonstrate the effectiveness of the approach by numerical examples for unconditional ground-state reset of one and two qubits in a cavity, as well as the preparation of the $|10\rangle$ state.

Future work will include experimental validation of the optimized control pulses on a real-world quantum device.
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Appendix A: Proof that $B^{kj}$ are linearly independent density matrices in $\mathbb{C}^{N \times N}$.

Here, we prove that the $N^2$ matrices $B^{kj} \in \mathbb{C}^{N \times N}, k, j = 0, \ldots, N - 1$ defined in (2) are density matrices, i.e. they are Hermitian, positive semi-definite, with unit trace, and that they are linearly independent in the vector space of Hermitian matrices in $\mathbb{C}^{N \times N}$ over $\mathbb{R}$.

It is easy to see that all $B^{kj}$ are Hermitian, and that $\text{Tr}(B^{kj}) = 1$ for all $k, j = 0, \ldots, N - 1$. First we show that all $B^{kj}$ are positive semi-definite, proving that all $B^{kj}$ are density matrices.

Let $x \in \mathbb{C}^N$. For all $k = 0, \ldots, N - 1$, we have

$$x^\dagger B^{kk} x = \bar{x}_k x_k = |x_k|^2 \geq 0$$

(A1)
Further, for all $0 \leq k < j \leq N - 1$:
\[
x^i B^{kj} x = \frac{1}{2} \left( x^i E^{kk} x + x^i E^{ij} x + x^i E^{kj} x + x^i E^{jk} x \right) \\
= \frac{1}{2} \left( |x_k|^2 + |x_j|^2 + 2 \text{Re}(\bar{x}_k x_j) \right) \\
= \frac{1}{2} |x_k + x_j|^2 \geq 0,
\]
where $E^{kj} := e_k e_j^T$. Lastly, for all $0 \leq j < k \leq N - 1$:
\[
x^i B^{kj} x = \frac{1}{2} \left( x^i E^{kk} x + x^i E^{ij} x + ix^i E^{kj} x - ix^i E^{jk} x \right) \\
= \frac{1}{2} \left( |x_k|^2 + |x_j|^2 + 2i \text{Im}(\bar{x}_k x_j) \right) \\
= \frac{1}{2} |x_k + i x_j|^2 \geq 0.
\]
(A2)

Next, we show that all basis elements are linearly independent in the vector space of all Hermitian matrices. To this end, let
\[
0 = \sum_{k=0}^{N-1} z_{kk} B^{kk} + \sum_{k=0, j=k+1}^{N-1} z_{kj} B^{kj} + \sum_{j=0, k=j+1}^{N-1} z_{jk} B^{kj}
\]
(A4)

for real-valued coefficients $z_{kj} \in \mathbb{R}$. We proceed by proving that $z_{kj} = 0$ for all $k, j$. First, consider an off-diagonal element in the null-matrix $0$ at position $(m, n)$ with $m \neq n$. For this element, Equation (A4) reads
\[
0 = \frac{1}{2} z_{mm} + \frac{i}{2} z_{mn}, \quad \text{if } m > n \\
0 = \frac{1}{2} z_{mn} - \frac{i}{2} z_{nn}, \quad \text{if } m < n.
\]
(A5)

It follows that $z_{nn} = z_{mm} = 0$. Next, consider a diagonal element $(m, m)$:
\[
0 = \frac{1}{2} z_{mm} + \frac{1}{2} \sum_{j \neq m} z_{mj} + \frac{1}{2} \sum_{j \neq m} z_{jm} + \frac{1}{2} \sum_{j \neq m} z_{jm} + \frac{1}{2} \sum_{j \neq m} z_{mj}
\]
\[
= \frac{1}{2} z_{mm},
\]
(A7)

because all elements in the sums are zero. Hence all coefficients $z_{kj}$ must be zero. This proves linear independence.

**Appendix B: Parameterizing density matrices using $B^{kj}$**

The set of density matrices \{ $B^{kj} \in \mathbb{C}^{N \times N}$ \}_{k,j=0,...,N-1} defined in (2) form a basis of all Hermitian matrices in $\mathbb{C}^{N \times N}$ (see Appendix A). Since the set of all density matrices is a convex subset of all Hermitian matrices\cite{40,41}, any density matrix in $\mathbb{C}^{N \times N}$ can be written as a linear combination of those basis density matrices, with coefficients that sum up to one. Therefore, the basis density matrices $B^{kj}$ define a parameterization of the set of all $N \times N$ density matrices, $\mathcal{D}_N$, where each element is a density matrix itself. The parameterization maps coefficients $z \in \mathcal{Q}_N \subseteq \mathbb{C}^{N^2-1}$ to density matrices in $\mathcal{D}_N$:
\[
F_N(z) = \sum_{k,j=0}^{N-1} z_{kj} B^{kj},
\]
(B1)

where $z_{NN}$ is chosen such that $\sum_{j} z_{kj} = 1$. The set of admissible parameters $\mathcal{Q}_N$ that yield a valid density matrix in $\mathcal{D}_N$ consists of all $z$ in such a way that all the roots of the characteristic polynomial $\det(\rho - \lambda I) = 0$ are non-negative, where $\rho = F_N(z)$. The map $F_N : \mathcal{Q}_N \to \mathcal{D}_N$ is bijective (one-to-one and onto), because the basis elements $B^{kj}$ span all Hermitian matrices.

Obviously, choosing non-negative coefficients, $z_{kj} \geq 0$ for $k, j = 0, \ldots, N-1$ that sum to one, always yields a valid density matrix in $\mathbb{C}^{N \times N}$. However, non-negativity of the coefficients is not necessary. For example, for $N = 2$, the coefficients $z_{00} = z_{11} = \frac{1}{2}$ and $z_{10} = -\frac{1}{2}$ yield a valid density matrix, even though $z_{10} < 0$.

For $N = 2$, we can explicitly derive the set $Q_2$ by computing the eigenvalues of $F_2(z)$. The basis matrices $B^{kj} \in \mathbb{C}^{2 \times 2}$ are given by
\[
B^{00} = \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix}, \quad B^{01} = \begin{bmatrix} 1 & 1 \\ 1 & 1 \end{bmatrix}, \\
B^{10} = \frac{1}{2} \begin{bmatrix} 1 & i \\ -i & 1 \end{bmatrix}, \quad B^{11} = \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix}.
\]

Any density matrix $\rho \in \mathbb{C}^{2 \times 2}$ is Hermitian, and can therefore be written in this basis with coefficients $z_{kj} \in \mathbb{R}$, where $k, j = 0, 1$:
\[
\rho = \sum_{k,j=0}^{1} z_{kj} B^{kj}
\]
\[
= \begin{bmatrix} z_{00} + \frac{1}{2} (z_{01} + z_{10}) & \frac{1}{2} (z_{01} + i z_{10}) \\ \frac{1}{2} (z_{01} - i z_{10}) & z_{11} + \frac{1}{2} (z_{01} + z_{10}) \end{bmatrix}.
\]
(B2)

Since $\text{Tr}(\rho) = 1$, we know that $\sum_{k,j} z_{kj} = 1$. Further, $\rho$ is positive semi-definite, such that $Q_2$ can be derived from the eigenvalues $\lambda_{1,2}$ of $\rho$:
\[
0 = \det(\rho - \lambda I) \\
= \lambda^2 - \lambda \left( \rho_{00} + \rho_{11} \right) + \rho_{00} \rho_{11} - \rho_{01} \rho_{10}
\]
\[
\Rightarrow \lambda_{1,2} = \frac{\rho_{00} + \rho_{11} \pm \sqrt{ \left( \rho_{00} + \rho_{11} \right)^2 - 4 \rho_{00} \rho_{11} - \rho_{01} \rho_{10} } }{2}
\]

We first note that $\frac{1}{2} \left( \rho_{00} + \rho_{11} \right) = \frac{1}{2} \sum_{k,j} z_{kj} = \frac{1}{2} \geq 0$. The term under the square root is non-negative because $\lambda_{1,2} \in \mathbb{R}$ since $\rho^\dagger = \rho$. Therefore, both eigenvalues $\lambda_{1,2}$ are non-negative if and only if
\[
\frac{1}{2} \geq \sqrt{ \frac{1}{4} \rho_{00} \rho_{11} + \rho_{01} \rho_{10} }
\]
\[
\Rightarrow \rho_{00} \rho_{11} \geq \rho_{01} \rho_{10}
\]
\[
\Rightarrow \left( z_{00} + \frac{1}{2} (z_{01} + z_{10}) \right) \left( z_{11} + \frac{1}{2} (z_{01} + z_{10}) \right) \geq \frac{z_{01}^2 + z_{10}^2}{4}
\]
\[
\Rightarrow z_{01} z_{10} \geq z_{00}^2 - z_{00} + \frac{z_{10}^2}{4} - z_{11},
\]
where the last line follows from \( \frac{1}{4} (z_{00}^2 + z_{11}^2) = \frac{1}{4} (z_{01} + z_{10})^2 - z_{01} z_{10} \) and \( z_{01} + z_{10} = 1 - (z_{00} + z_{11}) \), and some basic algebra. Substituting \( z_{01} = 1 - z_{00} - z_{11} - z_{10} \) shows that \( A_{12} \geq 0 \) if and only if

\[
    z_{00}^2 + z_{11}^2 + (z_{10} - 1) \left( 2 z_{00} + 2 z_{11} + 2 z_{10} \right) \leq 0 \tag{B3}
\]

Necessary and sufficient conditions for the sum in (B2) to represent a density matrix are therefore: 1) the coefficients \( z_{00}, z_{11}, z_{10} \in \mathbb{R} \) satisfy the inequality (B3), and 2) \( z_{01} = 1 - z_{00} - z_{11} - z_{10} \).

By introducing the rotated and translated coordinates

\[
    \xi = z_{00} + \frac{(z_{10} - 1)}{2}, \quad \eta = z_{11} + \frac{(z_{10} - 1)}{2},
\]

we can write the inequality (B3) in the form

\[
    2 \xi^2 + 2 \eta^2 + z_{10}^2 \leq 1.
\]

This is an ellipsoid with semi-axes \((1/\sqrt{2}, 1/\sqrt{2}, 1)\) in \((\xi, \eta, z_{10})\) coordinates. The set of coefficients that characterize any density matrix in \( C_{N \times N} \) for \( N = 2 \) is therefore given by the three-dimensional \((N^2 - 1)\)-dimensional set

\[
    Q_2 := \left\{ \mathbf{z} = \begin{pmatrix} z_{00} \\ z_{11} \\ z_{10} \end{pmatrix} \in \mathbb{R}^3 \text{ such that } \begin{array}{l} 2 \left( z_{00} + \frac{2(z_{10} - 1)}{2} \right)^2 + 2 \left( z_{11} + \frac{2(z_{10} - 1)}{2} \right)^2 + z_{10}^2 \leq 1 \end{array} \right\}.
\]

The above expression yields a one-to-one and onto mapping \( F_2 : Q_2 \rightarrow \mathcal{D}_2 \) from coefficients \( \mathbf{z} \in Q_2 \) to the set \( \mathcal{D}_2 \) of all \( 2 \times 2 \) density matrices:

\[
    F_2(\mathbf{z}) = \sum_{k,j=0} \mathbf{z}_{kj} \mathbf{B}^{kj} \tag{B5}
\]

where \( z_{01} = 1 - z_{00} - z_{11} - z_{10} \). The set of admissible coefficients \( Q_2 \) is visualized in Figure 11.

It would be desirable to extend the explicit derivation of \( Q_N \) to higher dimensional cases with \( N \geq 3 \). However, deriving conditions to guarantee non-negative eigenvalues is non-trivial for \( N \geq 3 \) as it involves solving for the roots of the characteristic polynomial of degree \( N \).

**Appendix C: General pure-state preparation.**

Section II presents a numerical optimization framework for preparing pure target states that are represented by density matrices of the form \( \rho_s = e_m e^\dagger_m \), where \( e_m \in \mathbb{R}^N \) is the \( m \)-th unit vector. In this appendix, we generalize the framework to the preparation of any pure state.

Let the density matrix for the general pure target state be \( \rho_t = \psi_t \psi^\dagger_t \), where \( \psi_t \in C^N \) is the corresponding state vector. By rotating the basis by a unitary transformation \( U^\dagger \), it is always possible to map the coordinates of the state vector to a unit vector such that \( \phi_i = U \psi_i = e_m \), for some \( m \in [0, N - 1] \).

In this basis, the density matrix for the target state becomes diagonal, \( \sigma_t = U \rho_t U^\dagger = e_m e^\dagger_m \).

For a pure target state of that form, we have constructed the objective function in (4) to utilize a diagonal positive semidefinite matrix \( N_m \) such that the \( m \)-th element is zero and all other elements are positive. For an arbitrary density matrix \( \rho \) of size \( N \times N \), the transformed matrix \( U \rho U^\dagger \) is also a density matrix, and the objective function for this state is non-negative:

\[
    0 \leq \text{Tr}(N_m U \rho U^\dagger) = \text{Tr}(U^\dagger N_m U \rho) \tag{C1}
\]

Further, equality occurs if and only if \( U \rho U^\dagger = e_m e^\dagger_m \) and hence \( \rho = \psi_t \psi^\dagger_t = \rho_t \). The general pure-state optimization problem therefore uses the transformed observable \( N'_m := U^\dagger N_m U \) in the objective function:

\[
    \min J(\rho_t(T)) = \text{Tr}(N'_m \rho_t(T)) \tag{C2}
\]

As before, \( \rho_t(T) \) solves Lindblad’s master equation with the initial condition \( \rho_t(0) \), see Equation (5). The same reasoning as in Section II then applies. In particular, if the optimized control pulses give \( J(\rho_t(T)) = 0 \), any arbitrary initial state \( \rho_t(0) = \sum k_j z_{kj} B^{kj} \) will also result in \( \rho_t(T) = U^\dagger e_m e^\dagger_m U = \psi_t \psi^\dagger_t \).

**Appendix D: Driving a qudit-cavity system to the \(|10\rangle\) state.**

Here, we exemplify the application of the proposed framework to a pure-state preparation problem that is not the ground state. We aim to drive a qudit from any initial state to its first excited state, while leaving the cavity in the ground state (both initially and at the final time). The system parameters are the same as in the first test case in Section V, given in Table I. The initial condition \( \rho_s(0) \) used throughout the optimization
spans the basis in the qudit’s dimension and couples to the ground state in the cavity, as given in Equation (21). In contrast to the ground-state optimization problem, the objective function now targets the pure state \(|10\rangle\) of the coupled system, which corresponds to the unit vector \(e_{20}\) in \( \mathbb{R}^{60} \) (i.e. \( m = 20 \) in Eq. (4)):

\[
J(\rho(T)) = \text{Tr}(N_{20}\rho(T)) \quad (D1)
\]

Figure 12 plots the optimized time-evolution of the expected energy levels for the qudit and the cavity for various initial qudit states (the cavity starts in the ground state in this case). At final time \( T = 2.5\mu s \), the average fidelity of reaching the \(|1\rangle\)-state in the qudit is 99.43\%, and for reaching the \(|0\rangle\)-state in the cavity is 99.10\%.
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