Racial Faces in-the-Wild: Reducing Racial Bias by Deep Unsupervised Domain Adaptation
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Abstract

Despite the progress achieved by deep learning in face recognition (FR), more and more people find that racial bias explicitly degrades the performance in realistic FR systems. Facing the fact that existing training and testing databases consist of almost Caucasian subjects, there are still no independent testing databases to evaluate racial bias and even no training databases and methods to reduce it. To facilitate the research towards conquering those unfair issues, this paper contributes a new dataset called Racial Faces in-the-Wild (RFW) database with two important uses, 1) racial bias testing: four testing subsets, namely Caucasian, Asian, Indian and African, are constructed, and each contains about 3000 individuals with 6000 image pairs for face verification, 2) racial bias reducing: one labeled training subset with Caucasians and three unlabeled training subsets with Asians, Indians and Africans are offered to encourage FR algorithms to transfer recognition knowledge from Caucasians to other races. For we all know, RFW is the first database for measuring racial bias in FR algorithms. After proving the existence of domain gap among different races and the existence of racial bias in FR algorithms, we further propose a deep information maximization adaptation network (IMAN) to bridge the domain gap, and comprehensive experiments show that the racial bias could be narrowed-down by our algorithm.

1. Introduction

The emergence of deep convolutional neural networks (CNN) [26, 35, 38, 21, 22] greatly advances the frontier of face recognition (FR) [43, 36, 34]. Through getting experience and knowledge from training data, deep networks simulate the perception of the human brain to perform FR and boost the performance to nearly 100% on the Labeled Faces in the Wild (LFW) dataset [23]. However, more and more people find that a problematic issue, namely racial bias, has always been concealed in the previous studies due to biased benchmarks but explicitly degrades the performance in realistic FR systems [2, 10, 18, 7, 16, 32]. For example, Amazon’s Rekognition Tool incorrectly matched the photos of 28 U.S. congressmen with the faces of criminals, especially the error rate was up to 39% for non-Caucasian people; according to [18], a year-long research investigation across 100 police departments revealed that African-American individuals are more likely to be stopped by law enforcement; Buolamwini et al. [10] found that the accuracies of 3 commercial gender classification algorithms drop largely on darker female faces. Based on these findings, MIT Technology Reviewer [2] suggested that racial bias in databases will reflect in algorithms, hence the performances of FR systems depend on the race. However, so little testing information available makes it hard to measure the racial bias in existing FR algorithms and there has yet to be a comprehensive study that investigates how deep FR algorithms are affected by it.

| Model   | LFW | Caucasian | Indian | Asian | African |
|---------|-----|-----------|--------|-------|---------|
| Microsoft [5] | 98.22 | 87.60 | 82.83 | 79.67 | 75.83 |
| Face++ [4] | 97.03 | 93.90 | 88.55 | 92.47 | 87.50 |
| Baidu [3] | 98.67 | 89.13 | 86.53 | 90.27 | 77.97 |
| Amazon [1] | 98.50 | 90.45 | 87.20 | 84.87 | 86.27 |
| mean     | 98.11 | 90.27 | 86.28 | 86.82 | 81.89 |

Table 1. Racial bias in existing commercial recognition APIs. Face verification accuracies (%) on RFW database are given.

Aiming to facilitate the research towards this issue in deep FR, we construct a new Racial Faces in-the-Wild (RFW) database containing 625K images of 25K celebrities of different races as shown in Fig. [1] and Table [3]. Different from existing datasets, RFW is collected to offer several new uses:
1) Measure racial bias of FR algorithms. Four testing subsets, namely Caucasian, Asian, Indian and African, are constructed for face verification. Through setting a unified standard (e.g. similar distribution of pose, age and gender), four testing subsets of RFW ensure to exclude other factors except for race which can cause difference, and they can be used to fairly evaluate and compare the recognition ability of the algorithm on different races.

2) Reduce racial bias by transfer learning. A training set with four race-subsets is also released. The Caucasian subset consists of about 500K labeled images of 10k identities and other-race subsets contain 50K unlabeled images, respectively. We recommend to use transfer learning (TL) to transfer recognition knowledge among different races.

Based on our RFW, the first step have been done to verify the existence of racial bias in realistic FR systems through experiments. As shown in Table 1, existing commercial recognition APIs indeed work unequally well for different races, the maximum difference in error rate between the best and worst groups is 12%. This phenomenon has always been concealed in the previous papers, since the number of non-Caucasian people for test is also quite small. To reduce the racial bias, a domain adaptation (DA) approach specifically for FR is proposed, namely a deep information maximization adaptation network (IMAN). It identifies a feature space where data in the source and the target domains are similarly distributed, it also learns the feature space discriminatively, optimizing an mutual-information loss as an proxy to maximize the decision margin on the unlabeled target domain. Comprehensive experiments on our RFW show that the racial bias could be narrowed-down by IMAN.

Our contributions can be summarized into three aspects. 1) A new challenging RFW dataset is constructed and is released. Compared with existing datasets, RFW can be used to fairly evaluate and study racial bias in FR algorithms. To the best of our knowledge, the RFW is the first benchmark that face pairs of different races are fairly integrated into the evaluation of the FR system. 2) Based on comprehensive experiments on RFW, we first prove that deep FR algorithms are also susceptible to "other-race effect". 3) An effective IMAN model is proposed, competitive results are delivered and show that racial bias can be well reduced by IMAN.

2. Related work

**Database.** In the last couple of years, various databases were continually developed to facilitate the FR research. In 2007, LFW dataset was introduced which marks the beginning of FR under unconstrained conditions. It contains 13,233 images of 5749 unique individuals, and provides 6000 pairs for face verification. CASIA-Webface [48] provided the first widely-used public training dataset for the deep model training purpose, which consists of 0.5M images of 10K celebrities, collected from the web. Currently, there have been more databases providing public available large-scale training data, especially three databases with over 1M images, namely MS-Celeb-1M [20], VGGFace2 [12] and Megaface [24]. However, almost all databases contain significant racial bias, as shown in Table 2. Training on these databases may lead to unfair results on different races and testing on these databases will result in overlooking poor performance of non-Caucasian subjects.

**Deep face recognition.** Driven by graphics processing units (GPUs), massive annotated data and deep learning, deep FR [43] has made significant advances in recent years. More powerful loss functions are explored to learn deep features whose intra-class differences are small and inter-class differences are large. DeepFace [39] was the first to use a nine-layer CNN with softmax to perform FR. With 3D alignment for data processing, it reaches an accuracy of 97.35% on LFW. DeepID series [36, 46, 57] combined
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1) http://www.whdeng.cn/RFW/index.html
the softmax with contrastive loss to learn a discriminative representation. FaceNet [34] used a large private dataset to train a GoogleNet. It adopted a triplet loss function and achieved 99.63% on LFW. Wen et al. [45] proposed a center loss to reduce the intra-class features variations. Sphereface [27] and Arcface [14] are proposed to make learned features potentially separable with a larger angular distance that is equivalent to geodesic distance on a hypersphere manifold.

**Deep unsupervised domain adaptation.** Due to many factors, e.g., illumination, pose, and image quality, there is always a distribution change or domain shift between training and testing sets that can degrade the performance. Mimicking the human vision system, DA is a particular case of TL that utilizes labeled data in one or more relevant source domains to execute new tasks in a target domain [44]. Several methods have used the maximum mean discrepancy (MMD) loss for this purpose [42, 28, 29, 47, 30]. The deep domain confusion network (DDC) [42] used MMD in addition to the classification loss to reduce the distribution mismatch by one adaptation layer. Deep adaptation network (DAN) [28] matched the shift by adding multiple adaptation layers and exploring multiple kernels. Other methods have chosen an adversarial loss to minimize domain shift [17, 41, 40, 13]. The domain-adversarial neural network (DANN) [17] integrated a gradient reversal layer (GRL) into the standard architecture to ensure that the feature distributions over the two domains are made similar. However, due to lack of appropriate face databases, the research of DA is limited to digital classification and object classification. Considering that there is domain gap between faces of different races, our RFW promotes the development of DA in FR.

### 3. Racial Faces in-the-Wild: RFW

#### 3.1. Creating RFW

In this section, we describe the dataset collection process, which is summarized in Fig. 2.

**Databases selection.** Instead of downloading images from websites and cleaning the images carefully, we collect the images of different races from existing databases. There are three principles guiding us to select candidate databases:

1) the candidates should be clean enough, 2) identities’ number of the candidates should be large enough, 3) as few candidates as possible are selected in order to avoid inter-noise. After comparing all public available large-scale training datasets (over 1M images), MS-Celeb-1M [6] is found to be the best matchers.

**Race detection.** Face++ API [4] is used to estimate race of each celebrities in MS-Celeb-1M. However, API can not correctly detect race for every image and different images of one person may be distinguished as different races. Hence, for each identity, it will be accepted only if almost images are estimated as the same race, otherwise it will be abandoned.

**Data re-cleaning.** Because the automatical methods have already been used to clean MS-Celeb-1M, we only consider to re-clean the testing set of RFW manually. We randomly select 3000 people from each race, and pay extreme cautious to remove outlier faces for each identity as well as outlier identities for each race manually.

**Testing set construction.** We construct our testing set similar to LFW. 10 disjoint splits of image pairs are defined, and each contains 300 positive pairs and 300 negative pairs. Moreover, we also find that the random selection of face pairs in LFW may make the task easy and be away from reality. It is natural to impose certain constraints on face pairs. We apply cosine similarity measure of the well-established Arcface descriptor [2]. For each identity $A$, we randomly select one positive pair $\{A_i, A_j\}$ from 50% of pairs with smaller cosine similarity to enlarge intra-difference; and we randomly select one negative pair $\{A_i, B_j\}$ from 1% of pairs with larger cosine similarity to decrease demographic biases. Considering that this strategy will select noisy images more easily, we carefully clean these face pairs again.

**Training set construction.** We further collect a training set to facilitate the future research on racial bias. For source domain, about 500K images of 10k Caucasian people are randomly selected, and the labels are given as well. For target domains, we select 50K images of Indians, Asians and Africans respectively, and their labels are unavailable.

| Subsets       | # Subjects | # Images   | # Subjects | # Images   |
|---------------|------------|------------|------------|------------|
| Caucasian     | 10000      | 468139     | 2959       | 10196      |
| Indian        | -          | 52285      | 2984       | 10308      |
| Asian         | -          | 54188      | 2492       | 9688       |
| African       | -          | 50588      | 2995       | 10415      |

Table 3. The number of identities and images in RFW

#### 3.2. Statistics and analyses of RFW

As we know, the performance of FR is influenced by many factors, such as pose, age and gender. In order to

\[ \text{https://github.com/deepinsight/insightface}\]
ensure that our testing set can be used to fairly evaluate the recognition ability of the algorithm on different races, we compare these attributes, i.e. pose, age and gender, between four testing subsets to exclude other factors except for race which can cause difference. Face++ API is used to estimate pose, age and gender for each image and the distributions are given in Fig. 5. According to the figures, there are no large differences in pose, age and gender distribution between Caucasian, Indian and Asian testing sets, thus the recognition performance is only affected by different races. African set has a smaller age gap and the least balanced gender distribution which only contains 668 female images. Considering that recognition systems perform better on male with small age variation [10], the images of our African set are easier to be recognized compared with those of other sets. That is to say that recognition accuracy of African people may be even lower in reality.

Also, pose and age gap distribution of positive pairs in LFW and RFW are estimated, as illustrated in Fig. 5. Compared with LFW, the pose and age variations in our RFW are much larger. Further, the examples of difficult pairs selected by cosine-distance in RFW are presented in Fig. 4. The positive pairs in RFW contain obvious pose and age differences and the negative pairs are confusing even for human observers with careful inspection. This confirms the effectiveness of our constraints on selecting face pairs.

Then, based on our RFW, we examine four commercial recognition APIs, i.e. Face++, Baidu, Amazon, Microsoft to observe whether or not racial bias exists. Face verification accuracies are shown in Table II and ROC curves are presented in Fig. 9. First, we can find that FR accuracies are far from saturated when tested on our Caucasian testing subset. Microsoft achieves 98.22% on LFW and the accuracy drops about 10% on RFW. Second, FR systems indeed work unequally well for different races, the maximum difference in error rate between the best and worst groups is 12%. If we regard the mean of the four commercial recognition APIs as measurement, existing FR systems yield 90.27%, 86.28%, 86.82% and 81.86% average accuracies on Caucasian, Indian, Asian and African testing subset, respectively. Third, an interesting phenomenon is found from our experiments: APIs which are developed by East Asian companies perform better on Asian subjects than do APIs developed in the Western hemisphere.

4. Deep information maximization adaptation network

To reduce the racial bias, there is a strong incentive for transferring recognition knowledge from Caucasians (source) to other races (target) instead of training special models for each race. This is a typical unsupervised DA problem. Ben-David et al. [8] suggested that the expected DA loss for a target domain is bounded by three terms: 1) expected loss for the source domain; 2) domain divergence between source and target; and 3) the sum of the loss on the source and target domain. We call it three DA principles in our paper. Due to the absence of labeled target samples, most deep DA methods for object classification, such as MMD, only minimize the first two terms. Considering a larger number of identities of target domain in FR, only optimizing the two terms is not enough. Some methods [33, 50] try to minimize the third term utilizing pseudo target labels generated by maximum posterior probability of source classifier. However, pseudo target labels can not be obtained directly using source classifier in FR because there are no share classes between source and target domain. Inspired by [49, 19], we propose a deep Information maxi-
In our case, source domain is a labeled training set with images of Caucasian subjects, namely \( D_s = \{ x_i^s, y_i^s \}_{i=1}^M \), and target domain is an unlabeled training set with images of Asian, Indian or African subjects, namely \( D_t = \{ x_i^t \}_{i=1}^N \).

### 4.1. Mutual-information loss

As the most widely used classification loss function, Softmax loss aims to maximize the conditional probability of the correct class by minimizing the cross-entropy for each training sample which can be presented as follows:

\[
L_{\text{softmax}} = \frac{1}{N} \sum_i y_i \log(p_i) \tag{1}
\]

where \( y_i \) represents the ground truth labels (one-hot) of \( i \)-th samples, \( p_i = [p_{i1}, p_{i2}, ..., p_{ik}, ..., p_{ic}] \) means the probability assigned to the each class computed by \( p_{ik} = \frac{e^{z_{ik}}}{\sum_{j=1}^c e^{z_{ij}}} \), \( z_{ik} \) is the \( k \)-th output of the network according to \( k \)-th class and \( c \) is the total number of classes. But when there are no labels for target data, how can we learn discriminative representations with the probability \( p_i \) only?

Based on the desideratum that an ideal posterior probability vector \( p_i \) should look like \([0, 0, ..., 1, ..., 0] \), we accordingly reduce amount of confusing labels by minimizing the entropy of \( p_i \). It actually coincides with the idea of Sphereface \([27]\) and Arcface \([14]\) which encourages large decision margin between classes. However, simply minimizing this entropy will cause that more decision boundaries are removed and most samples are assigned to the same class. In order to balance class separation and class balance, we simultaneously maximize the entropy of \( p_i \)

\[
\mathcal{L}_M = \frac{1}{M} \sum_i H[p_i] - \lambda H[\overline{p}] = -I_1(X; \hat{y}) \tag{2}
\]

where \( H[p] \) denotes the entropy of a probability vector \( p \), \( \lambda \) is the parameter for the trade-off between two entropies.
\( I_t(X; \hat{y}) \) means mutual-information between the empirical distribution on the inputs and the estimated label distribution \( \hat{y} \) using \( p_t \). Therefore, our loss is equal to maximize this mutual-information.

Note that mutual-information loss is heavily dependent on initialization to generate a reliable probability vector \( p_t \) at first, we initialize the target classifier by pseudo target labels. These pseudo labels are obtained from clustering algorithm in Megaface [31] which is similar to spectral clustering. A graph is constructed where the nodes represent images and edges signify the two images have larger cosine-similarity. Then, each connected component with at least three nodes is saved as a cluster (identity). We take these pseudo labels to initialize our network for mutual-information loss.

4.2. Our adaptation network

In this paper, we embed the idea of mutual-information and MMD to deep network for learning transferable features. MMD has been widely adopted as a standard distribution distance metric to measure the discrepancy, it maps the extracted deep features to a reproducing kernel Hilbert space (RKHS) endowed by multiple kernels and compares the square distance between the empirical kernel mean embeddings. According to DAN [28], an empirical estimate of MMD is given as:

\[
MMD^2(D_s, D_t) = \left\| \frac{1}{M} \sum_{i=1}^{M} \phi(x^t_i) - \frac{1}{N} \sum_{j=1}^{N} \phi(x^t_j) \right\|_H^2
\]

where \( \phi \) represents the function that maps the original data to a RKHS. The kernel functions, which are associated with this mapping \( k(x^s, x^t) = \langle \phi(x^s), \phi(x^t) \rangle \), is defined as the convex combination of \( m \) PSD kernels \( k_u \), namely \( \mathcal{K} = \{ k = \sum_{u=1}^{m} \beta_u k_u : \sum_{u=1}^{m} \beta_u = 1, \beta_u \geq 0, \forall u \} \), where \( \beta_u \) is the coefficients of \( u \)-th kernel.

Our IMAN pretrained with source data is 1) finetuned on labeled source samples, 2) optimized MMD loss to minimize the domain distribution discrepancy and learn domain-invariant representations, 3) finetuned by mutual-information loss to learn discriminative representations on the unlabeled target domain, simultaneously. The overall objective function for IMAN is given by:

\[
\mathcal{L} = \mathcal{L}_C(X_s, y_s) + \alpha \sum_{l \in \mathcal{L}} MMD^2(D^s_l, D^t_l) + \beta \mathcal{L}_M(X_t)
\]

where \( \alpha \) and \( \beta \) are the parameters for the trade-off between three terms. \( \mathcal{L}_M(X_t) \) is our mutual-information loss. If only unlabeled target samples are used for training, the network may learn more unreliable representations. Then, we should use source samples for training as well to ensure the accuracy. \( \mathcal{L}_C(X_s, y_s) \) denotes classification loss on the source data \( X_s \), and the source labels \( y_s \). \( D^t_l \) is the \( l \)-th layer hidden representation for the source and target examples, and \( MMD^2(D^s_l, D^t_l) \) is the multi-kernel MMD between the source and target evaluated on the \( l \)-th layer representation. \( \mathcal{L}_C(X_s, y_s), \mathcal{L}_M(X_t) \) and \( MMD^2(D^s_l, D^t_l) \) corresponds to the three DA principles, respectively.

Three important points that distinguish IMAN from relevant literature [49, 19] are: 1) **Deep DA.** We introduce mutual-information to deep DA. 2) **Initialize method.** To overcome the non-overlapping of source and target categories in FR, we propose to initialize target classifier using pseudo labels generated by clustering algorithms. 3) **Combining with MMD.** We combine mutual-information loss with MMD to further minimize the domain distribution discrepancy.

5. Experiments on RFW

In this section, we conduct an exploratory experiments, namely "other-race effect", and then evaluate the proposed unsupervised DA method on our RFW dataset.

5.1. "Other-race effect" experiment

Psychological research indicates that humans recognize faces of their own race more accurately than faces of other races. The "contact" hypothesis suggests that this "other-race effect" occurs as a result of the greater experience we have with own-race versus other-race faces. Considering that Caucasian subjects are overwhelmingly dominant in numbers in training databases, so do deep FR algorithms inherit this "other-race effect"? We conduct some experiments on four testing subsets of our RFW to go deep into this problem.

**Existence of domain gap.** We generate the average faces of four testing subsets and compare them by vision. As shown in Fig. 7(a), we can find that there indeed are certain discrepancies among different races in facial features and complexions, especially the African people.

Then, the visualization and quantitative comparisons are conducted at feature level. To extract deep features, we train a deep model based on ResNet-34 by using CASIA-WebFace as the training data and Softmax as the loss function. Based on this model, the deep features of 3000 images of each testing subset are extracted and are visualized respectively using t-SNE embeddings [15], as shown in Fig. 7(b). The features almost completely separate according to race, but there is not a clear boundary between the features of Indians and Caucasians, which conforms our common sense that the faces of Indians are more westernized than the faces of Africans and Asians. Moreover, we use the MMD to compute distribution discrepancy between Caucasians and other races. The results are shown in Fig. 7(b). We make the same conclusions with the results of t-SNE:

1) the distribution discrepancies between Caucasians and
other races are much larger than that between Caucasians themselves which means the existence of domain gap. 2) Africans and Asians have the larger domain discrepancies with Caucasians, followed by Indians.

"Other-race effect". After proving the existence of domain gap, some experiments are further conducted to investigate whether or not deep FR algorithms are susceptible to "other-race effect". Based on the features extracted by our trained Softmax model, we first compare the distribution of cosine-distances of 6000 pairs, as shown in Fig. 8. Considering that overlap between the histograms of positive and negative pairs means False Negative (FN) and False Positive (FP) in face verification, the degree of overlap in Caucasian set is much smaller than that in Indian, Asian and African set, which visually proves the recognition error of non-Caucasian faces. This phenomenon has always been concealed in the previous papers, since the number of non-Caucasian people for test is also quite small.

Table 4. Face Verification Accuracy (%) of some well-established models on RFW dataset

| Model         | LFW Caucasian | LFW Indian | LFW Asian | LFW African | RFW Caucasian | RFW Indian | RFW Asian | RFW African |
|---------------|---------------|------------|-----------|-------------|---------------|------------|-----------|-------------|
| Center-loss   | 98.75         | 87.18      | 81.92     | 79.32       | 78.00         | 87.18      | 82.95     | 84.93       |
| Sphereface    | 99.27         | 90.80      | 88.02     | 82.95       | 82.89         | 90.80      | 84.93     | 83.38       |
| Arcface       | 99.40         | 92.15      | 88.00     | 83.98       | 84.93         | 92.15      | 83.98     | 83.38       |
| VGGFace2     | 99.30         | 89.90      | 86.13     | 84.93       | 83.38         | 90.01      | 85.77     | 82.15       |
| mean         | 99.18         | 90.01      | 85.77     | 82.80       | 82.15         |            |           |             |

1 Different from the model provided by paper, Arcface here is a ResNet-34 model trained with CASIA-Webface.
2 VGGFace2 here is a SeNet model trained with VGGFace2 database from scratch.

5.2. Domain adaptation experiment

To validate the proposed IMAN, we conduct experiments on our RFW dataset.

Implementation detail. For preprocessing, we share the uniform alignment methods as Arcface [14]. We use five facial landmarks for similarity transformation, then crop and resize the faces to $112 \times 112$. Each pixel ([0, 255]) in RGB images is normalized by subtracting 127.5 and then being divided by 128. The baseline model is ResNet-34 which is trained by using Caucasian training subset of RFW as the training data and Arcface as the loss function. The learning rate is started from 0.1 and decreased twice with a factor of 10 when errors plateau.

In IMAN, we train our method based on baseline network. We first initialize the target classifier with the pseudo-labeled target samples using learning rate of $5e - 3$. Then

https://github.com/deepinsight/insightface
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using all labeled source and unlabeled target samples, we 
finetune the network by Equation (4) with learning rate of 
$1 \times 10^{-3}$. We use Arcface as classification loss, the parameter 
$\alpha$, $\beta$, $\lambda$ are set to be 15, 5 and 0.2, respectively. For MMD, 
we follow the settings in DAN [28], and apply MMD to the 
last two fully-connected layers. In all experiments, we set 
the batch size, momentum, and weight decay as 200, 0.9 
and $5 \times 10^{-4}$, respectively.

**Experimental result.** Three DA tasks are performed, 
studying transferring knowledge from Caucasian to Indian, 
Asian and African. All learning algorithms are given about 
500K labeled source examples and 50K unlabeled target ex- 
amples. Then, we evaluate them on separate target testing 
subsets. Here are more details about the procedure used for 
each learning algorithms leading to the empirical results of 
Table 5:

| Methods   | Caucasian | Indian | Asian | African |
|-----------|-----------|--------|-------|---------|
| Baseline  | 94.78     | 90.48  | 86.27 | 85.13   |
| DDC [42]  | -         | 91.63  | 87.55 | 86.28   |
| DAN [28]  | -         | 91.78  | 87.78 | 86.30   |
| PL5 [31]  | -         | 92.00  | 88.33 | 87.67   |
| PL5+PL1   | -         | 92.08  | 88.80 | 88.12   |
| PL5+MMD   | -         | 92.00  | 88.65 | 87.92   |
| IMAN (ours) | -     | 93.55  | 89.87 | 88.88   |
| IMAN* (ours) | -     | 94.15  | 91.15 | 91.42   |

Table 5. Verification Accuracy (%) on RFW dataset after DA

All these algorithms are based on baseline network, and 
finetune the network with source samples supervised by Ar- 
cface loss. The differences are, 

- **DDC and DAN** simultaneously finetune the network by MMD. DDC applies MMD on one layer and DAN applies it on the last two layers. 
- **PL5** initializes the target classifier and simultaneously 
finetunes the network by Softmax loss. The training data 
is pseudo-labeled target samples generated by Megaface’ 
clustering algorithms [31]. And the learning rate is $5 \times 10^{-3}$. 
- **PL5+PL1** is based on PL5, it keeps on finetuning the 
network by Softmax loss with these pseudo-labels, but the 
learning rate is $1 \times 10^{-3}$. 
- **PL5+MMD** is based on PL5, it finetunes the network 
by MMD with learning rate of $1 \times 10^{-3}$. The training data 
is all unlabeled target data. 
- **IMAN** is based on PL5, and adds mutual-information 
loss to PL5+MMD. The learning rate is $1 \times 10^{-3}$, training data 
is all unlabeled target data.

From Table 5, we can find that our IMAN dramatically 
outperforms all of the competing methods and achieves 
about 3% gains over baseline. Moreover, we have the 
following observations if we go deep into three DA prin- 
ciples described before. First, DDC [42] and DAN [28] 
only optimize the first two DA terms with help of MMD. 
But DAN is only superior to baseline by about 1%, DDC 
Improves even less. This confirms our thought that only 
optimizing the two terms is not enough for FR. Second, 
PL5+PL1 is the method which finetunes the network by 
pseudo-labeled target samples, and it outperforms DAN and 
DDC. It shows that optimizing the third DA term by pseudo-
labels is more effective than optimizing the second one. Finally, we compare the results among PL5+PL1, PL5+MMD and our IMAN. PL5+MMD is worse than PL5+PL1, but our IMAN outperforms PL5+PL1 by about 1% after adding mutual-information loss to PL5+MMD. This phenomenon proves the effectiveness of mutual-information loss. Why does our IMAN using unlabeled data outperform PL5+PL1 using pseudo-labeled data? The reason is that 1) the amount of pseudo-labeled data is much smaller than that of unlabeled data due to limitations of clustering algorithms, 2) we cannot ensure the correctness of pseudo labels, 3) our mutual-information loss reduces the confusion possibilities and encourages large decision margin. Furthermore, we initialize the target classifier with Arcface loss instead of Softmax loss, our IMAN (denoted as IMAN*) is further improved, and obtains the best performances with 94.15%, 91.15% and 91.42% for Indian, Asian and African set.

6. Conclusion

An ultimate face recognition algorithm should perform perfectly and fairly on different demographic group. While the problem of racial bias is yet to be comprehensively studied, we have done the first step and create a benchmark for it. Our RFW database contains, 1) four testing subsets, namely Caucasian, Asian, Indian and African, to encourage FR algorithms to be fairly evaluated and compared on different races, 2) four training subsets to enable FR algorithms to transfer recognition knowledge from Caucasians to other races. Through experiments on our RFW, we first prove that there is domain gap among different races and the deep models trained on the current benchmarks do not perform well on non-Caucasian faces. Then, a deep information maximization adaptation network (IMAN) is introduced, it makes representations of source and the target similar and also learns the feature space discriminatively using unlabeled target data. The comprehensive experiments prove the potential and effectiveness of our IMAN to reduce racial bias.
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