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ABSTRACT. In this article, we consider the damped wave equation in the scale-invariant case with time-dependent speed of propagation, mass term and time derivative nonlinearity. More precisely, we study the blow-up of the solutions to the following equation:

\[(E) \quad u_{tt} - t^{2m} \Delta u + \frac{\mu}{t} u_t + \frac{\nu^2}{t^2} u = |u_t|^p, \quad \text{in } \mathbb{R}^N \times [1, \infty),\]

that we associate with small initial data. Assuming some assumptions on the mass and damping coefficients, \(\nu\) and \(\mu > 0\), respectively, we prove that blow-up region and the lifespan bound of the solution of \((E)\) remain the same as the ones obtained for the case without mass, i.e. \((E)\) with \(\nu = 0\) which constitutes itself a shift of the dimension \(N\) by \(\frac{\mu}{1+m}\) compared to the problem without damping and mass. Finally, we think that the new bound for \(p\) is a serious candidate to the critical exponent which characterizes the threshold between the blow-up and the global existence regions.

1. Introduction

We consider the following semilinear wave equation which is characterized by a scale-invariant damping term, a mass term and a time-dependent speed of propagation:

\[
\begin{cases}
    u_{tt} - t^{2m} \Delta u + \frac{\mu}{t} u_t + \frac{\nu^2}{t^2} u = |u_t|^p, & \text{in } \mathbb{R}^N \times [1, \infty), \\
    u(x, 1) = \varepsilon u_0(x), & u_t(x, 1) = \varepsilon u_1(x), & x \in \mathbb{R}^N,
\end{cases}
\]

where \(m\) is a nonnegative constant, \(p > 1\), \(\mu, \nu \geq 0\) and \(\varepsilon\) is a small positive number. We suppose that \(u_0\) and \(u_1\) are two non-negative, compactly supported functions on \(B_{\mathbb{R}^N}(0, R), R > 0\).

It is worth mentioning that the case \(m = \mu = \nu = 0\) leads to the well-known Glassey conjecture for which the critical power \(p_G\) is given by

\[
p_G = p_G(N) := 1 + \frac{2}{N-1}.
\]
We recall here that the Glassey exponent $p_G$ is said to be critical in the sense that, for $p > p_G$, the global existence can be obtained, and, for $p \leq p_G$, the nonexistence of a global solution under the smallness of the initial data is known; see e.g. [8, 9, 10, 19, 23, 25].

Now, for $\mu > 0$ and $m = \nu = 0$, a first blow-up region was obtained in [12] for $1 < p \leq p_G(N + 2\mu)$. Later, a substantial improvement was performed in [18] using the integral representation formula, where the new bound is given by $p_G(N + \mu)$ for $\mu \geq 2$. Recently, a new amelioration [3] shows that $p_G(N + \mu)$ is the new critical exponent for all $\mu > 0$. We recall that this candidate has a better chance to be optimal.

Let us mention that, for $m = 0$ and $\mu, \nu > 0$, the mass term may have no influence on the blow-up bound for the exponent $p$ when $\delta \geq 0$, where $\delta$ is given by

$$\delta = (\mu - 1)^2 - 4\nu^2. \tag{1.3}$$

In fact, the authors in [18] show the aforementioned observation when $\delta \geq 1$. The latter result was extended to $\delta \geq 0$ in [4]. More precisely, we find again here the known upper bound for $p$, given by $p_G(N + \mu)$ for all $\delta \geq 0$, which is the same as the case of massless ($\nu = 0$). Hence, the results in [3] and [4], corresponding to the cases with and without mass, respectively, are the same. This fact can be interpreted by saying that, as long $\nu > 0$ guarantees the validity of the condition $\delta \geq 0$, it is possible to consider the mass term as a lower order perturbation that does not effect the blow-up condition for $p$. Indeed, for other nonlinearities, as for example the power nonlinearity or the combined nonlinearities, the same observation holds true, namely the massless influence in the dynamics of the solution for large time, see e.g. [4, 14, 17, 18].

Now, for $m > 0$ and $\mu = \nu = 0$, the blow-up results and lifespan estimate of the solution of (1.1) are proven in [13]. More precisely, it is asserted that the blow-up occurs for all $1 < p \leq p_G(N + m)$. In the same period but independently and with different methods, an improvement is obtained in [11] showing that the new region is bounded by a plausible candidate for the critical exponent, namely

$$p \leq p_T(N, m) := 1 + \frac{2}{(1 + m)(N - 1) - m}, \text{ for } N \geq 2. \tag{1.4}$$

Using different approaches and as an application of the results obtained for the case with mixed nonlinearities, similar blow-up results as in [11] are derived in [5] for the problem (1.1) with $m > 0$ and $\mu = \nu = 0$. Similar results for the combined nonlinearities are obtained in [1, 5].

We aim in this work to the study the blow-up of the solutions of the Cauchy problem (1.1) for $m, \mu, \nu^2 > 0$. In this case, the emphasis will be on the comprehension
of the influence of the parameter $m$, which characterizes the time-dependent speed of propagation, on the critical exponent and the lifespan estimate in comparison with the case $m = 0$ studied in [4]. Indeed, we will show that the usual observation, proved in [4] for (1.1) with $m = 0$ and stating that the mass term has no influence in the upper bound for the range of $p$, holds true for (1.1) with $m > 0$ as well. Furthermore, the results in the present work for $m \geq 0$ constitute somehow an extension of [6, 7] where the negative time-dependent speed of propagation ($-1 < m < 0$) is investigated when $\nu = 0$. We refer the reader to [15, 16, 20] for more details about the case $-1 < m < 0$. Very recently, the extension to any $m < 0$ is performed in [21, 22].

The structure of the paper is as follows. In Section 2, we introduce the energy solution of (1.1), and we state our main theorem. Then, in Section 3, some useful lemmas are presented; these will be used in the proof of the main result which will be the subject of Section 4. Finally, we show in the appendix in Section B several numerical properties of the solution to (1.1) using the associated functionals.

2. Main Results

This section is devoted to the statement of the main result. However, before that we need to define the energy solution associated with (1.1).

**Definition 2.1.** Let $u$ be such that

\begin{equation}
(2.1) \quad u \in C([1, T), H^1(\mathbb{R}^N)) \cap C^1([1, T), L^2(\mathbb{R}^N)) \text{ and } u_t \in L^p_{\text{loc}}((1, T) \times \mathbb{R}^N),
\end{equation}

verifies, for all $\Phi \in C_0^\infty(\mathbb{R}^N \times [1, T))$ and all $t \in [1, T)$, the following identity:

\begin{equation}
(2.2) \quad \int_{\mathbb{R}^N} u_t(x,t)\Phi(x,t)dx - \int_{\mathbb{R}^N} u_t(x,1)u_1(x)dx - \int_1^t \int_{\mathbb{R}^N} u_t(x,s)\Phi_t(x,s)dxds
\end{equation}

\begin{equation}
+ \int_1^t \int_{\mathbb{R}^N} s^m \nabla u(x,s) \cdot \nabla \Phi(x,s)dxds + \int_1^t \int_{\mathbb{R}^N} \frac{\mu}{s} u_t(x,s)\Phi(x,s)dxds
\end{equation}

\begin{equation}
+ \int_1^t \int_{\mathbb{R}^N} \frac{\nu}{s^2} u(x,s)\Phi(x,s)dxds = \int_1^t \int_{\mathbb{R}^N} |u_t(x,s)|^p\Phi(x,s)dxds,
\end{equation}

and the condition $u(x,1) = \varepsilon u_0(x)$ is fulfilled in $H^1(\mathbb{R}^N)$. Then, $u$ is called a weak solution of (1.1) on $[1, T)$. 

A straightforward computation shows that (2.2) is equivalent to
\begin{equation}
\int_{\mathbb{R}^N} \left[ u_t(x, t)\Phi(x, t) - u(x, t)\Phi_t(x, t) + \frac{\mu}{t} u(x, t)\Phi(x, t) \right] dx
\end{equation}
\begin{align*}
&+ \int_1^t \int_{\mathbb{R}^N} u(x, s) \left[ \Phi_{tt}(x, s) - s^{2m} \Delta \Phi(x, s) - \frac{\partial}{\partial s} \left( \frac{\mu}{s} \Phi(x, s) \right) + \frac{\nu^2}{s^2} \Phi(x, s) \right] dx ds \\
&= \int_1^t \int_{\mathbb{R}^N} |u_t(x, s)|^p \psi(x, s) dx ds + \varepsilon \int_{\mathbb{R}^N} \left[ - u_0(x)\Phi_t(x, 1) + (\mu u_0(x) + u_1(x)) \Phi(x, 1) \right] dx.
\end{align*}

Now, we define the multiplier $M(t)$ as follows:
\begin{equation}
M(t) := t^\mu.
\end{equation}
Hence, we rewrite Definition 2.1, using $M(t)\Phi(x, t)$ as a test function, in the following manner.

**Definition 2.2.** We say that $u$ is a weak solution of (1.1) on $[1, T)$ if $u$ satisfies (2.1) and
\begin{align}
M(t) \int_{\mathbb{R}^N} u_t(x, t)\Phi(x, t) dx - \varepsilon \int_{\mathbb{R}^N} u_1(x)\Phi(x, 1) dx \\
- \int_1^t M(s) \int_{\mathbb{R}^N} u_t(x, s)\Phi_t(x, s) dx ds - \int_1^t s^{2m} M(s) \int_{\mathbb{R}^N} u(x, s)\Delta \Phi(x, s) dx ds \\
+ \int_1^t \int_{\mathbb{R}^N} \frac{\nu^2 M(s)}{s^2} u(x, s)\Phi(x, s) dx ds = \int_1^t M(s) \int_{\mathbb{R}^N} |u_t(x, s)|^p \Phi(x, s) dx ds,
\end{align}
for all $\Phi \in C_0^\infty(\mathbb{R}^N \times [1, T))$ and $t \in [1, T)$, and the condition $u(x, 1) = \varepsilon u_0(x)$ is satisfied in $H^1(\mathbb{R}^N)$.

In the following, we will state the main result in this article.

**Theorem 2.3.** Let $\nu^2, \mu \geq 0, m \geq 0$ and $\delta \geq 0$ (given by (1.3)). Assume that $u_0 \in H^1(\mathbb{R}^N)$ and $u_1 \in L^2(\mathbb{R}^N)$ are non-negative and compactly supported functions on $B_{\mathbb{R}^N}(0, R)$ which do not vanish everywhere and verify
\begin{equation}
\frac{\mu - 1 - \sqrt{\delta}}{2} u_0(x) + u_1(x) > 0.
\end{equation}
Then, there exists $\varepsilon_0 = \varepsilon_0(u_0, u_1, N, R, p, m, \mu, \nu) > 0$ such that for any $0 < \varepsilon \leq \varepsilon_0$ the solution $u$ to (1.1) which satisfies
\begin{equation}
\text{supp}(u) \subset \{(x, t) \in \mathbb{R}^N \times [1, \infty) : |x| \leq R + \phi_m(t) - \phi_m(1)\},
\end{equation}
blows up in finite time $T_{\varepsilon}$, where
\begin{equation}
\phi_m(t) := \frac{t^{1+m}}{1 + m},
\end{equation}
and for $N \geq 2$

$$T_{\varepsilon} \leq \begin{cases} C \varepsilon^{-\frac{2(p-1)}{2-(1+m)(N-1)-m+\mu(p-1)}} & \text{for } 1 < p < p_T(N + \frac{\mu}{m+1}, m), \\ \exp(C\varepsilon^{-(p-1)}) & \text{for } p = p_T(N + \frac{\mu}{m+1}, m), \end{cases}$$

where $p_T(N, m)$ is given by (1.4).

Moreover, for $N = 1$, we have

$$T_{\varepsilon} \leq \begin{cases} C \varepsilon^{-\frac{2(p-1)}{2-(\mu-m)(p-1)}} & \text{for } 1 < p < p_{\mu,m} := \begin{cases} 1 + \frac{2}{\mu-m} & \text{if } m < \mu \leq m + \frac{2}{p-1}, \\ \infty & \text{if } \mu \leq m, \end{cases} \\ \exp(C\varepsilon^{-(p-1)}) & \text{for } 1 < p = 1 + \frac{2}{\mu-m}. \end{cases}$$

In the above lifespan estimates, the constant $C$ is positive and independent of $\varepsilon$.

**Remark 2.1.** It is known that the mass term has no influence on the blow-up region. Once again we confirm here this property by showing in Theorem 2.3 that the upper bound of the lifespan does not depend on the mass parameter $\nu$. Furthermore, we believe that the critical value for $p$ obtained in Theorem 2.3 is indeed optimal. However, a rigorous confirmation should be carried out through global existence results.

**Remark 2.2.** It is notable here that the dimensions $N = 1, 2$ are somehow particular compared to higher dimensions. Indeed, in dimension 1, we notice a competition between the damping and Tricomi terms. Moreover, in dimension 2, the Tricomi coefficient is not involved in the lifespan upper bound; we observe that the critical exponent $p_T(2, m)$ does not depend on $m$ and hence $T_{\varepsilon}$ does not as well. However, for $N \geq 3$, the two aforementioned parameters are of course implied in the blow-up.

### 3. Auxiliary results

One of the fundamental tools that we will employ in the present work is the use of an adequate test function. Hence, inspired by some previous works [4, 5, 6, 7], we introduce the positive test function $\psi(x, t)$ solution to the conjugate equation corresponding to the linear problem, namely

$$\partial_t^2 \psi(x, t) - t^{2m} \Delta \psi(x, t) - \frac{\partial}{\partial t} \left( \frac{\mu}{t} \psi(x, t) \right) + \frac{\nu^2}{t^2} \psi(x, t) = 0. \tag{3.1}$$

More precisely, on the one hand, the problem (1.1) with constant speed of propagation, namely $m = 0$, is studied in [4], and on the other hand, the massless problem with Tricomi term ($t^{2m}$), i.e. (1.1) with $\nu = 0$, is investigated in [5]. Therefore, in the present work, the study of (1.1) constitutes somehow an extension of the results obtained in [4] when $m > 0$. Hence, it would be interesting to analyze the influence of the Tricomi coefficient $m$ on the critical exponent and the lifespan when the blow-up occurs.
Now, we define the test function $\psi(x,t)$ as follows:

\begin{equation}
\psi(x,t) := \rho(t)\Psi(x);
\Psi(x) := \begin{cases}
\int_{S^{N-1}} e^{x\cdot\omega} d\omega & \text{for } N \geq 2, \\
e^x + e^{-x} & \text{for } N = 1,
\end{cases}
\end{equation}

where $\Psi(x)$ is introduced in [24] and verifies $\Delta \Psi = \Psi$, and $\rho(t)$ is solution to

\begin{equation}
\frac{d^2 \rho(t)}{dt^2} - t^{2m} \rho(t) - \frac{d}{dt} \left( \frac{\mu}{t} \rho(t) \right) + \frac{\nu^2}{t^2} \rho(t) = 0.
\end{equation}

The construction of a solution of (3.3) is performed in Appendix A. Moreover, we list in the following lemma some useful properties of the function $\rho(t)$ that will be employed in the proof of our main result.

**Lemma 3.1.** There exists a solution $\rho(t)$ of (3.3) which verifies the following properties:

(i) The function $\rho(t)$ is positive on $[1, \infty)$. Furthermore, there exists a constant $C_1$ such that

\begin{equation}
C_1^{-1} t^{\frac{m}{2}} \exp(-\phi_m(t)) \leq \rho(t) \leq C_1 t^{\frac{m}{2}} \exp(-\phi_m(t)), \quad \forall \ t \geq 1,
\end{equation}

where $\phi_m(t)$ is defined by (2.7).

(ii) For all $m > 0$, we have

\begin{equation}
\lim_{t \to +\infty} \left( \frac{\rho'(t)}{t^m \rho(t)} \right) = -1.
\end{equation}

**Proof.** See Appendix A for the detail of the proof. $\square$

Note that the notation $C$ stands for a generic positive constant depending on the data $(p, m, \mu, \nu, N, u_0, u_1, \varepsilon_0)$ but not on $\varepsilon$. Obviously, the value of $C$ may change while keeping the same notation along this work. When necessary, we will specify the dependency of the constant $C$.

The following lemma holds true for the function $\Psi(x)$ defined in (3.2).

**Lemma 3.2 ([24]).** Let $r > 1$. There exists a constant $C = C(m, N, R, r) > 0$ such that

\begin{equation}
\int_{|x| \leq R + \phi_m(t) - \phi_m(1)} \left( \Psi(x) \right)^r dx \leq C e^{r \phi_m(t)} (1 + \phi_m(t))^{\frac{(2-r)(N-1)}{2}}, \quad \forall \ t \geq 1.
\end{equation}

In what follows we will introduce two functionals which are devoted to prove the main results. More precisely, let

\begin{equation}
G_1(t) := \int_{\mathbb{R}^N} u(x,t) \psi(x,t) dx,
\end{equation}

and

\begin{equation}
G_2(t) := \int_{\mathbb{R}^N} \partial_t u(x,t) \psi(x,t) dx.
\end{equation}
The above functionals satisfy some uniform lower bounds in the sense that \( \varepsilon^{-1} \tau \mathbf{G}_1(t) \) and \( \varepsilon^{-1} \mathbf{G}_2(t) \) are coercive. Indeed, similarly as obtained in the case with mass term and constant speed of propagation [4], we will show here that the functional \( \mathbf{G}_1(t) \) is coercive starting from a given time independent of the initial data size, and that the functional \( \mathbf{G}_2(t) \) may have some oscillations around zero to end up with a coercivity after a relatively large time going to \( \infty \) as \( \varepsilon \to 0 \). This is expected since the problem (1.1) constitutes somehow an extension of the one considered in [4].

**Lemma 3.3.** Assume that the hypotheses in Theorem 2.3 are fulfilled for \( u \) a solution of the system (1.1). Then, there exists \( T_0 = T_0(m, \mu, \nu) > 2 \) such that

\[
G_1(t) \geq C G_1 \varepsilon^{-m}, \quad \text{for all } t \geq T_0,
\]

where \( C G_1 \) is a positive constant depending probably on \( u_0, u_1, N, m, \mu \) and \( \nu \).

**Proof.** Let \( t \in [1, T) \). Substituting \( \Phi(x, t) \) by \( \psi(x, t) \) in (2.3), then using (3.1) and (3.2), we get

\[
\int_{\mathbb{R}^N} \left[ u_t(x, t) \psi(x, t) - u(x, t) \psi_t(x, t) + \frac{\mu}{t} u(x, t) \psi(x, t) \right] dx
\]

(3.10)

\[
= \int_1^t \int_{\mathbb{R}^N} |u_t(x, s)|^p \psi(x, s) dx ds + \varepsilon C(u_0, u_1),
\]

where

\[
C(u_0, u_1) := \int_{\mathbb{R}^N} \left[ \left( \mu \rho(1) - \rho'(1) \right) u_0(x) + \rho(1) u_1(x) \right] \Psi(x) dx.
\]

From (A.8) and (A.12), we see that

\[
\mu \rho(1) - \rho'(1) = \frac{\mu - 1 - \sqrt{\delta}}{2} K \frac{\sqrt{\sigma}}{2(1+m)} (\phi_m(1)) + K \frac{\sqrt{\sigma}}{2(1+m)^{1+1}} (\phi_m(1)),
\]

(3.12)

and consequently we have

\[
C(u_0, u_1) = K \frac{\sqrt{\sigma}}{2(1+m)} (\phi_m(1)) \int_{\mathbb{R}^N} \left[ \frac{\mu - 1 - \sqrt{\delta}}{2} u_0(x) + u_1(x) \right] \Psi(x) dx
\]

(3.13)

\[+ K \frac{\sqrt{\sigma}}{2(1+m)^{1+1}} (\phi_m(1)) \int_{\mathbb{R}^N} u_0(x) \Psi(x) dx.
\]

Therefore the positivity of the constant \( C(u_0, u_1) \) is straightforward from (2.6). Recalling the definition of \( G_1 \), given by (3.7), and (3.2), then (3.10) implies that

\[
G_1'(t) + \Gamma(t) G_1(t) = \int_1^t \int_{\mathbb{R}^N} |u_t(x, s)|^p \psi(x, s) dx ds + \varepsilon C(u_0, u_1),
\]

(3.14)

where

\[
\Gamma(t) := \frac{\mu t}{7} - \frac{2 \rho'(t)}{\rho(t)}.
\]

(3.15)
Taking the product of (3.14) by $\frac{t^\mu}{\rho^2(t)}$ and integrating on $(1, t)$, we infer that

$$G_1(t) \geq G_1(1)\frac{\rho^2(t)}{t^\mu} + \varepsilon C(u_0, u_1)\frac{\rho^2(t)}{t^\mu} \int_1^t s^\mu \frac{1}{\rho^2(s)} ds.$$  \hfill (3.16)

Using the definition of $\phi_m(t)$, given by (2.7), the positivity of $G_1(1)$ and (A.8), the estimate (3.16) yields

$$G_1(t) \geq \varepsilon C(u_0, u_1)tK^2\sqrt{\frac{1}{2(1+m)}} (\phi_m(t)) \int_{t/2}^t \frac{1}{sK^2\sqrt{\frac{1}{2(1+m)}}} (\phi_m(s)) ds, \quad \forall \ t \geq 2.$$  \hfill (3.17)

Thanks to (A.9), we deduce that there exists $T_0 = T_0(m, \mu, \nu) > 2$ such that

$$\phi_m(t)K^2\sqrt{\frac{1}{2(1+m)}} (\phi_m(t)) > \frac{\pi}{4}e^{-2\phi_m(t)} \quad \text{and} \quad \phi_m(t)^{-1}K^{-2}\sqrt{\frac{1}{2(1+m)}} (\phi_m(t)) > \frac{1}{\pi}e^{2\phi_m(t)}, \quad \forall \ t \geq T_0/2.$$  \hfill (3.18)

Combining (3.18) and (3.17), and remembering (2.7), we see that

$$G_1(t) \geq \varepsilon \frac{C(u_0, u_1)}{4}t^{-m}e^{-2\phi_m(t)} \int_{t/2}^t \phi_m'(s)e^{2\phi_m(s)} ds.$$  \hfill (3.19)

Hence, we conclude that

$$G_1(t) \geq \varepsilon \kappa C(u_0, u_1)t^{-m}, \quad \forall \ t \geq T_0,$$  \hfill (3.20)

where $\kappa = \kappa(m)$ is a positive constant.

The proof of Lemma 3.3 is thus completed. \hfill $\Box$

In the next lemma, we will derive a negative lower bound for the functional $G_2(t)$ which is independent of $\varepsilon$. As aforementioned, the functional $G_2(t)$ will not be positive for all $t \geq 1$; see Appendix B for some numerical simulations.

**Lemma 3.4.** Assume the existence of an energy solution $u$ of the system (1.1) with initial data satisfying the hypotheses as in Theorem 2.3. Then, there exists $\varepsilon_0 > 0$ such that, for all $t \in (1, T)$, we have

$$G_2(t) + \mathcal{K}(\nu^2 + \nu^{2p-1}) e^{\frac{2p-1}{p-1} \phi_m(t)} t^{\frac{(m+1)(N-1)+3m}{2}} \geq 0,$$  \hfill (3.21)

where $\mathcal{K}$ is a positive constant which may depend on $u_0, u_1, m, p, N, R, \varepsilon_0$ and $\mu$ but not on $\varepsilon$ and $\nu$.

**Proof.** Let $t \in [1, T)$. Choosing $\psi_0(x, t) := e^{-t^{m+1} \psi_0(x, t)} \Psi(x)$ (which satisfies $\partial_t \psi_0(x, t) = -t^m \psi_0(x, t)$), where $\Psi(x)$ is given by (3.2), as a test function in (2.5), and recalling
\(M(t) = t^\mu\) and \(\Delta \psi_0 = \psi_0\), we obtain
\[
M(t) \int_{\mathbb{R}^N} u_t(x, t)\psi_0(x, t)dx - \varepsilon \int_{\mathbb{R}^N} u_1(x)\psi_0(x, 1)dx
\]
(3.22) 
\[
+ \int_1^t M(s)s^m \int_{\mathbb{R}^N} \{u_t(x, s)\psi_0(x, s) - s^m u(x, s)\psi_0(x, s)\} dx ds
\]
\[
+ \int_1^t \int_{\mathbb{R}^N} \frac{\nu^2 M(s)}{s^2} u(x, s)\psi_0(x, s) dx ds = \int_1^t M(s) \int_{\mathbb{R}^N} |u_t(x, s)|^p \psi_0(x, s) dx ds.
\]
Let
(3.23) 
\[F_1(t) := \int_{\mathbb{R}^N} u(x, t)\psi_0(x, t)dx,\]
and
(3.24) 
\[F_2(t) := \int_{\mathbb{R}^N} u_t(x, t)\psi_0(x, t)dx.\]
Observe that
(3.25) 
\[F'_1(t) = \int_{\mathbb{R}^N} \{u_t(x, t)\psi_0(x, t) - t^m u(x, t)\psi_0(x, t)\} dx,\]
then the above equation with (3.22) yield
\[
M(t) (F'_1(t) + t^m F_1(t)) - \varepsilon \int_{\mathbb{R}^N} u_1(x)\psi_0(x, 1)dx + \int_1^t M(s)s^m F'_1(s)ds
\]
(3.26) 
\[
+ \int_1^t \frac{\nu^2 M(s)}{s^2} F_1(s) ds = \int_1^t M(s) \int_{\mathbb{R}^N} |u_t(x, s)|^p \psi_0(x, s) dx ds,
\]
It is easy to see that \(F_1(t)\) satisfies
(3.27) 
\[\int_1^t M(s)s^m F'_1(s)ds = - \int_1^t (M(s)s^m)'F_1(s)ds + M(t)t^m F_1(t) - F_1(1).
\]
Combining (3.26) and (3.27), we obtain
\[
M(t) (F'_1(t) + 2t^m F_1(t)) - \varepsilon C_0(u_0, u_1) + \int_1^t \frac{\nu^2 M(s)}{s^2} F_1(s) ds
\]
(3.28) 
\[= \int_1^t (M(s)s^m)'F_1(s)ds + \int_1^t M(s) \int_{\mathbb{R}^N} |u_t(x, s)|^p \psi_0(x, s) dx ds,
\]
where
\[C_0(u_0, u_1) := \int_{\mathbb{R}^N} \{u_0(x) + u_1(x)\} \Psi(x)dx.
\]
Again, from the definitions of \(F_1\) and \(F_2\), given by (3.23) and (3.24), respectively, and
the equality (3.25) rewritten as
(3.29) 
\[F'_1(t) + t^m F_1(t) = F_2(t),\]
the equation (3.28) gives
\[ M(t)(F_2(t) + t^m F_1(t)) - \varepsilon C_0(u_0, u_1) + \int_1^t \frac{\nu^2 M(s)}{s^2} F_1(s) \, ds \]
\( (3.30) \)
\[ = \int_1^t (M(s)s^m) F_1(s) \, ds + \int_1^t M(s) \int_{\mathbb{R}^N} |u_t(x, s)|^p \psi_0(x, s) \, dx \, ds. \]

By differentiating (3.30) in time and employing (3.29), we get
\[ \frac{d}{dt} \{ F_2(t)M(t) \} + 2M(t)t^m F_2(t) = M(t)t^m (F_2(t) + t^m F_1(t)) - \frac{\nu^2 M(t)}{t^2} F_1(t) \]
\[ + M(t) \int_{\mathbb{R}^N} |u_t(x, t)|^p \psi_0(x, t) \, dx. \]
\( (3.31) \)

Combining (3.30) and (3.31), we have
\[ \frac{d}{dt} \{ F_2(t)M(t) \} + 2M(t)t^m F_2(t) = \varepsilon C_0(u_0, u_1) t^m \]
\( (3.32) \)
\[ + t^m \int_1^t M(s) \int_{\mathbb{R}^N} |u_t(x, s)|^p \psi_0(x, s) \, dx \, ds + M(t) \int_{\mathbb{R}^N} |u_t(x, t)|^p \psi_0(x, t) \, dx \]
\[ + \Sigma_1(t) + \nu^2 \Sigma_2(t) + \nu^2 \Sigma_3(t), \]
where \((M(t) = t^m)\), and
\[ \Sigma_1(t) := t^m \int_1^t (M(s)s^m) F_1(s) \, ds = (\mu + m)t^m \int_1^t s^{\mu+m-1} F_1(s) \, ds, \]
\( (3.33) \)
\[ \Sigma_2(t) := -t^m \int_1^t \frac{M(s)}{s^2} F_1(s) \, ds = -t^m \int_1^t s^{-2} F_1(s) \, ds, \]
\( (3.34) \)
and
\[ \Sigma_3(t) := -\frac{M(t)}{t^2} F_1(t) = -t^{-2} F_1(t). \]
\( (3.35) \)

Using the fact that \( G_1(t) = e^{\phi_m(t) - \phi_m(1)} \rho(t) F_1(t) \) together with the positivity of \( G_1(t) \), in view of (3.16), we easily obtain that \( \Sigma_1(t) \geq 0 \).

By integrating (3.29), we have
\[ F_1(t) = F_1(1)e^{\phi_m(1) - \phi_m(t)} + e^{-\phi_m(t)} \int_1^t e^{\phi_m(s)} F_2(s) \, ds. \]
\( (3.36) \)

Inserting the above identity in (3.34) and integrating by parts, we infer that
\[ \int_1^t s^{-2} F_1(s) \, ds = F_1(1) \int_1^t s^{-2} e^{\phi_m(1) - \phi_m(s)} \, ds \]
\[ + \left( \int_1^t s^{-2} e^{-\phi_m(s)} \, ds \right) \left( \int_1^t e^{\phi_m(s)} F_2(s) \, ds \right) - \int_1^t e^{\phi_m(s)} F_2(s) \left( \int_1^s t^{-2} e^{-\phi_m(t)} \, dt \right) \, ds. \]
\( (3.37) \)
Thanks to the boundedness of \( \int_{1}^{t} s^{\mu-2}e^{-\phi_m(s)} ds \) independently of \( t \) since it can be easily estimated by above by \( \int_{1}^{\infty} s^{\mu-2}e^{-\phi_m(s)} ds \leq C \), we obtain

\[
|\Sigma_2(t)| \leq CF_1(1)t^m + C t^m \int_{1}^{t} e^{\phi_m(s)} |F_2(s)| ds. \tag{3.38}
\]

Now, for the term \( \Sigma_3(t) \), performing similar estimates as we did for \( \Sigma_2(t) \) and using (3.36), we end up with an analogous estimate as (3.38), namely

\[
|\Sigma_3(t)| \leq CF_1(1)t^m + C t^m \int_{1}^{t} e^{\phi_m(s)} |F_2(s)| ds; \tag{3.39}
\]

where we recall here that \( F_1(1) = \varepsilon \int_{\mathbb{R}^N} u_0(x) \Psi(x) dx \) thanks to the definition (3.23).

Plugging (3.38) and (3.39) in (3.32) and using the fact that \( M(t) \geq 1 \), we get

\[
\frac{d}{dt} \left\{ F_2(t)M(t) \right\} + 2M(t)t^m F_2(t) \geq t^m \int_{1}^{t} \int_{\mathbb{R}^N} |u_t(x,s)|^p \psi_0(x,s) dx ds
\]

\[
-\tilde{C} \varepsilon_0 \nu^2 t^m - \tilde{C} \nu^2 t^m \int_{1}^{t} e^{\phi_m(s)} |F_2(s)| ds,
\]

where \( \tilde{C} = \tilde{C}(u_0, u_1, \mu, m, N) \).

Thanks to (3.24), the definition of \( F_2(t) \), and Lemma 3.2, we see that

\[
\tilde{C} \nu^2 e^{\phi_m(t)} |F_2(t)| \leq \int_{\mathbb{R}^N} |u_t(x,t)|^p \psi_0(x,t) dx + C \nu \frac{2\mu}{p-1} e^{\frac{p}{p-1} \phi_m(t)} \int_{|x| \leq R+\phi_m(t)-\phi_m(1)} \psi_0(x,t) dx
\]

\[
\leq \int_{\mathbb{R}^N} |u_t(x,t)|^p \psi_0(x,t) dx + C \nu \frac{2\mu}{p-1} e^{\frac{p-1}{p} \phi_m(t)} (\phi_m(t))^{\frac{N-1}{2}}.
\]

By simply integrating in time (3.41), (3.40) becomes

\[
\frac{d}{dt} \left\{ e^{2\phi_m(t)} F_2(t)M(t) \right\} + C e^{2\phi_m(t)} \left( \nu^2 t^m + \nu \frac{2\mu}{p-1} e^{\frac{p-1}{p} \phi_m(t)} t^{\frac{(m+1)(N-1)}{2}} + m \right) \geq 0,
\]

that we rewrite as follows:

\[
\frac{d}{dt} \left\{ e^{2\phi_m(t)} F_2(t)M(t) \right\} + C e^{2\phi_m(t)} \left( \nu^2 t^m + \nu \frac{2\mu}{p-1} e^{\frac{p-1}{p} \phi_m(t)} t^{\frac{(m+1)(N-1)}{2}} + m \right) \geq 0. \tag{3.43}
\]

Now, integrating (3.43) yields

\[
F_2(t) + C e^{-2\phi_m(t)} \int_{1}^{t} e^{2\phi_m(s)} \left( \nu^2 s^m + \nu \frac{2\mu}{p-1} e^{\frac{p-1}{p} \phi_m(s)} s^{\frac{(m+1)(N-1)}{2}} + m \right) ds \geq 0.
\]

Hence, we can easily see that

\[
F_2(t) + C \nu^2 t^{m-\mu} + C \nu \frac{2\mu}{p-1} e^{\frac{p-1}{p} \phi_m(t)} t^{\frac{(m+1)(N-1)}{2}} + m - \mu \geq 0. \tag{3.45}
\]
Recalling the relationship $G_2(t) = e^{\phi_m(t) - \phi_m(1)} \rho(t) F_2(t)$, we infer that
\begin{equation}
G_2(t) + C \nu t^{m-\mu} e^{\phi_m(t)} \rho(t) + C \nu^{\frac{2m}{p-1}} \rho(t) e^{\frac{2\nu - 2\phi_m(t) t^{(m+1)(N-1)/2}}{t}} + m - \mu \geq 0.
\end{equation}

Finally, combining (3.4) and (3.46), we obtain (3.21).

This concludes the proof of Lemma 3.4.

The purpose of the next lemma is to prove that the functional $G_2(t)$ is coercive for (at least) large times.

**Lemma 3.5.** Assume that the hypotheses in Theorem 2.3 are fulfilled for $u$ a solution of the Cauchy problem (1.1). Then, there exists $T_1 > 1$ such that
\begin{equation}
G_2(t) \geq C_G \varepsilon, \quad \text{for all } t \geq T_1 = A (1 - \ln(\varepsilon))^{\frac{1}{1+m}},
\end{equation}
where $C_G$ and $A$ two positive constants depending probably on $u_0$, $u_1$, $N$, $m$, $\mu$ and $\nu$.

**Proof.** Let $t \in [1, T)$. Recall the definitions (3.2), (3.7) and (3.8), together with
\begin{equation}
G_1'(t) - \frac{\rho'(t)}{\rho(t)} G_1(t) = G_2(t),
\end{equation}
then the equation (3.14) yields
\begin{equation}
G_2(t) + \left( \frac{\mu}{t} - \frac{\rho'(t)}{\rho(t)} \right) G_1(t) = \int_1^t \int_{\mathbb{R}^N} |u_t(x,s)|^p \psi(x,s) dx ds + \varepsilon C(u_0, u_1).
\end{equation}
Differentiating in time the above identity and employing (3.3) and (3.48), we get
\begin{align*}
G_2'(t) + \left( \frac{\mu}{t} - \frac{\rho'(t)}{\rho(t)} \right) G_2(t) + \left( -t^{2m} + \frac{\nu^2}{t^2} \right) G_1(t) = \int_{\mathbb{R}^N} |u_t(x,s)|^p \psi(x,t) dx.
\end{align*}
Remember the definition of $\Gamma(t)$, given by (3.15), we deduce that
\begin{equation}
G_2'(t) + \frac{3\Gamma(t)}{4} G_2(t) \geq \Sigma_4(t) + \Sigma_5(t) + \int_{\mathbb{R}^N} |u_t(x,t)|^p \psi(x,t) dx,
\end{equation}
where
\begin{equation}
\Sigma_4(t) := \left( -\frac{\rho'(t)}{2\rho(t)} - \frac{\mu}{4t} \right) \left( G_2(t) + \left( \frac{\mu}{t} - \frac{\rho'(t)}{\rho(t)} \right) G_1(t) \right),
\end{equation}
and
\begin{equation}
\Sigma_5(t) := \left( t^{2m} + \left( \frac{\rho'(t)}{2\rho(t)} + \frac{\mu}{4t} \right) \left( \frac{\mu}{t} - \frac{\rho'(t)}{\rho(t)} \right) - \frac{\nu^2}{t^2} \right) G_1(t).
\end{equation}
In view of the asymptotic result (3.5) and using (3.49), we obtain the existence of $\tilde{T}_1 = \tilde{T}_1(m, \mu, \nu) \geq T_0$ such that
\begin{equation}
\Sigma_4(t) \geq C \varepsilon t^m + \frac{t^m}{4} \int_1^t \int_{\mathbb{R}^N} |u_t(x,t)|^p \psi(x,s) dx ds, \quad \forall \ t \geq \tilde{T}_1.
\end{equation}
Similarly, thanks to Lemma 3.3 and (3.5), we deduce the existence of \( \tilde{T}_2 = \tilde{T}_2(m, \mu, \nu) \geq \tilde{T}_1(m, \mu, \nu) \) ensuring that

\[(3.54) \quad \Sigma_5(t) \geq 0, \quad \forall \ t \geq \tilde{T}_2.\]

Now, combining (3.50), (3.53) and (3.54), we deduce that

\[(3.55) \quad G'_2(t) + \frac{3\Gamma(t)}{4} G_2(t) \geq C_2 \varepsilon t^m + \int_{\mathbb{R}^N} |u_t(x, t)|^p \psi(x, t) dx \]

\[\quad + \frac{t^m}{4} \int_1^t \int_{\mathbb{R}^N} |u_t(x, t)|^p \psi(x, s) dx ds, \quad \forall \ t \geq \tilde{T}_2.\]

By ignoring the nonlinear terms in (3.55), we simply write

\[(3.56) \quad G'_2(t) + \frac{3\Gamma(t)}{4} G_2(t) \geq C_2 \varepsilon t^m, \quad \forall \ t \geq \tilde{T}_2.\]

Integrating (3.56) over \((\tilde{T}_2, t)\) after multiplication by \(\frac{t^m}{4} \rho^{3/2}(t)\), we obtain

\[(3.57) \quad G_2(t) \geq G_2(\tilde{T}_2) \frac{\rho^{3/2}(t)}{t^{3m/4}} + C_2 \varepsilon \int_{\tilde{T}_2}^{t} \frac{s^{m+3\mu/4}}{\rho^{3/2}(s)} ds, \quad \forall \ t \geq \tilde{T}_2.\]

Using (3.21), we can bound by below the quantity \(G_2(\tilde{T}_2)\) as follows:

\[(3.58) \quad G_2(\tilde{T}_2) \geq -\tilde{K},\]

where \(\tilde{K} := \mathcal{K}(\nu^2 + \nu^{2m+1}) e^{2m+1} \phi_m(\tilde{T}_2) \frac{(N-1)(N+1)+3m}{\tilde{T}_2^{2m+1}}\).

Thanks to (3.4), (3.57) and (3.58), we infer the existence of \(\tilde{T} = \tilde{T}(m, \mu, \nu) := 2\tilde{T}_2\) such that the following estimate holds true

\[(3.59) \quad G_2(t) \geq -\tilde{K}_1 t^{-3m/4} e^{-\frac{3m+1}{2m+2}} + C \varepsilon e^{-\frac{3m+1}{2m+2}} \int_{t/2}^t s^{m+3m/2} ds,\]

where \(\tilde{K}_1 = \tilde{K} C_1^3\) (\(C_1\) is used in (3.4)).

A simple computation in the integral term in the above inequality gives that

\[(3.60) \quad G_2(t) \geq -\tilde{K}_1 t^{-3m/4} e^{-\frac{3m+1}{2m+2}} + C \varepsilon \left(1 - e^{-\frac{3m+1}{2m+2} \left(1 - \left(\frac{1}{2}\right)^{m+1}\right)}\right).\]

Consequently, for \(\varepsilon\) small, we deduce that

\[(3.61) \quad G_2(t) \geq C G_2 \varepsilon, \quad \forall \ t \geq T_1 := A(1 - \ln(\varepsilon))^{\frac{1}{1+m}},\]

for \(A > 0\) depending on the parameters but not on \(\varepsilon\).

Therefore Lemma 3.5 is proven. \(\square\)
4. Proof of Theorem 2.3.

First, we introduce the following functional:

\[ H(t) := \int_{\tilde{T}_3}^t \int_{\mathbb{R}^N} |u_t(x, s)|^p \psi(x, s) dx ds + C_3 \varepsilon, \]

where \( C_3 = \min(C_2, 8C_{G_2}) \); \( C_{G_2} \) is given by Lemma 3.5, and \( \tilde{T}_3 > T_1 \) is chosen so that \( 2t^m - \frac{3\Gamma(t)}{4} > 0 \) for all \( t \geq \tilde{T}_3 \) (this can be guaranteed by (3.15) and (3.5)).

Now, the functional

\[ \mathcal{F}(t) := 8G_2(t) - H(t), \]

satisfies

\[
\mathcal{F}'(t) + \frac{3\Gamma(t)}{4} \mathcal{F}(t) \geq \left( 2t^m - \frac{3\Gamma(t)}{4} \right) \int_{\tilde{T}_3}^t \int_{\mathbb{R}^N} |u_t(x, s)|^p \psi(x, s) dx ds \\
+ 7 \int_{\mathbb{R}^N} |u_t(x, t)|^p \psi(x, t) dx + C_3 \left( 8t^m - \frac{3\Gamma(t)}{4} \right) \varepsilon
\]

(4.1)

\[
\geq 0, \quad \forall \ t \geq \tilde{T}_3.
\]

Integrating (4.1) on \((\tilde{T}_3, t)\) after multiplication by \( \frac{\varepsilon^{3\mu/4}}{\rho^{3/2}(t)} \) yields

\[
\mathcal{F}(t) \geq \mathcal{F}(\tilde{T}_3) \frac{T_3^{3\mu/4}}{\rho^{3/2}(\tilde{T}_3)}, \quad \forall \ t \geq \tilde{T}_3,
\]

(4.2)

where \( \rho(t) \) is defined by (A.8).

Consequently, we infer that \( \mathcal{F}(\tilde{T}_3) = 8G_2(\tilde{T}_3) - C_3 \varepsilon \geq 8G_2(\tilde{T}_3) - 8C_{G_2} \varepsilon \geq 0 \); the positivity of \( \mathcal{F}(\tilde{T}_3) \) is due to Lemma 3.5 and the definition of \( C_3 \), namely \( C_3 = \min(C_2, 8C_{G_2}) \leq 8C_{G_2} \). This implies in particular the positivity of \( \mathcal{F}(t) \) for all \( t \geq \tilde{T}_3 \), and hence we have

\[
8G_2(t) \geq H(t), \quad \forall \ t \geq \tilde{T}_3.
\]

(4.3)

Thanks to Hölder’s inequality, (3.6) and (3.47), we can see that

\[
\int_{\mathbb{R}^N} |u_t(x, t)|^p \psi(x, t) dx \geq G_2^p(t) \left( \int_{|x| \leq R + \phi_m(t) - \phi_m(1)} \psi(x, t) dx \right)^{-(p-1)} \\
\geq CG_2^p(t) \rho^{-(p-1)}(t)e^{-(p-1)\phi_m(t)}(\phi_m(t))^{-\frac{(N-1)(p-1)}{2}},
\]

(4.4)

Using (3.4), the above estimate can be written as follows:

\[
\int_{\mathbb{R}^N} |u_t(x, t)|^p \psi(x, t) dx \geq CG_2^p(t) t^{-\frac{(N-1)(m+1)-m+\mu}{2}}, \quad \forall \ t \geq \tilde{T}_3.
\]

(4.5)

Combining (4.3) and (4.5), we conclude that

\[
H'(t) \geq CH^p(t) t^{-\frac{(N-1)(m+1)-m+\mu}{2}}, \quad \forall \ t \geq \tilde{T}_3.
\]

(4.6)

Observe that \( H(\tilde{T}_3) = C_3 \varepsilon > 0 \), then the upper bound of the lifespan estimate (as stated in Theorem 2.3) can be easily obtained.
This ends the proof of Theorem 2.3.

APPENDIX A.

In this appendix, we will construct and give some properties of \( \rho(t) \) a solution of

\[
\frac{d^2 \rho(t)}{dt^2} - t^{2m} \rho(t) - \frac{d}{dt} \left( \frac{\mu}{t} \rho(t) \right) + \frac{\nu^2}{t^2} \rho(t) = 0, \quad t \geq 1.
\]

Then, we define

\[
Y(\tau) := \rho(t); \quad \tau = \phi_m(t), \quad (\phi_m(t) \text{ is defined in } (2.7)),
\]

which satisfies

\[
\tau^2 \frac{d^2 Y(\tau)}{d\tau^2} - \frac{\mu - m}{m + 1} \tau \frac{dY(\tau)}{d\tau} + \left[ \frac{\mu + \nu^2}{(1 + m)^2} - \tau^2 \right] Y(\tau) = 0, \quad \tau \geq \frac{1}{m + 1}.
\]

Let

\[
Y(\tau) = \tau^{\frac{\mu + 1}{2m + 2}} X(\tau).
\]

Then, we have

\[
\tau^2 \frac{d^2 X(\tau)}{d\tau^2} + \frac{dX(\tau)}{d\tau} - \left[ \frac{\delta^2}{4(1 + m)^2} + \tau^2 \right] X(\tau) = 0, \quad \tau \geq \frac{1}{m + 1},
\]

where \( \delta \) is given by (1.3).

Hence, the function \( Y(\tau) \) given by

\[
Y(\tau) = C_m \tau^{\frac{\mu + 1}{2m + 2}} \frac{\sqrt{\pi}}{\Gamma(\frac{\nu}{2})} K_{\frac{\nu}{2(1 + m)}} (\tau), \quad \tau \geq \frac{1}{m + 1},
\]

where \( C_m = (m + 1)^{\frac{\mu + 1}{2}} \) and

\[
K_\xi(t) = \int_0^\infty \exp(-t \cosh \zeta) \cosh(\xi \zeta) d\zeta, \quad \xi \in \mathbb{R},
\]

is a solution of (A.3) which represents in fact the modified Bessel equation of second kind of order \( \nu \).

Therefore, the expression of \( \rho(t) \) is given by

\[
\rho(t) = t^{\frac{\mu + 1}{2}} K_{\frac{\nu}{2(1 + m)}} (\phi_m(t)), \quad \forall \ t \geq 1,
\]

where \( \phi_m(t) \) is defined in (2.7).

Now, we can prove Lemma 3.1.

Proof of Lemma 3.1. First, the positivity of \( \rho(t) \) is obvious thanks to (A.7). Then, from [2], the function \( K_\xi(t) \) satisfies

\[
K_\xi(t) = \sqrt{\frac{\pi}{2t}} e^{-t(1 + O(t^{-1}))}, \quad \text{as } t \to \infty.
\]
Combining (A.8) and (A.9), and again remembering the definition of $\phi_m(t)$, given by (2.7), and the fact that $m > -1$, we conclude (3.4). The assertion (i) is thus proven.

Now, to prove (ii), using (A.8) we observe that

$$
\frac{\rho'(t)}{\rho(t)} = \frac{\mu + 1}{2t} + t^m \frac{K'_{\frac{\sqrt{\delta}}{2(1+m)}}(\phi_m(t))}{K_{\frac{\sqrt{\delta}}{2(1+m)}}(\phi_m(t))}.
$$

(A.10)

Exploiting the well-known identity for the modified Bessel function of second kind,

$$
\frac{d}{dz} K_\nu(z) = -K_{\nu+1}(z) + \frac{\nu}{z} K_\nu(z),
$$

(A.11)

and combining (A.10) and (A.11), we obtain

$$
\frac{\rho'(t)}{\rho(t)} = \frac{\mu + 1 + \sqrt{\delta}}{2t} - t^m \frac{K_{1+\frac{\sqrt{\delta}}{2(1+m)}}(\phi_m(t))}{K_{\frac{\sqrt{\delta}}{2(1+m)}}(\phi_m(t))}.
$$

(A.12)

From (A.9) and (A.12), and using the fact that $m > -1$, we deduce (3.5).

This ends the proof of Lemma 3.1. \qed

APPENDIX B.

Using Matlab, we will perform in this appendix some simple numerical simulations on the functional $F_2(t)$ using $F_1(t)$. Indeed, by varying the values of the different parameters in the problem (1.1), we will distinguish several cases that exhibit the behavior of the functional $F_2(t)$. The aim here is to confirm the results obtained in Lemmas 3.4 and 3.5, and to show the behavior of the functional $F_2(t)$, defined by (3.24), for different values of $\delta = (\mu - 1)^2 - 4\nu^2$ (this also gives the dynamics of $G_2(t)$ as well).

Let us first start by recalling the relationship between $F_1(t)$ and $F_2(t)$ which reads as

$$
F_2(t) = F'_1(t) + t^m F_1(t),
$$

where $F_1(t)$ verifies (3.31) but without the nonlinear term.

We recall here the identity (3.31) that we write without the nonlinear term as follows:

$$
\frac{d}{dt} \{F_2(t) M(t)\} + 2M(t)t^m F_2(t) = M(t)t^m (F_2(t) + t^m F_1(t)) - \frac{\nu^2 M(t)}{t^2} F_1(t).
$$

This yields

$$
\frac{\mu}{t} F_2(t) + F'_2(t) + t^m F_2(t) = t^{2m} F_1(t) - \frac{\nu^2}{t^2} F_1(t),
$$

(B.2)

which can be written as

$$
F''_1(t) + \left(\frac{\mu}{t} + 2t^m\right) F'_1(t) + \left((m + \mu)t^{m-1} + \frac{\nu^2}{t^2}\right) F_1(t) = 0.
$$

(B.3)

We associate with (B.3) two positive initial data $F_1(1), F'_1(1) > 0$. 
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The numerical treatment of (B.3) yields the graphs for $F_2(t)$ as shown in Figures 1–6.

**Figure 1.** The case $\mu = 10, \nu = 0, m = 3$ (the free-mass case with $\delta > 0$).

**Figure 2.** The case $\mu = 10, \nu = 4, m = 3$ which corresponds to $\delta > 0$.

**Figure 3.** The case $\mu = 10, \nu = 4.5, m = 3$ which corresponds to $\delta = 0$.

**Figure 4.** The case $\mu = 10, \nu = 40, m = 3$ which corresponds to $\delta < 0$.

Some observations arise from the graphs of $F_2(t)$:

- The massless case ($\nu = 0$) infers that $F_2(t)$ is positive for all $t \geq 1$, and consequently the same conclusion holds for $G_2(t)$ (see Figure 1). This observation coincides with our results in [3] where the positivity of $F_2(t)$ and $G_2(t)$ is proved.
- In Figures 2 and 3, where $\delta \geq 0$, a negative lower bound of $F_2(t)$ is clearly obtained although for relatively large time the functional $F_2(t)$ is positive. However, some oscillations near $t = 1$ are observed.
- In Figure 4, corresponding to the case $\delta < 0$, we remark more and more oscillations near the initial time $t = 1$. Note that the case $\delta \leq 0$ is out of the target of the present work but may be studied elsewhere.

**Figure 5.** The case $\mu = 10, \nu = 4, m = 3$ which corresponds to $\delta > 0$ with initial data $F_1(1) = F_1'(1) = 1$.

**Figure 6.** The case $\mu = 10, \nu = 4, m = 3$ which corresponds to $\delta > 0$ with initial data $F_1(1) = 1, F_1'(1) = 100$.

**Figure 7.** The case $\mu = 10, \nu = 4, m = 3$ which corresponds to $\delta > 0$ with initial data $F_1(1) = 100, F_1'(1) = 1$.  
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In Figures 5, 6 and 7, we show the influence of the size of the initial data on the behavior of the functional $F_2(t)$. More precisely, we remark that if the initial data $F_1(1)$ is much larger than $F'_1(1)$ then the negativity of the lower bound of the functional $F_2(t)$ is enhanced.
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