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Abstract

We study the dynamics of a one-dimensional non-linear and non-local drift-diffusion equation set in the half-line, with the coupling involving the trace value on the boundary. The initial mass $M$ of the density determines the behaviour of the equation: attraction to self similar profile, to a steady state of finite time blow up for supercritical mass. Using the logarithmic Sobolev and the HWI inequalities we obtain a rate of convergence for the cases subcritical and critical mass. Moreover, we prove a comparison principle on the equation obtained after space integration. This concentration-comparison principle allows proving blow-up of solutions for large initial data without any monotonicity assumption on the initial data.
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1 Introduction

In this paper we improve the analysis of a one-dimensional non-linear and non-local convection-diffusion equation introduced in a previous paper [3]

\[
\begin{cases}
\partial_t n(t, x) - \partial_{xx} n(t, x) = n(t, 0) \partial_x n(t, x), & x > 0, \\
\partial_x n(t, 0) + n(t, 0)^2 = 0, \\
n(0, x) = n^0(x), & x > 0.
\end{cases}
\]  

The boundary condition ensures mass conservation:

\[
\int_0^\infty n(t, x) dx = \int_0^\infty n^0(x) dx = M.
\]
The previous model (1) comes from the models given in [9] and [3] under a radial symmetry assumption. These latter models describe cell polarisation. Cell polarisation is a major step involved in several important cellular processes such as directional migration, growth, oriented secretion, cell division, mating or morphogenesis. When a cell is not polarised proteins Cdc42 are uniformly distributed on the membrane while polarisation is characterized by a concentration of proteins in a small area of the cell membrane.

In [9] and [3], in dimension higher than two, a class of non-linear convection-diffusion models were designed, and studied, for cell polarisation. In these models there is a coupling between the evolution of proteins and the dynamics of the cytoskeleton: the proteins diffuse and they are actively transported along tubes or filaments towards the membrane. The advection field is obtained through a coupling with the concentration of markers on the membrane. The resulting motion is a biased diffusion regulated by the markers themselves.

Of special interest is the fact that solutions of (1) may become unbounded in finite time (so-called blow-up). Blow-up of solution of (1) means that convection wins over diffusion. In such a situation markers concentrate on the membrane of the cell. We recall this result from [3].

**Theorem 1.1.** Assume $M > 1$. Any weak solution of equation (1) (in the sense of Definition 2.1) with non-increasing initial data $n^0$ blows-up in finite time.

In this paper, we state a so-called concentration-comparison principle on the equation obtained after space integration. This principle together with the use of a self-similar supersolution gives estimates from above on $n(t, 0)$ and a comparison with a suitable heat equation allow obtaining estimates from below on $n(t, 0)$ and extending the blow-up result to any initial data above the critical mass.

**Proposition 1.2** (Concentration-comparison principle). Let $n_1, n_2 \in C^1(0, T; \mathbb{R}_+)$ be two solutions of equation (1) satisfying

$$N_1^0(x) = \int_0^x n_1^0(y) dy \geq N_2^0(x) = \int_0^x n_2^0(y) dy, \quad \forall x \geq 0,$$

then, we have

$$\forall t > 0, \forall x \geq 0, N_1(t, x) = \int_0^x n_1(t, y) dy \geq N_2(t, x) = \int_0^x n_2(t, y) dy.$$

On the other hand, global existence and asymptotic behaviour in the sub-critical and critical cases, $M \leq 1$, were established in [3].

**Theorem 1.3.** [3] Assume that the initial datum $n^0$ satisfies both $n^0 \in L^1((1 + x)dx)$ and
\[ \int_0^\infty n(x)(\log n(x))_+ dx < +\infty. \] Assume in addition that \( M \leq 1 \), then there exists a global weak solution that satisfies the following estimates for all \( T > 0 \),

\[
\sup_{t \in (0,T)} \int_0^\infty n(t,x)(\log n(t,x))_+ dx < +\infty, \quad \int_0^T \int_0^\infty n(t,x)(\partial_x \log n(t,x))^2 dxdt < +\infty.
\]

In the sub-critical case \( M < 1 \) the solution strongly converges in \( L^1 \) towards the self-similar profile \( G_\alpha \) given by \((12)\) in the following sense:

\[
\lim_{t \to +\infty} \left\| n(t,x) - \frac{1}{\sqrt{1 + 2t}} G_\alpha \left( \frac{x}{\sqrt{1 + 2t}} \right) \right\|_{L^1} = 0.
\]

In the critical case \( M = 1 \), assuming in addition that the second momentum is finite \( \int_0^\infty x^2 n(x) dx < +\infty \), the solution strongly converges in \( L^1 \) towards the unique stationary state \( \nu_\alpha(x) := \alpha \exp(-\alpha x) \), where \( \alpha^{-1} = \int_0^\infty x n(x) dx \).

In \cite{3}, in the sub-critical case, the asymptotic result was obtained through the convergence to zero of a suitable Lyapounov functional \( L \) defined by \((13)\). Here, using a logarithmic Sobolev inequality with a suitable function, we obtain an exponential decay to equilibrium in self similar variables replacing in particular the former result by

**Proposition 1.4.** Under the assumptions of theorem 1.3, we have

\[
\left\| n(t,x) - \frac{1}{\sqrt{1 + 2t}} G_\alpha \left( \frac{x}{\sqrt{1 + 2t}} \right) \right\|_{L^1} \leq \frac{C}{(1 + 2t)^{3/2}}.
\]

Finally, in the critical case \( M = 1 \), we actually improve the result given in Theorem 1.3 by precising the speed of convergence. Firstly, we give a rate. Secondly, using the HWI inequality, we improve the rate of convergence when the third momentum is initially finite.

We end this introductory Section with one open question that we are not able to resolve: obtain a blow-up profile for large initial datum.

The plan of this work is the following. First, we state a concentration-comparison principle and the finite time blow-up for supercritical mass. Then, we give a quantitative argument to the systematic blow-up for supercritical mass. In a third step we study the sub-critical mass and we give a rate to the self similar decay. Finally, we study the critical mass, by using first a Lyapounov approach and then the HWI inequality.
2 A brief account of some useful facts

We first recall some facts concerning (1), see [3] for more details. Let \( n \) be a classical solution of (1) on \((0, T)\), a straightforward computation of the evolution of the entropy yields

\[
\frac{d}{dt} \int_0^\infty n(t, x) \log n(t, x) dx = - \int_0^\infty \left( \partial_x n(t, x) + n(t, 0)n(t, x) \right) \frac{\partial_x n(t, x)}{n(t, x)} dx \\
= - \int_0^\infty n(t, x) \left( \partial_x \log n(t, x) \right)^2 dx + n(t, 0)^2(3)
\]

Moreover a proper definition of weak solutions, adapted to our context is

Definition 2.1. [3] We say that \( n(t, x) \) is a weak solution of (1) on \((0, T)\) if it satisfies:

\[
n \in L^\infty(0, T; L^1_+(\mathbb{R}_+)), \quad \partial_x n \in L^1((0, T) \times \mathbb{R}_+),
\]

and \( n(t, x) \) is a solution of (1) in the sense of distributions in \( \mathcal{D}'(\mathbb{R}_+) \).

Since the flux \( \partial_x n(t, x) + n(t, 0)n(t, x) \) belongs to \( L^1((0, T) \times \mathbb{R}_+) \), the solution is well-defined in the distributional sense under the assumptions of definition (2.1). In fact we can write \( \int_0^T n(t, 0) dt = - \int_0^\infty \partial_x n(t, x) dx dt \).

From the maximum principle [7] it follows that \( n \geq 0 \) if \( n^0 \geq 0 \). Furthermore weak solutions in the sense of Definition 2.1 are mass-preserving:

\[
M = \int_0^\infty n^0(x) dx = \int_0^\infty n(t, x) dx.
\]

Throughout the paper, for \( n \geq 0 \in L^1(\mathbb{R}_+) \), we define the generalized distribution function in the following way:

\[
N(x) = \int_0^x n(y) dy,
\]

and for any weak solution \( n \) in the sense of definition 2.1, the first momentum is defined as

\[
J(t) = \int_0^\infty x n(t, x) dx.
\]

Let \( u(x) dx \) and \( \nu(x) dx \) be measures with smooth densities on \( \mathbb{R}_+ \), we note the relative entropy

\[
H(u|\nu) = \int_0^\infty u(x) \log \left( \frac{u(x)}{\nu(x)} \right) dx
\]

and the Fisher information

\[
I(u|\nu) = \int_0^\infty u(x) \left( \partial_x \left( \frac{u(x)}{\nu(x)} \right) \right)^2 dx.
\]
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We also define the quadratic Wasserstein distance between two probability measures $\mu$ and $\nu$ on $\mathbb{R}_+$ with finite second momentum as in [16],

$$W_2(\mu, \nu) = \inf_{\pi \in \Pi(\mu, \nu)} \left( \int_{\mathbb{R}_+ \times \mathbb{R}_+} |x - y|^2 d\pi(x, y) \right)^{1/2}.$$  \hspace{1cm} (4)

where $\Pi(\mu, \nu)$ denotes the set of probability measures on $\mathbb{R}_+ \times \mathbb{R}_+$ with marginals $\mu$ and $\nu$, i.e. such that for all test functions $\phi$ and $\psi$ in a suitable class of test functions,

$$\int_{\mathbb{R}_+ \times \mathbb{R}_+} (\phi(x) + \psi(y))d\pi(x, y) = \int_0^\infty \phi(x)d\mu(x) + \int_0^\infty \psi(y)d\nu(y).$$

In particular, if $\nu$ is a Dirac measure $\delta_a$ with $a \in \mathbb{R}_+$ we have

$$W_2(\mu, \delta_a)^2 = \int_0^\infty |x - a|^2 d\mu(x).$$  \hspace{1cm} (5)

A simple computation on the first momentum (if it is initially finite) leads to

$$\frac{d}{dt} J(t) = n(t, 0)(1 - M).$$  \hspace{1cm} (6)

We recall the three situations:

- when $M = 1$, there is a balance between drift and diffusion and we expect a convergence to a steady state (see section 5),
- when $M < 1$, the diffusion drives the equation and we have a self similar behaviour see section 4,
- when $M > 1$, solution blows up in finite time see section 3.

**Remark 1.** Such a critical mass phenomenon (global existence versus blow-up) has been widely studied for the Keller-Segel system (also known as the Smoluchowski-Poisson system) in two dimensions of space, see [1, 15] e.g. and the references therehin. The equation (1) represents in some sense a caricatural version of the classical Keller-Segel system in the half-line $(0, +\infty)$.

**Remark 2.** There is a strong connection between the equation under interest here (1) and the one-dimensional Stefan problem. The later writes [11]:

\[
\begin{cases}
\frac{\partial u(t, x)}{\partial t} = \frac{\partial^2 u(t, x)}{\partial x^2}, & t > 0, \ x \in (-\infty, s(t)), \\
\lim_{x \to -\infty} \frac{\partial u(t, x)}{\partial x} = 0, \ u(t, s(t)) = 0, \ \frac{\partial u(t, s(t))}{\partial x} = -s'(t).
\end{cases}
\]

The temperature is initially non-negative: $u(0, x) = u_0(x) \geq 0$. By performing the following change of variables: $\phi(t, x) = -u(t, s(t) - x)$, we get an equation that is linked to (1) by $n(t, x) = \frac{\partial \phi(t, x)}{\partial x}$. This connection provides some insights concerning the possible continuation of solutions after blow-up [11]. This question has raised a lot of interest in the past recent years [10, 6]. It is postulated in [11] that the one-dimensional Stefan problem is generically non continuable after the blow-up time.
3 Concentration-comparison principle and finite time blow up for supercritical mass

The main result of this section is a concentration-comparison principle given by Proposition 1.2 that we first prove. Then, we use this principle to compare solutions of equation (1), rewritten as an equation on $N$, to both sub- and supersolutions. Finally we provide a quantitative blow-up argument by estimating the blow-up time $T^*$ defined by $J(T^*) = 0$.

3.1 Proof of Proposition 1.2

We actually prove the following stronger lemma:

Lemma 3.1. Let $N, \bar{N}, \underline{N}$ be nondecreasing (in space) functions in $C^1(0,T; C^2(\mathbb{R}_+))$ satisfying

\[
\partial_x N, \partial_x \bar{N}, \partial_x \underline{N} \in L^\infty(0,T; L^\infty(\mathbb{R}_+))
\]

and

\[
\begin{align*}
\partial_t N(t,x) - \partial_{xx} N(t,x) - \partial_x N(t,0) \partial_x N(t,x) &= 0, \\
\partial_t \bar{N}(t,x) - \partial_{xx} \bar{N}(t,x) - \partial_x \bar{N}(t,0) \partial_x \bar{N}(t,x) &\geq 0, \\
\partial_t \underline{N}(t,x) - \partial_{xx} \underline{N}(t,x) - \partial_x \underline{N}(t,0) \partial_x \underline{N}(t,x) &\leq 0, \\
N(t,0) = \bar{N}(t,0) = \underline{N}(t,0) &= 0.
\end{align*}
\]

Assume that $\underline{N}(0,.) \leq N(0,.) \leq \bar{N}(0,.)$, then for $0 < t \leq T$ we have that

$\underline{N}(t,.) \leq N(t,.) \leq \bar{N}(t,.)$.

Proof. It is obviously sufficient to prove the comparison $\bar{N} \geq N$. Firstly, we assume that

$\partial_x \bar{N}(0,0) > \partial_x N(0,0) \geq 0$.

Integrating equation (1) in space, we see that $\delta N = \bar{N} - N$ satisfies the parabolic equation

\[
\begin{align*}
\partial_t \delta N(t,x) - \partial_{xx} \delta N(t,x) - \partial_x \bar{N}(t,0) \partial_x \delta N(t,x) &= (\partial_x \bar{N}(t,0) - \partial_x N(t,0)) \partial_x N(t,0), \\
N_i(t,0) &= 0.
\end{align*}
\]

Since we supposed $\partial_x \bar{N}(0,0) > \partial_x N(0,0)$, it remains true at least until a time $T' \in [0,T]$, we choose the maximal $T'$ possible. On the time interval $[0,T']$ we have, since $\partial_x N \geq 0$,

\[
\begin{align*}
\partial_t \delta N(t,x) - \partial_{xx} \delta N(t,x) - \partial_x \bar{N}(t,0) \partial_x \delta N(t,x) &\geq 0, \\
N_i(t,0) &= 0.
\end{align*}
\]
Hence $\tilde{N} > N$ on $[0, T' \times \mathbb{R}_+]$, by strong maximum principle [7]. Furthermore, by Hopf Lemma (see [7]), we also have
\[
\partial_x \delta \tilde{N}(T', 0) = \partial_x \tilde{N}(T', 0) - \partial_x \underline{N}(T', 0) > 0.
\]
As $T'$ is maximal we immediately conclude that $T' = T$. To treat the case $\partial_x \tilde{N}(0, 0) = \partial_x \underline{N}(0, 0)$, we use the following

**Lemma 3.2.** Let $\tilde{N}$ be a supersolution as in lemma 3.1, denote $K = \sup_{[0,T]} \partial_x \tilde{N}$, then
\[
\tilde{N}^\epsilon(t, x) = \tilde{N}(t, x) + \epsilon e^{4K^2t} (1 - e^{-4K^2x})
\]
is a supersolution on $[0, T]$ in the sense of lemma 3.1 for $0 \leq \epsilon < \frac{1}{2}e^{-4K^2T}$.

**Proof.** It is straightforward that $\partial_x \tilde{N}^\epsilon \geq 0$ and $\tilde{N}^\epsilon(t, 0) = 0$. We essentially have to prove the inequation
\[
I^\epsilon = \partial_t \tilde{N}^\epsilon - \partial_{xx} \tilde{N}^\epsilon - \partial_x \tilde{N}^\epsilon(t, 0) \partial_x \tilde{N}^\epsilon \geq 0.
\]
We denote
\[
\tilde{N}^\epsilon(t, x) = \tilde{N}(t, x) + \beta(t)(1 - e^{-\alpha x}).
\]
Conditions of the lemma ensure $\beta(t) \leq \frac{1}{2}$ for $0 \leq t \leq T$. Since $\tilde{N}$ is a supersolution, we have
\[
I^\epsilon \geq \beta'(t)(1 - e^{-\alpha x}) + \alpha^2 \beta(t)e^{-\alpha x} - \beta(t)\alpha \partial_x \tilde{N} - \beta(t)\alpha e^{-\alpha x} \partial_x \tilde{N}(t, 0) - \alpha^2 \beta^2 e^{-\alpha x}.
\]
This leads to, by definition of $K$,
\[
I^\epsilon \geq \beta' - \beta \alpha K + \beta e^{-\alpha x} \left( -\frac{\beta'}{\beta} + \alpha^2 (1 - \beta) - \alpha K \right)
\]
and the right hand side is nonnegative. We choose the $\beta(t) = \epsilon e^{\alpha Kt}$, so that
\[
I^\epsilon \geq \beta e^{-\alpha x} \left( \alpha^2 (1 - \epsilon e^{\alpha KT}) - 2\alpha K \right),
\]
and finally, choosing $\alpha = 4K$ and $\epsilon \leq \frac{e^{-4K^2T}}{2}$ we have $I^\epsilon \geq 0$. 

*End of the proof of lemma 3.1.*

Thanks to the first step of the proof, since for $\epsilon > 0$ we have $\partial_x \tilde{N}^\epsilon(t, 0) > \partial_x \tilde{N}(t, 0) \geq \partial_x \underline{N}(t, 0)$, we can compare $\tilde{N}^\epsilon(t, x) \geq \underline{N}(t, x)$ for $0 \leq t \leq T$ and $\epsilon$ small enough. Letting $\epsilon \to 0$ we can conclude $\tilde{N}(t, x) \geq \underline{N}(t, x)$. 
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3.2 Estimations on \( n(t,0) \) and local existence for supercritical mass

Classically, the concentration-comparison principle allows us comparing solutions of (7) to sub- and supersolutions. Since the proof is very much alike the one for the comparison principle (also based on Hopf Lemma) we do not repeat it.

The main use of this Lemma is the following:

**Lemma 3.3 (Self-similar supersolutions).** Let \( \lambda \in \mathbb{R} \) and \( f \in C^2(\mathbb{R}_+, \mathbb{R}_+) \) satisfying

\[
\begin{cases}
  f'(x) > 0, & \forall x \geq 0, \\
  f(0) = 0, \\
  \lambda x f'(x) - f''(x) - f'(0)f'(x) \geq 0, & \forall x \geq 0.
\end{cases}
\]

Then the function \( \tilde{N}_{f,\lambda} \) defined by

\[
\tilde{N}_{f,\lambda}(t,x) := f \left( \frac{x}{\sqrt{1 - 2\lambda t}} \right),
\]

is a supersolution of (7) for all \( t > 0 \) if \( \lambda \leq 0 \) and for \( t < \frac{1}{2\lambda} \) if \( \lambda > 0 \).

**Proof.** For \( 1 - 2\lambda t > 0 \) we first notice that

\[
\frac{d}{dt} \frac{1}{\sqrt{1 - 2\lambda t}} = \frac{\lambda}{\sqrt{1 - 2\lambda t}^3}.
\]

Therefore, by construction, as long as \( 1 - 2\lambda t > 0 \), we see that

\[
(1 - 2\lambda t) \left( \partial_t \tilde{N}_{f,\lambda}(t,x) - \partial_x x \tilde{N}_{f,\lambda}(t,x) - \partial_x \tilde{N}_{f,\lambda}(t,0) \partial_x \tilde{N}_{f,\lambda}(t,x) \right) = \lambda \frac{x}{\sqrt{1 - 2\lambda t}} f' \left( \frac{x}{\sqrt{1 - 2\lambda t}} \right) - f'' \left( \frac{x}{\sqrt{1 - 2\lambda t}} \right) - f'(0)f' \left( \frac{x}{\sqrt{1 - 2\lambda t}} \right) \geq 0.
\]

Finally, it is easy to prove that such a \( f \) exists and that, for all \( x \geq 0 \), it verifies

\[
f(x) \leq f'(0) \int_0^x \exp \left( \frac{\lambda y^2}{2} - f'(0)y \right) dy.
\]

**Remark 3.** For \( \lambda \leq 0 \) we can have equality in (8). In such a case, in the critical case \( M = 1 \), we recover the steady state and in the sub-critical case, we recover the self similar profile, see [3]. For \( \lambda > 0 \), the equality yields that \( f(\infty) = +\infty \) which does not correspond to a \( L^1 \) derivative. Therefore a self-similar blow-up profile doesn’t seem to appear.
This result is particularly useful because it allows comparing a large class of initial data to such a supersolution. Indeed, for a good choice of \( f \), by comparison principle, we would be able to prove that \( N(t, x) \leq \bar{N}_{f, \lambda}(t, x) \) for \( t < \frac{1}{2\lambda} \). This will provide an a priori bound on \( n(t, 0) \), that is

\[
n(t, 0) \leq \frac{1}{\sqrt{1 - 2\lambda}} f'(0), \text{ for } t < \frac{1}{2\lambda}.
\]

Recalling now the entropy 'dissipation' (3), for \( t < \frac{1}{2\lambda} \) and for \( \int_0^\infty n^0(x) \log n^0(x) \, dx < +\infty \), we obtain the following a priori estimates

\[
\sup_{(0, t)} \int_0^\infty n(t, x) \left( \log n(t, x) \right) \, dx + \int_0^t \int_0^\infty n(t, x) \left( \partial_x \log n(t, x) \right)^2 \, dx \leq C(t),
\]

which is enough to get compactness, insuring existence of weak solutions built as in [4]. Details on existence will be carried out in [13]. To guarantee such a bound, we need to be able to compare, that is we need existence of \( \lambda, \mu > 0 \) such that

\[
\forall x > 0, \int_0^x \mu \exp \left( \frac{\lambda y^2}{2} - \mu y \right) \, dy - N(0, x) \geq 0.
\]

### 3.3 Systematic blow up for supercritical mass: A quantitative argument

In [3], the proof of the blow-up in supercritical case is based on the non-existence of the first momentum. For the convenience of the reader, we recall it now. Assume that \( M > 1 \) and that \( n^0 \) is non-increasing, then \( n(t, \cdot) \) is also non-increasing for any time it exists due to the maximum principle. In fact \( v(t, x) = \partial_x n(t, x) \) satisfies a parabolic type equation without any source term, it is initially non-positive, and it is non-positive on the boundary. Therefore \( -\partial_x n(t, x)/n(t, 0) \) is a probability density at any time \( t > 0 \). From Jensen’s inequality, we deduce that

\[
\left( \int_0^\infty x \frac{-\partial_x n(t, x)}{n(t, 0)} \, dx \right)^2 \leq \int_0^\infty x^2 \frac{-\partial_x n(t, x)}{n(t, 0)} \, dx,
\]

which rewrites as \( M^2 \leq 2n(t, 0)J(t) \). Plugging this latter inequality into the evolution of the first momentum (6) yields that

\[
J(t) \leq J(0) + \frac{(1 - M)M^2}{2} \int_0^t \frac{1}{J(s)} \, ds.
\]

Introducing next the auxiliary function

\[
K(t) = J(0) + (1 - M)M^2 \int_0^t J(s)^{-1} \, ds
\]
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which is positive and satisfies
\[
\frac{d}{dt} K(t) = \frac{(1 - M)M^2}{2} \frac{1}{J(t)} \leq \frac{(1 - M)M^2}{2} \frac{1}{K(t)},
\]
we deduce that \( \frac{d}{dt} [K(t)^2] \leq (1 - M)M^2 \), hence a contradiction.

In this work, we also use the non-existence of decreasing first momentum beyond the blow-up time \( T^* \), given by \( J(T^*) = 0 \), but the integrated solution gives us a way to find this \( T^* \) by using equation (6):
\[
\int_0^{T^*} \partial_x N(t,0) dt = \int_0^{T^*} n(t,0) dt = \frac{J(0)}{M - 1}.
\]
We are interested in using a subsolution of the parabolic equation on \( N \) to find a blow-up time. A first lower bound on \( N \) is given by Chebyshev inequality.

**Lemma 3.4 (Chebyshev).** For all \( t \geq 0 \) and for all \( x \) satisfying \( x \geq J(t)/M \), the following inequality holds true
\[
N(t,x) \geq M - \frac{J(t)}{x}.
\]

**Proof.** Chebychev inequality applied to the probability distribution \( n/M \) yields that
\[
\int_x^\infty \frac{n(t,y)}{M} dy \leq \frac{1}{xM} \int_0^\infty yn(t,y)dy.
\]

We next use this lower bound to define a subsolution of equation (7) as the solution of a particular heat equation on a bounded domain \([0,L]\).

Firstly, recalling that \( \partial_x N \) and \( n(t,0) \) are non negative, we deduce that the solution \( \hat{N} \) of the classical heat equation on \( \mathbb{R}^+ \)
\[
\begin{align*}
\partial_t \hat{N}(t,x) - \partial_{xx} \hat{N}(t,x) &= 0, \quad \text{in } \mathbb{R}^*_+, \\
\hat{N}(t,0) &= 0, \\
\hat{N}^0 &= N^0, \quad \text{in } \mathbb{R}_+,
\end{align*}
\]
(9)
is a subsolution of equation (7). Next, using Lemma (3.4), we will consider a bounded domain. The advection to 0 disappears in favor of a boundary term in \( x = L \). This latter term depends on the decreasing first momentum and this gives a weak way to transport to 0.
Proposition 3.5. For $n$ solution of equation (1) with $M \geq 1$, for $L \geq \frac{J(0)}{M}$, we have

$$n(t, 0) \geq M - \frac{J(0)}{L} \left( 1 + 2 \sum_{n \in \hat{N}} (-1)^n \exp \left( - \left( \frac{n \pi}{L} \right)^2 t \right) \right).$$

Furthermore, for $t > \left( \frac{J(0)}{M \pi} \right)^2 \log(2)$, we have

$$n(t, 0) \geq k > 0.$$

Proof. First, if $f$ solution of the bounded heat equation with Dirichlet conditions,

$$\begin{cases}
\partial_t f(t, x) - \partial_{xx} f(t, x) = 0, & \text{in } (0, L), \\
f(t, 0) = f(t, L) = 0, \\
f^0(x) = N^0(x), & \text{in } (0, L),
\end{cases}$$

then we recall that

$$f(t, x) = \sum_{n \in \hat{N}} \sin \left( \frac{n \pi x}{L} \right) \exp \left( - \left( \frac{n \pi}{L} \right)^2 t \right) f_n,$$

with the Fourier coefficients

$$f_n = \frac{2}{L} \int_0^L N^0(y) \sin \left( \frac{n \pi y}{L} \right) dy.$$

Let $L$ be such that $L \geq \frac{J(0)}{M}$. Since the first momentum $J$ is decreasing, from Lemma (3.4), we deduce that $N(t, L) \geq M - \frac{J(0)}{L}$ for all $t \geq 0$. We now define the following problem

$$\begin{cases}
\partial_t \tilde{N}(t, x) - \partial_{xx} \tilde{N}(t, x) = 0, & \text{in } (0, L), \\
\tilde{N}(t, 0) = 0, & \tilde{N}(t, L) = M - \frac{J(0)}{L}, \\
\tilde{N}^0(x) = N^0(x), & \text{in } (0, L).
\end{cases}$$

We extend the solution $\tilde{N}$ on $[L, +\infty]$ by

$$N^*(t, x) = \begin{cases}
\tilde{N}(t, x), & \text{if } x \leq L, \\
M - \frac{J(0)}{L}, & \text{if } x > L.
\end{cases}$$

From Lemma 3.4 together with the fact that the solution $\tilde{N}$ of the heat equation on $\mathbb{R}_+$ is a subsolution of equation (7) we deduce that $N^*$ is a subsolution of equation (7). Using Fourier series to solve (11), we obtain that

$$\tilde{N}(t, x) = \frac{x \tilde{N}(t, L)}{L} + \sum_{n \in \hat{N}} \sin \left( \frac{n \pi x}{L} \right) \exp \left( - \left( \frac{n \pi}{L} \right)^2 t \right) g_n,$$
with the Fourier coefficients defined by
\[ g_n = \frac{2}{L} \int_0^L \left( N^0(y) - \frac{y \tilde{N}(t, L)}{L} \right) \sin \left( \frac{n \pi y}{L} \right) \, dx = \frac{2}{L} \int_0^L N^0(y) \sin \left( \frac{n \pi y}{L} \right) \, dy + 2 \tilde{N}(t, L) \frac{n \pi}{n \pi} (-1)^n. \]

By strong maximum principle [7], a solution of (10), with initial datum \( N^0 \geq 0 \), is positive, hence
\[ \tilde{N}(t, x) \geq \frac{x \tilde{N}(t, L)}{L} + \sum_{n \in \mathbb{N}^*} \sin \left( \frac{n \pi x}{L} \right) \exp \left( - \left( \frac{n \pi}{L} \right)^2 t \right) \frac{2 \tilde{N}(t, L)}{n \pi} (-1)^n. \]

Furthermore, recalling that \( N(t, 0) = \tilde{N}(t, 0) = 0 \) and that \( \tilde{N} \leq N \) on \([0, +\infty) \times [0, L] \), we deduce that
\[ n(t, 0) = \partial_x N(t, 0) \geq \partial_x \tilde{N}(t, 0) \geq \frac{\tilde{N}(t, L)}{L} \left( 1 + 2 \sum_{n \in \mathbb{N}^*} (-1)^n \exp \left( - \left( \frac{n \pi}{L} \right)^2 t \right) \right), \]

hence, for \( t > \left( \frac{L}{\pi} \right)^2 \log(2) \), it follows that
\[ n(t, 0) \geq \frac{\tilde{N}(t, L)}{L} \left( 1 - 2 \exp \left( - \left( \frac{\pi}{L} \right)^2 t \right) \right) = k(t) > 0. \]

□

The previous lower bound on \( n(t, 0) \) provides us an upper bound on the blow-up time \( T^* \).

**Corollary 3.6.** For \( n \) solution of equation (1) with \( M > 1 \), we have the following upper bound on blow-up time
\[ T^* \leq 4 \frac{J(0)^2}{M^2(M - 1)} \left( 1 + \frac{M - 1}{6} \right). \]

**Proof.** From proposition 3.5 it follows that
\[ \frac{J(0)}{M - 1} = \int_0^{T^*} n(t, 0) \, dt \geq \frac{M - \frac{J(0)}{L}}{2} \left( T^* + \frac{2 L^2}{\pi^2} \sum_{n \in \mathbb{N}^*} \frac{(-1)^n}{n^2} \right). \]

Moreover, recalling that \( \sum_{n \in \mathbb{N}^*} \frac{(-1)^n}{n^2} = -\frac{\pi^2}{12} \), for all \( L \geq \frac{J(0)}{M} \), we see that
\[ T^* \leq \frac{J(0)}{M - 1} \frac{L}{M - \frac{J(0)}{L}} + \frac{L^2}{6}. \]

For \( L \) optimal, i.e. given by \( L = \frac{2 J(0)}{M} \geq \frac{J(0)}{M} \), we obtain that
\[ T^* \leq 4 \frac{J(0)^2}{M^2(M - 1)} \left( 1 + \frac{M - 1}{6} \right). \]
Remark 4. The upper bound on the blow-up time $T^*$ given in the previous proof is $4 \left(1 + \frac{M-1}{6}\right)$ times bigger than the one found in [3]. Indeed in [3], with a non-increasing initial condition, it was found that $T^* = \frac{J(0)^2}{M^2(M-1)}$. In this work, convection is described by the decreasing of the first momentum, then we have only used diffusion phenomenon in equation (11). This could explain the difference in results.

4 Subcritical mass and self similar decay

For the case $M < 1$, global existence has been proved in [3]. Here, we are interested in the asymptotic behaviour and self similar decay has also been exhibited in [3]. If we perform the following change of variable:

$$n(t, x) = \frac{1}{\sqrt{1 + 2t}} u \left( \log(1 + 2t), \frac{x}{\sqrt{1 + 2t}} \right),$$

then, the density $u(\tau, y)$ satisfies

$$\partial_\tau u(\tau, y) - \partial_{yy} u(\tau, y) - \partial_y (yu(\tau, y)) - u(\tau, 0)\partial_y u(\tau, y) = 0,$$

together with a zero flux boundary condition, $\partial_y u(\tau, 0) + u(\tau, 0)^2 = 0$. The additional left-sided drift contributes to confine the mass in the new frame $(\tau, y)$. It has been proved in [3] that $u$ converges to $G_\alpha$ in large time, where $G_\alpha$ is given by

$$G_\alpha(y) = \alpha \exp \left( -\alpha y - \frac{y^2}{2} \right), \quad \int_0^\infty G_\alpha(y)dy = \int_0^\infty u(0, y)dy = M, \quad (12)$$

and more precisely, that the following Lyapunov functional $L$ converges to $0$,

$$L(\tau) = \int_0^\infty u(\tau, y) \log \left( \frac{u(\tau, y)}{G_\alpha(y)} \right) dy + \frac{(J(\tau) - \alpha(1-M))^2}{2(1-M)}. \quad (13)$$

In Proposition 1.4 we improve this result with an exponential decay to equilibrium. The proof of this result is done as follows. In the new variables, the equilibrium state is a gaussian, hence in a linear frame the natural tool would be a logarithmic Sobolev inequality established by Gross in [8] that we first recall, see [2] for a proof for instance. Although we are dealing here with a non linear problem this method will be fruitful. To do so, we apply this inequality to a suitable measure, namely $G_{\alpha_0}(y)dy$. It would have been natural to apply a logarithmic Sobolev inequality to the measure
\[ G(\gamma)dy \] but a computation of the entropy dissipation with respect to the equilibrium state, \( G_\beta \), leads to the Fisher information expressed with respect to \( G_{u_0}(\gamma)dy \). Therefore a natural idea was to apply a logarithmic Sobolev inequality with respect to \( G_{u_0}(\gamma)dy \).

**Lemma 4.1 (Logarithmic Sobolev inequality).** Let \( \nu(x)dx = \exp(-V(x))dx \) be a measure with smooth density on \( \mathbb{R}_+ \). Assume that \( V''(x) \geq 1 \) then, for \( u \geq 0 \) satisfying \( \int_{\mathbb{R}_+} u(x)dx = \int_{\mathbb{R}_+} \nu(x)dx \), we have

\[
\int_0^\infty u(x) \log \left( \frac{u(x)}{\nu(x)} \right) dx \leq \frac{1}{2} \int_0^\infty u(x) \left( \partial_x \left( \log \frac{u(x)}{\nu(x)} \right) \right)^2 dx.
\]

On the first hand, let us define the map \( \beta \mapsto C(\beta) \) by

\[
C(\beta) \int_0^\infty \exp \left( -\beta y - \frac{y^2}{2} \right) dy = M,
\]

and \( V_\beta(y) = \beta y + \frac{y^2}{2} + \log C(\beta) \). Such a function satisfies \( V''_\beta(y) = 1 \) and

\[
C(\beta) \exp \left( -\beta y - \frac{y^2}{2} \right) = \exp \left(-V_\beta(y)\right) = G_\beta(y),
\]

hence lemma 4.1 can be applied and this yields that

\[
2H(u|G_\beta) \leq I(u|G_\beta).
\] (14)

On the second hand, we recall that the evolution of the relative entropy with respect to \( G_\alpha \), see [3],

\[
\frac{d}{d\tau} L(\tau) = -I(u|G_{u_0}) - \frac{(J(\tau) - u_0(\tau)(1 - M))^2}{1 - M}.
\]

Furthermore, the relative entropy can be decomposed as follows

\[
H(u|G_\alpha) = \int_0^\infty u(\tau, y) \log \left( \frac{u(\tau, y)}{G_\alpha(y)} \right) dy = \int_0^\infty u(\tau, y) \log \left( \frac{u(\tau, y)}{G_{u_0}(y)} \right) dy + \int_0^\infty u(\tau, y) \log \left( \frac{G_{u_0}(y)}{G_\alpha(y)} \right) dy
\]

Recalling the definition of \( G_{u_0} \) we deduce that

\[
\int_0^\infty u(\tau, y) \log \left( \frac{G_{u_0}(y)}{G_\alpha(y)} \right) dy = \int_0^\infty u(\tau, y) \log \left( \frac{C_0}{\alpha} \right) dy + \int_0^\infty u(\tau, y) \log(\exp((\alpha - u_0(\tau))y))dy
\]

\[
= M \log \left( \frac{C_0}{\alpha} \right) + (\alpha - u_0(\tau))J(\tau),
\]

where \( C_0 = C(u_0) \). Therefore,

\[
2H(u|G_\beta) = 2H(u|G_{u_0}) + 2M \log \left( \frac{C_0}{\alpha} \right) + 2(\alpha - u_0(\tau))J(\tau),
\]
from which we deduce that

\[
\frac{d}{d\tau} L(\tau) + 2L(\tau) = 2H(u|G_{u_0}) - I(u|G_{u_0}) + 2M \log \left( \frac{C_0}{\alpha} \right) - 2\alpha (u_0(\tau) - \alpha)(1 - M) - (u_0(\tau) - \alpha)^2(1 - M).
\]

Recalling next a logarithmic Sobolev inequality (14) together with \(-(u_0(\tau) - \alpha)^2(1 - M) \leq 0\), it follows that

\[
\frac{d}{d\tau} L(\tau) + 2L(\tau) \leq 2M \log \left( \frac{C_0}{\alpha} \right) - 2\alpha (u_0(\tau) - \alpha)(1 - M).
\]

Now, it remains to evaluate the sign of the right-hand side term of the previous inequality, which we denote by \(\Delta\). The definition of \(C_0\) first provides that

\[
\log \left( \frac{C_0}{\alpha} \right) = -\log \left( \frac{\int_0^\infty \exp \left( -u_0(\tau)y - \frac{y^2}{2} \right) dy}{\int_0^\infty \exp \left( -\alpha y - \frac{y^2}{2} \right) dy} \right) = -\log \left( \int_0^\infty \exp \left( (\alpha - u_0(\tau))y \right) \frac{G_\alpha(y)}{M} dy \right),
\]

furthermore since

\[
-2\alpha (u_0(\tau) - \alpha)(1 - M) = 2(\alpha - u_0(\tau)) \int_0^\infty \alpha y \exp \left( -\alpha y - \frac{y^2}{2} \right) dy = 2M \int_0^\infty \log(\exp((\alpha - u_0(\tau))y)) \frac{G_\alpha(y)}{M} dy,
\]

from Jensen inequality it follows that

\[
\Delta = 2M \left( \int_0^\infty \log(\exp((\alpha - u_0(\tau))y)) \frac{G_\alpha(y)}{M} dy - \log \left( \int_0^\infty \exp((\alpha - u_0(\tau))y) \frac{G_\alpha(y)}{M} dy \right) \right) \leq 0,
\]

hence

\[
\frac{d}{d\tau} L(\tau) + 2L(\tau) \leq 0.
\]

This achieves the proof of proposition 1.4.

\[\square\]

In order to obtain a rate of convergence for the \(L^1\) norm we will use the Csiszár-Kullback inequality, [5],[12].

**Proposition 4.2** (Csiszár-Kullback inequality). For any non-negative functions \(f, g \in L^1(\mathbb{R}_+)\) such that \(\int_{\mathbb{R}_+} f(x) dx = \int_{\mathbb{R}_+} g(x) dx = M\), we have that

\[
\|f - g\|_1^2 \leq 2M \int_0^\infty f(x) \log \left( \frac{f(x)}{g(x)} \right) dx.
\]

(15)
Corollary 4.3. The following inequalities hold true:

\[
H(u|G_\alpha) \leq L(0) \exp(-2\tau),
\]

\[
\|u(\tau, y) - G_\alpha(y)\|_1 \leq \sqrt{2ML(0)} \exp(-\tau),
\]

\[
\|n(t, x) - \frac{1}{\sqrt{1+2t}} G_\alpha(\frac{x}{\sqrt{1+2t}})\|_1 \leq \frac{\sqrt{2ML(0)}}{(1+2t)^{3/2}}.
\]

Remark 5. The ’degradation’ of the convergence as \(M \to 1\) is not contained in the rate of convergence but in the initial value \(L(0)\). Indeed, the correction term to the entropy contains the factor \((1-M)\) in the denominator. Therefore \(L(0)\) may become very large as \(M\) tends to 1. Hence, even if the rate does not depend on the mass, the evolution of \(L(0)\) as \(M \to 1\) affects the convergence quality.

5 Critical mass and trend to equilibrium

In the critical case, if \(J(0) < \infty\), using (6), we first notice that the first momentum \(J\) is conserved. Moreover the stationary states to (1) are given by the one parameter family: \(n_\infty(0) \exp(-n_\infty(0)x)\). Hence \(J_\infty = \frac{1}{n_\infty(0)}\) and there is only one equilibrium state: \(\nu_\alpha(x) = \alpha \exp(-\alpha x)\) with \(\alpha = \frac{1}{J(0)}\).

We also recall the formal computation of the time evolution of the relative entropy:

\[
\frac{d}{dt}H(n|\nu_\alpha) = - \int_0^\infty n(t, x)(\partial_x \log n(t, x) + n(t, 0))^2 dx = -I(n|\nu_0),
\]

where we have used the notation

\[
\nu_0(t, x) dx = n(t, 0) \exp(-n(t, 0)x) dx.
\]

In [3], under the hypothesis that the second momentum is finite, it has been proved that the solution to (1) converges in relative entropy to \(\nu_\alpha\). Here, we improve the convergence result by precising the speed of convergence. First, we give a rate in the case of initially finite second momentum. Then, when the third momentum is initially finite, using the HWI inequality we improve the rate of convergence.

5.1 The Lyapunov functional approach

As we saw in the sub-critical case, a logarithmic Sobolev inequality is a powerful tool to deal with Gaussian measure. However, in the critical case, the stationary state is an exponentially decreasing measure but non-Gaussian. In order to use a logarithmic Sobolev inequality, we consider a Lyapunov functional approach. Indeed, corrective terms will bring the construction of a targeted Gaussian measure. We give a speed of convergence for relative entropy with the following theorem.
Using equation (16), we have that

\[ H(n|\nu_0) \leq \frac{1}{\sqrt{1+2t}} \left( H(n^0|\nu_0) + \int_0^\infty \frac{x^2}{2} n^0(x) dx \right). \]

**Proof.** Let \( c > 0 \) be a differentiable function on \( \mathbb{R}_+ \). Let us consider the nonnegative Lyapunov functional

\[ F(t) = H(n|\nu_0) + c(t) \int_0^\infty \frac{x^2}{2} n(t,x) dx. \]

Using equation (16), we have that

\[ \frac{d}{dt} F(t) = -I(n|\nu_0) + c(t) \frac{d}{dt} \left( \int_0^\infty \frac{x^2}{2} n(t,x) dx \right) + c'(t) \int_0^\infty \frac{x^2}{2} n(t,x) dx. \]

We need to bring up a Gaussian measure in Fisher information in order to use a logarithmic Sobolev inequality. An easy computation shows that

\[ \frac{d}{dt} \left( \int_0^\infty \frac{x^2}{2} n(t,x) dx \right) = \int_0^\infty \frac{x^2}{2} \partial_x \left( n(t,x) \partial_x \left( \log \frac{n(t,x)}{\nu_0(t,x)} \right) \right) dx = - \int_0^\infty n(t,x) \partial_x \left( \log \frac{n(t,x)}{\nu_0(t,x)} \right) dx. \]

The previous equality (17) leads us to regroup the terms as follows

\[
\frac{d}{dt} F(t) = - \int_0^\infty n(t,x) \left[ \left( \partial_x \left( \log \frac{n(t,x)}{\nu_0(t,x)} \right) \right)^2 + c(t) x \partial_x \left( \log \frac{n(t,x)}{\nu_0(t,x)} \right) + c(t)^2 \frac{x^2}{4} \right] dx \\
+ \left( c'(t) + \frac{c(t)^2}{2} \right) \int_0^\infty \frac{x^2}{2} n(t,x) dx
\]

\[ = - \int_0^\infty n(t,x) \left[ \left( \partial_x \left( \log \frac{n(t,x)}{\nu_0(t,x)} \right) \right)^2 + 2 \left( \partial_x \log \exp \left( \frac{c(t)x^2}{4} \right) \right) \left( \partial_x \left( \log \frac{n(t,x)}{\nu_0(t,x)} \right) \right) \right. \\
+ \left( \partial_x \log \exp \left( \frac{c(t)x^2}{4} \right) \right)^2 \left] dx + \left( c'(t) + \frac{c(t)^2}{2} \right) \int_0^\infty \frac{x^2}{2} n(t,x) dx. \tag{18} \]

We define the Gaussian measure \( G_{0,c(t)/2}(t,x) dx \) by

\[ G_{0,c(t)/2}(t,x) dx = \frac{\nu_0(t,x) \exp \left( -\frac{c(t)x^2}{4} \right)}{\int_0^\infty \nu_0(t,x) \exp \left( -\frac{c(t)x^2}{4} \right) dx}. \tag{19} \]

Recalling the definition of the Fisher information together with (19), equality (18) rewrites as

\[ \frac{d}{dt} F(t) = -I(n|G_{0,c(t)/2}) + \left( c'(t) + \frac{c(t)^2}{2} \right) \int_0^\infty \frac{x^2}{2} n(t,x) dx. \]
Using next a logarithmic Sobolev inequality (4.1) for the Gaussian measure 
$G_{0,c(t)/2}$, it follows that
\[
I(n|G_{0,c(t)/2}) \geq c(t)H(n|G_{0,c(t)/2}),
\]
hence
\[
\frac{d}{dt} F(t) \leq -c(t)H(n|G_{0,c(t)/2}) + \left( c'(t) + \frac{c(t)^2}{2} \right) \int_0^\infty \frac{x^2}{2} n(t,x)dx. \tag{20}
\]
In order to have a rate of convergence, we want to make appear the Lyapunov functional on the right-hand side term and we use that
\[
H(n|G_{0,c(t)/2}) = H(n|\nu_0) + \int_0^\infty n \log \left( \frac{\nu_0}{G_{0,c(t)/2}} \right)
\]
which allows rewriting (20) as
\[
\frac{d}{dt} F(t) \leq -c(t)F(t) - c(t) \int_0^\infty n \log \left( \frac{\nu_0}{G_{0,c(t)/2}} \right) + \left( c'(t) + c(t)^2 \right) \int_0^\infty \frac{x^2}{2} n(t,x)dx + c(t)^2 \int_0^\infty \frac{x^2}{4} n(t,x)dx. \tag{21}
\]
On the other hand, since $\int_{\mathbb{R}_+} n(t,x)dx = 1$, we deduce that
\[
\int_0^\infty n(t,x) \log \left( \frac{\nu_0(x)}{G_{0,c(t)/2}(t,x)} \right) dx = \log \left( \alpha \int_0^\infty \exp \left( -n(t,0)x - \frac{c(t)x^2}{4} \right) dx \right)
+ (n(t,0) - \alpha) \int_0^\infty x n(t,x)dx + \frac{c(t)}{4} \int_0^\infty x^2 n(t,x)dx,
\]
hence this provides a control on $\int_0^\infty n \log \left( \frac{\nu_0}{G_{0,c(t)/2}} \right)$. Jensen inequality gives a first control on the following terms
\[
\log \left( \alpha \int_0^\infty \exp \left( -n(t,0)x - \frac{c(t)x^2}{4} \right) dx \right) \geq (\alpha - n(t,0)) \int_0^\infty x \nu_0(x)dx - \frac{c(t)}{4} \int_0^\infty x^2 \nu_0(x)dx.
\]
Recalling the conservation of the first momentum, $\int_{\mathbb{R}_+} x n(t,x)dx = \int_{\mathbb{R}_+} x \nu_0(x)dx$, (22) simplifies as
\[
\int_0^\infty n \log \left( \frac{\nu_0}{G_{0,c(t)/2}} \right) \geq \frac{c(t)}{4} \left( \int_0^\infty x^2 n(t,x)dx - \int_0^\infty x^2 \nu_0(x)dx \right) = c(t) \left( \int_0^\infty \frac{x^2}{4} n(t,x)dx - \frac{1}{2} \right),
\]
coming back to (21),
\[
\frac{d}{dt} F(t) \leq -c(t)F(t) + (c'(t) + c(t)^2) \int_0^\infty \frac{x^2}{2} n(t,x)dx + \frac{c(t)^2}{2}.
\]
hence, choosing $c(t)$ to satisfy
\[ c'(t) = -c(t)^2 \left( 1 + \frac{1}{\alpha^2 \int_0^\infty x^2 n(t, x) \, dx} \right), \tag{23} \]
we have a rate of convergence on the time evolution of $F$
\[ \frac{d}{dt} F(t) \leq -c(t) F(t), \tag{24} \]
Using next Cauchy-Schwarz inequality on the measure $n(t, x) \, dx$, we see that
\[ \int_0^\infty x^2 n(t, x) \, dx = \left( \int_0^\infty n(t, x) \, dx \right) \left( \int_0^\infty x^2 n(t, x) \, dx \right) \geq \left( \int_0^\infty x n(t, x) \, dx \right)^2 = \frac{1}{\alpha^2}. \]
hence a first lower bound on $c(t)$ defined by (23):
\[ c'(t) \geq -2c(t)^2, \quad c(t) \geq \frac{1}{1 + 2t}. \]
For sake of simplicity, we choose $c(0) = 1$. Using Gronwall lemma in (24), we obtain that
\[ F(t) \leq F(0) \exp \left( - \int_0^t c(s) \, ds \right) \leq F(0) \exp \left( -\frac{1}{2} \log(1 + 2t) \right) = \frac{F(0)}{\sqrt{1 + 2t}}, \tag{25} \]
Since $H(n|\nu_\alpha) \leq F(t)$, this achieves the proof.

\[ \square \]

From theorem 5.1 and Csiszár-Kullback inequality (15), we immediately deduce the $L^1$ convergence
\[ \|n - \nu_\alpha\|_1^2 \leq 2H(n|\nu_\alpha) \leq \frac{C_0^2}{\sqrt{1 + 2t}}, \]
where $C_0 = \sqrt{2F(0)} = \sqrt{2H(n_0|\nu_\alpha) + \int_0^\infty x^2 n_0(x) \, dx}$.

**Corollary 5.2.** Assume that $\int_0^\infty x^2 n_0(x) \, dx < +\infty$ and that $H(n_0|\nu_\alpha) < +\infty$. For any time $t > 0$, we have
\[ \|n - \nu_\alpha\|_1 \leq \frac{C_0}{(1 + 2t)^{\frac{1}{2}}}, \]
where $C_0$ was previously defined.

During the proof of Theorem 5.1, we could have found a better lower bound for $c$, defined by (23), and consequently a better rate of convergence.
Proposition 5.3. Assume that \( \int_0^{+\infty} x^2 n^0(x) dx < +\infty \) and that \( H(n^0|\nu_\alpha) < +\infty \). For all \( \beta < 2/3 \), there exists a constant \( C \) and a time \( t_\beta \) such that the following inequality holds true for any time \( t \geq t_\beta \)

\[
\left\| n - \nu_\alpha \right\|_1 \leq \frac{C}{(1 + t)^{\frac{7}{2}}},
\]

Proof. We have a better lower bound of the second moment with the following lemma.

Lemma 5.4. With the previous definition of \( n \) and \( \nu_\alpha \), the following inequality holds true

\[
\liminf_{t \to +\infty} \int_0^{\infty} x^2 n(t, x) dx \geq \frac{2}{\alpha^2}.
\]

Proof. Let \((t_k)_k\) be the following sequence

\[
\liminf_{t \to +\infty} \int_0^{\infty} x^2 n(t, x) dx = \lim_{k \to +\infty} \int_0^{\infty} x^2 n(t_k, x) dx.
\]

Recalling Theorem 1.3, the convergence \( L^1 \) of \( n \) towards \( \nu_\alpha \) holds true. Thus, we can find a sub-sequence \((t_{k_p})_p\) of \((t_k)_k\) such that \( n(t_{k_p}, .) \) converges towards \( \nu_\alpha \) almost everywhere. We define

\[
u_p(x) = \min(n(t_{k_p}, x), \nu_\alpha(x)) \leq \nu_\alpha(x).
\]

Since \( \int_0^{\infty} x^2 u_p(x) dx \leq \frac{2}{\alpha^2} \) and \( x^2 u_p(x) \to x^2 \nu_\alpha(x) \) for almost all \( x \), we can use Fatou’s lemma

\[
\int_0^{\infty} x^2 \nu_\alpha(x) dx = \int_0^{\infty} \liminf_{p \to +\infty} x^2 u_p(x) dx \leq \liminf_{p \to +\infty} \int_0^{\infty} x^2 u_p(x) dx \leq \liminf_{t \to +\infty} \int_0^{\infty} x^2 n(t, x) dx.
\]

\( \square \)

This lemma provides an upper bound on the right hand side term in (23) hence, by definition of the lim sup, for all \( \eta > 3/2 \), we obtain that

\[
\inf_{s \geq 0} \left( \frac{1}{\alpha^2} \int_0^{\infty} x^2 n(t, x) dx \right) < \eta - 1.
\]

Finally, there exists a time \( t_\eta \) such that for \( t \geq t_\eta \) with \( c(t_\eta) > 0 \),

\[
c'(t) \geq -\eta c(t)^2, \quad c(t) \geq c(t_\eta)^{-1} + \eta(t - t_\eta), \quad \int_{t_\eta}^{t} c(s) ds \geq \frac{1}{\eta} \log(c(t_\eta)^{-1} + \eta(t - t_\eta)).
\]

In the same way as in (25), we use the lower bound on \( c \) to conclude: for any time \( t \geq t_\eta \)

\[
F(t) \leq F(t_\eta) \frac{1}{(c(t_\eta)^{-1} + \eta(t - t_\eta))^\frac{1}{\eta}}.
\]
For all $\beta = \frac{1}{\eta} < 2/3$, the previous inequality proves that $(1 + t)^\beta F(t)$ is bounded for $t \geq t_\beta = t_\eta$.

$$(1 + t)^\beta F(t) \leq F(t_\eta) \frac{(1 + t)^\beta}{(c(t_\beta)^{-1} + \frac{1}{\beta}(t - t_\beta))^\beta} \leq C.$$ We conclude this proof by using Csiszár-Kullback inequality (15).

5.2 A better rate

In the previous paragraph, in order to use a logarithmic Sobolev inequality, we have constructed a Gaussian measure with corrective terms. In this paragraph we directly use the HWI inequality firstly established in [14] (see also [16]), which is adapted for exponentially decreasing measure, and we improve the speed of convergence by controlling the second momentum. As we have seen in the Lyapunov functional approach, the rate of convergence could have been improved by using better estimations on the second momentum. The Wasserstein distance appears in the HWI inequality and we can control this distance with the second momentum. We need a third momentum uniformly bounded in time for such control on the second momentum. This is the following result.

**Theorem 5.5.** Assume that $\sup_{t \geq 0} \int_0^\infty x^3 n(t, x) dx < +\infty$, then, there exist $t_0 > 0$, $C_1 > 0$ and $C_2 > 0$ such that for any time $t \geq t_0$

$$H(n|\nu_\alpha) \leq \frac{1}{C_1 + C_2 t}.$$ Proof. We break the proof into several lemmas. We start by recalling the HWI inequality obtained in [14], see [16] for instance. This inequality binds both Fisher information, entropy and Wasserstein distance and can be applied to exponentially decreasing measure.

**Lemma 5.6 (HWI inequality).** Let $\nu(x) dx = \exp(-V(x)) dx$ be a measure with smooth density on $\mathbb{R}_+$, with $V''(x) \geq 0$ and $\int V(x) \exp(-V(x)) dx < +\infty$. Then, for $n \geq 0$ with finite momentums up to order 2, we have

$$H(n|\nu) \leq W_2(n, \nu) \sqrt{I(n|\nu)}.$$ In the particular case of an exponential distribution $\nu_\theta(t, x) dx = n(t, 0) \exp(-n(t, 0)x) dx$, the HWI inequality reads as

$$\frac{d}{dt} H(n|\nu_\alpha) = -I(n|\nu_\theta) \leq -\frac{H^2(n|\nu_\theta)}{W_2^2(n, \nu_\theta)}.$$ This inequality becomes very powerful once it is associated with the following inequalities.
Lemma 5.7. With the previous definition of $n$, $\nu_0$ and $\nu_\alpha$, the following inequalities hold true

1. $H(n|\nu_0) \geq H(n|\nu_\alpha)$,

2. $W_2(n,\nu_0)^2 \leq 2 \int_0^\infty x^2 n(t,x)dx + \frac{4}{n(t,0)^2}$.

Proof. We compare the two terms of the first inequality

$$H(n|\nu_0) - H(n|\nu_\alpha) = \int_0^\infty n(t,x) \log \left( \frac{\nu_\alpha(x)}{\nu_0(x)} \right) dx = \log \left( \frac{\alpha}{n(t,0)} \right) + (n(t,0) - \alpha) \int_0^\infty x n(t,x)dx.$$ 

For all $X > 0$, we recall that $X - 1 \geq \log X$ then

$$H(n|\nu_0) - H(n|\nu_\alpha) = -\log \left( \frac{n(t,0)}{\alpha} \right) + \frac{n(t,0) - 1}{\alpha} \geq 0,$$

with $\int_0^\infty x n(t,x)dx = \frac{1}{\alpha}$. Using the definition of the Wasserstein distance (5), the second inequality is just a consequence of the triangle inequality

$$W_2(n,\nu_0) \leq W_2(n,\delta_0) + W_2(\delta_0,\nu_0) = \sqrt{\int_0^\infty x^2 n(t,x)dx + \frac{\sqrt{2}}{n(t,0)}},$$

together with $(a + b)^2 \leq 2a^2 + 2b^2$ for $a, b \in \mathbb{R}$. □

The Wasserstein distance is then controlled by the second momentum and $n(t,0)$. Recalling Proposition 3.5, for $t \geq \frac{\log 2}{(\alpha \pi)^2} = t_0$, we have a lower bound on $n(t,0)$:

$$\frac{4}{n(t,0)^2} \leq K.$$ 

Furthermore using Lemma 5.7, for any time $t \geq t_0$, we see that

$$\frac{d}{dt} H(n|\nu_\alpha) \leq -\frac{H^2(n|\nu_\alpha)}{K + 2 \int_0^\infty x^2 n(t,x)dx},$$

hence after time integration,

$$\frac{1}{H(n|\nu_\alpha)} \geq \frac{1}{H(n(t_0,.)|\nu_\alpha)} + \int_{t_0}^t \frac{1}{K + 2 \int_0^\infty x^2 n(t,x)dx}. \quad (26)$$

Using that $X \mapsto \frac{1}{X}$ is convex on $\mathbb{R}_+^*$, together with Jensen inequality, for the probability measure $\frac{1}{t-t_0} 1_{[t_0,t]}(s)ds$, it follows that

$$\int_0^\infty (K + 2 \int_0^\infty x^2 n(t,x)dx)\frac{1}{t-t_0} 1_{[t_0,t]}(s)ds \leq \int_0^\infty K + 2 \int_0^\infty x^2 n(t,x)dx \frac{1}{t-t_0} 1_{[t_0,t]}(s)ds \leq \int_0^\infty 1_{[t_0,t]}(s)ds.$$

□
therefore combining (26) and (27),
\[
\frac{1}{H(n|\nu_\alpha)} \geq \frac{1}{H(n(t_0,.)|\nu_\alpha)} + K + \frac{2}{t-t_0} \int_{t_0}^{t} \int_{0}^{\infty} x^2 n(s,x) dx ds.
\]  
(28)

Thus, if the second momentum is enough controlled, we obtain a better speed of convergence than in the Lyapunov functional approach.

**Remark 6.** If \( \int_{0}^{\infty} x^2 n(t,x) dx \) is uniformly bounded in time, then equation (28) gives
\[
\frac{1}{H(n|\nu_\alpha)} \geq \frac{1}{H(n(t_0,.)|\nu_\alpha)} + C(t-t_0).
\]

However, even if we do not control the second momentum, we can describe the behaviour of its Cesaro mean. We can then end with a final lemma

**Lemma 5.8.** Assume that \( \sup_{t \geq 0} \int_{0}^{\infty} x^3 n(t,x) dx < +\infty \), then for any time \( t > t_0 \)
\[
\frac{1}{t-t_0} \int_{t_0}^{t} \int_{0}^{\infty} x^2 n(s,x) dx ds \leq \frac{1}{3\alpha(t-t_0)} \left( \int_{0}^{\infty} x^3 n(t_0,x) dx - \frac{3\alpha}{4} \left( \int_{0}^{\infty} x^2 n(t_0,x) dx \right)^2 \right) + \frac{2}{\alpha^2}
\]

**Proof.** We start by recalling a simple consequence of Holder inequality
\[
\left( \int_{0}^{\infty} x^2 n(t,x) dx \right)^2 \leq \left( \int_{0}^{\infty} x h(t,x) dx \right) \left( \int_{0}^{\infty} x^3 n(t,x) dx \right) = \frac{1}{\alpha} \int_{0}^{\infty} x^3 n(t,x) dx,
\]  
(29)

with \( \int_{\mathbb{R}_+} x n(t,x) dx = \frac{1}{\alpha} \) then we differentiate and this leads to
\[
\frac{d}{dt} \left( \int_{0}^{\infty} x^3 n(t,x) dx \right) = \int_{0}^{\infty} x^3 \partial_x (\partial_x n(t,x) + n(t,0)n(t,x)) dx = \frac{6}{\alpha} - 3n(t,0) \int_{0}^{\infty} x^2 n(t,x) dx.
\]  
(30)

In the same way, we differentiate the second momentum
\[
\frac{d}{dt} \left( \int_{0}^{\infty} x^2 n(t,x) dx \right) = \int_{0}^{\infty} x^2 \partial_x (\partial_x n(t,x) + n(t,0)n(t,x)) dx = 2 - \frac{2n(t,0)}{\alpha}.
\]  
(31)

Recalling (31), \( n(t,0) \) can be rewritten as
\[
n(t,0) = \alpha - \frac{\alpha}{2} \frac{d}{dt} \left( \int_{0}^{\infty} x^2 n(t,x) dx \right),
\]
allowing us to rewrite equation (30) as
\[
\frac{d}{dt} \left[ \int_{0}^{\infty} x^3 n(t,x) dx \right] = \frac{6}{\alpha} - 3\alpha \int_{0}^{\infty} x^2 n(t,x) dx + \frac{3\alpha}{4} \frac{d}{dt} \left[ \left( \int_{0}^{\infty} x^2 n(t,x) dx \right)^2 \right].
\]  
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Finally, we have obtained
\[
\frac{d}{dt} \left( \int_0^\infty x^3 n(t,x) \, dx - \frac{3\alpha}{4} \left( \int_0^\infty x^2 n(t,x) \, dx \right)^2 \right) = \frac{6}{\alpha} - 3\alpha \int_0^\infty x^2 n(t,x) \, dx,
\]
hence, after time integration,
\[
\left( \int_0^\infty x^3 n(t,x) \, dx - \frac{3\alpha}{4} \left( \int_0^\infty x^2 n(t,x) \, dx \right)^2 \right) + 3\alpha \int_{t_0}^t \int_0^\infty x^2 n(s,x) \, dx \, ds
\]
\[
= \left( \int_0^\infty x^3 n(t_0,x) \, dx - \frac{3\alpha}{4} \left( \int_0^\infty x^2 n(t_0,x) \, dx \right)^2 \right) + \frac{6(t-t_0)}{\alpha},
\]
therefore, recalling (29), we deduce that
\[
\frac{1}{t-t_0} \int_{t_0}^t \int_0^\infty x^2 n(s,x) \, dx \, ds = \frac{1}{3\alpha(t-t_0)} \left( \int_0^\infty x^3 n(t_0,x) \, dx - \frac{3\alpha}{4} \left( \int_0^\infty x^2 n(t_0,x) \, dx \right)^2 \right) + \frac{2}{\alpha^2}.
\]

Consequently, using Lemma 5.8 with (28), it follows that
\[
\frac{1}{H(n|\nu_\alpha)} \geq \frac{1}{H(n(t_0,.)|\nu_\alpha)} + \frac{t-t_0}{K} + \frac{c_0}{t-t_0} + \frac{2}{\alpha^2}.
\]
Taking the inverse, this achieves the proof of Theorem 5.5.
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