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Abstract

Tree-level amplitudes in $\mathcal{N} = 4$ SYM can be decomposed into partial or color-ordered amplitudes. Identities relating various partial amplitudes have been known since the 80’s. They are Kleiss-Kuijf (KK) identities. In 2008, Bern, Carrasco and Johansson (BCJ) introduced a new set of identities which reduce the number of independent partial amplitudes to $(n-3)!$. In recent years, several formulations for partial amplitudes have been discovered and shown to be equivalent to each other. These can be thought of as simple “dualities” in the sense that different formulations make manifest different properties of the same object; the amplitude. One such formulation is the ACCK Grassmannian formulation which makes Yangian invariance of individual partial amplitudes manifest. A different formulation is the so-called connected formula introduced by Witten in twistor space and formulated in momentum space by Roiban, Spradlin and Volovich. It has been argued that the connected formula is ideal for studying properties which are related to the full amplitude, such as the KK relations, and not to particular partial amplitudes, like Yangian invariance. Following this logic, it is very natural to expect that the BCJ identities should have a very simple proof in the connected formulation. In this short note we show that this is indeed the case.
1 Tree Amplitudes and Dual Descriptions

Tree level scattering amplitudes in $\mathcal{N} = 4$ super Yang-Mills can be decomposed in terms of partial amplitudes,

$$A_n = \sum_{\sigma \in S_n/Z_n} \text{Tr}(T^{a_1(1)} T^{a_2(2)} \ldots T^{a_n(n)}) A_n(\sigma(1), \sigma(2), \ldots, \sigma(n))$$  \hspace{1cm} (1.1)

where the sum is over all permutations of $n$ labels modulo cyclic ones [1]. Individual partial amplitudes or color-ordered amplitudes, e.g., $A_n(1, 2, \ldots, n-1, n)$, are known to enjoy remarkable properties such as invariance under an infinite dimensional algebra known as the Yangian of $\text{psu}(2, 2|4)$ whose level one generators are build using the particular ordering of the partial amplitude under consideration [2]. The full amplitude, $A_n$, is also known to satisfy interesting properties, some of which can be derived from the Lagrangian formulation, like the $U(1)$ decoupling identity or its generalizations known as the Kleiss-Kuijf (KK) relations [3].

Luckily, two different but equivalent formations have been found where each class of identities becomes manifest. The formulation that makes manifest the Yangian invariance of $A_n(1, 2, \ldots, n)$ is in terms of a contour integral on a Grassmannian,

$$L_{n,m} = \frac{1}{\text{vol}(\text{GL}(m))} \int \frac{d^{m\times n} C}{(12 \ldots m)(23 \ldots m + 1) \ldots (n1 \ldots m - 1)}$$

$$\times \prod_{a=1}^{m} \delta^4(C_{ca} \hat{\eta}_a) \delta^2(C_{ca} \hat{\lambda}_a) \int d^2 \rho_a \prod_{a=1}^{n} \delta^2(\rho_{\beta} C_{\beta a} - \lambda_a)$$  \hspace{1cm} (1.2)

where $m$ is the $R$-charge of sector under consideration [4, 5, 6]. We use the convention that roman repeated indices in the arguments of delta functions are summer over the particle labels, e.g., the “a” index in $C_{ca} \hat{\eta}_a$ indicates a sum over terms with $a \in \{1, 2, \ldots, n\}$.

The second formulation is the connected formula introduced by Witten [7] in twistor space and formulated and studied in momentum space by Roiban, Spradlin and Volovich [8]. It turns out that the RSVW formula can be thought of as an integral over the Grassmannian $G(2, n)$ localized on maps of degree $m-2$ into $G(m, n)$ known as Veronese maps. The explicit form for $A_n(1, 2, \ldots, n)$ is given by

$$\frac{1}{\text{vol}(\text{GL}(2))} \int \frac{d^{2n} \sigma}{(12)(23) \ldots (n1)} \prod_{a=1}^{m} \delta^4(C_{aa}[\sigma] \hat{\lambda}_a) \delta^4(C_{aa}[\sigma] \hat{\eta}_a) \int d^2 \rho_a \prod_{b=1}^{n} \delta^2(\rho_{\beta} C_{\beta b}[\sigma] - \lambda_b)$$  \hspace{1cm} (1.3)
where the measure is \( d^{2n}\sigma = d^2\sigma_1 d^2\sigma_2 \ldots d^2\sigma_n \). The integrand is invariant under GL(2) transformations acting on each \( \sigma_a = (\sigma_{(1)a}, \sigma_{(2)a}) \) as can easily be checked using that \((a, b) = (\sigma_{(1)a}\sigma_{(2)b} - \sigma_{(2)a}\sigma_{(1)b})\) is SL(2) invariant and scales appropriately to cancel the transformation of the measure. The Veronese map is explicitly defined to be

\[
C_{\alpha a}[\sigma] = \sigma^{m-a}_{(1)a} \sigma^{n-1}_{(2)a}.
\]

In this formula each one-particle state is represented using an on-shell SUSY coherent state \( |\lambda_a, \tilde{\lambda}_a, \tilde{\eta}_a\rangle \). Details on the connection between the GL(2) invariant form used in this paper and the original RSVW formulation can be found in [9].

2 Relations Among Partial Amplitudes

In this note we concentrate on identities that relate different partial amplitudes. It is known that the independent set of identities are given by the KK relations and the fundamental Bern-Carrasco-Johansson (BCJ) identities [10] (for a review see [11]).

In order to illustrate why the connected formulation is useful to make manifest properties that relate different partial amplitudes manifest consider the \( U(1) \) decoupling identity. This identity reads

\[
\sum_{a=1}^{n} A(1, 2, \ldots, a, n + 1, a + 1, \ldots, n) = 0.
\] (2.4)

We have chosen to express the identity in terms of \((n + 1)\) partial amplitudes for later convenience.

The power of the connected formula [13] is that most elements in it are permutation invariant. In particular, all the information about the particular R-charge sector is encoded in the delta functions which are permutation invariant. The only part of [13] which knows about the color-ordering is the MHV-like factor \( 1/(12)(23)\ldots(n1) \). This means that if the identity (2.4) is supposed to be a property in all R-charge sectors, then it’d better be a property of the MHV-like factors or become something permutation invariant which vanishes on the support of the delta functions. The fact that the \( U(1) \) decoupling identity and its generalizations are manifest in the connected formula was stressed in the original RSVW work [8].
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Using (1.3) for each of the amplitudes in the identity (2.4) one finds that the following should hold

\[ \sum_{a=1}^{n} \frac{1}{(12)(23)\ldots(a-1,a)(a,n+1)(n+1,a+1)(a+1,a+2)\ldots(n-1,n)(n,1)} = 0. \]

Of course, this is completely equivalent to the \( U(1) \) decoupling identity for MHV amplitudes. However, it is instructive to review the proof. Factoring out from each term \((a,a+1)/(a,n+1)(n+1,a+1)\) one finds

\[ \sum_{a=1}^{n} \frac{1}{(12)(23)\ldots(n-1,n)(n,1)} \sum_{a=1}^{n} \frac{(a+1)}{(a,n+1)(n+1,a+1)} \]

where the prefactor is precisely an MHV-like factor for \( n \) particles. The fact that the sum vanishes is the well-known eikonal identity (note that in the sum \( a+1 \) is defined to be \( 1 \) for \( a = n \)) \[1\].

### 3 Fundamental BCJ Relation

Consider the form of the fundamental BCJ relation which was used by Tye and Zhang to prove it in the MHV sector \[12\]

\[ \sum_{a=1}^{n} \left( \sum_{b=1}^{n} s_{n+1,b} A(1,2,\ldots,a,n+1,a+1,\ldots,n) \right) = 0 \]

A simple rearrangement of terms leads to another form which is somewhat analogous to the \( U(1) \) decoupling identity

\[ \sum_{b=1}^{n} s_{n+1,b} \left( \sum_{a=b}^{n} A(1,2,\ldots,a,n+1,a+1,\ldots,n) \right) = 0. \]

Note that the term \( b = 1 \) is exactly the \( U(1) \) decoupling identity and thus vanishes.

For the reader’s convenience, let us rewrite the connected prescription formula for partial amplitudes with \( n+1 \) particles, \( i.e. \), the partial amplitude \( A(1,2,\ldots,n,n+1) \) is given by

\[ \int \frac{d^2\sigma_1 d^2\sigma_2 \ldots d^2\sigma_{n+1}}{(12)(23)\ldots(n+1,1)} \prod_{a=1}^{n} \delta^2\left(C_{aa}[\sigma] \tilde{\lambda}_a\right) \delta^4(C_{aa}[\sigma] \tilde{n}_a) \int d^2\rho_a \prod_{b=1}^{n+1} \delta^2\left(\rho_\beta C_{\beta b}[\sigma] - \lambda_b\right) \]

\[ \text{[3.9]} \]

\footnote{The formula below differs from the one presented in \[12\] by some trivial relabeling.}
where \([d^2\sigma_1 d^2\sigma_2 \ldots d^2\sigma_n]\) is the measure over \(G(2, n)\), \(\sigma_a = (\sigma_{(1)a}, \sigma_{(2)a})\) and

\[
C_{aa}[\sigma] = \sigma_{(1)a}^{m-a} \sigma_{(2)a}^{a-1}
\]

Using (3.9) to write every amplitude in (3.8) as an integral over \(G(2, n)\), the object we would like to study is the integrand

\[
\frac{1}{(1, 2)(2, 3) \ldots (n-1, n)(n, 1)} \sum_{b=1}^{n} \sum_{a=b}^{n} \frac{1}{(a, n+1)(n+1, a+1)(a+1, a+2) \ldots (n1)}
\]

Recall that here the factors \((a, b)\) denote the two by two determinants in the \(\sigma\) matrix while \(s_{n+1,b} = \langle n + 1, b \rangle[n + 1, b]\).

Following the same steps as in the \(U(1)\) decoupling identity, it is natural to extract a “soft-like” factor associated with particle \(n + 1\) from each term in the sum. More explicitly, the soft-like factor is \((a, a+1)/(a, n+1)(n+1, a+1)\). This means that (3.10) becomes

\[
\frac{1}{(1, 2)(2, 3) \ldots (n-1, n)(n, 1)} \times \sum_{b=1}^{n} s_{n+1,b} \sum_{a=b}^{n} \frac{(a, a+1)}{(a, n+1)(n+1, a+1)}
\]

Each sum over \(a\) can easily be carried out using the eikonal identity

\[
\sum_{a=b}^{n} \frac{(a, a+1)}{(a, n+1)(n+1, a+1)} = \frac{(b, 1)}{(b, n+1)(n+1, 1)}
\]

The integrand of object we would like to prove is zero then becomes

\[
\frac{1}{(1, 2)(2, 3) \ldots (n-1, n)(n, 1)} \times \frac{1}{(n+1, 1)} \times \sum_{b=1}^{n} s_{n+1,b} \frac{(b, 1)}{(b, n+1)}
\]

where we pulled out the factor of \((n+1, 1)\) out of the sum for later convenience.

If the sum in this expression were to vanish on the support of the delta functions in (3.9), then the BCJ relation would follow.

The first step is to note that the factor \(\langle n + 1, b \rangle\) in \(s_{n+1,b}\) can be written in terms of \(\rho_{\alpha}, \sigma_{n+1}\) and \(\sigma_{b}\) by using that on the support of the delta functions of (3.9)

\[
\lambda_{\alpha} = \sum_{\alpha=1}^{m} \rho_{\alpha} C_{aa}(\sigma).
\]

It then follows that

\[
\langle n + 1, b \rangle = \sum_{\alpha, \beta} \langle \rho_{\alpha}, \rho_{\beta} \rangle C_{ab} C_{\beta, n+1}.
\]
Therefore \( \langle n+1, b \rangle \) is a polynomial of degree \( m-1 \) in \( \sigma_b \). In other words, under \( (\sigma_{(1)b}, \sigma_{(2)b}) \to (t \sigma_{(1)b}, t \sigma_{(2)b}) \), the polynomial scales by factor of \( t^{m-1} \). Moreover, the polynomial vanishes when \( \sigma_b \) becomes proportional to \( \sigma_{n+1} \), therefore it must have \( (n+1, b) \) as a factor. Explicitly,

\[
\langle n+1, b \rangle = (n+1, b) \times P_{m-2}(\sigma_b)
\]

where \( P_{m-2} \) is a polynomial of degree \( m-2 \). In what follows it will be very important to keep in mind the obvious fact that the coefficients of \( P_{m-2}(\sigma_b) \) do not depend on \( b \).

Using this result in the sum in (3.12) we find

\[
\sum_{b=1}^{n} P_{m-2}(\sigma_b) \times [\tilde{\lambda}_b \tilde{\lambda}_{n+1}](b 1)
\]

(3.14)

where the factor \( (n+1, b) \) that was in the denominator canceled with the same factor in \( \langle n+1, b \rangle \).

Finally, note that we can freely extend the sum to include the term \( b = n + 1 \) as the corresponding term manifestly vanishes. Let us also denote by \( P_{m-1}(\sigma_b) \) the degree \( m-1 \) polynomial \( P_{m-2}(\sigma_b) \times (b 1) \).

This means that we have

\[
\sum_{b=1}^{n+1} P_{m-1}(\sigma_b) \times [\tilde{\lambda}_b \tilde{\lambda}_{n+1}].
\]

(3.15)

Now recall that the delta functions in (3.9) imply that

\[
\sum_{a=1}^{n+1} \sigma_{(1)a}^{m-\alpha} \sigma_{(2)a}^{\alpha-1} \tilde{\lambda}_a = 0
\]

(3.16)

for all \( \alpha \) in \( \{1, \ldots, m\} \).

If we multiply (3.16) by arbitrary coefficients \( h_\alpha \) and sum over \( \alpha \), we find that any polynomial of degree \( m-1 \) in \( \sigma_a \), say \( P_{m-1}(\sigma_a) \) produces an \( n \) vector which is orthogonal to the 2-plane in \( \mathbb{C}^{n+1} \) given by \( \tilde{\lambda}_a \). More explicitly,

\[
\sum_{a=1}^{n+1} P_{m-1}(\sigma_a) \tilde{\lambda}_a = 0
\]

(3.17)

and this completes the proof.
4 Conclusions: The Identity of RSVW Residues

We have shown that the connected formulation of scattering amplitudes makes all known properties among partial amplitudes simple consequences of the MHV-like structure at its core and the fact that all information about different $R$-charge sectors is completely permutation invariant.

In the RSVW connected formula, one has to solve several polynomial equations and the amplitude is computed as a sum of the integrand (times a Jacobian) over all solutions. For example, for $n = 6$ and $m = 3$ one finds 4 solutions while for $n = 7$ and $m = 3$ one finds 11 solutions.

A very important observation is that our proof shows that each individual solution satisfies both the KK and BCJ relations. It is fascinating that each residue has all the same global properties as the full amplitude.

It is known that the BCJ identities are the backbone of the Kawai-Lewellen-Tye relations [13] which connect $\mathcal{N} = 8$ supergravity amplitudes to products of $\mathcal{N} = 4$ Yang-Mills amplitude. Given that the connected formulation of Yang-Mills amplitudes makes the BCJ relations manifest, it would be interesting to explore its connection to the KLT formulation of gravity amplitudes.
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