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Abstract. Let $V_r(\Sigma)$ be the generalised Thompson group defined as
the automorphism group of a valid, bounded, and complete Cantor al-
gebra. We show that the rational homology of $V_r(\Sigma)$ vanishes above a
certain degree depending only on $s$, the number of descending operations
used in the definition of the Cantor algebra. In particular this applies
to Brin-Thompson groups $sV$. We explicitly compute the rational ho-
modLOGY for $2V$ and show that it vanishes everywhere except in degrees
0 and 3, where it is isomorphic to $\mathbb{Q}$. We also determine the number
of conjugacy classes of finite cyclic subgroups of a given order $m$ in
Brin-Thompson groups. We apply our computations to the rationalised
Farrell-Jones assembly map in algebraic $K$-theory.

1. Introduction

There are many well-known generalisations of Thompson’s group $V$ due
to, for example, Higman [10], Stein [16], and Brin [2], which share many of
the properties of $V$. For example, they all contain infinite torsion and are
of type $F_\infty$ [4, 8]. Furthermore, the Higman-Thompson groups $V_{n,r}$ and the
Brin-Thompson groups $sV$ are simple [10, 3]. It turns out that all these are
examples of automorphism groups $V_r(\Sigma)$ of valid, bounded, and complete
Cantor algebras. For notation and definitions we refer to [13, 14], where it
was shown that these $V_r(\Sigma)$ and the centralisers of their finite subgroups are
of type $F_\infty$, and an explicit description of these centralisers was given.

Brown showed in [5] that Thompson’s group $V$ is rationally acyclic; he also
conjectured that $V$ is acyclic, and this conjecture was recently proved in [17].
In this paper we show that the rational homology of $V_r(\Sigma)$ vanishes above
a certain degree depending only on the number $s$ of descending operations
used in the definition of the Cantor algebra. In particular:

Theorem 1.1. Let $U_r(\Sigma)$ be a complete, valid, and bounded Cantor algebra,
s $\geq 2$ and $k \geq s2^{s-1}$. Then $H_k(V_r(\Sigma); \mathbb{Q}) = 0$.

This shows in particular that all Higman-Thompson groups $V_{n,r}$ are ra-
tionally acyclic.

The method of the proof gives a very explicit construction to actually compute the homology groups, which we do for Brin’s group $V_r(\Sigma) = 2V$. It
turns out that its rational homology vanishes everywhere except in degrees
0 and 3, where it is isomorphic to $\mathbb{Q}$; compare Theorem 2.11.
In [13] it was shown that, for any finite subgroup \( K \leq V_r(\Sigma) \), there are only finitely many conjugacy classes of subgroups isomorphic to \( K \). Using the method employed there, in Proposition 3.1 we explicitly calculate the number of conjugacy classes of cyclic subgroups of a given order in the Brin-like groups \( sV_{n,r} \), where \( n \) denotes the arity of the descending operations.

Note that \( sV_2 = sV_{2,1} \).

In Section 4 we discuss an application of our results to the algebraic \( K \)-theory of the integral group rings of these generalized Thompson groups. We first review the Farrell-Jones Conjecture, and then explain how our computations, combined with the results from [12, 13, 14], imply the following theorem. This generalizes the analysis that was carried out for Thompson’s group \( T \) in [?]. All terms and notation are explained in Section 4.

**Theorem 1.2.** Consider a Brin-Thompson group \( G = sV \).

If the rationalised Farrell-Jones Conjecture in algebraic \( K \)-theory holds for \( sV \), then \( K_n(\mathbb{Z}[sV]) \otimes_{\mathbb{Z}} \mathbb{Q} \) is isomorphic to

\[
\bigoplus_{1 \leq m \leq 2^{|C_m|} - 1} \bigoplus_{p+q=n, \ 0 \leq p \leq \phi(m), -1 \leq q \leq 0} H_p(\mathbb{Z}_G(C_m^i); \mathbb{Q}) \otimes_{\mathbb{Q}[W_G(C_m^i)]} \Theta C_m^i \left( K_q(\mathbb{Z}[C_m^i]) \otimes_{\mathbb{Z}} \mathbb{Q} \right),
\]

where \( C_m^i \) denote the representatives of the conjugacy classes of finite cyclic groups of order \( m \) in \( sV \).

If the Leopoldt-Schneider Conjecture holds for all cyclotomic fields, then \( K_n(\mathbb{Z}[sV]) \otimes_{\mathbb{Z}} \mathbb{Q} \) contains as a direct summand the subspace of (1.3) indexed by \( q \geq 0 \).

The results used in the proof of this Theorem also imply that the homology groups \( H_p(\mathbb{Z}_G(C_m^i)) \) can be computed in terms of the ordinary homology \( H_p(sV) \) of \( sV \). Finally, we remark that using [12, 14] one also deduces that for any valid, bounded, and complete Cantor algebra, the rationalised Whitehead group \( Wh(V_r(\Sigma)) \otimes_{\mathbb{Z}} \mathbb{Q} \) is an infinite dimensional \( \mathbb{Q} \)-vector space; compare Corollary 4.5.

2. THE RATIONAL HOMOLOGY OF \( V_r(\Sigma) \)

Throughout this section we will use the notation used in [14]. Let \( U_r(\Sigma) \) denote a valid, bounded, and complete Cantor algebra, and let \( G = V_r(\Sigma) \) be its automorphism group. The examples to keep in mind are those where \( r = 1 \), and \( G = V_1(\Sigma) \) is either the Higman-Thompson-group \( G = V_{n,1} \) or the Brin-Thompson group \( sV \). For each basis \( A \in U_r(\Sigma) \) we have a Morse function \( t(A) = |A| \). We denote the Stein complex by \( X \), which was denoted by \( S_r(\Sigma) \) in [14].

**Remark 2.1.** The Stein complex is known to be contractible [5, 8, 14]. By the same argument as in the remark at the end of Section 4 of [5], nothing changes if one fixes an integer \( q \) and replaces the Stein complex by the Stein complex obtained by only considering bases of cardinality \( \geq q \).

**The truncated Stein complex.** As in [5] we will consider a truncated Stein complex. For \( 1 \leq p \leq q \) let \( X_{p,q} \) denote the full subcomplex of \( X \) generated by bases \( A \) with \( p \leq |A| \leq q \). Note that \( \dim X_{p,q} \leq q - p \).
Recall from [14 Lemma 3.4] that each basis has a unique maximal elementary descendant, denoted \( \mathcal{E}(A) \), with \( n_1 \cdots n_s | A | \) leaves obtained by applying all descending operations exactly once to each element of \( A \). Hence \( \dim X_{p,q} = q - p \) if \( q \leq Np \), where \( N = n_1 \cdots n_s \).

**Remark 2.2.** For \( V \) we have \( N = 2 \); for \( V_n \) we have \( N = n \); and for \( sV \) we have \( N = 2^s \).

**Proposition 2.3.** Suppose that \( s \geq 2 \) and let \( U_p(\Sigma) \) be a complete, valid, and bounded Cantor algebra. For all \( n \geq 1 \) there is an integer \( p_0 \), depending on \( n \), such that \( X_{p,q} \) is \( n \)-connected for \( p \geq p_0 \) and \( q \geq p + (N - 1)n \).

**Proof.** Let \( t = N - 1 \). Since the complex given by the union of

\[
X_{p,p+tn} \subset X_{p,p+tn+1} \subset \cdots
\]

is contractible, see Remark 2.1 it suffices to show that there is some \( p_0 \) such that for \( p \geq p_0 \) and \( q \geq p + tn \), the pair is \((X_{p,q+1}, X_{p,q})\) is \( n \)-connected, i.e., the inclusion \( X_{p,q} \hookrightarrow X_{p,q+1} \) induces an isomorphism between the homotopy groups \( \pi_i \) for \( 0 \leq i \leq n \). Exactly as in [5 Theorem 2], this will be satisfied if for any \( A \) with \( |A| = q + 1 \), then

\[
L^p(A) = \{ B \in X_{p,q} \mid B < A \}
\]

is \( n \)-connected. We follow the lines of the argument of [8], and begin by showing that

\[
L^p_0(A) = \{ B \in X_{p,q} \mid B < A \text{ very elementary} \}
\]

is \( n \)-connected. Consider the complex \( K_q \), which was denoted \( K_n \) in the proof of [14 Lemma 3.8]. This complex has as vertices the labelled subsets of \( A \) where the possible labels are precisely the set of colours and the cardinality of a subset with label \( i \) is the arity \( n_i \). The simplices are given by pairwise disjoints set of such subsets. As in [14 Lemma 3.8], the argument of [4 Lemma 4.20] shows that \( K_q \) is \( n \)-connected if \( q \) is big enough. Now, \( q-p-1 \geq tn \geq n+1 \) and therefore the \((q-p-1)\)-skeleton of \( K_q \) is also \( n \)-connected. Finally observe that \( \dim L_p(A) = q - p - 1 \) and in fact, \( L_p(A) \) is the barycentric subdivision of that \((q-p-1)\)-skeleton.

Now let \( B \in L^p(A) \setminus L^p_0(A) \) and consider its descending link \( \text{lk}^p \downarrow (B) \) with respect to the height function \( \bar{h} \), but now truncating above \( p \). We claim that this link is \((n-1)\)-connected. Using Morse theory (see [8 Lemma 3.1]) this will yield the result. We have

\[
\text{lk}^p \downarrow (B) = \text{downlk}^p \downarrow (B) * \text{uplk}^p \downarrow (B),
\]

where

\[
\text{downlk}^p \downarrow (B) = \{ C \mid C < B, \bar{h}(C) < \bar{h}(B), p \leq |C| \}
\]

is the truncated downlink, and

\[
\text{uplk}^p \downarrow (B) = \text{uplk} \downarrow (B) = \{ C \mid B < C, \bar{h}(C) < \bar{h}(B) \}
\]

is the uplink (truncation does not affect the uplink).

As in [8], we may assume that no element of \( A \) is obtained by a simple expansion of an element in \( B \), otherwise the uplink is contractible and the claim holds true. This means that each element of \( B \) yields either some number \( l \) with \( \min \{ n_i \mid i \in S \} + 1 = m + 1 \leq l \leq N \) of elements in \( A \), or
remains invariant in $A$. Let $k_{b,l}$ be the number of elements of $B$ yielding exactly $l$ elements in $A$ and let $k_s$ be the number of the invariant elements of $B$. Put $k = \sum_{l=m}^{N} k_{b,l}$. Then

$$(2.4) \quad |B| = k + k_s,$$

and

$$(2.5) \quad |A| = \sum_{l=m}^{N} l k_{b,l} + k_s = q + 1 \geq p + tn + 1.$$  

Set $|B| = x$. Now, downlink $\downarrow \langle B \rangle$ is equivalent to the complex associated to $L_{x}^{-p}(A_1)$, where $A_1$ has exactly $k_s$ elements. Note that this complex has dimension $x - p$. Therefore, choosing $k_s$ big enough, we may assume that the downlink is $(x - p - 2)$-connected.

On the other hand, the argument of [8] implies that the uplink is $(k - 2)$-connected. Therefore, $\text{lk}^p \downarrow \langle B \rangle$ is $(x - p - 2 + k)$-connected.

Now, from (2.4) and (2.5) we get

$$tk + x \geq \sum_{l=m}^{N} (l-1) k_{b,l} + x \geq p + tn + 1.$$  

Thus

$$x - p - 1 - t + tk \geq tn - t.$$  

Assume first that $x - p \neq 0$. Then $t(x - p - 2) \geq x - p - 1 - t$, and hence

$$t(x - p - 2 + k) \geq x - p - 1 - t + tk \geq tn - t.$$  

Finally, $x - p - 2 + k \geq n - 1$. In the case when $p - x = 0$ we have

$$tk - 1 \geq tn.$$  

Thus $k - 1/t \geq n$, and since both $k$ and $n$ are integers, this implies that $k - 1 \geq n$, and therefore

$$k - 2 \geq n - 1.$$  

This means that in both cases $\text{lk}^p \downarrow \langle B \rangle$ is $(n-1)$-connected, as required.

\[ \square \]

From now on fix a basis $A$ with $|A| = p$, and let $Y_{p,q} = X_{p,q}/G$. Consider the complex $\tilde{Z}_{p+1,q}$ with $m$-simplices of the form $\sigma : B_0 < B_1 < \cdots < B_m$ with $|B_m| \leq p + n$, $A < B_0$ and $A \leq B_m$ elementary. We let the (finite) group

$$H = \{ g \in G \mid gA = A \}$$

act on $\tilde{Z}_{p+1,q}$, and set

$$Z_{p+1,q} = \tilde{Z}_{p+1,q}/H.$$  

**Lemma 2.6.** $Y_{p+1,q}$ is a subcomplex of $Y_{p,q}$, and there is an isomorphism of chain complexes

$$C_*(Y_{p,q}, Y_{p+1,q}) \cong C_*(CZ_{p+1,q}, Z_{p+1,q})$$

(where $C$ denotes the cone) and therefore a long exact sequence in homology

$$\cdots \rightarrow H_j(Y_{p+1,q}) \rightarrow H_j(Y_{p,q}) \rightarrow H_j(CZ_{p+1,q}, Z_{p+1,q}) \cong \tilde{H}_{j-1}(Z_{p+1,q}) \rightarrow \cdots.$$  

$$\cdot \cdot \cdot \rightarrow H_j(Y_{p+1,q}) \rightarrow H_j(Y_{p,q}) \rightarrow H_j(CZ_{p+1,q}, Z_{p+1,q}) \cong \tilde{H}_{j-1}(Z_{p+1,q}) \rightarrow \cdots.$$
Proof. Note first that $CZ_{p+1,q}$ can be seen as the complex with $m$-simplices of the form $H(B_0 < B_1 < \cdots < B_m)$ with $A \leq B_0$. The fact that $Y_{p,q}$ lies inside $Y_{p+1,q}$ is obvious. Moreover, if $G\sigma$ is an orbit with $G\sigma \in Y_{p,q} \setminus Y_{p+1,q}$, then $\sigma$ has the form $\sigma : A_0 < A_1 < \cdots < A_m$ with $|A_0| = p$. We may choose some $g \in G$ with $gA_0 = A$, and map
\[
\varphi : G\sigma \mapsto H(\tilde{\nu}),
\]
where $\nu = A < gA_1 < \cdots < gA_n$, and $\tilde{\cdot}$ denotes passing to the quotient chain complex. Note that if we choose some other $g' \neq g$ with $g'A_0 = A$, then $g = hg'$ for some $h \in H$, thus
\[
H(A < gA_1 < \cdots < gA_n) = H(A < g'A_1 < \cdots < g'A_n).
\]
In particular this map does not depend on the choice of $g$. It is obvious that $\varphi$ induces an isomorphism at each degree of the chain complexes, we only have to show that this is in fact a chain map. But this follows from the fact that, if $\delta$ is the boundary map, then
\[
\delta(G\sigma) = \sum_{i=1}^{m} (-1)^i G(\tilde{\tau}_i)
\]
with $\tau_i = A_0 < \cdots < A_{i-1} < A_{i+1} < \cdots < A_m$. □

The main advantage of this result is that $Z_{p+1,q}$ is much easier to understand than $Y_{p,q}$. For example, it is a simplicial complex, as opposed to $Y_{p,q}$. It is in fact it is the simplicial realisation $|Z_{p+1,q}|$ of the poset $(Z_{p+1,q}, \leq)$ with
\[
Z_{p+1,q} = \{ HB \mid A < B \text{ elementary expansion} \},
\]
where $\leq$ is given by
\[
HB_0 \leq HB_1 \iff \text{there is some } h \in H \text{ with } B_0 \leq hB_1.
\]

We let
\[
\hat{N} = \prod_{i=1}^{s} (n_i + 1).
\]

**Proposition 2.7.** Let $U_r(\Sigma)$ be a complete, valid, and bounded Cantor algebra. If $q - p \geq \hat{N} - 2^s$, and $p \geq 2^s$, then $Z_{p+1,q}$ is contractible.

**Proof.** Recall that we may view $Z_{p+1,q}$ as the geometrical realisation of the poset $(Z_{p+1,q}, \leq)$. We say that $A < B$ is a full extension if the following property holds: for each $a \in A$, the set of colours in the path from $a$ to each of its descendants in $B$ is the same, i.e., all such paths have the same length. For example, if we had three colours denoted by bold, dashed, and dotted lines, then:
We also say that $HB \in \mathbb{Z}_{p+1,q}$ is full if $A < B$ is a full extension. Note that this does not depend on the chosen representative in the coset $HB$. These elements form a subposet of $\mathbb{Z}_{p+1,q}$ which we denote by $\mathbb{Z}^{f}_{p+1,q}$. Now, we claim that for any $HB \in \mathbb{Z}_{p+1,q}$ there is an $A_0$ with $HA_0 \in \mathbb{Z}^{f}_{p+1,q}$ such that for any other $HC < HB$ with $HC \in \mathbb{Z}^{f}_{p+1,q}$ we have $HC \leq HA_0 < HB$.

To see this, consider the expansion $A < B$ and for each $a \in A$ let $\Omega_a$ be the largest set of colours which appear in the path from $a$ to each of its descendants in $B$. Note that unless $a$ is unchanged in $B$, the set $\Omega_a$ contains at least one element. Let $A_0$ be obtained from $A$ by applying to every $a \in A$ precisely the operations $\Omega_a$ in such a way that $A < A_0 < B$ and for each $a \in A$ let $\Omega_a$ be the largest set of colours which appear in the path from $a$ to each of its descendants in $B$. Note that unless $a$ is unchanged in $B$, the set $\Omega_a$ contains at least one element. Let $A_0$ be obtained from $A$ by applying to every $a \in A$ precisely the operations $\Omega_a$ in such a way that $A < A_0 < B$ and thus $HA_0 \in \mathbb{Z}^{f}_{p+1,q}$. Now if $HC < HB$ is full, by changing $C$ into $hC$ for some $h \in H$ if necessary, we may assume that $A < C < B$ and that $A < C$ is full. But the way $A_0$ is defined together with the fact that $A < B$ is elementary (i.e., no repetitions of colours are allowed in any path), imply that $A_0 \geq C$.

Now using Quillen’s Poset Lemma (see [1, Lemma 6.5.2]) we deduce that the poset inclusion $\mathbb{Z}^{f}_{p+1,q} \hookrightarrow \mathbb{Z}_{p+1,q}$ induces a homotopy equivalence

$$|\mathbb{Z}^{f}_{p+1,q}| \simeq |\mathbb{Z}_{p+1,q}| = \mathbb{Z}_{p+1,q}.$$

We want to further reduce the poset $\mathbb{Z}^{f}_{p+1,q}$. Observe first that each full extension $A < B$ is uniquely determined by the $p$-tuple $\omega_B = (\Omega_a)_{a \in A}$ of subsets $\Omega_a \subseteq S$ needed to get from $a$ its descendants in $B$. As $H$ permutes the elements of $A$, the elements of $\mathbb{Z}^{f}_{p+1,q}$ are $H$-orbits of tuples of the previous form. Let $\mathbb{Z}^{f,n}_{p+1,q}$ be the subposet of $\mathbb{Z}^{f}_{p+1,q}$ consisting of orbits for which $\Omega_a = \Omega_b$ for $a \neq b$ both in $A$ implies $\Omega_a = \Omega_b = \emptyset$. Obviously this property does not depend on the chosen representative. As before we have the poset inclusion $\mathbb{Z}^{f,n}_{p+1,q} \hookrightarrow \mathbb{Z}^{f}_{p+1,q}$, and for any full extension $A < B$ there is some $A < A_0 \leq B$ with $HA_0 \in \mathbb{Z}^{f,n}_{p+1,q}$ and such that, for any $A < C < B$ with $HC \in \mathbb{Z}^{f,n}_{p+1,q}$, we have $HC \leq HA_0$. To see it note that it suffices to let $A_0$ be the expansion corresponding to the $p$-tuple obtained from $\omega_B$ by changing all repeated instances of $\Omega_a$’s except one to $\emptyset$. Also note that it does not matter which element $a$ associated to the particular instance that is unchanged, as with any other choice we would end up in another representative of the same orbit.
Now, using Quillen’s Poset Lemma again, we get a homotopy equivalence
\[ |Z_{p+1,q}^f| \simeq |Z_{p+1,q}^f| \simeq |Z_{p+1,q}^f| = Z_{p+1,q}. \]

Now, the elements of the smaller poset \( Z_{p+1,q}^f \) can be seen as sets of the form
\[ \alpha = \{ \Omega_1, \ldots, \Omega_m \mid m \leq p, \emptyset \neq \Omega_i \subseteq S \} \]
Recall that repetitions are not allowed. Therefore, \( Z_{p+1,q}^f \) is a subposet of the poset \( A \) whose elements are the \( \alpha \)'s above, and given two elements
\[ \alpha = \{ \Omega_1, \ldots, \Omega_m \mid m \leq p, \emptyset \neq \Omega_i \subseteq S \}, \]
\[ \alpha' = \{ \Omega'_1, \ldots, \Omega'_m' \mid m' \leq p, \emptyset \neq \Omega'_i \subseteq S \}, \]
we have \( \alpha' \leq \alpha \) if and only if \( m' \leq m \) and there is some reordering of the components of \( \alpha' \) such that \( \Omega'_i \subseteq \Omega_i \) for \( i = 1, \ldots, m' \). Obviously, \( A \) is contractible as
\[ \beta = \{ \Omega \mid \emptyset \neq \Omega \subseteq S \} \]
is an upper bound for any other element \( \alpha \in A \) (the fact that \( \beta \in A \) is guaranteed by the hypothesis \( p \geq 2^s \)). So we only have to check that the hypothesis on \( q - p \) implies \( \beta \in Z_{p+1,q}^f \). To do that, observe that the cardinality of \( \beta \) is \( 2^s - 1 \leq p \), so all the expansions associated to \( \beta \) can be performed in \( A \). For each element \( a \in A \), performing the descending operations encoded by \( \Omega = \{ s_{i_1}, \ldots, s_{i_d} \} \) \( (i_1, \ldots, i_d \in S) \) yields exactly \( N_\Omega = n_{i_1} \cdots n_{i_d} \) elements. Therefore, to be able to perform the expansions encoded by \( \beta \) inside \( Z_{p+1,q}^f \), we need
\[ q - p \geq \sum \{ N_\Omega - 1 \mid \Omega \in \beta \} = \sum \{ N_\Omega \mid \Omega \in \beta \} - 2^s = \hat{N} - 2^s. \]
As this holds true by hypothesis, we get the result.

As seen in the proof of Proposition 2.7 to compute the reduced homology of \( Z_{p+1,q} \) we need to consider only \( Z_{p+1,q}^f \), which is the geometric realisation of the poset \( Z_{p+1,q}^f \). This poset has bounded dimension, with this bound only depending on the number of colours involved. To begin with, suppose \( q - p \geq \hat{N} - 2^s \). Then \( Z_{p+1,q} \) is contractible and \( Z_{p+1,q}^f \) has a maximal element \( \beta \). Consider the poset \( Z_{p+1,q}^f = Z_{p+1,q}^f \cup \hat{0} \), where \( \hat{0} \) denotes a unique minimal element. Then \( Z_{p+1,q}^f \) is equal to the interval \([0, \beta]\), and we can find the length of a maximal chain as follows. We give the colours the natural ordering and begin by including the one-element sets, i.e. \( \hat{0} < \{1\} < \{1,2\} < \cdots < \{1,2,\ldots, s\} \). Given any \( 2 \leq k \leq s \), suppose we have \( \alpha \in [0, \beta] \) an element of our maximal chain constructed in such a way that, for all \( l < k \), all \( l \)-element sets \( \Omega_l \in \alpha \). We now add a \( k \)-element subset \( \Omega_k \notin \alpha \) and get an interval \([\alpha, \alpha \cup \Omega_k]\) of lengths \( k \) as follows.

There is a \( (k-1) \)-element subset \( \Omega_{k-1} \in \alpha \) such that \( \Omega_k = \Omega_{k-1} \cup \{i\} \) for some \( i \in S \). Then \( \alpha < \{ \alpha \setminus \Omega_{k-1}, (\Omega_{k-1} \cup \{i\}) \} = \alpha_1 \). Now there is a \( (k-2) \)-element subset \( \Omega_{k-2} \in \alpha_1 \) such that \( \Omega_{k-1} = \Omega_{k-2} \cup \{j\} \) for some \( i \neq j \in S \), and \( \alpha < \alpha_1 < \{ \alpha_1 \setminus \Omega_{k-2}, (\Omega_{k-2} \cup \{j\}) \} = \alpha_2 \). Continue this process to arrive at
\[ \alpha < \alpha_1 < \cdots < \alpha_{k-1} = \alpha \cup \Omega_k. \]
Continue this process until finally we construct the only $s$-element subset $\Omega_s = S$. Hence the length of a maximal chain in $[\hat{0}, \beta]$ is

$$D(s) = \sum_{i=1}^{s} \binom{s}{i} = s2^{s-1}.$$  

This implies that the dimension of $Z_{p+1,q}^f$ is equal to $D(s) - 1$. Now removing the condition on $q - p$, we only decrease the dimension and hence

$$\dim(Z_{p+1,q}^f) \leq D(s) - 1,$$

and $Z_{p+1,q}^f$ is contractible if $\dim(Z_{p+1,q}^f) = D(s) - 1$.

We are now ready to prove Theorem 1.1 if $U_r(\Sigma)$ is a complete, valid, and bounded Cantor algebra, $s \geq 2$ and $k \geq D(s)$, then $H_k(V_\infty(\Sigma), \mathbb{Q}) = 0$.

**Proof of Theorem 1.1.** Let $p$ be as in Proposition 2.3 and as in Proposition 2.7 and set $q = p + tk$ with $t = N - 1$. As $X_{p,q}$ is $k$-connected, $H_k(V_\infty(\Sigma)) = H_k(Y_{p,q})$. Consider for $j \geq 0$ the long exact sequence of Lemma 2.6

$$\ldots \rightarrow H_k(Y_{p+j+1,q}) \rightarrow H_k(Y_{p,j,q}) \rightarrow \tilde{H}_{k-1}(Z_{p+j+1,q}) \rightarrow \ldots$$

When $j = (t-1)k$, note that $\dim(Y_{p+j+1,q}) = p + tk - (p + tk - k + 1) = k - 1$ thus

$$\ldots \rightarrow 0 = H_k(Y_{p+(t-1)k+1,q}) \rightarrow H_k(Y_{p+(t-1)k,q}) \rightarrow \tilde{H}_{k-1}(Z_{p+(t-1)k+1,q}) \rightarrow \ldots$$

Proposition 2.7 implies that $\tilde{H}_{k-1}(Z_{p+j+1,q}) \cong \tilde{H}_{k-1}(Z_{p+1,q}^f)$. The argument above implies that $Z_{p+j+1,q}^f$ either has dimension strictly less that $k - 1$ or is contractible. Hence $\tilde{H}_{k-1}(Z_{p+j+1,q}) = 0$ for all $0 \leq j \leq (k-1)t$.

This means that

$$0 = H_k(Y_{p+(t-1)k,q}) \cong H_k(Y_{p+(t-1)k-1,q}) \cong \ldots \cong H_k(Y_{p+1,q}) \cong H_k(Y_{p,q}) \cong H_k(V_r(\Sigma)).$$

\[\square\]

**Corollary 2.8.** The Higman-Thompson groups $V_{n,r}$ are rationally acyclic.

**Proof.** Use [3] Theorem 2 instead of Proposition 2.3. The computations for $D(s)$ also work for $s = 1$ and the argument of Theorem 1.1 goes through unchanged. \[\square\]

**Corollary 2.9.** Let $sV$ be Brin-Thompson group. Then for all $k \geq s2^{s-1}$ and $k = 1$, we have $H_k(sV) = 0$.

**Proof.** For $k \geq D(s)$ this is Theorem 1.1 and for $k = 1$ this follows from the fact that $sV$ is simple [3]. \[\square\]

**Remark 2.10.** We do not know whether the bound in Theorem 1.1 is sharp, yet the computations in Theorem 2.11 below show that it is sharp for $2V$. It is the same for all groups $V_r(\Sigma)$ for a given $s$, yet it is not clear how much arities influence the homology of the complex $Z_{p+j+1,q}^f$. The proof for $2V$ below uses the fact that all $n_1 = n_2 = 2$ when considering explicitly the complexes $Z_{p+j+1,q}^f$. 
Theorem 2.11. Let $G = 2V$. Then
\[ H_3(2V) \cong \mathbb{Q}, \]
and for all $k \neq 3, 0$
\[ H_k(2V) = 0. \]

**Proof.** In light of Corollary 2.9 noting that $D(2) = 4$, we only need to verify the claim for $k = 2, 3$. We begin by computing the reduced homology of $Z_{p+1,q}$ for all $q - p \leq 4$. Using the description at the end of the proof of Proposition 2.7 we get the following cases:

- $q - p = 1$: Here $Z_{p+1,q}$ consists of two points and hence $\tilde{H}_0(Z_{p+1,q}) \cong \mathbb{Q}$ and $\tilde{H}_i(Z_{p+1,q}) = 0$ for all $i \geq 1$.
- $q - p = 2$: Here $Z_{p+1,q}$ is empty and $\tilde{H}_1(Z_{p+1,q}) = 0$ for all $i \geq 0$.
- $q - p = 3$: $Z_{p+1,q} \cong S^1$ and $\tilde{H}_1(Z_{p+1,q}) \cong \mathbb{Q}$ and $\tilde{H}_i(Z_{p+1,q}) = 0$ for all $i \neq 1$.
- $q - p = 4$: $Z_{p+1,q} \cong S^2$ and $\tilde{H}_2(Z_{p+1,q}) \cong \mathbb{Q}$ and $\tilde{H}_i(Z_{p+1,q}) = 0$ for all $i \neq 2$.

We compute $H_3(2V)$: Here $q = p + 6$ and for $j \geq 4$ the dimension of $Y_{p+j+1,q}$ is less or equal to 1 and hence the second homology vanishes.

For $j = 4$, we have $H_2(Y_{p+4+1,q}) = 0$ and $\tilde{H}_1(Z_{p+4+1,q}) = 0$ because $Z_{p+4+1,q}$ is contractible. Thus the long exact sequence yields $H_2(Y_{p+3+1,q}) = 0$.

For $j = 3$ we have that $q - (p + j) = 3$ and hence $H_1(Z_{p+3+1,q}) \cong \mathbb{Q}$ and we obtain the following long exact sequence:
\[
0 \to H_2(Y_{p+3,q}) \to \mathbb{Q} \to H_1(Y_{p+3+1,q}) \to H_1(Y_{p+3,q}).
\]

Proposition 2.3 and Corollary 2.9 imply that $H_1(Y_{p+3,q}) \cong H_1(2V) = 0$. Computing $H_1(Y_{p+3+1,q})$ is the same as computing $H_1(Y_{p'+1,p'+3})$. Since $Y_{p'+3,p'+3}$ is zero-dimensional, $H_1(Y_{p'+3,p'+3}) = 0$ and $\tilde{H}_0(Z_{p'+2+1,p'+3}) \cong \mathbb{Q}$. Furthermore, since $Y_{p'+3,p'+3}$ is connected, we have $\tilde{H}_0(Y_{p'+3,p'+3}) = 0$. Hence the long exact sequence of Lemma 2.6 yields $H_1(Y_{p'+2,p'+3}) \cong \mathbb{Q}$. We now have the long exact sequence:
\[
\tilde{H}_1(Z_{p'+1+1,p'+3}) \to H_1(Y_{p'+2,p'+3}) \to H_1(Y_{p'+1,p'+3}) \to \tilde{H}_0(Z_{p'+1+1,p'+3}).
\]

Since $Z_{p'+1+1,p'+3}$ is contractible, the two outside terms are zero and hence $H_1(Y_{p'+1,p'+3}) \cong \mathbb{Q}$. This means that (*) reduces to
\[
0 \to H_2(Y_{p+3,q}) \to \mathbb{Q} \to \mathbb{Q} \to 0.
\]

Since the map $\mathbb{Q} \to \mathbb{Q}$ is onto, it is an isomorphism and this implies that $H_2(Y_{p+3,q}) = 0$.

For $j = 2$ we get that $H_1(Z_{p+2+1,q}) = 0$. Hence the long exact sequence of Lemma 2.6 yields
\[ H_2(Y_{p+2,q}) = 0. \]

Now, for $j \leq 1$, $Z_{p+j+1,q}$ is contractible and as above we have that
\[ H_2(2V) \cong H_2(Y_{p,q}) = 0. \]

We finish by computing $H_3(2V)$, where $q = p + 9$. For $j \geq 6$ we have $\dim(Y_{p+j+1,q}) \leq 2$ and hence $H_3(Y_{p+6+1,q}) = 0$. Now we repeatedly use the long exact sequence of Lemma 2.6.
For $j = 6$ we have that $q - (p + j) = 3$ and hence $H_3(Z_{p+6+1,q}) = H_2(Z_{p+6+1,q}) = 0$ and
\[ H_3(Y_{p+6+1}) = H_3(Z_{p+6,q}) = 0. \]

Let $j = 5$. Then $H_3(Z_{p+5+1,q}) = 0$ and $H_2(Z_{p+5+1,q}) \cong Q$. Furthermore $H_2(Y_{p+5,q}) = 0$, which follows from the calculations for $H_2(2V)$, where we showed that $H_2(Y_{p',p'+3}) = 0$. Hence the long exact sequence now gives
\[ H_3(Y_{p+5,q}) \cong H_2(Z_{p+5+1,q}) \cong Q. \]

Now, for $j \leq 4$, we have that $Z_{p+j+1,q}$ is contractible, hence the second and third homology vanishes, and hence $H_3(Y_{p+j+1,q}) \cong H_3(Y_{p+j,q}) \cong Q$, which yields
\[ H_3(2V) \cong Q. \]

When computing $H_2(2V)$ above, we used the fact that $2V$ was simple. One could then continue by using the long exact sequence of Lemma 2.6 to show that $H_1(2V) = 0$.

### 3. Conjugacy classes of finite cyclic subgroups in $sV_{n,r}$

**Proposition 3.1.** For any $m > 0$ such that $m$ and $n - 1$ are coprime, the number of conjugacy classes of cyclic groups of order $m$ in $sV_{n,r}$ is
\[ n^{\phi(m)} - 1, \]
where $\phi(m)$ is the Euler function. In particular, for any $m > 0$ the number of conjugacy classes of cyclic groups of order $m$ in $sV_{2,r}$ is
\[ 2^{\phi(m)} - 1. \]

**Proof.** We claim first that the number of conjugacy classes of cyclic subgroups of order $m$ equals the cardinality of the set $C(n, r, m)$ of the possible
\[ \{k_s \mid s|m, 0 \leq k_s \leq n - 1\} \]
such that $k_m \neq 0$ and $\sum_{s|m} sk_s \equiv r \mod n - 1$. The claim follows essentially from [13 Proposition 4.2 and Theorem 4.3], but we briefly recall the argument here. The main idea goes back to Higman (see [10] and also [7]): one can prove that any finite subgroup $H \leq sV_{n,r}$ acts on a certain $n$-ary $r$-rooted forest by permuting the set of leaves $L$. That set of leaves can be split into transitive subsets, each corresponding to a particular type as a permutation representation, and at least one of the orbits must be faithful. The number of orbits of a certain type can be modified modulo $n - 1$ just by passing to subtrees. This yields the same group, yet note that if some type does not appear it can not be created. Any other copy $H_1 \leq sV_{n,r}$ of the same group is conjugate to $H$ in $sV_{n,r}$ if and only if, in both groups for each type, the set of orbits of that precise type is either zero in both, or non zero in both and congruent modulo $n - 1$.

In the particular case of a cyclic group of order $m$, the types of permutation representations correspond to the possible divisors of $m$, more precisely, to each $s|m$ we may associate the transitive permutation representation of length $s$. The number $k_s$ above refers to the number of orbits of length $s$. 


The only faithful orbit has length \( m \), hence \( k_m \neq 0 \). From the fact that our group is defined using an \( r \)-rooted forest we get \( \sum_{s|m} sk_s \equiv r \mod n - 1 \).

Now, assume that \( m \) and \( n - 1 \) are coprime. Then for each choice of \( k_s \), \( s|m, s \neq 1 \), solving the equation

\[
mx \equiv r - \sum_{s|m, s \neq 1} \frac{m}{s} k_s \mod n - 1
\]

yields exactly one possible value of \( k_1 \), i.e., a single element in the set \( C(n, r, m) \) above. Note here that we are using the fact that \( k_1 \) can not be zero, otherwise there could in some cases be two valid choices for \( k_1 \), namely 0 and \( n - 1 \). This means that

\[
|C(n, r, m)| = n^{\phi(m)} - 1. \quad \square
\]

For any \( m > 0 \) the number of conjugacy classes of cyclic groups of order \( m \) in \( sV_{n,r} \) can be computed as follows: Consider the set

\[
\Omega = \{ r - \sum_{s|m, 0 < s \neq m} \alpha(s)s \mid 0 \leq \alpha(s) \leq n \} \subseteq \mathbb{Z},
\]

observe that it consist of \( n^{\phi(m)} - 1 \) elements. Let \( d = \gcd(m, n - 1) \), the desired number is then

\[
d \cdot |\{ a \in \Omega \mid d \text{ divides } a\}|.
\]

More detailed formulas for the special case when \( m = p^a \) for a prime \( p \) can be found in [10] or [7].

4. Assembly maps and algebraic \( K \)-theory

In this final section we explain an application of our computations to algebraic \( K \)-theory. We begin by recalling the rationalised version of the Farrell-Jones Conjecture. For more details and background information we refer to the introduction of [12] and to the references cited there.

Let \( G \) be a group. Denote by \((FC)\) the set of conjugacy classes of finite cyclic subgroups of \( G \). The centraliser of a subgroup \( C \leq G \) is denoted \( ZG(C) \) and the Weyl group \( WG(C) \) is defined as the quotient \( WG(C) = NG(C)/ZG(C) \) of the normaliser modulo the centraliser. Notice that, when \( C \) is finite, then \( WG(C) \) is finite, too.

For any group \( G \) and any \( n \in \mathbb{Z} \) there is a natural homomorphism

\[
\bigoplus_{(C) \in (FC)} \bigoplus_{\substack{p+q=n \\ \ p \geq 0 \ \ \ q \geq -1 \\ q \neq 0}} H_p(ZG(C); \mathbb{Q}) \otimes_{Q[WG(C)]} \Theta_C(K_q(Z[C]) \otimes \mathbb{Q}) \to K_n(Z[G]) \otimes \mathbb{Q},
\]

called rationalised Farrell-Jones assembly map. The rationalised Farrell-Jones Conjecture asserts that \((1.1)\) is an isomorphism for every \( G \) and every \( n \in \mathbb{Z} \).

Here \( \Theta_C \) is an idempotent endomorphism of \( K_q(Z[C]) \otimes \mathbb{Q} \), whose image is a direct summand of \( K_q(Z[C]) \otimes \mathbb{Q} \) isomorphic to

\[
\text{coker} \left( \bigoplus_{D \subseteq C} K_q(Z[D]) \otimes \mathbb{Q} \to K_q(Z[C]) \otimes \mathbb{Q} \right).
\]
The Weyl group acts via conjugation on $C$ and hence on $\Theta_C(K_q(Z[C]) \otimes Z \mathbb{Q})$. The Weyl group action on the homology comes from the fact that the space $EN_G(C)/ZG(C)$ is a model for $BZG(C)$. The dimensions of the $\mathbb{Q}$-vector spaces in (4.2) are explicitly computed in [15] Theorem on page 9 for any $q$ and any finite cyclic group $C$.

The following injectivity result about the Farrell-Jones Conjecture is proven in [12].

**Theorem 4.3** ([12] *Theorem 1.11). Suppose that the following conditions are satisfied for each finite cyclic subgroup $C$ of $G$.

[A] For every $p \geq 1$, $H_p(Z_G(C); \mathbb{Z})$ is a finitely generated abelian group.

[B] For every $q \geq 0$, the natural homomorphism

$$K_q(Z[\zeta_c]) \otimes \mathbb{Q} \to \prod_{\ell \text{ prime}} K_i(Z[\zeta_c] \otimes \mathbb{Z} \mathbb{Q})$$

is injective, where $c$ is the order of $C$ and $\zeta_c$ is any primitive $c$-th root of unity.

Then the restriction of the rationalised Farrell-Jones assembly map (4.1) to the summands with $q \geq 0$ is injective for each $n$.

We remark that condition [B] is conjecturally always true; more precisely, it is true if the Leopoldt-Schneider Conjecture in algebraic number theory holds for all cyclotomic fields. For more details we refer to [12, Section 2].

We can now prove Theorem 1.2.

**Proof of Theorem 1.2.** First, we need to show that the source of the rationalised Farrell-Jones assembly map (1.1) is isomorphic to (1.3):

$$\bigoplus_{1 \leq m \leq 2^{\phi(m)} - 1} \bigoplus_{1 \leq l \leq 2^{\phi(m)} - 1} \bigoplus_{0 \leq p \leq \phi(m)} H_p(Z_G(C_m); \mathbb{Z}) \otimes \mathbb{Q} \Theta_{C_m} \left( K_q(Z[C_m]) \otimes \mathbb{Q} \right).$$

Using Proposition 3.1 we obtain the number of conjugacy classes of finite cyclic subgroups of order $m$. It was shown in [13, Theorem 4.4] that each centraliser is decomposed into a direct product $Z_sV(C_m) = Z_1 \times \cdots \times Z_\ell$, where $\ell$ is the number of transitive permutation representations of $C_m$, and where each $Z_i$ fits into a short exact sequence of groups

$$0 \to K_i \to Z_i \to sV \to 0$$

with $K_i$ a locally finite group. As already observed in the proof of Proposition 3.1 $l = \phi(m)$. Now an easy spectral sequence argument shows that for all $p \geq 0$

$$H_p(Z_i; \mathbb{Q}) \cong H_p(sV; \mathbb{Q}).$$

The Künneth Theorem together with Corollary 2.9 yields that, if $p \geq \phi(m)2^{\ell - 1}$, then $H_p(Z_sV(C_m); \mathbb{Q})$ vanishes. This establishes the first statement of the theorem.

The last statement is then a consequence of Theorem 4.3 because [14] Theorems 3.1 and 4.9 imply that $sV$ and all centralisers of finite subgroups are of type $F_\infty$, and therefore condition [A] is satisfied. □
Remark 4.4. The Weyl groups $W_{sV}(C_i)$ for finite subgroups of $sV$ were described in [14, Theorem 5.1]. With the notation used in the proof of Proposition 3.1, for each finite cyclic group of order $m$, there is a set of leaves $Y$ of a fixed order $|Y| = \sum_{s|m} s k_s$, where $0 \leq k_s \leq 1$ and $k_m = 1$. Note that here $n = 2$. Hence, for each representative $C_i^m$ of the conjugacy classes of cyclic subgroups of order $m$, there is a $Y_i$ with $m \leq |Y_i| \leq \sum_{s|m} s$ and

$$W_{sV}(C_i^m) = N_{S(Y_i)}(C_i^m)/Z_{S(Y_i)}(C_i^m),$$

where $S(Y_i)$ denotes the symmetric group on $|Y_i|$ letters.

Notice that, in the case of Thompson’s group $V$, the formula (1.3) drastically simplifies, since $H_p(V; \mathbb{Q})$ vanishes for all $p \neq 0$, and so (1.3) reduces to

$$\bigoplus_{1 \leq m \leq \infty} \bigoplus_{1 \leq i \leq 2^{\varphi(m)} - 1} \frac{\mathbb{Q}}{\mathbb{Q}[W_G(C_i^m)]} \otimes_{\mathbb{Z}} \Theta_{C_i^m} \left( K_n(\mathbb{Z}[C_i^m]) \otimes_{\mathbb{Z}} \mathbb{Q} \right).$$

Also for Brin-Thompson’s group $2V$, using Theorem 2.11, one can describe (1.3) in a little more detail.

Finally, we remark that [12] Theorem 1.16 applies to general automorphism groups of Cantor algebras because of [14] Theorems 3.1 and 4.9, and immediately gives the following result about their Whitehead groups.

Corollary 4.5. Let $G = V_r(\Sigma)$ be the automorphism group of a valid, bounded, and complete Cantor algebra. Then there is an injective homomorphism

$$\lim_{\mathcal{O}_G} Wh(H) \otimes_{\mathbb{Z}} \mathbb{Q} \rightarrow Wh(G) \otimes_{\mathbb{Z}} \mathbb{Q},$$

where the colimit is taken over the orbit category of finite subgroups of $G$. In particular, $Wh(G) \otimes_{\mathbb{Z}} \mathbb{Q}$ is an infinite dimensional $\mathbb{Q}$-vector space.

References

[1] D. J. Benson. Representations and cohomology II: Cohomology of groups and modules. Cambridge Un. Press, Cambridge, 1991.
[2] Matthew G. Brin. Higher dimensional Thompson groups. Geom. Dedicata, 108:163–192, 2004.
[3] M. Brin, On the Bakers map and the Simplicity of the Higher Dimensional Thompson Groups $nV$. Publ. Mat. 54 (2010), no. 2, 433-439.
[4] Kenneth S. Brown. Finiteness properties of groups. Journal of Pure and Applied Algebra, 44 (1987), 45-75.
[5] K. S. Brown. The geometry of finitely presented infinite simple groups. Algorithms and classification in combinatorial group theory (Berkeley, CA, 1989), 121-136, Math. Sci. Res. Inst. Publ., 23, Springer, New York, 1992.
[6] K. S. Brown. Cohomology of groups, Graduate Texts in Mathematics 87. Springer-Verlag, New York, 1994.
[7] W. Dicks, C. Martínez-Pérez. Isomorphisms Brin-Higman-Thompson groups. Israel J. Math. 199 (2014), no. 1, 189-218.
[8] M.G.Fluch, M. Marschler, S. Witzel and M.C.B. Zaremsky. The Brin-Thompson groups $sV$ are of type $F_\infty$, Pacific J. Math. 266 (2013), no. 2, 283-301.
[9] R. Geoghegan, and M. Varisco On Thompson’s group $T$ and algebraic $K$-theory. Preprint 2014 [http://arxiv.org/pdf/1401.0357]
[10] G. Higman, Finitely presented infinite simple groups, Notes on Pure Mathematics 8, Australian National University, Canberra 1974.
[11] D. Kochloukova, C. Martínez-Pérez and B. E. A. Nucinkis. Cohomological finiteness properties of the Brin-Thompson-Higman groups 2V and 3V, Proceedings of the Edinburgh Mathematical Society (2) 56 no. 3, 777-804 (2013).
[12] W. Lück, H. Reich, J. Rognes and M. Varisco. Algebraic K-theory of group rings and the cyclotomic trace map. preprint, [arXiv:1504.03674] (2015).
[13] C. Martínez-Pérez, and B. E. A. Nucinkis. Bredon cohomological finiteness conditions for generalisations of Thompson’s groups, Groups Geom. Dyn. 7 (2013), 931–959.
[14] C. Martínez-Pérez, F. Matucci and B. E. A. Nucinkis. Cohomological finiteness conditions and centralisers in generalisations of Thompson’s group V. preprint (2013), to appear Forum Math.
[15] D. Patronas, The Artin Defect in Algebraic K-Theory, Ph.D Thesis, Freie Universität Berlin (2014).
[16] M. Stein. Groups of piecewise linear homeomorphisms. Trans. Amer. Math. Soc., 332(2):477–514, 1992.
[17] M. Szymik. Homology and the stability problem in the Thompson group family. Preprint (2014), [arXiv:1411.5025]

Conchita Martínez-Pérez, Departamento de Matemáticas, Universidad de Zaragoza, 50009 Zaragoza, Spain
E-mail address: conmar@unizar.es

Brita E. A. Nucinkis, Department of Mathematics, Royal Holloway, University of London, Egham, TW20 0EX, UK.
E-mail address: brita.nucinkis@rhul.ac.uk

Marco Varisco, Department of Mathematics and Statistics, University at Albany, SUNY, USA
E-mail address: mvarisco@albany.edu