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Abstract

We investigate the problem of training generative models on a very sparse collection of 3D models. We use geometrically motivated energies to augment and thus boost a sparse collection of example (training) models. We analyze the Hessian of the as-rigid-as-possible (ARAP) energy to sample from and project to the underlying (local) shape space, and use the augmented dataset to train a variational autoencoder (VAE). We iterate the process of building latent spaces of VAE and augmenting the associated dataset, to progressively reveal a richer and more expressive generative space for creating geometrically and semantically valid samples. Our framework allows us to train generative 3D models even with a small set of good quality 3D models, which are typically hard to curate. We extensively evaluate our method against a set of strong baselines, provide ablation studies and demonstrate application towards establishing shape correspondences.

We present multiple examples of interesting and meaningful shape variations even when starting from as few as 3-10 training shapes.

1. Introduction

This paper is concerned with generating plausible deformations of a 3D model from a very sparse set of examples. Figure 1 shows an input of 10 example deformations of a 3D mesh of a human in different poses, and the additional deformations generated by our method.

3D deformations have a strong semantic element to them – a human’s limbs should only bend at the joints, and then not beyond the 180° that the joints permit. Arguably, this
can only be deduced via learning by example from a dataset. Unfortunately, as opposed to 2D images, the 3D domain poses several challenges for the data-driven framework: meshes come in a non-uniform representation, each mesh with its own unique triangulation, making it hard to devise a data-driven technique that generalizes to different models in different triangulations; furthermore, data acquisition is much more tedious, making datasets scarcer. Hence, given the scarcity of data, we set to tackle the challenge of generating additional meaningful deformations from a given (very) sparse set of deformations of a single model. The output of our method can then be used to create larger datasets that in turn can be leveraged by other techniques that cannot operate on scarce datasets.

Our core idea is to use supervised learning of a generative space from a training dataset, but augment that dataset in an unsupervised, geometry-aware way. Namely, our main contribution stems from observing that while meaningful deformations are in essence semantic, they also possess a very strong pure-geometric element, e.g., they are smooth (i.e., preserve local details) and do not distort the model too much (i.e., local lengths of elements are relatively preserved). Leveraging this observation enables us to reduce the dimensionality of the problem, in turn enabling us to devise a generative method which requires a very small amount of examples as input.

Specifically, we train a Variational Autoencoder (VAE) on the given dataset. During its training, we consider random latent codes and the decoded deformation they represent. We propose an unsupervised geometry-aware method, using the eigenmodes of the deformation energy’s Hessian, to perturb and project existing latent codes in a way that ensures they yield smooth, low-distortion deformations, which we add as data-augmentation to the input datasets. We then train the VAE on the augmented dataset and repeat the process iteratively until the latent space has been sampled densely enough. We call our method GLASS.

We evaluate GLASS on a selection of established datasets (e.g., FAUST, centaur, horse) and compare performance on different baseline alternatives using a combination of evaluation measures. The experiments show the effectiveness of GLASS to recover meaningful deformation from a mere handful of exemplars. We also evaluate the the proposed method in the context of shape correspondence, demonstrating the utility of the sampling process to assist the 3D-CODED [15] algorithm.

2. Related Work

Geometric shape deformation. Parametric deformation methods express 2D or 3D shapes as a known function of a set of common parameters, and model deformations as variations of these parameters. Such methods include cages [20], blendshapes [25], skinned skeletons [19] and Laplacian eigenfunctions [28]. In contrast, variational methods model deformations as minimizers of an energy functional – e.g., Dirichlet [16], isometric [21], conformal [24], Laplacian [5], As-Rigid-As-Possible (ARAP) [32], or As-Consistent-As-Possible (ACAP) [12] – subject to user constraints. In our work we focus on minimizing the ARAP energy, although our method supports any twice-differentiable energy function. There are strong connections between the parametric and variational approaches, for instance biharmonic skinning weights [18] (parametric) are equivalent to minimizing the Laplacian energy (variational). Please see surveys [23, 38] for a complete discussion. We are also inspired by work on modal analysis [17], which linearize the deformation space of a shape in terms of the least-significant eigenvectors of the Hessian of some energy functional. In the current paper, we effectively perform learned non-linear modal analysis: starting with a variational formulation – the implicitly-defined manifold of low-energy perturbations of a few landmark shapes – we learn the corresponding parametric representation as the latent space of an autoencoder by iteratively exploring locally linear perturbations.

Our work on data augmentation from a sparse set of landmark shapes is related to interpolation/morphing between, and extrapolation from, sets of shapes. As in our scenario, the set typically comprises articulations of a common template. See e.g. [35] for a survey of classical (non-learning-based) methods for shape interpolation. Plausible extrapolation is less well-defined, and less studied, in the classical literature. Kilian et al. [21] extend geodesics of an isometric energy in the deformation space, though it is restricted to exploring (and extrapolating) paths between shapes rather than the full deformation space.

Learned deformation models. Various types of generative models based on graphical models, GANs, VAEs etc have been developed to probabilistically synthesize shape variations. A full treatment is beyond the scope of this paper, please see surveys such as [2]. Here, we focus on models which capture the space of smooth deformations of a given shape. The best-studied domain is that of virtual humans, beginning with seminal works capturing face [3], bodyshape [11] and pose [2] variations in a data-driven fashion from scanned exemplars. These works, like several subsequent ones, rely on variations of principal component analysis (PCA) to parameterize the deformation space. Yumer et al. [39] learn a common set of deformation handles for a dataset. More recent work uses deep neural networks to learn shape deformation models from training sets [27,33,14,11,36], and use them for applications such as non-rigid correspondences [15]. Similar to one aspect of our work, Tan et al. [34] regularize a VAE with an energy-based loss. However, the primary role of the energy in our method is to guide exploration for data augmentation.
Crucially, all the above methods rely on extensive training data. In contrast, we specifically aim to learn meaningful data-driven deformation models under extreme sparsity constraints, from just a handful of landmarks indicating modes of the distribution. While this is broadly related to few-shot learning scenarios, only a few other papers consider these requirements in the context of geometric shape synthesis, or without any auxiliary data from other domains. LIMP [10] is an important recent work that tries to regularize the latent space of a 3D shape VAE by requiring points sampled on the line segment between two latent codes to minimize geometric distortion relative to the endpoints. Unlike our method, LIMP does not explore the full volume of the hull bounding the training landmarks, or extrapolate beyond it – regularization is limited to the web of pairwise paths. We modified LIMP to work with ARAP energy, and demonstrate that our method significantly outperforms their approach on a variety of metrics.

Unsupervised data augmentation. Our work is part of a wide class of methods for synthetically increasing the size of training datasets for data-hungry machine learning, without additional supervision. For broad coverage, we refer the reader to surveys on images [31], time series [37], and NLP [8]. A particularly relevant recent technique is Deep Markov Chain Monte Carlo [29], which samples perturbations of training data using MCMC on an energy functional, trains an autoencoder on these samples, and uses the resulting latent space for lower-dimensional (and hence faster) MCMC. We observed that on very sparse and high-dimensional datasets (only a few landmark 3D shapes), the initial samples of Deep MCMC do not capture meaningful variations, and hence it does not adequately augment the dataset. Also related are methods that augment classification datasets with adversarial perturbations along the gradients of loss functions [14, 30]. In contrast, we seek to preserve an energy-based loss, and hence eliminate the gradient and other high-change directions from consideration.

3. Method

We now describe our method for generating a dense space of deformations from a given sparse set of example deformations. We first describe the general problem setup in Section 3.1 and then move on to the crux of our method, deformation-aware data-augmentation in Section 3.2.

3.1. Problem setup

We assume we are given a mesh with $N$ vertices $V \in \mathbb{R}^{N \times 3}$, and triangles $T$. A deformation of the mesh is simply an assignment of a new position to each vertex, denoted $W \in \mathbb{R}^{N \times 3}$. We are also given a sparse set of deformation “examples”, $W^1, \ldots, W^k$. Lastly, we assume to possess a deformation energy $f(W)$, which quantifies how severe is a deformation by measuring distortion. We use the As-Rigid-As-Possible (ARAP) energy [32] to measure how much does any deformation strays from isometry, i.e., how much does geodesic lengths changes with respect to the rest pose $V$. We note, however, that our method can be used with other (piecewise) differentiable energies.

We seek a generative method to produce meaningful deformations, which is controllable by the given sparse set. To that end, we devise a subspace-sampling strategy that adheres to two properties: first, it should be data-driven, and contain deformations guided by the given sparse set; and second, it should be geometrically-meaningful, i.e., the deformations should have low energy, with respect to the given deformation energy $f(W)$.

Our approach consists of a data-augmentation method to train a variational autoencoder (VAE) [22]. During training, it explores the sample space, guided by the deformation energy $f(W)$, to discover additional meaningful deformations. These are then used as additional sample points to form an augmented dataset that is used to retrain the VAE, and the process is iterated. We now present the steps.
3.2. Deformation-aware VAE

To denote the two parts of the autoencoder, let \( E : \mathbb{R}^{N \times 3} \to \mathbb{R}^{N} \) be the encoder, mapping a deformation \( W \) into vectors of mean and variance, in standard VAE fashion, into a distribution \( E(W) = \mu, \Sigma \). These vectors define the mean and variance of a multivariate Gaussian distribution \( \mathcal{N}(\mu, \Sigma) \) from which the latent code of dimension \( K \) is sampled, \( z \sim \mathcal{N}(\mu, \Sigma) \). Similarly, let \( D : \mathbb{R}^{K} \to \mathbb{R}^{N \times 3} \) be the decoder mapping the latent code to a deformation, \( D(z) = W \). We shall slightly abuse notation and use \( D(E(W)) \) to denote the full autoencoding process of \( W \), including the step of sampling from the Gaussian. We define three losses to be used in training.

(i) Reconstruction Loss: We require that the VAE indeed reconstructs, in expectation, a given input deformation,

\[
L_{\text{Reconstruction}} := \|D(E(W)) - W\|^2. \tag{1}
\]

(ii) Gaussian Regularizer Loss: Instead of applying the KL divergence loss on the distribution parameters, we constrain the sample mean and covariance of the mini-batch to that of a Unit Gaussian. We found that for small sample size this batch-based loss is better for convergence compared to KL-Divergence. Thus, our Gaussian Regularizer loss is

\[
L_{\text{Gaussian}} := \frac{1}{b} \sum_{i=1}^{b} (\|\mu_i\|^2 + \|\Sigma_i - I\|^2), \tag{2}
\]

where \( b \) is the mini-batch size, \( \mu_i, \Sigma_i \) are the predicted mean and covariance for the \( i \)-th sample in the mini-batch, and \( I \) is the identity matrix.

(iii) Deformation Energy: Lastly, we require the resulting deformation to have low deformation energy:

\[
L_{\text{Deformation}} := f(W). \tag{3}
\]

In summary, our network training loss is

\[
L := L_{\text{Reconstruction}} + L_{\text{Gaussian}} + \alpha L_{\text{Deformation}} \tag{4}
\]

where \( \alpha \) is a scalar weighting factor applied to the energy function. In our experiments, we set \( \alpha = 1e - 6 \).

3.3. Augmenting the Latent Space

We now move on to describe the crux of our technique – adding additional deformation examples \( W^j \) to the latent space to reinforce training. Simply optimizing the above loss for the given sparse set of deformations will lead to slow and sub-optimal training for large meshes. Instead, we continuously introduce new low-energy samples into the training set, by which we make the data term aware of the deformation energy. We achieve this through three steps: first, deformation-aware perturbation of the latent code in directions that locally least modify the deformation energy; second, data-driven pruning perturbed codes that do not introduce variance to the current dataset; and third, deformation-aware projection of the new codes to further lower their deformation energy. Figure 3 illustrates how the latent space is populated with new deformations over iterations, where colors indicate the base shapes.

(i) Deformation-aware perturbation in latent space. We devise a method to perturb a given code in latent space without modifying its deformation energy significantly: let \( W \) be a deformation, and \( l \sim E(W) \in \mathbb{R}^K \) a latent code achieved from encoding it. We aim to find the low-energy perturbation modes. To that end, we denote the (normalized) energy’s gradient with respect to \( l \) by,

\[
g_u := \nabla_l f(D(l))/\|\nabla_l f(D(l))\|. \tag{5}
\]

Similarly, let \( H \) denote the Hessian of the deformation energy with respect to the latent code,

\[
H := \nabla^2 f(D(l)). \tag{6}
\]

To get an (arbitrary) perturbation a random vector \( v \in \mathbb{R}^K \) from a normal distribution, we first eliminate the gradient direction (direction of maximal energy change) from the perturbation via projection:

```plaintext
procedure GLASS(W,E,D,f,R)
    \( \triangleright \) E = Encoder, D= Decoder
    \( \triangleright \) W = Deformation, f = Energy
    \( \triangleright \) R = Previously generated shape set
1: l = E(W)    \( \triangleright \) latent code
2: \( \forall u \in R \) \( g_u = \nabla_l f(D(l))/\|\nabla_l f(D(l))\| \) \( \triangleright \) unit gradient
3: \( \forall u \in R \) \( H = \nabla^2 f(D(l)) \) \( \triangleright \) Hessian
4: \( U, S, V = svd(H) \)
5: \( W_d = \emptyset \)
6: for \( i \in [1,s] \) do
7:   \( v \sim \mathcal{N}(0, I) \in \mathbb{R}^K \) \( \triangleright \) sample \( v \)
8:   \( w_g = v - (v, g_u)g_u \) \( \triangleright \) no high-change...
9:   \( w_h := w_g - \sum_{i=1}^{K} (w_g, U_i^T(H))w_i \) \( \triangleright \) ...dirs
10: \( W_i \leftarrow D(l + \beta w_i) \)
11: \( W_d \leftarrow W_d \cup W_i \) \( \triangleright \) add to candidates
12: end for
13: \( W_{L*} = \text{MMR}(W, R, W_d) \) \( \triangleright \) prune candidates
14: \( W_{Projected} = \arg \min f(W_L) \) \( \triangleright \) project
15: \( R \leftarrow R \cup W_{Projected} \) \( \triangleright \) augment training set
16: end procedure
```

Figure 3: t-SNE embedding of generated samples shows progressive augmentation of the shape space. Sample color indicates originating (parent) shape. See also Fig. 1.
Training GLASS on the human, centaur, and horse meshes using the 3 examples each (top). (Bottom) We show random samples from the latent space, which combine different properties learned from the example deformations.

\[ w_g := v - \langle v, g_u \rangle g_u, \]  

\[ w_h := w_g - \sum_{i=1}^{k} \langle w_g, U_i^2(H) \rangle w_i. \]  

Finally, using the projected perturbation \( w_h \) we perturb the latent code to get \( l \leftarrow l + \beta w_h \) where \( \beta \) is the step size. We repeat this process \( s \) times from the same latent code \( l \) with random \( v \)'s to get \( s \) perturbed codes \( \tilde{l}_1, \tilde{l}_2, \ldots, \tilde{l}_s \). Let \( \{\tilde{W}_1, \tilde{W}_2, \ldots, \tilde{W}_s\} \) denote the decoded perturbed deformations where \( \tilde{W}_j = D(\tilde{l}_j) \).

In our implementation, we use Pytorch’s GPU version of SVD to compute the eigenvectors of \( H \). This implementation can fail to find a decomposition, in which case we will only eliminate the gradient direction from \( v \), and update the latent code with \( l \leftarrow l + \beta w_g \).

(ii) Data-driven pruning of the perturbed deformations. We select a single deformation from the candidate deformations \( \{W_j\} \) to be added to the dataset, via the Maximal Marginal Relevance (MMR) ranking [8]. Specifically, MMR gives a higher score to perturbations that are similar to the unperturbed \( W \), but different from the entire deformations set \( R \). We compute this as,

\[ F(w) = \alpha M(w, W) + (1 - \alpha) \max_{r \in R} M(w, r). \]  

where \( M(x, y) \) is the cosine similarity between \( x \) and \( y \). We choose the deformation \( W^* \in W_d \) that maximizes the MMR function with its latent code denoted \( l^* \).

(iii) Deformation-aware projection to smooth, low-energy deformations. Although the deformation-aware perturbation somewhat avoids high-energy states, the perturbed deformation \( W^* \) may still exhibit undesirable artifacts such as lack of smoothness or high deformation energy. Hence, we project the code to have lower deformation energy with respect to the unperturbed \( W \). We achieve this by treating \( W \) now as the rest pose, defining a deformation energy with respect to it, \( f_W \). We perform a fixed number of gradient descent steps starting from \( W^* \) to lower the energy, which yields the final deformation \( W_{\text{Projected}} \). In our experiments, we only generate up to the threshold of \( 10^{-5} \). We append this to the current (training) data set.

4. Experiments

We evaluate GLASS on public data of humans (FAUST [4]) and creatures (TOSCA [6]) in different poses. In our experiments, we sample \( L \) landmark poses of a model from a dataset and train our method. We evaluate quality and diversity of newly generated poses as well as interpolation sequences between both landmark and generated poses. We denote our experiments as “SubjectName-X” to indicate the type of the subject and the number of landmark poses provided as an input to our method; most results use between 3 and 10 landmarks.
4.1. Evaluation Metrics

The goal of a data augmentation method is to generate natural, smoothly-varying and diverse deformations. To that end we propose three metrics to evaluate performance.

(i) Coverage: While it is difficult to evaluate whether generated poses are meaningful and diverse, we propose to use the holdout data (\(S_H\)) that was not part of the input exemplars to see if the newly generated poses \(L_G\) cover every holdout example:

\[
M_{\text{coverage}} := \sum_{s \in S_H} \min_{g \in L_G} D(s, g) / |S_H|
\]

where \(D(s, g)\) is the average Euclidean distance between corresponding vertices of shapes \(s\) and \(g\).

(ii) Smoothness: This metric measures how well a method preserves the original intrinsic structure of the mesh. We compute the mean curvature obtained from the discrete Laplace-Beltrami operator:

\[
M_{\text{smoothness}} := \sum_{i=1}^{N} \frac{1}{2} \| \Delta(V_i) \|
\]

where \(\Delta\) is the area-normalized cotangent Laplace-Beltrami operator and \(N\) is the number of mesh vertices.

(iii) Interpolation smoothness: In addition to measuring quality of individual meshes, we also evaluate the quality of interpolations between pairs of shapes. Since none of the existing methods guarantee a clear relationship between the distances in the latent space and differences between frames, we first densely sample 1000 poses between pairs of landmark deformations and then keep a subset of 30 poses so that they have approximately equal average Euclidean distance between subsequent frames. We then measure the standard deviation of these Euclidean distances, as a way to penalize interpolations that yield significant jumps between frames. While this metric is imperfect (e.g., variance could decrease as we increase the sampling rate), we found it to stabilize in practice after 1000 poses (we sampled up to 3000), which suggests that denser sampling would not reveal new poses in the latent space.

4.2. Comparison to Alternative Methods

While existing methods are not designed to learn generative latent spaces from very sparse data, we adapt them as baselines.
Table 1: Surface smoothness and coverage with respect to excluded set, of generated samples. Lower is better.

| Data        | Vanilla VAE | +Interpolation | +Interp. +Energy | LIMP  | Deep-MCMC | GLASS |
|-------------|-------------|----------------|------------------|-------|-----------|-------|
| Faust-3     | 1.00 / 0.08 | 0.66 / 0.08    | 0.71 / 0.08      | 0.96 / 0.08 | 0.98 / 0.07 | **0.59 / 0.05** |
| Faust-5     | 1.00 / 0.07 | 0.69 / 0.08    | 0.69 / 0.07      | 1.04 / 0.08 | 1.02 / 0.08 | **0.62 / 0.06** |
| Faust-7     | 1.00 / 0.04 | 0.74 / 0.04    | 0.66 / 0.05      | 1.07 / 0.04 | 0.95 / 0.04 | **0.59 / 0.03** |
| Centaurs-3  | 1.00 / 0.11 | 0.77 / 0.09    | 0.72 / 0.09      | 0.96 / 0.11 | 1.03 / 0.11 | **0.68 / 0.06** |
| Centaurs-4  | 1.00 / 0.10 | 0.70 / 0.10    | 0.70 / 0.10      | 0.99 / 0.10 | 0.96 / 0.10 | **0.69 / 0.07** |
| Horses-3    | 1.00 / 0.06 | 0.74 / 0.07    | 0.69 / 0.08      | 1.14 / 0.06 | 0.95 / 0.06 | **0.65 / 0.05** |
| Horses-4    | 1.00 / 0.06 | 0.70 / 0.06    | 0.72 / 0.06      | 1.05 / 0.06 | 1.07 / 0.05 | **0.69 / 0.04** |

1. **Vanilla VAE**: We train a VAE using only the sparse set of shapes, with no data augmentation, using the encoder and decoder detailed in Section 3.2.

2. **+Interpolation**: We generate new shapes by interpolating between all pairs of available landmarks by simply averaging coordinates of corresponding vertices. We interpolate such that the amount of augmented data is equivalent to what is generated with our method (2500 shapes). Then we train a VAE with these poses.

3. **+Interp. +Energy**: This is an extension of the previous method. Since raw interpolation can deviate from the underlying shape space, in addition to interpolation, we perform projection by minimizing the sum of ARAP energies with respect to both shapes in the pair.

4. **LIMP-ARAP [10]**: This method is motivated by the training strategy proposed in LIMP [10]. They train a VAE with pairs of shapes in every iteration - for each pair, they pick a random latent code on the line between the two, decode it to a new shape, and minimize its energy. Since we only want to compare augmentation strategies we adapt LIMP to use ARAP energy.

5. **Deep-MCMC [29]**: This method explores parameter variations via a latent space. They encode a given dataset and generate samples by performing HMC steps in the latent space and decoding the generated codes. This method is not suitable for interpolation, so we only evaluate its ability to generate novel poses.

**Generation Experiments** We next evaluate the quality of shapes generated with our method. After training, we sample latent codes from a Unit Gaussian in \( \mathbb{R}^K \), and decode with our decoder to generate samples (see Figures 1 and 4). See how generated poses look substantially different from the training data and combine features from multiple input examples. Our method can also be used in incremental training, where we add new samples to previously-trained latent space to discover new poses (see supplemental).

We compare our approach to all the baselines. We sample from Unit Gaussian for all VAE-based techniques, where the only exception is Deep-MCMC where we use latent-space HMC as proposed in their work. We show qualitative results in Figure 5 and quantitative evaluations in Table 1. Each cell reports smoothness and coverage errors, normalized based on the corresponding errors for Vanilla-VAE. Note that our method outperforms all baselines in its ability to generate novel and plausible poses (i.e., the poses from the hold-out set of the true poses).

**Interpolation Experiments** We compare our method and the first four baselines by evaluating the quality of interpolations produced between all pairs of landmark shapes (we omit Deep-MCMC since it is not suitable for interpolation). We show our results in Figure 6 and comparisons in Figure 7 with corresponding stats in Table 3. Each cell reports smoothness, ARAP score, and interpolation quality, and to make results more readable we normalize the scores using the corresponding value for Vanilla VAE.

**Table 2**: Correspondence error on the Faust INTRA benchmark, by GLASS-augmenting 3D-CODED with deformations sampled from our method.

| Data         | +GLASS augmentation | Error (cm) |
|--------------|---------------------|------------|
| Faust-3      | 0                   | 26.90      |
| Faust-3      | 3,065               | **12.06**  |
| Faust-7      | 0                   | 22.10      |
| Faust-7      | 3,573               | **13.95**  |
| SMPL-650     | 0                   | 24.69      |
| SMPL-650     | 84,000              | 5.41       |
| SMPL-650     | 192,000             | **4.37**   |
Table 3: Surface smoothness, ARAP energy, and standard deviation of inter-frame spacing between landmarks by interpolation across different datasets. All results are normalized such that Vanilla V AE is 1.0, and lower numbers are better.

| Deformation | Dataset | Vanilla V AE | +Interpolation | +Interp. +Energy | LIMP | GLASS |
|-------------|---------|--------------|----------------|-----------------|------|-------|
| Faust-10    | 1.00 / 1.00 / 1.00 | 0.62 / 0.36 / 0.59 | 0.62 / 0.36 / 0.35 | 1.06 / 1.34 / 0.40 | 0.58 / 0.26 / 0.31 |
| Centaurs-3  | 1.00 / 1.00 / 1.00 | 0.63 / 0.33 / 0.73 | 0.63 / 0.34 / 0.13 | 0.93 / 0.97 / 0.85 | 0.62 / 0.31 / 0.71 |
| Horses-3    | 1.00 / 1.00 / 1.00 | 0.66 / 0.33 / 0.30 | 0.67 / 0.37 / 0.27 | 0.88 / 0.76 / 0.36 | 0.61 / 0.26 / 0.25 |
| Faust-5     | 1.00 / 1.00 / 1.00 | 0.61 / 0.34 / 0.79 | 0.62 / 0.32 / 0.35 | 1.04 / 1.18 / 1.01 | 0.58 / 0.22 / 0.62 |
| Centaurs-4  | 1.00 / 1.00 / 1.00 | 0.63 / 0.23 / 0.65 | 0.66 / 0.25 / 0.42 | 1.00 / 1.04 / 0.78 | 0.61 / 0.20 / 0.70 |
| Horses-4    | 1.00 / 1.00 / 1.00 | 0.56 / 0.31 / 0.48 | 0.56 / 0.42 / 0.53 | 0.93 / 0.98 / 0.60 | 0.54 / 0.28 / 0.42 |
| Faust-7     | 1.00 / 1.00 / 1.00 | 0.63 / 0.35 / 0.57 | 0.66 / 0.36 / 0.43 | 0.89 / 1.03 / 0.79 | 0.57 / 0.22 / 0.40 |
| Centaurs-5  | 1.00 / 1.00 / 1.00 | 0.67 / 0.38 / 0.73 | 0.67 / 0.39 / 0.66 | 0.93 / 0.87 / 0.87 | 0.65 / 0.34 / 0.60 |
| Horses-5    | 1.00 / 1.00 / 1.00 | 0.58 / 0.41 / 0.62 | 0.63 / 0.56 / 0.42 | 1.03 / 1.31 / 0.96 | 0.55 / 0.35 / 0.64 |
| Faust-10    | 1.00 / 1.00 / 1.00 | 0.56 / 0.31 / 0.48 | 0.56 / 0.42 / 0.53 | 0.93 / 0.98 / 0.60 | 0.54 / 0.28 / 0.42 |
| Centaurs-6  | 1.00 / 1.00 / 1.00 | 0.57 / 0.36 / 0.71 | 0.64 / 0.39 / 1.03 | 0.89 / 0.84 / 0.70 | 0.63 / 0.35 / 0.76 |
| Horses-8    | 1.00 / 1.00 / 1.00 | 0.56 / 0.31 / 0.48 | 0.56 / 0.42 / 0.53 | 0.93 / 0.98 / 0.60 | 0.54 / 0.28 / 0.42 |

Table 4: This Table presents ablations on various steps of our method with respect to interpolation evaluation metrics. Starting with vanilla V AE (1) we add deformation energy (2), deformation-aware perturbations (3, 4), and projection (5, 6) steps.

| Deformation | Dataset | 1: Vanilla V AE | 2: (1)+L_{deform} | 3: (1) + perturb | 4: (2) + perturb | 5: (3)+project | 6: (4)+project |
|-------------|---------|----------------|------------------|-----------------|----------------|--------------|--------------|
| Faust-10    | 1.00 / 1.00 / 1.00 | 0.96 / 0.91 / 0.86 | 0.76 / 0.52 / 0.39 | 0.72 / 0.48 / 0.34 | 0.62 / 0.27 / 0.32 | 0.61 / 0.26 / 0.25 |
| Centaurs-6  | 1.00 / 1.00 / 1.00 | 0.95 / 0.87 / 0.93 | 0.73 / 0.61 / 0.82 | 0.68 / 0.47 / 0.73 | 0.67 / 0.37 / 0.61 | 0.65 / 0.34 / 0.60 |
| Horses-8    | 1.00 / 1.00 / 1.00 | 0.97 / 0.98 / 0.91 | 0.73 / 0.84 / 0.84 | 0.71 / 0.50 / 0.80 | 0.64 / 0.37 / 0.77 | 0.63 / 0.35 / 0.76 |

4.3. Using GLASS for Learning Correspondences

We now evaluate our data augmentation technique on the practical task of learning 3D correspondences between shapes. We pick a state-of-the-art correspondence learning method, 3D-CODED [15] as a reference. Originally, this method was trained on 230k deformations, most of them sampled from the SMPL model [29] and 30k synthetic augmentations. Obtaining this large training dataset is a challenge, so we evaluate how well this method could perform with a smaller training set, with and without the augmentation proposed in this paper.

We train 3D-CODED using different small datasets that are augmented with a number of additional deformations sampled from our model. We show the results of this experiment in Table 2. We see that our method consistently provides a significant improvement over training 3D-CODED with the original landmarks and that additional samples continue to improve the results on the SMPL-650 dataset. For a reference, the correspondence error of 3D-CODED trained on the full 230k pose dataset is 1.98cm.

4.4. Method Ablations

In this section we evaluate the contribution of various steps used in GLASS with respect to interpolation metrics. We evaluate on the Faust-10, Centaurs-6 and Horses-8 datasets. Since these are all the available data for them, there is no hold-out set, so we do not measure coverage. Starting with Vanilla-VAE (that only uses L_{Reconstruction} and L_{Gaussian}), we first add the deformation energy loss (L_{Deformation}). Table 1 (2) shows this improves all metrics.

Next, we consider our perturbation strategy (Section 3.3 i, ii) and add it to both vanilla as well as energy-guided V AE (Table 3, 4). Note that in both of these cases, our perturbation strategy improves on all metrics by up to 1.5x. We observe that L_{Deformation} performs better because it makes the latent-space conducive for sampling low energy shapes. L_{Deformation} helps our perturbation strategy find low energy shapes that are suitable for our subsequent projection step. Due to this, we discover shapes with energy as low as 0.001, while without it, the discovered shapes can have energy > 0.1. This difference helps the subsequent projection step converge faster to our required threshold of 10^{-5}.

Finally, we look at the projection step (Section 3.3 iii). We add it to both baseline techniques that have perturbation, and report results in Table 4.5, 4.6, where column (6) corresponds to our final method. Adding the projection step improves the smoothness and ARAP scores by up to 1.3x. After projection, our shapes have very low ARAP, in the order of 10^{-5}. Since these are added back to the training set, we observe that perturbation steps in future iterations find lower energy shapes. This further improves convergence of the projection step in future iterations. To summarize, L_{Deformation} helps both the perturbation and projection steps converge faster to low energy shapes, and since projected shapes are encoded again by training, both perturbation and projection steps require fewer iterations.
5. Conclusion

GLASS is shown to be an effective generative technique for 3D shape deformations, relying solely on a mere handful of examples, and a given deformation energy. The main limitation of our method is its reliance on a given mesh with vertex correspondences, preventing its use on examples with different triangulations, and we set the goal of generalizing it to arbitrary geometries as important future work.

We believe our proposed technique opens many future directions. There are many other deformation energies that could be explored; e.g., densely sampling conformal (or quasi-conformal) deformations from a given sparse set can be an extremely interesting followup. More broadly, replacing the deformation energy with learned energies, such as the output of an image-discriminator, may enable generating plausible images, given a very sparse set of examples.
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Supplementary for GLASS: Geometric Latent Augmentation for Shape Spaces

6. Dataset

Each of the triangle meshes used for evaluation contains 1000 vertices and 1996 faces. We report sample generation on higher resolution of 6890 vertices in a later section in this supplementary. SMPL-650 contains only 650 shapes sampled from SMPL.

Figure 8: Faust-10 dataset, with all the 10 poses available in Faust. All models are consistently scaled – the models may look different in the following images due to image-specific scaling.

Figure 9: Faust-3 (top-left), Faust-5 (top-right) and Faust-7 (bottom) sampled from Faust-10.
Figure 10: Centaurs-6 dataset, with all the 6 poses available in the Tosca dataset.

Figure 11: Centaurs-3 (left) and Centaurs-4 (right), sampled from Centaurs-6.

Figure 12: Horses-8 dataset, with all the 8 poses available in Tosca.

Figure 13: Horses-3 (left) and Horses-4 (right), sampled from Horses-8.
7. Interpolation frames

(i) Some interpolations between pairs (shown in gray) of Faust shapes.

Figure 14: Faust-10 Interpolation results 1/6.
Figure 15: Faust-10 Interpolation results 2/6.
Figure 16: Faust-10 Interpolation results 3/6.
Figure 17: Faust-10 Interpolation results 4/6.
Figure 18: Faust-10 Interpolation results 5/6.
Figure 19: Faust-10 Interpolation results 6/6.
(ii) Some interpolations between pairs (shown in gray) of Tosca Centaurs.
Figure 22: Centaurs Interpolation results 3/3.
(iii) Some interpolations between pairs (shown in gray) of Tosca Horses.

Figure 23: Horses Interpolation results 1/6.

Figure 24: Horses Interpolation results 2/6.
Figure 25: Horses Interpolation results 3/6.

Figure 26: Horses Interpolation results 4/6.
Figure 27: Horses Interpolation results 5/6.

Figure 28: Horses Interpolation results 6/6.
8. Faust-10 Coverage

We generated 2500 shapes using our method on the Faust-10 dataset. The coverage of pose space can be studied by how well it performs on pose retrieval. Here, we sample shapes from SMPL, and for each sampled shape, we retrieve the closest shape generated by our method by L2 and compare it with the corresponding closest shape retrieved from the original set of landmarks. We illustrate these in the figure below, with triplets of query shape (blue), closest shape in Faust-10+GLASS (gold) and closest shape in original Faust-10 (grey).

Figure 29: Each triplet shows a query shape from SMPL (blue) and the corresponding closest shapes in Faust-10+GLASS (gold) vs Faust-10 (grey).
9. Incremental training image

Here we show how adding new poses to the training landmarks changes the direction of pose-space exploration.

![Incremental training image](image)

Training data: 3 models

2 additional training models

Sampling from GLASS latent space

Figure 30: Effect of adding new poses to training set.
10. Network architecture

We use Pointnet encoder with convolutional layers and a multilayer perceptron decoder. Our VAE architecture is illustrated below.

Figure 31: VAE network architecture: Pointnet Encoder (top) contains 3 convolutional layers (green) with ReLU/BN, followed by Global Max Pooling to obtain a feature for the set of vertices. The feature is input to a linear layer that further branches into 2 layers that output the gaussian parameters $\mu$ and $\sigma$ from which we sample the latent code to be input to the decoder. The decoder is a 5 layer fully-connected network that transforms the latent code to a $3N$ size output which is reshaped to $N \times 3$ to give us the reconstruction of vertices.
11. High Resolution results for Faust-10

While we used low resolution meshes of 1000 vertices for evaluation, our method scales well with number of vertices. Here we show samples generated when GLASS is trained on Faust-10 in its full resolution of 6890 vertices. The generated samples have low ARAP energies but can have non-semantic deformations as we do not use multiscale Laplacian features in this experiment.

Figure 32: Samples generated with GLASS when trained on high resolution Faust-10.