Improved YOLOX Fire Scenario Detection Method
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1. Introduction

Conventional fire detection approaches are based on sensing detection of smoke and temperature or data monitoring with electric valve and vent valve. With the development of deep learning, Yu and Liu [1] employed the improved Mask R-CNN (Mask Regions with CNN Features) for identification and segmentation of flame images, adopting the bottom-up feature fusion and improved loss function for high precision detection. Wu [2] replaced the backbone network of YOLOv3 (You Only Look Once Version 3) [3] with DenseNet121 (Densely Connected Convolutional Networks), to improve the capture ability of the backbone network for flame and smoke features, and introduced focal loss for regression. Zhao et al. [4] proposed a CenterNet [5] algorithm-based target detection approach in complicated environment. Li et al. [6] proposed to use a network structure with depth separable convolution to improve the flame detection model and adopted several data augmentation techniques to increase the detection precision. Luo [7] adopted YOLOv4 (You Only Look Once Version 4) framework-based UAV (Unmanned Aerial Vehicle) for real-time flame detection.

However, the models of the above methods are complicated and difficult to deploy, with high calculation load and few detection targets. To solve such problems, an improved T-YOLOX detection model was proposed in our study, for multitarget detection of flame, smoke, and persons in complicated fire scenarios.

The method is based on YOLOX [8] architecture, with a light attention module for adjusting and improving the weight of each channel, to improve the overall feature extraction ability of the network; incorporated with the channel shuffle technique, to improve the communication ability between channels, increase the complexity level of the model, and avoid overfitting; and replaced the last layer of the backbone network with MobileViT (Mobile-friendly Vision Transformer) [9] module, for adding the learning ability of the backbone network for global features with this light transformer [10] module and improving the generality of the model. The experiment was conducted to demonstrate the effectiveness and advantages of the method.
2. Related Work

2.1. YOLOX. YOLOX is the result of the recent improvements to YOLO series, which incorporates the advantages of YOLO series network, the feature extraction network CSPDarknet (Cross Stage Partial Darknet) architecture of YOLOv4 [11–13], focus channel augmentation technique of YOLOv5, mosaic data augmentation, innovatively added decoupling prediction head, Anchor Free concept, and SimOTA (A label allocation strategy) dynamic positive sample matching.

2.2. Transformer. Transformer, a groundbreaking 4th-generation neural network in recent years, has been dominantly employed in the NLP (Natural Language Processing) field, and also in the CV (Computer Vision) field with dramatic effect. Initially, ViT [14] (Vision Transformer) was employed to train pictures with the text processing method and also in image classification with excellent effect, and BoTNet (Bottleneck Transformers for Visual Recognition) [15–18] was used for replacing the last layer of convolutional neural networks (CNN) with transformer module, to enhance the capability of backbone network for capturing global information.

2.3. Improved YOLOX Algorithm: T-YOLOX. Though YOLOX has shown satisfactory detection performance and inference speed, it still requires improvements in the following aspect for solving the problems of the study:

(1) CSPLayer in YOLOX contains high residual ratio, and residual error operation can effectively avoid vanishing gradient in deep network, but such residual error ratio will transmit feature information together with included noises to deep network, causing impact on training of backbone network

(2) All the residual error operations will connect input features to output features with residual error ratio, but the effect of merely connecting operation for the feature layer is not satisfactory, likely to cause channel information unable to be properly fused

(3) CNN-based CSPDarknet backbone network is used for YOLOX, to capture local feature information via convolution core, but the relationship between global feature information may be neglected

Therefore, considering the drawbacks of YOLOX in detecting complicated fire scenarios, we proposed T-YOLOX model, consisting of 3 parts, i.e., backbone, neck and head, with the architecture shown in Figure 1.

2.4. Light Attention Module. To prevent residual error operation bringing unnecessary noises to the following network, causing impact on the overall training of the network, a light attention module attention was added in the study, in addition to CSPLayer, for applying attention to original residual error edge and then adjusting the weight of each channel, to reduce the impact of noise on network training and facilitate the model to locate and identify the area of interest more accurately.

The principles involve feature fusion and residual error conversion, to enhance channel information and reduce impact from noises. The module chiefly includes 3 branches, i.e., X1, for compressing high dimension features through pooling global average values (AvgPool) and then for $F_{X1}$ compression of features with fully connected layers (FC) and $\delta$ (ReLU) activation function, with the actual operation shown in

\[ F_{X1} = \delta(FC(AvgPool,X1)). \]  

After completion, FC and $\sigma$ (Sigmoid) activation functions are used for expansion to obtain $F_{X2}$, and the eventually extracted attention weight $F_{X2}$ dot product is applied on X2, with the final output shown in

\[ F_{X2} = \sigma(FC(F_{X1})), \]  

\[ X2 = F_{X2} \odot Input. \]

X3 is for stacking of residual error blocks and feature extraction. Finally, X2 and X3 converge through connection ($\oplus$). Figure 2 shows the overall structure of improved CSPLayer-attention.

2.5. Channel Shuffle (CS) Technique. The channel shuffle [19] module is used for channel shuffling the feature layer after connecting operation, to improve communication between channels. The connecting operation of the feature layer is shown in

\[ \left( \begin{array}{ccc} a_{11} & \cdots & a_{1n} \\ \vdots & \ddots & \vdots \\ a_{m1} & \cdots & a_{mn} \end{array} \right) \odot \left( \begin{array}{ccc} b_{11} & \cdots & b_{1n} \\ \vdots & \ddots & \vdots \\ b_{m1} & \cdots & b_{mn} \end{array} \right) = \left( \begin{array}{ccc} c_{11} & \cdots & c_{1n} \\ \vdots & \ddots & \vdots \\ c_{m1} & \cdots & c_{mn} \end{array} \right). \]  

The channel shuffling process is demonstrated with matrix $A_{mn}$, $B_{mn}$, where $a_{ij}$ represents the weight of features, $1 \leq i \leq m$, $1 \leq j \leq n$, $i, j \in Z$; $\odot$ represents feature connecting operation, dividing the feature matrix into several column vectors, e.g., $a_i = [a_{i1} \cdots a_{im}]^T$, $b_j = [b_{1j} \cdots b_{mj}]^T$. Corresponding groups are extracted from different matrices by one for merging operation, to obtain matrix $c_j = [a_{ij}, b_{ij}]$; and then, the connecting operation “$\oplus$” is performed for each $c_j$. Formula (5) shows the matrix after shuffling:

\[ \left( \begin{array}{ccc} a_{11} & b_{11} \\ \vdots & \ddots & \vdots \\ a_{m1} & b_{m1} \end{array} \right) \oplus \cdots \oplus \left( \begin{array}{ccc} a_{1j} & b_{1j} \\ \vdots & \ddots & \vdots \\ a_{mj} & b_{mj} \end{array} \right) \oplus \cdots \oplus \left( \begin{array}{ccc} a_{1n} & b_{1n} \\ \vdots & \ddots & \vdots \\ a_{mn} & b_{mn} \end{array} \right). \]  

Then, matrix $c_j$ is deemed as a group, and “$\oplus$” connecting operation is conducted between groups, with no change to the feature dimension in the entire process.
With the same computing resources, the method can enhance the communication ability between channels, increase the network complexity, and avoid overfitting.

The flow for realizing channel shuffle is shown in Figure 3.

2.6. Light Transformer: MobileViT. The MobileViT module was introduced, and the last layer of backbone network CSPLayer was replaced with MobileViT Block, to increase the sensing ability of the network for global and local information and improve the ability of the model for feature extraction. In MobileViT Block, for given input feature $X \in \mathbb{R}^{H \times W \times C}$ (where $H$, $W$, and $C$ represent the channel, height, and width of the tensor, respectively), $n \times n$ $(n = 3)$ convolution was used for coding local space information, and $1 \times 1$ convolution was used for learning the linear combination of input channel, and the tensor was projected to a high dimension space $(d: \text{dimension}, \text{and } d > C)$, to obtain $X_{1} \in \mathbb{R}^{H \times W \times d}$ after adjustment, and the channel unfolding operation was performed for the feature layer to obtain $X_{\text{Unfold}} \in \mathbb{R}^{P \times N \times d}$, where $P = wh$, $P$ represents the pixel count of the patch with the width of $w$ and height of $h$; $N = HW \div P$; $N$ represents the total number of patches $(h \leq n, w \leq n)$. Then, the information between patches was coded with the transformer module, to obtain $X_{G} \in \mathbb{R}^{P \times N \times d}$, with the actual operation shown in

$$X_{G}(p) = \text{Transformer}(X_{\text{Unfold}}(p)), \quad 1 \leq p \leq P. \quad (6)$$

To avoid losing the location information between patches and the pixel information in each patch, $X_{G} \in \mathbb{R}^{P \times N \times d}$ was refolded and recovered to obtain $X_{\text{Fold}} \in \mathbb{R}^{H' \times W' \times C'}$. $X_{\text{Fold}}$ was transmitted to $1 \times 1$ convolution network, and projected to low dimension space (C dimension) to obtain $\hat{X} \in \mathbb{R}^{H' \times W' \times C'}$. $\hat{X}$ and $X$ were connected (CONCAT) to obtain $\hat{X} \in \mathbb{R}^{H' \times W' \times 2C}$, and finally, $n \times n$ $(n = 3)$ convolution was employed to fuse local feature $\hat{X}$ and global feature $X$ and obtain output $Y \in \mathbb{R}^{H' \times W' \times C}$. Figure 4 shows the structure of MobileViT Block.

---

**Figure 1:** Architecture of T-YOLOX model.

**Figure 2:** Structure of CSPLayer-attention module.

**Figure 3:** Channel shuffle flow.
3. Experiment

3.1. Dataset. The early flame datasets were mainly used for image classification, with low image resolution and poor ability for identification and feedback of information, so such datasets cannot meet the requirements for current detection tasks. In addition, for detection of complicated fire scenarios, it shall not be limited to merely detecting the flame. Targeted at the problems of existing datasets, the fire dataset was developed for the experiment, including the contents on flame, smoke, and persons, and 5,000 pictures related to fire were collected from internet, covering forest fire, industrial fire, urban fire, indoor fire, vehicle fire, etc. Figure 5 shows part of the dataset contents.

The collected data was screened and organized, and the pictures were labeled with LabelImg tool, to create the fire dataset, including 3 categories, i.e., fire, smoke, and person. The labeled pictures were finally stored in an xml file, including the categories and coordinate information of the detection targets. Figure 6 shows the operation of LabelImg scripts.

The experiment is intended for realizing detection of flame, smoke, and persons with the datasets. Figure 7 visualizes the information of the dataset. As shown in visualized data plot 7 (a), nearly 7,000 flames were labeled, and about 2,000 smokes and persons were labeled; and plot 7 (b) shows the uniform distribution of labeled frames, Figure 7(c) shows the location distribution of target frame, and Figure 7(d) shows the percentage target frame relative to the picture. It is apparent that the distribution and percentage of labeled data are uniform and varied.

3.2. Data Augmentation. Data augmentation can effectively expand diversity of samples, to ensure the higher robustness of the model in different environments. In our experiment, in addition to conventional data augmentation methods, e.g., random zooming, cutting, rotation, and other operation, mosaic data augmentation was also employed, for splicing 4 pretreated images into one large image, to enrich the background of the object for detection. Figure 8 shows the operation of mosaic data augmentation.

3.3. Experiment Environment and Program Design. The experiment was conducted in the environment of Python3.8, CUDA11.1, PyTorch 1.9.1, and all the models were trained and tested on NVIDIA RTX3060 GPU.

Before network training, the model was initiated with He et al. [20]. Upon training, Python script was employed to randomly divide the dataset into the training set and test set as per 8:2, and Adam [21] optimizer and cosine annealing learning rate were adopted for training, with 4 training lots, initial learning rate of 0.0001, and totally 300 training iterations. Totally, 640, 640, 3 pictures were input in the experiment. After the training, the performance of the proposed model was compared with that of CenterNet, YOLOv3, and YOLOX models.
3.4. Model Evaluation. For the target detection task, the precision and recall can be calculated for each category, and a PR curve can be plotted for each category based on reasonable calculation. Each labeled picture contains a detection targets and \( b \) detection categories; through detection of pictures, \( c \) Bounding Boxes (BB) is obtained, and each BB contains the coordinate information and category information of the target, with which the IOU value of the ground truth is calculated.

In our study, the commonly used evaluation indexes for target detection models mAP (mean average precision) and FPS (frames per second) were used for model evaluation. AP is the area under PR (precision-recall) curve, and mAP is the mean average value of AP of each category (the higher value of AP and mAP, the better), calculated with the following:

\[
\text{Precision} = \frac{TP}{TP + FP},
\]

(7)

\[
\text{Recall} = \frac{TP}{TP + FN}.
\]

(8)

TP (true positives) refers to positive samples, correctly segmented.

FP (false positives) refers to positive samples, incorrectly segmented.

FN (false negatives) refers to negative samples, incorrectly segmented.

3.5. Experiment Design and Result Analysis. For our study, we totally designed 1 group of ablation experiments and 1 group of comparative experiments and to meet the
requirements for model deployment, size—a light model was chosen, and the ablation experiment was conducted to analyze the effect of different improvements on network performance under YOLOX architecture, and then, the comparative experiment was performed for T-YOLOX and mainstream networks (CenterNet, YOLOv3) to comprehensively analyze the model performance.

All the comparisons were made with the self-developed fire dataset, the dataset was divided into the training set and the test set as per 8:2, and 10% was sampled from the training set as the verification set. The experiment results were verified with the above two methods. The loss of the proposed T-YOLOX model after training for 300 iterations is shown in Figure 9. As seen in the figure, the loss decreases quickly at the early stage of training, and with the increases of training rounds, the loss curve gradually falls down and becomes flat in the end. When Epoch reaches around 200, the model gradually converges, and no overfitting was discovered in the training process.

### 3.5.1. Ablation Experiment

To analyze the effect of the proposed improvements on the model performance, 3 groups of experiments were designed for analysis and comparison of the improvements, and each group of experiments was conducted with the same training parameters and different model contents. Table 1 shows the detection results of the model performance, where “✓” represents the strategy used in the improved model and “×” represents the strategy not used in the improved model. According to the analysis on the results in Table 1, for Improvement 1, after connecting operation (CONCAT), channel shuffle module is used, to increase the communication ability between channels and avoid overfitting, increasing mAP to some extent; for Improvement 2, in addition to the above, light attention module is added, and an attention enhancing edge is added at CSPLayer, to improve the attention of the channel to the space information and reduce the impact of noise on deep network, increasing mAP by 1.05%; and for Improvement 3, MobileViT module is added, and CNN and transformer are fused, to realize the learning ability of backbone network for local and global information, increasing mAP by 1.02%.

### 3.5.2. Model Comparison

To verify the detection performance of improved T-YOLOX model, comparative experiment was conducted to the model and mainstream target detection models, e.g., YOLOv3, CenterNet, and YOLOX, adopting mAP and FPS for evaluating each algorithm, with the results shown in Table 2. As seen in the table, mAP of T-YOLOX algorithm was 69.54%, increased by 2.24% as compared with the original YOLOX algorithm, and according to the analysis on the average AP values for fire, smoke, and person in the table, the proposed method showed the

### Table 1: Experiment results with different improvement methods.

| Method        | SC | Attention | MobileViT | mAP   | FPS   |
|---------------|----|-----------|-----------|-------|-------|
| YOLOX         | ×  | ×         | ×         | 67.28%| 63.69 |
| Improvement 1 | ✓  | ×         | ✓         | 67.47%| 63.09 |
| Improvement 2 | ✓  | ✓         | ✓         | 68.52%| 58.35 |
| Improvement 3 | ✓  | ✓         | ✓         | 69.54%| 54.17 |

### Table 2: Comparison of performance between mainstream target detection models.

| Model   | Fire (IoU = 0.5) | Smoke | Person | mAP   | FPS   |
|---------|------------------|-------|--------|-------|-------|
| CenterNet | 0.59             | 0.43  | 0.17   | 39.80 | 60.29 |
| YOLOv3   | 0.74             | 0.58  | 0.54   | 62.05 | 48.60 |
| YOLOX    | 0.72             | 0.61  | 0.69   | 67.28 | 63.69 |
| T-YOLOX  | 0.75             | 0.62  | 0.72   | 69.54 | 54.17 |
improved AP values in detecting flame, smoke, and persons as compared with that of original YOLOX algorithms to different extent, with detection performance better than other mainstream target detection models (CenterNet, YOLOv3). For detection of victims, T-YOLOX showed the significant advantages, with FPS not falling significantly, and the detection speed still higher than that of the mainstream models, while maintaining the high precision detection.

4. Conclusions

Considering the problems of existing target detection models difficult to give timely and effective feedback on fire detection in complicated fire scenarios, a fire scenario detection model T-YOLOX for improving YOLOX was proposed in the study. On the basis of the YOLOX model, the method is added with the channel shuffle module with enhanced channel communication ability and CSPLayer_attention module for channel attention weight, and MobileViT module integrating CNN and transformer, to complete target detection for persons, flame, and smoke in complicated fire scenarios, with the detection results shown in Figure 10. As seen in the experiment, the proposed detection method demonstrated the good performance in detection in complicated fire scenarios. In the future work, consideration shall be made on how to further improve the detection accuracy of smoke in complicated fire scenarios.
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