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Abstract

Over the past few years a lot of research has been done on sentiment analysis, however, the emotional analysis, being so subjective, is not a well examined discipline. The main focus of this proposal is to categorize a given sentence in two dimensions - sentiment and arousal. For this purpose two techniques will be combined – Machine Learning approach and Lexicon-based approach. The first dimension will give the sentiment value – positive versus negative. This will be resolved by using Naïve Bayes Classifier. The second and more interesting dimension will determine the level of arousal. This will be achieved by evaluation of given a phrase or sentence based on lexicon with affective ratings for 14 thousand English words.

1 Introduction

A lot of papers related to sentiment analysis show very good results, more than 80% accuracy. This kind of analysis determines whether the sentence is positive or negative (on some occasions neutral as well). Such information can be useful in terms of understanding the intentions of a given user.

The proposed research will try to take this knowledge one level deeper. This means that additional analysis will be made on the level of affection of a given sentence. Not only will this program be able to recognize positive or negative text, but will also determine its arousal level.

This project aims to examine the way people’s reactions are interpreted by machines. Better and more detailed analysis of opinions, reviews, tweets, etc, can be applicable in all kinds of domains, such as commercial, retail, politics and psychological research.

2 Related Work

Hasan, Rundensteiner and Ago (2014) proposed in their paper “EMOTEX: Detecting Emotions in Twitter Messages” that twitter hashtags can be used to automatically extract data suitable for training purposes. They retrieve tweets related to four basic groups (shown below) and apply standard Machine Learning Algorithms on this data.

- Happy-Active
- Happy-Inactive
- Unhappy-Active
- Unhappy-Inactive
They receive good results, however, often people use misleading hashtags in order to express irony. This can lead to wrong assumptions.

3 Gradient Emotional Analysis

3.1 Circumplex Model of Affect

This paper was initially inspired by “The Circumplex model of affect”. James Russell (1980) showed that emotions can be seen in a two-dimensional circular space. This space contains arousal dimension (presented in the vertical axis) and valence dimension (presented in the horizontal axis).

A diagram, showing this representation is provided in Figure 1.

The Circumplex model of affect can be applied in this paper as a starting point for more detailed investigation of emotions.

![Figure 1: Circumplex model of Affect, made by James Russell.](image)

3.2 Emotional Representation

The main idea behind the proposed paper is to analyze the input based on two different dimensions: sentiment and arousal. This is shown in Figure 2 below.

![Figure 2: Emotional Analysis Diagram.](image)

For example the verb “excite” can be categorized as positive with high arousal level, while “calm” goes under classification of positive with low arousal level.

Similar logic puts the verb “frustrate” under negative classification with high arousal, while “bore” should be negative verb with low level of arousal.

Both of the dimensions will be described in this paper.

4 Sentiment Analysis

The first part of the analysis will be achieved with the Naïve Bayes Classifier. It is one of the simplest and most commonly used Machine Learning techniques which is why it will fit perfectly in this solution.

Naïve Bayes is based on the Bayes Theorem showed on Equation 1.

\[
P(A|B) = \frac{P(B|A)P(A)}{P(B)}
\]

Equation 1: Bayes Theorem.

In order to create a classifier which aims to provide a positive or negative value for a given input, it needs to be decided what its features are going to be.
Feature Selection

Feature selection and extraction is a key element in the Naïve Bayes implementation. After several tests, it has been decided that a NLTK implementation of part-of-speech (POS) Stanford tagger, will be used for this experiment.

The steps performed:

- Text Preprocess – tokenization
- POS tag in tuples: (word, POS value)

After the part-of-speech tagging, only verbs, adjectives and adverbs will be extracted as they bring the most value for sentiment analysis.

5 Level of Arousal/Affect

For determining the level of Affect for a given text the Lexicon-based approach will be used.

Almost the same process is followed as the one in the Sentiment Analysis section but with one major difference.

- Text Preprocess – tokenization
- POS tag in tuples: (word, POS value)

**Exclamation mark (!) is not removed from the tokens. It can give a very good understanding of whether the person who wrote the text is feeling an emotion with high arousal.**

- Retrieve the arousal value for every tagged word.
- Apply equation 2.

\[
\text{avg} \left( \sum_{\text{Tagged word}} \right)
\]

Equation 2: Formula to calculate the average arousal level of given text.

6 Experiments and Evaluation

6.1 Data

Three different datasets were used for this experiment.

A dataset with 8 885 annotated tweets has been used to train the Naïve Bayes Classifier –3 593 are labeled as positive and 5 292 are labeled as negative.

For the second part of the research – calculating the level of arousal, a lexicon with affective ratings has been used. It contains 13 915 annotated English words with a number from 1 to 9.

Another dataset has been used to verify the results from arousal level analysis. The number of tweets related with specific emotion are presented in Table 1.

| Emotion                        | Tweets |
|--------------------------------|--------|
| Enthusiasm + Hate              | 700    |
| Relief (Happiness) + Sadness   | 700    |

Table 1: Number of tweets extracted from Dataset.

6.2 Experiment and Results

Sentiment level – Naïve Bayes Classifier

10-fold cross-validation was used to measure the accuracy of the proposed algorithm. The average result from the 10 folds is 72.8%.

Arousal level

In order to verify the accuracy of the proposed arousal evaluation a training data was used with tweets annotated with words which represent active and inactive emotions. The result showed 76% accuracy for active tweets and less than 50% accuracy for inactive ones.

This means that the proposed testing approach is not working.
This failure is because the dataset which was used is automatically generated, based on hashtags. For example the following tweet extracted from the testing set is evaluated as #boredom, because the person used it with his hashtag:

“I'm so tired of being sick ALL the time!!!! #boredom”.

The word “boredom” should be classified as inactive, however the language used in this tweet is showing immense frustration.

Survey

Another way of evaluating the algorithm is to ask people to evaluate manually the level of arousal.

Three people were asked to assign value 0 for inactive tweets and 1 for active.

This survey was based on 100 tweets and the average value of the results is showing 63% accuracy.

The final results are shown in Table 2.

|                  |       |
|------------------|-------|
| Sentiment Analysis | 72.8% |
| Arousal Level Analysis | 63%   |

Table 2: Final Results.

7 Future Work

In order to improve the results in the Arousal level analysis other features need to be taken into consideration. For example, emoticons can be added in the lexicon. Another thing that might improve the results is capturing tweets written with caps lock.

8 Conclusion

This paper explores the possibilities of developing a system, which can have the capability to recognize both sentiment and arousal level of a given text. The research is using the Circumplex Model of Affect (1980) where James Russel states that the emotions can be divided in four main categories – positive-active, positive-inactive, negative-active, negative-inactive.

The implementation is based on the idea to combine two very well-known approaches – Machine Learning Approach and Lexicon Based Approach.

The first approach is to use already labeled dataset. Upon training, it can be used to classify the sentiment of an input. For its realization good results were achieved using Naïve Bayes Classifier. For future work another ML algorithm may be used.

The lexicon-based approach is used for the second part of the project. In this case the work is happening only on sentence level where the text is being tokenized. This is the moment where it is decided whether every token should be included in the analysis. An interesting part of the research was to determine which parts of the speech are best suited to be analyzed for level of affection. The idea to not exclude exclamation marks also increased the correctness of the returned values. After extracting only the needed values the arousal level is retrieved from the lexicon.
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