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1 Introduction

Independence is a very important property in statistical inference. In this paper, we develop the asymptotic independence between the quadratic form $z^\top A z$ and the maximum $\max_{1 \leq i \leq p} |z_i|$ of a sequence of independent sub-Gaussian random variables $z = (z_1, \cdots, z_p)^\top$, where $A$ is a symmetric matrix. The benefits of this theoretical result will be reflected in the application of high-dimensional tests, including the one-sample mean test and two-sample mean test.

Yet little research has been done on the asymptotic joint distribution between the quadratic form and the maximum of a sequence random variables. This is the first paper on this topic. In contrast, the majority of the existing literature are focusing on the development of the asymptotic independence between the sum $\sum_{i=1}^p X_i$ and the maximum $\max_{1 \leq i \leq p} X_i$ of a sequence of random variables $\{X_i\}_{i=1}^p$. Here we provide a brief review for the related literature. \cite{9} derives the asymptotic independence between the sum and maximum by assuming $\{X_i\}_{i=1}^p$ to be independent and identically distributed (i.i.d., hereafter). There are two main streams of statistical work which have relaxed the i.i.d. assumption. On one hand, \cite{1,2,3} and \cite{17} extends the theoretical results by assuming the random variables $\{X_i\}_{i=1}^p$ satisfying the strong mixing condition. On the other hand, \cite{14}, \cite{15}, \cite{21} and \cite{23} establishes the asymptotic independence between the sum and the maximum based on the assumption that $\{X_i\}_{i=1}^p$ is a stationary Gaussian sequence. \cite{12} further investigates the asymptotic independence between the sum and the maximum of the squares of the dependent random variables without imposing the stationary assumption.

In this paper, the asymptotic joint distribution of the quadratic form $z^\top A z$ and the maximum $\max_{1 \leq i \leq p} |z_i|$ of independent sub-Gaussian random variables has been derived, where the random variables $\{z_i\}_{i=1}^p$ are assumed to have mean zero and variance one. The asymptotic normality of the standardized quadratic form $\frac{z^\top A z - \text{tr}(A)}{\sigma_A}$ is guaranteed by the assumption that $A$ is symmetric and $\sup_i \sum_{j=1}^p |a_{ij}| < K$. The asymptotic distribution of the maximum $\max_{1 \leq i \leq p} |z_i|$ is derived based on the assumption that $pP(|z_i| > l_p(y)) \to h(y)$ for all $i$ where $l_p(y) \to \infty$ and $h(y)$ is bounded. The asymptotic independence between the standardized quadratic form and the maximum is mainly based on the assumption that the smallest eigenvalue of $A$ is bounded away from zero and the largest eigenvalue of $A$ is bounded.

Our theoretical result on asymptotic independence is novel and different from the existing ones. As a consequence, this general framework provides a new way for us to look at the theoretical foundation of the high-dimensional testing problems, including the one-sample mean test and the two-sample mean test.

The research of high-dimensional hypothesis tests has been evolved rapidly in the last two decades, which has been widely applied to a range of areas, including genomics, neuroscience, finance, economics and so on. In general, high-dimensionality means that the data dimension can be larger than the sample size, or the data dimension can also grow to infinity in asymptotics. Under this dimension setting, the classical statistical testing theories no longer applicable. For example, the traditional Hotelling’s $T^2$ test cannot work when the data dimension exceeds the sample size because of the singularity of sample covariance matrix. Consequently, the high dimensional testing problems are grounded on a new theoretical foundation comparing with that of the classical ones. By replacing the sample covariance matrix in Hotelling’s $T^2$ test with the
identity matrix or the diagonal matrix of the sample covariance matrix, several sum-type tests has been proposed for the high-dimensional mean test problem, see e.g., [5], [25], [24], [8] and [26]. However, due to the low performance of the sum-type test under the sparse alternative, where there are a few nonzero elements in the mean vector or the mean difference, many efforts have been made to improve the sum-type tests, see, for example, [30], [11] and [7]. Different from the sum-type tests, the other solution for sparse alternative is the max-type tests proposed by [6], which is particularly powerful for the sparse data but cannot work well with the dense data.

In real world, it is usually difficult to identify whether the data is sparse or not. Therefore, it becomes necessary to develop a test which can work well for both sparse and dense alternatives. The power enhancement test proposed by [11] is one candidate for this purpose which adding a screening statistic to the sum-type test statistic. The other candidate is the adaptive test proposed by [27] which studied the asymptotic independence between the max-type test and the sum-of-powers tests and then combined them together based on their p-values. [13] is another candidate for the same purpose which combined the max-type test with a set of finite-order U-Statistics based on their asymptotic independence. Also note that for testing the high-dimensional covariance matrices, [28, 29] studied the Fisher’s combination test for asymptotic independent statistics. In this paper, based on the novel theoretical result on the asymptotic independence between the quadratic form and maximum of independence random variables, the aforementioned problem has been solved, and at the same time, several strong assumptions made by [27] and [13] have been relaxed. We propose two Fisher’s combination tests by combining the max-type tests and sum-type tests for the one-sample mean test and two-sample mean test. The simulation results show that our proposed tests are strongly robust to both sparse data and dense data.

The main contributions of this paper are listed as follows:

1. We show the asymptotic independence between the quadratic form and the maximum of independent sub-Gaussian random variables, which is novel in existing literature;

2. Based on the above theoretical results, we have proposed the Fisher’s combination test by combining the sum-type test and the max-type test for two types of high-dimensional testing problems: one-sample mean test and two-sample mean test. Simulation results show that our proposed tests are robust to both sparse and dense data;

3. The development of these two applications reflects the theoretical benefits of our general framework in proving the asymptotic independence between the max-type tests and sum-type tests: (1) the strong assumptions on the population covariance structure (i.e., the $\alpha$-mixing condition or the diagonal assumption) in existing literature have been relaxed; (2) besides the sub-Gaussian-type tails, our theoretical development also allows the polynomial-type tail for the sample distribution;

4. By switching the alternative hypothesis to the special local alternative, for example, sparse transformed mean in one-sample mean test or sparse transformed mean difference in two-sample mean test, we could obtain the asymptotic independence between the max-type
test and the sum-type test under the alternative hypothesis. As a consequence, the expression of the power of our proposed test has been derived, which is the first result on this topic.

The organization of this paper is as follows. In Section 2, we provide the basic definition about the distribution of the random variables and state the theoretical result about the asymptotic independence between the quadratic form and maximum of the independent random variables. In Section 3, we apply the theoretical result into two types of tests of high dimensional data. In Section 4, the proposed tests are compared with some existing ones via Monte Carlo simulation. The mathematical proofs of our theoretical results are collected in the online supplementary material.

2 Asymptotic Independence of the Quadratic form and Maximum of Independent Random Variables

In this section, we provide the central theoretical results: the asymptotic independence between the quadratic form and maximum of independent sub-Gaussian random variables. The statement will start with the definition of the sub-Gaussian random variable.

Definition 2.1 A random variable $X$ with mean $\mu = \mathbb{E}[X]$ is $\sigma^2$-sub-Gaussian if there is a positive number $\sigma$ such that

$$
\mathbb{E} \left[ e^{\lambda (X - \mu)} \right] \leq e^{\sigma^2 \lambda^2 / 2} \text{ for all } \lambda \in \mathbb{R}
$$

(2.1)

The constant $\sigma$ is referred to as the sub-Gaussian parameter; for instance, we say that $X$ is $\sigma^2$-sub-Gaussian when the condition (2.1) holds. Naturally, any Gaussian variable with variance $\sigma^2$ is sub-Gaussian with parameter $\sigma$.

Theorem 2.2 Assume $z_1, \ldots, z_p$ are independent $\sigma^2$-sub-Gaussian random variables with $E(z_i) = 0$ and $\text{var}(z_i) = 1$. Suppose the following assumptions hold: (i) There exist two parameters $l_p(y)$ and $h(y)$ satisfies $pP(|z_i| > l_p(y)) \to h(y)$ for all $i$ where $l_p(y) \to \infty$ and $h(y)$ is bounded; (ii) $A$ is symmetric and $\sup_i \sum_{j=1}^p |a_{ij}| < K$; (iii) There exist a constant $c > 0$ satisfies $c^{-1} < \lambda_{\min}(A) \leq \lambda_{\max}(A) < c$. Then, we have

$$
P \left( \frac{z^\top A z - \text{tr}(A)}{\sigma_A} \leq x, \max_{1 \leq i \leq p} |z_i| \leq l_p(y) \right) \to \Phi(x)F_h(y)
$$

(2.2)

where $\sigma_A^2 = 2\text{tr}(A^2) + \sum_{i=1}^p a_{ii}^2 (E(z_i^4) - 3)$ and $F_h(y) = e^{-h(y)}$.

Theorem 2.2 showed the asymptotic joint distribution of the standardized quadratic form and the maximum of independent sub-Gaussian random variables. Specifically, the assumption (i) is used to derive the asymptotic distribution of the maximum; the assumption (ii) guarantees the asymptotic normality of the standardized quadratic form; and finally the asymptotic independence between the standardized quadratic form and the maximum is mainly based on assumption (iii).

Remark 2.3 It is worth to mention that if all $|z_i|$’s in Theorem 2.2 and in its proof are replaced by $z_i$, the updated theorem and proof still hold. That is, we could show the asymptotic independence between the quadratic form $\frac{z^\top A z - \text{tr}(A)}{\sigma_A}$ and the maximum $\max_{1 \leq i \leq p} z_i$ based on the similar framework as that of Theorem 2.2.
Remark 2.4  Note that the existing literature, e.g., [27], [28] and [13], are all focusing on the derivation of the asymptotic independence between $\max_{1 \leq i \leq p} z_i^2$ and $\sum_{i=1}^{p} z_i^2$. In contrast, this paper developed the asymptotic independence between $\max_{1 \leq i \leq p} z_i$ and $z^\top A z$.

3 High Dimensional tests

In this section, we apply the theoretical results obtained in Section 2 into two types of high-dimensional hypothesis tests: one-sample mean test and two-sample mean test.

3.1 One-sample problem

Let $X_1, \cdots, X_n$ with $X_i = (X_{i1}, \cdots, X_{ip})^\top$ for each $i \in \{1, \cdots, n\}$ be a sequence of $p$ dimensional independent and identically distributed (iid) observations from a multivariate distribution with mean vector $\mu$ and covariance matrix $\Sigma$. Our interest is in testing the one sample mean hypotheses

$$H_0 : \mu = 0 \text{ versus } H_1 : \mu \neq 0$$  \hspace{1cm} (3.1)

The hypothesis test on population mean is a classic and important topic in multivariate statistics, which has been developed in a large statistical literature, see, e.g., [4], [10] and [22] for classical theory. The most famous methodology is the Hotelling’s $T^2$ test, see [16]. In asymptotics, these classical theories assume the dimension $p$ to be fixed as the sample size $n$ goes to infinity. However, when the dimension $p$ is larger than the sample size $n$, these earlier methods cannot really work. For example, the Hotelling’s $T^2$ test requires the inverse of the sample covariance matrix. Actually, the sample covariance matrix is non-invertible when $p > n$.

To overcome this difficulty, many high-dimensional mean tests have been proposed by allowing $p \geq n$ and letting both $n$ and $p$ go to infinity in asymptotics.

In this subsection, we focus on the hypothesis testing problem in (3.1) under the setting of $p \geq n$. [23] developed the sum-type test statistics for the multivariate normal observations while [24] showed that this sum-type test statistics can also work for the non-normal observations under some certain moment assumptions. In general, as proposed in [24], the sum-type test statistics can be expressed as follows:

$$T_{SR} = \frac{n \bar{X}^\top D_s^{-1} \bar{X} - (n-1)p/(n-3)}{\left[2 \text{tr } \hat{R}^2 - p^2/(n-1)\right]^{\frac{1}{2}} \left[1 + \left(\frac{\text{tr } \hat{R}^2}{p^2}\right)^{\frac{1}{2}}\right]^{\frac{1}{2}}}$$  \hspace{1cm} (3.2)

where

$$\hat{R} = D_s^{-\frac{1}{2}} S D_s^{-\frac{1}{2}}, D_s = \text{diag} \left(s_{11}, \ldots, s_{pp}\right),$$

$$\bar{X} = \frac{1}{n} \sum_{i=1}^{n} X_i,$$

$$S = \left(s_{ij}\right)_{1 \leq i,j \leq p} = \frac{1}{n-1} \sum_{i=1}^{n} (X_i - \bar{X})(X_i - \bar{X})^\top.$$

As shown in [24], $T_{SR}$ can be rewritten as follows:

$$T_{SR} = \frac{w \Sigma^{1/2} D^{-1} \Sigma^{1/2} w - (n-1)p/(n-3)}{\sqrt{2 \text{tr}(\hat{R}^2)}} + o_p(1)$$

Asymptotic Independence
where $w = (w_1, \cdots, w_p)^\top$, $w_i = n^{-1/2} \sum_{k=1}^n \varepsilon_{ki}$ under the following condition (C1). So we observe that $T_{SR}$ asymptotically has a quadratic form of a sequence of independent random variables.

As pointed out by [6], the aforementioned sum-type test cannot work well when the mean vector is sparse, for example, there are a few nonzero elements in the mean vector. To improve the sum-type test under the sparse alternative, [30] established a new test by thresholding two sum-type tests based on the sample means and then maximizing over a range of thresholding levels. The other effort is made by [11], which proposed a linear combination between the standard Wald statistic and a power enhancement component as the test statistic, where the power enhancement component equals zero with probability converging to one under null and diverges in probability under some specific regions of alternatives. In contrast, the max-type test statistics proposed by [6] might be most powerful under the sparse alternative. For convenience, we write the expression of the max-type test statistic for the one-sample mean test as follows.

For a given invertible $p \times p$ matrix $A$, the null hypothesis $H_0 : \mu = 0$ is equivalent to $H_0 : A\mu = 0$. Set $\delta^A = (\delta^A_1, \cdots, \delta^A_p)^\top := AX$. Denote the sample covariance matrix of $AX$ by $B = (b_{i,j})$ and define the test statistic

$$M_A = (n - 1) \max_{1 \leq i \leq p} \left( \frac{\delta^A_i}{b_{i,i}} \right)^2,$$

(3.3)

Similar to [6], we proposed the following max-type test statistic $M_{\hat{\Omega}^{1/2}}$ by choosing $A$ as $\hat{\Omega}^{1/2}$. Here $\hat{\Omega}$ is a good estimator of the precision matrix $\Omega = \Sigma^{-1}$. Under the following condition (C2), we can rewrite $M_{\hat{\Omega}^{1/2}}$ as

$$M_{\hat{\Omega}^{1/2}} = \max_{1 \leq i \leq p} w_i^2 + o_p(1)$$

which is a maximum of a sequence of independent random variables.

In what follows, we state the required assumptions for the development of the asymptotic distribution of the max-type test statistic $M_{\hat{\Omega}^{1/2}}$.

(C1) $X_i = \mu + \Sigma^{1/2} \varepsilon_i$ where $\varepsilon_i = (\varepsilon_{i1}, \cdots, \varepsilon_{ip})^\top$ and $\varepsilon_{ij}$ are independently distributed with $E(\varepsilon_{ij}) = 0$, $\text{var}(\varepsilon_{ij}) = 1$ and $E(\varepsilon_{ij}^4) < c$ for some positive constant $c$.

(C2) $C_0^{-1} \leq \lambda_{\text{min}}(\Sigma) \leq \lambda_{\text{max}}(\Sigma) \leq C_0$ for some constant $C_0 > 0$.

(C3) We assume that the estimator $\hat{\Omega} = (\hat{\omega}_{ij})$ has at least a logarithmic rate of convergence

$$\|\hat{\Omega} - \Omega\|_{L_1} = o_p \left\{ \frac{1}{\log(p)} \right\}, \max_{1 \leq i \leq p} |\hat{\omega}_{i,i} - \omega_{i,i}| = o_p \left\{ \frac{1}{\log(p)} \right\}$$

(C4) Suppose the following condition (i) or (ii) hold: (i)(sub-Gaussian-type tails) There exist some constant $\eta > 0, K > 0$ such that $E(\exp(\eta \varepsilon_{ij}^2)) \leq K$. And $\log p = o(n^{1/4})$; (ii) (polynomial-type tails) Suppose that for some constants $\gamma_0, c_1 > 0$, $p \leq c_1 n^{\gamma_0}$ and for some positive constant $\epsilon, K$, $E(|\varepsilon_{ij}|^{2\gamma_0 + 2 + \epsilon}) \leq K$. 
The limiting null distribution of the max-type test statistic $M_{\hat{\Theta}_{1/2}}$ is given in following theorem.

**Theorem 3.1** Suppose that conditions (C1)-(C4) hold. For any $x \in \mathbb{R}$,

$$P_{H_0}\left[ M_{\hat{\Theta}_{1/2}} - 2\log(p) + \log\{\log(p)\} \leq x \right] \to \exp\left\{ -\frac{1}{\sqrt{\pi}} \exp\left( -\frac{x}{2} \right) \right\}, \quad \text{as } p \to \infty$$

Given the above description, we know that the sum-type test can only work well under the dense alternative, while the max-type test can only work well under the sparse alternative. In order to achieve good performance under both sparse and dense alternatives, it is a good choice to propose a combination of the sum-type test and the max-type test based on their asymptotic independence. The existing literature on this combination approach includes [27] and [13]. [27] showed the asymptotic independence between the max-type test and a family of the sum-of-powers tests and constructed the combined test by picking up the minimum of the p-values of these tests in order to reach the maximum power. [13] developed the asymptotic independence between the max-type test statistics and the finite-order U-statistics and combined these tests based on the minimum p-values or the Fisher’s method, see e.g., [19].

Compared with these existing methodology, our theoretical contribution is that several strong assumptions in existing literature have been relaxed. First, both [27] and [13] only assume the sub-Gaussian-type tail for the sample distribution. In contrast, our theoretical framework also allows for the polynomial-type tail, e.g., see condition (C4). Second, we impose weaker assumptions for the covariance structure than those of [27] and [13]. The detailed assumption and discussion are provided as follows.

In the following condition, we state the additional assumption about the covariance structure, which is required to show the asymptotic independence between the sum-type test and max-type test.

(C5) $\sup_i \sum_{j=1}^p |a_{ij}| < K$ where $A = \Sigma^{1/2} D^{-1} \Sigma^{1/2} = (a_{ij})_{1 \leq i,j \leq p}$ and $D$ is the diagonal matrix of $\Sigma$.

In existing literatures related to the asymptotic independence between max-type tests and sum-type tests, the assumptions about covariance structure are relatively strong. For example, the Theorem 1 of [27] is based on the assumption of $\alpha$-mixing condition. Moreover, the Theorem 2.3 of [13] assumed the covariance structure to be diagonal. In contrast, our assumption about the covariance structure (as stated in condition (C5)) is more general. According to condition (C2), the eigenvalues of $A$ are also bounded. So the conditions (ii) and (iii) in Theorem 2.2 hold. How to relax the bounded eigenvalues assumption of $A$ deserves some further studies.

Up to now, based on the result in Theorem 2.2 we could show the asymptotic independence between $T_{SR}$ and $M_{\hat{\Theta}_{1/2}}$ under the null hypothesis.

**Theorem 3.2** Suppose that conditions (C1)-(C5) hold. For any $x, y \in \mathbb{R}$,

$$P_{H_0}\left[ T_{SR} \leq x, M_{\hat{\Theta}_{1/2}} - 2\log(p) + \log\{\log(p)\} \leq y \right] \to \Phi(x) F(y) \tag{3.4}$$

where $F(y) = \exp\left(-\frac{1}{\sqrt{\pi}} e^{-y/2}\right)$. 

To combine the proposed max-type and sum-type tests, we propose the Fisher’s combination test, based on the asymptotic independence between $T_{SR}$ and $M_{\tilde{\Theta}/2}$. Specifically, let
\[
p^{(1)}_{\text{MAX}} = 1 - F \left( M_{\tilde{\Theta}/2} - 2 \log(p) + \log\{\log(p)\} \right) \quad \text{and} \quad p^{(1)}_{\text{SUM}} = 1 - \Phi \left( T_{SR} \right)
\]
denote the p-values with respect to the test statistics $T^{(1)}_{\text{MAX}} = M_{\tilde{\Theta}/2}$ and $T^{(1)}_{\text{SUM}} = T_{SR}$ respectively. Based on $p^{(1)}_{\text{MAX}}$ and $p^{(1)}_{\text{SUM}}$, the proposed Fisher’s combination test rejects $H_0$ at the significance level $\alpha$, if
\[
T^{(1)}_{FC} = -2 \log p^{(1)}_{\text{MAX}} - 2 \log p^{(1)}_{\text{SUM}} \quad (3.5)
\]
is larger than $c_\alpha$, i.e. the $1 - \alpha$ quantile of the chi-squared distribution with 4 degrees of freedom.

Based on Theorem 3.2, we immediately have the following result for $T^{(1)}_{FC}$.

**Corollary 3.3** Assume the same conditions as in Theorem 3.2, then we have $T^{(1)}_{FC} \overset{d}{\to} \chi_4^2$ as $n, p \to \infty$.

We consider the following alternative hypothesis:
\[
H_1 : \hat{\mu}_i \neq 0, \ i \in M, \ |M| = m, \ m = o(p^{1/2}), \ \mu = \frac{\delta}{(np)^{1/2}} \quad (3.6)
\]
where $\tilde{\mu} = \Theta^{1/2}\mu$ and $\delta$ is a vector of constants and $\delta^T D^{-1} \delta \leq C p$ for some constant $C$.

It is easy to see that the local alternative $H_1$ in (3.6) is a special case of the original alternative hypothesis $H_1 : \mu \neq 0$. Under this special local alternative, we could further obtain the asymptotic independence between the sum-type test and max-type test as follows.

**Theorem 3.4** Suppose that conditions (C1)-(C5) hold. Under the special local alternative $H_1$ stated in (3.6), for any $x, y \in \mathbb{R}$,
\[
P \left[ T_{SR} \leq x, M_{\tilde{\Theta}/2} - 2 \log(p) + \log\{\log(p)\} \leq y \right] \\
\to P \left[ T_{SR} \leq x \right] P \left[ M_{\tilde{\Theta}/2} - 2 \log(p) + \log\{\log(p)\} \leq y \right].
\]

Based on Theorem 3.4, we can analyze the power function of our proposed Fisher Combination test under the above special alternative hypothesis (3.6). Define a minimal p-values test $T^{(1)}_{\text{min}} = \min(p^{(1)}_{\text{SUM}}, p^{(1)}_{\text{MAX}})$. According to Theorem 3.2, we reject the null hypothesis if $p^{(1)}_{\text{SUM}} \leq 1 - \sqrt{1 - \gamma} \approx \gamma/2$ or $p^{(1)}_{\text{MAX}} \leq 1 - \sqrt{1 - \gamma} \approx \gamma/2$. According to the results in [19][20], we have that the power of Fisher combination test is asymptotically optimal in terms of Bahadur relative efficiency. In simulations, we found that the power of $\beta^{(1)}_{T_{FC}}$ is larger than the power of the minimal p-values test $\beta^{(1)}_{T_{\text{min}}}$ in most cases. We also have
\[
\beta^{(1)}_{T_{\text{min}}} \geq \beta^{(1)}_{T_{\text{SUM}}, \gamma/2} + \beta^{(1)}_{T_{\text{MAX}}, \gamma/2} - \beta^{(1)}_{T_{\text{SUM}}, \gamma/2} \beta^{(1)}_{T_{\text{MAX}}, \gamma/2}/2
\]
where the last inequality is based on the inclusion-exclusion principle and the result of Theorem 3.4 and $\beta^{(1)}_{T_{\text{SUM}}, \gamma}$ is the power function of the sum-type test $T^{(1)}_{\text{SUM}}$ at significant value $\gamma$. So does $\beta^{(1)}_{T_{\text{MAX}}, \gamma}$.

**3.2 Two-sample problem**

Assume that $\{X_{i1}, \cdots, X_{in_i}\}$ for $i = 1, 2$ are two independent random samples with the sizes $n_1$ and $n_2$, from $p$-variate distributions $F(x - \mu_1)$ and $G(x - \mu_2)$ located at $p$-variate centers
the case of unequal covariance matrix, \([26]\) proposed the following sum-type test statistics:

\[
H_0 : \mu_1 = \mu_2 \quad \text{versus} \quad H_1 : \mu_1 \neq \mu_2,
\]

when their common covariances \(\Sigma\) is unknown.

The famous Hotelling’s \(T^2\) test statistic for the two-sample problem also requires the dimension \(p\) to be fixed in asymptotics. Because it relies on the inverse of the pooled sample covariance matrix, Hotelling’s \(T^2\) test cannot work when \(p \geq n\). To deal with the problem of high-dimensional setting, i.e., when \(p \geq n\), several sum-type tests have been proposed. \([5]\) proposes a test by replacing the pooled sample covariance matrix in Hotelling’s \(T^2\) test statistic with the identity matrix. \([25]\) developed a test for two set of multivariate normal observations which sharing the same population covariance matrix. Under some mild assumptions on the covariance structure, \([8]\) derived a test statistic and relaxed the assumption \(p/n \to c \in (0, \infty)\) in \([5]\) by allowing the arbitrarily large \(p\) which can be independent with the sample size \(n\). For the case of unequal covariance matrix, \([26]\) proposed the following sum-type test statistics:

\[
T_{SKK} = \frac{\left(\bar{X}_1 - \bar{X}_2\right)^\top \hat{D}^{-1} \left(\bar{X}_1 - \bar{X}_2\right) - p}{\sqrt{p\hat{\sigma}^2_{SKK} c_{p,n}}}
\]

where

\[
\hat{\sigma}^2_{SKK} = \frac{2\text{tr}(\hat{R}^2)}{p} - \frac{2}{p(n_1 - 1)n_1^2} \left(\text{tr}(\hat{D}^{-1} S_1)\right)^2 - \frac{2}{p(n_2 - 1)n_2^2} \left(\text{tr}(\hat{D}^{-1} S_2)\right)^2,
\]

\[
c_{p,n} = 1 + \frac{\text{tr} \hat{R}^2}{p^3/2}, \quad \bar{X}_i = \frac{1}{n_i} \sum_{l=1}^{n_i} X_{il} \quad \text{for} \ i = 1, 2
\]

where \(S_1\) and \(S_2\) are the sample covariance matrices of \(\{X_{1i}\}_{i=1}^{n_1}\) and \(\{X_{2i}\}_{i=1}^{n_2}\), respectively. \(\hat{D} = \frac{1}{n_1} \hat{D}_1 + \frac{1}{n_2} \hat{D}_2\) where \(\hat{D}_i, i = 1, 2\) is the diagonal matrix of \(S_i\). And \(\hat{R} = \hat{D}^{-1/2}(\frac{1}{n_1} \hat{S}_1 + \frac{1}{n_2} \hat{S}_2)^{1/2} \hat{D}^{-1/2}\). Under condition (C1’), we can also rewrite \(T_{SKK}\) as a quadratic form of a sequence of independent random variables, i.e.

\[
T_{SKK} = \frac{1}{\sqrt{2\text{tr}(\hat{R}^2)}} \left(u^\top A u - p\right) + o_p(1)
\]

where \(A\) is defined in condition (C5) and \(u = \sqrt{\frac{n_1 n_2}{n_1 + n_2}} \left(\frac{1}{n_1} \sum_{l=1}^{n_1} \varepsilon_{1l} - \frac{1}{n_2} \sum_{l=1}^{n_2} \varepsilon_{2l}\right)\).

Similar to the discussion in the one-sample problem, the aforementioned sum-type tests cannot work well under the sparse alternatives. To overcome this difficulty, \([7]\) proposed a test based on the thresholding technique and data transformation, which can be regard as the extension of the method in \([20]\). For the sparse alternative, \([6]\) proposed the following max-type test statistics:

\[
W_{\hat{O}^{1/2}} = \frac{n_1 n_2}{n_1 + n_2} \max_{1 \leq i \leq p} W_i^2
\]

where \(W = (W_1, \ldots, W_p) \equiv \hat{O}^{1/2}(\bar{X}_1 - \bar{X}_2)\). Similarly, we can also rewrite \(W_{\hat{O}^{1/2}}\) as a maximum of a sequence of independent random variables, i.e.,

\[
W_{\hat{O}^{1/2}} = \max_{1 \leq i \leq p} u_i^2 + o_p(1)
\]
where $u = (u_1, \cdots, u_p)^\top$.

To facilitate the description of theoretical results in two-sample mean test, we switch the condition (C1) in previous section to a new one as follows.

(C1') For $k = 1, 2$, $X_{ki} = \mu_k + \Sigma^{1/2} \varepsilon_{ki}$ where $\varepsilon_{ki} = (\varepsilon_{k1i}, \cdots, \varepsilon_{kip})$ and $\varepsilon_{kij}$ are independently distributed with $E(\varepsilon_{kij}) = 0$, $\text{var}(\varepsilon_{kij}) = 1$ and $E(\varepsilon_{kij}^4) < c$ for some positive constant $c$.

The limiting null distribution of the max-type test statistic $W_{\Theta^{1/2}}$ is as follows.

**Theorem 3.5** Suppose that conditions (C1'), (C2)-(C4) hold. For any $x \in \mathbb{R}$,

$$P_{H_0} \left[ W_{\Theta^{1/2}} - 2 \log(p) + \log(\log(p)) \leq x \right] \to \exp \left\{ -\frac{1}{\sqrt{n}} \exp \left( -\frac{x}{2} \right) \right\}, \quad \text{as } p \to \infty$$

Because it is difficult to tell whether the data is sparse or not in the real world, we need to develop a test which is robust to both sparse and dense alternatives at the same time. The main idea of the solution is to combine the sum-type test and max-type test based on the asymptotic independence between them, which is similar to those of [27] and [13].

To achieve the asymptotic independence between sum-type test and max-type test, we now apply the theoretical results stated in Section 2 into the two-sample mean test as follows.

**Theorem 3.6** Suppose that conditions (C1'), (C2)-(C5) hold. For any $x, y \in \mathbb{R}$,

$$P_{H_0} \left[ T_{SKK} \leq x, W_{\Theta^{1/2}} - 2 \log(p) + \log(\log(p)) \leq y \right] \to \Phi(x)F(y) \quad (3.10)$$

It is clear that in the two-sample problem, the result of asymptotic independence shares the same theoretical benefits as that of the one-sample problem. For example, compared with [27] and [13], our result relies on the weaker assumption on the covariance structure and allows for more possibilities for the assumptions about the sample distributions.

Based on the asymptotic independence between $T_{SKK}$ and $W_{\Theta^{1/2}}$, we propose the Fisher’s combination test which utilizing the max-type and sum-type tests:

$$T_{FC}^{(2)} \doteq -2 \log p_{\text{MAX}}^{(2)} - 2 \log p_{\text{SUM}}^{(2)} \quad (3.11)$$

where

$$p_{\text{MAX}}^{(2)} \doteq 1 - F \left\{ W_{\Theta^{1/2}} - 2 \log(p) + \log(\log(p)) \right\} \quad \text{and} \quad p_{\text{SUM}}^{(2)} \doteq 1 - \Phi \left( T_{SKK} \right)$$

denote the p-values with respect to the test statistics $T_{\text{MAX}}^{(2)} = W_{\Theta^{1/2}}$ and $T_{\text{SUM}}^{(2)} = T_{SKK}$ respectively.

Based on Theorem 3.6, we immediately have the following result for $T_{FC}^{(2)}$.

**Corollary 3.7** Assume the same conditions as in Theorem 3.6, then we have $T_{FC}^{(2)} \overset{d}{\rightarrow} \chi_4^2$ as $n, p \to \infty$.

We consider the following alternative hypothesis:

$$H_1 : \tilde{\mu}_i \neq 0, i \in \mathcal{M}, \quad |\mathcal{M}| = m, \quad m = o(p^{1/2}); \quad \mu_1 - \mu_2 = \frac{\delta}{(np)^{1/2}} \quad (3.12)$$

where $\tilde{\mu} = \Theta^{1/2}(\mu_1 - \mu_2)$ and $\delta$ is a vector of constants and $\delta^T D^{-1} \delta \leq Cp$ for some constant $C$. 

Asymptotic Independence

As the special case of the original alternative hypothesis $H_1 : \mu_1 \neq \mu_2$, the special local alternative $H_1$ in (3.12) enables us to obtain the asymptotic independence between the sum-type test $T_{SKK}$ and the max-type test $W_{\hat{\Theta}/2}$ under the alternative hypothesis. The main result is stated in the following theorem.

**Theorem 3.8** Suppose that conditions (C1'), (C2)-(C5) hold. Under the special local alternative $H_1$ stated in (3.12), for any $x, y \in \mathbb{R}$,

$$P \left[ T_{SKK} \leq x, W_{\hat{\Theta}/2} - 2 \log(p) + \log\{\log(p)\} \leq y \right] \to P \left[ T_{SKK} \leq x \right] P \left[ W_{\hat{\Theta}/2} - 2 \log(p) + \log\{\log(p)\} \leq y \right].$$

Based on Theorem 3.8, we can analyze the power function of $T_{FC}^{(2)}$ for the two-sample problem. Similar to the one-sample problem, based on Theorems 3.6 and 3.8 and the results in [19, 20], and by defining the minimal p-values test as $T_{\text{min}}^{(2)} = \min(p_{\text{SUM}}, p_{\text{MAX}})$, we have the following relationship among the powers of different tests: $\beta_{T_{FC}^{(2)}}$ is slightly larger than $\beta_{T_{\text{min}}^{(2)}}$ in most cases in our simulation studies. And

$$\beta_{T_{\text{min}}^{(2)}} \geq \beta_{T_{\text{SUM}, \gamma/2}^{(2)}} + \beta_{T_{\text{MAX}, \gamma/2}^{(2)}} - \beta_{T_{\text{SUM}, \gamma/2}^{(2)}} \beta_{T_{\text{MAX}, \gamma/2}^{(2)}}$$

where $\beta_{T_{\text{SUM}, \gamma}^{(2)}}$ is the power function of the sum-type test $T_{\text{SUM}}^{(2)}$ at significant value $\gamma$. So does $\beta_{T_{\text{MAX}, \gamma}^{(2)}}$.

**4 Simulation**

**4.1 One-sample problem**

For the one-sample problem, we compare our Fisher’s combination test $T_{FC}^{(1)}$ in (3.5) (abbreviated as FC) with

- the sum-type test $T_{SR}$ in (3.2) proposed by [24] (abbreviated as SR);
- the max-type tests $M_{Ip}$, $M_{\hat{\Theta}/2}$ and $M_{\hat{\Theta}}$ based on (3.3) (abbreviated as MAX1, MAX2 and MAX3, respectively);
- the higher criticism test $T_{HC}$ by [30] (abbreviated as HC):

$$T_{HC2} = \max_{s \in S} \frac{T_{2n}(s) - \hat{\mu}(s)}{\hat{\sigma}(s)},$$

where $S$ is a subset of the interval $(0, 1)$,

$$T_{2n}(s) = \sum_{j=1}^{p} n \left( \bar{X}_j / \sigma_j \right)^2 I \left( |\bar{X}_j| \geq \sigma_j \sqrt{n} \sqrt{s} \right),$$

$$\hat{\mu}(s) = p \left( 2 \lambda_p^{1/2}(s) \phi(\lambda_p^{1/2}(s)) + 2 \Phi(\lambda_p^{1/2}(s)) \right),$$

$$\hat{\sigma}^2(s) = p \left\{ 2 \left[ \lambda_p^{3/2}(s) + 3 \lambda_p^{1/2}(s) \right] \phi(\lambda_p^{1/2}(s)) + 6 \Phi(\lambda_p^{1/2}(s)) \right\}.$$

Here $\lambda_s(p) = 2s \log p$, and $\phi(\cdot)$, $\Phi(\cdot)$ are the density and survival functions of the standard normal distribution, respectively.
• the power enhancement test $J$ by \cite{11} (abbreviated as PE):

$$J = J_0 + J_1,$$

(4.2)

where the power enhancement component $J_0$ is $J_0 = \sqrt{p} \sum_{j=1}^{p} \hat{X}_j^2 \hat{\sigma}_j^{-2} I(|\hat{X}_j| > \hat{\sigma}_j \hat{\delta}_{p,n})$, and $J_1$ is the standard Wald statistic $J_1 = \frac{\hat{X}^T \hat{\var}^{-1}(\hat{X}) \hat{X} - p}{\sqrt{p}}$. Here $\hat{\sigma}_j^2$ is the sample variance of the $j$th coordinate of the population vector, $\hat{\delta}_{p,n}$ is a thresholding parameter and $\hat{\var}^{-1}(\hat{X})$ is a consistent estimator of the asymptotic inverse covariance matrix of $\hat{X}$.

The specific models for the covariance structure are following the settings in \cite{6}. For convenience, we collected them as follows. Let $D = \begin{pmatrix} d_{i,j} \end{pmatrix}$ be a diagonal matrix with diagonal elements $d_{i,i} = \text{Unif}(1,3)$ for $i = 1, \ldots, p$. Denote by $\lambda_{\text{min}}(A)$ the minimum eigenvalue of a symmetric matrix $A$.

(a) Model 1 (block diagonal $\Omega$): $\Sigma = \begin{pmatrix} \sigma_{i,j} \end{pmatrix}$ where $\sigma_{i,i} = 1, \sigma_{i,j} = 0.8$ for $2(k-1) + 1 \leq i \neq j \leq 2k$ where $k = 1, \ldots, [p/2]$ and $\sigma_{i,j} = 0$ otherwise.

(b) Model 2 ('bandable' $\Sigma$): $\Sigma = \begin{pmatrix} \sigma_{i,j} \end{pmatrix}$ where $\sigma_{i,j} = 0.6|i-j|$ for $1 \leq i, j \leq p$.

(c) Model 3 (banded $\Omega$): $\Omega = \begin{pmatrix} \omega_{i,j} \end{pmatrix}$ where $\omega_{i,i} = 2$ for $i = 1, \ldots, p$, $\omega_{i,i+1} = 0.8$ for $i = 1, \ldots, p-1$, $\omega_{i,i+2} = 0.4$ for $i = 1, \ldots, p-2$, $\omega_{i,i+3} = 0.4$ for $i = 1, \ldots, p-3$, $\omega_{i,i+4} = 0.2$ for $i = 1, \ldots, p-4$, $\omega_{i,j} = \omega_{j,i}$ for $i, j = 1, \ldots, p$ and $\omega_{i,j} = 0$ otherwise.

(d) Model 4 (sparse $\Sigma$): $\Omega = \begin{pmatrix} \omega_{i,j} \end{pmatrix}$ where $\omega_{i,j} = 0.6|i-j|$ for $1 \leq i, j \leq p, \Sigma = D^{1/2} \Omega^{-1} D^{1/2}$.

(e) Model 5 (sparse $\Sigma$): $\Omega^{1/2} = \begin{pmatrix} a_{i,j} \end{pmatrix}$ where $a_{i,i} = 1, a_{i,j} = 0.8$ for $2(k-1) + 1 \leq i \neq j \leq 2k$, where $k = 1, \ldots, [p/2]$, and $a_{i,j} = 0$ otherwise. $\Omega = D^{1/2} \Omega^{1/2} D^{1/2}$ and $\Sigma = \Omega^{-1}$

(f) Model 6 (non-sparse case): $\Sigma^* = \begin{pmatrix} \sigma^*_{i,j} \end{pmatrix}$ where $\sigma^*_{i,i} = 1, \sigma^*_{i,j} = 0.8$ for $2(k-1) + 1 \leq i \neq j \leq 2k$, where $k = 1, \ldots, [p/2]$, and $\sigma^*_{i,j} = 0$ otherwise. $\Sigma = D^{1/2} \Sigma^* D^{1/2} + E + \delta I$ with

$$\delta = \left| \lambda_{\text{min}} \left( D^{1/2} \Sigma^* D^{1/2} + E \right) \right| + 0.05,$$

where $E$ is a symmetric matrix with the support of the off-diagonal entries chosen independently according to the Bernoulli(0.3) distribution with the values of the non-zero entries drawn randomly from Unif (−0.2, 0.2).

(g) Model 7 (non-sparse case): $\Sigma^* = \begin{pmatrix} \sigma^*_{i,j} \end{pmatrix}$ where $\sigma^*_{i,i} = 1$ and $\sigma^*_{i,j} = |i-j|^{-5/2}$ for $i \neq j$

$$\Sigma = D^{1/2} \Sigma^* D^{1/2}$$

(h) Model 8 (non-sparse case): $\Sigma = D^{1/2} \begin{pmatrix} F + u_1 u_1' + u_2 u_2' + u_3 u_3' \end{pmatrix} D^{1/2}$, where $F = \begin{pmatrix} f_{i,j} \end{pmatrix}$ is a $p \times p$ matrix with $f_{i,i} = 1, f_{i,i+1} = f_{i+1,i} = 0.5$ and $f_{i,j} = 0$ otherwise, and $u_i$ are orthonormal vectors for $i = 1, 2, 3$.

For the generation of errors $\varepsilon = (\varepsilon_{i1}, \cdots, \varepsilon_{ip})^T$, we consider three settings of $\varepsilon_{ij}$'s:
(1) Normal distribution: \( \varepsilon_{ij} \overset{i.i.d.}{\sim} N(0, 1) \);

(2) standardized \( t \) distribution: \( \varepsilon_{ij} \overset{i.i.d.}{\sim} t(5)/\sqrt{5/3} \)

(3) standardized mixture normal distribution: \( \varepsilon_{ij} \overset{i.i.d.}{\sim} \{0.9N(0, 1) + 0.1N(0, 9)\}/\sqrt{1.8} \)

Table 1-2 report the empirical sizes of these tests with \( n = 120, p = 100, 200, 300 \). We found that SR, \( M_{I_p}, M_{\hat{\Theta}^{1/2}}, M_{\hat{\Theta}} \) and FC can control the empirical sizes very well. The empirical sizes of HC test are a little smaller than the nominal level. However, PE test can not control the empirical sizes in most case. So we do not compare it in the alternative hypothesis.

For power comparison, we consider \( \mu = \kappa(1/\sigma_{11}^{1/2}, \cdots, 1/\sigma_{mm}^{1/2}, 0, \cdots, 0) \) where \( \kappa \) is chosen as \( ||\mu||^2 = 0.5 \). Figures 1-3 report the power curves of each test with \( n = 120, p = 200 \) for different settings of the covariance structure. For the settings of error distribution, Figures 1, 2 and 3 report the power curves for the normal distribution, \( t(5) \) distribution and mixture normal distribution, respectively. In general, the powers of the SR and HC tests are always very close to 0.25 under different choices of \( m \) (ranging from 1 to 20). In contrast, under the most settings of the covariance structure, the powers of \( M_{I_p}, M_{\hat{\Theta}^{1/2}}, M_{\hat{\Theta}} \) and FC tests tends to decrease as \( m \) increasing from 1 to 20 (except that under the Models 3 and 4, the powers of \( M_{\hat{\Theta}^{1/2}}, M_{\hat{\Theta}} \) and FC tests are very close to 1 for difference choices of \( m \)). It is natural because the max-type tests can work better for the sparse case than the non-sparse case. In most scenarios, our proposed FC test is as powerful as the max-type tests when the number of variables with nonzero means is small and is more powerful than the max-type tests when the number of variables with nonzero means is large. This indicates that our FC test can work well in any case, which implies that our FC test is robust to the real data because it is not possible to tell if a dataset is sparse or not.

In addition, we also consider the following two alternative Fisher’s combination tests: (i) \( T_{FC}^{(1)} \) which is based on \( T_{SR} \) and \( M_{I_p} \) (abbreviated as FC2); (ii) \( T_{FC}^{(1)} \) which is based on \( T_{SR} \) and \( M_{\hat{\Theta}} \) (abbreviated as FC3). Table 3 reports the empirical sizes of FC2 and FC3 tests. We found that they both can control the empirical sizes in most cases. Additionally, Figures 4, 5 report the power of eight tests with different numbers of nonzero alpha at \( n = 120, p = 200 \) with normal errors and different signal magnitude \( ||\mu||^2 = 0.5, 0.8 \), respectively. Now, we only consider \( m = [p^a] \) where \( a = 1 \) for the dense alternative, \( a = 0.8, 0.6 \) for the median dense alternative , and \( a = 0.4, 0.2 \) for the sparse alternative. From Figure 4 and 5, we found that the Fisher combination tests–FC, FC2 and FC3, perform better whether the alternative is dense or sparse.
4.2 Two-sample problem

We compare our Fisher’s combination test $T_{FC}^{(2)}$ in (3.11) (abbreviated as FC) with

- the sum-type test $T_{SKK}$ in (3.8) proposed by [26] (abbreviated as SKK);

- the max-type tests $M_{IP}$, $M_{\hat{\Theta}/2}$ and $M_{\hat{\Theta}}$ proposed by [6] (abbreviated as MAX1, MAX2 and MAX3, respectively);

- the higher criticism test $T_{HC}$ by [7] (abbreviated as HC);

- the adaptive test $T_{AD}$ by [27] (abbreviated as AD).

We generate $X_i = \mu + \Sigma^{1/2}z_i$ and $Y_i = \Sigma^{1/2}\xi_i$ where $\Sigma$ also generated from the eight models and $z_i, \xi_i$ has the three scenarios as $\varepsilon_i$ in the above subsection. Under the null hypothesis, we set $\mu = 0$. Under the alternative hypothesis, we set $\mu = \Sigma^{1/2}\theta$ where $\theta = (\theta_1/\sqrt{m}, \ldots, \theta_m/\sqrt{m}, 0, \ldots, 0)$, $\theta_i \sim 2B(1, 0.5) - 1$ are independent binomial random variables.

Table 4-5 report the empirical sizes of these tests with $n_1 = n_2 = 60$, $p = 100, 200, 300$. The SKK, $M_{\hat{\Theta}/2}$, FC and AD tests can control the empirical sizes very well in most settings of the covariance structure. However, we also observe that (i) the empirical sizes of HC are a little smaller than the nominal level under the Models 1, 3, 4, 6, 7 and 8 of the covariance structure; (ii) the empirical sizes of $M_{IP}$ are a little smaller than the nominal level under the Models 1 and 5; (iii) the empirical sizes of $M_{\hat{\Theta}}$ are a little higher than the nominal level under the Models 2, 3 and 4.

Figures 6-8 reports the power curves of each test with $n_1 = n_2 = 60$, $p = 100$ for different settings of the covariance structure. For the settings of error distribution, Figures 6, 7 and 8 report the power curves for the normal distribution, $t(5)$ distribution and mixture normal distribution, respectively. In general, the powers of the SKK and HC tests are always staying around 0.5 under different choices of $m$ (ranging from 1 to 20) while the powers of other tests tend to decrease as $m$ increasing from 1 to 20. When the number of nonzero elements in $\tilde{\mu} = \theta$ is small, our proposed FC test is as powerful as the max-type tests. When the number of nonzero elements in $\tilde{\mu} = \theta$ is large, the power of our FC test is exactly higher than that of all other tests. In real world, it is impossible to identify whether the data is sparse or not. Thus, the above results demonstrate that our FC test is good in any case.
## Table 1
Sizes of tests under model 1-4 in one-sample test.

|       | Error (1)          | Error (2)          | Error (3)          |
|-------|--------------------|--------------------|--------------------|
| $p$   | 100  200  300      | 100  200  300      | 100  200  300      |
|       | SR                 | SR                 | SR                 |
|       | 0.049  0.038  0.04 | 0.044  0.041  0.041| 0.049  0.056  0.042|
|       | $M_{I_p}$          | $M_{I_p}$          | $M_{I_p}$          |
|       | 0.048  0.05  0.053 | 0.035  0.033  0.05 | 0.031  0.038  0.04 |
|       | $M_{\phi_{1/2}}$  | $M_{\phi_{1/2}}$  | $M_{\phi_{1/2}}$  |
|       | 0.047  0.062  0.066| 0.034  0.046  0.063| 0.038  0.044  0.054|
|       | $M_{\phi}$        | $M_{\phi}$        | $M_{\phi}$        |
|       | 0.047  0.051  0.056| 0.045  0.049  0.044| 0.039  0.04  0.049|
|       | FC                 | FC                 | FC                 |
|       | 0.063  0.053  0.063| 0.046  0.056  0.055| 0.056  0.056  0.056|
|       | HC                 | HC                 | HC                 |
|       | 0.034  0.026  0.032| 0.03  0.029  0.031 | 0.036  0.039  0.028|
|       | PE                 | PE                 | PE                 |
|       | 0.062  0.079  0.124| 0.095  0.131  0.171| 0.105  0.148  0.202|
|       | Model 1            | Model 1            | Model 1            |
|       | 0.048  0.045  0.046| 0.05  0.054  0.043 | 0.042  0.042  0.032|
|       | $M_{I_p}$          | $M_{I_p}$          | $M_{I_p}$          |
|       | 0.048  0.053  0.055| 0.029  0.057  0.053 | 0.042  0.046  0.043|
|       | $M_{\phi_{1/2}}$  | $M_{\phi_{1/2}}$  | $M_{\phi_{1/2}}$  |
|       | 0.068  0.064  0.068| 0.058  0.044  0.061 | 0.043  0.046  0.059|
|       | $M_{\phi}$        | $M_{\phi}$        | $M_{\phi}$        |
|       | 0.06  0.06  0.077 | 0.051  0.048  0.076 | 0.049  0.056  0.071|
|       | FC                 | FC                 | FC                 |
|       | 0.071  0.059  0.059| 0.055  0.052  0.056 | 0.037  0.051  0.046|
|       | HC                 | HC                 | HC                 |
|       | 0.055  0.048  0.048| 0.055  0.058  0.048 | 0.045  0.05  0.038|
|       | PE                 | PE                 | PE                 |
|       | 0.527  0.739  0.799| 0.569  0.729  0.76  | 0.566  0.723  0.752|
|       | Model 2            | Model 2            | Model 2            |
|       | 0.046  0.051  0.055| 0.046  0.045  0.04  | 0.043  0.031  0.034|
|       | $M_{I_p}$          | $M_{I_p}$          | $M_{I_p}$          |
|       | 0.038  0.056  0.054| 0.041  0.04  0.06  | 0.045  0.028  0.042|
|       | $M_{\phi_{1/2}}$  | $M_{\phi_{1/2}}$  | $M_{\phi_{1/2}}$  |
|       | 0.052  0.081  0.081| 0.054  0.061  0.075 | 0.064  0.055  0.062|
|       | $M_{\phi}$        | $M_{\phi}$        | $M_{\phi}$        |
|       | 0.075  0.09  0.095 | 0.07  0.074  0.097 | 0.067  0.062  0.09 |
|       | FC                 | FC                 | FC                 |
|       | 0.062  0.077  0.089| 0.06  0.061  0.06  | 0.07  0.048  0.056|
|       | HC                 | HC                 | HC                 |
|       | 0.019  0.016  0.022| 0.019  0.017  0.011 | 0.022  0.012  0.013|
|       | PE                 | PE                 | PE                 |
|       | 0.048  0.088  0.126| 0.051  0.082  0.118 | 0.063  0.086  0.113|
|       | Model 3            | Model 3            | Model 3            |
|       | 0.037  0.051  0.044| 0.052  0.048  0.048 | 0.043  0.03  0.046|
|       | $M_{I_p}$          | $M_{I_p}$          | $M_{I_p}$          |
|       | 0.04  0.053  0.065 | 0.045  0.048  0.05  | 0.035  0.038  0.046|
|       | $M_{\phi_{1/2}}$  | $M_{\phi_{1/2}}$  | $M_{\phi_{1/2}}$  |
|       | 0.049  0.077  0.09 | 0.063  0.055  0.057 | 0.042  0.05  0.045|
|       | $M_{\phi}$        | $M_{\phi}$        | $M_{\phi}$        |
|       | 0.056  0.077  0.071 | 0.057  0.065  0.075 | 0.057  0.061  0.064|
|       | FC                 | FC                 | FC                 |
|       | 0.054  0.07  0.073 | 0.065  0.069  0.055 | 0.05  0.047  0.045|
|       | HC                 | HC                 | HC                 |
|       | 0.019  0.033  0.021 | 0.034  0.02  0.022  | 0.023  0.009  0.024|
|       | PE                 | PE                 | PE                 |
|       | 0.066  0.135  0.164 | 0.099  0.138  0.205 | 0.089  0.146  0.199|
|       | Error (1) | Error (2) | Error (3) |
|-------|-----------|-----------|-----------|
| $p$   | 100 200 300 | 100 200 300 | 100 200 300 |
|       |           |           |           |
| Model 5 |           |           |           |
| SR    | 0.052 0.044 0.035 | 0.047 0.043 0.039 | 0.049 0.033 0.039 |
| $M_{I_p}$ | 0.026 0.026 0.038 | 0.033 0.044 0.038 | 0.026 0.019 0.027 |
| $M_{\Omega_1/2}$ | 0.042 0.038 0.053 | 0.054 0.052 0.055 | 0.044 0.038 0.047 |
| $M_\Phi$ | 0.044 0.044 0.054 | 0.036 0.044 0.046 | 0.038 0.04 0.04 |
| FC    | 0.056 0.05 0.052 | 0.052 0.063 0.055 | 0.057 0.047 0.054 |
| HC    | 0.046 0.041 0.034 | 0.042 0.044 0.036 | 0.052 0.032 0.043 |
| PE    | 0.012 0.001 0 | 0.023 0.004 0 | 0.021 0 0 |
| Model 6 |           |           |           |
| SR    | 0.048 0.049 0.052 | 0.042 0.045 0.044 | 0.052 0.038 0.061 |
| $M_{I_p}$ | 0.048 0.046 0.051 | 0.034 0.042 0.057 | 0.038 0.041 0.054 |
| $M_{\Omega_1/2}$ | 0.056 0.05 0.06 | 0.034 0.043 0.059 | 0.041 0.044 0.056 |
| $M_\Phi$ | 0.045 0.042 0.057 | 0.03 0.033 0.053 | 0.034 0.037 0.052 |
| FC    | 0.065 0.058 0.064 | 0.059 0.064 0.058 | 0.059 0.041 0.07 |
| HC    | 0.026 0.02 0.024 | 0.025 0.027 0.022 | 0.027 0.014 0.028 |
| PE    | 0.153 0.143 0.165 | 0.136 0.156 0.154 | 0.156 0.152 0.1 |
| Model 7 |           |           |           |
| SR    | 0.052 0.048 0.048 | 0.046 0.045 0.029 | 0.056 0.06 0.048 |
| $M_{I_p}$ | 0.04 0.043 0.062 | 0.048 0.033 0.038 | 0.037 0.04 0.045 |
| $M_{\Omega_1/2}$ | 0.05 0.043 0.066 | 0.053 0.041 0.041 | 0.044 0.043 0.04 |
| $M_\Phi$ | 0.043 0.038 0.057 | 0.042 0.028 0.038 | 0.033 0.033 0.033 |
| FC    | 0.054 0.048 0.06 | 0.053 0.053 0.038 | 0.053 0.051 0.049 |
| HC    | 0.028 0.026 0.026 | 0.029 0.028 0.019 | 0.029 0.031 0.034 |
| PE    | 0.152 0.163 0.185 | 0.148 0.153 0.156 | 0.185 0.186 0.179 |
| Model 8 |           |           |           |
| SR    | 0.052 0.043 0.044 | 0.039 0.051 0.043 | 0.05 0.053 0.048 |
| $M_{I_p}$ | 0.037 0.047 0.056 | 0.042 0.049 0.047 | 0.03 0.037 0.026 |
| $M_{\Omega_1/2}$ | 0.044 0.047 0.058 | 0.042 0.058 0.053 | 0.034 0.049 0.029 |
| $M_\Phi$ | 0.035 0.036 0.051 | 0.035 0.046 0.042 | 0.024 0.037 0.026 |
| FC    | 0.048 0.042 0.044 | 0.038 0.056 0.05 | 0.037 0.045 0.034 |
| HC    | 0.023 0.013 0.015 | 0.015 0.02 0.017 | 0.025 0.021 0.013 |
| PE    | 0.149 0.161 0.143 | 0.111 0.144 0.15 | 0.125 0.177 0.157 |

Table 2 Sizes of tests under model 5-8 in one-sample test.
Figure 1  Power of tests with different numbers of nonzero alpha at $n = 120, p = 200$ with normal errors. (MAX1 means $M_{p}$; MAX2 means $M_{\phi^{1/2}}$; MAX3 means $M_{\phi}$.)
Figure 2  Power of tests with different numbers of nonzero alpha at $n = 120, p = 200$ with $t(5)$ errors. (MAX1 means $M_{I_0}$; MAX2 means $M_{\hat{\Theta}/2}$; MAX3 means $M_{\hat{\Theta}}$.)
Figure 3  Power of tests with different numbers of nonzero alpha at $n = 120, p = 200$ with mixture normal errors. (MAX1 means $M_{1p}$; MAX2 means $M_{\hat{\theta}/2}$; MAX3 means $M_{\hat{\phi}}$.)
|       | Error (1) | Error (2) | Error (3) |       | Error (1) | Error (2) | Error (3) |       | Error (1) | Error (2) | Error (3) |
|-------|-----------|-----------|-----------|-------|-----------|-----------|-----------|-------|-----------|-----------|-----------|
| Model 1 |           |           |           | Model 2 |           |           |           | Model 3 |           |           |           |
| FC2   | 0.077     | 0.064     | 0.068     | FC2   | 0.075     | 0.064     | 0.071     | FC2   | 0.069     | 0.058     | 0.077     |
| FC3   | 0.072     | 0.060     | 0.056     | FC3   | 0.063     | 0.054     | 0.053     | FC3   | 0.078     | 0.083     | 0.087     |
|       |           |           |           |       |           |           |           |       |           |           |           |
| Model 4 |           |           |           | Model 5 |           |           |           | Model 6 |           |           |           |
| FC2   | 0.066     | 0.078     | 0.073     | FC2   | 0.046     | 0.043     | 0.042     | FC2   | 0.070     | 0.067     | 0.068     |
| FC3   | 0.060     | 0.065     | 0.073     | FC3   | 0.034     | 0.043     | 0.039     | FC3   | 0.072     | 0.06    | 0.056     |
|       |           |           |           |       |           |           |           |       |           |           |           |
| Model 7 |           |           |           | Model 8 |           |           |           |       |           |           |           |
| FC2   | 0.061     | 0.067     | 0.055     | FC2   | 0.058     | 0.062     | 0.057     | FC2   | 0.058     | 0.070     | 0.054     |
| FC3   | 0.058     | 0.062     | 0.052     | FC3   | 0.058     | 0.062     | 0.052     | FC3   | 0.058     | 0.062     | 0.052     |

Table 3 Sizes of FC2 and FC3 tests under models 1-8 in one-sample test.
Figure 4  Power of tests with different numbers of nonzero alpha at $n = 120, p = 200$ with normal errors and signal magnitude $||\mu||^2 = 0.5$. (MAX1 means $M_{\hat{\theta}}$; MAX2 means $M_{\hat{\theta}^{1/2}}$; MAX3 means $M_{\hat{\theta}}$.)
Figure 5  Power of tests with different numbers of nonzero alpha at $n = 120, p = 200$ with normal errors and signal magnitude $||\mu||^2 = 0.8$. (MAX1 means $M_\ell$; MAX2 means $M_{\ell^{1/2}}$; MAX3 means $M_{\hat{c}}$.)
### Table 4

Sizes of tests under model 1-4 in two-sample test.

|       | Error (1) |       |       | Error (2) |       |       | Error (3) |       |
|-------|-----------|-------|-------|-----------|-------|-------|-----------|-------|
|       | 100       | 200   | 300   | 100       | 200   | 300   | 100       | 200   | 300   |
| $p$   |           |       |       |           |       |       |           |       |       |
| Model 1 |           |       |       |           |       |       |           |       |       |
| SKK   | 0.057     | 0.054 | 0.049 | 0.059     | 0.055 | 0.054 | 0.055     | 0.05  | 0.065 |
| $M_{I_p}$ | 0.047     | 0.058 | 0.051 | 0.031     | 0.033 | 0.037 | 0.035     | 0.034 | 0.031 |
| $M_{\tilde{O}/2}$ | 0.057     | 0.063 | 0.065 | 0.052     | 0.059 | 0.063 | 0.051     | 0.055 | 0.047 |
| $M_{\tilde{O}}$ | 0.037     | 0.063 | 0.072 | 0.041     | 0.052 | 0.054 | 0.046     | 0.051 | 0.039 |
| FC    | 0.049     | 0.045 | 0.049 | 0.043     | 0.049 | 0.045 | 0.046     | 0.04   | 0.047 |
| HC    | 0.046     | 0.035 | 0.055 | 0.043     | 0.035 | 0.03   | 0.042     | 0.035 | 0.025 |
| AD    | 0.058     | 0.052 | 0.06  | 0.053     | 0.042 | 0.036 | 0.043     | 0.045 | 0.037 |
| Model 2 |           |       |       |           |       |       |           |       |       |
| SKK   | 0.064     | 0.064 | 0.062 | 0.064     | 0.054 | 0.058 | 0.066     | 0.045 | 0.05   |
| $M_{I_p}$ | 0.04     | 0.054 | 0.059 | 0.054     | 0.045 | 0.04  | 0.04     | 0.047 | 0.051 |
| $M_{\tilde{O}/2}$ | 0.073     | 0.081 | 0.089 | 0.066     | 0.082 | 0.078 | 0.058     | 0.062 | 0.067 |
| $M_{\tilde{O}}$ | 0.047     | 0.067 | 0.076 | 0.041     | 0.053 | 0.072 | 0.05      | 0.054 | 0.071 |
| FC    | 0.056     | 0.056 | 0.046 | 0.044     | 0.037 | 0.005 | 0.048     | 0.042 | 0.047 |
| HC    | 0.066     | 0.064 | 0.054 | 0.063     | 0.049 | 0.065 | 0.053     | 0.058 | 0.055 |
| AD    | 0.063     | 0.059 | 0.064 | 0.068     | 0.042 | 0.054 | 0.044     | 0.064 | 0.054 |
| Model 3 |           |       |       |           |       |       |           |       |       |
| SKK   | 0.057     | 0.068 | 0.05  | 0.044     | 0.045 | 0.053 | 0.051     | 0.06   | 0.057 |
| $M_{I_p}$ | 0.042     | 0.053 | 0.054 | 0.042     | 0.056 | 0.04  | 0.047     | 0.038 | 0.034 |
| $M_{\tilde{O}/2}$ | 0.06     | 0.088 | 0.103 | 0.066     | 0.068 | 0.061 | 0.058     | 0.065 | 0.067 |
| $M_{\tilde{O}}$ | 0.054     | 0.101 | 0.11  | 0.073     | 0.079 | 0.081 | 0.059     | 0.076 | 0.078 |
| FC    | 0.04      | 0.042 | 0.037 | 0.036     | 0.045 | 0.051 | 0.05      | 0.042 | 0.041 |
| HC    | 0.024     | 0.034 | 0.022 | 0.023     | 0.015 | 0.019 | 0.027     | 0.028 | 0.023 |
| AD    | 0.046     | 0.094 | 0.059 | 0.042     | 0.094 | 0.04  | 0.044     | 0.093 | 0.036 |
| Model 4 |           |       |       |           |       |       |           |       |       |
| SKK   | 0.05     | 0.045 | 0.04  | 0.05      | 0.056 | 0.064 | 0.054     | 0.043 | 0.042 |
| $M_{I_p}$ | 0.033     | 0.049 | 0.049 | 0.045     | 0.04  | 0.044 | 0.037     | 0.047 | 0.041 |
| $M_{\tilde{O}/2}$ | 0.065     | 0.079 | 0.082 | 0.061     | 0.075 | 0.072 | 0.053     | 0.071 | 0.065 |
| $M_{\tilde{O}}$ | 0.084     | 0.071 | 0.086 | 0.05      | 0.08  | 0.066 | 0.061     | 0.074 | 0.078 |
| FC    | 0.043     | 0.036 | 0.032 | 0.042     | 0.048 | 0.044 | 0.041     | 0.042 | 0.039 |
| HC    | 0.027     | 0.024 | 0.025 | 0.044     | 0.027 | 0.028 | 0.033     | 0.03   | 0.019 |
| AD    | 0.063     | 0.056 | 0.051 | 0.057     | 0.05  | 0.051 | 0.058     | 0.049 | 0.038 |
|       |       |       |       |       |       |
|-------|-------|-------|-------|-------|-------|
|       | Error (1) |       | Error (2) |       | Error (3) |       |
| $p$   | 100    | 200   | 300    | 100    | 200   | 300    |
| SKK   | 0.05   | 0.063 | 0.056  | 0.061  | 0.068 | 0.062  | 0.05   | 0.055 | 0.05 |
| $M_{I_p}$ | 0.03   | 0.036 | 0.045  | 0.029  | 0.028 | 0.033  | 0.026  | 0.023 | 0.027 |
| $M_{\hat{\phi}_{1/2}}$ | 0.046  | 0.069 | 0.079  | 0.05   | 0.067 | 0.052  | 0.054  | 0.052 | 0.049 |
| $M_{\hat{\phi}}$ | 0.052  | 0.084 | 0.07   | 0.044  | 0.064 | 0.057  | 0.047  | 0.043 | 0.053 |
| FC    | 0.054  | 0.043 | 0.049  | 0.058  | 0.047 | 0.048  | 0.034  | 0.039 | 0.038 |
| HC    | 0.04   | 0.057 | 0.062  | 0.045  | 0.046 | 0.056  | 0.056  | 0.051 | 0.052 |
| AD    | 0.047  | 0.061 | 0.047  | 0.043  | 0.042 | 0.038  | 0.039  | 0.041 | 0.05 |
|       |       |       |       |       |       |       |
|       |       |       |       |       |       |       |
| SKK   | 0.061  | 0.046 | 0.059  | 0.056  | 0.048 | 0.052  | 0.058  | 0.063 | 0.047 |
| $M_{I_p}$ | 0.038  | 0.047 | 0.056  | 0.046  | 0.038 | 0.051  | 0.035  | 0.037 | 0.041 |
| $M_{\hat{\phi}_{1/2}}$ | 0.041  | 0.055 | 0.063  | 0.052  | 0.045 | 0.058  | 0.042  | 0.046 | 0.05 |
| $M_{\hat{\phi}}$ | 0.033  | 0.042 | 0.052  | 0.04   | 0.036 | 0.045  | 0.034  | 0.034 | 0.035 |
| FC    | 0.043  | 0.036 | 0.043  | 0.042  | 0.037 | 0.051  | 0.046  | 0.062 | 0.043 |
| HC    | 0.03   | 0.027 | 0.025  | 0.022  | 0.019 | 0.03   | 0.028  | 0.027 | 0.023 |
| AD    | 0.054  | 0.061 | 0.06   | 0.045  | 0.044 | 0.056  | 0.047  | 0.046 | 0.045 |
|       |       |       |       |       |       |       |
| SKK   | 0.047  | 0.059 | 0.048  | 0.06   | 0.052 | 0.065  | 0.054  | 0.058 | 0.053 |
| $M_{I_p}$ | 0.049  | 0.047 | 0.062  | 0.049  | 0.044 | 0.049  | 0.039  | 0.04  | 0.044 |
| $M_{\hat{\phi}_{1/2}}$ | 0.053  | 0.052 | 0.069  | 0.053  | 0.05  | 0.055  | 0.042  | 0.046 | 0.05 |
| $M_{\hat{\phi}}$ | 0.039  | 0.038 | 0.055  | 0.045  | 0.04  | 0.047  | 0.031  | 0.036 | 0.045 |
| FC    | 0.037  | 0.047 | 0.048  | 0.045  | 0.046 | 0.045  | 0.052  | 0.046 | 0.045 |
| HC    | 0.028  | 0.031 | 0.026  | 0.031  | 0.03  | 0.028  | 0.033  | 0.035 | 0.022 |
| AD    | 0.056  | 0.048 | 0.07   | 0.06   | 0.053 | 0.045  | 0.059  | 0.042 | 0.048 |
|       |       |       |       |       |       |       |
| SKK   | 0.069  | 0.057 | 0.04   | 0.054  | 0.053 | 0.06   | 0.057  | 0.063 | 0.055 |
| $M_{I_p}$ | 0.052  | 0.054 | 0.051  | 0.043  | 0.044 | 0.042  | 0.037  | 0.036 | 0.04 |
| $M_{\hat{\phi}_{1/2}}$ | 0.063  | 0.058 | 0.056  | 0.047  | 0.048 | 0.048  | 0.041  | 0.038 | 0.046 |
| $M_{\hat{\phi}}$ | 0.049  | 0.05  | 0.041  | 0.035  | 0.042 | 0.033  | 0.033  | 0.03  | 0.038 |
| FC    | 0.056  | 0.054 | 0.039  | 0.06   | 0.043 | 0.044  | 0.045  | 0.052 | 0.049 |
| HC    | 0.025  | 0.024 | 0.03   | 0.032  | 0.027 | 0.023  | 0.016  | 0.021 | 0.019 |
| AD    | 0.091  | 0.073 | 0.082  | 0.078  | 0.075 | 0.049  | 0.079  | 0.073 | 0.064 |

Table 5  Sizes of tests under model 5-8 in two-sample test.
Figure 6  Power of tests with different numbers of nonzero alpha at \( n_1 = n_2 = 60, p = 100 \) with normal errors. (MAX1 means \( M_{I_{p}} \); MAX2 means \( M_{\hat{\theta}_{1/2}} \); MAX3 means \( M_{\hat{\theta}_{3}} \).)
Figure 7  Power of tests with different numbers of nonzero alpha at $n_1 = n_2 = 60, p = 100$ with $t(5)$
errors. (MAX1 means $M_{I_0}$; MAX2 means $M_{\hat{\phi}_{1/2}}$; MAX3 means $M_{\hat{\phi}}$.)
Figure 8  Power of tests with different numbers of nonzero alpha at $n_1 = n_2 = 60, p = 100$ with mixture normal errors. (MAX1 means $M_{1p}$; MAX2 means $M_{\hat{\Omega}1/2}$; MAX3 means $M_{\hat{\Omega}}$.)

5 Appendix

First, we restate the Central Limit Theorem for Linear Quadratic ([18], Theorem 1, p.227).

**Theorem 5.1** Consider the following linear quadratic form

$$Q_p = \varepsilon' A \varepsilon + b' \varepsilon = \sum_{i=1}^{p} \sum_{j=1}^{p} a_{ij} \varepsilon_i \varepsilon_j + \sum_{i=1}^{p} b_i \varepsilon_i$$

where $\{ \varepsilon_i, i = 1, 2, \ldots, p \}$ are real valued random variables, and $a_{ij}$ and $b_i$ denote real valued
coefficients of the quadratic and linear forms. Suppose the following assumptions hold: (i): \(\varepsilon_{i}\), for \(i = 1, 2, \ldots, p\), have zero means and are independently distributed across \(i\). (ii): \(A\) is symmetric and \(\sup_{i} \sum_{j=1}^{p} |a_{ij}| < K\). Also \(p^{-1} \sum_{i=1}^{p} |b_{i}|^{2+\varepsilon_{0}} < K\) for some \(\varepsilon_{0} > 0\). (iii): \(\sup_{i} \epsilon_{i}^{4+\varepsilon_{0}} < K\) for some \(\varepsilon_{0} > 0\). Then, assuming that \(p^{-1} \text{Var}(Q_{p}) \geq c\) for some \(c > 0\)

\[
\frac{Q_{p} - E(Q_{p})}{\sqrt{\text{Var}(Q_{p})}} \to_{d} N(0, 1)
\]

5.1 Proof of Theorem 2.2

Define \(B_{i} = \{|z_{i}| > l_{p}\}\) and \(A_{p}(x) = \left\{ \frac{z^{\top}Az - \text{tr}(A)}{\sigma_{A}} \leq x \right\}\). We first prove the following important lemma.

**Lemma 5.2** Under the assumption of Theorem 2.2, for each \(d \geq 1\), we have

\[
\lim_{p \to \infty} H(d, p) \leq \frac{1}{d!} h^{d}(y) < \infty \tag{5.1}
\]

where \(H(d, p) = \sum_{1 \leq i_{1} < \cdots < i_{d} \leq p} P(B_{i_{1}} \cdots B_{i_{d}})\). And then, we have

\[
\sum_{1 \leq i_{1} < \cdots < i_{d} \leq p} \left| P\left(A_{p}(x)B_{i_{1}} \cdots B_{i_{d}}\right) - P\left(A_{p}(x)\right) \cdot P\left(B_{i_{1}} \cdots B_{i_{d}}\right) \right| \to 0 \tag{5.2}
\]

as \(p \to \infty\).

**Proof** Because \(pP(B_{i}) \to h(y)\), we have \(pP(B_{i}) < h(y) + \epsilon\) for any \(\epsilon > 0\) as \(p \to \infty\). By the independence of \(z_{i}\), we have

\[
H(d, p) = \sum_{1 \leq i_{1} < \cdots < i_{d} \leq p} P(B_{i_{1}} \cdots B_{i_{d}}) = \sum_{1 \leq i_{1} < \cdots < i_{d} \leq p} \prod_{k=1}^{d} P(B_{i_{k}})
\]

\[
\leq C_{p}^{d} \left(p^{-1}(h(y) + \epsilon)\right)^{d} \leq \frac{1}{d!} \left(h(y) + \epsilon\right)^{d}
\]

So, by letting \(\epsilon \to 0\), we have

\[
\lim_{p \to \infty} H(d, p) \leq \frac{1}{d!} h^{d}(y) < \infty
\]

by assumption (i) in Theorem 2.2. Here we prove (5.1).

Define \(z = (z_{1}, z_{2})\) where \(z_{1} = (z_{1}, \cdots, z_{d})\) and \(z_{2} = (z_{d+1}, \cdots, z_{p})\). And

\[
A = \left( \begin{array}{cc}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array} \right)
\]

So,

\[
z^{\top}Az = z_{1}^{\top}A_{1}z_{1} + 2z_{1}^{\top}A_{12}z_{2} + z_{2}^{\top}A_{2}z_{2}
\]

Next, we will show that

\[
P\left(z_{1}^{\top}A_{1}z_{1} > \epsilon \sigma_{A}\right) \leq p^{-t}
\]
for $\epsilon > 0$. Because $z_i$ is sub-Gaussian random variables, there exist $\eta > 0$ and $K > 0$ such that $E(\exp(\eta z_i^2)) \leq K$. Because $\lambda_{\max}(A_i) \leq \lambda_{\max}(A) < c$,

$$P\left( z_1^T A_1 z_1 > \epsilon \sigma_A \right) \leq P\left( \sum_{i=1}^d z_i^2 > c^{-1} \eta \epsilon \sigma_A \right)$$

$$\leq \exp \left( - c^{-1} \eta \epsilon \sigma_A \right) \{ E(\eta z_i^2) \}^d$$

$$\leq K^d \exp \left( - c^{-1} \eta \epsilon \sigma_A \right)$$

By the assumption (iii), we have $\sigma_A^2 \geq 2\text{tr}(A^2) \geq 2c^{-2} p$. So

$$P\left( z_1^T A_1 z_1 > \epsilon \sigma_A \right) \leq K^d \exp \left( - \sqrt{2}c^{-2} \eta \epsilon p^{1/2} \right). \quad (5.3)$$

Define $A = Q^T \Lambda Q$ where $Q = \begin{pmatrix} q_{ij} \end{pmatrix}_{1 \leq i,j \leq p}$ is an orthogonal matrix and $\Lambda = \text{diag} \left\{ \lambda_1, \ldots, \lambda_p \right\}$, $\lambda_i, i = 1, \ldots, p$ are the eigenvalues of $A$. Note that $\sum_{1 \leq j \leq p} a_{ij}^2$ is the $i$th diagonal element of $A^2 = Q^T \Lambda^2 Q$, we have $\sum_{1 \leq j \leq p} a_{ij}^2 = \sum_{i=1}^p q_{ij}^2 \lambda_i^2 \leq c^2$ according to Assumption (iii).

Next, define $\theta = \sqrt{\frac{2 \eta}{d \epsilon \sigma_A^2}}$, we have

$$P\left( z_1^T A_1 z_2 \geq \epsilon \sigma_A \right) \leq \exp \left( - \theta \epsilon \sigma_A \right) E \left( \exp(\theta z_1^T A_1 z_2) \right)$$

$$= \exp \left( - \theta \epsilon \sigma_A \right) E \left( \exp(\theta \sum_{i=1}^d \sum_{j=d+1}^p a_{ij} z_i z_j) \right)$$

$$\leq \exp \left( - \theta \epsilon \sigma_A \right) E \left( \prod_{j=d+1}^p \exp(\theta \sum_{i=1}^d a_{ij} z_i z_j) \right)$$

$$= \exp \left( - \theta \epsilon \sigma_A \right) E \left( \prod_{j=d+1}^p \exp \left( \frac{\sigma^2 \theta^2}{2} \sum_{i=1}^d a_{ij} z_i^2 \right) \right)$$

$$\leq \exp \left( - \theta \epsilon \sigma_A \right) E \left( \exp \left( \frac{d \sigma^2 \theta^2}{2} \sum_{j=d+1}^p \sum_{i=1}^d a_{ij}^2 z_i^2 \right) \right)$$

$$\leq \exp \left( - \theta \epsilon \sigma_A \right) E \left( \exp \left( \frac{d \sigma^2 \theta^2}{2} \sum_{i=1}^d z_i^2 \right) \right)$$

$$= \exp \left( - \theta \epsilon \sigma_A \right) E \left( \exp \left( \eta \sum_{i=1}^d z_i^2 \right) \right)$$
Similarly, we can prove that
\[
\begin{align*}
\leq K^d \exp \left( -\theta \epsilon \sigma_A \right) \leq K^d \exp \left( -\sqrt{2e^{-1}} \theta \epsilon p^{1/2} \right)
\end{align*}
\]
So
\[
P \left( z_1^T A_{12} z_2 \geq \epsilon \sigma_A \right) \leq K^d \exp \left( -\sqrt{\frac{4\eta}{dc^4 \sigma^2}} p^{1/2} \right)
\]
(5.4)

Similarly, we also can prove that
\[
P \left( (-z_1)^T A_{12} z_2 \geq \epsilon \sigma_A \right) \leq K^d \exp \left( -\sqrt{\frac{4\eta}{dc^4 \sigma^2}} p^{1/2} \right)
\]
(5.5)

Let \( \Theta_p = z_1^T A_1 z_1 + 2 z_1^T A_{12} z_2 \).
\[
P \left( |\Theta_p| > \epsilon \sigma_A \right) \leq P \left( z_1^T A_1 z_1 > \epsilon \sigma_A / 4 \right) + P \left( |z_1^T A_{12} z_2| > \epsilon \sigma_A / 8 \right)
\]
\[
\leq P \left( z_1^T A_1 z_1 > \epsilon \sigma_A / 2 \right) + P \left( z_1^T A_{12} z_2 > \epsilon \sigma_A / 8 \right) + P \left( -z_1^T A_{12} z_2 > \epsilon \sigma_A / 8 \right)
\]
So, by (5.3), (5.4) and (5.5), there exist a constant \( c_\epsilon > 0 \),
\[
P \left( |\Theta_p| > \epsilon \sigma_A \right) \leq K^d \exp(-c_\epsilon p^{1/2})
\]
(5.6)

Similarly, we can prove that
\[
P \left( A_p(x) B_1 \cdots B_d \right)
\]
\[
= \left[ P \left( \frac{z_2^T A_{22} z_2 - \text{tr}(A)}{\sigma_A} \leq x, B_1 \cdots B_d \right) \right]
\]
\[
= \left[ P \left( \frac{z_2^T A_{22} z_2 - \text{tr}(A)}{\sigma_A} \leq x, \epsilon, B_1 \cdots B_d \right) + K^d \exp(-c_\epsilon p^{1/2}) \right]
\]
\[
= \left[ P \left( \frac{z_2^T A_{22} z_2 - \text{tr}(A)}{\sigma_A} \leq x + \epsilon, B_1 \cdots B_d \right) + K^d \exp(-c_\epsilon p^{1/2}) \right]
\]
\[
= \left[ P \left( \frac{z_2^T A_{22} z_2 - \text{tr}(A)}{\sigma_A} \leq x + \epsilon, |\Theta_p| \leq \epsilon \sigma_A \right) + P \left( |\Theta_p| > \epsilon \sigma_A \right) \right] P \left( B_1 \cdots B_d \right)
\]
\[
+ K^d \exp(-c_\epsilon p^{1/2})
\]
\[
\leq \left[ P \left( \frac{z_2^T A_{22} z_2 - \text{tr}(A)}{\sigma_A} \leq x + 2\epsilon \right) P \left( B_1 \cdots B_d \right) + 2 K^d \exp(-c_\epsilon p^{1/2}) \right]
\]
\[
= P \left( A_p(x + 2\epsilon) \right) P \left( B_1 \cdots B_d \right) + 2 K^d \exp(-c_\epsilon p^{1/2})
\]
Similarly, we can prove that
\[
P \left( A_p(x) B_1 \cdots B_d \right) \geq P \left( A_p(x - 2\epsilon) \right) P \left( B_1 \cdots B_d \right) - 2 K^d \exp(-c_\epsilon p^{1/2})
\]
So, we have
\[
\left| P \left( A_p(x) B_1 \cdots B_d \right) - P \left( A_p(x) \right) \cdot P \left( B_1 \cdots B_d \right) \right| \leq \Delta_p \cdot P \left( B_1 \cdots B_d \right) + 2 K^d \exp(-c_\epsilon p^{1/2})
\]
(5.7)
where
\[
\Delta_{p,\varepsilon} = \left| P(A_p(x)) - P(A_p(x + 2\varepsilon)) \right| + \left| P(A_p(x)) - P(A_p(x - 2\varepsilon)) \right|
\]
\[
= P(A_p(x + 2\varepsilon)) - P(A_p(x - 2\varepsilon))
\]

Obviously, the inequality (5.7) holds for all \(i_1, \ldots, i_d\). Thus,
\[
\sum_{1 \leq i_1 < \cdots < i_d \leq p} \left| P(A_p(x)B_{i_1} \cdots B_{i_d}) - P(A_p(x)) \cdot P(B_{i_1} \cdots B_{i_d}) \right|
\]
\[
\leq \sum_{1 \leq i_1 < \cdots < i_d \leq p} \left[ \Delta_{p,\varepsilon} \cdot P(B_{i_1} \cdots B_{i_d}) + 2K^d \exp(-c_d p^{1/2}) \right]
\]
\[
\leq \Delta_{p,\varepsilon} \cdot H(d, p) + \left( \frac{p}{d} \right) \cdot 2K^d \exp(-c_d p^{1/2})
\]

By Theorem [5.1], we have \(P(A_p(x)) \to \Phi(x)\) as \(p \to \infty\). So \(\Delta_{p,\varepsilon} \to \Phi(x + 2\varepsilon) - \Phi(x - 2\varepsilon)\).

By letting \(\varepsilon \to 0\), we have \(\Delta_{p,\varepsilon} \to 0\). By [5.1], we know that \(\lim_{p \to \infty} H(d, p) < \infty\). Additionally,
\[
\left( \frac{p}{d} \right) \cdot 2K^d \exp(-c_d p^{1/2}) \to 0\) as \(p \to \infty\). So we can obtain (5.2).

**Proof of Theorem 2.2.** First, we show that
\[
P\left( \max_{1 \leq i \leq p} |z_i| \leq l_p(y) \right) \to F(y).
\]
(5.8)

Because \(pP(|z_i| > l_p(y)) \to h(y)\), we have \(h(y) - \varepsilon < pP(|z_i| > l_p(y)) < h(y) + \varepsilon\) for any \(\varepsilon > 0\) as \(p \to \infty\). In fact, by the independence of \(z_i\), we have
\[
P\left( \max_{1 \leq i \leq p} |z_i| \leq l_p(y) \right) = P\left( |z_i| \leq l_p(y), 1 \leq i \leq p \right) = \prod_{i=1}^{p} \{ P\left( |z_i| \leq l_p(y) \right) \}
\]
\[
= \prod_{i=1}^{p} \left( 1 - P\left( |z_i| > l_p(y) \right) \right) \leq \left( 1 - (h(y) - \varepsilon) p^{-1} \right)^p \to e^{-h(y) + \varepsilon}.
\]

Similarly, we have
\[
P\left( \max_{1 \leq i \leq p} |z_i| \leq l_p(y) \right) = \prod_{i=1}^{p} \left( 1 - P\left( |z_i| > l_p(y) \right) \right) \geq \left( 1 - (h(y) + \varepsilon) p^{-1} \right)^p \to e^{-h(y) - \varepsilon}.
\]

So
\[
e^{-h(y) - \varepsilon} \leq P\left( \max_{1 \leq i \leq p} |z_i| \leq l_p(y) \right) \leq e^{-h(y) + \varepsilon}.
\]

By letting \(\varepsilon \to 0\), we obtain the result (5.8).

Additionally, by Theorem [5.1], we know that
\[
P\left( \frac{z^\top A z - \text{tr}(A)}{\sigma_A} \leq x \right) \to \Phi(x)
\]
(5.9)

To show (2.2), we only need to show that
\[
P\left( \frac{z^\top A z - \text{tr}(A)}{\sigma_A} \leq x, \max_{1 \leq i \leq p} |z_i| > l_p(y) \right) \to \Phi(x)(1 - F(y))
\]
(5.10)
Recall the notations in Lemma 5.2, we have
\[
P\left( z^\top A z - \text{tr}(A) \leq x, \max_{1 \leq i \leq p} |z_i| > l_p \right) = P\left( \bigcup_{i=1}^{p} A_i B_i \right).
\] (5.11)

Here the notation \( A_i B_i \) stands for \( A_i \cap B_i \) and we brief \( A_p(x) \) as \( A_p \). From the inclusion-exclusion principle,
\[
P\left( \bigcup_{i=1}^{p} A_i B_i \right) \leq \sum_{1 \leq i_1 \leq p} P(A_i B_{i_1}) - \sum_{1 \leq i_1 < i_2 \leq p} P(A_i B_{i_1} B_{i_2}) + \cdots + \sum_{1 \leq i_1 < \cdots < i_{2k+1} \leq p} P(A_i B_{i_1} \cdots B_{i_{2k+1}})
\] (5.12)
and
\[
P\left( \bigcup_{i=1}^{p} A_i B_i \right) \geq \sum_{1 \leq i_1 \leq p} P(A_i B_{i_1}) - \sum_{1 \leq i_1 < i_2 \leq p} P(A_i B_{i_1} B_{i_2}) + \cdots - \sum_{1 \leq i_1 < \cdots < i_{2k} \leq p} P(A_i B_{i_1} \cdots B_{i_{2k}})
\] (5.13)
for any integer \( k \geq 1 \). Define
\[
H(p,d) = \sum_{1 \leq i_1 < \cdots < i_d \leq p} P(B_{i_1} \cdots B_{i_d})
\]
for \( d \geq 1 \). From (5.1) we know
\[
\lim_{d \to \infty} \limsup_{p \to \infty} H(p,d) = 0.
\] (5.14)

Set
\[
\zeta(p,d) = \sum_{1 \leq i_1 < \cdots < i_d \leq p} \left[ P(A_i B_{i_1} \cdots B_{i_d}) - P(A_p) \cdot P(B_{i_1} \cdots B_{i_d}) \right]
\]
for \( d \geq 1 \). By Lemma 5.2
\[
\lim_{p \to \infty} \zeta(p,d) = 0
\] (5.15)
for each \( d \geq 1 \). The assertion (5.12) implies that
\[
P\left( \bigcup_{i=1}^{p} A_i B_i \right) \leq P(A_p) \left[ \sum_{1 \leq i_1 \leq p} P(B_{i_1}) - \sum_{1 \leq i_1 < i_2 \leq p} P(B_{i_1} B_{i_2}) + \cdots + \sum_{1 \leq i_1 < \cdots < i_{2k} \leq p} P(B_{i_1} \cdots B_{i_{2k}}) \right] + H(p,2k+1)
\]
\[
\leq P(A_p) \cdot \left[ \sum_{i=1}^{p} P(B_i) + \sum_{d=1}^{2k} \zeta(p,d) \right] + H(p,2k+1),
\] (5.16)
where the inclusion-exclusion formula is used again in the last inequality, that is,
\[
P\left( \bigcup_{i=1}^{p} B_i \right) \geq \sum_{1 \leq i_1 \leq p} P(B_{i_1}) - \sum_{1 \leq i_1 < i_2 \leq p} P(B_{i_1} B_{i_2}) + \cdots
\]
\[ \sum_{1 \leq i_1 < \cdots < i_{2k} \leq p} P(B_{i_1} \cdots B_{i_{2k}}) \]

for all \( k \geq 1 \). By the definition of \( l_p \) and (5.8),

\[ P \left( \bigcup_{i=1}^{p} B_i \right) \to 1 - F(y) \]

as \( p \to \infty \). By (5.9), \( P(A_p) \to \Phi(x) \) as \( p \to \infty \). From (5.11), (5.15) and (5.16), by fixing \( k \) first and sending \( p \to \infty \) we obtain that

\[ \limsup_{p \to \infty} P \left( \frac{x^T A z - \text{tr}(A)}{\sigma_A} \leq x, \max_{1 \leq i \leq p} |z_i| > l_p \right) \leq \Phi(x) \cdot \left[ 1 - F(y) \right] + \lim_{p \to \infty} H(p, 2k + 1). \]

Now, by letting \( k \to \infty \) and using (5.14) we have

\[ \limsup_{p \to \infty} P \left( \frac{x^T A z - \text{tr}(A)}{\sigma_A} \leq x, \max_{1 \leq i \leq p} |z_i| > l_p \right) \leq \Phi(x) \cdot \left[ 1 - F(y) \right]. \] (5.17)

By applying the same argument to (5.13), we see that the counterpart of (5.16) becomes

\[ P \left( \bigcup_{i=1}^{p} A_p B_i \right) \geq P(A_p) \left[ \sum_{1 \leq i_1 \leq p} P(B_{i_1}) - \sum_{1 \leq i_1 < i_2 \leq p} P(B_{i_1} B_{i_2}) + \cdots + \sum_{1 \leq i_1 < \cdots < i_{2k-1} \leq p} P(B_{i_1} \cdots B_{i_{2k-1}}) \right] + \left[ \sum_{d=1}^{2k-1} \zeta(p, d) \right] - H(p, 2k) \geq P(A_p) \cdot P \left( \bigcup_{i=1}^{p} B_i \right) + \left[ \sum_{d=1}^{2k-1} \zeta(p, d) \right] - H(p, 2k). \]

where in the last step we use the inclusion-exclusion principle such that

\[ P \left( \bigcup_{i=1}^{p} B_i \right) \leq \sum_{1 \leq i_1 \leq p} P(B_{i_1}) - \sum_{1 \leq i_1 < i_2 \leq p} P(B_{i_1} B_{i_2}) + \cdots + \sum_{1 \leq i_1 < \cdots < i_{2k-1} \leq p} P(B_{i_1} \cdots B_{i_{2k-1}}) \]

for all \( k \geq 1 \). Review (5.11) and repeat the earlier procedure to see

\[ \liminf_{p \to \infty} P \left( \frac{x^T A z - \text{tr}(A)}{\sigma_A} \leq x, \max_{1 \leq i \leq p} |z_i| > l_p \right) \geq \Phi(x) \cdot \left[ 1 - F(y) \right] \]

by sending \( p \to \infty \) and then sending \( k \to \infty \). This and (5.17) yield (5.10). The proof is completed. \( \square \)

5.2 Proof of Theorem 3.1

Taking the same procedure as Theorem 4 in [6], we have

\[ P \left( M_{\Omega^2/2} - 2 \log(p) + \log \log(p) \leq x \right) \to \exp \left\{ - \frac{1}{2} \exp \left( - \frac{x}{2} \right) \right\} \] (5.18)

where

\[ M_{\Omega^2/2} = \max_{1 \leq i \leq p} \nu_i^2, \]
where \( \nu_i = \frac{1}{\sqrt{n}} \sum_{k=1}^{n} \varepsilon_{ki} \). Let \( t = \sqrt{n} \bar{X} \) we have

\[
\left\| \hat{O}^{1/2} t \right\|_\infty - \left\| \hat{O} t \right\|_\infty \leq \left\| \left( \hat{O}^{1/2} - \hat{O} \right) t \right\|_\infty \leq \left\| \hat{O} \right\|_1 \left\| \hat{O}^{1/2} \hat{O}^{-1/2} - I_p \right\|_1
\]

By (5.18), we have \( \left\| \hat{O} t \right\|_\infty = o_p(\log(p)) \). By condition (C3), we have \( \left\| \left( \hat{O}^{1/2} \hat{O}^{-1/2} - I_p \right) \right\|_1 = o_p(\log^{-1}(p)) \). So \( \left\| \hat{O}^{1/2} t \right\|_\infty - \left\| \hat{O} t \right\|_\infty = o_p(1) \). Here we obtain the result.

### 5.3 Proof of Theorem 3.2

According to the proof of Theorem 3.1 in [24], we have

\[ T_{SR} = \frac{n\bar{X}^\top D^{-1} \bar{X} - p}{\sqrt{2\text{tr}(R^2)}} + o_p(1). \]

And by the proof of Theorem 3.1 we have \( M_{\hat{O}^{1/2}} = M_{\hat{O}^{1/2}} + o_p(1) \). So, by Lemma 7.10 in [12], we only need to show that

\[
P_{H_0}\left[ \frac{n\bar{X}^\top D^{-1} \bar{X} - p}{\sqrt{2\text{tr}(R^2)}} \leq x, M_{\hat{O}^{1/2}} - 2 \log(p) + \log\{\log(p)\} \leq y \right] \rightarrow \Phi(x)F(y). \quad (5.19)
\]

By Theorem 2.2 we only need to show that \( \nu_i \) is independent sub-Gaussian random variables. Obviously,

\[
E\left( \exp\left\{ \frac{\lambda}{\sqrt{n}} \sum_{k=1}^{n} \varepsilon_{ki} \right\} \right) = E^n\left( e^{\frac{\lambda^2}{2} \varepsilon_{ki}} \right) \leq \left( E\left( 1 + \frac{\lambda}{\sqrt{n}} \varepsilon_{ki} + \frac{\lambda^2}{n} \varepsilon_{ki}^2 \right) + o(n^{-1}) \right)^n \leq e^{C\lambda^2}
\]

for large enough \( n \) and some positive constant \( C \). So we obtain the result.

### 5.4 Proof of Theorem 3.3

Define \( \nu_{\mathcal{M}} \) be the sub-vector of \( \nu = (\nu_1, \ldots, \nu_p) \) corresponding to \( i \in \mathcal{M} \). So does \( \nu_{\mathcal{M}^c} \). And let \( A_{\mathcal{M}}, A_{\mathcal{M}^c} \) be the sub-matrix of \( A \) corresponding to \( \mathcal{M}, \mathcal{M}^c \), respectively. And \( A_{\mathcal{M}\mathcal{M}^c} \) is the sub-matrix between the vector \( \nu_{\mathcal{M}} \) and \( \nu_{\mathcal{M}^c} \). According to the proof of Theorem 4.1 in [24], we have

\[
T_{SR} = \frac{n(\bar{X} - \mu)^\top D^{-1}(\bar{X} - \mu) - p}{\sqrt{2\text{tr}(R^2)}} + \frac{\delta^\top D^{-1}\delta}{p\sqrt{2\text{tr}(R^2)}} + o_p(1)
\]

\[
= \frac{1}{\sqrt{2\text{tr}(R^2)}} (\nu_{\mathcal{M}}^\top A_{\mathcal{M}}\nu_{\mathcal{M}}) + \frac{2}{\sqrt{2\text{tr}(R^2)}} (\nu_{\mathcal{M}}^\top A_{\mathcal{M}\mathcal{M}^c}\nu_{\mathcal{M}^c}) + \frac{1}{\sqrt{2\text{tr}(R^2)}} (\nu_{\mathcal{M}^c}^\top A_{\mathcal{M}^c}\nu_{\mathcal{M}^c} - p)
\]

\[ + \frac{\delta^\top D^{-1}\delta}{p\sqrt{2\text{tr}(R^2)}} + o_p(1)
\]

Additionally, by the proof of Lemma 5.2 and \( m = o(p^{1/2}) \), we have

\[
P\left( \nu_{\mathcal{M}}^\top A_{\mathcal{M}\mathcal{M}^c}\nu_{\mathcal{M}^c} \geq \varepsilon\sqrt{2\text{tr}(R^2)} \right) \leq K_c^m \exp(-C_p p^{1/2}) \rightarrow 0
\]

\[
P\left( \nu_{\mathcal{M}}^\top A_{\mathcal{M}}\nu_{\mathcal{M}} \geq \varepsilon\sqrt{2\text{tr}(R^2)} \right) \leq K_c^m \exp(-C_p p^{1/2}) \rightarrow 0
\]

where \( K_c \) and \( C_c \) are two positive constant which dependent on \( \varepsilon \). So

\[
T_{SR} = \frac{1}{\sqrt{2\text{tr}(R^2)}} (\nu_{\mathcal{M}^c}^\top A_{\mathcal{M}^c}\nu_{\mathcal{M}^c} - p) + \frac{\delta^\top D^{-1}\delta}{p\sqrt{2\text{tr}(R^2)}} + o_p(1)
\]
Similar to the proof of Theorem 3.1, we have $M^\hat{0}/2 = M_{\hat{0}/2} + o_p(1)$ where $M_{\hat{0}/2} = \max_{1 \leq i \leq p}(\nu_i + \tilde{\mu}_i)^2 = \max\{\max_{i \in M}(\nu_i + \tilde{\mu}_i)^2, \max_{i \in M^c}\nu_i^2\}$.

Under Condition (C1), we have $\nu^\top A_{M^c}M_{\hat{0}/2} = \nu^\top A_{M^c}M_{\hat{0}/2}$ is asymptotically independent of $\max_{i \in M}(\nu_i + \tilde{\mu}_i)^2$. By 3.2, $\nu^\top A_{M^c}M_{\hat{0}/2}$ is asymptotically independent of $\max_{i \in M^c}\nu_i^2$. So we obtain that $T_{SR}$ is asymptotically independent of $M^\hat{0}/2$.

5.5 Proof of Theorems 3.5, 3.6 and 3.8

Proof of Theorem 3.5

Similar to the proof of Theorem 3.1, we have $W^\hat{0}/2 = W_{\hat{0}/2} + o_p(1)$. By Theorem 1 in [6], we have

$$P\left(W_{\hat{0}/2} - 2\log(p) + \log(\log(p)) \leq x\right) \to \exp\left\{-\frac{1}{2}\exp\left(-\frac{x^2}{2}\right)\right\}$$

So we obtain the result.

Proof of Theorem 3.6

According to the proof of Theorem 1.1 in [26], we have

$$T_{SKK} = \frac{1}{\sqrt{2\text{tr}(R^2)}}\left(u^\top Au - p\right) + o_p(1)$$

where $A$ is defined in condition (C5) and $u = \sqrt{\frac{n_1 n_2}{n_1 + n_2}}\left(\frac{1}{n_1}\sum_{i=1}^{n_1} \varepsilon_i - \frac{1}{n_2}\sum_{i=1}^{n_2} \varepsilon_i\right)$. Similar to the proof of Theorem 3.2 we can also prove that $u$ is sub-Gaussian random variables. So by Theorem 2.2 we can obtain the result.

Proof of Theorem 3.8

The proof is similar to the proof of Theorem 3.4. So we omit it here.
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