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Abstract This paper managed to induce probability theory (sigma system) and possibility theory (max system) respectively from randomness and fuzziness, through which the premature theory of possibility is expected to be well founded. Such an objective is achieved by addressing three open key issues: a) the lack of clear mathematical definitions of randomness and fuzziness; b) the lack of intuitive mathematical definition of possibility; c) the lack of abstraction procedure of the axiomatic definitions of probability/possibility from their intuitive definitions. Especially, the last issue involves the question why the key axiom of “maxitivity” is adopted for possibility measure. By taking advantage of properties of the well-defined randomness and fuzziness, we derived the important conclusion that “max” is the only but un-strict disjunctive operator that is applicable across the fuzzy event space, and is an exact operator for fuzzy feature extraction that assures the max inference is an exact mechanism. It is fair to claim that the long-standing problem of lack of consensus to the foundation of possibility theory is well resolved, which would facilitate wider adoption of possibility theory in practice and promote cross prosperity of the two uncertainty theories of probability and possibility.
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I. INTRODUCTION

Randomness and fuzziness are well recognized as two kinds of fundamental uncertainties of this world. It remains as an open topic on how to correctly comprehend these uncertainties and effectively handle them in practice. For modeling of random uncertainty, probability theory and the derivative subjects of statistics and stochastic process are no doubt the classic tool set. Probability theory, which satisfies the key axiom of “additivity” [18,23], has grown up to be mature, upon which nearly the whole building of information sciences is based and applications of which could be found over a great diversity of communities [22, 29,41,42,52,53]. For handling of fuzzy uncertainty, fuzzy sets and possibility theory stand as two alternative and related methods [46,54]. Nevertheless, it is fair to claim that their role played in information sciences is far from matching that of probability theory. Especially, the mainstream AI community employs, almost exclusively, probability theory to express uncertainty [17]. Lately we are surprised to find that among a list of all 1692 accepted papers for AAAI-2021 conference of Artificial Intelligence, a search with word “fuzzy” returns null results. Fuzzy sets can mainly find its applications in fuzzy inference system [25,56], and later in fuzzy modeling and control of nonlinear systems [47,49]. Not like probability theory, the theory of fuzzy set is not based on the axiom system, and is not distribution-based, either. As a method parallel to probability theory, possibility theory is based on the well-known axiom of “maxitivity” [46,54] and is comfortably distribution-based. Probability and possibility are comparable because they are both based on set-functions and describe uncertainty with numbers in the unit interval [0, 1]. Possibility theory has received increasing attention in recent years by quite a few applications [24,33,43] but the underlying cause it outperforms probability method for these specific applications lacks a unified explanation. The reason behind this unsatisfactory situation is, recognized by some researchers, the lack of consensus on the issues pertinent to the foundation of fuzzy sets and possibility theory [17,50,51].

This paper is to induce probability theory and possibility theory respectively from randomness and fuzziness, through which the foundation of possibility theory could be well established hence resolve the above-mentioned problem of lack of consensus. Especially, it well answered the question why the key axiom of “maxitivity” is adopted for possibility measure. Besides, it can help understand the common features and differences of probability and possibility, and promote their cross prosperity and facilitate wider adoption of possibility theory in practice. Such an objective is achieved by in this work addressing three key issues that need to be resolved, especially for the premature theory of possibility: a) the lack of clear mathematical definitions of randomness and fuzziness; b) the lack of intuitive mathematical definition of possibility; c) the lack of abstraction procedure of the axiomatic definitions of probability/possibility from their intuitive definitions. It should be emphasized that in the setting of this work, intuitive definitions of probability and possibility are customized respectively for the measure of randomness and fuzziness. And

...
it is widely acknowledged that the classic frequency definition of probability is the basis for the additivity axiom of probability, though there are other school of thoughts, e.g., the de Finetti system of subjective probability, which established the foundations of probability theory on the notion of ‘coherence’, which means one should assign and manipulate probabilities so that one cannot be made a sure loser in betting based on them [16,23]. The lack of definitions of randomness and fuzziness is leading us to a theoretical confusion when we try to develop an uncertainty theory that is distinguished from probability theory. The theoretical confusion concerns both the origins and destinations (the prospective applications) of the uncertainty theories. That is, we need to build up two different theories respectively upon two kinds of clearly-defined uncertain phenomena, to which the established uncertainty theories will eventually be applied. Compared with randomness, we would say that fuzziness may be a more complicated phenomenon, which is harder to model and carry experimental verification, because where human psychology is deeply involved.

It should be noted that possibility theory has several branches [11,12], which in our point of view are in fact different methods. The original version of possibility theory, launched by one English economist Shackele [27,45], uses a pair of dual set-functions (possibility and necessity measures) instead of only one to help capture partial ignorance [11,12]. Besides, it is not additive but highlights the key axiom of “maxitivity”, and makes sense on ordinal structures that directs to a branch of the qualitative possibility theory [6,11]. Among various applications of possibility theory [5,7,15,21,24,33,43,44] that we cited, refs. [5,44] belong to the framework of Shackele’s version. Refs. [24,33,43] fall into the version that follows Zadeh’s view of relating possibility with membership of fuzzy sets [54], which highlights the key axiom of “maxitivity” and is appropriate for handling fuzzy uncertainty that arose in, e.g., natural language. Refs. [15,21] regard possibility as degree of membership but without resorting to the maxitivity axiom. Ref. [7] treats possibility as subjective probability. Our work only focusses on the version of Zadeh, who coined the name Theory of Possibility that highlights the key axiom of “maxitivity”. Recall that probability is additive in disjunctive operation of mutually-exclusive events. We hence denote probability theory and Zadeh’s version of possibility theory hereafter as sigma system and max system, respectively. Following the line of Zadeh, possibility theory is gradually growing to exhibit itself as a potential foundation for fuzzy sets [36]. Membership function of fuzzy sets was recognized in [8] as likelihood function of possibility (instead of regarding membership function as possibility by Zadeh), and composition of fuzzy relations was found to be equal to composition of conditional possibilities [36].

The major jobs for achieving the objective of this paper will be elaborated in the following sections. In Section 2, we make analysis on the process of concept cognition and present mathematical definitions for intension/extension of concept, and introduce the subsethood measure for characterizing the confidence of concept classification. In Section 3, we present mathematical definitions of randomness and fuzziness, where we will see the occurring of fuzziness is closely related to the intension of the concept being classified. The subsethood measure, as a metric of fuzziness, is used in Section 4 for intuitive definition of possibility. In Section 5, the axiomatic definitions of probability and possibility are abstracted from their intuitive definitions by taking advantage of properties of randomness and fuzziness, respectively. We derived the important conclusion that “max” is the only but un-strict disjunctive operator that is applicable across the fuzzy event space, and is an exact operator for fuzzy feature extraction, i.e., for extracting the value from the fuzzy sample space that leads to the largest possibility of one; whereas sigma operator is appropriate for probability in disjunctive operation of mutually-exclusive events. In Section 6, the induced sigma-max system is presented with a focus on typical forms of sigma-max inference, which include composition of uncertain relations and uncertainty update, and the principle for the choice of sigma-max system is analyzed. Section 7 concludes the paper.

II. THE ORIGIN OF FUZZINESS: CONCEPT COGNITION AND SUBSETHOOD MEASURE

The origin of fuzziness is closely related to the process of concept cognition, which is to be analyzed by a fusion of the achievements from both the area of logics and cognition psychology and the area of artificial neural network (ANN). We reach the conclusion that a concept is determined is equivalent to either its intension or extension is determined, which is the same as that of the first order predicate logic (FOPL) [10].

2.1 Concept and Its Intension/Extension

According to The Free Dictionary By Farlex, a concept is a general idea or notion that corresponds to some class of entities and that consists of the characteristic or essential features of the class [57]. In Webster's Dictionary, a concept is defined as an abstract or generic idea generalized from particular instances [58]. Concepts are “nothing but abbreviations in which we comprehend a great many different sensuously perceptible things according to their common properties” [13].

A concept may be analyzed into its intension (content) and extension (range). According to Encyclopedia Britannica, intension indicates the internal content (features or properties) of a concept that constitutes its formal definition; and extension, as counterpart of intension, indicates its range of applicability by naming the particular objects that it denotes [59]. According to [57], the intension of a concept refers to the totality of essential properties by reference to which the objects in a given concept are generalized and differentiated; the extension refers to the totality of generalized objects reflected in the concept. For instance, the intension of the concept “automobile” as a substantive is “vehicle driven by engine for conveyance on road,” whereas its extension embraces such things as cars, trucks, buses, and vans.

It is widely acknowledged that the correlative intension/ extension follow the law of inverse relation [57,59]. That is the wider the set of properties (i.e., the more restricted the intension), the narrower the extension of the concept, and vice versa. The
intersection of an extension corresponds logically to the union of the intension [19,59].

Based on the above introduction, definitions of concept, intension and extension are selected and summarized below. Some remarks are then followed to show our perspectives, some of which are based on discussions of concept cognition in the next subsection.

**Definition 2.1.** A concept is defined as an abstract idea (or pattern) generalized from particular instances or objects [58].

**Definition 2.2.** Intension of a concept indicates the internal content (abstracted feature) of a concept that constitutes its formal definition [59].

**Definition 2.3.** Extension of a concept refers to the totality of objects reflected in the concept [57].

Remarks:

1) It is the abstracted feature (intension) that defines or is equivalent to a certain concept. The abstracted feature, as will be illustrated in Example 2.1 and Fig. 1a below, is a kind of feature extracted by human cognition from the natural selected feature.

2) The intension of a concept, as will later be discussed in Section 2.3, could be modeled as either a vector or a set. The set of intensions can be simply denoted by an ellipse \( f \) no matter it is extracted from one feature or multiple features. For a class of concepts, their intensions could be modeled as a family of ellipses, each of which refers to the intension of a certain concept.

3) Intension and extension should be stated to follow a law of proportional relation, instead of the law of inverse relation. As discussed above, the more restricted the intension of a concept, the narrower its extension. To our viewpoint, more restricted means the domain of the intension (ellipse) is smaller.

4) By the FOPL, a concept is determined is equivalent to either the intension or the extension of a concept is determined [10]. The smaller (i.e., more restricted) the intension, the narrower the extension (scope) of the concept, and vice versa.

5) A great number of concepts are fuzzy concepts, the extensions of which are blurring or not clear, which is due to the overlapping of the intensions of different concepts. The definition of fuzzy concept will be given later in Definition 3.10.

**Example 2.1.** Age can be a natural and selected feature variable for defining the concept of YOUTH. In general, you would regard people with age of 18 or 25 as YOUTH whereas regard age of 50 not as YOUTH. Obviously, ages of 18 and 25 indicate different values for the feature variable of age. Here comes a question, why do you regard age of 18 or 25 as YOUTH? The deeper reason, as shown in Fig. 1a, is that there should be an abstracted feature that you formed in your mind according to the age, by which you make your judgement and build up the concept of YOUTH. In this case, age of 18 and 25 delivered equivalent information of intension for the concept of YOUTH. Though you may feel hard to tell concretely what the abstracted feature is, it must be there. On the other hand, it is possible that the abstracted feature could be learned by an ANN classifier as will be introduced in the next subsection. Similarly, we can judge whether a person is a youth or not by his appearance. Here appearance is also a natural and selected feature, from which we human being can form an abstracted feature, as well, by which we can make a judgement whether this person is a youth or not.

![Fig. 1. Concept cognition. (a) The process of concept cognition in human brain. (b) The structure of an ANN system.](image)

**2.2 An ANN Perspective of Concept Cognition**

We in this subsection use an ANN system to illustrate the process of concept cognition in human brain and help model the terms of intension and extension. By concept cognition we mean concept learning and concept classification. Modern deep ANN systems, e.g., the convolutional neural network (CNN), can well imitate the structure and function of human brain [2,32]. A deep ANN system \( s \) may have many layers [2,32], but can generally, as shown in Fig. 1b, be divided into two subfunctions such as feature extractor \( s_1(\cdot) \) and classifier \( s_2(\cdot) \).

By the training procedure, system \( s \) can learn to build up some patterns or concepts labeled \( \{ x_j \} (j = 1, 2, \ldots, n) \) from a group of object samples \( \{ z_i \} (i = 1, 2, \ldots, m) \), which refer to feature data of the object. The ANN system \( s \) is said to be well trained when predetermined requirements are achieved [32]. Knowledge of these learned concepts \( \{ x_j \} \) is then represented by the function \( s_2(s_1(\cdot)) \) of the system \( s \), which fulfills the mapping from input samples \( \{ z_i \} \) into output concepts \( \{ x_j \} \). Denote all input samples that corresponding to label \( x_j \) as a single equivalent sample \( y_j \), then the output \( f_{x_j} \) of feature extraction is

\[
f_{x_j} = s_1(y_j) .
\]
We call $f_{x_j}$ the intension of concept $x_j$, which is generated from the equivalent sample $y_j$ by the function $s_1(\cdot)$ and points to label $x_j$ through the classifier $s_2(\cdot)$, i.e.,

$$x_j = s_2(f_{x_j}) = s_2(s_1(y_j)).$$

(2)

A well-trained system $s$ can be deployed for practical work of classification. For example, given an object sample $z_t$, we would like to know which label $X$ the system $s$ would classify it into, i.e.,

$$X = s_2(f_X) = s_2(s_1(z_t)),$$

(3)

where intension $f_X$ is the output of feature extraction given sample $z_t$, and $X \in \{x_j\} (j = 1, 2, \ldots, n)$.

By collecting all samples labeled $x_j$, denoted by

$$e_{x_j} = \{z|s_2(s_1(z)) = x_j\},$$

(4)

we come to recognize the extension $e_{x_j}$ of the concept $x_j$, which indicates the scope of the objects that concept $x_j$ can apply to. Therefore, a concept can be mathematically described as in Proposition 2.1; whereas an object can be modeled by a triplet of $(z, x_j, f_{x_j})$ or $(z, X, f_X)$, where $z$ is sample, $x_j$ and $X$ are label or unknown label, and $f_{x_j}$ and $f_X$ are intension.

**Proposition 2.1.** A concept can be formed by a concept learner (human brain or the ANN-based), and mathematically modeled by a triplet of $(x_j, f_{x_j}, e_{x_j})$, where $x_j$ is label, $f_{x_j}$ is the intension as modeled by (1), and $e_{x_j}$ is the extension as modeled by (4).

![Fig. 2. A two-world model of concept cognition.](image)

The process of concept cognition can as well be visualized by a two-world model as Fig. 2, where concept and its intension/extension belong in the mental world of human being, which are built up from objects of the real world. We by comparing their intensions $f_X$ and $f_{x_j}$ determine whether a given object with unknown label $X$ (object $X$ in short) belongs to a certain concept $x_j$. By the process of concept cognition analyzed in this subsection, we reach the same conclusion as the FOPL that a concept is determined is equivalent to either its intension or extension is determined [10].

2.3 The Measure of Fuzziness: Subsethood Measure

For the ANN system, intension $f_{x_j}$ is usually in form of feature vector or feature map [32,34,48]. A feature map may consist in a set of binary features [32,48], which can be treated simply as an ellipse. Most ANN systems use similarity (or distance) measure to classify objects [34,35,48], where the tested object will be assigned to the category that has the largest similarity measure. For example, cosine distance as below [34,55] was used in [34] to classify the shape of an object, where $f_X$ and $f_{x_j}$ are given in forms of feature vectors.

$$\cos(f_X, f_{x_j}) = \frac{|f_Xf_{x_j}|}{|f_X||f_{x_j}|}$$

(5)

where “$|$” is the inner product and $|\cdot|$ is the L-2 norm. The cosine distance of (5) is comparable to the set-based similarity measure below [28,46] when $f_X$ and $f_{x_j}$ are in forms of sets.

$$\text{sim}(f_X, f_{x_j}) = \frac{|f_X \cap f_{x_j}|}{|f_X \cup f_{x_j}|}$$

(6)
where $|\cdot|$ denotes the cardinal number of sets [28], and “sim” means similarity. This work would suggest to denote $|\cdot|$ as size instead of cardinal number, where size indicates “cardinality” for countable set or “measure” for real number set $\mathbb{R}^n$.

The analogy of (5) and (6) could be spotted by two typical cases below:
1) $\cos(f_X, f_{X_j}) = 1$ when vectors $f_X$ and $f_{X_j}$ are parallel $\leftrightarrow \sim(f_X, f_{X_j}) = 1$ when sets $f_X = f_{X_j}$.
2) $\cos(f_X, f_{X_j}) = 0$ when vectors $f_X$ and $f_{X_j}$ are vertical $\leftrightarrow \sim(f_X, f_{X_j}) = 0$ when sets $f_X \cap f_{X_j} = \phi$.

Considering that an object $X$ could be classified into a concept labeled $x_j$ if their intensions, in forms of sets, satisfy $f_X \subseteq f_{x_j}$ (instead of $f_X = f_{x_j}$), we decide to use subsethoven measure degree($f_X \subseteq f_{x_j}$), closely related to the similarity measure, to characterize the confidence of concept classification, degree($X = x_j$), which is defined as [14, 28, 40, 46]

$$\text{degree}(X = x_j) = \text{degree}(f_X \subseteq f_{x_j}) = \frac{|f_X \cap f_{x_j}|}{|f_X|} \quad (7)$$

where $|\cdot|$ denotes the cardinality or measure of sets.

If we rewrite (5) as below, then it can be easily observed that (5) and (7) are comparable, as well.

$$\cos(f_X, f_{x_j}) = \frac{f_X \cdot f_{x_j}}{|f_X| / |f_{x_j}|} \quad (8)$$

where “$\cdot$” is the inner product and $|\cdot|$ is the L-2 norm. The subsethoven measure of (7), as a metric of fuzziness, will later be used for definitions of fuzziness and possibility.

To end this section, we would like to continue the discussion of Example 2.1. Note that the feature extractor as shown in Fig. 1b can be seen as distorting the input in a non-linear way so that categories become linearly separable by the last layer of classifier [32]. Therefore, by feeding samples, e.g., of age varying from 7 to 45 with labels of JUVENILE, YOUTH and MID-LIFE (MID), into an ANN concept learner, it is possible that the intension of YOUTH could be learned and visualized. It could be imagined that ages of 18 and 25 will be mapped into the same point in the feature map whereas ages of 28 and 35 would most likely be projected into significantly different places in the feature map because of the non-linear function of the feature extractor. Experiments about this conjecture are beyond the scope of this paper.

### III. THE DEFINITIONS OF RANDOMNESS AND FUZZINESS

Human cognition of randomness and fuzziness has a long history, yet clear and well-known definitions for them are absent. Randomness and fuzziness are obviously different but very easy to be mixed up. Nearly all books on probability/possibility give definitions to probability/possibility, but none give definitions to randomness/fuzziness. Definitions below related to randomness and fuzziness are adapted from [36-38], which aims to make them mathematically precise and explicit.

**Definition 3.1. Randomness** is the occurrence uncertainty of the either-or outcome of a causal experiment, characterized by the lack of predictability in mutually exclusive outcomes. Mathematically, given the causal experiment $X$ with $N$ possible outcomes $\Omega = \{x_1, x_2, \ldots, x_N\}$ that satisfies $\forall x_i \neq x_j$ we have $\{X = x_i\} \cap \{X = x_j\} = \phi$, the randomness of the uncertain outcome experiment could be characterized by: $\exists! x_i$ so that $\{X = x_i\}$.

**Remark:** The occurrence uncertainty of the either-or outcome of a causal experiment can be easily interpreted as: the uncertainty of generating one and only one results from among multiple possible outcomes in a causal experiment. $\exists! x_i$ means there exists one and only one $x_i$. A causal experiment is any procedure of observing an uncertainty state $X$ that can be infinitely repeated and has a well-defined set of possible outcomes $\Omega$. For simplicity, we can use experiment $X$ to represent the experiment of observing the uncertainty state $X$. Mutually exclusive outcomes are mathematically modeled by

$$\{X = x_i\} \cap \{X = x_j\} = \phi, \forall x_i \neq x_j. \quad (9)$$

Dice-throwing is a classic example of illustrating random experiment or randomness. Obviously, each time one can only get one side among all six possible sides, which is unpredictable and is either this or that (e.g., either two or three). In brief, randomness is the occurrence uncertainty of the either-or outcome of a causal experiment.

**Definition 3.2. Random sample space** $\Omega$ is the set of all possible mutually-exclusive outcomes, i.e., the elementary random events, of a random experiment. Mathematically, random sample space $\Omega = \{x_1, x_2, \ldots, x_N\}$, and $\forall x_i \neq x_j$ we have $\{X = x_i\} \cap \{X = x_j\} = \phi$.

**Definition 3.3. Random event space** is the $\sigma$-algebra $F \subseteq 2^\Omega$, which consists of a set of events $\{A_i\}$.

**Remark:** Each event $A_i$ is a set containing zero or groups of outcomes which might be of more practical use, whereas an outcome is the result of a single execution of the experiment. $2^\Omega$ is the power set of $\Omega$, which consists of all subsets $A_i \subseteq \Omega$. $F$ is a $\sigma$-algebra, which means operations of complement, union and intersection defined on $F$ are closed. That is if $A_i, A_j \in F$ then $A_i^c = \Omega - A_i \in F$, $A_i \cup A_j \in F$, and $A_i \cap A_j \in F$. f
A_i \cup A_j \in F$, and $A_i \cap A_j \in F$. Random events in event space $F$ may no longer be mutually exclusive. However, the natural attribute of randomness, as claimed in Definition 3.1, is mutually exclusive since the elementary random events in the random sample space $\Omega$ are mutually exclusive. It should also be noted that probability is axiomatically defined upon mutually exclusive events.

**Definition 3.4.** A random variable $X$ is a variable whose value $x_i$ is subject to variations due to random uncertainty. A random variable can take on a set of possible values in a random sample space $\Omega$, or its generated event space $F \subseteq 2^\Omega$.

**Remark:** By introducing random variable $X$ (or fuzzy variable below), we in this work mix the use of $x_i$ and $A_i$.

**Definition 3.5.** Fuzziness is the classification uncertainty of the both-and outcome of a cognition experiment, characterized by the lack of clear boundary between non-exclusive outcomes. Mathematically, given the cognition experiment $X$ with $N$ possible outcomes $\Psi = \{x_1, x_2, \ldots, x_N\}$ that satisfies $\exists x_i, x_j$ so that the intersection of their intensions $f_{x_i}$ and $f_{x_j}$ is not empty, i.e., $f_{x_i} \cap f_{x_j} \neq \Phi$, the fuzziness of the uncertain experiment could be characterized by: $\exists x_i, x_j$ so that $f_{x_i} \cap f_{x_j} \neq \Phi$.

**Remark:** The classification uncertainty of the both-and outcome of a cognition experiment can be easily interpreted as: the uncertainty that occurs in simultaneously classifying an object into multiple possible concepts with associated confidences in a cognition experiment. Concepts $x_i$ and $x_j$ are said to be non-exclusive if their intensions $f_{x_i}$ and $f_{x_j}$ satisfy

$$f_{x_i} \cap f_{x_j} \neq \Phi.$$  \hspace{1cm} (10)

As shown in Fig. 3a, $\exists x_i, x_j$ so that

$$f_{x_i} \cap f_{x_j} \neq \Phi$$ \hspace{1cm} (11)

is the mathematical formulation for describing “simultaneously classifying an object into multiple possible concepts with associated confidences”. Note that by $f_{x_i} \cap f_{x_j} \neq \Phi$ we can derive $0 < \text{degree}(X = x_i) \leq 1$ and $0 < \text{degree}(X = x_j) \leq 1$, as given in Proposition 3.1. Similarly, we use experiment $X$ to concisely represent the experiment of classifying an object $X$. The classification of age-group is a classic example of illustrating fuzzy experiment or fuzziness. Suppose you are informed of a person of 40 years old and you are invited to classify this person into age-group = \{YOUTH, MID and AGED\}, which is a procedure of classifying an object into multiple possible concepts. Most likely you will not consider years of 40 as AGED, but would regard years of 40 as both YOUTH and MID with associated confidences of 0.5 and 1, respectively. The outcomes of the classifying experiment are non-exclusive (both YOUTH and MID) and uncertain (with associated confidences), due to the lack of clear boundary between (the intensions of) them. In brief, fuzziness is the classification uncertainty of the both-and outcome of a cognition experiment.

![Fig. 3.](image)

(a) Projection-nonexclusive: $f_X \cap f_{x_i} \cap f_{x_j} \neq \Phi$. (b) Projection-exclusive: $f_{x_i} \cap f_{x_j} \neq \Phi$ & $f_X \cap f_{x_i} \cap f_{x_j} = \Phi$.

**Proposition 3.1.** If $\exists x_i, x_j$ so that $f_{x_i} \cap f_{x_i} \cap f_{x_j} \neq \Phi$, then we have $0 < \text{degree}(X = x_i) \leq 1$ and $0 < \text{degree}(X = x_j) \leq 1$.

**Proof:** From $f_{x_i} \cap f_{x_i} \cap f_{x_j} \neq \Phi$, we have $f_X \cap f_{x_i} \neq \Phi$ and $f_X \cap f_{x_j} \neq \Phi$. By (7), we have $0 < \text{degree}(X = x_i) \leq 1$ and $0 < \text{degree}(X = x_j) \leq 1$. Hence Proposition 3.1 holds.

**Definition 3.6.** Fuzzy sample space $\Psi$ is the set of all possible non-exclusive outcomes, i.e., the elementary fuzzy events (or concepts), of a fuzzy experiment. Mathematically, fuzzy sample space $\Psi = \{x_1, x_2, \ldots, x_N\}$, and $\exists x_i, x_j$ so that $f_X \cap f_{x_i} \cap f_{x_j} \neq \Phi$.

**Remark:** To be a fuzzy sample space, the condition $f_{x_i} \cap f_{x_j} \neq \Phi$ is not sufficient since if $\forall x_i \neq x_j$ we have $f_X \cap f_{x_i} \cap f_{x_j} = \Phi$, then as shown in Fig. 3b such a fuzzy sample space would be trivial and useless. The case $f_X \cap f_{x_i} \cap f_{x_j} = \Phi$ is called projection-exclusive, i.e., intensions of $x_i$ and $x_j$ are mutually exclusive when projected into the intension of $X$.

**Definition 3.7.** Exhaustive fuzzy sample space $\Psi^+$ is the fuzzy sample space $\Psi$ that satisfies $\exists x_i$ so that $\text{degree}(X = x_i) = 1$.

**Remark:** In this paper, it is assumed that fuzzy sample space $\Psi$ is always exhaustive unless it is specifically pointed out. To simplify the notion, we will use fuzzy sample space $\Psi$ to loosely refer to exhaustive fuzzy sample space $\Psi^+$.

**Definition 3.8.** Fuzzy event space is the $\sigma$-algebra $\Sigma \subseteq 2^{\Psi}$, which consists of a set of events $\{A_i\}$.

**Remark:** It is in the sense of their intensions ($f_{x_i} \cap f_{x_j} \neq \Phi$) that elements $x_i$ and $x_j$ of $\Psi$ are non-exclusive. Fuzzy sample space
Ψ is a classic set instead of a fuzzy set, and fuzzy event space Σ ⊆ 2^Ψ is a Boolean algebra and then a σ-algebra. Though events in F ⊆ 2^Ω and Σ ⊆ 2^Ψ are both not mutually exclusive, the structures of random event space F ⊆ 2^Ω and fuzzy event space Σ ⊆ 2^Ψ are not the same because their corresponding sample spaces Ω and Ψ are defined differently. This point will be further revealed later in the analysis of disjunctive operations of probability and possibility.

**Definition 3.9.** A fuzzy variable X is a variable whose value x_i is subject to variations due to fuzzy uncertainty. A fuzzy variable can take on a set of possible values in a fuzzy sample space Ψ, or its generated event space Σ ⊆ 2^Ψ.

**Definition 3.10.** Fuzzy concept (event) is the element of the fuzzy event space.

IV. INTUITIVE DEFINITIONS OF PROBABILITY AND POSSIBILITY

The intuitive definitions of probability and possibility are defined on the random sample space Ω and the fuzzy sample space Ψ, respectively.

4.1 Intuitive Definition of Probability

**Definition 4.1.** Probability (classic frequency definition) \( p_X(x_i) \) is the measure of the either-or randomness, which is the frequency of generating outcome \( x_i \) in an experiment of observing the uncertainty state \( X \). Probability \( p_X(x_i) \) can be numerically described by the vote number \( n_i \) of desired outcomes \( x_i \) divided by the total votes \( n_t \) of all outcomes, as calculated by [39]:

\[
p_X(x_i) = \lim_{n_t \to \infty} \frac{n_i}{n_t} \quad (\sum n_i = n_t).
\]

**Remark:** Note that \( p_X(x_i) \) is usually and hereafter denoted as \( p(x_i) \) for short. Given \( \Omega = \{x_1, x_2, ..., x_N\} \), it is straightforward to have

\[
p(\bigcup_{i=1}^{N} x_i) = \frac{n_1+n_2+...+n_N}{n_t} = \sum_{i=1}^{N} p(x_i) = 1. \tag{13}
\]

As an extreme case when all votes of \( \Omega \) fall into \( x_i \), i.e., \( n_i = n_t \), we have

\[
p(x_i) = \frac{n_i}{n_t} = 1. \tag{14}
\]

The case that \( p(x_i) = 1 \) can exist for only one of the elementary events among the random sample space \( \Omega \), i.e., distinct values of \( x_i \) cannot simultaneously have a degree of probability equal to 1.

4.2 Intuitive Definition of Possibility

An intuitive definition of possibility based on compatibility interpretation was given in [38]. However, the concept of “compatibility” itself needs to be defined mathematically with a deeper physical explanation. Definition 4.2 below refines the existing definition of intuitive possibility.

**Definition 4.2.** Possibility (intuitive definition) \( \pi_X(x_i) \) is the measure of the both-and fuzziness, which is the confidence of classifying an object \( X \) into concept \( x_i \). Possibility \( \pi_X(x_i) \) of the outcome \( x_i \) can be numerically described by the compatibility between a fuzzy variable \( X \) and its prospective outcome \( x_i \), which can be defined as

\[
\pi_X(x_i) = \text{comp}(X, x_i) = \text{degree}(f_X \subseteq f_{x_i}) = \frac{|f_X \cap f_{x_i}|}{|f_x|} \tag{15}
\]

where “comp” means compatibility; \( f_X \) and \( f_{x_i} \) are sets of intension, as defined in (1), of the fuzzy variable \( X \) and the concept \( x_i \), respectively; and \(|-|\) is the cardinality or measure (simply put, the area of the ellipse).

**Remark:** Note that \( \pi_X(x_i) \) is usually and hereafter denoted as \( \pi(x_i) \) for short. Compatibility may be replaced by another better word “membership”. In Zadeh’s fuzzy set theory, membership is usually denoted as \( \mu_X(x_i) \) to indicate the compatibility of \( x_i \) with the concept labeled \( F \). An improved denotation \( \mu_{\gamma F}(F|x_i) \) was suggested for membership in [36], to indicate the compatibility of fuzzy concept variable \( Y \) with the concept labeled \( F \) given its fuzzy attribute variable \( X \) being \( x_i \). Mathematically, Zadeh’s membership equals to conditional possibility whereas membership function equals to likelihood function of possibility [8,36]. In our work, membership is denoted as \( \mu_X(x_i) \), to indicate the degree of applicability of a concept \( x_i \) to a fuzzy variable \( X \) given null condition. In this view, \( \mu_X(x_i) \) and \( \pi_X(x_i) \) are equivalent.

4.3 Discussions on Intuitive Possibility

Eq. (15) is to be further discussed and explained with examples below.

1) Suppose, as shown in Fig. 4a, the intension of fuzzy variable \( X \) falls into the intension of a special concept of the sample space \( \Psi \), i.e., \( f_X \subseteq f_\psi \), then we have
\[
\pi(\Psi) = \frac{|f_X \cap f_\Psi|}{|f_X|} = \frac{|f_X|}{|f_X|} = 1.
\]

(16)

**Example 4.1.** An example of Fig. 4a may be that a person of age around 40 can always be considered as a human being. Here a person of age around 40 (be categorizing) can be taken as the fuzzy variable \(X\), and “human being” is a special concept \(\Psi\).

2) Suppose, as shown in Fig. 4b, the intersection of the intensions of fuzzy variable \(X\) and the concept \(x_i\) is not empty, i.e., \(f_X \cap f_{x_i} \neq \emptyset\), then we have

\[
0 < \pi(x_i) = \frac{|f_X \cap f_{x_i}|}{|f_X|} \leq 1.
\]

(17)

**Example 4.2.** Suppose you are walking on the street with a friend of yours and you are asked to what extent you would rate your friend as a tall person. You definitely have some knowledge in your mind about the height of your friend and have your standard of categorizing a person’s height, which means you know the intension \(f_X\) of the fuzzy variable (relating to your friend’s height) and the intension \(f_{x_i}\) of the concept “tall person”. Then you can either directly assign a value between 0 and 1 or figure out a value by using (15) to represent you rating. In the latter case, you will need to quantify \(f_X\) and \(f_{x_i}\) according to your knowledge in your mind. Obviously, the quantification of \(f_X\) and \(f_{x_i}\) by you is subjective and rather arbitrary, which nevertheless can be learned by a deep ANN classifier if samples related to “height” are available.

![Fig 4. (a) \(f_X \subseteq f_\Psi\). (b) \(f_X \cap f_{x_i} \neq \emptyset\). (c) \(X\) is exhaustive: \(f_X \subseteq f_{x_i}\). (d) \(X\) is innocent: \(\pi(x_i) = \pi(x_j) = 1\).](image)

3) Normalized possibility and sub-normalized possibility. If the intuitive possibility is defined on the exhaustive fuzzy sample space \(\Psi^+\), then it is normalized possibility. In other words, for the normalized possibility, it would be a mandatory demand that fuzzy variable \(X\) is exhaustive. That is at least one of the elements of \(X\) should be the actual world, mathematically, \(\exists x_i\) such that \(f_X \subseteq f_{x_i}\) as shown in Fig. 4c, and we have

\[
\pi(x_i) = \frac{|f_X \cap f_{x_i}|}{|f_X|} = 1
\]

(18)

If the intuitive possibility is defined on the fuzzy sample space \(\Psi\) and \(\forall x_i\) we have \(\pi(x_i) < 1\), then it is sub-normalized possibility. In this paper, it is assumed that possibility is always normalized unless it is specifically pointed out.

Since possible values of fuzzy variable \(X\) among \(\Psi\) are non-exclusive, we can simultaneously have \(\pi(x_i) = 1\) for any numbers of elementary events among the fuzzy sample space \(\Psi\). That should be one of the major distinctions of possibility from probability, recall that \(p(x_i) = 1\) can only exist for a certain elementary event \(x_i\) among the random sample space \(\Omega\). Given \(\Psi = \{x_1, x_2, ..., x_n\}\), we generally have

\[
\sum_{i=1}^{N} \pi(x_i) \neq 1
\]

(19)

which is also different from (13) of probability.

4) Representation of innocent. That means fuzzy variable \(X\) can take all possible values with possibility of one, i.e., \(\pi(x_i) = 1\).
\[ p(x_j) = 1 \text{ as shown in Fig. 4d.} \]

Overall, Eq. (15) provides a mathematical formulation with physical notion for the definition of possibility, which would promote the theoretical exploration of the possibility theory. In the next section, we will introduce the abstraction of the axiomatic definition of possibility by the application of (15).

V. THE ABSTRACTION OF AXIOMATIC PROBABILITY/Possibility Definitions

Probability and possibility are axiomatically defined on the event spaces \( F \subseteq 2^\Omega \) and \( \Sigma \subseteq 2^F \), respectively, on which disjunctive operations will be defined, as well. Be aware that we in this work use notation \( x_i \) for elements of both sample space and event space.

5.1 Disjunctive Operation of Probability

Given events \( x_i \) and \( x_j \) as illustrated by Fig. 5, and their probabilities \( p(x_i) \) and \( p(x_j) \), we now need to figure out \( p(x_i \cup x_j) \). From the intuitive definition of probability, we have

\[ p(x_i \cup x_j) = \frac{n_{x_i \cup x_j}}{n_t} = \frac{n_i + n_j - n_{x_i \cap x_j}}{n_t}, \quad (20) \]

It follows that

\[ p(x_i \cup x_j) = p(x_i) + p(x_j) - p(x_i \cap x_j). \quad (21) \]

Therefore, we have

\[ \max \{ p(x_i), p(x_j) \} \leq p(x_i \cup x_j) \leq p(x_i) + p(x_j). \quad (22) \]

When \( x_i \) and \( x_j \) are mutually exclusive with no votes falling into \( x_i \cap x_j \), i.e., \( n_{x_i \cap x_j} = 0 \), we have

\[ p(x_i \cup x_j) = p(x_i) + p(x_j). \quad (23) \]

Note that derivation of (23) has once been discussed in [30] for the empirical deduction of the probability axioms.

When votes of \( x_i \) and \( x_j \) are nested with votes of either \( x_i \) or \( x_j \) always falling into \( x_i \cap x_j \), i.e., \( n_i = n_{x_i \cap x_j} \) or \( n_j = n_{x_i \cap x_j} \), we have

\[ p(x_i \cup x_j) = \max \{ p(x_i), p(x_j) \}. \quad (24) \]

Be aware that the case that votes of \( x_i \) and \( x_j \) are nested is practically impossible when it is applied to the random sample space \( \Omega \), and is trivial when it is applied to the generated random event space \( F \subseteq 2^\Omega \), which would demand that \( x_i \subseteq x_j \) or \( x_j \subseteq x_i \). For example, suppose \( \Omega = \{ x_1, x_2, x_3 \} \) and \( F \subseteq 2^\Omega = \{ \{ x_1 \}, \{ x_2 \}, \{ x_3 \}, \{ x_1, x_2 \}, \{ x_1, x_3 \}, \{ x_2, x_3 \}, \{ x_1, x_2, x_3 \} \} \). Then, applying of (24) to the random sample space \( \Omega = \{ x_1, x_2, x_3 \} \) would demand that votes of \( x_1, x_2 \) and \( x_3 \) are nested, which violates the original setting of Definition 3.2, that they are mutually exclusive, i.e., \( \forall x_i \neq x_j \) we have \( \{ X = x_i \} \cap \{ X = x_j \} = \emptyset \). The max operation of (24) can only be applied to some, not all, elements of the random event space \( F \subseteq 2^\Omega \), e.g., \( \{ x_1 \}, \{ x_1, x_3 \}, \) and \( \{ x_1, x_2, x_3 \} \), upon which the max operation defined would be of no practical value if it cannot be applied to the random sample space \( \Omega \).

We hence conclude that from the intuitive definition of probability, we managed to derive the nontrivial disjunctive operation of “sigma” as indicated by (23).
5.2 Axiomatic Definition of Probability

Definition 5.1. Probability (axiomatic definition) was built up upon a probability space \((\Omega, F, P)\), which is a mathematical construct that models a real-world process consisting of events that occur randomly. A probability space consists of three parts [23,30]:

1) the random sample space \(\Omega\), as defined in Definition 3.2.
2) the \(\sigma\)-algebra \(F \subseteq 2^\Omega\), which is the event space consisting of a set of events \(\{x_i\}\).
3) the probability measure \(P:F \rightarrow [0,1]\), which is a function on \(F\) such that it satisfies the three axioms below:

Axiom 1. (Nonnegativity Axiom) \(p(x_i) \geq 0\) for any event \(x_i\).

Axiom 2. (Normality Axiom) the measure of entire random sample space is equal to one: \(p(\Omega) = 1\).

Axiom 3. (Additivity Axiom) for mutually exclusive events \(x_1, x_2, \ldots, x_N\), we have

\[
p(\bigcup_{i=1}^{N} x_i) = \sum_{i=1}^{N} p(x_i)
\]  

(25)

5.3 Disjunctive Operation of Possibility

Given \(\pi(x_i)\) and \(\pi(x_j)\) as illustrated by Fig. 6a, we now need to figure out \(\pi(x_i \cup x_j)\). According to (15) and with the ellipse assumption of the intension-sets, we have

\[
\pi(x_i \cup x_j) = \frac{|f_{x_i \cup x_j}|}{|f_X|} = \frac{|f_X \cap f_{x_i \cup x_j}|}{|f_X|} = \frac{|f_X \cap f_{x_i} + f_X \cap f_{x_j} - f_X \cap f_{x_i \cap x_j}|}{|f_X|}
\]  

(26)

where we assume

\[
f_{x_i \cup x_j} = f_{x_i} \cup f_{x_j}
\]  

(27)

\[
f_{x_i \cap x_j} = f_{x_i} \cap f_{x_j}
\]  

(28)

Assumptions (27) and (28) are reasonable considering that a concept is determined is equivalent to the intension of a concept is determined. From (26) it follows that

\[
\pi(x_i \cup x_j) = \pi(x_i) + \pi(x_j) - \pi(x_i \cap x_j)
\]  

(29)

Therefore, we have

\[
\max \{\pi(x_i), \pi(x_j)\} \leq \pi(x_i \cup x_j) \leq \pi(x_i) + \pi(x_j)
\]  

(30)

When intensions of \(x_i\) and \(x_j\) are mutually projection-exclusive as previously shown in Fig. 3b, i.e., \((f_X \cap f_{x_j}) \cap (f_X \cap f_{x_i}) = \emptyset\), we have

\[
\pi(x_i \cup x_j) = \pi(x_i) + \pi(x_j)
\]  

(31)

The “sigma” operation as shown in (31) would become trivial once it is expanded into the fuzzy sample space as below

\[
\pi(\bigcup_{i=1}^{N} x_i) = \sum_{i=1}^{N} \pi(x_i) = 1.
\]  

(32)
Recall that for the normalized possibility, \( \pi(x_i) = 1 \) holds for at least one of the elements of \( X \). Then (32) would demand that all other possibilities be zero. Even for sub-normalized possibility that satisfies \( \forall x_i, \pi(x_i) < 1 \), the “sigma” operation would potentially make \( \pi(\cup_{i=1}^{N} x_i) \) calculated by (32) larger than one. Therefore, the “sigma” operation as shown in (31) is trivial and useless.

When intensions of \( x_i \) and \( x_j \) are projection-nested (nested when projected into the intension of the fuzzy variable \( X \)) as shown in Fig. 6b, i.e., \( f_x \cap f_{x_i} \subseteq f_x \cap f_{x_j} \) or \( f_x \cap f_{x_j} \subseteq f_x \cap f_{x_i} \), we have

\[
\pi(x_i \cup x_j) = \max \{\pi(x_i), \pi(x_j)\}
\]

Note that \( X \) is exhaustive \( (f_x \subseteq f_{x_j}) \), as indicated by (18) and Fig. 4c, is a special case of being projection-nested. In the general case when intensions of \( x_i \) and \( x_j \) are neither projection-exclusive nor projection-nested and as indicated by (29) and Fig. 6a, the calculation of \( \pi(x_i \cup x_j) \) will have to consider the value of \( \pi(x_i \cap x_j) \) that is variable to \( f_x \cap f_{x_i} \cap f_{x_j} \). In other words, in the general case there does not exist a disjunctive operator that is applicable across the fuzzy sample space (i.e., applicable to every pair of elements of the fuzzy sample space) for calculating \( \pi(x_i \cup x_j) \) when given \( \pi(x_i) \) and \( \pi(x_j) \). We below present two more examples on the disjunctive operation of possibility, where fuzzy variable \( X \) may have more than two values.

Example 5.1. Fig. 7a shows us the case that situations of projection-exclusive and projection-nested both happened in classifying a given person of age 45 into age-groups, where three big ellipses respectively represent the intensions of \( \text{YOUTH} \), \( \text{MID} \) and \( \text{AGED} \), and one small ellipse indicates the intension of age 45. It is natural to assume that \( f_{\text{age45}} \) fully falls into \( f_{\text{MID}} \) and partially overlaps with \( f_{\text{YOUTH}} \) and \( f_{\text{AGED}} \), respectively. With this assumption, we see that \( f_{\text{YOUTH}} \) and \( f_{\text{MID}} \) are projection-nested, \( f_{\text{AGED}} \) and \( f_{\text{MID}} \) are projection-nested, and \( f_{\text{YOUTH}} \) and \( f_{\text{AGED}} \) are projection-exclusive. Therefore, we have

\[
\begin{align*}
\pi(\text{YOUTH} \cup \text{MID}) &= \max \{\pi(\text{YOUTH}), \pi(\text{MID})\} = \pi(\text{MID}), \\
\pi(\text{AGED} \cup \text{MID}) &= \max \{\pi(\text{AGED}), \pi(\text{MID})\} = \pi(\text{MID}), \\
\pi(\text{YOUTH} \cup \text{AGED}) &= \pi(\text{YOUTH}) + \pi(\text{AGED}).
\end{align*}
\]

Fig. 7. (a) Projection-exclusive/nested. (b) Not projection-exclusive/nested.

Example 5.2. Fig. 7b show us the case that a situation of neither projection-exclusive nor projection-nested happened in classifying a person of \( \text{RESEARCHER} \) (RE) into designated professions. Please be aware that the intension of the person being classified is not shown in Fig. 7b, which should be fully overlapped with that of RE. Obviously, the intension of RE is projection-nested with that of \( \text{EXPERT} \) (EX), and with that of \( \text{SCHOLAR} \) (SC), as well. And the intensions of EX and SC are neither projection-exclusive nor projection-nested. Therefore, we have

\[
\begin{align*}
\pi(\text{EX} \cup \text{RE}) &= \max \{\pi(\text{EX}), \pi(\text{RE})\} = \pi(\text{RE}), \\
\pi(\text{SC} \cup \text{RE}) &= \max \{\pi(\text{SC}), \pi(\text{RE})\} = \pi(\text{RE}), \\
\pi(\text{EX} \cup \text{SC}) &= \pi(\text{EX}) + \pi(\text{SC}) - \pi(\text{EX} \cap \text{SC}).
\end{align*}
\]

We hence conclude that from the intuitive definition of possibility, we managed to derive the disjunctive operation of “max” as indicated by (33) when the condition of being projection-nested is satisfied. In the next subsection, we will show how we relax the condition of being projection-nested, to lead to the well-known definition of possibility. By (21) and (29) and related analysis about the disjunctive operators of probability and possibility, it was made clear that random event space \( F \subseteq 2^{\Omega} \) and fuzzy event space \( \Sigma \subseteq 2^{\psi} \) are indeed different in their structures though events in \( F \subseteq 2^{\Omega} \) and \( \Sigma \subseteq 2^{\psi} \) are both not mutually exclusive.

Remark: In the area of logics and cognition psychology, the topic on the disjunction of natural concept remains open [3,4,19,20].
By psychology experiments, Hampton observed a phenomenon of underextension for disjunction, where underextension means “lower than the maximum” instead of “not lower than the maximum” as required by the maximum rule of fuzzy set disjunction [3,4,20]. Further discussion on these works is out of the scope of this paper.

5.4 Axiomatic Definition of Possibility

For existing axiomatic definition of possibility, the max operation does not require the condition of being projection-nested. Recall that for the normalized possibility, \( \pi(x_i) = 1 \) holds for at least one of the elements of \( X \). Then the following Proposition 5.1 and Proposition 5.2 hold.

Proposition 5.1. In the general case of being not projection-nested, “max” is the only but un-strict disjunctive operator that is applicable across the fuzzy event space.

Proof: From (30), we know “max” is the lower bound of the disjunctive operation for calculating \( \pi(x_i \cup x_j) \). Suppose there exists operator “O”, which is other than “max”, so that \( \pi(x_i \cup x_j) = O(\pi(x_i), \pi(x_j)) \). Since \( \exists x_i, x_j \in \Psi \) so that \( \pi(x_i) = 1 \), then \( \pi(x_i \cup x_j) = O(\pi(x_i), \pi(x_j)) > \max(\pi(x_i), \pi(x_j)) = 1 \), which violates the demand that the maximum value of possibility over the sample space must be one. Hence Proposition 5.1 holds.

Proposition 5.2. In the general case of being not projection-nested, (34) below holds and “max” is an exact operator for fuzzy feature extraction, i.e., extracting the value from the fuzzy sample space that leads to the largest possibility of one.

\[
\pi(\Psi) = \max_{x_i} \pi(x_i) = 1.
\] (34)

Proof: Suppose \( \Psi = \bigcup_{i=1}^{N} x_i \). Since \( \exists x_i \in \Psi \) so that \( \pi(x_i) = 1 \), then \( \pi(\Psi) = \pi(\bigcup_{i=1}^{N} x_i) = 1 = \max_{i=1}^{N} \pi(x_i) \).

In Definition 5.1, the axiomatic definition of probability was developed under the condition of being mutually exclusive, which can be fully satisfied among the random sample space. Nevertheless, the condition of being projection-nested in general cannot be satisfied among the fuzzy sample space. Therefore, it would be too strong to require the condition of being projection-nested to be satisfied for the developing of the axiomatic definition of possibility, which would make it very hard to be used for practical applications. On the other hand, Propositions 5.1 and 5.2 tell us that in the general case of being not projection-nested “max” is the only but un-strict disjunctive operator that is applicable across the fuzzy event space, and “max” is an exact operator for extracting the value from the fuzzy sample space that leads to the largest possibility of one. Therefore, it should be a good trade-off to relax the condition of being projection-nested, which results in the well-known definition of possibility below as in [6,26,46].

Definition 5.2. Possibility (axiomatic definition) can be built up upon a possibility space \( (\Psi, \Sigma, \Pi) \), which is a mathematical construct that models a real-world process of simultaneously classifying an object into multiple fuzzy concepts. A possibility space consists of three parts:

1) the fuzzy sample space \( \Psi \), as defined in Definitions 3.6 and 3.7.
2) the \( \sigma \)-algebra \( \Sigma \subseteq \mathcal{P}(\Psi) \), which is the event space consisting of a set of events \( \{x_i\} \).
3) the possibility measure \( \Pi: \Sigma \to [0,1] \), which is a function on \( \Sigma \) such that it satisfies the three axioms below:

Axiom 1. (Nonnegativity Axiom) \( \pi(\emptyset) = 0 \) for empty set \( \phi \).
Axiom 2. (Normality Axiom) the measure of entire fuzzy sample space is equal to one: \( \pi(\Psi) = 1 \).
Axiom 3. (Maxitivity Axiom) \( \forall x_i, x_j \in \Psi \), we have

\[
\pi(x_i \cup x_j) = \max \{\pi(x_i), \pi(x_j)\}
\] (35)

By replacing Axiom 3 with Axiom 3’ below, we suggest in this work the exact axiomatic definition of possibility satisfying Axiom 1, Axiom 2, and Axiom 3’.

Axiom 3’. (Exact maxitivity Axiom) for every pair of projection-nested events \( x_i, x_j \subseteq \Psi \), we have (35).

Remark: For both the axiomatic definition and the exact axiomatic definition, “max” is an exact operator as indicated by (34) for extracting the value from the fuzzy sample space that leads to the largest possibility of one. Such a delightful property is very important for practical applications of possibility, which makes sure that max inference discussed below stands as an exact mechanism.

VI. THE INDUCED SIGMA-MAX SYSTEM

We focus on typical forms of sigma-max inference, which consist of composition of uncertain relations and uncertainty update. These two typical forms of uncertainty inference are widely used in the areas of target tracking, target recognition and fuzzy logic system, etc.

6.1 The Sigma System

By Axiom 2 and 3 of Definition 5.1, we can derive

\[
p(\Omega) = \Sigma_{i=1}^{N} p(x_i) = 1,
\] (36)
which reveals the nature of random variable extraction.

(1) Conditional Probability

Suppose \( p(x, y) \) is the joint probability distribution of random variables \( X \) and \( Y \), then conditional probabilities \( p(y|x) \) and \( p(x|y) \) are defined as

\[
p(x, y) = p(y|x)p(x) = p(x|y)p(y), \quad (37)
\]

where

\[
p(x) = \sum_{y} p(x, y), \quad p(y) = \sum_{x} p(x, y), \quad (38)
\]

which are the equations that are always used for random variable extraction in deriving sigma inference.

(2) Composition of Random Relations

Random relation can be expressed by conditional probability. Suppose \( p(z|x, y) \) and \( p(x|z, y) \) represent random relations from \( Y \) to \( Z \) and from \( Z \) to \( X \), respectively, then random relation \( p(x|y) \) from \( Y \) to \( X \) can be given by

\[
p(x|y) = \sum_{z} p(x, z|y) = \sum_{z} p(x|z)p(z|y), \quad (39)
\]

which is derived by extraction of intermediate random variable \( Z \) from \( p(x|y) \), and \( x \) and \( y \) are assumed to be stochastically independent given \( z \). Eq. (39) indicates that a “sigma-product” combination of two random relations derives a combined random relation.

(3) Probability Update

Probability update takes the well-known Bayesian form of (40) below

\[
p(x|y) = \frac{p(x)p(y|x)}{p(y)} = \frac{p(x)p(y|x)}{\sum_{x} p(x)p(y|x)}, \quad (40)
\]

where \( p(x|y) \) is post-prior probability, \( p(x) \) is prior probability, and \( p(y|x) \) is probability likelihood of \( x \).

6.2 The Max System

In parallel to (36), Eq. (34) reveals the nature of fuzzy variable extraction. As claimed previously in Proposition 5.2, “max” is an exact operator for extracting the value from the fuzzy sample space that leads to the largest possibility of one, no matter the condition of projection-nested holds or not. Therefore, starting from (34), all the equations of max inference discussed below stand as exact solutions with no approximation.

(1) Conditional Possibility

Suppose \( \pi(x, y) \) is the joint possibility distribution of fuzzy variables \( X \) and \( Y \), then conditional possibilities \( \pi(y|x) \) and \( \pi(x|y) \) are defined as below [6,9]

\[
\pi(x, y) = \pi(y|x)p(x) = \pi(x|y)p(y), \quad (41)
\]

where

\[
\pi(x) = \max_{y} \pi(x, y), \quad \pi(y) = \max_{x} \pi(x, y), \quad (42)
\]

which are the equations that are always used for fuzzy variable extraction in deriving max inference.

(2) Composition of Fuzzy Relations

Fuzzy relation can be represented by conditional possibility [36], since membership function of fuzzy sets is equal to conditional possibility with likelihood expansion [8]. Suppose \( \pi(y|x) \) and \( \pi(z|x) \) represent fuzzy relations from \( X \) to \( Y \) and from \( Y \) to \( Z \), respectively, then fuzzy relation \( \pi(z|x) \) from \( X \) to \( Z \) can be given by [36]
\[ \pi(z_k | x_i) = \max_{y_j} \pi(z_k, y_j | x_i) = \max_{y_j} \pi(z_k | y_j) \pi(y_j | x_i), \] (43)

which is derived by extraction of intermediate fuzzy variable \( Y \) from fuzzy relation \( \pi(z_k | x_i) \), and \( z_k \) and \( x_i \) are assumed to be independent given \( y_j \). As we can see from (43), composition of two fuzzy relations equals to the “max-product” operation of two conditional possibilities.

(3) Possibility Update

From (41) and (42) we can derive a possibility update equation [31,36] in a form parallel to Bayesian inference as

\[ \pi(x_i | y_j) = \frac{\pi(x_i) \pi(y_j | x_i)}{\pi(y_j)} = \frac{\pi(x_i) \pi(y_j | x_i)}{\max_{x_k} \pi(x_k) \pi(y_j | x_k)}, \] (44)

where \( \pi(x_i | y_j) \) is posteriori possibility, \( \pi(x_i) \) is priori possibility, and \( \pi(y_j | x_i) \) is possibility likelihood of \( x_i \).

6.3 On the Choice of Sigma-Max System

We managed to derive the “sigma” and “max” disjunctive operations from the intuitive definitions of probability and possibility, respectively, by which axiomatic definitions are established. Meanwhile, we realized and as is well known, every axiomatic (abstract) theory admits of an unlimited number of concrete interpretations besides those from which it was derived [30]. From the perspective of this work, the operators of sigma and max were born in randomness and fuzziness, respectively. Nevertheless, it would not be appropriate to simply equate sigma operator with randomness, and max operator with fuzziness. The logic behind is that from the intuitive definition \( A \) we derived axiomatic definition \( B \), mathematically \( A \Rightarrow B \), but this does not mean \( A = B \). The sigma (max) operator reflects some representative and probably intrinsic but not all characteristics of the random (fuzzy) uncertainty in terms of disjunctive operation. Once born, the sigma (max) operator would have its own life. For the choice of uncertainty theory for practical applications, recognition of the uncertainty involved is no doubt of key importance. Nevertheless, functions built in with the “sigma” and “max” should be the direct reference factors. It can be imagined that based on the sigma-max system, different application models across extensive areas could be well explored, where their performance difference for practical problems would be of great interests to us. In [37], an example of target recognition shows us that max inference indeed exhibits distinctive performance than sigma inference for the investigated application.

The view above on the choice of sigma-max system reminds us of two opposite positions on the relationship between mathematics and the physical world. A school of thought, reflecting the ideas of Plato, is that mathematics has its own existence; whereas the opposing viewpoint is that mathematical forms are objects of our human imagination and we make them up as we go along, tailoring them to describe reality [1].

6.4 Towards an Integrated Sigma-Max System

The current sigma-max system discussed in this paper are two parallel uncertainty systems appropriate for handling randomness and fuzziness, respectively. Nevertheless, in many cases we will come across random uncertainty and fuzzy uncertainty simultaneously. For example, in some applications of target recognition, we are aware that the uncertainty related to target type and feature could be more appropriately modeled as fuzzy variables whereas the uncertainty related to observation should be regarded as random variable. For such cases, a joint description of heterogeneous uncertainty should be a desired solution, and the separate uncertainty systems of probability and possibility need to be developed into an integrated sigma-max system [37]. It could be expected that the integrated sigma-max system would have the potential to further facilitate wider adoption of possibility theory in practice.

VII. CONCLUSION

The objective of inducing sigma-max system from randomness and fuzziness is finally realized by well addressing the three open issues mentioned in the introduction: a) the lack of clear mathematical definitions of randomness and fuzziness; b) the lack of intuitive mathematical definition of possibility; c) the lack of abstraction procedure of the axiomatic definitions of probability/possibility from their intuitive definitions. It is worth mentioning that fuzzy uncertainty is a more complicated phenomenon than random uncertainty, because where human psychology is deeply involved. We derived the important conclusion that “max” is the only but un-strict disjunctive operator that is applicable across the fuzzy event space, and is an exact operator for fuzzy feature extraction that assures the max inference is an exact mechanism; whereas sigma operator is appropriate for probability in disjunctive operation of mutually-exclusive events. It is fair to claim that the long-standing problem of lack of consensus to the foundation of possibility theory has been well resolved, which would facilitate wider adoption of possibility theory in practice and promote cross prosperity of the two uncertainty theories of probability and possibility.
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