X-rays Image reconstruction using Proximal Algorithm and adapted TV Regularization
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Abstract

Computed tomography (CT) aims to reconstruct an internal distribution of an object based on projection measurements. In the case of a limited number of projections, the reconstruction problem becomes significantly ill-posed. Practically, reconstruction algorithms play a crucial role in overcoming this problem. In the case of missing or incomplete data, and in order to improve the quality of the reconstruction image, the choice of a sparse regularisation by adding $l_1$ norm is needed. The reconstruction problem is then based on using proximal operators. We are interested in the Douglas-Rachford method and employ total variation (TV) regularization. An efficient technique based on these concepts is proposed in this study. The primary goal is to achieve high-quality reconstructed images in terms of PSNR parameter and relative error. The numerical simulation results demonstrate that the suggested technique minimizes noise and artifacts while preserving structural information. The results are encouraging and indicate the effectiveness of the proposed strategy.
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1. Introduction

Several strategies have been developed since the discovery of X-rays and their application in radiography. Such us tomographic imaging, which allows for the visualization of the interior structure of objects. X-rays passing through the object in different directions gives an internal slice of the object of interest. Tomographic imaging is employed in medicine and nondestructive testing of materials. It allows the possibility to observe the structures of various compositions. This is accomplished using the principle of computed tomography (CT) that allows visualization which should be similar to that of reality. This reconstruction technique is based on mathematical methods. Tomographic reconstruction is mathematically classified as an ill-posed problem. Particularly when a low number of projections is considered [1, 2]. Image reconstruction using classical aproaches unsuitable for this category of problems, as it leads to unstable reconstruction due to the need for a priori information. To overcome this problem, new researches suggest regularization methods that impose constraints on the solution [3].

During the last years, a new type of iterative reconstruction methods such as the compressed sensing (CS) has been developed. These methods have attracted a lot of interest particularly in the case of undersampled CT reconstruction. Compared to the filtered back-projection algorithm (FBP) method, in the case of limited number of projections, algorithms based on CS, efficiently reconstruct images and reduce artefacts [4, 5].

The convex optimization is based on the minimization of the sum of functions [6, 7, 8]. When one function is differentiable, the proximal operator is one of the most important tools for algorithms. For the optimization of inverse problems, recent methods resulting from a convex optimization approach, such as proximal and sparse representations, are applied. The minimization concerns a sum of convex functions with linear operators and the variables are of large dimensions. The so called first splitting proximal order algorithms find their applications in this field [6]. These splitting methods have found a lot of applications in image processing, such as Forward-backward and Douglas-Rachfords splitting [8].

The total variation (TV) norm was utilized and introduced in image restoration problems by Rudin, Osher and...
Fatemi [9]. The TV-regularization was introduced in the field of compressed sensing in the work of Candes et al. for exact recovery of an image which has been obtained from sparse samples by solving the $l_1$-norm optimization problem [10].

In this paper, we propose a first order technique based on Douglas-Rachford approach associated with TV regularisation and positivity constraint optimization. This method is applied to non-destructive evaluation of materials in the case of a 2D reconstruction of X-rays tomography. The efficiency of the developed algorithm is tested on Shepp Logan and Forbild computerized phantoms, using simulated projections without and with noise. The results are analyzed in terms of the PSNR value.

2. Theoretical background of X rays image reconstruction

Tomographic reconstruction is related to the image of objects from projections which have been obtained by exposing them to X-rays in different orientations. The relationship between the unknown distribution of the object and the measured projections resulting of the Radon transform.

$$\mu \in \mathbb{R}^n$$ is the unknown distribution, $$y \in \mathbb{R}^m$$ represent the projections and $$A : \mathbb{R}^n \rightarrow \mathbb{R}^m$$ is the Radon transform, We can use the following expression:

$$y = A\mu + w.$$  

(1)

The numerical solution of Equation 1 needs discretization, In the real case, the projections $$y$$ include an additive noise $$w$$. Typically, the inverse problem is solved by minimizing a criterion.

In practice, introducing a regularization technique with a priori information is required for reconstructing a noisy image [13]. After that, the solution to equation 1 is found by minimizing the expression :

$$\min_{\mu \in \mathbb{R}^n} (\|A\mu - y\|^2 + \lambda \varphi(\mu))$$  

such that $$\mu > 0$$,  

(2)

where $$\varphi(\mu)$$ presents a priori information of the reconstructed image and $$\lambda$$ is a positive relaxation parameter.

3. Methods

3.1. Douglas-rachford algorithm

The Douglas-Rachford (DR) method was initially proposed in [11]. The proximal idea was later utilized in the field of signal and image processing [12]. The DR algorithm is an iterative technique that provides for the minimization of

$$\min_{\mu \in \mathbb{R}^n} [F(\mu) + G(\mu)].$$  

(3)

F: \(\mathbb{R}^n \rightarrow \mathbb{R} \cup \{+\infty\}\) and G: \(\mathbb{R}^n \rightarrow \mathbb{R} \cup \{+\infty\}\) are two convex functions respectively. This approach allows solving the equation (1).

The DR algorithm is given as follows [3]:

Algorithm 1 (DR):
1: \(\mu_0 \in \mathbb{R}^n, r > 0, \gamma > 0, x_0 > 0\)
2: For each \(k = 1, 2, \ldots, N\)
   3: \(\mu_k = \text{Prox}_{\gamma G}(x_k)\)
   4: \(x_{k+1} = x_k + \gamma (\text{Prox}_{\gamma F}(2\mu_k - x_k) - \mu_k)\)

3.2. Formulation of the proposed algorithm

The minimisation in equation (2) can be applied to the sum of several functions F, G, K etc. In our case, we use the sum of three functions and the minimization is:

$$\min_{\mu \in \mathbb{R}^n} [F(\mu) + G(\mu) + H(\mu)].$$  

(4)

In this study, we consider:

$$F(\mu) = \|A\mu - y\|^2$$  

(5)

$$G(\mu) = \|\mu\|_1 = \sum_{n=1}^{N} \mu_n,$$  

(6)

$$H(\mu) = J_{TV}(\mu) = \sum_{i,j} \|\nabla(\mu)_{ij}\|.$$  

(7)
Where, \( \|\mu\|_1 \) is the \( l_1 \)-norm. The \( l_1 \)-norm of the image is the sum of the absolute values of the image pixel values, and its minimization allows sparse solutions [7, 8]. \( J_{TV}(\mu) \) is the discrete representation of the total variation [9]. This function preserves edges and permits reconstructing. TV regularization is mostly used in image reconstruction [14, 15, 16, 17, 26] because it allows recovering the edges and contours of the image. For the resolution of equation (2), several methods have been proposed [18, 19, 20].

In practice, we compute the gradient using the following approximation:

\[
| (\nabla \mu)_{i,j} | \approx \sqrt{(\mu_{i+1,j} - \mu_{i,j})^2 + (\mu_{i,j+1} - \mu_{i,j})^2},
\]

where \( |.| \) presents the Euclidean norm in \( \mathbb{R}^2 \).

The total variation norm of is defined as follows:

\[
\|\mu\|_{TV} = \sum_{i,j} \sqrt{(\mu_{i+1,j} - \mu_{i,j})^2 + (\mu_{i,j+1} - \mu_{i,j})^2},
\]

and the smoothed TV norm is as follows:

\[
J_{TV}^{reg}(\mu) = \sum_{i,j} \sqrt{|(\nabla \mu)_{i,j}|^2 + \varepsilon^2},
\]

where \( \varepsilon \) is a small positive parameter. The TV regularisation is used in equation (2). For the solution, we need to use an iterative method such as the gradient descent method and the smoothed TV norm. The solution through a gradient descent is expressed as following:

\[
\mu_{k+1} = \mu_k + \alpha R^T (R\mu_k - P + \lambda_k \text{Grad} J_{TV}^{reg}(\mu_k)).
\]

Where \( \alpha \) is a step size.

The gradient of the smoothed TV norm is written as:

\[
\text{Grad} J_{TV}^{reg}(\mu) = -\text{div} J_{TV}^{reg}(\mu).
\]

In order to solve equation (2) in the case of TV minimization, a number of splitting methods have been proposed [18, 21, 22, 23] and the choice of the parameter \( \lambda \) in the regularization term was studied and still a challenge [24, 25]. In this paper, we consider the two sequences, \( \mu_k \) and \( \lambda_k \) converging respectively to \( \mu_{k+1} \) and \( \lambda_{k+1} \). We propose a selected of parameter \( \lambda_k \) with an efficient adaptive scheme that computes the sequence:

\[
\lambda_{k+1} = \frac{\lambda_k}{(1 + 2 \lambda_k)}.
\]

The steps of our algorithm so called ADRTV algorithm, include the combination of DR method (algorithm 1) and the gradient descent method with the smoothed TV norm. These steps are detailed in the following subsection.

### 3.3. Pseudocode of the ADRTV method

The pseudocode is presented below. The image variable is denoted \( \hat{x}_k \) in each iteration.

1: \( \hat{x}_0 \in \mathbb{R}^{n \times r}, \gamma > 0, \hat{x}_0 > 0 \)
2: For each \( k = 1, 2, \ldots, N \)
3: \( \mu_k = \text{Prox}_{\gamma G}(\hat{x}_k) \)
4: \( \hat{x}_{k+1} = \hat{x}_k + \gamma (\text{Prox}_{\tau F}(2\mu_k - \hat{x}_k) - \mu_k) \)
5: \( \hat{x}_{k+1} = \hat{x}_k - \text{Grad} J_{TV}^{reg}(\hat{x}_k) \)
6: \( \lambda_{k+1} = \frac{\lambda_k}{(1 + 2 \lambda_k)} \)
7: \( \mu_k = \text{max}(|\mu_k|) \)

Lines 1-4 solve equation (2) using the DR method. The updated image (line 5) is calculated by using the gradient descent iterative scheme with an adaptively selected parameter \( \lambda_k \) (line 6). Finally, we propose an improvement of the algorithm by imposing positivity constraint at each iteration (line 7). \( \text{max} \) is the value of the positive part of the solution. In the case of constant \( \lambda \), the pseudocode tolls to a DRTV algorithm.
3.4. Parameter for the evaluation of reconstructed image quality

The quality of the reconstruction is evaluated by comparing the original image to the reconstructed one. The Peak Signal to Noise Ratio (PSNR) was used as an evaluation criterion. If \( \hat{\mu} \) and \( \mu_0 \) are the reconstructed image and the original image of size \( n \times m \), respectively, the PSNR in dB is expressed as follows:

\[
PSNR = 10 \log_{10} \left( \frac{\sigma^2}{MSE} \right), \quad \text{with} \quad MSE = \frac{\sum_{n=1}^{Mn}(\mu_{0,n} - \hat{\mu}_{n})^2}{MN},
\]

And \( D \) the maximum possible pixel value of the image. The mean squared error of these two images is denoted by \( \text{MSE} \). In order to compare the reconstruction results, the relative error can also be used. Then latter is defined by:

\[
\text{Err} = \left( \frac{\|\hat{\mu} - \mu_0\|}{\|\mu_0\|} \right).
\]

4. Simulation and results

4.1. Implementation

The proposed algorithms (DR and DRTV) were initially implemented on synthetic images of a noise-free Shepp-Logan phantom and a noise-free Forbild phantom (Fig. 1 (a), (b)). The image reconstruction allows us to evaluate the algorithms’ resilience according to the number of projections (P). We used a parallel beam imaging geometry to obtain these projections data.

Fig. 1. Shepp-Logan phantom (a) and FORBILD phantom (b)

The reconstruction is obtained using several numbers of projections which are distributed at equal angle with 360°. After several tests of the parameters values of the algorithm, the one that provides the highest performance in terms of PSNR have been chosen.

4.2. Simulation Results

- Noise-free projection data

  Figure 2 (a), (b), (c), and (d) show respectively, the original Shepp Logan synthetic image, the reconstructed images using DR, DRTV, and ADRTV techniques after 2000 iterations, using noise-free projection data. Figure 2 (b) gives a low-quality DR reconstructed image with significant artifacts caused by insufficiency of projection data.

  The artifacts in Fig. 2 (c) have been significantly minimized by employing a DRTV technique with fixed to 0.001. The three oval forms at the bottom of the image have blurred edges and some artifacts can be seen in the background region. We can see that the ADRTV method reconstructed a high-quality image compared to the result obtained by DR and DRTV methods. The application of positivity constraint and a TV regularization is efficient in reducing the artifacts of the reconstruction image. The ARTV method can significantly suppress the streak artifacts and also preserve the edge structure information of the reconstructed image.

  \[(a) \quad \text{PSNR}=27.04 \quad (b) \quad \text{PSNR}=44.79 \quad (c) \quad \text{PSNR}= 54.36\]
Fig. 2. Reconstructed results of a of Shepp-Logan phantom (a) from 20 projections using DR method (b), DRTV method with fixed $\lambda$ to 0.001(c) and ADRTV method (d).

Fig. 3 shows zoomed ROI images taken from the Phantom Shepp Logan of Fig. 2. As shown clearly in Fig. 3, the reconstructed image using DR and DRTV methods have more artifacts compared to the reconstructed images obtained by using ADRTV.

Fig. 4 shows the horizontal profiles of line 160 in DRTV and ADRTV reconstructed images corresponding to the Shepp Logan phantom. It can be clearly observed that the ADRTV algorithm gives a closer result to the true image compared to DRTV.

Fig. 3. Zoomed ROI images taken from the Shepp Logan Phantom (a), the reconstructed images using the DR (b), the reconstructed images using the DRTV method with fixed $\lambda$ = 0.001 (c) and the ADRTV method (d).

Fig. 4. Horizontal profiles of line 160 in DRTV and ADRTV reconstructed images corresponding to the Shepp
Logan phantom.

![Logan phantom](image)

Fig. 5. Relative error \(\left\| &\hat{\mu}_k - \hat{\mu}_0 &\right\| / \left\| &\mu_0 &\right\|\) vs the number of iterations \(k\).

To determine the performance of the reconstructed image using DRTV and ADRTV, the PSNR for different projections numbers (15, 20, 30, 40 and 60) is calculated. The comparison results are summarized in Table 1.

Table 1. PSNR values of DRTV and ADRTV reconstruction from different numbers of projections in (dB).

| Projections | DRTV | ADRTV |
|-------------|------|-------|
| 15          | 41.32| 48.96 |
| 20          | 44.79| 54.36 |
| 30          | 68.89| 70.25 |
| 40          | 70.84| 73.43 |
| 60          | 72.79| 75.27 |

In the case of low projections number (\(P=15\)) the proposed ADRTV technique leads to a PSNR value of 48.96 against 41.32 DRTV method attains. For greater number of projections, the proposed ADRTV method has achieved PSNR values of 54.36, 70.25, 73.43 and 75.27 with 20, 30, 40 and 60 projections respectively. The corresponding values for the DRTV are 44.79, 68.89, 70.84 and 72.79. From table 1, it can be noticed that, in comparison with the DRTV method, the ADRTV one enhances the achieved PSNR of 2.46 dB in the case of 60 projections. This enhancement increases to 7.64 dB in the case of 15 projections. Hence, the ADRTV image reconstruction method gives better performance results in the image reconstruction than those of DRTV, particularly from low number of projection (15 and 12).

The decreasing of the relative error, \(E_r(\hat{\mu}_k)\) for increasing number of iterations for the three methods is presented in Fig. 5 for 20 projections. The reconstructed image with DRTV method was solved with an efficient adaptative scheme of \(\lambda\) given in equation (13).

Fig. 5, shows that the ADRTV method can reconstruct high-quality images at less iteration number. The application of this method can thus effectively accelerate the iterative solution. As it can be seen from this figure, the relative error obtained by the DR and the DRTV methods, remain limited to a certain value for above 800 iterations. In contrast, the proposed ADRTV method overcomes such limitation.

In the case of low contrast and critical spatial resolution, we use the above-mentioned tested algorithms on the 2D Forbild phantom [10] in Fig. 6 to demonstrate the performance of the proposed ADRTV approach (a).

(a) PSNR=22.90  (b) PSNR=33.60db  (c) PSNR=34.26
In the case of low contrast and critical spatial resolution, we use the above mentioned tested algorithms on the 2D synthetic image from projected data corrupted by a Gaussian noise of a standard deviation $\sigma=0.02$ and a zero mean. By applying the DR algorithm, the reconstruction gave a low quality image with In comparison to the original, there is no visual improvement (Fig. 7). Stripe artefacts can be seen in the reconstructed images. The reconstructed image is distorted by these artefacts and do not conserve the sharp edges.

In order to test the robustness of the reconstruction methods in a more realistic condition, we have considered a synthetic image from projected data corrupted by a Gaussian noise of a standard deviation $\sigma=0.006$ and $\sigma=0.02$ and a zero mean. By applying the DR algorithm, the reconstruction gave a low quality image with In comparison to the original, there is no visual improvement (Fig. 7). Stripe artefacts can be seen in the reconstructed images. The reconstructed image is distorted by these artefacts and do not conserve the sharp edges.

In Fig. 8 are presented the images obtained by the application of the ADRTV algorithm. These results show a significant improvement in the image quality (no artifacts).

### Table 2: PSNR values of DRTV and ADRTV reconstruction from noisy projections data ($\sigma = 0.006$ and $\sigma = 0.02$)

| Projections | $\sigma = 0.006$ | $\sigma = 0.02$ |
|-------------|-----------------|-----------------|
| DRTV        | ADRTV           | DRTV            | ADRTV            |
| 15          | 40.66           | 42.01           | 36.78            | 36.57            |
| 20          | 43.72           | 45.27           | 38.07            | 37.96            |
| 30          | 48.03           | 49.38           | 40.48            | 40.02            |
| 40          | 49.44           | 50.31           | 40.70            | 40.60            |
| 60          | 51.30           | 51.61           | 40.74            | 40.73            |
Indeed, for a relatively low with low-level additive noise ($\sigma = 0.006$), the PSNR values are enhanced in an amount of 1.31 dB for 60 projections to 1.35 dB for 15 projections. In this case, the quality of the reconstructed image is close to that of the original one. However, for a high noise level ($\sigma = 0.02$), and for several values of the projection number, the DRTV and ADRTV methods give similar PSNR values of the reconstructed image. Therefore, the minimization of the total variation associated to the positivity constraint (ADRTV algorithm) leads to significant enhancement of the reconstruction results in the case of a low number of projection data provided that the noise level remains reasonable. Otherwise, no noticeable enhancement can be expected.

b. Application to real images

The robustness of the proposed algorithm is testing by we apply them to image obtained by an X-ray generator. The examined sample is an electronic circuit. We present in Fig. 9, the reconstructed results of this image. The intensity profile of line 120 of the image which is 1D signal is presented in Fig. 10.

![Fig. 9: Real image (a) and Obtained results using 30 projections. (b) Reconstructed image using DRTV (c) Reconstructed image using ADRTV.](image)

![Fig. 10. Line intensity profile (a): Reconstructed image using DRTV (b): Reconstructed image using ADRTV.](image)

As it can be seen from the reconstructed profiles, the ADRTV algorithm not only reduces the noise level but preserves the edge contours. The DR method can be improved by the use of total variation regularization, an adaptative parameter $\lambda$, and a positive constraint, provide reasonably good image quality.

**Conclusion**

Our goal is to reconstruct an X-ray tomographic image in the case of a limited number of projections. We have proposed a new technique (ADRTV) in this condition. We have compared this technique with two other algorithms: DR and DRTV. We have made some simulations using synthetic images and real radiographic X-ray ones. The performance evaluation of the simulations used the PSNR and the relative error. We note that the DR method can be improved by using smoothing total variation regularization and an adaptative parameter $\lambda$ combined to a positive constraint, provide reasonably good image quality and more accurate estimation of the reconstructed image.

This concerned the visual reconstruction quality as well as the above mentioned parameters. In conclusion, the proposed ADRTV algorithm is able to reconstruct high-quality images though the limited number of projections in the x-rays tomography domain.
improved by using smoothing DR and DRTV. We have proposed a new technique (ADRTV) in this condition. We have compared this technique with two other algorithms: level remains reasonable. Otherwise, no noticeable enhancement can be expected. enhancement of the reconstruction results in the case of a low number of projection data provided that the noise minimization of the total variation associated to the posi.

number, the DRTV and ADRTV methods give similar PSNR values of the reconstructed image. Therefore, the of 1.31 dB for 60 projections to 1.35 dB for 15 projections. In this case, the quality of the reconstructed image is

Conclusion

The robustness of the proposed algorithm is testing by we apply them to image obtained by an X rays tomography domain. The examined sample is an electronic circuit. We present in Fig. 9, the reconstructed results of this image. The intensity profile of line 120 of the image which is 1D signal is presented in Fig. 10.

Application to real images

We have made some simu. (a) Reconstructed image using DRTV (b): Reconstructed image using ADRTV. As it can be seen from the reconstructed profiles, the ADRTV algorithm not only reduces the noise level but preserves the edge con.
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