Evaluation of Different Annotation Strategies for Deployment of Parking Spaces Classification Systems
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Abstract—When using vision-based approaches to classify individual parking spaces between occupied and empty, human experts often need to annotate the locations and label a training set containing images collected in the target parking lot to fine-tune the system. We propose investigating three annotation types (polygons, bounding boxes, and fixed-size squares), providing different data representations of the parking spaces. The rationale is to elucidate the best trade-off between handcraft annotation precision and model performance. We also investigate the number of annotated parking spaces necessary to fine-tune a pre-trained model in the target parking lot. Experiments using the PKLot dataset show that it is possible to fine-tune a model to the target parking lot with less than 1,000 labeled samples, using low precision annotations such as fixed-size squares.

Index Terms—Parking Lot Monitoring, Parking Space Classification, Demarcation of Parking Spaces

I. INTRODUCTION

Nowadays, urban environments and services need to become innovative. In this vein, taking advantage of machine learning advances, several solutions for Smart Cities has been proposed [1]. Likewise, parking spot classification as empty or occupied using machine learning and computer vision techniques. Computer vision-based solutions are widespread since digital cameras may be cheaper and more versatile to monitor parking spots than individual (e.g., ultrasonic) sensors installed in each parking spot.

The recent success of computer vision-based solutions relies on deep learning models. However, in this field of machine learning, most of the approaches demand a vast annotated dataset to learn the model for the desired task [2]–[6]. One can argue that deploying a monitoring parking system can also profit from deep learning techniques since we have several public parking lot datasets [7]–[9]. Furthermore, in the case that still needs annotating and labeling thousands of parking spot samples, this uphill task is necessary only once for training the model. This reasoning is only valid if the environmental conditions are well controlled, i.e., there are no changes in camera position, occlusions, redefinition of parking slots, light changes, etc. Howbeit, usually the environment is dynamic, and the system needs to be updated frequently to fit changes.

The deployment of a parking lot monitoring system usually requires an initial annotation of the boundary of each parking slot. With this, each parking slot can be cropped and classified to define its status (empty or occupied) [7], [8], [10]–[13]. The literature demonstrates that even a model trained on many samples must be fine-tuned considering a set of images of the target parking lot. The fine-tuning process reports accuracies close to 99%, against results that are often less than 95% without such adaptation to the target domain [7], [8], [13], [14]. With this in mind, in this work, the following research questions are considered:

- RQ1: Can a relatively cheap approach to demarcate the parking spots positions, such as bounding boxes, provide good results?
- RQ2: Considering a pre-trained model, how many labeled samples from the target parking lot are necessary to fine-tune the model?

Although the parking spot locations demarcation needs to be performed once at system deployment or maintenance, it is a laborious and time-consuming task. A standard annotation method is to define a polygon bounding each parking spot [7]. Evident that it requires a high level of attention and precision. One way to mitigate this cost is to use low-precision demarcations that are easier to make, such as bounding boxes or fixed-size squares. It is also essential to consider that each annotation type provides different representations, such as encoding contextual information of neighborhoods. So, the performance of models trained with these representations is a matter of discussion.

Considering exposed so far, we also investigate the best trade-off between the amount of labeled data necessary and model performance.

The experimental results show that combining easy to demarcate approaches, such as bounding boxes, and a fine-tuning with less than 1,000 labeled samples (between occupied or empty), can achieve good results. Our findings may lead to the development of vision-based systems that are accurate and
that need low human effort to fine-tune the system to the target parking lot.

This work is organized into five sections. Section II presents some important contributions to the subject of parking slot classification. Section III describes the problem statement and proposed protocol to answer our research questions, while Section IV describes the experiments and corresponding results. Finally, Section V presents our conclusions and insights for future work.

II. State-of-the-Art

When analyzing the state-of-the-art works, we considered no-change and change scenarios. In a no-change scenario, the method is trained using images from the same parking lot and camera angle from the test set. In a change scenario, the train images must come from a different camera angle or parking lot from the test set. A change scenario is often used in the state-of-the-art to test the generalization capability of the approaches.

The PKLot, one of the first large-scale parking lot image datasets, was proposed in [7]. The dataset contains 12,417 images collected from two different parking lots (UFPR and PUCPR) and three camera angles (called UFPR04, UFPR05, and PUCPR). There are approximately 700,000 annotated (position and status – occupied or empty) parking spaces when considering the ground truth. The parking spaces positions are available as polygons and also as rotated rectangles. In the same work, the authors propose the use of texture-based features and ensembles of Support Vector Machine (SVM) classifiers to classify the parking spaces. The authors reported accuracies over 99% in no-change scenarios, and ranging from 82% to 90% in change scenarios.

Similarly, in [10], SVM and Logistic Regression (LR) classifiers are trained using the individual color image channels. The PKLot dataset was used in their experiments. The authors reported Area Under the ROC Curve (AUC-ROC) values over 0.99 for no-change tests, and AUC-ROC values ranging from 0.94 to 1.0 under change-scenarios.

A lightweight version of the AlexNet network [15] designed to classify the parking spaces was proposed in [8]. The authors also proposed the CNRPark-EXT dataset, containing about 160,000 annotated parking spaces, collected from nine different camera angles. The parking spaces were annotated as fixed-size squares. In their experiments, both CNRPark-EXT and PKLot were used. They reported accuracies ranging from 90% to 98% in no-change scenarios and 93% to 98% in change scenarios.

A lightweight network is also described in [11]. The proposed model uses a fixed input size of 40x40 pixels. The authors employed the PKLot dataset and its original test protocol. They reported accuracy over 99% for no-change scenarios, and ranging from 96% to 99% under change scenarios.

In [9] the Faster R-CNN [16] was used for classification. Using homographic transformation and perspective correction to put the images into a common plane, the authors fused the classification results of a parking space collected from different perspectives to get the final result. The authors proposed the PLds dataset containing 60,000 annotated bounding boxes of car positions in the same work. The authors reported an Area Under the Precision-Recall Curve (AUC-PR) of 0.92 in no-change scenarios.

A custom network was proposed in [12]. The authors employed dilated convolutions in the proposed network to skip pixels in the convolution kernel to increase the network’s ability to learn the global context of the images. The authors reported 96% to 99% of accuracy under no-change scenarios and 94% to 98% under change scenarios.

The authors in [14] used bag of features combining the Speeded Up Robust Features (SURF) [17] descriptor and color information as features, and a SVM as classifier. The authors reported accuracies ranging from 91% to 100% under no-change scenarios, and 82% under a change-scenario.

More recently, [13] tested some approaches to deal with concept drifts in the parking spaces classification problem. The authors modeled the problem as a sequence, where the samples of the PKLot dataset are presented in chronological order for classification. Before the classification of the current day, 100 samples of the previous day are given for training. The accuracies reported range from 87% to 90% in the modeled change scenario.

Except to [13], the proposed methods in the state-of-the-art train the methods from scratch for the target parking lot (no-change scenario), leading to good results but requiring large amounts of labeled data. For instance, in the original test protocol of the PKLot, the classifiers are trained using about at least 50,000 labeled samples. When using a pre-trained model to classify the target parking lot instances (change scenario), the works in the state-of-the-art can drastically reduce the human effort necessary to deploy such systems, but at the cost of a steep decrease in the accuracy.

III. Problem Statement

As discussed in Section II, several approaches in state-of-art rely on thousands of labeled samples to fit a model. The construction of such train datasets can make it impractical for real-world deployments.

In light of this, we postulate that it is possible to reduce the deployment effort by exploiting the bottlenecks of the traditional supervised learning pipeline, which means the manual data annotation of a large training dataset and training models from scratch.

For that, we proposed to use of a pre-trained model. For training this model, we use different demarcation techniques (polygons, bounding boxes, and fixed squares) of the parking spots positions to verify if it is possible to reduce the human effort when deploying such systems. We also check which demarcation strategy leads to the best accuracy when no train data from the target parking lot is given and when a fine-tuning in the target parking lot is performed.

As demonstrated in the state-of-the-art, when using a pre-trained (Section II) model to classify images from a different target parking lot (change scenario), the accuracies may drop...
to values below 90%. To mitigate this, we evaluate the trade-off between the number of labeled samples collected in the target parking lot necessary to fine-tune the model and the human effort necessary to manually label parking lot samples.

A. Network Architecture

We defined a CNN architecture composed of three convolutional layers followed by max-pooling to classify parking spots. In the end, a dense layer concatenate all features and discriminate them into two classes: i) empty or ii) occupied. The model overview is depicted in Figure 1. Its architecture was defined empirically and achieved feasible results. A deep discussion of the performance is presented in Section IV.

The convolutional and dense layers have learnable parameters optimized during training. Except for the last layer in the network, after each learnable layer, we apply ReLU non-linearity. The final layer uses the softmax activation function.

Training is performed with the Stochastic Gradient Descent (SGD) using back-propagation with mini-batches of 32 instances, a momentum factor of 0.9, and a weight decay of $5 \times 10^{-4}$. The learning rate is set to $10^{-3}$, in the beginning, to allow the weights to quickly fit the long ravines in the weight space, after which it is reduced over time (until $5 \times 10^{-5}$) to make the weights fit the sharp curvatures. The network makes use of the well-known cross-entropy loss function.

In this work, regularization was implemented through early-stopping, which prevents overfitting by interrupting the training procedure once the network’s performance on a validation set deteriorates$^1$.

B. Parking Lot Dataset

In this work, we used the PKLot dataset [7], which comprises three different scenarios (two camera angles for the UFPR parking lot and one camera angle for the PUCPR parking lot). For each scenario, the images were collected for approximately thirty days, with an interval of five minutes between camera shots. The dataset provides robust scenarios containing various conditions, including variations of camera positions, background, weather, and occlusions. It also offers annotations for the bounding polygons of each parking spot and their labels (occupied or empty) over time. A PKLot overview is depicted in Figure 2.

These annotated boundaries are important since, through the polygons, we can compute the bounding boxes and the fixed-size squares. A polygon annotation encompasses the parking space location (see Figure 3a). From that location, a bounding box is defined as a non-rotated rectangle that must encompass the entire parking space (see Figure 3b). A fixed-size square is defined as a square of side $N$ (the same value $N$ is used for all parking spaces), where the square is positioned approximately in the center of the parking spot (see Figure 3c).

The rationale here is that those annotation types represent the problem differently since they address distinct levels of contextual information. In addition, the level of human attention and time-consuming for each annotation type is different. Hence, the experiments should elucidate the best trade-off between annotation quality and performance.

C. Evaluation Protocol

Since the images are taken at an interval of five minutes, the evaluation protocol follows that described by Almeida et al. [7]. For each scenario (UFPR04, UFPR05, and PUCPR), we select the first 50% of days for the training set and the remaining 50% of days as the testing set. This strategy avoids that a vehicle parked for a long time or an empty spot with slight variation in light belongs to both training and test sets simultaneously. The number of parking spots on each set is shown in Table I. To avoid unbalanced training, we randomly drop images from the class with most samples to match the minority class in the training set. We take 20% of samples from the training set for validation.

| Classes   | UFPR04 | Test | UFPR05 | Test | PUCPR | Test |
|-----------|--------|------|--------|------|-------|------|
| OCCUPIED  | 24554  | 21571| 46994  | 50432| 93804 | 100425|
| EMPTY     | 31956  | 27764| 36275  | 32084| 118689| 111351|
| TOTAL     | 56510  | 49335| 83269  | 82516| 212493| 211776|

It is worth mentioning that there are other important datasets, such as CNRPark-Ext [8], and PLds [9]. However, they contain only bounding boxes or fixed-size squares annotations, in which a manual translation to polygons would be necessary to encompass the exact parking spaces in this work.

IV. EXPERIMENTS

A. Evaluation of Annotation Effort

We created a simple interactive tool to demarcate the parking spots in an image using a polygon, a bounding box, and a fixed-size square to give us insight into the time necessary for a human to demarcate the parking spaces. To annotate a polygon, the user needs to define four corners of each parking spot. For a bounding box, the user provides the upper left and bottom right points to create a box encompassing the parking spot. Finally, by giving one point that is approximately at the center of the image, a fixed-size square of 32x32 pixels is defined.

| Type       | Average time per spot |
|------------|-----------------------|
| Fixed-Size | 6.9 seconds           |
| Bounding Box | 2.7 seconds         |
| Polygon    | 3.9 seconds           |

The average results from our team are presented in Table II, where each person demarcated the positions of on average 42 parking spots using each approach (fixed-size rectangles,
Fig. 1. The 3-convolutional layers architecture used to classify the parking spots.

(a) UFPR04  
(b) UFPR05

(c) PUCPR

Fig. 2. The PKLOT dataset comprises three scenarios named a) UFPR04, b) UFPR05 and c) PUCPR.

(a) Polygon  
(b) Bounding Box  
(c) Fixed Square

Fig. 3. Types of parking spots location demarcations.

The results depicted on Table III allows us to draw some conclusions. As expected, the performance on the non-change scenarios achieved performances close to 99% independently of the annotation type since we have a robust training set with several annotated samples.

The polygon annotation reports better rates for cross-domain (change) scenarios, while the fixed-size square performed worst. The rationale is that the fixed-size squares do not encode the neighborhood’s contextual information, struggling with the generalization. The importance of contextual information in machine learning was well-demonstrated in [18]. As also demonstrated by the state-of-the-art (Section II), there are steep accuracy drops for all annotation types when considering the cross-domain results in Table III.

The bounding-box annotation plays the best trade-off between annotation effort and accuracy since it achieved accuracies closest to the polygon, with a considerably reduced effort to annotate the spots.

**TABLE III**

| Polygon | Models | UFPR04 Test Set | UFPR05 Test Set | PUCPR Test Set |
|---------|--------|-----------------|----------------|----------------|
| W/O Aug | W/ Aug | W/O Aug | W/ Aug | W/O Aug | W/ Aug |
| UFPR04  | 98.5   | 98.2   | 92.1   | 89.1   | 98.4   | 97.4   |
| UFPR05  | 91.4   | 89.4   | 99.5   | 99.5   | 91.8   | 90.7   |
| PUCPR   | 98.9   | 98.0   | 92.0   | 90.4   | 99.8   | 99.8   |

| Bounding Box | Models | UFPR04 Test Set | UFPR05 Test Set | PUCPR Test Set |
|--------------|--------|-----------------|----------------|----------------|
| W/O Aug | W/ Aug | W/O Aug | W/ Aug | W/O Aug | W/ Aug |
| UFPR04  | 98.6   | 99.1   | 77.7   | 74.6   | 96.7   | 96.7   |
| UFPR05  | 92.1   | 92.5   | 99.5   | 99.6   | 87.7   | 89.0   |
| PUCPR   | 96.7   | 96.7   | 89.2   | 90.4   | 99.8   | 99.8   |

| Fixed Square | Models | UFPR04 Test Set | UFPR05 Test Set | PUCPR Test Set |
|--------------|--------|-----------------|----------------|----------------|
| W/O Aug | W/ Aug | W/O Aug | W/ Aug | W/O Aug | W/ Aug |
| UFPR04  | 97.4   | 93.7   | 60.5   | 71.0   | 89.2   | 71.0   |
| UFPR05  | 83.4   | 89.8   | 99.3   | 98.9   | 87.0   | 91.3   |
| PUCPR   | 94.7   | 95.4   | 91.8   | 93.2   | 99.7   | 99.8   |

*With (W/) or Without (W/O) Data Augmentation (Aug)*

We also tested the use of some classic data augmentation techniques (flip, saturation, contrast, shift, and zoom). As one can observe in Table III, the use of data augmentation did not contribute to a better performance in most scenarios. The large number of train samples under various circumstances may explain this. The data augmentation could not provide any new relevant information to the network that was not present in the training set.

Notice that when considering cross-domain performances, the model trained using the UFPR04 subset of the PKLot...
has the worst results. As we can observe in Table I, this parking lot provided the lowest number of samples resulting in a poor model generalization. On the other hand, PUCPR has the highest overall rates in most scenarios since this subset provides variations in slot sizes due to camera angle and number of parking slots, giving different types of occlusion, shadows, brightness conditions, and vehicle types.

C. Fine-Tuning and Catastrophic Forgetting

In Section IV-B, the cross-domain performance achieved interesting results. In several applications, the use of fine-tuning over a small set of samples from the target scenario improves the recognition rates considerably [19].

Addressing the question RQ2, we are interested in a three-fold investigation of the fine-tuning approach: i) the performance on the target dataset, ii) the performance of source data (catastrophic forgetting), and iii) the trade-off of the number of samples versus accuracy rate.

The experiment protocol is defined as follows: We defined different sets of samples randomly taken from the train set of the target dataset. Each set is composed of \( N \in [50, 100, 200, 500, 1K, 2K, 5K, 10K, 20K, 50K] \) images. The weights were of a pre-trained model are fine-tuned over 5-epochs for each different value of \( N \). The presented results are an average of 10 runs.

The results for polygons, bounding boxes and fixed-size squares are depicted in Figures 4, 5, and 6, respectively. In the Figures, the base model stands for the original dataset used for the model’s training.

The conclusion is straightforward. With just a small set composed of 1,000 samples, which is feasible to a human annotate, the models can reach up to 97% performance. In addition, the fine-tuning step can lead to good results even when using fixed squares, which is fast to annotate according to the experiment reported by Table II. Besides, there is a gain in computational cost since fine-tuning is cheaper than training from scratch.

Towards a model generalization, clarifying whether a catastrophic forgetting on the source parking lot occurs is essential. Since the fixed-size square annotation provides the best trade-off, we evaluate the fine-tuned model testing it on the test data of the same camera and parking lot where the model was pre-trained. In Figure 6 we can note that the base model UFPR04 has a significant forgetting with a small set of samples, which...
should be the amount of data reasonable to annotate in a real-world environment. The model may overfit the target domain since the fixed-size square has less contextual information. The catastrophic forgetting may be a problem when, for instance, the goal is to create a generalist model able to classify images from different cameras. This is an important issue that will be explored in future research.

Further work is necessary to investigate strategies to mitigate the catastrophic forgetting problem, making it possible to learn continually in the case of parking lot applications. Solving such a problem is very important to make parking lot classification-based systems scalable.
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V. CONCLUSION
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