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Abstract—Efficient and low-complexity beamforming design is an important element of satellite communication systems with mobile receivers equipped with phased arrays. In this work, we apply the simultaneous perturbation stochastic approximation (SPSA) method with successive sub-array selection for finding the optimal antenna weights that maximize the received signal power at a uniform plane array (UPA). The proposed algorithms are based on iterative gradient approximation by injecting some carefully designed perturbations on the parameters to be estimated. Additionally, the successive sub-array selection technique enhances the performance of SPSA-based algorithms and makes them less sensitive to the initial beam direction. Simulation results show that our proposed algorithms can achieve efficient and reliable performance even when the initial beam direction is not well aligned with the satellite direction.

I. INTRODUCTION
Satellite communication (SatCom) has been a long-standing research field for several decades. Recently, it has regained the spotlight because of the intensive discussions on integrating SatCom infrastructure into mobile networks to achieve seamless and flexible wireless connectivity in 5G and beyond [1]. The related application scenarios are particularly meaningful for providing mobile coverage in those areas that are underserved by terrestrial cellular base stations, such as oceans and deserted areas.

Phased array antennas are commonly considered for SatCom on-the-move applications where mobile terminals are communicating with satellites. A phased array can steer in a certain direction by electronically adjusting the phase shifts between the antenna elements. When a phased array on a moving platform receives satellite signals, the beam pointing direction needs to match the direction of arrival of the satellite signals to maximize the received signal power. This procedure is referred to as beam tracking. Though the fundamental theories of phased arrays are well investigated, how to exploit the structure of phased arrays to achieve efficient beam tracking with low-cost and low-complexity algorithms for SatCom on-the-move scenario remains a meaningful topic.

Simultaneous perturbation stochastic approximation (SPSA) is a powerful and effective stochastic optimization tool for solving multivariate optimization problems without knowing exactly the gradient of the objective function with respect to the parameters being optimized [2]–[3]. This method has been applied in various engineering scenarios that involve solving an optimization problem without explicitly knowing the model, such as source seeking in mobile robot systems [3]. For beam tracking in SatCom scenario with phased arrays, the parameters to be optimized are the phase shifts of the antenna elements. When the received signal power at the antenna array is the only available knowledge, SPSA can be a potentially effective solution for finding the optimal phase shifts by using gradient approximation. In [6], a receive beamforming algorithm based on SPSA method is proposed for a uniform linear array (ULA). Similar algorithms for uniform plane array (UPA) have been proposed in [7]–[10]. In [11], both mechanical and electrical adjustments are considered for beam tracking in UAV-mounted SatCom, where the electrical adjustment algorithm is developed by using SPSA with the array structure information. Recently, SPSA methods have been adopted for training end-to-end communication systems with deep neural networks [12].

Nevertheless, all the prior works consider the original form of the SPSA where two noisy measurements with perturbed parameters need to be simultaneously obtained in each iteration. This assumption can be unrealistic in practical scenarios where the channel conditions vary between two measurements. Another problem is that SPSA-based algorithms might fail to converge to the global optimal solution if the objective function is not convex or quasi-convex. In SatCom scenarios with phased arrays at the receiver side, the objective is to align the beam direction with the satellite direction. When the initial beam direction is far from the satellite direction, SPSA-based algorithms might converge to one of the local optimal points in the side lobes of the antenna array.

In this paper, we utilize both the original two-point form and the modified one-point form of the SPSA method and propose two angle-domain SPSA algorithms with successive sub-array selection for mobile satellite receivers. Simulation results showed that our proposed algorithms provide an effective and low-cost solution for receive beamforming in SatCom systems with phased arrays. Particularly, the successive sub-array selection design makes the SPSA-based algorithms less sensitive to the initial beam direction and achieves more robust performance under practical conditions.

II. SYSTEM MODEL
We consider a satellite communication system where a moving vehicle receives signals from a single-antenna geostationary satellite. The vehicle is equipped with a two-dimensional UPA, which contains $M \times N$ uniformly spaced antennas with antenna spacing equal to $d$. The UPA has only one RF chain,
which corresponds to the single channel receiver scenario. Let \( \alpha \) and \( \beta \) denote the direction of arrival (DoA) of the satellite signals seen at the UPA, where \( \alpha \) is the azimuth angle and \( \beta \) is the elevation angle.

### A. Channel Model

Assuming zero-band signal with carrier frequency \( f_c \), the frequency response at the \((m, n)\)-th antenna element is:

\[
A(m, n) = \exp \left( j \frac{2\pi df_c}{c} \left[ (m-1) \sin \alpha \cos \beta + (n-1) \sin \alpha \sin \beta \right] \right),
\]

where \( c \) is the speed of light, \( m = 1, \ldots, M \), and \( n = 1, \ldots, N \). Let \( A(\alpha, \beta) \) represent the \( M \times N \) array gain matrix when the satellite signal arrives at the UPA with the DoA \((\alpha, \beta)\). Considering the fact that the channel between the satellite and a mobile vehicle on the ground is most likely to be line-of-sight (LoS), we consider a similar channel model as in [11]. The \( M \times N \) channel matrix is modeled as:

\[
H = C \cdot \exp(j\phi_0)A,
\]

where \( C \) is a complex-valued constant parameter related to the signal power attenuation in the environment, and \( \phi_0 \) denotes the phase of the arrived signal at the first antenna element. The vector form of the channel gain can be written as \( h = \text{vec}(H) \), where the dimension of \( M \) is \( MN \times 1 \).

We assume that the UPA contains phase shifters without amplification capability. Let \( w = [w_1, \ldots, w_{MN}]^T \) denote the vector of antenna weights, we have \( |w_i| = 1, \forall i \). Each antenna weight corresponds to a certain phase shift, i.e., \( w_i = \exp(j\phi_i) \), where \( \phi_i \) is the phase shift of the \( i \)-th antenna element. The received signal at the output of the antenna array is

\[
y = w^H h s + w^H n,
\]

where \( s \) denotes the transmitted data symbol from the satellite, and \( n \) denotes the size \( MN \times 1 \) noise vector added at the input of the UPA. The instantaneous received signal power is

\[
P = |y|^2 = w^H R_s w + w^H R_n w,
\]

where \( R_s = h s s^H h^H \) and \( R_n = n n^H \) are covariance matrices of the signal and noise.

If we have perfect knowledge of the channel vector \( h \) (or the DoA), it is well known that the received signal power or the signal-to-noise ratio is maximized when a matched filter is applied. Then, the optimal antenna weight vector is \( w = \text{vec}(A(\alpha, \beta)) \), given the DoA of the satellite signals. In reality, accurate DoA estimation usually requires advanced RF chains with high computational complexity. Therefore, in this work, we propose several low-cost zero-knowledge algorithms for single channel receive beamforming without the need of advanced hardware and signal processing units. The theory behind the proposed algorithms is simultaneous perturbation stochastic approximation (SPSA) method.

### B. Preliminaries on SPSA

SPSA is an effective multivariate optimization method when the gradient of the objective function with respect to the optimization parameters is not directly available [4]. Consider the problem of minimizing a loss function \( L(x) \) which is a scalar measure of the system performance and \( x \) is a \( p \)-dimensional vector containing the parameters to be optimized. SPSA is an iterative optimization method that contains three main steps:

1) In each iteration \( k \), generate some random perturbation vector \( \delta_k \) in the following form

\[
\delta_k = \frac{c A_k}{(k+1) \gamma},
\]

where \( c \) and \( \gamma \) are constant parameters, and \( A_k \) is a random vector whose elements are independently generated from some probability distribution.

2) Obtain two noisy measurements of the loss function \( L(\hat{x}_k + \delta_k) \) and \( L(\hat{x}_k - \delta_k) \). The gradient of the loss function is approximated by

\[
\hat{g}(\hat{x}_k) = \frac{L(\hat{x}_k + \delta_k) - L(\hat{x}_k - \delta_k)}{2 \delta_k}.
\]

3) Update the estimated parameter by

\[
\hat{x}_{k+1} = \hat{x}_k - a_k \hat{g}(\hat{x}_k),
\]

where \( a_k \) is the step size (sequence gain). When the parameters are appropriately chosen following the guidelines in [4], this iterative algorithm will effectively converge to a local optimum point.

### III. SPSA-Based Successive Receive Beamforming

Existing applications of the SPSA method for SatCom systems with phased arrays usually consider approximating the gradient of the received signal power subject to the phase shifts. For the case with a uniform linear array, an SPSA-based receive beamforming algorithm is proposed in [6] by considering phase-domain perturbation. The extension of this method to a two-dimensional UPA is not straightforward, because the phase difference between the received signals at two neighboring antennas is not always proportional to the distance between them. Another problem with the SPSA-based method is that the algorithm performance is strongly affected by the initial antenna weights. All the related works have to assume that the real DoA angles \( \alpha \) and \( \beta \) are very small, or the initial beam direction is very close to the satellite direction [6], [11]. Otherwise, the algorithm might converge to a local optimum point within the side lobes instead of the main lobe in the radiation pattern of the antenna array.

To resolve this problem, we propose a successive beamforming algorithm using the angle-domain SPSA method and consider the DoA angles as the optimization parameters. The key design point is to choose a subset of antennas to apply the SPSA-based beamforming algorithm, and gradually increase the number of antennas being used to improve the accuracy of the beam pointing direction. Compared to the existing designs, our proposed design is much less sensitive to the initial antenna weights, which makes it more robust under realistic conditions.
A. Angle Domain Successive SPSA

Let $\Phi = [\alpha, \beta]$ be the parameter vector to be estimated, and $\delta = [\delta_1, \delta_2]$ be the perturbation vector in each iteration. We define the following function of the DoA angles and the antenna index $(m, n)$:

$$f(\alpha, \beta, m, n) = \exp\left(j2\pi d f_c \left[ ((m-1) \sin \alpha \cos \beta + (n-1) \sin \alpha \sin \beta) \right]\right). \quad (8)$$

The successive SPSA algorithm works as follows.

1) **Initialization.** Set the initial estimated angle vector as $\hat{\Phi}_0 = [\alpha_0, \beta_0]$.

2) **Antenna sub-array selection.** For the $l$-th global iteration, choose a sub-array of $M_l \times N_l$ antennas, where $1 < M_l \leq M$, $1 < N_l \leq N$, $M_l > M_{l-1}$ and $N_l > N_{l-1}$. The corresponding antenna weights are obtained by $w(m,n) = f(\alpha_0, \beta_0, m, n)$, $\forall m \in \{1, \ldots, M_l\}, n \in \{1, \ldots, N_l\}$. Then, within the $l$-th global iteration, run $K$ local iterations of stochastic approximation with perturbed parameters.

3) **Stochastic Approximation.** For each local iteration $k = 1, \ldots, K$, set the perturbation vector as

$$\delta_k = \frac{b}{(k+1)\Omega} \cdot [x_1, x_2], \quad (9)$$

where $x_1, x_2 \in \{+1, -1\}$ are binary variables with equal probability $1/2$, $b$ and $\Omega$ are constant parameters chosen by following the guidelines in [4]. The estimated gradient of the received signal power is

$$\hat{g}(\hat{\Phi}_k) = \frac{P(\hat{\Phi}_k + \delta_k) - P(\hat{\Phi}_k - \delta_k)}{2\delta_k}. \quad (10)$$

The received signal power with the perturbed angle vector is measured by setting the antenna weight at the $(m, n)$-th element as $w(m, n) = f(\hat{\alpha}, \hat{\beta}, m, n)$, where $\hat{\alpha}$ and $\hat{\beta}$ are the perturbed DoA angles, corresponding to the first and second elements in $\hat{\Phi}_k \pm \delta_k$, respectively.

4) **Adjust the estimated angle vector in the next iteration:**

$$\hat{\Phi}_{k+1} = \hat{\Phi}_k + \eta_k \hat{g}(\hat{\Phi}_k), \quad (11)$$

where $\eta_k = a/(\zeta + k)^{\xi}$ is the step size, with $a$ and $\xi$ being prior chosen parameters.

5) **Update the antenna weight at the $(m, n)$-th element by**

$$w(m, n) = f(\hat{\alpha}, \hat{\beta}, m, n),$$

where $\hat{\alpha}$ and $\hat{\beta}$ are the estimated DoA angles for the next local iteration.

6) **After executing steps (3–5) $K$ times, the estimated DoA $\hat{\alpha}, \hat{\beta}$ in the last local iteration will be returned to step 2, as the initial DoA angles for the next global iteration with increased size of the sub-array.**

7) **Repeat this procedure until the termination criterion is satisfied,** e.g., $|P(\hat{\Phi}_{k+1}) - P(\hat{\Phi}_k)| < \epsilon$, where $\epsilon$ is a pre-defined threshold.

B. Modified One-Point SPSA

Though SPSA is a very powerful method for derivative-free multivariate optimization problems, in a practical communication system, two different measurements can never be done simultaneously in the strict sense. Only when the environment remains unchanged while two measurements are obtained sequentially, these two measurements can be approximately considered as simultaneous.

A one-point form of the SPSA method is proposed in [13], where only one noisy measurement is required in each iteration. Recall that for the perturbation vector defined in [9], $x_1, x_2 \in \{+1, -1\}$ are binary variables with equal probabilities. The perturbation vector has four discrete directions, which are $[+1, +1], [+1, -1], [-1, +1]$, and $[-1, -1]$. Due to the random perturbation direction, it is possible that the perturbation is set toward undesired direction consecutively in many iterations, which results in longer convergence time. We propose a modified one-point SPSA algorithm which combines the advantages of the two-point and one-point SPSA methods.

The new algorithm takes only one noisy measurement in each iteration, while the perturbation direction is set to be cyclic. Based on the original successive SPSA algorithm described in Section III-A, the main differences are as follows.

- At each local iteration $k = 1, \ldots, K$, we set the perturbation vector by $\hat{\Phi}_k$,

$$\hat{\Phi}_k = \hat{\Phi}_k \pm \delta_k \quad (9)$$

- The estimated gradient of the received signal power $\hat{\Phi}_k$ is obtained with the new antenna weights.

- The estimated gradient of the received signal power is

$$\hat{g}(\hat{\Phi}_k) = \frac{\hat{P}_k - \hat{P}_{k-1}}{\delta_k - \delta_{k-1}} \quad (13)$$

where $\hat{P}_k = P(\hat{\Phi}_k)$ with $\hat{\Phi}_k = [\hat{\alpha}, \hat{\beta}]$. If the value of $x_1$ in iteration $k$ is the same as in iteration $k-1$, then the first element of $\hat{g}(\hat{\Phi}_k)$ is set to be zero to avoid an infinite-valued element in $\hat{g}(\hat{\Phi}_k)$. The same rule applies for the value of $x_2$ and the second element of $\hat{g}(\hat{\Phi}_k)$.

IV. SIMULATION RESULTS

In this section, we present and compare the performance of the proposed algorithms by performing Matlab-based simulations. We consider an UPA with $8 \times 8$ antennas, with uniform antenna spacing $d = \lambda_c / 2 = 0.75$ cm, where $\lambda_c = c / f_c$ is the wavelength at carrier frequency $f_c = 20$ GHz. The parameters in the SPSA algorithm are chosen as $\hat{\alpha} = 8 \times 10^{-6}$, $b = \pi / 18$, $\Omega = 0.101$, $\zeta = 0.602$, which follow the guidelines in [4]. The signal-to-noise ratio at the receiver side is 20 dB. In the initialization step, the estimated DoA angles are $\alpha_0 = 0^\circ$ and $\beta_0 = 0^\circ$. We consider the normalized received signal power (NRSP) as the performance metric, which is the ratio between the received signal power and the maximum power that can be achieved in the optimal case.
For the ease of illustration, we name the proposed algorithms as follows.

- **SPSA-two**: the original two-point SPSA algorithm described in Section III-A
- **SPSA-one**: the modified one-point SPSA algorithm described in Section III-B

In Fig. 1 we show the NRSP performance of the two-point and one-point SPSA algorithms without successive sub-array selection. Depending on the specific DoA angles, one-point SPSA might achieve slightly better or worse performance than the two-point algorithm. However, the main advantage of the one-point SPSA method lies in the fact that only one measurement instead of two is required in each iteration. Considering this effect, we conclude that the modified one-point SPSA algorithm achieves comparable performance as the two-point version with only half of the measurements.

As mentioned at the beginning of Section III, the performance of SPSA-based receive beamforming algorithms can be strongly affected by the initial DoA angles $\alpha_0$ and $\beta_0$. In Fig. 2 we show one example where the original SPSA algorithms (without successive sub-array selection) fail to converge to the optimal point. This happens when the real DoA angles are too far from the initial beam direction. In this case, SPSA-based algorithms can only converge to the nearest local optimum in the side lobes instead of the main lobe.

In Fig. 3 we show the NRSP of the successive SPSA-based receive beamforming algorithm. For the first six iterations, a sub-array of dimension $2 \times 2$ is selected. Then the selected sub-array increases to $4 \times 4$ for the next six iterations. At last, the full antenna array is utilized. The NRSP is obtained as the receive signal power divided by the maximum received signal power with $8 \times 8$ full antenna array. For this reason, the NRSP values obtained with $2 \times 2$ and $4 \times 4$ sub-arrays are much smaller than the case with $8 \times 8$ array. We see that with the same DoA angles as in Fig. 2 our proposed successive beamforming algorithm can still converge to the global optimal point. This result shows that the successive sub-array selection technique can improve the robustness and effectiveness of the SPSA-based receive beamforming algorithms.

**V. CONCLUSIONS**

In this work, we proposed two receive beamforming algorithms using the SPSA method and successive antenna sub-array selection for mobile satellite receivers equipped with a two-dimensional phased array. The proposed algorithms were shown to be robust and efficient at finding the optimal beamforming coefficients, especially when the DoA angles of the satellite signals are relatively large.
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