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Abstract. This paper investigates the mathematical properties of a stochastic version of the balanced 2D thermal quasigeostrophic (TQG) model of potential vorticity dynamics. This stochastic TQG model is intended as a basis for parametrisation of the dynamical creation of unresolved degrees of freedom in computational simulations of upper ocean dynamics when horizontal buoyancy gradients and bathymetry affect the dynamics, particularly at the submesoscale (250m–10km). Specifically, we have chosen the SALT (Stochastic Advection by Lie Transport) algorithm introduced in [1] and applied in [2, 3] as our modelling approach. The SALT approach preserves the Kelvin circulation theorem and an infinite family of integral conservation laws for TQG. The goal of the SALT algorithm is to quantify the uncertainty in the process of up-scaling, or coarse-graining of either observed or synthetic data at fine scales, for use in computational simulations at coarser scales. The present work provides a rigorous mathematical analysis of the solution properties of the thermal quasigeostrophic (TQG) equations with stochastic advection by Lie transport (SALT) [4, 5].

1. Introduction

The deterministic TQG (thermal QG) model augments the standard QG (quasigeostrophic) model for quasigeostrophically balanced planar incompressible fluid flow. Namely, TQG augments the QG balance between pressure gradient and Coriolis force for small Rossby number by also introducing the thermal gradient. See, e.g., [6, 7, 5] for the history and details about how the TQG model can be derived via a balanced asymptotic expansion in small dimension-free ocean dynamics parameters, as well as results of initial computational simulations.

In TQG, as in other models of planar incompressible fluid flow, the divergence-free vector field \( \mathbf{u}(x, y, t) \) representing horizontal fluid velocity may be defined in terms of its stream function \( \psi(x, y, t) \) as

\[
\mathbf{u} = \nabla \perp \psi := \hat{\mathbf{z}} \times \nabla \psi.
\]

The defining expression for the divergence-free TQG velocity vector field \( \mathbf{u} \) is an assumed balance among Coriolis force, hydrostatic pressure force and also the horizontal gradient of buoyancy, which arises at order \( O(Ro) \) in the formal asymptotic expansion in Rossby number \( Ro \ll 1 \) of the thermal rotating shallow water (TRSW) equations. Namely,

\[
\mathbf{u} := \hat{\mathbf{z}} \times \nabla \psi =: \hat{\mathbf{z}} \times \nabla \left( \zeta + \frac{1}{2} b \right) + O(Ro).
\]

In the asymptotic expansion approach to deriving the TQG equation, one now discovers a linear relation among the stream function \( \psi \), the surface elevation \( \zeta \) and the buoyancy \( b \) at order \( O(Ro) \) as

\[
\psi = \zeta + b/2 + O(Ro).
\]

Imposing the linear relation \((1.3)\) that arises from the assumed balance relation \((1.2)\) at order \( O(Ro) \) in the asymptotic expansion of the TRSW equations now yields the TQG equations for the dynamics of potential vorticity (PV) \( q \) in the horizontal \((x, y)\) plane which also involves the dynamics of the buoyancy \( b \). The resulting TQG equations are given by \[5\]

\[
\begin{align*}
\partial_t q + \mathbf{u} \cdot \nabla q &= \hat{\mathbf{z}} \cdot \nabla \left( \zeta - \frac{1}{2} h_1 \right) \times \nabla b =: \hat{\mathbf{z}} \cdot \nabla (\psi - h_1/2) \times \nabla b, \\
\partial_t b + \mathbf{u} \cdot \nabla b &= 0 \quad \text{with} \quad q := (\Delta - 1) \psi + f_1,
\end{align*}
\]
in which \( f_1 = \hat{z} \cdot \text{curl} \mathbf{R}(x, y) \) with local rotation velocity \( \mathbf{R}(x, y) \) is the Coriolis parameter and \( h_1(x, y) \) is the bathymetry, both of whose gradients are assumed to be of order \( O(Ro) \). Figure 1 shows a snapshot of the solution of the TQG equations for potential vorticity \( q \) and buoyancy \( b \).

Figure 1. These images are snapshots of buoyancy (left) and potential vorticity (right) from a numerical evolution of the deterministic TQG. The domain is a vertical channel with periodic boundary conditions in \( \hat{y} \) and no-slip in \( \hat{x} \). It illustrates the result of the creation of a buoyancy front from an initial state and its subsequent emergent instabilities, in which the interaction between buoyancy gradient and bottom topography plays a key role. Since both buoyancy \( (b) \) and PV \( (q) \) are advected by the same velocity, eventually their level sets track each other.

**The Kelvin circulation theorem for TQG.** To write the Kelvin circulation theorem for TQG, we first introduce the convolution kernel \( K \) defined by its action on fluid velocity

\[
K \ast u = (1 - \Delta^{-1})u.
\]

(1.5)

The utility of the kernel \( K \) is that its curl summons the Helmholtz operator; namely,

\[
\text{curl}(K \ast u) = (\Delta - 1)\psi.
\]

(1.6)

The property (1.6) under the curl of the kernel \( K \) in (1.5) facilitates writing the Kelvin circulation theorem for TQG as

\[
\frac{d}{dt} \int_{\gamma(c)} ((K \ast u) + \mathbf{R}(x, y)) \cdot d\mathbf{x} = \int_{\gamma(c)} (\psi - h_1/2) \nabla b \cdot d\mathbf{x}.
\]

(1.7)

Upon applying the Stokes theorem to the Kelvin circulation theorem for TQG in (1.7), one obtains the rate of change of the flux of potential vorticity \( q \) though a planar surface patch whose boundary follows the Kelvin loop, \( c(u) \). Namely, with \( \hat{z} \cdot \text{curl} \mathbf{R}(x, y) =: f_1(x, y) \), one finds

\[
\frac{d}{dt} \int_{\partial S = c(u)} ((\Delta - 1)\psi + f_1) \, dx \wedge dy = \frac{d}{dt} \int_{\partial S = c(u)} q \, dx \wedge dy = \int_{\partial S = c(u)} d(\psi - h_1/2) \wedge db.
\]

(1.8)
Conservation laws for TQG. The deterministic TQG equations in (1.4) preserve a total energy, given by the sum of kinetic and potential energy ad
\[ E(u, b) = \frac{1}{2} \int_\mathcal{D} \frac{1}{2} u \cdot (K \ast u) + \frac{1}{4} (b + h_1)^2 \, dx \, dy , \]
and the kinetic energy involves the \( K \) kernel convolution operator \( K \ast \).

Perhaps more surprisingly, the deterministic TQG equations in (1.4) also preserve an infinity of integral conservation laws, determined by two arbitrary differentiable functions of buoyancy \( \Phi(b) \) and \( \Psi(b) \) as
\[ C_{\Phi, \Psi} = \int_\mathcal{D} \Phi(b) + \Psi(b) \, dx \, dy . \]

That TQG dynamics preserves the energy in (1.9) and the family of integral quantities in (1.10) can be verified by direct computations. However, the infinity of conservation laws in (1.10) indicates that the TQG system in (1.4) may possess a rich mathematical structure which will affect its solution behaviour. We discuss the geometrical aspects of this mathematical structure in Appendix A.

1.1. Hamiltonian Stochastic Advection by Lie Transport (SALT) for TQG. Hamiltonian Stochastic Advection by Lie Transport (SALT) can be derived for TQG by augmenting its deterministic Hamiltonian in (A.1) to add a stochastic Hamiltonian whose flow under the Lie-Poisson bracket (A.3) induces a Stratonovich stochastic flow along the characteristics of the symplectic vector field generated by the stochastic Hamiltonian process \( \langle \varpi, \varsigma(x, y) \rangle \circ dW_t \). The semimartingale total Hamiltonian is then given by
\[ dh = \mathcal{H}_{TQG}(\varpi, b) \, dt + \int_\mathcal{D} \varpi \varsigma(x, y) \, dx \, dy \circ dW_t , \]
whose Lie-algebra valued variations with respect to the dual Lie-algebra valued variables \((\varpi; b) \in (f_1 \otimes f_2)^*\) for TQG are expressed in semimartingale form as
\[ \delta(dh) = \int \left( \delta \varpi \varsigma(x, y) \circ dW_t \right) \delta \varpi + \frac{1}{2} (b + h_1) \, dt - (\psi dt + \varsigma(x, y) \circ dW_t) \right) \, db \, dx \, dy , \]
with
\[ \frac{\delta(dh)}{\delta \varpi} = \psi dt + \varsigma(x, y) \circ dW_t \quad \text{and} \quad \frac{\delta(dh)}{\delta b} = \frac{1}{2} (b + h_1) \, dt - (\psi dt + \varsigma(x, y) \circ dW_t) . \]

SALT TQG dynamics is then expressed geometrically using the coadjoint operator \( \text{ad}^*: \mathfrak{g} \times \mathfrak{g}^* \to \mathfrak{g}^* \) in stochastic integral form as
\[ (d\varpi; db) = - \text{ad}^*_{\delta(h)/\delta \varpi, \delta(h)/\delta b} (\varpi; b) . \]

Thus, SALT TQG solutions evolve by stochastic coadjoint motion under right semidirect-product action of symplectic diffeomorphisms on the dual of its Lie algebra with dual (momentum-map) variables \((\varpi; b) \in (f_1 \otimes f_2)^*\). The symplectic semimartingale vector fields \( \left( \delta(dh)/\delta \varpi; \delta(dh)/\delta b \right) \in f_1 \otimes f_2 \) whose characteristic curves generate the stochastic coadjoint solution behaviour are given in equations (1.13).

One may write the SALT TQG equations (1.14) in Hamiltonian matrix operator form as, cf. equation (A.2),
\[ \begin{align*}
\frac{d}{dt} \begin{bmatrix} \varpi \\ b \end{bmatrix} &= \begin{bmatrix} J(\varpi, \cdot) & J(b, \cdot) \\ J(b, \cdot) & 0 \end{bmatrix} \begin{bmatrix} \delta(h)/\delta \varpi = \psi dt + \varsigma(x, y) \circ dW_t \\ \delta(h)/\delta b = \frac{1}{2} (b + h_1) \, dt - (\psi dt + \varsigma(x, y) \circ dW_t) \end{bmatrix} \\
\frac{d}{dt} \begin{bmatrix} q \\ b_h \end{bmatrix} &= \begin{bmatrix} J(q - b, \psi dt + \varsigma(x, y) \circ dW_t) + J(b, \frac{1}{2} h_1 dt) \\ J(b, \psi dt + \varsigma(x, y) \circ dW_t) \end{bmatrix} \\
&= \begin{bmatrix} (u dt + \xi(x, y) \circ dW_t) \cdot \nabla (q - b) + u_h \cdot \nabla b dt \\ (u dt + \xi(x, y) \circ dW_t) \cdot \nabla b \end{bmatrix} .
\end{align*} \]

In the last step here, we have introduced notation for the fixed symplectic vector field \( \xi(x, y) := \nabla^\perp \varsigma \) that in principle must be obtained from observed data. Discussions of the methods for acquiring these

\[ ^1 \text{An interesting feature is that this kinetic energy penalises a decrease in wave number. Therefore, it does not support an inverse energy cascade. This is the source of the high wave-number instability of TQG travelling-wave solution [5].} \]
fixed symplectic vector fields from observed data are beyond the scope of the present paper. However, our intention is to follow the methods of data analysis and data assimilation in [2][3] developed in our previous work for 2D Euler fluid equations and standard QG. Before passing to data analysis, though, one must study the solution properties of the SALT TQG equations. These solution properties of the Hamiltonian stochastic TQG equations in (1.15) will be investigated in the remainder of this paper.

The SALT approach via Hamilton’s variational principle preserves all of the geometric structure of the underlying deterministic equations [1]. However, as we have seen for TQG, a derivation of the deterministic equations using Hamilton’s variational principle may not always be available, especially when asymptotic expansions are applied to approximate higher level mathematical models. For TQG we have met this situation by using the residual Lie-Poisson Hamiltonian structure possessed by the TQG equations. Before we pass to the analysis of the solution properties of the SALT TQG equations, let us briefly mention an alternative approach to developing stochastic fluid equations in the QG family whose dynamics exactly preserves energy.

The SALT approach preserves ideal fluid flow properties such as the Kelvin circulation theorem and conservation laws arising from the Lie algebraic structure and Lie-Poisson Hamiltonian properties. These fluid circulation properties and conservation laws are physical principles which benefit both the theoretical analysis and the physicality of computational simulation results.

Remark 1.1 (Energy preservation arising from Stochastic Forcing by Lie Transport (SFLT)).

Instead of SALT, one could have introduced an energy-preserving form of stochasticity for TQG. The energy-preserving SFLT approach can be written by taking the Lie-Poisson Hamiltonian matrix operator in (1.15) to be a semimartingale, as follows [8]

\[
\begin{aligned}
\delta H_{\text{TQG}}/\delta \varpi &= \psi \\
\delta H_{\text{TQG}}/\delta b &= \frac{1}{2}(b + h_1) - \psi
\end{aligned}
\]

with velocity \( u = \nabla^\perp \psi \). Because the Hamiltonian matrix operator for the Lie-Poisson bracket in (1.16) is skew-symmetric under the \( L^2 \) pairing, one has energy conservation in the form \( dH_{\text{TQG}} = 0 \). Thus, SFLT preserves the deterministic energy Hamiltonian, \( H_{\text{TQG}} \), although its dynamics is stochastic. Here we do not follow the alternative SFLT approach, though, because it does not preserve the deterministic Casimir conservation laws in (1.10) that are preserved in the SALT approach by taking the deterministic form of the Lie-Poisson operator while taking the Hamiltonian to be a semimartingale. This approach has been applied to introduce SFLT into the 3D Primitive Equations for ocean circulation dynamics in [9].

1.2. Content and plan of the paper. In the sections above, we have explained the underlying geometric mechanics background for stochastic modelling with SALT in the case of TQG. This is done in parallel with the stochastic modelling with SALT of the classic problem of Euler-Boussinesq convection (EBC), which is considerably simpler than the case of TQG. Geometrically, the dynamics of both TQG and EBC are understood as coadjoint Hamiltonian motion generated by the semidirect-product action of the Lie algebra \( (f_1 \circ f_2) \) on function pairs \( (f_1; f_2) \in (f_1 \circ f_2)^* \). This is the proper geometric framework for the application of the SALT approach to stochastic modelling in fluid dynamics.

In Section 2 we begin by making precise the notion of a solution that we wish to construct, after which we state our main analytical results. Here, we are interested in the construction of a unique maximal strong pathwise solution to the SALT TQG equation. This solution is strong in both the stochastic and deterministic sense.

The proof of the existence of the solution described above will rely on ideas developed in [10][11][12][13][14][15]. In particular, the book [11] on the mathematical analysis of stochastic compressible fluids will serve as our main guide. In this regard, we begin the proof of our main result in Section 2.3 where we construct a strong pathwise solution for an approximation of the SALT TQG whose nonlinearities have been truncated and are subjected to a subclass of initial conditions that have finite moments. Here, we follow the classical Yamada–Watanabe-type argument where the pathwise solution is derived...
from the construction of a stochastically weak solution and the establishment of pathwise uniqueness for the truncated system. The construction of the stochastically weak solution is achieved from a finite-dimensional approximation.

Our next goal will be to show the existence of a strong pathwise solution for the original system by removing the cut-off functions introduced into the system as well as the restriction that the initial condition is of bounded moments. This is carried out in Section 2.4. To begin with, we trade an appropriate stopping time for the cut-off function for the nonlinear terms. In so doing, we obtain a local strong pathwise solution for the original system in place of the solution obtained for the truncated system. Having removed the cut-offs, we then proceed to remove the additional boundedness assumption imposed on our initial conditions. This is done by introducing yet another cut-off function, but one which cuts the initial conditions rather than the nonlinear terms. This cut-off allows us to deduce the existence of a local strong pathwise solution for the original system subject to general initial conditions, by piecing together ‘smaller’ local solutions. Next, we deduce maximality of this local solutions after which we show uniqueness of these maximal solutions. This is a straightforward adaptation of the earlier uniqueness result for the truncated system to subspaces $\Omega_K$ of the sample space $\Omega$. We finally pass to the limit with $K \to \infty$ to complete the proof of our main result in Theorem 2.10.

In Section 3 we give a blow-up criterion for the breakdown of solutions to the SALT TQG. This may be considered as a stochastic analogue of the deterministic result for the Euler equation by Beale, Kato and Majda [16] which has since been extended to the stochastic setting by Crisan, Flandoli and Holm [17]. This result also complements the blowup criterion for the deterministic TQG recently shown in [18] on the whole space. 2

In Section 4, we describe the adaptation of a deterministic explicit third order Runge-Kutta scheme to the SALT TQG system. Using the wellposedness results from earlier sections, we prove the scheme is numerically consistent for the truncated SALT TQG system. For completeness, in the Appendix we describe the finite element method we use for the spatial derivatives. However, a full investigation of the numerics is beyond the scope of this paper. We also give the proof of Lemma 2.2 that is used in the construction of the solution in the Appendix.

2. Construction of a solution

2.1. Notations. Our independent variables consists of spatial points $x := x = (x, y) \in \mathbb{T}^2$ on the 2-torus $\mathbb{T}^2$ and a time variable $t \in [0, T]$, $T > 0$. For functions $F$ and $G$, we write $F \lesssim G$ if there exists a generic constant $c > 0$ such that $F \leq c G$. We also write $F \lesssim_p G$ if the constant $c(p) > 0$ depends on a variable $p$. If $F \lesssim G$ and $G \lesssim F$ both hold (respectively, $F \lesssim_p G$ and $G \lesssim_p F$), we use the notation $F \sim G$ (respectively, $F \sim_p G$). The symbol $| \cdot |$ may be used in four different contexts. For a scalar function $f \in \mathbb{R}$, $|f|$ denotes the absolute value of $f$. For a vector $f \in \mathbb{R}^2$, $|f|$ denotes the Euclidean norm of $f$. For a square matrix $F \in \mathbb{R}^{2 \times 2}$, $|F|$ shall denote the Frobenius norm $\sqrt{\text{trace}(F^TF)}$. Finally, if $S \subseteq \mathbb{R}^2$ is a (sub)set, then $|S|$ is the 2-dimensional Lebesgue measure of $S$.

For $k \in \mathbb{N} \cup \{0\}$ and $p \in [1, \infty]$, we denote by $W^{k,p}(\mathbb{T}^2)$, the Sobolev space of Lebesgue measurable functions whose weak derivatives up to order $k$ belongs to $L^p(\mathbb{T}^2)$. Its associated norm is

$$
\|v\|_{W^{k,p}(\mathbb{T}^2)} = \sum_{|\beta| \leq k} \|\partial^\beta v\|_{L^p(\mathbb{T}^2)},
$$

where $\beta$ is a 2-tuple multi-index of nonnegative integers of length $|\beta| \leq k$. The Sobolev space $W^{k,p}(\mathbb{T}^2)$ is a Banach space. Moreover, $W^{k,2}(\mathbb{T}^2)$ is a Hilbert space when endowed with the inner product

$$
\langle u, v \rangle_{W^{k,2}(\mathbb{T}^2)} = \sum_{|\beta| \leq k} \langle \partial^\beta u, \partial^\beta v \rangle,
$$

---

2We are grateful to T. Beale for thoughtful correspondence about the derivation of the celebrated BKM result in the case of periodic boundary conditions.
where \( \langle \cdot, \cdot \rangle \) denotes the standard \( L^2 \)-inner product. In general, for \( s \in \mathbb{R} \), we will define the Sobolev space \( H^s(\mathbb{T}^2) \) as consisting of distributions \( v \) defined on \( \mathbb{T}^2 \) for which the norm

\[
\|v\|_{H^s(\mathbb{T}^2)} = \left( \sum_{\xi \in \mathbb{Z}^2} (1 + |\xi|^2)^s |\hat{v}(\xi)|^2 \right)^{\frac{1}{2}} \equiv \|v\|_{W^{s,2}(\mathbb{T}^2)}
\]

defined in frequency space is finite. Here, \( \hat{v}(\xi) \) denotes the Fourier coefficients of \( v \). To shorten notation, we will write \( \| \cdot \|_{k,2} \) for \( \| \cdot \|_{H^k(\mathbb{T}^2)} \) and/or \( \| \cdot \|_{p,2}(\mathbb{T}^2) \). When \( k = s = 0 \), we get the usual \( L^2(\mathbb{T}^2) \) space whose norm we will denote by \( \| \cdot \|_2 \) for simplicity. We will also use a similar convention for norms \( \| \cdot \|_p \) of general \( L^p(\mathbb{T}^2) \) spaces for any \( p \in [1, \infty] \) as well as for the inner product \( \langle \cdot, \cdot \rangle_{k,2} := \langle \cdot, \cdot \rangle_{W^{k,2}(\mathbb{T}^2)} \) when \( k \in \mathbb{N} \). Additionally, we will denote by \( W^{k,p}_{\text{div}}(\mathbb{T}^2) \), the space of divergence-free vector-valued functions in \( W^{k,p}(\mathbb{T}^2) \).

### 2.2. Preliminary estimates

In this section, we collect some useful estimates we shall use throughout our analysis. We begin with the following result, see [19], which follows from a direct computation using the definition \([2.3]\) of the Sobolev norms.

**Lemma 2.1.** Let \( k \in \mathbb{N} \cup \{0\} \) and assume that the triple \((u, w)\) satisfies

\[
u = \nabla^k \psi, \quad w = (\Delta - 1) \psi.
\]

If \( w \in W^{k,2}(\mathbb{T}^2) \), then the following estimate

\[
\|u\|_{k+1,2}^2 \lesssim \|w\|_{k,2}^2
\]

holds.

In the following, we let \( \mathcal{L}_{\xi} := \xi \cdot \nabla \) be a two-dimensional advection operator with \( \mathcal{L}_{\xi}^2 = (\xi \cdot \nabla) \xi \cdot \nabla \).

**Lemma 2.2.** Let \( \xi \in W^{k+1,\infty}_{\text{div}}(\mathbb{T}^2) \) be such that \( \sum_{t \in \mathbb{N}} \|\xi_t\|_{k+1,\infty} < \infty \). Then for any \( b \in W^{k,2}(\mathbb{T}^2) \) and \( q \in W^{k-1,2}(\mathbb{T}^2) \) where \( k \in \{0, 1, 2, 3\} \), we have that

\[
\langle \mathcal{L}_{\xi}^2 b, b \rangle_{k,2} + \langle \mathcal{L}_{\xi} b, \mathcal{L}_{\xi} b \rangle_{k,2} \lesssim_k \|b\|_{k,2}^2,
\]

\[
\langle \mathcal{L}_{\xi}^2 (q - 2b), q \rangle_{k-1,2} + \langle \mathcal{L}_{\xi} (q - b), \mathcal{L}_{\xi} (q - b) \rangle_{k-1,2} \lesssim_k \|q\|_{k-1,2}^2 + \|b\|_{k,2}^2.
\]

For the proof of the first inequality, see [20]. We provide the proof of the second inequality in the Appendix. Finally, let us now recall some Moser-type calculus (commutator estimates) which can be found in [21], for example.

I. Assume that \( u, v \in W^{k,2}(\mathbb{T}^2) \). Then for any multi-index \( \beta \) with \( |\beta| \leq k \), we have

\[
\|\partial^\beta (uv)\|_2 \lesssim_k \|u\|_{\infty} \|\nabla^k v\|_2 + \|\nabla^k u\|_2 \|v\|_{\infty}
\]

II. Assume that \( u \in W^{k,2}(\mathbb{T}^2) \cap W^{1,\infty}(\mathbb{T}^2) \) and \( v \in W^{k-1,2}(\mathbb{T}^2) \cap L^{\infty}(\mathbb{T}^2) \). Then for any multi-index \( \beta \) with \( |\beta| \leq k \), we have

\[
\|\partial^\beta (uv) - u\partial^\beta v\|_2 \lesssim_k \left( \|\nabla u\|_{\infty} \|\nabla^{k-1} v\|_2 + \|\nabla^k u\|_2 \|v\|_{\infty} \right).
\]

III. Assume that \( u \in W^{k,p_1}(\mathbb{T}^2) \cap W^{1,p_2}(\mathbb{T}^2) \) and \( v \in W^{k-1,p_2}(\mathbb{T}^2) \cap L^{p_1}(\mathbb{T}^2) \) where \( k \leq 2 \) and \( p, p_1, p_2, p_3 \in (1, \infty) \) and \( p_1, p_4 \in (1, \infty) \) are such that

\[
\frac{1}{p} = \frac{1}{p_1} + \frac{1}{p_2} = \frac{1}{p_3} + \frac{1}{p_4}.
\]

Then for any multi-index \( \beta \) with \( |\beta| \leq k \), we have

\[
\|\partial^\beta (uv) - u\partial^\beta v\|_p \lesssim_k \left( \|\nabla u\|_{p_1} \|\nabla^{k-1} v\|_{p_2} + \|\nabla^k u\|_{p_3} \|v\|_{p_4} \right).
\]

In the following, we let \( (\xi_i)_{i \in \mathbb{N}} \), \( u_k \) and \( f \) be given time-independent functions representing a collection of symplectic vector fields obtained from observed data, the skew bathymetry gradient, and the Coriolis parameter of a fluid, respectively.

The equations of Stochastic Advection by Lie Transport for the Thermal Quasi-Geostrophic (SALT TQG), or simply, the Stochastic Thermal Quasi-Geostrophic (STQG) equations which are written in
matrix form in (1.15) may also be expressed equivalently as a pair of coupled equations governing the
evolution of the buoyancy $b$ and the potential vorticity $q$ in the following way

\begin{align}
(2.9) & \quad db + (u \cdot \nabla)b \, dt + (\xi_i \cdot \nabla)b \circ dW^i = 0, \\
(2.10) & \quad dq + (u \cdot \nabla)(q - b) \, dt + (\xi_i \cdot \nabla)(q - b) \circ dW^i = -(u_h \cdot \nabla)b \, dt, \\
(2.11) & \quad b(0, x) = b_0(x), \quad q(0, x) = q_0(x),
\end{align}

where we have applied the Einstein convention of summing repeated indices over their range and where

\begin{align}
(2.12) & \quad u = \nabla^\perp \psi, \quad u_h = \frac{1}{2} \nabla^\perp h, \quad q = (\Delta - 1)\psi + f.
\end{align}

Here, $\psi$ is the streamfunction and $h$ is the spatial variation around a constant bathymetry profile.

Our set of data is $(\xi_i)_{i \in \mathbb{N}}, u_h, f, b_0, q_0)$ with the following properties:

\begin{align}
(2.13) & \quad \xi_i \in W^{4,\infty}_d(T^2), \quad \sum_{i \in \mathbb{N}} \|\xi_i\|_{4,\infty} < \infty, \quad u_h \in W^{3,2}_d(T^2), \quad f \in W^{2,2}(T^2) \quad \text{and}
\end{align}

$(b_0, q_0) \in W^{3,2}(T^2) \times W^{2,2}(T^2)$ is a pair of $\mathcal{F}_0$-measurable random variables.

Remark 2.3. The assumption on the time-independent divergence-free vector fields $\xi_i : T^2 \to \mathbb{R}^2$ are to
ensure that the infinite sum of stochastic integrals in (2.9)–(2.10) are well-defined.

Remark 2.4. Since we are working on the torus, and the velocity fields are defined by (2.12), we have in
particular, $\int_{T^2} u_h \, dx = 0$ and $\int_{T^2} u \, dx = 0$. Consequently, for simplicity, we will assume that all functions
under consideration have zero averages.

Remark 2.5. For our theoretical analysis, it is more convenient to express (2.9)–(2.10) in Itô form. To
see clearly how Stratonovich to Itô conversion works for these equations, it is useful to rewrite them in
the following compact form

\begin{align}
(2.14) & \quad d\begin{pmatrix} b \\ q \end{pmatrix} = A \begin{pmatrix} b \\ q \end{pmatrix} \, dt + \mathcal{G}_i \begin{pmatrix} b \\ q \end{pmatrix} \circ dW^i, \quad A := -\begin{bmatrix} u \cdot \nabla & 0 \\ (u_h - u) \cdot \nabla & u \cdot \nabla \end{bmatrix}, \quad \mathcal{G}_i := -\begin{bmatrix} \xi_i \cdot \nabla & 0 \\ -\xi_i \cdot \nabla & \xi_i \cdot \nabla \end{bmatrix}.
\end{align}

Furthermore, the conversion from the Stratonovich to Itô integral $\mathcal{G}_i g \circ dW^i \mapsto \frac{1}{2} \mathcal{G}_i^2 g \, dt + \mathcal{G}_i g \, dW^i$, $g := (b, q)^T$ yields the following equivalent form for (2.9)–(2.10)

\begin{align}
(2.15) & \quad db + (u \cdot \nabla)b \, dt - \frac{1}{2} (\xi_i \cdot \nabla)(\xi_i \cdot \nabla)b \, dt + (\xi_i \cdot \nabla)b \circ dW^i = 0, \\
(2.16) & \quad dq + (u \cdot \nabla)(q - b) \, dt - \frac{1}{2} (\xi_i \cdot \nabla)(\xi_i \cdot \nabla)(q - b) \, dt + (\xi_i \cdot \nabla)(q - b) \circ dW^i = -(u_h \cdot \nabla)b \, dt.
\end{align}

Our main goal is to construct a solution of (2.9)–(2.12) that lives on a maximal time interval and
that is strong in both PDE and probabilistic sense. To make this clearer, let us first make the following
definitions.

Definition 2.6 (Local strong pathwise solution). Let $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P})$ be a stochastic basis and $(W^i)_{i \in \mathbb{N}}$ a sequence of independent one-dimensional Brownian motions adapted to the complete and right-continuous filtration $(\mathcal{F}_t)_{t \geq 0}$. Let $((\xi_i)_{i \in \mathbb{N}}, u_h, f, b_0, q_0)$ be a dataset satisfying (2.13). A triplet $(b, q, \tau)$ is called a local strong pathwise solution of (2.9)–(2.12) if:

- $\tau$ is a $\mathbb{P}$-a.s. strictly positive $(\mathcal{F}_t)$-stopping time;
- $(b, q)$ is a pair of $(\mathcal{F}_t)$-progressively measurable stochastic processes such that
  \begin{align*}
  b(\cdot \wedge \tau) \in C([0, T]; W^{3,2}(T^2)), \quad q(\cdot \wedge \tau) \in C([0, T]; W^{2,2}(T^2)) \quad \mathbb{P}\text{-a.s.};
  \end{align*}
the equations
\[ b(t \wedge \tau) = b_0 - \int_0^{t \wedge \tau} (u \cdot \nabla) b \, d\sigma + \frac{1}{2} \int_0^{t \wedge \tau} (\xi_i \cdot \nabla) (\xi_i \cdot \nabla) b \, d\sigma - \int_0^{t \wedge \tau} (\xi_i \cdot \nabla) b \, dW^i_{\sigma}, \]
\[ q(t \wedge \tau) = q_0 - \int_0^{t \wedge \tau} (u \cdot \nabla) (q - b) \, d\sigma - \int_0^{t \wedge \tau} (u_h \cdot \nabla) b \, d\sigma + \frac{1}{2} \int_0^{t \wedge \tau} (\xi_i \cdot \nabla) (\xi_i \cdot \nabla) (q - 2b) \, d\sigma - \int_0^{t \wedge \tau} (\xi_i \cdot \nabla) (q - b) \, dW^i_{\sigma}, \]
hold \(P\)-a.s. for all \(t \in [0,T]\).

**Definition 2.7** (Maximal strong pathwise solution). Fix the preamble as contained in Definition 2.6. A set \((b,q,(\tau_R))_{R \in \mathbb{N}, \tau}\) is called a maximal strong pathwise solution of (2.9)–(2.12) if:
- \(\tau\) is a \(P\)-a.s. strictly positive \((\mathcal{F}_t)\)-stopping time;
- \((\tau_R)_{R \in \mathbb{N}}\) is an increasing sequence of \((\mathcal{F}_t)\)-stopping times such that \(\tau_R < \tau\) on the set \([\tau < T]\), \(\lim_{R \to \infty} \tau_R = \tau\) a.s. and
\[ \sup_{t \in [0,\tau_R]} \left( \|\nabla b(t)\|_\infty + \|\nabla u(t)\|_\infty + \|q(t)\|_\infty \right) \geq R \quad \text{on} \quad [\tau < T]; \]
- each \((b,q,\tau_R), R \in \mathbb{N}\) is a local strong pathwise solution.

**Remark 2.8.** Here, \(\tau\) marks the maximal lifespan of the solution, which is determined by the time of explosion of the \(L^\infty(\mathbb{T}^2)\)-norm of either the buoyancy gradient, the velocity gradient, or the potential vorticity. Indeed, by constructing a log-Sobolov estimate in the spirit of Beale–Kato–Majda [16, Eq. (15)] for the Euler equation, one may control the lifespan of the STQG by just the buoyancy gradient or the potential vorticity.

**Remark 2.9.** Our maximal solution is defined within the fixed, but arbitrary, interval \([0,T]\). By piecing together these finite interval maximal solutions, we can obtain a maximal solution without a constraint on a final time \(T\).

With these definitions in hand, we are now in the position to state our main result.

**Theorem 2.10** (Existence of a unique maximal solution). For \(((\xi_i)_{i \in \mathbb{N}}, u_h, f, b_0,q_0)\) satisfying (2.13), there exists a unique maximal strong pathwise solution \((b,q,(\tau_R))_{R \in \mathbb{N}, \tau}\) of (2.9)–(2.12).

**Remark 2.11.** Uniqueness of a maximal strong pathwise solution as stated in our main result is to be understood in the sense that only the triplet \((b,q,\tau)\) is unique.

In the following, we state a weak stability result for a superset of the maximal strong pathwise solutions to be constructed in Theorem 2.10. This will consist of solutions that emanate from a subset of the dataset (2.13) with bounded-in-\(\omega\) initial conditions \((b_0,q_0)\).

**Theorem 2.12** (Weak continuity with respect to bounded initial data). Define \(G(t)\) as follow
\[ G(t) := c \left( 1 + \|u_h\|_{3,2} + \|f\|_{2,2} + 2 \sum_{i=1}^{2} \|b_{i}(t)\|_{3,2}^{3} + 2 \sum_{i=1}^{2} ||q_{i}(t)||_{2,2}^{3} \right). \]

Any pair of maximal strong pathwise solutions \((b^{j},q^{j},(\tau^{j}_R))_{R \in \mathbb{N}, \tau^{j}}, j = 1,2\) with respective dataset \(((\xi_i)_{i \in \mathbb{N}}, u_h, f, b^{j}_0,q^{j}_0), j = 1,2\) satisfying (2.13) and \((b^{j}_0,q^{j}_0) \in L^\infty(\Omega; W^{3,2}(\mathbb{T}^2) \times W^{2,2}(\mathbb{T}^2)), i = 1,2\) will satisfy the bound
\[ \mathbb{E} \left[ e^{-\int_0^t G(\sigma) \, d\sigma} \left( \| (b^{1} - b^{2})(t) \|_{2,2} + \| (q^{1} - q^{2})(t) \|_{1,2}^{3} \right) \right] \leq \mathbb{E} \left[ \| b^{1}_0 - b^{2}_0 \|_{2,2} + \| q^{1}_0 - q^{2}_0 \|_{1,2}^{3} \right] \]
P.-a.s. for all \(t \in [0,\tau^{1} \wedge \tau^{2}]\).

We now devote the following subsections to the proof of Theorem 2.10.
2.3. Strong pathwise solutions of the truncated system. In the following, for all \( n \in \mathbb{N} \), we let \( P_n \) be the orthogonal projection operator mapping \( L^2(T^2) \) onto \( X_n := \text{span}\{\phi_1, \ldots, \phi_n\} \) where \( \{\phi_k\}_{k \in \mathbb{N}} \) is a complete orthonormal system, see [11] Page 104], [22] Chapter 3 for further details. In particular, we recall that the \( P_n \)'s are continuous operators on all Hilbert spaces under consideration. Finally, for a fixed \( R > 0 \), we let \( \theta_R : [0, \infty) \to [0, 1] \) be a smooth cut-off function satisfying

\[
\theta_R(z) = \begin{cases} 
1 & : 0 \leq z \leq R, \\
0 & : z \geq R + 1.
\end{cases}
\]

Now we consider the dataset \((\xi_i)_{i \in \mathbb{N}}, (u_h, f, b_0, q_0)\) satisfying

\[
\xi_i \in W^{4, \infty}_{\text{div}}(T^2), \quad \sum_{i \in \mathbb{N}} ||\xi_i||_{4, \infty} < \infty, \quad u_h \in W^{3,2}_{\text{div}}(T^2), \quad f \in W^{2,2}(T^2),
\]

\[(b_0, q_0) \in L^\infty(\Omega; W^{3,2}(T^2) \times W^{2,2}(T^2))\] is a pair of \( \mathcal{F}_0 \)-measurable random variables.

Our goal now is to construct a solution \((b, q)\) of

\[
\begin{align*}
\frac{db}{dt} + \theta_R((u \cdot \nabla)b) dt + (\xi_i \cdot \nabla)b \circ dW^i &= 0, \\
\frac{dq}{dt} + \theta_R((u \cdot \nabla)(q - b)) dt + (u_h \cdot \nabla)b dt + (\xi_i \cdot \nabla)(q - b) \circ dW^i &= 0,
\end{align*}
\]

in \( W^{3,2}(T^2) \times W^{2,2}(T^2) \) for the given dataset \( (2.19) \) and where

\[
\theta_R := \theta_R(||\nabla b||_{\infty} + ||\nabla u||_{\infty} + ||q||_{\infty})
\]

is the cut-off function \( (2.18) \). As before,

\[
\begin{align*}
u &= \nabla^+ \psi, \quad \mathbf{u}_n = \frac{1}{2} \nabla^+ h, \quad q = (\Delta - 1)\psi + f.
\end{align*}
\]

We will achieve this goal by using a Galerkin approximation. In this regard, for the given data \( (2.19) \), we can first construct a finite-dimensional solution \((b_n, q_n) \in L^2(\Omega; C([0, T]; X_n \times X_n)) \) of

\[
\begin{align*}
\frac{db_n}{dt} + \theta_R^n P_n[(u_n \cdot \nabla)b_n] dt + \frac{1}{2} P_n[(\xi_i \cdot \nabla)P_n[(\xi_i \cdot \nabla)b_n]] dt + P_n[(\xi_i \cdot \nabla)P_n[(\xi_i \cdot \nabla)(q_n - b_n)]] dt + P_n[(u_h \cdot \nabla)b_n] dt
\end{align*}
\]

\[
= 0,
\]

\[
\begin{align*}
\frac{dq_n}{dt} + \theta_R^n P_n[(u_n \cdot \nabla)(q_n - b_n)] dt + \frac{1}{2} P_n[(\xi_i \cdot \nabla)P_n[(\xi_i \cdot \nabla)(q_n - 2b_n)]] dt + P_n[(u_h \cdot \nabla)b_n] dt + P_n[(\xi_i \cdot \nabla)(q_n - b_n)] dW^i
\end{align*}
\]

\[
= 0,
\]

\[
b_{0,n} := b_n(0, x) = P_n b_0(x), \quad q_{0,n} := q_n(0, x) = P_n q_0(x),
\]

where

\[
\theta_R^n := \theta_R(||\nabla b_n||_{\infty} + ||\nabla u_n||_{\infty} + ||q_n||_{\infty})
\]

and where

\[
\begin{align*}
u_n &= \nabla^+ \psi_n, \quad \mathbf{u}_n = \frac{1}{2} \nabla^+ h, \quad q_n = (\Delta - 1)\psi_n + f.
\end{align*}
\]

Indeed, since this is a finite dimensional system of SDEs with locally Lipschitz drift coefficients and globally Lipschitz diffusion coefficients, by a standard theorem, see for instant [23], we can infer the existence of a unique local solution \((b_n, q_n)\). The fact that the solutions are global will follow from the following a priori estimates.

2.3.1. Uniform estimates. We now aim to show uniform bounds for \((b_n, q_n)\) in \( W^{3,2}(T^2) \times W^{2,2}(T^2) \). To do this, we apply \( \partial^\beta \) to \( (2.25) \) with \( |\beta| \leq 3 \) to obtain

\[
\begin{align*}
d\partial^\beta b_n + \theta_R^n P_n[(u_n \cdot \nabla)(\partial^\beta) b_n] dt + \frac{1}{2} \partial^\beta P_n[(\xi_i \cdot \nabla)P_n[(\xi_i \cdot \nabla)b_n]] dt + \partial^\beta P_n[(\xi_i \cdot \nabla)b_n] dW^i_t &= S_1 dt,
\end{align*}
\]

where

\[
S_1 := \theta_R^n P_n[(u_n \cdot \partial^\beta \nabla) b_n - \partial^\beta P_n((u_n \cdot \nabla)b_n)]
\]
is such that
\[
\|S_1\|_2 \leq \theta_R^n \left( \|\nabla u_n\|_\infty \|\nabla b_n\|_{2,2} + \|\nabla b_n\|_\infty \|u_n\|_{3,2} \right) \leq \theta_R^n (\|b_n\|_{3,2} + (1 + \|q_n\|_{2,2}))
\]
holds uniformly in \(n \in \mathbb{N}\). Indeed, the constant only depends on \(\|f\|_{2,2}\) through Lemma 2.1 applied to (2.29). If we now apply Itô’s formula to the mapping \(t \mapsto \|\partial^\beta b_n(t)\|_2^2\) with \(|\beta| \leq 3\), we obtain
\[
\|\partial^\beta b_n(t)\|_2^2 = \|\partial^\beta b_n(0)\|_2^2 - 2 \int_0^t \theta_R^n \int_{T_2} \left[ (u_n \cdot \nabla \partial^\beta) b_n \right] \partial^\beta b_n(x) \, dx \, ds
\]
(2.32) for all \(t \in [0, T]\). Now, if we use (2.31), we obtain
\[
\sum_{|\beta| \leq 3} \mathbb{E} \left[ \int_0^t \int_{T_2} \partial^\beta [(\xi_i \cdot \nabla) b_n] \partial^\beta b_n(x) \, dx \, ds \right] \leq \mathbb{E} \left[ \int_0^T \left( \int_{T_2} \partial^\beta [(\xi_i \cdot \nabla) b_n] \partial^\beta b_n(x) \, dx \right)^2 \, dt \right] \]
(2.33) for all \(t \in [0, T]\). However, we note that by integration by parts,
\[
2 \int_0^t \theta_R^n \int_{T_2} \left[ (u_n \cdot \nabla \partial^\beta) b_n \right] \partial^\beta b_n(x) \, dx \, ds = 0
\]
since our fluid is incompressible. Now, if we use (2.31), we obtain
\[
\sum_{|\beta| \leq 3} \mathbb{E} \left[ \int_0^T \left( \int_{T_2} \partial^\beta [(\xi_i \cdot \nabla) b_n] \partial^\beta b_n(x) \, dx \right)^2 \, dt \right] \leq \mathbb{E} \left[ \int_0^T \left( \int_{T_2} \partial^\beta [(\xi_i \cdot \nabla) b_n] \partial^\beta b_n(x) \, dx \right)^2 \, dt \right] \]
Finally, by using Lemma 2.2 we also have that
\[
\mathbb{E} \sum_{|\beta| \leq 3} \left( \int_0^t \int_{T_2} \partial^\beta [(\xi_i \cdot \nabla) b_n] \partial^\beta b_n(x) \, dx \, ds \right)^2 \]
(2.34) for all \(t \in [0, T]\). Next, we apply \(\partial^\beta\) to (2.26) and with \(|\beta| \leq 2\) to get
\[
d\partial^\beta q_n + \theta_R^n P_n (u_n \cdot \nabla \partial^\beta)(q_n - b_n) \, dt + P_n (u_n \cdot \nabla \partial^\beta) b_n \, dt + \frac{1}{2} \partial^\beta P_n [(\xi_i \cdot \nabla) P_n([(\xi_i \cdot \nabla)(q_n - 2b_n))] \, dt
\]
(2.26) with \(|\beta| \leq 2\).
where

\[
S_2 := -\theta_R^n [P_n (u_n \cdot \partial^3 \nabla) b_n - \partial^3 P_n (u_n \cdot \nabla b_n)],
\]
\[
S_3 := -\theta_R^n [P_n (u_n \cdot \partial^3 \nabla) q_n - \partial^3 P_n (u_n \cdot \nabla q_n)],
\]
\[
S_4 := -[P_n (u_h \cdot \partial^3 \nabla) b_n - \partial^3 P_n (u_h \cdot \nabla b_n)]
\]

are such that

\[
(2.35) \quad \|S_2\|_2 \lesssim \theta_R^n (\|\nabla u_n\|_\infty \|\nabla b_n\|_{1,2} + \|\nabla b_n\|_\infty \|u_n\|_{2,2}) \lesssim \theta_R^n (\|b_n\|_{3,2} + (1 + \|q_n\|_{2,2})),
\]
\[
(2.36) \quad \|S_3\|_2 \lesssim \theta_R^n (\|\nabla u_n\|_\infty \|\nabla q_n\|_{1,2} + \|\nabla q_n\|_\infty \|u_n\|_{1,4}) \lesssim \theta_R^n (\|\nabla u_n\|_\infty \|\nabla q_n\|_{1,2} + \|\nabla u_n\|_\infty \|\nabla q_n\|_{1,2} + \|\nabla u_n\|_\infty \|u_n\|_{3,2})
\]
\[
(2.37) \quad \|S_4\|_2 \lesssim (\|\nabla u_h\|_\infty \|\nabla b_n\|_{1,2} + \|\nabla b_n\|_\infty \|u_h\|_{2,2}) \lesssim (\|b_n\|_{3,2} + 1).
\]

The constants only depend on \( R, \|u_n\|_{3,2} \) and \( \|f\|_{2,2} \) and in particular, are uniform in \( n \in \mathbb{N} \). Similar to (2.33), if we apply Itô’s formula to the mapping \( t \mapsto \|\partial^3 q_n(t)\|_2^2 \) and square the resulting equation, we obtain (2.38)

\[
\|\partial^3 q_n(t)\|_2^4 \leq \|\partial^3 q_n(0)\|_2^4 + 2 \int_0^t \theta_R^n \int_{\mathbb{T}^2} [(u_n \cdot \nabla \partial^3 q_n)] \partial^3 q_n \, dx \, d\sigma + \left( 2 \int_0^t \theta_R^n \int_{\mathbb{T}^2} [(u_n \cdot \nabla \partial^3 b_n)] \partial^3 q_n \, dx \, d\sigma \right)^2 + \left( 2 \int_0^t \theta_R^n \int_{\mathbb{T}^2} [(u_h \cdot \nabla \partial^3 b_n)] \partial^3 q_n \, dx \, d\sigma \right)^2 + \left( 2 \int_0^t \theta_R^n \int_{\mathbb{T}^2} [(\xi_i \cdot \nabla) (q_n - b_n)] \partial^3 q_n \, dx \, d\sigma \right)^2
\]

By integration by parts,

\[
2 \int_0^t \theta_R^n \int_{\mathbb{T}^2} [(u_n \cdot \nabla \partial^3 q_n)] \partial^3 q_n \, dx \, d\sigma = 0
\]

since our fluid is incompressible. Next, by applying Lemma 2.1 to (2.29), we have that

\[
\mathbb{E} \sum_{|\beta| \leq 2} \left[ \left( \int_0^t \theta_R^n \int_{\mathbb{T}^2} [(u_n \cdot \nabla \partial^3 b_n)] \partial^3 q_n \, dx \, d\sigma \right)^2 + \left( \int_0^t \theta_R^n \int_{\mathbb{T}^2} [(u_h \cdot \nabla \partial^3 b_n)] \partial^3 q_n \, dx \, d\sigma \right)^2 \right] \leq \mathbb{E} \int_0^t \theta_R^n (1 + \|b_n\|_{3,2} + \|q_n\|_{4,2,2}) \, d\sigma
\]

holds with a constant depending only on \( \|u_h\|_{3,2} \) and \( \|f\|_{2,2} \), and from (2.35)–(2.37)

\[
(2.39) \quad \mathbb{E} \sum_{|\beta| \leq 2} \left( \int_0^t \int_{\mathbb{T}^2} (S_2 + S_3 + S_4) \partial^3 q_n \, dx \, d\sigma \right)^2 \lesssim \mathbb{E} \int_0^t \theta_R^n (1 + \|b_n\|_{3,2} + \|q_n\|_{4,2,2}) \, d\sigma.
\]
Also, by the Burkholder–Davis–Gundy inequality and \((2.19)\), we have that
\[
\sum_{|\beta| \leq 2} \mathbb{E} \left[ \sup_{t \in [0,T]} \left| 2 \int_0^t \int_{\mathbb{R}^2} \partial^\beta ((\xi_i \cdot \nabla)(q_n - b_n)) \partial^\beta q_n \, dx \, dW^i_\sigma \right|^2 \right] \\
\lesssim \sum_{|\beta| \leq 2} \mathbb{E} \left[ \int_0^T \left( \int_{\mathbb{T}^2} \partial^\beta ((\xi_i \cdot \nabla)q_n) \partial^\beta q_n \, dx \right)^2 \, dt \right] \\
+ \mathbb{E} \left[ \int_0^T \left( \int_{\mathbb{T}^2} \partial^\beta ((\xi_i \cdot \nabla)b_n) \partial^\beta q_n \, dx \right)^2 \, dt \right] \\
\leq \mathbb{E} \int_0^T \left( \|q_n\|_{L^2}^4 + \|b_n\|_{L^2}^4 \right) \, dt
\]
holds uniformly in \(n \in \mathbb{N}\). Finally, we also obtain from Lemma 2.2 and the continuity of the projections, \((2.41)\)
\[
\mathbb{E} \sum_{|\beta| \leq 2} \left( \int_0^T \int_{\mathbb{T}^2} \partial^\beta [(\xi_i \cdot \nabla) P_n (\xi_i \cdot \nabla)(q_n - 2b_n)] \partial^\beta q_n \, dx \, d\sigma \right) \\
+ \int_0^T \|P_n \partial^\beta [(\xi_i \cdot \nabla)(q_n - b_n)]\|_{L^2}^2 \, d\sigma \\
\lesssim \mathbb{E} \int_0^T \left( \|q_n\|_{L^2}^4 + \|b_n\|_{L^2}^4 \right) \, dt.
\]
By summing over \(|\beta| \leq 2\), we can therefore conclude from \((2.38)\) that
\[
(2.42) \quad \mathbb{E} \sup_{t \in [0,T]} \|q_n(t)\|_{L^2}^4 \leq \mathbb{E} \|q_0(0)\|_{L^2}^4 + c \mathbb{E} \int_0^T \left( 1 + \|b_n\|_{L^2}^4 + \|q_n\|_{L^2}^4 \right) \, d\sigma
\]
where \(c = c(R, \|u_0\|_{L^2}, \|f\|_{L^2})\). We can now sum up \((2.34)\) and \((2.42)\) and obtain
\[
(2.43) \quad \mathbb{E} \sup_{t \in [0,T]} \left( 1 + \|b_n(t)\|_{L^2}^4 + \|q_n(t)\|_{L^2}^4 \right) \leq \mathbb{E} \|b_0(0)\|_{L^2}^4 + \mathbb{E} \|q_0(0)\|_{L^2}^4 + c \mathbb{E} \int_0^T \left( \theta_R^2 (1 + \|b_n(\sigma)\|_{L^2}^4 + \|q_n(\sigma)\|_{L^2}^4) \right) \, d\sigma
\]
where \(c = c(R, \|u_0\|_{L^2}, \|f\|_{L^2})\). By Grönwall’s lemma,
\[
(2.44) \quad \mathbb{E} \sup_{t \in [0,T]} \left( \|b_n(t)\|_{L^2}^4 + \|q_n(t)\|_{L^2}^4 \right) \leq c \left( \mathbb{E} \|b_0(0)\|_{L^2}^4 + \mathbb{E} \|q_0(0)\|_{L^2}^4 \right) \leq c \left( \mathbb{E} \|b_0\|_{L^2}^4 + \mathbb{E} \|q_0\|_{L^2}^4 \right).
\]
From \((2.19)\), it follows that
\[
(2.45) \quad \sup_{n \in \mathbb{N}} \mathbb{E} \sup_{t \in [0,T]} \left( \|b_n(t)\|_{L^2}^4 + \|q_n(t)\|_{L^2}^4 \right) \lesssim 1.
\]

2.3.2. Hölder continuity in time. We can now proceed to show Hölder continuity in time of \(\{ (b_n, \omega_n) \}_{n \in \mathbb{N}}\). It will follow from the next lemma in conjunction with Kolmogorov’s continuity result.

**Lemma 2.13.** For \((\xi_i)_{i \in \mathbb{N}}, (u_0, f, b_0, q_0)\) satisfying \((2.19)\), we let \(\{ (b_n, q_n) \}_{n \in \mathbb{N}}\) be the corresponding family of Galerkin approximations solving \((2.25)-(2.29)\). Then for all \(s, t \in [0, T]\), \(s < t\), the estimate
\[
(2.46) \quad \mathbb{E} \|b_n(t) - b_n(s)\|_{L^2}^4 + \mathbb{E} \|q_n(t) - q_n(s)\|_{L^2}^4 \lesssim_{R,T} |t - s|^2
\]
holds uniformly in \(n \in \mathbb{N}\).

**Proof.** In the following, we will only show that
\[
(2.47) \quad \mathbb{E} \|q_n(t) - q_n(s)\|_{L^2}^4 \lesssim_{R,T} |t - s|^2
\]
From (2.26), we observe that for any \( s, t \in [0, T] \), \( s < t \)

\[
\mathbb{E}\|q_n(t) - q_n(s)\|_2^2 \leq \mathbb{E}\left\| \int_s^t \theta_R^n P_n(\mathbf{u}_n \cdot \nabla)(q_n - b_n) \, d\sigma \right\|_2^4 + \mathbb{E}\left\| \int_s^t P_n \frac{1}{2} ((\mathbf{\xi}_i \cdot \nabla)(\mathbf{\xi}_i \cdot \nabla))(q_n - b_n) \, d\sigma \right\|_2^4
\]

\[
+ \mathbb{E}\left\| \int_s^t P_n(\mathbf{u}_n \cdot \nabla)b_n \, d\sigma \right\|_2^4 + \mathbb{E}\left\| \int_s^t P_n(\mathbf{\xi}_i \cdot \nabla)(q_n - b_n) \, dW^\sigma \right\|_2^4
\]

\[\text{=: } I_1 + I_2 + I_3 + I_4\]

holds \( \mathbb{P} \)-a.s. where by the continuity property of \( P_n \),

\[
I_1 \lesssim |t - s|^4 \mathbb{E} \sup_{\sigma \in [0, T]} \theta_R^n ||(\mathbf{u}_n(\sigma) \cdot \nabla)(q_n(\sigma) - b_n(\sigma))||_2^4
\]

\[
\lesssim T^2 |t - s|^2 \mathbb{E} \sup_{\sigma \in [0, T]} \theta_R^n ||\mathbf{u}_n(\sigma)||^4_\infty ||\nabla(q_n(\sigma) - b_n(\sigma))||_2^4
\]

\[
\lesssim_{R, T} |t - s|^2 \mathbb{E} \sup_{\sigma \in [0, T]} \left( ||b_n(\sigma)||^4_{3,2} + ||q_n(\sigma)||^4_{2,2}\right)
\]

\[
\lesssim_{R, T} |t - s|^2.
\]

The last estimate follows from (2.45). The same estimate holds for \( I_2 \) and \( I_3 \). For the stochastic term, we use Burkholder–Davis–Gundy inequality and the continuity of \( P_n \) to obtain

\[
I_4 \lesssim \mathbb{E} \left( \int_s^t ||(\mathbf{\xi}_i \cdot \nabla)(q_n - b_n)||_2^2 \, d\sigma \right)^2
\]

\[
\lesssim_R |t - s|^2 \mathbb{E} \sup_{\sigma \in [0, T]} ||(\mathbf{\xi}_i \cdot \nabla)(q_n - b_n)||_2^4
\]

\[
\lesssim_R |t - s|^2 \mathbb{E} \sup_{\sigma \in [0, T]} \left( ||b_n(\sigma)||^4_{3,2} + ||q_n(\sigma)||^4_{2,2}\right)
\]

\[
\lesssim_R |t - s|^2.
\]

Summing the two estimates above yields our desired result. \( \square \)

We observe that due to Kolmogorov’s continuity theorem, an immediate consequence of Lemma 2.13 is the following.

**Corollary 2.14.** For \((\mathbf{\xi}_i)_{i \in \mathbb{N}}, \mathbf{u}_n, f, b_0, q_0\) satisfying (2.19), we let \(\{b_n, q_n\}_{n \in \mathbb{N}}\) be the corresponding family of Galerkin approximations solving (2.25)–(2.29). Then there exists a representation of \((b_n, q_n)\) with \( \mathbb{P} \)-a.s. Hölder continuous trajectories of exponent \( \gamma \in (0, 1/4) \). Furthermore, the estimate

\[
(2.50) \quad \mathbb{E}\|b_n\|_{C^{\gamma}([0, T]; L^2(T^2))}^4 + \mathbb{E}\|q_n\|_{C^{\gamma}([0, T]; L^2(T^2))}^4 \lesssim 1
\]

holds uniformly in \( n \in \mathbb{N} \).

2.3.3. Compactness. Our goal now is to define a family of measures associated with \(\{b_n, q_n, \{W^i\}_{i \in \mathbb{N}}\}_{n \in \mathbb{N}}\) and then show that these measures are tight in suitable spaces. In order to achieve our goal, we first define the path space

\[
\chi = C([0, T]; W^{s,2}(T^2)) \times C([0, T]; W^{s-1,2}(T^2)) \times W^{3,2}(T^2) \times W^{2,2}(T^2) \times C([0, T])^N.
\]

where \( s \in (2, 3) \) is close enough to 3. Here, \( S^N \) denotes the \( N \)th product space of \( S \). Also note that the embeddings \( W^{s,2}(T^2) \hookrightarrow W^{1,\infty}(T^2) \) and \( W^{s-1,2}(T^2) \hookrightarrow L^\infty(T^2) \) are continuous. We then define the following probability measures:

- \( \mathcal{L}[b_n] \) is the law of \( b_n \) on \( C([0, T]; W^{s,2}(T^2)) \),
- \( \mathcal{L}[q_n] \) is the law of \( q_n \) on \( C([0, T]; W^{s-1,2}(T^2)) \),
- \( \mathcal{L}[b_{0,n}] \) is the law of \( b_{0,n} \) on \( W^{3,2}(T^2) \),
- \( \mathcal{L}[q_{0,n}] \) is the law of \( q_{0,n} \) on \( W^{2,2}(T^2) \),
- \( \mathcal{L}[W^i] \) is the law of \( W^i \) on \( C([0, T]) \).
for each $i \in \mathbb{N}$. Now, by combining (2.45) and Corollary 2.14 with the abstract Arzelà–Ascoli theorem [24, Theorem 1.1.1.], we can obtain the following result.

**Lemma 2.15.** The family of laws $\{\mathcal{L}[b_n] : n \in \mathbb{N}\}$ is tight on $C([0, T]; W^{s,2}(\mathbb{T}^2))$. The family of laws $\{\mathcal{L}[q_n] : n \in \mathbb{N}\}$ is tight on $C([0, T]; W^{s-1,2}(\mathbb{T}^2))$. The family of laws $\{\mathcal{L}[b_{0,n}] : n \in \mathbb{N}\}$ is tight on $W^{3,2}(\mathbb{T}^2)$. The family of laws $\{\mathcal{L}[q_{0,n}] : n \in \mathbb{N}\}$ is tight on $W^{2,2}(\mathbb{T}^2)$.

**Proof.** Due to the compact embedding

$$C([0, T]; W^{3,2}(\mathbb{T}^2)) \cap C^\gamma([0, T]; L^2(\mathbb{T}^2)) \hookrightarrow C([0, T]; W^{s,2}(\mathbb{T}^2)),$$

which holds for $\gamma > 0$ and $s < 3$, see [24, Proposition 5.2.5.], it follows that for any fixed $L > 0$, the set

$$B_L := \{b \in C([0, T]; W^{3,2}(\mathbb{T}^2)) \cap C^\gamma([0, T]; L^2(\mathbb{T}^2)) : \|b\|_{C([0, T]; W^{3,2}(\mathbb{T}^2)) \cap C^\gamma([0, T]; L^2(\mathbb{T}^2))} \leq L\}$$

is compact in $C([0, T]; W^{s,2}(\mathbb{T}^2))$. Moreover, by Chebyshev’s inequality,

$$\mathcal{L}[b_n](B_L^c) = \mathbb{P}(\|b_n\|_{C([0, T]; W^{3,2}(\mathbb{T}^2)) \cap C^\gamma([0, T]; L^2(\mathbb{T}^2))} > L) \leq \mathbb{P}(\|b_n\|_{C([0, T]; W^{3,2}(\mathbb{T}^2))} > L/2) + \mathbb{P}(\|b_n\|_{C^\gamma([0, T]; L^2(\mathbb{T}^2))} > L/2) \leq \frac{16}{L^4} \mathbb{E}\left(\|b_n(t)\|_{C([0, T]; W^{3,2}(\mathbb{T}^2))}^4 + \|b_n(t)\|_{C^\gamma([0, T]; L^2(\mathbb{T}^2))}^4\right),$$

so that by (2.45) and Corollary 2.14,

$$\sup_{n \in \mathbb{N}} \mathcal{L}[b_n](B_L^c) \lesssim \frac{1}{L} \to 0$$

as $L \to \infty$. This completes the proof of the first part of the lemma. The second part can be done analogously. For the third part, we use the continuity property of the projection $P_n$ to get that $b_{0,n} := P_n b_0 \to b_0$ a.s. This implies convergence in law which further implies tightness due to Prokhorov’s theorem. The fourth part follows the same argument. □

We also note that since for each $i \in \mathbb{N}$, $\{\mathcal{L}[W^i]\}$ is a singleton, it is trivially weakly compact and hence tight on $C([0, T])$. An immediate consequence of this remark and the lemma above is that:

**Corollary 2.16.** The family of measures $\{\mathcal{L}[b_n, q_n, b_{0,n}, q_{0,n}, \{W^i\}_{i \in \mathbb{N}}] : n \in \mathbb{N}\}$ is tight on $\chi$.

With tightness of the measures in hand, we can now proceed to identify the limits of the sequence of functions by way of the Jakubowski–Skorokhod representation theorem [25]. See also, [11, Theorem 2.7.1].

**Proposition 2.17.** There exists a complete probability space $(\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{\mathbb{P}})$ with $\chi$-valued Borel measurable random variables $\{\tilde{b}_n, \tilde{q}_n, \tilde{b}_{0,n}, \tilde{q}_{0,n}, \{\tilde{W}^i\}_{i \in \mathbb{N}}\}_{n \in \mathbb{N}}$ and $\{\tilde{b}, \tilde{q}, \tilde{b}_0, \tilde{q}_0, \{\tilde{W}^i\}_{i \in \mathbb{N}}\}$ such that (up to a subsequence, not relabelled):

- the law of $\{\tilde{b}_n, \tilde{q}_n, \tilde{b}_{0,n}, \tilde{q}_{0,n}, \{\tilde{W}^i\}_{i \in \mathbb{N}}\}_{n \in \mathbb{N}}$ is $\mathcal{L}[b_n, q_n, b_{0,n}, q_{0,n}, \{W^i\}_{i \in \mathbb{N}}]$, $n \in \mathbb{N}$;
- the law of $\{\tilde{b}, \tilde{q}, \tilde{b}_0, \tilde{q}_0, \{\tilde{W}^i\}_{i \in \mathbb{N}}\}$ is a Radon measure;
- the following convergences

(2.51) $\tilde{b}_n \to \tilde{b}$ in $C([0, T]; W^{s,2}(\mathbb{T}^2))$
(2.52) $\tilde{q}_n \to \tilde{q}$ in $C([0, T]; W^{s-1,2}(\mathbb{T}^2))$
(2.53) $\tilde{b}_{0,n} \to \tilde{b}_0$ in $W^{3,2}(\mathbb{T}^2)$
(2.54) $\tilde{q}_{0,n} \to \tilde{q}_0$ in $W^{2,2}(\mathbb{T}^2)$
(2.55) $\tilde{W}^i \to \tilde{W}^i$ in $C([0, T])$

hold $\tilde{\mathbb{P}}$-a.s. as $n \to \infty$. 


2.3.4. Existence of a strong martingale solution for the system with cut-off. Due to the equivalence of laws, as stated in Proposition 2.17 as well as [11] Theorem 2.9.1, we can conclude that on the new probability space \((\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{\mathbb{P}})\), the collection \((\tilde{b}_n, \tilde{q}_n, \tilde{b}_{0,n}, \tilde{q}_{0,n}, \{\tilde{W}^i_n\}_{i \in \mathbb{N}})\) satisfies the nth order Galerkin approximation (2.25) – (2.29) where \(\{\tilde{W}^i_n\}_{i \in \mathbb{N}}\) is a family of independent Brownian motions. Furthermore, we can endow this new space with the canonical filtration
\[
\tilde{\mathcal{F}}^n_t = \sigma\left(\sigma_t[\tilde{b}_n] \cup \sigma_t[\tilde{q}_n] \cup_{i \in \mathbb{N}} \sigma_t[\tilde{W}^i_n]\right), \quad t \in [0, T].
\]
Similarly, we can define the \(\sigma\)-algebra \((\tilde{\mathcal{F}}^n_t)_{t \geq 0}\) on \((\tilde{b}, \tilde{q}, \{\tilde{W}^i\}_{i \in \mathbb{N}})\) by using [11] Lemma 2.9.3 and Proposition 2.17. Now, because \((\tilde{b}_n, \tilde{q}_n)\) solves (2.25) – (2.29), it satisfies (2.45), and thus by Fatou’s lemma, its limit \((\tilde{b}, \tilde{q})\) satisfies the bound
\[
\mathbb{E} \sup_{t \in [0, T]} (\|\tilde{b}(t)\|_3^4 + \|\tilde{q}(t)\|_2^4) \lesssim 1.
\]
We can however improve this to strong continuity in time for \((\tilde{b}, \tilde{q})\) by mimicking the argument in [26] Page 1665. Indeed, we observe that \(\tilde{b}_n\) satisfies (2.32) since again, \((\tilde{b}_n, \tilde{q}_n)\) solves (2.25) – (2.29). By summing the equation over the multiindex \(|\beta| \leq 3\), we can conclude that
\[
\begin{align*}
\|\tilde{b}(t)\|_3^2 &= \|\tilde{b}(0)\|_3^2 \quad - 2 \int_0^t \|P_n(\tilde{\xi}_i \cdot \nabla)\tilde{b}(s)\|_3^2 \, d\sigma - 2 \int_0^t \langle (\tilde{\xi}_i \cdot \nabla)\tilde{b}_n, \tilde{b}_n \rangle_{3,2} \, d\tilde{W}^i_{\sigma} \quad (2.57) \end{align*}
\]
holds \(\mathbb{P}\)-a.s. for all \(t \in [0, T]\). Since we have the a.s. converges result from Proposition 2.17 and the limit satisfies (2.56), we can pass to the limit as \(n \to \infty\) in (2.57) to obtain
\[
\begin{align*}
\|\tilde{b}(t)\|_3^2 &= \|\tilde{b}(0)\|_3^2 \quad - 2 \int_0^t \|P_n(\tilde{\xi}_i \cdot \nabla)\tilde{b}(s)\|_3^2 \, d\sigma - 2 \int_0^t \langle (\tilde{\xi}_i \cdot \nabla)\tilde{b}, \tilde{b} \rangle_{3,2} \, d\tilde{W} \quad (2.58) \end{align*}
\]
\(\mathbb{P}\)-a.s. for all \(t \in [0, T]\). Note in particular that the convergence \(\theta^R_n \to \theta_R\) follows from the convergence result in Proposition 2.17 and the embeddings \(W^{s,2}(\mathbb{T}^2) \hookrightarrow W^{1,\infty}(\mathbb{T}^2)\) and \(W^{s-1,2}(\mathbb{T}^2) \hookrightarrow L^{\infty}(\mathbb{T}^2)\) which hold for \(s > 2\). Moving on, we note that it follows from (2.58) that \(\|\tilde{b}(t)\|_3^2\) is continuous in \(t\) since the right-hand side is continuous in time. Combining this with (2.56) yields \(\tilde{b} \in L^2(\tilde{\Omega}; C([0, T]; W^{3,2}(\mathbb{T}^2)))\). The same argument applies to \(\tilde{q}\) and we obtain \(\tilde{q} \in L^2(\tilde{\Omega}; C([0, T]; W^{2,2}(\mathbb{T}^2)))\). Furthermore, \((\tilde{b}, \tilde{q})\) are \((\tilde{\mathcal{F}})\)-progressively measurable processes since they both have the continuity and measurability properties [11] Proposition 2.1.8. Finally, using once more Proposition 2.17 and the properties of the projections, we are able to pass to the limit in (2.25) – (2.29) (which is satisfied by \((\tilde{b}_n, \tilde{q}_n, \{\tilde{W}^i_n\}_{i \in \mathbb{N}})\) to obtain our next result. In particular, the passage to the limit in the stochastic integral term makes use of [11] Lemma 2.6.6 (see also, [27] Lemma 2.1).

**Proposition 2.18** (Strong martingale solution). Fix \(R > 0\). Let \(((\xi_i)_{i \in \mathbb{N}}, u_h, f, b_0, q_0)\) satisfy (2.19). Then there exists a stochastic basis \((\tilde{\Omega}, \tilde{\mathcal{F}}, (\tilde{\mathcal{F}}_t)_{t \geq 0}, \tilde{\mathbb{P}})\), a family of \((\tilde{\mathcal{F}}_t)\)-Brownian motions \(\{\tilde{W}^i\}_{i \in \mathbb{N}}\) and \((\tilde{\mathcal{F}}_t)\)-progressively measurable processes
\[
\begin{align*}
\tilde{b} &\in L^2(\tilde{\Omega}; C([0, T]; W^{3,2}(\mathbb{T}^2))), \\
\tilde{q} &\in L^2(\tilde{\Omega}; C([0, T]; W^{2,2}(\mathbb{T}^2)))
\end{align*}
\]
with law \(\mathcal{L}[\tilde{b}_0, \tilde{q}_0] = \mathcal{L}[b_0, q_0]\) such that \((\tilde{b}, \tilde{q})\) satisfies
\[
\begin{align*}
\tilde{b}(t) &= \tilde{b}_0 - \int_0^t \theta_R([\tilde{u} \cdot \nabla])\tilde{b}\, d\sigma - \int_0^t (\tilde{\xi}_i \cdot \nabla)\tilde{b} \circ d\tilde{W}^i_{\sigma}, \\
\tilde{q}(t) &= \tilde{q}_0 - \int_0^t \theta_R([\tilde{u} \cdot \nabla])(\tilde{q} - \tilde{b}) \, d\sigma - \int_0^t (u_h \cdot \nabla)\tilde{b} \, d\sigma - \int_0^t (\tilde{\xi}_i \cdot \nabla)(\tilde{q} - \tilde{b}) \circ d\tilde{W}^i_{\sigma}
\end{align*}
\]
\(\tilde{\mathbb{P}}\)-a.s. for all \(t \in [0, T]\).
This result establishes the existence of a strong martingale solution for the system with cut-off. We can now proceed to show pathwise uniqueness for this cut-off system so that we are able to apply a Yamada–Watanabe type argument to establish the existence of an improved strong pathwise solution for the system with cut-off.

2.3.5. Pathwise uniqueness for the system with cut-off. In the following, we let \((b_1, q_2)\) and \((b_2, q_2)\) be two solutions of \((2.20)\)–\((2.24)\) with the same data class \((2.19)\). We now set \(b_{12} := b_1 - b_2\), \(q_{12} := q_1 - q_2\), \(u_{12} := u_1 - u_2\) and \(\theta_{R}^{22} := \theta_{R}^{21} - \theta_{R}^{21}\) so that \((b_{12}, q_{12}, \theta_{R}^{22})\) satisfies

\[
\begin{align*}
\frac{dx_{12}}{dt} &= \left(\theta_{R}^{22}(u_1 \cdot \nabla) b_1 + \theta_{R}^{22}(u_{12} \cdot \nabla) b_1 + \theta_{R}^{22}(u_2 \cdot \nabla) b_1\right) dt + \frac{1}{2} \sum_{i} (\xi_i \cdot \nabla)(\xi_i \cdot \nabla) b_{12} \, dW^i, \\
\frac{dx_{12}}{dt} &= \left(\theta_{R}^{22}(u_1 \cdot \nabla) b_1 + \theta_{R}^{22}(u_{12} \cdot \nabla) b_1 + \theta_{R}^{22}(u_2 \cdot \nabla) b_1\right) dt + \frac{1}{2} \sum_{i} (\xi_i \cdot \nabla)(\xi_i \cdot \nabla) b_{12} \, dW^i,
\end{align*}
\] (2.61)

and \((b_{12}, u_{12}, q_{12}, P_{12})\) satisfies

\[
\begin{align*}
\frac{dx_{12}}{dt} &= \left(\theta_{R}^{22}(u_1 \cdot \nabla) (q_1 - b_1) + \theta_{R}^{22}(u_{12} \cdot \nabla) (q_1 - b_1) + \theta_{R}^{22}(u_2 \cdot \nabla) (q_{12} - b_{12}) + (u_1 \cdot \nabla) b_{12}\right) dt + \frac{1}{2} \sum_{i} (\xi_i \cdot \nabla)(\xi_i \cdot \nabla) (q_{12} - b_{12}) \, dW^i = 0.
\end{align*}
\] (2.62)

If we apply \(\partial^\beta\) to the equation \((2.61)\) for \(b_{12}\) above where now \(|\beta| \leq 2\), we obtain

\[
\begin{align*}
\frac{dx_{12}}{dt} &= \left(\theta_{R}^{22}(u_1 \cdot \nabla) \partial^\beta b_1 + \theta_{R}^{22}(u_{12} \cdot \nabla) \partial^\beta b_1 + \theta_{R}^{22}(u_2 \cdot \nabla) \partial^\beta b_1\right) dt + \frac{1}{2} \sum_{i} (\xi_i \cdot \nabla)(\xi_i \cdot \nabla) \partial^\beta b_{12} \, dW^i = (S_1 + S_2 + S_3) dt,
\end{align*}
\] (2.63)

where

\[
S_1 := \theta_{R}^{22}((u_1 \cdot \partial^\beta \nabla) b_1 - \partial^\beta((u_1 \cdot \nabla) b_1)), \\
S_2 := \theta_{R}^{22}((u_{12} \cdot \partial^\beta \nabla) b_1 - \partial^\beta((u_{12} \cdot \nabla) b_1)), \\
S_3 := \theta_{R}^{22}((u_2 \cdot \partial^\beta \nabla) b_1 - \partial^\beta((u_2 \cdot \nabla) b_1)).
\]

For \(s \in (2, 3)\), we can now use the commutator estimate and the fact that

\[
\begin{align*}
|\theta_{R}^{22}| &\lesssim_R \|b_{12}\|_{s, 2} + \|u_{12}\|_{s, 2} + \|q_{12}\|_{s, 2}, \\
&\lesssim_R \|b_{12}\|_{s, 2} + \|u_{12}\|_{s, 2} + \|q_{12}\|_{s, 2}, \\
&\lesssim_R \|b_1\|_{s, 2} + \|b_2\|_{s, 2} + \|q_1\|_{s, 2} + \|q_2\|_{s, 2},
\end{align*}
\] (2.64)

de to obtain the estimates

\[
\begin{align*}
\|S_1\|_2 &\lesssim_R \|b_{12}\|_{s, 2} + \|q_{12}\|_{s, 2}, \\
\|S_2\|_2 &\lesssim_R \|q_{12}\|_{s, 2}, \\
\|S_3\|_2 &\lesssim_R (1 + \|q_2\|_{s, 2})\|b_{12}\|_{s, 2}.
\end{align*}
\] (2.65)

(2.66)

(2.67)

If we apply Itô’s formula to the mapping \(t \mapsto \|\partial^\beta b_{12}(t)\|_2^2\) with \(|\beta| \leq 2\), we obtain

\[
\begin{align*}
\frac{d\|\partial^\beta b_{12}(t)\|_2^2}{dt} &= -2 \int_{\mathbb{T}^2} \left(\theta_{R}^{22}(u_1 \cdot \nabla) \partial^\beta(b_1) + \theta_{R}^{22}(u_{12} \cdot \nabla) \partial^\beta(b_1) + \theta_{R}^{22}(u_2 \cdot \nabla) \partial^\beta(b_1)\right) \partial^\beta b_{12} dx dt \\
&- \int_{\mathbb{T}^2} \partial^\beta[(\xi_i \cdot \nabla)(\xi_i \cdot \nabla)b_{12}]) \partial^\beta b_{12} dx dt - \|\partial^\beta((\xi_i \cdot \nabla)b_{12})\|_2^2 dt \\
&- 2 \int_{\mathbb{T}^2} \partial^\beta[(\xi_i \cdot \nabla)b_{12}]) \partial^\beta b_{12} dx dW^i_t + 2 \int_{\mathbb{T}^2} (S_1 + S_2 + S_3) \partial^\beta b_{12} dx dt.
\end{align*}
\] (2.68)

We can now use \((2.64)\) to obtain

\[
\begin{align*}
2 \int_{\mathbb{T}^2} \theta_{R}^{22}(u_1 \cdot \nabla) \partial^\beta(b_1) \partial^\beta b_{12} dx &\leq G_1(t)(\|b_{12}\|_{2, 2}^2 + \|q_{12}\|_{1, 2}^2)
\end{align*}
\] (2.69)
where

\begin{align}
G_1(t) := c(R) \left( 1 + \sum_{i=1}^{2} \|b_i(t)\|_{2,2}^3 + \sum_{i=1}^{2} \|q_i(t)\|_{2,2}^3 \right),
\end{align}

Also,

\begin{align}
\left| 2 \int_{T^2} \theta_R^2([u_{12} \cdot \nabla \varpartial^\beta]b_1] \varpartial^\beta b_{12} \, dx \right| \leq G_2(t) \left( \|b_{12}\|_{2,2}^2 + \|q_{12}\|_{1,2}^2 \right)
\end{align}

where

\begin{align}
G_2(t) := c(R)\|b_1(t)\|_{3,2}.
\end{align}

On the other hand, because \( u_2 \) is divergence free, by integration by parts,

\begin{align}
\left| 2 \int_{T^2} \theta_R^2([u_2 \cdot \nabla \varpartial^\beta]b_{12}] \varpartial^\beta b_{12} \, dx \right| = 0.
\end{align}

Next, from (2.65)–(2.67), we have that

\begin{align}
2 \int_{T^2} (S_1 + S_2 + S_3) \varpartial^\beta b_{12} \, dx \leq G_3(t) \left( \|b_{12}\|_{2,2}^2 + \|q_{12}\|_{1,2}^2 \right)
\end{align}

where

\begin{align}
G_3(t) := c(R) \left( 1 + \sum_{i=1}^{2} \|b_i(t)\|_{3,2} + \sum_{i=1}^{2} \|q_i(t)\|_{2,2} \right).
\end{align}

Finally, using Lemma 2.2 we obtain the following estimate

\begin{align}
\left| \int_{T^2} \varpartial^\beta [((\xi_i \cdot \nabla) \xi_i \cdot \nabla) b_{12}] \varpartial^\beta b_{12} \, dx + \|\varpartial^\beta [((\xi_i \cdot \nabla) b_{12}] \|_{2,2}^2 \right| \leq \|b_{12}\|_{2,2}^2.
\end{align}

In summary, by summing all terms in (2.68) over \( |\beta| \leq 2 \) we have shown that

\begin{align}
\sum_{|\beta| \leq 2} \varpartial^\beta [((\xi_i \cdot \nabla) b_{12}] \varpartial^\beta b_{12} \, dx \leq G_4(t) \left( \|b_{12}\|_{2,2}^2 + \|q_{12}\|_{1,2}^2 \right)
\end{align}

where

\begin{align}
G_4(t) \sim G_1(t).
\end{align}

Next, we return to (2.62) and apply \( \varpartial^\beta \) with \( |\beta| \leq 1 \) to it to obtain

\begin{align}
d\varpartial^\beta q_{12} + \left( \theta_R^2([u_1 \cdot \nabla \varpartial^\beta](q_1 - b_1)] + \theta_R^2([u_{12} \cdot \nabla \varpartial^\beta](q_1 - b_1)] + \theta_R^2([u_2 \cdot \nabla \varpartial^\beta](q_1 - b_1]) \right)
\end{align}

\begin{align}
+ (u_h \cdot \nabla \varpartial^\beta) b_{12}) \, dt + \frac{1}{2} \varpartial^\beta [((\xi_i \cdot \nabla) ((\xi_i \cdot \nabla)(q_{12} - 2b_{12})] \, dt + \varpartial^\beta [((\xi_i \cdot \nabla)(q_{12} - b_{12})] \, dW^i = (S_4 + \ldots + S_{10}) \, dt
\end{align}

where

\begin{align}
S_4 := \theta_R^2([u_1 \cdot \nabla \varpartial^\beta](q_1 - \varpartial^\beta((u_1 \cdot \nabla)q_1]], S_5 := -\theta_R^2([u_1 \cdot \nabla \varpartial^\beta](q_1 - \varpartial^\beta((u_1 \cdot \nabla)q_1]],
\end{align}

\begin{align}
S_6 := \theta_R^2([u_{12} \cdot \nabla \varpartial^\beta](q_1 - \varpartial^\beta((u_{12} \cdot \nabla)q_1]], S_7 := -\theta_R^2([u_{12} \cdot \nabla \varpartial^\beta](q_1 - \varpartial^\beta((u_{12} \cdot \nabla)q_1]],
\end{align}

\begin{align}
S_8 := \theta_R^2([u_2 \cdot \nabla \varpartial^\beta](q_1 - \varpartial^\beta((u_2 \cdot \nabla)q_1]], S_9 := -\theta_R^2([u_2 \cdot \nabla \varpartial^\beta](q_1 - \varpartial^\beta((u_2 \cdot \nabla)q_1]],
\end{align}

\begin{align}
S_{10} := ([u_h \cdot \nabla \varpartial^\beta] b_{12}) - \varpartial^\beta([u_h \cdot \nabla] b_{12}].
\end{align}

Similar to the estimates for \( S_1, S_2 \) and \( S_3 \) above, we can show that

\begin{align}
\|S_i\|_2 \leq G_5(t)(\|b_{12}\|_{2,2} + \|q_{12}\|_{1,2}), \quad i = 4, \ldots, 10.
\end{align}
where

\[(2.81) \quad G_5(t) := c(R) \left( 1 + \|u_6\|_2^3, 2 + \|f\|_2^3, 2 + \sum_{i=1}^2 \|b_i(t)\|_2^2, 2 + \sum_{i=1}^2 \|q_i(t)\|_2^2, 2 \right).\]

Therefore, with $|\beta| \leq 1$, we have that

\[(2.82) \quad 2 \left| \int_{\mathbb{T}^2} (S_4 + \ldots + S_{10}) \partial^\beta q_{12} \, dx \right| \leq G_5(t) \left( \|b_{12}\|_2^2, 2 + \|q_{12}\|_2^2, 2 \right).

If we apply Itô’s formula to the mapping $t \mapsto \|\partial^\beta q_{12}(t)\|_2^2$ with $|\beta| \leq 1$, we obtain

\[(2.83) \quad \begin{align*}
\|\partial^\beta q_{12}(t)\|_2^2 &= -2 \int_{\mathbb{T}^2} \left( \theta_R^2 \|(u_1 \cdot \nabla \partial^\beta)(q(t) - b_1)\| + \theta_R^2 \|(u_1 \cdot \nabla \partial^\beta)(q_1 - b_1)\| \\
&+ \theta_R^2 \|(u_2 \cdot \nabla \partial^\beta)(q(t) - b_1)\| + (u_2 \cdot \nabla \partial^\beta)b_{12}\rangle \right) d\beta q_{12} \, dx \, dt \\
&\quad - \int_{\mathbb{T}^2} \partial^\beta ((\xi_i \cdot \nabla)(q(t) - 2b_{12})) \partial^\beta q_{12} \, dx \, dt - \|\partial^\beta((\xi_i \cdot \nabla)(q(t) - b_{12}))\|_2^2 \, dt \\
&\quad - 2 \int_{\mathbb{T}^2} \partial^\beta((\xi_i \cdot \nabla)(q(t) - b_{12})) \partial^\beta b_{12} \, dx \, dW^i_t + 2 \int_{\mathbb{T}^2} (S_4 + \ldots + S_{10}) \partial^\beta q_{12} \, dx \, dt.
\end{align*}
\]

If we now combine (2.80) with an argument similar to how (2.77) was derived, we deduce by summing all terms in (2.83) over $|\beta| \leq 1$ that

\[(2.84) \quad \|q_{12}(t)\|_2^2, 2 \leq G_5(t) \left( \|b_{12}\|_2^2, 2 + \|q_{12}\|_2^2, 2 \right) \, dt - 2 \sum_{|\beta| \leq 1} \int_{\mathbb{T}^2} \partial^\beta((\xi_i \cdot \nabla)(q(t) - b_{12})) \partial^\beta q_{12} \, dx \, dW^i_t.

Further summing up (2.77) and (2.84) yields

\[(2.85) \quad \begin{align*}
d\left( \|b_{12}(t)\|_2^2, 2 + \|q_{12}(t)\|_2^2, 2 \right) &\leq G(t) \left( \|b_{12}\|_2^2, 2 + \|q_{12}\|_2^2, 2 \right) \, dt \\
&\quad - 2 \sum_{|\beta| \leq 2} \int_{\mathbb{T}^2} \partial^\beta((\xi_i \cdot \nabla)b_{12}) \partial^\beta b_{12} \, dx \, dW^i_t \\
&\quad - 2 \sum_{|\beta| \leq 1} \int_{\mathbb{T}^2} \partial^\beta((\xi_i \cdot \nabla)(q(t) - b_{12})) \partial^\beta q_{12} \, dx \, dW^i_t
\end{align*}
\]

where $G(t) \sim G_5(t)$. Next, we make use of the Itô’s product rule

\[(2.86) \quad \begin{align*}
d\left[ e^{-\int_0^t G(\sigma) \, d\sigma} \left( \|b_{12}(t)\|_2^2, 2 + \|q_{12}(t)\|_2^2, 2 \right) \right] &= -G(t)e^{-\int_0^t G(\sigma) \, d\sigma} \left( \|b_{12}(t)\|_2^2, 2 + \|q_{12}(t)\|_2^2, 2 \right) \, dt \\
&\quad + e^{-\int_0^t G(\sigma) \, d\sigma} \, d\left( \|b_{12}(t)\|_2^2, 2 + \|q_{12}(t)\|_2^2, 2 \right).
\end{align*}
\]

With (2.85) and (2.86) in hand, we obtain

\[(2.87) \quad \begin{align*}
e^{-\int_0^t G(\sigma) \, d\sigma} \left( \|b_{12}(t)\|_2^2, 2 + \|q_{12}(t)\|_2^2, 2 \right) &\leq \left( \|b_{12}(0)\|_2^2, 2 + \|q_{12}(0)\|_2^2, 2 \right) \\
&\quad - 2 \int_0^t e^{-\int_s^t G(\sigma) \, d\sigma} \sum_{|\beta| \leq 2} \int_{\mathbb{T}^2} \partial^\beta((\xi_i \cdot \nabla)b_{12}) \partial^\beta b_{12} \, dx \, dW^i_s \\
&\quad - 2 \int_0^t e^{-\int_s^t G(\sigma) \, d\sigma} \sum_{|\beta| \leq 1} \int_{\mathbb{T}^2} \partial^\beta((\xi_i \cdot \nabla)(q(t) - b_{12})) \partial^\beta q_{12} \, dx \, dW^i_s.
\end{align*}
\]

Since the paths of $b_i$ and $q_i$, $i = 1, 2$ are a.s. continuous in $W^{3,2}(\mathbb{T}^2)$ and $W^{2,2}(\mathbb{T}^2)$ respectively, it follows that $e^{-\int_0^t G(\sigma) \, d\sigma}$ is a.s strictly positive. Recall that $G \sim G_5$ where the latter is given by (2.81). Furthermore, the expectation of the Itô stochastic integrals in (2.87) are zero leading to

\[(2.88) \quad \mathbb{E}\left[ e^{-\int_0^t G(\sigma) \, d\sigma} \left( \|b_{12}(t)\|_2^2, 2 + \|q_{12}(t)\|_2^2, 2 \right) \right] \leq \mathbb{E}\left( \|b_{12}(0)\|_2^2, 2 + \|q_{12}(0)\|_2^2, 2 \right).\]
Combining the strict positivity of $e^{-\int_0^t \mathcal{G}(\sigma) \, d\sigma}$ with the fact that $b_1(0) = b_2(0)$ and $q_1(0) = q_2(0)$, we conclude that

$$
\langle b_{12}(t) \rangle = 0.
$$

2.3.6. Existence of a strong pathwise solution for the system with cut-off. Having shown the existence of a strong martingale solution and pathwise uniqueness, we are now in the position to establish the existence of a strong pathwise solution of (2.20)–(2.24). This follows from the application of the Gühn–Krylov characterization of convergence in probability which requires the analysis of two families of approximate solutions. In this regard, we return to the Galerkin system (2.25)–(2.29) and consider two of its solutions $(b_m, q_m)$ and $(b_n, q_n)$ with respective initial conditions (2.27). If we let $L[b_m, q_m, b_{0,m}, q_{0,m}, b_n, q_n, b_{0,n}, q_{0,n}, \{W^i\}_{i \in \mathbb{N}}]$ be the law on the extended space

$$
\chi^2 := [C([0,T]; W^{s,2}(T^2)) \times C([0,T]; W^{s-1,2}(T^2)) \times W^{3,2}(T^2) \times W^{2,2}(T^2)]^2 \times C([0,T])^N
$$

where for a space $S$, $S^p$ denotes the product space $S \times \ldots \times S$ ($p$-times), then we can show that

The family of measures $\{L[b_m, q_m, b_{0,m}, q_{0,m}, b_n, q_n, b_{0,n}, q_{0,n}, \{W^i\}_{i \in \mathbb{N}}] : n \in \mathbb{N}\}$ is tight on $\chi^2$. The tightness argument is a direct adaptation of Corollary 2.16. Let us now fix an arbitrary subsequence $\{L[b_{m_k}, q_{m_k}, b_{0,m_k}, q_{0,m_k}, b_{n_k}, q_{n_k}, b_{0,n_k}, q_{0,n_k}, \{W^{i_k}\}_{i_k \in \mathbb{N}}] : k \in \mathbb{N}\}$ of $\{L[b_m, q_m, b_{0,m}, q_{0,m}, b_n, q_n, b_{0,n}, q_{0,n}, \{W^i\}_{i \in \mathbb{N}}] : n \in \mathbb{N}\}$, which will also be tight on $\chi^2$. Then by passing to a further subsequence (not relabelled), just like in Proposition 2.17, we obtain the following result by way of Jakubowski–Skorokhod representation theorem.

**Proposition 2.19.** There exists a complete probability space $(\Omega, \mathcal{F}, \mathbb{P})$ with $\chi^2$-valued Borel measurable random variables $\{\hat{b}_{m_k}, \hat{q}_{m_k}, \hat{b}_{0,m_k}, \hat{q}_{0,m_k}, \hat{b}_{n_k}, \hat{q}_{n_k}, \hat{b}_{0,n_k}, \hat{q}_{0,n_k}, \{W^{i_k}\}_{i_k \in \mathbb{N}}\}_{k \in \mathbb{N}}$ and $(\hat{b}, \hat{q}, \hat{b}_0, \hat{q}_0, \hat{b}, \hat{q}, \hat{b}_0, \hat{q}_0, \{W^i\}_{i \in \mathbb{N}})$ such that (up to a subsequence, not relabelled):

- the law of $\{\hat{b}_{m_k}, \hat{q}_{m_k}, \hat{b}_{0,m_k}, \hat{q}_{0,m_k}, \hat{b}_{n_k}, \hat{q}_{n_k}, \hat{b}_{0,n_k}, \hat{q}_{0,n_k}, \{W^{i_k}\}_{i_k \in \mathbb{N}}\}_{k \in \mathbb{N}}$ is $L[b_{m_k}, q_{m_k}, b_{0,m_k}, q_{0,m_k}, b_{n_k}, q_{n_k}, b_{0,n_k}, q_{0,n_k}, \{W^{i_k}\}_{i_k \in \mathbb{N}}]$, $k \in \mathbb{N}$;
- the law of $(\hat{b}, \hat{q}, \hat{b}_0, \hat{q}_0, \hat{b}, \hat{q}, \hat{b}_0, \hat{q}_0, \{W^i\}_{i \in \mathbb{N}})$ is a Radon measure;
- the following convergence

$$(\hat{b}_{m_k}, \hat{q}_{m_k}, \hat{b}_{0,m_k}, \hat{q}_{0,m_k}, \hat{b}_{n_k}, \hat{q}_{n_k}, \hat{b}_{0,n_k}, \hat{q}_{0,n_k}, \{W^{i_k}\}_{i_k \in \mathbb{N}}) \rightarrow (\hat{b}, \hat{q}, \hat{b}_0, \hat{q}_0, \hat{b}, \hat{q}, \hat{b}_0, \hat{q}_0, \{W^i\}_{i \in \mathbb{N}}) \quad \text{in} \quad \chi^2$$

holds $\mathbb{P}$-a.s. as $k \rightarrow \infty$.

Having obtained Proposition 2.19, we now apply the arguments in Section 2.3.4 separately to

$$
\hat{b}_{m_k}, q_{m_k}, b_{0,m_k}, q_{0,m_k}, \{W^{i_k}\}_{i_k \in \mathbb{N}}, \hat{b}, \hat{q}, \hat{b}_0, \hat{q}_0, \{W^i\}_{i \in \mathbb{N}}
$$

and

$$
\hat{b}_{n_k}, q_{n_k}, b_{0,n_k}, q_{0,n_k}, \{W^{i_k}\}_{i_k \in \mathbb{N}}, \hat{b}, \hat{q}, \hat{b}_0, \hat{q}_0, \{W^i\}_{i \in \mathbb{N}}.
$$

Just as in Proposition 2.18, it will follow that, relative to the same Brownian motions $\{W^i\}_{i \in \mathbb{N}}$ and the same stochastic basis $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P})$ where

$$
\mathcal{F}_t = \sigma\left(\{[\hat{b}, \hat{q}, \hat{b}_0, \hat{q}_0] \cup \sigma_t[\hat{b}] \cup \sigma_t[\hat{q}] \cup \sigma_t[\hat{b}_0, \hat{q}_0] \cup \sigma_t[\hat{W}^i] \}, \quad t \in [0,T],
$$

$$(\hat{b}, \hat{q}) \text{ and } (\hat{b}, \hat{q}) \text{ are strong martingale solutions of (2.20)–(2.24) with corresponding initial conditions} \quad (\hat{b}_0, \hat{q}_0) \text{ and } (\hat{b}_0, \hat{q}_0).$$

Furthermore,

$$
\mathbb{P}(\omega \in \Omega : [\hat{b}_0, \hat{q}_0] = [\hat{b}_0, \hat{q}_0]) = 1.
$$

Indeed, since $b_{0,m_k} = P_{m_k} b_0$ and $b_{0,n_k} = P_{n_k} b_0$, for any $l \leq m_k \wedge n_k$,

$$
\mathbb{P}(\omega \in \Omega : [P_{b_{0,m_k}}, P_{b_{0,n_k}}] = [P_{b_0}, \hat{q}_{0,m_k}]) = \mathbb{P}(\omega \in \Omega : [P_{b_{0,m_k}}, P_{b_{0,n_k}}] = [P_{b_0, \hat{q}_{0,m_k}}]) = 1
$$

by equality of the laws and thus the claim follows.

Now denote by $\mu_{m_k,n_k}$ and $\mu$, the joint laws of $(\hat{b}_{m_k}, q_{m_k}, \hat{b}_{m_k}, q_{m_k})$ and $(\hat{b}, \hat{q}, \hat{b}, \hat{q})$ respectively. Then due
to (2.90), \( \mu_{n_k} \rightarrow \mu \) as \( k \rightarrow \infty \). Since \((\hat{b}_0, \hat{q}_0) = (b_0, q_0)\) holds \( \mathbb{P}\)-a.s., by pathwise uniqueness, see Section 2.3.5, \((\hat{b}, \hat{q}) = (\hat{b}, \hat{q})\) holds \( \mathbb{P}\)-a.s. and as such, for \( X := C([0, T]; W^{s, 2}(\mathbb{T}^2)) \times C([0, T]; W^{s-1, 2}(\mathbb{T}^2)) \),

\[ \mu((x, y) \in X \times X : x = y) = \mathbb{P}(\omega \in \hat{\Omega} : [\hat{b}, \hat{q}] = [\hat{b}, \hat{q}]) = 1. \]

We now have all in hand to apply Gyöngy–Krylov’s characterization of convergence [28] or its generalization to quasi-Polish spaces [11, Theorem 2.10.3]. It implies that the original sequence \((b_n, q_n)\) defined on the original probability space \((\Omega, \mathcal{F}, \mathbb{P})\) converges in probability to some random variables \((b, q)\) in the topology of \( C([0, T]; W^{s, 2}(\mathbb{T}^2)) \times C([0, T]; W^{s-1, 2}(\mathbb{T}^2)) \). By taking a subsequence if need be, recall (2.90), we obtain this convergence almost surely. We can then repeat the identification-of-the-limit process for the original sequence on the original probability space (just as was done for the new processes on the new space in Section 2.3.4) to finally deduce that, indeed, the ‘original’ limit is the unique strong pathwise solution of (2.20)–(2.24). In summary, we have shown the following result on the existence of a strong pathwise solution of (2.20)–(2.24).

**Proposition 2.20.** Fix \( R > 0 \). Let \((\xi_i)_{i \in \mathbb{N}}, u_0, f, b_0, q_0\) satisfy (2.19). Let \((\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P})\) be a given stochastic basis with a complete right-continuous filtration and let \(\{W^i\}_{i \in \mathbb{N}}\) be a family of independent \((\mathcal{F}_t)\)-Brownian motions. Then there exists \((\mathcal{F}_t)\)-progressively measurable processes

\[ b \in L^2(\Omega; C([0, T]; W^{3, 2}(\mathbb{T}^2))), \quad q \in L^2(\Omega; C([0, T]; W^{2, 2}(\mathbb{T}^2))) \]

such that \((b, q)\) uniquely solves

\begin{align}
(2.91) & \quad b(t) = b(0) - \int_0^t \theta_R[(u \cdot \nabla)b] \, d\sigma - \int_0^t \xi_i \cdot \nabla b \, dW^i_t, \\
(2.92) & \quad q(t) = q(0) - \int_0^t \theta_R[(u \cdot \nabla)(q - b)] \, d\sigma - \int_0^t (u \cdot \nabla)q \, d\sigma - \int_0^t \xi_i \cdot \nabla(q - b) \, dW^i_t
\end{align}

\( \mathbb{P}\)-a.s. for all \( t \in [0, T] \).

To emphasize that this solution solves a system with cut-offs, we will denote this limit solution by \((b_R, q_R)\). Our next goal is to remove the cut-off to obtain a unique maximal strong pathwise solution of the original problem (2.9)–(2.12).

### 2.4. Maximal strong pathwise solutions of the original system.

In the previous section, we have shown the existence of a unique strong pathwise solution of the approximate system (2.20)–(2.24) with cut-offs. Our goal in this section is to use the solution constructed for this approximate system to obtain a unique strong pathwise solution of our original system (2.9)–(2.12) followed by the maximality and uniqueness of the stopping time. We shall now start off with the construction of the local solutions for our original system.

#### 2.4.1. Existence of a local strong pathwise solution for the original system.

In the following, we define the stopping time \( \tau_R \) as

\[ \tau_R := \inf \{ t \in [0, T] : \|\nabla b_R(t)\|_{\infty} + \|\nabla u_R(t)\|_{\infty} + \|q_R(t)\|_{\infty} \geq R \} \]

with the convention that \( \inf \emptyset = \infty \). Note that \( \tau_R \) is a well-defined stopping time since the map \( t \mapsto \sup_{s \in [0, t]} \|\nabla b_R, \nabla u_R, q_R(s)\|_{\infty} \) is continuous and adapted. This follows from the fact that \((b_R, q_R)\) has continuous trajectories in \( W^{3, 2}(\mathbb{T}^2) \times W^{2, 2}(\mathbb{T}^2) \) and the following continuous embeddings

\[ \|\nabla b_R\|_{\infty} \lesssim \|b_R\|_{3, 2}, \quad \|\nabla u_R\|_{\infty} + \|q_R\|_{\infty} \lesssim 1 + \|q_R\|_{2, 2} \]

hold for any given \( f \in W^{2, 2}(\mathbb{T}^2) \). With this stopping time in hand, an immediate consequence of Proposition 2.20 is the following.

**Corollary 2.21.** Fix \( R > 0 \). For \((\xi_i)_{i \in \mathbb{N}}, u_0, f, b_0, q_0\) satisfying (2.19), there exists a local strong pathwise solution \((b_R, q_R, \tau_R)\) of (2.9)–(2.12).
Note that this corollary follows from Proposition 2.20 because in both cases, the initial condition \((b_0, q_0)\) is integrable in \(\omega\), see (2.19). The extension to general initial data as given in the statement of our overall main result Theorem 2.10 follows the argument in [11, Section 5.3.3]. The main point here is to construct a stopping time \(\tau_{K(R)}\) so that on \([0, \tau_{K(R)}]\), the bound

\[
\sup_{t \in [0, \tau_{K(R)}]} (\|\nabla b_R(t)\|_\infty + \|\nabla u_R(t)\|_\infty + \|q_R(t)\|_\infty) < R
\]

holds \(P\)-a.s. This is done by choosing \(K > 0\) such that \(K = K(R) \to \infty\) as \(R \to \infty\) and \(K(R) < R \min\{1, 1/c\}\). Here, \(c = c(\|f\|, 2.2)\) is the constant such that the estimate

\[
\|\nabla b_R\|_\infty \leq c(1 + \|b_R\|_{3,2} + \|q_R\|_{2,2})
\]

holds. We then define \(\tau_{K(R)}\) as

\[
\tau_{K(R)} := \inf \{t \in [0, T] : 1 + \|b_R(t)\|_{3,2} + \|q_R(t)\|_{2,2} \geq K(R)\}
\]

on which we obtain (2.93).

With this information in hand, we can now consider the data \(((\xi_i)_{i \in \mathbb{N}}, u_k, f, b_0, q_0)\) satisfying (2.13) rather than (2.19). In particular, the initial conditions \((b_0, q_0)\) are no longer assumed to be integrable with respect to the probability space. We then define the set

\[U_{K(R)} = \{(b, q) \in W^{3,2}(\mathbb{T}^2) \times W^{2,2}(\mathbb{T}^2) : \|b\|_{3,2} + \|q\|_{2,2} < K\}\]

on which

\[(b_0, q_0) \mathbf{1}_{\{b_0, q_0\} \in (U_{K(M)} \cup \bigcup_{j=1}^{M-1} U_{K(j)})}\]

is now bounded in \(\omega\) for any initial condition \((b_0, q_0)\) satisfying (2.13). Therefore, for \((b_0, q_0)\) satisfying (2.13), Proposition 2.20 applies to (2.94) leading to the existence of a unique pathwise solution \((b_M, q_M)\) of the cut-off system (2.20)-(2.24) with \(R = M\). Furthermore, similar to Corollary 2.21, we can remove the cut-off and obtain instead, a local strong pathwise solution \((b_M, q_M, \tau_{K(M)})\) of the original system (2.9)-(2.12) with initial condition (2.94). Moreover, by summing up these solutions, we find that

\[(b, q) = \sum_{M \in \mathbb{N}} (b_M, q_M) \mathbf{1}_{(b_0, q_0) \in (U_{K(M)} \cup \bigcup_{j=1}^{M-1} U_{K(j)})}\]

also solves the same problem up to the a.s. strictly positive stopping time

\[
\tau = \sum_{M \in \mathbb{N}} \tau_{K(M)} \mathbf{1}_{(b_0, q_0) \in (U_{K(M)} \cup \bigcup_{j=1}^{M-1} U_{K(j)})}\]

for any initial condition \((b_0, q_0)\) satisfying (2.13). In summary, we have shown the following result.

**Lemma 2.22.** For \(((\xi_i)_{i \in \mathbb{N}}, u_k, f, b_0, q_0)\) satisfying (2.13), there exists a local strong pathwise solution \((b, q, \tau)\) of (2.9)-(2.12).

Our next goal is to extend the local strong pathwise solution constructed above to a maximal existence time.

### 2.4.2. Maximal strong pathwise solution for the original system

The idea used to extend the solution constructed in the previous section to a maximal time of existence \(\tau\) follows the argument in [11, Section 5.3.4] which rely on [29, Chapter 5, Section 18] to justify the existence of such a maximal time. Indeed, letting

\[
d_R = \tau \wedge \inf \{t \in [0, T] : \|\nabla b(t)\|_\infty + \|\nabla u(t)\|_\infty + \|q(t)\|_\infty \geq R\},
\]

(where \((d_R, \tau)\) corresponds to \((\tau_R, t)\) respectively in [11, Section 5.3.4]), leads to the existence of the maximal solution \((b, q, \tau_R, \tau)\) by repeating the arguments in [11, Section 5.3.4] verbatim except for the obvious change in notations for the various time steps and for the solution.
2.4.3. Uniqueness of maximal strong pathwise solutions. Let \((b_i, q_i, \tau^i_R, \tau^i)\), \(i = 1, 2\) be two maximal strong pathwise solutions of \((2.9) - (2.12)\) with the same general data \(((\xi_i)_{i \in \mathbb{N}}, u_h, f, b_0, q_0)\) satisfying \((2.13)\). If we define

\[\Omega_K = \left\{ \omega \in \Omega : \|b_0(\omega)\|_{3,2} + \|q_0(\omega)\|_{2,2} < K \right\}\]

so that \(\Omega = \bigcup_{K \in \mathbb{R}} \Omega_K\), we can then infer from \((2.45)\) that for each \(i = 1, 2\),

\[\mathbb{E}\left[ \mathbf{1}_{\Omega_K} \sup_{t \in [0, T \wedge \tau^i_R]} \left( \|b_i(t)\|_{3,2} + \|q_i(t)\|_{2,2} \right) \right] \leq 1\]  

with a constant depending only on \(R, K, \|u_h\|_{3,2}\) and \(\|f\|_{2,2}\). Consequently, we can apply the pathwise uniqueness result from Section 2.3.6 on \(\tau^i_R \wedge \tau^2_R\) to conclude that

\[\mathbb{P}\left( \mathbf{1}_{\Omega_K} [b_1, q_1](t \wedge \tau^i_R \wedge \tau^2_R) = \mathbf{1}_{\Omega_K} [b_2, q_2](t \wedge \tau^i_R \wedge \tau^2_R) \text{ for all } t \in [0, T]\right) = 1.\]

We can now use dominated convergence to pass to the limit \(R, K \to \infty\) and obtain

\[\mathbb{P}\left( [b_1, q_1](t \wedge \tau^1 \wedge \tau^2) = [b_2, q_2](t \wedge \tau^1 \wedge \tau^2) \text{ for all } t \in [0, T]\right) = 1.\]

The two solutions therefore coincide up to the stopping time \(\tau^1 \wedge \tau^2\). However since \(\tau^1\) and \(\tau^2\) are both maximal times, it follows that \(\tau^1 = \tau^2\) almost surely.

This finishes the proof of Theorem 2.10

Proof of Theorem 2.12. The proof of Theorem 2.12 is the same as \((2.88)\) for the system with cut-offs. Here, the stopping times \((\tau^j_R)_{R \in \mathbb{N}}, j = 1, 2\) replaces the role of the cut-offs. \(\square\)

3. Blowup of the Stochastic Thermal Quasigeostrophic Equations

Let \((b, q, (\tau_R)_{R \in \mathbb{N}}, \tau)\) be the unique maximal strong pathwise solution of \((2.9) - (2.12)\) as constructed in Section 2 above for a given set of data. As a consequence of this construction, we have seen that, recall Remark 2.8 if \(\tau < \infty\), then

\[\limsup_{t \nearrow \tau} \left( \|\nabla b(t)\|_{\infty} + \|\nabla u(t)\|_{\infty} + \|q(t)\|_{\infty} \right) = \infty \quad \mathbb{P}\text{-a.s.}\]

Thus, the three quantities announces the blowup of solution or numerical simulation at the finite time \(\tau\). This is however too restrictive and it turns out that we do better.

In the following, we want to generalize this to a blowup criteria of Beale–Kato–Majda-type \([16]\). In particular, we show the following result.

**Theorem 3.1.** Let \((b, q, (\tau_R)_{R \in \mathbb{N}}, \tau)\) be a unique maximal strong pathwise solution of \((2.9) - (2.12)\) with a dataset \(((\xi_i)_{i \in \mathbb{N}}, u_h, f, b_0, q_0)\) satisfying:

\[\xi_i \in W^4_{\text{div}}(\mathbb{R}^2), \quad \sum_{i \in \mathbb{N}} \|\xi_i\|_{4,\infty} < \infty, \quad u_h \in W^3_{\text{div}}(\mathbb{R}^2), \quad f \in W^{2,2}(\mathbb{R}^2) \quad \text{and} \quad (b_0, q_0) \in W^{3,2}(\mathbb{R}^2) \times W^{2,2}(\mathbb{R}^2)\]

is a pair of \(\mathcal{F}_0\)-measurable random variables.

For \(M, N \in \mathbb{N}\), let \(\tau^1_M\) and \(\tau^2_N\) be defined as

\[\tau^1_M = \inf \left\{ t \geq 0 : \int_0^t \left( \|\nabla b(s)\|_{\infty} + \|q(s)\|_{\infty} \right) ds \geq M \right\}, \quad \tau^2_N = \inf \left\{ t \geq 0 : \|b(t)\|_{3,2} + \|q(t)\|_{2,2} \geq N \right\}\]

with \(\tau^1 = \lim_{M \to \infty} \tau^1_M\) and \(\tau^2 = \lim_{N \to \infty} \tau^2_N\). Then

\[\tau^1 = \tau^2 = \tau\]

\(\mathbb{P}\text{-a.s.}\)

To prove Theorem 3.1, we require some preparations. We begin by constructing a suitable Green’s function for the elliptic equation at the end of \((2.12)\). This in turn will help us derive a log-Sobolev estimate for the Lipschitz norm of the velocity which is the key to solving Theorem 3.1.
3.1. Log-Sobolev estimate for velocity gradient. In the following, we let \( \nabla_0 := (\partial_{x_2}, \partial_{x_1}, 0)^T \) and 
\( \nabla_0^T := (\partial_{x_2}^T, \partial_{x_1}^T, 0) \) be the three-dimensional extensions of the two-dimensional differential operators 
\( \nabla = (\partial_{x_2}^T, \partial_{x_1}^T) \) and 
\( \nabla^\perp := (\partial_{x_2}, \partial_{x_1}) \) by zero respectively. Our goal is to find an estimate for \( u \) that solves

\[
\mathbf{u} = \nabla^\perp \psi, \quad (\Delta - 1) \psi = w, \quad w = q - f
\]

where \( h \in W^{2,2}(\mathbb{T}^2) \) is given. In particular, inspired by [16], we aim to show that

\[
\|\nabla \mathbf{u}\|_\infty \lesssim 1 + (1 + 2 \ln^+ (\|w\|_{L^2(\mathbb{T}^2)})) \|w\|_\infty
\]

where \( \ln^+ a = \ln a \) if \( a \geq 1 \) and \( \ln^+ a = 0 \) otherwise.

We start with \( G^{\text{per}} \) defined as

\[
G^{\text{per}}(x_1, x_2) = - \sum_{(k_1, k_2) \in \mathbb{Z}^2} e^{i(k_1 x_1 + k_2 x_2)} \left( \frac{k_1^2 + k_2^2}{k_1^2 + k_2^2 + 1} \right), \quad (x_1, x_2) \in \mathbb{T}^2.
\]

Observe that \( G^{\text{per}}(0, 0) = -\infty \) and that \( G^{\text{per}} \in L^2(\mathbb{T}^2) \) as

\[
\|G^{\text{per}}\|_{L^2}^2 = \sum_{(k_1, k_2) \in \mathbb{Z}^2} \left( \frac{k_1^2 + k_2^2}{k_1^2 + k_2^2 + 1} \right)^2 < \infty.
\]

One can check that

\[
(\Delta - 1)G^{\text{per}}(x) = \delta_0.
\]

More precisely

\[
\int_{\mathbb{T}^2} G^{\text{per}}(x)(\Delta - 1)w(x) \, dx = w(0)
\]

for any periodic function \( w \in W^{2,2}(\mathbb{T}^2) \). In particular

\[
(\Delta - 1)G^{\text{per}}(x) = \mathbb{G}(x), \quad x \in \mathbb{T}^2.
\]

That is because \( G^{\text{per}} - \mathbb{G} \in L^2(\mathbb{T}^2) \) will be perpendicular on all elements of the basis of \( L^2(\mathbb{T}^2) \), and therefore it must be 0.

Then \( G^{\text{per}}(x) = \mathbb{G}(x), \ x \in \mathbb{T}^2 \). That is because if \( G^{\text{per}} - \mathbb{G} \in L^2(\mathbb{T}^2) \) will be perpendicular on all elements of the basis of \( L^2(\mathbb{T}^2) \), and therefore it must be 0.

Next let

\[
G^{\text{free}}(x) = - \frac{1}{4\pi} \int_{\mathbb{R}} \frac{e^{-\sqrt{\sqrt{\mathbf{x}^2 + r^2}}}}{\sqrt{\sqrt{\mathbf{x}^2 + r^2}}} \, dr, \quad (x_1, x_2) \in \mathbb{R}^2.
\]

Observe that \( G^{\text{free}}(0, 0) = -\infty \) and that \( G^{\text{free}} \in L^2_{\text{loc}}(\mathbb{R}^2) \) as For \( x \neq (0, 0), r = |x|\mathbb{R} \),

\[
|G^{\text{free}}(x)| = \frac{1}{4\pi} \left| \int_{\mathbb{R}} \frac{e^{-|x|\sqrt{r^2 + 1}}}{\sqrt{r^2 + 1}} \, dr \right| \lesssim \frac{1}{\sqrt{|x|}}.
\]

since \( \sup_{y \geq 0} \sqrt{y} e^{-y} < \infty \). One can check that

\[
(\Delta - 1)G^{\text{free}}(x) = \delta_0.
\]

More precisely, this means that

\[
\int_{\mathbb{R}^2} G^{\text{per}}(x)(\Delta - 1)w(x) \, dx = w(0)
\]
for any smooth function \( w \) with compact support. Note the different way in which we interpret the fundamental solution of the Helmholtz equation on the torus as opposed of that on whole space.

Consider \( \xi = 1 \) in a neighbourhood of \((0,0)\) and \( \xi = 0 \) in a neighbourhood of the boundary on \( \mathbb{T}^2 = [-\frac{1}{2}, \frac{1}{2}] \times [-\frac{1}{2}, \frac{1}{2}] \). Say \( \xi(x_1, x_2) = \eta(|x_1|)\eta(|x_2|) \) where \( \eta : [0, \infty) \to [0, 1] \) is a smooth decreasing function such that

\[
\eta(x) = \begin{cases} 
1 & : |x| \leq \frac{1}{6} \\
0 & : |x| \geq \frac{1}{3}.
\end{cases}
\]

Then \( \xi G^\text{free} \) is periodic and \( \xi G^\text{per} \in L^2(\mathbb{T}^2) \). Moreover, we have that

\[
(\Delta - 1)(\xi(\mathbf{x})G^\text{free}(\mathbf{x})) = (\Delta \xi(\mathbf{x}))G^\text{free}(\mathbf{x}) + 2\nabla \xi(\mathbf{x}) \cdot \nabla G^\text{free}(\mathbf{x}) + \xi(\mathbf{x})(\Delta - 1)G^\text{free}(\mathbf{x}),
\]

where (3.6) is understood in the sense of (3.4). For smooth \( w \), the last term in (3.6) can be explicitly computed as

\[
\xi(\mathbf{x})(\Delta - 1)G^\text{free}(\mathbf{x}) = \delta_0
\]

because

\[
\int_{\mathbb{T}^2} \xi(\mathbf{x})(\Delta - 1)G^\text{free}(\mathbf{x})w(\mathbf{x}) \, d\mathbf{x} = \int_{\mathbb{T}^2} (\Delta - 1)G^\text{free}(\mathbf{x})\xi(\mathbf{x})w(\mathbf{x}) \, d\mathbf{x}
= \int_{\mathbb{R}^2} (\Delta - 1)G^\text{free}(\mathbf{x})\overline{w}(\mathbf{x}) \, d\mathbf{x}
= \overline{w}(0) = \xi(0)w(0) = w(0),
\]

where

\[
\overline{w}(\mathbf{x}) = \begin{cases} 
\xi(\mathbf{x})w(\mathbf{x}) & : \mathbf{x} \in [-\frac{1}{2}, \frac{1}{2}] \times [-\frac{1}{2}, \frac{1}{2}], \\
0 & : \mathbf{x} \in \mathbb{R}^2 \setminus [-\frac{1}{2}, \frac{1}{2}] \times [-\frac{1}{2}, \frac{1}{2}].
\end{cases}
\]

Define next \( \varphi : \mathbb{T}^2 \to \mathbb{R} \).

\[
\varphi(\mathbf{x}) = (\Delta \xi(\mathbf{x}))G^\text{free}(\mathbf{x}) + 2\nabla \xi(\mathbf{x}) \cdot \nabla G^\text{free}(\mathbf{x}), \quad \mathbf{x} \in \mathbb{T}^2.
\]

Then \( \varphi \) is periodic, smooth, bounded and equal to zero in the neighbourhood of the boundary \( [-\frac{1}{2}, \frac{1}{2}] \times [-\frac{1}{2}, \frac{1}{2}] \) as well as on \( [-\frac{1}{4}, \frac{1}{4}] \times [-\frac{1}{4}, \frac{1}{4}] \). Let \( \overline{\varphi} \) be the solution of

\[
(\Delta - 1)\overline{\varphi}(\mathbf{x}) = -\varphi(\mathbf{x}),
\]

where the above equation is interpreted as a PDE on the torus. Then \( \overline{\varphi} \) is also smooth periodic function on the torus. Define

\[
\overline{G}(\mathbf{x}) = \xi(\mathbf{x})G^\text{free}(\mathbf{x}) + \overline{\varphi}(\mathbf{x}).
\]

Then, again in the sense of (3.4), we have that

\[
(\Delta - 1)\overline{G}(\mathbf{x}) = (\Delta - 1)(\xi(\mathbf{x})G^\text{free}(\mathbf{x})) - (\Delta - 1)\overline{\varphi}(\mathbf{x})
= \varphi(\mathbf{x}) + \delta_0(\mathbf{x}) - \varphi(\mathbf{x}) = \delta_0,
\]

and therefore, indeed, we have that

\[
G^\text{per}(\mathbf{x}) = \xi(\mathbf{x})G^\text{free}(\mathbf{x}) + \overline{\varphi}(\mathbf{x}).
\]

In other words \( G^\text{per} \) is the sum of a truncation of \( G^\text{free} \) and a smooth function. Combining this information with [13, Proposition 1] yields (3.3).
3.2. Proof of blowup. In order to prove Theorem 3.1 we first need some preliminary estimates for \((b, q)\) subject to a dataset \(((\xi_i)_{i \in \mathbb{N}}, u_h, f, b_0, q_0)\) satisfying
\[
\xi_i \in W^{4, \infty}_\text{div}(T^2), \quad \sum_{i \in \mathbb{N}} \|\xi_i\|_{4, \infty} < \infty, \quad u_h \in W^{3,2}_\text{div}(T^2), \quad f \in W^{2,2}(T^2),
\]
(3.8)
\[(b_0, q_0) \in L^\infty(\Omega; W^{3,2}(T^2) \times W^{2,2}(T^2))\]
is a pair of \(\mathcal{F}_t\)-measurable random variables.

rather than (3.1). Once we derive the estimate for (3.8), we can conclude that the same estimate hold for (3.1) by employing the truncation argument in [11] Section 5.3.3).

Lemma 3.2. Let \((b, q, (\tau_R)_{R \in \mathbb{N}}, \tau)\) be a unique maximal strong pathwise solution of (2.9) \textendash{} (2.12) with a dataset \(((\xi_i)_{i \in \mathbb{N}}, u_h, f, b_0, q_0)\) satisfying (3.8). For any fixed \(M \in \mathbb{N}\), let \(\tau^1_M\) be as defined Theorem 3.1. Then for a deterministic \(T_\star > 0\),
\[
\mathbb{E} \sup_{t \in [0, \tau^1_M]} \ln(e + \|b(t)\|_{3,2}^2 + \|q(t)\|_{2,2}^2) \lesssim \mathbb{E}(2 + \|b_0\|_{3,2}^2 + \|q_0\|_{2,2}^2) + \sqrt{T_\star}
\]
with a constant depending only on \((\xi_i)_{i \in \mathbb{N}}, u_h, f, M\)

Proof. In the following, we assume that all functions are sufficiently regular. To make the analysis rigorous, one can perform the calculations for the approximating sequence and pass to the limit just as was done in Section 2.3. We don’t have to that to avoid unnecessary repetitions.

First of all, by inspecting the analysis in Section 2.3.1, we can conclude that by applying Itô’s formula to the mapping \(t \mapsto \|b(t)\|_{3,2}^2\) with \(|\beta| \leq 3\), we obtain
\[
\begin{align*}
d\|b(t)\|_{3,2}^2 &= \sum_{|\beta| \leq 3} \left( 2 \int_{T^2} S_1 \partial^\beta b \, dx \, dt - 2 \int_{T^2} \partial^\beta [(\xi_i \cdot \nabla) b] \partial^\beta b \, dx \, dW^i \\
&\quad - \|\partial^\beta [(\xi_i \cdot \nabla) b]\|_{2}^2 \, dt - \int_{T^2} \partial^\beta [(\xi_i \cdot \nabla)](\xi_i \cdot \nabla) b \| \partial^\beta b \, dx \, dt \right) \\
& \quad \mathbb{P} \text{-a.s. for all } t \in [0, T] \text{ where } \\
S_1 := (u \cdot \partial^\beta \nabla) b - \partial^\beta ((u \cdot \nabla) b)
\end{align*}
\]
is such that
\[
\|S_1\|_2 \lesssim \|
\nabla u\|_\infty \|b\|_{3,2} + \|
\nabla b\|_\infty (1 + \|q\|_{2,2}).
\]
Therefore, in combination with Lemma 2.2, we obtain
\[
\begin{align*}
d\|b(t)\|_{3,2}^2 &+ 2 \langle (\xi_i \cdot \nabla) b, b \rangle_{3,2} \, dW^i \lesssim (\|
\nabla u\|_\infty + \|
\nabla b\|_\infty) (e + \|b\|_{3,2}^2 + \|q\|_{2,2}^2) \, dt.
\end{align*}
\]
Similarly, we obtain
\[
\begin{align*}
d\|q(t)\|_{2,2}^2 &= \sum_{|\beta| \leq 3} \left( - 2 \int_{T^2} [(u \cdot \nabla \partial^\beta q) b] \partial^\beta q \, dx \, dt - 2 \int_{T^2} [(u_h \cdot \nabla \partial^\beta q) b \partial^\beta q \, dx \, dt \\
&\quad + 2 \int_{T^2} (S_2 + S_3 + S_4) \partial^\beta q \, dx \, dt - 2 \int_{T^2} \partial^\beta [(\xi_i \cdot \nabla) (q - b)] \partial^\beta q \, dx \, dW^i \\
&\quad - \int_{T^2} \partial^\beta [(\xi_i \cdot \nabla)](\xi_i \cdot \nabla) (q - 2b)] \partial^\beta q \, dx \, dt - \|\partial^\beta [(\xi_i \cdot \nabla) (q - b)]\|_{2}^2 \, dt \right)
\end{align*}
\]
where
\begin{align*}
S_2 &:= -(u \cdot \partial^\beta \nabla) b + \partial^\beta (u \cdot \nabla b), \\
S_3 &:= (u \cdot \partial^\beta \nabla) q - \partial^\beta (u \cdot \nabla q), \\
S_4 &:= -(u_h \cdot \partial^\beta \nabla) b + \partial^\beta (u_h \cdot \nabla b)
\end{align*}
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are such that
\[(3.14) \quad \|S_2\|_2 \lesssim \|\nabla u\|_\infty \|b\|_{3,2} + \|\nabla b\|_\infty (1 + \|q\|_{2,2}),\]
\[(3.15) \quad \|S_3\|_2 \lesssim \|\nabla u\|_\infty \|q\|_{2,2} + \|q\|_\infty (1 + \|q\|_{2,2}),\]
\[(3.16) \quad \|S_4\|_2 \lesssim \|b\|_{3,2} + \|\nabla b\|_\infty .\]

Additionally, the following estimates hold true
\[(3.17) \quad \left| \sum_{|\beta| \leq 2} \langle (u \cdot \nabla \partial^\beta b) , \partial^\beta \bar{q} \rangle \right| \lesssim \|u\|_\infty \|b\|_{3,2}^2 + \|u\|_\infty \|q\|_{2,2}^2 \lesssim \|\nabla u\|_\infty \|b\|_{3,2}^2 + \|\nabla u\|_\infty \|q\|_{2,2}^2.\]
\[(3.18) \quad \left| \sum_{|\beta| \leq 2} \langle (u_h \cdot \nabla \partial^\beta b) , \partial^\beta \bar{q} \rangle \right| \lesssim \|b\|_{3,2}^2 + \|q\|_{2,2}^2\]

since \(u_h \in W^{3,2}(\mathbb{T}^2)\). Notice that we have used Poincaré’s inequality in \(3.17\), recall Remark \(2.4\).

Subsequently, by employing Lemma \(2.2\) we obtain
\[(3.19) \quad d\|q(t)\|_{2,2}^2 + 2 \langle (\xi_i \cdot \nabla)(q - b) , q \rangle_{2,2} dW^i \lesssim (1 + \|\nabla u\|_\infty + \|\nabla b\|_\infty + \|q\|_\infty)\]
\[\quad \times (e + \|b\|_{3,2}^2 + \|q\|_{2,2}^2) dt.\]

If we now define
\[g(t) := e + \|b(t)\|_{3,2}^2 + \|q(t)\|_{2,2}^2,\]
\[M(t) := 2 \int_0^t \frac{1}{g(s)} \left[ \langle (\xi_i \cdot \nabla)b , b \rangle_{3,2} + \langle (\xi_i \cdot \nabla)(q - b) , q \rangle_{2,2} \right] dW^i,\]
then it follows from \(3.12\) and \(3.19\) that
\[(3.20) \quad d\ln[g(t)] \leq c \left( 1 + \|\nabla u\|_\infty + \|\nabla b\|_\infty + \|q\|_\infty \right) dt - dM(t).\]

However, from \(3.3\) (where \(w = f - q\)) and the fact that \(\ln[g(t)] \geq 1\), we have that
\[(3.21) \quad 1 + \|\nabla u\|_\infty + \|\nabla b\|_\infty + \|q\|_\infty \lesssim \ln[g(t)](1 + \|\nabla b\|_\infty + \|q\|_\infty)\]
and thus,
\[(3.22) \quad d\ln[g(t)] \leq c \ln[g(t)](1 + \|\nabla b\|_\infty + \|q\|_\infty) dt - dM(t).\]

If we now define
\[G(t) := c(1 + \|\nabla b(t)\|_\infty + \|q(t)\|_\infty)\]
and use Itô’s product rule, we can conclude that
\[(3.23) \quad e^{-\int_0^t G(s) ds} \ln[g(t)] \leq \ln[g(0)] - \int_0^t e^{-\int_0^s G(\sigma) ds} dM(s).\]

By the Burkholder–Davis–Gundy inequality, the first two assumptions in \(3.8\), and the boundedness of \(e^{-\int_0^t G(s) ds}\), it follows that for any deterministic \(T_\ast > 0\) and \(M \in \mathbb{N}\),
\[(3.24) \quad E \sup_{t \in [0, C_{T_\ast}]} \left| \int_0^t e^{-\int_0^s G(\sigma) ds} dM(s) \right| \lesssim E \left( \int_0^{C_{T_\ast}} \frac{1}{g(s)} \sum_{i \in \mathbb{N}} \left[ \langle (\xi_i \cdot \nabla)b , b \rangle_{3,2} + \langle (\xi_i \cdot \nabla)(q - b) , q \rangle_{2,2} \right]^2 ds \right)^{\frac{1}{2}}\]
\[\lesssim E \left( \int_0^{C_{T_\ast}} \frac{1}{g(s)^2} \sum_{i \in \mathbb{N}} \|\xi_i\|_{\infty}^2 \left( \|b\|_{3,2}^2 + \|q\|_{2,2}^2 \right) ds \right)^{\frac{1}{2}}\]
\[\lesssim E \left( \int_0^{C_{T_\ast}} \frac{1}{g(s)^2} ds \right)^{\frac{1}{2}} \leq \sqrt{T_\ast}.\]
Therefore,

\[(3.25)\quad \mathbb{E} \sup_{t \in [0, \tau^1_{M \wedge T_*}]} \left| e^{-\int_0^t G(\sigma) \, d\sigma} \ln[g(t)] \right| \lesssim \mathbb{E} \ln[g(0)] + \sqrt{T_*}.\]

On the other hand,

\[(3.26)\quad e^{-c(1+M)}\mathbb{E} \sup_{t \in [0, \tau^1_{M \wedge T_*}]} \left| \ln[g(t)] \right| \leq \mathbb{E} \sup_{t \in [0, \tau^1_{M \wedge T_*}]} \left| e^{-\int_0^t G(\sigma) \, d\sigma} \ln[g(t)] \right|.\]

Combining these two estimates with \(\ln[g(0)] \leq 1 + \|b_0\|_{\ell^2, 2}^2 + \|q_0\|_{\ell^2, 2}^2\), finishes the proof. \(\square\)

We are now in a position to prove Theorem 3.1 by adapting the arguments in [17, Theorem 17] for the Euler equation to our setting.

**Proof of Theorem 3.1** Due to the continuity of the embedding \(W^{3,2} \times W^{2,2}(\mathbb{T}^2) \hookrightarrow W^{1,\infty} \times L^{\infty}(\mathbb{T}^2)\), for any deterministic \(s > 0\), there exists a deterministic \(c > 0\) such that

\[
\int_0^{\tau_N^N \wedge s} (\|\nabla b(t)\|_\infty + \|q(t)\|_\infty) \, dt \leq c(\tau_N^N \wedge s) \sup_{t \in [0, \tau_N^N \wedge s]} (\|b(t)\|_{3,2} + \|q(t)\|_{2,2}) \leq ([cs] + 1)N
\]

where \([a]\) denotes the integer part of \(a\).

![Figure 2. Relationship between the various stopping times where we set \(cs = 1\) for simplicity.](image)

Therefore, the inequalities \(\tau_N^N \leq \tau^1_{([cs]+1)N} \leq \tau^1\) holds \(\mathbb{P}\)-a.s. from which we obtain

\[(3.27)\quad \tau^2 \leq \tau^1 \quad \mathbb{P}\text{-a.s.}\]

Similarly, we have that for any deterministic \(\bar{s} > 0\),

\[
\int_0^{\tau_R \wedge \bar{s}} (\|\nabla b(t)\|_\infty + \|q(t)\|_\infty) \, dt \leq (\tau_R \wedge \bar{s}) \sup_{t \in [0, \tau_R \wedge \bar{s}]} (\|\nabla b(t)\|_\infty + \|\nabla u(t)\|_\infty + \|q(t)\|_\infty) \leq ([\bar{s}] + 1)R
\]

and thus, \(\tau_R \leq \tau^1_{([\bar{s]}+1)R} \leq \tau^1\) holds \(\mathbb{P}\)-a.s. Therefore,

\[(3.28)\quad \tau \leq \tau^1 \quad \mathbb{P}\text{-a.s.}\]

It remains to show the reverse inequalities for \((3.27)\) and \((3.28)\) in order to obtain \((3.2)\). For the reverse of \((3.27)\), we first note from Lemma 3.2 that

\[(3.29)\quad \mathbb{P}\left(\sup_{t \in [0, \tau^1_{M \wedge T_*}]} (\|b(t)\|_{3,2}^2 + \|q(t)\|_{2,2}^2) < \infty\right) = 1.\]
Now since
\[
\left\{ \omega \in \Omega : \sup_{t \in [0,\tau^1_1(\omega) \wedge T_\ast]} (\|b(t,\omega)\|_{L^2}^2 + \|q(t,\omega)\|_{L^2}^2) < \infty \right\} \\
= \bigcup_{N \in \mathbb{N}} \left\{ \omega \in \Omega : \sup_{t \in [0,\tau^1_1(\omega) \wedge T_\ast]} (\|b(t,\omega)\|_{L^2}^2 + \|q(t,\omega)\|_{L^2}^2) < N \right\} \\
\subset \bigcup_{N \in \mathbb{N}} \left\{ \omega \in \Omega : \tau^1_M(\omega) \wedge T_\ast < \tau^2_N(\omega) \right\} \\
\subset \left\{ \omega \in \Omega : \tau^1_M(\omega) \wedge T_\ast < \tau^2(\omega) \right\}
\]
holds, it follows that \( \tau^1_M \wedge T_\ast < \tau^2 \) holds \( \mathbb{P} \)-a.s. Furthermore,
\[
\left\{ \omega \in \Omega : \tau^1(\omega) \leq \tau^2(\omega) \right\} = \left\{ \omega \in \Omega : \lim_{M \to \infty} \tau^1_M(\omega) \leq \tau^2(\omega) \right\} \\
= \bigcap_{M \in \mathbb{N}} \left\{ \omega \in \Omega : \tau^1_M(\omega) \leq \tau^2(\omega) \right\} \\
= \bigcap_{M \in \mathbb{N}} \bigcap_{\tau \in N T_\ast > 0} \left\{ \omega \in \Omega : \tau^1_M(\omega) \wedge T_\ast \leq \tau^2(\omega) \right\}.
\]
Since all sets in the last equation have full measure, we can conclude that
\[
(3.32) \quad \tau^1 \leq \tau^2 \quad \mathbb{P}\text{-a.s.}
\]
It remains to show the reverse inequality for (3.28). For this, first notice that since
\[
\frac{e}{2} + \|\nabla b(t)\|_{L^\infty}^2 + \|\nabla u(t)\|_{L^\infty}^2 + \|q(t)\|_{L^\infty}^2 \lesssim e + \|b(t)\|_{L^2}^2 + \|q(t)\|_{L^2}^2,
\]
it follows from Lemma 3.2 that for a deterministic \( T_\ast > 0 \),
\[
(3.33) \quad \mathbb{E} \sup_{t \in [0,\tau^1_1(\omega) \wedge T_\ast]} \left( 1 + \ln(e + \|\nabla b(t)\|_{L^\infty}^2 + \|\nabla u(t)\|_{L^\infty}^2 + \|q(t)\|_{L^\infty}^2) \right) \lesssim \mathbb{E}( 2 + \|b_0\|_{L^2}^2 + \|q_0\|_{L^2}^2 ) + \sqrt{T_\ast}
\]
holds with a constant depending only on \( (\xi_i)_{i \in N}, u_h, f, M \). Thus,
\[
(3.34) \quad \mathbb{P} \left( \sup_{t \in [0,\tau^1_1(\omega) \wedge T_\ast]} (\|\nabla b(t)\|_{L^\infty}^2 + \|\nabla u(t)\|_{L^\infty}^2 + \|q(t)\|_{L^\infty}^2) < \infty \right) = 1.
\]
A similar argument leading to (3.32) therefore yields
\[
(3.35) \quad \tau^1 \leq \tau \quad \mathbb{P}\text{-a.s.}
\]
Combing (3.27), (3.28), (3.32) and (3.35) finishes the proof. \( \square \)

4. Time discretisation and numerical consistency

In this section we investigate the application of the strong stability preserving Runge-Kutta of order 3 (SSPRK3) scheme to the stochastic TQG equations; see [30] for a description of the scheme applied to deterministic systems. We show that the scheme is numerically consistent. We only consider the semi-discretise case in our analysis. However, for completeness, the mixed finite element scheme we use for the spatial derivatives is included in Appendix C.

First let us note that Theorem 2.10 ensures the existence of a unique maximal strong pathwise solution \( (b, q, \tau) \) of equations (2.9) – (2.12). In particular, the main result does not ensure the existence of a global solution, that it may be possible that the set \( \tau < \infty \) has positive probability. This is cumbersome as that the consistency of the numerical scheme itself may be affected by the finite time blow up. To avoid this
technical complication we show the consistency of the numerical scheme when applied to the truncated equation. More precisely we will assume that \((b, q)\) is the solution of the system of equations

\[
(4.1) \quad b(t) = b(0) - \int_0^t \theta_R[(u \cdot \nabla)b] \, d\sigma - \int_0^t (\xi_i \cdot \nabla)b \circ dW^i, \\
(4.2) \quad q(t) = q(0) - \int_0^t \theta_R[(u \cdot \nabla)(q - b)] \, d\sigma - \int_0^t (u_h \cdot \nabla)b \, d\sigma - \int_0^t (\xi_i \cdot \nabla)(q - b) \circ dW^i,
\]

where \(R\) is large, but fixed truncation parameter. Following Theorem 2.20 the system \((4.1) \cdot (4.2)\) has a unique global solution \((b, q)\) such that \(b \in L^2(\Omega; C([0, T]; W^{3,2}(T^2)))\) and \(q \in L^2(\Omega; C([0, T]; W^{4,2}(T^2)))\). The consistency proof presented below assumes that \(b \in L^2(\Omega; C([0, T]; W^{4,2}(T^2)))\) and \(q \in L^2(\Omega; C([0, T]; W^{3,2}(T^2)))\). This holds true provided initial conditions of the system are from the same space (i.e., they have the same regularity as required by the consistency condition).

### 4.1. Time discretisation.

Equations \((4.1) \cdot (4.2)\) can be expressed in a compact form

\[
(4.3) \quad d\begin{pmatrix} b \\ q \end{pmatrix} = \mathcal{A}_R \begin{pmatrix} b \\ q \end{pmatrix} \, dt + \mathcal{G}_i \begin{pmatrix} b \\ q \end{pmatrix} \circ dW^i,
\]

where

\[
(4.4) \quad \mathcal{A}_R := -\begin{bmatrix} \theta_R u \cdot \nabla & 0 \\ (u_h - \theta_R u) \cdot \nabla & \theta_R u \cdot \nabla \end{bmatrix}, \quad \mathcal{G}_i := -\begin{bmatrix} \xi_i \cdot \nabla & 0 \\ -\xi_i \cdot \nabla & \xi_i \cdot \nabla \end{bmatrix}.
\]

Furthermore, the conversion from the Stratonovich to Itô integral \(\mathcal{G}_i g \circ dW^i \rightarrow \frac{1}{2} \mathcal{G}_i^2 g \, dt + \mathcal{G}_i g \, dW^i, g := (b, q)^T\) yields the following equivalent Itô form for \((4.1) \cdot (4.2)\)

\[
(4.5) \quad db + \theta_R[(u \cdot \nabla)b] \, dt - \frac{1}{2}(\xi_i \cdot \nabla)(\xi_i \cdot \nabla)b dt + (\xi_i \cdot \nabla)b \, dW^i = 0,
\]

\[
(4.6) \quad dq + \theta_R[(u \cdot \nabla)(q - b)] \, dt - \frac{1}{2}(\xi_i \cdot \nabla)(\xi_i \cdot \nabla)(q - b) dt + (\xi_i \cdot \nabla)(q - b) \, dW^i = -(u_h \cdot \nabla)b \, dt.
\]

The SSPRK3 time discretisation scheme applied to the truncated STQG system gives the following time stepping equations

\[
(4.7a) \quad \begin{pmatrix} b \\ q \end{pmatrix}^{(1)} = \begin{pmatrix} b \\ q \end{pmatrix}^{(n)} + \Delta t \mathcal{A}_R^{(n, n)} \begin{pmatrix} b \\ q \end{pmatrix}^{(n)} + \mathcal{G}_i \begin{pmatrix} b \\ q \end{pmatrix}^{(n)} \Delta W^i,
\]

\[
(4.7b) \quad \begin{pmatrix} b \\ q \end{pmatrix}^{(2)} = \frac{3}{4} \begin{pmatrix} b \\ q \end{pmatrix}^{(n)} + \frac{1}{4} \left( \begin{pmatrix} b \\ q \end{pmatrix}^{(1)} + \Delta t \mathcal{A}_R^{(1, 1)} \begin{pmatrix} b \\ q \end{pmatrix}^{(1)} + \mathcal{G}_i \begin{pmatrix} b \\ q \end{pmatrix}^{(1)} \Delta W^i \right),
\]

\[
(4.7c) \quad \begin{pmatrix} b \\ q \end{pmatrix}^{(n+1)} = \frac{1}{3} \begin{pmatrix} b \\ q \end{pmatrix}^{(n)} + \frac{2}{3} \left( \begin{pmatrix} b \\ q \end{pmatrix}^{(2)} + \Delta t \mathcal{A}_R^{(2, 2)} \begin{pmatrix} b \\ q \end{pmatrix}^{(2)} + \mathcal{G}_i \begin{pmatrix} b \\ q \end{pmatrix}^{(2)} \Delta W^i \right).
\]

For the \(\mathcal{A}_R\)'s in \((4.7a) \cdot (4.7c)\), the added superscripts indicate the time step values of \(u\) and \(\theta_R\) that constitute \(\mathcal{A}_R\). More specifically, we write \(\mathcal{A}_R^{(m, k)}\) to mean

\[
(4.8) \quad \mathcal{A}_R^{(m, k)} := -\begin{bmatrix} \theta_R^{(k)} u^{(m)} \cdot \nabla & 0 \\ (u_h - \theta_R^{(m)} u^{(m)}) \cdot \nabla & \theta_R^{(k)} u^{(m)} \cdot \nabla \end{bmatrix},
\]

where

\[
(4.9) \quad u^{(m)} = \nabla \frac{1}{(\Delta - 1)^{-1}}(q^{(m)} - f), \quad \theta_R^{(k)} = \theta_R(\|\nabla b^{(k)}\|_{\infty} + \|\nabla u^{(k)}\|_{\infty} + \|\nabla q^{(k)}\|_{\infty}).
\]

We write \(S_{\Delta t}\) to denote the time discretisation scheme \((4.7)\), i.e.

\[
(4.10) \quad \begin{pmatrix} b \\ q \end{pmatrix}^{(n+1)} = S_{\Delta t} \begin{pmatrix} b \\ q \end{pmatrix}^{(n)}.
\]
By substituting (4.7a) into (4.7b), and then substituting the result into (4.7c), we can write the scheme in a one-step form

\[
S_{\Delta t} \left( \frac{b}{q} \right)^{(n)} = \left( \frac{b}{q} \right)^{(n)} + \frac{2}{3} \Delta t A_R^{(n,2)} \left( \frac{b}{q} \right)^{(n)} + \frac{1}{3} \Delta t A_R^{(n,n)} \left( \frac{b}{q} \right)^{(n)} + \Delta W^i g_i \left( \frac{b}{q} \right)^{(n)} \\
+ \frac{1}{2} \Delta W^i \Delta W^j g_i g_j \left( \frac{b}{q} \right)^{(n)} + H.O.T.,
\]

where H.O.T. is short for higher order terms. H.O.T. can be written out explicitly to show that it consists of terms up to the order of \( \Delta t^7 \), and contains terms that has up to three derivatives of \( b \) and \( q \).

4.2. Numerical consistency. We consider the local (one-step) truncation error \( e_j(\Delta t) \) of the scheme (4.7), which is defined by

\[
e_n(\Delta t) = \left( \frac{b}{q} \right)(t_{n+1}) - S_{\Delta t} \left( \frac{b}{q} \right)(t_n)
\]

with the norm

\[
\|e_n(\Delta t)\|^2_2 := \|b(t_{n+1}) - b^{(n+1)}\|^2_2 + \|q(t_{n+1}) - q^{(n+1)}\|^2_2.
\]

In addition, since the STQG system is Stratonovich, we require a compatibility condition on \( S_{\Delta t} \). In the following definition, we let \( S_{\Delta t}^s \) denote the "purely" stochastic part of \( S_{\Delta t} \), i.e. \( S_{\Delta t}^s \) consists of terms of \( S_{\Delta t} \) that contain only Brownian increments.

**Definition 4.1** (Stratonovich compatibility condition). For some \( \alpha > 1 \),

\[
\mathbb{E} \left[ S_{\Delta t}^s \left( \frac{b}{q} \right)(t_n) | \mathcal{F}_{t_j} \right] = \frac{1}{2} \Delta t G_i g_i \left( \frac{b}{q} \right)(t_n) + O(\Delta t^\alpha).
\]

**Definition 4.2** (Consistency). We say \( S_{\Delta t} \) is consistent in mean square of order \( \alpha > 1 \) with respect to (4.3) if there exists a constant \( c > 0 \) that does not depend on \( \Delta t \in (0, T] \), and for all \( \epsilon > 0 \), there exists \( \delta > 0 \) such that for all \( 0 < \Delta t < \delta \) and \( n \in \{1, 2, \ldots, N\} \)

\[
\mathbb{E}(\|e_n(\Delta t)\|^2_2) < c\Delta t^\alpha
\]

and \( S_{\Delta t} \) satisfies (4.14).

**Proposition 4.3** (Consistency). For the truncated STQG equations (4.1) – (4.2), the time discretisation scheme (4.7) is consistent in the sense of Definition 4.2 with \( \alpha = 2 \).
Proof. By combining the equations (4.3), (4.11) and (4.13), and applying Jensen’s inequality we get

\[
\mathbb{E} \left[ \|c_n(\Delta t)\|^2 \right] = \mathbb{E} \left[ \|b(t_{n+1}) - b^{n+1}\|^2 \right] + \mathbb{E} \left[ \|g(t_{n+1}) - q^{n+1}\|^2 \right]
\]

\[
\leq 4\mathbb{E} \left[ \int_{t_n}^{t_{n+1}} \left( \theta_R(s)u(s) \cdot \nabla b(s) - \frac{2}{3} \theta_R^{(2)} + \frac{1}{3} \theta_R^{(n)} \right) u(t_n) \cdot \nabla b(t_n) \right]^2 ds
\]

\[
+ 4\mathbb{E} \left[ \int_{t_n}^{t_{n+1}} \left( \theta_R(s)u(s) \cdot \nabla b(s) - \frac{2}{3} \theta_R^{(2)} + \frac{1}{3} \theta_R^{(n)} \right) u(t_n) \cdot \nabla b(t_n) - q(t_n) \right]^2 ds
\]

\[
+ 4\mathbb{E} \left[ \int_{t_n}^{t_{n+1}} \left( \xi_i \cdot \nabla b(t_n) - \frac{2}{3} \theta_R^{(2)} + \frac{1}{3} \theta_R^{(n)} \right) u(t_n) \cdot \nabla b(t_n) = q(t_n) \right]^2 ds
\]

\[
+ 4\mathbb{E} \left[ \xi_i \cdot \nabla (b(t_n) - b(s)) \right]^2 dW_s^i
\]

\[
(4.16)
\]

Each term in (4.16) can be shown to be of $O(\Delta t^2)$. We now go through the arguments for the first term, i.e.

\[
\mathbb{E} \left[ \int_{t_n}^{t_{n+1}} \left( \frac{1}{2} \theta_R^{(2)} + \frac{1}{3} \theta_R^{(n)} \right) u(t_n) \cdot \nabla b(t_n) - \theta_R(s)u(s) \cdot \nabla b(s) \right]^2 ds = O(\Delta t^2).
\]

Using (4.6) we obtain

\[
u(s) = u(t_n) - \nabla^\perp (\Delta - 1)^{-1} \left( \int_{t_n}^{s} [\theta_R(\tau)u(\tau) \cdot \nabla (q(\tau) - b(\tau)) - u_h \cdot \nabla b(\tau)] d\tau - \int_{t_n}^{s} \xi_i \cdot \nabla [q(\tau) - b(\tau)] dW^i_\tau \right)
\]

Thus

\[
\mathbb{E} \left[ \int_{t_n}^{t_{n+1}} \left( \theta_R(s) - \left( \frac{2}{3} \theta_R^{(2)} + \frac{1}{3} \theta_R^{(n)} \right) \right) u(t_n) \cdot \nabla b(t_n)
\]

\[
- \theta_R(s) \left\{ \nabla^\perp (\Delta - 1)^{-1} \left( \int_{t_n}^{s} [\theta_R(\tau)u(\tau) \cdot \nabla (q(\tau) - b(\tau)) - u_h \cdot \nabla b(\tau)] \right) d\tau
\]

\[
- \int_{t_n}^{s} \xi_i \cdot \nabla [q(\tau) - b(\tau)] \right) \cdot \nabla \left\{ b(t_n) - \int_{t_n}^{s} [\theta_R(\tau)u(\tau) \cdot \nabla b(\tau)d\tau - \int_{t_n}^{s} \xi_i \cdot \nabla b(\tau) \right. \cdot dW^i_\tau \right\}
\]

\[
\mathbb{E} \left[ \int_{t_n}^{t_{n+1}} \left( \left( \theta_R(s) - \left( \frac{2}{3} \theta_R^{(2)} + \frac{1}{3} \theta_R^{(n)} \right) \right) u(t_n) \cdot \nabla b(t_n)
\]

\[
- \theta_R(s) \left\{ \nabla^\perp (\Delta - 1)^{-1} \left( \int_{t_n}^{s} [\theta_R(\tau)u(\tau) \cdot \nabla (q(\tau) - b(\tau)) - u_h \cdot \nabla b(\tau)] \right) d\tau
\]

\[
- \int_{t_n}^{s} \xi_i \cdot \nabla [q(\tau) - b(\tau)] \right) \cdot \nabla \left\{ b(t_n) - \int_{t_n}^{s} [\theta_R(\tau)u(\tau) \cdot \nabla b(\tau)d\tau - \int_{t_n}^{s} \xi_i \cdot \nabla b(\tau) \right. \cdot dW^i_\tau \right\}
\]

\[
(4.20)
\]
In (4.20), as written, except for the first term, all other terms consist of deterministic and stochastic integrals. Thus by Cauchy-Schwartz, Itô isometry and Theorem 2.20, all terms except the first are of order 2 or higher in $\Delta t$.

To estimate the first term of (4.20), we have

\begin{equation}
  \mathbb{E} \left[ \int_{t_n}^{t_{n+1}} \left( \theta_R(s) - \left( \frac{2}{3} \theta_R^{(2)} + \frac{1}{3} \theta_R^{(n)} \right) \right) u(t_n) \cdot \nabla b(t_n) \right]^2 \ ds
\end{equation}

\begin{equation}
\leq 2 \mathbb{E} \left[ \int_{t_n}^{t_{n+1}} \left( \frac{2}{3} \left( \theta_R(s) - \theta_R^{(2)} \right) u(t_n) \cdot \nabla b(t_n) \right)^2 + \left( \frac{1}{3} \left( \theta_R(s) - \theta_R^{(n)} \right) u(t_n) \cdot \nabla b(t_n) \right)^2 \ ds \right].
\end{equation}

Now, we can expand the second intermediate step of the time stepping scheme (4.7b) to obtain

\begin{equation}
(b_q)^{(2)} = (b_q)^{(n)} + \frac{1}{2} \Delta t A_R^{(n,n)} (b_q)^{(n)} + \frac{1}{2} \Delta W^l \mathcal{G}_i (b_q)^{(n)} + O(\Delta t \Delta W^l),
\end{equation}

in which the terms that constitute $O(\Delta t \Delta W^l)$ depend on $(b_q)^{(n)}$ only. Then, using the fact that $\theta_R$ and the norms (see (2.23)) are Lipschitz, the terms in (4.22) can be estimated as follows,

\begin{equation}
\mathbb{E} \left[ \int_{t_n}^{t_{n+1}} \left( \theta_R(s) - \theta_R^{(2)} \right) u(t_n) \cdot \nabla b(t_n) \right]^2 \ dx \ ds
\end{equation}

\begin{equation}
\leq C_1 \mathbb{E} \left[ \| u(t_n) \cdot \nabla b(t_n) \|_{2,2}^2 \right] \mathbb{E} \left[ \int_{t_n}^{t_{n+1}} \left( \| \nabla b(s) - \nabla b^{(n)} \|_{k,2}^2 + \| \nabla u(s) - \nabla u^{(n)} \|_{k,2}^2 \right) + \| q(s) - q^{(n)} \|_{k,2}^2 + O(\Delta t, \Delta W)^2 \right] \ ds
\end{equation}

and

\begin{equation}
\mathbb{E} \left[ \int_{t_n}^{t_{n+1}} \left( \theta_R(s) - \theta_R^{(n)} \right) u(t_n) \cdot \nabla b(t_n) \right]^2 \ dx \ ds
\end{equation}

\begin{equation}
\leq C_2 \mathbb{E} \left[ \| u(t_n) \cdot \nabla b(t_n) \|_{2,2}^2 \right] \mathbb{E} \left[ \int_{t_n}^{t_{n+1}} \left( \| \nabla b(s) - \nabla b^{(n)} \|_{k,2}^2 + \| \nabla u(s) - \nabla u^{(n)} \|_{k,2}^2 \right) + \| q(s) - q^{(n)} \|_{k,2}^2 \right] \ ds
\end{equation}

where we have also used the Sobolev embedding $W^{k,2}(\mathbb{T}^2) \hookrightarrow L^\infty(\mathbb{T}^2)$, see 31 Theorem 4.12, to introduce $\| \cdot \|_{k,2}$. Substituting in (4.1), (4.2) and (4.18) for $b(s), q(s)$ and $u(s)$ in (4.25) and (4.27), we can show they are both $O(\Delta t^2)$. This follows from Cauchy-Schwartz, Itô isometry and Theorem 2.20.

Therefore, we have

\begin{equation}
\mathbb{E} \left[ \int_{t_n}^{t_{n+1}} \left( \theta_R(s) - \left( \frac{2}{3} \theta_R^{(2)} + \frac{1}{3} \theta_R^{(n)} \right) \right) u(t_n) \cdot \nabla b(t_n) \right]^2 \ ds = O(\Delta t^2)
\end{equation}

which concludes the proof.

For the other terms, the same arguments and calculations are applied. We omit their details from this proof. Though, we note that in addition, for the $H.O.T.$ term, the scheme requires three derivatives of $b(t_n)$ and $q(t_n)$. This is guaranteed by the assumption introduced at the beginning of this section, that is $b \in L^2(\Omega; C([0,T]; W^{4,2}(\mathbb{T}^2)))$ and $q \in L^2(\Omega; C([0,T]; W^{3,2}(\mathbb{T}^2)))$.

\begin{lemma}
The discretisation (4.11) satisfies (4.14).
\end{lemma}

\begin{proof}
This follows directly from applying $\mathbb{E}[ \cdot | \mathcal{F}_{t_n} ]$ to $S^s_{\Delta t}$.
\end{proof}
A. Geometric considerations of TQG flows

The TQG conservation laws in (1.10) for divergence-free flow are in the same form as would be satisfied in the dynamics of semidirect-product Lie-Poisson bracket for fluid flow in the variables \((q, b)\) \cite{32}. Thus, one asks whether TQG can be cast by a change of variables into Hamiltonian form and endowed with a semidirect-product Lie-Poisson bracket. If this is possible, then even though it does not follow from Hamilton’s principle the TQG model would fit into the standard Hamiltonian framework for all ideal fluids with advected quantities, see \cite{32}.

We introduce the variable \(\varpi\), given by

\[
\varpi := (1 - \Delta)\psi + b = f_1 - q + b \quad \text{so that} \quad \psi = (1 - \Delta)^{-1}(\varpi - b).
\]

Consequently, when written in the variables \((\varpi, b)\), the energy in (1.9) becomes the TQG Hamiltonian,

\[
\mathcal{H}_{\text{TQG}}(\varpi, b) = \frac{1}{2} \int_D (\varpi - b)(1 - \Delta)^{-1}(\varpi - b) + (b + h_1)^2/2 \, dx \, dy.
\]

One computes the variational derivatives of the Hamiltonian \(\mathcal{H}_{\text{TQG}}(\varpi, b)\) as

\[
\delta \mathcal{H}_{\text{TQG}} = \int_D \psi \cdot \delta \varpi + \left((b + h_1)/2 - \psi\right) \delta b \, dx \, dy.
\]

Now, in the new notation, we can rewrite the TQG equations in standard Hamiltonian form, with a Lie-Poisson bracket defined on the dual to a semidirect-product Lie algebra, as discussed for example in \cite{32}. Explicitly, this is

\[
\frac{\partial}{\partial t} \begin{bmatrix} \varpi \\ b \end{bmatrix} = \left[ \begin{bmatrix} J(\varpi, \cdot) & J(b, \cdot) \\ J(b, \cdot) & 0 \end{bmatrix} \right] \mathcal{H}_{\text{TQG}}(\varpi, b).
\]

The Hamiltonian operator form of the TQG equations in (A.2) is identical to that of the Euler-Boussinesq convection (EBC) equations in \cite{33}. We are now in a position to explain the conservation laws for Hamilton matrix operator in (A.2). Namely, those conservation laws comprise Casimir functions \(C_{\Phi, \Psi}\) whose variational derivatives are null eigenvectors of the Hamilton matrix operator in (A.2) which defines the semidirect-product Lie-Poisson bracket as

\[
\frac{d}{dt} \mathcal{F}(\varpi, b) = \int_D \begin{bmatrix} \delta \mathcal{F}/\delta \varpi \\ \delta \mathcal{F}/\delta b \end{bmatrix}^T \begin{bmatrix} J(\varpi, \cdot) & J(b, \cdot) \\ J(b, \cdot) & 0 \end{bmatrix} \begin{bmatrix} \delta \mathcal{H}/\delta \varpi \\ \delta \mathcal{H}/\delta b \end{bmatrix} \, dx \, dy =: \{\mathcal{F}, \mathcal{H}\}(\varpi, b)
\]

(A.3)

In particular, for \(\mathcal{F}(\varpi, b) = \int_D \Phi(b) + \varpi \Psi(b) \, dx \, dy\) we have

\[
\begin{aligned}
\frac{d}{dt} \mathcal{F}(\varpi, b) &= \{\mathcal{F}, \mathcal{H}\}(\varpi, b) \\
&= -\int_D J(\varpi, b) \left( \frac{\delta \mathcal{H}}{\delta \varpi} \right) + \left( b J(\Phi'(b) + \varpi \Psi'(b), \frac{\delta \mathcal{H}}{\delta \varpi}) - b J(\Phi(b), \frac{\delta \mathcal{H}}{\delta b}) \right) \, dx \, dy
\end{aligned}
\]

(A.4)

This explains the conservation of \(C_{\Phi, \Psi}\) in (1.10). These quantities are Casimir functions which are conserved for every Hamiltonian \(\mathcal{H}(\varpi, b)\) for the semidirect-product Lie-Poisson bracket in (A.3). This conservation occurs because Lie-Poisson brackets generate coadjoint orbits, and coadjoint orbits are level sets of the bracket’s Casimir functions. The requirement that TQG motion takes place on level sets of the Casimir functions limits the function space available to TQG solutions. In particular, the TQG solutions are restricted to stay on the same level set as their initial conditions.
Proposition A.1. The Lie-Poisson bracket in (A.3) satisfies the Jacobi identity.

Proof. This proposition could be demonstrated by direct computation using the well-known properties of the Jacobian of function pairs. The proof given here, though, will illustrate the geometric properties of the TQG system in (1.2) and, thus, place it into the wider class of ideal fluid dynamics with advected quantities. In particular, the proof will identify the Poisson bracket in (A.3) as being defined over domain $\mathcal{D}$ on functionals of the dual $^\ast(f_1 \otimes f_2)^\ast$ of the Lie algebra $(f_1 \otimes f_2)$ of semidirect-product symplectic vector fields acting on the momentum map $(\varpi; b)$. Thus, TQG dynamics is governed by the semidirect-product coadjoint action shown in equation (A.7)

\[(A.7) \quad [f_1, \mathcal{F}] := J(f_1, \mathcal{F}),\]

where the commutator $[\cdot, \cdot]$ is given by the Jacobian of the functions $f_1$ and $\mathcal{F}$. For example,

\[(A.6) \quad [f_1, \mathcal{F}] := J(f_1, \mathcal{F}),\]

which is also the commutator of symplectic vector fields. Thus, the adjoint (ad) action in (A.5) is the semidirect product Lie algebra action among symplectic vector fields.

The definition in (A.5) of the semidirect product Lie algebra action among functions defined on the plane $\mathbb{R}^2$ enables the Lie-Poisson bracket (A.3) for functionals of $(\varpi, b)$ defined on domain $\mathcal{D}$ to be identified with the coadjoint action of this Lie algebra. This is because the variational derivatives of such functionals live in the Lie algebra of symplectic vector fields on domain $\mathcal{D}$. Thus,

\[(A.7) \quad \frac{d}{dt} \mathcal{F}(\varpi, b) = \{\mathcal{F}, \mathcal{H}\}(\varpi, b) = - \left\langle (\varpi, b), \left[ \left( \frac{\delta \mathcal{F}}{\delta \varpi}, \frac{\delta \mathcal{H}}{\delta b} \right), \left( \frac{\delta \mathcal{H}}{\delta \varpi}, \frac{\delta \mathcal{F}}{\delta b} \right) \right] \right\rangle = - \left\langle (\varpi, b), \text{ad}^\ast (\cdot \varpi, \cdot b) \left( \frac{\delta \mathcal{F}}{\delta \varpi}, \frac{\delta \mathcal{F}}{\delta b} \right) \right\rangle =: - \left\langle \text{ad}^\ast (\cdot \varpi, \cdot b) (\varpi, b), \left( \frac{\delta \mathcal{F}}{\delta \varpi}, \frac{\delta \mathcal{F}}{\delta b} \right) \right\rangle,
\]

in which the angle brackets $\langle \cdot, \cdot \rangle$ represent the pairing of the Lie algebra of functions $f_1 \otimes f_2$ with its dual Lie algebra $(f_1 \otimes f_2)^\ast$ via the $L^2$ pairing on the domain $\mathcal{D}$ as in equation (A.3). Consequently, we may rewrite the TQG equations in (A.2) in terms of this coadjoint action and thereby reveal its geometric nature,

\[(A.8) \quad \frac{\partial (\varpi, b)}{\partial t} = - \text{ad}^\ast (\cdot \varpi, \cdot b) (\varpi, b) = - \text{ad}^\ast (\cdot \psi; \cdot (b+h_1)/2-\psi) (\varpi, b).
\]

Thus, TQG dynamics is governed by the semidirect-product coadjoint action shown in equation (A.7) of symplectic vector fields acting on the momentum map $(\varpi; b)$ defined in the dual space of potential vorticity and buoyancy functions.

---

3Dual with respect to the $L^2$ pairing on $\mathcal{D}$
For completeness, we write the coadjoint (ad*) representation of the (right) action of the Lie algebra \(f_1 \otimes f_2\) on its dual Lie algebra explicitly in terms of the Jacobian operator between pairs of functions as
\[
\langle (\varpi; b), \text{ad}^*(\mathcal{T}_1, \mathcal{T}_2) (f_1; f_2) \rangle := -\langle (\varpi; b), \left[(f_1; f_2), (\mathcal{T}_1; \mathcal{T}_2)\right] \rangle
\]
By (A.5) and (A.6) we have
\[
= -\langle (\varpi; b), \left(\mathcal{T}_1, \mathcal{T}_2\right) \bigl(J(f_1, \mathcal{T}_1) - J(f_1, f_2)\bigr) \bigl(J(b, \mathcal{T}_2) - J(f_1, f_2)\bigr) \rangle \ dx \ dy
\]
Defining the SDP pairing
\[
(A.9)
\]
By integrating by parts
\[
\int_D \varpi \left(J(f_1, \mathcal{T}_1) + J(b, \mathcal{T}_2)\right) - f_2 J(b, \mathcal{T}_1) \ dx \ dy
\]
Upon the SDP pairing
\[
= \langle \left(J(\varpi, \mathcal{T}_1) + J(b, \mathcal{T}_2); -J(\mathcal{T}_1, b)\right), (f_1; f_2) \rangle
\]
By (A.7) we have
\[
\langle \text{ad}^*(\mathcal{T}_1, \mathcal{T}_2) (\varpi; b), (f_1; f_2) \rangle \quad \text{with} \quad \langle \mathcal{T}_1, \mathcal{T}_2 \rangle = \frac{\delta H}{\delta \varpi} \frac{\delta H}{\delta b}.
\]
This calculation confirms that the bracket in (A.3) satisfies the Jacobi identity, by being a linear functional of a Lie algebra commutator which satisfies the Jacobi identity. The calculation thus identifies the bracket in (A.3) as the Lie-Poisson bracket for functionals \((\varpi; b)\) defined on the dual \((f_1 \otimes f_2)^*\) of the semidirect-product Lie algebra \(f_1 \otimes f_2\), whose commutator is defined in (A.5).

Summary. The TQG model in (1.2) has been shown to be a Hamiltonian system for the semidirect-product Lie-Poisson bracket defined in equation (A.3). This result implies that the TQG system will possess all of the geometric properties belonging to the class of ideal fluid models with advected quantities. The geometric properties of this class of ideal fluid models are discussed in detail in [32]. In particular, the geometric nature of the evolution of the TQG system written in its Hamiltonian form in (A.2) has been revealed in (A.8) by identifying its Lie-Poisson bracket with the coadjoint action of the semidirect-product Lie group of symplectic transformations defined in equation (A.8). Namely, the solutions of the TQG system in (A.8) evolve by undergoing coadjoint motion along a time-dependent path on the Lie group manifold of semidirect-product symplectic diffeomorphisms acting on the domain of flow \(D\). This association of the TQG system with the smooth flow of symplectomorphisms on \(D\) bodes well for the analytical properties of TQG solutions. Indeed, the preservation of these smooth flow properties obtained via the SALT approach provides a geometric framework for the determination of the corresponding analytical properties for the stochastic counterpart of TQG, which is the primary aim of the present paper.

B. Proof of Lemma 2.2

Proof of Lemma 2.2

We show that
\[
\langle \mathcal{L}_{\xi}, (q - b), \mathcal{L}_{\xi}, (q - b) \rangle_{k-1,2} + \langle \mathcal{L}_{\xi}^2, (q - 2b), q \rangle_{k-1,2} \lesssim_k \|q\|_{k-1,2}^2 + \|b\|_{k-2}^2
\]
For \(k = 1\) we have
\[
\langle \mathcal{L}_{\xi}, (q - b), \mathcal{L}_{\xi}, (q - b) \rangle + \langle q, \mathcal{L}_{\xi}^2, (q - 2b) \rangle = \langle \mathcal{L}_{\xi}, (q - b), \mathcal{L}_{\xi}, (q - b) \rangle + \langle q, \mathcal{L}_{\xi}^2, (q - b) \rangle - \langle q, \mathcal{L}_{\xi}^2, b \rangle
\]
\[
= \langle b, \mathcal{L}_{\xi}^2, q \rangle - \langle q + b, \mathcal{L}_{\xi}^2, b \rangle
\]
\[
= -\langle \mathcal{L}_{\xi}, b, \mathcal{L}_{\xi}, q \rangle + \langle \mathcal{L}_{\xi}, b, \mathcal{L}_{\xi}, q \rangle + \langle \mathcal{L}_{\xi}, b, \mathcal{L}_{\xi}, b \rangle
\]
\[
= \langle \mathcal{L}_{\xi}, b, \mathcal{L}_{\xi}, b \rangle \leq \|b\|_{1,2}^2.
\]
We used here the fact that \(\mathcal{L}_{\xi}^2 = -\mathcal{L}_{\xi}\) and the fact that condition \(\sum_{i \in \mathbb{N}} \|\xi_i\|_{4,\infty} < \infty\) implies
\[
\sum_{i=1}^{\infty} \|\mathcal{L}_{\xi_i} f\|_{1,2}^2 \leq C \|f\|_{1,2}^2
\]
for any \( f \in W^{1,2}(T^2) \). For \( k \geq 2 \) and a multi-index \( \beta \) with \( |\beta| \leq k - 1 \) one has
\[
\langle \partial^\beta L_{\xi_i}(q-b), \partial^\beta L_{\xi_i}(q-b) \rangle + \langle \partial^\beta q, \partial^\beta L_{\xi_i}(q-b) \rangle = \langle \partial^\beta L_{\xi_i}(q, b) \rangle + \langle \partial^\beta L_{\xi_i}(q, b) \rangle + \langle \partial^\beta q, \partial^\beta L_{\xi_i}(b) \rangle + \langle \partial^\beta L_{\xi_i}(b), \partial^\beta L_{\xi_i}(b) \rangle - 2 \langle \partial^\beta L_{\xi_i}(q, b), \partial^\beta L_{\xi_i}(b) \rangle \leq C\|q\|_{k-1,2}^2 + \|b\|_{k-2}^2.
\]

C. Spatial discretisation

In this appendix section, we describe the finite element (FEM) method we use for the STQG system. Our setup applies to problems on bounded domains \( D \) with Dirichlet boundary conditions
\[(C.1)\]
\[\psi = 0, \quad \text{on } \partial D.\]
For \( D = T^2 \), the boundary flux terms in the discretised equations are set to zero.

C.0.1. The stream function equation. Let \( H^1(D) \) denote the Sobolev \( W^{1,2}(D) \) space and let \( \|\cdot\|_{\partial D} \) denote the \( L^2(\partial D) \) norm. Define the space
\[(C.2)\]
\[W^1(D) := \{ v \in H^1(D) \mid \|v\|_{\partial D} = 0 \}.\]
We look for numerical solutions to the Helmholtz elliptic problem (2.12) in the space \( W^1(D) \). Define the functionals
\[(C.3)\]
\[L(v, \phi) := \langle \nabla v, \nabla \phi \rangle_D + \langle v, \phi \rangle_D\]
\[(C.4)\]
\[F(\phi) := -\langle \cdot, \phi \rangle_D\]
for \( v, \phi \in W^1(D) \), then the Helmholtz problem can be written as
\[(C.5)\]
\[L(\psi, \phi) = F_{\psi - f}(\phi).\]
We discretise \[(C.5)\] using a continuous Galerkin (CG) discretisation scheme.

Let \( \delta \) be the discretisation parameter, and let \( D_\delta \) denote a space filling triangulation of the domain, that consists of geometry-conforming non-overlapping elements. Define the approximation space
\[(C.6)\]
\[W^1_\delta(D) := \{ \phi_\delta \in W^1(D) : \phi_\delta \in C(D), \phi_\delta|_K \in \Pi^k(K) \text{ each } K \in D_\delta \} ,\]
in which \( C(D) \) is the space of continuous functions on \( D \), and \( \Pi^k(K) \) denotes the space of polynomials of degree at most \( k \) on element \( K \in D_\delta \).

For \[(C.5)\], given \( f_\delta \in W^1_\delta(D) \) and \( q_\delta \in V^1_\delta(D) \) (see \[(C.8)\] for the definition of \( V^1_\delta(D) \)), our numerical approximation is the solution \( \psi_\delta \in W^1_\delta(D) \) that satisfies
\[(C.7)\]
\[L(\psi_\delta, \phi_\delta) = F_{\psi_\delta - f_\delta}(\phi_\delta)\]
for all test functions \( \phi_\delta \in W^1_\delta(D) \). For a detailed exposition of the numerical algorithms that solves the discretised problem \[(C.7)\] we point the reader to [34, 35].

To handle the noise terms in the hyperbolic equations, let \( \zeta_i \in W^1(D) \) denote the stream function of \( \xi_i \), i.e. \( \zeta_i = \nabla^\perp \xi_i \). So the discretised \( \zeta_i^\delta \) are in the same space as \( \psi_\delta \).

C.0.2. Hyperbolic equations. We choose to discretise the hyperbolic buoyancy (2.9) and potential vorticity (2.10) equations using a discontinuous Galerkin (DG) scheme. For a detailed exposition of DG methods, we refer the interested reader to [40].

Define the DG approximation space, denoted by \( V^1_\delta(D) \), to be the element-wise polynomial space,
\[(C.8)\]
\[V^1_\delta(D) = \{ v_\delta \in L^2(D) \mid \forall K \in D_\delta, \exists \phi_\delta \in \Pi^k(K) : v_\delta|_K = \phi_\delta|_K \}.\]
We look to approximate \( b \) and \( q \) in the space \( V^1_\delta(D) \). Essentially, this means our approximations of \( b \) and \( q \) are each an direct sum over the elements in \( D_\delta \). Additional constraints on the numerical fluxes across shared element boundaries are needed to ensure conservation properties and stability. Further, note that \( W^1_\delta(D) \subset V^1_\delta(D) \). This inclusion is needed for ensuring numerical conservation of Casimirs (1.10).

For the buoyancy equation (2.9), we obtain the following variational form,
\[(C.9)\]
\[\langle db, v_\delta \rangle_K = \langle b(u dt + \xi_i \circ dW^1), \nabla v_\delta \rangle_K - \langle b(u dt + \xi_i \circ dW^1) \cdot n, v_\delta \rangle_{\partial K}, \quad K \in D_\delta\]
where \( \nu_5 \in V^k_h(D) \) is any test function, \( \partial K \) denotes the boundary of \( K \), and \( \mathbf{n} \) denotes the unit normal vector to \( \partial K \). Let \( b_5 \) be the approximation of \( b \) in \( V^k_h \), and let \( u_5 = \nabla^\perp \psi_5 \) for \( \psi_5 \in W^k_h \). Similarly, let \( \xi^k_5 = \nabla^\perp \zeta_5 \) for \( \zeta_5 \in W^k_h \). Our discretised buoyancy equation over each element is given by

\[
(C.10) \quad \langle d b_5, \nu_5 \rangle_K = \langle b_5 (u_5 \, dt + \xi^k_5 \circ dW^i), \nabla \nu_5 \rangle_K - \langle b_5 (u_5 \, dt + \xi^k_5 \circ dW^i) \cdot \mathbf{n}, \nu_5 \rangle_{\partial K}, \quad K \in D_5.
\]

Similarly, let \( q_5 \in V^k_h(D) \) be the approximation of \( q \), and let \( h_5 \in W^k_h \). We obtain the following discretised variational formulation that corresponds to \((2.10)\),

\[
(C.11) \quad -\frac{1}{2} (\nabla \cdot \langle b_5 \nabla^\perp h_5 \rangle, \nu_5)_{\partial K} = \langle (q_5 - b_5)(u_5 \, dt + \xi^k_5 \circ dW^i) \cdot \mathbf{n}, \nu_5 \rangle_{\partial K}, \quad K \in D_5,
\]

for test function \( \nu_5 \in V^k_h(D) \).

At this point, we only have the discretised problem on single elements. To obtain the global approximation, we sum over all the elements in \( D_5 \). In doing so, the \( \partial K \) terms in \((C.10)\) and \((C.11)\) must be treated carefully. Let \( \partial K_{\text{ext}} \) denote the part of cell boundary that is contained in \( \partial D \). Let \( \partial K_{\text{int}} \) denote the part of the cell boundary that is contained in the interior of the domain \( D \setminus \partial D \). On \( \partial K_{\text{ext}} \) we simply impose the PDE boundary conditions. However, on \( \partial K_{\text{int}} \) we need to consider the contribution from each of the neighbouring elements. By choice, the approximants \( \psi_5, \zeta_5 \in W^k_h \) are continuous on \( \partial K \). And since

\[
(C.12) \quad (u_5 + \xi^k_5) \cdot \mathbf{n} = \nabla^\perp (\psi_5 + \zeta^k_5) \cdot \mathbf{n} = -\nabla (\psi_5 + \zeta^k_5) \cdot \hat{\mathbf{r}} = -\frac{d(\psi_5 + \zeta^k_5)}{d\hat{\mathbf{r}}},
\]

where \( \hat{\mathbf{r}} \) denotes the unit tangential vector to \( \partial K \), \( (u_5 + \xi^k_5) \cdot \mathbf{n} \) is also continuous. This means \((\psi_5 + \zeta^k_5) \cdot \mathbf{n} \) in \((C.10)\) (also in \((C.11)\)) is single valued. However, due to the lack of global continuity constraint in the definition of \( V^k_h(D) \), \( b_5 \) and \( q_5 \) are multi-valued on \( \partial K_{\text{int}} \). Thus, as our approximation of \( q \) and \( b \) over the whole domain is the sum over \( K \in D_5 \), we have to constrain the flux on the set \((\bigcup_{K \in D_{\text{ext}}} \partial K) \setminus \partial D \). This is done using appropriately chosen numerical flux fields in the boundary terms of \((C.10)\) and \((C.11)\).

Let \( \nu^+ := \lim_{\epsilon \uparrow 0} \nu(\mathbf{x} + \epsilon \mathbf{n}) \) and \( \nu^- := \lim_{\epsilon \downarrow 0} \nu(\mathbf{x} + \epsilon \mathbf{n}) \), for \( \mathbf{x} \in \partial K \), be the inside and outside (with respect to a fixed element \( K \)) values respectively, of a function \( \nu \) on the boundary. Let \( \hat{f} \) be a numerical flux function that satisfies the following properties:

(i) consistency

\[
(C.13) \quad \hat{f}(\nu, \nu, (u_5 \, dt + \xi^k_5 \circ dW^i) \cdot \mathbf{n}) = \nu(u_5 \, dt + \xi^k_5 \circ dW^i) \cdot \mathbf{n}
\]

(ii) conservative

\[
(C.14) \quad \hat{f}(\nu^+, \nu^-, (u_5 \, dt + \xi^k_5 \circ dW^i) \cdot \mathbf{n}) = -\hat{f}(\nu^-, \nu^+, (u_5 \, dt + \xi^k_5 \circ dW^i) \cdot \mathbf{n})
\]

(iii) \( L^2 \) stable in the enstrophy norm with respect to the buoyancy equation, see [30] Section 6].

With such an \( \hat{f} \), we replace \( b_5 (u_5 \, dt + \xi^k_5 \circ dW^i) \cdot \mathbf{n} \) by the numerical flux \( \hat{f}(b_5^+, b_5^-, (u_5 \, dt + \xi^k_5 \circ dW^i) \cdot \mathbf{n}) \) in \((C.10)\). Similarly, in \((C.11)\), we replace \( (q_5 - b_5)(u_5 \, dt + \xi^k_5 \circ dW^i) \cdot \mathbf{n} \) by \( \hat{f}((q_5 - b_5)^+, (q_5 - b_5)^-, (u_5 \, dt + \xi^k_5 \circ dW^i) \cdot \mathbf{n}) \).

Remark C.1. For a general nonlinear conservation law, one has to solve what is called the Riemann problem for the numerical flux, see [30] for details. In our setup, we use the following local Lax-Friedrichs flux, which is an approximate Riemann solver,

\[
(C.15) \quad \hat{f}(\nu^+, \nu^-, (u_5 \, dt + \xi^k_5 \circ dW^i) \cdot \mathbf{n}) = (u_5 \, dt + \xi^k_5 \circ dW^i) \cdot \mathbf{n} \{\nu\} - \frac{1}{2} (u_5 \, dt + \xi^k_5 \circ dW^i) \cdot \mathbf{n} \{\nu\} \]

where

\[
(C.16) \quad \{\nu\} := \frac{1}{2} (\nu^- + \nu^+), \quad \|[\nu]\| := \mathbf{n} \nu^- + \mathbf{n} \nu^+ \nu^+.
\]
Finally, our goal is to find $\delta_3, q_3 \in V^+_s(D)$ such that for all $\nu_3 \in V^+_s(D)$ we have
\begin{equation}
\sum_{K \in D_3} \langle db_3, \nu_3 \rangle_K = \sum_{K \in D_3} \left\{ (b_3 \nabla^\perp \psi_3, \nabla \nu_3)_K - (\tilde{f}_b(b_3^+, b_3^-, \nabla \psi_3 \cdot n), \nu_3^-)_{\partial K} \right\},
\end{equation}
\begin{equation}
\sum_{K \in D_3} \langle dq_3, \nu_3 \rangle_K = \sum_{K \in D_3} \left\{ (q_3 - b_3) \nabla^\perp \psi_3, \nabla \nu_3)_K - \frac{1}{2} \langle \nabla (b_3 \nabla^\perp h_3), \nu_3 \rangle_K - (\tilde{f}_q((q_3 - b_3)^+, (q_3 - b_3)^-, \nabla^\perp \psi_3 \cdot n, \nu_3^-)_{\partial K}
\right\}
\end{equation}
where $\psi_3 := \psi_3 \, dt + \zeta_3^b \circ \, dW^1$ was introduced for notation simplicity.

Remark C.2. In (C.17) and (C.18) we do not explicitly distinguish external and internal boundaries, $\partial K_{\text{ext}}$ and $\partial K_{\text{int}}$, because for the boundary condition (C.1), the $\partial K_{\text{ext}}$ terms vanish.
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