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Abstract—In the resource management of wireless networks, Federated Learning has been used to predict handovers. However, non-independent and identically distributed data degrade the accuracy performance of such predictions. To overcome the problem, Federated Learning can leverage data clustering algorithms and build a machine learning model for each cluster. However, traditional data clustering algorithms, when applied to the handover prediction, exhibit three main limitations: the risk of data privacy breach, the fixed shape of clusters, and the non-adaptive number of clusters. To overcome these limitations, in this paper, we propose a three-phased data clustering algorithm, namely: generative adversarial network-based clustering, cluster calibration, and cluster division. We show that the generative adversarial network-based clustering preserves privacy. The cluster calibration deals with dynamic environments by modifying clusters. Moreover, the divisive clustering explores the different number of clusters by repeatedly selecting and dividing a cluster into multiple clusters. A baseline algorithm and our algorithm are tested on a time series forecasting task. We show that our algorithm improves the performance of forecasting models, including cellular network handover, by 43%.
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I. INTRODUCTION

Machine learning (ML) is emerging as a key theory for the resource management in wireless networks. One of the most important functions for resource management is the ability to forecast the load of network resources. This can be done by using the time series from the wireless networks (e.g., 5G or cellular networks) where the varying load is recorded in the form of the time series. In fact, there have been many attempts to forecast and manage the load of network resources at access point or base station (BS) to ensure a high quality of service [1]. However, current load forecasting methods use model-based approaches and have shown low prediction accuracy [2]. This motivates to explore the use of ML algorithms for network load forecasting, as an alternative to model based approaches.

Due to the limitations of centralized ML algorithms and the dynamic characteristics of wireless networks [3], Federated learning (FL) is a ML method that is gaining popularity. In centralized ML, there is a unit called server that performs the computations, and distributed units called clients that send data to the server. Such an approach is problematic with data from BSs. In fact, when BSs are clients and one of the BSs is selected as server, centralized ML algorithms require data curation from clients to a server, which causes the risk of client’s data privacy breach. There is also an inference delay one would need to consider when ML decisions are taken centrally. These aspects have motivated the development of FL which trains and saves ML models on clients. Thus, the need to transmit the data (e.g., the load of the network resources) from clients to a server is reduced, and the decisions are made on clients.

However, non-independent and identically distributed (non-IID) data degrades the performance of the ML models in FL [4]. The degradation must be addressed since we cannot expect an IID distribution in real-world wireless networks. To be specific, the characteristics of data in each BS can be different across BSs. To deal with such situation, an approach consists in grouping the data of different BSs into clusters and in training a model per each group, as it has been investigated in these works: [5]–[8]. Although these works are promising, they also present the following important limitations:

- **Non-adaptive number of clusters**: Traditional clustering algorithms create a fixed number of clusters;
- **Risk of data privacy breach**: The data can be eavesdropped using the data transmitted over a network;
- **Fixed shapes of clusters**: The data generated by the clients is generally time varying and their characteristics, as used in traditional clustering algorithms, change over time. Thus, in such dynamic situations, the fixed size of data clusters is clearly sub-optimal.

This paper proposes to address the three aforementioned limitations. Our main contribution is a novel clustering framework which preserves data privacy, creates dynamic clusters, and adapts the number of clusters over time. The framework consists of the following phases:

- **Phase 1**: generative adversarial network (GAN)-based clustering in [9] forms clusters without sharing raw data;
- **Phase 2**: Cluster calibration in [8] dynamically relocates clients to update clusters;
- **Phase 3**: Cluster division in [10] selects a cluster and divides it into multiple clusters.

To validate our algorithm, we compare it to the baseline clustering algorithm for time series in [11]. From the comparison, we show the improved network handover forecasting (average improvement of 43%), and other benchmark use cases such as the demand for electrical power, the trace of pens, and the number of pedestrians.

The remainder of this paper is organized as follows. Section II overviews previous works for non-IID data and clustering in FL. In Section III, we introduce studies from the concepts of FL to the centralized data clustering algorithms.
Then, we propose our dynamic GAN-based clustering algorithm in Section IV. Section V describes the setting for the network and ML models, then the results from the experiments are described. Finally, we conclude our paper in Section VI.

II. RELATED WORK

The authors in [4] have analyzed the non-IID data, which has degraded the performance of the ML model, e.g. convolutional neural network for classification tasks. In the paper, a small subset of client’s data has improved the performance. However, the approach has shown a problem since the data transmission for the subset has leaked information about the training data.

The algorithms in [5]–[7] have tried to improve the performance of the ML models by applying clustering algorithms. The approach in [5] has compressed the data by an autoencoder and created clusters of the clients by the compressed data. Although the algorithm has improved ML models, it is subject to privacy breach since the data have been able to be restored by the compressed data and the autoencoder.

The authors in [6] have created clusters by the similarities of gradients. This approach has shown a limitation due to that applying differential privacy (DP) has been challenging. In [12], [13], the authors have shown that the gradients have been able to reveal the original data, and DP has assured data privacy. DP has added noise to gradients, and the noises have been attenuated by averaging models. However, when applying DP to [6], the noises have been not able to be attenuated, which has been able to result in incorrect clusters. Next, the authors in [7] have clustered a local empirical risk minimizer by k-means. Although the algorithm in [7] avoids transmitting original data, it still creates fixed-size clusters.

The existing clustering algorithms have been non-dynamic, but the algorithm in [8] introduces the dynamic clustering. This algorithm has relocated clients to the best-fitting clusters by the performances of ML models, but there have been two drawbacks. First, depending on the quality of initial clusters, the time to converge to correct clusters has been able to vary. Second, the number of clusters has been still fixed. Thus, the clusters have not converged to the optimal number, because the fixed number of clusters has been able to be either an under-estimated or over-estimated value of the optimal number.

III. BACKGROUND

A. Federated Learning

FL is a method to train a ML model when data is geographically distributed, as opposed to distributed in a datacenter [14], which consists of clients and a server. Stochastic gradient descent (SGD) can be used to train ML models in FL, and the training continues until convergence of the ML model. When the ML model is built in the server, the training round is as follows. First, the server selects a subset of clients and transmits the model to the subset. Second, each client trains the received model on local data and transmits the trained model to the server. Third, the server averages the trained models.

Fig. 1: The structure of the clusterGAN with the generator, encoder, and discriminator. The generator synthesizes data from a latent space, and the encoder maps the synthetic data into the latent space. The discriminator distinguishes between real data and synthetic data.

B. ClusterGAN

ClusterGAN in [9] creates clusters by three ML models that aim to compress data to a low dimension called a latent space. To be specific, the latent space consists of the Normal distribution and one-hot vector as follows:

\[
\begin{align*}
    z &= (z_n, z_c), \\
    z_n &\sim \mathcal{N}(0, \sigma^2 I_{d_n}), \\
    z_c &= e_k, k \sim \mathcal{U}(1, K),
\end{align*}
\]

where \( z \) is a variable in the latent space, \( z_n \) is a noise of Normal distribution, \( \mathcal{N}(0, \sigma^2 I_{d_n}) \) is the Normal distribution with mean 0 and variance \( \sigma^2 I_{d_n} \), \( I_{d_n} \) is an identity matrix of size \( d_n \), \( z_c \) is a vector which stands for a cluster-ID, \( e_k \) is a one-hot vector where all entries are zero except for one at \( k \)-th entry, and \( \mathcal{U}(1, K) \) is a uniform random distribution with the lowest value 1 and the highest value \( K \). In detail, the clusterGAN consists of the three ML models in Figure 1.

In Fig. 1, \( G, E, \) and \( D \) are the models of the generator, encoder, and discriminator. The models have weights which are parameterized by \( \Theta_G, \Theta_E \) and \( \Theta_D \), and \( x_g \) and \( x_r \) are synthetic and real data. Let \( Z \) and \( X \) be the latent space and data space, and \( \mathbb{R} \) be the set of real numbers. The functionality of the three models are as follows:

- **Generator:** It maps the values in the latent space to the data space \( (G: Z \to X) \);
- **Encoder:** It maps the values in the data space to the latent space \( (E: X \to Z) \);
- **Discriminator:** It distinguishes whether the input data are synthetic data by the generator or real data \( (D: X \to \mathbb{R}) \).

To train the three models, the loss function is as follows:

\[
\min_{\Theta_G, \Theta_E} \max_{\Theta_D} \mathbb{E}_{x \sim P_X} q(D(x)) + \mathbb{E}_{z \sim P_Z} q(1 - D(G(z))) + \beta_n \mathbb{E}_{z \sim P_Z} \|z_n - \mathcal{E}(G(z_n))\|_2^2 + \beta_c \mathbb{E}_{z \sim P_Z} \mathcal{H}(z_c, \mathcal{E}(G(z_c))),
\]

where \( \mathbb{E} \) is the expectation, \( x \) is a real data, \( P_X^r \) is the distribution of real data samples, \( P_Z \) is the distribution of noise in the latent space, \( q(\cdot) \) is the quality function which is \( \log(x) \) for vanilla GAN and \( x \) for Wasserstein GAN [15], \( \beta_n \) and \( \beta_c \) are hyperparameters, and \( \mathcal{H}(\cdot) \) is the cross-entropy loss [16].
C. Hypothesis-based clustering (HypCluster)

HypCluster starts with $q$ hypothesis models, where $q$ is the number of clusters [8]. This algorithm calibrates clusters dynamically. In detail, a ML model is trained in each cluster, and each client runs the updated models and is relocated to the best-fitting cluster. This is detailed in Algorithm 1.

![Algorithm 1: HYPCLUSTER](image)

In Algorithm 1, $h_i^t$ is the hypothesis model of cluster $i$ which has been updated $t$ times. $f$ is a function that maps a client to a cluster, $L$ is a loss that occurs when a certain model is applied, $D_k$ is the empirical distribution on each client, $E$ is the epoch number, and $m_k$ is the number of data samples used for training at each client. Note that $q$ is the number of clusters by the hypothesis testing, and $P$ is the total number of clients. Therefore, it can be seen that the generalization decreases as $q$ increases. However, if $q = P$, i.e., the number of clusters is equal to the number of clients, each model becomes a local model of an individual client. Thus, the optimal $q$ less than $P$ must be found by testing several values of $q$.

D. Divisive clustering

Divisive clustering iteratively divides a cluster into two clusters until a stopping condition of clusters is satisfied [10]. To divide the cluster, there are three concepts:

- Divide all clusters into two clusters;
- Divide the cluster with the most data into two clusters;
- Divide the cluster with the highest variance by a distance metric (e.g., Euclidean distance) into two clusters.

The first concept does not consider the quality of clusters. The second can end up with balanced clusters, but it does not consider the quality of clusters. Thus, the third one is regarded as the most complex approach.

IV. DYNAMIC GAN-BASED CLUSTERING

Our solution in Figure 2 consists of three phases: GAN-based clustering, model training with cluster calibration, and cluster division.

Phase 1 creates clusters by the GAN-based clustering which is a modification of clusterGAN in Section III-B for FL. This phase preserves privacy and creates clusters (Algorithm 2).

In Algorithm 2, $C$ is the set of all clients, $r$ is the ratio to sample clients, $m$ is the number of clients to sample, $|\cdot|$ is the cardinality of a set, and $S_t$ is the set of sampled clients.

Phase 2 trains ML models and calibrates clusters by HypCluster in Section III-C. Cluster calibration updates the fixed clusters by modifying the clusters to be performance-focused clusters as described in Section III-C (Algorithm 3).

In Algorithm 3, $r'$ is the ratio to sample clients, and $m'$ is the number of clients to sample. Note that our algorithm examines all models on the clients, and each client is relocated to the best-fitting cluster on line 20 in Algorithm 3.
Algorithm 3: Phase 2: model training with cluster calibration

\begin{algorithm}
\caption{Phase 2: model training with cluster calibration}
\begin{algorithmic}[1]
\State \textbf{Initialize:} $k$ models for a use case with $w_{t+1}^{k}$
\For {HypCluster round $t' = 1,...,h$}
    \For {ML model training round $t'' = 1,...,l$}
        \State $m' \leftarrow \max (|C| \cdot n', 1)$
        \State $S'_t$ \sample $m'$ clients in $C$
        \For {each client $c \in S'_t$ in parallel}
            \State Define the weight of the ML model for the cluster $id^c$ as $w_t^{id^c}$
            \State Initialize the ML model at $c$ with $w_t^{id^c}$
            \State Train the ML model $E_2$ times at $c$ using SGD and obtain the updated model $w_{t+1}^{id^c}$
            \State Send $w_{t+1}^{id^c}$ to the server
        \EndFor
        \State \textbf{for each client} $c \in S'_t$ \textbf{do}
            \State $w_{t+1}^{id^c} \leftarrow \sum_{c=1}^{C} \frac{n^c}{n} w_{t+1}^{id^c}$
        \EndFor
        \State $W_t \leftarrow w_{t+1}^{id} \in \{1,...,k\}$
    \EndFor
\EndFor
\end{algorithmic}
\end{algorithm}

Algorithm 4: Phase 3: cluster division

\begin{algorithm}
\caption{Phase 3: cluster division}
\begin{algorithmic}[1]
\State \textbf{Initialize:} Set the initial number of cluster $k$ and the clients $C$ for the whole algorithm.
\For {Divisive clustering round $i = 1,...,I$}
    \State Perform Phase 1 and Phase 2
    \For {each client $c \in \{1,...,C\}$ in parallel}
        \State Initialize the ML model at $c$ with $w_t^{id^c}$
        \State Run the model at $c$ to obtain the loss $loss^{id^c}$
        \State Send $loss^{id^c}$ to the server
    \EndFor
    \State Calculate averages and variances of $loss^{id}$ for each $id \in \{1,...,k\}$ to obtain the list of averages $avg\_losses$ and variance $var\_losses$
    \State Select a cluster $sel\_id$ to divide by applying the priority on $avg\_losses$ and $var\_losses$
    \State Set $C$ as the clients in cluster $sel\_id$
    \State Set $k$ as the new number of clusters $n$ (default: $n = 2$)
\EndFor
\end{algorithmic}
\end{algorithm}

Phase 3 modifies the divisive clustering in Section III-D by using the mean and the variance of model performance. This phase selects and splits a cluster (Algorithm 4). The first priority is the cluster with the highest mean and the variance of model performance. This is because the ML model can show different performance for different data characteristics in a cluster. The second is the cluster with the highest mean above a predefined mean threshold. This is selected since the model can show low performance for different characteristics in a cluster. After Phase 3, our algorithm stops by two conditions: first, all clusters show lower variance and mean than the two predefined thresholds. Second, all divisive clustering rounds are finished.

In Section V, we discuss more details about the execution of our proposed algorithm, including the number of rounds and the time scale of each phase.

V. EXPERIMENTAL SETTING AND RESULTS

A. Experimental Setup

We use three public datasets with class information and one private dataset without class information. Note that the data-type of all datasets is time series since our main goal, i.e., resource management by handover prediction, is time series forecasting. The details of the datasets are:

- **Handover**: The number of handovers across 149 smaller geographical areas in a metropolitan city were hourly counted for 58 days. This data can reveal the movement of the population in a city. Thus, it is desirable to preserve data privacy of user mobility data. However, the data can also benefit resource management and therefore it is of interest to use the data for forecasting;
- **Italy power demand**: This is a dataset that recorded the twelve-monthly power demand in 1997 [17];
- **PenDigit**: The coordinates of moving pens were recorded as time series when writing digits [18];
- **Melbourne pedestrian**: In Melbourne, the number of pedestrians was counted by pedestrian counters [19].

We normalize each dataset in Table I depending on its own characteristics. To be specific, for PenDigit and Italy power demand, the range of each dataset is set to $[0, 1]$ by min-max scaler. The reason is as follows: the range of PenDigit was normalized to $[0, 100]$ in [18]. Regarding the Italy power demand, we aim to distinguish different amounts of power demands. On the other hand, for the Melbourne pedestrian and Handover, the min-max scaler is applied to each time series since we aim to distinguish the different shapes of time series.

The three public datasets are distributed to 30 clients. We divide each dataset into the training, overwriting, and test data, i.e., 70%, 20%, and 10% of each dataset. Each client has the training data and test data of a single class to simulate a non-IID environment. The overwriting data are used to simulate a dynamic environment in Phase 2. Specifically, in the middle of each dataset.
of Phase 2, one client is randomly selected, and its all data are overwritten by the data of a random class.

For Handover, we simulate the entire city. Thus, we create 149 clients with the time series from time step 0 to 1,344 as training data. The remaining 48 steps are used to test long short term memory (LSTM) models. For Phase 1, the time series of each week is a sample. To train the LSTM models, we augment the training data with the shift window technique by selecting 19 time steps and shifting one time step. Note that the dynamic environment is not simulated for two reasons: we aim to simulate a city with 149 cells, and the dynamic environment cannot be controlled without the class information.

In Phase 1, the model of GAN-based clustering follows the architecture for time series in [9] except for the Handover dataset. For Handover, we use 512 neurons in each layer and 80 for the size of $z_n$. Note that the number of clusters is the number of classes for the public datasets and two for the private dataset. This is because we aim to divide clusters iteratively when the number of classes is unknown.

In Phase 2, the structure of LSTM model is in Table II. The training data are divided into the input and the desired output of LSTM. In our experiment for the public datasets, the time series from the beginning to the 70% of the length of each sample is the input, and the rest becomes the desired output. Regarding Handover, we aim to simulate the harsh prediction condition for the real network, where 60% of 19 time steps is the input, and the rest becomes the desired output of LSTM. Also, for all datasets, if the length of each sample is not an integer, we round down the number.

In Phase 3, the number of the divisive rounds is one for the public datasets and ten for the private dataset. Note that Phase 3 for the public datasets divides a cluster once since the number of clusters by Phase 1 should be close to the number of classes. For the private dataset, the cluster division occurs ten times since we aim to start from the under-estimated number of clusters and vary the number of clusters over time. Regarding the threshold of the variance and mean, we select 1.0e-6 for the variance and 1.0e-2 for the mean.

In our simulation, the GAN-based clustering model in Phase 1 is trained for 50,000 rounds. For Phase 2, LSTM models are trained for 100 global rounds with two steps of local training. Thus, 200 steps of the LSTM training are carried out. Each round is triggered every hour since we aim to train LSTM models with a new sample. During Phase 2, cluster calibration is triggered at 40th and 80th rounds. After Phase 2, Phase 3 selects a cluster to divide. Then, our algorithm executes Phase 1 but reduces the number of rounds for Phase 1 to 25,000.

Regarding the time scale in a wireless network scenario (i.e. Handover), the first execution of Phase 1 and Phase 2 takes 15 hours and 100 hours. Thus, after executing our algorithm for 115 hours, the first execution of Phase 3 is triggered.

To numerically verify our algorithm, the result of our algorithm was compared to a baseline algorithm using a feature extraction algorithm in [11] and agglomerative clustering in [20]. Specifically, the chosen feature extraction algorithm extracts the features on each client, and the extracted features are sent to the server. The clustering algorithm executes using these features. For the baseline, the dynamic environment is not simulated since the baseline cannot handle the environment.

**B. Evaluation metrics**

We show the numerical performance of our clustering algorithms and LSTM models. For the clustering algorithms, purity [21] is calculated for the public datasets as follows:

$$
Purity = \frac{1}{N} \sum_{i=1}^{k} \max_{j} |c_i \cap t_j|,
$$

where $N$ is the number of data samples, $k$ is the number of clusters, $c_i$ is one of the $k$ clusters, and $t_j$ is the number of samples when class $j$ is the majority in the cluster $c_i$.

Regarding the performance of LSTM models, the loss of LSTM models is shown since the accurate clusters enable the lower loss of LSTM models. The loss of LSTM models is measured by the mean squared error (MSE) as follows:

$$
\mathcal{L}(y, \hat{y}) = \frac{1}{m} \sum_{i=1}^{m} (y_i - \hat{y}_i)^2,
$$

where $y_i$ and $\hat{y}_i$ are the output and desired output of LSTM models, and $m$ is the number of samples.

**C. Results**

In the case of the datasets with the class information, the baseline and Phase 1 create a cluster-ID for each sample. Hence, the purities for the three public datasets are calculated and compared with the purities of the baseline. Also, the performances of LSTM models of all datasets were compared.

1) Result of Phase 1: The baseline and Phase 1 of our algorithm are repeated 5 times for statistical accuracy in Table III. Note that Handover is not included since the purity cannot be calculated without class information in Eq. (5). In Table III, the baseline does not have the standard deviation since the baseline always creates the same clusters. However, the clusters by Phase 1 can vary because of the clusterGAN. Thus, the standard deviations are in Table III. From the table, we conclude that our Phase 1 outperforms the baseline since our algorithm shows higher purity than the baseline.

| Dataset | Baseline | Phase 1 | Improvement (Average) |
|---------|----------|---------|-----------------------|
| Italy   | 65.02    | 76.60   | 11.58                 |
| Pendigit| 43.26    | 69.30   | 26.04                 |
| Melbourne| 58.28   | 59.22   | 0.94                  |

**TABLE II: LSTM model**

| Dataset  | Italy    | Pendigit | Melbourne | Handover |
|----------|----------|----------|-----------|----------|
| LSTM-neurons | 8        | 8        | 8         | 8        |
| Batch size    | 7        | 7        | 7         | 2        |
| Learning rate | 0.001    | 0.001    | 0.001     | 0.001    |
| Step size rule| RMSProp  | RMSProp  | RMSProp   | RMSProp  |
| L2 regularization | 0.0005   | 0.0005   | 0.0005    | 0.0005   |

**TABLE III: Purity of Phase 1 (unit: %)**

| Dataset  | Baseline | Phase 1 | Improvement (Average) |
|----------|----------|---------|-----------------------|
| Italy    | 65.02    | 76.60   | 11.58                 |
| Pendigit | 43.26    | 69.30   | 26.04                 |
| Melbourne| 58.28    | 59.22   | 0.94                  |
This paper introduced dynamic GAN-based clustering in FL to improve the accuracy of time series forecasting. The improvement is achieved by a novel policy to dynamically update the clusters over time while preserving privacy. For extensive simulations, our algorithm showed numerical improvement for time series forecasting from 29% to 45% compared to the baseline on four real-world datasets.

For future works, we could leverage local computation power to speed up the convergence of the models. Next, we can consider a further policy of merging dynamically generated clusters to decrease the number of clusters.
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