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Abstract. Several data analysis techniques employ similarity relationships between data points to uncover the intrinsic dimension and geometric structure of the underlying data-generating mechanism. In this paper we work under the model assumption that the data is made of random perturbations of feature vectors lying on a low-dimensional manifold. We study two questions: how to define the similarity relationship over noisy data points, and what is the resulting impact of the choice of similarity in the extraction of global geometric information from the underlying manifold. We provide concrete mathematical evidence that using a local regularization of the noisy data to define the similarity improves the approximation of the hidden Euclidean distance between unperturbed points. Furthermore, graph-based objects constructed with the locally regularized similarity function satisfy better error bounds in their recovery of global geometric ones. Our theory is supported by numerical experiments that demonstrate that the gain in geometric understanding facilitated by local regularization translates into a gain in classification accuracy in simulated and real data.

1. Introduction

1.1. Aim and Background. Several techniques for the analysis of high dimensional data exploit the fact that data-generating mechanisms can be often described by few degrees of freedom. The focus of this paper is on graph-based methods that employ similarity relationships between points to uncover the low intrinsic dimensionality and geometric structure of a data set. Graph-based learning provides a well-balanced compromise between accuracy and interpretability, and is popular in a variety of unsupervised and semi-supervised tasks [28, 23]. These methods have been analyzed in the idealized setting where the data is sampled from a low-dimensional manifold and similarities are computed using the ambient Euclidean distance or the geodesic distance, see e.g. [7, 20, 5, 10]. The manifold setting is truthful in spirit to the presupposition that data arising from structured systems may be described by few degrees of freedom, but it is not so in that the data are typically noisy. The aim of this paper is to provide new mathematical theory under the more general model assumption that the data consists of random perturbations of low-dimensional features lying on a manifold.

By relaxing the manifold assumption we bring forward two fundamental questions that are at the heart of graph-based learning which have not been accounted for by previous theory. First, how should one define the inter-point similarities between noisy data points in order to recover Euclidean distances between unperturbed data-points more faithfully? Second, is it possible to recover global geometric features of the manifold from suitably-defined similarities between noisy data? We will show by rigorous mathematical reasoning that:

(i) Denoising inter-point distances leads to an improved approximation of the hidden Euclidean distance between unperturbed points. We illustrate this general idea by analyzing a simple, easily-computable similarity defined in terms of a local-regularization of the noisy data set.

(ii) Graph-based objects defined via locally regularized similarities can be guaranteed to satisfy improved error bounds in the recovery of global geometric properties. We illustrate this general idea by showing the spectral approximation of an unnormalized $\varepsilon$-graph Laplacian to a Laplace operator defined on the underlying manifold.

In addition to giving theoretical support for the regularization of noisy point clouds, we study the practical use of local regularization in classification problems. Our analytically tractable
local-regularization depends on a parameter that modulates the amount of localization, and our analysis suggests the scaling of the localization parameter in terms of the level of noise in the data. In our numerical experiments we show that in semi-supervised classification problems this parameter may be chosen by cross-validation, ultimately producing classification rules with improved accuracy. Finally, we propose two alternative denoising methods with similar empirical performance that are sometimes easier to implement with. In short, the improved geometric understanding facilitated by (local) regularization translates into improved graph-based data analysis, and the results seem to be robust to the choice of methodology.

1.2. Framework. We assume a data model

\[(1.1) \quad y_i = x_i + \varepsilon_i,\]

where the unobserved points \(x_i\) are sampled from an unknown \(m\)-dimensional manifold \(\mathcal{M}\), the vectors \(\varepsilon_i \in \mathbb{R}^d\) represent noise, and \(\mathcal{Y}_n = \{y_1, \ldots, y_n\} \subseteq \mathbb{R}^d\) is the observed data. Further geometric and probabilistic structure will be imposed to prove our main results—see Assumptions 1 and 2 below. Our analysis is motivated by the case, often found in applications, where the number \(n\) of data points and the ambient space dimension \(d\) are large, but the underlying intrinsic dimension \(m\) is small or moderate. Thus, the data-generating mechanism is described (up to a noisy perturbation) by \(m \ll d\) degrees of freedom. We aim to uncover geometric properties of the underlying manifold \(\mathcal{M}\) from the observed data \(\mathcal{Y}_n\) by using similarity graphs.

The set of vertices of these graphs will be identified with the set \([n] := \{1, \ldots, n\}\) — so that the \(i\)-th node corresponds to the \(i\)-th data point — and the weight \(W(i,j)\) between the \(i\)-th and \(j\)-th data-point will be defined in terms of a similarity function \(\delta : [n] \times [n] \to [0, \infty)\).

The first question that we consider is how to choose the similarity function so that \(\delta(i,j)\) approximates the hidden Euclidean distance \(\delta_{\mathcal{X}_n}(i,j) := |x_i - x_j|\). Full knowledge of the Euclidean distance between the latent variables \(x_i\) would allow to recover, in the large \(n\) limit, global geometric features of the underlying manifold. This motivates the idea of denoising the observed point cloud \(\mathcal{Y}_n\) to approximate the hidden similarity function \(\delta_{\mathcal{X}_n}\). Here we study a family of similarity functions based on the Euclidean distance between local averages of points in \(\mathcal{Y}_n\). We define a denoised data set \(\overline{\mathcal{Y}}_n = \{\overline{y}_1, \ldots, \overline{y}_n\}\) by locally averaging the original data set, and we then define an associated similarity function

\[
\delta_{\overline{\mathcal{Y}}_n}(i,j) := |\overline{y}_i - \overline{y}_j|.
\]

In its simplest form, \(\overline{y}_i\) is defined by averaging all points in \(\mathcal{Y}_n\) that are inside the ball of radius \(r > 0\) centered around \(y_i\), that is,

\[(1.2) \quad \overline{y}_i := \frac{1}{N_i} \sum_{j \in A_i} y_j,\]

where \(N_i\) is the cardinality of \(A_i := \{j \in [n] : y_j \in B(y_i, r)\}\). Note that \(\overline{\mathcal{Y}}_n\) (and the associated similarity function \(\delta_{\overline{\mathcal{Y}}_n}\)) depends on \(r\), but we do not include said dependence in our notation for simplicity. Other possible local and non-local averaging approaches may be considered. We will only analyze the choice made in (1.2) and we will explore other constructions numerically.

Introducing the notation

\[
\delta_{\mathcal{X}_n}(i,j) = |x_i - x_j|, \quad \delta_{\mathcal{Y}_n}(i,j) = |y_i - y_j|,
\]

the first question that we study may be formalized as understanding when, and to what extent, the similarity function \(\delta_{\overline{\mathcal{Y}}_n}\) is a better approximation than \(\delta_{\mathcal{Y}_n}\) (the standard choice) to the hidden similarity function \(\delta_{\mathcal{X}_n}\). An answer is given in Theorem 1 below.

The second question that we investigate is how an improvement in the approximation of the hidden similarity affects the approximation of global geometric quantities of the underlying manifold. Specifically, we study how the spectral convergence of graph-Laplacians constructed with noisy data may be improved by local regularization of the point cloud. For concreteness, our theoretical analysis is focused on \(\varepsilon\)-graphs and unnormalized graph-Laplacians, but we expect our results to generalize to other graphs and graph-Laplacians—evidence to support this claim.

Note that \(\overline{y}_i\) will only analyze the choice made in (1.2) and we will explore other constructions numerically. For simplicity. Other possible local and non-local averaging approaches may be considered.
will be given through numerical experiments. We now summarize the necessary background to formalize this question. For a given similarity \( \delta : [n] \times [n] \to [0, \infty) \) and a parameter \( \varepsilon > 0 \), we define a weighted graph \( \Gamma_{\delta, \varepsilon} = ([n], W) \) by setting the weight between the \( i \)-th and \( j \)-th node to be

\[
W(i, j) := \frac{2(m + 2)}{\alpha_m \varepsilon m + 2} \mathbb{I} \{ \delta(i, j) < \varepsilon \},
\]

where \( \alpha_m \) is the volume of the \( m \)-dimensional Euclidean unit ball. Associated to the graph \( \Gamma_{\delta, \varepsilon} \) we define the unnormalized graph Laplacian matrix

\[
\Delta_{\delta, \varepsilon} := D - W \in \mathbb{R}^{n \times n},
\]

where \( D \) is a diagonal matrix with diagonal entries

\[
D(i, i) := \sum_{j=1}^{n} W(i, j).
\]

For the rest of the paper we shall denote \( \Gamma_{X_n, \varepsilon} := \Gamma_{\delta_X, \varepsilon} \) and \( \Delta_{X_n, \varepsilon} := \Delta_{\delta_X, \varepsilon} \). We use analogous notation for \( \mathcal{Y}_n \) and \( \bar{\mathcal{Y}}_n \). The second question that we consider may be formalized as understanding when, and to what extent, \( \Delta_{\bar{\mathcal{Y}}_n} \) provides a better approximation (in the spectral sense) than \( \Delta_{\mathcal{Y}_n} \) to a Laplace operator on the manifold \( \mathcal{M} \). An answer is given in Theorem 2 below.

1.3. Main results. In this subsection we state our main theoretical results. We first impose some geometric conditions on the underlying manifold \( \mathcal{M} \).

Assumption 1. \( \mathcal{M} \) is a smooth, oriented, compact manifold with no boundary and intrinsic dimension \( m \), embedded in \( \mathbb{R}^d \). Moreover, \( \mathcal{M} \) has injectivity radius \( i_0 \), maximum of the absolute value of sectional curvature \( K \), and reach \( R \).

Loosely speaking, the injectivity radius determines the range of the exponential map (which will be an important tool in our analysis and will be reviewed in the next section) and the sectional curvature controls the metric distortion by the exponential map, and thereby its Jacobian. The reach \( R \) can be thought of as an (inverse) conditioning number of the manifold and controls its second fundamental form; it can also be interpreted as a measure of extrinsic curvature. The significance of these geometric quantities and their role in our analysis will be further discussed in Section 2.

Next we impose further probabilistic structure into the data model (1.1). We assume that the pairs \((x_i, z_i)\) are i.i.d. samples of the random vector \((X, Z) \sim \mu \in \mathcal{P}(\mathcal{M} \times \mathbb{R}^d)\). Let \( \mu \) and \( \mu_x \) be, respectively, the marginal distribution of \( X \) and the conditional distribution of \( Z \) given \( X = x \). We assume that \( \mu \) is absolutely continuous with respect to the Riemannian volume form of \( \mathcal{M} \) with density \( p(x) \), i.e.,

\[
d\mu(x) = p(x)d\text{vol}_\mathcal{M}(x).
\]

Furthermore, we assume that \( \mu_x \) is supported on \( T_x\mathcal{M}^\perp \) (the orthogonal complement of the tangent space \( T_x\mathcal{M} \)) and that it is absolutely continuous with respect to the \((d - m)\)-dimensional Hausdorff measure \( \mathcal{H}^{d-m} \) restricted to \( T_x\mathcal{M}^\perp \) with density \( p(z|x) \), i.e.,

\[
d\mu_x(z) = p(z|x)d\mathcal{H}^{d-m}(z).
\]

To ease the notation we will write \( dz \) instead of \( \mathcal{H}^{d-m}(dz) \). We make the following assumptions on these densities.

Assumption 2. It holds that:

(i) The density \( p(x) \) is of class \( C^2(\mathcal{M}) \) and is bounded above and below by positive constants:

\[
0 < p_{\text{min}} \leq p(x) \leq p_{\text{max}}, \quad \forall x \in \mathcal{M}.
\]
(ii) For all \( x \in \mathcal{M} \),
\[
\int zp(z|x)dz = 0.
\]
Moreover, there is \( \sigma < R \) such that \( p(z|x) = 0 \) for all \( z \) with \( |z| \geq \sigma \).

Note that the assumption on \( p(z|x) \) ensures that the noise is centered and bounded by a constant \( \sigma \).

In our first main theorem we study the approximation of the similarity function \( \delta_{\mathcal{X}_n} \) by \( \delta_{\mathcal{Y}_n} \). We consider points \( x_i \) and \( x_j \) that are close with respect to the geodesic distance \( d_M \) on the manifold, and show that local regularization improves the approximation of the hidden similarity provided that \( n \) is large and the noise level \( \sigma \) is small. The local regularity parameter \( r \) needs to be suitably scaled with \( \sigma \). We make the following standing assumption linking both parameters; we refer to Remark 1 below for a discussion on the optimal scaling of \( r \) with \( \sigma \), and to our numerical experiments for practical guidelines.

**Assumption 3.** The localization parameter \( r \) and the noise level \( \sigma \) satisfy
\[
\sigma \leq \frac{R}{16m}, \quad r \leq \min \left\{ \frac{1}{\sqrt{K}}, \frac{1}{2CmK\sqrt{32}}, \sqrt{\frac{\alpha_m}{2CmK\sqrt{32}}} \right\}, \quad \text{and} \quad \sigma \leq \frac{1}{3}r,
\]
where \( C \) is a universal constant, \( \alpha_m \) denotes the volume of the Euclidean unit ball in \( \mathbb{R}^m \), and \( i_0, R, \) and \( K \) are as in Assumption 2.

In words, Assumption 3 requires both \( r \) and \( \sigma \) to be sufficiently small, and \( r \) to be larger than \( \sigma \).

Now we are ready to state the first main result.

**Theorem 1.** Under Assumptions 1, 2 and 3, with probability at least \( 1 - n4e^{-cn\max\{m,m+4\}} \), for all \( x_i \) and \( x_j \) with \( d_M(x_i, x_j) \leq r \) we have
\[
|\delta_{\mathcal{X}_n}(i,j) - \delta_{\mathcal{Y}_n}(i,j)| \leq C_M \left( r^3 + r\sigma + \frac{\sigma^2}{r} \right),
\]
where \( c = \min \left\{ \frac{\alpha_m}{4m+2}, \frac{1}{16} \right\} \) and \( C_M \) is a constant depending on \( m, K, R \), a uniform bound on the change in second fundamental form of \( \mathcal{M} \), and on the regularity of the density \( p \).

**Remark 1.** Theorem 2 gives concrete evidence of the importance of the choice of similarity function. For the usual Euclidean distance between observed data, \( \delta_{\mathcal{Y}_n} \), one can only guarantee that
\[
|\delta_{\mathcal{X}_n}(i,j) - \delta_{\mathcal{Y}_n}(i,j)| \leq 2\sigma,
\]
which follows from
\[
||x_i - x_j| - |y_i - y_j|| \leq |z_i - z_j| \leq 2\sigma.
\]
However, if we choose \( r \propto \sigma^{1/2} \), then the error in (1.7) is of order \( \sigma^{3/2} \), which is a considerably smaller quantity in the small noise limit.

**Remark 2.** It will become evident from our analysis that for points \( x_i, x_j \) that are sufficiently close, the quantity \( ||y_i - y_j| - |x_i - x_j|| \) is much smaller than the terms \( ||y_i - x_i|| \). This is an important observation, since our purpose is not to estimate the location of the point \( x_i \) using \( \overline{y}_i \), but rather to estimate distances. In other words, our interest is in the intrinsic geometry of the point cloud and not in its actual representation.

Our second main result translates the local similarity bound from Theorem 1 into a global geometric result concerning the spectral convergence of the graph Laplacian to the Laplace operator formally defined by
\[
\Delta_M f = -\frac{1}{p} \text{div}(p^2 \nabla f),
\]
where div and $\nabla$ denote the divergence and gradient operators on the manifold and $p$ is the sampling density of the hidden point cloud $X_n$, as introduced in Equation (1.5). It is intuitively clear that the spectral approximation of the discrete graph-Laplacian to the continuum operator $\Delta_\mathcal{M}$ necessarily rests upon having a sufficient number of samples from $\mu$ (defined in (1.3)). In other words, the empirical measure $\mu_n = \frac{1}{n} \sum_{i=1}^{n} \delta_{x_i}$ needs to be close to $\mu$, the sampling density of the hidden data set. We characterize the closeness between $\mu_n$ and $\mu$ by the $\infty$-OT transport distance, defined as

$$d_\infty(\mu_n, \mu) := \min_{T:T_\sharp \mu = \mu_n} \text{esssup}_{x \in \mathcal{M}} d_\mathcal{M}(x, T(x)),$$

where $T_\sharp \mu$ denotes the push-forward of $\mu$ by $T$, that is, $T_\sharp \mu = \mu(T^{-1}(U))$ for any Borel subset $U$ of $\mathcal{M}$. In [10] it is shown that for every $\beta > 1$, with probability at least $1 - C_{\beta, \mathcal{M}} n^{-\beta}$,

$$d_\infty(\mu_n, \mu) \leq C_{\mathcal{M}} \frac{\log(n)^p_m}{n^{1/p_m}},$$

where $p_m = 3/4$ if $m = 2$ and $p_m = 1/m$ for $m \geq 3$. This is the high probability scaling of $d_\infty(\mu_n, \mu)$ in terms of $n$.

We introduce some notation before stating our second main result. Let $\lambda_\ell(\Gamma_{\delta, \varepsilon})$ be the $\ell$-th eigenvalue of the unnormalized graph-Laplacian $\Delta_{\delta, \varepsilon}$ defined in Equation (1.4), and let $\lambda_\ell(\mathcal{M})$ be the $\ell$-th eigenvalue of the continuum Laplace operator defined in Equation (1.8).

**Theorem 2.** Suppose that Assumptions [12] and [3] hold. Suppose further that $\varepsilon$ is small enough (but not too small) so that

$$\max \left\{ (m + 5)d_\infty(\mu_n, \mu), 2Cm\eta \right\} < \varepsilon < \min \left\{ 1, \frac{i_0}{10}, \frac{1}{\sqrt{mK}} \cdot \frac{R}{\sqrt{2m}} \right\},$$

(1.9)

$$(\sqrt{\lambda_\ell(\mathcal{M})} + 1)\varepsilon + \frac{d_\infty(\mu_n, \mu)}{\varepsilon} < \tilde{c}_p,$$

where $\tilde{c}_p$ is a constant that only depends on $m$ and the regularity of the density $p$, $C$ is a universal constant, and

$$\eta = C_{\mathcal{M}} \left( r^3 + r \sigma + \frac{\sigma^2}{r} \right)$$

is the bound in (1.7). Then, with probability at least $1 - 4ne^{-cnr\max(2m, m+4)}$,

$$\frac{|\lambda_\ell(\Gamma_{\gamma_n, \varepsilon}) - \lambda_\ell(\mathcal{M})|}{\lambda_\ell(\mathcal{M})} \leq \tilde{C} \left( \frac{\eta}{\varepsilon} + \frac{d_\infty(\mu_n, \mu)}{\varepsilon} + (1 + \sqrt{\lambda_\ell(\mathcal{M})})\varepsilon + (K + \frac{1}{R^2})\varepsilon^2 \right),$$

where $\tilde{C}$ only depends on $m$ and the regularity of $p$, and $c = \min \left\{ \frac{\sigma^2}{d+1}, \frac{1}{16} \right\}$.

**Remark 3.** As described in Remark 2, local regularization enables a smaller $\eta$ than if no regularization is performed. This in turn allows one to choose, for a given error tolerance, a smaller connectivity $\varepsilon$, leading to a sparser graph that is computationally more efficient. Note also that the bound in Theorem 2 does not depend on the ambient space dimension $d$, but only on the intrinsic dimension $m$ of the data.

**Remark 4.** Theorem 2 concretely shows how an improvement in metric approximation translates into an improved estimation of global geometric quantities. We have restricted our attention to analyzing eigenvalues of a Laplacian operator, but we remark that the idea goes beyond this particular choice. For example, one can conduct an asymptotic analysis illustrating the effect of changing the similarity function in the approximation of other geometric quantities of interest like Cheeger cuts. Such analysis could be carried out using the variational convergence approach from [13].

We would also like to mention that it is possible to make statements about convergence of eigenvectors of graph Laplacians following the results in [10]. We have omitted the details for brevity.
Remark 5. Theorem 2 puts together Lemma 8 below and a convergence result from [10] which we present for the convenience of the reader in Theorem 4. We remark that any improvement of Theorem 4 would immediately translate into an improvement of our Theorem 2.

1.4. Related and Future Work. Graph-based learning algorithms include spectral clustering, total variation clustering, graph-Laplacian regularization for semi-supervised learning, graph based Bayesian semi-supervised learning. A brief and incomplete summary of methodological and review papers is [19, 16, 2, 27, 21, 23, 28, 4]. These algorithms involve either a graph Laplacian, the graph total variation, or Sobolev norms involving the graph structure. The large sample $n \to \infty$ theory studying the behavior of some of the above methodologies has been analyzed without reference to the intrinsic dimension of the data [24] and in the case of points laying on a low dimensional manifold, see e.g. [8, 12, 14] and references therein. Some papers that account for both the noisy and low intrinsic dimensional structure of data are [17, 15, 1, 25]. For example, [17] studies the recovery of the homology groups of submanifolds from noisy samples. We use the techniques for the analysis of spectral convergence of graph-Laplacians introduced in [5] and further developed in [10]. The results in the latter reference would allow to extend our analysis to other graph Laplacians, but we do not pursue this here for conciseness.

We highlight that the denoising by local regularization occurs at the level of the data set. That is, rather than denoising each of the observed features individually, we analyze denoising by averaging different data points. In practice combining both forms of denoising may be advantageous. For instance, when each of the data points corresponds to an image, one can first denoise each image at the pixel level and then do regularization at the level of the data set as proposed here. In this regard, our regularization at the level of the data-set is similar to applying a filter at the level of individual pixels [22]. The success of non-local filter image denoising algorithms suggests that non-local methods may be also of interest at the level of the data set, but we expect this to be application-dependent. Finally, while in this paper we only consider first-order regularization based on averages, a topic for further research is the analysis of local PCA regularization [15], incorporating covariance information.

It is worth noting the parallel between the local regularization that we study here and mean-shift and mode seeking methods [6, 9]. Indeed, a side benefit of local averaging in classification and clustering applications is that the data-points are pushed to regions of higher density. This parallelism with mean-shift techniques also suggests the idea of doing local averaging iteratively. Local regularization may be also interpreted as a form of dictionary learning, where each data-point is represented in terms of its neighbors. For specific applications it may be of interest to restrict (or extend) the dictionary used to represent each data point [14].

1.5. Outline. The paper is organized as follows. In Section 2 we formalize the geometric setup and prove Theorem 1. Section 3 contains the proof of Theorem 2 and a lemma that may be of independent interest. Finally, Section 4 includes several numerical experiments. In the Appendix we prove a technical lemma that serves as a key ingredient in proving Theorem 1.

2. Distance Approximation

In this section we prove Theorem 1. We start with Subsection 2.1 by giving some intuition on the geometric conditions imposed in Assumption 1 and introducing the main geometric tools in our analysis. In Subsection 2.2 we decompose the approximation error between the similarity functions $\delta_{\bar{Y}_n}$ and $\delta_{Y_n}$ into three terms, which are bounded in Subsections 2.3, 2.4, and 2.5.

2.1. Geometric Preliminaries.

2.1.1. Basic Notation. For each $x \in \mathcal{M}$ we let $T_x \mathcal{M}$ be the tangent plane of $\mathcal{M}$ at $x$ centered at the origin. In particular, $T_x \mathcal{M}$ is an $m$-dimensional subspace of $\mathbb{R}^d$, and we denote by $T_x \mathcal{M}^\perp$ its orthogonal complement. We will use $\text{vol}_\mathcal{M}$ to denote the Riemannian volume form of $\mathcal{M}$. We will denote by $|x - \bar{x}|$ the Euclidean distance between arbitrary points in $\mathbb{R}^d$ and denote
by \( d_M(x, \tilde{x}) \) the geodesic distance between points in \( M \). We denote by \( B_x \) balls in \( T_x M \) and by \( B_M \) balls in the manifold \( M \) (with respect to the geodesic distance). Also, unless otherwise specified \( B \), without subscripts will be used to denote balls in \( \mathbb{R}^d \). We denote by \( \alpha_m \) the volume of the unit Euclidean ball in \( \mathbb{R}^m \). Throughout the rest of the paper we use \( R, i_0 \) and \( K \) to denote the reach, injectivity radius, and maximum absolute curvature of \( M \), as in Assumption 1. We now describe at an intuitive level the role that these quantities play in our analysis.

### 2.1.2. The Reach.** The reach of a manifold \( M \) is defined as the largest value \( t \in (0, \infty) \) for which the projection map

\[
\{ x \in \mathbb{R}^d : \inf_{\tilde{x} \in M} |x - \tilde{x}| < t \} \mapsto M
\]

is well defined, i.e., every point in the tubular neighborhood around \( M \) of width \( t \) has a unique closest point in \( M \). Our assumption that the noise level satisfies \( \sigma < R \) guarantees that \( x_t \) is the (well-defined) projection of \( y_t \) onto the manifold. The reach can be thought of as an inverse conditioning number for the manifold [17]. We will use that the inverse of the reach provides a uniform upper bound on the second fundamental form (see Lemma 1).

### 2.1.3. Exponential Map, Injectivity Radius and Sectional Curvature.** We will make use of the exponential map \( \exp \), which for every \( x \in M \) is a map

\[
\exp_x : B_x(0, i_0) \rightarrow B_M(x, i_0)
\]

where \( i_0 \) is the injectivity radius for the manifold \( M \). We recall that the exponential map \( \exp_x \) takes a vector \( v \in T_x M \) and maps it to the point \( \exp_x(v) \in M \) that is at geodesic distance \( |v| \) from \( x \) along the unit speed geodesic that at time \( t = 0 \) passes through \( x \) with velocity \( v/|v| \). The injectivity radius \( i_0 \) is precisely the maximum radius of a ball in \( T_x M \) centered at the origin for which the exponential map is a well defined diffeomorphism for every \( x \). We denote by \( J_x \) the Jacobian of the exponential map \( \exp_x \). Integrals with respect to \( d\nu_M \) can then be written in terms of integrals on \( T_x M \) weighted by the function \( J_x \). More precisely, for an arbitrary test function \( \varphi : M \rightarrow \mathbb{R} \),

\[
\int_{B_M(x, i_0)} \varphi(\tilde{x}) d\nu_M(\tilde{x}) = \int_{B_x(0, i_0)} \varphi(\exp_x(v)) J_x(v) dv.
\]

For fixed \( 0 < r \leq \min\{i_0, 1/\sqrt{K}\} \) one can obtain bounds on the metric distortion by the exponential map \( \exp_x : B(r) \subseteq T_x M \rightarrow M \) ([3 Chapter 10] and [5 Section 2.2]), and thereby guarantee the existence of a universal constant \( C \) such that

\[
(1 + CmK|v|^2)^{-1} \leq J_x(v) \leq (1 + CmK|v|^2).
\]

An immediate consequence of the previous inequalities is

\[
|\text{vol}(B_M(x, r)) - \alpha_m r^m| \leq CmKr^{m+2},
\]

where we recall \( \alpha_m \) is the volume of the unit ball in \( \mathbb{R}^m \). Equations (2.1) and (2.2) will be used in our geometric and probabilistic arguments and motivate our assumptions on the choice of local regularization parameter \( r \) in terms of the injectivity radius and the sectional curvature.

### 2.2. Local Distributions.** Next we study the local behavior of \( (X, Z) \). To characterize its local distribution, it will be convenient to introduce the following family of probability measures.

**Definition 3.** Let \( y \) be a vector in \( \mathbb{R}^d \) whose distance to \( M \) is less than \( R \). Let \( x \) be the projection of \( y \) onto \( M \). We say that the random variable \( (\tilde{X}, \tilde{Z}) \) has the distribution \( \mu_y \) provided that

\[
\mathbb{P}\left((\tilde{X}, \tilde{Z}) \in A_1 \times A_2\right) := \mathbb{P}\left((X, Z) \in A_1 \times A_2 | X + Z \in B(y, r)\right),
\]

for all Borel sets \( A_1 \subseteq M \) \( A_2 \subseteq \mathbb{R}^d \), where in the above \( (X, Z) \) is distributed according to \( \mu \).
In the remainder we use $\mu_i$ as shorthand notation for $\mu_{y_i}$. As for the original measure $\mu$, we characterize $\mu_i$ in terms of a marginal and conditional distribution. We introduce the density $\tilde{p}_i : \mathcal{M} \to \mathbb{R}$ given by
\begin{equation}
\tilde{p}_i(x) := \frac{\mathbb{P}_i \left(X + Z \in B(y_i, r) \mid X = x\right)}{\mathbb{P}_i \left(X + Z \in B(y_i, r)\right)} \cdot p(x),
\end{equation}
and define
\begin{equation}
\tilde{p}_i(z) = \frac{\mathbb{I}_{x+z \in B(y_i, r)}}{\mathbb{P}_i \left(X + Z \in B(y_i, r) \mid X = x\right)} \cdot p(z \mid x),
\end{equation}
where in the above and in the remainder we use $\mathbb{E}_i$ and $\mathbb{P}_i$ to denote conditional expectation and conditional probability given $(x_i, z_i)$. It can be easily shown that these functions correspond to the marginal density of $\tilde{X}_i$ and the conditional density of $\tilde{Z}_i$ given $\tilde{X}_i = x$, where $(\tilde{X}_i, \tilde{Z}_i) \sim \mu_i$.

The distribution $\mu_i$ is of relevance because by definition of $\overline{\gamma}_i$, one has
\[ \mathbb{E}_i[\overline{\gamma}_i] = \mathbb{E}_i[\tilde{X}_i + \tilde{Z}_i]. \]

Now we are ready to introduce the main decomposition of the error between the similarity functions $\overline{\gamma}_n$ and $\delta_{X_n}$. Using the triangle inequality we can write
\begin{align}
|x_i - x_j| - |\overline{y}_i - \overline{y}_j| &\leq \left| \mathbb{E}_i[\tilde{X}_i] - x_i - (\mathbb{E}_i[\tilde{X}_j] - x_j) \right| \\
&+ \left| \mathbb{E}_i[\tilde{Z}_j] \right| + \left| \mathbb{E}_i[\tilde{Z}_i] \right| \\
&+ \left| \mathbb{E}_i[\overline{y}_i] - \overline{y}_i \right| + \left| \mathbb{E}_i[\overline{y}_j] - \overline{y}_j \right|.
\end{align}

In the next subsections we bound each of the terms (2.6) (expected conditional noise), (2.5) (difference in geometric bias), and (2.7) (sampling error). As we will see in Subsection 2.5 we can control both terms in (2.7) with very high probability using standard concentration inequalities. The other three terms are deterministic quantities that can be written in terms of integrals with respect to the distributions $\mu_i$ and $\overline{\gamma}_i$. To study these integrals it will be convenient to introduce two quantities $r_- < r < r_+$ (independent of $i = 1, \ldots, n$) satisfying:

i) For all $x \in \mathcal{M}$ with $d_\mathcal{M}(x, x_i) > r_+$ we have
\[ \mathbb{P}_i \left(X + Z \in B(y_i, r) \mid X = x\right) = 0. \]

In particular, the density $\tilde{p}_i(x)$ is supported in $B_\mathcal{M}(x_i, r_+)$. 

ii) For all $x$ with $d_\mathcal{M}(x, x_i) < r_-$ we have
\[ \mathbb{P}_i \left(X + Z \in B(y_i, r_+) \mid X = x\right) = 1. \]

In Appendix A we present the proof of the following lemma giving estimates for $r_+$ and $r_-$. 

**Lemma 1** (Bounds for $r_+$ and $r_-$. Under Assumption 3 the quantities
\[ r_- := r \left( \sqrt{1 + \frac{4\sigma}{R}} + \frac{16\sigma^2}{r^2} + \frac{m\sigma}{R} \right)^{-1}, \]
\[ r_+ := r \left( \sqrt{1 - \frac{8\sigma^2}{R}} - \frac{4\sigma}{R} - \frac{m\sigma}{R} \right)^{-1}, \]
satisfy properties i) and ii). Furthermore,
\[ r_+ - r_- \leq C_{m,R} \left(r^3 + r\sigma + \frac{\sigma^2}{r}\right), \quad C_{m,R} := \max \left\{ \frac{8m + 32}{R}, 64 \right\} \]
and
\begin{equation}
\frac{1}{2}r_+ \leq r \leq 2r_-.
\end{equation}
2.3. Bounding Expected Conditional Noise.

**Proposition 1.** Suppose that Assumptions 1 and 2 hold. Then,

\[
|E_t[\tilde{Z}_i]| \leq C_{m,p} \sigma \left( \frac{r_+ - r_-}{\rho} \right), \quad C_{m,p} := \frac{4^{m+1} p_{\max}}{\mu p_{\min}}.
\]

**Proof.** Using the definition of \( r_+ \),

\[
E_t[\tilde{Z}_i] = \int \int_{B_M(x_i, r_+)} \int_{B_M(x_i, r_-)} z \tilde{p}_i(z|x) dz \tilde{p}_i(x) d\nu_{\mathcal{M}}(x) \]

\[
= \int \int_{B_M(x_i, r_+)} \int_{B_M(x_i, r_-)} z \tilde{p}_i(z|x) dz \tilde{p}_i(x) d\nu_{\mathcal{M}}(x) \]

\[
+ \int \int_{B_M(x_i, r_+)} \int_{B_M(x_i, r_-)} \int_{B_M(x_i, r_-)} z \tilde{p}_i(z|x) dz \tilde{p}_i(x) d\nu_{\mathcal{M}}(x).
\]

The first integral is the zero vector because for \( x \in B_M(x_i, r_-) \), we have \( \tilde{p}(z|x) \propto p(z|x) \) and \( p(z|x) \) is assumed to be centered. Therefore,

\[
|E_t[\tilde{Z}_i]| \leq \sigma \int \int_{B_M(x_i, r_+)} \int_{B_M(x_i, r_-)} \tilde{p}_i(x) d\nu_{\mathcal{M}}(x)
\]

\[
\leq \frac{\sigma p_{\max}}{\mathbb{P}_i(X + Z \in B(y_i, r))} \int_{B_M(x_i, r_+)} \int_{B_M(x_i, r_-)} p(x) d\nu_{\mathcal{M}}(x) \]

\[
\leq \frac{\sigma p_{\max}}{\mathbb{P}_i(X + Z \in B(y_i, r))} J_{s_i}(v) dv \]

\[
\leq \frac{2\alpha_m \sigma p_{\max}}{\mathbb{P}_i(X + Z \in B(y_i, r))} (r_+ - r_-) r_+^{-1},
\]

where we have used (2.1) and the assumptions on \( r \) to say (in particular) that \( J_{s_i}(v) \leq 2 \), and also the fact that, for \( t > s > 0 \),

\[
t^m - s^m = \int_s^t u^{m-1} du \leq (t - s) \frac{t^{m-1}}{m}.
\]

Finally, notice that

\[
\mathbb{P}_i(X + Z \in B(y_i, r)) \geq \mathbb{P}_i(X \in B_M(x_i, r_-)) = \int_{B_M(x_i, r_-)} p(\exp_{x_i}(v)) J_{s_i}(v) dv \geq \frac{1}{2} p_{\min} \alpha_m r_-^m,
\]

where again we have used (2.1) to conclude (in particular) that \( J_{s_i}(v) \geq 1/2 \). The result now follows by (2.8). \( \square \)
2.4. Bounding Difference in Geometric Bias. In terms of $r_+$ and $r_-$, the difference $E_i[\tilde{X}_i] - x_i$ (and likewise $E_j[\tilde{X}_j] - x_j$) can be written as:

\[
E_i[\tilde{X}_i] - x_i = \int_{B_M(x_i, r_+)} (x - x_i) \hat{p}_i(x) d\text{vol}_M(x) = \int_{B_{x_i}(0, r_+)} (\exp_{x_i}(v) - x_i) \hat{p}_i(\exp_{x_i}(v)) J_{x_i}(v) dv \\
= \int_{B_{x_i}(0, r_+)} \left( (\exp_{x_i}(v) - x_i) \hat{p}_i(\exp_{x_i}(v)) dv + \int_{B_{x_i}(0, r_+)} (\exp_{x_i}(v) - x_i) \hat{p}_i(\exp_{x_i}(v)) (J_{x_i}(v) - 1) dv \right) \\
= \frac{1}{P_i} (X + Z \in B(y_i, r)) \int_{B_{x_i}(0, r_-)} (\exp_{x_i}(v) - x_i) \hat{p}_i(\exp_{x_i}(v)) dv + \xi_i,
\]

where the second to last equality follows from \[2.3\]. To further simplify the expression for $x_i - E_i[\tilde{X}_i]$ let us define

\[
b_i := \int_{B_{x_i}(0, r_-)} (\exp_{x_i}(v) - x_i) \hat{p}_i(\exp_{x_i}(v)) dv.
\]

It follows that

\[
|E_i[\tilde{X}_i] - x_i - (E_j[\tilde{X}_j] - x_j)| \leq \frac{b_i}{P_i} - \frac{b_j}{P_j} + |\xi_i| + |\xi_j|
\]

\[(2.9)\]

where in the above

\[
P_i := P_i \left( X + Z \in B(y_i, r) \right), \quad P_j := P_j \left( X + Z \in B(y_j, r) \right).
\]

**Lemma 2.** The following hold.

i) The terms $P_i$ satisfy

\[
\frac{1}{2} p_{\min} \alpha_m r_m \leq P_i.
\]

ii) The terms $\xi_i$ satisfy:

\[
|\xi_i| \leq C_1 (r_+ - r_-) + C_2 r^3,
\]

where, up to universal multiplicative constants,

\[
C_1 = \frac{4^{m+1} p_{\max}}{m p_{\min}}, \quad C_2 = 4^{m+3} m K p_{\max} p_{\min}.
\]

iii) Suppose that $d_M(x_i, x_j) \leq r$. Then,

\[
|P_i - P_j| \leq C_3 r^{m+1} + C_4 (r_+ - r_-) r^{m-1} + C_5 r^{m+2},
\]

where, up to universal multiplicative constants,

\[
C_3 = C_p \alpha_m, \quad C_4 = \frac{2^{m-1} \alpha_m p_{\max}}{m}, \quad C_5 = m K p_{\max} \alpha_m.
\]

and $C_p$ only depends on bounds on the first derivatives of the density $p$. 

---
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Proposition 2. By a similar argument as above, we can bound \( |H| \) and in particular it is enough to bound

\[
|I| = \left| \int_{B_{x_i}(0,r_+), B_{x_i}(0,r_-)} (x_i - \exp_{x_i}(v)) \hat{p}_i(\exp_{x_i}(v)) dv + \int_{B_{x_i}(0,r_+)} (x_i - \exp_{x_i}(v)) \hat{p}_i(\exp_{x_i}(v))[J_{x_i}(v) - 1] dv \right|
\]

:= I_1 + I_2.

For the first term we notice that \( |x_i - \exp_{x_i}(v)| \leq d_M(x_i, \exp_{x_i}(v)) \leq r_+ \). Thus using i) and the definition of \( \hat{p}_i \) we have

\[
|I_1| \leq \frac{r_+ p_{\text{max}} \alpha_m}{P_i(X + Z \in B(y_i, r))} (r^m_+ - r^m_-) \leq \frac{4^{m+1} p_{\text{max}}}{m p_{\text{min}}} (r_+ - r_-).
\]

For the second term we use i) and (2.1) to see that

\[
|I_2| \leq \frac{C_m K_{\text{max}} \alpha_m}{P_i(X + Z \in B(y_i, r))} r^{m+3}_+ \leq C4^{m+3} m K_{\text{max}} \frac{r^3}{p_{\text{min}}}.
\]

For iii) we notice that by definition of \( r_- \) and \( r_+ \) we can write

\[
P_i(X \in B_{x_i}(0, r_-)) - P_j(X \in B_{x_j}(0, r_+)) \leq P_i(X \in B_{x_i}(0, r_+)) - P_j(X \in B_{x_j}(0, r_-)),
\]

and in particular it is enough to bound \( H_{ij} := |P_i(X \in B_M(x_i, r_+)) - P_j(X \in B_M(x_j, r_-))| \).

We can expand \( H_{ij} \) as follows.

\[
H_{ij} = \int_{B_{x_i}(0,r_-)} p(\exp_{x_i}(v)) dv - \int_{B_{x_j}(0,r_-)} p(\exp_{x_j}(v)) d\tilde{v}
\]

\[
+ \int_{B_{x_i}(0,r_+)} p(\exp_{x_i}(v)) dv
\]

\[
+ \int_{B_{x_j}(0,r_-)} p(\exp_{x_j}(v))[J_{x_i}(v) - 1] dv - \int_{B_{x_i}(0,r_-)} p(\exp_{x_i}(v))(J_{x_i}(v) - 1) d\tilde{v}
\]

:= I_1 + I_2 + I_3.

By a similar argument as above, we can bound \( I_2 \) and \( I_3 \) by

\[
|I_2| \leq p_{\text{max}} \alpha_m (r^m_+ - r^m_-) \leq \frac{2^{m-1}}{m} \alpha m p_{\text{max}} (r_+ - r_-) r^{m-1},
\]

\[
|I_3| \leq 2 C m K_{\text{max}} \alpha_m r^{m+2} \leq 2 C m K_{\text{max}} \alpha_m r^{m+2}.
\]

Finally, we notice that we can identify \( B_{x_i}(0, r_-) \) with \( B_{x_j}(0, r_-) \). From the assumed smoothness on \( p \) (which in particular is \( C^1 \)) we see that for any \( v \in B_{x_i}(0, r_-) \) we have

\[
|p(\exp_{x_i}(v)) - p(\exp_{x_j}(v))| \leq C_p d_M(\exp_{x_i}(v), \exp_{x_j}(v)) \leq 3 C_p r.
\]

Then it follows that \( |I_1| \leq 3 C_p \alpha_m r^{m+1} \) and we get the desired result. \( \square \)

We now bound the difference \( |b_i - b_j| \) for nearby points \( x_i, x_j \), where we recall that

\[
b_i := \int_{B_{x_i}(0,r_-)} (\exp_{x_i}(v) - x_i) dv.
\]

**Proposition 2.** Suppose that \( x_i \) and \( x_j \) are such that \( d_M(x_i, x_j) \leq r \). Then,

\[
|b_i - b_j| \leq C r^{m+3},
\]

where the constant \( C \) can be written as

\[
C = p_{\text{max}} \alpha_m \left( \frac{6 \sqrt{m}}{R^2} + \left(1 + \frac{4}{R}\right) C_M \right) + \frac{C_p}{R} \alpha_m,
\]

where \( C_p \) is a constant that depends on bounds on first and second derivatives of the density \( p \), and \( C_M \) is a constant that depends only on the change in second fundamental form along \( M \) (a third order term).
As we will see Proposition 2 can be proved putting together simple ideas from differential geometry. We present the required auxiliary results as we develop the proof of the proposition.

We start by conveniently writing $b_i$ and $b_j$ in a way that facilitates their direct comparison. Indeed, for any given $v \in B_{x_i}(0, r_-)$ let us consider the curves

$$\gamma_{v,i}(t) := \exp_{x_i} \left( t \frac{v}{|v|} \right), \quad t \in [0, |v|],$$

and

$$t \in [0, |v|] \mapsto x_i + t \in [0, |v|].$$

$\gamma_{v,i}$ is an arc-length parameterized geodesic on $M$ that starts at the point $x_i$ and at time $|v|$ passes though the point $\exp_{x_i}(v)$. Its initial velocity $\dot{\gamma}_{v,i}(0)$ is the vector $v/|v|$. On the other hand, while the second curve does not stay in $M$ for $t > 0$, it does have the same starting point and velocity as $\gamma_{v,i}$. We can use the fundamental theorem of calculus to write:

$$\exp_{x_i}(v) - (x_i + v) = \int_{0}^{v} \left( \dot{\gamma}_{v,i} - \frac{v}{|v|} \right) dt,$$

as well as

$$\dot{\gamma}_{v,i}(t) - \frac{v}{|v|} = \int_{0}^{t} \ddot{\gamma}_{v,i}(s)ds, \quad \forall t \in [0, |v|].$$

In particular, we have the second order representation

$$\exp_{x_i}(v) - x_i = v + \int_{0}^{v} \int_{0}^{t} \dddot{\gamma}_{v,i}(s)dsdt.$$  

As a consequence of the previous formula we can rewrite $b_i$ as

$$b_i = \int_{B_{x_i}(0, r_-)} \left( \exp_{x_i}(v) - x_i \right) p(\exp_{x_i}(v)) dv$$

$$= \int_{B_{x_i}(0, r_-)} p(\exp_{x_i}(v)) \int_{0}^{v} \int_{0}^{t} \dddot{\gamma}_{v,i}(s)dsdt + \int_{B_{x_i}(0, r_-)} vp(\exp_{x_i}(v)) dv. \tag{2.12}$$

Completely analogous definitions and statements can be introduced to represent $b_j$.

To exploit the formula (2.12) in order to compare $b_i$ and $b_j$ it is useful to relate vectors in $T_{x_i}M$ with vectors in $T_{x_j}M$ by using a convenient linear isometry $F_{ij} : T_{x_i}M \mapsto T_{x_j}M$ constructed using parallel transport.

**Lemma 3.** Suppose that $x_i$ and $x_j$ are such that $d_M(x_i, x_j) \leq r$. Let $\phi : t \in [0, d_M(x_i, x_j)] \mapsto \phi(t) \in M$, be the arc-length parameterized geodesic starting at $x_i$ at time zero and passing through $x_j$ at time $t = d_M(x_i, x_j)$. For an arbitrary vector $v \in T_{x_i}M$ let $V_v$ be the (unique) vector field along $\phi$ that solves the ODE

$$\begin{cases}
\frac{D}{dt} V_v(t) = 0, & t \in (0, d_M(x_i, x_j)), \\
V_v(0) = v,
\end{cases}$$

where $\frac{D}{dt}$ denotes the covariant derivative (on $M$) along the curve $\phi$. Then, the map $F_{ij}$ defined by

$$F_{ij} : v \mapsto \tilde{v} := V_v(d_M(x_i, x_j))$$

is a linear isometry. Moreover,

$$|v - \tilde{v}| \leq \frac{1}{R} |v| d_M(x_i, x_j), \quad \forall v \in T_{x_i}M. \tag{2.13}$$

**Proof.** First note that $F_{ij}$ is a linear isometry since the ODE defining $V_v$ is linear and the vector fields $V_v$ are parallel to the curve $\phi$ by definition. To get the estimate (2.13) we can use the fundamental theorem of calculus and write

$$\tilde{v} = v + \int_{0}^{t} V_v(s)ds,$$
where \( t := d_M(x_i, x_j) \). The fact that \( V_v \) is parallel along the curve \( \phi \) implies that \( \dot{V}_v(s) \in T_{\phi(s)} M^\perp \) and furthermore that for arbitrary unit norm \( \eta \) with \( \eta \in T_{\phi(s)} M^\perp \) we have
\[
|\langle \dot{V}_v(s), \eta \rangle| = |\langle S_\eta(V_v(s)), \dot{\phi}(s) \rangle| \leq \|S_\eta\| \|V_v(s)\| \|\dot{\phi}(s)\| = \|S_\eta\| \|v\|,
\]
where \( S_\eta \) is the so called shape operator representing the second fundamental form (see Proposition 2.3. Chapter 6 in Do Carmo). The relevance of the previous inequality is that when combined with Proposition 6.1 in [17] (where the norm of the second fundamental form for an arbitrary normal vector is shown to be bounded by the reciprocal of the reach of the manifold) it implies that
\[
|\dot{V}_v(s)| \leq \frac{|v|}{R}, \quad \forall s \in [0, t].
\]
Therefore,
\[
|\ddot{v} - v| \leq \int_0^t |\dot{V}_v(s)| ds \leq \frac{|v|}{R} d_M(x_i, x_j),
\]
establishing in this way the desired bound. \( \square \)

From now on, for a given \( v \in B_{x_i}(0, r_-) \) we let \( \tilde{v} \in B_{x_j}(0, r_-) \) be its image under \( F_{ij} \). We consider the curve:
\[
\gamma_{\tilde{v}, j}(t) := \exp_{x_j}(t \frac{\tilde{v}}{|\tilde{v}|}), \quad t \in [0, |\tilde{v}|],
\]
where we recall that \( |v| = |\tilde{v}| \) because \( F_{ij} \) is a linear isometry. We can then make a change of variables and write \( b_j \) as
\[
(2.14) \quad b_j = \int_{B_{x_i}(0, r_-)} p(\exp_{x_j}(\tilde{v})) \int_0^{|v|} \int_0^t \tilde{\gamma}_{\tilde{v}, j}(s) ds dt dv + \int_{B_{x_i}(0, r_-)} \tilde{v} p(\exp_{x_j}(\tilde{v})) dv.
\]
In the next lemma we find bounds for the norms of accelerations.

**Lemma 4.** Let \( v \in B_{x_i}(0, r_-) \) and let \( \tilde{v} \) be as in Lemma 3. Then, for all \( t \in [0, |v|] \) we have
\[
|\dot{\gamma}_{\tilde{v}, i}(t)| \leq \frac{1}{R},
\]
and
\[
|\gamma_{\tilde{v}, i}(t) - \dot{\gamma}_{\tilde{v}, j}(t)| \leq \frac{2|v|}{R} + \frac{d_M(x_i, x_j)}{R}.
\]

**Proof.** The first inequality appears in the proof of Proposition 2 in [17] and is obtained in a completely analogous way as we obtained the bound for \( V_v \) in the proof of Lemma 3 given that unit speed geodesics are auto parallel.

To prove the second estimate, we notice that from the first bound and (2.10) it follows
\[
|\dot{\gamma}_{\tilde{v}, i}(t) - \frac{v}{|v|}| \leq \frac{|v|}{|v|} + |\dot{\gamma}_{\tilde{v}, i}(t) - \frac{v}{|v|}| + |\dot{\gamma}_{\tilde{v}, j}(t) - \frac{\tilde{v}}{|\tilde{v}|}|
\]
\[
\leq 2\frac{|v|}{R} + \frac{1}{|v|} |v - \tilde{v}|
\]
\[
\leq 2\frac{|v|}{R} + \frac{d_M(x_i, x_j)}{R}.
\]

\( \square \)
From our assumption that the density $p$ was in $C^2(M)$ it follows that
\[ p\left( \exp_{x_1}(v) \right) = p(x_i) + \langle \nabla p(x_i), v \rangle + R_i(v), \]
\[ p\left( \exp_{x_1}(\tilde{v}) \right) = p(x_j) + \langle \nabla p(x_j), \tilde{v} \rangle + R_j(\tilde{v}), \]
where the remainder terms satisfy
\[ \max\{|R_i(v)|, |R_j(\tilde{v})|\} \leq C_p|v|^2, \]
for a constant $C_p$ that depends on a uniform bound on second derivatives of $p$. Likewise,
\[ \max\{|p(x_i) - p(x_j)|, |\nabla p(x_i) - \nabla p(x_j)|\} \leq C_p d_M(x_i, x_j). \]
Plugging the previous identities in the expressions (2.12) and (2.14), using (2.13), using the bound on accelerations from Lemma 4, and finally, using the fact that by symmetry
\[ \int_{B_{x_1}(0, r_-)} p(x_i)vdv = 0, \quad \int_{B_{x_1}(0, r_-)} p(x_j)\tilde{v}dv = 0, \]
we can conclude that
\[ (2.15) \]
\[ |b_i - b_j| \leq \int_{B_{x_1}(0, r_-)} \int_0^{|v|} \int_0^t \int_0^t |p(x_j)\tilde{\gamma}_{\bar{v}, j}(s) - p(x_i)\tilde{\gamma}_{\bar{v}, i}(s)|dsdtdv + \frac{C_p}{R} \alpha_m r^{m+2}(r + d_M(x_i, x_j)) \]
\[ \leq p_{\max} \cdot \int_{B_{x_1}(0, r_-)} \int_0^{|v|} \int_0^t \int_0^t |\tilde{\gamma}_{\bar{v}, j}(s) - \tilde{\gamma}_{\bar{v}, i}(s)|dsdtdv \]
\[ + \int_{B_{x_1}(0, r_-)} \int_0^{|v|} \int_0^t \int_0^t |p(x_j) - p(x_i)| |\tilde{\gamma}_{\bar{v}, i}(s)|dsdtdv + \frac{C_p}{R} \alpha_m r^{m+2}(r + d_M(x_i, x_j)) \]
\[ \leq p_{\max} \cdot \int_{B_{x_1}(0, r_-)} \int_0^{|v|} \int_0^t \int_0^t |\tilde{\gamma}_{\bar{v}, j}(s) - \tilde{\gamma}_{\bar{v}, i}(s)|dsdtdv + \frac{C_p}{R} \alpha_m r^{m+2}(r + d_M(x_i, x_j)). \]
In the above $C_p$ is a constant that depends on derivatives of $p$ of order 1 and order 2 (and in particular is equal to zero when $p$ is constant) and $\alpha_m$ is the volume of the $m$-dimensional unit ball.

Proposition 2 now follows from the next lemma where we bound the difference of accelerations.

Lemma 5. Let $v \in B_{x_1}(0, r_-)$ and let $\tilde{v}$ be as in Lemma 3. Then, for all $t \in [0, |v|]$ we have
\[ |\tilde{\gamma}_{\bar{v}, i}(t) - \tilde{\gamma}_{\bar{v}, j}(t)| \leq \left( 2 \sqrt{\frac{m}{R^2}} + C_M \right) \left( 2|v| + d_M(x_i, x_j) \right) + 2C_M \left( \frac{|v|}{R} + \frac{d_M(x_i, x_j)}{R} \right), \]
where $C_M$ is a constant that depends only on the change in second fundamental form along $M$ (a third order term).

Proof. For a fixed $t \in [0, |v|]$ we let
\[ x := \tilde{\gamma}_{\bar{v}, i}(t), \quad \tilde{x} := \tilde{\gamma}_{\bar{v}, j}(t). \]
We start by constructing a convenient linear map
\[ \eta \in T_x M \mapsto \tilde{\eta} \in T_{\tilde{x}} M. \]
For this purpose we use a frame $E_1, \ldots, E_m$ on a neighborhood (in $M$) of $x$ containing the geodesic connecting $x$ and $\tilde{x}$. The frame is constructed by parallel transporting an orthonormal basis $E_1(x), \ldots, E_m(x)$ of $T_x M$ along geodesics emanating from $x$. Now, associated to $\eta \in T_x M$ we define the (normal) vector field $N_\eta$ by
\[ N_\eta := \eta - \sum_{l=1}^m \langle E_l, \eta \rangle E_l. \]
Let $\phi_{x,\bar{x}}$ be the arc-length parameterized geodesic with $\phi_{x,\bar{x}}(0) = x$ and $\phi_{x,\bar{x}}(\bar{t}) = \bar{x}$. We restrict the vector field $N_{\eta}$ to the curve $\phi_{x,\bar{x}}$ and abuse notation slightly to write $N_{\eta}(s)$ and $E_j(s)$ for the value of the vector fields at the point $\phi_{x,\bar{x}}(s)$. We let $\tilde{\eta} := N_{\eta}(\bar{t})$ and notice that

$$
|\eta - \tilde{\eta}| = \left( \sum_{l=1}^{m} (E_l(\bar{t}), \eta)^2 \right)^{1/2} = \left( \sum_{l=1}^{m} (E_l(\bar{t}) - E_l(0), \eta)^2 \right)^{1/2} \leq \frac{\sqrt{m}d_M(x, \bar{x})|\eta|}{R},
$$

where in the last line we have used the fact that $|E_l(\bar{t}) - E_l(0)| \leq \frac{\bar{t}}{R}$ (proved in the exact same way as (2.13)).

Let $\eta \in T_xM^\perp$ be a unit norm vector and let $\tilde{\eta}$ be as constructed before. Since $N_{\eta}$ is a normal vector field which locally extends $\eta$ we can follow the characterization for the shape operator in Proposition 2.3 Chapter 6 in [5] and deduce that:

$$
\langle \bar{\gamma}_{v,i}(t), \eta \rangle = \langle S_{\eta}(\bar{\gamma}_{v,i}), \bar{\gamma}_{v,i}(t) \rangle = \left( \frac{d}{dt} N_{\eta}(\gamma_{v,i}(t)), \bar{\gamma}_{v,i}(t) \right).
$$

Moreover, the smoothness of the manifold $M$ allows us to extend $N_{\eta}$ smoothly to a neighborhood in $\mathbb{R}^d$ of $x$ and $\bar{x}$ (we also use $N_{\eta}$ to represent the extension), and in particular

$$
\| \nabla N_{\eta}(x) - \nabla N_{\eta}(\bar{x}) \| \leq C_M |x - \bar{x}| \leq C_M d_M(x, \bar{x}),
$$

$$
\| \nabla N_{\eta}(\bar{x}) \| \leq C_M,
$$

where $C_M$ is a constant that depends only on the change in second fundamental form along $M$ (which can be controlled uniformly given that $M$ is smooth and compact). We can then use the chain rule and write:

$$
\langle \bar{\gamma}_{v,i}(t), \eta \rangle = \langle \nabla N(x) \bar{\gamma}_{v,i}, \bar{\gamma}_{v,i} \rangle,
$$

and in a similar fashion

$$
\langle \bar{\gamma}_{\bar{v},j}(t), \eta \rangle = \langle \bar{\gamma}_{\bar{v},j}(t), \eta - \bar{\eta} \rangle + \langle \bar{\gamma}_{\bar{v},j}(t), \bar{\eta} \rangle = \langle \bar{\gamma}_{\bar{v},j}(t), \eta - \bar{\eta} \rangle + \langle -\nabla N(\bar{x}) \bar{\gamma}_{\bar{v},j}(t), \bar{\gamma}_{\bar{v},j}(t) \rangle.
$$

Using the triangle and Cauchy-Schwartz inequalities we obtain:

$$
|\langle \bar{\gamma}_{v,i}(t) - \bar{\gamma}_{\bar{v},j}(t), \eta \rangle| \leq |\bar{\gamma}_{v,i}| |\eta - \bar{\eta}| + \| \nabla N(x) - \nabla N(\bar{x}) \| |\bar{\gamma}_{v,i}|^2 + \| \nabla N(\bar{x}) \| |\bar{\gamma}_{v,i} - \bar{\gamma}_{\bar{v},j}(\|\bar{\gamma}_{\bar{v},j} + |\bar{\gamma}_{v,i}|)
$$

$$
\leq \frac{\sqrt{m}}{R^2} d_M(x, \bar{x}) + C_M d_M(x, \bar{x}) \left( \frac{|v|}{R} + \frac{d_M(x, \bar{x})}{R} \right).
$$

Since the above inequality holds for all $\eta \in T_xM^\perp$ with norm one, we conclude that

$$
|\Pi_x(\bar{\gamma}_{v,i}(t)) - \Pi_x(\bar{\gamma}_{\bar{v},j}(t))| \leq \frac{\sqrt{m}}{R^2} d_M(x, \bar{x}) + C_M d_M(x, \bar{x}) + 2C_M \left( \frac{|v|}{R} + \frac{d_M(x, \bar{x})}{R} \right),
$$

where $\Pi_x$ represents the projection onto $T_xM^\perp$. Moreover, since $\bar{\gamma}_{v,i}(t)$ is the acceleration of a unit speed geodesic passing through $x$, we know that $\bar{\gamma}_{v,i}(t) \in T_xM^\perp$, so that $\Pi_x(\bar{\gamma}_{v,i}(t)) = \bar{\gamma}_{v,i}(t)$. Similarly we have $\Pi_x(\bar{\gamma}_{\bar{v},j}(t) = \bar{\gamma}_{\bar{v},j}(t)$ (where $\Pi_x$ represents projection onto $T_xM^\perp$). Hence

$$
|\bar{\gamma}_{v,i}(t) - \bar{\gamma}_{\bar{v},j}(t)| \leq |\Pi_x(\bar{\gamma}_{v,i}(t)) - \Pi_x(\bar{\gamma}_{\bar{v},j}(t))| + |\Pi_x(\bar{\gamma}_{\bar{v},j}(t) - \bar{\gamma}_{\bar{v},j}(t)|,
$$

and so it remains to find a bound for $|\Pi_x(\bar{\gamma}_{\bar{v},j}(t) - \bar{\gamma}_{\bar{v},j}(t)|$. We can write

$$
\Pi_x(\bar{\gamma}_{\bar{v},j}) = \bar{\gamma}_{\bar{v},j} - \sum_{l=1}^{m} \langle \bar{\gamma}_{\bar{v},j}, E_l(0) \rangle E_l(0).
$$

Therefore,

$$
|\bar{\gamma}_{\bar{v},j} - \Pi_x(\bar{\gamma}_{\bar{v},j})| = \left( \sum_{l=1}^{m} (\bar{\gamma}_{\bar{v},j}, E_l(0))^2 \right)^{1/2} = \left( \sum_{l=1}^{m} (\bar{\gamma}_{\bar{v},j}, E_l(0) - E_l(\bar{t}))^2 \right)^{1/2} = \sqrt{m d_M(x, \bar{x}) R^2}.
$$
Putting everything together we deduce that
\[
|\gamma_{v,i} - \tilde{\gamma}_{v,j}| \leq (2\sqrt{\frac{m}{n}} + C_M)d_M(x, \tilde{x}) + 2C_M\left(\frac{|v|}{R} + \frac{d_M(x_i, x_j)}{R}\right)
\]
\[
\leq (2\sqrt{\frac{m}{n}} + C_M)(2|v| + d_M(x_i, x_j)) + 2C_M\left(\frac{|v|}{R} + \frac{d_M(x_i, x_j)}{R}\right),
\]
where in the last step we have used the triangle inequality
\[
d_M(x, \tilde{x}) \leq d_M(x_i, x) + d_M(x, x_j) + d_M(x_j, \tilde{x}) \leq 2|v| + d_M(x_i, x_j).
\]

Remark 6. Notice that the computations in the proof of Proposition 3 also show that
\[
|b_i| \leq Cr^{m+2}, \quad i = 1, \ldots, n.
\]
Indeed, this can be seen directly from (2.12), Lemma 4 (which bounds the acceleration term), and the fact that the first term on the right-hand side of the following expression drops by symmetry:
\[
\int_{B_{\epsilon_i}(0)} p(\exp_{x_i}(v))vdv - p(x_i)\int_{B_{\epsilon_i}(0)} vdv + \int_{B_{\epsilon_i}(0)} \langle \nabla p(x_i), v \rangle + R_i(v)vdv.
\]
Note that while the terms \(b_i\) are \(O(r^{m+2})\), their difference (for nearby points) is \(O(r^{m+3})\). This gain in order is directly connected to what was discussed in Remark 3.

2.5. Bounding Sampling Error. We will make use of two concentration inequalities to bound the sampling error. We first recall Hoeffding’s inequality.

Lemma 6 (Hoeffding’s inequality). Let \(w_1, \ldots, w_n\) be i.i.d samples from a random variable \(w\) taking values in the interval \([0,1]\) and let \(\bar{w}\) be the sample average. Then,
\[
\mathbb{P}\left(\left|\bar{w} - \mathbb{E}[w]\right| > t\right) \leq 2e^{-2nt^2}.
\]

The next is a generalization for random vectors that follows directly from the simple and elegant work [18] (more precisely, Theorem 3).

Lemma 7. Let \(W_1, \ldots, W_n\) be i.i.d samples from a random vector \(W\) such that \(|W| \leq M\) for some constant \(M\), and \(\mathbb{E}[W] = 0\). Let \(\bar{W}\) be the sample average. Then,
\[
\mathbb{P}\left(\left|\bar{W} - \mathbb{E}[W]\right| > \sqrt{\frac{M^2}{2}\frac{t}{n}}\right) \leq 2e^{-t^2/16}.
\]

Proposition 3. Suppose Assumption 3 holds. Then,
\[
\mathbb{P}\left(\left|\bar{y}_i - \mathbb{E}_i[\bar{y}_i]\right| > \sqrt{\frac{2m+4}{\alpha_m\rho_{\text{min}}}}\frac{t}{n}\right) \leq 4e^{-c\rho_{\text{max}}(2m,m+4)},\quad \text{where } c = \min\left\{\frac{\alpha^2_m}{\rho_{\text{min}}^2}, \frac{1}{16}\right\}.
\]
In particular, if \(nr_{\text{max}}(2m,m+4) \gg 1\), then \(|\bar{y}_i - \mathbb{E}_i[\bar{y}_i]| \leq \sqrt{\frac{2m+4}{\alpha_m\rho_{\text{min}}}}t\) with high probability.

Proof. Let \(N_i\) be the number of points in \(B(y_i, r)\). Notice that \(\tilde{x}_i + \tilde{z}_i - \mathbb{E}_i[\tilde{x}_i + \tilde{z}_i]\) is centered and bounded by \(2r\) in norm, and \(\bar{y}_i = x_i + \tilde{z}_i\). Then Lemma 7 implies
\[
\mathbb{P}_i\left(\left|\bar{y}_i - \mathbb{E}_i[\bar{y}_i]\right| > \sqrt{\frac{4r^2}{N_i}}t\right) \leq 2e^{-t^2/16}.
\]
By the law of iterated expectations it follows that
\[
\mathbb{P}\left(\left|\bar{y}_i - \mathbb{E}_i[\bar{y}_i]\right| > \sqrt{\frac{4r^2}{N_i}}t\right) \leq 2e^{-t^2/16}.
\]
Next note that \( N_i \), the number of points \( y_j \) in \( B(y_i, r) \), can be bounded below by \( \tilde{N}_i \), the number of points \( x_j \) that lie in the ball \( B_M(x_i, r) \). Thus,

\[
\mathbb{P}\left( |\tilde{y}_i - E_i[\tilde{y}_i]| > \sqrt{\frac{4r^2}{N_i}} t \right) \leq 2e^{-t^2/16}.
\]

Now we find probabilistic bound for \( \tilde{N}_i \). Let \( w_j = 1\{ x_j \in B(x_i, r) \} \). Then given \( x_i \), the \( w_j \) are i.i.d samples from \( \text{Bernoulli}(q_i) \), where \( q_i = \mu( B_M(x_i, r) ) \). Lemma 3 implies

\[
\mathbb{P}_i \left( |\tilde{N}_i - nq_i| > nt \right) \leq 2e^{-2nt^2}.
\]

Again by the law of iterated expectation and rearranging terms, we have

\[
\mathbb{P}_i \left( \tilde{N}_i < n(q_i - t) \right) \leq 2e^{-2nt^2}.
\]

Combining (2.18) and (2.19), we obtain

\[
\mathbb{P} \left( |\tilde{y}_i - E_i[\tilde{y}_i]| > \sqrt{\frac{4r^2}{n(q_i - s)}} t, \tilde{N}_i < n(q_i - s) \right)
\]

\[
= \mathbb{P} \left( |\tilde{y}_i - E_i[\tilde{y}_i]| > \sqrt{\frac{4r^2}{n(q_i - s)}} t, \tilde{N}_i \geq n(q_i - s) \right)
\]

\[
+ \mathbb{P} \left( |\tilde{y}_i - E_i[\tilde{y}_i]| > \sqrt{\frac{4r^2}{n(q_i - s)}} t, \tilde{N}_i < n(q_i - s) \right)
\]

\[
\leq \mathbb{P} \left( \tilde{N}_i < n(q_i - s) \right) + \mathbb{P} \left( |\tilde{y}_i - E_i[\tilde{y}_i]| > \sqrt{\frac{4r^2}{N_i}} t \right)
\]

\[
\leq 2e^{-2ns^2} + 2e^{-t^2/16}.
\]

Under Assumption 3 (2.2) implies \( q_i \geq \frac{\alpha_m p_{min}}{2m+2} r_m \). Taking \( s = \frac{\alpha_m p_{min}}{2m+2} r_m \) and \( t = \sqrt{n}r_{m+1} \), we see that

\[
\mathbb{P} \left( |\tilde{y}_i - E_i[\tilde{y}_i]| > \sqrt{\frac{2m+4}{\alpha_m p_{min}}} r^2 \right) \leq 2e^{-\frac{\alpha_m p_{min}}{2m+2} n r^2 \alpha_m p_{min}} + 2e^{-n r^2} \leq 4e^{-cn r^2 \alpha_m p_{min} / n},
\]

where \( c = \min \{ \frac{\alpha_m p_{min}}{2m+2}, \frac{1}{2} \} \). The result then follows.

\[\square\]

Theorem 1 now follows by combining Lemma 2, Propositions 1, 2, and Proposition 3 together with a union bound.

3. From Local Regularization to Global Estimates

In this section we use the local estimates (1.7) to show spectral convergence of \( \Delta \mathcal{G}_{n,N} \) towards the continuum Laplace-Beltrami operator. We first make some definitions. Recall that the graph \( \Gamma_{\delta,\varepsilon} = ([n], W) \) has weights

\[
W(i,j) = \frac{2(m+2)}{\alpha_m \varepsilon^{m+2}} \mathbb{1} \{ \delta(i,j) < \varepsilon \},
\]

where \( m \) is the dimension of \( M \) and \( \alpha_m \) is the volume of the \( m \)-dimensional Euclidean unit ball. For a function \( u : [n] \to \mathbb{R} \), we denote its value on the \( i \)-th node as \( u(i) \). We then define the discrete Dirichlet energy of \( u \) as

\[
E_{\delta,\varepsilon}[u] = \frac{m+2}{\alpha_m \varepsilon^{m+2}} \sum_{i=1}^{n} \sum_{j=1}^{n} \mathbb{1} \{ \delta(i,j) < \varepsilon \} |u(i) - u(j)|^2
\]

and the \( L^2 \) norm of \( u \) as

\[
||u||^2 = \frac{1}{n} \sum_{i=1}^{n} |u(i)|^2.
\]
Given that $\Delta_{\delta, \varepsilon}$ is a positive semi-definite operator, we can use the minimax principle to write

$$\lambda_\ell(\Gamma_{\delta, \varepsilon}) = \min_{L} \max_{u \in L \setminus \{0\}} \frac{E_{\delta, \varepsilon}[u]}{\|u\|^2},$$

where $\lambda_\ell(\Gamma_{\delta, \varepsilon})$ is the $\ell$-th smallest eigenvalue of $\Delta_{\delta, \varepsilon}$ and the minimum is taken over all subspaces $L$ of dimension $\ell$. The following lemma compares the eigenvalues of the discrete graphs constructed using $\delta_X$ and $\delta_{\mathcal{Y}}$.

**Lemma 8.** Let $\eta$ be the bound in (1.7) so that for all $i, j$ with $d_M(x_i, x_j) \leq r$ we have $|\delta_X(i, j) - \delta_{\mathcal{Y}}(i, j)| \leq \eta$.

Suppose that $\varepsilon$ is chosen so that $\varepsilon \geq 2Cm\eta$, for some universal constant $C$. Then,

$$\left(1 - Cm\frac{\eta}{\varepsilon}\right)\lambda_\ell(\Gamma_{X, \varepsilon-\eta}) \leq \lambda_\ell(\Gamma_{\mathcal{Y}, \varepsilon}) \leq \left(1 + Cm\frac{\eta}{\varepsilon}\right)\lambda_\ell(\Gamma_{X, \varepsilon+\eta}).$$

**Proof.** We first compare the Dirichlet energies. Since $\delta_X(i, j) < \delta_{\mathcal{Y}}(i, j) + \eta$, we have

$$E_{\mathcal{Y}, \varepsilon}[u] = \frac{m + 2}{\alpha m \varepsilon^{m+2}} \sum_{i,j} \mathbb{1}\{\delta_{\mathcal{Y}}(i, j) < \varepsilon\}|u_i - u_j|^2$$

$$\leq \frac{m + 2}{\alpha m \varepsilon^{m+2}} \sum_{i,j} \mathbb{1}\{\delta_X(i, j) < \varepsilon\}|u_i - u_j|^2$$

$$= \left(\frac{\varepsilon + \eta}{\varepsilon}\right)^{m+2} E_{X, \varepsilon+\eta}[u]$$

(3.2)

Now we use the minimax principle to show the upper-bound on (3.1). Let $u_1, \ldots, u_\ell$ be the first $\ell$ eigenvectors of $\Delta_{X, \varepsilon+\eta}$ and let $L = \text{span}\{u_1, \ldots, u_\ell\}$. Then $\dim L = \ell$ and for any $u \in L$, $E_{X, \varepsilon+\eta}[u] \leq \lambda_\ell(\Gamma_{X, \varepsilon+\eta})\|u\|^2$. Then by (3.2), we have

$$\lambda_\ell(\Gamma_{\mathcal{Y}, \varepsilon}) \leq \max_{L \setminus \{0\}} \frac{E_{\mathcal{Y}, \varepsilon}[u]}{\|u\|^2} \leq \left(1 + Cm\frac{\eta}{\varepsilon}\right) \lambda_\ell(\Gamma_{X, \varepsilon+\eta}).$$

By a similar argument applied to $\Gamma_{X, \varepsilon-\eta}$ and $\Gamma_{\mathcal{Y}, \varepsilon}$, we get the lower-bound in (3.1). \qed

**Remark 7.** With the convergence of eigenvalues and the relationship between the Dirichlet energies it is also possible to make statements about convergence of eigenvectors (or better yet, spectral projections).

The spectral convergence towards the continuum (Theorem 2) is a consequence of the following theorem, proved in [10, Corollary 2].

**Theorem 4.** Let $d_\infty$ be the $\infty$-OT distance between $\mu_n$ and $\mu$. Suppose $\varepsilon$ satisfies the conditions in Equation (1.9) and that Assumptions 1 and 2 hold. Then

$$\frac{|\lambda_\ell(\Gamma_{X, \varepsilon}) - \lambda_\ell(M)|}{\lambda_\ell(M)} \leq \tilde{C}\left(\frac{d_\infty}{\varepsilon} + (1 + \sqrt{\lambda_\ell(M)})\varepsilon + \left(K + \frac{1}{R^2}\right)^2\right),$$

where $\tilde{C}$ only depends on $m$ and the regularity of $p$.

Combining Lemma 8 and Theorem 4 gives Theorem 2.

4. Numerical Experiments

In this section we present a series of numerical experiments where we conduct local regularization on three different data sets. In Subsection 4.1 we consider a toy example with artificial data generated by perturbing points sampled uniformly from the unit, two-dimensional sphere embedded in $\mathbb{R}^d$ with $d = 100$. We show that the approximation of the hidden Euclidean distances between unperturbed points is significantly improved by locally regularizing the data, and that this improvement translates into better spectral approximation of the spherical Laplacian. Our
numercial findings corroborate the theory developed in the previous two sections. In Subsection 4.2 we consider the two-moon and MNIST data sets and show that graphs constructed with locally regularized data can be used to improve the performance of a simple graph-based optimization method for semi-supervised classification.

4.1. Distance & Spectrum. In this subsection we study the effect of local regularization on distance approximation and spectral convergence, as an illustration of the results from Sections 2 and 3. In our toy model we consider uniform samples from the unit two-dimensional sphere \( \mathcal{M} = S \) embedded in \( \mathbb{R}^d \), with \( d = 100 \). The motivation for such a choice is that the eigenvalues of the associated Laplace-Beltrami operator on \( S \) are known explicitly. Indeed, after appropriate normalization, \( \Delta_S \) admits eigenvalues \( \ell(\ell + 1), \ell \in \mathbb{N} \), with corresponding multiplicity \( 2\ell + 1 \).

The data set is generated by sampling \( n = 3000 \) points \( x_i \) uniformly from the sphere and adding uniform noise \( z_i \) that is bounded by \( \sigma \) in norm. Local regularization is performed by taking \( r \propto \sqrt{\sigma} \) and the graph is constructed with \( \varepsilon = 2n^{-1/4} \). The actual proportion constant in \( r \) is not obvious from our theory and in the experiments below we choose \( r = \sqrt{\sigma}/3 \) for \( \sigma = 0.1 \) and \( r = \sqrt{\sigma} \) for the rest of the \( \sigma \)’s. We first show that the \( y_i \) give a better approximation of the pairwise distances of the \( x_i \) than the \( y_i \) do. We only consider those nodes \( i, j \) such that \( \delta_{X_n}(i, j) < \varepsilon \) (i.e. the nodes that are relevant for the construction of the graph Laplacians). More precisely, let \( D_{X_n} \) be the matrix whose \( ij \)th entry is \( \delta_{X_n}(i, j) \mathbb{1}\{\delta_{X_n}(i, j) < \varepsilon\} \). Similarly, we define \( [D_{Y_n}]_{ij} = \delta_{Y_n}(i, j) \mathbb{1}\{\delta_{X_n}(i, j) < \varepsilon\} \) and \( [D_{\hat{Y}_n}]_{ij} = \delta_{\hat{Y}_n}(i, j) \mathbb{1}\{\delta_{X_n}(i, j) < \varepsilon\} \). In Table 1 we compare the Frobenius norm of the \( D_{X_n} - D_{Y_n} \) and \( D_{X_n} - D_{\hat{Y}_n} \) for different values of \( \sigma \). We see that the improvement is substantial.

| \( \sigma = 0.1 \) | \( \sigma = 0.2 \) | \( \sigma = 0.3 \) | \( \sigma = 0.4 \) | \( \sigma = 0.5 \) | \( \sigma = 0.6 \) | \( \sigma = 0.7 \) | \( \sigma = 0.8 \) | \( \sigma = 0.9 \) |
|---|---|---|---|---|---|---|---|---|
| \( \|D_{X_n} - D_{Y_n}\|_F \) | 1.33 | 4.18 | 7.97 | 12.11 | 16.59 | 21.15 | 25.78 | 30.47 | 35.53 |
| \( \|D_{X_n} - D_{\hat{Y}_n}\|_F \) | 0.73 | 1.49 | 1.44 | 1.70 | 1.74 | 1.85 | 1.86 | 2.01 | 2.16 |

Table 1. Frobenius norm of \( D_{X_n} - D_{Y_n} \) and \( D_{X_n} - D_{\hat{Y}_n} \) on \( S \) for several values of \( \sigma \).

Next we study the spectral approximation of Laplacians by comparing the spectra of \( \Delta_{X_n,\varepsilon} \), \( \Delta_{Y_n,\varepsilon} \) with that of \( \Delta_{\hat{Y}_n,\varepsilon} \). Note that since the \( x_i \) are uniformly distributed, the density \( p \) on \( S \) that they are sampled from is constant and equal to \( \frac{1}{\text{vol}(\mathcal{M})} \). So for the spectra of the graph Laplacians to match in scale with that of \( \Delta_S \), the weights should be rescaled according to

\[
W(i, j) = \frac{2(m + 2)\text{vol}(\mathcal{M})}{\alpha_m \varepsilon^{m+2n}},
\]

where \( \text{vol}(\mathcal{M}) \) is the volume of the manifold and equals \( 4\pi \) in this case. In Figure 1 we compare the first 100 eigenvalues of \( \Delta_{X_n,\varepsilon} \), \( \Delta_{Y_n,\varepsilon} \), and \( \Delta_{\hat{Y}_n,\varepsilon} \) with the continuum spectrum. We see that when the noise size is large, the Euclidean graph Laplacian \( \Delta_{\hat{Y}_n,\varepsilon} \) does not give a meaningful approximation of the continuum spectrum, while the locally regularized version \( \Delta_{\hat{Y}_n,\varepsilon} \) still performs well.

Remark 8. While our theory in Section 3 suggests the choice that \( r \propto \sqrt{\sigma} \) in the small \( r \) and large \( n \) limit, for practical purposes some other scalings may give better results. Indeed we want to remark that for the above \( \sigma \)’s, choosing \( r = \sigma \) seems to give better spectral approximation. The choice of the local-regularization parameter will be further investigated in the subsection 4.2.3 in the context of a classification task, where a data-driven (cross-validation) approach can be used.

4.2. Classification. In this subsection we demonstrate the practical use of local regularization by applying it to classification problems. To show the potential benefits, we consider synthetic and real data sets, namely the two moons and MNIST data sets. Since in one of our experiments we study a real data set, where in general the connectivity parameter in an \( \varepsilon \) graph is hard to
Figure 1. Comparison of spectra of continuum Laplacian, $\Delta_{X_n, \varepsilon}$, $\Delta_{Y_n, \varepsilon}$ and $\Delta_{\tilde{Y}_n, \varepsilon}$ for different values of $\sigma$.

tune, we instead consider fully connected graphs with self-tuning weights. Precisely, given a
similarity $\delta : [n] \times [n] \to [0, \infty)$ we define, following [26], the weights by

$$W(i, j) = \exp \left( -\frac{\delta(i, j)^2}{2\tau(i)\tau(j)} \right),$$

where $\tau(i)$ is the similarity between the $i$-th data point and its $K$-th nearest neighbor with
respect to the distance $\delta$. As before, we denote by $\Gamma_{X_n}$, $\Gamma_{Y_n}$ and $\Gamma_{\tilde{Y}_n}$ the graphs constructed with
similarities $\delta_{X_n}$, $\delta_{Y_n}$, and $\delta_{\tilde{Y}_n}$. Instead of specifying a universal $\varepsilon$ representing the connectivity
length-scale, the neighborhood for each point is selected from using the local geometry which
varies in space. It amounts to choosing different values of $\varepsilon$ adaptively depending on the local
scale, as proposed in [26]. Since the $\tau(i)$ are defined by considering $K$-nearest neighbors, a
natural variant of the above fully connected graph is to set the weights to be 0 whenever $x_i$
and $x_j$ are not among the $K$-nearest neighbors of each other. In other words, we can construct
a (symmetrized) $K$-NN graph with the same $K$ as in the definition of $\tau(i)$ and the nonzero
weights are the same as above. It turns out that empirically this $K$-NN version can improve
the classification performance substantially, but to illustrate the local regularization idea, we
will present results for both graph constructions. We shall denote these two types of graphs as
fully-connected and $K$-NN variants for brevity.
In the following, we focus on the semi-supervised learning setting where we are given \( n \) data points with the first \( J \) being labeled. The classification is done by minimizing a probit functional as explained below. Let \( \Delta \) be a normalized graph Laplacian constructed on the data set, which will be constructed using \( \mathcal{X}_n, \mathcal{Y}_n \) and \( \overline{\mathcal{Y}}_n \) and \( \Delta = I - D^{-1/2}WD^{-1/2} \) as compared with \([1,4]\). Let \( (\lambda_i, q_i), i = 1, \ldots, n \) be the associated eigenvalue-eigenvector pairs, and let \( U = \text{span}\{q_2, \ldots, q_n\} \). The classifier is set to be the sign of the minimizer \( u \) of the functional

\[
\mathcal{J}(u) := \frac{1}{2c}\langle u, \Delta u \rangle - \sum_{j=1}^{J} \log \left( \Phi(y(j)u(j); \gamma) \right),
\]

where \( \{y(j)\}_{j=1}^{J} \) is the vector of labels and \( \Phi \) is the cdf of \( \mathcal{N}(0, \gamma^2) \). The functional \( \mathcal{J} \) can be interpreted as the negative log posterior in a Bayesian setting, as discussed in \([1]\). Throughout our experiments we set \( \gamma = 0.1 \).

4.2.1. Two Moons. We first study the two moons data set, which is generated by sampling points uniformly from two semi-circles of unit radius centered at \((0,0)\) and \((1,0.5)\) and then embedding the data set in \( \mathbb{R}^d \), with \( d = 100 \). We then perturb the data by adding uniform noise with norm bounded by \( \sigma \). In addition to the semi-supervised setting, we also examine the unsupervised case.

We consider \( n = 1000 \) points 1\% of which have labels and we set \( K = 10 \). As pointed out in Remark \([3]\) we choose the regularization parameter \( r \) to be equal to \( \sigma \). We compare the approximation of distance matrix and classification performance on \( \mathcal{X}_n, \mathcal{Y}_n \), and \( \overline{\mathcal{Y}}_n \)'s, as in Table 2 and \([3]\). Instead of comparing nodes that are within \( \delta \gamma_n \)-distance \( \varepsilon \), we consider nodes that are \( K \)-nearest neighbors of each other with respect to \( \delta \gamma_n \). As before, the regularized points \( \overline{\mathcal{Y}}_n \) approximate the pairwise distances better. Moreover, in terms of classification, we see that \( \Gamma_{\overline{\mathcal{Y}}_n} \) is able to capture the exact correct labeling as the clean data \( \mathcal{X}_n \) does.

| \( \sigma = 0.1 \) | \( \sigma = 0.2 \) | \( \sigma = 0.3 \) | \( \sigma = 0.4 \) | \( \sigma = 0.5 \) | \( \sigma = 0.6 \) | \( \sigma = 0.7 \) |
|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| \( \|D_{\mathcal{X}_n} - D_{\mathcal{Y}_n}\|_F \) | 0.78 | 1.64 | 2.49 | 3.42 | 4.26 | 5.15 | 6.05 |
| \( \|D_{\mathcal{X}_n} - D_{\overline{\mathcal{Y}}_n}\|_F \) | 0.13 | 0.23 | 0.31 | 0.37 | 0.47 | 0.63 | 0.65 |

Table 2. Frobenius norm of \( D_{\mathcal{X}_n} - D_{\mathcal{Y}_n} \) and \( D_{\mathcal{X}_n} - D_{\overline{\mathcal{Y}}_n} \) on two moons for different values of \( \sigma \).

| \( \Gamma_{\mathcal{X}_n} \) | \( \Gamma_{\mathcal{Y}_n} \) | \( \Gamma_{\overline{\mathcal{Y}}_n} \) |
|----------------|----------------|----------------|
| \( \sigma = 0.1 \) | \( \sigma = 0.2 \) | \( \sigma = 0.3 \) |
| \( \sigma = 0.4 \) | \( \sigma = 0.5 \) | \( \sigma = 0.6 \) | \( \sigma = 0.7 \) |

Table 3. Classification error of \( \Gamma_{\mathcal{X}_n} \), \( \Gamma_{\mathcal{Y}_n} \) and \( \Gamma_{\overline{\mathcal{Y}}_n} \) on two moons for different values of \( \sigma \).

For further understanding, in Figure 2 we plot the first two coordinates of the points in \( \mathcal{X}_n, \mathcal{Y}_n \) and \( \overline{\mathcal{Y}}_n \) for large values of \( \sigma \). We see that after local regularization, the first two coordinates of \( \overline{\mathcal{Y}}_n \) lie almost on the underlying manifold. The denoising effect of local regularization is apparent. Furthermore, we observe that the semicircles for \( \overline{\mathcal{Y}}_n \) are “shorter” than those of \( \mathcal{X}_n \). In other words, points near the ends are pulled away from the boundaries. Moreover, if one looks carefully at the plots for \( \overline{\mathcal{Y}}_n \), points are denser near the top and bottom. This illustrates that local regularization not only reduces noise, but also moves points to regions of high probability. We refer to \([6,9]\) and the references therein for some discussion on mean-shift and mode-seeking type algorithms.
(a) $\sigma = 0.5$.

(b) $\sigma = 0.6$.

(c) $\sigma = 0.7$.

**Figure 2.** Visualization of the point clouds $X_n, Y_n,$ and $\bar{Y}_n$. Each row contains scatter plots of the first two coordinates of the points in the data sets $X_n, Y_n,$ and $\bar{Y}_n$.

**Remark 9.** The above results were obtained using the fully-connected graph. When instead its $K$-NN variant was used, we also obtained 100% classification accuracy for $\Gamma_{Y_n}$. Moreover, when we removed the labels and simply did spectral clustering with the $K$-NN variant, we still got 100% correctness for all $\Gamma_{X_n}, \Gamma_{Y_n}$ and $\Gamma_{\bar{Y}_n}$.

4.2.2. **MNIST.** In this subsection we apply local regularization on a real data set, namely MNIST. Unlike the previous examples, we do not have access to an underlying manifold. Instead of adding additional noise to the data set, we directly apply local regularization and show that by doing so we get better classification performance.

Each image is seen as a noisy data point in $\mathbb{R}^{784}$. Here we only focus on the binary classification of pairs of digits. Since we have no prior knowledge on the noise size, choosing the localization parameter $r$ becomes difficult. In these experiments, we perform 2-fold cross validation on the label sets. When there are few labels, we repeatedly generate holdout sets and compare the overall error. Due to this practical difficulty of tuning $r$, we propose two variants of $\Gamma_{\bar{Y}_n}$ that can serve as alternatives in practice.
We study the classification performance of $\Gamma Y_n$ for different pairs of digits. We consider $n = 1000$ images and $K = 20$. Since this is a semi-supervised setting, it is also of interest to see how the number of labels affects the classification. We first consider 4% labels on four different pairs of digits and then examine the pair 4&9 more closely by adding more labels. Table 4 and 5 show the corresponding results.

| Fully-connected | 3&8 | 5&8 | 4&9 | 7&9 | K-NN variant | 3&8 | 5&8 | 4&9 | 7&9 |
|-----------------|-----|-----|-----|-----|--------------|-----|-----|-----|-----|
| $\Gamma Y_n$   | 277 | 480 | 480 | 480 | $\Gamma Y_n$ | 76  | 55  | 133 | 73  |
| $\Gamma Y_n$   | 134 | 174 | 300 | 153 | $\Gamma Y_n$ | 60  | 36  | 96  | 54  |

**Table 4.** Classification error for different pairs of digits 3&8, 5&8, 4&9, and 7&9.

| Fully-connected | 4%  | 8%  | 12% | 16% | K-NN variant | 4%  | 8%  | 12% | 16% |
|-----------------|-----|-----|-----|-----|--------------|-----|-----|-----|-----|
| $\Gamma Y_n$   | 480 | 427 | 388 | 294 | $\Gamma Y_n$ | 133 | 109 | 76  | 51  |
| $\Gamma Y_n$   | 300 | 261 | 219 | 182 | $\Gamma Y_n$ | 96  | 64  | 60  | 45  |

**Table 5.** Classification error for 4&9 with different number of labels.

![Threes in MNIST](image1.png) ![Eights in MNIST](image2.png)

**Figure 3.** Visualization of the regularization effects. The second row is the regularized version of the corresponding image in the first row. While arguably more blurred, the digits in the second row are more homogeneous within each group, making classification easier.

As before, the K-NN variant performs much better than the fully-connected graph. As in Table 4, we see that except for the pair 3&8, the classification error for the other three pairs with $\Gamma Y_n$ is 480: after respecting the 40 labels, the other 960 images are classified as part of the same group. However, after regularization, the classification error is greatly reduced with $\Gamma Y_n$. The same is true when we use the K-NN variant, but the improvement is smaller. Similarly as in Table 5 the improvement for local regularization becomes less dramatic as we go from the fully-connect graph to its K-NN variant and as the number of labels increases. On the one hand, this implies that there is certainly a limit for the improvement that local regularization can provide. On the other hand, it also suggests that local regularization is most effective when information is limited. More specifically, we can interpret the fully-connected graph as having less geometric information than its K-NN variant because the similarity between $x_i$ and $x_j$ being 0 tells us more than if the similarity is small but nonzero. Also, in the case of more labels, we certainly have more information on the point cloud. So when there is little prior knowledge of labels and similarities, one has to rely on the geometry of the data set. Our theory and our experiments show that local regularization improves the recovery of geometric information and thereby boosts the classification performance in that scenario. We present a visualization of the effect of local regularization in Figure 3. The two rows represent the image before and after local regularization respectively. We can see that especially for the eights, many of the images get “fixed” after regularization. Moreover, at a high level, images within each group in the second row look more similar among themselves than those in the first row. Because of this we expect the classification to be better.
Remark 10. The four chosen pairs of digits are the most difficult pairs to classify. Local regularization can improve the performance for other pairs too, but since the overall error rates for the other pairs is smaller, cross-validation can be harder. For unsupervised spectral clustering, local regularization still gives improvement, but using cross validation to choose \( r \) is no longer possible.

As mentioned above, the practical choice of \( r \) can be challenging. We propose two alternatives that may be easier to work with and investigate their competence on the MNIST data set.

- \( k \)-NN regularization: This is a natural variant of \( \Gamma_{\bar{Y}} \) based on \( k \)-nearest neighbor regularization. Instead of specifying a neighborhood of \( y_i \) of radius \( r \), we simply regress the data by averaging over its \( k \) nearest neighbors. Here \( k \) is not necessarily the same as \( K \) (the number of neighbors used to construct a similarity graph). Conceptually, choosing \( k \) amounts to setting different values of \( r \) at different points in such a way that the resulting neighborhoods contain roughly the same number of points. This construction is easier to work with since \( k \) is in general easier to tune than \( r \).

- Self-tuning: This is a global regularization variant that does not require hyper parameters. Instead of averaging over a neighborhood of radius \( r \), we take a global weighted average of the whole point cloud, where the weights are proportional to the similarities between the \( y_i \). More specifically, we define a new distance in terms of the points \( \hat{y}_i \), where

\[
\hat{y}_i = \sum_{j=1}^{n} W(i,j) y_j.
\]

We see that points far from \( y_i \) have small contribution in the definition of \( \hat{y}_i \) and so essentially one ends up summing over points in a neighborhood that is implicitly specified by the similarities. For points close to \( y_i \), the weights are roughly on the same order. Hence \( \hat{y}_i \) can be seen approximately as \( \bar{y}_i \) plus a small contribution from points that are far from \( y_i \). We expect this construction to behave a little worse than the \( \Gamma_{\bar{Y}} \) with optimal \( r \). However, the fact that this construction does not require the tuning of any hyper-parameter makes it an appealing choice. Table 6 compares the classification performance of all graphs mentioned above (with the four different choices of distance function, and the two alternatives to build similarity graphs).

| Fully-connected | 3&8 | 5&8 | 4&9 | 7&9 | \( K \)-NN variant | 3&8 | 5&8 | 4&9 | 7&9 |
|-----------------|-----|-----|-----|-----|-------------------|-----|-----|-----|-----|
| \( \Gamma_{\gamma} \) | 277 | 480 | 480 | 480 | \( \Gamma_{\bar{Y}} \) | 76 | 55 | 128 | 73 |
| \( \Gamma_{\bar{Y}} \) | 134 | 174 | 369 | 153 | \( \Gamma_{\bar{Y}} \) | 69 | 36 | 97 | 54 |
| \( k \)-NN regularization | 115 | 74 | 431 | 183 | \( k \)-NN regularization | 53 | 59 | 96 | 61 |
| self-tuning graph | 161 | 139 | 334 | 263 | self-tuning graph | 76 | 31 | 88 | 56 |

Table 6. Comparison of classification errors with 4% labeled data.

Remark 11. The idea of using labels to learn \( r \) (or \( k \)) can be understood as a specific instance of a more general idea: to use labels to better inform the learning of the underlying geometry of a data set. What is more, one can try to simultaneously learn the geometry of the input space with the learning of the labeling function, instead of looking at these two problems in sequential form. This will be the topic of future research.
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and for all $\eta$ value. We will later take the maximum value of $t$.

A.1. Estimating $r_-$ and $r_+$

A.1. Estimating $r_-$. We want to find values of $t > \frac{r}{2}$ for which for all $v \in T_x, \mathcal{M}$ with $|v| \leq t$, and for all $\eta \in T_{\exp_x(v)}\mathcal{M}^\perp$ with $|\eta| \leq \sigma$ we have

$$|\exp_x(v) + \eta - y_i| < r.$$ 

We will later take the maximum value of $t$ for which this holds and set $r_-$ to be this maximum value.
Let \( x = \exp_{x_i}(v) \). First, with the parallel transport map used in the proof of the geometric bias estimates (as in (2.16)) we can associate a vector \( \tilde{\eta} \in T_{x_i}M^\perp \) to a vector \( \eta \in T_xM^\perp \) with norm less than \( \sigma \), for which

\[
|\eta - \tilde{\eta}| \leq \frac{m}{R} \sigma t.
\]

Now,

\[
|x + \eta - y_i| \leq |x - x_i + \tilde{\eta} - z_i| + |\eta - \tilde{\eta}|
\]

\[
= (|x - x_i|^2 + 2(x - x_i, \tilde{\eta} - z_i) + |\tilde{\eta} - z_i|^2)^{1/2} + |\eta - \tilde{\eta}|
\]

\[
\leq (|x - x_i|^2 + 2(x - x_i, \tilde{\eta} - z_i) + |\tilde{\eta} - z_i|^2)^{1/2} + \frac{m}{R} \sigma t.
\]

We have

\[
|x - x_i| \leq d_M(x, x_i) = |v| \leq t,
\]

and also

\[
(x - x_i, \tilde{\eta} - z_i) = (x - (x_i + v), \tilde{\eta} - z_i),
\]

as it follows from the fact that \( \eta, z_i \in T_{x_i}M^\perp \) and \( v \in T_{x_i}M \). Using this, Cauchy-Schwartz, and (2.11) we conclude that

\[
|\langle x - (x_i + v), \tilde{\eta} - z_i \rangle| \leq 2\sigma |x - (x_i + v)| \leq 2\sigma \frac{|v|^2}{R},
\]

and hence

\[
|x + \eta - y_i| \leq \left( t^2 + \frac{4\sigma^2}{R} |t|^2 + 4\sigma^2 \right)^{1/2} + \frac{m\sigma}{R} t
\]

\[
= t \left( \sqrt{1 + \frac{4\sigma^2}{R} + \frac{4\sigma^2}{t^2} + \frac{m\sigma}{R}} \right)
\]

\[
\leq t \left( \sqrt{1 + \frac{4\sigma^2}{R} + \frac{16\sigma^2}{r^2} + \frac{m\sigma}{R}} \right).
\]

From the above it follows that \( r_- \) defined as

\[
r_- := r \left( \sqrt{1 + \frac{4\sigma^2}{R} + \frac{16\sigma^2}{r^2} + \frac{m\sigma}{R}} \right)^{-1},
\]

satisfies the desired properties and moreover

\[
r - r_- \leq r \left( 1 - \left( \sqrt{1 + \frac{4\sigma^2}{R} + \frac{16\sigma^2}{r^2} + \frac{m\sigma}{R}} \right)^{-1} \right).
\]

A.2. Estimating \( r_+ \). To estimate \( r_+ \), we need the following lemma proved in [10].

**Lemma 9.** Suppose \( x, \tilde{x} \in M \) are such that \( |x - \tilde{x}| \leq R/2 \). Then

\[
|x - \tilde{x}| \leq d_M(x, \tilde{x}) \leq |x - \tilde{x}| + 8 \frac{R}{R} |x - \tilde{x}|^3.
\]

To construct \( r_+ \) we find values of \( t \) with \( 2r \geq r + \sigma > t > 0 \) such that if \( |v| > t \) then

\[
|\exp_{x_i}(v) + \sigma \eta - y_i| \geq r
\]

for all \( \eta \in T_{\exp_{x_i}(v)}M^\perp \) of norm no larger than \( \sigma \).
As in the construction of $r_-$ let $x := \exp_{x_i}(v)$. Similar computations give

$$|x + \eta - y| \geq |x - x_i + \hat{\eta} - z_i| - |\eta - \hat{\eta}|$$

$$= (|x - x_i|^2 + 2(x - x_i, \hat{\eta} - z_i) + |\hat{\eta} - z_i|^2)^{1/2} - |\eta - \hat{\eta}|$$

$$\geq (|x - x_i|^2 + 2(x - x_i, \hat{\eta} - z_i) + |\hat{\eta} - z_i|^2)^{1/2} - \frac{m}{R}\sigma|v|$$

$$\geq \left(\left(\frac{|v| - 1}{R}|v|^3\right) - \frac{4}{R}\sigma|v|^2\right)^{1/2} - \frac{m}{R}\sigma|v|$$

$$\geq |v|\left(\sqrt{1 - \frac{2|v|^2}{R} - \frac{4\sigma}{R} - \frac{m\sigma}{R}}\right)$$

$$\geq |v|\left(\sqrt{1 - \frac{8r^2}{R} - \frac{4\sigma}{R} - \frac{m\sigma}{R}}\right)$$

$$\geq t\left(\sqrt{1 - \frac{8r^2}{R} - \frac{4\sigma}{R} - \frac{m\sigma}{R}}\right),$$

where in the third inequality we have used (A.3) to conclude that

$$|\exp_{x_i}(v) - x_i| \geq d_M(x, x_i) - C(d_M(x, x_i))^3 = |v| - C|v|^3.$$

We can then take $t$ to be such that the right hand side of (A.2) is equal to $r$. In other words we can take $r_+$ to be equal to

$$r_+ := r\left(\sqrt{1 - \frac{8r^2}{R} - \frac{4\sigma}{R} - \frac{m\sigma}{R}}\right)^{-1}.$$

From these estimates we see that

$$r_+ - r_- \leq c\left(r^3 + r\sigma + r\frac{\sigma^2}{r^2}\right).$$