Abstract

This study investigates how assimilation in social comparison\(^1\) (i.e., changing behaviors in order to fit in with a group) impacts individual behaviors in the extraction of a common pool resource in different network structures (i.e., empty network, star, circle, and complete network). Our results suggest that over-exploitation is more likely to happen when there is a presence of assimilation in comparison. However, it is possible to incentivize resource conservation since the assimilation effect on individual conservation behavior highly depends on the network structures. Thus, promoting assimilation to a centralized network or networks with fewer connections is a good way to encourage resource conservation. More particularly, in a decentralized network with fewer connections (e.g., a circle network), assimilation in social comparison (e.g., feedback on their behaviors and the average behaviors of their neighbors) could help to promote resource conservation. A centralized network is useful in diffusing information and promoting assimilation in comparison by incentivizing the resource conservation of the central agents.
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\(^1\)Assimilation is when an individual can identify the similarities between the self and the other, while contrast refers to the heightened admiration/self-esteem one achieves after distancing oneself from others [12].
1 Introduction

For centuries, our massive exploitation of common-pool resources (e.g., forests, oceans, fishing ponds, and atmosphere, etc.) has caused severe damages to the environment, such as ecological disturbances and pollution [17]. The theory of the tragedy of commons explained the massive exploitation by indicating that common-pool resources (henceforth CPRs) share the same “non-excludability” property with public goods (henceforth PGs). However, consumption of CPRs creates negative externality for all other people who share the CPRs, which is known as the “subtractability” [10]. The “subtractability” property means that an additional CPR consumption would decrease the available resources for others. As a result, it makes CPR management more complicated than a PG because it is hard to prevent people from subtracting units from a common pool.

Several existing literature supported the theory of Hardins (i.e., the theory of the tragedy of commons) by showing that when human behavior is assumed to be self-interest, open-access natural resources would undoubtedly lead to an over-exploitation problem [4, 20]. It is because individuals would maximize their resource extraction by equalizing their marginal personal gains with the marginal cost of extraction. Moreover, since a common resource is scarce, each unit of resource extracted in a common pool would cause a negative externality for others. It would give rise to an inefficiently high level of extraction, which threatens the long-term sustainability of the common [24]. The Chilean abalone war, in which the competition between poachers and fishers in Chile to harvest abalone (the world’s most valuable shellfish) leads to an armed conflict, is an example of the tragedy commons problem [9].

However, several studies have challenged Hardin’s work by supporting a possibility of managing the commons [16, 18]. In her study, Ostrom argued that with property rights and government regulations, one could achieve the successful management of CPRs [18]. In addition to the property rights and regulations, several existing literature suggested that social influences (e.g., norms, other-regarding preferences, social competition, etc.) are also effective ways to motivate the common resource conservation. One study indicated that individuals who have strong social preference would concern more about others’ well-being, are willing to help others, and desires to uphold ethical norms (i.e., other-regarding preferences) [7]. For instance, in her book, Ostrom also cataloged several examples in which communities have successfully managed the CPRs without any help of the central government, from 16th-century Alpine shepherds managing grazing lands to the year of
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2Elinor Ostrom got the Nobel prize for her work in 2009.
3Pro-social behavior have been studied widely in the context of public good game [11] and common pool resource game [22, 27] using the experimental data.
1980s Japanese villages managing communal forests [16]. Additionally, some studies showed that people are willing to contribute to a public good if they know that others also contribute (i.e., conditional cooperation) [1, 7]. In this sense, one may be motivated to extract less the CPRs if they observe others’ conservation efforts. The others could stand for other people in the community or our close friends/neighbors (i.e., the ones we connect to).

Several studies have shown that networks could play an essential role in mitigating the over-extraction problem in recent years. One study indicated that when the populations dependent highly on the common resources, cooperation could also emerge and sustain if individuals are located in a network with close proximity and strong social ties [6, 8]. Consequently, individuals often take others’ decisions that they observed into considerations before making their decisions, especially the decisions of their close friends and neighbors [5, 26]. Some behavioral economic experiments suggested that information sharing through networks could restrain the resource extraction [2, 14]. Notably, in their study, the authors found that fisheries in a network could share information with each other, thus reducing fish by-catch rate cooperatively [2]. Another study showed that cooperation in the CPR game and network structure plays a crucial role in reducing the aggregate extraction level of the CPR [14].

In this paper, we investigate how the social comparison in networks (i.e., ones are influenced by their close friends or neighbors’ behaviors) affects individual behaviors in the context of the CPRs. In particular, we consider that individuals are located in a network, and there is assimilation in social comparison which ones imitate others’ behaviors in their networks [15]. In the presence of a network, agents care more about their neighbors’ behaviors since they are linked to each other rather than the strangers who are not in their network. Our objective is to explore how network structures and social comparison can lead to sustainable use and improve the management of the CPRs. More specifically, we aim to investigate how the assimilation in social comparison in different networks could impact individual behaviors in the common resource game.

To answer this question, we consider in our model that individuals care about the agents’ behaviors that they connect to (i.e., friends or neighbors). In other words, each agent is located in a given network, and they compare their actions to their direct neighbors (i.e., social comparison in the network). We assume that the social comparison is assimilative, which means that one changes their behaviors to minimize the difference/distance between them and others, also known as “conformity”. We consider the exogenous network to observe the network’s causal effect on individual behavior as the network varies. We use the static framework of Nash equilibrium to examine the outcome of the CPR game under assumptions. Each agent in a network has to decide how much effort to put in extracting the common resource and at the same time take his or her direct neighborhood behaviors into account in order to maximize his or her personal utility.
Our results suggest that over-exploitation is more likely to happen when there is a presence of assimilation in comparison. However, it is possible to incentivize resource conservation since the assimilation effect on individual conservation behavior highly depends on the network structures. More specifically, when the assimilation effect is low, a network with fewer connections (e.g., a circle network) promotes resource conservation. When the assimilation effect is high, only a centralized network (e.g., a star network) can help avoid over-exploitation. However, it is essential to promote resource conservation to the key players in the network to motivate individuals towards a more sustainable behavior.

The paper proceeds as follows. Section 2 studies the common resource game with social comparison using the general model. In Section 3, we compute the Nash equilibrium with the assumptions about the functional form of the production function and social comparison. In Section 4, we discuss the welfare analysis. Section 5 summarizes the results of our numerical analysis. The conclusion and discussion are discussed in Section 6.

2 Common pool resource game

2.1 Setup

Let consider that there are $N$ agents, a typical agent is denoted by $i$. Each agent $i$ has a set of neighbors which is denoted $N_i(g)$ (i.e., a network of $i$). Let $G$ is an $N \times N$ adjacency matrix, its element $g_{ij}$ represents the relationship between $i$ and $j$. In particular, if $i$ is linked to $j$, then we have $g_{ij} = 1$ for $j \in N_i(g)$ and if $i$ is not linked to $j$, then we have $g_{ij} = 0$ for $j \notin N_i(g)$. We suppose that the network is undirected which requires that if $g_{ij} = 1$ then $g_{ji} = 1$, which means that if $i$ is neighbor of $j$, then $j$ is also neighbor of $i$. The network of $i$ is a set of nodes that is linked to $i$: $N_i(g) = \{j \in i : g_{ij} = 1\}$ or $N_i(g) = \{j|ij \in g\}$. Let $k_i = |N_i(g)|$ be agent $i$’s number of neighbors or agent $i$’s centrality.\(^4\)

An agent $i$ will face a decision problem of how to optimally allocate his/her effort $x_i$ to extract the resources when taking their neighbors’ behaviors into account. We assume that agent $i$’s effort is bounded $x_i \in [0, \bar{x}]$, where $\bar{x}$ is the effort capacity. According to “substractability” property of

\[^4\]For instance, there are 3 agents in the network, $N = \{1, 2, 3\}$ and the adjacency matrix $G$ is given by

$$
G = \begin{bmatrix}
0 & 1 & 1 \\
1 & 0 & 1 \\
1 & 1 & 0
\end{bmatrix}
$$

This matrix suggests that there is a circle network of 3 agents in which agent 1 links to agent 2 and 3, agent 2 links to 1 and 3, and 3 links to 1 and 2.

\[^5\]Centrality of a node is the number of agents that are connected to the agent $i$ [23].

\[^6\]
the CRP, the share of common resources extracted by \( i \) is \( \frac{x_i}{x_i + x_{-i}} \), which is the proportion of effort that \( i \) make in extracting the resources with respect to the total sum of all agents’ efforts (ref?). We assume that total effort function \( f(X) \) is concave, in which \( f(0) = 0, f(X) > 0 \) if \( X > 0, f'(X) > 0 \) and \( f''(X) \leq 0 \), where the total effort \( X = \sum_i x_i = x_i + x_{-i} \).

Each agent has a network of neighbors in which (s)he could observe others’ behaviors and compare his/her behavior with others. We denote the difference between agent \( i \) and his/her neighbors by \( I(x_i, x_{N_i(g)}; \delta_i) \), where \( x_{N_i(g)} \) is a set of \( i \)’s neighborhood efforts, and \( \delta_i \) is the comparison parameter which is heterogeneous across agents and takes negative values (i.e., \( \delta_i < 0 \)). The negative \( \delta_i < 0 \) refers to the assimilation in comparison (i.e., conformity), which means that agents change their behaviors to fit in their groups. We do not explore the possibility of the contrast in comparison (i.e., \( \delta_i > 0 \)) in this study because no agent is willing to differentiate with others by putting less effort in extracting the common resource (since there is a “substractability” property of the common). On the other hand, because of the contrast in comparison, all agents would put as much effort to extract the resource, leading to the over-exploitation of the CPRs.

We consider that there exists an ability parameter \( \eta_i > 0 \) such that agent \( i \) gains an amount \( \eta_i x_i \) for each unit of \( x_i \) increasing. In other words, agents are heterogeneous in their ability (i.e., \( \eta_i \neq \eta_j \)), and an agent with a higher ability (higher value of \( \eta \)) would be able to gain a higher benefit from each unit of extracted resource. There exist two types of heterogeneity in our model: idiosyncratic heterogeneity and peer heterogeneity. The idiosyncratic heterogeneity captures the fact that agents differ in their ability in extracting the common resource [19]. The peer heterogeneity comes from the different network structure, different comparison parameters, and agents with different reference groups in the social comparison. For example, with a network of \( N \) agents, the central agents in the star network have the same number of direct neighbors as agents in the complete network. These two agents have different reference groups because each neighbor of the agent in the complete network has \( N - 1 \) neighbors, while each neighbor of the agent in the center of the star network has only 1 neighbor. The peer heterogeneity also comes from the difference in comparison parameter, which means that agents care differently about their neighbors’ actions.

2.2 Model

In the spirit of [24], we extend the model of the CPR game by taking the role of network and social comparison into account.\(^6\) For a given network structure, agent \( i \)’s utility function is written as

\(^6\)We also follow the paper of [19], which studied the social comparison in crime, for the idea of how to model the social comparison in the network.
follows:

\[ U_i(x_i) = f(X) \frac{x_i}{X} - \gamma x_i^2 + \eta_i x_i + I(x_i; x_{N_i}; \delta_i) \]  
\[ \text{s.t} \quad x_i \leq \bar{x}, \quad x_i \geq 0 \]

where, \( X = x_i + \sum_{j \neq i} x_j \) is the total effort and \( \bar{x} \) is the effort’s capacity.

From the optimization problem 1, we have the following Lagrangian.

\[ \mathcal{L}(x_i) = f(X) \frac{x_i}{X} - \gamma x_i^2 + \eta_i x_i + I(x_i; x_{N_i}; \delta_i) - \mu_1(x_i - \bar{x}) + \mu_2 x_i \]  

**The Karush-Kuhn-Tucker conditions**

In the spirit of the Karush-Kuhn-Tucker (KKT) theorem, we have

\[ \frac{\partial \mathcal{L}(x_i)}{\partial x_i} = 0 \]  
\[ \mu_1(x_i - \bar{x}) = 0 \]  
\[ \mu_2 x_i = 0 \]  
\[ \mu_m \geq 0, \quad m = \{1, 2\} \]  
\[ x_i \leq \bar{x} \]  
\[ x_i \geq 0 \]

Concerning the complementary slackness condition 5 which is \( \mu_2 x_i = 0 \), we consider following cases.

**Case 1.** The condition \( x_i \geq 0 \) is binding. In this case, we have \( x_i = 0 \). Then, the agent \( i \)’s utility equals to

\[ U_i(0) = I(0; x_{N_i}; \delta_i) \]

We observe that \( U_i(0) \leq 0 \) since there is an assimilation in comparison (i.e., \( \delta_i < 0 \)). At the equilibrium, \( x_i^c = 0 \) for all \( i \) and thus \( U_i(0) = I(0; x_{N_i}; \delta_i) = 0, \forall \delta_i < 0 \).

**Case 2.** The condition \( x_i \geq 0 \) is not binding. In this case, in order for the slackness condition 5 to be satisfied, we need \( \mu_2 = 0 \). Thus, we have the following Lagrangian.

\[ \mathcal{L}(x_i) = f(X) \frac{x_i}{X} - \gamma x_i^2 + \eta_i x_i + I(x_i; x_{N_i}; \delta_i) - \mu_1(x_i - \bar{x}) \]

Now, concerning the complementary slackness conditions 4 which is \( \mu_1(x_i - \bar{x}) = 0 \), by the same logic, we also consider the following 2 cases.

**Case 2.a.** Constraint \( x_i \leq \bar{x} \) is binding which is \( x_i = \bar{x} \). In this case, we have a corner solution
\(\bar{x}^c = \bar{x} \).

**Case 2.b.** Constraint \(x_i \leq \bar{x}\) is not binding. Thus, we need \(\mu_1 = 0\) in order for the complementary slackness conditions 4 to be satisfied. This is a case that agent’s effort cannot be equal to zero or reach the maximum effort’s capacity, i.e., \(x_i \in (0, \bar{x})\). Then, we can write the KKT conditions as follows:

\[
\frac{\partial L(x_i)}{\partial x_i} = f'(X) \frac{x_i}{X} + f(X) \frac{x_{-i}}{X^2} - 2\gamma x_i + \eta_i + \frac{\partial I_i(x_i)}{\partial x_i} = 0,
\]

where, \(I_i(x_i) \equiv I(x_i, x_{N_i}; \delta_i)\). Thus, this KKT condition is a necessary condition for the maximization problem.

**Sufficient condition of optimality**

In order to ensure the existence of a maximum, we need \(\frac{\partial^2 U_i}{\partial x_i^2} \leq 0\). Following the second order sufficient condition, we have the following inequality\(^7\)

\[
\frac{\partial^2 U_i}{\partial^2 x_i} = \frac{1}{X^2} \left\{ f''(X) X x_i + 2x_{-i} \left( f'(X) - \frac{f(X)}{X} \right) \right\} - 2\gamma + \frac{\partial^2 I_i(x_i)}{\partial x_i^2}
\]

Since \(x_i, x_{-i} > 0\), we have \(f''(X) < 0\) and \(f'(X) X - f(X) < 0\). The condition \(\frac{\partial^2 I_i}{\partial x_i^2} \leq 0\) if we have \(\frac{\partial^2 I_i(x_i)}{\partial x_i^2} \leq 0\). Thus, the condition \(\frac{\partial^2 U_i}{\partial x_i^2} \leq 0\) will hold in the case of assimilation in comparison if \(\frac{\partial^2 I_i(x_i)}{\partial x_i^2} \leq 0\) holds.

Therefore, the sufficient condition leads us to the following Lemma 1.

**Lemma 1.** The optimization problem always has a maxima in the case of assimilation in comparison (i.e., \(\delta_i < 0\)) if \(\frac{\partial^2 I_i(x_i)}{\partial x_i^2} \leq 0\).

In the case of assimilation in comparison, agents mitigate others’ behaviors in their network. This leads to the fact that \(\frac{\partial I_i(x_i)}{\partial x_i} < 0\) for \(x_i \neq x_{N_i}\) (i.e., \(x_i\) is different from the standard neighborhood extraction). Thus, in order to ensure a maximum, we need \(\frac{\partial^2 I_i(x_i)}{\partial x_i^2} \leq 0\) which means that a more difference in extraction compared to the standard neighborhood extraction, more agents suffer from the benefit loss form the social comparison. Therefore, we need the above condition holds in order for the optimization problem to have a maximum, i.e., an interior equilibrium solution). If not, all agents would choose to extract the resource with the maximum effort’s capacity. Thus, it indeed leads to an over-exploitation problem of CPR.

\(^7\)See the proof in Appendix.

\(^8\)\(f(x)\) is a concave function
3 Nash equilibrium level of effort

To calculate a definitive solution for the equilibrium level of effort and welfare analysis in the next section, we make some assumptions about the functional forms of the total effort function and social comparison.

In the spirit of [27] in limit-access common pool resource, we let \( f(X) = aX - bX^2 \) be the effort function for the total effort \( X \), where \( a \geq 0 \) and \( b \geq 0 \). We can check that the function \( f(X) \) satisfies our assumptions.

\[
\begin{align*}
    f(X) &\geq 0 \text{ if } X \leq \frac{a}{b}, \\
    f'(X) &\geq 0 \text{ if } X \leq \frac{a}{2b}, \\
    f''(X) &\leq 0.
\end{align*}
\]

Let \( \bar{x}_{N_i(g)} \) be the reference level of effort that the agent \( i \) compared to. We consider the social comparison as a difference between \( \bar{x}_{N_i(g)} \) and \( x_i \), such that

\[
I(x_i, \bar{x}_{N_i(g)}; \delta_i) = \delta_i (x_i - \bar{x}_{N_i(g)})^2.
\]

It should be noted that the reference level could be the neighbor’s average, maximum or minimum level of effort. We suppose that the reference level is the direct neighbors’ average level of effort. Thus, we have

\[
\bar{x}_{N_i(g)} = \frac{1}{k_i} \sum_{j}^{N} g_{ij} x_j,
\]

where, \( k_i \) is number of agent \( i \)’s direct neighbors.

In the case of assimilation in comparison, we have \( \delta_i < 0 \) which means that agents would suffer a negative impact of the social comparison for each unit of effort higher than the reference level. We could check that

\[
\frac{\partial I_i(x_i)}{\partial x_i} = 2\delta_i (x_i - \bar{x}_{N_i(g)}) \leq 0 \text{ if } x_i - \bar{x}_{N_i(g)} \geq 0.
\]

And we have also that

\[
I_{xx} = \frac{\partial^2 I_i(x_i)}{\partial x_i^2} = 2\delta_i < 0.
\]

This result suggests that with a more increasing extraction of a common resource, the agent suffers a negative impact from the comparison. Thus, from Lemma 1, we could confirm that the sufficient condition for optimality always holds in the case of assimilation in comparison.

In this study, we will focus on different scenarios in which \( \delta_i < 0 \) in order to study how the different value of \( \delta_i \) and network structure can help impacts on agents’ behaviors in extracting/consuming the common goods.
3.1 Equilibrium

We now examine the model’s outcome with social comparison under the assumption that agents are heterogeneous in the social comparison (i.e., agents care differently about their direct neighbors’ actions).

Let \( x = (x_1, x_2, x_3, ..., x_N) \) and thus \( x \) is the solution of the following maximization problem

\[
\max_{x_i} U_i(x) = \max_{x_i} \left\{ \frac{f(X) x_i}{X} - \gamma x_i^2 + \eta_i x_i + \delta_i \left( x_i - \frac{1}{k_i} \sum_{j} g_{ij} x_j \right) \right\}
\]

s.t \( x_i \leq \bar{x}, \quad x_i \geq 0 \)  

From the optimization problem (11), we have the following Lagrangian

\[
L(x) = (a - bX)x_i - \gamma x_i^2 + \eta_i x_i + \delta_i \left( x_i - \frac{1}{k_i} \sum_{j} g_{ij} x_j \right) + \mu_1 (x_i - \bar{x}) + \mu_2 x_i
\]

We have the F.O.C of the Lagrangian as follows.

\[
\frac{\partial L(x)}{\partial x_i} = a - b(X + x_i) - 2\gamma x_i + \eta_i + 2\delta_i \left( x_i - \frac{1}{k_i} \sum_{j} g_{ij} x_j \right) - \mu_1 = 0
\]

Recall the KKT conditions, we can check whether all the conditions are satisfied.

**Case 1.** We have the corner solution \( \bar{x}^c = 0 \) and the utility \( U_i(0) = 0 \). In this case, agent make no effort in extracting the resource and thus there will be no benefit gained at this lower corner solution.

**Case 2.** We have \( x_i > 0, \forall i \). Thus, by the complementary slackness condition 5 and 4, we have 2 following cases.

**Case 2.a.** We have the constraint \( x_i \leq \bar{x} \) is binding. Then, by the slackness condition, we have \( x_i = \bar{x} \) and \( \mu_1 \geq 0 \). Thus, we have

\[
\frac{\partial L(x)}{\partial x_i} = a - b(X + x_i) - 2\gamma x_i + \eta_i + 2\delta_i \left( x_i - \frac{1}{k_i} \sum_{j} g_{ij} x_j \right) - \mu_1 = 0
\]

From the slackness condition, we have \( x_i = \bar{x} \). Thus, at the equilibrium, we have \( \bar{x}^c = \bar{x} \) in which all agents extract the resource at the maximum effort’s capacity. We have a upper corner solutions, such that

\[
\bar{x}^c = \bar{x}, \quad \text{and} \quad \mu_{1,i} = a + \eta_i - [b(N + 1) + 2\gamma]\bar{x}.
\]

It should be noted that this upper corner solution will exist if and only if we have the condition \( \mu_{1,i} = a + \eta_i - [b(N + 1) + 2\gamma]\bar{x} \geq 0 \) to be satisfied.
Case 2.b. In this case, we have $\mu_1 = 0$. Let $x^*$ be the interior equilibrium solution. From the KKT condition, we have

$$x_i = \frac{1}{2(b + \gamma - \delta_i)} \left( a + \eta_i - b \sum_{j \neq i}^N x_j - 2\delta_i \frac{1}{k_i} \sum_j^N g_{ij} x_j \right)$$  \hspace{1cm} (13)

Symmetric case

Before going the general case in which the agents are heterogeneous in their social comparison, we first discuss the situation that all agents are identical. In this case, we have $\eta_i = \eta$ which means that all agents are identical and thus has a same ex-ante heterogeneity. From Equation (13), we have the first proposition as follows:

**Proposition 1.** When $\eta_i = \eta$, we have $x^* = x_i^* = x_j^*$ at the equilibrium

$$x^* = \frac{a + \eta}{(N + 1)b + 2\gamma}$$  \hspace{1cm} (14)

When agents are identical, a higher ability agent (i.e., agent has a higher value of $\eta$) will put more effort into extracting the common resource. On the other hand, increasing extraction cost by either increasing the value of $\gamma$ could incentivize agents to reduce their extraction efforts. Another way to reduce extraction effort is by reducing the parameter $a$ or/and increasing the parameter $b$.\(^9\)

Therefore, in order to incentivize the common resource conservation, we should increase the cost of resource extraction and reduce individual heterogeneity as well as reduce the profitability of the effort function [21].

It should be noted that when agents are homogeneous in their ability, we observe the social comparison and network structure do not have any influence on an agent’s behavior. Consequently, all agents are identical, and thus they would have the same equilibrium solution. Therefore, the social comparison does not play any role at the equilibrium because agents do not have to care about the difference between them and their direct neighbors.

General case

In this case, we have $\eta_i \neq \eta_j \neq \eta, \forall i \neq j$ which suggests that agents are heterogeneous in their ability in extracting the resource. Since agents are not identical because of the idiosyncratic heterogeneity

---

\(^9\)Recall that $a$ is a parameter of the effort function $f(X) = aX - bX^2$. With a lower value of $a$ and a higher value of $b$, fewer benefit gains from extracting the common resource.
and peer heterogeneity (they are also different because of the different network structure and thus have the different reference group in the social comparison), each agent would have a different equilibrium effort at the equilibrium.

Let $x^*$ is a $N \times 1$ column matrix (vector) of the each agent equilibrium extraction effort $x_1^*, x_2^*, x_3^*, ..., x_N^*$. We could simply rewrite Equation 13 as follow.

$$x^* = \frac{1}{2(b + \gamma)}(\iota + \alpha \Phi_1 x^*)$$

where, $\alpha = \frac{1}{2(b + \gamma)}$, the $N \times N$ matrix $\Phi_1$ is

$$\Phi_1 = 2\delta(I - KG) - b \Delta$$

in which, $\iota$ is a $N \times 1$ column matrix which each element equals to $a + \eta_i$, matrix $\delta$ is a $N \times N$ matrix of the comparison parameter such that

$$\delta = \begin{bmatrix}
\delta_1 & 0 & \ldots & 0 \\
0 & \delta_2 & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots \\
0 & 0 & \ldots & \delta_N
\end{bmatrix},$$

$K$ is a $N \times N$ matrix of the number of network connections such that

$$K = \begin{bmatrix}
\frac{1}{k_1} & 0 & \ldots & 0 \\
0 & \frac{1}{k_2} & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots \\
0 & 0 & \ldots & \frac{1}{k_N}
\end{bmatrix},$$

$\Delta$ is a $N \times N$ matrix such that

$$\Delta = \begin{bmatrix}
0 & 1 & \ldots & 1 \\
1 & 0 & \ldots & 1 \\
\ldots & \ldots & \ldots & \ldots \\
1 & 1 & \ldots & 0
\end{bmatrix},$$

and the $N \times N$ matrix $G$ which is known as the adjacent matrix.

**Proposition 2.** Let $x^* = (x_1^*, x_2^*, x_3^*, ..., x_N^*)$ be the equilibrium level of extraction. If the following matrix $(I - \alpha \Phi_1)$ is invertible, then the CPR game has an interior equilibrium solution which equals to

$$x^* = \frac{1}{2(b + \gamma)}(I - \alpha \Phi_1)^{-1}\iota,$$

(15)
where, $\Phi_1 = 2\delta(I - KG) - b\Delta$.

From this closed-form solution, one can calculate the interior equilibrium level of effort for a given network structure. We observe that the equilibrium solution depends positively on the agent’s ability and negatively on extraction cost. We can also observe that a higher comparison parameter results in a lower extraction of the common resource in the case of contrast in comparison ($\delta_i < 0$). In the case of assimilation in comparison, a more increase in the comparison parameter, a higher probability that there is an over-exploitation of the common. This interior solution also suggests that the network structure would play a key role in encouraging the conservation of the common resource. A network with more connections would have a lower level of extraction than the one with fewer connections.

3.2 Over-exploitation of CPR

As discussed previously, we have three equilibrium solutions: $x^c = 0$, $\bar{x}^c = \bar{x}$ and $x^*$ which is a solution of the following matrix $x^* = \frac{1}{2(b+\gamma)}(I - \alpha\Phi_1)^{-1}I$. But, we will focus our discussion on the upper corner and the interior equilibrium solution since the lower corner solution in which all agents have zero utility is not interesting to study. By assuming that $x_i > 0, \forall i$, agents could either decide to make an effort which equals to the maximum effort capacity $\bar{x}$ or the interior equilibrium $x^*$. It should be important to note that $x^* < \bar{x}$ and thus from a policy-maker’s point of view, we want to avoid the solution $\bar{x}^c = \bar{x}$ which leads to the over-exploitation of the common.

In fact, individual agent $i$ would refer $x^*_i$ to $\bar{x}^c_i$ if and only if

$$U_i(x^*_i) \geq U_i(\bar{x}^c_i). \quad (16)$$

Since we have $\bar{x}_i - \bar{x}_{N_i(g)} = 0$, the previous condition is equivalent to

$$f(X^*)\frac{x^*_i}{X^*} - \gamma x^*_i + \eta_i x^*_i + \delta_i(x^*_i - \bar{x}^*_{N_i(g)})^2 \geq f(\bar{X})\frac{\bar{x}^c_i}{\bar{X}} - \gamma(\bar{x}^c_i)^2 + \eta_i \bar{x}^c_i, \quad (17)$$

where, $\bar{X} = \sum_i \bar{x}^c_i$ and $X^* = \sum_i x^*_i$.

**Symmetric case**

In the symmetric case, we have $x^*_i = x^*_j$ and thus $x^*_i - \bar{x}^*_{N_i(g)} = 0$. Then, the inequality (17) is equivalent to

$$f(X^*)\frac{x^*_i}{X^*} - \gamma x^*_i + \eta_i x^*_i \geq f(\bar{X})\frac{\bar{x}^c_i}{\bar{X}} - \gamma(\bar{x}^c_i)^2 + \eta_i \bar{x}^c_i$$

Since $x^* - \bar{x} \leq 0$, with some simply algebra (see the proof in the Appendix), we have

$$\gamma \geq \frac{a + \eta - N b (x^* + \bar{x})}{x^* + \bar{x}} \equiv \gamma^*.$$
Therefore, in the symmetric case, in order to avoid the over-exploitation problem, we need to ensure a sufficiently high extraction cost \( \gamma \geq \bar{\gamma} \equiv \frac{a + \eta - Nb(x^* + \bar{x})}{x^* + \bar{x}} \). From this condition, we could observe that the over-exploitation would not be easily bypassed unless we have either a sufficiently high extraction cost \( \gamma \) or low benefit gained from CPR extraction (i.e., if there is a low parameter value of \( a \) or \( \eta \)). It should be noted that increasing \( N \) would help to reduce \( \gamma \), but this would not be a good solution because a high value \( N \) (i.e., there are too many agents) would lead to the situation of excess demand because of the resource scarcity.

**General case**

Let \( \theta_i^* = x_i^* - \bar{x}_{N_i(g)} \) be the difference between the equilibrium of \( i \) and the average equilibrium extraction of his/her direct neighbors. In some cases (for example, symmetric network such as a complete and circle network in which agents have a same number of network connection), the \( \theta_i^* \) equals to zero because all agents are identical. However, generally, we assume that \( \theta_i^* \geq 0, \forall i \). We have the condition (17) equivalent to

\[
\gamma \geq \frac{a + \eta x_i^* + \bar{x}}{x_i^* + \bar{x}} + \frac{\delta_i \theta_i^* - b(X^* x_i^* - N \bar{x})}{(x_i^* - \bar{x})(x_i^* + \bar{x})} \equiv \bar{\gamma}_i.
\]

Therefore, this leads us to the following proposition.

**Proposition 3.** An agent \( i \) would refer the interior equilibrium \( x_i^* \) which is a solution of the matrix \( x^* = \frac{1}{2(b + \gamma)}(I - \alpha \Phi_1)^{-1} \) to the upper corner equilibrium \( \bar{x}_i^c = \bar{x} \) if \( \gamma \geq \bar{\gamma}_i \) with \( \bar{\gamma}_i = \frac{a + \eta}{x_i^* + \bar{x}} + \frac{\delta_i \theta_i^*^2 - b(X^* x_i^* - N \bar{x})}{(x_i^* - \bar{x})(x_i^* + \bar{x})} \).

This proportion suggests that with \( \gamma \) is sufficiently large, which means that the cost of extraction has to be sufficiently high, we can avoid the over-exploitation problem of the common because the agent always refers the interior solution \( x^* \) to the corner one \( \bar{x}_c = \bar{x} \). According to the result of Proposition 3, it is interesting to separate our discussions into two different parts: the impact of neighborhood decisions \( (\theta_i^*) \) and the impact of social comparison \( (\delta_i) \).

Firstly, by taking the derivative of \( \gamma_i \) with respect to \( \theta_i^* \), we have \( \frac{\partial \gamma}{\partial \theta_i^*} = \frac{2 \delta_i \theta_i^*}{(x_i^* - \bar{x})(x_i^* + \bar{x})} \), where \( \theta_i^* = x_i^* - \bar{x}_{N_i(g)} \). We could observe that a positive or negative of \( \frac{\partial \gamma}{\partial \theta_i^*} \) depending on 2 different situations: (i) \( \theta_i^* = 0 \) and (ii) \( \theta_i^* \neq 0 \).

(i) In the first case in which we have \( \theta_i^* = 0 \), the previous condition is equivalent to

\[
\gamma \geq \frac{a + \eta}{x^* + \bar{x}} - Nb(x^* + \bar{x})
\]

It should be noted that in the case that \( \theta_i^* \) closes to zero means that there is no significant difference between the equilibrium extraction of agent \( i \) and his/her direct neighbors. This result is similar
to the symmetric case as discussed previously. Thus, the over-exploitation problem will be more likely to happen with $\theta_i^* = 0$.

(ii) In the case $\theta_i^* \neq 0$, we would have

$$\frac{\partial \gamma_i}{\partial \theta_i^*} = \frac{2\delta_i \theta_i^*}{(x_i^* - \bar{x})(x_i^* + \bar{x})}$$

We observe that $\frac{\partial \gamma_i}{\partial \theta_i^*} < 0$ when $\theta_i^* = x_i^* - \bar{x}_{N_i(g)} < 0$. This means that as $\theta_i^* \to 0$, we have $\gamma_i$ increases. As a result, the increasing assimilation effect of the social comparison leads to the more serious over-extraction of the common resource. In order to bypass the over-exploitation problem, we $\theta_i^* = x_i^* - \bar{x}_{N_i(g)} > 0$ which means that agents extract more resource than their direct neighbors at the equilibrium.

Secondly, by taking the derivative of $\gamma_i$ with respect to $\delta_i$, we have

$$\frac{\partial \gamma_i}{\partial \delta_i} = \frac{\theta_i^*}{(x_i^* - \bar{x})(x_i^* + \bar{x})}.$$ 

Obviously, we have $\frac{\partial \gamma_i}{\partial \delta_i} \leq 0$ because $x_i^* < \bar{x}, \forall i$. However, since there is an assimilation in comparison, we would also have $\theta_i^* \to 0$ as $\delta_i$ increases. Therefore, a more increasing in the comparison parameter, a less likely we reach the over-exploitation problem of the CPR if we have $\theta_i^* > 0$.

Therefore, maintaining a sufficiently high extraction cost of the CPR will not be the only solution to avoid the over-exploitation problem. Encouraging the assimilation in social comparison could also help conserve the CPRs if there is $\theta_i^* > 0$ such that $\gamma_i$ decreases as $\delta_i$ increases.

4 Welfare analysis

Let consider that the social planner is an utilitarian so he would maximize the total agent’s payoff.

$$\max_{x_1, x_2, \ldots, x_N} \sum_i U_i(x) = \max_{x_1, x_2, \ldots, x_N} \sum_i \left\{ f(X) \frac{x_i}{X} - \gamma x_i^2 + \eta_i x_i - \delta_i \left( x_i - \frac{1}{k_i} \sum_j g_{ij} x_j \right)^2 \right\}$$

s.t $0 \leq x_i \leq \bar{x}$.

By taking the F.O.C of Equation (18) with respect to $x_i$ for all $i = 1, \ldots, N$, we have

$$a - 2b \sum_i x_i - 2\gamma x_i + \eta_i + 2\delta_i \left( x_i - \frac{1}{k_i} \sum_j g_{ij} x_j \right) = 0$$

Then, we obtain

$$x_i = \frac{a + \eta_i - 2\delta_i}{2(Nb + \gamma - \delta_i)} \sum_j g_{ij} x_j$$

In the case of symmetric agents (i.e., $\eta_i = \eta, \forall i$), we have the social optimal effort $\hat{x}$ which equals to

$$\hat{x} = \frac{a + \eta}{2(Nb + \gamma)}.$$ (19)
In general, we have heterogeneous agents in which \( \delta_i \neq \delta_j \neq \delta \). Let \( \hat{x} \) be the \( N \times 1 \) matrix of the social optimal extraction effort. In the matrix formula, we have

\[
\hat{x} = \frac{1}{2(b + \gamma)} t + 2\alpha \Phi_2 \hat{x}
\]

where, \( \alpha = \frac{1}{2(b + \gamma)} \), the \( N \times N \) matrix \( \Phi_2 \) such that

\[
\Phi_2 = \delta(I - KG) - b \Delta,
\]

and the definition of other matrices are similar to the previous session. Thus, if the following matrix \( (I - 2\alpha \Phi_2) \) is invertible, then we have the social optimal extraction effort as follows:

\[
\hat{x} = \frac{1}{2(b + \gamma)} (I - 2\alpha \Phi_2)^{-1} t. \tag{20}
\]

**Efficiency**

In the symmetric case, by comparing the interior equilibrium effort \( x^* \) (in Equation (14)) and the social optimal effort \( \hat{x} \) (in Equation (19)), we observe that for any \( N > 1 \), we always have \( \hat{x} < x^* \).

We can also check that the social optimal effort is socially efficient because \( U(\hat{x}) \geq U(x^*) \).

\[
U(\hat{x}) \geq U(x^*) \iff (a - b\hat{x})\hat{x} - \gamma \hat{x}^2 + \eta \hat{x} \geq (a - bX^*)x^* - \gamma (x^*)^2 + \eta x^*
\]

Since by assumption that the effort function is increasing (i.e., we always have \( X \leq \frac{a}{2b} \)), this inequality cannot hold unless we have the following condition satisfies.

\[
a + \eta - [(N + 1)b + 2\gamma]x < 0, \text{ for } x > \hat{x}.
\]

This inequality leads us to the following proposition.

**Proposition 4.** The socially optimal extraction of the common resource is efficient if there exists a sufficiently high extraction cost such that for \( x > \hat{x} \), we have

\[
\gamma > \frac{a + \eta}{2x} - \frac{(N + 1)b}{2} \tag{21}
\]

It should be noted that if the above condition of \( \gamma \) does not hold, then the socially optimal effort will be inefficient, i.e., we will have \( U(\hat{x}) \leq U(x^*) \) for \( \hat{x} < x^* \). We can observe that the lower bound of the extraction cost will increase if there is a reduction in the number of agents, which means more agents participating in resource extraction easier for the social optimum to achieve efficiency.
Suppose that Proposition 4 holds, meaning that the socially optimal extraction is always efficient. Thus, an interesting question is how to motivate individuals to move toward the social optimum. To answer this question, let \( \Delta x \) be the difference between \( x^* \) and \( \hat{x} \). Then, we have

\[
\Delta x = \frac{a + \eta}{2(Nb + \gamma)} - \frac{a + \eta}{(N + 1)b + 2\gamma}
\]

\[
= \frac{(a + \eta)(1 - N)b}{2(Nb + \gamma)((N + 1)b + 2\gamma)}.
\]

This leads us to the following proposition.

**Proposition 5.** The Nash equilibrium extraction is efficient if there exists parameters \( a, \eta \) and \( \gamma \) such that \( \Delta x = 0 \), where

\[
\Delta x = \frac{(a + \eta)(1 - N)b}{2(Nb + \gamma)((N + 1)b + 2\gamma)}.
\]  

We observe that \( \Delta x \rightarrow 0 \) as \( a, \eta \) decrease and \( \gamma \) increases, suggesting that it is essential for the policymaker to ensure a sufficiently high extraction cost and low agent ability in order to motivate individuals to move toward the socially optimal extraction. It should be noted that when \( N = 1 \), we would have \( \Delta x = 0 \), which means that there is only one agent who consumes the common resource. Moreover, a more increase in the number of agents \( N \), a less likely to achieve efficiency.

In the general case when agents are identical, the problem becomes much more complication. Let us recall the interior equilibrium solution (see Equation (15)) as follows:

\[
x^* = \frac{1}{2(b + \gamma)}(I - \alpha \Phi_1)^{-1}\iota,
\]

where, \( \Phi_1 = 2\delta(I - KG) - b\Delta \). By comparing with the social optimal effort (see Equation 20), we observe that \( 2\Phi_2 < \Phi_1 \) and thus \( \hat{x} > x^* \). This suggests that the socially optimal effort is always efficient when there is a presence of network structure. Since we know that the interior equilibrium is always inefficient, a question arises is how could we achieve the efficiency. By comparing the difference between the interior and the social optimum, we observe that the inefficiency is come from the externality from the peer effect and the network structure in the matrix \( \Phi \). However, since the social structure is given (i.e., it is fixed), it is interesting to check which social structure could give the highest and the lowest optimal payoff as the network varies.
5 Numerical analysis

In this section, we consider 4 different network structures: no network, circle/loop, star and complete network (see Figure 1). An empty network is when no agent connects to any other agents. The circle/loop and complete network are symmetric networks where each agent in the circle links to two other agents near-by, and each agent in the complete links to every other agent. A star network is a network where one agent in the center links to all other agents. In this case, a complete graph is a most strongly connected network in which each agent is connected to every other agent (i.e., each node has $N - 1$ number of direct links. It is important to note that the number of direct links will increase as the network size increases in the case of a complete network. In contrast, in the circle network, each agent always has two direct neighbors, and the number of direct links will not increase when there is an increase in network size. In the star network case, only the central agent has an increasing direct network connection as the network size increases, while other agents have only one direct neighbor.

![Figure 1: The four different network structures.](image)

We suppose that all the networks have 5 agents (i.e., a network of 5 agents). We consider that each agent can make an effort $x_i$ ranging from 0 to 1, which are the 0% and 100% effort (i.e., $x_i \in [0, 1]$). This means that the effort’s capacity $\bar{x} = 1$, i.e., no one can make an effort higher than effort’s capacity of 100%. Since by assumption that $X \leq \frac{a}{2\bar{x}}$, if we let $a = 1$ for simplicity, then we choose $b = 0.1$ because $b \leq \frac{a}{2X} = 0.1$. It should be noted that the parameter assumption of $b$ is also satisfied the condition $X \leq \frac{a}{b}$.

The ability parameter is uniformly distributed ranging from 0 to 0.5. Thus, we have $E(\eta_i) = 0.25$. For the extraction cost, we refer to the Proposition 4 in which $\gamma \geq \frac{a + E(\eta)}{2x} - \frac{(N+1)b}{2}$ for $x > \hat{x}$. Thus, we choose $\gamma = 0.8$ since from the previous condition, we have $\gamma > 0.59$ for $x > 0.5$. From the KKT condition (Case 2.a), the over-exploitation problem will happen if $\gamma \leq 0.325$. The comparison parameter also is uniformly distributed ranging from -0.2 to -0.1 for the case of assimilation in comparison ($\delta_i < 0$). Our strategy is to choose a low comparison parameter in the first step.
and then increase both comparison parameter to observe their impacts on agent’s behavior. The parameter assumptions are summarized in Table 1.

Table 1: Parameter assumptions.

| Parameter values |
|-------------------|
| Agent $i$’s effort: $x_i \in [0, \bar{x}]$ with $\bar{x} = 1$. |
| Parameters of the effort function $f(X) = aX - bX^2$: $a = 1$ and $b = 0.1$. |
| Extraction cost parameter: $\gamma = 0.8$. |
| Ability parameter: $\eta_i$ is uniformly distributed in $[0, 0.5]$. In the numerical simulation, we have $\eta = (0.1437, 0.3941, 0.2044, 0.4415, 0.4702)$. |
| Assimilation comparison parameter: $\delta_i$ is uniformly distributed in $[-0.2, -0.1]$. In the numerical simulation, we have $\delta = (-0.1886, -0.1377, -0.1390, -0.1376, -0.1139)$. |
| Number of agents per network: $N = 5$. |

5.1 Nash equilibrium level of effort

We can calculate the interior equilibrium extraction effort for a given network structure from our parameter assumptions. Figure 2 shows the Nash equilibrium results for four different types of network (i.e., no network, circle, star, and complete network). The results of the case without network in Figure 2 confirm our Proposition 1 that a higher ability agent would put more effort in extracting the common resource than a lower ability one. It should be noted that the matrix $\eta = (0.1437, 0.3941, 0.2044, 0.4415, 0.4702)$ (see Table 1) suggests that agent 1 is the one has lowest ability in the group, while agent 5 is the highest ability agent. Thus, agent 5 is the one who puts the highest effort into extracting the common resource.

In the presence of a network, the story becomes much more enjoyable since agents take their direct neighborhood extraction into account when making their decisions. The social comparison is assimilation in comparison, which means that agents try to imitate their direct neighbors’ behaviors and make a decision as close as to the average direct neighborhood decisions. It should be noted that from the assumptions, we have $\delta = (-0.1886, -0.1377, -0.1390, -0.1376, -0.1139)$ (see Table 1) which suggests that agent 1 who has lowest ability but (s)he is the one who cares most about his/her direct neighborhood behaviors. In contrast, agent 5 cares about his/her direct neighbors compared to other agents. Figure 2, the network plays a role in shaping the social comparison since
there are differences in agents’ behaviors and total payoff in different networks. To investigate the impact of social comparison and networks deeply, we let the comparison parameter vary and look at the equilibrium outcomes in different networks.

5.2 Role of social comparison in network

This section separates our discussions into two different cases: with/without an over-exploitation problem. In the first case, we consider that there is no over-exploitation with $\gamma = 0.8$. In this case, agents would have no incentive to extract as much resource as possible because of the sufficiently high extraction cost. In the second case, we assume that there will be the over-exploitation of CPR with $\gamma = 0.4$. In this case, without any invention (or policy), each agent would extract the CPR with the maximum effort’s capacity ($\bar{x} = 1$). Figure 3 shows the average equilibrium extraction in the situation with/without over-exploitation problem.

Sub-figure (a) in Figure 3 shows that the assimilation in comparison cannot help to encourage the resource conservation as we expected when agents are in the decentralized networks (i.e., circle and complete network). This result can be justified by Proposition 3 because, in the decentralized network, we often have $\theta_i^* \to 0$ as $E(\delta_i)$ increases. As a result, a more increasing in $E(\delta_i)$, a more likely that there is an over-exploitation of the CPRs. However, in the centralized network (i.e., star network), agents seem to be motivated by reducing their extraction as the effect assimilation effect $E(\delta_i)$ increases because agent 1 who is the center of the star has the lowest ability $\eta$ and thus $\theta_i^* = x^* - \bar{x}_{N_i(g)} > 0$ (see Proposition 3).
As previously mentioned, in the case of no over-exploitation problem, it is unnecessary to introduce the social comparison to motivate the resource conservation because there is a sufficiently high extraction cost. Thus, it would be more interesting to investigate the role of social comparison in the case of over-exploitation. In the case of over-exploitation of the CPRs, all agents would put maximum effort into extracting the resource. By setting the extraction cost \( \gamma = 0.4 \), we observe that in case of no social comparison, the average extraction equals 0.9505 (i.e., agents put 95% of their effort’s capacity in extracting the resource). It should be noted that the maximum effort’s capacity is each agent choosing \( x = 1.0 \) (i.e., 100% effort). We observe that there is a possibility to encourage resource conservation with a relatively small \( E(\delta_i) \). However, the over-exploitation problem can be becoming worse in the decentralized networks as \( E(\delta) \) increases (see Sub-figure (b) in Figure 3). This result is because we always have in assimilation in comparison the property that \( \theta_i^* \rightarrow 0 \) as \( E(\delta_i) \) increases. Therefore, a good strategy is to keep the comparison parameter as small as possible to encourage common resource conservation.

By comparing the circle and complete network, we observe that a network with more connections (i.e., complete network) performs slightly worse than the one with fewer connections in encouraging the conservation of the CPRs. This result is straightforward because, in a complete network, all agents are linked together. Thus they are more likely to mitigate others’ behaviors than the circle network where agents compare their behaviors to only two direct neighbors.

It is important to note that both circle and complete network are decentralized networks and each agent in these networks has the same number of connections. Simultaneously, the star is a centralized network representing a real situation in which one central agent (i.e., a leader) plays a crucial role in maintaining the connections among agents in the network. We observe that the star network results in the highest total payoff with a lower level of extraction than other network types. It is because every agent in the star connects to only the center, and the central agent is the one who
has the lowest ability in extracting the common resource. In our simulation, the center of the star
has the lowest ability and thus puts the lowest effort into extracting the common resource. Thus,
this leads to reduced resource extraction of the whole network. On the other hand, if we assume
that the center in the star network is the one with the highest ability, then the over-exploitation
problem will be more likely to happen (Figure 4 in Appendix B). Therefore, it is interesting for
future studies to investigate in-depth using critical players in the network to encourage individual
behavioral change toward environmental sustainability [3, 19].

6 Conclusion and discussion

Our study investigates the role of assimilation in social comparison in the network-based common
pool resource game. We assume that agents are in a specific network, and they take their direct
neighborhood actions into account when making their decisions (i.e., social comparison in networks).
We suppose that there is assimilation in comparison which means that one changes their behaviors
to minimize the difference/distance between them and others. We find that in the case of an empty
network (i.e., no links between agents), a sufficiently high extraction cost is necessary to avoid the
over-exploitation of a common pool resource. It is because no agents will take any other behaviors
into their decision-making processes. Thus, as the cost of extracting the resource reduces, the
tragedy of common is more likely to happen since all agents would have an incentive to put as
much as possible their efforts to extract the common good.

In the presence of networks, over-exploitation is more likely to happen when there is a
presence of assimilation in comparison. It is because agents are heterogeneous in their ability to
extract the common resource (i.e., with the same amount of effort invested in extracting the CPR,
one who has higher ability could earn higher benefit than others), a network with more connections
would lead to a more severe exploitation problem than the one with fewer connections. This result
is because the more the agents are linked to each other, the more likely they are to mitigate others’
behaviors. As a result, agents would have a higher possibility to extract more resources if they
observe that their neighbors or friends are doing so.

However, it is possible that the assimilation in social comparison can help to shift individual
behaviors to promote the conservation of the CPRs. For instance, when the assimilation effect
is low, we could encourage individuals to connect in a circle network since higher ability agents
could also reduce their efforts when observing their neighbors extracting less resource. When
the assimilation effect is high, we could encourage individuals to connect in a star network and
incentivize the resource conservation to the central agent of a star network to motivate them
towards a more sustainable behavior. Therefore, we suggest that policymakers should carefully
consider the different types of network structure into account before implementing any policy (or intervention) that promotes the assimilative comparison.

Moreover, our results also suggest that when the assimilation effect is high, promoting the assimilation in the centralized networks (like a star network) is better than the decentralized one (like a circle or a complete network) in encouraging resource conservation. More specifically, we can promote the social comparison in the decentralized network, but it is essential to motivate the resource conservation of the central agent. Therefore, it is also crucial to provide information about how vital resource conservation is to the key player in the network (e.g., a central player in the star network) to incentivize resource conservation more effectively. However, as previously mentioned, how effective the social comparison in promoting the CPR conservation in the star network depends on the central agent’s performance or ability, but identifying a key player (e.g., a central player in the star network) will not be easy if we do not observe the network structure. In reality, the key player could be the one who has a high degree of centrality, strong influence (e.g., influential, village leaders, etc.), first movers (e.g., seed farmers or block leaders), or gossiper, etc.

This analysis has several shortcomings which could be addressed by future research. Firstly, in this study, we only consider the exogenous network in which agents cannot choose their neighbors in the CPR game. An endogenous network of the CPR game could also be interesting to study. With the endogenous network, we can either use the static framework with the simultaneous move game in which agents choose their effort and the links simultaneously or the dynamic game in which agents first choose their neighbors and then the optimal effort. Secondly, we do not explore the possibility of the contrast in comparison which agents have incentives to differentiate with their neighbors because no agent is willing to differentiate with others by extracting less the common resource since there is a “substractability” of the commons. However, the contrast in comparison will be interesting to study if one can justify that there exists the case “doing worse, but feeling better” in extracting the common pool resource [13, 25]. Therefore, it is interesting that future research could consider this issue.
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Appendix A

Lemma 1 - Sufficient condition of optimality

From the necessary condition from Equation (13), we have

\[ \frac{\partial U_i}{\partial x_i} = f'(X) \frac{x_i}{X} + f(X) \frac{x_{-i}}{X} - 2\gamma x_i + \eta_i + \frac{\partial I_i(x_i)}{\partial x_i}. \]

By taking the derivative of the above equation with respect to \( x_i \), we have

\[ \frac{\partial^2 U_i}{\partial x_i^2} = f''(X) \frac{x_i}{X} + f'(X) \left\{ \frac{X - x_i}{X^2} \right\} + f'(X) \frac{x_{-i}}{X^2} - f(X) \left\{ \frac{2x_{-i} X}{X^4} \right\} - 2\gamma + \frac{\partial^2 I_i(x_i)}{\partial x_i^2}. \]

\[ \begin{aligned} &= f''(X) \frac{x_i}{X} + f'(X) \left\{ \frac{2x_{-i}}{X^2} \right\} - f(X) \left\{ \frac{2x_{-i}}{X^3} \right\} - 2\gamma + \frac{\partial^2 I_i(x_i)}{\partial x_i^2} \\
&= f''(X) \frac{x_i}{X} + \left( f'(X) - \frac{f(X)}{X} \right) \left\{ \frac{2x_{-i}}{X^2} \right\} - 2\gamma + \frac{\partial^2 I_i(x_i)}{\partial x_i^2} \\
&= \frac{1}{X^2} \left\{ f''(X) X x_i + 2x_{-i} \left( f'(X) - \frac{f(X)}{X} \right) \right\} - 2\gamma + \frac{\partial^2 I_i(x_i)}{\partial x_i^2}. \end{aligned} \]

Proposition 3 - Over-exploitation of the CPRs.

Let us recall Equation (17) such that:

\[ f(X^*) \frac{x_i^*}{X^*} - \gamma x_i^{*2} + \eta_i x_i^* + \delta_i(x_i^* - \bar{x}_{N_i(g)})^2 \geq f(\bar{x}) \frac{\bar{x}_i^*}{X} - \gamma (\bar{x}_i^*)^2 + \eta_i \bar{x}_i^*. \]

We denote that \( \theta_i^* = x_i^* - \bar{x}_{N_i(g)}^* \). Since the functional form of \( f(X) \) is known, and for any \( X \neq 0 \), we thus have

\[ (a - bX^*) x_i^* - \gamma x_i^{*2} + \eta_i x_i^* + \delta_i(\theta_i^*)^2 \geq (a - b\bar{x}) \bar{x}_i - \gamma \bar{x}_i^2 + \eta_i \bar{x}_i \]

\[ \gamma (\bar{x}_i^2 - x_i^{*2}) \geq (a + \eta_i)(\bar{x}_i - x_i^*) + b(X^* x_i^* - N \bar{x}_i^2) - \delta_i(\theta_i^*). \]

Since we know that \( \bar{x}_i^2 - x_i^{*2} = (\bar{x} - x_i^*)(\bar{x} + x_i^*) \), we therefore would have

\[ \gamma \geq \frac{a + \eta_i}{\bar{x}_i^* + \bar{x}} + \frac{\delta_i \theta_i^2 - b(X^* x_i^* - N \bar{x})}{(x_i^* - \bar{x})(x_i^* + \bar{x})} \equiv \gamma_i. \]
Appendix B

Nash equilibrium extraction with different ability parameters

Figure 4: Average Nash equilibrium extraction in different networks with $\eta = (0.477, 0.468, 0.119, 0.127, 0.195)$. 