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Abstract. We study moduli spaces of (possibly non-nodal) curves \((C, p_1, \ldots, p_n)\) of arithmetic genus \(g\) with \(n\) smooth marked points, equipped with nonzero tangent vectors, such that \(\mathcal{O}_C(p_1 + \ldots + p_n)\) is ample and \(H^1(\mathcal{O}_C(a_1p_1 + \ldots + a_np_n)) = 0\) for given weights \(a = (a_1, \ldots, a_n)\) such that \(a_i \geq 0\) and \(\sum a_i = g\). We show that each such moduli space \(\tilde{U}^{as}_{g,n}(a)\) is an affine scheme of finite type, and the Krichever map identifies it with the quotient of an explicit locally closed subscheme of the Sato Grassmannian by the free action of the group of changes of formal parameters. We study the GIT quotients of \(\tilde{U}^{as}_{g,n}(a)\) by the natural torus action and show that some of the corresponding stack quotients give modular compactifications of \(\mathcal{M}_{g,n}\) with projective coarse moduli spaces. More generally, using similar techniques, we construct moduli spaces of curves with chains of divisors supported at marked points, with prescribed number of sections, which in the case \(n = 1\) corresponds to specifying the Weierstrass gap sequence at the marked point.

Introduction

Recently, modular compactifications of \(\mathcal{M}_{g,n}\) parametrizing curves with not necessarily nodal singularities attracted a lot of attention, in particular, in connection with Hassett-Keel program to study log-canonical models of \(\overline{\mathcal{M}}_{g,n}\) (surveyed in [5]). In the present paper, generalizing [17], we construct new examples of such modular compactifications that arise in connection with the Krichever map. The idea of the Krichever map is to study a projective curve \(C\) with a smooth point \(p\) via the subspace of all Laurent expansions of regular functions on \(C \setminus \{p\}\) with respect to a formal parameter at \(p\), viewed as a point in the Sato Grassmannian. In the case when \(C\) is reducible, it is better to use an analog of this construction with several marked points, such that there is at least one marked point on each component. The corresponding morphism from the moduli space of curves with fixed formal parameters at marked points to the Sato Grassmannians has been used to study the geometry of the moduli spaces of curves (see [2], [3], [9], [18], [19]). In the present paper we study situations when there is a canonical choice of a formal parameter (with a given 1st jet) at the marked points. This leads to an identification of certain moduli stacks of curves with quotients of explicit affine varieties by the torus actions.

The main objects of our study are the moduli stacks of curves with nonspecial divisors, described as follows. For every \(g \geq 1\) let \(X(g, n)\) denote the subset \(\mathbb{Z}^n_{\geq 0}\) consisting of \(a = (a_1, \ldots, a_n)\) such that \(a_1 + \ldots + a_n = g\). For each \(a \in X(g, n)\) we consider (not necessarily smooth) reduced connected projective curves \(C\) of arithmetic genus \(g\) with smooth marked points \(p_1, \ldots, p_n\), such that \(h^1(\mathcal{O}_C(a_1p_1 + \ldots + a_np_n)) = 0\) and the line bundle \(\mathcal{O}_C(p_1 + \ldots + p_n)\) is ample. We denote the moduli stack of such data by \(U^{as}_{g,n}(a)\).
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We rigidify these data by adding a choice of nonzero tangent vectors at every marked point and denote by \( \tilde{U}^{ns}_{g,n}(\mathbf{a}) \to U^{ns}_{g,n}(\mathbf{a}) \) the corresponding \( \mathbb{G}_m^n \)-torsor.

In the case when \( n = g \) and all the weights \( a_i \) are equal to 1, we recover the moduli stacks \( U^{ns,g} \) and \( \tilde{U}^{ns,a} \) considered in [17]. We proved in [17] that if we restrict the base to \( \text{Spec}(\mathbb{Z}[1/6]) \) then \( \tilde{U}^{ns}_{g,g}(1, \ldots, 1) \) is in fact an affine scheme of finite type over \( \mathbb{Z}[1/6] \).

One of the main results of this paper is the following generalization of this to \( \tilde{U}^{ns}_{g,n}(\mathbf{a}) \).

**Theorem A.** (i) There exists an integer \( N \) depending only on \( \mathbf{a} \), such that working over \( \mathbb{Z}[1/N] \) we get that \( \tilde{U}^{ns}_{g,n}(\mathbf{a}) \) is an affine scheme of finite type over \( \mathbb{Z}[1/N] \). It is equipped with a \( \mathbb{G}_m^n \)-action corresponding to rescaling of the tangent vectors at the marked points.

(ii) For each \( \mathbf{a} \in X(g,n) \) there is a natural “forgetting last point” map

\[
\text{for}_{n+1} : \tilde{U}^{ns}_{g,n+1}(\mathbf{a}, 0) \to \tilde{U}^{ns}_{g,n}(\mathbf{a})
\]

and a compatible map of universal affine curves

\[
C_{g,n+1}(\mathbf{a}, 0) \setminus \{p_1, \ldots, p_{n+1}\} \to C_{g,n}(\mathbf{a}) \setminus \{p_1, \ldots, p_n\}.
\]

(iii) For a collection \( \mathbf{a}_1, \ldots, \mathbf{a}_r \in X(g,n) \) let us define \( \tilde{U}^{ns}_{g,n}(\mathbf{a}_1, \ldots, \mathbf{a}_r) \) as the intersection \( \tilde{U}^{ns}_{g,n}(\mathbf{a}_1) \cap \ldots \cap \tilde{U}^{ns}_{g,n}(\mathbf{a}_r) \) inside the moduli stack of curves. Then \( \tilde{U}^{ns}_{g,n}(\mathbf{a}_1, \ldots, \mathbf{a}_r) \) is a principal affine open subscheme in \( \tilde{U}^{ns}_{g,n}(\mathbf{a}_1) \).

The key feature in [17] that led to an explicit embedding of \( \tilde{U}^{ns}_{g,n} \) into an affine space is the existence of a certain canonical basis of \( H^0(C \setminus \{p_1, \ldots, p_g\}) \) for \( (C, p_1, \ldots, p_g) \) in this moduli space. In characteristic zero this is complemented by the construction of the canonical formal parameters at each marked point. In the present paper we explain both these phenomena in terms of the Krichever map to the Sato Grassmannian and generalize them to \( \tilde{U}^{ns}_{g,n}(\mathbf{a}) \). Namely, we associate with each \( \mathbf{a} \in X(g,n) \) a cell \( SC^\mathbf{a} \) in the Sato Grassmannian of subspaces in \( H = \bigoplus_{i=1}^n k((t_i)) \), such that the Krichever map associated with \( n \) marked points and formal parameters at them lands in \( SC^\mathbf{a} \) if and only if \( h^1(O_C(a_1p_1 + \ldots + a_np_n)) = 0 \) (for the precise definition of \( SC^\mathbf{a} \) see Section 1.3). The existence of a canonical basis (constructed for the universal curve) in \( H^0(C \setminus \{p_1, \ldots, p_g\}) \) has to do with the construction of the pro-unipotent group \( \mathfrak{S} \) of formal changes of variables \( t_1, \ldots, t_n \), trivial modulo \( t_i^2 \), on \( SC^\mathbf{a} \) (see Theorem B below).

Let \( ASG \) be the closed subscheme in the Sato Grassmannian corresponding to subspaces \( W \subset H \) such that \( 1 \in W \) and \( W \cdot W \subset W \), and let \( ASG^\mathbf{a} = ASG \cap SC^\mathbf{a} \). Note that this subscheme is preserved by the \( \mathfrak{S} \)-action. Our next result is that this action is free and the quotient is isomorphic to the moduli space of curves considered above.

**Theorem B.** Let us work over \( \mathbb{Q} \). For any \( \mathbf{a} \in X(g,n) \) the natural action of the group \( \mathfrak{S} \) of formal changes of variables on \( SC^\mathbf{a} \) admits a section \( \Sigma^{\mathbf{a},i_0} \subset SC^\mathbf{a} \) (depending on a choice of \( i_0 \) such that \( a_{i_0} > 0 \), in the case when not all \( a_i \) are positive), isomorphic to an
infinite-dimensional affine space. We have a commutative diagram of affine schemes

\[
\begin{array}{ccc}
\tilde{U}_{g,n}(\infty)(a) & \xrightarrow{\text{Kr}} & ASG^a \\
\downarrow & & \downarrow \\
\tilde{U}_{g,n}(a) & \xrightarrow{\text{Kr}} & ASG^a/\mathcal{G}
\end{array}
\]

where the horizontal arrows are given by the Krichever map and the vertical arrows are quotients by the free action of \( \mathcal{G} \).

Note that the conditions \( 1 \in W, W \cdot W \subset W \) were known to characterize the image of the Krichever map in related contexts (see [19, Sec. 6], [13]). However, as far as we know, this map was usually considered at the set-theoretic level, not at the level of moduli functors (an exception to this is the construction of [14, Prop. 6.3] for the moduli of integral curves). In fact, it seems that even to define the Krichever map as a map from some moduli stack of not necessarily irreducible curves \( C \) with fixed formal parameters at the marked points \( p_1, \ldots, p_n \), one needs to impose some restrictions on \((C, p_1, \ldots, p_n)\). For example, we define such a map for the moduli of \((C, p_1, \ldots, p_n)\) such that a sufficiently high multiple of the divisor \( p_1 + \ldots + p_n \) has vanishing \( h^1 \) (see Proposition 1.1.5).

The proof of Theorems A and B starts with an explicit construction of the section \( \Sigma^{a,i_0} \subset SG^a \) of the \( G \)-action. Then, generalizing [17, Lem. 1.2.2], we introduce an affine scheme \( S_{GB} \) of finite type which parametrizes commutative algebras with Gröbner bases of special type. The proof is achieved by studying natural morphisms

\[
\tilde{U}_{g,n}(a) \xrightarrow{\text{Kr}} \Sigma^{a,i_0} \cap ASG^a \to S_{GB} \to \tilde{U}_{g,n}(a)
\]

(see Section 1.7).

We also study the GIT quotients of the schemes \( \tilde{U}_{g,n}(a) \) by the natural \( \mathbb{G}_m \)-action. In our next result, generalizing [17, Prop. 2.4.2], we show that these quotients, which depend on a character \( \chi \) of \( \mathbb{G}_m \), are projective, and identify an explicit region of \( \chi \) for which the generic curve (resp., every smooth curve) is stable.

**Theorem C (see Theorem 2.4.1(i),(ii) and Corollary 2.4.2).** Let us work over an algebraically closed field \( k \) of characteristic zero. For any \( \chi \in \mathbb{Z}^n \) the GIT quotient \( \tilde{U}_{g,n}(a) \sslash \chi \mathbb{G}_m \) is a projective scheme over \( k \). Let \( C_a \subset \mathbb{R}^n \) denote the closed cone generated by the vectors \((a_i + 1)e_i - a_j e_j\), with \( i \neq j \), and let \( C_0 \) be the subcone generated by the standard basis vectors \( e_i \).

(i) For \( \chi \notin C_a \) one has \( \tilde{U}_{g,n}(a) \sslash \chi \mathbb{G}_m = \emptyset \). For \( \chi \) in the interior of \( C_a \) and for any smooth curve \( C \) of genus \( g \), a point \((C, p_1, \ldots, p_n, v_1, \ldots, v_n) \in \tilde{U}_{g,n}(a)\) corresponding to generic points \( p_1, \ldots, p_n \), is \( \chi \)-stable.

(ii) For \( \chi \) in the interior of \( C_0 \) every smooth curve is \( \chi \)-stable. For such \( \chi \) every semistable point is stable and the notion of semistability does not depend on \( \chi \). The corresponding quotient stack \( \tilde{U}_{g,n}(a)_{\chi}^{ss} / \mathbb{G}_m \) is proper.
Note that Theorem C(ii) implies that for χ in the interior of C0 the irreducible component of the quotient stack \( \tilde{U}_{g,n}(a)_{\chi}^{ss}/G_{\mu}^{n} \), containing smooth curves, is a modular compactification of \( M_{g,n} \) in the sense of [20]. The same is true for other generic characters in \( C_{\alpha} \), i.e., for χ in the complement to a finite number of codimension 1 walls, however, for arbitrary \( a \) we do not know explicitly the set of walls (cf. Remark 2.4.3.1).

From Theorem B we see that \( ASG \cap \Sigma^{a,i_{0}} \) is a section for the free action of \( \mathfrak{G} \) on \( ASG^{a} \), in particular,

\[ ASG^{a}/\mathfrak{G} \simeq ASG \cap \Sigma^{a,i_{0}}. \]

Combining this isomorphism with \( \mathbf{Kr} \) we get an explicit \( G_{\mu}^{n} \)-equivariant embedding of \( \tilde{U}_{g,n}^{a}(a) \) into the infinite-dimensional affine space \( \Sigma^{a,i_{0}} \). The corresponding coordinates \( \alpha_{ij}[p,q] \) on \( \tilde{U}_{g,n}^{a}(a) \) (see (1.3.3)) descend to sections \( \alpha_{ij}[p,q] \) of certain line bundles on \( U_{g,n}^{a}(a) \) (linear combinations of \( \psi \)-classes). In particular, we can define similar sections \( \pi_{ij}[p,q] \) of line bundles on the open substack \( \tilde{M}_{g,n}(a) \) of stable curves \( (C,p_{1},\ldots,p_{n}) \) such that \( H^{1}(C,\mathcal{O}(p_{1}+\ldots+p_{n})) = 0 \). Generalizing [7, Prop. 3.1.1], we estimate the poles of these sections along the complement to \( \tilde{M}_{g,n}(a) \) in \( \tilde{M}_{g,n} \) (see Theorem 2.5.9). This can be considered as the first step towards studying the birational maps from \( \tilde{M}_{g,n} \) to the GIT quotients of \( \tilde{U}_{g,n}^{a}(a) \) by \( G_{\mu}^{n} \).

We apply similar ideas to analyze more general moduli spaces of curves. Namely, we consider pointed curves \( (C,p_{1},\ldots,p_{n}) \), where \( p_{1},\ldots,p_{n} \) are smooth and distinct, with the following additional structure: an effective divisor \( D \), supported at \( \{p_{1},\ldots,p_{n}\} \), such that \( h^{1}(D) = 0 \), and a chain of effective divisors between 0 and \( D \), such that \( h^{0} \) is stipulated along the whole chain. We leave the precise formulation for Section 4, and state here our result in the case \( n = 1 \). In this case we study the moduli space \( \tilde{U}_{g,1}[\ell_{1},\ldots,\ell_{g}] \) of irreducible pointed curves \( (C,p) \) of arithmetic genus \( g \), with a choice of a nonzero tangent vector at \( p \), with a given Weierstrass gap sequence \( 1 = \ell_{1} < \ell_{2} < \ldots < \ell_{g} \) at \( p \). This means that the function \( n \mapsto h^{1}(np) \) jumps precisely at these values, and is constant on the intervals \( [\ell_{i},\ell_{i+1} - 1] \), \( i = 0,\ldots,g-1 \) (where we set \( \ell_{0} = 0 \)). The precise moduli problem can be formulated by considering families of irreducible pointed curves \( (\pi:C \to S,p:S \to C) \) with the requirement that \( R^{1}\pi_{*}(mp) \) are locally free of given ranks (see Corollary 4.1.9). We also define similar loci \( ASG[\ell_{1},\ldots,\ell_{g}] \) in the Sato Grassmannian, corresponding to subalgebras \( W \subset H = k((t)) \) with given dimensions of intersections with \( t^{2-m}k[[t]] \), determined by \( \ell_{1},\ldots,\ell_{g} \) (see Section 4.1).

**Theorem D.** Let \( m \) work over \( \mathbb{Q} \). For each gap sequence \( 1 = \ell_{1} < \ldots < \ell_{g} \) the moduli stack \( \tilde{U}_{g,1}[\ell_{1},\ldots,\ell_{g}] \) is an affine scheme of finite type over \( \mathbb{Q} \). The action of \( \mathfrak{G} \) on \( ASG[\ell_{1},\ldots,\ell_{g}] \) is free and admits a section. The Krichever map induces an isomorphism

\[ \tilde{U}_{g,1}[\ell_{1},\ldots,\ell_{g}] \simeq ASG[\ell_{1},\ldots,\ell_{g}]/\mathfrak{G}. \]

Note that moduli spaces similar to \( U_{g,1}[\ell_{1},\ldots,\ell_{g}] \) were constructed by Stöhr [23] in the special case when \( \ell_{g} = 2g - 1 \) (the maximal possible value for \( \ell_{g} \), \( \ell_{2} = 2 \) and \( \ell_{g-1} \geq g \). His approach was to work with Gorenstein curves and to use the canonical embedding, whereas we consider not necessarily Gorenstein curves and use the Krichever map. As a byproduct of our more general approach we are able to deduce that any projective
irreducible and reduced curve of arithmetic genus \( g \geq 1 \), that has a smooth point \( p \) such that \( h^1((2g-2)p) = 1 \), is Gorenstein and has \( \omega_C \simeq \mathcal{O}((2g-2)p) \) (see Corollary 4.2.4). Thus, it seems plausible that Stöhr’s moduli spaces are special cases of our moduli spaces (see Remark 4.2.5.1 for more discussion).

In [17] we also proved that \( \tilde{U}^{n_s}_g(1,\ldots,1) \) can be interpreted as the moduli space of minimal \( A_\infty \)-structures on a certain finite-dimensional algebra. Elsewhere we will discuss a similar interpretation of the moduli schemes \( \tilde{U}^{n_s}_g(a) \).

The paper is organized as follows.

In Section 1, after introducing the basic framework for working with the Sato Grassmannian and the Krichever map, we study the moduli spaces \( \tilde{U}^{n_s}_g(a) \). In addition to proving Theorems A and B, we describe them as moduli spaces of \textit{marked algebras of type} \( a \), which are commutative algebras equipped with some special filtrations—this notion captures the properties of the filtration on \( H^0(C \setminus \{p_1,\ldots,p_n\}, \mathcal{O}) \) by order of poles at the marked points (see Proposition 1.5.5). In comparison to the case \( g = n, a = (1,\ldots,1) \), considered in [17], the use of Gröbner bases is slightly more technical for general \( a \). In Section 1.6 we identify a class of Gröbner bases for commutative algebras arising from the Krichever map.

In Section 2 we further study the schemes \( \tilde{U}^{n_s}_g(a) \) and the \( G_n^m \)-action on them. In 2.1 we construct some special curves corresponding to points in \( \tilde{U}^{n_s}_g(a) \). Then in 2.2 we find a subgroup \( G_m \) in \( G_n^m \), with respect to which the coordinates on \( \tilde{U}^{n_s}_g(a) \) have positive weight. In particular, we get that the action of this subgroup degenerates any curve in \( \tilde{U}^{n_s}_g(a) \) to a certain cuspidal curve \( C^{\text{cusp}}(a) \). In 2.3 we find a convenient set of generators in the algebra of functions on \( \tilde{U}^{n_s}_g(a) \), which is helpful in the analysis of the GIT stability conditions. In 2.4 we study the GIT quotients of \( \tilde{U}^{n_s}_g(a) \) by the \( G_m^m \)-action, in particular, proving Theorem C. In 2.5 we analyze the poles of the coordinates \( \alpha_{ij}[p,q] \), viewed as rational sections of line bundles on \( \overline{M}_{g,n} \).

In Section 3 we consider examples of the moduli schemes \( \tilde{U}^{n_s}_g(a) \) with \( g = 1 \). In particular, we explain the connection to the moduli spaces of genus 1 curves studied in [11].

Finally, in Section 4 we study the moduli of curves with chains of divisors supported at marked points and with prescribed \( h^0 \), proving Theorem D and its generalization to the case \( n > 1 \), Theorem 4.2.2.

\textit{Notation and conventions.} All curves (over algebraically closed fields) are assumed to be reduced and connected. We always assume that \( g \geq 1 \). We denote by \( e_1,\ldots,e_n \) the standard basis vectors in \( \mathbb{Z}^n \). By the infinite-dimensional affine space over \( R \) we mean \( \text{Spec}(R[x_1,x_2,\ldots]) \).
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1. Moduli spaces of curves via the Krichever map

1.1. The Sato Grassmannian and the Krichever map. Let $k$ be a field. Set

$$\mathcal{H} = \mathcal{H}_k = \bigoplus_{i=1}^{n} k((t_i)),$$

where $t_1, \ldots, t_n$ are variables, and for $N \in \mathbb{Z},$

$$\mathcal{H}_{\geq N} = \bigoplus_{i=1}^{n} k[[t_i]]t_i^N \subset \mathcal{H}.$$

The Sato Grassmannian $\mathcal{SG} = \mathcal{SG}(\mathcal{H})$ parametrizes subspaces $W \subset \mathcal{H}$, such that the operator

$$d_W : W \oplus \mathcal{H}_{\geq 0} \to \mathcal{H},$$

has finite-dimensional kernel and cokernel. We denote these kernel and cokernel by

$$H^0(W) := W \cap \mathcal{H}_{\geq 0} = 1, \quad H^1(W) := \mathcal{H}/(W + \mathcal{H}_{\geq 0}).$$

For each $v \in \mathcal{H}$ we call the component of $v$ in $k((t_i))$ the expansion of $v$ in $t_i$.

The Sato Grassmannian can be defined as a scheme by gluing open cells that are identified with infinite-dimensional affine spaces (see [3, Sec. 4.3], [19, Sec. 2]). Namely, for every collection $\mathcal{S}$ of subsets $S_i \subset \mathbb{Z}, i = 1, \ldots, n$, such that $S_i \setminus \mathbb{N}$ and $\mathbb{N} \setminus S_i$ are finite, there is an open subset $U_\mathcal{S} \subset \mathcal{SG}$ parametrizing subspaces $W$ such that $W \oplus \mathcal{H}_\mathcal{S} = \mathcal{H},$

where

$$\mathcal{H}_\mathcal{S} = \bigoplus_{i=1}^{n} \prod_{j \in S_i} kt_i^j.$$

All such $W$ can be represented as graphs of linear maps $\phi : \mathcal{H}_\mathcal{S}^c \to \mathcal{H}_\mathcal{S}$, where

$$\mathcal{H}_\mathcal{S}^c = \bigoplus_{i,j \notin S_i} kt_i^j.$$

The components of $\phi$ give coordinates on $U_\mathcal{S}$ identifying it with the infinite-dimensional affine space. The transition maps are algebraic and defined over $\mathbb{Z}$, so in fact, $\mathcal{SG}$ can be defined as a scheme over $\mathbb{Z}$. More generally, for every lattice $L \subset \mathcal{H}$, i.e., a subspace commensurable with $\bigoplus_{i=1}^{n} k[[t_i]]$, there is an open subset $U_L \subset \mathcal{SG}$ (defined over $k$), isomorphic to an infinite-dimensional affine space, consisting of $W$ such that $W \oplus L = \mathcal{H}$.

For simplicity of exposition we will discuss below various subschemes of $\mathcal{SG}$ in terms of $k$-points, where $k$ is a field. However, there are natural analogs of these subschemes defined over $\mathbb{Z}$ using the above description of $\mathcal{SG}$ as a scheme glued from the open subsets $U_\mathcal{S}$. One can also explicitly work with $R$-points of $\mathcal{SG}$, where $R$ is a commutative ring (see e.g. [14, Sec. 2.A]).

For an integer $g$ we denote by $\mathcal{SG}(g)$ the connected component of $\mathcal{SG}$ consisting of $W$ such that $\dim H^0(W) - \dim H^1(W) = 1 - g$.

Let us denote by $e_i \in \mathcal{H}, i = 1, \ldots, g$, the natural idempotents, and let

$$1 := e_1 + \ldots + e_g \in \mathcal{H}.$$
Let $SG'(g)$ denote the closed subscheme of $SG(g)$ consisting of $W$ such that $1 \in W$. Note that $SG'(g)$ can be naturally identified with a connected component of the Sato Grassmannian $SG(\mathcal{H}/(1))$, where $\langle 1 \rangle$ is the subspace generated by $1$. We are interested in the open subset $SG_1(g) \subset SG'(g)$ given by

$$SG_1(g) := \{ W \in SG'(g) \mid H^0(W) = \langle 1 \rangle \}.$$  

Equivalently, $W \in SG_1(g)$ if and only if $H^1(W)$ has minimal possible (for $W$ containing 1) rank $g$.

In fact, $SG_1(g)$ is the union of the open subsets, which we call open cells, defined by

$$SG_1(g)_L := SG'(g) \cap U_L,$$

where $L = \langle 1 \rangle \oplus L' \subset \mathcal{H}$, is a subspace containing $\mathcal{H}_{\geq 0}$ and such that $\dim L/\mathcal{H}_{\geq 0} = g$.

The following lemma implies that this open subset does not depend on a choice of the complement $L' \subset L$ to $\langle 1 \rangle$.

**Lemma 1.1.1.** One has

$$SG_1(g)_L = \{ W \in SG_1(g) \mid W + L = \mathcal{H} \} = \{ W \in SG'(g) \mid L/\mathcal{H}_{\geq 0} \sim \rightarrow H^1(W) \}.$$  

**(1.1.3)**

**Proof.** By definition, $W \in SG'(g)$ is in $SG_1(g)_L$ iff the map $L' \sim L/\langle 1 \rangle \rightarrow \mathcal{H}/W$ is an isomorphism. This implies that the map

$$L/\mathcal{H}_{\geq 0} \rightarrow \mathcal{H}/(\mathcal{H}_{\geq 0} + W) = H^1(W)$$  

is an isomorphism, or equivalently, $W \in SG_1(g)$ and the map $L/\mathcal{H}_{\geq 0} \rightarrow H^1(W)$ is surjective. The latter surjectivity is equivalent to $W + L = \mathcal{H}$. Conversely, if the map (1.1.4) is an isomorphism then $\dim H^1(W) = g$, so $\mathcal{H}_{\geq 0} \cap W = \langle 1 \rangle$, hence $\mathcal{H}/W$ is an extension of $H^1(W)$ by $\mathcal{H}_{\geq 0}/\langle 1 \rangle$, and so the map $L/\langle 1 \rangle \rightarrow \mathcal{H}/W$ is an isomorphism. \[\square\]

In particular, for $S = \bigsqcup_{i=1}^n S_i$, where the subsets $S_i \subset \mathbb{Z}$, $i = 1, \ldots, r$, are such that $\mathbb{Z}_{\geq 0} \subset S_i$ and $\sum_i |S_i \setminus \mathbb{Z}_{\geq 0}| = g$, we set

$$U_{S,1} = U_{S,1}(g) := SG_1(g)_{\mathcal{H}S}.$$  

**(1.1.5)**

These cells form an open covering of $SG_1(g)$ defined over $\mathbb{Z}$. Note that for any subspace $W \subset \mathcal{H}_R$ corresponding to a point in $U_{S,1}(R)$ (where $R$ is a commutative ring), the quotient $W/R \cdot 1$ has a canonical basis of the form

$$(t_i^j + v_{i,j})_{i=1,\ldots,n,j \not\in S_i} \quad \text{with} \quad v_{i,j} \in \mathcal{H}_S.$$  

**(1.1.6)**

**Definition 1.1.2.** We denote by $\mathbb{V}$ the vector bundle of rank $g$ over $SG_1(g)$, whose fiber over $W$ is $H^1(W)$ (below we will show that $\mathbb{V}$ is related to the similarly defined bundle on a certain moduli space of curves). By definition, this bundle is trivialized over each open subset $SG_1(g)_L$ with $L$ as above via the natural morphism

$$(L/\mathcal{H}_{\geq 0}) \otimes \mathcal{O} \rightarrow \mathbb{V}$$

which is an isomorphism over $SG_1(g)_L$. Similarly, for every $N \geq 0$ we denote by $\mathbb{V}_N$ the vector bundle over $SG_1(g)$ whose fiber over $W$ is $\mathcal{H}/(W + \mathcal{H}_{\geq N})$. More precisely, for $N \geq 1$ it has rank $g + Nn - 1$ and is defined using the natural trivializations

$$(L/(\mathcal{H}_{\geq N} + \langle 1 \rangle)) \otimes \mathcal{O} \rightarrow \mathbb{V}_N.$$
over $SG_1(g)_L$.

**Remark 1.1.3.** Note that the line bundle $\det(V)$ is isomorphic to the inverse of the determinant bundle $\text{Det}$ on $SG$, restricted to $SG_1(g)$. Indeed, by definition, on the open subset of $W$ such that $W \cap \mathcal{H}_{\geq 1} = 0$ (which contains $SG_1(g)$), we have $\text{Det}_W^{-1} \simeq \det(\mathcal{H}/(W + \mathcal{H}_{\geq 1}))$. Since on $SG_1(g)$ we have $W \cap \mathcal{H}_{\geq 0} = \langle 1 \rangle$, there is a canonical isomorphism

$$\det(\mathcal{H}/(W + \mathcal{H}_{\geq 1})) \simeq \det(\mathcal{H}/W + \mathcal{H}_{\geq 0}) = \det(V).$$

Now we are we are going to define a version of the Krichever map for the moduli spaces of curves we are interested in.

Let $\mathcal{U}^{(\infty)}_{g,n}$ denote the moduli stack of projective curves $C$ with $h^0(C, \mathcal{O}) = 1$, of arithmetic genus $g$, equipped with distinct smooth marked points $p_1, \ldots, p_n$ and formal parameters $(t_1, \ldots, t_n)$ at these points. Let us consider the open substack in the stack of all curves $\mathcal{U}_{g,n} \subset \mathcal{U}^{(\infty)}_{g,n}$ consisting of $(C, p_1, \ldots, p_n)$ such that $h^1(C, \mathcal{O}(N(p_1 + \ldots + p_n))) = 0$ for $N \gg 0$, and let $\mathcal{U}_{g,n}^{(\infty)} \subset \mathcal{U}_{g,n}^{(\infty)}$ denote the preimage of $\mathcal{U}^{(\infty)}_{g,n}$ under the projection $\mathcal{U}^{(\infty)}_{g,n} \rightarrow \mathcal{U}_{g,n}$.

Below we use the extension of the standard “cohomology and base change” results to algebraic stacks proved in [8].

**Lemma 1.1.4.** Let $\pi : C \rightarrow \mathcal{U}^{(\infty)}_{g,n}$ be the universal curve. Then $V := R^1\pi_*\mathcal{O}$ is a vector bundle on $\mathcal{U}^{(\infty)}_{g,n}$.

**Proof.** Let $\mathcal{U}_{g,n}(N) \subset \mathcal{U}_{g,n}$ be the open substack defined by the condition $H^1(C, \mathcal{O}(N(p_1 + \ldots + p_n))) = 0$. By definition, $\mathcal{U}^{(\infty)}_{g,n} = \bigcup_N \mathcal{U}_{g,n}(N)$, so it is enough to prove the assertion over $\mathcal{U}_{g,n}(N)$. By the base change we know that $R^1\pi_*(\mathcal{O}(N(p_1 + \ldots + p_n))) = 0$, so we have an exact sequence

$$0 \rightarrow \pi_*\mathcal{O}(N(p_1 + \ldots + p_n))/\pi_*\mathcal{O} \rightarrow \pi_*\mathcal{O}(N(p_1 + \ldots + p_n)/\mathcal{O}) \overset{\delta}{\rightarrow} R^1\pi_*\mathcal{O} \rightarrow 0. \quad (1.1.7)$$

Furthermore, for any $x \in \mathcal{U}_{g,n}(N)$ we have a commutative square

$$\begin{array}{ccc}
\pi_*\mathcal{O}(N(p_1 + \ldots + p_n)/\mathcal{O}) \otimes \kappa(x) & \xrightarrow{\phi^0(x)} & R^1\pi_*\mathcal{O} \otimes \kappa(x) \\
\downarrow & & \downarrow \\
H^0(C_x, \mathcal{O}(N(p_1 + \ldots + p_n)/\mathcal{O}) & \xrightarrow{\phi^1(x)} & H^1(C_x, \mathcal{O})
\end{array}$$

where the vertical arrows are the base change maps and the horizontal arrows are surjective. Since the vertical left arrow is an isomorphism, this implies that $\phi^1(x) : R^1\pi_*\mathcal{O} \otimes \kappa(x) \rightarrow H^1(C_x, \mathcal{O})$ is surjective. On the other hand, since $H^0(C_x, \mathcal{O})$ is spanned by 1, the base change map $\phi^0(x) : \pi_*\mathcal{O} \otimes \kappa(x) \rightarrow H^0(C_x, \mathcal{O})$ is surjective for any $x$. By [8, Thm. A], this implies that $R^1\pi_*\mathcal{O}$ is a vector bundle. \qed
We have a natural action of the group $\mathfrak{G} = \prod_{i=1}^n \mathfrak{G}_i$ on $\mathcal{H}$, where $\mathfrak{G}_i$ acts by changes of the parameter $t_i$ of the form

$$t_i \mapsto t_i + c_1 t_i^2 + c_2 t_i^3 + \ldots .$$

Note that the group $\mathfrak{G}_i$ is the projective limit of the groups $\mathfrak{G}_i(p)$, which only track the changes of $t_i \mod (t_i^{p+1})$. We have $\mathfrak{G}_i(1) = 1$ and each $\mathfrak{G}_i(p)$ is a unipotent algebraic group (obtained by successive extensions of $\mathbb{G}_a$). In this way we can view $\mathfrak{G}_i$ as a pro-unipotent group scheme defined over $\mathbb{Z}$.

We consider the induced action of $\mathfrak{G}$ on $SG_1(g) \subset SG$, which is an algebraic action of a group scheme on a scheme. The group $\mathfrak{G}$ also acts naturally on $\mathcal{U}_{g,n}^{(\infty)}$ by changing the formal parameters at the marked points.

**Proposition 1.1.5.** There is a $\mathfrak{G}$-equivariant morphism (the Krichever map)

$$\text{Kr} : \mathcal{U}_{g,n}^{r,(\infty)} \to SG_1(g) : (C, p_1, \ldots, p_n, t_1, \ldots, t_n) \mapsto H^0(C \setminus \{p_1, \ldots, p_n\}) \subset \mathcal{H}.$$  

(1.1.8)

Here the embedding $H^0(C \setminus \{p_1, \ldots, p_n\}) \subset \mathcal{H}$ is given by the expansions of functions in Laurent series with respect to the parameters $t_i$.

**Proof.** For $N \geq 1$ let $\mathcal{U}_{g,n}^{(\infty)}(N) \subset \mathcal{U}_{g,n}^{(\infty)}$ be the preimage of $\mathcal{U}_{g,n}(N) \subset \mathcal{U}_{g,n}$. It is enough to define compatible morphisms on each $\mathcal{U}_{g,n}^{(\infty)}(N)$. The main point is that we can define open subsets in $\mathcal{U}_{g,n}^{(\infty)}(N)$ which will become the preimages of the open cells $U_{S,1} \subset SG_1(g)$ under the map $\text{Kr}$. Namely, taking $\mathcal{S}$ to be the collection of subsets $S_i \subset \mathbb{Z}$, $i = 1, \ldots, n$, such that $\mathbb{N} \subset S_i \subset -N + \mathbb{N}$ (our convention is that $0 \in \mathbb{N}$), we define the open subset

$$\mathcal{U}_{g,n}^{(\infty)}(N, \mathcal{S}) \subset \mathcal{U}_{g,n}^{(\infty)}(N)$$

by the condition that the composition

$$\bigoplus_{i=1}^n \bigoplus_{j \in [-N, -1]} \mathcal{O} \cdot t_i^j \to \bigoplus_{i=1}^n \bigoplus_{j \in [-N, -1]} \mathcal{O} \cdot t_i^j \simeq \pi_*(\mathcal{O}(N(p_1 + \ldots + p_n))/\mathcal{O}) \to R^1 \pi_* \mathcal{O}$$

is an isomorphism, where the isomorphism in the middle uses the formal parameters at the marked points. Note that since $\delta$ is surjective and since $R^1 \pi_* \mathcal{O}$ is a vector bundle by Lemma 1.1.4, these open subsets cover $\mathcal{U}_{g,n}^{(\infty)}(N)$. Now we claim that over $\mathcal{U}_{g,n}^{(\infty)}(N, \mathcal{S})$ the subspaces $H^0(C \setminus \{p_1, \ldots, p_n\}) \subset \mathcal{H}$ give rise to points of $U_{S,1}$, and this defines a $\mathfrak{G}$-equivariant morphism

$$\mathcal{U}_{g,n}^{(\infty)}(N, \mathcal{S}) \to U_{S,1}.$$ 

Indeed, this follows from the fact that for each $(C, p_1, \ldots, p_n)$ underlying a point in $\mathcal{U}_{g,n}^{(\infty)}(N, \mathcal{S})$, the image of the map

$$H^0(C, \mathcal{O}(N'(p_1 + \ldots + p_n))) \to H^0(C, \mathcal{O}(N'(p_1 + \ldots + p_n))/\mathcal{O}) \simeq \bigoplus_{i=1}^n \bigoplus_{j \in [-N', -1]} k \cdot t_i^j$$

...
for $N' \geq N$, is complementary to the subspace $\bigoplus_{i=1}^{n} \bigoplus_{j \in [-N',-1] \cap S_i} k \cdot t_i^j$. Furthermore, the exact sequence (1.1.7) shows that over $\mathcal{U}_{g,n}^{(\infty)}(N, S)$ the composed map

$$\pi_\ast \mathcal{O}(N'(p_1 + \ldots + p_n))/\pi_\ast \mathcal{O} \to \pi_\ast (\mathcal{O}(N'(p_1 + \ldots + p_n))/\mathcal{O}) \to \bigoplus_{i=1}^{n} \bigoplus_{j \in [-N',-1] \cap S_i} \mathcal{O} \cdot t_i^j$$

is an isomorphism for $N' \geq N$, so using the inverse map we get a map

$$\bigoplus_{i=1}^{n} \bigoplus_{j \in [-N',-1] \cap S_i} \mathcal{O} \cdot t_i^j \to \pi_\ast \mathcal{O}(N'(p_1 + \ldots + p_n))/\pi_\ast \mathcal{O} \to \bigoplus_{i=1}^{n} \prod_{j \in S_i \setminus \{0\}} \mathcal{O} \cdot t_i^j,$n

declared over $\mathcal{U}_{g,n}^{(\infty)}(N, S)$. The collection of the resulting functions on $\mathcal{U}_{g,n}^{(\infty)}(N, S)$ gives the required morphism to $U_{S,1}$.

**Remarks 1.1.6.**

1. The pull-back of the vector bundle $V$ (see Definition 1.1.2) under $K_r$, is isomorphic to the pull-back of the similarly denoted bundle $V$ on $\mathcal{U}_{g,n}^r$ (see Lemma 1.1.4). Over the locus of stable curves the latter bundle is isomorphic to the dual of the Hodge bundle.

2. In the case of moduli of integral curves the morphism $K_r$ was defined in [14, Prop. 6.3]. An example of $(C, p_1, \ldots, p_n)$, which does not belong to the substack $\mathcal{U}_{g,n}^{r,(\infty)}$, is a curve that has a nonrational smooth component $Z$, joined with the union of other components in a single node, such that there are no marked points on $Z$. In fact, for such a curve the subspace $H^0(C \setminus \{p_1, \ldots, p_n\}) \subset \mathcal{H}$ does not belong to $SG(g)$.

1.2. **Formal divisors and cohomology.** Let us denote for any integer vector $b = (b_1, \ldots, b_n) \in \mathbb{Z}^n$,

$$\mathcal{H}_{\geq b} := \bigoplus_{i=1}^{n} t_i^b k[[t_i]] \subset \mathcal{H}, \quad \mathcal{H}_{\leq b} := \bigoplus_{i=1}^{n} t_i^b k[t_i^{-1}] \subset \mathcal{H}.$$ 

We define $\mathcal{H}_{\geq b}$ and $\mathcal{H}_{\leq b}$ in a similar fashion.

We will also use formal divisors, which are elements of the free abelian group with the basis $p_1, \ldots, p_n$ (formal points). For such divisors we write $\sum a_i p_i \leq \sum b_i p_i$ if $a_i \leq b_i$ for every $i$. The support $\text{supp}(D)$ of $D = \sum a_i p_i$ is the set of $i$ such that $a_i \neq 0$. We set $\text{deg}(D) = \sum a_i$. For $D = \sum a_i p_i$ we set

$$\mathcal{H}(D) := \mathcal{H}_{\geq (-1, \ldots, -1)}.$$ 

For a point $W$ of the Sato Grassmannian we set

$$H^0(W(D)) := W \cap \mathcal{H}(D), \quad H^1(W(D)) := \mathcal{H}/(W + \mathcal{H}(D)). \quad (1.2.1)$$

For example, the fiber of the bundle $V_N$ at $W$ is $H^1(W(-N(p_1 + \ldots + p_n)))$. For $W = H^0(C \setminus \{p_1, \ldots, p_n\})$, where $(C, p_1, \ldots, p_n, t_1, \ldots, t_n) \in \mathcal{U}_{g,n}^{r,(\infty)}$ one has

$$H^i(W(a_1 p_1 + \ldots + a_n p_n)) = H^i(C, \mathcal{O}_C(a_1 p_1 + \ldots + a_n p_n)).$$

Note that for every $D \geq 0$ the subset $SG(D) \subset SG_1(g)$ consisting of $W$ such that $H^1(W(D)) = 0$ is open. In the case when $\text{deg}(D) = g$ we get one of the open cells (1.1.2):

$$SG(D) = SG_1(g)_{\mathcal{H}(D)}.$$
For every $D = \sum a_i p_i \geq 0$ we have a natural morphism of vector bundles over $SG_1(g)$,

$$\pi_D = \pi_a : (H_{\geq-a}/H_{\geq0}) \otimes O \to V,$$

induced by the embedding $H_{\geq-a}/H_{\geq0} \to H/H_{\geq0}$ and by the natural projection.

**Definition 1.2.1.** For a scheme $X$ with a morphism $f : X \to SG_1(g)$ and a formal divisor $D = \sum a_i p_i \geq 0$ we define the coherent sheaves on $X$,

$$K(f,a) = K(f,D) := \ker(f^*\pi_D), \quad \mathcal{C}(f,a) = \mathcal{C}(f,D) := \text{coker}(f^*\pi_D).$$

(1.2.3)

In the case when $f = \text{id}$ we set $K(D) = K(\text{id},D), \mathcal{C}(D) = \mathcal{C}(\text{id},D)$.

For example, $\mathcal{C}(0) = V$.

It is easy to see that for the embedding $i : \{W\} \to SG_1(g)$ of a $k$-point in $SG_1(g)$ we have

$$K(i,D) = H^0(W(D))/k \cdot 1, \quad \mathcal{C}(i,D) = H^1(W(D)).$$

**Lemma 1.2.2.** For every pair of formal divisors $0 \leq D' \leq D$, and a morphism $f : X \to SG_1(g)$ one has an exact sequence

$$0 \to K(f,D') \to K(f,D) \to (\mathcal{H}^{D}/\mathcal{H}^{D'}) \otimes \mathcal{O}_X \to \mathcal{C}(f,D') \to \mathcal{C}(f,D) \to 0.$$

**Proof.** This is the long exact sequence of cohomology associated with the exact sequence of two-term complexes

$$0 \to (\mathcal{H}^{D'}/\mathcal{H}_{\geq0}) \otimes \mathcal{O}_X \to (\mathcal{H}^{D}/\mathcal{H}_{\geq0}) \otimes \mathcal{O}_X \to (\mathcal{H}^{D}/\mathcal{H}^{D'}) \otimes \mathcal{O}_X \to 0$$

$$0 \to f^*V \xrightarrow{id} f^*V \xrightarrow{f^*\pi_D} f^*V \to 0$$

□

**Remark 1.2.3.** It is well known that the ring of polynomials in infinitely many variables (with coefficients in $\mathbb{Z}$) is coherent. It follows that the structure sheaf $\mathcal{O}$ is coherent on $SG_1(g)$. Hence, for any $D \geq 0$ the $\mathcal{O}$-modules $K(D)$ and $\mathcal{C}(D)$ are in fact coherent sheaves on $SG_1(g)$.

**Corollary 1.2.4.** For any $0 \leq D' \leq D$, over the open subset $SG(D) \subset SG_1(g)$ one has a natural isomorphism of $\mathcal{C}(D')$ with the cokernel of the morphism of vector bundles

$$K(D) \to (\mathcal{H}^{D}/\mathcal{H}^{D'}) \otimes \mathcal{O}.$$

**Proof.** Over $SG(D)$ the map $\pi_D$ is surjective, hence $K(D)$ is a vector bundle. Now the assertion follows from the exact sequence of Lemma (1.2.2). □
1.3. The open cell associated with $a = (a_1, \ldots, a_n)$. For $a = (a_1, \ldots, a_n) \in X(g, n)$ we consider the open subset $SG^a \subset SG_1(g)$ defined by

$$SG^a := SG(a_1p_1 + \ldots + a_n p_n) = \{ W \in SG_1(g) \mid W + H_{\geq-a} = H \},$$

where $-a = (-a_1, \ldots, -a_n)$ (see (1.1.3)). In other words, $SG^a$ is the locus in $SG_1(g)$, where $H^1(W(a_1p_1 + \ldots + a_n p_n)) = 0$, or where $\pi_a$ is an isomorphism.

Note that the preimage of $SG^a$ under the Krichever map (1.1.8) is the open substack $U_{g,n}^{(\infty)}(a) \subset U_{g,n}^{(\infty)}$, given by the condition $H^1(C, O(a_1p_1 + \ldots + a_n p_n)) = 0$.

We identify $SG^a$ with the infinite-dimensional affine space $\text{Hom}_k(H_{< -a}, H_{\geq -a}/\langle 1 \rangle)$, by associating with $W \in SG^a$ the unique linear map

$$\phi : H_{< -a} \to H_{\geq -a}/\langle 1 \rangle$$

such that $W/\langle 1 \rangle$ is the graph of $\phi$. We can lift $\phi$ to a linear map

$$\phi : H_{< -a} \to H_{\geq -a},$$

defined up to adding a linear map with values in $\langle 1 \rangle \subset H_{\geq -a}$. Then the subspace $W$ corresponding to $\phi'$ is spanned by elements $1, (f_i[p])_{i=1, \ldots, n; p < -a_i}$, where

$$f_i[p] = t_i^p + \phi(t_i^p),$$

with

$$\phi(t_i^p) = \sum_{j=1}^n \sum_{q \geq -a_j} \alpha_{ij}[p, q] t_j^q.$$  \hfill (1.3.3)

Note that the elements $f_i[p]$ are defined uniquely up to adding a constant. Thus, the coefficients $(\alpha_{ij}[p, q])$, where $p < -a_i, q \geq -a_j$, are well defined for $q \neq 0$ (i.e., do not depend on a choice of lifting $\phi$ or $\phi'$), whereas for $q = 0$ only the differences of the form $\alpha_{ij}[p, 0] - \alpha_{ij'}[p, 0]$ are well defined. We can normalize the coefficients $\alpha_{ij}[p, 0]$ (and $f_i[p]$) by requiring that $\alpha_{ij}[p, 0] = 0$. This is the normalization used in this Section, as well as in Section 2.3. Another normalization, which is used in Section 2.5, is obtained by choosing $j_0 \in [1, n]$ and requiring that $\alpha_{ij_0}[p, 0] = 0$. With either choice the remaining nonzero functions $(\alpha_{ij}[p, q])$ form coordinates on the affine space $SG^a$.

Using the above coordinates we identify $SG^a$ with the infinite-dimensional affine space over $\mathbb{Z}$. For a commutative ring $R$, the $R$-points of $SG^a$ can be identified with $R$-submodules of

$$\mathcal{H}_R := \bigoplus_{i=1}^n R((t_i))$$

for which there exists a basis $1, (f_i[p])$ of the form specified above.

Recall that for every $N \geq 0$ we introduced a vector bundle $V_N$ over $SG_1(g)$ with the fiber $H^1(W(-Np_1 - \ldots - Np_n))$ over $W$. Furthermore, over $SG^a$ we have a trivialization

$$\mathcal{H}_{\geq-a}/(\mathcal{H}_{\geq N} + \langle 1 \rangle) \otimes O \xrightarrow{\sim} V_N$$

(see Definition 1.1.2).
With every set $S = \cup_{i=1}^n S_i$, such that $Z_{\geq 0} \subset S_i \subset \mathbb{Z}$ for $i = 1, \ldots, n$ and $\sum_{i=1}^n |S_i \setminus Z_{\geq 0}| = g$, we associate a morphism of vector bundles of rank $g$ on $SG_1(g)$,

$$\pi_S : \mathcal{H}_S / \mathcal{H}_{\geq 0} \otimes \mathcal{O} \to \mathcal{V},$$ \hspace{1cm} (1.3.4)

and hence a global section

$$s_S := \det(\pi_S)$$ \hspace{1cm} (1.3.5)

of the line bundle $\det(\mathcal{V})$, where we use the trivialization of $\det(\mathcal{H}_S / \mathcal{H}_{\geq 0})$ associated with a fixed basis of $\mathcal{H}$, given by $(t_i^n)$ in some order.

Similarly, for $N \geq 1$, we consider sets $S = \cup_{i=1}^n S_i$, where $Z_{\geq N} \subset S_i \subset \mathbb{Z}$, such that $\sum_{i=1}^n |S_i \setminus Z_{\geq N}| = g + Nn - 1$, and the corresponding morphism of vector bundles of rank $g + Nn - 1$ on $SG_1(g)$,

$$\pi_{S,N} : \mathcal{H}_S / \mathcal{H}_{\geq N} \otimes \mathcal{O} \to \mathcal{V}_N.$$ \hspace{1cm} (1.3.6)

We set

$$s_{S,N} := \det(\pi_{S,N}) \in H^0(SG_1(g), \det(\mathcal{V}_N)).$$

**Lemma 1.3.1.** (i) There is a natural isomorphism $\kappa_N : \det(\mathcal{V}_N) \to \det(\mathcal{V})$, such that $s_{S,1} := \kappa_N(s_{S,N})$

does not depend on $N \geq 1$, for appropriate ordering of the standard bases of $\mathcal{H}_S / \mathcal{H}_{\geq N}$.

(ii) Let $S = \cup_{i=1}^n S_i$ be such that $Z_{\geq N} \subset S_i$ and $\sum_{i=1}^n |S_i \setminus Z_{\geq 0}| = g$. For fixed $i$ consider $S' = \cup_{j=1}^n S'_j$, where $S_i' = S_i \setminus \{0\}$ and $S_j' = S_j$ for $j \neq i$. Then

$$s_S = s_{S',1},$$

for appropriate ordering of the standard basis of $\mathcal{H}_S / \mathcal{H}_{\geq 0}$.

**Proof.** (i) For $N \geq 1$ we have an exact sequence of vector bundles on $SG_1(g)$

$$0 \to \mathcal{H}_{\geq 0} / (\mathcal{H}_{\geq N} + \langle 1 \rangle) \otimes \mathcal{O} \to \mathcal{V}_N \to \mathcal{V} \to 0,$$ \hspace{1cm} (1.3.7)

Passing to determinants we get the isomorphism $\kappa_N$. If $Z_{\geq N} \subset S_i$ for all $i$ then we have a morphism of exact sequences

$$0 \to \mathcal{H}_{\geq N} / \mathcal{H}_{\geq N+1} \otimes \mathcal{O} \to \mathcal{H}_S / \mathcal{H}_{\geq N+1} \otimes \mathcal{O} \to \mathcal{H}_S / \mathcal{H}_{\geq N} \otimes \mathcal{O} \to 0$$

$\pi_{S,N+1}$ $\pi_{S,N}$

$$0 \to \mathcal{H}_{\geq N} / \mathcal{H}_{\geq N+1} \otimes \mathcal{O} \to \mathcal{V}_{N+1} \to \mathcal{V}_N \to 0$$

The lower exact sequence gives an isomorphism $\kappa_{N,N+1} : \det(\mathcal{V}_N) \to \det(\mathcal{V}_{N+1})$, so that

$$\kappa_{N,N+1}(\det(\pi_{S,N})) = \det(\pi_{S,N+1}).$$

It is easy to see that $\kappa_{N+1} \circ \kappa_{N,N+1} = \kappa_N$, so we deduce that

$$\kappa_N(\det(\pi_{S,N})) = \kappa_{N+1}(\det(\pi_{S,N+1})).$$

(ii) This is proved similarly to (i), using the exact sequence

$$0 \to \mathcal{H}_{\geq 0} / (\mathcal{H}_{\geq 1} + \langle 1 \rangle) \to \mathcal{V}_1 \to \mathcal{V}_0 \to 0.$$
We refer to \((s_S)\) and \((s_{S,1})\) as Plücker coordinates on \(SG_1(g)\). Since we do not fix an ordering of the standard bases of \(\mathcal{H}_S/\mathcal{H}_{\geq N}\), there is a sign ambiguity in the definition of these sections, hence the appearance of \(\pm\) in the formulas below.

**Remark 1.3.2.** Under the identification of \(\det(V)\) with \(\det^{-1}\) (see Remark 1.1.3) our sections \((s_S)\) correspond to the restrictions of the Plücker coordinates on \(SG\) (see [14, Sec. 2.D]).

Note that for \(a = (a_1, \ldots, a_n) \in X(g, n)\), if we set \(S_i = [-a_i, +\infty), i = 1, \ldots, n\), then the morphism \(\pi_S\) is exactly the morphism \(\pi_a\) (see (1.2.2)), such that \(SG^a\) is the locus where \(\pi_a\) is an isomorphism. In other words, \(SG^a\) is the complement in \(SG_1(g)\) to the closed subscheme \(Z_a \subset SG_1(g)\) given as the zero locus of

\[ s_a := \det(\pi_a) \]

which is a section of the line bundle \(\det(V)\).

**Proposition 1.3.3.** Let us normalize \((\alpha_{ij}[p, 0])\) by setting \(\alpha_{ii}[p, 0] = 0\).

(i) The coordinate \(\alpha_{ij}[p, q]\), where \(p \leq -a_i - 1, q \geq -a_j\) (see (1.3.3)) on \(SG^a\) has the following expression in terms of the Plücker coordinates:

\[ \alpha_{ij}[p, q] = \pm \frac{s_{S,1}}{s_a}, \]

where \(S = \cup S_k\) is defined by

\[ S_i = [-a_i, +\infty) \setminus \{0\} \cup \{p\}, \quad S_j = [-a_j, +\infty) \setminus \{q\}, \quad S_k = [-a_k, +\infty) \text{ for } k \neq i, j. \]

If in addition \(q < 0\), then we have

\[ \alpha_{ij}[p, q] = \pm \frac{s_{S'}}{s_a}, \]

where \(S' = \cup S_k'\) with \(S_i' = [-a_i, +\infty) \cup \{p\}\) and \(S_k' = S_k\) for \(k \neq i\).

(ii) For another element \(a' \in X(g, n)\), the intersection \(SG^a \cap SG^{a'}\) is the principal affine open in \(SG^a\) given by the nonvanishing of the function

\[ \frac{s_{a'}}{s_a} = \det(A_{a,a'}) \]

on \(SG^a\), where \(A_{a,a'} = \pi_a^{-1} \circ \pi_{a'}\) can be viewed as the \(\Hom(\mathcal{H}_{\geq -a'}/\mathcal{H}_{\geq 0}, \mathcal{H}_{\geq -a}/\mathcal{H}_{\geq 0})\)-valued function on \(SG^a\) given by

\[ A_{a,a'}(\phi)(t^j_i) = \begin{cases} t^j_i \mod \mathcal{H}_{\geq 0}, & j \geq -a_i, \\ -\phi(t^j_i) \mod \mathcal{H}_{\geq 0}, & j < -a_i, \end{cases} \quad (1.3.8) \]

where we take \((t^j_i)_{i=1, \ldots, g_i-1; j \leq j < 0}\) as a basis of \(\mathcal{H}_{\geq -a'}/\mathcal{H}_{\geq 0}\) and identify \(SG^a\) with the affine space of maps \(\phi\) as in (1.3.1).

**Proof.** (i) Set \(N = \max(1, q + 1)\), and let \(\mathcal{H}_{\geq -a} \subset \mathcal{H}_{\geq -a}\) (resp., \(\mathcal{H}_{\geq 0} \subset \mathcal{H}_{\geq 0}\)) be the subspace obtained by omitting the element \(t^0_i\) in the standard basis of \(\mathcal{H}_{\geq -a}\) (resp., \(\mathcal{H}_{\geq 0}\)).
As in Lemma 1.3.1, using the exact sequence (1.3.7), and the morphism of exact sequences

\[
\begin{array}{ccccccccc}
0 & \rightarrow & H'_{\geq 0}/H_{\geq N} \otimes \mathcal{O} & \rightarrow & H'_{\geq -a}/H_{\geq N} \otimes \mathcal{O} & \rightarrow & H_{\geq -a}/H_{\geq 0} \otimes \mathcal{O} & \rightarrow & 0 \\
\cong & & \pi'_{a,N} & & \pi_a & & \mathcal{V}_N & & \mathcal{V} & & 0 \\
0 & \rightarrow & H_{\geq 0}/(H_{\geq N} + (1)) \otimes \mathcal{O} & \rightarrow & \mathcal{V}_N & \rightarrow & \mathcal{V} & \rightarrow & 0
\end{array}
\]

we see that the natural map

\[\pi'_{a,N} : H'_{\geq -a}/H_{\geq N} \rightarrow \mathcal{V}_N\]

is an isomorphism on \(SG^a\), and its determinant is equal to \(s_a\). Thus, \(s_{S,1}/s_a\) is equal to the determinant of the map

\[A = (\pi'_{a,N})^{-1} \circ \pi_{S,N} : H_S/H_{\geq N} \otimes \mathcal{O} \rightarrow H'_{\geq -a}/H_{\geq N} \otimes \mathcal{O}.
\]

For any element \(b\) of the standard basis of \(H_S/H_{\geq N}\), except for \(t_i^p\), we have \(A(b) = b\), viewed as an element of \(H'_{\geq -a}/H_{\geq N}\). As for \(A(t_i^p)\), we have to find an element \(v(W) \in H'_{\geq -a}/H_{\geq N}\) such that

\[t_i^p \equiv v(W) \mod W + H_{\geq N}.
\]

The element \(f_i[p] \in W\) (see (1.3.2), (1.3.3)), normalized by \(\alpha_{ii}[p,0] = 0\), satisfies

\[f_i[p] \equiv t_i^p \mod H'_{\geq -a}.
\]

Thus, we have

\[A(t_i^p) = v(W) = t_i^p - f_i[p] \mod H_{\geq N}.
\]

Now computing the determinant reduces to taking the coefficient of \(t_j^q\) in \(A(t_i^p)\).

The second formula in the case \(q < 0\) follows from Lemma 1.3.1(ii).

(ii) The first assertion is an immediate consequence of the fact that \(SG^{a'}\) is the nonvanishing locus of \(s_{a'}\). To calculate

\[A_{a,a'} : (H_{\geq -a'}/H_{\geq 0}) \otimes \mathcal{O} \xrightarrow{\pi_{a,a'}} \mathcal{V} \xrightarrow{\pi^{-1}_{a,a'}} (H_{\geq -a}/H_{\geq 0}) \otimes \mathcal{O}
\]

we note that \(A(t_i^j)\) at \(W \in SG^a\) is the projection of \(t_i^j \mod H_{\geq 0}\) to \(H_{\geq -a}/H_{\geq 0}\) along \(W/(1)\). Taking \(W\) to be the graph of \(\phi\) we get the formula (1.3.8). \(\square\)

**Corollary 1.3.4.** If \(a_j > 0\) then one has

\[\alpha_{ij}[-a_i - 1, -a_j] = \pm \frac{s_{a + e_i - e_j}}{s_a}.
\]

1.4. **Action by changes of parameters.** Recall that we denote by \(\mathfrak{G}\) the product over \(i = 1, \ldots, n\) of the groups \(\mathfrak{G}_i\) of formal changes of parameters of the form \(t_i \mapsto t_i + c_1 t_i^2 + c_2 t_i^3 + \ldots\). Note that the action of \(\mathfrak{G}\) on \(\mathcal{H}\) preserves all the subspaces \(\mathcal{H}_{\geq -b}\) (where \(\mathfrak{b} \in \mathbb{Z}^n\)). Hence, the induced action on \(SG_1(g)\) preserves each open cell \(SG^a\).

**Definition 1.4.1.** Let \(G\) be a group scheme acting on a scheme \(X\). We say that a closed subscheme \(S \subset X\) is a section for the action of \(G\) if the map \(G \times S \rightarrow X\), given by the action, is an isomorphism. In this case the action of \(G\) on \(X\) is free.
The following simple observation will be useful for us.

**Lemma 1.4.2.** Let $S \subset X$ be a section for an action of $G$ on $X$ and let $f : Y \to X$ be a $G$-equivariant morphism. Then the schematic preimage $f^{-1}(S)$ is a section for the action of $G$ on $Y$.

**Proof.** Set $T = f^{-1}(S)$. Consider the commutative diagram

\[
\begin{array}{ccc}
G \times T & \longrightarrow & G \times Y \\
\downarrow & & \downarrow a_Y \\
G \times S & \longrightarrow & G \times X \\
\downarrow & & \downarrow a_X \\
& & X
\end{array}
\]

with the vertical arrows induced by $f$ and $a_X, a_Y$ the action morphisms. The left square is cartesian by the construction of $T$. We claim that the right square is also cartesian. Indeed, this immediately follows from the fact that the composition of $a_X$ with the automorphism $(g, x) \mapsto (g, g^{-1}x)$ of $G \times X$ is simply the projection $G \times X \to X$ (and similarly for $Y$). Hence, the big rectangle in the above diagram is cartesian. Since the map $G \times S \to X$ is an isomorphism, we deduce that the map $G \times T \to Y$ is also an isomorphism. □

The following result is a generalization of [7, Lem. 4.1.3]. We use the notation from Section 1.2.

**Proposition 1.4.3.** Fix $i$, $1 \leq i \leq n$, and $\mathbf{b} = (b_1, \ldots, b_n) \in \mathbb{Z}_{\geq 0}^n$, such that $b_i > 0$. Let $X$ be a scheme over $\mathbb{Q}$ equipped with an action of $G_i$, $f : X \to SG_1(g)$ a $G_i$-equivariant morphism, such that $f^* \pi_{\mathbf{b}}$ is surjective. Assume also that the $L = \mathcal{C}(f, \mathbf{b} - e_i)$ is locally free of rank 1. Then there is a closed subscheme $\Sigma^X_i \subset X$ parametrizing $x \in X$ such that for each $p \geq 1$, there exists an element $v_p \in W_x := f(x)$ with

\[v_p \equiv t_i^{-b_i - p} \mod H_{\geq -b_i + e_i},\]

such that $\Sigma^X_i$ is a section for the $G_i$-action on $X$.

**Proof.** Let us set for each $p \geq -1$,

\[K_p := K(f, \mathbf{b} + pe_i) = \ker(f^* \pi_{\mathbf{b} + pe_i}).\]

By assumption, the morphism $f^* \pi_{\mathbf{b}}$ is surjective, so from Lemma 1.2.2 we get an isomorphism

\[K_p/K_0 \simeq (\mathcal{H}_{\geq -b - pe_i}/\mathcal{H}_{\geq -b}) \otimes \mathcal{O}_X. \quad (1.4.1)\]

On the other hand, from the same Lemma we get an exact sequence

\[0 \to K_{-1} \to K_0 \to (\mathcal{H}_{\geq -b}/\mathcal{H}_{\geq -b + e_i}) \otimes \mathcal{O}_X \to \mathcal{L} \to 0. \quad (1.4.2)\]

Since $\mathcal{L}$ is locally free of rank 1, this implies that the arrow $K_{-1} \to K_0$ is an isomorphism. Thus, using (1.4.1) we obtain a morphism

\[\sigma_p : (\mathcal{H}_{\geq -b - pe_i}/\mathcal{H}_{\geq -b}) \otimes \mathcal{O}_X \simeq K_p/K_0 \simeq K_p/K_{-1} \to (\mathcal{H}_{\geq -b - pe_i}/\mathcal{H}_{\geq -b + e_i}) \otimes \mathcal{O}_X,
\]
where the last arrow is induced by the embedding $K_p \to (H_{\geq -b-pe,}/H_{\geq 0}) \otimes O_X$. Using the natural basis of $H$ we define the composed map

$$t_i^{-b_i-p} \otimes O_X \to (H_{\geq -b-pe,}/H_{\geq -b}) \otimes O_X \overset{\sigma_p}{\to} (H_{\geq -b-pe,}/H_{\geq -b+e_1}) \otimes O_X \to t_i^{-b_i} \otimes O_X,$$

and we denote by $a_i(p)$ the corresponding function on $X$.

The meaning of this function is the following: $a_i(p)(x)$ is the coefficient of $t_i^{-b_i}$ in the expansion of an element $v_p \in W_x$ such that $v_p \equiv t_i^{-b_i-p} \mod H_{\geq -b}$. The point is that such an element $v_p$ is defined up to adding an element in $W_x \cap H_{\geq -b} = W_x \cap H_{\geq -b+e_1}$, so this coefficient is well defined.

We define the subscheme $\Sigma = \Sigma_{i}^X \subset X$ as the common zero locus of the functions $a_i(p)$ for $p \geq 1$. We are going to check that it is a section for the action of $G$.

Let $\mathfrak{g}_i(>p) := \ker(\mathfrak{g}_i \to \mathfrak{g}_i(p))$. Also, for $p \geq 1$ let $\Sigma_p \subset X$ denote the common zero locus of the functions $a_i(p')$ for $1 \leq p' \leq p-1$, so that $\Sigma_1 = X$ and $\Sigma = \cap_p \Sigma_p$.

We have a decomposition into a semi-direct product

$$\mathfrak{g}_i(>p) = \mathfrak{g}_i(> p + 1) \rtimes F_{p+1},$$

where $F_{p+1} = G_a$ acts by $t_i \mapsto t_i + ct_i^{p+1}$.

We claim that $\mathfrak{g}_i(>p)(\Sigma_p) \subset \Sigma_p$, the action of $F_{p+1}$ on $\Sigma_p$ is free and $\Sigma_{p+1}$ is a section for this $F_{p+1}$-action. Indeed, note that under the change of variable

$$g : t_i \mapsto t_i + ct_i^{p+1} + \ldots$$

we have

$$t_i^{-b_i-p'} \mapsto t_i^{-b_i-p'} - (b_i + p')ct_i^{-b_i+p-p'} + \ldots.$$ 

Thus, under the action of the above element of $\mathfrak{g}_i(>p)$ the functions $a_i(p')$ with $p' < p$ do not change, while the function $a_i(p)$ transforms by

$$a_i(p)(gx) = a_i(p)(x) - (b_i + p)c.$$  \hfill (1.4.3)

This immediately implies our claim.

Let us define for $p \geq 1$ the morphisms $g_p : X \to F_p$ (where $F_1 = 0$) and $\rho_p : X \to \Sigma_p$ inductively as follows. We set $g_1 = 1$ and $\rho_1 = id_X$. Assuming that $g_{p-1}$ and $\rho_{p-1}$ are already defined, we define $g_p(x)$ and $\rho_p$ by

$$g_p(x) : t_i \mapsto t_i + \frac{a_i(p-1)(\rho_{p-1}(x))}{b_i + p - 1}t_i^p,$$

$$\rho_p : X \to X : x \mapsto g_p(x) \cdot \rho_{p-1}(x).$$

Let us check that $\rho_p$ factors through the subscheme $\Sigma_p \subset X$. By induction we can assume that $\rho_{p-1}$ factors through $\Sigma_{p-1}$. Since $F_p$ preserves $\Sigma_{p-1}$, this implies that $\rho_p$ factors through $\Sigma_{p-1}$. Now using (1.4.3) we see that

$$a_i(p-1)(\rho_p(x)) = a_i(p-1)(g_p(x) \cdot \rho_{p-1}(x)) = 0,$$

hence, $\rho_p$ factors through $\Sigma_p$.

We claim that any $g \in \mathfrak{g}$, such that $g \cdot x \in \Sigma_p$, satisfies

$$g \equiv g_p(x) \ldots g_2(x) \mod \mathfrak{g}_i(>p).$$

To see this we use the induction on $p$. Suppose this is true for $p$, and assume $g$ is such that $g \cdot x \in \Sigma_{p+1}$. Replacing $x$ by $\rho_p(x) = g_p(x) \ldots g_2(x) \cdot x$ and $g$ by $gg_2(x)^{-1} \ldots g_p(x)^{-1}$
we can assume that \( x \in \Sigma_p \). By the induction assumption, this implies that \( g \in \mathfrak{G}_i(>p) \), and the assertion follows from the fact that \( \Sigma_{p+1} \) is a section for the free action of \( F_{p+1} \) on \( \Sigma_p \).

Now we observe that the infinite product \( g(x) = \ldots g_4(x)g_3(x)g_2(x) \) in \( \mathfrak{G}_i \) is well defined. Furthermore, for each \( p \geq 1 \) we have
\[
g(x) \cdot x = \ldots g_{p+2}(x)g_{p+1}(x) \cdot \rho_p(x) \in \Sigma_p,
\]
hence, \( g(x) \cdot x \in \Sigma \). Together with the above claim this implies that \( \Sigma \) is a section for the \( \mathfrak{G}_i \)-action on \( X \).

We can apply the above construction with \( X \) being the open cell \( SG^a \) (and \( f \) the natural inclusion).

**Corollary 1.4.4.** Let us work over \( \mathbb{Q} \). For \( a = (a_1, \ldots, a_n) \in X(g, n) \) let \( I_a \subset \{1, \ldots, n\} \) be the set of \( i \) such that \( a_i > 0 \). Define
\[
\Sigma^a \subset SG^a
\]
as the closed subscheme cut out by the equations
\[
\alpha_{ii}[-a_i - p, -a_i] = 0
\]
for all \( p \geq 1, i \in I_a \). Then \( \Sigma^a \), which is isomorphic to an infinite-dimensional affine space, is a section for the action of the group \( \prod_{i \in I_a} \mathfrak{G}_i \) on \( SG^a \).

**Proof.** We take \( b = a \) in Proposition 1.4.3. Note that \( \pi_a \) is an isomorphism over \( SG^a \) by definition. Now the exact sequence (1.4.2) for \( i \in I_a \) gives an isomorphism
\[
\mathcal{H}_{\geq -a}/\mathcal{H}_{\geq -a + e_i} \otimes \mathcal{O}_X \cong \text{coker}(\pi_{a-e_i})
\]
over \( SG^a \). Thus, we see that Proposition 1.4.3 is applicable to the action of \( \mathfrak{G}_i \) on \( SG^a \), and we get that the subscheme \( \Sigma^a_i \subset SG^a \) cut out by the equations (1.4.4) for all \( p \geq 1 \) and given \( i \in I_a \) is a section for the action of \( \mathfrak{G}_i \) on \( SG^a \). Since each \( \Sigma^a_i \) is invariant with respect to the action of \( \mathfrak{G}_j \), for \( j \neq i \), using Lemma 1.4.2 we derive that
\[
\Sigma^a = \bigcap_{i \in I_a} \Sigma^a_i
\]
is a section for the action of \( \prod_{i \in I_a} \mathfrak{G}_i \) on \( SG^a \). \( \square \)

In the case when some of coordinates of \( a \) are zero (but not all, since we assume that \( g \geq 1 \)), we still get a section for the action of the full group \( \mathfrak{G} \) on \( SG^a \) as follows.

**Proposition 1.4.5.** Keep the assumptions and the notations of Corollary 1.4.4, and let us fix some \( i_0 \in I_a \). Then the closed subscheme \( \Sigma^{a,i_0} \subset \Sigma^a \), cut out by the equations
\[
\alpha_{i,i_0}[-1,0] - \alpha_{ii}[-1,0] = \alpha_{ii}[-1,p] = 0 \quad \text{for all } i \notin I_a, p \geq 1,
\]
is a section for the \( \mathfrak{G} \)-action on \( SG^a \).

**Proof.** Note that for each \( i \notin I_a \) the change of the parameter \( t_i \) of the form
\[
t_i \mapsto t_i + ct_i^{p+1} + \ldots
\]
leads to the transformation
\[
t_i^{-1} \mapsto t_i^{-1} - ct_i^{-1+p} + \ldots
\]
Hence, for \( p > 1 \) it does not change the coordinates \( \alpha_{ij}[-1, 0], \alpha_{ii}[-1, -1 + p'], 1 < p' < p \) and shifts \( \alpha_{ii}[-1, -1 + p] \) by \( c \). Also, for \( p = 1 \) this transformation shifts \( \alpha_{ij}[-1, 0] \) by \( -c \). Now we can use the same argument as in the proof of Proposition 1.4.3.

Let \( \text{ASG} = \text{ASG}(\mathcal{H}, g) \) be the closed subscheme of \( \text{SG}_1(g) \) consisting of \( W \) such that \( W \cdot W \subset W \) (so that \( W \) is a subalgebra of \( \mathcal{H} \)). Note that the Krichever map lands in \( \text{ASG} \). For \( \alpha = (a_1, \ldots, a_n) \in X(g, n) \) let us set

\[
\text{ASG}^{\alpha} := \text{SG}^{\alpha} \cap \text{ASG}.
\]

Note that the subschemes \( \text{ASG} \) and \( \text{ASG}^{\alpha} \) are preserved by the action of the group \( \mathfrak{G} \). Hence, we derive the following Corollary from Proposition 1.4.5.

**Corollary 1.4.6.** The closed subscheme \( \Sigma^{\alpha, \omega} \cap \text{ASG} \subset \text{ASG}^{\alpha} \) is a section for the \( \mathfrak{G} \)-action on \( \text{ASG}^{\alpha} \) (over \( \mathbb{Q} \)).

The Krichever map (1.1.8) induces a morphism

\[
\tilde{U}_{g,n}^{\text{as},(\infty)}(\alpha) \xrightarrow{\text{Kr}} \text{ASG}^{\alpha},
\]

compatible with the action of the group \( \mathfrak{G} \). Hence, using Lemma 1.4.2 we derive the following result, generalizing [17, Lem. 2.1.1].

**Corollary 1.4.7.** Let us work over \( \mathbb{Q} \). The closed subscheme \( \text{Kr}^{-1}(\text{ASG} \cap \Sigma^{\alpha, \omega}) \) is a section for the \( \mathfrak{G} \)-action on \( \tilde{U}_{g,n}^{\text{as},(\infty)} \), i.e., it is a section for the natural projection \( \tilde{U}_{g,n}^{\text{as},(\infty)}(\alpha) \to \tilde{U}_{g,n}^{\text{as}}(\alpha) \). Hence, we have canonical formal parameters at the marked points on the universal curve \( C \) over \( \tilde{U}_{g,n}^{\text{as}}(\alpha) \).

1.5. **Marked and weakly marked algebras.** In [17] we have shown that \( \tilde{U}_{g,g}^{\text{as}}(1, \ldots, 1) \) is isomorphic to the moduli space of marked algebras, which are algebras equipped with a filtration with some special properties. Here we generalize the concept of marked algebras to the case of any weight \( \alpha \in X(g, n) \) and show that their moduli space has a natural interpretation in terms of the Sato Grassmannian.

Let \( M_\alpha \subset (\mathbb{Z}_{\geq 0})^n \) be the submonoid consisting of \( m \in (\mathbb{Z}_{\geq 0})^n \) such that either \( m \geq \alpha \) or \( m = (0, \ldots, 0) \).

For a commutative ring \( R \) we define an \( R \)-subalgebra

\[
C_N \subset R[u_1] \oplus \cdots \oplus R[u_n]
\]

as follows. Let \( e_1, \ldots, e_n \) be the natural idempotents in \( R[u_1] \oplus \cdots \oplus R[u_n] \). Then \( C_N \) is spanned as an \( R \)-module by \( 1 = e_1 + \cdots + e_n \) and by the elements \( u_i^m \in R[u_i] \) for \( i = 1, \ldots, n, m > N \). We view \( C_N \) as a graded \( R \)-algebra, where \( \deg(u_i) = 1 \) for each \( i \).

**Definition 1.5.1.** (i) A marked algebra of type \( \alpha \) over \( R \) is a commutative \( R \)-algebra \( A \) equipped with an exhaustive \( M_\alpha \)-valued algebra filtration \( (F_\alpha A) \), such that \( F_n = F_0 = R \) and the map \( m \mapsto F_m A \) is a morphism of lattices, i.e.,

\[
F_{\min(m,m')} A = F_m A \cap F_{m'} A, \quad F_{\max(m,m')} A = F_m A + F_{m'} A.
\]

In addition, for each \( n \geq \alpha \) and each \( i = 1, \ldots, n \), there should be a fixed isomorphism

\[
\varphi_{n,i} : F_{n+e_i} A / F_n A \xrightarrow{\sim} R,
\]
such that the maps

$$F_{n+e} A/F_n A \otimes F_{n'}+e, A/F_{n'} A \to F_{n+n'+2e} A/F_{n+n'+e} A,$$

induced by the multiplication on $A$, get identified with the multiplication on $R$.

(ii) Let us set $D_1 := e_1 + \ldots + e_n \in \mathbb{Z}^n$, and for $N \geq 0$ let us consider the subsemigroup $M_N \subset (\mathbb{Z}_{\geq 0})^n$ given by

$$M_N := \{ kD_1 + \sum_{i=1}^{n} m_i e_i \mid k \geq N, \; 0 \leq m_i \leq \frac{k}{N} \text{ for } i = 1, \ldots, n \}. $$

A weakly $N$-marked algebra over $R$ is a commutative $R$-algebra $A$ equipped with $R$-submodules $F_m A \subset A$, for $m \in M_N$, such that $F_m A \cdot F_m A \subset F_{m+m'} A$ and the lattice condition (1.5.1) is satisfied. We denote by $(F_m A)_{m \geq N}$ the induced filtration $F_m A := F_{mD_1} A$. In addition, there should be fixed an isomorphism of graded non-unital $R$-algebras

$$\text{gr}_{> N}^F A = \bigoplus_{m > N} F_m A/F_{m-1} A \simeq C_N. \quad (1.5.2)$$

We impose the following two conditions on these data. First, we require that for each $m \geq N$ the image of $F_{mD_1 + e_i} A/F_m A$ in $F_{m+1} A/F_{m} A$ gets identified with $R u_{m+1}^m \subset (C_N)_{m+1}$. Secondly, for each $m > N$ let us denote by $S_m$ the set of elements $s \in F_m A$, such that

$$s = s \mod F_{m-1} A \in \text{gr}_m^F A \subset R^n$$

has components that are invertible in $R$. Then we require that if for some $m_0 > N$ and some $x \in A$, for each $m > m_0$ there exists $s \in S_m$ such that $xs \in F_{m_0} A$, then $x = 0$. Using the fact that $S_m \cdot S_m' \subset S_{m+m'}$, one can easily deduce from this that each $S_m$ consists of non-zero-divisors in $A$.

A weakly marked algebra is a weakly $N$-marked algebra for some $N$.

An isomorphism of weakly marked algebras is an isomorphism $A \simeq A'$ compatible with structures of weakly $N$-marked algebras for sufficiently large $N$.

**Lemma 1.5.2.** A marked algebra $A$ of type $a$ over $R$, is naturally a weakly $N$-marked algebra, where $N = \max(a_1, \ldots, a_n)$.

**Proof.** First, using the lattice condition in the definition of a marked algebra, we get that for $m > N$ one has

$$F_m A/F_{m-1} A \simeq \bigoplus_{i=1}^{n} F_{(m-1)D_1 + e_i} A/F_{m-1} A \simeq R^n.$$

This gives an identification of $\text{gr}_{> N}^F A$ with $C_N$ as $R$-modules. The compatibility of the isomorphisms $(\varphi_{n,i})$ with the product implies that this is an isomorphism of $R$-algebras. Next, suppose $x \in F_n A$ is such that for each $m > m_0$ there exists $s \in S_m$ such that $xs \in F_{m_0} A$. If $n = a$ then $x \in F_n A = R$, so the condition $xs \in F_{n-1} A$ implies that $x = 0$. Suppose now that $n > a$. Then there exists $i$ such that $n - e_i \geq a$. Let $\overline{x} = x \mod F_{n-e_i} A$. Then considering for $s \in S_m$ with sufficiently large $m$ the condition

$$xs \in F_{m_0} A \subset F_{n+mD_1 - e_i} A,$$

we deduce that $\overline{s} \cdot \overline{x} = 0$, hence, $\overline{x} = 0$. Thus, we get $x \in F_{n-e_i}$, and we can apply the induction to deduce that $x = 0$. \qed
Given a weakly marked algebra $A$ let us fix $N$ such that $A$ is weakly $N$-marked. Let us consider the localization $K(A) := S^{-1}A$, where

$$S = \sqcup_{m=0} \text{ or } m > N S_m$$

with $S_0 = \{1\}$ and $S_m$ for $m > N$ is as in Definition 1.5.1. It is clear that $S$ is multiplicative. The elements of $S$ are non-zero-divisors in $A$, so the natural homomorphism $A \to K(A)$ is injective. Note also that $S_m \neq \emptyset$ for all $m \gg 0$, so the localization $K(A)$ does not depend on a choice of $N$.

Next, we define a decreasing $\mathbb{Z}^n$-valued algebra filtration $(G_rK(A))_{r \in \mathbb{Z}^n}$ on $K(A)$ by

$$G_rK(A) := \{ \frac{a}{s} | a \in F_{mD_1-r}A, s \in S_m \text{ for some } m \gg 0 \}$$

(note that for any $r$ one has $mD_1 - r \in M_N$ for sufficiently large $m$). We also set $G_rK(A) := G_{rD_1}K(A)$.

At this point we are going to make a formal change variables $t_i = u_i^{-1}$. Thus, we view each $R[u_i]$ as a subring in $R[t_i, t_i^{-1}]$.

**Lemma 1.5.3.** Let $A$ be a weakly $N$-marked algebra.

(i) Let $r \in \mathbb{Z}^n$. For $\frac{s}{n} \in K(A)$, where $s \in S_m$, $m > N$ and $mD_1 - r \in M_N$, one has $\frac{s}{n} \in G_rK(A)$ if and only if $a \in F_{mD_1-r}A$.

(ii) The filtration $(G_rK(A))$ on $K(A)$ is exhaustive and Hausdorff. Also, for $m \in M_N$ we have

$$G_{-m}K(A) \cap A = F_mA. \quad (1.5.3)$$

If in addition $A$ is an $a$-marked algebra then (1.5.3) holds for $m \in M_a$.

(iii) There a is natural isomorphism of graded $R$-algebras

$$\text{gr}^G K(A) \simeq \bigoplus_{i=1}^n R[t_i, t_i^{-1}], \quad (1.5.4)$$

where $\text{deg}(t_i) = 1$.

**Proof.** (i) It is enough to prove that if $s \in S_m$ and $sa \in F_{n+mD_1}A$ for $n \in M_N$ then $a \in F_nA$. We can use induction on $k$ such that $a \in F_kA$. Since the leading term $s$ is not a zero divisor in $C_N$, from the condition $sa \in F_{mD_1}A$ we derive the existence of $a' \in F_{mD_1}A$ such that $a \equiv a' \mod F_{k-1}A$. Now we replace $a$ by $a - a'$ and use the induction assumption.

(ii) The fact that $F_\bullet A$ is exhaustive immediately implies that $\cup_r G_rK(A) = K(A)$. Next, (1.5.3) for $m \in M_N$ (resp., for $m \in M_a$ if $A$ is $a$-marked) follows easily from (i). Now to see that $\cap G_rK(A) = 0$, it is enough to prove that if $x \in A$ belongs to $G_rK(A)$ for all $r \geq 0$ then $x = 0$. From (i) we see that such $a$ satisfies $xs \in F_NA$ for any $s \in S_m$ with $m > N$. By the definition of a weakly $N$-marked algebra this implies that $x = 0$.

(iii) For a given $r \in \mathbb{Z}$ let us pick $m > N$ such that $m - r > N$. For any $s \in S_m$ and $a \in F_{m-r}A$ let us consider the elements $s$ and $\bar{s}$ of $\bigoplus_{i=1}^n R[t_i, t_i^{-1}]$ defined by

$$\bar{s} := s \mod F_{m-1}A \in \bigoplus_{i=1}^n R t_i^{-m}, \quad \bar{a} := a \mod F_{m-r-1}A \in \bigoplus_{i=1}^n R t_i^{-m+r}.$$
By the definition of $S_m$, $\mathfrak{S}$ has invertible coefficients with each $t_i^m$. Hence, $\mathfrak{S}$ is invertible in $\bigoplus_{i=1}^n R[t_i^m, t_i^{-1}]$, so we can consider the fraction $\frac{\mathfrak{S}}{t_i} \in \bigoplus_{i=1}^n R[t_i^m]$. It is easy to check that this construction gives a well defined map of $R$-modules

$$G_r K(A)/G_{r+1} K(A) \to \bigoplus_{i=1}^n R[t_i^m],$$

which is in fact an isomorphism, and these maps are compatible with multiplication. □

**Corollary 1.5.4.** (i) Let $A$ and $A'$ be weakly marked algebras over $R$, such that $A$ is weakly $N$-marked and $A'$ is weakly $N'$-marked. Then any isomorphism $\phi : A \to A'$ of weakly marked algebras satisfies $\phi(F_m A) = F_m A'$ for $m \in M_N \cap M_{N'}$, and the induced isomorphism

$$\text{gr}_{\geq \max(N,N')}^F A \simeq \text{gr}_{\geq \max(N,N')}^F A'$$

is compatible with the identifications (1.5.2).

(ii) Let $A$ and $A'$ be $a$-marked algebras over $R$. Then any isomorphism $A \simeq A'$ of weakly marked algebras is an isomorphism of $a$-marked algebras.

**Proof.** (i) Note that the localization $K(A)$ and the filtration $G_r K(A)$ depend only on $F_m A$ for $m \gg 0$ (see Lemma 1.5.3(i)). Now using Lemma 1.5.3(ii) we recover $F_m A$ for all $m \in M_N$ as the intersection of $G_{-m} K(A)$ with $A$. This shows that $\phi(F_m A) = F_m A'$ for all $m \in M_N \cap M_{N'}$. The isomorphism induced by $\phi$ on $\text{gr}_{\geq \max(N,N')}^F$ acts as identity in degrees $\gg 0$. This easily implies that it acts as identity in all degrees.

(ii) An isomorphism $A \simeq A'$ of weakly marked algebras induces an isomorphism $K(A) \simeq K(A')$ compatible with the filtrations $G_r$. Since the filtrations $F_m$ are recovered from $G_r$ via (1.5.3), the assertion follows. □

For a weakly marked algebra $A$ let us consider the completion

$$\widehat{K(A)} := \varprojlim_n K(A)/G_r K(A)$$

Then Lemma 1.5.3(iii) easily implies that there exists a noncanonical isomorphism

$$\widehat{K(A)} \simeq \bigoplus_{i=1}^n R((t_i)),$$

compatible with the $\mathbb{Z}$-filtrations $G_r K(A)$ and $\bigoplus_{i=1}^n t_i^m R((t_i))$, and with the isomorphism (1.5.4).

Let $\text{MA}^a(R)$ (resp., $\text{WMA}(R)$) denote the groupoid of marked algebras of type $a$ (resp., weakly marked algebras) over $R$ and their isomorphisms. Note that by Corollary 1.5.4, $\text{MA}^a(R)$ is a full subgroupoid in $\text{WMA}(R)$.

**Proposition 1.5.5.** (i) Let $\text{SA}(\mathcal{H}_R)$ be the set of $R$-subalgebras $W \subset \mathcal{H}_R$, such that for some $N \geq 0$, one has $H^1(W(Np_1 + \ldots + Np_n)) = 0$, i.e., $\mathcal{H}_R = W + \mathcal{H}_{R \geq -N}$. Let $[\text{SA}(\mathcal{H}_R)/\mathfrak{G}(R)]$ be the groupoid with objects $\text{SA}(\mathcal{H}_R)$ and morphisms given by elements of $\mathfrak{G}(R)$. Then the natural functor

$$[\text{SA}(\mathcal{H}_R)/\mathfrak{G}(R)] \to \text{WMA}(R)_22$$
is fully faithful.

(ii) The natural functor of groupoids

$$\Phi : [\text{ASG}^a(R)/\mathfrak{G}(R)] \to \text{MA}^a(R),$$

induced by the functor in part (i), is an equivalence.

Proof. (i) Given a subalgebra $W \subset H_R = \bigoplus_{i=1}^n R((t_i))$ in $\text{SA}(H_R)$, we define the structure of a weakly marked algebra on $W$ by considering the filtration

$$F_m W := W \cap \bigoplus_{i=1}^n t_i^{-m_i} R[[t_i]], \quad (1.5.5)$$

where each $m_i \geq N$, with $N$ large enough (note that for a weakly marked algebra structure we only need $F_m W$ for $m \in M_N$). By assumption, $F_m W/F_{m-1} W \simeq R^n$, and this gives an isomorphism of $\text{gr}^F_{\geq N} W$ with $C_N$. To see that this defines a weakly marked algebra structure on $W$ we need to check that if for some $m_0 > N$ and some $x \in W$, for each $m > m_0$ there exists $s \in S_m$ such that $xs \in F_{m_0} W$, then $x = 0$. But this follows immediately by considering the leading terms of the components of $x$ in $R((t_i))$.

We can view an action of $g \in \mathfrak{G}(R)$ as an automorphism of $H_R$, compatible with the filtration by the submodules $F_m = \bigoplus_{i=1}^n t_i^{-m_i} R[[t_i]]$ and acting as identity on the associated graded algebra of the filtration ($F_m$). Thus, if $gW = W'$ then we have an induced isomorphism of weakly marked algebras $W \to W'$.

Note that the localization $K(W)$ can be viewed as an $R$-subalgebra in $H_R$, since all the elements of $S$ are invertible in the latter ring. Furthermore, it is easy to see that

$$G_r K(W) = K(W) \cap \bigoplus_{i=1}^n t_i^r R[[t_i]].$$

Now Lemma 1.5.3 implies that the embedding of $K(W)$ into $\bigoplus_{i=1}^n R((t_i))$ induces an isomorphism

$$\hat{K}(W) \sim \bigoplus_{i=1}^n R((t_i)) = H_R, \quad (1.5.6)$$

compatible with the embedding of $W$ into $K(W)$ and into $H_R$.

Given a subalgebra $W \subset H_R$ and an element $g \in \mathfrak{G}(R)$, let us consider the corresponding isomorphism $\phi_g : W \to W' = gW$ of weakly marked algebras. Passing to completions we get an isomorphism

$$\hat{\phi}_g : \hat{K}(W) \to \hat{K}(W'),$$

fitting into a commutative diagram:

$$\begin{array}{ccc}
\hat{K}(W) & \sim & H_R \\
\downarrow \hat{\phi}_g & & \downarrow \\
\hat{K}(W') & \sim & H_R
\end{array}$$
This shows that $g$ can be recovered from $\phi_g$.

Conversely, given an isomorphism of weakly marked algebras $\phi : W \to W'$, for subalgebras $W, W' \subset \mathcal{H}_R$, we get an induced isomorphism $\hat{\phi} : K(W) \to K(W')$. It corresponds via the isomorphisms (1.5.6) for $W$ and for $W'$ to an automorphism of $\mathcal{H}_R$, compatible with the $\mathbb{Z}_n$-filtration $(\bigoplus_{i=1}^n t_i^R[t_i])$, and inducing the identity on the associated graded with respect to the $\mathbb{Z}$-filtration $(\bigoplus_{i=1}^n t_i^R[R[t_i]])$. Hence, this automorphism of $\mathcal{H}_R$ is given by the action of an element of $g \in \mathfrak{G}$. Since $\phi|_W = \phi$, we see that $g(W) = W'$.

(ii) The functor $\Phi$ associates with $W \subset \mathcal{H}_R$, the same $W$ viewed as an algebra, with the filtration $(F_m W)_{m \in M_n}$ given by (1.5.5) and with the isomorphisms $\varphi_{n,i}$ coming from the standard basis of $\mathcal{H}_R$. By part (i) and Corollary 1.5.4(ii), the functor $\Phi$ is fully faithful. It remains to check that it is essentially surjective. Let $A$ be a marked algebra of type $a$ over $R$. Let us fix some isomorphism $\hat{K}(A) \simeq \mathcal{H}_R$, compatible with the filtrations $G_r$ and with (1.5.4). Then we obtain an embedding

$$A \to \hat{K}(A) \to \hat{K}(A) \simeq \mathcal{H}_R.$$ 

It is easy to see that $A$, viewed as a subalgebra of $\mathcal{H}_R$, gives an $R$-point of $\text{ASG}^a$, that maps to $A$ under $\Phi$. \hfill $\square$

**Remark 1.5.6.** Note that for any $S = \bigcup_{i=1}^n S_i$, where $\mathbb{Z}_{\geq 0} \subset S_i \subset \mathbb{Z}$ with $|S_i \setminus \mathbb{Z}_{\geq 0}| < \infty$, we have an inclusion

$$U_{S,1} \cap \text{ASG}(R) \subset \text{SA}(\mathcal{H}_R),$$

where $U_{S,1}$ is the open cell (1.1.5).

1.6. **Gröbner bases.** Recall that Gröbner bases can be defined with respect to any complete order $<$ on the monomials, which is *admissible*, i.e., satisfies

$$a < b \implies ac < bc, \quad a < ab.$$ 

(1.6.1)

If $<$ is such a complete order and $\text{deg}$ is a nonnegative grading on the variables then we can define a new admissible complete order $<_{\text{deg}}$ by

$$a <_{\text{deg}} b \text{ if either } \text{deg}(a) < \text{deg}(b) \text{ or } \text{deg}(a) = \text{deg}(b) \text{ and } a < b.$$ 

If we have two nonnegative gradings $\text{deg}_1, \text{deg}_2$ then iterating this construction we obtain the admissible complete order $<_{\text{deg}_1,\text{deg}_2}$, where we first check whether $\text{deg}_1(a) < \text{deg}_1(a)$, then whether $\text{deg}_2(a) < \text{deg}_2(a)$ and finally in the case of two ties, whether $a < b$.

Let $R$ be a commutative ring, and let $W \subset \mathcal{H}_R = \bigoplus_{i=1}^n R((t_i))$ be a subalgebra, which as a subspace comes from an $R$-point of one of the open cells of $SG$. Let us set

$$D_1 := p_1 + \ldots + p_n.$$

We make the following additional assumptions on $W$:

(*) Assume that for some $N > 0$ one has $H^1(W(ND_1)) = 0$ and $H^0(W(ND_1))/R \cdot 1$ is a free $R$-module of finite rank.

Then for each $i = 1, \ldots , n$ and each $j = 0, \ldots , N$, we can choose an element

$$h_i(j) \in H^0(W((1 + j)p_i + ND_1)) \text{ such that } h_i(j) \equiv t_i^{N-1-j} \mod H^0(W((jp_i + ND_1))).$$
In other words, \( h_i(j) \) is required to have the pole of order exactly \( N + 1 + j \) in \( t_i \) and a pole of order at most \( N \) in all other \( t_{i'} \)'s. Let us set \( f_i = h_i(0) \). Also, let \( 1, g_1, \ldots, g_r \) be an \( R \)-basis of \( H^0(W(ND_1)) \) which exists by the assumption \((\ast)\).

**Proposition 1.6.1.** The elements

\[
(f_i, h_i(j), g_k)_{i=1, \ldots, n, j=1, \ldots, N, k=1, \ldots, r}
\]
generate the algebra \( W \). Let us view \( W \) as the quotient of the polynomial algebra in \( f_i, h_i(j), g_k \), by an ideal \( J \). Consider the ordering \( <_{\deg_1, \deg_2} \) on monomials in \( f_i, h_i(j), g_k \), where

\[
\deg_1(h_i(j)) = N + 1 + j, \quad \deg_2(h_i(j)) = 0, \quad \deg_1(g_k) = N, \quad \deg_2(g_k) = 1
\]

(where \( j \geq 0 \) and \( f_i = h_i(0) \)), and \( < \) is the reverse lexicographical order for any ordering of the variables \( < \) such that \( \deg_1(a) < \deg_1(b) \) implies \( a < b \). Then the corresponding normal monomials are

\[
f_i^m, \quad f_i^m h_i(j), \quad g_k, \quad (\text{1.6.2})
\]

with \( m \geq 0, \ i = 1, \ldots, n, \ j = 1, \ldots, N \). The corresponding Gröbner basis of \( J \) consists of elements of the form (written starting from the leading term)

\[
\begin{align*}
&h_i(j)h_i(j') - f_i h_i(j + j') + \text{terms}(\deg_1 \leq 2N + 1 + j + j'), \quad \text{for } j + j' \leq N, \\
&h_i(j)h_i(j') - f_i^2 h_i(j + j' - N - 1) + \text{terms}(\deg_1 \leq 2N + 1 + j + j'), \quad \text{for } j + j' \geq N + 1, \\
&h_i(j)h_{i'}(j') + P_i(\leq 2N + 1 + j) + P_{i'}(\leq 2N + 1 + j') + \text{terms}(\deg_1 \leq 2N), \\
&h_i(j) f_{i'} + Q_i(\leq 2N + 1 + j) + Q_{i'}(\leq 2N + 1) + \text{terms}(\deg_1 \leq 2N), \\
&f_i f_{i'} + R_i(\leq 2N + 1) + R_{i'}(\leq 2N + 1) + \text{terms}(\deg_1 \leq 2N), \\
&h_i(j) g_k + \ldots, \quad f_i g_k + \ldots, \quad g_k g_l + \ldots,
\end{align*}
\]

(1.6.3)

where \( i \neq i', \ j \geq 1, \ j' \geq 1 \), the expression \( \text{terms}(\deg_1 < a) \) stands for a linear combination of normal monomials of \( \deg_1 < a \), and \( P_i(\leq a), Q_i(\leq a), R_i(\leq a) \) are some linear combinations of normal monomials of the form \( f_i h_i(j), \ h_i(j), \) and \( f_i \) with \( \deg_1 \leq a \).

**Proof.** First, we claim that the monomials (1.6.2) form a basis \( W \). Indeed, for each \( m \geq N \) let \( B_m \) be the subset of these monomials that have \( \deg_1 \) equal to \( m \). Since \( B_0 \cup B_N = \{1, g_1, \ldots, g_r\} \) is a basis of \( H^0(W(ND_1)) \), it is enough to prove that for each \( m \geq N + 1 \) the elements of \( B_m \) project to a basis of \( H^0(W(mD_1))/H^0(W((m-1)D_1)) \). Note that \( B_m \) consists of elements \( f_i^m h_i(j), \) where \( i = 1, \ldots, g \), such that \( m = p(N + 1) + N + 1 + j \) with \( p \geq 0 \) and \( 0 \leq j \leq N \) (where we use \( h_i(0) = f_i \) for \( j = 0 \)). Thus, for each \( i = 1, \ldots, g \) there exists a unique monomial in \( B_m \) having the pole of order exactly \( m \) in \( t_i \) and poles of order \( < m \) in other \( t_{i'} \)'s. This immediately implies our claim.

It is easy to see that (1.6.2) are precisely all the monomials that are not divisible by any of the initial monomials in (1.6.3). Thus, it remains to prove that the ideal \( J \) contains elements of the form (1.6.3), where the leading terms are bigger than the subsequent terms. In other words, we have to check that any initial monomial \( M \) in (1.6.3), viewed as an element of \( W \), is a linear combination of smaller monomials among (1.6.2) of prescribed form.

For the monomials of the form \( h_i(j)h_{i'}(j') \) (including the possibilities \( i = i' \) and \( j = 0 \) or \( j' = 0 \)) this is obtained by analyzing polar parts of the expansion of this monomial in \( t_k \). Note that for \( k \neq i, i' \) the order of pole in \( t_k \) is \( \leq 2N \), while for \( i \neq i' \) the order of
pole in $t_i$ is $\leq 2N + 1 + j$. In the case $i = i'$ we also use the fact that the expansion of $h_i(j)h_i(j')$ in $t_i$ starts with $t_i^{-2N-2-j-j'}$ and find the matching normal monomial.

In the remaining case when $M$ is one of the monomials $h_i(j)g_k$, $f_ig_k$ or $g_ig_l$, we have $\deg_1(M) > N$, so all elements of $B_m$ have $\deg_2 = 0$, hence are smaller than $M$. □

1.7. Proof of Theorems A and B. First, we will work over $\mathbb{Q}$. Then we will explain what modifications have to be made to work over $\mathbb{Z}[1/N]$.

Recall that by Corollary 1.4.7, we have a morphism

$$\widetilde{\mathcal{U}}_{g,n}(\mathfrak{a}) \simeq \text{Kr}^{-1}(\text{ASG} \cap \Sigma^{a,i_0}) \xrightarrow{\text{Kr}} \text{ASG} \cap \Sigma^{a,i_0},$$

where $\Sigma^{a,i_0}$ is a section for the $\mathfrak{G}$-action on $SG^a$ defined in Proposition 1.4.5.

Note that $\text{ASG} \cap \Sigma^{a,i_0}$ is an affine scheme, as a closed subscheme of the affine scheme $\Sigma^{a,i_0}$, although at the moment we do not know that it is of finite type. Let $R$ be the corresponding commutative ring, so $\text{ASG} \cap \Sigma^{a,i_0} = \text{Spec}(R)$. Let $W \subset \mathcal{H}_R$ be the subalgebra corresponding to the universal $R$-point of $\text{ASG} \cap \Sigma^{a,i_0}$. We are going to use the procedure of Section 1.6 to construct a canonical set of generators of the $R$-algebra $W$ and an $R$-basis of $W$ consisting of normal monomials.

Namely, let $N$ be the maximal of the numbers $a_1, \ldots, a_n$. Then the condition ($*$) is satisfied for $W$ and the elements

$$f_i[-p], \text{ for } i = 1, \ldots, n, a_i < p \leq N, \quad (1.7.1)$$

where $f_i[-p]$ are given by (1.3.2), (1.3.3) (normalized by $\alpha_i[-p,0] = 0$), form a basis of $H^0(W(ND_1))/R \cdot 1$. Similarly, for $i = 1, \ldots, n$ and $j = 0, \ldots, N$ we set $h_i(j) = f_i[-N-j-1]$ (and $f_i = h_i(0) = f_i[-N-1]$). Thus, we are in the setting of Proposition 1.6.1, with the elements (1.7.1) playing the role of $(g_k)$.

Therefore, the algebra $W$ has the basis (1.6.2) as an $R$-module, and the Gröbner basis of the ideal of relations between $(f_i, h_i(j), g_k)$ has form (1.6.3). Note that by Buchberger’s Criterion (see [4, Thm. 15.8]), if we write general relations of the form (1.6.3) and treat coefficients as indeterminate variables, then the condition that the normal monomials form a basis will give a system of polynomial equations on the coefficients. Thus, we have an affine scheme $\widetilde{S}_{GB}$ (where “GB” stands for Gröbner bases) of finite type over $\mathbb{Q}$, which parametrizes Gröbner bases of this form. We are going to define a closed subscheme $S_{GB} \subset \widetilde{S}_{GB}$ by imposing additional equations on the coefficients in the relations (1.6.3) (in the case when all $a_i = 1$ we considered such a scheme in [17, Lem. 1.2.2.]). Namely, we define $S_{GB}$ inside $\widetilde{S}_{GB}$ by imposing the additional requirement for the relations with the leading terms $f_i[-p]f_i$ and $f_i[-p]f_{i'}$ to have form

$$f_i[-p]f_i = h_i(p) + A_i(\leq N + p) + \sum_{k \neq i} A_k(\leq 2N) + \text{terms}(\deg_1 \leq N),$$

$$f_i[-p]f_{i'} = B_{i'}(\leq N + 1 + a_{i'}) + \sum_{k \neq i'} B_k(\leq 2N) + \text{terms}(\deg_1 \leq N), \quad (1.7.2)$$

where $i \neq i'$, $a_i < p \leq N$, $A_i(\leq a)$ and $B_i(\leq a)$ are some linear combinations of the elements $h_i(l)$ and $f_i$ of $\deg_1 \leq a$.
The above construction defines a morphism of affine schemes \( ASG \cap \Sigma^{a,io} \to \tilde{S}_{GB} \), and we claim that it factors through a morphism
\[
i : ASG \cap \Sigma^{a,io} \to S_{GB}.
\]
Indeed, the equations (1.7.2) follow from the fact that the expansions of \( f_i[-p]f_i \) (resp., \( f_i[-p]f_{i'} \)) in \( t_k \) with \( k \neq i \) (resp., \( k \neq i' \)) have poles of order \( \leq 2N \), while the expansion of \( f_i[-p]f_i \) in \( t_i \) starts with \( t_i^{N-1-p} \) (resp., the expansion of \( f_i[-p]f_{i'} \) in \( t_{i'} \) has pole of order \( \leq N + 1 + a_{i'} \)).

Next, we are going to construct a morphism
\[
r : S_{GB} \to \tilde{U}_{g,n}^a(a)
\]
such that the compositions
\[
\tilde{U}_{g,n}^a(a) \xrightarrow{Kr} ASG \cap \Sigma^{a,io} \xrightarrow{i} S_{GB} \xrightarrow{r} \tilde{U}_{g,n}^a(a) \quad \text{and}
\]
\[
ASG \cap \Sigma^{a,io} \xrightarrow{i} S_{GB} \xrightarrow{r} \tilde{U}_{g,n}^a(a) \xrightarrow{Kr} ASG \cap \Sigma^{a,io}
\]
are the identity morphisms. Since \( S_{GB} \) is an affine scheme of finite type, using Lemma 1.7.1 below, this would imply that both maps
\[
i \circ Kr : \tilde{U}_{g,n}^a(a) \to S_{GB} \quad \text{and} \quad i : ASG \cap \Sigma^{a,io} \to S_{GB}
\]
are closed embeddings that factor through each other. It would follow that
\[
\tilde{U}_{g,n}^a \simeq ASG \cap \Sigma^{a,io}
\]
and that this is an affine scheme of finite type.

To construct the morphism (1.7.3) we use the universal family over \( S_{GB} = \text{Spec}(R_{GB}) \), i.e., the algebra \( A_{GB} \) over \( R_{GB} \), obtained as a quotient by the ideal generated by the universal Gröbner basis. Note that the basis of normal monomials (1.6.2) in our case gives the following \( R_{GB} \)-basis of \( A_{GB} \):
\[
f_m^i, \ f_i^m h_i(j), \ f_i[-p],
\]
where \( m \geq 0, \ i = 1, \ldots, n, \ j = 1, \ldots, N, \ a_i < p \leq N \). Let us define the increasing filtration \( (F_m A_{GB}) \) on \( A_{GB} \), by letting \( F_m A_{GB} \) to be the \( R_{GB} \)-submodule spanned by the normal monomials with \( \deg_1 \leq m \). Any leading term among (1.6.3) is expressed in terms of elements with smaller or equal \( \deg_1 \), hence \( F_\bullet A_{GB} \) is an algebra filtration. We also have a \( M_N \)-valued filtration defined by
\[
F_{kD_i + \sum m_i e_i A_{GB}} = F_k + \sum_{k<(p+1)(N+1)+j \leq k+m_i} R \cdot f_i^p h_i(j), \quad (1.7.6)
\]
where \( 0 \leq m_i \leq k/N \). We will see later that it defines a structure of a weakly \( N \)-marked algebra on \( A_{GB} \).

Let \( R(A_{GB}) = \bigoplus_{m \geq 0} F_m A_{GB} \) be the corresponding Rees algebra, and let \( T \in R(A_{GB}) \) be the element of degree 1 corresponding to \( 1 \in F_1 A_{GB} \). Note that \( T \) is a non-zero-divisor and \( R(A_{GB})/(T) \simeq \text{gr}^F A_{GB} \), the associated graded algebra for the filtration \( F_\bullet A_{GB} \).

We claim that
\[
C_{GB} := \text{Proj}(R(A_{GB}))
\]
is a flat family of curves over $R_{GB}$, equipped with the natural marked points $p_1, \ldots, p_n$, making it into an $R_{GB}$-point of $\mathcal{U}^{as}_{g,n}(a)$.

Note that for $m > N$ the quotient $F_m A_{GB}/F_{m-1} A_{GB}$ has the basis $(f_i^j h_i(j))_{i=1,\ldots,n}$, where $p \geq 0$ and $j$, $0 \leq j \leq N$, are unique such that $m = p(N+1) + N + 1 + j$. Note also that in $\text{gr}^F A_{GB}$ we have the relations

$h_i(j)h_i(j') = f_i h_i(j+j')$, for $j + j' \leq N$,

$h_i(j)h_i(j') = f_i^2 h_i(j+j' - N - 1)$, for $j + j' \geq N + 1$,

$h_i(j)h_{i'}(j') = 0$, $h_i(j)f_{i'} = 0$, $f_i f_{i'} = 0$, for $i \neq i'$.

This easily implies the following identification of the truncated associated graded algebra:

$$\text{gr}^F_{>N} A_{GB} \simeq \bigoplus_{i=1}^n R_{GB}[u_i]_{>N},$$

where the variables $u_i$ have degree 1. Therefore, the divisor $D := (T = 0)$ in $C_{GB}$ is isomorphic to $\text{Proj}(\bigoplus_{i=1}^n R_{GB}[u_i])$, i.e., it is the disjoint union of $n$ copies of the base $\text{Spec}(R_{GB})$. Note that the algebra of functions on the complement to $D$ is isomorphic to the degree 0 part of the localization $\mathcal{R}(A_{GB})[T^{-1}]$, which is $A_{GB}$, so we get an identification of $R_{GB}$-algebras

$$H^0(C_{GB} \setminus D, \mathcal{O}) \simeq A_{GB}.$$  

(1.7.8)

Let $F_i, H_i(j)$ be elements $f_i, h_i(j)$ viewed as elements of $F_m A_{GB} = \mathcal{R}_m(A_{GB})$, where $m$ is equal to deg of the corresponding element of $A_{GB}$. We define the marked points $p_1, \ldots, p_n$, so that $D = p_1 \cup \ldots \cup p_n$, and $F_i \neq 0$, $H_i(j) \neq 0$ at $p_i$.

As in the proof of [17, Thm. 1.2.4], we check that $C_{GB}$ is flat over $R_{GB}$, the sheaf $\mathcal{O}(1)$ on $C_{GB}$ is locally free, and the divisor $D = (T = 0)$ in $C_{GB}$ is ample.

As in the proof of [17, Thm. 1.2.4], we consider the affine open neighborhood of $p_i$ in which $F_i$ and all $H_i(j)$ are invertible. Then $p_i$ is the intersection of $D$ with this open neighborhood, so

$$t_i := TF_i/H_i(1)$$

(1.7.9)

generates the ideal of $p_i$ over this neighborhood. Since $t_i$ is a non-zero-divisor, we get that $C_{GB}$ is smooth over $R_{GB}$ near $p_i$.

Let us observe also that (1.7.7) implies that for any $j \geq 0$ the function $H_i(j) F_1^{N+1+j} / H_1(1)^{N+1+j} \in A(p_i)$, has value 1 at $p_1$.

We claim that considering polar conditions near $p_1, \ldots, p_n$ we recover the filtration $F_m A_{GB}$ on $A_{GB} = H^0(C_{GB} \setminus D, \mathcal{O})$, for $m \in M_N$ (see (1.7.6)). For this we need to estimate the orders of poles of $h_i(j)$, $j \geq 0$, and of $f_i[p]$ at all the marked points. By symmetry, it is enough to consider the marked point $p_1$. We use $t_1 = TF_1/H_1(1)$ as a local parameter at $p_1$. We have for $j \geq 0$,

$$h_1(j) = H_1(j)/T^{N+1+j} = H_1(j) F_1^{N+1+j} / H_1(1)^{N+1+j} \cdot t_1^{-N-1-j}.$$

As we observed before, the fraction is invertible at $p_1$, so we get that the order of pole is exactly $N + 1 + j$. 28
If \( G \) is a monomial of degree \( \deg_1 = N \), viewed as an element of \( F_N A_{GB} = \mathcal{R}_N(A_{GB}) \), then \( GF_1^N/H_1(1)^N \in A(p_1) \) is regular at \( p_1 \). This implies that
\[
\frac{G}{T^N} = \frac{GF_1^N}{H_1(1)^N},
\]
has pole of order \( \leq N \) at \( p_1 \). Thus, any element \( f_i[-p] \in A_{GB} \) has pole of order \( \leq N \) at \( p_1 \).

Note that for \( i \neq 1 \) the function \( f_i/f_1 = F_i/F_1 \) vanishes at \( p_1 \), hence, \( f_i \) has pole of order \( \leq N \) at \( p_1 \). Similarly, \( h_i(j)/h_1(j) \) vanishes at \( p_1 \), so \( h_i(j) \) has pole of order \( \leq N + j \leq 2N \) at \( p_1 \). Thus, we deduce that all normal monomials of degree \( \deg_1 \leq 2N \), have poles of order \( \leq 2N \) at \( p_1 \). Indeed, these are just the elements \( f_i[-p] \) and \( h_i(j) \) for \( j \leq N - 1 \) (with possibly \( i = 1 \)).

Now let us check by induction on \( j \) that for \( i \neq 1 \), \( h_i(j) \) has pole of order \( \leq N \) at \( p_1 \).

By (1.6.3), we have
\[
h_i(j)f_1 = Q_i(\leq 2N + 1 + j) + Q_1(\leq 2N + 1) + \text{terms}(\deg_1 \leq 2N),
\]
where \( Q_i(\leq 2N + 1 + j) \) is a linear combination of \( f_i, h_i(j') \) and \( f_i h_i(k) \) for \( 0 \leq k < j \), while \( Q_1(\leq 2N + 1) \) is a linear combination of \( h_i(j') \) and \( f_1 \). Using the induction assumption we see that \( Q_i(\leq 2N + 1 + j) \) has pole of order \( \leq 2N \) at \( p_1 \). Hence, we derive that \( h_i(j)f_1 \) has pole of order \( \leq 2N + 1 \) at \( p_1 \), which implies that \( h_i(j) \) has pole of order \( \leq N \) at \( p_1 \).

The above information on the poles implies that the elements \( (f_i^p h_i(j)) \) with \( k < (p + 1)(N+1)+j < k+m_i \) project to a set of generators of \( H^0(C_{GB}, \mathcal{O}(kD + \sum_i m_ip_i)) \), provided \( 0 \leq m_i \leq k/N \) for each \( i \). Thus, we deduce that for each \( m = kD_1 + \sum_i m_ie_i \in M_N \) one has
\[
F_mA_{GB} = H^0(C_{GB}, \mathcal{O}(kD + \sum_i m_ip_i)),
\]
where the left-hand side is given by (1.7.6).

We need a more precise information on the poles of \( f_i[-p] \). Let us consider the first of the relations (1.7.2) for \( i = 1 \). As we have shown, the terms of degree \( \leq N \) have poles of order \( \leq N \) at \( p_1 \). The same is true for linear combinations of \( h_k(j) \) with \( k \neq 1 \), so we derive that \( f_1[-p]f_1 - h_1(p) \) has pole of order \( \leq N + p \) at \( p_1 \). Thus, \( f_1[-p]f_1 \) has pole of order exactly \( N + 1 + p \) at \( p_1 \), which implies that \( f_1[-p] \) has pole of order exactly \( p \) at \( p_1 \). Similarly, considering the second of the relations (1.7.2) for \( i \neq 1, i' = 1 \), we see that \( f_i[-p]f_1 \) has pole of order \( \leq N + 1 + a_1 \) at \( p_1 \), which implies that \( f_i[-p] \) has pole of order \( \leq a_1 \) at \( p_1 \).

The above information on the poles implies that the elements \( (f_i[-p]) \) project to an \( R_{GB} \)-basis of \( H^0(C_{GB}, \mathcal{O}(ND))/H^0(C_{GB}, \mathcal{O}(a_1p_1 + \ldots + a_np_n)) \). Hence, we also deduce that \( H^0(C_{GB}, \mathcal{O}(a_1p_1 + \ldots + a_np_n)) = R_{GB} \).

Also, for \( m \geq N \) the isomorphism \( F_mA_{GB} \simeq H^0(C_{GB}, \mathcal{O}(mD)) \) shows that \( H^0(C_{GB}, \mathcal{O}(mD)) \) is a free \( R_{GB} \)-module of rank \( mn - g + 1 \). Hence, we have a family of curves of arithmetic genus \( g \) with marked points satisfying the condition \( h^0(\mathcal{O}(a_1p_1 + \ldots + a_np_n)) = 1 \).

We define the family of tangent vectors at the marked points using the local parameters \( t_1, \ldots, t_n \) given by (1.7.9). Hence, we obtained an \( R_{GB} \)-point of \( \tilde{U}_{g,n}^m(a) \), i.e., defined a morphism \( r : S_{GB} \to \tilde{U}_{g,n}^m(a) \).
Since $ASG \cap \Sigma^{a,\io} \simeq ASG^a/\Theta$, to check that $\overline{Kr} \circ r \circ i = id$, by Proposition 1.5.5(iii), we need to show that the isomorphism (1.7.8) is compatible with the marked algebra structures on both sides. By Proposition 1.5.5(i), it is enough to show the compatibility with the weakly marked algebra structures on both sides. But this follows from the identification (1.7.10).

Next, we need to check that $r \circ i \circ \overline{Kr} = id$. Thus, starting with a family of curves $(C, p_1, \ldots, p_n)$ over a commutative ring $R$, with fixed tangent vectors at $p_i$, defining an $R$-point of $\widetilde{U}^a_{g,n}(a)$, we apply the morphism $r$ to the algebra $A = H^0(C \setminus D, \mathcal{O})$, viewed as a subalgebra of $\bigoplus_i R((t_i))$, where $t_i$ are the canonical parameters at the marked points (see Corollary 1.4.7). Note that the corresponding Rees algebra $\mathcal{R}(A)$ (truncated in degree $\geq N$) can be identified with $\bigoplus_{m \geq N} H^0(C, \mathcal{O}(mD))$. Since $D$ is ample, we have a natural isomorphism

$$C \simeq \text{Proj}(\mathcal{R}(A)),$$

compatible with the marked points $p_i$. Since the expansion of $f_i/h_i(1) = f_i[-N - 1]/f_i[-N - 2]$ at $p_i$ has form $f_i/h_i(1) = t_i + \ldots$, we get the compatibility with the tangent vectors at the marked points.

This finishes the proof of Theorem A(i) and of Theorem B, working over $\mathbb{Q}$. Let us now explain how to pass to $\mathbb{Z}[1/N]$. Recall that we needed to work over $\mathbb{Q}$ so that we could use the section $\Sigma^{a,\io}$ for the $\Theta$-action on $SG^a$ and the corresponding canonical formal parameters at the marked points over $\widetilde{U}^a_{g,n}(a)$ (see Proposition 1.4.5 and Corollary 1.4.7). However, if we only keep track of finite jets of formal parameters and work with the Grassmannian of subspaces of $\mathcal{H}_{\geq -N}/\mathcal{H}_{\geq N}$ for large $N$, then it would be enough to work over $\mathbb{Z}[1/N]$. Now we observe that since the affine scheme $SG_{GB}$ is of finite type, we can define versions of the morphisms in (1.7.4), replacing $ASG$ with the following truncated version for large enough $N$: we consider subspaces $\overline{W} \subset \mathcal{H}_{\geq -N}/\mathcal{H}_{\geq 2N}$ such that $1 \in \overline{W}$ and

$$\overline{W} \cdot \overline{W} \subset (\overline{W} + \mathcal{H}_{\geq N})/\mathcal{H}_{\geq N} \subset \mathcal{H}_{\geq -N}/\mathcal{H}_{\geq N}.$$

Then the entire argument above still works and we only need $\text{Spec}(\mathbb{Z}[1/N])$ as a base.

Next, we define the forgetting map

$$\text{for}_{n+1} : \widetilde{U}^a_{g,n+1}(a, 0) \to \widetilde{U}^a_{g,n}(a)$$

by associating with the universal curve $(C, p_1, \ldots, p_{n+1})$ over $\widetilde{U}^a_{g,n+1}(a, 0)$ the algebra $H^0(C \setminus \{p_1, \ldots, p_n\}, \mathcal{O})$, viewed as a marked algebra of type $a$. By Proposition 1.5.5(ii) and the first part of the proof, this gives a family in $\widetilde{U}^a_{g,n}(a)$, hence the required morphism. Furthermore, we have a compatible map between universal affine curves coming from the natural homomorphism of filtered algebras

$$H^0(C \setminus \{p_1, \ldots, p_n\}) \to H^0(C \setminus \{p_1, \ldots, p_{n+1}\}).$$

This proves Theorem A(ii).

Finally, let us check that for any $a' \in X(g, n)$ the open subset $\widetilde{U}^a_{g,n}(a, a')$ is a distinguished open affine in $\widetilde{U}^a_{g,n}(a)$. Indeed, $\widetilde{U}^a_{g,n}(a, a')$ is the preimage of $SG^a$ under the Krichever map $\widetilde{U}^a_{g,n}(a) \to SG_1(g)$. But $SG^a \cap SG^a$ is the distinguished open affine in $SG^a$ by Proposition 1.3.3(ii), and the assertion follows.
We have used the following result.

**Lemma 1.7.1.** Let $S$ be a base scheme, $X$ a stack over $S$, $Y$ a separated scheme over $S$. Suppose we are given morphisms $i : X \to Y$ and $p : Y \to X$ over $S$, such that $p \circ i \simeq \text{id}_X$. Then $i$ induces an isomorphism of $X$ with a closed subscheme of $Y$.

**Proof.** Consider the closed subscheme $Z \subset Y$ given by the equation $y = ip(y)$ (here we use separatedness of $Y$). It is easy to check that the morphisms $i$ and $p$ induce mutually inverse isomorphisms between $X$ and $Z$. \qed

**Remarks 1.7.2.**

1. The Gröbner basis of the ideal defining the algebra $H^0(C \setminus \{p_1, \ldots, p_n\})$ constructed in the above proof is often not optimal since it uses more generators than needed. In the examples with $g = 1$ considered in Section 3 we will get presentations with a smaller number of generators.

2. Let us denote by $\tilde{U}_{g,n}^{ns}(a)'$ the stack of $(C, p_1, \ldots, p_n, v_1, \ldots, v_n)$ such that $H^1(C, \mathcal{O}(a_1 p_1 + \ldots + a_n p_n)) = 0$ (but $\mathcal{O}(p_1 + \ldots + p_n)$ is not necessarily ample). Let us consider the composition

$$c : \tilde{U}_{g,n}^{ns}(a)' \to ASG^a / \Theta \overset{\sim}{\longrightarrow} \tilde{U}_{g,n}^{ns},$$

where the first map is induced by the Krichever map (1.1.8), while the second is the isomorphism of Theorem B. The map $c$ sends a curve $(C, p_\bullet, v_\bullet)$ to the curve $(\overline{C}, p_\bullet, v_\bullet)$, where

$$\overline{C} = \text{Proj} \left( \bigoplus_N H^0(C, \mathcal{O}(N(p_1 + \ldots + p_n))) \right).$$

Note that the natural map $C \to \overline{C}$ is an isomorphism near $p_1, \ldots, p_n$, so we have the induced marked points on $\overline{C}$ and the tangent vectors at them. One can check that there is a similarly defined morphism

$$\mathcal{U}_{g,n}^{r,(\infty)} \to \mathcal{U}_{g,n}^{r,(\infty)} : (C, p_\bullet, t_\bullet) \mapsto (\overline{C}, p_\bullet, t_\bullet),$$

such that $\mathcal{O}(p_1 + \ldots + p_n)$ is ample on $\overline{C}$ and

$$\text{Kr}(C, p_\bullet, t_\bullet) = \text{Kr}(\overline{C}, p_\bullet, t_\bullet).$$

3. If $(C, p_1, \ldots, p_n, v_1, \ldots, v_n)$ is a curve in $\tilde{U}_{g,n}^{ns}(a)$ and $(C', q_1, \ldots, q_m, w_1, \ldots, w_m)$ is a curve in $\tilde{U}_{g',m}^{ns}(a')$, such that the weights of the last marked points $a_n$ and $a'_m$ are both zero, then we can glue $C$ and $C'$ by identifying $p_n$ and $q_m$ in such a way that we get a node on the glued curve. It is easy to see that the glued curve $\overline{C}$ with the marked points $p_1, \ldots, p_{n-1}, q_1, \ldots, q_{m-1}$ satisfies $h^1(\mathcal{O}_C(p_1 + \ldots + p_{n-1} + q_1 + \ldots + q_{m-1})) = 0$, however, it may happen that it has irreducible components without marked points. We can contract them by applying the map (1.7.11). The obtained curve, equipped with the tangent vectors induced by $v_1, \ldots, v_{n-1}, w_1, \ldots, w_{m-1}$ defines a point of $\tilde{U}_{g+g',n+m-2}^{ns}(b)$, where $b = (a_1, \ldots, a_{n-1}, a'_1, \ldots, a'_{m-1})$. Applying this procedure to the universal curves, we get a morphism

$$\tilde{U}_{g,n}^{ns}(a) \times \tilde{U}_{g',m}^{ns}(a') \to \tilde{U}_{g+g',n+m-2}^{ns}(b).$$
2. More on the moduli schemes $\tilde{U}^{ns}_{g,n}(a)$

2.1. Some special curves. Everywhere in Section 2 we work over $\mathbb{Q}$.

First, we are going to construct some special singular curves corresponding to points of $\tilde{U}^{ns}_{g,n}(a)$. The cuspidal curves from the following definitions will appear as irreducible components of some of our special curves.

Definition 2.1.1. For each $g \geq 0$ let us denote by $C^{\text{cusp}}(g)$ the following rational cuspidal curve. The underlying topological space is $\mathbb{P}^1$, and the structure sheaf of $C^{\text{cusp}}(g)$ is the subsheaf of $\mathcal{O}_{\mathbb{P}^1}$ consisting of all functions $f$ such that near $0 \in \mathbb{P}^1$ one has $f - f(0) \in \mathfrak{m}^{g+1}$, where $\mathfrak{m}$ is the maximal ideal in the local ring of 0. Note that for $g = 0$ we have $C^{\text{cusp}}(0) = \mathbb{P}^1$.

Without loss of generality let us assume that the weights $a = (a_1, \ldots, a_n)$ satisfy $a_i > 0$ for $i = 1, \ldots, r$, and $a_i = 0$ for $r < i \leq n$.

Definition 2.1.2. Let $x_1, \ldots, x_n$ be independent variables, and let $k$ be a field. First, we define a subalgebra in $\bigoplus_{i=1}^r k[x_i]$ by

$$B = B(a_1, \ldots, a_r) := k \cdot 1 + \bigoplus_{i=1}^r x_i^{a_i+1}k[x_i].$$

Next, let $(\overline{h}_j)_{j=r+1, \ldots, n}$ be a collection of elements in $\bigoplus_{i=1}^r x_i k[x_i]/(x_i^{a_i+1})$ with the property $\overline{h}_j \overline{h}_{j'} = 0$ for $j \neq j'$. Now we define $A(\overline{h}_*)$ as the $B$-subalgebra in $\bigoplus_{i=1}^n k[x_i]$ generated by the elements $h_j = x_j + \overline{h}_j$, $j = r+1, \ldots, n$, where we lift each $\overline{h}_j$ to a sum of polynomials of degree $\leq a_i$ in $x_i$ with no constant terms.

We equip the above algebra $A(\overline{h}_*)$ with the $M_a$-valued filtration

$$F_m A(\overline{h}_*) = A(\overline{h}_*) \cap \bigoplus_{i=1}^n k[x_i]_{\leq m_i},$$

where $k[x_i]_{\leq d}$ denotes the space of polynomials of degree $\leq d$. We denote by $\mathcal{R}(A(\overline{h}_*))$ the Rees algebra associated with the filtration $F_m A(\overline{h}_*) = F_m D_{m} A(\overline{h}_*)$.

Proposition 2.1.3. (i) The algebra $A(\overline{h}_*)$ with the above filtration extends to a structure of a marked algebra of type $a$. Hence, the curve

$$C(\overline{h}_*) := \text{Proj}(\mathcal{R}(A(\overline{h}_*)))$$

defines a point of $\tilde{U}^{ns}_{g,n}(a)$.

(ii) The curve $C(\overline{h}_*)$ is the union of $n$ irreducible components $C_i$, joined in a single point $q$, which is the only singular point of $C(\overline{h}_*)$ (with $p_i \in C_i \setminus \{q\}$). The components $C_i$ corresponding to $i > r$ are all isomorphic to $\mathbb{P}^1$. The component $C_i$ associated with $i \leq r$ is the irreducible rational curve given as Proj of the Rees algebra of the subalgebra in $k[x_i]$ generated by $\bigoplus x_i^{a_i+1}k[x_i]$ and by the $i$th components of $\overline{h}_j$, $(\overline{h}_j)_i = \sum_{p=1}^{a_i} c_{ji}(p)x_i^p$, for $j = r+1, \ldots, n$. Furthermore, for $i = 1, \ldots, n$ the canonical formal parameter at $p_i \in C_i$ (see Corollary 1.4.7) is given by $x_i^{-1}$ (for any choice of $i_0 \leq r$).
(iii) The algebra $A(\overline{h}_n)$ has the following description by generators and relations: generators $h_i(m) = x_i^{a_i+1+m}$, for $i = 1, \ldots, r$, $m = 0, \ldots, a_i$; $h_j$, for $j = r + 1, \ldots, n$, and relations

$$h_i(m)h_j(m') = 0,$$

$$h_i(m)h_i(m') = h_i(m + m')h_i(0),$$

$$h_i(m)h_j = \sum_{p=1}^{a_i} c_{ji}(p)h_i(m + p),$$

$$h_jh_j' = \sum_{i=1}^{r} \sum_{m \geq 0, p, p' \geq 1, p + p' = a_i + 1 + m} c_{ji}(p)c_{ji'}(p')h_i(m) \text{ for } j \neq j',$$

where $i \neq i'$, $j \neq j'$, $i, i' \leq r$, $j, j' > r$, and we set $h_i(m) = h_i(m - a_i - 1)h_i(0)$ for $a_i + 1 \leq m \leq 2a_i$.

**Proof.** (i) Let us consider the ideal $I = \bigoplus_{i=1}^{r} x_i^{a_i+1}k[x_i] \subset A(\overline{h}_n)$. It is easy to see that we have an exact sequence

$$0 \to I \to A(\overline{h}_n) \xrightarrow{p_{>r}} B' \to 0,$$

where $B' = k \cdot 1 + \bigoplus_{j=r+1}^{n} x_jk[x_j] \subset \bigoplus_{j=r+1}^{n} k[x_j]$, the map $p_{>r}$ is induced by the natural projection $\bigoplus_{i=1}^{n} k[x_i] \to \bigoplus_{j=r+1}^{n} k[x_j]$. Furthermore, since $p_{>r}(h_j^m) = x_j^m$ for $m > 0$, it follows that for any $\mathbf{m} \geq \mathbf{a}$ we have an exact sequence

$$0 \to I_{\mathbf{m} \geq (m_1, \ldots, m_r)} \to F_\mathbf{m} A(\overline{h}_n) \to B'_{\mathbf{m} \leq (m_{r+1}, \ldots, m_n)} \to 0,$$

where $B'_{\mathbf{m} \leq (m_{r+1}, \ldots, m_n)}$ consists of $(f_j) \in B'$ such that $\deg(f_j) \leq m_j$, and similarly for $I_{\mathbf{m} \geq (m_1, \ldots, m_r)}$. The exact sequences (2.1.2) easily imply that we indeed have a structure of a marked algebra on $A(\overline{h}_n)$.

(ii) Let us consider the affine curve $C^{aff} = \text{Spec} A(\overline{h}_n)$, which is dense in $C(\overline{h}_n)$. By definition, we have a surjective finite morphism $\sqcup_{i=1}^{r} \mathbb{A}^1 \to C^{aff}$ corresponding to the embedding of $A(\overline{h}_n)$ into $\bigoplus_{i=1}^{n} k[x_i]$. Hence, $C^{aff}$ is the union of $n$ irreducible components $C_i^{aff}$, where the ring of functions on $C_i^{aff}$ is the image of the projection $A(\overline{h}_n) \to k[x_i]$. This implies the assertion about the irreducible components $C_i$. For $i = 1, \ldots, r$, the fact that the canonical formal parameter at $p_i$ is induced by $x_i^{-1}$, follows from the fact that for each $m \geq a_i + 1$ the element $x_i^m$ extends to a regular function on $C^{aff}$. For $j > r$ the identification of the canonical formal parameter at $p_j$ follows from the fact that $h_j$ is a regular function on $C^{aff}$, such that $h_j|_{C_j^{aff}} = x_j$ and the expansion of $h_j$ in $x_i$ has no constant term for any $i = 1, \ldots, r$.

(iii) It is easy to check that equations (2.1.1) hold in $A(\overline{h}_n)$. The fact that these are defining relations follows from the fact that $A(\overline{h}_n)$ is a marked algebra of type $a$. \qed

**Examples 2.1.4.** 1. If we take all $h_j$ to be zero then the corresponding algebra is

$$B(a_1, \ldots, a_n) = k \cdot 1 + \bigoplus_{i=1}^{n} x_i^{a_i+1}k[x_i] \subset \bigoplus_{i=1}^{n} k[x_i].$$
The corresponding curve is the pointed transversal union of the cuspidal curves $C^{\text{cusp}}(a_i)$:

$$
C^{\text{cusp}}(a) := \bigcup_{i=1}^n C^{\text{cusp}}(a_i),
$$

where we identify the origins in all $C^{\text{cusp}}(a_i)$, and take the infinity on each component to be the marked point. Note that by Proposition 2.1.3(ii), all the coordinates $\alpha_{ij}[p, q]$ vanish at the corresponding point of $\widetilde{U}_{g,n}^\text{ns}(a)$.

2. In the case $a_1 = \ldots = a_r = 1$ the elements $\overline{h}_{r+1}, \ldots, \overline{h}_n$ can be arbitrary linear combinations of $x_1, \ldots, x_r$. For $i = 1, \ldots, r$, the irreducible component $C_i$ is isomorphic to the cuspidal curve $C^{\text{cusp}}(1)$ if and only if $(\overline{h}_j)_i = 0$ for all $j > r$. Otherwise, $C_i \cong \mathbb{P}^1$. It is easy to see that the points in the moduli space $\widetilde{U}_{g,n}^\text{ns}(1, \ldots, 1, 0, \ldots, 0)$, corresponding to these curves, are invariant with respect to the action of the diagonal subgroup $G_m \subset G^n$. In the case $g = 1$, $r = 1$, $a_1 = 1$, $n \geq 3$, if we take $\overline{h}_j = x_1$ for $j = 2, \ldots, n$, then the equations (2.1.1) give $h_jh_{j'} = h_i(0)$ for $2 \leq j < j' \leq n$ and $h_i(0)h_j = h_i(1)$, hence, $h_2, \ldots, h_n$ are generators of the corresponding algebra, and the only equations on them are that the products $h_jh_{j'}$, where $j \neq j'$, do not depend on the pair $(j, j')$, and that $h_jh_{j'}^2 = h_j^2h_{j'}$ (the latter equations are superfluous for $n > 3$). In other words, we get precisely the elliptic $n$-fold curve (see [21, Sec. 2], [11, Sec. 1.5]). Similarly, in the case $g = 1$, $r = 1$, $a_1 = 1$, $n = 2$, and $\overline{h}_2 = x_1$ we get $h_1(0)h_2 = h_1(1)$, so $h_1(0)$ and $h_2$ are generators with the only relation $h_1(0)h_2^2 = h_1(1)^2$, which is the equation of the tacnode, i.e., the elliptic 2-fold singularity.

2.2. The $G_m^n$-action on $\widetilde{U}_{g,n}^\text{ns}(a)$. Below we freely use the identification of $\widetilde{U}_{g,n}^\text{ns}(a)$ with the closed subset $\Sigma_{a_{i_0}} \cap \text{ASG}$ of the open cell $SG^a$ in the Sato Grassmannian (depending on a choice of $i_0$ such that $a_{i_0} > 0$). In particular, we view the coordinates $\alpha_{ij}[p, q]$ (see (1.3.3)) as functions on $\widetilde{U}_{g,n}^\text{ns}(a)$.

Recall (see [17]) that the moduli space $\widetilde{U}_{g,n}^\text{ns}(1, \ldots, 1)$ can be viewed as the deformation space of the singular curve $C^{\text{cusp}}(1, \ldots, 1)$, that corresponds to the unique $G_m^n$-invariant point of the moduli space. Furthermore, this curve is the limit of the $G_m^n$-orbit through every other point of $U_{g,n}^\text{ns}(1, \ldots, 1)$ with respect to the diagonal subgroup $G_m \subset G^n$.

In this section we will show that a similar picture holds for arbitrary $a \in X(g, n)$ with an appropriate choice of a subgroup $G_m$ in $G^n$.

The functions $\alpha_{ij}[p, q]$ on $\widetilde{U}_{g,n}^\text{ns}(a)$ are semi-invariant with respect to the $G_m^n$-action, with the weights

$$
wt(\alpha_{ij}[p, q]) = -pe_i + qe_j, \quad p \leq -a_i - 1, q \geq -a_j.
$$

Let us denote by $\Omega_a \subset \mathbb{Z}^n$ the set of these weights.

**Definition 2.2.1.** For $n > 1$ we define $C_a \subset \mathbb{R}^n$ to be the closed cone generated by all the vectors $\omega_{ij} = (a_i + 1)e_i - a_je_j$, with $i \neq j$, i.e., the set of all linear combination of $\omega_{ij}$ with coefficients in $\mathbb{R}_{\geq 0}$. In the case $n = 1$ (and $a = (g)$) we set $C_a = \mathbb{R}_{\geq 0}$.

**Lemma 2.2.2.** The cone $C_a$ contains all the basis vectors $e_i$. Hence, we have $\Omega_a \subset C_a$.

In the case when $a_i > 0$ for at least two indices $i$ the cone $C_a$ is generated by the vectors $\omega_{ij}$ such that $i \neq j$ and $a_j > 0$. In the case when $a_j = 0$ for all $j \neq 1$, i.e., $a = ge_1$, the cone $C_{e_1}$ is generated by $e_1$ and by the vectors $\omega_{i1}$, for $i = 2, \ldots, n$. 34
Proof. The first assertion follows from the equality
\[(a_j + 1)\omega_{ij} + a_j\omega_{ji} = (1 + a_i + a_j)e_i.\] (2.2.1)

For the second assertion let us denote by \(C'_a\) the cone generated by \(\omega_{ij}\) with \(i \neq j\) and \(a_j > 0\). To see that \(C'_a = C_a\) it is enough to check that \(C'_a\) contains all the basis vectors \(e_i\). In the case when \(a_i > 0\) for at least two \(i\), (2.2.1) implies that this is true for each \(i\) such that \(a_i > 0\). Hence, applying (2.2.1) to a pair \((i, j)\) such that \(a_i = 0\) and \(a_j > 0\) we see that it is also true for \(i\) such that \(a_i = 0\). The assertion about generators of the cone in the case \(a = e_1\) is straightforward. \(\square\)

For a given \(a \in X(g, n)\), let us set
\[N = \max_{1 \leq i \leq n} (a_i),\]
\[w_i = \begin{cases} \frac{1}{a_i}, & a_i > 0 \\ 1 + \frac{1}{N}, & a_i = 0 \end{cases}, \]
i = 1, \ldots, n. Let also \(\ell\) be the linear function on \(\mathbb{R}^n\) given by \(\ell(e_i) = w_i\).

Lemma 2.2.3. (i) For any \(i, j\) one has \(\ell(\omega_{ij}) \geq \frac{1}{N}\). Hence, the set \(\Omega_a\) lies in the half-space \(\ell > 0\).
(ii) There are no global \(G_m\)-invariant functions on \(\tilde{U}_{g,n}^a(a)\).

Proof. (i) This is immediate from the definitions (note that \(\frac{1}{N} \leq 1\) since at least one \(a_i\) is \(\geq 1\)).
(ii) This follows from the fact that any function on \(\tilde{U}_{g,n}^a(a)\) is a linear combination of monomials in coordinates \(\alpha_{ij}[p, q]\), and that any nonconstant monomial in these coordinates has \(G_m\)-weight in the half-space \(\ell > 0\) by part (i). \(\square\)

Let us consider the embedding
\[r_w : G_m \to \mathbb{G}_m^n : \lambda \mapsto (\lambda^{r w_1}, \ldots, \lambda^{r w_n})\]
given by the multiples of the weights \(w_i\), where we choose a rational number \(r > 0\) so that \((r w_1, \ldots, r w_n)\) are coprime integers.

Proposition 2.2.4. The moduli scheme \(\tilde{U}_{g,n}^a(a)\) has a unique \(r_w(G_m)\)-invariant point, namely, the curve \(C_{\text{cusp}}(a)\) (see (2.1.3)). The closure of the \(r_w(G_m)\)-orbit through every point in \(\tilde{U}_{g,n}^a(a)\) contains the invariant point. Thus, the corresponding curve can be degenerated to \(C_{\text{cusp}}(a)\).

Proof. By Lemma 2.2.3(i), all the coordinates \(\alpha_{ij}[p, q]\) have positive weight with respect to the subgroup \(r_w(G_m)\). Hence, there is a unique \(r_w(G_m)\)-invariant point, namely, the point where all these coordinates vanish, and it belongs to the closure of every orbit. \(\square\)
2.3. Generators of the ring of functions on $\tilde{U}_{g,n}^{ns}(a)$. The set of coordinates $(\alpha_{ij}[p,q])$ is superfluous: one can express some in terms of the others. In this section we find a more convenient (infinite) subset of these coordinates that still generate the ring $O(\tilde{U}_{g,n}^{ns}(a))$. We will later use this generating subset in analyzing the GIT stability for the $\mathbb{G}^n_m$-action on $\tilde{U}_{g,n}^{ns}(a)$.

In the next result we normalize $(\alpha_{ij}[p,0])$ by $\alpha_{ii}[p,0] = 0$.

**Proposition 2.3.1.** The coordinates

$$\{\alpha_{ii}[p,1] \mid p \leq -a_i - 1, a_i > 0\} \text{ and } \{\alpha_{ij}[p,q] \mid p \leq -a_i - 1, -a_j \leq q \leq 0\}$$

(2.3.1)

(where $i$ and $j$ don’t have to be distinct), generate the ring $O(\tilde{U}_{g,n}^{ns}(a))$.

Let $A \subset O(\tilde{U}_{g,n}^{ns}(a))$ be the subring generated by (2.3.1).

**Lemma 2.3.2.** For $m \geq 1$, $m' \geq 1$, $i \neq j$, one has

$$f_i[-a_i - m]f_j[-a_j - m'] = \sum_{k,q \leq -a_k - 1} c_{k,q}f_k[q] + C,$$

(2.3.2)

where $C$ is a constant, and the coefficients $c_{k,q}$ for $k \neq i, j$ belong to $A$. Also, for $l \geq 1$ we have

$$c_{i,-a_i - l} \equiv \alpha_{ji}[-a_j - m', m - l] \text{ mod } A, \quad c_{j,-a_j - l} \equiv \alpha_{ij}[-a_i - m, m' - l] \text{ mod } A.$$

Similarly, for $m \geq 1$, $m' \geq 1$ one has

$$f_i[-a_i - m]f_i[-a_i - m'] = \sum_{k,q \leq -a_k - 1} c_{k,q}f_k[q] + C,$$

(2.3.3)

where $c_{k,q} \in A$ for $k \neq i$, and

$$c_{i,-a_i - l} \equiv \alpha_{ii}[-a_i - m', m - l] + \alpha_{ii}[-a_i - m, m' - l] \text{ mod } A.$$

**Proof.** We will only consider the case $i \neq j$; the case $i = j$ is similar. It is enough to choose coefficients $c_{k,q}$ in such a way that the difference

$$f_i[-a_i - m]f_j[-a_j - m'] - \sum_{k,q \leq -a_k - 1} c_{k,q}f_k[q]$$

belongs to $H^0(C, O(\sum a_kp_k))$. Since $f_k[-a_k - l]$ has poles of order $\leq a_k$ for $k' \neq k$ and has expansion $t_k^{-ak-l} \text{ mod } t_k^{-ak+l}k[t_k]$ at $p_k$, we see that we can take $c_{k,-a_k - l}$ to be the coefficient of $t_k^{-ak-l}$ in the expansion of $f_i[-a_i - m]f_j[-a_j - m']$. For $k \neq i, j$ we have

$$c_{k,-a_k - l} = \sum_{q,q' \geq -a_k,q+q'=-a_k-l} \alpha_{ik}[-a_i - m, q]\alpha_{jk}[-a_j - m', q'],$$

which is in $A$ since $q$ and $q'$ are in $[-a_k,-1]$. For $k = i$ we have

$$c_{i,-a_i - l} = \alpha_{ji}[-a_j - m', m - l] + \sum_{q,q' \geq -a_i,q+q'=-a_i-l} \alpha_{ii}[-a_i - m, q]\alpha_{ji}[-a_j - m', q'],$$

and it remains to observe again that $q$ and $q'$ are in $[-a_i,-1]$. □
Proof of Proposition 2.3.1.

Step 1. For \(a_i > 1\) one has \(\alpha_{ij}[p, q] \in A\). We will prove by induction on \(m + l\) that for \(m \geq 1, l \geq 1\) one has \(\alpha_{ii}[-a_i - m, l] \in A\). In the case when \(l \leq 1\) this holds by the definition. Assume that the assertion is true for \(m' + l' < m + l\). Consider the expression (2.3.3) of \(f_i[-a_i - m]f_j[-a_i - l]\). Then the coefficients of all nonconstant terms belong to \(A\) by Lemma 2.3.2 and by the induction assumption. Now considering the coefficients of \(t_i^{-a_i}\) and \(t_i^{-a_i+1}\) we get

\[
\alpha_{ii}[-a_i - m, l] \equiv -\alpha_{ii}[-a_i - l, m] \pmod{A},
\]

\[
\alpha_{ii}[-a_i - m, l + 1] \equiv -\alpha_{ii}[-a_i - l, m + 1] \pmod{A}.
\]

Combining these conditions we derive that for \(l > 1\) one has

\[
\alpha_{ii}[-a_i - m, l] \equiv \alpha_{ii}[-a_i - m - 1, l - 1],
\]

which implies by induction on \(l\) that \(\alpha_{ii}[-a_i - m, l] \in A\).

Step 2. If for some \(i \neq j\), such that \(a_j > 0\), and some \(m \geq 1\), one has \(\alpha_{ij}[p, m'] \in A\) for \(m' < m\) and all \(p \leq -a_i - 1\), then \(\alpha_{ji}[-a_j - m, q] \in A\) for all \(q \geq -a_j\).

Indeed, for \(q \leq 0\) this holds by definition, so we may assume that \(q > 0\). Let us consider the expression (2.3.2) for the product \(f_i[-a_i - q]f_j[-a_j - m]\). By Lemma 2.3.2, the coefficients of \(f_k[p]\) for \(k \neq i, j\) are in \(A\), while the coefficient of \(f_j[-a_j - l]\) is \(\alpha_{ij}[-a_i - q, m - l] \pmod{A}\), which is also in \(A\) by assumption. Since the elements \(f_i[q']\) all have zero coefficient of \(t_i^{-a_i}\) by the definition of \(\Sigma^a\), we deduce that the coefficient of \(t_i^{-a_i}\) in \(f_i[-a_i - q]f_j[-a_j - m]\) belongs to \(A\). But this coefficient is equal to

\[
\alpha_{ji}[-a_j - m, q] + \sum_{q_1, q_2 \geq -a_i, q_1 + q_2 = -a_i} \alpha_{ii}[-a_i - q, q_1] \alpha_{ji}[-a_j - m, q_2],
\]

and our claim follows.

Step 3. Now let us prove by induction on \(m \geq 0\) that for \(i \neq j\), such that \(a_i \neq 0\), one has \(\alpha_{ij}[p, m] \in A\) and \(\alpha_{ji}[-a_j - 1 - m, q] \in A\) for all \(p \leq -a_i - 1\), \(q \geq -a_j\). The base of induction follows from Step 2 (applied to \(m = 1\)). Suppose now that \(m \geq 1\) and the assertion is true for \(m' < m\). It suffices to check that \(\alpha_{ij}[-a_i - m', m] \in A\). The second assertion would follow by applying Step 2 again (to \(m + 1\)). Let us consider the product \(f_i[-a_i - m']f_j[-a_j - m]\). By Lemma 2.3.2 and by the induction assumption, the coefficients of the nonconstant terms of the expansion (2.3.2) of this product depend only on elements of \(A\). In the case when \(a_j > 0\) we deduce that the coefficient of \(t_j^{-a_j}\) in the expansion of \(f_i[-a_i - m']f_j[-a_j - m]\) belongs to \(A\). But this coefficient is equal to

\[
\alpha_{ij}[-a_i - m', m] + \sum_{k=1}^{a_j} \alpha_{ij}[-a_i - m', -k] \alpha_{jj}[-a_j - m, -a_j + k].
\]

Hence, we derive that \(\alpha_{ij}[-a_i - m', m] \in A\). In the case \(a_j = 0\) we need the constant term \(C\) in the expression (2.3.2) of \(f_i[-a_i - m']f_j[-m]\). Looking at the constant term in the expansion in \(t_i\), we see that

\[
C \equiv \alpha_{ij}[-a_i - m, a_i + m'] + \sum_{-a_i \leq q \leq a_i} \alpha_{ii}[-a_i - m, q] \alpha_{ji}[-m, -q] \pmod{A}.
\]
Note that by Step 2 we have $\alpha_{ii}[-a_i - m, q] \in A$ for $q \leq a_i$, while $\alpha_{ij}[-m, q'] \in A$ by the induction assumption. Hence, $C \in A$. Then looking at the constant term in the expansion in $t_j$, as above we deduce that $\alpha_{ij}[-a_i - m', m] \in A$.

**Step 4.** Thus, we proved that whenever $i \neq j$, and either $a_i > 0$ or $a_j > 0$, then one has $\alpha_{ij}[p, q] \in A$. Assume now that $a_i = a_j = 0$ for some $i \neq j$. Let $i_0$ be such that $a_{i_0} \neq 0$. We prove by induction on $m + l$, where $m \geq 1, l \geq 0$, that $\alpha_{ij}[-m, l] \in A$. The base case $m = 1, l = 0$ is clear. Assume the assertion holds for $m' + l' < m + l$. We can assume that $l > 0$, otherwise the assertion holds by definition. Consider the expression (2.3.2) of $f_{i}[l]f_{j}[-l]$. Then the coefficients of all nonconstant terms belong to $A$ by Lemma 2.3.2 and by the induction assumption. Looking at the expansion in $t_{i_0}$ and using the previously proved case we see that the constant coefficient also belongs to $A$. Now looking at the constant coefficient in the expansion in $t_j$ we derive that $\alpha_{ij}[-m, n] \in A$.

**Step 5.** Assume that $a_i = 1$ and that for some $m \geq 1, l \geq 1$ one has $\alpha_{ii}[-1 - m', l'] \in A$ for $m' + l' < r$. Then
\[
\begin{align*}
\alpha_{ii}[-1 - m, l] &\equiv -\alpha_{ii}[-1 - l, m] \mod A, \\
\alpha_{ii}[-1 - m, l + 2] &\equiv -\alpha_{ii}[-1 - l, m + 2] \mod A.
\end{align*}
\]
Indeed, as in Step 1, we observe that the coefficients of nonconstant terms in the expression (2.3.2) of $f_{i}[-1 - m]f_{i}[-1 - l]$ belong to $A$ by Lemma 2.3.2 and by the assumption. Now the assertion follows by considering the coefficients of $t_{i}^{-1}$ and $t_{i}$ in $f_{i}[-1 - m]f_{i}[-1 - l]$ (and using the fact that $\alpha_{ji}[p, q] \in A$ for $j \neq i$).

**Step 6.** By the previous step, we immediately see by induction in $m \geq 1$ that for $a_i = 1$ one has $\alpha_{ii}[-2, m] \in A$ (using the first of the congruences (2.3.4)). Next, we will prove that for $a_i = 1$ one has $\alpha_{ii}[-3, q] \in A$. First, using the previous step we easily derive that $\alpha_{ii}[-3, 3]$ and $\alpha_{ii}[-4, 2]$ are in $A$. Then applying Lemma 2.3.2 we find that
\[
\begin{align*}
f_{i}[-2] &\equiv f_{i}[-4] + a + \ldots, \\
f_{i}[-2]f_{i}[-4] &\equiv f_{i}[-6] + \alpha_{ii}[-2, 2]f_{i}[-2] + b + \ldots, \\
f_{i}[-3] &\equiv f_{i}[-6] + 2\alpha_{ii}[-3, 1]f_{i}[-2] + c + \ldots,
\end{align*}
\]
where the skipped terms are linear combinations of $f_j[p], j \neq i$, with coefficients in $A$, and the constants $a, b, c$ satisfy
\[
a \equiv 2\alpha_{ii}[-2, 2] \mod A, \quad b \equiv \alpha_{ii}[-2, 4] + \alpha_{ii}[-4, 2] \mod A, \quad c \equiv 2\alpha_{ii}[-3, 3] \mod A.
\]
Thus, by the previous work, we have $a, b, c \in A$. Since the expansion of $f_{i}[-2]$ in $t_{i}$ has coefficients in $A$, we derive that the same is true for $f_{i}[-4]$ and for $f_{i}[-6]$ (using that $\alpha_{ji}[p, q] \in A$ for $j \neq i$). Therefore, the expansion of $f_{i}[-3]$ in $t_{i}$ has coefficients in $A$, and hence, the same is true for $f_{i}[-3]$.

**Step 7.** Applying Step 5, we see by induction on $m \geq 1$ that for $a_i = 1$ one has $\alpha_{ii}[-m, 2] \in A$ (using the first of the congruences (2.3.4)). Next, let us prove by induction on $m + l$ that $\alpha_{ii}[-1 - m, l] \in A$ for $m \geq 1, l \geq 1$. Assume this is true for $m' + l' < m + l$. Then applying Step 5, and combining the resulting congruences (2.3.4) we derive that for $l > 2$ one has
\[
\alpha_{ii}[-1 - m, l] \equiv \alpha_{ii}[-1 - m - 2, l - 2].
\]
Since we already know that $\alpha_{ii}[p, 1], \alpha_{ii}[p, 2] \in A$, this implies by induction on $l$ that $\alpha_{ii}[-a_i - m, l] \in A$.  
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Step 8. Finally, assume that \( a_i = 0 \) and let us prove that \( \alpha_{ii}[-m, q] \in A \) by induction on \( m \geq 1 \). In the base case \( m = 1 \) we have \( \alpha_{ii}[-1, q] = 0 \) for \( q \geq 0 \), by the definition of the section \( \Sigma^{a_i,0} \) and since we normalized the coordinates by \( \alpha_{ii}[p, 0] = 0 \). Assume that \( \alpha_{ii}[-m', q] \in A \) for \( m' < m \). By Lemma 2.3.2, we have
\[
f_i[-1]f_i[-m + 1] = f_i[-m] + \sum_{i=1}^{m-1} c_{-i}f_i[-\ell] + C + \ldots ,
\]
where \( c_{-i} \in A \) and the skipped terms are linear combinations of \( f_j[p] \), \( j \neq i \), with coefficients in \( A \). Looking at the constant term in the expansion in \( t_i \) and using the induction assumption we see that \( C \in A \). Hence, we can use (2.3.5) to find the entire expansion of \( f_i[-m] \) in \( t_i \).

In the next Lemma, generalizing [17, Lem. 2.3.3(i),(ii)], we show how certain Brill-Noether loci in \( \widetilde{U}^{ns}_{g,n}(a) \) are cut out by vanishing conditions for appropriate coordinates \( \alpha_{ij}[p, q] \) with \( -a_j \leq q \leq -1 \) (which are among the coordinates (2.3.1)).

**Lemma 2.3.3.** Let \( D = \sum_i a_i p_i \). Fix \( j \) such that \( a_j > 0 \) and \( i \) such that \( i \neq j \) (so \( n > 1 \)). Then for \( m, m' \geq 1 \), such that \( m' \leq a_j \), the locus in \( \widetilde{U}^{ns}_{g,n}(a) \) given by the condition \( h^0(D + mp_i - m'p_j) \geq m + 1 \) (equivalently, \( = m + 1 \)) for \( 1 \leq m' \leq m \), is cut out by the equations
\[
\alpha_{ij}[p, q] = 0 \quad \text{for} \quad -a_i - m \leq p \leq -a_i - 1, -a_j \leq q \leq -a_j + m' - 1.
\]

**Proof.** Since \( h^0(D + mp_i) = m + 1 \), the equivalent condition describing this locus is
\[
H^0(D + mp_i - m'p_j) = H^0(D + mp_i).
\]
In other words, every element of \( H^0(D + mp_i - m'p_j) \) has to have a pole of order \( \leq a_j - m' \) at \( p_j \). Now the equations are obtained by writing this condition on poles for the basis \( (f_i[p])_{-a_i - m \leq p \leq -a_i - 1} \) of \( H^0(D + mp_i)/\langle 1 \rangle \).

The next result (which is an analog of [17, Lem. 2.3.3(iii)]) will be useful in the analysis of GIT stability conditions for the \( G^m_{g,n} \)-action on \( \widetilde{U}^{ns}_{g,n}(a) \) (see Section 2.4).

**Lemma 2.3.4.** Let \( (C, p_1, \ldots, p_n) \in \widetilde{U}^{ns}_{g,n}(a) \) be such that \( C \) is smooth. Then for each \( i \in [1, n] \), such that \( a_i < g \), there exists \( j \in [1, n] \), \( m \geq 1 \) and \( q \in [-a_i, -1] \) such that \( \alpha_{ij}[-a_i - m, q] \neq 0 \). If \( a_i = g \) then there exists \( m \geq 1 \) and \( q \geq -g \), \( q \neq 0 \), such that \( \alpha_{ii}[-a_i - m, q] \neq 0 \).

**Proof.** Otherwise, we would have \( h^0((a_i + m)p_i) = h^0((a_i + m - 1)p_i) + 1 \) for every \( m \geq 1 \). In other words, \( h^1(a_i p_i) = h^1((a_i + 1)p_i) = \ldots = 0 \). But this is possible only if \( a_i \geq g \). In this case \( a_i = g \) (and \( a_j = 0 \) for \( j \neq i \)). Now let us consider the image \( (C, p_i) \) of \( (C, p_1, \ldots, p_n) \) under the forgetting map \( \widetilde{U}^{ns}_{g,n}(a) \rightarrow \widetilde{U}^{ns}_{g,1}(g) \). The point of \( \widetilde{U}^{ns}_{g,1}(g) \) where all coordinates vanish corresponds to the singular curve \( C_{\text{cusp}}(a) \) (see Example 2.1.4.1), hence, there exists a nonvanishing coordinate \( \alpha_{ii}[-a_i - m, q] \). \( \square \)
2.4. GIT quotients of $\tilde{U}_{g,n}^{\text{ns}}(a)$. In this section we work over an algebraically closed field $k$ of characteristic zero.

We can view any element $\chi \in \mathbb{Z}^n$ as a character of $G_m^n$. The corresponding GIT quotient of $\tilde{U}_{g,n}^{\text{ns}}(a)$ is

$$\tilde{U}_{g,n}^{\text{ns}}(a) \sslash \chi G_m := \text{Proj} \left( \bigoplus_{p \geq 0} H^0(\tilde{U}_{g,n}^{\text{ns}}(a), O)_{\chi^p} \right),$$

where the subscript $\chi^p$ denotes the subset of functions $f$ such that $(\lambda^{-1})^p f = \chi(\lambda)^p f$ for $\lambda \in G_m^n$.

As in [17, Sec. 2.4], we are going to show that many of the GIT quotients of our affine moduli schemes $\tilde{U}_{g,n}^{\text{ns}}(a)$ by the natural $G_m^n$-action provide birational models of $M_{g,n}$. Furthermore, we will describe one chamber of characters $\chi$ where every point of $\tilde{U}_{g,n}^{\text{ns}}(a)$ with a smooth curve $C$ is $\chi$-stable, and show that the corresponding GIT quotient is the coarse moduli space of a modular compactification of $M_{g,n}$ in the sense of [20] (see Corollary 2.4.2 below).

For a full-dimensional cone $C$ we denote by $\text{int}(C)$ its interior.

**Theorem 2.4.1.** (i) For any weight $\chi \in \mathbb{Z}^n$ the GIT quotient $\tilde{U}_{g,n}^{\text{ns}}(a) \sslash \chi G_m$ is a projective scheme over $k$. For $\chi \not\in C_a$ this GIT quotient is empty. Assume that $\chi \in C_a$ (resp., $\chi \in \text{int}(C_a)$). Then for any smooth curve $C$ of genus $g$ and for generic points $p_1, \ldots, p_n$ the point $(C, p_1, \ldots, p_n, v_1, \ldots, v_n) \in \tilde{U}_{g,n}^{\text{ns}}(a)$ is $\chi$-semistable (resp., $\chi$-stable).

(ii) Let $C_0 \subset C_a$ be the subcone generated by all the vectors $e_i$. Assume that $\chi \in \text{int}(C_0)$. Then any $(C, p_1, \ldots, p_n, v_1, \ldots, v_n) \in \tilde{U}_{g,n}^{\text{ns}}(a)$, with $C$ smooth, is $\chi$-stable. Furthermore, for such $\chi$ every $\chi$-semistable point is $\chi$-stable and the notion of semistability does not depend on $\chi$, and hence the GIT quotient $\tilde{U}_{g,n}^{\text{ns}}(a) \sslash \chi G_m$ does not depend on $\chi$.

(iii) For any $a, a' \in X(g,n)$, the geometric quotient $\tilde{U}_{g,n}^{\text{ns}}(a, a')/G_m$ is isomorphic to a distinguished open affine subset of $\tilde{U}_{g,n}^{\text{ns}}(a) \sslash \chi G_m$ for

$$\chi = \chi_{a,a'} = \sum_{i=1}^n \left( \binom{a_i + 1}{2} - \binom{a_i + 1}{2} \right) e_i \in C_a \cap \mathbb{Z}^n.$$

**Proof.** (i) The argument is similar that of [17, Prop. 2.4.1(i)]. Lemma 2.2.3 implies projectivity of all the GIT quotients. The fact that the weights of all the coordinate functions $\alpha_{ij}[p,q]$ belong to $C_a$ (see Lemma 2.2.2) implies that the GIT quotients are empty for $\chi \not\in C_a$.

Let $\Omega' \subset \Omega_a$ be the set of weights $\omega_{ij}$, where $i \neq j$ and $a_j > 0$, together with the weight $e_i$ for $a_i = q$ (when such $i$ exists). By Lemma 2.2.2, the weights from $\Omega'$ generate $C_a$.

Thus, by [17, Lem. 2.4.1(i)(ii)], it is enough to prove that for every $\omega \in \Omega'$ there exists a function $f_\omega$ of weight $\omega$, which does not vanish at a generic smooth curve. In the case when all $a_i < q$ we can take $f_{\omega_{ij}}$ to be the coordinate $\alpha_{ij}[-a_i - 1, -a_j]$. Indeed, since $a_j > 0$, the condition $\alpha_{ij}[-a_i - 1, -a_j] \neq 0$ is equivalent to $h^0(C, D + p_i - p_j) = 1$, where $D = \sum a_i p_i$, (see Lemma 2.3.3), so it holds generically. In the case when there exists $i$ such that $a_i = g$ and all other $a_j = 0$ we use the fact that there exists $\alpha_{ii}[p,q]$ with $q \neq 0$, which does not vanish at a smooth curve (see Lemma 2.3.4).
(ii) Again the argument is similar to that of [17, Prop. 2.4.1(ii)]. Let \((C, p_1, \ldots, p_n, v_1, \ldots, v_n) \in \tilde{U}_{g,n}^{ss}(a)\) with \(C\) smooth. By Lemma 2.3.4, for each \(i \in [1, n]\) there exists a coordinate of weight \(\xi_i \in \mathbb{Z}^n\), which is either a positive multiple of \(e_i\) or has form \(pe_i + qe_j\) for some \(i \neq j\), where \(p \geq a_i + 1\), \(-a_j \leq q \leq -1\). Let us rescale the basis \(e_i\) as follows:

\[
e_i' = \frac{1}{w_i} e_i = \begin{cases} a_i e_i, & a_i > 0, \\ \frac{n}{N+1} e_i, & a_i = 0. \end{cases}
\]

Then in terms of the new basis we have that \(\xi_i\) is either a positive multiple of \(e'_i\) or has form \(\xi_i = xe'_i + ye'_j\), where \(x > 1\), \(-1 \leq y < 0\). By [17, Lem. 2.4.3], this implies that the cone \(C_{\xi} \subset \mathbb{R}^n\) generated by \(\xi_1, \ldots, \xi_n\) contains \(C_0\). Now as in [17, Prop. 2.4.2(ii)] we conclude that for any \(\chi \in \text{int}(C_0) \subset \text{int}(C_{\xi})\) the point \((C, p_1, \ldots, p_n, v_1, \ldots, v_n)\) is \(\chi\)-stable.

Now let us prove that for \(\chi\) in the interior of \(C_0\) all \(\chi\)-semistable points are \(\chi\)-stable, and that this notion does not depend on \(\chi\). To this end we will use the generating coordinates of Proposition 2.3.1. Suppose we have a point \((C, p_\bullet, v_\bullet) \in \tilde{U}_{g,n}^{ss}(a)\) which is \(\chi\)-semistable for some \(\chi\) in the interior of \(C_0\). Then for each \(i\) there should exist a generating coordinate of weight \(\xi_i\) that has a positive \(i\)th component. But such \(\xi_i\) is either a positive multiple of \(e_i\) or has form \(pe_i + qe_j\) with \(i \neq j\), \(p \geq a_i + 1\), \(-a_j \leq q \leq -1\). By [17, Lem. 2.4.3], this implies that \(C_0\) is contained in the cone generated by \(\xi_1, \ldots, \xi_n\). As before, we deduce that the point \((C, p_\bullet, v_\bullet)\) is stable with respect to any character in \(\text{int}(C_0)\).

(iii) Recall that \(\tilde{U}_{g,n}^{ss}(a, a')\) is the distinguished affine open subset in \(\tilde{U}_{g,n}^{ss}(a)\) associated with the pull-back of the determinant of the morphism of the vector bundles

\[
\pi_{a}^{-1} \circ \pi_{a'} : \mathcal{H}(a')/\mathcal{H}_{\geq 0} \otimes \mathcal{O} \to \mathcal{H}_{\geq -a}/\mathcal{H}_{\geq 0} \otimes \mathcal{O}
\]

under the Krichever map (see Proposition 1.3.3(ii) and the proof of Theorems A and B). Now the assertion follows immediately from the fact that \(\chi_{a,a'}\) is the weight of \(\det(\pi_{a}^{-1} \circ \pi_{a'})\).

Recall that a modular compactification of \(\mathcal{M}_{g,n}\) (over \(k\)) is an nonempty open substack \(\mathcal{X} \subset \mathcal{N}_{g,n}\), where \(\mathcal{N}_{g,n}\) is the stack of smoothable curves of arithmetic genus \(g\) with \(n\) smooth distinct marked points, such that \(\mathcal{X}\) is proper. This term was introduced by Smyth [20] who considered substacks defined over \(\mathbb{Z}\), whereas we work over \(k\).

Let \(\tilde{U}_{g,n}^{ss}(a)_{\chi}^{ss} \subset \tilde{U}_{g,n}^{ss}(a)\) denote the set of \(\chi\)-semistable points. As in [17, Cor. 2.4.4]), we deduce the following result.

**Corollary 2.4.2.** For \(\chi \in \text{int}(C_0)\) the quotient stack \(\tilde{U}_{g,n}^{ss}(a)_{\chi}^{ss}/\mathbb{G}_m^n\) is proper. Hence, its irreducible component consisting of smoothable curves gives a modular compactification of \(\mathcal{M}_{g,n}\).

**Remarks 2.4.3.**

1. As in [17, Sec. 2.4] we can use the weights of generating coordinates (2.3.1) to define a countable set of walls in \(C_a\), such that the statement of Corollary 2.4.2 also holds for characters that do not lie on these walls. In fact, this assertion holds for some finite subset of these walls since we know that finitely many of the coordinates (2.3.1) generate the ring \(\mathcal{O}(\tilde{U}_{g,n}^{ss}(a))\) (by Theorem A).
2. For a pair $a \neq a' \in X(g, n)$ one often has nontrivial global $G_m^n$-invariant functions on $\tilde{U}_{g,n}^{ns}(a, a')$. For example, for $g = 2$, $n = 2$, $a = (2, 0)$ and $a' = (0, 2)$, we have $\chi_{a,a'} = 3(e_2 - e_1)$ which is in the interior of the cone $C_{2,0}$, generated by $e_1$ and $e_2 - 2e_1$. Hence, by Theorem 2.4.1, the geometric quotient $\tilde{U}_{2,2}^{ns}(2e_1, 2e_2)/G_m^2$ is a (nonempty) distinguished open affine in a projective birational model of $M_{2,2}$.

However, it may happen that the weight $\chi_{a,a'}$ belongs to the boundary of $C_a$. For example, for $g = 2$, $n = 2$, $a = (1, 1)$ and $a' = (2, 0)$ we have $\chi = 2e_1 - e_2$ which is one of the generators of $C_{(1,1)}$. In this case one can check that there are no non-constant $G_m^2$-invariant functions on $\tilde{U}_{2,2}^{ns}((1,1),(2,0))$.

2.5. Extending the coordinates on $\tilde{U}_{g,n}^{ns}(a)$ to $\overline{M}_{g,n}$. In this section we will use a different normalization of the coordinates $\alpha_{ij}[p,0]$ than in Section 2.3 (see Theorem 2.5.9 below).

Recall that the standard divisor classes $\psi_i$ on the moduli stack of pointed curves correspond to the line bundles $L_i := O(-p_i)|_{\mathcal{U}_{g,n}}$. The pull-back of these line bundles to $\tilde{U}_{g,n}^{ns}(a)$ is canonically trivialized. Now considering the semi-invariance of $\alpha_{ij}[p,q]$ with respect to the $G_m^n$-action we see that they descend to sections

$$\overline{\alpha}_{ij}[p,q] \in H^0(\mathcal{U}_{g,n}^{ns}(a), L_i^{-p} \otimes L_j^q). \quad (2.5.1)$$

Let $\overline{M}_{g,n}(a)$ denote the open substack of $\overline{M}_{g,n}$ consisting of $(C, p_1, \ldots, p_n)$ such that $H^1(C, O(p_1 + \ldots + p_n)) = 0$. We have a natural morphism

$$c : \overline{M}_{g,n}(a) \to \mathcal{U}_{g,n}^{ns}(a)$$

obtained by restricting the map $c$ (see (1.7.11)) to stable curves. We have $c^*L_i = L_i$, and we denote still by $\overline{\alpha}_{ij}[p,q]$ the pull-back of $\overline{\alpha}_{ij}[p,q]$ to $\overline{M}_{g,n}(a)$.

We are interested in the poles of $\overline{\alpha}_{ij}[p,q]$ along the complement $\overline{M}_{g,n} \setminus \overline{M}_{g,n}(a)$. In Theorem 2.5.9 below we will achieve an estimate for these poles which ignores a possibly more subtle behavior along the boundary of $\overline{M}_{g,n}$.

Let $(C, p_1, \ldots, p_n)$ be the universal curve over $\overline{M}_{g,n}$. For a segment $[a, b] \subset \mathbb{Z}$ let us define the vector bundle on $\overline{M}_{g,n}$ by

$$\text{Polar}_{[a, b], p_i} := \pi_* (O_C(-ap_i)/O_C((-b - 1)p_i)).$$

Let us set

$$\text{Polar}_a := \bigoplus_{i=1}^n \text{Polar}_{[-a_i, -1], p_i} = \bigoplus_{i=1}^n \pi_* (O_C(a_i p_i)/O_C).$$

As before, we denote by $\mathbb{V}$ the bundle with the fibers $H^1(C, O)$ (the dual of the Hodge bundle). We have a natural morphism of vector bundles of rank $g$,

$$\overline{\pi}_a : \text{Polar}_a \to \mathbb{V}, \quad (2.5.2)$$

such that $\overline{M}_{g,n}(a)$ is precisely the locus where $\overline{\pi}_a$ is an isomorphism.

**Definition 2.5.1.** Let us consider the section

$$\overline{\pi}_a := \det(\overline{\pi}_a) \in H^0(\det(\mathbb{V}) \otimes \prod \det(\text{Polar}_a)^{-1}),$$

where $\det(\overline{\pi}_a)$ is a line bundle on $\overline{M}_{g,n}(a)$.
We define the effective Cartier divisor $Z_a \subset \overline{M}_{g,n}$ as the zero locus of $\pi_a$. Note that $\overline{M}_{g,n}(\mathbf{a}) = \overline{M}_{g,n} \setminus Z_a$.

**Remark 2.5.2.** Let $\overline{M}_{g,n}^{(\infty)} \to \overline{M}_{g,n}$ be the torsor corresponding to choices of formal parameters at marked points. Note that the pull-back of $\pi_a$ agrees with the map $\text{Kr}^\ast(\pi_a)$ over the open substack of $\overline{M}_{g,n}^{(\infty)}$ where the Krichever map is defined, where $\pi_a$ is given by (1.2.2). Hence, $\pi_a$ similarly agrees with $\text{Kr}^\ast(s_a)$, where $s_a$ is the Plücker coordinate corresponding to $\mathbf{a}$ (see Section 1.3).

Below we use the standard divisor classes on $\overline{M}_{g,n}$, $\psi_i = c_1(L_i)$ and $\lambda = -c_1(V)$.

**Lemma 2.5.3.** One has the equality of divisor classes on $\overline{M}_{g,n}$

$$Z_a := \Psi_a - \lambda,$$

where

$$\Psi_a := \sum_{i=1}^n \binom{a_i + 1}{2} \psi_i.$$  \hfill (2.5.3)

**Proof.** Since $Z_a$ is the degeneration locus of the morphism $\overline{\pi}_a$, its class is given by $c_1(V) - c_1(\text{Polar}_a)$.

It remains to use the isomorphism

$$\det(\text{Polar}_{[-m,-1],p_i}) \cong \bigotimes_{a=1}^m L_i^{-a} \cong L_i^{-\frac{m+1}{2}}$$

and recall that $c_1(V) = -\lambda$, $c_1(L_i) = \psi_i$. \hfill $\square$

**Remark 2.5.4.** Note that the effective divisor $Z_a \cap \overline{M}_{g,n}$ is precisely the locus of $(C, p_1, \ldots, p_n)$ such that $h^1(\mathcal{O}(p_1 + \ldots + p_n)) \neq 0$, or equivalently, $h^0(\mathcal{O}(p_1 + \ldots + p_n)) \geq 2$. Let $D_a$ be the closure of this locus in $\overline{M}_{g,n}$. The divisors $(D_a)$ play an important role in the work of Logan [12] on Kodaira dimension of $\overline{M}_{g,n}$. In particular, he proves the following formula in $\text{Pic}(\overline{M}_{g,n})$:

$$D_a = \Psi_a - \lambda - \sum m_{i,S}(\mathbf{a})\delta_{i,S},$$

where $(\delta_{i,S})$ are the boundary divisors on $\overline{M}_{g,n}$, and computes explicitly $m_{i,S} \geq 0$ (for example, he shows that $m_{0,\{i,j\}} = a_ia_j$). On the other hand, we defined $Z_a = \Psi_a - \lambda$ as an effective divisor, given by zeros of the section $s_a$, which vanishes with multiplicity 1 along $D_a$. Since the boundary divisors are linearly independent in $\text{Pic}(\overline{M}_{g,n})$, it follows that $m_{i,S}(\mathbf{a})$ are precisely the multiplicities of zeros of $s_a$ along the boundary divisors.

For any $N \geq 1$ let us set

$$\text{Polar}_{a,N} := \bigoplus_{i=1}^n \text{Polar}_{[-a_i,N-1]} = \bigoplus_{i=1}^n \pi_*(\mathcal{O}_C(a_ip_i)/\mathcal{O}_C(-Np_i)).$$
Similarly to Section 1.3, it will be convenient to consider the natural morphism, induced by the coboundary homomorphism,

$$\pi_{a,N} : \text{Polar}_{a,N} / \mathcal{O} \to \mathcal{V}_N,$$

where $\mathcal{V}_N$ is the vector bundle on $\mathcal{M}_{g,n}$ with the fiber $H^1(C, \mathcal{O}(-N(p_1 + \ldots + p_n)))$. Note that the pull-back of this morphism to $\mathcal{M}_{g,n}^{(\infty)}$ agrees with $\text{Kr}^*(\pi'_{a,N})$ on the open substack where $\text{Kr}$ is defined (see the proof of Proposition 1.3.3).

**Lemma 2.5.5.** We have a natural identification

$$\det(\mathcal{V}_N) \otimes \det(\text{Polar}_{a,N})^{-1} \simeq \det(\mathcal{V}) \otimes \det(\text{Polar}_a)^{-1},$$

so that $\det(\pi_{a,N}) = \det(\pi_a)$.

**Proof.** This follows immediately from the morphism of exact sequences (similar to the one used in the proof of Proposition 1.3.3)

$$0 \to \text{Polar}_{0,N} / \mathcal{O} \to \text{Polar}_{a,N} / \mathcal{O} \to \text{Polar}_a \to 0$$

$$\begin{array}{c c c c}
0 & \text{Polar}_{0,N} / \mathcal{O} & \text{Polar}_{a,N} / \mathcal{O} & \text{Polar}_a \to 0 \\
\id & \pi_{a,N} & \pi_a & \\
0 \to \text{Polar}_{0,N} / \mathcal{O} & \mathcal{V}_N & \mathcal{V} & 0
\end{array}$$

We are going to work over $\mathcal{U}_{g,n}^{as}(a)$ for a while. We consider the bundles $\text{Polar}_{[a,b],p_i}$, $\text{Polar}_{a,N}$ and the morphisms $\pi_a, \pi_{a,N}$ over $\mathcal{U}_{g,n}^{as}$, defined (and denoted) in the same way as over $\mathcal{M}_{g,n}$.

Recall that we have canonical formal parameters $t_i$ at the marked points $p_i$ on the universal curve over $\tilde{\mathcal{U}}_{g,n}^{as}(a) \simeq \text{ASG} \cap \Sigma^{a,i_0}$ (see Corollary 1.4.7), depending on a choice of $i_0$ such that $a_{i_0} > 0$ in the case when some $a_i$ are zero. These formal parameters are uniquely characterized by the following properties. If $a_i > 0$ then for each $m > a_i$ there is an element $f_i[-m] \in H^0(C, \mathcal{O}(mp_i + \sum_{j \neq i} a_j p_j))$ with the expansion at $p_i$ satisfying $f_i[-m] \equiv t_i^{-m} \mod t_i^{-a_i+1} k[[t_i]]$. If $a_i = 0$ then there should exist an element $f_i[-1] \in H^0(C, \mathcal{O}(p_i + \sum_{j \neq i} a_j p_j))$ which restricts to $t_i^{-1}$ in a formal neighborhood of $p_i$ and whose expansion in $t_i$ at $p_{i_0}$ has no constant term.

For any $a \leq b$, the splitting of the trivial vector bundle $(t_i^a k[t_i]/t_i^{b+1} k[t_i]) \otimes \mathcal{O}$ associated with the basis $(t_i^a)$, over $\tilde{\mathcal{U}}_{g,n}^{as}(a)$, descends to a splitting

$$\text{Polar}_{[a,b],p_i} \simeq \bigoplus_{j=a}^{b} L_i^{j}$$

(2.5.4)

over $\mathcal{U}_{g,n}^{as}(a)$.

Now we will give a recipe for computing the sections $\pi_{ij}[p,q]$ of $L_i^{-p} L_j^q$, where $p \leq -a_i - 1$, $q \geq -a_j$ (see (2.5.1)), on $\mathcal{U}_{g,n}^{as}(a)$, and hence on $\mathcal{M}_{g,n}(a)$, in terms of the above splitting.
Let us set
\[ \text{Polar}^i_{a,N} := \bigoplus_{i' \neq i} \text{Polar}_{[-a_i,N-1],p_{i'}}^i, \quad \text{Polar}^i_a := \text{Polar}^i_{a,0}. \]

Note that for each \( p \leq -a_i - 1 \) the isomorphism \( \overline{\alpha} \) over \( U^a_{g,n}(a) \) (see (2.5.2)) induces an isomorphism
\[ \text{Polar}_{[p,-1],p_i} \oplus \text{Polar}^i_a \xrightarrow{\sim} \text{Polar}_{[p,-a_i-1],p_i} \oplus \mathbb{V}. \]

Hence, its inverse gives a morphism
\[ F_p^i : \text{Polar}_{[p,-a_i-1],p_i} \rightarrow \text{Polar}_{[p,-1],p_i} \oplus \text{Polar}^i_a \]
on \( U^a_{g,n}(a) \). Similarly, for \( N \geq 1 \) the inverse of the isomorphism
\[ (\text{Polar}_{[p,N-1],p_i} \oplus \text{Polar}^i_a) / \mathcal{O} \xrightarrow{\sim} \text{Polar}_{[p,-a_i-1],p_i} \oplus \mathbb{V}. \]

induces a morphism
\[ F_{p,N}^i : \text{Polar}_{[p,-a_i-1],p_i} \rightarrow (\text{Polar}_{[p,N-1],p_i} \oplus \text{Polar}^i_a) / \mathcal{O}. \]

**Lemma 2.5.6.** In the case \( q < 0 \) the section \( \overline{\alpha}_{ij}[p,q] \) on \( U^a_{g,n}(a) \) is given by the composition
\[ L_i^p \rightarrow \text{Polar}_{[p,-a_i-1],p_i} F_p^i \rightarrow \text{Polar}_{[p,-1],p_i} \oplus \text{Polar}^i_a \rightarrow \text{Polar}_{[-a_j,-1],p_j} \rightarrow L_j^q, \]
where the first and the last arrows use the splitting (2.5.4). If \( q > 0 \) then \( \overline{\alpha}_{ij}[p,q] \) is given by the composition
\[ L_i^p \rightarrow \text{Polar}_{[p,-a_i-1],p_i} F_{p,q+1}^i \rightarrow (\text{Polar}_{[p,q],p_i} \oplus \text{Polar}^i_{a,q+1}) / \mathcal{O} \rightarrow \text{Polar}_{[-a_j,q],p_j} / \mathcal{O} \rightarrow L_j^q. \]

Finally, in the case \( q = 0 \), let us normalize \( (\overline{\alpha}_{ij}[p,0]) \) by the condition \( \overline{\alpha}_{ij,j_0}[p,0] = 0 \) for some fixed \( j_0 \in [1,n] \). Then \( \overline{\alpha}_{ij}[p,0] \), for \( j \neq j_0 \), is given by the composition obtained from (2.5.6) by replacing the last two arrows with
\[ (\text{Polar}_{[p,0],p_i} \oplus \text{Polar}^i_{a,1}) / \mathcal{O} \rightarrow (\text{Polar}_{[-a_j,0],p_{j_0}} \oplus \text{Polar}_{[-a_j,0],p_j}) / \mathcal{O} \rightarrow \mathcal{O}, \]
where the last arrow is given by the difference of projections to \( \mathcal{O} \) from both factors in the direct sum.

**Proof.** It is enough to prove the similar assertions for the functions \( \alpha_{ij}[p,q] \) on \( \tilde{U}^a_{g,n}(a) \). These follow essentially from the definition of \( \alpha_{ij}[p,q] \). Let us consider the case \( q < 0 \) first. We can think of \( \text{Polar}_{[p,-1],p_i} \oplus \text{Polar}^i_a \) as the bundle of polar parts at the marked points (up to order \( -p \) at \( p_i \) and up to order \( a_j \) at \( p_j, j \neq i \)). The kernel of the morphism to \( \mathbb{V} \) corresponds to polar parts coming from \( H^0(C \setminus \{p_1, \ldots, p_n\}, \mathcal{O}) \). Hence, the map \( F_p^i \) applied to a given polar part at \( p_i \) gives its extension to polar parts at all points, that come from \( H^0(C \setminus \{p_1, \ldots, p_n\}, \mathcal{O}) \). Thus, the composition of the first two arrows in (2.5.5) sends \( t_i^p \) to the polar parts of \( f_i[p] \) at all points. The composition of the two following arrows sends it to the term containing \( t_j^q \) in the polar part at \( p_j \), which is by definition \( \alpha_{ij}[p,q] t_j^q \).

The case \( q > 0 \) is similar: the difference is that rather than considering polar parts we have to take into account terms with higher order of the parameters. In the case \( q = 0 \) we
make a necessary change to take into account that $\alpha_{ij}[p,0]$ is the difference of constant terms at $p_j$ and $p_{jo}$.

Given a surjective map of vector bundles $p : V \rightarrow Q$, and an effective Cartier divisor $D$, we say that a map $Q \rightarrow V(D)$ is a splitting of $p$ with a pole if the composition $Q \rightarrow V(D) \rightarrow Q(D)$ is the map induced by the embedding $\mathcal{O} \rightarrow \mathcal{O}(D)$. Dually, we talk about retractions with a pole for embeddings of vector bundles.

**Lemma 2.5.7.** Let

$$0 \rightarrow V_1 \rightarrow V_2 \rightarrow V_3 \rightarrow 0$$

be an exact sequence of vector bundles, and let $D$ be an effective divisor, such that the sequence splits on the complement $U$ of $D$. Then there is a splitting with a pole $V_3 \rightarrow V_2(D)$ extending the given splitting over $U$, $V_3|_U \rightarrow V_2|_U$, if and only if there is a retraction with a pole $V_2 \rightarrow V_1(D)$ extending the given retraction over $U$, $V_2|_U \rightarrow V_1|_U$.

**Proof.** Assume there exists $V_3 \rightarrow V_2(D)$. Consider the global morphism

$$f : V_1 \oplus V_3(-D) \rightarrow V_2.$$  

Then it is easy to see that $f$ is injective and $\text{coker}(f) \cong V_3/V_3(-D)$. In particular, $\text{coker}(f)$ is killed by the ideal sheaf of $D$, so we get an embedding $V_2(-D) \rightarrow V_1 \oplus V_3(-D)$, which gives the required map $V_2(-D) \rightarrow V_1$.

The proof of the converse is similar by looking at the morphism $V_2 \rightarrow V_1(D) \oplus V_3$. □

We say that a morphism of vector bundles of equal rank $f : V \rightarrow W$ degenerates exactly on an effective Cartier divisor $D$ if the morphism $\det(f) : \det(V) \rightarrow \det(W)$ induces an isomorphism $\det(V)(D) \cong \det(W)$. Note that in this case the sheaf $W/f(V)$ is killed by the ideal sheaf of $D$, hence, we get a morphism $W(-D) \rightarrow V$ which is inverse to $f$ on the complement of $D$.

In the following lemma we analyze how to extend the splittings $L_i^a \rightarrow \text{Polar}_{[a,b],p_i}$ of the natural projection $\text{Polar}_{[a,b],p_i} \rightarrow L_i^a$ (resp., retractions $\text{Polar}_{[a,b],p_i} \rightarrow L_i^b$ of the embedding $L_i^b \rightarrow \text{Polar}_{[a,b],p_i}$) that we have over $\mathcal{M}_{g,n}(a)$ (see (2.5.4)) to splittings (resp., retractions) with a pole along the divisor $Z_a \subset \mathcal{M}_{g,n}$ (see Definition 2.5.1).

**Lemma 2.5.8.** (i) Let $Z$ be a divisor supported on $Z_a$. Assume that for some $i \in [1,n]$ and some $m \geq 0$, $N \geq 1$, the splittings $L_i^{m-j} \rightarrow \text{Polar}_{[-m-j,-m],p_i}$ over $\mathcal{M}_{g,n}(a)$, for $j = 1, \ldots , N$, extend to splittings with a pole $L_i^{m-j} \rightarrow \text{Polar}_{[-m-j,-m],p_i}(jZ)$ over $\mathcal{M}_{g,n}$. Then we have a splitting with a pole $L_i^a \rightarrow \text{Polar}_{[a,a+1],p_i}(NZ)$ for any $a \in \mathbb{Z}$, extending the splitting over $\mathcal{M}_{g,n}(a)$.

(ii) For every $i \in [1,n]$ such that $a_i \geq 1$, and every $a \leq b$, the splitting $L_i^a \rightarrow \text{Polar}_{[a,b],p_i}$ (resp., the retraction $\text{Polar}_{[a,b],p_i} \rightarrow L_i^b$) over $\mathcal{M}_{g,n}(a)$ extends to a splitting (resp., retraction) with a pole $L_i^a \rightarrow \text{Polar}_{[a,b],p_i}((b-a)Z_a)$ (resp., $\text{Polar}_{[a,b],p_i} \rightarrow L_i^b((b-a)Z_a)$ ) over $\mathcal{M}_{g,n}$.

(iii) In the case $a_i = 0$ the above splittings and retractions acquire at most the following poles along $Z_a$: $L_i^a \rightarrow \text{Polar}_{[a,b],p_i}((b-a)(a_{i_0} + 1)Z_a)$, $\text{Polar}_{[a,b],p_i} \rightarrow L_i^b((b-a)(a_{i_0} + 1)Z_a)$. 
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**Proof.** (i) Let us temporarily denote by \( t_{i,\text{can}} \) the canonical formal parameter at \( p_i \) over \( \bar{U}_{g,n}^{\text{a,s}}(a) \) obtained from Corollary 1.4.7. The question is local, so we can choose a formal parameter \( t_i \) at \( p_i \) locally over \( \bar{M}_{g,n} \). In particular, \( t_i \) gives a nonzero relative tangent vector at \( p_i \), and so we also have the corresponding canonical parameter \( t_{i,\text{can}} \) at \( p_i \), which is defined away from \( Z_a \). We have

\[
t_{i,\text{can}} = t_i + c_1 t_i^2 + \ldots + c_N t_i^{N+1} + \ldots ,
\]

where \( c_l \) are some functions, regular on the complement to \( Z_a \).

We claim that \( c_l \in \mathcal{O}(lZ) \) for \( l = 1, \ldots, N \). Using the induction on \( N \) we can assume that we already know this for \( c_l \) with \( l < N \). Now our assumption about the pole of the splitting \( L_i^{m-N} \to \text{Polar}[m-N,-m],p_i \) means that the coefficients of powers of \( t_i \) in the expansion of \( t_{i,\text{can}}^{m-N} \mod t_i^{m+1}k[[t_i]] \) belong to \( \mathcal{O}(NZ) \). Looking at the coefficient of \( t_i^{m-N} \) of this expansion we derive that \( c_N \in \mathcal{O}(NZ) \), which proves our claim.

Hence, for any \( a \in \mathbb{Z} \) the coefficients in the expansion of \( t_{i,\text{can}}^a \mod t_i^{a+N+1}k[[t_i]] \) belong to \( \mathcal{O}(NZ) \), which is precisely our assertion.

(ii) Since, \( Z_a \) is the degeneration locus of the morphism \( \pi_a \) (see (2.5.2)), it follows that for any \( m \geq 1 \) the morphism of vector bundles of rank \( g + m \) on \( \bar{M}_{g,n} \)

\[
\text{Polar}_{[-a_i-m,-1],p_i} \oplus \text{Polar}_{a_i} \to \text{Polar}_{[-a_i-m,-a_i-1],p_i} \oplus V
\]

degenerates exactly on \( Z_a \). Thus, we get a morphism

\[
\text{Polar}_{[-a_i-m,-a_i-1],p_i} \to \text{Polar}_{[-a_i-m,-a_i-1],p_i}(Z_a) \to \text{Polar}_{[-a_i-m,-a_i],p_i}(Z_a).
\]

As in the proof of Lemma 2.5.6, we see that over \( \bar{M}_{g,n}^{\text{a,s}}(a) \) the first arrow in (2.5.7) sends \( t_{i,-a_i-m'} \), for \( 1 \leq m' \leq m \), to the polar part the expansion of \( f_i[-a_i-m'] \) in \( t_i \). By the definition of the canonical parameters, this implies that the morphism (2.5.7) is compatible with the splitting (2.5.4) over \( \bar{M}_{g,n}^{\text{a,s}}(a) \).

Now, let us prove by induction that for any \( m \geq 1 \) we have the required splittings with poles

\[
L_i^a \to \text{Polar}_{[a,a+m],p_i}(mZ_a)
\]

For \( m = 1 \) the morphism (2.5.7) gives a splitting with a pole

\[
L_i^{-a_i-1} \to \text{Polar}_{[-a_i-1,-a_i],p_i}(Z_a),
\]

and the assertion follows from part (i). Assume we already have such morphisms for \( m' < m \). Then we can construct the required splitting with a pole for \( a = -a_i - m \) as the composition

\[
L_i^{-a_i-m} \to \text{Polar}_{[-a_i-m,-a_i-1],p_i}((m-1)Z_a) \to \text{Polar}_{[-a_i-m,-a_i],p_i}(mZ_a),
\]

where the first arrow exists by the induction assumption and the second arrow is given by (2.5.7). It remains to apply part (i) again.

Next, combining our splittings with poles we get a splitting with a pole

\[
\text{Polar}_{[a,b-1],p_i} \to \text{Polar}_{[a,b]}((b-a)Z_a).
\]

Hence, by Lemma 2.5.7 we get the required retraction with a pole

\[
\text{Polar}_{[a,b]} \to L_i^b((b-a)Z_a).
\]
(iii) Now consider the case \( a_i = 0 \). Recall that we have fixed \( i_0 \) such that \( a_{i_0} > 0 \). It follows from Lemma 2.5.5 that for each \( m \geq 1 \) the morphism of vector bundles of rank 
\[
g + n + m - 1 \text{ on } \overline{\mathcal{M}}_{g,n},
\]
\[
(P_{[-m,0],p_i} \oplus P_{a_i,1}) / \mathcal{O} \rightarrow P_{[-m,-1],p_i} \oplus \mathcal{V}_1
\]
degenerates exactly on \( Z_a \). Thus, we get a morphism
\[
P_{[-m,-1],p_i}(-Z_a) \rightarrow (P_{[-m,0],p_i} \oplus P_{a_{i_0},0},p_{i_0}) / \mathcal{O}.
\]
By part (ii), we also have a morphism \( P_{a_{i_0},0},p_{i_0} \rightarrow \mathcal{O}(a_{i_0}Z_a) \), which gives splitting with the pole of order \( a_{i_0} \) along \( Z_a \), that we have splittings with poles
\[
0 \rightarrow \mathcal{O} \rightarrow P_{[-a_{i_0},0],p_{i_0}} \rightarrow P_{[-a_{i_0},0],p_{i_0}} / \mathcal{O} \rightarrow 0
\]
Hence, the exact sequence
\[
0 \rightarrow P_{[-m,0],p_i} \rightarrow (P_{[-m,0],p_i} \oplus P_{a_{i_0},0},p_{i_0}) / \mathcal{O} \rightarrow P_{[-a_{i_0},0],p_{i_0}} / \mathcal{O} \rightarrow 0
\]
also has a splitting with pole of order \( a_{i_0} \) along \( Z_a \), so we get a retraction with a pole
\[
(P_{[-m,0],p_i} \oplus P_{a_{i_0},0},p_{i_0}) / \mathcal{O} \rightarrow P_{[-m,0],p_j}(a_{i_0}Z_a).
\]
Composing it with (2.5.8) we get a morphism
\[
P_{[-m,-1],p_i} \rightarrow P_{[-m,0],p_j}((a_{i_0} + 1)Z_a).
\]
As in part (ii), we deduce from this by induction on \( m \) that we have splittings with poles
\[
L_i^a \rightarrow P_{[a_{i_0}+m],p_j}(m(a_{i_0} + 1)Z_a), \quad L_i^{-m} \rightarrow P_{[-m,0],p_j}(m(a_{i_0} + 1)Z_a)
\]
extending the ones associated with the canonical parameter \( t_i \) over \( \overline{\mathcal{M}}_{g,n}(a) \).

**Theorem 2.5.9.** Let us choose \( j_0 \in [1, n] \) such that \( a_{j_0} = \min(a_1, \ldots, a_n) \), and normalize \( \mathcal{P}_{ij}[p,0] \) by \( \mathcal{P}_{ij,j_0}[p,0] = 0 \). If there exists \( i \) such that \( a_i = 0 \) then we in addition choose \( i_0 \), such that \( a_{i_0} > 0 \), that is used to define \( \mathcal{P}_{ij}[p,q] \) for \( a_i = 0 \). Then the section \( \mathcal{P}_{ij}[p,q] \) of 
\[
H^0(\overline{\mathcal{M}}_{g,n}, L_i^{-p} \otimes L_j^q(1 + d_j(q + a_j) - d_i(p + a_i + 1))Z_a),
\]
where
\[
d_i = \begin{cases} 
1 & a_i > 0, \\
(a_{i_0} + 1), & a_i = 0.
\end{cases}
\]
In particular if \( a_i > 0 \) and \( a_j > 0 \) then \( \mathcal{P}_{ij}[p,q] \) extends to a global section of \( L_i^{-p} \otimes L_j^q((q + a_j - p - a_i)Z_a) \).

*Proof.* We use the presentation of \( \mathcal{P}_{ij}[p,q] \) given in Lemma 2.5.6. Assume first that \( q < 0 \). Then using Lemma 2.5.8, we can modify the composition (2.5.5) as
\[
L_i^p(d_i(p + a_i + 1)Z_a) \rightarrow P_{[p,-a_i-1],p_i} \rightarrow (P_{[p,-1],p_i} \oplus P_{a_i,1})(Z_a) \rightarrow \\
P_{[-a_i-1],p_i}(Z_a) \rightarrow P_{[-a_i,q],p_j}(Z_a) \rightarrow L_j^q((1 + d_j(q + a_j))Z_a),
\]
\[48\]
which gives the required pole estimate in this case. Similarly, if \( q > 0 \) then we modify (2.5.6) as
\[
L_{i}^{q}(d_{i}(p + a_{i} + 1)Z_{a}) \rightarrow \text{Polar}_{[p,-a_{i}-1,p_{i}]} \rightarrow ((\text{Polar}_{[p,q],p_{i}} \oplus \text{Polar}_{a,q+1}^{i}) / \mathcal{O})(Z_{a}) \rightarrow (\text{Polar}_{[-a_{j},q],p_{j}} / \mathcal{O})(Z_{a}) \rightarrow L_{j}^{q}((1 + d_{j}(q + a_{j}))Z_{a}).
\]
Finally, in the case \( q = 0 \) and \( j \neq j_{0} \) we replace the last two arrows in this composition by
\[
((\text{Polar}_{[p,0],p_{i}} \oplus \text{Polar}_{a,1}^{i}) / \mathcal{O})(Z_{a}) \rightarrow ((\text{Polar}_{[-a_{j},0],p_{j}} \oplus \text{Polar}_{[-a_{j},0],p_{j}}) / \mathcal{O})(Z_{a}) \rightarrow L_{j}^{q}((1 + d_{j}a_{j})Z_{a}),
\]
where the last arrow exists since \( a_{j_{0}} \leq a_{j} \).

\[\square\]

**Remark 2.5.10.** In the case of \( \overline{\alpha}_{i,j}[-a_{i} - 1, -a_{j}] \), where \( a_{j} > 0 \), we can derive the result of the above theorem much easier using the formula
\[
\overline{\alpha}_{i,j}[-a_{i} - 1, -a_{j}] = \pm \frac{s_{a+e_{i}+e_{j}}^{i}}{s_{a}},
\]
obtained similarly to Corollary 1.3.4. Indeed, the right hand side is a rational section of \( \mathcal{O}(\Psi_{a+e_{i}+e_{j}} - \Psi_{a}) = L_{i}^{a_{i}+1} \otimes L_{j}^{-a_{j}} \) with the pole of order 1 at \( Z_{a} \), so we can view it as a regular section of \( L_{i}^{a_{i}+1} \otimes L_{j}^{-a_{j}}(Z_{a}) \).

In the next result we will use the notation from Section 2.4. In particular, \( N = \max(a_{1}, \ldots, a_{n}) \) and \( C_{a} \subset \mathbb{R}^{n} \) is the cone generated by all vectors \( \omega_{ij} = (a_{i} + 1)e_{i} - a_{j}e_{j} \). We will also use the smaller subset of generators of this cone indicated in Lemma 2.2.2.

**Proposition 2.5.11.** (i) Assume that \( a_{i} > 0 \) for at least two indices \( i \). Let \( \chi = \sum_{i \neq j; a_{i} > 0} x_{ij}\omega_{ij} \) be in the cone \( C_{a} \). Then the rational map from \( \overline{\mathcal{M}}_{g,n} \) to \( \overline{\mathcal{U}}_{g,n}^{a_{i}}(a) \parallel \mathbb{G}_{m}^{n} \) is given by a linear system in \( |rZ| \), for some positive integer \( r \), where
\[
Z = Z(\chi) = \sum_{i \neq j; a_{i} > 0, a_{j} > 0} x_{ij}(Z_{a+e_{i}-e_{j}} + \left(\frac{N}{a_{i}} - 1\right)Z_{a}) + \sum_{i \neq j; a_{i} = 0, a_{j} > 0} x_{ij}Z_{a+e_{i}-e_{j}}.
\]
(ii) For \( a = ge_{1} \) and \( \chi = x_{1}e_{1} + \sum_{i=2}^{n} x_{i}\omega_{1} \) the rational map from \( \overline{\mathcal{M}}_{g,n} \) to \( \overline{\mathcal{U}}_{g,n}^{a}(a) \parallel \mathbb{G}_{m}^{n} \) is given by a linear system in a positive multiple of the class
\[
x_{1}(\psi_{1} + Z_{e_{1}}) + \sum_{i=2}^{n} x_{i}Z_{(g-1)e_{1}+e_{i}}.
\]

**Proof.** Set
\[
\widetilde{\psi}_{i} = \psi_{i} + N\ell(e_{i})Z_{a} = \begin{cases} 
\psi_{i} + \left(\frac{N}{a_{i}}\right)Z_{a}, & a_{i} \neq 0, \\
\psi_{i} + (N+1)Z_{a}, & a_{i} = 0.
\end{cases}
\]
We claim that \( \overline{\alpha}_{i,j}[p,q] \) extends to a global section of the line bundle corresponding to the class \( -p\widetilde{\psi}_{i} + q\widetilde{\psi}_{j} \), where for a rational divisor class \( \sum r_{i}[V_{i}] \), by global sections we mean global sections of \( \sum [r_{i}]V_{i} \). Indeed,
\[
-p\widetilde{\psi}_{i} + q\widetilde{\psi}_{j} = -p\psi_{i} + q\psi_{j} + N\ell(-pe_{i} + qe_{j})Z_{a}.
\]
Proposition 3.1.1. There is an isomorphism:

\[ N\ell(\omega_{ij}) \geq 1 \quad \text{and} \quad N\ell(e_i) \geq d_i, \]

which implies that:

\[ N\ell(-pe_i + qe_j) \geq 1 + d_j(q + a_j) - d_i(p + a_i + 1) \]

whenever \( p \leq -a_i - 1, \) \( q \geq -a_j. \) Thus, our claim follows from Theorem 2.5.9.

Next, let us define the homomorphism

\[ \tilde{\psi} : \mathbb{Q}^n \to \text{Pic}(\overline{M}_{g,n})_\mathbb{Q} : e_i \mapsto \tilde{\psi}_i. \]

Then we see that any monomial expression in coordinates \((\overline{\alpha}_{ij}[p, q])\) extends to a global section of \( \tilde{\psi}(v), \) where \( v \) is the corresponding \( \mathbb{G}_m^n \)-weight. Now the assertion (i) follows from the formula

\[ \tilde{\psi}(\omega_{ij}) = (a_i + 1)\tilde{\psi}_i - a_j\tilde{\psi}_i = \begin{cases} Z_{a+e_i-e_j} + \left(\frac{\lambda}{a_i} - 1\right)Z_a, & a_i > 0, a_j > 0; \\ Z_{a+e_i-e_j}, & a_i = 0, a_j > 0. \end{cases} \]

Indeed, in the case \( a_i > 0, a_j > 0 \) this follows from the identity

\[ (a_i + 1)e_i - a_je_j = \Psi_{a+e_i-e_j} - \Psi_a, \]

where \( \Psi_a \) are given by (2.5.3). Similarly, in the case \( a_i = 0, a_j > 0 \) this follows from

\[ \psi_i - a_j\psi_j + Z_a = \Psi_{a+e_i-e_j} - \lambda. \]

For the assertion (ii) we use in addition the formula for \( \tilde{\psi}_1, \) which in the case \( N = a_1 = g \) becomes

\[ \tilde{\psi}_1 = \psi_1 + Z_{e_1}. \]

\[ \square \]

Example 2.5.12. In the case when \( g \) is divisible by \( n \) and \( a_1 = \ldots = a_n = g/n, \) the class \( Z(\chi) \) from Proposition 2.5.11 is the image of \( \chi \) under the linear map sending the generating vectors \( \omega_{ij} \) to \( Z_{a+e_i-e_j}. \)

Remark 2.5.13. It follows easily from the results of Logan [12] that if \( C_\Psi \subset \mathbb{R}\psi_1 + \ldots + \mathbb{R}\psi_n \) is the convex hull of the classes \( \Psi_a, \) where \( a \) ranges over \( X(g, n), \) then for any rational class \( Z \) in the interior of \( C_\Psi + \mathbb{R}_{\geq 0}\psi_1 + \ldots + \mathbb{R}_{\geq 0}\psi_n, \) the \( \mathbb{Q} \)-divisor \( Z - \lambda \) is big. All the divisor classes appearing in Proposition 2.5.11 are multiples of classes of this form.

3. Examples with \( g = 1 \)

3.1. Case \( g = 1, \) \( n = 2, \) \( a = (1, 0). \) In this section we work over \( \mathbb{Z}[1/6]. \)

The simplest case \( g = n = 1, \) \( a_1 = 1 \) corresponds to the standard family of Weierstrass cubics (see e.g., [11, Sec. 1.3]), so we start with the next simplest case \( n = 2, \) \( a = (1, 0). \)

Proposition 3.1.1. There is an isomorphism \( \tilde{U}^{1\ast}_{2}(1, 0) \simeq \mathbb{A}^4 \) with coordinates \( a, b, e, \pi, \) such that the universal affine curve \( C \setminus \{p_1, p_2\} \) over \( \tilde{U}^{1\ast}_{1\cdot 2}(1, 0) \) is given by the equations

\[ \begin{align*}
    h_1^2 &= f_1^3 + \pi f_1 + s, \\
    f_1 h_{12} &= a h_1 + b h_{12} + a e, \\
    h_1 h_{12} &= a f_1^2 + e h_{12} + a f_1 + a(\pi + b^2),
\end{align*} \]

where

\[ s = e^2 - b(\pi + b^2). \]
Here the functions $h_{12} \in H^0(C, \mathcal{O}(p_1 + p_2))$, $f_1 \in H^0(C, \mathcal{O}(2p_1))$ and $h_1 \in H^0(C, \mathcal{O}(3p_1))$ have the expansions

$$h_{12} \equiv 1/t_2 + \ldots \text{ at } p_2,$$

$$h_{12} \equiv a/t_1 + \ldots, \quad f_1 \equiv 1/t_1^2 + \ldots, \quad h_1 \equiv 1/t_1^3 + \ldots \text{ at } p_1,$$

where $t_1$ and $t_2$ are formal parameters at $p_1$ and $p_2$ compatible with the fixed tangent vectors at $p_1$ and $p_2$. Note also that $b = f_1(p_2)$, $e = h_1(p_2)$. The weights of the coordinates with respect to the $\mathbb{G}_m^2$-actions are:

$$wt(a) = e_2 - e_1, \quad wt(b) = 2e_1, \quad wt(e) = 3e_1, \quad wt(\pi) = 4e_1.$$

**Proof.** The proof is similar to that of [17, Thm. 1.2.4]. First, assuming that $b$ is invertible, we can construct canonical generators in any marked algebra $A$ of type $(1, 0)$ over $R$ (see (1.5.1)). Namely, we claim that there is a unique choice of $f_1 \in F_{2e_1}$, $h_1 \in F_{3e_1}$ and $h_{12} \in F_{e_1+e_2}$, such that

$$f_1 \equiv u_1^3 \mod F_{e_1}, \quad h_1 \equiv u_3^3 \mod F_{2e_1}, \quad h_{12} \equiv u_2 \mod F_{e_1},$$

and the following relations hold in $A$, with $\pi, s, a, b, d, e, p, q, r \in R$:

$$h_1^2 = f_1^3 + \pi f_1 + s,$$

$$f_1 h_{12} = ah_1 + bh_{12} + d,$$

$$h_1 h_{12} = af_1^2 + eh_{12} + ph_1 + qf_1 + r.$$

Indeed, we have the following ambiguity in the choice of $f_1, h_1, h_{12}$: we can add constants to $f_1$ and $h_{12}$, and can change $h_1$ to $h_1 + c_1 f_1 + c_0$. The first relation fixes $f_1$ and $h_1$ uniquely, while adding a constant to $h_{12}$ we make sure that there is no term with $f_1$ in the second equation.

The Buchberger’s algorithm gives the following relations between the coefficients that are necessary and sufficient for the elements

$$f_1^n, h_1 f_1^m, h_{12}^k, \quad n \geq 0, m \geq 0, k \geq 1,$$

to form a basis of $A$:

$$s = e^2 - b(\pi + b^2), \quad d = ae, \quad p = 0, \quad q = ab, \quad r = a(\pi + b^2). \quad (3.1.2)$$

The rest of the proof is parallel to that of [17, Thm. 1.2.4], considering the chain of the natural maps

$$\tilde{U}^{ns}_{1,2}(1, 0) \rightarrow \text{MA}_{(2,1)} \rightarrow \mathcal{S}_{(1,0)} \rightarrow \tilde{U}^{ns}_{1,2}(1, 0),$$

where $\mathcal{S}_{(1,0)}$ is the scheme defined by the equations (3.1.2), so $\mathcal{S}_{(1,0)} \simeq \mathbb{A}^4$. \hfill \Box

**Corollary 3.1.2.** The forgetting morphism $\pi_2 : \tilde{U}^{ns}_{1,2}(1, 0) \rightarrow \tilde{U}^{ns}_{1}(1)$ identifies $\tilde{U}^{ns}_{1,2}(1, 0)$ with the total space $\text{Tot}(T_{p_1})$ of the line bundle over the universal affine curve over $\tilde{U}^{ns}_{1}(1)$ given by the tangent line at the marked point. This identification is compatible with the $\mathbb{G}_m^2$-action, where the action of the first factor on $\text{Tot}(T_{p_1})$ is induced by its action on $\tilde{U}^{ns}_{1}(1)$, while the second factor acts by rescalings in the fibers and trivially on the base.
Proof. The morphism for $2$ is given by the functions $(\pi, s)$. Now we can rewrite the formula for $s$ as the equation

$$e^2 = b^3 + \pi b + s,$$

which is exactly the equation of the universal affine curve over $\tilde{\mathcal{U}}_{1,3}^a(1)$. The extra coordinate $a$ can be interpreted as the coordinate on the tangent line at the point $p_1$ via the identification of the latter with $\mathcal{O}(p_1)/\mathcal{O}$, by recalling that $h_{12} \equiv a/t_1$ in $\mathcal{O}(p_1)/\mathcal{O}$. \hfill \Box

3.2. Case $g = 1, n = 3, a = (1,0,0)$.

Proposition 3.2.1. There is an isomorphism of $\tilde{\mathcal{U}}_{1,3}^a(1,0,0) \simeq \mathbb{A}^1 \times \mathcal{R}_1(2, 4)$, where $\mathcal{R}_1(2,4)$ is the variety of $2 \times 4$-matrices $M = (m_{ij})$ such that $\text{rk} M \leq 1$ (its ideal is generated by the $2 \times 2$-minors). The weights of the $\mathbb{G}_m^3$-action on the coordinates $m_{ij}$ are given by

$$\begin{align*}
w(m_{11}) &= e_2 - e_1, w(m_{12}) = e_3 - e_1, w(m_{13}) = 2e_1, w(m_{14}) = 3e_1, \\
w(m_{21}) &= e_2, w(m_{22}) = e_3, w(m_{23}) = 3e_1, w(m_{24}) = 4e_1,
\end{align*}$$

while the coordinate $t$ on the extra factor $\mathbb{A}^1$ has weight $2e_1$. The scheme $\tilde{\mathcal{U}}_{1,3}^a(1,0,0)$ is irreducible of dimension $6$, Cohen-Macauley, normal and nonsingular in codimension $4$, but not Gorenstein.

Proof. Again we argue as in [17, Thm. 1.2.4]. Using the case $n = 2$ (see Proposition 3.1.1) we see that any marked algebra $A$ of type $(1,0,0)$ has unique generators $f_1 \in F_{2e_1}$, $h_1 \in F_{3e_1}$, $h_{12} \in F_{e_1+e_2}$ and $h_{13} \in F_{e_1+e_3}$, such that

$$f_1 \equiv u_1^2 \mod F_{e_1}, \quad h_1 \equiv u_1^3 \mod F_{2e_1}, \quad h_{12} \equiv u_2 \mod F_{e_1}, \quad h_{13} \equiv u_3 \mod F_{e_1},$$

and the following relations hold in $A$:

$$\begin{align*}
h_1^2 &= f_1^3 + \pi_1 f_1 + s_1, \\
f_1 h_{1i} &= a_{1i} h_1 + b_{1i} h_{1i} + a_{1i} e_{1i}, \\
h_1 h_{1i} &= a_{1i} f_1^2 + e_{1i} h_1 + a_{1i} b_{1i} f_1 + a_{1i} (\pi_1 + b_{1i}^2), \\
h_{12} h_{13} &= c_{32} h_{12} + c_{23} h_{13} + a_{12} a_{13} f_1 + d,
\end{align*}$$

where $i = 2, 3$, and

$$s_1 = c_{12}^2 - b_{12}^3 - \pi_1 b_{12} = c_{13}^2 - b_{13}^3 - \pi_1 b_{13}.$$

Note that the form of the last equation is dictated by the fact that $h_{12} h_{13} - a_{12} a_{13} f_1 \in F_{e_1+e_2+e_3}$. Using the Buchberger’s algorithm, we see that the condition that

$$(f_1^n, f_1^m h_1, h_{12}^k, h_{13}^k)_{n \geq 0, k \geq 1}$$

form a basis of $A$ is equivalent to the equation

$$d = a_{12} a_{13} (b_{12} + b_{13}),$$
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together the following equations on the coefficients $a_{12}, a_{12}, b_{12}, b_{13}, e_{12}, e_{12}, c_{23}, c_{32}, \pi_1$:

\[
\begin{align*}
    e_{12}^2 - e_{12}^2 &= b_{12}^3 - b_{13}^3 + \pi_1(b_{12} - b_{12}), \\
    c_{23}(b_{13} - b_{12}) &= a_{12}(e_{12} + e_{13}), \\
    c_{32}(b_{12} - b_{13}) &= a_{13}(e_{12} + e_{13}), \\
    c_{23}(e_{13} - e_{12}) &= a_{12}(\pi_1 + b_{13}^2 + b_{12}b_{13} + b_{12}^2), \\
    c_{32}(e_{12} - e_{13}) &= a_{13}(\pi_1 + b_{13}^2 + b_{12}b_{13} + b_{12}^2), \\
    a_{12}c_{32} &= -a_{13}c_{23}.
\end{align*}
\]

These are exactly the equations given by the $2 \times 2$-minors of the matrix

\[
\begin{pmatrix}
    a_{12} & a_{13} & b_{13} - b_{12} & e_{13} - e_{12} \\
    c_{23} & -c_{32} & e_{12} + e_{13} & \pi_1 + b_{12}^2 + b_{12}b_{13} + b_{13}^2
\end{pmatrix}.
\]

It remains to observe that the entries of this matrix complemented by $t = b_{12}$ form a change of variables from the original 9 coordinates (recall that we assume 2 to be invertible). The geometric properties of our space follow immediately from the well-known properties of the affine cone over the Segre embedding of $\mathbb{P}^1 \times \mathbb{P}^3$.

\[\square\]

3.3. The moduli space $\tilde{U}_{1,n}^{ns}(e_1, e_2, \ldots, e_n)$. An important example of the moduli scheme of the form $\tilde{U}_{g,n}^{ns}(a_1, a_2, \ldots)$ is the scheme $\tilde{U}_{1,n}^{ns}(e_1, e_2, \ldots, e_n)$ because of its connection with the moduli scheme $\tilde{U}_{1,n}^{ns}$ of genus 1 curves $(C, p_1, \ldots, p_n)$ such that $h^1(O(p_i)) = 0$ and $O(p_1 + \ldots + p_n)$ is ample, with a nonzero global section of the dualizing sheaf $\omega_C$.\(^1\) The scheme $\tilde{U}_{1,n}^{ns}$ was constructed and studied in [11], where we showed that its GIT quotient by $\mathbb{G}_m$ coincides with the moduli space of $(n - 1)$-stable curves of genus 1 defined and studied by Smyth in [21], [22].

Let $T_1 \subset \mathbb{G}_m^n$ be the kernel of the projection to the first component $\mathbb{G}_m^n \to \mathbb{G}_m$.

**Proposition 3.3.1.** The action of $T_1$ on $\tilde{U}_{1,n}^{ns}(e_1, e_2, \ldots, e_n)$ is free and there is an isomorphism of $\mathbb{G}_m$-schemes

\[
\tilde{U}_{1,n}^{ns}(e_1, e_2, \ldots, e_n)/T_1 \cong \tilde{U}_{1,n}^{ns}
\]

**Proof.** The restriction map $H^0(C, \omega_C) \to \omega_C|_{p_i}$ is an isomorphism for every $i$ (see [11, Lem. 1.1.1]). Hence, we have a natural embedding

\[
\tilde{U}_{1,n}^{ns} \to \tilde{U}_{1,n}^{ns}(e_1, e_2, \ldots, e_n),
\]

associating to a trivialization of $H^0(C, \omega_C)$ the corresponding trivializations of the tangent lines at each marked point. It is easy to see that its image is a section for the $T_1$-action on $\tilde{U}_{1,n}^{ns}$, which implies the assertion. \[\square\]

\(^1\)“sns” stands for “strongly non-special”, since each $p_i$ defines a non-special divisor. In [11] this scheme is denoted by $\tilde{U}_{1,n}^{ns}$.  
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4. Moduli of curves with chains of divisors

4.1. The setup. The combinatorical data defining our moduli spaces is a collection of formal divisors (formal integer combinations of $p_1, \ldots, p_n$):

$$0 = D_0^+ \leq D_0^- \leq D_1^+ \leq \ldots \leq D_s^- \leq D_s^+,$$

such that $\text{supp}(D_s^+) = \text{supp}(D_s^+ - D_s^-)$, and for each $q = 1, \ldots, s$ there exists an index $i_q \in \{1, \ldots, n\}$ such that $D_q^- = D_q^{q-1}_+ + p_{i_q}$. We set

$$g = \sum_{q=0}^s \deg(D_q^+ - D_q^-) = \deg(D_s^+) - s. \tag{4.1.1}$$

We always assume that $g > 0$.

We will construct the moduli space parametrizing curves $C$ of arithmetic genus $g$ with smooth marked points $p_1, \ldots, p_n$, such that $O_C(p_1 + \ldots + p_n)$ is ample, with restrictions on the number of sections of various divisors supported at $p_1, \ldots, p_n$. We say that a divisor $D = \sum a_i p_i$ is of type $D = \sum a_i p_i$. Let $D_q^-, D_q^+$, for $q = 0, \ldots, s$, be the divisors on $C$ of the types $D_q^-, D_q^+$. Then we impose the conditions $h^1(C, D_s^+) = 0$, and

$$h^0(C, D_q^-) = h^0(C, D_q^+) + q + 1, \quad \text{for } q = 0, \ldots, s, \tag{4.1.2}$$

Note that since $\deg(D_q^-) = \deg(D_{q-1}^-) + 1$, these conditions imply that $h^1(C, D_q^-) = h^1(C, D_{q-1}^-)$. Thus, $h^1$ drops by $\deg(D_s^- - D_s^+)$ only when going from $D_s^- \to D_s^+$. The total drop from $h^1(D_0^-) = h^1(C, O)$ to $h^1(D_s^+)$ is $g$, which explains the formula (4.1.1).

Let us set formally

$$h^1(D_q^+) = g + q - \deg(D_q^-), \tag{4.1.3}$$

so that in the above situation these are the values of $h^1(D_q^+)$ and $h^1(D_q^-)$.

Example 4.1.1. In the case $s = 0$ the above data reduces to a single formal divisor $D_0^+ = \sum_{i=1}^n a_i p_i$ of degree $g$. Thus, the corresponding moduli space, parametrizing $(C, p_1, \ldots, p_n)$, such that $O_C(p_1 + \ldots + p_n)$ is ample and the divisor $D_0^+ = \sum a_i p_i$ satisfies $h^1(D_0^+) = 0$, is exactly the stack $U^a_{g,n}(a)$.

Example 4.1.2. For $n = 1$ our data is equivalent to the collection of numbers

$$0 = d_0^- \leq d_0^+ \leq d_1^- \leq \ldots \leq d_s^- \leq d_s^+, \tag{4.1.4}$$

where $d_q^- = d_{q-1}^+ + 1$, so that $D_q^+ = d_q^+ p_1$. Then our condition on divisors supported at $p_1$ on a curve $C$ is that $h^1(d_s^+ p_1) = 0$ and that the set

$$[1, d_s^+] \setminus \{d_q^- \mid q = 1, \ldots, s\}$$

is precisely the set of Weierstrass gaps of $(C, p_1)$, i.e., the set of $m \geq 1$ such that $h^0((m - 1)p_1) = h^0(mp_1)$. Conversely, if $1 = \ell_1 < \ldots < \ell_g$ is the gap sequence of some subsemigroup $S \subset \mathbb{Z}_{\geq 0}$, i.e., $S = \mathbb{Z}_{\geq 0} \setminus \{\ell_1, \ldots, \ell_g\}$, then we can reconstruct our data by

$$d_s^+ = \ell_g, \quad \{d_q^- \mid q = 1, \ldots, s\} = [1, \ell_g] \setminus \{\ell_1, \ldots, \ell_g\}.$$
Lemma 4.1.3. Let \( \phi : V \to W \) be a morphism of vector bundles over a scheme \( X \). We define \( Z_{\leq r}(\phi) \subset X \) to be the closed subscheme given by the equation \( \wedge^{r+1}(\phi) = 0 \), and we call the locally closed subscheme in \( X \),

\[
Z_r(\phi) := Z_{\leq r}(\phi) \setminus Z_{\leq r-1}(\phi),
\]
the locus where the rank of \( \phi \) is equal to \( r \). Then for a morphism \( f : S \to X \) the sheaf \( \operatorname{coker}(f^*\phi) \) is locally free of rank \( \operatorname{rk} W - r \) if and only if \( f \) factors through \( Z_r(\phi) \). For such \( f \) the sheaves \( \operatorname{im}(f^*\phi) \) and \( \ker(f^*\phi) \) are locally free of ranks \( r \) and \( \operatorname{rk} V - r \), respectively.

Proof. The question is local so we can assume that the bundles \( V \) and \( W \) are trivial. Note that the complement of \( Z_{\leq r-1}(\phi) \) is the open subset of \( X \) on which one of the \( r \times r \)-minors of the matrix of \( \phi \) is invertible. Equivalently, it is the union of open subsets on which there exists a decomposition \( W = W_1 \oplus W_2 \) such that \( \operatorname{rk} W_1 = r \) and the component \( \phi_1 : V \to W_1 \) of \( \phi \) is surjective. Hence, locally we have a decomposition \( V = V_1 \oplus V_2 \) such that \( \phi_1(V_2) = 0 \) and \( \phi_1|_{V_1} : V_1 \to W_1 \) is an isomorphism. Thus, when we further restrict to \( Z_r(\phi) \), the condition that \( \wedge^{r+1}(\phi) = 0 \) will imply that \( \phi \) factors as a composition of the projection \( V \to V_1 \) followed by an embedding as a subbundle \( V_1 \to W \). Thus, \( \operatorname{im}(\phi|_{Z_r(\phi)}) \) is a subbundle of \( W|_{Z_r(\phi)} \) of rank \( r \).

Conversely, assume that \( \operatorname{coker}(f^*\phi) \) is locally free of rank \( \operatorname{rk} W - r \). Then \( \operatorname{im}(f^*\phi) \) is a subbundle of \( f^*W \) of rank \( r \), so \( \wedge^{r+1}(\phi) = 0 \) and locally there exists an \( r \times r \)-minor of \( f^*\phi \) which is invertible, hence \( f \) factors through \( Z_r(\phi) \). \( \square \)

Definition 4.1.4. With the data \( D = (D^+_s) \) we associate a locally closed subscheme \( \text{SG}_D \subset \text{SG}_1(g) \) as follows. We start with an open subset \( \text{SG}(D^+_s) \subset \text{SG}_1(g) \) consisting of \( W \) such that \( H^1(W(D^+_s)) = 0 \). Note that over \( \text{SG}(D^+_s) \) the spaces \( H^0(W(D^+_s))/k \) are the fibers of the vector bundle \( \mathcal{K}(D^+_s) \) (see (1.2.3)). Now for each \( q = 0, \ldots, s \) we have morphisms of vector bundles

\[
\varphi^\pm_q : \mathcal{K}(D^+_s) \to \mathcal{H}_{\geq -D^+_s}/\mathcal{H}_{\geq -D^+_s} \otimes \mathcal{O},
\]
and we define \( \text{SG}_D \subset \text{SG}(D^+_s) \) as the intersection of the loci \( Z_{s-q}(\varphi^\pm_q) \), for \( q = 0, \ldots, s \), where the rank of \( \varphi^\pm_q \) is equal to \( s - q \) (see Lemma 4.1.3).

Recall (see Lemma 1.2.2) that for any \( f : X \to \text{SG}(D^+_s) \) the morphism \( f^*\varphi^\pm_q \) fits into an exact sequence

\[
0 \to \mathcal{K}(f, D^+_q) \to \mathcal{K}(f, D^+_s) \xrightarrow{f^*\varphi^\pm_q} \mathcal{H}(D^+_s)/\mathcal{H}(D^+_q) \otimes \mathcal{O}_X \longrightarrow C(f, D^+_q) \to 0.
\]

(4.1.5)

Lemma 4.1.5. (i) For the embedding \( i : \text{SG}_D \to \text{SG}(D^+_s) \) the sheaves \( \mathcal{K}(i, D^+_q) \) and \( C(i, D^+_q) \) are locally free of ranks \( q \) and \( h^1(D^+_q) \), respectively.

(ii) For each \( q \) the natural morphism \( \mathcal{K}(i, D^-_q) \to \mathcal{K}(i, D^+_q) \) is an isomorphism.

(iii) For each \( q \geq 1 \) the natural morphism \( C(i, D^+_q-1) \to C(i, D^-_q) \) is an isomorphism.

Proof. (i) This follows from the exact sequence (4.1.5) for \( f = i \) together with Lemma 4.1.3 and the fact that the morphism \( i^*\varphi^\pm_q \) has the constant rank \( s - q \).

(ii) By Lemma 1.2.2, we have an exact sequence

\[
0 \to \mathcal{K}(i, D^-_q) \to \mathcal{K}(i, D^+_q) \to \mathcal{H}(D^+_q)/\mathcal{H}(D^-_q) \otimes \mathcal{O} \to V \to 0,
\]

(4.1.6)
where \( V \) fits into an exact sequence
\[
0 \to V \to \mathcal{C}(i, D_q^-) \to \mathcal{C}(i, D_q^+) \to 0.
\]
Hence, \( V \) is a vector bundle of rank \( \deg(D_q^+-D_q^-) \), so the surjective morphism \( \mathcal{H}(D_q^+)/\mathcal{H}(D_q^-) \otimes \mathcal{O} \to V \) is in fact an isomorphism. Now the assertion follows from the exact sequence (4.1.6).

(iii) By Lemma 1.2.2, this morphism is surjective. It remains to observe that by part (i), both sheaves are locally free of the same rank. Hence, this map is an isomorphism. \( \square \)

For a divisor \( D \) let us denote by \( m_i(D) \) the coefficient of \( p_i \) in \( D \). We also set
\[
a_i = m_i(D_1^+), \quad i = 1, \ldots, n,
\]
\[
m_q = m_{iq}(D_q^-), \quad q = 1, \ldots, s
\]
(recall that \( i_q \) is determined by \( D_q^- = D_{q-1}^+ + p_{i_q} \)). For each \( i = 1, \ldots, n \), let
\[
T_i = \{-m_q \mid q \in [1, s], i_q = i\} \cup (-\infty, -a_i - 1],
\]
and set
\[
S_i = \mathbb{Z} \setminus T_i, \quad \mathcal{S} = \sqcup_i S_i.
\]
Recall that the open cell \( U_{\mathcal{S}, 1} \subset SG_1(g) \) associated with \( \mathcal{S} \) is given by (1.1.5).

**Proposition 4.1.6.** \( SG_D \) is a closed subscheme of the open cell \( U_{\mathcal{S}, 1} \), which is isomorphic to the infinite-dimensional affine space.

**Proof.** By Lemma 1.2.2 and Lemma 4.1.5(iii), we have exact sequences of vector bundles over \( SG_D \),
\[
0 \to \mathcal{K}(D_{q-1}^+) \to \mathcal{K}(D_q^-) \to \mathcal{H}(D_q^-)/\mathcal{H}(D_{q-1}^+) \otimes \mathcal{O} \to 0,
\]
for \( q = 1, \ldots, s \), where the last vector bundle is canonically isomorphic to the trivial bundle of rank 1. On the other hand, for every \( D \geq D_1^+ \) we have an exact sequence
\[
0 \to \mathcal{K}(D_q^+) \to \mathcal{K}(D) \to \mathcal{H}(D)/\mathcal{H}(D_q^+) \otimes \mathcal{O} \to 0.
\]
Hence, we can choose splittings of all of these sequences over \( SG_D \), and represent the universal subspace over \( SG_D \) by a locally free subsheaf \( W \subset \mathcal{H} \otimes \mathcal{O} \) (with locally free quotient), such that \( W/(1) \) has the basis
\[
(g_q)_{q=1,\ldots,s}, (f_i[m])_{i=1,\ldots,n,m>0}, \quad \text{(4.1.8)}
\]
such that
\[
g_q \equiv t_{i_q}^{-m_q} \mod \mathcal{H}(D_{q-1}^+), \quad \text{(4.1.9)}
\]
\[
f_i[m] \equiv t_{i}^{-m} \mod \mathcal{H}(D_s^+).
\]
Adding to \( f_i[m] \) a linear combination of \( g_q \), and to each \( g_q \) a linear combination of \( g_{q'} \) with \( q' < q \), we arrive at the basis of the form (1.1.6), so we obtain the inclusion \( SG_D \subset U_{\mathcal{S}, 1} \). In addition, the property (4.1.9) implies that for every \( q = 1, \ldots, s \), the coefficient of \( t_{i_q}^{-m} \) in \( g_q \), where \(-m \in S_i\), is zero unless \( m \leq m_{iq}(D_{q-1}^-) \). Note that these coefficients are among the coordinates on \( U_{\mathcal{S}, 1} \), so their vanishing gives a closed subscheme \( Z \subset U_{\mathcal{S}, 1} \), isomorphic to the infinite-dimensional affine space. Finally, it is easy to see that over \( Z \) the image of the map \( \varphi_q^\pm \) is a subbundle of rank \( s - q \) (for \( q = 1, \ldots, s \)), which shows that \( Z = SG_D \). \( \square \)
The following definition mimics Def. 4.1.4 for the moduli of curves.

**Definition 4.1.7.** (i) For the data $\mathcal{D} = (\mathbf{D}^+_q)$ as above let $\mathcal{U}_{g,n}(\mathbf{D}^+_q)$ denote the moduli stack of projective curves $C$ of arithmetic genus $g$ with $n$ marked points (distinct, smooth) $p_1, \ldots, p_n$ such that $\mathcal{O}_C(p_1 + \ldots + p_n)$ is ample and $h^1(C, D^+_q) = 0$, where $D^+_q$ is the divisor of type $\mathbf{D}^+_q$ supported on $p_1, \ldots, p_n$. Then the moduli space $\mathcal{U}_{g,n}[\mathcal{D}]$ is the locally closed locus of $\mathcal{U}_{g,n}(\mathbf{D}^+_q)$, defined as the intersection of the loci $Z_{s-q}(\phi^+_q)$, over $q \leq s$, on which the natural morphism of vector bundles

$$\phi^+_q: R^0\pi_*(\mathcal{O}(D^+_q)) \to R^0\pi_*(\mathcal{O}(D^+_s)/\mathcal{O}(D^+_q)).$$

has rank equal to $s - q$. Here $\pi: C \to \mathcal{U}_{g,n}(\mathbf{D}^+_q)$ is the universal curve, and $(\mathbf{D}^+_q)$ is the divisor of type $(\mathbf{D}^+_q)$ supported at $p_1, \ldots, p_n$. As before, $\tilde{\mathcal{U}}_{g,n}[\mathcal{D}]$ (resp., $\mathcal{U}^\infty_{g,n}[\mathcal{D}]$) denote the similar moduli space with the choice of nonzero tangent vectors (resp., formal parameters) at the marked points.

(ii) In the case $n = 1$, for a sequence $1 \leq \ell_1 < \ldots < \ell_g$ we set

$$\mathcal{U}_{g,1}[\ell_1, \ldots, \ell_g] = \mathcal{U}_{g,n}[\mathcal{D}], \quad \tilde{\mathcal{U}}_{g,1}[\ell_1, \ldots, \ell_g] = \tilde{\mathcal{U}}_{g,n}[\mathcal{D}],$$

where $\mathcal{D} = (d^+_qd_1)_{q=0,\ldots,s}$ is defined by (4.1.4).

**Lemma 4.1.8.** The stack $\mathcal{U}_{g,n}[\mathcal{D}]$ classifies families of pointed curves $(\pi: C \to S, p_1, \ldots, p_n)$ such that $\mathcal{O}(p_1 + \ldots + p_n)$ is relatively ample and $R^1\pi_*(\mathcal{O}_C(D^+_q))$ is locally free of rank $h^1(D^+_q)$ for each $q = 0, \ldots, s$, where $D^+_q$ is the divisor of type $\mathbf{D}^+_q$. For such a family and for any $\mathbf{D}, \mathbf{D}^- \leq \mathbf{D} \leq \mathbf{D}^+$, $q = 0, \ldots, s$, the sheaf $R^1\pi_*(\mathcal{O}_C(D))$, where $D$ is the divisor of type $\mathbf{D}$, is locally free of rank $h^1(D^+_q) + \deg(D^+_q - D)$.

**Proof.** We have $R^1\pi_*(\mathcal{O}(D^+_q)) = 0$ on $\mathcal{U}_{g,n}(\mathbf{D}^+_q)$. Hence, for $q = 0, \ldots, s$, the sheaf $R^1\pi_*(\mathcal{O}_C(D^+_q))$ is isomorphic to the cokernel of (4.1.10). Therefore, the first assertion follows from Lemma 4.1.3. To prove the second assertion we use the commutative diagram with exact rows and columns

$$\begin{array}{ccc}
\pi_*(\mathcal{O}(D)/\mathcal{O}(D^-)) & \xrightarrow{\text{id}} & \pi_*(\mathcal{O}(D)/\mathcal{O}(D^-)) \\
\downarrow & & \downarrow \\
\pi_*(\mathcal{O}(D^+)/\mathcal{O}(D^-)) & \xrightarrow{R^1\pi_*(\mathcal{O}(D^-))} & R^1\pi_*(\mathcal{O}(D^-)) \\
\downarrow & & \downarrow \\
\pi_*(\mathcal{O}(D^+)/\mathcal{O}(D)) & \xrightarrow{R^1\pi_*(\mathcal{O}(D))} & R^1\pi_*(\mathcal{O}(D^+)) \\
\downarrow & & \downarrow \\
\pi_*(\mathcal{O}(D^+)/\mathcal{O}(D)) & \xrightarrow{R^1\pi_*(\mathcal{O}(D))} & R^1\pi_*(\mathcal{O}(D^+)) \to 0.
\end{array}$$

Since by assumption $R^1\pi_*(\mathcal{O}_C(D^-))$ and $R^1\pi_*(\mathcal{O}_C(D^+_q))$ are locally free of prescribed ranks, whose difference is $\deg(D^+_q - D^-)$, we derive that the first arrow in the middle row is injective. Since the left column is a short exact sequence, we deduce that the first arrow in the bottom row is injective, so the bottom row is a short exact sequence. Hence, $R^1\pi_*(\mathcal{O}(D))$ is locally free of prescribed rank. □
Using this Lemma we can rephrase Definition 4.1.7(ii) as follows.

**Corollary 4.1.9.** For every gap sequence \(1 = \ell_1 < \ldots < \ell_g\) the stack \(\mathcal{U}_{g,1}[\ell_1, \ldots, \ell_g]\) classifies families of pointed curves \((\pi : C \to S, p_1)\) such that \(\mathcal{O}(p_1)\) is relatively ample, \(R^1\pi_*\mathcal{O}_C(\ell_g p_1) = 0\) and \(R^1\pi_*\mathcal{O}_C(mp_1)\) is locally free of rank \(g - i\) for \(\ell_i \leq m < \ell_{i+1}\), \(i = 0, \ldots, g - 1\) (where \(\ell_0 = 0\)).

### 4.2. Curves with special divisors and the Krichever map.

It is clear from the definitions that the Krichever map defines a map

\[
\text{Kr} : \mathcal{U}_{g,n}^{(\infty)}[\mathcal{D}] \to \text{ASG}_{\mathcal{D}} := \text{ASG} \cap \text{SG}_{\mathcal{D}},
\]

(4.2.1)
equivariant with respect to the action of the group of changes of parameters \(\mathfrak{G}\) (see Section 1.4).

**Lemma 4.2.1.** The action of \(\mathfrak{G}\) on \(\text{SG}_{\mathcal{D}}\) is free and admits a section \(\Sigma_{\mathcal{D}} \subset \text{SG}_{\mathcal{D}},\) isomorphic to the infinite-dimensional affine space.

**Proof.** Renumbering the indices we can assume that

\[
D^+_s = a_1p_1 + \ldots + a_rp_r,
\]

with \(a_i > 0, r \leq n\). By assumption, each of the formal points \(p_1, \ldots, p_r\) is in the support of \(D^+_s - D^-_s\). In other words,

\[
D^-_s \leq (a_1 - 1)p_1 + \ldots + (a_r - 1)p_r.
\]

We know that \(\mathcal{C}(i, D^+_s) = 0\), where \(i : \text{SG}_{\mathcal{D}} \to \text{SG}_1(g)\) is the embedding. On the other hand, we claim that for each \(i = 1, \ldots, r\), the sheaf \(\mathcal{C}(i, D^+_s - p_i)\) is locally free of rank 1. Indeed, by Lemma 1.2.2, we have an exact sequence

\[
0 \to \mathcal{C}(i, D^+_s - p_i) \to \mathcal{C}(i, D^+_s) \to \mathcal{H}(D^+_s) / \mathcal{H}(D^+_s - p_i) \otimes \mathcal{O} \to \mathcal{C}(i, D^+_s - p_i) \to 0.
\]

Since \(D^-_s \leq D^+_s - p_i\), by Lemma 4.1.5(ii), the first arrow is an isomorphism, so the map \(\mathcal{H}(D^+_s) / \mathcal{H}(D^+_s - p_i) \otimes \mathcal{O} \to \mathcal{C}(i, D^+_s - p_i)\) is also an isomorphism, which proves our claim.

Therefore, Proposition 1.4.3 is applicable to the action of \(\mathfrak{G}_i\) on \(\text{SG}_{\mathcal{D}}\). Arguing as in Corollary 1.4.4, we get a section for the action of \(\prod_{i=1}^r \mathfrak{G}_i\) on \(\text{SG}_{\mathcal{D}}\) given by the locus of \(W\) with the following property: each element \(f_{i}[-m] \in H^0(W(D^+_s + (m - a_i)p_i))\), for \(i = 1, \ldots, r\), \(m > a_i\), from the basis (4.1.8), has the expansion in \(t_i\) of the form

\[
f_{i}[-m] \equiv t_i^{-m} \mod t_i^{-a_i+1}k[[t_i]].
\]

In other words, we require the vanishing of the coefficient of \(t_i^{-a_i}\) in \(f_{i}[-m]\). Next, as in Proposition 1.4.5, for a fixed \(i_0 \leq r\), we get a section for the action of the full group \(\mathfrak{G}\) on \(\text{SG}_{\mathcal{D}}\) by requiring in addition for each \(i > r\) the expansion of \(f_{i}[-1] \in H^0(W(D^+_s + p_i))\) in \(t_i\) to be of the form

\[
f_{i}[-1] = t_i^{-1} + \text{const},
\]

and the expansion of \(f_{i}[-1]\) in \(t_{i_0}\) to have no constant term.

Thus, our section \(\Sigma_{\mathcal{D}}[-1]\) is the vanishing locus of some set of coordinates in the infinite-dimensional affine space \(\text{SG}_{\mathcal{D}}\), hence, \(\Sigma_{\mathcal{D}}\) itself is an infinite-dimensional affine space. \(\square\)
Theorem 4.2.2. Let us work over $\mathbb{Q}$. The action of $\mathcal{G}$ on $\text{ASG}_D$ is free and admits a section. The Krichever map induces an isomorphism

$$\tilde{U}_{g,n}[\mathcal{D}] \simeq \text{ASG}_D/\mathcal{G},$$

and $\tilde{U}_{g,n}[\mathcal{D}]$ is an affine scheme of finite type over $\mathbb{Q}$.

Proof. Let $\Sigma_D \subset \text{SG}_D$ be the section for the $\mathcal{G}$-action constructed in Lemma 4.2.1. Then $\Sigma_D \cap \text{ASG}_D$ is an affine scheme, isomorphic to $\text{ASG}_D/\mathcal{G}$.

The proof follows the same outline as the proof of Theorems A and B (see Section 1.7), so we will omit some details. The key part of the proof is constructing the sequence of morphisms

$$\tilde{U}_{g,n}[\mathcal{D}] \xrightarrow{\text{Kr}} \Sigma_D \cap \text{ASG}_D \xrightarrow{i} \text{SG}_D \xrightarrow{r} \tilde{U}_{g,n}[\mathcal{D}],$$

where $\text{SG}_D$ is a certain affine scheme of finite type classifying algebras with Gröbner bases of given form, and proving that $r \circ i \circ \text{Kr} = \text{id}$, $\text{Kr} \circ r \circ i = \text{id}$.

The morphism $\text{Kr}$ is simply induced by (4.2.1) by passing to quotients by $\mathcal{G}$ and using the identification $\Sigma_D \cap \text{ASG}_D \simeq \text{ASG}_D/\mathcal{G}$.

Let $W_R \subset \mathcal{H}_R$ be the universal subspace over $\text{Spec}(R) := \Sigma_D \cap \text{ASG}_D$, and let $N$ be such that $D^n_s \leq N(p_1 + \ldots + p_n)$. Then one has $H^1(W_R(N(p_1 + \ldots + p_n))) = 0$, and part of the basis of $W_R/R \cdot 1$, constructed in Proposition 4.1.6, gives a basis of $H^0(W_R(N(p_1 + \ldots + p_n))/R \cdot 1$, namely, the elements

$$(g_q)_{q=1,\ldots,s}, (f_i[-p])_{i=1,\ldots,n, a_i < p \leq N} \quad (4.2.2)$$

(see (4.1.8)). Thus, the condition $(\ast)$ of Section 1.6 is satisfied, and we can apply Proposition 1.6.1, setting as before $h_i(j) = f_i[-N - j - 1]$, $f_i = h_i(0)$. This gives us generators and the basis of normal monomials in $W_R$ of the form (1.6.2), with the elements (4.2.2) playing the role of $(g_q)$. As in Section 1.7, we define $\text{SG}_D$ to be the closed subscheme in the corresponding affine scheme of Gröbner relations of the form (1.6.3) by requiring in addition the relations with the leading terms $f_i[-p]f_i$ and $f_i[-p][f_i]$, to have form (1.7.2), and those with the leading terms $g_qf_i$ to have form

$$g_qf_i = h_i(m_q) + A_i(\leq N + m_q) + \sum_{k \neq i} A_k(\leq 2N) + \text{terms}(\deg_1 \leq N) \quad \text{for } i = i_q,$n

$$g_qf_i = B_i(\leq N + 1 + m_q(D_q)) + \sum_{k \neq i} B_k(\leq 2N) + \text{terms}(\deg_1 \leq N) \quad \text{for } i \neq i_q,$n

where $A_i(\leq a)$ and $B_i(\leq a)$ are some linear combinations of the elements $h_i(l)$ and $f_i$ of $\deg_1 \leq a$. The relations do have this form for $W_R$, so we get a natural morphism $i : \text{Spec}(R) \to \text{SG}_D$.

The morphism $r$ is associated with the family of curves over $\text{SG}_D$ given by $C_{\text{SG}} = \text{Proj}(\mathcal{R}(\text{ASG}_D))$, where $\text{ASG}_D$ is the universal algebra defined by Gröbner relations over $\text{SG}_D$, $\mathcal{R}(\text{ASG}_D)$ is the Rees algebra associated with the increasing filtration induced by $\deg_1$. Exactly as in Section 1.7, we equip $C_{\text{SG}}$ with smooth marked points $p_1, \ldots, p_n$ and show that it is a flat family over $\text{SG}_D$. Furthermore, as in Section 1.7, we use the special form of the relations to estimate the poles of the generators $h_i(j)$, $f_i[-p]$ and $g_q$ at the marked points. Namely, we show that $h_i(j)$ has a pole of order $N + j + 1$ at $p_i$ and a pole of order $\leq N$ at $p_i$ for $i' \neq i$; $f_i[-p]$ has a pole of order $p$ at $p_i$ and a pole of order $\leq a_i$ for $i \neq i'$. 


at $p_i$ for $i' \neq i$; and $g_q$ has a pole of order $m_q$ at $p_{q_i}$ and a pole of order $\leq m_{i'}(D_q^\pm)$ at $p_i$ for $i \neq i_q$. This gives the following bases for the relevant divisors on $C_G$:

$$
H^0(C_G, \mathcal{O}(mD)) \quad \text{for } m \geq N : \quad (g_q)_{q=1,...,s}, (f_i[p])_{i=1,...,n,n_i<\rho \leq N}, (h_i(j))_{i=1,...,n,0 \leq j \leq m-N-1};
$$

$$
H^0(C_G, \mathcal{O}(D_q^\pm)) = H^0(C_G, \mathcal{O}(D_q^-)) : 1, (g_q')_{q'=1,...,q}.
$$

(4.2.3)

where $D_q^\pm$ denotes the divisor supported at $p_1, \ldots, p_n$ of type $D_q^\pm$. Hence, we derive that $C_G \to S_G$ is a family of genus $g$ curves, and from Riemann-Roch we get that $h^1(C, \mathcal{O}(D)) = 0$ for each curve in this family. Furthermore, the above explicit bases are compatible with the maps (4.1.10), so we derive that each sheaf $R^1\pi_*(\mathcal{O}(D_q^\pm))$ over $S_G$ is locally of rank $h^1(D_q^\pm)$.

Thus, we get a well-defined morphism $r : S_G \to \tilde{U}_{g,n}[D]$. The rest of the proof is similar to that of Sec. 1.7. Note only that in proving that $\overline{k} \circ r \circ i = \text{id}$ we have to establish an isomorphism of two $R$-points of $\Sigma_D \cap ASG_D \simeq ASG_D/\mathfrak{G}$. For this we again can use Proposition 1.5.5(i) which reduces this to checking that the corresponding weakly marked algebras are isomorphic. □

Note that Theorem E is a special case of Theorem 4.2.2 when $n = 1$, where we set $\text{ASG}[\ell_1, \ldots, \ell_g] = \text{ASG}_D$ for $D$ given by (4.1.4).

It is straightforward to see that in the case $n = 1$ all the coordinates on the affine space $\Sigma_D$ have positive $\mathbb{G}_m$-weights. Thus, similarly to Proposition 2.2.4 we derive the following result.

**Corollary 4.2.3.** Let us work over an algebraically closed field $k$ of characteristic zero. Let $1 = \ell_1 < \ldots < \ell_g$ be a gap sequence, i.e.,

$$
S = \mathbb{Z}_{\geq 0} \setminus \{\ell_1, \ldots, \ell_g\}
$$

is a subsemigroup in $\mathbb{Z}_{\geq 0}$. The action of $\mathbb{G}_m$ on the ring of functions on the scheme $\tilde{U}_{g,1}[\ell_1, \ldots, \ell_g]$ has non-negative weights, with zero weight subspace given by constants. The unique $\mathbb{G}_m$-invariant point of $\tilde{U}_{g,1}[\ell_1, \ldots, \ell_g]$ corresponds to the projective curve $C^S$ compactifying the curve $\text{Spec}(k[S])$, where $k[S]$ is the semigroup ring of $S$. The geometric quotient

$$
U_{g,1}[\ell_1, \ldots, \ell_g] := \tilde{U}_{g,1}[\ell_1, \ldots, \ell_g] \setminus \{C^S\}/\mathbb{G}_m
$$

(4.2.4)

is a projective scheme.

Recall that the maximal gap $\ell_g$ of a smooth point $p$ on a curve of arithmetic genus $g$ is always $\leq 2g-1$ (this follows from the fact that $S = \mathbb{Z}_{\geq 0} \setminus \{\ell_1, \ldots, \ell_g\}$ is a subsemigroup, see e.g., [10]). Using the $\mathbb{G}_m$-action on $\tilde{U}_{g,1}[\ell_1, \ldots, \ell_g]$ we deduce that any curve that has a smooth point for which $\ell_g = 2g-1$ is necessarily Gorenstein (provided it is irreducible).

**Corollary 4.2.4.** Let $C$ be a projective irreducible and reduced curve of arithmetic genus $g \geq 1$ with a smooth point $p$ such that $h^1((2g-2)p) = 1$, or equivalently the maximal gap at $p$ is $\ell_g = 2g-1$. Then $C$ is Gorenstein and $\omega_C \simeq \mathcal{O}((2g-2)p)$.

**Proof.** Let $1 = \ell_1 < \ldots < \ell_g$ be the gap sequence of $(C, p)$. The fact that $\ell_g = 2g-1$ implies that the subsemigroup $S = \mathbb{Z}_{\geq 0} \setminus \{\ell_1, \ldots, \ell_g\}$ is symmetric, i.e., for an integer $m$, one has $m \in S$ if and only if $2g-1-m \notin S$ (see [10, Lemma]). Hence, by the main theorem
of [10], the semigroup ring \( k[S] \) is Gorenstein. But the \( \mathbb{G}_m \)-action on \( \tilde{U}_{g,1}[\ell_1, \ldots, \ell_g] \) gives a deformation over \( \mathbb{A}^1 \) with the special fiber \( \text{Spec}(k[S]) \) and every other fiber isomorphic to \( C \setminus \{p\} \). Hence, \( C \setminus \{p\} \) is Gorenstein as well, and so \( C \) is Gorenstein.

For the last assertion we observe that \( L = \omega_C(-(2g-2)p) \) is a line bundle of degree 0 on \( C \). Furthermore, by Serre duality, we get \( h^0(L) = 1 \). Since \( C \) is irreducible and reduced, this implies that \( L \) is trivial. \( \square \)

Remarks 4.2.5. 1. Let \( 1 = \ell_1 < \ldots < \ell_g \) be a gap sequence with \( \ell_g = 2g-1 \). Assuming in addition that \( \ell_2 = 2 \) and \( \ell_{g-1} \geq g \) Stöhr constructed in [23] a projective scheme \( S[\ell_1, \ldots, \ell_g] \) whose points are in bijection with Gorenstein projective irreducible curves \( C \) of arithmetic genus \( g \) with a smooth point \( p \) such that \( (C, p) \) has finite automorphism group and the gap sequence of \( (C, p) \) is \( (\ell_1, \ldots, \ell_g) \). His method is to study the equations of \( C \) in the canonical embedding. It is easy to see that by construction \( S[\ell_1, \ldots, \ell_g] \) carries a family satisfying the conditions of Corollary 4.1.9, so we get a morphism

\[
S[\ell_1, \ldots, \ell_g] \to U'_{g,1}[\ell_1, \ldots, \ell_g]
\]

where the scheme on the right is given by (4.2.4). Corollary 4.2.4 implies that this morphism is a bijection on \( k \)-points. We conjecture that in fact, it is an isomorphism.

The construction of [23] has been extended in [15] to gap sequences with \( \ell_g = 2g-2 \), \( \ell_3 = 3 \), \( \ell_{g-1} \geq g \), to give a quasi-projective variety \( S[\ell_1, \ldots, \ell_g] \) parametrizing Gorenstein irreducible curves with such gap sequences. It seems plausible that in this case the map (4.2.5) is an open embedding.

2. The construction of the moduli space of pointed curves \( (C, p) \) with a given gap sequence, and such that \( C \) is smooth, goes back to Pinkham’s work [16]. He also constructs a compactification of the space, using the versal deformation space of the monomial curve associated with the gap sequence, viewed as a \( \mathbb{G}_m \)-curve. It would be interesting to compare this compactification to our space \( \tilde{U}_{g,1}[\ell_1, \ldots, \ell_g] \). In the case \( \ell_g = 2g-1 \) Stöhr shows that Pinkham’s space for smooth curves is an open subset of the moduli space considered in [23].

The following easy example of the moduli space \( \tilde{U}_{g,1}[\ell_1, \ldots, \ell_g] \) is related to hyperelliptic curves.

Proposition 4.2.6. Let us work over \( \text{Spec} \mathbb{Z}[1/2] \). For each \( g \geq 2 \), the moduli scheme \( \tilde{U}_{g,1}[1, 3, \ldots, 2g-1] \) is isomorphic to the affine space \( \mathbb{A}^{2g} \), and the universal affine curve \( C \setminus \{p\} \) over it is given by the equation

\[
y^2 = x^{2g+1} + a_1x^{2g-1} + \ldots + a_{2g}.
\]

The weights of the \( \mathbb{G}_m \)-action on the coordinates are given by \( \text{wt}(a_i) = 2i + 2 \). In other words, this is just the miniversal deformation space of the \( A_{2g} \)-singularity with its natural \( \mathbb{G}_m \)-action.

Proof. Given a curve \( (C, p) \) in \( \tilde{U}_{g,1}[1, 3, \ldots, 2g-1] \), we can find elements \( x \in H^0(C, 2p) \) and \( y \in H^0(C, (2g+1)p) \) with the expansions \( x \equiv \frac{1}{t^2} + \ldots \), \( y \equiv \frac{1}{t^{2g+1}} + \ldots \) at \( p \). Then there should be a relation of the form

\[
y^2 = P_{2g+1}(x) + yP_g(x),
\]
where \( P_{2g+1} \) and \( P_g \) are polynomials of degree \( 2g+1 \) and \( g \), respectively. We can use the ambiguity \( y \mapsto y + Q_g(x) \), where \( Q_g \) is a polynomial of degree \( g \), to get \( P_g = 0 \), and the ambiguity \( x \mapsto x + \text{const} \) to make the coefficient of \( x^{2g} \) in \( P_{2g+1} \) to be 0. Since this is a single equation, it already gives the Gröbner basis, so that the monomials \( (x^m, x^m y)_{m \geq 0} \) form a basis of \( H^0(C \setminus \{p\}, \mathcal{O}) \). Conversely, starting from the algebra \( A \) with the defining equation (4.2.6) between the generators \( x, y \), we can construct a curve \( C \) as \( \text{Proj}(\mathcal{R}(A)) \), where \( \mathcal{R}(A) \) is the Rees algebra of \( A \) with respect to the filtration induced by \( \deg(x) = 2 \), \( \deg(y) = 2g + 1 \). Similarly to the proof of [17, Thm. 1.2.4] one checks that these constructions (that work in families) are mutually inverse.

\[ \square \]

\textbf{Remark 4.2.7.} Thus, the moduli stack \( U_{g,1}[1, 3, \ldots, 2g-1] \setminus \{C_0\}/\mathbb{G}_m \), where \( C_0 \) is the curve with the affine part \( y^2 = x^{2g+1} \), is isomorphic to the weighted projective stack \( \mathbb{P}(4, 6, \ldots, 4g+2) \). Note that the same stack also appears in [6] as the stack \( \mathcal{H}_{2g}[2g-1] \) of quasi-admissible hyperelliptic covers of \( \mathbb{P}^1 \), and in [1] as the stack of cyclic covers of \( \mathbb{P}^1 \) of degree 2 with a fixed simple ramification point.
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