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ABSTRACT. Gaussian mixture models (GMMs) are fundamental tools in statistical and data sciences. We study the moments of multivariate Gaussians and GMMs. The $d$-th moment of an $n$-dimensional random variable is a symmetric $d$-way tensor of size $n^d$, so working with moments naively is assumed to be prohibitively expensive for $d > 2$ and larger values of $n$. In this work, we develop theory and numerical methods for implicit computations with moment tensors of GMMs, reducing the computational and storage costs to $O(n^2)$ and $O(n^3)$, respectively, for general covariance matrices, and to $O(n)$ and $O(n)$, respectively, for diagonal ones. We derive concise analytic expressions for the moments in terms of symmetrized tensor products, relying on the correspondence between symmetric tensors and homogeneous polynomials, and combinatorial identities involving Bell polynomials. The primary application of this theory is to estimating GMM parameters (means and covariances) from a set of observations, when formulated as a moment-matching optimization problem. If there is a known and common covariance matrix, we also show it is possible to debias the data observations, in which case the problem of estimating the unknown means reduces to symmetric CP tensor decomposition. Numerical results validate and illustrate the numerical efficiency of our approaches. This work potentially opens the door to the competitiveness of the method of moments as compared to expectation maximization methods for parameter estimation of GMMs.

1. Introduction

The Gaussian mixture model (GMM) is a fundamental tool in statistical and data sciences. The Gaussian distribution, also known as the normal distribution, is the limiting distribution of the average of any sequence of independent random variables (under mild conditions). A finite convex combination (i.e., a mixture) of Gaussian distributions is a GMM. Utilization of GMMs is ubiquitous in density approximation, clustering, and anomaly detection, finding application in domains such as image processing, biomedicine, financial forecasting, text analytics, process monitoring, and much more.

In this work, we consider the characterization of the moments of multivariate GMMs, with the primary aim of determining the parameters of a GMM by matching sample and model moments. In contrast to the often-used expectation maximization (EM) method which does maximimum likelihood estimation (Hastie et al., 2009; Murphy, 2012; Xu and Jordan, 1996), the method of moments may have superior theoretical properties (Lindsay and Basak, 1993; Hsu and Kakade, 2013; Ge et al., 2015; Bakshi et al., 2020; Khouja et al., 2021; Kane, 2021).
The main difficulty with moments is that a $d$th-order moment can be prohibitive to compute and store since it involves the expectations of many products of the coordinates of a random variable: the $d$th moment of an $n$-dimensional random variable is a symmetric $d$-way tensor of size $n^d$. In this work, we provide a novel explicit formulation for the GMM moment in terms of symmetrized tensor products. Using the relationship between symmetric tensors and homogeneous polynomials, we show that this formulation enables a reduction in the computational and storage complexity of the method of moments. We can compute the norm of the difference of moments and gradients with respect to the parameters without ever forming the moments explicitly. This makes the method of moments competitive with EM because the computational and storage complexities are now of the same order.

There are other implications of these results as well. We can now easily compare GMM moments to each other or to observed data, opening the door to alternative solution quality metrics, regardless of the method of solution. Additionally, we show that it is possible to debias the moments for any data contaminated with known white noise. Finally, the formulas for moments of (single) Gaussians and the techniques in this paper might enable the use of the method of moments for fitting Gaussian Processes. This might allow applications to uncertainty quantification and generative models.

1.1. Gaussian and Gaussian Mixture Models. We say that a random variable $X \in \mathbb{R}^n$ is from a multivariate Gaussian distribution if its probability density function (pdf) is

$$f(X) = \frac{1}{(2\pi)^{n/2} |\Sigma|^{1/2}} \exp\left(-\frac{1}{2}(X - \mu)^\top \Sigma^{-1} (X - \mu)\right)$$

where $\mu \in \mathbb{R}^n$ is the mean and $\Sigma \in \mathbb{R}^{n \times n}$ is the symmetric positive definite covariance matrix. We denote this as

$$X \sim \mathcal{N}(\mu, \Sigma)$$

If $\Sigma$ is a diagonal matrix, i.e., $\Sigma = \text{diag}(\sigma_1^2, \ldots, \sigma_n^2)$, then we say that the Gaussian is diagonal or axis-aligned. If, additionally, $\Sigma = \sigma^2 I$, where $I$ denotes then $n \times n$ identity matrix, we say that the Gaussian is spherical or isotropic.

A finite convex combination of multiple Gaussians forms a GMM. We denote a random variable $X \in \mathbb{R}^n$ from a mixture of $m$ Gaussian components as

$$X \sim \sum_{j=1}^{m} \lambda_j \mathcal{N}(\mu_j, \Sigma_j),$$

where $\lambda_j \in [0, 1]$ is the probability of drawing from the $j$-th component $\mathcal{N}(\mu_j, \Sigma_j)$, and $\sum_{j=1}^{m} \lambda_j = 1$.

1.2. Moments of Gaussians and GMMs. To explain higher-order moments, we first recall that the tensor product, denoted by $\otimes$, is the higher-order analogue of the vector outer product. We use the shorthand $v^{\otimes d} = v \otimes v \otimes \cdots \otimes v$ ($d$ times) to denote the tensor product of an object with itself $d$ times. For example, if $V = v^{\otimes 3}$, then $V(i, j, k) = v_i v_j v_k$; see Fig. 1. The $d$th moment of a random variable $X$, which we denote by $\mathcal{M}^{(d)}$, is a $d$-way symmetric tensor corresponding to the expected value of the $d$-way tensor product of the random variable with itself, i.e.,

$$\mathcal{M}^{(d)} = \mathbb{E}(X^{\otimes d}).$$
The $d$th moment is useful for understanding higher-order dependencies of the random coordinates; for example, $\mathcal{M}^{(3)}(i,j,k) = \mathbb{E}(X_i X_j X_k)$. The first moment is the mean. If the data is centered, the second moment is the covariance.

A first result, previewed below, is an explicit formulation for the $d$th-order moment of a GMM in terms of the model parameters. The (single) Gaussian result corresponds to $m = 1$.

**Theorem** (Preview of Theorems 3.1 and 4.1). If $X \sim \sum_{j=1}^{m} \lambda_j \mathcal{N}(\mu_j, \Sigma_j)$, then its $d$th moment $\mathcal{M}^{(d)} = \mathbb{E}(X^{\otimes d})$ for $d \geq 2$ is given by

\[
\mathcal{M}^{(d)} = \sum_{j=1}^{m} \lambda_j \left( \mu_j \otimes (\mu_j \otimes \Sigma_j) + 3 \text{sym} \left( \mu_j \otimes \Sigma_j \right) \right).
\]

Here, $\text{sym}(\cdot)$ creates a symmetric version of the given tensor; e.g., for a matrix $A \in \mathbb{R}^{n \times n}$, $\text{sym}(A) = \frac{1}{2}(A^\top + A)$. To the best of our knowledge, this is the most general and succinct expression of the moment tensor in terms of the parameters of a Gaussian or GMM. For example, the third moment is

\[
\mathcal{M}^{(3)} = \sum_{j=1}^{m} \lambda_j \left( \mu_j \otimes 3 \text{sym} \left( \mu_j \otimes \Sigma_j \right) \right),
\]

as illustrated in Fig. 2.

A major challenge in working with higher-order moments ($d \geq 3$) is that the storage and computational costs are exponential in $d$, i.e., $\mathcal{O}(n^d)$. Working with third-order or fourth-order moments can quickly exhaust computational resources for even moderately-sized variables. One of our main contributions is extending the above result to calculate the quantities

\[
\langle \mathcal{M}^{(d)}, a^{\otimes d} \rangle, \quad \nabla_a \langle \mathcal{M}^{(d)}, a^{\otimes d} \rangle, \quad \nabla_{\mu_j} \langle \mathcal{M}^{(d)}, a^{\otimes d} \rangle, \quad \text{and} \quad \nabla_{\Sigma_j} \langle \mathcal{M}^{(d)}, a^{\otimes d} \rangle,
\]
Figure 3. Example GMM in two dimensions \((n = 2)\) and three components \((m = 3)\). The means are \(\mathbf{\mu}_1 = [1 -1]^T\), \(\mathbf{\mu}_2 = [1 1]^T\), \(\mathbf{\mu}_3 = [-1 1]^T\), and the common covariance is \(\Sigma = 0.4 \mathbf{I}\). The convex combination is defined by the weights \(\mathbf{\lambda} = [0.4 0.3 0.3]^T\).

for an arbitrary vector \(\mathbf{a} \in \mathbb{R}^n\), without forming \(\mathbf{M}^{(d)}\), in time and storage that is quadratic in \(n\) and linear in \(m\) and \(d\). Additionally, \(\|\mathbf{M}^{(d)}\|^2\) (which has cross-products) can be calculated in the same storage and in time that is cubic in \(n\), quadratic in \(m\), and quadratic in \(d\). If the covariance matrices are diagonal, then the dependencies on \(n\) are all linear. These formulas enable us to compare empirical moment tensors and model moment tensors without forming either moment explicitly.

1.3. Applications to Parameter Estimation. The main application of our results are to efficiently recover the parameters of a GMM, i.e., \(\{(\lambda_j, \mathbf{\mu}_j, \Sigma_j)\}_{j=1}^m\), from \(p\) independent realizations \(\{\mathbf{x}_1, \mathbf{x}_2, \ldots, \mathbf{x}_p\}\) of the random variable \(X \sim \sum_{j=1}^m \lambda_j N(\mathbf{\mu}_j, \Sigma_j)\). Figure 3 illustrates an example three-component GMM in two dimensions, showing its probability distribution function (pdf) and 1000 sample realizations \((n = 2, m = 3, p = 1000)\).

1.3.1. Method of Moments. Expectation maximization is a standard tool for fitting GMMs but has some limitations. An alternative is the method of moments, which optimizes the model parameters to match the empirical moments. Consider the problem, for now, in terms of a single moment. For any value of \(d\), we can estimate \(\mathbf{M}^{(d)} = \mathbb{E}(X^{\otimes d})\) from the realizations, \(\{\mathbf{x}_1, \ldots, \mathbf{x}_p\}\), i.e.,

\[
\hat{\mathbf{M}}^{(d)} = \frac{1}{p} \sum_{i=1}^p \mathbf{x}_i^{\otimes d}.
\]

For example, the third empirical moment is illustrated in Fig. 4. Then we can cast the GMM parameter identification problem as an optimization problem of the following form:

\[
\min F^{(d)}(\theta) \equiv \|\mathbf{M}^{(d)} - \hat{\mathbf{M}}^{(d)}\|^2 \quad \text{with respect to} \quad \theta = \{(\lambda_j, \mathbf{\mu}_j, \Sigma_j)\}_{j=1}^m.
\]
\[
\hat{M}^{(3)} = \frac{1}{p} \left( \begin{array}{c}
x_1 \\
x_1 \\
x_1 \
\end{array} + \begin{array}{c}
x_2 \\
x_2 \\
x_2 \
\end{array} + \cdots + \begin{array}{c}
x_p \\
x_p \\
x_p \end{array} \right)
\]

**Figure 4.** Third empirical moment of a random variable is a three-way symmetric tensor.

where \( M^{(d)} \) has the form defined in (1). We can rewrite the objective function as

\[
F^{(d)}(\theta) = \|M^{(d)}\|^2 - \frac{2}{p} \sum_{i=1}^{p} \langle M^{(d)}, x_i^{\otimes d} \rangle + \frac{1}{p^2} \sum_{i=1}^{p} \sum_{j=1}^{p} \langle x_i, x_j \rangle^d.
\]

The first two terms in (4) reduce to quantities that we can compute efficiently, including the gradients, using our results discussed above. The last term does not involve the model parameters and can be ignored for the purposes of optimization.

1.3.2. **Debiasing with Known Common Covariance Matrix.** If a data set of observations is contaminated with Gaussian noise, i.e., \( N(0, \Sigma) \) where the covariance \( \Sigma \) is known, then we can **debias** the data observations via the following result.

**Theorem (Preview of Theorem 5.1).** Let \( X = Y + Z \) where \( Y \) and \( Z \) are independent random variables and \( Z \sim N(0, \Sigma) \). Let

\[
\mathbf{f}^{(d)} = \mathbb{E}(Y^{\otimes d})
\]

be the \( d \)-th moment of \( Y \). Then, given sample realizations \{\( x_1, \ldots, x_p \)\} of \( X \),

\[
\hat{\mathbf{f}}^{(d)} = \frac{1}{N} \sum_{i=1}^{p} \sum_{k=0}^{d/2} C_{d,k} (-1)^k \text{sym} \left( x_i^{\otimes d-2k} \otimes \Sigma^{\otimes k} \right),
\]

where \( C_{d,k} = \binom{d}{2k} (2k)! \binom{d}{4k} \), is an unbiased estimator for \( \mathbf{f}^{(d)} \) (\( \mathbb{E}(\hat{\mathbf{f}}^{(d)}) = \mathbf{f}^{(d)} \)).

In the context of GMM with known common covariance matrix \( \Sigma = \Sigma_1 = \cdots = \Sigma_m \), we can recast the estimate of the remaining parameters \{\( (\lambda_j, \mu_j) \}_{j=1}^{m} \} as a symmetric tensor decomposition problem: minimize \( \|\mathbf{f}^{(d)} - \hat{\mathbf{f}}^{(d)}\|^2 \) with \( \mathbf{f}^{(d)} = \sum_{j=1}^{m} \lambda_j \mu_j^{\otimes d} \). As before with the standard moment tensor, we extend this result to implicitly calculate quantities needed in the gradient-based optimization, such as

\[
\langle \hat{\mathbf{f}}^{(d)}, \mathbf{f}^{(d)} \rangle, \quad \nabla_{\lambda_j} \langle \hat{\mathbf{f}}^{(d)}, \mathbf{f}^{(d)} \rangle, \quad \text{and} \quad \nabla_{\mu_j} \langle \hat{\mathbf{f}}^{(d)}, \mathbf{f}^{(d)} \rangle.
\]

This can be done without forming \( \hat{\mathbf{f}}^{(d)} \) or \( \mathbf{f}^{(d)} \), and in time and storage that is quadratic in \( n \) (the number of variables) and linear in \( m, p, \) and \( d \).

1.3.3. **Handling All Moments Simultaneously.** For a fixed order \( d \), there is a scaling ambiguity in (3) causing the optimization problem to have multiple continuously varying solutions. This is sometimes fixed by working with multiple moments simultaneously. We propose to do something similar but implicitly, solving the optimization problem for multiple moments simultaneously via a mathematical conversion.
where a constant is appended to each observation. If \( X \sim \sum_{j=1}^{m} \lambda_j \mathcal{N}(\mu_j, \Sigma_j) \) and \( \{x_1, \ldots, x_p\} \) is a set of realizations, then the augmented observations

\[
\tilde{x}_i = \left[ x_i \omega \right] \in \mathbb{R}^{n+1},
\]

where \( \omega \) is some constant, can be seen as coming from the random variable

\[
\tilde{X} \sim \sum_{j=1}^{m} \lambda_j \mathcal{N}(\tilde{\mu}_j, \tilde{\Sigma}_j)
\]

where \( \tilde{\mu}_j = \left[ \mu_j \omega \right] \) and \( \tilde{\Sigma}_j = \begin{bmatrix} \Sigma_j & 0 \\ 0 & 0 \end{bmatrix} \).

Section 4.3 shows that minimizing the augmented \( d \)-th moment matching problem defined by \( F^{(d)}(\tilde{\theta}) \) with respect to the augmented parameters \( \tilde{\theta} = \{ (\lambda_j, \tilde{\mu}_j, \tilde{\Sigma}_j) \}_{j=1}^{m} \), is equivalent to a weighted sum of all moments up to order \( d \), i.e.,

\[
F^{(d)}(\tilde{\theta}) = \sum_{k=1}^{d} \binom{d}{k} \omega^{2d-2k} F^{(d)}(\theta) + C,
\]

where \( C \) is a constant that does not depend on \( \theta \). In this way, the augmented problem is simultaneously matching all moments from orders 1 to \( d \).

1.4. Approach and Tools. Our derivations in part rely upon the equivalence of symmetric tensors and homogeneous polynomials, which is a well-known correspondence in the computational algebraic geometry community. This equivalence is used, for instance, to derive the concise formulation of the moment tensor in terms of the GMM parameters. Along the way, we prove a binomial theorem for tensors (Corollary 2.9).

We also employ tools from combinatorics for, e.g., calculating the inner products of moment tensors. For this, we use Bell polynomials, which are intimately related to cumulants. Using recurrences in terms of Bell polynomials, we can efficiently compute key quantities such as, for instance, \( \langle \mathbf{M}^{(d)}, \mathbf{a}^{\otimes d} \rangle \) where \( \mathbf{M}^{(d)} \) is a moment tensor for a GMM and \( \mathbf{a} \in \mathbb{R}^n \) (Theorem 4.3).

We demonstrate the utility of these approaches for estimating the parameters of a GMM, especially in contexts where EM approaches are not as successful.

1.5. Related Work. There are two basic approaches for fitting statistical models: expectation maximization (EM) and the method of moments. For multivariate GMMs, EM has to this point been considered the only practical model, but we did find one interesting early application of the method of moments to GMMs by Lindsay and Basak (1993).

To date, most interest in the method of moments has come from a theoretical point of view. There are two theoretical advantages. Firstly, the method of moments can be used to remove the usual requirement that means be well separated. The works Dasgupta (1999), Belkin and Sinha (2009, 2010) and Moitra and Valiant (2010) and others show that the restriction can be relaxed via the method of moments, at least in theory. This stands in contrast to the situation for EM, where there is a need for well-separated means (Xu and Jordan, 1996). As a second advantage, the method of moments can lead to structured polynomial systems or tensor decomposition problems for parameter estimation of GMMs. This has allowed some authors to develop provable polynomial-time algorithms, with bounds on the number of samples required, although it has not been clear how practical these methods are. Under the condition that the means are linearly independent
and the covariances are spherical, Hsu and Kakade (2013) develop a method based on first-, second-, and third-order moments in which they can recover the means and covariances using a combination of eigen- and symmetric tensor decomposition. Khouja et al. (2021) develop a similar method and recommend it for initializing EM. Ge et al. (2015) extend this to arbitrary covariance matrices, but they work with vectorized covariance matrices and as a result forfeit some of the symmetries. Agostini et al. (2021) use algebraic geometry to prove identifiability results: namely when each mixture component has the same unknown covariance, the GMM’s parameters are uniquely determined by a few of the model’s moments. These past works are primarily concerned with the question of sample efficiency, i.e., how many samples are required to recover the model, as well as identifiability questions. We do not consider those issues in our work (even though they are certainly topics for future work), but we do build upon these in other ways: we handle moments of arbitrary order, develop practical moment-based algorithms using numerical optimization, and provide computational evidence of both their effectiveness and efficiency.

As mentioned, symmetric tensor decomposition has played an important role in the bit of computational work done thus far for GMMs and moment methods. This is because the moment formed by the means is an approximation to the empirical moment tensor:

\[
\sum_{j=1}^{m} \lambda_j \mu_j^{\otimes d} \approx \frac{1}{p} \sum_{i=1}^{p} x_i^{\otimes d}.
\]

The connection has been considered in several works, e.g., Anandkumar et al. (2014b,a). The works that use symmetric tensor decomposition tend to use simultaneous diagonalization, which is not very robust. Other recent works employ algebraic methods from polynomial solving for the cases of spherical and diagonal covariances, as in Guo et al. (2021), Lindberg et al. (2021) and Khouja et al. (2021). By contrast, Sherman and Kolda (2020) developed a different computational approach, based on numerical optimization, that avoids forming the empirical or approximate model moment tensors. We build upon their approach in this work.

### 1.5.1. Parallels with a Scientific Domain.

In cryo-electron microscopy (cryo-EM), the goal is to estimate a three-dimensional model for a molecule, given many noisy two-dimensional images (Bendory et al., 2020). This can be viewed as a parameter estimation problem, where the data are the images and the unknown parameters correspond to the molecule (and other features). So far in cryo-EM, expectation maximization methods have been dominant. See Sigworth et al. (2010) for a description of the EM approach, and Scheres (2012) for a software implementation. However, recent works have considered using the method of moments, e.g. Bandeira et al. (2017) and Sharon et al. (2020). We believe our paper might find applications to cryo-EM, because the noise on cryo-EM images is typically assumed to be Gaussian. Also, GMMs have been used a modeling tool (Chen and Ludtke, 2021).

## 2. Preliminaries

### 2.1. Tensors and tensor products.

We begin by establishing notation and basic terminology for tensors. We let \( T_n^d = (\mathbb{R}^n)^{\otimes d} = \mathbb{R}^n \otimes \mathbb{R}^n \otimes \cdots \otimes \mathbb{R}^n \) (\(d\) times) denote the vector space of real tensors of order \(d\) and dimension \(n\). Tensors with dimensions 0, 1 and 2 are scalars, vectors and matrices, respectively. If \( \mathbf{W} \in T_n^d \),
then \( w_{i_1 \ldots i_d} \equiv W(i_1, \ldots, i_d) \) is the entry indexed by \((i_1, \ldots, i_d) \in [n]^d\), where \([n] = \{1, \ldots, n\}\).

The tensor product is a generalization of the outer product, the tensor power is an outer product of a tensor (possibly a vector or matrix) with itself, and the tensor inner product is the dot product of the vectorized representations. We formalize these ideas below.

**Definition 2.1 (Tensor product).** For tensors \( W \in T_n^d \) and \( U \in T_n^{d'} \), their tensor product in \( T_n^{d+d'} \) is defined by

\[
(W \otimes U)(i_1, \ldots, i_d, j_1, \ldots, j_{d'}) = w_{i_1 \ldots i_d} u_{j_1 \ldots j_{d'}} \quad \forall (i_1, \ldots, i_d, j_1, \ldots, j_{d'}) \in [n]^{d+d'}.
\]

**Definition 2.2 (Tensor power).** The tensor power \( W^{\otimes m} \in T_n^m \) is the tensor product of \( W \) with itself \( m \) times.

Consider the case of \( d = 1 \), so we have just a vector. If \( v \in \mathbb{R}^n = T_n^1 \), then its tensor power \( v^{\otimes d} \) is a tensor with \( (v^{\otimes d})(i_1, \ldots, i_d) = \prod_{k=1}^d v_{i_k} \).

**Definition 2.3 (Tensor inner product).** The tensor inner product of \( W, U \in T_n^d \) is

\[
\langle W, U \rangle = \sum_{i_1=1}^n \cdots \sum_{i_d=1}^n w_{i_1 \ldots i_d} u_{i_1 \ldots i_d}.
\]

The norm of a tensor is \( \|W\| = \sqrt{\langle W, W \rangle} \). For \( d = 0, 1, 2 \), the dot product of these as tensors coincides with the usual dot product definition: if \( u, v \in T_n^1 \), then \( \langle u, v \rangle = u^\top v \), and if \( A, B \in T_n^2 \), then \( \langle A, B \rangle = \text{trace}(A^\top B) = \text{vec}(A)^\top \text{vec}(B) \).

Properties of tensor inner and outer products can be combined in useful ways, as follows.

**Lemma 2.4 (Inner product of tensor products, Hackbusch, 2019).** For tensors \( W_1, W_2 \in T_n^d \), \( U_1, U_2 \in T_n^{d'} \), we have

\[
\langle W_1 \otimes U_1, W_2 \otimes U_2 \rangle = \langle W_1, W_2 \rangle \langle U_1, U_2 \rangle.
\]

In particular, for all vectors \( u, v \in \mathbb{R}^n \), we have \( \langle v^{\otimes d}, u^{\otimes d} \rangle = \langle v, u \rangle^d \).

2.2. **Symmetric tensors.** A symmetric tensor is a tensor whose entries are invariant under any permutation of the indices. Symmetric tensors have important properties, and these are relevant to us because moment tensors are symmetric.

**Definition 2.5 (Symmetric tensor).** A tensor \( W \in T_n^d \) is symmetric if it is unchanged by any permutation of indices, that is,

\[
w_{j_1 \ldots j_d} = w_{j_{\sigma(1)} j_{\sigma(2)} \ldots j_{\sigma(d)}} \quad \forall (j_1, \ldots, j_d) \in [n]^d \text{ and } \sigma \in S_d,
\]

where \( S_d \) is the permutation group on \([d]\). We denote by \( S_d \subset T_n^d \) the vector space of real symmetric tensors of order \( d \) and length \( n \).

For example, for \( v \in \mathbb{R}^n \), the tensor power \( v^{\otimes d} \) is symmetric. Hence, a moment tensor \( M^{(d)} = X^{\otimes d} \), which is the expectation of a tensor power, is also symmetric.

If a tensor is not already symmetric, then it can be made symmetrized via the \( \text{sym}(W) \) operation; see Fig. 5. Moreover, a tensor is symmetric if and only if \( \text{sym}(W) = W \); see Comon et al. (2008, Prop. 3.1).
**Figure 5.** Symmetrization of a 3-way tensor.

**Definition 2.6** (Symmetrization). A tensor \( W \in T^d_n \) may be symmetrized via

\[
\text{sym}(W)(i_1, \ldots, i_d) = \frac{1}{d!} \sum_{\sigma \in S_d} w_{i_{\sigma 1} \cdots i_{\sigma d}} \quad \forall (i_1, \ldots, i_d) \in [n]^d.
\]

Symmetrization is potentially costly but can essentially be skipped for certain computations involving symmetrized tensors, as elucidated in the next lemma. This will be useful later for computational efficiency in working with moments.

**Lemma 2.7** (Hackbusch, 2019). The sym operation defined in Definition 2.6 is an orthogonal projection and therefore self-adjoint. In particular, for any vector \( v \in \mathbb{R}^n \) and tensor \( U \in T^d_n \), we have

\[
\langle \text{sym}(U), v^{\otimes d} \rangle = \langle U, v^{\otimes d} \rangle.
\]

2.3. Tensors and homogeneous polynomials. Key to several main results is the basic link between tensors and homogeneous polynomials; see, e.g., Landsberg (2012, Sec. 2.6.4) or Cartwright and Sturmfels (2013). We denote by \( \mathbb{R}\langle z_1, \ldots, z_n \rangle \) the ring of real polynomials in \( n \) variables \( z = (z_1, \ldots, z_n) \), and \( \mathbb{R}\langle z_1, \ldots, z_n \rangle_d \) denotes the subspace of homogeneous degree \( d \) forms.

**Proposition 2.8.** Define \( \Phi : \bigcup_{d=0}^{\infty} T^d_n \to \bigcup_{d=0}^{\infty} \mathbb{R}\langle z_1, \ldots, z_n \rangle_d \) (the set of homogeneous polynomials in \( n \) variables), such that for \( V \in T^d_n \):

\[
\Phi[V](z) = \langle V, z^{\otimes d} \rangle.
\]

Then, we have the following.

(A) For every integer \( d \), \( \Phi \) is a linear map from \( T^d_n \) to \( \mathbb{R}\langle z_1, \ldots, z_n \rangle_d \), it is bijective when restricted to \( S^d_n \), and for all \( V \in T^d_n \):

\[
\Phi[V] = \Phi[\text{sym}(V)].
\]

In particular, if \( V \in S^d_n \) and \( \Phi[V] = \Phi[W] \), then \( V = \text{sym}(W) \).

(B) For any vector \( v \in \mathbb{R}^n \) and matrix \( M \in \mathbb{R}^{n \times n} \), the homogeneous polynomials \( \Phi[v], \Phi[M] \) are such that

\[
\Phi[v](z) = v^\top z \quad \text{and} \quad \Phi[M](z) = z^\top Mz.
\]

(C) For all \( V \in T^d_n \) and \( W \in T^{d'}_n \), we have

\[
\Phi[V \otimes W] = \Phi[V] \Phi[W].
\]

**Proof.** We first show (A). The linearity of \( \Phi \) follows from the bilinearity of the inner product. Since all the entries of the tensor \( z^{\otimes d} \) are in \( \mathbb{R}\langle z_1, \ldots, z_n \rangle_d \), \( \Phi[V] \) is also in \( \mathbb{R}\langle z_1, \ldots, z_n \rangle_d \). Moreover, the tensor \( z^{\otimes d} \) contains all the monomials of degree \( d \) in \( n \) variables, thus \( \Phi \) is surjective over all tensors in \( T^d_n \). Additionally, Lemma 2.7 implies (10), which in turn implies that \( \Phi \) is surjective over all symmetric tensors in \( S^d_n \). Since the vector space dimensions of \( S^d_n \) and \( \mathbb{R}\langle z_1, \ldots, z_n \rangle_d \) coincide (Hackbusch, 2019), \( \Phi \) is a one-to-one map between these spaces. (B) follows from
the dot product definition for vectors and matrices; for matrices we have \( \langle M, z \otimes^2 \rangle = \text{trace}(Mz^Tz) = z^TMz \). Finally, (C) follows from Lemma 2.4:

\[
\Phi[\mathbf{V} \otimes \mathbf{W}](\mathbf{z}) = \langle \mathbf{V} \otimes \mathbf{W}, \mathbf{z}^{(d+d')} \rangle = \langle \mathbf{V}, \mathbf{z}^{\otimes d} \rangle \langle \mathbf{W}, \mathbf{z}^{\otimes d'} \rangle = \Phi[\mathbf{V}](\mathbf{z})\Phi[\mathbf{W}](\mathbf{z}). \quad \square
\]

Proposition 2.8 is useful mainly for two reasons. First, Proposition 2.8(A) implies that we can determine a symmetric tensor by describing its inner product with rank-1 tensors. Secondly, although the operation \( \otimes \) is not commutative, for symmetric tensors we can write it in terms of products of homogeneous polynomials using Proposition 2.8(C), and this product is commutative. A quick application of this idea gives the following identity, which we call the binomial theorem for tensors.

**Corollary 2.9** (Binomial theorem for tensors). For all \( \mathbf{v}, \mathbf{u} \in \mathbb{R}^n \),

\[
(\mathbf{v} + \mathbf{u})^{\otimes d} = \sum_{k=0}^{d} \binom{d}{k} \text{sym} \left( \mathbf{v}^{\otimes k} \otimes \mathbf{u}^{\otimes d-k} \right).
\]

**Proof.** Using Proposition 2.8, we can rewrite this result in terms of polynomials and apply the binomial theorem for powers of polynomials:

\[
\Phi[(\mathbf{v} + \mathbf{u})^{\otimes d}] = \Phi[\mathbf{v} + \mathbf{u}]^d = \sum_{k=0}^{d} \binom{d}{k} \Phi[\mathbf{v}]^k \Phi[\mathbf{u}]^{d-k} = \sum_{k=0}^{d} \binom{d}{k} \Phi[\mathbf{v}^{\otimes k} \otimes \mathbf{u}^{\otimes d-k}].
\]

Then, since \((\mathbf{v} + \mathbf{u})^{\otimes d}\) is a symmetric tensor and \(\Phi\) is bijective when restricted to symmetric tensors, we obtain the result. \(\square\)

### 2.4. Bell polynomials, cumulants and higher-order moments. An important tool from combinatorial enumeration is Bell polynomials, and these play an intimate role in computation of higher-order moments. First, we present the definition and basic facts of Bell polynomials, which can be found in Bell (1927); Comtet (2012). Then we explain the connection to moments.

**Definition 2.10** (Bell polynomials). The (complete) Bell polynomials are defined by

\[
B_k(x_1, \ldots, x_k) = \sum_{j \in \mathcal{P}_k} \frac{k!}{j_1! j_2! \cdots j_k!} (x_1)^{j_1} (x_2)^{j_2} \cdots (x_k)^{j_k},
\]

where \(\mathcal{P}_k = \{ j \in \mathbb{Z}_{\geq 0}^k : j_1 + 2j_2 + \cdots + kj_k = k \} \).

Although the cardinality of \(\mathcal{P}_k\) grows exponentially with \(k\), the Bell polynomials can be calculated instead through the recursion

\[
B_k(x_1, \ldots, x_k) = \sum_{i=0}^{k-1} \binom{k-1}{i} B_i(x_1, \ldots, x_i)x_{k-i},
\]

with the convention \(B_0 = 1\). The first few Bell polynomials are

\[
B_1(x_1) = x_1, \\
B_2(x_1, x_2) = x_1^2 + x_2, \\
B_3(x_1, x_2, x_3) = x_1^3 + 3x_1x_2 + x_3, \quad \text{and} \\
B_4(x_1, x_2, x_3, x_4) = x_1^4 + 6x_1^2x_2 + 4x_1x_3 + 3x_2^2 + x_4.
\]
The partial derivatives are given by
\begin{equation}
\frac{\partial B_k}{\partial x_i}(x_1, \ldots, x_k) = \binom{k}{i} B_{k-i}(x_1, \ldots, x_{k-i}).
\end{equation}

Bell polynomials are useful for expressing higher-order moments of random variables in terms of cumulants per the following lemma.

**Lemma 2.11** (Moments, Cumulants and Bell polynomials; Comtet, 2012, p. 160). Let \( Z \) be a real random variable and suppose
\[
\gamma(t) = \log(\mathbb{E}(e^{tZ})) \quad \text{and} \quad \kappa_k = \frac{d^k \gamma}{dt^k}(0), \quad k \in \mathbb{N}
\]
exist. Then
\[
\mathbb{E}(Z^d) = B_d(\kappa_1, \ldots, \kappa_d).
\]
The function \( \gamma(t) \) is called the cumulant generating function, and its \( k \)-th derivatives evaluated at zero, \( \kappa_k \), are called cumulants.

In working with moments, it is useful to know the convention that \( 0! = 1 \), so that \( \binom{d}{0} = 1 \) for any \( d \geq 0 \). Further, any matrix \( C \) to the power zero is the identity, i.e., \( C^0 = I \).

### 3. Characterizing Moments of Multivariate Gaussians

We are interested in the moments of Gaussians primarily as a prelude to understanding moments of GMMs; nevertheless, some of these results may also have other applications. We write \( X \sim \mathcal{N}(\mu, \Sigma) \) to denote the Gaussian random variable \( X \in \mathbb{R}^n \) with mean \( \mu \in \mathbb{R}^n \) and symmetric positive definite covariance \( \Sigma \in \mathbb{R}^{n \times n} \).

In this paper, it is convenient to allow for \( \Sigma \) to be only positive semidefinite. In the case that \( \Sigma \) is rank-deficient, we say \( X \) has a degenerate distribution. Then \( X \) is supported on the affine subspace \( \mu + \text{colspan}(\Sigma) \subseteq \mathbb{R}^n \), restricted to which it has a probability density function given analogously as in Section 1.1. An important case is when \( \Sigma = 0 \), where \( X = \mu \) with probability 1 (a discrete distribution with only one option). The proofs of our results only require \( \Sigma \) to be positive semidefinite.

#### 3.1. Symmetric tensor formulation of Gaussian moments

Below we present the formulas for the higher-order moments of a Gaussian vector in \( \mathbb{R}^n \). These formulas are obtained almost directly from Proposition 2.8 combined with the formula for the moments of a one-dimensional random Gaussian variable. Although we provide a formulation for the moment, we do not recommend computing these directly. Rather, this is a stepping stone to efficient methods for computing quantities involving the moments.

**Theorem 3.1.** If \( X \sim \mathcal{N}(\mu, \Sigma) \), then its \( d \)-th moment \( \mathcal{M}^{(d)} = \mathbb{E}(X^{\otimes d}) \) for any \( d \in \mathbb{N} \) is given by
\[
\mathcal{M}^{(d)} = \sum_{k=0}^{\lfloor d/2 \rfloor} C_{d,k} \ \text{sym} \left( \mu^{\otimes d-2k} \otimes \Sigma^{\otimes k} \right),
\]
with \( C_{d,k} = \frac{d!}{(2k)! k! 2^k n^k} \).
Proof. Using Proposition 2.8(B), we have
\begin{equation}
\Phi \left[ \mathbb{E}(X^{\otimes d}) \right] (z) = \langle z^{\otimes d}, \mathbb{E}(X^{\otimes d}) \rangle = \mathbb{E}(\langle z^{\otimes d}, X^{\otimes d} \rangle) = \mathbb{E}(\langle z^T X \rangle^d) .
\end{equation}
Fixing \( z \in \mathbb{R}^n \), we have \( z^T X \sim \mathcal{N}(z^T \mu, z^T \Sigma z) \) per the properties of marginals of multivariate Gaussians. The higher-order moment of a univariate Gaussian \( Y \sim \mathcal{N}(\mu, \sigma) \) is

\[ \mathbb{E}(Y^d) = \left\lfloor \frac{d}{2} \right\rfloor \sum_{k=0}^{\lfloor d/2 \rfloor} \binom{d}{2k} \frac{(2k)!}{k!2^k} \mu^{d-2k} \sigma^k, \]

per, e.g., Gut (2009, Theorem 3.1). Hence, the higher order moments of \( z^T X \) are given by
\begin{equation}
\Phi \left[ \mathbb{E}(X^{\otimes d}) \right] (z) = \mathbb{E}(\langle z^T X \rangle^d) = \left\lfloor \frac{d}{2} \right\rfloor \sum_{k=0}^{\lfloor d/2 \rfloor} \binom{d}{2k} \frac{(2k)!}{k!2^k} \Phi \left[ \mu^{d-2k} \otimes \Sigma^\otimes k \right] (z).
\end{equation}
Here the last line follows from Proposition 2.8(B) and Proposition 2.8(C). Finally, since \( \mathbb{E}(X^{\otimes d}) \) is a symmetric tensor, the result follows from Proposition 2.8(A). \( \square \)

Example 3.2. The first few moments for \( X \sim \mathcal{N}(\mu, \Sigma) \) are
\begin{align*}
\mathcal{M}^{(1)} &= \mu & \in \mathbb{R}^n, \\
\mathcal{M}^{(2)} &= \mu^{\otimes 2} + \Sigma & \in \mathbb{R}^{n \times n}, \\
\mathcal{M}^{(3)} &= \mu^{\otimes 3} + 3 \text{sym}(\mu \otimes \Sigma) & \in \mathbb{R}^{n \times n \times n}, \\
\mathcal{M}^{(4)} &= \mu^{\otimes 4} + 6 \text{sym}(\mu^{\otimes 2} \otimes \Sigma) + 3 \text{sym}(\Sigma^{\otimes 2}) & \in \mathbb{R}^{n \times n \times n \times n}.
\end{align*}

Theorem 3.1 can be alternatively formulated in terms of homogeneous polynomials, using \( \Phi \), as
\begin{equation}
\Phi \left[ \mathcal{M}^{(d)} \right] = \mathbb{E}(\Phi[X]^d) = \sum_{k=0}^{\lfloor d/2 \rfloor} C_{d,k} \Phi[\mu]^{d-2k} \Phi[\Sigma]^k.
\end{equation}

3.2. Inner product of Gaussian moments. A key proposition characterizes the inner product of two Gaussian moments. We show that these can be computed efficiently using the Bell polynomials discussed in Section 2.4. As a standalone result, this proposition has several applications, including kernel learning. On this topic, similar specific formulas for \( d = 1, 2, 3 \) are provided by Muandet et al. (2012, Table 1). Nevertheless, to the best of our knowledge, the formula for general \( d \) has not been previously discovered. As for our paper, this proposition is crucial not only for the implicit calculation of the inner product of two Gaussian moments (see Theorem 4.2) but also to obtain useful recursion formulas for other implicit calculations (see Theorems 3.5, 4.3 and 5.2). This result is applicable to the case of degenerate covariance matrices as well, but we defer its proof to Appendix A.3.
Proposition 3.3. Suppose $X \sim \mathcal{N}(\mu, \Sigma)$ and $\tilde{X} \sim \mathcal{N}(\tilde{\mu}, \tilde{\Sigma})$ are independent random variables, let $d \in \mathbb{N}$ and define the dot-product between the $d$th moments $\mathcal{M}^{(d)} = \mathbb{E}(X^{\otimes d})$ and $\tilde{\mathcal{M}}^{(d)} = \mathbb{E}(\tilde{X}^{\otimes d})$ as

$$\Psi^{(d)}(\mu, \Sigma, \tilde{\mu}, \tilde{\Sigma}) := \left\langle \mathcal{M}^{(d)}, \tilde{\mathcal{M}}^{(d)} \right\rangle$$

Then

$$\Psi^{(d)}(\mu, \Sigma, \tilde{\mu}, \tilde{\Sigma}) = 0$$

where $\mathbb{P}$ is the $d$th Bell polynomial and for each $k \in [d]$

$$\kappa_k = \left\{ \begin{array}{ll}
(k-1)! \text{trace}(\tilde{Z}^2) + \frac{k!}{2} (\mu^\top \tilde{\Sigma} Z^{-2} \mu + \tilde{\mu}^\top Z^{-2} \tilde{\Sigma} \tilde{\mu}) & \text{if } k \text{ is even}, \\
(k+1)! \mu^\top Z^{-2} \mu & \text{if } k \text{ is odd},
\end{array} \right.$$ 

with $Z = \Sigma \tilde{\Sigma}$.

Proof. We have

$$\Psi^{(d)}(\mu, \Sigma, \tilde{\mu}, \tilde{\Sigma}) = \left\langle \mathbb{E}(X^{\otimes d}), \mathbb{E}((\tilde{X})^{\otimes d}) \right\rangle = \mathbb{E}((X, \tilde{X})^d).$$

Defining the random variable $Y = \langle X, \tilde{X} \rangle$, Lemma 2.11 implies that this $d$th moment is given in terms of the cumulants

$$\mathbb{E}(Y^d) = B_d(\kappa_1, \ldots, \kappa_d)$$

where

$$\kappa_k = \left. \frac{d^r}{dt^r} \left( \log(\mathbb{E}(e^{tY})) \right) \right|_{t=0} \text{ for all } k \in [d].$$

We defer the technical details of the calculation of the cumulants, $\kappa_k$, to Proposition A.2.

These formulas may seem intimidating, but these are scalars that can be computed directly from the inputs via relatively simple equations.

Example 3.4. The first few $\kappa_k$’s are:

$$\begin{align*}
\kappa_1 &= \mu^\top \tilde{\mu}, \\
\kappa_2 &= \text{trace}(Z) + \tilde{\mu}^\top \tilde{\Sigma} \tilde{\mu} + \mu^\top \Sigma \mu, \\
\kappa_3 &= 6 \mu^\top Z \tilde{\mu}, \\
\kappa_4 &= 6 \text{trace}(Z^2) + 12(\mu^\top \Sigma Z \tilde{\mu} + \mu^\top Z \Sigma Z \tilde{\mu}).
\end{align*}$$

To calculate the dot-product we use the scalars $\kappa_k$’s and the recurrence formula for Bell polynomials (12). For instance, for $d = 1, 2, 3$, we have

$$\begin{align*}
\Psi^{(1)}(\mu, \Sigma, \tilde{\mu}, \tilde{\Sigma}) &= \kappa_1 = \mu^\top \tilde{\mu},
\Psi^{(2)}(\mu, \Sigma, \tilde{\mu}, \tilde{\Sigma}) &= \kappa_1^2 + \kappa_2 = (\mu^\top \tilde{\mu})^2 + \text{trace}(Z) + \tilde{\mu}^\top \tilde{\Sigma} \tilde{\mu} + \mu^\top \Sigma \mu, \\
\Psi^{(3)}(\mu, \Sigma, \tilde{\mu}, \tilde{\Sigma}) &= \kappa_1 (\kappa_1^2 + \kappa_2) + 2\kappa_2 \kappa_1 + \kappa_3 = \kappa_1^3 + 3\kappa_1 \kappa_2 + \kappa_3
\end{align*}$$

$$= (\mu^\top \tilde{\mu})^3 + 3\mu^\top \tilde{\mu} (\text{trace}(Z) + \tilde{\mu}^\top \tilde{\Sigma} \tilde{\mu} + \mu^\top \Sigma \mu) + 6 \mu^\top Z \tilde{\mu}.$$

It is useful to calculate the derivatives of $\Psi^{(d)}$ with respect to $\mu$ and $\Sigma$ for the optimization problem (3). However, since these formulas for general GMM models are even lengthier, we include these in Appendix A.4. Particular cases of these formulas, for instance when the $\Sigma_j$ are diagonal, are included and explained in Section 6.
3.3. Gradients of Gaussian moments. We generally do not need to use the moment formulated in (14) explicitly; instead, its inner product with a vector outer product can be computed efficiently, including gradients. The import is that working with the Gaussian moment tensor implicitly can be extremely efficient in terms of both storage and computations. Using Proposition 3.3, we can efficiently compute dot products and corresponding gradients with respect to a Gaussian moment, as follows.

**Theorem 3.5.** Let $X \sim \mathcal{N}(\mu, \Sigma)$ and its $d$th moment be $M^{(d)} = \mathbb{E}(X^\otimes d)$. Then for any $a \in \mathbb{R}^n$, we can compute

\[
\alpha^{(d)} \equiv \langle M^{(d)}, a^\otimes d \rangle
\]

where $\alpha^{(d)}$ can be calculated implicitly using the recursion formula

\[
\alpha^{(d)} = \alpha^{(d-1)} a^\top \mu + (d-1) \alpha^{(d-2)} a^\top \Sigma a
\]

with $\alpha^{(0)} = 1$ and $\alpha^{(1)} = a^\top \mu$. Furthermore, the gradients are given by

\[
\nabla_a \langle M^{(d)}, a^\otimes d \rangle = d \alpha^{(d-1)} \mu + (d-1) \alpha^{(d-2)} \Sigma a,
\]

\[
\nabla_\mu \langle M^{(d)}, a^\otimes d \rangle = d \alpha^{(d-1)} a,
\]

\[
\nabla_\Sigma \langle M^{(d)}, a^\otimes d \rangle = \frac{d^2}{2} \alpha^{(d-2)} a a^\top.
\]

**Proof.** Let $\tilde{X} \sim \mathcal{N}(a, 0)$, that is, $\tilde{X} = a$ with probability 1, and notice that for any $d \in \mathbb{N}$, $\mathbb{E}(\tilde{X}^\otimes d) = a^\otimes d$. Applying Lemma A.4 (the extension of Proposition 3.3 to symmetric matrices, not necessarily positive definite),

\[
\alpha^{(d)} = \langle M^{(d)}, a^\otimes d \rangle = \Psi^{(d)}(\mu, \Sigma, a, 0) = B_d(a^\top \mu, a^\top \Sigma a, 0, 0, \ldots, 0).
\]

Then the recursion formula (21) follows from the recursion formula for Bell polynomials, (12). The derivatives, (22)–(24), follow from the derivatives of the Bell polynomial, (13), and the chain rule. \(\square\)

4. Gaussian mixture models

Now that we have characterized the moment of a single Gaussian, we can employ those results for mixtures of Gaussians. We write $X \sim \sum_{j=1}^m \lambda_j \mathcal{N}(\mu_j, \Sigma_j)$ to denote the GMM with $m$ components. The value $\lambda_j \in [0, 1]$ is the probability of component $j$, and $\sum_{j=1}^m \lambda_j = 1$. The $j$th Gaussian has mean $\mu_j$ and covariance $\Sigma_j$.

4.1. Symmetric tensor formulation of GMM moments. An immediate corollary of the characterization of moments for a Gaussian, Theorem 3.1, is a similar result for GMMs, as follows.
Theorem 4.1. If \( X \sim \sum_{j=1}^{m} \lambda_j N(\mu_j, \Sigma_j) \), then its \( d \)th moment \( M^{(d)} = \mathbb{E}(X^{\otimes d}) \) for any \( d \geq 2 \) is given by

\[
M^{(d)} = \sum_{j=1}^{m} \sum_{k=0}^{\lfloor d/2 \rfloor} \lambda_j C_{d,k} \text{sym} \left( \mu_j^{\otimes d-2k} \otimes \Sigma_j^{\otimes k} \right),
\]

with \( C_{d,k} = \binom{d}{2k} \frac{(2k)!}{k!^2} \).

Proof. Let \( X_j \sim N(\mu_j, \Sigma_j) \), and \( \tau \) a discrete integer random variable such that \( P(\tau = j) = \lambda_j \). We then have that \( X \) and \( X_\tau \) have the same distribution, hence

\[
\mathbb{E}(X^{\otimes d}) = \mathbb{E}_\tau \left( \mathbb{E}(X_\tau^{\otimes d} | \tau) \right) = \sum_{j=1}^{m} \lambda_j \mathbb{E}(X_j^{\otimes d})
\]

and the result follows by applying Theorem 3.1. \( \square \)

4.2. Moment matching for GMMs with efficient computations. Suppose we have realizations \( \{x_1, x_2, \ldots, x_p \} \) of a GMM and wish to determine its parameters. We can formulate a moment-matching optimization problem of the form in (3). Discarding the constant term, we are left with the following optimization problem:

\[
\begin{align*}
\min_{\theta} \quad & F^{(d)}(\theta) \equiv \left\| M^{(d)} \right\|_2^2 - 2 \sum_{i=1}^{p} \frac{1}{p} \left\langle M^{(d)}, x_i^{\otimes d} \right\rangle \\
\text{subject to} \quad & M^{(d)} = \sum_{j=1}^{m} \sum_{k=0}^{\lfloor d/2 \rfloor} \lambda_j C_{d,k} \text{sym} \left( \mu_j^{\otimes d-2k} \otimes \Sigma_j^{\otimes k} \right), \\
& \sum_{j=1}^{m} \lambda_j = 1, \lambda_j \geq 0, \mu_j \in \mathbb{R}^n, \Sigma_j \in \mathbb{R}^{n \times n}, \Sigma_j \succ 0, \\
& \theta = \{ (\lambda_j, \mu_j, \Sigma_j) \}_{j=1}^{m}.
\end{align*}
\]

To solve this optimization problem using first-order methods, we need to be able to efficiently compute

\[
F^{(d)}, \nabla_\lambda F^{(d)}, \nabla_{\mu_j} F^{(d)}, \text{ and } \nabla_{\Sigma_j} F^{(d)} \quad \text{for all } j \in [m].
\]

Let us consider the two terms in the objective function (26), \( F_1^{(d)}(\theta) \) and \( F_2^{(d)}(\theta) \), independently. The first term is calculated efficiently via a corollary of Proposition 3.3.
Theorem 4.2. Let \( X \sim \sum_{j=1}^{m} \lambda_j \mathcal{N}(\mu_j, \Sigma_j) \) and its \( d \)th moment be \( \mathcal{M}(d) = \mathbb{E}(X^{\otimes d}) \). Then

\[
F_1^{(d)}(\theta) = \|\mathcal{M}(d)\|^2 = \sum_{i=1}^{m} \sum_{j=1}^{m} \lambda_i \lambda_j B_d(\kappa_{ij}^{(ij)}, \ldots, \kappa_{ij}^{(ij)}),
\]

where \( B_d \) is the \( d \)-th complete Bell polynomial and for each \( k \in [d] \)

\[
\kappa_{ij}^{(ij)} = \begin{cases} 
(k-1)! \text{trace}(Z_{ij}^{k}) + \frac{k!}{2} \left( v_k^{(ij)} + v_k^{(ij)} \right) & \text{if } k \text{ even,} \\
(k! \mu_j^{(i)} Z_{ij}^{k} - 1) \mu_i & \text{if } k \text{ odd,}
\end{cases}
\]

with \( Z_{ij} = \Sigma_i \Sigma_j \) and \( v_k^{(ij)} = \mu_i^2 \Sigma_j^{(k-2)} \mu_i \).

Gradients of \( F_1^{(d)} \) in terms of \( \Sigma_j, \mu_j \) and \( \lambda_j \) follow from Proposition A.5. The term \( F_2^{(d)}(\theta) \) in (26) is computed using an immediate corollary of Theorem 3.5, as follows.

Theorem 4.3. Let \( X \sim \sum_{j=1}^{m} \lambda_j \mathcal{N}(\mu_j, \Sigma_j) \), its \( d \)th moment be \( \mathcal{M}(d) = \mathbb{E}(X^{\otimes d}) \) and \( \{x_1, x_2, \ldots, x_p\} \) realizations of a GMM. Then

\[
F_2^{(d)}(\theta) = \frac{1}{p} \sum_{i=1}^{p} \left( \mathcal{M}(d), x_i^{\otimes d} \right) = \frac{1}{p} \sum_{i=1}^{p} \sum_{j=1}^{m} \lambda_j \alpha_{ij}^{(d)},
\]

where \( \alpha_{ij}^{(d)} \) can be calculated implicitly using the recursion formula

\[
\alpha_{ij}^{(d)} = \alpha_{ij}^{(d-1)} x_i^T \mu_j + (d-1) \alpha_{ij}^{(d-2)} x_i^T \Sigma_j x_i
\]

with the convention that \( \alpha_{ij}^{(0)} = 1 \) and \( \alpha_{ij}^{(1)} = x_i^T \mu_j \). Furthermore, the gradients are given by

\[
\nabla_{\mu_j} F_2^{(d)}(\theta) = \frac{d}{p \lambda_j} \sum_{i=1}^{p} \alpha_{ij}^{(d-1)} x_i,
\]

\[
\nabla_{\Sigma_j} F_2^{(d)}(\theta) = \frac{1}{p} \left( \frac{d}{2} \right) \sum_{i=1}^{p} \alpha_{ij}^{(d-2)} x_i x_i^T,
\]

\[
\nabla_{\lambda_j} F_2^{(d)}(\theta) = \frac{1}{p} \sum_{i=1}^{p} \alpha_{ij}^{(d)}.
\]

Proof of Theorems 4.2 and 4.3. Let \( \mathcal{M}(d) \equiv C_{d,k} \text{ sym} \left( \mu_j^{\otimes d-2k \otimes \Sigma_j^k} \right) \). Then Theorem 4.1 implies that \( \mathcal{M}(d) = \sum_{j=1}^{m} \lambda_j \mathcal{M}_j^{(d)} \), and the results follow from replacing this into (26), and applying Proposition 3.3 and Theorem 3.5.

4.3. Augmented system for GMM. The optimization problem of (26) is not enough to fully determine the underlying model \( X \sim \sum_{j=1}^{m} \lambda_j \mathcal{N}(\mu_j, \Sigma_j) \), since it has multiple possible solutions. Let \( Y \sim \sum_{j=1}^{m} \lambda_j \gamma_j^{-d} \mathcal{N}(\gamma_j \mu_j, \gamma_j^2 \Sigma_j) \), where
\( \gamma \in \mathbb{R}^m \) is such that \( \sum_{j=1}^{m} \lambda_j \gamma_j^{-d} = 1 \). Then Theorem 4.1 implies that
\[
\mathbb{E}(X^{\otimes d}) = \sum_{j=1}^{m} \sum_{k=0}^{[d/2]} \lambda_j C_{d,k} \text{ sym}(\mu_j^{\otimes d-2k} \otimes \Sigma_j^{\otimes k})
\]
\[
= \sum_{j=1}^{m} \sum_{k=0}^{[d/2]} \lambda_j \gamma_j^{-d} C_{d,k} \text{ sym}\left( (\gamma_j \mu_j)^{\otimes d-2k} \otimes (\gamma_j^2 \Sigma_j)^{\otimes k} \right) = \mathbb{E}(Y^{\otimes d})
\]
This implies that (26) is not able to distinguish two models related by this scale ambiguity. To address this we propose an augmented model that implicitly considers several moment orders at the same time. Let \( \{ \bar{x}_i \} \) be a set of realizations of \( X \). Then the augmented model with constant \( \omega \in \mathbb{R} \) is defined by
\[
\bar{X} \sim \sum_{j=1}^{m} \lambda_j N(\bar{\mu}_j, \bar{\Sigma}_j) \quad \text{where} \quad \bar{\mu}_j = \left[ \begin{array}{c} \mu_j \\ \omega \end{array} \right] \quad \text{and} \quad \bar{\Sigma}_j = \left[ \begin{array}{cc} \Sigma_j & 0 \\ 0 & 0 \end{array} \right].
\]
Note that \( \bar{X}(1:n) \) coincides in distribution with \( X \), and \( \bar{X}(n+1) = \omega \) with probability 1, therefore the augmented observations
\[
(29) \quad \bar{x}_i = \left[ \begin{array}{c} x_i \\ \omega \end{array} \right] \in \mathbb{R}^{n+1},
\]
are samples of \( \bar{X} \). We then propose to solve the augmented optimization problem,
\[
\min_{\bar{\theta}} \quad \bar{F}^{(d)}(\bar{\theta}) = \| \bar{M}^{(d)} \|^2 - 2 \sum_{p=1}^{P} \left\langle \bar{M}^{(d)}, \bar{x}_i^{\otimes d} \right\rangle
\]
subject to \( \bar{M}^{(d)} = \sum_{j=1}^{m} \sum_{k=0}^{[d/2]} \lambda_j C_{d,k} \text{ sym}\left( \bar{\mu}_j^{\otimes d-2k} \otimes \bar{\Sigma}_j^{\otimes k} \right) \)
\[
(30) \quad \sum_{j=1}^{m} \lambda_j = 1, \quad \lambda_j \geq 0, \quad \bar{\mu}_j \in \mathbb{R}^{n+1}, \quad \bar{\Sigma}_j \in \mathbb{R}^{(n+1) \times (n+1)}, \quad \Sigma_j \succeq 0,
\]
\[
\bar{\mu}_j(n+1) = \omega, \quad \bar{\Sigma}_j(:, n+1) = \bar{\Sigma}_j(n+1, :) = 0 \quad \bar{\theta} = \{ (\lambda_j, \bar{\mu}_j, \bar{\Sigma}_j) \}_{j=1}^{m}.
\]
Suppose that \( \bar{Y} \) is independent and identically distributed as \( \bar{X} \), we then have
\[
\bar{F}^{(d)}(\bar{\theta}) = \| \bar{M}^{(d)} \|^2 = \| \mathbb{E}(\bar{X}^{\otimes d}) \|^2 = \left\langle \mathbb{E}(\bar{Y}^{\otimes d}), \mathbb{E}(\bar{X}^{\otimes d}) \right\rangle = \mathbb{E}\left( \left\langle \bar{Y}, \bar{X} \right\rangle^d \right)
\]
Since \( \bar{X}(1:n) \) has the same distribution of \( X \), and \( \bar{X}(n+1) = \omega \) with probability 1, we have, \( \mathbb{E}\left( \left\langle \bar{Y}, \bar{X} \right\rangle^d \right) = \mathbb{E}\left( \left\langle \bar{X}, \bar{X} \right\rangle^d \right) \) and
\[
\bar{F}^{(d)}(\bar{\theta}) = \mathbb{E}\left( \left\langle \bar{Y}, \bar{X} \right\rangle + \omega^2 \right)^d = \sum_{k=0}^{d} \binom{d}{k} \omega^{2(d-k)} \mathbb{E}\left( \left\langle \bar{X}, \bar{X} \right\rangle^k \right)
\]
\[
= \sum_{k=0}^{d} \binom{d}{k} \omega^{2(d-k)} \| \bar{M}^{(k)} \|^2 = \sum_{k=0}^{d} \binom{d}{k} \omega^{2(d-k)} \bar{F}^{(k)}(\theta),
\]
with the convention $F^{(0)}(\theta) = \mathbb{E}(Y, X)^0 = 1$. Similarly, with the conventions $F^{(0)}(\theta) = 1$ and $F^{(0)}(\theta) = -1$, we have $F^{(d)}(\theta) = \sum_{k=0}^{d} \binom{d}{k} \omega^{2(d-k)} F^{(k)}(\theta)$, and

$$F^{(d)}(\theta) = \sum_{k=0}^{d} \binom{d}{k} \omega^{2(d-k)} F^{(k)}(\theta).$$

Therefore the augmented model puts a weight of $\binom{d}{k} \omega^{2(d-k)}$ in the moment of order $k$. We conclude that the augmented optimization problem (30) is equivalent to

$$\min_{\theta} \sum_{k=0}^{d} \binom{d}{k} \omega^{2(d-k)} F^{(k)}(\theta)$$

subject to

$$\sum_{j=1}^{m} \lambda_j = 1, \lambda_j \geq 0, \mu_j \in \mathbb{R}^n, \Sigma_j \in \mathbb{R}^{n \times n}, \Sigma_j \succ 0,$$

$$\theta = \{ (\lambda_j, \mu_j, \Sigma_j) \}_{j=1}^{m}.$$

5. DEBIASING AND TENSOR DECOMPOSITION FOR THE CASE OF COMMON COVARIANCE

Beyond the formula for the moments of GMMs (1), our techniques can also be used to implicitly debias moments of general GMM models, with common covariance. The setting of this section is as follows. Suppose that we have $N$ i.i.d. samples $\{x_1, ..., x_p\} \subset \mathbb{R}^n$ from a distribution $X$, which decomposes as $X = Y + Z$. Here $Z \sim \mathcal{N}(0, \Sigma)$ and the moments of $Y$ have a low-rank structure, which we want to exploit. More specifically, we want to obtain the moments of $Y$ in terms of the samples $\{x_1, ..., x_p\}$.

**Theorem 5.1.** Let $X = Y + Z$ where $Y$ and $Z$ are independent and $Z \sim \mathcal{N}(0, \Sigma)$. Let

$$T^{(d)} = \mathbb{E}(Y^\otimes d)$$

be the $d$th moment of $Y$. Then

$$\hat{T}^{(d)} = \frac{1}{p} \sum_{i=1}^{p} \sum_{k=0}^{\lfloor d/2 \rfloor} C_{d,k} (-1)^k \text{sym} \left( x_i^\otimes (d-2k) \otimes \Sigma^\otimes k \right),$$

with $C_{d,k} = \binom{d}{2k} \frac{(2k)!}{k!^2}$, is an unbiased estimator of $T^{(d)}$ (i.e., $\mathbb{E}(\hat{T}^{(d)}) = T^{(d)}$).

**Proof of Theorem 5.1.** Conditioned on $Y$, we have $X \sim \mathcal{N}(Y, \Sigma)$. Then, using (16), we have for all $k \in [d]$

$$\Phi \left[ \mathbb{E}(X^\otimes k) \right] = \mathbb{E}_Y \left[ \mathbb{E}(\Phi[X]^k|Y) \right] = \sum_{r=0}^{\lfloor k/2 \rfloor} C_{k,r} \mathbb{E}_Y \left[ \Phi[Y]^{k-2r} \right] \Phi[\Sigma]^r$$

$$= \sum_{r=0}^{\lfloor k/2 \rfloor} C_{k,r} \Phi[\mathbb{T}^{(k-2p)}] \Phi[\Sigma]^r,$$
where we used that $\mathbb{E}_Y [\Phi[Y]^{k-2p}] = \Phi[\mathbb{E}_Y [Y^\otimes k-2p]] = \Phi[\mathcal{F}^{(d-2k)}]$. Therefore we have
\[
\Phi[\mathbb{E}(\tilde{\mathcal{F}}^{(d)})] = \sum_{k=0}^{[d/2]} C_{d,k}(-1)^k \mathbb{E}(\Phi[X]^d \Phi[\Sigma]^k),
\]
\[
= \sum_{k=0}^{[d/2]} C_{d,k}(-1)^k \sum_{r=0}^{[d/2]-k} C_{d-2k,r} \Phi[\mathcal{F}^{(d-2k-2p)}] \Phi[\Sigma]^r \Phi[\Sigma]^k,
\]
\[
= \sum_{k=0}^{[d/2]} (r+k) \sum_{r=0}^{[d/2]-k} C_{d,k}(-1)^k C_{d-2k,r} \Phi[\mathcal{F}^{(d-2k-2p)}] \Phi[\Sigma]^r,\]
(33)\[
= \sum_{q=0}^{[d/2]} \Phi[\mathcal{F}^{(d-2q)}] \Phi[\Sigma]^q \sum_{k=0}^{r+k} C_{d,k}(-1)^k C_{d-2k,q-k},
\]
\[
= \Phi[\mathcal{F}^{(d)}]
\]
where we set $q = r + k$, and use Lemma A.3. The result now follows from Proposition 2.8(A).

5.1. Application of debiasing to GMMs. An application of Theorem 5.1 is a GMM with a known common covariance. Suppose $X \sim \mathcal{N}(\mu_j, \Sigma)$, then $X$ can be decomposed as in Theorem 5.1, with $Y \sim \mathcal{N}(\mu_j, 0)$. Thus we have
\[
\mathcal{F}^{(d)} = \sum_{j=1}^{m} \lambda_j \mu_j^\otimes d,
\]
and the mixture components may be obtained from the tensor decomposition of $\tilde{\mathcal{F}}^{(d)}$. We propose to obtain the decomposition by solving the optimization problem
\[
\min_{\theta} \left\| \sum_{j=1}^{m} \lambda_j \mu_j^\otimes d - \tilde{\mathcal{F}}^{(d)} \right\|^2
\]
(34)\[
\text{subject to } \sum_{j=1}^{m} \lambda_j = 1, \lambda_j \geq 0, \mu_j \in \mathbb{R}^n, \theta = \{ (\lambda_j, \mu_j) \}_{j=1}^{m}.
\]
where $\tilde{\mathcal{F}}^{(d)}$ is as defined in Theorem 5.1. Discarding the constant, $\|\tilde{\mathcal{F}}^{(d)}\|^2$, this can be rewritten as
\[
\min_{\theta} \quad \Gamma^{(d)}(\theta) = \sum_{i=1}^{m} \sum_{j=1}^{m} \lambda_i \lambda_j \langle \mu_i, \mu_j \rangle^d - 2 \sum_{j=1}^{m} \lambda_j \langle \mu_j^\otimes d, \tilde{\mathcal{F}}^{(d)} \rangle
\]
\[
\text{subject to } \sum_{j=1}^{m} \lambda_j = 1, \lambda_j \geq 0, \mu_j \in \mathbb{R}^n, \theta = \{ (\lambda_j, \mu_j) \}_{j=1}^{m}.
\]
which we break into two terms for convenience of the discussion. The term $\Gamma_1^{(d)}(\theta)$ is already expressed in a way that allows for efficient implicit calculation, and its
Proof. Let
\[ \nabla_{\mu_j} \tau_j^{(d)}(\theta) = 2d\lambda_j \sum_{i=1}^{m} \lambda_i \langle \mu_i, \mu_j \rangle^{d-1} \mu_i \quad \text{and} \quad \nabla_{\lambda_j} \tau_j^{(d)}(\theta) = 2 \sum_{j=1}^{m} \lambda_i \langle \mu_i, \mu_j \rangle^d. \]

Regarding the term \( \tau_2^{(d)}(\theta) \), we calculate it using a recursion similar to that of Theorem 3.5.

**Theorem 5.2.** Define \( \hat{\mathcal{F}}^{(d)} \) as in Theorem 5.1. Then
\[
\tau_2^{(d)}(\theta) = \tau_2^{(d)}(\theta) = \sum_{j=1}^{m} \lambda_j \left\langle \mu_j \otimes \hat{\mathcal{F}}(d) \right\rangle = \frac{1}{p} \sum_{j=1}^{m} \sum_{i=1}^{p} \lambda_j \beta_{ij}^{(d)}.
\]

where \( \beta_{ij}^{(d)} \) can be calculated implicitly using the recursion formula
\[
\beta_{ij}^{(d)} = \beta_{ij}^{(d)} + \beta_{ij}^{(d-1)} \mathbf{x}_i - (d-1) \beta_{ij}^{(d-2)} \mathbf{1}_j \mathbf{1}_j, 
\]

with the convention that \( \beta_{ij}^{(0)} = 1 \) and \( \beta_{ij}^{(1)} = \mu_j^T \mathbf{x}_i \). Further, the gradient is given by
\[
\nabla_{\mu_j} \tau_2^{(d)}(\theta) = \frac{d}{p} \lambda_j \sum_{i=1}^{p} \beta_{ij}^{(d-1)} \mathbf{x}_i - (d-1) \beta_{ij}^{(d-2)} \mathbf{1}_j \mathbf{1}_j 
\]
\[
\nabla_{\lambda_j} \tau_2^{(d)}(\theta) = \frac{1}{p} \sum_{i=1}^{p} \beta_{ij}^{(d)}.
\]

Proof. Let \( \hat{\mathcal{F}}_i^{(d)} = \sum_{k=0}^{[d/2]} C_{d,k} (-1)^k \text{sym} \left( \mathbf{x}_i \otimes \mathbf{1}_k \otimes \mathbf{1}_k \right) \) and \( \beta_{ij}^{(d)} = \left\langle \mu_j \otimes \hat{\mathcal{F}}(d) \right\rangle \), then (35) follows from Theorem 5.1. Furthermore,
\[
\beta_{ij}^{(d)} := \left\langle \sum_{k=0}^{[d/2]} C_{d,k} (-1)^k \text{sym} \left( \mathbf{x}_i \otimes \mathbf{1}_k \otimes \mathbf{1}_k \right) \right\rangle, \mu_j \otimes \hat{\mathcal{F}}(d),
\]
\[
= \sum_{k=0}^{[d/2]} C_{d,k} \text{sym} \left( \mathbf{x}_i \otimes \mathbf{1}_k \otimes \mathbf{1}_k \right), \mu_j \otimes \hat{\mathcal{F}}(d),
\]
\[
= \Psi^{(d)}(\mathbf{x}_i, -\mathbf{1}_m, -\mathbf{1}_m), 0) = B_d(\mu_j^T \mathbf{x}_i, -\mu_j^T \mathbf{1}_m, \mathbf{1}, 0, 0, \ldots).
\]

Here we use an extension of Proposition 3.3 to symmetric matrices that are not necessarily positive definite, which we state and prove in Lemma A.4. From this, the rest of the properties follow from properties of Bell polynomials, Definition 2.10; the recursion formula follows from (12), and the derivative formula (37) follows from (13) and the chain rule.

**5.2. Augmented system for debiasing.** Similarly to Section 4.3, the optimization problem (34) has a scaling ambiguity. If \( X \sim \sum_{j=1}^{m} \gamma_j N(\mu_j, \Sigma) \) and \( \bar{X} \sim \sum_{j=1}^{m} \gamma_j^{-d} \lambda_j N(\gamma_j \mu_j, \Sigma) \), where \( \gamma \in \mathbb{R}^m \) is such that \( \sum_{j=1}^{m} \gamma_j^{-d} = 1 \), then
\[
\mathcal{F}(d) = \sum_{j=1}^{m} \lambda_j \mu_j \otimes \mu_j = \sum_{j=1}^{m} \lambda_j \gamma_j^{-d} \langle \gamma_j \mu_j \rangle \otimes \mu_j = \hat{\mathcal{F}}^{(d)}.
\]
Here we propose the augmented model

$$\bar{X} \sim \sum_{j=1}^{m} \lambda_j \mathcal{N}(\bar{\mu}_j, \bar{\Sigma}) \text{ where } \bar{\mu}_j = \begin{bmatrix} \mu_j \\ \omega \end{bmatrix} \text{ and } \bar{\Sigma} = \begin{bmatrix} \Sigma & 0 \\ 0 & 0 \end{bmatrix}.$$  

With the augmented observations defined as in (29), we propose to solve the augmented optimization problem,

$$\min_{\bar{\theta}} F^{(d)}(\bar{\theta}) \equiv \sum_{i=1}^{m} \sum_{j=1}^{m} \lambda_i \lambda_j \langle \bar{\mu}_i, \bar{\mu}_j \rangle^d - 2 \sum_{j=1}^{m} \lambda_j \langle \bar{\mu}_j^\otimes d, \hat{\mathcal{F}}^{(d)} \rangle$$

subject to

$$\hat{\mathcal{F}}^{(d)} = \frac{1}{p} \sum_{i=1}^{p} \sum_{k=0}^{\lfloor d/2 \rfloor} C_{d,k} (-1)^k \text{sym} \left( \bar{x}_i^\otimes d-k \otimes \bar{\Sigma}^{\otimes k} \right)$$

$$\sum_{j=1}^{m} \lambda_j = 1, \lambda_j \geq 0, \bar{\mu}_j \in \mathbb{R}^{n+1}, \bar{\mu}_j(n+1) = \omega,$$

$$\bar{\theta} = \{ (\lambda_j, \bar{\mu}_j)_{j=1}^{m} \}.$$

which, similarly to Section 4.3, is equivalent to

$$\min_{\theta} \sum_{k=0}^{d} \binom{d}{k} \omega^{2(d-k)} \Gamma^{(k)}(\theta)$$

subject to

$$\sum_{j=1}^{m} \lambda_j = 1, \lambda_j \geq 0, \mu_j \in \mathbb{R}^n, \theta = \{ (\lambda_j, \mu_j)_{j=1}^{m} \}.$$  

6. Implementation and Computational aspects

This section is focused on the practical details of the implementation of these methods, grouping calculations to be matrix- rather than vector-based for efficiency. Some readers may opt to skip this section entirely or refer only to the algorithms which are self-contained.

6.1. Moment matching for GMMs. Here we describe our implementation of the calculation of $F^{(d)}(\theta)$ and its derivatives, which can be used by any first-order optimization method to solve (26). Computing $F^{(d)}(\theta)$ for general covariance matrices can be costly, with a overall computational complexity of $O(n^3 m^2)$. Henceforth, we focus on the diagonal case, which is a common assumption to reduce the complexity.

Recalling that $F^{(d)}(\theta) = F_1^{(d)}(\theta) - 2 F_2^{(d)}(\theta)$ from (26), we show how each term is calculated in the following sections under the assumption that $\Sigma_j = \text{diag}(d_j)^2$. It is convenient to use entry-wise products for calculations involving diagonal covariances. For two vectors $a, b \in \mathbb{R}^n$, we denote their entry-wise product by $a * b$ and the entry-wise power by $a^{[d]}$. We use the following identity involving entry-wise product, that is valid for any vectors $a, b, c \in \mathbb{R}^n$, $a^\top \text{diag}(b)c = a^\top (b * c) = b^\top (a * c) = c^\top (b * a)$.

Similarly, for any two matrices $A, B$ of the same size, we let $A * B$ denote their entry-wise product.
6.1.1. Calculating $F_1^{(d)}(\theta)$. First, we consider some of the constituent elements. For (27), we have $Z_{ij} = \text{diag}(d_i)\text{diag}(d_j)^2 = \text{diag}(d_i^{[2]}*d_j^{[2]})$; moreover, since diagonal matrices commute, we have $Z_{ij} = \text{diag}(d_i)^{2k}\text{diag}(d_j)^{2k}$ for any integer $k$. Further,

$$v_k^{(ij)} = \mu_i^\top\Sigma_j Z_{ij}^{-\frac{k+2}{2}} \mu_i = \mu_i^\top \text{diag}(d_i)^{k-2}\text{diag}(d_j)^k \mu_i,$$

$$= \mu_i^\top \left( \text{d}_i^{[k-2]} * \text{d}_j^{[k]} \right) \mu_i = \left( \text{d}_i^{[k-2]} * \mu_i^{[2]} \right)^\top \text{d}_j^{[k]}.$$

Using analogous manipulations, we obtain

$$\kappa_k^{(ij)} = \begin{cases} (k-1)! (\text{d}_i^{[k]})^\top \text{d}_j^{[k]} + \frac{k!}{2} \left( v_k^{(ij)} + v_k^{(ji)} \right) & \text{if } k \text{ even,} \\ k! (\text{d}_i^{[k-1]} * \mu_i) \top (\text{d}_j^{[k-1]} * \mu_j) & \text{if } k \text{ odd.} \end{cases}$$

Using these formulas and $\nabla_y (z^\top y^{[k]}) = k z * y^{[k-1]}$, we calculate the gradients

$$\nabla_{\mu_i} \kappa_k^{(ij)} = \begin{cases} k! \text{d}_i^{[k]} * \text{d}_j^{[k-2]} * \mu_j & \text{if } k \text{ even,} \\ k! \text{d}_i^{[k-1]} * \text{d}_j^{[k-1]} * \mu_i & \text{if } k \text{ odd,} \end{cases}$$

$$\nabla_{d_i} \kappa_k^{(ij)} = \begin{cases} k! \text{d}_i^{[k]} * \text{d}_j^{[k-1]} + \frac{k!}{2} \left( \nabla_{d_j} v_k^{(ij)} + \nabla_{d_j} v_k^{(ji)} \right) & \text{if } k \text{ even,} \\ k! (k-1) \text{d}_i^{[k-2]} * \text{d}_j^{[k-1]} * \mu_i * \mu_j & \text{if } k \text{ odd,} \end{cases}$$

$$\nabla_{d_j} v_k^{(ij)} = k \text{d}_i^{[k-2]} * \text{d}_j^{[k-1]} * \mu_i^{[2]},$$

$$\nabla_{d_j} v_k^{(ji)} = (k-2) \text{d}_i^{[k]} * \text{d}_j^{[k-3]} * \mu_j^{[2]}.$$

It can be checked that these formulas coincide with the formulas in Appendix A.4, when the covariances are assumed to be diagonal.

Now we use these to compute $F_1^{(d)}(\theta) = \|\mathbf{M}^{(d)}\|^2$. In practice, we use matrix operations to calculate $F_1^{(d)}(\theta)$. Let $B_k$ and $K_k$ such that $B_k[i, j] = B_k(\kappa_k^{(ij)}, \ldots, \kappa_k^{(ij)})$ and $K_k[i, j] = \kappa_k^{(ij)}$, and define the vector and matrix quantities,

$$\lambda = [\lambda_1, \ldots, \lambda_m] \in \mathbb{R}^{1 \times m},$$

$$\Lambda = [\mu_1, \ldots, \mu_m] \in \mathbb{R}^{n \times m},$$

$$D = [d_1, \ldots, d_n] \in \mathbb{R}^{n \times m}.$$

Using matrix operations we can calculate function values and gradients. For instance, suppose that $k$ is odd, we then have

$$K_k[i, j] = k! (\text{d}_i^{[k-1]} * \mu_i)^\top (\text{d}_j^{[k-1]} * \mu_j) = k! \sum_{\ell=1}^n d_i^{[\ell-1]} \mu_i^{[\ell]} d_j^{[\ell]} \mu_j^{[\ell]},$$

$$= k! \sum_{\ell=1}^n [D^{[\ell]}]^i \ell^{-1} A[i, i] [D^{[\ell]}]^j \ell^{-1} A[j, j],$$

$$= k! \left( \text{D}^{[k-1]} \ast A \right)^\top \left( \text{D}^{[k-1]} \ast A \right) \mid_{[i, j]}.$$

Analogously, we have

$$K_k = \begin{cases} (k-1)! (\text{D}^{[k]})^\top \text{D}^{[k]} + \frac{k!}{2} (V_k + V_k^\top) & \text{if } k \text{ even,} \\ k! (\text{D}^{[k-1]} \ast A)^\top (\text{D}^{[k-1]} \ast A) & \text{if } k \text{ odd,} \end{cases}$$
with $V_k = (D^{[k]})^T(D^{[k-2]} * A^{[2]})$. Then, $B_k$ is calculated recursively, in terms of $K_k$, using (12), with $B_0 = 1_{m \times m}$ and

$$B_k = \sum_{\ell=0}^{k-1} \binom{k-1}{\ell} B_\ell * K_{k-\ell}.$$  

Finally, the function value is calculated using $F_1^{(d)}(\theta) = \lambda B_d \lambda^T$. Regarding gradients, let $W_A = \nabla_A F_1^{(d)}(\theta)$ and define $T_A^{(k)}$ and $U_A^{(k)}$ by

$$T_A^{(k)} = \begin{cases} k! D^{[k]} & \text{if } k \text{ even}, \\ k! D^{[k-1]} * A & \text{if } k \text{ odd}, \end{cases} \quad \text{and} \quad U_A^{(k)} = \begin{cases} D^{[k-2]} * A & \text{if } k \text{ even}, \\ D^{[k-1]} & \text{if } k \text{ odd}. \end{cases}$$

Note that for all $i, j, k$, we have $\nabla_{\mu_j} \kappa_k^{(ij)} = T_A^{(k)}(:, i) * U_A^{(k)}(:, j)$. We then have

$$W_A(:, j) = \nabla_{\mu_j} F_1^{(d)}(\theta) = 2 \sum_{k=1}^{d} \binom{d}{k} \sum_{i=1}^{m} \lambda_i \lambda_j B_{d-k} \left( \kappa_1^{(ij)}, \ldots, \kappa_{d-k}^{(ij)} \right) \nabla_{\mu_j} \kappa_k^{(ij)},$$

$$= 2 \sum_{k=1}^{d} \binom{d}{k} \sum_{i=1}^{m} \tilde{B}^{(k)}(i, j)(T_A^{(k)}(:, i) * U_A^{(k)}(:, j)),$$

$$= 2 \sum_{k=1}^{d} \binom{d}{k} (T_A^{(k)} \tilde{B}^{(k)} * U_A^{(k)})(:, j),$$

where $\tilde{B}^{(k)} = B_{d-k} * \lambda^T \lambda$. This formula implies that

$$W_A = 2 \sum_{k=1}^{d} \binom{d}{k} T_A^{(k)} \tilde{B}^{(k)} * U_A^{(k)}.$$  

In a similar fashion, we may define $(T_D^{(k)})_{r=1,2}$ and $(U_D^{(k)})_{r=1,2}$ such that

$$\nabla_d \kappa_k^{(ij)} = T_D^{(k)}(:, i) * U_D^{(k)}(:, j) + T_D^{(2k)}(:, i) * U_D^{(k)}(:, j),$$

which implies

$$W_D := \nabla_D F_1^{(d)}(\theta) = 2 \sum_{k=1}^{d} \binom{d}{k} T_D^{(k)} \tilde{B}^{(k)} * U_D^{(k)} + \binom{d}{k} T_D^{(2k)} \tilde{B}^{(k)} * U_D^{(k)}.$$  

Finally $W_A = 2\lambda B_d$. We summarize the whole procedure to calculate $F_1^{(d)}(\theta)$ and its gradients in Algorithm 1, including the formulas for $(T_D^{(k)})_{r=1,2}$ and $(U_D^{(k)})_{r=1,2}$.

6.1.2. Calculating $F_2^{(d)}(\theta)$. Recalling Theorem 4.3, using that $\Sigma_j = \text{diag}(d_j)^2$, and thus that $x_i^T \Sigma_j x_i = (x_i^{[2]})^T d_j^{[2]}$, we obtain

$$F_2^{(d)}(\theta) = \sum_{i=1}^{p} \sum_{j=1}^{m} \lambda_j \alpha_i^{(d)} \quad \nabla_{\mu_j} F_2^{(d)}(\theta) = d\lambda_j \sum_{i=1}^{p} \alpha_i^{(d-1)} x_i,$$

$$\nabla_{\lambda_j} F_2^{(d)}(\theta) = \sum_{i=1}^{p} \alpha_i^{(d)} \quad \nabla_{\Sigma_j} F_2^{(d)}(\theta) = d(d-1)\lambda_j \sum_{i=1}^{p} \alpha_i^{(d-2)} d_j * x_i^{[2]}.$$
Algorithm 1. Calculate $F_1^{(d)}(\theta)$ from (26) with diagonal covariances, that is, $\Sigma_j = \text{diag}(d_j)^2$ for all $j \in [m]$.

Input: $\theta = \{ \lambda, A, D \}, \lambda = [\lambda_1, \ldots, \lambda_m], A = [a_1, \ldots, a_m], D = [d_1, \ldots, d_m]$

Output: $f = F_1^{(d)}(\theta), W_A = \nabla_A F_1^{(d)}(\theta), W_D = \nabla_D F_1^{(d)}(\theta), W_\lambda = \nabla_\lambda F_1^{(d)}(\theta)$

1. $B_0 \leftarrow I_{m \times m}$
2. for $k = 1, \ldots, d$ do
3.   if $k$ is odd then
4.     $K_k \leftarrow k! (D^{[k-1]} * A)^T (D^{[k-1]} * A)$
5.   else
6.     $V \leftarrow (D^{[k]})^T (D^{[k-2]} * A^{[2]})$
7.     $K_k \leftarrow (k-1)! (D^{[k]})^T D^{[k]} + \frac{k!}{2} (V + V^T)$
8.   end if
9.   $B_k \leftarrow \sum_{r=0}^{k-1} \binom{k-1}{r} B_r \star K_{k-r}$
10. end for
11. $f \leftarrow \lambda B_d \lambda^T$
12. $W_A \leftarrow 2 \lambda B_d$
13. $W_A \leftarrow 0, W_D \leftarrow 0,$
14. for $k = 1, \ldots, d$ do
15.   $\tilde{B} \leftarrow B_{d-k} \star \lambda^T \lambda$
16.   if $k$ is odd then
17.     $T_D \leftarrow k! (D^{[k-1]} * A)$
18.     $U_D \leftarrow 1 (k > 1)(k-1)!D^{[k-2]} * A$
19.     $W_D \leftarrow W_D + 2^{(k)} U_D \star T_D \tilde{B} * U_D$
20.     $T_A \leftarrow k! (D^{[k-1]} * A)$
21.     $U_A \leftarrow D^{[k-1]}$
22.     $W_A \leftarrow W_A + 2^{(k)} T_A \tilde{B} * U_A$
23.   else
24.     $T_D,1 \leftarrow k! (D^{[k]} + k \frac{k!}{2} D^{[k-2]} * A^{[2]})$
25.     $U_D,1 \leftarrow D^{[k-1]}$
26.     $T_D,2 \leftarrow \frac{k!}{2} D^{[k]}$
27.     $U_D,2 \leftarrow (k > 2)(k-2)!D^{[k-3]} * A^{[2]}$
28.     $W_D \leftarrow W_D + 2^{(k)} (T_D,1 \tilde{B} * U_D,1 + T_D,2 \tilde{B} * U_D,2)$
29.     $T_A \leftarrow k! (D^{[k]}$
30.     $U_A \leftarrow D^{[k-2]} * A$
31.     $W_A \leftarrow W_A + 2^{(k)} T_A \tilde{B} * U_A$
32.   end if
33. end for

where $\alpha_{ij}^{(d)}$ is calculated using (28). Let $R_1, R_2 \in \mathbb{R}^{p \times m}$, defined entrywise by

$$R_1(i, j) = \alpha_{ij}^{(d-1)} \quad \text{and} \quad R_2(i, j) = \alpha_{ij}^{(d-2)} m$$

and

$$X = [x_1, \ldots, x_p] \in \mathbb{R}^{n \times p}, \quad T = X R_1,$$

$$U = (d-1)(X^{[2]} R_2) * D \quad \text{and} \quad z = (T * A + U * D) 1.$$ 

Then we have

$$F_2^{(d)}(\theta) = \lambda z \quad \nabla_A F_2^{(d)}(\theta) = d T \text{diag}(\lambda),$$

$$\nabla_\lambda F_2^{(d)}(\theta) = z^T \quad \nabla_D F_2^{(d)}(\theta) = d U \text{diag}(\lambda).$$
The algorithm to calculate these quantities, including the recursion to calculate $\mathbf{R}_1$ and $\mathbf{R}_2$, is summarized in Algorithm 2.

### Algorithm 2

Calculate $F_2^d(\theta)$ from (26) with diagonal covariances, that is, $\Sigma_j = \text{diag}(d_j)^2$ for all $j \in [m]$.

**Input:** $\mathbf{X} = [x_1, \ldots, x_p], \theta = \{ \lambda, \mathbf{A}, \mathbf{D} \}, \lambda = [\lambda_1, \ldots, \lambda_m], \mathbf{A} = [\mu_1, \ldots, \mu_m], \mathbf{D} = [d_1, \ldots, d_m]

**Output:** $f = F_2^d(\theta)$, $\mathbf{W}_\mathbf{A} = \nabla_\mathbf{A} F_2^d(\theta)$, $\mathbf{W}_\mathbf{D} = \nabla_\mathbf{D} F_2^d(\theta)$, $\mathbf{W}_\lambda = \nabla_\lambda F_2^d(\theta)$

1. $\mathbf{V} \leftarrow X^\top \mathbf{A}$
2. $\mathbf{Z} \leftarrow (X^\top)^2 \mathbf{D}^2$[
3. if $d = 1$ then
4. $\mathbf{R}_2 \leftarrow 0_{p \times m}$ (all zeros $p \times m$ matrix)
5. $\mathbf{R}_1 \leftarrow 1_{p \times m}$ (all ones $p \times m$ matrix)
6. else
7. $\mathbf{R}_2 \leftarrow 1_{p \times m}$
8. $\mathbf{R}_1 \leftarrow \mathbf{V}$
9. end if
10. for $k = 2, \ldots, d - 1$ do
11. $\mathbf{R}_3 \leftarrow \mathbf{R}_2$
12. $\mathbf{R}_2 \leftarrow \mathbf{R}_1$
13. $\mathbf{R}_1 \leftarrow \mathbf{R}_2 \ast \mathbf{V} + (k - 1) \mathbf{R}_3 \ast \mathbf{Z}$
14. end for
15. $\mathbf{T} \leftarrow X \mathbf{R}_1$
16. $\mathbf{W}_\mathbf{A} \leftarrow d \mathbf{T} \text{diag}(\lambda)$
17. $\mathbf{U} \leftarrow (d - 1)(X^2 \mathbf{R}_2) \ast \mathbf{D}$
18. $\mathbf{W}_\mathbf{D} \leftarrow d \mathbf{U} \text{diag}(\lambda)$
19. $\mathbf{W}_\lambda \leftarrow (\mathbf{T} \ast \mathbf{A} + \mathbf{U} \ast \mathbf{D}) \mathbf{1}$
20. $f \leftarrow \mathbf{W}_\lambda \lambda^T$

6.2. Implementation of debiasing to GMMs. Consider the optimization problem (34), that arises as an application of Theorems 5.1 and 5.2 to GMMs with known covariance $\Sigma$. In this section, we explain how to calculate $\Gamma^d(\theta)$ and its derivatives, which is to be used by a first-order optimization method to solve (34).

Recalling that $\Gamma^d(\theta) = I_1^d(\theta) - 2 \Gamma_2^d(\theta)$, we show how each term is calculated in the following sections.

#### 6.2.1. Computing $I_1^d(\theta)$ and its derivatives.

The derivatives of $I_1^d(\theta)$ are:

\[
\nabla_\mu, I_1^d(\theta) = 2 \sum_{i=1}^{m} \lambda_i (\mu_i, \mu_j)^{d-1} \mu_i;
\]

Define the vector and matrix quantities,

\[
\begin{align*}
\lambda &= [\lambda_1, \ldots, \lambda_m] \in \mathbb{R}^{1 \times m}, & \mathbf{A} &= [\mu_1, \ldots, \mu_m] \in \mathbb{R}^{n \times m}, \\
\mathbf{B} &= \mathbf{A}^\top \mathbf{A} \in \mathbb{R}^{m \times m}, & \mathbf{C} &= \mathbf{B}^{[d-1]} \in \mathbb{R}^{m \times m}, & \text{and} & \quad \mathbf{u} &= (\mathbf{B} \ast \mathbf{C}) \lambda \in \mathbb{R}^m,
\end{align*}
\]

where $\mathbf{B}^{[d-1]}$ indicates to raise each element of $\mathbf{B}$ to the $(d - 1)$ power, and $\mathbf{B} \ast \mathbf{C}$ indicates Hadamard (elementwise) multiplication. Then we can express $\Gamma_1^d(\theta)$ and its gradients as follows, with $\mathbf{D}_\lambda = \text{diag}(\lambda)$:

\[
\begin{align*}
\Gamma_1^d(\theta) &= \lambda^T \mathbf{u} \in \mathbb{R}, & \nabla_\lambda \Gamma_1^d(\theta) &= 2 \mathbf{u} \in \mathbb{R}^m, & \nabla_\mathbf{A} \Gamma_1^d(\theta) &= 2d \mathbf{A} \mathbf{D}_\lambda \mathbf{C} \mathbf{D}_\lambda \in \mathbb{R}^{n \times m}.
\end{align*}
\]
6.2.2. Computing $I_2^{(d)}$ and its derivatives. By Theorem 5.2, the function $I_2^{(d)}$ and its gradients can be expressed as

$$I_2^{(d)}(θ) = \sum_{j=1}^{m} \lambda_j \mu_j^T z_j, \quad \nabla_λ I_2^{(d)} = \mu_j^T z_j, \quad \text{and} \quad \nabla_μ I_2^{(d)} = dλ_j z_j,$$

where

$$z_j = \frac{1}{p} \sum_{i=1}^{p} \beta_i^{(d-1)} x_i - (d-1) \beta_i^{(d-2)} Σμ_j \quad \text{for all} \quad j \in [m],$$

and the $β$-values are calculated recursively using (36). Furthermore, let

$$X = [x_1, \ldots, x_p] \in \mathbb{R}^{n \times p}, \quad T = XR_1,$$

$$U = (d-1)(X^{[2]}R_2) * D \quad \text{and} \quad z = (T * A + U * D) \mathbf{1}.$$ 

Assuming we have computed the vectors $z_j$, using the definitions of $λ$ and $A$ from computing $I_1^{(d)}$, and defining

$$X = [x_1, \ldots, x_p] \in \mathbb{R}^{n \times p}, \quad Y = ΣA \in \mathbb{R}^{n \times m}, \quad Z = [z_1, \ldots, z_m] \in \mathbb{R}^{n \times m},$$

and $w \in \mathbb{R}^m$ with $w_j = μ_j^T z_j$,

we can compute $I_2^{(d)}$ and its derivatives as follows.

$$I_2^{(d)}(θ) = λ^T w, \quad \nabla_λ I_2^{(d)}(θ) = w, \quad \nabla_μ I_2^{(d)} = dZ \text{diag}(λ).$$

To compute $Z$, we execute a recursive procedure outlined in Algorithm 3, to obtain

$$R_1 = [β_i^{(d-1)}] \in \mathbb{R}^{p \times m} \quad \text{and} \quad R_2 = [β_i^{(d-2)}] \in \mathbb{R}^{p \times m}.$$ 

With these, we can express $Z$ as

$$Z = \frac{1}{p} (XR_1 - (d-1) \text{diag}(1^T R_2) Y),$$

where $1 = [1 \ldots 1] \in \mathbb{R}^p$. We summarize the algorithm to calculate $I^{(d)}(θ)$ and its derivatives, which includes calculating $I_1^{(d)}$ and $I_2^{(d)}$, in Algorithm 3.

6.3. Augmented system. For solving the augmented system, we implement two approaches, which we denote by IMPLICIT and POST-PROCESSING. These approaches can be thought of as reparametrizations of the same optimization problem, however we observed empirically that these perform differently. We explain these approaches for $F^{(d)}(θ)$; the implementation for $I^{(d)}(θ)$ is analogous.

6.3.1. IMPLICIT. The idea of the IMPLICIT approach is to solve (30) without explicitly forming the augmented variables $(μ_j, Σ_j)^{m}_{j=1}$ and augmented samples $(X_i)^{p}_{i=1}$. Comparing $F_1^{(d)}(θ) \equiv \|\bar{M}^{(d)}\|^2$ with $F_1^{(d)}(θ) \equiv \|\bar{M}^{(d)}\|^2$ in Theorem 4.2, we note that the corresponding cumulants are related by

$$\tilde{κ}_{ij}^{(ℓ)} = \begin{cases} κ_{ij}^{(1)} + ω^2 & \text{if} \; ℓ = 1, \\ κ_{ij}^{(ℓ)} & \text{otherwise}. \end{cases}$$

In a similar fashion, we obtain that

$$F_2^{(d)}(θ) = \frac{1}{p} \sum_{i=1}^{p} \sum_{j=1}^{m} λ_j \bar{α}_{ij}^{(d)},$$

where

$$\bar{α}_{ij}^{(d)} = \frac{1}{p} \sum_{i=1}^{p} \sum_{j=1}^{m} \bar{α}_{ij}^{(d)}.$$
Algorithm 3. Calculate $\Gamma^{(d)}(\theta)$ from (34).

Input: $\Sigma, X = [x_1, \ldots, x_p], \theta = \{ \lambda, A \}, \lambda = [\lambda_1, \ldots, \lambda_m], \lambda = [\mu_1, \ldots, \mu_m]$ 
Output: $f = \Gamma^{(d)}(\theta)$, $W_A = \nabla_A \Gamma^{(d)}(\theta)$, $W_\lambda = \nabla_\lambda \Gamma^{(d)}(\theta)$

1: $B \leftarrow A^T A$
2: $C \leftarrow B^{d-1}$
3: $u \leftarrow (B + C) \lambda$
4: $D_\lambda \leftarrow \text{diag}(\lambda)$
5: $f_2 \leftarrow A^T u$
6: $W_{\lambda, 1} \leftarrow 2 u$
7: $W_{A, 1} \leftarrow 2d A D_\lambda C D_\lambda$
8: $V \leftarrow X^T A$
9: $Y \leftarrow \Sigma A$
10: $U \leftarrow \text{diag}((Y \ast A) 1)$
11: if $d = 1$ then
12: $R_2 \leftarrow 0_{p \times m}$ (all zeros $p \times m$ matrix)
13: $R_1 \leftarrow 1_{p \times m}$ (all ones $p \times m$ matrix)
14: else
15: $R_2 \leftarrow 1_{p \times m}$
16: $R_1 \leftarrow V$
17: end if
18: for $k = 2, \ldots, d - 1$ do
19: $R_3 \leftarrow R_2$
20: $R_2 \leftarrow R_1$
21: $R_1 \leftarrow R_2 \ast V - (k - 1) R_2 U$
22: end for
23: $Z \leftarrow \frac{1}{2} (XR_1 - (d - 1) \text{diag}(1^T R_2) Y)$
24: $w \leftarrow (Z \ast A) 1$
25: $f_2 \leftarrow A^T w$
26: $W_{\lambda, 2} \leftarrow w$
27: $W_{A, 2} \leftarrow d Z D_\lambda$
28: $f \leftarrow f_1 - 2 f_2$
29: $W_{\lambda} \leftarrow W_{\lambda, 1} - 2 W_{\lambda, 2}$
30: $W_A \leftarrow W_{A, 1} - 2 W_{A, 2}$

where $\tilde{\alpha}^{(d)}_{ij}$ is calculated implicitly using the recursion formula

$$
\tilde{\alpha}^{(\ell)}_{ij} = \tilde{\alpha}^{(\ell - 1)}_{ij} (x_i^T \mu_j + \omega^2) + (\ell - 1) \tilde{\alpha}^{(\ell - 2)}_{ij} x_i^T \Sigma_j x_i
$$

with the convention that $\tilde{\alpha}^{(0)}_{ij} = 1$ and $\tilde{\alpha}^{(1)}_{ij} = x_i^T \mu_j + \omega^2$. Finally, we note that $\omega$ is a hyper-parameter that stays constant throughout the optimization, and that the gradients can be easily adapted to the implicit augmented system. In this formulation, we must explicitly enforce the constraint $\sum_{j=1}^m \lambda_j = 1$.

6.3.2. Post-Processing. For this approach, we use the augmented variables $(\tilde{\mu}_j, \tilde{\Sigma}_j)_{j=1}^m$ and augmented samples $(\tilde{x}_i)_{i=1}^p$, however we do not enforce the constraint $\tilde{\mu}_j(n+1) = \omega$ or $\sum_{j=1}^m \lambda_j = 1$ throughout the optimization. These are instead enforced later by post-processing the obtained solution. Without these constraints, the solutions of the optimization problem have again a scaling ambiguity, which we fix by setting $\lambda$ to be constant throughout the optimization. After we obtain a solution to this optimization problem, $\tilde{\theta} = \{ (\tilde{\lambda}_j, \tilde{\mu}_j, \tilde{\Sigma}_j) \}_{j=1}^m$, we obtain the desired solution by rescaling $\tilde{\theta}$ as follows.

$$
\tilde{\gamma}_j = \omega / \tilde{\mu}_j(n+1), \quad \mu_j = \tilde{\gamma}_j \tilde{\mu}_j(1:n), \quad \Sigma_j = \tilde{\gamma}_j^2 \tilde{\Sigma}_j(1:n, 1:n) \quad \text{and} \quad \lambda_j = \tilde{\gamma}_j^{-d} \tilde{\lambda}_j.
$$
Although both augmented system approaches are reparametrizations of the same optimization problem, we observe empirically that Post-processing consistently outperforms Implicit.

7. Computational Experiments

We demonstrate the potential of the proposed approaches in several examples. We perform our experiments in MATLAB, using MATLAB’s implementation of EM (fitgmdist) from the Statistics and Machine Learning Toolbox. We also use the Tensor Toolbox for MATLAB (Bader et al., 2019; Bader and Kolda, 2006). The experiments were run on a Windows laptop with an Intel Core i7-10510U CPU (2.3GHz) and 16 GB of memory.

7.1. Demonstrating accuracy of GMM moments. In Fig. 6, we demonstrate the accuracy of the GMM moment expression in Theorem 4.1 for a small example with \( n = 2, m = 3 \). Here, we take
For increasing values of \( p \), we draw \( p \) random samples \( \{x_1, x_2, \ldots, x_p\} \) from the distribution and compute the norm of the difference between the model moment,

\[
M^{(3)} = \sum_{j=1}^{3} \mu_j \otimes^3 \Sigma_j + 2 \text{sym}(\mu_j \otimes \Sigma_j),
\]

and the empirical moment,

\[
\hat{M}^{(3)} = \frac{1}{p} \sum_{i=1}^{p} x_i \otimes^3.
\]

We observe that the empirical moment converges to the model moment at a rate of \( 1/\sqrt{p} \), which is expected.

7.2. Demonstrating accuracy of debiased moments. In Fig. 7, we demonstrate the debiased moment expression in Theorem 5.1. For this example, we have \( n = 2 \) and \( m = 3 \) and a fixed and known covariance:

\[
x = \sum_{j=1}^{3} \lambda_j \mathcal{N}(\mu_j, \Sigma) \quad \text{with} \quad \Sigma = \begin{bmatrix} 0.4 & 0.2 \\ 0.2 & 0.3 \end{bmatrix}
\]

and

\[
\lambda_1 = 0.4, \quad \mu_1 = \begin{bmatrix} 1 \\ -1 \end{bmatrix}, \quad \lambda_2 = 0.3, \quad \mu_2 = \begin{bmatrix} 1 \\ 1 \end{bmatrix}, \quad \lambda_3 = 0.3, \quad \mu_3 = \begin{bmatrix} -1 \\ 1 \end{bmatrix}.
\]

We can alternatively consider this as

\[
x = Y + Z \quad \text{with} \quad \text{Prob}(Y = \mu_j) = \lambda_j \quad \text{and} \quad Z \sim \mathcal{N}(0, \Sigma).
\]

The model moment tensor \( \mathcal{F}^{(3)} = \mathbb{E}(Y \otimes^3) \) is given by

\[
\mathcal{F}^{(3)} = \sum_{j=1}^{3} \lambda_j \mu_j \otimes^3.
\]

For \( p \) random samples \( \{x_1, x_2, \ldots, x_p\} \), the debiased empirical moment tensor is given by

\[
\hat{\mathcal{F}}^{(3)} = \frac{1}{p} \sum_{i=1}^{p} \left( x_i \otimes^3 - 3 \text{sym}(x_i \otimes \Sigma) \right).
\]

We show the difference in the norm between \( \mathcal{F}^{(3)} \) and \( \hat{\mathcal{F}}^{(3)} \). We observe that the empirical moment converges to the model moment at a rate of \( 1/\sqrt{p} \), which is the expected rate of convergence.
7.3. **Comparison to EM.** In this section, we compare the proposed method of moments (MoM) with expectation maximization (EM). Our purpose here is to demonstrate that MoM can get a somewhat better solution than EM in scenarios where EM struggles, i.e., a high number of components, high noise, and limited samples. We stress that we are not arguing that MoM has any particular benefit as compared to EM but rather that it is an intriguing alternative. Previously, MoM was completely uncompetitive because its cost was exponential in the order of the moment, i.e., \( O(n^d) \). Now, it’s a viable alternative that may prove useful for some applications.

Our setup is as follows: \( n = 100 \) dimensions, \( m = 20 \) components, and \( p = 8000 \) samples. We indicate the true parameters, i.e., those used to generate the distribution, with an asterisk. The problem is randomly generated, with the following conditions:

\[
\| \mu_j^* \| = 1 \quad \text{for all} \quad j \in [m] \quad \text{and} \quad \langle \mu_i^*, \mu_j^* \rangle = 0.5 \quad \text{for all} \quad i, j \in [m].
\]
Figure 8. Comparison of EM and proposed Method of Moments (MoM). Results for noise level: $\sigma^2 = 0.05$.

The covariances $\Sigma_j^*$ are diagonal with random entries selected uniformly from the range $[0, 2\sigma^2]$ for a given value of $\sigma^2$, which varies between the experiments. The proportions are selected randomly such that

$$\min_j \lambda_j^* \geq 0.01 \quad \text{and} \quad \sum_{j=1}^m \lambda_j^* = 1.$$

This setup ensures that the Gaussians are difficult to distinguish, especially for higher levels of noise, as determined by $\sigma^2$. We generate $p = 8000$ samples from the distribution.

We do three experiments corresponding to $\sigma^2 = \{0.05, 0.1, 0.2\}$ with results in Figs. 8 to 10; the problem is harder to solve for higher noise, i.e., higher values of $\sigma^2$. We use the EM implementation fitgmdist in MATLAB and compare against our implementation of the method of moments (MoM) using $\omega = 0.5$ for the augmentation, and using both third (MoM3) and fourth (MoM4) moments.

For each experiment, we run each method ten times with ten different random starting points. We report eight different metrics for each run, discussed below. We plot the result of each run as a partially transparent colored circle so that
Figure 9. Comparison of EM and proposed Method of Moments (MoM). Results for noise level: $\sigma^2 = 0.1$.

Overlap can be more easily observed, e.g., a darker circle is indicative of more runs overlapping.

- **EM Objective**: Log-likelihood of the final result. This is the quantity maximized by EM. Larger values are better. In Figs. 8 and 9, both MoM3 and MoM4 achieve higher log-likelihoods than EM, even though they are optimizing a different cost function. The alternative of MoM is intriguing in this respect.

- **MoM3 & MoM4 Objectives**: $\|\mathbf{M}^{(3)} - \hat{\mathbf{M}}^{(3)}\|^2$ and $\|\mathbf{M}^{(4)} - \hat{\mathbf{M}}^{(4)}\|^2$, without augmentation. Lower is better. These are not exactly the loss functions used in the optimization because those use the augmented function value, but it gives an idea of the convergence. The MoM methods achieve lower values than EM in this metric for all three examples, but it is notable that EM is also achieving small values on these metrics. We do observe that MoM seems to converge to the same minimum value in most runs across all three scenarios, perhaps indicating that the optimization landscape is more favorable than that of log-likelihood.
Figure 10. Comparison of EM and proposed Method of Moments (MoM). Results for noise level: $\sigma^2 = 0.2$.

- **Runtime:** Runtime in seconds, for runs on a dedicated laptop. Faster is better. MoM is only a bit slower than EM in Figs. 8 and 9 and faster in Fig. 10. These differences are likely attributable to differences in stopping conditions, different methods of selecting the initial guess, and different code optimizations. In general, these each have the same expense per iteration.

The last four metrics can only be computed when the generating parameters are known. Further, these depend on matching the computed and true solutions. To do this, we define the cost of matching $(i, j)$ to be $\|\mu_j - \mu_j^*\|_2$ for every $i, j \in [m]$. Then we use the MATLAB `matchpairs` command to find the minimum-cost matching. The remaining metrics are based on this matching.

- **Proportion Error:** $\|\lambda - \lambda^*\|_1$. Lower is better. This measures the correctness in determining the probability of each component. MoM always outperforms EM, with MoM4 generally outperforming MoM3.
- **Average Relative Mean Error:** $\text{avg}_j (\|\mu_j - \mu_j^*\|_2 / \|\mu_j^*\|_2)$. Lower is better. The measures the accuracy in identifying the means. MoM always
outperforms EM, with MoM4 generally outperforming MoM3. The overall accuracy degrades for higher values of $\sigma^2$.

- **Average Relative Covariance Error:** $\text{avg}_j(\|\Sigma_j - \Sigma^*_j\|_F/\|\Sigma^*_j\|_F)$. Lower is better. All three methods struggle to obtain high accuracy, and we would likely need more samples to obtain better accuracy with either approach.

- **Cosine Angle:** Average cosine of the angle between the true and computed means: $\text{avg}_j(\langle \mu_j, \mu^*_j \rangle/\|\mu_j\|_2\|\mu^*_j\|_2)$. Higher is better, with one being the optimum. This is an alternative to the distance metric in measuring the difference between the true and computed means. MoM clearly outperforms EM on this metric as well.

Reproducibility. We provide code for these experiments at https://gitlab.com/tgkolda/gaussian_mixture_experiments. The exact values for the true parameters and all the samples used in these experiments are available as Comma Separated Values (CSV) files, one line per entry. We also provide a log file, and the summary of the results used to create the images above.

8. Conclusions

There are two basic approaches for parameter estimation: methods that maximize the likelihood, and the method of moments. The method of moments is generally considered impractical for multivariate problems because the size of the moments grows exponentially, i.e., the $d$th moment for an $n$-dimensional random variable is of size $n^d$ and computations with them would be equally expensive.

In this work, we develop new expressions for the moments of Gaussians and moments of mixtures of Gaussians. To the best of our understanding, this is an entirely novel approach, revealing more of the underlying algebraic and combinatorial structure, which can be computationally exploited.

From these results, we show that the method of moments is tractable for Gaussian distributions and GMMs because we need not explicitly form the moments. Instead, we can compute the distance between the empirical and model moments implicitly and use that to fit the parameters of a Gaussian distribution or GMM. In this setting, the per-iteration complexity of the method of moments is the same as that for expectation maximization, keeping in mind that they are optimizing different functions. There are, of course, reasonable questions about the sensitivity of the method of moments. Nevertheless, this work adds another “tool” to the toolbox for fitting these models, which may be useful in some scenarios.

There are still many open questions remaining. On the computational side, much more investigation is needed into the robustness and reliability of the method and its comparison to EM on a range of problems. We have also deferred the full algorithm for general covariances to future work since the details are quite lengthy (though the main formulas are present in Theorems 4.2 and 4.3). We may also wish to consider practical issues such as centering and scaling the data before applying the method. On the theoretical side, much past work has focused on investigating the number of samples required to identify a GMM, and it may be that the formulations for Gaussian distributions presented here open some new pathways for refinement of those results.

At the intersection of computation and theory, there is the question of how to choose the value for the augmentation parameter which implicitly weighs the combined moments. It would be especially helpful if there were theory to guide the
choice. Further, in our limited studies, the method of moments seems more robust than EM to the choice of starting point. Specifically, we refer to its ability to minimize its objective function and identify the model parameters. For this reason, it may also be interesting to investigate if there exists some fundamental difference in the optimization landscape for the method of moments in comparison to that of maximizing expectation.

Appendix A. Supporting Lemmas and Technical Proofs

A.1. Completing proof of Proposition 3.3. We give below in Proposition A.2 the calculation of the cumulants needed in the proof of Proposition 3.3. Before we get to that result, we first establish another technical lemma.

Lemma A.1. Let $\alpha, \beta$ be independent standard random Gaussian variables, and $d, u, v \in \mathbb{R}$. Then

$$
\log \left( \mathbb{E} \left( e^{t(d\alpha + u\alpha + v\beta)} \right) \right) = t^2 \frac{u^2 + v^2 + 2tdu}{2 - 2t^2d^2} - \frac{1}{2} \log(1 - t^2d^2),
$$

and

$$
\frac{d^m}{dt^m} \log \left( \mathbb{E} \left( e^{t(d\alpha + u\alpha + v\beta)} \right) \right)_{t=0} = \begin{cases} 
(m - 1)!d^m + m!d^{m-2}u^2 + v^2 & \text{if } m \text{ is even and } m \geq 2, \\
 m!d^{m-2}uv & \text{if } m \text{ is odd and } m \geq 3, \\
 0 & \text{otherwise}.
\end{cases}
$$

Proof. Conditioning on $\alpha$, and taking the expectation in terms of $\beta$, we obtain

$$
\mathbb{E} \left( e^{t(d\alpha + u\alpha + v\beta)} \right| \alpha = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \exp \left( -\frac{x^2}{2} + t(dx + u\alpha + v\beta) \right) dx
$$

$$
= \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \exp \left( -\frac{1}{2} (x - tda - tv)^2 \right) \exp \left( \frac{t^2}{2} (d\alpha + v)^2 + tua \right) dx
$$

$$
= \exp \left( \frac{t^2}{2} (d\alpha + v)^2 + tua \right).
$$

Then (40) follows from

$$
\mathbb{E} \left( e^{t(d\alpha + u\alpha + v\beta)} \right) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \exp \left( -\frac{x^2}{2} + \frac{t^2}{2} (dx + v)^2 + tua \right) dx
$$

$$
= \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \exp \left( -\frac{1 - t^2d^2}{2} \left( x - \frac{t^2dv + tux}{1 - t^2d^2} \right)^2 \right)
$$

$$
\times \exp \left( \frac{(t^2dv + tua)^2}{2 - 2t^2d^2} + \frac{t^2v^2}{2} \right) dx
$$

$$
= \exp \left( \frac{(t^2dv + tua)^2}{2 - 2t^2d^2} + \frac{t^2v^2}{2} \right) \frac{\exp \left( \frac{t^2u^2 + v^2 + 2tdu}{2 - 2t^2d^2} \right)}{\sqrt{1 - t^2d^2}}.
$$

Finally, (41) follows from the Taylor expansions $1 - d^2t^2 + d^4t^4 - \cdots$ and

$$
-\frac{1}{2} \log(1 - t^2d^2) = \frac{1}{2} t^2d^2 + \frac{1}{4} t^4d^4 + \frac{1}{6} t^6d^6 + \cdots \quad \square
$$
Proposition A.2. Suppose $X \sim \mathcal{N}(\mu, \Sigma)$ and $\tilde{X} \sim \mathcal{N}(\tilde{\mu}, \tilde{\Sigma})$ are independent random variables, and let

$$\kappa_k = \frac{d^k}{dt^k} \left( \log \left( \mathbb{E} \left( \exp \left( t(X, \tilde{X}) \right) \right) \right) \right)_{t=0}.$$

We then have

$$\kappa_k = \begin{cases} (k-1)! \text{trace}(Z \tilde{Z}) + \frac{k!}{2} \left( \mu^T \tilde{\Sigma} \tilde{Z}^{-2} \mu + \tilde{\mu}^T \tilde{Z}^{-2} \Sigma \tilde{\mu} \right) & \text{if } k \text{ is even,} \\ k! \tilde{\mu}^T Z \tilde{Z}^{-1} \tilde{\mu} & \text{if } k \text{ is odd,} \end{cases}$$

with $Z = \Sigma \tilde{\Sigma}$.

Proof. Let $H, \tilde{H}$ be Cholesky factors (not necessarily lower triangular) such that $\Sigma = HH^T$ and $\tilde{\Sigma} = \tilde{H} \tilde{H}^T$, and let $U,S,V$ be the full SVD factors such that $H^T \tilde{H} = USV^T$. Let $Z, \tilde{Z} \in \mathbb{R}^n$ be independent standard normal random vectors. Then using Gut (2009, Theorem 3.1) we have that

$$H U Z + \mu \sim \mathcal{N}(\mu, H U U^T H^T) = \mathcal{N}(\mu, \Sigma) \quad \text{and} \quad \tilde{H} V \tilde{Z} + \tilde{\mu} \sim \mathcal{N}(\tilde{\mu}, \tilde{\Sigma}).$$

$$\mathbb{E} \left( \exp \left( t(X, \tilde{X}) \right) \right) = \mathbb{E} \left( \exp \left( t(H U Z + \mu)^T (\tilde{H} V \tilde{Z} + \tilde{\mu}) \right) \right)$$

$$= \mathbb{E} \left( \exp \left( t(Z^T U^T \tilde{H} V \tilde{Z} + \mu^T \tilde{H} V \tilde{Z} + \mu^T H U Z + \mu^T \tilde{\mu}) \right) \right)$$

Letting $u = V^T \tilde{H}^T \mu$ and $v = U^T H^T \tilde{\mu}$, we have that

$$Z^T S \tilde{Z} + \mu^T \tilde{H} V \tilde{Z} + \mu^T H U Z = \sum_{\ell=1}^n s_{\ell \ell} Z_{\ell} \tilde{Z}_{\ell} + u_{\ell} Z_{\ell} + v_{\ell} \tilde{Z}_{\ell}.$$

Then, since the random variables $\{Z_{\ell}, \tilde{Z}_{\ell}\}_{\ell \in [n]}$ are independent, applying Lemma A.1 we get

$$\kappa_k = \frac{d^k}{dt^k} \left( \log \left( \mathbb{E} \left( \exp \left( t(X, \tilde{X}) \right) \right) \right) \right)$$

$$= \frac{d^k}{dt^k} \left( t \mu^T \tilde{\mu} + \sum_{\ell=1}^n \log \left( \mathbb{E} \left( \exp \left( t(s_{\ell \ell} Z_{\ell} \tilde{Z}_{\ell} + u_{\ell} Z_{\ell} + v_{\ell} \tilde{Z}_{\ell}) \right) \right) \right) \right)$$

$$= \begin{cases} \sum_{\ell=1}^n (k-1)! s_{\ell \ell}^k + k! s_{\ell \ell}^{k-2} \frac{u_{\ell}^2 + v_{\ell}^2}{2} & \text{if } k \text{ is even,} \\ \sum_{\ell=1}^n k! s_{\ell \ell}^{k-2} u_{\ell} v_{\ell} & \text{if } k \text{ is odd and } k \geq 3 \\ \mu^T \tilde{\mu} & \text{if } k = 1 \end{cases}$$

Finally, if $k$ is even, it holds

$$\sum_{\ell=1}^n s_{\ell \ell}^k = \text{trace} \left( S^k \right) = \text{trace} \left( U S^k U^T \right) = \text{trace} \left( \left( H^T \tilde{H} \tilde{H}^T H \right)^{\frac{k}{2}} \right) = \text{trace} \left( Z \tilde{Z}^k \right).$$
\[
\sum_{\ell=1}^{n} \ell s_{\ell}^{-2} u_{\ell} = u^T S^{-2} u = \mu \tilde{H} V S^{-2} V^\top \mu = \mu^T \tilde{H} \left( \tilde{H}^\top \tilde{H}^\top \right)^{-1} \tilde{H}^\top \mu.
\]

\[
= \mu^T \tilde{H} \left( \tilde{H}^\top \tilde{H}^\top \right)^{-1/2} \mu = \mu^T \tilde{\Sigma}^{1/2} \mu,
\]

and, analogously, \(\sum_{\ell=1}^{n} \ell s_{\ell}^{-2} v_{\ell}^2 = \tilde{\mu}^T Z \tilde{\Sigma}^{1/2} \tilde{\mu}\). On the other hand, if \(k \geq 3\) and is odd,

\[
\sum_{\ell=1}^{n} \ell s_{\ell}^{-2} u_{\ell} v_{\ell} = \tilde{\mu}^T H U S^{-2} V^\top \tilde{H} \mu = \tilde{\mu}^T H \left( \tilde{H}^\top \tilde{H}^\top \right)^{-1/2} \tilde{H}^\top \tilde{H} \mu
\]

\[
= \tilde{\mu}^T \left( \tilde{H}^\top \tilde{H}^\top \right)^{-1/2} \tilde{H}^\top \tilde{H} \tilde{H}^\top \mu = \tilde{\mu}^T Z \tilde{\Sigma}^{1/2} \mu.
\]

\[\blacksquare\]

**A.2. Completing proof of Theorem 5.1.** We give below a technical lemma that is needed in Theorem 5.1 for computing the constant terms in the sum.

**Lemma A.3.** Suppose that \(d, q\) are non-negative integers such that \(d \geq 2q\). Then

\[
\sum_{k=0}^{q} C_{d,k} (-1)^k C_{d-2k,q-k} = \delta_{0q}
\]

**Proof.** We have

\[
\sum_{k=0}^{q} C_{d,k} (-1)^k C_{d-2k,q-k}
\]

\[
= \sum_{k=0}^{q} \binom{d}{2k} \frac{(2k)!}{k! 2^k} (-1)^k \binom{d-2k}{2q-2k} \frac{(2q-2k)!}{(q-k)! 2^{q-k}}
\]

\[
= \sum_{k=0}^{q} \frac{d!}{(d-2k)! (2k)!} \binom{2k}{k} (-1)^k \frac{(d-2k)!}{(2q-2k)!} \frac{(2q-2k)!}{(q-k)! 2^{q-k}}
\]

\[
= \sum_{k=0}^{q} \frac{d!}{(d-2q)!(q-k)! 2^q} (-1)^k = \binom{d}{2q} \frac{(2q)!}{q! 2^q} \sum_{k=0}^{q} \binom{q}{k} (-1)^k
\]

\[
= \binom{d}{2q} \frac{(2q)!}{q! 2^q} \delta_{0q} = \delta_{0q}.
\]

\[\blacksquare\]

**A.3. Completing proof of Theorem 5.2.** We have here an extension of Proposition 3.3 for symmetric positive semidefinite but not necessarily positive definite matrices \(\Sigma\) and \(\tilde{\Sigma}\), which is needed in the proof of Theorem 5.2.

**Lemma A.4.** Proposition 3.3 also holds if \(\Sigma, \tilde{\Sigma} \in \mathbb{R}^{n \times n}\) are symmetric but not positive definite. That is, we have

\[
\Psi^{(d)}(\mu, \Sigma, \tilde{\mu}, \tilde{\Sigma}) = B_q(\kappa_1, \ldots, \kappa_d),
\]

\[
= \left\langle \sum_{k=0}^{\lfloor d/2 \rfloor} C_{d,k} \text{sym} \left( \mu \otimes^{d-2k} \otimes \Sigma \otimes^k \right), \sum_{k=0}^{\lfloor d/2 \rfloor} C_{d,k} \text{sym} \left( \tilde{\mu} \otimes^{d-2k} \otimes \tilde{\Sigma} \otimes^k \right) \right\rangle.
\]

with \(\kappa_k, k \in [d]\), defined as in Proposition 3.3.
Proof. Theorem 3.1 and Proposition 3.3 imply that this holds for all symmetric positive definite matrices. On the other hand, \( \Psi(d)(\mu, \Sigma, \tilde{\mu}, \tilde{\Sigma}) \) is a multivariate polynomial of the entries of \( \Sigma \) and \( \tilde{\Sigma} \), and the result follows from our claim that if two polynomials of symmetric matrices are equal for all positive definite matrices, then they must also be equal for all other symmetric matrices.

We prove this claim by contradiction. If the claim is false, then the difference of the two polynomials, which we denote by \( p \), vanishes for all positive definite matrices but there exists a symmetric matrix \( A \) such that \( p(A) \neq 0 \). Consider the univariate polynomial \( g(t) = p(I + (A - I)t) \). For all \( t \in \mathbb{R} \) such that \( |t| < \frac{1}{\|A-I\|_2} \), we have that \( I+(A-I)t \succeq 0 \), which implies \( g(t) = 0 \). But since this is an univariate polynomial that vanishes in an open set, it must be 0 for all reals. This implies that \( 0 = g(1) = p(A) \), contradiction! \( \square \)

A.4. Derivatives of inner products of GMMs. We consider the derivation of gradients for \( F_1^{(d)}(\theta) \) from Theorem 4.2. For simplicity, we just consider a single pair of moments, representing one term in the summation.

Proposition A.5. Define \( \Psi(d)(\mu, \Sigma, \tilde{\mu}, \tilde{\Sigma}) \) as in Proposition 3.3, then

\[
\nabla_\mu \Psi(d)(\mu, \Sigma, \tilde{\mu}, \tilde{\Sigma}) = \sum_{k=1}^{d} \binom{d}{k} B_{d-k} (\kappa_1, \ldots, \kappa_{d-k}) \nabla_\mu \kappa_k,
\]

\[
\nabla_\Sigma \Psi(d)(\mu, \Sigma, \tilde{\mu}, \tilde{\Sigma}) = \sum_{k=1}^{d} \binom{d}{k} B_{d-k} (\kappa_1, \ldots, \kappa_{d-k}) \nabla_\Sigma \kappa_k.
\]

where

\[
\nabla_\mu \kappa_k = \begin{cases} \frac{k!}{2}(\tilde{\Sigma}Z)^{-\frac{k-2}{2}}\mu & \text{if } k \text{ even}, \\ \frac{k!}{2}(\tilde{Z}^T)^{-\frac{k-2}{2}}\tilde{\mu} & \text{if } k \text{ odd}, \end{cases}
\]

\[
\nabla_\Sigma \kappa_k = \begin{cases} \frac{k!}{2}(\tilde{\Sigma}Z)^{-\frac{k-2}{2}} + \frac{k!}{2}(V + \tilde{V}) & \text{if } k \text{ even}, \\ \frac{k!}{2}(\tilde{Z}^T)^{\frac{k-2}{2}} \mu \mu^T \tilde{\Sigma}Z^{-\frac{k-2}{2}-\ell} & \text{if } k \text{ odd}, \end{cases}
\]

with \( Z = \Sigma \tilde{\Sigma} \), and

\[
V = \sum_{\ell=0}^{k-3} \tilde{\Sigma}Z^\ell \mu \mu^T \tilde{\Sigma}Z^{-\frac{k-2}{2}-\ell} \quad \text{and} \quad \tilde{V} = \sum_{\ell=0}^{k-3} (\tilde{Z}^T)^\ell \tilde{\mu} \tilde{\mu}^T \Sigma \Sigma^{-\frac{k-2}{2}-\ell}
\]

Proof. (43) and (44) follow from the formula for the derivative of Bell polynomials (13) and the chain rule. Regarding (45), we use Petersen and Pedersen (2012, Eqs. (69) and (81)),

\[
\nabla_x (a^T x) = a \quad \text{and} \quad \nabla_x (x^T B x) = (B + B^T)x,
\]

that \( \Sigma, \tilde{\Sigma} \) are symmetric, and for all non-negative integer \( r \),

\[
(\tilde{\Sigma}Z^r)^T = (\tilde{\Sigma} \Sigma)^r \tilde{\Sigma} = \tilde{\Sigma} \Sigma \Sigma \cdots \Sigma \Sigma \tilde{\Sigma} = \tilde{\Sigma} \Sigma \Sigma \cdots \Sigma \Sigma \tilde{\Sigma} = \tilde{\Sigma}Z^r.
\]
We obtain
\[ \nabla_\mu k_k = \begin{cases} 
\nabla_\mu \left( \frac{k!}{2} \mu^\top \tilde{\Sigma} Z^{\frac{k-2}{2}} \mu \right) = k! \tilde{\Sigma} Z^{\frac{k-2}{2}} \mu & \text{if } k \text{ is even,} \\
\nabla_\mu \left( k! \tilde{\mu}^\top Z^{\frac{k-2}{2}} \tilde{\mu} \right) = k! (Z^T)^{\frac{k-2}{2}} \tilde{\mu} & \text{if } k \text{ is odd.}
\end{cases} \]

As for (46), we use Petersen and Pedersen (2012, Eqs. (91) and (121))
\[ \nabla_X (a^\top X^a b) = \sum_{i=0}^{n-1} (X^i)^\top a b^\top (X^n-i)^\top, \]
\[ \nabla_X (\text{trace}(X^k)) = k (X^{k-1})^\top. \]

We also use (47) and the following formula, which is valid for any differentiable function \( f \), and follows from the chain rule:
\[ \nabla_{\tilde{\Sigma}} \left( f(\Sigma, Z) \right) = \nabla_Z f(\Sigma, Z) \tilde{\Sigma} + \nabla_{\Sigma} f(\Sigma, Z). \]

Using these we obtain
\[ \nabla_{\tilde{\Sigma}} \text{trace}(Z^{\frac{k-2}{2}}) = \frac{k}{2} \tilde{\Sigma}^{\frac{k-2}{2}} \]
\[ \nabla_{\tilde{\Sigma}} \left( \mu^\top \tilde{\Sigma} Z^{\frac{k-2}{2}} \mu \right) = \sum_{\ell=0}^{\frac{k-2}{4}} (Z^T)^\ell \tilde{\Sigma} \mu^\top \Sigma (Z^T)^{\frac{k-2}{4}-\ell} \tilde{\Sigma} + \sum_{\ell=0}^{\frac{k-4}{4}} \tilde{\Sigma} \mu^\top \Sigma Z^{\frac{k-2}{2}-\ell} \tilde{\Sigma} \]
\[ \nabla_{\tilde{\Sigma}} \left( \tilde{\mu}^\top Z^{\frac{k-2}{2}} \tilde{\mu} \right) = \sum_{\ell=0}^{\frac{k-2}{4}} (Z^T)^\ell \tilde{\mu}^\top \Sigma (Z^T)^{\frac{k-2}{4}-\ell} \tilde{\Sigma} + (Z^T)^{\frac{k-2}{4}} \tilde{\mu} \tilde{\mu}^\top \]
\[ = \sum_{\ell=0}^{\frac{k-2}{4}} (Z^T)^\ell \tilde{\mu} \tilde{\mu}^\top Z^{\frac{k-2}{2}-\ell} \]
\[ \nabla_{\tilde{\Sigma}} \left( \tilde{\mu}^\top Z^{\frac{k-2}{2}} \tilde{\mu} \right) = \sum_{\ell=0}^{\frac{k-3}{4}} (Z^T)^\ell \tilde{\mu} \tilde{\mu}^\top (Z^T)^{\frac{k-2}{2}-\ell} \tilde{\Sigma} = \sum_{\ell=0}^{\frac{k-3}{4}} (Z^T)^\ell \tilde{\mu} \tilde{\mu}^\top \tilde{\Sigma} Z^{\frac{k-2}{2}-\ell}. \quad \square \]

Acknowledgments

The work of J. Kileel and J.M. Pereira was partially supported by start-up grants provided to J. Kileel by the College of Natural Sciences and the Oden Institute of Computational Engineering and Sciences at the University of Texas at Austin. The work of J.M. Pereira was also partially supported by grants AFOSR MURI FA9550-19-1-0005 and NSF HDR-1934932. The work of T. G. Kolda was partially supported by a Distinguished Visiting Professorship in the Industrial Engineering and Management Sciences Department of Northwestern University. We would like to thank the Reddit user u/ForceBru for feedback on the paper.

References

D. Agostini, C. Améndola, and K. Ranestad. Moment identifiability of homoscedastic Gaussian mixtures. Foundations of Computational Mathematics, 21(3):695–724, 2021. doi:10.1007/s10208-020-09469-6. 7
A. Anandkumar, R. Ge, D. Hsu, and S. M. Kakade. A tensor approach to learning mixed membership community models. Journal of Machine Learning Research,
A. Anandkumar, R. Ge, D. Hsu, S. M. Kakade, and M. Telgarsky. Tensor decompositions for learning latent variable models. *Journal of Machine Learning Research*, 15(1):2773–2832, Jan. 2014b. ISSN 1532-4435. URL http://jmlr.org/papers/v15/anandkumar14b.html. 7

B. W. Bader and T. G. Kolda. Algorithm 862: MATLAB tensor classes for fast algorithm prototyping. *ACM Transactions on Mathematical Software*, 32(4):635–653, Dec. 2006. doi:10.1145/1186785.1186794. 28

B. W. Bader, T. G. Kolda, et al. MATLAB Tensor Toolbox Version, Version 3.1. Available online, June 2019. URL https://www.tensortoolbox.org. 28

A. Bakshi, I. Diakonikolas, H. Jia, D. M. Kane, P. K. Kothari, and S. S. Vempala. Robustly learning mixtures of $k$ arbitrary Gaussians, Dec. 2020, arXiv:2012.02119. 1

A. S. Bandeira, B. Blum-Smith, J. Kileel, A. Perry, J. Weed, and A. S. Wein. Estimation under group actions: Recovering orbits from invariants, Dec. 2017, arXiv:1712.10163. 7

M. Belkin and K. Sinha. Learning Gaussian mixtures with arbitrary separation, July 2009, arXiv:0907.1054. 6

M. Belkin and K. Sinha. Polynomial learning of distribution families. In 2010 IEEE 51st Annual Symposium on Foundations of Computer Science. IEEE, Oct. 2010. doi:10.1109/FOCS.2010.16. 6

E. T. Bell. Partition polynomials. *The Annals of Mathematics*, 29(1/4):38–46, 1927. doi:10.2307/1967979. 10

T. Bendory, A. Bartesaghi, and A. Singer. Single-particle cryo-electron microscopy: Mathematical theory, computational challenges, and opportunities. *IEEE Signal Processing Magazine*, 37(2):58–76, 2020. doi:10.1109/msp.2019.2957822. 7

D. Cartwright and B. Sturmfels. The number of eigenvalues of a tensor. *Linear Algebra and its Applications*, 438(2):942–952, Jan. 2013. ISSN 0024-3795. doi:10.1016/j.laa.2011.05.040. 9

M. Chen and S. J. Ludtke. Deep learning-based mixed-dimensional Gaussian mixture model for characterizing variability in cryo-EM. *Nature Methods*, 18(8):930–936, 2021. doi:10.1038/s41592-021-01220-5. 7

P. Comon, G. Golub, L.-H. Lim, and B. Mourrain. Symmetric tensors and symmetric tensor rank. *SIAM Journal on Matrix Analysis and Applications*, 30(3):1254–1279, 2008. doi:10.1137/060661569. 8

L. Comtet. *Advanced Combinatorics: The Art of Finite and Infinite Expansions*. Springer Science & Business Media, 2012. doi:10.1007/978-94-010-2196-8. 10, 11

S. Dasgupta. Learning mixtures of Gaussians. In 40th Annual Symposium on Foundations of Computer Science (FOCS), 1999. doi:10.1109/SFFCS.1999.814639. 6

R. Ge, Q. Huang, and S. M. Kakade. Learning mixtures of Gaussians in high dimensions. In *Proceedings of the Forty-Seventh Annual ACM Symposium on Theory of Computing*, STOC ’15, pages 761–770, New York, NY, USA, 2015. ACM. ISBN 978-1-4503-3536-2. doi:10.1145/2746539.2746616. 1, 7

B. Guo, J. Nie, and Z. Yang. Learning diagonal Gaussian mixture models and incomplete tensor decompositions. *Vietnam Journal of Mathematics*, pages 1–26, 2021. doi:10.1007/s10013-021-00534-3. 7
A. Gut. *An Intermediate Course in Probability*. Springer, 2009. doi:10.1007/978-1-4419-0162-0. 12, 36

W. Hackbusch. *Tensor Spaces and Numerical Tensor Calculus*, volume 56 of *Springer Series in Computational Mathematics*. Springer Nature, 2019. doi:10.1007/978-3-642-28027-6. 8, 9

T. Hastie, R. Tibshirani, and J. Friedman. *The Elements of Statistical Learning*. Springer, 2nd edition, 2009. doi:10.1007/978-0-387-84858-7. 1

D. Hsu and S. M. Kakade. Learning mixtures of spherical Gaussians: Moment methods and spectral decompositions. In *Proceedings of the 4th Conference on Innovations in Theoretical Computer Science - ITCS ’13*, pages 11–20, Jan. 2013. doi:10.1145/2422436.2422439. 1, 7

D. M. Kane. Robust learning of mixtures of Gaussians. In *Proceedings of the 2021 ACM-SIAM Symposium on Discrete Algorithms (SODA)*, pages 1246–1258. Society for Industrial and Applied Mathematics, Jan. 2021. doi:10.1137/1.9781611976465.76. 1

R. Khouja, P.-A. Mattei, and B. Mourrain. Tensor decomposition for learning Gaussian mixtures from moments, June 2021, arXiv:2106.00555. 1, 7

J. M. Landsberg. *Tensors: Geometry and Applications*. American Mathematical Society, Providence, R.I, 2012. ISBN 978-0-8218-6907-9. doi:10.1090/gsm/128. 9

J. Lindberg, C. Améndola, and J. I. Rodriguez. Estimating Gaussian mixtures using sparse polynomial moment systems, June 2021, arXiv:2106.15675. 7

B. G. Lindsay and P. Basak. Multivariate normal mixtures: A fast consistent method of moments. *Journal of the American Statistical Association*, 88(422):468–476, June 1993. doi:10.1080/01621459.1993.10476297. 1, 6

A. Moitra and G. Valiant. Settling the polynomial learnability of mixtures of Gaussians. In *2010 IEEE 51st Annual Symposium on Foundations of Computer Science*, pages 93–102. IEEE, Oct 2010. doi:10.1109/focs.2010.15. 6

K. Muandet, K. Fukumizu, F. Dinuzzo, and B. Schölkopf. Learning from distributions via support measure machines. In *Proceedings of the 25th International Conference on Neural Information Processing Systems - Volume 1*, NIPS’12, page 10–18, 2012. URL http://papers.neurips.cc/paper/4825-learning-from-distributions-via-support-measure-machines. 12

K. P. Murphy. *Machine Learning: A Probabilistic Perspective*. MIT Press, 2012. 1

K. B. Petersen and M. S. Pedersen. The matrix cookbook, 2012. URL https://www.math.uwaterloo.ca/~hwolkowi/matrixcookbook.pdf. 38, 39

S. H. Scheres. RELION: Implementation of a Bayesian approach to cryo-EM structure determination. *Journal of Structural Biology*, 180(3):519–530, 2012. doi:10.1016/j.jsb.2012.09.006. 7

N. Sharon, J. Kileel, Y. Khoo, B. Landa, and A. Singer. Method of moments for 3D single particle ab initio modeling with non-uniform distribution of viewing angles. *Inverse Problems*, 36(4):044003, Feb. 2020. doi:10.1088/1361-6420/ab6139. 7

S. Sherman and T. G. Kolda. Estimating higher-order moments using symmetric tensor decomposition. *SIAM Journal on Matrix Analysis and Applications*, 41(3):1369–1387, Jan. 2020. doi:10.1137/19m1299633. 7, 20

F. J. Sigworth, P. C. Doerschuk, J.-M. Carazo, and S. H. Scheres. An introduction to maximum-likelihood methods in cryo-EM. In *Methods in Enzymology*, volume 482, pages 263–294. Elsevier, 2010. doi:10.1016/s0076-6879(10)82011-7. 7
L. Xu and M. I. Jordan. On convergence properties of the EM algorithm for Gaussian mixtures. *Neural Computation*, 8(1):129–151, 1996. doi:10.1162/neco.1996.8.1.129.

Oden Institute, University of Texas at Austin
*Email address*: joao.pereira@utexas.edu

Department of Mathematics and Oden Institute, University of Texas at Austin
*Email address*: jkileel@math.utexas.edu

MathSci.ai, Dublin, California
*Email address*: tammy.kolda@mathsci.ai