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Theoretical calculations predict several long-range ordered sub-stoichiometric zirconium carbide phases to be stable at low temperature, rather than a random (disordered solution) distribution of vacancies. However, experimental synthesis of vacancy-ordered phases is extremely challenging and not all predicted phases have been experimentally observed. It has been hypothesised that the inevitable oxygen contamination in experimental samples may affect the vacancy ordering. In this work, the stability and structural properties of the vacancy-ordered and vacancy-disordered phases are investigated as a function of oxygen defect concentration using first-principles calculations. The observed trends are explained in terms of changes to the local bonding in the presence of varying amounts of oxygen and vacancies. It is found that the relative stability of the ordered phases (compared to the disordered phase at the same composition) decreases as oxygen concentration increases, and some vacancy-ordered phases are destabilised by the level of oxygen impurities found in experimental samples. This suggests that oxygen contamination is a contributing factor to the challenge of synthesising ordered zirconium carbides, and gives insight that may assist fabrication in the future. The volume of all ZrC$_x$ ($x \leq 1$) phases was found to decrease with increasing oxygen concentration, which can be attributed to the different ionocovalent nature of the C–Zr and O–Zr bonds. The volume of the vacancy-ordered phases within the expected oxygen solubility limit is greater than the disordered phase of the same composition, which is explained in terms of the relative bond strengths surrounding different vacancy distributions.

1. Introduction

The carbon–zirconium system has been widely investigated for over 150 years, but there are still many unanswered questions about the single intermediate phase, ZrC$_x$ ($x \leq 1$), which is widely used in nuclear and aerospace industries because of its extremely high melting point ($\sim 3700$ K) and strength at high temperatures. Zirconium monocarbide has a rocksalt structure with zirconium atoms forming a cubic lattice and carbon atoms occupying the octahedral interstitial sites. ZrC$_x$ has a wide range of stoichiometry, with vacancies on up to ~50% of the carbon sites. The mechanical and thermodynamic properties of ZrC$_x$ are strongly dependent on the stoichiometry and structural ordering, but much is unknown about the character of the vacancy ordering.

Historically, ZrC$_x$ has been generally treated as a continuous solid solution phase where it is assumed that the vacancies are randomly distributed on the carbon sites. Various vacancy-ordered phases have been intermittently reported in the experimental literature but there is no consensus regarding phase stability. Goretzki observed a Zr$_2$C superlattice, Obata and Nakazawa unsuccessfully attempted to fabricate Zr$_2$C, but observed Zr$_4$C$_3$, de Novion and Maurice reported the Zr$_3$C$_4$ phase, Karimov et al. reported Zr$_2$C$_9$, Khaenko et al. reported possible trigonal Zr$_5$C$_3$, Hu et al. observed Zr$_2$C superstructures, Wei et al. reported Zr$_2$C$_3$, Zhou et al. fabricated Zr$_2$C$_3$, and Rana et al. reported possible systematic vacancy ordering. Theoretical calculations confirm that long-range superstructural ordering of vacancies is expected at low temperature. A theoretical phase diagram from Gusev and Rempel determined by the Order Parameter Functional (OPF) method predicted the stability of several ordered zirconium carbide subphases below 1200 K. Zhang et al. used the Cluster Expansion (CE) method, and Yu et al. used the USPEX evolutionary algorithm, to obtain the theoretical convex hull of stable phases at 0 K. All predicted several ordered subphases that are stable compared to the vacancy-disordered phase, but disagreeing upon which phases are stable. In recent work, Davey et al. considered the most...
stable reported structures and clarified the sub-stoichiometric ordered phases at 0 K to be Zr$_7$C$_6$ (R3), Zr$_7$C$_3$ (C2/c), Zr$_7$C$_2$ (Fd$ar{d}$d), and Zr$_5$C (Fd$ar{3}$m).

De Novion and Maurice$^8$ first proposed that the long-range ordering of carbon vacancies was driven by short-range preferences for the arrangement of vacancies, which was confirmed by Razumovskiy et al.,$^{20,21}$ and Zhang et al.,$^{13}$ who demonstrated that there was a preference for vacancy pairs to be at third nearest neighbour distances, and that in all stable ordered phases vacancy pairs avoid the second nearest neighbour distance. By examining the local electronic, bonding, and structural properties, Davey et al.$^{19}$ demonstrated that this preference arises from the differing local distortions and electron redistributions based on the local geometry of the rocksalt lattice.

There are several possible reasons why the predicted low-temperature vacancy-ordered phases are not often observed experimentally. During the various fabrication methods for ZrC$_x$, the sample is heated to around 2000 K,$^{22}$ which would likely cause disordering of any vacancies.$^{5,14}$ During cooling, this disordered phase may be quenched into the sample.$^3$

Furthermore, ultra-high temperature carbides such as ZrC$_x$ are notoriously difficult to fabricate and characterise in terms of impurities.$^{22}$ ZrC$_x$ samples are likely to have HF, O, and N impurities which may affect the properties and stability.$^{22}$ Samples synthesised by Jackson et al.$^{23,24}$ show that the most significant impurity is O, at up to 3.3 wt% (in a sample with target C content of 7.3 wt%), or $\approx$11 at%.$^{25}$ Depending on the experimental conditions, oxygen may exist as dissolved oxygen defects, or as ZrO$_2$ on the surface.$^{22}$

The oxidation pathway from ZrC (cubic Zr with C occupying the octahedral interstitial sites) to ZrO$_2$ (cubic Zr with O occupying the tetrahedral interstitial sites) is not fully understood,$^{26}$ but several studies have attempted to characterise the structure of zirconium oxycarbide at low oxygen concentration.$^{27-30}$ However, the crystallographic locations of the O atoms are challenging to characterise as light atoms such as C and O can often be difficult to distinguish experimentally using X-ray diffraction,$^{22,27}$ which has limited the characterisation of most experimental investigations on the properties of ZrC$_x$.

As the vacancy-ordered phases are so rarely observed, there are not any experimental studies investigating their properties as a function of oxygen defect concentration. However, the high temperature C–O–Zr phase diagram (1650–2000 °C) has been developed by Réjasse et al.$^{36}$ based on experimental investigations and literature analysis. Réjasse et al. fabricated samples with varying oxygen and carbon stoichiometries with very low vacancy concentration, and report oxygen preferentially occupying vacant octahedral interstitial sites, but also substituting carbon atoms in ZrC$_x$.$^{30}$ In their work they determined the limit of oxygen solubility in low-vacancy zirconium carbide as substitutional defects on around 17–20% of the C sites, which is consistent with findings by Sarkar et al.$^{27}$ Such high levels of oxygen impurity are known to affect the crystallographic, thermodynamic, and mechanical properties of ZrC$_x$,$^{29}$ and may also affect the vacancy-ordering behaviour.

Other experimental investigations into the solubility of O in ZrC$_x$ are from Kosolapova et al.$^{24}$ Ouensanga et al.$^{24}$ Barnier and Thévenot,$^{28}$ and Gendre et al.$^{23}$ who report conflicting results obtained at various temperatures using a variety of fabrication methods. Considering all available data, Réjasse et al. presented a phase diagram predicting increasing solubility of oxygen with increasing vacancy concentration in solid solution ZrC$_x$.$^{30}$ Réjasse et al. also noted that most authors investigating zirconium oxycarbides note significant changes to the lattice parameter as a function of oxygen content, which they attribute to the covalent radius of oxygen being lower than that of carbon.$^{30}$ From a theoretical standpoint, Xie et al.$^{14}$ used first-principles calculations investigate the effect of nitrogen and oxygen impurities on the mechanical properties of the vacancy-ordered zirconium carbides, but did not consider the stability or structural effects in any detail.

In earlier work, first-principles calculations were used to examine the stability of vacancy-ordered and -disordered phases in pure zirconium carbide at 0 K from the perspective of local distortions, bonding, and electronic properties.$^{19}$ This study further investigates the effect of oxygen impurities on the stability of these phases, also at 0 K. Oxygen defects are introduced at various concentrations to consider the relative stability and volume of the ordered phases compared to the disordered solution phase as a function of oxygen impurity level. Local properties are examined to determine how the presence of oxygen defects affects the local properties that drive vacancy ordering in zirconium carbides.

2. Calculation method and models

2.1 First principles calculations

The ground state energy at 0 K was determined via non-spin-polarised density functional theory (DFT) calculations in the same procedure as Davey et al.,$^{19}$ using the Projector Augmented Wave (PAW) method$^{34,35}$ in the GPU implementation$^{36,37}$ of the Vienna Ab initio Software Package (VASP).$^{38-40}$ The cutoff energy and $k$-point Monkhorst-Pack mesh$^{41}$ density were chosen as 700 eV and at least 15 000 $k$-points per supercell to ensure good convergence of all energy calculations. All vacancy-ordered structures were fully (ionic and volume) relaxed until all force components were smaller than 0.001 meV Å$^{-1}$.

In earlier finite temperature anharmonic calculations of the thermodynamic properties of zirconium carbide, Duff et al.$^{42}$ found an unphysical divergence of the calculated heat capacity at high temperature within the Generalized Gradient Approximation (GGA)$^{43,44}$ results, which was not present within the LDA results. Consequently, Duff et al. adopted the LDA for most calculations as they provided better consistency with experimentally determined properties at high temperatures. Mellan et al.$^{45}$ later chose the LDA over the GGA for performing finite temperature anharmonic calculations of defective zirconium carbide. Following these studies, Davey et al. chose the LDA for previous calculations of various defective structures of zirconium carbide$^{29}$ for consistency, but performed calculations of defective structures within the LDA and GGA for benchmarking to confirm that the same trend was reproduced by both approximations at 0 K. Therefore, in this work,
calculations were performed using only the Local Density Approximation (LDA)\textsuperscript{46} for the exchange and correlation functionals as it has been demonstrated to be suitable for calculations of zirconium carbides.

The formation energy (enthalpy) with respect to the pure elements (hcp Zr, graphite C, and gas O\textsubscript{2}) at 0 K is defined as

\[ E_{\text{form}} = E_{ZrC,O_2} - x_{Zr}E_{Zr}^{\text{hcp}} - x_{C}E_{C}^{\text{graphite}} - x_{O}E_{O_2}^{\text{gas}}, \]

where \( x_{Zr}, x_{C}, \) and \( x_{O} \) are the atomic fractions of Zr, C, and O respectively, \( E_{ZrC,O_2} \) is the energy per atom of the oxy carbide structure ZrC\textsubscript{0.5}O\textsubscript{0.5}, \( E_{Zr}^{\text{hcp}}, E_{C}^{\text{graphite}} \), and \( E_{O_2}^{\text{gas}} \) are the energies per atom of pure Zr, C, and O in their ground state structures (hcp, graphite, and dimer O\textsubscript{2} respectively). As calculations of graphite lack accuracy using conventional pseudopotentials due to the interlayer van der Waals forces,\textsuperscript{47} the energy was obtained by calculating the energy of diamond C and adjusting by the experimentally determined energy difference of 27 meV per atom,\textsuperscript{48} as done by Mellan \textit{et al.}\textsuperscript{49} and Davey \textit{et al.}\textsuperscript{19}

The oxygen defect formation energy (per defect) is defined as

\[ E_{\text{defective}}^{O} = \frac{E_{\text{defective}} - E_{\text{pure}} - \sum_{i=Zr,C,O} \Delta n_i \mu_i}{\Delta n_0}, \]

where \( E_{\text{defective}} \) is the total energy of the defective supercell (with oxygen defects), \( E_{\text{pure}} \) is the total energy of the corresponding pure supercell (which may be a sub-stoichiometric zirconium carbide), \( \Delta n_i \) is the change in the number of \( i \) atoms \( (i = C, Zr, O) \) when forming the defective structure, and \( \mu_i \) is the chemical potential of species \( i \) in their ground state structures.

As the long-range ordering of vacancies in zirconium carbide is driven by short-range effects, the local bonding can provide insights regarding the stability and properties of long-range ordered phases. The Crystal Orbital Hamiltonian Population (COHP)\textsuperscript{50} of each bond was used to examine the strength of the individual bonds between atomic pairs, using the Local Orbital Basis Suite Towards Electronic-Structure Reconstruction (LOBSTER) analysis software.\textsuperscript{50-55} The VASP\textsuperscript{38-40} output is used directly\textsuperscript{52} to obtain the projected COHP from the plane-wave basis sets used in the DFT calculation. The value of the integrated projected COHP (ipCOHP) up to the Fermi level scales with the bond order\textsuperscript{54} and therefore is used to analyse the relative strength of each pair bond in a particular structure.\textsuperscript{56} Each X–Y bond (X, Y = C, Zr, O) at first and second nearest neighbour distance (defined with reference to stoichiometric zirconium carbide) in all structures was examined considering the individual and average IpCOHP values using the same procedure as Davey \textit{et al.}\textsuperscript{19} This provides a quantitative understanding of the stability and structural trends from a local bonding perspective. The absolute charge spilling in each COHP projection was reduced as much as possible,\textsuperscript{51} and was below 1.5\% for all structures.

The charge density distribution was calculated using VASP and visualised using VESTA.\textsuperscript{55} The changes to the charge density when oxygen defects are present were calculated by considering defective unrelaxed structures based on the pristine ZrC lattice. The unrelaxed structure distributions were compared with the relaxed structure distributions to confirm compatibility.

The electron localisation function (ELF) represents the probability of finding an electron close to another reference electron at a certain point with the same spin.\textsuperscript{56-58} The ELF can provide detailed bonding information via the electron pair distribution and quantitatively characterise electron interactions.\textsuperscript{59} The ELF has values between 0 and 1, where 0 indicates fully delocalised electrons (metallic bonding), 1 indicates fully localised electrons (covalent bonding), and 0.5 is equivalent to a free electron gas.\textsuperscript{59} The ELF distribution was calculated using VASP and analysed using VESTA.

### 2.2 Crystal structures

The theoretically predicted stable crystal structures for the vacancy-ordered superstructural phases reported Davey \textit{et al.}\textsuperscript{19} are given in Table 1 and shown in Fig. 1. These phases are consistent with the few experimental observations listed above. The positions of the vacancy sites and tetrahedral interstitial sites are also indicated.

Various types of oxygen defects were considered to determine the most stable defect configuration. Supercells were constructed at approximately the same oxygen concentration for each ordered phase with a single oxygen atom per supercell in the following sites. (i) A substitutional defect on the Zr lattice; (ii) a substitutional defect on a C site; (iii) an octahedral interstitial defect in a C vacancy site; (iv) an interstitial defect in a tetrahedral interstitial site. The atomic coordinates of each position are given in Table 1. Defective structures were constructed considering all possible Wyckoff sites to determine the most stable defect of each type. Stoichiometric ZrC has no carbon vacancies, so only defects in the first, second, and fourth categories were considered.

Special Quasirandom Structures (SQS)\textsuperscript{60} were used to perform first-principles calculations that approximate the vacancy-disordered phase to determine the relative stability. SQS\textsuperscript{60} provide a structure that approximates the disordered state by choosing an atomic structure with atomic correlation functions that are close to the disordered state. SQS were generated at various compositions of Zr, C, carbon vacancies, and O based on the rocksalt parent lattice using the mcsqs code in the ATAT package.\textsuperscript{64} As O atoms were found to be most stable on the vacant octahedral interstitial sites (where vacancies existed) in the vacancy-ordered phases (see Results and discussion section below), it was assumed that this crystallographic position was also most favourable in the disordered solid solution phase. Zr atoms were fixed on a cubic lattice, with C, Va, and O distributed among octahedral interstitial sites. SQS with 0%, 3.125%, 6.25%, 12.5%, and 25% O site fraction (oxygen concentration on the octahedral interstitial sites only) were generated for equally spaced vacancy site fractions between 0% and 50%. The 0%, 3.125%, 6.25%, 12.5%, and 25% O site fractions sets had 32, 32, 96, 96, and 96 Zr atoms respectively. During relaxation, atomic size mismatch and the presence of defects can cause distortions in the SQS lattice that cause a loss of symmetry.\textsuperscript{65} The radial distribution function of the unrelaxed and fully relaxed structures was examined to ensure that the character of the face-centred cubic rocksalt structure is retained during full relaxation.
The supercell method was used to construct ordered structures with varying oxygen concentration, with one oxygen atom per supercell. Additionally, structures were constructed where all carbon vacancy sites were filled with oxygen, or oxygen atoms were quasi-randomly distributed on the sites using SQS. For the sub-stoichiometric ordered phases in Table 1, O defects were introduced into the vacant octahedral interstitial sites with site fraction between $\frac{1}{24}$ and full saturation of the sublattice. Structures with fully vacancy saturation and further carbon substitution were also constructed. In ZrC, O defects were introduced into the octahedral interstitial sites as carbon substitution, occupying between $\frac{1}{24}$ and 25% of the octahedral sublattice. The full list of calculated supercells is provided as ESI.*

3. Results and discussion
3.1 Structural position of oxygen defects
The preferred crystallographic location of the oxygen defects was determined via first-principles calculation. The stability and volume of the pure and some defective structures (O defect types (i)–(iv)) for ZrC and the sub-stoichiometric ordered phases are shown in Table 2, where the number of O atoms is $\sim$3% of the number of Zr atoms. Where several configurations of each defect type were possible, the most stable configuration is reported here, while data for the other configurations is given as ESI.* The formation energy of stoichiometric ZrC and the ordered ZrC$_x$ phases without any oxygen impurities are consistent with other first-principles studies.15–19 The formation energies in Table 2 show that in all cases of oxygen defect types (ii) and (iii), the structures containing oxygen are more stable than the pure structure and the oxygen defect formation energy is negative. This increased stability may explain why processing ZrC$_x$ to fully remove oxygen (such as by carbothermal or methanothermal reduction) is so challenging. For all structures, the octahedral site (defect type (ii) or (iii)) is most favourable for the oxygen atom, where the vacant octahedral site (defect type (iii)) is preferred if vacancies are present, in agreement with experimental observations from Réjasse et al.30 As the oxygen defect formation energy is negative for all the cases of defect types (ii)–
3.2 Electronic structures and local bonding

Fig. 2(a) and (b) shows the charge density distribution of pristine and defective ZrC in the (100) plane, where one carbon atom per $2 \times 2 \times 2$ 64-atom supercell is substituted with oxygen. The charge density difference between $ \pm 0.018 \text{ e Bohr}^{-3}$ in the two structures is visualised in Fig. 2(c). The charge density is significantly increased at the oxygen site compared to the corresponding carbon atom, and there is reduced charge between the oxygen atom and the neighbouring zirconium atoms, as well as reduced charge at the nearest neighbour Zr sites. Fig. 2(d) and (e) show the ELF of the same pristine and defective structures respectively, and the ELF line profiles are shown in Fig. 2(f) along the nearest neighbour C–Zr, C–C, and Z–Zr bonds in the pristine structure, and equivalent O–Zr, O–C, and Zr–Zr bonds in the defective structure. The O–Zr bond has different bonding characteristics to the C–Zr bond. The charge density distribution and increased ELF indicates greater ionic character in the O–Zr bond compared to the C–Zr bond, which is highly covalent. The O–C bond also shown some ionic character, while the character of the nearby metallic Zr–Zr bonds is relatively unchanged.

The total, local, and local partial density of states of stoichiometric ZrC and ZrC where $3.125\%$ and $12.5\%$ of the carbon atoms are substituted by oxygen atoms are shown in Fig. 3. The covalent C–Zr bond consists primarily of strong hybridisation between the Zr d-electrons and the C p-electrons between $-5.5 \text{ eV}$ and the Fermi energy. The O–Zr bond is primarily characterised by partial hybridisation of the Zr d-electrons and the O p-electrons between $-8 \text{ eV}$ and $-5 \text{ eV}$ below the Fermi energy which obviously enhances the binding of the system. The total, local, and local partial density of states of stoichiometric ZrC and ZrC where $3.125\%$ and $12.5\%$ of the carbon atoms are substituted by oxygen atoms are shown in Fig. 1. The covalent C–Zr bond is more ionic than the C–Zr bond.

The number of states corresponding to the C–Zr bond is reduced in the defective case as the oxygen defects are substitutional and there are fewer C–Zr bonds present. The O–Zr bond occurs at lower energy states compared to the C–Zr bond, hence the formation energy is lowered by the presence of oxygen defects from $-0.917 \text{ eV per atom (pristine)}$ to $-1.006 \text{ eV per atom}$ and $-1.254 \text{ eV per atom}$ in the $3.125\%$ substitution and $12.5\%$ substitution cases respectively.

The COHP can be used to partition the DOS into bonding, non-bonding, and anti-bonding regions, which are defined by negative, zero, or positive COHP respectively. Fig. 4(a) shows the COHP averaged over all pair bonds in a $2 \times 2 \times 2$ ZrC supercell with and without a single carbon substitutional oxygen defect ($3.125\%$ of the carbon atoms). In pristine ZrC, the COHP between $-6 \text{ eV}$ and the Fermi energy is mostly anti-bonding, while when an oxygen defect is present in the structure it is fully bonding in that energy range. Fig. 4(b) shows the pCOHP for individual representative 1nn X–Zr ($X = C, O$) pairs in the same supercells. The 1nn C–Zr pairs in the pristine supercell, that dominate the bonding, have mixed bonding/anti-bonding behaviour between $-6 \text{ eV}$ and the Fermi energy. However, in the defective supercell with $3.125\%$ of the C atoms substituted with O, all the 1nn C–Zr pairs become fully bonding between $-6 \text{ eV}$ and the Fermi energy. Additionally, the 1nn O–Zr pairs are strongly bonding, as indicated by the large spike between $-7$ and $-6 \text{ eV}$ below the Fermi energy.

The IpCOHP may be used to examine the effect of this change on the individual bond strengths. The averaged IpCOHP values for each first and second nearest neighbour bond type in stoichiometric ZrC and ZrC where $3.125\%$ and $12.5\%$ of the carbon atoms are substituted by oxygen atoms are shown in Table 3. A negative ICOHP indicates that the bond has a greater bonding than antibonding character (is attractive) and its...
magnitude is proportional to the strength of the bond. A positive IpCOHP indicates that the pair bond has a greater antibonding character (is repulsive). The average IpCOHP for each bond type reveals that the bonding in pristine zirconium carbide is dominated by the first nearest neighbour (1nn) C–Zr bond, in agreement with Xie et al.18 and Davey et al.19 The 1nn

Table 2 Summary of calculations of oxygen defects with ~3% site fraction O. Supercell descriptions, formation energies, oxygen defect formation energies, and volumes of ordered structures containing various defect types with one O atom per supercell. Defective supercells were built based on the pristine structures described. (i) A substitutional O defect on a Zr site. (ii) A substitutional O defect on a C site. (iii) An octahedral interstitial O defect in a vacancy C site. (iv) An interstitial O defect in a tetrahedral interstitial site

| Phase                        | ZrC | ZrC$_{C_6}$ | ZrC$_{C_4}$ | ZrC$_{C_2}$ | ZrC$_C$
|---                           |-----|-------------|-------------|-------------|-----
| Pristine                     |     |             |             |             |     |
| # Zr atoms                   | 32  | 42          | 32          | 36          | 32  |
| # C atoms                    | 32  | 36          | 24          | 24          | 16  |
| # Va sites                   | 0   | 6           | 8           | 12          | 16  |
| Formation energy (eV per atom) | -0.917 | -0.908 | -0.865 | -0.818 | -0.684 |
| Volume/cation site (Å$^3$)   | 25.056 | 25.161 | 25.130 | 25.043 | 24.916 |
| **Defect (i)**               |     |             |             |             |     |
| zirconium substitution       |     |             |             |             |     |
| O site fraction              | 0.0323 | 0.0244 | 0.0323 | 0.0286 | 0.0323 |
| Formation energy (eV per atom) | -0.744 | -0.789 | -0.733 | -0.709 | -0.577 |
| O defect formation energy (eV) | 11.045 | 9.290 | 7.362 | 6.345 | 5.154 |
| Volume/cation site (Å$^3$)   | 25.032 | 25.159 | 25.092 | 25.061 | 24.812 |
| **Defect (ii)**              |     |             |             |             |     |
| carbon substitution          |     |             |             |             |     |
| O site fraction              | 0.0313 | 0.0238 | 0.0313 | 0.0278 | 0.0313 |
| Formation energy (eV per atom) | -1.006 | -0.977 | -0.956 | -0.903 | -0.779 |
| O defect formation energy (eV) | -5.747 | -5.417 | -5.112 | -5.127 | -4.576 |
| Volume/cation site (Å$^3$)   | 25.008 | 25.095 | 25.041 | 24.942 | 24.826 |
| **Defect (iii)**             |     |             |             |             |     |
| vacancy (octahedral) interstitial |     |             |             |             |     |
| O site fraction              | —   | 0.0238 | 0.0313 | 0.0278 | 0.0313 |
| Formation energy (eV per atom) | —   | -0.982 | -0.972 | -0.922 | -0.819 |
| O defect formation energy (eV) | —   | -6.742 | -6.993 | -7.153 | -7.314 |
| Volume/cation site (Å$^3$)   | —   | 25.091 | 25.040 | 24.978 | 24.820 |
| **Defect (iv)**              |     |             |             |             |     |
| tetrahedral interstitial     |     |             |             |             |     |
| O site fraction              | 0.0313 | 0.0238 | 0.0313 | 0.0278 | 0.0313 |
| Formation energy (eV per atom) | -0.905 | -0.907 | -0.868 | -0.818 | -0.683 |
| O defect formation energy (eV) | -0.142 | -0.816 | -1.039 | -0.807 | -0.623 |
| Volume/cation site (Å$^3$)   | 25.333 | 25.415 | 25.492 | 25.367 | 25.321 |

Fig. 2 Charge density distribution of the (100) plane of (a) pristine ZrC, (b) ZrC where one carbon atom per 2 x 2 x 2 supercell is substituted for oxygen (3.125% of C sites, defect type (ii)), (c) the difference between the pristine and defective structures. In (c) the lines separate positive and negative regions. ELF of the (100) plane of (d) pristine ZrC, (e) ZrC with O defect as in (b), and (f) along line profiles marked in (d) and (e).
This page contains a scientific text discussing the bonding in ZrC with and without oxygen substitution. The author notes that the Zr-Zr bond and second nearest neighbour (2nn) C-C bonds also provide smaller but finite bonding contributions. The bonding strength of other bond types, and those at further distances, are all negligibly small.

When carbon atoms are substituted with oxygen atoms, the average IpCOHP value of the dominant C-Zr, Zr-Zr, and C-C bonds becomes more negative, that is, the bonding is strengthened by the oxygen substitution. The corresponding bond lengths are also seen to shorten. This corresponds to the decreased formation energy and volume in the defective structure compared to the pristine. From the values in Table 3 it can be seen that this effect increases with increasing oxygen site substitution.

Fig. 3  Total and local electronic density of states (DOS) ((a), (c) and (e)) and total and local partial DOS ((b), (d) and (f)) of pristine ZrC ((a) and (b) respectively), ZrC with oxygen substitution on 3.125% of the carbon sites ((c) and (d) respectively), and ZrC with oxygen substitution on 12.5% of the carbon sites ((e) and (f) respectively).

Fig. 4  (a) –COHP averaged over all pair bonds within 7 Å for a $2 \times 2 \times 2$ ZrC supercell and a 2 $\times$ 2 $\times$ 2 ZrC supercell with a single oxygen atom substituting a carbon atom. (b) –pCOHP for single representative 1nn X–Zr (X = C, O) pair bonds in a 2 $\times$ 2 $\times$ 2 ZrC supercell and in a 2 $\times$ 2 $\times$ 2 ZrC supercell with a single oxygen atom substituting a carbon atom.
The 1nn O–Zr bonds are weaker than the 1nn C–Zr bonds, but the individual C–Zr bonds close to the oxygen defect are locally strengthened, increasing the average value over the whole structure. This is consistent with experimental observations from Barnier and Thévenot\textsuperscript{28} who suggest that the insertion of oxygen atoms in the octahedral sites increases the metal–non-metal bond strength.

Fig. 5(a) shows the formation energy of ZrC with varying amounts of oxygen substituting carbon on up to 25% of the carbon sites based on the supercell approach (one O in an 8-atom unit cell to one O atom in a 4 × 4 × 2 256-atom supercell). In Fig. 5, and all figures showing calculations of varying oxygen contents, each colour is used to consistently represent a certain oxygen site fraction. While the Zr–C–O phase diagram from Réjasse \textit{et al.}\textsuperscript{30} predicts the solubility limit of oxygen in zirconium carbides to be \(\sim 10\) at\% (\(\sim 21\%\) site fraction O in ZrC) at high temperature, the stability of the metastable zirconium oxyxcarbide is considered at higher oxygen concentrations. As more oxygen is introduced, the structure continues to become more stable. The oxygen defect formation energy for \(\sim 1\%\) site fraction O in ZrC is \(-5.802\) eV and becomes less negative with increasing oxygen concentration (\(-5.155\) eV at 25\% site fraction O). The numerical data for each composition considered is given as ESI.\textsuperscript{†}

The increasing stability with increasing oxygen concentration can be understood by considering the changes in local bonding when the oxygen concentration is changed. Fig. 6 shows the average IpCOHP values for bonds in ZrC with different concentrations of substitutional oxygen defects. The strength of all the dominant 1nn X–Zr (X = C, O, Zr) bonds (Figs. 6(a), (b), (d)) increases as the concentration of oxygen increases, correspondingly stabilising the structure.

The 0 K lattice parameter for ZrC calculated in this work \(4.645\) Å is consistent with other first-principles calculations using the LDA.\textsuperscript{19,42,63,64} DFT calculations within the LDA typically underestimate the lattice parameter,\textsuperscript{65} so each calculated volume may not represent the true expected value. However, relative values should be correctly described, so can give insight into the variation of the structure size with vacancy and oxygen content. As several of the ordered phases have non-cubic unit

| Bond length (Å) | IpCOHP (eV per bond) | Bond length (Å) | IpCOHP (eV per bond) | Bond length (Å) | IpCOHP (eV per bond) |
|-----------------|----------------------|-----------------|----------------------|-----------------|----------------------|
| C–Zr 1nn        | 2.323                | –3.525          | 2.320                | –3.580          | 2.313                | –3.598          |
| 2nn             | 4.023                | –0.040          | 4.020                | –0.037          | 4.010                | –0.039          |
| Zr–Zr 1nn       | 3.285                | –0.689          | 3.282                | –0.703          | 3.274                | –0.741          |
| 2nn             | 4.645                | –0.003          | 4.642                | 0.001           | 4.629                | 0.000           |
| C–C 1nn         | 3.285                | –0.005          | 3.283                | –0.006          | 3.279                | –0.005          |
| 2nn             | 4.654                | –0.150          | 4.642                | –0.154          | 4.628                | –0.166          |
| O–Zr 1nn        | 2.355                | –2.301          | 4.022                | –0.009          | 4.011                | –0.008          |
| 2nn             | 3.267                | 0.002           | 3.261                | 0.002           | 3.261                | 0.002           |
| C–O 1nn         | 4.642                | –0.160          | 4.639                | –0.157          |                     |                |

Fig. 5 (a) Ground state formation energy and (b) volume of ZrC containing varying oxygen concentration (O substituting the C atoms, zero vacancy site fraction). The solid lines are the fitted functions of the type shown in eqn (1) and (3), where the coefficients are given in Tables 4 and 6 respectively. Each colour is used to consistently represent a certain oxygen site fraction.
cells from the different symmetry of the vacancy-ordered superstructural phases, the lattice parameter cannot be used as a consistent measurement across the ordered phases. Instead, the volume per cation (Zr atom) is used to compare the cell size for each structure. The volume of ZrC as a function of oxygen concentration is shown in Fig. 5(b), where the volume decreases as oxygen concentration increases. It can be seen in Table 2 that the volume of the supercell decreases when oxygen atoms are introduced on the octahedral interstitial lattice (by substituting carbon or by entering a vacant site), and increases when oxygen atoms are introduced on the tetrahedral interstitial sites. In the case of ZrC where 12.5% of the carbon atoms are substituted with oxygen atoms, there is a reduction in the volume per Zr atom from $25.056 \text{Å}^3$ to $24.819 \text{Å}^3$ (equivalent to a change in lattice parameter from $4.654 \text{Å}$ to $4.626 \text{Å}$). As bond length is generally inversely proportional to bond strength, the bonds are correspondingly shortened when oxygen is present (as can be seen from bond lengths in Table 3), reducing the volume.

3.3 Stability of ordered phases

The formation energies of the sub-stoichiometric vacancy-ordered phases at various oxygen concentrations are shown in Fig. 7(a), where oxygen atoms enter carbon vacancy sites (defect type (iii)). In Fig. 7, each colour is used to consistently represent a certain oxygen site fraction. In all structures, the site fractions of carbon, vacancies, and oxygen ($y_C$, $y_{Va}$, and $y_O$ respectively) must sum to unity, $y_C + y_{Va} + y_O = 1$. For all coloured points in Fig. 7, the carbon site fraction is fixed according to the pure structure, and therefore $y_{Va} + y_O$ is also constant. Therefore, as the vacancy site fraction of each ordered phase decreases, the oxygen site fraction must correspondingly increase, as represented by the changing colour. Points that are not coloured represent mixed defect types (filled oxygen sites and carbon substitution) or the Zr$_3$C phase when fully saturated with oxygen, which shows significantly different bonding characteristics. The oxygen defect formation energy per defect for each ordered structure is shown in Fig. 7(b). The oxygen defect formation energy becomes more negative with increasing substoichiometry of ordered zirconium carbide phase, and less negative with increasing oxygen concentration. The oxygen defect formation energies of the mixed defect structures (including carbon substitution) are significantly higher than the type (iii) defects, which is consistent with the values in Table 2.

For each ordered phase, the formation energy of the defective structure has a convex variation with the O site fraction. For each phase an expression for the formation energy can be written as

$$E_{\text{form}} = E_{\text{pure form}} + Ay_O + By_O^2 \text{eV per atom} \quad (1)$$

where $y_O$ is the O site fraction on the octahedral sublattice, $E_{\text{pure form}}$ is the formation energy of the pure (without oxygen defects) structure with respect to the pure elements, and $A$ and $B$ are the linear and quadratic coefficients of the curve respectively. For each ordered phase, the carbon site fraction $y_C$ is fixed, and the oxygen and vacancy site fractions sum to $(1 - y_C)$, that is, when the oxygen site fraction increases, the vacancy site fraction decreases. The least-squares fitted coefficients for each phase, given in Table 4, were obtained from the calculated energies with oxygen site fraction up to 25% or full vacancy occupancy if lower than 25%, except in the Zr$_3$C$_2$ phase, where the 33.3% point was also included due to limited possible concentrations based on the size of the unit cell. Points that are excluded from the fitting are not coloured in Fig. 7. Every calculated point is reproduced by the fitted functions within 0.5%. For every phase, the stability with respect to the pure elements increases as O site fraction increases. The coefficients $A$ (describing the linear variation of the formation energy with oxygen site fraction) were found to decrease linearly as the...
vacancy site fraction increases, and the coefficients $B$ (describing quadratic variation of the energy with oxygen site fraction) were found to vary quadratically as a function of vacancy site fraction. The relative stabilisation per oxygen concentration increases as vacancy concentration increases, as does the convexity of the oxygen site fraction–energy curve.

3.4 Stability of the disordered phase

Fig. 8 shows the formation energy of the disordered solid solution phase (based on SQS) as a function of vacancy site fraction, where the oxygen site fraction is fixed at 0%, 3.125%, 6.25%, 12.5%, or 25% of the octahedral interstitial sites. As such, along each line, $y_C + y_{Va}$ is constant. The formation energy at a given carbon site fraction decreases with increasing oxygen site fraction as in the ordered phases. The calculated formation energies for the disordered phase are fitted to a function of oxygen and vacancy site fraction to obtain the formation energy at any composition. Assuming the disordered phase follows the same trends as the ordered phase, the quadratic variation of the formation energy with vacancy site fraction may be combined with the quadratic variation with oxygen site fraction, to fit the data to a function of the form

$$E_{\text{form}} = (E_{\text{pure}}(ZrC) + ay_{Va} + by_{Va}^2) + y_O(c + dy_{Va}) + y_O^2(e + fy_{Va} + gy_{Va}^2)$$

where $y_{Va}$ is the vacancy site fraction, and $a$–$g$ are fitting coefficients. For the disordered phase, the carbon, oxygen, and vacancy site fractions sum to 1, so formation energy as a function of $y_O$ and $y_{Va}$ spans the whole $y_C$, $y_O$, and $y_{Va}$ composition space. The fitted function for the formation energy is

$$E_{\text{form}} = (0.920 + 0.173y_{Va} + 0.957y_{Va}^2) + y_O(-2.840 - 0.784y_{Va}) + y_O^2(0.904 + 1.619y_{Va} - 7.434y_{Va}^2) \text{ eV per atom}$$

(2)

This function reproduces all calculated data for the disordered phase within 1%.

3.5 Destabilisation of the ordered phases

The energy difference between the stable ordered phases and the metastable disordered phase at the same composition (which may be called the ordering energy) decreases as the oxygen concentration increases. The order–disorder transition point may be determined for each phase from the function

![Fig. 7](image-url) (a) Ground state formation energies, and (b) oxygen defect formation energy of sub-stoichiometric ordered phases with varying oxygen defect concentration. Lines are fitted functions from eqn (1) shown in their range of fitting. Each colour is used to consistently represent a certain oxygen site fraction.

![Fig. 8](image-url) Calculated formation energy (with respect to pure elements) of the SQS representing the disordered solid solution phase with varying oxygen and vacancy concentrations. Lines are fitted functions from eqn (2).

| Phase | Fitted pristine formation energy (eV per atom) | $A$ (eV per atom) | $B$ (eV per atom) |
|-------|-----------------------------------------------|-------------------|-------------------|
| ZrC   | $-0.917$                                      | $-2.803$          | 0.919             |
| Zr$_7$C$_6$ | $-0.908$                               | $-3.147$          | 2.011             |
| Zr$_4$C$_3$ | $-0.864$                               | $-3.574$          | 2.596             |
| Zr$_3$C$_2$ | $-0.818$                               | $-3.807$          | 2.615             |
| Zr$_2$C | $-0.684$                                      | $-4.408$          | 3.064             |

Table 4 Coefficients of the expression from eqn (1) of formation energy (with respect to pure elements) as a function of O site fraction
describing the formation energy of the disordered phase in eqn (2) and the formation energy functions for the ordered phases given in Table 4. The formation energy of the ordered and disordered phases are visualised together in Fig. 9(a), and the ordering energy is visualised in Fig. 9(b). The extrapolated oxygen concentration at disordering for each phase is given in Table 5.

The ordering energy at a given oxygen concentration increases with the increasing sub-stoichiometry of the ordered phases, that is, the Zr$_2$C phase has the largest ordering energy, and the Zr$_7$C$_6$ phase the lowest. However, as the oxygen defect formation energy for carbon substitution is much less negative than for interstitial oxygen defects in the vacancy sites, the extrapolated trend is not valid beyond full occupancy of the vacancy sites or the range over which it is fitted (solid lines). The extrapolated parts (dashed lines) represent the value if the trend continued without change, which can be seen to underestimate the ordering energy of the mixed defect type points (unfilled points), while also appearing to decrease more steeply than an extrapolation by eye of the fitted points. The fitted functions are only valid within the range that they are fitted (up to full occupancy of vacancies), and extrapolations beyond that range are not accurate and should be used with caution. It is clear from the unfilled points that at 0 K, the ordered phases are not destabilised by larger amounts of oxygen as the extrapolated lines suggest. Therefore, the disordering concentrations given in Table 5 may be considered a lower boundary for possible destabilisation from oxygen contamination, in order to provide a quantitative recommended value for limiting oxygen contamination during experimental synthesis, but the real oxygen concentration required for possible destabilisation at 0 K is not predicted well by this analysis.

Long-range ordering of vacancies in oxygen-free zirconium carbides is driven by a short-range preference for certain vacancy clusters that are more stable than isolated vacancies. As oxygen is introduced into the vacant sites, the vacancy clusters are disrupted, reducing the favourable vacancy–vacancy interactions that stabilise the structure compared to a random arrangement of vacancies. As such, the ordering energy decreases.

The decrease in the ordering energy with increasing oxygen concentration can be further understood by considering the local bonding. Fig. 10 shows the average IpCOHP for the 1nn and 2nn bonds in the vacancy-ordered structures with ~3.1% site fraction O, and vacancy-disordered structures with 3.125% site fraction O. The average bond strengths for the 1nn C–Zr and Zr–Zr bonds, which dominate the bonding in zirconium carbides, are very similar for the ordered and disordered structures, although the range of values is larger in the disordered phases as seen in the same phases without oxygen defects. In the zirconium oxycarbides the 1nn O–Zr bonds also contribute significantly to the stability of the structure, and increase in strength with vacancy site fraction for both the ordered and disordered phases. However, the O–Zr bonds are stronger on average in the disordered phase compared to the ordered phases at the same composition, hence the ordering energy is reduced with increasing oxygen content.

For the Zr$_4$C$_3$, Zr$_5$C$_2$, and Zr$_7$C phases, the destabilising oxygen concentration is beyond the maximum oxygen solubility predicted by the C–O–Zr phase diagram from Réjasse et al. Therefore at 0 K these vacancy-ordered zirconium carbide phases cannot be fully destabilised by the addition of oxygen. Due to the challenging nature of the fabrication process of Zr$_{10}$ samples fabricated from commercial powders may typically have up to 11 at% O as an impurity (equivalent to 18.5% site fraction O in Zr$_2$C or 22.0% site fraction O in Zr$_7$C). This level of oxygen contamination significantly reduces the ordering energy for all phases and may prevent the fabrication of vacancy-ordered phases in the experimental samples, which could explain why they are rarely experimentally observed. However, these ground state (0 K) first-principles calculations may not indicate the precise oxygen impurity threshold for ordered phase stability at finite temperature. As the energy difference between the ordered and disordered phases is expected to decrease with increasing temperature due to the configurational entropy contribution to the Gibbs energy of the disordered phase, it is likely that the threshold oxygen concentration for stabilisation of the ordered phases is lower at finite temperature.

Table 5 Lower bound oxygen concentration at which the ordered phase may be destabilised with respect to the disordered solution phase

| Phase  | Site fraction O | Atomic fraction O |
|--------|----------------|-------------------|
| Zr$_2$C$_6$ | 0.230         | 0.115            |
| Zr$_2$C$_3$ | 0.320         | 0.160            |
| Zr$_2$C$_2$ | 0.425         | 0.213            |
| Zr$_2$C     | 0.514         | 0.257            |

Fig. 9 (a) The formation energy of the calculated ordered and disordered phases. Points are calculated data, solid lines are the fitted functions for the ordered phases (fixed carbon site fraction), and broken lines are the fitted function for the disordered phase (fixed oxygen site fraction). Each colour is used to represent a certain oxygen site fraction, consistent with other figures. Calculated data at 0%, ~3.125%, ~6.25%, ~12.5%, and ~25% site fraction oxygen are marked with large circles, triangles, diamonds, squares, and crosses respectively, where the data for the disordered phase does not have outlines. The energy of the ordered and disordered phase at the same oxygen concentration may be compared via points and lines of the same shape or colour. (b) The ordering energy, which is the difference between the formation energy of the disordered and ordered phases at each composition, as a function of oxygen defect concentration. Lines are from the fitted functions from Table 4 and eqn (2), and the points are calculated data.
In the Zr₄C₂, Zr₆C₃, and Zr₁₀C₆ phases, any amount of oxygen reduces the ordering energy. However, in the Zr₂C phase, the ordering energy increases slightly when the oxygen concentration is below 3.125% site fraction O (~2 at% fraction O). Therefore, the presence of small amounts of oxygen is not as detrimental to the fabrication of the ordered Zr₂C phase as it may be to the other ordered phases. Additionally, Zr₂C can tolerate more oxygen than other ordered phases due to its larger ordering energy at a given oxygen concentration. This is consistent with the Zr₂C phase being the most-often experimentally synthesised ordered zirconium carbide, being reported twice as often⁴,⁶,⁸,¹¹–¹³ as all other ordered structures combined.⁴,⁷,⁸,¹⁰

### 3.6 Variation of volume with oxygen and vacancy content

The calculated volume as a function of oxygen concentration is shown for ZrC in Fig. 5(b) (where oxygen defects are C substitutional type (ii)), and for the sub-stoichiometric ordered structures in Fig. 11(a) (where oxygen atoms enter the vacancy sites, type (iii)), and for the sub-stoichiometric disordered phase in Fig. 11(b) (where oxygen atoms enter the vacancy sites, type (iii)). For the phases shown in Fig. 11(a), all oxygen atoms enter vacancy sites, therefore y_C is fixed and y_Va + y_O is constant along each line, and a decreasing vacancy site fraction corresponds to an increasing oxygen site fraction. In Fig. 11(b), y_Va is fixed, therefore y_C + y_Va is constant along each line. For all zirconium carbide phases, the volume per cation (Zr atom) at a certain carbon site fraction decreases with increasing oxygen site fraction.

Bond strength is broadly inversely proportional to bond length, that is, stronger bonds of each type tend to be shorter. As the insertion of oxygen into the lattice increases the average strength of all dominant bond types, as seen in Fig. 6, we also find that the average bond lengths of each type decrease, resulting in decreasing volume. As the C–Zr bonds are strongest close to the oxygen defect, they are correspondingly shortened, however, the 1nn O–Zr bonds are longer than the average 1nn C–Zr bond (see Table 3). The shortening of the 1nn C–Zr bonds close to the oxygen defect allows local distortion of the lattice to accommodate the longer O–Zr bonds, while maintaining the structure far from the defect.

The decrease in cell volume is consistent with the experimental observations reported by Barnier and Thévenot,³⁸ Gen dre et al.,¹³ and Réjasse et al.,³³ and a collection of data reported by Mitrokhin et al.⁶⁶ Most experimental investigations of fully oxygen saturated ZrCₓ show an almost linear decrease in volume with increasing oxygen content, but these calculations (Fig. 5(b)) reveal it to be slightly concave at 0 K, although not to a degree that might be visible amongst experimental scatter. However, Réjasse et al. observe a convex parabolic curve for the lattice parameter (and corresponding volume).³³ The non-linearity of the high temperature measurements from Réjasse et al. may be a result of varying thermal expansion at each composition due to the change in the ionic-covalent character of the chemical bonds. This is consistent with the finding above that the O–Zr bond is more ionic than the C–Zr bond. The thermal vibrational contribution to the lattice parameter (thermal expansion) could vary as a result of the different bond characteristics of the O–Zr and C–Zr bonds.

Fig. 11(b) shows the change in volume with oxygen concentration for the disordered phase based on SQS. Mitrokhin et al.⁶⁶ reviewed lattice parameters of various zirconium oxy- and nitro-carbides in the literature and fitted an empirical function for the lattice parameter as a function of carbon and oxygen content,

\[
a_{\text{ZrC}_{x}(O,N)} = 4.5621 - 0.2080x^2 + 0.3418x - 0.80y(1 - x) \ \text{Å}
\]

where \(x\) is the atomic ratio C/Zr and \(y\) is the atomic ratio (O + N)/Zr.

The calculated volume of the disordered zirconium oxy-carbide phase was compared with the experimental data in the literature⁴⁹–⁵⁰ and the empirical relation from Mitrokhin et al.⁶⁶ by converting the calculated volume into an equivalent cubic lattice parameter and normalising by the room temperature...
lattice parameter of stoichiometric ZrC. The calculated data is shown alongside the values determined by Mitrokhin et al.\textsuperscript{66} in Fig. 12. While it is evident that this formula does not reproduce the 0 K calculated data, there is a general agreement between the trends found in the calculated data and the high temperature empirical relation from Mitrokhin et al., that is, the general form as a function of carbon site fraction, and the decreasing site fraction as a function of increasing oxygen concentration. Differences arise from varying thermal expansion at different compositions and the imperfect nature of experimental samples. The empirical relation provided by Mitrokhin et al. also possibly includes defects outside the octahedral interstitial sites (e.g., tetrahedral interstitials and zirconium substitution), although based on Table 2 it can be expected that most of the stoichiometry variation is accounted for by mixing of carbon, oxygen, and vacancies on the octahedral interstitial sites, which is described by the SQS calculations. The differences arising from thermal expansion may be understood by considering the bonding character at varying carbon, vacancy, and oxygen concentrations.

Local bonding analysis reveals that the dominant C–Zr bonding is weakened when more vacancies are present.\textsuperscript{19} Furthermore, when more vacancies are present, there are fewer C–Zr bonds. As such, the lattice is free to expand more at finite temperatures, as seen in the increasing coefficient of thermal expansion with vacancy concentration in zirconium carbides without the presence of oxygen.\textsuperscript{15,87,88} As the calculated data are normalised considering the finite temperature lattice parameter of ZrC, this variation in the coefficient of thermal expansion accounts for the underprediction of the lattice parameter at high vacancy concentration compared to the fitted function from Mitrokhin et al.\textsuperscript{66} As the introduction of oxygen into vacant sites introduces more Zr–X (X = C, O) bonds into the structure, it can be expected that the coefficient of thermal expansion will also decrease with increasing oxygen concentration. Therefore, the normalisation to the room temperature lattice parameter of ZrC, which is expected to have a larger thermal expansion, results in an overprediction of the lattice parameter compared to the empirical function at high oxygen concentration.

Fig. 11(c) shows the volume of the ordered and disordered phases for comparison at 0% and ~3% oxygen site fraction. At low oxygen concentration, the vacancy-ordered phases have a larger volume per Zr atom (and therefore equivalent lattice parameter) than the disordered phase at the same composition, which is consistent with experimental measurements of the lattice parameter of the Zr2C phase.\textsuperscript{11,89}

The variation of the volume with oxygen and vacancy content is fitted to functions of the same form as the formation energy,

\[
V = V^\text{pure} + Cy_O + Dy_O^2
\]  

for the ordered phases, where \(V^\text{pure}\) is the volume of the undoped phase, and \(C\) and \(D\) are the linear and quadratic fitting coefficients, and

\[
V = (V^\text{pure}(\text{ZrC}) + ay_{Va} + by_{Va}^2) + y_O(c + dy_{Va}) + y_O^2(e + fy_{Va} + gy_{Va}^2)
\]  

for the disordered phase, where \(a\)–\(g\) are fitting coefficients. The coefficients of eqn (3) for each of the vacancy-ordered phases are
given in Table 6. The 0 K volume of the vacancy-disordered phase was fitted to the function

$$V = (25.060 + 0.934y_{\text{Va}} - 3.743y_{\text{Va}}^2) + y_{\text{O}}(-1.590 - 5.123y_{\text{Va}}) + y_{\text{O}}^2(-0.015 - 15.267y_{\text{Va}} + 50.547y_{\text{Va}}^2) \text{ Å}^3 \text{ per Zr atom}$$

(5)

where the calculated data is reproduced within 0.15%.

As the oxygen site fraction increases, the volume of the ordered phases decreases at a greater rate than the disordered phase at the same composition, converging at ~15% site fraction. O. Davey et al. showed that the pure ordered phases have a larger volume than the disordered phase at the same composition because the long-range ordering of vacancies maximises the volume. However, as oxygen atoms enter the vacant sites, the ordering of vacancy clusters is disrupted, and there is a corresponding volume decrease. As more of the vacancy clusters that maximise the volume are filled with oxygen atoms, the bonding distribution becomes closer to that of the disordered phase, resulting in a convergence in volume.

4. Conclusions

In this study, first-principles calculations of the ground state (0 K) energy of vacancy-ordered and vacancy-disordered ZrC_2 phases were performed with varying quantities of oxygen impurities. The most stable crystallographic position of oxygen defects was determined by considering the stability of several kinds of oxygen defects: Zr substitutional, C substitutional, octahedral interstitial (in a C vacancy site), and tetrahedral interstitial. In all cases, the most stable O defect configuration was in the octahedral interstitial lattice, which is consistent with experimental observations. If carbon vacancies are present, the oxygen atom is most stable in a vacant site, otherwise C substitution is preferred. For all phases, the formation energy of a structure with an oxygen defect in an octahedral site is lower than the pure structure, and the oxygen defect formation energy is negative, which is consistent with the ready reaction of zirconium carbides with oxygen and gives insight into the synthesis challenge of fully removing oxygen impurities via experimental processing such as carbothermal or methano-thermal reduction.

The formation energy of each ordered phase with varying oxygen concentration was evaluated using the supercell method, and it was found that the energy of each structure decreased quadratically as oxygen site fraction increased, which was attributed to the increasing average strength of all significant bond types when oxygen defects are present. The stabilisation from dissolved oxygen increases with sub-stoichiometry, as the O-Zr bonding is stronger when more vacancies are present.

The disordered phase was modelled by constructing SQS that approximate the disordered phase at varying vacancy and oxygen fractions on the octahedral interstitial sites. The formation energy of the disordered phase was also found to decrease quadratically with increasing oxygen content. The average strength of the O-Zr bonds is greater in the disordered phase than in the ordered phases, which consequently decreases the ordering energy with increasing oxygen concentration.

When no oxygen impurities are present, the vacancy-ordered phases are more stable than the vacancy-disordered phase at 0 K. The relative stability of the ordered phases compared to the disordered phase decreases as the dissolved oxygen contamination increases, and within the expected maximum oxygen solubility of oxygen, there may be an order–disorder transition where the disordered phase becomes more stable than the Zr,C_6 vacancy-ordered phase. The other ordered phases (Zr,C_3, Zr,C_3, and Zr,C) also have reduced stability compared to the disordered phase at common experimental oxygen contamination levels. At elevated temperatures it is expected that the relative stability of the ordered phases will also decrease, possibly leading to destabilisation of some of the ordered phases within levels of oxygen contamination found experimentally. This is consistent with the infrequent observations of the vacancy-ordered phases despite their theoretical prediction, in particular the never-experimentally-solved Zr,C_6, Zr,C_3, and Zr,C phases which have lower ordering energies than the experimentally observed Zr,C phase.

The volume per cation (Zr atom) of the vacancy-ordered and disordered phases was calculated and found to decrease as a function of oxygen site fraction. This is attributed to the more ionic nature of the O-Zr bond compared to the C-Zr bond, and the increase in the average strength of all significant bond types when oxygen is present in the lattice. At low oxygen concentration, the vacancy-ordered phases have larger volume than the disordered solid solution phase at the same composition. However, as the concentration of oxygen increases, the volume difference at a given composition decreases. There are no systematic experimental investigations of the structural properties of zirconium carbides with varying oxygen and vacancy concentrations at low temperatures, so the calculated data was compared with finite temperature experimental data. The structural properties at 0 K are consistent with experimental observations when accounting for the expected thermal expansion as a function of vacancy and oxygen concentration. The effect of finite temperatures on the vacancy ordering in zirconium carbide will be discussed in future work (under preparation).
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