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Abstract. This paper is concerned with an optimization problem governed by the Kantorovich optimal transportation problem. This gives rise to a bilevel optimization problem, which can be reformulated as a mathematical problem with complementarity constraints in the space of regular Borel measures. Because of the non-smoothness induced by the complementarity relations, problems of this type are frequently regularized. Here we apply a quadratic regularization of the Kantorovich problem. As the title indicates, this is the first part in a series of three papers. It addresses the existence of optimal solutions to the bilevel Kantorovich problem and its quadratic regularization, whereas part II and III are dedicated to the convergence analysis for vanishing regularization.

1. Introduction

This paper is concerned with a bilevel optimization problem with the Kantorovich problem of optimal transport as the lower-level problem. The problem under consideration takes the following form:

\[
\begin{align*}
\inf_{\pi, \mu_1} & \mathcal{J}(\pi, \mu_1) \\
\text{s.t.} & \quad \mu_1 \in \mathcal{M}(\Omega_1), \quad \mu_1 \geq 0, \quad \|\mu_1\|_{\mathcal{M}(\Omega_1)} = \|\mu_2^d\|_{\mathcal{M}(\Omega_2)}, \\
& \quad \pi \in \arg\min \left\{ \int_{\Omega_1} c_d \, d\varphi : \varphi \in \Pi(\mu_1, \mu_2^d), \varphi \geq 0 \right\}.
\end{align*}
\]

Herein, \( c_d \) is a given cost function measuring the transportation cost and \( \mu_2^d \) a given marginal on a domain \( \Omega_2 \). The set \( \Pi(\mu_1, \mu_2^d) \) denotes the set of feasible transport plans, i.e., regular Borel measures that have \( \mu_1 \) and \( \mu_2^d \) as first and second marginal, see (1.1) below. The lower level problem thus aims at minimizing the transportation cost among all feasible transport plans associated with \( \mu_1 \) and \( \mu_2^d \). It is Kantorovich’s well-known generalization of the famous Monge problem, cf. [15]. We refer to [25, 26, 22] for more details on the Kantorovich problem and its application background. The bilevel optimization problem now consists of varying the first marginal \( \mu_1 \) such that this marginal, together with an associated optimal transport plan, minimizes a given objective \( \mathcal{J} \). The additional constraints on \( \mu_1 \) in (BK) ensure that there is at least one optimal transport plan associated with \( \mu_1 \).
so that the feasible set of (BK) is non-empty. One possible application for such a bilevel problem could be, for instance, the identification of the first marginal based on measurements \( \pi^d \) of the transport plan on a part \( D \) of the domain \( \Omega_1 \times \Omega_2 \). In this case, the upper level objective would be of the form \( J(\pi, \mu_1) = d(\pi, \pi^d) \) (plus potential regularization terms accounting for errors in the measurement), where \( d \) denotes a suitable distance such as \( |\pi - \pi^d|_D \) or \( \|\pi - \pi^d\|_{W^{-1,p}(D)} \) for some \( p > \dim(D) \).

From a bilevel optimization point of view, the Kantorovich problem is challenging. First, for a given cost \( c_d \) and marginals \( \mu_1 \) and \( \mu_2 \), the optimal transport plan needs not to be unique (unless the cost function is strictly convex and at least one of the marginals is absolutely continuous w.r.t. the Lebesgue measure, see [22, Theorem 1.17]). Thus, in general, there is no single-valued solution mapping \( \mu_1 \mapsto \pi \) associated with the lower level problem in (BK). This prevents us from using the so-called implicit programming approach, where the lower level problem is replaced by its solution operator and the (potentially limited) differentiability properties of the latter are used to derive optimality conditions and optimization algorithms for the bilevel problem, cf. e.g. [21, 4]. Alternatively, one could replace the convex lower-level problem by its necessary and sufficient first-order optimality conditions. These, however, contain a complementarity system in the space of regular Borel measures, which turns the bilevel problem into a mathematical program with complementarity constraints (MPCC) in \( \mathcal{M}(\Omega_1 \times \Omega_2) \).

A common strategy to treat MPCCs is to regularize the complementarity constraints and the lower level problem. We only refer to [19, 23, 14, 16] in the finite dimensional setting and to [3, 13, 10, 24, 27] for problems in function spaces. These approaches are of theoretical as well as numerical interest. While a limit analysis for vanishing regularization parameters yields stationarity conditions for the original problem, the regularized problems can often be treated with standard algorithms that, together with a path-following procedure for the regularization parameter, can provide an efficient method for solving an MPCC. Here, we follow a similar approach and employ a quadratic regularization of the Kantorovich problem, which was proposed and analyzed in [18]. This regularization has several advantages. First, the regularized Kantorovich problem is strictly convex and thus uniquely solvable, which is in particular attractive from the viewpoint of bilevel optimization as it allows the implicit programming approach to be applied. Moreover, the regularity of the optimal transport plans is improved in a way that we are faced with an MPCC in \( L^2(\Omega_1 \times \Omega_2) \) instead of an MPCC in the space of regular Borel measures. Finally, as shown in [18], the quadratic regularization preserves essential features of the original Kantorovich problem such as the sparsity of the optimal transport plan as well as a dual problem that provides a substantial reduction of the dimension. As a price for these desirable properties, the regularized problems still contain a complementarity relation and are therefore not smooth, in contrast to common MPCC regularization approaches. However, due to their particular structure involving a complementarity system in \( L^2(\Omega_1 \times \Omega_2) \), we expect that nonsmooth optimization algorithms for MPCCs in function space are applicable, see e.g. [9, 5].

This work is the first part in a series of three papers. While the other two contributions address the question of convergence of solutions of the regularized bilevel problems for vanishing regularization parameter, this paper is concerned with the
existence of solutions. For the bilevel Kantorovich problem (BK) itself, existence of globally optimal solutions is rather straightforward to show, based on known (weak) stability results for the Kantorovich problem. The situation changes, if one turns to its regularized counterpart. As we will see by means of a counterexample, the solution operator associated with the regularized Kantorovich problem is not weakly continuous. Nevertheless, one can show its strong continuity, which allows us to prove the existence of solution for the regularized bilevel problems.

The paper is organized as follows: After introducing some basic notation and assumptions in the rest of this introduction, we collect some known results on the Kantorovich problem and its quadratic regularization in Section 2. We then turn to the existence of globally optimal solutions for (BK) in Section 3. The main part of the paper is contained in Section 4, where we first verify that the regularized solution operator is locally Hölder continuous and, based on that, show the existence of optimal solutions for the regularized bilevel problems.

1.1. Notation and Standing Assumptions.

Domains. For \( d_1, d_2 \in \mathbb{N}, \) let \( \Omega_1 \subset \mathbb{R}^{d_1} \) and \( \Omega_2 \subset \mathbb{R}^{d_2} \) be compact and connected sets with non-empty interior. We moreover suppose that their Cartesian product \( \Omega := \Omega_1 \times \Omega_2 \) coincides with the closure of its interior and has a Lipschitz boundary in the sense of [8, Def. 1.2.2.1]. By \( \mathcal{B}(\Omega) \), we denote the respective Borel \( \sigma \)-algebra on \( \Omega \) and by \( \lambda \) the Lebesgue measure on \( \mathcal{B}(\Omega) \). For \( \Omega_1 \) and \( \Omega_2 \), \( \mathcal{B}(\Omega_i) \) and \( \lambda_i, i = 1, 2 \), are defined analogously so that \( \lambda = \lambda_1 \otimes \lambda_2 \). Furthermore, we abbreviate \( |\Omega_1| := \lambda_1(\Omega_1), |\Omega_2| := \lambda_2(\Omega_2), \) and \( |\Omega| := \lambda(\Omega) \).

Marginals. Let \( (X, \mathcal{B}(X)) \) be a measurable space. Then, we denote by \( \mathcal{M}(X) \) the space of (signed) regular Borel measures on \( X \) equipped with the total variation norm, i.e., \( \|\mu\|_{\mathcal{M}(X)} := |\mu|(X) \). If \( \mu_1 \in \mathcal{M}(\Omega_1) \) and \( \mu_2 \in \mathcal{M}(\Omega_2) \), then the set of transport plans between the marginals \( \mu_1 \) and \( \mu_2 \) is given by

\[
\Pi(\mu_1, \mu_2) := \{ \pi \in \mathcal{M}(\Omega) : P_1#\pi = \mu_1 \text{ and } P_2#\pi = \mu_2 \},
\]

where, for \( i = 1, 2, \)

\[
P_i#\pi := \pi \circ P_i^{-1} : \mathcal{B}(\Omega_i) \rightarrow \mathbb{R},
\]

is the pushforward measure of \( \pi \) via the projection \( P_i : \Omega \ni (x_1, x_2) \mapsto x_i \in \Omega_i \). Note that \( \Pi(\mu_1, \mu_2) = 0, \) if \( \mu_1(\Omega_1) \neq \mu_2(\Omega_2) \). Throughout the paper, \( \mu_2^2 \in \mathcal{M}(\Omega_2) \) is a fixed marginal satisfying \( \mu_2^2 \geq 0 \) and, in order to ease notation, \( \|\mu_2^2\|_{\mathcal{M}(\Omega_2)} = 1 \).

The normalization condition is no restriction and can be ensured by re-scaling.

Given a measure space \( (X, \mathcal{A}, \mu) \), the Lebesgue space of \( p \)-th power absolutely integrable functions is denoted by \( L^p(X, \mu), \) \( p \in [1, \infty) \). If \( X \subset \mathbb{R}^n, \) \( n \in \mathbb{N}, \) is a Lebesgue measurable set and \( \mu \) is the Lebesgue measure, we simply write \( L^p(X) \).

Cost Function. The cost function is assumed to satisfy \( c_d \in W^{1,p}(\Omega), \) \( p > d_1 + d_2, \) where, with a slight abuse of notation, \( W^{1,p}(\Omega) \) denotes the Sobolev space on \( \text{int}(\Omega) \). Note that, due to the regularity of \( \partial \Omega, \) \( W^{1,p}(\Omega) \) is compactly embedded in \( C(\Omega) \), cf. e.g. [1, Theorem 6.3]. Thus, there exists a continuous representative of \( c_d \), which we denote by the same symbol.
Bilevel Objective. The functional \( J : \mathcal{M}(\Omega) \times \mathcal{M}(\Omega) \to \mathbb{R} \) is supposed to be lower semicontinuous w.r.t. weak-* convergence. Let us give an application-driven example for such a functional. Suppose that subsets \( D \in \mathcal{B}(\Omega) \) and \( D_1 \in \mathcal{B}(\Omega_1) \) and measurements \( \pi_d \in \mathcal{M}(D) \) and \( \mu_1^d \in \mathcal{M}(D_1) \) are given. Then we set

\[
J(\pi, \mu_1) := |\pi - \pi_d|(D) + \nu |\mu_1 - \mu_1^d|(D_1),
\]

where \( \nu \geq 0 \) is a weighting parameter. The goal of the bilevel optimization is then to adjust \( \mu_1 \) and \( \pi \) such that the deviation between an optimal transport process and (possibly inaccurate) measurements thereof on subdomains becomes minimal.

2. Preliminaries

Given marginals \( \mu_1 \in \mathcal{M}(\Omega_1), \mu_2 \in \mathcal{M}(\Omega_2) \) and a measurable cost function \( c : \Omega \to [-\infty, \infty] \), the Kantorovich problem of optimal transport reads

\[
(KP) \quad \begin{aligned}
\inf \quad & K(\pi) := \int_\Omega c(x) \, d\pi(x) \\
\text{s.t.} \quad & \pi \in \Pi(\mu_1, \mu_2), \quad \pi \geq 0.
\end{aligned}
\]

Lemma 2.1 ([26, Theorem 4.1]). If \( \mu_1, \mu_2 \geq 0 \) and \( \|\mu_1\|_{\mathcal{M}(\Omega_1)} = \|\mu_2\|_{\mathcal{M}(\Omega_2)} \) and if \( c \) is lower semicontinuous and bounded from below, then there exists an optimal solution of \((KP)\).

Despite this existence result and its simple structure, the Kantorovich problem provides some challenging aspects, especially from a numerical perspective. First of all, its solution may be non-unique (although there are conditions which guarantee uniqueness, see e.g. [22, Theorem 1.17]). More importantly, since \( \pi \) “lives” on the Cartesian product of \( \Omega_1 \) and \( \Omega_2 \), the dimension of a discretized counterpart of \((KP)\) easily becomes so large that a numerical solution by means of standard LP-solvers is no longer possible. Therefore, several penalization and relaxation methods have been proposed, that in combination with dualization, allow a significant reduction in the size of the problem. The most popular method is probably the entropic regularization in combination with the well-known Sinkhorn algorithm, see e.g. [7, 6].

In this paper, we rely on a different strategy, namely the quadratic regularization that has been introduced in [18] and is as follows: Given a regularization parameter \( \gamma > 0 \), two marginals \( \mu_1 \in L^2(\Omega_1), \mu_2 \in L^2(\Omega_2) \), and a cost function \( c \in L^2(\Omega) \), we consider

\[
(KP_\gamma) \quad \begin{aligned}
\inf \quad & K_\gamma(\pi_\gamma) := \int_\Omega c(x) \pi_\gamma(x) \, d\lambda(x) + \frac{\gamma}{2} \|\pi_\gamma\|_{L^2(\Omega)}^2 \\
\text{s.t.} \quad & \pi_\gamma \in L^2(\Omega), \quad \pi_\gamma \geq 0 \quad \lambda\text{-a.e. in } \Omega, \\
& \int_{\Omega_2} \pi_\gamma(x_1, x_2) \, d\lambda_2(x_2) = \mu_1(x_1) \quad \lambda_1\text{-a.e in } \Omega_1, \\
& \int_{\Omega_1} \pi_\gamma(x_1, x_2) \, d\lambda_1(x_1) = \mu_2(x_2) \quad \lambda_2\text{-a.e in } \Omega_2.
\end{aligned}
\]

Lemma 2.2 ([18, Lemma 2.1, Theorem 2.11]).

(i) Problem \((KP_\gamma)\) admits a unique solution if and only if \( \mu_i \geq 0 \, \lambda_i\text{-a.e. in } \Omega_i, \) \( i = 1, 2, \) and \( \|\mu_1\|_{L^1(\Omega_1)} = \|\mu_2\|_{L^1(\Omega_2)} \).
(ii) If, in addition, there exist constants $c > -\infty$ and $\delta > 0$ such that $c \geq \zeta \lambda$-a.e. in $\Omega$ and $\mu_i \geq \delta \lambda_i$-a.e. in $\Omega_i$, $i = 1, 2$, then $\pi_\gamma \in L^2(\Omega)$ is a solution of (KP$_\gamma$) if and only if there exist functions $\alpha_1 \in L^2(\Omega_1)$ and $\alpha_2 \in L^2(\Omega_2)$ satisfying

\begin{equation}
\begin{aligned}
\pi_\gamma - \frac{1}{\gamma}(\alpha_1 \oplus \alpha_2 - c)_+ &= 0 \quad \lambda$-a.e. in $\Omega, \\
\int_{\Omega_2} \pi_\gamma(x_1, x_2) \, d\lambda_2(x_2) &= \mu_1(x_1) \quad \lambda_1$-a.e. in $\Omega_1, \\
\int_{\Omega_1} \pi_\gamma(x_1, x_2) \, d\lambda_1(x_1) &= \mu_2(x_2) \quad \lambda_2$-a.e. in $\Omega_1.
\end{aligned}
\end{equation}

Herein, $(\alpha_1 \oplus \alpha_2)(x_1, x_2) := \alpha_1(x_1) + \alpha_2(x_2)$ $\lambda$-a.e. in $\Omega$ refers to the direct sum of $\alpha_1 \in L^2(\Omega_1)$ and $\alpha_2 \in L^2(\Omega_2)$, while, for given $u \in L^2(\Omega)$, $(u)_+(x) := \max\{u(x); 0\}$ $\lambda$-a.e. in $\Omega$ denotes the pointwise maximum. It is clear that both the direct sum and the pointwise maximum map $L^2(\Omega_1) \times L^2(\Omega_2)$ and $L^2(\Omega)$, respectively, to $L^2(\Omega)$ so that (2.1a) is well defined.

(iii) Under the above assumptions, the functions $\alpha_i \in L^2(\Omega_i)$, $i = 1, 2$, from (ii) solve the dual problem given by

\begin{equation}
\begin{cases}
\max \quad \Phi_\gamma(a_1, a_2) := -\frac{1}{2} \|(a_1 \oplus a_2 - c)_+\|_{L^2(\Omega)}^2 + \gamma \sum_{i = 1}^2 \int_{\Omega_i} a_i \mu_i \, d\lambda_i \\
\text{s.t.} \quad a_i \in L^2(\Omega_i), \quad i = 1, 2,
\end{cases}
\end{equation}

and there is no duality gap, i.e., $\Phi_\gamma(\alpha_1, \alpha_2) = K_\gamma(\pi_\gamma)$.

The above results directly address the aforementioned challenges. Besides the uniqueness of the solution, the approach allows us to escape the curse of dimensionality. If one inserts (2.1a) into (2.1b) and (2.1c), then a non-smooth system of equations for the dual variables $\alpha_1$ and $\alpha_2$ arises. We are then dealing with a problem in $L^2(\Omega_1) \times L^2(\Omega_2)$ instead of $L^2(\Omega_1 \times \Omega_2)$, which, after discretization, leads to a substantial reduction of the number of unknowns. Moreover, due to the max-operator in (2.1a), the sparsity pattern of the transport plans is better preserved compared to the entropic regularization. Finally, the structure of (2.1) allows for the application of a semi-smooth Newton method, see [18] for more details.

The convergence of (sub-)sequences of solutions of (KP$_\gamma$) to solutions of (KP) for $\gamma \searrow 0$ is addressed in [17]. To be more precise, it is shown that the objective of (KP$_\gamma$) $\Gamma$-converges to the objective of (KP) w.r.t. weak-* convergence in $\mathfrak{M}(\Omega)$ as $\gamma \searrow 0$, provided that the original marginals in $\mathfrak{M}(\Omega_i)$, $i = 1, 2$, are smoothed and the smoothing parameter is properly coupled with $\gamma$, see [17, Theorem 4.2].

As outlined in the introduction, the goal of this and the companion papers is to employ the quadratic regularization for a bilevel optimization problem with the Kantorovich problem (KP) as the constraint. The motivation for this approach is as follows: First, the uniqueness of solutions for (KP$_\gamma$) allows us to define a solution operator $S_\gamma(c, \mu_1, \mu_2) \mapsto \pi_\gamma$, which, in turn, enables us to employ the so-called implicit programming approach. Secondly, we expect that $S_\gamma$ (or a discretization thereof) provides sufficient smoothness to use non-smooth optimization algorithms for the solution of the regularized bilevel problem. Before we address the regularized bilevel problem, we turn to the optimization of the original problem (KP) and show existence of at least one optimal solution to the latter in the upcoming section.
3. Existence of Optimal Solutions of the Bilevel Kantorovich Problem

Let us first recall the bilevel optimization of the Kantorovich problem from the introduction:

\begin{align*}
\text{inf}_{\pi, \mu_1} J(\pi, \mu_1) \\
\text{s.t.} \quad \mu_1 \in \mathcal{M}(\Omega_1), \quad \mu_1 \geq 0, \quad \|\mu_1\|_{\mathcal{M}(\Omega_1)} = 1,
\end{align*}

(BK)

\[ \pi \in \arg \min \left\{ \int_{\Omega} c_d \, d\varphi : \varphi \in \Pi(\mu_1, \mu_2^k), \varphi \geq 0 \right\}, \]

where \( c_d \in W^{1,p}(\Omega) \), for \( p > d_1 + d_2 \), and \( \mu_2^k \in \mathcal{M}(\Omega_2) \) denote a fixed cost functional and a fixed marginal, respectively, and \( J \) is a given objective, see Section 1.1. To shorten notation, given \( c \in C(\Omega) \) and \( \mu_i \in \mathcal{M}(\Omega_i) \), \( i = 1, 2 \), we abbreviate the set of associated optimal transport plans by

\[ S(c, \mu_1, \mu_2) := \arg \min \left\{ \int_{\Omega} c \, d\varphi : \varphi \in \Pi(\mu_1, \mu_2), \varphi \geq 0 \right\}. \]

The essential tool to establish the existence of solutions to (BK) is the following stability result for the Kantorovich problem. Its proof is based on the concept of \( c \)-cyclic monotonicity. For details, we refer to [26, Section 5].

**Lemma 3.1** (Stability of the transport plan, [26, Theorem 5.20]). Let \( c \in C(\Omega) \) be given and assume that \( \{\mu_1^k\}_{k \in \mathbb{N}} \subset \mathcal{M}(\Omega_1) \) and \( \{\mu_2^k\}_{k \in \mathbb{N}} \subset \mathcal{M}(\Omega_2) \) are sequences that satisfy \( \mu_1^k, \mu_2^k \geq 0 \) and \( \|\mu_1^k\|_{\mathcal{M}(\Omega_1)} = \|\mu_2^k\|_{\mathcal{M}(\Omega_2)} \) for all \( k \in \mathbb{N} \) and converge weakly-* to \( \mu_1 \in \mathcal{M}(\Omega_1) \) and \( \mu_2 \in \mathcal{M}(\Omega_2) \). Let moreover \( \{\pi_k\}_{k \in \mathbb{N}} \) be a sequence of optimal transport plans associated with \( (\mu_1^k, \mu_2^k) \), i.e., \( \pi_k \in S(c, \mu_1^k, \mu_2^k) \). Then there is a subsequence that converges weakly-* to an optimal transport plan \( \bar{\pi} \in S(c, \mu_1, \mu_2) \).

The above lemma is just a special case of [26, Theorem 5.20], where the cost function need not to be fixed. We underline that the notion of “weak convergence” in [26] (sometimes also called narrow convergence) coincides with weak-* convergence in our case, since \( \Omega_1, \Omega_2, \) and \( \Omega \) are compact.

**Theorem 3.2.** There exists at least one globally optimal solution to (BK).

**Proof.** Based on Lemma 3.1, the result easily follows from the direct method of the calculus of variations.

First, thanks to Lemma 2.1, the feasible set of (BK), denoted by \( \mathcal{F} \), is nonempty. Thus, there exists a minimizing sequence \( \{\pi_k, \mu_1^k\}_{k \in \mathbb{N}} \) so that

\[ \lim_{k \to \infty} J(\pi_k, \mu_1^k) = \inf_{(\pi, \mu_1) \in \mathcal{F}} J(\pi, \mu_1) \in \mathbb{R} \cup \{-\infty\}. \]

The feasibility of the minimizing sequence implies

\[ \|\pi_k\|_{\mathcal{M}(\Omega)} = \pi_k(\Omega_1 \times \Omega_2) = (P_1 \# \pi_k)(\Omega_1) = \mu_1^k(\Omega_1) = \|\mu_1^k\|_{\mathcal{M}(\Omega_1)} = 1 \quad \forall k \in \mathbb{N} \]

so that there is a subsequence, denoted by the same symbol to ease notation, that converges weakly-* to a limit \( (\bar{\pi}, \bar{\mu}_1) \in \mathcal{M}(\Omega) \times \mathcal{M}(\Omega_1) \). Thus \( (\mu_1^k, \mu_2^k) \rightharpoonup (\bar{\mu}_1, \mu_2^k) \) in \( \mathcal{M}(\Omega_1) \times \mathcal{M}(\Omega_2) \) and consequently, Lemma 3.1 implies \( \bar{\pi} \in S(c_d, \bar{\mu}_1, \mu_2^k) \). In view of the constraints of the Kantorovich problem, this also gives \( \bar{\mu}_1 \geq 0 \) and \( \|\bar{\mu}_1\|_{\mathcal{M}(\Omega_1)} = 1 \) and hence, \( (\bar{\pi}, \bar{\mu}_1) \in \mathcal{F} \), i.e., the weak limit is feasible. The optimality of the weak limit follows from the presupposed weak-* lower semicontinuity of \( J \). \( \square \)
Remark 3.3. Lemma 3.1 only requires the continuity of the cost function. For the mere existence result, one could therefore relax the regularity assumption on the cost function to \( c_d \in C(\Omega) \). The improved regularity of \( c_d \) is however required for the analysis of the regularized bilevel problem, and for this reason, we impose it as standing assumption. Moreover, Lemma 3.1 also holds in Polish spaces and not only in compact sets. One can therefore generalize the existence result of Theorem 3.2 to a much broader class of domains \( \Omega_1 \) and \( \Omega_2 \).

If one replaces (KP) by its necessary and sufficient optimality conditions, then (BK) can equivalently be rewritten as

\[
\inf \left\{ \mathcal{J}(\pi, \mu_1) \middle| \begin{array}{l}
\mu_1 \in \mathfrak{M}(\Omega_1), \quad \mu_1 \geq 0, \quad \|\mu_1\|_{\mathfrak{M}(\Omega_1)} = 1, \\
\pi \in \mathfrak{M}(\Omega_1 \times \Omega_2), \quad \varphi \in C(\Omega_1), \quad \psi \in C(\Omega_2), \\
P_1#\pi = \mu_1, \quad P_2#\pi = \mu_d^2, \\
\pi \geq 0, \quad \varphi(x_1) + \psi(x_2) \leq c_d(x_1, x_2) \quad \forall (x_1, x_2) \in \Omega_1 \times \Omega_2, \\
\int_{\Omega_1 \times \Omega_2} (\varphi \oplus \psi - c_d) \, d\pi = 0.
\end{array} \right\}
\]

(BK) \iff

We observe that the last two lines in the above reformulation of (BK) form a complementarity system in \( \mathfrak{M}(\Omega_1 \times \Omega_2) \) and \( C(\Omega_1 \times \Omega_2) \), so that (BK) becomes an MPCC in the space of regular Borel measures, as already mentioned in the introduction. Even though several results for MPCCs are known, in particular when the cone defining the complementarity constraints is polyhedral, which is the case here, see [28, Example 4.12], problems of this type are typically smoothed or regularized, and we will do just that in the next section.

### 4. Existence of Optimal Solutions of the Regularized Bilevel Problem

The regularized Kantorovich problem (KP\( _\gamma \)) clearly admits a solution only if the marginals are functions in \( L^2(\Omega_1) \) and \( L^2(\Omega_2) \). Therefore, one needs to regularize the marginals, if the Kantorovich problem in (BK) is replaced by (KP\( _\gamma \)). But even if the marginals were functions in \( L^2(\Omega_1) \) and \( L^2(\Omega_2) \), one needs to smooth them considering the lack of (weak) continuity of the solution mapping associated with (KP\( _\gamma \)), see Example 4.2 below. What is more, in order to guarantee the existence of the dual variables \( \alpha_1 \) and \( \alpha_2 \) from Lemma 2.2, the marginals need to be strictly positive, see [18, Assumption 1]. We therefore introduce the convolution \& constant shifting operators

\[
T^\delta_i : \mathfrak{M}(\Omega_i) \ni \mu_i \mapsto \varphi^\delta_i * \mu_i + \frac{\delta}{|\Omega_i^d|} \in L^2(\Omega_i^d), \quad i = 1, 2,
\]

which turn the marginals into smooth and strictly positive functions on \( \Omega_i^d \) and \( \Omega_2^d \). Herein, \( \delta > 0 \) is a smoothing parameter, \( \varphi^\delta_i \in C_c^\infty(\mathbb{R}^d_i) \) denotes a standard mollifier with \( \|\varphi^\delta_i\|_{L^1(\mathbb{R}^d_i)} = 1 \) and support in \( \overline{B(0, \delta)} \subset \mathbb{R}^d_i \), and \( \Omega_i^d := \Omega_i + \overline{B(0, \delta)} \), \( i = 1, 2 \). Moreover, we set \( \Omega_d := \Omega_1^d \times \Omega_2^d \). When mollifying \( \mu_i \), we of course extend it by zero, i.e.,

\[
(\varphi^\delta_i * \mu_i)(x) = \int_{\Omega_i} \varphi^\delta_i(x - y) \, d\mu_i(y), \quad x \in \Omega_i^d.
\]
As a consequence, \( \varphi_{i, \lambda} \ast \mu_i \rightarrow^\ast \pi_i \) in \( \mathcal{M}(\Omega_i) \) as \( \delta \searrow 0 \), provided that the support of \( \mu_i \) has positive distance to \( \partial \Omega_i \), which will be useful for the convergence analysis in the companion paper \([11]\), where the smoothing parameter \( \delta \) will be polynomially coupled with the regularization parameter \( \gamma \).

Owing to Lemma 2.2 there exists a unique solution \( \pi_\gamma \in L^2(\Omega_\delta) \) to \((\text{KP}_\gamma)\) for costs in \( L^2(\Omega_\delta) \) and marginals in \( L^2(\Omega_\delta^i), i = 1, 2 \), that satisfy the conditions in Lemma 2.2(i). We denote the associated solution operator by

\[
S_\gamma : L^2(\Omega_\delta) \times \mathcal{M}_0(\Omega_\delta) \ni (c, \mu_1, \mu_2) \mapsto \pi_\gamma \in L^2(\Omega_\delta),
\]

\[
\mathcal{M}_0(\Omega_\delta) := \{(\mu_1, \mu_2) \in L^2(\Omega_\delta^1) \times L^2(\Omega_\delta^2) : \|\mu_1\|_{L^1(\Omega_\delta^1)} = \|\mu_2\|_{L^1(\Omega_\delta^2)}, \mu_i \geq 0 \text{ a.e. in } \Omega_\delta^i, i = 1, 2 \}. 
\]

To ease notation, we suppress the dependency of \( \pi_\gamma \) and \( S_\gamma \) on \( \delta \). Furthermore, we introduce the extension-by-zero operator \( \mathcal{E}_\delta : C(\Omega) \to L^2(\Omega_\delta) \), whose adjoint \( \mathcal{E}_\delta^* : L^2(\Omega_\delta) \to \mathcal{M}(\Omega) \) is the associated restriction operator. Now, we have everything at hand to formulate the regularized bilevel problem:

\[
\begin{aligned}
\inf_{\pi_\gamma, \mu_1, c} & \quad J_\gamma(\pi_\gamma, \mu_1, c) := J(\pi_\gamma, \mu_1) + \frac{1}{p_\gamma} \|c - c_{\text{ref}}\|_{W^{1,p}(\Omega)}^p \\
\text{s.t.} & \quad c \in W^{1,p}(\Omega), \quad \mu_1 \in \mathcal{M}(\Omega_\delta^1), \quad \|\mu_1\|_{\mathcal{M}(\Omega_\delta^1)} = 1, \quad \|\mu_1\|_{\mathcal{M}(\Omega_\delta^1)} = 1, \\
& \quad \pi_\gamma = \mathcal{E}_\delta^* S_\gamma(\mathcal{E}_\delta c, T_1^\delta(\mu_1), T_2^\delta(\mu_2)). 
\end{aligned}
\]

As we will see in the proof of Theorem 4.7, there holds \((T_1^\delta(\mu_1), T_2^\delta(\mu_2)) \in \mathcal{M}_0(\Omega_\delta)\) such that \( \pi_\gamma \) is well defined, cf. Lemma 2.2(i). Compared to \((\text{BK})\), we not only replace the Kantorovich problem as the lower-level problem with its regularized counterpart, but also add the cost function \( c \) to the set of optimization variables. This is motivated by the so-called reverse approximation property, which is essential to show the convergence of minimizers of \((\text{BK}_\delta)\) towards solutions of the original unregularized bilevel problem, see the companion paper \([12]\), where this property is elaborated for the finite dimensional counterparts of \((\text{BK})\) and \((\text{BK}_\delta)\). This property requires a set of optimization variables that is sufficiently rich, as is also required, e.g., in the optimization of perfect plasticity, see \([20]\). For this reason, \( c \) is treated as an additional optimization variable. After all, the penalty term in the upper-level objective \( J_\gamma \) will ensure that, in the limit, \( c \) equals the given cost function \( c_{\text{ref}} \), see \([12]\).

**Remark 4.1.** Instead of regularizing w.r.t. the Lebesgue measure, one could also apply a regularization w.r.t. the product measure of the marginals \( \mu_1 \otimes \mu_2 \), i.e.,

\[
\text{(\text{KP}_{\gamma})} \quad \inf_{\pi, \mu_1, \mu_2} \quad \int_{\Omega} c \, d\pi + \frac{\gamma}{2} \int_{\Omega} \pi^2 \, d(\mu_1 \otimes \mu_2) \\
\text{s.t.} \quad \pi \in L^2(\Omega_1 \times \Omega_2, \mu_1 \otimes \mu_2) \cap \Pi(\mu_1, \mu_2),
\]

where, with a slight abuse of notation, we use the same symbol for the Borel measure \( \pi \) and its density w.r.t. the product measure. Note that the constraint \( \pi \in \Pi(\mu_1, \mu_2) \) does not imply that \( \pi \) is automatically absolutely continuous w.r.t. the product measure, as the counterexample \( \Omega_i = [0, 1], \mu_i = \lambda \), \( i = 1, 2 \), and \( \pi = (\text{id}, \text{id})_\# \lambda \) shows. Hence, an additional regularization is also necessary in this case. Nevertheless, a regularization w.r.t. to the product measure has several advantages. For instance, the marginals need not to be smoothed and the positivity assumption on \( \mu_1 \) and \( \mu_2 \) in \([18, \text{Assumption 1}]\) becomes superfluous. However, in
the bilevel context, this approach does not seem to be promising: \( \mu_1 \) is an upper-level variable and therefore the space for \( \pi \) is no longer fixed but depends on the optimization variable.

The rest of this paper is dedicated to the existence of solutions to \((\text{BK}_\gamma)\). In this context, the continuity properties of \( S \), are of course essential and will be discussed in the following.

### 4.1. Hölder Continuity of the Regularized Solution Operator.

The key tool in the existence proof for the unregularized bilevel problem in Theorem 3.2 has been the stability of the Kantorovich problem w.r.t. (weak-) perturbations of the marginals from Lemma 3.1. Unfortunately, such a weak continuity result does not hold in case of the regularized Kantorovich problem, as we will demonstrate below by means of a counterexample.

**Example 4.2.** Let \( \Omega_1 = \Omega_2 = [0, 1] \), \( \gamma = 1 \), and \( c(x_1, x_2) := \frac{1}{4}|x_1 - x_2|^2 \). Moreover, define \( f : \mathbb{R} \to \mathbb{R}, f(x) := \text{sgn}(\sin(2\pi x)) \) and, for \( n \in \mathbb{N} \), set

\[
\alpha_n^1(x_1) := \begin{cases} f(n x_1) + \frac{9}{4} - \frac{1}{2}|x_1 - x_2|^2, & 0 \leq x_1 \leq \frac{1}{2}, \\ f(n x_1) + \frac{5}{4} - \frac{1}{2}|x_1 - x_2|^2, & \frac{1}{2} < x_1 \leq 1, \\ 0, & 0 \leq x_2 \leq \frac{1}{2}, \\ -\frac{1}{2}, & \frac{1}{2} < x_2 \leq 1. \end{cases}
\]

\[
\alpha_n^2(x_2) := \begin{cases} f(n x_1) + \frac{9}{4} - \frac{1}{2}|x_1 - x_2|^2, & 0 \leq x_1 \leq \frac{1}{2}, \\ f(n x_1) + \frac{5}{4} - \frac{1}{2}|x_1 - x_2|^2, & \frac{1}{2} < x_1 \leq 1, \\ 0, & 0 \leq x_2 \leq \frac{1}{2}, \\ -\frac{1}{2}, & \frac{1}{2} < x_2 \leq 1. \end{cases}
\]

In view of (2.1a), we further set

\[
\pi_n(x_1, x_2) := \frac{1}{\gamma} \left( \alpha_n^1(x_1) + \alpha_n^2(x_2) - c(x_1, x_2) \right)_+
\]

\[
= \begin{cases} f(n x_1) + \frac{9}{4} - \frac{1}{2}|x_1 - x_2|^2, & 0 \leq x_1, x_2 \leq \frac{1}{2}, \\ f(n x_1) + \frac{5}{4} - \frac{1}{2}|x_1 - x_2|^2, & \frac{1}{2} < x_1 \leq 1, 0 \leq x_2 \leq \frac{1}{2}, \\ f(n x_1) + \frac{3}{4} - \frac{1}{2}|x_1 - x_2|^2, & 0 \leq x_1 \leq \frac{1}{2}, \frac{1}{2} < x_2 \leq 1, \\ f(n x_1) + \frac{1}{4} - \frac{1}{2}|x_1 - x_2|^2, & \frac{1}{2} < x_1, x_2 \leq 1, \end{cases}
\]

whose weak limit (w.r.t. weak convergence in \( L^2(\Omega) \)) is

\[
\pi(x_1, x_2) = \begin{cases} \frac{9}{4} - \frac{1}{2}|x_1 - x_2|^2, & 0 \leq x_1, x_2 \leq \frac{1}{2}, \\ \frac{5}{4} - \frac{1}{2}|x_1 - x_2|^2, & \frac{1}{2} < x_1 \leq 1, 0 \leq x_2 \leq \frac{1}{2}, \\ \frac{1}{4} - \frac{1}{2}|x_1 - x_2|^2, & 0 \leq x_1 \leq \frac{1}{2}, \frac{1}{2} < x_2 \leq 1, \\ \frac{1}{8} - \frac{1}{2}|x_1 - x_2|^2, & \frac{1}{2} < x_1, x_2 \leq 1. \end{cases}
\]

Because the system in (2.1) is necessary and sufficient for optimality, \( \pi_n \) is the solution of \((\text{KP}_\gamma)\) with the cost function defined above and marginals given by

\[
\mu^n_1(x_1) := \int_0^1 \pi_n(x_1, x_2) \, dx_2, \quad \mu^n_2(x_2) := \int_0^1 \pi_n(x_1, x_2) \, dx_1.
\]

Note that, for all \( n \in \mathbb{N} \), \( \mu^n_i \geq \frac{1}{16} \lambda \text{-a.e.}, i = 1, 2 \), such that Lemma 2.2(ii) is indeed applicable. Clearly, the weak convergence of \( \pi_n \) implies that \( \mu^n_i \) converges weakly to \( \mu_i \in L^2(\Omega_i), i = 1, 2 \), and the pointwise bound carries over to the weak limit such that Lemma 2.2(ii) also holds for the limits \( \mu_1 \) and \( \mu_2 \). Accordingly, if the weak limit \( \pi \) were a solution to the regularized Kantorovich problem, then there would be dual solutions \( \alpha_1 \in L^2(\Omega_1) \) and \( \alpha_2 \in L^2(\Omega_2) \) so that

\[
\pi(x_1, x_2) = (\alpha_1(x_1) + \alpha_2(x_2) - c(x_1, x_2))_+ \lambda \text{-a.e. in } [0, 1]^2.
\]
Because of $\pi > 0$, this is equivalent to

$$\alpha_1(x_1) + \alpha_2(x_2) = \begin{cases} \frac{9}{4}, & 0 \leq x_1, x_2 \leq \frac{1}{2}, \\ \frac{3}{2}, & \frac{1}{2} < x_1 \leq 1, \ 0 \leq x_2 \leq \frac{1}{2}, \\ \frac{7}{8}, & 0 \leq x_1 \leq \frac{1}{2}, \ \frac{1}{2} < x_2 \leq 1, \\ \frac{7}{8} + \frac{1}{3}|x_1 - x_2|^2, & \frac{1}{2} < x_1, x_2 \leq 1, \end{cases}$$

$\lambda$-a.e. in $[0, 1]^2$. This, however, leads to a contradiction: picking arbitrary Lebesgue points $\hat{x}_2 \in (0, \frac{1}{2})$ and $\hat{x}_2 \in (\frac{1}{2}, 1)$ of $\alpha_2$, (4.2) implies

$$\frac{9}{4} - \alpha_2(\hat{x}_2), \ 0 \leq x_1 \leq \frac{1}{2} \quad \text{and} \quad \frac{9}{4} - \alpha_2(\hat{x}_2), \ \frac{1}{2} < x_1 \leq 1$$

$\lambda_1$-a.e. in $[0, 1]$. While the conditions in $[0, \frac{1}{2}]$ imply that $\alpha_2(\hat{x}_2) - \alpha_2(\hat{x}_2) = \frac{1}{2}$, it must hold that $\alpha_2(\hat{x}_2) - \alpha_2(\hat{x}_2) = \frac{1}{2} < \frac{1}{2}$ on $\left(\frac{1}{2}, 1\right]$, which yields the desired contradiction. Therefore, the weak limit $\pi$ cannot be the solution of $(\text{KP}_\gamma)$ associated with the limits $\mu_1$ and $\mu_2$, giving in turn that $\mathcal{S}_\gamma$ is not weakly continuous.

We compensate the lack of weak continuity by means of the convolution operators $\mathcal{T}_i^\gamma$, $i = 1, 2$, which turn weakly convergent into strongly convergent sequences. Still, we need to prove that $\mathcal{S}_\gamma$ is continuous w.r.t. the strong topology of $L^2(\Omega)$. This is what we will show next. To this end, let $\gamma > 0$ and $\delta > 0$ be arbitrary, but fixed throughout this section. To simplify the notation, we slightly chance the notation in comparison to the beginning of this section and the consecutive subsection. First, we suppress the sub- and superscripts $\gamma$ and $\delta$ in the rest of this section, except for $\mathcal{S}_\gamma$ and $\pi_\gamma$ in order to underline the difference to the solution of the unregularized problem $(\text{KP})$ and its solution set in (3.1). Moreover, given $(\mu_1, \mu_2) \in \mathcal{M}_0(\Omega)$, and $c \in L^2(\Omega)$, we set $\pi_\gamma := \mathcal{S}_\gamma(c, \mu_1, \mu_2) \in L^2(\Omega)$ (i.e., without the restriction operator $\mathcal{E}_\gamma$).

We start with several auxiliary boundedness results. For this purpose, let us consider arbitrary but fixed data $c \in L^2(\Omega)$, $\mu_1 \in L^2(\Omega)$, $i = 1, 2$, with

$$\|\mu_1\|_{L^1(\Omega)} = \|\mu_1\|_{L^1(\Omega)} =: m. \tag{4.3}$$

Moreover, we suppose that the assumptions of the second part of Lemma 2.2 are satisfied, i.e., there are constants $c > -\infty$ and $\delta > 0$ such that

$$c \geq c \quad \lambda\text{-a.e. in } \Omega \quad \text{and} \quad \mu_i \geq \delta \quad \lambda\text{-a.e. in } \Omega_i, \ i = 1, 2. \tag{4.4}$$

Note that the latter condition is automatically fulfilled in context of the bilevel problem (BK2) owing to the definitions of the operators $\mathcal{T}_i^\gamma$. Moreover, the penalty term in the upper level objective ensures that the cost $c$ is bounded in $W^{1,p}(\Omega) \hookrightarrow C(\Omega)$, which ensures the other condition thanks to the compactness of $\Omega$.

**Lemma 4.3.** There exists a constant $C = C(\gamma, m) > 0$ such that

$$\|\pi_\gamma\|_{L^2(\Omega)} \leq C(\|\mu_1\|_{L^2(\Omega)} \|\mu_2\|_{L^2(\Omega)} + \|c\|_{L^2(\Omega)}). \tag{4.5}$$

**Proof.** According to Lemma 2.2, there exist $\alpha_1 \in L^2(\Omega_1)$ and $\alpha_2 \in L^2(\Omega_2)$ such that the system in (2.1) is fulfilled. Multiplying (2.1b) and (2.1c) with $\alpha_1$ and $\alpha_2$, respectively, integrating and adding the resulting equations leads to

$$\gamma \|\pi\|_{L^2(\Omega)} = \int_{\Omega_1} \mu_1 \alpha_1 \ d\lambda_1 + \int_{\Omega_2} \mu_2 \alpha_2 \ d\lambda_2 - \int_{\Omega} \pi c \ d\lambda, \tag{4.5}$$
where we also used (2.1a). Exploiting the normalization condition in (4.3), we obtain
\[
\int_{\Omega_1} \mu_1 \alpha_1 \, d\lambda_1 = \frac{1}{m} \int_{\Omega_1} \mu_1 \alpha_1 \int_{\Omega_2} \mu_2 \, d\lambda_2 \, d\lambda_1 = \frac{1}{m} \int_{\Omega} (\mu_1 \otimes \mu_2) \alpha_1 \, d\lambda
\]
and an analogous equation for \(\mu_2 \alpha_2\). Herein, \((\mu_1 \otimes \mu_2) := \mu_1(x_1) \mu_2(x_2)\) for \(\lambda\)-a.a. \((x_1, x_2) \in \Omega\) refers to the direct product of \(\mu_1\) and \(\mu_2\). One easily verifies that \(\mu_1 \otimes \mu_2 \in L^2(\Omega)\) with \(\|\mu_1 \otimes \mu_2\|_{L^2(\Omega)} = \|\mu_1\|_{L^2(\Omega_1)} \|\mu_2\|_{L^2(\Omega_2)}\). Therefore, (4.5) allows us to estimate
\[
\gamma \|\pi\|^2_{L^2(\Omega)} \leq \frac{1}{m} \int_{\Omega} (\mu_1 \otimes \mu_2)(\alpha_1 \otimes \alpha_2 - c) \, d\lambda + \frac{1}{m} \int_{\Omega} (\mu_1 \otimes \mu_2)c \, d\lambda - \int_{\Omega} \pi c \, d\lambda
\]
\[
\leq \gamma m^{-1} \|\pi\|_{L^2(\Omega)} \|\mu_1\|_{L^2(\Omega_1)} \|\mu_2\|_{L^2(\Omega_2)}
\]
\[
+ m^{-1} \|\mu_1\|_{L^2(\Omega_1)} \|\mu_2\|_{L^2(\Omega_2)} \|c\|_{L^2(\Omega)} + \|c\|_{L^2(\Omega)} \|\pi\|_{L^2(\Omega)}.
\]
and Young’s inequality then gives the result. \(\square\)

The next two lemmas address the boundedness of the dual variables \(\alpha_1\) and \(\alpha_2\) from Lemma 2.2. We first observe that the dual variables cannot be bounded by the data in any norm, since they are not unique: if \((\alpha_1, \alpha_2)\) satisfies (2.1) for \(\pi_\gamma\), then, for any \(r \in \mathbb{R}\), \((\alpha_1 + r, \alpha_2 - r)\) does too. In the rest of the paper, we therefore pick a particular dual solution, namely the one, where \(r\) is chosen such that
\[
\int_{\Omega_2} \alpha_2 \, d\lambda_2 = 0.
\]
We call a dual solution \((\alpha_1, \alpha_2)\) satisfying (4.6) zero-mean dual solution. The above considerations show that, under the assumptions of Lemma 2.2, there always exists a zero-mean dual solution. We further underline that even the zero-mean dual solution is in general not unique as the counterexample in [18, Section 2.3] illustrates. Still, we can show that every zero-mean dual solution is bounded by the data \(c, \mu_1, \) and \(\mu_2\). We start with an \(L^1\) bound in the following

**Lemma 4.4.** Every zero-mean dual solution satisfies
\[
\|\alpha_1\|_{L^1(\Omega_1)} + \|\alpha_2\|_{L^1(\Omega_2)} \leq C(\|\mu_1\|_{L^2(\Omega_1)} \|\mu_2\|_{L^2(\Omega_2)} + \|c\|_{L^2(\Omega)} + 1)^2
\]
with a constant \(C = C(\gamma, m, \delta) > 0\).

**Proof.** Lemma 2.2(iii) yields
\[
\|c\|_{L^2(\Omega)} \|\pi_\gamma\|_{L^2(\Omega)} \geq -K_\gamma(\pi_\gamma)
\]
\[
= -\Phi_\gamma(\alpha_1, \alpha_2)
\]
\[
\geq -\frac{1}{m} \int_{\Omega} (\mu_1 \otimes \mu_2)(\alpha_1 \otimes \alpha_2 - c) \, d\lambda - \frac{1}{m} \int_{\Omega} (\mu_1 \otimes \mu_2)c \, d\lambda,
\]
which, in combination with (2.1a), leads to
\[
\|c\|_{L^2(\Omega)}(\|\pi_\gamma\|_{L^2(\Omega)} + \|\mu_1 \otimes \mu_2\|_{L^2(\Omega)})
\]
\[
\geq -\frac{1}{m} \int_{\Omega} (\mu_1 \otimes \mu_2)(\alpha_1 \otimes \alpha_2 - c)_+ \, d\lambda - \frac{1}{m} \int_{\Omega} (\mu_1 \otimes \mu_2)(\alpha_1 \otimes \alpha_2 - c)_- \, d\lambda
\]
\[
\geq -\frac{\gamma}{m} \int_{\Omega} (\mu_1 \otimes \mu_2)\pi_\gamma \, d\lambda + \frac{\delta^2}{m} \int_{\Omega} (\alpha_1 \otimes \alpha_2 - c)_- \, d\lambda,
\]
where $\delta > 0$ is the constant from (4.4). Thus, thanks to Lemma 4.3, we arrive at
\[
\|\alpha_1 \oplus \alpha_2\|_{L^1(\Omega)} \leq \|(\alpha_1 \oplus \alpha_2 - c)\|_{L^1(\Omega)} + \|(\alpha_1 \oplus \alpha_2 - c)\|_{L^1(\Omega)} + \|c\|_{L^1(\Omega)}
\]
\[
\leq \gamma \|\pi\|_{L^1(\Omega)} + \|c\|_{L^1(\Omega)}
\]
\[
+ \frac{\beta}{m} \|\| \pi \|_{L^2(\Omega)}
\]
\[
+ \frac{1}{m} \mu \alpha \|\mu_1 \otimes \mu_2\|_{L^2(\Omega)} + \frac{\gamma}{m} \mu \alpha \|\mu_1 \otimes \mu_2\|_{L^2(\Omega)} \|\pi\|_{L^2(\Omega)}
\]
\[
\leq C \left( \|\mu_1\|_{L^2(\Omega)} \mu_2\|_{L^2(\Omega)} + \|c\|_{L^2(\Omega)} + 1 \right)^2
\]
with a constant $C > 0$ depending on $\gamma$, $m$, and $\delta$. To deduce a bound for $\alpha_1$ and $\alpha_2$ individually from this, we employ (4.6) to obtain
\[
\|\alpha_1 \oplus \alpha_2\|_{L^1(\Omega)} = \sup_{\phi \in L^\infty(\Omega), \|\phi\|_{\infty} \leq 1} \int_\Omega \phi (\alpha_1 \oplus \alpha_2) \, d\lambda
\]
\[
\geq \sup_{\phi_1 \in L^\infty(\Omega_1), \|\phi_1\|_{\infty} \leq 1} \int_\Omega (\phi_1 \otimes 1) (\alpha_1 \oplus \alpha_2) \, d\lambda = |\Omega_2| \|\alpha_1\|_{L^1(\Omega_1)}.
\]
Finally, the $L^1$-norm of $\alpha_2$ is estimated by
\[
\|\alpha_2\|_{L^1(\Omega_2)} \leq |\Omega_1|^{-1} (\|\alpha_1 \oplus \alpha_2\|_{L^1(\Omega)} + |\Omega_2| \|\alpha_1\|_{L^1(\Omega_1)}),
\]
which, together with the previous estimates, yields the claim. \hfill \Box

**Lemma 4.5.** There is a constant $C = C(\gamma, m, \delta, \epsilon) > 0$ such that
\[
\|\alpha_1\|_{L^2(\Omega_1)} + \|\alpha_2\|_{L^2(\Omega_2)} \leq C \left( \|\mu_1\|_{L^2(\Omega_1)} \|\mu_2\|_{L^2(\Omega_2)} + \|c\|_{L^2(\Omega)} + 1 \right)^6
\]
holds for every zero-mean dual solution.

**Proof.** We proceed in two steps: in a first step, we show the boundedness of the positive parts of $\alpha_1$ and $\alpha_2$ (i); in a second step, we derive bounds for their negative parts (ii).

Ad (i): Let us denote the bound from Lemma 4.4 by $M > 0$, i.e., in particular $\|\alpha_2\|_{L^1(\Omega_2)} \leq M$, and define, up to sets of zero Lebesgue measure, the subset
\[
\tilde{\Omega}_2 := \left\{ x \in \Omega_2 : |\alpha_2(x)| \leq \frac{2M}{|\Omega_2|} \right\} \subset \Omega_2.
\]
Then it follows by construction that
\[
M \geq \int_{\Omega_2} |\alpha_2(x_2)| \, d\lambda_2 \geq \int_{\Omega_2 \setminus \tilde{\Omega}_2} |\alpha_2(x_2)| \, d\lambda_2 \geq \frac{2M}{|\Omega_2|} |\Omega_2 \setminus \tilde{\Omega}_2|,
\]
which in turn implies
\[
\frac{|\Omega_2|}{2} \geq |\Omega_2 \setminus \tilde{\Omega}_2| = |\Omega_2| - |\tilde{\Omega}_2| \implies |\tilde{\Omega}_2| \geq \frac{|\Omega_2|}{2} > 0.
\]
Furthermore, we define, up to sets of zero Lebesgue measure, the sets
\[
\Omega_1^+ := \left\{ x_1 \in \Omega_1 : \alpha_1(x_1) \geq 0 \right\}
\]
as well as
\[
\tilde{\Omega}_2^+ := \left\{ (x_1, x_2) \in \Omega_1^+ \times \tilde{\Omega}_2 : \alpha_1(x_1) + \alpha_2(x_2) \geq 0 \right\}.
\]
Then, by construction, it holds
\[
0 \leq \alpha_1(x_1) \leq -\alpha_2(x_2) \leq \frac{2M}{|\Omega_2|} \lambda\text{-a.e.-in} (\Omega_1^+ \times \tilde{\Omega}_2) \setminus \tilde{\Omega}_2^+.
\]
Together with (4.7), this yields
\[
\|(\alpha_1+\alpha_2)_+\|^2_{L^2(\Omega)} = \frac{1}{|\Omega|} \int_{\Omega} \int_{\Omega^+} |\alpha_1|^2 \, d\lambda_1 \, d\lambda_2
\]
\[
(4.8)
\]
\[
\leq \frac{2}{|\Omega|} \left( \int_{\Omega^+} |\alpha_1|^2 \, d\lambda + \int_{(\Omega^+_1 \times \Omega_2) \setminus \Omega^+} |\alpha_1|^2 \, d\lambda \right)
\]
\[
\leq \frac{2}{|\Omega|} \int_{\Omega^+} |\alpha_1|^2 \, d\lambda + \frac{8|\Omega_1|}{|\Omega|^2} M^2.
\]
In order to estimate the first term on the right hand side, we first observe that
\[
\|(\alpha_1+\alpha_2)_+\|^2_{L^2(\Omega)} \geq \int_{\Omega^+} (\alpha_1 + \alpha_2)^2 \, d\lambda
\]
\[
(4.9)
\]
\[
\geq \int_{\Omega^+} |\alpha_1|^2 \, d\lambda - 2 \int_{\Omega^+} |\alpha_1| \, |\alpha_2| \, d\lambda
\]
\[
\geq \int_{\Omega^+} |\alpha_1|^2 \, d\lambda - 2 \|\alpha_1\|_{L^1(\Omega)} \|\alpha_2\|_{L^1(\Omega)}
\]
\[
\geq \|\alpha_1\|^2_{L^2(\Omega^+)} - 2 M^2.
\]
The left hand side in the above equation is estimated by means of (2.1a) and Lemma 4.3 as follows:
\[
\|(\alpha_1+\alpha_2)_+\|^2_{L^2(\Omega)} \leq 2 \left( \int_{\Omega} (\alpha_1 + \alpha_2 - c)^2 \, d\lambda + \int_{\Omega} c^2 \, d\lambda \right)
\]
\[
(4.10)
\]
\[
= 2 (\gamma^2 \|\pi_\gamma\|^2_{L^2(\Omega)} + \|c\|^2_{L^2(\Omega)})
\]
\[
\leq C (\|\mu_1\|^2_{L^2(\Omega_1)} \|\mu_2\|^2_{L^2(\Omega_2)} + \|c\|^2_{L^2(\Omega)}).
\]
Inserting (4.9) and (4.10) into (4.8) and employing the definition of $M$ as the bound from Lemma 4.4 then yields
\[
(4.11) \quad \|(\alpha_1)_+\|_{L^2(\Omega)} \leq C (\|\mu_1\|_{L^2(\Omega_1)} \|\mu_2\|_{L^2(\Omega_2)} + \|c\|_{L^2(\Omega_1)} + 1)^{1/2},
\]
with a positive constant $C$ depending on $\gamma$, $m$, and $\delta$. Interchanging the roles of $\alpha_1$ and $\alpha_2$ implies the same bound for $(\alpha_2)_+$.

Ad (ii): To show the bound for the negative part, we argue similarly to the second part of the proof of [18, Theorem 2.11]. Given $r \in \mathbb{R}$, we consider the set (defined up to sets of zero Lebesgue measure)
\[
\hat{\Omega}_r := \{ x_2 \in \Omega_2 : (\alpha_2)_+(x_2) > r + \zeta \} \subset \Omega_2.
\]
Recall that $\zeta > -\infty$ is defined to be a lower bound of the cost function $c$, see (4.4).

For any $r > -\zeta$, the Lebesgue measure of this subset can be estimated by
\[
|\hat{\Omega}_r| \leq \frac{1}{r + \zeta} \int_{\hat{\Omega}_r^c} (\alpha_2)_+ \, d\lambda_2 \leq \frac{1}{r + \zeta} \|\alpha_2\|_{L^1(\Omega_2)} \leq \frac{M}{r + \zeta},
\]
where $M$ again denotes the bound from Lemma 4.4. For all $r > -\zeta$, we thus obtain
\[
\int_{\Omega_2} (-r + \alpha_2 - \zeta)_+ \, d\lambda_2 \leq \int_{\hat{\Omega}_r^c} (-r - \zeta + (\alpha_2)_+) \, d\lambda_2
\]
\[
= \int_{\hat{\Omega}_r^c} (-r - \zeta + (\alpha_2)_+) \, d\lambda_2
\]
depends on $L$ being given. We set $\lambda^+$ and $\lambda^-$ and the negative part finally proves the lemma. □

Now assume that $\alpha \leq -\lambda_1$ a.e. on a set $E \subset \Omega_1$ of positive Lebesgue measure. Then

$$\int_{\Omega_2} (\alpha_1 + \alpha_2 - \varepsilon) d\lambda_2 \leq \int_{\Omega_2} (\gamma - R + \alpha_2 - \varepsilon) d\lambda_2 < \gamma \delta \leq \gamma \mu_1 \lambda_1 \text{ a.e. in } E,$$

which contradicts (2.1b). Hence the definition of $R$ in (4.12) along with the definition of $M$ and $K$ being the bounds from Lemma 4.4 and (4.11) yields the existence of a constant $C > 0$ such that

$$\lambda^1 - \lambda^1 \leq C (||\mu_1||_{L^2(\Omega_1)} ||\mu_2||_{L^2(\Omega_2)} + ||c||_{L^2(\Omega)} + 1)^6 \lambda_1 \text{ a.e. in } \Omega_1,$$

i.e., we actually even obtain an $L^\infty$-bound for the negative part. Note that, since $R$ depends on $\gamma$, $\delta$, and $\varepsilon$, the same holds for the above constant. Again, the estimate for $(\alpha_2)_-$ follows by means of reversed roles. Combining the results for the positive and negative part finally proves the lemma. □

With the above boundedness results we are now in a position to prove the (strong) continuity of $S_{\gamma}$. For this purpose, let us define the following sets:

(4.13) $\mathcal{H}(\Omega) := L^2(\Omega) \times L^2(\Omega_1) \times L^2(\Omega_2),$

(4.14) $\mathcal{C}_c(\Omega) := \{ c \in L^2(\Omega) : c \geq \varepsilon \text{ $\lambda$-a.e. in } \Omega \},$

(4.15) $\mathcal{M}^m(\Omega) := \{ (\mu_1, \mu_2) \in L^2(\Omega_1) \times L^2(\Omega_2) : ||\mu_1||_{L^1(\Omega_1)} = ||\mu_2||_{L^1(\Omega_2)} = m, \mu_i \geq \delta \lambda_1 \text{ a.e. in } \Omega_i, i = 1, 2 \}$.

**Proposition 4.6.** Let $\gamma, \delta, m > 0$ and $\varepsilon > -\infty$ be given. Then the solution operator of the regularized Kantorovich problem (KP$_\gamma$) is Hölder continuous with exponent $1/2$ on bounded sets in the following sense: For all $M > 0$, there exists a constant $L > 0$, depending on $M$, $\gamma$, $\delta$, $m$, and $\varepsilon$, such that

$$||S_{\gamma}(c_\mu, \mu_1, \mu_2) - S_{\gamma}(c_\nu, \nu_1, \nu_2)||_{L^2(\Omega)} \leq L ||(c_\mu, \mu_1, \mu_2) - (c_\nu, \nu_1, \nu_2)||^1_{\mathcal{H}(\Omega)}$$

for all $(c_\mu, \mu_1, \mu_2), (c_\nu, \nu_1, \nu_2) \in \mathcal{C}_c(\Omega) \times \mathcal{M}^m(\Omega)$ with

$$||(c_\mu, \mu_1, \mu_2)||_{\mathcal{H}(\Omega)}, ||(c_\nu, \nu_1, \nu_2)||_{\mathcal{H}(\Omega)} \leq M.$$

**Proof.** The result is more or less a straightforward consequence of the previous boundedness results. Let $(c_\mu, \mu_1, \mu_2), (c_\nu, \nu_1, \nu_2) \in (\mathcal{C}_c(\Omega) \times \mathcal{M}^m(\Omega)) \cap \overline{B_{\mathcal{H}(\Omega)}}(0, M)$ be given. We set $\pi_\mu := S_{\gamma}(c_\mu, \mu_1, \mu_2)$ and $\pi_\nu := S_{\gamma}(c_\nu, \nu_1, \nu_2)$ and denote the associated zero-mean dual solutions by $(\alpha_1^\mu, \alpha_2^\mu), (\alpha_1^\nu, \alpha_2^\nu) \in L^2(\Omega_1) \times L^2(\Omega_2)$. The equality constraints in (KP$_\gamma$) imply

$$\int_{\Omega_2} (\pi_\mu - \pi_\nu) d\lambda_2 = \mu_1 - \nu_1, \quad \int_{\Omega_1} (\pi_\mu - \pi_\nu) d\lambda_1 = \mu_2 - \nu_2.$$
Testing the first and second equation in (4.16) with $\alpha^\mu_i - \alpha_i^\nu$ and $\alpha_i^\mu - \alpha_i^\nu$, respectively, integrating and then adding the resulting equations, we arrive at

$$
\int_\Omega (\pi_\mu - \pi_\nu) \left( \frac{1}{\gamma} (\alpha^\mu_i + \alpha^\nu_i - c_\mu) - \frac{1}{\gamma} (\alpha^\mu_i + \alpha^\nu_i - c_\nu) \right) d\lambda \\
= \frac{1}{\gamma} \left( \int_{\Omega_1} (\mu_1 - \nu_1) (\alpha^\mu_i - \alpha^\nu_i) d\lambda_1 + \int_{\Omega_2} (\mu_2 - \nu_2) (\alpha^\mu_2 - \alpha^\nu_2) d\lambda_2 \\
- \int_{\Omega} (\pi_\mu - \pi_\nu) (c_\mu - c_\nu) d\lambda \right).
$$

Using (2.1a), the inequality $(a_+ - b_+)^2 \leq (a_+ - b_+) (a - b)$ for all $a, b \in \mathbb{R}$, and Young’s inequality, we arrive at

$$
\|\pi_\mu - \pi_\nu\|^2_{L^2(\Omega)} \leq C \left( \sum_{i=1}^2 \|\alpha^\mu_i - \alpha_i^\nu\|_{L^2(\Omega_i)} \|\mu_i - \nu_i\|_{L^2(\Omega_i)} + \|c_\mu - c_\nu\|^2_{L^2(\Omega)} \right).
$$

By Lemma 4.5, there holds

$$
\|\alpha^\mu_i - \alpha_i^\nu\|_{L^2(\Omega_i)} \leq \|\alpha^\mu_i\|_{L^2(\Omega_i)} + \|\alpha_i^\nu\|_{L^2(\Omega_i)} \leq C (M + 1)^6
$$

with a constant $C$ depending on $\gamma, \delta, m,$ and $c$. Inserting this in the above inequality then gives the result. 

Some words concerning the above results are in order. First, due to their non-uniqueness, it is clear that one cannot expect an analogous result for the dual variables, even if we restrict to the zero-mean dual solutions. Moreover, an inspection of the foregoing analysis reveals that the constant $L$ from Proposition 4.6 tends to infinity, if $\gamma$ and/or $\delta$ converge to zero or if $c$ approaches $-\infty$. This is somewhat to be expected, since one loses regularity as $\gamma$ tends to zero and there is in general no existence of an optimal transport plan, if there is no lower bound for the cost.

### 4.2. Existence of Optimal Solutions

Based on the Hölder continuity result, we are now in the position to establish the existence of solutions to (BK$_\gamma^3$). For this purpose, we return to the notation from the beginning of this section, i.e. in particular, given $c \in C(\Omega)$ and $\mu_1 \in \mathcal{M}(\Omega_1)$ with $\mu_1 \geq 0$ and $\|\mu_1\|_{\mathcal{M}(\Omega_1)} = 1$, we set $\pi_\gamma := \mathcal{E}_\gamma^3 \mathcal{S}_c (\mathcal{E}_\delta^3, T_\delta^3 (\mu_1), T_\delta^3 (\mu_2)) \in \mathcal{M}(\Omega)$.

**Theorem 4.7.** Let $\gamma > 0$ and $\delta > 0$ be fixed. There exists at least one globally optimal solution to the regularized bilevel Kantorovich problem (BK$_\gamma^3$).

**Proof.** Based on Proposition 4.6, we can apply the direct method of the calculus of variations. First, we note that, for all $\mu_1 \in \mathcal{M}(\Omega_1), \mu_2 \in \mathcal{M}(\Omega_2)$ with $\|\mu_1\|_{\mathcal{M}(\Omega_1)} = \|\mu_2\|_{\mathcal{M}(\Omega_2)}$ and $\mu_i \geq 0, i = 1, 2,$ there holds $\phi_\delta^\mu i \ast \phi_\delta^\mu i \geq 0 \lambda_\text{-a.e.}$ in $\Omega_i$ and thus

$$
\|T_\delta^3 (\mu_1)\|_{L^1(\Omega_1)} = \|\phi_\delta^\mu 1\|_{L^1(\mathbb{R}^n)} \|\mu_1\|_{\mathcal{M}(\Omega_1)} + \delta \\
= \|\phi_\delta^\mu 1\|_{L^1(\mathbb{R}^n)} \|\mu_2\|_{\mathcal{M}(\Omega_2)} + \delta = \|T_\delta^3 (\mu_2)\|_{L^1(\Omega_2)} = m.
$$

Hence, $(T_\delta^3 (\mu_1), T_\delta^3 (\mu_2)) \in \mathcal{M}_0^\mathcal{W}(\Omega_3)$ so that $\mathcal{S}_c (\mathcal{E}_\delta^3, T_\delta^3 (\mu_1), T_\delta^3 (\mu_2))$ is well defined for every $c \in C(\Omega)$. Consequently, the feasible set of (BK$_\gamma^3$) is nonempty and thus there is an infimal sequence $\{(\pi^n_\gamma, \mu^n_1, c_n)\}_{n \in \mathbb{N}} \subset \mathcal{M}(\Omega) \times \mathcal{M}(\Omega_1) \times W^{1, p}(\Omega)$, i.e.,

$$
\mathcal{J}_\gamma (\pi^n_\gamma, \mu^n_1, c_n) \rightarrow \inf \{ \text{BK}_\gamma^3 \} \in \mathbb{R} \cup \{-\infty\} \quad \text{as } n \rightarrow \infty,
$$
Furthermore, the complete continuity of the convolution yields
\[ \| \pi_n \|_{\mathcal{M}(\Omega)} \leq \| \mathcal{S}_\gamma (\mathcal{E}_\delta c_n, \mathcal{T}_1^\delta (\mu_n^1), \mathcal{T}_2^\delta (\mu_n^2)) \|_{L^1(\Omega)} = \int_{\Omega^2} \varphi_2^\delta * \mu_2^1 d\lambda_2 + \delta = 1 + \delta. \]

Therefore, \( \{ \mu_n^1 \} \) and \( \{ \pi_n \} \) are both bounded in \( \mathcal{M}(\Omega_1) \) and \( \mathcal{M}(\Omega) \), respectively, and thus, the presupposed weak-\( \ast \) lower semicontinuity of \( \mathcal{J} \) implies that
\[ \inf_{n \in \mathbb{N}} \mathcal{J}(\pi_n, \mu_n^1) =: j > -\infty. \]

Consequently, for \( n \in \mathbb{N} \) large enough,
\[ \| c_n - c_d \|_{W^{1,p}(\Omega)} \leq \rho \left( \max\{\inf (\mathcal{B}K_4^1) + 1, 0 \} - j \right) \]
such that \( \{ c_n \} \) is bounded in \( W^{1,p}(\Omega) \). Therefore, there is a subsequence, denoted for simplicity by the same symbol, such that
\[ (\pi_n, \mu_n^1) \rightharpoonup^\ast (\tilde{\pi}, \tilde{\mu}_1) \text{ in } \mathcal{M}(\Omega) \times \mathcal{M}(\Omega_1), \quad c_n \rightharpoonup \bar{c} \text{ in } W^{1,p}(\Omega). \]

The set \( \{ \mu_1 \in \mathcal{M}(\Omega_1) : \mu_1 \geq 0 \} \) is easily seen to be weakly-\( \ast \) closed. Hence \( \bar{\mu}_1 \geq 0 \) and thus
\[ 1 = \| \mu_1^1 \|_{\mathcal{M}(\Omega_1)} = \int_{\Omega_1} d\mu_1^1 \rightharpoonup \int_{\Omega_1} d\bar{\mu}_1 = \| \bar{\mu}_1 \|_{\mathcal{M}(\Omega_1)}. \]

Therefore, the weak limit \( \bar{\mu}_1 \) satisfies the constraints in \( (\mathcal{B}K_4^1) \). Moreover, since \( p > d \), the embedding \( W^{1,p}(\Omega) \hookrightarrow C(\Omega) \) is compact, and thus \( c_n \rightharpoonup \bar{c} \) uniformly in \( \Omega \). Since \( \Omega \) is compact, there is a constant \( \varsigma > -\infty \) such that \( \inf_{x \in \Omega} c_n(x) \geq \varsigma \) for all \( n \in \mathbb{N} \) as well as \( \inf_{x \in \Omega} \bar{c}(x) \geq \varsigma \). Hence, there holds \( \mathcal{E}_\delta \bar{c}, \mathcal{E}_\delta c_n \in \mathcal{C}_2(\Omega_3) \) for all \( n \in \mathbb{N} \) and the uniform convergence implies
\[ \mathcal{E}_\delta c_n \rightarrow \mathcal{E}_\delta \bar{c} \text{ in } L^2(\Omega_3). \]

Furthermore, the complete continuity of the convolution yields
\[ \mathcal{T}_1^\delta (\mu_n^1) \rightharpoonup \mathcal{T}_1^\delta (\bar{\mu}_1) \text{ in } L^2(\Omega_1). \]

Since \( \mu_n^1, \bar{\mu}_1 \geq 0 \) and \( \mu_n^2, \bar{\mu}_1 \geq 0 \), we have \( \varphi_1^\delta * \mu_n^1, \varphi_1^\delta * \bar{\mu}_1 \geq 0 \lambda_1 \)-a.e. in \( \Omega_1^\delta \) and \( \varphi_2^\delta * \mu_n^2 \geq 0 \lambda_2 \)-a.e. in \( \Omega_2^\delta \) and therefore thanks to the constant shift in (4.1)
\[ (\mathcal{T}_1^\delta (\mu_n^1), \mathcal{T}_2^\delta (\mu_n^2)) \in \mathcal{M}_c(\Omega) \quad \forall n \in \mathbb{N}, \quad (\mathcal{T}_1^\delta (\bar{\mu}_1), \mathcal{T}_2^\delta (\mu_n^2)) \in \mathcal{M}_c(\Omega_3), \]

where \( \delta' := \max\{\|\Omega_1^\delta\|, \|\Omega_2^\delta\|\}^{-1} \delta \). Therefore, we are allowed to apply the H"older continuity result from Proposition 4.6, which gives
\[ \mathcal{S}_\gamma (\mathcal{E}_\delta c_n, \mathcal{T}_1^\delta (\mu_n^1), \mathcal{T}_2^\delta (\mu_n^2)) \rightharpoonup^\ast \mathcal{S}_\gamma (\mathcal{E}_\delta \bar{c}, \mathcal{T}_1^\delta (\bar{\mu}_1), \mathcal{T}_2^\delta (\mu_n^2)) \text{ in } L^2(\Omega_3). \]

The continuity of the restriction operator \( \mathcal{E}_\delta \) and the first convergence in (4.19) then imply
\[ \bar{\pi} = \mathcal{E}_\delta \mathcal{S}_\gamma (\mathcal{E}_\delta \bar{c}, \mathcal{T}_1^\delta (\bar{\mu}_1), \mathcal{T}_2^\delta (\mu_n^2)) \]
such that the weak limit \( (\bar{\pi}, \bar{\mu}_1, \bar{c}) \) is feasible for \( (\mathcal{B}K_4^1) \). The mapping \( W^{1,p}(\Omega) \ni c \mapsto \| c - c_d \|_{W^{1,p}(\Omega)} \) is continuous and convex and therefore weakly lower semicontinuous. Additionally, \( \mathcal{J} \) was assumed to be weakly-\( \ast \) lower semicontinuous. Altogether, the convergence in (4.19) yields
\[ \mathcal{J}_\gamma (\bar{\pi}, \bar{\mu}_1, \bar{c}) \leq \liminf_{n \to \infty} \mathcal{J}_\gamma (\pi_n, \mu_n^1, c_n) = \inf (\mathcal{B}K_4^1), \]

ensuring the optimality of the weak limit.
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