Atmospheric processes affecting methane on Mars
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Abstract: It is currently uncertain as to whether methane exists on Mars. Data from the Curiosity Rover suggests a background methane concentration of a few tenths parts per billion whereas data from the Trace Gas Orbiter suggest an upper limit of twenty parts per trillion. If methane exists on Mars then we do not understand fully the physical and chemical processes affecting its lifetime. Atmospheric models suggest an over-estimate in the lifetime by a factor of around six hundred compared with earlier observations. In the present work we assume the Curiosity Rover background methane value and estimate the uncertainty in atmospheric chemistry and mixing processes in our atmospheric column model 1D TERRA. Results suggest that these processes can only explain a factor of ~sixteen lowering in the methane lifetime. This implies that if methane is present then additional, currently unknown processes are required to explain the observed lifetime.
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1. Introduction

The detection of methane (CH₄) in the Martian atmosphere (Krasnopolsky et al., 2004) has a fascinating history. The initially claimed abundance of several tens of parts per billion (ppbv) has steadily decreased as instrument sensitivity, analysis techniques and data coverage have improved from the initial ground-based observations on Earth (see e.g. Formisano et al., 2004; Mumma et al., 2009; Fonti and Marzo, 2010; Geminale et al., 2011; Fonti et al., 2015; Webster et al., 2018; Aoki et al., 2018; Korabev et al., 2019; Knutsen et al., 2021; Montmessin et al., 2021)). Recent overview papers on Martian methane include Krasnopolsky and Lefèvre (2013), Yung et al. (2018) and Lefèvre (2019).

There is still however an ongoing debate as to whether methane exists on Mars. Important papers which contributed to this skepticism include Lefèvre and Forget (2009) and Zahnle et al. (2011) as well as the recent Trace Gas Orbiter (TGO) observations (Korabev et al., 2019; Montmessin et al., 2021; see also discussion below). Differences in the CH₄ abundances measured by the Curiosity Rover (see e.g. Webster et al., 2015; Webster et al., 2018, Webster et al., 2021) and instruments onboard the TGO (Korabev et al. (2019); Knutsen et al. (2021); Montmessin et al. (2021)) are the subject of discussion. The large CH₄ emissions suggested by some works would imply a large sink which is not supported by current photochemical schemes.

A central aspect is the discussion on reported seasonal variation. The Mars Science Laboratory (Webster et al., 2018; see also Yung et al., 2018) suggested a baseline level of 0.4 part per billion by volume (ppbv) CH₄ with seasonal behavior and spikes of up to 7 ppbv. The Curiosity Rover at the Gale Crater (4.5°S,137.4°E) (Webster et al., 2018) suggested an annual cycle ranging around from 0.24 to 0.65 ppbv CH₄ (mean 0.41 ppbv) peaking in Northern Summer, superimposed with episodic spikes of around 7 ppbv typically lasting a few weeks. Moores et al. (2019) and Viúdez-Moreiras et al. (2020) suggested that the annual cycle variations could be explained by regolith diffusion or/micro seepage. However, Gillen et al. (2020) applied Gaussian regression to the same Curiosity Rover dataset but their result did not support an annual variation. Data from the Planetary Fourier Spectrometer (PFS) (Giuranna et al., 2019) supported a CH₄ plume of 15.5 ppbv above the Gale crater. Korabev et al. (2019), however, did not detect any CH₄ over a range of latitudes using the Trace Gas Orbiter (TGO) which has the highest sensitivity (down to ~0.01 ppb CH₄) applied to date. Montmessin et al. (2021) suggested a CH₄ upper limit of 20 pptv.

Initial observations from the TGO with the Atmospheric Chemistry Suite (ACS) and with the Nadir and Occultation for MArS Discovery (NOMAD) suggested an absence of CH₄ detection over most of the Martian globe. Abundant dust loadings in the lower atmosphere (<30 km) however sometimes made such observations challenging. Knutsen et al. (2021) also reported no confirmed CH₄ detection with a sensitivity down to 0.06 ppbv based on near global observations over one year from 6-100 km with the ACS and NOMAD (Liuzzi et al., 2019) instruments. Zahnle and Catling (2019) noted that claimed CH₄ abundances since 2004 have decreased with instrument sensitivity, suggesting that the claimed detections could be erroneous. Olsen et al. (2020) presented the first mid-IR detection of Martian ozone (O₃). Better O₃ constraints suggest improved understanding of the Martian photochemical environment which could lead to improved knowledge of CH₄ photochemistry. Their study noted that overlapping of the v3 vibration-rotation CH₄ band with a newly-discovered magnetic dipole band of CO₂ in the region from (3000-3060) cm⁻¹ could have led to an overestimation of CH₄ by the Curiosity Rover and PFS studies. This claim, however, was refuted by Webster et al. (2020) for the Curiosity data and more quantification is needed.

The CH₄ sources and sinks on Mars are not well constrained although this is a pre-requisite for assessing whether the claimed CH₄ signals could have arisen from life. Suggested sources of
Mars, CH₄ are geology (Oze and Sharma, 2005; Lyons et al., 2005; Chastain and Chevrier, 2007; Thomas et al., 2009; Komatsu et al., 2011; Oehler and Etope, 2017; Etope et al., 2018) as well as clathrates (Chassefière, 2009; Thomas et al., 2009; Mousis et al., 2016); delivery, including comets (Kress and McKay, 2004; Fries et al., 2016 (but contested by Roose-Serota et al., 2016)) and (micro)meteorites (Krasnopolsky et al., 2004; Court and Sephton, 2009; Kepler et al., 2012; Blamey et al., 2015; Civiš et al., 2019) and the effect of dust (Schuermann et al., 2012; Moores et al., 2017) and biological microorganisms (e.g. Summers et al., 2002; Buford Price, 2010; Nixon et al., 2013; Westall et al., 2015; Sholes et al., 2019). Wong et al. (2004) suggested that CH₄ could form ethane (C₂H₆) via gas-phase reactions in the atmosphere; in theory, the C₂H₆ could then decompose in-situ to reform CH₄ although this process is uncertain in the Martian atmosphere. Pla-Garcia et al. (2019) applied a regional transport model to interpret CH₄ measurements at the Gale Crater which suggested that a large, continuous source is required to satisfactorily interpret the observations. General Circulation Model simulations (Viscardy et al., 2016) suggested mixing timescales of a few weeks in the low to mid atmosphere which implied that the detection of vertical layering could be evidence of recent emission.

Suggested sinks of Martian CH₄ include oxidation via hydrogen peroxide (H₂O₂) on the surface (Gough et al., 2011) and heterogeneous reactions on dust grains (Farrell et al., 2006; Jensen et al., 2014; Escamilla-Roa et al., 2018). Photochemical removal is also a potentially significant sink for CH₄ in the Martian atmosphere. Korablyev et al. (2021) presented the first detection of (1-4ppbv) hydrogen chloride (HCl) in the Martian atmosphere possibly associated with a suggested heterogeneous chlorine source from salt aerosol (Olsen et al., 2021; see also Civiš et al., 2019). Enhanced chlorine abundances could present an additional photochemical sink for CH₄ on Mars. Photochemical models of Mars have made considerable headway in recent years, both for the 1D (e.g. Boxe et al., 2014; Stock et al., 2017; Krasnopolsky, 2019; Lo et al., 2020) and the 3D (e.g. Lefèvre et al., 2004; Daerden et al., 2019) models. Sources of uncertainties in the chemical modules include e.g. the photochemical rate coefficients and (for the column models) the assumed eddy transport profile (see e.g. Michaels and Rafkin, 2004). Established photochemical gas-phase sinks in the Martian atmosphere include reaction with (1) hydroxyl (OH), (2) electronically-excited atomic oxygen (O¹D), and (3) photolysis. The photochemical removal rate depends on the water abundance and the UVB environment. These in turn affect OH and O¹D abundances which can react with CH₄ (see e.g. Viscardy et al., 2016). Lefèvre and Forget (2009) (see also Mumma et al., 2009) suggested that CH₄ observations could not be accounted for by known physics and chemistry. They calculated a CH₄ atmospheric e-folding lifetime, tₘₐₓ=[CH₄]/(CH₄ loss rate) of ~200 days as constrained by observations (their study derived this value by fitting an idealized tracer in their general circulation model to reproduce an enhancement in CH₄ by a factor 4 to 5 in the assumed emission region of the model cell containing Syrtis Major (10°N, 50°E) for 60 sols compared with the global mean CH₄ abundance at vernal equinox), which was over-estimated by a factor of ~600 times in the photochemical models. Some works (e.g. Mumma et al., 2009; Giuranna et al., 2019) suggested this factor could be even higher.

A possible implication of the above discrepancy is that the models could be missing some crucial CH₄ removal process(es). High Energy Particles (HEPs) could also impact CH₄ on Mars although their effect and in particular the influence of induced ion photochemistry is not well determined. Molina-Cuberos et al. (2002), González-Galindo et al. (2013); Bougher et al. (2015) and Cardnell et al. (2016) applied photochemical ion models which suggested e.g. CO₂⁻ and O₂⁻ to be some of the primary positive ions and hydrated ions such as CO₃⁻(H₂O)ₙ to be one of the main negative ions during high energy particle bombardment.
In the present paper we assess the extent to which various phenomena could address the Martian methane atmospheric lifetime discrepancy. First, we apply an atmospheric model where we vary in a Monte Carlo approach chemical reaction rates and eddy mixing coefficients within their current uncertainties. Related to this, we analyze the atmospheric pathways of CH$_4$ removal using our unique pathway analysis program. Second, we implement into our atmospheric model neutral dissociation for a range of gas-phase species by low energy (defined here as ranging from one half to five thousand electron volts (eV)) electrons generated from HEPs. Third, we investigate the photochemical response induced by ion-pair production (IPP) (leading to the generation of e.g. electrons with energies typically in the keV to MeV range) associated with Galactic and Solar Cosmic Rays. We then quantify the influence of these phenomena upon the modelled Martian CH$_4$ photochemical lifetime. Section 2 describes the models used. Section 3 presents the scenarios performed. Section 4 shows the results and section 5 draws brief conclusions.

2. Model descriptions

2.1 Photochemical Module (BLACKWOLF)

We use the BerLin Atmospheric Chemical Kinetics and photochemistry module With application to exOpLanet Findings (BLACKWOLF) which calculates global mean stationary conditions over the atmospheric column. In the present work the BLACKWOLF chemistry module is adapted to Mars conditions as follows. We take a fixed modern Mars temperature profile input based on Haberle (2017). We employ the standard reference atmosphere for clear (low dust loading) conditions. The temperature ranges from about 216K at the surface, decreasing to about 145K at around 60km and remains approximately at this value in the middle atmosphere. The vertical grid contains 100 equally-spaced model layers extending from the Martian near-surface up to 0.01 Pa. For Mars conditions we employ a surface Bond albedo equal 0.25 (Williams, 2010). The Eddy diffusion coefficients for the Martian atmosphere are calculated as function of temperature and scale height based on Gierasch and Conrath (1985) and are shown in Wunderlich et al. (2020) their Figure 1c. The model lid features a parameterized escape for O(3P) and H. Details of the full chemical network used our study can be found in Wunderlich et al (2020). The chemical network has 1127 chemical reactions for 128 species, including 832 bimolecular reactions, 117 termolecular reactions, 53 thermal dissociation reactions, and 125 photolysis reactions for 81 absorbers from 100 to 850nm in 133 bands and the same eight Rayleigh absorbers as described in Scheucher et al. (2020). The chemical scheme includes chemical families of hydrogen, nitrogen, carbon, chlorine and sulfur reactions with hydrocarbons up to C5 and features no hazes and no dust. At the surface CO$_2$ and N$_2$ are fixed to a volume mixing ratio (vmr) of 0.9532 and 0.027 respectively whereas SO$_2$ and HCl surface fluxes are fixed to 1.5x10$^5$ and 2.4x10$^4$ molecules cm$^{-2}$ s$^{-1}$ (see Wunderlich et al., 2020, their Table 6 for further details). Modeled chemical output for modern Mars conditions compares reasonably well with earlier model studies such as Nair et al. (1994) and Krasnopolsky (2010) as shown in Wunderlich et al. (2020) their Figure 3. Further details of the photochemical reaction rate coefficient databases can be found in Wunderlich et al. (2020).

2.2. Pathway Analysis Program

The Pathway Analysis Program (PAP) (Lehmann, 2004) enables the identification and quantification of chemical production and loss pathways for a given prescribed species in arbitrary chemical systems. The algorithm begins with individual reactions as pathways and continues by connecting shorter pathways at the so-called branching species which are processed according to their lifetime beginning with the short-lived. If a pathway contains sub-pathways (which denote a subset of
chemical reactions which belong to the pathway) then it is split into these. The calculation ends if a branching point species with a lifetime greater than a user-defined threshold, \( \tau_{\text{max}} \), is reached. Alternatively, the algorithm may stop at a user-defined branching point species. To avoid excessive computational times, the algorithm identifies and rejects pathways whose rate falls below a prescribed threshold \( f_{\text{min}} \) during the computation. The PAP algorithm takes as input: (1) a list of species names and reactions, (2) chemical reaction rates output by the model averaged over a given time interval (in the present study PAP takes as input the arithmetic mean of rates and abundances from the last two consecutive outputs of the chemistry model before convergence which is used for determining the relative contributions of material flux for the cycles identified) and (3) the concentration change which the chemical reaction rates would produce alone (see also Stock et al., 2012).

In the following analysis the PAP input parameter \( f_{\text{min}} \) was set to \( 10^{-16} \) ppbv/s. This parameter is used to avoid so-called “combinatorial explosion” (excessive cpu time required) whereby pathways found with rates below \( f_{\text{min}} \) are removed from the PAP calculation step-by-step as they are found. Further tests suggested that the value used was appropriate for the system investigated; decreasing \( f_{\text{min}} \) further did not change the output appreciably. For the pathway analysis it is important to specify a suitable timescale over which the pathways operate. In this study we analyze pathways having branching-point species (c.f. above) with lifetimes less than the photochemical lifetime of carbon monoxide (CO). We choose this species because it is a stable product of the CH₄ degradation (about 6 years according to Krasnopolsky, 2007). Note that the pathways for the final conversion of CO to CO₂ have been investigated by Stock et al. (2012). For a (hypothetical) chemical model having only in-situ gas-phase reaction rates, the change in chemical concentrations would be accounted for (“chemically balanced”) purely by the chemical reaction rates. In the present analysis we only investigate changes of species’ concentrations that are caused by chemical reactions. Other processes such as mixing, emissions, escape or deposition could be treated as “pseudo reactions”, but this was not done in the present study. Species for which the concentration change was not balanced by reaction rates were: H₂CO, O(²P), H₂O, OH, HO₂, H₂O₂, O₃, H, H₂, CH₄, CO, CH₃OH, CH₃O₂, N₂O, NO, NO₂, HNO₂, HNO₃, HO₂NO₂, NO₃, N₂O₅, Cl₂O₂, CH₃Cl, HOCI, Cl, ClO, HClO, ClONO₂, H₂S, HS, SO, SO₂, H₂SO₄, HSO₄, SO₄ aerosol, CH₂, CH₃, OH(³D), CH₃, H₃CO, HCO, N, NOCl, ClONO₂, ClO₂, Cl₂, S, SO₂¹, SO₂³, HSO₃, SO₃, S₂, O₂, CO₂ and N₂.

2.3 Ion-neutral chemistry model (ExoTIC)

The Exoplanetary Terrestrial Ion Chemistry Model (ExoTIC) is based on the University of Bremen Ion Chemistry Model initially developed for Earth’s mesosphere and lower thermosphere (Winkler et al., 2008; Sinnhuber et al., 2012) but generalized to consider any kind of terrestrial (rocky) planet and stellar environment. The time-dependent column model includes 60 neutral and 120 charged species. Neutral and ion photochemistry is driven by input stellar fluxes in the range 120-800nm, considering photodissociation and ionization including particle-impact ionization. Photoelectron detachment and attachment were included for neutral-neutral, ion-neutral and ion-ion reactions. Primary ions are calculated from the excitation, ionization and dissociative ionization of O₂, N₂, O, CO₂ and CO based on their respective abundances and the ionization rate. The vertical domain and input temperature as well as the initial atmospheric composition were the same as those for BLACKWOLF (see 2.1). The effect of particle impact profiles calculated in ExoTIC were provided as input into BLACKWOLF. Further details of ExoTIC can be found in Herbst et al. (2019a).
2.4 PLANETOCOSMICS and AtRIS
To model the Martian ionization rates we have two simulation codes at hand: PLANETOCOSMICS (Desorgher, 2005), a C++-based GEANT4-driven code which recently has been used model the Martian radiation dose of modern Mars (see, e.g., Gronoff et al., 2015; Köhler et al., 2016 and Matthiä and Berger, 2017) and the Atmospheric Radiation Interaction Simulator (AtRIS; Banjac, Herbst, and Heber, 2019), the newly-developed C++-code to model hadronic and electromagnetic particle interactions within a variety of (exo)planetary atmospheres, which has been applied to model modern Earth (Banjac et al., 2020), Mars (see, Guo et al., 2019; Röstel et al., 2020), Venus (Herbst et al., 2019a; 2020), and Earth-like exoplanets (Herbst et al., 2019b; Scheucher et al., 2020).

In a first step, we utilize both codes to calculate the Ion Pair Production (IPP) profiles in the Martian atmosphere which arise due to the impact of Galactic Cosmic Rays (GCRs, see Section 3.6), while in a second step also Solar Proton Events (SPEs) are taken into account (see Section 3.7). For both scenarios, the model inputs include information on the cosmic ray fluxes on top of the atmosphere (here based on the LIS by Herbst et al., 2017) and the magnetic field (e.g., Herbst et al., 2013). Note that in our study the influence of the crustal magnetic field bubbles is neglected.

3. Scenarios
3.1 Mars Control Run with BLACKWOLF: Gas Phase Chemistry only, without HEPs
The control run featured gas-phase chemistry only i.e. without high energy particle reactions from HEPs. The surface CH₄ value was fixed to the 38-month mean CH₄=0.41 ppbv observed at Gale Crater by Curiosity (Webster et al., 2018). The surface CH₄ flux in BLACKWOLF which would be required to maintain this concentration against the atmospheric chemical sinks corresponds to 9.16 Mg/yr. This value is about 61 million times weaker than on modern Earth which has ~558 Tg/year in the global mean (see e.g. Saunois et al., 2016). Earlier budget estimates (e.g. Summers et al., 2002) suggested a CH₄ surface flux weaker by at least a factor 100,000 on Mars compared with Earth. Further details of the Mars control model setup and boundary conditions can be found in Wunderlich et al. (2020).

3.2 Monte Carlo Simulations of the Control Run
3.2.1 Varying chemical rate coefficients and eddy coefficients within their uncertainty range
The BLACKWOLF photochemical module was run with the same basic setup as scenario 3.1 but now in a Monte Carlo (MC) setup whereby key model parameters were varied randomly within their uncertainty range. A subset of chemical rate coefficients important to simulate the atmospheric composition of modern Mars taken from Krasnopolsky (2019) (his chapter 10) (see below and Appendix 1a, 1b) were varied. This conservative approach ensured that our output range of species abundances was broadly kept within the current observational constraints of modern Mars (but see discussion below). For the three-body reactions, current rate coefficients in BLACKWOLF are based on observations in an N₂-O₂ bath gas but are expected to have higher values on moving to a CO₂ bathgas (see e.g. Nair, 1994; Krasnopolsky, 2019) since the triatomic CO₂ molecule can accommodate a wider range of energy states than diatomic O₂ and N₂. Note that Lindner (1988) discussed termolecular reaction rate coefficients for Mars conditions. The termolecular rate coefficients were therefore varied randomly up to the limit shown for the reactions presented in Appendix 1a. These limits are based on the observed increase in termolecular rate coefficients for a nitrogen compared with a carbon dioxide bath gas taken from Nagy et al. (2015) (their Table 3). All photolysis rates \( P_i \) in BLACKWOLF were varied within a factor two i.e. from \( P_{i\text{min}} \) to \( P_{i\text{max}} \), where \( P_{i\text{max}}/P_{i\text{min}} = 2 \). The eddy mixing coefficients in the model were varied randomly and independently of each other at the surface between \( 10^{-4} - 10^0 \) cm² s⁻¹ and at the Top of Atmosphere (TOA) between \( 10^0 - 10^6 \) cm² s⁻¹ (see...
e.g. Nair, 1994; Krasnopolsky, 2019). A logarithmic interpolation was employed between the surface layer and the TOA.

The MC runs originally featured N=2200 individual model simulations (hereafter referred to as realizations) of which 1000 were shown in the final Figures and used in the resulting analysis since these remained within the observational range for CO and O\(_2\) (see below). As a test we performed an additional simulation with N=5000. Results suggested that the N=1000 case was sufficient for our purposes since the range of uncertainties calculated for the various species abundances changed only by up to a few percent compared with N=5000. The MC realizations all ran with the full BLACKWOLF chemical network. For the bimolecular gas-phase reactions in the varied subset the uncertainty in the reaction rate constant as a function of temperature \(f(T)\) was taken from the Jet Propulsion Laboratory (JPL) Data Evaluation Report 19 described in Burkholder et al. (2020) (see Appendix 1) and is equal to:

\[
f(T) = f(298 \text{ K}) \exp \left| g \cdot \left( \frac{1}{T} - \frac{1}{298 \text{ K}} \right) \right| \quad (1)
\]

where \(g\) is constant for a given reaction. The error interval from (1) is obtained by multiplying (upper error limit) and dividing (lower error limit) the rate coefficient by \(f^2(T)\) corresponding to the 95% confidence interval (Burkholder et al., 2020). Therefore, for the MC analysis we multiplied each bimolecular rate constant by its individual uncertainty factor \((U)\) where:

\[
U = r \cdot f(T)^2 + (1 - r) \cdot 1/f(T)^2 \quad (2)
\]

where \(r\) is a random number between (0-1), \(f(T)\) is taken from Appendix 1a and was calculated for the Martian temperature profile. Note the caveat that equation (2) assumes that 100% of the data lie in the interval \([1/f(T)^2, f(T)^2]\) which corresponds to the 95% confidence interval discussed by the Burkholder study. On the other hand, equation (2) provides a straightforward means of estimating \(U\) given that neither \(f\) nor \(g\) are derived from a rigorous statistical treatment. Note that the MC analysis takes as input the reported range of uncertainty in the chemical rate coefficients and the Eddy mixing and then calculates the associated variation range in the species abundances.

### 3.2.2 Varying the eddy coefficients only

In order to separate the effect of the chemical rate uncertainty from that of the eddy coefficients, scenario 3.2.2 is as for 3.2.1 but varied the eddy coefficients only.

### 3.3 Variation of atmospheric water profile

The effect of changing the input water profile vmr was investigated by fixing the H\(_2\)O vmr to isoprofiles with vmr values of \(10^{-4}\), \(3\times10^{-4}\) and \(10^{-3}\) for three different regions in the lower atmosphere i.e. in the surface layer (0-1km) only; (1-10km) or (1-20km) (see Figure 8, upper left panel). A logarithmic interpolation was employed between \(h\) and 50 km, where \(h\) denotes the level at the top of the height range where H\(_2\)O vmr is set to a constant isoprofile. At 50 km and above the H\(_2\)O was calculated interactively by BLACKWOLF (see Figure 8). This scenario also ran with the full BLACKWOLF network and with N=1000 MC simulations as for 3.2. Trokhimovskiy et al. (2015) and Fedorova et al. (2020) discuss the Martian water cycle. Note that recent near global observations of the seasonal variation in the Martian water profile with the ExoMars TGO (Villanueva et al., 2021, their Figure 2, left panels) suggests \((0.8 - 1.2) \times10^{-4}\) vmr H\(_2\)O in the lower atmosphere decreasing to
around $4 \times 10^5$ from ~50 to 80 km which are somewhat lower vmr values than assumed in our work (see Figure 7, top left panel).

3.4 Variation of atmospheric chlorine burden
In light of the recently detected HCl (Korablev et al., 2021) we performed a run (scenario 3.4) as for run 3.1 (which featured ~0.2 ppbv HCl at the surface based on the upper limit of Hartogh et al., 2010) but with enhanced chlorine. Two cases were studied featuring firstly, surface HCl set to 2 ppbv and with no surface source of chloromethane (CH$_3$Cl) (case 3.4.1) and secondly, with surface HCl set to 2 ppbv and surface CH$_3$Cl set to 14 ppbv based on the upper limit of Villanueva et al. (2013) (case 3.4.2). Note that recent observations of HCl (Korablev et al., 2021; Aoki et al., 2021) suggested variability in time and space with values of (1-3) ppbv from (10-40km) at perihelion decreasing to around a few tenths of a part per billion above ~30 km during the solstice. These works suggest that HCl is quickly disappearing at the close of the southern summer, more rapidly than its simulated photochemical lifetime. More work is required to understand the seasonal responses on a global scale. Note too that since recent observations of HCl (see above) suggest values of a few ppbv, further work is required to investigate if the assumed upper limit of 14 ppbv CH$_3$Cl in our work is consistent with the HCl data.

3.5 As for control run (3.1) but with low energy electron dissociation of gas-phase species for flaring conditions
On Earth secondary particles induced from air shower events require energies typically ranging from KeV to MeV to reach the surface (see e.g. Risse and Heck, 2004). Although the lower energy (~1-1000 eV) secondary electrons feature large collisional cross sections for the neutral dissociation and ionization of atmospheric species, they are absorbed (on Earth) mainly above the mesosphere and likely have a negligible effect upon the middle atmosphere composition. However, in the thin Martian atmosphere, their depth of penetration and influence upon atmospheric species is not well-determined. Run 3.5 includes the neutral dissociation for a range of Martian atmospheric species. Appendix 2 shows the species included, their cross sections used, and describes the derivation of flux profiles on Mars during flaring conditions for two different methods.

3.6 Modern Mars for solar minimum conditions including GCRs
This scenario was as for 3.1 but additionally assumed quiescent (solar minimum) conditions with the GCR TOA input proton energy spectrum based on the LIS by Herbst et al. (2017, see black line in Figure 1). Simulations are performed for both PLANETOCOSMICS and AtRIS, a comparison of the results is discussed in Section 4.7.1.

3.7 Modern Mars for SPE flaring conditions
This scenario was as for 3.1 but additionally assumed flaring conditions of a) the February 1956 Ground Level Enhancement (GLE05, Raukunen et al., 2018), the strongest GLE event measured directly so far, b) the Carrington event based, and c) the AD774/775 event, one of the strongest GLEs ever detected in the cosmogenic radionuclide records of $^{10}$Be, $^{14}$C, and $^{36}$Cl (e.g., Brehm et al., 2021, and references therein). Information on the actual event spectra of the Carrington event and AD774/775, however, are missing. Typically, the events are scaled based on known GLE events. In this study, the Carrington event was scaled based on GLE44 (October 1989) with a rather flat spectrum but much higher intensities in the low energy part, while AD774/775 usually is scaled with the hard GLE05 spectrum. According to Usoskin and Kovaltsov (2021) the AD774/775 event can be
assumed to be up to 70 times stronger than GLE05. In addition, the solar particle flux strongly depends on the orbital distance. Thus, in all three cases we applied a $1/R^2$ scaling from Earth to Mars (see colored lines in Figure 1). The results are discussed in Section 4.7.1.

4. Results
4.1 Mars Control Run (Scenario 3.1)
Figure 2 shows the rates of CH$_4$ loss reactions (molecules cm$^{-3}$ s$^{-1}$) based on the computations with BLACKWOLF for our Mars control run (scenario 3.1):

Figure 2 suggests that the CH$_4$ loss occurs mainly by reactions with OH and O($^1$D) in the lower model layers, with O($^3$D) in the middle layers and by photolysis in the uppermost layers.

Figure 3 shows the contribution of atmospheric CH$_4$ loss initiated by reaction with OH, Cl, O($^1$D) and photolysis in the Mars control scenario (3.1):
Values in the legend show the column integrated percentage CH₄ loss. Whereas Figure 2 shows the rates of individual chemical reactions, Figure 3 sums together the rates of all reactions indicated in the legend. For example “photolysis” in the legend of Figure 3 indicates the column-integrated sum of all reaction rates where CH₄ destruction is initiated via photolysis (e.g. CH₄+hν→CH₃+H, CH₄+hν→CH+H₂+H...) and similarly for the reaction of O(^1D) with CH₄ etc. Figure 3 suggests that the main CH₄ removal reactions over pressure are comparable to those discussed for Figure 1. An important source of O(^1D) in the model was photolysis of O₃ whereas an important source of OH was the photolysis of H₂O. Figure 3 shows only the first reaction step in the CH₄ atmospheric degradation. In the following section we discuss the full degradation pathways. Compared with Figure 3, model results from Krasnopolsky et al. (2004) (their Table 1) suggested that 63% of their column-averaged atmospheric CH₄ was removed via photolysis, ~31% via O(^1D) and ~6% via OH. Our work therefore suggests that photolytic removal is somewhat less important whereas removal via OH is somewhat more important than the Krasnopolsky study, attributable e.g. to our updated rate and photolytic coefficients taken e.g. from the HITRAN (2016) database and our more extended chemical network. Our results are also consistent with model estimations by Lefèvre (2019) which suggested that OH and O(^1D) together represent 40-50% of the total loss of CH₄ depending on season. Figure 3 shows only the CH₄ loss reactions in the Mars control run (note that CH₄ production was essentially zero (not shown) since the largest amount of CH₄ by far enters the atmosphere as a surface source with very minor (<1%) contributions from atmospheric in-situ sources via e.g. organic degradation reactions).

4.2 Pathway Analysis of Mars Control Run
Atmospheric CH₄ degradation on Earth can involve NOx catalysis (see also text to Table 1). On Mars, however the NOx abundance is reduced. In our Mars control run, for example, the surface NOx (=NO+NO₂) is 0.18 ppbv (NO=0.10 ppbv, NO₂=0.08 ppbv). These values agree well with the 3D model study of Moudden and McConnell (2007) who reported NO=0.1 ppbv at the surface (their Figure 6b). Krasnopolsky (2006) suggested an upper limit of NO=1.7 ppbv in the Martian lower atmosphere. Due to the different ambient conditions on Mars compared to Earth, different pathways of the oxidation...
of CH₄ to CO₂ can be expected, which are less well known. We therefore apply the PAP tool to study the CH₄ degradation in the Martian atmosphere in more detail.

Pathway Analysis Results

Table 1 shows the five most important pathways, as determined by PAP, for three atmospheric levels which are referred to as the Upper Regime (UR at 5x10⁻⁴ hPa), the Middle Regime (MR at 0.02 hPa) and the Lower Regime (LR at 1hPa):

Table 1: The five most important pathways on the Upper Regime (UR at 5x10⁻⁴ hPa), Middle Regime (MR at 0.02 hPa) and Lower Regime (LR at 1hPa) as marked by horizontal black dashed lines in Figure 3. Values show the net CH₄ loss (in molecules cm⁻³ s⁻¹) in the Martian atmosphere as a % of the total loss found by PAP on the level considered. For a given pathway the bottom reaction written below the horizontal dashed black line denotes the overall net reaction. ‘M’ denotes any chemical species required to remove excessive vibrational energy.

The upper regime in Table 1 features pathways involving CH₄ photolysis to form ¹CH₂ or CH₃. These radical species can react further with O(¹P) to form CO and atomic hydrogen. There is a net consumption of O(¹P) and a net production of H and H₂ in the upper regime. In our stationary model these processes are balanced by transport and escape. In our model we calculate escape fluxes of H, H₂ and O(¹P) in the upper boundary based on Nair (1994). The e-folding lifetime of modelled H was 3.7 Earth days at 10⁻³ hPa (~70 km). Assuming vertical transport rates of a few tens of km in ~5 Earth days (see Holmes et al., 2017, their Figure 2) suggests that the H produced by the upper region pathways in Table 1 could reach the upper model lid (~90 km) within (1-2) e-folding lifetimes and escape. The middle regime in Table 1 features pathways involving reaction of CH₄ with O(¹D) whereas the lower regime features pathways involving reaction of CH₄ with OH and O(¹D) consistent with...
Figure 3. Numerous pathways in Table 1 involve production of CO, H and H$_2$ via net CH$_4$ destruction. Such pathways do not likely influence the abundance of CO, H and H$_2$ due to the low abundance of CH$_4$. Our pathway analysis results suggest that CH$_4$ is unlikely to influence the abundances of CO, H and H$_2$. Related to this, note that there are only CH$_4$ loss reactions and no in-situ CH$_4$ production reactions in the system.

Pathways involving chlorine (which makes up about 5% of the total CH$_4$ removal rate, see Figure 3) did not feature in the main pathways in Table 1 which suggests that the chlorine loss is made up of a large number of pathways individually contributing small (<1%) rates. In the lower region (1hPa) the most important pathway involving chlorine for the control run (3.1) recycled hydrochloric acid (HCl) and contributed 0.66% of the total CH$_4$ loss found by PAP on this level:

\[
\begin{align*}
\text{Cl} + \text{CH}_4 &\rightarrow \text{HCl} + \text{CH}_3 \\
\text{CH}_3 + \text{O}_2 &\rightarrow \text{H}_2\text{CO} + \text{OH} + \text{M} \\
\text{H}_2\text{CO} + \text{hv} &\rightarrow \text{H}_2 + \text{CO} \\
\text{OH} + \text{HCl} &\rightarrow \text{H}_2\text{O} + \text{Cl}
\end{align*}
\]

In Earth’s troposphere CH$_4$ is oxidized by so-called smog cycles which are mostly initiated by the reaction with OH, involve NOx (=NO+NO$_2$) catalysis and can generate O$_3$ via for example the pathway:

\[
\begin{align*}
\text{CH}_4 + \text{OH} &\rightarrow \text{CH}_3 + \text{H}_2\text{O} \\
\text{CH}_3 + \text{O}_2 + \text{M} &\rightarrow \text{CH}_3\text{O}_2 + \text{M} \\
\text{CH}_3\text{O}_2 + \text{NO} &\rightarrow \text{NO}_2 + \text{CH}_3\text{O} \\
\text{CH}_3\text{O} + \text{O}_2 &\rightarrow \text{HO}_2 + \text{H}_2\text{CO} \\
\text{HO}_2 + \text{NO} &\rightarrow \text{NO}_2 + \text{OH} \\
2[\text{NO}_2 + \text{hv} &\rightarrow \text{O}(^1\text{P}) + \text{NO}] \\
2[\text{O}(^1\text{P}) + \text{O}_2 + \text{M} &\rightarrow \text{O}_3 + \text{M}] \\
\text{CH}_4 + 4\text{O}_2 &\rightarrow \text{H}_2\text{CO} + 2\text{O}_3 + \text{H}_2\text{O}
\end{align*}
\]

In Earth’s stratosphere, the first step of CH$_4$ oxidation is mostly the reaction with OH (as in Earth’s troposphere) with a smaller contribution from O(^1D) and a minor contribution from Cl (see e.g., Burnett and Burnett, 1995). However, in several pathways in Table 1, the product H$_2$CO can nevertheless be formed without NOx e.g. via:

\[
\begin{align*}
\text{CH}_3 + \text{O}(^1\text{P}) &\rightarrow \text{H}_2\text{CO} + \text{H} \\
\text{CH}_3\text{O}_2 &\rightarrow \text{H}_2\text{CO} + \text{OH}
\end{align*}
\]

For low NOx abundances in Earth’s troposphere, the following pathway, which does not lead to O$_3$ production can feature:
CH₄ + OH → CH₃ + H₂O
CH₃ + O₂ + M → CH₃O₂ + M
CH₂O₂ + HO₂ + M → CH₃O₂H + O₂ + M
CH₂O₂H + hν → CH₃O + OH
CH₂O + O₂ → HO₂ + H₂CO
CH₄ + O₂ → H₂CO + H₂O

The H₂CO formed in the net reaction can then participate in further smog cycles where it is ultimately oxidized into CO₂ and H₂O. Note that in the thin Martian atmosphere, the pressure-dependent reaction: CH₃O₂ + HO₂ + M → CH₃O₂H + O₂ + M is less favored than on Earth. This is consistent with the result that the lower region pathways in Table 1 do not feature this reaction; it is instead substituted by the photolysis of CH₃O₂. The reaction: CH₃ + O(³P) can also lead to H₂CO formation in the middle and upper regions as shown in Table 1.

On Mars, the NOx abundance is much smaller than on Earth. In the lower modelled region (1hPa) the most important modelled pathway involving NOx-catalyzed CH₄ oxidation as is the case for the tropospheric “smog” cycles on Earth featured only a 0.013% contribution to the loss on this level and led to net production of hydrogen peroxide (H₂O₂):

O(¹D) + CH₄ → CH₃ + OH
CH₃ + O₂ → H₂CO + OH
H₂CO + hν → HCO + H
HCO + O₂ → CO + HO₂
3[OH + CO → CO₂ + H]
4[H + O₂ + M → HO₂ + M]
2[HO₂ + HO₂ → H₂O₂ + O₂]
HO₂ + NO → OH + NO₂
NO₂ + hν → NO + O(³P)
O(³P) + O₂ + M → O₃ + M
O₃ + hν → O₂ + O(¹D)

---------------------------------------

CH₄ + 4O₂ + 2CO → 3CO₂ + 2H₂O₂

These results suggest that the role of NOx with respect to CH₄ oxidation is different on Mars compared with Earth. On Earth, NOx takes part in the direct degradation step CH₃O₂ + NO → NO₂ + CH₃O whereas on both planets NO reacts with HO₂ and the resulting NO₂ undergoes photolysis. NO₂ photolysis leads to O₃ formation and O₃ photolysis yields O(¹D), which reacts with CH₄.
4.3 Monte Carlo Variation (Scenarios 3.2.1 and 3.2.2)

Figure 4a shows results comparing the control run (scenario 3.1, solid blue line) with the MC runs (scenario 3.2.1, variation of both photochemical rate and eddy coefficients, grey lines):

![Figure 4a: Model Profiles for the control run (scenario 3.1) (solid blue lines) and the MC runs (scenario 3.2.1) which vary both photochemical rate and eddy coefficients (solid grey lines for N=1000 realizations, see text) output by BLACKWOLF. Horizontal solid black lines denote the range of observations (see Wunderlich et al., 2020). Species amounts are shown in vmr. The upper panels from left to right show: eddy diffusion coefficient (cm² s⁻¹), H₂O, O₂ and O₃ respectively. The lower panels from left to right show: OH, CO, CH₄ and H₂ respectively.](image)

Figure 4a suggests that the control run calculated with the BLACKWOLF model (solid blue line) fits the observational range (horizontal solid black lines, Wunderlich et al., 2020) reasonably well. For O₃ (upper right panel in Figure 4a) in the upper layers our model value decreased with altitude whereas the observed value increased. As in our model, Krasnopolsky (2010) (his Figure 10.1) also calculated a decrease in his modelled O₃ vmr e.g. by about an order of magnitude from 57km to 75km on Mars. In our model, O₃ abundances in the upper layers are mostly determined by the balance between the source reaction: O+O₂+M→O₃+M and the sink reaction O₃+hν→O₂+O(1D). The difference between model and observations in Figure 4a therefore suggests either that more work is required to investigate the parameterized rates of these two reactions in the cold, thin CO₂-dominated upper atmosphere or, that other, unidentified processes (such as transport of O(^3P), see Stock et al., 2017) could be leading to the observed O₃ increase with altitude. We reduced the modelled H₂O abundances in Figure 4a in order that CO better compared with the observed values. Using more enhanced H₂O values resulted in enhanced production of OH which led to the modelled CO values (which are generally more accurately known than the H₂O values) lying outside the range suggested by the observations.

The MC scenarios suggests that the final set of N=1000 realizations (solid grey lines) shown in Figure 4a leads to a variation in species concentrations and eddy diffusion coefficient by a factor of up to ten and one hundred respectively depending on species and altitude. From the original MC realizations we discarded those results which fell outside the observed global mean abundance range for the more-accurately known species CO and O₂. The CO observations are based on vertical...
retrieval via the PFS on Mars Express (Bouche et al., 2019). Here, the horizontal black lines represent uncertainty in the CO retrieval. The filtering of the MC results was weighted more towards the lowermost level in Figure 4a since the observations have enhanced sensitivity in this region. Figure 4b is as for Figure 4a but shows the MC realizations for scenario 3.2.2 which varies only the eddy coefficients:

![Figure 4b: as for Figure 4a but for scenario 3.2.2 which varies only the eddy coefficients.](image)

Figure 4b suggests that the eddy uncertainty accounts for around half or more of the overall uncertainty (compare with Figure 4a) for the longer-lived species e.g. O₂, CO, CH₄ and H₂ since their abundances are determined mainly by both transport and chemical sources. For CO, CH₄ and H₂ the eddy uncertainty distribution leads to mainly an increase in the abundance whereas for O₂ it leads to an increase (decrease) in the upper (lower) layers. The O₂ increase in the upper layers was likely related to the O₃ increase in the MC runs compared with the control since O₃ photolysis is a major source of O₂ in this region. The majority of the MC runs for the variation in eddy diffusion coefficient (see Figure 4a, upper left panel) led to a slowing in transport. Since the O(^3)P vmr increased with height then a slowing in mixing would favor a reduction in O(^3)P hence O₃. This therefore suggests that a different, chemical response could be responsible for the O₃ increase of the MC runs compared with the control (e.g. the increase in CH₄ for the MC runs could shield O₃ photolysis) although this requires further investigations. In Figure 4b the Monte Carlo variation in the minimum to maximum vmr over the profile of key long-lived species was O₂ (1.0x10⁻³-2.20x10⁻³), CO (3x10⁻⁴-1.8x10⁻³), CH₄ (3.9x10⁻¹₀-7.0x10⁻¹⁰) and H₂ (1.1x10⁻⁵-4.0x10⁻⁵). Regarding the observations shown in Figure 4, note that some new data have recently emerged e.g. for CO (Olsen et al., 2021). Note too that the Curiosity rover suggested N₂=0.0189 ppb which is lower than the earlier value measured by Viking (=0.027 ppbv; Owen et al., 1977).

Figure 5 shows profiles of the modelled CH₄ lifetime, $\tau_{CH_4}$ as calculated in BLACKWOLF for the control run (scenario 3.1, solid blue line) and the MC realizations (grey lines). Figure 5a shows the variation due to both eddy and photochemistry uncertainties (scenario 3.2.1) whereas Figure 5b shows the variation due to eddy uncertainty only (scenario 3.2.2).
Comparing Figures 4a and 4b suggests that most of the uncertainty in the CH₄ lifetime arises from the photochemistry especially in the lower layers. The τCH₄ lifetime for the control run (solid blue line) varies from about 900 Earth years near the surface, reducing to about 200 years at 3x10⁻² hPa, then strongly reducing in the upper layers. At the surface in Figure 5b the MC runs led to a variation of (700 to 11000) Earth years.

The behavior in the vertical in Figure 5b reflects the trade-off between the main CH₄ sinks (i.e. reactions with OH, O(^1D) and photolysis; refer to Figure 3). On the one hand, these sinks are favored on the upper levels by high UV (leading to CH₄ photolysis and the photolytic production of OH and O(^1D)) but, on the other hand, favored on the lower levels by increased abundances of their precursors (e.g. H₂O which forms OH). The MC runs (grey lines) in Figure 5a suggest that the MC runs lead to a range in τCH₄ of up to a factor of five, from about 400 to 2000 Earth years in the lower and middle atmosphere, and can decrease by up to a factor of about three from the Mars control value (shown in blue) at the surface.

In general, the mean global atmospheric lifetime (\( \overline{\tau} \)) of source gases is defined as the atmospheric burden (total density) divided by the integrated loss rate (Brasseur et al., 1999) and can be written as follows:

\[
\overline{\tau} = \frac{\int_0^H c(z) \, dz}{\int_0^H R(z) \, dz}
\]

(3)

where H=height at TOA, c=species concentration, z=altitude and \( R_{CH_4} \) is the net rate of atmospheric removal (molecules cm⁻³ s⁻¹).

Figure 5 suggests a mean e-folding lifetime \( \overline{\tau}_{CH_4} \) value of ~400 Earth years (calculated from the harmonic mean weighted by concentration in the BLACKWOLF model, see equation 3). Lefèvre and Forget (2009) (see also Lefèvre (2019)) calculated \( \overline{\tau}_{CH_4}=330 \) Earth years in the Laboratoire de Météorologie Dynamique (LMD) global climate model with photochemistry. Our somewhat higher lifetime value is associated with e.g. our extended chemical network with updated rate coefficients. This impacts the contribution of CH₄ removal by e.g. OH (see section 4.1). Such long lifetimes would lead to CH₄ spreading evenly over the entire planet. However, observations suggest local spikes of
CH₄ (as discussed in the literature overview section 1) which are removed on the order of about 200 Earth days or faster. Lefèvre (2009) suggested that current atmospheric physics and chemistry, assuming CH₄ is present, could not account for these observations and would lead to removal about 600 times slower. Figure 6 represents the distribution of the CH₄ atmospheric lifetime and a corresponding lognormal fit function for the MC runs from scenario 3.2.1:

![Figure 6: Probability Density of the CH₄ vertically-averaged lifetime (scenario 3.2.1; see Eq. 3). Blue bars denote MC data whereas the solid black line denotes a lognormal fit function.](image)

Figure 6 shows the (unitless) Probability Density Function (PDF) constructed such that the integral under the curve equals 1. The black fit-line in Figure 6 suggests that \( \log_{10}(\tau_{\text{CH}_4}) \) is approximately normally distributed with \( \mu = 2.666 \) (=463 Earth years) and \( \sigma = 0.056 \). Reducing the logarithmic lifetime by \( 2\sigma \) corresponds to a reduction in the lifetime by a factor of \( 10^{2\sigma} \approx 1.3 \) which results in a change from 463 to 355 years. For a normal distribution, 95.4% of all datapoints lie within \( \log_{10}(\tau_{\text{CH}_4}) \pm 2\sigma \). Consequently, \( \frac{1}{2} \cdot (100-95.4) = 2.3\% \) of all datapoints assume values smaller than \( \mu - 2\sigma \). If ‘p’ denotes probability, this means that \( p \left( \log_{10}(\tau_{\text{CH}_4}) < \mu - 2\sigma \right) = 2.3\% \), i.e. \( p \left( \tau_{\text{CH}_4} < 10^{\mu-2\sigma} \right) = 2.3\% \); inserting the values for \( \mu \) and \( \sigma \) yields: \( p \left( \tau_{\text{CH}_4} < (1/2.65) \cdot 463 \text{ years} \right) = 2.3\% \). This means a reduction in the lifetime by a factor 1.3 has a probability of 2.3%.

### 4.4 Water profile variation (scenario 3.3)

The panels in Figure 7 show species profiles calculated by the BLACKWOLF model with the water profile variation:
Figure 7: Species profiles for \( \text{H}_2\text{O}, \text{O}_3, \text{OH} \) (upper panel from left to right) and \( \text{CO, CH}_4 \) (lower panel from left to right) (vmr) calculated by the BLACKWOLF model with different input water profiles (scenario 3.3) set to fixed isoprofiles below the level \( (h_c) \) shown. Observations (horizontal black lines) are as described in Figure 4. The Mars control run (scenario 3.1) is shown as the solid blue line.

Figure 7 suggests that increased \( \text{H}_2\text{O} \) leads to increased \( \text{OH} \) (hence \( \text{HOx} = \text{OH} + \text{HO}_2 \)) hence decreased \( \text{CO} \) and \( \text{CH}_4 \). \( \text{HOx} \) can catalyze the recombination of \( \text{CO} \) and \( \text{O} \) (a precursor for \( \text{O}_2 \) and \( \text{O}_3 \)) into \( \text{CO}_2 \) (see e.g. Stock et al., 2012) via:

\[
\begin{align*}
\text{CO} + \text{OH} & \rightarrow \text{CO}_2 + \text{H} \\
\text{H} + \text{O}_2 + \text{M} & \rightarrow \text{HO}_2 + \text{M} \\
\text{HO}_2 + \text{O}^{(3}\text{P}) & \rightarrow \text{OH} + \text{O}_2 \\
\text{CO} + \text{O}^{(3}\text{P}) & \rightarrow \text{CO}_2
\end{align*}
\]

where ‘M’ refers to any third body required to carry away excess vibrational energy. The \( \text{CO} \) profile (lower row, right panel) suggests that eight of the runs performed i.e. those with enhanced water abundances, led to \( \text{OH} \) amounts which suppressed \( \text{CO} \) below the observed global mean range. Note however that estimating global mean \( \text{CO} \) on Mars is rather challenging due to e.g. seasonal and annual cycles (e.g. Smith et al., 2018). Results nevertheless give a hint that some of the enhanced water abundances assumed in scenario 3.3 are not favored by the \( \text{CO} \) observations.

Figure 8 shows the same scenarios as Figure 7 but for \( \tau_{\text{CH}_4} \).
Figure 8: $\tau_{\text{CH}_4}$ (Earth years) calculated by the BLACKWOLF model for the water variation runs (scenario 3.3).

Figure 8 suggests a more substantial effect of H$_2$O upon $\tau_{\text{CH}_4}$ in the lower layers. H$_2$O affects CH$_4$ as follows. In the lower layers, increasing H$_2$O leads to increases in OH which is an important sink for CH$_4$, whereas in the upper layers the main sinks for CH$_4$ are via reaction with O(^1\text{D}) and photolysis (refer to Figure 3), which are less affected by a variation in H$_2$O. Excluding the high water runs (dotted red, dotted green and dashed red lines) in Figure 8 because they are not consistent with the CO observations (see text to Figure 7), Figure 8 suggests that the variation in $\tau_{\text{CH}_4}$ due to varying H$_2$O is up to a factor of ~2.1 on comparing the vertical average lifetimes of the solid blue (control) and solid red lines (see also section 5).

4.5 Chlorine Burden Variation (Scenario 3.4)

Figure 9 shows species profiles output from BLACKWOLF for the two cases of scenario 3.4 with varying chlorine burdens:
Figure 9: Species profiles for scenario 3.4 with varying atmospheric chlorine burden calculated in BLACKWOLF. The solid blue line shows the control run (3.1) for comparison (surface HCl fixed to ~0.2 ppbv). The orange line shows case 3.4.1 (surface HCl fixed to 2 ppbv and no surface source of CH₃Cl) whereas the green solid line shows case 3.4.2 (surface HCl fixed to 2 ppbv and surface CH₃Cl fixed to 14 ppbv based on the upper limit of Villanueva et al., 2013). The four panels show vmr profiles for CH₄ (upper left), atomic chlorine Cl (upper right), HCl (lower left) and CH₃Cl (lower right).

Figure 9 suggests a decrease in CH₄ (upper left panel) by around a factor 2.2 in the enhanced chlorine run (solid green line) compared with the control run (solid blue line). Atomic chlorine (upper right panel) which can directly destroy CH₄ in the atmosphere increased by up to a factor 100 in the upper layers, HCl (lower left panel) increased by a factor of up to about 30 whereas CH₃Cl (lower right panel) increased strongly by more than ten orders of magnitude compared with the control run. Note that a caveat to Figure 9 is that the high chlorine scenario could be excessive since the assumed CH₃Cl value (=14ppbv) is based on an upper limit observation. The modeled decrease in HCl with decreasing altitude down to the surface could be related to the assumption of fixed HCl abundances at the model surface. Krasnopolsky and Lefèvre (2013) suggest that HCl is formed mainly via: HO₂+Cl → HCl+O₂. The precursors are photochemically produced (suggesting an increase of HCl with altitude) although the product HCl is photochemically destroyed. Further work is required to investigate the behavior of HCl with altitude.

Figure 10 shows τ₇₄ profiles for scenario 3.4 with the varying chlorine burden:
Figure 10: $\tau_{\text{CH}_4}$ (Earth years) calculated by BLACKWOLF for the chorine variation runs [cases 3.4.1 (orange line) and 3.4.2 (green line)].

Figure 10 suggests a reduction in the vertically-averaged lifetime, $\tau_{\text{CH}_4}$ for the high chlorine burden run (green solid line) compared with the control run (blue solid line) by a factor of ~6.0 with the reduction peaking in the middle atmosphere (see also section 5). Figure 11 is as for Figure 3 showing the removal profiles of $\text{CH}_4$ due to the various atmospheric sinks:

Figure 11: As for Figure 3 but for the enhanced chorine scenario (3.4.1).

Figure 11 suggests that the globally-averaged contribution of atomic chlorine (red shading) to the overall atmospheric $\text{CH}_4$ removal increases from 5.4% in the control run (see Figure 3) up to 36.5% for the high chlorine run (case 3.4.2).
4.6 Effect of Low Energy Electrons (Scenario 3.5)

Figure 12 shows the low energy electron flux profiles derived from the two methods described in Appendix 2b:

![Figure 12: Low energy secondary electron flux (cm\(^{-2}\) s\(^{-1}\)) profiles derived from method 1 (solid lines) and method 2 (dashed lines) (see Appendix 2b). Black lines denote the energy interval (0.5-5eV); red lines (5-50eV); orange lines (50-500eV) and blue lines (500-5000eV).](image)

Figure 12 suggests that the derived atmospheric low energy electron flux profiles from the two methods described in Appendix 2b based on 1) the model results by Ehresmann (2012) (solid lines) and 2) multiplying the IPP fluxes by the fraction of low energy electrons (\(N_e\)) compare reasonably well given the rather simplified scaling assumptions involved. The broadly similar results on comparing both methods in Figure 12 gives confidence that the derived values are reasonable. Both methods are described in more detail in Appendix 2b. In order to test the effect of the secondary electrons in BLACKWOLF however, only the fluxes from method 1 were used to implement electron dissociation (as described in Appendix 2c) since method 1 is based on a more detailed model calculations compared with method 2.

Figure 13 shows the resulting profiles for the Mars control run (solid blue lines) and the scenario with electron dissociation (solid orange lines):
Figure 13 suggests that the effect of including the electron dissociation rates leads to only a modest reduction of about ten percent in the CH$_4$ vmr. A small amount of H$_2$O is dissociated electronically which favors a rise in the hydroxyl radical (OH) in the lower layers. O$_2$ is reduced via electronic dissociation by about a factor of two which favors a lowering in electronically excited oxygen (O(1D)) (its photolytic product) in the upper layers and occurs despite the production of O(1D) via electronic dissociation of CO$_2$. Overall, the reaction H$_2$O+O(1D) (an important source of OH) favors OH formation in the lower layers consistent with the H$_2$O response but disfavors OH formation on the upper layers, consistent with the O(1D) response. The overall effect upon OH and hence upon CH$_4$ is small. Carbon monoxide (CO) whose main sink is also the reaction with OH also decreases in the lower layers. Interestingly, the potential biosignature nitrous oxide (N$_2$O) increases from about 1 part per trillion (ppt) up to about 2 parts per billion (ppb) associated with abiotic production from increased nitrogen oxides favored by electronic dissociation of N$_2$ into atomic nitrogen. Villanueva et al. (2013) reported an upper limit of <87 ppbv N$_2$O on Mars at longitude (Ls) = 352° and <65 ppbv at Ls = 83°.

Figure 14 shows the rates of chemical reactions featuring CO$_2$ which are output from BLACKWOLF for scenario 3.5 i.e. including electronic dissociation:
Figure 14: Rate of CO$_2$ sources (left panel) and sinks (right panel) for scenario 3.5.

Figure 14 suggests that the CO$_2$ sink due to electronic dissociation (solid purple line, right panel) is about two orders of magnitude slower than the sink due to CO$_2$ photolysis (solid orange line, right panel). Hence, the overall effect of electronic dissociation is rather modest.

4.7 Effect of Cosmic Rays

4.7.1 GCRs during solar minimum conditions (Scenario 3.6)

Figure 15 shows the altitude-dependent GCR-induced IPP rates calculated with PLANETOCOSMICS (black line) and AtRIS (purple line) during solar minimum conditions:

Figure 15: GCR-induced IPP atmospheric profile rates in the Martian atmosphere for solar minimum conditions (scenario 3.6) calculated with PLANETOCOSMICS (black line) and AtRIS (purple line) based on the proton spectrum by Herbst et al. (2017).
Figure 15 suggests that on Mars, unlike on Earth, the missing magnetic field generated by the interior and weaker shielding by the thin Martian atmosphere leads to the absence of an ionization maximum in the lower Martian atmosphere. On the contrary, our results suggest that the GCR-induced IPP maximum would occur well below the surface. Similar results have been found in studies addressing the Martian surface radiation dose (e.g., Rötel et al., 2020). Further, it shows that the results based on AtRIS are in excellent agreement to those derived with PLANETOCOSMICS.

Figure 16 utilizes GCR-induced IPP profile in the ExoTIC model and shows results for the solar minimum run with GCRs (scenario 3.6), highlighting thermal electron and ion densities as well as the formation and loss of neutral species due to atmospheric ionization:

![Graphs of electron and ion densities and neutral species formation and loss]
the partitioning between electrons and negative ions vary significantly below 20 km with solar zenith angle due to photoelectron reactions. Figure 16 (upper right panel) suggests that the main negative ions are (from the surface upwards) NO$_3^-$, CO$_3^-$ and Cl$^-$. The main positive ions are H$^+$ water cluster ions below 45 km and O$^+$ containing ions above 45 km. Figure 16 (lower left panel) suggests OH (red line) and CO (light blue line) are influenced mostly by positive ions in the lower and upper atmosphere respectively. Figure 16 (lower right panel) suggests that negative ions lead to CO$_2$ production (royal blue line) and CO destruction (light blue line) peaking at around 40 km.

The ion distributions in Figure 16 are comparable to Molina-Cuberos et al. (2001) insofar as the main positive ions are water cluster ions (summarized as H$^+$ in Figure 16), and CO$_3^-$ containing ions (summarized as CO$_3^-$, see Figure caption) contribute significantly to the negative charge. The impact of ionization and ion chemistry on the neutral composition differs from Earth in several important ways: While the formation of HOx due to positive water cluster ion reactions is comparable to Earth, the NOx formation, which dominates the ion impact on Earth over a broad altitude region from the lower thermosphere to the mid-stratosphere is nearly negligible on Mars due to the low amounts of N$_2$. In the lower atmosphere below 20 km, uptake of NO$_2$ in negative NO$_3^-$ cluster ions appears to be an important process leading to the formation of HNO$_3$, possibly due to a similar reaction pathway as in the terrestrial stratosphere and mesosphere above 30 km altitude. The conversion of CO$_2$ to CO due to dissociative ionization of CO$_2$ is an important process on Mars but not on Earth; it is however counteracted by uptake of CO into negative ions leading to reformation of CO$_2$ in 20-60 km altitude.

Tests were performed implementing the GCR IPP profile from Figure 15 into the BLACKWOLF chemistry model and including the chemical production efficiency (CPE) profiles output from the Exotic neutral-ion model for the species: NO, NO$_2$, NO$_3$, HNO$_2$, HNO$_3$, N$_2$, N$_2$O, N$_2$O$_5$, H, OH, HO$_2$, H$_2$, H$_2$O, O$^{(3P)}$, O$^{(1D)}$, O$_2$, O$_3$, Cl, ClO, HCl, HOCI, CINO$_2$, CINO$_3$, CI$_2$, CO, CO$_2$, CH$_3$, HCO, CH$_3$CN and H$_2$SO$_4$ in the model setup as described in Herbst et al. (2019)$^a$. Results however suggested only a small change in composition of up to a few percent in the species profiles in the BLACKWOLF climate-chemistry profiles (not shown).

4.7.2 Strong Ground Level Enhancement (GLE) (GLE05, Carrington Event, and AD774/775 | Scenario 3.7)

It is known that GLE events have a more pronounced impact on the thin Martian atmosphere than, on, e.g., the thick CO$_2$ dominated Venusian atmosphere (e.g. Herbst et al., 2019)$^b$. This is particularly so in the case of the strongest GLEs such as the GLE05, the Carrington event, and the AD774/775 event. The direct impact on the altitude-dependent IPP rates of such an event penetrating the Martian atmosphere during solar minimum conditions is shown in Figure 17:
Figure 17: IPP (ions cm\(^{-3}\) s\(^{-1}\)) profiles in the Martian atmosphere induced by GLE05 (blue line), a Carrington-like event (purple line), and an AD774/775-like event (red line) modeled with AtRiS (Banjac, Herbst, Heber, 2019). See scenario 3.6 for further information.

Figure 17 suggests that the GLE-induced IPP rates at the Martian surface are more than two (GLE05) and four (AD774/775) orders of magnitude higher than during solar quiet times dominated by GCRs only (see Figure 15). It can also be seen, that GLE05 would have peaked around 0.1 hPa showing a maximum IPP rate of about \(4 \times 10^3\) ions/(cm\(^3\) s), while the Carrington event and an AD774/775-like event would have had a much stronger impact on the Martian atmospheric ionization. The latter for example, would have impacted the ionization down to about 1hPa with a maximum IPP rate of \(5.6 \times 10^5\) ions/(cm\(^3\) s). This maximum is induced by the much higher amount of low-energy solar energetic particles impinging on and being absorbed by the Martian atmosphere.

Figure 18 shows the corresponding NOx and HOx responses calculated by the ExoTIC model:
The y-axis shows the difference (vmr) of two runs with the ExoTIC model for (with ionization – without ionization) for NO\textsubscript{y} (=N+NO+NO\textsubscript{2}+NO\textsubscript{3}+2N\textsubscript{2}O\textsubscript{5}+HNO\textsubscript{3}+HNO\textsubscript{4}+ClNO\textsubscript{3}) (upper panels) and HO\textsubscript{x} (=H+OH+HO\textsubscript{2}+ 2 H\textsubscript{2}O\textsubscript{2}) (lower panels) at 1.4 km (left) and 28.6 km (right). The x-axis shows time after beginning of the model experiment in Mars days. Ionization due to the GLE (Carrington event) was imposed for 24 hours starting on the second hour of day one of the model run at a position of 60° N and 0° E. For the GLE case (unlike the GCR case, see above), the background atmosphere in ExoTIC was not reset each hour, in order to investigate the change in the neutral species over time.

Figure 18 suggests a modest decrease in NO\textsubscript{y} (up to several ppbv for the AD774/775-like event) and a rather strong (ppbv to several ppmv depending on scenario) increase in HO\textsubscript{x} near at 1.4 km (left panels) and a moderate increase (up to several ppbv) in both NO\textsubscript{y} and HO\textsubscript{x} in the altitude of the largest ionization rates (28.5 km, right panels). It is interesting to note that the AD774/775-like scenario and the “Carrington” scenario are very similar at 28.6 km, but differ substantially at the surface due to the harder spectrum of the AD774/775-like scenario. Further investigation suggested that the near surface HO\textsubscript{x} increase was associated mainly with an enhancement in the hydroperoxy (HO\textsubscript{2}) radical and its direct conversion into hydrogen peroxide (H\textsubscript{2}O\textsubscript{2}). The chemical network did not favor a strong increase in OH. This suggests that OH as a source of strong methane loss due to GLEs is not likely. Compared to Earth, Mars features a strong CO abundance which via: CO + OH $\rightarrow$ CO\textsubscript{2} + H is an efficient sink for OH and also a source for H (which can quickly form HO\textsubscript{2} via: H + O\textsubscript{2} + M $\rightarrow$ HO\textsubscript{2} + M). This effect favors HO\textsubscript{2} being the dominant HO\textsubscript{x} species on Mars in the lower atmosphere (see discussion in Lefèvre and Krasnopolsky, 2017). Due to the low amount of N\textsubscript{2} available in the Mars atmosphere compared to Earth, the increase in NO\textsubscript{y} is comparatively small compared to similar events on Earth and is partly overcompensated for at the surface by a solar-zenith angle dependent uptake of NO\textsubscript{2} into negative ions consistent with the formation/loss rates of neutrals shown for the GCR case in Figure 16. There was also an increase in ClO\textsubscript{x} (Cl+ClO+HOCl+OCIO+ClNO\textsubscript{3}) due to the flaring events although the effect was very small (up to several ppt at 1.4 km and up to a few tenths of ppt at 28.6 km) (not shown). It should be noted that the changes to atmospheric composition are not long-lasting; after nine days, the composition of the short-lived HO\textsubscript{x}, NO\textsubscript{x} and ClO\textsubscript{x} compounds has recovered to background values with the exception of NO\textsubscript{y} at the surface, which is longer-lived.
5. Conclusions

If methane exists on Mars then current knowledge of atmospheric physics and chemistry cannot explain its atmospheric responses. Our uncertainty analysis suggests a potential lowering in the simulated methane lifetime due to the following factors:

1. Factor 1.3 due to photochemical and Eddy coefficient uncertainty (see text to Figure 6)
2. Factor 2.1 due to changes in the water column (see text to Figure 8)
3. Factor of 6.0 on adopting the recently suggested high atmospheric chlorine abundances (see text to Figure 10)

These three effects can therefore together account for a lowering in the CH₄ lifetime by a factor, \( F_{\text{tau}} \) where \( F_{\text{tau}} = 1.3 \times 2.1 \times 6.0 = 16.38 \)

Note that the above estimate represents the upper limit of the statistical analysis performed. Furthermore, some of the abundances assumed in our global, annual mean model study (e.g. chlorine) were based on local measurements and could therefore be overestimated in this work. Note too that the upper abundance assumed for the global mean H₂O profile in this work could be an over-estimate (see Villanueva et al., 2021). The above result suggests that, if methane exists on Mars then there remains a significant over-estimate in the modelled CH₄ lifetime due to e.g. poorly constrained atmospheric abundances or/and unknown atmospheric and surface sinks.

The abundance of methane on Mars is still debated and could be smaller than the Curiosity levels assumed in the scenarios of the current work. A further caveat is that there are additional uncertainties in our atmospheric column model due to e.g. the climate parameterizations (line-fitting procedure, collision-induced absorption parameterization etc.) and in the chemistry (escape parameters etc.) which are difficult to quantify and beyond the scope of our work. Furthermore:

- Our analysis suggested that methane is mostly removed via photolysis at pressures less than about 0.01 hPa and mainly via atomic chlorine, hydroxyl and excited atomic oxygen at greater pressures.

- Dissociation by low energy electrons does not strongly affect methane but could impact the potential biosignature nitrous oxide although more electron cross section data are needed.

- The effect of galactic cosmic rays upon atmospheric composition is small, up to a few percent.

- The effect of strong ground level events in HEPs leads to a change (at 1.4km height) in NOy of up to a few ppbv and up to 10 ppmv in HOx. These changes typically last for up to a few Earth days.
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Appendix 1: Uncertainty Ranges

Appendix 1a: Bimolecular Reaction Coefficients

Table A1a shows the uncertainty range for the bimolecular reaction coefficients used in the Monte Carlo simulation (MC-1) calculated for 212K for illustration:

| Reaction                      | Rate Constant (molecule⁻¹ cm³ s⁻¹) | Uncertainty Range* |
|-------------------------------|----------------------------------|--------------------|
| H+HO₂→OH+OH                  | 7.2x10⁻¹¹                       | 1.37               |
| H+HO₂→O(³P)+H₂O              | 1.6x10⁻¹²                       | 1.72               |
| H+O₂→H₂+O₂                   | 6.9x10⁻¹²                       | 1.60               |
| H₂+HO₂→OH+O₂                 | 6.9x10⁻¹⁰ exp(-470/T)           | 1.23               |
| HO₂→H₂O₂→OH+O₂               | 3.5x10⁻¹³ exp(430/T)           | 1.32               |
| HO₂→NO→OH+NO₂                | 3.5x10⁻¹² exp(250/T)           | 1.10               |
| HO₂→O→OH+O₂                  | 1.0x10⁻¹⁴ exp(-490/T)          | 1.28               |
| O(³P)+H₂O₂→OH+HO₂            | 1.4x10⁻¹² exp(-2000/T)         | 1.37               |
| O(³P)+HO₂→OH+O₂              | 3.0x10⁻¹¹ exp(200/T)           | 1.12               |
| O(³P)+NO₂→NO+O₂              | 5.0x10⁻¹² exp(210/T)           | 1.14               |
| O(³P)+OH→O₂+H                | 2.2x10⁻¹¹ exp(120/T)           | 1.23               |
| O(³D)+CH₄→CH₃+OH             | 1.3x10⁻⁰                      | 1.19               |
| O(³D)+CO₂→CO₂+O(³P)          | 7.5x10⁻¹¹ exp(115/T)           | 1.18               |
| O(³D)+H₂→H⁺+OH               | 1.2x10⁻⁰                      | 1.23               |
| O(³D)+CH₄→CH₃+H⁺             | 1.6x10⁻⁰ exp(60/T)            | 1.11               |
| OH+CH₄→CH₃⁺+H⁺               | 2.45x10⁻¹² exp(-1775/T)        | 1.26               |
| OH+CO→CO₂⁺H                  | 5.4x10⁻¹⁴ *T/298**1.5*exp(250/T) | 1.09              |
| OH+H₂→H₂O⁺H                  | 2.8x10⁻¹² exp(-1800/T)         | 1.20               |
| OH+H₂O₂→H₂O⁺HO₂              | 2.9x10⁻¹² exp(-160/T)          | 1.22               |
| OH+HO₂→H₂O⁺O₂                | 4.8x10⁻¹¹ exp(250/T)           | 1.23               |
| OH+O₂→HO₂⁺O₂                 | 1.7x10⁻¹² exp(-940/T)          | 1.23               |

Table A1a: Bimolecular Rate Coefficient Uncertainties for first Monte Carlo Simulation (MC-1).

*Dividing and multiplying the rate coefficient by the uncertainty range
Respectively gives the 2σ (95%) error range.

Appendix 1b: Termolecular Reaction Coefficients

Table A1b is as for A1a but for the termolecular Rate Coefficient Uncertainties.

| Reaction                      | Uncertainty limit* |
|-------------------------------|--------------------|
| H+H+M→H₂+M                   | 4.5                |
| H+O(³P)+M→OH+M               | 4.9                |
| H+O₂+M→HO₂+M                 | 6                  |
| H+OH+M→H₂O+M                 | 4.5                |
| OH+OH+M→H₂O₂+M               | 2                  |

Table A1b: as for A1a but for the termolecular Rate Coefficient Uncertainties. ‘M’ refers to any third body required to carry away excess vibrational energy. Rate coefficients are rather complex functions of T, p and composition and are listed in JPL (2020).
*Based on the upper limit in Nagy et al. (2015) (their Table 3) and denoting the maximum uncertainty in the rate coefficient associated with changing from an N₂ to a CO₂ bath gas.

Appendix 2: Gas-phase neutral dissociation by low energy secondary electrons

Appendix 2a: Electron Cross sections

Table A2a presents cross sections for neutral electron dissociation (shown in black) which were implemented into the BLACKWOLF chemical model.

| Species  | $\sigma_n(0.5-5.0)$ eV | $\sigma_n(5.0-50)$ eV | $\sigma_n(50-500)$ eV | $\sigma_n(500-5000)$ eV | Reference               |
|----------|------------------------|------------------------|-----------------------|------------------------|-------------------------|
| N₂       | 5.9x10⁻¹⁷ [5.7x10⁻¹⁷]  | 5.3x10⁻¹⁷ [7.3x10⁻¹⁷]  |                       |                        | Cosby (1993)*            |
|          |                        |                        |                       |                        | Märk (1975)**            |
| O₂       | 4.0x10⁻¹⁸ [3.5x10⁻¹⁷]  | 8.6x10⁻¹⁸ [3.5x10⁻¹⁷]  | 1.1x10⁻¹⁸ [9.0x20⁻¹⁷] |                        | Maeda and Aikin (1968)***|
|          |                        |                        |                       |                        | Märk (1975)****          |
| O₃       | See legend [1.5x10⁻¹⁷] | See legend [3.0x10⁻¹⁹] | See legend [2.9x10⁻²⁰]| See legend [7.6x10⁻²¹]| See legend [Rangwala et al. (1999)***]|
| N₂O      | See legend [1.3x10⁻¹⁴]| See legend [2.9x10⁻²⁰]| See legend [7.6x10⁻²¹]| See legend [Iga et al. (1996)***]|
| CH₃Cl    | See legend [1.1x10⁻²¹]| See legend [2.9x10⁻²⁰]| See legend [7.6x10⁻²¹]| See legend [Pearl et al. (1995)§§§]|
| NH₃      | [3.1x10⁻¹⁵]           |                       |                       |                        | Kumar (2014)§§§§          |
|          | [8.8x10⁻¹⁵]           |                       |                       |                        | Zecca et al. (1992)§§§§§   |
| CH₄      | 1.4x10⁻¹⁶ [3.0x10⁻¹⁶] | 1.6x10⁻¹⁶ [3.0x10⁻¹⁶] |                       |                        | Shirai et al. (2002)+     |
|          |                        |                        |                       |                        | Orient and Srivastava (1987)***|
| H₂       | 1.0x10⁻¹⁸ [2.5x10⁻¹⁹] | 2.5x10⁻¹⁸ [2.5x10⁻¹⁹] |                       |                        | Padovani et al. (2018)¹⁵  |
| H₂O      | 1.0x10⁻¹⁸ [4.7x10⁻¹⁹] | 1.5x10⁻¹⁸ [2.5x10⁻¹⁸] |                       |                        | Iga et al. (1996)***      |
| CO₂      | 3.2x10⁻¹⁸ [3.3x10⁻¹⁵] | 1.0x10⁻¹⁷ [3.3x10⁻¹⁵] |                       |                        | Iga et al. (1996)***      |
| CO       | [2.5x10⁻¹⁶]           |                       |                       |                        | Orient and Srivastava (1987)% |
| OH       | 3.2x10⁻¹⁸ [1.1x10⁻¹⁸] |                       |                       |                        | Chakrabarti et al. (2019)§§|
| NO       | [3.6x10⁻¹⁶] [1.3x10⁻¹⁶]|                       |                       |                        | Iga et al. (1996)***      |
| N₂O₅     |                       | [1.3x10⁻¹⁶] [3.6x10⁻¹⁶]|                       |                        | Mason et al. (2015)       |
| HCl      |                       |                       |                       |                        | Hamada and Sueoka (1994)   |
| C₂H₆      | 4.0x10⁻¹⁹ [5.4x10⁻¹⁹]|                       |                       |                        | Shirai et al. (2002)§§§§   |
| H₂S       | [8.8x10⁻¹⁶]           |                       |                       |                        | Zecca et al., (1992)§§     |
| H₂CO      |                       |                       |                       |                        | Vinodkumar et al., (2011)†  |

Table A2a: Cross sections (cm²) for neutral electronic dissociation ($\sigma_n$) (shown in black as used in our model BLACKWOLF) and for total electronic dissociation ($\sigma_t$) (shown in grey in square brackets) (i.e. including e.g. molecular ionization and ion dissociation; the grey values are shown for information
but they were not used in our (neutral) chemical network. Four electron energy (eV) ranges are shown, together with associated references for the gas phase species considered in this work. Energy intervals have centre point energies corresponding to 1, 10, 100 and 1000 eV. Empty boxes in the Table indicate that data is not available. Their Figure 3, filled black circles. **Their Figure 1 for N$_2$ formation by electron impact of N$_2$, filled black circles, data from 15 to 167 eV interpolated to the energy range indicated. ***Their Figure 3, continuous black line marked $\sigma_{OA}$. ****Their Figure 3 for O$_2$ formation by electron impact of O$_2$, open circles, eV range as for N$_2$ above. 8 Ozone collision with low energy electrons (\textasciitilde{}1-2 eV) favors anionic dissociation to form O$_2^-$ and O$^-$ (see e.g. Matejcik et al., 1997, their Figure 4) rather than neutral dissociation products. 88 Their Figure 2, upper panel. 888 N$_2$O favors formation of molecular and atomic cations upon collision with an electron, rather than neutral products. 8888 Their Table 1 for the total formation of N$_2$O into N$_2$O$^+$, N$_2^+$, NO, NO$^+$, N$^+$ and O$^+$. 8CH$_3$Cl favors formation of CH$_3^+$ and Cl$^-$ rather than neutral dissociation. 55 Their Figure 3 at 300K. Value is temperature-dependent and uncertain by several orders of magnitude. 5555 Figure 1 of that work for the sum of the first and second ionization cross sections. 55555 Total cross section, their Table 2. 5 Formation of CH$_3$+H, their graph 16. 55 Their Table 4 for total formation ($\sigma(T)$) of CH$_3^+$, CH$_3$, CH$_2^+$, CH$^+$ and C$. 5555 Their Figure 2, continuous red line. 55555 Their Figure 18 (open circles) and their Table 24 for formation of ground-state OH plus H. 555 Their Figure 18 (continuous, black line) for formation of ground-state O(1S) plus 2H. 555555 See Itikawa and Mason (2005) for example their Figure 12 for a range of cation products (H$_2$O$^+$, OH$^+$, O$^{1+}$ and H$_2^+$). 555555 Figure 19 from that work, producing O(1S). Note: we accordingly included into our model BLACKWOLF the collisional deactivation rate: O(1S)+CO$\rightarrow$O(1D)+CO$_2$ with k=2x10$^{-11}$exp(-1327/T) (Bhardwaj and Raghuram, 2012, their Table 2). 95 Their Figure 5, total cross section. 99 Their Figure 5, green line forming O(1P) and H(1S). 999 Their Figure 5, red line forming O(1D) and H(2S). 9999 Their Figure 61. *Their Table 2. **Their Figure 1.

Table A2a suggests that a range of species can favor ionization (shown in grey) over neutral dissociation (shown in black). Especially for polar molecules the more electronegative atomic constituent (denoted here as ‘X’) can favor electron attachment to the molecule followed by molecular dissociation to form the X anion, a process termed dissociative electron attachment. Electron collision can also change the rotational and vibrational energetic states of target species and alter e.g. their photochemical responses. Cross sections for these processes, however, are generally not well known for numerous species and this is therefore a subject for future works.

**Caveats to Table A2a**

1. Roldán et al. (2004) suggest cross sections for low energy electron-scattering cross sections could be over-estimated by \textasciitilde{}40\% due to simplifications involving the first Born approximation which assumes that the scattered wave function can be approximated by a plane wave.

2. Regarding N$_2$ and O$_2$ air shower effects from dissociation of these species are typically formulated differently in Earth and Earth-like models. Starting with the IPP rate, the efficiency of NOx and HOx production per IPP is estimated e.g. from complex Earth chemical networks and inserted as production terms into the more straightforward chemical networks simulating Earth-like atmospheres (see e.g. Scheucher et al., 2018). This approach indirectly simulates the effect of chemical gas-phase pathways that produce NOx from atomic nitrogen (in the case of N$_2$) and a chemical cluster mechanism involving water molecules which overall produce HOx (in the case of O$_2$). In our work we do not include this IPP approach in BLACKWOLF since we wish to focus on the effect of neutral dissociation via electrons only.

3. In our study we consider only the effect of neutral dissociation due to low energy electrons. However, other particles in the air shower can dissociate and ionize gas-phase species.
although this effect is likely to be smaller in comparison. For example, Gobet et al. (2001) present ionization cross sections for $\text{H}_2\text{O}$ by low energy protons. Ben-Itzhak et al., (1994) present ionization and fragmentation of $\text{CH}_4$ by fast impact protons.

(4) In addition to electron-induced neutral and ionic dissociation gas phase species can also undergo collisional excitation e.g. to higher vibrational and electronic states which can impact photochemical reactions.

Appendix 2b: Electron Fluxes

The atmospheric flux profiles for the low energy (0.5-5000eV) secondary electrons were derived using the following two methods:

**Method 1** - used as input the medium energy electron flux model results from Ehresmann (2012) (who also used PLANETOCOSMICS) scaled linearly to the required low energies for the surface of Mars at solar minimum as shown in Figure A2c_1:

![Energy Scaling](image)

Figure A2c_1: Energy scaling to obtain low energy (0.5-5000) eV electron fluxes. Data shows output for the Martian surface at solar minimum (Ehresmann, 2012).

The pressure dependence for the low energy electrons is assumed to be similar to that of the IPP rates calculated in the PLANETOCOSMICS model runs for the Carrington-like event (see main text Figure 15).

Figure A2c_2 shows the pressure scaling:
The final flux for the given electron energy interval and pressure is obtained by multiplying the electron flux (Figure A2c_2) at the given pressure level by the energy scaling factor, $F_e$ for the given energy interval (e.g. $F_e=0.02$ for the lowest interval in 0.5-5 eV as shown in Figure A2c_1) and by the pressure scaling factor shown in Figure A2c_2. The final flux profiles are shown in the main text as Figure 10.

**Method 2** – starting (as for method 1) with the electron fluxes in Figure A2c-2 we then multiply by the number of low energy electrons ($N_e$) produced by a single 10 GeV incoming proton calculated by the theoretical study of Paschalis et al. (2014) as a percentage of the total particles produced (their Figure 5, top right panel) at the top-of-atmosphere for modern Earth. Their results suggested $N_e(1\text{eV}) = 0.09\%$, $N_e(10\text{eV}) = 0.9\%$, $N_e(100\text{eV}) = 8\%$ and $N_e(1000\text{eV}) = 30\%$. Finally, we multiply by the fraction ($N_{10 \text{ GeV}} / N_{\text{tot}}$) where $N_{10 \text{ GeV}}$ is the number of incoming protons with energies in the 10 GeV bin from the Paschalis study and $N_{\text{tot}}$ is the total number of incoming protons at the Martian top-of-atmosphere for the GLE event calculated by PLANETOCOSMICS (see Herbst et al., 2019). For the pressure dependence through the atmosphere we assume the proton flux is reduced by a factor of 10 and 100 at 80 km and 0 km respectively.

**Appendix 2c – Implementation of electronic dissociation into BLACKWOLF**

We implemented the following energy dependent loss rate coefficients (with units $s^{-1}$ analogous to the photolysis coefficient) due to electronic neutral dissociation ($L_e$) summed over the four energy ($E$) intervals taken from Table A2a:

$$L_e = \Sigma_{E=1,4} \sigma(E) \cdot F_e(z) \cdot h$$

where $\sigma(E)$ denotes the energy-dependent cross section ($cm^2$) for neutral dissociation by low energy electrons for the energy intervals shown in Figure A2c_1, $F_e(z)$ is the altitude ($z$) dependent flux ($cm^2 s^{-1}$) of the secondary electrons and $h= model$ (BLACKWOLF) vertical grid height ($km$).
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