Controlling the exponentially weighted moving average $S^2$ control chart false alarm behavior when the in-control variance level must be estimated
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Abstract
Investigating the problem of setting control limits for an exponentially weighted moving average (EWMA) chart in the case of parameter uncertainty is more accessible when monitoring the variance because only one parameter has to be estimated. Simply ignoring the induced uncertainty frequently leads to control charts with poor false alarm performances. Adjusting the unconditional in-control (IC) average run length (ARL) makes the situation even worse. Guaranteeing a minimum conditional IC ARL with some given probability is another very popular approach to solving these difficulties. However, it is very conservative as well as more complex and more difficult to communicate. We utilize the probability of a false alarm within the planned number of points to be plotted on the control chart. It turns out that adjusting this probability produces notably different limit adjustments compared to controlling the unconditional IC ARL. We then develop numerical algorithms to determine the respective modifications of the upper and two-sided EWMA charts based on the sample variance for normally distributed data. These algorithms are made available within an R package. Finally, the impacts of the EWMA smoothing constant and the size of the preliminary sample on the control chart design and its performance are studied.
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1 | INTRODUCTION

Applying a surveillance scheme to monitor the stability of dispersion (homogeneity, scale, or other related notions) is a common task used in industry to maintain, for example, the repeatability level of gauges, the uniformity of certain entities over time or space, the risk level of some financial asset, the stability of the variance underlying the control limits of a mean control chart, and so forth. To provide an explicit example, we look at a scanning electron microscope (SEM) at a semiconductor company, where a battery of daily measurements is executed for the sake of repeatability monitoring. Typically, well-defined features (lines, spaces, and so on) on a wafer are measured $n = 5$ times, and the resulting sample SD is...
recorded on a Shewhart $S$ chart — see Figure 1. Hence, it is not surprising that Shewhart, cumulative sum (CUSUM), and exponentially weighted moving average (EWMA) variance control charts are presented in popular textbooks, including Reference 1, pp. 259, 414 and 426, respectively, and Reference 2, pp. 74, 146, and 198, respectively. Here, we wish to investigate methods for calibrating EWMA schemes based on the sample variance $S^2$ when the in-control (IC) level of the variance must be estimated based on a preliminary sample (phase I) of the IC data. The EWMA control chart was introduced by Reference 3 and gained much attention with and after. The initial works on using EWMA charts for dispersion monitoring include References 5-10—see References 11,12 for more details.

With regard to EWMA charts, Reference 13 started the analysis of using estimated parameters instead of merely assuming known ones. It became, for control charts in general, an important topic in the statistical process control (SPC) literature over the course of the last 20 years, and References 14 and 15 have provided detailed surveys on this subject. Typically, it is assumed that the parameters are estimated through $m$ phase I samples, each of size $n$, which means that nearly all the performance measures used for control charts become uncertain. For example, the well-known average run length (ARL, expected number of samples until the chart signals) becomes a random variable. Two frameworks are commonly used to deal with this additional uncertainty. In the first framework, an unconditional form is calculated by applying a total probability mechanism. We will refer to this form as the unconditional ARL — others use notions such as the marginal or mean ARL. Below, we will illustrate that controlling the unconditional IC ARL induces some puzzling side effects. The second framework started with References 16-18, who considered probabilistic bounds for performance measures, such as the conditional ARL. More recent contributions from, for instance, References 19,20 and 21, have stimulated a series of additional publications employing this approach. A popular motivation for this guarantee-a-minimum IC ARL is that it incorporates appropriately the so-called practitioner-to-practitioner variability. This framework has been discussed extensively for Shewhart charts monitoring the normal variance in References 22-28. Most of the latter works derived numerical procedures for calculating the limit adjustments, which is much more difficult for CUSUM and EWMA control charts, where Monte Carlo simulations (bootstrapping for the phase I dataset) are typically used. Thus, it is not surprising that nothing has been published on monitoring the normal variance for CUSUM and EWMA charts as of yet. Moreover, there are further problems with this framework. First, it is truly difficult to communicate the probabilistic bound for the random (conditional) IC ARL to a practitioner. Second, the modified limits are commonly quite wide, resulting in a prolongation of the detection delays. Therefore, Reference 29 proposed to re-estimate the modification regularly during phase II to tighten the limits. Third, the calculations of the actual modifications for CUSUM and EWMA charts are involved and time consuming. While the last problem will probably be solved soon, the other problems persist. Hence, we propose a different approach. We widen the limits of an EWMA $S^2$ chart by assuring a certain unconditional IC run length (RL) quantile. Later, we will see that aiming at an unconditional IC RL quantile leads to a widening of the limits, whereas deploying the unconditional IC ARL can tighten them.

Contrary to the case of the Shewhart variance chart, there are only a few contributions dealing with EWMA variance charts under parameter uncertainty, namely, Reference 30, and more recently, References 31 and 32. All together control the unconditional IC ARL. Reference 30 investigated EWMA charts utilizing $\ln S^2$. From their unconditional out-of-control (OOC) ARL results we pick a few, in order to discuss what we call the unconditional ARL puzzle. In their table 2, unconditional OOC ARL numbers for an upper EWMA $\ln S^2$ with an unconditional IC ARL of 370.4 were given. We provide these numbers in Table 1, for $\lambda = 0.01$, $n = 4$ and $m \in \{10, 20, 40, 80\}$ as well as $m = \infty$ (known parameter case).
TABLE 1 Side effects of using the unconditional average run length (ARL) as a calibration target (IC 370.4): Unconditional out-of-control ARL values (SD increased by 20%) for several phase I sizes, \( m \); sample size \( n = 5 \); exponentially weighted moving average \( \ln S^2 \) chart with \( \lambda = 0.01 \)

| \( m \) | 10 | 20 | 40 | 80 | \( \infty \) |
|---|---|---|---|---|---|
| ARL | 13.1 | 16.3 | 18.9 | 20.5 | 22.6 |

These results include a nonremediable issue, namely, the favorable ARL values for small \( m \) suggest that small phase I samples should be utilized. In other words, the more reliable the estimate of the unknown \( \sigma_0^2 \) (including in the known parameter case), the longer one has to wait to detect this specific increase, that is, controlling the unconditional IC ARL tightens the limits substantially, resulting in this uncommon improvement in the detection behavior. However, this tightening greatly increases the probability of early false alarms. The heavy tail of the unconditional IC RL distribution enlarges the corresponding mean (the unconditional IC ARL), while the probability of low RL values becomes larger at the same time. Later on, we will discuss this issue in more detail. Reference 31 utilized the unconditional ARL to adjust their limits and obtained similar OOC ARL anomalies. Neither paper discussed these patterns. Yet, Reference 33 indicated that focusing on the unconditional ARL is dangerous. In sum, controlling the unconditional IC ARL is not the way to go.

It should be added that the ARL paradigm has been criticized apart from studying the estimation uncertainty influence on control charts limits. For example, the authors in Reference 34 wrote: “Though ARL is probably meaningful in the off-target situation, it can be highly misleading when the on-target case is under study (primarily because the set of possible CUSUM paths includes ‘too many’ extremely ‘short’ members)”. For a more recent critique, see Reference 35 or 36 and the references therein. Reference 34 also reported (for the competing CUSUM control chart): “In general, the user of a CUSUM scheme probably feels uneasy about specifying a particular ARL for the on-target situation; what he typically wants is that the scheme will not generate a false alarm within a certain period of time (say, a shift) with probability of at least, say, 0.99.” This last passage refers to our design principle.

In sum, we study and propose two key features: (i) A novel control chart design rule for incorporating estimation uncertainty that uses neither the misleading unconditional ARL nor the too conservative guarantee-a-minimum conditional ARL. We control the unconditional false alarm probability via an unconditional IC RL quantile. (ii) We utilize a numerical procedure that is more accurate than the Markov chain approximation and much quicker than Monte Carlo-based procedures.

The paper proceeds as follows: In Section 2, we introduce the EWMA \( S^2 \) chart in detail and illustrate the peculiarities that emerge when some estimate of the IC level is simply plugged in. In addition, we elucidate the deceptive concept of adjusting the unconditional IC ARL. Afterwards, in Section 3, we describe our novel approach and the numerical algorithm used to obtain the unconditional RL quantiles. Eventually, in Section 4, we use this machinery to study the impact of the actual EWMA design (smoothing constant) and of the phase I size \( m \) on both the resulting control limit modification and the detection performance. In the last section, we present our concluding discussion.

2 | EWMA \( S^2 \) UNDER IN-CONTROL LEVEL UNCERTAINTY

EWMA schemes utilizing the sample variance \( S^2 \) are one type of EWMA chart monitoring dispersion. Competitors include \( \ln S^2 \), which is used in Reference 8; \( S \), as in, for example, Reference 37; the sample range \( R \), which is found in Reference 38; and \( a + b \ln(S^2 + c) \), as in Reference 39. Note that all these papers, including ours, consider normally distributed data. There are several reasons to prefer \( S^2 \). First, it is an unbiased estimator of the variance. Second, EWMA \( S^2 \) frequently exhibits the best detection performance—refer to References 11, 12. Third, the calculation is more feasible if all the estimation and monitoring is done with \( S^2 \).

Now, let \( \{X_{ij}\} \) be a sequence of subgroups of independent and normally distributed data. Each subgroup \( i \) consists of \( n > 1 \) observations \( X_{i1}, \ldots, X_{in} \). As usual, we assume that the phase I data come from a stable process and that the variance change occurs at the beginning of the monitoring period or never. Calculating the running sample variance \( S_i^2, i = 1, 2, \ldots, \)

\[
S_i^2 = \frac{1}{n-1} \sum_{j=1}^{n} (X_{ij} - \bar{X}_i)^2, \quad \bar{X}_i = \frac{1}{n} \sum_{j=1}^{n} X_{ij},
\]

we feed the EWMA iteration sequence in the usual way:

\[
Z_i = (1 - \lambda)Z_{i-1} + \lambda S_i^2, \quad Z_0 = z_0 = \sigma_0^2.
\]
The EWMA smoothing constant, \( \lambda \), is in the interval \( (0, 1) \) and controls the detection sensitivity. The EWMA sequence \( \{Z_t\} \) is initialized with the IC variance level, \( \sigma_0^2 \). Here, we must estimate \( \sigma_0^2 \) anyway.

We want to detect increases or two-sided changes in the variance level. Hence, the following (alarm) stopping times are utilized:

\[
L_{\text{upper}} = \min \{ i \geq 1 : Z_i > c_u \}, \\
L_{\text{two}} = \min \{ i \geq 1 : Z_i > c_u \text{ or } Z_i < c_l \}.
\]

Note that introducing a lower reflection barrier to the upper scheme would diminish the inertia effects—see Reference 40 for more details. It would, however, also increase the complexity and dismantle the rolling estimate feature of the plain EWMA sequence \( Z_t \). Moreover, the inertia effect is less pronounced for a \( S^2 \)-based chart with the intrinsic lower limit 0 compared to a mean chart, which would be unbounded from below. Therefore, we prefer the simpler design without a lower barrier.

Typically, the control limits are chosen to provide a predefined IC ARL, for example, by aiming for \( E(L) = 500 \). In the case of a known IC variance \( \sigma_0^2 \), there is a rich body of literature on calculating the ARL and solving the inverse task of determining control limits for a given IC ARL value. In this paper, we use algorithms from References 11,41 to compute the ARL, RL quantiles, and RL distribution for an EWMA \( S^2 \) control chart. The related \( \mathcal{R} \) package \texttt{spc} offers functions that make this calculation easy.

We will start with a typical situation: Sample size \( n = 5 \), EWMA constant \( \lambda = 0.1 \) and target IC ARL 500. This setup calls for thresholds \( c_l = 0.6259 \) and \( c_u = 1.5496 \) for the two-sided EWMA alarm design, and the threshold \( c_u = 1.4781 \) for the upper EWMA alarm design. For the former, we decided to use an ARL-unbiased design. This notion was introduced by References 42 and 43, but the phenomenon was discussed earlier in References 44 and 45 (both in German), in Reference 46 and, presumably, in further publications. For more details, refer to the more recent References 12 and 47. In a nutshell, ARL-unbiased designs render the ARL maximum at the IC level; in this case, \( \sigma_0^2 \). For the unknown parameter case,23 provided results recently for ARL-unbiased Shewhart \( S^2 \) charts while guaranteeing a minimum conditional IC ARL.

In this paper, we use a phase I reference dataset consisting of \( m \) samples of size \( n \) and build the estimate, that is, the pooled sample variance

\[
\hat{\sigma}_0^2 = \frac{1}{m} \sum_{i=1}^{m} S_i^2,
\]

where \( S_i^2 \) denotes the sample variance of the prerun sample \( i = 1, 2, \ldots, m \). For a discussion on appropriate estimators of the unknown \( \sigma_0^2 \), we refer to References 31,48 and 49. Here, we focus on the above “natural” estimator because it is unbiased (no further corrections are needed) and its distribution is readily available, that is, a \( \chi^2 \) distribution with \( m \times (n - 1) \) degrees of freedom. Reference 31 mentioned that “under in-control data the EWMA control charts show similar performance across all estimators,” where “in-control” refers to an uncontaminated phase I. Replacing this “natural” estimator with a more robust or otherwise more suitable estimator does not change the framework described below, but doing so makes the calculations more complicated. We want to emphasize, however, that all our theoretical and numerical results make use of the pooled variance estimator (1). To use the aforementioned estimate means that the observed \( X_{ij} \) are standardized, resulting in \( \hat{X}_{ij} = X_{ij} / \hat{\sigma}_0 \). In consequence, we run an EWMA chart design for \( \sigma_0^2 = 1 = z_0 \) with the limits mentioned above. Now, we wish to study the impact on the unconditional cumulative distribution function (CDF) \( P(L \leq l) \) depending on the phase I sample size \( m \). Note that \( P(L \leq l) \) covers two sources of uncertainty: (i) phase I estimation and (ii) phase II monitoring. Applying the numerical algorithms described in the next section, in Figure 2, we illustrate this CDF for several phase I sizes assuming a known \( \sigma_0^2 \) during setup. The graphs in the two-sided case feature simple patterns, namely, the smaller the phase I sample size \( m \), the higher the probability that a false alarm is flagged by \( l \) for any \( l \in \{1, 2, \ldots \} \). In the case of the upper chart, this relation remains valid for early values of \( l \leq 350 \) (roughly the original RL median) only. For large values, it is reversed. For small phase I sample sizes, such as \( m \leq 50 \), the unconditional IC RL distribution has heavy tails. For instance, the unconditional probability \( P(L > 10^5) \) is roughly 0.1 and 0.02 for \( m = 10 \) and \( m = 30 \), respectively. Given that, for example, Reference 31 truncate their Monte Carlo simulations at \( l = 30,000 \), some potential problems with the unconditional IC ARL and even some IC RL quantiles might be hidden. Nonetheless, using the unconditional IC ARL to adjust the limits is dangerous because the particular tails distort the expectation and explains the peculiar numbers in Table 1 taken from Reference 30. Hence, calibrating upper EWMA variance charts by aiming for a certain unconditional IC ARL is misleading.
3 | NUMERICAL ALGORITHM AND ACTUAL ADJUSTMENT

We want to adjust the EWMA control limits $c_u$ and $c_l$ (just the two-sided case) in order to achieve

$$P(L \leq \hat{l}) = \alpha,$$

where $P()$ is the unconditional IC CDF of the RL $L$. In other words, we alter the limits so that $\hat{l}$ becomes the unconditional IC RL $\alpha$ quantile. Recall that there is a direct link between the ARL and an RL quantile of order $\alpha$ for Shewhart charts with known IC parameters: $RL_{\alpha} = [\ln(1 - \alpha)/\ln(1 - 1/ARL)]$. This simple formula remains approximately valid for EWMA $S^2$ charts in the IC case if $\sigma_0^2$ is known: The median RL (MRL) is equal to 348 and 349 = $\lceil \ln(0.5)/\ln(1 - 1/500) \rceil$ with an ARL $=500$ for the upper and two-sided EWMA $S^2$ charts, respectively, in Figure 2. However, this simple relationship is lost, if we deal with the unconditional IC CDF. In the beginning of Section 4, we provide some illustrations of this phenomenon. This behavior is not surprising because the unconditional IC CDF is very different from the simple geometric distribution we exploited for the Shewhart chart RL statement. Using our rule (2), we tackle the problems observed in Figure 2 directly. Appropriate choices of $\alpha$ are those that are smaller than 0.5 (we will use $\alpha = 0.25$), while $\hat{l}$ could be either derived from the ARL and RL quantile relationship for known $\sigma_0^2$ or set manually, as in $l = 1000$, which is used for a typical control chart in practice. Next, we develop an algorithm to calculate the unconditional CDF and use the result to solve the implicit function (2) numerically with the secant rule.

For calculating the unconditional CDF, we adhere to Reference 50, who proposed the idea for EWMA control charts being used to monitor a normal mean with known IC parameters. We start with the upper chart, which only requires an adjustment to its upper limit $c_u$. Let $p_l(z) = P(L > l | Z_0 = z)$ denote the survival function (SF) of the RL for known $\sigma_0^2$ and starting values $Z_0 = z$. Adding further arguments, such as the actual variance $\sigma^2$ and control limit $c_u$, we produce its unconditional version

$$p_{l,\text{unc}}(z; \sigma^2, c_u) = \int_0^{\infty} f_{\sigma_0^2}(s^2)p_l(z; \sigma^2/s^2, c_u) \, ds^2, \quad l = 1, 2, \ldots$$

(3)

The formula (3) is related to (16) in Reference 13. Note that only one integral is needed and that we consider the SF instead of the probability mass function of the RL $L$. To increase the computational speed for (3), the geometric tail behaviors50 of $p_l(z; \sigma^2/s_l^2, c_u)$ at each quadrature node $s_l^2$ are (for large $l$) exploited individually. Unfortunately, it is lacking for $p_{l,\text{unc}}(z; \sigma^2, c_u)$, as has been mentioned previously in, for example, Reference 15. The density $f_{\sigma_0^2}(\cdot)$ is roughly the probability density function (PDF) of a chi-square distribution (multiply the degrees of freedom). The numerical implementation for $p_l(\cdot)$ is taken from Reference 41. Because its presentation is not easily accessible, we provide some necessary
details here. We begin with the transition (from $z_0$ to $z$) density of the EWMA $S^2$ sequence as follows:

$$
\delta(z_0, z) = \frac{1}{\lambda} f_{\chi^2;n-1}\left(\frac{n-1}{\sigma^2} \left[\frac{z - (1 - \lambda)z_0}{\lambda}\right]\right) \frac{n-1}{\sigma^2},
$$

where $f_{\chi^2;n-1}$ and $F_{\chi^2;n-1}$ denote the PDF and CDF, respectively, of a chi-square distribution with $n - 1$ degrees of freedom. Then we obtain the following recursions for the SF $p_l(z; \ldots):= p_l(z; \sigma^2/s^2, cu)$:

$$
p_l(z_0; \ldots) = \int_{(1 - \lambda)z_0}^{cu} \delta(z_0, z) \, dz = F_{\chi^2;n-1}\left(\frac{n-1}{\sigma^2} \left[\frac{cu - (1 - \lambda)z_0}{\lambda}\right]\right), \quad (4)
$$

$$
p_l(z_0; \ldots) = \int_{(1 - \lambda)z_0}^{cu} p_{l-1}(z; \ldots) \, \delta(z_0, z) \, dz, \quad l = 2, 3, \ldots \quad (5)
$$

A common approach to approximating the integral recursions is to replace the integrals by quadratures. Fixed quadrature grids, however, have lower integral limit issues since this limit, $(1 - \lambda)z_0$, depends on the argument $p_l(z_0; \ldots)$, see\textsuperscript{11} for a more thorough analysis. Another idea is to apply a collocation type of procedure, as in References \textsuperscript{41,51}, and consider the following recursion on the grid $\{z_r\}$ with $N$ nodes $z_r$ defined as (roots of $T_N(z)$ shifted to the interval $[0, cu]$)

$$
z_r = \frac{cu}{2} \left[1 + \cos\left(\frac{(2i - 1)\pi}{2N}\right)\right], \quad i = 1, 2, \ldots, N,
$$

and consider the following recursion on the grid $\{z_r\}, l = 2, 3, \ldots$,

$$
\sum_{i=1}^{N} g_{l,i} T_s(z_r) = \sum_{i=1}^{N} g_{l-1,i} \int_{(1 - \lambda)z_0}^{cu} T_s(z) \delta(z_r, z) \, dz.
$$

These definite integrals must be determined numerically. Because they do not depend on $l$ (only on $s$ and $r$), we calculate them once and store them in an $N \times N$ matrix. Using this matrix and the starting vector $g_1 = (g_{1,1}, g_{1,2}, \ldots, g_{1,N})'$ derived from (4), we build a numerical approximation for (5) that provides a highly accurate numerical presentation of the SF $p_l(z_0; \ldots)$ used in (3) to determine the unconditional CDF of the RL $L$. The resulting SF $p_{l, unc}(z_0; \sigma^2, cu)$ is implemented in the R package \texttt{spc} as the function \texttt{sewma.sf.prerun(l, lambda, 0, cu, sigma, n-1, m*(n-1), hs=z0, sided="upper")}, see the Appendix for an example of an application. In Figure 3, we compare the approximation accuracies of the collocation and the Markov chain framework. We investigate the EWMA $S^2$ with $\lambda = 0.1$ and sample size $n = 5$ and set $\hat{f} = 10^3$ and $\alpha = 0.25$, resulting in $cu = 1.719846$. The integral in (3) is approximated by the Gauß–Legendre quadrature with 60 nodes, while replacing the upper limit $\infty$ by 1.773 $(1 - 10^{-10}$ quantile of a chi-square distribution with $m \times (n - 1) = 200$ degrees of freedom divided by 200). This integral is deployed for the SF $p_{l, unc}(z_0; \sigma^2, cu)$ and the unconditional ARL as well. The matrix dimension $N$ indicates the size of the collocation basis (see above) and the number of transient states of the Markov chain. From the two figures, we conclude that collocation with $N = 50$ yields much higher accuracy than the Markov chain with $N = 500$. For calculating $p_{l, unc}(1; 1, cu)$, collocation needs about 1 s for $N = 50$, while the Markov chain approximation requires 3, 6, 15, and 22 s for $N = 200, 300, 400, \text{ and } 500$, respectively. Eventually, we want to solve (2) as an implicit, continuous function of the upper limit $cu$ numerically.
by executing a secant rule-type algorithm. The starting values will be slightly increased limits from the known parameter case.

Turning to the two-sided case, we face additional problems. First, the numerical procedure (collocation proceeds “piece-wise” now) becomes more involved and therefore more time consuming. The general idea follows what has been outlined above, so we will skip the details (for an elaborated description see Reference 11). The second problem is that we must now determine two limits, \( c_l \) and \( c_u \), without an intrinsic symmetric limit design, unlike what we encountered for monitoring the normal mean. Hence, we must either deploy the symmetric design \( \sigma_0^2 \pm \sigma \times c \) by simply ignoring the asymmetric behavior of EWMA \( S^2 \) or enforce something similar to the ARL-unbiased design used in the known-parameter case. We try two concepts: (i) make the unconditional \( P_c(L \leq \bar{l}) \) minimal in \( \sigma = \sigma_0 = 1 \) (with no loss of generality)—denoted henceforth as the “unbiased” version, and (ii) perform (i) for the known parameter case (much faster) and expand the resulting limits \( (c_{l}^{\infty}, c_{u}^{\infty}) \) by incorporating the correction \( \xi > 1 \) via \( c_l = c_{l}^{\infty} / \xi \) and \( c_u = c_{u}^{\infty} \cdot \xi \) so that we achieve the unconditional \( P_{IC}(L \leq \bar{l}) = \alpha \) — we label this method as the “quasi-unbiased” method. All three approaches are illustrated in the following example: \( \lambda = 0.1, \bar{l} = 10^3, \alpha = 0.25, n = 5 \) and \( m = 50 \). In all cases, we determine the new limits numerically by essentially applying the secant rule (a more sophisticated implementation is the function `uniroot()` in \( \mathbb{R} \)).

The resulting limits are \((0.280153, 1.719847)\) (half width \( c = 0.719847 \)), \((0.528670, 1.824855)\) and \((0.526394, 1.817301)\) (corresponding to \( c_{l}^{\infty}, c_{u}^{\infty} \)) for the symmetric, unbiased, and quasi-unbiased approaches, respectively. In Figure 4, we illustrate the resulting profiles for \( P(L \leq 10^3) \) and the ARL as functions of the actual standard deviation \( \sigma \). For both, we deployed the unconditional distribution. Note that the simple symmetric design exhibits profiles (SF and ARL) that are far from being unbiased. Moreover, the unconditional OOC ARL is very large for \( \sigma < \sigma_0 = 1 \) (the lower limit is much smaller than those of the two competitors). Hence, from this point forward, we will drop the symmetric limit design. The more sophisticated procedures feature rather equal profiles. In the sequel, we will apply the unbiased approach to be on the safe side. However, because it needs considerably more computing time than the quasi-unbiased scheme, we recommend the latter for daily practice. We should note that the large unconditional ARL values are the result of the special setup utilized here. For instance, when \( \sigma_0^2 \) is known, we observe an IC ARL of about 3450, which is then inflated to about 6 800 by two sources: the widened limits and enlarged tails of the unconditional RL distribution. To achieve smaller values, \( \bar{l} = 10^3 \) should be decreased or \( \alpha = 0.25 \) should be increased. It should be noted that that using \( \sigma_0 = 1 \) does not violate the generality of our results. Hence, \( \sigma \) will refer to the standardized version \( \sigma_0 = 1 \). For example, \( \sigma = 1.2 \) means that the OOC standard deviation is 20% larger than its (unknown) IC counterpart. Finally, we should emphasize that the unconditional \( \alpha = 0.25 \) RL quantile \( \bar{l} = 10^3 \) differs substantially from measures such as “Percentile_{marginal},” where the RL quantile for known \( \sigma_0^2 \) replaces \( p_l(z; \ldots) \) in (3). This weighted average over all conditional RL quantiles is much larger. For example, we obtain 244,325 for \( \alpha = 0.25 \). The exception is the unconditional ARL. To calculate it, we could utilize either (3) and plug in the conditional means or sum up \( p_{l,unc}(z; \ldots) \) over all \( l \), which is just the expectation of the unconditional RL distribution. It remains somewhat unclear what exactly is being measured with \( \text{Percentile}_{marginal} \).
After deriving these quite involved algorithms, we use them to illustrate the dependence of $c_u$ on the phase I size $m$. Utilizing our setup with $l = 1000$, $\alpha = 0.25$ and EWMA’s $\lambda = 0.1$, we start with the limits for known $\sigma^2_0$ as a benchmark — $c_u = 1.6453$ and ($c_1 = 0.5610$, $c_2 = 1.7051$) for the upper and two-sided cases, respectively. For realistic values of phase I sample sizes $m$ between 10 and 1000, we obtain widened limits, as can be seen in Figure 5. From the profiles, we conclude that the widening is less pronounced than might be expected. From sizes $m = 50$ on, the resulting limits on the control chart device in use would not really differ from the ideal case in which $\sigma^2_0$ is known.

Applying these new control limits changes the CDF profiles from those in Figure 2 to the ones presented in Figure 6. All profiles go through the point $(l, \alpha)$ by construction, of course. However, we observe that the smaller the phase size $m$, the more likely the very early false alarms.

Widening the limits allows poor false alarm levels to be dealt with. However, the behavior in the OOC case has deteriorated. Using the limits from $P_{IC}(L \leq 1000) = 0.25$, we show the unconditional CDFs for selected OOC cases ($\sigma_1 \in (0.8, 1.2)$) in Figure 7. Note the poor detection behavior for smaller values of $m$. For $m < 50$, it is possible that the variance change will remain undetected over the entire planned monitoring time span ($l = 1000$ observations). It is even worse for the two-sided case. Based on the profiles in Figure 7, we would recommend phase I sizes of at least 100. For more details, we refer the reader to the next section.

In order to provide some more familiar representations and at least get an idea of the detection speed, we add some unconditional ARL values to the OOC case in Figure 8. The differences in the benchmark case are considerably large.
FIGURE 6  Unconditional in-control run length cumulative distribution function for exponentially weighted moving average ($\lambda = 0.1$) $S^2 (n = 5)$, phase I size $m$, $P_{IC}(L \leq 10^3) = 0.25$ [Color figure can be viewed at wileyonlinelibrary.com]

FIGURE 7  Unconditional out-of-control run length cumulative distribution functions for exponentially weighted moving average ($\lambda = 0.1$) $S^2 (n = 5)$, phase I size $m$, $P_{IC}(L \leq 10^3) = 0.25$ [Color figure can be viewed at wileyonlinelibrary.com]

FIGURE 8  Unconditional out-of-control average run lengths for exponentially weighted moving average ($\lambda = 0.1$) $S^2 (n = 5)$ versus phase I size $m$, $P_{IC}(L \leq 10^3) = 0.25$ [Color figure can be viewed at wileyonlinelibrary.com]
for $m < 100$ and become negligible only for $m > 200$. Hence, there is an obvious price to pay if we account for the phase I estimation uncertainty when calibrating the chart. Because the false alarm behavior is really important for practical control charting in industry, the calibration strategy utilizing $P(L \leq \tilde{l}) = \alpha$ seems to be passable despite these side effects. Note that the even more conservative approach of guaranteeing a minimum conditional IC ARL yields substantially larger unconditional OOC ARL results.

4 | SENSITIVITY AND COMPETITION

To reconcile the common IC ARL user to this method, we investigate the selection of the monitoring horizon $\tilde{l}$ and false alarm probability $\alpha$ for a given IC ARL of, for example, 500 and its impact on the $c_U$ modification to secure $\alpha = P(L \leq \tilde{l})$ in the case of unknown $\sigma_0^2$, which will be estimated with a $m = 50 \times n = 5$ phase I sample [Color figure can be viewed at wileyonlinelibrary.com]

For $m < 100$ and become negligible only for $m > 200$. Hence, there is an obvious price to pay if we account for the phase I estimation uncertainty when calibrating the chart. Because the false alarm behavior is really important for practical control charting in industry, the calibration strategy utilizing $P(L \leq \tilde{l}) = \alpha$ seems to be passable despite these side effects. Note that the even more conservative approach of guaranteeing a minimum conditional IC ARL yields substantially larger unconditional OOC ARL results.

4 | SENSITIVITY AND COMPETITION

To reconcile the common IC ARL user to this method, we investigate the selection of the monitoring horizon $\tilde{l}$ and false alarm probability $\alpha$ for a given IC ARL of, for example, 500 and its impact on the actual adjustment of the control limits accounting for the estimation uncertainty. To begin with, we set $\alpha = 0.5$ to ensure that the IC MRL 348 (349 in the two-sided case) is achieved. From Figure 9(A), we conclude that focusing on the unconditional ARL yields the smallest $c_U$, followed by simply utilizing the $c_U$ value for known $\sigma_0^2$ and, finally, the unconditional MRL design. Obviously, down sizing the upper limit seems to be counter-intuitive and results in more false alarms than intended. The slight increase of $c_U$ from the known $\sigma_0^2$ case to the MRL- conserving approach offers a cautious and effective way of dealing with the estimation uncertainty. By changing $\alpha$ (or $\tilde{l}$), we can see that for all $\alpha < 0.56$, the modified $c_U$ is larger than for known $\sigma_0^2$. In addition, decreasing $\alpha$ (and $\tilde{l}$, accordingly) increases $c_U$ further (except for very small $\alpha$). Of course, proper choices of $\alpha$ are 0.5 or smaller. In the two-sided case, all designs securing some unconditional measure widen the original limits. In Figure 9(B), we plot only the upper value $c_U$. For $\alpha < 0.75$, the unconditional RL quantiles induce wider limits than the unconditional ARL design. In summary, deciding on a reasonable combination $(\tilde{l}, \alpha)$ provides plausible and effective limit adjustments that can overcome the estimation uncertainty distortions.

Next, we wish to compare the detection behaviors of various values of the smoothing constant $\lambda \in \{0.05, 0.1, 0.2, 0.3\}$. In all cases, we calibrate the schemes to ensure that $P_{IC}(L \leq 10^3) = 0.25$. Again, we consider samples of size $n = 5$ and a phase I study of size $m = 50$. In Tables 2 and 3, we provide some (unconditional) ARL values for the upper and the two-sided designs, respectively. To judge phase I’s influence on the uncertainty, we compare the unconditional ARL numbers with the initial ones for a known IC variance. Interestingly, the new IC ARL results are very large but decline with increasing $\lambda$. Similar patterns can be observed in the OOC case, where for $\sigma = 1.2$, the ARL numbers are doubled. For the medium size increase, that is, $\sigma = 1.5$, the change is much smaller. Note that the order between the different EWMA designs remains stable, that is, $\lambda = 0.05$ is the best for $\sigma = 1.2$, while $\lambda = 0.1$ works best with $\sigma = 1.5$. The Shewhart $S^2$ chart ARL results are added, which are considerably larger than all EWMA ones.

Turning to the two-sided designs, we observe some slight differences. Most notably, the IC ARL values do not explode. Again, the OOC ARL results are tripled (1.2) and doubled (0.8) for small changes, while the increases are quite small for
TABLE 2 Unconditional average run length results for various values of $\lambda$ and $P_{IC}(L \leq 10^3) = 0.25$, upper chart

| $\lambda$ | 0.05 | 0.1  | 0.2  | 0.3  | $l_{\text{Shewhart}}$ |
|-----------|------|------|------|------|-----------------|
| Known $\sigma_o^2$ | |      |      |      |                 |
| $c_u$ | 1.3995 | 1.6453 | 2.0690 | 2.4653 | 5.3026 |
| $E_1(L)$ | 3.444 | 3.461 | 3.470 | 3.473 | 3.476 |
| $E_{1.2}(L)$ | 32.9 | 38.4 | 55.9 | 76.1 | 188.8 |
| $E_{1.5}(L)$ | 8.75 | 8.05 | 8.24 | 9.11 | 19.5 |

Phase I with $m = 50$

| $c_u$ | 1.4680 | 1.7198 | 2.1538 | 2.5596 | 5.4654 |
| $E_1(L)$ | $>5 \times 10^9$ | $>8 \times 10^5$ | 47,128 | 21,477 | 8,091 |
| $E_{1.2}(L)$ | 70.4 | 84.8 | 119.2 | 151.8 | 293.4 |
| $E_{1.5}(L)$ | 8.75 | 8.05 | 8.24 | 9.11 | 19.5 |

larger variance changes (0.5, 1.5). For the simple Shewhart chart, the unconditional ARL values nearly coincide with their known $\sigma_o^2$ counterparts (increasing $\sigma$ only). For the upper and two-sided designs, the patterns in the detection ranking remain stable. For small shifts, for example, the EWMA chart with $\lambda = 0.05$ exhibits the best detection performance for known and unknown IC variances. It should be stated that the Shewhart ARL performance is much worse than the EWMA ARL performance for the changes considered here.

Following the focus of this paper, we now examine the CDF profiles. Beginning with the IC versions for both designs in Figure 10, we conclude that for $\ell \leq \bar{l} = 1000$, the profiles look very similar. The $\lambda = 0.05$ line lies above all the others for these $l$, which changes for $\ell > \bar{l}$, where it features the lowest values. All other curves follow according their $\lambda$ values, that is, the larger the $\lambda$, the lower the $l \leq \bar{l}$ and the higher the $\ell > \bar{l}$. Comparing the results for the upper and two-sided EWMA designs, we observe much steeper developments for the latter ones. In summary, we conclude that for the interesting part, namely, $\ell \leq \bar{l}$, the IC behavior of $P(L \leq l)$ for all considered $\lambda$ values and for both design types does not really differ.

Turning to the OOC case, we start with the upper EWMA chart and two different possible new $\sigma$ values, namely, the small change $\sigma_1 = 1.2$ and the medium one $\sigma_1 = 1.5$. Examining Figure 11, we observe the following stylized facts. The larger change is detected by $l \leq 100$ with probability one, while for $\sigma_1 = 1.2$, we need the whole time span, that is,
In-control cumulative distribution functions of the run length $L$, $P_{IC}(L \leq 10^3) = 0.25$, exponentially weighted moving average (various $\lambda$) $S^2$ ($n = 5$), $m = 50$ phase I samples [Color figure can be viewed at wileyonlinelibrary.com]

Out-of-control cumulative distribution functions of the run length $L$, $P_{OC}(L \leq 10^3) = 0.25$, upper exponentially weighted moving average (various $\lambda$) $S^2$ ($n = 5$), $m = 50$ phase I samples [Color figure can be viewed at wileyonlinelibrary.com]

Recall the corresponding expected values in Table 2, which are roughly 10 for $\sigma_1 = 1.5$ for all EWMA designs, while for $\sigma_1 = 1.2$, they range from 70 for $\lambda = 0.05$ to 150 for the largest $\lambda < 1$. Moreover, the order between these $\lambda$ values defined by their ARL values is reflected by the $P(L \leq l)$ profiles. Similar patterns can be recognized for the two-sided designs in Figure 12, where we included the results for decreased variances. Not surprisingly, the detection performance for $\sigma_1 \in \{1.2, 1.5\}$ is weaker compared to the upper chart profiles in Figure 11. However, detecting decreases of the same relative order proceeds more quickly.

After some first glimpses of the impact of the phase 1 sample size, namely, $m$, on the magnitude of the limit modification in Figure 5, the resulting unconditional OOC ARLs in Figure 8 and the snapshots in Tables 2 and 3, some additional details will be provided here to develop recommendations regarding some lower bound for $m$ and the choice of the smoothing constant $\lambda$. We start with the upper design and look at our selection of EWMA smoothing constants $\lambda \in \{0.05, 0.1, 0.2, 0.3\}$. In the following Figure 13, the $c_u$ versus phase I size $m$ profiles are provided in two ways. First, the raw $c_u$ limits are presented, demonstrating the typical behavior of decreasing values if $\lambda \downarrow$ or $m \uparrow$. Note that the change from $\lambda = 0.3$ to the Shewhart case ($\lambda = 1$) is really pronounced. However, the amount of widening in the control chart’s continuation region done to cope with estimating the IC value of the variance is not large. Compared to the known parameter
FIGURE 12 Out-of-control cumulative distribution functions of the run length $L$, $P_{IC}(L \leq 10^3) = 0.25$, two-sided exponentially weighted moving average (various $\lambda$) $S^2$ ($n = 5$), $m = 50$ phase I samples [Color figure can be viewed at wileyonlinelibrary.com]

FIGURE 13 Modified $c_u$ needed to achieve $P_{IC}(L \leq 10^3) = 0.25$, upper exponentially weighted moving average (various $\lambda$) $S^2$ ($n = 5$), phase I size $m = 15, 16, \ldots, 1200$ [Color figure can be viewed at wileyonlinelibrary.com]
Ratios of the modified control limits to the original ones (known in-control [IC] variance), $P_{IC}(L \leq 10^3) = 0.25$, two-sided exponentially weighted moving average (various $\lambda$) $S^2$ ($n = 5$), phase I size $m = 15, 16, \ldots, 1200$ [Color figure can be viewed at wileyonlinelibrary.com]

Unconditional out-of-control average run lengths of the upper exponentially weighted moving average (various $\lambda$) $S^2$ ($n = 5$) charts, $P_{IC}(L \leq 10^3) = 0.25$, phase I size $m = 15, 16, \ldots, 1200$ [Color figure can be viewed at wileyonlinelibrary.com]

In conclusion, utilizing the $P(L \leq \bar{L}) = \alpha$ design yields moderate changes to the control chart limits. To identify a minimum $m$ rule or a $\lambda$ guideline, we now consider the unconditional OOC ARL for two magnitudes of change.

Starting with the upper chart, we present the unconditional OOC ARL values for $\sigma_1 = 1.2$ and $\sigma_1 = 1.5$ in Figure 15 for the previously considered configurations. In Figure 15(A), we detect two segments in the ARL profiles. For small values of $m < 50$, we observe huge ARL values for all considered values of $\lambda$. In addition, the smaller the $\lambda$, the steeper the curves.
which completely changes the order of the analyzed control chart designs. Given these patterns, it can be concluded that when attempting to detect small changes with an EWMA $S^2$ chart, phase I samples with $m \geq 50$ are definitely needed. Namely, avoiding too many false alarms for small $m < 50$ leads inevitably to the delayed detection of small changes. Things look much better for the medium-sized change $\sigma_1 = 1.5$ in Figure 15(B), where for all $\lambda$ and roughly all $m$, the adjustment of the upper limit $c_u$ only mildly distorts the unconditional OOC ARL. Moreover, the popular choices $\lambda = 0.1$ and $\lambda = 0.2$ produce overall decent ARL levels, indicating that a reasonable approach would be to recommend these two values, in general. Turning now to the two-sided case in Figure 16, we confirm the judgments made for the upper schemes, where again small changes create problems for $m < 50$. The good news is that for the control chart user who is interested in detecting medium-sized and large changes, the proposed adjustments of the control limits do not destroy the ability of the applied EWMA charts to detect these changes. If flagging smaller changes is of concern, a larger phase I sample size is needed, that is, $m \geq 50$, to obtain a detection performance that is comparable to that of the known parameter case. It should be noted that the ARL values for the Shewhart chart are almost always too large to be displayed in Figures 15 and 16. The one and only exception in Figure 15(A) emphasizes that detecting a small variance increase in presence of an unknown IC variance level is difficult if only $m \leq 40$ observations are available to estimate the latter value.

5 | CONCLUSIONS

In order to control the false alarm behavior of EWMA $S^2$ charts used for monitoring a normal variance, we proposed an approach that widens the limits in a balanced way. The resulting control chart design exhibits reasonable false alarm
behavior while still being able to detect medium-sized and large changes. To detect small changes, the phase I sample size must be increased to \( m \geq 50 \) to achieve a performance that is comparable to the known parameter case. Moreover, we believe that the notion that we are calibrating for a certain false alarm probability \( \alpha \) within a given number of control chart values (the chart horizon \( \tilde{l} \)) is easier to communicate to the statistical process monitoring community than declaring that one guarantees with probability \( 1 - \alpha \) that the random conditional IC ARL is at least some nominal value, which corresponds more or less directly to \( \tilde{l} \) anyway. In addition, we recommend that \( \lambda = 0.1 \) or \( 0.2 \) be used for setting up a reasonable EWMA \( S^2 \) chart. Finally, it should be noted that we have prepared an \( R \) package (available from CRAN: https://cran.r-project.org/) that contains the functions needed to calculate the unconditional RL quantiles and ARL values as well as the control charts limits (including their adjustments for a given phase I size \( m \)). Some examples are given in the Appendix. Moreover, the shiny app https://kassandra.hsu-hh.de/apps/knoth/s2ewmaP/ provides a more convenient access.
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APPENDIX A. SOFTWARE IMPLEMENTATION

The functions utilized throughout the paper are implemented in the R package `spc`. For most of the figures and tables, the corresponding R code is provided as supplementary material to this contribution. Here, some basic functions (sewma.***.prerun()) are described as follows.

install.packages("spc") # in case you have not installed the package so far
library(spc) # load the package

# configuration
df <- 5 - 1 # resulting degrees of freedom (for sample size 5)
m <- 50 # phase I size
lambda <- 0.2 # EWMA smoothing constant
ellbar <- 1000 # chart horizon
alpha <- 0.25 # false alarm probability

# control limits
clu <- sewma.q.crit.prerun(lambda, ellbar, alpha, df, m*df, sided="upper")
clu <- round(clu, digits=4)
print(clu)

# IC behavior
lMAX <- 15000 # right end of support of run length cdf
CDF <- 1 - sewma.sf.prerun(lMAX, lambda, 0, clu[2], 1, df, m*df, sided="upper")
plot(1:lMAX, CDF, type="l", xlab="l", ylab="P(L<\aleq l)", log="x")
abline(v=ellbar, h=alpha, lty=2, col="grey")
points(ellbar, alpha, pch=19, col="grey")

# OOC behavior
SIGMA <- 1.5
CDF <- 1 - sewma.sf.prerun(lMAX, lambda, 0, clu[2], SIGMA, df, m*df, sided="upper")
plot(1:lMAX, CDF, type="l", xlab="l", ylab="P(L<\aleq l)", log="x")
abline(v=ellbar, h=alpha, lty=2, col="grey")
points(ellbar, alpha, pch=19, col="grey")

# some unconditional ARL values
L10 <- sewma.arl.prerun(lambda, 0, clu[2], 1, df, m*df, sided="upper")
L15 <- sewma.arl.prerun(lambda, 0, clu[2], SIGMA, df, m*df, sided="upper")
print( data.frame(L10, L15), digits=3 )

## output should be two figures and ...
> cl cu
> 0.0000 2.1538
> L10 L15
> arl 47128 9.79