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Abstract

We present algorithms and hardness results for several problems related to finding multiple simple shortest paths in a graph. Our main result is a new algorithm for finding \( k \) simple shortest paths for all pairs of vertices in a weighted directed graph \( G = (V,E) \). For \( k = 2 \) our algorithm runs in \( O(mn + n^2 \log n) \) time where \( m \) and \( n \) are the number of edges and vertices in \( G \). Our approach is based on forming suitable path extensions to find simple shortest paths; this method is different from the ‘detour finding’ technique used in most of the prior work on simple shortest paths, replacement paths, and distance sensitivity oracles. We complement this result by showing that finding 2 simple shortest paths even for a single pair of vertices is at least as hard as finding a minimum weight cycle in \( G \), for which no sub-\( mn \) time algorithm is known.

We present new algorithms for generating simple cycles and simple paths in \( G \) in non-decreasing order of their weight. The algorithm for generating simple paths is much faster, and uses another variant of path extensions. We also give hardness results for sparse graphs, relative to the complexity of computing a minimum weight cycle in a graph, for several variants of problems related to finding \( k \) simple paths and cycles, and we give related results for undirected graphs.

1 Introduction

Computing shortest paths in a weighted directed graph is a very well-studied problem. Let \( G = (V,E) \) be a directed graph with non-negative edge weights, with \(|V| = n, |E| = m \). Then, a shortest path for a single pair of vertices can be computed in \( \tilde{O}(m) \) time, and the all pairs shortest paths (APSP) in \( \tilde{O}(mn) \) time \([3]\), where \( \tilde{O} \) hides \( \text{polylog}(n) \) factors.

A related problem is one of computing a sequence of \( k \) shortest paths, for \( k > 1 \). If the paths need not be simple, the problem of generating \( k \) shortest paths is also well understood, and the most efficient algorithm is due to Eppstein \([7]\), which has the following bounds — \( O(m + n \log n + kn) \) for a single pair of vertices and \( O(m + n \log n + kn) \) for single source.

It is noted in \([7]\) that the simple paths version of the \( k \) shortest paths problem is more common than the unconstrained version considered in \([7]\). In the \( k \) simple shortest paths problem, given a pair of vertices \( s,t \), the output is a sequence of \( k \) simple paths from \( s \) to \( t \), where the \( i \)-th path in the collection is a shortest simple path in the graph that is not identical to any of the \( i-1 \) paths preceding it in the output. (Note that these \( k \) simple shortest paths need not have the same weight).
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The all-pairs version of this problem (where the paths need not be simple) was considered in the classical papers of Lawler \cite{21,22} and Minieka \cite{25}, and the most efficient current algorithm for k-APSP runs the SSSP algorithm in \cite{7} on each of the n vertices in turn. In this paper, a central problem we consider the all-pairs version of this problem when the paths are required to be simple (k-APSiSP). It was noted in Minieka \cite{25} that the all-pairs version of k shortest paths becomes significantly harder when simple paths are required.

Even for a single source-sink pair, the problem of generating k simple shortest paths (k-SiSP) is considerably more challenging than the unrestricted version considered in \cite{7}. Yen’s algorithm \cite{35} finds the k simple shortest paths for a specific pair of vertices in $O(k \cdot (mn + n^2 \log n))$. Gotthilf and Lewenstein \cite{10} improved the time bound slightly to $O(k(mn + n^2 \log n))$. In terms of hardness of this problem, it is shown by V. Williams and R. Williams \cite{34} that if the second simple shortest path for a single source-sink pair (i.e., $k = 2$ in k-SiSP) can be found in $O(n^{3-\delta})$ time for some $\delta > 0$, then APSP can also be computed in $O(n^{3-\alpha})$ time for some $\alpha > 0$; the latter is a major open problem. (In this formulation, the dependence on m, the number of edges, is not considered.)

The k-SiSP problem is much simpler in the undirected case and is known to be solvable in $O(k(n + n \log n))$ time \cite{19}. For unweighted directed graphs, Roditty and Zwick \cite{29} gave an $\tilde{O}(km\sqrt{n})$ randomized algorithm for k-SiSP. They also showed that k-SiSP can be solved with $O(k)$ executions of an algorithm for the 2-SiSP problem. Approximation algorithms for k-SiSP are considered in \cite{25,1}. Other related results can be found in \cite{8,9,11,12,13,14,20,24,23,26,30}.

A problem related to 2-SiSP is the replacement paths problem. In the s-t version of this problem, we need to output a shortest path from s to t when an edge on the shortest path p is removed; the output is a collection of $|p|$ paths, each a shortest path from s to t when an edge on p is removed. Clearly, given the solution to the s-t replacement paths problem, the second shortest path from s to t can be computed as the path of minimum weight in this solution. This is essentially the method used in all algorithms for 2-SiSP (and with modifications, for k-SiSP), and thus the current fastest algorithms for 2-SiSP and replacement paths have the same time bound. For the all-pairs case that is of interest to us, the output for the replacement paths problem would be $O(n^3)$ paths, where each path is shortest for a specific vertex pair, when a specific edge in its shortest path is removed. In view of the large space needed for this output, in the all-pairs version of replacement paths, the problem of interest is distance sensitivity oracles (DSO). Here, the output is a compact representation from which any specific replacement path can be found with $O(1)$ time. The first such oracle was developed in Demetrescu {al.} \cite{6}, and it has size $O(n^2 \log n)$. The current best construction time for an oracle of this size is $O(mn \log n + n^2 \log^2 n)$ time for a randomized algorithm, and a log factor slower for a deterministic algorithm, by Bernstein and Karger \cite{2}. Given such an oracle, the output to 2-APSiSP can be computed with $O(n)$ queries for each source-sink pair, i.e., with $O(n^3)$ queries to the DSO.

The most well-studied problem relating to k simple cycles is that of finding cycles in the overall graph. The problem of enumerating simple (or elementary) cycles — in no particular order — has been studied extensively \cite{32,33,31,16}, and the first algorithm that generated successive simple cycles in polynomial time was given by Tarjan \cite{31}; this algorithm generates each successive cycle in $O(mn)$ time. This result was improved to linear time by Johnson \cite{16}. We are not aware of prior bounds on enumerating simple cycles in nondecreasing order of weight.

Another well-studied problem relating to simple cycles is the problem of finding a minimum weight cycle (Min-Wt-Cyc) in a graph. Finding a minimum weight cycle in either a directed or an undirected graph is known to be equivalent to APSP for sub-cubic algorithms \cite{34}. The time bound for
Min-Wt-Cyc in sparse graphs is $\tilde{O}(m \cdot n)$, and finding a faster algorithm for it is a long-standing open question.

In this paper, we concentrate on results for truly sparse graphs with arbitrary non-negative edge weights. Hence we do not consider results for small integers weights or for dense graphs; several subcubic results for such graphs are known using fast matrix multiplication.

### 1.1 Our Contributions

We present several algorithmic results, and complement many of them with hardness results relative to computing Min-Wt-Cyc on sparse graphs.\[^{[1]}\]

1. **Computing $k$ simple shortest paths for all pairs ($k$-APSiSP) in $G$.** We present a new approach to the $k$-APSiSP problem. In order to construct the desired set $P_k^*(x, y)$ of $k$ simple shortest paths from $x$ to $y$, our method uses the notion of a ‘nearly $k$ SiSP set’ $Q_k(x, y)$, defined as follows.

**Definition 1.1.** Let $G = (V, E)$ be a directed graph with nonnegative edge weights. For $k \geq 2$, and a vertex pair $x, y$, let $k^* = \min\{r, k\}$, where $r$ is the number of simple paths from $x$ to $y$ in $G$. Then,

(i) $P_k^*(x, y)$ is the set of $k^*$ simple shortest paths from $x$ to $y$ in $G$.

(ii) $Q_k(x, y)$ is the set of $k$ nearly simple shortest paths from $x$ to $y$, defined as follows. If $k^* = k$ and the $k−1$ simple shortest paths from $x$ to $y$ share the same first edge $(x, a)$ then $Q_k(x, y)$ contains these $k−1$ simple shortest paths, together with the simple shortest path from $x$ to $y$ that does not start with edge $(x, a)$, if such a path exists. Otherwise (i.e, if either the former or latter condition does not hold), $Q_k(x, y) = P_k^*(x, y)$.

Our algorithm for $k$-APSiSP first constructs $Q_k(x, y)$ for all pairs of vertices $x, y$, and then uses these sets in an efficient algorithm, compute-APSiSP, to compute the $P_k^*(x, y)$ for all $x, y$. The latter algorithm runs in time $O(k \cdot n^2 + n^2 \log n)$ for any $k$, while our method for constructing the $Q_k(x, y)$ depends on $k$. For $k = 2$ we present an $O(mn + n^2 \log n)$ time method to compute the $Q_2(x, y)$ sets; this gives a 2-APSiSP algorithm that matches Yen’s bound of $O(mn + n^2 \log n)$ for 2-SiSP for a single pair. It is also faster (by a polylogarithmic factor) than the best algorithm for DSO (distance sensitivity oracles) for the all-pairs replacement paths problem [2]. In fact, we also show that the $Q_2(x, y)$ sets can be computed in $O(n^2)$ time using a DSO, and hence 2-APSiSP can be computed in $O(n^2 \log n)$ time plus the time to construct the DSO.

For $k \geq 3$ our algorithm to compute the $Q_k$ sets makes calls to an algorithm for $(k−1)$-APSiSP, so we combine the two components together in a single recursive method, APSiSP, that takes as input $G$ and $k$, and outputs the $P_k^*$ sets for all vertex pairs. The time bound for APSiSP increases with $k$: it is faster than Yen’s method for $k = 3$ by a factor of $n$ (and hence is faster than the current fastest method by almost a factor of $n$), it matches Yen for $k = 4$, and its performance degrades for larger $k$.

Our method for computing $k$-APSiSP (using the $Q_k(x, y)$ sets) extends an existing simple path in the data structure to a new simple path in the data structure by adding a single incoming edge.

\[^{[1]}\] Except for $k$-All-SiSP (see Section 4.2), we can also handle negative edge-weights as long as there are no negative-weight cycles, by applying Johnson’s transformation [17] to obtain an equivalent input with nonnegative edge weights. If the resulting edge-weights include weight 0, we will use the pair $(wt(p), len(p))$ as the weight for path $p$, where $len(p)$ is the number of edges in it; this causes the weight of a proper subpath of $p$ to be smaller than the weight of $p$. 

---
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| Problem          | Known Results                                      | New Results                                      |
|------------------|---------------------------------------------------|-------------------------------------------------|
| 2-APSiSP         | Upper Bound: $O(n^3)$ (using DSO)                 | Upper Bound: $O(mn)$                             |
| (Sec. 2.2.1)     |                                                   |                                                 |
| 3-APSiSP         | Upper Bound: $O(mn^3)$                            | Upper Bound: $O(mn^2)$                           |
| (Sec. 2.2.2)     |                                                   |                                                 |
| 2-SiSP           | Hardness: Min-Wt-$\Delta \leq 2$-SiSP (for subcubic) | Hardness: Min-Wt-Cyc $\leq (m+n)$ 2-SiSP         |
| (Sec. 1, 11)     | Upper Bound: $\tilde{O}(mn)$                      | (improvement due to above result)                |
| $k$-SiSP         | Hardness: Min-Wt-$\Delta \leq k$-SiSP (for subcubic) | Hardness: Min-Wt-Cyc $\leq (m+n)$ $k$-SiSP      |
| (for $k \geq 2$) | Upper Bound: $\tilde{O}(kmn)$                     |                                                 |
| (Sec. 1, 11)     |                                                   |                                                 |
| $k$-SiSC         | —                                                 | $k$-SiSP $\equiv (m+n)$ $k$-SiSC                |
| (Sec. 2.3, 11)   |                                                   |                                                 |
| $k$-AVSiSC       | —                                                 | Hardness: Min-Wt-Cyc $\leq (m+n)$ 2-AVSiSC       |
| (Sec. 2.3, 11)   |                                                   | Upper Bound: $O(mn)$ for ($k = 2$)               |
|                  |                                                   | and $\tilde{O}(kmn^2)$ for ($k > 2$)            |
| $k$-All-SiSC     | —                                                 | Hardness: Min-Wt-Cyc $\leq (m+n)$ 2-All-SiSC     |
| (Sec. 3.1, 11)   |                                                   | Upper Bound: $\tilde{O}(mn)$ per cycle           |
| $k$-All-SiSP     | —                                                 | Upper Bound: amortized $O(k)$ if $k < n$         |
| (Sec. 3.2)       |                                                   | and $\tilde{O}(n)$ if $k \geq n$ per path       |
|                  |                                                   | after a startup cost of $O(m)$                   |

Table 1: Our Results for directed graphs. (DSO stands for Distance Sensitivity Oracles; $\leq (m+n)$ reductions are defined in Section 4 as are results for undirected graphs.)

These extensions have to be performed carefully in order to ensure that the extended path is simple, and the collection of paths formed includes the $k$-SiSPs for every pair of vertices. This approach differs from all previous approaches to $k$ simple paths and replacement paths. All known previous algorithms for 2-SiSP compute replacement paths for every edge on the shortest path (by computing suitable ‘detours’). In fact, Hershberger et al. [14] present a lower bound for $k$-SiSP, exclusively for the class of algorithms that use detours, by pointing out that all known algorithms for $k$-SiSP compute replacement paths, and all known replacement path algorithms use detours. Although this lower bound is for $k$-SiSP and not $k$-APSiSP, the model used for this lower bound does not apply to our algorithm, since Compute-APSiSP only computes a subset of the replacement paths (across all vertex pairs), and further, it can generate and inspect paths that are not detours, including paths with cycles. Thus our method is fundamentally new. Our algorithms for $k$-APSiSP are presented in Section 2.

2. Generating the $k$ simple shortest cycles ($k$-All-SiSC) or $k$ simple shortest paths ($k$-All-SiSP) in $G$. In Section 3 we consider the problem of enumerating simple cycles and paths in the graph, in nondecreasing order of their weights. We present an algorithm for $k$-All-SiSC that, after an initial preprocessing cost of $O(mn + n^2 \log n)$, generates each successive simple shortest cycle in $G$ in $O(APSP) = O(mn + n^2 \log \log n)$ time. We also observe (in Section 4) that it is unlikely that we can obtain the linear time achieved for generating successive simple cycles in no particular order, since we show that generating each successive simple shortest cycle is at least as hard as Min-Wt-Cyc.

Complementing the result for $k$-All-SiSC, we present an algorithm for $k$-All-SiSP that generates
each successive simple path in $\tilde{O}(k)$ time if $k < n$, and in $\tilde{O}(n)$ time if $k > n$, after an initial start-up cost of $O(m)$ to find the first path. Here, $\tilde{O}$ omits $\text{polylog}(n)$ factors. This time bound is considerably faster than that for $k$-All-SiSC and for Min-Wt-Cyc. Our method, All-SiSP, is again one of extending existing paths by an edge; it is, however, different from Compute-APSiSP.

Path Extensions. We use two different path extension methods, one for $k$-APSiSP and the other for $k$-All-SiSP. Path extensions have been used before in the hidden paths algorithm for APSP [18] and more recently, for fully dynamic APSP [4]. These two path extension methods differ from each other, as noted in [5]. Our path extension method for $k$-All-SiSP is inspired by the method in [4] to compute ‘locally shortest paths’. However, our path extension method for $k$-APSiSP is not related to the earlier results, except for the fact that all path extension methods place suitable paths on a priority queue and extract paths of minimum weight.

3. Computing $k$ simple shortest cycles through a single vertex ($k$-SiSC) and $k$ simple shortest cycles through every vertex ($k$-AVSiSC). We show reductions between $k$-SiSC and $k$-SiSP, which give both algorithms and hardness results for $k$-SiSC. For $k$-AVSiSC, we give an $O(mn + n^2 \log n)$ time algorithm for $k = 2$ using our 2-APSiSP algorithm, and an algorithm that performs $n$ $k$-SiSP computations for $k > 2$.

Our Major Theorems. Here are the main theorems we establish for our algorithmic results. Some conditional hardness results through reductions are presented in Section 4 for path and cycle problems on sparse graphs (as shown in Table 1). In all cases, the input is a directed graph $G = (V, E)$ with nonnegative edge weights, and $|V| = n, |E| = m$.

Theorem 1.2. Given an integer $k > 1$, and the nearly simple shortest paths sets $Q_k(x, y)$ (Definition 1.1) for all $x, y \in V$, Algorithm Compute-APSiSP (Section 2.1) produces the $k$ simple shortest paths for every pair of vertices in $O(k \cdot n^2 + n^2 \cdot \log n)$ time.

Theorem 1.3. (i) Algorithm 2-APSiSP (Section 2.2.1) correctly computes 2-APSiSP in $O(mn + n^2 \log n)$ time, and for $k > 2$, Algorithm APSiSP (Section 2.2.2) correctly computes $k$-APSiSP. (ii) Let $T(m, n, k)$ be the time bound for Algorithm APSiSP. Then, $T(m, n, k) \leq n \cdot T(m, n, k - 1) + O(mn + k \cdot n^2 + n^2 \cdot \log n)$. (iii) $T(m, n, 3)$, the time bound for algorithm APSiSP for $k = 3$, is $O(m \cdot n^2 + n^3 \cdot \log n)$.

Theorem 1.4. (i) $k$-All-SiSC: After an initial start-up cost of $O(mn + n^2 \log n)$ time, we can compute each successive simple shortest cycle in $O(mn + n^2 \log \log n)$ time (Section 3.1). (ii) $k$-All-SiSP: After an initial start-up cost of $O(m)$ time to generate the first path, Algorithm ALL-SiSP (Section 3.2) computes each succeeding simple shortest path with the following bounds: amortized $O(k + \log n)$ time if $k = O(n)$ and $O(n + \log k)$ time if $k = \Omega(n)$, or worst-case $O(k \cdot \log n)$ time if $k = O(n)$, and $O(n \cdot \log k)$ time if $k = \Omega(n)$.

For the most part, we only consider computing the weights of the paths. The actual paths can be maintained by using pointers to sub-paths that omit the first or last edge on the path.

In terms of conditional hardness results, we show that 2-SiSP, 2-AVSiSC and 2-All-SiSP are all at least as hard as finding a minimum weight cycle. We also show that $k$-SiSP is equivalent in complexity to $k$-SiSC. These results are presented in Section 4.

Table 1 lists our main results. Together they give a fairly complete understanding of the fine-grained complexity of the various natural problems related to computing $k$ simple shortest paths.
and cycles in a weighted graph, at least for \( k = 2 \), assuming that finding a minimum weight cycle in ‘sub-\( mn \) time’ is hard. Of these, we highlight the following contributions:

- The algorithms for \( k \)-APS\( \text{iSISP} \) (and especially for \( 2 \)- and \( 3 \)-APS\( \text{iSISP} \)) and for \( k \)-All-SiSP introduce the new technique of path extensions for this class of problems.

- We show that \( k \)-Si\( \text{iSISP} \) and \( k \)-Si\( \text{SC} \) are equivalent in complexity, but we provide a hardness result that shows that \( k \)-All-Si\( \text{SC} \) is harder than \( k \)-All-Si\( \text{iSISP} \) unless we can obtain a significantly faster method for Min-Wt-Cyc. It is nevertheless interesting that we can generate successive simple shortest cycles in \( \tilde{O}(mn) \) time, given that the mere enumeration of simple cycles was a much-investigated classical topic until linear-time generation of successive cycles (in no particular order) was given in [16].

- We connect the complexity of several problems related to finding \( k \) simple paths and \( k \) simple cycles in sparse graphs to the complexity of computing a minimum weight cycle. For the most part, previous hardness results were only for dense graphs, and with respect to the presence of sub-cubic algorithms.

- We give related results for undirected graphs and for unweighted graphs in Section 4.

2 The \( k \)-APS\( \text{iSISP} \) Algorithm

In this section, we present our algorithm to compute \( k \)-APS\( \text{iSISP} \) on a directed graph \( G = (V, E) \) with nonnegative edge-weight function \( wt \). The algorithm has two main steps. In the first step it computes the nearly \( k \)-Si\( \text{SP} \) sets \( Q_k(x, y) \) for all pairs \( x, y \). In the second step it computes the exact \( k \)-Si\( \text{SP} \) sets \( P_k^*(x, y) \) for all \( x, y \) using the \( Q_k(x, y) \) sets. This second step is the same for any value of \( k \), and we describe this step first in Section 2.1. We then present efficient algorithms to compute the \( Q_k \) sets for \( k = 2 \) and \( k > 2 \) in Section 2.2.

In all of our algorithms we will maintain the paths in each \( P_k^*(x, y) \) and \( Q_k(x, y) \) set in an array in nondecreasing order of edge-weights.

2.1 The Compute-APS\( \text{iSISP} \) Procedure

In this section we present an algorithm, Compute-APS\( \text{iSISP} \), to compute \( k \)-APS\( \text{iSISP} \). This algorithm takes as input, the graph \( G \), together with the nearly \( k \)-Si\( \text{SP} \) sets \( Q_k(x, y) \), for each pair of distinct vertices \( x, y \), and outputs the \( k^* \) simple shortest paths from \( x \) to \( y \) in the set \( P_k^*(x, y) \) for each pair of vertices \( x, y \in V \) (note that \( k^* \), which is defined in Definition 1.1, can be different for different vertex pairs \( x, y \)). As noted above, the construction of the \( Q_k(x, y) \) sets will be described in the next section.

The right (left) subpath of a path \( \pi \) is defined as the path obtained by removing the first (last) edge on \( \pi \). If \( \pi \) is a single edge \((x, y)\) then this path is the vertex \( y \) (\( x \)).

Lemma 2.1. Suppose there are \( k \) simple shortest paths from \( x \) to \( y \), all having the same first edge \((x, a)\). Then \( \forall i, 1 \leq i \leq k \), the right subpath of the \( i \)-th simple shortest path from \( x \) to \( y \) has weight equal to the weight of the \( i \)-th simple shortest path from \( a \) to \( y \).
Proof. By induction on \( k \). Since subpaths of shortest paths are shortest paths, the statement holds for \( k = 1 \). Assume the statement is true for all \( h \leq k \), and consider the case when the \( h+1 \) simple shortest paths from \( x \) to \( y \) all share the same first edge \((x,a)\). Inductively, the right subpath of each of the first \( h \) simple shortest paths have the weight equal to the corresponding simple shortest paths from \( a \) to \( y \). Suppose the weight of the right subpath \( \pi_{a,y} \) of the \((h+1)\)-th simple shortest path from \( x \) to \( y \) is not equal to the weight of the \((h+1)\)-th simple shortest path from \( a \) to \( y \). Hence, if \( \pi'_{a,y} \) is the \((h+1)\)-th simple shortest path from \( a \) to \( y \), we must have \( wt(\pi_{a,y}) > wt(\pi'_{a,y}) \).

Since \( \pi_{xa,y} \) is the \((h+1)\)-th simple shortest path from \( x \) to \( y \) and \( wt(\pi_{a,y}) > wt(\pi'_{a,y}) \), there exists at least one path from \( a \) to \( y \) that contains \( x \) and is also the \( j \)-th simple shortest path from \( a \) to \( y \), where \( j \leq h + 1 \). Let this path be \( \pi''_{a,y} \). Let the subpath of \( \pi''_{a,y} \) from \( x \) to \( y \) be \( \pi''_{xa,y} \). But then \( wt(\pi''_{xa,y}) < wt(\pi''_{a,y}) \leq wt(\pi'_{a,y}) < wt(\pi_{a,y}) \). But this is a contradiction to our assumption that all the first \( h+1 \) simple shortest paths from \( x \) to \( y \) contains \((x,a)\) as the first edge. This contradiction establishes the induction step and the lemma.

Algorithm Compute-APSiSP computes the \( P_k^*(x,y) \) sets by extending an existing path by an edge. In particular, if the \( k \)-SiSPs from \( x \) to \( y \) all use the same first edge \((x,a)\), then it computes the \( k \)-th SiSP by extending the \( k \)-th SiSP from \( a \) to \( y \) (otherwise, the sets \( P_k^*(x,y) \) are trivially computed from the sets \( Q_k(x,y) \)). The algorithm first initializes the \( P_k^*(x,y) \) sets with the corresponding \( Q_k(x,y) \) sets in Step 4. In Step 5 it checks whether the shortest \( k-1 \) paths in \( P_k^*(x,y) \) have the same first edge and if so, by definition of \( Q_k(x,y) \), this \( P_k^*(x,y) \) may not have been correctly initialized, and may need to update its \( k \)-th shortest path to obtain the correct output. In this case, the common first edge \((x,a)\) is added to the set \( Extensions(a,y) \) in Step 7. We explain this step below.

**Algorithm 1 Compute-APSiSP** \((G = (V,E), wt, k, \{Q_k(x,y), \forall x, y \})\)

1: Initialize
2: \( H \leftarrow \emptyset \) \{\( H \) is a priority queue.\}
3: for all \( x,y \in V, x \neq y \) do
4: \( P_k^*(x,y) \leftarrow Q_k(x,y) \)
5: if the \((k-1)\)-shortest paths in \( P_k^*(x,y) \) have the same first edge then
6: \( (x,a) \) be the common first edge in the \((k-1)\)-shortest paths in \( P_k^*(x,y) \)
7: \( \pi \leftarrow (x,a) \) to the set \( Extensions(a,y) \)
8: if \( Q_k(a,y) \) is of size \( k \) then
9: \( \pi' \leftarrow \) the path of largest weight in \( Q_k(a,y) \)
10: \( \pi' \leftarrow (x,a) \odot \pi \)
11: Add \( \pi' \) to \( H \) with weight \( wt(x,a) + wt(\pi) \)
12: Main Loop:
13: while \( H \neq \emptyset \) do
14: \( \pi \leftarrow ExtractMin(H) \)
15: Let \( \pi = (xa,y) \) and let the path of largest weight in \( P_k^*(x,y) \) be \( \pi' \)
16: if \( |P_k^*(x,y)| = k - 1 \) then add \( \pi \) to \( P_k^*(x,y) \) and set update flag
17: else if \( wt(\pi) < wt(\pi') \) then replace \( \pi' \) with \( \pi \) in \( P_k^*(x,y) \) and set update flag
18: if update flag is set then
19: for all \((x',x) \in Extensions(x,y)\) do add \((x',x) \odot \pi \) to \( H \) with weight \( wt(x',x) + wt(\pi) \)

We define the \( k \)-Left Extended Simple Path \((k\text{-LESiP}) \( \pi_{xa,y} \) from \( x \) to \( y \) as the path \( \pi_{xa,y} = (x,a) \odot \pi_{a,y} \), where the path \( \pi_{a,y} \) is the \( k \)-th shortest path in \( Q_k(a,y) \), and \( \odot \) denotes the concatenation operation. In our algorithm we will construct \( k \)-LESiPs for those pairs \( x, y \) for which the \( k-1 \) simple shortest paths all start with the edge \((x,a)\). The algorithm also maintains a set \( Extensions(a,y) \) for each pair of distinct vertices \( a, y \); this set contains those edges \((x,a)\) incoming to \( a \) which are the first edge on all \( k-1 \) SiSPs from \( x \) to \( y \). In addition to adding the common first edge \((x,a)\)
in the \((k-1)\) SiSPS in \(P_k^* (x,y)\) to Extensions\((a,y)\) in Step 7, the algorithm creates the \(k\)-LESiSP with start edge \((x,a)\) and end vertex \(y\) using the \(k\)-th shortest path in the set \(P_k(a,y)\), and adds it to heap \(H\) in Steps 8-11. Let \(U\) denote the set of \(P_k^*(x,y)\) sets which may need to be updated; these are the sets for which the if condition in Step 5 holds.

In the main while loop in Steps 13-19, a min-weight path is extracted in each iteration. We establish below that this min-weight path is added to the corresponding \(P_k^*(x,y)\) in Step 16 or 17 only if it is the \(k\)-th SiSP; in this case, its left extensions are created and added to the heap \(H\) in Step 19.

**Lemma 2.2.** Let \(G = (V,E)\) be a directed graph with nonnegative edge weight function \(wt\), and \(\forall x,y \in V\), let the set \(Q_k(x,y)\) contain the nearly \(k\)-SiSPS from \(x\) to \(y\). Then, algorithm COMPUTE-APSiSP correctly computes the sets \(P_k^*(x,y) \ \forall x,y \in V\).

**Proof.** First, we need to show that the paths in sets \(P_k^*(x,y)\) are indeed simple. Clearly, the paths added to \(P_k^*\) from sets \(Q_k\) in Step 4 are already simple (from the definition of \(Q_k\)). So we only need to show that the paths added to \(P_k^*\) in Steps 16 and 17 are simple. To the contrary assume that some of the paths that are added to \(P_k^*\) are non-simple. Clearly these paths must be of length greater than 1. Let \(\pi_{xa,y} = x \rightarrow a \sim y\) be the first minimum weight path extracted from \(H\) that contains a cycle and was added to \(P_k^*\) in Step 16 or 17. Clearly, \(P_k^*(x,y) \in U\) and \((x,a) \in \text{Extensions}(a,y)\) and the right subpath \(\pi_{a,y}\) must be in \(P_k^*\) (otherwise the path \(\pi_{xa,y}\) would never have been added to heap \(H\) in Step 11 or 19). The right subpath \(\pi_{a,y}\) must also be simple (as \(wt(\pi_{a,y}) < wt(\pi_{xa,y})\)), and it must contain \(x\) in order to create a cycle in \(\pi_{xa,y}\). Let \(\pi_{xa',y}(a' \neq a)\) be the subpath of \(\pi_{a,y}\) from \(x\) to \(y\). Now there are two cases depending on whether \(\pi_{xa,y}\) was added to \(P_k^*\) in Step 16 or 17.

If \(\pi_{xa,y}\) was added to \(P_k^*(x,y)\) in Step 16 and as \(P_k^*(x,y) \in U\), it implies that all \(k-1\) paths in \(Q_k(x,y)\) have same first edge \((x,a)\) and there is no simple path from \(x\) to \(y\) in \(Q_k(x,y)\) with some first edge \((x,a') \neq (x,a)\). This is a contradiction as the subpath \(\pi_{xa',y}\) of \(\pi_{a,y}\) contains \((x,a') \neq (x,a)\) as its first edge.

Otherwise, let \(\pi_{xa'',y} \in Q_k(x,y)\) \((a'' \neq a)\) be the path that was removed from \(P_k^*\) in Step 17 to accommodate \(\pi_{xa,y}\). Thus, we have \(wt(\pi_{xa',y}) < wt(\pi_{xa,y}) < wt(\pi_{xa'',y})\), which is a contradiction as \(\pi_{xa'',y} \in Q_k(x,y)\) and is the shortest path from \(x\) to \(y\) avoiding edge \((x,a)\) (as the other \(k-1\) shortest paths in \(Q_k(x,y)\) have \((x,a)\) as the first edge). As path \(\pi_{xa,y}\) is arbitrary, hence all paths in \(P_k^*\) are simple.

Now we need to show that \(P_k^*(x,y)\) indeed contains the \(k^*\) SiSPSs from \(x\) to \(y\).

From the definition of \(Q_k(x,y)\), it is evident that \(P_k^*(x,y)\) indeed contains the \(k-1\) SiSPs from \(x\) to \(y\). We now need to show that the \(k\)-th shortest path in each of the sets \(P_k^*\) is indeed the corresponding \(k\)-th SiSP. To the contrary assume that there exists a \(P_k^*\) set that does not contain the correct \(k\)-th SiSP. Let \(\pi_{xa,y} = x \rightarrow a \sim y\) be the minimum weight \(k\)-th SiSP that is not present in \(P_k^*\). Clearly, \(\pi_{xa,y} \notin Q_k(x,y)\) (otherwise it would have been added to \(P_k^*(x,y)\) in Step 4). This implies that \(\pi_{xa,y}\) has the same first edge as that of the \(k-1\) SiSPs from \(x\) to \(y\) and hence \(P_k^*(x,y) \in U\) and \((x,a) \in \text{Extensions}(a,y)\). By Lemma 2.1, the right subpath of \(\pi_{xa,y}\) must have weight equal to the \(k\)-th SiSP from \(a\) to \(y\). Thus, there are at least \(k\) SiSPs from \(a\) to \(y\) and the set \(P_k^*(a,y)\) contains all the \(k\) SiSPs from \(a\) to \(y\). And as \((x,a) \in \text{Extensions}(a,y)\), a path \(\pi'_{xa,y}\) with the \(k\)-th SiSP from \(a\) to \(y\) as the right subpath and weight equal to \(wt(\pi_{xa,y})\) must have been added to \(H\) either in Step 11 or 19 and would have been added to \(P_k^*(x,y)\) in Step 16 or 17, resulting in a contradiction to our assumption that \(P_k^*(x,y)\) does not contain all the \(k\) SiSPs. Thus, \(P_k^*(x,y)\) does contain the \(k^*\) SiSPs from \(x\) to \(y\). \(\square\)
The time bound for Algorithm \textsc{Compute-APSiSP} in Theorem 1.2 is established with the following sequence of simple lemmas.

**Lemma 2.3.** There are \( O(kn^2) \) paths in \( P_k^* \), and \( O(n^2) \) elements across all Extensions sets.

*Proof.* \(|P_k^*(x,y)| = O(kn^2)\) since there are at most \( k \) paths in each of the \( n \cdot (n - 1) \) sets \( P_k^*(x,y) \). For the second part, exactly one edge is contributed to a Extensions set by each \( P_k^*(x,y) \in \mathcal{U} \) in Step 7.

**Lemma 2.4.** Each \( P_k^*(x,y) \) set is updated at most once in the main while loop.

*Proof.* A path can be added to \( P_k^*(x,y) \) at most once in Step 16 since its size will increase to \( k \) after the addition. Also, a path is added at most once in either Step 16 or Step 17 since paths are extracted from \( H \) in nondecreasing order of their weights.

**Lemma 2.5.** The number of \( k \)-LESiPs added to heap \( H \) is \( O(n^2) \).

*Proof.* For each \( k \)-LESiP, the right subpath must be the \( k \)-th shortest path in \( P_k^* \). For each pair of vertices \( x, y \in V \), there is at most one entry across the Extensions sets (say edge \((x,a) \in \text{Extensions}(a,y)) \) and hence at most one \( k \)-LESiP will be added to heap \( H \) in Step 11 for pair \((x,y)\). By lemma 2.4, we know that the set \( P_k^*(a,y) \) is updated at most once and hence at most one \( k \)-LESiP will be added to heap \( H \) for pair \((x,y)\) in Step 19. Thus, there are only \( O(n^2) \) \( k \)-LESiPs that were added to the heap \( H \) in the algorithm.

**Lemma 2.6.** Algorithm \textsc{Compute-APSiSP} runs in \( O(kn^2 + n^2 \log n) \) time.

*Proof.* A binary heap suffices for \( H \). The initialization for loop in Steps 3-11 takes \( O(kn^2) \) time to initialize and inspect the \( P_k^* \) sets. It is executed at most \( n^2 \) times and, outside of the inspection of \( P_k^*(x,y) \) an iteration costs \( \Theta(\log n) \) time (cost for insertion in heap), thus contributing \( O(n^2 \log n) \) to the running time. The while loop is executed \( O(n^2) \) times as by lemma 2.5 \( O(n^2) \) elements are added to the heap. The extract-min operation takes \( \Theta(\log n) \) time and hence Step 14 contributes \( O(n^2 \log n) \) to the running time. Steps 15-17 takes constant time per iteration and hence add \( O(n^2) \) to the total running time. By lemma 2.3, Step 19 is executed \( O(n^2) \) times and contributes \( O(n^2 \log n) \) to the running time. Thus, the total running time of the algorithm is \( O(kn^2 + n^2 \log n) \).

### 2.2 Computing the \( Q_k \) Sets

#### 2.2.1 Computing \( Q_k \) for \( k = 2 \)

We now give an \( O(mn + n^2 \log n) \) time algorithm to compute \( Q_2(x,y) \) for all pairs \( x,y \). We then show that we can also obtain the \( Q_2 \) sets from a DSO (distance sensitivity oracles, see Introduction), but this algorithm is slightly slower than our first method.

Our faster method first computes a shortest path (SP) for each pair using an efficient APSP algorithm \cite{27}. This gives the first path in each \( Q_2 \) set. To obtain the second path, for each \( x,y \) we need to find a shortest path from \( x \) to \( y \) that avoids first edge \((x,a)\) on the SP. We can trivially compute such paths by running Dijkstra on the subgraph \( G - \{e\} \) with source \( x \) where \( e = (x,a) \) is the first edge on the shortest path from \( x \) to \( y \). With this approach we will make \( m \) calls to Dijkstra’s algorithm. We now describe a more efficient method that makes only \( n \) calls to Dijkstra’s
algorithm. This method uses the procedure FAST-EXCLUDE from Demetrescu et al. [6]. We present the input-output specifications of FAST-EXCLUDE here; full details of this algorithm can be found in [6]. We start with the following definition.

**Definition 2.7 (Independent Edges [6])**. Given a rooted tree \( T \), edges \((u_1, v_1)\) and \((u_2, v_2)\) on \( T \) are independent if the subtree of \( T \) rooted at \( v_1 \) and the subtree of \( T \) rooted at \( v_2 \) are disjoint.

Given the weighted directed graph \( G = (V, E) \), the SSSP tree \( T_s \) rooted at a source vertex \( s \in V \), and a set \( S \) of independent edges in \( T_s \), algorithm FAST-EXCLUDE in [6] computes, for each edge \( e \in S \), a shortest path from \( s \) to every other vertex in \( G - \{e\} \). This algorithm runs in time \( O(m + n \log n) \).

We will compute the second path in each \( Q_2(x, y) \) set, for a given \( x \in V \), by running FAST-EXCLUDE with \( x \) as source, and with the set of outgoing edges from \( x \) in \( T_x \) as the set \( S \). Clearly, this set \( S \) is independent, and hence algorithm FAST-EXCLUDE will produce its specified output. Now consider any vertex \( y \neq x \), and let \((x, a)\) be the first edge on the shortest path from \( x \) to \( y \) in \( T_x \). Then, by its specification, FAST-EXCLUDE will compute a shortest path from \( x \) to \( y \) that avoids edge \((x, a)\) in its output, which is the second path needed for \( Q_2(x, y) \). This holds for every vertex \( y \in V - \{x\} \). Thus we have the following:

**Lemma 2.8.** The sets \( Q_2(x, y) \), for all pairs \( x, y \), can be computed in \( O(mn + n^2 \log n) \) time.

This leads to the following algorithm for 2-APSiSP. Its time bound in Theorem 1.3, part (i) follows from Lemmas 2.8, 2.2 and 2.6.

**Algorithm 2 2-APSiSP**\((G = (V, E); wt)\)

1: for each \( x \in V \) do
2: \( \) Compute the shortest path in each \( Q_2(x, y), y \in V - \{x\} \), by running Dijkstra’s algorithm with source \( x \).
3: \( \) Compute the second path in each \( Q_2(x, y), y \in V - \{x\} \), using FAST-EXCLUDE with source \( x \) and \( S = \{(x, a) \in T_x \} \)
4: **COMPUTE-APSiSP**\((G, wt, 2, \{Q_2(x, y), \forall x, y\})\)

**Computing the \( Q_2 \) sets from distance sensitivity oracle.** Let a DSO \( D \) with constant query time be given. For each \( x, y \in V \), let \( \pi_{xy} \) be the shortest path from \( x \) to \( y \). The second SiSP in \( Q_2(x, y) \) is the shortest path from \( x \) to \( y \) avoiding the first edge on \( \pi_{xy} \), so we can compute the second SiSP in \( Q_2(x, y) \) by making \( O(1) \) queries to \( D \). Thus, \( O(n^2) \) queries suffice to compute the second SiSP in all \( Q_2(x, y) \) sets. A DSO with constant query time can be computed by a randomized algorithm in \( O(n \log n \cdot (m + n \log n)) \) time, and deterministically in \( O(n \log^2 n \cdot (m + n \log n)) \) time [2]. Since **COMPUTE-APSiSP** runs in \( O(n^2 \log n) \), this gives a \( \tilde{O}(mn) \) time algorithm for 2-APSiSP. It is not clear if we can efficiently compute 2-APSiSP directly from a DSO, without using the \( Q_2 \) sets and **COMPUTE-APSiSP**.

**2.2.2 The Algorithm for \( k \geq 3 \)**

Our algorithm will use the following types of sets. For each vertex \( x \in V \), let \( I_x \) be the set of incoming edges to \( x \). Also, for a vertex \( x \in V \), and vertices \( a, y \in V - \{x\} \), let \( P^x_k(a, y) \) be the set of \( k \) simple shortest paths from \( a \) to \( y \) in \( G - I_x \), the graph obtained after removing the incoming edges to \( x \). Recall that we maintain all \( P^x \) and \( Q \) sets as sorted arrays.

We now present Algorithm **APSiSP**\((G, k)\), which first computes the sets \( P^x_{k-1}(a, y) \), for all vertices \( a, y \in V \). Once we have these sets, each \( Q_k(x, y) \) can be computed as the set of all paths in the
set $P_{k-1}^S(x, y)$, together with a shortest path in $\bigcup\{(x, a) \text{ outgoing from } x\} \{ (x, a) \circ p \mid p \in P_{k-1}^{ux}(a, y)\}$ (which is not present in $P_{k-1}^S(x, y)$).

**Algorithm 3 APSiSP** ($G = (V, E), \ wt, k$)

1: if $k = 2$ then
2: \hspace{1em} compute $Q_2$ sets using algorithm in Section 2.3.1
3: else
4: \hspace{1em} for each $x \in V$ do
5: \hspace{2em} $I_x \leftarrow \text{set of incoming edges to } x$
6: \hspace{2em} Compute sets $P_{k-1}^{ux}(x, y)$, and $P_{k-1}^{ux}(a, y) \forall a, y \in V$ by calling APSiSP($G - I_x, \ wt, k - 1$)
7: \hspace{2em} for each $y \in V - \{x\}$ do
8: \hspace{3em} $Q_k(x, y) \leftarrow P_{k-1}^{ux}(x, y)$
9: \hspace{2em} for all $(x, a) \in E$ do \hspace{0.5em} $\text{count}_a \leftarrow$ number of paths in $Q_k(x, y)$ with $(x, a)$ as the first edge
10: \hspace{2em} $Q_k(x, y) \leftarrow Q_k(x, y) \cup \{ \text{a shortest path in } \bigcup\{(x, a) \text{ outgoing from } x\} (x, a) \circ P_{k-1}^{ux}(a, y)\} \text{count}_a + 1\}
11: \hspace{1em} \text{Compute-APSiSP}(G, \ wt, k, \{Q_k(x, y) \forall x, y \in V\})

To compute the $P_{k-1}^{ux}$ sets, APSiSP($G, \ wt, k$) recursively calls APSiSP($G - I_x, \ wt, k - 1$), for each vertex $x \in V$. Once we have computed the $P_{k-1}^{ux}$ sets, the $Q_k(x, y)$ sets are readily computed as described in steps 8-10. After the computation of $Q_k(x, y)$ sets, APSiSP($G, \ wt, k$) calls Compute-APSiSP($G, \ wt, k, \{Q_k(x, y) \forall x, y \in V\}$) to compute the $P_k$ sets. This establishes the following lemma and part (ii) of Theorem 1.3.

**Lemma 2.9.** Algorithm APSiSP ($G, \ wt, k$) correctly computes the sets $P_k^u(x, y) \forall x, y \in V$.

**Proof of Theorem 1.3, part (iii).** The for loop starting in Step 4 is executed $n$ times, and the cost of each iteration is dominated by the call to Algorithm 2-APSiSP in Step 6, which takes $O(mn^2 + n^3 \log n)$ time. This contributes $O(mn^2 + n^3 \log n)$ to the total running time. The inner for loop starting in Step 7 is executed $n$ times per iteration of the outer for loop, and the cost of each iteration is $O(k + d_x)$. Summing over all $x \in V$, this contributes $O(kn^2 + mn)$ to the total running time. Step 11 runs in $O(n^2 \log n)$ time as shown in Lemma 2.6. Thus, the total running time is $O(mn^2 + n^3 \log n)$.

**k-APSiSP.** The performance of Algorithm APSiSP degrades by a factor of $n$ with each increase in $k$. Thus, it matches Yen’s algorithm (applied to all-pairs) for $k = 4$, and for larger values of $k$ its performance is worse than Yen.

Since finding the $P_k^u$ sets is at least as hard as finding the $Q_k$ sets (as long as the running time is $\Omega(k \cdot n^2 + n^2 \log n)$), it is possible that the for loop starting in Step 4 could be replaced by a faster algorithm for finding the $Q_k$ sets, which in turn would lead to a faster algorithm for $k$-APSiSP.

### 2.3 Generating $k$ Simple Shortest Cycles

**k-SiSC.** This is the problem of generating the $k$ simple shortest cycles through a specific vertex $z$ in $G$ ($k$-SiSC). We can reduce this problem to $k$-SiSC by forming $G'_z$, where we replace vertex $z$ by vertices $z_i$ and $z_o$ in $G'_z$, and we replace each incoming edge to (outgoing edge from) $z$ with an incoming edge to $z_i$ (outgoing edge from $z_o$) in $G'_z$. It is not difficult to see that the $k$-th simple shortest path from $z_o$ to $z_i$ in $G'_z$ corresponds to the $k$-th simple shortest cycle through $z$ in $G$.

**k-AVSiSC.** This is the problem of generating $k$ simple shortest cycles that pass through a given vertex $x$, for every vertex $x \in V$. For $k = 2$, we can reduce this problem to $k$-APSiSP by forming the graph $G'$ where for each vertex $x$, we replace vertex $x$ in $G$ by vertices $x_i$ and $x_o$ in $G'$, we place
a directed edge of weight 0 from \(x_i\) to \(x_o\), and we replace each edge \((u, x)\) in \(G\) by an edge \((u_o, x_i)\) in \(G'\) (and hence we also replace each edge \((x, v)\) in \(G\) by an edge \((x_o, v_i)\) in \(G'\)). For \(k > 2\) a faster algorithm would repeat \(k\)-SiSC for each vertex. This leads to the following theorem.

**Theorem 2.10.** Let \(G\) be a directed graph with non-negative edge weights. Then,
(i) \(k\)-SiSC can be computed in \(O(k \cdot (mn + n^2 \log \log n))\) time, the same time as \(k\)-SiSP.
(ii) \(2\)-AVSiSC can be computed in \(O(mn + n^2 \log n)\) time, and for \(k > 2\), \(k\)-AVSiSC can be computed in \(O(k \cdot n \cdot (mn + n^2 \log \log n))\) time.

3 Enumerating Simple Shortest Paths and Cycles in a Graph

In this section we consider the problem of successively generating simple paths and cycles in non-decreasing order of their weights in a directed \(n\)-node, \(m\)-edge graph \(G = (V, E)\) with nonnegative edge weights. In Section 3.1 we give a method to generate each successive simple shortest cycle (\(k\)-All-SiSC) in \(O(m \cdot n)\) time. For enumerating simple paths in nondecreasing order of weight (\(k\)-All-SiSP), we give a faster method in Section 3.2 that uses again a path extension method, different from the one used in Section 2.1. On the other hand, in Section 4 we show that the problem of generating the \(k\)-th simple shortest cycle in a graph after the first \(k - 1\) cycles have been generated is at least as hard as the Min-Wt-Cyc problem.

3.1 Generating Successive Simple Shortest Cycles

We assume the vertices are numbered 1 through \(n\). Our algorithm for \(k\)-All-SiSC maintains an array \(A[1..n]\), where each \(A[j]\) contains a triple \((ptr_j, w_j, k_j)\); here \(ptr_j\) is a pointer to the shortest cycle, not yet generated, that contains \(j\) as the minimum vertex (if such a cycle exists), \(w_j\) is the weight of this cycle, and \(k_j\) is the number of shortest simple cycles through vertex \(j\) that have already been generated. (Note that if a cycle \(C\) is pointed to by an entry in \(A[r]\), then the minimum vertex on \(C\) must be labelled \(r\); thus any given cycle is assigned to exactly one position in array \(A\).)

We will work with the graph \(G'\) described in Section 2.3. Initially, we compute the entry for each \(A[j]\) by running Dijkstra’s algorithm with source \(j_o\) on the subgraph \(G'_j\) of \(G'\) induced on \(V'_j = \{x_i, x_o \mid x \geq j\}\), to find a shortest path \(p\) from \(j_o\) to \(j_i\); we then initialize \(A[j]\) with a pointer to the cycle in \(G\) associated with \(p\), and with its weight, and with \(k_j = 0\).

For each \(k \geq 1\), we generate the \(k\)-th simple shortest cycle in \(G\) by choosing a minimum weight cycle in array \(A\). Let this entry be in \(A[r]\). We then compute the last path in \((k_r + 1)\)-SiSC through vertex \(r\) using the algorithm in Section 2.3 and we update the entry in \(A[r]\) with this cycle.

Correctness of this algorithm is immediate since the \(k\)-th simple shortest cycle must be pointed to by some entry in array \(A\) after \(k - 1\) iterations. The initialization takes \(O(mn + n^2 \log n)\) for the \(n\) calls to Dijkstra’s algorithm. Thereafter, the algorithm in Section 2.3 generates each new cycle in the slightly faster APSP time bound of \(O(mn + n^2 \log \log n)\), by maintaining the relevant information generated during the computation of earlier cycles, as in [35, 10]. This establishes the correctness of Theorem 1.4, part (i).

A similar algorithm can generate successive simple shortest paths. But in the next section, we present a faster algorithm for this problem. For constant \(k\), this algorithm generates a succinct
representation of the $k$-th simple shortest path in $O(\log n)$ time, after an initial start-up cost of $O(m)$ to generate a shortest simple path in the graph (which is an edge of minimum weight).

### 3.2 A Faster Algorithm to Generate Successive Simple Shortest Paths

Since all vertices on a simple path must be distinct, an $n$ node graph has $O(n^n)$ simple paths. Our algorithm for $k$-All-SiSP is inspired by the method in [3] for fully dynamic APSP.

With each path $\pi$, we will associate two sets of paths $L(\pi)$ and $R(\pi)$ as described below. Similar sets are used in [3] for ‘locally shortest paths’ but here they have a different use as described below.

Left and right extensions. Let $\mathcal{P}$ be a collection of simple paths. For a simple path $\pi_{xy}$ from $x$ to $y$ in $\mathcal{P}$, its left extension set $L(\pi_{xy})$ is the set of simple paths $\pi' \in \mathcal{P}$ such that $\pi' = (x', x) \circ \pi_{xy}$, for some $x' \in V$. Similarly, the right extension set $R(\pi_{xy})$ is the set of simple paths $\pi'' = \pi_{xy} \circ (y, y')$ such that $\pi'' \in \mathcal{P}$. For a trivial path $\pi = \langle v \rangle$, $L(\pi)$ is the set of incoming edges to $v$, and $R(\pi)$ is the set of outgoing edges from $v$.

Algorithm All-SiSP, given below, generates all simple shortest paths in $G$ in nondecreasing order of weight. To generate the $k$ shortest simple paths in $G$, we can terminate the while loop after $k$ iterations. Algorithm All-SiSP initializes the minimum weight path $\pi$ in $H$ as the next simple path in the output sequence. It then generates suitable extensions of $\pi$ to be added to $H$ as follows. Let the first edge on $\pi$ be $(x, a)$ and the last edge $(b, y)$. Then, All-SiSP left extends $\pi$ along those edges $(x', x)$ such that there is a path $\pi_{x'y}$ in $L(\pi)$; it also requires that $x' \neq y$, since extending to $x'$ would create a cycle in the path. Algorithm All-SiSP forms similar extensions to the right in the for loop starting at Step 13.

\begin{algorithm}[H]
\caption{All-SiSP($G = (V, E); wt$)}
1: \textbf{Initialization:}
2: $H \leftarrow \phi$ \text{ \{H is a priority queue,\}}
3: \textbf{for all} $(x,y) \in E$ \textbf{do}
4: \hspace{0.5cm} Add $(x,y)$ to priority queue $H$ with $wt(x,y)$ as key
5: \textbf{end for}
6: Add $(x,y)$ to $L(\langle y \rangle)$ and $R(\langle x \rangle)$
7: \textbf{Main loop:}
8: \hspace{0.5cm} while $H \neq \phi$ \textbf{do}
9: \hspace{1cm} $\pi \leftarrow \text{EXTRACT-MIN}(H)$
10: \hspace{1cm} Add $\pi$ to the output sequence of simple paths
11: \hspace{1cm} Let $\pi_{xy} = l(\pi)$ and $\pi_{ay} = r(\pi)$ (so $(x, a)$ and $(b, y)$ are the first and last edges on $\pi$)
12: \hspace{1cm} \textbf{for all} $\pi_{x'y} \in L(\pi_{xy})$ with $x' \neq y$ \textbf{do}
13: \hspace{1cm} \hspace{0.5cm} Form $\pi_{x'y} \leftarrow (x', x) \circ \pi$ and add $\pi_{x'y}$ to $H$ with $wt(\pi_{x'y})$ as key
14: \hspace{1cm} \textbf{end for}
15: \hspace{1cm} \textbf{for all} $\pi_{ay'} \in R(\pi_{ay})$ with $y' \neq x$ \textbf{do}
16: \hspace{1cm} \hspace{0.5cm} perform steps complementary to Steps 12 and 13
\end{algorithm}

We now establish that Algorithm All-SiSP generates only simple paths, and that it generates every simple path in $G$ in nondecreasing order of weight.

**Lemma 3.1.** Every path generated by Algorithm All-SiSP is a simple path.

**Proof.** Since edge weights are nonnegative, the first path generated by Algorithm [4] is a minimum weight edge inserted in Step 4, which is a simple path. Assume the algorithm generates a path with a cycle, and let $\sigma$ be the first path extracted in Step 8 that contains a cycle. Let $(x', a)$ and $(b, y)$ be the first and last edges on $\sigma$. Since $\sigma$ contains a cycle, it contains at least two edges so $(x', a)$ and $(b, y)$ are distinct edges.
Consider the step when the non-simple path $\sigma$ is placed on $H$. This does not occur in Step 4 since $\sigma$ contains at least two edges. So $\sigma$ is placed on $H$ in some iteration of the while loop. Let $\pi$ be the path extracted from $H$ in this iteration; $\pi$ is a simple path by assumption since it was extracted from $H$ before $\sigma$. Then $\pi$ is added to $H$ either as a left extension of $\pi$ (in Step 12) or as a right extension of $\pi$ in a step complementary to Step 12 in the for loop in Step 14.

Consider the left extension case, and let $\sigma$ be formed when processing path $\pi_{x'b} \in L(l(\pi))$ with $x' \neq y$ in Step 11. Thus $\sigma$ is formed as $(x', x) \circ \pi$ in Step 12. But $(x', x) \circ \pi = (x', x) \circ \ell(\pi) \circ (b, y) = \pi_{x'b} \circ (b, y)$. Since $\pi_{x'b} \in L(l(\pi))$, it was also placed in $H$ in either Step 4 or Step 12. And as $\text{wt}(\pi_{x'b}) < \text{wt}(\sigma)$, the path $\pi_{x'b}$ is simple. Since $\pi_{x'b}$ is simple, a cycle can be formed in $\sigma$ only if $x' = y$. But this is specifically forbidden in the condition in Step 11. A similar argument applies to right extensions added to $H$ in Step 14. Hence $\sigma$ is a simple path, and Algorithm 4 does not generate any path containing a cycle.

\[\square\]

**Lemma 3.2.** Algorithm All-SiSP generates all simple paths in $G$ in nondecreasing order of their weights.

**Proof.** Clearly the algorithm correctly generates the minimum weight edge in $G$ as the minimum weight simple path in the output in the first iteration of the while loop. By Lemma 3.1 all generated paths are simple. Also, these simple paths are generated in nondecreasing order of weight since any path added to $H$ in Steps 12 and 14 has weight at least as large as the weights of the paths that have been extracted at that time, due to nonnegative edge-weights. It remains to show that no simple path in $G$ is omitted in the sequence of simple paths generated.

Suppose the algorithm fails to generate all simple shortest paths in $G$ and let $\pi$ be a simple path of smallest weight that is not generated by Algorithm 4. Let $\pi$ be a path with first edge $(x, a)$ and last edge $(b, y)$; $(x, a) \neq (b, y)$ since all single edge paths is added to $H$ in Step 1 and will be extracted in a future iteration. Let $\pi_{ab}$ be the subpath of $\pi$ from $a$ to $b$. By assumption, the paths $\pi_{xb} = \ell(\pi)$ and $\pi_{ay} = r(\pi)$ are placed in the output by Algorithm 4 since they are simple paths with weight smaller than the weight of $\pi$. Without loss of generality assume that $\pi_{xb}$ was extracted from $H$ before $\pi_{ay}$.

Clearly, $\pi_{xb}$ was inserted in $H$ before $\pi_{ay}$ was extracted. In the iteration of the while loop when $\pi_{xb}$ was added to $H$, $\pi_{xb}$ was added to $L(\pi_{ab})$ in Step 13 since $r(\pi_{xb}) = \pi_{ab}$. In the later iteration when $\pi_{ay}$ was extracted from $H$, the paths in $L(\ell(\pi_{ay}))$ are considered in Step 12. But $\ell(\pi_{ay}) = \pi_{ab}$. When the paths in $L(\ell(\pi_{ay})) = L(\pi_{ab})$ are considered in Step 11 during the processing of $\pi_{ay}$, the path $\pi_{xb}$ will be one of the paths processed, and in Step 12 the path $(x, a) \circ \pi_{ay} = \pi$ will be formed and added to $H$. Thus $\pi$ will be added to $H$, and hence will be extracted and added to the output sequence.

\[\square\]

We can now prove Theorem 1.4.

**Proof of Theorem 1.4 part (ii).** We will maintain paths with pointers to their left and right subpaths, so each path takes $O(1)$ space. For the amortized bound we will implement $H$ as a Fibonacci heap. The initialization takes $O(m)$ time. Each $L$ and $R$ set can contain at most $n - 2$ paths, and further, since extensions are formed only with paths already in $H$, each of these sets has size $\min\{k, n - 2\}$. The $k$-th iteration of the while loop takes time $O(\log |H|)$ for the extract-min operation, and $O(\min\{k, n\})$ time for the processing of the $L$ and $R$ sets. At the start of the $k$-th iteration, the number of paths in $H$ is at most $O(m + k \cdot \min\{k, n\})$, and since $m = O(n^2)$, $\log |H| = O(\log(n+k))$. Hence the amortized time for the $k$-th iteration is $O(\min\{k, n\} + \log(n+k))$. 
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For the worst-case bound we will use a binary heap. Then, the initialization takes $O(m)$ time to build a heap on the $m$ edges, and the $k$-th iteration costs $O(\min\{k, n\} \cdot \log(n + k))$ for the heap operations.

$$\Box$$

4 Hardness Results

We start with the definition of an $f(m, n)$ reduction.

**Definition 4.1.** Given graph problems $P$ and $Q$, an $f(m, n)$ reduction, $P \leq_{f(m, n)} Q$, means that an input $G = (V, E)$ to $P$ with $|V| = n$, $|E| = m$ can be reduced in $O(f(m, n))$ time to an input $G' = (V', E')$ to $Q$ such that from a solution for $Q$ on $G'$ we can obtain a solution for $P$ on $G$ in $O(f(m, n))$ time.

The following lemma is straightforward.

**Lemma 4.2.** If $P \leq_{f(m, n)} Q$ then for any $f'(m, n) = \Omega(f(m, n))$, an $f'(m, n)$ algorithm for $Q$ implies an $f'(m, n)$ algorithm for $P$.

We mainly consider $f(m, n) = O(m + n)$, except for one reduction with $f(m, n) = (m + n) \cdot \log n$.

We now give some $(m + n)$ reductions from Min-Wt-Cyc to several versions of the SiSP and SiSC problems. Recall that Min-Wt-Cyc is the problem of finding a minimum weight cycle in a directed graph with non-negative edge weights.

**Lemma 4.3.** $k$-SiSC $\equiv_{(m+n)} k$-SiSP.

Proof. The reduction from $k$-SiSC to $k$-SiSP is the same as that used in the algorithm for $k$-SiSC in Section 2.3; we include it again here for completeness. Suppose we are given an instance of the $k$-SiSC problem, a directed graph $G = (V, E)$ where for some $x \in V$, we want to find $k$-SiSCs passing through vertex $x$. We can reduce this problem to $k$-SiSP by forming the graph $G'$ where, we replace vertex $x$ in $G$ by vertices $x_i$ and $x_o$ in $G'$, and we replace each edge $(u, x)$ in $G$ by an edge $(u_o, x_i)$ in $G'$ (and hence we also replace each edge $(x, v)$ in $G$ by an edge $(x_o, v_i)$ in $G'$). It is not difficult to see that the $k$-th simple shortest path from $x_o$ to $x_i$ in $G'$ corresponds to the $k$-th simple shortest cycle through $x$ in $G$.

As the number of vertices and edges in $G'$ are linear in the number of vertices and edges, respectively, in $G$, we deduce that $k$-SiSC $\leq_{(m+n)} k$-SiSP.

Now suppose that we are given an instance of the $k$-SiSP problem, a directed graph $G = (V, E)$ where for some $x, y \in V$, we want to find $k$-SiSPs from $x$ to $y$. We can reduce this problem to $k$-SiSC by forming the graph $G'$ where, we add a new vertex $z$ and we place a directed edge of weight 0 from $y$ to $z$ and from $z$ to $x$. Now we can readily see that the $k$-th simple shortest cycle through $z$ in $G'$ corresponds to the $k$-th simple shortest path from $x$ to $y$ in $G$. Hence, we obtain the desired result.

$\Box$

It is shown in [34] that 2-SiSP is at least as hard as APSP for sub-cubic computations, using a reduction from minimum weight triangle. That reduction is an $(m + n)$ reduction. However, a minimum weight triangle in a sparse graph can be found in $O(m^{3/2})$ time using the triangle finding algorithm in [15]. Here we give an $(m + n)$ reduction from Min-Wt-Cyc to 2-SiSP to establish that a
Lemma 4.4. \( \text{Min-Wt-Cyc} \leq (m + n) \cdot 2\text{SiSP} \)

Proof. Suppose we are given an instance of the Min-Wt-Cyc problem, a directed graph \( G = (V, E) \) with vertex set \( V = \{1, 2, \ldots, n\} \), and we need to find the minimum weight cycle in the graph. We will reduce this instance of the problem to that of computing 2-SiSP in a weighted directed graph, as follows.

We first construct the directed graph \( G' = (V', E') \), as described in the proof of Lemma 4.3.

Then we create a directed graph \( G'' = (V'', E'') \) such that it contains \( G' \) as a subgraph and also contains a path \( P (p_0 \rightarrow p_1 \Rightarrow p_{n-1} \rightarrow p_n) \) of \( n + 1 \) vertices such that all edges on \( P \) have weight 0.

Let \( W = n \cdot w \), where \( w \) is the maximum weight of any edge in \( G \). For each \( 1 \leq j \leq n \), we add an edge of weight \( (n - j + 1)W \) from \( p_{j-1} \) to \( p_j \) and an edge of weight \( jW \) from \( p_j \) to \( p_{j+1} \).

Figure 1 depicts the full construction of \( G'' \) for \( n = 3 \).

Now the 2-SiSP from \( p_0 \) to \( p_n \) is of the form: \( p_0 \sim p_{s-1} \rightarrow s_o \sim t_i \rightarrow p_t \sim p_n \) since it must contain a single detour. Further, \( t > s - 1 \) since the path is simple. We claim that \( t = s \). If not, then \( t > s \) and the weight of the path is at least \( (n + 2)W \). However, any path of the form \( p_0 \sim p_{s-1} \rightarrow s_o \sim s_i \rightarrow p_s \sim p_n \) has weight strictly less than \( (n + 2)W \), since any simple path in \( G' \) has weight less than \( W \), Hence, \( t = s \) as long as there is at least one path of the form \( x_o \sim x_i \) (where \( x \in V \)) in \( G' \).

Thus the 2-SiSP in \( G'' \) corresponds to the shortest path in \( G' \) of the form \( x_o \sim x_i \), which in turn corresponds to the minimum weight cycle in the original graph \( G \).

As the number of vertices and edges in \( G'' \) is linear in the number of vertices and edges, respectively, in \( G \), we obtain the desired result.

\[ \square \]

Lemma 4.5. \( \text{Min-Wt-Cyc} \leq (m + n) \cdot k\text{-AVSiSC} \).
Proof. Suppose we are given an instance of the Min-Wt-Cyc problem, a directed graph $G = (V, E)$, and we need to find the minimum weight cycle in the graph.

We can find the $k$ minimum weight cycles passing through each vertex $x \in V$ by computing $k$-AVSiSC on $G$. We can then find the minimum weight cycle by taking the minimum of the shortest simple cycles passing through every vertex $x \in V$. Thus, we obtain the desired result.

We establish two more hardness results for the following two problems:

(a) $k$-th-All-SiSC is the problem of computing the $k$-th simple shortest cycle in $G$ after the $k-1$ simple shortest cycles in $G$ have been computed (for any constant $k > 1$).

(b) Second-APSiSP is the problem of generating the second simple shortest path for all pairs of vertices after APSP has been computed.

Lemma 4.6. $\text{Min-Wt-Cyc} \leq (m+n) k$-th-All-SiSC.

Proof. Suppose we are given an instance of the Min-Wt-Cyc, a directed graph $G = (V, E)$. Now we’ll reduce this instance of the problem to that of computing $k$-th-All-SiSC in a weighted directed graph.

Now create a directed graph $G' = (V', E')$ such that it contains $G$ as its subgraph and $2(k-1)$ additional vertices coming from the vertex partitions $D = \{d_i\}_{i=1}^{k-1}$ and $E = \{e_i\}_{i=1}^{k-1}$. Fix some $x \in V$. For each $1 \leq i \leq k-1$, add edges of weight 0 from $x$ to $d_i$, from $d_i$ to $e_i$ and from $e_i$ to $x$.

Figure 2 depicts the full construction of $G'$ for $k = 3$.

Now the first $(k-1)$ min-weight cycles in $G'$ correspond to the cycles involving vertices $x$, $d_i$ and $e_i$ (for each $1 \leq i \leq k-1$). And the $k$-th min-weight cycle in $G'$ corresponds to the minimum weight cycle in $G$.

As the number of vertices and edges in $G'$ are linear in the number of vertices and edges, respectively, in $G$, we get the desired result.

Lemma 4.7. $\text{APSP} \leq (m+n) \text{Second-APSiSP}$.

Proof. Suppose we are given an arbitrary directed graph $G = (V_G, E_G)$ where $V_G = \{1, 2, \ldots, n\}$. Now we’ll reduce the problem of computing APSP on $G$ to one of computing Second-APSiSP in another weighted directed graph.
Now construct a graph $G' = (V', E')$ on $3n + 1$ nodes that contains $G$ as its subgraph. Apart from the $n$ vertices present in $G$, $G'$ also contains a vertex $s$ and $2n$ additional vertices coming from the vertex partitions $A = \{a_i\}_{i=1}^n$ and $B = \{b_i\}_{i=1}^n$.

For each $1 \leq i \leq n$, add an edge of weight 0 from $a_i$ to $s$ and from $s$ to $b_i$.

For every $1 \leq i \leq n$, also add edges of weight 1 from $a_i$ to $i$ and from $i$ to $b_i$.

Figure 3 depicts the full construction of $G'$ for $n = 3$.

Now the 2-SiSP from some $a_i$ to some $b_j$ (where $1 \leq i, j \leq n$) is of the form $a_i \rightarrow i \Rightarrow j \rightarrow b_j$, where the second simple shortest path first takes the edge $(a_i, i)$ and then it takes the shortest path from $i$ to $j$ and then the edge $(j, b_j)$.

Thus every 2-SiSP in $G'$ from a vertex $a_i$ in $A$ to a vertex $b_j$ in $B$ corresponds to a shortest path from $i$ to $j$ in the original graph $G$.

As the number of vertices and edges in $G'$ are linear in the number of vertices and edges, respectively, in $G$, we get the desired result.

The above reductions show that for any $k \geq 2$, $k$-SiSP, $k$-SiSC, $k$-AVSiSC and $k$-th-All-SiSC cannot be solved in $o(m \cdot n)$ time unless an improved algorithm is obtained for Min-Wt-Cyc. Also, the last reduction shows that computing Second-APSiSP is at least as hard as computing APSP. (It can also be seen that Min-Wt-Cyc $\leq_{(m+n)}$ APSP.)

**Unweighted Graphs.** Most of our reductions go through (either unchanged or with small changes) for unweighted graphs. The one exception is Min-Wt-Cyc to 2-SiSP. Here in fact, there is a randomized $\tilde{O}(k \cdot m \sqrt{n})$ time algorithm for $k$-SiSP [28]. For the reductions from cycle problems to path problems ($k$-SiSC to $k$-SiSP and 2-AVSiSC to 2-APSiSP), we used an edge of weight 0 from $v_i$ to $v_o$. In the unweighted case, we can leave the edge weight at 1, and observe that this preserves the ordering of simple shortest paths for any pair of vertices, since a path of length $r$ in $G$ from $s$ to $t$ is now transformed into a path of length $2r - 1$ from $s_o$ to $t_i$ in $G'$.
4.1 Undirected Graphs

Our algorithms for $k$-APSiSP and $k$-All-SiSP work for undirected graphs. Hence $k$-All-SiSP and 2-APSiSP have the same time bound as for the directed case. However, $k$-SiSP in undirected graphs can be solved in $\tilde{O}(m)$ time \[10\], hence for $k \geq 3$, $k$-APSiSP can be computed in $\tilde{O}(mn^2)$ time in undirected graphs.

Our reduction from $k$-SiSC to $k$-SiSP problem given in Section 2.3 does not work for undirected graphs. We give an alternate reduction (with a small $O(\log n)$ increase in the bound).

**Lemma 4.8.** $k$-SiSC $\leq (\frac{(m+n) \cdot \log n}{k})$ $k$-SiSP.

**Proof.** Let the input be $G = (V, E)$ and the vertex $x \in V$, for which we want to compute $k$-SiSCs. We assume that the vertices are labeled from 1 to $n$. We first show that $k$-SiSC in $G$ can be computed with $\lceil \log n \rceil$ calls to $k$-SiSP. Let $N(x)$ be the neighbor-set of $x$. We create $\lceil \log n \rceil$ graphs $G_i = (V_i, E_i)$ such that $\forall 1 \leq i \leq \lceil \log n \rceil$, $G_i$ contains two additional vertices $x_{0,i}$ and $x_{1,i}$ (instead of the vertex $x$) and $\forall y \in N(x)$, the edge $(y, x_{0,i}) \in E_i$ if $y$'s $i$-th bit is 0, otherwise the edge $(y, x_{1,i}) \in E_i$. This takes $O((m+n) \cdot \log n)$ time and we observe that every cycle through $x$ will appear as a path from $x_{0,i}$ to $x_{1,i}$ in at least one of the $G_i$. Hence, the $k$-th shortest path in the collection of $k$-SiSPs from $x_{0,i}$ to $x_{1,i}$ in $G_i$ $\forall 1 \leq i \leq \lceil \log n \rceil$ (after removing duplicates), corresponds to the $k$-th SiSC passing through $x$. If we create new vertices $z$ and $z'$, connect $z$ to the $x_{0,i}$ vertices and $z'$ to the $x_{1,i}$, then computing $k'$-SiSP between $z$ and $z'$ in this graph for $k' = k \cdot \lceil \log n \rceil$, gives us $k$-SiSC through $x$ in $G$ as shown above.

Using the above lemma and the results in Sections 2.3 and 5.1 we can compute $k$-SiSC in $\tilde{O}(km)$ time, $k$-AVSiSC in $\tilde{O}(kmn)$ time and $k$-All-SiSC in $\tilde{O}(m)$ time per cycle after a startup cost of $\tilde{O}(mn)$ in undirected graphs.

Most of our hardness results (from $k$-SiSP to $k$-SiSC, Min-Wt-Cyc to $k$-AVSiSC, Min-Wt-Cyc to $k$-All-SiSC) also hold for undirected graphs. However our reduction from Min-Wt-Cyc to 2-SiSP for directed graphs does not hold for undirected graphs. This is not surprising as 2-SiSP can be computed in $\tilde{O}(m)$ time \[19\].

4.2 Discussion

There are several important problems on sparse graphs for which $\tilde{O}(mn)$ is the current best time bound: Min-Wt-Cyc, APSP (for both problems, either directed or undirected, and either weighted or unweighted), weighted $k$-SiSP, and the collection of weighted directed graph problems for which we have given $\tilde{O}(mn)$ time algorithms in this paper. This suggests that the class of problems that currently have $\tilde{O}(mn)$ time algorithms is an important one, with Min-Wt-Cyc being the key problem, similar to APSP for cubic computations, and 3SUM for quadratic computations.

5 Conclusion

We have presented new algorithms to compute $k$ simple shortest paths and cycles in a weighted directed (or undirected) graph, complementing many of our upper bounds with hardness results for sparse graphs (by reductions from Min-Wt-Cyc). Our results include the following.
• A 2-APSiSP algorithm which almost matches the current best $O(mn + n^2 \log n \log n)$ bound for finding the two simple shortest paths for just a single pair of vertices.

• A new recursive algorithm to compute $k$-APSiSP, which improves the best prior bound for $k = 3$ (for directed graphs); although this algorithm, APSiSP, does not give improved bounds for $k > 3$ (and for $k > 2$ for undirected graphs), it presents a new method for finding $k$ shortest paths, and leaves open the possibility for further improvement, if a better algorithm can be found to compute the nearly $k$ SiSP sets $Q_k(x,y)$.

• Algorithms and hardness results for the simple cycles versions, $k$-SiSC and $k$-AVSiSC.

• Algorithms to efficiently enumerate simple paths and simple cycles in $G$ in nondecreasing order of weight, and a conditional hardness result that enumerating simple cycles in nondecreasing order of weights is a significantly harder problem than a similar enumeration of simple paths.

We conclude with some avenues for further research.

1. The main open question for $k$-APSiSP is to come up with faster algorithms to compute the $Q_k(x,y)$ sets for larger values of $k$. This is the key to a faster $k$-APSiSP algorithm using our approach, for $k > 2$.

2. The space requirements of our all-pairs algorithms are high. Can we come up with space-efficient algorithms that match our time bounds?

3. Can we come up with other hardness results for sparse graphs, for example, can we show that $\text{Min-Wt-Cyc} \leq_{(m+n)} \text{APSP}$ in undirected graphs? (For directed graphs there is a simple reduction.)
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