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Abstract

Purpose – The argument whether gold is a hedge or haven is a debatable issue. Mainly, hedge is a class of asset that is negatively correlated with another asset or portfolio on average. On the other hand, a safe haven is an asset or portfolio which is negatively correlated with another asset or portfolio at the time of market turmoil. Therefore, the purpose of this research is to take Saudi Arabia as an example to examine the relationship of gold price in Saudi Arabia with key determinants such as the stock market index, oil prices, exchange rate, interest rate and consumer price index (CPI) by application of the autoregressive distributed lag model (ARDL).

Design/methodology/approach – The ARDL analysis was employed by using six variables based on the application of monthly time series data that were collected from 2011 to 2015.

Findings – From the present analysis, it has been discovered that gold is useful as a portfolio hedge and as a hedge against inflation because it is not affected by the CPI. External factors, for example, financial crisis, may be harmful to the CPI, thus adding a certain percentage of gold in the investment portfolio may assist in decreasing the level of risk at the time of financial turmoil.

Originality/value – Because gold seems to be a useful portfolio hedge, as well as an inflation hedge, government policies to curb the import of gold may be futile. The present research suggests that policies that directly address the causes of inflation and provide alternative investment opportunities for retail investors may better serve the objective of decreasing gold imports.
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1. Introduction
Despite the recent fall in the prices for general commodity, investing in commodities has a benefit that is better than most other financial assets, when considering the fact that commodities are divided into two types, hard and soft commodities. The hard commodities are natural resources that must be mined or extracted (such as oil, rubber and gold), while soft commodities are agricultural products or livestock (such as corn, wheat, sugar, coffee, soybeans and pork). According to researchers, diversification benefits can be achieved through investing across sectors and across countries; however, in the current homogenization and co-movement of global financial system, investors must be alert that the correlation among the sectors is dynamic, which can change sharply with a certain event. Therefore, it is better to invest in an asset that ideally contained either low or negative correlations with each other. In the case of an investment, we do not know the interest rates in the future, which can be either high or low. Similarly, we do not know which asset category, i.e. real estate, gold, stocks or bonds, will outperform or underperform in the future. Which business industry or sector will outperform in the future? Will mining and oil stocks outperform or will it be utilities, pipelines and communications? Because of these unknown circumstances, to make an investment effective, a portfolio must be carefully planned. The portfolio plan should note that the future will not at all the times unfold as expected; the methodology must be flexible enough to enable adjustments according to circumstances.

Among every single precious metal and the most popular choice for investment, gold stands out. It has passed the test of time, and it has performed well amid crisis situations such as market decline, currency failure, high inflation, war, etc. Gold is primarily used in the production of jewelry, coins, medals, electronic components and so on. However, it is also used as an investment to defend real value against inflation, financial crisis and other uncertainties by governments, institutions and individuals worldwide (Wang et al., 2011; Thanh, 2015). In view of uncertainty of the world economy, the monetary market shows gold as an ideal inflation hedge and a portfolio holding. Most individual and institutional investors include gold in their portfolio to maintain a balance between the soft and physical assets. Furthermore, to manage the exchange rate and reduce the volatility, as well as enhance the risk and return balance, many central banks incorporate gold in the currency basket and reserve the asset portfolio, respectively.

However, the argument whether gold is a hedge or a haven is a debatable issue. Mainly, a hedge is a class of asset that correlates negatively with another asset or portfolio on average (Baur and Lucey, 2010). It does not have the power to reduce losses during times of market turmoil. On the other hand, a safe haven is an asset or a portfolio that correlated negatively with another asset or portfolio at times of market turmoil. The main attribute of a safe haven asset is the negative correlation with a portfolio in an extreme market condition. An asset is not forced to be negative or positive, on average. It will be only zero or negative during specific periods. So, in the normal market condition, the possibility of a correlation can be either positive or negative. At the time of adverse market conditions, if the haven asset is negatively correlated with other assets or portfolios, then the possibility of compensating the investor for the losses is higher. The reason for the compensation is that the price of the haven asset increases the minute the price of the other asset or portfolio decreases (Baur and Lucey, 2010). Many studies have assessed the pattern of gold prices (Capie et al., 2005; Worthington and Pahlavani, 2007; Baur and Lucey, 2010) to identify the factors that influence gold prices. The factors that play an influential role in the change in gold prices include inflation, exchange rate, bond prices, market performance, seasonality, income, oil...
prices and business cycles. However, to the best of our knowledge, no study has examined gold prices in Saudi Arabia yet.

We performed an analysis to study the factors influencing gold prices in Saudi Arabia by collecting monthly data on gold prices and other factors over the period of 2011 to 2015. Although the hedge factors are expected to work in Saudi Arabia as in other countries, gold may not be relevant elsewhere and has previously overlooked in the literature. Saudi Arabians buy gold not just for investment but also for personal reasons, to use as a luxury good. If the abovementioned reasons are substantial, then higher affordability of individual citizen should lead to puffed-up demand and hence higher prices for gold. Moreover, we capture the wealth effect through the domestic Shariah price index of Saudi Arabia. The time-series variables that we study are, largely, non-stationary variables. For that reason, we should analyze them in a cointegrating framework. By applying the autoregressive distributed lag (ARDL) approach, we found that the gold price has a cointegrating relationship with the interest rate (INTR), consumer price index (CPI) and oil price (OILP). Further, we discover that gold is both a portfolio hedge and a hedge against inflation because it is free from the effect of the CPI. External factors, for example, financial crisis may be harmful to the CPI, thus adding some percentage of gold in the investment portfolio may assist in reducing the risk during a financial crisis.

Owing to the frequent economic crises of late, many international investors have been hurt and are wary of investing in equities. Since then, they have been searching for alternative asset classes as part of a diversified portfolio of investments, for example, commodities, to fulfil the need to maintain some level of returns, while not investing in high-risk securities (Saiti et al., 2014). Despite the immense importance of gold, there is insufficient empirical evidence on the relationship between gold and other commodities, i.e. the stock market index, oil prices, exchange rate, interest rate and consumer price index. Moreover, most studies have been conducted from only an international perspective, while little attention has been paid from a domestic point of view. Besides, previous literature on the subject is scarce, and findings are inconsistent. We believe that the study will fill the gap in the literature by using monthly data and applying the ARDL analysis. Our study has economic implications for academicians, policymakers, portfolio managers and risk hedgers. It will provide better insights of when and at which time horizon the gold can act best as a hedge, which provides a decision aid for better asset allocation of one’s portfolio.

The remaining discussion is depicted as follows: Section 2 explains the existing literature on gold as a hedge and a safe haven and the relationship between gold and other related variables. Section 3 describes the methodology and data. Section 4 presents the results, and Section 5 concludes the paper.

2. Literature review

In the case of making investment in commodities as this paper is trying to suggest, according to Bhardwaj and Dunsby (2013), researchers that support commodity investment typically refer to its overall low correlation with other asset classes, which is one of the main three benefits of investing in the commodity market. The other two benefits are its similarity with equity in the case of returns and its positive correlation with inflation. In the most recent 50 years, the stock–commodity correlation has been near zero, in which their annual correlation ranged from –0.39 to 0.76.

According to Frush (2008), investing in commodities can produce excellent results that investors are looking to achieve, especially those who want to gain an edge. Investing in commodities provides many advantages and benefits that are not
accessible with conventional stock and bond investment. Wise investors know the advantages of allocating to fundamentally different asset classes such as commodities. In the event that an investor does not invest in commodities, he or she will form a suboptimal portfolio in which there are lower return possibility and higher risk levels, leading to a loss.

Several research studies concentrate on how people should allocate their investments instead of which individual investments they should select or when they should purchase them and sell them as the main determinant of investment performance over time. But by allocating even a small percentage of portfolios to commodities, it will improve the risk and return profiles of the portfolio. This means that your portfolio will be better positioned to weather stock market declines, will be safeguarded against huge fluctuations in the total portfolio value and will have greater opportunities for higher performance over time. Table I summarizes the reasons why investors should invest in commodities gathered in this research paper from many researchers (Asche and Oglend, 2016; Chinn, 2005; Frush, 2008; Hamilton and Wu, 2014; Huchet and Fam, 2016; Miffre, 2016; Papp et al., 2008; Taylor, 2016).

Among the commodities, gold has been considered as a safe haven for a long period of time. But the hypothesis that gold is a safe haven has not been formally tested until recently. Baur and Lucey (2010) defines the terms hedge and haven and tests whether gold is a hedge or a safe haven by using daily data collated from 1995 to 2005. They mainly analyzed the role of gold as a safe haven asset with respect to the stock market movement. They reported that gold holds its value in the USA, the UK and Germany, on average, when the stock markets experiences adverse negative returns. Based on their findings, gold acts as a safe haven for a certain time period, around 15 trading days. In addition to that, Baur and McDermott (2010) examined the role of gold as a safe haven against equities of developed and major emerging markets. They used data from 1979 to 2009 and showed that gold was both a hedge and a safe haven for major European and the US Stock Markets but not for the stock markets in Australia, Canada, Japan and major emerging markets such as BRIC countries (Brazil, Russia, India and China). Furthermore, Ibrahim (2012) studied the relationship between gold and stock market returns from the perspective of Malaysia. He checked the variability of gold and stock market returns during the consecutive negative market returns by applying the autoregressive distributed model to link the gold returns to stock returns with TGARCH/EGARCH error specification. He used daily data collated from August 2001 to March 2010 and found that there is a significant positive but low correlation between gold and stock returns. Further, he explained that the gold market surges when it faces consecutive market declines. Moreover, Ciner et al. (2013) examined the relationship of returns with five selected financial asset classes to determine whether these classes of assets can be considered as a hedge or a safe haven against each other. By using the daily data set from the UK and the USA for the period between 1990 and June 2010, they found that gold can be considered as a safe haven against the exchange rates of both countries.

On the other hand, Hiller et al. (2006) examined the role and effect of gold and other commodities in the equity markets. They used the data collated between 1976 and 2004 and found that gold has a small negative correlation with the S&P500 Index. In addition to that, it was found that the portfolio with gold performed better than the portfolio without gold. Similarly, Ziaei (2012) uses the generalized method of moments (GMM) model to analyze the effects of gold price on equity, bond and domestic credit in the ASEAN+3 countries (Indonesia, Malaysia, the Philippines, Singapore, Thailand, China,
Protection against inflation

Inflation rates and commodity prices are strongly connected and extremely correlated for the reason that commodities are crucial factors of any economy. As soon as the commodity prices rise, the inflation rates naturally rise as well. This means that the portfolio is protected against the negative effect of inflation and the loss of purchasing power. Only a few investments have this benefit (Asche and Oglend, 2016; Chinn, 2005; Frush, 2008; Huchet and Fam, 2016; Miffre, 2016; Papp et al., 2008).

Inelastic pricing

There are commodities in the marketplace that must be purchased irrespective of their price levels. These commodities are measured as inelastic commodities. For example, fuel for cars, natural gas for house heating and grains for the foodstuff we eat are reasonably inelastic. Which means that when the prices increase, we might be able to substitute some commodities with others such as corn as a substitute for wheat or cut back on how much we use by driving less or carpooling, but for the most part, we still have to purchase those commodities (Frush, 2008; Sasmal, 2015).

Greater diversification of portfolio and efficiency

Commodities give investors an opportunity to include assets that bring into line with their risk profile in their asset allocation. By including a commodities element to portfolio, it effectively forms an optimal and diversified portfolio (Chinn, 2005; Etienne et al., 2014; Frush, 2008; Hamilton and Wu, 2014; Huchet and Fam, 2016; Miffre, 2016; Papp et al., 2008; Taylor, 2016).

Reduced risk

Nothing can crush a portfolio like market crashes and persistent market weakness. If you allocate to various asset classes, including commodities, which do not move in perfect lockstep with one another, your portfolio will be protected to the point from extreme portfolio instability. Holding a portfolio of only stocks and bonds generally has more portfolio risk than holding a balanced portfolio of stocks, bonds and commodities (Chinn, 2005; Frush, 2008; Hamilton and Wu, 2014; Natarajan et al., 2014; Huchet and Fam, 2016; Miffre, 2016; Taylor, 2016).

Potential for aggressive returns:

Investors considering to undertake higher risk in the hopes of getting higher returns, by investing in commodities can provide ways to achieve this goal. Even though the goal of investing in commodities is to build an ideal portfolio and also hedge against inflation, it also can be prepared with the hope of earning high returns. Owing to prices for various commodities are highly unstable, there is a chance for investors to trade commodities and earn high returns (Frush, 2008; Huchet and Fam, 2016).

Better decision in making investment

Information on commodities is completely more objective and accurate than information on stocks. Various elements drive stock prices, but there is only one factor that drives commodities’ prices – supply and demand economics. Information on supply and demand is usually very objective and leaves little room for subjectivity (Frush, 2008; Taylor, 2016).

It consumes less time on research

Investing in commodities does not need much time on research, as it is usually done just to take advantage of the long-term price trends without the goal of zeroing in on specific individual investments. In contrast, when people invest in stocks and bonds, they often need to review various research reports and, for more involved investors, study financial statements and perhaps conduct proprietary research (Frush, 2008).

Greater price predictability

Commodity prices are, to some extent, more predictable over time than are the prices of traditional stocks and bonds. This is the straight effect of long-term supply and demand trends that various commodities experience over long periods (Asche and Oglend, 2016; Chinn, 2005; Frush, 2008).

**Table I.**
The rationale behind investing in commodities
Japan and South Korea) from 2006 to 2011. The results indicate that the gold price significantly influences the bond and equity market, that is, any negative changes in equity market will have positive effects on the gold price. Comparably, Garefalakis (2018) examined the effect of gold on the Hang Seng Index series by applying the GJR-GARCH model for the period between 2002 and 2009 and discovered that gold has a negative relationship with equity prices. After using the cointegration regression technique on monthly gold price from 1976 to 1999, Ghosh et al. (2004) found that the rise in gold price over time at the general level of inflation. He further explained that it is an effective hedge against inflation. On the other hand, the deviations in real interest rate, gold lease, exchange rate, default risk and covariance of the return of gold with other assets disrupt the short-run equilibrium relationship. Moreover, it generates volatility of the short-run price.

There is not enough empirical evidence of gold and its impact on other variables. The study will try to fill the gap in the literature by applying the ARDL approach by using recent monthly data. For academicians, it would provide better insights. Later they can depict when and in which time horizon the gold can best act as a hedge. From the perspective of investors, this would provide a decision aid for healthier allocation of one’s portfolio.

3. Methodology
The paper depicts the nature of the relationship of gold price in Saudi Arabia with key determinants such as the Shariah-compliant stock market index, oil price, exchange rate, interest rate and consumer price index by applying the ARDL analysis on monthly time series data from 2011 to 2015.

The empirical model is given by:

$$GLDP = \int (ESTIC, INTR, EXR, CPI, OILP)$$  \hspace{1cm} (1)$$

where:

- GLDP = gold price in US$;
- ESTIC = S&P Saudi Arabia Domestic Shariah Price Index;
- INTR = interest rate – government, securities and Treasury bills;
- EXR = exchange rate;
- CPI = consumer price index; and
- OILP = OPEC oil basket price US$/barrel.

The time series techniques methodology—ARDL co-integration approach is used first to test the existence of a long-term relationship with the lagged levels of the variables. It helps to identify the dependent variables (endogenous) and the independent variables (exogenous). More so, if the relationship among the variables is long term, then the ARDL analysis creates the error-correction model (ECM) equation for every variable, which provides information through the estimated coefficient of the error-correction term about the speed at which the dependent variable returns to equilibrium once it is shocked. The ARDL model specifications of the functional relationship between gold price (in US$) (GLDP), S&P Saudi Arabia Domestic Shariah Price Index (ESTIC), interest rate (INTR), exchange rate (EXR), CPI, OPEC oil basket price US$/barrel (OILP) can be estimated in equation (2):
where \( k \) = lag order (Need to clarify if 1 is good)

ARDL-bound testing procedure permits us to take into consideration I(0) and I(1) variables together. The null hypothesis of the non-existence of a long-run relationship which is denoted by \( F_{LGLDP} (LGLDP | LESTIC, LINTR, LEXR, LCPI, LOILP) \) and the other components of equation (2) are denoted as follows:

\[
F_{LESTIC} (|LESTIC|LGLDP, LINTR, LEXR, LCPI, LOILP),
\]

\[
F_{LINTR} (|LINTR|LESTIC, LGLDP, LEXR, LCPI, LOILP),
\]

\[
F_{LEXR} (|LEXR|LESTIC, LINTR, LGLDP, LCPI, LOILP),
\]

\[
F_{LCPI} (|LCPI|LESTIC, LINTR, LEXR, LGLDP, LOILP),
\]

\[
F_{LOILP} (|LOILP|LESTIC, LINTR, LEXR, LGLDP, LCPI)
\]

These are tested against the alternative hypothesis of the existence of co-integration:

\[
H_0 = \delta_1 = \delta_2 = \delta_3 = \delta_4 = \delta_5 = \delta_6 = 0
\]

Against:

\[
H_1 = \delta_1 \neq \delta_2 \neq \delta_3 \neq \delta_4 \neq \delta_5 \neq \delta_6 \neq 0
\]

The calculated \( F \)-statistics derived from the Wald test are compared with Pesaran et al.’s (2001) critical values. If the calculated \( F \)-statistics falls below the lower-bound critical values, then we fail to reject the null hypothesis of the non-existence of a long-run relationship. Moreover, if the calculated \( F \)-statistic lies between the lower- and upper-bound critical values, then the result is inconclusive. On the other hand, if the calculated \( F \)-statistics is more than the upper-bound critical values, then we reject the null hypothesis “non-existence of a long-run relationship”.

Once the existence of a long-run relationship between variables is valued, the next step is to select the optimal lag length by using standard criteria such as Schwarz Bayesian criterion (SBC) or Akaike Information (AIC). Only after the test can the long- and short-run coefficients be predicted. The ARDL long-run form is exhibited in equation (3):
\[
LGLDP_t = \alpha_0 + \sum_{i=1}^{k} b_1 LGLDP_{t-i} + \sum_{i=0}^{k} b_2 LESTIC_{t-i} + \sum_{i=0}^{k} b_3 LINTR_{t-i} + \sum_{i=0}^{k} b_4 LEXR_{t-i} + \sum_{i=0}^{k} b_5 LCPI_{t-i} + \sum_{i=0}^{k} b_6 LOILP_{t-i} + u_t \tag{3}
\]

The error-correction term which was used in the ARDL short-run model to depict the short run dynamics is shown in equation (4):

\[
DGLDP_t = \alpha_0 + \sum_{i=1}^{k} b_1 DGLDP_{t-i} + \sum_{i=0}^{k} b_2 DESTIC_{t-i} + \sum_{i=0}^{k} b_3 DINTR_{t-i} + \sum_{i=0}^{k} b_4 DEXR_{t-i} + \sum_{i=0}^{k} b_5 DCPI_{t-i} + \sum_{i=0}^{k} b_6 DOILP_{t-i} + b_7 ECT_{t-1} \tag{4}
\]

where, ECT = lagged error-correction term.

We will be testing the null hypothesis ($H_0$) of the “non-existence of the long-run relationship” against the alternative of “the existence of the long-run relationship”

\[
H_0 = b_1 = b_2 = b_3 = b_4 = b_5 = b_6 = 0
\]

\[
H_1 = b_1 \neq b_2 \neq b_3 \neq b_4 \neq b_5 \neq b_6 \neq 0
\]

Logarithmic transformations of all variables were calculated to achieve stationarity in variance. Thereafter, we began empirical testing by determining the stationarity of all variables in our consideration. This is necessary to proceed with the testing of the co-integration later. Ideally, our variables should be I(1), in that they only become stationary after their first difference. The differenced form for each variable used is created by taking the difference of their log forms (e.g. $DGLDP = LGLDP - LGLDP_{t-1}$).

4. Findings and interpretations

4.1 Unit root test

We then conducted the Augmented Dickey–Fuller (ADF), Phillips–Perron (PP) and Kwiatkowski–Phillips–Schmidt–Shin (KPSS) test. The ADF tests each variable (in both level and differenced form). A stationary series has a mean, a finite variance, shocks are transitory and autocorrelation coefficients die out as the number of lags grows, while a non-stationary series has an infinite variance, shocks are permanent and its autocorrelations tend to be a unity.

The outcomes of the unit root test vary from one test to another. If we examine the results of the unit root tests for all variables in the level and differenced forms, we see that in the level form, the exchange rate (EXR) shows a different result in the ADF and PP tests; however, in the KPSS test, it shows that most of the variables are stationary.
except the gold price in a differenced form. Thus, the results are not consistent across various tests. Therefore, we are using variables I(0) or I(1) for the analysis. The results of the unit root test are not consistent, as our variables are found to be a mixture of I(0) and I(1), and the results show different results in each test as shown in Table II. Therefore, we decided to use the ARDL technique to test the long-run relationship among the variables. Before proceeding with the test of co-integration, we try to determine the order of the vector autoregression (VAR), that is, the number of lags to be used. It is, however, not necessary to find the VAR order for the ARDL approach, as the process itself finds the individual lag order for each variable.

Similarly, as we have monthly data and the observation is 64 data points, we assume a maximum of 2 VAR orders, which are as shown in Table III, and both AIC and SBC recommend no lag order. This can be interpreted as inherent nature of the time-series data of our study. This is a limitation that can be overcome using the ARDL technique, which determines the specific lag order for each variable in our investigation.

4.2 Testing for co-integration
Evidence of co-integration implies that the relationship between the variables is not spurious, i.e. there is a theoretical relationship among the variables and that they are in equilibrium in the long run.

| Unit root test | ADF test | Phillips–Perron test | KPSS test |
|----------------|----------|----------------------|-----------|
| Variable       | t-statistic | CV | Result | t-statistic | CV | Result | t-statistic | CV | Result |
| Logarithm transformed variables | | | | | | | | | |
| LESTIC         | –1.120   | 3.487 NS | –0.777 | 3.447 NS | 0.255 | 0.389 S |
| LINTR          | –2.122   | 3.469 NS | –1.510 | 3.391 NS | 0.380 | 0.389 S |
| LEXR           | –4.422   | 3.554 S | –3.391 | 3.419 NS | 0.364 | 0.389 S |
| LCPI           | 1.751    | 3.485 NS | –2.083 | 3.460 NS | 0.499 | 0.389 NS |
| LOILP          | –1.577   | 3.512 NS | –1.844 | 3.419 NS | 0.411 | 0.389 NS |
| LGLDP          | –3.140   | 3.554 NS | –3.321 | 3.534 NS | 0.412 | 0.389 NS |
| Differenced transformed variables | | | | | | | | | |
| DESTIC         | –3.355   | 2.914 S | –6.470 | 2.961 S | 0.126 | 0.154 S |
| DINTR          | –6.928   | 2.987 S | –4.248 | 2.926 S | 0.114 | 0.154 S |
| DEXR           | –6.928   | 2.987 S | –10.143 | 2.848 S | 0.125 | 0.154 S |
| DCPI           | –4.717   | 2.928 S | –8.415 | 2.928 S | 0.126 | 0.154 S |
| DOILP          | –5.459   | 2.987 S | –5.335 | 2.848 S | 0.102 | 0.154 S |
| DGLDP          | –6.159   | 2.949 S | –9.060 | 2.848 S | 0.158 | 0.154 NS |

Table II.
Unit root test
Notes: NS = non-stationary and S = stationary
Source: Own elaboration

| Selection criteria | Maximum | Optimum |
|--------------------|---------|---------|
| AIC optimal VAR lag-order | 2 | 0 |
| SBC optimal VAR lag-order | 2 | 0 |

Table III.
VAR lag-order selection
Source: Own elaboration
As depicted in Table IV, the critical value is less than the $t$-statistic value. So, we reject the null that the residuals are non-stationary. Statistically, the aforementioned results indicate that the variables we have chosen, in some combination, result in a stationary error term. The stationarity of the error term indicates that there is co-integration among variables. These initial results are intuitively appealing to our mind. On the other hand, if the variables are not found to be co-integrated, they may be fractionally co-integrated. For furtherance to this result, we decided to go for the Johansen co-integration test.

4.2.1 Johansen co-integration test. As depicted in Table V, the maximal eigenvalue and trace of the stochastic matrix show one and two cointegrating vectors, respectively, which are somewhat contradictory.

The implication of the co-integration results above is that each variable contains information for the prediction of other variables. However, these results are in conflict with each other; it is also in conflict with the results of the study by Engle and Granger (1987). So far, we have seen that these approaches have many limitations that question the robustness of the techniques. We believe that the limitations can be taken care of by using the Standard ARDL technique. As such we have decided to go for the ARDL approach with the robust approach for testing co-integration among variables.

Table VI shows that the calculated $F$-statistics for variables DESTIC (S&P Saudi Arabia Domestic Shariah Price Index) is 4.1053, which is higher than the upper-bound

| Criteria | No. of cointegrating vectors |
|----------|-----------------------------|
| Maximal eigenvalue | 1 |
| Trace test | 2 |

Sources: Johansen (1988, 1991); Johansen and Juselius (1990); Own elaboration

| VARIABLE | $F$-statistics | Critical value lower-bound | Critical value upper-bound |
|----------|---------------|-----------------------------|---------------------------|
| DESTIC   | 4.1053*       | 2.476                       | 3.646                     |
| DINTR    | 0.71704       | 2.476                       | 3.646                     |
| DEXR     | 2.7334        | 2.476                       | 3.646                     |
| DCPI     | 2.0699        | 2.476                       | 3.646                     |
| DOILP    | 3.1897        | 2.476                       | 3.646                     |
| DGLDP    | 2.8010        | 2.476                       | 3.646                     |

Notes: The critical values are taken from Pesaran et al. (2001), unrestricted intercept and no trend with five regressors; *denotes rejecting the null at the 5% level

Source: Own elaboration

Table IV.
Engle-Granger (E-G) test

Table V.
Johansen co-integration test

Table VI.
$F$-statistics for testing the existence of long-run relationship (variable addition test)
critical value of 3.646 at the 5 per cent significance level. This implies that the $H_0$ of the non-existence of a co-integrating long-run relationship” can be rejected. These results reveal that a long-run relationship exists in variables. This could be considered as a finding in view of the fact that the long-run relationship between the variables is demonstrated here, avoiding the pre-test biases involved in the unit root tests and co-integration tests required in the standard co-integration procedure. The evidence of the long-run relationship rules out the possibility of any spurious relationship between the variables. In other words, there is a theoretical relationship between the variables. However, there is need to confirm the endogeneity and exogeneity of variables. At this stage, we run the ARDL test to confirm the short- and long-term relationship and study long-run coefficients and ECM to identify which variables are endogenous and which are exogenous.

4.3 Long-run coefficient estimation
From Table VII, we find that when the gold price (GLDP) is the dependent variable, the calculated $F$-statistic $LGLDP| LOILP, LCPI, LEXR, LINTR, LESTIC = 2.7598$ is less than the upper bound of the critical value obtained from Pesaran et al. (2001), indicating that there is no significant evidence for co-integration between the gold price and its determinant in Saudi Arabia for the study period. However, the evidence of the long-run relationship rules out the possibility of any spurious relationship between the variables. In other words, there is a theoretical relationship between the variables. The process has been repeated for other variables, and the result shows that the interest rate (INTR), CPI and oil price (OILP) indicate compelling evidence of a long-run relationship with the determinants.

4.4 Error-correction model of ARDL
In Table VIII, ECM’s representation for the ARDL approach is selected using the SBC criterion. The error-correction coefficient estimated for exchange rate (EXR) and gold price

| VARIABLE       | $F$-statistics | Lower bound | Upper bound | C.V (%) | Decision rule       |
|----------------|----------------|-------------|-------------|---------|---------------------|
| LESTIC | LINTR, LEXR, LCPI, LOILP, LGLDP  | 2.4056 | 2.837 | 4.125 | 5 | No co-integration |
| LINTR | LESTIC, LEXR, LCPI, LOILP, LGLDP  | 5.2337* | 2.837 | 4.125 | 5 | Co-integration |
| LEXR | LESTIC, LEXR, LCPI, LOILP, LGLDP  | 2.5904 | 2.837 | 4.125 | 5 | No co-integration |
| LCPI | LEXR, LINTR, LESTIC, LOILP, LGLDP  | 5.0837* | 2.837 | 4.125 | 5 | Co-integration |
| LOILP | LCPI, LEXR, LINTR, LESTIC, LGLDP  | 5.0837* | 2.837 | 4.125 | 5 | Co-integration |
| LGLDP | LOILP, LCPI, LEXR, LINTR, LESTIC  | 2.7598 | 2.837 | 4.125 | 5 | No co-integration |

Table VII. Estimates of long-run coefficients
Notes: The critical values are taken from Pesaran et al. (2001), unrestricted intercept and no trend with five regressors; *denotes rejecting the null at the 5% level, the value of $F$-statistics for the above variables is more than upper bound 4.125, hence we reject the null hypothesis at 5% level
Source: Own elaboration
(GLDP) is \(-0.49(0.10)\) and \(-0.38(0.10)\) respectively, which is insignificant, has a negative sign and implies a slow speed of adjustment to equilibrium after a shock. The error-correction coefficient estimated for interest rate (INTR) and CPI at \(-0.08(0.09)\) and \(-0.06 (0.04)\), respectively, is highly significant, has the correct sign and implies existence of a medium- to long-term adjustment to equilibrium after a shock. Finally, the “t” or “p” value of the coefficients of the \(\Delta\) (i.e. differenced) variables indicate whether the effects of these variables on the dependent variables are significant in the short run.

Further to this, we can argue that vector error correction model (VECM) has given a clear picture of the short- and long-run relationship among variables; with regard to our research objective, VECM shows that three of our variables are endogenous and the other two are exogenous, that is, nearly half of these variables are dependent on other variables, while the remaining half are independent of other variables. Although the ECM tends to indicate the endogeneity/exogeneity of a variable, it does not indicate the relative degree of endogeneity or exogeneity. As such, we had to apply the variance decomposition (VDC) technique to discern the relative degree of endogeneity or exogeneity of the variables.

4.5 Variance decompositions

The relative exogeneity or endogeneity of a variable is determined by the proportion of the variance explained by its own past (Domingos, 2000). The analysis aims at calculating the contribution of innovations to the forecast-error variance. To that effect, we express the individual forecast-error variance to a given horizon in a function of the error variance assigned to each variable in the system to obtain the relative importance of percentage. The results of data collected over a 48-month horizon is presented in Table VIII. It indicates the extent to which the individual forecast-error variance of any variable is explained largely by its own variations. It is worth stressing that the contributions are identical for the variables in the earlier periods and later over the 48-month horizon. Another feature of substantial importance is that all the variables almost contribute to the forecast-error variance of any variable, implying that there are cross-effects between the variables. The variable that is explained mostly by its own shocks (and not by others) is deemed as the most exogenous of all. We started out by applying generalized VDCs and obtained the results which are presented in Figure 1.

The results indicate that gold is found to be the most exogenous, and thus, it depends mostly on its own as compared to other variables. We also can see that the most follower or most endogenous is the CPI. Therefore, the gold price is not affected by the CPI, while, the drop

| Variables | Coefficient | SE | t-Ratio [probability] | CV (%) | Result  |
|-----------|-------------|----|-----------------------|--------|---------|
| dLESTIC   | -0.20197    | 0.094653 | -2.1338 [0.038]*      | 5      | Endogenous |
| dLINTR    | -0.08207    | 0.085126 | -0.96411 [0.340]      | 5      | Exogenous |
| dLEXR     | -0.48765    | 0.098915 | -4.9300 [0.000]*      | 5      | Endogenous |
| dLCPI     | -0.05801    | 0.03601  | -1.6109 [0.114]       | 5      | Exogenous |
| dLOILP    | -0.23198    | 0.0779   | -2.9779 [0.005]*      | 5      | Endogenous |
| dLGDP     | -0.38218    | 0.10315  | -3.7052 [0.001]*      | 5      | Endogenous |

Note: *Denotes significance at the 5% level
Source: Own elaboration

Table VIII. ECM of ARDL
**Figure 1. Generalized variance decomposition**

| VARIABLE | DESTIC | DINTR | DEXR | DCPI | DOILP | DGLDP |
|----------|--------|-------|------|------|-------|-------|
| **12 Months horizon (1 year)** | 55.19% | 1.19% | 14.83% | 3.91% | 23.38% | 1.50% |
| DESTIC   | 2.01%  | 81.39%| 4.37% | 0.25% | 5.66%  | 6.32% |
| DINTR    | 13.53% | 3.59% | 58.95%| 3.05% | 18.71% | 2.17% |
| DEXR     | 3.89%  | 32.13%| 16.36%| 38.29%| 5.06%  | 4.27% |
| DCPI     | 20.96% | 1.24% | 22.92%| 1.08% | 51.73% | 2.06% |
| DOILP    | 2.12%  | 1.50% | 2.23% | 1.74% | 0.44%  | 91.97%|
| DGLDP    |        |       |       |       |        |       |
| Exogenity| 55.19% | 81.39%| 58.95%| 38.29%| 51.73% | 91.97%|
| Rank     | 4      | 2     | 3     | 6     | 5      | 1     |

| VARIABLE | DESTIC | DINTR | DEXR | DCPI | DOILP | DGLDP |
|----------|--------|-------|------|------|-------|-------|
| **24 Months horizon (2 years)** | 55.19% | 1.19% | 14.83% | 3.91% | 23.38% | 1.50% |
| DESTIC   | 2.01%  | 81.39%| 4.37% | 0.25% | 5.66%  | 6.32% |
| DINTR    | 13.53% | 3.59% | 58.95%| 3.05% | 18.71% | 2.17% |
| DEXR     | 3.89%  | 32.13%| 16.36%| 38.29%| 5.06%  | 4.27% |
| DCPI     | 20.96% | 1.24% | 22.92%| 1.08% | 51.73% | 2.06% |
| DOILP    | 2.12%  | 1.50% | 2.23% | 1.74% | 0.44%  | 91.97%|
| DGLDP    |        |       |       |       |        |       |
| Exogenity| 55.19% | 81.39%| 58.95%| 38.29%| 51.73% | 91.97%|
| Rank     | 4      | 2     | 3     | 6     | 5      | 1     |

| VARIABLE | DESTIC | DINTR | DEXR | DCPI | DOILP | DGLDP |
|----------|--------|-------|------|------|-------|-------|
| **36 months horizon (3 years)** | 55.19% | 1.19% | 14.83% | 3.91% | 23.38% | 1.50% |
| DESTIC   | 2.01%  | 81.39%| 4.37% | 0.25% | 5.66%  | 6.32% |
| DINTR    | 13.53% | 3.59% | 58.95%| 3.05% | 18.71% | 2.17% |
| DEXR     | 3.89%  | 32.13%| 16.36%| 38.29%| 5.06%  | 4.27% |
| DCPI     | 20.96% | 1.24% | 22.92%| 1.08% | 51.73% | 2.06% |
| DOILP    | 2.12%  | 1.50% | 2.23% | 1.74% | 0.44%  | 91.97%|
| DGLDP    |        |       |       |       |        |       |
| Exogenity| 55.19% | 81.39%| 58.95%| 38.29%| 51.73% | 91.97%|
| Rank     | 4      | 2     | 3     | 6     | 5      | 1     |

| VARIABLE | DESTIC | DINTR | DEXR | DCPI | DOILP | DGLDP |
|----------|--------|-------|------|------|-------|-------|
| **48 months horizon (4 years)** | 55.19% | 1.19% | 14.83% | 3.91% | 23.38% | 1.50% |
| DESTIC   | 2.01%  | 81.39%| 4.37% | 0.25% | 5.66%  | 6.32% |
| DINTR    | 13.53% | 3.59% | 58.95%| 3.05% | 18.71% | 2.17% |
| DEXR     | 3.89%  | 32.13%| 16.36%| 38.29%| 5.06%  | 4.27% |
| DCPI     | 20.96% | 1.24% | 22.92%| 1.08% | 51.73% | 2.06% |
| DOILP    | 2.12%  | 1.50% | 2.23% | 1.74% | 0.44%  | 91.97%|
| DGLDP    |        |       |       |       |        |       |
| Exogenity| 55.19% | 81.39%| 58.95%| 38.29%| 51.73% | 91.97%|
| Rank     | 4      | 2     | 3     | 6     | 5      | 1     |

Source: Own elaboration
in the gold price can be predicted as “bad luck” for the financial sector. From the perspective of an investor, we might say that gold can be a hedging for inflation, as it is not affected by the CPI. External factors, for example, the financial crisis, may be harmful to the CPI, thus adding some percentage of gold in the investment portfolio may assist to reduce the risk in the event of financial crisis.

4.6 Impulse response
Impulse response (IR) analysis is based on the VAR model, which is shown in Figure 2. It is not a necessary step for the ARDL method. ARDL does not need to fulfil the series, that is, I(0) and I(1), while VAR requires this precondition to carry out all other steps.

The advantages of the IR analysis include the fact that it provides policymakers with additional information about which variable is the most exogenous and about relative exogeneity/endogeneity. Therefore, policy makers will monitor the variable

![Generalized impulse responses](image)

**Source:** Own elaboration
which is the most exogenous for achieve the economic target. Moreover, the impulse response functions essentially produce the same information as the VDCs, except that they can be presented in a graphical form. If any specific variable was shocked, we will see the immediate effect on others.

5. Conclusion
We have depicted the gold prices in Saudi Arabia and shown it to have a long-time relationship with the interest rate, the CPI and oil prices. Gold prices are negatively related to oil prices, which indicate the role of gold as a hedge. Gold prices go up when the Saudi Riyal is weaker, implying that gold is a good hedge against the dollar. When returns from investing outside the country are high, gold prices in Saudi Arabia are low. Finally, gold acts as a good inflation hedge, as it moves in the same direction as CPI. Because gold seems to be a useful portfolio hedge and an inflation hedge, government policies to curb the import of gold may be futile. Our research suggests that policies that directly address the causes of inflation and provide alternative investment opportunities for retail investors may better serve the objective of bringing down gold imports.

Future work in this area can proceed in several directions. In terms of methodology, alternative approaches such as copula, artificial neural networks, Fourier transformation and wavelet analysis can be used to assess the scope for improvement in the forecasting power. Other research approaches such as behavioral finance models can be tested using micro data on investors’ personal choices to study their influence on gold prices. Studies can compare the gold holding decisions of households and corporate houses to evaluate the consumption vis-à-vis investment motives behind the gold purchase.
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