Ensembles of ecosystem service models can improve accuracy and indicate uncertainty
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HIGHLIGHTS

• Most ecosystem service (ES) models are uncertain.
• Still, most ES studies use only a single modelling framework.
• Ensembles of ES models are more robust to new data/models.
• Ensembles of ES are 5.0–6.1% more accurate than individual models.
• Variation within the ensemble provides a proxy for ensemble accuracy.

ABSTRACT

Many ecosystem services (ES) models exist to support sustainable development decisions. However, most ES studies use only a single modelling framework and, because of a lack of validation data, rarely assess model accuracy for the study area. In line with other research themes which have high model uncertainty, such as climate change, ensembles of ES models may better serve decision-makers by providing more robust and accurate estimates, as well as provide indications of uncertainty when validation data are not available. To illustrate the benefits of an ensemble approach, we highlight the variation between alternative models, demonstrating that there
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are large geographic regions where decisions based on individual models are not robust. We test if ensembles are more accurate by comparing the ensemble accuracy of multiple models for six ES against validation data across sub-Saharan Africa with the accuracy of individual models. We find that ensembles are better predictors of ES, being 5.0–6.1% more accurate than individual models. We also find that the uncertainty (i.e. variation among constituent models) of the model ensemble is negatively correlated with accuracy and so can be used as a proxy for accuracy when validation is not possible (e.g. in data-deficient areas or when developing scenarios). Since ensembles are more robust, accurate and convey uncertainty, we recommend that ensemble modelling should be more widely implemented within ES science to better support policy choices and implementation.
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Grenouillet et al., 2011) to market forecasting (He et al., 2012) and credit risk analysis (Lai et al., 2006).

The level of variation within an ensemble (i.e. inconsistency among the individual models) may also be informative in itself. Lower variation within an ensemble of models may indicate increased accuracy of the ensemble mean (Puschendorf et al., 2009). Thus, ensembles may also provide an indication of uncertainty when faced with data scarcity, a potential benefit that is perhaps most pronounced in many developing countries, where data collection and model assessment efforts are least advanced (Suich et al., 2015) but reliance on ES for wellbeing is arguably the highest (Daw et al., 2011; Shackleton and Shackleton, 2012; Suich et al., 2015).

In this paper, we demonstrate that decision-making based on single ES models is not robust for large regions within sub-Saharan Africa as high variation between model estimates means that using a different model or incorporating an additional model into the decision-making process is highly likely to result in a different decision. In addition to increased robustness, we show that ensembles of ES models can provide improved accuracy over individual models, as well as an indication of uncertainty. Finally, we discuss how ensemble modelling might become standard practice within the ES community, particularly when supporting high-level policy decisions, such as in IPBES regional, global and thematic assessments used in policy and decision-making.

2. Methods

Recently we validated multiple models for each of six ES in sub-Saharan Africa (stored carbon, available water, water usage, charcoal, and grazing resources; Table 1) using 1675 data points from 16 independent datasets (Fig. SI1-1; summarised in Table SI1-2, but see Willcock et al. (2019) for further information). In that paper, we used six ES modelling frameworks (InVEST (Kareiva, 2011; McKenzie et al., 2012), Co$ting Nature (Mulligan, 2015; Mulligan et al., 2010), WaterWorld (Mulligan, 2013), benefits transfer based on the Costanza et al. (2014) values, LPI-GUESS (Smith et al., 2014, 2001), and the Scholes models (comprising two grazing models and a rainfall surplus model) (Scholes, 1998), following Willcock et al. (2019) by using a single set of parameters for each ES per modelling framework, with each framework requiring different inputs (Willcock et al., 2019). We employed two performance metrics to calculate model accuracy in terms of each validation dataset: Spearman’s ρ and mean inverse Deviance ($D^{-1}$ the mean absolute distance between normalised model and validation values per data point, inverted so that a value of 1 represents a perfect fit). Both metrics have real-world relevance, as decision-making can make use of both relative (e.g. rank order of sites or options) and absolute (e.g. the total amount or value of service delivered) values (Willcock et al., 2016), and ρ ranks locations by their relative ES values, whereas $D^{-1}$ reflects the degree to which models consistently reflect absolute values in the validation dataset (Willcock et al., 2019). In the work reported here, we use the model outcomes and calculations, and validation data and methods presented in Willcock et al. (2019) (Fig. 1). This includes our approach of normalising within model variation to fall within a 0–1 scale, following Verhagen et al. (2017), which allows comparability among the different ES studied. The codes we used to do this are deposited here: https://github.com/dhooftman72/ES_Ensembles. All analyses were performed in Matlab (v7.14.0.739), with ArcGIS 10.7 used only for display purposes. $P < 0.05$ was viewed as statistically significant throughout.

2.1. Creating ensembles

To depict among-model variation per service we divided the modelled areas into km² gridcells – except water, which is represented in m² ha⁻¹ per polygon. Since all models do not cover the entire study area, we recorded the number of models with valid values per gridcell. For every gridcell where ≥3 modelled estimates were available, we calculated model ensembles and mapped the standard error of the mean (SEM) among normalised model values.

As described above, ensembles are created by combining individual model outputs, resulting in a smoothing effect whereby the individual model uncertainties are cancelled out and the signal of interest emerges (Araújo and New, 2007; Marmion et al., 2009). However, there are multiple ways by which individual models can be combined into an ensemble. For example, all models could be weighted equally (i.e. committee averaging) or weighted by some measure of reliability or trust. Here, we used committee averaging, but see SI3 for a further exploration of weighting. First, we created committee two ensemble values for each ES by calculating the arithmetic mean and median across the individual model estimates for each modelled spatial data point (i.e. 1 km² grid cell). To evaluate ensemble accuracy, we compared the ensemble estimate (E) to the validation data for that spatial location as described in Willcock et al. (2019).

2.2. Comparing ensembles estimates

To evaluate if the accuracy of the ensemble is an improvement on the accuracy of individual models (Willcock et al., 2019), we performed a comparison between the individual models and each ensemble (i.e. mean and median for each ES) using accuracy statistics Spearman’s ρ and Inverse Deviance ($D^{-1}$; Fig. 1). To calculate improvement percentages, Spearman’s ρ was normalised using Eq. (1), resulting in a 0–1 scale.

$$\rho' = \left(\frac{\rho + 1}{2}\right)$$

(1)

We analysed the proportional change in accuracy ($\rho$ and $D^{-1}$) for all possible pairs of comparisons between: (i) the individual models, based on the mean accuracy statistics across the group of all possible models (described below), (ii) the different ensembles (mean/median), and (iii) the best performing model according to each validation dataset. We tested whether the accuracy of a first category (“A”, e.g., the ensemble mean) was higher – “improved” – or lower than a second category (“B”, e.g., the individual models). The accuracy level differed greatly across the 16 validation datasets and the different ES (Willcock et al., 2019). No among ES comparison is possible as 16 validation datasets across six ES provides too low a level of replication per ES, but normalising each ES allows comparisons across the different ES as a whole. Normalising involved dividing the accuracy of A by the accuracy of B for each validation dataset. For simplicity, we refer to the 16 resulting proportions as “improvement values”, although they could indicate a loss of accuracy (values <1).

Next, we analysed whether the set of 16 improvement values differ from a normal distribution with mean of 1, using a one-sample Student’s t-test (t-test-procedure in Matlab) to determine whether the accuracy of A is significantly higher or lower than B. For ensembles and best-fit models, this analysis involved a direct one-to-one comparison for each possible pair within each validation dataset (i.e. A = the best-fit model vs B = the mean/median ensemble). For individual models as a group, we used an averaging method, where we took per validation set the mean of the one-to-one comparisons between the single value of comparator A, e.g. the best model, and the set of multiple values of models for that validation set as B (Eq. (2)).

$$\left(\frac{\sum A}{B}\right) \times \frac{1}{n}$$

(2)

with n total of models for that validation set (i.e. 4–6 models depending on the service; Table 1).

This was done for each of the 16 validation sets. This averaging method allowed for a fully balanced analysis, with a single
Table 1
Overview of ecosystem service models included in this study, including all ecosystem services covered and their spatial grain (adapted from Willcock et al. (2019)). For more extensive descriptions see Willcock et al. (2019), Bagstad et al. (2013) and Peh et al. (2013).

| Model framework | Descriptiona | Ecosystem services currently available | Spatial grain | Ecosystem service modelled in this study |
|-----------------|--------------|----------------------------------------|---------------|----------------------------------------|
| WaterWorld      | An internally parameterised model of accumulated water run-off. This web-based model incorporates all data required for application. | • Water Supply | 1 km² gridcells for continental scale calculations | Water supply |
| CoSting Nature  | A web-based series of interactive maps that defines the contribution of ecosystems to the global reservoir of a particular ES and its realisable value based on flows to beneficiaries of that service. | • Biodiversity Resources • Carbon Storage & Sequestration • Recreation value • Hazard Mitigation • Water Quality • Water Supply • Carbon Storage & Sequestration • Nitrogen Storage & Sequestration • Water run-off | 1 km² gridcells for continental scale calculations | Water supply ≈ Clean water run-off Stored Carbon ≈ above and below ground carbon |
| LPJ-GUESS       | The Lund–Potsdam–Jena General Ecosystem Simulator model (Smith et al., 2014, 2001). LPJ-GUESS is a dynamic vegetation/ecosystem model designed for regional to global applications. The model combines process-based representations of terrestrial vegetation dynamics and land–atmosphere carbon and water exchanges in a modular framework. | • Carbon: Terrestrial & Coastal Storage & Sequestration • Crops: Pollination & Production • Scenic Quality, Recreation & Tourism • Fisheries: Marine & Aquaculture Habitats: Quality & Risk • Marine Water Quality • Water Quality: Nutrients and Sediment • Water Supply • Wind & Wave Energy • Gas regulation • Climate regulation • Disturbance regulation • Water regulation • Water supply • Erosion control • Soil formation • Nutrient cycling • Waste treatment • Pollution • Biological control • Habitat/Refugia • Food production • Raw materials • Genetic resources • Recreation • Cultural • Grazing • Firewood • Water supplyb | 0.5 degree≈ 55.6 × 55.6 km gridcells | Water supply Woody species carbon Grazing = C3/C4 carbon Water supply |
| InVEST          | A suite of free, open-source software models from the Natural Capital Project, used to map and value the goods and services from nature. InVEST returns results in either biophysical or economic terms. | Any, land-use map input data depending | Carbon (above ground only) |
| Benefit transfer | Bespoke adaptations of Costanza et al. (2014) for the study region in $ per hectare. Benefit transfer assumes a constant unit value per hectare of ecosystem type and multiplies that value by the area of each type to arrive at aggregate totals. | Any, land-use map input data depending | Water yield ≈ Water supply Carbon ≈ Climate regulation value Charcoal use ≈ Raw materials value Firewood use ≈ Raw materials value |
| Scholes models  | Interpretation of Scholes (1998). | Any, input data depending | Water surplusd ≈ Water supply Grazing usee Firewood usef Water use |
| New modelsb     | Bespoke calculation of Water use per country, calculated as the sum of all run-off per country divided by the full population per country as calculated from Afripop 2010 (Stevens et al., 2015) Bespoke models for carbon based services grazing, charcoal and firewood using as input the carbon stock output of the existing carbon models and adapted using multiplication factors and spatial masks (see Willcock et al. (2019) for full details). | Bespoke models made in this study from Willcock et al. (2019) | Depending on water supply source data | Grazing use Charcoal use Firewood use |

---

a All 1 × 1 km in this study, unless otherwise noted. Willcock et al. (2019) investigated the impact of spatial scale on ecosystem service models and found no significant impact (unpublished results). Thus, spatial scales are unlikely to affect results here.

b These services were not modelled in these model frameworks when we conducted our model runs (in 2016). We developed new models using carbon stock outputs from existing models as input (see Willcock et al. (2019) for full details). The original models and their developers should not be held responsible for the results from these new models.

c Except for accumulated flow from WaterWorld which is the sum over all watersheds within countries of the maximum flow per watershed.

d Estimated as number of days that precipitation exceeds evapotranspiration, this service was added by the current study to the available Scholes models (Scholes, 1998).

e We have two Scholes grazing models in our study, a generic international model using freely available global data and a locally parameterised South African model (see Willcock et al. (2019) for full details).

f Modelled at a 5 × 5 km resolution.
improvement value associated with each of the 16 validation datasets. Alternative analyses in which we included single comparisons for individual models per validation dataset against respective ensemble scores (79 improvement values) showed similar results (Table SI-1-4) as the larger variation was offset by higher degrees of freedom (78 vs 15).

We also tested the correlation between ensemble uncertainty and absolute accuracy using 1661 of the 1675 individual data-points for validation (anovan-procedure in Matlab). The large sample size meant we were able to differentiate between ES in this analysis. We calculated ensembles from a minimum of three models and so discarded 14 data-points since they only matched ≤ 2 model estimates. For each data-point (X), we calculated the absolute accuracy of them ensemble \(D^\downarrow(X)\) and calculated uncertainty as the SEM among-modelled values (Eq. (3)). For statistical comparison, we used an SS type 1 mixed regression model with the six ES as fixed variables and \(SEM^X\) as the linear predictor, logit transformed, with correlation coefficient \(\beta_1\) and constant \(\beta_0\), and with a per ES interaction prediction with uncertainty \((ES^X \times SEM^X)\). We identified a positive Spatial Autocorrelation (SA) for accuracy with a Moran's I of 0.073 (P < 0.001, based on a permutation test), using the Moran's module from https://github.com/dhooftman72/Morans-I. This SA has been corrected for through inclusion of a covariate within the regression model prior to estimating the model parameters of interest, with effect size \(\beta_{sa}\) describing relatedness between individual samples caused by the spatial structure following Dormann et al. (2007) and Brooks et al. (2016) (Eq. (4)).

\[
SEM^X = \left( \frac{\sigma_X}{\sqrt{nx}} \right) \tag{3}
\]

where \(X\) represents each 1 km² grid-cell, and \(n\) is the number of models.

\[
D^\downarrow(X) \sim \beta_{sa}SA^X + ES^X + \beta_1 SEM^X + (ES^X \times SEM^X) + \beta_0 \tag{4}
\]

With \(SEM^X = \left( \log_{10} \left( \frac{SEM^X}{1+SEM^X} \right) + 1 \right)\).

3. Results

3.1. Variation among models shows strong spatial patterning

For sub-Saharan Africa, we found large areas for which the variation among models was relatively low (Fig. 2). In these areas all models provide similar normalised predictions and so a decision based on a single model may prove robust. However, there are also notable areas of disagreement, where variation among models was higher. These appear to occur in transition zones between vegetation
3.2. Ensembles perform better than individual models, on average

In general, individual models as a group were inferior to the ensembles created from them: ensembles outperform individual modelling frameworks by 5% to 6% for both $\rho$ and $D^\uparrow$ ($P = 0.03$ and $0.008$ respectively; Fig. 3; Table SI1-3). Ensembles were outperformed by the best model for each validation set by 13% (mean; $P = 0.04$) and 12% (median; $P = 0.05$) using $\rho$ and 6% ($P = 0.002$) and 7% ($P < 0.001$) using $D^\uparrow$.

Fig. 2. Among-model variation measured as standard error of the mean (SEM) using normalised model predictions. Non-coloured areas were not modelled (i.e. are outside LCM masks or outside the catchments we analysed). a) Water supply per hectare of the catchment (6 models); b) Water usage (6 models) per hectare of the country; c) Carbon storage in forest vegetation (4 models); d) Grazing use (6 models); e) Firewood usage (5 models); f) Charcoal usage (4 models). Firewood and Charcoal have four models in common that are equal once normalised. However, Firewood contains an additional bespoke Firewood model that generates more variation making (e) and (f) slightly different (see Willcock et al. (2019) for full model details).
Unfortunately, which model performs best for each validation dataset was hard to predict as no single model framework is consistently more accurate than others (Table SI1-1, Willcock et al. (2019)). A full matrix of statistical results and means and standard errors of these pairwise comparisons is provided in Table SI1-3.

3.3. Accuracy is correlated to ensemble uncertainty

The accuracy of an ensemble in relation to validation datasets could be in part inferred from the variation among the models within the ensemble (Fig. 4; F-value = 36.2, P < 0.001, df = 1/1637). For example, for every 0.1 increase in the SEM among-modelled values, the inverse deviance decreases by 0.054. We found no significant interaction effects among ES and uncertainty (F-value 1.09, df 5/1637) suggesting results are generalisable among the tested ES in this study.

4. Discussion

We have demonstrated that there is substantial variation between ES models and the difficulty in predicting the best-fit model as no single model was consistently better than others (Table SI1-1) (Willcock et al., 2019). These areas of disagreement highlight regions where decisions
based on individual models are likely not robust (Fig. 2). For example, all ES models agreed less in transition zones between vegetation types. The majority of the models used here (and ES models generally) require input from land cover maps, and transition zones between land cover categories are likely areas of disagreement between maps. Reasons for this might include land cover maps being produced in different years and so locating the forest frontier in different places, maps/models using slightly different definitions of land cover (and so drawing the boundaries between categories in different places), or because land cover categories are more uncertain in transition zones (Dong et al., 2015), partly due to the difficulties of accounting for degradation (Turner et al., 2016). However, even if vegetation transitions are also simulated (here by a Dynamic Global Vegetation Model, LPJ-GUESS), models are more likely to disagree at a transition zone compared to the central area of a vegetation type. Furthermore, vegetation transitions and carbon storage in sub-Saharan Africa are strongly driven by fire, which is difficult to simulate in process-based models (Hantson et al., 2016). The variation between models due to different initial conditions (i.e. land cover maps) is not the focus of this paper, but has been highlighted previously (van Soesbergen and Mulligan, 2018) and can lead to large error propagation in downstream models (Estes et al., 2018). It is likely that such disagreement is also a key factor driving variation between the ES models considered here. Similarly, aboveground carbon storage models also showed disagreement in less densely forested areas (e.g. miombo woodland). Thus, these differences might partly arise due to uncertainties in the carbon data used to parameterise the models. Savanna and miombo ecosystems are understudied, with tree inventory plots showing a bias towards closed canopy forests (Phillips et al., 2002). Added to this, less densely forested areas show higher natural variation in aboveground carbon storage when compared to closed canopy forests as the land cover category definitions typically cover a wider range of canopy cover (e.g. 10–80% vs 80–100%) (Wilcock et al., 2014; Wilcock et al., 2012). Thus, further collection of primary data is needed, particularly in the areas of disagreement highlighted here, to improve the next generation of ES models.

Despite disagreement between individual models, ensemble modeling has been mostly neglected by the ES community; e.g. a Web of Science search (10 February 2020) for “model ensemble” and “ecosystem service” resulted in no records. This is surprising as: 1) Ensembles are commonly used for model types that simulate output variables closely related to ES, but without emphasising the ES concept in the publication, such as crop models (Rosenzweig et al., 2014), Dynamic Global Vegetation Models simulating carbon uptake (climate mitigation, e.g. Ahlström et al. (2015)) or hydrology models simulating runoff (freshwater supply); and 2) Other disciplines have found that ensembles can show enhanced robustness and performance over some individual models as the averaging minimises the influence of local idiosyncratic responses of any particular model (Marmion et al., 2009). For example, Inoue and Narishisa (2000) demonstrated that ensemble averaging classification problems resulted in 1–7% improvements in accuracy using computational experiments and similar results are widespread in the literature; e.g. for species distribution models (Grenouillet et al., 2011; Marmion et al., 2009), climate change models (Rafsgaard et al., 2014), and economic models (He et al., 2012). These findings from other disciplines mirror ours, that ensembles are around 6% more accurate than individual models (Fig. 2, Table S1I–3). That said, if the desired model output can be validated, then accuracy is increased further by identifying and using the best-fit individual model (gaining a further 12% increase in accuracy). However, using the best-fit model to support a decision does not necessarily increase its robustness as inclusion of new data or models may shift which model is thought to be most accurate (Table S1I–1) (Wilcock et al., 2019).

Ensembles will likely have the highest utility when validation using primary data is not possible (IPBES, 2016). In these situations, individual model accuracy is not known, and committee ensemble methods can yield cost-effective solutions decision support tools (Araújo and New, 2007) (see S13 for a discussion on weighted ensemble techniques). The sustainability agenda desperately requires evidence-based policies and actions for the developing world (Clark et al., 2016). In these regions, ES information is important because the rural and urban poor are often the most dependent on ES (either directly or indirectly (Cumming et al., 2014)), both for their livelihoods (Daw et al., 2011; Suich et al., 2015) and as a coping strategy for buffering shocks (Shackleton and Shackleton, 2012). As such, a single model of unknown certainty could lack credibility, relevance and legitimacy – the major reasons for the ‘implementation gap’ between ES research and its incorporation into policy- and decision-making (Cash et al., 2003; Clark et al., 2016; Wong et al., 2014). Put simply, ensemble models offer a way to reduce as well as acknowledge uncertainty (Bryant et al., 2018) but also potentially offer a future avenue to include other sources of knowledge including local and traditional knowledge in interpreting the outcomes and uncertainty of ensembles to ensure more legitimate and salient knowledge for use in decision making (Diaz et al., 2018; Pascual et al., 2017). Thus, model ensembles may be useful when estimating scenarios of future ES supply and use, but also for contemporary estimates in data deficient areas such as sub-Saharan Africa (Wilcock et al., 2016). Furthermore, we suggest that variation among models can provide a first-order estimate of the quality of the prediction when no other information is available (Bryant et al., 2018; Puschendorf et al., 2009). Thus, we believe the benefits of using an ensemble of models in decision-making (increased robustness, increased accuracy over individual models in general, and the ability to estimate uncertainty) substantially outweigh the costs (reduced accuracy when compared to the best-fit model, and additional effort required).

Such ensemble modelling is now possible, as a multitude of ES models have now been developed, with many capable of being run even in data-deficient regions (Wilcock et al., 2019). For example, both InVEST (https://naturalcapitalproject.stanford.edu/software/invest) and ARIES (http://aries.integratedmodelling.org/) modelling frameworks are now capable of modelling multiple ES consistently at a global scale (Martínez-López et al., 2019). As a result, for many ES, there are at least three (and often more) independent models for every location across the world. Moreover, the increasing availability of high-speed computing, and a move towards open access code using open source platforms (e.g. InVEST) makes running multiple models increasingly straightforward. Hence, it is now possible for most studies using an ES model to shift to using multiple models. We hope this study encourages ES researchers to do so.

However, whilst using ensembles of ES models is indeed possible, there are several challenges that need to be overcome before it becomes standard practice within ES science. We argue that advances are necessary in two key areas: accessibility and comparability. As more independent models are developed, it might be hypothesised that the ease with which these models can be accessed might increase. Indeed, anecdotal evidence seems to support this as, for example, InVEST historically required access to expensive ArcGIS software and ARIES required extensive computational skills to run. Accompanying the wider shift towards open science (Fecher and Friesike, 2014), InVEST now runs independently of any commercial software, where results can be mapped using open-source GIS (Bagstad et al., 2013; Peh et al., 2013) and ARIES models can be run by non-experts (Martínez-López et al., 2019). Similarly, despite models becoming increasingly complex, the computational capacity required to run some of these models has decreased as many modelling frameworks now make use of cloud-computing resources, putting less stringent requirements on the end-user (Willcock et al., 2019).

Accessing multiple ES models remains a difficult undertaking. For example, whilst the software needed to run InVEST is free, it still requires substantial GIS knowledge and many of the models within this framework are ‘data-hungry’ and therefore require access to data and substantial processing power in order to run (Willcock et al., 2019). By contrast, ARIES and Co$ting Nature store the necessary data and
processing power on their servers, but therefore require high-speed internet access (Willcock et al., 2019). Furthermore, to benefit from the full Co$ting Nature model outputs (i.e. disaggregate outputs of individual services) one either needs to enter a partnership with the model owners or pay a subscription of at least 2000 GBP yr⁻¹ (http://www.policysupport.org/access-costs). Thus, in order to contrast or combine, for example, carbon models across these frameworks you require access to the internet, adequate data and computational power, as well as the funds to support a model subscription fee and the extra staff time required (i.e. when compared to running a single model). Such resources are likely out of reach of many ES researchers and practitioners and so, for them, ES ensembles are an unfeasible ideal. However, this can be somewhat negated if those with access to these resources make the ensembles they are able to create freely available (e.g. as we have done so through the EIDC repository for our committee averaged ensembles and the SEM [doi:https://doi.org/10.5285/11689000-f91-4f4b-8e12-08a7d87ad75f]).

As well as the issues surrounding the feasibility of running ensembles of models, methodological limitations remain. For example, when validating any model (individual or ensembles) a reference of truth is required (Box 1). Validation data have their own intrinsic inaccuracies and so it may be good practice to validate models against more than one dataset per ES to ensure the accuracy assessment is robust (Willcock et al., 2019). Whilst we use multiple sets of validation data here (Table S-1-2), data deficiency prevented further investigations into the sources of the uncertainty we identified; e.g. running simulations to vary initial conditions (e.g. spatial scale (Hou et al., 2013)), model classes, model parameters and/or boundary conditions (Araújo and New, 2007). This is an exciting avenue for future research which could also compare using ensembles of models to assess uncertainty with other approaches (e.g. probabilistic models (Bagstad et al., 2014; Willcock et al., 2018)). Whilst both approaches are capable of estimating uncertainty, probabilistic approaches avoid the difficulties associated with running multiple models (above) but provide little insight into model-structural uncertainty, when compared to ensembles of models (Strith et al., 2019). Thus, future investigations should include more individual models with more varied model-structures and create ensembles using a wider variety of algorithms to deepen our current understanding.

A further outstanding issue for enabling ensemble modelling is that any comparisons or combinations of modelled outputs must involve matching like-for-like variables. This can be problematic, as, at present, a selection of models for a specific ES might, to some extent, be modelling different constructs. For example, Co$ting Nature’s stored carbon model includes both below- and above-ground carbon whilst other models predict only above-ground carbon (Willcock et al., 2019). Similar issues arise when linking benefit transfer models (i.e. a valuation output (Costanza et al., 2014)) with both relative and quantitative estimates of available ES resource (i.e. T C ha⁻¹). To reduce these issues and enable like-for-like comparisons, our statistical analyses focused on relative ranking (see Willcock et al. (2019) for further details). Whilst relative rankings allow for some types of questions to be answered and so are useful to support decision-making, biophysical units are required for many sustainable development decisions (Willcock et al., 2019). For example, it is impossible to evaluate if we are operating in the safe and just operating space (Raworth, 2012) without unit estimates predicting if individuals are meeting the threshold supply of a good required to support basic needs, whilst collectively not exceeding planetary thresholds (Rockström et al., 2009). Thus, concerted effort is needed to standardise the outputs of ES models to increase the ease at which they can be compared. Such efforts are perhaps best coordinated by large, multi-national organisations, and so the Ecosystems Service Partnership (ESP) or IPBES could play a central role in defining key reporting metrics, akin to the role of the IPCC in providing good practice guidance on the productions of emissions estimates (Knutti et al., 2010). Due to the large quantity and diversity of ES, this is no small challenge. However, the majority of ES modelling and mapping studies focus on relatively few ES (Willcock et al., 2016) and so these could be prioritised. Furthermore, there is potential to use this guidance to converge with other disciplines by aligning on agreed proxies/outputs required to measure and monitor the attainment of the Sustainable Development Goals (SDGs; https://sustainabledevelopment.un.org/) (Xu et al., 2020). At the very least, ES studies must validate model outputs against independent data (Willcock et al., 2019) and transparently convey the identified uncertainty to model users (Bryant et al., 2018; Kleemann et al., 2020). Such practices will increase confidence in ES science and help to reduce the implementation gap between ES models and policy- and decision-making (Cash et al., 2003; Clark et al., 2016; Voinov et al., 2014; Wong et al., 2014).

5. Conclusions

This study highlights that, in most instances, ensemble modelling may provide more robust and better estimates than using single models, as well as an indication of confidence in model predictions when validation data are unavailable. Whilst ES science is not yet ready for ensembles to become standard practice, ensemble modelling should be adopted more widely in ES modelling. In future, studies of high policy relevance (e.g. future assessments of IPBES), as well as efforts to inform decisions and track progress to sustainable development (e.g. the new Global Biodiversity Framework of the CBD and the final decade of the SDGs) would benefit from using ensembles of models.

CRediT authorship contribution statement

Simon Willcock: Conceptualization, Formal Analysis, Writing - original draft. Danny A.P. Hoofman: Conceptualization, Formal analysis, Writing - original draft. Ryan Blanchard: Writing - review & editing. Terence P. Dawson: Writing - review & editing. Thomas Hickler: Writing - review & editing. Mats Lindeskog: Writing - review & editing. Javier Martinez-Lopez: Writing - review & editing. Belinda Reers: Writing - review & editing. Sophie M. Watts: Writing - review & editing. Felix Eigenbrod: Conceptualization, Writing - original draft. James M. Bullock: Conceptualization, Writing - original draft.

Declaration of competing interest

The authors declare that they have no conflict of interest.

Acknowledgements

This work took place under the ‘WISER: Which Ecosystem Service Models Best Capture the Needs of the Rural Poor?’ project (NE/L001322/1), funded by the UK Ecosystem Services for Poverty Alleviation program (ESPA; www.espa.ac.uk) and ‘Ensembles - Using ensemble techniques to capture the accuracy and sensitivity of ecosystem service models’ (NE/T00391X/1). JML acknowledges the support of the Spanish Government through María de Maeztu excellence accreditation 2018–2021 (Ref. MDM-2017-0714). We thank three anonymous reviewers for their insightful comments that improved this manuscript.

Appendix A. Supplementary data

Supplementary data to this article can be found online at https://doi.org/10.1016/j.scitotenv.2020.141006.

References

Aguirre-Gutiérrez, J., Kissling, W.D., Biesmeijer, J.C., WallisDeVries, M.F., Reemer, M., Carvalheiro, L.G., 2017. Historical changes in the importance of climate and land use as determinants of Dutch pollinator distributions. J. Biogeogr. 44, 696–707. https://doi.org/10.1111/jbi.12937.
Potentially at risk of climate change and its impacts. Clim. Chang. 122, 271–282. https://doi.org/10.1007/s10584-013-0990-2.

Rockström, J., Steffen, J., Noone, K., Persson, A., Chapin, F.S., Liu, F., Settele, J., Zomer, R.J., Polasky, S., Rondinini, C., Lonsdale, T., Chapin, M., Car次, J., Gilfedder, M., Glibert, P.M., Kharbarov, N., Neumann, K., Piontek, F., Pugh, T.A.M., Sch Edition, E., Schlöder, J., Shipton, E., Yang, H., Jones, J.W., 2014. Assessing agricultural risks of climate change and sustainable ecosystem management. Int. J. Sustain. Dev. World Ecol. 19, 275–286. https://doi.org/10.1080/136030409.2011.641039.

Sharp, M., Wan, H., Zhao, X., Li, Q., Liu, J., Zeng, W., 2013. Carbon storage and emissions of land use change in China. Land Use Policy 32, 412–422. https://doi.org/10.1016/j.landusepol.2013.06.012.

Smith, B., VanDereWaal, J., Zumbadé-Ulate, H., Chaves, G., Bolatños, F., Alford, R.A., 2009. Distribution models for the amphipod chytrid Batrachochytrium dendrobatidis in Costa Rica: proposing climatic refuges as a conservation tool. Divers. Distrib. 15, 401–408. https://doi.org/10.1111/j.1472-4642.2008.00548.x.

Raworth, K., 2012. A Safe and Just Space for Humanity: Can we Live within the Doughnut? Ecol. Soc. 14.

Redhead, J.W., Stratford, C., Sharps, K., Jones, L., Ziv, G., Clarke, D., Oliver, T.H., Bullock, J.M., 2016. Empirical validation of the InVEST water yield ecosystem service model at a national scale. Sci. Total Environ., 610–611, 666–677. https://doi.org/10.1016/j.scitotenv.2016.06.227.

Redhead, J.W., May, L., Oliver, T.H., Hamel, P., Sharp, R., Bullock, J.M., 2018. National scale evaluation of the InVEST nutrient retention model in the United Kingdom. Sci. Total Environ. 610, 611–668. https://doi.org/10.1016/j.scitotenv.2018.07.092.

Refsgaard, J.C., van der Sluijs, J.P., Höjberg, A.L., Vanrolleghem, P.A., 2007. Uncertainty in environmental modelling of terrestrial ecosystems: comparing two contrasting approaches within continental-scale validation of ecosystem service models. Ecosystems 22, 1543–1556. https://doi.org/10.1007/s10021-019-00380-y.

Refsgaard, J.C., Madsen, H., Andréassian, V., Arnbjerg-Nielsen, K., Davidson, T.A., Drews, C., Ebeling, P., Ebeling, P., Fabry, V.J., Hansen, J., Walker, B., Liverman, D., Richardh, K., Crutzen, P., Foley, J., 2006. Planetary boundaries: exploring the safe operating space for humanity. Ecol. Soc. 11, 63–83. https://doi.org/10.5751/ES-01341-110106.

Rosenweig, C., Elliott, J., Deryng, D., Ruane, A.C., Müller, C., Arneth, A., Boote, K.J., Gollert, C., Gloter, M., Kharabar, N., Neumann, K., Piontek, F., Pugh, T.A.M., Schimdt, E., Stehfest, E., Yang, H., Jones, J.W., 2014. Assessing agricultural risks of climate change in the 21st century in a global gridded crop model intercomparison. Proc. Natl. Acad. Sci. U. S. A., 111, 3268–3274. https://doi.org/10.1073/pnas.1222463110.

Scholes, R.J., 1998. The South African 1: 250 000 Maps of Areas of Homogeneous Grazing Potential. Shackleton, S.E., Shackleton, CM., 2012. Linking poverty, HIV/AIDS and climate change to human and ecosystem vulnerability in southern Africa: consequences for livelihoods and sustainable ecosystem management. Int. J. Sustain. Dev. World Ecol. 19, 275–286. https://doi.org/10.1080/13504599.2011.641039.

Sharps, M., Masante, D., Thomas, A., Jackson, B., Redhead, J., May, L., Prosser, H., Cosby, B., Emmett, B., Jones, L., 2017. Comparing strengths and weaknesses of three ecosystem services modelling tools in a diverse UK river catchment. Sci. Total Environ. 584, 118–130. https://doi.org/10.1016/j.scitotenv.2016.12.160.

Smith, B., Prentice, I.C., Sykes, M.T., 2001. Representation of vegetation dynamics in the modelling of terrestrial ecosystems: comparing two contrasting approaches within European climate space. Glob. Ecol. Biogeogr. 10, 621–637. https://doi.org/10.1046/j.1466-822X.2001.001-1-00256.x.

Smith, B., Warnld, D., Arneth, A., Hickler, T., Leadley, P., Sillberg, J., Zaehe, S., 2014. Implications of incorporating N cycling and N limitations on primary production in an individual-based dynamic vegetation model. Biogeosciences 11, 2027–2034. https://doi.org/10.5194/bg-11-2027-2014.

Steves, F.K., Gauthier, A.E., Linard, C., Tatem, A.J., Jarvis, A., Hashimoto, H., 2015. Disaggregating census data for population mapping using random forests with remotely-sensed and ancillary data. PLoS One 10, e0107042. https://doi.org/10.1371/journal. pone.0107042.

Strith, A., Bebi, P., Grét-Regamey, A., 2019. Quantifying uncertainties in earth observation-based ecosystem service assessments. Environ. Model. Softw. 111, 300–310. https://doi.org/10.1016/j.envsoft.2018.09.005.