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Abstract
The involvement of numerous devices and data sources in the current form of Web leads to the collection of vast volumes of data. The advent of the Internet of Things (IoT) enhances the devices to act autonomously and transforms them into information and knowledge producers. The vast infrastructure of the Web/IoT becomes the basis for producing data either in a structured or in an unstructured way. In this paper, we focus on a distributed scheme for securing the quality of data as collected and stored in multiple partitions. A high quality is achieved through the adoption of a model that identifies any change in the accuracy of the collected data. The proposed scheme determines if the incoming data negatively affect the accuracy of the already present datasets and when this is the case, it excludes them from further processing. We are based on a scheme that also identifies the appropriate partition where the incoming data should be allocated. We describe the proposed scheme and present simulation and comparison results that give insights on the pros and cons of our solution.

Keywords Data quality · Data accuracy · Data partitions

Mathematics Subject Classification 68U99 · 94D05

1 Introduction

1.1 Motivation

With the advent of the new form of the Web and the Internet of Things (IoT), one can observe increased volumes of data produced by current applications in various domains. Numerous devices generate large scale data that demand intelligent mech-
anisms for their processing. Usually, data are not structured making their processing more difficult. Unstructured data cannot be easily managed while their quality is limited. They are heterogeneous and variable in nature coming in many formats e.g., text, document, image, video and more [8]. Such kind of data do not follow a pre-defined data model or schema.

According to Eurostat [10], data quality refers in the following aspects: (a) the characteristics of the statistical measurements on top of data; (b) the perception of the statistical measurements by the user; and (c) some characteristics of the statistical process. A metric/dimension, among others, that depicts data quality is accuracy [20]. As stated in [7], consistency and accuracy are the two central criteria for data quality. Accuracy refers to the closeness of estimates to the (unknown) exact or true values [22]. In other words, accuracy depicts the error between the observation/estimation and the real data. As accuracy refers in the closeness of data, it may also depict their ‘solidity’. In this paper, we consider that a ‘solid’ dataset will exhibit a high accuracy that is realized when the error/difference between the involved data is low. In a ‘solid’ dataset, the standard deviation of the data will be limited. Researchers have identified that accuracy is significant for the responses delivered to queries defined by users or applications. Efficient response plans, for each type of queries, may be defined when the accuracy of the underlying data is secured.

As noted, numerous devices produce huge volumes of data (e.g., terabytes, petabytes), thus, the usual approach is their separation into a number of partitions to facilitate their management. The separation of data could be imposed by the application domain (e.g., the application requires fast responses, thus, we may split the data to process them) or data could be reported by different streams in different locations. The number of partitions depends on the adopted separation technique (e.g., [13,26,28,34,35]) or the locations where the data are collected. The optimal partitioning of a dataset has already been investigated by the research community to deliver the optimal number of partitions when a dataset should be separated [15]. Partitions may be present in various locations, even around the World and they are stored in a set of servers. Data separation facilitates the parallel processing, however, a mechanism for data coordination is imperative. This distributed nature of the described approach imposes new challenges in data processing. Multiple data partitions are available and knowledge should be derived on top of this ecosystem. Our work is motivated by a scenario where multiple streams report data to a set of partitions requiring real time processing. Each data partition should be characterized by high accuracy (i.e., it should be a ‘solid’ dataset). Our mechanism tries to keep similar data to the same partitions to reduce the error/distance between them, thus, increase the accuracy. Actually, ‘solid’ datasets is the target of data separation algorithms as adopted by the research community. Such algorithms aim to provide a number of small non-overlapping datasets and distributed on the nodes of the network [35]. The decision of allocating data to the available partitions is based on the statistical similarity of the incoming data with every partition. Keeping similar data into the same partitions is a kind of proactive ‘clustering’ to create the basis for the application of Machine Learning (ML) algorithms and the production of knowledge. Our motivation is to, finally, have a view on the statistical dispersion of data that will facilitate the generation of efficient response plans for the incoming queries.
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A set of research efforts focus on the data quality management and they have identified its necessity in any application domain. However, they seldom discuss how to effectively validate data to ensure data quality [12]. The poor quality of data could increase costs and reduce the efficiency of decision making [29]. A major research question is how to integrate heterogeneous data that are stored, dispersed and isolated from one another [27]. The integration of such data demands for intelligent management that will extract and integrate data into a high level system. Social media are also defining more challenges. Efficient models should be incorporated to manage the quality of social media data in each processing phase of the big data pipeline [17]. Such approaches should efficiently work in real time when data are received through a set of streams. If data quality is not managed, it could often result in poor decisions, with individuals bearing the greatest risk [43]. However, risks may pose negative impact in the products delivered by companies. The practical orientation of a data quality assurance mechanism should be at the combination of off-line and on-line methods to detect and replace doubtful data [2].

1.2 Contribution

We propose a pre-processing mechanism that, in real time, secures the quality of the available data. We depart from legacy solutions and instead of collecting huge volumes of data and post-process them trying to derive knowledge, we propose their real time management and allocation keeping similar data to the same partitions. We offer a pre-processing distributed scheme that decides where data should be allocated. Other solutions involve the centralized collection of vast volumes data and, accordingly, for producing knowledge, the preparation of data before the post-processing. Outliers, missing values or any other ‘harmful’ data should be efficiently managed through ML or data mining techniques. However, applying ML and data mining in large scale data is challenging and may require increased computational resources and time. In addition, outliers affect the performance of ML algorithms. An experimental study performed in [1] shows that the error in e.g., a classification process is reduced more than 25% when outliers are removed from the dataset. Our scheme acts proactively and tries to keep similar data in the same dataset preparing them beforehand to become the basis for knowledge production devoting limited resources and time in the post-processing phase.

Our data quality assurance mechanism decides if the incoming data could jeopardize the accuracy of the available datasets. We focus on the accuracy and not on the consistency as we want to identify and manage the error between the incoming data and the available partitions. Moreover, consistency relates to the usability of data, a subject that is beyond the scope of this paper. Accuracy may be jeopardized when the incoming data significantly differ with the stored datasets. Initially, we want to identify the discussed difference that will be the basis for deciding the rejection or the acceptance of data. If we identify a significant difference, we reject the data. If the incoming data are similar to the available datasets, we aim to select the partition where the data should be allocated to maintain the accuracy at high levels (secure the ‘solidity’ of each partition). This is because the incoming data may not be similar to the
partition where they are initially reported. A solution that stores the data where they are initially reported may affect data dispersion with negative effects in the accuracy. In addition, our approach secures that datasets will have the minimum overlapping that is also the target of legacy data separation techniques [35]. It should be noted that this paper does not aim to propose an integration model of the available data partitions. It aims at the correct allocation of the incoming data to one of the available partitions towards increasing the accuracy and, data quality respectively. The incoming data are organized in the form of vector of values where each value corresponds to a specific dimension/variable (multivariate scenario). The main research questions are: Q1. *How to maintain the accuracy of each data partition?* Q2. *Taking into consideration the data and their statistics present in each partition, which partition is the appropriate to store an incoming vector?*

We consider that in each partition, a processor is devoted to perform simple processing tasks (i.e., the management of the present and incoming data). Processors adopt our distributed model that incorporates the strategy for the identification of any accuracy violation event. We propose a distributed *Accuracy Maintenance Scheme* (AMS) responsible to identify violation events in any partition of the ecosystem. In cases of violation, the AMS can reject the incoming data keeping the accuracy of the corresponding partition at high levels. It is important that the AMS identifies violations in the entire ecosystem. A probabilistic approach is adopted on top of statistical measurements derived for each partition. These measurements are exchanged between processors. If a violation is not present, the AMS decides the partition that closely ‘matches’ to the incoming data, thus, data will be allocated there. The selection of the partition is performed by an uncertainty management scheme in terms of Fuzzy Logic (FL). We provide an FL controller responsible to derive the appropriate partition for each vector. The controller is responsible to manage/command the selection mechanism based on a FL knowledge base.

The proposed mechanism can be adopted in the domain of Edge Computing (EC) and the IoT where multiple edge nodes can be adopted to collect and process data. Such a setting can be very useful in Smart Cities (SCs) applications where the EC nodes are spread in the city and provide intelligent services to end users. These services are offered on top of the collected data, thus, their quality should be high. EC is an emerging technology that facilitates the local data processing for delivering intelligent analytics and reduce the latency when trying to respond in end users or applications requests. In addition, EC can assist in reducing the required bandwidth as limited amounts of data are transferred into the Cloud. Research community has already identified the advantages of data quality management models for EC. Experiments have been realized to deliver the performance and the data quality for complex EC applications [39]. An example scenario is the management of communications between moving vehicles and EC nodes or the analytics offered on top of this infrastructure. From the EC system point of view, it is very important to maintain the topology of the whole network being able to support failure detection, thing replacement and data quality detection [36]. Our scheme assists in securing the basis for creating knowledge, i.e., the quality of the collected data. Hence, data will be ‘solid’ enough excluding the outliers that may harm their statistics and lead to false decisions. The following list reports on the advantages of the proposed model:
The proposed scheme proactively ‘prepares’ the data before algorithms for knowledge extraction are applied. Hence, we save time as no data preparation is necessary after their collection. For instance, it is not necessary to apply an outlier detection algorithm on top of huge volumes of data but to identify if outliers are present when data are collected from the environment and exclude them immediately.

The proposed model proactively secures the quality of data as it excludes data that may lead to an increased error during knowledge production. For instance, as shown through experiments [1], outliers may lead to an increased error when participating in the desired processing.

Our scheme leads to the minimum overlapping of the available datasets that is the target of the legacy data separation algorithms. However, this is realized in a pre-processing step placing the incoming data at the appropriate partition.

The paper is organized as follows. Section 2 reports on the related work while Sect. 3 presents the envisioned setting. In Sect. 4, we present the proposed mechanism and describe its parts. Section 5 discusses the evaluation of the proposed mechanism while in Sect. 6, we conclude our paper by giving future research directions.

2 Related work

A survey of data quality dimensions is presented in [37] while, at the same time, the authors propose a framework that combines data mining and statistical techniques to extract the correlation of these dimensions. The aim is to measure the dependencies and figure the methods for creating new knowledge. In [29], the authors propose the use of a model that consists of nine determinants of quality. From them, four are related to information quality and five describe system quality. The determinants of quality are: (a) Information quality: accuracy, completeness, currency, format; (b) System quality: accessibility, reliability, response time, flexibility, integration. It should be noted that the assessment of dimensions could be task-independent or task-dependent [31]. Task-independent dimensions represent scenarios where data are evaluated without the knowledge of the application domain. Hence, such metrics may be applied in any dataset. Task-dependent dimensions incorporate requirements of the organization and the application domain.

Recently, the advent of the large-scale datasets defined more requirements on the data quality assessment. Given the range of big data applications, potential consequences of bad data quality can be more disastrous and widespread [32]. In [25], the authors propose the ‘3As Data Quality-in-Use model’ composed of three data quality characteristics i.e., contextual, operational and temporal adequacy. The proposed model could be incorporated in any large scale data framework as it is not dependent on any technology. A view on the data quality issues in big data is presented in [32]. A survey on data quality assessment methods is discussed in [6]. Apart from that, the authors present an analysis of the data characteristics in large scale data environments and describe the quality challenges. A framework dealing with hierarchical data quality assessment is also proposed. The provided framework consists of big data quality dimensions, quality characteristics, and quality indexes. The evolution of the data
quality issues in large scale systems is the subject of [5]. The authors discuss various relations between data quality and multiple research requirements. Some examples are: the variety of data types, data sources and application domains, sensor networks and official statistics.

Other application-specific large scale data quality assessment methods are as follows. In [42], a high number of data quality issues are identified based on the ‘testbed’ of the Vrije Universiteit, Brussels. The use case aims to reveal data quality dimensions and prioritize cleaning tasks in different dimensions. Apart from that, another goal is to facilitate the use of dimensions from users that do not have domain knowledge. The result is to setup the basis for providing automated mechanisms for data quality evaluation on top of multiple correlated dimensions. In [40], the authors present results and practical insights from a large scale study conducted in the telecommunications industry. The case study shows how the requirements for data quality can be collected to define an architecture adopted for the quality assessment. The authors also propose a data quality approach that combines data quality and data architectures into a framework where a set of steps, processes and tools are adopted. In [3], the authors discuss data quality in health information systems. In the beginning, a review of the relevant literature is presented and, accordingly, data quality dimensions and assessment methodologies in the health domain are discussed. The results of the research show that, among a total of fifty dimensions, eleven are identified as the main dimensions. Widely adopted dimensions are: completeness, timeliness, and accuracy. The authors in [33] describe the outcomes of a Workshop titled ‘Towards a common protocol for measuring and monitoring data quality in European primary care research databases’. The aim is to point out the most significant issues that affect data quality in databases from the perspective of researchers, database experts and clinicians. Multiple ideas were exchanged on what data quality metrics should be available to researchers.

The above discussion reveals that, among the identified data quality dimensions, accuracy plays an important role. For defining accuracy in the data, multiple methods are adopted (e.g., clustering). In [18], the main scenario is a setting where multiple sensor nodes report their values. A distributed clustering algorithm is proposed that adopts the spatial data correlation among sensors. Data accuracy is performed for each distributed cluster. The identified clusters are not overlapped and incorporate different sizes to collect most accurate or precise data at each cluster head. The provided accuracy model is compared to results from an information accuracy model. Fuzzy logic is applied in [38]. The authors propose a distributed fuzzy clustering methodology for identifying data accuracy. The fuzzy clustering model is accompanied by a facilitator model to define a novel distributed fuzzy clustering method.

Research efforts that are close to our work are presented in [2,17,27]. These efforts discuss models for the management of the data either off- or on-line to secure their quality when large scale data are taken into consideration. Outliers and fault detection accompanied by autoregressive models, on top of streams, are adopted to evaluate the data quality [2]. In a high level, business decision making techniques undertake the responsibility of validating the data as they arrive [17]. The aforementioned efforts do not take into consideration the presence of multiple data partitions and their management. Multiple partitions are the subject of the research presented in [27]. However, the
authors propose an integration scheme opposite to our work where we aim to provide means for assigning data to the underlying partitions.

3 Preliminaries

Let \( N \) partitions be available for storing the incoming data fed by the corresponding streams. In each partition, an amount of data (tuples/vectors) is stored. Every tuple/vector conveys data for a set of variables (multivariate scenario). The \( i \)th partition contains the dataset \( D_i \). We focus on a setting where multivariate data are the envisioned scenario. Without loss of generality, we consider the same number of variables in every partition. Data are characterized by a set of \( |x_i| \) vectors, i.e., \( x_i = \{x_{ij}\}, j = 1, 2, \ldots, M, M \) is the number of variables in each vector. For instance, \( x_{12} \) represents the realization of the 2nd variable in the 1st partition. Streams report vectors of values to the corresponding partitions (i.e., every stream to a specific partition) represented by \( x \). Example vectors are as follows: \( \langle 12.0, \text{Low}, \text{Area}1, 55.1 \rangle \), \( \langle 32.0, \text{High}, \text{Area}2, 45.2 \rangle \), \( \langle 22.0, \text{Medium}, \text{Area}5, 75.9 \rangle \). Variables could be realized by nominal, binary, ordinal or numeric values. In Fig. 1, we present the envisioned setting. It should be noted that we do not perform any assumption for the location of the partitions as well as their characteristics.

Our aim is to identify if \( x \) deviates from the ecosystem of partitions and, if not, to ‘allocate’ \( x \) to the ‘appropriate’ partition. With the term ‘appropriate’, we denote the partition where statistics of \( x_i \) ‘match’ to \( x \). Let us give a specific example. Suppose we have available two (2) partitions and our data vectors consist of two (2) variables (without loss of generality, we consider numeric values for both variables). In the first partition, the mean vector is \( \langle 0.2, -1.2 \rangle \) while in the second partition the mean vector is \( \langle 1.8, 1.7 \rangle \). Initially, we receive the vector \( \langle -4.3, 4.5 \rangle \). This vector based on the Mahalanobis distance may be an outlier [21]. The inclusion of this vector in each of the two datasets will ‘destroy’ the means and may lead to false knowledge extraction as already explained. Hence, the vector is rejected by the proposed scheme as it does not fit to the ecosystem of the available datasets. Suppose now we receive the vectors \( \langle 0.1, -0.6 \rangle \) and \( \langle 1.7, 2.0 \rangle \). Both vectors are not outliers, thus, the first can be placed at the first partition while the second can be placed at the second partition updating their statistics. It should be noted that the proposed mechanism considers a number of vectors present in every dataset. A warm up period may be adopted to initially store the first incoming vectors into the discussed datasets. At this point, we could adopt a specific strategy concerning the location where each vector will be stored, e.g., a centralized approach will conclude the partition for each vector (such a centralized approach will not add a significant overhead as the warm up period ‘delivers’ a limited
number of vectors). However, in the case where the first incoming vectors are outliers compared to the vectors that will arrive in the future, we may conclude wrong statistics in our calculations. Hence, the proposed mechanism can be adopted as the second step after a pre-processing phase that refers in the collection of vectors in the warm up period and the initial exclusion of the outliers present in the available datasets.

In the current research, we focus on a ‘strict’ mechanism that when identifies an increased error between the incoming data and the entire set of the available partitions decides that the data quality is jeopardized (i.e., accuracy violation event). A model that takes into consideration the natural evolution of data in the error identification is left as a future work. For simplicity, we consider that data stored in the envisioned partitions are generated by a Normal distribution. The proposed mechanism checks the statistical similarity of $x$ with every partition and decides if $x$ will be rejected or kept for storage in a partition. The rejection is made when $x$ does not match to the statistics of any partition in the ecosystem.

As noted, processors placed in front of each partition have the responsibility of managing the incoming vectors and performing simple statistical calculations (e.g., extraction of mean and variance). We consider that in each partition there is knowledge on the mean and variance vectors in the remaining partitions. The mean vector depicts the mean of each variable as realized in the corresponding dataset. A similar rationale holds true for the variance vectors. The calculation is performed at pre-defined intervals and, accordingly, the mean and variance vectors are sent to the peer partitions. Hence, the entire set of partitions has a view on the statistics of data stored in the entire ecosystem. Some problems may arise when specific parts of the network are unreachable. In such cases, the delay for transferring the vectors in the network will be huge probably making obsolete the current view on the statistics of the ‘invisible’ partitions. For solving this problem, we could combine the proposed mechanism with a monitoring or an aging mechanism that will be responsible to provide information for the unreachable parts of the network. The unreachable parts can be excluded from the envisioned processing supporting an adaptive model that will exclude/include partitions based on the network’s performance. However, this aspect is beyond the scope of the current effort. In any case, the proposed model can be efficiently adopted in EC applications considering nodes in close proximity and a good connectivity to be able to exchange the discussed information. Through this approach, we aim to provide a ‘global’ outlier detection scheme that secures the accuracy in the entire ecosystem no matter the location where the incoming vectors arrive. Instead of recording the entire set of data and, afterwards, removing the outliers and separate the data into a set of non overlapping partitions, we provide a proactive mechanism that, in real time, it decides if the incoming data should stored and where they should be placed. This way, we require the minimum time and lower amount of resources for pre-processing compared to the case where we should post-process vast volumes of data and split them into the discussed partitions.

Our AMS consists of two parts, i.e., the Accuracy Violation Detection Scheme (AVDS) and the Partition Identification Scheme (PIS). The AVDS aims to identify accuracy violation events on top of the collected mean and variance vectors. AVDS adopts a probabilistic model that derives the probability that $x$ is generated by each partition. The assignment of $x$ in a partition is PIS’s responsibility. PIS adopts an
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Fig. 2 The process model of the proposed framework

uncertainty driven decision making in terms of FL. An FL controller receives the result of the AVDS (a set of probabilities) and the distance of \( x \) with each partition. The controller depicts the strategy of selecting partitions through the conversion of a linguistic control method on top of a set of fuzzy control rules. The ‘allocation’ decision is based on the result of the FL controller that calibrates the probability of having \( x \) generated by each partition with the maximum distance realized for every variable in the datasets.

Figure 2 presents the processing of the proposed framework. The proposed scheme consists of a sequential processing on the incoming vectors that finally concludes to their rejection or acceptance and, accordingly, in case of an acceptance, it selects the appropriate partition where vectors will be placed. Vectors that do not ‘match’ with the available partitions are seen as outliers to the ecosystem. Most real-world databases include a certain amount of exceptional values, generally termed as outliers [19]. The identification and the isolation of any outlier data, in real systems, is significant to improve the quality of the original data and reduce the impact of the outliers in their statistics and, thus, the knowledge extraction. Our mechanism offers this outlier elimination process before the data are stored and, accordingly, be processed for delivering analytics.

4 The distributed accuracy management scheme

4.1 The accuracy violation detection model

Without loss of generality and for simplicity in our calculations, we consider that data, in every partition, follow the same distribution with \( N \) realizations i.e., different values of the distribution parameters. The bottom line is to check if \( x \) is generated by any of them. Actually, AVDS tries to see if \( x \) is generated by a mixture of \( N \) distributions before it decides the acceptance or the rejection of the incoming vector. We focus on a finite mixture of \( N \cdot M \) distributions \( \Theta_{ij}, i = 1, 2, \ldots, N, j = 1, 2, \ldots, M \) represented by the Probability Density Functions (PDF) \( f_{\Theta_{ij}}(x) \). Given the distributions \( \Theta_{ij} \) and constant weights \( w_i > 0 \), the PDF of the mixture is
In this work, we consider that \( w_i = \frac{1}{N} \forall i \). When \( x \) arrives in a partition, the corresponding AVDS calculates \( P(x) \) which is the probability that the vector is generated by one of the distributions characterizing the available partitions and decides if an accuracy violation is present. As we focus on multivariate vectors, the discussed probability is calculated as follows:

\[
P(x) = \sum_{\forall i} \prod_{\forall j} f_{\Theta_{ij}}(x)
\]

Actually, \( P(x) \) is calculated on top of the single probabilities that \( x \) is generated by each partition, i.e., \( P(x, D_i) \). If \( P(x) \) is below a pre-defined threshold \( P_T \) (it is defined by experts), \( x \) is rejected, otherwise PIS is triggered to deliver the partition where \( x \) will be allocated.

Additionally, our mechanism is also based on the distance between \( x \) and each vector in a partition, i.e., \( y_i, i = 1, 2, \ldots, N \). Initially, we calculate the probability that \( x \) is generated by the available partitions and, accordingly, we adopt an additional technique to depict the ‘closeness’ of \( x \) with each partition. We rely on a distance metric to build a model that is based on the trade-off between the probability that \( x \) is generated by a partition and the distance with that partition. The reason is that we may identify multiple partitions exhibiting a high probability of generating \( x \). We combine this probability with another, different statistical measure to provide an ‘ensemble’ mechanism that handles the uncertainty present in this scenario. The uncertainty is related to the decision on the selection of the appropriate partition where \( x \) should be allocated. For instance, if we focus on two partitions and an incoming vector and get a probability equal to 0.7 depicting that the vector could be ‘produced’ by both partitions, we should finally rely on the distance between the vector and the two partitions. Let the distance with the first partition be 0.7 and the distance with the second partition be 1.0. This means that, finally, the first partition takes an ‘advantage’ to host the incoming vector. However, the final decision will be delivered on top of the result of the FL controller described below. The FL controller tries to manage the uncertainty present in such scenarios (in our example, the distance with both partitions is very close). We propose the adoption of the \( L_\infty \)-norm or Chebyshev distance [14]. The \( L_\infty \)-norm is calculated over the entire set of the envisioned variables in the available vectors. The following equation holds true:

\[
L_\infty(x, D_i) = \frac{1}{|D_i|} \sum_{j=1}^{|D_i|} \lim_{h \to \infty} \left( \sum_{k=1}^M |x_k - y_{jk}| \right) = \frac{1}{|D_i|} \sum_{j=1}^{|D_i|} \max_{k=1}^M |x_k - y_{jk}|
\]

where \( y_{jk} \in D_i \) is the \( k \)th variable in the \( j \)th vector that belongs to \( D_i \). Both, \( P(x, D_i) \) and \( L_\infty(x, D_i) \) are fed into the proposed uncertainty management mechanism realized as a FL controller. The FL controller receives \( N \) pairs of probability-distance and
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derives the value of similarity (\(\omega\)) between \(x\) and each partition. The partition with the highest \(\omega\) is selected to host the incoming vector.

As noted, the available partitions exchange the mean and variance vectors (we consider that data are numeric) to maintain a view on the hidden statistics of each dataset. The calculation of the mean and the variance for each variable in the datasets could be easily performed through the adoption of the Expectation Maximization (EM) algorithm. The EM algorithm [9] could be adopted for learning the mean and the standard deviation/variance. The EM algorithm generalizes the maximum likelihood model assuming an incomplete dataset. It tries to find the parameters that maximize the log probability \(\log P (x; \theta)\) on top of a set of data. A number of sub-problems are selected in a way that their solutions \(\hat{\theta}_1, \hat{\theta}_2, \ldots\) guarantee the convergence to a local optimum of the aforementioned function \(\log P (x; \theta)\). The process involves two steps: (a) the expectation step (E-step); (b) the maximization step (M-step). In the E-step, a function \(g\) is selected that bounds \(\log P (x; \theta)\) everywhere with

\[
g (\hat{\theta}_k) = \log P (x; \hat{\theta}_k) \tag{4}
\]

In the M-step, the algorithm moves to a different parameter/solution, say \(\hat{\theta}_{k+1}\), that maximizes the function \(g\). As the new parameter maximizes \(g\) and \(g\) bounds \(\log P (x; \theta)\), the following equation holds true:

\[
\log P (x; \theta_k) = g (\hat{\theta}_k) \leq g (\hat{\theta}_{k+1}) = \log P (x; \theta_{k+1}) \tag{5}
\]

The EM algorithm is applied in each partition and estimates the mean \(\mu_i, i = 1, 2, \ldots, N\) and can be easily extended for multivariate data.

4.2 The selection process

For selecting the appropriate partition where \(x\) will be allocated, we propose the use of a Type-2 FL controller [44]. It should be noted that the adopted controller accompanied by its knowledge base (in terms of rules) is triggered just after the decision for the acceptance of \(x\). It does not require any initialization process but just to feed it with the envisioned inputs. A Type-2 FL controller is an FL controller that adopts Type-2 fuzzy sets in the definition of membership functions for each input and output variable. Membership functions in a Type-2 FL controller are intervals defining the upper and the lower bounds for each fuzzy set [23] (explained later). The area between the two bounds is referred to as Footprint of Uncertainty (FoU). The controller defines the knowledge base of the proposed scheme in the form of a set of Fuzzy Rules (FRs). Such FRs try to manage the uncertainty related to if \(x\) closely matches to each partition \(D_i\). FRs refer to a non-linear mapping between two inputs: (1) \(P(x, D_i)\) and (2) \(L_\infty(x, D_i)\) and a single output, i.e., the \(\omega_i\). The antecedent part of FRs is a (fuzzy) conjunction of inputs and the consequent part of the FRs is the \(\beta\) parameter indicating the belief that an event actually occurs, i.e., the belief that a specific partition should host \(x\). The proposed FRs have the following structure: \textbf{IF} \(P(x, D_i)\) is \(A_{1k}\) \textbf{AND} \(L_\infty(x, D_i)\) is \(A_{2k}\) \textbf{THEN}
$\omega_i$ is $B_k$, where $A_{1k}$, $A_{2k}$ and $B_k$ are membership functions for the $k$-th FR mapping $P(x, D_i)$, $L_\infty(x, D_i)$ and $\omega_i$ (values into unity intervals), by characterizing their values through the terms: low, medium, and high. $A_{1k}$, $A_{2k}$ and $B_k$ are represented by two membership functions corresponding to lower and upper bounds [23]. For instance, the term ‘high’, whose membership for $P(x, D_i)$ is a number $z(P(x, D_i))$, is represented by two membership functions. Hence, $P(x, D_i)$ is assigned to an interval $[z_L(P(x, D_i)), z_U(P(x, D_i))])$ corresponding to a lower and an upper membership function $z_L$ and $z_U$, respectively. The interval areas $[z_L(P(x, D_i)_j), z_U(P(x, D_i)_j)]$ for each $P(x, D_i)_j$ reflect the uncertainty in defining the term, e.g., ‘high’, useful to determine the exact membership function for each term.

Without loss of generality, we assume that $P(x, D_i), L_\infty(x, D_i) \in [0, 1]$. We also define $\omega_i \in [0, 1]$. A $\omega_i$ close to unity denotes the case where the corresponding partition is similar with the incoming vector $x$. The opposite stands when $\omega_i$ tends to zero. The aim of the proposed mechanism is to secure that the distribution of the data will not be considerably changed. The envisioned PIS is responsible to deliver the most appropriate partition where a vector will be stored. PIS’s inputs are related to the statistical similarity between the incoming vector and the available partitions. Hence, the proposed module decides having the goal of keeping the changes in the distribution of the data limited as it allocates the incoming vectors to the most similar datasets. For inputs and the output, we consider three linguistic terms: Low, Medium, and High. Low represents that a variable (input or output) is close to zero, while High depicts the case where a variable is close to one. Medium depicts the case where the variable is around 0.5. For each term, human experts define the upper and the lower membership functions. Here, we consider triangular membership functions as they are widely adopted in the literature.

In Table 1, we present the adopted knowledge base (i.e., the set of FRs). The discussed Table presents the FL rules that define the basis for extracting $\omega_i$ based on two inputs, i.e., $P(x, D_i), L_\infty(x, D_i)$. For instance, when the probability $P(x, D_i)$ is low and the distance between the $x$ and the $i$th dataset $L_\infty(x, D_i)$ is also low, then $\omega_i$ will be low as well. The reason is that in this case, there is limited probability to have $x$ produced by the $i$th dataset, thus, the $i$th dataset should not a candidate for hosting $x$. FL rules can be defined either manually by experts in the domain or can be extracted through automated generation algorithms like those presented in [4]. However, the automated generation of rules has the prerequisite of the appropriate dataset containing numerical values for the ‘combinations’ of the adopted input variables. Every FR is a combination of the FL sets depicted by the aforementioned linguistic values. The proposed system calculates the firing strength of each FR to, finally, calculate the linguistic value of $\omega_i$ (which is, then, defuzzified to a real number). The reception of $x$ triggers the AVDS to calculate $P(x, D_i)$ and $L_\infty(x, D_i)$ and feed them to the controller (that is the core part of PIS). Initially, the calculation of the interval (based on the membership functions) for each input takes place followed by the calculation of the active interval of each FR. Afterwards, the controller combines the active interval of each FR and the corresponding consequent. Finally, the defuzzification phase

---

1 Defuzzification is the process of producing a quantifiable result in FL, given fuzzy sets and the corresponding membership degrees.
produces a crisp value (i.e., a real value) for $\omega_i$. The most common method for ‘type reduction’ is the \textit{center of sets type reducer} [24]. Our mechanism collects the realization of the matches $\omega_i, i = 1, 2, \ldots, N$ and derives the highest value $\alpha = \max_{\omega_i} \omega_i$ accompanied by the index of the corresponding partition. This partition will finally host the incoming vector $x$.

5 Experimental evaluation

5.1 Performance metrics and simulation set-up

We report on the performance of the proposed mechanism through the adoption of a set of performance metrics. Our main target is to reveal the ‘solidity’ of the datasets as realized after the management of multiple vectors. A high ‘solidity’ depicts a low error in the data present in each partition. According to [41], erroneous data can heavily affect analysis, leading to biased inference. Hence, in this paper, we consider that the quality of the data is represented by the data accuracy, i.e., the lowest possible error among the data and, thus, the lowest possible error between the incoming vectors and the available partitions. Actually, in our paper, accuracy is defined by the closeness to the already present values. In our evaluation plan, for identifying the quality of the data stored in each partition, we rely on statistical metrics like the standard deviation. Standard deviation is a measure of the dispersion of a dataset from its mean (i.e., error between the data as depicted by the mean). A low value of the standard deviation shows that data are around their mean, thus, a high ‘solidity’ is identified.

Initially, we focus on the standard deviation of each dataset, i.e.,

$$s = \sqrt{\frac{\sum_{i=1}^{\mid D\mid} (x_i - \mu)^2}{|D| - 1}}$$

$s$ is calculated after the management of the incoming vectors and separately for each variable. At pre-defined intervals, we calculate the standard deviation for each variable incorporated in the datasets. We also provide results for the probability density
estimation (pde) of \( s \) to reveal the ‘solidity’ of each dataset. The pde is delivered on top of the standard deviation values as calculated in our experiments. \( s \) quantifies the amount of dispersion of the resulted datasets. A low value for \( s \) depicts a solid dataset where the included vectors exhibit low difference between each other. \( s \) will be low when the incoming vectors are allocated in datasets with which they exhibit a low distance.

The metric \( \delta \) depicts the percentage of the correct allocations as realized through the distance between the incoming vectors and the statistics of the selected partition. \( \delta \) is defined as follows:

\[
\delta = \frac{\mid \psi < \epsilon \mid}{E}
\]

where \( \psi \) is the distance between the accepted vector and the selected partition and \( \epsilon \) is a pre-defined threshold adopted to consider a low distance. When \( \epsilon \) is met, the accepted vector and the selected partition are considered as close (low distance). In the aforementioned equation, \( E \) is the the total number of the accepted vectors. The best performance is achieved when \( \delta \rightarrow 1.0 \).

In addition, we adopt the metric \( \gamma \) that represents the percentage of the partition checks that are necessary to place the incoming vectors. The following equation holds true:

\[
\gamma = \frac{\xi}{E}
\]

where \( \xi \) is the number of the necessary partition checks (recall that \( E \) is the the total number of the accepted vectors). \( \gamma \) depicts the number of vectors that should be allocated in another partition from that they are initially reported.

We adopt two types of datasets, i.e., a synthetic and a real. The synthetic trace is generated through the adoption of the Gaussian distribution. We simulate the production of 10,000 vectors and randomly select in the interval \([1, N]\) the initial partition where each vector is reported. For each variable in the incoming vector, we generate a random value in the interval \([0, 100]\). The real dataset comes from National Agency for New Technologies, Energy and Sustainable Economic Development.\(^2\) The dataset contains 9358 instances of hourly averaged responses from an array of 5 metal oxide chemical sensors embedded in an Air Quality Chemical Multisensor Device. Data were recorded from March 2004 to February 2005 (1 year) representing the longest freely available recordings of on field deployed air quality chemical sensor responses. From this dataset, we adopt the measurements of four parameters, i.e., hourly averaged concentration \( \text{CO} \), temperature in Celsius, relative humidity and absolute humidity. We consider that each parameter corresponds to a partition where the collected values should be finally allocated. As the initial partitions are only four, we replicate them to deliver a dataset that contains more partitions. In each round of the performed simulations, we randomly select (1) a random trace from the available; (2) a random row in this trace and we reason about the acceptance and the allocation of the selected row.

\(^2\) http://archive.ics.uci.edu/ml/datasets/Air+Quality.
The initialization of the proposed scheme refers to the separation of the adopted traces in a number of datasets/partitions. As far as the FL controller concerns, we define the membership functions and the FL rules adopting the Juzzy Fuzzy Logic toolkit [45] as depicted by the Table 1. We perform an extensive set of simulations for $N \in \{5, 10, 50, 100\}$ and report on our results. We simulate the exchange of the mean and variance vectors through the adoption of the $\phi$ parameter. We consider that $\phi \in \{0.2, 0.8\}$. Mean and variance vectors are exchanged in the network with probability $\phi$. When $\phi = 0.2$, we simulate a low exchange rate, i.e., the mean and variance vectors are not frequently exchanged between the partitions. It becomes obvious that a low exchange rate limits the number of messages in the network, however, a low $\phi$ may have consequences in the statistical measurements performed by the proposed mechanism. When $\phi = 0.8$, the exchange rate is high and it leads to an increased number of messages in the network.

5.2 Performance assessment

The first set of our experiments involve the synthetic dataset. In Fig. 3, we present our results concerning the pde of $s$ for $N = 10$. We observe that the higher the $\phi$ is the lower the $s$ becomes. This means that an increment in $\phi$ leads to low dispersion of the vectors allocated in each partition. In Fig. 4, we increase the number of partitions and get $N = 50$. Now, a high $\phi$ makes the results to be dispersed in the entire interval while a low $\phi$ ‘concentrates’ $s$ around 5.0. When we get $N = 100$ (see Fig. 5), the increment in $\phi$ makes $s$ to be concentrated around 10.0. In general, a low number of partitions leads to a low dispersion in the vectors allocated in each partition. The reason is that the ‘choices’ for storing the incoming vectors are limited, thus, the proposed mechanism copes to allocate the data into the appropriate partitions. The adopted FL controller manages to derive the right partition minimizing the variation in the allocated vectors. A low number of partitions leads to a high number of vectors included in each partition with ‘positive effects’ in the statistical measurements. More accurate statistical results are delivered and, consequently, the FL controller may derive partitions with high similarity with the incoming vectors. When the number of the partitions is high, there is an increased possibility of having multiple datasets that may be ‘similar’ to the incoming vectors, thus, the final allocation leads to partitions containing a low number of vectors which may increase the dispersion of the involved data. The performance of the proposed PIS module is affected by the FL controller and its fuzzy rules. Fuzzy rules are responsible to deliver the final decision related to the partition where a vector should be placed. Hence, the design of the rules is crucial. In our future research plans, we aim to provide a model that is based on the automatic generation of fuzzy rules based on numerical values as well as in the involvement of more variables in the FL controller. Hence, the final decision will not be based only on the distance between the incoming vectors and the available partitions but also on other aspects of the problem (e.g., the cardinality of each partition).

We report on the comparison between the proposed model and an outlier detection scheme. As we focus on the performance of the ‘outlier detection aspect’ of the proposed model (the first part of our scheme), we rely on a single variable for the
Fig. 3  The pde of $s (N = 10)$

Fig. 4  The pde of $s (N = 50)$

Fig. 5  The pde of $s (N = 100)$
evaluation. We compare our model with the CumSum algorithm [30] that is widely adopted for outliers detection. We focus on the synthetic trace and perform experiments for \( N \in \{10, 50, 100\} \). Recall that the synthetic trace involves 10,000 vectors with random values for each variable. Our scheme’s results incorporate 9405, 1526 and 430 outliers for \( N \in \{10, 50, 100\} \), respectively. The results of the CumSum are 9932, 9924 and 9908 outliers for the same \( N \) realizations. The CumSum algorithm exhibits worse performance (as it characterizes the majority of data as outliers) than the proposed model as it relies on the difference of the incoming vectors with the distribution of the mean values as calculated in each partition. The adoption of a dataset that corresponds to a very dynamic environment (as depicted by the synthetic trace) where values change continuously, it negatively affects the performance of the CumSum. The proposed model is positively affected by the increased \( N \). The number of vectors characterized as outliers is limited (compared to the total number of vectors) when \( N \to 100 \).

We report on the number of correct allocations for two scenarios: (a) when a single variable is the case; (b) when multiple variables form each incoming vector. Figure 6 presents our results for the single variable experimental scenario while Fig. 7 depicts the results for the multiple variables scenario. In the single variable scenario, we observe that the increased exchange rate of mean and variance vectors positively affects the performance. In such cases, \( \delta \) increases together with \( N \). When \( \phi = 0.2 \), there are fluctuations in the \( \delta \) realizations when we focus on increments in the number of partitions. The low exchange rate may ruin the statistics of each partition as partitions are not updated for the mean and variance measures on their peers. Hence, the final decisions may be taken on top of obsolete statistics leading to sub-optimal solutions. In addition, we observe the opposite behavior when we focus on multiple variables. \( \delta \) decreases as \( N \to 100 \) when \( \phi = 0.8 \) while it increases for a high \( N \) and \( \phi = 0.2 \). This behavior shows us that the proposed mechanism is heavily affected by the number of variables and the probability that a vector ‘belongs’ to a partition. As described, the final probability, for each partition, is the product of the single probabilities for each variable. This is a ‘strict’ model that may be affected by the probability of just a single variable. Assume a vector with three variables. Let the probability for the two variables be equal to 1.0 and the probability of the third variable be equal to 0.5. The final result is 0.5. An intelligent scheme for excluding variables from the calculations is in the first place of our research agenda. For instance, we may adopt principal component analysis techniques or other models for feature selection to identify the most significant variables in the incoming vectors. Such ‘important’ variables may be the basis for calculating the discussed probabilities, thus, limiting the search space.

In Figs. 8 and 9, we present our results for the \( \gamma \) metric. Recall that \( \gamma \) represents the number of the incoming vectors that match to another partition compared to the partition where they are initially reported. In our simulations, we produce the initial partition based on a very dynamic environment where any vector could be reported in any partition. Our results show that, in such cases, multiple checks/movements may be needed. This is more intense when we consider multiple variables in each vector. \( \gamma \) is equal to 100% which means that every reported vector is allocated in another partition compared to the partition of the initial presence. In the single variable scenario, \( \gamma \) increases as \( N \) increases no matter the value of \( \phi \). This is considered as natural due to
the Uniform distribution of the initial presence of each vector. It should be noted that an increased number of checks/movements will increase the messages circulated in the network. A mechanism that deals with the trade off between the storage of a vector locally and the cost for the movement in the final decision is left for future work.

The second part of our experiments focuses on the involvement of a real dataset. We replicate the initial dataset to produce multiple partitions and execute a set of simulations for \( N \in \{4, 15\} \). It should be noted that the initial dataset consists of four (4) partitions. Figures 10 and 11 depict the performance of the proposed mechanism as realized through the dispersion of data in each partition. We observe similar results for the two experimental scenarios \( (N = 4, N = 15) \). A low \( \phi \) leads to a higher \( s \) than in the scenario where \( \phi = 0.8 \). Recall that a low \( \phi \) negatively affects the final decision as it may be made on top of obsolete statistics.

Figure 12 reports on the performance of our mechanism concerning the \( \delta \) metric. No matter the \( \phi \) value, we observe a slight increment in \( \delta \). The increased number of partitions positively affects the performance of the proposed mechanism as more
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Fig. 8  γ Results for the synthetic trace (a single variable)

Fig. 9  γ Results for the synthetic trace (multiple variables)

Fig. 10  The pde of s for the real dataset (N = 4)
vectors are allocated in the correct partition. Finally, in Fig. 13, we present our results for the $\gamma$ metric. $\gamma$ increases as $N$ increases as well. In this experimental scenario, we observe a similar performance like in the evaluation with the synthetic dataset. However, in the real dataset scenario, $\gamma$ is not close to 100% meaning that there are vectors allocated in the partition where they are initially reported.

We evaluate our model concerning its robustness when communication failures are present. Communication problems affect the delivery of the statistical vectors that depict the data present in every node in the network. We perform simulations where $\lambda \in \{10\%, 50\%\}$ where $\lambda$ represents the percentage of lost statistical vectors due to communication problems. In these cases, the proposed mechanism does not update the statistical vectors of its peers and the envisioned decisions are taken on top of their most recent version. Our results are related to the synthetic trace. In Table 2, we present our outcomes for $\gamma$ and $\delta$ metrics. The $\delta$ results are lower than the results presented in the above discussed figures (e.g., Fig. 6) depicting how the model is affected by
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Fig. 13 $\gamma$ Results for the real trace

| $N$ | $\lambda = 10\%$ | $\lambda = 50\%$ |
|-----|----------------|------------------|
|     | $\gamma$ | $\delta$ | $\gamma$ | $\delta$ |
| 10  | 88.14    | 71.70   | 90.27    | 75.29    |
| 50  | 97.94    | 61.67   | 97.95    | 68.97    |
| 100 | 99.00    | 70.41   | 99.21    | 73.07    |

Table 2 Results when communication problems are present

the lost statistical vectors. However, the difference with the previous results is low. The proposed model can still allocate correctly the incoming vectors. Concerning the $\gamma$ results, we observe a similar behaviour as concluded in the above discussed figures. Comparing the results for different $\lambda$ realizations, we observe that when 50\% of the statistical vectors are lost, the majority of the incoming vectors will be placed in different partitions from the partition where they are initially reported. This result stands even for a low number of partitions (e.g., $N = 10$).

In order to compare our model with a centralized approach, we perform a set of experiments to deliver the time required for concluding the decision process for a single vector. Recall that the proposed model manages the incoming vectors at the time they are reported in a node. A centralized approach should wait to collect all the reported vectors, identify and eliminate the outliers and, finally, to separate data into a number of partitions. For centralized approaches, we focus on the summary of the time required for the last two steps (outliers detection and data separation). It becomes obvious that our model is not affected by the time required for the first step as the incoming vectors are processed immediately. Starting from the data separation techniques, in [13], we can see that the authors compare three data separation techniques. The first scheme is proposed by the authors and it firstly partitions the data along their feature space, and apply the parallel block coordinate descent algorithm for distributed computation; then, it continues to partition the data along the sample space, and adopt a novel matrix decomposition and combination approach for distributed processing. The authors evaluate the model for four (4) datasets; two of them are adopted for
classification purposes (D1, D2) and two are adopted for regression (D3, D4). The average time requirements (we provide the results depicting the time required per vector) are: (1) for D1: 1.61 s; (2) for D2: 0.0059 s; (3) for D3: 0.00059 s; (4) for D4: 0.00047 s. In addition, the authors provide results for two more models, i.e., the Parallelizing Support Vector Machines on Distributed Computers (P-SVM) model [46] and the Consensus-Based Distributed Support Vector Machines (CB-DSVM) model [11]. The results for the P-SVM are: (1) for D1: 0.0046 s; (2) for D2: 0.0139 s; (3) for D3: 0.0051 s; (4) for D4: 0.0044 s. The CB-SVM results are as follows: (1) for D1: 0.00064 s; (2) for D2: 0.0162 s; (3) for D3: 0.0027 s; (4) for D4: 0.0025 s. In the time required for data separation, we should add the time devoted to the pre-processing and the outliers detection steps. In [16], the authors provide a comparison for various outlier detection techniques. In these results, the average required time per vector fluctuates from 0.000023 to 0.00109 s. In our model, the total processing time per vector is 0.0036 s for the synthetic trace and 0.000075 s for the real trace. We observe that when we adopt the real trace, the proposed model outperforms all the aforementioned techniques.

6 Conclusions and future work

Current ICT applications involve huge volumes of data produced by numerous devices. Data are reported through streams and stored in multiple locations. For facilitating the parallel management, a number of data partitions are available where processing tasks are realized. Our effort aims to secure the quality of data stored in each partition through the management of data accuracy. We propose the use of a probabilistic and an uncertainty management mechanism that decides if the incoming data ‘fit’ to the available partitions. The uncertainty is managed through a fuzzy logic controller to derive the final decision related to the allocation of data. The proposed mechanism checks the similarity of the incoming data with the available partitions and if the accuracy is secured, it decides the appropriate partition where data will be allocated. Our mechanism is distributed, thus, the incoming data may be transferred to the correct partition. The proposed approach is characterized by simplicity while being capable of identifying the correct partition for placing the data. The aim is to reduce the dispersion of data, thus, to increase the accuracy and data quality. Our future research plans involve the definition of an intelligent scheme for selecting the most significant variables in the incoming data to reduce the dimensions and enhance the efficiency of the approach. In addition, the cost of the allocations will be studied especially when data should be transferred in another partition compared to the partition where they are initially reported. Our plans also involve the study of the trade off between the quality of data and the cost of the allocation in a remote partition.
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