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Abstract: In this contribution we present how to obtain explicit state space models in port-Hamiltonian form when a mixed finite element method is applied to a linear mechanical system with non-uniform boundary conditions. The key is to express the variational problem based on the principle of virtual power, with both the Dirichlet (velocity) and Neumann (stress) boundary conditions imposed in a weak sense. As a consequence, the formal skew-adjointness of the system operator becomes directly visible after integration by parts, and, after compatible FE discretization, the boundary degrees of freedom of both causalities appear as explicit inputs in the resulting state space model. The rationale behind our formulation is illustrated using a lumped parameter example, and numerical experiments on a one-dimensional rod show the properties of the approach in practice.
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1. INTRODUCTION

Port-Hamiltonian (PH) systems provide a framework for modeling, analysis and control of complex dynamical systems where the complexity can result from multi-physical domains and their couplings. Since several engineering problems are described by partial differential equations the theory of infinite-dimensional PH systems (van der Schaft and Maschke, 2002; Villegas, 2007; Jacob and Zwart, 2012) has become increasingly important in recent years. The progress in modeling different physical domains by means of the PH framework is documented in the review article Rashad et al. (2020). Also the possibilities and advantages of the PH formulation for structural mechanics have been presented in several articles see e.g. the recent works Brugnoli et al. (2020a) and Warsewa et al. (2021).

For the numerical approximation of distributed parameter PH systems, which is required for simulation and (late lumping) control design, various approaches have been developed in the past 20 years that aim at the preservation of the PH structur, see e.g. the overview in Kotyczka (2019). One of the most successful techniques is the partitioned finite element method (Farle et al., 2013; Cardoso-Ribeiro et al., 2020). If applied to a system of conservation/balance laws or the variational formulation of an elastic mechanical system, one half of the equations written in a weak form are integrated by parts. The choice of the partially integrated equation determines which boundary condition is satisfied in a weak sense and which type of input variables appears in the resulting finite dimensional control system.

With non-uniform boundary conditions (of both Neumann and Dirichlet type) the approaches presented until now do not immediately lead to an explicit state space model. The first method presented in Brugnoli et al. (2020b) employs Lagrange multipliers and leads to a differential-algebraic finite-dimensional PH system. The second one is based on the virtual decomposition of the domain to interconnect models with different causalities. A mixed finite element approach, which leads to the desired explicit state space models with non-uniform causality is introduced in Kotyczka et al. (2018). There, however, the choice of original finite element spaces requires (tunable) power-preserving mappings to define the discrete states.

In this article, we show how to obtain explicit FE models with both inputs and a skew-symmetric interconnection matrix as a visible expression of energy routing in PH systems. We employ the principle of virtual power with weak imposition of boundary conditions, reminiscent of the Hellinger-Reissner variational principle (Lu et al., 2019). An advantage of the resulting explicit state space representations is the direct applicability of well-established order reduction techniques for ODE control models.

This article starts with the elastodynamics partial differential equations (PDEs) in Section 2. In Section 3, we demonstrate the weak formulation based on the principle of virtual power and the discretization process. In Section 4, the formulation is illustrated with a one-dimensional rod under Dirichlet-Neumann boundary conditions and its finite-dimensional (approximate) counterpart, a mass-spring chain. Section 5 shows numerical results, and Section 6 gives some short conclusions.
2. PRELIMINARIES

This section recalls the first-order (port-)Hamiltonian representation of the linear elastodynamics PDE

\[ \rho \ddot{u} - D^T E \dot{u} = 0 \]  

(1)

on a three dimensional domain \( \Omega \subset \mathbb{R}^3 \) in vector notation (Zienkiewicz et al., 2005; Brugnoli et al., 2020a). The total energy is

\[ H(u, \dot{u}) = \frac{1}{2} \int_{\Omega} \dot{u}^T \dot{\rho} \ddot{u} + (Du)^T E Du \ d\Omega \]  

(2)

with the displacements

\[ u = [u_1 \ u_2 \ u_3]^T \in \mathbb{R}^3 \]  

(3)

from an undeformed configuration and the velocities \( \dot{u} \in \mathbb{R}^3 \), the constant mass density \( \rho \in \mathbb{R} \), the spatial differentiation operator

\[ D = \begin{bmatrix} \frac{\partial}{\partial x_1} & 0 & 0 \\ 0 & \frac{\partial}{\partial x_2} & 0 \\ 0 & 0 & \frac{\partial}{\partial x_3} \end{bmatrix} \]  

(4)

and the matrix of Hooke’s law elastic coefficients

\[ E = \begin{bmatrix} \lambda + 2G & \lambda & 0 & 0 & 0 \\ \lambda & \lambda + 2G & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{bmatrix} \in \mathbb{R}^{6 \times 6} \]  

(5)

where \( \lambda \in \mathbb{R} \) and \( G \in \mathbb{R} \) are known as Lamé coefficients. Since the strains and stresses are symmetric tensors, they can be represented as a strain vector

\[ \epsilon = \begin{bmatrix} \epsilon_{11} & \epsilon_{12} & \epsilon_{13} & \gamma_{12} & \gamma_{23} & \gamma_{13} \end{bmatrix} \in \mathbb{R}^6 \]  

(6)

and a stress vector

\[ \sigma = \begin{bmatrix} \sigma_{11} & \sigma_{22} & \sigma_{33} & \sigma_{12} & \sigma_{23} & \sigma_{13} \end{bmatrix} \in \mathbb{R}^6 \]  

(7)

Notation. All field quantities depend on the spatial coordinate \( x \in \mathbb{R}^3 \) and the time \( t \in \mathbb{R} \), which we omit for brevity.

Port-Hamiltonian model. Defining the vectors of linear momenta \( p \in \mathbb{R}^3 \) and strains \( \epsilon \in \mathbb{R}^6 \),

\[ p = \rho \dot{u} \]  

(8)

\[ \epsilon = D \dot{u} \]  

(9)

as energy variables (or states), the Hamiltonian (2) can be rewritten as \( H(p, \epsilon) \). We obtain the fields of co-energy quantities (efforts, co-states) velocity \( v \in \mathbb{R}^3 \) and stress \( \sigma \in \mathbb{R}^6 \) from \( H(p, \epsilon) \) applying the variational derivative,

\[ v = \dot{u} = \left( \frac{\delta H(p, \epsilon)}{\delta p} \right)^T \]  

(10)

\[ \sigma = E \epsilon = \left( \frac{\delta H(p, \epsilon)}{\delta \epsilon} \right)^T \]  

(11)

Now Eq. (1) can be written in a first order co-energy representation

\[ \dot{\rho} v = D^T \sigma \]  

(12a)

\[ E^{-1} \dot{\sigma} = D v \]  

(12b)

or summarized,

\[ \begin{bmatrix} \rho I & 0 \\ 0 & E^{-1} \end{bmatrix} \begin{bmatrix} \dot{\rho} \\ \dot{\sigma} \end{bmatrix} = \begin{bmatrix} 0 & D^T \\ D & 0 \end{bmatrix} \begin{bmatrix} v \\ \sigma \end{bmatrix} \]  

(13)

with a s.p.d. matrix on the left, and a formally skew-adjoint differential operator matrix on the right.

Boundary conditions. Since this article focuses on non-uniform boundary conditions the boundary \( \partial \Omega = \Sigma_D \cup \Sigma_N \) is split into two subsets on which the Neumann and Dirichlet boundary condition are applied. The Neumann condition

\[ N^T \sigma = \bar{\tau} \text{ on } \Sigma_N \]  

(14)

with the applied surface traction \( \bar{\tau} \in \mathbb{R}^3 \) and the matrix

\[ N^T = \begin{bmatrix} n_1 & 0 & 0 & 0 & n_2 & 0 & n_3 & 0 \end{bmatrix} \in \mathbb{R}^{3 \times 6} \]  

(15)

containing the outward normal vector direction components of the surface results form the infinitesimal equilibrium at the surface. The Dirichlet condition

\[ v = \bar{v} \text{ on } \Sigma_D \]  

(16)

imposes the desired velocity \( \bar{v} \in \mathbb{R}^3 \) on the surface. Differentiating \( H(v, \sigma) \) in time, and exploiting the definition of effort variables gives the power balance / conservation law for energy

\[ \dot{H} = \int_{\partial \Omega} v^T N^T \sigma \ d\partial \Omega \]  

\[ = \int_{\Sigma_D} \bar{v}^T \sigma d\Sigma_D + \int_{\Sigma_N} v^T N^T \sigma d\Sigma_N \]  

(17)

The surface traction and the velocity field on \( \partial \Omega \) are the boundary port variables, their pairing gives the power supplied to the domain \( \Omega \). Their causality is opposite on the Neumann and the Dirichlet boundary.

3. MAIN RESULTS

In this section we derive the finite dimensional PH system of the elastodynamics equations based on the partitioned finite element method (Cardoso-Ribeiro et al., 2020). By a careful formulation of the problem in weak form we ensure that the structural power balance is immediately visible in the form of the resulting matrices.

3.1 Weak form

We start with (12) written in the weak form

\[ \delta P_v = \int_\Omega \delta \nu^T \rho \dot{\nu} - \delta \nu^T D^T \sigma \ d\Omega + \int_{\Sigma_N} \delta \nu^T (N^T \sigma - \bar{\tau}) d\Sigma_N = 0 \]  

(18a)

\[ \delta P_\sigma = \int_\Omega \delta \sigma^T E^{-1} \dot{\sigma} - \delta \sigma^T D v \ d\Omega + \int_{\Sigma_D} \delta \sigma^T N (v - \bar{v}) d\Sigma_D = 0 \]  

(18b)

with the test functions \( \delta v \) and \( \delta \sigma \), and including the boundary conditions (14), (16). Equation (18a) represents the residual of the momentum balance equation on \( \Omega \) and the Neumann boundary, (18b) represents the residual of the kinematic equation on \( \Omega \) and the Dirichlet boundary.
The test functions $\delta \dot{v}$ and $\delta \sigma$ give a nice interpretation in terms of virtual power, when paired (involving integration) with velocities and stresses.

**Remark 1.** The structure of (18) is reminiscent of the **Hellinger-Reissner** principle, where Dirichlet boundary conditions can also be imposed weakly (Lu et al., 2019).

### 3.2 Discretization

**Theorem 2.** The mixed Galerkin discretization of (13) with Neumann and Dirichlet boundary conditions (14) and (16) based on the weak formulation (18) and using trial and test functions from the same bases,

$$v(x,t) = \phi(x)^{T}\dot{v}(t), \quad \delta v(x) = \phi(x)^{T}\delta \dot{v},$$  
$$\sigma(x,t) = \psi(x)^{T}\dot{\sigma}(t), \quad \delta \sigma(x) = \psi(x)^{T}\delta \dot{\sigma},$$  
$$\tau(x,t) = \zeta(x)^{T}\ddot{t}(t), \quad \nu(x,t) = \zeta(x)^{T}\dot{\nu}(t),$$

leads to the explicit PH state space model in co-energy form  \(^{1}\)

$$M \ddot{\hat{v}} + G \dot{\hat{v}} = [\begin{bmatrix} M_e & 0 & \hat{\phi} \\ 0 & M_{\sigma} & \hat{\psi} \\ G_v & 0 & \hat{\phi} \end{bmatrix}] \hat{v} + [\begin{bmatrix} G_{\psi} \sigma \\ \phi \end{bmatrix}] \hat{\psi}$$  
$$\dot{\hat{\psi}} = [\begin{bmatrix} G_{v}^T & 0 & \hat{\psi} \\ 0 & G_{\sigma}^T & \hat{\psi} \end{bmatrix}] \hat{\psi} + \begin{bmatrix} \dot{\phi} \\ \dot{\psi} \end{bmatrix},$$

where $\hat{v}$ is the approximate Hamiltonian

$$\hat{H} = \frac{1}{2} \hat{v}^{T}M \hat{v}. \quad (24)$$

The sub-matrices are given by

$$M_e = \int_{\Omega} \phi \rho \dot{v}^{T} d\Omega \quad (25)$$  
$$M_{\sigma} = \int_{\Omega} \psi E^{-1} \dot{\sigma}^{T} d\Omega \quad (26)$$  
$$K = \int_{\Omega} ((D\phi)^{T} \dot{\psi}^{T} d\Omega - \int_{\Sigma_D} \phi \phi'^{T} \Psi \Psi' d\Sigma_D \quad (27)$$  
$$G_v = \int_{\Omega} \phi \dot{\phi}^{T} d\Sigma_N \quad (28)$$  
$$G_{\sigma} = \int_{\Sigma_D} \phi \phi'^{T} d\Sigma_D. \quad (29)$$

**Proof.** After integration by parts of (18a), the weak form can be written as

$$\delta P_e = \int_{\Omega} \delta v^{T} \rho \dot{v} + (D\delta v)^{T} \sigma d\Omega - \int_{\partial\Omega} \delta v^{T}(N^{T} \sigma - \tau) dS_N = 0, \quad (30a)$$  
$$\delta P_{\sigma} = \int_{\Omega} \delta \sigma^{T} E^{-1} \dot{\sigma} - \delta \sigma^{T} F d\Omega + \int_{\Sigma_D} \delta \sigma^{T} N(v - \nu) d\Sigma_D = 0. \quad (30b)$$

Splitting the second integral in (30a) into the parts on $\Sigma_N$ and $\Sigma_D$, we get

$$\delta P_e = \int_{\Omega} \delta v^{T} \rho \dot{v} + (D\delta v)^{T} \sigma d\Omega - \int_{\partial\Omega} \delta v^{T}(N^{T} \sigma - \tau) dS_N \quad (31a)$$  
$$- \int_{\Sigma_D} \delta \sigma^{T} N^{T} \sigma d\Sigma_D - \int_{\Sigma_N} \delta v^{T} \tau d\Sigma_N = 0,$$

$$\delta P_{\sigma} = \int_{\Omega} \delta \sigma^{T} E^{-1} \dot{\sigma} - \delta \sigma^{T} F d\Omega + \int_{\Sigma_D} \delta \sigma^{T} N \nu d\Sigma_D = 0. \quad (31b)$$

The second and third terms already suggest the appearance of a (formally) skew-adjoint operator, which will turn to a skew-symmetric interconnection matrix in the discretized model.

(31a) represents the well-known balance between the negative internal virtual $\delta P_{int}$ and external power $\delta P_{ext}$. The virtual power includes the virtual work due to inertia and virtual stress power. $\delta P_{ext}$ describes the virtual power due to external forces. (31b) follows by the principle of virtual forces and fulfills the kinematic equation and the Dirichlet condition. Because the vector $\nu$ due to the Dirichlet boundary conditions is applied in a weak sense, the space of virtual velocities $\delta \nu$ will not be restricted due to the constraints resulting from the Dirichlet boundary conditions. Therefore, the term $\int_{\Sigma_D} \delta v^{T} N^{T} \sigma d\Sigma_D \neq 0$ representing reaction forces – being compatible with the Dirichlet constraints – does not vanish compared to the case of strong Dirichlet conditions, where $\int_{\Sigma_D} \delta v^{T} N^{T} \sigma d\Sigma_D = 0$ due to the principle of d’Alembert. Section 4 will illustrate this idea using a simple example.

Inserting the test and trial functions according to (19), (31) turns to

$$\delta P_e = \int_{\Omega} \delta v^{T} \rho \dot{v} + (D\delta v)^{T} \sigma d\Omega - \int_{\partial\Omega} \delta v^{T}(N^{T} \sigma - \tau) dS_N \quad (32a)$$  
$$- \int_{\Sigma_D} \delta \sigma^{T} N^{T} \sigma d\Sigma_D - \int_{\Sigma_N} \delta v^{T} \tau d\Sigma_N = 0,$$

$$\delta P_{\sigma} = \int_{\Omega} \delta \sigma^{T} E^{-1} \dot{\sigma} - \delta \sigma^{T} F d\Omega + \int_{\Sigma_D} \delta \sigma^{T} N \nu d\Sigma_D \quad (32b)$$

Since all quantities not depending on the spatial coordinates $x$ can be taken out of the integral, and the equations must hold for all $\delta \nu$ and $\delta \sigma$, we obtain the resulting set of ODEs (22) with matrices (25)–(29).

Inserting the approximation of the co-energy variables in $H(u, \dot{u})$ according to (2) with $E Du = \sigma$ and $\dot{u} = \dot{v}$, yields

$$\dot{H} = \frac{1}{2} \int_{\Omega} \dot{\phi} \rho \dot{\phi}^{T} \dot{\sigma} + \phi' \psi E^{-1} \dot{\psi} \dot{\sigma} d\Omega, \quad (33)$$

or, written in compact form, (24).

From the time derivative of the discretized energy,
\[
\dot{H} = \delta^T G_\sigma \dot{\tau} + \delta^T G_{\sigma \dot{v}}, \tag{34}
\]
we obtain the natural definition of the discrete power-conjugated outputs (23).

**Remark 3.** Integration by parts of (18b) is also an option to get a discrete PH system. Nevertheless, the spatial derivative operator \(D\) restricts the choice of the basis functions for \(\sigma\) in this case.

**Remark 4.** A mixed formulation (18) can lead to higher accuracy compared to single field principles (Zienkiewicz et al., 2005).

### 4. A ONE-DIMENSIONAL EXAMPLE

To illustrate that the approach of weak imposition of both types of boundary conditions has an intuitive interpretation also in finite dimension, we consider a one dimensional rod and the depicted mass-damper chain (with \(N = 2\) springs for simplicity) as its finite-dimensional counterpart.

#### 4.1 One-dimensional rod

First we consider a rod of length \(L\)

\[
\rho \ddot{v} = \frac{\partial \sigma}{\partial x} \tag{35a}
\]

with the energy variables momentum density \(p = \rho v\) and strain \(\varepsilon = \sigma/(EA)\) and the co-energy variables velocity \(v\) and normal force \(\sigma\). The boundary conditions are

\[
v(0, t) = \bar{v}, \quad \sigma(L, t) = \bar{\tau}. \tag{36a}
\]

Imposing them in weak form as described in Section 3.1 gives us for all variations \(\delta v(x)\) and \(\delta \sigma(x)\)

\[
\delta P_v = \int_0^L \delta v \rho \ddot{v} + \frac{\partial \delta v}{\partial x} \sigma \, dx + \delta v(0) \sigma(0) - \delta v(L) \bar{\tau} = 0, \tag{37}
\]

\[
\delta P_\sigma = \int_0^L \delta \sigma \frac{\dot{\sigma}}{EA} - \frac{\partial \delta v}{\partial x} \sigma \, dx + \delta F(0) \cdot (\ddot{v} - v(0)) = 0, \tag{38}
\]

which has a nice connection to the following finite-dimensional system.

#### 4.2 Spring-mass chain

For simplicity we consider \(N = 2\) springs and \(N + 1\) (mass) points at their terminals, see Fig. 1. The argumentation holds for arbitrary \(N\).

**Dirichlet and Neumann BCs.** If we impose a Dirichlet BC at a terminal point (here the left one, index 0), its mass is not considered in the lumped kinetic energy. The reason is that the velocity of the (mass) point is not derived from its kinetic energy, but directly imposed as a BC. For Neumann BC (here the right terminal), the input force specifies the value of the external force \(F_{N+1} = F_3\), which contributes to the acceleration of the corresponding mass.

**States and co-states.** With this convention we first set up the canonical states, the energies and the co-states for

\[
\begin{align*}
F_0 & \rightarrow v_0 = \dot{\nu} \\
F_1 & \rightarrow v_1 \\
F_2 & \rightarrow v_2 \\
F_3 & = \bar{\tau}
\end{align*}
\]

\[
\Delta q_1 = q_1 - q_0, \quad \Delta q_2 = q_2 - q_1.
\]

**Virtual power based on force variations.** We now consider the variations \(\delta F_1, \delta F_2\) of the restoring forces (which masses and springs as storage elements for kinetic and potential energy. With \(p_1, p_2\) the momenta of the masses, and \(\Delta q_1 = q_1 - q_0, \Delta q_2 = q_2 - q_1\) the elongations of the springs from their undeformed state, the total energy is

\[
H(p, \Delta q) = \sum_{i=1}^2 \frac{1}{2m_i} p_i^2 + \sum_{i=1}^2 \frac{1}{2} c_i \Delta q_i^2, \tag{39}
\]

with \(m_1\) and \(c_i, i = 1, 2\), masses and stiffnesses. The velocities \(v_1, v_2\) and the restoring spring forces \(F_1, F_2\), as shown in Fig. 1, are co-state or effort variables that are derived from the Hamiltonian:

\[
v_i = \frac{\partial H}{\partial \Delta q_i}, \quad F_i = \frac{\partial H}{\partial \Delta q_i}, \quad i = 1, 2. \tag{40}
\]

Virtual power based on velocity variations. We express two formulations of the principle of virtual power. The first is the virtual power balance based on virtual velocities \(v_{0v}, v_{1v}, v_{2v}\) (we allow for \(v_{0v} \neq 0\), as \(v_0\) is imposed only weakly):

\[
\delta P_v = -\delta P^m + \delta P^w = 0, \tag{41}
\]

where

\[
\delta P^m = \dot{p}_1 \delta v_1 + \dot{p}_2 \delta v_2 - f^m_1 \delta e_1^m - f^m_2 \delta e_2^m \tag{42}
\]

expresses the variation of power supplied to the kinetic energy storage elements (masses), and \(f^m_i = \dot{p}_i, \quad i = 1, 2\) are the canonical flows using a generator sign convention. On the contrary,

\[
\delta P^w_{\text{bc}} = (F_1 - F_0) \delta v_0 + (F_2 - F_1) \delta v_1 + (F_3 - F_2) \delta v_2 \tag{43}
\]

is the variation of the power injected to the remaining system and its environment at the locations of the masses. Specifying the right boundary force in a weak sense, \(\bar{\tau} = F_3\), and adding this expression to (41), we obtain after sorting terms,

\[
\delta P_v = (F_0 - F_1) \delta v_0 + (\dot{p}_1 + F_1 - F_2) \delta v_1 + (\dot{p}_2 + F_2 - \bar{\tau}) \delta v_2. \tag{45}
\]

Requiring the expression to vanish for all velocity variations, we recover the ODEs for the momenta of the masses and the expression for the reaction force at the left boundary. Note on the other hand that we can re-sort the terms on the right as

\[
\delta P_v = \sum_{i=1}^2 \left( \delta v_i \dot{\nu} + \delta \dot{v}_i F_i \right) + \delta v_0 F_0 - \delta v_2 \bar{\tau} = 0 \tag{46}
\]

with \(\Delta \dot{v}_i = \delta v_{i+1} - \delta v_i\), which is the discrete version of (37).
origin in variations $\delta \Delta q_1$, $\delta \Delta q_2$ and the resulting virtual power balance

$$\delta P_F = -\delta P^c + \delta P^F_{ic} = 0. \quad (47)$$

The term

$$\delta P^c = \Delta \dot{q}_1 \delta F_1 + \Delta \dot{q}_2 \delta F_2 = -f_1^1 \delta \epsilon_1^1 - f_2^2 \delta \epsilon_2^2 \quad (48)$$

represents the power variation supplied to the springs, while

$$\delta P^F_{ic} = -v_0 \delta F_1 + v_1 (\delta F_1 - \delta F_2) + v_2 \delta F_2 \quad (49)$$

is the power variation flowing to the rest of the system at the nodes. Adding the velocity boundary condition in weak form

$$(v_0 - \bar{\nu}) \delta F_1 = 0 \quad \forall \delta F_1, \quad (50)$$

to (47), we obtain (after a change of sign)

$$\delta P_F = \sum_{i=1}^{2} \delta F_i \Delta \dot{q}_i - \delta F_i (v_i - v_{i-1}) + \delta F_i (\bar{\nu} - v_0) = 0, \quad (51)$$

which is the discrete version of (38). Again, we re-sort the terms and obtain

$$\delta P_F = (\Delta \dot{q}_1 - v_1 + \bar{\nu}) \delta F_1 + (\Delta \dot{q}_2 + v_1 - v_2) \delta F_2 = 0, \quad (52)$$

from which, for arbitrary variations $\delta F_1$, $\delta F_2$ the ODEs for the elongations $\Delta q_1$, $\Delta q_2$ follow. With $\bar{\nu} = v_0 = \bar{\nu}$ and the initial values of $q_0$, $q_1$ and $q_2$, the motion of the system is completely determined.

5. NUMERICAL RESULTS

The performance of our approach is now demonstrated with a simple FEniCS simulation (Logg et al., 2012). Therefore, the one dimensional rod of Section 4.1 with the initial conditions

$$v(x, t = 0) = 0 \text{ m/s} \quad (53)$$

$$\sigma(x, t = 0) = 0 \text{ N} \quad (54)$$

is our benchmark system. The rod is first discretized with 100 and then with 200 elements, second order Lagrange polynomials for $\phi$ and first order discontinuous basis functions for $\psi$ leading in case of 100 elements to $\hat{\dot{\nu}} \in \mathbb{R}^{201}$ and $\hat{\sigma} \in \mathbb{R}^{200}$. This common choice results from a classic finite element approach for mechanical systems, where the displacements are usually discretized with Lagrange polynomials of order $\delta$ leading to discontinuous stresses of order $\delta - 1$ (see. (9) and (11)).

The benchmark system is simulated for $T = 10 \text{ ms}$ using the implicit midpoint rule and sampling time $\Delta T = 1 \cdot 10^{-3} \text{ ms}$. Further simulation parameters are listed in Table 1.

| Symbol | Value |
|--------|-------|
| $L$    | 1 m   |
| $\rho$ | 0.7850 kg/m |
| $E$    | 200 $\cdot 10^3$ N/mm$^2$ |
| $A$    | 100 mm$^2$ |
| $\bar{\nu}$ | 0 m/s |
| $\tau$ | $\forall t \leq 0.5 \text{ ms}$ $\tau = 1000 \text{ N}$ else $\tau = 0 \text{ N}$ |

Fig. 2 shows the Hamiltonian of the rod, which remains as expected constant for $t > 0.5 \text{ ms}$ up to machine precision. The energy introduced into the system results from the Neumann boundary condition. The energy residual (in the approximation spaces)

$$\Delta H = H - \int_0^t \nu \cdot \sigma(x = 0, t) \ dt - \int_0^t \nu(x = L, t) \cdot \tau \ dt \quad (55)$$

is shown in Fig. 3. Figures 4 and 5 illustrate compliance with the boundary conditions in a weak sense. For the sake of completeness, Fig. 6 shows the velocities at $x = L$. 

Fig. 2. Hamiltonian $H$ of the rod

Fig. 3. Energy residual $\Delta H$ according to (55)

Fig. 4. Dirichlet boundary condition. $v(x = 0, t)$ meets $\nu = 0$ in a weak sense.
Another point worth mentioning is the resulting eigenvalues of the discrete system compared to the exact ones. The first six scaled eigenvalues $\lambda = \frac{\rho EA}{\omega^2}$, where $\omega$ represents the eigenfrequencies of the conjugate complex eigenvalue pairs, are clarified in Table 2. The discretized system (22) has an additional eigenvalue in 0 due to the odd dimension of the skew-symmetric interconnection matrix $J$. This eigenvalue/-vector establishes an invariant out of a combination of some node velocities $\ddot{v}$.

| Number | computed (100 elements) | exact    |
|--------|--------------------------|----------|
| 1      | 0                        | -        |
| 2      | 2.4674                   | 2.4674   |
| 3      | 22.2067                  | 22.2066  |
| 4      | 61.6854                  | 61.6850  |
| 5      | 120.9042                 | 120.9027 |
| 6      | 199.8657                 | 199.8655 |

6. CONCLUSIONS

We presented a systematic approach for structure-preserving discretization of infinite dimensional mechanical systems with non-uniform boundary conditions. Our approach is motivated by the principle of virtual power and can be easily extended to other systems like systems of conservation/balance laws. The explicit nature of the result-

The authors thank Boris Lohmann, Tim Moser and Christopher Lerch for fruitful discussions.
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