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ABSTRACT

We present a new approach to solve the sparse approximation or best subset selection problem, namely find a \( k \)-sparse vector \( x \in \mathbb{R}^d \) that minimizes the \( \ell_2 \) residual \( \|Ax - y\|_2 \). We consider a regularized approach, whereby this residual is penalized by the non-convex trimmed lasso, defined as the \( \ell_1 \)-norm of \( x \) excluding its \( k \) largest-magnitude entries. We prove that the trimmed lasso has several appealing theoretical properties, and in particular derive sparse recovery guarantees assuming successful optimization of the penalized objective. Next, we show empirically that directly optimizing this objective can be quite challenging. Instead, we propose a surrogate for the trimmed lasso, called the generalized soft-min. This penalty smoothly interpolates between the classical lasso and the trimmed lasso, while taking into account all possible \( k \)-sparse patterns. The generalized soft-min penalty involves summation over \( \binom{d}{k} \) terms, yet we derive a polynomial-time algorithm to compute it. This, in turn, yields a practical method for the original sparse approximation problem. Via simulations, we demonstrate its competitive performance compared to current state of the art.

1 Introduction

Consider the sparse approximation or best subset selection problem: Given an \( n \times d \) matrix \( A \), a vector \( y \in \mathbb{R}^n \) and a sparsity parameter \( k \ll \min\{n,d\} \), solve

\[
\min_{x} \|Ax - y\|_2 \quad \text{s.t.} \quad \|x\|_0 \leq k.
\]

(P0)

The inverse problem (P0) and related variants play a key role in multiple fields. Examples include signal and image processing [21, 40, 63], compressed sensing [41, 47], medical imaging [61, 73], computer vision [86], high dimensional statistics [52], biology [87] and economics [20, 43]. While in few cases the sparsity level \( k \) is known, it often needs to be estimated. Typically one solves (P0) for several values of \( k \) and applies cross validation [83] or a model selection criterion. Here we focus on solving (P0) for a given value of \( k \).

Even though solving (P0) is NP-hard [37, 68], several approaches were developed to seek approximate solutions. One approach is to search for the best \( k \) variables greedily, adding one or several variables at a time, and possibly discarding some of the previously chosen ones. Examples include iterative thresholding, matching pursuit and forward-backward methods; see [16, 34, 38, 62, 66, 69, 70, 72, 75, 81] and references therein.

A different approach is to replace the constraint \( \|x\|_0 \leq k \) by a penalty term \( \rho(x) \), and instead of (P0) solve the regularized problem

\[
\min_{x} \frac{1}{2}\|Ax - y\|^2 + \lambda\rho(x).
\]

With few exceptions detailed below, most penalties are separable and do not depend on \( k \). For some scalar function \( f(x) \), they take the form \( \rho(x) = \sum_{i=1}^{d} f(x_i) \). A \( k \)-sparse solution can be obtained by tuning the penalty parameter
\( \lambda \) and projecting the obtained solutions to be \( k \)-sparse. The most popular penalty is the \( \ell_1 \) norm [32, 77]. Many fast algorithms were developed to optimize (1.1) with a convex \( \rho(x) \); see [6, 48, 88] and references therein.

In many practical settings, matching pursuit algorithms and the \( \ell_1 \)-penalty approaches may output solutions that are quite suboptimal for the original problem (P0). Thus, various nonconvex penalties have been proposed, such as \( \ell_p \) penalties with \( p < 1 \) [29, 45], minimax concave penalty [92], smoothly clipped absolute deviation [42, 56, 94] and the smoothed \( \ell_0 \) penalty [67]. For even better solutions to (P0), non-separable penalties were proposed [17, 76, 85, 90]. Local minima of these penalized objectives are often found by iteratively reweighted least squares (IRLS) [29, 31, 35, 44] or iteratively reweighted \( \ell_1 \) (IRL1) [28, 44, 46].

A different approach to (P0) is to pose it as a mixed integer program (MIP) and solve it globally; see for example [49, 3, 14]. MIP-based methods update both the current solution and a lower bound on the optimal objective. When the current objective equals this lower bound, the algorithm terminates with a certificate of global optimality. With vast improvements in algorithmic efficiency and computing power, this approach gained increased popularity, and various works illustrated its applicability to problems with thousands of variables [59, 12, 11, 64, 13]. Recently, [13] developed a cutting-plane method able to globally solve problems with \( d = 100000 \) variables in less than a minute, provided the sparsity \( k \) is not too high. MIP may also be combined with other approaches. One recent example is [53], whereby first a local optimum is found by coordinate descent, and then improved upon by a local combinatorial search, which replaces only a subset of the selected variables. This method is extremely fast and can handle problems with even a million variables or more. However, it is not guaranteed to find the globally optimal solution. Rather, it finds a local minimum that cannot be improved by replacing a small number of variables. Yet, as we demonstrate in Section 5, despite these significant advancements in MIP-based approaches, our proposed method can successfully handle challenging settings in practical time, where the above methods either take a prohibitive runtime, or find highly suboptimal solutions.

In this work we focus on the non-separable \textit{trimmed lasso} penalty \( \tau_k(x) \), whereby a candidate vector \( x \) is penalized by its \( \ell_1 \)-distance to the nearest \( k \)-sparse vector. Namely,

\[
\tau_k(x) = \sum_{i=k+1}^{d} |x|_{(i)},
\]

where \( |x|_{(1)} \geq |x|_{(2)} \geq \ldots \geq |x|_{(d)} \) are the absolute values of the entries of \( x \), sorted in decreasing order. The original problem (P0) is replaced by either the regularized problem

\[
\min_{x} F_{\lambda}(x) = \frac{1}{2} \|Ax - y\|_2^2 + \lambda \tau_k(x),
\]

or by the following variant, which involves the residual norm to the power 1 rather than 2,

\[
\min_{x} F_{\lambda}^{1}(x) = \|Ax - y\|_2 + \lambda \tau_k(x).
\]

An important property of the trimmed lasso is that it explicitly promotes the sparsity level \( k \) of the original problem (P0), with \( \tau_k(x) = 0 \) if and only if \( x \) is \( k \)-sparse. The penalty \( \tau_k(x) \) was discussed in [50, 79], who developed a difference-of-convex (DC) programming scheme to optimize (1.3). A closely related penalty that combines the lasso and the trimmed lasso was studied independently in [54], where a similar DC programming scheme was proposed. The name \textit{trimmed lasso} was coined by [10], who proposed an alternating direction method of multipliers (ADMM) scheme. Recently, [89] studied the statistical properties of the trimmed lasso and developed a block coordinate descent algorithm to optimize (1.3).

In this work we make several theoretical and algorithmic contributions towards solving the best subset selection problem (P0). First, in Section 2 we advocate solving (P0) by minimizing trimmed-lasso penalized objectives. In particular, we prove that for a sufficiently large penalty parameter \( \lambda \), the local minimizers of (1.3) and of (1.4) are \( k \)-sparse. Hence, the global minima coincide with those of the original problem (P0). Our results extend those of [50, 10]. Second, we present novel recovery guarantees when optimizing (1.3) or (1.4) for any positive \( \lambda \). Specifically, assuming that \( y = Ax_0 + e \), with \( x_0 \) approximately \( k \)-sparse, we study how well \( x_0 \) can be estimated by optimizing (1.3) or (1.4). We prove that even at low values of \( \lambda \), where optimal solutions of these problems may not coincide with those of (P0), \( x_0 \) can still be well-approximated by these solutions, with the recovery stable to the measurement error \( e \).

Our theoretical results motivate the development of practical methods to optimize the trimmed-lasso regularized objectives (1.3) and (1.4). Unfortunately, directly optimizing these objectives can be challenging. One of our key contributions is the development of a new method to solve (1.3) and (1.4). As we show in Section 5, our method is able to find solutions with significantly lower objective values than those computed by DC programming and ADMM.
In our approach we replace the trimmed lasso $\tau_k(x)$ by a surrogate penalty called the \textit{generalized soft-min} and denoted $\tau_{k,\gamma}(x)$. Our proposed penalty depends not only on the sparsity level $k$ but also on a smoothness parameter $\gamma$. As described in Section 3, $\tau_{k,\gamma}(x)$ has two important properties: First, for any finite $\gamma$, it is $C^\infty$-smooth as a function of $|x| = ([x_1], \ldots, [x_d])$. This facilitates the use of continuous optimization techniques. Second, as $\gamma$ increases, $\tau_{k,\gamma}(x)$ varies smoothly from the convex $\ell_1$-norm (at $\gamma = 0$) to the trimmed lasso (at $\gamma = \infty$). For any $\gamma > 0$, $\tau_{k,\gamma}(x)$ takes into account all $\binom{d}{k}$ sparsity patterns of $x$. Its naïve computation is thus intractable. Another important contribution, described in Section 4, is the development of a polynomial time algorithm to calculate it in $O(kd)$ operations.

Given the aforementioned properties of $\tau_{k,\gamma}$, in Section 3 we describe the following approach to solve the trimmed lasso penalized (1.3): We replace $\tau_k$ by $\tau_{k,\gamma}$, start from an easy convex problem at $\gamma = 0$, and smoothly transform it to (1.3) by increasing $\gamma$ towards infinity. At $\gamma = 0$, our penalty coincides with the lasso, leading to a convex problem. Next, we gradually increase $\gamma$ while tracing the path of solutions. At each intermediate $\gamma$, we optimize the corresponding objective by a majorization-minimization scheme, initialized at the solution found for the previous $\gamma$. Empirically, the resulting path of solutions often converges to a better solution of (1.3) than that obtained by directly optimizing (1.3) with the nonsmooth trimmed lasso.

Finally, we seek solutions to the original problem (P0) by solving (1.3) for several values of $\lambda$, followed by projecting each solution to the nearest $k$-sparse vector and solving a least-squares problem on its support. The $k$-sparse vector with the smallest residual norm $\|Ax - y\|_2$ is chosen. As we demonstrate empirically in Section 5, optimizing our smooth surrogate of the trimmed lasso yields state-of-the-art results in sparse recovery.

\textbf{Notations and Definitions} We denote by $a_i$ the $i$-th column of the $n \times d$ matrix $A$. We denote $[d] = \{1, \ldots, d\}$. For a scalar $x$, $[x]_+ = \max \{x, 0\}$ and $[x]_- = \max \{-x, 0\}$. For a vector $x$, $\Pi_k(x)$ is its $k$-sparse projection, namely the $k$-sparse vector closest to $x$ in $\ell_1$-norm, breaking ties arbitrarily. For a function $f : \mathbb{R}^d \to \mathbb{R}$, we denote its directional derivative at a point $x \in \mathbb{R}^d$ in direction $v \in \mathbb{R}^d$ by

$$\nabla_v f(x) = \lim_{t \searrow 0} \frac{f(x + tv) - f(x)}{t}.$$ 

\section{Theory for the trimmed lasso}

In this section we study the following two key theoretical questions related to the trimmed lasso penalty: (i) what is the relation between minimizers of (1.3) or (1.4) and those of the original problem (P0), and do the two coincide for sufficiently large $\lambda$? and (ii) assuming that $x_0$ is approximately $k$-sparse, can it be recovered from an observed vector $y = Ax_0 + e$ by optimizing problems (1.3) or (1.4)? The practical question of how to optimize (1.3) or (1.4) is addressed in Section 3. Proofs are in Appendix B.1.

\subsection{Penalty thresholds}

Denote by $\bar{\lambda}$ the threshold

$$\bar{\lambda} = \|y\|_2 \cdot \max_{i=1,\ldots,d} \|a_i\|_2.$$  

(2.1)

The following theorem shows that for large $\lambda$, problem (1.3) is intimately related to (P0).

\textbf{Theorem 2.1.} \textit{If $\lambda > \bar{\lambda}$, then any local minimum of (1.3) is $k$-sparse.}

A key implication of this theorem is that for $\lambda > \bar{\lambda}$, the optimal solutions of (P0) and (1.3) coincide. With some differences, similar results were proven in [10, 50]. In [50] the guarantee required the set of optimal solutions of (P0) to be bounded, and the threshold depends on this bound. Hence, in some cases, it may be larger than $\bar{\lambda}$. The authors of [10] proved a result similar to Theorem 2.1, with the same threshold $\lambda$, but for a trimmed-lasso regularized objective with an additional $\ell_1$-penalty term.

To derive an analogous result for problem (1.4), we introduce the following two thresholds

$$\lambda_a = \frac{\sigma_n(A)}{\sqrt{d - k}}, \quad \lambda_b = \max_{i=1,\ldots,d} \|a_i\|_2,$$  

(2.2)

where $\sigma_n(A)$ is the $n$-th singular value of $A$.

\textbf{Theorem 2.2.} \textit{Suppose that $\lambda > \lambda_b$. Then any local minimum of (1.4) is $k$-sparse.}
Suppose that the $n \times d$ matrix $A$, with $d \geq n$, is of full rank, so that $\lambda_n > 0$. Assume that $0 < \lambda < \lambda_n$. Then any local minimum $x^*$ of (1.4) satisfies $Ax^* = y$.

Theorem 2.2 implies that for $\lambda > \lambda_n$, the optimal solutions of the trimmed lasso objective (1.4) coincide with those of (P0). In contrast, by Theorem 2.3, for $\lambda < \lambda_n$ the trimmed lasso penalty has little effect, as the minimizers of the objective lie in the subspace of zero residual.

Theorem 2.1 seems to suggest that to solve (P0), one should optimize the trimmed lasso objective $F_\lambda$ with $\lambda > \lambda_n$. However, since $\tau_k$ is nonconvex, larger values of $\lambda$ increase the dominance of the nonconvex part of the objective, making it more difficult to optimize. The following theorem sheds further light on this difficulty, showing that for $\lambda \geq \bar{\lambda}$, the optimization landscape is riddled with poor local minima.

**Theorem 2.4.** Let $\Lambda \subset [d]$ be any index set of size $k$, and let $\hat{x}$ be the minimizer of $\|Ax - y\|_2$ over all vectors $x$ with $\text{supp}(x) \subseteq \Lambda$. If $\|\hat{x}\|_0 = k$, then it is a local minimum of $F_\lambda$, for any $\lambda \geq \bar{\lambda}$. The same claim holds for $F_{\lambda}^1$ with $\lambda \geq \lambda_b$.

Finally, regarding the power-1 case, our algorithm to minimize $F_{\lambda,\gamma}^1$, presented in Section 3, is guaranteed under mild assumptions to output the same solution for all $\lambda < \lambda_n$; see Appendix C.

In light of the above discussion and theorems, our strategy to solve (P0) is to minimize $F_\lambda$ or $F_{\lambda}^1$ for several values of $\lambda < \bar{\lambda}$ or $\lambda \in [\lambda_n, \lambda_b]$, respectively. As we discuss theoretically in the next subsection, an appealing property of the trimmed lasso is that even at low values of $\lambda$, where the solutions are not necessarily $k$-sparse, they may still be close to the optimal solution of (P0).

### 2.2 Sparse recovery guarantees

A fundamental and well-studied problem is the ability of various methods to recover a sparse vector $x_0$ from few linear and potentially noisy measurements; see [47, 40, 41] and references therein. Here we present sparse recovery guarantees for the trimmed lasso relaxations (1.3) and (1.4). Specifically, let $x_0 \in \mathbb{R}^d$ be approximately $k$-sparse, in the sense that $\tau_k(x_0) \ll \|x_0\|_1$. Given $A$ and $k$, our goal is to estimate $x_0$ from

$$y = Ax_0 + e,$$

where $e$ is an unknown measurement error. In our analysis, we consider an adversarial model, whereby do not make any probabilistic assumptions on $e$. Our bounds thus depend on $\|e\|_2$.

Without further assumptions on $A$, this problem is ill posed. As is well known, even in the absence of noise, a necessary condition for unique recovery of a $k$-sparse $x_0$ is that any subset of $2k$ columns of $A$ are linearly independent [47, Theorem 2.13]. Similarly to previous works, we require that any $2k$ columns of $A$ are sufficiently far from being linearly dependent. Specifically, we assume that there exists a constant $\alpha_{2k} > 0$ such that for any $x$ with $\|x\|_0 \leq 2k$,

$$\|Ax\|_2 \geq \alpha_{2k}\|x\|_1. \quad (2.4)$$

Equation (2.4) is a one-sided variant of the restricted isometry property (RIP), commonly used to derive sparse recovery guarantees. RIP was introduced in [27] and further studied in [15, 23, 24, 25, 26, 46, 33]. Variants with norms other than $\ell_2$ [1, 7, 30, 39] were used to provide sharper guarantees. As shown below, (2.4) is the natural combination of powers for studying the trimmed lasso in conjunction with an $\ell_2$-residual $\|Ax - y\|_2$. We remark that calculating $\alpha_{2k}$, or even approximating it, is NP-hard [78]. However, $\alpha_{2k}$ can be bounded from below by the cumulative coherence, also known as the Babel function [80].

We now present our main theoretical result, which links success in optimizing problems (1.3) or (1.4) at a given $\lambda > 0$, with accurate estimation of $x_0$. By success we mean that the solution $\hat{x}$, computed by some algorithm, satisfies that $F_\lambda(\hat{x}) \leq F_\lambda(\Pi_k(x_0))$. The following theorem shows that under this condition, $\Pi_k(\hat{x})$ is close to $x_0$.

**Theorem 2.5.** Let $y = Ax_0 + e$ and let $\alpha_{2k}, \lambda_0$ be the constants defined in (2.2) and (2.4). Let $\lambda > 0$ and suppose that $\hat{x} \in \mathbb{R}^d$ satisfies $F_\lambda(\hat{x}) \leq F_\lambda(\Pi_k(x_0))$. Then,

1. The projected vector $\Pi_k(\hat{x})$ is close to $x_0$ in $\ell_1$ norm,

$$\|\Pi_k(\hat{x}) - x_0\|_1 \leq \tau_k(x_0) + \frac{2}{\alpha_{2k}}(\|e\|_2 + \lambda_0\tau_k(x_0)) + \frac{1}{2\lambda_0\alpha_{2k}}(\|e\|_2 + \lambda_0\tau_k(x_0))^2. \quad (2.5)$$

2. If $\hat{x}$ itself is $k$-sparse, then the following tighter bound holds,

$$\|\hat{x} - x_0\|_1 \leq \frac{2}{\alpha_{2k}}\|e\|_2 + (1 + \frac{2\lambda_0}{\alpha_{2k}})\tau_k(x_0). \quad (2.6)$$

The next theorem provides an analogous recovery guarantee for the power-1 objective (1.4).
Theorem 2.6. Let \( y = Ax_0 + e \), and let \( \alpha_{2k}, \lambda_0 \) be the constants defined in (2.2) and (2.4). Suppose that \( \hat{x} \in \mathbb{R}^d \) satisfies \( F_{\lambda}^1(\hat{x}) \leq F_{\lambda}^1(\Pi_k(x_0)) \) for some \( \lambda > 0 \). Then,

1. The projected vector \( \Pi_k(\hat{x}) \) is close to \( x_0 \) in \( \ell_1 \) norm,

\[
\| \Pi_k(\hat{x}) - x_0 \|_1 \leq \tau_k(x_0) + \frac{1}{\alpha_{2k}} \left( 1 + \max \{ 1, \frac{\lambda}{\lambda_0} \} \right) (\| e \|_2 + \lambda_0 \tau_k(x_0)). \tag{2.7}
\]

2. If \( \hat{x} \) itself is \( k \)-sparse, then the tighter bound (2.6) holds.

Theorems 2.5 and 2.6 do not assume that an algorithm found the global minimum of the respective objectives, only that it was able to find an approximate solution, with an objective value close to the optimal one. Thus, Theorems 2.5 and 2.6 imply that successful optimization of (1.3) or (1.4) yields a successful recovery of \( x_0 \), which is stable with respect to the measurement error \( e \) and the deviation of \( x_0 \) from being exactly \( k \)-sparse.

Another implication of Theorems 2.5 and 2.6 is that \( x_0 \) can be accurately estimated by solving (1.3) or (1.4) even at low values of \( \lambda \), where the global minimizers are not necessarily \( k \)-sparse. While the above guarantees improve as \( \lambda \) increases, as discussed in the previous subsection, optimizing these problems at low values of \( \lambda \) is potentially an easier task. Indeed, in our simulations described in Section 5, the best solutions, with smallest \( \| A \Pi_k(\hat{x}) - y \|_2 \), were often obtained at low values of \( \lambda \), where \( \hat{x} \) itself was not \( k \)-sparse.

Recently, [89] also analyzed the trimmed lasso penalized objective and derived support recovery guarantees. There are some key differences between our analysis and theirs. They assumed that the rows of \( A \) are i.i.d. samples from a \( d \)-dimensional sub-Gaussian distribution, that the true \( x_0 \) is exactly \( k \)-sparse, and that the noise \( e \) has i.i.d. entries.

We now compare the guarantee of Theorems 2.5 and 2.6 to those for basis pursuit. Suppose that \( A \) has \( \ell_2 \)-normalized columns and satisfies the RIP of order \( 2k \) with constant \( \delta_{2k} < 1 \),

\[
(1 - \delta_{2k}) \| x \|_2^2 \leq \| Ax \|_2^2 \leq (1 + \delta_{2k}) \| x \|_2^2 \quad \text{s.t.} \quad \| x \|_0 \leq 2k. \tag{2.8}
\]

Let \( \hat{x}_{BP} \) be the solution of the following quadratically constrained Basis Pursuit problem,

\[
\hat{x}_{BP} = \arg\min_x \| x \|_1 \quad \text{s.t.} \quad \| Ax - y \|_2 \leq \| e \|_2.
\]

By [47, Theorem 6.12], if \( \delta_{2k} < 4/\sqrt{11} \approx 0.6246 \), then the following guarantee holds, with \( c_1, c_2 \) constants that depend only on \( \delta_{2k} \),

\[
\| \hat{x}_{BP} - x_0 \|_1 \leq c_1 \sqrt{k} \| e \|_2 + c_2 \tau_k(x_0). \tag{2.9}
\]

A lower bound on \( \delta_{2k} \) is necessary for such a recovery guarantee to hold. Indeed, as shown in [36], there exist matrices with \( \delta_{2k} \) arbitrarily close to \( 1/\sqrt{2} \approx 0.7071 \), for which BP fails. Recovery guarantees of other polynomial-time methods such as OMP and iterative thresholding require similar, and often stricter, conditions on the RIP constant; see [47, Chapter 6].

Let us compare (2.9) to our guarantees. It is easy to show that (2.8) implies that \( \alpha_{2k} \), defined in (2.4), satisfies \( \alpha_{2k} \geq \sqrt{1 - \delta_{2k}/\sqrt{2k}} \). Consider a vector \( \hat{x} \) that is a global minimizer of either (1.3) or (1.4). To simplify the analysis, suppose that \( \lambda \) is high enough so that \( \hat{x} \) is \( k \)-sparse. Then both Theorems 2.5 and 2.6 yield

\[
\| \hat{x} - x_0 \|_1 \leq 2 \frac{\sqrt{k}}{\sqrt{1 - \delta_{2k}}} \| e \|_2 + \left( 1 + 2 \sqrt{2k} \sqrt{\frac{1 + \frac{\lambda}{\lambda_0}}{1 - \frac{\lambda}{\lambda_0}}} \right) \tau_k(x_0). \tag{2.10}
\]

While in our bound the coefficient of \( \tau_k(x_0) \) is larger by a multiplicative factor of \( O(\sqrt{k}) \), the key point is that our guarantee holds for any \( \delta_{2k} < 1 \). We remark that the condition \( \delta_{2k} < 1 \) is necessary for successful recovery of \( x_0 \) by any algorithm (see e.g. [33, Lemma 3.1]).

### 2.3 Solving the best subset selection problem by the trimmed lasso penalty

The above theoretical results motivate solving (P0) by optimizing the trimmed-lasso penalized \( F_{\lambda} \) or \( F_{\lambda}^1 \). For \( F_{\lambda} \) we propose the following approach: Choose \( 0 < \lambda_1 < \lambda_2 < \ldots \leq \lambda_T = \lambda \). For each \( \lambda_i \), optimize \( F_{\lambda} \) with \( \lambda = \lambda_i \). Next, project each solution \( \hat{x}_{\lambda_i} \) to its nearest \( k \)-sparse vector, and solve a least-squares problem on its support. Output the vector with smallest residual \( \| Ax - y \|_2 \). For the power-1 objective \( F_{\lambda}^1 \), we propose a similar approach with \( \lambda \in [\lambda_0, \lambda] \).

To carry out this approach, one needs a practical algorithm to optimize trimmed lasso penalized objectives. In the next section we present a new approach to do so. As we demonstrate in Section 5, our method often finds much better solutions than those found by previously proposed methods such as DC programming [50] and ADMM [10]. This, in turn, yields state-of-the-art results in solving the best subset selection problem (P0).
3 The generalized soft-min penalty

Optimizing trimmed-lasso penalized objectives is difficult for several reasons. First, $\tau_k(x)$ is nonconvex. Second, updating a solution $x$ along the negative gradient $-\nabla \tau_k(x)$ does not change its top-$k$ largest magnitude coordinates, since $\nabla \tau_k(x)$ is zero there, and shrinks the remaining $d-k$ coordinates. While this property is desirable if the current solution has the correct support, it may be detrimental otherwise.

To overcome this difficulty, we propose a soft surrogate for the trimmed lasso. To motivate it, consider the following equivalent definition of $\tau_k$ [10],

$$\tau_k(x) = \min_{|\Lambda|=d-k} \sum_{i \in \Lambda} |x_i|, \quad (3.1)$$

where $\Lambda \subset [d]$ is a set of $d-k$ distinct indices. Equation (3.1) shows that $\tau_k(x)$ can be expressed as a hard assignment: Out of all $\binom{d}{d-k}$ subsets of size $d-k$, it takes the one with the smallest $\ell_1$ residual. In $k$-means data clustering, [91] relaxed a hard assignment of each point to its nearest cluster center, to a soft assignment, with weights depending on the distances to all cluster centers. This led to significantly improved clustering results [51]. Similarly, in multi-class classification, the one-hot vector is often replaced by the soft-max function [19].

Inspired by these works, we propose the following surrogate, which we call the generalized soft-min (GSM) penalty $\tau_{k,\gamma}(x)$. In addition to $k$, it depends on a softness parameter $\gamma \in [0, \infty]$. For $\gamma \in (0, \infty)$, it is defined by

$$\tau_{k,\gamma}(x) = -\frac{1}{\gamma} \log \left( \frac{1}{(d-k)} \sum_{i \in \Lambda} \exp \left(-\gamma \sum_{i \in \Lambda} |x_i| \right) \right). \quad (3.2)$$

The sum in (3.2) is over all $\binom{d}{d-k}$ sets $\Lambda \subseteq [d]$ of $d-k$ distinct indices. We define $\tau_{k,0}(x)$ and $\tau_{k,\infty}(x)$ by the respective limits, described in the following lemma.

**Lemma 3.1.** For any $x \in \mathbb{R}^d$, the function $\tau_{k,\gamma}(x)$ is monotone-decreasing w.r.t. $\gamma$, and

$$\lim_{\gamma \to 0} \tau_{k,\gamma}(x) = \frac{d-k}{d} \|x\|_1, \quad \lim_{\gamma \to \infty} \tau_{k,\gamma}(x) = \tau_k(x), \quad (3.3)$$

where the latter limit is uniform over $x \in \mathbb{R}^d$. Specifically, for all $x \in \mathbb{R}^d$ and $\gamma \in (0, \infty)$,

$$\tau_k(x) \leq \tau_{k,\gamma}(x) \leq \tau_k(x) + \frac{1}{\gamma} \log \left( \frac{d}{k} \right). \quad (3.4)$$

The proof of this and the following lemmas are in Appendix B.3.

3.1 Soft surrogate problem

We propose the following problem as a surrogate for (1.3),

$$\min_x F_{\lambda,\gamma}(x) = \frac{1}{2} \|Ax - y\|_2^2 + \lambda \tau_{k,\gamma}(x), \quad (3.5)$$

with $\gamma \in [0, \infty]$. By Lemma 3.1, at $\gamma = 0$, (3.5) coincides with the convex lasso problem

$$\min_x F_{\lambda,0}(x) = \frac{1}{2} \|Ax - y\|_2^2 + \lambda \frac{d-k}{d} \|x\|_1. \quad (3.6)$$

As $\gamma \nearrow \infty$, $F_{\lambda,\gamma}(x)$ decreases smoothly towards the trimmed-lasso penalized $F_{\lambda}(x)$ of (1.3) and coincides with it at $\gamma = \infty$. Similarly, we propose the following soft surrogate for (1.4),

$$\min_x F_{\lambda,\gamma}^1(x) = \|Ax - y\|_2 + \lambda \tau_{k,\gamma}(x). \quad (3.7)$$

There are two challenges in solving the surrogate problems (3.5) and (3.7). The first is to calculate $\tau_{k,\gamma}(x)$ and its gradients. The second is to minimize the nonconvex objective $F_{\lambda,\gamma}$ or $F_{\lambda,\gamma}^1$. Here we address the second challenge, whereas the first one is addressed in Section 4.
3.2 Auxiliary weight vector

To optimize (3.5) and (3.7), we introduce the following vector function \( w_{k,\gamma} : \mathbb{R}^d \rightarrow \mathbb{R}^d \), closely related to the gradient of \( \tau_{k,\gamma}(x) \). For \( 0 \leq \gamma < \infty \),

\[
  w^i_{k,\gamma}(x) = \frac{\sum_{|A|=d-k, i \in A} \exp\left(-\gamma \sum_{j \in A} |x_j| \right)}{\sum_{|A|=d-k} \exp\left(-\gamma \sum_{j \in A} |x_j| \right)}, \quad i = 1, \ldots, d. \tag{3.8}
\]

The sum in the denominator is over all sets \( A \subseteq [d] \) of size \( d-k \), while in the numerator the sum is restricted to those sets \( \Lambda \) that contain the index \( i \). It is easy to show that at \( \gamma = 0 \),

\[
  w^i_{k,0}(x) = \frac{d-k}{d}, \quad i = 1, \ldots, d. \tag{3.9}
\]

We define \( w_{k,\infty}(x) \) as the limit of \( w_{k,\gamma}(x) \) as \( \gamma \to \infty \), characterized in the following lemma.

**Lemma 3.2.** Let \( x \in \mathbb{R}^d \) whose \( k \) largest-magnitude entries are at a uniquely determined index-set \( \Lambda \). That is, \( |x|_{(k)} > |x|_{(k+1)} \). Then, as \( \gamma \to \infty \), \( w_{k,\gamma}(x) \) approaches zero at \( \Lambda \) and 1 elsewhere. For a general \( x \), let \( \Lambda_n = \{ i \mid |x_i| < |x|_{(k)} \} \) and \( \Lambda_b = \{ i \mid |x_i| = |x|_{(k)} \} \). Then

\[
  \lim_{\gamma \to \infty} w^i_{k,\gamma}(x) = \begin{cases} 1 & i \in \Lambda_n \\ \frac{d-k-|\Lambda_n|}{\Lambda_b} & i \in \Lambda_b \\ 0 & \text{otherwise.} \end{cases} \tag{3.10}
\]

As described below, \( w_{k,\gamma}(x) \) will be used as a weight vector in a reweighting scheme. The next lemma is thus of practical importance, as it shows that the entries of \( w_{k,\gamma}(x) \) remain bounded for all values of \( \gamma \), with their sum a constant independent of both \( x \) and \( \gamma \).

**Lemma 3.3.** For any \( x \in \mathbb{R}^d \) and \( \gamma \in [0, \infty) \),

\[
  \forall i \in [d] \; w^i_{k,\gamma}(x) \in [0, 1] \quad \text{and} \quad \sum_{i=1}^d w^i_{k,\gamma}(x) = d - k. \tag{3.11}
\]

3.3 Solving the soft surrogate problem: A majorization-minimization approach

One possible way to optimize (3.5) or (3.7) is by gradient descent. First, this may require careful tuning of the step size. Second, as gradient descent makes local updates, it may take many iterations to converge. Here we propose an alternative approach, based on **Majorization-Minimization (MM)**. The principle is to replace a hard-to-minimize objective \( f(x) \) by a sequence of easy-to-minimize functions that upper-bound it \([71][55]\). Specifically, in MM one constructs a bivariate function \( g : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R} \), known as a **majorizer** of \( f \), that satisfies

\[
  g(x, \tilde{x}) \geq f(x) \quad \text{and} \quad g(x, x) = f(x) \quad \forall x, \tilde{x} \in \mathbb{R}^d. \tag{3.12}
\]

Given the function \( g \), minimization of \( f \) is done iteratively. Starting at an initial point \( x^0 \), the iterate \( x^t \) at iteration \( t \) is given by \( x^t = \arg\min_{x} g(x, x^{t-1}) \). For this approach to be practical, \( g(x, \tilde{x}) \) must be easy to minimize with respect to \( x \) for any fixed \( \tilde{x} \). This scheme guarantees monotone decrease of the objective, since for any \( t \geq 1 \),

\[
  f(x^t) \leq g(x^t, x^{t-1}) \leq g(x^{t-1}, x^{t-1}) = f(x^{t-1}).
\]

To apply the MM framework in our setting, we replace the penalty \( \tau_{k,\gamma}(x) \) by the function

\[
  \phi_{k,\gamma}(x, \tilde{x}) = \tau_{k,\gamma}(\tilde{x}) + (w_{k,\gamma}(\tilde{x}), |x| - |\tilde{x}|). \tag{3.13}
\]

**Lemma 3.4.** For all \( \gamma \in [0, \infty] \), \( \phi_{k,\gamma}(x, \tilde{x}) \) is a majorizer of \( \tau_{k,\gamma}(x) \).

It follows from Lemma 3.4 that the following two functions

\[
  G_{\lambda,\gamma}(x, \tilde{x}) = \frac{1}{2} \| Ax - y \|_2^2 + \lambda \phi_{k,\gamma}(x, \tilde{x}),
  \quad G_{\lambda,\gamma}(x, \tilde{x}) = \| Ax - y \|_2^2 + \lambda \phi_{k,\gamma}(x, \tilde{x}), \tag{3.14}
\]
We study the convergence of Algorithms 1 and 2, and properties of their output solutions. For brevity, we focus on the power-2 case. However, the analysis below applies also to the power-1 case. The lemmas below are proven in Appendix B.4. We start with the MM scheme of Algorithm 1. Recall that the objective values $F_{\lambda, \gamma}(x)$ in (3.5) decrease monotonically. However, this does not guarantee that the iterates $x^t$ converge to a local minimum. Indeed, there exist examples where MM converges to saddle points [65, Chapter 3]. We thus prove a slightly weaker result — that the iterates approach a level-set of $F_{\lambda, \gamma}(x)$ that consists of stationary points.

Our MM scheme for solving (3.5) is outlined in Algorithm 1. At iteration $t$ we solve the convex problem (3.15) with weight vector $w^{t-1} = w_{k, \gamma}(x^{t-1})$. Problem (3.15) can be cast as a quadratic program (QP) and solved by standard convex optimization software, or by dedicated $\ell_1$ solvers such as [6, 93, 4]. Algorithm 1 can be adapted to the power-1 variant (3.7) as follows: Instead of problem (3.15), iteratively solve
\[
\min_{x} F_{\lambda, w}(x) = \frac{1}{2} \|Ax - y\|_2^2 + \lambda \langle w, |x| \rangle.
\]  
(3.16)

Problem (3.16) can be cast as a second order cone program, which may also be solved by standard convex optimization software. In our implementation we use the fast iterative shrinkage-thresholding algorithm (FISTA) [6] for problem (3.15) and MOSEK [2] for problem (3.16).

### 3.4 Solving the trimmed lasso penalized problem: A homotopy approach

To seek solutions of problem (1.3), we propose a homotopy scheme [84], whereby we optimize a sequence of surrogate problems (3.5) while tracing the path of solutions. As outlined in Algorithm 2, we start at $\gamma_0 = 0$ and find a global minimizer $x_0^*$ of the convex problem (3.6). Next, we iteratively solve (3.5) for an increasing sequence of values of $\gamma$. At iteration $r$, with $\gamma = \gamma_r$, we find a local minimizer of (3.5) by Algorithm 1, initialized at the previous iterate $x^{r-1}_*$. For details on the stopping criteria and update rule for $\gamma$, see Appendix E.

### 3.5 Convergence analysis

We study the convergence of Algorithms 1 and 2, and properties of their output solutions. For brevity, we focus on the power-2 case. However, the analysis below applies also to the power-1 case. The lemmas below are proven in Appendix B.4. We start with the MM scheme of Algorithm 1. Recall that the objective values $F_{\lambda, \gamma}(x^t)$ in (3.5) decrease monotonically. However, this does not guarantee that the iterates $x^t$ converge to a local minimum. Indeed, there exist examples where MM converges to saddle points [65, Chapter 3]. We thus prove a slightly weaker result — that the iterates approach a level-set of $F_{\lambda, \gamma}(x)$ that consists of stationary points.

**Algorithm 1** Solve problem (3.5) by Majorization-Minimization

**Input:**
1: $A \in \mathbb{R}^{n \times d}$, $y \in \mathbb{R}^n$, $0 < k < d$, $\lambda > 0$, $\gamma \in [0, \infty]$
2: Initialization $x^0 \in \mathbb{R}^d$ (required only if $\gamma > 0$)

**Output:** Estimated solution $x^*$ of problem (3.5)

3: if $\gamma = 0$ then
4:  Return $x^* := \arg\min_x \frac{1}{2} \|Ax - y\|_2^2 + \lambda \frac{d-k}{d} \|x\|_1$
5:  else
6:  for $t = 1, 2, \ldots$ do
7:     Calculate $\tau_{k, \gamma}(x^{t-1})$ and the weight vector $w^t = w_{k, \gamma}(x^{t-1})$
8:     Solve majorization problem (3.15): $x^t := \arg\min_x \frac{1}{2} \|Ax - y\|_2^2 + \lambda \langle w^t, |x| \rangle$
9:     if converged, break
10:  end for
11: end if
12: return $x^* := x^T$, where $T$ is the last iteration.

are majorizers of the corresponding objectives $F_{\lambda, \gamma}(x)$, $F_{\lambda, \gamma}^1(x)$ of problems (3.5) and (3.7).

Before describing our MM scheme to minimize $F_{\lambda, \gamma}(x)$, we make two important observations. First, it follows from (3.9) that at $\gamma = 0$, the majorizer $G_{\lambda, 0}(x, \tilde{x})$ coincides with the convex objective $F_{\lambda, 0}(x)$, and is independent of $\tilde{x}$. Second, for any $\gamma \in [0, \infty]$, minimizing $G_{\lambda, \gamma}(x, \tilde{x})$ with respect to $x$ is equivalent to the convex weighted $\ell_1$ problem
\[
\min_{x} F_{\lambda, w}(x) = \frac{1}{2} \|Ax - y\|_2^2 + \lambda \langle w, |x| \rangle,
\]  
(3.15)

with $w = w_{k, \gamma}(\tilde{x})$. Hence, our MM approach leads to an iterative reweighting scheme, where the weights at iteration $t$ are given by the vector $w_{k, \gamma}(x^{t-1})$. This is similar to the IRL1 and IRLS methods, with an important difference: To avoid ill conditioning, weights in IRL1 and IRLS must be regularized, otherwise they may tend to infinity. Indeed, several regularization schemes were proposed [31, 35, 46, 58]. By Lemma 3.3, our weights $w_{k, \gamma}(x)$ are bounded and have a constant sum. Therefore our method does not require weight regularization.

Our MM scheme for solving (3.5) is outlined in Algorithm 1. At iteration $t$ we solve the convex problem (3.15) with weight vector $w^t = w_{k, \gamma}(x^{t-1})$. Problem (3.15) can be cast as a quadratic program (QP) and solved by standard convex optimization software, or by dedicated $\ell_1$ solvers such as [6, 93, 4].
While $F_{\lambda, \gamma}(x)$ is not everywhere differentiable, its directional derivatives exist everywhere (see Appendix B.4). To formulate our claims, we introduce the following definition, which extends the notion of stationary points to nonsmooth functions [74].

**Definition.** A point $x \in \mathbb{R}^d$ is a stationary point of $f : \mathbb{R}^d \to \mathbb{R}$ if for all $v \in \mathbb{R}^d$, the directional derivative $\nabla_v f(x)$ exists and is nonnegative.

The following lemma describes the convergence of Algorithm 1 at finite values of $\gamma$.

**Lemma 3.5.** Suppose that any $k$ columns of $A$ are linearly independent. Then, for any $0 \leq \gamma < \infty$, the iterates $\{x^t\}_{t=0}^{\infty}$ of Algorithm 1 approach the set $X_{\text{stat}} \subseteq \mathbb{R}^d$ of all stationary points of $F_{\lambda, \gamma}$. Namely, $\lim_{t \to \infty} d(x^t, X_{\text{stat}}) = 0$, where $d(x, S)$ is the Euclidean distance of a point $x$ from the set $S$. Furthermore, any partial limit of $x^t$ is a stationary point of $F_{\lambda, \gamma}$, and all partial limits have the same objective value.

Thus, under the assumptions of Lemma 3.5, the output of Algorithm 1 at $\gamma < \infty$ is guaranteed to be a stationary point of $F_{\lambda, \gamma}$. We remark that in practice the iterates invariably converge to a single limit point, which is a local minimum of $F_{\lambda, \gamma}$. The convergence result at $\gamma = \infty$ appears in Appendix B.4. The result is slightly different, since $\tau_{k, \infty}(x)$ is not everywhere differentiable as a function of $|x|$.

Next, we study the convergence of the homotopy scheme of Algorithm 2. To this end, we first present a key property of the objective $F_{\lambda, \infty} = F_{\lambda}$ and introduce useful notation.

**Lemma 3.6.** Any stationary point of $F_{\lambda}$ is a local minimum.

**Definition.** A vector $x \in \mathbb{R}^d$ is called ambiguous if $|x|_{(k)} = |x|_{(k+1)}$.

The following lemma shows that the output $\hat{x}$ of Algorithm 2 is guaranteed to be either a local minimum of $F_{\lambda}$ or an ambiguous vector.

**Lemma 3.7.** Suppose that any $k$ columns of $A$ are linearly independent. Let $\{\gamma_r\}_{r=0}^{\infty}$ and $\{x^*_r\}_{r=0}^{\infty}$ be the intermediate values of Algorithm 2. Suppose that $\lim_{r \to \infty} \gamma_r = \infty$. Then,

1. For all $r \geq 0$, $x^*_r$ is a stationary point of $F_{\lambda, \gamma_r}$, and $F_{\lambda, \gamma_{r+1}}(x^*_r) \leq F_{\lambda, \gamma_r}(x^*_r)$.

2. The iterates $x^*_r$ approach $X_{\text{min}} \cup X_{\text{amb}}$, where $X_{\text{min}}$ is the set of local minima of $F_{\lambda}$ and $X_{\text{amb}}$ is the set of ambiguous vectors. Namely, $\lim_{r \to \infty} d(x^*_r, X_{\text{min}} \cup X_{\text{amb}}) = 0$.

3. Any partial limit of $\{x^*_r\}_{r=0}^{\infty}$ is either a local minimum of $F_{\lambda}$ or an ambiguous vector.

In accordance with our theoretical analysis, Algorithm 2 may indeed output an ambiguous vector that is not a local minimum. Empirically, when this occurs, the output is invariably $s$-sparse for some $s < k$. This phenomenon is related to the promotion of sparse solutions by the lasso penalty. As described in Appendix E, we thus augment Algorithm 2 by a greedy post-processing step which outputs a $k$-sparse vector if it has a lower objective value.

In summary, starting from $(x^*_0, 0)$, Algorithm 2 computes a discrete path $(x^*_r, \gamma_r)$ in $\mathbb{R}^d \times [0, \infty]$, along which the objective $F_{\lambda, \gamma}(x)$ decreases monotonically. Each point along the path is a stationary point (and practically a local minimum) of the corresponding $F_{\lambda, \gamma}$. Hence, the endpoint is the result of local optimizations over smoothed objectives, and is less prone to be a poor local minimum of the nonsmooth $F_{\lambda}$. Empirically, Algorithm 2 obtains superior solutions of (1.3), compared to methods that directly optimize $F_{\lambda}$.
4 Algorithm to compute the GSM penalty

We now address the challenge of calculating the GSM penalty \( \tau_{k,\gamma}(x) \) and the weight vector \( w_{k,\gamma}(x) \), defined in (3.2) and (3.8). As these functions involve sums of \( \binom{d}{k} \) terms, their naïve calculation is computationally intractable. Moreover, due to the exponent, at large values of \( \gamma \) these terms may be extremely large or small, and thus suffer an arithmetic overflow or underflow, potentially leading to meaningless results. Here we present a recursive algorithm that calculates \( \tau_{k,\gamma}(x) \) and \( w_{k,\gamma}(x) \) accurately in \( O(kd) \) operations. The lemmas below are proven in Appendix B.2.

Recently and independently of our work, in the context of multi-class classification with deep neural networks, a relaxation similar to ours was proposed by [8] as a smooth approximation of the top-\( k \)-term. Moreover, due to the exponent, at large values of \( \gamma \) these terms may be extremely large or small, and thus suffer from numerical instabilities. In addition, their focus was on small values of \( k \), and all their experiments were done with \( k = 5 \).

4.1 Auxiliary GSM functions

We first introduce two auxiliary functions and present some of their properties. For \( 0 \leq k \leq d \) and \( \gamma \in [-\infty, \infty] \), define \( \mu_{k,\gamma} : \mathbb{R}^d \to \mathbb{R} \) by

\[
\mu_{k,\gamma}(z) = \begin{cases} 
\min_{|\Lambda|=k} \sum_{i \in \Lambda} z_i & \text{if } \gamma = -\infty \\
\frac{k}{\gamma} \sum_{i=1}^d z_i & \text{if } \gamma = 0 \\
\max_{|\Lambda|=k} \sum_{i \in \Lambda} z_i & \text{if } \gamma = \infty \\
\frac{1}{\gamma} \log \left( \frac{\max_{|\Lambda|=k} \exp \left( \gamma \sum_{i \in \Lambda} z_i \right)}{\min_{|\Lambda|=k} \exp \left( \gamma \sum_{i \in \Lambda} z_i \right)} \right) & \text{otherwise.}
\end{cases}
\]  

(4.1)

Next, for \( \gamma \in (-\infty, \infty) \) we define \( \theta_{k,\gamma} : \mathbb{R}^d \to \mathbb{R}^d \) to be the gradient of \( \mu_{k,\gamma}(z) \) w.r.t. \( z \),

\[
\theta_{k,\gamma}^i(z) = \frac{\sum_{|\Lambda|=k, i \in \Lambda} \exp \left( \gamma \sum_{j \in \Lambda} z_j \right)}{\sum_{|\Lambda|=k} \exp \left( \gamma \sum_{j \in \Lambda} z_j \right)}, \quad i = 1, \ldots, d.
\]  

(4.2)

The function \( \theta_{k,\gamma}(z) \) is a generalization of the soft-max function, used extensively in multi-class classification. At \( \gamma = 0 \), (4.2) reduces to \( \theta_{k,0}^i(z) = k/d \), consistent with the case \( \gamma = 0 \) in (4.1). We define \( \theta_{k,\pm \infty}(z) \) by the corresponding limits, as described in the following lemma.

Lemma 4.1. Let \( z(1) \geq z(2) \geq \cdots \geq z(d) \) be the entries of \( z \in \mathbb{R}^d \) sorted in decreasing order. Let \( \Lambda_a, \Lambda_b \) be the following index-sets,

\[
\text{For } \gamma \to \infty : \quad \Lambda_a = \left\{ i \in [d] \mid z_i > z(k) \right\}, \quad \Lambda_b = \left\{ i \in [d] \mid z_i = z(k) \right\},
\]

\[
\text{For } \gamma \to -\infty : \quad \Lambda_a = \left\{ i \in [d] \mid z_i < z(d-k+1) \right\}, \quad \Lambda_b = \left\{ i \in [d] \mid z_i = z(d-k+1) \right\}.
\]  

(4.3)

Then for \( i = 1, \ldots, d \),

\[
\lim_{\gamma \to \pm \infty} \theta_{k,\gamma}^i(z) = \begin{cases} 
1 & i \in \Lambda_a \\
k-|\Lambda_a| & i \in \Lambda_b \\
0 & \text{otherwise},
\end{cases}
\]  

(4.4)

By their definition, the functions \( \mu_{k,\gamma} \) and \( \theta_{k,\gamma} \) satisfy the following relations

\[
\mu_{k,\gamma}(z) = -\mu_{k,-\gamma}(-z), \quad \theta_{k,\gamma}(z) = \theta_{k,-\gamma}(-z).
\]  

(4.5)

The following lemma describes several non-trivial identities involving \( \mu_{k,\gamma}(z) \) and \( \theta_{k,\gamma}(z) \).

Lemma 4.2. For any \( z \in \mathbb{R}^d \), \( 0 \leq k \leq d \) and \( \gamma \in [-\infty, \infty] \),

\[
\mu_{k,\gamma}(z) + \mu_{d-k,-\gamma}(z) = \sum_{i=1}^d z_i,
\]

\[
\theta_{k,\gamma}^i(z) + \theta_{d-k,-\gamma}^i(z) = 1, \quad i = 1, \ldots, d.
\]  

(4.6)
Finally, the functions $\mu_{k,\gamma}(z)$ and $\theta_{k,\gamma}(z)$ are related to $\tau_{k,\gamma}(x)$ and $w_{k,\gamma}(x)$ as follows,

$$
\tau_{k,\gamma}(x) = \mu_{d-k,-}(|x|), \quad w_{k,\gamma}(x) = \theta_{d-k,-}(|x|).
$$

(4.7)

### 4.2 Calculating the auxiliary GSM functions

Given (4.7), we now present a method to calculate the auxiliary GSM functions $\mu_{k,\gamma}(z)$ and $\theta_{k,\gamma}(z)$. In light of (4.5) and (4.6), it suffices to consider $\gamma \in (0, \infty)$ and $1 \leq k \leq \frac{d}{2}$. A seemingly promising approach is to use the recursive formula for $k \geq 1$,

$$
t_k^i = (s_{k-1} - t_{k-1}^i) \exp(\gamma z_i), \quad \text{for } i = 1, \ldots, d, \quad \text{and} \quad s_k = \frac{1}{k} \sum_{i=1}^d t_k^i,
$$

(4.8)

with recursion base $s_0 = 1$, $t_0^i = 0$ for $i = 1, \ldots, d$. Then, calculate $\mu_{k,\gamma}(z)$ and $\theta_{k,\gamma}(z)$ by

$$
\mu_{k,\gamma}(z) = \frac{1}{\gamma} \log \left( \frac{1}{d} s_k \right), \quad \text{and} \quad \theta_{k,\gamma}(z) = \frac{t_k^i}{s_k}, \quad i = 1, \ldots, d.
$$

However, intermediate values in this simple recursion tend to be extremely large or small. The resulting arithmetic overflow and underflow, in turn, often lead to meaningless results.

To avoid arithmetic overflow, we perform calculations in a logarithmic representation. We present below a recursive procedure to compute $\mu_{k,\gamma}(z)$ and several auxiliary quantities in $O(kd)$ operations. Next, we use these quantities and calculate $\theta_{k,\gamma}(z)$ by a separate recursion, described in Appendix D. The lemmas below are proven in Appendix D.1.

**Calculating $\mu_{k,\gamma}(z)$**

Recall that $z_{(i)}$ is the $i$th largest entry of $z \in \mathbb{R}^d$. We augment this by defining $z_{(0)} = \infty$ and $z_{(i)} = -\infty$ for $i > d$. Next, for $q \in \{0, 1, \ldots\}$ and $\gamma \in (0, \infty)$, define the function $s_{q,\gamma} : \mathbb{R}^d \to \mathbb{R}$ by

$$
s_{q,\gamma}(z) = \begin{cases} 
1 & q = 0 \\
\sum_{|\Lambda| = q} \exp \left( \gamma \left( \sum_{i \in \Lambda} z_i - \sum_{i=1}^d z_{(i)} \right) \right) & 1 \leq q \leq d \\
0 & \text{otherwise.}
\end{cases}
$$

(4.9)

The term $\sum_{i=1}^d z_{(i)}$ is subtracted to scale all the exponents such that the largest one equals 1, hence avoiding overflow. Note that $\mu_{k,\gamma}(z)$ can be expressed in terms of $s_{k,\gamma}(z)$ by

$$
\mu_{k,\gamma}(z) = \frac{1}{\gamma} \log \left( \frac{1}{(d)^k} s_{k,\gamma}(z) \right) + \sum_{i=1}^k z_{(i)}.
$$

(4.10)

We now formulate a recurrence relation for $s_{k,\gamma}(z)$. To this end, we extend the definitions of $z_{(i)}$ and $s_{k,\gamma}(z)$ to subvectors $(z_r, z_{r+1}, \ldots, z_d)$. Define for $1 \leq r \leq d + 1$ and $i, q \geq 0$,

$$
z_{(i)}^{(r)} = \begin{cases}
\infty & i = 0 \\
\text{The } i-th \text{ largest entry of } (z_r, z_{r+1}, \ldots, z_d) & 1 \leq i \leq d - r + 1 \\
-\infty & i > d - r + 1
\end{cases}
$$

(4.11)

and similarly, define $s_{q,\gamma}^{(r)}(z)$ as the function $s_{q,\gamma}(\cdot)$ applied to the subvector $(z_r, \ldots, z_d)$,

$$
s_{q,\gamma}^{(r)}(z) = \begin{cases}
1 & q = 0 \\
\sum_{|\Lambda| \leq \{r, \ldots, d\}, |\Lambda| = q} \exp \left( \gamma \left( \sum_{i \in \Lambda} z_i - \sum_{i=1}^d z_{(i)}^{(r)} \right) \right) & 1 \leq q \leq d - r + 1 \\
0 & q > d - r + 1.
\end{cases}
$$

(4.12)

The following lemma plays a key role in our recursive calculation of $\mu_{k,\gamma}(z)$.
Lemma 4.3. The quantities $s_{q,γ}^{(r)}(z)$ satisfy the following recurrence relation for $r = 1, \ldots, d$,

$$s_{q,γ}^{(r)}(z) = \begin{cases} s_{q,γ}^{(r+1)}(z) \cdot \exp\left(-γ\left[z_r - z_{(q)}^{(r+1)}\right]\right) + \log(1 + z_r) & 1 ≤ q ≤ d - r \\ s_{q-1,γ}^{(r+1)}(z) \cdot \exp\left(-γ\left[z_r - z_{(q)}^{(r+1)}\right]\right) & q = 0, d - r + 1 \\ 0 & q > d - r + 1. \end{cases} \tag{4.13}$$

As described in Algorithm 3, the order of the recursion in (4.13) is from $r = d + 1$ down to $r = 1$, and for each $r$, from $q = 0$ up to $q = \min\{d - r + 1, k\}$.

Using floating-point arithmetic, the recursion (4.13) may still lead to an overflow due to the large number of summands in $s_{q,γ}(z)$, Eq. (4.9). We therefore switch to a logarithmic representation. For $q ≥ 0$ and $1 ≤ r ≤ d + 1$, define

$$b_{q,γ}^{(r)}(z) = \log\left(\frac{1}{q} s_{q,γ}^{(r)}(z)\right) \quad 0 ≤ q ≤ d - r + 1 \tag{4.14}$$

For $r = 1$, we denote $b_{q,γ}(z) = b_{q,γ}^{(1)}(z)$. Note that by (4.10),

$$μ_{k,γ}(z) = \frac{1}{γ} b_{k,γ}(z) + \sum_{i=1}^{k} z_i. \tag{4.15}$$

By (4.12), $s_{q,γ}^{(r)}(z)$ is the sum of $\left(d-r+1\right)$ exponential terms whose maximum equals 1. Therefore, the average $\frac{1}{q} s_{q,γ}^{(r)}(z)$ is bounded in $\left[\frac{1}{d-r+1}, 1\right]$. This, in turn, implies that $b_{q,γ}^{(r)}(z)$ is bounded in $[-q \log (d - r + 1), 0]$, and thus does not overflow.

Reformulating (4.13), we have the following recursive formula for $b_{q,γ}^{(r)}(z)$:

$$b_{q,γ}^{(r)}(z) = \begin{cases} \log\left[\frac{d-r-g+1}{d-r+1}\right] \exp\left(-γ\left[z_r - z_{(q)}^{(r+1)}\right]\right) + \frac{q}{d-r+1} \exp\left(-γ\left[z_r - z_{(q)}^{(r+1)}\right]\right) & 1 ≤ q ≤ d - r \quad \text{and} \\ 0 & q ≥ d - r + 1. \end{cases} \tag{4.16}$$

The recursion base is $b_{q,γ}^{(r)}(z) = 0$ for (a) $r = d + 1$, (b) $q = 0$, or (c) $q ≥ d - r + 1$.

Equation (4.16) is still numerically unsafe when the term inside the logarithm is close to 1, due to possible loss of significance — a well-known phenomenon in numerical analysis [57]. Specifically, for $|x| ≪ 1$, $\log (1 + x) \approx x$, exp $(x) ≈ 1 + x$, and $1 + x$ may contain few significant digits of the original $x$, thus leading to a high relative error. To overcome this problem, we use the functions log1p$(x) = \log (1 + x)$ and expm1$(x) = \exp (x) - 1$, implemented in the standard libraries of most computing languages. For $x$ near zero, they yield a more accurate result.

Instead of calculating the recursion step by (4.16), we thus consider the two following equivalent formulas, derived from (4.16) by algebraic manipulations,

$$b_{q,γ}^{(r)}(z) = \log1p\left[\frac{d-r-g+1}{d-r+1}\expm1\left(b_{q,γ}^{(r+1)}(z) - b_{q-1,γ}^{(r+1)}(z) - \xi\right)\right] + b_{q-1,γ}^{(r+1)}(z) - [\xi]_-, \tag{4.17a}$$

$$b_{q,γ}^{(r)}(z) = \log1p\left[\frac{q}{d-r+1}\expm1\left(b_{q-1,γ}^{(r+1)}(z) - b_{q,γ}^{(r+1)}(z) + \xi\right)\right] + b_{q,γ}^{(r+1)}(z) - [\xi]_+ \tag{4.17b}$$

with $ξ = γ(z_r - z_{(q)}^{(r+1)})$. We use (4.17a) as the recursion step when

$$b_{q,γ}^{(r+1)}(z) - b_{q-1,γ}^{(r+1)}(z) - ξ ≤ 0, \tag{4.18}$$

and use (4.17b) otherwise. This guarantees that in both cases, the argument of expm1$(\cdot)$ is non-positive, and the argument of log1p$(\cdot)$ is in $[-\max\left\{\frac{q}{d-r+1}, \frac{d-r-g+1}{d-r+1}\right\}, 0]$. This, in turn, ensures that no overflow occurs, and that if one of the expm1$(\cdot)$ terms is small enough to underflow, its influence on the result is anyway negligible.
We evaluated the accuracy of our numerical scheme by calculating Algorithm 3 using 128-bit quadruple-precision arithmetic. Two tests settings were considered: (1) the largest obtained errors of Algorithm 8, invoked either with 64-bit double-precision or with 32-bit single-precision and (2) the numerical errors for using (4.17a) or (4.17b), depending on the condition (4.18). Overall, this takes \(O(kd)\) operations and \(O(k)\) additional memory.

### 4.3 Accuracy and runtime evaluation

We evaluated the accuracy of our numerical scheme by calculating \(\mu_{k,\gamma}(z)\) and \(\theta_{k,\gamma}(z)\) on randomly generated vectors \(z \in \mathbb{R}^d\) using Algorithm 8. The calculated values were compared to the reference values \(\mu_{\text{Ref}}\) and \(\theta_{\text{Ref}}\), computed by Algorithm 8 using 128-bit quadruple-precision arithmetic.

Two tests settings were considered: (1) \(d = 1000, k \in \{10 : 10 : 1000\}\); and (2) \(d = 100000, k \in \{10, 50, 100, 200\}\), with \(a : b : c\) denoting \(a, a + b, a + 2b, a + 3b, \ldots, c\). The following 18 values were used for \(\gamma\): \(10^{-20}, 10^{-10}, 10^{-5}, 10^{-2}, 0.2 : 0.2 : 1, 2 : 2 : 10, 10^2, 10^5, 10^{10}, 10^{20}\). Two types of random vector \(z\) were used: (a) \(z_i\) i.i.d. \(U(0, 1)\) and (b) \(z_i\) is the absolute value of i.i.d. \(N(0, 1)\). For each combination of \(d, k, \gamma\) and random vector type, 200 instances were tested.

We considered the following error measures for \(\mu_{k,\gamma}\) and \(\theta_{k,\gamma}\): \(\frac{\|\mu - \mu_{\text{Ref}}\|}{\mu_{\text{Ref}}}\) and \(\frac{1}{k}\|\theta - \theta_{\text{Ref}}\|_{\infty}\). Table 1 summarizes the largest obtained errors of Algorithm 8, invoked either with 64-bit double-precision or with 32-bit single-precision arithmetic.

| Precision | \(\mu_{k,\gamma}(z)\) | \(\theta_{k,\gamma}(z)\) |
|-----------|-----------------|-----------------|
|           | \(d = 1,000\)  | \(d = 100,000\) | \(d = 1,000\)  | \(d = 100,000\) |
| Double (64 bit) | 4.5e-15 | 1.2e-13 | 2.1e-14 | 2e-12 |
| Single (32 bit)  | 2e-6  | 1e-4  | 9e-6  | 4e-4  |

Table 1: Numerical accuracy of Algorithm 8

Numerical errors for \(\mu_{k,\gamma}(z)\) and \(\theta_{k,\gamma}(z)\), given by \(\frac{\|\mu - \mu_{\text{Ref}}\|}{\mu_{\text{Ref}}}\) and \(\frac{1}{k}\|\theta - \theta_{\text{Ref}}\|_{\infty}\) respectively.

---

3The numerical evaluation code is available at https://github.com/tal-amir/gsm.
For \( d \gg 1 \), the accuracy may be further enhanced by replacing the consecutive scheme of Algorithm 3 with one that separately calculates \( b_{y,γ}(\cdot) \) for multiple subvectors of \( z \) and merges the results. This is analogous to the numerical error of calculating the sum of a \( d \)-dimensional vector, where a pairwise summation has a much smaller accumulation of errors compared to consecutive summation.

Table 2 presents average run-times of Algorithm 8, implemented in C, on a standard PC. In accordance to the theoretical analysis, the times grow roughly linearly with \( k \) and \( d \).

| \( k \)   | \( d = 1,000 \) | \( d = 10,000 \) | \( d = 100,000 \) | \( d = 1,000,000 \) |
|----------|----------------|-----------------|-----------------|----------------|
| \( k = 10 \) | 9e-3           | 6e-2            | 7e-1            | 6              |
| \( k = 100 \) | 6e-2           | 6e-1            | 6               | 56             |
| \( k = 500 \) | 5e-1           | 3               | 28              | 273            |

Table 2: Average runtimes [sec.] over 50 realizations of Algorithm 8.

5 Numerical experiments

5.1 GSM vs. direct optimization of the trimmed lasso

First, we illustrate the advantage of our GSM-based approach in comparison to DC-programming and to ADMM, which directly optimize the trimmed lasso penalized (1.3). We implemented all methods in Matlab.\(^4\) For DC-Programming and ADMM we followed the description in [10]; see Appendix E.

We considered the following simulation setup: In each realization, we generate a random matrix \( A \) whose entries are i.i.d. \( N(0, 1) \), followed by column normalization. For \( k \in \{10, 20, 25\} \), we generate a random \( k \)-sparse signal \( x_0 \) whose nonzero coordinates are i.i.d. \( N(0, 1) \). We observe \( y = Ax_0 + e \), where \( e \in \mathbb{R}^d \) is a random noise vector whose entries are i.i.d. \( N(0, 1) \), normalized such that \( \|e\|_2 = 0.01 \cdot \|Ax_0\|_2 \). We considered several values of \( \lambda \) in the interval \([10^{-5}, 1] \cdot \lambda \), where \( \lambda \) is defined in (2.1). For each obtained solution \( \hat{x} \), we compute its normalized objective \( F_\lambda(\hat{x})/F_\lambda(x_0) \). Values near or below 1 indicate solutions close to the global minimizer, as follows from Theorem 2.5, whereas values significantly above 1 indicate highly suboptimal solutions, typically with a very different support from that of \( x_0 \).

Figure 1 shows, for two different values of \( \lambda \), the normalized objectives obtained by the three methods for 100 random realizations. Points above the diagonal represent instances for which GSM found solutions with lower objective values than the competing method. As seen in the figure, small values of \( k \) lead to relatively easy problems, where all methods succeed. At larger values of \( k \), a significant number of instances are in the top left quadrant, which represent instances where DC-programming and ADMM found highly-suboptimal solutions in comparison to those found by GSM. Similar results were obtained for other values of \( \lambda \).

5.2 Sparse signal recovery

Next, we compare the performance of GSM to several popular methods in sparse signal recovery. We observe \( y = Ax_0 + e \), where the \( k \)-sparse signal \( x_0 \in \mathbb{R}^d \), matrix \( A \in \mathbb{R}^{n \times d} \) and noise vector \( e \in \mathbb{R}^n \) were generated as described below.

We considered two types of random matrices \( A \): Uncorrelated matrices, whose entries are i.i.d. \( N(0, 1) \), and correlated matrices, whose rows are drawn from a \( d \)-dimensional Gaussian distribution \( N(0, \Sigma) \), with covariance matrix \( \Sigma \) given by \( \sigma_{i,j} = \rho^{i-j} \), \( \rho = 0.8 \), similarly to [11]. In both cases, the columns of \( A \) were normalized to have unit \( \ell_2 \)-norm. Three types of signals \( x_0 \) were used: (i) Gaussian, whose \( k \) nonzero entries are at randomly chosen indices and their values are i.i.d. \( N(0, 1) \); (ii) equispaced linear, whose \( k \) nonzeros are at equispaced indices, their magnitudes are chosen from \( \{1 + \frac{i-1}{k-1} \cdot 29 \mid i = 1, \ldots, k\} \) randomly without repetition, and their signs are i.i.d. \( \pm 1 \); (iii) equispaced \( \pm 1 \), similar to (ii) only that the nonzero entries are i.i.d. \( \pm 1 \). Similar simulation designs were considered, e.g., in [22].

The vector \( e \in \mathbb{R}^n \) is drawn from \( N(0, \sigma^2 I_n) \) with variance \( \sigma^2 = \nu^2 E_x \|Ax\|_2^2 / n \), where \( \nu \in [0, 1] \) is a noise-strength parameter, and the expectation \( E_x \|Ax\|_2^2 / n \) is over the distribution of \( x_0 \), estimated empirically.

\(^4\)Our Matlab code is available at https://github.com/tal-amir/sparse-approximation-gsm.
Figure 1: Objective values of solutions to (1.3) obtained by DC programming (left) and by ADMM (right), compared with the objective of the solution obtained by our GSM method. Each objective value is normalized by that of the original \( x_0 \). Each point represents one realization. Points above the diagonal represent instances where GSM found better solutions. Normalized objectives much higher than 1 indicate highly suboptimal solutions.

Evaluated methods We compared the following 8 methods: 1-2) Two variants of our GSM, with residual norm power \( p = 2 \) or \( p = 1 \), as in (1.3) and (1.4) respectively; 3) Iterative support detection (ISD) [82]; 4-5) \( \ell_p \)-minimization by IRLS or by IRL1; 6) Minimization of the trimmed lasso by DC programming [10, algorithm 1]; 7) Least-squares OMP; 8) Basis pursuit denoising [32]. For ISD, we used the code provided by its authors. For all other methods, we used our own Matlab implementation. As we assume that the sparsity level \( k \) is given, the output of each method was post-processed by solving a least-squares problem on its \( k \) largest-magnitude entries and setting the other entries to zero — thereby ensuring that the evaluated solution is \( k \)-sparse and is optimal on its support. Further technical details appear in Appendix E.

Performance evaluation A solution \( \hat{x} \) is evaluated by the following 3 quality measures: (i) normalized objective value; (ii) relative recovery error, and (iii) support precision, given by

\[
\text{NormObj}(\hat{x}) = \frac{\|A\hat{x} - y\|_2}{\|Ax_0 - y\|_2}, \quad \text{RecErr}(\hat{x}) = \frac{\|\hat{x} - x_0\|_1}{\|x_0\|_1}, \quad \text{SuppPrec}(\hat{x}) = \frac{|\text{supp}(\hat{x}) \cap \text{supp}(x_0)|}{k}
\]

where \( \text{supp}(x) = \{i \in [d] \mid x_i \neq 0\} \). An optimization is deemed successful if \( \text{NormObj}(\hat{x}) \leq 1 \). Such solutions \( \hat{x} \) are guaranteed by Theorem 2.6 to be close to the ground-truth \( x_0 \), provided that \( \alpha_{2k} \) is not too small. In contrast, solutions with \( \text{NormObj}(\hat{x}) \gg 1 \) are highly suboptimal, and are often poor estimates of \( x_0 \). We consider a recovery successful if \( \text{RecErr}(\hat{x}) \leq \max\{2\nu, 10^{-3}\} \). The additional threshold of \( 10^{-3} \) is needed to accommodate methods that have early stopping criteria. The results are not sensitive to these specific thresholds.

Recovery performance as a function of sparsity level For each \( k \in \{16, 18, 20, \ldots, 48\} \) we generated 200 random instances of \( A, x_0 \) and \( e \), with \( A \in \mathbb{R}^{100 \times 800} \) and essentially zero noise (\( \nu = 10^{-6} \)). The results of the eight methods...
appear in Figure 2. As seen in the plots, GSM achieved the highest optimization and recovery success rates, with the closest competitor being ISD. The improved performance of ISD over some of the other methods is in accordance with [82]. Empirically, the power-2 variant of GSM was slightly better than the power-1 variant. GSM also achieved the best average support precision, except at large values of \( k \), where the recovery success rates of all methods were near zero.

Figure 3 shows the results under 5% noise (\( \nu = 0.05 \)). Even though noise degraded the performance of all methods, GSM achieved the highest accuracy. In contrast to the noiseless case, here at high values of \( k \), some methods obtain a small residual \( \|Ax - y\|_2 \) by an incorrect set of columns, whose linear combination overfits the noisy vector \( y \) – hence
We considered the following two settings as in [13]: (a) we observe \( \hat{x} \) worse than that of GSM. For example, in setting (a) they achieved an average support precision smaller than 30% at \( n \). We gave their method a slight advantage by choosing \( k \) \( \in \{8, 40, 150\} \). Then, for various values of \( n \), we estimate \( x_0 \) from \( y = Ax_0 + e \), where \( A \in \mathbb{R}^{n \times d} \) has i.i.d. entries \( \mathcal{N}(0, 1) \) without column normalization. A recovery is considered successful if \( \| \hat{x} - x_0 \|_1 / \| x_0 \|_1 < 10^{-4} \). Figure 4 illustrates the recovery success rates over 100 instances for each \( n \), with GSM able to successfully recover a sparse signal from fewer measurements than ISD.

### Number of required measurements

Next, we compare the number of measurements \( n \) required for successful recovery in a noiseless setting by GSM and by the next best competitor, ISD, under the same setup as in [82, Figures 3-5]. Specifically, for \( d = 600 \), we generate a \( k \)-sparse vector \( x_0 \) whose non-zero entries are i.i.d. \( \mathcal{N}(0, 1) \), where \( k \in \{8, 40, 150\} \). Then, for various values of \( n \), we estimate \( x_0 \) from \( y = Ax_0 + e \), where \( A \in \mathbb{R}^{n \times d} \) has i.i.d. entries \( \mathcal{N}(0, 1) \) without column normalization. A recovery is considered successful if \( \| \hat{x} - x_0 \|_1 / \| x_0 \|_1 < 10^{-4} \). Figure 4 illustrates the recovery success rates over 100 instances for each \( n \), with GSM able to successfully recover a sparse signal from fewer measurements than ISD.

### 5.3 Comparison with MIP-based methods

Finally, we compare the power-2 variant of GSM with two recent mixed integer programming based approaches, considered state-of-the-art in solving (P0): (1) The cutting plane method [13], and (2) the coordinate descent and local combinatorial search method [53]. We did not run the first method ourselves but rather, as described below, compare our results to those reported in their work, under identical settings. We ran the second method using the authors’ L0learn R package. We tested it both with and without local combinatorial search, denoted by CD+Comb and CD, respectively.

First, we replicate the two settings of Figure 2(right) and Figure 4(left) in [13]. Specifically, for varying values of \( n \), we generate an \( n \times d \) matrix \( A \) with uncorrelated i.i.d. entries \( \mathcal{N}(0, 1) \) without column normalization. We then generate a \( k \)-sparse vector \( x_0 \in \mathbb{R}^d \) with \( k = 10 \), whose nonzero entries are chosen randomly from \( \pm 1 \) and placed at random indices. We observe \( y = Ax_0 + e \) where \( e \) has i.i.d. \( \mathcal{N}(0, 1) \) entries, normalized such that \( \text{SNR} = 1/\nu^2 = \frac{\|Ax_0\|_2^2}{\|e\|_2^2} \). We considered the following two settings as in [13]: (a) \( d = 15000 \), SNR=400; and (b) \( d = 5000 \), SNR=9. Both the cutting plane method and our GSM received as input the correct value of \( k \). In contrast, the coordinate descent method, returns a set of solutions with different sparsity levels. We gave their method a slight advantage by choosing the solution whose support \( \hat{S} \) is the closest to the ground-truth support \( S_0 \) in terms of the F-score: \( 2 \frac{|\hat{S} \cap S_0|}{|\hat{S}| + |S_0|} \).

As in [13], we measure the quality of a solution \( \hat{x} \) by its support precision, \( |\hat{S} \cap S_0| / k \). Figure 5 compares the performance of GSM, CD and CD+Comb, averaged over 200 random instances for each value of \( n \). To achieve a precision comparable to GSM, CD+Comb required about 20% more observations. In terms of run-time, our method, implemented in Matlab, took on average less than 3 minutes to complete a single run. The CD/CD+Comb method, partly implemented in C++, is significantly faster and took less than 1 second per run.

Given the NP-hardness of (P0), in their original paper, [13] did not run their exact cutting plane method till it found the optimal solution, but rather capped each run to at most 10 minutes. With this time limit, their performance was much worse than that of GSM. For example, in setting (a) they achieved an average support precision smaller than 30% at \( n = 100 \). In comparison, our GSM achieved an 88% precision.

Finally, to highlight the performance achievable by GSM versus that of CD/CD+Comb, we considered the following quite challenging setup: For \( d = 20000 \), \( k = 50 \) and varying values of \( n \), a \( n \times d \) Gaussian matrix \( A \) was generated with correlated columns, with coefficient \( \rho = 0.5 \). The observed vector \( y = Ax_0 + e \) was generated with random Gaussian noise \( e \). Here we followed the definition of SNR of [53], and normalized \( e \) such that \( \text{SNR} = 1/\nu^2 = \)
Figure 5: Support precision in recovering a $k$-sparse signal, $k = 10$, with an uncorrelated matrix ($\rho = 0$). Settings (a) and (b) correspond to Figure 2(right) and Figure 4(left) in [13].

$$\mathbb{E}_A \left[ \|A x_0\|_2^2 \right] / \mathbb{E}_e \left[ \|e\|_2^2 \right].$$

Three different settings were tested: (a) $x_0$ equispaced $\pm 1$, SNR=400; (b) $x_0$ equispaced $\pm 1$, SNR=9; and (c) $x_0$ equispaced linear, SNR=9.

In these simulations, the true sparsity level $k$ was unknown. As in [53], we also observe a separate random design validation set of the same size, $\hat{y} = \hat{A} x_0 + \hat{e}$. We ran our GSM method for input sparsity $k \in [1, 60]$, and choose the solution with smallest prediction error on the validation set. For CD/CD+Comb, we passed the ground-truth $k$ as an upper limit on the support size, and similarly took the solution with smallest validation prediction error.

Similar to [53], we also calculated the false positive rate $\frac{|\hat{S} \cap S_c|}{|\hat{S}|}$ and the expected prediction error $\mathbb{E}_A \left[ \|A \hat{x} - y\|_2^2 \right] / \mathbb{E}_A \left[ \|y\|_2^2 \right]$. Figure 6 shows the results, averaged over 100 instances for each $n$. As seen in the individual plots, GSM achieved superior recovery. The runtime of our method was approximately 10 minutes for each combination of $n, k$.

Summary  Via several simulations, we illustrated the competitive performance of GSM in solving (P0) and recovering sparse signals. This improved performance, nonetheless, comes at a computational cost. Each run of GSM typically considered up to 30 different values of $\lambda$. For each $\lambda$, solving (1.3) by homotopy required several hundreds of values of $\gamma$. For each $\gamma$, solving (3.5) often took three MM iterations. Hence, one run of GSM solved several thousands of weighted $\ell_1$ problems (3.15) or (3.16). We remark that optimizations of (1.3) over different values of $\lambda$ can be done in parallel. Further speedups may be possible by using specialized weighted $\ell_1$ solvers that can be warm-started at the solutions of previous problem instances.
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Appendix A Further numerical results

To further illustrate the improved performance of GSM, figure 7 shows, for selected values of $k$, the cumulative distribution of the normalized recovery error $G(t) = P(\|\hat{x} - x_0\|_1 / \|x_0\|_1 \leq t)$ under 5% noise ($\nu = 0.05$). These results show that the better success rates of GSM are not sensitive to the specific threshold that defines a successful recovery.

Appendix B Proofs

B.1 Theory for the trimmed lasso

In our proofs, we shall use the following inequality

$$\|Av\|_2 \leq \lambda_0 \|v\|_1 \quad \forall v \in \mathbb{R}^d,$$

where $\lambda_0$ is as in (2.2). This inequality follows directly from the triangle inequality.

*Proof of Theorem 2.1.* Let $x^*$ be a local minimum of $F_1$. Let $\Lambda \subseteq [d]$ be an index set of the $d - k$ smallest-magnitude entries of $x^*$, breaking ties arbitrarily. Define $w \in \mathbb{R}^d$ by

$$w_i = \begin{cases} 1 & i \in \Lambda \\ 0 & \text{otherwise}. \end{cases}$$
Let $F_{\lambda, w}(x) = \frac{1}{2}\|Ax - y\|^2_2 + \lambda \langle w, |x| \rangle$. Then $F_{\lambda}(x^*) = F_{\lambda, w}(x^*)$. Moreover, for any $x \in \mathbb{R}^d$, $F_{\lambda}(x) \leq F_{\lambda, w}(x)$. Hence, the assumption that $x^*$ is a local minimum of $F_{\lambda}$ implies that $x^*$ is also a local minimum of $F_{\lambda, w}$. Since $F_{\lambda, w}$ is convex, then $x^*$ is also a global minimum.

Next, we claim that $\|Ax^* - y\|_2 \leq \|y\|_2$. Suppose otherwise by contradiction. Note that $\langle w, |x^*| \rangle \geq 0 = \langle w, |0| \rangle$. Thus,

$$F_{\lambda, w}(x^*) = \frac{1}{2}\|Ax^* - y\|^2_2 + \lambda \langle w, |x^*| \rangle \\
\geq \frac{1}{2}\|y\|^2_2 + \lambda \langle w, |x^*| \rangle \geq \frac{1}{2}\|y\|^2_2 + \lambda \langle w, |0| \rangle = F_{\lambda, w}(0),$$

contradicting the fact that $x^*$ is a global minimum of $F_{\lambda, w}$.

For a function $f : \mathbb{R}^d \rightarrow \mathbb{R}$, denote by $\partial f(x)$ the subdifferential of $f$ at $x$. We now calculate $\partial F_{\lambda, w}(x^*)$. The term $\frac{1}{2}\|Ax - y\|^2_2$ is differentiable everywhere, and its subdifferential at $x$ is the singleton containing its gradient $\{A^T(Ax - y)\}$. Next, define for $x \in \mathbb{R}^d$,

$$V(x) = \{v \in \mathbb{R}^d \mid \|v\|_\infty \leq 1, \forall i \text{ with } x_i \neq 0, v_i = \text{sign} x_i \}. \quad (B.2)$$

It can be shown that the subdifferential of $\langle w, |x| \rangle$ at $x$ is given by the following set

$$\partial \langle w, |x| \rangle = \{v \circ w \mid v \in V(x) \},$$

where $\circ$ denotes the Hadamard (entrywise) product. Therefore, by the Moreau-Rockafellar theorem on the additivity of subdifferentials [9, Prop. 4.2.4, pg. 232][5, Thm. 2.9],

$$\partial F_{\lambda, w}(x) = \{A^T(Ax - y) + \lambda v \circ w \mid v \in V(x) \}. \quad (B.3)$$

Since $x^*$ is a global minimum of $F_{\lambda, w}$, $\partial F_{\lambda, w}(x^*)$ contains the zero vector. Thus, there exists $v \in V(x^*)$ such that $A^T(Ax^* - y) + \lambda v \circ w = 0$.

Suppose that $x^*$ is not $k$-sparse. Then there exists some index $i$ such that $w_i = 1$ and $x^*_i \neq 0$. At that index $i$,

$$\langle a_i, Ax^* - y \rangle + \lambda \cdot \text{sign} x^*_i = 0. \quad (B.4)$$

Since $\|Ax^* - y\|_2 \leq \|y\|_2$,

$$\lambda = \frac{1}{2} ||a_i||_2 \|Ax^* - y\|_2 \leq ||a_i||_2 \|y\|_2 \leq \max_{j=1, \ldots, d} \|a_j\|_2 \|y\|_2 = \bar{\lambda}. \quad (B.5)$$

Hence, for any $\lambda > \bar{\lambda}$ any local minimum of $F_{\lambda}$ must be $k$-sparse. \qed

**Proof of Theorem 2.2.** Let $x^*$ be a local minimum of $F_{\lambda, w}$, where $\lambda > \lambda_b$. Suppose by contradiction that $x^*$ is not $k$-sparse. Let $v = \Pi_k(x^*) - x^* \neq 0$. Then for any $t \in [0, 1]$,

$$F_{\lambda}(x^* + tv) = |A(x^* + tv) - y|_2 - \|A^T(x^* + tv) - y\|_2 - \lambda |\tau_k(x^* + tv) - \tau_k(x^*)|.

By the triangle inequality,

$$\|A(x^* + tv) - y\|_2 - \|A^T(x^* + tv) - y\|_2 \leq \|Av\|_2. \quad (B.6)$$

As for the second term, $x^* + tv = (1 - t)x^* + t\Pi_k(x^*)$. This vector coincides with $x^*$ on the $k$ largest-magnitude entries of $x^*$, and its remaining entries decrease linearly in magnitude with $(1 - t)$. Therefore, $\tau_k(x^* + tv) = (1 - t)\tau_k(x^*)$. Furthermore, since $\tau_k(x^*) = ||v||_1$,

$$F_{\lambda}(x^* + tv) \leq t \|Av\|_2 + \lambda[(1 - t)\tau_k(x^*) - \tau_k(x^*)] = t (\|Av\|_2 - \lambda ||v||_1). \quad (B.7)$$

By Eqs. (B.1), (2.2) and the fact that $||v||_1(\lambda_b - \lambda) < 0$, for all $t \in [0, 1]$,

$$F_{\lambda}(x^* + tv) \leq t ||v||_1(\lambda_b - \lambda) < 0. \quad (B.8)$$

This contradicts the assumption that $x^*$ is a local minimum of $F_{\lambda}$. \qed

To prove Theorem 2.3, we first state and prove the following auxiliary lemma.

**Lemma B.1.** Suppose the matrix $A \in \mathbb{R}^{n \times d}$ is of rank $n$, so that $\lambda_n > 0$. Let $w \in [0, 1]^d$ such that $\sum_{i=1}^d w_i = d - k$.

Let $x^*$ be a global minimum of

$$F_{\lambda, w}(x) = \|Ax - y\|_2 + \lambda \langle w, |x| \rangle,$$

where $0 < \lambda < \lambda_n$. Then $Ax^* = y$. 
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Proof. Suppose by contradiction that $Ax^* \neq y$. Let $\partial F^1_{\lambda, w}(x)$ denote the subdifferential of $F^1_{\lambda, w}$ at $x$. Since $Ax^* \neq y$, the term $\|Ax - y\|_2$ is differentiable at $x = x^*$, and its subdifferential at $x^*$ is a singleton consisting of its gradient, namely

$$\partial \|Ax - y\|_2|_{x=x^*} = \left\{ A^T \frac{Ax^* - y}{\|Ax^* - y\|_2} \right\}.$$  

The subdifferential of $\langle w, |x| \rangle$ at $x$ is given by $\partial \langle w, |x| \rangle = \{v \odot w \, | \, v \in V(x)\}$, where $V(x)$ is given by (B.2). Therefore, by the Moreau-Rockafellar theorem,

$$\partial F^1_{\lambda, w}(x^*) = \left\{ A^T \frac{Ax^* - y}{\|Ax^* - y\|_2} + \lambda v \odot w \, | \, v \in V(x^*) \right\}.$$  

Since $x^*$ is a global minimum of $F^1_{\lambda, w}$, $\partial F^1_{\lambda, w}(x^*)$ contains the zero vector. Thus, there exists some $v \in V(x^*)$ such that

$$A^T \frac{Ax^* - y}{\|Ax^* - y\|_2} + \lambda v \odot w = 0.$$  

This implies that

$$\lambda \|v \odot w\|_2 = \left\| A^T \frac{Ax^* - y}{\|Ax^* - y\|_2} \right\|_2 \geq \sigma_n(A).$$  

Since $\|v\|_\infty \leq 1$, $w \in [0, 1]^d$ and $\sum_{i=1}^d w_i = d - k$, we have:

$$\|v \odot w\|_2 \leq \|w\|_2 \leq \sqrt{\sum_{i=1}^d w_i^2} \leq \sqrt{\sum_{i=1}^d w_i} = \sqrt{d - k}.$$  

Therefore $\sigma_n(A) \leq \lambda \sqrt{d - k}$, which contradicts the assumption that $\lambda < \lambda_0 = \frac{\sigma_n(A)}{\sqrt{d - k}}$. \hfill \Box

Proof of Theorem 2.3. Let $x^*$ be a local minimum of $F^1_{\lambda}$ with $0 < \lambda < \lambda_0$. Let $w \in \mathbb{R}^d$ such that $w_i = 1$ at indices $i$ corresponding to the $d - k$ smallest-magnitude entries of $x^*$, breaking ties arbitrarily, and $w_i = 0$ elsewhere. By similar arguments to those in the proof of Theorem 2.1, $x^*$ is a global minimum of $F^1_{\lambda, w}$. Therefore, by Lemma B.1, $Ax^* = y$. \hfill \Box

Proof of Theorem 2.4. We prove the theorem for the power-2 objective $F_{\lambda}$. The proof for $F^1_{\lambda}$ is similar. Given a set $\Lambda$ of size $k$, we define the following vector $w \in \mathbb{R}^d$

$$w_i = \begin{cases} 0 & i \in \Lambda \\ 1 & i \notin \Lambda. \end{cases}$$

Let $F_{\lambda, w}(x) = f(x) + \lambda \langle w, |x| \rangle$, where $f(x) = \frac{1}{2} \|Ax - y\|_2^2$. As in the proof of Theorem 2.1, with $V(x)$ defined in (B.2), the subdifferential of $F_{\lambda, w}(x)$ at $x$ is given by

$$\partial F_{\lambda, w}(x) = \{ \nabla f(x) + \lambda v \odot w \, | \, v \in V(x) \}.$$  

(B.3)

Let $\tilde{x}$ be a global minimizer of $\|Ax - y\|_2$ over all vectors $x \in \mathbb{R}^d$ supported in $\Lambda$. Namely,

$$\tilde{x} = \arg\min_x \|Ax - y\|_2 \quad \text{s.t.} \quad \forall i \notin \Lambda \ x_i = 0.$$  

(B.4)

Assume that $\|\tilde{x}\|_0 = k$. We shall now show that $\tilde{x}$ is a global minimizer of $F_{\lambda, w}$ for any $\lambda \geq \bar{\lambda}$. Define the vector $\tilde{v} \in \mathbb{R}^d$ by

$$\tilde{v}_i = \begin{cases} \text{sign} (x_i) & i \in \Lambda \\ -\frac{1}{\lambda} \nabla f(\tilde{x})_i & i \notin \Lambda. \end{cases}$$

To show that $\tilde{v}$ belongs to $V(\tilde{x})$, it suffices to show that $|\frac{1}{\lambda} \nabla f(\tilde{x})_i| \leq 1$ for all $i \notin \Lambda$. Let $i \notin \Lambda$ and recall that $a_i$ is the $i$-th column of $A$. Then

$$|\nabla f(\tilde{x})_i| = |\langle a_i, A\tilde{x} - y \rangle| \leq \|a_i\|_2 \|A\tilde{x} - y\|_2 \overset{(a)}{\leq} \|a_i\|_2 \|y\|_2 \overset{(b)}{\leq} \overset{(c)}{\leq} \lambda \leq \lambda,$$
where (a) holds by our choice of $\tilde{x}$, (b) holds by the definition of $\tilde{\lambda}$, and (c) holds by the theorem assumption. By definition, $\nabla f(\tilde{x}) + \lambda \tilde{v} \circ w \in \partial F_{\lambda,w}(\tilde{x})$.

We now show that $\nabla f(\tilde{x}) + \lambda \tilde{v} \circ w = 0$. Since $\tilde{x}$ minimizes $f$ over all vectors supported in $\Lambda$, $\nabla f(\tilde{x}) = 0$ for all $i \in \Lambda$. Also recall that $w_i = 0$ for all $i \in \Lambda$. Therefore, for all $i \in \Lambda$,$$
abla f(\tilde{x})_i + \lambda \tilde{v}_i w_i = 0.$$

For $i \notin \Lambda$, by the definitions of $w_i$ and $\tilde{v}_i$,$$
abla f(\tilde{x})_i + \lambda \tilde{v}_i w_i = \nabla f(\tilde{x})_i - \lambda \frac{1}{2} \nabla f(\tilde{x})_i \cdot 1 = 0.$$

Therefore, $0 \in \partial F_{\lambda,w}(\tilde{x})$, implying that $\tilde{x}$ is a global minimizer of $F_{\lambda,w}$.

To complete our proof, we need to show that $\tilde{x}$ is a local minimum of $F_{\lambda}$. To this end, first note that since $\|x\|_0 = k$, then $F_{\lambda}(\tilde{x}) = F_{\lambda,w}(\tilde{x})$. Let $x_{\text{min}} = \min_{i \in \Lambda} |x_i|$. By our assumptions $x_{\text{min}} > 0$. For any $x$ with $\|x - \tilde{x}\|_\infty < x_{\text{min}}/2$, its top $k$ coordinates are the set $\Lambda$. Hence, for such vectors $F_{\lambda}(\tilde{x}) = F_{\lambda,w}(x)$. Thus, there exists a small neighborhood of $\tilde{x}$, where $F_{\lambda}(\tilde{x}) \leq F_{\lambda}(x)$ and so $\tilde{x}$ is a local minimum of $F_{\lambda}$.

We now prove our sparse recovery guarantee for the power-2 objective (1.3). The proof for the power-1 case follows thereafter.

**Proof of Theorem 2.5.** We start with the case that $x_0$ is $k$-sparse, so that $\tau_k(x_0) = 0$. Then the assumption that $F_{\lambda}(\tilde{x}) \leq F_{\lambda}(\Pi_k(x_0))$ translates to

$$\frac{1}{2} \|A\tilde{x} - y\|_2^2 + \lambda \tau_k(\tilde{x}) \leq \frac{1}{2} \|e\|_2^2. \quad (B.5)$$

Since $\lambda \tau_k(\tilde{x}) \geq 0$ and $y = Ax_0 + e$, it follows from (B.5) that

$$\|e\|_2 \geq \|A\tilde{x} - y\|_2 = \|A(\tilde{x} - x_0) - e\|_2.$$  

Denote $\tilde{x}_r = \tilde{x} - \Pi_k(\tilde{x})$. Then $\tau_k(\tilde{x}_r) = \|\tilde{x}_r\|_1$ and by the triangle inequality,

$$\|e\|_2 \geq \|A(\Pi_k(\tilde{x}) - x_0) + A\tilde{x}_r - e\|_2 \geq \|A(\Pi_k(\tilde{x}) - x_0)\|_2 - \|A\tilde{x}_r\|_2 - \|e\|_2.$$  

Note that $\Pi_k(\tilde{x}) - x_0$ is $2k$-sparse. Thus, using (2.4) and (B.1),

$$\|e\|_2 \geq \alpha_2k \|\Pi_k(\tilde{x}) - x_0\|_1 - \lambda_b \|\tilde{x}_r\|_1.$$  

By (B.5), $\lambda \tau_k(\tilde{x}) = \lambda \|\tilde{x}_r\|_1 \leq \frac{1}{2} \|e\|_2^2$, and thus

$$\|\Pi_k(\tilde{x}) - x_0\|_1 \leq \frac{2}{\alpha_2k} \|e\|_2 + \frac{1}{2\lambda} \lambda_b \|e\|_2^2. \quad (B.6)$$

This proves part 1 of the theorem for the case that $x_0$ is $k$-sparse.

Next, suppose that $x_0$ is an arbitrary vector in $\mathbb{R}^d$. Denote $\tilde{x}_0 = \Pi_k(x_0)$ and $\tilde{e} = e + A(x_0 - \tilde{x}_0)$. Then $y = Ax_0 + e = A\tilde{x}_0 + \tilde{e}$, where $\tilde{x}_0$ is $k$-sparse. By the triangle inequality,

$$\|\Pi_k(\tilde{x}) - x_0\|_1 \leq \|x_0 - \tilde{x}_0\|_1 + \|\Pi_k(\tilde{x}) - \tilde{x}_0\|_1 = \tau_k(x_0) + \|\Pi_k(\tilde{x}) - \tilde{x}_0\|_1.$$  

Similarly, using (B.1),

$$\|\tilde{e}\|_2 \leq \|e\|_2 + \|A(x_0 - \tilde{x}_0)\|_2 \leq \|e\|_2 + \lambda_b \|x_0 - \tilde{x}_0\|_1 = \|e\|_2 + \lambda_b \tau_k(x_0). \quad (B.8)$$

The assumption that $F_{\lambda}(\tilde{x}) \leq F_{\lambda}(\Pi_k(x_0))$, combined with the definition of $\tilde{e}$, implies that $F_{\lambda}(\tilde{x}) \leq F_{\lambda}(\tilde{x}_0) = \frac{1}{2} \|\tilde{e}\|_2^2$. Since $\tilde{x}_0$ is $k$-sparse, and $\tilde{y} = A\tilde{x}_0 + \tilde{e}$, then by (B.6),

$$\|\Pi_k(\tilde{x}) - \tilde{x}_0\|_1 \leq \frac{2}{\alpha_2k} \|\tilde{e}\|_2 + \frac{1}{2\lambda} \lambda_b \|\tilde{e}\|_2^2.$$  

Combining this inequality with (B.7) gives

$$\|\Pi_k(\tilde{x}) - x_0\|_1 \leq \tau_k(x_0) + \frac{2}{\alpha_2k} \|\tilde{e}\|_2 + \frac{1}{2\lambda} \lambda_b \|\tilde{e}\|_2^2.$$  

Finally, inserting (B.8) to the above yields Eq. (2.5), and thus part 1 of the theorem is proven.
We now prove part 2. Suppose that \( \hat{x} \) is \( k \)-sparse. By the triangle inequality,
\[
\|\hat{x} - x_0\|_1 \leq \|x_0 - \Pi_k(x_0)\|_1 + \|\hat{x} - \Pi_k(x_0)\|_1 = r_k(x_0) + \|\hat{x} - \Pi_k(x_0)\|_1.
\]
By (2.4), the second term is bounded by \( \|\hat{x} - \Pi_k(x_0)\|_1 \leq \frac{1}{\alpha_{2k}} A(\hat{x} - \Pi_k(x_0))\|_2 \). Thus,
\[
\|\hat{x} - x_0\|_1 \leq \tau_k(x_0) + \frac{1}{\alpha_{2k}} A(\hat{x} - \Pi_k(x_0))\|_2 = \tau_k(x_0) + \frac{1}{\alpha_{2k}} A\hat{x} - y - (A\Pi_k(x_0) - y)\|_2 \\
\leq \tau_k(x_0) + \frac{1}{\alpha_{2k}} A\hat{x} - y\|_2 + \frac{1}{\alpha_{2k}} A\Pi_k(x_0) - y\|_2.
\]
Since \( \tau_k(\hat{x}) = \tau_k(\Pi_k(x_0)) = 0 \), the assumption that \( F_\lambda(\hat{x}) \leq F_\lambda(\Pi_k(x_0)) \) implies that \( \|A\hat{x} - y\|_2 \leq \|A\Pi_k(x_0) - y\|_2 \). Therefore,
\[
\|\hat{x} - x_0\|_1 \leq \tau_k(x_0) + \frac{2}{\alpha_{2k}} A\Pi_k(x_0) - y\|_2. \tag{B.9}
\]
Using the triangle inequality and (B.1),
\[
\|A\Pi_k(x_0) - y\|_2 \leq \|Ax_0 - y\|_2 + \|A(x_0 - \Pi_k(x_0))\|_2 \leq \|Ax_0 - y\|_2 + \lambda_b\|x_0 - \Pi_k(x_0)\|_1.
\]
Since \( \|\Pi_k(x_0) - x_0\|_1 = \tau_k(x_0) \) and \( \|Ax_0 - y\|_2 = \|e\|_2 \), then \( \|A\Pi_k(x_0) - y\|_2 \leq \|e\|_2 + \lambda_b\tau_k(x_0) \). Inserting this into (B.9) yields (2.6), which proves part 2 of the theorem.

**Proof of Theorem 2.6.** We first prove parts 1 and 2 of the theorem when \( x_0 \) is \( k \)-sparse. In this case, the vector \( \Pi_k(\hat{x}) - x_0 \) is at most \( 2k \)-sparse. By (2.4) and the triangle inequality,
\[
\alpha_{2k}\|\Pi_k(\hat{x}) - x_0\|_1 \leq \|\Pi_k(\hat{x}) - x_0\|_2 \leq \|A(\hat{x} - x_0)\|_2 + \|A\hat{x} - y\|_2 \\
\leq \|\hat{x} - y\|_2 + \|A\Pi_k(\hat{x}) - \hat{x}\|_2 + \|e\|_2.
\]
Using (B.1), \( \|A(\Pi_k(\hat{x}) - x_0)\|_2 \leq \lambda_b\|\Pi_k(\hat{x}) - x_0\|_1 = \lambda_b\tau_k(\hat{x}) \). Thus,
\[
\alpha_{2k}\|\Pi_k(\hat{x}) - x_0\|_1 \leq \|\hat{x} - y\|_2 + \lambda_b\tau_k(\hat{x}) + \|e\|_2. \tag{B.10}
\]
Since \( x_0 \) is \( k \)-sparse, \( \Pi_k(x_0) = x_0 \). The assumption that \( F^1_\lambda(\hat{x}) \leq F^1_\lambda(\Pi_k(x_0)) \) thus reads as
\[
\|A\hat{x} - y\|_2 + \lambda\tau_k(\hat{x}) \leq \|A\Pi_k(x_0) - y\|_2 + \lambda\tau_k(\Pi_k(x_0)) = \|Ax_0 - y\|_2 = \|e\|_2. \tag{B.11}
\]
Therefore,
\[
\|A\hat{x} - y\|_2 + \lambda\tau_k(\hat{x}) \leq \max \left\{ 1, \frac{\lambda}{\lambda_b} \right\} (\|A\hat{x} - y\|_2 + \lambda\tau_k(\hat{x})) \leq \max \left\{ 1, \frac{\lambda}{\lambda_b} \right\} \|e\|_2. \tag{B.12}
\]
Inserting (B.12) into (B.10) proves part 1 of the theorem when \( x_0 \) is \( k \)-sparse, since
\[
\|\Pi_k(\hat{x}) - x_0\|_1 \leq \frac{1}{\alpha_{2k}} (1 + \max \left\{ 1, \frac{\lambda}{\lambda_b} \right\} ) \|e\|_2. \tag{B.13}
\]
Next, suppose that \( \hat{x} \) is also \( k \)-sparse. Here \( \Pi_k(\hat{x}) = \hat{x} \) and \( \tau_k(\hat{x}) = 0 \). Combining (B.10) and (B.11) proves part 2 of the theorem when \( x_0 \) is \( k \)-sparse, since
\[
\|\hat{x} - x_0\|_1 \leq \frac{1}{\alpha_{2k}} (\|A\hat{x} - y\|_2 + \|e\|_2) \leq \frac{2}{\alpha_{2k}} \|e\|_2. \tag{B.14}
\]
We now generalize the proof to an arbitrary \( x_0 \). Denote \( \tilde{x}_0 = \Pi_k(x_0) \) and \( \tilde{e} = e + A(x_0 - \tilde{x}_0) \). Then \( y = Ax_0 + e = A\tilde{x}_0 + \tilde{e} \). By the triangle inequality,
\[
\|\Pi_k(\hat{x}) - x_0\|_1 \leq \|\Pi_k(\hat{x}) - \tilde{x}_0\|_1 + \|x_0 - \tilde{x}_0\|_1 = \|\Pi_k(\hat{x}) - \tilde{x}_0\|_1 + \tau_k(x_0). \tag{B.15}
\]
Similarly, by the triangle inequality and (B.1),
\[
\|\tilde{e}\|_2 \leq \|e\|_2 + \|A(x_0 - \tilde{x}_0)\|_2 \leq \|e\|_2 + \lambda_b\|x_0 - \tilde{x}_0\|_1 = \|e\|_2 + \lambda_b\tau_k(x_0). \tag{B.16}
\]
The assumption that \( F^1_\lambda(\hat{x}) \leq F^1_\lambda(\Pi_k(x_0)) \) now reads
\[
\|A\hat{x} - y\|_2 + \lambda\tau_k(\hat{x}) \leq \|A \cdot \Pi_k(x_0) - y\|_2 = \|A \cdot \Pi_k(\tilde{x}_0) - y\|_2 = F^1_\lambda(\Pi_k(x_0)).
\]
Moreover, the limits as \( \gamma \) prove part 1 of the theorem for a general \( x \) (B.14),

The following lemma describes some continuity properties of \( \mu_{k, \gamma}(z) \).

**Lemma B.2.** For any \( z \in \mathbb{R}^d \), the function \( \mu_{k, \gamma}(z) \) is monotone-increasing w.r.t. \( \gamma \), and

\[
\lim_{\gamma \to -\infty} \mu_{k, \gamma}(z) = \min_{|\Lambda|=k} \sum_{i \in \Lambda} z_i, \quad \lim_{\gamma \to 0} \mu_{k, \gamma}(z) = \frac{k}{d} \sum_{i=1}^{d} z_i, \quad \lim_{\gamma \to \infty} \mu_{k, \gamma}(z) = \max_{|\Lambda|=k} \sum_{i \in \Lambda} z_i. \tag{B.17}
\]

Moreover, the limits as \( \gamma \to \infty \) and \( \gamma \to -\infty \) are uniform over \( z \in \mathbb{R}^d \). Specifically,

\[
\min_{|\Lambda|=k} \sum_{i \in \Lambda} z_i \leq \mu_{k, \gamma}(z) \leq \min_{|\Lambda|=k} \sum_{i \in \Lambda} z_i - \frac{1}{\gamma} \log \left( \frac{d}{k} \right) \quad \forall z \in \mathbb{R}^d, \gamma < 0. \tag{B.18}
\]

with a similar inequality holding for \( \gamma > 0 \).

**Proof.** Consider the limit \( \gamma \to 0 \), and write \( \mu_{k, \gamma}(z) = \log(h_{k, \gamma}(z)) / \gamma \) where

\[
h_{k, \gamma}(z) = \frac{\exp\left( \gamma \sum_{i \in \Lambda} z_i \right)}{D}
\]

and \( D = \binom{d}{k} \). Then, by L’Hospital’s rule,

\[
\lim_{\gamma \to 0} \mu_{k, \gamma}(z) = \lim_{\gamma \to 0} \frac{\partial}{\partial \gamma} h_{k, \gamma}(z) / h_{k, \gamma}(z) = \frac{1}{D} \sum_{|\Lambda|=k} \sum_{i \in \Lambda} z_i.
\]

Since each \( z_i \) appears in \( k/d \) of all subsets \( \Lambda \subset [d] \) of size \( k \), the sum above equals \( k/d \sum_i z_i \).

Next, we address the limits as \( \gamma \to \pm \infty \). Let \( s_{\text{max}} = \max_{|\Lambda|=k} \sum_{i \in \Lambda} z_i \) and \( \gamma > 0 \). Then,

\[
\mu_{k, \gamma}(z) \leq \frac{1}{\gamma} \log(\exp(\gamma s_{\text{max}})) = s_{\text{max}}.
\]

On the other hand,

\[
\mu_{k, \gamma}(z) \geq \frac{1}{\gamma} \log \left( \frac{\exp(\gamma s_{\text{max}})}{D} \right) \geq s_{\text{max}} - \frac{1}{\gamma} \log(D).
\]

Thus, by the two above inequalities, for all \( \gamma > 0 \),

\[
\max_{|\Lambda|=k} \sum_{i \in \Lambda} z_i - \frac{1}{\gamma} \log(D) \leq \mu_{k, \gamma}(z) \leq \max_{|\Lambda|=k} \sum_{i \in \Lambda} z_i. \tag{B.19}
\]

As \( \gamma \to \infty \) the second term on the left-hand side vanishes. Thus, as \( \gamma \to \infty \), uniformly in \( z \), \( \mu_{k, \gamma}(z) \to \max_{|\Lambda|=k} \sum_{i \in \Lambda} z_i \). Inserting (4.5) into (B.19) and replacing \( z \) by \(-z\) gives

\[
\max_{|\Lambda|=k} \sum_{i \in \Lambda} (-z_i) - \frac{1}{\gamma} \log(D) \leq -\mu_{k,-\gamma}(z) \leq \max_{|\Lambda|=k} \sum_{i \in \Lambda} (-z_i) = -\min_{|\Lambda|=k} \sum_{i \in \Lambda} z_i,
\]
whence (B.18) follows. In addition, uniformly in $z$, $\mu_{k,\gamma}(z) \to \min_{|\Lambda|=k} \sum_{i \in \Lambda} z_i$ as $\gamma \to -\infty$.

We now prove that $\mu_{k,\gamma}(z)$ increases monotonically w.r.t. $\gamma$. Let $s \in \mathbb{R}^D$ be the vector whose $D$ coordinates contain all the partial sums $\sum_{i \in \Lambda} z_i$ of all subsets $\Lambda \subset [d]$ of size $k$. Then

$$\mu_{k,\gamma}(z) = \frac{1}{\gamma} \log \left( \frac{1}{D} \sum_{j=1}^{D} \exp(\gamma s_j) \right).$$

Differentiating with respect to $\gamma$ at any finite $\gamma \neq 0$ yields

$$\frac{\partial}{\partial \gamma} \mu_{k,\gamma}(z) = \frac{1}{\gamma^2} \sum_{j=1}^{D} p_j \log (y_j) - \frac{1}{\gamma} \log \left( \frac{1}{D} \sum_{j=1}^{D} \exp(\gamma s_j) \right).$$

Let $y_j = \exp(\gamma s_j)$ and $p_j = \frac{y_j}{\sum_{i=1}^{D} y_i}$. Then,

$$\gamma^2 \frac{\partial}{\partial \gamma} \mu_{k,\gamma}(z) = \sum_{j=1}^{D} p_j \log (y_j) - \log \left( \frac{1}{D} \sum_{j=1}^{D} y_j \right) - \frac{1}{\gamma} \log \left( \frac{1}{D} \sum_{j=1}^{D} y_j \right) \sum_{j=1}^{D} p_j \log (y_j).$$

Since $\sum_j p_j = 1$, expanding the right-hand side, the term $\log(\sum_i y_i)$ cancels, and we obtain

$$\gamma^2 \frac{\partial}{\partial \gamma} \mu_{k,\gamma}(z) = \sum_{j=1}^{D} p_j \log (p_j) - \frac{1}{D} \sum_{j=1}^{D} p_j \log (y_j).$$

Since $-\sum_{j=1}^{D} p_j \log (p_j)$ is the entropy of the probability distribution $(p_1, \ldots, p_D)$, it is smaller or equal to $\log D$. Hence, $\frac{\partial}{\partial \gamma} \mu_{k,\gamma}(z) \geq 0$ for all finite $\gamma \neq 0$. Since $\mu_{k,\gamma}(z)$ is continuous w.r.t. $\gamma$ at $\gamma = 0$, it follows that $\mu_{k,\gamma}(z)$ is monotone increasing w.r.t. $\gamma$. \hfill $\square$

Before proving Lemma 4.1, we first state an important property of $\theta_{k,\gamma}(z)$.

**Lemma B.3.** Let $z \in \mathbb{R}^d$. Then for all $0 \leq k \leq d$, $\gamma \in (-\infty, \infty)$,

$$\theta_{k,\gamma}^i(z) \in [0,1], \quad i = 1, \ldots, d \quad \text{and} \quad \sum_{i=1}^{d} \theta_{k,\gamma}^i(z) = k. \quad (B.20)$$

**Proof.** For $k = 0, d$, the proof is trivial. Suppose that $0 < k < d$. The fact that $\theta_{k,\gamma}^i(z) \in [0,1]$ follows directly from the definition of $\theta_{k,\gamma}(z)$ in (4.2). Next, summing over all $d$ coordinates, each $k$-tuple $\Lambda \subset [d]$ appears once in the denominator, but $k$ times in the numerator — once for each $i$ that belongs to $\Lambda$. Therefore, the sum equals $k$, proving (B.20). \hfill $\square$

**Proof of Lemma 4.1.** We present the proof for the case $\gamma \to \infty$. The proof for $\gamma \to -\infty$ is similar. If $k = d$, then $[d]$ is a disjoint union of $\Lambda_a$ and $\Lambda_b$, and the proof follows directly from the definition of $w_{a,\gamma}(z)$. Suppose that $0 < k < d$. For $z \in \mathbb{R}^d$, define $s_{\text{max}} = \max_{|\Lambda|=k} \sum_{i \in \Lambda} z_i$. We say that a $k$-tuple $\Lambda \subset [d]$ is maximal if $\sum_{i \in \Lambda} z_i = s_{\text{max}}$. Then we may rewrite (4.2) as

$$\theta_{k,\gamma}^i(z) = \frac{\sum_{|\Lambda|=k, i \in \Lambda} \exp \left( \gamma \left( \sum_{j \in \Lambda} z_j - s_{\text{max}} \right) \right)}{\sum_{|\Lambda|=k} \exp \left( \gamma \left( \sum_{j \in \Lambda} z_j - s_{\text{max}} \right) \right)}.$$

Now, if $\Lambda$ is maximal, then for any $\gamma \in \mathbb{R}$, $\exp \left( \gamma \left( \sum_{j \in \Lambda} z_j - s_{\text{max}} \right) \right) = 1$. In contrast, if $\Lambda$ is not maximal, then $\sum_{j \in \Lambda} z_j < s_{\text{max}}$, and thus $\exp \left( \gamma \left( \sum_{j \in \Lambda} z_j - s_{\text{max}} \right) \right) \to 0$. Therefore, in the limit $\gamma \to \infty$, $\theta_{k,\gamma}^i(z)$ equals the number of maximal $k$-tuples $\Lambda$ that contain $i$, divided by the total number of maximal $k$-tuples. 29
If \( i \in \Lambda_a \), then every maximal \( k \)-tuple \( \Lambda \) must contain the index \( i \), otherwise it would not be maximal. Thus, 
\[
\lim_{\gamma \to \infty} \theta^i_{k, \gamma}(z) = 1.
\]
If \( i \notin \Lambda_a \cup \Lambda_b \), then every \( k \)-tuple that contains \( i \) is surely not maximal, and then 
\[
\lim_{\gamma \to \infty} \theta^i_{k, \gamma}(z) = 0.
\]
Finally, define \( \Lambda_c = (\Lambda_a \cup \Lambda_b)^c \). By Lemma B.3,
\[
k = \sum_{i=1}^{d} \theta^i_{k, \gamma}(z) = \sum_{i \in \Lambda_a} \theta^i_{k, \gamma}(z) + \sum_{i \in \Lambda_b} \theta^i_{k, \gamma}(z) + \sum_{i \in \Lambda_c} \theta^i_{k, \gamma}(z).
\]
Now take the limit as \( \gamma \to \infty \). In the right-hand side above, the sum over \( i \in \Lambda_a \) tends to \( |\Lambda_a| \), whereas the sum over \( i \in \Lambda_c \) tends to zero. As for the middle sum, by definition for all \( i \in \Lambda_b \), the values \( z_i \) are equal. Hence, the corresponding values \( \theta^i_{k, \gamma}(z) \) are also all equal. Therefore,
\[
\lim_{\gamma \to \infty} \theta^i_{k, \gamma}(z) = \frac{k - |\Lambda_a|}{|\Lambda_b|} \quad \forall i \in \Lambda_b.
\]

**Proof of Lemma 4.2.** For \( k = 0, d \), the proof is trivial and thus omitted. Suppose that \( 0 < k < d \). For \( \gamma = 0 \), (4.6) holds by definition. Let \( \gamma \neq 0, \pm \infty \). Then
\[
\mu_{k, \gamma}(z) - \sum_{i=1}^{d} z_i = \frac{1}{\gamma} \log \left( \frac{d}{|\Lambda|} \sum_{i \in \Lambda} \exp \left( \gamma \sum_{i=1}^{d} z_i \right) \right) - \frac{1}{\gamma} \log \left( \exp \left( \gamma \sum_{i=1}^{d} z_i \right) \right)
\]
\[
= \frac{1}{\gamma} \log \left( \frac{1}{d} \sum_{|\Lambda| = k} \exp \left( \gamma \sum_{i \in \Lambda} z_i - \gamma \sum_{i \in \Lambda} z_i \right) \right)
\]
\[
= \frac{1}{\gamma} \log \left( \frac{1}{d-k} \sum_{|\Lambda| = d-k} \exp \left( -\gamma \sum_{i \in \Lambda} z_i \right) \right) = -\mu_{d-k, -\gamma}(z).
\]
Thus, for any finite \( \gamma \), \( \mu_{k, \gamma}(z) + \mu_{d-k, -\gamma}(z) = \sum_{i=1}^{d} z_i \). Differentiating with respect to \( z_i \) gives that \( \theta^i_{k, \gamma}(z) + \theta^i_{d-k, -\gamma}(z) = 1 \). Thus, (4.6) holds for any finite \( \gamma \). Taking the limits as \( \gamma \to \pm \infty \) yields that (4.6) holds also for \( \gamma = \pm \infty \).

The following lemma describes the convexity of \( \mu_{k, \gamma}(z) \).

**Lemma B.4.** Let \( 0 \leq k \leq d, \gamma \in [-\infty, \infty) \). Then \( \mu_{k, \gamma}(z) \) is convex in \( z \) for \( \gamma \geq 0 \) and concave in \( z \) for \( \gamma \leq 0 \). In particular, for any \( z, z_0 \in \mathbb{R}^d \),
\[
\mu_{k, \gamma}(z) \geq \mu_{k, \gamma}(z_0) + \langle \theta_{k, \gamma}(z_0), z - z_0 \rangle \quad \gamma \geq 0
\]
\[
\mu_{k, \gamma}(z) \leq \mu_{k, \gamma}(z_0) + \langle \theta_{k, \gamma}(z_0), z - z_0 \rangle \quad \gamma \leq 0.
\]

**Proof.** At \( \gamma = 0 \), \( \mu_{k,0}(z) \) is linear in \( z \), and thus both convex and concave, and by the definitions in (4.1) and (4.2), the lemma holds. Next, suppose that \( \gamma > 0 \). Given \( z \in \mathbb{R}^d \), define \( D = \binom{d}{k} \) and let \( s \in \mathbb{R}^D \) be the vector whose \( D \) coordinates contain the sums \( \sum_{i \in \Lambda} z_i \) of all subsets \( \Lambda \subset [d] \) of size \( k \). From the definition of \( \mu_{k, \gamma}(z) \) in (4.1),
\[
\mu_{k, \gamma}(z) = \mu_{1, \gamma}(s) = \frac{1}{\gamma} \log \left( \frac{1}{D} \sum_{j=1}^{D} \exp(\gamma s_j) \right).
\]
The right-hand side is a log-sum-exp function, which is known to be convex (see [18, §3.1.5, pg. 72]). At \( \gamma = \infty \), \( \mu_{1, \infty}(\cdot) \) is the maximum function, which is also convex. Hence, for \( \gamma > 0 \), \( \mu_{1, \infty}(s) \) is convex in \( s \). Since the transformation \( z \mapsto s \) is linear, \( \mu_{k, \gamma}(z) \) is convex in \( z \).

For \( 0 < \gamma < \infty \), \( \mu_{k, \gamma}(z) \) is differentiable and \( \nabla_s \mu_{k, \gamma}(z) = \theta_{k, \gamma}(z) \). Therefore, (B.21) follows from the convexity of \( \mu_{k, \gamma}(z) \). Keeping \( z, z_0 \) fixed and taking the limit as \( \gamma \to \infty \) yields that (B.21) also holds at \( \gamma = \infty \). Finally, by (4.5), \( \mu_{k, \gamma}(z) = -\mu_{k, -\gamma}(-z) \), implying that \( \mu_{k, \gamma}(z) \) is concave for \( \gamma < 0 \). Hence, the second equation in (B.21) holds for \( \gamma < 0 \) as well. 

\[30\]
Proof of Lemma 4.3. For brevity, we only state the main steps of the proof. We define $M^{(r)}_q(z)$ as the sum of the $q$ largest entries of $(z_1, \ldots, z_d)$. Namely, for $1 \leq r \leq d + 1$,

$$M^{(r)}_q(z) = \begin{cases} 
0 & q = 0 \\
\sum_{i=1}^{q} z_{(i)}^{(r)} & 1 \leq q \leq d - r + 1 \\
-\infty & q > d - r + 1.
\end{cases} \quad (\text{B.22})$$

For $r = 1$, denote $M_q(z) = M^{(1)}_q(z)$. It can be shown that $s_{q, \gamma}^{(r)}(z)$ of (4.12) satisfy the recursion for $1 \leq r \leq d - 1$ and $1 \leq q \leq d - r$,

$$s_{q, \gamma}^{(r)}(z) = s_{q, \gamma}^{(r+1)}(z) \exp \left( \gamma \left( M_q^{(r+1)}(z) - M_q^{(r)}(z) \right) \right) + s_{q-1, \gamma}^{(r+1)}(z) \exp \left( \gamma \left( z_r + M_q^{(r+1)}(z) - M_q^{(r)}(z) \right) \right) \quad (\text{B.23})$$

The terms inside the exponents in (B.23) can be shown to satisfy by the following formulas

$$M_q^{(r+1)}(z) - M_q^{(r)}(z) = - \left[ z_r - z_{(q)}^{(r+1)} \right]_+$$

$$z_r + M_q^{(r+1)}(z) - M_q^{(r)}(z) = - \left[ z_r - z_{(q)}^{(r+1)} \right]_- \quad (\text{B.24})$$

for $1 \leq r \leq d - 1$ and $1 \leq q \leq d - r$. From (B.24), the lemma follows. \hfill \Box

\subsection{Properties of the GSM penalty}

Proof of Lemma 3.1. Recall that by (4.7), $\tau_{k, \gamma}(x) = \mu_{d-k, -\gamma}(|x|)$. By Lemma B.2, $\mu_{d-k, -\gamma}(z)$ is monotone decreasing with respect to $\gamma$, and thus so is $\tau_{k, \gamma}(x)$. Moreover,

$$\lim_{\gamma \to 0} \tau_{k, \gamma}(x) = \lim_{\gamma \to 0} \mu_{d-k, -\gamma}(|x|) = \frac{d-k}{d} \sum_{i=1}^{d} |x_i|.$$

Next, replacing $z$ by $|x|$, $k$ by $d - k$ and $\gamma$ by $-\gamma$ in (B.18) gives

$$\min_{|A|=d-k} \sum_{i \in A} |x_i| \leq \mu_{d-k, -\gamma}(|x|) \leq \min_{|A|=d-k} \sum_{i \in A} |x_i| + \frac{1}{\gamma} \log \left( \frac{d}{k} \right).$$

Combining (3.1) and (4.7) with the above inequality yields Eq. (3.4). \hfill \Box

Proof of Lemma 3.2. For $k = 0, d$ the claim follows from (3.8). For $0 < k < d$, let $x \in \mathbb{R}^d$ and suppose w.l.o.g. that $|x_1| \leq |x_2| \leq \cdots \leq |x_d|$. Let $z = -|x|$. Then,

$$|x|_{(k)} = |x_{d-k+1}| = -z_{d-k+1}, \quad |x|_{(k+1)} = |x_{d-k}| = -z_{d-k}. \quad (\text{B.25})$$

Let $\Lambda_a$, $\Lambda_b$ be the two subsets defined in Lemma 3.2, namely

$$\Lambda_a = \left\{ i \in [d] \mid |x_i| < |x|_{(k)} \right\}, \quad \Lambda_b = \left\{ i \in [d] \mid |x_i| = |x|_{(k)} \right\}.$$

Similarly, let $\tilde{\Lambda}_a$, $\tilde{\Lambda}_b$ be as defined for $z$ in (4.3) in the case $\gamma \to \infty$, with $k$ replaced by $d - k$,

$$\tilde{\Lambda}_a = \left\{ i \in [d] \mid z_i > z_{d-k} \right\}, \quad \tilde{\Lambda}_b = \left\{ i \in [d] \mid z_i = z_{d-k} \right\}.$$

Suppose first that $|x|_{(k)} = |x|_{(k+1)}$. Then by (B.25), $z_{d-k+1} = z_{d-k}$, which implies that

$$i \in \Lambda_a \iff |x_i| < |x|_{(k)} \iff z_i > z_{d-k+1} \iff z_i > z_{d-k} \iff i \in \tilde{\Lambda}_a,$$

$$i \in \Lambda_b \iff |x_i| = |x|_{(k)} \iff z_i = z_{d-k+1} \iff z_i = z_{d-k} \iff i \in \tilde{\Lambda}_b.$$

Since in this case $\Lambda_a = \tilde{\Lambda}_a$ and $\Lambda_b = \tilde{\Lambda}_b$, Eq. (3.10) follows directly from (4.7) and Lemma 4.1.
Next, suppose that $|x|_{(k)} > |x|_{(k+1)}$. Then $\Lambda_a = \{1, \ldots, d-k\}$. In this case, Eq. (3.10), which we need to prove, simplifies to

$$\lim_{\gamma \to \infty} w^i_{k,\gamma}(x) = \begin{cases} 1 & i \in \Lambda_a \\ 0 & \text{otherwise.} \end{cases} \quad \text{(B.26)}$$

To prove the first part of (B.26), note that by (B.25), $z_{d-k+1} < z_{d-k}$, so

$$\Lambda_a = \{1, \ldots, d-k\} = \Lambda_a \cup \Lambda_b.$$ 

Now, by (4.4), for $i \in \Lambda_a$, $\lim_{\gamma \to \infty} w^i_{k,\gamma}(x) = \lim_{\gamma \to \infty} \theta^i_{d-k,\gamma}(x) = 1$. If $i \in \Lambda_b$, then also by (4.4),

$$\lim_{\gamma \to \infty} w^i_{k,\gamma}(x) = \lim_{\gamma \to \infty} \theta^i_{d-k,\gamma}(x) = \frac{d-k-|\Lambda_a|}{|\Lambda_b|} = 1.$$ 

To conclude the proof, note that if $i \notin \Lambda_a$, then $i \notin \Lambda_a \cup \Lambda_b$, and by (4.4),

$$\lim_{\gamma \to \infty} w^i_{k,\gamma}(x) = \lim_{\gamma \to \infty} \theta^i_{d-k,\gamma}(z) = 0.$$ 

Proof of Lemma 3.3. This lemma follows directly by combining Lemma B.3 with (4.7).

Proof of Lemma 3.4. Let $\gamma \in \{0, \infty\}$. By Lemma B.4, for any $z, z_0 \in \mathbb{R}^d$,

$$\mu_{d-k,\gamma}(x) \leq \mu_{d-k,\gamma}(z_0) + \langle \theta_{d-k,\gamma}(z_0), z - z_0 \rangle.$$ 

Let $z = |x|$, $z_0 = |\tilde{x}|$. Combining the above with (3.13) and (4.7) proves the lemma, since

$$\tau_{k,\gamma}(x) \leq \tau_{k,\gamma}(\tilde{x}) + \langle w_{k,\gamma}(\tilde{x}), |x| - |\tilde{x}| \rangle = \phi_{k,\gamma}(x, \tilde{x}).$$

B.4 Convergence analysis

To analyze the convergence of Algorithms 1 and 2, we first state and prove two auxiliary lemmas regarding the directional derivatives of the GSM penalty $\tau_k(x)$ and of its majorizer $\phi_k,\gamma(x, \tilde{x})$ at $x = \tilde{x}$. Note that when referring to a function $g(x, \tilde{x})$ of two variables, the directional derivative is with respect to the first variable,

$$\nabla_v g(x, \tilde{x}) = \lim_{t \to 0} \frac{g(x + tv, \tilde{x}) - g(x, \tilde{x})}{t}.$$ 

Lemma B.5. For any $x \in \mathbb{R}^d$ and $0 \leq \gamma < \infty$, the directional derivative in direction $v \neq 0$ of $\tau_{k,\gamma}(x)$ and of $\phi_{k,\gamma}(x, \tilde{x})$ are equal and are given by

$$\nabla_v \tau_{k,\gamma}(x) = \nabla_v \phi_{k,\gamma}(x, x) = \sum_{i=1}^d w^i_{k,\gamma}(x) \delta(x_i, v_i) v_i, \quad \text{(B.27)}$$

where $\delta(\alpha, \beta)$ is defined for $\alpha, \beta \in \mathbb{R}$ by

$$\delta(\alpha, \beta) = \begin{cases} \text{sign}(\alpha) & \alpha \neq 0, \\ \text{sign}(\beta) & \alpha = 0. \end{cases} \quad \text{(B.28)}$$

Lemma B.6. Let $x, v \in \mathbb{R}^d$. If $x$ is non-ambiguous, then (B.27) holds also for $\gamma = \infty$. For a general $x \in \mathbb{R}^d$, let

$$\Lambda_a = \left\{ i \mid |x_i| < |x|_{(k)} \right\}, \quad \Lambda_b = \left\{ i \mid |x_i| = |x|_{(k)} \right\}.$$ 

Then

$$\nabla_v \tau_k(x) = \sum_{i \in \Lambda_a} \delta(x_i, v_i) v_i + \min \left\{ \sum_{i \in \Lambda} \delta(x_i, v_i) v_i \mid \Lambda \subseteq \Lambda_b, |\Lambda| = d-k-|\Lambda_a| \right\} \quad \text{(B.29)}$$

$$\nabla_v \phi_{k,\infty}(x, x) = \sum_{i \in \Lambda_a} \delta(x_i, v_i) v_i + \min \left\{ \sum_{i \in \Lambda} \delta(x_i, v_i) v_i \mid \Lambda \subseteq \Lambda_b, |\Lambda| = d-k-|\Lambda_a| \right\}.$$ 

(30)
Lemmas B.5 and B.6 lead to the following corollary, which states that the objective $F_{\lambda, \gamma}(x)$ and majorizer $G_{\lambda, \gamma}(x, \tilde{x})$ have the same first-order behavior about $x = \tilde{x}$. This, in turn, leads to desirable convergence properties of Algorithm 1, as outlined in Lemma 3.5.

**Corollary B.7.** If $\gamma$ is finite or $x$ is non-ambiguous, then

\[
\nabla_x F_{\lambda, \gamma}(x) = \nabla_x G_{\lambda, \gamma}(x, x) = \langle Ax - y, Av \rangle + \lambda \sum_{i=1}^d w_{k, \gamma}^i(x) \delta(x_i, v_i) v_i,
\]

\[
\nabla_x F_{\lambda, \gamma}^1(x) = \nabla_x G_{\lambda, \gamma}^1(x, x) = \begin{cases} 
\frac{\langle Ax - y, Av \rangle}{\|Ax - y\|_2^2} + \lambda \sum_{i=1}^d w_{k, \gamma}^i(x) \delta(x_i, v_i) v_i & Ax \neq y \\
\|Av\|_2 + \lambda \sum_{i=1}^d w_{k, \gamma}^i(x) \delta(x_i, v_i) v_i & Ax = y.
\end{cases}
\]

(B.31)

We remark that (B.31) with $\gamma = \infty$ does not generally hold for an ambiguous $x$. In particular, $\nabla_x F_{\lambda}(x)$ may be strictly smaller than $\nabla_x G_{\lambda, \infty}(x, x)$ for such $x$. Thus, an ambiguous point that is stationary for $G_{\lambda, \infty}(\cdot, x)$ may not be stationary for $F_{\lambda}(\cdot)$.

**Proof of Lemma B.5.** By (4.7), for any $t > 0$,

\[
\tau_{k, \gamma}(x + tv) = \mu_{d-k, -\gamma}(|x + tv|).
\]

Since $\gamma < \infty$, $\mu_{d-k, -\gamma}(z)$ is infinitely differentiable and $\nabla \mu_{d-k, -\gamma}(z) = \theta_{d-k, -\gamma}(z)$. By Taylor’s expansion of $\mu_{d-k, -\gamma}(z)$ at $z = |x + tv|$ about $z_0 = |x|$,\n
\[
\mu_{d-k, -\gamma}(|x + tv|) = \mu_{d-k, -\gamma}(|x|) + \langle \theta_{d-k, -\gamma}(|x|), |x + tv| - |x| \rangle + o(|x + tv| - |x|)_2),
\]

By the triangle inequality, $\|x + tv| - |x\|_2 \leq t \|v\|_2$. Therefore,\n
\[
\mu_{d-k, -\gamma}(|x + tv|) = \mu_{d-k, -\gamma}(|x|) + \langle \theta_{d-k, -\gamma}(|x|), |x + tv| - |x| \rangle + o(t).
\]

Note that if $t$ is small enough, then for any nonzero $x_i$, $\text{sign}(x_i + tv_i) = \text{sign}(x_i)$, and thus\n
\[
|x_i + tv_i| - |x_i| = t \cdot \delta(x_i, v_i) v_i.
\]

(B.32)

Thus,

\[
\nabla_x \tau_{k, \gamma}(x) = \lim_{t \searrow 0} \frac{\tau_{k, \gamma}(x + tv) - \tau_{k, \gamma}(x)}{t} = \lim_{t \searrow 0} \frac{\mu_{d-k, -\gamma}(|x + tv|) - \mu_{d-k, -\gamma}(|x|)}{t} = \lim_{t \searrow 0} \left[ \theta_{d-k, -\gamma}(|x|), \frac{|x + tv| - |x|}{t} \right] + o(t)
\]

\[
= \sum_{i=1}^d \theta_{d-k, -\gamma}^i(|x|) \delta(x_i, v_i) v_i = \sum_{i=1}^d w_{k, \gamma}^i(x) \delta(x_i, v_i) v_i.
\]

Finally, by the definition of $\phi_{k, \gamma}$ in (3.13),

\[
\phi_{k, \gamma}(x + tv, x) = \tau_{k, \gamma}(x) + \langle w_{k, \gamma}(x), |x + tv| - |x| \rangle.
\]

Combining the above with (B.32) proves the lemma, since

\[
\nabla_x \phi_{k, \gamma}(x, x) = \lim_{t \searrow 0} \frac{\phi_{k, \gamma}(x + tv, x) - \phi_{k, \gamma}(x, x)}{t} = \lim_{t \searrow 0} \frac{\phi_{k, \gamma}(x + tv, x) - \tau_{k, \gamma}(x)}{t} = \sum_{i=1}^d w_{k, \gamma}^i(x) \delta(x_i, v_i) v_i.
\]
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Proof of Lemma B.6. Let $t > 0$. Define the sets of indices $\hat{\Lambda}_a$, $\hat{\Lambda}_b$ for the vector $x + tv$ the same way $\Lambda_a$ and $\Lambda_b$ are defined for $x$. Namely,

$$\hat{\Lambda}_a = \left\{ i \mid |x_i + tv_i| < |x + tv|_{(k)} \right\}, \quad \hat{\Lambda}_b = \left\{ i \mid |x_i + tv_i| = |x + tv|_{(k)} \right\}.$$ 

Then, for any $j \in \Lambda_b$, $\tau_k(x)$ can be expressed by

$$\tau_k(x) = \sum_{i \in \hat{\Lambda}_a} |x_i| + (d - k - |\Lambda_a|)|x_j|.$$ \hfill (B.33)

Similarly, for any $j \in \hat{\Lambda}_b$,

$$\tau_k(x + tv) = \sum_{i \in \hat{\Lambda}_a} |x_i + tv_i| + \left( d - k - \left| \hat{\Lambda}_a \right| \right)|x_j + tv_j|.$$ \hfill (B.34)

For a small enough $t > 0$, any strict inequality between entries of $x$ is maintained in $x + tv$. Thus, if $|x_i| < |x|_{(k)}$, then for sufficiently small $t$, $|x_i + tv_i| < |x + tv|_{(k)}$. Hence,

$$\Lambda_a \subseteq \hat{\Lambda}_a.$$ \hfill (B.35)

Similarly, for all indices $i$ such that $|x_i| > |x|_{(k)}$, $|x_i + tv_i| > |x + tv|_{(k)}$. Thus $\Lambda_a \cup \Lambda_b \subseteq (\Lambda_a \cup \Lambda_b) \setminus \Lambda_a = \Lambda_b$.

Therefore, $\hat{\Lambda}_b = \left( \hat{\Lambda}_a \cup \hat{\Lambda}_b \right) \setminus \hat{\Lambda}_a \subseteq (\Lambda_a \cup \Lambda_b) \setminus \Lambda_a = \Lambda_b$. \hfill (B.36)

Also note that

$$\hat{\Lambda}_a \setminus \Lambda_a \subseteq \left( \hat{\Lambda}_a \cup \hat{\Lambda}_b \right) \setminus \Lambda_a \subseteq (\Lambda_a \cup \Lambda_b) \setminus \Lambda_a = \Lambda_b.$$ \hfill (B.37)

We now express $\tau_k(x + tv)$ of (B.34) in terms of $\Lambda_a$ and $\Lambda_b$. From (B.35), it follows that the three sets \{$\Lambda_a$, $\hat{\Lambda}_a \setminus \Lambda_a$, $\hat{\Lambda}_b$\} form a disjoint partition of $\hat{\Lambda}_a \cup \hat{\Lambda}_b$. Consider the formula for $\tau_k(x + tv)$ in (B.34) as a sum of $d - k$ terms: $|\Lambda_a|$ of which originate from $\hat{\Lambda}_a$ and the remaining $d - k - |\Lambda_a|$ originate from $\hat{\Lambda}_b$. By (B.35), the sum must contain all the elements of $\Lambda_a$. The remaining $d - k - |\Lambda_a|$ elements belong to $\hat{\Lambda}_a \setminus \Lambda_a$ or $\hat{\Lambda}_b$, both of which are subsets of $\Lambda_b$, according to (B.36) and (B.37). Necessarily, these remaining elements are exactly the $d - k - |\Lambda_a|$ smallest-magnitude entries of $|x + tv|$ among all entries with indices in $\Lambda_b$. Therefore, $\tau_k(x + tv)$ can be expressed by

$$\tau_k(x + tv) = \sum_{i \in \Lambda_a} |x_i + tv_i| + \min \left\{ \sum_{i \in \Lambda} |x_i + tv_i| \mid \Lambda \subseteq \Lambda_b, \ |\Lambda| = d - k - |\Lambda_a| \right\}.$$ \hfill (B.38)

Since $|x_i|$ is the same for any $i \in \Lambda_b$, we can reformulate (B.33) and express $\tau_k(x)$ by

$$\tau_k(x) = \sum_{i \in \Lambda_a} |x_i| + \min \left\{ \sum_{i \in \Lambda} |x_i| \mid \Lambda \subseteq \Lambda_b, \ |\Lambda| = d - k - |\Lambda_a| \right\}.$$ \hfill (B.39)

Since any $\Lambda \subseteq \Lambda_b$ of size $d - k - |\Lambda_a|$ attains the minimum in (B.39), we can subtract the right-hand sides of (B.38) and (B.39) inside the minimum term and get

$$\tau_k(x + tv) - \tau_k(x) = \sum_{i \in \Lambda_a} (|x_i + tv_i| - |x_i|) +$$

$$\min \left\{ \sum_{i \in \Lambda} (|x_i + tv_i| - |x_i|) \mid \Lambda \subseteq \Lambda_b, \ |\Lambda| = d - k - |\Lambda_a| \right\}.$$ \hfill (B.40)

Suppose that $t > 0$ is small enough. Then plugging (B.32) into (B.40) yields

$$\frac{\tau_k(x + tv) - \tau_k(x)}{t} =$$

$$\sum_{i \in \Lambda_a} \delta(x_i, v_i) v_i + \min \left\{ \sum_{i \in \Lambda} \delta(x_i, v_i) v_i \mid \Lambda \subseteq \Lambda_b, \ |\Lambda| = d - k - |\Lambda_a| \right\}.$$ \hfill (B.41)
Therefore, (B.29) holds.

We now turn to calculate \( \nabla \psi \phi_{k,\infty}(x, x) \). By the definition of \( \phi_{k,\infty} \),
\[
\phi_{k,\infty}(x + tv, x) = \tau_k(x) + \langle w_{k,\infty}(x), |x + tv| - |x| \rangle.
\]

Thus,
\[
\nabla \psi \phi_{k,\infty}(x, x) = \lim_{t \downarrow 0} \frac{\phi_{k,\infty}(x + tv, x) - \phi_{k,\infty}(x, x)}{t} = \lim_{t \downarrow 0} \frac{\phi_{k,\infty}(x + tv, x) - \tau_k(x)}{t} = \lim_{t \downarrow 0} \frac{\langle w_{k,\infty}(x), |x + tv| - |x| \rangle}{t} = \sum_{i=1}^{d} w^i_{k,\infty}(x) \cdot \lim_{t \downarrow 0} \frac{|x_i + tv_i| - |x_i|}{t}.
\]

(B.42)

where (a) follows from (B.32) and (b) from (3.10). Consider (B.42) and note that
\[
\therefore \quad \text{Thus,}
\]
\[
\therefore \quad \text{Therefore, (B.29) holds.}
\]

Plugging \( x \) into the inequality above, with
\[
\sum_{i \in \Lambda_b} \delta(x_i, v_i) v_i = \text{mean} \left\{ \sum_{i \in \Lambda} \delta(x_i, v_i) v_i \bigg| \Lambda \subseteq \Lambda_b, |\Lambda| = d - k - |\Lambda_a| \right\},
\]

since the above left-hand side is the average of the set \( \{ \delta(x_i, v_i) v_i \mid i \in \Lambda_b \} \) multiplied by \( d - k - |\Lambda_a| \), and the right-hand side is the average of all possible sums of \( d - k - |\Lambda_a| \) members of the same set. Hence, (B.30) holds.

Lastly, suppose that \( x \) is non-ambiguous. Since \( |x|_{(k+1)} < |x|_{(k)}, |\Lambda_a| = d - k \). Hence, the sums in (B.29) and (B.30) are over sets \( \Lambda \) of size \( d - k - |\Lambda_a| = 0 \), and thus vanish, making the formulae in (B.29) and (B.30) coincide. \( \square \)

Before proving our main convergence result for Algorithm 1, namely Lemma 3.5, we prove the following auxiliary lemma.

**Lemma B.8.** Suppose that any \( k \) columns of \( A \) are linearly independent. Then for all \( \lambda > 0 \), \( \gamma \in [0, \infty) \), \( c \in \mathbb{R} \), the set \( S = \{ x \in \mathbb{R}^d \mid F_{\lambda,\gamma}(x) \leq c \} \) is compact.

**Proof.** Since \( F_{\lambda,\gamma} \) is continuous, the set \( S \) is closed. From Lemma 3.1, it follows that \( F_{\lambda,\gamma}(x) \geq F_{\lambda}(x) \) for all \( x \in \mathbb{R}^d \) and \( \gamma \in [0, \infty) \). It thus suffices to prove the lemma for \( \gamma = \infty \). Suppose by contradiction that there exists a sequence \( \{x^t\}_{t=1}^{\infty} \) such that \( \|x^t\| \to \infty \) and yet \( F_{\lambda}(x^t) \leq c \). Consider the sequence \( \{\Pi_k(x^t)\}_{t=1}^{\infty} \) and recall that \( \tau_k(x) = \|x - \Pi_k(x)\|_1 \). Since \( F_{\lambda}(x) \geq \lambda \tau_k(x) \), the assumption \( F_{\lambda}(x^t) \leq c \) for all \( t \) implies that \( \|x^t - \Pi_k(x^t)\|_1 \leq \frac{c}{\lambda} \). This, in turn, implies that \( \|\Pi_k(x^t)\|_{1 \to \infty} \). Now, let \( \sigma_1 \) be the largest singular value of \( A \), and let \( \sigma_{\min} \) be the smallest singular value of any \( n \times k \) sub-matrix of \( A \). The assumption that any \( k \) columns of \( A \) are linearly independent implies that \( \sigma_{\min} > 0 \). Now,
\[
F_{\lambda}(x) \geq \frac{1}{2} \|Ax - y\|_2^2 \geq \frac{1}{2} \left( \|A\Pi_k(x)\|_2 - \|y\|_2 - \|A(x - \Pi_k(x))\|_2 \right)^2 \geq \frac{1}{2} \left( \sigma_{\min} \|\Pi_k(x)\|_2 - \|y\|_2 - \sigma_{\min} \|x - \Pi_k(x)\|_2 \right)^2.
\]

Plugging \( x = x^t \) into the inequality above, with \( \|\Pi_k(x^t)\|_{1 \to \infty} \) while \( \|x - \Pi_k(x)\|_2 \) is bounded, implies that \( F_{\lambda}(x^t) \to \infty \), which is a contradiction. \( \square \)

We are now ready to prove Lemma 3.5. Our proof is based on [74, Theorem 1].

**Proof of Lemma 3.5.** Since \( \gamma \) is finite, \( G_{\lambda,\gamma}(x, \tilde{x}) \) is continuous in \( (x, \tilde{x}) \). This fact, together with Lemma B.5, imply that the objective \( F_{\lambda,\gamma}(x) \) and majorizer \( G_{\lambda,\gamma}(x, \tilde{x}) \) satisfy the conditions for Theorem 1 in [74], which guarantees that any partial limit of \( \{x^t\}_{t=0}^{\infty} \) is a stationary point of \( F_{\lambda,\gamma} \). We now show that all partial limits belong to the same level-set of \( F_{\lambda,\gamma} \). Note that the sequence \( \{F_{\lambda,\gamma}(x^t)\}_{t=0}^{\infty} \) is lower-bounded by zero and is monotone decreasing by
To this end consider a fixed $\mathbf{x}_k$ be a limit of stationary points of $\{x^t\}_k = 0$ be a subsequence that converge to $\tilde{x}$. By continuity of $F_{\lambda, \gamma}$, all partial limits have the same objective value, since

$$F_{\lambda, \gamma}(\tilde{x}) = F_{\lambda, \gamma}(\lim x^t) = \lim F_{\lambda, \gamma}(x^t) = \lim F_{\lambda, \gamma}(x^t) = \alpha.$$ 

By Lemma B.8, the conditions of [74, Corollary 1] hold, so $\lim x^t \mathcal{X}_{\text{stat}} = 0$. 

**Proof of Lemma 3.6.** Suppose by contradiction that $\tilde{x} \in \mathbb{R}^d$ is a stationary point of $F_{\lambda}$, but not a local minimum. Then there exists a sequence $\{x^t\}_{t=1}^{\infty}$ such that $x^t \rightarrow \tilde{x}$ and $\forall t \geq 1, F_{\lambda}(x^t) > F_{\lambda}(\tilde{x})$. Let $t$ be large enough such that the vectors $|\tilde{x}|$ and $|x^t|$ are sorted in decreasing order by the same permutation and, if $\tilde{x}_i \neq 0$, then $\text{sign}(x^t_i) = \text{sign}(\tilde{x}_i)$. Denote $v = x^t - \tilde{x}$. Then

$$0 > F_{\lambda}(x^t) - F_{\lambda}(\tilde{x}) = \frac{1}{2} \left( \|Ax^t - y\|^2_2 - \|A\tilde{x} - y\|^2_2 \right) + \lambda \left( \tau_k(x^t) - \tau_k(\tilde{x}) \right)$$

(a) $\geq \langle A\tilde{x} - y, Av \rangle + \lambda (\tau_k(\tilde{x}) - \tau_k(\tilde{x}))$ (b) $= \langle A\tilde{x} - y, Av \rangle + \ldots$

$$\lambda \left[ \sum_{i \in \Lambda} \delta(\tilde{x}_i, v_i) v_i + \min \left\{ \sum_{i \in \Lambda} \delta(\tilde{x}_i, v_i) v_i \right\} \Lambda \subseteq \Lambda_0, |\Lambda| = d - k - |\Lambda_0| \right]$$

(c) $\equiv \nabla_v F_{\lambda}(\tilde{x}),$

where $\Lambda_0 = \{ i \mid |\tilde{x}_i| < |\tilde{x}(\tilde{x})| \}, \Lambda_0 = \{ i \mid |\tilde{x}_i| = |\tilde{x}(\tilde{x})| \}$, (a) follows from the convexity of $\|A\tilde{x} - y\|^2_2$, (b) follows from a similar argument to the one used for (B.41), and (c) is by (B.29). Thus, $F_{\lambda}$ has a negative directional derivative at $\tilde{x}$, contradicting the assumption that $\tilde{x}$ is a stationary point. 

To analyze the convergence of Algorithm 1 at $\gamma = \infty$, we first prove an auxiliary lemma.

**Lemma B.9.** Let $\tilde{x}$ be a limit of stationary points of $F_{\lambda}$, and suppose that $\tilde{x}$ is non-ambiguous. Then $\tilde{x}$ is stationary.

**Proof.** Let $\{x^t\}_{t=1}^{\infty}$ be a sequence of stationary points of $F_{\lambda}$ such that $x^t \rightarrow \tilde{x}$. We shall show that if $\tilde{x}$ is non-ambiguous, then $\nabla_v F_{\lambda}(\tilde{x}) \geq 0$ for any $v \in \mathbb{R}^d$.

To this end consider a fixed $v \in \mathbb{R}^d$ and let $i \in [d]$. If $\tilde{x}_i \neq 0$, then for a large enough $t$, sign$(x^t_i) = \text{sign}(\tilde{x}_i)$ and thus using the definition of the function $\delta(\alpha, \beta)$ in (B.28),

$$\lim_{t \rightarrow \infty} \delta(x^t_i, v_i) v_i = \delta(\tilde{x}_i, v_i) v_i.$$ 

If $\tilde{x}_i = 0$, then for all $t \geq 1$,

$$\delta(x^t_i, v_i) v_i \leq |v_i| = \text{sign}(v_i) v_i = \delta(0, v_i) v_i = \delta(\tilde{x}_i, v_i) v_i.$$ 

In both cases,

$$\lim_{t \rightarrow \infty} \delta(x^t_i, v_i) v_i \leq \delta(\tilde{x}_i, v_i) v_i. \quad \text{(B.43)}$$

Suppose indeed that $\tilde{x}$ is non-ambiguous. Then there exists some finite $T$ such that for any $t > T$, $x^t$ is non-ambiguous and the top-$k$ indices of $x^t$ are exactly those of $\tilde{x}$. Thus, for $t > T$, $w_{k, \infty}(x^t) = w_{k, \infty}(\tilde{x})$. Therefore,

$$\nabla_v F_{\lambda}(\tilde{x}) \equiv \langle A\tilde{x} - y, Av \rangle + \lambda \sum_{i=1}^{d} w_{k, \gamma}(\tilde{x}) \delta(\tilde{x}_i, v_i) v_i$$

(a) $\geq \langle A\tilde{x} - y, Av \rangle + \lambda \sum_{i=1}^{d} w_{k, \gamma}(\tilde{x}) \lim_{t \rightarrow \infty} \delta(x^t_i, v_i) v_i$

(b) $= \lim_{t \rightarrow \infty} \left[ \langle Ax^t - y, Av \rangle + \lambda \sum_{i=1}^{d} \lim_{t \rightarrow \infty} \left[ w_{k, \gamma}(x^t) \delta(x^t_i, v_i) v_i \right] \right]$

(c) $\geq \lim_{t \rightarrow \infty} \left[ \langle Ax^t - y, Av \rangle + \lambda \sum_{i=1}^{d} w_{k, \gamma}(x^t) \delta(x^t_i, v_i) v_i \right]$

(d) $\lim_{t \rightarrow \infty} \nabla_v F_{\lambda}(x^t) \geq 0,$
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where (a), (d) follow from the formula for \( \nabla_x F_\lambda \) in (B.31), (b) follows from (B.43), (c) holds since a sum of limsup is greater or equal to the corresponding limsup of sums, and (e) follows from \( x^t \) being a stationary point for all \( t \).

Therefore, \( x_\ast \) is a stationary point of \( F_\lambda \).

The following lemma describes the convergence of Algorithm 1 at \( \gamma = \infty \).

**Lemma B.10.** Suppose that any \( k \) columns of \( A \) are linearly independent. Let \( \{ x^t \}_{t=0}^\infty \) be the iterates of Algorithm 1 with \( \gamma = \infty \). Then, starting from any initial point,

1. There exists a finite number of iterations \( T \) such that for any \( t \geq T \), \( F_\lambda(x^t) = F_\lambda(x^T) \), and if \( x^t \) is non-ambiguous, it is a local minimum of \( F_\lambda \).

2. The sequence \( \{ x^t \}_{t=0}^\infty \) is bounded, and any non-ambiguous partial limit of \( x^t \) is a local minimum of \( F_\lambda \).

**Proof.** At \( \gamma = \infty \), by (3.10) the image of \( w_{k,\infty}(x) \) over \( x \in \mathbb{R}^d \) is finite. Moreover, \( w_{k,\infty}(x) \) is uniquely determined by \( x \). In turn, the function \( G_{\lambda,\infty}(\cdot, x^t) \) is uniquely determined by \( w_{k,\infty}(x^t) \). Thus, only a finite number of distinct functions \( G_{\lambda,\infty}(\cdot, x^t) \) are minimized in the course of Algorithm 1. Therefore there exists \( T > 0 \) such that for any \( t \geq T \), there is an \( \ell < T \) for which \( G_{\lambda,\infty}(x, x^\ell) = G_{\lambda,\infty}(x, x^{\ell-1}) \) \( \forall x \in \mathbb{R}^d \). For \( t \geq T \) with corresponding \( \ell < T \),

\[
F_\lambda(x^t) = G_{\lambda,\infty}(x^t, x^t) \leq G_{\lambda,\infty}(x^{t+1}, x^\ell) \leq G_{\lambda,\infty}(x^{t+1}, x^{\ell-1}) \leq G_{\lambda,\infty}(x^{t+1}, x^{\ell-2}) \leq \cdots \leq G_{\lambda,\infty}(x^{t+1}, x^1) \leq G_{\lambda,\infty}(x^{t+1}, x^0) \leq G_{\lambda,\infty}(x^t, x^0) = F_\lambda(x^T),
\]

with (a),(e) hold since \( G_{\lambda,\infty} \) is a majorizer of \( F_\lambda \), (b), (d) results from \( x^{t+1}, x^\ell \) being global minimizers of \( G_{\lambda,\infty}(\cdot, x^t) \), \( G_{\lambda,\infty}(\cdot, x^{\ell-1}) \) respectively, and (c) follows from our choice of \( \ell \). On the other hand, since \( t \geq T \geq \ell \), \( F_\lambda(x^t) \leq F_\lambda(x^\ell) \leq F_\lambda(x^T) \).

Thus, \( x^t \) is a global minimum of \( G_{\lambda,\infty}(\cdot, x^t) \). By Corollary B.7, if \( x^t \) is non-ambiguous, it is a stationary point of \( F_\lambda \). Recall that by Lemma 3.6, all stationary points of \( F_\lambda \) are local minima. Thus, for any \( t \geq T \), the objective \( F_\lambda(x^t) \) becomes constant, and \( x^t \) is either a local minimum of \( F_\lambda \), or an ambiguous vector. Thus, part 1 of the lemma is proven.

Combining part 1 with Lemma B.8 implies that the iterates \( x^t \) are bounded and thus have at least one partial limit. Let \( x_\ast \) be such a partial limit, and let \( \{ x^t \}_{t=1}^\infty \) be a subsequence that converges to it. If \( x^t \) contains an infinite number of ambiguous points, then \( x_\ast \) is also ambiguous. On the other hand, if \( x^t \) contains only a finite number of ambiguous points, then by part 1, \( x^t \) contains an infinite number of local minima of \( F_\lambda \). Thus, \( x_\ast \) is a limit of local minima of \( F_\lambda \), and by Lemmas 3.6 and B.9, it is either ambiguous or a local minimum. In conclusion, we have shown that in all cases \( x_\ast \) is either ambiguous or a local minimum of \( F_\lambda \), and part 2 is proven.

**Proof of Lemma 3.7.** By Lemma 3.5, for any \( r \), \( x^r_\ast \) is a stationary point of \( F_{\lambda,\gamma_r} \). Since \( \gamma_{r+1} > \gamma_r \), by Lemma 3.1, \( F_{\lambda,\gamma_{r+1}}(x^r_\ast) \leq F_{\lambda,\gamma_r}(x^r_\ast) \). Since Algorithm 2 is initialized at \( x^r_\ast \) when solving (3.5) with \( \gamma = \gamma_{r+1} \), \( F_{\lambda,\gamma_{r+1}}(x^r_{r+1}) \leq F_{\lambda,\gamma_{r+1}}(x^r_\ast) \). Hence, \( F_{\lambda,\gamma_{r+1}}(x^r_{r+1}) \leq F_{\lambda,\gamma_r}(x^r_\ast) \). Thus, part 1 of the lemma is proven.

If \( \gamma_r = \infty \) for some \( r \), then since \( \{ \gamma_r \}_{r=0}^\infty \) is monotonically increasing, \( \gamma_r = \infty \) for all \( r > r \), and parts 2 and 3 follow from Lemma B.10. Otherwise, suppose that \( \gamma_r \) is finite for all \( r \). Let \( C = \{ x \in \mathbb{R}^d \mid F_\lambda(x) \leq F_{\lambda,\gamma_0}(x^0_\ast) \} \). By the above, the sequence \( \{ x^r_\ast \}_{r=0}^\infty \) is contained in \( C \), and by Lemma B.8, \( C \) is compact. Let \( x^r_\ast \) be any partial limit of \( x^r_\ast \), and suppose that \( x^r_\ast \) is non-ambiguous. We shall show that \( x^r_\ast \) is a local minimum of \( F_\lambda \).
First, we show there exists $\delta > 0$ such that $w_{k, \gamma}(x) \to w_{k, \infty}(x)$ uniformly on the $\ell_\infty$ ball

$$B_\delta = \{ x \in \mathbb{R}^d \mid \| x - x^* \|_\infty \leq \delta \}.$$ 

Let $\Lambda_{\min} \subset [d]$ be the (unique) index-set corresponding to the $d - k$ smallest-magnitude entries of $x^*$. Let

$$\delta = |x^*_i| - |x^*_{i+1}|.$$ 

Since $x^*$ is non-ambiguous, $\delta > 0$. Let $x \in \mathbb{R}^d$ such that $\| x - x^* \|_\infty < \delta$. Then the $d - k$ smallest-magnitude entries of $x$ are indexed by the same set $\Lambda_{\min}$. Moreover, for any $i \in \Lambda_{\min}, j \notin \Lambda_{\min},$

$$|x_i| \leq |x^*_i| + \delta \leq (|x^*_i| - 3\delta) + \delta < |x_j| - \delta. \quad (B.44)$$

Consider an arbitrary index-set $\Lambda \subset [d]$ of size $d - k$, such that $\Lambda \neq \Lambda_{\min}$. Then

$$\sum_{i \in \Lambda_{\min}} |x_i| - \sum_{j \in \Lambda} |x_j| = \sum_{i \in \Lambda_{\min} \setminus \Lambda} |x_i| - \sum_{j \in \Lambda \setminus \Lambda_{\min}} |x_j| \leq -|\Lambda \setminus \Lambda_{\min}| \cdot \delta \leq -\delta, \quad (B.45)$$

Therefore, for all $\Lambda \neq \Lambda_{\min}$ of size $d - k$,

$$\exp \left( -\gamma \left( \sum_{j \in \Lambda} |x_j| - \sum_{j \in \Lambda_{\min}} |x_j| \right) \right) \leq \exp \left( -\gamma \delta \right) \to 0. \quad (B.46)$$

Thus, for any such $\Lambda \neq \Lambda_{\min},$

$$\exp \left( -\gamma \sum_{j \in \Lambda} |x_j| \right) \leq \frac{\exp \left( -\gamma \delta \right)}{\exp \left( -\gamma \delta \right) \to 0}, \quad (B.47)$$

with (a) following from (B.46), and (b) holding since the sum at the denominator contains the term for $\tilde{\Lambda} = \Lambda_{\min}$, which equals 1. On the other hand, for $\Lambda = \Lambda_{\min},$

$$1 \geq \frac{\exp \left( -\gamma \sum_{j \in \Lambda_{\min}} |x_j| \right)}{\sum_{|\tilde{\Lambda}| = d-k} \exp \left( -\gamma \sum_{j \in \tilde{\Lambda}} |x_j| \right)} \geq \frac{1}{1 + \sum_{|\tilde{\Lambda}| = d-k, \tilde{\Lambda} \neq \Lambda_{\min}} \exp \left( -\gamma \left( \sum_{j \in \tilde{\Lambda}} |x_j| - \sum_{j \in \Lambda_{\min}} |x_j| \right) \right)} \geq \frac{1}{1 + (\delta^d - 1) \exp \left( -\gamma \delta \right)}, \quad \to 1, \quad (B.48)$$

with the rightmost inequality following from (B.46). Thus,

$$\frac{\exp \left( -\gamma \sum_{j \in \Lambda_{\min}} |x_j| \right)}{\sum_{|\tilde{\Lambda}| = d-k} \exp \left( -\gamma \sum_{j \in \tilde{\Lambda}} |x_j| \right)} \to 1. \quad (B.49)$$

Note that the limits in (B.47) and (B.48) do not depend on $x$, provided that $\| x - x^* \|_\infty < \delta$. By (3.10), this implies that as $\gamma \to \infty$, $w_{k, \gamma}(x)$ converges to $w_{k, \infty}(x)$ uniformly on $B_\delta$.

Next, let $v \in \mathbb{R}^d$. We shall now show that for any $\epsilon > 0$ there exists $M$ such that if $i > M$, then $\nabla v \tau_k(x^*) - \nabla v \tau_{k, \gamma_i}(x^*) \geq -\epsilon \| v \|$. Let $\{ x^*_r \}_{r=1}^\infty$ be a subsequence of $x^*_r$ that converges to $x^*$. Let $I_1$ such that for all $i > I_1$, $\| x^*_r - x^* \|_\infty < \delta$. Recall that $\gamma_{r \to \infty} \to 1$. Let $I_2 > I_1$ such that for all $i > I_2$ and all $x \in B_\delta$, $\| w_{k, \gamma_r}(x) - w_{k, \infty}(x) \| < \epsilon$. Let $M > I_2$ such that if $i > M$, then for any $j$ such that $x^*_r \neq 0$, sign$(x^*_r)_j = \text{sign}(x^*).$ Let $i > M$. Since $x^*$ is non-ambiguous and $\gamma_r$ is finite, by Lemma B.6,

$$\nabla v \tau_k(x^*) - \nabla v \tau_{k, \gamma_r}(x^*_r) = \sum_{j=1}^{d} \left( u_{k, \infty}(x^*) \delta(x^*_j, v_j)v_j - u_{k, \gamma_r}(x^*_r) \delta((x^*_r)_j, v_j)v_j \right). \quad (B.49)$$
For any $j \in [d]$, if $x_j^* = 0$ then
\[ \delta(x_j^*, v_j) v_j = |v_j| \geq \delta((x^*_r)_j, v_j) v_j, \]
and if $x_j^* \neq 0$, then $\sign((x^*_r)_j) = \sign(x_j^*)$, and thus $\delta((x^*_r)_j, v_j) v_j = \delta((x^*_r)_j, v_j) v_j$. Therefore, for any $j \in [d]$, $\delta(x_j^*, v_j) v_j \geq \delta((x^*_r)_j, v_j) v_j$. Plugging this to (B.49), we have
\[
\nabla_p \tau_k(x^*) - \nabla_p \tau_{k, \gamma_{r_1}}(x^*_{r_1}) \geq \sum_{j=1}^{d} \left( w^2_{k, \gamma_{r_1}}(x^*) \delta(x_j^*, v_j) v_j - w^2_{k, \gamma_{r_1}}(x^*_{r_1}) \delta(x_j^*, v_j) v_j \right)
\]
\[
= \sum_{j=1}^{d} \left( w^2_{k, \gamma_{r_1}}(x^*) - w^2_{k, \gamma_{r_1}}(x^*_{r_1}) \right) \delta(x_j^*, v_j) v_j \geq -\sum_{j=1}^{d} \left| w_{k, \gamma_{r_1}}(x^*) - w_{k, \gamma_{r_1}}(x^*_{r_1}) \right| \sum_{j=1}^{d} |v_j| \geq -\varepsilon \|v\|_1.
\]

Now, let $\varepsilon > 0$ and let $i$ be large enough such that $\nabla_p \tau_k(x^*) - \nabla_p \tau_{k, \gamma_{r_1}}(x^*_{r_1}) \geq -\varepsilon \|v\|_1$ and $\|x^*_{r_1} - x^*_i\|_2 \leq \varepsilon$. Since $x^*_{r_1}$ is a stationary point of $F_{\lambda, \gamma_{r_1}}$, $\nabla_p F_{\lambda, \gamma_{r_1}}(x^*_{r_1}) \geq 0$, and thus
\[
\nabla_p F_{\lambda}(x^*) \geq \nabla_p F_{\lambda, \gamma_{r_1}}(x^*_{r_1}) = \langle A x^* - y, A v \rangle - \langle A x^*_r - y, A v \rangle + \lambda \langle \nabla_p \tau_k(x^*) - \nabla_p \tau_{k, \gamma_{r_1}}(x^*_{r_1}) \rangle
\]
\[
= \langle A (x^* - x^*_r), A v \rangle + \lambda \langle \nabla_p \tau_{k, \gamma_{r_1}}(x^*_{r_1}) \rangle \geq -\|A^t A v\|_2 \|x^* - x^*_r\|_2 - \lambda \|v\|_1 \varepsilon \geq -\|A^t A v\|_2 + \lambda \|v\|_1 \varepsilon.
\]

Since this is true for any $\varepsilon > 0$, $\nabla_p \tau_k(x^*) \geq 0$. Since $v$ is arbitrary, this implies that $x^*$ is a stationary point of $F_{\lambda}$, which, by Lemma 3.6, implies that $x^*$ is a local minimum of $F_{\lambda}$. Thus, we have shown that any partial limit of $\{x^*_r\}_{r=0}^\infty$ is either a local minimum of $F_{\lambda}$ or an ambiguous vector, so part 3 of the lemma is proven.

Since the set $S$ is compact, by a similar argument to that used in the proof of Lemma 3.5, it can be shown that $\lim_{r \to \infty} d(x^*_r, \mathcal{X}_{\text{min}} \cup \mathcal{X}_{\text{amb}}) = 0$, which proves part 2 of the lemma.

**Appendix C Optimizing $F^1_{\lambda}$ at small values of $\lambda$**

As discussed in Section 2.1, when using the power-1 objective $F^1_{\lambda}$ as a relaxation of (P0), we restrict $\lambda$ to $[\lambda_\alpha, \lambda_\beta]$. This strategy is supported by Theorem 2.3, which states that for $\lambda < \lambda_\alpha$, all the local minima of $F^1_{\lambda}$ belong to the subspace of zero residual, and by Theorem 2.4, which states that for $\lambda > \lambda_\beta$, the optimization landscape of $F^1_{\lambda}$ is plagued by poor local minima. To further support this strategy, we now show that under mild assumptions, Algorithm 2 returns the same output for all $\lambda < \lambda_\alpha$. We stress that the discussion in this section refers to the modified versions of Algorithms 1 and 2, adapted to minimize the power-1 objectives $F^1_{\lambda, \gamma}$ and $F^1_{\lambda}$ respectively. We start by stating the following theorem, which is an extension of Theorem 2.3. Proofs are at the end of this section.

**Theorem C.1.** Suppose that $0 < \lambda < \lambda_\alpha$. Let $\gamma \in [0, \infty]$. Then any stationary point $\hat{x}$ of $F^1_{\lambda, \gamma}$ satisfies $A \hat{x} = y$.

It follows from Theorem C.1 that if $\lambda < \lambda_\alpha$, all the iterates of Algorithm 2, including the output $\hat{x}$, belong to the affine space $\{x|Ax = y\}$. Thus, for any $\lambda < \lambda_\alpha$, Algorithm 2 essentially seeks a solution of the equality-constrained problem
\[
\min_{\hat{x}} \tau_k(x) \quad \text{s.t.} \quad Ax = y,
\]
and does so without leaving the feasible set during the homotopy.

To shed further light on the optimization process, recall the weighted-$\ell_1$ problem (3.16):
\[
\min_{\hat{x}} F^1_{\lambda, w}(x) = \|Ax - y\|_2 + \lambda \langle w, |x| \rangle.
\]

The following lemma shows that for $\lambda < \lambda_\alpha$ the optimal solutions of problem (3.16) are independent of $\lambda$.

**Lemma C.2.** Let $\lambda_1, \lambda_2 \in (0, \lambda_\alpha)$ and $w \in [0, 1]^d$ with $\sum_{i=1}^{d} w_i = d - k$. Then the two corresponding problems (3.16) with $\lambda = \lambda_1$ and $\lambda = \lambda_2$ are equivalent. Namely, $\hat{x}$ is optimal for (3.16) with $\lambda = \lambda_1$ if and only if it is optimal for (3.16) with $\lambda = \lambda_2$. 
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At the first iteration Algorithm 4 Calculate \( \theta_{k,\gamma}(z) \) by a forward recursion
Input: \( z = (z_1, \ldots, z_d) \in \mathbb{R}^d, k, i \in \{1, \ldots, d\}, \gamma \in (0, \infty), \{b_{q,\gamma}(z)\}_{q=0}^k, \{z(q)\}_{q=0}^k \)
Output: \( \theta_{k,\gamma}(z) \)
1: \( \xi := 0 \)
2: for \( q := 1, \ldots, k \) do \( \xi := \frac{q}{d-q+1} \exp \left( \gamma (z_i - z(q)) + b_{q-1,\gamma}(z) - b_{q,\gamma}(z) \right) \cdot (1 - \xi) \)
3: end for
4: return \( \theta_{k,\gamma}(z) = \xi \)

Recall that Algorithm 2 consists of iterative calls to Algorithm 1, which in turn consists of iterative solutions of instances of (3.16). Therefore, by Lemma C.2, for \( \lambda < \lambda_0 \), the course of Algorithm 2 does not depend on \( \lambda \), as long as problem (3.16) has a unique solution. This holds even if problem (3.16) has multiple solutions, as long as the solution of (3.16) chosen by Algorithm 1 is the one with the minimal \( \ell_2 \)-norm – which is unique. Under this assumption, the output is indeed independent of \( \lambda \), as stated by the following theorem.

**Theorem C.3.** Suppose that Algorithm 1 sets \( x^1 \) to be the global optimum of (3.16) with the smallest \( \ell_2 \)-norm. Then for all \( \lambda < \lambda_0 \), Algorithm 2 computes the same sequence of iterates \( x^r \) and returns the same output \( \hat{x} \).

In conclusion, Theorem C.3 indicates that in the power-1 case there is no benefit in using more than one value of \( \lambda \) below \( \lambda_0 \), since all such values are practically guaranteed to yield the same result.

We now prove Theorem C.1 and Lemma C.2.

**Proof of Theorem C.1.** Fix \( w = w_{k,\gamma}(\hat{x}) \). Since \( \hat{x} \) is a stationary point of \( F_{\lambda,\gamma}^1 \), by Lemmas B.5 and B.6, it is a stationary point of the majorizer \( G_{\lambda,\gamma}^1(x, \hat{x}) \), and thus a global minimum w.r.t. \( x \). Therefore, \( \hat{x} \) is a global minimum of \( F_{\lambda,w}^1 \), and by Lemma B.1, \( A\hat{x} = y \).

**Proof of Lemma C.2.** From Lemma B.1 it follows that problems (3.16) with \( \lambda = \lambda_1 \) and with \( \lambda = \lambda_2 \) are both equivalent to the constrained problem

\[
\min_x \langle w, |x| \rangle \text{ s.t. } Ax = y,
\]

and thus have the same set of optimal solutions.

**Proof of Theorem C.3.** The main loop of Algorithm 2 consists of iterative calls to Algorithm 1 with gradually increasing values of \( \gamma \). Let \( \{\gamma_r\}_{r=0}^L \) be the sequence of values used by Algorithm 2 and let \( \{x_r^*\}_{r=0}^L \) be the corresponding iterates. We now prove by induction that the iterates \( x_r^* \) do not depend on \( \lambda \).

At the first iteration \( r = 0 \), Algorithm 1 is called with \( \gamma_0 = 0 \), for which it does not take an initialization. Its output \( x_0^* \) is the minimal \( \ell_2 \)-norm solution of problem (3.16) with weights \( w_i = \frac{d-k}{d} \) \( i = 1, \ldots, d \). Thus, \( x_0^* \) is uniquely determined. By Lemma C.2, the set of optimal solutions of problem (3.16) is independent of \( \lambda \). Therefore, since \( x_0^* \) is uniquely determined, it is independent of \( \lambda \), and thus so is \( \gamma_1 \) (which may still depend on \( x_0^* \)).

Now let \( r \geq 1 \). By applying the same argument recursively to the iterations of Algorithm 1, it can be shown that if \( \gamma_r \) and \( x_r^* \) are independent of \( \lambda \), then so are all the iterates of Algorithm 1 when given \( \gamma_r \) and \( x_r^* \) as input. Therefore, \( \gamma_{r+1} \) and \( x_{r+1}^* \) are also independent of \( \lambda \). This concludes our proof.

### Appendix D Calculating \( \theta_{k,\gamma}(z) \)

As detailed below, we split \( \theta_{k,\gamma}(z) \) to two subvectors and calculate each of them separately. The entries \( \theta_{k,\gamma}^j(z) \) corresponding to the smallest \( d - 2k + 2 \) entries of \( z \) are calculated by a recursive procedure, taking \( O(kd) \) operations. As will follow from the lemmas below, these \( d - 2k + 2 \) entries are "well behaved" in the following sense: All the intermediate values in the recursive procedure are bounded in \([0, 1]\) and are monotonically decreasing – hence they do not overflow, and an underflow can only affect values whose contribution to the final result is anyway negligible. For the remaining \( 2k - 2 \) entries, the above boundedness property does not hold in general. Hence, we calculate them by a separate procedure, which takes \( O(k^2) \) operations. The calculation of \( \mu_{k,\gamma}(z) \) and \( \theta_{k,\gamma}(z) \) for \( k \in \{0, \ldots, \left\lfloor \frac{d}{2} \right\rfloor \} \) and \( \gamma \in [0, \infty] \) is summarized in Algorithm 8.
Let \( \hat{d} = \max \{ 1, 2k - 2 \} \) and \( \check{d} = d - \hat{d} \). Define the vectors \( \mathbf{z} \in \mathbb{R}^d \) and \( \check{\mathbf{z}} \in \mathbb{R}^{\check{d}} \) by
\[
\mathbf{z} = (z_1, \ldots, z_d), \quad \check{\mathbf{z}} = (z_{d+1}, \ldots, z_d).
\]

To calculate \( \theta_{k, \gamma}^i(\mathbf{z}) \), we take as input \( \{ b_{q, \gamma}(\mathbf{z}) \}_{q=0}^k \), \( \{ b_{q, \gamma}(\check{\mathbf{z}}) \}_{q=0}^k \) and \( \{ b_{q, \gamma}(\check{\mathbf{z}}) \}_{q=0}^k \), calculated by Algorithm 3. Here we also assume that \( \check{\mathbf{z}} \) is sorted such that \( \min \{ z_1, \ldots, z_d \} \geq \max \{ z_{d+1}, \ldots, z_d \} \). An arbitrary vector \( \mathbf{z} \) can be sorted in this way in \( O(d) \) operations, using a selection algorithm to find the \( d \)-th largest entry.

We first state without proof that \( \theta_{k, \gamma}^i(\mathbf{z}) \) satisfies the recursive formula
\[
\theta_{q, \gamma}^i(\mathbf{z}) = \begin{cases} 
\frac{c_{q, \gamma}^i(\mathbf{z}) (1 - \theta_{q-1, \gamma}^i(\mathbf{z}))}{s_{q-1, \gamma}^i(\mathbf{z})} & q = 1, \ldots, d \\
0 & q = 0,
\end{cases} \tag{D.1}
\]
where
\[
c_{q, \gamma}^i(\mathbf{z}) = \exp \left( \gamma (z_i - z_{q(i)}) \right) \frac{s_{q-1, \gamma}^i(\mathbf{z})}{s_{q, \gamma}^i(\mathbf{z})} \tag{D.2}
\]
and \( s_{q, \gamma}^i(\mathbf{z}) \) is defined in (4.9). Equation (D.1) is similar to the recursion (4.8). A key difference is that the intermediate values \( t_k^i \) in (4.8) can be extremely large and thus overflow, whereas \( \theta_{k, \gamma}^i(\mathbf{z}) \) are bounded in \([0, 1]\) and thus cannot overflow.

Our assumption on the order of \( \mathbf{z} \) implies that for all \( i > \hat{d} \) and \( q \leq k \), the term \( \exp \left( \gamma (z_i - z_{q(i)}) \right) \) is bounded in \([0, 1]\) and thus cannot overflow. However, calculating \( c_{q, \gamma}^i(\mathbf{z}) \) by (D.2) is numerically unsafe, for the following reasons: First, the terms \( s_{q-1, \gamma}^i(\mathbf{z}) \) and \( s_{q, \gamma}^i(\mathbf{z}) \) might suffer, respectively, an arithmetic overflow or underflow, which could corrupt the result. Second, \( c_{q, \gamma}^i(\mathbf{z}) \) can be extremely large whereas \( 1 - \theta_{q-1, \gamma}^i(\mathbf{z}) \) can be extremely small. This may lead to multiplying a numerical infinity by a numerical zero, giving a meaningless result.

To address the first issue mentioned above, we reformulate \( c_{q, \gamma}^i(\mathbf{z}) \) in terms of \( b_{q, \gamma}(\mathbf{z}) \).
\[
c_{q, \gamma}^i(\mathbf{z}) = \frac{q}{d - q + 1} \exp \left( \gamma (z_i - z_{q(i)}) + b_{q-1, \gamma}(\mathbf{z}) - b_{q, \gamma}(\mathbf{z}) \right). \tag{D.3}
\]
As argued in Section 4.2, \( b_{q, \gamma}(\mathbf{z}) \) is upper-bounded by \( q \log d \), and thus it cannot overflow. The second issue mentioned above is addressed in the following lemma.

**Lemma D.1.** Let \( \mathbf{z} \in \mathbb{R}^d \), \( 1 \leq k \leq \frac{d}{2} \) and \( \gamma \in (0, \infty) \). Suppose that \( z_j \geq z_i \) for any \( j \leq 2k - 2 < i \). Then \( c_{q, \gamma}^i(\mathbf{z}) \leq 1 \) for all \( i > 2k - 2 \) and \( 1 \leq q \leq k \).

Lemma D.1 guarantees that for \( i > \hat{d} \), \( c_{q, \gamma}^i(\mathbf{z}) \) cannot overflow, and thus \( \theta_{k, \gamma}^i(\mathbf{z}) \) can be safely calculated by (D.1) and (D.3). This recursive procedure is summarized in Algorithm 4. It takes \( O(k) \) operations for a single index \( i \), and can be parallelized over \( i \).

For \( i \leq \hat{d} \), \( c_{q, \gamma}^i(\mathbf{z}) \) may be arbitrarily large. Thus, calculating \( \theta_{k, \gamma}^i(\mathbf{z}) \) by (D.1) might yield meaningless results. We therefore use a different method for \( i \leq \hat{d} \), based on the following lemma. The proof appears at the end of this section.

**Lemma D.2.** Let \( \mathbf{z} \in \mathbb{R}^d \), \( \gamma \in (0, \infty) \) and \( i \in \{1, \ldots, d\} \). Then \( c_{q, \gamma}^i(\mathbf{z}) \) is strictly increasing with respect to \( q \in \{1, \ldots, d\} \).

It follows from Lemma D.2 that if \( c_{k, \gamma}(\mathbf{z}) \leq 1 \), then all of \( \{ c_{q, \gamma}^i(\mathbf{z}) \}_{q=1}^k \) are upper-bounded by 1, and thus \( \theta_{k, \gamma}^i(\mathbf{z}) \) can be safely calculated by (D.1) and (D.3). At indices \( i \) where \( c_{k, \gamma}(\mathbf{z}) > 1 \), one possible approach is to calculate \( \theta_{k, \gamma}(\mathbf{z}) \) backwards, starting from \( q = d \), by the recursive formula derived from (D.1),
\[
\theta_{q, \gamma}^i(\mathbf{z}) = \begin{cases} 
1 - \frac{\theta_{q+1, \gamma}^i(\mathbf{z})}{c_{q+1, \gamma}^i(\mathbf{z})} & q = 1, \ldots, d - 1 \\
1 & q = d.
\end{cases} \tag{D.4}
\]
By Lemma D.2, if \( c_{k, \gamma}(\mathbf{z}) > 1 \) then \( \frac{1}{c_{q+1, \gamma}^i(\mathbf{z})} < 1 \) for \( q = k, \ldots, d - 1 \), which ensures that an overflow cannot take place. However, this approach would require the pre-calculation of \( \{ b_{q, \gamma}(\mathbf{z}) \}_{q=0}^d \), which takes Algorithm 3 an \( O(d^2) \) operations. Instead, we use a similar approach with a smaller running time: For each \( i \) such that \( c_{k, \gamma}(\mathbf{z}) > 1 \),
Algorithm 5 Calculate \( \{ \theta_{q,\gamma}^i(\hat{z}) \}_{q=0}^k \) by a forward and backwards recursion

Input: \( \hat{z} = (\hat{z}_1, \ldots, \hat{z}_d) \in \mathbb{R}^d \), \( k, i \in \{1, \ldots, d\} \), \( \gamma \in (0, \infty) \), \( \{b_{q,\gamma}(\hat{z})\}_{q=0}^d \), \( \{ \hat{z}(q) \}_{q=0}^d \)

Output: \( \{ \theta_{q,\gamma}^i(\hat{z}) \}_{q=0}^k \)

1: Initialize \( \theta_{0,\gamma}^i(\hat{z}) := 0 \), \( \theta_{d,\gamma}^i(\hat{z}) := 1 \), \( \hat{q} := k + 1 \)
2: for \( q := 1, \ldots, k \) do
3: \( \eta := \gamma (\hat{z}_i - \hat{z}(q)) + b_{1,\gamma}(\hat{z}) - b_{q,\gamma}(\hat{z}) \)
4: if \( \eta \leq \log \frac{d-q+1}{q} \) then \( \theta_{q,\gamma}^i(\hat{z}) := \frac{q}{d-q+1} \exp (\eta) \cdot (1 - \theta_{q-1,\gamma}^i(\hat{z})) \)
5: else set \( \hat{q} := q \) and break
6: end if
7: end for
8: if \( \hat{q} \leq k \) then
9: for \( q := \hat{d} - 1, \hat{d} - 2, \ldots, \hat{q} \) do
10: \( \eta := b_{q+1,\gamma}(\hat{z}) - b_{q,\gamma}(\hat{z}) - \gamma (\hat{z}_i - \hat{z}(q+1)) \)
11: \( \theta_{q,\gamma}^i(\hat{z}) := 1 - \frac{d-q}{q+1} \exp (\eta) \cdot \theta_{q+1,\gamma}^i(\hat{z}) \)
12: end for
13: end if
14: return \( \{ \theta_{q,\gamma}^i(\hat{z}) \}_{q=0}^k \)

Instead of calculating \( \theta_{k,\gamma}(z) \) directly, we first calculate \( \{ \theta_{q,\gamma}^i(\hat{z}) \}_{q=0}^k \) by (D.1), (D.3), and (D.4). This only requires the pre-calculation of \( \{b_{q,\gamma}(\hat{z})\}_{q=0}^d \), which takes Algorithm 3 an \( \mathcal{O}(k^2) \) operations. From the result, we then calculate \( \theta_{k,\gamma}(z) \). We now describe this approach in detail.

Let \( i \in \{1, \ldots, d\} \) such that \( c_{k,\gamma}(z) > 1 \). First, we wish to calculate \( \{ \theta_{q,\gamma}^i(\hat{z}) \}_{q=0}^k \). If \( c_{k,\gamma}(z) \leq 1 \), then by Lemma D.2, \( c_{q,\gamma}(\hat{z}) \leq 1 \) for \( q = 1, \ldots, k \) and thus calculating \( \{ \theta_{q,\gamma}^i(\hat{z}) \}_{q=0}^k \) can be done by (D.1) and (D.3). Suppose on the other hand that \( c_{k,\gamma}(z) > 1 \). Note that \( c_{q,\gamma}(z) \) is always smaller than 1, as shown in the proof of Lemma D.1. Thus, by Lemma D.2, there exists a unique \( q \in \{1, \ldots, k-1\} \) such that \( c_{q,\gamma}(\hat{z}) \leq 1 \) for \( q = 1, \ldots, \hat{q} \) and \( c_{q,\gamma}(\hat{z}) > 1 \) for \( q = \hat{q} + 1, \ldots, d \). We therefore calculate \( \{ \theta_{q,\gamma}^i(\hat{z}) \}_{q=0}^{\hat{q}} \) by (D.1) and (D.3) and then calculate the remaining \( \{ \theta_{q,\gamma}^i(\hat{z}) \}_{q=\hat{q}+1}^d \) by (D.3) and (D.4). This step is summarized in Algorithm 5. It takes an \( \mathcal{O}(k) \) operations for each index \( i \in \{1, \ldots, d\} \), and an additional \( \mathcal{O}(k^2) \) operations to calculate \( \{b_{q,\gamma}(\hat{z})\}_{q=0}^d \) by Algorithm 3.

Next, to calculate \( \theta_{k,\gamma}(z) \) from \( \{ \theta_{q,\gamma}^i(\hat{z}) \}_{q=0}^k \), we define \( \Delta_{q,t}(u, v) \) for \( u \in \mathbb{R}^m \), \( v \in \mathbb{R}^n \) and \( 0 \leq q, t \leq m + n \), by

\[
\Delta_{q,t}(u, v) = \begin{cases} 
M_q([u, v]) - M_t(u) - M_{q-t}(v) & \text{max } \{0, q-n\} \leq t \leq \min \{q, m\} \\
0 & \text{otherwise},
\end{cases}
\]

where \( M_q(z) \) is as in (B.22) and \([u, v]\) denotes the concatenation of \( u \) and \( v \). Using the above definition, we define without proof that

\[
\theta_{k,\gamma}(z) = \sum_{t=\max \{1, k-d\}}^{k} \left[ \frac{s_{k,\gamma}(\hat{z})s_{k-t,\gamma}(\hat{z})}{s_{k,\gamma}(\hat{z})} \exp (-\gamma \Delta_{k,t}(\hat{z}, \hat{z})) \right] .
\]  

(D.5)

It can be shown by a combinatorial argument that for any \( \max \{1, k-d\} \leq t \leq k \),

\[
\frac{s_{k,\gamma}(\hat{z})s_{k-t,\gamma}(\hat{z})}{s_{k,\gamma}(\hat{z})} \exp (-\gamma \Delta_{k,t}(\hat{z}, \hat{z})) \leq 1
\]
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Without careful treatment, small roundoff errors may yield $\Delta$. Calculate

Algorithm 6 Calculate $\Delta_{k,t}(\dot{z},\ddot{z})$ for $t = 0, \ldots, k$

**Input:** $\{z(q)\}_{q=0}^k$, $\{\dot{z}(q)\}_{q=0}^k$, $\{\ddot{z}(q)\}_{q=0}^k$, where $z = [\dot{z}, \ddot{z}], \dot{z} \in \mathbb{R}^d, \ddot{z} \in \mathbb{R}^d, 1 \leq k \leq d$

**Output:** $\Delta_{k,t}(\dot{z},\ddot{z})$ for $t = 0, \ldots, k$

**Arrays:** $\Delta_t \in \mathbb{R}$ for $t = 0, \ldots, k$

1: Initialize $\Delta_t := 0$ for $0 \leq t \leq k$
2: for $q = 1, \ldots, k$
3: \hspace{0.5cm} $t_a := \max \{0, q - d\}, t_b := \min \{q, k\}$
4: \hspace{0.5cm} for $t = t_a, t_b - 1, \ldots, \max \{t_a, 1\}$ do
5: \hspace{1cm} if $\dot{z}(q) \geq \dot{z}(t)$ then $\Delta_t := \Delta_{t-1} + (\dot{z}(q) - \dot{z}(t))$
6: \hspace{1cm} else $\Delta_t := \Delta_t + (\dot{z}(q) - \dot{z}(q-t))$
7: \hspace{1cm} end if
8: \hspace{0.5cm} end for
9: \hspace{0.5cm} if $t_a = 0$ then $\Delta_0 := \Delta_0 + (\dot{z}(q) - \dot{z}(q))$
10: \hspace{0.5cm} else $\Delta_{t_a-1} := 0$
11: \hspace{0.5cm} end if
12: \hspace{0.5cm} end for
13: return $\Delta_{k,t}(\dot{z},\ddot{z}) = \Delta_t$ for $t = 0, \ldots, k$

Algorithm 7 Calculate $\theta^i_{k,\gamma}(z)$ from $\{\theta^i_{q,\gamma}(\dot{z})\}_{q=0}^k$

**Input:** $b_{k,\gamma}(z), (b_{q,\gamma}(\dot{z}))_{q=0}^k, b_{q,\gamma}(\dot{z}), \theta^i_{q,\gamma}(\ddot{z}), \log(\alpha^d_{k,q}, \Delta_{k,q}(\dot{z},\ddot{z})$ for $q = 0, \ldots, k$, where $z = [\dot{z}, \ddot{z}] \in \mathbb{R}^d, \dot{z} \in \mathbb{R}^d, \ddot{z} \in \mathbb{R}^d, \gamma \in (0, \infty), 1 \leq k \leq d$

1: Initialize $\xi := 0$
2: for $q = k, k-1, \ldots, \max \{1, k-d\}$ do
3: \hspace{0.5cm} $\xi := \xi + \exp \left(\log(\alpha^d_{k,q}) + b_{q,\gamma}(\dot{z}) + b_{k-q,\gamma}(\ddot{z}) - b_{k,\gamma}(z) - \gamma\Delta_{k,q}(\dot{z},\ddot{z})\right) \cdot \theta^i_{q,\gamma}(\ddot{z})$
4: \hspace{0.5cm} end for
5: return $\theta^i_{k,\gamma}(z) = \xi$

and thus the terms in the above left-hand side do not overflow. To avoid dividing by an underflowed $s_{k,\gamma}(z)$ or multiplying by an overflowed $s_{t,\gamma}(\dot{z})$ or $s_{k-t,\gamma}(\ddot{z})$, we reformulate (D.5) in terms of $b_{t,\gamma}(z)$ and get

$$\theta^i_{k,\gamma}(z) = \sum_{t = \max \{1, k-d\}}^k \left[\exp \left(\log(\alpha^d_{k,t}) + b_{t,\gamma}(\dot{z}) + b_{k-t,\gamma}(\ddot{z}) - b_{k,\gamma}(z) - \gamma\Delta_{k,t}(\dot{z},\ddot{z})\right) \cdot \theta^i_{t,\gamma}(\ddot{z})\right].$$

(D.6)

where $\alpha^m_{q,t}$ is defined for $0 \leq q, t \leq m + n$ by

$$\alpha^m_{q,t} = \left\{\begin{array}{cl} \binom{m}{q-n} \max \{0, q - n\} \leq t \leq \min \{q, m\} & \\
0 & \text{otherwise.} \end{array}\right.$$  

(D.7)

This procedure to calculate $\theta^i_{k,\gamma}(z)$ from $\{\theta^i_{q,\gamma}(\dot{z})\}_{q=0}^k$ is summarized in Algorithm 7. It takes an $O(k)$ operations for each $i \in \{1, \ldots, d\}$. Since $\alpha^m_{q,t}$ may be extremely small and suffer an underflow, the calculation of $\alpha^m_{q,t}$ is performed in log space.

Without careful treatment, small roundoff errors may yield $\Delta_{k,t}(\dot{z},\ddot{z}) \neq 0$ in cases where $\Delta_{k,t}(\dot{z},\ddot{z}) = 0$. Such small errors may be amplified in (D.6) when multiplied by $\gamma$ and exponentiated. Moreover, such errors may lead to negative values, while it can be shown that $\Delta_{q,t}(\dot{z},\ddot{z}) \geq 0$ for all $0 \leq q, t \leq d + d$. To address this issue, we calculate $\Delta_{k,t}(\dot{z},\ddot{z})$
Algorithm 8. It takes $O(\mu)$ operations and memory. This ensures that the result equals zero whenever $\Delta_{q,t}(\hat{z}, \hat{z}) = 0$, and is always nonnegative. This recursive calculation is summarized in Algorithm 6. It takes $O(k^2)$ operations and only needs to be done once, as its output does not depend on an index $i$.

Finally, our main algorithm to calculate $\mu_{k,\gamma}(z)$ and $\theta_{k,\gamma}(z)$ for $k \in \{0, \ldots, \left\lfloor \frac{d}{2} \right\rfloor \}$ and $\gamma \in [0, \infty]$ is summarized in Algorithm 8. It takes $O(kd)$ operations and $O(k)$ memory.

D.1 Proofs

Proof of Lemma D.1. It can be shown that for any $i, q \in \{1, \ldots, d\}$,

$$\frac{q}{d-q+1} \exp \left( \gamma(z_i - z(q)) + b_{q-1,\gamma}(z) - b_{q,\gamma}(z) \right) = \exp \left( \gamma(z_i - z(q)) \right) \frac{s_{q-1,\gamma}(z)}{s_{q,\gamma}(z)}. \quad (D.8)$$

For $q = 1$, using the definition (4.9) of $s_{q,\gamma}(z)$, the right-hand side of (D.8) amounts to

$$\exp \left( \gamma(z_i - z(1)) \right) \frac{s_{0,\gamma}(z)}{s_{1,\gamma}(z)} = \frac{\exp \left( \gamma(z_i - z(1)) \right)}{\sum_{j=1}^{d} \exp \left( \gamma(z_j - z(1)) \right)} < 1.$$
Thus, our claim holds for \( q = 1 \). Next, suppose by contradiction that the claim does not hold for \( q \geq 2 \). Then, by (D.8) and the definition of \( s_{q,\gamma} \) in (4.9),

\[
1 < \exp \left( \gamma (z_i - z(q)) \right) \frac{s_{q-1,\gamma}(z)}{s_{q,\gamma}(z)} = \exp \left( \gamma (z_i - z(q)) \right) \frac{\sum_{|\Lambda| = q-1} \exp \left( \gamma \left( \sum_{j \in \Lambda} z_j - \sum_{j=1}^{q-1} z(j) \right) \right)}{\sum_{|\Lambda| = q} \exp \left( \gamma \left( \sum_{j \in \Lambda} z_j - \sum_{j=1}^{q} z(j) \right) \right)}
\]

\[
= \exp \left( \gamma z_i \right) \frac{\sum_{|\Lambda| = q-1} \exp \left( \gamma \sum_{j \in \Lambda} z_j \right)}{\sum_{|\Lambda| = q} \exp \left( \gamma \sum_{j \in \Lambda} z_j \right)}.
\]

Thus,

\[
\exp \left( \gamma z_i \right) \sum_{|\Lambda| = q-1} \exp \left( \gamma \sum_{j \in \Lambda} z_j \right) > \sum_{|\Lambda| = q} \exp \left( \gamma \sum_{j \in \Lambda} z_j \right).
\]

(D.9)

The left-hand side of (D.9) can be decomposed as

\[
\exp \left( \gamma z_i \right) \sum_{|\Lambda| = q-1} \exp \left( \gamma \sum_{j \in \Lambda} z_j \right) = \sum_{|\Lambda| = q, \ i \in \Lambda} \exp \left( \gamma \sum_{j \in \Lambda} z_j \right) + \exp \left( 2 \gamma z_i \right) \sum_{|\Lambda| = q-2, \ i \notin \Lambda} \exp \left( \gamma \sum_{j \in \Lambda} z_j \right).
\]

(D.10)

Inserting (D.10) into (D.9), we have

\[
\exp \left( 2 \gamma z_i \right) \sum_{|\Lambda| = q-2, \ i \notin \Lambda} \exp \left( \gamma \sum_{j \in \Lambda} z_j \right) > \sum_{|\Lambda| = q, \ i \in \Lambda} \exp \left( \gamma \sum_{j \in \Lambda} z_j \right) - \sum_{|\Lambda| = q, \ i \notin \Lambda} \exp \left( \gamma \sum_{j \in \Lambda} z_j \right)
\]

\[
= \sum_{|\Lambda| = q, \ i \notin \Lambda} \exp \left( \gamma \sum_{j \in \Lambda} z_j \right).
\]

(D.11)

We now represent each set \( \Lambda \) on the right side of (D.11) by a disjoint union \( \Lambda = \Omega \cup J \), where \( \Omega \) and \( J \) are sets of sizes \( q - 2 \) and \( 2 \) respectively. To account for the multiple number of such representations for each \( \Lambda \), we divide by \( \binom{|q|}{|\Omega|} \). Thus,

\[
\exp \left( 2 \gamma z_i \right) \sum_{|\Omega| = q-2} \sum_{i \notin \Omega} \exp \left( \gamma \sum_{j \in \Omega} z_j \right) > \frac{1}{\binom{|q|}{|\Omega|}} \sum_{|\Omega| = q-2} \sum_{i \notin \Omega} \exp \left( \gamma \sum_{j \in \Omega} z_j \right) - \sum_{|\Lambda| = q, \ i \notin \Lambda} \exp \left( \gamma \sum_{j \in \Lambda} z_j \right).
\]

(D.12)

For any index-set \( \Omega \) of size \( q - 2 \), denote

\[
u_{\Omega} = \frac{1}{\binom{|q|}{|\Omega|}} \exp \left( \gamma \sum_{j \in \Omega} z_j \right), \quad s_{\Omega} = \sum_{|J| = 2, \ i \notin J, \ J \cap \Omega = \emptyset} \exp \left( \gamma \sum_{j \in J} z_j \right).
\]

Reformulating (D.12) with the above definitions, we have

\[
\exp \left( 2 \gamma z_i \right) \left( \frac{q}{2} \right) \sum_{|\Omega| = q-2, \ i \notin \Omega} \nu_{\Omega} > \sum_{|\Omega| = q-2, \ i \notin \Omega} \nu_{\Omega} s_{\Omega}.
\]

Therefore,

\[
\exp \left( 2 \gamma z_i \right) > \frac{1}{\binom{|q|}{2}} \sum_{|\Omega| = q-2, \ i \notin \Omega} \nu_{\Omega} s_{\Omega} \geq \frac{1}{\binom{|q|}{2}} \min_{|\Omega| = q-2, \ i \notin \Omega} s_{\Omega},
\]

(D.13)

The minimum in the right-hand side of (D.13) is attained by any index-set \( \Omega_0 \) that corresponds to the \( q - 2 \) largest entries among \( \{ z_j \mid j \neq i \} \). By our assumption, the subvector \( (z_1, \ldots, z_{2k-2}) \) contains the \( 2k - 2 \) largest entries of \( z \), and note that \( 2k - 2 > q - 2 \). Thus, there exists an index-set \( \Omega_0 \subseteq \{1, \ldots, 2k - 2\} \) of size \( q - 2 \) that minimizes \( s_{\Omega} \), and \( i \notin \Omega_0 \). Therefore, by (D.13),

\[
\exp \left( 2 \gamma z_i \right) > \frac{1}{\binom{|q|}{2}} \sum_{|J| = 2, \ i \notin J, \ J \cap \Omega_0 = \emptyset} \exp \left( \gamma \sum_{j \in J} z_j \right).
\]

(D.14)
By our assumption on \( z \), the subvector \( (z_1, \ldots, z_{2k-2}) \) contains \( 2k - 2 - (q - 2) \) (and thus at least \( q \)) entries \( z_j \) such that \( j \notin \Omega_0 \) and \( z_j \geq z_i \). Let \( \Lambda_0 \) be the index-set of \( q \) such entries. Then \( |\Lambda_0| = q \), \( i \notin \Lambda_0 \) and \( \Lambda_0 \cap \Omega_0 = \phi \). Keeping only the summands for which \( J \subseteq \Lambda_0 \) in (D.14), and discarding of all other summands, yields

\[
\exp (2\gamma z_i) > \frac{1}{\binom{q}{2}} \sum_{|J|=2, J \subseteq \Lambda_0} \exp \left( \gamma \sum_{j \in J} z_j \right).
\] (D.15)

Note that in (D.15), in the sum over possible sets \( J, z_j \geq z_i \) for all \( j \in J \). Therefore,

\[
\exp (2\gamma z_i) > \frac{1}{\binom{q}{2}} \sum_{|J|=2, J \subseteq \Lambda_0} \exp (2\gamma z_i) = \exp (2\gamma z_i),
\]

which is a contradiction. Thus, our claim is proven. \( \square \)

**Proof of Lemma D.2.** By (D.8), we need to show that for \( i = 1, \ldots, d \), the quantity \( \exp \left( (\gamma(z_i - z(q))) \right) \frac{s_{q-\gamma}(\mathbf{z})}{s_{\gamma}(\mathbf{z})} \) is strictly increasing with respect to \( q \). From (4.9),

\[
\frac{\exp \left( (\gamma(z_i - z(q+1))) \right) \frac{s_{q-\gamma}(\mathbf{z})}{s_{\gamma}(\mathbf{z})}}{\exp \left( (\gamma(z_i - z(q))) \right) \frac{s_{q-\gamma}(\mathbf{z})}{s_{\gamma}(\mathbf{z})}} = \frac{\exp \left( (\gamma(z(q+1))) \right) \frac{s_{q+1,\gamma}(\mathbf{z})}{s_{\gamma}(\mathbf{z})}}{\exp \left( (\gamma(z(q))) \right) \frac{s_{q-1,\gamma}(\mathbf{z})}{s_{\gamma}(\mathbf{z})}}
\]

\[
= \frac{\exp \left( (\gamma(z(q+1))) \right) \sum_{|A|=q} \exp \left( \gamma \left( \sum_{j \in \Lambda} z_j - \sum_{j=1}^q z(j) \right) \right) \sum_{|\Omega|=q} \exp \left( \gamma \left( \sum_{j \in \Omega} z_j - \sum_{j=1}^{q-1} z(j) \right) \right)}{\exp \left( (\gamma(z(q))) \right) \sum_{|A|=q+1} \exp \left( \gamma \left( \sum_{j \in \Lambda} z_j - \sum_{j=1}^{q+1} z(j) \right) \right) \sum_{|\Omega|=q-1} \exp \left( \gamma \left( \sum_{j \in \Omega} z_j - \sum_{j=1}^{q-1} z(j) \right) \right)}
\]

Each term \( \exp \left( \gamma \left( \sum_{j \in \Lambda} z_j + \sum_{j \in \Omega} z_j \right) \right) \) in the above display is represented by two index sets \( \Lambda, \Omega \subseteq \{d\} \). In the denominator, \( \Lambda \) and \( \Omega \) consist of \( q + 1 \) and \( q - 1 \) unique indices respectively, whereas in the numerator, both sets consist of \( q \) unique indices. Note that each exponential term in the numerator and denominator may appear multiple times, as it may have several representations by different combinations \( \Lambda \) and \( \Omega \). We shall now show that each exponential term appears more times in the numerator than in the denominator, whence their quotient is larger than 1. Let \( \exp \left( \gamma \left( \sum_{j \in \Lambda} z_j + \sum_{j \in \Omega} z_j \right) \right) \) be a term that appears in the denominator, with \( |\Lambda| = q + 1 \) and \( |\Omega| = q - 1 \). Let \( h = |\Lambda \cap \Omega| \), and note that \( 0 \leq h \leq q - 1 \). By a combinatorial argument, it can be shown that the aforementioned term appears exactly \( \left( \frac{2q-2h}{q-h} \right) \) times in the denominator and \( \left( \frac{2q-2h}{q-h} \right) \) times in the numerator. Furthermore,

\[
\frac{\left( \frac{2q-2h}{q-h} \right)}{\left( \frac{2q-2h}{q-h} \right)} = \frac{q-h+1}{q-h} > 1,
\]

which completes our proof. \( \square \)

**Appendix E  Computational details**

**E.1  GSM Internal Parameters**

We implemented our GSM method in Matlab, except for the computation of \( \tau_{k,\gamma}(x) \) and \( w_{k,\gamma}(x) \), which was coded in C. We now describe several of the internal parameters in our implementation.

**Updating \( \gamma \) in Algorithm 2** Let \( x_0^* \) be a global minimizer of (3.6), which corresponds to \( \gamma_0 = 0 \). The next value \( \gamma_1 > 0 \) is chosen so that the weight vector \( w_{k,\gamma_0}(x_0^*) \) is nearly uniform, and thus the first instance of (3.5) is close to the convex (3.6). For a small \( \delta_0 > 0 \), we set

\[
\gamma_1 = \delta_0 \cdot \left( \max_{|\Lambda|=d-k} \sum_{i \in \Lambda} |x_0^*|_i - \min_{|\Lambda|=d-k} \sum_{i \in \Lambda} |x_0^*|_i \right)^{-1}.
\] (E.1)
This rule guarantees that the ratio of the largest to smallest exponents in (3.8) is \( \exp(\delta_0) \approx 1 + \delta_0 \). This, in turn, can be shown to imply that all entries of \( w_{k,\gamma_1}(x^*_0) \) are nearly uniform,
\[
\frac{w_{k,\gamma_1}(x^*_0) - w_{k,\gamma_1}(x^*_{-1})}{w_{k,\gamma_1}(x^*_0)} \leq \delta_0 \quad \forall i, j \in [d].
\]

Next, for \( r \geq 2 \), \( \gamma \) is increased exponentially by a user-chosen growth rate parameter \( \delta_\gamma > 0 \),
\[
\gamma_r = (1 + \delta_\gamma)\gamma_{r-1}. \tag{E.2}
\]

To accelerate the homotopy scheme, once every \( n_\gamma \) iterations, we increase \( \gamma \) by a multiplicative factor \((1 + \delta_\gamma)\), where \( \delta_\gamma \) is much larger than \( \delta_\gamma \). If the resulting iterate \( x^*_r \) satisfies
\[
\|x^*_r - x^*_{r-1}\|_1 \leq \frac{\|y\|_2}{\max_{i=1,...,d} \|a_i\|_2} \varepsilon x,
\]
with \( \varepsilon x = 10^{-6} \), then the larger increase is accepted and the algorithm proceeds as usual. Otherwise the increase is revoked, the algorithm backtracks to the beginning of iteration \( r \), and \( \gamma_r \) is set by (E.2). We used \( \delta_0 = 10^{-4} \), \( \delta_\gamma = 0.02 \), \( \delta_\gamma = 9 \) and \( n_\gamma = 10 \).

**Stopping criteria** Algorithm 1 was stopped if
\[
F_{\lambda,\gamma}(x^t) \geq (1 - 10^{-6}) F_{\lambda,\gamma}(x^{t-1}),
\]
or if for two consecutive iterations
\[
F_{\lambda,\gamma}(x^t) \geq (1 - 10^{-3}) F_{\lambda,\gamma}(x^{t-1}).
\]

For Algorithm 2 we used the following stopping criteria: (i) 10 consecutive iterations with \( x_r^* \) all \( k \)-sparse and with the same support; (ii) 4 consecutive values of \( \gamma \) with the weight vector \( w_{k,\gamma_0}(x^*_r) \) being approximately \((d - k)\)-sparse, namely \( r_{d-k}(w_{k,\gamma_0}(x^*_r)) \leq (d - k) \cdot \varepsilon w \), with \( \varepsilon w = 10^{-5} \). Once one of these conditions was met, a final iteration was run with \( \gamma = \infty \).

**Dealing with ambiguous vectors** As discussed in Section 3.5, Algorithm 2 may output an ambiguous vector \( \hat{x} \) that is not a local optimum of (1.3) or (1.4). Empirically, such \( \hat{x} \) invariably has support size smaller than \( k \). To overcome this problem, we coded two post-processing schemes, a slow and thorough one and a faster alternative. The slow scheme augments the support by running LS-OMP. The fast scheme, in contrast, performs only a single iteration of OMP. Specifically, given an ambiguous vector \( \hat{x} \) with \( \|\hat{x}\|_0 < k \) and support set \( \Lambda \), it picks the index \( i \notin \Lambda \) that maximizes \( |(a_i, A\hat{x} - y)| \). It then computes a new solution by least squares minimization \( \|Ax - y\|_2 \) over vectors \( x \) with support \( \Lambda \cup \{i\} \).

In Section 5.2, where \( d \leq 1000 \), we applied the slow scheme, whereas in Section 5.3, where \( d \geq 5000 \), we applied the faster scheme.

**E.2 Optimizing \( F_\lambda \) by GSM, DC-programming and ADMM**

Here we present some technical details on the comparison between the DC Programming and ADMM methods, as described in [10] and our GSM in solving problem (1.3) at a given value of \( \lambda \).

Note that instead of (1.3), [10] considered the following regularized objective, with \( \eta \ll 1 \)
\[
\min_{x} \frac{1}{2} \|Ax - y\|_2^2 + \lambda \tau_k(x) + \eta \|x\|_1.
\]
We implemented in Matlab their DC programming and ADMM schemes, using MOSEK [2] and YALMIP [60]. We used two values for \( \eta \): \( 10^{-2} \) as in [10], and \( \eta = 10^{-6} \).

In some problem instances, the performance of DC-programming and of ADMM may strongly depend on their initial vector \( x^0 \). We considered the two following initializations: (i) the standard one, \( x^0 = 0 \); (ii) \( x^0 \) is the solution of (1.3) with a very small \( \lambda = 10^{-5} \lambda \), obtained by the same method started from the zero vector.

For a fair comparison, we ran two variants of our GSM: (i) vanilla GSM, as described in the main text; (ii) we first ran vanilla GSM, but with \( \lambda = 10^{-5} \lambda \). Denote the resulting reference solution by \( x_{\text{ref}} \). We then ran Algorithm 2 but with a following change in line 4: If for \( \gamma = \gamma_r \), \( F_{\lambda,\gamma}(\hat{x}) < F_{\lambda,\gamma}(x^*_{r-1}) \), then Algorithm 1 is initialized by \( x_{\text{ref}} \) instead of by \( x^*_{r-1} \).

For all three methods, the best of its two outputs, in terms of \( F_\lambda(x) \), was chosen.
E.3 Methods for solving (P0)

We now present technical details for the various methods in solving (P0), at a given sparsity level $k$. Several of these methods output multiple solutions that depend on say a regularization parameter $\lambda$ or even two parameters. For each tested method, we took each of its candidate solutions, projected it to its $k$ largest-magnitude entries, and solved a least-squares problem on its support. The resulting solution with the smallest $\ell_2$ residual norm was chosen.

**GSM** For the simulations of Section 5.2, which involve relatively small matrices, we ran our GSM method with 50 values of $\lambda$. For the power-2 variant, we used exponentially increasing values $\lambda_i = 10^{-8 \frac{50-i}{50-1} (1 + \delta_\lambda)} \lambda$ with $i = 1, \ldots, 50$, $\delta_\lambda = 10^{-4}$ and $\bar{\lambda}$ as in (2.1). For the power-1 variant, we used the sequence

$$
\lambda_i = (1 + \delta_\lambda) \lambda_b \cdot \arctan \left( \frac{50 - i}{50 - 1} \arctan \left( \frac{1 - \delta_\lambda}{1 + \delta_\lambda} \frac{\lambda_a}{\lambda_b} \right) \right) + \frac{i - 1}{50 - 1} \pi, \quad i = 1, \ldots, 50,
$$

with $\lambda_a$, $\lambda_b$ as in (2.2). This set of values is roughly twice denser near $\lambda_a$ than near $\lambda_b$. For faster runtime, in both power-1 and power-2 variants, if the obtained solutions were $k$-sparse for 7 consecutive values of $\lambda$, the algorithm was stopped without further executions for higher values of $\lambda$. The condition used to determine if $x$ is $k$-sparse was

$$
\tau_k(x) \leq k \cdot \varepsilon x,
$$

with $\varepsilon x = 10^{-6}$.

For the simulations in Section 5.3, which involved much larger matrices, we used only the following 7 values of $\lambda$: $\lambda_i = 10^{-3 \frac{i}{7}} (1 + \delta_\lambda) \lambda$ with $i = 1, \ldots, 7$. The algorithm was stopped at the first value of $\lambda$ that yielded a $k$-sparse solution.

**$\ell_p$ minimization** IRLS and IRL1 minimize the $\ell_p$-regularized problem

$$
\min_x \frac{1}{2} \|Ax - y\|^2 + \lambda \|x\|^p_p
$$

as a surrogate for the original problem (P0). In our simulations we ran both methods with the following 11 values of $p \in \{0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9\}$, similarly to [46]. For each $p$, we considered 90 exponentially increasing values of $\lambda$, $\lambda_i = 10^{-8} \cdot 1.5^{i-1}$, $i = 1, \ldots, 90$.

As mentioned in Section 3.3, IRLS and IRL1 require weight regularization. For IRLS, we used

$$
w^t_i = \left( \|x^{t-1}_i\|^2 + \varepsilon^2 \right)^{-1}, \quad x^t = \arg\min_x \frac{1}{2} \|Ax - y\|^2 + \lambda \sum_{i=1}^d w_i^t \|x_i\|^2,
$$

initialized by $\varepsilon = 1$ and $x^0 = \arg\min_x \|x\|_1$ s.t. $Ax = y$, as in [58]. If for three consecutive iterations the objective decreases by less than 0.1%, $\varepsilon$ is updated by the adaptive rule of [58], $\varepsilon := \min \left\{ \varepsilon, \alpha_\varepsilon \|x^t\|_{(k+1)} \right\}$, with $\alpha_\varepsilon = 0.9$. Iterations were stopped once $\varepsilon < 10^{-8}$, or when the iterates $x^t$ were $k$-sparse with a constant support for 10 consecutive iterations.

For IRL1, we used the following reweighting scheme, similar to [31],

$$
w^t_i = \left( \|x^{t-1}_i\| + \varepsilon \right)^{p-1}, \quad x^t = \arg\min_x \frac{1}{2} \|Ax - y\|^2 + \lambda \sum_{i=1}^d w_i^t \|x_i\|,
$$

with the same initialization as for IRLS, and using the same update rule for $\varepsilon$.

**Least-Squares OMP** LS-OMP was implemented in Matlab according to [40, pg. 37-38], modified to stop when reaching the target sparsity level $k$.

**Basis Pursuit Denoising** We solved the following constrained form of BP,

$$
\min_x \|x\|_1 \text{ s.t. } \|Ax - y\|_2 \leq \delta,
$$

with the following 61 values of $\delta \in \{2^i \|Ax_0 - y\| \mid -30 \leq i \leq 30\}$.
Iterative Support Detection We used the Matlab implementation of the Threshold-ISD algorithm [82, sec. 4.1], provided by the authors. Their method requires as input the noise parameter $\sigma$. We gave ISD a slight advantage by providing it with the ground-truth value.

Coordinate descent + local combinatorial search We used the L0Learn R package version 1.2.0, implemented by the authors of [53]. To comply with our problem setup, we used the parameters penalty="L0" and intercept=FALSE. In all experiments, we used maxSuppSize=$k$, with $k$ being the ground-truth cardinality of $x_0$. 