Comparison of multi-criteria-analytical hierarchy process and machine learning-boosted tree models for regional flood susceptibility mapping: a case study from Slovakia
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ABSTRACT

Identification of areas susceptible to floods is an important issue which requires an increased attention due to the changing frequency and magnitude of floods, which is mainly a result of the ongoing climate change and increasing anthropic pressure on the landscape. In this study, the aim was to identify the areas susceptible to floods using and comparing two different approaches, namely the multi-criteria decision analysis-analytical hierarchy process (MCDA-AHP) and the machine learning-boosted classification (BCT) and boosted regression (BRT) tree. The study area was represented by the Topla river basin, Slovakia. Altogether, seven relevant flood conditioning factors: elevation, slope, river network density, distance from river, flow accumulation, curve numbers and lithology as well as flood inventory database consisting of 107 flood locations were used. Based on the results, almost 40% of the study area is characterized by high to very high flood susceptibility using the MCDA-AHP. In case of the BCT and BRT models, the share of high and very high flood susceptibility class on the basin area is 45% and 38%, respectively. Validation of the performed flood susceptibility models confirmed generally higher accuracy of the machine learning models. The accuracy of the MCDA-AHP model was 81.33% while the accuracy of the boosted tree models was 87.70% and 91.42%, respectively, for classification and regression. The results of this study can enhance more effective preliminary flood risk assessment according to the EU Floods Directive.
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1. Introduction

Currently, there are two basic trends indicating that the risk of flooding will increase in the future both in frequency and in magnitude. In addition, the damage caused by floods will also probably have an increasing trend (Hirabayashi et al. 2013). The reasons for the likely increase in the frequency and magnitude of floods are natural variability, the impact of human activities and the associated climate change, which leads to an increase in rainfall intensity (Smith and Ward 1998). The second trend can be seen in an increase in the vulnerability of the society to floods, which is related to the population growth and its economic activities, especially, near rivers or seas (Sofia et al. 2017).

The physical-geographical factors, such as soils, topography and land use/land cover vary in different catchments affecting the transformation of rainfall to runoff, erosion, deposition patterns or sediment delivery and dynamics (Keesstra 2007; Keesstra et al. 2009). However, changes in topography or soils typically occur over longer timescales while watershed hydrologic response, i.e. runoff generation, is strongly influenced by shorter timescale processes like, in particular, the land use/land cover changes (Mohammady et al. 2018; Costache et al. 2020). The interaction and impact of floods and land use/land cover is reciprocal and the effect of floods on land use/land cover as well as on river geomorphology, such as changes in channel width, mobilization of channel sediments or bank erosion mainly in the meandering reaches, can be significant (Yousefi et al. 2018).

In this sense, flood susceptibility maps, which are able to identify areas with high or very high susceptibility to flooding, may represent a useful tool for more effective flood risk management and mitigation. Importance of geographic information systems (GIS) as well as remote sensing data for flood susceptibility mapping is obvious, providing the possibility to work with large datasets of spatial and temporal data.

Based on the literature review, various methods have been developed so far for the identification and assessment of flood susceptibility zones. In addition, these methods were tested and verified at different spatial scales (local, regional, national, supranational or global) and in different regions having diverse predispositions for flooding.

A representative of the knowledge-driven methods is the multi-criteria decision analysis (MCDA). In flood susceptibility mapping, MCDA uses weights which are assigned to the selected flood conditioning factors (Carver 1991; Malczewski 1999). The relative importance and weights of factors are usually being determined by expert judgements (i.e. experts from the research topic). Moreover, different techniques for weighting the factors can be used (Zardari et al. 2015). The most preferred techniques of multi-criteria flood susceptibility assessment include the analytical hierarchy process (Saaty 1980; Elkhrachy 2015; Das 2018; Souissi et al. 2020), weighted linear combination (Kourgialas and Karatzas 2011; Wang et al. 2018) or the analytical network process (Dano et al. 2019; Kanani-Sadat et al. 2019).

Besides the MCDA, many researchers have applied more objective statistical methods for assessing the flood susceptibility, such as frequency ratio (Samanta et al. 2018; Siahkamari et al. 2018) or logistic regression (Pradhan 2010; Lee et al. 2018; Bui et al. 2019). In recent years, however, more advanced and sophisticated methods have been...
applied in flood susceptibility studies including the fuzzy logic (Costache 2019; Ali et al. 2020) or machine learning methods (i.e. data-driven models). The most widely used machine learning algorithms for flood susceptibility mapping are the following (Mosavi et al. 2018): artificial neural networks (Kia et al. 2012), adaptive neuro-fuzzy inference systems (ANFIS) (Bui et al. 2018), support vector machines (SVM) (Tehrany et al. 2015) and decision trees (Lee et al. 2017). Besides the traditional machine learning models, deep learning algorithms have recently gained superiority due to their greater flexibility and predictive accuracy (Khosravi et al. 2020). Decision trees are the machine learning methods which have been applied for flood susceptibility mapping in several studies, such as Tehrany et al. (2015), Lee et al. (2017) or Shafizadeh-Moghadam et al. (2018). Decision trees are based on a tree of decisions starting from branches to the target values of leaves. In this study, boosted classification tree (BCT) and boosted regression tree (BRT) were used. Although there are similarities between these two models, their main difference is in the fact that target values in classification tree model are a discrete set of values and leaves are represented by class labels while in the regression tree model, target values are continuous values as well as the ensemble of trees is used (Mosavi et al. 2018).

The aim of this study is to compare the multi-criteria decision analysis-analytical hierarchy process (MCDA-AHP) technique and machine learning-boosted tree models to identify areas susceptible to flooding based on seven relevant flood conditioning factors and flood inventory database. An element of novelty of this study can be seen in the fact that comparison of the presented approaches for flood susceptibility mapping lacks in literature. In addition, these approaches are applied for the first time in Slovakia (or even in Central Europe) when mapping the flood susceptibility at regional spatial scale. In this study, flood susceptibility is seen as the relatively stable physical-geographical (terrain) as well as more dynamic land cover predispositions of a given area that determine the propensity to flooding, excluding flow or precipitation quantitative information (Jacinto et al. 2015; Santos et al. 2019; Tehrany et al. 2019). The flood conditioning factors were selected in order to reflect mainly fluvial (riverine or regional) flooding that regularly occurs in the study area. This study also partly builds on the results of previous work of Vojtek and Vojteková (2019), especially, when applying the MCDA-AHP based analysis.

2. Study area

The study area is represented by the Topla river basin (Figure 1), which covers an area of 1548 km². The Topla river springs in the Čergov mountain under the Minčol peak approximately at an elevation of 980 m a. s. l. and it mouths into the Ondava river near the Parchovany municipality at an elevation of 105 m a. s. l. The total length of the Topla river is 129 km. The left-sided tributaries include, e.g. Kameneck stream, Radomka stream or Čičava stream while the right-sided tributaries are, e.g. Slatvinec stream, Topola stream, Lomnica stream or Olšava stream.

Geographic coordinates of the study area are as follows: northmost point: 49°27'39"N and 21°16'32"E; southmost point: 48°43'43"N and 21°36'10"E; westmost point: 49°17'03"N and 20°58'22"E; eastmost point: 48°44'38"N and 21°45'22"E.
Figure 1. Study area of the Topla river basin (Slovakia).
According to the geomorphological division of Slovakia (Mazúr and Lukniš 1986), the study area belongs to the following geomorphological units: Lúbovianska vrchovina (highland), Ondavská vrchovina (highland), Busov (mountain), Čergov (mountain), Slanské vrchy (mountain), Beskydské predhorie (foothills), Východoslovenská páhorkatina (upland), Východoslovenská rovina (plain). The highest point has an elevation of 1131 m a. s. l. and it is located on the western boundary of the study area in the Čergov mountain. The lowest point is located in the river mouth.

The Topľa river basin lies in the temperate climate zone. Based on the climatic classification of Slovakia (Lapin et al. 2002), the basin is included in three climatic regions. Lower lying areas, mostly southern parts of the basin, belong to a warm region, which includes one sub-region: warm, moderately humid, with cool winter. This region is characterized with an average annual number of summer days of more than 50 and the daily temperature maximum of more than 25°C. The moderately warm region covers most of the study area and spreads mainly in valleys, uplands and foothills. This region includes two sub-regions: (a) moderately warm, moderately humid, hilly land or highlands and (b) moderately warm, humid, highlands. Furthermore, the region is characterized with the July mean temperature of 16°C or more and an average annual number of summer days of less than 50. The northern and northwestern parts, represented by mountains, are included in a cool region (moderately cool sub-region) with the July mean temperature of less than 16°C. Average annual rainfall in areas with lower elevations ranges from 600 to 700 mm. However, the annual rainfall increases to approximately 1000 mm in the mountainous areas (Bochniček et al. 2015).

Based on the administrative division of Slovakia, the study area is included in the Východné Slovensko (NUTS II), Prešovský kraj (NUTS III) and Košický kraj (NUTS III).

3. Data and methods

3.1. Sources and data

3.1.1. Flood conditioning factors
Flood susceptibility mapping is based on different flood conditioning factors. Data for processing the selected flood conditioning factors were collected from different sources which are reported in Table 1.

Altogether, seven flood conditioning factors were selected, similarly as in the previous work of Vojtek and Vojteková (2019), which were considered to be relevant also for the regional assessment of flood susceptibility: two morphometry factors – elevation and slope; two hydrography factors – river network density and distance from river; two permeability factors – curve number and lithology, represented by the degree of rock permeability; and one hydrology factor – flow accumulation. All flood conditioning factors were processed in ArcGIS software into a raster format with the resolution of 20 × 20 m.

Morphometry factors are represented by the elevation and slope. The digital elevation model (DEM) was interpolated from contour lines and elevation points using the vector topographic map at a scale of 1:50,000 (Figure 2(a)) and the spatial
resolution of 20 × 20 m. The hydrologically correct DEM was created using the ArcGIS software (Hutchinson 1988). As for the slope degree map, it was generated based on the DEM in ArcGIS software (Figure 2(b)).

Hydrography factors of river network density and distance from river were created based on the river network from the vector topographic map at a scale of 1:50,000. The map of river network density (Figure 3(a)) was created using the Line Density tool while the map of distance from river (Figure 3(b)) was generated with the use of the Euclidean Distance tool in ArcGIS software.

Permeability factors are represented by the curve number map which was computed using the SCS-CN method, where the map of hydrological soil groups (Figure

| Primary data | Format       | Source                                           | Derived map                                  |
|--------------|--------------|--------------------------------------------------|----------------------------------------------|
| River network (Topographic map 1:50,000) | Vector (shapefile) | Geodetic and Cartographic Institute Bratislava | Elevation, River network density, Distance from river |
| Contour lines and elevation points (Topographic map 1:50,000) | Vector (shapefile) | Geodetic and Cartographic Institute Bratislava | Elevation, Slope, Flow accumulation |
| Engineering-geological Zoning Map (1:500,000) | Vector (shapefile) | Landscape Atlas of the Slovak Republic (2002) | Lithology |
| Land cover | Vector (shapefile) | CORINE land cover (2018) | Curve number |
| Soil Texture Map (1:500,000) | Vector (shapefile) | Landscape Atlas of the Slovak Republic (2002) | Curve number |

| Sources and primary data used for deriving flood conditioning factors. |

- **Primary data**: Source and primary data used for deriving flood conditioning factors.
- **Format**: Format of the primary data.
- **Source**: Source of the primary data.
- **Derived map**: Derived map from the primary data.

**Figure 2.** Morphometry factors: (a) elevation, (b) slope degree.
4(a)), map of land cover (Figure 4(b)) as well as the official SCS-CN tables (Chow 1964; Cronshey et al. 1986) were the primary inputs. The source data for creating the hydrological soil groups was the vector Soil Texture Map at a scale of 1:500,000 (Čurlík and Šály 2002). Land cover map was created based on the vector layer of CORINE Land Cover from 2018. Using the HEC-GeoHMS extension for ArcGIS software, the resulting raster of curve numbers was computed, as shown in Figure 5(a). The source data for creating the lithology map (Figure 5(b)) was the vector Engineering-geological Zoning Map at a scale of 1:500,000 (Hrašna and Klukanová 2002), which shows the zones of pre-Quaternary and Quaternary rocks. This map was subsequently reclassified to five classes based on the degree of rock permeability according to the work of Hrnčiarová (1993), as shown in Table 2.

Flow accumulation represents the hydrological factor, which was calculated based on the DEM and derived flow direction raster using the ArcGIS software (Figure 6).

3.1.2. Flood locations database

The flood inventory map represents essential data for training as well as testing the selected models. In total, 107 flood points were created based on different sources, such as preliminary flood risk assessment (Ministry of Environment of the Slovak Republic 2011, 2018), databases of the Slovak Water Management Enterprise or Slovak Hydrometeorological Institute, aerial photographs taken from small airplanes, historical documentations and field surveys. In addition, flood points were randomly divided into 70% of training flood locations and 30% of testing flood locations (Figure 1). As for the non-flood locations, they refer mostly to locations with higher
Figure 4. Data inputs for calculating curve numbers: (a) hydrological soil groups, (b) CORINE Land Cover from 2018.

Figure 5. Permeability factors: (a) curve numbers, (b) lithology (degree of permeability).
elevations such as hills or mountain peaks. The non-flood points were mapped based on the large-scale topographic maps of the study area. Since this study focuses on riverine flood susceptibility, the non-flood locations were randomly chosen based on

| Zones of different rock types                  | Degree of permeability |
|------------------------------------------------|------------------------|
| Flyschoid rocks                                | Very Low               |
| Intrusive rocks                                | Low                    |
| Effusive rocks                                 | Moderate               |
| Volcanoclastic rocks                           | Moderate               |
| Undivided volcanic rocks                       | Moderate               |
| Conglomerate-sandstone rocks                   | Moderate               |
| Claystone-siltstone rocks                      | Moderate               |
| Claystone-limestone rocks                      | Moderate               |
| Clay-silty sediments                           | High                   |
| Alternating clay-silty with sandy to gravel sediments | High                 |
| Deluvial deposits                              | High                   |
| Proluvial deposits                             | High                   |
| Floodplain deposits                            | Very High              |
| Loess deposits                                 | Very High              |

Figure 6. Hydrological factor: flow accumulation.
the condition that their distance from river is higher than 100 m. Furthermore, this condition regards predominantly, but not exclusively, the spring areas and the upper basins of the watercourses with low values of flow accumulation, where the occurrence of fluvial floods is the least probable.

3.2. Methodology

The adopted methodology required the application of several methods using various data and specialized software. The main steps of the methodology are the following (Figure 7):

- Data collection and preparation;
- Processing of the flood locations and selected flood conditioning factors applying GIS;
- Flood susceptibility modelling using the MCDA-AHP technique, BCT and BRT models;
- Validation of the resulting flood susceptibility maps.

3.3. Multi-criteria AHP-based analysis

AHP is an expert and mathematical method developed by Saaty (1980) to simplify and improve the decision-making process. The AHP can be defined as a method of
decomposing a complex unstructured situation into simpler parts, i.e. hierarchical system. Using expert pair-wise comparison, this method assigns numerical values to individual factors which express their relative importance. Subsequent synthesis of these evaluations determines the highest priority factor.

To compare the factors more effectively, individual rasters of flood conditioning factors were reclassified into five classes expressing the susceptibility to flooding (5 – very high, 4 – high, 3 – moderate, 2 – low and 1 – very low). Reclassification was carried out based on the frequency of flood occurrences in the Topl‘a river basin in the period 1997–2017, according to the maps of geographical areas and segments of watercourses with historical flood occurrences (Ministry of Environment of the Slovak Republic 2011, 2018), and in the period 1996–2006, according to the work of Solín (2008). For example, the frequency of floods is the highest as well as the most probable at the closest distance to river, therefore, the interval 0–152 m was assigned a value of 5 – very high susceptibility to floods. On the contrary, the interval 1129–2341 m, as the most distant places from the river, was assigned a value of 1 – very low susceptibility to floods due to the lowest occurrence of historical floods.

In case of the river network density map and distance from river map, the classification to intervals was based on the natural breaks (Jenks) grading method. The slope map was classified to intervals according to the work of Demek (1972) while in case of the elevation map, the equal interval grading method was used. The flow accumulation map was manually classified to intervals so that it corresponds to the river network from the topographic map 1:50,000 as much as possible. The curve number map was classified to intervals based on their runoff potential.

Since the expert evaluations were already made for the whole territory of Slovakia in the previous work of Vojtek and Vojteková (2019), the same pair-wise comparisons of the selected flood conditioning factors in a square reciprocal $7 \times 7$ matrix were made also in this study. In addition, the synthesis of the evaluations was similarly performed by normalizing the derived weights and their averaging (Saaty 1980).

Another important step in the MCDA-AHP-based analysis was the calculation of consistency of the pair-wise evaluations. Consistency is recommended to be measured using a consistency ratio (CR), which defines the probability that the matrix ratings were generated randomly. Saaty (1980) suggests that matrices which consistency ratio is greater than 0.10 should be reviewed. The higher the value of the consistency ratio, the higher the possibility of incorrect evaluation of alternatives. The consistency ratio (CR) was calculated using Equation (1):

$$ CR = \frac{CI}{RI} \tag{1} $$

where $CI$ is the consistency index and $RI$ is the random index, which represents the consistency index of a randomly generated pair-wise comparison matrix and depends on the number of criteria (factors) being compared (Saaty 1980).

The consistency index was calculated using Equation (2):

$$ CI = \frac{\lambda - n}{n - 1} \tag{2} $$
where \( n \) is the number of criteria (factors) and \( \lambda \) is the average value of the consistency vector, as suggested by Saaty (1980). The value of the consistency ratio calculated in this study is 0.02, which fulfills the consistency condition and the created matrix evaluations are thus consistent.

The flood susceptibility AHP-based map was created as the weighted sum of the reclassified flood conditioning factors, which were multiplied by their weights according to Equation (3):

\[
FS_{(AHP)} = \sum w_i x_i
\]  

where \( FS_{(AHP)} \) is the AHP-based flood susceptibility, \( w_i \) is the weight of factor \( i \) and \( x_i \) is the reclassified classes of each factor \( i \).

### 3.4. Boosted tree models

Boosted tree models are an ensemble machine learning model of decision trees combined with boosting methods. Similar to other ensemble models based on decision trees, boosted tree model improves the accuracy of the result by fitting several decision trees. Boosted tree models repeatedly choose a random subset for each new tree from the complete dataset, which is consisted of the same number (De’Ath 2007). The difference of boosted trees from other models is the method how the random subset is selected. The boosted tree models use sequential approach for the random subset sampling. It uses a boosting method that weights the incorrectly modelled data from the previous tree to be selected for the new tree. When a subsequent tree is selected, the model tries to select the next tree considering the prediction errors of the previous tree. Since after the first tree is fitted, the model could continuously improve its accuracy by taking into account the suitability of the previous tree (Elith et al. 2008).

Boosted trees show the fast and good performance for training and prediction. They could be also used for response types of various data such as binomial, Gaussian and Poisson, a mix of categorical and continuous data. Especially, they show good performance when there are few observations for the training dataset and they are also robust against missing data and outliers. These characteristics make the boosted tree model suitable for predicting various local environmental issues, such as flood susceptibility.

There are two main parameters in the boosted tree algorithm. First parameter is the complexity (\( c \)), which determines the number of partitions in each tree. The \( c \) value of 1 results in a tree with only one split, regardless of the interaction between the variables in the model. Likewise, if the \( c \) value is 2, a tree with two splits is created. The second parameter is the learning rate (\( lr \)), which determines the contribution of each tree to the final model. In particular, larger \( lr \) values result in fewer trees. Both parameters determine the number of trees needed for optimal prediction. The final goal of the model is to make predictions with the least error. In general, it is important to determine the number of trees by combining the complexity of the tree and the learning rate values, considering the characteristics of the data. The
optimal c and lr values are adjusted based on the size of the total dataset. For datasets with less than 500 training data, a simple tree is considered with a small enough lr value.

The difference between the classification and regression analysis of the boosted tree model lies in the splitting criterion in tree generation. For the classification model, the classification error rate is used through the proportion of training observations in a certain region from each class to calculate the measure of impurity. On the other hand, for the regression model, predictor variable and cut point, which lead to the greatest possible reduction in residual sum of squares, are selected so that they split the predictor space into the regions. The tree with the lowest residual sum of squares is selected. In this respect, the predictor-importance value of each input element is calculated through the node-impurity values for the classification and the resubstitution-estimate for the regression analysis.

Different boosting tree is applied to each class with a value of 1 or 0 and fitted to each class of dependent variables. Finally, a logistic transformation calculates the residuals for subsequent boost steps to predict the classification probabilities for predictions of each value of 1 and 0 (Friedman 2002). BCT calculates the prediction of flood susceptibility through Equation (4):

$$P(y = 1|x) = \frac{1}{1 + \exp(-\sum_{m=1}^{M} h_m(x))}$$

(4)

where $M$ is the number of iterations with an input dataset of $Z = \{(X_1, Y_1), \ldots, (X_n, Y_n)\}$ and $h_m(x)$ corresponds to single trees.

$$Pf_0(x) = \log\frac{p_1}{1 - p_1}$$

(5)

For the initial approximation $f_0(x)$ of the sigmoid function, $p_1$ is used as an object in the first class.

$$g_i = \frac{dL(y_i, f_m(x_i))}{d f_m(x_i)}$$

(6)

where $g_i$ is the target, historical flooded point data in this study. For the maximum of Equation (6), the gradients are calculated for all objects in the training dataset and adjusted in the gradient direction. A new decision tree $h_m(x)$ is created iteratively and forms the ensemble to maximize likelihood. For the boosted tree models in this study, the parameters were set as follows: learning rate = 0.01, tree complexity = 5 and bag fraction = 0.5.

### 3.5. Validation of flood susceptibility maps

The assessment of the results reliability was performed with the use of the Receiver Operating Characteristic (ROC) curve, which belongs to widely used methods in flood susceptibility studies (Chapi et al. 2017; Ali et al. 2020). The ROC curve
signifies the graphical association of the so-called specificity and sensitivity. The $x$ and $y$ axis in the ROC graph represent the false positive rate (1-specificity) and true positive rate (sensitivity), respectively (Equations (7 and 8)) (Costache et al. 2020):

$$x = 1 - \text{specificity} = 1 - \left(\frac{TN}{TN + FP}\right)$$

(7)

$$y = \text{sensitivity} = \left(\frac{TP}{TP + FN}\right)$$

(8)

where $TP$ (True Positive) is the number of points that are correctly classified as flood, $TN$ (True Negative) is the number of points that are correctly classified as non-flood, $FP$ (False Positive) is the number of non-flooded points classified as flood and $FN$ (False Negative) is the number of flooded points classified as non-flood. The specificity value signifies the relation of accurately predicted non-flood points (true negative) while the sensitivity value represents the accurately predicted flooded points

| Factor                          | Interval             | Reclassification | Share on basin area (%) | Relative importance |
|---------------------------------|----------------------|-------------------|--------------------------|---------------------|
| Slope ($^\circ$)                | 0.0–2.0              | 5                 | 11.60                    | 7                   |
|                                 | 2.1–5.0              | 4                 | 14.03                    |                     |
|                                 | 5.1–15.0             | 3                 | 51.45                    |                     |
|                                 | 15.1–35.0            | 2                 | 22.82                    |                     |
|                                 | 35.1–57.2            | 1                 | 0.09                     |                     |
| River network density (km/km²)  | 0.00–0.76            | 1                 | 10.81                    | 6                   |
|                                 | 0.77–1.16            | 2                 | 24.51                    |                     |
|                                 | 1.17–1.54            | 3                 | 30.44                    |                     |
|                                 | 1.55–1.97            | 4                 | 23.68                    |                     |
|                                 | 1.98–3.19            | 5                 | 10.56                    |                     |
| Distance from river (m)         | 0–152                | 5                 | 41.99                    | 5                   |
|                                 | 153–333              | 4                 | 33.17                    |                     |
|                                 | 334–583              | 3                 | 18.40                    |                     |
|                                 | 584–1129             | 2                 | 5.69                     |                     |
|                                 | 1129–2341            | 1                 | 0.76                     |                     |
| Flow accumulation (number of cells) | 0–200               | 1                 | 96.58                    | 4                   |
|                                 | 201–400              | 2                 | 0.75                     |                     |
|                                 | 401–2000             | 3                 | 1.27                     |                     |
|                                 | 2001–40,000          | 4                 | 1.13                     |                     |
|                                 | 40,001–911,409       | 5                 | 0.27                     |                     |
| Elevation (m a. s. l.)          | 105–300              | 5                 | 34.96                    | 3                   |
|                                 | 301–500              | 4                 | 39.82                    |                     |
|                                 | 501–700              | 3                 | 17.26                    |                     |
|                                 | 701–900              | 2                 | 6.79                     |                     |
|                                 | 901–1131             | 1                 | 1.17                     |                     |
| Curve number                    | 56–59                | 1                 | 0.81                     | 2                   |
|                                 | 60–69                | 2                 | 66.66                    |                     |
|                                 | 70–74                | 3                 | 1.20                     |                     |
|                                 | 75–79                | 4                 | 29.26                    |                     |
|                                 | 80–91                | 5                 | 2.08                     |                     |
| Lithology (degree of permeability) | Very high        | 1                 | 11.82                    | 1                   |
|                                 | High                 | 2                 | 16.34                    |                     |
|                                 | Moderate             | 3                 | 19.40                    |                     |
|                                 | Low                  | 4                 | 0.40                     |                     |
|                                 | Very low             | 5                 | 52.04                    |                     |

Table 3. Flood conditioning factors and their reclassification.
In addition, higher value of 1-specificity represents a high degree of false positives (Khosravi et al. 2019). The value of the ROC ranges between 0 and 1. The model is defined as efficient when the value of ROC is close to 1.

4. Results

4.1. Reclassification and weighting of flood conditioning factors

The result of the reclassification of flood conditioning factors, based on their susceptibility to flooding, is presented in Table 3.

Table 3. The slope factor was given the highest relative importance. The most susceptible, especially to riverine flooding, are slopes from 0 to 2°, which were included in very high reclassification class (5). On the contrary, the lowest reclassification value of 1 was assigned to highest slopes from 35.1 to 57.2°. Regarding the second most important factor of river network density, the highest reclassification value of 5 was assigned to the interval 1.98–3.19 km/km² while the very low reclassification class (1) was represented by the lowest river network density ranging from 0.00 to 0.76 km/km². Distance from river was the third most important factor. The lowest values of this factor (interval 0–152 m) were reclassified as the most susceptible to flooding (5) while the farthest distances from river (interval 1129–2341 m) were assigned the very low reclassification class (1). Flow accumulation was the forth most important factor. It was reclassified in a similar way as the river network density factor, i.e. the lowest (number of cells from 0 to 200) and highest (number of cells from 40,001 to 911,409) values corresponded to very low (1) and very high (5) reclassification classes, respectively. Elevation was the fifth most important factor. The lowest
reclassification value of 1 corresponded to the highest elevations from 901 to 1131 m. The most susceptible to flooding were elevations from 105 to 300 m, which were included in very high reclassification class (5). On the other hand, the lowest values of curve number factor (interval 56–59) were assigned the very low (1) reclassification class while the highest values of this factor (interval 80–91) were included into the very high (5) reclassification class. The least importance was given to the lithology (degree of permeability) factor. The very high degree of rock permeability was included in the very low reclassification class (1) while the very low degree of rock permeability was assigned the very high reclassification class (5).

Table 4 presents the pair-wise comparisons of the flood conditioning factors in a square reciprocal $7 \times 7$ matrix and the normalized weights of factors. The slope factor recorded the highest weight ($w_i$) with the value of 0.35. The other factors had the following weights: river network density ($w_i = 0.24$), distance from river ($w_i = 0.16$), flow accumulation ($w_i = 0.11$), elevation ($w_i = 0.07$), curve number ($w_i = 0.05$) and lithology ($w_i = 0.03$).

Figure 8. Flood susceptibility map using the MCDA-AHP based analysis.
4.2. MCDA-AHP model vs. machine learning-BT models

The resulting flood susceptibility maps were classified according to the quantile classification method. Figure 8 shows the flood susceptibility map performed by the MCDA-AHP based analysis. The computed flood susceptibility map based on the boosted classification tree model is shown in Figure 9 and the result of the boosted regression tree model is shown in Figure 10.

Regarding the MCDA-AHP model (Figures 8 and 11), the largest share (22.1%) on the basin area can be seen in the moderate flood susceptibility class. This class is represented mainly by the transition areas between valleys and uplands with mostly moderate slopes. The low flood susceptibility class covers 19.3% of the basin area and it corresponds mainly to upland and mountainous areas with higher slopes. On the contrary, the high flood susceptibility class accounts for 19.8% of the basin area and it is represented mainly by valley slopes with moderate to low values of slope degree. The share of very high flood susceptibility class on the basin area is 20.1%, which spatially corresponds to valleys, especially their bottoms, and river floodplains with low slopes and elevations. To a large extent, the built-up areas and arable land are
included in the very high flood susceptibility class. These areas have been affected several times by the historical riverine floods causing severe damage especially to infrastructure. The lowest percentage share on the basin area was recorded by the very low flood susceptibility class (18.7%), which is predominantly represented by mountains with higher elevations, slopes and forest cover. As it can be seen in Figures 8 and 11, 40% of the Topla river basin is characterized by high to very high flood susceptibility and almost two thirds of the study area is included in the moderate to very high flood susceptibility. Conversely, very low to low flood susceptibility accounts for more than a third of the basin area.

As shown in Figures 9 and 11, the boosted classification tree model underestimated the very low flood susceptibility class with only 1.1% share on the basin area, which is less by 17.7% and 19.3% than in case of the MCDA-AHP and BRT models, respectively. This class occurs only as fragmented areas within the study area. As a result, the rest of the flood susceptibility classes (from low to very high) overestimate the percentage of flood susceptibility classes of the other two models (i.e. MCDA-AHP and BRT). In particular, their share is as follows: low (27.5%), moderate (26.7%), high (23.3%) and very high (21.5%). The low flood susceptibility class
corresponds mainly to mountainous areas with higher elevations, slopes and forest cover. As for the areas included in the moderate flood susceptibility class, their spatial dominance can be seen mainly in the northwestern part of the basin, where they are represented by upland to mountainous terrain with moderate to higher slopes and high share of forest cover. The high and very high flood susceptibility classes correspond mainly to valleys and river floodplains with low slopes and elevations.

Difference in the spatial distribution of high and very high flood susceptibility classes between the MCDA-AHP and BCT model is clearly visible especially in the southeastern part of the basin, where the very high class dominates in case of the MCDA-AHP model while the proportion of high and very high class in case of the BCT model is more or less the same. Applying the boosted classification tree model, 45% of Topla river basin is characterized by high to very high flood susceptibility, which is higher share by 5% and 7% than in case of the MCDA-AHP and BRT models, respectively.

When comparing the share of flood susceptibility classes on the basin area for the MCDA-AHP and BRT models (Figure 11), it can be seen that their percentages are similar. The very low flood susceptibility class of the BRT model recorded lower share only by 1.7%, as compared to the MCDA-AHP. In case of the low and moderate flood susceptibility classes, the difference is 2.7% and 2.4%, respectively. The very low and low flood susceptibility classes in case of the BRT model are mostly represented by mountain ridges and upland areas with high slopes and elevations and high share of forests. The moderate flood susceptibility class spatially binds mainly to transition areas between valleys and uplands with mostly moderate slopes. The lowest difference
was recorded in the high flood susceptibility class (only 0.8%). In case of the BRT model, this class is represented mainly by the valley positions. As for the very high flood susceptibility class, the BRT model recorded higher share by 1.2%, as compared to the MCDA-AHP model. The spatial occurrence of the very high flood susceptibility class is similar to the MCDA-AHP and BCT models, i.e. it corresponds to valley and river floodplain areas. However, when the three models are compared, for example, in the southeastern part of the basin, it can be seen that the occurrence and share of the very high flood susceptibility class decreases in case of the MCDA-AHP, BCT and BRT models, respectively. Based on Figures 10 and 11, 38% of the study area is characterized by high to very high flood susceptibility when applying the BRT model.

4.3. Predictor-importance of flood conditioning factors

In this study, predictor-importance values of each factor were calculated by summing up the drop in node impurity for BCT and for the resubstitution estimate for BRT over all nodes and trees; the value is determined relative to the largest sum over all factors, which is the most important factor in the process. It computes the sum for all factors so that the predictor-importance value of the factor that was not used in the modelling could be also computed.

Table 5 shows the predictor-importance values of each factor in the boosted tree modelling. The predictor importance was expressed as a distribution of values from 0 to 1, based on the maximum value, whereby the node-impurity values in the classification and the resubstitution-estimate in the regression were summed, respectively. The factors can be differentiated to decide the contribution of the factors to the prediction of the dependent variable of interest. To sum up, a factor with a predictor-importance value closer to 1 means that it is relatively more related to the occurrence of floods.

In Table 5, the top three variables were slope (1.0), curve number (0.9168) and distance from river (0.9092) in case of the BCT model. As for the BRT model, the curve number (1.0) was the most influential variable. The flow accumulation (0.7935) was the second most influential variable followed by slope (0.7253). The least influential factors in case of both BCT and BRT models were the river network density and lithology.
4.4. Validation of flood susceptibility maps

Validation of the performed flood susceptibility models was based on 30% of flood points referred to as testing points. Figure 12(a) shows the accuracy of the performed MCDA-AHP-based analysis, which recorded the value of 81.33%. The accuracy rate of the BCT model was 87.70%, as shown in Figure 12(b). The accuracy of the BRT model recorded the value of 91.42%, as shown in Figure 12(c). Based on the validation results, the best predictive capability was achieved by the BRT model while the predictive accuracy of the MCDA-AHP model was the lowest. However, it should be noted that all three models used in this study achieved acceptable accuracy for regional flood susceptibility mapping in the Topla river basin.

5. Discussion

The results achieved were interpreted also in perspective of previous similar studies. For instance, Toosi et al. (2019) applied the modified MCDA incorporating the hydrological model SWAT as well as using seven flood conditioning factors. Their results showed that 97% of flood events corresponds with moderate to very high flood susceptibility class, which is very similar finding as in this study, where 99% of flood events occurred in moderate to very high flood susceptibility class. Another study by Kanani-Sadat et al. (2019) suggests that fuzzy-based MCDA-analytical network process provides better accuracy (93.8%) than the AHP model (91.8%). Moreover, Khosravi et al. (2019) compared three MCDA techniques (VIKOR, TOPSIS and SAW) with two machine learning models (NBT and NB). The accuracy of all models was more than 95% while the NBT model achieved the accuracy of 98%. As a result, the machine learning methods were more accurate in predicting the flood susceptible areas, which is also in accordance with the results achieved in this study.

Tang et al. (2018) used six flood conditioning factors, the MCDA-local ordered weighted averaging (OWA) technique and Monte Carlo simulation to assess flood susceptible areas. Their results suggest that the MCDA should be improved by using the mentioned methods in order to provide more objective flood susceptibility evaluation. This is true also in this study because the applied MCDA is a knowledge-driven method, where it is necessary to know the solved problem very-well as well as

Figure 12. Accuracy rate of the applied flood susceptibility models: (a) MCDA-AHP, (b) BCT, (c) BRT.
the importance and impact of the criteria, which evaluate the achieved result. Regarding the MCDA, it is obvious that there is a strong subjective influence in determining factor weights as well as in selecting the experts. On the other hand, objectivity should be an essential characteristic of each expert. In addition, due to a certain level of subjectivity used in the MCDA, they generally achieve lower accuracy, as compared to the machine learning methods.

In case of the decision tree models, Lee et al. (2017) applied random-forest as well as boosted tree model for both variants (classification and regression). The random-forest models (regression 78.78% and classification 79.18%) resulted in higher accuracy than the boosted tree models (regression 77.55% and classification 77.26%). However, compared to the boosted tree models used in this study, they achieved lower predictive capability by more than 10%. Furthermore, Shafizadeh-Moghadam et al. (2018) compared several stand-alone and ensemble models. According to their findings, the boosted regression tree model recorded the highest accuracy (97.5%) among nine stand-alone machine learning models. However, the ensemble model to estimate the median achieved even slightly better accuracy (97.6%). In a similar study by Tehrany et al. (2019), two robust machine learning models, namely decision tree and support vector machine, were compared. The validation resulted in accuracies of 85.52% and 88.47% for support vector machine and decision tree model, respectively. Based on the aforementioned studies as well as on this study, it can be claimed that decision tree models belong to the most accurate machine learning models and, therefore, also to one of the most accurate methods for flood susceptibility mapping.

Furthermore, the flood susceptibility in the study area was analyzed by Ali et al. (2020), who compared four hybrid and standalone models, namely the Decision-making trial and evaluation laboratory (DEMATEL)-Analytic network process (ANP), Naïve Bayes tree (NBT)-Frequency ratio (FR), NBT-Statistical index (SI) and Logistic regression (LR), based on 14 conditioning factors and the same flood inventory map. When comparing the results of the ROC curves, the presented models achieved lower values by approximately 7%, 11% and 17% in case of the MCDA-AHP, BCT and BRT models, respectively, as compared to the DEMATEL-ANP model, which reached the lowest ROC value of 98.7%. The study by Ali et al. (2020) revealed that the share of very high and high flood susceptibility classes on the basin area varied between 20% and 44% for the presented models (NBT-FR = 19.89%, LR = 32.35%, DEMATEL-ANP = 32.52%, NBT-SI = 43.85%). In the presented study, however, this share has lower range and is more balanced: BRT = 38%, BCT = 40% and MCDA-AHP = 45%. Differences in the presented study and the study by Ali et al. (2020) were mainly caused by the use of different models as well as flood conditioning factors, which also influenced the spatial distribution of flood susceptibility zones in the Topl’a river basin. On the other hand, few similarities can be seen, in particular, for the multi-criteria models applied (MCDA-AHP and DEMATEL-ANP), where the spatial distribution of very high and high susceptibility is quite similar mainly in the southeastern part of the study area. Overall, the results of both studies agree on the fact that the southern and southeastern parts of the study area as well as valleys and river floodplains in central or northern parts are highly susceptible to fluvial floods. In general, these parts of the basin have low elevations, low slope angles, high flow
accumulation, very high curve numbers and are covered mainly by arable land and built-up areas.

An important part of the discussion section is to present the limitations of the methods as well as data used, which can be summarized in the following comments:

i. The first limitation arises from the selection and number of flood conditioning factors. It should be noted that there is no consensus among researchers on how many factors should be used to identify areas susceptible to floods (Das 2019). On the other hand, some studies provide recommendations in this respect. According to Mahmoud and Gan (2018), more than six factors should be used in MCDA-based flood susceptibility studies to avoid the overestimation of some of the factors. However, in literature there are several studies which used less than six factors, for example, Rahmati et al. (2016) or Samanta et al. (2016). On the other hand, Tehrany et al. (2019) claim that using more flood conditioning factors in modelling do not necessarily ensure that the model will be more accurate. Consequently, they emphasize that the results can be significantly influenced by the modelling process rather than the number of factors.

ii. Another limitation can be seen in the data sources used for processing flood conditioning factors. Having input data with the same original map scale or spatial resolution would be the optimal case. However, this is difficult to achieve in practice and thus the produced maps of flood conditioning factors can be generalized to a certain extent depending on the accuracy of the input data.

iii. Regarding the flood inventory database, it would be suitable to extend the database of flood events for the study area including more flood events, which would allow better comparison and validation of the resulting models.

iv. As already mentioned in this section, the limitation of the MCDA-AHP based analysis is that it is the knowledge-driven method, where the degree of subjectivity used in weighting the factors by the experts from the research topic is high, as compared to more ‘objective’ data-driven models, such as decision trees.

v. Boosting method is processed sequentially and the current weak learner is affected by the previous weak learner, i.e. the weighting of the error is raised if an error occurs. Therefore, the boosted tree models are suitable to model the data scarce areas, but they cannot be free from overfitting problems which require considering the characteristics of the data.

vi. A limitation of the presented methodology can be seen in its applicability mostly to potential fluvial (riverine) flooding. In order to count with other types of flood, such as flash flood, pluvial flood or sheetflood, the methodology (e.g. selection of factors and their reclassification) should be modified and adapted.

The future research can be directed towards the following issues:

- Minimizing the mentioned limitations (i)–(vi) of the methods and data used as much as possible, i.e. resolving the issues of model complexity, accuracy (quality) of input data and number of factors.
Comparing more MCDA techniques, statistical methods and machine learning algorithms as well as their ensembles to find the most acceptable and accurate method for flood susceptibility mapping in the Topla river basin.

All in all, the results suggest that effective approaches to flood mitigation should include preventing the urban expansion and new construction in high to very high flood susceptible zones as well as applying the flood risk management plans and flood control solutions based on the topographical characteristics of the basin (Khosravi et al. 2020). In this regard, the potential of nature-based solutions (Kalantari et al. 2018; Keesstra et al. 2018) to mitigate the flood risk and problems in urban development under climate change should be considered as well as interconnected with spatial planning and management strategies (Vojtek and Vojteková 2018). This study presents an approach which can be easily replicated in other basins as well as continuously updated in case of changes in flood conditioning factors over the time, thus providing a sustainable non-structural measure, which could be incorporated into integrated basin management plans (Kundzewicz 1999). The paradigm shift in flood protection from an engineering approach to an integrated, holistic and sustainable approach, which focuses on the whole river basin, increases the importance of flood maps (Werrity 2006). In this sense, the identification (mapping) of flood susceptibility/hazard/risk can provide the essential information for the selection of appropriate strategies and measures to avoid, mitigate, share or accept the risk (Plate 2002).

6. Conclusions

Flooding and the minimization of flood damage is highly topical issue which requires attention due to the increasing frequency and magnitude of flood situations and the increasing extent of flood damage, which is associated mainly with the ongoing climate change and increasing anthropic pressure on the landscape. Different measures are used in flood protection, whether structural or non-structural, each of which plays an important role. As long as the absolute flood protection is not possible, mainly flood prevention, management and mitigation should be prioritized, including the identification and assessment of areas susceptible to floods.

In this study, two different approaches, i.e. MCDA-AHP technique and machine learning-boosted tree models, were used for identification of areas susceptible to flooding based on seven flood conditioning factors and flood inventory database consisting of 107 flood locations. Based on the results, 40%, 45% and 38% of the study area, respectively, for the applied MCDA-AHP, BCT and BRT models, is characterized by high to very high flood susceptibility. Validation of the performed flood susceptibility models confirmed higher accuracy of the machine learning models, as respect to the multi-criteria-based model. In particular, the accuracy of the MCDA-AHP model was 81.33% while the accuracy of the boosted tree models was 87.70% and 91.42%, respectively, for classification and regression. Despite this fact, the accuracy of all three models is acceptable for regional flood susceptibility modelling.

The results achieved in this study may be useful for the next revision of the preliminary flood risk assessment and the associated identification of geographical areas
with potentially significant flood risk according to the Directive 2007/60/EC and Act no. 7/2010. Moreover, the identification of areas with high and/or very high flood susceptibility is important for the subsequent and more detailed determination of flood hazard, defined by the flood extent, flow depth or velocity, using sophisticated hydraulic (1D or 2D) models.
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