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Abstract

We present CertifyHAM, a deterministic algorithm that takes a graph $G$ as input and either finds a Hamilton cycle of $G$ or outputs that such a cycle does not exist. If $G \sim G(n,p)$ and $p \geq \frac{100 \log n}{n}$ then the expected running time of CertifyHAM is $O\left(\frac{n}{p}\right)$ which is best possible. This improves upon previous results due to Gurevich and Shelah, Thomason and Alon, and Krivelevich, who proved analogous results for $p$ being constant, $p \geq 12n^{-1/3}$ and $p \geq 70n^{-1/2}$ respectively.

1 Introduction

A Hamilton cycle of a graph $G$ is a cycle that visits every vertex of $G$ exactly once. The Hamilton cycle problem, which we denote by HAM, asks to determine whether a given graph $G$ has a Hamilton cycle; it is well known to be NP-complete [18], and as such, there is no known polynomial time algorithm that solves it. Classic poly$(n)2^n$ time algorithms for solving HAM have been known since the early 1960’s [7, 17, 19, 25]. Such an algorithm is the Inclusion-Exclusion HAM algorithm, described later in Section 2. Since then they have been some faster algorithms that yield subexponential improvements due to Bax and Franklin [6], Björklund [8], and Björklund, Kaski and Williams [9].

The problem of finding a fast algorithm that solves HAM changes drastically if you require an algorithm that is fast for “typical” (random) graphs instead for all the graphs. Bollobás, Fenner and Frieze [12] gave such a deterministic algorithm which we call HHAM. It takes as input the adjacency matrix of a graph $G$, runs in $O(n^{1+o(1)})$ time, and has the property that if $G \sim G(n,p)$ then,

$$\lim_{n \to \infty} \Pr(\text{HHAM finds a Hamilton cycle in } G) = \lim_{n \to \infty} \Pr(\text{G has a Hamilton cycle}),$$

for all $p = p(n) \geq 0$. Here, by $G(n,p)$ we denote the random binomial graph model i.e. if $G \sim G(n,p)$ then $G$ is a graph on $[n]$ where each edge in $\binom{[n]}{2}$ appears in $E(G)$ independently with probability $p$. The threshold for the existence of Hamilton cycles in $G(n,p)$ is well known. For
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a graph \( G \) denote by \( \delta(G) \) its minimum degree. Building upon work of Pósa [24] and Korshunov [21], Bollobás [11], Komlós and Szemerédi [20] and Ajtai, Komlós and Szemerédi [1] proved that if \( G \sim G(n, p) \) where \( p = \frac{\log n + \log \log n + c_n}{n} \) then,

\[
\lim_{n \to \infty} \Pr(G \text{ is Hamiltonian}) = \lim_{n \to \infty} \Pr(\delta(G) \geq 2) = \begin{cases} 
0 & \text{if } c_n \to -\infty, \\
 e^{-e^{-c}} & \text{if } c_n \to -\infty, \\
 1 & \text{if } c_n \to -\infty.
\end{cases}
\]

The result of Bollobas, Fenner and Frieze was improved in terms of running time for some values of \( p \), first by Gurevich and Shelah [16], then by Thomason [28] and lastly by Alon and Krivelevich [2]. All of the three corresponding algorithms run in \( O\left(\frac{n}{p}\right) \) time over the input \( G \sim G(n, p) \) and take place in the adjacency matrix model. In this model, the algorithm gets the graph’s adjacency matrix as an input; the algorithm can access the matrix by querying its entries. Observe that in this setting an \( O\left(\frac{n}{p}\right) \) running time is best possible as any algorithm w.h.p. needs to read/query \( \Omega\left(\frac{n}{p}\right) \) entries of the adjacency matrix of \( G \) in order to identify \( n \) edges of \( G \), the number of edges in a Hamilton cycle. Ferber, Krivelevich, Sudakov and Vieira showed that \( (1 + o(1))n/p \) queries suffices if you allow for non-polynomial time algorithms, for \( p \geq \frac{\log n + \log \log n + o(1)}{n} \) [13].

In another line of research, the Hamilton cycle problem for \( G \sim G(n, p) \) is considered in the setup where \( G \) is given in the form of randomly ordered adjacency lists. That is, instead of the adjacency matrix of \( G \), for every vertex \( v \in [n] \) we are given a random permutation of its neighbors via a list \( L(v) \). In this setup, Angluin and Valiant [5] gave a randomized algorithm that finds a Hamilton cycle w.h.p. in \( H(n, p) \) for \( p \geq C \log n \) where \( C \) is a sufficiently large constant. Their result was improved with respect to \( p \) first by Shamir [27] and then by Bollobás, Fenner and Frieze [12] whose result is optimal with respect to \( p \). Recently it was improved by Nenadov, Steger and Su with respect to the running time [23]. We summarize the above results in Table 1 given below.

| Authors                  | Year | Time                | \( p(n) \)                                      | Input                         |
|--------------------------|------|---------------------|-------------------------------------------------|-------------------------------|
| Angluin, Valiant          | '79  | \( O(n \log^2 n) \) | \( p \geq \frac{c_1 \log(n)}{n} \)             | adj. list                     |
| Shamir                   | '83  | \( O(n^2) \)       | \( p \geq \frac{\log n + (3 + \epsilon) \log \log n}{n} \) | adj. list                     |
| Bollobas, Fenner, Frieze | '87  | \( O(n^{4+o(1)} \) | \( p \geq 0 \)                                   | adj. list or matrix           |
| Gurevich, Shelah          | '87  | \( O(n/p) \)       | \( p \text{ const.} \)                          | adj. matrix                   |
| Thomason                 | '89  | \( O(n/p) \)       | \( p \geq 12 n^{-1/3} \)                        | adj. matrix                   |
| Alon, Krivelevich        | '20  | \( O(n/p) \)       | \( p \geq 70 n^{-1/2} \)                        | adj. matrix                   |
| Nenadov, Steger, Su      | '23  | \( O(n) \)        | \( p \geq \frac{c_2 \log n}{n} \)             | adj. list                     |

Another way to cope with the hardness of Hamiltonicity is by devising algorithms with a polynomial average running time. In [16], Gurevich and Shelah gave an algorithm that determines the Hamiltonicity of an \( n \)-vertex graph in polynomial time on average. Equivalently, as \( G(n, 1/2) \) assigns the uniform measure over all graph on \( n \) vertices, the expected running time of their algorithm over the input distribution \( G \sim G(n, p) \) is polynomial in \( n \) when \( p = 1/2 \). This last statement raises the following question, for which values of \( p \) does there exist an algorithm that solves HAM in polynomial expected running time over the input distribution \( G \sim G(n, p) \). This problem is also stated as Problem 19 in the survey on Hamilton cycles in random graphs by Frieze [14]. It is strictly

\[1\] We say that a sequence of events \( \{E_n\}_{n\geq1} \) holds with high probability (w.h.p. in short) if \( \lim_{n \to \infty} \Pr(E_n) = 1 - o(1) \).
harder than finding an algorithm that solves HAM with high probability; an algorithm with average
running time can be turned into the latter by simply terminating it after a set number of steps.
Gurevich and Shelah [16], Thomason [28] and Alon and Krivelevich [2] gave such an algorithm for
\( p \in [0, 1] \) being constant, \( p \geq \frac{12n^{-1/3}}{3} \) and \( p \geq \frac{70n^{-1/2}}{2} \) respectively.

Theorem 1.3 falls into the area of average-case analysis of algorithms. For a complete survey on
this area see [10]. It is motivated by the idea that the worst-time complexity of an algorithm is
usually based on some well-orchestrated instance and such instances are atypical. Thus the average
time complexity may be a better measure of the performance of an algorithm. In addition, using
algorithms that run fast on average is one way to cope with NP-hard problems.

A distributional problem is a pair \((\mathcal{L}, D)\) where \( \mathcal{L} \) is a decision problem and \( D = \{ D_n \}_{n \geq 1} \)
where \( D_n \) is a probability distribution on the inputs of \( \mathcal{L} \) of size \( n \). We say that a distributional problem
\((\mathcal{L}, D)\) belongs to \( \text{AvgP} \) if there exists an algorithm \( A \) (with running time \( t_A(x) \) for an instance \( x \)
of \( \mathcal{L} \)), a constant \( \epsilon \) and a polynomial \( p() \) with the property that
\[
\mathbb{E}_{x \sim D_n} (t'_A(x)) = O(p(n)).
\]

Let \( \mathcal{P}_p = \{ G(n, p) \}_{n \geq 1} \). Theorem 1.3 and the upper bound on \( \Pr(\delta(G) \geq 2) \) given in Lemma 6.1
give the following.

**Corollary 1.1.** \((\text{HAM}, \mathcal{P}_p)\) belongs to \( \text{AvgP} \) for all \( p \geq 0 \).

### 1.1 Our contribution

In this paper, we introduce CertifyHAM, an algorithm that solves HAM fast in expectation. It
implements in succession 2 algorithms that solve HAM, first the MatrixCerHAM algorithm and
then the DCerHAM algorithm. MatrixCerHAM is a fast algorithm that solves HAM with high
probability while DCerHAM solves HAM slower but in expectation. This paper is devoted to
presenting and analyzing DCerHAM. The description of MatrixCerHAM and proof of Theorem 1.2
are given in [3].

**Theorem 1.2.** There exists a deterministic algorithm MatrixCerHAM that takes as input the
adjacency matrix of a graph \( G \) and outputs either a Hamilton cycle of \( G \) or a certificate that \( G \)
is not Hamiltonian or FAILURE. If \( G \sim G(n, p) \) for some \( p = p(n) \geq 0 \) then with probability
\( 1 - o(n^{-7}) \) it outputs either a Hamilton cycle of \( G \) or a certificate that \( G \) is not Hamiltonian by
making at most \( \frac{n^2}{p} + o(\frac{n^2}{p \log \log n}) \) queries and running in \( O(\frac{n^2}{p}) \) time.

A 2-matching of a graph \( G \) is a set of edges \( M \subseteq E(G) \) such that every vertex in \( G \) is incident
to at most two edges in \( M \). We say that a 2-matching \( M \) saturates a set of vertices \( S \subset V(G) \)
if every vertex in \( S \) is incident to exactly two edges in \( M \). Thus a necessary condition for \( G \) to
be Hamiltonian is that for every $S \subseteq V(G)$ there exists some 2-matching $M_S$ that saturates $S$. The certificate, described at Theorem 1.2, consists of a set of vertices that violates this necessary condition.

**Theorem 1.3.** There exists a deterministic algorithm $DCerHAM$ that takes as input the adjacency matrix of a graph $G$ and outputs either a Hamilton cycle of $G$ or a certificate that $G$ is not Hamiltonian. If $G \sim G(n,p)$, $p \geq \frac{5000}{n}$ then the running time $T$ of $DCerHAM$ with input $G$ can be decomposed into two random variables, $T_A$ and $T_B$ where $T_A$ is bounded above by $O(n^7)$ and $T_B$ has expected value $O(n)$.

**Theorem 1.4.** There exists a deterministic algorithm $CertifyHAM$ that takes as input the adjacency matrix of a graph $G$ and outputs either a Hamilton cycle of $G$ or a certificate that $G$ is not Hamiltonian. If $G \sim G(n,p)$, $p \geq \frac{5000}{n}$ then its expected running time is $O(n^p)$.

**Remark 1.5.** In [3] along MatrixCerHAM, the algorithm ListCerHAM is presented. ListCerHAM is an algorithm that solves HAM in $O(n)$ time with probability $1 - o(n^{-7})$ when the input $G$ is drawn according to $G(n,p)$ for some $p = p(n) \geq 0$ in the adjacency list model. By first running ListCerHAM and then, in case of a FAILURE, generating the adjacency matrix of $G$ in $O(n^2)$ time and finally running the $DCerHAM$ algorithm ones solves HAM in $O(n)$ expected running time in the adjacency lists model.

**Proof of Theorem 1.4** CertifyHAM algorithm: Run MatrixCerHAM. If it returns FAILURE, then run DCerHAM. By theorems 1.2 and 1.3 CertifyHAM is a deterministic algorithm that solves HAM. Its expected running time is bounded above by the Running time of MatrixCerHAM + Pr(MatrixCerHAM returns FAILURE) $\times T_A + T_B$. By theorems 1.2 and 1.3 this is equal to $O(n^p) + o(n^{-7}) \cdot O(n^7) + O(n) = O(n^p)$.

The highlight of this paper is Theorem 1.3 since for any $p \leq 70n^{-0.5}$ not even a subexponential expected running time algorithm for solving HAM was known. On the other hand Theorem 1.3 is valid for values of $p$ pass the threshold for Hamiltonicity, which may be consider as a natural barrier for this problem.

In all of the above theorems, we assume that we work in the adjacency matrix model. Thus the algorithms are given $A_G$, the adjacency matrix of $G$, and each entry of $A_G$ can be accessed in $O(1)$ time. Recall that in this model any algorithm that solves HAM has to identify at least $n$ edges of $G$; hence w.h.p. it has to read at least $(1 + o(1))n/p$ entries of the matrix $A_G$. Thus the running times of both MatrixCerHAM and CertifyHAM are optimal, this is not true for DCerHAM. In addition, MatrixCerHAM makes asymptotically the minimum number of queries possible, thus matching the result of Ferber, Krivelevich, Sudakov and Vieira in this aspect. It is also worth highlighting that all of MatrixCerHAM, DCerHAM and CertifyHAM are deterministic, as opposed for example to the algorithm of Nenadov, Steger and Su [23] which is a randomized one.

DCerHAM arises from derandomizing RCerHAM, a randomized algorithm that solves HAM. Its performance is given by Theorem 1.6. The D and R in the names DCerHAM and RCerHAM stand for deterministic and randomized respectively. Later on, we also introduce the CerHAM algorithm. CerHAM is the main subroutine of both DCerHAM and RCerHAM.

**Theorem 1.6.** There exists a randomized algorithm $RCerHAM$ that takes as input the adjacency matrix of a graph $G$ and outputs either a Hamilton cycle of $G$ or a certificate that $G$ is not Hamiltonian. If $G \sim G(n,p)$, $p \geq \frac{100\log n}{n}$ then the running time $T$ of $RCerHAM$ with input $G$ can be
decomposed into two random variables, $T_A$ and $T_B$ where $T_A$ is bounded above by $O(n^7)$ and $T_B$ has expected value $O(n)$.

### 1.2 The RCerHAM algorithm

In this subsection, we give a sketch of the RCerHAM algorithm. For its description, we introduce the definition of a full path packing and the Pósa rotations procedure. We then present the main elements of its analysis. We also describe how to derandomize it to obtain DCerHAM.

RCerHAM first generates a subset of $E(G)$, $F_0$. To do so, it generates $G' \sim G(n, 1/2)$ and then queries the edges of $G$ that belong to $G'$. By querying an edge of $G$ we refer to reading the corresponding entry of $A_G$ and revealing whether it is filled with 1 or 0; equivalently, revealing whether the corresponding edge belongs to $G$ or not. Then it lets $F_0 = E(G) \cap E(G')$. It proceeds by executing the CerHAM algorithm, stated in Section 3, with input $G$ (as before, the adjacency matrix of $G$ is given to CerHAM) and $F_0$. Initially CerHAM sets $G_0 = ([n], F_0)$.

Given a path $P = v_1, v_2, \ldots, v_k$ and $v_iv_kv_i$, $1 \leq i < k$ we say that the path $P' = v_1, v_2, \ldots, v_i, v_k, v_{k-1}, \ldots, v_{i+1}$ is obtained from $P$ via a Pósa rotation that fixes $v_1$. For a path $P$ we say the edge $e$ is a booster for $P$ if $\{e\} \cup P$ is either a longer path or a cycle. Many algorithms and heuristics use Pósa rotations to grow a path of a given graph $G$ (by finding boosters along the way) first into a Hamilton path and then into a Hamilton cycle of $G$. For example, they can be utilized in the following manner. Let $P$ be a $u, v$ path in some graph $Q$. Starting from $P$ perform all sequences of Pósa rotations of length at most $n$ that fix $v$. Let $\mathcal{P}$ be the set of paths obtained and $\text{End}$ be the set of the corresponding endpoints. Now for $u \in \text{End}$ let $P_{uw}$ be a $v-u$ path in $\mathcal{P}$ and do the following. Starting from $P_{uw}$ perform all sequence of Pósa rotations of length at most $n$ that fix $u$, let $\mathcal{P}_u$ be the set of paths obtained and $\text{End}_u$ be the set of the corresponding endpoints. Observe that for $u \in \text{End}$ and $w \in \text{End}_u$ the edge $uw$ is a booster of the corresponding path $P_{uw}$ in $\mathcal{P}_u$. In addition every edge from $\{u, w\}$ to $[n] \setminus V(P_{uw})$ is a booster of $P_{uw}$. Then one searches for a booster in the underlying graph $Q$ to get either a longest one or a cycle $C$. If $C$ is not Hamiltonian, it can be opened up and extended via any edge from $V(C)$ to $[n] \setminus V(C)$.

Our algorithm does not grow a single path. Instead, it grows a set of vertex disjoint paths which eventually merge into a single one. We describe this as reducing the size of a full path packing. A full path packing (FPP for shorthand) of $G$ is a set of vertex disjoint paths in $G$ that cover $V(G)$. Here we consider single vertices to be paths of length 0. Thus $G$ has at least one trivial FPP, namely the one that consists of the $n$ paths of length 0 i.e. $[n]$. In addition, a Hamilton path corresponds to an FPP of size 1. For convenience, we refer to a set consisting of a single Hamilton cycle as an FPP of size 0. CerHAM is an iterative deterministic algorithm. It maintains a full path packing $\mathcal{P}$ of $G$, starting with the trivial one, and a set $S$ with the property $|N_{G_0}(S)| < 2|S|$, starting with the empty set (we refer to sets with this property as non-expanding). For a graph $G$ and $S \subseteq V(G)$ we denote by $N_{G}(S)$ the set of neighbors of the vertices in $S$ in the set $V(G) \setminus S$. At each iteration, using Pósa rotations, CerHAM attempts to find an FPP of smaller size, eventually identifying one of size 0 which corresponds to a Hamilton cycle of $G$.

CerHAM runs a while loop until it solves HAM or identifies a very unlikely event, i.e. one that occurs with probability $O(2^{-n})$. In the second case, it exits the loop and implements the Inclusion-Exclusion HAM algorithm, described in Section 2. It starts each iteration with an FPP $\mathcal{P}$, a non-
expanding set $S$ and a set $F$ that consists of all the edges of $G$ that have been queried so far. It lets $G_R$ be the graph whose edges are those of $G$ that have been queried so far, i.e. $E(G_R) = F \cap E(G)$. Then it adds to $G_R$ a set of edges $J$ of size $|P| - 1$ that join the paths in $P$ into a Hamilton path in $G_R \cup J$. It continues by performing sequences of Pósa rotations and identifies sets $End$, $\{End_u\}_{u \in End}$. It does not perform all the possible Pósa rotations; instead, it only considers Pósa rotations for which the endpoints of the obtained paths do not belong to the non-expanding set $S$; the reason will become clear later on. The sets $End$, $\{End_u\}_{u \in End}$ have the property that for every $u \in End$ and $w \in End_u$ there exists a Hamilton path $H_{uw}$ in $G_R \cup J$ from $u$ to $w$ that has at most $|P| - 2$ edges from $J$, thus the edge $uw$ is a booster for some Hamiltonian path. In addition for $T \in \{End\} \cup \{End_u : u \in End\}$ we will have that the set $T$ is non-expanding. Now either (I) all of the sets $End$, $\{End_u\}_{u \in End}$ are sufficiently large (have size at least $0.25n$) or (II) at least one of them is small. In the first case, it identifies and queries a booster $uw$ with $u \in End$ and $w \in End_u$ that has not been queried yet. If $wu \in E(G)$ then it adds $wu$ to the Hamilton path from $u$ to $w$ to create a Hamilton cycle $H$ that uses at most $|P| - 2$ edges from $J$. It then considers $H \setminus J$ and updates $P$ to a full path packing of a smaller size or claims that $G$ is Hamiltonian; in such a case, we say it improves on $|P|$ (see Figure 1).

Figure 1: (a) An FPP of size 6, the vertices in $S$ are in red. (b) Adding 5 edges (dashed) creates a Hamilton path. (c) Performing a Pósa using $ux$ results in the path in (d). The edge $uw$, even if present will not be used to perform a Pósa rotations as such a rotation will result in a path with endpoint $z \in S$. (d) If present, adding the edge $vy$ and removing the dashed edges gives an FPP of size 5.

Thus if (II) never occurs at each iteration, our algorithm will improve on $P$ with some positive probability and eventually either make too many queries, this is a very unlikely event, or construct a Hamilton cycle. The more convoluted part of our algorithm is the one that deals with the moderately unlike event (II). Broadly speaking, this is where the difficulty of developing fast in expectation algorithms that solve HAM lies; in dealing with events that are moderately unlike and which make it challenging but not impossible to find Hamilton cycles.

We say that a path $P$ covers the vertex $v$ if $v \in V(P)$ and $v$ is not an endpoint of $P$. In extension we say that a set of paths $P'$ covers $U$ if for every $v \in U$ there exists $P \in P'$ such that $P$ covers $v$. If (II) occurs, then as all of $End$, $\{End_u\}_{u \in End}$, are non-expanding, a small non-expanding set $T$ is identified. As both $T$ and $S$ are non-expanding, the set $S \cup T$ is non-expanding. CerHAM then updates $S = S \cup T$ (we will show that this event occurs with probability $n^{-\Omega(|S|)}$). In the
very unlikely event that \( S \) is of medium size, say \( |S| > 2^{\Omega(n/\log n)} \), we exit the while loop. If it does not, the algorithm adds \( T \) to \( S \) (i.e., it replaces \( S \) with \( S \cup T \)) and makes a brute force attempt to find a set of vertex disjoint paths \( \mathcal{P}' \) that cover \( S \). If it is unsuccessful, it certifies that \( G \) is not Hamiltonian. Else it adjusts \( \mathcal{P} \) such that it contains \( \mathcal{P}' \) (see Figure 2). It then proceeds with the next iteration. Observe that since at the Pósa rotations part of the algorithm we avoid the ones that result in an endpoint in \( S \), before constructing \( \mathcal{P}' \) the sets \( T \) and \( S \) disjoint. Thus at every iteration that (II) occurs, \( S \) grows until it becomes of medium size; this implies that (II) occurs at most \( n \) and CerHAM eventually terminates.

Figure 2: (a) \( \mathcal{P} \)-an FPP of size 7, the set \( S \) in red. (b) A set of paths \( \mathcal{P}' \) that covers \( S \). (c) Removing from (a) the edges incident to \( \mathcal{P}' \) and adding to it the edges in (b) gives a new FPP of size 9 that covers \( S \).

One of the interesting features of our algorithm is that it allows the size of \( \mathcal{P} \) to increase. Indeed, every time (II) occurs \( |\mathcal{P}| \) may be increased by at most \( 2|S| \); this is the price that we pay to ensure that \( \mathcal{P}' \subset \mathcal{P} \). Let \( \Delta \) be the sum over the iterations at which (II) occurs of the increase of \( |\mathcal{P}| \). The above imply that \( \Delta \leq 2n^2 \) and one may have to wait until \( 2n^2 + n \) distinct iterations where we improve on \( |\mathcal{P}| \) occur until a Hamilton cycle is obtained, this is not good enough. To obtain an \( O(n) \) bound on \( \Delta \) we implement the following additional subroutine whenever (II) occurs. After setting \( S = S \cup T \) we look for non-expanding sets \( W \subset [n] \setminus S \) of size at most \( |S| \) until no such a set exists. As soon as we identify such a set, we add it to \( S \) and then continue our search. Once our search is finished, the set \( S \) has the property that no set \( W \subset [n] \setminus S \) is non-expanding. The next time (II) occurs a non-expanding set \( W = T \) is identified, thus \( |T| > |S| \). It follows that after each time (II) occurs the set \( S \) doubles in size, thus \( \Delta \leq \sum_{i=1}^{\log_2 n} 2 \cdot 2^i \leq 4n \). Initially, \( |\mathcal{P}| = n \) and \( |\mathcal{P}| = 0 \) implies that we have identified a Hamilton cycle. Each time an attempt to improve \( |\mathcal{P}| \) is made \( |\mathcal{P}| \) is decreased by at least 1 with probability \( 0.5p \). As \( \Delta \leq 4n \) we may improve on \( |\mathcal{P}| \) at most \( 5n \) times until it reaches 0. Thus the probability \( 0.01n^2 \) attempts to improve \( \mathcal{P} \) are made is \( \Pr(\text{Bin}(0.01n^2, 0.5p) < 5n) \) and the corresponding event is very unlikely, causing CerHAM to exit the while-loop. This completes the description of RCerHAM.

The single point in which DCerHAM and RCerHAM differ is in generating \( G_0 \). Later on, at the execution of DCerHAM we derandomize this step by letting \( F_0 \) be the edge set of \( H_n \) and defining \( G_0 \) by \( V(G_0) = [n] \) and \( E(G_0) = F_0 \cap E(G) \). \( H_n \) will be a well-chosen pseudorandom graph of linear in \( n \) minimum degree containing a constant fraction of the edges of \( K_n \). Roughly speaking, a graph \( H \) is pseudorandom if the edge counts between any two linear sets is close to what one would expect it to be in \( G \sim G(n, p) \) with \( p = E(H)/(\binom{n}{2}) \). Substituting \( G(n, 0.5) \) with \( H_n \) will suffices for our calculations to go through.
1.2.1 Comparison to previous work

Our algorithm does not build upon the previous algorithms of Gurevich and Shelah, Thomason and Alon and Krivelevich. For example, the algorithm given by Alon and Krivelevich first builds a cycle that covers all the vertices of degree at most \( np/2 \) and then grows this cycle by sequentially absorbing the rest of the vertices using local alterations. For example given a cycle \( C \) of \( G \) on \( |V(G)| - 1 = n - 1 \) vertices and a vertex \( v \) outside \( C \) their algorithm may look for vertices \( a,b,c,d \) that appear in this order on the cycle such that if we let \( a^-, b^-, c^-, d^- \) be the vertices preceding them on \( C \) then \( a, d \) are neighbors of \( v \) and \( a^-, b^-, c^-, d^- \) to absorb \( v \) into \( C \). On the other hand, the bottleneck of our algorithm is found in the fact that the statement “the probability there exists a set \( S \) of size \( m \leq 0.25n \) such that \(|N_G(S)| < 2|S|\), where \( G_0 \sim G(n, 0.5p) \), is at most \( n^{-1.1m^2} \) is false for \( p \) significantly smaller than \( \frac{100 \log n}{n} \).

1.3 Organization of the paper

The rest of the paper is organized as follows. In Section 2, we present a number of subroutines implemented by CerHAM. We give the formal description of both RCerHAM and CerHAM in Section 3. In Section 4 we derandomize RCerHAM and prove Theorem 1.3. For ease of the presentation of the paper we assume that \( n \) is significantly large for certain arguments to hold and we omit ceilings and floors. Throughout the paper we assume that \( n \) is significantly large so that various inequalities hold.

2 Preliminaries

2.1 The Inclusion-Exclusion HAM algorithm

For a graph \( G \), \( u,v \in V(G), S \subseteq V(G) \) and \( e \in E(G) \) denote by \( G - S \) the subgraph of \( G \) induced by \( V(G) \setminus S \), by \( G - e \) the graph obtained by removing \( e \) from \( G \), by \( A_G \) the adjacent matrix of \( G \) and finally by \( A_G(v,u) \) the entry of \( A_G \) that corresponds to the pair of vertices \( v,u \). The Inclusion-Exclusion HAM algorithm is based on the observation that \( A^{n-1}_G(u,v) \) equals the number of walks from \( v \) to \( u \) of length \( n - 1 \) and that the number of Hamiltonian paths from \( v \) to \( u \) can be obtained from the Inclusion-Exclusion principle and the matrices \( \{A^n_{G-uv} \} \).

More concretely, for each \( e \in E(G) \) the Inclusion-Exclusion HAM algorithm executes the following steps. It lets \( F = G - e \), \( e = \{v,u\} \) and calculates,

\[
H(v,u) = \sum_{k=0}^{n-2} (-1)^k \sum_{S \subseteq \{V(F) \setminus \{v,u\} \}} A^{n-1}_{F-S}(v,u).
\]
If \( H(v, u) \neq 0 \) it then outputs that \( G \) has a Hamilton cycle that passes through the edge \( e = \{v, u\} \). If \( H(v, u) = 0 \) for every \( \{u, v\} \in E(G) \) then it outputs “\( G \) is not Hamiltonian”.

For the correctness of the algorithm observe that \( A^{n-1}_{F-S}(v, u) \) equals the number of walks from \( v \) to \( u \) of length \( n-1 \) that do not pass through \( S \). Thus, by the inclusion-exclusion principle, \( H(v, u) \) equals to the number of Hamiltonian paths of \( G \) from \( v \) to \( u \). Finally as for each edge at most \( n^2 \) matrix multiplications are performed its worst-time running complexity is \( O(|E(G)| \cdot n^3 \cdot n^2) = O(n^62^n) \).

### 2.2 Restricted Pósa Rotations

Given a Hamilton path \( P = v_1, v_2, \ldots, v_n \) and \( v_i v_{i+1} \), \( 1 \leq i < n \) we say that the path \( P' = v_1, v_2, \ldots, v_i, v_n, v_{n-1}, \ldots, v_{i+1} \) is obtained from \( P \) via a Pósa rotation that fixes \( v_1 \). We call \( v_i \) and \( v_{i+1} \) the pivot vertex and the new endpoint respectively. We call \( v_n v_i \) and \( v_i v_{i+1} \) the inserted and the deleted edge respectively. We will not perform all Pósa rotations possible. Instead, we will perform only the Pósa rotations for which the pivot vertex does not belong to some prescribed set \( S \) and the new endpoint is not an endpoint of some other path that has already been identified.

The exact procedure, which we call RPR, for Restricted Pósa Rotations, follows shortly. It takes as an input a graph \( G \), a Hamilton path \( P \) of \( G \), an endpoint \( v \) of \( P \) and a set \( S \) not containing the endpoints of \( P \). It then outputs sets \( \text{End} \) and \( P \) such that for each \( w \in \text{End} \) there exists a Hamilton path in \( P \) from \( v \) to \( w \). At the description of RPR \( Q \) is a queue.

**Algorithm 1 RPR\((G, P, v, S)\)**

1: Let \( u \) be such that \( u, v \) are the endpoints of \( P \).
2: \( P = \{P\} \), \( \text{End} = \{u\} \) and \( Q \) be a queue, currently containing only \( u \).
3: while \( Q \neq \emptyset \) do
4:  Let \( w \) be the first vertex in \( Q \) and \( P_w \) be the unique Hamilton path in \( P \) from \( v \) to \( w \).
5:   for \( z \in N(w) \setminus S \) do
6:     if the Pósa rotation starting from \( P_w \) that fixes \( v \) and the inserted edge is \( wz \) results to an endpoint which does not belong to \( \text{End} \) then
7:       Perform the corresponding Pósa rotation, add the new endpoint to \( \text{End} \) and to the end of \( Q \) and the corresponding path to \( P \).
8:     end if
9:   end for
10: Remove \( w \) from \( Q \).
11: end while
12: Output \( \text{End}, P \).

As every vertex enters at most once the set \( Q \), both of the output sets \( \text{End} \) and \( P \) have size at most \( n \) and the RPR algorithm runs in \( O(n^2) \) time. We now present the key lemma related to the RPR algorithm.

**Lemma 2.1.** Let \( G \) be a graph, \( S \subset V(G) \), \( P \) a Hamiltonian path of \( G \) with endpoints \( u, v \) and \( \text{End}, P = \text{RPR}(G, P, v, S) \). Then,

\[ |N_G(\text{End}) \setminus S| < 2|\text{End}|. \]
Proof. Let $u = u_1, u_2, ..., u_\ell$ be the vertices in $End$ in the order that are added to $Q$ and $P_{u_1}, P_{u_2}, ..., P_{u_\ell}$ be the corresponding Hamiltonian paths. Let $T_1 = \{u_1, r_{1,1}\}$ and $T_i = \{u_i, r_{i,1}, r_{i,2}\}$ for $2 \leq i \leq \ell$, where $r_{i,2}u_i$ is the deleted edge at the Pósa rotation that results to the Hamilton path $P_{u_i}$ for $2 \leq i \leq \ell$ and $r_{i,1}$ is the vertex preceding $u_i$ on $P_{u_i}$ for $1 \leq i \leq \ell$.

Let $w \in \bigcup_{i \leq \ell} N(u_i)$ be such that $w \notin S$ and $k$ be minimum such that $w \in N(u_k)$. Let $x$ be the neighbor of $w$ between $w$ and $u_k$ (included) on the path $P_k$ (so $xw \in E(P_k)$). Then either $x = u_k$ or, due to the minimality of $k$, $x \notin \{u_1, u_2, ..., u_k\}$. In the first case $w = r_{k,1}$. In the second case, during the $k^{th}$ execution of the while loop of RPR a Pósa rotation is performed where the inserted edge is the edge $u_kw$ and the new endpoint is $x$. Therefore, in the second case, $x = u_{k'}$ for some $k' > k$ and $w = r_{k',2}$. Thus $N_G(End) \setminus S \subseteq \bigcup_{i \leq \ell} T_\ell$ and

$$|N_G(End) \setminus S| \leq 1 + 2(|End| - 1) < 2|End|.$$ 

\[ \square \]

The key advantage of performing restricted Pósa rotations as opposed to normal Pósa rotations is given by the following observation.

**Observation 2.2.** If $S = W \cup N(W)$ and $End, P = RPR(G, P, v, S)$ then $End$ and $W$ are disjoint. Indeed, let $u, v$ be the endpoints of $P$. Then, $u \notin S$. Thereafter for a vertex $w \in [n]$ only a Pósa rotation with a pivot vertex in $N(w) \setminus S$ may result to a path with $w$ as an endpoint. As $N(w) \setminus S = \emptyset$ for $w \in W$ we have that no vertex in $W$ ever enters $End$.

We use RPR as a subroutine of the ReducePaths algorithm stated below. ReducePaths takes as input a graph $G$, an FPP $P$ of $G$ and $S \subset V(G)$. It outputs sets $End, \{End_u\}_{u \in End}$ and a set of FPPs $\mathcal{U}$ with the following property. For $u \in End$ and $w \in End_u$ there exists an FPP $P_{u,w} \in \mathcal{U}$ of size at most $|P|$ with the property that adding $uw$ to $P_{u,w}$ either creates a Hamilton cycle, if $|P_{u,w}| = 1$, or joins two paths in $P_{u,w}$ and creates a full path packing of size at most $|P| - 1$. ReducePaths($G, P, S$) calls RPR $O(n)$ times, hence its running time is $O(n^3)$.

**Algorithm 2 ReducePaths($G, P, S$)**

1: Let $\mathcal{P} = \{P_1, P_2, ..., P_k\}$. Let $v_i, u_i$ be the endpoints of $P_i$, $1 \leq i \leq k$.
2: Let $R = \{u_i v_{i+1} : 1 \leq i \leq k - 1\}$ and $P = v_1 P_1 u_1 v_2 P_2 u_2, ..., u_{k-1} v_{k-1} P_k u_k$.
3: $End, P = RPR(G \cup R, P, v_1, S)$
4: for $u \in End$ do
5: Let $P_u$ be the Hamilton path from $v$ to $u$ in $P$.
6: $End_u, P_u = RPR(G \cup R, P_u, u, S)$.
7: For $w \in End_u$ let $P_{u,w} \in P_u$ be the $u$-$w$ Hamilton path in $G \cup R$ and let $P_{u,w}$ be the full path packing obtained from $P_{u,w}$ by removing the edges in $R$.
8: end for
9: Set $\mathcal{U} = \{P_{u,w} : u \in End, w \in End_u\}$
10: Output $End, \{End_u\}_{u \in End, \mathcal{U}}$.

### 2.3 Identifying non-expanding sets

The FindSparse algorithm takes as input a graph $G$, a subgraph $G_R$ of $G$, a set of edges $F \subset \binom{n}{2}$ and a subset $S$ of $[n]$. Later, when FindSparse is implemented as a subroutine of CerHAM, the
set $F$ consists of the edges that have been queried so far and $E(G_R)$ consists of the edges of $F$ that belong to $G$. FindSparse augments $S$ by recursively adding to it sets that do not (sufficiently) expand in $G_R$ (by adding $Q$ to $S$ we mean replacing $S$ with $S \cup Q$). The variable $j$ and sets $Q_j$ defined in its description should be considered parts of its analysis rather than its description.

Algorithm 3 FindSparse($G, G_R, F, S$)

1: Set $w = 1$, $j = 1$ and $Q_0 = S$.
2: while $w = 1$ do
3:   Set $w = 0$.
4:   Let $Q$ be the set of subsets of $V(G) \setminus S$ of size at most $|S|$.
5:   for $Q \in Q$ do
6:     if $w = 0$ and $|N_{G_R}(Q) \setminus S| < 2|Q|$ then
7:       Add $Q$ to $S$ and set $w = 1$.
8:     Add to $F$ all the edges incident to $Q$ and query the edges of $G$ that have just been added to $F$. Add any edges of $G$ that have just been revealed to $G_R$.
9:     Set $Q_j = S$ and $j = j + 1$.
10:   end if
11: end for
12: end while
13: Return $G_R, F, S$.

Observation 2.3. Let $G$ be such that $|V(G)| = n$ and $s^* = s^*(G, G_R, F, S)$ be the size of the set $S$ that is returned by FindSparse($G, G_R, F, S$). If $s^* \leq 0.5n$ then the running time of FindSparse is $O((s^*)^3(n))$. Indeed if FindSparse outputs a set of size $s^*$ then it updates the set $S$ at most $s^*$ times. After each update, it examines whether there exists a subset of $[n] \setminus S$ of size at most $|S| \leq s^*$ such that the condition at line 6 is satisfied. There exists at most $\binom{n}{s^*}$ such sets, each examination taking $O((s^*)^2)$ time. Finally, at line 8 it queries at most $ns^*$ edges in total.

2.4 Covering non-expanding sets

In this subsection, we introduce the CoverAndAdjust algorithm which is the subroutine that we will use to cover non-expanding sets output either by ReducePaths or by FindSparse. CoverAndAdjust takes as an input a graph $G'$, a set $S \subseteq V(G')$ and a full path packing $\mathcal{P}$. It then tries to adjust $\mathcal{P}$ so that it covers $S$ is found in the interior of some path in $\mathcal{P}$ (recall Figure 2).
Algorithm 4 \textit{CoverAndAdjust}(G', S, \mathcal{P})

1: Let $G'_S$ be the subgraph of $G'$ whose edge set is exactly the set of edges incident to $S$ in $G'$.
2: for each component $C$ of $G'_S$ do
3: \hspace{1em} Let $Q = Q(C, S)$ be a maximum size subset of $S \cap V(C)$ with the property $|N_{G'_S}(Q)| < 2|Q|$. 
4: \hspace{1em} Set $R = (S \cap V(C)) \setminus Q$.
5: \hspace{1em} Let $v$ be a dummy vertex and $F_C$ be the graph with vertex set $V(F_C) = Q \cup N_{G'_S}(Q) \cup \{v\}$ and whose edge set $E(F_C)$ contains every edge of $G'$ incident to $Q$ and every edge spanned by $N_{G'_S}(Q) \cup \{v\}$.
6: \hspace{1em} Implement the Inclusion-Exclusion HAM algorithm to find a Hamilton cycle $H$ of $F_C$. If no such a cycle exists output “$G'$ is not Hamiltonian”.
7: \hspace{1em} Let $R' = N_{G'_S}(R) \setminus (Q \cup N_{G'_S}(Q))$.
8: \hspace{1em} Find a maximum matching $M_1$ in $R \times R'$ and let $R'_1$ be the $M_1$-saturated vertices in $R'$.
9: \hspace{1em} Find a maximum matching $M_2$ in $R \times (R' \setminus R'_1)$.
10: \hspace{1em} Remove from $E(H)$ all the edges not incident to $Q$, then add to it $M_1$ and $M_2$ and let $\mathcal{P}'_C$ be the set of paths induced by $E(H)$ of length at least 1.
11: \hspace{1em} Split the paths in $\mathcal{P}$ by removing from them the vertices that are incident to $E(H)$ and add $\mathcal{P}'_C$ to $\mathcal{P}$.
12: end for
13: Output $\mathcal{P}$.

If there exists a subset $W$ of $R$ that satisfies $|N_{G'_S}(W) \cap R'| < 2|W|$ then $|N_{G'_S}(W \cup Q)| < 2|W \cup Q|$ contradicting the maximality of $Q$. Therefore $|N_{G'_S}(W) \cap R'| \geq 2|W|$ for every $W \subseteq R$. Hall’s Theorem implies that both $M_1$ and $M_2$ saturate $R$. To construct the matchings $M_1, M_2$ at lines 8 and 9, we may use any augmenting path algorithm that runs in $O(2^{|R|})$ time.
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Figure 3: (a) By placing a complete graph on $N_{G'_S}(Q)$ (the shaded region) one obtains $F_C$. (b) A Hamilton cycle of $F_C$. (c) A set of vertex disjoint paths that covers $Q$.

The extra vertex $v$ at line 5 is needed to ensure that the set of edges of $H$ incident to $Q$ does not form a cycle; hence it induces a set of paths in $G'$. To these paths we add the $|R|$ paths induced by $M_1 \cup M_2$ to get the paths in $\mathcal{P}'_C$. The following Lemma is related to line 6 of CoverAndAdjust.

**Lemma 2.4.** Let $G' \subseteq G$ and $S \subseteq V(G)$ be such that each vertex in $S$ has the same neighborhood in both $G$ and $G'$. If CoverAndAdjust($G', S$, $\mathcal{P}$) outputs “$G'$ is not Hamiltonian” then $G$ is not
Hamiltonian.

Proof. Assume that $G$ has a Hamilton cycle $H$ and let $C$ be an arbitrary component of $G'_S$. Then the edges of $H$ incident to the set $Q = Q(C, S)$ (as it is defined in the description of CoverAndAdjust) induce a path packing $\{P_1, P_2, \ldots, P_k\}$ that covers $Q$ such that the endpoints of $P_i$ lie in $N_{G'_S}(Q)$ for $i \in [k]$. As each vertex in $S$ has the same neighborhood in both $G$ and $G'$ these paths are present in $F_C$. Finally as each pair of vertices in $N_{G'_S}(Q) \cup \{v\}$ forms an edge in $F_C$ the paths $P_1, P_2, ..., P_k$ can be used to form a Hamilton cycle of $F_C$. Thus CoverAndAdjust($G', S, \mathcal{P}$) does not output “$G'$ is not Hamiltonian”.

Observation 2.5. Let $\mathcal{P}'$ be the union of the sets $\mathcal{P}'_C$ over the components $C$ of $G'_S$. After the execution of CoverAndAdjust($G', S, \mathcal{P}$) the cardinality of $\mathcal{P}$ may increase by at most $2|S|$. This is because there are at most $|S|$ paths in $\mathcal{P}'$ covering $S$. These paths cover in total at most $3|S|$ vertices. Removing these at most $3|S|$ vertices from the paths in $\mathcal{P}$ increases the cardinality of $\mathcal{P}$ by at most $3|S|$. We then add to $\mathcal{P}$ the at paths in $\mathcal{P}'$, causing $|\mathcal{P}|$ to decrease by the number of edges spanned by $\mathcal{P}$. As $\mathcal{P}'$ covers $S$, there are at least $|S|$ such edges.

A bound on the running time of CoverAndAdjust($G', S, \mathcal{P}$) can be obtained as follows. Let $s$ be the maximum $|C|$ over subsets $C$ of $S$ with the property that the edges incident to $C$ in $G'$ span a connected graph on $C \cup N_{G'}(C)$ (thus $s$ is equal to the maximum number of vertices of $S$ that are contained in a single component of $G'_S$). Then for each component $C'$ of $G'_S$ we may identify $Q$ in $O(s2^s)$ time, apply the Inclusion-Exclusion HAM algorithm at line 6 in $O(s^{6/3})$ time (here we are using that $|N_{G'_S}(Q)| < 2|Q| < 2s$) and run the rest of the lines from 3 to 11 in $O(2^s)$ time. Hence the running time of CoverAndAdjust($G', S, \mathcal{P}$) is $O(ns^{6/3})$.

2.5 Chernoff bounds

At various places we use the Chernoff bounds, stated below, to bound the probability that the binomial random variable $\text{Bin}(n,p)$ deviates from its expectation by a multiplicative factor.

Theorem 2.6. For $n \in \mathbb{N}$, $p = p(n) \in (0, 1)$ and $\epsilon > 0$,

\[
\Pr(\text{Bin}(n,p) \geq (1+\epsilon)np) \leq \exp\left\{-\epsilon^2 np/(2+\epsilon)\right\}
\]

and

\[
\Pr(\text{Bin}(n,p) \leq (1-\epsilon)np) \leq \exp\left\{-\epsilon^2 np/2\right\}.
\]

3 A randomized algorithm for certifying Hamiltonicity

RCerHAM starts by generating $G' \sim G(n,0.5)$, letting $F_0$ be the edges of $G'$ that are present in $G$ and setting $G_1 = ([n], F_0)$. Then, it runs CerHAM($G, F_0$). The variables $i, j, X_i$ and $Y_j$ defined in the description of CerHAM should be considered parts of its analysis rather than its description.
Algorithm 5 CerHAM($G, F_0$)

1: Set $\text{count} = 0$, $i = j = 1$, $S_0 = \emptyset$, $F = F_0$ and $\mathcal{P} = [n]$. 
2: Query the edges in $F$ and set $G_R = ([n], E(G) \cap F)$. 
3: while $|S_{i-1}| < 0.25n$ and $\text{count} < 0.01n^2$ do 
4:  
5:  
6: if there exists $u \in \text{End}$ and $w \in \text{End}_u$ such that $uw \in F$ and $uw \in G_R$ then 
7:  
8: else if there exists $u \in \text{End}$ and $w \in \text{End}_u$ such that $uw \notin F$ then 
9:  Add $uw$ to $F$ and query whether $uw \in E(G)$. If $uw$ belongs to $E(G)$ then add $uw$ to $G_R$, set $X_j = 0$ and $E' = \{uw\}$; else set $X_j = 0$ and $E' = \emptyset$. 
10:  
11:  else go to line 22. 
12:  
13:    
14: if $E' \neq \emptyset$ then let $\{uw\} = E'$ and $\mathcal{P}_{u,w} \in \mathcal{U}$ be such that none of $u$, $w$ lies in the interior of a path in $\mathcal{P}_{u,w}$. Add to the graph spanned by the paths in $\mathcal{P}_{u,w}$ the edge $uw$. If it spans a Hamilton cycle output “$G$ is Hamiltonian”. Else let $\mathcal{P}$ be the induced full path-packing. 
15:  
16:  
17: end if 
18: 
19: 
20: end if 
21:  
22: Execute the Inclusion-Exclusion HAM algorithm with input the graph $G$. 

Observe that if CerHAM($G, F_0$) outputs “$G$ is not Hamiltonian” at line 8 then this statement is indeed true due to Lemma 2.4. Here we are using that due to line 8 of FindSparse we have revealed all the edges in $G$ incident to $S_i$, hence the edge sets incident to $S_i$ in $G_R$ and $G$ are identical. The following definition is related to line 16 of CerHAM.

**Notation 3.1.** We say that a pair $(G, F_0)$ has the property $\mathcal{R}$, equivalently $(G, F_0) \in \mathcal{R}$, if $G$ is a graph, $F_0$ is an edge set and every set $S \subseteq V(G)$ is incident to at most $0.11|S| + n^{7/4}$ edges in $F_0 \setminus E(G)$.

**Lemma 3.2.** If $(G, F_0) \in \mathcal{R}$ then CerHAM($G, F_0$) never executes line 22.

**Proof.** Let $(G, F_0) \in \mathcal{R}$. We will prove that throughout the execution of CerHAM($G, F_0$) if the line 13 is executed then the set $\{uw : u \in \text{End}, w \in \text{End}_u \}$ is not empty, thus the algorithm never executes line 16. For that consider a moment when CerHAM($G, F_0$) proceeds to line 13. Observation 2.2 implies that at each iteration of the while-loop at line 3 the sets $\text{End}, \{\text{End}\}_u \in \text{End}_u$ are disjoint from $S_i \setminus 1$. In addition observe that $\text{count}$ is an upper bound on the number of edges in $F \setminus F_0$ not incident to $S_i \setminus 1$. Thus, if the algorithm proceeds to line 13, then due to line 5, we have that every set in $\{\text{End}_u : u \in \text{End}\} \cup \{\text{End}\}$ has size at least $0.25n$. In addition
due to line 11, as $F \cap E(G) = F \cap E(G_R)$, we have that

$$|\{(u, w) : u \in End, w \in \text{End}_u \text{ and } uw \in F \cap E(G)\}| = 0.$$ 

In addition, $(G, F_0) \in \mathcal{R}$ and therefore

$$|\{(u, w) : u \in End, w \in \text{End}_u \text{ and } uw \notin F_0 \setminus E(G)\}| \leq 0.11n|\text{End}| + n^{7/4}.$$ 

Hence, as $F_0 \subseteq F$, we have

$$|\{(u, w) : u \in End, w \in \text{End}_u \text{ and } uw \notin F\}| 
= |\{(u, w) : u \in End, w \in \text{End}_u\}| 
- |\{(u, w) : u \in End, w \in \text{End}_u \text{ and } uw \notin F \setminus F_0\}| 
- |\{(u, w) : u \in End, w \in \text{End}_u \text{ and } uw \notin F_0 \setminus E(G)\}| 
- |\{(u, w) : u \in End, w \in \text{End}_u \text{ and } uw \notin F_0 \cap E(G)\}| 
\geq 0.25n|\text{End}| - 2\text{count} - 0.11n|\text{End}| - n^{7/4} - 0 
\geq 0.14n|\text{End}| - 0.021n^2 \geq 0.14 \cdot 0.25n^2 - 0.021n^2 \geq 1.$$ 

The following lemma upper bounds the number of edges in $G$ we need to identify at line 15. We later use Lemma 3.3 to upper bound the probability that $\text{count} \geq 0.01n^2$ at the end of the main while-loop of CerHAM($G, F_0$). Given a set of edges $F_0$ and a graph $G$ on $[n]$ define the event $\mathcal{E}_\text{exp}'(G, F_0)$ as follows.

$$\mathcal{E}_\text{exp}'(G, F_0) = \left\{ \exists \mathcal{S} \subseteq [n] : |\mathcal{S}| \in [0.02n, 0.27n] \text{ and } |N_{G \cap G_{F_0}}(\mathcal{S})| < 2|\mathcal{S}| \right\},$$

where $G_{F_0} = ([n], F_0)$.

**Lemma 3.3.** Let $G \sim G(n, p)$ and $F_0$ be an edge set on $[n]$ with the property $(G, F_0) \in \mathcal{R}$. In addition let $G_1 = ([n], F_0 \cap E(G))$. Let $t$ be the largest $i$ such that the set $S_i$ is defined by CerHAM($G, F_0$) and $S_0, S_1, \ldots, S_t$ be the corresponding sets. Then, $|N_{G_1}(S_i)| < 2|S_i|$. In addition, if the event $\mathcal{E}_\text{exp}'(G, F_0)$ does not occur then $|S_t| \leq 0.02n$. Furthermore, 

$$t \leq \log_2 \left( \frac{|S_t|}{|S_t|} \right) + 1. \quad (3)$$

Finally, if CerHAM($G, F_0$) exits the while-loop and $|S_t| < 0.25n$ then,

$$\sum_{i=1}^{0.01n^2} X_i < 4|S_t| + n. \quad (4)$$

**Proof.** Let $\emptyset = Q_0, Q_1, \ldots, Q_r = S_t$ be the sequence of sets generated by CerHAM($G, F_0$), i.e. for $1 \leq i \leq r$ either (i) $Q_{i-1} = S_j, Q_i \setminus Q_{i-1} = W_{j+1}$ and $Q_i = S_{j+1}'$ for some $1 \leq j + 1 \leq t$ or (ii) $Q = Q_i \setminus Q_{i-1}$ is a subset of $[n] \setminus Q_{i-1}$ of size at most $|Q_{i-1}|$ such that $|N_{G_R}(Q) \setminus Q_{i-1}| < 2|Q|$ for some graph $G_R$ with $G_1 \subseteq G_R \subseteq G$ (i.e. the set $Q$ satisfied line 6 of FindSparse at some point during the execution of CerHAM($G, F_0$)). Lemma 2.1 implies that in the first case, and therefore in both cases, $|N_{G_1}(Q_1 \setminus Q_{i-1}) \setminus Q_{i-1}| < 2|Q_i \setminus Q_{i-1}|$ and $|Q_i \setminus Q_{i-1}| \leq \max\{|Q_{i-1}|, 0.25n - 1\}$. 
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We first show by induction that $|N_{G_1}(Q_i)| < 2|Q_i|$ for $1 \leq i \leq r$. Taking $i = r$ yields that $|N_{G_1}(S_r)| < 2|S_r|$. The base case holds as $Q_1 \setminus Q_0 = Q_1 = W_1$. Assume that $|N_{G_1}(Q_i)| < 2|Q_i|$ for some $1 \leq i < r$. Then,

$$|N_{G_1}(Q_{i+1})| \leq |N_{G_1}(Q_{i+1} \setminus Q_i)| + |N_{G_1}(Q_i)| < 2|Q_{i+1} \setminus Q_i| + 2|Q_i| \leq 2|Q_{i+1}|,$$

completing the induction.

Now assume that the event $E'_{\text{exp}}(G, F_0)$ does not occur. We will show that $|Q_i| \leq 0.02n$ for $0 \leq i \leq r$ by induction. Taking $i = r$ yields that $|S_r| < 0.02n$. The base case holds as $Q_0 = \emptyset$. Assume that $Q_i < 0.02n$ for some $0 \leq i < r$. Then,

$$|Q_{i+1}| = |Q_{i+1} \setminus Q_i| + |Q_i| \leq \max\{|Q_i|, 0.25n - 1\} + |Q_i| < 0.25n - 1 + 0.02n < 0.27n.$$

As $|N_{G_1}(Q_i)| < 2|Q_i|$ and the event $E'_{\text{exp}}(G, F_0)$ does not occur we have that $|Q_{i+1}| < 0.02n$.

Now we will show that $2|S_i| < |S_{i+1}|$ for $0 \leq i < t$. For that observe that once $\text{FindSparse}(G, G_R, F, S_i)$ terminates there does not exists a subset $W$ of $[n] \setminus S_i$ of size at most $|S_i|$ with the property $|N_{G_R}(W) \setminus S_i| < 2|W|$. On the other hand Lemma 2.1 implies that $|N_{G_R}(W_{i+1}) \setminus S_i| < 2|W_{i+1}|$. Therefore, $|W_{i+1}| > |S_i|$ and

$$|S_{i+1}| \geq |S_{i+1}'| = |S_i| + |W_{i+1}| > |S_i| + |S_i| = 2|S_i|,$$

for $1 \leq i \leq t$. $2|S_i| < |S_{i+1}|$ for $0 \leq i < t$ implies that $|S_t| \geq 2^{t-1}|S_1|$ and therefore (3) holds.

Finally for (4) observe that if CerHAM$(G, F_0)$ exits the while-loop and $|S| < 0.25n$ then line 15 has been executed $0.01n^2$ times. Say $|P| = 0$ if a Hamilton cycle has been constructed. The $i^{\text{th}}$ time line 8 is executed the number of paths in $P$ is increased by $|Y_i|$. Observation 2.5 implies that $|Y_i| \leq 2|S_i|$. On the other hand $X_j = 1$ implies a decrease in $|P|$ after the $j^{\text{th}}$ time line 15 is executed. If CerHAM$(G, F_0)$ exits the while-loop, then $|P| > 0$ throughout the algorithm and as initially $|P| = n$ we have,

$$0 < n + \sum_{i=1}^{t} Y_i - \sum_{j=1}^{t} X_i \leq n + 2 \sum_{i=1}^{t} |S_i| - \sum_{i=1}^{t} X_i$$

$$\leq n + 2 \sum_{i=1}^{t} 2^{-(t-1)}|S_i| - \sum_{i=1}^{t} X_i \leq n + 4|S_t| - \sum_{i=1}^{t} X_i.$$

At the second line of the calculations above we used that $2|S_i| < |S_{i+1}|$ for $0 \leq i < t$. \qed

### 3.1 Analysis of CerHAM in the randomised setting - the dense regime

For the analysis of CerHAM$(G, F_0)$ in addition to the event $E'_{\text{exp}}(G, F_0)$ we consider the events $E'_{\text{count}}(G, F_0)$ and $A'_i(G, F_0)$, $i \leq 0.02n$. $E'_{\text{count}}(G, F_0)$ is the event that $\text{count}$ reaches the value of $0.01n^2$ at the execution of CerHAM$(G, F_0)$ and $A'_i(G, F_0)$ is the event that $\exists S \subset [n]$ such that $|S| = i$ and $|N_{F \cap G_0}(S)| < 2|S|$.

For a graph $G$ on $[n]$ and an edge set $F_0$ on $[n]$ we let $T(G, F_0)$ be the running time of CerHAM$(G, F_0)$. In addition, we let $T_A(G, F_0)$ be the running time of CerHAM in the event it does not execute line 6 (thus it does not execute the subroutines FindSparse and CoverAndAdjust at all) and $T_B = T - T_A(G, F_0)$.
Lemma 3.4. Let $G$ be a graph on $[n]$ and $F_0$ be an edge set on $[n]$ with the property $(G, F_0) \in \mathcal{R}$. Then

$$T_A(G, F_0) = O(n^7)$$

and

$$E(T_B(G, F_0)) = O\left(n^7 2^n \Pr(\mathcal{E}'_{\text{exp}}(G, F_0) \lor \mathcal{E}_{\text{count}}(G, F_0))\right) + \sum_{j=0}^{0.02n} \left[ j^3 \binom{n}{j} + j^7 2^{3j} n \right] \Pr(A'_j(F_0)) .$$

Equation (5)

Proof. Let $(G, F_0) \in \mathcal{R}$ and $G_1 = (|n|, F_0 \cap E(G))$. Write $\mathcal{E}'_{\text{exp}}, \mathcal{E}_{\text{count}}$ and $A'_j$ for the events $\mathcal{E}'_{\text{exp}}(G, F_0), \mathcal{E}_{\text{count}}(G, F_0)$ and $A'_j(G, F_0)$ respectively. Lemma 3.3 implies that $t \leq \log_2 n$ and therefore CerHAM$(G, F_0)$ may execute line 4 at most $\log_2 n + 0.01n^2$ times. Each execution of line 4 runs in $O(n^3)$ time; hence line 4 takes in total $O(n^8)$ time. This is also equal to $T_A(G, F_0)$.

In the event $\mathcal{E}'_{\text{exp}} \lor \mathcal{E}_{\text{count}}$ the algorithm may exit the while loop. Before exiting the while-loop, it may reach line 6 at most $\log_2 n < n$ times, each time spending at most $O(n^6 2^n)$ time at lines 6 to 9. After exiting the while-loop, it executes the Inclusion-Exclusion HAM algorithm whose complexity is $O(n^6 2^n)$. Hence in the event $\mathcal{E}'_{\text{exp}} \lor \mathcal{E}_{\text{count}}$ CerHAM$(G, F_0)$ runs in $O(n^7 2^n)$ time. This is also the worst-case running time of CerHAM.$(\cdot, \cdot)$.

On the other hand, if none of $\mathcal{E}_{\text{count}}, \mathcal{E}'_{\text{exp}}$ occurs, by Lemma 3.3 we have that $|S_t| \leq 0.02n$. Hence we may partition the event $\neg \mathcal{E}'_{\text{exp}} \land \neg \mathcal{E}_{\text{count}}$ into the events $\{F_j\}_{j=0}^{0.02n}$ where $F_j = \{|S_t| = j\} \land \neg \mathcal{E}'_{\text{exp}} \land \neg \mathcal{E}_{\text{count}}$. In the event $F_j$ CerHAM$(G, F_0)$ executes lines 6 to 9 at most $t \leq |S_t| = j$ times. Each of the at most $j$ executions of FindSparse runs in $O(j^3 \binom{n}{j})$ time (see Observation 2.3). Thereafter, each of the executions of CoverAndAdjust at line 8 runs in $O(nj^6 2^n)$ time (see the last paragraph of Section 2). Thus lines 6 to 9 are executed in $O(j^4 \binom{n}{j} + j^7 2^{3j} n)$ time.

Equation (5) follows from the observation that if the event $F_j$ occurs then the event $A'_j \land \neg \mathcal{E}'_{\text{exp}} \land \neg \mathcal{E}_{\text{count}}$ also does and therefore $\Pr(F_j) \leq \Pr(A'_j \land \neg \mathcal{E}'_{\text{exp}} \land \neg \mathcal{E}_{\text{count}}) \leq \Pr(A'_j)$.

Lemma 3.5. Let $G \sim G(n, p), G' \sim G(n, 0.5)$ and $F_0 = E(G) \cap E(G')$. Then $T_B(G, F_0) = O(1)$ for $p \geq \frac{100 \log n}{n}$.

Proof. $F_0 \subseteq E(G)$ implies that $(G, F_0) \in \mathcal{R}$. Let $G_1 = ([n], F_0)$. Write $\mathcal{E}'_{\text{exp}}, \mathcal{E}_{\text{count}}$ and $A'_j$ for the events $\mathcal{E}'_{\text{exp}}(G, F_0), \mathcal{E}_{\text{count}}(G, F_0)$ and $A'_j(G, F_0)$ respectively. In the event $\mathcal{E}'_{\text{exp}}$ there exists a set $S \subseteq [n]$ with size in $[0.02n, 0.27n]$ such that $|N_{G_1}(S)| < 2|S|$. Therefore $|S| \geq 0.02n$, $|[n] \setminus (S \cup N_{G_1}(S))| \geq (1 - 0.27 \cdot 3) n = 0.19n$ and no edge from $S$ to $[n] \setminus (S \cup N_{G_1}(S))$ belongs to $G_1$. Thus,

$$\Pr(\mathcal{E}'_{\text{exp}}) \leq 2^n \cdot 2^n \cdot (1 - 0.5p)^{0.02n - 0.19n} \leq 4^ne^{-10^{-3}pn^2} = o(n^{-7}2^{-n}).$$

In the event $\mathcal{E}_{\text{count}} \setminus \mathcal{E}'_{\text{exp}}$ implies that $\sum_{i=1}^{0.01n^2} X_i < n + 4 \cdot 0.02n \leq 1.1n$. For $1 \leq i \leq 0.01n^2$, $X_i = 1$ only if the corresponding edge belongs to $G$ but not to $G'$, hence with probability $0.5p$ independently of $X_1, X_2, \ldots, X_{i-1}$. Thus, as $p \geq \frac{100 \log n}{n}$ the Chernoff bound gives,

$$\Pr(\mathcal{E}_{\text{count}} \setminus \mathcal{E}'_{\text{exp}}) \leq \Pr \left( \text{Bin} \left( 0.01n^2, \frac{50 \log n}{n} \right) \leq 1.2n \right) = o(n^{-7}2^{-n}).$$
Finally, for $j \leq 0.02n$, in the event $A_j'$ one may identify sets $S$ and $W$ of size $j$ and $2j$ respectively such that $N_G(S) \subset W$. In addition note that for $j \leq 0.02n$ we have that $j^32^{3j}n \leq 8\binom{n}{j}$. Therefore,

$$\left[ j^4\binom{n}{j} + j^72^{3j}n \right] \Pr(A_j') \leq 10j^4\binom{n}{j} \binom{n}{2j} (1 - 0.5p)^j(1 - 0.06)n \leq 10j^4 \cdot n^{4j}e^{-0.5pj(1 - 0.06)n} \leq 10j^4 \cdot n^{4j}e^{-45j \log n} = O(1).$$

At the last inequality we used that $p \geq \frac{100 \log n}{n}$. (5) and the above calculations imply that $T_B(G, F_0) = O(1)$ for $p \geq \frac{100 \log n}{n}$.

\[ \square \]

**Proof of Theorem 1.6.** At the execution of RCerHAM$(G)$ we have that $F_0 \subset E(G)$ hence $(G, F_0) \in \mathcal{R}$. $G(n, 0.5)$ may be generated in $O(n^7)$ time. Thereafter, the decomposition of the expected running time of RCerHAM$(G)$ follows from lemmas 3.4 and 3.5.

\[ \square \]

### 4 Derandomizing RCerHAM

The only place where RCerHAM uses any sort of randomness is in generating the set $F_0$ before executing CerHAM. There, it generates $G' \sim G(n, 0.5)$ and lets $F_0 = E(G) \cap E(G')$. To derandomize RCerHAM we substitute $E(G')$ with a deterministic set of edges $F_0$ that has the property $(G, F_0) \in \mathcal{R}$.

For that we let $F_0 = E(H_n)$ where $H_n$ is a deterministic graph on $[n]$. It is constructed by taking a $d$-regular pseudorandom graph $H'_n$ on at least $n$ and at most $4n$ vertices, then taking the subgraph of $H'_n$ induced by a subset of $V(H'_n)$ of size $n$ and finally adding a number of edges incident to vertices of small degree. The construction of $\{H_n\}_{n \geq 1}$ as well as the proof of the lemma that follows are given in Appendix A.

**Lemma 4.1.** For sufficiently large $n$ there exists a graph $H_n$ on $[n]$ that can be constructed in $O(n^7)$ time and satisfies the following.

(a) For every pair of disjoint sets $U, W \subseteq [n]$ the number of edges spanned by $U \times W$ is at least $\frac{0.1|U||W|}{n} - n^{7/4}$ and at most $\frac{0.101|U||W|}{n} + n^{7/4}$

(b) $H_n$ has minimum degree $0.1n$.

(c) At most $n^{2/3}$ vertices in $[n]$ have degree larger than $0.101n$ in $H_n$.

### 4.1 A deterministic algorithm for certifying Hamiltonicity

DCerHAM starts by setting $G' = H_n$ and $F_0 = E(H_n)$. Then it implements CerHAM$(G, F_0)$. The analysis of DCerHAM is identical to the analysis of RCerHAM modulo the calculations done for bounding the probabilities of events that depend on $F_0$ and $G$. 
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4.2 Analysis of CerHAM in the deterministic setting - the dense regime

Lemma 4.2. Let \( G \sim G(n, p) \), \( G' = H_n \) and \( F_0 = E(H_n) \). Then, \( T_B(G, F_0) = O(1) \) for \( p \geq \frac{100 \log n}{n} \).

\[ \text{Proof.} \] Lemma 4.1 implies that \((G, F_0) \in \mathcal{R}\). Thus, it suffices to verify that the expression given in (5) is \( O(1) \). Let \( G_1 = ([n], F_0 \cap E(G)) \). Write \( \mathcal{E}_{\text{exp}}, \mathcal{E}_{\text{count}} \) and \( \mathcal{A}' \) for the events \( \mathcal{E}_{\text{exp}}'(G, F_0), \mathcal{E}_{\text{count}}(G, F_0) \) and \( \mathcal{A}'_j(G, F_0) \) respectively.

In the event \( \mathcal{E}_{\text{exp}}' \) there exists a set \( S \subset [n] \) with size in \([0.02n, 0.27n]\) such that \(|N_{G_1}(S)| < 2|S|\). Therefore \(|S| \geq 0.02n\), \(|[n] \setminus (S \cup N_{G_1}(S))| \geq (1 - 0.27 \cdot 3)n = 0.19n\) and no edge from \( S \) to \([n] \setminus (S \cup N_{G_1}(S))\) belongs to \( G_1 \). Lemma 4.1 implies that there are at least \( 0.1 \cdot 0.02n \cdot 0.19n - o(n^2) \geq 10^{-4}n \) edges from \( S \) to \([n] \setminus (S \cup N_{G_1}(S))\) in \( E(H_n) \). Each of these edges belongs to \( G \), hence to \( G_1 \), independently with probability \( p \). Thus,
\[
\Pr(\mathcal{E}_{\text{exp}}') \leq 2^n \cdot 2^n \cdot (1 - p)^{10^{-4}n^2} \leq 4^n e^{-10^{-4}np^2} = o(n^{-7/2}n).
\]

In the event \( \mathcal{E}_{\text{count}} \setminus \mathcal{E}_{\text{exp}}' \) implies that \( \sum_{i=1}^{0.01n^2} X_i < n + 8 \cdot 0.02n \leq 1.2n \). For \( 1 \leq i \leq 0.01n^2 \), \( X_i = 1 \) only if the corresponding edge \( uv \) belongs to \( G \) but not to \( G' \) (\( e \notin F \) hence \( e \notin E(H_n) \subseteq F \) due to line 11 of CerHAM), hence with probability \( p \) independently of \( X_1, X_2, ..., X_{i-1} \). Thus, using the Chernoff bound, we have,
\[
\Pr(\mathcal{E}_{\text{count}} \setminus \mathcal{E}_{\text{exp}}') \leq \Pr(\text{Bin}(0.01n^2, p) \leq 1.2n) = o(n^{-7/2}n).
\]

Finally, for \( j \leq 0.02n \), in the event \( \mathcal{A}'_j \) one may identify sets \( S \) and \( W \) of size \( j \) and \( 3j \) respectively such that \( S \cup N_{G_1}(S) \subset W \). \( H_n \) has minimum degree \( 0.1n \) and therefore if \( j \leq 10^{-5}n \) then there exists at least \( 0.09jn \) edges from \( S \) to \([n] \setminus W \) in \( E(H_n) \). On the other hand, if \( j \geq 10^{-5}n \), Lemma 4.1 implies that there exist at least \( 0.1 \cdot j \cdot (n - 3j) - o(n^2) \geq 0.09jn \) edges from \( S \) to \([n] \setminus W \). As none of them belongs to \( G \) in the event \( \mathcal{A}'_j \), we have,
\[
\left[ j^4 \binom{n}{j} + j^7 2^{2jn} \right] \Pr(\mathcal{A}'_j) \leq 10 j^4 \binom{n}{j} \binom{n}{2j} (1 - p)^{0.09jn} \leq 10 j^4 \cdot n^{4j} e^{-0.09pnj} \leq 10 j^4 \cdot n^{4j} e^{-9j \log n} = O(1).
\]

At the last inequality we used that \( p \geq \frac{100 \log n}{n} \).

and the above calculations imply that \( T_B(G, F_0) = O(1) \) for \( p \geq \frac{100 \log n}{n} \). \qed

\[ \text{Proof of Theorem 1.3 for } p \geq \frac{100 \log n}{n} : \] At the execution of DCerHAM(\( G \)), Lemma 4.1 implies that \((G, F_0) \in \mathcal{R}\). DCerHAM(\( G \)) generates \( H_n \) in \( O(n^7) \) time. Then, the decomposition of the expected running time of DCerHAM(\( G \)) follows from lemmas 3.4 and 4.2. \qed

5 The DCerHAM algorithm - bypassing the Hamiltonicity threshold

For a graph \( G \) we let \( V_6(G)' \) be the 6-core of \( G \) i.e., the maximal subset \( S \) of \( V(G) \) with the property that every vertex in \( S \) has at least 6 neighbors in \( S \). We also let \( V_6(G) = V(G) \setminus V_6(G)' \). It is
The above events are used in the analysis of DCerHAM in the following manner.

Thus, if at the end the set \( S_1 \setminus V_0(G_1) \) has size \( i \) then we have identified a set whose neighborhood in \( G_1[V(G) \setminus V_0(G_1)] \) has size \( j < 2i \) and which spans, together with its neighborhood in \( G_1 \), at least \((6i + j) / 2 \geq 2i + (2i + j) / 2 > 2i + j \) edges in \( G_1 \). This will be the new moderately unlikely event that we will consider.

### 5.1 Analysis of DCerHAM - the middle range

Given a graph \( G \) and a set of edges \( F_0 \) such that \((G, F_0) \in \mathcal{R}\) the DCerHAM algorithm with input \( G, F_0 \) executes the following steps. First it lets \( G_1 = ([n], F_0 \cap E(G)) \) and \( K = V_0(G_1) \). If \(|K| < n / 10 \log_2 n\) then it lets \( S_0 = K \) and \( F = F_0 \). Else it sets \( G_R, F, S' = \text{FindSparse}(G, G_1, E(G_1), K) \) and \( S_0 = K ∪ S' \). We consider the case distinction \(|K| < n / 10 \log_2 n\) and \(|K| \geq n / 10 \log_2 n\) for technical reasons that will become apparent at the proof of Lemma 5.3. In both cases, it implements CoverAndAdjust and finds an FPP \( \mathcal{P}_0 \) that covers \( S_0 \) or outputs that \( G \) is not Hamiltonian. Then it continues by executing the CerHAM algorithm. Now the CerHAM algorithm takes as input the graph \( G \) and the sets \( F, S_0 \) and \( \mathcal{P}_0 \). CerHAM now runs with the following two modifications. First, at line 1 it sets \( S = S_0 \) and \( \mathcal{P} = \mathcal{P}_0 \) (instead of \( S = \mathcal{P} = \emptyset \)). Second, henceforward every time it executes the FindSparse algorithm, at line 4 of FindSparse, it lets \( \mathcal{Q} \) be the set of subsets of \( V(G) \setminus S_0 \) of size at most \(|S \setminus S_0|\) (instead of size at most \(|S|\)).

For a pair of graphs \( G_1, G_2 \) on the same vertex set \( V \) we let \( G_1 ∩ G_2 = (V, E(G_1) ∩ E(G_2)) \). Given a set of edges \( F_0 \) and a graph \( G \) on \([n]\), with \( G_{F_0} = ([n], F_0) \), define the events:

\[
\mathcal{E}_s(G, F_0) = \{|V_0(G ∩ G_{F_0})| ≥ s\},
\]

\[
\mathcal{E}_{exp}(G, F_0) = \{∃S ⊂ [n] \setminus V_0(G ∩ G_{F_0}) : 0.02n ≤ S ≤ 0.27n
\]

and \( |N_{G ∩ G_{F_0}}(S) \setminus V_0(G ∩ G_{F_0})| < 2|S|\},
\]

\[
\mathcal{A}_i(G, F_0) := \{∃W ⊆ [n] \setminus V_0(G ∩ G_{F_0}) \text{ such that } i ≤ |W| ≤ 0.02n \text{ and } |N_{G ∩ G_{F_0}}(W) \setminus V_0(G ∩ G_{F_0})| < 2|W|\},
\]

and

\[
\mathcal{B}_i(G, F_0) := \{∃W ⊆ [n] \text{ such that } |N_{G ∩ G_{F_0}}(W)| ≤ 7|W| \text{ and } W ∪ N_G(W) \text{ is connected in } G\}.
\]

The above events are used in the analysis of DCerHAM in the following manner. \( K = V_0(G ∩ G_{F_0}) \). Thus \( \mathcal{E}_s(G, F_0) \) states that \(|K| ≥ s\), while \( \mathcal{E}_{exp}(G, F_0) \) implies that we have identified a medium
size non-expanding set in $G[V(G) \setminus K]$, $S_i \setminus K$ is such a set. Once again, the event $A_i$ corresponds to the unlikely event that we have identified a non-expanding set of size $i$, now in $G[V(G) \setminus K]$. Finally, the events $B_i(G, F_0)$, $i \leq 0.03n$ are used to upper bound the expected running time of CoverAndAdjust, say $T$. We will bound $T$ by a function that depends on the largest component spanned by $S_t \cup N_{G_R}(S_t)$, say $C$, as opposed to the size of $S_t$. It will turn out that if $|C| = i$ then the event $B_i(G, F_0)$ occurs.

We upper bound the probability of the above events occurring at the following Lemma. Its proof is located at Appendix B.

**Lemma 5.1.** Let $\frac{5000}{n} \leq p \leq \frac{500 \log \log n}{n}$, $G \sim G(n, p)$, $G' = H_n$ and $F_0 = E(G) \cap E(G')$. Then for $1 \leq i \leq 0.02n$, $\frac{\log n}{100} \leq j \leq 0.03n$ and $\frac{n}{\log^2 n} \leq s \leq 0.01n$ the following hold.

\[
\Pr(\mathcal{E}_s(G, F_0)) \leq \left( \frac{en}{s} \right) \left( \frac{0.1 \exp}{5} \right)^5 e^{-0.09np} \right)^s, \quad \Pr(\mathcal{E}_s(G, F_0) \cup \mathcal{E}_{0.01n}) \leq 2^{-1.1n}, \quad (6)
\]

\[
\binom{n}{i} \Pr(A_i(G, F_0)) = O(1) \quad \text{and} \quad j^72^{3j} \Pr(B_j(G, F_0)) \leq e^{-100j}. \quad (7)
\]

In place of Lemma 3.3, we have the following one.

**Lemma 5.2.** Let $G$ be a graph on $[n]$ and $F_0$ be an edge set on $[n]$ with the property $(G, F_0) \in \mathcal{R}$. In addition let $G_1 = ([n], F_0 \cap E(G))$. Let $t$ be the larger $i$ such that the set $S_i$ is defined by CerHAM$(G, F_0)$ and $S_0, S_1, \ldots, S_t$ be the corresponding sets. Then, $|N_{G_1}(S_t \setminus K) \setminus K| < 2|S_t \setminus K|$. In addition, if the events $\mathcal{E}_{\text{exp}}(G, F_0), \mathcal{E}_{0.01n}(G, F_0)$ do not occur then $|S_t \setminus K| \leq 0.02n$. Furthermore,

\[
t \leq \log_2 \left( \frac{|S_t| - |S_0|}{|S_1| - |S_0|} \right) + 1. \quad (8)
\]

Finally, if CerHAM exits the while-loop and $|S_t| < 0.25n$ then,

\[
\sum_{i=1}^{0.01n^2} X_i \leq 2t|S_0| + 4|S_t| + n. \quad (9)
\]

**Proof.** The proof of Lemma 5.2 is almost identical to the proof of Lemma 3.3. Here we only present only parts of the proof of (9).

Write $\mathcal{E}_{\text{exp}}$ and $\mathcal{E}_{0.01n}$ for the events $\mathcal{E}_{\text{exp}}(G, F_0)$ and $\mathcal{E}_{0.01n}(G, F_0)$ respectively. As in the proof of (4) one has $2(|S_i| - |S_0|) = 2|S_i \setminus S_0| < |S_{i+1} \setminus S_0| = |S_{i+1}| - |S_0|$ for $0 \leq i < t$ and

\[
0 < n + \sum_{i=1}^{t} Y_i - \sum_{j=1}^{0.01n^2} X_i \leq n + 2 \sum_{i=1}^{t} |S_i| - \sum_{i=1}^{0.01n^2} X_i \leq n + 2t|S_0| + 2 \sum_{i=1}^{t} (|S_i| - |S_0|) - \sum_{i=1}^{0.01n^2} X_i \leq n + 2t|S_0| + 2 \sum_{i=1}^{t} 2^{-i+t} (|S_i| - |S_0|) - \sum_{i=1}^{0.01n^2} X_i \leq n + 2t|S_0| + 4|S_t| + 2 \sum_{i=1}^{0.01n^2} X_i.
\]

**Lemma 5.3.** Let $G$ be a graph on $[n]$ and $F_0$ be an edge set on $[n]$ with the property $(G, F_0) \in \mathcal{R}$. If the event $\neg \mathcal{E}_{\text{exp}}(G, F_0) \land \neg \mathcal{E}_{0.01n}(G, F_0)$ occurs then $\sum_{i=1}^{0.01n^2} X_i \leq 2n$. 
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\[\text{Proof.}\] Write \(\mathcal{E}_{\text{exp}}\) and \(\mathcal{E}_{0.01n}\) for the events \(\mathcal{E}_{\text{exp}}(G, F_0)\) and \(\mathcal{E}_{0.01n}(G, F_0)\) respectively. Let \(S_0, S_1, \ldots, S_t\) be as in the previous lemma, \(G_1 = ([n], E(G) \cap F_0)\) and \(K = V_0(G_1)\).

First assume that the event \(\neg \mathcal{E}_{\text{exp}} \land \neg \mathcal{E}_{0.01n} \land \{|K| < \frac{n}{10 \log_2 n}\}\) occurs. Then \(K = S_0\). In addition, by Lemma 5.2, we have that in the event \(\neg \mathcal{E}_{\text{exp}} \land \neg \mathcal{E}_{0.01n}\) the set \(S_t\) has size at most 0.02n and \(t \leq \log_2 |S_t| + 1\). Hence (9) gives,

\[
\sum_{i=1}^{0.01n^2} X_i < 2t|S_0| + 4|S_1| + n \leq 2(\log_2 n + 1) \cdot \frac{n}{10 \log_2 n} + 0.08n + n \leq 2n.
\]

On the other hand, if the event \(\neg \mathcal{E}_{\text{exp}} \land \neg \mathcal{E}_{0.01n} \land \{|K| \geq \frac{n}{10 \log_2 n}\}\) occurs then the algorithm \(\text{FindSparse}(G, G_1, E(G_1), K)\) is executed. Upon termination of \(\text{FindSparse}(G, G_1, E(G_1), K), S = S_0\) and there does not exists a subset \(Q\) of \([n] \setminus S_0\) of size at most \(|S_0|\) with the property that \(|N_{G_1}(Q) \setminus S_0| < 2|Q \setminus S_0|\). Since \(W_1\) has this property we have that \(|W_1| \geq |S_0|\) and \(|S_t| = |S_1 \setminus S_0| \geq |W_1| \geq |S_0|\). (8) implies that

\[
t \leq \log_2 \left(\frac{|S_t| - |S_0|}{|S_1| - |S_0|}\right) \leq \log_2 \left(\frac{0.02n}{|S_0|}\right).
\]

Recall that \(|S_0| \leq |S_t| \leq 0.02n\) in the event \(\neg \mathcal{E}_{\text{exp}} \land \neg \mathcal{E}_{0.01n}\), thus combining the above inequality with (9) we get,

\[
\sum_{i=1}^{0.01n^2} X_i < 2n \cdot \max \left\{ x \log_2 \left(\frac{0.02}{x}\right) : 0 \leq x \leq 0.02\right\} + 4 \cdot 0.02n + n < 2n.
\]

\[\square\]

For a graph \(G\) on \([n]\) and an edge set \(F_0\), let \(T(G, F_0)\) be the running time of \(\text{DCerHAM}(G, F_0)\). In addition let \(T_B(G, F_0)\) be the portion of the running time of \(\text{DCerHAM}\) spend on executing \(\text{FindSparse}, \text{executing \text{CoverAndAdjust}(G_R, S_i, \mathcal{P})\ for\ pairs \((G_R, S_i)\) such\ that\ the\ maximum\ subset \(C\ of \(S_i\ with\ the\ property\ that \(C \cup N_{G_R}(C)\ is\ connected\ in \(G_R\ has\ size\ at\ least\ \log n/10, and\ executing\ line\ 22\ of \text{CerHAM}.\ Finally, we let \(T_A(G, F_0) = T(G, F_0) - T_B(G, F_0)\). Recall, given a set of edges \(F_0\) and a graph \(G\) on \([n]\) the event \(\mathcal{E}_{\text{count}}(G, F_0)\) is defined by,

\[\mathcal{E}_{\text{count}}(G, F_0) = \{\text{count reaches the value of 0.01n}^2\ at\ the\ execution\ of\ \text{CerHAM}(G, F_0)\}\]

In place of Lemma 3.4 we have the following one.

**Lemma 5.4.** Let \(G\) be a graph on \([n]\) and \(F_0\) be an edge set on \([n]\) with the property \((G, F_0) \in \mathcal{R}\). Then

\[T_A(G, F_0) = O(n^7)\]

and

\[
\mathbb{E}(T_B(G, F_0)) = O \left( n^7 2^n \Pr(\mathcal{E}_{\text{exp}}(G, F_0) \lor \mathcal{E}_{\text{count}}(G, F_0) \lor \mathcal{E}_{0.01n}(G, F_0)) \right)
\]

\[+ \sum_{i=\log n \text{ to } n} i^4 \binom{n}{i} \Pr(|K| = i) + \sum_{i=0}^{0.02n} i^4 \binom{n}{i} \Pr(A_i(G, F_0))
\]

\[+ \sum_{i=\log n \text{ to } n} n^2 i^6 2^{3i} \Pr(A_i(G, F_0)) + \sum_{i=\log n \text{ to } n} n^2 i^6 2^{3i} \Pr(B_i(G, F_0)) \right) .
\]
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Proof. Recall $K = V_0(G \cap G_F)$. Write $\mathcal{E}_{\exp}, \mathcal{E}_{0.01n}, \mathcal{E}_{\text{count}}, A_i$ and $B_i$ for the events $\mathcal{E}_{\exp}(G, F_0), \mathcal{E}_{0.01n}(G, F_0), \mathcal{E}_{\text{count}}(G, F_0), A_i(G, F_0)$ and $B_i(G, F_0)$ respectively. Let $G_1 = ([n], E(G) \cap F_0)$.

$T_A(G, F_0)$ accounts for the running time spent on identifying $K$ (this can be done in $O(n^2)$ time), running CerHAM modulo lines 7, 8 and 22 (this can be done in $O(n^3)$ time - see the proof of Lemma 3.4, and executing CoverAndAdjust$(G_R, S_i, \mathcal{P})$ for pairs $(G_R, S_i)$ such that the maximum subset $C$ of $S_i$ with the property that $C \cup N_{G_R}(C)$ is connected in $G_R$ has size less than $\log n/10$. CoverAndAdjust may be executed at most $t + 1 \leq n + 1$ times. At each execution, at most $n$ components that intersect the set $S_i$ in at most $\log n/10$ vertices are considered. Thus each iteration takes $O(n^2 \cdot \log n \log n) = O(n^2)$ (see last paragraph of Section 2). Therefore, $T_A(G, F_0) = O(n^7)$.

For estimating $\mathbb{E}(T_B(G, F_0))$, first recall from Lemma 3.4 that $T_B(G, F_0) = O(n^7 \cdot 2^n)$. Therefore, the first line of (10) accounts for $\mathbb{E}(T_B \cdot (\mathcal{E}_{\exp}(G, F_0) \lor \mathcal{E}_{\text{count}}(G, F_0) \lor \mathcal{E}_{0.01n}(G, F_0)))$. If the event $\mathcal{E}_{\exp}(G, F_0) \lor \mathcal{E}_{\text{count}}(G, F_0) \lor \mathcal{E}_{0.01n}(G, F_0)$ does not occur then $|K| \leq 0.01n$ and $|S_i \setminus K| \leq 0.02n$.

The second line of (10) accounts for the running time of FindSparse in the events $n / (10 \log n) \leq |K| \leq 0.01n$ and $|S_i \setminus K| \leq 0.02n$ respectively. Finally, the last line accounts for the running time of CoverAndAdjust$(G_R, S_j, \mathcal{P})$ for pairs $(G_R, S_j)$ such that the maximum subset $C$ of $S_j$ with the property that $C \cup N_{G_R}(C)$ is connected in $G_R$ has size at least $\log n/10$. Let $C$ be a maximum such set over the pairs $(G_R, S_j)$ and $|C| = i$. Then CoverAndAdjust may be executed at most $n + 1$ times, and at each execution at most $n$ components are considered; this yield a running time of $n^2 \cdot 62^{3i}$. Now either $A_i$ occurs or $\neg A_i$. If $\neg A_i$ occurs we may partition $C$ into the sets $C_1 = C \cap V_0(G_1)$ and $C_2 = C \setminus C_1$. Observe that due to the maximality of $C$ and the fact that $K \subseteq S_i$ we have that no vertex in $K \setminus C_1$ is adjacent to $C$, thus $|N_{G_i}(C_1)| \leq 5|C_1|$. In addition $C_2 \subseteq S_i \setminus K$. As $\neg A_i$ occurs the set $S_i \setminus K$ has size less than $i$. Therefore, $|N_{G_i}(C_2)| \leq |N_{G_i}(S_i \setminus K)| < 2|S_i \setminus K| \leq 2i$. Hence $|N_{G_i}(C)| \leq |N_{G_i}(C_1)| + |N_{G_i}(C_2)| \leq 5|C_1| + 2i \leq 5|C_1| + 2i = 7i$, i.e the event $B_i(G, F_0)$ occurs. 

**Lemma 5.5.** Let $G \sim G(n, p)$, $G' = H_n$ and $F_0 = E(H_n)$. Then, $\mathbb{E}(T_B(G, F_0)) = O(n)$ for $\frac{500 \log \log n}{n} \leq p \leq \frac{100 \log n}{n}$.

Proof. Write $\mathcal{E}_{\exp}, \mathcal{E}_{0.01n}, \mathcal{E}_{\text{count}}, A_i$ and $B_i$ for the events $\mathcal{E}_{\exp}(G, F_0), \mathcal{E}_{0.01n}(G, F_0), \mathcal{E}_{\text{count}}(G, F_0), A_i(G, F_0)$ and $B_i(G, F_0)$ respectively. In addition, let $G_1$ and $K$ be as at the beginning of this subsection. Lemma 4.1 implies that $(G, F_0) \in \mathcal{R}$. Thus it suffices to verify that the expression given by (10) is equal to $O(n)$. This will follow from equations (7), (11) and (12).

Recall (6) states, $\Pr(\mathcal{E}_{\exp} \lor \mathcal{E}_{0.01n}) = O(2^{-1.1n})$. Thereafter Lemma 3.3 states that in the event $\neg \mathcal{E}_{\exp} \land \neg \mathcal{E}_{0.01n}$ one has $\sum_{i=1}^{0.01n^2} X_i \leq 2n$. As $X_i = 1$ with probability $p$ independently of $X_1, ..., X_{i-1}$ the Chernoff bounds give,

$$
\Pr(\mathcal{E}_{\exp} \lor \mathcal{E}_{0.01n} \lor \mathcal{E}_{\text{count}}) \leq \Pr(\mathcal{E}_{\exp} \lor \mathcal{E}_{0.01n}) + \Pr(\neg \mathcal{E}_{\exp} \land \neg \mathcal{E}_{0.01n} \land \mathcal{E}_{\text{count}})
\leq O(2^{-1.1n}) + \Pr(\text{Bin}(0.01n^2, p) \leq 2n) = O(2^{-1.1n}).
$$

(11)

Using (6), for $p \geq (500 \log \log n)/n$,

$$
\sum_{i=\frac{0.01n}{10 \log n}} \binom{n}{i} \Pr(|K| = i) \leq \sum_{i=\frac{0.01n}{10 \log n}} i \left(\frac{en}{i}\right)^i \left(\frac{0.1np}{5}\right)^5 e^{-0.09np}
\leq \sum_{i=\frac{0.01n}{10 \log n}} i \left(\frac{n}{i}\right)^2 (0.1np)^5 e^{-0.09np}
$$

(12)
Let $E$ the CerHAM algorithm with the two alterations given in the previous section. Following lemma. Its proof is located at Appendix C. We let $\Pr(V|G,E)$ of subsets of $V$. That is for $\Omega \in \mathbb{R}$ model. That is for $\Omega \in \mathbb{R}$ by implementing an algorithm for prepossessing $G$.

Lemma 6.1. Let $\Omega \in \mathbb{R}$ with $\Omega \in \mathbb{R}$ feature can be detected in $O(n^2)$ time. In the event that $\delta(G(n,p)) \geq 2$ we can initialize DCerHam by implementing an algorithm for prepossessing $G$ that runs in time inversely proportional to $\Pr(\delta(G) \geq 2)$. Thus it becomes crucial to upper bound $\Pr(\delta(G) \geq 2)$. This can be done using the following lemma. Its proof is located at Appendix C. We let $G(n,m)$ be the uniform random graph model. That is for $m, n \in \mathbb{N}$ if $G \sim G(n,m)$ then $G$ is distributed uniformly over all the graphs on $[n]$ with $m$ edges.

**Lemma 6.1.** Let $m = O(n \log \log n)$ and $G \sim G(n,m)$. Then,

$$\Pr(\delta(G_{n,m}) \geq 2) \leq n e^{-2m} \frac{2m}{n}. \tag{13}$$

6 The DCerHAM algorithm in the sparse regime

6.1 Minimum degree 2

De facto, if $G \sim G(n,p)$ does not have minimum degree 2 then $G$ is not Hamiltonian. Such a feature can be detected in $O(n^2)$ time. In the event that $\delta(G(n,p)) \geq 2$ we can initialize DCerHam by implementing an algorithm for prepossessing $G$ that runs in time inversely proportional to $\Pr(\delta(G) \geq 2)$. Thus it becomes crucial to upper bound $\Pr(\delta(G) \geq 2)$. This can be done using the following lemma. Its proof is located at Appendix C. We let $G(n,m)$ be the uniform random graph model. That is for $m, n \in \mathbb{N}$ if $G \sim G(n,m)$ then $G$ is distributed uniformly over all the graphs on $[n]$ with $m$ edges.

**Lemma 6.1.** Let $m = O(n \log \log n)$ and $G \sim G(n,m)$. Then,

$$\Pr(\delta(G_{n,m}) \geq 2) \leq n e^{-2m} \frac{2m}{n}. \tag{13}$$

6.2 Analysis of DCerHam - the sparse regime

Given a graph $G$ and a set of edges $F_0$ such that $(G, F_0) \in \mathcal{R}$ the DCerHAM algorithm executes the following steps. First, it checks if the minimum degree of $G$ is 2. If it is not, then it returns that $G$ is not Hamiltonian. Else it lets $G_1 = ([n], F_0 \cap E(G))$, $c = \max \{|E(G)|/n, 400\}$ and generates $K = V_0(G_1)$. Thereafter if $|S| \leq \frac{100 \log n}{2}$, then it sets $w = e^{-2c}n$; else it sets $w = c^{-2}n$. Then it runs FindSparse($G[V(G) \setminus K], G_1[V(G) \setminus K], E(G_1), \emptyset$) with the twist that at line 4 it lets $Q$ be the set of subsets of $V(G) \setminus S$ of size at most $\max \{|w, |S||$ and lets $G', F', S = \text{FindSparse}(G[V(G) \setminus K], G_1[V(G) \setminus K], E(G_1), \emptyset)$. It sets $S_0 = K \cup S$ and implements CoverAndAdjust and finds an FPP $\mathcal{P}_0$ that covers $S_0$ or outputs that $G$ is not Hamiltonian. Finally, it continues and executes the CerHAM algorithm with the two alterations given in the previous section.

Let $E_K$ be the event that $K > \frac{100 \log n}{2}$. In place of Lemma 5.3 we have the following one.

**Lemma 6.2.** Let $G$ be a graph on $[n]$ and $F_0$ be an edge set on $[n]$ with the property $(G, F_0) \in \mathcal{R}$. If the event $E_{\exp}(G, F_0) \land E_{0.01n}(G, F_0) \land E_K$ occurs then $\sum_{i=1}^{0.01n^2} X_i \leq 2n$. 
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Proof. Write $\mathcal{E}_{exp}$ and $\mathcal{E}_{0.01n}$ for the events $\mathcal{E}_{exp}(G, F_0)$ and $\mathcal{E}_{0.01n}(G, F_0)$ respectively. Let $G_1 = ([n], E(G) \cap F_0)$ and $K = V_0(G_1)$. Let $S_0, S_1, \ldots, S_t$ be as in Lemma 5.3.

First, in the event $\neg \mathcal{E}_{exp} \land \neg \mathcal{E}_{0.01n} \land \mathcal{E}_K \land \{ |K| \leq \frac{10n}{c^2} \} \land \{ |S_0| < 1.01|K| \}$ as $|K| \leq \frac{10n}{c^2}$ upon termination of FindSparse$(G[V(G) \setminus k], G_1[V(G) \setminus K], E(G_1), w)$ there does not exists a subset $Q$ of $[n] \setminus S_0$ of size at most $\max\{ e^{-2cn}, |S_0 \setminus K| \} \geq e^{-2n}$ with the property that $|N_{G_1}(Q) \setminus S_0| < 2|Q \setminus S_0|$. Since $W_1$ has this property we have that $|S_1| - |S_0| = |S_1 \setminus S_0| \geq |W_1| \geq e^{-2cn}$. (8) implies that $t \leq \log_2 \left( \frac{0.03n}{e^{2cn}} \right) + 1 \leq 2c \log^{-1} 2$. Substituting this last inequality into (9), as $c \geq 400$, $|S_0| < 1.01|K| \leq \frac{10n}{c^2}$ and $|S_t| \leq 0.03n$, we get that,

$$
\sum_{i=1}^{0.01n^2} X_i < 2 \cdot (2c \log^{-1} 2) \cdot \frac{10.1n}{c^2} + 4 \cdot 0.03n + n < 2n.
$$

Similarly, in the event $\neg \mathcal{E}_{exp} \land \neg \mathcal{E}_{0.01n} \land \mathcal{E}_K \land \{ |S_0| > 1.01|K| \} \land \{ |S_0| < 1.01|K| \}$ we have that $|S_0| < 1.01|K| \leq \frac{10n}{c^2}$, $|S_1| - |S_0| = |S_1 \setminus S_0| \geq |W_1| \geq |K| \geq \frac{10n}{c^2}$ and $t \leq \log_2 \left( \frac{0.03n}{0.01|S_0|} \right) = \log_2 0.003e^2$. Therefore,

$$
\sum_{i=1}^{0.01n^2} X_i \leq 2 \cdot \log_2(0.003e^2) \cdot \frac{10.1n}{c} + 0.12n + n \leq \frac{20.2n \log_2(0.003 \cdot 400^2)}{400} + 1.12n \leq 2n.
$$

At the second inequality we used that the function $x^{-1} \log_2(x)$ is decreasing for $x \geq c \geq 400$.

Finally in the event $\neg \mathcal{E}_{exp} \land \neg \mathcal{E}_{0.01n} \land \mathcal{E}_K \land \{ |S_0| > 1.01|K| \}$ we have that upon termination of FindSparse$(G[V(G) \setminus k], G_1[V(G) \setminus K], E(G_1), w)$ there does not exists a subset $Q$ of $[n] \setminus S_0$ of size at most $S_0 \setminus K$ with the property that $|N_{G_1}(Q) \setminus S_0| < 2|Q \setminus S_0|$. Since $W_1$ has this property we have that $|S_1| - |S_0| = |S_1 \setminus S_0| \geq |S_0 \setminus K| \geq 0.01|S_0|$. (8) implies that $t \leq \log_2 \left( \frac{0.03n}{0.01|S_0|} \right)$.

Substituting this last inequality into (9), give,

$$
\sum_{i=1}^{0.01n^2} X_i \leq 2 |S_0| \cdot \log_2 \left( \frac{3n}{|S_0|} \right) + 1.12n \leq 2 \max\{ x(\log_2 3x^{-1}) : 0 \leq x \leq 0.03 \} n + 1.12n < 2n.
$$

In all 3 cases we have that $\sum_{i=1}^{0.01n^2} X_i \leq 2n$.

\[ \square \]

For a graph $G$ we define the event $\mathcal{E}_{\delta \geq 2}(G) = \{ \delta(G) \geq 2 \}$. Let $T(G, F_0)$ be the running time of DCerHAM$(G, F_0)$, let $T_B(G, F_0)$ be the portion of the running time of DCerHAM spend on executing FindSparse, executing CoverAndAdjust$(G_R, S_i, \mathcal{P})$ for pairs $(G_R, S_i)$ such that the maximum subset $C$ of $S_i$ with the property that $C \cup N_{G_R}(C)$ is connected in $G_R$ has size at least $\log n/10$, and executing line 22 of CerHAM. Finally, we let $T_A(G, F_0) = T(G, F_0) - T_B(G, F_0)$. In place of Lemma 5.4 we have the following one.

Lemma 6.3. Let $G$ be a graph on $[n]$ and $F_0$ be an edge set on $[n]$ with the property $(G, F_0) \in \mathcal{R}$. Let $G_1 = ([n], E(G) \cap F)$ and $c = n|E(G_1)|/(n - 1)$. Then, with

$$
\mathcal{E}_{bad}(G, F_0) = \mathcal{E}_{exp}(G, F_0) \lor \mathcal{E}_{count}(G, F_0) \lor \mathcal{E}_{0.01n}(G, F_0) \lor \mathcal{E}_K \lor \{ 2|E(G)|/n < 400 \},
$$

we have that $T_A(G, F_0) = O(n^7)$ and
Lemma 4.1 implies that

\[ E(T_B(G, F_0)) = O\left(n^{7/2} \Pr(E_{Bad}(G, F_0)) + \sum_{i=0}^{0.02n} i^4 \binom{n}{i} \Pr(A_i(G, F_0)) \right. \]

\[ + \sum_{i=\log n}^{0.03n} n^{2-6} \Pr(A_i(G, F_0)) + \sum_{i=0}^{0.03n} n^{2-6} \Pr(B_i(G, F_0)) \]

\[ + \sum_{\ell=400}^{n} n^3 \left( \frac{n}{e^{-2\ell}} \right) \Pr\left( \left| K \right| \leq \frac{10n}{\ell^2} \right) \wedge E_{\delta \geq 2}(G) \wedge \{ c = \ell \} \]

\[ + \sum_{\ell=400}^{n} n^3 \left( \frac{n}{100 \ell^2} \right) \Pr\left( \left| K \right| \leq \frac{10n}{\ell^2} \wedge \{ c = \ell \} \right) \right). \quad (14) \]

Proof. Write \( E_{\delta \geq 2}, E_{exp}, E_{0.01n}, E_{count}, A_i \) and \( B_i \) for the events \( E_{\delta \geq 2}(G), E_{exp}(G, F_0), E_{0.01n}(G, F_0), E_{count}(G, F_0), A_i(G, F_0) \) and \( B_i(G, F_0) \) respectively. It takes \( O(n^2) \) time to check whether \( \delta(G) \geq 2 \). Thereafter the upper bound on \( T_A \) follows as in the proof of Lemma 5.4.

The justification of the first two lines of (14) is almost identical to the justification of (10), given in the proof of Lemma 5.4. The last two lines account for the running time of FindSparse in the event \( \neg E_{Bad} \wedge \{|S_0 \setminus K| \leq w\} \). In this event \( c \geq 400 \) and \( |K| \leq 10n/c \). Thereafter if \( |K| \leq 10n/c^2 \) then the DCerHAM algorithm sets \( w = ne^{-2c} \). Else it sets \( w = 10n/c^2 \). In both cases, at its first execution, FindSparse examines sets of size up to \( \max\{w, |S_0 \setminus K|\} = w \) and therefore runs in \( O(w^3(n/w)) = O(n^3(n/w)) \) time.

Lemma 6.4. Let \( G \sim G(n, p), G' = E(H_n) \) and \( F_0 = E(H_n) \). Then, \( E(T_B(G, F_0)) = O(n) \) for \( \frac{5000}{n} \leq p \leq \frac{500 \log \log n}{n} \).

Proof. Lemma 4.1 implies that \( (G, F_0) \in \mathcal{R} \). Write \( E_{\delta \geq 2}, E_{exp}, E_{0.01n}, E_{count}, A_i \) and \( B_i \) for the events \( E_{\delta \geq 2}(G), E_{exp}(G, F_0), E_{0.01n}(G, F_0), E_{count}(G, F_0), A_i(G, F_0) \) and \( B_i(G, F_0) \) respectively. In addition let \( G_1 = \langle \{n\}, E(G) \cap F_0 \rangle \).

Lemma 4.1 implies that \( H_n \) spans at least \( 0.05n^2 \) and at most \( 0.0505n^2 + o(n^2) \) edges and therefore \( |E(G_1)| \sim Bin(\alpha(n/2), p) \) for some \( a \in [0.1, 0.102] \). [2], [1] give,

\[ \Pr(|c - 0.1np| > 0.01np) \leq 2e^{-0.08n} \leq 2e^{-0.8n} \leq 2^{-1.1n}. \]

In particular \( \Pr(c < 400) = O(2^{-1.1n}) \). Thereafter, using (7), we have,

\[ \Pr(E_K) \leq \Pr(E_K \wedge \{|c - 0.1np| \leq 0.01np\}) + \Pr(|c - 0.1np| > 0.01np) \leq \Pr\left(E_{0.1np}\right) + 2^{-1.1n} \]

\[ \leq \left( \left( \frac{n}{100 \ell^2} \right) (0.1np)^{5} e^{-0.09np} \right) \frac{10n}{\ell^{1.1np}} + 2^{-1.1n} \leq \left( 500^6 e^{-450} \right) \frac{20n}{\ell^{1.1np}} + 2^{-1.1n} = O(2^{-1.1n}). \]

In addition to the above, [6] states that \( \Pr(E_{exp} \cup E_{0.01n}) = O(2^{-1.1n}) \); hence as in the proof of Lemma 5.5 one has \( \Pr(E_{Bad}) = O(2^{-1.1n}) \). Therefore, as in the proof of Lemma 5.5 one has,

\[ O\left(n^{7/2} \Pr(E_{Bad}(G, F_0)) + \sum_{i=0}^{0.02n} i^4 \binom{n}{i} \Pr(A_i(G, F_0)) \right) \]
\[ + \sum_{i=\log n}^{0.02n} n^2 i^2 3i^2 \Pr(A_i(G, F_0)) + \sum_{i=\log n}^{0.03n} n^2 i^2 3i^2 \Pr(B_i(G, F_0)) = O(n). \quad (15) \]

Thereafter,
\[
\sum_{\ell=400}^{n} n^3 \left( \frac{n}{ne^{-2\ell}} \right) \Pr \left( \left\{ |K| \leq \frac{10n}{\ell^2} \right\} \wedge \mathcal{E}_{\delta \geq 2} \wedge \{ c = \ell \} \right) \leq \sum_{\ell=400}^{n} n^3 \left( \frac{n}{ne^{-2\ell}} \right) \Pr \left( \mathcal{E}_{\delta \geq 2} \wedge \{ c = \ell \} \right)
\]
\[
\leq \sum_{\ell=400}^{n} n^3 e^{(2\ell+1)e^{-2\ell}} n e^{-\ell e^{-\left(1+o(1)\right)}} n = O(n).
\quad (16)\]

Finally, as 400 < 0.09np and \(|K| = i\) \(\subseteq\mathcal{E}_s = \mathcal{E}_s(G, F_0)\) for \(j \leq s\), using (6) we get,
\[
\sum_{\ell=400}^{n} n^3 \left( \frac{n}{10n e^{-2\ell}} \right) \Pr \left( \left\{ |K| \leq \frac{10n}{\ell^2} \right\} \right) \\
\leq n^3 2^n \Pr(|c - 0.1np| \geq 0.01np) + \sum_{\ell=400}^{n} n^3 \left( \frac{n}{10n e^{-2\ell}} \right) \Pr \left( \mathcal{E}_{10n} \wedge \{ \ell \in [0.09np, 0.11np] \} \right)
\]
\[
\leq 1 + n^4 \left( \frac{n}{10n e^{-2\ell}} \right) \Pr \left( \mathcal{E}_{10n} \wedge \{ \ell \in [0.09np, 0.11np] \} \right)
\]
\[
\leq 1 + \max \left\{ n^4 \left( \frac{(0.09x)^2 e}{10} \right) \left( \frac{10n}{0.11x^2} \right)^2 \cdot \left( \frac{en}{10n} \left( \frac{0.1lx}{5} \right) \right)^5 e^{-0.09x} : x \geq 5000 \right\}
\]
\[
\leq 1 + n^4 \max \left\{ (e^{10}(0.1x)^{10} e^{-0.09x}) \left( \frac{10n}{0.11x^2} \right)^2 : x \geq 5000 \right\} \leq 2. \quad (17)
\]

Equations (14), (15), (16) and (17) imply that \(T_B(G, F_0) = O(n)\) for \(5000 \leq p \leq \frac{5000}{n} \log \log n\). \[\square\]

**Proof of Theorem 1.3** for \(\frac{5000}{n} \leq p \leq \frac{5000 \log \log n}{n}\): At the execution of DCerHAM\((G)\), Lemma 4.1 implies that \((G, F_0) \in R\). Then, the decomposition of the expected running time of DCerHAM\((G)\) follows from lemmas 6.3 and 6.4. \[\square\]

### 7 Conclusion

We have introduced and analysed DCerHAM, an algorithm that solves HAM in \(O \left( \frac{n}{p} \right)\) expected running time over the input distribution \(G \sim G(n, p)\) for \(p \geq \frac{5000}{n}\). The value \(p = \frac{5000}{n}\) has not been optimized; however we believe that new ideas are needed to extend it pass the value \(\frac{100}{n}\).
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Appendices

A A Family of Pseudorandom Graphs

A graph $G$ is a strongly regular graph with parameters $(n, d, \eta, \mu)$ if (i) $G$ is a $d$-regular graph on $n$ vertices, (ii) for every $x, y \in V(G)$ if $xy \in E(G)$ then $x$ and $y$ have exactly $\eta$ common neighbors and (iii) for every $x, y \in V(G)$, $x \neq y$ if $xy \notin E(G)$ then $x$ and $y$ have exactly $\mu$ common neighbors.

For the proofs of the following Lemmas and some further reading on pseudorandom and strongly regular graphs see [22].

Lemma A.1. Let $G$ be a connected strongly regular graph with parameters $(n, d, \eta, \mu)$. Then $G$ has only 3 distinct eigenvalues $\lambda_1, \lambda_2, \lambda_3$ which are given by,
• $\lambda_1 = d$,
• $\lambda_2 = \frac{1}{2} \left( \eta - \mu + \sqrt{(\eta - \mu)^2 + 4(d - \mu)} \right)$ and
• $\lambda_3 = \frac{1}{2} \left( \eta - \mu - \sqrt{(\eta - \mu)^2 + 4(d - \mu)} \right)$.

For a graph $G$ and disjoint sets $U, W \subseteq V(G)$ we let $e(U, W)$ be the number of edges with an endpoint in each $U, W$.

**Lemma A.2.** Let $G$ be a $d$-regular graph on $n$ vertices. Let $d = \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n$ be the eigenvalues of $G$. Let $\lambda = \max_{2 \leq i \leq n} |\lambda_i|$. Then for every two disjoint subsets $U, W \subseteq V(G)$,

\[
\left| e(U, W) - \frac{d|U||W|}{n} \right| \leq \lambda \sqrt{|U||W| \left( 1 - \frac{|U|}{n} \right) \left( 1 - \frac{|W|}{n} \right)}.
\]  

(18)

We now introduce a family of strongly regular graphs $H_{q,k}$ where $1 \leq k \leq q$ and $q$ is a prime power which we later use to construct $\{ H_n \}_{n \geq 1}$. This family is due to Delsarte and Goethals, and Turyn (see [22], [26]). Let $V_q$ be the elements of the two-dimensional vector space over $GF(q)$. Let $L$ be the set of $q + 1$ lines that pass through the origin and $L_k$ be a subset of $L$ of size $k$. We define $H_{q,k}$ as the graph on $V_q$ where two elements $x, y \in V_q$ form an edge if the line that passes through both $x$ and $y$ is parallel to a line in $L_k$. It is easy to check that $H_{q,k}$ is a $k(q - 1)$-regular graph on $q^2$ vertices. Every pair of neighbors shares exactly $(k - 1)(k - 2) + q - 1$ neighbors and every pair of non-adjacent vertices shares exactly $k(k - 1)$ neighbors. Thus $H_{q,k}$ is strongly regular with parameters $(q^2, k(q - 1), (k - 1)(k - 2) + q - 2, k(k - 1))$.

Now, for sufficiently large $n$ we construct the graph $H_n$ as follows: Let $q$ be the smallest prime between $\sqrt{n}$ and $2\sqrt{n}$. Let $k$ be the smallest integer larger than $0.1001q$ and let $H'_n = H_{q,k}$. Now let $H''_n$ be the subgraph of $H'_n$ spanned by the first $n$ vertices of $H'_n$ which we identify with $[n]$. Join every vertex of degree less than $0.1n$ in $H''_n$ to every vertex in $[0.1n + 1]$ and let $H_n$ be the resultant graph.

**Lemma A.3.** For sufficiently large $n$ there exists a graph $H_n$ on $[n]$ that can be constructed in $O(n^7)$ time and satisfies the following.

(a) For every pair of disjoint sets $U, W \subseteq [n]$ the number of edges spanned by $U \times W$ is at least $\frac{0.1|U||W|}{n} - n^{7/4}$ and at most $\frac{0.101|U||W|}{n} + n^{7/4}$

(b) $H_n$ has minimum degree $0.1n$.

(c) At most $n^{2/3}$ vertices in $[n]$ have degree larger than $0.101n$ in $H_n$.

**Proof.** Determining whether $a$ is a prime takes $O(a^2)$ time by doing a brute force search for divisors of $a$ in $\{2, ..., a - 1\}$. Thus determining the primes smaller or equal to $4\sqrt{n}$ can be done in $O(n)$, hence $H_n$ can be constructed in $O(n^7)$ time.

Part (b) follows from the construction of $H_n$. Let $S_n$ and $L_n$ respectively be the set of vertices of degree at most $0.1n$ and at least $0.1005n$ respectively in $H''_n$. 
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$H_{q,k}$ is strongly regular with parameters $(q^2, k(q - 1), (k - 1)(k - 2) + q - 2, k(k - 1))$, for some $k \in [0.1001q, 0.1002q]$. Thus, as $|(k - 1)(k - 2) + q - 2 - k(k - 1)| \leq q$, Lemma A.1 implies that $H_{q,k}$ has only 3 distinct eigenvalues $\lambda_1, \lambda_2, \lambda_3$ with $\lambda_1 = k(q - 1)$ and $|\lambda_2|, |\lambda_3| = O(q) = O(\sqrt{n})$. Hence (18) implies that for every pair of disjoint subsets $U, W$ of $V(H_n') \subseteq V(H_{q,k})$
\[ e_n''(U, W) - \frac{k(q - 1)|U||W|}{q^2} = O(n^{3/2}). \] (19)

As $k$ is the smallest integer larger than $0.1001q$ for significantly large $n$ we have that $0.1 \leq \frac{k(q - 1)}{q^2} \leq 0.1002q$. Taking $U = S_n$ and $W = [n] \setminus U$ in (19) we get that $|S_n| = O(n^{1/2})$ and $O(n^{3/2})$ edges are added to $H''_n$ to form $H_n$, hence (a) follows. Similarly, $|L_n| = O(n^{1/2})$. Finally as every vertex of $H_n$ of degree at least $0.101n$ either belongs to $L_n$ or is incident to at least $0.005n$ of the $O(n^{3/2})$ edges added to $H''_n$, we have that there exists $O(n^{1/2})$ such vertices.

## B Proof of Lemma 5.1

First, let recall Lemma 5.1

**Lemma B.1.** Let $\frac{5000}{n} \leq p \leq \frac{500\log\log n}{n}$, $G \sim G(n, p)$, $G' = H_n$ and $F_0 = E(G) \cap E(G')$. Then for $1 \leq i \leq 0.02n$, $\frac{\log n}{100} \leq j \leq 0.03n$ and $\frac{n}{\log n} \leq s \leq 0.01n$ the following hold.
\[ \Pr(\mathcal{E}_s(G, F_0)) \leq \left( \frac{en}{s} \right)^5 \left( \frac{0.1enp}{5} \right)^s e^{-0.09np} \]
\[ \Pr(\mathcal{E}_s(G, F_0) \lor \mathcal{E}_0.01n) \leq 2^{-1.1n}, \] (20)
\[ i^4 \left( \frac{n}{i} \right) \Pr(\mathcal{A}_i(G, F_0)) = O(1) \quad \text{and} \quad j^2 \left( \frac{3}{2} \right)^j \Pr(\mathcal{B}_j(G, F_0)) \leq e^{-100j}. \] (21)

**Proof.** Write $\mathcal{E}_x$, $\mathcal{E}_0.01n$, $\mathcal{A}_i$ and $\mathcal{B}_j$ for the events $\mathcal{E}_x(G, F_0)$,$\mathcal{E}_0.01n(G, F_0)$,$\mathcal{A}_i(G, F_0)$ and $\mathcal{B}_j(G, F_0)$ respectively. In addition let $G_1 = ([n], E(G) \cap F_0)$ and $\frac{n}{\log n} \leq s \leq 0.01n$. In the event $\mathcal{E}_s$ there exists a set $S \subseteq V(G_1)$ of size $s$ such that each vertex in $S$ has at most 5 neighbors in $[n] \setminus S$. Given a fixed set $S$, as $H_n$ has minimum degree $0.1n$ and $|S| \leq 0.01n$, each vertex in $S$ has at most 5 neighbors in $[n] \setminus S$ independently with probability at most
\[ \sum_{i=0}^{5} \left( \frac{0.09n}{i} \right) p^i (1 - p)^{0.09n - i} \leq \sum_{i=0}^{5} (1 + o(1)) \left( \frac{0.09np}{i} \right)^i e^{-0.09np} \leq \left( \frac{0.1enp}{5} \right)^5 e^{-0.09np}. \]

Therefore,
\[ \Pr(\mathcal{E}_s) \leq \left( \frac{n}{s} \right)^5 \left( \frac{0.1enp}{5} \right)^s e^{-0.09np} \leq \left( \frac{en}{s} \right)^5 \left( \frac{0.1enp}{5} \right)^s e^{-0.09np} \]
\[ \text{(22)} \]

implies,
\[ \Pr(\mathcal{E}_0.01n) \leq \left( 100e \left( \frac{500en}{5} \right)^5 e^{-450} \right)^0.01n \leq 2^{-2n}. \]

In the event $\mathcal{E}_x \land \neg \mathcal{E}_0.01$ there exists disjoint sets $A, B, S \subseteq V(G)$ such that (i) $V_0(G_1) \subseteq A$ and $|A| = 0.01n$, (ii) $|S| \in [0.02n, 0.27n]$ and (iii) $N_{G_1}(S) \setminus A \subseteq B$ and $|B| = 2|S|$. Lemma 4.1 states
that there exists at least $0.1s(n - (0.01n + 3s)) - n^{7/4}$ edges from $S$ to $[n \setminus (A \cup B \cup S)$. If (i) and (iii) occur, then none of these edges belongs to $G$. Therefore,

$$
\Pr(\mathcal{E}_{exp} \lor \mathcal{E}_{0.01n}) \leq \Pr(\mathcal{E}_{exp} \land \neg \mathcal{E}_{0.01n}) + \Pr(\mathcal{E}_{0.01n})
$$

$$
\leq \sum_{s=0.02n}^{0.27n} \binom{n}{0.01n} \binom{n}{2s} (1 - p)^{0.1s(0.99n-3s)} - n^{7/4} + 2^{-2n}
$$

$$
\leq \sum_{s=0.02n}^{0.27n} (100e)^{0.01n} \left( e^{e-(0.1+o(1))p(0.33n-s)} \right) 4^{1/3} s \left( 1 + \log \left( \frac{z}{n} \right) - \frac{\log 4}{z} - (0.1+o(1))np(0.33 - \frac{z}{n}) \right) + 2^{-2n}
$$

$$
= \sum_{s=0.02n}^{0.27n} e^{0.01n} \left( 1 + \log 100 + \frac{3e}{0.01n} \left( 1 + \log \left( \frac{z}{n} \right) - \frac{\log 4}{z} - (0.1+o(1))np(0.33 - \frac{z}{n}) \right) \right) + 2^{-2n} \leq 2^{-1.1n}.
$$

In the event $A_i \land \neg \mathcal{E}_{0.01n}$ let $W \subset V(G) \setminus V_0(G_1)$ be such that $i \leq |W| \leq 0.02n$ and $\left| N_{G_1}(W) \setminus V_0(G) \right| < 2|W|$. In addition let $Z = N_{G_1}(W) \setminus V_0(G)$ and $A \subset V_0(G_1)$ be maximal with the property that $A \cup W$ spans a forest in $G_1$ where each tree of this forest spans a vertex in $W$. Observe that $W \subset V(G) \setminus V_0(G_1)$ implies that each vertex in $W$ has at least 6 neighbors in $W \cup Z$ and therefore the set $W \cup Z$ spans at least $(6|W| + |Z|)/2 \geq 2|W| + (|Z| + 1 + |Z|)/2 \geq 2|W| + |Z| + 1$ edges. In addition, as $H_n$ has minimum degree $0.1n$, for each vertex $w \in W$ none of the at least $0.03n$ edges from $w$ to $V(G_1) \setminus (W \cup Z \cup A)$ appears in $G$. Finally, if we collapse $W$ into a single vertex $w^*$ we have that $A \cup \{w^*\}$ spans a tree in $G_1$. Recall the derivation of (22) and that $\Pr(\mathcal{E}_{0.01n}) \leq 2^{-2n}$ (both are used at the second inequality of the calculations below). For $i \leq 0.02n$ we have,

$$
i^4 \binom{n}{i} \Pr(A_i) \leq i^4 \binom{n}{i} \Pr(A_i \land \neg \mathcal{E}_{0.01n}) + i^4 \binom{n}{i} \Pr(\mathcal{E}_{0.01n})
$$

$$
\leq i^4 \binom{n}{i} \sum_{a=0}^{0.02n} \binom{n}{a} \binom{a+1}{2w} \binom{z+w}{2w+z+1} \left( 1 + (0.02np)^5e^{-0.09np} \right)^a
$$

$$
\times \sum_{w=1}^{0.02n} \sum_{z=0}^{2w} \left( \frac{en}{z+w} \right)^{z+w} \binom{1.1(z+w)}{2w+z+1} \left( 1 + (0.02np)^5e^{-0.09np} \right)^a
$$

$$
\leq i^4 \binom{n}{i} \sum_{a=0}^{0.02n} \binom{a+1}{2w} \binom{z+w}{2w+z+1} \left( 1 + (0.02np)^5e^{-0.09np} \right)^a
$$

$$
\times \sum_{w=1}^{0.02n} \sum_{z=0}^{2w} \left( en \right)^{z+w} \left( 1.1(z+w)p \right)^w e^{-0.03np} + 1
$$

$$
\leq i^4 \binom{n}{i} \sum_{w=1}^{0.02n} 2w(5000e)^3 \cdot 3.3wp \cdot e^{-150}w \leq 3i^5 \left( \frac{en}{i} \right)^i (ip \cdot e^{-120})^i \leq 2.
$$
Now let \( \log \frac{n}{100} \leq j \leq 0.03n \). In the event \( B_j \) we may identify disjoint sets \( X, W, Z \subset [n] \) such that (i) \( |W| = j \), (ii) \( Z = N_{G_1}(W) \) and \( |Z| \leq 7j \), and (iii) \( X \) is a minimum size subset of \( [n] \setminus (W \cup Z) \) with the property that \( X \cup W \cup Z \) is connected in \( G \). As \( W \cup Z \) spans at most \( j = |W| \) components in \( G_1 \), hence in \( G \) we have that (iii) implies, \( |X| \leq j - 1 \leq j \). Finally, Lemma 4.1 implies that there exist at least \( 0.09j(n - 9j) \geq 0.06nj \) edges from \( W \) to \( [n] \setminus (X \cup Z \cup W) \) none of which appears in \( G \). Therefore for \( (\log n)/100 \leq j \leq 0.03n \),

\[
\begin{align*}
&j^72^{3j} \Pr(B_j) \leq j^72^{3j} \sum_{j=0}^{7j} \sum_{x=0}^{j} \binom{n}{j} \binom{n}{z} \binom{n}{x} (j + z + x)^{j+z+x-2} p^{j+z+x-1} (1 - p)^{0.06nj} \\
&\leq j^72^{3j} \sum_{j=0}^{7j} \sum_{x=0}^{j} \left( \frac{en}{j + x + z} \right)^{j+z+x} (j + z + x)^{j+z+x-2} p^{j+z+x-1} (1 - p)^{0.065nj} \\
&\leq j^72^{3j} \sum_{j=0}^{7j} \sum_{x=0}^{j} p^{-1} \left( 8(\text{en})^9 e^{-0.06np} \right) \leq 7j^72^{3j} \left( 8(5000e)^9 e^{-300} \right)^j \leq 7j^7e^{-200j} \leq e^{-100j}.
\end{align*}
\]

At the last inequality, we used that \( j \geq (\log n)/100 \).

\[ \square \]

### C Minimum degree 2

Let \( G(n, m) \) be the uniform random graph model i.e. if \( G \sim G(n, m) \) then \( G \) is a graph chosen uniformly at random from all graphs on \( [n] \) with \( m \) edges. For \( m = O(n \log \log n) \) one can generate \( G_{n,m} \) via the following process (see [3]). Let \( X_1, X_2, \ldots, X_n \) be i.i.d random variables \( \text{Poisson}(\lambda) \) and \( M \) a multiset that contains \( X_i \) copies of \( v_i \). Let \( X = \sum_{i=1}^n X_i \) and \( A = a_1, a_2, \ldots, a_X \) be a random permutation of the elements in \( M \). In the event that \( X \) is even let \( G_A \) be the multi-graph on \( \{v_1, v_2, \ldots, v_n\} \) where the edge set is given by \( \{a_{2i-1}a_{2i} : 1 \leq i \leq X/2\} \). In the event that \( X = 2m \) and \( G_A \) is simple we have that \( G_A \) has the same distribution as \( G_{n,m} \). The probability of \( X \) being even, \( X = 2m \) and \( A \) being simple is larger than \( 1/n \) when \( \lambda = 2m/n \) and \( m = O(n \log \log n) \) (see [15], Chapter 11). Therefore,

\[
\Pr(\delta(G_{n,m}) \geq 2) = \Pr(\delta(G_A) \geq 2 | G_A \text{ is simple}, X = 2m) \\
= \Pr(\min\{X_1, X_2, \ldots, X_n\} \geq 2 | G_A \text{ is simple}, X = 2m) \\
\leq n \Pr(\min\{X_1, X_2, \ldots, X_n\} \geq 2) \leq n \left( 1 - \frac{2m}{n} e^{-2m/n} \right)^n \leq ne^{-2me^{-2m/n}}.
\]

This completes the proof of Lemma 6.1.