Analysis of big data processing technologies
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Abstract. This article describes large amounts of information. Examples of large volumes are provided and some of their processing technologies have been analyzed. The advantages and disadvantages of the methods of processing parallel processing technologies of large volumes of data processing, the methods of selection of newly selected methods of selection and models are considered. These methods are compared with the distributed technology of data processing. This article discusses a few of the large volumes of data processing principles. They are: the principle of horizontal measurements, the principle of inverse stability, and the principles of data positioning. On the basis of horizontal measurements, any data processing system is expanding, with data doubling. In contrast to the principle of horizontal stability, the number of machines should not be increased. In the location of data, the data is distributed to a large number of machines. If the data is located on a server and processed in another, the cost of data transmission may exceed the cost of processing. Therefore, the most effective principle of data processing is the principle of information location processing. It is desirable to recycle data in a machine that will save them if possible. All models of large volumes of data processing are available in these three methods. This article analyzes a larger model of data that works with these principles. The MapReduce model also operates on the basis of the above three principles. This is also a model for distributed data processing to process large amounts of data in the computer cluster. In this article, several methods and models are analyzed and their advantages and disadvantages are discussed.

1. Introduction

Although Big Data is already available in scientifically-related areas, this phenomenon has been highlighted in recent years. The reason is that new technologies, devices and communication tools are rapidly developing. And the dramatic increase in the amount of data produced by human beings through the widespread proliferation of social networks. Today, human information is being generated every 10 minutes. New types of algorithms and technologies are developed and widely used in practice. By collecting, processing, and using billions of aggregated data around us, we can have important historical, current, and future information about a particular situation or object. First of all, it is important to identify this source. Big Data concepts are used for operators that can perform large-scale tasks. For example, Facebook has more than 10 million new photos per hour. Big Data analysis can help you identify the rules beyond human capability. This will allow us to further improve our everyday life - government management, medicine, telecommunications, finance, transportation, manufacturing and other industries,
and to find alternative solutions to the problems. Today, Big Data is widely used by financial institutions, and the key issues such as increasing the competitiveness and efficiency of data analysis are being solved. The use of critical information, in addition to creating additional tasks and requirements for the information expert, will lead to the emergence of new jobs such as Data mining and Data Scienceist. "Data mining" is an analysis of the data to find out what's going on.

When Big Data is over 100 GB:
Big Data is data that can not be processed in Excel;
Big Data is data that can not be processed on a single computer;
Large amounts of information are the continuous growth of methods, methods and solutions for the various structured and not structured data processing. Larger volumes of data are not the amount of data, but their processing methods. Some of the following data sources can be an example of a bulk data source:
- user history logs;
- stream of GPS signals coming from vehicles for traffic companies;
- all bank customers' transactions;
- information on all purchases in the retail chain and so on.

The number of large-scale sources of information is growing rapidly, that is, their processing technology is becoming increasingly popular.

2. Principles of processing Big Data
Based on the Big Data definition, it is possible to formulate the basic principles of processing such data. These are:

1. Horizontal measurements. Any system that involves the processing of large data as much as possible for large data processing can be expanded. The size of the data doubles, the number of components in the cluster doubles, and the process continues.

2. Reversal stability. There are many components in the cluster based on horizontal measurements. For example, the Hadoop cluster of Yahoo has more than 42,000 machines( can be used to look at the size of the cluster of different organizations). This means that some of these machines fail. Information processing methods that take into account the existence of such errors and should work without any serious consequences.

3. The location of the data. In large distributed systems, data is distributed to a large number of machines. If the data is located on the same server and processed on the other - the data transmission value may exceed the cost of processing it. Therefore, BigData solutions principle to settle one of the most important principle for the principles of information, if possible, to protect them in accordance with the purpose of the data processing machine [3].

The whole modern way of working with big information is based on these three principles. Let's look at the models that work with these principles.

MapReduce
MapReduce is a distributed data processing model offered by Google to process large amounts of data in computer clusters.

MapReduce is clearly defined in the following figure:
Figure 1. MapReduce model.

MapReduce model, the data is carried out in three stages.
1. Map step. At this stage, the map () function is used by the user to define the data. The task of this phase is to process and filter data. In this case, each entry is assigned a special function. The map () function applies to a single entry and creates a set of key-value pairs.
2. Shuffle step. This step does not appear to the user. The map () function at this stage is divided into "baskets". These "baskets" are then the input for the Reduce () step.
3. Reduce () step. Each "basket" with the value generated during the Shuffle transition goes to Reduce() step. The Reduce () step is marked by the user and calculates the final result for a single basket. A set of all the values returned by the Reduce () function is the final result of the MapReduce function.

3. Some additional info about MapReduce
The functionality of the function begins independently and parallelly operates with different terminal machines.
Shuffle represents parallel sorting, so it can work on multiple terminal devices.
Allows 1-3 positions to perform the horizontal-sized principle.[6]
The concept of "data science" includes all the methods of data warehouse design and processing of numbered data. "Data Science" is a modern contributor to a considerable amount of business information. Today, the e-government system is a widespread system all around the world, including Uzbekistan. This system envisages the use of modern information and communication technologies in the provision of public services to citizens, business entities and public authorities. We will consider some approaches to processing large volumes of data.[5]

4. Combining models (Combination)
The possibility of increasing the speed but not limited to, optimization of the performance of the base can be made by combining a variety of models. It is known that the processing speed depends on the complexity of the mathematical apparatus used. Analyzing how a simple mechanism is used, so the data can be analyzed quickly.[4]
Initially, the most common algorithms are used. Some of these algorithms use these algorithms as inefficient than using complex algorithms, and the data is sent to the next sophisticated algorithm. The
remaining data will also be sent to the next processing stage so that the chain of processing algorithms will be formed. Eventually, the most complex algorithms and data will be processed, but the analysis of the data will be slightly smaller than the size of the first prototype. As a result, the overall amount of data is considerably reduced.

Let's look at a practical example of this approach. In analyzing the problem, the RIS analysis allows for predicting the stability of the demand for various commodities. The products of the X group are sold consistently, so using the algorithms of prognosis can provide a good quality forecast. Y group products are sold less stable, and for each of them there is no need to build a model, which provides us with time-savvy algorithm and job forecasting. Z group products are randomly sold, so they do not normally need to build a prognostic model, they have simple computational formulas, such as average monthly sales. According to statistics, 70% of the products are in the Z group. About 25% of the product is in Group Y, and 5% of the product is X group. Thus, the construction and implementation of complex models is about 30% of the product. Therefore, the use of the above approach will reduce the time of analysis and forecasting time by 5 to 10 times.

5. Parallel processing
Another effective strategy for Big Data refinement is the separation of data into segments and the creation of models for each segment, with a more integrated look at the results. Most of the large amounts of data different from each other. Therefore, it is desirable to group the data separately into separate groups. In this case, instead of creating a complex model for everyone, we can build a simpler model for each segment. This approach enables us to increase the speed of analysis and reduce memory demand in the analysis process. Moreover, in this case, analytical processing will have a positive effect on the time it takes to parallelize the process. In addition, analysts can create models for each segment [3].

This approach, in addition to speed improvements, has another advantage. At the same time, the results can be summarized in a short time by grouping large volumes of data and gradually analyzing these groups on small models.[2]
6. Refined selection
The modeling for Big Data is sufficient for a small set of reusable, but not all of its data. Properly selected sample will contain the information needed to create a quality model. The analytical process is divided into two parts: build models and work with new built-in data. Creating a complex model is a process that requires resources. Working with new data from a built-in model requires substantial resources.

7. Conclusions
The following conclusions were made in this article. These are:

1. Horizontal measurements. Big data processing for large data processing container of any possible expansion of the system. The size of the data doubles, the number of components in the cluster doubles, and the process continues.

2. Reversible stability. There are many components in the cluster based on horizontal measurements. For example, in the Yahooning Hadoop cluster, there are more than 42,000 vehicles available (available for cluster sizes of different organizations). This means that some of these cars fail. Larger data handling techniques should take into account such errors and should work without any serious consequences.

3. The location of the data. In large distributed systems, data is distributed to a large number of machines. If the data is located on the same server and processed on the other - the data transmission value may exceed the cost of processing it. Therefore, one of the most important principles for Big Data solutions is to re-process data in a machine that stores information, if possible.
These three principles apply to all modern models. Based on these principles, the MapReduce model works in a distributed way. In this model, the location of the information is primarily based on the location. If the information location principle does not work, the transmission of data will be more expensive than processing data.

In summary, we can say that parallel algorithms are more efficient in processing data. This technology greatly reduces processing time and seamless use of memory by processing segments at great lengths of processing information. Models combine the technology is much more complex process, but reduces the processing time of 5-10 times. In the recycled selection technology, the selected information is provided and the part that is being processed is processed. This will increase processing capacity.
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