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Rui Su* Wenjing Huang* Haoyu Ma† Xiaowei Song‡ Jinglu Hu*

* Waseda University, Fukuoka, Japan
† University of California, Irvine, USA
‡ Southeast University, Nanjing, China

ABSTRACT

Recently, deep learning based video object detection has attracted more and more attention. Compared with object detection of static images, video object detection is more challenging due to the motion of objects, while providing rich temporal information. The RNN-based algorithm is an effective way to enhance detection performance in videos with temporal information. However, most studies in this area only focus on accuracy while ignoring the calculation cost and the number of parameters.

In this paper, we propose an efficient method that combines channel-reduced convolutional GRU (Squeezed GRU), and Information Entropy map for video object detection (SGE-Net). The experimental results validate the accuracy improvement, computational savings of the Squeezed GRU, and superiority of the information entropy attention mechanism on the classification performance. The mAP has increased by 3.7 contrasted with the baseline, and the number of parameters has decreased from 6.33 million to 0.67 million compared with the standard GRU.

Index Terms— Video object detection, Squeezed GRU, information entropy attention, computational savings

1. INTRODUCTION

Object detection plays a fundamental role in computer vision, as it usually performs as the first step of several downstream tasks such as segmentation[1, 2] and pose estimation[3, 4, 5, 6]. Compared with detection on static images [7], detection in videos has much more application scenarios, such as robot navigation and intelligent video surveillance. The naive way of object detection in videos is applying an image-based detector on each frame independently. However, compared with static images, the properties of objects in video, such as appearance, shape, etc., will change with the motion of the objects. This will introduce more challenges like motion blur. Thus, an image-based detector usually does not generalize well on video data and it may fail on some intermediate frames in videos [8]. Meanwhile, running the detector frame by frame is time-consuming and requires a lot of computing resources, which limits its application in real scenes.

Compared with static images, videos contain temporal information. The time cue provides both low-level and high-level correspondences between frames [9], and these correspondences can help inference based on previous frames. Traditionally, researchers applied tracks [10] or optical flow [11, 12] to model the correspondences in video. However, these methods can only exploit short-term correspondence. Recently, there has been lots of works exploit recurrent network, such as RNN, GRU and LSTM, in video object detection. Specifically, there are two groups of methods, one is postprocessing method [13, 14, 15], the other is integrating method [8, 16]. However, RNN-based modules require lots of parameters, which slows down the inference time. To address these limitations, in this paper, we introduce the channel-reduced convolutional GRU, named Squeezed GRU. Compared with the standard GRU and convolutional GRU [17], our model can efficiently extract the spatial-temporal correlations in video with just 10% amount of parameters of the standard GRU, while without loss of detection performance.

Meanwhile, Convolutional Neural Networks (CNN) can only capture local features due to the limited receptive fields. Thus it may ignore the overall perception of the entire image. On the other hand, traditional image processing algorithms such as histogram and entropy of images can provide a global evaluation, but cannot provide any semantic or spatial cues. To solve these issues, we propose a novel 2D Information Entropy map to capture additional semantic cues without additional learnable parameters, and demonstrate that it can further enhance the feature representation learned by CNN.

To summarize, the main contributions of our work are:
1. We propose the channel-reduced convolutional GRU, named squeezed GRU, to efficiently model the temporal information across frames with few parameters.
2. We propose the 2D Information Entropy map to capture semantic cues of an entire image without supervision.
3. We proposed the SGE-Net, which combines both the squeezed GRU and Information Entropy map, and demonstrate its effectiveness on video object detection.
2. METHODOLOGY

2.1. Architecture

The overall framework of our proposed SGE-Net is shown in Figure 1. For each frame \( I \in \mathbb{R}^{H \times W \times 3} \) of a video clip, it firstly goes through a feature extractor \( \mathcal{F}(\cdot) \) to obtain the intermediate feature map \( f = \mathcal{F}(I) \in \mathbb{R}^{H \times W \times C} \). Here \( C \) is the number of channels, and \( h, w \) are the height and width of the feature map, respectively. Meanwhile, the Information Entropy module \( \mathcal{IE}(\cdot) \) extracts the entropy map \( m = \mathcal{IE}(I) \). Then the feature enhancement module refines the feature \( f \) with \( m \), and output the refined feature \( f' = \mathcal{FE}(f, m) \). Furthermore, to fully exploit the temporal correlation, we introduce the Squeezed GRU module on top of the refined feature \( f' \). Finally, the detector head outputs the bounding box and the category.

2.2. Information Entropy (IE) Map

**Rationale.** Given a grayscale image \( I \), denote the histogram of \( I \) as \( H_I = \{ p_i | i = 0, 1, 2, ..., C \} \), where \( p_i \) is the proportion of pixels whose value is \( i \), and \( C \) is the maximum pixel value and is usually equal to 255 for 8-bit grayscale image. The histogram of an image can reflect the tonal distribution of pixel values while cannot imply spatial and semantic information about the image. Information Entropy (IE) can reflect the uncertainty of information, including images. In general, the more information presented in the image, the larger entropy value it will have. Based on this, we propose two hypotheses about IE for the detection tasks: (1) Different objects may hold significantly different IE values. The object and environment usually hold different IE values. (2) Different ranges of IE correspond to different object categories. Thus the distribution of IE for different categories may vary. Thus, the IE of an image may imply some semantic cues, which may help strengthen the feature map learned by the neural network.

**Implementation.** The standard unary entropy value of an image \( I \) can be calculated by:

\[
h_I = - \sum_{i=0}^{C} p_i \log p_i \tag{1}\n\]

where \( p_i \) and \( C \) is defined from the histogram \( H_I \).

However, this standard entropy is one-dimensional, and it can only represent the amount of information of the entire image \( I \), while cannot reflect the spatial characteristics. Furthermore, different parts of one image may contain different objects and thus hold varied entropy. The single number entropy \( h_I \) cannot represent this information as well. To address these issues and characterize the spatial information, we propose a novel two-dimensional Information Entropy:

\[
p_{ij} = \frac{f(i, j)}{N^2} \tag{2}\n\]

\[
h_{2D} = - \sum_{i=0}^{C} \sum_{j=0}^{C} p_{ij} \log_2 p_{ij} \tag{3}\n\]

where \( i \) is pixel gray value and \( j \) is the average grayscale of all pixels in the sliding window. \( f(i, j) \) is the frequency of this binary group. \( N \) is the number of pixels in a sliding window. \( p_{ij} \) denotes the probability of the binary group, which reflects the comprehensive characteristics of the gray value at a pixel location and the gray distribution of the surrounding pixels. Binary entropy \( h_{2D} \) is calculated by accumulating \( i \) and \( j \) from 0 to \( C = 255 \) in 8-bit grayscale image. Then we divide the image \( I \) into multiple windows and apply the sliding window to the entire picture to calculate their binary entropy. We set the window size to 3 and operate twice to generate an entropy map \( m = \mathcal{IE}(I) \). According to the above formulas, the first sliding can generate the same number of duals as the number of pixels, and the second sliding can obtain the same number of entropy as the number of pixels. Through two operations of the sliding window, each pixel in the information entropy map can model the relationship between pixels and gray distribution, and contain the long term correlation.

Figure 2 shows examples of our proposed information entropy map based on the original image. To enhance the independence of objects and prevent the adhesion of pixels, we use the open operation in morphology to help generate the map. From the 3D display, we notice that the object and the environment have different 2D entropy values, thus our IE map may help locate the object in the image. Furthermore, different objects usually hold different entropy value distributions, thus the IE map may also help classify the objects.

**Feature Enhancement.** Once we obtain the IE map \( m \in \mathbb{R}^{H \times W} \), we can apply it to refine any intermediate feature map \( f \) with the Feature Enhancement module: \( \mathcal{FE}(\cdot, \cdot) \)

\[
f' = \mathcal{FE}(f, m) = \sigma(\text{pooling}(m)) \ast f \in \mathbb{R}^{H \times W \times C} \tag{4}\n\]
Fig. 2. Examples of information entropy maps. The three columns are the raw images, the entropy map displayed in 2D, and the entropy map displayed in 3D, respectively.

where \( \sigma \) is the sigmoid function aiming to scale the IE map to 0 and 1, and pooling is the pooling layer aiming to reduce the size of IE map. Thus, the IE map \( m \) can serve as an attention module to locate the objects and their categories.

2.3. Squeezed GRU

GRU [18] and LSTM [19] are two variants of Recurrent Neural network. Compared with LSTM, GRU has a simpler structure and fewer matrix multiplications, thus it is relatively efficient. Nevertheless, the standard GRU with Hadamard products is not applicable in video detection. The image is regarded as a vector, which makes them lose the spatial correlation. Also, the Hadamard products require a lot of calculation.

\[
\text{Fig. 3. The structure of squeezed GRU. The Hadamard products of normal GRU are replaced by depthwise separable convolutions, where they are marked with Channel Reduction. Here the number of channels is reduced from (1024 + 256) to 256.}
\]

It has two improvements compared with the standard GRU. (1) We replace the Hadamard products with convolutional operation, as the convGRU [17]. In this way, the network has the ability to simultaneously learn the temporal information in the video and keep the spatial information in the hidden state. (2) We use the depth-wise separable convolution proposed by Howard et al. [20] instead of the standard convolutional operation in convGRU. Specifically, we reduce the channel three times and name it as squeezed operations. With these two characteristics, we can greatly reduce the calculation amount when calculating hidden states and input vectors, and maintain the spatial information efficiently. The architecture of the squeezed GRU is illustrated in Figure 3 and is formulated by:

\[
\begin{align*}
    z_t &= \sigma^{(In+Out} W_z^{Out} x [X_t, h_{t-1}]) \\
    r_t &= \sigma^{(In+Out} W_r^{Out} x [X_t, h_{t-1}]) \\
    h_t' &= \varphi^{(In+Out} W_h^{Out} x [X_t, r_t \odot h_{t-1}]) \\
    h_t &= (1 - z_t) \odot h_{t-1} + z_t \odot h_t'
\end{align*}
\]

where \( X_t \) is the feature map input to the squeezed GRU, \( h_{t-1} \) is the hidden state tensor, and \( h_t \) is the output tensor of this layer. \( \sigma \) and \( \varphi \) mean sigmoid activation function and tanh activation function respectively. \( \odot \) denotes Hadamard production. The superscript \((\text{In} + \text{Out})\) represents the the input channel and the superscript \(\text{Out}\) represents the channel after reducing. \([\cdots]\) is the symbol that applies concatenation before convolution.

3. EXPERIMENTS

3.1. Experimental Settings

Networks. We adopt the famous one-stage detector SSD [21] as our baseline detector module. Moreover, as our method mainly focus on the efficiency, we replace its backbone from the ResNet [22] to the lightweight model, the MobileNet [20], and we name it as MNet-SSD for short. We further integrate our proposed information entropy attention and Squeezed GRU into the intermediate layer of the network. For comparison, we also try the MNet-SSD with the standard LSTM, GRU, and convGRU.

Dataset. Similar to previous video object detection methods, we conduct our experiments on the ImageNet VID 2015 [23]. This dataset contains 3862 snippets for training and 555 snippets for testing. In total, there are 30 categories.

Training. We use Pytorch to implement all experiments. Standard data augmentation is applied to all datasets during the training time. The network is initialized with weights pretrained on ImageNet, and optimized with the RMSprop optimizer with initial learning rate 0.0003 and momentum 0.9. The length \( T \) of sequence is set to 10. And the loss function follows the setting of SSD which contains both the L1 loss for bounding box regression and the cross entropy loss for classification.
Table 1. Results on VID Validation Set. The T-params means the number of parameters for the temporal module, and M means million. The MACs means multiply-adds columns, and G means giga.

| Models                  | mAP / % | T-Params /M | MACs /G |
|-------------------------|---------|-------------|---------|
| MNet-SSD [20]           | 43.1    | -           | 11.59   |
| MNet-SSD+LSTM [16]      | 46.3    | 8.41        | 41.06   |
| MNet-SSD+GRU [16]       | 46.5    | 6.33        | 35.51   |
| MNet-SSD+ConvGRU        | 46.9    | 29.49       | 24.16   |
| Ours (Squeezed GRU)     | 45.7    | 0.67        | 12.18   |
| Ours + IE map           | 46.8    | 0.67        | 13.98   |

3.2. Results

We present the mAP of detection on the VID validation dataset and the number of parameters for the temporal module (named “T-params.”) of each model in Table 1. Noticeably, comparing with the Standard GRU and convGRU, our Squeezed GRU only requires 0.67 million parameters to model the temporal correlation, while it can still achieve nearly the same mAP. By adding the IE map, it can further gain additional 1.1% mAP (from 45.7% to 46.8%), and our IE map will not introduce additional parameters. Besides, we present the multiply-adds columns (MACs) of each model to evaluate the efficiency. Compared with the baseline without temporal model, our method only introduces 20.6% additional MACs (from 11.59 to 13.98), but it highly improves the performance. Compared with Conv GRU, it can save more than 40% computational costs (from 24.16 to 13.98). All these experimental results imply that our method is efficient while maintaining the accuracy.

3.3. Ablation Study

3.3.1. The Placement of Squeezed GRU

To explore the best location of the squeezed GRU module, we conduct ablation studies by deploying it in different layers of the backbone, as shown in Table 2. For example, the “Conv-3” means that we put it on the feature map produced by the Conv-3 layer of the MobileNet. The “Feature Map-1” means that the location where the first feature map of SSD involved with the classification and location except for Conv-13. We can notice that our Squeezed GRU works best after Conv-13 layer, which is coordinate with common sense. Conv-13 is the last layer for feature extraction and the subsequent layers are used to classify and locate objects. Such semantic-rich information is learned in Squeezed GRU to help the detector achieve localization and classification.

3.3.2. The Placement of Information Entropy Map

We also conduct ablation studies about the location of the IE map and apply it on different intermediate feature maps along the network. Similarly, we explore features from shallow layers (Conv-3) to deep layers (feature-map 4). As shown in Table 3, we witness that applying the IE map on Conv-13 works the best. Furthermore, when applying to low-level feature maps like Conv-3 and Conv-4, the IE map will even hurt the performance. This suggests that the IE map can mainly strengthen the high-level semantic feature, which is corresponding to our hypothesis that the IE can imply some semantic cues of the image. We believe our IE map is applicable to other tasks with different backbones.

4. CONCLUSION

In this paper, we proposed the squeezed GRU to efficiently utilize the temporal information within video frames, and a novel 2D information entropy map directly computed from the RGB image to further strengthen features learned by neural network. By combining these two methods together, our model can greatly reduce the number of parameters while still achieve 3.7 improvement on video detection benchmark comparing with the baseline. In future work, we hope to apply our squeezed GRU and information attention maps to other video-based tasks like segmentation and pose estimation.
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