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Abstract
Reservoir operation optimisation secures benefits, such as optimising energy production while minimising the possibility of flooding, operating costs, and water scarcity, at the lowest possible cost. This paper carries reviews of research on reservoir optimisation models and the consequential challenges of optimally operating reservoir operations. An introductory section is given to the background of reservoir operations and the current concerns on the optimal reservoir operations, for the decision-makers and stakeholders. Next, the review covered the recent ten years (between 2011 and 2021), on the recent research developments in innovation and techniques of reservoir operation optimisation. Further reviews on the conventional techniques that are the traditional methods, linear programming, nonlinear programming, and dynamic programming are discussed. Enhancements to the techniques in improving the drawbacks of the traditional techniques in optimisation of reservoir policies are next explained and evaluated. Recent advances in applying metaheuristics optimisation algorithms beneficial to the reservoir operations are explained, including the advantages and hinderances. A comprehensive tabulated and categorised review according to the classification of reservoir models, evaluation methods, and reservoir systems is given.

1 Introduction
Water resource management is an important field of hydrology that also deals with the socio-economic growth in many areas of the world. Water shortage/deficit is a big issue for stakeholders or decision-makers involved with dam/reservoir management. Technology and innovative solutions have more recently been discussed further in depth and adopted to overcome this issue of water usage in river management and operations. Optimising the operations of the reservoir is one of the more advanced ways to circumvent water shortages. Optimisation of reservoir operation management is a set of rules that entails maximising/minimising reservoir benefits without compromising the reservoir’s objective functions and constraints. This is often referred to as reservoir operating policy. For example, the key and primary task of the reservoir in irrigation is to satisfy the critical timely needs of efficient water application, whilst conserving water during the rainy season to mitigate floods at the downstream areas can prove to be intuitively challenging. Hydropower generation faces new difficulties when for instance, there is a need to strike a balance between the benefits and the costs associated with environmental regulations, operational constraints, limited capabilities, flow uncertainty, and regulatory constraints [1]. As a result, an effective optimisation algorithm is required to direct and advise the decision-makers in timely fashion on how to handle the multi-objective reservoir operations management. More works are needed because the traditional models, linear programming, non-linear programming and dynamic programming do pose some drawbacks in the general realisation of real-world functional engineering problems [2–5].

This article discusses reservoir optimisation methods that were in use over the last several decades, in a variety of fields, including single- and multi-objective (MO) reservoir activities. It provides a comprehensive review of the host of research topics that had been conducted in the optimisation of reservoir operations, beginning with Traditional models (TS), Linear Programming (LP), Non-Linear Programming
(NLP), Dynamic Programming (DP), deterministic DP, and stochastic DP, to recent advances in Evolutionary Algorithms (EAs). Due to the lack of the respective approaches and complexity of the reservoir activities, the reservoir models/approaches are then evolved to include recent nature-inspired metaheuristics algorithms and other meta-heuristic algorithms (MHAs), culminating to achieve extraordinary degrees of flexibility worthy of pursuing. This review’s structure begins with the optimisation innovation and techniques in Sect. 2, followed by some past review studies in Sect. 2.1 to Sect. 4.0. These cover aspects of traditional optimisation techniques, evolutionary techniques, swarm intelligence, hybrid approaches, and finally nature-inspired algorithms. Section 4.1 explains how these techniques are compared in terms of their merits and demerits. Finally, the concluding Sect. 5 also provides some possible future work recommendations.

2 Reservoir Operation Optimisation Innovation and Techniques

Several methods for solving the non-linearity constrained optimisation problem have been successfully developed over the last few decades. The chronological order of reservoir operation optimisation innovation and techniques starts with the traditional models. Linear programming (LP), non-linear programming (NLP), dynamic programming, Lagrange relaxation [6], and network optimisation are all the reservoir models that had been applied widely in the past [7–10]. The further development of artificial intelligence since the turn of the twenty-first century led to refinements in some of the more popular models in order to achieve their finer precision. The evaluation algorithms include genetic algorithms (GA), genetic programming (GP), and differential evolution (DE). The time order for reservoir modelling is now turned to evolutionary algorithms in swarm intelligence (EAs-SI) such as the particle swarm optimisation (PSO). Following that, a hybrid or blend of either the EA or EA-SI, has been widely implemented in the optimisation of reservoir operation to solve the existing respective algorithms’ premature convergence issues [11], shortcomings in complex optimisation problem like dimensionality [12], huge computation burden [13], and parameter tuning [14]. Hence, the variety of MHAs has been enormously introduced by the researchers to optimise the reservoir operation, specifically in the last decade. The MHAs were partitioned into following categories [15]: -

- evolutionary based (e.g., coral reefs optimisation)
- swarm-based (e.g., particle swarm optimisation)
- physics-based (e.g., simulated annealing)
- human-based (e.g., teaching–learning optimisation)
- probabilistic based (e.g., cross-entropy method)
- bio-based (e.g., invasive weed optimisation)
- system-based (e.g., water cycle optimisation)
- math-based (e.g., Sine Cosine Algorithm)
- music-based (e.g., Harmony search)
- probabilistic based (e.g., cross-entropy method)

Due to the popularity in MHAs beginning in the past decade, a host of studies has been conducted using these approaches for the reservoir optimisation policy. However, it is not possible to compile all of them in this review for the sake of the discussion because doing so would require many more pages than this paper is afforded. Nonetheless, Table 1 and Fig. 1 show the reservoir models that will be discussed in this review. Table 2 presented some important abbreviations used in this review.

Figure 1 depicts the range of the reservoir models included in this review. Table 1 presents what’s in the past decade (from year 2011 to 2021) are the comprehensive research works on the reservoir models which have been widely enacted for optimisation of the reservoir operations. Figure 2 shows the summary of Table 1, with data segregated into the years versus the number of papers contributed to this review. Table 1 summarises several pieces of information, including the classification of the reservoir model used, the formulation of the reservoir’s problem, the optimisation objective, and finally, the reservoir system used in the case studies. The percentages of respective technical aspects found in Table 1 is illustrated in Fig. 3 in the form of pie charts.

Over the timeline, the reservoir model could be classified as traditional models (TS) and these included deterministic, or stochastic in dynamic programming, linear and non-linear programming; to the more current fare of models such as the evolutionary algorithm (EA) includes GA, GP, etc. or diversify into swarm intelligence (EA-SI) and the recent overwhelming meta-heuristic algorithms (MHAs).

The problem formulations for the reservoir operations consist of three parts: (1) objective functions (OF); (2) threshold or constraints (T); and (3) penalty functions (PF). An objective is a scalar variable that sums up system performance over time, according to the OF definition. The formulation problem in optimisation of reservoir operation aims either at minimising or maximising of the objective function for that particular project or benefits (e.g., irrigation, hydropower, ecology). Additionally, the threshold or constraints represent all the equations necessary to derive the objective from the decision variables. The Penalty functions (PF) are to convert the infeasible solution to a feasible solution. There are five categories of the PF: exterior [16], interior [17], static [18], dynamic [19] and adaptive [20].

There are a few metrics for the efficacy of algorithms to be verified and evaluated [21]. The terms reliability, resilience,
## Table 1: Research works on reservoir operation models used in past decade from year 2011 to 2021

| Ref./Year | Classification of reservoir model | Problem formulation | Evaluation | Benefits | Reservoir system |
|-----------|-----------------------------------|---------------------|------------|----------|-----------------|
| TS | EA-SI | EA | MHA | OF | T | PF | MP | RSP | Irrigation | Hydropower | Ecology | Single | Parallel | Cascade |
| [26] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [27] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [28] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [29] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [30] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [31] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [32] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [33] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [34] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [35] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [36] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [37] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [38] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [39] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [40] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [41] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [42] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [37] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [38] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [39] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [40] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [41] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [42] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [37] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [38] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [39] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [40] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [41] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [42] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [37] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [38] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [39] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [40] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [41] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [42] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [37] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [38] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [39] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [40] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [41] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [42] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [37] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [38] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [39] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [40] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [41] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [42] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [37] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [38] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [39] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [40] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [41] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [42] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [37] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [38] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [39] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [40] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [41] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| [42] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |

Note: SVM: Support Vector Machine; NN: Artificial Neural Network.
vulnerability, and sustainability index are frequently used to describe how reservoir system policies perform (RSP) [22]. The RSP indicates that the results obtained are facilitated in the evaluation of the OF. The reliability objectives ascertain the failure to supply the exact amount of water demanded, the resilience objectives measure the time required to recover from a failure event, the vulnerability objectives evaluate the severity of the failure’s consequences [23], and the sustainability index is used to evaluate and compare water management policies [24]. Further elaboration of the sustainability index classified into a few groups can be found in [25]. The equations for the RSP are as below:

\[
\text{Reliability} \ [X] = \frac{\text{Number of time period } t \text{ such that } X_t \geq D_t}{n} \]

(1)

\[
\text{Resiliency} \ [X] = \frac{\text{Number of times a satisfactory value follows an unsatisfactory value}}{\text{Number of times an unsatisfactory occurred}} \]

(2)

\[
\text{Vulnerability} \ [X] = \frac{\text{Sum of positive value } X_{t_0}}{\text{Number of times an unsatisfactory event occurred}} \]

(3)

\[
\text{Sustainability} \ [X] = \text{Reliability} \times \text{Resiliency} \times (1 - \text{Vulnerability}) \]

(4)

in which \(X_t\) number of data greater or equal than \(D_t\) (Demand); \(n\) total number of data.

The model performance (MP) of the respective algorithms can be examined through the convergence speed, and the statistical evaluation such as best, worst, mean, standard deviation, root mean square error (RMSE), etc. under examined of various mathematical benchmarks functions.
Fig. 1 Classification of the optimisation techniques reviewed
2.1 Traditional Methods, Linear Programming (LP),
Non-linear Programming (NLP) and Dynamic
Programming in Optimisation of Reservoir
Operation

Traditional methods (TS) Using mathematical models to
simulate and optimise reservoir operation can significantly
improve their performance. Dams are traditionally designed
for worst-case drought scenarios using Rippl's method,
which creates the smallest reservoir capacity necessary to
meet the target water demand [72–74]. One disadvantage of
this approach is that it is difficult to apply to systems that are
more complex than a single reservoir, such as the MO reser-
voirs [75]. As reported by [23], more adaptable approaches
to these drawbacks have been proposed and discussed in
[76–79]. In this method, the reservoir system is simulated
against a long time series of reservoir inflows, iterating until
the minimum reservoir capacity meeting the target objec-
tives, is found. As a result, conventional optimisation tech-
niques are broadly classified into two types: the Implicit
Stochastic Optimisation (ISO) and the Explicit Stochastic
Optimisation (ESO). The ISO uses historical observations
and a statistical model to produce a diverse realisation [23].
The ISO, also known by its the more well-known name,
the Monte Carlo optimisation [80], employs a deterministic
optimisation model to determine optimal reservoir releases
under a variety of inflow ensembles [80, 81]. Furthermore,
the deterministic method is based on historical data, and
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it can be influenced by extreme conditions (like flood and drought). On the other hand, the ESO employs the statistical model directly during the optimisation process. The ESO approach is preferable in reservoir operation optimisation because it is more robust [83]. The ESO, on the other hand, is only appropriate for the most basic cases of a single input reservoir system, in which a detailed interpretation of inflow uncertainty via probability distributions is frequently possible. Additionally, it is necessary to consider the implications and magnitude of these trade-offs at spatial and temporal scales in order to facilitate transparency and comprehension [84]. Thus, linear programming is used to advance the innovation of model efficiency in reservoir optimisation.

**Linear programming (LP):** The LP was widely used for problem optimisation in the reservoir in both the standard and modified forms [85]. The Stochastic methods comply with LP (SLP), and chance-constrained LP (CCLP) are included. The SLP is known to have a single Markov chain because of inflows. Several studies have recorded SLP performance in reservoir systems. In order to represent a single operating strategy for the reservoir, [86] built a SLP. In the production of hydropower, Houck applied a linear decision law [85]. The CCLP was developed by several researchers to be used in various case studies [86, 87]. In the CCLP, the violation of a restriction was held within reasonable limits (may be specified as such percentages) when the release strategy was planned. Many reality challenges are non-linear, which implies that complications emerge while the fundamental priority is high. The mathematical calculations in the LP are also highly complicated and repetitive for high-dimensional subjects. In the case of optimising reservoir release, the problem is primarily nonlinearity, time-dependent variables, and multi-target parameters. Under such instances, it is always impossible that the LP is used to simulate and last [89]. An improved study developed for respective optimal reservoir operations at the Laar Dam, the Latian Dam, and the Karaj Dam in Iran, was proposed by [90]. A mixed integer linear programming (MILP) model was also developed for operating the Tehran-Karaj reservoirs in a systematic manner. The MILP have several drawbacks such as impossibility of considering nonlinear affects; the necessity of considering all the time periods at once; the risk of high dimensionality of the problem which difficulties for optimising in reservoir operation. Nevertheless, these problems in MILP have been discussed and reviewed by [91] to tackle the problems faced in MILP.

**Nonlinear programming (NLP):** The equality and inequality constraints will overcome a nonlinear problem. The advantages and running costs as a non-linear formation are also the main functions. The use of NLP in these cases is very popular. Some studies in this field were carried out mainly for hydropower generation [92]. Different forms of the NLP were implemented with specific mathematical formulations to overcome the nonlinearity of the equation. The programming is independent, with the gradient projection method, the integrated gradient procedure [93], Lagrange procedures [94], etc., the NLP is not achieving worldwide optimum solutions because it is confined to optimum local structures of greater dimensionality [89]. The global optimum preference is a major problem in multipurpose reservoir operations optimisation, and the time needed for convergence is difficult for non-linear programming. Furthermore, a simulation built on integrating inexact chance constrained the NLP and probability distributions to deal with uncertainties was implemented to handle wastewater-environmental optimisation operations [65]. However, this approach lacks knowledge of reservoir policy.

**Dynamic Programming (DP):** The ability to handle nonlinear, non-continuous objective functions and constraints makes the DP and SDP models popular reservoir models [83]. However, to solve the “curse of dimensionality” in the DP and SDP, an improved DP with concave utility function has been employed in reservoir operation [8]. Furthermore, another improved DP method namely the Discrete differential dynamic programming (DDDP) has been utilised in optimisation of reservoir operation [95–97]. Due to the searching space being too huge, the DDDP will hardly obtain the optimal solution. In addition, the stochastic dual dynamic programming (SDDP) is an algorithm derived from the stochastic dynamic programming (SDP). In order to maximise the hydropower production at the case study for the Senegal River in Africa the SDDP was proposed by [35]. According to the results, the SDDP improved the single objective function for hydropower by +9%. However, this study revealed the negative aspect that when more reservoirs are built in the future, it will result in irregular electricity production. As a result, optimising reservoir operation is a complex trade-off needing very intense balancing. According to the authors, the study could imply the need for integrating with other reservoir functions based on future needs in order to provide at the best reservoir policies. On the contrary, the Decomposition-coordination (DC), also known as the “two-level” algorithm, has been widely implemented in optimisation of reservoir operation to overcome the shortcomings of the DDDP [97, 98]. Each non-coupling subsystem is coordinated and optimised using this method. Decomposing and decoupling reduce the original system's complexity [10]. However, the DC’s technique makes sense only if the method of coordination used is effective and the convergence of the coordination for this algorithm is particularly important and shall be focused on. Apart from the DC, the Progressive optimally algorithm (POA) divides multi-stage problems into subproblems and enhances the quality of the solution via a continuing approximation [30]. The dimensionality difficulties in the POA caused by the comprehensive combination of discrete state or decision variables. However, the integration
of the uniform design (UD) with the POA introduced by [100] is capable to solve the shortcomings of the POA. After that, the researchers investigated the heuristic optimisation which are problem-dependent techniques. The expansion of heuristic rules based on gene expression programming was described in [101]. It also consists of construction heuristic (e.g., greedy methods) via iteration and descending heuristic that only looks for the local optimum. Due to their characteristic of being too greedy and usually end up being trapped in a local optimum, thus failing in the search for global optimum solution. More advanced techniques involve other models in optimisation of reservoir operation are presented in Table 1, namely the GA, GP, DE, etc. under category of EAs; whereas the PSO, etc. under the EAs-SI begun from year 2011; whilst nature-inspired algorithm under MHAs were initiated since 2014.

2.2 Review of Evolutionary Algorithms (EA) for Optimising Reservoir Operations

The development of the metaheuristics begin with the Evolutionary Algorithms (EAs), namely the Differential Evolution (DE) [102], Genetic Algorithm (GA), and Genetic Programming (GP). Different cultures have evolved and learned how to adapt the changes based on Darwin's evolution theory. The EA’s fundamental concept is to create a population of candidate solutions through a selective mechanism like natural selection, evolution, and reproduction before achieving better solutions [103]. Continuing the generation loop can aid in identifying, optimising, and designing problems. The GA introduced by [104] is one of those popular EA which was implemented in the optimisation of reservoir due to its simplicity and problem-independent application [37, 38]. A simple flowchart of the GA and DE is shown in Fig. 4. The execution of GA to optimise the Shihmen Reservoir for irrigation purposes was demonstrated in [71]. However, the authors found that the GA frequently struggles to decompose the large-scale reservoir problems into smaller scale ones in order to speed up and improve the searching solutions. An interactive multi-tiered GA (MIGA) was proposed by the authors to investigate the optimal reservoir operation solution. A 20-year operation utilising the blended or hybrid model showed a 25% increase in fitness value and 80% reduction in computation time required by MIGA. Other than that, the non-dominant sorting GA II algorithm (NSGA-II), also known as a Pareto front, is another popular modified method of the GA implemented in the optimisation for the MO matter in reservoir operation [33]. The NSGA-II is described in more detail in [104, 105]. There was a little information on a dam releases to balance between the power generation and fish habitat protection (ecology) [44, 67]. For example, in Vento of Italy, Cioffi and Gallerano highlighted that was very few studies concerned the ecology in reservoir optimisation as a complex and large-scale optimisation to determine the release rule while maintaining the flow regime to the downstream in order not to affect the river habitat quality [67]. It was a very complicated process to balance the reservoir policy. The authors used the ϵ-constraint methods and the NSGA-II to find the optimal Pareto front for this trade-off matter. Comparison of both approaches showed that the results of robustness in the ϵ-constraint method was computationally faster and allowed for direct sensitivity analysis of the solution under constraint. However, in terms of the broader space solution, the NSGA-II results can be informative. Moreover, on the same benefits of trade-off in ecology, Feng et al. pointed out the alternative integration for the GA, which was a parallel multi-objective GA (PMOGA), conducted at the Wu Hydropower in China [48]. The PMOGA was
created to improve the feasibility of solutions and the rate of convergence of the stand-alone in GA. Despite the fact that the PMOGA required more resources than the traditional GA, the results showed a significant improvement in terms of the standard deviation of power generation and water deficit by 69.23 and 27.44%, respectively. Even so, because the model parameters and constraints are very complicated, the PMOGA was unable to make sure that the optimisation methods for hydropower operation applied to all possible conditions. The authors suggested that this design of work be carried out in other case studies or in real-reservoir optimisation by incorporating other heuristic approaches. The NSGA-II was also used to optimise the world’s largest hydro/PV hybrid power station in Qinghai, China [55]. The authors demonstrated that hydropower was an ideal PV power compensation resource, especially during the rainy season, when solar radiation is reduced by rainfall and water resources are widely available. For the hydropower optimisation, the boundary condition was replaced by solar radiation and temperature data from the PV power, and the decision variable was reservoir release, in order to reduce power output variance and maximise annual power generation. The NGSA-II provided balanced results in terms of computational accuracy and cost by separating hydropower and PV power. The authors suggested that the design of this study be more focused on the coupling of the short-term and long-term, and by using other integrated methods as well. Beyond these popular GA blending approaches, the MOGA’s originality led to an improvement in MO reservoir operations, namely the hybrid matched block bootstrap, which improved simulation-optimisation in streamflow and reservoir operation [68]. However, this method oversimplifies to apply in real-world scenarios, indicating it lacks reliability concepts and is sensitive to sample length. The RSP index’s assessment can help to address this.

2.3 Review of Hybrid Evolutionary Algorithms (EAs) for Optimising Reservoir Operations

The hybrid algorithm has the advantage in overcoming the flaws of the stand-alone algorithm. The multi-level hybridisation [107], features a stochastic/deterministic alternate method that is executed alternately, whereby the outputs from the previous algorithm are then fed into the following hybridised algorithm for further optimisation processing, whereas a stochastic/deterministic embedded algorithm is performed in parallel and independently. Both methods can be implemented in any optimisation field. The consistency of hybrid algorithms may be useful in studies involving the MO trade-offs (flood control, hydropower generation, and water distribution). For example, the review in [108] demonstrated the integration of data-driven techniques with optimisation modelling in streamflow forecasting. A combination of the accurate reservoir inflow forecasting (artificial neural networks) and efficient optimisation (Pareto multi-objective DE) can improve daily hydropower generation at the Vanderkloof Dam [54]. The studies of blending neural-network and EAs approaches were conducted in reservoir operation optimisation to obtain the best reservoir policy [42]. The water distribution model (EPANET) was combined with EAs to demonstrate the trade-off of water quality, pumping cost, and tank sizing of water distribution system [62]. Also, MO optimisation reservoir operations like the DE [109] and the PSO [66] are popular hybrid EAs because they are easy to implement and perform well. In addition, the MO-EAs were also implemented in other than reservoir optimisation, such as a strategy used in the design of experiments [110], as well act as radiation detection system [111]. The inertia weight and low diversity were two drawbacks of the PSO. While the PSO can find local optimum solutions, the DE is extremely reliant on its control parameters, and incorrect parameter settings can lead to premature convergence. By addressing the weaknesses of the DE and PSO algorithms, an adaptive (A-DEPSO) algorithm was proposed to improve their basic structure [31]. A-DEPSO uses cutting-edge technology to improve the global and local search. The proposed solution is being tested in southwest Iran on a four-reservoir hydropower system. This method outperformed other stand-alone methods, by accounting for 57% of the reduction deviation in the hydropower plant. An algorithm for a multi-dam and reservoir systems has been developed by [51]. The proposed hybrid method integrates the GA and krill algorithms. Integration overcomes the current GA algorithms’ main flaws of poor convergence and local optima. Large-scale reservoir activity discretisation provides a real-time solution sensitive to small parameter changes. Using both algorithms, the global optimisation models can quickly find the global optima. This paper investigated the proposed hybrid algorithm for single, multiple, and cascade dams and reservoirs. The authors compared the proposed hybrid algorithm in terms of RSP in order to verify and evaluate the efficiency of the algorithm. The proposed hybrid algorithm found the global optimal value for all the cases. However, accurate simulation is required for reservoir optimisation, which is a formula for controlling a dam or reservoir in the best possible way. In short, hybrid EAs addresses complex water resources management issues. The drawback of the stand-alone EAs is however complemented by another algorithm in terms of enhancement or improving the stand-alone algorithm.
In one field, one algorithm could possibly be sufficient to solve the problems. However, when dealing with water resources, these objectives and benefits involved can be more complicated. Methodologies for various activities are distributed based on the approach that is best suited to the situation. Thus, the hybrid algorithm aids in the correction of the flaws in the stand-alone algorithms. As the configuration of the PSO is simple, this also led to the solutions obtained that converged prematurely and also consequently suffers loss of the population diversity. Thus, there are few studies in this review that focus on the blending approach of the PSO to solve the MO reservoir operation in order to gain the benefits of the policies. The passive congregation theory in particle movement (PC-PSO) was suggested in [50] to enhance the stand-alone PSO, which was tested in Malaysia’s Klang Gates Dam. The PSO was a very good optimiser, however, in terms of RSP, the PC-PSO was 5% more reliable, 0.02 less vulnerable, and 1.5 times more resilient than the stand-alone PSO. This is very important and crucial for the resilience index and the vulnerability index, during extreme weather event (heavy-rainfall or extreme draught). Another popular technique for improving the PSO (IPSO) was consolidating with the Support Vector Machine (SVM). The SVM showed how machine learning can simplify the complex processes and nonlinear problems. Figure 5 depicts the conceptual flow of the SVM-CIPSO1 and SVM-CIPSO2 hybrid reservoir models.
flow of these investigations as hybrid reservoir models. With uncertain inflows, Moeini and Babaei used the original IPSO concept and enhance it to a constrained version (CIPSO) [37]. The CIPSO constraint is explicitly satisfied, reducing the search space and computational cost. The authors proposed two scenarios: (a) SVM-CIPSO1:—uses the SVM to predict the water inflow into reservoir and then these predicted variables were implemented to solve the optimisation matter using CIPSO; (b) SVM-CIPSO2:—uses CIPSO to solve and optimise reservoir operation using historical data, then the optimised results were transmitted to the SVM in order to predict optimal water release policy for future conditions. The results showed that the second scenario, SVM-CIPSO2, outperformed in the RSP criteria and increased the sustainability index by 11.27%. With a constrict search space, certainly this method performed better. Secondly, the historical data was fed into CIPSO, and the optimised results were then transmitted into SVM in which SVM is a data-driven model that can mimic a previously optimised data pattern. As a result, the second scenario’s modelling is more effective. Furthermore, Zhang et al. utilised the IPSO and the applied constraints to optimise the cascading reservoir systems in the Minjiang Basin for hydroelectric power scheduling [70]. The other popularity of its enhancement in the PSO was the multi-elite guide PSO (MGPSO) which has good global optimum capability. This method was then executed in a MO reservoir system for 10-cascaded hydroplants. The performance showed that the MGPSO provided with smaller energy deficit as compared with the DE and PSO [63]. The other integration of the PSO was with an estimation of distribution algorithm (EDA) to solve the MO reservoir operations. The ease of the EDA linkage between the decision variable, and thus the MO-PSO-EDA has a good capability in the trade off in the flood control operations at the Ankang Reservoir to other MO algorithms tested with six mathematical benchmarks [56]. Aside from that, there are a few studies that the SI is integrated with a statistical data analysis tool and biology immune system concept. For example, Yang et al. demonstrated a multi-objective complex evolution global optimisation method with the principal component analysis (PCA) and crowding distance operation (MOSPD) for the hydropower reservoir operation of the Oroville-Thermalito complex in California [57]. Another example is the immune algorithm-based PSO, which combines the concept of immune information processing mechanism with the PSO in order to attain good global optimum capability [69]. However, these conjunction methods were not the popular under the category of SI for optimising the reservoir operations.

To summarise the findings of previous studies, EAs were often used as a search behaviour that can be fitted to the problem at hand, as well as handle numerous objectives simultaneously. Its ease of interfacing with simulation models and handling constraints made it suitable for hybridisation.

3 Review of Swarm Intelligence (SI) for Optimising Reservoir Operations

Slowly but surely, the progression of the optimisation for the reservoir models has reached the point under the Swarm Intelligence, namely PSO, Artificial Bee Colony (ABC), the Nature-inspired categories etc. The simple flow chart for the PSO model in reservoir optimisation is shown in Fig. 6. PSO is well-known and is widely used in various engineering fields [112]. The trade-off between maximising hydropower and flood mitigation, with the PSO at the Mosul Dam and Badush Dam in Iraq was demonstrated by [34]. The first model was the PSO algorithm for a single reservoir system (PSOS), which was developed to validate the optimisation model. The second model was the PSO algorithm for a multi-reservoir system (PSOM), which was used to determine the best operation policies for the complex reservoir.
trade-off benefits. The PSOM showed efficiency in achieving optimal trade-offs under a variety of constraints and inflow types. Another popular enhancement technique is the chaotic PSO (CPSO), which is based on an improved logistic map and uses the discharge flow process as the decision variables in conjunction with the death PF. The suggestion of CPSO to reduce the standard deviation of the discharge flow process can be found in [58]. Simultaneously, to deal with the constraints for solving OF, a piecewise linear interpolation function (PLIF) was used. The results obtained then demonstrated that the CPSO was superior to the GA, DE, and PSO. However, the MO flood control operations should be considered for more efficient scheduling. Other than the trade-off of ecology in aspect of river habitat quality, the sediment issue is also a topic of concern in reservoir operations, with even fewer studies conducted for the balance benefits in reservoir policy. In order to maintain and provide a healthy Yellow River in China, Bai et al. established a trade-off between water–sediment relationships [45]. The authors used the PSO and its enhancement (feasible search space) to optimise the MO (five objectives) water–sediment regulation for the purpose of reducing disasters and maximising the benefits of two cascade reservoirs’ water conservancy facilities. Furthermore, the same concepts of execution in the parallel multi-objectives (PMO) were implemented not only in the GA but also in the PSO for cascade hydropower reservoir operations in southwest China [49]. After that, the time order continued to evolve into the nature-inspired algorithms. The nature-inspired algorithms are easily to handle, and majority of these algorithms consists of three phases whereby this situation is not easily trap in local optimum also looking for global optimum solutions. The following sub-section begins with Nature-inspired meta-heuristic algorithms to solve the optimisation problems in reservoir operation by mimicking biological or physical phenomena under category of SI.

### 3.1 Review of Nature-Inspired Under Category of SIs for Optimising Reservoir Operations

Typically, the nature-inspired MHAs undergo two distinct phases of search, namely the exploitation and exploration, in order to conduct complete space searches, as seen in Fig. 7. Figure 7 also depicts the general concept of the reservoir optimisation procedure involved for problem formulation, evaluation criteria, etc. The process of how to determine the appropriate reservoir models are further described in Sect. 4.1. The next paragraphs describe the studies on optimisation of reservoirs, utilising various MHAs, as previously summarised in Table 1.

This paragraph focused on the insect-based algorithms (ABC, firefly, ant-colony). The most popular under category of SI in optimising the release policy for reservoir system are namely the PSO and the ABC. They were demonstrated at the Aswan High Dam, AHD [59] and the Klang Gate Dam, KGD [60] whereby the ABC was under insect-based algorithm of the SI Ant-Colony algorithm was utilised in the water distribution system design problems, and it was validated in a few mathematical test functions [113]. However, this study did not present any real optimisation problem, for only the model performance of convergence rate was shown. The same goes to the firefly optimisation conducted only in mathematical test function for the efficacy of the algorithms [114].

This current paragraph focusses on the animal-based algorithms (Bat, Shark, Lion Swarm, Grey wolf) under the category of MHAs. The shark algorithm (SA) was demonstrated in operations where Ehteram et al. aimed to minimise the water deficit at a cascading reservoir [52]. The RSP and model performances of the shark algorithm were evaluated by comparing it to another stand-alone algorithm (GA and PSO). In terms of model performance, the SA outperformed the other two stand-alone algorithms. Even amongst the RSP evaluation, the SA still has the highest reliability (96%), and the lowest vulnerability (31%). Because the SA is a stochastic search system, the authors proposed integrating it with data-driven techniques like neural networks (NN) or adaptive neuro fuzzy inference systems (ANFIS) to act as a reservoir simulation model to mimic the behaviour of the release decision in reservoir systems. The concept of integration with a data-driven technique, that is ANFIS with the Grey Wolf Optimisation (GWO) was proposed for hydropower generation at the Dez basin [115]. The model performance showed the GWO-ANFIS was capable to forecast and optimise the hydropower generation and successfully contribute to policymaker. Few information relates to the Lion swarm algorithm (LSA) utilised in reservoir optimisation field. Liu et al. demonstrated the LSA in cascade hydropower, tested in various mathematical test and the model performance conducted in quantitative, convergence, statistical, and robustness analysis [116].

The focus in this paragraph is the swarm-based algorithms (Moth-flame Optimiser, Cuckoo Search) under the category of MHAs. Mirjalili invented the Moth-flame Optimisation (MFO) [117]. The MFO has several widely used enhancement methods. Three aspects of the MFO need to be improved to avoid a local optimum: update formula, inspiration of moth linear flight path, and flame population update strategy. This method is called improved MFO (IMFO). A new IMFO based on the R-domination (R-IMFO) was proposed in [32] due to the shortcomings of conventional Pareto domination. The R-IMFO improvement technique has successfully solved the cascade reservoir operation in conjunction with ecology and navigation. This followed by the most common enhancement techniques that is the Cuckoo Search (CS). Several methods exist for improving
population initialisation. Individual constraints and group constraints (ICGC) and dynamic adaptive probability (DAP) are used to improve search efficiency and solution quality by avoiding local optima. In order to address one of MOCS’s flaws, an improved multi-objective cuckoo search (IMOCS) was proposed by [118]. The results of combining the ICGC, DAP, and FSS techniques with the CS in MO hydropower reservoir operations were compared. However, ICGC may perform better over short-term hydropower station operations because water levels vary widely monthly, limiting ICGC’s role.

### 3.2 Review of Hybrid Nature-Inspired MHAs for Optimising Reservoir Operations

The suggestion of the data-driven technique conducted by [46] revealed two artificial intelligence (AI) models, namely the support vector regression (SVR) and radial-basis function (RBF) for forecasting of the reservoir inflow and evaporation (Scenario 1); then the flow continued with the optimisation technique by integrating of machine learning technique in SA (SMLA), and the other stand-alone algorithm GA and PSO has been employed for the comparison in operation policies of the Timah Tasoh Dam located at...
the northern part of the country, specifically in the state of Perlis, Malaysia (Scenario 2).

The Scenario 2 followed the same procedure as Scenario 1, but the observed deterministic variables of reservoir inflow and evaporation were used. In terms of optimisation, the results showed that the SMLA outperformed the other two algorithms (GA and PSO), while the SVR outperformed the RBF for the forecasted hydrological parameter data. In Scenario 2, however, forecasted deterministic variables were used to optimise present unrealistic conditions in providing the best reservoir policy to minimise the water deficit. Aside from that, an ensembled technique called the Master–slave model approach, which is made up of PSO, DE, Whale Optimisation algorithm, and Crow Search algorithm [21] was followed. This approach gathered the domain information processed by each population in the respective algorithms, exchanged and evaluated the data based on the algorithms, determined the global optimum solution, and finally formed the Master–slave approach for generating the optimal reservoir policy at AHD. The combination of various MHAs is also known as the Reliability-Based Design Optimisation Problems, details of which can be found in [118]. The advantage of this approach is that it has a high ability to detect and perceive the reservoir system's significant stochastic nature and nonlinearity. However, future climatic and hydrological conditions at dam scales should be tested to see if the current reservoir policy can remain viable. Another widely hybridisation algorithm used in reservoir operation, namely the bat-swarm algorithm (HB-SA) was proposed by [47] to minimise the irrigation deficits at the Golestan Dam and Voshmgir Dam. The hybridisation accelerated the convergence rate, resulting in a usable real-time optimal solution for dam and reservoir. The proposed algorithm was then tested and validated against other algorithms [GA, PSO, and water cycle algorithm (WCA)]. HB-SA outperformed the other algorithms, with the highest reliability of 94% and 96% for the Golestan Dam and Voshmgir Dam, respectively. However, the same suggestion made in [21] has also been mentioned in this study, namely that future studies should take into account the lack of suitable climate conditions and the effect of climate change on reservoir operations.

4 Other MHAs

The Sine Cosine Algorithm (SCA) is a new swarm-based meta-heuristic method for global optimisation. An improved SCA was suggested by [40] for a sustainable growth and resource production strategy. To balance global exploration and local exploitation, a modified SCA was used. The agent evolution equation now includes random weighting agents generated by multiple leader solutions. Adaptive mutation was designed to increase swarm diversity. This method was then tested in a cascade hydropower reservoir in China. The SCA outperformed other algorithms in terms of convergence rate. The gravitational search algorithm (GSA) was proposed by [119]. The GSA has been used in the reservoir operation optimisation algorithm [29, 53]. The approach employs gravity and mass interactions. The GSA was conducted at Iran's “Dez” reservoir to address the reservoir's simple and hydropower issues [120]. Unlike the GA, this algorithm tries to solve the large-scale optimisation problem by shrinking the search space. As a result, the algorithm was less sensitive to the initial guess generated randomly. The GSA is slow in the final phase of search but fast in exploration and exploitation, so hybridising GSA and PSO (HGSPSO) could improve both systems' shortcomings [121]. The HGSPSO can be suggested to be implemented in reservoir optimisation. Besides that, the harmony search [122] and the cooperation search algorithms [123] have also been widely been utilised for the MO engineering optimisation problem. However, as of now, both algorithms have been little used in very few research works in optimisation of reservoir operation. Also, the Shuffled Complex Evolution (SCE) is a fast and reliable parameter space search used in reservoir models. These results showed that the SCE was flexible and robust in meeting all of the objectives under all three scenarios (water supply only, hydropower generation only, and both) by taking into account the ecology of river habitat in the Xin-fengjiang Reservoir in Southern China [64]. The advantage of the Jaya algorithm (JA) feature is that it is an algorithm-specific parameter, which means it does not require a lot of effort in parameter tuning, only needs of the population size and generations, and can still perform the same function as other MHAs in exploration and exploitation. Paliwal et al. demonstrated the role of JA in the optimal use and restoration of reservoir systems at the Muda reservoir [36]. JA was successfully applied in the aforementioned case study, and the results revealed that JA outperformed other algorithms in terms of faster convergence. A further comprehensive review of JA is given in [124]. Also, the Coral Reefs Algorithm (CRO) is the MHA under EA's category based on the idea of coral reef formation and reproduction. This algorithm was proposed by Salcedo-Sanz et al. (2014). Surface water reservoirs must be managed more efficiently than ever before due to climatic uncertainties, which may result in increased water demand and prolonged drought if reservoir policy is not adequately publicised and planned for. The CRO and its enhancement techniques were tested in cascading reservoirs using constrained (CCRO) to narrow the search space and reinforcement learning (CCRO-QL) based on machine learning [26]. Despite the fact that the results showed that the enhancement technique was highly successful in producing optimal reservoir policy, it is also known that the CRO is a new MHA in this field. Additionally, the algorithm that...
has gained recent popularity in system-based optimisation namely, the Charged System Search (CSS), was discovered in reservoir optimisation studies [24] and demonstrated using mathematical test functions [41]. A descriptive explanation of the CSS can be found in [126]. The CSS was compared to the other EA and EA-SI algorithms for reservoir optimisation at Klang Dam and was found to perform 96% overall reliability compared to the other algorithms [24]. The authors suggest that to get more promising results, other new reservoir models which have not been implemented yet ought to be looked into. Also, because this study covered the period 1987–2007 [24], the current reservoir policy should be investigated more closely if it were to continue to be used in future climate change scenarios. Further on from that, a study was conducted to investigate the optimal operation of cascaded hydropower plants using metaheuristic algorithms [127]. The two operation strategies plans mentioned in this study were the local optimization and global optimization. Local optimization allows for the upstream hydropower plants to achieve higher power energy than the global optimization. In contrast, the global optimization plan was more beneficial to the overall system in terms of reaching higher energy levels than the local optimization plan. The work was expanded to look into the best solutions for maximising the power energy of hydroelectric plants in cascaded systems [128]. In terms of operation strategies, the improved Cuckoo Search (ICSA) was then compared to the other PSO, Cuckoo Search Algorithm (CSA), Salp Swarm Algorithm (SSA), sunflower optimization algorithm (SFO), equilibrium optimizer (EO), and marine predator algorithm (MPA). The results showed that the ICSA outperformed in terms of higher configuration speed. The ICSA, on the other hand, required more parameter tuning to achieve high efficiency [128]. A recent thorough review on reservoir optimisation by utilising metaheuristic algorithms was given by [129].

4.1 Comparison and Choice of Optimisation Reservoir Models

The optimisation of the reservoir model enables the stakeholder and decision maker of the management for reservoir to figure out the approach that is more realistically with the adjustment of the parameter boundaries. The researchers have been making considerable improvements over the past decades to provide for more successful optimal operating policies. Based on the past reviews, a few assumptions for the reservoir optimisation operation can be summarised and mentioned herein. An optimal solution to the optimisation problem if provided through a properly implemented mathematical programming algorithm, only then that the objective value obtained, provides an approximately optimal solutions. Simulation modelling, on the other hand, does not guarantee optimality throughout the iteration process. It's crucial because optimal solutions are frequently linked to problem formulations, and if the problem formulation is misidentified or assumptions are made incorrectly, the results will be fall into the category of either under or oversimplified in that situation. As a result, this is an important factor to consider when selecting reservoir models for optimisation. Besides, the further reviews for these reservoir models' constructive analyses were mentioned and discussed in [23, 126, 127].

Nevertheless, a variety of reservoir models that were focused on the optimum reservoir operating policy, in order to obtain the maximum benefits of the reservoir system/best trade-off in reservoir policy, can be summarised from the above-mentioned research works conducted over the last decades. Another popular topic that has only recently been discussed is the incorporation of the hedging policy into hydropower reservoir systems through the use of MHAs [25, 26]. Concurrently, simulation or modelling (NN, SVM, ANFIS, etc.) were used for forecasting the hydrological variables, followed by an optimisation process in the reservoir system, in which the whole process is known as the model simulation or modelling optimisation concept, or known as sim-heuristic. However, this practice commonly entailed in investigating of climate change events for future reservoir management purposes. There are several factors to consider when selecting reservoir models for optimisation in reservoir operation. The following are the criteria:

- Objective function (Single, Bi, many or multi)
  For example, simple tuning parameters should be sufficient if the case study involved single or bi-objective functions. This is due to the convergence rate and time saving priority. However, other complex reservoir models can be selected for comparison purposes.
- Constraints – Penalty functions
  This will be determined by the complexity of the reservoir system under consideration. In reservoir systems, for example, the trade-off of irrigation and hydropower is the most common; however, if ecology or navigation are involved, this would certainly entail more constraints, or as in some occasions, needs the penalty function to be applied simultaneously with the constraints in order to convert the PF from an infeasible region to a feasible region and solve the MO. As a result, as the reservoir system becomes more complex, the reservoir models must be able to choose between local and global search algorithms. By doing so, only to manage in providing the best release operating policy.
- Feature selections (FS) methods
  The various feature selection methods have been widely used in applications such as numeric and biomedical datasets. A thorough review on this topic is found in [132]. The authors had provided in detail, the
feature selection classification, and techniques. There are two main FS approaches: that is the search space and the strategy-based techniques. The most frequent search space implementations in reservoir optimisation are heuristic and meta-heuristic. The exhaustive random strategy under the search space category is insufficient for large dataset analysis because all possible solutions are easily explored. Both the filter and wrapper methods are strategy-based. However, these strategies are only suitable for correlation used in data mining. Apart from that, the studies related in objective, merit, and demerit based on feature selection of the SI was summarised in [101].

The following sub-section (a) shows some examples of MHAs and recommended on how to select the reservoir models based on the difficulties level, (b) the merit and demerits of all the algorithms discussed in for this overall review, as well as (c) the comparison of reservoir models between simulation and optimisation.

### 4.2 (a) Overall Algorithms Based on The Difficulties and Suitability of data scale

The overall algorithms discussed in this review is tabulated in Table 3 by addressing the suitability of the data scale used in these algorithms. The type of each algorithm defined the modal's workability in terms of unimodal, multi-modal, some hybrid and some composite functions. The definition of unimodal and multi-modal was briefly explained in [133]. For the concept, in a weak type, it was established that the workability of algorithms was capable of working fine only with unimodal and some multi-modal functions, while for the strong in type, it was defined as that algorithm working well with unimodal, multi-modal, some hybrid and some composite functions.

### Table 3 Overview of Algorithms discussed in above-mentioned research works

| Group           | Name                        | Year | Type  | Large Scale | Level of Difficulty |
|-----------------|-----------------------------|------|-------|-------------|--------------------|
| Evolutionary    | Differential Evolution      | 1997 | Weak  | No          | Easy               |
|                 | Genetic Programming         | 1964 | Weak  | No          | Easy               |
|                 | Bee-inspired                | 2007 | Strong| No          | Easy               |
|                 | Firefly-Based               | 2010 | Strong| No          | Medium             |
|                 | Bat-algorithm               | 2010 | Weak  | No          | Easy               |
| Swarm Intelligence | Shark algorithm           | 2016 | Best  | Yes         | Easy               |
|                 | Lion optimiser algorithm    | 2015 | Strong| Yes         | Medium             |
|                 | Grey Wolf Optimiser         | 2014 | Best  | Yes         | Easy               |
|                 | PSO                         | 1995 | Weak  | Yes         | Hard               |
| Swarm Intelligence | Moth-flame algorithm     | 2015 | Strong| No          | Easy               |
|                 | Cuckoo Search Algorithm     | 2009 | Weak  | Yes         | Medium             |
| Other MHAs      | Sine Cosine Algorithm       | 2016 | Strong| No          | Easy               |
|                 | Harmony Search algorithm    | 2001 | Weak  | No          | Easy               |
|                 | Gravitational search algorithm | 2009 | Weak  | No          | Easy               |
|                 | Cooperation Search algorithm| 2020 | Strong| Yes         | Medium             |
|                 | Coral reefs algorithm       | 2014 | Strong| No          | Medium             |
|                 | Charged System Search       | 2010 | Strong| No          | Medium             |
|                 | Jaya Algorithm              | 2016 | Good  | No          | Easy               |
|                 | Salp Swarm Optimization     | 2017 | Good  | No          | Easy               |
|                 | Equilibrium Optimization    | 2019 | Good  | No          | Easy               |
|                 | Archimedes Optimization     | 2021 | Good  | Yes         | Easy               |

4.3 (b) Merits and Demerits of the overview algorithms in above-mentioned research works

In this section, a summary of the merits and demerits of each representative algorithm, as shown in Table 4, is presented to support the decisions made in selecting the reservoir models mentioned above. Most reservoir models necessitate numerous iterations and perform poorly if the parameters are not properly tuned. Metaheuristics are designed to find near-optimal solutions because they are incapable of providing optimal solutions. Metaheuristics, on the other hand, have some advantages that can be used alone or in conjunction with other traditional techniques. As previously stated, researchers used a variety of significant evaluation methods to evaluate the efficacy, robustness, and performance of...
the merit in each reservoir model. Model performance, for example, includes convergence rate and run-time, which are used to evaluate the performance of stand-alone algorithms. Second, each algorithm’s robustness in solving high-dimensional complex matter. In addition, RSP is being evaluated in order to achieve and maintain a consistent success ratio among competing algorithms.

### 4.4 (c) Comparison of Reservoir Models Between Modelling or Simulation and Optimisation

For reservoir operation systems or real-time operation, various methodologies and algorithms can be used. Soft computing techniques, for example, can be used to predict rainfall in time series [134]. In reservoir operation systems over the last few decades, the most used in modelling or simulation are the ANN and GP, both of which are also known as regression or supervised machine learning approaches that were easily parameterised. ANNs typically do not provide a detailed description of the process by which they obtain a solution. Unlike GP, it generates computerised programmes that are used to predict models without assuming the form of the existing relationship. A study was conducted in Madhya Pradesh, India, in which the authors demonstrated two algorithms (GA and linear programming approach, LP) that could be implemented in real time at the existing Chiller reservoir system [135]. Both algorithms are capable of supporting the irrigation system in the area of study. The authors also claimed that these algorithms provided the best allocation of available water across the various crops in the fields. The GA outperformed the LP, but it would be difficult to apply it to more complex problems. As a result, for a better approach, reservoir optimisation operation approaches would be more focused in recent years in order to achieve the maximum benefits while incurring the least amount of loss in the reservoir operation system. These can be accomplished by utilising nature-inspired metaheuristic algorithms, as these algorithms possess both exploitation and exploration capabilities, which are not found concurrently in modelling and simulation. Simulation or modelling can be performed

| Algorithm                          | Advantages                                                                 | Disadvantages                                                                                                     |
|-----------------------------------|---------------------------------------------------------------------------|------------------------------------------------------------------------------------------------------------------|
| GA                                | It is simple to implement. It can handle wide range of objectives and constraints in nonlinear or discontinuous. It can be used on its own to solve a given problem. It is not reliant on any other algorithm or heuristic | It has no guarantee in global maxima be identified. It easily trapped in local maxima. Losing population density, thus premature convergence seldom occurs. It lacks standard termination criteria. It can be time consuming due to the large number of variables involved |
| DE                                | It can converge to the global minimum                                     | It has unstable convergence rate                                                                                   |
| PSO                               | It is simple calculation. Because of its quick response, it is ideal for dynamic applications | Losing population density, thus premature convergence seldom occurs                                                |
| ABC                               | It is flexible and few parameters tuning                                  | Less parameters tuning required, causes the accuracy is diminished                                                |
| Ant-colony                        | It is inherently parallel, as the solutions can be independent and simultaneously. It avoids early premature convergence | It guarantees the convergence aspect, however, the time is undefined                                                |

| Algorithm                          | Advantages                                                                 | Disadvantages                                                                                                     |
|-----------------------------------|---------------------------------------------------------------------------|------------------------------------------------------------------------------------------------------------------|
| Jaya Algorithm                    | Straightforward configuration, No initialisation required                 | Insufficient population diversity, Poor quality of final solution                                               |
| Equilibrium Optimization           | High exploitation ability                                                  | Hardly to work out the problem of scattering Difficulties to define initial parameters                            |
| Salp Swarm Optimization            | Simple updating functions                                                 | Easily trapped in local optimum                                                                                    |
| Firefly & Moth flame               | It has good diversification as it automatically divides the population into different groups | It is unsuitable for dealing with complex MO because it can become trapped in local optima                        |
| Bat, Shark, Lion, and grey wolf    | It aids in the balance of exploration and exploitation during the search. | It unable to handle discrete problem. Hence, enhancement technique or integration with other data-driven technique or hybridisation with other MHA helps to overcome this matter |

| Algorithm                          | Advantages                                                                 | Disadvantages                                                                                                     |
|-----------------------------------|---------------------------------------------------------------------------|------------------------------------------------------------------------------------------------------------------|
| GA                                | It is simple to implement. It can handle wide range of objectives and constraints in nonlinear or discontinuous. It can be used on its own to solve a given problem. It is not reliant on any other algorithm or heuristic | It has no guarantee in global maxima be identified. It easily trapped in local maxima. Losing population density, thus premature convergence seldom occurs. It lacks standard termination criteria. It can be time consuming due to the large number of variables involved |
| DE                                | It can converge to the global minimum                                     | It has unstable convergence rate                                                                                   |
| PSO                               | It is simple calculation. Because of its quick response, it is ideal for dynamic applications | Losing population density, thus premature convergence seldom occurs                                                |
| ABC                               | It is flexible and few parameters tuning                                  | Less parameters tuning required, causes the accuracy is diminished                                                |
| Ant-colony                        | It is inherently parallel, as the solutions can be independent and simultaneously. It avoids early premature convergence | It guarantees the convergence aspect, however, the time is undefined                                                |
at first for the training and testing process or prediction purpose, followed by the integration of the optimisation technique, which will ensure a more precise result. With these details and a general overview, the author believes that the reader now has a quick start guideline for setting up the reservoir optimisation operation system.

5 Conclusions

Optimisation models are widely and judiciously used to support decision-making. In a lot of cases, the problems to be tackled are complex, non-linear, barely established and most likely sold in the form of an all-ready extremely large variety of remedies concept. This makes it virtually impossible to identify a variety of options that provide a wide range of trade-offs between competing goals, such as reducing costs and maximising environmental outcomes. Another aspect is the manipulating and implicit “optimising” methods, as part of which the optimum outcome was found to be surrounded with the aid of domain knowledge, practice, and intuition. Further examples include combining results from one or more simulation models such as from the very beginning of conventional approaches (linear and non-linear programming) to metaheuristic (evolutionary algorithms and swarm intelligence). Lastly, the hybrid approaches offer the way by overcoming the drawbacks of each algorithm and suitability of the variables into the models proposed to solve the optimisation objective functions of the reservoirs. Methods of metaheuristic algorithms, such as the Evolutionary Algorithm (EA), Swarm Intelligence (SI) founded on animal and insect behaviour-based concepts and swarm-based are some of the newer examples for ideal workable optimisation methods. This review summarised a discussion of various reservoir models developed for the purposes of optimising reservoir operations.

However, it can be concluded that the future recommendations of this review should be more focused and concerned with investigating the hydrological variables with climate change impacts on future reservoir operations under different climate scenarios, in accordance with global climate change strategies. As highlighted in the past studies [21, 47], the uncertainties of climate-change or scenarios may greatly influence the reservoir operation in future reservoir policy. Hence, this would allow for more practical and reliable for obtaining optimal reservoir operation rules into the future. Furthermore, reservoir models that were not mentioned in this review could be used in the field of real-world engineering.

In addition, the studies found in [140, 141] emphasised the importance of having future climatic variables which available in a specific region (case study) in order to determine the appropriate downscaling approaches, also part of the investigation for future direction of future reservoir optimisation operations considering the ever changing regional and global climate conditions.
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