MULTIVARIABLE MANIFOLD CALCULUS OF FUNCTORS
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ABSTRACT. Manifold calculus of functors, due to M. Weiss, studies contravariant functors from the poset of open subsets of a smooth manifold to topological spaces. We introduce “multivariable” manifold calculus of functors which is a generalization of this theory to functors whose domain is a product of categories of open sets. We construct multivariable Taylor approximations to such functors, classify multivariable homogeneous functors, apply this classification to compute the derivatives of a functor, and show what this gives for the space of link maps. We also relate Taylor approximations in single variable calculus to our multivariable ones.
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1. Introduction

The main purpose of this paper is to generalize the theory of manifold calculus of functors developed by Weiss [26] and Goodwillie-Weiss [9] (see also [25, 7]) which seeks to approximate, in a suitable sense, a contravariant functor \( F : \mathcal{O}(M) \to \text{Spaces} \) where \( M \) is a smooth compact manifold and \( \mathcal{O}(M) \) the poset of open subsets of \( M \). The main feature of the theory is that one can associate to \( F \) another functor, called the \( k \)th Taylor approximation of \( F \) or the \( k \)th stage of the Taylor tower of \( F \), given by

\[
T_k F(U) = \underset{V \in \mathcal{O}_k(U)}{\operatorname{holim}} F(V).
\]

Here \( \mathcal{O}_k(U) \) is the subcategory of \( \mathcal{O}(U) \) consisting of open sets diffeomorphic to at most \( k \) disjoint open balls of \( U \). One then has natural transformations \( F \to T_k F \) and \( T_k F \to T_{k-1} F \), \( k \geq 0 \), which combine into a Taylor tower of \( F \). The homotopy fiber of the map \( T_k F \to T_{k-1} F \), denoted by \( L_k F \), is called the \( k \)th homogeneous layer of \( F \) and is of special importance since such functors admit a classification.

The work in this paper owes an enormous debt to Weiss’ original work [26] where he develops what we will in this paper call single variable manifold calculus. We will often refer the reader to that paper for details or even entire results. Although statements and proofs here are usually combinatorially more complex, many definitions and techniques used in [26] carry over nicely to our multivariable setting. Manifold calculus has had many applications in the past decade [1, 14, 17, 16, 21, 22, 24]. With an eye toward extending some of them, we wish to generalize this theory to the setting where \( M \) breaks up as a disjoint union of manifolds, say \( M = \bigsqcup_{i=1}^m P_i \). The first observation is that there is an equivalence of categories

\[
\mathcal{O} \left( \bigsqcup_{i=1}^m P_i \right) \cong \prod_{i=1}^m \mathcal{O}(P_i)
\]

and we may thus view an open set \( U \) in \( M \) as both a disjoint union \( U_1 \bigsqcup \cdots \bigsqcup U_m \) and an \( m \)-tuple \((U_1, \ldots, U_m)\). Single variable manifold calculus is already good enough to study functors \( F : \mathcal{O}(\bigsqcup_{i=1}^m P_i) \to \text{Spaces} \), but it is useful to think of \( F : \prod_{i=1}^m \mathcal{O}(P_i) \to \text{Spaces} \) as a functor of several variables as well, and try to do calculus one variable at a time.

Stages of the Taylor tower \( T_k F \) mimic \( k \)th degree Taylor polynomials of an ordinary smooth function \( f : \mathbb{R} \to \mathbb{R} \) and \( L_k F \) corresponds to the homogeneous degree \( k \) part of its Taylor series. Further, \( L_k F \) contains information about the analog of the \( k \)th derivative of \( f \). A natural place to begin our generalization of manifold calculus to more than one variable might then be to look at the generalization of the calculus of smooth functions \( f : \mathbb{R} \to \mathbb{R} \) to smooth functions \( f : \mathbb{R}^m \to \mathbb{R}^n \). A function is differentiable at \( \bar{a} \in \mathbb{R}^m \) if there is a linear transformation \( L : \mathbb{R}^m \to \mathbb{R} \) such that

\[
\lim_{\bar{h} \to \bar{0}} \frac{f(\bar{a} + \bar{h}) - f(\bar{a}) - L(\bar{h})}{|\bar{h}|} = 0.
\]
One immediately is led to wondering how to find such a linear transformation $L$. It would be nice, for example, to describe $L$ as a $1 \times m$ matrix. This leads to a desire to use coordinates on $\mathbb{R}^m$ itself, and the discovery of partial derivatives. Indeed, using the usual basis $\{e_i\}$ for $\mathbb{R}^m$, we can write $\vec{x} = x_1 e_1 + \cdots + x_m e_m$, and it is also useful to write this as a tuple $\vec{x} = (x_1, \ldots, x_m)$. One advantage of partial derivatives is that they are computed by fixing all but one of the variables:

$$\frac{\partial f}{\partial x_i}(a_1, \ldots, a_m) = \lim_{h \to 0} \frac{f(a_1, \ldots, a_i + h, \ldots, a_m) - f(a_1, \ldots, a_m)}{h}.$$ 

Another nice thing about partial derivatives is that they represent the linear transformation $L$ in the form of the desired matrix. The notions of the derivative as a linear transformation and the derivative as a matrix both have their uses.

Thus one way to think about this paper is that it introduces coordinates to the study of contravariant functors $F: M \to \text{Spaces}$ where $M = \coprod_{i=1}^m P_i$. That is, view $\mathcal{O}(\coprod_{i=1}^m P_i)$ as the analog of $\mathbb{R}^m$, and view the equivalence of categories from (1) as the analog of writing $\mathbb{R}^m = \mathbb{R} \times \cdots \times \mathbb{R}$. We will analogously set up a theory of calculus which allows us to treat each of the variable inputs $U_i \in \mathcal{O}(P_i)$ separately, and eventually obtain a good notion of mixed partial derivatives.

Although the importance of derivatives cannot be overstated, the philosophy of calculus of functors is centered around finding polynomial approximations and Taylor series for a given functor. It is from a good definition of polynomial that we obtain an object which deserves the name “derivative”. This is where we differ from ordinary calculus, where one can motivate the idea of Taylor polynomials of a function $f$ by the obvious generalization of linearization. In other words, one seeks a polynomial of a certain degree whose values and the values of whose derivatives up to a certain degree agree with those of $f$ at some point. Of course, the derivatives of $f$ determine the coefficients of the polynomial.

We will therefore begin by building polynomial approximations and obtain from them the notion of derivatives. Just as one can read off the derivatives of a function at a point by looking at the coefficients of the Taylor series, we will use the “coefficients” of our Taylor series to define derivatives. This having been said, it is nevertheless fairly easy to immediately give an analog of the derivative of a functor in our setting which is at least plausible. Let us consider the first and second derivatives for concreteness. The analog of difference for us is homotopy fiber, and so the analog of $f(x + h) - f(x)$ is the following: If $U$ and $V$ are disjoint open balls, then $\text{hofiber}(F(U \cup V) \to F(U))$ is the first derivative of $F$ at $U$. Now consider the following unorthodox formula for the second derivative of a function $f : \mathbb{R} \to \mathbb{R}$:

$$f''(x) = \lim_{h_1 \to 0} \lim_{h_2 \to 0} \frac{f(x + h_1 + h_2) - f(x + h_1) - f(x + h_2) + f(x)}{h_1 h_2}.$$ 

We draw the reader’s attention to the numerator of the above expression when considering the next formula. Let $U, V_1, V_2$ be disjoint open balls. Then

$$\text{hofiber}(\text{hofiber}(F(U \cup V_1 \cup V_2) \to F(U \cup V_1)) \to \text{hofiber}(F(U) \to F(U \cup V_2)))$$
is the second derivative of $F$. The last expression can be rewritten in a way more amenable to generalization as the so-called total homotopy fiber of the commutative square (or a 2-cubical diagram)

$$
\begin{array}{ccc}
F(U \cup V_1 \cup V_2) & \longrightarrow & F(U \cup V_1) \\
\downarrow & & \downarrow \\
F(U \cup V_2) & \longrightarrow & F(U)
\end{array}
$$

As a direct generalization of this, there is an analogous formula for the $n^{th}$ derivative given by the total homotopy fiber of a certain $n$-cubical diagram of spaces.

There are two main motivations and uses for the work developed in this paper. One is to better understand the space of link maps $\text{Link}(P_1, \ldots, P_m; N)$, which is the space of smooth maps $f = \bigsqcup_i f_i : \bigsqcup_i P_i \to N$ such that $f_i(P_i) \cap f_j(P_j) = \emptyset$ for all $i \neq j$. We can think of this as a functor of $\mathcal{O}(\bigsqcup_i P_i) = \prod_i \mathcal{O}(P_i) \to \text{Spaces}$, and so it is a functor of several variables. This space has been studied by many [3, 10, 11, 12, 15, 19, 20, 23] and the first author has in fact already applied Weiss’ manifold calculus to it in [17] (see also [8]). Exploring the connection further may in particular lead to a new (and more conceptual) proof of the Habegger-Lin classification of homotopy string links [10] and provide a new framework for Koschorke’s generalizations of Milnor invariants [12].

The other motivation is the study of embeddings and link maps of $\bigsqcup_i \mathbb{R}$ in $\mathbb{R}^n$, $n \geq 3$, i.e. the study of (long) links and homotopy links. Manifold calculus was used very effectively in the study of embeddings of $\mathbb{R}$ in $\mathbb{R}^n$ and the idea is to generalize many of the results obtained in that case using multivariable calculus. For example, it was shown in [24] that the single variable Taylor tower for long knots in $\mathbb{R}^3$ classifies finite type knot invariants. This relied on a construction of a cosimplicial model arising from the Taylor tower [21] and the associated spectral sequences. In [18], we give multi-cosimplicial analogs for links and link maps and deduce an analogous results, namely that the multivariable Taylor tower contains all finite type invariants of links and homotopy links. This is in turn expected to lead to a way of recognizing classical Milnor invariants in the multivariable Taylor tower. The crucial ingredient in [18] is the finite model for the multivariable Taylor tower from Section 7.

1.1. Organization of the paper. This paper is organized as follows:

- In Section 2, we set some notational conventions and state the definitions used throughout the paper.
- In Section 3, we survey some of the main results of [26], with an emphasis on the results we desire to generalize to the multivariable setting. We include a few examples in Section 3.1 and introduce the language of cubical diagrams in Section 3.2. We review the main definitions and results about polynomial functors and the stages $T_k F$ of the Taylor tower in Section 3.3. The convergence of the Taylor tower for the embedding functor (Theorem 3.20), which is the main example in the theory, is recalled in Section 3.4. Homogeneous functors and their classification (Theorem 3.26) are reviewed in Section 3.5. Finally, we discuss some technicalities regarding the passage to manifolds with boundary in Section 3.6 in the cases we ultimately care most about, namely embeddings and link maps.
In Section 4, we develop the analogs of the results discussed in Section 3.3 and Theorem 3.20. We begin by discussing the equivalence of categories from equation (1) in Section 4.1. In Section 4.2, we define the notion of a polynomial functor of multidegree $\vec{j} = (j_1, \ldots, j_m)$ (Definition 4.3), give some examples, define the multivariable Taylor approximations to a functor (Definition 4.10) and its Taylor multi-tower, and show the approximations satisfy certain properties. Theorem 4.13 gives criteria for checking when two polynomials of the same multidegree are equivalent functors; this has applications in Section 5. We then give a multivariable analog of Theorem 3.20 in Section 4.3.

In Section 5, which is the analog of Section 3.5, we classify multivariable homogeneous functors. In Section 5.1, we discuss what one can deduce from Theorem 3.23 which classifies homogeneous functors in single variable calculus. This is the content of Proposition 5.2. We then use this to motivate our definition of homogeneous multivariable polynomials (Definition 5.6). The goal then is to prove a classification theorem for such polynomials in Section 5.3 (Theorem 5.18), but to do so we need to complete some preliminary work on homogeneous functors that look like spaces of sections of some fibration in Section 5.2. It is precisely the fibers of this fibration which deserve to be called the mixed partial derivatives of a functor. Finally, in Section 5.4 we work out the fibers of the classifying fibration from Theorem 5.18.

In Section 6, we compare the single variable and multivariable Taylor towers and their stages. Theorem 6.1 says that a functor is polynomial of degree $\leq k$ as a single variable functor if and only if it is polynomial of multidegree $\vec{j}$ for certain values of $\vec{j}$; while Theorem 6.3 essentially tells us how to put the Taylor approximations in the multivariable setting together to obtain the Taylor approximations in the single variable setting. The latter theorem uses the classification of homogeneous multivariable functors (Theorem 5.18).

In Section 7, we give a non-functorial finite model for the Taylor approximations in the case where $F$ is the embedding or link maps functor and $M = \coprod I$ is a disjoint union of intervals (so $F$ is the space of string links or homotopy string links respectively). These are precisely the functors which will be studied in greater detail in [18].

1.2. Acknowledgements. The authors would like to thank Tom Goodwillie for helpful conversations.

2. Conventions

Throughout the paper, we will assume the reader is familiar with homotopy limits and colimits. Following Weiss [26], our spaces will be fibrant simplicial sets. Our examples are all in one way or another related to the space of maps $\text{Map}(X, Y)$, which has a simplicial structure as follows: a $k$-simplex is a fiber-preserving map $f_k : X \times \Delta^k \to Y \times \Delta^k$; that is, $f_k(x, s) = (y, s)$. If $X$ and $Y$ are smooth manifolds, then $f_k$ should be smooth. Other conventions are as follows.

Sets:
- For a nonnegative integer $k$, let $[k]$ denote the ordered set $\{0, 1, \ldots, k\}$, and let $\underline{k}$ denote the set $\{1, 2, \ldots, k\}$.
For a finite set $S$, we let $|S|$ stand for its cardinality.

- Let $\mathcal{P}(S)$ stand for the poset of all subsets of $S$, and $\mathcal{P}_0(S)$ the subposet of all non-empty subsets of $S$. For a tuple $\vec{S} = (S_1, \ldots, S_m)$ of finite sets, let $\mathcal{P}(\vec{S}) = \prod_{i=1}^{m} \mathcal{P}(S_i)$.

- For tuples $\vec{j} = (j_1, j_2, \ldots, j_m)$ and $\vec{j}' = (j_1', j_2', \ldots, j_m')$ of integers, we say $\vec{j} \leq \vec{j}'$ if $j_i \leq j'_i$ for all $1 \leq i \leq m$, and $\vec{j} < \vec{j}'$ if $\vec{j} \leq \vec{j}'$ and there exists $i$ such that $j_i < j'_i$.

- Let $|\vec{j}| = \sum_i j_i$, and $|\vec{j} - \vec{k}| = \sum_i |j_i - k_i|$.

- Let $\mathcal{Z}^m$ denote the poset whose objects are $m$-tuples $\vec{j} = (j_1, \ldots, j_m)$, with $j_i \geq -1$ an integer for all $i$, and with $\vec{k} \leq \vec{j}$ if $k_i \leq j_i$ for all $i$. Let $\mathcal{Z}^m_{\leq \vec{j}}$ (respectively $\mathcal{Z}^m_{< \vec{j}}$) denote the subcategory of all $\vec{k}$ which satisfy $\vec{k} \leq \vec{j}$ (respectively $\vec{k} < \vec{j}$). Let $\mathcal{Z}^m_{\leq k}$ (respectively $\mathcal{Z}^m_{< k}$) denote the subcategory of all $\vec{j}$ which satisfy $|\vec{j}| \leq k$ (respectively $|\vec{j}| < k$).

**Spaces:**

- For a space $X$ and a nonnegative integer $k$, let $C(k, X)$ be the configuration space of $k$ points in $X$, in other words

$$C(k, X) = X^k - \Delta_{fat}(X^k),$$

where

$$\Delta_{fat}(X^k) = \{(x_1, x_2, \ldots, x_k) | x_i = x_j \text{ for some } i \neq j\}$$

is the fat diagonal. When $X$ and $k$ are understood, the fat diagonal will be denoted simply by $\Delta_{fat}$.

- Let $sp_k X = X^k / \Sigma_k$ denote the $k$th symmetric product of $X$.

- Let $(X^k) = C(k, X)/\Sigma_k$ be the quotient of $C(k, X)$ by the free action of the symmetric group $\Sigma_k$ which permutes the coordinates. This is the space of unordered configurations of $k$ points in $X$. It is the complement of the image of the fat diagonal in $sp_k X$. We will also denote the image of $\Delta_{fat}$ in $sp_k X$ by $\Delta_{fat}$, which should cause no confusion since it will always be clear from context what we mean.

- For $\vec{X} = (X_1, \ldots, X_m)$ and a tuple of nonnegative integers $\vec{j} = (j_1, \ldots, j_m)$, let $sp_{\vec{j}} \vec{X} = \prod_i sp_{j_i} X_i$.

- For an $m$-tuple of spaces $\vec{X} = (X_1, \ldots, X_m)$ and an $m$-tuple of nonnegative integers $\vec{j} = (j_1, \ldots, j_m)$, let

$$\Delta_{fat}(\vec{X}^\vec{j}) = \{ \vec{x} = (x_1, \ldots, x_m) | x_i \in X_i^{j_i} \text{ and there exists } i \text{ with } x_i \in \Delta_{fat}(X_i^{j_i}) \}. $$

Again, when $\vec{X}$ and $\vec{j}$ are understood, we will denote this simply by $\Delta_{fat}$. Let

$$\Delta_{fat}(\vec{X}^\vec{j}) = sp_{j_1} X_1 \times \cdots \times sp_{j_{i-1}} X_{i-1} \times \Delta_{fat}(sp_{j_i} X_i) \times sp_{j_{i+1}} X_{i+1} \times \cdots \times sp_{j_m} X_m.$$

Thus we have

$$\Delta_{fat}(\vec{X}^\vec{j}) = \cup_{i=1}^{m} \Delta_{fat}(sp_{j_i} X_i).$$

- Let $(X_1, \ldots, X_m)$ denote the product $\prod_i (X_i^{j_i})$, and let $sp_{\vec{j}} \vec{X} = \prod_i sp_{j_i} X_i$.

**Categories and functors:**
• We let Spaces denote the category of fibrant simplicial sets, and Spaces\_\_\_* the category of based fibrant simplicial sets.
• When we say “functor”, we will mean either a covariant or a contravariant one. When it is not clear from the context or useful to point out, we will specify the variance.

3. Review of the single variable manifold calculus of functors

We begin with a survey of the main results of manifold calculus. Details can be found in [26, 9]. We will generalize many of these results to the multivariable setting in Section 4.

3.1. Setup and examples. Let \( M \) be a smooth compact manifold, and \( O(M) \) the poset of open subsets of \( M \) with inclusions as morphisms. Manifold calculus studies contravariant functors

\[
F : O(M) \longrightarrow \mathcal{C},
\]

where \( \mathcal{C} \) is usually the category of spaces or spectra. For us, \( \mathcal{C} \) will always be Spaces or Spaces\_\_\_*.

Definition 3.1. Let \( M \) be as above, and let \( U, V \in O(M) \) with \( U \subset V \). The inclusion \( i : U \hookrightarrow V \) is an isotopy equivalence if there exists an embedding \( e : V \to U \) with the property that \( i \circ e \) and \( e \circ i \) are isotopic to \( 1_V \) and \( 1_U \) respectively.

One may think of an isotopy equivalence \( U \hookrightarrow V \) as a “thickening” of \( U \). The functors we study are required to satisfy the following two axioms.

Definition 3.2. A contravariant functor \( F : O(M) \longrightarrow \text{Spaces} \) is good if

1. It takes isotopy equivalences to homotopy equivalences, and
2. For any nested sequence \( \{U_i\} \) of open subsets of \( M \), the map

\[
F(\bigcup U_i) \longrightarrow \lim_{i} F(U_i)
\]

is a weak equivalence.

The second part of this definition says that the values of a good functor are determined by their values on the interiors of compact codimension zero submanifolds of \( M \). Since one typically is only interested in the values on such open sets, one could start with functors defined on the category of open sets in \( M \) which are the interiors of compact codimension zero submanifolds, with inclusion maps as the morphisms, and extend along the inclusion of this category into \( O(M) \). In this sense, the second axiom is optional. The reader may freely choose either according to her tastes. Here are some examples of good functors, where the open set \( U \subset M \) is the variable.

Definition/Example 3.3. Let \( X \) be any space, \( M \) and \( N \) be smooth manifolds with \( M \) compact, and let \( U \in O(M) \).

• \( \text{Map}(U, X) \), the space of maps from \( U \) to \( X \);
• \( \text{Map} \left( \left( \left( U_i \right)_i \right) \right), X ; \)
• \( \text{Imm}(U, N) \), the space of immersions of \( U \) into \( N \);
• \( \text{Emb}(U, N) \), the space of embeddings of \( U \) into \( N \);
• \( \overline{\text{Emb}}(U, N) = \text{hofiber}(\text{Emb}(U, N) \hookrightarrow \text{Imm}(U, N)) \);
• \( \text{Link}(U_1, U_2, \ldots, U_m; N) \), the space of link maps from \( \coprod_{i=1}^{m} U_i \) to \( N \) (i.e. smooth maps such that the images of the \( U_i \) are disjoint). Here \( M = \coprod_{i=1}^{m} P_i \), the \( P_i \) are of dimension \( p_i \), and \( U_i \in \mathcal{O}(P_i) \).

All these are contravariant functors since an inclusion of open subsets of \( M \) gives rise to a restriction map. The last two functors are of most concern to us, specifically in the case where \( M \) is one-dimensional \([18]\). Before we continue, it will be useful to survey some definitions and basic results about cubical diagrams, a useful organizational tool central to calculus of functors.

### 3.2. Cubical diagrams and homotopy limits

The purpose of this section is to remind the reader of some relevant definitions and a few useful results. Details about cubical diagrams can be found in \([5\text{, Section 1]}\).

**Definition 3.4.** Let \( T \) be a finite set. A \(|T|\)-cube of spaces is a covariant functor
\[
\mathcal{X} : \mathcal{P}(T) \to \text{Spaces}.
\]

**Definition 3.5.** A \(|T|\)-cube of spaces is \( k \)-cartesian if the map
\[
\mathcal{X}(\emptyset) \to \text{holim}_{S \neq \emptyset} \mathcal{X}(S)
\]
is \( k \)-connected. In case \( k = \infty \), i.e. if the map is a weak equivalence, we say the cube \( \mathcal{X} \) is homotopy cartesian. Dually, it is \( k \)-cocartesian if the map
\[
\text{hocolim}_{S \neq T} \mathcal{X}(S) \to \mathcal{X}(T)
\]
is \( k \)-connected, and homotopy cocartesian if \( k = \infty \).

**Remark 3.6.** When \(|T| = 2\), the notions of homotopy cartesian (resp. homotopy cocartesian) square and homotopy pullback (resp. homotopy pushout) square agree.

**Definition 3.7.** The total homotopy fiber, or total fiber, of a \(|T|\)-cube \( \mathcal{X} \) of based spaces, denoted \( \text{tfiber}(S \mapsto \mathcal{X}(S)) \) or \( \text{tfiber}(\mathcal{X}) \), is the homotopy fiber of the map
\[
\text{holim}_{S \neq \emptyset} \mathcal{X}(S) \to \mathcal{X}(T)
\]
The total fiber can also be thought of as an iterated homotopy fiber. That is, view a \(|T|\)-cube \( \mathcal{X} \) as a map (i.e. a natural transformation) of \((|T| - 1)\)-cubes \( \mathcal{Y} \to \mathcal{Z} \). In this case, \( \text{tfiber}(\mathcal{X}) = \text{hofiber}(\text{tfiber}(\mathcal{Y}) \to \text{tfiber}(\mathcal{Z})) \). More precisely, we have

**Proposition 3.8.** Suppose \( \mathcal{X} \) is a \(|T|\)-cube of based spaces, and let \( t \in T \). Then there is an equivalence
\[
\text{tfiber}(\mathcal{X}) \simeq \text{hofiber}(\text{tfiber}(S \mapsto \mathcal{X}(S)) \to \text{tfiber}(S \mapsto \mathcal{X}(S \cup \{t\}))),
\]
where \( S \) ranges through subsets of \( T - \{t\} \).
One easy but useful consequence of this is the following result which will be used in the proof of Theorem 6.1.

**Proposition 3.9.** Let $\mathcal{X}$ and $\mathcal{Y}$ be $k$-cartesian $|T|$-cubes of based spaces, and suppose that, for some $t ∈ T$, $\mathcal{X}(S ∪ \{t\}) = \mathcal{Y}(S)$ for all $S ⊂ T − \{t\}$. Then the $|T|$-cube $\mathcal{Z}$ defined by $\mathcal{Z}(S) = \mathcal{X}(S)$ and $\mathcal{Z}(S ∪ \{t\}) = \mathcal{Y}(S ∪ \{t\})$ for $S ⊂ T − \{t\}$ is also $k$-cartesian.

**Proof.** View $\mathcal{X}$ and $\mathcal{Y}$ as 1-cubes of $(|T| − 1)$-cubes $(S ∪ \{t\})$ respectively, where $S ⊂ T − \{t\}$. By hypothesis, the maps $\text{tfiber}(S) → \text{tfiber}(S ∪ \{t\})$ are $k$-connected, and hence, since $(S) = (S)$, the composed map

\[
\text{tfiber}(S) → \text{tfiber}(S ∪ \{t\})
\]

is $k$-connected, and therefore $\mathcal{Z}$ is $k$-cartesian. □

We end with a result which is not about cubical diagrams, but which is useful for studying functors of more than one variable. It can be found in [2, Ch. XI, Example 4.3]. The statement clearly generalizes to the product of more than two categories.

**Proposition 3.10.** If $F : C_1 × C_2 → \text{Spaces}$ is a bifunctor, then there are homeomorphisms

\[
\text{holim}_{C_2} \text{holim}_{C_1} F \cong \text{holim}_{C_1 × C_2} F \cong \text{holim}_{C_1} \text{holim}_{C_2} F.
\]

### 3.3. Polynomial functors and Taylor tower.

Manifold calculus seeks to approximate a good functor $F$ by a sequence of functors $T_k F$ which are “polynomial of degree $≤ k$”, and are the analogs of the $k$th degree Taylor approximations to a function in ordinary calculus.

**Definition 3.11.** A good functor $F : O(M) → \text{Spaces}$ is said to be polynomial of degree $≤ k$ if for all $U ∈ O(M)$ and for all pairwise disjoint non-empty closed subsets $A_0, A_1, \ldots, A_k$ of $U$, the map

\[
F(U) → \text{holim}_{S ≠ \emptyset} F(U_S),
\]

where $U_S = U − \cup_{i ∈ S} A_i$, is a homotopy equivalence.

An ordinary polynomial of degree $k$ in a single variable is, of course, determined by its values on $k + 1$ distinct points, which is what this definition is attempting to mimic.

**Example 3.12.** The functor $U → \text{Map}(U, X)$ is polynomial of degree $≤ 1$ for any space $X$, as is $U → \text{Imm}(V, N)$. The functor $U → \text{Map} \left( \binom{U}{k}, X \right)$ is polynomial of degree $≤ k$. See [26] Examples 2.3 and 2.4.

**Definition 3.13.** For $k ≥ 0$, let $O_k(M)$ denote the full subcategory of open sets diffeomorphic to at most $k$ disjoint open balls.

Now we can define the $k$th degree polynomial functors $T_k F$. 
**Definition 3.14.** Define the \( k \)th degree Taylor approximation of \( F \) to be
\[
T_k F(U) = \operatorname{holim}_{O_k(U)} F.
\]

The \( T_k F \) themselves are good functors. Note that \( T_0 F \simeq F(\emptyset) \).

Also note that if \( U \in O_k(M) \), then \( U \) is a final object in \( O_k(U) \) and so (since \( F \) is contravariant) \( F(U) \to T_k F(U) \) is an equivalence. Hence \( F \) and \( T_k F \) agree when the input is at most \( k \) open balls.

It is clear that there are canonical maps \( F \to T_k F \) and \( T_k F \to T_{k-1} F \) for all \( k \geq 1 \), and that they are all compatible in the sense that the obvious diagrams commute. Thus we can make the following definition.

**Definition 3.15.** The Taylor tower of \( F \) is the sequence of functors
\[
F \longrightarrow (T_0 F \leftarrow T_1 F \leftarrow \cdots \leftarrow T_k F \leftarrow \cdots \leftarrow T_\infty F)
\]
(pictured with the canonical map from \( F \)) where
\[
T_\infty F = \operatorname{holim}_k T_k F.
\]

Polynomial approximation \( T_k F \) will also be called the \( k \)th stage of the Taylor tower of \( F \).

In our subsequent work \cite{18}, we will work with certain “smaller” models for stages \( T_k F \) in some special cases. These will be defined in Section 7.

The first two parts of the following are Theorem 6.1 in \cite{26}. The third follows immediately from the definition of a polynomial functor and standard facts about cubical diagrams which can be found in \cite[Section 1]{5}.

**Theorem 3.16.** Let \( k \) be a nonnegative integer.

1. \( T_k F \) is polynomial of degree \( \leq k \).
2. If \( F \) is polynomial of degree \( \leq k \), then \( F \to T_k F \) is an equivalence.
3. If \( F \) is polynomial of degree \( \leq k \), then it is polynomial of degree \( \leq l \) for all \( k \leq l \).

The following important statement, which characterizes polynomials, is Theorem 5.1 in \cite{26}.

**Theorem 3.17.** Let \( k \) be a nonnegative integer, and let \( F \to G \) be a natural transformation between polynomials of degree \( \leq k \). If \( F(U) \to G(U) \) is an equivalence for all \( U \in O_k(M) \), then it is an equivalence for all \( U \in O(M) \).

The following proposition establishes a universal property of the functors \( T_k F \).

**Proposition 3.18.** Let \( F, G : O(M) \to \text{Spaces} \) be good functors. Suppose \( G \) is polynomial of degree \( \leq k \). Then a natural transformation \( F \to G \) factors through \( T_k F \).

**Proof.** The transformation \( F \to G \) induces a map \( T_k F \to T_k G \), and since \( G \to T_k G \) is an equivalence, we can use a homotopy inverse to this to obtain a transformation \( T_k F \to G \). \( \square \)

One other fact which is useful is the following:
Proposition 3.19. $T_j T_k F \simeq T_{\min\{j,k\}} F \simeq T_k T_j F$

Proof. Without loss of generality assume $j \leq k$.

For $U \in \mathcal{O}(M)$, we have

$$T_j T_k F(U) = \lim_{V \in \mathcal{O}_j(U)} T_k F(V).$$

Of course, $T_k F(V) = \lim_{W \in \mathcal{O}_k(V)} F(W)$, and since $j \leq k$, then $V \in \mathcal{O}_k(V)$ is a final object, and hence $T_k F(V) \simeq F(V)$, and hence $T_j T_k F \simeq T_j F$. To show that $T_j T_k F \simeq T_k T_j F$, note that they are both polynomials of degree $\leq k$. By Theorem 3.17, it is enough to verify they have the same values for $U \in \mathcal{O}_k(U)$. On the one hand, since $U$ is final in $\mathcal{O}_k(U)$, we have $T_j T_k F(U) \simeq T_j F(U)$. On the other hand, $T_k T_j F(U) = T_k (T_j F)(U) \simeq T_j F(U)$ for the same reason. \qed

3.4. Convergence of the Taylor tower for the embedding functor. An important example in manifold calculus is the functor $U \mapsto \text{Emb}(U, N)$ and its approximations $T_k \text{Emb}(U, N)$. In fact, manifold calculus is often referred to in the literature as embedding calculus. In this case, we have the following result of Goodwillie and Klein.

Theorem 3.20 ([6]). Let $M$ and $N$ be smooth manifolds of dimensions $m$ and $n$ respectively. Then the map $\text{Emb}(M, N) \to T_k \text{Emb}(M, N)$ is $(k(n - m - 2) + 1 - m)$-connected. In particular, if $n - m > 2$, the map

$$\text{Emb}(M, N) \to T_\infty \text{Emb}(M, N)$$

is an equivalence.

We can refine this slightly: If $M$ is replaced by the interior $U$ of a codimension 0 submanifold $L$ which has a handlebody decomposition with handles of index at most $l$, then $\text{Emb}(U, N) \to T_k \text{Emb}(U, N)$ is $(l(n - m - 2) + 1 - l)$-connected. Among other things, the proof of this theorem involves an induction on the handle index of such submanifolds.

3.5. Homogeneous functors. Of special interest are homogeneous functors, for they admit a classification theorem (Theorem 3.23 below).

Definition 3.21. A good functor $F : \mathcal{O}(M) \to \text{Spaces}$ is homogeneous of degree $k$ if it is polynomial of degree $\leq k$ and $T_{k-1} F(U)$ is contractible for all $U \in \mathcal{O}(M)$.

Definition 3.22. Let $F$ be a good functor, and choose a basepoint in $F(M)$. Define the $k^{th}$ layer of the Taylor tower of $F$ to be

$$L_k F = \text{hofiber}(T_k F \to T_{k-1} F).$$

Theorem 3.23 ([26], Theorem 8.5).

- The $k^{th}$ layer $L_k F$ is homogeneous of degree $k$. 

Let $E$ be homogeneous of degree $k$. Then there is an equivalence, natural in $U$,

$$E(U) \rightarrow \Gamma^c \left( \binom{U}{k} ; Z ; p \right),$$

where $\Gamma^c$ denotes the space of compactly supported sections (i.e. equal to a given section in some neighborhood of the fat diagonal) of a fibration $p : Z \rightarrow \binom{U}{k}$.

The fiber over $S$ of the fibration $p$ are the total homotopy fiber of a $k$-cube of spaces made up of the values of $E$ on a tubular neighborhood of $S$. With Section 5 in mind, it is useful to be a bit more definitive about the meaning of “compactly supported sections”. Define

$$\Gamma \left( \partial \binom{U}{k} ; Z ; p \right) = \text{hocolim} \Gamma \left( \binom{U}{k} \cap Q ; Z ; p \right),$$

where $\mathcal{N}$ is the category whose objects are neighborhoods $Q$ of $\Delta_{fat}$ in $spkU$, and whose morphisms are the inclusion maps. Then we define

$$(2) \quad \Gamma^c \left( \binom{U}{k} ; Z ; p \right) = \text{hofiber} \left( \Gamma \left( \binom{U}{k} ; Z ; p \right) \rightarrow \Gamma \left( \partial \binom{U}{k} ; Z ; p \right) \right).$$

3.6. Manifolds with boundary. Everything said so far can be extended to the case where $M$ has boundary. Here we wish to focus on the two functors we care about most, embeddings and link maps, which we will come back to in Section 7. Suppose $M$ is a smooth compact manifold (possibly with many components, with possibly varying dimensions), with boundary $\partial M$ and let $\mathcal{O}(M)$ denote the poset of open subsets of $M$ which contain $\partial M$. Further suppose that $M$ is a neat submanifold of a manifold $N$ with boundary; in other words, $M$ meets $\partial N$ transversely and $\partial M = M \cap \partial N$ (for details, see, for example, Definition 2.2 in [13]).

**Definition 3.24.**

- For $U$ in $\mathcal{O}(M)$, let $\text{Emb}_\partial(U,N)$ be the space of smooth embeddings of $U$ in $N$ which agree with the inclusion $M \hookrightarrow N$ near $\partial M$.
- If $M = \coprod P_i$ is a disjoint union, for $U \in \mathcal{O}(M)$ let $U_i = U \cap P_i$. We define $\text{Link}_\partial(U_1, \ldots, U_n; N)$ to be the space of link maps of $\coprod U_i \hookrightarrow N$ which agree with the inclusion $M \hookrightarrow N$ near $\partial M$.

Both of these functors are good. Of most interest to us is the case where $P_i = I$ for all $i$ and $N = \mathbb{R}^{n-1} \times I$, which will be studied carefully in [18].

4. Multivariable manifold calculus of functors

We now generalize the definition of the Taylor tower and several results from the previous section to the setting where $M$ is a disjoint union of manifolds by developing a calculus which allows us to treat each of the variables separately.
4.1. Categories of open sets. Let \( P_1, \ldots, P_m \) be smooth compact manifolds, and consider the poset \( \mathcal{O}(\prod_i P_i) \) of open subsets of \( \prod_i P_i \). There is an equivalence of categories

\[
\mathcal{O}
\left( \prod_i P_i \right) \cong \prod_i \mathcal{O}(P_i)
\]

\[ U \mapsto (U \cap P_1, \ldots, U \cap P_m) \].

We will often denote elements \((U_1, \ldots, U_m) \in \prod_i \mathcal{O}(P_i)\) by \( \bar{U} \). As before, \( \mathcal{O}_k(\prod_i P_i) \) is the full subcategory of \( \mathcal{O}(\prod_i P_i) \) whose objects are open sets diffeomorphic to at most \( k \) open balls in \( \prod_i P_i \). It will be convenient to extend this definition to the case where \( k = -1 \); in that case, we define \( \mathcal{O}_{-1}(U) \) to be the category with one object, the empty set. That is, \( \mathcal{O}_{-1}(U) = \mathcal{O}_0(U) \). This will be useful later on when we prove Theorem 3.18.

**Definition 4.1.** For a tuple of integers \( \bar{j} = (j_1, \ldots, j_m) \) with \( j_i \geq -1 \), and \( \bar{U} = (U_1, \ldots, U_m) \) where \( U_i \in \mathcal{O}(P_i) \), define \( \mathcal{O}(\bar{U}) = \prod_i \mathcal{O}(U_i) \), and \( \mathcal{O}_j(\bar{U}) = \prod_i \mathcal{O}_{j_i}(U_i) \).

4.2. Multivariable polynomial functors and multivariable Taylor tower. This section is the analog of Section 3.3. In fact, each of definitions and statements 3.11–3.19 from that section has a direct analog here. In addition, this section contains a variety of examples of multivariable polynomial functors.

The equivalence of categories

\[
\mathcal{O}
\left( \prod_i P_i \right) \cong \prod_i \mathcal{O}(P_i)
\]

gives two ways of viewing a functor \( F \) defined on it. On the one hand, when we view the domain as the category \( \mathcal{O}(\prod_i P_i) \), we think of \( F \) as a function of a single variable \( U \in \mathcal{O}(\prod_i P_i) \). Here we may apply the Goodwillie-Weiss single variable calculus from Section 3. On the other hand, the category \( \prod_i \mathcal{O}(P_i) = \mathcal{O}(\bar{P}) \) has objects \( \bar{U} = (U_1, \ldots, U_m) \) and we will develop a multivariable calculus which allows us to treat the variables separately. The first step is to introduce a suitable notion of a multivariable polynomial functor. It is then clear what we should mean by a “good” functor. The analog of Definition 3.2 is

**Definition 4.2.** A contravariant functor \( F : \mathcal{O}(\bar{P}) \to \text{Spaces} \) is good if

1. It takes isotopy equivalences to homotopy equivalences, and
2. For any nested sequence \( \{ \bar{U}_i \} \) of open subsets of \( \prod_i P_i \), the map

\[
F(\bigcup \bar{U}_i) \to \text{holim}_i F(\bar{U}_i)
\]

is a weak equivalence.

Now we will define what it means to be polynomial. Let \( F : \mathcal{O}(\bar{P}) \to \text{Spaces} \) again be a good (contravariant) functor, let \( \bar{U} = (U_1, \ldots, U_m) \in \mathcal{O}(\bar{P}) \), and let \( \bar{j} = (j_1, \ldots, j_m) \) be an \( m \)-tuple of integers with \( j_i \geq -1 \). For all \( 1 \leq i \leq m \), let \( A^i_0, \ldots, A^i_{j_i} \) be pairwise disjoint closed subsets of \( U_i \) (if \( j_i = -1 \), the collection is empty for that \( i \)). For each \( i \), let \( U_{S_i} = U_i - \bigcup_{j \in S_i} A^i_j \), let \( \bar{U}_S = (U_{S_1}, \ldots, U_{S_m}) \), and let \( \bar{S} = (S_1, S_2, \ldots S_m) \) denote an element of \( \mathcal{P}([j_1]) \times \cdots \times \mathcal{P}([j_m]) \). If some \( j_i = -1 \), then our convention is that \( \mathcal{P}([j_i]) \) is
deleted from this product. This allows us to fix the \(i\)th variable \(U_i\). We let \(\vec{0} \in \mathcal{O}(\vec{P})\) denote the \(m\)-tuple \((\emptyset, \ldots, \emptyset)\).

The following is the analog of Definition 3.11

**Definition 4.3.** A good functor \(F : \mathcal{O}(\vec{P}) \to \text{Spaces}\) is said to be polynomial of degree \(\leq \vec{j} = (j_1, \ldots, j_m)\) if, for all \(\vec{U} = (U_1, \ldots, U_m) \in \mathcal{O}(\vec{P})\) and for all pairwise disjoint closed subsets \(A_{j_i}^0, \ldots, A_{j_i}^{j_i}\) in \(U_i, 1 \leq i \leq m\), the map

\[
F(\vec{U}) \longrightarrow \text{holim}_{S \neq \emptyset} F(\vec{U}_S)
\]

is an equivalence. If \(\vec{j}\) has the property that \(j_i = -1\) for all \(l \neq i\), then we say that \(F\) is polynomial of degree \(\leq \vec{j}_i\) in the \(i\)th variable.

Note that every good functor is polynomial of degree \(\leq -\vec{l} = (-1, \ldots, -1)\); there is no condition to be satisfied. First let us explore some examples so the reader gets a feel for this definition. It would be useful for the reader to glance ahead at the third statement in Theorem 4.12, which is the analog of the fact that any polynomial of degree \(\leq k\) is a polynomial of degree \(l\) for \(l \geq k\). Of course, of most interest is the minimal such \(k\). When discussing polynomials of multidegree, it is useful to use the poset structure on \(\mathbb{Z}^m\) to a similar end. In the examples below, we will describe the minimal elements of the subposet of all \(\vec{j}\) for which a given functor satisfies the definition of polynomial of degree \(\leq \vec{j}\). We will also compare the multi degree of our functors to their single variable degree in the following examples. There is an important relationship between these numbers, as we will see in Theorem 6.1. We leave it to the reader to verify that these really are polynomial of the asserted degrees.

**Example 4.4.** The functor \((U, V) \mapsto \text{Map}(U \coprod V, X) \simeq \text{Map}(U, X) \times \text{Map}(V, X)\) is polynomial of degrees \((1, -1), (-1, 1),\) and \((0, 0)\). These are all easy to deduce from the fact that \(\text{Map}(\cdot, X)\) takes homotopy pushout squares to homotopy pullback squares. That it is polynomial of degrees \((1, -1), (-1, 1)\) is an expression of the fact that it is polynomial of degree \(\leq 1\) in each variable separately. It is a polynomial of degree \(\leq 1\) as a functor of the single variable \(U \coprod V\). An analog for this functor is the function \(f(x, y) : \mathbb{R}^2 \to \mathbb{R}\) given by \(f(x, y) = x + y\).

**Example 4.5.** Everything from the previous example applies equally well to the functor \((U, V) \mapsto \text{Imm}(U \coprod V, X) \simeq \text{Imm}(U, X) \times \text{Imm}(V, X)\). That this functor takes homotopy pushout squares to homotopy pullback squares is the content of the Smale-Hirsch Theorem. See [26, Example 2.3] for details.

**Example 4.6.** The functor \((U, V) \mapsto \text{Map}((\binom{U}{j}) \coprod (\binom{V}{k}), X)\) is polynomial of degrees \((j, -1), (-1, k),\) and \((0, 0)\). Once again these are all easy to deduce from the fact that \(\text{Map}(\cdot, X)\) takes homotopy pushout squares to homotopy pullback squares. That it is polynomial of degree \(\leq (0, 0)\) expresses the fact that the \(U\) and \(V\) variables do not mingle. As a functor of \(U \coprod V\), it is a polynomial of degree \(\leq \max\{j, k\}\). Its analog is \(f(x, y) = p(x) + q(y)\), where \(p(x)\) is a polynomial of degree \(j\) and \(q(y)\) is a polynomial of degree \(k\).
Example 4.7. The functor \((U, V) \mapsto \text{Map}(U \times V, X)\), where \((U, V) \in \mathcal{O}(P) \times \mathcal{O}(Q)\), is polynomial of degrees \(\leq (1, -1)\) and \(\leq (-1, 1)\), but it is not polynomial of degree \((0, 0)\). Again, these are easily verified. It is polynomial of degree \(\leq 2\) as a functor on \(\mathcal{O}(P \coprod Q)\) (but not of degree \(\leq 1\)). Its analog is \(f(x, y) = x^2 + y^2 + \text{lower degree terms}\).

Example 4.8. The functor \((U, V) \mapsto \text{Map}\left((U^j \times V^k), X\right)\), where \((U, V) \in \mathcal{O}(P) \times \mathcal{O}(Q)\), is polynomial of degrees \(\leq (j, -1)\) and \(\leq (-1, k)\). These are the minimal elements of the subposet of \(\mathbb{Z}^2\) for which this functor satisfies the definition of polynomial of degree \(\leq (j, k)\). This functor is polynomial of degree \(\leq j + k\) as a functor on \(\mathcal{O}(P \coprod Q)\). Its analog is \(f(x, y) = x^j y^k + \text{lower degree terms}\).

Example 4.9. The functor \((U, V) \mapsto \text{Map}(U, \text{Emb}(V, N))\) is polynomial of degree \(\leq (1, -1)\), because (as a functor of \(V\)), \(\text{Emb}(V, N)\) is not polynomial of degree \(\leq k\) for any \(k\).

In the case where \(m = 1\), Definition 4.3 specializes to Definition 3.11, which describes the single variable polynomial functors. There we did not work with polynomials of degree \(\leq -1\) for obvious reasons: every functor is polynomial of degree \(\leq -1\).

We now have a definition analogous to Definition 3.14.

Definition 4.10. Define the \(\vec{j}\)th degree Taylor approximation of \(F\) to be
\[
T_{\vec{j}}F(\vec{U}) = \text{holim}_{\mathcal{O}_{\vec{j}}(\vec{U})} F.
\]

Note that if \(\vec{j}\) has the property that some \(j_i = -1\), then if we replace \(-1\) by 0, we get the same result for \(T_{\vec{j}}F\) because of the convention that \(\mathcal{O}_{-1} = \mathcal{O}_0\). Also, if \(\vec{U} \in \mathcal{O}_{\vec{j}}(\vec{U})\), then \(\vec{U}\) is a final object in \(\mathcal{O}_{\vec{j}}(\vec{U})\), and since \(F\) is contravariant, we have that \(F(\vec{U}) \rightarrow T_{\vec{j}}F(\vec{U})\) is an equivalence.

Note that again one has canonical maps \(F \rightarrow T_{\vec{j}}F\) and \(T_{\vec{j}}F \rightarrow T_{\vec{j}'}F\) for \(\vec{j} \leq \vec{j}'\). Recalling the definition of the poset \(\mathbb{Z}^m\) from Section 2, we thus get the following analog of Definition 3.15.

Definition 4.11. The multivariable Taylor tower (or Taylor multi-tower) of \(F\) is the diagram (contravariant functor)
\[
\vec{j} \mapsto T_{\vec{j}}F
\]

Also let
\[
T_{\infty}F = \text{holim}_{\vec{j} \in \mathbb{Z}^m} T_{\vec{j}}F.
\]

Polynomial approximation \(T_{\vec{k}}F\) will also be called the \(\vec{j}\)th stage of the Taylor multi-tower of \(F\).

Of course, since \(\mathbb{Z}^m \cong \prod_{i=1}^m \mathbb{Z}\) as posets, Proposition 3.10 implies that
\[
T_{\infty}F \cong \text{holim}_{\vec{j}_1 \in \mathbb{Z}} \cdots \text{holim}_{\vec{j}_m \in \mathbb{Z}} T_{(\vec{j}_1, \ldots, \vec{j}_m)} F.
\]

It is precisely this multi-tower, and its finite model from Section 7, which will be of most interest to us in future work, in particular in [18].
Now we have an analog of Theorem \ref{basis}.  

**Theorem 4.12.**  

1. \(T_j F\) is polynomial of degree \(\leq j\).
2. If \(F\) is polynomial of degree \(\leq j\), then \(F \rightarrow T_j F\) is an equivalence.
3. If \(F\) is polynomial of degree \(\leq j\) for \(j > -\bar{t}\), then it is polynomial of degree \(\leq k\) for all \(k \geq j\).

**Proof.** These are straightforward adaptations of the proofs of the corresponding statements from Theorem \ref{basis}. In part (3) we must rule out the case of \(j = -\bar{t}\) since every functor is polynomial of degree \(\leq -\bar{t}\).  

We also have the following generalization of Theorem \ref{basis}.

**Theorem 4.13.** Let \(F_1 \rightarrow F_2\) be a natural transformation of good functors. Suppose that \(F_1\) and \(F_2\) are polynomials of degree \(\leq j = (j_1, \ldots, j_m)\). If \(F_1(\bar{U}) \rightarrow F_2(\bar{U})\) is an equivalence for all \(\bar{U} \in \mathcal{O}_j(\bar{P})\), then it is an equivalence for all \(\bar{U} \in \mathcal{O}(\bar{P})\).

**Proof.** We first show that \(F_1(\bar{V}) \rightarrow F_2(\bar{V})\) is an equivalence for \(\bar{V} \in \mathcal{O}_k\) where \(k \geq j\). Let \(V_i = V \cap P_i\), and for each \(1 \leq i \leq m\) let \(A_{i,0}, \ldots, A_{i,k}\) be components of \(V_i\). Let \(V_{S_i} = V_i - \bigcup_{m \in S_i} A_{i,m}\), \(S = (S_1, \ldots, S_m)\), and \(\bar{V}_S = (V_{S_1}, \ldots, V_{S_m})\). Then since each \(F_k\) is polynomial of degree \(\leq j\),

\[
F_k(\bar{V}) \rightarrow \operatorname{holim}_{S \neq \emptyset} F_k(\bar{V}_S)
\]

is an equivalence, and since \(\bar{V}_S = (V_{S_1}, \ldots, V_{S_m})\) has fewer connected components than \(\bar{V} = (V_1, \ldots, V_m)\), it follows by induction that the map \(F_1(\bar{V}) \rightarrow F_2(\bar{V})\) is an equivalence if it is an equivalence for all \(\bar{V}_S\).

Now suppose \(\bar{V} = (V_1, \ldots, V_m)\) is such that each \(V_i\) is the interior of a smooth compact codimension zero submanifold \(L_i\) of \(P_i\). Choose a handle decomposition for \(L_i\), and let \(s_i\) be the maximum of the indices of the handles and \(t_i\) the number of handles of index \(s_i\). We will induct on \(s = (s_1, \ldots, s_m)\); the base case is \(s = (0, \ldots, 0)\), dealt with above. Suppose the result is true for all \(r = (r_1, \ldots, r_m) < (s_1, \ldots, s_m)\).

For each \(1 \leq i \leq m\), let

\[
e_i^j : D^{p_i-s_i} \times D^{s_i} \rightarrow L_i
\]

be the \(s_i\)-handles. Here we assume \((e_a^i)^{-1}(\partial L_i) = \partial D^{p_i-s_i} \times D^{s_i}\) for all \(i\) and \(a\). For each \(i\) and for each \(1 \leq a \leq t_i\), choose pairwise disjoint closed disks \(D_0^{s_i, \ldots, C_{j_i}^{s_i}}\) (unless \(s_i = 0\), in which case we choose components as above and ignore what follows). For each \(0 \leq l \leq j_i\), let

\[
A_{l}^{i,a} = e_a^i(D^{p_i-s_i} \times C_{l}^{s_i}) \cap V_i
\]

and set \(A_j^i = \bigcup_a A_{j,a}^i\). Then each \(A_{0}^{i,1}, \ldots, A_{j_i}^{i,1}\) are pairwise disjoint closed subsets of \(V_i\) and \(V_i - A_j^i\) is the interior of a smooth handlebody in \(V_i\) which has a handle decomposition with
handles of index smaller than \( s_i \). The same is true for \( V_{S_i} = \cap_{i \in S_i} V_i - A^i_i \). By induction, the map

\[
F_1(\tilde{V}_{\tilde{S}}) \longrightarrow F_2(\tilde{V}_{\tilde{S}})
\]

is an equivalence for \( \tilde{S} \neq \emptyset \), and hence

\[
\text{holim}_{\tilde{S} \neq \emptyset} F_1(\tilde{V}_{\tilde{S}}) \longrightarrow \text{holim}_{\tilde{S} \neq \emptyset} F_2(\tilde{V}_{\tilde{S}})
\]

is an equivalence. Therefore \( F_1(\tilde{V}) \rightarrow F_2(\tilde{V}) \) is an equivalence since the \( F_k \) are polynomial of degree \( \leq \tilde{J} \). This proves that \( F_1(\tilde{V}) \rightarrow F_2(\tilde{V}) \) is an equivalence for \( \tilde{V} = (V_1, \ldots, V_m) \), where the \( V_i \) are interiors of smooth compact codimension zero handlebodies in \( P_i \) for all \( i \). The second axiom of Definition 3.2 can now be used to prove the result for all \( \tilde{V} \). □

In analogy to Proposition 3.18, we have the following result.

**Proposition 4.14.** Let \( F, G : \mathcal{O}(\vec{P}) \rightarrow \text{Spaces} \) be good functors. Suppose \( G \) is a polynomial of degree \( \leq \tilde{J} \). Then a natural transformation \( F \rightarrow G \) factors through \( T_{\tilde{J}}F \).

**Proof.** Since \( G \) is polynomial of degree \( \leq \tilde{J} \), there is a homotopy equivalence \( G \rightarrow T_{\tilde{J}}G \). A natural transformation \( F \rightarrow G \) gives rise to a natural transformation \( T_{\tilde{J}}F \rightarrow T_{\tilde{J}}G \), and, using a homotopy inverse of \( G \rightarrow T_{\tilde{J}}G \), we obtain the desired result. □

Finally, we also have an analog of Proposition 3.19. This will be used in the proof of Proposition 5.9.

**Proposition 4.15.** There is an equivalence of functors

\[
T_{\tilde{J}}T_k F \simeq T_{\min\{\tilde{J}, k\}} F \simeq T_k T_{\tilde{J}} F,
\]

where \( \min\{\tilde{J}, k\} = (\min\{j_1, k_1\}, \min\{j_2, k_2\}, \ldots, \min\{j_m, k_m\}) \).

**Proof.** Let \( \tilde{U} = (U_1, \ldots, U_m) \in \mathcal{O} \).

By definition,

\[
T_{\tilde{J}}T_k F(\tilde{U}) = \text{holim}_{\tilde{V} \in \mathcal{O}(\tilde{U})} T_k F(\tilde{V}).
\]

By Proposition 3.10, we may write

\[
\text{holim}_{\tilde{V} \in \mathcal{O}(\tilde{U})} T_k F(\tilde{V}) \cong \text{holim}_{V_1 \in \mathcal{O}_{j_1}(U_1)} \cdots \text{holim}_{V_m \in \mathcal{O}_{j_m}(U_m)} T_k F(V_1, \ldots, V_m).
\]

Applying this result again allows us to rewrite the above as

\[
\text{holim}_{V_1 \in \mathcal{O}_{j_1}(U_1)} \cdots \text{holim}_{V_m \in \mathcal{O}_{j_m}(U_m)} \text{holim}_{W_1 \in \mathcal{O}_{k_1}(V_1)} \cdots \text{holim}_{W_m \in \mathcal{O}_{k_m}(V_m)} F(W_1, \ldots, W_m).
\]

Now use the fact that homotopy limits commute and Proposition 3.19 to arrive at the desired result. □
4.3. Convergence of the multivariable Taylor tower for the embedding functor.

Recall that Theorem 3.20 says that when $n - m - 2 > 0$, the natural map

$$\text{Emb}(M, N) \to \holim_k T_k \text{Emb}(M, N)$$

is an equivalence. Here is an immediate generalization.

**Theorem 4.16.** Let $M = \coprod_{i=1}^m P_i$, $\vec{P} = (P_1, \ldots, P_m)$, where $\dim(P_i) = p_i$ and suppose $n - p_i - 2 > 0$ for all $i$. Then the map

$$\text{Emb}(\vec{P}, N) \to T_\infty \text{Emb}(\vec{P}, N)$$

is an equivalence.

**Proof.** First let us fix some notation, since we will looking at the single variable Taylor approximations in each variable separately. For a functor $F : \mathcal{O}(\vec{P}) \to \text{Spaces}$ and $\vec{U} = (U_1, \ldots, U_m) \in \mathcal{O}(\vec{P})$, let $\partial^j T_{j_1} F(\vec{U}) = \holim_{\mathcal{O}(\vec{U})} F(\vec{U})$. We will consider the case $m = 2$; the general result will follow by induction.

For $M = P_1 \coprod P_2$, we have a fibration sequence

$$\text{Emb}(P_1, N - P_2) \to \text{Emb}(P_1 \coprod P_2, N) \to \text{Emb}(P_2, N).$$

Applying $\partial^2 T_{j_2}$ everywhere yields a fibration sequence

$$\partial^2 T_{j_2} \text{Emb}(P_1, N - P_2) \to \partial^2 T_{j_2} \text{Emb}(P_1 \coprod P_2, N) \to \partial^2 T_{j_2} \text{Emb}(P_2, N).$$

The map

$$\text{Emb}(P_2, N) \to \partial^2 T_{j_2} \text{Emb}(P_2, N)$$

is $(j_2(n - p_2 - 2) + 1 - p_2)$-connected by Theorem 3.20. The map

$$\text{Emb}(P_1, N - P_2) \to \partial^2 T_{j_2} \text{Emb}(P_1, N - P_2)$$

is $((j_2 + 1)(n - p_2 - 2) + 1 - p_1)$-connected by work of Goodwillie-Klein [6]; indeed, such estimates are part of what go into the proof of Theorem 3.20. In particular, as functors of $P_2$, the towers for $\text{Emb}(P_2, N)$ and $\text{Emb}(P_1, N - P_2)$ converge since $n - p_2 - 2 > 0$. Thus, taking homotopy limits over $j_2$ gives a fibration sequence

$$\text{Emb}(P_1, N - P_2) \to \holim_{j_2} \partial^2 T_{j_2} \text{Emb}(P_1 \coprod P_2, N) \to \text{Emb}(P_2, N).$$

Now apply $\partial^1 T_{j_1}$ everywhere to obtain another fibration sequence

$$\partial^1 T_{j_1} \text{Emb}(P_1, N - P_2) \to \partial^1 T_{j_1} \holim_{j_2} \partial^2 T_{j_2} \text{Emb}(P_1 \coprod P_2, N) \to \partial^1 T_{j_1} \text{Emb}(P_2, N).$$

The functor $\text{Emb}(P_2, N)$ does not depend on $P_1$, so $\partial^1 T_{j_1} \text{Emb}(P_2, N) \simeq \text{Emb}(P_2, N)$. Once again Theorem 3.20 gives us a $(j_1(n - p_1 - 2) + 1 - p_1)$-connected map $\text{Emb}(P_1, N - P_2) \to \partial^1 T_{j_1} \text{Emb}(P_2, N - P_2)$, thus an equivalence

$$\text{Emb}(P_1, N - P_2) \to \holim_{j_1} \partial^1 T_{j_1} \text{Emb}(P_1, N - P_2)$$
since \( n - p_1 - 2 > 0 \). Putting this all together gives a fibration sequence

\[
\text{Emb}(P_1, N - P_2) \longrightarrow \text{holim}_{j_1} \partial^1 T_{j_1} \text{holim}_{j_2} \partial^2 T_{j_2} \text{Emb}(P_1 \coprod_{j_1} P_2, N) \longrightarrow \text{Emb}(P_2, N).
\]

Thus by Proposition 3.10 and noting that \( \partial^1 T_{j_1} \partial^2 T_{j_2} = T_{(j_1, j_2)} \) (again by Proposition 3.10), we have an equivalence

\[
\text{Emb}(P_1 \coprod_{j_1} P_2, N) \longrightarrow \text{holim}_{(j_1, j_2)} T_{(j_1, j_2)} \text{Emb}(P_1 \coprod_{j_1} P_2, N).
\]

The general result follows by induction on \( m \).

Remark 4.17. Theorem 4.16 follows from Theorem 6.3, but this proof gives a slightly stronger result. In particular, we produced an equivalence

\[
\text{Emb}(P_1 \coprod_{j_1} P_2, N) \longrightarrow \partial^2 T_{\infty} \text{Emb}(P_1 \coprod_{j_1} P_2, N).
\]

That is, the tower converges in each variable separately.

5. Multivariable Homogeneous Functors

Recall that Theorem 3.23 classifies homogeneous functors in the single variable setting. The goal of this section is to generalize this result to the multivariable case; this is done in Theorem 5.18. We will begin by letting Theorem 3.23 tell us what it can about a possible classification of multivariable homogeneous functors. The main result of this analysis is Proposition 5.2 in Section 5.1 as well as making sense of what goes into defining the right-hand side of this equivalence. Section 5.1 is both meant to motivate our definition of a homogeneous functor in the multivariable setting (Definition 5.6) and to help us relate the single variable and multivariable towers in Theorem 6.3. After defining homogeneous functors, we begin by exploring examples using spaces of sections in Section 5.2. These are important because every homogeneous functor can be constructed from a space-of-sections functor; this is the content of our Classification Theorem 5.18. We will use the classification of homogeneous functors to prove Theorem 6.3 which relates the single and multivariable towers.

Before we embark on our study of homogeneous functors, it may help the reader to consider the following example from ordinary calculus. This may make some of what follows easier to digest.

Example 5.1. For an ordinary polynomial \( p(x) = a_0 + a_1 x + \cdots + a_n x^m \), the \( n^{th} \) degree approximation is just the truncation \( p_n(x) = a_0 + a_1 x + \cdots + a_n x^n \), and the homogeneous degree \( n \) part is \( a_n x^n \). The degree \( n - 1 \) approximation is again the truncation \( p_{n-1}(x) = a_0 + a_1 x + \cdots + a_{n-1} x^{n-1} \), and we can think of obtaining the homogeneous degree \( n \) part by taking the difference \( h_n(x) = a_n x^n = p_n(x) - p_{n-1}(x) \). The analog of difference for us is of course homotopy fiber. For a polynomial in two variables,

\[
p_{n,k}(x,y) = a_{0,0} + a_{1,0} x + a_{0,1} y + \cdots + a_{n,k} x^n y^k,
\]
(where the subscript \((n, k)\) indicates that this is the term of highest bidegree), the homoge-
neous bidegree \((n, k)\) part is \(a_{n,k}x^ny^k\). This can be obtained by subtracting all of the
truncated polynomials \(p_{i,j}(x, y)\), where \((i, j) = (n - 1, k), (n, k - 1), (n - 1, k - 1)\) from
\(p_{n,k}(x, y)\) “with signs”. The formula for obtaining the homogeneous bidegree \((n, k)\) part of
\(p_{n,k}(x, y)\) is

\[
h_{n,k}(x, y) = p_{n,k}(x, y) - p_{n-1,k}(x, y) - p_{n,k-1}(x, y) + p_{n-1,k-1}(x, y).
\]

More generally, for a polynomial in \(m\) variables of degree \(\vec{j} = (j_1, \ldots, j_m)\),
\(p_{\vec{j}} = a_{\vec{j}} + \cdots + a_{\vec{x}_{\vec{j}}}\) (here \(\vec{x}_{\vec{j}} = x_1^{j_1} \cdots x_m^{j_m}\)), we can obtain the homogeneous degree \(\vec{j}\) part with a similar iterated
difference as follows. For a subset \(R \subset m\), let \(\vec{j}_R = (j_{1,R}, \ldots, j_{m,R})\) be defined by

\[
j_{i,R} = \begin{cases} j_i, & \text{if } i \notin R; \\ j_i - 1, & \text{if } i \in R. \end{cases}
\]

Then the homogeneous multidegree \(\vec{j}\) part of \(p_{\vec{j}}(\vec{x})\) is

\[
h_{\vec{j}}(\vec{x}) = a_{\vec{j}}x_{\vec{j}} = p_{\vec{j}}(\vec{x}) - \sum_{R \neq \emptyset} (-1)^{|R|-1} p_{\vec{j}_R}(\vec{x}).
\]

The analog of such a thing is the total homotopy fiber, which can be thought of as an
iterated homotopy fiber, or an iterated “difference”. Our Proposition 5.23 will exhibit
multivariable homogeneous functors as just such a total homotopy fiber.

5.1. Extracting multivariable information from the single variable tower. We will
begin by seeing what the single variable classification tells us in the case where \(M = \coprod \Pi_i P_i\).
Let \(F: O(M) \to \text{Spaces}\) be a good functor, and choose a basepoint for \(F(M)\). Theorem
3.23 says that the functor

\(L_k F = \text{hofiber}(T_k F \to T_{k-1} F)\)

maps by an equivalence to the space of compactly supported sections of a fibration
\(Z \to \binom{M}{k}\). The following is an easy consequence of that statement, and will help motivate our definition
of homogeneous.

**Proposition 5.2.** If \(M = \coprod_{i=1}^m P_i\), then the section spaces of the classifying fibration for
\(L_k F\) break up into a product of section spaces. That is,

\[
L_k F \simeq \Gamma^c \left( \binom{U}{k}, Z; p \right) = \prod_{|j|=k} \Gamma^c \left( \binom{\vec{U}}{\vec{j}}, Z; p \right),
\]

where \(\vec{U} = (U_1, \ldots, U_m)\) and \(U_i = U \cap P_i\).

**Proof.** When \(M = \coprod_{i=1}^m P_i\), we have that

\[
\binom{M}{k} = \prod_{|j|=k} \binom{\vec{P}}{\vec{j}}.
\]
The result then follows by noting that a section of a fibration $p : Z \to X \coprod Y$ is a pair of sections, one defined over $X$ and the other over $Y$. That is, $\Gamma(-, Z; p)$ turns coproducts into products. □

The reader may protest that we have not defined $\Gamma^c \left( \left( \vec{U}_j \right), Z; p \right)$. This is Definition 5.5, and we will devote the remainder of this section to explaining what goes into this definition.

Recall that $\Gamma^c \left( \left( U_k \right), Z; p \right) = \text{hofiber} \left( \Gamma \left( \left( U_k \right), Z; p \right) \to \Gamma \left( \partial \left( U_k \right), Z; p \right) \right)$, and recall from equation (2) that

$$\Gamma \left( \partial \left( U_k \right), Z; p \right) = \text{hocolim}_{Q \in N} \Gamma \left( \left( U_k \right) \cap Q, Z; p \right).$$

Also recall that $N$ is the poset of neighborhoods $Q$ of $\Delta_{fat}$ in $sp_k U$. There is an isomorphism of categories $N \cong \prod_{|\vec{j}| = k} N_{\vec{j}}$, where $N_{\vec{j}}$ is the poset of neighborhoods $Q_{\vec{j}}$ of $\Delta_{\vec{f}at}$ in $sp_{\vec{j}} \vec{P}$. Every element $Q \in N_{\vec{j}}$ can be uniquely expressed as a disjoint union $\coprod_{|\vec{j}| = k} Q_{\vec{j}}$, where $Q_{\vec{j}} \in N_{\vec{j}}$.

Hence, expanding upon equation (3), writing $\bar{Q}$ for the element of $\prod_{|\vec{j}| = k} N_{\vec{j}}$ corresponding to $Q = \coprod_{|\vec{j}| = k} Q_{\vec{j}} \in N$, and with $U = \coprod_i U_i$, we have

$$\text{hocolim}_{Q \in N} \Gamma \left( \left( U_k \right) \cap Q, Z; p \right) \simeq \text{hocolim}_{Q \in \prod_{|\vec{j}| = k} N_{\vec{j}}} \Gamma \left( \left( U_k \right) \cap \coprod_{|\vec{j}| = k} Q_{\vec{j}}, Z; p \right) \simeq \text{hocolim}_{Q \in \prod_{|\vec{j}| = k} N_{\vec{j}}} \prod_{|\vec{j}| = k} \Gamma \left( \bar{U}_{\vec{j}} \cap Q_{\vec{j}}, Z; p \right) \simeq \prod_{|\vec{j}| = k} \text{hocolim}_{Q \in N_{\vec{j}}} \Gamma \left( \bar{U}_{\vec{j}} \cap Q_{\vec{j}}, Z; p \right).$$

The second equivalence comes from the fact that $\Gamma(-)$ takes coproducts to products (more generally, homotopy colimits to homotopy limits), and that $\left( \bar{U}_{\vec{j}} \right) = \coprod_{|\vec{j}| = k} \left( \bar{U}_{\vec{j}} \right)$. The last equivalence uses two facts. The first is that a homotopy colimit over a product of categories can be written as an iterated homotopy colimit, a fact analogous to Proposition 3.10. The second is that finite homotopy limits commute with filtered homotopy colimits, and in this case, each homotopy colimit in our iterated series is filtered. See [26, Sublemma 7.4] for details.
\[(4) \Gamma^c \left( \frac{U}{\cal{J}}, Z; p \right) = \text{hofiber} \left( \Gamma \left( \frac{U}{k}, Z; p \right) \to \text{hocolim}_{Q \in \cal{N}_j} \Gamma \left( \frac{U}{\cal{J}} \cap Q; Z; p \right) \right).\]

We can take this analysis a bit further and continue to decompose the homotopy colimit which appears in equation (4). In order to do this, we need to recall the decomposition \(\Delta_{fat}(sp_j \cal{U}) = \cup_{i=1}^m \Delta_{fat_i}(sp_j \cal{U}).\) Also recall that

\[
\Delta_{fat_i}(sp_j \cal{U}) = sp_{j_1} U_1 \times \cdots \times sp_{j_{i-1}} U_{i-1} \times \Delta_{fat}(sp_{j_i} U_i) \times sp_{j_{i+1}} U_{i+1} \times \cdots \times sp_{j_m} U_m.
\]

For the remainder of this section we will work with a fixed \(\cal{J}\) to avoid cumbersome notation whenever possible. The discussion about fat diagonals just above motivates the following definition.

**Definition 5.3.** Let \(R \subset m\) and let \(N_i\) be an open neighborhood of \(\Delta_{fat}\) in \(sp_{j_i} P_i\). Define a poset \(\cal{N}_R\) whose objects are neighborhoods \(Q = \prod_{i=1}^m Q_i\), where \(Q_i = \{ \left( \frac{P_i}{j_i} \right), \text{ if } i \notin R; \}
\]

\[
N_i \cap \left( \frac{P_i}{j_i} \right), \text{ if } i \in R.
\]

Each \(Q_j\) can be uniquely expressed as a union \(Q_j = \cup_{i=1}^m Q_i\), where \(Q_i \in \cal{N}_{\{i\}}\), and thus we have an isomorphism of categories \(\cal{N}_j \cong \prod_{i=1}^m \cal{N}_{\{i\}}\).

The following proposition rewrites the target of the map in equation (4).

**Proposition 5.4.** We have an equivalence

\[
\text{hocolim}_{Q \in \cal{N}_j} \Gamma \left( \frac{U}{\cal{J}} \cap Q; Z; p \right) \cong \text{holim}_{Q \in \cal{N}_R} \text{hocolim}_{R \neq \emptyset} \Gamma \left( \frac{U}{\cal{J}} \cap Q; Z; p \right).
\]

**Proof.** For \(R \subset m\), put \(Q_R = \cap_{i \in R} Q_i\), where \(Q_i \in \cal{N}_i\). Of course, \(Q_R \in \cal{N}_R\). We have the following sequence of equivalences.

\[
\text{hocolim}_{Q \in \cal{N}_j} \Gamma \left( \frac{U}{\cal{J}} \cap Q; Z; p \right) \cong \text{hocolim}_{(Q_1, \ldots, Q_m) \in \prod_{i=1}^m \cal{N}_i} \Gamma \left( \frac{U}{k} \cap \text{hocolim}_{R \neq \emptyset} Q_R; Z; p \right)
\]

\[
\cong \text{holim}_{(Q_1, \ldots, Q_m) \in \prod_{i=1}^m \cal{N}_i} \text{holim}_{R \neq \emptyset} \Gamma \left( \frac{U}{k} \cap Q_R; Z; p \right)
\]

\[
\cong \text{holim}_{R \neq \emptyset} \text{holim}_{Q \in \cal{N}_R} \Gamma \left( \frac{U}{k} \cap Q_R; Z; p \right).
\]

The second to last equivalence follows from the fact that \(\Gamma(-)\) sends homotopy colimits to homotopy limits. The last equivalence follows from the fact that a homotopy colimit over a product of categories can be written as an iterated homotopy colimit of filtered categories,
and filtered homotopy colimits commute with finite homotopy limits. Again, [26, Sublemma 7.4] applies. □

Now that we understand that the source and target of the map in equation (4) are products and the map between them is a product of maps, it is sensible to make the following definitions.

**Definition 5.5.** Define

\[
\Gamma \left( \partial_R \left( \bar{U} \_{\bar{j}} \right) \right) = \operatorname{hocolim}_{Q \in N_R} \Gamma \left( \left( \bar{U} \_{\bar{j}} \right) \cap Q, Z; p \right),
\]

and define

\[
\Gamma^c \left( \left( \bar{U} \_{\bar{j}} \right), Z; p \right) = \operatorname{hofiber} \left( \Gamma \left( \left( \bar{U} \_{\bar{j}} \right), Z; p \right) \to \operatorname{holim}_{R \neq \emptyset} \Gamma \left( \partial_R \left( \bar{U} \_{\bar{j}} \right), Z; p \right) \right).
\]

Thus a good candidate for the degree \( \bar{j} = (j_1, \ldots, j_m) \) homogeneous layer of the Taylor tower for \( F \) is the space of compactly supported sections \( \Gamma^c \left( \left( \bar{U} \_{\bar{j}} \right), Z; p \right) \). The following is a definition of homogeneous of degree \( \bar{j} \) which makes this true.

**Definition 5.6.** A good functor \( E : O(\bar{P}) \to \text{Spaces} \) is homogeneous of degree \( \bar{j} \) if it is polynomial of degree \( \leq \bar{j} \) and \( \operatorname{holim}_{\bar{k} < \bar{j}} T_{\bar{k}}E(\bar{U}) \) is contractible for all \( \bar{U} \).

It may appear strange that the homotopy limit over \( R \) is not a part of this definition; after all, we just got through guessing what the candidate for the homogeneous layers of a good functor should look like, and the answer involved such a homotopy limit. We refer the reader to Proposition 5.23 to clear this up. The definition we have given is easier to work with in many instances.

**Definition 5.7.** We define the \( \mathcal{J}^{th} \) layer of the Taylor multi-tower of \( F \) to be the functor

\[
L_{\mathcal{J}}F = \operatorname{hofiber}(T_{\mathcal{J}}F \to \operatorname{holim}_{\bar{k} < \bar{j}} T_{\bar{k}}F).
\]

**Remark 5.8.** As mentioned earlier, we will see in Proposition 5.23 below that we can think of \( L_{\mathcal{J}}F \) as the total homotopy fiber of an \( m \)-cube of functors.

**Proposition 5.9.** \( L_{\mathcal{J}}F \) is homogeneous of degree \( \bar{j} \).

**Proof.** It is clear that \( L_{\mathcal{J}}F \) is polynomial of degree \( \leq \bar{j} \); since \( T_{\mathcal{J}}F \) is and so are \( T_{\bar{k}}F \) for \( \bar{k} < \bar{j} \). To check the second condition, consider the following sequence of equivalences.
The penultimate equivalence follows from Proposition 4.15 and the fact that homotopy limits and homotopy fibers commute.

\[\)
Lemma 5.16 will tell us that these are lower-degree approximations to $\Gamma(\vec{U}_{\vec{j}})$, and this will aid us in building a homogeneous degree $\vec{j}$ functor from it.

Our immediate goal is to prove Lemma 5.15 below, and to do so we need to understand the homotopy colimit which appears in Definition 5.5 a bit better. Following [26], choose a smooth triangulation on $\prod_i U_j^i$ which is equivariant with respect to the action of $\Sigma_{j_1} \times \cdots \times \Sigma_{j_m}$. This endows $sp\vec{U} = \prod_i U_i^j / / \Sigma_{j_i}$ with a preferred PL structure with $\Delta_{\text{fat}}$ as a PL subspace, and now we can talk about regular neighborhoods of $\Delta_{\text{fat}}$.

Let $\mathcal{R}_R \subset N_R$ denote the subposet of regular neighborhoods.

**Lemma 5.12.** The inclusion $\mathcal{R}_R \to N_R$ is left cofinal.

**Proof.** Every neighborhood contains a regular neighborhood. $\square$

Since every regular neighborhood has the same homotopy type, the following lemma follows from Lemma 5.12. It will be useful in the proof of Lemma 5.15.

**Lemma 5.13.** If $L$ is a regular neighborhood of $\Delta_{\text{fat}}$, then the inclusion

$$
\Gamma\left(\partial R(\vec{U}_{\vec{j}}) \cap L, Z; p\right) \longrightarrow \hocolim_{Q \in N_R} \Gamma\left(\vec{U}_{\vec{j}} \cap Q, Z; p\right)
$$

is a homotopy equivalence.

This observation will afford us the freedom to choose $L$ to suit our needs in the next proof.

**Definition 5.14.** For $R \subset m$ and $\vec{j} = (j_1, \ldots, j_m)$, define $\vec{j}_R = (j_{1,R}, \ldots, j_{m,R})$ by

$$
\vec{j}_{i,R} = \begin{cases} j_i, & \text{if } i \notin R; \\ j_i - 1, & \text{if } i \in R. \end{cases}
$$

We now have the following useful lemma.

**Lemma 5.15.** $\Gamma\left(\partial R(\vec{U}_{\vec{j}})\right)$ is polynomial of degree $\vec{j}_R$.

**Proof.** First, observe that for all $R$, $\Gamma\left(\partial R(\vec{U}_{\vec{j}})\right)$ is polynomial of degree $\leq \vec{j}$ since $\Gamma(\vec{U}_{\vec{j}})$ is. By Theorem 4.13 it is enough to show that

$$
\Gamma\left(\partial R(\vec{U}_{\vec{j}})\right) \longrightarrow T_{\vec{j}_R} \Gamma\left(\vec{U}_{\vec{j}}\right)
$$

is an equivalence for all $\vec{U} \in O_{\vec{j}}$. If $\vec{U} \in O_{\vec{k}}$ for $\vec{k} < \vec{j}$, then $\vec{U}$ is a final object in $O_{\vec{j}_R}$ if $\vec{k} \leq \vec{j}_R$, and the map is an equivalence. We now must establish this for all $\vec{j}_R < \vec{k} \leq \vec{j}$.

First suppose $|\vec{k} - \vec{j}_R| = 1$. Without loss of generality, we may assume $\vec{k} = (k_1, \ldots, k_m)$ has $k_1 = j_{1,R} + 1$ and $k_i = j_{i,R}$ for all other $R$. For each $i$, let $A_{0_i}^{i}, \ldots, A_{k_i}^{i}$ denote the
connected components of $U_i$, and let $\mathcal{U}_s = (U_{S_1}, \ldots, U_{S_m})$, where $U_{S_i} = U_i - \cup_{a \in S_i} A^i_a$, and $S_i \subset \{0, \ldots, k_i\}$. Now consider the following diagram.

$$
\begin{array}{ccc}
\Gamma \left( \partial R \left( \vec{U}_f \right) \right) & \longrightarrow & \text{holim}_{S \neq \emptyset} \Gamma \left( \partial R \left( \vec{U}_S \right) \right) \\
\downarrow & & \downarrow \\
T_k \Gamma \left( \partial R \left( \vec{U}_f \right) \right) & \longrightarrow & \text{holim}_{S \neq \emptyset} T_k \Gamma \left( \partial R \left( \vec{U}_S \right) \right)
\end{array}
$$

The lower horizontal arrow is an equivalence because $T_k$ is polynomial of degree $\leq \vec{k}$. The right vertical map is an equivalence because for each $\vec{S} \neq \emptyset$, $\vec{U}_S$ has fewer than $k_i$ components in the $i^{th}$ variable, and so $\vec{U}_S$ is a final object in $\mathcal{O}_{\vec{k}}$. It remains to show the upper horizontal arrow is an equivalence.

To see this, let $L$ be a regular neighborhood of $\Delta_{fat}$. By Lemma 5.13, the vertical maps in the commutative diagram

$$
\begin{array}{ccc}
\Gamma \left( \left( \vec{U}_f \right) \cap L \right) & \longrightarrow & \text{holim}_{S \neq \emptyset} \Gamma \left( \left( \vec{U}_S \right) \cap L \right) \\
\downarrow & & \downarrow \\
\Gamma \left( \partial R \left( \vec{U}_f \right) \right) & \longrightarrow & \text{holim}_{S \neq \emptyset} \Gamma \left( \partial R \left( \vec{U}_S \right) \right)
\end{array}
$$

are homotopy equivalences. We now employ our freedom to choose $L$ so the top vertical map is an equivalence. This follows from the observation that

$$
\left( \vec{U} \right) \cap L \simeq \text{hocolim}_{S \neq \emptyset} \left( \vec{U}_S \right) \cap L
$$

for sufficiently small neighborhoods $L$ by the pigeonhole principle. Apply $\Gamma(-)$ to obtain the desired equivalence.

This proves the lemma in the special case where $|R| = 1$. The same pattern of argument can be used to prove the general case.

One might now suspect that $\Gamma \left( \partial R \left( \vec{U}_f \right) \right)$ is the degree $\vec{j}_R$ approximation to $\Gamma \left( \vec{U}_f \right)$. This is indeed the case, according to the next lemma.

**Lemma 5.16.** The map $T_{\vec{j}_R} \Gamma \left( \vec{U}_f \right) \to T_{\vec{j}_R} \Gamma \left( \partial R \left( \vec{U}_f \right) \right)$ is an equivalence.

**Proof.** This is a straightforward adaptation of [26, Proposition 7.6].

We are almost ready to classify homogeneous functors. Now Definition 5.5 suggests the classification theorem. It tells us how to think about Lemma 5.15 and Lemma 5.16 and hints that functors which are homogeneous of degree $\vec{j}$ should be of the form given in Definition 5.5.
From the discussion so far, we have most of what we need to conclude the following proposition. What we do not yet have is Proposition 5.23 whose content fits better in the next section and is logically independent of what was discussed in this section.

**Proposition 5.17.** The functor

\[ \Gamma^c \left( \partial_R \left( \vec{U} \right) \right) \]

is homogeneous of degree \( \vec{j} \).

**Proof.** This follows immediately from Lemma 5.11, Lemma 5.16, and Proposition 5.23. \( \square \)

### 5.3. Classification of homogeneous functors.

In this section we will prove the following analog of Theorem 3.23.

**Theorem 5.18.** If \( E \) is homogeneous of degree \( \leq \vec{j} \), then there is an equivalence, natural in \( \vec{U} \in O(\vec{P}) \),

\[ E(\vec{U}) \longrightarrow \text{hofiber} \left( \Gamma \left( \left( \vec{U} \right), Z; p \right) \longrightarrow \text{holim}_{R \neq \emptyset} \left( \partial_R \left( \vec{U} \right), Z; p \right) \right). \]

Here \( p : Z \rightarrow \left( \vec{P} \right) \) is some fibration.

We will call \( p \) the **classifying fibration** for \( E \).

Before we embark on the proof, we need to discuss a few technical constructions.

**Definition 5.19.** For \( \vec{j} = (j_1, \ldots, j_m) \), and \( \vec{U} = (U_1, \ldots, U_m) \in O(\vec{P}) \), let \( I^{(\vec{j})}(\vec{U}) \) denote the category whose objects are open sets \( \vec{B} = (B_1, \ldots, B_m) \) such that \( B_i \) is diffeomorphic to exactly \( j_i \) disjoint open balls in \( U_i \). The morphisms are the inclusion maps which are isotopy equivalences.

**Lemma 5.20.** There is an equivalence, natural in \( \vec{U} \),

\[ \left| I^{(\vec{j})}(\vec{U}) \right| \simeq \left( \vec{U} \right). \]

**Proof.** Adapt the proof of Lemma 3.5 of [26]. \( \square \)

Recall, that \( Z_{\leq \vec{j}}^m \) is the subposet of \( Z^m \) consisting of all \( \vec{k} \) such that \( \vec{k} \leq \vec{j} \), and that \( Z_{< \vec{j}}^m \) is the subposet where \( \vec{k} < \vec{j} \).

We borrow the following definition and lemma from [26]. The lemma will also be used in Proposition 5.23 and Theorem 6.3.

**Definition 5.21.** An **ideal** in a poset \( Q \) is a subset \( R \) of \( Q \) such that for all \( b \in R, a \in Q \) with \( a \leq b \) implies \( a \in R \).
Lemma 5.22 ([26], Lemma 4.2). Suppose the poset $Q$ is a union of ideals $Q_i$ with $i \in T$, where $T$ is some finite set. For a finite nonempty subset $S \subset T$, let $Q_S = \cap_{i \in S} Q_i$. Let $E$ be a contravariant functor from $Q$ to Spaces. Then the canonical map
\[
\text{holim}_Q E \to \text{holim}_{S \neq \emptyset} Q_S E
\]
is an equivalence.

Recall Definition 5.14.

Proposition 5.23. There is an equivalence of functors
\[
\text{holim}_{\vec{k} < \vec{j}} \mathcal{T}_k F \simeq \text{holim}_{R \neq \emptyset} \mathcal{T}_{j R} F.
\]

Proof. This follows immediately from Lemma 5.22 as $Z_{\leq j(i)}^m$ are all clearly ideals whose union covers $Z_{\leq j}^m$. □

Remark 5.24. As promised in Remark 5.8, this proposition says that the $j^{th}$ layer of the Taylor multi-tower from Definition 5.7 is equivalent to the total homotopy fiber of a certain cubical diagram. This is in complete analogy to the discussion at the beginning of Section 5 regarding homogeneous polynomials in ordinary multivariable calculus.

Proposition 5.25. Let $p : Z \to (\vec{P})$ be a fibration. Let
\[
E(\vec{U}) = \text{hofiber} \left( \Gamma \left( \vec{U} \right) \to \text{holim}_{R \neq \emptyset} \Gamma \left( \partial_R \left( \vec{U} \right) \right) \right).
\]

Suppose $\vec{V}$ is a tubular neighborhood of $\vec{S} \subset \vec{P}$, where $\vec{S}$ contains $j_i$ elements in the $i^{th}$ variable. Then the composed map
\[
E(\vec{V}) \to \Gamma \left( \vec{V} \right) \xrightarrow{\text{eval}_{\vec{S}}} p^{-1}(\vec{S})
\]
is an equivalence.

Proof. This is a straightforward adaptation of [26, Proposition 8.4]. □

This proposition says that we can describe the fibers of the fibration in terms of $E$ as the values $E(\vec{V})$ for a tubular neighborhood $\vec{V}$ of $\vec{S}$ in $\vec{P}$.

The following useful technical lemma will be used in the proof of the classification theorem (Theorem 5.18) to produce a space of sections functor from a homogeneous one.

Lemma 5.26 ([4], Lemma 3.12). Suppose $X : \mathcal{C} \to \text{Spaces}$ is a functor which takes all morphisms to homotopy equivalences. Then $\text{hocolim}_\mathcal{C} X$ quasifibers over $|\mathcal{C}|$ and the associated space of sections is homotopy equivalent to $\text{holim}_\mathcal{C} X$.

We are now ready to prove the classification theorem for homogeneous functors.
**Proof of Theorem 5.18.** Given $E$ homogeneous of degree $\leq \vec{j}$, define

$$F'(\vec{U}) = \text{holim}_{T^{(\vec{j})}(\vec{U})} E.$$ 

By Lemma 5.26, $E : T(\vec{U}) \to \text{Spaces}$ takes all morphisms to weak equivalences and hence $\text{holim}_{T^{(\vec{j})}(\vec{U})} E$ quasifibers over $T^{(\vec{j})}(\vec{U})$ and the section space of the associated fibration may be identified with $F'$. Note that this is a fibration over $(\vec{U}_j)$ by Lemma 5.20 and a fibration is natural in $\vec{U}$. That is, a morphism $\vec{V} \subset \vec{U}$ induces a commutative (pullback) diagram

$$\begin{array}{ccc}
\text{holim}_{T^{(\vec{j})}(\vec{V})} E & \longrightarrow & \text{holim}_{T^{(\vec{j})}(\vec{U})} E \\
\downarrow & & \downarrow \\
|T^{(\vec{j})}(\vec{V})| & \longrightarrow & |T^{(\vec{j})}(\vec{U})| 
\end{array}$$

Since the equivalence $|T^{(\vec{j})}(\vec{U})| \simeq (\vec{U}_j)$ from Lemma 5.20 is natural in $\vec{U}$, it follows that $F'$ is equivalent to a functor

$$F(\vec{U}) = \Gamma\left(\left(\vec{U}_j\right), Z; p\right).$$

Here $Z$ is the total space of the associated fibration $p$, and is equivalent to $\text{holim}_{T^{(\vec{j})}(\vec{U})} E$. Replacing $E$ by an equivalent functor if necessary allows us to assert that there is a natural transformation $E \to F$. Now suppose $\vec{S} \in (\vec{P}_j)$, and let $\vec{V}$ be a tubular neighborhood of $\vec{S}$. Then the composition

$$E(\vec{V}) \to F(\vec{V}) = \Gamma\left(\left(\vec{V}_j\right), Z; p\right) \to p^{-1}(S)$$

is an equivalence by Proposition 5.25. Now consider the commutative square

$$\begin{array}{ccc}
E & \longrightarrow & F \\
\downarrow & & \downarrow \\
\text{holim}_{k < j} T_k E & \longrightarrow & \text{holim}_{k < j} T_k F 
\end{array}$$

Recall that $\text{holim}_{k < j} T_k E(\vec{U})$ is contractible for all $\vec{U}$ since $E$ is homogeneous. The left vertical fiber is then of course $E(\vec{V})$, and by Proposition 5.23 we may identify $\text{holim}_{k < j} T_k F$ with $\text{holim}_{R \neq \emptyset} T_{jh} F$. Of course, since $F(\vec{V}) = \Gamma\left(\left(\vec{V}_j\right), Z; p\right) \to p^{-1}(S)$, Lemma 5.16 and Proposition 5.17 together tell us that the right vertical fiber is $\Gamma_c\left(\left(\vec{V}_j\right), Z; p\right)$. Thus to complete the proof it suffices to show that the map of vertical fibers is an equivalence.

Since everything in sight is polynomial of degree $\leq \vec{j}$, it further suffices to prove that the map of vertical fibers is an equivalence for all $\vec{V} \in \mathcal{O}_j$. If $\vec{V} \in \mathcal{O}_k$ for $k < j$, then $E(\vec{V}) \simeq *$.
and $\Gamma^c((\vec{V})^j) \simeq *$ since both are homogeneous. If $V$ has exactly $j_i$ connected components in the $i^{th}$ variable, then it is a tubular neighborhood of some $\tilde{S} \subset \tilde{P}$, and the map of fibers is an equivalence by Lemma 5.16 and Proposition 5.25.

5.4. The fibers of the classifying fibration. In this section we work out the fibers of the classifying fibration from Theorem 5.18 for a good functor $F$. These are important objects and should be thought of as the derivatives of $F$. That is, we have constructed a Taylor tower for $F$ consisting of polynomial approximations $T^nF$ just as one has a Taylor series (say centered at $\vec{a}$) comprised of Taylor polynomials for an ordinary function $f : \mathbb{R}^m \to \mathbb{R}$.

Theorem 5.18 says that there is an equivalence of functors $L_jF(\vec{U}) \simeq \Gamma^c \left( \left( \frac{\vec{U}}{\vec{J}} \right), Z; p \right)$ for some fibration $p : Z \to (\vec{U})^j$. The space $(\vec{U})^j = \left( U_{j_1}^1 \times \cdots \times U_{j_m}^m \right)$ plays the role of $x_{j_1}^1 \cdot \cdots \cdot x_{j_m}^m / j_1! \cdot \cdots \cdot j_m!$ from the Taylor expansion of $f$. The coefficient of this monomial is of course the partial derivative $\frac{\partial^{j:j}}{\partial^{j:j}} f(\vec{a})$, and its analog is the fiber of $p$ over $\vec{S} \in (\vec{U})^j$. A good symbol for this fiber thus might be $\frac{\partial^{j:j}}{\partial^{j:j}} F(\vec{S})$.

In Theorem 5.27 below, we give an explicit description of these spaces for every $\vec{j}$. This result follows easily from [26, Proposition 9.1]. We will follow the proof of Theorem 5.27 with a remark about what it tells us about $\frac{\partial^{j:j}}{\partial^{j:j}} \text{Link}(\vec{S}; N)$. We will also compute by hand the fibers of the classifying fibration for $L_{(2,1)}$ Link to give the reader an idea of what kind of arguments go into this without appealing to results of Weiss.

Theorem 5.27. Let $\vec{P} = (P_1, \ldots, P_m)$, $\vec{j} = (j_1, \ldots, j_m)$, and $\vec{S} = (S_1, \ldots, S_m) \in (\vec{P})^j$. Then the fiber over $\vec{S} \in (\vec{P})^j$ of the classifying fibration for $L_jF(\vec{U}; N)$ is the total homotopy fiber of the $|\vec{j}|$-cube

$$T = T_1 \prod \cdots \prod T_m \hookrightarrow F(V_{T_1}, \ldots, V_{T_m})$$

where the $T_i$ range through subsets of $S_i$ for each $i$, and $V_{T_i}$ is a tubular neighborhood of $T_i$ in $P_i$ obtained from a tubular neighborhood $VS_i$ of $S_i$ by including only those components containing elements of $R_i$.

Proof. Let $k = |\vec{j}|$. By Proposition 5.22

$$L_kF \simeq \Gamma^c \left( \left( \frac{P}{k} \right), Z; p \right) = \prod_{|\vec{j}|=k} \Gamma^c \left( \left( \frac{\vec{P}}{\vec{j}} \right), Z; p \right),$$

where $p : Z \to (\vec{U})^k$ is the classifying fibration (here we regard $F$ as a functor of the single variable $P = P_1 \prod \cdots \prod P_m$). By [26 Proposition 9.1], the fiber over $S' \in (\vec{P}')_{|k=} \prod P_m$ is $\text{tfiber}(T \hookrightarrow F(V_T))$. 

where \( T \) ranges through subsets of \( S \), and \( V_T \) is a tubular neighborhood of \( T \) obtained from a tubular neighborhood of \( V_S \) by only including those components of \( V_S \) containing elements of \( T \). Of course, as we noted in the proof of Proposition 5.2,

\[
\left( P_1 \coprod \cdots \coprod P_m \right) = \bigcup_{|T|=k} \left( \bar{P}_i \right),
\]

and if \( S \in \left( \bar{P}_i \right) \), we may write \( S = S_1 \coprod \cdots \coprod S_m, \bar{S} = (S_1, \ldots, S_m) \) for \( S_i \subset P_i \), and the tubular neighborhood \( V_S = V_{S_1} \coprod \cdots \coprod V_{S_m} \), and put \( \bar{V}_S = (V_{S_1}, \ldots, V_{S_m}) \). Thus the fiber over \( \bar{S} \in \left( \bar{P}_i \right) \) is

\[
\text{tfiber}(\bar{T} \mapsto F(\bar{V}_T)),
\]

where \( \bar{T} = (T_1, \ldots, T_m) \) ranges through subsets of \( \bar{S} \). Rewriting this using the above shows that it is the total homotopy fiber of the cube

\[
T = T_1 \coprod \cdots \coprod T_m \mapsto F(V_{T_1}, \ldots, V_{T_m}; N).
\]

\( \square \)

Remark 5.28. In case \( F = \text{Link} \), the tubular neighborhood can be disregarded altogether, since \( \text{Link}(\bar{V}_T) \simeq \text{Link}(\bar{T}) \). Thus, the fibers of the classifying fibration for \( L_j \text{Link} \) are the total homotopy fibers of the \( |\bar{S}| \)-cube

\[
\bar{T} = (T_1, \ldots, T_m) \mapsto \text{Link}(T_1, \ldots, T_m; N).
\]

The spaces \( \text{Link}(T_1, \ldots, T_m; N) \) are “partial configuration spaces” in the sense that we may regard \( \text{Link}(T_1, \ldots, T_m; N) \) as a subset of \( N^{|\bar{S}|} - D \), where \( D \) is a union of some of the diagonals of \( N^{|\bar{S}|} \). It is not hard to work out which diagonals in general; we will give an example in what follows.

Example 5.29. Here we compute “by hand” the fibers of the classifying fibration for

\[
(U_1, U_2) \mapsto L_{(2, 1)} \text{Link}(U_1, U_2; N),
\]

where \( (U_1, U_2) \in \mathcal{O}(P_1) \times \mathcal{O}(P_2) \). As in the proof of Theorem 5.18, \( L_{(2, 1)} \text{Link}(P_1, P_2; N) \) is equivalent to the space of sections of a fibration \( p : Z \to (P_1) \times P_2 \) whose fiber over \( (S_1, S_2) \in (P_1^2) \times P_2 \) is \( L_{(2, 1)} \text{Link}(V_1, V_2; N) \). Here \( (V_1, V_2) \) is a tubular neighborhood of \( (S_1, S_2) \). We will write \( S_1 = \{a_1, a_2\}, S_2 = \{b\} \), and \( V_1 = V_{a_1} \coprod V_{a_2} \).

Also writing \( \text{Link}(\bar{V}) \) in place of \( \text{Link}(V_1, V_2; N) \), we have by Proposition 5.23 an equivalence

\[
L_{(2, 1)} \text{Link}(\bar{V}) \simeq \text{tfiber}
\]

\[
\begin{pmatrix}
T_{(2, 1)} \text{Link}(\bar{V}) & \longrightarrow & T_{(1, 1)} \text{Link}(\bar{V}) \\
\downarrow & & \downarrow \\
T_{(2, 0)} \text{Link}(\bar{V}) & \longrightarrow & T_{(1, 0)} \text{Link}(\bar{V})
\end{pmatrix}
\]
We also have the following equivalences which follow from Definition 4.10 and the remark immediately following.

\[
\begin{align*}
&T_{(2,1)} \text{Link}(V_1, V_2) \simeq \text{Link}(V_1, V_2), \\
&T_{(2,0)} \text{Link}(V_1, V_2) \simeq \text{Link}(V_1, \emptyset), \\
&T_{(1,1)} \text{Link}(V_1, V_2) \simeq \text{holim}(\text{Link}(V_{a_1}, V_2) \to \text{Link}(\emptyset, V_2) \leftarrow \text{Link}(V_{a_2}, V_2)), \text{ and} \\
&T_{(1,0)} \text{Link}(V_1, V_2) \simeq \text{holim}(\text{Link}(V_{a_1}, \emptyset) \to \text{Link}(\emptyset, \emptyset) \leftarrow \text{Link}(V_{a_2}, \emptyset)).
\end{align*}
\]

Observe also that \(\text{Link}(V_1, V_2) \simeq \text{Link}(a_1 \cup a_2, b)\), and likewise for the other spaces. This fact is special to this functor. It is not true, for example, for spaces of embeddings; in that case we cannot ignore tangential information. In general, then, we cannot simplify expressions like \(F(V_1, V_2)\) as we have done with \(\text{Link}(V_1, V_2)\) above. Other than this, everything else will carry through without further ado.

Now consider the following diagram

```
\[
\begin{array}{ccc}
\text{Link}(a_1 \cup a_2, \emptyset) & \rightarrow & \text{Link}(a_1, b) \\
\downarrow & & \downarrow \\
\text{Link}(a_1, \emptyset) & \leftarrow & \text{Link}(a_1, b) \\
\text{Link}(a_2, \emptyset) & \rightarrow & \text{Link}(\emptyset, b) \\
\downarrow & & \downarrow \\
\text{Link}(\emptyset, \emptyset) & \leftarrow & \text{Link}(\emptyset, b) \\
\end{array}
\]
```

From the observations above, taking homotopy limits along rows yields

```
\[
\begin{array}{ccc}
&T_{(2,0)} \text{Link}(a_1 \cup a_2, b) \\
&T_{(1,0)} \text{Link}(a_1 \cup a_2, b) \\
&T_{(1,1)} \text{Link}(a_1 \cup a_2, b)
\end{array}
\]
```
The homotopy limit of this diagram is the target of the map from equation (5). Hence by inspection, $L_{(2,1)}(V_1, V_2)$ is equivalent to the total homotopy fiber of the cube

Note, for example, that there is an equivalence given by the evaluation map

$$\text{Link}(a_1 \cup a_2, b) \rightarrow N^3 - (\Delta_{13} \cup \Delta_{23})$$

which sends $f$ to $(f(a_1), f(a_2), f(b))$. Here $\Delta_{ij}$ is the subset of $(x_1, x_2, x_3) \in N^3$ for which $x_i = x_j$. This is what we referred to above as a partial configuration space, for obvious reasons. In [18] we will explore the cohomology of the total fibers of diagrams such as those above and relate this to classical link invariants.

As mentioned at the beginning of this section, the fibers of the classifying fibration should be thought of as the derivatives of the functor in question, and so, if only by analogy, it should be useful to understand them better. For link maps, a basic question to which we do not know the answer is how highly connected these spaces are. It is not difficult to work out some special cases, but in general this appears to be a difficult problem.

6. RELATIONSHIP BETWEEN SINGLE VARIABLE AND MULTIVARIABLE POLYNOMIAL FUNCTORS AND TAYLOR TOWERS

The following theorem relates ordinary polynomial functors to our polynomials of multi-degree. The relationship between single variable and multivariable Taylor towers will then be given in Theorem [6.3].

**Theorem 6.1.** A good functor $F : \mathcal{O}(\prod_i P_i) \rightarrow \text{Spaces}$ is polynomial of degree $\leq k$ if and only if, considered as a functor on $\mathcal{O}(\overline{P})$, it is polynomial of degree $\overline{j} = (j_1, \ldots, j_m)$ for all $\overline{j}$ such that $\sum_i (j_i + 1) = k + 1$.

In particular, we have

**Corollary 6.2.** A good functor $F : \mathcal{O}(\prod_i P_i) \rightarrow \text{Spaces}$ which is polynomial of degree $\leq k$ is polynomial of degree $\leq k$ in each variable.

**Proof.** This follows from setting $j_i = k$ for some $i$ and letting all other $j_i = -1$ in Theorem 6.1. \qed
Proof of Theorem 6.1. If $F$ is polynomial of degree $\leq k$, then for all $U \in \mathcal{O}(\prod_i P_i)$ and for all pairwise disjoint closed sets $A_0, \ldots, A_k$ in $U$, the map

$$F(U) \longrightarrow \operatorname{holim}_S F(U_S),$$

where $U_S = U - \cup_{i \in S} A_i$, is an equivalence. Let $U_i = U \cap P_i$ and $\bar{U} = (U_1, \ldots, U_m)$. In particular this map is an equivalence if $j_i + 1$ of the $A_i$’s are in $U_i$ for all $1 \leq i \leq m$, and hence

$$F(U) = F(\bar{U}) \longrightarrow \operatorname{holim}_S F(\bar{U}_S)$$

is an equivalence. Clearly we must have $\sum (j_i + 1) = k + 1$. Note that if none of the $A_i$ are in $U_i$, this corresponds to $j_i = -1$.

To prove the converse, let $U \in \mathcal{O}(\prod_i P_i)$ and let $A_0, \ldots, A_k$ be pairwise disjoint closed sets in $U$. We must show that $S \mapsto F(U_S)$ is homotopy cartesian. This will follow from repeated application of Proposition 3.9.

Let $U_l = U \cap P_l$, and for $0 \leq l \leq k$ and $1 \leq i \leq m$, let $A_i^l = A_l \cap U_i$. We first consider a special case. If, for each $l$, $A_l \cap U_i = \emptyset$ for all but one $i$, then let $j_i + 1$ denote the number of $l \in \{0, 1, \ldots, k\}$ such that $A_l \subset U_i$. Clearly $j = (j_1, \ldots, j_m)$ satisfies $\sum (j_i + 1) = k + 1$, and $F(\bar{U}) \rightarrow \operatorname{holim}_S F(\bar{U}_S)$ is an equivalence, which is the same as saying that $F(U) \rightarrow \operatorname{holim}_S F(U_S)$ is an equivalence. In general, however, the $A_l$ might intersect several of the $U_i$.

For each $0 \leq l \leq k$, set $T_l = \{ i \mid A_i^l \neq \emptyset \}$. For a nonempty subset $R_l \subset T_l$, let $A_i^{R_l} = \cup_{i \in R_l} A_i^l$. The above argument shows that the result holds if each $R_l$ is a singleton. Without loss of generality suppose now that $R_0 = \{ i_1, i_2 \}$, while $R_l$ consists of exactly one element for all $l \neq 0$. Thus $A_0 = A_{i_1}^0 \cup A_{i_2}^0$. Then $A_{i_1}^0, A_{i_2}^0, \ldots, A_{i_k}^0$ are pairwise disjoint nonempty closed sets, each of which is contained in exactly one $U_i$. Relabel them as $B_0, \ldots, B_k$ with the same subscripts. The special case considered above shows that the cube $\mathcal{X}$ given by $S \mapsto F(U_S)$, where $U_S = U - \cup_{i \in S} B_i$, is homotopy cartesian. Let $W = U - A_i^0$, let $C_0 = A_{i_2}^0$, and let $C_l = B_l$ for all $1 \leq l \leq k$. Once again, since $W$ is open, the special case shows that the cube $\mathcal{Y}$ given by $S \mapsto F(W_S)$, where $W_S = W - \cup_{i \in S} C_i$, is homotopy cartesian. Now $\mathcal{Y}(S) = \mathcal{X}(S \cup \{0\})$, where $S \subset \{1, \ldots, k\}$, and so Proposition 3.9 implies that the cube $\mathcal{Z}$ given by $\mathcal{Z}(S) = \mathcal{X}(S)$ and $\mathcal{Z}(S \cup \{0\}) = \mathcal{Y}(S \cup \{0\})$, for $S \subset \{1, \ldots, k\}$, is homotopy cartesian as well. Hence the result holds for the collection $A_{i_0}^{R_0}, A_{i_1}^{R_1}, \ldots, A_{i_k}^{R_k}$ when $R_0$ has cardinality 2 and the other $R_l$ have cardinality 1.

The same argument can be used to handle the case where the $A_l$ have arbitrary intersection with the $U_i$ (i.e. the cardinalities of $R_l$ are all arbitrary).

We are now ready to exhibit a relationship between stages of the single variable and multivariable Taylor towers. Our proof requires the classification theorem for homogeneous functors but it would be interesting to know if there is one that does not.

Theorem 6.3. There is an equivalence

$$T_k F \overset{\sim}{\longrightarrow} \operatorname{holim}_{|J| \leq k} T_J F.$$
Proof. We induct on $k$. The cases $k = 0$ and $k = 1$ are easy to see on the categorical level. For $k = 0$, we have $O_0(U_1 \sqcup \cdots \sqcup U_m) = \prod_i O_0(U_i)$, which consist of $\emptyset$ and $\emptyset$ respectively. For $k = 1$, we have an equivalence $O_1(U_1 \sqcup \cdots \sqcup U_m) = \prod_i O_1(U_i)$, and since homotopy limits turn coproducts into products, we have the desired result by inspection.

Now assume the result is true for all $l < k$. Consider the following diagram of fibrations

$$
\begin{array}{ccc}
L_k F & \rightarrow & L \\
\downarrow & & \downarrow \\
T_k F & \rightarrow & \text{holim}
\begin{array}{c}
T_k F \\
|j| \leq k
\end{array} \\
\downarrow & & \downarrow \\
T_{k-1} F & \rightarrow & \text{holim}
\begin{array}{c}
T_k F \\
|j| \leq k-1
\end{array}
\end{array}
$$

Here $L = \text{hofiber}(\text{holim}_{|j| \leq k} T_j F \rightarrow \text{holim}_{|j| \leq k-1} T_j F)$. By induction, it is enough to show that $L_k F \simeq L$.

We have a covering $Z^m_{\leq j} = \cup_{|j| = k} Z^m_{\leq j}$, and the $Z^m_{\leq j}$ are ideals. For a subset $S \subset \{j \mid |j| = k\}$, let $Z^m_{\leq j S} = \cap_{j \in S} Z^m_{\leq j}$. Here $j_S = (a_1, \ldots, a_m)$, where $a_i = \min\{j_i \mid j = (j_1, \ldots, j_m) \in S\}$. By Lemma 5.22 we have an equivalence

$$
\text{holim}
\begin{array}{c}
T_j F \\
|j| \leq k, S \neq \emptyset, j \leq j_S
\end{array} \simeq \text{holim}
\begin{array}{c}
T_j F \\
S \neq \emptyset
\end{array}
$$

Here $j_S$ has $i$th entry equal to the minimum of all $j_i$ such that $j$ is in $S$. The second is an equivalence because $j_S$ is final in $Z^m_{\leq j S}$.

We also have a similar but different decomposition $Z^m_{\leq k-1} = \cup_{|j| = k} Z^m_{\leq j}$. This is once again a covering by ideals, but note that if $S \subset \{j \mid |j| = k\}$, we have

$$
\cap_{j \in S} Z^m_{\leq j} =
\begin{cases}
Z^m_{\leq j'}, & \text{if } S = \{j\}; \\
Z^m_{\leq j}, & \text{if } |S| > 1.
\end{cases}
$$

The categories $Z^m_{\leq j S}$ each have a final object, namely $j_S$, and so $\text{holim}_{Z^m_{\leq j S}} T_k F \simeq T_j F$. By Lemma 5.22 we have an equivalence

$$
\text{holim}
\begin{array}{c}
T_j F \\
|j| \leq k-1, S \neq \emptyset, \cap_{j \in S} Z^m_{\leq j}
\end{array} \simeq \text{holim}
\begin{array}{c}
T_j F \\
S \neq \emptyset
\end{array}
$$

By inspection, it follows that

$$
L = \text{hofiber}
\begin{array}{c}
\text{holim}
\begin{array}{c}
T_j F \\
|j| \leq k
\end{array} \rightarrow \text{holim}
\begin{array}{c}
T_j F \\
|j| \leq k-1
\end{array}
\end{array}
= \prod_{|j| = k} L_j F,
$$

and, in light of Proposition 5.2, it is clear that $L_k F \rightarrow L$ is an equivalence.
7. Non-functorial finite models for stages of the Taylor tower

The stages $T_k F(U)$ and $T_j F(\bar{U})$ of single variable and multivariable Taylor towers given in Sections 3.3 and 4.2 have the advantage of being functors of $U$ and $\bar{U}$ respectively, but the homotopy limits involved can be unwieldy because the categories $O_k(U)$ and $O_j(\bar{U})$ are rather large. At the expense of losing functoriality, we can sometimes describe the stages in terms of a homotopy limit of values of $F$ itself over a finite category. This is the case for the examples we will be most concerned with in [18], namely links and homotopy links. We will state the definitions in terms of $T_j F(\bar{U})$, but everything specializes in a straightforward way to $T_k F(U)$.

Suppose that $P = \bigsqcup_{i=1}^m I$ is a disjoint union of neat smooth submanifolds of a manifold $N$ with boundary $\partial N$, each diffeomorphic with an interval. Let $O(P_i)$ denote the poset of open subsets of $P_i$ which contain $\partial P_i$.

**Proposition 7.1.** Let $F = \text{Emb}_\partial(-, N)$ or $\text{Link}_\partial(-, N)$, and suppose $P = \bigsqcup P_i$ is as above; that is, each $P_i = I$. Let $\bar{j} = (j_1, \ldots, j_m) \geq -\vec{1}$ be a tuple of nonnegative integers, and $A_{i_0}, \ldots, A_{i_j}$ be pairwise disjoint nonempty closed connected subintervals of the interior of $P_i$ for every $i$. Let $P_{i,S_i} = P_i - \bigcup_{k \in S_i} A_{i_k}$, where $S_i$ ranges through subsets of $\{0,1,\ldots,j_i\}$, and put $P_{\bar{S}} = (P_{S_1}, \ldots, P_{S_m})$. Then

$$T_j F(P) \simeq \text{holim}_{\bar{S} \neq \emptyset} F(P_{\bar{S}}).$$

**Proof.** Since $T_j F$ is a polynomial of degree $\leq \bar{j}$, it follows that

$$T_j F(P) \simeq \text{holim}_{\bar{S} \neq \emptyset} T_j F(P_{\bar{S}}).$$

Since $P_{i,S_i}$ is diffeomorphic to at most $j_i$ open connected intervals (ignoring the boundary, where everything is already fixed) when $\bar{S} \neq \emptyset$, we have an equivalence

$$F(P_{\bar{S}}) \simeq T_j F(P_{\bar{S}})$$

since $P_{\bar{S}}$ is a final object in $O_j(P_{\bar{S}})$. This completes the proof. \qed

**Remark 7.2.** The requirement that $\bar{j}$ be a tuple of nonnegative integers is unnecessary. If some $j_i = -1$, then we remove the corresponding copy of $I$ altogether, so we effectively treat the functor $F$ as a functor of fewer variables. The case when $F = \text{Emb}$ and $m = 1$ has been extensively studied. More details can be found in [21]. In that paper, Sinha uses pairwise disjoint nonempty open connected subintervals of $I$ for technical reasons (he requires compactness of the complement). The trouble with using open sets to delete is that their complements are closed, and these would obviously not be elements in our category of open sets. However, this is not a problem in this case for two reasons:

1. the model for $T_j F$ given in Proposition 7.1 is non-functorial, and
2. the homotopy type of $F(P_{\bar{S}})$ is independent of whether the intervals are open or closed.
We will need to use open sets for the embedding functor to generalize various results of Sinha’s to $F = \text{Emb, Link}$ and $m > 1$ in [15].
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