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Abstract

We prove sharp estimates on the time-average behavior of the squared absolute value of the Fourier transform of some absolutely continuous measures that may have power-law singularities, in the sense that their Radon-Nikodym derivatives diverge with a power-law order. We also discuss an application to spectral measures of finite-rank perturbations of the discrete Laplacian.
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1 Introduction

1.1 Contextualization

The study of the long time behavior of the Fourier transform of fractal (spectral) measures and of the modulus of continuity of the distribution of such measures play an important role in spectral theory and quantum dynamics (such behavior is related to good transport properties). Actually, most of these works are motivated by possible applications to Schrödinger operators (see [1, 6, 9, 10, 11] and references therein). In this context, one may highlight two classical results on finite Borel measures on $\mathbb{R}$: the Riemann-Lebesgue’s Lemma (around 1900) and the Wiener’s Lemma (around 1935).

One may also highlight Strichartz’s Theorem [9], from 1990 (see Theorem 1.1 (i) below), that establishes (power-law) convergence rates for the time-average behavior of the squared absolute value of the Fourier transform of uniformly $\alpha$-Hölder continuous measures. We present some details.

Let $\mu$ be a finite positive Borel measure on $\mathbb{R}$ and $\alpha \in [0, 1]$. We recall that $\mu$ is uniformly $\alpha$-Hölder continuous (denoted UoH) if there exists a constant $C > 0$ such that for each interval $I$ with $\ell(I) < 1$, $\mu(I) \leq C \ell(I)^{\alpha}$, where $\ell(\cdot)$ denotes the Lebesgue measure on $\mathbb{R}$. Namely, one has the following result.

*Corresponding author. Email: moacir@ufam.edu.br
**Theorem 1.1** (Theorems 2.5 and 3.1 in [6]). Let $\mu$ be a finite Borel measure on $\mathbb{R}$ and $\alpha \in [0,1]$.

i) If $\mu$ is $U\alpha$H, then there exists a constant $C_\mu > 0$, depending only on $\mu$, such that for every $f \in L^2(\mathbb{R},d\mu)$ and every $t > 0$,

$$
\frac{1}{t} \int_0^t \left| \int_{\mathbb{R}} e^{-2\pi i sx} f(x) \, d\mu(x) \right|^2 \, ds < C_\mu \|f\|^2_{L^2(\mathbb{R},d\mu)} t^{-\alpha}.
$$

ii) If there exists $C_\mu > 0$ such that for every $t > 0$,

$$
\frac{1}{t} \int_0^t \left| \int_{\mathbb{R}} e^{-2\pi i sx} d\mu(x) \right|^2 \, ds < C_\mu t^{-\alpha},
$$

then $\mu$ is $U\alpha^2$H.

**Remark 1.1.** Note that Theorem 1.1-i) is, indeed, a particular case of Strichartz’s Theorem [9], which holds for $\sigma$-finite measures.

Motivated by applications in spectral theory and quantum dynamics, we use in this work Fourier analysis to prove sharp estimates on the time-average behavior of the squared absolute value of the Fourier transform of some absolutely continuous measures that may have power-law singularities. Our main goal here is to obtain initial states (for the Schrödinger equation) for which the respective spectral measures have a singularity with a power-law growth rate, and for which the asymptotic behavior of the respective (time-average) quantum return probabilities (see definition ahead) depends continuously on such singularities (see Theorem 2.1 and Example 2.1 ahead). To the best knowledge of the present authors, this phenomenon has never been discussed, although it may be natural to specialists.

In the next remark we discuss the fact that Theorem 1.1-i), in general, is not sufficient to obtain sharp estimates on such Fourier transform averages of absolutely continuous measures with power-law singularities.

**Remark 1.2.** For some important classes of measures in spectral theory and quantum dynamics, such as spectral measures of dynamically defined Schrödinger operators, $1/2$-Hölder continuity is typically optimal (usually due to the fact that there are square root singularities associated with the boundary of the spectrum; see [1, 3, 10, 11] for additional comments); by Theorem 1.1-i), the time-average behavior of the squared absolute value of the Fourier transform of such measures decays at least as $1/\sqrt{t}$. This rate, in general, is far from optimal as, for instance, is the case of the discrete Laplacian: let $\ell^2(\mathbb{Z})$ and $\delta_j = (\delta_j)_ke\mathbb{Z}$, $j \in \mathbb{Z}$, be its canonical basis, and consider the Laplacian, whose action on $\psi \in \ell^2(\mathbb{Z})$ is given by

$$
\triangle \psi(k) = \psi(k+1) + \psi(k-1);
$$

so, although the spectral measure $\mu_\triangle_{\delta_0}$ of the pair $(\triangle, \delta_0)$ is at most uniformly $1/2$-Hölder continuous, one has

$$
\frac{1}{t} \int_0^t \left| \int_{\mathbb{R}} e^{-2\pi i sx} d\mu_\triangle_{\delta_0}(x) \right|^2 \, ds = O(\log(t)/t); \quad (1)
$$
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see the case \( \beta = \frac{1}{2} \) in Example 1.1 and, e.g., Section 12.3 in [4] for details of the Radon-Nikodym derivative of such spectral measure (here, \( h(t) = O(r(t)) \) indicates that there is \( C > 0 \) so that, for each \( t > 0 \), \( h(t) \leq Cr(t) \).

By Theorem 1.1-i), one may conclude that

\[
\frac{1}{t} \int_0^t \left( \int \frac{e^{-2\pi ixs}}{s} d\mu_{s_0}(x) \right)^2 ds = O(1/\sqrt{t}),
\]

which gives a worse bound than the one given by (1). Moreover, since \( \mu_{s_0} \) is at most uniformly 1/2-Hölder continuous, by Theorem 1.1-ii), the rate in (1) is (power-law) optimal. Namely, suppose that there exists \( \varepsilon > 0 \) such that one can replace \( t^{-1} \) by \( t^{-1-\varepsilon} \) in (1); then, by Theorem 1.1-ii), \( \mu_{s_0} \) is at least uniformly \((1/2 + \varepsilon/4)\)-Hölder continuous.

In order to put our work into perspective, we present the following example. To each \( 0 < \beta < 1 \), denote by

\[
M_{\beta} := \max_{\eta > 0} \left( \frac{1}{\eta} \int_0^\infty |e^{iu\beta} du|^2 \right); \tag{2}
\]

for \( 0 < \beta < 1 \),

\[
\int_0^\infty |e^{iu\beta} du| = \Gamma(1-\beta), \]

where \( \Gamma \) stands for the Gamma Function; thus, \( M_{\beta} < \infty \).

**Example 1.1.** Set, for each \( \frac{1}{2} \leq \beta < 1 \) and each \( f \in L^1(\mathbb{R}) \),

\[
K_{\beta,f} := \{ (| \cdot |^{-\beta} \chi_{(0,1)}) * f \}, \tag{3}
\]

so \( K_{\beta,f} \in L^1(\mathbb{R}) \). By the Convolution Theorem, it follows that for each \( s > 0 \),

\[
\hat{K}_{\beta,f}(s) = \left\{ \int_0^\infty e^{-2\pi ixs} x^{-\beta} dx \right\} \hat{f}(s) = \left\{ \frac{1}{(2\pi)^{1-\beta}s^{1-\beta}} \int_0^1 e^{-2\pi ixs} (2\pi x)^{-\beta} (2\pi s) dx \right\} \hat{f}(s)
\]

and so, for each \( t > 0 \) and \( \frac{1}{2} < \beta < 1 \),

\[
\frac{1}{t} \int_0^t \left( \int e^{-2\pi ixs} d\mu_{\beta,f}(x) \right)^2 ds \leq M_{\beta} \frac{1}{t} \int_0^t s^{2(\beta-1)} |\hat{f}(s)|^2 ds 
\]

\[
\leq M_{\beta} \frac{\|f\|^2_{L^1(\mathbb{R})}}{t^{2(1-\beta)}} = \frac{M_{\beta}}{2\beta - 1} \frac{\|f\|^2_{L^1(\mathbb{R})}}{t^{2(1-\beta)}}, \tag{4}
\]

where \( d\mu_{\beta,f}(x) = K_{\beta,f}(x) dx \). For \( \beta = \frac{1}{2} \) and for every \( t > 1 \), one has

\[
\frac{1}{t} \int_0^t \left( \int e^{-2\pi ixs} d\mu_{\beta,f}(x) \right)^2 ds = \frac{1}{t} \int_0^t \left( \int e^{-2\pi ixs} d\mu_{\beta,f}(x) \right)^2 ds + \frac{1}{t} \int_0^t \left( \int e^{-2\pi ixs} d\mu_{\beta,f}(x) \right)^2 ds
\]

\[
\leq \frac{\|K_{\beta,f}\|^2_{L^1(\mathbb{R})}}{t^2} + \frac{M_{\beta} \|f\|^2_{L^1(\mathbb{R})}}{t} \int_1^s \frac{1}{s} ds 
\]

\[
= \frac{\|K_{\beta,f}\|^2_{L^1(\mathbb{R})}}{t^2} + \frac{M_{\beta} \|f\|^2_{L^1(\mathbb{R})}}{t} \log(t). \tag{5}
\]
We argue that the above power-law upper estimates cannot be improved; suppose, on the contrary, that there exists $0 < \varepsilon < 1 - \beta$ such that one can replace $2(1 - \beta)$ by $2(1 - \beta) + \varepsilon$ in the estimate (4) or (5) (recall that in (5) $\beta = 1/2$). Then, by Theorem 1.1-ii), for each $f \in L^1(\mathbb{R})$, $\mu_{\beta,f}$ is at least $U(1 - \beta + \varepsilon/4)H$.

Now, set, for each $0 < \delta < 1 - \beta$ and each $x \in \mathbb{R} \setminus \{0\}$,

$$f_\delta(x) = \frac{1}{x^{1-\delta}} \chi_{(0,1]}(x),$$

and $f_\delta \in L^1(\mathbb{R})$. Note that for $0 < x \leq 1$,

$$K_{\beta,f_\delta}(x) = \int_0^x \frac{1}{y^\beta |x-y|^{1-\delta}} \, dy \geq \int_0^x \frac{1}{y^\beta |x-y|^{1-\delta}} \, dy \geq \frac{1}{x^\beta} \int_0^x \frac{1}{|x-y|^{1-\delta}} \, dy \geq x^{-\beta+\delta}. $$

Thus, for $0 < \varepsilon < 1$,

$$\int_0^\varepsilon K_{\beta,f_\delta}(x) \, dx \geq \int_0^\varepsilon x^{-\beta+\delta} \, dx = \frac{\varepsilon^{(1-\beta+\delta)}}{(1-\beta+\delta)},$$

and therefore, $\mu_{\beta,f_\delta}$ is at most $U(1 - \beta + \delta)H$.

Finally, let $0 < \delta < \varepsilon/4$; then, since $\mu_{\beta,f_\delta}$ is at most $U(1 - \beta + \delta)H$, one gets a contradiction with the fact that $\mu_{\beta,f_\delta}$ is also $U(1 - \beta + \varepsilon/4)H$.

We emphasize that by applying Theorem 1.1-i), it may be obtained at most that

$$\frac{1}{t} \int_0^t \left| \int_\mathbb{R} e^{-2\pi i sx} \, d\mu_{\beta,f}(x) \right|^2 \, ds = O(e^{(1-\beta)+\delta}),$$

which gives a worse bound than the one given by (4) (respec. (5) for $\beta = \frac{1}{2}$) for $0 < \delta < 1 - \beta$.

We also note that what makes this example interesting is the fact that the measure has a power-law singularity, in the sense that its Radon-Nikodym derivative has a power-law divergence.

In this work we use Fourier analysis to extend the estimates in (4)-(5) to the measures

$$d\mu_{\beta,f,g}(x) = K_{\beta,f}(x) g(x) \, dx,$$

with $f \in L^1(\mathbb{R})$ and $g \in L^\infty[0,1]$ (see Theorem 1.2 ahead), and then we discuss an application of this result to spectral measures of finite-rank perturbations of the Laplacian. Namely, by taking into account Example 3.1 in [6], we use this class of measures to obtain initial states (for the Schrödinger equation) for which the respective spectral measures have power-law singularities, and for which the asymptotic behavior of the respective (time-average) quantum return probabilities (see definition ahead) depend continuously on such singularities (see Theorem 2.1 and Example 2.1).

The organization of this work is as follows. In Subsection 1.2 we discuss a Strichartz’s-like Inequality (Theorem 1.2). In Section 2 we use some well-known results on the Radon-Nikodym derivative of spectral measures [5, 7] to present an application to finite-rank perturbations of the Laplacian. The proof of Theorem 1.2 is left to Section 3.

Some words about the notation: $\hat{f}$ will always denote the Fourier transform of a function $f \in L^1(\mathbb{R})$. If $h, g : \mathbb{R} \to \mathbb{R}$ are measurable functions, then $h \ast g$ denotes the convolution product of $h$ and $g$; $\mu$ always indicates a finite positive Borel measure on $\mathbb{R}$. For each $x \in \mathbb{R}$ and each $\epsilon > 0$, ...
$B(x, \epsilon)$ denotes the open interval $(x-\epsilon, x+\epsilon)$. If $g$ is a complex-valued function, then $\mathfrak{R}(g)$ and $\mathfrak{I}(g)$ denote its real and the imaginary parts, respectively. If $f$ is a real-valued function, then $f^+$ and $f^-$ denote its positive and the negative parts, respectively.

### 1.2 A Strichartz’s-like Inequality

Let $K_{\beta, f}$ be as in Example 1.1, $g \in L^\infty[0, 1]$ and consider

$$d\mu_{\beta, f, g}(x) = K_{\beta, f}(x)g(x)\,dx.$$  \hfill (6)

For simplicity, suppose that $f, g$ are nonnegative (measurable) real-valued functions. So, by well-known arguments [6, 9] (see (18) ahead), it is possible to show that for every $t > 0$,

$$\frac{1}{t} \int_0^t \left| \int e^{-2\pi i ss} d\mu_{\beta, f, g}(x) \right|^2 ds = \frac{1}{t} \int_0^t \left| \int e^{-2\pi i ss} K_{\beta, f}(x)g(x)\,dx \right|^2 ds$$

$$\leq \frac{e^{2\pi}}{2\sqrt{\pi}} \int \int K_{\beta, f}(x)g(x)K_{\beta, f}(y)g(y)e^{-\frac{2i\pi}{t}(x-y)^2}dydx. \hfill (7)$$

Moreover, for each $x \in \mathbb{R}$ and each $0 < \epsilon < 1$, one has

$$\mu_{\beta, f}(B(x, \epsilon)) \leq \|f\|_{L^1(\mathbb{R})} e^{1-\beta},$$

where $d\mu_{\beta, f}(x) = K_{\beta, f}(dx)$. So, by using (7) and a Strichartz’s-like argument (as in [6, 9]), it follows that for every $t > 0$,

$$\frac{1}{t} \int_0^t \left| \int e^{-2\pi i ss} d\mu_{\beta, f, g}(x) \right|^2 ds \leq \frac{e^{2\pi}\|g\|_{L^\infty[0, 1]}^2}{2\sqrt{\pi}} \int \int K_{\beta, f}(x)K_{\beta, f}(y)e^{-\frac{2i\pi}{t}(x-y)^2}dydx$$

$$= \frac{e^{2\pi}\|g\|_{L^\infty[0, 1]}^2}{2\sqrt{\pi}} \int \int \sum_{n=0}^\infty \int e^{-\frac{2i\pi}{t}(x-y)^2}d\mu_{\beta, f}(y)d\mu_{\beta, f}(x)$$

$$= \frac{e^{2\pi}\|g\|_{L^\infty[0, 1]}^2}{2\sqrt{\pi}} \left( \sum_{n=0}^\infty e^{-n^2/4} \right)^2 \|f\|_{L^1(\mathbb{R})} \|K_{\beta, f}\|_{L^1(\mathbb{R})} t^{-1-\beta}. \hfill (8)$$

Thus, by Young’s Convolution Inequality, one gets, for every $t > 0$,

$$\frac{1}{t} \int_0^t \left| \int e^{-2\pi i ss} d\mu_{\beta, f, g}(x) \right|^2 ds \leq \frac{e^{2\pi}\|g\|_{L^\infty[0, 1]}^2}{\sqrt{\pi}} \left( \sum_{n=0}^\infty e^{-n^2/4} \right)^2 \|f\|_{L^1(\mathbb{R})}^2 \|K_{\beta, f}\|_{L^1(\mathbb{R})} t^{-1-\beta}$$

$$= \left( \sum_{n=0}^\infty e^{-n^2/4} \right)^2 \frac{e^{2\pi}\|g\|_{L^\infty[0, 1]}^2\|f\|_{L^1(\mathbb{R})}^2}{\sqrt{\pi}(1-\beta)} t^{-1-\beta}. \hfill (9)$$

We remark that the uniform estimate over $x$ in the discussion above makes the decay in (9) far from optimal (see the proof of Theorem 1.2 and compare (9) with (13) and (14)). By using Fourier analysis, we will explore this point of the argument to obtain the following result.
Theorem 1.2. For $\frac{1}{2} \leq \beta < 1$, let $K_{\beta,f}$ and $M_\beta$ be as before. To every $g \in \mathrm{L}_\infty[0,1]$, consider $d\mu_{\beta,f,g}(x) = K_{\beta,f}(x)g(x)dx$. Then:

i) if $\frac{1}{2} < \beta < 1$, for every $t > 0$,

$$\frac{1}{t} \int_0^t \left| \int e^{-2\pi i sx} d\mu_{\beta,f,g}(x) \right|^2 ds \leq 2^{18} e^{2\pi M_\beta(\beta - 1/2)} \| f \|^2_{\mathrm{L}_1(\mathbb{R})} \| g \|^2_{\mathrm{L}_\infty[0,1]} t^{-2(1-\beta)};$$

ii) if $\beta = \frac{1}{2}$, for every $t > 0$,

$$\frac{1}{t} \int_0^t \left| \int e^{-2\pi i sx} d\mu_{\beta,f,g}(x) \right|^2 ds \leq e^{2\pi \| f \|^2_{\mathrm{L}_1(\mathbb{R})} \| g \|^2_{\mathrm{L}_\infty[0,1]} \left( \frac{1}{t} + M_\frac{1}{2} \frac{\Gamma(0, 4\pi^2/t^2)}{t} \right)},$$

in particular, for sufficiently large $t$,

$$\frac{1}{t} \int_0^t \left| \int e^{-2\pi i sx} d\mu_{\beta,f,g}(x) \right|^2 ds \leq e^{2\pi \| f \|^2_{\mathrm{L}_1(\mathbb{R})} \| g \|^2_{\mathrm{L}_\infty[0,1]} \left( \frac{1}{t} + 3M_\frac{1}{2} \frac{\log(t)}{t} \right)},$$

since

$$\lim_{t \to \infty} \frac{\Gamma(0, 4\pi^2/t^2)}{\log(t)} = 2,$$

where $\Gamma(\cdot, \cdot)$ denotes the Incomplete Gamma Function.

Remark 1.3.

i) As mentioned in Example 1.1, in general, one cannot get a better power-law estimate than $O(t^{-2(1-\beta)})$ for all $f \in \mathrm{L}_1(\mathbb{R})$.

ii) If $0 \leq \beta < \frac{1}{2}$ then, by Young’s Convolution Inequality, $K_{\beta,f} \cdot g \in \mathrm{L}_2(\mathbb{R})$. Hence, by applying Theorem 1.1-i) to $K_{\beta,f} \cdot g$ and to $\chi_{[0,1]} dx$ (which is U1H), one gets

$$\frac{1}{t} \int_0^t \left| \int e^{-2\pi i sx} d\mu_{\beta,f,g}(x) \right|^2 ds = \frac{1}{t} \int_0^t \left| \int e^{-2\pi i sx} K_{\beta,f}(x) g(x)dx \right|^2 ds = O(t^{-1}),$$

and $\beta = 1/2$ is a transition point, so justifying its peculiar behavior as in Theorem 1.2-ii).

iii) For an arbitrary $h \in \mathrm{L}_1(\mathbb{R})$, it is well known that $\hat{h}(s)$ can decay arbitrarily slow (see, e.g., [8]). In this context, for $\frac{1}{2} \leq \beta < 1$, it is particularly interesting that the power-law asymptotic behavior of

$$\frac{1}{t} \int_0^t \left| \int e^{-2\pi i sx} K_{\beta,f}(x) g(x)dx \right|^2 ds$$

is inherited from the asymptotic behavior of the Fourier transform of $| \cdot |^{-\beta}$, which depends continuously on $\beta$. 
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2 Finite-rank perturbations of the Laplacian

Let $\delta_j = (\delta_{jk})_{k \in \mathbb{N}}, j = 1, 2, \ldots$, be the canonical basis of $\ell^2(\mathbb{N})$. Consider the Laplacian with Dirichlet boundary condition, whose action on $\psi \in \ell^2(\mathbb{N})$ is

$$\triangle \psi(k) = \psi(k + 1) + \psi(k - 1),$$

with $\psi(0) = 0$. Consider also the finite-rank perturbations of the Laplacian with Dirichlet boundary condition, acting in $\ell^2(\mathbb{N})$ by the law

$$\begin{cases}
H_0 \psi &= -\triangle \psi, \\
H_N \psi &= -\triangle \psi + \sum_{j=1}^{N} v_j(\psi, \delta_j) \delta_j, & N \geq 1,
\end{cases}$$

with $\psi(0) = 0$, where $(v_n)_{n \in \mathbb{N}}$ is a given real sequence.

The study of the dynamical and spectral properties of these operators is a classical subject in spectral theory for at least two reasons: it is a relatively simple model, and therefore it can be used to discuss results in quantum dynamics by avoiding technical complications; they can be used as approximations to some Schrödinger operators (see, for instance, Section 3 in [5]). In this context, our main goal here is to study the quantum dynamics of these operators for some initial states whose spectral measures may have power-law singularities. Naturally, some preparation is required.

Let $\mu^N_\psi$ denote the spectral measure associated with the pair $(H_N, \psi)$ and $\frac{d\mu^N_\psi}{dx}$ the Radon-Nikodym derivative of $\mu^N_\psi$ with respect to the Lebesgue measure, and let $R_N(z) = (H_N - z)^{-1}$ be the corresponding resolvent operator. It is well known that for every $N \in \mathbb{N} \cup \{0\}$, $H_N$ has purely absolutely continuous spectrum (for details, see [7]). Thus, in this case, $\frac{d\mu^N_\psi}{dx} \in L^1(\mathbb{R})$. Recall that for every $N \in \mathbb{N} \cup \{0\}$, the transfer matrix $T_N(E, n, n - 1)$ between the sites $n - 1$ and $n$, $n \in \mathbb{N}$, is given by

$$T_N(E, n, n - 1) = \begin{pmatrix} E - v_n \chi_{[1,N]}(n) & -1 \\ 1 & 0 \end{pmatrix}.$$ 

Moreover, if $u_\theta(E, n)$, with $\theta \in [0, \pi]$, denotes the solution to the eigenvalue equation $H_N u = E u$ at $E \in \mathbb{R}$ that satisfies $u_\theta(E, m) = \sin(\theta)$, $u_\theta(E, m + 1) = \cos(\theta)$, then

$$\begin{pmatrix} u_\theta(E, n + 1) \\ u_\theta(E, n) \end{pmatrix} = T_N(E, n, m) \begin{pmatrix} u_\theta(E, m + 1) \\ u_\theta(E, m) \end{pmatrix},$$

with $T_N(E, n, m) = T_N(E, n, n - 1) \cdots T_N(E, m + 1, m)$. We need the following technical result.

**Lemma 2.1.** Let $N \in \mathbb{N} \cup \{0\}$. Then, there exist constants $C_{1,N}, C_{2,N} > 0$ such that, for every $E \in [0,1]$,

$$C_{1,N} \leq \frac{d\mu^N_\delta_1}{dx}(E) \leq C_{2,N};$$

in particular, $\frac{d\mu^N_\delta_1}{dx} \in L^\infty[0,1]$. 
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Remark 2.1. The result stated in Lemma 2.1 is expected, since the boundary of the interval $[0, 1]$ is far from $±2$, which are the only points where $\frac{d\mu^N_{H_0}}{dx}$ diverges; see [4] for details on the spectral measure $\mu^N_{H_0}$. Although natural to specialists, we present a proof of this result for the convenience of the reader.

Proof (Lemma 2.1). Let $N \in \mathbb{N} \cup \{0\}$. It follows from Lemma 3.1 in [5] that there exists $D > 0$ such that for every $E \in [0, 1],$

$$\frac{d\mu^N_{H_0}}{dx}(E) \geq \frac{D}{\|T_N(E, N, 0)\|^2}.$$ 

Note that there exists $F_N > 0$ such that for each $E \in [0, 1], \|T_N(E, N, 0)\| < F_N$ (since $T_N(E, N, 0)$ is the product of $N$ matrices whose norms are bounded); thus,

$$0 < C_{1,N} := \frac{D}{F_N} \leq \inf_{E \in [0, 1]} \frac{d\mu^N_{H_0}}{dx}(E).$$

Now, if $n \geq N$, then $T_N(E, n + 1, n) = T_0(E, n + 1, n) = A(E)$, where

$$A(E) = \begin{pmatrix} E & -1 \\ 1 & 0 \end{pmatrix}.$$ 

It is straightforward to show that for $E \in [0, 1]$, $A(E)$ is similar to a rotation matrix; thus, there exists $C_N > 0$ such that for each $E \in [0, 1]$ and each $n \geq N$, $\|T_N(E, n, 0)\|^2 \leq C_N$. Indeed,

$$\|T_N(E, n, 0)\| = \|T_N(E, n, N) \cdots T_N(E, N, 0)\| \leq \|A(E)^{n-N}\| \cdot \|T_N(E, N, 0)\|;$$

since $A(E)^{n-N}$ is similar to a rotation and since for each $E \in [0, 1]$, $\|T_N(E, N, 0)\|$ is bounded, the result follows.

Now, by Proposition 3.9 in [7], one has for every $E \in [0, 1]$ and every $L \in \mathbb{N},$

$$\Im \left( \int_\mathbb{R} \frac{1}{E + i/L - z}d\mu^N_{H_0}(z) \right) \leq (5 + \sqrt{24}) \frac{1}{L} \sum_{n=0}^{L+1} \|T_N(E, n, 0)\|^2.$$ 

Thus, for every $E \in [0, 1]$ and every $L \geq N,$

$$\Im \left( \int_\mathbb{R} \frac{1}{E + i/L - z}d\mu^N_{H_0}(z) \right) \leq (5 + \sqrt{24}) \frac{1}{L} \sum_{n=0}^{L+1} \|T_N(E, n, 0)\|^2 = (5 + \sqrt{24}) \left( \frac{1}{L} \sum_{n=0}^{N} \|T_N(E, n, 0)\|^2 + \frac{1}{L} \sum_{n=N+1}^{L+1} \|T_N(E, n, 0)\|^2 \right) \leq (5 + \sqrt{24}) \left( \frac{1}{L} \sum_{n=0}^{N} \|T_N(E, n, 0)\|^2 + \frac{L - N}{L} C_N \right).$$

By Stone’s Formula, it follows that for each $E \in [0, 1]$,

$$\frac{d\mu^N_{H_0}}{dx}(E) = \frac{1}{\pi} \lim_{L \to \infty} \Im \left( \delta_1, R^N \left( E + i \frac{1}{L} \right) \delta_1 \right) = \frac{1}{\pi} \lim_{L \to \infty} \Im \left( \int_\mathbb{R} \frac{1}{E + i/L - z}d\mu^N_{H_0}(z) \right).$$

Since $\sum_{n=0}^{N} \|T_N(E, n, 0)\|^2$ does not depend on $L$, one gets

$$C_{2,N} := \frac{CN}{\pi} (5 + \sqrt{24}) \geq \sup_{E \in [0, 1]} \frac{d\mu^N_{H_0}}{dx}(E).$$
2.1 Power-law singularities and quantum dynamics

Recall that, for every $N \in \mathbb{N} \cup \{0\}$, $\mathbb{R} \ni t \mapsto e^{-itH_N}$ is a one-parameter strongly continuous unitary evolution group and, for each $\psi \in \ell^2(\mathbb{N})$, $(e^{-itH_N}\psi)_{t \in \mathbb{R}}$ is the unique solution to the Schrödinger equation

$$
\begin{cases}
\partial_t \psi = -iH_N \psi, & t \in \mathbb{R}, \\
\psi(0) = \psi \in \ell^2(\mathbb{N}).
\end{cases}
$$

Now, we present a dynamical quantity usually considered to probe the large time behavior of $e^{-itH_N}\psi$, the so-called (time-average) quantum return probability, which gives the (time-average) probability of finding the particle at time $t > 0$ in its initial state $\psi$:

$$
\frac{1}{t} \int_0^t |\langle \psi, e^{-isH_N} \psi \rangle|^2 \, ds.
$$

For $0 \leq \beta < 1$ and every $f \in L^1(\mathbb{R})$, let $K_{\beta,f} = \{|\cdot|^{-\beta}X_{(0,1)} \ast f\}$. Suppose that $f \geq 0$ and set $\psi_{\beta,f} = \sqrt{K_{\beta,f}(H_N)}\delta_1$, where $\sqrt{K_{\beta,f}(H_N)} : \text{dom}(\sqrt{K_{\beta,f}(H_N)}) \subset \ell^2(\mathbb{N}) \to \ell^2(\mathbb{N})$ is defined through the functional calculus: for every $\psi \in \text{dom}(\sqrt{K_{\beta,f}(H_N)})$, one has

$$
\langle \psi, \sqrt{K_{\beta,f}(H_N)} \psi \rangle = \int \sqrt{K_{\beta,f}(x)} \, d\mu^H_N(x).
$$

Note that $\delta_1 \in \text{dom}(\sqrt{K_{\beta,f}(H_N)})$, since $\sqrt{K_{\beta,f}} \in L^2(\mathbb{R}, d\mu^H_N)$; if $\int f(x) \, dx = 1$, then for every $x \in (0,1)$, $\lim_{\beta \downarrow 0} \sqrt{K_{\beta,f}(x)} = 1$, by dominated convergence; thus,

$$
\lim_{\beta \downarrow 0} \psi_{\beta,f} = \delta_1.
$$

Our next result describes the behavior of the (time-average) quantum return probability of the initial states $\psi_{\beta,f}$.

**Theorem 2.1.** Let $\psi_{\beta,f}$ be as above, with $0 \leq f \in L^1(\mathbb{R})$. Then:

i) if $0 \leq \beta < \frac{1}{2}$, for every $t > 0$,

$$
\frac{1}{t} \int_0^t |\langle \psi_{\beta,f}, e^{-isH_N} \psi_{\beta,f} \rangle|^2 \, ds \leq \frac{20\pi \|f\|_{L^1(\mathbb{R})}^2}{(1 - 2\beta)} \left\| \frac{d\mu^H_N}{dx} \right\|_{L^\infty[0,1]}^2 \frac{t^{-1}}{};
$$

ii) if $\frac{1}{2} < \beta < 1$, for every $t > 0$,

$$
\frac{1}{t} \int_0^t |\langle \psi_{\beta,f}, e^{-isH_N} \psi_{\beta,f} \rangle|^2 \, ds \leq \frac{\Gamma(\beta - 1/2)2^{16}e^{2\pi M_\beta \|f\|_{L^1(\mathbb{R})}^2}}{(2\pi)^{2(\beta - 1)}} \left\| \frac{d\mu^H_N}{dx} \right\|_{L^\infty[0,1]}^2 \frac{t^{-2(1-\beta)}}{};
$$
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Nonetheless, it follows from Theorem 2.1 that, for every $t > 0$,

$$\frac{1}{t} \int_0^t |\langle \psi_{\beta,f}, e^{-isH_N} \psi_{\beta,f} \rangle|^2 ds \leq 4\pi^2 e^{2\pi \|f\|^2_{L^1(\mathbb{R})}} \left\| \frac{d\mu_{\psi_{\beta, f}}}{dx} \right\|_{L^\infty([0,1])}^2 \left[ \frac{1}{t} + M \frac{\Gamma(0,16\pi^4/t^2)}{t} \right],$$

in particular, for sufficiently large $t$

$$\frac{1}{t} \int_0^t |\langle \psi_{\beta,f}, e^{-isH_N} \psi_{\beta,f} \rangle|^2 ds \leq 4\pi^2 e^{2\pi \|f\|^2_{L^1(\mathbb{R})}} \left\| \frac{d\mu_{\psi_{\beta, f}}}{dx} \right\|_{L^\infty([0,1])}^2 \left[ \frac{1}{t} + 3M \frac{\log(t)}{t} \right].$$

**Remark 2.2.** By applying Theorem 1.2, in general, one can extend the above result to families of Schrödinger operators whose Radon-Nikodym derivatives of each spectral measure (with respect to Lebesgue measure) is bounded (see the proof of Theorem 2.1).

We revisit Example 1.1, but now taking into account Theorem 2.1.

**Example 2.1.** Let $\frac{1}{2} \leq \beta < 1$ and $0 < \delta < 1 - \beta$. Let $f_\delta \in L^1(\mathbb{R})$ with $\int_0^1 f_\delta(x)dx = 1$ and suppose that there exists $C > 0$ so that, for every $w \in (0,1]$,

$$f_\delta(w) \geq \frac{C}{w^{1-\delta}}.$$ 

Hence, for every $0 < w \leq 1$,

$$K_{\beta,f_\delta}(w) \geq C \int \frac{1}{y^\delta |w-y|^{1-\delta}} dy \geq C \int \frac{1}{y^\delta |w-y|^{1-\delta}} dy \geq \frac{C}{w^{1-\delta}} \int \frac{1}{|w-y|^{1-\delta}} dy \geq Cw^{-\beta+\delta}.$$ 

Thus, for every $0 < \epsilon < 1$,

$$\mu_{\psi_{\beta,f_\delta}}((0,\epsilon)) = \int_0^\epsilon K_{\beta,f_\delta}(w) \frac{d\mu_{\psi_{\beta,f_\delta}}}{dx}(w) dw \geq CC_{1,N} \int_0^\epsilon w^{-\beta+\delta} dw = CC_{1,N} \frac{\epsilon^{1-\beta+\delta}}{(1-\beta+\delta)},$$

with $C_{1,N}$ given by Lemma 2.1. Therefore, in this case,

$$d\mu_{\psi_{\beta,f_\delta}} = K_{\beta,f_\delta} \frac{d\mu_{\psi_{\beta,f_\delta}}}{dx} \frac{d\mu_{\psi_{\beta,f_\delta}}}{dx}$$

is at most $U(1-\beta+\delta)H$, and so, by Theorem 1.1-i), one can say at most that

$$\frac{1}{t} \int_0^t |\langle \psi_{\beta,f_\delta}, e^{-isH_N} \psi_{\beta,f_\delta} \rangle|^2 ds = O(t^{-(1-\beta)-\delta}).$$

Nonetheless, it follows from Theorem 2.1 that, for every $\frac{1}{2} < \beta < 1$,

$$\frac{1}{t} \int_0^t |\langle \psi_{\beta,f_\delta}, e^{-isH_N} \psi_{\beta,f_\delta} \rangle|^2 ds = O(t^{-2(1-\beta)})$$

and

$$\frac{1}{t} \int_0^t |\langle \psi_{1/2,f_\delta}, e^{-isH_N} \psi_{1/2,f_\delta} \rangle|^2 ds = O(\log(t)/t))$$

We observe that the above rates are power-law optimal. Namely, if there exists $\epsilon > 0$ so that one can replace $t^{-2(1-\beta)}$ by $t^{-2(1-\beta)+\epsilon}$ in (10) or (11), then by Theorem 1.1-ii), $\psi_{\beta,f_\delta}$ will be at least uniformly $(1-\beta+\epsilon/4)$-Hölder; for $0 < \delta < \epsilon/4$, one gets a contradiction.
Remark 2.3. For each $0 < \delta < 1 - \beta$, Example 2.1 presents a family of initial states, $\psi_{\beta,f}$, such that $\lim_{\beta \to 0} \psi_{\beta,f} = \delta$ and for which the correspondent (time-average) quantum return probabilities depend continuously on the power-law growth rates of the singularities of the respective spectral measures.

Proof (Theorem 2.1). i) It follows from the Spectral Theorem that for every $t > 0$,
\[
\frac{1}{t} \int_0^t |\langle \psi_{\beta,f}, e^{-itH_N} \psi_{\beta,f} \rangle|^2 \, ds = \frac{1}{t} \int_0^t \left| \int e^{-isy} K_{\beta,f}(y) d\mu_{\delta_1}(y) \right|^2 \, ds
= \frac{2\pi}{t} \int_0^t \left| \int e^{-2\piisy} K_{\beta,f}(y) \frac{d\mu_{\delta_1}}{dx}(y) dy \right|^2 \, ds.
\]

Since $0 \leq \beta < \frac{1}{2}$, by Young’s Convolution Inequality and Lemma 2.1, $K_{\beta,f} \frac{d\mu_{\delta_1}}{dx} \in L^2(\mathbb{R})$. Thus, by Theorem 1.1-i) applied to $d\mu = \chi_{[0,1]}(y)$ and to the function $K_{\beta,f}(y) \frac{d\mu_{\delta_1}}{dx}(y)$, one obtains, for every $t > 0$,
\[
\frac{1}{t} \int_0^t |\langle \psi_{\beta,f}, e^{-itH_N} \psi_{\beta,f} \rangle|^2 \, ds = \frac{2\pi}{t} \int_0^{\frac{2\pi}{t}} \int e^{-2\piisy} K_{\beta,f}(y) \frac{d\mu_{\delta_1}}{dx}(y) dy \, ds
\leq 10 \|K_{\beta,f}\|^2_{L^2(\mathbb{R})} \left\| \frac{d\mu_{\delta_1}}{dx} \right\|^2_{L^\infty([0,1])} \frac{2\pi}{t-1}
\leq \frac{20\pi \|f\|^2_{L^2(\mathbb{R})} \left\| \frac{d\mu_{\delta_1}}{dx} \right\|^2_{L^\infty([0,1])}}{(1-2\beta)} \frac{1}{t-1}.
\]

We remark that if $d\mu = \chi_{[0,1]}(x)$, then one can choose $C_\mu = 10$ in Theorem 1.1-i); for details, see page 416 in [6].

ii) and iii) Let $\frac{1}{2} \leq \beta < 1$; since for every $t > 0$,
\[
\frac{1}{t} \int_0^t |\langle \psi_{\beta,f}, e^{-itH_N} \psi_{\beta,f} \rangle|^2 \, ds = \frac{2\pi}{t} \int_0^{\frac{2\pi}{t}} \int e^{-2\piisy} \psi_{\beta,f}(y) \frac{d\mu_{\delta_1}}{dx}(y) dy \, ds,
\]
where $g = \frac{d\mu_{\delta_1}}{dx}$; ii) and iii) are direct consequences of Lemma 2.1 and Theorem 1.2.

\begin{proof}
\end{proof}

3 Proof of Theorem 1.2

Lemma 3.1. Let $K_{\beta,f}$ be as before.

i) If $\frac{1}{2} < \beta < 1$, then, for every $t > 0$, one has
\[
\left| \int_\mathbb{R} \int_\mathbb{R} e^{-\pi t^2|x-y|^2} K_{\beta,f}(x) \overline{K_{\beta,f}(y)} \, dx \, dy \right| \leq M_\beta \Gamma(\beta - 1/2) \|f\|^2_{L^1(\mathbb{R})} \frac{1}{t^{2(1-\beta)}}.
\]
ii) If $\beta = \frac{1}{2}$, then, for every $t > 0$, one has

$$\left| \int \int e^{-\pi t^2|x-y|^2} K_{\beta,f}(x)K_{\beta,f}(y) \, dx \, dy \right| \leq \frac{\pi \|f\|^2_{L^1(\mathbb{R})}}{t} + M_\beta \|f\|^2_{L^2(\mathbb{R})} \frac{\Gamma(0, \pi/t^2)}{t},$$

and recall that $M_\beta$ is given by (2).

**Proof.** Let $\frac{1}{2} \leq \beta < 1$ and let $(K_n)_{n \in \mathbb{N}} \subset L^1(\mathbb{R}) \cap L^2(\mathbb{R})$ be so that $\lim_{n \to \infty} \|K_n - K_{\beta,f}\|_{L^1(\mathbb{R})} = 0$. Then, by Theorem 4.9 in [2], there exist a subsequence $(K_{n_k})$ and a function $h \in L^1(\mathbb{R})$ such that $\lim_{k \to \infty} K_{n_k}(x) = K_{\beta,f}(x)$ for almost every $x \in \mathbb{R}$, and for every $k \geq 1$, $|K_{n_k}(x)| \leq h(x)$ for almost every $x \in \mathbb{R}$. We note that for each $t > 0$, each $k \geq 1$ and each $\xi \in \mathbb{R}$,

$$e^{-\frac{n_k^2}{t^2}} |\hat{K}_{n_k}(\xi)| \leq e^{-\frac{n_k^2}{t^2}} \|K_{n_k}\|_{L^1(\mathbb{R})} \leq e^{-\frac{n_k^2}{t^2}} \|h\|_{L^1(\mathbb{R})},$$

and for each $t > 0$,

$$\int e^{-\frac{n_k^2}{t^2}} d\xi = t.$$

This shows that, for every $t > 0$, the sequence $e^{-\frac{n_k^2}{t^2}} |\hat{K}_{n_k}(\xi)|$ is dominated by an integrable function.

Set, for each $t > 0$ and each $x \in \mathbb{R}$, $\Phi_t(x) := e^{-\pi t|x|^2}$. Then, for each $t > 0$,

$$\hat{\Phi}_t(\xi) = \frac{1}{t} e^{-\frac{|\xi|^2}{t}}, \quad \xi \in \mathbb{R}. \quad (12)$$

It follows from the identity in (12), some basic properties of the Fourier transform, dominated convergence and Plancherel’s Theorem that for each $y \in \mathbb{R}$ and each $t > 0$,

$$\int e^{-\pi t^2|x-y|^2} K_{\beta,f}(x) \, dx = \lim_{k \to \infty} \int e^{-\pi t^2|x-y|^2} K_{n_k}(x) \, dx = \lim_{k \to \infty} \int (\tau_y \Phi_t)(x) K_{n_k}(x) \, dx$$

$$= \lim_{k \to \infty} \int (\tau_y \Phi_t)(\xi) \hat{K}_{n_k}(\xi) \, d\xi = \lim_{k \to \infty} \int e^{2\pi i y \xi} \hat{\Phi}_t(\xi) \hat{K}_{n_k}(\xi) \, d\xi$$

$$= \lim_{k \to \infty} \frac{1}{t} \int e^{2\pi i y \xi} e^{-\frac{|\xi|^2}{t^2}} \hat{K}_{n_k}(\xi) \, d\xi$$

$$= \frac{1}{t} \int e^{2\pi i y \xi} e^{-\frac{|\xi|^2}{t^2}} \hat{K}_{\beta,f}(\xi) \, d\xi, \quad (13)$$

where $\tau_y f(\cdot) = f(-y)$ stands for the translation by $y \in \mathbb{R}$. Thus, by Fubini’s Theorem, one obtains for each $t > 0$,

$$\int e^{-\pi t^2|x-y|^2} K_{\beta,f}(x)K_{\beta,f}(y) \, dx \, dy = \frac{1}{t} \int e^{2\pi i y \xi} K_{\beta,f}(y) \, dy \, e^{-\frac{|\xi|^2}{t^2}} \hat{K}_{\beta,f}(\xi) \, d\xi$$

$$= \frac{1}{t} \int e^{-\frac{|\xi|^2}{t^2}} |\hat{K}_{\beta,f}(\xi)|^2 \, d\xi. \quad (14)$$

Now, by the Convolution Theorem, it follows that for each $\xi > 0$,

$$\hat{K}_{\beta,f}(\xi) = \left\{ \begin{array}{ll} 0 & 0 < \xi < \beta \\ \int e^{-2\pi i x \xi} \, dx & \beta < \xi < 2\pi \end{array} \right\} \hat{f}(\xi) = \left\{ \begin{array}{ll} e^{2\pi i \xi(2\pi - \xi)} & 0 < \xi < 1 \\ \int_{2\pi}^{\infty} e^{-2\pi i \xi}(2\pi \xi)^{\beta-1} \, d\xi & 1 < \xi < 2\pi \end{array} \right\} \hat{f}(\xi)$$

$$= \left\{ \begin{array}{ll} 1 & 0 < \xi < \beta \\ (2\pi)^{1-\beta} \xi^{1-\beta} & \beta < \xi < 2\pi \end{array} \right\} \int_0^\infty e^{-i u \xi} \, du \right\} \hat{f}(\xi). \quad (15)$$
One also has, for each $\xi < 0$, that
\[
\widehat{K_{\beta,f}}(\xi) = \frac{1}{(2\pi)^{1-\beta}} \int_0^{-2\pi\xi} e^{-iu\beta} du \hat{f}(\xi).
\]

Thus, for $\xi \neq 0$,
\[
|\widehat{K_{\beta,f}}(\xi)|^2 \leq M_\beta \frac{\|f\|_{L^1(\mathbb{R})}^2}{|\xi|^{2(1-\beta)}}.
\]

Now a separate argument is necessary for each item. i) $1/2 < \beta < 1$. Since it follows from Cauchy's Residue Theorem that for every $t > 0$
\[
\int_{\mathbb{R}} e^{-\frac{\pi|\xi|^2}{t^2}} d\xi = \pi^{1/2-\beta} \Gamma\left(\beta - \frac{1}{2}\right) t^{\beta-1} \leq \Gamma\left(\beta - \frac{1}{2}\right) t^{\beta-1},
\]
one gets from (14) and (16) that for every $t > 0$,
\[
\int_{\mathbb{R}} \int_{\mathbb{R}} e^{-\pi t^2|x-y|^2} |K_{\beta,f}(x)| |K_{\beta,f}(y)| dxy = \frac{1}{t} \int_{\mathbb{R}} e^{-\frac{\pi|\xi|^2}{t^2}} |\widehat{K_{\beta,f}}(\xi)|^2 d\xi
\leq \frac{M_\beta \|f\|_{L^1(\mathbb{R})}^2}{t} \int_{\mathbb{R}} e^{-\frac{\pi|\xi|^2}{t^2}} d\xi
\leq \Gamma\left(\beta - \frac{1}{2}\right) M_\beta \|f\|_{L^1(\mathbb{R})}^2 t^{-2(1-\beta)}.
\]

ii) $\beta = 1/2$. By (15), for every $t > 0$
\[
\int_{-1}^1 e^{-\frac{\pi|\xi|^2}{t^2}} |\widehat{K_{\beta,f}}(\xi)|^2 d\xi \leq \|f\|_{L^1(\mathbb{R})}^2 \int_{0}^{2\pi} \frac{1}{\xi} \left( \int_0^{2\pi} \frac{1}{\sqrt{u}} du \right)^2 d\xi
= \pi \|f\|_{L^1(\mathbb{R})}^2 \int_{0}^{1} \frac{1}{\xi} d\xi \leq \pi \|f\|_{L^1(\mathbb{R})}^2.
\]

Since, by Cauchy's Residue Theorem, for every $t > 0$
\[
\int_{1}^{\infty} e^{-\frac{\pi|\xi|^2}{t^2}} d\xi = \frac{\Gamma(0, \pi/t^2)}{2},
\]
one gets from (14) and (16) that for every $t > 0$,
\[
\int_{\mathbb{R}} \int_{\mathbb{R}} e^{-\pi t^2|x-y|^2} |K_{\beta,f}(x)| |K_{\beta,f}(y)| dxy = \frac{1}{t} \int_{\mathbb{R}} e^{-\frac{\pi|\xi|^2}{t^2}} |\widehat{K_{\beta,f}}(\xi)|^2 d\xi
\leq \frac{1}{t} \int_{-1}^1 e^{-\frac{\pi|\xi|^2}{t^2}} |\widehat{K_{\beta,f}}(\xi)|^2 d\xi + \frac{1}{t} \int_{|x|>1} e^{-\frac{\pi|\xi|^2}{t^2}} |\widehat{K_{\beta,f}}(\xi)|^2 d\xi
\leq \frac{1}{t} \int_{-1}^1 e^{-\frac{\pi|\xi|^2}{t^2}} |\widehat{K_{\beta,f}}(\xi)|^2 d\xi + \frac{2M_\frac{1}{2} \|f\|_{L^1(\mathbb{R})}^2}{t} \int_{1}^{\infty} e^{-\frac{\pi|\xi|^2}{t^2}} d\xi
\leq \frac{\pi \|f\|_{L^1(\mathbb{R})}^2}{t} + \frac{M_\frac{1}{2} \|f\|_{L^1(\mathbb{R})}^2 \Gamma(0, \pi/t^2)}{t}.
\]
\[\square\]
Remark 3.1. Since the integral \( \int_{\mathbb{R}} e^{-\pi|x|^2} d\xi \) does not converge, a separate argument is necessary therein for the case \( \beta = \frac{1}{2} \).

Proof (Theorem 1.2). Note that the proof of Theorem 1.2 is a consequence of Lemma 3.1 and Fubini’s Theorem. We present details of the proof of item i): by the linearity of the convolution product, we may assume without loss of generality that \( \|f\|_{L^1(\mathbb{R})} \leq 1 \) and \( \|g\|_{L^\infty[0,1]} \leq 1 \). We divide this proof into two cases.

Case 1: \( f, g \) are nonnegative real-valued functions. By Fubini’s Theorem, one has, for every \( t > 0 \),

\[
\frac{1}{t} \int_{0}^{t} \left| \int_{\mathbb{R}} e^{-2\pi isx} K_{\beta, f}(x)g(x) \, dx \right|^2 \, ds \leq \frac{1}{t} \int_{0}^{t} \left| \int_{\mathbb{R}} e^{-2\pi isx} K_{\beta, f}(x)g(x) \, dx \right|^2 e^{2\pi - (2\pi s)^2/t^2} \, ds
\]

\[
\leq \frac{e^{2\pi}}{t} \int_{-\infty}^{\infty} \left| \int_{\mathbb{R}} e^{-2\pi isx} K_{\beta, f}(x)g(x) \, dx \right|^2 e^{-(2\pi s)^2/t^2} \, ds
\]

\[
= \frac{e^{2\pi}}{t} \int_{\mathbb{R}} \int_{\mathbb{R}} K_{\beta, f}(x)g(x)K_{\beta, f}(y)g(y) \, dx \, dy
\]

\[
\times \left\{ \int_{-\infty}^{\infty} e^{-((2\pi s)^2/t^2)-2\pi is(x-y)} \, ds \right\} \, dx \, dy
\]

\[
= \frac{e^{2\pi \sqrt{\pi}}}{2\pi} \int_{\mathbb{R}} \int_{\mathbb{R}} K_{\beta, f}(x)g(x)K_{\beta, f}(y)g(y)e^{-\pi s^2 x^2} \, dx \, dy
\]

\[
\leq \frac{e^{2\pi \sqrt{\pi}}}{2\pi} \int_{\mathbb{R}} \int_{\mathbb{R}} K_{\beta, f}(x)K_{\beta, f}(y)e^{-\pi s^2 x^2} \, dxdy
\]

\[
= \frac{e^{2\pi \sqrt{\pi}}}{2\pi} \int_{\mathbb{R}} \int_{\mathbb{R}} K_{\beta, f}(x)K_{\beta, f}(y)e^{-\pi s^2 x^2} \, dxdy(18)
\]

It then follows from (18) combined with Lemma 3.1 i) that, for every \( t > 0 \),

\[
\frac{1}{t} \int_{0}^{t} \left| \int_{\mathbb{R}} e^{-2\pi isx} K_{\beta, f}(x)g(x) \, dx \right|^2 \, ds \leq \frac{\Gamma(\beta - 1/2)2\pi M_\beta \sqrt{\pi}}{2^{2\beta-1} \pi^\beta} t^{-2(1-\beta)}.
\]

Case 2: \( f, g \) are complex valued. This case is a direct consequence of Case 1. Namely, by the linearity of the convolution product, by the inequality \((a+b)^2 \leq 2(a^2 + b^2)\), \(a, b > 0\), and by the identity

\[
K_{\beta, f} \cdot g = \left\{ K_{\beta, \Re(g)^+} - K_{\beta, \Re(g)^-} + i \left( K_{\beta, \Im(g)^+} - K_{\beta, \Im(g)^-} \right) \right\}
\]

\[
\times \left\{ \Re(g)^+ - \Re(g)^- + i \left( \Im(g)^+ - \Im(g)^- \right) \right\},
\]

it follows that, for every \( t > 0 \),

\[
\frac{1}{t} \int_{0}^{t} \left| \int_{\mathbb{R}} e^{-2\pi isx} K_{\beta, f}(x)g(x) \, dx \right|^2 \, ds \leq \frac{\Gamma(\beta - 1/2)2^{16} e^{2\pi} M_\beta \sqrt{\pi}}{2^{2\beta-1} \pi^\beta} t^{-2(1-\beta)}.
\]
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