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Abstract

In the present article, we study the solvability of a class of fractional functional integro-differential equations of the Caputo-Katugampola type. The existence of solutions is investigated under sufficient conditions as well as the assumptions which guarantee the uniqueness of the solution is explained. Also, we examine the continuous dependence of the solution on the initial condition, the lag function $0 \leq \psi(t) \leq t$, and the considered nonlinear functional. We give an example to explain our results. The outcomes in this paper extend the results developed by El-Sayed et al. in [A. M. A. El-Sayed, R. G. Ahmed, J. Nonlinear Sci. Appl., 13 (2020), 1–8], recently.
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1. Introduction

Differential and integral equations have become important tools for modeling many real-life phenomena. Also, in ordinary and partial differential equations we can convert several initial and boundary value problems to an equivalent integral equations. In recent years fractional differential and integral models act an essential role in describing various processes in many real-life situations in different fields such as mechanics, mathematical biology, economics, medicine, and many others (see [2, 5, 11, 12, 16, 18, 21]). As a contribution to the non-fractional approach, El-Sayed et al. studied in [11] the sufficient conditions which guarantee existence, uniqueness, and continuous dependence of solution for a Cauchy problem of a functional differential equation of self-reference ($\psi(t) = t$), and state-dependence ($\psi(t) \leq t$) on the form

$$\frac{dy}{dt} = g(t, y(\int_0^{\psi(t)} h(\tau, y(\tau)) d\tau)), \quad y(0) = y_0, \quad t \in [0, T], \quad (1.1)$$

in the space of all continuous functions which equipped with the Chebyshev’s norm. The authors used the Carathéodory conditions, and Schauder fixed point principle to establish the existence of at least
one continuous solution. The uniqueness of solution was studied as well. Also, they investigated the
dependence of the solution on the delay function $\psi(t)$, the functional $h$, and the initial condition $y_0$. They
gave two examples to demonstrate their results. But the model (1.1) can not tell us what happens to the
state $y(t)$ when $t$ is a fractional time. So, in this paper, we shall answer this question. That is we will
study the following Caputo-Katugampola fractional nonlinear functional integrodifferential equation
\begin{equation}
C D_0^{\alpha,\rho} y(t) = g(t, y(t) \int_0^t h(\tau, y(\tau)) d\tau)), \quad 0 < t \leq T < \infty, \tag{1.2}
\end{equation}
subject to the initial condition
\begin{equation}
y(0) = y_0, \quad y_0 \in \mathbb{R}, \tag{1.3}
\end{equation}
where $0 < \alpha < 1$, $\rho$ is a positive real number satisfying $\alpha \rho > 1$ and the lag function, $\psi(t)$, is characterized
by $\psi(t) := (t - \theta(t))$, with a vanishing lag $\theta(t)$, where $0 \leq \theta(t) \leq t \forall t \in J := [0, T]$. The mappings $g(t)$, $\psi(t)$, and $h(t)$ are measurable on $J$ and possess certain attributes which will be decided in Section 3. It
is clear that the equation (1.2) is more general than the equation (1.1), and hence we can derive all the
results developed by El-Sayed et al. in [11] as special cases of the present work. The rest of this work is
divided as follows. Section 2 presents some definitions, fundamental theorems and auxiliary results we
shall need in the subsequent sections. The existence, and uniqueness are studied in Section 3. Section 4 is
devoted to the continuous dependence of solution. An illustrative example is given in Section 5 to help
clarifying our results. Section 6 is a conclusion.

2. Preliminaries

In this section, we shall review some basic definitions and theorems we will need to prove our results. For
more details, we refer to ([4, 7, 17, 19, 20, 22]).

Definition 2.1 ([14]). Let $g$ be a real valued integrable function defined on $[0, T]$, where $0 < T < \infty$. Let
$\alpha > 0$, and $\rho > 0$. Then
\begin{equation}
t_0^{\alpha,\rho} g(t) := \frac{\rho^{1-\alpha}}{\Gamma(1-\alpha)} \int_0^t \frac{\theta^{\rho-1}}{(\theta^\rho - \theta^{\rho})^{1-\alpha}} g(\theta) d\theta, \quad 0 < t \leq T
\end{equation}
is called the left Katugampola fractional integral of order $\alpha$, where $\Gamma(\cdot)$ is the Euler gamma function.

Remark 2.2. The right Katugampola fractional integral can be defined similarly. See [14, 15] for the definition.
For simplicity, in what follows we will say the Katugampola fractional integral without mentioning the
word left. The same remark is applied to the left Katugampola and Caputo-Katugampola fractional
derivatives.

Remark 2.3. The Katugampola fractional integral includes the definition of fractional integral due to the
Riemann-Liouville and the other one introduced by Hadamard as special cases. Because putting $\rho = 1$
in Definition 2.1 gives the Riemann-Liouville fractional integral which is utilized in specifying both the
Riemann-Liouville and Caputo fractional derivatives. Also, if we assume $\rho \to 0^+$, and applying
the L’hospital rule we get the Hadamard fractional integral which is used in describing the Hadamard
fractional derivative.

Definition 2.4 ([15]). Let $g$ be a real valued integrable function defined on $[0, T]$, where $0 < T < \infty$. Let
$0 < \alpha < 1$, and $\rho > 0$. Then
\begin{equation}
D_0^{\alpha,\rho} g(t) := t^{1-\rho} \frac{d}{dt} (t_0^{1-\alpha,\rho} g(t)) := \frac{\rho^{\alpha}}{\Gamma(1-\alpha)} t^{1-\rho} \frac{d}{dt} \int_0^t \frac{\theta^{\rho-1}}{(\theta^\rho - \theta^{\rho})^{\alpha}} g(\theta) d\theta, \quad 0 < t \leq T
\end{equation}
is called the left Katugampola fractional derivative of order $\alpha$. 
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Definition 2.5 ([15]). Let $g$ be a real valued integrable function defined on $[0, T]$, where $0 < T < \infty$. Let $0 < \alpha < 1$, and $\rho > 0$. Then
\[
C^{\alpha, \rho}_0 g(t) := D^{\alpha, \rho}_0 [g(t) - g(0)], \quad 0 < t \leq T := \frac{\rho^\alpha}{\Gamma(1 - \alpha)} \int_0^t \frac{\theta^{\rho - 1}}{(t - \theta)^{\alpha}} [g(\theta) - g(0)] d\theta
\]
is called the left Caputo-Katugampola fractional derivative of order $\alpha$.

Remark 2.6 ([1]). In definition 2.5 if the function $g \in C^1([0, T], \mathbb{R})$, then the Caputo-Katugampola fractional derivative of order $\alpha$ takes the form
\[
C^{\alpha, \rho}_0 g(t) := \frac{\rho^\alpha}{\Gamma(1 - \alpha)} \int_0^t \frac{1}{(t - \theta)^{\alpha}} g'(\theta) d\theta.
\]

Lemma 2.7 ([1]). If the function $g \in C^1([0, T], \mathbb{R})$, then $C^{\alpha, \rho}_0 I^{\alpha, \rho}_0 g(t) = g(t)$.

Lemma 2.8 ([1]). If the function $g \in C^1([0, T], \mathbb{R})$, then $I^{\alpha, \rho}_0 C^{\alpha, \rho}_0 g(t) = g(t) - g(0)$.

Definition 2.9 ([3]). A lag $\theta(t) : [0, T] \rightarrow [0, T]$ is said to be a vanishing lag with respect to its domain $[0, T]$ if $\theta(0) = 0$, and $\theta(t) > 0, \forall t \in (0, T]$.

Definition 2.10 ([13]). Let $H : Y \rightarrow Y$ be a mapping defined on the Banach space $(Y, \|\cdot\|)$. Then $H$ is said to be a $p$-contraction if there exists a constant $0 \leq p < 1$ such that
\[
\|Hy_1 - Hy_2\| \leq p\|y_1 - y_2\|, \quad \forall y_1, y_2 \in Y.
\]

Theorem 2.11 ([13]). Let the mapping $H : Y \rightarrow Y$ be a $p$-contraction defined on the Banach space $(Y, \|\cdot\|)$. Then the operator $H$ has a unique fixed point in $Y$, (i.e. the functional equation $y = Hy$ has only one solution in $Y$).

Remark 2.12. Since every closed subspace of a Banach space is also a Banach space, therefore, Theorem 2.11 is still valid if we replace the space $Y$ by a closed subset $\Omega \subseteq Y$, provided that $H(\Omega) \subseteq Y$.

The next theorem is due to the work introduced by Juliusz Schauder and called the Schauder fixed point principle.

Theorem 2.13 ([13]). Let the set $\Omega$ be a convex closed bounded subset of the Banach space $Y$. Let $H : \Omega \rightarrow Y$ be a continuous operator such that $H\Omega$ is a compact subset contained in $\Omega$. Then the operator $H$ has at least one fixed point $y^*$ in $\Omega$.

In what follows let $J := [0, T]$, and $Y := C(J, \mathbb{R})$ be the space of all continuous real-valued functions defined on $J$ and endowed with the Chebyshev’s norm. That is $\forall y \in Y$ we define $\|y\| = \max_{t \in J} |y(t)|$. It is clear that $(Y, \|\cdot\|)$ is a Banach space.

3. The existence and uniqueness results

Applying the Katugampola fractional integral operator to both sides of equation (1.2), using condition (1.3) and suppose we can use, formally, Lemma 2.8. So, it gives the following nonlinear fractional Volterra integral equation of the CK type.
\[
y(t) = y_0 + \frac{\rho^{1-\alpha}}{\Gamma(1-\alpha)} \int_0^t \frac{\theta^{\rho-1}}{(t - \theta)^{\alpha}} g(\theta, y(\int_0^\theta h(\tau, y(\tau)) d\tau)) d\theta.
\]

Definition 3.1 ([12]). A Cauchy problem (1.2)-(1.3) is said to have mild solutions if the integral equation (3.1) has solutions and these solutions do not satisfy the initial value problem (1.2)-(1.3).
We need to assume the following hypotheses:

(V1) The function \( g \) is a real valued function defined on \( J \times \mathbb{R} \) such that:

(a) the function \( g(t, \cdot) \) is continuous on \( \mathbb{R} \forall t \in J \);

(b) there exist two constants \( \Lambda_1 > 0 \), and \( \Lambda_2 > 0 \) such that \( \forall (t, y) \in J \times \mathbb{R} \) we have \( |g(t, y)| \leq \Lambda_1 + \Lambda_2|y| \).

(V2) The function \( h \) is a positive valued real function defined on \( J \times \mathbb{R} \) such that:

(a) the function \( h(t, \cdot) \) is continuous on \( \mathbb{R} \forall t \in J \);

(b) \( |h(t, y)| \leq 1 \forall (t, y) \in J \times \mathbb{R} \).

(V3) The delay function is a continuous self-map on \( J \) (i.e., the mapping \( \psi : J \to J \) is continuous).

Let us define the constants \( M := \frac{\Lambda_1 + \Lambda_2|y_0|}{\Gamma(1 + \alpha)} \) and \( r := |y_0| + \frac{TM}{\alpha \rho} \). Now we can define the set \( \Omega_{rM} := \{y \in C(J, \mathbb{R}) : ||y|| \leq r, |y(t) - y(s)| \leq M|t - s|, M > 0, \forall t, s \in J \} \). It is clear that \( \Omega_{rM} \) is a closed bounded convex subset of \( C(J, \mathbb{R}) \). Let \( H \) be an integral operator defined by

\[
H_y(t) := y_0 + \frac{\rho^{1-\alpha}}{\Gamma(\alpha)} \int_{0}^{t} \frac{\theta^{\rho-1}}{(t^{\rho} - \theta^{\rho})^{1-\alpha}} g(\theta, y(\int_{0}^{\psi(\theta)} h(\tau, y(\tau))d\tau))d\theta. \tag{3.2}
\]

It is easy to prove \( H : C(J, \mathbb{R}) \to C(J, \mathbb{R}) \) under the proposed conditions V1-V3. See ([8–10]) for similar proofs. Now, the solution of the integral equation (3.1) is equivalent to finding a fixed point to the functional equation (3.3)

\[
y = H_y. \tag{3.3}
\]

**Theorem 3.2.** Suppose the hypotheses V1-V3 are fulfilled. Define the integral operator \( H \) from the set \( \Omega_{rM} \) into \( C(J, \mathbb{R}) \). Then the Cauchy problem (1.2)-(1.3) has at least one mild solution \( y^* \in \Omega_{rM} \) provided that \( \Lambda_2 T^{\alpha \rho} < \rho^{\alpha-1} \Gamma(\alpha) \).

**Proof.** First, we will show that \( \forall y \in \Omega_{rM}, \forall t \in J, H_y(t) \in \Omega_{rM} \). Let \( y \in \Omega_{rM}, t \in J \). So, taking \( | \cdot | \) to both sides in equation (3.2), using conditions V1b, V2b, and utilizing the Beta integral implies

\[
|H_y(t)| \leq |y_0| + \frac{\rho^{1-\alpha}}{\Gamma(\alpha)} \int_{0}^{t} \frac{\theta^{\rho-1}}{(t^{\rho} - \theta^{\rho})^{1-\alpha}} \left| g(\theta, y(\int_{0}^{\psi(\theta)} h(\tau, y(\tau))d\tau)) \right| d\theta
\]

\[
\leq |y_0| + \frac{\rho^{1-\alpha}}{\Gamma(\alpha)} \int_{0}^{t} \frac{\theta^{\rho-1}}{(t^{\rho} - \theta^{\rho})^{1-\alpha}} \left[ \Lambda_1 + \Lambda_2 \left| y(\int_{0}^{\psi(\theta)} h(\tau, y(\tau))d\tau) - y(0) \right| + \Lambda_2 |y(0)| \right] d\theta
\]

\[
\leq |y_0| + \frac{\rho^{1-\alpha}}{\Gamma(\alpha)} \int_{0}^{t} \frac{\theta^{\rho-1}}{(t^{\rho} - \theta^{\rho})^{1-\alpha}} \left[ \Lambda_1 + M \Lambda_2 \left( \int_{0}^{\psi(\theta)} |h(\tau, y(\tau))|d\tau \right) + \Lambda_2 |y(0)| \right] d\theta
\]

\[
\leq |y_0| + \frac{\rho^{1-\alpha}}{\Gamma(\alpha)} \int_{0}^{t} \frac{\theta^{\rho-1}}{(t^{\rho} - \theta^{\rho})^{1-\alpha}} \left[ \Lambda_1 + \Lambda_2 (TM + |y_0|) \right] d\theta
\]

\[
\leq |y_0| + \frac{T^{\alpha \rho}}{\alpha \Gamma(\alpha)} \left[ \Lambda_1 + \Lambda_2 (TM + |y_0|) \right]
\]

Substituting \( M := \frac{\Lambda_1 + \Lambda_2|y_0|}{\Gamma(1 + \alpha)} \) and keep in mind that \( \Lambda_2 T^{\alpha \rho} < \rho^{\alpha-1} \Gamma(\alpha) \implies M > 0 \). Then we have \( |H_y(t)| \leq |y_0| + \frac{TM}{\alpha \rho} = r \forall t \in J \), and so \( ||y|| \leq r \). Now take \( t_1 \in J \), and \( t_2 \in J \) such that \( t_1 < t_2 \) without...
loss of generality). Using the assumption \( \psi(t) \leq t, \forall t \in J \), and applying the Beta integral gives

\[
|Hy(t_2) - Hy(t_1)| \leq \frac{\rho^{1-\alpha} t^1}{\Gamma(\alpha)} \int_0^t \left( \frac{\theta^{\rho-1}}{(t_2^\rho - \theta^\rho)^{1-\alpha}} - \frac{\theta^{\rho-1}}{(t_1^\rho - \theta^\rho)^{1-\alpha}} \right) |\lambda_1 + M\lambda_2 \psi(\theta) + \lambda_2 y_0| \, d\theta
\]

\[
+ \frac{\rho^{1-\alpha} t^2}{\Gamma(\alpha)} \int_{t_1}^t \left( \frac{\theta^{\rho-1}}{(t_2^\rho - \theta^\rho)^{1-\alpha}} - \frac{\theta^{\rho-1}}{(t_1^\rho - \theta^\rho)^{1-\alpha}} \right) |\lambda_1 + M\lambda_2 \psi(\theta) + \lambda_2 y_0| \, d\theta
\]

\[
\leq \frac{\rho^{1-\alpha} |\lambda_1 + \lambda_2 (TM + |y_0|)|}{\Gamma(\alpha)} \int_0^t \left( \frac{\theta^{\rho-1}}{(t_2^\rho - \theta^\rho)^{1-\alpha}} - \frac{\theta^{\rho-1}}{(t_1^\rho - \theta^\rho)^{1-\alpha}} \right) \, d\theta
\]

\[
+ \frac{\rho^{1-\alpha} |\lambda_1 + \lambda_2 (TM + |y_0|)|}{\Gamma(1+\alpha)} \int_{t_1}^t \left( \frac{\theta^{\rho-1}}{(t_2^\rho - \theta^\rho)^{1-\alpha}} - \frac{\theta^{\rho-1}}{(t_1^\rho - \theta^\rho)^{1-\alpha}} \right) \, d\theta
\]

\[
\leq \frac{\rho^{-\alpha} |\lambda_1 + \lambda_2 (TM + |y_0|)|}{\Gamma(1+\alpha)} \left( t_2^{\alpha p} - (t_2^\rho - t_1^\rho)^{\alpha p} + (t_2^\rho - t_1^\rho)^{\alpha p} \right)
\]

\[
\leq \frac{\rho^{-\alpha} |\lambda_1 + \lambda_2 (TM + |y_0|)|}{\Gamma(1+\alpha)} |t_2^{\alpha p} - t_1^{\alpha p}|.
\]

Since \( \alpha p > 1 \), so we can apply the inequality \( |t_2^{\alpha p} - t_1^{\alpha p}| \leq \alpha p t_2^{\alpha p-1} |t_2 - t_1| \), \( \forall t_2 \geq t_1 > 0 \), see [6].

\[
|Hy(t_2) - Hy(t_1)| \leq \frac{\rho^{-\alpha} |\lambda_1 + \lambda_2 (TM + |y_0|)|}{\Gamma(1+\alpha)} \alpha p t_2^{\alpha p-1} |t_2 - t_1|
\]

\[
\leq \frac{\rho^{-\alpha} |\lambda_1 + \lambda_2 (TM + |y_0|)|}{\Gamma(1+\alpha)} \alpha p T^{\alpha p-1} |t_2 - t_1| = M |t_2 - t_1|.
\]

Therefore, \( t_2 \to t_1 \implies Hy(t_2) \to Hy(t_1) \), and hence the operator \( H \) maps the set \( \Omega_{rM} \) into itself (i.e. \( H : \Omega_{rM} \to \Omega_{rM} \)). To prove the continuity of the operator \( H \), assume \( \{y_n\}_{n=1}^\infty \) be a sequence in the set \( \Omega_{rM} \) such that \( y_n \to y \) in \( \Omega_{rM} \) as \( n \to \infty \).

\[
|Hy_n(t) - Hy(t)|
\]

\[
\leq \frac{\rho^{1-\alpha} t^1}{\Gamma(\alpha)} \int_0^t \frac{\theta^{\rho-1}}{(t_2^\rho - \theta^\rho)^{1-\alpha}} \left| g(\theta, y_n(\int_0^\theta h(\tau, y_n(\tau)) \, d\tau) - g(\theta, y(\int_0^\theta h(\tau, y(\tau)) \, d\tau)) \right| \, d\theta.
\]

(3.6)

Now from the conditions V1a, and V2a, the functions \( g, \) and \( h \) are continuous in \( y \) \( \forall t \in J \). So, \( y_n \to y \implies g(t, y_n) \to g(t, y) \), and \( h(t, y_n) \to h(t, y) \), as \( n \to \infty \). Now

\[
|y_n(\int_0^\theta h(\tau, y_n(\tau)) \, d\tau) - y(\int_0^\theta h(\tau, y(\tau)) \, d\tau)| \leq |y_n(\int_0^\theta h(\tau, y_n(\tau)) \, d\tau) - y_n(\int_0^\theta h(\tau, y(\tau)) \, d\tau)|
\]

\[
+ |y_n(\int_0^\theta h(\tau, y_n(\tau)) \, d\tau) - y(\int_0^\theta h(\tau, y(\tau)) \, d\tau)|
\]

\[
\leq M \left| \int_0^\theta h(\tau, y_n(\tau)) \, d\tau - h(\tau, y(\tau)) \right| \, d\theta + \frac{\epsilon}{2}
\]

\[
\leq MT \frac{\epsilon}{2MT} + \frac{\epsilon}{2} = \epsilon, \quad \text{as} \quad n \to \infty.
\]

Applying the Lebesgue dominated convergence theorem after using the hypotheses V1 and V2 implies

\[
\lim_{n \to \infty} Hy_n(t) = \lim_{n \to \infty} \frac{\rho^{1-\alpha} t^1}{\Gamma(\alpha)} \int_0^t \frac{\theta^{\rho-1}}{(t_2^\rho - \theta^\rho)^{1-\alpha}} \left| g(\theta, y_n(\int_0^\theta h(\tau, y_n(\tau)) \, d\tau)) \right|
\]

\[
= \frac{\rho^{1-\alpha} t^1}{\Gamma(\alpha)} \int_0^t \frac{\theta^{\rho-1}}{(t_2^\rho - \theta^\rho)^{1-\alpha}} \left| g(\theta, y(\int_0^\theta h(\tau, y_n(\tau)) \, d\tau)) \right|
\]

\[
= \frac{\rho^{1-\alpha} t^1}{\Gamma(\alpha)} \int_0^t \frac{\theta^{\rho-1}}{(t_2^\rho - \theta^\rho)^{1-\alpha}} \left| g(\theta, y(\int_0^\theta h(\tau, y(\tau)) \, d\tau)) \right| = Hy(t).
\]
So when \( n \to \infty \) the inequality (3.6) becomes less than \( \varepsilon \) and consequently the operator \( H \) is continuous. Let \( \{H_n\}_{n=1}^{\infty} \subseteq H_{\Omega rM} \). Let \( t_1 \in J \) and \( t_2 \in J \) with \( t_2 > t_1 \) such that \( (t_2 - t_1) < \delta \). Applying similar debate like what we have done in the inequality (3.5) implies

\[
|H_n(t_2) - H_n(t_1)| \leq \frac{\rho^{-\alpha}[\Lambda_1 + \Lambda_2(TM + |y_0|)]}{\Gamma(1 + \alpha)} |t_2^\alpha - t_1^\alpha| \leq \frac{\rho^{-\alpha}[\Lambda_1 + \Lambda_2(TM + |y_0|)]}{\Gamma(1 + \alpha)} \alpha^\alpha |t_2 - t_1| \leq M|t_2 - t_1| \to 0, \text{ when } t_2 \to t_1, \forall n \in \mathbb{N}.
\]

Therefore, the sequence \( \{H_n\}_{n=1}^{\infty} \) is equicontinuous. The sequence \( \{y_n\}_{n=1}^{\infty} \) is uniformly bounded as well because \( |H_n(t)| \leq r, \forall n \in \mathbb{N} \), and \( t \in J \). From the Arzelà-Ascoli theorem, we can find a uniformly convergent subsequence \( \{y_{n_k}\}_{k=1}^{\infty} \) in \( \{y_n\}_{n=1}^{\infty} \subseteq H_{\Omega rM} \) which proves the compactness of the set \( H_{\Omega rM} \). Now the operator \( H \) satisfies all conditions of the Schauder fixed point principle. Then the integral operator \( H \) has at least on fixed point in the set \( \Omega_{rM} \) and consequently the Cauchy problem (1.2)-(1.3) has at least one mild solution in \( \Omega_{rM} \).

**Theorem 3.3.** Assume the conditions V1b, V2b, and V3 are fulfilled. Define the integral operator \( H \) from the set \( \Omega_{rM} \) into \( C(J, \mathbb{R}) \). Suppose there exist two constants \( L_1 > 0, L_2 > 0 \) such that:

\[
|g(t, y_2) - g(t, y_1)| \leq L_1|y_2 - y_1|, \quad \forall y_1, y_2 \in \Omega_{rM}, \quad t \in J,
\]

\[
|h(t, y_2) - h(t, y_1)| \leq L_2|y_2 - y_1|, \quad \forall y_1, y_2 \in \Omega_{rM}, \quad t \in J.
\]

Then the Cauchy problem (1.2)-(1.3) has a unique mild solution \( y^* \in \Omega_{rM} \) provided that

\[
L_1L_2MT + L_1 < T^{-\alpha} \rho^\alpha \Gamma(1 + \alpha).
\]

**Proof.** Using the debate we used to deduce equations (3.4) and (3.5) we can prove \( H_{\Omega rM} \subseteq \Omega_{rM} \). Let \( y_1 \) and \( y_2 \) be two functions in the set \( \Omega_{rM} \). So we have

\[
|H_{\Omega M}(t) - H_{\Omega M}(t)| \leq \frac{L_1\rho^{-\alpha}}{\Gamma(1 + \alpha)} \int_0^t \frac{\theta^{-1}}{(t^\alpha - \theta^\alpha)^{-1}} \left[ y_2(0) \int_0^\theta \frac{\psi(\theta)}{h(t, \psi(y_1(\tau)))} d\tau \right] d\theta
\]

\[
= L_1\rho^{-\alpha} \left[ \frac{1}{\Gamma(1 + \alpha)} \int_0^t \frac{\theta^{-1}}{(t^\alpha - \theta^\alpha)^{-1}} \left[ y_2(0) \int_0^\theta \frac{\psi(\theta)}{h(t, \psi(y_1(\tau)))} d\tau \right] d\theta \right] + \frac{T^\alpha \rho^{-\alpha}\Gamma(1 + \alpha)}{\Gamma(1 + \alpha)} |y_2 - y_1|.
\]
Taking the maximum over \( t \in J \) and applying the condition \( L_1 L_2 M T + L_1 < T^{-\alpha} \rho^\alpha \Gamma(1 + \alpha) \) implies 
\[ ||Hy_2 - Hy_1|| \leq p \|y_2 - y_1\|, \]
with \( p = \frac{T^{\alpha} \rho^{-\alpha} (L_1 L_2 M T + L_1)}{\Gamma(1 + \alpha)} < 1 \). Then the operator \( H \) is \( p \)- contraction. From Theorem 2.11 with remark 2.12 the operator \( H \) has a unique fixed point in \( \Omega_{T M} \) and thus the Cauchy problem (1.2)-(1.3) has a unique mild solution in \( \Omega_{T M} \). \( \square \)

4. Dependence on the initial starting point \( y(0) \), the lag function \( 0 \leq \psi(t) \leq t \), and the nonlinear functional \( h(t), t \in J \)

In what follows let \( y(t) := Y(t; y_0, \psi, h) \) to indicate that the solution depends on the initial value \( y_0 \), the lag function \( \psi \), and the functional \( h \). In this part, we shall adapt the definition of continuous dependence stated in [11].

**Definition 4.1 ([11]).** A solution \( y(t; y_0, \psi, h) \) of the integral equation (3.1) is said to be continuously dependent on the initial value \( y_0 \) if for every \( \varepsilon > 0 \), there exists \( \delta > 0 \) depends on \( \varepsilon \), such that 
\[ ||y(t; y_0, \psi, h) - y(t; y_0^*, \psi, h)|| < \varepsilon, \quad t \in J, \quad \text{whenever} \quad ||y_0 - y_0^*|| < \delta. \]

**Lemma 4.2.** A solution of an integral equation (3.1) is continuously dependent on the initial starting value \( y_0 \) provided that the conditions of Theorem 3.3 are fulfilled.

**Proof.** Let \( y(t) := y(t; y_0, \psi, h) \), and \( y^*(t) := y(t; y_0^*, \psi, h) \) be two solutions of (3.1). So,

\[
y(t) = y_0 + \frac{\rho^{1-\alpha}}{\Gamma(\alpha)} \int_0^t \frac{\theta^{\rho-1}}{(t-\theta)^{1-\alpha}} g(0, y) \left( \int_0^{\psi(0)} h(\tau, y(\tau)) \, d\tau \right) \, d\theta,
\]

\[
y^*(t) = y_0^* + \frac{\rho^{1-\alpha}}{\Gamma(\alpha)} \int_0^t \frac{\theta^{\rho-1}}{(t-\theta)^{1-\alpha}} g(0, y^*) \left( \int_0^{\psi(0)} h(\tau, y^*(\tau)) \, d\tau \right) \, d\theta,
\]

\[
|y(t) - y^*(t)| \leq |y_0 - y_0^*| + \frac{\rho^{1-\alpha}}{\Gamma(\alpha)} \int_0^t \frac{\theta^{\rho-1}}{(t-\theta)^{1-\alpha}} \left| g(0, y) \left( \int_0^{\psi(0)} h(\tau, y(\tau)) \, d\tau \right) - g(0, y^*) \left( \int_0^{\psi(0)} h(\tau, y^*(\tau)) \, d\tau \right) \right| \, d\theta
\leq \delta + \frac{L_1 \rho^{1-\alpha}}{\Gamma(\alpha)} \int_0^t \frac{\theta^{\rho-1}}{(t-\theta)^{1-\alpha}} \left| y(t; y_0, \psi, h) - y(t; y_0^*, \psi, h) \right| \, d\theta
\leq \delta + \frac{L_1 L_2 M \rho^{1-\alpha}}{\Gamma(\alpha)} \int_0^t \frac{\theta^{\rho-1}}{(t-\theta)^{1-\alpha}} \left| y(t; y_0, \psi, h) - y(t; y_0^*, \psi, h) \right| \, d\theta
\leq \delta + \frac{T^{\alpha} \rho^{-\alpha} (L_1 L_2 M T + L_1)}{\Gamma(1 + \alpha)} |y - y^*|.
\]

Taking the maximum over \( t \in J \), and choosing \( \delta = (1 - p) \varepsilon \), where \( p \) is the contraction constant, implies 
\[ ||y - y^*|| < \varepsilon, \quad \text{whenever} \quad ||y_0 - y_0^*|| < \delta. \] Then the required result follows. \( \square \)

**Definition 4.3 ([11]).** A solution \( Y(t; y_0, \psi, h) \) of the integral equation (3.1) is said to be continuously dependent on the lag function \( \psi \) if for every \( \varepsilon > 0 \), there exists \( \delta > 0 \) depending on \( \varepsilon \), such that 
\[ ||Y(t; y_0, \psi, h) - Y(t; y_0^*, \psi^*, h)|| < \varepsilon, \quad t \in J, \quad \text{whenever} \quad ||\psi - \psi^*|| < \delta. \]

**Lemma 4.4.** The solution of the integral equation (3.1) is continuously dependent on the lag function \( \psi(t), t \in J \), provided that the conditions of Theorem 3.3 are fulfilled.
Proof. Let \( y(t) := y(t; y_0, \psi, h) \), and \( y^*(t) := y(t; y_0, \psi^*, h) \) be two solutions of (3.1). So,

\[
y(t) = y_0 + \rho^{1-\alpha} \frac{\Gamma(\alpha)}{\Gamma(1+\alpha)} \int_0^t \frac{\theta^{\rho-1}}{(t - \theta - \rho)^{1-\alpha}} g(\theta, y(\int_0^\theta h(\tau, y(\tau))d\tau))d\theta,
\]

\[
y^*(t) = y_0 + \rho^{1-\alpha} \frac{\Gamma(\alpha)}{\Gamma(1+\alpha)} \int_0^t \frac{\theta^{\rho-1}}{(t - \theta - \rho)^{1-\alpha}} g(\theta, y^*(\int_0^\theta h(\tau, y^*(\tau))d\tau))d\theta,
\]

\[
|y(t) - y^*(t)| \leq \rho^{1-\alpha} \frac{\Gamma(\alpha)}{\Gamma(1+\alpha)} \int_0^t \frac{\theta^{\rho-1}}{(t - \theta - \rho)^{1-\alpha}} \left| g(\theta, y(\int_0^\theta h(\tau, y(\tau))d\tau)) - g(\theta, y^*(\int_0^\theta h(\tau, y^*(\tau))d\tau)) \right| d\theta
\]

\[
\leq L_1 \rho^{1-\alpha} \frac{\Gamma(\alpha)}{\Gamma(1+\alpha)} \int_0^t \frac{\theta^{\rho-1}}{(t - \theta - \rho)^{1-\alpha}} \left| y(\int_0^\theta h(\tau, y(\tau))d\tau) - y^*(\int_0^\theta h(\tau, y^*(\tau))d\tau) \right| d\theta
\]

\[
\leq L_2 \rho^{1-\alpha} T^{\alpha \rho} \frac{\Gamma(\alpha)}{\Gamma(1+\alpha)} ||y - y^*||
\]

Taking the maximum over \( t \in J \), and choosing \( \delta = \frac{\Gamma(1+\alpha)(1-\rho)}{L_1 M \rho^{\alpha \rho}} \epsilon \) implies \( ||y - y^*|| < \epsilon \), whenever \( ||\psi - \psi^*|| < \delta \). Then the required result follows. \( \Box \)

Definition 4.5 ([11]). A solution \( Y(t; y_0, \psi, h) \) of the integral equation (3.1) is said to be continuously dependent on the functional \( h \) if for every \( \epsilon > 0 \), there exists \( \delta > 0 \) depending on \( \epsilon \), such that \( ||Y(t; y_0, \psi, h) - Y(t; y_0, \psi, h^*)|| < \epsilon \), \( t \in J \), whenever \( ||h - h^*|| < \delta \).

Lemma 4.6. The solution of the integral equation (3.1) is continuously dependent on the functional \( h(t), t \in J \), provided that the conditions of Theorem 3.3 are fulfilled.

Proof. Let \( y(t) := y(t; y_0, \psi, h) \), and \( y^*(t) := y(t; y_0, \psi, h^*) \) be two solutions of (3.1). So,

\[
y(t) = y_0 + \rho^{1-\alpha} \frac{\Gamma(\alpha)}{\Gamma(1+\alpha)} \int_0^t \frac{\theta^{\rho-1}}{(t - \theta - \rho)^{1-\alpha}} g(\theta, y(\int_0^\theta h(\tau, y(\tau))d\tau))d\theta,
\]

\[
y^*(t) = y_0 + \rho^{1-\alpha} \frac{\Gamma(\alpha)}{\Gamma(1+\alpha)} \int_0^t \frac{\theta^{\rho-1}}{(t - \theta - \rho)^{1-\alpha}} g(\theta, y^*(\int_0^\theta h(\tau, y^*(\tau))d\tau))d\theta,
\]

\[
|y(t) - y^*(t)| \leq \rho^{1-\alpha} \frac{\Gamma(\alpha)}{\Gamma(1+\alpha)} \int_0^t \frac{\theta^{\rho-1}}{(t - \theta - \rho)^{1-\alpha}} \left| g(\theta, y(\int_0^\theta h(\tau, y(\tau))d\tau)) - g(\theta, y^*(\int_0^\theta h(\tau, y^*(\tau))d\tau)) \right| d\theta
\]

\[
\leq L_1 \rho^{1-\alpha} \frac{\Gamma(\alpha)}{\Gamma(1+\alpha)} \int_0^t \frac{\theta^{\rho-1}}{(t - \theta - \rho)^{1-\alpha}} \left| y(\int_0^\theta h(\tau, y(\tau))d\tau) - y^*(\int_0^\theta h(\tau, y^*(\tau))d\tau) \right| d\theta
\]

\[
\leq L_2 \rho^{1-\alpha} T^{\alpha \rho} \frac{\Gamma(\alpha)}{\Gamma(1+\alpha)} ||y - y^*||
\]

\[
||y - y^*|| \leq L_3 \rho^{1-\alpha} T^{\alpha \rho} \frac{\Gamma(\alpha)}{\Gamma(1+\alpha)} ||\psi - \psi^*|| + ||h - h^*||
\]

\[
||\psi - \psi^*|| + ||h - h^*|| < \delta.
\]
\[ y^*(t) = y_0 + \rho^{1-\alpha} \frac{1}{\Gamma(\alpha)} \int_0^\infty \frac{g(\theta, y^*(\int_0^\theta h^*(\tau, y^*(\tau))d\tau))}{(t^\rho - \theta^\rho)^{1-\alpha}} d\theta, \]
\[ |y(t) - y^*(t)| \leq \rho^{1-\alpha} \frac{1}{\Gamma(\alpha)} \int_0^\infty \frac{g(\theta, y(\int_0^\theta h(\tau, y(\tau))d\tau)) - g(\theta, y^*(\int_0^\theta h^*(\tau, y^*(\tau))d\tau))}{(t^\rho - \theta^\rho)^{1-\alpha}} d\theta, \]
\[ \leq L_1 \rho^{1-\alpha} \frac{1}{\Gamma(\alpha)} \int_0^\infty \frac{g(\theta, y(\int_0^\theta h(\tau, y(\tau))d\tau)) - g(\theta, y^*(\int_0^\theta h^*(\tau, y^*(\tau))d\tau))}{(t^\rho - \theta^\rho)^{1-\alpha}} d\theta \]
\[ + L_1 \rho^{1-\alpha} \frac{1}{\Gamma(\alpha)} \int_0^\infty \frac{g(\theta, y(\int_0^\theta h(\tau, y(\tau))d\tau)) - g(\theta, y^*(\int_0^\theta h^*(\tau, y^*(\tau))d\tau))}{(t^\rho - \theta^\rho)^{1-\alpha}} d\theta \]
\[ \leq L_1 M \rho^{1-\alpha} \frac{1}{\Gamma(\alpha)} \left[ \int_0^\theta |h(\tau, y(\tau)) - h^*(\tau, y^*(\tau))|d\tau \right] \]
\[ + L_1 M \rho^{1-\alpha} \frac{1}{\Gamma(\alpha)} \left[ \int_0^\theta |h(t, y(t)) - h^*(t, y^*(t))|d\tau \right] \]
\[ \leq L_1 M \rho^{1-\alpha} \frac{1}{\Gamma(\alpha)} \left[ \int_0^\theta |h(\tau, y^*(\tau)) - h^*(\tau, y^*(\tau))|d\tau \right] \]
\[ \leq L_1 M \rho^{1-\alpha} \frac{1}{\Gamma(\alpha)} \delta + p \|y - y^*\|. \]

Taking the maximum over \( t \in J \), and choosing \( \delta = \frac{\Gamma(1+\alpha)M\rho}{L_1 M \rho^{1-\alpha} \Gamma(\alpha)} \), where \( p \) is the contraction constant, implies \( \|y - y^*\| < \varepsilon \), whenever \( \|h - h^*\| < \delta \). Then the required result follows. \( \square \)

5. **Illustrative example**

**Example 5.1.** Given the following fractional functional initial value problem

\[ C^D_{0+}^\frac{1}{2} y(t) = \frac{1}{6} (2t + 3) + \frac{1}{2} y \int_0^t \frac{s + \sin(y(s))}{(s+1)^2 + 3e^{y(s)}} ds, \quad 0 < q < 1, \quad t \in (0, 1], \tag{5.1} \]

subject to the initial staring condition

\[ y(0) = 0. \tag{5.2} \]

Comparing equations 5.1, and 5.2 with equations (1.2), and (1.3) implies \( \alpha = \frac{1}{2}, \rho = \frac{5}{2}, T = 1, \) and \( y_0 = 0. \) The function \( \psi(t) = qte^{-t} \) is continuous self-map on \([0, 1]\) and \( qte^{-t} = t - (1 - qe^{-t})t \implies \) the lag \( \theta(t) = (1 - qe^{-t})t \geq 0, \forall t \in [0, 1] \implies \) the lag is vanishing with respect to \([0, 1]\). Furthermore \( \psi(0) = 0, \) and \( \psi(t) > 0, \forall t \in (0, 1] \implies \) \( \psi(t) \) is a vanishing lag function \( \implies \) condition V3 is verified. The function \( h(t, y) = \frac{t + \sin(y(t))}{(t + 1)^2 + 3e^{y(t)}} \) is measurable on \([0, 1]\) \( \forall y \in \mathbb{R}, \) continuous in \( y \forall t \in [0, 1], \) and moreover \( |h(t, y)| \leq \frac{1}{2} \implies \) condition V2 is satisfied. The function \( g(t, y) = \frac{1}{6} (2t + 3) + \frac{1}{2} y \int_0^t \frac{s + \sin(y(s))}{(s+1)^2 + 3e^{y(s)}} ds \) is measurable on \([0, 1]\) \( \forall y \in \mathbb{R}, \) continuous in \( y \forall t \in [0, 1], \) and \( |g(t, y)| \leq \frac{2}{6} + \frac{1}{2}|y| \implies \chi_1 = \frac{2}{6}, \) and \( \chi_2 = \frac{1}{2} \implies \) condition V1 is fulfilled. Now \( \rho^{\alpha-1} \Gamma(\alpha) - \chi_2 \Gamma(\alpha) = (2.5)^{0.5} \Gamma(0.5) - 0.5 = 0.6210 > 0 \implies \) all conditions of Theorem 3.2 are met. Consequently the Cauchy problem (5.1) and (5.2) has at least one continuous mild solution in \( \Omega_{\rho M} \) with \( M = \frac{\Lambda_1 + \Lambda_2 |y_0|}{\rho^{\alpha-1} \Gamma(\alpha) - \chi_2 \Gamma(\alpha)} = 1.3419, \) and \( r = |y_0| + \Gamma M \alpha = 1.0735. \) If the functions \( g, h \) are Lipschitz in their second independent variable we can guarantee the uniqueness. In this example, we can prove that
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