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The Bayesian brain hypothesis is one of the most influential ideas in neuroscience. However, unstated differences in how Bayesian ideas are operationalized make it difficult to draw general conclusions about how Bayesian computations map onto neural circuits. Here, we identify one such unstated difference: some theories ask how neural circuits could recover information about the world from sensory neural activity (Bayesian decoding), whereas others ask how neural circuits could implement inference in an internal model (Bayesian encoding). These two approaches require profoundly different assumptions and lead to different interpretations of empirical data. We contrast them in terms of motivations, empirical support and relationship to neural data. We also use a simple model to argue that encoding and decoding models are complementary rather than competing. Appreciating the distinction between Bayesian encoding and Bayesian decoding will help to organize future work and enable stronger empirical tests about the nature of inference in the brain.

According to the Bayesian brain hypothesis, neural circuits carry out statistical computations by combining prior knowledge with new evidence, combining multiple sources of information according to their reliability, and taking actions that account for uncertainty. In the case of perception, prior knowledge is assumed either to come from experience or to be encoded genetically, having been learned over the course of evolution. While any given sensory measurement may be noisy or ambiguous—providing a wide likelihood function in Bayesian terms—prior knowledge is deployed to resolve these ambiguities when possible.

We characterize and contrast two distinct perspectives on the Bayesian brain hypothesis, which we call ‘Bayesian encoding’ and ‘Bayesian decoding’. These are complementary perspectives that make different assumptions about the nature of the inference problems faced by the brain, and are supported or falsified by different kinds of empirical data. We argue that not making their differences explicit has led to confusion about how to interpret empirical data. For example, the debate on whether neural responses are better modeled as samples or parameters of probability distributions is complicated by the fact that sampling codes usually make assumptions consistent with Bayesian encoding, whereas parametric codes often make assumptions consistent with Bayesian decoding.

We illustrate the complementarity using a simple model of primary visual cortex (V1) in which we construct a sampling-based encoding model based on a simple model of natural images, and derive the implied decoding model from it, finding that the decoding model is a kind of canonical parametric code known as a probabilistic population code (PPC). We conclude with a discussion of distributional neural codes in general.

Bayesian encoding versus Bayesian decoding

We follow the seminal work of Zemel et al. in assuming that patterns of neural activity represent entire probability distributions over a variable, not just a point estimate of it, that is, that they form a distributional
Bayesian encoding

We define Bayesian encoding as the view that the primary function of sensory neurons is to compute and represent an approximation to some predefined probability distribution over relevant variables. We use the term ‘encoding’ because the distribution that neurons are hypothesized to represent conceptually precedes the actual neural responses. That is, in Bayesian encoding models, there exists a reference distribution that is defined independently of how neurons actually respond, and which is approximately encoded by neural responses.

Bayesian encoding requires a source for the reference distribution. In the context of the sensory system, this typically takes the form of an internal generative model of sensory inputs, and the distribution to be encoded is the posterior over latent variables in that model (Fig. 1a,b). With this perspective, the goal of sensory areas of the brain is to learn a statistical model of its sensory inputs in which sensory observations, such as an image on the retina, are explained as the result of higher-order causes or latent variables, such as objects, lights and textures. A generative model makes this process explicit by assigning prior probabilities to the (co)occurrence of latent variables and by quantifying the likelihood of a particular configuration of the causes for generating a particular sensory observation. The encoded posterior distribution in this framework is defined over the latent variables in this statistical model.

For latent variables \( x \) and sensory input \( I \), optimal inference means computing the posterior distribution,

\[
p_b(x|I) = \frac{p_b(I|x)p_b(x)}{p_b(I)}.
\]

We use the subscript letter ‘b’ in \( p_b(\cdot) \) to refer to quantities in the brain’s internal model, and to distinguish them from other types of probability such as a decoder’s uncertainty. Bayesian encoding poses the question of how neural circuits could compute and represent the posterior distribution \( p_b(x|I) \) for any sensory input \( I \) (Fig. 1c). In general, exact inference is an intractable problem, leading to the question of how the brain could compute and represent an approximation to the true posterior (Fig. 1d–f), and what the nature of this approximation is. This line of reasoning motivates work on ‘neurally plausible approximate inference algorithms,’ including approaches with connections to sampling-based inference (Fig. 1e), as well as parametric neural codes (Fig. 1d; reviewed in refs. 4,17,18).

Bayesian decoding

We define Bayesian decoding as the perspective in which neural activity is treated as given, and emphasis is placed on the statistical uncertainty of a decoder observing this neural activity. Any stimulus \( s \) that elicits neural responses \( r \) is optimally decoded by computing \( p(s|r) \) (Fig. 2), and so Bayesian decoding is closely related to ideal observer models in psychophysics, often involving tasks that require the estimation of scalar aspects of some sensory input (for example, its orientation or its contrast). Note that we distinguish between the ‘stimulus’ \( s \) in a task (for example, orientation) and the ‘sensory input’ \( I \) (for example, an image). The key question within the Bayesian decoding framework is: what conditions must the stimulus-driven neural activity (\( p(r|s) \)) fulfill such that a decoder \( (p(s|r)) \) is simple, for example, linear and invariant to nuisance? For instance, imposing linearity and invariance constraints on the decoder implies constraints on tuning curves and the distribution of neural noise.

PPCs, as introduced by Ma et al.\(^{19}\), exemplify the Bayesian decoding approach. PPCs construct a Bayesian decoder that is both simple and invariant to nuisance: if a population of neurons tuned to \( s \) has ‘Poisson-like’ variability, then the optimal decoder is part of the exponential family with firing rates as natural parameters. This is a particularly convenient representation for taking products of two distributions as required by cue integration\(^{20}\) and evidence accumulation\(^{20}\). Equally important is the notion of invariance afforded by a PPC: as long as nuisance variables such as image contrast or dot coherence only multiplicatively scales tuning curves, the decoder can ignore them.

In the Bayesian decoding framework generally, imposing constraints on the decoder constrains the possible set of evoked response distributions, \( p(r|s) \). These constraints have then been formulated as predictions and tested empirically\(^{20},21\).

Contrasting Bayesian encoding and Bayesian decoding

There are four key differences between the Bayesian encoding and Bayesian decoding perspectives, addressed in the following sections: (1) what they assume the brain is inferring, (2) what the terms ‘likelihood’ and ‘posterior’ refer to, (3) the role of neural responses in the theory and (4) the empirical data and other arguments used to motivate them. As
Brain infers and encodes the same set of image features, whether viewing natural scenes or artificial stimuli in a task.\textsuperscript{6,24–26} Assuming statistical calibration in a Bayesian encoding framework also makes predictions for how the internal model should change in response to the statistics of sensory inputs during development,\textsuperscript{16} and to extensive exposure to stimuli in a particular task.\textsuperscript{17}

By contrast, Bayesian decoding models are typically applied in the context of estimating task-relevant variables. For instance, in a motion discrimination task, a Bayesian decoding question would be how the brain represents uncertainty over directions of motion. Importantly, answering this question does not require a generative model of all possible naturally occurring motions, nor does it require a true or correct reference distribution over motion directions; it requires only a statistical model of the relation between scalar motion direction in a particular task (and possibly nuisance variables such as coherence) and neural responses, \( \text{p}(\text{r}|s) \), making it observable experimentally. The difference between (typical realizations of) the Bayesian encoding and decoding perspectives is illustrated in Fig. 3.

We emphasize that Bayesian encoding typically but not necessarily involves a task-independent internal generative model, and Bayesian decoding likewise is typically but not necessarily applied to task-specific variables. In principle, we are free to apply the Bayesian decoding framework to variables in a task-independent internal model (given \( r \), what do we know about \( x \) or \( \text{p}_b(\text{X}|I) \)?), or to apply the logic of Bayesian encoding to task-specific quantities (construct \( r \) to encode a desired \( \text{p}(\text{s}|I) \)), but such examples are rare.\textsuperscript{8}

\textbf{Differing notions of likelihood.} Another difference in philosophy is evidenced by divergent usage of the term ‘likelihood’ (Fig. 3). In the typical Bayesian encoding setting, the term ‘likelihood’ is reserved for the relationship between internal model variables and sensory observations. For instance, one could speak of the ‘likelihood that this configuration of variables in the brain’s model generated the observed image,’ or \( \text{p}_b(I|x) \). This usage supports the idea that the quantity being computed is the posterior over latent variables in an internal model. In the typical Bayesian decoding setting, on the other hand, the ‘likelihood’ refers to a relationship between stimuli and neural responses, \( \text{p}(\text{r}|s) \). This usage supports the idea that the quantity of interest is the posterior over stimuli in a task. Importantly, the ‘likelihood’ in Bayesian decoding depends on choices made by the experimenter (such as their choice of stimuli), but not typically in a Bayesian encoding model.

\textbf{Differences in the relationship between distributions and neural activity.} Bayesian encoding models require two distinct assumptions: first, what is the source of the reference distribution to be encoded (for example, what is the brain’s internal model \( \text{p}_b(\text{X}, I) \)); and second, what is the linking hypothesis that maps probability distributions to neural activity (Fig. 1)? This approach of starting with the encoded distribution abstracts away from the details of neural circuits that must actually implement inference. For instance, Orban et al.\textsuperscript{14} assume that neurons in V1 encode the posterior distribution over latent variables in a Gaussian scale mixture model; this gives the reference distribution. By some unspecified mechanism, the trajectory of a set of neurons’ membrane potentials over time is assumed to trace out samples from the posterior, and that these membrane potentials elicit spikes through a nonlinear accumulation process; this gives the link to neural data. This model successfully reproduced a diverse set of known properties about V1 (ref. 24), but it is not a mechanistic model. From a modeling standpoint, the way in which an input image elicits neural activity is mediated by the reference posterior: an example of ‘downward causation.’\textsuperscript{28,29}

Bayesian decoding models, by contrast, do not distinguish between the uncertainty in an underlying probabilistic model and the uncertainty of a downstream brain area applying a decoder to some neural activity. As a result, decoding models replace the assumption of knowledge about sensory objects with knowledge about sensory variables. In this context, the notion of ‘likelihood’ is reserved for the relationship between sensory variables and neural activity (Fig. 3).

\textbf{Differences in what is assumed to be inferred.} An integral part of the Bayesian encoding framework is the existence of an abstract internal model that could in principle be implemented in silico or in the brains of other individuals or other species. Deriving predictions for neural data requires an additional linking hypothesis on the nature of distributional codes, such as whether neurons sample or encode parameters, and how either samples or parameters correspond to observable biophysical quantities such as membrane potentials and spikes. Bayesian encoding thus decomposes the question of what sensory neurons compute into two parts: first, what is the internal model that defines optimal inference (the reference distribution), and second, how do neural circuits carry out approximate inference in that model (for example, sampling or parametric)?

The brain’s internal model is typically assumed to have been calibrated through exposure to the natural world\textsuperscript{6,14} and to change only slowly with exposure to new sensory inputs in adult brains. For this reason, the generative model in Bayesian encoding models, especially in the case of early sensory areas, is often assumed to be independent of experimental context. For instance, if the brain’s internal model comprises patches of local image features, then it is assumed that the
about the link to neural activity with a constraint on the relationship between stimuli (s) and neural activity (r).

To illustrate this point, let us revisit one of the motivating examples for distributional codes of Zemel et al. and contrast the encoding and decoding approaches. Consider a rat that is placed into a water maze and must navigate to a hidden platform. Initially, the rat may be uncertain about which direction it is facing; for example, if opposite walls of the maze look the same, its correct belief about direction will be bimodal. Similarly to the orientation of a grating, head direction is a scalar variable in [0, 2π] that we will call s. In the encoding approach, one might begin by asking what is p_b(s | I) according to an internal model of the environment, where I stands for the sensory cues the rat uses to orient itself. The distribution p_b(s | I) determines how uncertain the rat ought to be, according to the internal model. One would then adopt a linking hypothesis (for example, sampling or parametric) whereby p_b(s | I) is encoded in neural activity r. In an encoding model, the encoding of a distribution may be imperfect and lossy, or it may contain more information about the distribution than is being used by downstream circuits. In either case, the way a downstream circuit uses the neural activity will generally differ from a Bayesian decoder.

Applying the Bayesian decoding framework to the same problem, we would say that the uncertainty in p(s | r) is the primary kind of uncertainty we should be concerned with, and that there is no distinction between this and the rat’s internal model. Crucially, this does not trivialize representations of uncertainty as ‘just’ a matter of optimal decoding. In the decoding approach, there may still be an ideal uncertainty that the rat ought to have when it is first placed into the maze: however, the assumption is that this uncertainty is realized through the way r is tuned to its inputs I. That is, it is left to the brain (evolution, learning) to have carefully constructed tuning functions p(r | I), such that p(s | r) is equal to p_b(s | I)^θ. One way in which the encoding and decoding perspectives can become identical, then, is when the decoded distribution p(s | r) equals the reference distribution p_b(s | I). From the decoding point of view, this requires that the encoding of p_b(s | I) into r is lossless (or efficient) in the terminology of ref. 31. From the decoding point of view, they are identical by assumption.

Finally, the preceding discussion points to an important difference between encoding and decoding philosophies in terms of how neural responses are interpreted by downstream areas. In a Bayesian decoding model, a downstream area implicitly applies Bayes’ rule to the neural responses arriving from an upstream area to extract information about a stimulus. In a Bayesian encoding model, the other hand, upstream neural activity represents samples or parameters that are then processed by the downstream area according to an underlying approximate inference algorithm, which generally will not apply Bayes’ rule to the incoming activity directly. To put it another way, if one assumes that upstream neural activity encodes samples or parameters in an approximate inference algorithm, then there is an important difference between a downstream area that interprets upstream activity as samples or as parameters (as in Bayesian encoding models), and a downstream area that decodes the activity it receives by applying Bayes’ rule to the neural activity.

Differing empirical and theoretical motivations. Finally, distinguishing Bayesian encoding and Bayesian decoding allows one to be more precise on what data and what normative arguments motivate different theories. Bayesian decoding can be motivated by the fact that humans and other species are empirically sensitive to uncertainty and prior experience, as in the classic psychophysics results on multimodal cue combination 32–36. The large literature on optimal or near-optimal Bayesian perception in controlled tasks motivates the question of how neural circuits facilitate Bayesian computations with respect to stimuli in a task, which are often scalar or low dimensional. With the additional assumption that the neural representation of task-relevant aspects of sensory inputs is formatted to be easily decoded (for example, linear and invariant to nuisance 40), this line of reasoning has given rise to predictions for neural data. These predictions have since been largely confirmed for the representation of self-motion in the dorsal medial superior temporal area 37–39. Bayesian decoding is further motivated by experimental data showing a correspondence between non-parametric likelihood functions, neural noise and behavioral indications of uncertainty 41–47.

Importantly, none of these results constitutes direct evidence for inference with respect to a (high-dimensional) internal model of natural inputs, as hypothesized in typical Bayesian encoding theories 48–51. The three lines of support for Bayesian encoding models are largely independent of the above motivations for Bayesian decoding. First, Bayesian encoding can be motivated by the purely normative argument that any rational agent that faces uncertainty ought to compute probability distributions over unobserved variables, as long as those variables directly enter into calculations of expected utility 40. Second, there is some empirical evidence that neural responses are...
self-consistent across different inputs in a manner that is predicted by having a statistically calibrated internal model. Third, there is empirical evidence for signatures of particular inference algorithms and particular internal models fit to natural inputs. This approach has been used by a series of sampling-based inference models and has successfully reproduced a wide range of neural response properties in early visual cortex. A similar approach has also been taken by parametric models, where neural circuits have been hypothesized to implement the dynamics of a variational inference algorithm. We emphasize again that existing evidence for Bayesian-like behavior in psychophysical tasks constitutes only weak evidence in support of the idea that the brain computes distributions over variables in a task-independent internal model, as usually studied in the Bayesian encoding literature.

Historically, sampling-based neural models have taken the Bayesian encoding approach, asking how neurons could sample from the posterior distribution over variables in an internal model, while PPCs—the prototypical case of parametric codes—have primarily been studied in the context of inference of low-dimensional task-relevant quantities. However, this does not reflect a fundamental distinction between the two types of distributional code. Parametric codes can and have been used in Bayesian encoding models to approximate the posterior over variables in a generative model, including PPCs, distributed distributional codes and others. Markov chain Monte Carlo sampling has been used to explain perceptual bistability, which could be seen as a form of sampling-based Bayesian decoding. To summarize, Table 1 provides a list of examples in each of the four categories defined by the sampling versus parametric and the encoding versus decoding axes. The presence of previous work in all four quadrants emphasizes that these are complementary distinctions.

Case study: primary visual cortex (V1)

We now provide a concrete example focusing on area V1. V1 has the advantage that many neurophysiological data exist, and both Bayesian encoding and Bayesian decoding approaches have enjoyed some success. We will first review existing work, and then use a simple example to show how different perspectives can lead to very different conclusions about the neural code.

Bayesian encoding models for V1

The starting point for the Bayesian encoding approach, applied to V1, is an assumption about the brain’s generative model, p(x), that is, we must specify what is x, the variable assumed to be inferred and represented by V1 neurons, and how x is related to the sensory observations I. For simple cells in area V1, Olshausen & Field proposed a linear Gaussian likelihood I ~ N(Ax, δ2) with a sparse independent prior p(x) as the brain’s internal model. (Here, I ~ N(μ, Σ) indicates that I is a random variable drawn from a multivariate normal distribution, and μ (μ, Σ) denotes its density function.) The observed retinal image, I, is assumed to be a linear combination of ‘projective fields’ (PF) plus unexplained pixel noise Σ. The matrix A is a feature dictionary with projective fields as its columns: A = (PF1, ..., PFk). Each of the n projective fields is weighted by the corresponding element of x = (x1, ..., xn). Intuitively, in this model, V1 activity is assumed to represent beliefs about what values for x explain a given retinal image, I.

The next assumption in the encoding framework is about how the posterior distribution, p(x|I), is represented by neural responses, r. Olshausen & Field assumed that each x was represented by a single neuron whose firing rate was proportional to the most probable value for x, given an image (maximum a posteriori, MAP): r ~ argmax x p(x|I). In this model, a single neuron represents the most likely intensity with which a visual feature is present in the image. This is not a fully Bayesian encoding model in the sense that only the MAP, but not the full posterior distribution p(x|I), is encoded in neural responses. Empirical support for this model is based on the observation that learning (fitting) this model on natural images yields visual features (PFs) that are localized, oriented and band-pass filtered, implying neural responses and receptive fields with similar properties—just as observed empirically.

Subsequent work has both modified and extended this generative model and combined it with different neural codes. Hoyer & Hyvärinen proposed that neural responses can be understood as samples from the posterior in the same generative model to qualitatively explain the variability and mean–variance relationship of neural responses. Schwartz & Simoncelli extended the generative model to a Gaussian scale mixture model to explain the empirically observed contrast normalisation of V1 responses, and Orban et al. found agreement between the predictions of a Gaussian scale mixture model combined with neural sampling and a wide range of observations related to the stimulus dependence of neural variability. Bornschein et al. proposed a variation of the generative model of Olshausen & Field using a nonlinear Gaussian likelihood and/or binary as opposed to continuous latents. Coen-Cagli et al. found that a further extension to the generative model in the form of a mixture of Gaussian scale mixture model could explain center–surround interactions in V1, and Banyai et al. explained noise correlations by higher-order image structure. Finally, Hafner et al. combined the generative model of Olshausen & Field with the ideal observer model of a discrimination task to explain choice probabilities and task-dependent noise correlations of V1 neurons.

The key shared element of all these models is an explicit assumption about the computational variable x that is being represented, and how this variable is related to the sensory observations I. This model being adapted to natural inputs is an important constraint, and the model parameters are usually obtained by fitting the model to sets of natural images. These models are then image-computable and can be queried using natural inputs or images presented in a task.

Bayesian decoding models for V1

The starting point for the Bayesian decoding approach, applied to V1, is a measurement of the conditional probability, p(r|I), for some stimulus s to which V1 neurons are tuned, and that is hypothesized to be represented, such as orientation. Importantly, this means that the measured likelihood is to some extent under experimental control, because the experimenter chooses what images correspond to each value of s (for example, the size, contrast or spatial frequency of a grating). In general, for an arbitrary s, this likelihood

---

Table 1: Classification of existing models

| Perspective | Bayesian encoding | Bayesian decoding |
|-------------|-----------------|------------------|
| Sampling-based representation | Hoyer & Hyvärinen, Pecovsky et al., Berkes et al., Buesing et al., Gershman et al., Savin & Denève, Probst et al., Orban et al., Haefner et al., Aitchison & Lengyel, Festa et al., Banyai et al., Echeveste et al. | Moreno-Bote et al. |
| Parametric representation | Zemel et al., Sahani & Dayan, Friston, George et al., Beck et al., Raju et al., Vertes et al., Tajima et al. | Ma et al., Beck et al., Beck et al., Hou et al., Tajima et al., Moreno-Bote et al. |

Classifying previous work on Bayesian neural models according to whether they construct Bayesian encoding or decoding models, and whether they use a sampling-based or a parametric neural representation. Tajima et al. contains elements of both encoding and decoding. Moreno-Bote et al. contains elements of both sampling-based and parametric decoding.
will be very complicated, reflecting the fact that \( s \) cannot easily be decoded from \( r \) (for example, object identity from V1). However, for V1 responses it has empirically been found that the optimal Bayesian decoder for orientation is approximately linear in spike counts and invariant to contrast, a classic nuisance variable\(^\text{15}\). This finding has been interpreted as meaning that V1 activity ‘represents’ orientation. In conjunction with the Poisson-like neural response variability in V1, this implies that the beliefs of a Bayesian decoder of orientation applied to the neural responses are part of the exponential family. This makes V1 a PPC over orientation\(^\text{19}\).

The same logic applies to other candidates for \( s \) that modulate the responses of V1 neurons, such as spatial frequency or location. The key element of the Bayesian decoding approach is taking the perspective of downstream circuits trying to extract information about \( s \) from V1 activity: how is the information about \( s \) formatted in V1 activity, and is \( p(s|r) \) ‘simple’? In contrast to the Bayesian encoding perspective, which justifies its choice of \( x \) by its fit to natural images and its ability to predict neural responses, the Bayesian decoding perspective justifies its choice of \( s \) by desirable properties of an efficient decoder, for example, linearity and invariance to nuisance variables.

**Example model where decoding a stimulus \( s \) from encoded samples results in a PPC.** As our main points are conceptual in nature, we will develop the link between the encoding and the decoding approach for the simple case of a linear Gaussian model with a Gaussian prior, under the assumption of a sampling-based neural code. These simplifying assumptions make the difference between Bayesian encoding and Bayesian decoding clear and analytically tractable, but are not meant to maximize biological plausibility. The core of our argument is that a Bayesian encoding model based on one type of neural code (for example, sampling) and a Bayesian decoding model based on another type (for example, parametric) are not necessarily contradictory, and instead offer complementary perspectives on the same system.

Given an image \( I \), we assume that V1 neurons encode the posterior \( p_b(x|I) \) by sampling \( r \) values from the posterior distribution, \( x^{(i)} \sim p_b(x|I) \propto p_b(I|x)p_b(x) \) where \( p_b(x) \) is the brain’s prior over \( x \). We assume that responses from a population of \( n \) neurons correspond to samples from the posterior over \( x \), so that at each instant, the population response, \( r^{(i)} \), equals the sample \( x^{(i)} \). Each sample of \( (x_i, r_i) \) represents the brain’s instantaneous belief about the intensity of the feature PF in the image.

We will now apply the Bayesian decoding approach to the sequence of samples produced by the sampling-based encoding model described above. An ideal observer applies Bayes’ rule to infer \( p(s|r^{(1)}, \ldots, r^{(T)}) \) using knowledge of the probabilistic relationship between samples at time \( t \) (\( x^{(t)} \) or \( r^{(t)} \)) and \( s \):

\[
p(s|r^{(1)}, \ldots, r^{(T)}) \propto p(s)p_b(r^{(1)}, \ldots, r^{(t)}|s) \propto s p(s) \int p(I|s)p_b(r^{(1)}, \ldots, r^{(t)}|I)dI. \quad (1)
\]

That is, the optimal decoder combines knowledge of (i) how likely an image \( I \) is to generate a set of samples of \( x \) (or \( r \)), and (ii) how likely a stimulus value \( s \) is to generate an image \( I \). In general, this decoded distribution over \( s \) may be arbitrarily complex and intractable. One factor that is under experimental control is the ‘template’ function \( T(s) \) which renders an image, such as a grating with orientation \( s \). This provides the link between \( s \) and \( I \) in equation (1). In our model, we assume that the input the brain receives is a noisy version of that template (Fig. 4).

The first simplification to the general form of the optimal decoder in equation (2) we can derive, under the assumption of a Gaussian likelihood, is that the posterior over \( s \) depends only on the mean rate of \( r \) (that is, a rate code rather than temporal code):
where \( \bar{r} = \frac{1}{N_r} \sum_{i=1}^{N_r} r(i) \) is the mean response after \( r \) samples (Supplementary Note). Any decoder that obeys equation (2) can be seen as a kind of parametric code over \( s \), where the rates \( r \) are the parameters. A second convenient property for a decoder to have is if the optimal decoder is in an exponential family, or

\[
p(s|\bar{r}) = p(s|\bar{r})
\]

where \( f(r) = \frac{1}{N_r} \sum_{i=1}^{N_r} r(i) \) is the mean response after \( r \) samples (Supplementary Note). Any decoder that obeys equation (2) can be seen as a kind of parametric code over \( s \), where the rates \( r \) are the parameters. A second convenient property for a decoder to have is if the optimal decoder is in an exponential family, or

\[
p(s|\bar{r}) = p(s|\bar{r}) = \exp \left( \sum_{i=1}^{N_r} r(i) \right)
\]

Whenever equation (3) is true, then we would say that the neural activity forms a particular kind of parametric code called a nonlinear PPC over \( s \). A final convenient property for a decoder to have is if \( f(r) \) is linear:

\[
p(s|\bar{r}) = p(s|\bar{r}) \propto g(s) \exp \left( \sum_{i=1}^{N_r} r(i) \right)
\]

This is the definition of a linear PPC over \( s \), but note that PPCs also place restrictions on nuisance variables, which we have omitted here.

In our simplified encoding model, we indeed find that the optimal decoder is, in fact, a linear PPC over \( s \) as defined in equation (4) (derivation in the Supplementary Note). This sequence of steps from equation (1) through (4) suggests a general way to derive the Bayesian decoding model implied by a given Bayesian encoding model. See Shikumara et al. 1 for further discussion of the relation between this PPC and the brain’s internal model.

**Discussion**

We have identified a previously unstated difference between approaches to constructing Bayesian neural models: Bayesian encoding and Bayesian decoding. This distinction provides new insights into the long-standing debate about the nature of the neural code. Importantly, we have demonstrated that these two approaches can give rise to different but compatible models of the same neural circuit. The complementary nature of these approaches has direct implications for both theoretical debates and the correct interpretation of empirical data, for example, the much-debated question of whether neural responses are more closely related to parameters of the encoded probability distribution, as in PPCs 9 and in distributed distributional codes 47, or to samples from the distribution, as in neural sampling (reviewed in refs. 4, 5, 17, 18).

Our model is constructive proof that Bayesian encoding and Bayesian decoding models can be compatible on the same data, but this will not be true in general. For instance, non-Gaussian encoding models will not generally form a linear PPC from the decoding perspective, or only for specific sets of stimuli, or they may be decodable only as a nonlinear PPC. Generalizing from our specific example, the key question is which families of Bayesian encoding models, consisting of both \( p_s(\mathbf{x}|s) \) and an assumption about the link to neural responses, are compatible with which families of Bayesian decoding models, consisting of \( p_r(s|r) \) and \( p(r) \). These will come in pairs—each family of Bayesian encoding models defines a family of compatible Bayesian decoding models, and vice versa. Identifying these pairs of compatible model families is an open theoretical question with important implications for the interpretation of empirical data.

Our arguments also raise questions about what makes a neural code ‘distributional’, that is, representing a whole distribution rather than just a point estimate, and what would constitute empirical evidence for it. Consider a variant of our example model in which neural responses are proportional to a point estimate of \( x \) such as its mean or mode rather than samples from the posterior. This would be a poor Bayesian encoding model in the sense that the full \( p_s(\mathbf{x}|s) \) distribution is not recoverable from \( r \). Yet even this reduced model gives rise to a distributional code over \( s \) (a PPC, in fact). Such a point estimate code over variables in the brain’s internal model would still enable many of the apparently Bayesian behaviors observed in low-dimensional psychophysics tasks and used to motivate Bayesian decoding theories, as discussed in above (see also ref. 58). It would therefore be a mistake to treat empirical evidence for Bayesian behavior in a particular task alone as evidence that the brain represents probability distributions over variables in an internal model of sensory inputs 48,59. The distinction between Bayesian encoding and Bayesian decoding might thus productively add to the open philosophical question: ‘If behavior is probabilistic, why does perception not seem probabilistic?’ 59,60.

The seminal paper by Zemel et al. 9 introduced the concept of encoding (and decoding) general probability distributions in (and from) neural activity. Most work over the following 20+ years typically focused on either encoding or decoding (Table 1), despite Zemel et al. 9 considering both perspectives as tightly linked. This divergence was likely strengthened because encoding studies almost exclusively considered internal latent variables \( x \), while work taking the decoding perspective considered distributions over task-defined variables \( s \). From today’s perspective, the encoding formalism of Zemel et al. 9 and its application in Sahani & Dayan 41 maps naturally onto our Bayesian encoding category. Furthermore, it is philosophically closely aligned with the other studies in this category, and shares with them the idea that implied decoders that are non-Bayesian. Interestingly, while Zemel et al. 9 discounted the possibility of optimally decoding the encoded distribution using Bayes’ rule as too inflexible, almost all later studies that took the decoding approach were based on Bayes’ rule, and now form our Bayesian decoding category.

The key step in our example system above that allowed us to interpret samples of \( x \) as a PPC was to construct the PPC over a different variable: \( s \). This raises the question: what if \( s \) is part of the brain’s internal model? One possibility is that ‘orientation’ (or any other \( s \) in a task) is a useful abstraction of natural inputs, in which case it may have been learned (or evolved) and may permanently be a part of the brain’s internal model. Another possibility is that orientation (or any other \( s \)) is part of the brain’s internal model because the brain changes its internal model as the result of learning the present task. 9,57,22 Echoing that mentioned above, even if \( s \) is part of the brain’s internal model, Bayesian encoding and Bayesian decoding models would nonetheless differ in their approach to the question of how neural responses, \( r \), relate to the distribution on \( s \). Bayesian encoding models would begin with a generative model of sensory input \( \mathbf{I} \) from \( s \) (and possible other internal variables \( x \)) and ask how the true posterior \( p_r(s|\mathbf{I}) \) is represented by neural responses \( r \). Bayesian decoding models, on the other hand, would investigate the relationship between \( s \) in the world and evoked neural responses, \( p(r|s) \), and study a different kind of posterior, \( p(s|r) \), which takes the perspective of the experimenter, or possibly the rest of the brain trying to read out \( s \) from \( r \). If the decoded distribution, \( p(s|r) \), matches the ideal encoded distribution, \( p_r(s) \), then the code for \( s \) is said to be efficient 91.

The choice of variable, which is assumed to be inferred, also affects the interpretation of neural variability. In our example above, neural variability is directly related to the uncertainty in the posterior over \( x \). In contrast, the uncertainty over \( s \) encoded by the Bayesian decoding model is unrelated to the neural variability, depending on the samples only through their mean, rather than their variance. This is an important point for experiments that seek to test the neural sampling hypothesis by relating neural variability and ‘uncertainty’ in our example model, uncertainty only over \( x \) but not over \( s \) manifests as neural variability, while \( s \) is the variable most commonly and naturally manipulated in an experiment.

The issues raised in this paper for models of visual perception also have implications for Bayesian models of cognition, where ideas related to sampling 28-30, variational inference 33,35,59 or both 40 have been invoked to explain a wide variety of heuristics and biases (reviewed in refs. 17,72). Here, too, it is important to distinguish between probabilistic models of the world that are posited to exist in a person’s mind (as is typical in
Bayesian encoding) from experimenter-defined models of a particular task (as is typical in Bayesian decoding). Closely related is the distinction drawn by Knill & Richards between the ‘inference problem’ (what the brain infers in the internal model it assumes) and the ‘information problem’ (what information is available in the world). For example, Vul et al. argue that certain deviations from Bayes-optimal behavior can be explained as the result of basing decisions on a single Monte Carlo sample. However, it is conceivable that what appears to be a single point-estimate sample over a quantity relevant to a task may, in fact, be a local, perhaps unimodal distribution over a detailed internal model, as in parametric approximations. It is further conceivable that multiple ‘samples’ correspond to a mixture of parametric approximations over an internal model. Conversely, a single high-dimensional point estimate of an internal model may be sufficient to facilitate apparently Bayesian behavior with respect to a low-dimensional task. Changing our reference frame from internal models to experimenter-defined tasks may make samples appear as parameters, or vice versa.

In complementary work, Koblinger et al. recently posed the related but different question of whether uncertainty in the brain is represented ‘constitutively’ about many variables regardless of their relevance for a specific task, or ‘opportunistically’ about task-relevant variables. While encoding and decoding models have primarily been applied in task-independent and task-dependent contexts, respectively, one can imagine both ‘constitutive’ and ‘opportunistic’ encoding and decoding models. Walker et al. pointed out a distinction between ‘correlational’ and ‘code-driven’ methodologies to the study of neural representations of uncertainty.

**Code availability**

Two panels in Fig. 4 were generated by simulation. The code is available at https://github.com/haefnerlab/bayesian-encoding-decoding/.
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