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Abstract

Neural agents trained in reinforcement learning settings can learn to communicate among themselves via discrete tokens, accomplishing as a team what agents would be unable to do alone. However, the current standard of using one-hot vectors as discrete communication tokens prevents agents from acquiring more desirable aspects of communication such as zero-shot understanding. Inspired by word embedding techniques from natural language processing, we propose neural agent architectures that enables them to communicate via discrete tokens derived from a learned, continuous space. We show in a decision theoretic framework that our technique optimizes communication over a wide range of scenarios, whereas one-hot tokens are only optimal under restrictive assumptions. In self-play experiments, we validate that our trained agents learn to cluster tokens in semantically-meaningful ways, allowing them communicate in noisy environments where other techniques fail. Lastly, we demonstrate both that agents using our method can effectively respond to novel human communication and that humans can understand unlabeled emergent agent communication, outperforming the use of one-hot communication.

1 Introduction

A longstanding goal of AI has been to develop agents that can cooperate with other agents or humans to accomplish tasks together. Often, communication is necessary to enable such cooperation; the study of emergent communication has recently shown great success in producing agents that learn to communicate. In reinforcement learning settings, guided only by environment reward, neural agents can learn to communicate by broadcasting numerical vectors to each other \cite{9,11,31,18}. Given this success, and in part inspired by the discrete nature of words in natural language, some researchers have focused on emergent discrete communication by forcing agents to broadcast one-hot vectors \cite{9,20}. These tokens in effect become a lexicon used by agents. Studying when these tokens are emitted allows researchers to uncover their meanings, as well as to study the broader questions of what environment or agent factors contribute to desirable aspects of learned communication (e.g., compositionality or, in continuous communication settings, zero-shot understanding) \cite{15,19,5,4}.

We claim that discretizing messages by constraining them to conform to one-hot vectors fundamentally precludes agents from learning some desirable properties of language. One-hot vectors establish no relationships between tokens because each one-hot vector is orthogonal to and equally far away from all other vectors. Conversely, research from natural language processing and word embeddings has long established the importance of learning representations of discrete words within a continuous, semantic space \cite{29,32}.
In this work, we demonstrate the benefit of agents that employ a discrete set of tokens within a continuous space over agents that use the standard practice of communicating via one-hot vectors in discrete emergent communication settings. We present a novel architecture and implementation for learning such communication and provide decision-theoretic analysis of the value of such an approach - the congruence of meaning and form of communications. Simulation experiments confirmed these results: our agents learned an arrangement of tokens that clustered in human-understandable patterns. The arrangement of discrete tokens within the learned communication space produced team performance that was robust to environment noise and enabled agents to effectively utilize novel communication vectors. In human-agent experiments, agents aligned their tokens with natural language embeddings and responded appropriately to novel English phrases. Lastly, we showed that humans capably interpreted unlabeled emergent communication tokens in a reference game.\footnote{Anonymized code available at https://anonymous.4open.science/r/NeurIPS-protocomms}

2 Related Work

We propose a technique within emergent communication literature, drawing inspiration from work on word embeddings in natural language processing (NLP) and zero-shot classification.

2.1 Emergent Communication

Researchers of emergent communication study techniques to enable agents to learn to communicate among themselves, enabling high task performance in reinforcement learning settings (see \[36, 10, 18\], among others). These settings, such as reference games or Lewis signalling games \[25\], are designed such that agents must communicate to perform the task successfully; in “cheap-talk” scenarios, agents often learn successful communication strategies by sending real-valued vectors to each other. We focus on discrete communication emerging among decentralized agents that may communicate by sending one of a finite set of vectors to each other, but may not access other agents’ weights or gradients during training or execution \[8\]. Previously, such discrete communication has often taken the form of one-hot messages: Foerster et al. \[9\] proposed binary discrete messages, but subsequent works seem to have reverted to one-hot vectors \[15, 20, 11, 23, 6\].

Even when agents learn to communicate, they often fail to learn a protocol that humans or separately-trained agents can understand; that is, they fail at the “zero-shot” learning problem \[12\]. To address this gap, several recent works have found properties of environments that encourage zero-shot continuous communication \[5, 4\]. Other research addresses human-understandable communication in RL settings. Using bottom-up approaches, researchers align emergent communication tokens with human language \[22, 26\]; Lazaridou et al. \[20\] even demonstrated that humans can understand agents’ tokens in zero-shot settings (e.g., interpreting the agent’s token for “dolphin” as referring to a photo of water). Complementary, “top-down” approaches leverage pre-trained task-specific language models for natural language communication \[21\].

We position our work within the field of emergent discrete communication: we seek to have agents learn to communicate via a finite set of possible messages, without access to a task-specific language model. Unlike prior work, we relax the assumption that discrete tokens must take the form of one-hot vectors and demonstrate that our proposed architecture enables agent utilization of novel communication, and supports human understanding of learned communications.

2.2 Natural Language Word Embeddings

While early neural NLP research used one-hot representations of words, most modern techniques rely upon dense word embeddings such as Word2Vec or GLoVE for faster training and greater generalization power \[2, 29, 32, 1\]. In essence, these embedding techniques learn discrete representations of words within a semantically meaningful space; words representing similar meanings are often embedded in similar locations. We argue that current research in emergent discrete communication that relies upon one-hot tokens is similar to the early one-hot word embedding techniques that suffered from limited generalizability. Instead, we propose that discrete emergent communication should be learned within a continuous, semantically meaningful space, like modern word embeddings.

\[1\] Anonymized code available at https://anonymous.4open.science/r/NeurIPS-protocomms
2.3 Zero-Shot Classification

Research in zero and few-shot classification seeks to train classifiers that are able to correctly classify inputs belonging to new classes despite seeing few or no training examples of that class [38, 28, 7]. Often, techniques employ “side-information” to enable high performance, for example using labeled data from a different domain [28] or information from language [35]. We focus on emergent communication rather than classification, but in experiments aligning communication tokens with word embeddings, we similarly exploit side information for zero-shot understanding.

3 Technical Approach

3.1 Emergent Communication in Multi Agent Reinforcement Learning

We adopt standard methods for training multiple agents in a decentralized partially-observable Markov decision process [3]. The Dec-POMDP is defined by the \((S, A, T, R, O, \Omega, \gamma)\) tuple. \(S\) is the set of states; \(A_i\) for \(i \in [1, N]\) are the sets of actions, including communication, for each of \(N\) agents; \(T: S \times A_1 \times \ldots \times A_N \rightarrow S\) is the probabilistic transition between states due to joint actions. We focus on partially-observable settings to encourage communication among agents. \(\Omega\) defines the set of possible observations; \(O_i: A_1 \times \ldots \times A_N \rightarrow \Omega\) maps from joint actions and the state to distributions of observations for each agent. Lastly, \(\gamma\) and \(R\) define the discount factor and reward function, respectively. The goal is to find the policies for all agents, \(\pi_i: \Omega \rightarrow A_i\), that maximize the expected discounted reward. Multi-agent Dec-POMDPs are well studied [30, 27, 34]; we borrow existing techniques for solving these problems in multi-agent reinforcement learning settings, using an agent architecture we develop.

3.2 Decision-Theoretic Noisy Discrete Communication

In this section, we formalize a noisy channel reference game, an instance of a Dec-POMDP. We derive that one-hot vectors are optimal tokens under restrictive assumptions, and relaxation of those assumptions may lead to suboptimality of one-hot communication.

Consider two agents, a speaker and a listener, that communicate via a \(c\) dimensional noisy channel. Each episode is composed of two timesteps. In the first timestep, a speaker emits a token, \(t\), chosen from a distribution over columns in a matrix of \(z\) tokens, \(T; t \in T_{c \times z}\). In the second timestep, the listener observes a message, \(m \in R^c\), a noisy version of \(t\), corrupted by additive zero-mean noise. We constrain all tokens to fall within the unit hypercube (i.e., \(0 \leq T[i,j] \leq 1; i \in [0, c]; j \in [0, z]\)), which constrains the relative scales of tokens and noise.

The listener’s task is to predict which token the speaker emitted, given the observed noisy message. We assume there exists some reward matrix, \(R_{z \times z}\) that specifies the shared reward among agents, where entry \(R[i,j]\) corresponds to the reward if the speaker emits \(T[i]\) and the listener predicts \(T[j]\); standard reward matrices resemble the identity matrix, potentially with some small, positive values off the diagonal for “reasonable” mistakes. From a decision-theoretic framework, the speaker and listener wish to maximize expected reward. We seek to find the optimal set of tokens, \(T^*\), that maximizes this expected value, as shown below:

\[
T^* = \arg\max_T \sum_{i \in z} P(T[i]) E_{P(m_i | T[i])} \left[ \frac{\max_j P(T[j]|m_i) P(T[j])}{\sum_{k \in z} P(T[k]|m_i) P(T[k])} \right] \tag{1}
\]

\[
= \arg\max_T \sum_{i \in z} E_{P(m_i | T[i])} \left[ \frac{P(T[i]|m_i)}{\sum_{k \in z} P(T[k]|m_i)} \right] \quad \text{Uniform prior; } R = I \tag{2}
\]

\[
= \arg\min_T \sum_{i \in z} E_{P(m_i | T[i])} \left[ \sum_{j \in z, j \neq i} P(T[j]|m_i) \right] \tag{3}
\]

\[
= \arg\max_T \sum_{i \in z} \sum_{j \in z, j \neq i} ||T[i] - T[j]||^2 \quad \text{Gaussian noise} \tag{4}
\]
Equation 1 specifies the expected reward using a rational listener model: taking the expectation over tokens (the outer sum), the listener chooses the token $T[j]$ that maximizes the expected reward given the observed message, $m_i$. Equation 2 follows under assumptions of $z = c$ (an equal number of tokens and communication dimensions), $R = I_z \times z$, and a uniform prior over emitted tokens. Equation 3 follows, deriving that the optimal tokens minimize the likelihood of confusion of any pair of tokens. Finally, assuming a Gaussian noise model with a variance matrix equal to $\sigma I$ for some constant $\sigma$, Equation 4 states that the optimal tokens maximize the mean squared euclidean distance between tokens. If tokens are constrained within a unit hypercube, one-hot encodings are an optimal solution. A proof of optimality of one-hot tokens is included in Appendix A.

While one-hot encodings may be optimal in some scenarios, the above analysis also reveals when they may not be: when the cost of errors or prior over tokens are not uniform, or when the number of tokens and communication dimensions are not equal. Examples of suboptimality of one-hot tokens when these assumptions are relaxed are included in Appendix A. Thus, although many academic experiments respect these assumptions, a more powerful framework for learning tokens is needed in the general case.

### 3.3 Discrete Prototype Communication

We present our method for prototype-based communication to address the limitations of one-hot communication by endowing agents with learnable tokens. We create neural agents with a communication head instantiated as a multi-layer perceptron with a penultimate softmax layer (where we use the gumbel softmax trick [14]), which then is multiplied by a learnable matrix, $T_{z \times c}$, for the final output. More formally, an agent, parametrized by weights $\Theta$ and $T$, produces a communication token $t$ according to Equation 5.

\[
\pi = f_\theta(O) \\
d = \text{one_hot}(\arg\max_i [g_i + \log \pi_i]) \\
t = d \times T_{z \times c}
\]  

Equation 5 states that agents produce logits, $\pi$, from an observation, $O$, convert the logits to a one-hot vector, $d$, by using sampled $g_i$ drawn i.i.d. from a Gumbel(0, 1) distribution, and then multiply $d$ by $T$ to produce the token. Although the argmax operation is not differentiable, we use it in the forward pass (that is, actually using “hard” argmax) but use the gumbel softmax operation for calculating gradients, used in the backwards pass. We refer readers to Jang et al. [14] for more details on the gumbel softmax approximation.

We note that our technique introduces an additional set of learnable parameters compared to one-hot communicative agents, which would merely output $d$. This increased flexibility may enable improved performance but may also increase learning difficulty; experiment results, reported in Sections 5 and 6, indicated net benefits derived from our technique.

### 3.4 Opportunities for Behavior Shaping

The previous section illustrates how $T$ may be learned using traditional reinforcement learning techniques; using a policy gradient method, the tokens will evolve during training to enable high task performance. While this emergent behavior is desirable for its flexibility, we also examined two ways of constraining learned behavior: “lexicon-setting” and grounding.

The first constraint, which we call “lexicon-setting,” consisted of manually specifying a non-trainable $T$. During training, gradients passed through $T$ but did not update its elements. This allowed a designer to specify the set of tokens agents used to communicate, in other words setting the “lexicon.”

The second constraint consisted of teaching grounding via a small set of supervised data. Even with hand-specified tokens, it is unclear a priori what meanings agents will associate with tokens. To enable human-agent communication, we require a common understanding, or grounding, of tokens.

\footnote{In experiments, we constrained the tokens to the unit hypercube by passing $t$ through a sigmoid activation to enable fair comparisons to one-hot encodings, but tokens need not generally obey such constraints.}
Inspired by prior art in learning social conventions in RL settings [24, 37, 26], we used a small set of data mapping observations to desired communications. The gradient of the supervised loss (mean squared error of predicted communication vs. desired communication) was added to the policy loss from the RL environment, leading the agent to use communication that matched the grounding data and enabled high task performance.

4 Experiment Preliminaries

4.1 Baselines

We compared our technique to two emergent communication baselines: continuous and one-hot communication. The continuous communication method (henceforth, cont) allowed agents to output real-valued vectors in the communication space, \( R^c \), bounded along each dimension within \((-1, 1)\) by using a \( \tanh \) activation. The discrete one-hot baseline (henceforth, one-hot) allowed agents to output a one-hot vector within the communication space using the gumbel softmax trick. By definition, this constrained one-hot agents to output one of \( c \) tokens.

All techniques were trained using the multi-agent deep deterministic policy gradient (MADDPG) method proposed by Lowe et al. [27], a common policy-gradient method that updates neural network weights to maximize the expected discounted reward.

4.2 Hypotheses

Throughout our experiments, we assessed trained agents by measuring environment-specific reward under different scenarios. First, we measured self-play reward for agents trained together, as the environment reward they received during 500 evaluation episodes. Second, we measured aspects of zero-shot behavior and performance in a reference game (introduced in Section 6). Measurements included a listener agent’s accuracy in selecting a target image when using novel communication generated by humans, as well as human participant accuracy in identifying a target image based on unlabeled agent communication.

Using these metrics, we formulated the following hypotheses:

- **H1**: In noisy environments, prototype-based communication will enable agents to achieve higher self-play reward than one-hot tokens.
- **H2**: Prototype-based agents, trained with word embeddings as tokens, will identify target images in reference games based on novel, human-generated communication, whereas one-hot encodings will fail to outperform random chance.
- **H3**: Human participants will accurately identify target images in reference games based on tokens learned by prototype-based agents.

Our hypotheses were informed by prototype-based communication design, which we expected to cluster tokens with similar meanings, thereby providing robustness in noisy environments and benefiting human understanding of the communication space. We expected this improved semantic understanding of the communication space to bolster zero-shot understanding of novel communication.

5 Agent Self-Play Experiments

We first evaluated our technique in particle-world environments, inspired by the environments introduced by Lowe et al. [27] and Mordatch and Abbeel [31]. Agents were trained and tested in fixed teams; thus, these experiments were used to measure robustness to noise and assess characteristics of learned tokens. Depictions of our environments are shown in Figure 1. Full details of the environments are included in Appendix B.

In the first environment, triangle, speaker and listener agents were spawned at the origin, and three landmarks were located at the points of an equilateral triangle. In each episode, a landmark was designated as the target, and noise was drawn from a \( c = 9 \) dimensional zero-mean Gaussian with \( \Sigma = 0.9I_c \). Only the speaker observed the position of the target; thus, to maximize the reward
Figure 1: The particle environments used for agent-only testing. In the triangle and 9 Points environments, the landmarks (colored circles) were in fixed locations; a target was chosen among the possible landmarks. In the uniform environment, the landmarks were in locations chosen uniformly at random within the game.

Table 1: Median (standard error) self-play reward over 5 runs. Enabling learnable tokens endowed our agents with greater robustness to environmental noise.

| Env.  | Dist. | σ  | c  | Rewards   |
|-------|-------|----|----|-----------|
| Tri.  | Unif. | 0.9| 9  | -124 (12) |
|       | Skew. | 0.9| 9  | -100 (4)  |
|       |       |    |    | -201 (10) |
|       |       |    |    | -136 (9)  |
| 9-P.  | Unif. | 0.0| 3  | -60 (7)   |
|       | Unif. | 0.0| 9  | -65 (2)   |
|       | Unif. | 0.5| 9  | -100 (10) |
|       |       |    |    | -132 (2)  |

Figure 2: The learned prototypes (left) reflect structure in the 9 points environment (right), with similar prototypes encoding similar locations. Prototypes taken from a $c = 3$, $z = 9$, $σ = 0.3$ experiment conducted for visualization.

(negative distance from the listener to the target), the speaker must communicate to the listener, via a 9D vector, and the listener must move to the target.

We investigated the effect of different priors over tokens by changing the distribution over which landmark was chosen as the target: in one setting, targets were drawn uniformly, but in the other, targets were drawn from a skewed categorical distribution of $[0.49, 0.49, 0.02]$. Three learnable prototypes were defined for our technique ($z = 3$). Note that this meant that our prototype technique had fewer tokens than the 9 for one-hot: we selected $c = 9$ to study scenarios in which $z < c$.

In our second environment, 9 points, speaker and listener agents were spawned at the origin, with the speaker observing the location of the target and the listener observing its own state. Reward was similarly defined as the negative distance squared from the listener to the target. 9 landmarks were spawned in fixed locations, depicted in Figure 1b. This arrangement of landmarks produced a non-identity reward matrix: the listener confusing two nearby landmarks was less costly than confusing two landmarks that were further apart. We used the 9 points environment in 3 settings: two settings with $σ = 0$ and $c = 3$ or $c = 9$, and one noisy setting with $σ = 0.5$ and $c = 9$. In 9 points, our technique used 9 prototypes. These settings allowed us to study cases when $z ≥ c$. Results from the first two environments, assessing robustness to noise, are shown in Table 1.

The triangle environment results reveal two benefits of our technique over one-hot: robustness to noise when $z < c$ and the ability to exploit a non-uniform prior. First, when there were fewer tokens than communication dimensions, agents used the additional dimensions for robust communication, as shown in the top row of Table 1. The three prototypes spread into distant corners of the 9-dimensional unit hypercube, creating a larger distance between tokens than one-hot encodings. Next, the second row shows that our technique was able to benefit from the non-uniform prior over landmarks by yielding greater robustness for tokens denoting the more likely landmarks. The one-hot technique, in contrast, learned to always go to the location between the two most likely landmarks.

The 9 points environment enabled us to study two other attributes of learned communication tokens: the benefits of greater expressivity in a channel-limited domain ($z > c$) and clustering behavior due
to a non-identity reward matrix when $z = c$. First, we confirmed in the third row of Table 1 that, in an environment with $c = 3$ but 9 landmarks, one-hot lacked the expressivity to uniquely denote each target; our technique decoupled the number of tokens and the communication dimension, allowing 9 discrete tokens in a 3D communication channel. The baseline of $z = c = 9$, in the fourth row, confirmed that the 9 prototypes in 3D achieved the same reward as 9 prototypes in 9D or 9 one-hot tokens. Lastly, in the fifth row, we observed that increasing environment noise led to a graceful degradation of performance for prototype-based agents, but worse failures for one-hot. Inspection of the learned prototypes reveals why: tokens denoting landmarks in the same cluster of 3 landmarks converged into clusters in the communication space, allowing the clusters to separate from each other, as shown in Figure 2. Thus, intra-cluster errors became more likely, but inter-cluster error likelihood decreased. In fact, the mean reward of -100 achieved in the noisy environment is similar to the reward of -96 achieved by the 3D one-hot communication method: both of these techniques devolved to the behavior of treating clusters as single points.

In our final environment, uniform, a seeker and observer agent were spawned at random locations in the world; two landmarks (target and distractor) were also spawned at locations drawn from a uniform distribution over the world bounds. The observer agent observed the location of both landmarks; the seeker agent observed its own position and the id of the target (i.e., the first or second landmark). Each agent communicated to the other at each timestep. To achieve high reward, designated as the negative distance from the seeker to the target, both agents had to communicate: the seeker telling the observer which landmark was the target, and the observer responding with the location of the target. This environment, unlike the prior two, allowed us to assess how agents used a discrete vocabulary to communicate about continuous data. Prototype and cont agents communicated with $c = 3$; one-hot used $c = 5$, as prototype agents used $z = 5$.

In the uniform environment, we found that our method discretized continuous data in a reasonable way and that the emergent tokens enabled some measure of interpolation between representations. First, our method and one-hot performed similarly to each other and worse than cont (Table 2). Given that the observer agent had to communicate about continuous values (the target’s location) with a finite, discrete vocabulary, this is unsurprising. Plotting trajectories of a seeker agent over 200 episodes, the discrete pattern of locations emerges (Figure 3).

Lastly, we tested prototype-based agents with interpolations of learned tokens by overriding the observer agent’s communication with pairwise interpolations of all tokens at 10% intervals. An example of the resulting behavior is plotted in Figure 4 (We note that interpolation for continuous agents was impossible because of the lack of discrete tokens, and one-hot precludes communication other than one-hot vectors.) Interestingly, we found that prototype-based seeker agents often responded to the interpolation of tokens with interpolation of behavior: for example, when observing the mean of two tokens, $\alpha$ and $\beta$, the seeker agent went to the mean of the locations it would have gone to when observing just $\alpha$ or just $\beta$. These initial findings motivated work in the next section on zero-shot understanding of natural language.

Together, these three experiments provided support for our first hypothesis, $H1$. Our technique enabled agents to learn tokens that provided greater robustness to noise in the triangle and 9 points environments by separating and clustering tokens, confirmed visually in Figure 2.
Table 3: CIFAR10 zero-shot reference game mean reward (std. error). Prototype-based models were the only discrete communication method that enabled better-than-random zero-shot understanding.

| Method        | Label In (std) | Label Out (std) | Self In (std) | Self Out (std) | AMT In (std) | AMT Out (std) |
|---------------|---------------|-----------------|---------------|---------------|-------------|--------------|
| Cont (BERT)   | 91% (0.7)     | 55% (1.0)       | 91% (0.7)     | 68% (1.0)     | 73% (0.4)   | 53% (0.6)    |
| Proto (BERT)  | 93% (0.7)     | 58% (1.0)       | 93% (0.7)     | 66% (0.9)     | 70% (0.4)   | 56% (0.6)    |
| Proto (Hand)  | 75% (1.1)     | 62% (1.2)       | 80% (0.6)     | 58% (1.0)     |             |              |
| One-hot       | 96% (0.2)     | 50% (0.8)       | 96% (0.2)     | 69% (1.0)     |             |              |

6 Human-Agent Experiments

Lastly, we tested how well our technique supported aspects of human-agent interaction in zero-shot settings. Results from the prior section already indicated that prototype-based agents learned a sort of semantic communication space: in 9-points, for example, similar target locations were encoded via similar prototypes, and in uniform, the seeker agent responded to interpolations of prototypes with interpolations of behavior. In order to enable human-agent interaction in experiments in this section, we aligned parts of human and emergent communication. We found that this alignment, in conjunction with semantically-meaningful communication spaces, supported two forms of zero-shot understanding. First, agents were able to understand novel human communication at test time (H2). Second, humans could understand emergent communication embeddings that agents learned (H3).

We conducted these experiments via a reference game, a standard type of environment for emergent communication [12, 5]. In our environment, a speaker observed an image, drawn from the CIFAR10 dataset, and emitted a communication vector. A listener agent observed the original image and a “distractor” image that belonged to a different class, as well as the communication emitted by the speaker. The listener predicted in the second, final timestep which of the two images was the “target” observed by the speaker. Reward was defined via a matrix, $R_{10 \times 10}$, where $R[i, j]$ set the shared reward if the target image belonged to class $i$ and the listener agent predicted an image of class $j$. We penalized some errors more than others according to high-level groupings of classes: correct predictions got reward 1, confusion within the set of 6 animal classes or 4 vehicle classes got 0.75, and predictions that belonged to the wrong group got 0. We transformed this basic reference game into two zero-shot experiments.

6.1 Zero-Shot Agent Understanding

In our first zero-shot experiment, we assessed agents’ ability to understand novel communication by withholding two image classes (one animal and one vehicle) from training. We trained 5 teams from scratch for each of the 24 possible animal-vehicle excluded combinations, resulting in 120 teams. All agents were trained in environments with $\sigma = 0.05$; cont and prototype agents used $c = 3$, prototype agents used $z = 10$, and one-hot used $c = 10$.

To align human and agent communication, we augmented self-play training with 100 supervised examples of image-communication pairs. These data were interleaved with self-play in training agents, biasing them to match the desired policy, as done in prior social convention literature [24, 37, 26]. For cont and prototype agents, we used a BERT-like model to create communication by embedding the class label names [33]; one-hot used the classification label. An additional set of prototype agents was trained with hand-designed word embeddings that clustered vehicle and animal embeddings. See Appendix E for details on embeddings and image feature extraction. For the prototype agents, we used the lexicon-setting approach from Section 3.4 to set $T$ equal to the label embeddings.

During evaluation, we measured listener prediction accuracy over 500 trials when using different types of communication or images. In “in-distribution” experiments, we evaluated models using the 8 image classes seen during training; in “out-of-distribution” experiments, we used only the 2 image classes never seen in training. Furthermore, we tested three types of communication vectors: those produced by the trained speaker agent (Self), by embedding the class label (Label), or by using embeddings of captions generated by human annotators on Amazon Mechanical Turk (AMT). Details of the user study for generating AMT descriptions are included in Appendix E; in essence, participants were asked to provide descriptions of images, replicating the role of the speaker agent.
Results, shown in Table 3, supported hypothesis H2: prototype listener agents supported two types of zero-shot communication. AMT In experiments reflected one type of zero-shot understanding by forcing listeners to interpret novel communication at test time. Despite training with a small, finite vocabulary, prototype listeners performed almost on par with cont agents. Conversely, one-hot encoding precludes embedding novel communication. AMT Out and Label Out results reflected a second type of zero-shot understanding: listeners simultaneously observed novel images and novel communication. In these settings, our method outperformed cont and the random performance of one-hot. By testing prototype agents trained using BERT or hand-generated embeddings, we found that different embedding methods played an important role in agent performance. Lastly, in ablation studies, we confirmed that both the reward matrix and environment noise contributed to agents’ zero-shot understanding (Appendix D).

6.2 Zero-Shot Human Understanding of Tokens

In our final experiment, we studied whether humans could understand agent communication in zero-shot settings, is essence treating humans as listeners in the reference game. We trained prototype agents in the standard reference game, communicating in 2 dimensions with all 10 classes and no explicit guidance on the tokens. See Appendix for full training details. In evaluation, we showed participants 8 of the 10 learned tokens, annotated with English class labels. Finally, we plotted one of the held-out tokens with no label and showed participants two images, one for each of the two held out classes, and asked participants to select the image they thought the new communication most likely referred to. We recorded participants’ selection accuracies among animal-vehicle image pairs for 5 prototype-based models trained from scratch, and a 2D PCA visualization of BERT-based embeddings of labels.

Averaged across the 5 prototype models, with an average of 300 responses per model, participants selected the correct image 70% of the time (standard error of 5%). This compares favorably to the 66% achieved using embeddings derived from the BERT-based model ($\chi^2(1, N = 2093) = 3.21, p = .073$). While prior art has studied how humans interpret labeled agent tokens in new contexts (e.g., interpreting a one-hot token for “dolphin” as referring to a photo of water in Lazaridou et al. [20]), we believe this is the first demonstration of human participants understanding novel tokens. Ultimately, these results provided support for our final hypothesis, H3.

7 Contributions

In this work, we proposed a technique to address a current gap in existing discrete emergent communication literature. Prior work in this domain relies upon one-hot tokens for communication, but insights from NLP, as well as decision-theoretic analysis, demonstrate why such an encoding scheme is inadequate in many settings. Using a technique we developed to enable learnable, discrete tokens, we demonstrated benefits in self-play, including increased robustness to environment noise. In human-subject experiments, we showed improvements over the random performance of prior art in zero-shot understanding of human communication. Lastly, we demonstrated that prototype agents learned emergent communication tokens that were human-interpretable and semantically meaningful. Overall our experiments provided support that our prototype-based communication method produced semantically meaningful communication spaces in noisy environments with non-identity reward matrices, which in turn enabled zero-shot understanding of communication.

Our work provides a first step towards connecting theories of emergent communication and word embeddings. While we have taken a step in this direction through our proposed technique, future work leveraging insights from discrete representation learning could likely further improve upon our results. In addition, many of the techniques used to examine word embeddings could be used to analyze emergent communication tokens. Specifically, we note that prior literature has found reinforced biases in word embeddings; similar care of encoding desirable properties in emergent tokens must be taken. Lastly, further experiments examining environmental factors that contribute to zero-shot understanding of discrete communication could yield important insight into effective agent training and language evolution.
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A Appendix: Optimality of One-Hot Encodings

We present a brief proof about the local optimality of one-hot encodings in the decision-theoretic framework presented in Section 3.2. We seek to prove that, under assumptions of an identity reward matrix, tokens constrained to a unit hypercube, and gaussian additive noise, one-hot tokens are an optimally robust communication strategy. We only seek to prove local optimality, as one can trivially generate multiple, equally optimal tokens by, for example, flipping all bits.

The following derivation uses Karush–Kuhn–Tucker (KKT) conditions, a generalization of Lagrange multipliers [17].

**Theorem A.1** (Optimality of One-Hot Encodings). A matrix $T_{c \times c}$, constrained to the unit hypercube, locally maximizes $\sum_{i \in [1, c]} \sum_{j \in [1, c]; j \neq i} (T[i] - T[j])^\top (T[i] - T[j])$ using one-hot encodings.

**Proof.** We maximize the function, subject to constraints. We denote the $i^{th}$ row of matrix $T$ as $T_i$, and the $j^{th}$ element of the $i^{th}$ row as $T_{ij}$.

$$T^* = \arg \max_T \sum_{i \in [1, c]} \sum_{j \in [1, c]; j \neq i} (T_i - T_j)^\top (T_i - T_j) \quad s.t. \quad 0 \leq T_{ij} \leq 1 \forall i, j \in [1, c]$$

We define KKT terms, using $\mu_i$ and $\lambda_i$ for constraints. $\mu_{ij}, \lambda_{ij} \geq 0 \forall i, j \in [1, c]$

$$\mathcal{L} = \sum_{i \in [1, c]} \sum_{j \in [1, c]; j \neq i} [(T_i - T_j)^\top (T_i - T_j)] - \sum_{i \in [1, c]} \left[\mu_i (T_i - 1) - \lambda_i T_i \right]$$

$$\frac{\partial \mathcal{L}}{\partial \mu_i} = -T_i + \bar{1} = 0$$

$$T_{ij} = 1 \quad \text{if} \quad \mu_{ij} \neq 0$$

$$\frac{\partial \mathcal{L}}{\partial \lambda_i} = T_i = 0$$

$$T_{ij} = 0 \quad \text{if} \quad \lambda_{ij} \neq 0$$

$$\frac{\partial \mathcal{L}}{\partial T_i} = \sum_{j \in [1, c]; j \neq i} \left[ \frac{\partial |T_i|^2}{\partial T_i} - \frac{\partial T_j^\top T_i}{\partial T_i} - \frac{\partial T_i^\top T_j}{\partial T_i} + \frac{\partial |T_j|^2}{\partial T_i} \right] - \mu_i + \lambda_i = 0$$

We seek to show that one-hot vectors are an optimum, so we now show that one-hot vectors indeed respect the constraints and set the derivatives to zero. By assuming one-hot vectors, we know that
\[ T_i^\top T_j = 0 \forall i \neq j. \]

\[
\frac{\partial \mathcal{L}}{\partial T_i} = \sum_{j \in [1,c] : j \neq i} \left[ \frac{\partial |T_i|^2}{\partial T_i} \right] - \bar{\mu}_i + \bar{\lambda}_i = \vec{0} \tag{15}
\]

\[
\sum_{j \in [1,c] : j \neq i} [2T_i] - \bar{\mu}_i + \bar{\lambda}_i = \vec{0} \tag{16}
\]

\[ 2(c-1)T_i - \bar{\mu}_i + \bar{\lambda}_i = \vec{0} \tag{17} \]

\[ 2(c-1)T_i - \bar{\mu}_i + \bar{\lambda}_i = \vec{0} \tag{18} \]

We now consider each element of \( T_{ij} \), again assuming that \( T_i \) is a one-hot vector.

If \( T_{ij} = 0 \)

\[
\rightarrow 2(c-1)T_{ij} = 0 \tag{19} \]

\[
\rightarrow \mu_{ij} = 0 \tag{20} \] Because \( T_{ij} = 0 \)

\[
\rightarrow \lambda_{ij} = 0 \tag{21} \] Because the constraint is not active

If \( T_{ij} = 1 \)

\[
\rightarrow \lambda_{ij} = 0 \tag{22} \] Can set \( \lambda_{ij} \) to satisfy equation

\[
\rightarrow 2(c-1)T_{ij} - \mu_{ij} = 0 \tag{23} \]

\[
\rightarrow 2(c-1)T_{ij} - \mu_{ij} = 0 \tag{24} \] Solve with \( \mu_{ij} = 2(c-1) \) to satisfy equation

Thus, we have shown that one-hot vectors in the unit hypercube are a solution to the constrained optimization problem, indicating that it is a local optimum.

\[ \square \]

One may also prove that one-hot encodings may not be optimal when the assumptions of an identity reward matrix or a uniform prior over tokens are relaxed. These proofs follow from counter-examples: we seek merely to show that there exist other tokens that achieve a higher expected reward. We provide two such examples below for the \( z = c = 3 \) case, calculating the expected reward for one-hot tokens and alternative tokens we propose, which we show achieve higher mean reward.

### A.1 Uniform prior; non identity reward

\[
R = \begin{pmatrix} 1 & 1 & 0 \\ 1 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \tag{26}
\]

\[
T_{1\text{hot}} = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \tag{27}
\]

\[
T_{alt} = \begin{pmatrix} 1 & 1 & 0 \\ 1 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \tag{28}
\]

In this case, there is a reward of 1 even if tokens 0 and 1 are confused. Making those two tokens identical (in \( T_{alt} \)) therefore incurs no penalty and instead decreases the likelihood of confusion with token 2, thus increasing expected reward compared to using \( T_{1\text{hot}} \). Running 100,000 simulations of this scenario, with \( \sigma = 0.5 \), shows that one-hot tokens achieve a mean reward of 0.91, whereas \( T_{alt} \) achieves a reward of 0.96.
### A.2 Non-uniform prior; identity reward

\[ P = (0.499 \ 0.499 \ 0.002) \quad (29) \]

\[ T_{\text{1hot}} = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \quad (30) \]

\[ T_{\text{alt}} = \begin{pmatrix} 0 & 0 & 0 \\ 1 & 1 & 1 \\ 0.5 & 0.5 & 0.5 \end{pmatrix} \quad (31) \]

\[ (32) \]

Although \( R = I \), because tokens 0 and 1 are far more likely than token 2, setting tokens \( T \) to maximally distinguish between the first two tokens becomes more important than forcing token 2 to be far from other tokens. Simulations with \( \sigma = 0.5 \) show that one-hot achieves reward of 0.92 but \( T_{\text{alt}} \) achieves 0.96.

Together, these two examples prove that when \( R \neq I \) or there is a non-uniform prior over tokens, one-hot encodings may not be optimal.

### B Appendix: Particle Environment Details

The **triangle** environment spawned the speaker and listener agents at the origin. Landmarks were distributed at distance 200 from the origin, every \( \frac{\pi}{3} \) radians, starting at 0. The listener particle had a mass of 0.1; its force actions were bounded via a \( \tanh \) operation; force was integrated to change velocity and position via a double-integrator physics engine with a damping coefficient of 0.9. In order to preserve the Markov property of planning, the listener agent observed its own 2D position and 2D velocity. Episodes lasted 50 timesteps.

The **9-points** environment used the same physics engine as triangle and episodes also lasted 50 timesteps. Landmarks were located at distance 200 from the origin, with landmark \( i \) at angle \( \pi \cdot \frac{1}{3} + 0.3 \cdot \frac{i}{3} \) radians. We found that 0.3 was large enough to encourage unique tokens for each landmark, but small enough that clusters were still apparent.

The **uniform** environment used the same physics engine, with both agents’ masses as 0.1, but episodes lasted 100 timesteps. We found that additional time enabled more convergent behaviors: that is, agents had to learn to reach a location and stop for maximal reward, as opposed to traveling at full speed in a fixed direction. Landmarks and agents were spawned at locations drawn uniformly at random from the square described by \((-200, -200)\) to \((200, 200)\).

### C Appendix: Training Details and Hyperparameters

This section specifies the training hyperparameters used in all experiments. When conducting multiple trials for a given environment, each trial was conducted by setting the random seed equal to the zero-indexed trial number.

All agents were trained using an implementation of MADDPG [27], using an existing MIT-licensed PyTorch implementation of the algorithm as an initial development point [13]. When experimenting with environmental noise, all agents were trained using identical noise models and evaluated with zero noise. We used an Adam optimizer with default parameters except for the learning rate, which we set to 0.01. Unless otherwise noted, we set \( \tau = 0.01 \) – the degree of soft updating of the target networks used in MADDPG.

All agents used a three-layer MLP with ReLU activations and hidden dimension 64 as the base of their policy, with communication or action heads transforming the base output to the desirable form via two layers. Continuous outputs were bounded by a \( \tanh \) activation. Tokens used by prototype agents were bounded to the unit hypercube for fair comparisons with one-hot tokens by passing tokens through a sigmoid activation. In agent-only experiments, we used temperature 0.1; in human-agent experiments, we used temperature 1.0.
All training times were calculated on a desktop computer with an NVIDIA GeForce RTX-2080 graphics card and 16 Intel-i9 CPUs. We reported training times for a single team - total training time for a suite of experiments is calculated by multiplying the numbers of methods, random seeds, and environment settings. In total, all experiments and evaluation took approximately 48 hours.

C.1 Agent-Only

C.1.1 Triangle

Episodes lasted 50 timesteps; training was conducted over 10,000 episodes. Models were updated every 2 episodes, using a batch size of 1,024, sampled from the replay buffer.

Training took approximately 5 minutes.

C.1.2 9 Points

Episodes lasted 50 timesteps; training was conducted over 5,000 episodes in all scenarios. Models were updated every 2 episodes, using a batch size of 1,024, sampled from the replay buffer.

In the case of \( c = 3 \), wherein the one-hot agents could only use 3 tokens to communicate about 9 possible targets, we observed some unstable training behavior: agents failed to consistently reach and then stay at the high mean rewards sometimes observed during training. Experiments with different learning rates and values of \( \tau \) over three orders of magnitude failed to resolve this issue. Because this undesirable behavior only arose in this specific scenario of under-parametrized communication, we were not concerned by the bad performance. In order to calculate fair baseline values for one-hot communication, we used the best-performing model from each training run, with models saved every 1000 episodes.

Training took approximately 5 minutes.

C.1.3 Uniform

Episodes lasted 100 timesteps; training was conducted over 5,000 episodes. Models were updated every episode; using a batch size of 1,024 sampled from the replay buffer of length 100,000.

In experiments using continuous or prototype-based communication, we used \( c = 3 \) and \( \sigma = 0 \); for one-hot communication, we used \( c = 5 \) to allow for 5 tokens. Initial experiments with other values of \( \sigma \) at 0.01 or 0.05 showed no large differences in behavior.

Training took approximately 10 minutes.

The interpolation results in Figure 4 were generated by calculating the mean end location of the seeker agent at 10% interpolation intervals for each pair of prototypes. Mean locations were calculated over 20 trials for each interpolation level and pair of tokens.

C.2 Human-Agent Experiments

In all human-agent experiments, agents were trained in the 2-timestep reference game. In training, models were updated every 50 episodes, using batch size 1,024 from the replay buffer of length 10,000. We used a learning rate of 0.01, and a \( \tau = 0.0001 \).

Rather than feed agents the direct pixels from images, we pre-trained a CIFAR10 image classifier, based on the SimpleDLA architecture [39]. Trained over 200 epochs with an SGD optimizer with learning rate 0.1, momentum 0.9, and weight decay of \( 5e - 4 \), using random cropping and horizontal flipping of images in training, it achieved 95% accuracy. We used the penultimate layer of the network as a feature extractor; the many-dimensional features were reduced to 10D via principle component analysis (PCA) conducted on the entire training set. Although applying the PCA transform potentially discarded important information for classification, in practice we found that it was sufficient to enable high task performance.

C.2.1 Zero-Shot Agent Understanding

Training was conducted over 20,000 episodes. The speaker agent used fixed tokens, as explained in Section 3.4. The speaker agent was pretrained for 5,000 epochs on the 100 elements of the supervised
Table 4: CIFAR10 zero-shot results when training agents with 1000 supervised communication vectors. Results were similar to using 100 supervised examples.

| Method      | Label In | Label Out | Self In | Self Out | AMT In | AMT Out |
|-------------|----------|-----------|---------|----------|--------|---------|
| Cont (BERT) | 92% (0.7)| 55% (0.9) | 93% (0.7)| 67% (1.0)| 72% (0.3)| 52% (0.6)|
| Proto (BERT)| 94% (0.5)| 57% (1.0) | 92% (0.8)| 67% (1.0)| 75% (0.3)| 57% (0.5)|
| Disc        | 98% (0.2)| 50% (0.4) | 96% (0.4)| 68% (0.9)|        |         |

dataset, with early stopping with patience 50. A subsequent experiment with 1,000 supervised datapoints (Appendix D) showed no significant change in performance. For the continuous and prototype-based methods, we used $c = 3$; for one-hot, we used $c = 10$. Communication was corrupted with zero-mean Gaussian noise with $\sigma = 0.05$.

Agents using all methods appeared to achieve nearly perfect reference accuracy in training with these parameters, indicating that they had achieved a policy optimum that other hyperparameters would not be able to outperform. Training took approximately 90 seconds.

When using embeddings of AMT-generated communication, we randomly selected any caption from the set of captions generated for images of the true class of the image. This likely underestimated the rich discriminative power of the AMT descriptions. However, given that the AMT captions were generated for images in the CIFAR10 training set, and we evaluated agents with images from the test set, there did not exist an exact match of images and captions.

C.2.2 Zero-Shot Human Understanding of Tokens

Training was conducted over 50,000 episodes. The speaker agent did not use fixed tokens or grounding data, as we wished to study if emergent communication tokens were human-interpretable. The environment matched that of the previous reference game, but with $\sigma = 0.2$.

Without supervised data, learning successful communication protocols in such settings is challenging [8]. We overcame this difficulty by creating supervised data for the penultimate, softmax layer in prototype speaker agents. That is, we added a crossentropy loss term to agent training to encourage prototype agents to produce a class-specific one-hot vector for images. As this one-hot vector was then multiplied by the token matrix, $T$, which was not subject to supervised data losses, the form of communication remained unguided.

The “communication-space” diagrams, an example of which is shown in Figure 8, displayed 8 2D communication tokens with class labels. Class labels were generated by finding the most common token that the speaker emitted for each image class over 1,000 evaluation runs. The two excluded classes always consisted of one animal and one vehicle; one of those was then used to create the “zero-shot” token that participants had to interpret. Participants were then shown two images, one of each held-out class, and were marked as correct if they selected the image that generated the token. We recorded measured mean participant accuracy. Full details of the user study are included in Appendix F.

Training took approximately 4 minutes.

D Appendix: Reference Game Results

In addition to the main results on zero-shot understanding in the reference game results, we conducted additional experiments to assess the importance of different hyperparameters used in training our agents.

First, in Table 4, we repeated the zero-shot experiments, this time training agents with 1000, instead of 100, examples of input images and corresponding tokens. These additional supervised data had a minimal effect on task performance, indicating general similarity of behavior over a large range of supervised dataset sizes.

Second, we conducted ablation studies to assess the importance of the reward matrix and noise in the reference game environment. Results from these studies are included in Table 5. We found that both components were useful in training agents with the best zero-shot understanding of human-generated
Table 5: Ablation study for prototype-based communication in the CIFAR10 reference game, using 100 supervised examples. Using both noise and reward enabled the best zero-shot understanding of communication generated from natural language.

| Noise | R ≠ I | Label In | Label Out | Self In | Self Out | AMT In | AMT Out |
|-------|-------|----------|-----------|---------|----------|--------|---------|
| Yes   | Yes   | 93% (0.7)| 58% (1.0) | 93% (0.7)| 66% (0.9)| 70% (0.4)| 56% (0.6)|
| Yes   | No    | 96% (0.4)| 53% (1.0) | 96% (0.4)| 68% (1.0)| 76% (0.2)| 54% (0.7)|
| No    | Yes   | 91% (0.7)| 55% (1.0) | 91% (0.7)| 65% (1.0)| 71% (0.4)| 54% (0.5)|
| No    | No    | 96% (0.4)| 53% (0.8) | 96% (0.4)| 67% (1.0)| 74% (0.3)| 53% (0.5)|

Table 6: CIFAR10 zero-shot reference game mean reward (standard error) using different NLP inputs for agents trained with 100 supervised examples. Using vehicle/animal labels (“binary” rows) worsened in-distribution performance but had no or a small positive effect on zero-shot performance.

| Method         | Label In | Label Out |
|----------------|----------|-----------|
| Cont (BERT)    | 91% (0.7)| 55% (1.0) |
| Cont (BERT) - binary | 59% (0.2) | 56% (1.0) |
| Proto (BERT)   | 93% (0.7)| 58% (1.0) |
| Proto (BERT) - binary | 61% (0.3) | 60% (1.0) |
| Proto (Hand)   | 75% (1.1)| 62% (1.2) |
| One-hot        | 96% (0.2)| 50% (0.8) |

labels (as shown in the Label Out and AMT Out columns). The results align well with our theory of what enables zero-shot understanding: noise is necessary to induce agents to learn a space of communication instead of just tokens, and a non-identity reward matrix is needed to induce semantic relationships between tokens.

Lastly, we assessed how the agents responded to different natural language inputs at test time. Using the models presented in the main paper, we evaluated their behavior when using embeddings of “animal” or “vehicle” instead of embeddings of the class names.

Results of these experiments are presented in Table 6. Unsurprisingly, in-distribution performance worsened for both cont and prototype models. Not only were embeddings for “vehicle” and “animal” outside the training distribution, but also such labels were poor choices for distinguishing between two animals, for example. However, we observed a small positive effect when using the new labels in out-of-distribution evaluation. This reinforces the conclusion that the cont and prototype models learned a communication space that reflected similarities among animals and among vehicles.

E Appendix: NLP Embeddings

We used a pre-trained BERT-based English sentence embedder developed by huggingface to convert natural language to embeddings [33]. By default, the embedding dimension is 768; we wished, however, to used a small communication dimension in order to force semantic relationships between the 10 classes. We therefore extracted the raw embeddings for 68 sentences (combinations of class names and stems (e.g., [“Pick the “, “The ”] × [“cat”, “dog”, “ship”]) and performed 3D PCA. Note that PCA was not informed by the classification task, so embeddings for different classes could have been projected into similar spaces. In many ways, this mimics the dimensionality reduction employed for image feature extraction (explained in Appendix C).

In practice, as demonstrated by Figure 5, even 2D PCA embeddings of the natural language phrases remained informative of class; suggesting that 3D PCA was at least as informative. Furthermore, high-level patterns, such embeddings for words for vehicles clustering together (“plane,” “car,” “ship,” and “truck” on the right of the diagram), also emerged.

Having fit a PCA transform to the data, we saved the transformation function but discarded the 68 sentences that were used in creating the transform. Instead, when a natural language command was embedded, we started with the natural language, embedded it using our BERT model, and then projected into 3D using the fixed PCA.
Figure 5: 2D PCA of embeddings used to create the low-dimensional language embedder. Even in 2D and without task-specific guidance, language describing the same objects tended to cluster.

Table 7: 3D vectors used as hand-crafted word embeddings. These embeddings reflect the desired structure of creating clusters by animals and vehicles.

| Label | x    | y    | z    |
|-------|------|------|------|
| plane | 0.25 | 0.9  | 0.35 |
| car   | 0.25 | 0.9  | 0.45 |
| truck | 0.25 | 0.9  | 0.55 |
| ship  | 0.25 | 0.9  | 0.65 |
| bird  | 0.75 | 0.05 | 0.2  |
| frog  | 0.75 | 0.25 | 0.2  |
| cat   | 0.75 | 0.05 | 0.3  |
| dog   | 0.75 | 0.25 | 0.3  |
| deer  | 0.75 | 0.05 | 0.4  |
| horse | 0.75 | 0.25 | 0.4  |
Lastly, in addition to the BERT-based embeddings, we also generated hand-crafted embeddings, specifically designed to encourage agents to learn similarities among animals and among vehicles. The embedding values are shown in Table 7. These embeddings were certainly not optimal for the reference game, because the proximity of tokens for different classes led to a high rate of confusion due to environment noise. However, by clustering tokens to separate vehicles and animals, this pattern did enable better zero-shot performance than our BERT-based models.

F Appendix: User Study Details

We recruited participants for online studies, conducted on Amazon Mechanical Turk (AMT), to generate descriptions of images or to interpret emergent communication, as explained in Section 6. This experiment was approved by the university Institutional Review Board (IRB).

In the first data-gathering experiments, we asked participants to generate three labels for images taken from the CIFAR10 dataset. The instruction and user interface of this experiment is shown in Fig. 7. We randomly selected 50 images from each of 10 classes and assigned those 500 samples to workers on AMT. In total, 51 unique workers completed the task, resulting in 1257 valid annotations (some images are not distinguishable due to low resolution). Participants were paid $0.05 for each task; the average completion time was 42 seconds, equivalent to a $4.28 hourly wage.
Table 8: Performance table of human communication interpretation experiment.

| Group | Samples | Unique workers | Accuracy  |
|-------|---------|----------------|-----------|
| BERT  | 597     | 55             | 65.83%    |
| Proto-1 | 294   | 36             | 49.32%    |
| Proto-2 | 301   | 47             | 76.08%    |
| Proto-3 | 296   | 39             | 70.27%    |
| Proto-4 | 300   | 38             | 79.00%    |
| Proto-5 | 305   | 38             | 74.10%    |

By asking for 3 labels for each image, we hoped to elicit a diverse dataset beyond merely class labels. As shown in the word cloud visualization in Figure 6, annotations generated by MTurkers include both synonyms of class labels (e.g., dog, puppy, canine) and features of specific images (e.g., furry, small, white). In addition, we note that, due to the low resolution of images in the dataset, some participants incorrectly classified images: e.g., labeling a horse as an ostrich.

In the communication interpretation experiment, participants were asked to distinguish the target image from a distractor based on the zero-shot communication sent by agents. In other words, human participants were playing the role of listener in a reference game, teaming up with trained agents. MTurkers were divided into several between-subject groups in which participants received communications from either our prototype-based models or BERT-based embeddings. We tested 5 different trained models using our method and 1 BERT-based embedding on 80 examples of each of 4 animal-vehicle image pairs. After removing tasks that were completed in extremely short or long time (out of 3 standard deviations), we were left with 2093 valid samples from 253 unique workers. Participants were paid $0.03 for each task; the average completion time was 58.9 seconds, equivalent to a $1.84 hourly wage.

The instruction and user interface of this experiment is shown in Fig. 8. Communications were presented in a 2D plane with 8 labeled nodes and one unlabeled communication node. (Labels were generated by evaluating agents in self-play and selecting the most likely token for each class.) Participants were asked to select one out of two images that the communication node most likely referred to. Both images are from the held-out classes, meaning there were no labeled nodes for the image classes, in order to test zero-shot understanding in human-agent teams. As shown in Table 8, 4 out of the 5 trained models using our prototype-based method outperformed the BERT-based embeddings. The difference between two methods is marginally significant ($\chi^2(1, N = 2093) = 3.21, p = .073$). Further inspection of Proto-1, the first trained model that exhibits random-chance performance, revealed that the model failed to converge to high reward in training, and that the tokens for vehicles and animals failed to separate. Training instability is a chronic problem in MARL, so we consider this failure as a symptom of general difficulties with reinforcement learning rather than our technique specifically. Nevertheless, in four of our five trials, models did converge to high performance, and if one discards results from Proto-1 as outliers, we significantly outperformed BERT embeddings ($\chi^2(1, N = 1799) = 16.15, p < .0001$).
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Examples:

Instructions: Given the image down below, write three different descriptions that summarize its contents. You can use words, short phrases, or sentences.
If someone were to see any of these three descriptions, they should be able to distinguish this image out of other images as in the examples above.
The image might be tiny and indistinguishable. Please try your best to describe or type in 'N/A' when you are not able to do so.

Word/phrase/sentence 1

Word/phrase/sentence 2

Word/phrase/sentence 3

Submit

Figure 7: Instructions and user interface of AMT data-gathering experiment.
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Instructions:
Your task is to choose a target image out of two candidate images based on a communication map. The red node is the communication you receive. To give you context, we’ve labeled 8 blue dots with the types of images those nodes refer to. Please select which of the two images you think the red node most likely refers to.

Communication map:

![Communication map diagram]

Target image 1: [Image 1]  Target image 2: [Image 2]

Which image does the red node most likely refer to?
- [ ] Target image 1
- [ ] Target image 2
- [ ] I don’t know

Submit

Figure 8: Instructions and user interface of AMT communication interpretation experiment.