Threshold functions and Poisson convergence for systems of equations in random sets
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Abstract We study threshold functions for the existence of solutions to linear systems of equations in random sets and present a unified framework which includes arithmetic progressions, sum-free sets, \(B_h[g]\)-sets and Hilbert cubes. In particular, we show that there exists a threshold function for the property “\(A\) contains a non-trivial solution of \(M \cdot x = 0\)” where \(A\) is a random set and each of its elements is chosen independently with the same probability from the interval of integers \([1, \ldots, n]\). Our study contains a formal definition of trivial solutions for any linear system, extending a previous definition by Ruzsa when dealing with a single equation. Furthermore, we study the distribution of the number of non-trivial solutions at the threshold scale. We show that it converges to a Poisson distribution whose parameter depends on the volumes of certain convex polytopes arising from the linear system under study as well as the symmetry inherent in the structures, which we formally define and characterize.
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1 Introduction

The study of the existence or absence of a given configuration in a large combinatorial structure plays a central role in discrete mathematics and particularly in combinatorial number theory.

On one hand, the extremal aspects of this question have provided an active area of research in extremal combinatorics where many different techniques are exploited to obtain results. One major and well known example is Szemerédi’s Theorem [45] which proves the existence of arbitrarily long arithmetic progressions in sets of positive density, see also [21,23]. However, most of these results rely on smart ad hoc arguments that strongly depend on the specific structures under consideration. For some general results that have been obtained in the extremal case see Ruzsa [39,40] as well as Shapira [44].

On the other hand, the common behaviour, i.e. what to expect for most sets, has been less studied. In this scenario one is interested in obtaining results regarding the existence (or absence) of solutions to systems of linear equations in random sets. This paper aims to provide answers to this question, giving a clear picture for a wide variety of structures that have been studied in the extremal case.

The model for random sets we consider in this work is known as the binomial model \([n]_p\) and is analogous to the \(G(n, p)\) model in random graphs, which is defined with respect to the parameter \(n\) and the probability \(p\) (possibly depending on \(n\)). We consider random sets \(\mathcal{A}\) where every element \(a \in \{1, \ldots, n\} = [n]\) is chosen to be in \(\mathcal{A}\) independently with probability \(P(a \in \mathcal{A}) = p\). In this context, we say that a certain property holds “for almost every set \(\mathcal{A}\)” or that it holds “asymptotically almost surely” if the probability that a random set in \([n]_p\) does not satisfy such property tends to zero as \(n\) tends to infinity.

Let us note that in \([n]_p\) any specific set \(\mathcal{A} \subseteq [n]\) will appear with probability

\[ P(\mathcal{A}) = p^{\lvert \mathcal{A} \rvert} (1 - p)^{n - \lvert \mathcal{A} \rvert}, \]

thus all sets with the same size are equiprobable. Also, the expected size for a random set in this model is

\[ E(\lvert \mathcal{A} \rvert) = \sum_{k=1}^{n} P(a \in \mathcal{A}) = np. \]

It follows that with high probability the number of elements in a random set in the described model will be close to \(np\).

Let \(P\) be a combinatorial property and \(\mathcal{A}\) a binomial random set in \([n]\) with parameter \(p\). In this context, we say that \(t(n)\) is a threshold for the property \(P\) if

(i) \(p = o(t(n))\) implies \(\lim_{n \to \infty} P(\mathcal{A} \text{ satisfies property } P) \to 0\) (the 0-statement) and

(ii) \(p = \omega(t(n))\) implies \(\lim_{n \to \infty} P(\mathcal{A} \text{ satisfies property } P) \to 1\) (the 1-statement).

Roughly speaking: when \(p\) is “above the threshold” almost all sets satisfy property \(P\) and “below the threshold” almost no set satisfies the property. Observe that thresholds are only uniquely defined within constant factors. Therefore, we are interested in the order of magnitude of this transition phase.

Consider the homogeneous linear system of \(r\) equations in \(m\) variables (with \(r < m\))

\[
\begin{align*}
\begin{cases}
    a_{11}x_1 + \cdots + a_{1m}x_m &= 0 \\
    \vdots & \\
    a_{r1}x_1 + \cdots + a_{rm}x_m &= 0
\end{cases}
\end{align*}
\]
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which will be identified with its corresponding matrix \( M = (a_{ij}) \in \mathcal{M}_{r,m}(\mathbb{Z}) \). We will only consider matrices \( M = (a_{ij}) \in \mathcal{M}_{r,m}(\mathbb{Z}) \) satisfying three natural conditions:

1. **positivity** (the system must contain at least one solution with all positive entries),
2. **irredundancy** (for each \( i \neq j \) there exists a solution \( x = (x_1, \ldots, x_m) \) such that \( x_i \neq x_j \)),
3. **non-degeneracy** (the matrix has full rank).

From now on we call any system of equations given by a matrix satisfying these conditions **admissible**. Roughly speaking, an admissible system of equations must have positive solutions without repeated coordinates and cannot be reduced to another one with a smaller number of equations or variables.

For a given set \( A \subseteq [n] \), we say that \( A \) contains a solution to \( M \cdot x = 0 \) if there exist elements \( x_1, \ldots, x_m \in A \) such that \( x = (x_1, \ldots, x_m)^T \) is a solution to the system.

The problem we address in this paper is the following one: let \( A \subseteq [n] \) be a random set sampled from \([n]_p\). For an admissible matrix \( M \) we study how the random variable

\[
X = |A^m \cap \{x \text{ non-trivial} : M \cdot x = 0\}|
\]

behaves with respect to \( p \) and deduce the existence of a threshold function for the combinatorial property “\( A \) contains a non-trivial solution of \( M \cdot x = 0 \)”. The existence of such a function is assured by the fact that monotone properties of random sets always have threshold functions [6]. Note that a crucial point in the analysis of the solutions is the definition of trivial solutions. It might be clear what a trivial solution looks like for old functions [6].

Maximizing a parameter over all possible induced submatrices is reminiscent of similar results obtained while studying analogous problems in graph theory [19]. The intuition behind it will be explored later with some examples. Also note the similarity between this parameter and the one developed by Rödl and Ruciński, who restricted themselves to density regular matrices when looking at random sparse versions of Rado’s theorem in [35, Definition 1.1]. Under the previous assumptions and using these definitions, we obtain the following result:

**Definition 1.1** For any admissible matrix \( M \in \mathcal{M}_{r,m}(\mathbb{Z}) \) define

\[
c(M) = \max_{\emptyset \neq Q \subseteq [m]} \frac{|Q|}{|Q| - \text{rk}(M^Q)}
\]

Maximizing a parameter over all possible induced submatrices is reminiscent of similar results obtained while studying analogous problems in graph theory [19]. The intuition behind it will be explored later with some examples. Also note the similarity between this parameter and the one developed by Rödl and Ruciński, who restricted themselves to density regular matrices when looking at random sparse versions of Rado’s theorem in [35, Definition 1.1].

Under the previous assumptions and using these definitions, we obtain the following result:

**Theorem 1.2** For some \( r < m \), let \( M \in \mathcal{M}_{r,m}(\mathbb{Z}) \) define an admissible system. Then, the probability \( p = n^{-1/c(M)} \) is a threshold function for the property: “\( A \) contains a non-trivial solution of \( M \cdot x = 0 \)”.

In other words, whenever the size of \( A \) is \( o\left(n^{1-1/c(M)}\right) \) we can assure that asymptotically almost surely there are no solutions, other than trivial ones, of the linear system \( M \cdot x = 0 \).
with \( \mathbf{x} \in \mathcal{A}^m \). The main contribution in the study will come from proper solutions, i.e. those solutions with pairwise different coordinates, since roughly speaking solutions with repeated coordinates only start appearing for larger values of \( p \).

We also study the behaviour of the limiting probability at the threshold. With this purpose in mind, observe that any system of equations \( M \cdot \mathbf{x} = 0 \) together with the restrictions \( x_i \in [0, 1] \) define a non-empty, convex and rational polytope of dimension \( m - r \) which we denote by \( \mathcal{P}_M \). We show that if and only if our system is strictly balanced (see the corresponding definition in Sect. 6) and \( p = Cn^{-1/c(M)} \) for some constant \( C > 0 \), the limiting distribution converges to a Poisson distribution and hence the probability of having a solution tends to 1 with an exponential decay in \( C \). Furthermore, the parameter only depends on the volume of \( \mathcal{P}_M \) as well as the inherent symmetry of the system (see Definition 4.1). More precisely,

**Theorem 1.3** For some \( r < m \), let \( M \in \mathcal{M}_{r,m}(\mathbb{Z}) \) define an admissible system, \( p = Cn^{-1/c(M)} \) for some \( C > 0 \), \( \mu = \frac{\text{Vol}(\mathcal{P}_M)}{\sigma(M)} C^m \). Then for every non-negative integer \( t \)

\[
\lim_{n \to \infty} \mathbb{P}( \text{"A contains } t \text{ non-trivial solutions of } M \cdot \mathbf{x} = \mathbf{0} \text{"}) = \frac{\mu^t}{t!} e^{-\mu},
\]

if and only if \( M \) is strictly balanced. Here \( \mathcal{P}_M \) is the polytope associated to the system \( M \cdot \mathbf{x} = \mathbf{0} \) and \( \sigma(M) \) is a computable constant depending on \( M \).

Observe that the previous result implies that for \( p = Cn^{-1/c(M)} \) the number of solutions is approximately Poisson distributed with parameter \( \mu \), and, in particular

\[
\lim_{n \to \infty} \mathbb{P}( \text{"A contains a non-trivial solution of } M \cdot \mathbf{x} = \mathbf{0} \text{"}) = 1 - e^{-\mu}.
\]

Note also that for the statement of Theorem 1.2 it was not of importance whether one regards the solutions as subsets of \( \mathcal{A} \) or as vectors in \( \mathcal{A}^m \). However, for the behaviour at the threshold, one needs to be more careful since the constants that appear when counting solutions play a role. This is not an issue when dealing with the usual systems considered in the literature, such as \( k \text{-AP} \), Sidon and \( B_k[g] \)-sets (see below). However, since we are developing our theory for any admissible system, we have to take greater care of this issue since one can construct specific examples where neither approach aligns with one’s intuition. Our approach will therefore be somewhere in between considering solutions as vectors or as subsets. We start out considering them as vectors and then take care of a symmetry factor which depends only on \( M \) and that can be unilaterally applied to all solutions. Note that for the already mentioned common systems there is no difference between this approach and considering them as subsets. More details are given in Sect. 4, including examples that illustrate why this approach is prudent.

The computation of the constant \( \text{Vol}(\mathcal{P}_M) \) appearing in Theorem 1.3 is an algorithmically involved problem when dealing with general systems. One could compute this volume by means of triangulations of the polytope \([16]\), but the problem is in general (for dimension greater than 3) NP-complete \([8]\). We provide computations for some concrete systems in Sect. 9.

This work will include a precise analysis of interesting combinatorial families that have been studied in the literature from many different points of view and which fit into the presented scheme. Let us state some of these common configurations:

**Arithmetic progressions** A set of integers is an arithmetic progression of length \( k \) (or shortly, a \( k \text{-AP} \)) if it can be written in the form \( a, a + d, \ldots, a + (k - 1)d \) for some \( a, d \in \mathbb{Z} \) and \( d \neq 0 \).
Sidon and $B_h[g]$-sets A set of integers $\mathcal{A}$ is called a Sidon set (or $B_2[1]$-set) if every integer $k$ has at most one representation as a sum of two elements of $\mathcal{A}$, up to permutations of the summands involved. One can generalize this concept in several ways; for example a set $\mathcal{A}$ of non-negative integers is a $B_h[g]$-set if every integer has at most $g$ representations as a sum of $h$ elements of $\mathcal{A}$, modulo permutations of the summands involved.

Hilbert Cubes Another possible generalization of Sidon sets are so-called Hilbert cubes: a set $\mathcal{H}$ of integers is a Hilbert cube of dimension $k$ (or $k$-cube) if there exist positive and distinct integers $h_0, h_1, \ldots, h_k$ satisfying

$$\mathcal{H} = \left\{ h_0 + \sum_{i=1}^{k} \epsilon_i h_i : \epsilon_i \in \{0, 1\} \right\}.$$ 

Clearly a set $\mathcal{A}$ is Sidon if it does not contain any 2-cube. As it is shown by Sándor [41] almost all sets in $[n]$ with size $\omega(n^{1-(k+1)/2^k})$ contain a $k$-cube. Our results extend those in [41], proving in particular Conjecture 3.1 in the same work.

Barycentric and sum-free sets A set $\mathcal{A}$ contains a $k$-barycentric set if there exist elements $a_1, \ldots, a_k, a_{k+1} \in \mathcal{A}$ such that

$$a_1 + a_2 + \cdots + a_k = ka_{k+1},$$

that is $a_{k+1}$ is the average of $a_1, \ldots, a_k$. Clearly if $k = 2$ we have a 3-AP and trivial solutions are given by $a_1 = \cdots = a_{k+1}$. Finally, a set of integers $\mathcal{A}$ is a $k$-sum-free set if for every pair $a, a' \in \mathcal{A}$ the sum $a + a'$ is not an element of $k \cdot \mathcal{A} = \{ka : a \in \mathcal{A}\}$. The case $k = 1$ is also known as sum-free equation or Schur equation.

The existence of such structures can be expressed using systems of equations of the type $M \cdot \mathbf{x} = 0$ for admissible matrices $M \in \mathcal{M}_{r,m}(\mathbb{Z})$. A set $\mathcal{A}$ avoids a $k$-AP if the homogeneous system defined by

$$M_{k,\text{AP}} = \begin{pmatrix}
1 & -2 & \cdots & -2 \\
1 & 1 & \cdots & 1 \\
\vdots & \vdots & \ddots & \vdots \\
1 & 1 & \cdots & 1
\end{pmatrix} \in \mathcal{M}_{k-2,k}(\mathbb{Z}),$$

does not have a non-trivial solution $\mathbf{x} = (x_1, \ldots, x_k) \in \mathcal{A}^k$. In this case all trivial solutions (see Definition 5.1) are given by $x_1 = x_2 = \cdots = x_k \in \mathcal{A}$ and correspond to the case $d = 0$. A set $\mathcal{A}$ is a Sidon set if there are no solutions $\mathbf{x} = (x_1, x_2, x_3, x_4) \in \mathcal{A}^4$ of the linear system $x_1 + x_2 = x_3 + x_4$, except for the trivial ones, which have the form either $(a, b, a, b)$, $(a, b, b, a)$ for $a, b \in [n]$. Similarly, a set $\mathcal{A}$ is $B_h[g]$ if there are no solutions in $\mathcal{A}^{h(g+1)}$ of the linear system defined by

$$M_{B_h[g]} = \begin{pmatrix}
1 & h & \cdots & h \\
1 & 1 & \cdots & 1 \\
\vdots & \vdots & \ddots & \vdots \\
1 & h & \cdots & h
\end{pmatrix} \in \mathcal{M}_{g,h(g+1)}(\mathbb{Z}).$$

A set $\mathcal{A}$ avoids 3-Hilbert cubes if it does not contain solutions to

$$M_{\mathcal{H}_3} = \begin{pmatrix}
1 & -1 & 1 & -1 \\
1 & -1 & 1 & -1 \\
1 & 1 & 1 & 1
\end{pmatrix} \in \mathcal{M}_{4,8}(\mathbb{Z}),$$

and in general for a $k$-Hilbert cube we will have a system of rank $2^k - (k + 1)$ in $2^k$ variables. Lastly, a set $\mathcal{A}$ is $k$-sum-free if there are no solutions $\mathbf{x} = (x_1, x_2, x_3) \in \mathcal{A}^3$ of the linear system $x_1 + x_2 = kx_3$, (when $k = 2$ the problem corresponds with a 3-AP).
Table 1  Threshold for different combinatorial families

| Family          | Parameter | Parameter | Parameter | Parameter | Parameter | Parameter |
|-----------------|-----------|-----------|-----------|-----------|-----------|-----------|
| k-AP            | k         | 2         | k         | n^{−2/k}  | n^{1−2/k} | 1/(k − 1) | 2         |
| Sidon           | 1         | 4         | g         | h(g + 1)  | n^{g/(g+1)} | n^{g/(g+1)} | 2         |
| Bh[g]           | g         | h(g + 1)  | n^{g/(g+1)} | n^{g/(g+1)} | Sect. 9   | (g + 1)!(h!)^{g+1} | 2         |
| k-cube          | 2^k       | (k + 1)   | 2^k       | n^{−k+1/2k} | n^{1−k+1/2k} | 2^{2k−1} | (k+1)!k! | 2         |
| sum-free        | 1         | 3         | n^{−2/3}  | n^{1/3}   | 1/2       | 2         |
| k-sum-free      | 1         | 3         | n^{−2/3}  | n^{1/3}   | 1/k       | 2         |
| k-barycentric   | 1         | k + 1     | n^{−k/k+1} | n^{1/k+1} | 1/k       | k!        |

The analysis of k-cubes is fully done in [41]

It is clear from the definition of $M_{k-AP}$, $M_{B_h[g]}$ and the k-sum-free family that all matrices have maximum rank, that is $r = k − 2$, $r = g$ and $r = 1$, respectively and are in fact admissible matrices. The application of the previous theorems and the computations in Sect. 9 are summarized in Table 1.

Nevertheless, let us remark that the general approach presented in this paper allows one to study a lot more than just these few linear structures. Therefore, some generalizations had to be made that proved to be very delicate when no longer considering these well-known examples. We have already mentioned the issue of defining trivial solutions as well as the symmetry between solutions. We have included the computation of the symmetry constant $\sigma(M)$ in the previous table (see Sect. 4 for a proper definition). We will also need to count the number of solutions to the system in $[n]^m$ and, as we will see in Sects. 4 and 6, one must be very careful when doing so for a general system.

Outline. In Sect. 2 we compare the results obtained from Theorem 1.2 to what is currently known in the extremal case for certain structures. Section 3 contains a brief overview of the tools needed for the proofs later on in this paper. In Sect. 4 we will apply Ehrhart’s Theory to obtain a useful lemma and a simple corollary that allow us to count the number of solutions to a system of linear equations up to some symmetry. Section 5 contains a formal definition of trivial solutions with examples to motivate it. In Sect. 6 we introduce the concept of induced submatrices and an important proposition regarding non-trivial solutions. It also contains a formal definition of strictly balanced systems which is a necessary prerequisite for Theorem 1.3. A proof of Theorem 1.2 using the Second Moment Method can be found in Sect. 7 and in Sect. 8 we study the local behavior of the threshold which results in a proof of Theorem 1.3 via an application of Brun’s Sieve. The analysis of $\text{Vol}(\mathcal{P}_M)$ associated to certain combinatorial families is carried out in Sect. 9. Finally, in Sect. 10 we discuss related problems and generalizations.

2 State of the art in the extremal case

In the presented approach, we seek to give a picture of the qualitative behavior of a random set. However one might wonder how far the common situation is from the extremal cases. The problem of estimating the size of maximal sets avoiding the structures introduced above has been intensively studied. In this direction one can find several results which give upper
bounds for sets avoiding specific structures or, on the opposite direction, explicit constructions of large sets with this property. In both cases one requires ad hoc arguments that strongly depend on each specific structure.

**Arithmetic progressions** For sets avoiding \( k \)-AP’s we must go back to Szemerédi’s Theorem, that states that no set with positive density can avoid \( k \)-AP’s for any \( k \). In particular, for \( k = 3 \) non-trivial bounds were first obtained by Roth [36] and then refined by several authors, see [7, 26]. Nowadays, the best upper bound is established by Bloom [5]. On the other hand, Behrend [4] constructed a set avoiding 3-AP’s of large size; this construction was slightly improved by Elkin [18] (see also [24]). More precisely, we have

\[
n \cdot \left( \frac{\log n}{\log \log n} \right)^{1/4} \ll \max_{A \subset [n]} \{|A| : A \text{ avoids 3-AP’s} \} \ll n \cdot \frac{(\log n)^4}{\log n},
\]

for some constant \( c \).

Concerning the general \( k \)-AP problem, analogous bounds have been obtained: the upper bounds come from the pioneering work of Gowers [23] and, more recently, dense constructions that lead to lower bounds for this problem were established by O’Bryant [33]. These results can be summarized as follows

\[
n \cdot \left( \frac{\log n}{\log \log n} \right)^{2 \log k - 1} \ll \max_{A \subset [n]} \{|A| : A \text{ avoids } k \text{-AP’s} \} \ll n \cdot \left( \frac{\log n}{\log \log n} \right)^{-2 \cdot 2^{k+9}},
\]

for a certain constant \( c(k) \) only depending on \( k \).

We show that almost all sets with size \( \omega(n^{1 - 2/k}) \) contain \( k \)-AP’s. Observe that, for \( k = 3 \) the gap between the usual situation and the extremal set is very large: most sets with size \( \omega(n^{1/3}) \) contain 3-AP’s but there are examples of (almost) linear size avoiding this structure. Nevertheless, as \( k \) grows to infinity, this quantity approximates to \( n \) and the gap between the exponents tends to 0.

In the direction of the present article, Warnke has also studied the upper tail of the number of \( k \)-arithmetic progressions and Schur triples in random subsets, establishing exponential bounds [46].

**Sidon and \( B_h[g] \)-sets** The study of Sidon sets dates back to Erdős. In Erdős and Turán [20] obtained an upper bound for the size of a maximal Sidon set in \([n]\) (see [11, 30] for further improvements of this result). In fact, there are algebraic constructions of Sidon sets that, combined with Erdős–Turán result, prove

\[
\max_{A \subset [n]} \{|A| : A \text{ is Sidon} \} \sim n^{1/2}.
\]

In the direction of the present article, the \( B_h[1] \) case was studied in detail by Godbole et al. [22]. They show that almost no set with size \( \omega(n^{1/2h}) \) is \( B_h[1] \). The proof is based on a tailor-made analysis on the particular shape of the equations defining \( B_h[1] \) sets.

Clearly, for \( h = 2 \) (that is Sidon), the gap between the exponents in the usual situation, namely \( |A| = o(n^{1/4}) \), and the extremal one, say \( |A| = n^{1/2}(1 + o(1)) \), is very big. Let us also mention that in Kohayakawa et al. [29] study the number of Sidon sets and the maximum size of Sidon sets contained in a sparse random set of integers. In particular, in Sect. 5 they analyze, by means of the Kim-Vu polynomial concentration inequality [28], the number of solutions to the Sidon equation (when the probability lies above the threshold). These results could be deduced using the presented framework. Concerning the general case, it is known...
that the cardinality of a maximum $B_h[g]$-set in $[n]$ is $\asymp n^{1/h}$, but the main difficulty is to obtain a precise constant for the problem [12, 13]. As we show in Theorem 1.2 almost all sets in $[n]$ of size $o(n^{1/h-1/h(g+1)})$ are $B_h[g]$. Once again, if we fix $h$ and let $g$ grow to infinity both situations approach each other.

**Hilbert Cubes** Hilbert originally proved that any finite coloring of the positive integers contains a monochromatic $k$-cube. The density version of this result is known as Szemerédi’s Cube Lemma and it is a key point in his proof of Roth’s Theorem. Gunderson and Rödl [25] obtained, by counting arguments, that for sufficiently large $n$, any set $A \subseteq [n]$ with size $2n^{1-1/2^{k-1}}$ contains a $k$-cube. On the other side, by means of probabilistic arguments, one can construct a set of size $n^{1-k/(2^k-1)}$ avoiding $k$-cubes. For the particular case $k = 3$, very recently Cilleruelo and Tesoro [14] have obtained an algebraic construction of a set of size $\gg n^{2/3}$ avoiding 3-cubes.

As in the previous cases, when $k$ grows the existing gap between the exponents in our result and the ones in the upper and lower bounds tends to 0.

**$k$-sum free sets** The question of maximizing the cardinality of a set of integers in $[n]$ avoiding $x + y = kz$ belongs to the folklore: one cannot select more than $\lceil n^2 \rceil$ integers satisfying this condition for $k = 1$ and this is optimal. The case $k = 2$ coincides with the exclusion of 3-AP’s. Concerning $k = 3$, the problem was solved by Chung and Goldwasser [9] getting the same estimates as for $k = 1$. For $k \geq 4$, and sufficiently large $n$, Chung and Goldwasser [10] discovered $k$-sum-free sets of linear size in $n$ (and density tending to 1 as $k$ increases); in fact Baltz, Hegarty, Knape, Larsson and Schoen [2] showed that this construction is optimal. Therefore, for this family it is known that the maximal size of a $k$-sum-free set is linear in $n$ but Theorem 1.2 asserts that almost all sets of size $\omega(n^{1/3})$ contain at least one solution to $x + y = kz$, for every $k$. Observe that in this family, the parameter $k$ does not play a role in the position of the threshold.

### 3 Tools

In this section we recall the Second Moment Method, Janson’s inequality and Brun’s Sieve—in the context of the Probabilistic Method—as well as basic notions in Ehrhart’s Theory for counting lattice points in convex polytopes.

#### 3.1 The second moment method

The Second Moment Method is used in the version given by Corollary 4.3.4. of Alon and Spencer [1]: let $X = \sum I_i$ be a sum of $s = s(n)$ indicator random variables, where $I_i$ corresponds to some event $E_i = E_i(n)$. For convenience we suppress the dependence on $n$ which defines our $o$, $O$ notation. We write $i \sim j$ if $i \neq j$ and the events $E_i$ and $E_j$ are not independent. Define

$$\Delta = \sum_{i \sim j} \mathbb{P}(E_i \land E_j)$$

If $\mathbb{E}(X) \to \infty$ and $\Delta = o(\mathbb{E}(X)^2)$ (as $s \to \infty$), then $X \sim \mathbb{E}(X)$ asymptotically almost surely. In particular, under these assumptions, $X > 0$ with probability tending to 1.
3.2 Brun’s Sieve

The traditional approach to the Poisson Paradigm is used in the version given by Theorem 8.3.1. of Alon, Spencer [1]: let $X = I_1 + \cdots + I_s$ again be a sum of $s$ indicator random variables associated to some events $E_i$. Let

$$S^{(t)} = \sum_{\{i_1, \ldots, i_t\} \in \binom{[s]}{t}} \mathbb{P} \left( E_{i_1} \land E_{i_2} \land \cdots \land E_{i_t} \right),$$

where the sum is taken over all subsets $\{i_1, \ldots, i_t\} \subseteq [s]$ of $t$ elements. The Inclusion-Exclusion Principle gives us

$$\mathbb{P} (X = 0) = \mathbb{P} \left( \overline{E}_1 \land \cdots \land \overline{E}_s \right) = 1 - S^{(1)} + S^{(2)} - \cdots + (-1)^t S^{(t)} + \cdots$$

**Theorem 3.1** (Brun’s Sieve) Suppose there is a constant $\mu$ so that $\mathbb{E}(X) = S^{(1)} = \mu (1 + o(1))$, and such that for every fixed $t$

$$S^{(t)} \rightarrow \frac{\mu^t}{t!}.$$

Then, for every non-negative integer $t$

$$\mathbb{P} (X = t) \rightarrow \frac{\mu^t}{t!} e^{-\mu}.$$

3.3 Lattice points in dilates of polytopes: Ehrhart’s Theory

A basic reference for definitions and first properties of convex polytopes is [47]. For further results in lattice points in rational polytopes, see [3,15].

A convex polytope is the convex hull of a finite set of points (which are always bounded), or a bounded intersection of a finite set of half-spaces, and is said to be rational (resp. integral) if its vertices (i.e. its corner points) are points with rational (resp. integral) coordinates. Every rational polytope has a matrix representation of the form

$$\{ \mathbf{x} \in \mathbb{R}^k : P \cdot \mathbf{x} \geq \mathbf{b}, \mathbf{P} \in \mathcal{M}_{l,k}(\mathbb{Z}), \mathbf{b} \in \mathbb{Z}^k \} \quad (4)$$

for certain non-negative integers $m, d$. Note that the inequalities can be easily turned into equalities through the use of slack variables. The (relative) dimension of a polytope $\mathcal{P}$ is the dimension of the affine space $\text{span} \mathcal{P} := \{ \mathbf{x} + \lambda (\mathbf{y} - \mathbf{x}) : \mathbf{x}, \mathbf{y} \in \mathcal{P}, \lambda \in \mathbb{R} \}$. Note that this dimension is not necessarily $d$, but a smaller non-negative integer. For a given polytope $\mathcal{P}$, let $\text{Vol}(\mathcal{P})$ be the volume of $\mathcal{P}$ in this affine space and $n \cdot \mathcal{P} = \{ n \mathbf{p} : \mathbf{p} \in \mathcal{P} \}$ the $n$th-dilate of the polytope.

Ehrhart’s Theorem [17] (see also [32]) gives a precise description of the number of integer points on the $n$th-dilate of a rational polytope in this context: the quantity $| n \cdot \mathcal{P} \cap \mathbb{Z}^{\text{dim}(\mathcal{P})} |$ is given by a pseudopolynomial in $n$ of degree $\text{dim}(\mathcal{P})$ (recall that a pseudopolynomial is a function $f(n) = \sum_{i=0}^{d} c_i(n)n^i$ where the functions $c_0(n), \ldots, c_d(n)$ are periodic). More precisely, we have the following theorem:

**Theorem 3.2** (Ehrhart’s Theorem) Let $\mathcal{P}$ be a $d$-dimensional convex polytope.

i. If $\mathcal{P}$ is an integral polytope, then $| n \cdot \mathcal{P} \cap \mathbb{Z}^d |$ is a polynomial in $n$ of degree $d$.

ii. If $\mathcal{P}$ is a rational polytope, then $| n \cdot \mathcal{P} \cap \mathbb{Z}^d |$ is a pseudopolynomial in $n$ of degree $d$.

Additionally, its period divides the least common multiple of the denominators of the coordinates of the vertices of $\mathcal{P}$. 
Additionally to Theorem 3.2, one can easily show that the leading coefficient in both cases is equal to $\text{Vol}(P)$. As a trivial corollary, for a rational polytope $P$ of dimension $\dim(P)$ embedded in $\mathbb{R}^{\dim(P)}$, we have

$$\left| n \cdot P \cap \mathbb{Z}^{\dim(P)} \right| = \text{Vol}(P) \cdot n^{\dim(P)} (1 + o(1)).$$

Let us mention that the full version of Ehrhart’s Theorem will be used in Sect. 9.3 in order to study volumes in $B_h[g]$ families. However, the weaker version stated in Eq. (5) will be used in the rest of the proofs.

4 Counting proper solutions up to symmetry

Consider the system defined by $M \in M_{r,m}(\mathbb{Z})$ and recall that a solution to it is called proper if its coordinates are pairwise different. Note that the number of proper solutions in $[n]$ to the given system has the obvious upper bound $n^{m-r}$. In fact, this bound trivially holds even for inhomogeneous systems, that is for any $b \in \mathbb{Z}^r$ and $n \in \mathbb{N}$ we have

$$\left| \{ x \in [n]^m : M \cdot x = b \} \right| \leq n^{m-r}.$$  

One can also easily give an easy constructive proof for the existence of some constant $C > 0$ such that $C n^{m-r}$ is a lower bound for $n$ large enough, see for example [27]. These two bounds are in fact sufficient to prove the statements in Theorem 1.2.

However, the statement in Theorem 1.3 requires the exact asymptotic value of the ratio of the number of solutions to $n^{m-r}$. This is where we apply Ehrhart’s Theory and in particular Equation (5) in order to count the number of proper solutions to the system and obtain the fundamental Lemma 4.3. Solutions that have repeated coordinates will simply be considered as proper solutions to some reduced system as we will introduce in the next section.

Let us start by considering that two proper solutions which are counted as separate by Ehrhart’s Theory can be essentially the same when considering symmetry. As an easy example for this consider that 3-APs are given by $x_1 + x_3 = 2x_2$ for which $(1, 2, 3)$ and $(3, 2, 1)$ both are proper solutions that one might consider as essentially identical. However the situation is not quite as simple as grouping solutions together if they are identical up to permutation. Consider for example the system given by

$$x_1 + x_2 + x_3 = x_4 + x_5 + x_6 + x_7$$

for which both $(2, 3, 100; 1, 4, 49, 51)$ and $(1, 4, 100; 2, 3, 49, 51)$ are again proper solutions. In this case however, one should consider them to be essentially different because the permutation did not just occur between coordinates with identical coefficients and hence cannot be applied to all solutions. The semicolons in the vector representations delineating the coordinates with factor $-1$ from those with factor 1 were added to emphasize that fact. In order to deal with this distinction we denote by $S_m$ the symmetric group on $m$ elements and introduce the following definition:

**Definition 4.1** For any matrix $M \in M_{r,m}(\mathbb{Z})$ its symmetry constant is defined as

$$\sigma(M) = | \{ \pi \in S_m \mid \text{all } x \text{ s.t. } M \cdot x = 0 \text{ satisfy } M \cdot x_{\pi} = 0 \} |,$$

where $x_{\pi}$ is the vector obtained by permuting the coordinates of $x$ according to $\pi$.

This definition based on the solution space might be immediately applicable for systems such as the ones given in the introduction, where the solutions are intuitively clear. However if
one is given a more complex and less structured system, the following simple characterization of the symmetry constant based solely on the matrix $M$ might be easier to apply:

**Lemma 4.2** For any matrix $M \in \mathcal{M}_{r,m}(\mathbb{Z})$ and permutation $\pi \in S_m$ let $M_\pi$ denote the matrix obtained by permuting the columns of $M$ according to $\pi$. We have

$$\sigma(M) = | \{ \pi \in S_m \mid M_\pi \cong M \} |,$$

where $\cong$ denotes equality up to linear transformations of the rows.

**Proof** The inequality $\sigma(M) \geq | \{ \pi \in S_m \mid M_\pi \cong M \} |$ is trivial. In order to show equality, note that for every permutation $\pi$ from the set

$$\{ \pi \in S_m \mid \text{all } x \text{ s.t. } M \cdot x = 0 \text{ satisfy } M \cdot x_\pi = 0 \}$$

we have $\ker(M) \subseteq \ker(M_\pi^{-1})$ and since both kernels have dimension $m - r$ we have equality. Now the kernel of a matrix is the orthogonal of the span of its rows and therefore the rows of $M_\pi^{-1}$ can be obtained by linear transformation of the rows in $M$. \qed

In the following we will consider two solutions $x, y$ to be essentially different if and only if

$$y \neq x_\pi \quad \text{for every } \pi \in S_m \text{ satisfying } M_\pi \cong M,$$

and otherwise $x, y$ are treated as the same solution, even if they might differ as vectors. Observe that the definition and its characterization captures the previous examples as intended, i.e. it considers $(1, 2, 3)$ and $(3, 2, 1)$ to be the same 3-AP while distinguishing between two solutions given for the second example. For the common systems mentioned in the introduction this approach of considering solutions as vectors in $A^m$ and dividing by $\sigma(M)$ results in counting subsets in $A$ that are solutions. For the example (7), however there is a small but significant difference between this and our approach.

Now in order to apply Eq. (5) note that for any admissible matrix $M \in \mathcal{M}_{r,m}(\mathbb{Z})$ the system $M \cdot x = 0$ with the additional restraints $0 \leq x_1, \ldots, x_m \leq 1$ defines a rational polytope $P_M$ of dimension $m - r$ (by assumption the system has the maximum possible rank and the polytope is not empty by the positivity assumption). It is just the intersection of the $(m - r)$-dimensional solution space and the $m$-dimensional unit hypercube. Using this we can now formulate the following lemma which will be applied in the forthcoming sections and simplify the discussion:

**Lemma 4.3** Let $r < m$, $M \in \mathcal{M}_{r,m}(\mathbb{Z})$ an admissible matrix and $P_M$ the rational polytope defined by $M$. Then the number of different proper solutions $x \in [n]^m$ of $M \cdot x = 0$ is of the form $\operatorname{Vol}(P_M) / \sigma(M) n^{m-r} (1 + o(1))$.

**Proof** The number of lattice points in $n \cdot P_M$ is precisely the number of (not necessarily proper) vector solutions to $M \cdot x = 0$ with the added condition that $x \in [n]^m$. As the intersection of the $(m - r)$-dimensional solution space and the $m$-dimensional unit hypercube, the polytope $P_M$ also has dimension $m - r$. By Eq. (5) the number of lattice points in the dilate $n \cdot P_M$ is simply $\operatorname{Vol}(P_M) n^{m-r} (1 + o(1))$. Noting that we do not distinguish between solutions that are identical up to certain permutations as specified in Definition 4.1 introduces the factor $1 / \sigma(M)$.

We therefore have to consider the set of solutions $x \in [n]^m$ of $M \cdot x = 0$ with some repeated coordinates and show that they have a negligible contribution to the total number of solutions. These solutions belong to the intersection of $P_M$ with a subspace defined by
repetitions of coordinates. Since by assumption our system is irredundant, $\mathcal{P}_M$ contains at least one solution with no repeated coordinates; this implies that there is no subspace defined by the the repetition of coordinates containing $\mathcal{P}_M$. Therefore, the polytope resulting from the intersection has dimension strictly smaller than $m - r$.

It follows again by Eq. (5) that the number of solutions with certain repeated coordinates is $O(n^{m-r-1})$. Finally, the number of possible constellations of repeated coordinates is bounded by the number of partitions of $\{1, \ldots, m\}$, so the total number of solutions with repeated coordinates is $o(n^{m-r})$ and the lemma follows. \hfill \Box

## 5 Trivial solutions

The key point of this section is to correctly define what a trivial solution is. Observe that in some of the examples discussed before it was very clear what trivial solutions look like. For example, trivial solutions to $k$-AP’s are given by $x_1 = \cdots = x_k$, which any non-empty set would contain. In order to study the threshold we must avoid these kind of degenerate cases and understand what it means for the general setting.

For an admissible matrix $M \in \mathcal{M}_{r,m}(\mathbb{Z})$, consider the system $M \cdot x = 0$ and associate to each variable $x_i$ its corresponding index $i$. Let $p$ be a set partition of $\{1, \ldots, m\}$ into $|p|$ blocks. Observe that $p$ defines a new system of equations $M_p \cdot x' = 0$, $M_p \in \mathcal{M}_{r,|p|}(\mathbb{Z})$, obtained after taking the original system $M \cdot x = 0$ and combining the variables of each block of $p$, i.e. summing up all columns related to the same block. We say that this new system of equations $M_p \cdot x' = 0$ is associated to $p$ and derived from $M \cdot x = 0$.

A system associated to a partition $p$ encodes certain solutions of the original system with $m - |p|$ repeated coordinates. For a given solution $x$ of the system $M \cdot x = 0$, we denote by $p(x)$ the corresponding set partition of the indices $\{1, \ldots, m\}$. In particular, if $x$ is a proper solution, then $p(x) = \{\{1\}, \ldots, \{m\}\}$ and therefore $|p(x)| = m$.

Observe that not every possible partition $p$ will come from a solution $x$ and not every system associated to a partition will have proper solutions. For example, if one considers the equation $x_1 + x_2 = x_3 + x_4$ it is clear that the related partition $p = \{\{1\}, \{2\}, \{3\}, \{4\}\}$ (that is $x_2 = x_3$) necessarily implies $x_1 = x_4$, and thus the associated system will no longer be admissible (since it is neither irredundant nor non-degenerate). This observation is crucial in order to define what a trivial solution will be.

**Definition 5.1** We say that $x$ is a trivial solution of $M \cdot x = 0$ if
\[
\text{rk}(M_p(x)) < r.
\]

We denote the set of all partitions stemming from some non-trivial solution by
\[
\mathfrak{P}(M) = \{p(x) : M \cdot x = 0, x \text{ non-trivial}\}.
\]

Note that by definition $M_p$ is admissible for all $p \in \mathfrak{P}(M)$. Roughly speaking, our definition requires that the systems associated to our non-trivial solutions do not lose in complexity compared to the original system. Otherwise those solutions might in fact start appearing for smaller values of $p$. We already observed that trivial $k$-APs consisting of a single element would occur in any non-empty set.

Observe first that Definition 5.1 generalizes the notion of trivial solutions in the case $r = 1$ introduced by Ruzsa in [39]. Let us remark that previous generalizations have been made, like the one given by Shapira in [44] for density regular systems of equations. Indeed, his definition of trivial solution is more restrictive: in his context $x$ is a trivial solution only if
the system associated to $p(x)$ has zero rank (that is $\sum_{j\in P} a_{ij} = 0$ for every $i$ and every $P \in p(x)$). As we will discuss later, this includes redundant solutions in some examples, but this does not affect his argument since he is interested in lower bounds for large sets avoiding solutions.

Let us discuss some examples to motivate our definition, i.e. to show that we are in fact no longer dealing with the same arithmetic structures when considering systems associated to trivial solutions. In Sidon sets, which are defined by the equation $x_1 + x_2 = x_3 + x_4$, if one considers the partition $x_1 = x_3$, $x_2 = x_4$ then the associated system has rank 0 and thus all solutions of this kind are trivial, which is consistent with the classical definition.

Next, let us discuss what trivial solutions look like for $B_h[g]$ sets. Recall that a set $A$ is no longer a $B_h[g]$-set if there exist $g + 1$ (essentially different) representations of the same element as sums of $h$ elements of $A$. That is, there are elements $a_i \in A$, $1 \leq i \leq h(g + 1)$ satisfying

$$a_1 + \cdots + a_h = a_{h+1} + \cdots + a_{2h} = \cdots = a_{hg+1} + \cdots + a_{h(g+1)},$$

and all representations are pairwise different, so none of them are obtained after permuting the $h$ elements of another representation. Let us focus on $B_3[2]$ sets to illustrate what situations can occur. Here, we must avoid solutions to

$$x_1 + x_2 + x_3 = x_4 + x_5 + x_6 = x_7 + x_8 + x_9,$$

and we are excluding situations like for example $x_1 = x_4$, $x_2 = x_5$, $x_3 = x_6$, with associated partition $p_1 = \{\{1, 4\}, \{2, 5\}, \{3, 6\}, \{7\}, \{8\}, \{9\}\}$, since

$$M_{B_3[2]} = \begin{pmatrix} 1 & 1 & 1 & -1 & -1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 1 & 1 & -1 & -1 & -1 \end{pmatrix}^{x_1=x_4,x_2=x_5,x_3=x_6} \begin{pmatrix} 0 & 0 & 0 & 0 & 0 & 0 \\ 1 & 1 & -1 & -1 & -1 \end{pmatrix} = (M_{B_3[2]} p_1) .$$

But we should not exclude for example solutions $x_1 = x_3 = x_5 = x_7$, $x_4 = x_8$, with partition $p_2 = \{\{1, 3, 5, 7\}, \{2\}, \{4, 8\}, \{6\}, \{9\}\}$, which is still a valid solution since

$$M_{B_3[2]} = \begin{pmatrix} 1 & 1 & 1 & -1 & -1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 1 & 1 & -1 & -1 & -1 \end{pmatrix}^{x_1=x_3=x_5=x_7} \begin{pmatrix} 1 & 1 & -1 & -1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 1 & 1 & -1 & -1 & -1 \end{pmatrix}^{x_4=x_8} \begin{pmatrix} 1 & 1 & -1 & -1 \\ 0 & 0 & 0 & 1 \end{pmatrix} .$$

As we have seen in the Sidon case, different representations cannot have elements in common but the same representation can have repeated elements. If $h \geq 3$, we can also consider representations that have some elements in common but not all at once. As we observed before, the definition of trivial solutions in [44] situates these two examples at the same level and clearly they should be considered different for our purposes.

Considering this definition of (non-)trivial solutions and the previous Lemma 4.3, one can already observe that the main contribution in our analysis of the threshold will come from proper solutions. The number of such solutions is, nevertheless, easier to count than the number of solutions with repeated coordinates (as we are dealing with general systems). The main difficulty will be to prove that the contribution of non-trivial solutions with repeated coordinates is negligible with respect to the total number of non-trivial solutions.

### 6 Induced submatrices and related definitions

We start this section by motivating the need for a definition of induced submatrices (not to be confused with the matrices associated to some partition, discussed on the previous section). Extending the results obtained for simple systems like that of Sidon sets [22], one might
expect the exponent of the threshold function of a given admissible system \( M \cdot \mathbf{x} = \mathbf{0} \) to be determined by the quotient of the number of variables of \( M \) over the degrees of freedom in the system, which we will call the average degree of \( M \). However this exponent might not necessarily hold, as demonstrated by the example

\[
M_1 = \begin{pmatrix}
1 & 1 & -1 & -1 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & -6
\end{pmatrix} \in \mathcal{M}_{2,9}(\mathbb{Z}).
\] (8)

We note that this system is of rank 2 and has 9 variables. Following the previous intuition, one might expect the exponent of the threshold function to be \(-7/9\). The first row however implies that a solution to this system also fulfills the Sidon property \((x_1 + x_2 = x_3 + x_4)\) for which the stronger exponent \(-3/4\) is known to hold. It follows that we should also consider the underlying information coming from so-called induced submatrices in order to find an exponent that maximizes the average degree (see Definition 6.1).

In the general context, the induced submatrices are less clearly presented than in example (8). Intuitively, for any selection of rows one would try to set as many columns of these rows to zero through Gaussian elimination. Equivalently, one could fix some columns \( b_Q \subseteq \{1, \ldots, m\} \) and maximize the number of rows whose entries in the columns \( Q = \{1, \ldots, m\} \setminus Q \) can be set to zero through elimination such that one can disregard the corresponding variables.

For a proper definition, let \( c_1, c_2, \ldots, c_m \) be the columns of \( M \). We have already introduced \( M^\Omega \) as the matrix with columns \( c_i \) for \( i \in \{1, \ldots, m\} \setminus Q \) so that \( \text{rk}(M^\Omega) = r - r_Q \). Denote by \( b^\Omega_1, b^\Omega_2, \ldots, b^\Omega_r \) the rows of \( M^\Omega \) and by \( b^\Omega_1, b^\Omega_2, \ldots, b^\Omega_r \) the rows of \( M^\Omega \). Assume without loss of generality that the first \( r - r_Q \) rows are linearly independent. It follows that there exist \( \delta_1^i, \delta_2^i, \ldots, \delta^i_{r-r_Q} \) such that

\[
b^\Omega_i = \sum_{j=1}^{r-r_Q} \delta_j^i b^\Omega_j \quad \text{for } r - r_Q < i \leq r.
\]

We use this notation for the following definition of our induced submatrix which is due to Rödl and Ruciński [35, Definition 7.1]. Note that we slightly deviate from their notation.

**Definition 6.1** For a given \( \emptyset \neq Q \subseteq \{1, \ldots, m\} \) s.t. \( r_Q > 0 \) we refer to the matrix defined by the rows

\[
b^\Omega_i - \sum_{j=1}^{r-r_Q} \delta_j^i b^\Omega_j \quad \text{for } r - r_Q < i \leq r.
\]

the induced submatrix \( M[Q] \in \mathcal{M}_{r_Q, |Q|} \) of \( M \).

Note that \( M[Q] \) has \( r_Q \) rows and \( |Q| \) columns and that it is admissible. Also note that for \( Q = \{1, \ldots, m\} \) we have \( M[Q] = M \), i.e. we obtain the full matrix. Let us illustrate with the following diagram how to obtain \( M[Q] \) from \( M \).

\[
M \text{ \text{reordering\ \text{columns}} \ \begin{array}{c|c}
M^\Omega & M^\Omega \\
\end{array} \text{gauss. elimination of rows in } M^\Omega \\
\text{=} \delta(M) \\
\begin{pmatrix}
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}\quad \text{r - r}_Q \text{ \ rows}
\]

(9)

The following simple proposition now gives us the desired connection between a non-trivial solution \( \mathbf{x} = (x_1, \ldots, x_m) \) of \( M \cdot \mathbf{x} = \mathbf{0} \) and solutions to any induced submatrix \( M[Q] \) if we set \( \mathbf{x}_Q = (x_i)_{i \in Q} \). Note that this is a slightly adapted version of [35, Proposition 7.1].
Proposition 6.2 Let \( r < m \) and \( M \in \mathcal{M}_{r,m}(\mathbb{Z}) \) be an admissible matrix. For every \( \emptyset \neq Q \subseteq \{1, \ldots, m\} \) and non-trivial solution \( x \) of the system \( M \cdot x = 0 \) we have that \( x_Q \) is a non-trivial solution of \( M[Q] \cdot x_Q = 0 \).

Proof Let \( x \) be a non-trivial solution of the system \( M \cdot x = 0 \). Without loss of generality we assume that the columns indexed by \( Q \) are the first \(|Q|\) columns of \( M \) and that the indices of the \( r - r_Q \) linearly independent rows of \( M^Q \) are also the indices of the first \( r - r_Q \) rows. Now let \( \delta(M) \) be the matrix obtained by applying the linear transformations described in Definition 6.1 to the whole matrix \( M \) (see (9) for a visual definition of \( \delta(M) \)).

We note that by construction the matrix \( M[Q] \) can be found in the lower left of \( \delta(M) \). Now since we only applied linear transformations to the rows of \( M \) in order to obtain \( \delta(M) \) we still have \( \delta(M) \cdot x = 0 \) and therefore also \( M[Q] \cdot x_Q = 0 \).

Next we observe that \( \delta(M_{p(x)}) = \delta(M)_{p(x)} \) and that \( M_{p(x)} \) has rank \( r \) since \( x \) was a non-trivial solution. Noting again that we are using only linear transformations we can state that \( \delta(M_{p(x)}) \) also has rank \( r \) and hence \( \delta(M)_{p(x)} \) does as well. Now since \( \delta(M)_{p(x)} \) is of maximum possible rank it follows that \( M[Q]_{p(x)} \) has the same rank as \( M[Q] \). We can conclude that \( x_Q \) is indeed a non-trivial solution of \( M[Q] \cdot x_Q = 0 \).

The main implication of this proposition will be that if for some induced submatrix \( M[Q] \) there do not exist non-trivial solutions then there will not be non-trivial solutions for \( M \cdot x = 0 \) either. We observe that in Definition 1.1 of \( c(M) \) we are maximizing the average degree (ratio between number of variables and degrees of freedom) over all induced submatrices. Considering the previous proposition this should be no surprise and in fact is the core idea of the proof of Theorem 1.2.

Before continuing, we will introduce the definition of a (strictly) balanced system that is needed in order to state Theorem 1.3. The definition basically requires that the average degree of any induced submatrix of a given derived system is (strictly) smaller than that of the original system. In particular, this implies that \( c(M) = m/(m - r) \).

Definition 6.3 We call an admissible matrix \( M \in \mathcal{M}_{r,m}(\mathbb{Z}) \) balanced if for every \( p \in \mathcal{P}(M) \) with \( 2 \leq |Q| < |p| \) we have the inequality

\[
\frac{|Q|}{|Q| - \text{rk}(M[p(Q)])} \leq \frac{m}{m - r}.
\]

If the inequality is strict, we say that the system is strictly balanced.

This is reminiscent of a similar definition obtained in graph theory [19]. Note that it differs slightly from Rödl–Ruciński definition of strictly balanced systems [35, Definition 7.2]. There exist simple examples showing that this is a real difference and in fact it will be crucial in the proof of Theorem 1.3.

As an example, consider the homogeneous system given by the matrix

\[
M_2 = \begin{pmatrix}
1 & -2 & 1 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & -1 & -1 & 0 & 0 \\
1 & 1 & 1 & 1 & 1 & 1 & -7
\end{pmatrix} \in \mathcal{M}_{3,8}(\mathbb{Z}).
\]

We note that the full system would give us the exponent \(-5/8\). Observe that the system implicitly contains the 3-AP condition as an induced submatrix (if we choose \(Q_{3-AP} = \{1, 2, 3\}\)) as well as the Sidon condition (if we select \(Q_{\text{Sidon}} = \{2, 3, 4, 5\}\)). The exponents obtained for either induced submatrix are lower than that of the full.
system. However if we choose $Q = \{1, 2, 3, 4, 5\}$ we now have $r_Q = r - 1$ and hence

$$M_2[Q] = \begin{pmatrix} 1 & -2 & 1 & 0 & 0 \\ 0 & 1 & 1 & -1 & -1 \end{pmatrix} \in \mathcal{M}_{2,5}(\mathbb{Z}).$$

This gives us the larger exponent $-3/5$, which means that the full system is not balanced. It is in fact the largest exponent we can achieve, so in this case we have $c(M_2) = 5/3$.

7 Proof of Theorem 1.2

7.1 The 0-statement

In order to prove the 0-statement in Theorem 1.2 we note that by Definition 1.1 one can pick a specific set of columns $Q \subseteq \{1, \ldots, m\}$ satisfying $c(M) = |Q|/(|Q| - r_Q)$. For simplicity we write $q = |Q|$ so that $r_Q = (1-1/c(M))q$ and we also denote the corresponding induced submatrix $M[Q] \in \mathcal{M}_{r_Q, q}(\mathbb{Z})$ by $B$.

The proof proceeds in the following way: we will apply the First Moment Method in order to show that the probability of $A^q$ containing a non-trivial solution to $B \cdot x = 0$ tends to zero for random sets $A \subseteq [n]$ where each element is chosen independently with probability $p = o\left(n^{-1/c(M)}\right)$. By Proposition 6.2 it will follow that the probability of $A^n$ containing a solution to our original system $M \cdot x = 0$ also goes to zero. That is, the random variable which counts the number of non-trivial solutions goes to 0 asymptotically almost surely for $p = o\left(n^{-1/c(M)}\right)$.

Let $S_B$ be the set of (essentially) different non-trivial solutions in $A^q$ (possibly with repeated coordinates) of $B \cdot x = 0$ and denote the corresponding counting variable by $X_B$. Note that $S_B$ is the set of solutions considered as vectors modulo certain symmetries arising from $M$ (see Sect. 4 for a detailed description of the set of symmetries defining this equivalence relation). We can write the counting random variable as

$$X_B = \sum_{x \in S_B} I_x,$$

where $I_x$ denotes the indicator random variable for the event $x \in A^q$ which we denote as $E_x$.

It is clear that $\mathbb{E}(I_x) = \mathbb{P}(E_x) = p^{|p(x)|}$, where $p(x)$ is the set partition associated to $x$ (see Sect. 5). Denote by $S_{B_p}^*$ the set of (essentially) different proper solutions of some system $B_p \cdot x = 0$ where $p \in \mathcal{P}(B)$. Recall that $|p| \geq \text{rk}(B)$ for every $p \in \mathcal{P}(B)$, since it follows from the definition of trivial solution that the derived system $B_p$ must not decrease in rank. Now by splitting up the sum in (10) by the size of the corresponding set partition we have

$$\mathbb{E}(X_B) = \sum_{x \in S_B} \mathbb{P}(E_x) = \sum_{s = \text{rk}(B)}^q \sum_{p \in \mathcal{P}(B)} \mathbb{P}(|p| = s) \sum_{x \in S_{B_p}} p^{|p|} = \sum_{s = \text{rk}(B)}^q \sum_{p \in \mathcal{P}(B)} |S_{B_p}^*| p^s. \quad (11)$$

Since we are considering non-trivial solutions and we have assumed that $q/(q - \text{rk}(B)) = c(M)$, we have $\text{rk}(B_p) = \text{rk}(B) > (1 - 1/c(M))q \geq (1 - 1/c(M))|p|$ for $p \in \mathcal{P}(B)$ and can apply Equation (6) to obtain the estimate

$$\mathbb{E}(X_B) = \sum_{s = q - q/c(M)}^q O\left(n^{-s/c(M)} p^s\right) = \sum_{s = q - q/c(M)}^q O\left(\frac{p}{n^{1/c(M)}}\right)^s \to 0.$$
7.2 The 1-statement

Instead of dealing with the random variable $X$ which counts the number of non-trivial (essentially different) solutions to $M \cdot x = 0$, we simplify the problem by only focusing on proper solutions. Denote the set of (essentially different) proper solutions by $S_M^*$ and write $X^*$ for the random variable counting the number of such solutions. We will use the Second Moment Method described in Sect. 3.1 to prove that $X^* > 0$ asymptotically almost surely for $p = \omega(n^{-1/c(M)})$. This clearly also implies that $X > 0$.

We start by showing that the first moment of $X^*$ goes to infinity. Note that by simply choosing $Q = \{1, \ldots, m\}$ in Definition 1.1 we obtain $c(M) \geq m/(m - r)$. Therefore $p = \omega(n^{-1/c(M)})$ also implies $p = \omega(n^{-(m-r)/m})$ and we can apply Lemma 4.3 to get

$$\mathbb{E}(X^*) = \sum_{x \in S_M^*} \mathbb{P}(E_x) = \frac{\text{Vol}(P_M)}{\sigma(M)} n^{m-r} p^m (1 + o(1))$$

$$= \frac{\text{Vol}(P_M)}{\sigma(M)} \left( \frac{p}{n^{-(m-r)/m}} \right)^m (1 + o(1)) \to \infty. \quad (12)$$

Now we must carefully study the second moment of the variable $X^*$ in order to conclude that in fact $X^* > 0$ asymptotically almost surely for $p = \omega(n^{-1/c(M)})$. We know that the events $E_x$ and $E_y$ of two different proper solutions $x, y \in S_M^*$ are not independent if and only if $0 < |\{x_1, \ldots, x_m\} \cap \{y_1, \ldots, y_m\}| < m$. That is some (but not all) of their coordinates coincide. Following the notation of Sect. 3.1 we write $x \sim y$ for two such solutions and note that the number of coincidences must be at least 1 to guarantee that $x \sim y$ and at most $m - 1$ so that $x \neq y$. As defined in Eq. (3), we will have to study the quantity

$$\Delta^* = \sum_{x, y \in S_M^*} \mathbb{P}(E_x \wedge E_y),$$

where the sum is taken over all intersecting pairs $x, y \in S_M^*$.

In order to show that $\Delta^* = o(\mathbb{E}(X^*)^2)$, fix a solution $x \in S_M^*$ as well as a non-empty bipartite matching $G = (\{1, \ldots, m\}, \{1, \ldots, m\}, E)$ where $1 < |E| < m$. Now consider all solutions $y \in S_M^*$ whose coincidences with $x$ are indicated by $G$, i.e. $x_i = y_j$ if and only if $i j \in E$. It is clear that finding such solutions is equivalent to finding proper solutions to the linear system

$$M^{Q(G)} \cdot y_{Q(G)} = b,$$

where $Q(G) = \{j \mid (i, j) \in E \text{ for some } j \in \{1, \ldots, m\}\}$ and $b = -\sum_{(i, j) \in E} x_i \cdot c_j$ where $c_j$ denotes the columns of $M$ as before. We note that, as previously defined, the rank of $M^{Q(G)}$ is $r_{Q(G)}$. Next we observe that by Eq. (6) the number of such solutions is bounded by

$$O\left(n^{\lfloor Q(G) \rfloor - r_{Q(G)}}\right) = \left(n^{m - |Q(G)| - r_{Q(G)}}\right)$$

and that $\mathbb{P}(E_x \wedge E_y) = p^{2m - |E|} = p^{2m - |Q(G)|}$. For both of these values only the set of columns $Q(G)$ as well as its cardinality are of importance and not the exact bipartite graph $G$ indicating the coincidences. We therefore simply write $x \sim_Q y$ whenever the coincidences between two solutions $x, y \in S_M^*$ are given by some non-empty bipartite graph $G$ satisfying
\(Q(G) = Q\). Noting that by Lemma 4.3 the number of proper solutions \(x \in S^*_M\) is \(\Theta(n^{m-r})\), we can now write
\[
\Delta^* = \sum_{x,y \in S^*_M, x \sim y} \mathbb{P}(E_x \land E_y) = \sum_{x \in S^*_M} \sum_{\emptyset \neq Q \subseteq [m]} \sum_{y \in S^*_M, x \sim Q y} \sum_{p^{|Q|}} 2^{m-|Q|}
\]
\[
= \sum_{\emptyset \neq Q \subseteq [m]} O \left( (n^{m-|Q|-(r-r_Q)}) p^{2m-|Q|} \right)
\]
\[
= O \left( (n^{m-r} p^m)^2 \sum_{\emptyset \neq Q \subseteq [m]} \left( \frac{n^{-|Q|-r_Q}/|Q|}{p} \right) \right) = o \left( E(X^*)^2 \right), \quad (13)
\]
since \(p = \omega(n^{-1/c(M)})\) also implies \(p = \omega(n^{-|Q|-r_Q}/|Q|)\) for all \(Q \subseteq [1, \ldots, m]\) by Definition 1.1 and \(E(X^*) = \Theta(n^{m-r} p^m)\) by Eq. (12). By the Second Moment Method it follows from (13) that \(X^* \sim E(X^*)\) asymptotically almost surely. In particular we have that, in this range, \(X > X^* > 0\) with probability tending to 1. \(\square\)

8 Proof of Theorem 1.3

8.1 Sufficiency

We will apply Brun’s Sieve (see Theorem 3.1) in order to show the statement. Note that we require our system to be strictly balanced so in Definition 6.3 we can pick \(p = \{1, \ldots, m\}\) (the partition of a proper solution) and in particular we have that \(|Q|/(|Q| - r_Q) < m/(m - r)\) for all \(Q \subseteq [1, \ldots, m]\) and hence \(c(M) = m/(m - r)\).

We start by developing the first moment of the random variable \(X\) which counts the number of essentially different non-trivial solutions to \(M \cdot x = 0\) in \(A^m\) for \(p = Cn^{-1/c(M)} = Cn^{-(m-r)/m}\). As before we split it up by the number of repeated coordinates in the solutions and apply Lemma 4.3:
\[
\mathbb{E}(X) = \sum_{x \in S_M} \mathbb{P}(E_x) = \sum_{s=1}^m \sum_{p \in \mathbb{P}(M)} \sum_{x \in S^*_M} p^s
\]
\[
= \frac{\text{Vol}(P_M)}{\sigma(M)} n^{m-r} p^m (1 + o(1)) + \sum_{s=1}^{m-1} \sum_{p \in \mathbb{P}(M)} o \left( n^{s-r} m^s \right) p^s
\]
\[
= C^m \frac{\text{Vol}(P_M)}{\sigma(M)} (1 + o(1)) + o(1) = \mu (1 + o(1))
\]
where we set \(\mu = C^m \text{Vol}(P_M)/\sigma(M)\). Note that in the third equality the first part refers to proper solutions and the second part to non-trivial solutions \(x\) with repeated coordinates for which we have \(\text{rk}(M_p(x)) = r > r \text{p}(x)/m\) by Definition 5.1.

Let \(\mathbb{E}(X)_t\) denote the expected number of ordered \(t\)-tuples of solutions and split it up into three parts:
\[
\mathbb{E}(X)_t = \mathbb{E}(X) + \mathbb{E}(X)_t'' + \mathbb{E}(X)''.
\]
The first part $\mathbb{E}(X)_t^\prime$ refers to $t$-tuples of pairwise disjoint proper solutions, $\mathbb{E}(X)_t^\prime\prime$ refers to $t$-tuples of pairwise disjoint non-trivial solutions of which at least one is not proper and $\mathbb{E}(X)_t^\prime\prime\prime$ refers to $t$-tuples of non-trivial solutions in which at least two share a coordinate. We will compute each of them to show that $\mathbb{E}(X)_t = \mu^t (1 + o(1))$ from which we can follow that $S(t) \rightarrow \mu^t / t!$ so that Theorem 3.1 applies.

In order to compute the expected number of ordered $t$-tuples of solutions we introduce the notion of compounded systems of linear equations. For this consider two matrices $A$ and $B$ with $m_A$ and $m_B$ columns respectively as well as an incomplete bipartite matching $G = ([m_A], [m_B], E)$ where $E = \{(i_1, j_1), \ldots, (i_k, j_k)\}$ for some $k < \min(m_A, m_B)$ (note the similarity to the previous proof). Denote the columns of $A$ and $B$ by $a_i$ and $b_j$. Write also $A^{[m_A]\setminus \{i_1, \ldots, i_k\}}$ and $B^{[m_B]\setminus \{j_1, \ldots, j_k\}}$ for the matrices obtained from $A$ and $B$ by removing those columns indexed by $\{i_1, \ldots, i_k\}$ or $\{j_1, \ldots, j_k\}$ respectively. Define now the following matrix:

$$A \times_G B = \begin{pmatrix} A^{[m_A]\setminus \{i_1, \ldots, i_k\}} & a_{i_1} \ldots a_{i_k} & 0 \\ 0 & b_{j_1} \ldots b_{j_k} & B^{[m_B]\setminus \{j_1, \ldots, j_k\}} \end{pmatrix}.$$ 

For our application the actual matching and hence the concrete type of overlap will be irrelevant. What matters is whether the systems are disjoint or not, so if the bipartite graph is empty or if there is some actual overlap. We therefore simply omit the graph in our notation and write $A \times B$ when compounding matrices and $A \times B$ to specify when they are being compounded without overlap. Note that this operator is not commutative or associative (and in fact strongly depends on the size of the respective matrices) and we will write $A \times B \times C = (A \times B) \times C$.

Using this we note that finding $t$-tuples of pairwise disjoint proper solutions to $M$ is equivalent to finding proper solutions of the compounded system $M \times \cdots \times M$. The resulting system in $tm$ variables $M \times \cdots \times M \cdot x = 0$ is trivially admissible and has rank $tr$. It is also easy to see that $\sigma(M \times \cdots \times M) = \sigma(M)^t$ and $\text{Vol} \left( P_{M \times \cdots \times M} \right) = \text{Vol} \left( P_M \right)^t$ and therefore we can apply Lemma 4.3 in order to get

$$\mathbb{E}(X)_t^\prime = \frac{\text{Vol} \left( P_{M \times \cdots \times M} \right)^{\text{det} (M \times \cdots \times M)} n^{tm - tr} p^{tm} (1 + o(1)) = \mu^t (1 + o(1)).$$

Next consider all $t$-tuples of pairwise disjoint non-trivial solutions of which at least one is not proper. This means we are considering all compounded systems $M_{p_1} \times \cdots \times M_{p_t}$ where $p_i \in \mathcal{P}(M)$ and at least one of them is not equal to $\{1, \ldots, m\}$, i.e. it does not come from a proper solution. We note that the compounded system trivially is non-degenerate. The system also is irreduntant since otherwise it would not actually be associated to some $t$-tuples of pairwise disjoint non-trivial solutions and hence would not be part of $\mathbb{E}(X)_t^{\prime\prime}$, so in particular it is admissible. Its number of columns is $\sum_{i} |p_i|$ and—since the partitions come from non-trivial solutions—its rank is $\sum_{i} \text{rk}(M_{p_i}) = tr$. It follows by Lemma 4.3 that

$$\mathbb{E}(X)_t^{\prime\prime} = O \left( n^{\sum_{i} |p_i| - tr} p^{\sum_{i} |p_i|} \right) = O \left( n^{tr (\sum_{i} |p_i| / tm - 1)} \right) \rightarrow 0$$

where the limit follows from the fact that $\sum_{i} |p_i| < tm$. Here we have used the assumption that one of the partitions does not come from a proper solution, so there exists a partition $|p_i|$ which satisfies $|p_i| < m$.

So far we have not used the condition that our system is strictly balanced. This requirement will be of importance now when considering $t$-tuples of non-trivial solution in which at least two solutions share a coordinate. This means we are considering all compounded systems
Here, \( M_{p_1} \times \cdots \times M_{p_t} \) where \( p_i \) are partitions of the columns resulting from some non-trivial solutions and for at least one of the compound operators the implied bipartite matching is not empty. This means at least one of the systems \( M_{p_i} \) overlaps with the rest of the construction in some way. The irredundancy of the system follows trivially as in the previous case.

Let us consider in general terms what happens when we compound two admissible systems \( A \in \mathcal{M}_{r_A,m_A}(\mathbb{Z}) \) and \( B \in \mathcal{M}_{r_B,m_B}(\mathbb{Z}) \). We have already established that \( A \times B \) is a system in \( m_A + m_B \) variables with rank \( r_A + r_B \). Now let us assume there is some overlap, that is some columns \( \emptyset \neq Q \subset [m_B] \) of \( B \) are matched to columns of \( A \) in the implied bipartite matching. The compounded system will have \( m_A + m_B - |Q| \) columns and be of rank at least \( r_A + r_B - r_Q(B) \). This follows easily since if some rows in the compounded system stemming from \( B \) are linearly dependent, then first their coordinates in \( Q \) have to be linearly dependent on other rows stemming from \( B \). Using the above notation gives the upper bound \( r_Q(B) \) for the number of rows that can become linearly dependent by compounding the two systems.

We know that \( M_{p_1} \times \cdots \times M_{p_t} \) is a system of equations in \( tm - \beta \) variables of rank \( tr - \alpha \) for some \( \alpha, \beta \in \mathbb{N}_0 \). Since we are only considering systems with some overlap we assume \( \beta > 0 \). Using the previous observations we can induce over \( 1 \leq i \leq t \) to show that \( \beta r/m > \alpha \). Assume w.l.o.g. that the first two systems \( M_{p_1} \) and \( M_{p_2} \) overlap in some columns \( \emptyset \neq Q \subset [p_2] \) of \( M_{p_2} \). It follows that \( M_{p_1} \times M_{p_2} \) has \( |p_1| + |p_2| - |Q| \) columns and by the previous observation is of rank at least \( 2r - r_Q(M_{p_2}) \). Since our system is strictly balanced we have by Definition 6.3 that

\[
\frac{|Q|}{|Q| - r_Q(M_{p_2})} < \frac{m}{m-r} \iff r_Q(M_{p_2}) < \frac{\ell_m}{m} |Q|.
\]

This means that the rank of \( M_{p_1} \times M_{p_2} \) is strictly greater than \( 2r - |Q| r/m \). Therefore the first step of the induction is complete. Next we assume that \( M_{p_1} \times \cdots \times M_{p_k} \) has \( km - \beta \) variables and is of rank \( kr - \alpha \) for \( 1 < k < t \) and some \( \beta r/m > \alpha, \beta > 0 \). We compound \( M_{p_{k+1}} \) with \( M_{p_1} \times \cdots \times M_{p_k} \) where the overlap is indicated by \( Q \subset [p_{k+1}] \) and \( Q = \emptyset \) is possible. It follows by the same arguments as before that \( M_{p_1} \times \cdots \times M_{p_{k+1}} \) has \( (k+1)m - (\beta + |Q|) \) columns and is of rank strictly greater than

\[
kr - \alpha + r - r_Q(M_{p_{k+1}}) \geq (k+1)r - (\alpha + \frac{\ell_m}{m} |Q|)
\]

since \( p_{k+1} \) again comes from a non-trivial solution. Obviously we still have

\[
\frac{\ell_m}{m} (\beta + |Q|) > \alpha + \frac{\ell_m}{m} |Q|
\]

and therefore the induction is complete. Now using the fact that \( \beta r/m > \alpha \) we can apply Lemma 4.3 and state that

\[
\mathbb{E}(X)_t'' = O \left( n^{(tm-\beta)-(r-\alpha)} p^{tm-\beta} \right) = O \left( n^{t(m-r)+(\alpha-\beta)} n^{t(r-m)-\beta(r/m-1)} \right) = O \left( n^{\alpha - \frac{\ell_m}{m} \beta} \right) \to 0.
\]

Taken together it follows that

\[
\mathbb{E}(X)_t = \mathbb{E}(X)_t' + \mathbb{E}(X)_t'' + \mathbb{E}(X)_t''' = \mu'(1 + o(1))
\]

and since \( S^{(t)} = \mathbb{E}(X)_t / t! \) we can apply Brun’s sieve to deduce the statement of the theorem.
8.2 Necessity

It remains to show that the strictly balanced condition is in fact necessary. If the system is balanced but not strictly balanced, i.e. \( c(M) = m/(m-r) \) but there exists an induced submatrix also attaining this value, we again split \( \mathbb{E}(X)_t \) into three parts

\[
\mathbb{E}(X)_t = \mathbb{E}(X)'_t + \mathbb{E}(X)''_t + \mathbb{E}(X)'''_t
\]

as before. Observe that \( \mathbb{E}(X)'_t = \mu(1 + o(1)) \) and \( \mathbb{E}(X)''_t = o(1) \) are unchanged from the previous computations since we did not rely on the strictly balanced condition for their computation. Further continuing the notation from the proof of sufficiency, we know that the compounded systems \( M_{p_1} \times \cdots \times M_{p_t} \), considered in \( \mathbb{E}(X)'''_t \) have \( tm - \beta \) variables and are of rank \( tr - \alpha \) for some \( \alpha, \beta \in \mathbb{N}_0 \) s.t. \( \beta > 0 \). Doing a simple induction as before we can show that \( \beta/rm \geq \alpha \) since the system is balanced. Note that previously we had a strict inequality since we were dealing with strictly balanced systems. If the inequality is strict, the compounded system is negligible as before. However, since by assumption our system is balanced but not strictly balanced, there can also exist compounded systems for which we have equality, i.e. \( \beta/rm = \alpha \). Note that there is obviously a bounded number of \( \alpha \) and \( \beta \) for each \( t \) so there is a finite number of these compounded systems. These (if they exist) would each contribute in the order of a constant, since

\[
\Theta \left( n^{(tm-\beta)-(tr-\alpha)} p^{tm-\beta} \right) = \Theta \left( n^{trm-ar+\alpha-\beta} n^{tr-r_m \beta-tm+\beta} \right) = \Theta \left( n^{s-r_m \beta} \right) = \Theta(1).
\]

We would like to conclude from this, that there exists a positive constant \( c_t > 0 \) such that \( \mathbb{E}(X)'''_t = o(1) + c_t \). However, we first need to verify that these compounded systems actually occur, i.e. that they come from some tuple of solutions with the correct overlap. Assume a proper solution \( x \) of \( M \cdot x = 0 \) and fix some \( Q \neq Q \subset \{1, \ldots, m\} \) coordinates belonging to an induced submatrix for which \( |Q|/|Q| - \text{rk}(M[Q]) = m/(m-r) \). We have \( r_Q = |Q|/r_m \) and therefore one can easily show that \( (m - |Q|) - (r - r_Q) > 0 \). This means there is at least a degree of freedom in the remaining un-fixed coordinates, so it is possible to have two solutions overlap exactly in \( Q \) but not any other coordinates and the compounded system does actually occur in \( \mathbb{E}(X)'''_t \).

Combining the previous observations, it follows that

\[
\mathbb{E}(X)_t = \mathbb{E}(X)'_t + \mathbb{E}(X)''_t + \mathbb{E}(X)'''_t = \mu(1 + o(1)) + c_t.
\]

Obviously, for each \( n > 0 \), fixed \( s \) and \( 0 \leq t \leq s \) the values \( \mathbb{E}(X)'_t \) are moments of a random variable. Hence, they satisfy Stieltjes condition (see [34]), which is preserved by taking limits. Consequently, for each \( t \) the sequence \( \mu(1 + o(1)) + c_t \) converges to the \( t \)-th moment of a certain random variable. Due to Carleman’s condition, this random variable is indeed uniquely determined. Finally, the limit of the sequence \( X \) does not have a moment sequence equal to \( \{\mu'_t/t\}_{t \geq 1} \), but it is determined by its moments. We conclude that we cannot have convergence in distribution towards a Poisson distributed random variable.

To conclude the analysis, the unbalanced case can be deduced by using a similar argument to the one on the balanced case by conveniently rescaling the random variable and showing that it does not converge in distribution to a Poisson random variable. The details are the same as in the proof of [37, Theorem 5].
9 The computation of Vol ($\mathcal{P}_M$)

In this section we consider the question of computing the constants Vol ($\mathcal{P}_M$) involved in Theorem 1.2. As we have shown in previous sections, the constant Vol ($\mathcal{P}_M$) is the volume of the polytope defined by the equations $M \cdot x = 0$, where the coordinates of the vector $x$ belong to the closed interval $[0, 1]$. We study the $k$-sum free sets as a warm up. Note that the $k$-barycentric case could be treated with the same ideas. Secondly we analyze Ehrhart’s Polynomial for the polytope associated to $k$-AP’s by means of elementary arguments. For $B_h[g]$-sets, we obtain an exact formula by means of Vandermonde’s determinants. Finally, the volume in the case of $k$-cubes is not analyzed here, but observe that the volume can be deduced in this case from the results of [41].

9.1 $k$-sum-free sets

As a toy example, let us compute the volume of the polytope associated to sum-free sets, obtained from the linear equation $x_1 + x_2 = x_3$, $0 \leq x_i \leq 1$. The associated polytope can be defined as follows

$$\mathcal{P}_{1-SF} = \{(x_1, x_3) : 0 \leq x_1 \leq x_3 \leq 1\} \subset \mathbb{R}^2,$$

since $x_2 = x_3 - x_1 \in [0, 1]$ for any $(x_1, x_3) \in \mathcal{P}_{1-SF}$. Clearly $\mathcal{P}_{1-SF}$ is an integral polytope, since it is in fact the triangle with vertices $(0, 0)$, $(0, 1)$ and $(1, 1)$, and an easy computation gives a volume equal to $1/2$.

However, let us obtain this value by means of interpolation arguments. It follows from Ehrhart’s Theorem that $|n \cdot \mathcal{P}_{1-SF} \cap \mathbb{Z}^2| = f(n)$ for a polynomial $f$ of degree $\dim(\mathcal{P}_{1-SF}) = 2$; namely $f(n) = \text{Vol}(\mathcal{P}_{1-SF})n^2 + bn + c$. It is clear that $f(0) = |\{(0, 0)\}| = 1$ (which gives $c = 1$), $f(1) = f(0) + |\{(0, 1), (1, 1)\}| = 3$ (thus $b = 2 - \text{Vol}(\mathcal{P}_{1-SF})$) and $f(2) = f(1) + |\{(0, 2), (1, 2), (2, 2)\}| = 6$. Therefore

$$f(2) = 4\text{Vol}(\mathcal{P}_{1-SF}) + 2b + c = 2\text{Vol}(\mathcal{P}_{1-SF}) + 5 = 6 \implies \text{Vol}(\mathcal{P}_{1-SF}) = \frac{1}{2},$$

as we wanted to show.

The case $k > 1$ is slightly different: here we consider the set

$$\mathcal{P}_{k-SF} = \{(x_1, x_3) : 0 \leq kx_3 - x_1 \leq 1, 0 \leq x_1, x_3 \leq 1\} \subset \mathbb{R}^2,$$

which is a parallelogram instead of a triangle. Its area is equal to $1/k$. The main difference is that in the first case we obtain a polynomial, despite in the second case we may obtain a pseudopolynomial.

We continue computing Vol ($\mathcal{P}_M$) in the case of $k$-AP’s and also for $B_h[g]$ sets. In the first case by elementary means we obtain the closed expression for the volume. In the former case, we apply interpolation arguments to obtain a general expression in terms of determinants.

9.2 $k$-AP free sets

This family has been studied widely. For instance, the following result is also implicitly stated in [41]. For completeness we include the analysis here. As we have seen earlier, a $k$-AP

$$x_1 = a, x_2 = a + d, x_3 = a + 2d, \ldots, x_k = a + (k-1)d$$
can be expressed as a solution $x = (x_1, \ldots, x_k)$ of a linear system of rank $k - 2$ in $k$ variables. We can count the number of $k$-AP with elements in $[n] \cup \{0\}$ by direct counting:

**Proposition 9.1** For any integer $k \geq 3$ the number of $k$-AP (including trivial ones) in $[n] \cup \{0\}$ is given by

$$(n + 1) \left( \left\lceil \frac{n}{k - 1} \right\rceil + 1 \right) - \frac{k - 1}{2} \left( \left\lceil \frac{n}{k - 1} \right\rceil \right)^2 - \left\lfloor \frac{n}{k - 1} \right\rfloor. $$

**Proof** Observe that any $k$-AP is of the form $\{a, a + d, \ldots, a + (k-1)d\}$ where $a \in [n] \cup \{0\}$ and $d \in \{0, 1, 2, \ldots, \lfloor n/(k-1) \rfloor\}$, since

$$0, \lfloor \frac{n}{k-1} \rfloor, 2\lfloor \frac{n}{k-1} \rfloor, \ldots, (k-1)\lfloor \frac{n}{k-1} \rfloor \leq n$$

is a $k$-AP and the equality holds for multiples of $k-1$. Additionally, for a given $d$ we have that

$$\{0, d, \ldots, (k-1)d\}, \{1, 1 + d, \ldots, 1 + (k-1)d\}, \ldots, \{n - (k-1)d, n - (2k-2)d, \ldots, n\}$$

are the only $k$-AP with common difference $d$. Thus the total number of $k$-AP is given by

$$\sum_{d=0}^{\lfloor n/(k-1) \rfloor} (n + 1 - (k-1)d) = (n + 1) \left( \left\lceil \frac{n}{k - 1} \right\rceil + 1 \right) - \frac{k - 1}{2} \left( \left\lceil \frac{n}{k - 1} \right\rceil \right)^2 - \left\lfloor \frac{n}{k - 1} \right\rfloor.$$

\[\square\]

**Corollary 9.2** The polytope associated to the $k$-AP condition has volume $1/(k-1)$.

**Proof** Let $P_k$ denote the associated polytope. By Ehrhart’s Theorem it follows that the number of $k$-AP in $[n] \cup \{0\}$ is equal to $\text{Vol} (P_k) n^2 + O(n)$. Note that using the number of solutions as counted in Proposition 9.1 satisfies

$$(n + 1) \left( \left\lceil \frac{n}{k - 1} \right\rceil + 1 \right) - \frac{k - 1}{2} \left( \left\lceil \frac{n}{k - 1} \right\rceil \right)^2 - \left\lfloor \frac{n}{k - 1} \right\rfloor = \frac{1}{2(k-1)} n^2 + O(n).$$

However Proposition 9.1 only counted solutions up to symmetry so we needed to take multiply by a factor of $\sigma(M_{k,\text{AP}}) = 2$ in order to obtain the desired volume. \[\square\]

### 9.3 $B_h[g]$-sets

A polytope with unimodular matrix (namely, each quadrangular submatrix has determinant either $0$ or $\pm 1$) is integral [43]. We start proving that the polytope associated to $B_h[g]$-sets is integral, hence we can use the usual interpolation technique in polynomials. Note that it is easy to verify that the matrix associated to $B_h[g]$-sets is strictly balanced.

**Proposition 9.3** The polytope associated to $B_h[g]$-sets is integral.

**Proof** Let $M_{B_h[g]}$ be defined as in Eq. (2). We recall Eq. (4) and note that the polytope $P_{M_{B_h[g]}}$ can be written as

$$P_{M_{B_h[g]}} = \{x : M_{B_h[g]} \cdot x \leq 0\} \cap \{x : (-M_{B_h[g]}) \cdot x \leq 0\} \cap [0, 1]^m \subset \mathbb{R}^m.$$
and hence has matrix representation form \( \{ x \in \mathbb{R}^k : P \cdot x \geq b \} \) where
\[
P = \begin{pmatrix}
M \\
-M \\
I_{h(g+1)} \\
-I_{h(g+1)}
\end{pmatrix}
\] and \( b = (0, 2g, 0, 0, h(g+1), 0, -1, h(g+1), -1)^T \). (14)

It follows that we only need to prove that all minors of the matrix belong to the set \( \{0, \pm 1\} \). Observe that we can reduce our argument to minors with entries in the topmost part of the matrix (namely the matrix \( M \)). We argue by induction on the size of the minor. The result is clear for minors of size 1, as the entries of the matrix belong to \( \{0, \pm 1\} \). Assume that the result is true for every minor of size at most \( k \), and let us show that the result is also true for \( k \). With this purpose we use the fact that every column of \( M \) has at most two elements different from 0.

Consider the first row of the minor under study. If all elements are equal to 0, the minor is equal to 0. If there exist a unique element different from 0, we apply induction by developing the determinant along the row. Finally, let us assume that there exist in the first row at least two elements different from 0. Finally, observe that:

1. if these two elements in the first row are equal the corresponding columns are linearly dependent, and the determinant is equal to 0.
2. if these two elements are different, the column where 1 belongs just contain 0 since we are considering the first row: by construction a minor cannot have a \( 1 \) below a \( 1 \) entry. Hence we can develop the determinant by this column and we apply induction.

With this analysis we cover all possible cases, and the proof is finished.

We continue computing the number of solutions of the system of equations \( M_{B_h[g]} \cdot x = 0 \) such that the coordinates of \( x \) belong to \([n] \cup \{0\}\) by means of the inclusion-exclusion method. For this, fix some \( j \) coordinates and index them by the set \( J \subseteq [h] \). If these coordinates are strictly greater than \( n \), we can rewrite our equation \( x_1 + \cdots + x_h = k \) as \( \sum_{i \in J} (x_i - n) + \sum_{i \in [h] \setminus J} x_i = y_1 + \cdots + y_h = k - (n + 1)j \) where the coordinates of \( y \) still belong to \([n] \cup \{0\}\). It follows that the number of solutions of \( x_1 + \cdots + x_h = k \) such that at least the \( j \) fixed coordinates are strictly greater than \( n \) is equal to
\[
\binom{k - (n + 1)j + h - 1}{h - 1}.
\]

Now we can apply the inclusion-exclusion method. For this write \( k = k_1n + k_2 \) where \( 0 \leq k_1 \leq h - 1 \) and \( 1 \leq k_2 \leq n \) or \( k_1 = 0, k_2 = 0 \) (so they are uniquely determined for each \( k \)). It follows that the number of solutions of the equation \( x_1 + \cdots + x_h = k \) with \( x_i \in [n] \cup \{0\} \) is equal to
\[
a(k_1) = \sum_{j=0}^{k_1} (-1)^j \binom{h}{j} \binom{(k_1 - j)n + k_2 - j + h - 1}{h - 1}.
\]

Observe that \( k \) is smaller or equal than \( hn \). Consequently, the total number of integer points in the polytope defined by the equations \( M_{B_h[g]} \cdot x = 0 \) and each coordinate of \( x \) belonging to \([n] \cup \{0\}\) is equal to a function
\[
f_{h,g}(n) = 1 + \sum_{k_1=0}^{h-1} \sum_{k_2=1}^{n} (a(k_1))_{g+1}.
\]
Table 2  Volumes for different families of $B_h[g]$ sets

| $h \setminus g$ | 1   | 2   | 3   | 4   | 5   |
|-----------------|-----|-----|-----|-----|-----|
| 2               | 2/3 | 1/2 | 2/5 | 1/3 | 2/7 |
| 3               | 11/20| 12/25| 379 | 565 | 6759|
| 4               | 151/315| 1979/7560| 40853/270270| 200267/1223936| 825643615/5084957888 |
| 5               | 15619/30288| 4393189/20756736| 1865002207/16937496576| 342366164065/7592023828992| 689860777579903/213768536090690560 |
| 6               | 655177/1963200| 2562560000/782398400000|18284797440000/1931111804604041|462600537525200000/314009539918197674930 |

Thus, we have used the Pochhammer symbol $(a(k))_{g+1} = a(k_1) (a(k_1) - 1) \cdots (a(k_1) - g)$. Now the argument used in the case of $k$-AP does not work, as expressions are more involved. However, we can apply an interpolation argument to obtain the dominant term of $f_{h,g}(n)$: by Proposition 9.3 and Theorem 3.2, $f_{h,g}(n)$ is a polynomial of degree $d = (h - 1)(g + 1) + 1$ with coefficients $a_0, a_1, \ldots, a_d$. Hence, the values $f_{h,g}(0), f_{h,g}(1), \ldots, f_{h,g}(d - 1)$ determine $f_{h,g}(n)$ through the Vandermonde-matrix

$$\begin{pmatrix}
1 & 0 & \cdots & 0 \\
1 & 1 & \cdots & 1 \\
1 & 2 & \cdots & 2^{d-1} \\
\vdots & \vdots & \cdots & \vdots \\
1 & \cdots & \cdots & (d - 1)^{d-1}
\end{pmatrix} \begin{pmatrix}
a_0 \\
a_1 \\
a_2 \\
\vdots \\
a_d
\end{pmatrix} = \begin{pmatrix}
f_{h,g}(0) \\
f_{h,g}(1) \\
f_{h,g}(2) \\
\vdots \\
f_{h,g}(d - 1)
\end{pmatrix} \quad (15)
$$

Note that by Eq. (5) we have $a_d = \text{Vol}(\mathcal{P}_{M_{B_h[g]}})$. This coefficient can easily be determined using for example Cramer’s rule. Actual values of the volume of the polytope with $h, g \leq 6$ are computed in Table 2 using this equation.

We recall that a detailed study for the threshold in $B_h[1]$ sets can be found in [22]. In this work Godbole et al. studied the random variable that counts the number of solutions $(a, b) = (a_1, \ldots, a_h, b_1, \ldots, b_h)$ of the equation

$$a_1 + a_2 + \cdots + a_h = b_1 + b_2 + \cdots + b_h, \quad (16)$$

with $a_1 \leq a_2 \leq \cdots \leq a_h, b_1 \leq b_2 \leq \cdots \leq b_h$ and $a < b$ with respect to the lexicographic order. They obtained the volume of the associated polytope by means of trigonometric sums and Fourier analytic methods. More precisely, this volume is given by Eq. (16) in [22]:

$$\kappa_h = \frac{1}{2(h!)^2(2h - 1)!} \sum_{j=0}^{h-1} (-1)^j \binom{2h}{j} (h - j)^{2h-1}. \quad (16)$$

As we have seen before, it suffices to study carefully the number of proper solutions. Therefore, in terms of our approach, this result can be translated into

$$\text{Vol}(\mathcal{P}_{B_h[1]}) = \sigma(M_{B_h[1]}) \kappa_h = 2(h!)^2 \kappa_h = \frac{\sum_{j=0}^{h-1} (-1)^j \binom{2h}{j} (h - j)^{2h-1}}{(2h - 1)!},$$

since for every ordered solution to (16) we must count $2(h!)^2$ different solutions (obtained by permuting the $a_i$ and the $b_j$ coordinates, and then considering the symmetric solution $(b, a)$). These constants correspond to the first column in the following table ($g = 1$). Closed formulas for bigger values of $g$ seem to be much more involved.
10 Related questions

The problem considered in this paper could be rephrased in a more general setting. Let \( Q \) be an infinite sequence of integers. Let \( A \) be a random set in \([n]\), and \( M \in \mathcal{M}_{r,m}(\mathbb{Z}) \) an admissible matrix. Does there exist a threshold function for the property “\( A^r \) contains a non-trivial solution \( x \) with \( M \cdot x \in Q' \)?” Observe that this paper has dealt with the case \( Q = \{0\} \). It is clear that we need extra assumptions on the matrix \( M \): for instance, the system of equations with matrix

\[
M = \begin{pmatrix}
2 & -4 \\
1 & 2
\end{pmatrix}
\]

is admissible, but \( M \cdot x \in Q^2 \) when \( Q = 2\mathbb{N} + 1 \) is not possible. The problem of characterizing those matrices which are admissible for a given sequence \( Q \) or, on the contrary, characterizing those sequences that are admissible for a fixed system is a problem far from being trivial. Nevertheless, even for very simple systems (such as \( x_1 - x_2 \)) and well studied sequences (like the squares or the primes) the study of large sets which avoid this condition is very involved.

For example, Sárközy [42] showed that every set with positive upper density contains at least two elements whose difference is a square, see also [31]. It is, in fact, conjectured that for every \( \epsilon > 0 \) there exists a set in \([n]\) whose differences are never a square and has size \( n^{1-\epsilon} \). Ruzsa [38] proved this conjecture for every \( \epsilon \geq 0.267 \).

In the presented approach, however, some things can be said. For example, consider the equation \( x_1 - x_2 \) and the sequence of \( k \)-th powers \( Q = \{x^k : x \in \mathbb{N}\} \) (the same arguments could be applied to more general sequences, like prime numbers or powers of 2 among others).

Then, it is obvious that, if we denote by \( S_Q(n) = \{x = (x_1, x_2) \in [n]^2 : x_1 - x_2 \in Q\} \) the set of solutions,

\[
|S_Q(n)| = \sum_{q \in Q(n)} (n - q) = n|Q(n)| - \sum_{q \in Q(n)} q = \int_0^n x^{1/k} dx = \frac{k}{k + 1} n^{1+1/k} (1 + o(1))
\]

by Abel’s summation formula.

It is easy to see that if \( A \) a random set of \([n]\), where every element is chosen uniformly at random with probability \( p \), then \( p = n^{-(k+1)/(2k)} \) is a threshold function for the property “\( x_1 - x_2 \in Q' \)”. The proof follows from the same ideas of Theorem 1.2. Once again, if we denote by \( E_x \) the event \( x \in A^2 \) and \( I_x \) is the associated indicator random variable, it is clear that the expected value for the random variable

\[
X = \sum_{x \in S_Q(n)} I_x,
\]

is \( O(n^{(k+1)/k} p^2) \). Hence, taking \( p = o \left(n^{-(k+1)/(2k)}\right) \) this expected value tends to 0.

For the second part, we observe that

\[
\Delta = O \left(n|Q(n)|^2 p^3\right) = O(n^{k+2} p^3)
\]

and therefore taking \( p \gg n^{-k+1} \) we obtain that \( \Delta = o \left(\mathbb{E}[X]^2\right) \). Consequently, \( X \sim \mathbb{E}[X] \) asymptotically almost surely.

The methodology developed to deal with systems of linear equations could be adapted to treat similar problems in other directions. The same arguments could be adapted in the context of finite fields: despite the extra conditions we need to demand to the system (in order to have maximum rank), we do not need an Ehrhart’s type result in this context.
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