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1. Introduction

Delay differential equations (DDEs) [1–3] play a pivotal role in mathematical modeling when the rate of change of some time-dependent phenomena does not only depend on its current state but also depends on a certain past state. In the current state, it might possible that we are subject to the poor performance of our model but when we include the performance of some former state, we might have better results.

In other words, delay differential equations arise whenever a phenomenon has a delayed effect in a differential equation. Since this happens quite frequently, DDEs are ubiquitous in nature. Their most common applications include models of population dynamics [4], control theory [5], dynamics of neural networks [6], models on the spread of diseases [7] and applications to feedback problems in electrical and electronics engineering [8]. Among other applications are modeling problems in quantum dot lasers [9] and topics in climate science [10]. Interested readers are referred to [11] for an extensive survey of the uses of DDEs in mathematical biology, where they can also find a monograph of the numerical solutions of DDEs [12].

We will now have a brief introduction of pantograph equations. A pantograph equation is actually the most prominent delay differential equation with proportional delay which frequently appears in many scientific and engineering models, and plays an important role in diverse applications such as number theory, astrophysics, electrodynamics, probability theory on algebraic structures, quantum mechanics, nonlinear dynamical systems, and cell growth [13–17]. The name pantograph originated in 1851 from the work of...
Ockendon and Tayler on the collection of current by the pantograph head of an electric locomotive [14].

The main subject of this research paper was to consider a polynomial-based technique to obtain an approximate solution to the following second-order singular multi-pantograph delay differential equation (SMDDE) in the form [18–20]:

\[
\chi''(\eta) + \sum_{s=1}^{m} \frac{1}{p_s(\eta)} \chi'(s \eta) + \frac{1}{q(\eta)} \chi(\eta) = f(\eta), \quad \eta > 0,
\]

(1)

associated to the initial conditions

\[
\chi(0) = \chi_0, \quad \chi'(0) = \chi_1,
\]

(2)

where the pantograph parameters are \(0 < \tau_s < 1\) for \(s = 1, 2, \ldots, m\) and \(\chi_0, \chi_1\) are the known real numbers. Here, the functions \(p_s(\eta), s = 1, 2, \ldots, m\) and \(q(\eta)\) are assumed to be continuous.

In recent years, many studies have been carried out on the approximate and numerical solutions of differential equations of pantograph type. We reviewed some of the previous studies in this section. Recently, the generalized pantograph type differential equations have been approximately solved by using the shifted Legendre polynomial solutions, the special matrix approach, the Taylor operational matrix method, and an approach based on the combination of the variational iteration method and Laplace transform scheme [21–24]. Furthermore, singular-type differential equations with delay have been solved by the Bernoulli, Bessel, reproducing kernel and machine learning approaches, as well as by neural-swarming heuristic methods in [2,3,18–20]. In addition, the collocation approach based on the Jacobi rational-Gauss collocation scheme, the stable Runge–Kutta methods, the shifted orthonormal Bernstein polynomials method and the least squares–Epsilon–Ritz algorithm were introduced for solving generalized pantograph equations [25–28].

In recent decades, collocation techniques based on (orthogonal) polynomials have been successfully applied to various areas of physical science and engineering. They have been proven to be efficient, robust, and provide exponential convergence in many application areas, as can be seen in [29–35]. The main goal of this study was to give an efficient collocation-based polynomial approximation for the solution to the SMDDE (1). In this respect, a new class of orthogonal functions called Vieta–Lucas polynomials is considered. This technique is based on taking the truncated VL expansion of the function in the SMDDE. Hence, the resulting matrix equation can be solved, and thus the unknown VL coefficients can be approximately determined.

The rest of this research paper is structured as given below. In Section 2, we give a detailed overview of Vieta–Lucas (VL) functions having definitions of VL polynomials and shifted VL polynomials. Some of their important and symmetry properties were also reviewed. Section 3 is devoted to presenting a collocation approach called a VL-collocation scheme to solve a class of singular multi-pantograph delay differential equations. By exploiting the shifted VL basis functions together with a set of discrete collocation points, this technique reduces the underlying model (1) into an algebraic linear fundamental matrix equation. Moreover, an error bound in the maximum norm for the VL-collocation scheme applied to the SMDDE was obtained and an error estimation method was introduced in Section 4. In the numerical Section 5, three numerical test examples were simulated to illustrate the accuracy and efficiency of the proposed VL-collocation method. We finally summarize the study in Section 6.

2. An Overview of Vieta–Lucas Functions

Vieta–Lucas (VL) polynomials are defined in the interval \(\Omega := [-2, 2]\). Let \(j \in \mathbb{N}_0 = \mathbb{N} \cup \{0\}\). The VL polynomial of degree \(j \in \mathbb{N}_0\) is given by [36,37]

\[
\text{VL}_j(\xi) := 2 \cos(j \varphi), \quad \xi = 2 \cos \varphi, \quad \varphi \in [0, \pi].
\]

(3)
We clearly have $\mathbb{V}L_0(\xi) = 2$. The explicit forms of the remaining polynomials are obtained as follows:

$$\mathbb{V}L_j(\xi) = \sum_{r=0}^{\lfloor \frac{j}{2} \rfloor} (-1)^r \binom{j-r}{r} \frac{j}{j-r} \xi^{j-2r}, \quad j \in \mathbb{N},$$

(4)

where $\lfloor \cdot \rfloor$ denotes the ceiling function. A simple calculation using $j = 1$ in (4) shows that $\mathbb{V}L_1(\xi) = \xi$. Using $\mathbb{V}L_0(\xi) = 2$ and $\mathbb{V}L_1(\xi) = \xi$, we can also generate the VL polynomials by the following recursive relation:

$$\mathbb{V}L_j(\xi) = \xi \mathbb{V}L_{j-1}(\xi) - \mathbb{V}L_{j-2}(\xi), \quad j = 2, 3, \ldots.$$

On account of the former recursion, the next five VL polynomials are obtained as

$$\begin{align*}
\mathbb{V}L_2(\xi) &= -2 + 2\xi^2, \\
\mathbb{V}L_3(\xi) &= -3\xi + 3\xi^3, \\
\mathbb{V}L_4(\xi) &= 2 - 4\xi^2 + 4\xi^4, \\
\mathbb{V}L_5(\xi) &= 5\xi - 5\xi^3 + 5\xi^5, \\
\mathbb{V}L_6(\xi) &= -2 + 9\xi^2 - 6\xi^4 + 6\xi^6.
\end{align*}$$

Furthermore, the class of VL polynomials forms an orthogonal system on $\Omega$. The orthogonality condition is given by

$$\int_{\Omega} \mathbb{V}L_j(\xi) \mathbb{V}L_{j'}(\xi) \omega(\xi) d\xi = \begin{cases} 4\pi, & \text{if } j = j' = 0, \\ 0, & \text{if } j \neq j' \neq 0, \\ 2\pi, & \text{if } j = j' \neq 0, \end{cases}$$

(5)

where $\omega(\xi) = (4 - \xi^2)^{-1/2}$ is the related weighting function.

**Lemma 1.** The VL polynomial $u(\xi) := \mathbb{V}L_j(\xi)$ satisfies the following differential equation:

$$(4 - \xi^2)u'' - \xi u' + j^2 u = 0, \quad j \in \mathbb{N}.$$  

(6)

**Proof.** If we differentiate $u(\xi)$ with respect to $\xi$, we have:

$$u' = \frac{du}{d\xi} = \frac{du}{d\phi} \frac{d\phi}{d\xi} = j \sin(j\phi) \frac{1}{\sin \phi}.$$

Similarly, for the second derivative, we obtain:

$$u'' = \frac{du'}{d\xi} = \frac{du'}{d\phi} \frac{d\phi}{d\xi} = -j^2 \cos(j\phi) \frac{1}{2\sin^2 \phi} + j \frac{\cos \phi \sin(j\phi)}{\sin^3 \phi}.$$

We then insert the expressions of derivatives $u', u''$, $u = 2\cos(j\phi)$ and $\xi = 2\cos \phi$ into the given differential equation. After simplifying, all terms are canceled out. Thus, the proof is completed. \(\square\)

**Remark 1.** We note that the VL differential Equation (6) is symmetric with respect to the transformation $\xi \rightarrow -\xi$. 

The Shifted VL Polynomials

In order to utilize the family of VL polynomials for our model problem, we are required to transform them on the interval [0, 1]. In this respect, we apply the change of variable \( \xi = 4\eta - 2 \) on the differential equation (6). It follows that:

\[
\left( \eta - \eta^2 \right) \frac{d^2}{d\eta^2} \text{VL}^*_j(\eta) - \left( \eta - \frac{1}{2} \right) \frac{d}{d\eta} \text{VL}^*_j(\eta) + \eta^2 \text{VL}^*_j(\eta) = 0, \quad j \in \mathbb{N},
\]

where \( \text{VL}^*_j(\eta) = \text{VL}_j(4\eta - 2) \) is the shifted VL polynomials defined on \( \Omega_* := [0, 1] \). In view of (4), we can express the explicit form of shifted VL polynomials as the (unique) solution of (7). After some manipulations, we obtain:

\[
\text{VL}^*_0(\eta) = 2, \quad \text{VL}^*_j(\eta) = 2 \sum_{r=0}^{j} (-1)^{j-r} \frac{4^r (j+r-1)!}{(j-r)!(2r)!} \eta^r, \quad j \in \mathbb{N}.
\]

Accordingly, a few shifted VL polynomials on [0, 1] are constructed as follows:

\[
\begin{align*}
\text{VL}^*_1(\eta) &= -2 + 4\eta, \\
\text{VL}^*_2(\eta) &= +2 - 16\eta + 16\eta^2, \\
\text{VL}^*_3(\eta) &= -2 + 36\eta - 96\eta^2 + 64\eta^3, \\
\text{VL}^*_4(\eta) &= +2 - 64\eta + 320\eta^2 - 512\eta^3 + 256\eta^4, \\
\text{VL}^*_5(\eta) &= -2 + 100\eta - 800\eta^2 + 2240\eta^3 - 2560\eta^4 + 1024\eta^5.
\end{align*}
\]

Accordingly, the weight function \( \omega(\xi) \) for the shifted VL polynomials on \( \Omega_* \) is expressed as \( \omega^*(\eta) = (\eta - \eta^2)^{-1/2} \). Hence, the orthogonal condition (5) for the shifted VL polynomials is written as

\[
\int_{\Omega_*} \text{VL}^*_j(\eta) \text{VL}^*_j(\eta) \omega^*(\eta) d\eta = \begin{cases} 
4\pi, & \text{if } j = j' = 0, \\
0, & \text{if } j \neq j' \neq 0, \\
2\pi, & \text{if } j = j'.
\end{cases}
\]

A function \( g(\eta) \in L^2_{\omega^*}(\Omega_*) \) may be expanded in terms of VL functions as

\[
g(\eta) = \sum_{r=0}^{\infty} c_r \text{VL}^*_r(\eta),
\]

where the unknown coefficients \( c_r \) can be computed with the aid of orthogonal property (9). In practice, we express the solution to the SMDDE (1) as a combination of the finite number of \((R + 1)\) VL functions as

\[
\chi_R(\eta) = \sum_{r=0}^{R} c_r \text{VL}^*_r(\eta), \quad \eta \in \Omega_*.
\]

In order to devise the VL matrix scheme, we construct the vector of VL basis functions as

\[
\text{VL}_R(\eta) = \begin{bmatrix}
\text{VL}_0^*(\eta) & \text{VL}_1^*(\eta) & \cdots & \text{VL}_R^*(\eta)
\end{bmatrix} = \text{G}_R(\eta) \text{H}_R.
\]

Here, \( \text{G}_R(\eta) \) is the vector of the monomial basis function defined by

\[
\text{G}_R(\eta) = \begin{bmatrix} 1 & \eta & \eta^2 & \cdots & \eta^6 \end{bmatrix}.
\]
Additionally, the matrix \( H_R \) in (11) is an upper-triangular structure of size \((R + 1) \times (R + 1)\):

\[
H_R = \begin{pmatrix}
2 & -2 & 2 & \ldots & 2 & (-1)^{R-1} & & & & 2(-1)^R \\
0 & 4 & -16 & \ldots & 2(R-1) & (-1)^{R-2} & (R-1)! & 4 & 2R(-1)^{R-1}R! & 4 ! & (R-1)! & 2! \\
0 & 0 & 16 & \ldots & 2(R-1) & (-1)^{R-3} & (R)! & 4^2 & 2R(-1)^{R-2} & (R+1)! & 4^2 & (R-2)! & 4! \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 2(R-1) & (-1)^0 & (2R-3)! & 4^{R-1} & 2R(-1)^{R-1} & (2R-2)! & 4^{R-1} & 1! & (2R-2)! \\
0 & 0 & 0 & \ldots & 0 & 1 & 0 & 0 & 2R(-1)^0 & (2R-1)! & 4^R & 0! & (2R)! \\
\end{pmatrix}
\]

For instance, by setting \( R = 5 \), we arrive at:

\[
H_5 = \begin{pmatrix}
2 & -2 & 2 & -2 & -2 & -2 \\
0 & 4 & -16 & 36 & -64 & 100 \\
0 & 0 & 16 & -96 & 320 & -800 \\
0 & 0 & 0 & 64 & -512 & 2240 \\
0 & 0 & 0 & 0 & 256 & -2560 \\
0 & 0 & 0 & 0 & 0 & 1024 \\
\end{pmatrix}
\]

Our ultimate goal is to determine the \( R + 1 \) unknown coefficients \( e_r, r = 0, 1, \ldots, R \) in (10) by utilizing the shifted VL-collocation matrix technique. To this end, let us define the vector:

\[
E_R = [e_0 \quad e_1 \quad \ldots \quad e_R]^T.
\]

Thus, we can rewrite the approximate solution \( \chi_R(\eta) \) compactly as

\[
\chi_R(\eta) = \mathbb{V}_R(\eta) E_R.
\] (12)

3. The VL-Collocation Approach

Supposedly, the considered SMDDE (1) has a solution in terms of the truncated series expansion of shifted VL functions. Our aim was to systematically estimate the unknown coefficients of the assumed solution. Thus, we are required to express \( \chi_R(\eta) \) and all its derivatives in the matrix representation forms. To begin, by using (11) and (12), the truncated series solution \( \chi_R(\eta) \) in (10) can be rewritten as

\[
\chi(\eta) \approx \chi_R(\eta) = \mathbb{G}_R(\eta) \mathbb{H}_R E_R.
\] (13)

We now associate a set of collocation points \( \{\eta_r\}_{r=0}^R \) on \( \Omega \) to our approximation technique. In this respect, the following Chebyshev points on \( \Omega \) are taken as

\[
\eta_r = \frac{1 - \nu_r}{2}, \quad r = 0, 1, \ldots, R,
\] (14)

where \( \nu_r = \cos\left(\frac{2\pi r}{2R+2}\right) \) are the Chebyshev nodes on \((-1,1)\). Now, the collocation points (14) are inserted into (13). The resulting system of equations is:

\[
\chi_R(\eta_r) = \mathbb{G}_R(\eta_r) \mathbb{H}_R E_R, \quad r = 0, 1, \ldots, R.
\]
By introducing the vectors $G_R$ and $X$, we can represent the former equations in a compact form as

$$
X = G_R \mathbb{H}_R \mathbb{E}_R, \quad X = \begin{pmatrix}
\chi_R(\eta_0) \\
\chi_R(\eta_1) \\
\vdots \\
\chi_R(\eta_R)
\end{pmatrix}, \quad G_R = \begin{pmatrix}
G_R(\eta_0) \\
G_R(\eta_1) \\
\vdots \\
G_R(\eta_R)
\end{pmatrix}.
$$

(15)

We then consider the evaluation of the derivatives $\chi_R^\prime(\eta)$ in (1). Their matrix forms at the collocation points are illustrated in the subsequent lemma.

**Lemma 2.** The matrix expressions of $\chi_R^\prime(\eta)$ and $\chi_R^{\prime\prime}(\eta)$ evaluated at the collocation points are given by

$$
X^{[1]} = G_R \mathbb{M}_R \mathbb{H}_R \mathbb{E}_R, \\
X^{[2]} = G_R \mathbb{M}_R^2 \mathbb{H}_R \mathbb{E}_R.
$$

(16)\hspace{1cm} (17)

**Proof.** Differentiating once from (13), we obtain:

$$
\frac{d}{d\eta} \chi_R(\eta) = \left[ \frac{d}{d\eta} G_R(\eta) \right] \mathbb{H}_R \mathbb{E}_R.
$$

(18)

A straightforward calculation shows that the derivatives of $G_R(\eta)$ can be presented as a product of itself and the powers of a (sparse) matrix $\mathbb{M}_R = (m_{ij})_{i,j=0}^R$ as

$$
\frac{d^k}{d\eta^k} G_R(\eta) = G_R(\eta) \mathbb{M}_R^k, \quad k \geq 1, \quad m_{ij} := \begin{cases} j, & \text{if } j = i + 1, \\ 0, & \text{otherwise}. \end{cases}
$$

(19)

Therefore, we combine (18) and (19) to express the first derivative of the unknown solution in the form:

$$
\frac{d}{d\eta} \chi_R(\eta) = G_R(\eta) \mathbb{M}_R \mathbb{H}_R \mathbb{E}_R.
$$

(20)

In an analogue way, we can write the second-order derivative of $\chi_R(\eta)$ by the following form:

$$
\frac{d^2}{d\eta^2} \chi_R(\eta) = G_R(\eta) \mathbb{M}_R^2 \mathbb{H}_R \mathbb{E}_R.
$$

(21)

Consequently, the Chebyshev nodes (14) are substituted into the relations (20) and (21). Finally, we define two vectors $X^{[1]}$ and $X^{[2]}$ as

$$
X^{[1]} = \begin{pmatrix}
\chi_R^\prime(\eta_0) \\
\chi_R^\prime(\eta_1) \\
\vdots \\
\chi_R^\prime(\eta_R)
\end{pmatrix}, \quad X^{[2]} = \begin{pmatrix}
\chi_R^{\prime\prime}(\eta_0) \\
\chi_R^{\prime\prime}(\eta_1) \\
\vdots \\
\chi_R^{\prime\prime}(\eta_R)
\end{pmatrix}.
$$

\[\square\]

Finally, we consider the delayed-like terms $\chi_R^\prime(\tau \eta)$ appeared in (1) to be written in the matrix forms. For this purpose, we first utilize (20) and then replace $\eta$ by $\tau \eta$ to obtain:

$$
\frac{d}{d\eta} \chi_R(\tau \eta) = G_R(\tau \eta) \mathbb{M}_R \mathbb{H}_R \mathbb{E}_R, \quad s = 1, 2, \ldots, m.
$$

(22)
To treat the first term $G_R(\tau_\eta)$ on the right-hand side, we use the fact that it can be represented as

$$G_R(\tau_\eta) = G_R(\eta) N^s_\tau, \quad s = 1, 2, \ldots, m,$$

where the delayed matrices $N^s_\tau$ depend on the parameters $\tau_\eta$ which have diagonal representations such as

$$N^s_\tau = \begin{pmatrix}
1 & 0 & 0 & \cdots & 0 \\
0 & \tau_\eta & 0 & \cdots & 0 \\
\vdots & \vdots & \tau_\eta^2 & \cdots & \vdots \\
0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & \tau_\eta^R
\end{pmatrix}_{(R+1) \times (R+1)}.$$

Thus, we can update the expression for $\frac{d}{d\eta} \chi_R(\tau_\eta)$ in (22) as

$$\frac{d}{d\eta} \chi_R(\tau_\eta) = G_R(\eta) N^s_\tau M_R H_R E_R, \quad s = 1, 2, \ldots, m. \quad (23)$$

Let us now put the collocation points (14) into (22). It follows that the matrix representations for $\chi^s_R(\tau_\eta)$, $s = 1, 2, \ldots, m$ can be expressed as

$$X^{[1]}_{\tau_\eta} = G_R N^s_\tau M_R H_R E_R, \quad s = 1, 2, \ldots, m, \quad X^{[1]}_{\tau_\eta} = \begin{pmatrix}
\chi^0_R(\tau_\eta) \\
\chi^1_R(\tau_\eta) \\
\vdots \\
\chi^R_R(\tau_\eta)
\end{pmatrix}_{R+1 \times 1}. \quad (24)$$

To date, all involved terms in the model problem (1) are written in matrix form. To proceed, we replace the Chebyshev nodes (14) as the collocation points into (1). This gives us the system:

$$\chi''(\eta_r) + \sum_{s=1}^{m} \frac{1}{p_s(\eta_r)} \chi'(\tau_\eta \eta_r) + \frac{1}{q(\eta_r)} \chi(\eta_r) = f(\eta_r), \quad r = 0, 1, \ldots, R. \quad (25)$$

To continue, we introduce the following matrices with diagonal structures as

$$P_s = \begin{pmatrix}
\frac{1}{p_s(\eta_0)} & 0 & \cdots & 0 \\
0 & \frac{1}{p_s(\eta_1)} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \frac{1}{p_s(\eta_R)}
\end{pmatrix}, \quad Q = \begin{pmatrix}
\frac{1}{q(\eta_0)} & 0 & \cdots & 0 \\
0 & \frac{1}{q(\eta_1)} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \frac{1}{q(\eta_R)}
\end{pmatrix}, \quad F_R = \begin{pmatrix}
f(\eta_0) \\
f(\eta_1) \\
\vdots \\
f(\eta_R)
\end{pmatrix}.$$

These allow us to rewrite the Equations (25) in the following matrix notation:

$$X^{[2]}_{\tau_\eta} + \sum_{s=1}^{m} P_s X^{[1]}_{\tau_\eta} + Q X = F_R. \quad (26)$$

**Lemma 3.** Suppose that the approximate solution to the SMDDE (1) can be written as (13). To determine the unknown $E_R$, the following fundamental matrix of the equation is obtained:

$$Z_R E_R = F_R, \quad \text{or} \quad [Z_R; F_R], \quad (27)$$

where:

$$Z_R := \left( G_R M^2_R + \sum_{s=1}^{m} P_s G_R N^s_\tau M_R + Q G_R \right) H_R.$$


Proof. The proof is straightforward if we put the relations (15), (17), and (24) into the matrix Equation (26).

The above Lemma indicates that by solving the linear system of simultaneous Equation (27), we obtain the unknown Vieta–Lucas coefficients $\epsilon_r$ for $r = 0, 1, \ldots, R$. However, the initial conditions (2) have to date been left unspecified. To do so, let us first pay attention to $\chi(0) = \chi_0$. By placing $\eta$ to 0 in (13), we have the matrix expression for the first initial condition as

$$\bar{Z}_{0,R} E_R = \chi_0, \quad \bar{Z}_{0,R} := G_R(0) \mathbb{H}_R, \quad \text{or} \quad [\bar{Z}_{0,R}; \chi_0].$$

For the second initial condition $\chi'(0) = \chi_1$, we utilize the relation (20). Similarly, we write $\eta$ to 0 in (20) to have:

$$\bar{Z}_{1,R} E_R = \chi_1, \quad \bar{Z}_{1,R} := G_R(0) \mathbb{M}_R \mathbb{H}_R, \quad \text{or} \quad [\bar{Z}_{1,R}; \chi_1].$$

In the final step, the replacement of two (arbitrary) rows of the fundamental matrix Equation (27) was carried out. In other words, two row matrices $[\bar{Z}_{0,R}; \chi_0]$ and $[\bar{Z}_{1,R}; \chi_1]$ enter the augmented matrix $[\bar{Z}_R; \bar{F}_R]$ in (27). Thus, we obtain the modified fundamental matrix equation $[\bar{Z}_R; \bar{F}_R]$. After solving this equation, the unknown VL coefficients in (13) will be found.

4. $L_\infty$-Error Bound and Error Analysis

Here, we analyze the error for the presented collocation technique. Firstly, an upper boundary of errors is given and then a theorem to estimate the error function is presented.

Theorem 1 (Upper Boundary of Errors). We assume that $\chi(\eta)$ and $\chi_R(\eta) = \mathbb{V}_R(\eta) E_R$ denote the exact and the VL polynomial solutions with $R$-th degree for model problem (1) in the interval $0 < \eta < L, L > 0$, respectively. Let $\chi_R^{Mac}(\eta) = G_R(\eta) \hat{E}_R$ show the Maclaurin expansion series by $R$-th degree of $\chi(\eta)$. Then, the error of the VL polynomial solution $\chi_R(\eta)$ satisfies:

$$\|\chi(\eta) - \chi_R(\eta)\|_\infty \leq \frac{L^{R+1}}{(R + 1)!} \|\chi^{(R+1)}(c_\eta)\|_\infty + k_R \|\mathbb{H}_R E_R\|_\infty, \quad 0 \leq \eta \leq L,$$

where $G_R(\eta) = \begin{bmatrix} 1 & \eta & \eta^2 & \cdots & \eta^R \end{bmatrix}$, $\mathbb{V}_R(\eta)$ and the matrix $\mathbb{H}_R$ are defined in (11), and we also have $k_R = \max \{L^R, 1\}$.

Proof. To begin, we add and subtract the Maclaurin expansion $\chi_R^{Mac}(\eta)$ with the $R$-th degree in the error $\|\chi(\eta) - \chi_R(\eta)\|_\infty$. Utilizing the triangle inequality give us:

$$\|\chi(\eta) - \chi_R(\eta)\|_\infty = \|\chi(\eta) - \chi_R^{Mac}(\eta) + \chi_R^{Mac}(\eta) - \chi_R(\eta)\|_\infty \leq \|\chi(\eta) - \chi_R^{Mac}(\eta)\|_\infty + \|\chi_R^{Mac}(\eta) - \chi_R(\eta)\|_\infty.$$  (29)

We know from relation (13) that the VL polynomial solution $\chi_R(\eta) = \mathbb{V}_R(\eta) E_R$ can be expressed as $\chi_R(\eta) = G_R(\eta) \mathbb{H}_R E_R$. In addition, according to the hypothesis of the Theorem, we can express the Maclaurin series of $\chi(\eta)$ as $\chi_R^{Mac}(\eta) = G_R(\eta) \hat{E}_R$. From these data, we can obtain the following inequality:

$$\|\chi_R^{Mac}(\eta) - \chi_R(\eta)\|_\infty = \|G_R(\eta) \hat{E}_R - G_R(\eta) \mathbb{H}_R E_R\|_\infty \leq \|G_R(\eta)(\hat{E}_R - \mathbb{H}_R E_R)\|_\infty, \quad 0 \leq \eta \leq L.$$  (30)

The norm $\|G_R(\eta)\|$ on $[0, L]$ is bounded by

$$\|G_R(\eta)\|_\infty \leq \max \{L^R, 1\} := k_R.$$
Hence, we can arrange Equation (30) as follows:

$$\|\chi_{\text{Mac}}^R(\eta) - \chi_R(\eta)\|_\infty \leq k_R \|\tilde{E}_R - \tilde{E}_R\|_\infty.$$  \hspace{1cm} (31)

From the calculus, we know that the remainder error of the Maclaurin expansion series $\chi_{\text{Mac}}^R(\eta)$ by $R$-th degree is given by

$$\frac{\eta^{R+1}}{(R+1)!} \chi^{(R+1)}(c_\eta), \quad 0 \leq \eta \leq L.$$  \hspace{1cm} (32)

From here, we can write the inequality:

$$\|\chi(\eta) - \chi_{\text{Mac}}^R(\eta)\|_\infty \leq \frac{L^{R+1}}{(R+1)!} \|\chi^{(R+1)}(c_\eta)\|_\infty.$$  \hspace{1cm} (33)

Finally, we insert the relations (31) and (32) into (29). Thus, we obtain the inequality:

$$\|\chi(\eta) - \chi_R(\eta)\|_\infty \leq \frac{L^{R+1}}{(R+1)!} \|\chi^{(R+1)}(c_\eta)\|_\infty + k_R \|\tilde{E}_R - \tilde{E}_R\|_\infty, \quad 0 \leq \eta \leq L.$$  \hspace{1cm} (34)

Hence, the proof is finished.

**Theorem 2 (Error Estimation).** Let $\chi(\eta)$ and $\chi_R(\eta)$ be the exact solution as well as the VL polynomial solution with the degree-$R$ of the initial value problems (1) and (2), respectively. Then, the following error problem to estimate the error function $\Phi_R(\eta) = \chi(\eta) - \chi_R(\eta)$ is gained:

$$\begin{cases} 
\Phi''_R(\eta) + \sum_{s=1}^{m} \frac{1}{p_s(\eta)} \Phi'_R(t_s \eta) + \frac{1}{q(\eta)} \Phi_R(\eta) = -F_R(\eta), \quad \eta > 0, \\
\Phi_R(0) = 0, \quad \Phi'_R(0) = 0,
\end{cases}$$  \hspace{1cm} (35)

where $F_R(\eta)$ represents the residual function related to the initial value problems (1) and (2) for the VL solution $\chi_R(\eta)$.

**Proof.** Let us substitute the VL polynomial solution with the $R$-th degree in (1). Then, we have:

$$F_R(\eta) = \chi''_R(\eta) + \sum_{s=1}^{m} \frac{1}{p_s(\eta)} \chi'_R(t_s \eta) + \frac{1}{q(\eta)} \chi_R(\eta) - f(\eta), \quad \eta > 0.$$  \hspace{1cm} (36)

By arranging Equation (35), we can write:

$$\chi''_R(\eta) + \sum_{s=1}^{m} \frac{1}{p_s(\eta)} \chi'_R(t_s \eta) + \frac{1}{q(\eta)} \chi_R(\eta) = f(\eta) + F_R(\eta), \quad \eta > 0.$$  \hspace{1cm} (37)

Since the VL polynomial solution (10) satisfies the initial conditions (2), we can write the expression:

$$\chi_R(0) = \chi_0, \quad \chi'_R(0) = \chi_1.$$  \hspace{1cm} (38)

Now, we subtract the relations (36) and (37) from problems (1) and (2) and thus we have the error problem (34) as required.

**Corollary 1.** By solving the error problem in Theorem 2 by using the proposed VL-collocation technique in Section 3, the error function can be estimated. This kind of error estimation, which is known as the residual correction technique, can be utilized for an improvement of the accuracy of the approximate solutions, as can be seen in [38].
5. Numerical Test Examples

We checked the accuracy of the present Vieta–Lucas collocation scheme by solving four numerical examples. A comparison between the obtained computational results and the true exact solutions was performed. For a validation study, we compared our numerical results with those reported in the existing published works. MATLAB R2021a software was used for simulations.

Test Example 3. As the first problem, we considered the second-order SMDDE in the form [18–20,28]:

\[
\chi''(\eta) + \frac{1}{\eta} \chi'(\frac{\eta}{2}) + \frac{1}{\eta^2} \chi'(\frac{\eta}{4}) + \frac{1}{1 - \eta} \chi(\eta) = f(\eta),
\]

where:

\[
f(\eta) = \frac{1}{\eta} \exp(\eta/2) + \frac{1}{\eta^2} \exp(\eta/4) + \frac{2 - \eta}{1 - \eta} \exp(\eta).
\]

The initial conditions are \(\chi(0) = 1\) and \(\chi'(0) = 1\). The above problem has the analytical solution \(\chi(\eta) = \exp(\eta)\).

By computing the approximated solution \(\chi_R(\eta)\) for this example with \(R = 5\), we obtain:

\[
\chi_5(\eta) = 0.01356224809 \eta^5 + 0.0358392344 \eta^4 + 0.16913496 \eta^3 + 0.4997500661 \eta^2 + 1.0 \eta + 1.0.
\]

A more accurate polynomial solution is obtained with \(R = 10\) as

\[
\chi_{10}(\eta) = 0.0000004545858764 \eta^{10} + 0.00000229931733 \eta^9 + 0.00002542991432 \eta^8 + 0.0001978878656 \eta^7 + 0.001389164478 \eta^6 + 0.00833243565 \eta^5 + 0.0416666835 \eta^4 + 0.166666652 \eta^3 + 0.5 \eta^2 + 1.0 \eta + 1.0.
\]

To validate these solutions, let us consider the Maclaurin series solution of the exact solution given by

\[
\chi(\eta) = 1 + \eta + \frac{\eta^2}{2} + \frac{\eta^3}{6} + \frac{\eta^4}{24} + \frac{\eta^5}{120} + \ldots.
\]

We highlight the difference between the above exact and approximate solutions in Figure 1. In addition to \(R = 5, 10\), the graph of absolute error using \(R = 15\) is further visualized in Figure 1.

**Figure 1.** Graphs of absolute errors in Test Example 3 with \(R = 5, 10, 15\).
We then reported the accuracy of the proposed VL-collocation approach by calculating the values of absolute errors via:

$$\mathcal{E}_R(\eta) := |\chi_R(\eta) - \chi(\eta)|.$$  
(38)

Table 1 shows the numerical outcomes obtained at some points $\eta \in \Omega$, utilizing $R = 5$ and $R = 10$. Additionally, the absolute errors are presented in Table 1. For validation, the results of an existing numerical procedure are shown. For this purpose, the outcomes of the called ANN-PSO-AS approach are based on the stochastic method via artificial neural networks [19]; the statistical values performed after sixty executions utilizing the median (MED), minimum (Min), semi-interquartile range (SI-R), and mean are reported. One can readily observe that our computational results with $R = 5$ are comparable with those obtained via ANN-PSO-AS method, and for $R = 10$, are superior and significantly more accurate.

| $\eta$ | $\chi_R(\eta)$ | $\mathcal{E}_R(\eta)$ | $\chi_R(\eta)$ | $\mathcal{E}_R(\eta)$ | MED | Min | Mean | SI-R |
|-------|-----------------|------------------------|-----------------|------------------------|-----|-----|------|-----|
| 0.00  | 1.000000000000000 | 0.000000000000000 | 0.000000000000000 | 0.000000000000000 | 1.06 | 0.06 | 1.05 | 1.06 |
| 0.05  | 1.051270745268693 | 3.511111111111111  | 1.051270690357010 | 3.300000000000000 | 6.06 | 0.06 | 1.05 | 4.06 |
| 0.10  | 1.10517035167022  | 5.629166666666667  | 1.105170918075481 | 1.660000000000000 | 9.06 | 0.06 | 1.05 | 5.06 |
| 0.15  | 1.161834380473107 | 1.377444444444444  | 1.16183422728087  | 1.960000000000000 | 12.06 | 0.06 | 1.05 | 7.06 |
| 0.20  | 1.221407650188836 | 2.006966666666667  | 1.221407350168016 | 4.000000000000000 | 15.06 | 0.06 | 1.05 | 1.05 |
| 0.25  | 1.284030354274167 | 4.937666666666667  | 1.284025416688115 | 3.740000000000000 | 18.06 | 0.06 | 1.05 | 3.05 |
| 0.30  | 1.349867403931434 | 8.596444444444444  | 1.349858807576854 | 8.510000000000000 | 21.06 | 0.06 | 1.05 | 5.05 |
| 0.35  | 1.41908088489649  | 1.254055555555556  | 1.419067548594625 | 1.367000000000000 | 24.06 | 0.06 | 1.05 | 7.05 |
| 0.40  | 1.491841098388005 | 1.631266666666667  | 1.491824697643174 | 1.903000000000000 | 27.06 | 0.06 | 1.05 | 8.05 |
| 0.45  | 1.568331705844181 | 1.952088888888888  | 1.568312185492617 | 2.449000000000000 | 30.06 | 0.06 | 1.05 | 1.04 |
| 0.50  | 1.648743158930646 | 2.188855555555556  | 1.64872170703108  | 2.980000000000000 | 33.06 | 0.06 | 1.05 | 1.04 |
| 0.55  | 1.733276304666667 | 2.328755555555556  | 1.733225201878055 | 3.459000000000000 | 36.06 | 0.06 | 1.05 | 1.04 |
| 0.60  | 1.822142503050077 | 2.374055555555556  | 1.822118800394363 | 3.854000000000000 | 39.06 | 0.06 | 1.05 | 1.04 |
| 0.65  | 1.915864335894567 | 2.340555555555556  | 1.915504829018052 | 4.156000000000000 | 42.06 | 0.06 | 1.05 | 1.04 |
| 0.70  | 2.013776303891555 | 2.252355555555556  | 2.013752707474853 | 4.376000000000000 | 45.06 | 0.06 | 1.05 | 1.04 |
| 0.75  | 2.117021366243138 | 2.135055555555556  | 2.117000001617202 | 4.527000000000000 | 48.06 | 0.06 | 1.05 | 1.04 |
| 0.80  | 2.225560969697583 | 2.004155555555556  | 2.225540924897055 | 4.587000000000000 | 51.06 | 0.06 | 1.05 | 1.04 |
| 0.85  | 2.339665375957178 | 1.852455555555556  | 2.339646851930500 | 4.590000000000000 | 54.06 | 0.06 | 1.05 | 9.05 |
| 0.90  | 2.459619432958429 | 1.632255555555556  | 2.459603111116222 | 4.272000000000000 | 57.06 | 0.06 | 1.05 | 7.05 |
| 0.95  | 2.585722010456163 | 1.235111111111111 | 2.585709695917956 | 3.910000000000000 | 60.06 | 0.06 | 1.05 | 6.05 |
| 1.00  | 2.718286508607831 | 4.680155555555556  | 2.718281828462276 | 3.230000000000000 | 63.06 | 0.06 | 1.05 | 6.05 |

**Test Example 4.** In the second problem, we consider the following second-order SMDDDE given by [19]

$$\chi''(\eta) + \frac{1}{\eta^2} \chi'(\eta) + \frac{1}{\eta} \chi''(\eta) + \frac{1}{\eta} \chi(\eta) = f(\eta),$$

where:

$$f(\eta) = \frac{\eta}{1 - \eta} \cos(\eta) - \frac{1}{\eta} \sin(\eta/2) - \frac{1}{\eta^2} \sin(\eta/4).$$

The initial conditions are $\chi(0) = 1$ and $\chi'(0) = 0$. The exact solution of this problem is given by $\chi(\eta) = \cos(\eta)$. 


For the second example, we set $R = 5$ and $R = 10$. The approximated solutions $\chi_R(\eta)$ obtained via VL-collocation procedure are given by

$$\chi_5(\eta) = -0.003798512889 \eta^5 + 0.04548999746 \eta^4 - 0.001545144932 \eta^3 - 0.4998469272 \eta^2 + 1.86285743 \times 10^{-109} \eta + 1.0.$$ 

and:

$$\chi_{10}(\eta) = -0.0000002411996817 \eta^{10} - 0.0000001068512778 \eta^9 + 0.000002495963972 \eta^8 - 0.000001368340196 \eta^7 - 0.001388815535 \eta^6 - 0.0000000242039832 \eta^5 + 0.04166667124 \eta^4 - 0.0000000395995882 \eta^3 - 0.5 \eta^2 + 5.023123925 \times 10^{-109} \eta + 1.0.$$ 

Recall that the Maclaurin series solution of the exact solution is:

$$\chi(\eta) = 1 - \frac{\eta^2}{2!} + \frac{\eta^4}{4!} - \frac{\eta^6}{6!} + \frac{\eta^8}{8!} + \ldots,$$

which can be used for comparison with our approximate solutions obtained above. The approximate solution obtained with $R = 5$ along with the exact one are plotted in Figure 2. The graphs of the achieved absolute errors using $R = 5, 10$ and $R = 15$ are further shown in Figure 2. It can be clearly seen that there is excellent agreement between our approximate solutions and the related exact solution.

![Figure 2](image-url)  
**Figure 2.** The graphs of the approximate solution for $R = 5$ (left) and the achieved absolute errors (right) for $R = 5, 10, 15$ in Example 4.

Some comparisons in terms of achieved (absolute) errors were also made in Table 2 for the Test Example 4. Similar to Table 1, the method ANN-PSO-AS was utilized for comparisons. Numerical solutions for $R = 5, 10$ evaluated at points $\eta_j = j/20$ for $j = 0, 1, \ldots, 20$ are further shown in Table 2. Clearly, the results of the proposed VL-collocation procedure are more accurate than those obtained via ANN-PSO-AS. This shows the advantage of our approach and also due to its ease in implementation.

**Test Example 5.** In the third test example, we pay our attention to the following second-order SMDDE as [19]

$$\chi''(\eta) + \frac{1}{\eta} \chi'(\eta) + \frac{1}{\eta^2} \chi(\eta) + \frac{1}{1 - \eta} \chi(\eta) = f(\eta),$$

where:

$$f(\eta) = \frac{2 - \eta}{1 - \eta} \sinh(\eta) + \frac{1}{\eta} \cosh(\eta/2) + \frac{1}{\eta^2} \cosh(\eta/4).$$
The initial conditions are $\chi(0) = 0$ and $\chi'(0) = 1$. The analytical solution of the above problem is $\chi(\eta) = \sinh(\eta)$.

Let us first consider $R = 5$. The approximated solution $\chi_5(\eta)$ over $\Omega_*$ is gained as

$$\chi_5(\eta) = 0.0093888995759 \eta^5 - 0.00143837784 \eta^4 + 0.1673200909 \eta^3 - 0.00006811258522 \eta^2 + 1.0 \eta.$$

Similarly, by taking $R = 10$, the approximate solution obtained via VL-collocation method is as follows

$$\chi_{10}(\eta) = 0.0000001429027479 \eta^{10} + 0.000000241264259 \eta^9 + 0.0000004569522829 \eta^8 + 0.001980345147 \eta^7$$
$$+ 0.0000001967391815 \eta^6 + 0.008333269637 \eta^5 + 0.00000001189264844 \eta^4 + 0.166666656 \eta^3$$
$$+ 1.888944929 \times 10^{-11} \eta^2 + 1.0 \eta - 2.964697772 \times 10^{-10}.$$

The graphs of absolute errors $\mathcal{E}_R(\eta)$ for diverse values of $R$ are visualized in Figure 3. The exponential convergence of the proposed scheme can be clearly seen in Figure 3.

### Table 2. The comparison of the approximate solutions/absolute errors in the VL-collocation procedure in Test Example 4 with $R = 5, 10.$

| $\eta$   | $\chi_R(\eta)$ | $\mathcal{E}_R(\eta)$ | $\chi_R(\eta)$ | $\mathcal{E}_R(\eta)$ | MED  | Min  | Mean | SI-R |
|---------|----------------|------------------------|----------------|------------------------|------|------|------|------|
| 0.00    | 1.000000000000000 | 0.000000000000000 | 0.000000000000000 | 2.06 | 7.05 | 7.05 | 2.06 |
| 0.10    | 0.904041549957569 | 4.00 | 1.04 | 1.05 | 5.04 |
| 0.20    | 1.185012357698543 | 6.00 | 2.06 | 2.06 | 6.06 |
| 0.40    | 0.9105129537196   | 8.00 | 2.06 | 2.06 | 6.06 |
| 0.80    | 0.877569546399832 | 10.00 | 2.06 | 2.06 | 6.06 |
| 0.55    | 0.852510676898930 | 12.00 | 2.06 | 2.06 | 6.06 |
| 0.60    | 0.825321486215327 | 14.00 | 2.06 | 2.06 | 6.06 |
| 0.70    | 0.796069848805482 | 16.00 | 2.06 | 2.06 | 6.06 |
| 0.75    | 0.764828753294674 | 18.00 | 2.06 | 2.06 | 6.06 |
| 0.80    | 0.73167616032765  | 20.00 | 2.06 | 2.06 | 6.06 |
| 0.85    | 0.69694858649969  | 22.00 | 2.06 | 2.06 | 6.06 |
| 0.90    | 0.659972325612622 | 24.00 | 2.06 | 2.06 | 6.06 |
| 0.95    | 0.621600581778942 | 26.00 | 2.06 | 2.06 | 6.06 |
| 1.00    | 0.581676049954800 | 28.00 | 2.06 | 2.06 | 6.06 |

Furthermore, we present the benefits of the proposed method and validate our results. To this end, some comparisons with respect to the absolute errors are performed in Table 3 with $R = 5, 10$. Our results are compared with the outcomes of ANN-PSO-AS [19]. Clearly, the performance of the VL-collocation approach outperforms, ANN-PSO-AS [19], particularly when $R$ is becomes large.
Finally, for the first three examples, we compute the $L_\infty$ error norm of the approximated solutions utilizing the VL-collocation procedure as given by

$$
\mathcal{E}_{R,\infty} = \max_{\eta \in [0,1]} \mathcal{E}_R(\eta) = \max_{\eta \in [0,1]} |\chi_R(\eta) - \chi(\eta)|.
$$

### Table 3. The comparison of the approximate solutions/absolute errors in the VL-collocation procedure in Test Example 5 with $R = 5, 10$.

| $\eta$ | $\chi_R(\eta)$ | $\mathcal{E}_R(\eta)$ | $\chi_R(\eta)$ | $\mathcal{E}_R(\eta)$ | MED | Min | Mean | SI-R |
|-------|----------------|----------------------|----------------|----------------------|-----|-----|-----|-----|
| 0.00  | 0.0000000000000000 | 0.0000000000000000 | 0.0000000000000000 | 0.0000000000000000 | 1.00 | 4.08 | 6.06 | 2.06 |
| 0.05  | 0.050020738674072 | 9.726467765393753 | 0.050020835937632 | 2.318912345678912 | 4.06 | 4.08 | 1.05 | 2.06 |
| 0.10  | 0.100166589016251 | 1.610078965393753 | 0.100166750019727 | 1.166712345678912 | 5.06 | 1.07 | 1.05 | 4.06 |
| 0.15  | 0.150563157564209 | 2.441385789653937 | 0.150563133151476 | 1.370812345678912 | 7.06 | 6.08 | 2.05 | 6.06 |
| 0.20  | 0.201336539266124 | 5.367385789653937 | 0.201336002541092 | 1.617012345678912 | 1.05 | 3.08 | 4.05 | 2.05 |
| 0.25  | 0.252613669564270 | 1.352857896539375 | 0.252612316808432 | 2.639712345678912 | 4.05 | 2.06 | 8.05 | 3.05 |
| 0.30  | 0.304522676478610 | 2.383057896539375 | 0.304520929474774 | 5.991512345678912 | 6.05 | 2.06 | 1.04 | 4.04 |
| 0.35  | 0.35719323690384 | 3.503357896539375 | 0.357189729438234 | 9.625712345678912 | 9.05 | 6.07 | 1.04 | 6.05 |
| 0.40  | 0.410756907625074 | 4.581857896539375 | 0.41075235804155 | 1.339312345678912 | 1.04 | 3.06 | 1.04 | 7.05 |
| 0.45  | 0.465347519593104 | 5.502657896539375 | 0.465342016935920 | 1.722212345678912 | 1.04 | 2.06 | 2.04 | 8.05 |
| 0.50  | 0.52110148797317 | 6.182157896539375 | 0.521095305495842 | 2.094812345678912 | 1.04 | 1.06 | 2.04 | 8.05 |
| 0.55  | 0.578158183962499 | 6.808257896539375 | 0.578151630734885 | 2.430912345678912 | 1.04 | 4.07 | 2.04 | 8.05 |
| 0.60  | 0.636660285876187 | 7.037657896539375 | 0.63665382150949 | 2.708012345678912 | 1.04 | 7.08 | 2.04 | 1.04 |
| 0.65  | 0.696754127742704 | 6.601657896539375 | 0.696747526129359 | 2.919412345678912 | 1.04 | 1.06 | 2.04 | 1.04 |
| 0.70  | 0.758590053212790 | 6.351457896539375 | 0.758583701842608 | 3.074112345678912 | 1.04 | 7.07 | 2.04 | 9.05 |
| 0.75  | 0.82322767267192 | 6.035357896539375 | 0.82316731939009 | 3.178912345678912 | 1.04 | 1.07 | 2.04 | 8.05 |
| 0.80  | 0.88811168830025 | 5.706157896539375 | 0.888105982190843 | 3.219612345678912 | 1.04 | 1.06 | 8.05 |
| 0.85  | 0.956121300203501 | 5.340257896539375 | 0.956115959999179 | 3.163912345678912 | 1.04 | 3.08 | 2.04 | 8.05 |
| 0.90  | 1.02652150449253 | 4.778757896539375 | 1.02651725711173 | 2.997512345678912 | 1.04 | 3.06 | 2.04 | 9.05 |
| 0.95  | 1.099487972174187 | 3.654257896539375 | 1.099484317933414 | 2.741912345678912 | 9.05 | 1.08 | 1.04 | 7.05 |
| 1.00  | 1.175202496262948 | 1.302657896539375 | 1.17520193646067 | 2.265812345678912 | 8.05 | 5.07 | 1.04 | 6.05 |
The numerical order of convergence is also computed using:

\[ \text{NOC} := \ln(E_{R,\infty} - E_{2R,\infty})/\ln 2. \]

Utilizing diverse values of \( R = 2^i, \ i = 0, 1, 2, 3, 4 \), the computed \( L_8 \) error norms together with the related NOC are shown in Table 4. The graph of \( E_{R,\infty} \) errors are also depicted in Figure 4. It can be clearly seen that the numerical order of the convergence rate has an exponential behavior. This shows the advantage of the present method and its ability to achieve an arbitrary order of convergence when \( R \) is increased.

**Table 4.** The achieved \( L_8 \) error norms and the corresponding NOCs in Test Examples 3-5 for various \( R \).

| \( R \) | \( E_{R,\infty} \) NOC | \( E_{R,\infty} \) NOC | \( E_{R,\infty} \) NOC |
|--------|-----------------|-----------------|-----------------|
| 1      | 7.1828183\_01  | -4.5969769\_01 | -1.75201193\_01 |
| 2      | 4.1213282\_02  | 4.121057704\_02 | 5.4529116768\_02 |
| 4      | 5.1651227\_04  | 6.321360062\_04 | 6.2736935685\_04 |
| 8      | 4.5328733\_09  | 16.8012298146\_09 | 16.7532052315\_09 |
| 16     | 1.7486487\_15  | 21.3111430347\_16 | 23.3645892638\_16 |

**Figure 4.** Graphs of \( E_{R,\infty} \) in Test Examples 3-5 with \( R = 1, 2, 4, 8, 16 \).

**Test Example 6.** The last test case is devoted to a slightly different second-order multi-pantograph differential equation as [23,24]

\[ \chi''(\eta) - \chi(\frac{\eta}{2}) - \frac{3}{4} \chi(\eta) = f(\eta), \]

where:

\[ f(\eta) = \frac{2(2\eta + 1)^2}{(\eta^2 + \eta + 1)^3} - \frac{2}{(\eta^2 + \eta + 1)^2} - \frac{1}{\eta^2/4 + \eta/2 + 1} - \frac{3}{4(\eta^2 + \eta + 1)}. \]

The initial conditions are \( \chi(0) = 1 \) and \( \chi'(0) = -1 \). The analytical solution of this model has a rational structure and is given by \( \chi(\eta) = \frac{1}{\eta + \eta + 1} \).

Utilizing \( R = 8 \), applying the VL-collocation procedure yields to the following approximated solution \( \chi_8(\eta) \) as
\[
\chi_8(\eta) = 0.04026516702 \eta^8 - 0.1284399156 \eta^7 + 0.006923298177 \eta^6 + 0.5740118732 \eta^5 - 1.193055881 \eta^4 \\
+ 1.037169438 \eta^3 - 0.003726704224 \eta^2 - 1.0 \eta + 1.0.
\]

As before, we obtain a more accurate approximation once a larger number of basis functions \( R \) is used. For instance, by setting \( R = 12 \), we have:

\[
\chi_{12}(\eta) = -0.00935607768 \eta^{12} + 0.0397556788 \eta^{11} - 0.00697252519 \eta^{10} - 0.312258312 \eta^9 + 0.9655389479 \eta^8 \\
- 1.468126987 \eta^7 + 1.154682549 \eta^6 - 0.03452262829 \eta^5 - 0.9995580603 \eta^4 + 0.0002090483508 \eta^2 - 1.0 \eta + 1.0.
\]

In Figure 5, we visualize the graphs of absolute errors \( E_R(\eta) \) for different values of \( R = 8, 12, 16, 20, 24, 28 \), which again shows the exponential convergence of the VL-collocation procedure.

For comparison, let us consider the approximate analytical solution obtained via a combination of the Laplace transform and variational iteration method (LVIM) [24] and the operational matrix method based on the Taylor polynomials (OMMTP) [23]. The numerical results using \( R = 10 \) and \( R = 15 \) along with the achieved absolute errors are reported in Table 5. As shown in Figure 5, more accurate results were obtained by increasing \( R \).

**Table 5.** The comparison of approximate solutions/absolute errors in the VL-collocation procedure in the Test Example 6 with \( R = 10, 15 \).

| \( \eta \) | \( \chi_{10}(\eta) \) | \( E_{10}(\eta) \) | \( E_{15}(\eta) \) | \( y_{LVIM}(\eta) \) | \( AE \) | \( AE \ (N = 14) \) | Exact |
|------|------------------|-----------------|-----------------|-----------------|---------|-----------------|-------|
| 0.0  | 1.000000000000000 | 0.000000000000000 | 0.000000000000000 | 1.000000000000000 | 1.3 \( \pm \) 0.9 | 1.000000000000000 | 1.000000000000000 |
| 0.2  | 0.806451465193453 | 1.4771 \( \pm \) 0.7 | 4.1863 \( \pm \) 0.10 | 0.80645163 \( \pm \) 0.08 | 2.1 \( \pm \) 0.8 | 1.898 \( \pm \) 0.10 | 0.806451612903226 |
| 0.4  | 0.641025331839111 | 3.0919 \( \pm \) 0.7 | 8.6559 \( \pm \) 0.10 | 0.641025735 \( \pm \) 0.10 | 1.1 \( \pm \) 0.5 | 4.012 \( \pm \) 0.11 | 0.641025641025641 |
| 0.6  | 0.510203578675076 | 5.0296 \( \pm \) 0.7 | 1.3559 \( \pm \) 0.09 | 0.510203989 \( \pm \) 0.08 | 1.7 \( \pm \) 0.4 | 1.821 \( \pm \) 0.10 | 0.510204081632653 |
| 0.8  | 0.409835358698643 | 7.0688 \( \pm \) 0.7 | 1.9125 \( \pm \) 0.09 | 0.409835207 \( \pm \) 0.08 | 1.2 \( \pm \) 0.3 | 1.620 \( \pm \) 0.10 | 0.409836065573771 |
| 1.0  | 0.333332414411489 | 9.1892 \( \pm \) 0.7 | 2.5604 \( \pm \) 0.09 | 0.333327511 \( \pm \) 0.08 | 5.0 \( \pm \) 0.3 | 6.324 \( \pm \) 0.11 | 0.333333333333333 |
6. Conclusions

A collocation approach based on the novel family of orthogonal functions was developed for the numerical treatment of a class of second-order singular multi-pantograph delay differential equations (SMDDEs). The Vieta–Lucas (VL) functions we reviewed as the bases from the differential perspective and their error in the maximum norm was analyzed. The effectiveness of the developed VL-collocation procedure was demonstrated with the aid of four test examples. The experimental results reported by the developed collocation technique revealed that the VL matrix approach was very accurate, robust and convenient for the SMDDE and related model problems in comparison with some existing computational and analytical approaches.
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