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Abstract: Due to its advantages of high voltage level, high specific energy, low self-discharging rate and relatively longer cycling life, the lithium-ion battery has been widely used in electric vehicles. To ensure safety and reduce degradation during the lithium-ion battery’s service life, precise estimation of its states like state of charge (SOC), capacity and peak power is indispensable. This paper proposes a systematic co-estimation framework for the lithium-ion battery in electric vehicle applications. First, a linearized equivalent circuit-based battery model, together with an affine projection algorithm is used to estimate the model parameters. Then the state of health (SOH) estimator is triggered weekly or semi-monthly offline to update capacity based on the three-dimensional response surface open circuit voltage model and particle swarm optimization algorithm for accurate online SOC and state of power (SOP) estimation. At last, the Unscented Kalman Filter utilizes the estimated model parameters and updated capacity to estimate SOC online and the SOP estimator provides the power limitations considering SOC, current and voltage constraints, taking advantage of the information from both SOH and SOC estimators. Experiments show that the relative error of the SOH estimator is under 1% in all aging states whatever the loading profile is. The mean absolute SOC estimation error is under 1.6% even when the battery undergoes 744 aging cycles. The SOP estimator is validated by means of the calibrated battery model based on the HPPC test and its performance is ideal.
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1. Introduction

Under the trend of the electrification of the global automotive industry, power batteries used for electric vehicles (EVs) should have high specific energy, high specific power, better safety performance, longer cycle life and lower cost [1,2]. Lithium-ion batteries, especially lithium nickel-manganese-cobalt oxide (LiNMC) and lithium iron phosphate (LiFePO4) batteries, have dominated the automotive industry due to their satisfaction of the above strict requirements [3,4]. In 2020, over 39.7 GWh LiNMC power batteries were installed in EVs in China [5].

The EV industry is one of the mainstay industries of China’s economy. However, in 2020, the outbreak of COVID-19 had a great negative impact on both the manufacturing and sales of EVs. To further guide and support the healthy development of the EV industry, on 24 July 2020, the Ministry of Industry and Information Technology of the People’s Republic of China issued the “Regulations of the Ministry of Industry and Information Technology of the People’s Republic of China on modifying the management of new energy vehicle production enterprises and product admittance”, which relaxed the admittance
of EVs, aiming at promoting the technological upgrading of the EV industry. Besides its economic benefits, the development of EVs is also beneficial for reducing CO₂ emissions and improving economic efficiency [6,7]. However, EV technology still confronts bottlenecks such as accurate state estimation for the power battery. During the actual operation of EVs, the external load and use environment of the power battery are very complex. Both its charging and discharging procedures are nonlinear and complex processes including a variety of energy conversion reactions [8,9]. In addition, the performance of the power battery is significantly distinct in different working conditions and aging states. Therefore, the estimation of battery states, including state of charge (SOC), state of health (SOH) and state of power (SOP), will deviate from the real value greatly if the traditional estimation method is used. Obtaining these hidden states with high precision has posed a great challenge for current battery management system (BMS) technology [10,11].

1.1. Review of Existing Battery State Estimation Methods

The SOC represents the remaining charge of the battery. Traditional SOC estimation methods include the ampere-hour counting approach, model-based open-circuit voltage (OCV) method, resistance-based estimation method, etc. [12]. However, these methods cannot guarantee precision if sensors are suffering from severe measurement noise or the vehicle operates in an extremely dynamic environment. Thus, approaches based on filtering methods were widely researched in recent years given their accuracy and robustness [13]. For example, W He et al. [14] present an electrochemical model involving the battery’s internal physical and chemical properties for lithium-ion battery SOC estimation using a novel projection-based filtering method. Considering that the performance of the Kalman filter is largely dependent on the accuracy of the adopted battery model, updating the model parameters is necessary to ensure precise SOC estimation throughout the battery’s entire life and under various working conditions.

The SOH characterizes the ability of the current battery to store electric energy relative to a new battery. Currently, the most widely used index for SOH is the ratio of current capacity to initial capacity. Existing methods for SOH estimation include differential voltage analysis (DVA), incremental capacity analysis (ICA) and the empirical model-based method, etc. However, the ICA/DVA method is only applicable under constant-current charge or discharge circumstances [15]. Empirical model construction requires time-consuming and laborious accelerating aging experiments under various environmental conditions. Thus, both ICA/DVA and empirical model-based methods are difficult to apply directly for SOH estimation on EVs. A simple yet effective approach to estimate SOH is through the OCV-SOC look-up table [16]. The SOC variation during a certain period can be determined by looking up the OCV corresponding to the start and end points of the time period. Then dividing the ampere-hour value by SOC variation, the capacity and SOH estimation results can be obtained.

The SOP is the parameter used to describe the maximum charging and discharging capabilities of the battery, which is usually constrained by multiple thresholds such as voltage limits, current limits and SOC limits [17]. The equivalent circuit model (ECM)-based approach is currently the most widely applied method in SOP estimation, as in Refs. [18,19]. To ensure the estimation accuracy in a wide range of different working conditions, the adaption of model parameters is required as SOP is heavily related to them.

So far, most research focuses on just one state estimation of the battery because as the number of estimation states increases, the complexity of the estimation algorithm will increase as well. However, given the fact that these three state parameters are strongly correlated with each other, it is more suitable to incorporate them under a systematic co-estimation framework to realize higher fidelity estimation results. A few studies have worked on the combined estimation of two states. For example, Y Zou et al. [20] included capacity into the state equation of the battery model and realized combined SOC-SOH estimation. Dong et al. [21] proposed the Kalman Filter-based SOC-SOP co-estimated method. L Zheng et al. [22] proposed trial proportional-integral (PI) observers with a
reduced physics-based electrochemical model to simultaneously estimate SOC and SOH for lithium-ion batteries. Similar work is also down in Ref. [23] but just as Ref. [24] pointed out, even two states can hardly guarantee the accurate estimation of the real status of the battery due to the close relationship among the three states. In addition, the co-estimation mechanism could facilitate sharing of the adaptive estimation results of the model parameters. Thus, Ref. [24] put forward a co-estimation scheme of SOC, SOH and SOP for lithium-ion battery and embedded the algorithm in a real BMS controller and the outcome performance was desirable. However, there are still some drawbacks to the approach in Ref. [24]. First, the authors did not consider the changing of the OCV-SOC curve as the battery ages. Second, when estimating OCV and resistance of the battery, the authors used the linear $R_{int}$ model, which cannot capture the characteristics of the battery under dynamic current loads, thus may degrade the estimation accuracy of relevant parameters and states. Third, the impact of SOC constraints on SOP is not included, making the SOP estimation algorithm less comprehensive.

1.2. Contribution of This Study

The main focus of this study is to establish a systematic framework for SOC, SOH and SOP co-estimation of lithium-ion batteries in electric vehicles, which is accurate and robust under different loading profiles and different levels of degradation. The most outstanding feature that distinguishes our research from the existing literature is that we systematically cope with the intertwine relationship between SOC, SOH and SOP. Most existing research only focuses on the estimation of one state, seldom does the literature focus on the co-estimation of two states. In detail, three contributions have been made with the proposed co-estimation method:

(1) **Parameter estimation**: A linearized first-order RC ECM is adopted to reflect the dynamic properties of the battery and an affine projection (AP) algorithm is used to estimate the model parameters online for the first time. The ideal performance of the AP algorithm lies in the fact that it is effective especially when input data are highly correlated [25], which is just the case for the RC ECM due to the “memory property” introduced by the RC network. The adaptive estimation method makes it unnecessary to calibrate the model parameters through laborious experiments, which is error-prone and time-consuming.

(2) **SOH estimator**: To describe the varying characteristics between OCV and SOC at distinct degradation states, the three-dimensional response surface-based OCV-SOC model [26] is used in this paper, which is proposed by X Rui et al. [27] and verified to be effective and accurate in SOC and SOH estimation. The model is then combined with a particle swarm optimization (PSO) algorithm to constitute the novel SOH estimator. Because of the strong optimality performance of the PSO algorithm, the estimated SOH could be very close to the true value. Results show that the SOH estimation error is under 0.51% under various working conditions.

(3) **SOP estimator**: Current, voltage and SOC constraints are included in the SOP estimation algorithm and the interaction effect between these constraints is discussed in discharging conditions, which is rare in the existing literature.

1.3. Organization of This Paper

The remainder of this paper is organized as follows. Section 2 introduces the general framework of the proposed co-estimation algorithm and detailed descriptions of the SOC, SOH and SOP estimators respectively. Section 3 describes the battery experiment briefly. Section 4 validates the proposed co-estimation algorithm under various working conditions and different levels of aging states. Section 5 concludes the whole paper.

2. The Proposed Co-Estimation Algorithm

Figure 1 plots the scheme of the co-estimation algorithm. The main steps of the estimation method are summarized as follows. Firstly, when the battery capacity needs to
be updated, the estimator estimates the OCV based on the AP algorithm and then looks up the corresponding SOC variation based on the three-dimensional response surface OCV model to give the SOH estimation result. It needs to be highlighted here that it needs to look up SOC according to the OCV estimation and the three-dimensional response surface model, during which the intertwined relationship between SOC and SOH is considered to some extent. Then, during vehicle operation, the SOC estimator utilizes the battery capacity from the SOH estimator and online updated battery model parameters given by the AP algorithm to estimate SOC based on the Unscented Kalman Filter (UKF) algorithm. At last, the maximum charge and discharge power under the constraints imposed by current, voltage and SOC limitations are predicted by the SOP estimator according to the estimation results from both the SOH and SOC estimators. The detailed descriptions of the three estimators are expanded in the following subsections.

**Figure 1.** The scheme of the co-estimation algorithm.

### 2.1. Battery Modeling and Online Parameter Estimation

The first-order RC ECM, as shown in Figure 2, is widely used in battery state estimation as it can relatively precisely reflect the nonlinear input-output relationship of the battery while keeping the computational complexity within a certain level. The main components of the first-order RC ECM include a voltage source, an ohmic resistance $R_o$ and an RC network, which comprises polarization resistance $R_p$ and polarization capacitance $C_p$. The method to identify the model parameters using HPPC response is also denoted in Figure 2. Here, the OCV is a function of both SOC and capacity, which can be expressed by the three-dimensional response surface model as Equation (1):

$$OCV(SOC, C_n) = \sum_{i=0}^{n_p} c_i \times (SOC)^i$$  \hspace{1cm} (1)

where $n_p$ represents the polynomial order of OCV with respect to SOC [28,29]. $c_i$ represents the polynomial coefficient and it is the two-order polynomial function of capacity $C_n$. Figure 3 shows the detailed value of parameters $c_i$ based on the HPPC test. The polynomial
coefficients in Figure 3 are calibrated based on HPPC tests under different aging states. At a specific degradation level, the OCV-SOC coefficients can be determined using the method introduced in Section 4.1 below, then combing all the OCV-SOC coefficients in different aging levels with calibrated capacity, the polynomial coefficients in Figure 3 can be derived.

Figure 2. First-order RC ECM together with corresponding HPPC response.

The dynamic characteristics of first-order RC ECM can be expressed by the following Equations (2) and (3):

\[ C_p v_p + \frac{v_p}{R_p} = i_b \]  \hspace{1cm} (2)

\[ v_b = OCV - v_p - i_b R_0 \]  \hspace{1cm} (3)

where \( v_p \) is the voltage across the RC network, \( i_b \) represents the outflow current (positive for discharging and negative for charging) and \( v_b \) represents the terminal voltage.

Through z-transformation, the autoregressive exogenous (ARX) model of the battery can be derived based on Equations (2) and (3), which can be expressed as following Equations (4)–(6) [30]:

\[ y_k = \theta_k^T x_k \]  \hspace{1cm} (4)

\[ x_k = [-i_b(k), -i_b(k-1), OCV(k-1) - v_b(k - 1), 1]^T \]  \hspace{1cm} (5)
where \( k \) represents the step index. \( T_s \) denotes the data sampling period.

In this paper, the AP algorithm is used to estimate the ARX parameters adaptively. Because the AP algorithm has desirable estimation performance over correlated input data, it is suitable for the first-order RC ECM battery model as the RC network introduces the “memory property”.

Let \( w_l[n] \) represent the \( L \) adaptive filter coefficients and \( w_l[n]x_l[n] = d[n] \) denotes the linear model, then the updated equation can be expressed as Equations (7)–(10):

\[
\begin{align*}
    w_l[n] &= w_l[n - 1 - \alpha(N-1)] + \mu A_r^T[n] ( A_r[n] A_r^T[n] + \delta I)^{-1} e_{N_r}[n] \\
    e_{N_r}[n] &= d_{N_r}[n] - A_r[n] w_l[n - 1 - \alpha(N-1)] \\
    A_r[n] &= (x_L[n], x_L[n - \tau], \ldots, x_L[n - (N-1)\tau])^T \\
    d_{N_r}[n] &= (d[n], d[n - \tau], \ldots, d[n - (N-1)\tau])
\end{align*}
\]

where \( N \) is the length of the input signal. \( \mu \) is the update step size. \( \delta \) represents the initial offset covariance. \( \alpha \) and \( \tau \) control the interval between the update term and its base term for the coefficients and input signals, respectively. Here, the most frequently used standard AP algorithm where \( \delta = 0, \alpha = 0 \) and \( \tau = 1 \) is adopted.

After estimating the parameter matrix \( \theta_k \) using the AP algorithm, the battery model parameters can be obtained through the following Equations (11)–(14):

\[
\begin{align*}
    OCV &= \theta_4 \\
    R_o &= \theta_1 \\
    R_t &= \frac{\theta_2 - \theta_1 \theta_3}{1 + \theta_3} \\
    C_l &= \frac{T_s}{\theta_2 - \theta_1 \theta_3}
\end{align*}
\]

2.2. **PSO Based SOH Estimator**

In this paper, the particle swarm optimization (PSO) algorithm is adopted to construct the SOH estimator. PSO is a kind of evolutionary computing technology, which was proposed by Dr. Eberhart and Dr. Kennedy in 1995 [31]. It originated from research on the behavior of bird’s predation. The algorithm is initially inspired by the regularity of bird cluster activities. Based on the observation of the behavior of animal groups, PSO makes use of the information sharing of individuals in the group to make the movement of the whole group evolve from disorder to order in the problem-solving space, so as to obtain the optimal solution.

PSO is initialized as a group of random particles. In each iteration, the particles update themselves by tracking two “extremum”: the first is the best solution found by the particles themselves, which is called the individual extremum point and represented by pbest. Its iteration rule is as Equation (15):

\[
pbest_i(t + 1) = \begin{cases} 
    pbest_i(t) \text{ if } f(X_i(t + 1)) \geq f(pbest_i(t)) \\
    X_i(t + 1) \text{ if } f(X_i(t + 1)) < f(pbest_i(t))
\end{cases}
\]

where \( X_i = [x_{i1}, x_{i2}, \ldots, x_{in}] \) is the current location of particle \( i \). The other extremum point is the best solution found by the whole population, which is called the global extremum and labeled as gbest, which means as Equation (16):

\[
gbest(t) = \min \{ f(pbest_1(t)), f(pbest_2(t)), \ldots, f(pbest_N(t)) \}
\]
After finding the two “extremum”, the particle updates its velocity and position according to the following Equations (17)–(18):

\[
v_{ij}(t+1) = m v_{ij}(t) + c_1 r_1 (p_{best,i}(t) - x_{ij}(t)) + c_2 r_2 (g_{best,i}(t) - x_{ij}(t))
\]

\[
x_{ij}(t+1) = x_{ij}(t) + v_{ij}(t+1)
\]

where \(m\) is the inertia coefficient. \(c_1\) and \(c_2\) are the cognitive and social parameters respectively. \(r_1, r_2\) are both random numbers in range \([0, 1]\).

Figure 4 demonstrates the framework of the proposed SOH estimator. The estimation process can be expressed as follows: First, historical data of the last driving event, including battery current and voltage, are extracted. Then, several sampling points, which are evenly distributed between the start and end points, are selected for OCV estimation using the AP algorithm. It needs to be noticed that the start point here does not mean the first point of the historical data. Because the initial OCV guess may deviate from the true value largely, a relatively reasonable length of data after the first point is left out for OCV estimation convergence. At last, the following target function is minimized by combining the three-dimensional response surface OCV model and PSO algorithm to give the capacity estimation as Equation (19) [32]:

\[
\min_{C_n} \left\{ \sum_{m=1}^{L} \left[ \int_{t_s+(m-1)T}^{t_s+mT} i_b \, dt - C_n \times \langle SOC_{s+m-1} - SOC_{s+m} \rangle \right] \right\}^2
\]

where \(L\) is the number of the sampling points. \(T\) represents the time interval between adjacent sampling points. The concept behind the method is to find the OCV-SOC curve that best fits the equation relationship between \((SOC_{s+m-1} - SOC_{s+m}) \times C_n\) and \(\int_{t_s+(m-1)T}^{t_s+mT} i_b \, dt\) because both of them refer to the amount of electricity consumed over the trip. The intertwin relationship between SOC and SOH is incorporated in the three-dimensional response surface model. The capacity corresponding to the best suitable OCV-SOC curve is the estimation result.

It needs to be highlighted here that the SOH estimator does not need to be operated online. The SOH estimation can be conducted when the vehicle is parked because the parking state ensures that BMS is relatively free, so the computational burden does not hinder the normal operation of the vehicle. In addition, the slow-varying property of the capacity also guarantees the offline estimation to be applicable and accurate. Due to the above assumption, the following SOC estimation and current SOH estimation results do not come from the same timestamp. However, it does not violate the “co-estimation” idea because the error introduced can be kept within a certain level.

2.3. UKF-Based SOC Estimator

Considering the nonlinear property of the first-order ECM battery model, the UKF is applied to estimate SOC. Unlike the Extended Kalman Filter (EKF), which attempts to linearize the nonlinear functions and is also widely used in SOC estimation, the UKF selects a handful of “sigma points”, passes them through the appropriate function, then finally re-estimates a normal distribution around those propagated points. Case studies have shown that UKF is superior to EKF in nearly all scenarios. The main steps of UKF are summarized in Table 1 [33].
**Table 1.** Summary of the Unscented Kalman Filter algorithm.

| Step | Description |
|------|-------------|
| 1    | Choose $n+1$ sigma points: $X = \mathbf{E}(x)$, $x^{(0)} = x^{(0)} + \sqrt{(n+1)P} \mathbf{A}$, $x^{(n+i)} = x^{(0)} - \sqrt{(n+1)P} \mathbf{A}$, $i = 1, 2, \ldots, n$ |
| 2    | State prediction (a priori): $x^{(k+1)} = f(x^{(k)}, u_k, v_k)$, $x^{(k+1)} = \sum_{i=0}^{2n} W^{(i)} x^{(i)}(k+1)$ |
| 3    | Innovation: $z^{(k+1)} = h(x^{(k+1)}), u_k, v_k)$, $z^{(k+1)} = \sum_{i=0}^{2n} W^{(i)} z^{(i)}(k+1)$ |
| 4    | Calculate Kalman gain: $P_{yy}(k+1|k) = P_k + \sum_{i=0}^{2n} W^{(i)} z^{(i)}(k+1) - \sum_{i=0}^{2n} W^{(i)} z^{(i)}(k+1)$, $P_{yy}(k+1|k) = \sum_{i=0}^{2n} W^{(i)} x^{(i)}(k+1) - \sum_{i=0}^{2n} W^{(i)} x^{(i)}(k+1)$ |
| 5    | State estimate update (a posterior): $\hat{x}(k+1|k+1) = \hat{x}(k+1|k) + K_k (z_k - \hat{z}(k+1|k))$ |
| 6    | Calculate estimate covariance update (a posterior): $P(k+1|k+1) = P(k+1|k) + K_k P_{yy}(k+1|k) K_k^T$ |

**State equation:** $x_{k+1} = f(x_k, u_k, v_k)$  
**Measurement equation:** $z_k = h(x_k, u_k, v_k)$
The discrete-time format of the battery model based on Equations (2) and (3) can be written as Equations (20) and (21) [34]:

\[
x_{k+1} = \begin{bmatrix} 1 & 0 \\ 0 & e^{-\frac{Ts}{R_pC_p}} \end{bmatrix} x_k + \begin{bmatrix} \frac{-\eta T_s}{OCV_{in}} \\ R_o (1 - e^{-\frac{Ts}{R_pC_p}}) \end{bmatrix} u_k + v_k \tag{20}
\]

\[
y_k = OCV_{in}(SOC, C_n) - \begin{bmatrix} 0 \\ 1 \end{bmatrix} x_k - R_o u_k + w_k \tag{21}
\]

where state vector \( x = [SOC, V_p]^T \), input \( u_k \) refers to the excitation current \( i_b \) while output \( y_k \) is the terminal voltage \( v_b \). \( V_p \) and \( w_k \) represent the process and measurement noise, respectively. \( \eta \) is the coulomb efficiency.

The SOC estimation procedure is as follows. From the SOH estimator, the battery capacity is updated first and stays constant during SOC estimation considering its slow variation property. Then, during vehicle operation, the model parameters are estimated online based on the AP algorithm and updated with period \( T_s \). According to the discrete-time battery model and UKF algorithm, the SOC is estimated and updated simultaneously.

2.4. Multi-Constraint SOP Estimator

For safe and durable operation, the working current, voltage and SOC of lithium-ion batteries must be restricted within a suitable range [35] and battery power (positive for discharge and negative for charge) will be limited by these restrictions. The flowchart of the proposed SOP estimation algorithm is shown in Figure 5. It needs to be noticed that the SOH-SOC estimator provides reliable battery capacity and SOC values to the SOP estimator so that the SOP limits under the SOC constraint can be achieved with high confidence. Detailed descriptions are as follows [36].

First, consider the power limits under voltage constraints. The voltage across the RC network at the current time step \( k \) can be calculated according to the Equation (22):

\[
v_p(k) = OCV - v_b(k) - i_b(k) R_o \tag{22}
\]
Then, its prediction value at the next time step can be derived based on the discretized form of Equation (2), as Equation (23):

\[ v_p(k+1) = e^{-\frac{T_s}{R_pc_p}} v_p(k) + (1 - e^{-\frac{T_s}{R_pc_p}}) R_p i_p(k) \]  

(23)

Then, the current limits corresponding to the upper and lower voltage limits are calculated as Equation (24):

\[ i_{\text{discharge}}^b(k+1) = \left[ OCV - v_p(k+1) - V_{\text{min}} \right] / R_p \]  

(24)

where \( V_{\text{max}} \) and \( V_{\text{min}} \) represent the upper and lower cut-off voltage respectively.

At last, the power limits at charge and discharge conditions constrained by voltage limits as Equations (25) and (26):

\[ SOP_{\text{discharge}} = V_{\text{min}} i_{\text{discharge}}^b (k+1) \]  

(25)

\[ SOP_{\text{charge}} = V_{\text{max}} i_{\text{charge}}^b (k+1) \]  

(26)

Then consider the power limits under current constraints. Same as described above, the voltage across the RC network at the next time step needs to be first calculated according to Equations (22) and (23). Then, the voltage limits corresponding to the upper and lower current limits are calculated by Equations (27) and (28):

\[ v_{\text{discharge}}^b(k+1) = OCV - v_p(k+1) - R_o I_{\text{max}} \]  

(27)

\[ v_{\text{charge}}^b(k+1) = OCV - v_p(k+1) - R_o I_{\text{min}} \]  

(28)

where \( I_{\text{max}} \) and \( I_{\text{min}} \) represent the maximum and minimum current, respectively. At last, the power limits at charge and discharge conditions constrained by current limits as Equations (29) and (30):

\[ SOP_{\text{discharge}}^I = I_{\text{max}} v_{\text{discharge}}^b (k+1) \]  

(29)

\[ SOP_{\text{charge}}^I = I_{\text{min}} v_{\text{charge}}^b (k+1) \]  

(30)

Finally, consider the power limits under SOC constraints. The polarization voltage over the RC network still has to be derived from Equations (22) and (23) first. The current limits under SOC constraints can be calculated by Equations (31) and (32):

\[ i_{\text{SOC}}^\text{min} = C_n [SOC(k) - SOC_{\text{min}}] / T_p \]  

(31)

\[ i_{\text{SOC}}^\text{max} = C_n [SOC(k) - SOC_{\text{max}}] / T_p \]  

(32)

where \( SOC_{\text{max}} \) and \( SOC_{\text{min}} \) represent the designed upper and lower cut-off SOC respectively, \( T_p \) denotes the time window size, which can be tuned to determine when the SOC constraint is triggered. For the discharging process, a longer \( T_p \) means lower current constraints, thus an earlier trigger of SOC constraints. Because Equation (31) and Equation (32) have converted the SOC limitations to current limitations, the peak power under SOC limitation for discharging and charging process (denoted as \( SOP_{\text{discharge}}^{\text{SOC}} \) and \( SOP_{\text{charge}}^{\text{SOC}} \) respectively) can be derived from the same formula under the current constraint.

Ultimately, the battery power will be limited by the minimum absolute value of the above-mentioned three constraints, which means as Equation (33):

\[
\begin{align*}
\text{SOP}_{\text{discharge}} &= \min \left[ SOP_{\text{discharge}}^{V}, SOP_{\text{discharge}}^{I}, SOP_{\text{discharge}}^{\text{SOC}} \right] \\
\text{SOP}_{\text{charge}} &= \max \left[ SOP_{\text{charge}}^{V}, SOP_{\text{charge}}^{I}, SOP_{\text{charge}}^{\text{SOC}} \right]
\end{align*}
\]

(33)
3. Design of Battery Experiment

Eight battery cells are experimented on, on the platform constituting a thermal chamber, an Arbin BT2000 tester, a computer for data recording and a switchboard for cable connection. The test mainly includes constant charge and constant discharge aging cycles. When the battery undergoes a certain number of cycles, characteristic tests including the hybrid pulse power characteristic (HPPC) test, dynamic stress test (DST), federal urban dynamic schedule (FUDS) and capacity calibration test are conducted to check the battery dynamic property. During these tests, battery current and voltage are recorded with a frequency of 10 Hz. For detailed information on the battery experiment, please refer to Ref. [37]. In this paper, only data under normal room temperature, namely 22 °C, are used.

4. Verification and Discussion

In this section, the effectiveness of the proposed method is validated under different working conditions (including HPPC, DST and FUDS tests) and different levels of aging states. The performance of the model parameter estimation method, together with SOH/SOC/SOP estimators, is evaluated.

4.1. Verification of Parameter Identification Method

Accurate estimation of the model parameters is significant for the subsequent state estimation [38]. To evaluate the performance of the proposed estimation algorithm, the model parameters calibrated from the HPPC test are worked with as the benchmark. The calibration procedure covers the following three steps, which are shown in Figure 6:

- Take terminal voltage of the steady-state point as OCV.
- Obtain ohmic resistance \( R_o \) by dividing the instantaneous voltage drop by the pulse current magnitude.
- Obtain the polarization resistance and capacitance according to the slow-changing voltage after the current pulse based on the recursive least square (RLS) algorithm.

![Figure 6. Parameter calibration procedure for HPPC test.](image)

A more detailed description of the calibration method for the HPPC test is available in Ref. [14].

Figure 7 demonstrates the model parameter estimation results for the fresh battery numbered 22 under the HPPC test, together with the calibration values. Generally, the estimated results can follow the trend that the calibration values manifest, which indicates that the proposed linearized battery model and AP algorithm are effective in parameter estimation. It needs to be noticed that the OCV estimation result highly agrees with the calibration value, and the estimation accuracy for ohmic resistance and polarization...
resistance is also desirable and satisfactory, ensuring subsequent accurate estimation of the battery states. A relatively large derivation between estimated and calibrated values occurs in polarization capacitance estimation when the time index is between around 5000 to 9500. However, just as the sensitivity analysis in Ref. [39] verified, the polarization capacitance has little impact on the SOC estimation, and the estimation error is below 0.5% even when the capacitance value doubles. The following analysis also verifies that the proposed parameter estimation method is reliable in providing accurate state estimation results.

![Parameter identification results of the proposed method](image)

**Figure 7.** Parameter identification results of the proposed method. (a) OCV; (b) ohmic resistance; (c) polarization resistance; (d) polarization capacitance.

### 4.2. Verification of SOH Estimation Algorithm

In order to verify the accuracy and adaptability of the proposed SOH estimator, Figure 8a plots the SOH estimation results under HPPC, DST and FUDS tests. It is obvious that the estimated SOH results under three different excitations are close to the real value, which is calibrated by the coulomb counting method. In order to better demonstrate the accuracy of the SOH estimator, Figure 8b gives out the corresponding relative error. It can be seen that the relative error is under 1% for all aging states under three working conditions. The mean relative errors for HPPC, DST and FUDS at different aging levels are 0.51%, 0.46% and 0.39%, respectively, which verifies that the proposed method has desirable accuracy and adaptability performance against different loading profiles under all degradation levels. In addition, considering the slow-varying characteristic of capacity decrease, the SOH estimator does not need to be implemented online. It can be triggered every month offline to calibrate the capacity when the BMS is relatively free. Accurate SOH estimation provides the following SOC and SOP estimators with good estimation bases.
4.3. Verification of SOC Estimation Algorithm

Figure 9 plots the SOC estimation results for the fresh battery under HPPC, DST and FUDS working conditions. According to Figure 9a, the mean estimation error for the fresh battery under the HPPC test when SOC is above 15% is 1.13%. It can be seen that when SOC is above 50%, the estimated SOC is very accurate and the mean estimation error in this range is only 0.51%. However, when SOC drops below 40%, there are some instants when relatively large distinctions exist between the estimated and reference values. This may be caused by the change of battery dynamic proprieties when it is close to the deep discharging state [37]. However, considering the SOC of the battery in electric vehicles rarely drops below 25% and the maximum estimation error when SOC is above 25% is 3.45%, the proposed estimation method is feasible in real-world applications.
Figure 9b,c show that the SOC estimation results under DST and FUDS tests and the mean SOC estimation errors under these two working conditions when SOC is above 15% are 1.04% and 1.31%, respectively. The same phenomenon that the estimated SOC accuracy is desirable in high SOC range and deteriorates in lower SOC range can be observed, with the same reason as explained in the HPPC test above. Generally, the satisfactory performance of the SOC estimator under HPPC, DST and FUDS tests verifies its robustness to different working conditions.

In order to verify the robustness of the proposed method to different aging states, the SOC estimator is applied to the battery after 744 aging cycles and the estimation results are shown in Figure 10. Thanks to the online parameter estimation based on the AP algorithm and update of the battery capacity from the SOH estimator, the SOC estimation error under HPPC, DST and FUDS tests when SOC is above 20% are 0.90%, 1.56% and 1.35%, respectively.

Figure 10. SOC estimation results of the aged battery under different working conditions. (a) HPPC; (b) DST; (c) FUDS.

4.4. Verification of SOP Estimation Algorithm

According to Refs. [36, 40], to measure battery SOP under the voltage limitation, one can interrupt a standard cycling process by setting the battery voltage to the upper and lower limitations and then monitor the battery current. The maximum discharging and charging capabilities can be obtained by multiplying the measured current by the threshold value of the battery voltage. Similarly, to measure the battery SOP under the current limitation, the current should be set to threshold values and the voltage can be measured. The multiplication of the current threshold and measured voltage is the peak power under current constraints. For SOP under SOC limitation, it can be viewed as an extension of SOP under current limitations, as Equations (31) and (32) transform the SOC constraints to current constraints and the remaining calculation procedure for SOC constraints is the same as that for current limitations. Therefore, in the validation part, attention is paid to SOP under current and voltage limitations, while SOP under SOC limitations can be verified indirectly from current limitations.

Because the battery experiment described in Section 3 does not incorporate the above SOP test procedure, we use the battery model with parameters identified based on the
HPPC test to simulate the above test process. Therefore, the accuracy of the battery model is significant for SOP validation. Figure 11 plots the voltage response of the identified battery model (Number 20, fresh) against the measured values. Overlap of the real and simulated voltage response indicates that the identified model is very accurate. The absolute mean voltage errors under HPPC, DST and FUDS tests are 13.41, 9.40 and 9.46 mV, respectively.

![Figure 11](image1.png)

Figure 11. Verification of the battery model accuracy. (a) HPPC; (b) DST; (c) FUDS.

The SOP given by simulated experiments and the proposed SOP estimator under discharging and charging situations are shown in Figure 12. For the discharging simulation, the initial SOC is set to 0.3, the voltage and current limitations are set to 2.5 V and 4.7 A, respectively. For the charging situation, the initial SOC is set to 0.9, the voltage and current limitations are set as 4.2 V and −2.35 A, respectively. The closeness between the estimated SOP and the reference value in Figure 12 validates the effectiveness of the proposed SOP estimator.

From Figure 12a,b, it can be seen that the maximum discharging power under voltage and current limitations both decrease as the discharging process continues. The reason is the decreasing OCV accompanied by the lower SOC, which causes the current corresponding to the lower cut-off voltage in Equation (23) and the voltage corresponding to the maximum discharging current in Equation (27) to decrease, resulting in lower SOP as indicated by Equations (25) and (29). However, in the discharging situation, the absolute value of maximum discharging power decreases under voltage limitation while increases under current limitation. It can be explained by the fact that as the charging process continues, the OCV gets closer to the upper cut-off voltage and the permitted charging current under voltage limitations decreases as indicated by Equation (24), leading to diminishing SOP. While under current limitations, increasing the OCV results in higher terminal voltage as indicated by Equation (28), which causes higher SOP as the discharging process continues.
For a better understanding of the three different limitations’ influence on SOP, Figure 11a plots the maximum discharge power constrained by voltage, current and SOC limitations respectively, together with the final SOP determined by all the above constraints. The test is simulated based on the battery model derived from the HPPC test of the battery after 744 aging cycles. It can be seen that, at first, the SOP is determined by current limitation as SOC and voltage at this time are far away from their corresponding lower cut-off value. After about 4000 s, SOP turns out to be determined by voltage limitation as the OCV decreases. When the discharging process further continues, the SOC limitation is triggered and becomes dominant in deciding the final SOP. As SOC decreases to the lower cut-off value, the SOP becomes negative as labeled in Figure 13a. Figure 13b compares the estimated SOP based on the proposed method and the calibrated SOP derived from the battery model. In general, the estimated SOP can track the calibrated value well. The absolute mean error of SOP estimation is 2.69 W. The SOP estimation error at a higher SOC range is mainly caused by the parameter estimation error and is relatively small when current and voltage limitations dominate the SOP value. When SOC limitation is triggered, the SOP estimation error becomes larger as SOC estimation is less accurate when the battery is in the deep discharging state. Because the estimated SOC is lower than its true value after around 8000 s (as shown in Figure 10b), the estimated SOP is correspondingly lower than the calibrated value.
Figure 13. SOP for discharging under DST test. (a) Interaction of different limitations; (b) Comparison of estimated and calibrated SOP.

5. Conclusions

This paper presents a systematic framework of SOC, SOH and SOP co-estimation for battery packs used in EVs. The SOH estimator, which is based on the three-dimensional response surface model of OCV and PSO algorithms, is triggered every month when BMS is relatively free to conduct SOH estimation offline. Then, the SOC estimator utilizes the updated capacity and model parameters given by the AP algorithm to estimate the SOC online. At last, the SOP estimator takes advantage of the information provided by the SOH and SOC estimators to give the maximum charging and discharging power considering current, voltage and SOC limitations. Experiments demonstrate that the relative error of the SOH estimator is under 1% under all aging states whatever the loading profile is. The mean absolute SOC estimation error is under 1.6% even when the battery undergoes 744 aging cycles. The SOP estimator is validated by means of the calibrated battery model based on the HPPC test and its performance is ideal.

However, the proposed method heavily relies on the constructed three-dimensional response surface model, both in robustness and accuracy. If the proposed method is to be applied to a battery with different chemical components, the model needs to be reconstructed based on laborious and time-consuming aging experiments of the target battery cell. In addition, the method is only verified under normal room temperature on the cell level. Its effectiveness under different temperatures and on the vehicle level is still in question. In our future work, we mean to propose an adaptive model that has looser requirements for the volume of aging data and verify the proposed method in a wider temperature range on the vehicle level. Moreover, we will compare our method to other existing advanced approaches comprehensively so as to verify that the systematic co-estimation method has better generalization capability and accuracy.
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