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Abstract

Linearized alternating direction method of multipliers (ADMM) as an extension of ADMM has been widely used to solve linearly constrained problems in signal processing, machine learning, communications, and many other fields. Despite its broad applications in non-convex optimization, for a great number of non-convex and non-smooth objective functions, its theoretical convergence guarantee is still an open problem. In this paper, we study the convergence of an existing two-block linearized ADMM and a newly proposed multi-block parallel linearized ADMM for problems with non-convex and non-smooth objectives. Mathematically, we present that the algorithms can converge for a broader class of objective functions under less strict assumptions compared with previous works. Our proposed algorithm can update coupled variables in parallel and work for general non-convex problems, where the traditional ADMM may have difficulties in solving subproblems.
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1 Introduction

1.1 Background

In signal processing [1], machine learning [2], and communication [3], many of the recently most concerned problems, such as compressed sensing [4], dictionary learning [5], and channel estimation [6], can be cast as optimization problems. In doing so, not only has the design of the solving methods been greatly facilitated, but also a more mathematically understandable and manageable description of the problems has been given. While convex optimization has been relatively well studied [7], non-convex optimization has also appeared in numerous
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topics such as nonnegative matrix factorization [8], phase retrieval [9], distributed matrix factorization [10], and distributed clustering [11].

The alternating direction method of multipliers (ADMM) is widely used in linearly constrained optimization problems arising in machine learning [12, 13], signal processing [14], as well as other fields [15, 16, 17]. First proposed in the early 1970s, it has been studied extensively [18, 19, 20]. At the very beginning, ADMM was mainly applied in solving linearly constrained convex problems [21] in the following form

$$\begin{align*}
\text{minimize} & \quad f(x) + h(y) \\
\text{subject to} & \quad Ax + By = 0,
\end{align*}$$

(1)

where $x \in \mathbb{R}^p, y \in \mathbb{R}^q$ are variables, and $A \in \mathbb{R}^{n \times p}, B \in \mathbb{R}^{n \times q}$ are given. With an augmented Lagrangian function defined as

$$L_\beta(x, y, \gamma) = f(x) + h(y) + \langle \gamma, Ax + By \rangle + \frac{\beta}{2} \|Ax + By\|^2,$$

(2)

where $\gamma$ is the Lagrangian dual variable, the ADMM method updates variables iteratively as the following

$$\begin{align*}
x^{k+1} &= \arg \min_x L_\beta(x, y^k, \gamma^k), \\
y^{k+1} &= \arg \min_y L_\beta(x^{k+1}, y, \gamma^k), \\
\gamma^{k+1} &= \gamma^k + \beta(Ax^{k+1} + By^{k+1}).
\end{align*}$$

For ADMM applied in non-convex problems, although the theoretical convergence guarantee is still an open problem, it can converge fast in many cases [22, 23]. Under certain assumptions on the objective function and linear constraints, researchers have studied the convergence of ADMM for non-convex optimization [24, 25, 26].

In ADMM a subproblem is not necessarily easy or computationally efficient to solve, so linearized ADMM [27, 28] was proposed, by linearizing the objective function or the augmentation term, to make the subproblems solvable. It has been applied in sparse recovery [29], low-rank matrix completion [30], and image restoration [31].

When the problem scale is so large that a two-block ADMM method may no longer be efficient or practical [32, 33], distributed algorithms are in demand to exploit parallel computing resources. Multi-block ADMM was proposed to solve problems in the following form [34]

$$\begin{align*}
\text{minimize} & \quad f_1(x_1) + f_2(x_2) + \ldots + f_K(x_K) \\
\text{subject to} & \quad A_1x_1 + A_2x_2 + \ldots + A_Kx_K = 0.
\end{align*}$$

(3)

It allows parallel computation [35, 36, 37], and has been used in problems such as sparse statistic machine learning [38] and total variation regularized image reconstruction [39].
1.2 Contribution

In this paper, we study linearized ADMM algorithms for problems with non-convex and non-smooth objective functions. First, we provide convergence analysis of an existing two-block linearized ADMM for problems in form (1) with $h$ differentiable, but under more general assumptions. Then we propose a parallel multi-block ADMM method for problems with coupled variables, and provide theoretical convergence guarantee under wide assumptions as well.

Our work has the following improvements compared with some latest works based on ADMM for non-convex optimization.

- This is the first work to study theoretical convergence guarantees for linearized ADMM in non-convex optimization. The strategy we used in convergence analysis is new and apparently different from the previous works.
- We propose, as far as we know, the first ADMM-based algorithm which updates coupled variables in parallel with convergence guarantee for non-convex optimization. It is designed to solve problems of the following form

$$\begin{align*}
\text{minimize} & \quad g(x_1, \ldots, x_K, y) + \sum_{i=1}^K f_i(x_i) + h(y) \\
\text{subject to} & \quad A_1 x_1 + \cdots + A_K x_K + B y = 0,
\end{align*}$$

where $h$ and $g$ are differentiable. The augmented Lagrangian function of this problem is defined as below

$$L_\beta(x, y, \gamma) = g(x, y) + \sum_{i=1}^K f_i(x_i) + h(y) + \left\langle \gamma, \sum_{i=1}^K A_i x_i + B y \right\rangle + \frac{\beta}{2} \left\| \sum_{i=1}^K A_i x_i + B y \right\|_2^2.$$

Compared with previous works [18, 25], [35, 36, 37] on parallel ADMM, it can be seen that in (5) we consider variables $x_1, \ldots, x_K, y$ coupled in the function $g$ and $\frac{\beta}{2} \left\| \sum_{i=1}^K A_i x_i + B y \right\|_2^2$ but still update every block in parallel in our proposed algorithm.

- In contrast with the most prior works focusing on ADMM in non-convex optimization, our assumptions for the convergence analysis are much weaker than the ones in [25, 26], and not stronger than the ones in [24]. We study the convergence of linearized ADMM algorithms for non-convex problems in a broader scope than previous works have revealed. Detailed comparisons on assumptions will be given in Section 8.

1.3 Outline

The remainder of this paper is organized as follows. In Section 2 some preliminaries are introduced. Section 3 provides convergence analysis for a two-block linearized ADMM
for non-convex problems under certain broad assumptions. In Section 4 we propose a parallel multi-block linearized ADMM, and provide convergence guarantee under general assumptions as well. Section 5 gives detailed discussions on the objective functions of conforming problems and the update rules to demonstrate the advantages of this work. Section 6 and 7 prove the convergence theorems for the considered two-block linearized ADMM and the proposed parallel multi-block linearized ADMM, respectively. Section 8 compares our results with some related works. We conclude this work in Section 9.

2 Preliminary

2.1 Notation

We use bold capital letters for matrices, bold small case letters for vectors, and non-bold letters for scalars. We use $\mathbf{x}^k$ to denote the value of $\mathbf{x}$ after $k$th iteration and $x_i$ to denote its $i$th block. We use $A_{<i}\mathbf{x}_{<i}$ and $A_{>i}\mathbf{x}_{>i}$ to denote $\sum_{t=1}^{i-1} A_t x_t$ and $\sum_{t=i+1}^{K} A_t x_t$, respectively. The gradient of function $f$ at $\mathbf{x}$ for the $i$th component is denoted as $\nabla x_i f(\mathbf{x})$, and the regular subgradient of $f$ for the $i$th component which is defined at a point $\mathbf{x}$ [40], is denoted as $\partial_i f(\mathbf{x})$. The smallest eigenvalue of matrix $\mathbf{x}$ is denoted as $\lambda_{\mathbf{x}}$. Without specification, $\| \cdot \|$ denotes $\ell_2$ norm. $\text{Im}(\mathbf{X})$ denotes the image of matrix $\mathbf{X}$. In multi-block ADMM, $\mathbf{x} = [x_1^T, \ldots, x_K^T]^T$ denotes the collection of variables.

2.2 Definition

Definition 1. (Lower Semi-continuous) [41] Assume $f(\mathbf{x})$ satisfies

$$\liminf_{\mathbf{x} \to \mathbf{x}_0} f(\mathbf{x}) \geq f(\mathbf{x}_0),$$

then $f(\mathbf{x})$ is said to be lower semi-continuous at $\mathbf{x}_0$.

Lower semi-continuity is a more generalized concept than continuity. An example can be seen in Remark 4 where function $f$ can be lower semi-continuous at the discontinuous points.

Definition 2. (Regular Subgradient) [40] The regular subgradient of function $f$ at $\mathbf{x}_0$ is defined as

$$\partial f(\mathbf{x}_0) = \{ v : f(\mathbf{x}) \geq f(\mathbf{x}_0) + \langle v, \mathbf{x} - \mathbf{x}_0 \rangle + o(\| \mathbf{x} - \mathbf{x}_0 \|) \}.$$ 

Remark 1. A linear combination of lower semi-continuous functions over $\mathcal{X}$ is still lower semi-continuous over the set.

Lemma 1. If $h(\mathbf{y})$ is $L_h$-Lipschitz differentiable, i.e., there exists $L_h > 0$ such that for all $\mathbf{y}, \mathbf{y}'$,

$$\| \nabla h(\mathbf{y}) - \nabla h(\mathbf{y}') \|_2 \leq L_h \| \mathbf{y} - \mathbf{y}' \|_2,$$
Algorithm 1: Two-block linearized ADMM algorithm

| Initialize $x^0, y^0, \gamma^0$. |
|-----------------------------|
| While $\max\{\|y^k - y^{k-1}\|, \|\gamma^k - \gamma^{k-1}\|\} > \varepsilon$ |
| 1) $x^{k+1} = \arg\min_x L_\beta(x, y^k, \gamma^k)$; |
| 2) $y^{k+1} = \arg\min_y \bar{h}(y)$, where |
| \[ \bar{h}(y) = \langle y - y^k, \nabla h(y^k) \rangle + \frac{L_h}{2}\|y - y^k\|^2 + \langle \gamma^k, By \rangle + \frac{\beta}{2}\|Ax^{k+1} + By\|^2; \] (7) |
| 3) $\gamma^{k+1} = \gamma^k + \beta(Ax^{k+1} + By^{k+1})$; |
| 4) $k = k + 1$. |
| end While |

then

\[ h(y) \geq h(y') + \langle y - y', \nabla h(z) \rangle - \frac{L_h}{2}\|y - y'\|^2, \] (6)

where $z$ denotes $y$ or $y'$. 

Proof. The proof is postponed to Appendix 10.1. \qed

Definition 3. (Coercive Function) Assume that function $f$ is defined on $\mathcal{X}$, and for any $\|x^k\| \to +\infty$ and $x^k \in \mathcal{X}$, we have $f(x^k) \to +\infty$, then function $f$ is said to be coercive over $\mathcal{X}$. 

Remark 2. Any function is coercive over bounded set.

3 Two-block Linearized ADMM

In this section, we study a linearized ADMM to solve the two-block non-convex problem possibly with function $f$ non-smooth. Its convergence assumptions are, as far as we know, the broadest among the current ADMM algorithms for non-convex optimization. 

3.1 Updating Rules

We try to solve problem using a linearized ADMM algorithm. Being different from the traditional ADMM, in the update of $y$, the algorithm replaces $h$ by its approximate,

\[ \langle y - y^k, \nabla h(y^k) \rangle + \frac{L_h}{2}\|y - y^k\|^2 \]

which is a linearized term plus a regularization term ($L_h > 0$). In this way, the subproblem is converted into a proximal problem and usually easier to solve. The update rules are summarized in Algorithm 1.
3.2 Assumptions

To guarantee the convergence of the linearized ADMM in Algorithm 1, we make the following assumption.

Assumption 1. Assume that problem (1) satisfies the conditions below.

1. Function \( f(x) \) is lower semi-continuous.
2. Function \( h(y) \) is \( L_h \)-Lipschitz differentiable.
3. Function \( f(x) + h(y) \) is coercive over the feasible set \( \{ [x^T, y^T]^T \in \mathbb{R}^{p+q} : Ax + By = 0 \} \).
4. Matrix \( B \) has full column rank, and \( \text{Im}(A) \subset \text{Im}(B) \).

Remark 3. In fact, our convergence analysis only requires function \( f \) to be lower semi-continuous at the limit points of \( \{x^k\} \). This will be shown in Section 6.4.

It can be seen that we impose stronger requirements on the function \( h \) of \( y \) than on \( f \) of \( x \). We will show in Section 6 that under these assumptions the objective function will have sufficient descent in the update of \( y \) to counteract the ascent in the dual update. As a benefit, function \( f \) can be either non-convex or non-smooth. We will discuss the plausibility of our assumptions in detail by analyzing examples in Section 5 and comparing with assumptions in previous works in Section 8.

3.3 Theoretical Analysis

We will give convergence analysis under the above set of assumptions. Note that in this section, we refer \( L_\beta \) to the augmented Lagrangian function defined in (2). To begin with, we show that \( L_\beta \) and the primal and dual residues are able to converge in the following theorem.

Theorem 1. For the linearized ADMM in Algorithm 1, the sequence \( \{L_\beta(x^k, y^k, \gamma^k)\} \) is convergent, and both \( \|y^{k+1} - y^k\| \) and \( \|\gamma^{k+1} - \gamma^k\| \) converge to zero as \( k \) approaches infinity.

Proof. The proof is postponed to Section 6.1.

Theorem 1 illustrates that the function \( L_\beta \) will converge, and the changes of \( y \) and \( \gamma \) after one iteration, which are the primal and the dual residues, will converge to zero as well. From such result we can easily have the following knowledge on the sequence of iterates.

Corollary 1. For the linearized ADMM in Algorithm 1, the generated sequences \( \{x^k\} \), \( \{y^k\} \), and \( \{\gamma^k\} \) are bounded.

Proof. The proof is postponed to Section 6.2.
The boundedness in Corollary 1 insures that there is at least one limit point in sequence \( \{(x^k, y^k, \gamma^k)\} \). In the following theorems, we further claim that there exists at least one limit point satisfying certain properties.

**Theorem 2.** For the linearized ADMM in Algorithm 1, the sequence \( \{(x^k, y^k, \gamma^k)\} \) has at least one limit point \((x^*, y^*, \gamma^*)\) such that
\[
\nabla_\gamma L_\beta(x^*, y^*, \gamma^*) = 0,
\]
and
\[
\nabla_y L_\beta(x^*, y^*, \gamma^*) = 0.
\]

*Proof.* The proof is postponed to Section 6.3.

Theorem 2 illustrates that a limit point of \( \{(y^k, \gamma^k)\} \) is a stationary point of the function \( L_\beta(x^*, \cdot, \cdot) \).

**Theorem 3.** For the linearized ADMM in Algorithm 1, \( x^* \) is a minimum point of the function \( L_\beta(\cdot, y^*, \gamma^*) \), where \((x^*, y^*, \gamma^*)\) is the one defined in Theorem 2.

*Proof.* The proof is postponed to Section 6.4.

The assumption that function \( f \) is lower semi-continuous ensures that \( f \) will not have a spike-like arise at the limit points of \( \{x^k\} \).

Both Theorem 2 and 3 answer the question of where the function \( L_\beta \) converges to. Because of the linearization of function \( h \) in the update of \( y \), the algorithm only utilizes the first order information of \( h(y) \). Therefore, in Theorem 2 unlike Theorem 3 where we can have that \( x^* \) is a minimum point of the function \( L_\beta(\cdot, y^*, \gamma^*) \), the best result we can expect for variable \( y \) is converging to a stationary point characterized merely by the first order information.

## 4 Multi-block Parallel Linearized ADMM

In this section, we turn to multi-block optimization problems in form of (4) and propose a multi-block linearized ADMM which can update blocks of variables in parallel even when they are coupled in the objective function.

### 4.1 Updating Rules

We try to solve problem (4) using a multi-block parallel linearized ADMM algorithm. The function \( h \) is linearized and regularized in the update of \( y \), exactly as that in the two-block
Initialize $x^0, y^0, γ^0$.

While $\max\{\|x^k - x^{k-1}\|, \|y^k - y^{k-1}\|, \|γ^k - γ^{k-1}\|\} > ε$

1) For $i = 1, \ldots, K$ in parallel:
   \[ x_i^{k+1} = \arg\min_{x_i} \bar{f}_i(x_i), \text{ where} \]
   \[ \bar{f}_i(x_i) = \langle x_i - x_i^k, \nabla_{x_i} g(x_i^k, y^k) + βA_i^T(Ax_i + By^k) \rangle + \frac{L_f}{2} \|x_i - x_i^k\|^2 + f_i(x_i) + \langle γ^k, A_i x_i \rangle; \tag{8} \]

2) $y^{k+1} = \arg\min_y \bar{h}(y), \text{ where} \]
   \[ \bar{h}(y) = \langle y - y^k, \nabla h(y^k) + \nabla_y g(x^{k+1}, y^k) \rangle + \frac{L_h}{2} \|y - y^k\|^2 + \langle γ^k, By \rangle + \beta \|Ax^{k+1} + By\|^2; \tag{9} \]

3) $γ^{k+1} = γ^k + β(Ax^{k+1} + By^{k+1});$

4) $k = k + 1.$

end While

algorithm. In the update of $x$ for each $x_i$, we further linearize the function $g$, the augmented item $\frac{β}{2} \|Ax + By\|^2$ and introduce regularization as follows

\[ \langle x_i - x_i^k, \nabla_{x_i} g(x_i^k, y^k) + βA_i^T(Ax_i + By^k) \rangle + \frac{L_f}{2} \|x_i - x_i^k\|^2 \]

where $L_f$ is a positive constant. In this way, the two subproblems for variable update all becomes proximal problems and usually easier to solve. Besides, each block $x_i$ can be optimized in parallel, although they are originally coupled in function $g$ and the augmented item. The update rules are listed in Algorithm 2.

4.2 Assumptions

To guarantee the convergence of the multi-block parallel linearized ADMM algorithm, we make the following assumption.

**Assumption 2.** We assume that problem \[ \tag{4} \] satisfies the conditions below.

1. Function $g$ is $L_g$-Lipschitz differentiable.
2. Function $h$ is $L_h$-Lipschitz differentiable.
3. Matrix $B$ has full column rank, and $\text{Im}(A) \subset \text{Im}(B)$.
4. Function $f(x) + h(y)$ is coercive over the feasible set \[ \{[x^T, y^T]^T \in \mathbb{R}^{p+q} : Ax + By = 0 \}. \]

The second, third, and forth assumptions are the same as the first algorithm. The first assumption is newly added which is necessary in the proof of convergence.
4.3 Theoretical analysis

In this section we refer $L_β$ to the function in (5). The following theorems illustrate that the objective function will converge, the increments of all variables after one iteration will converge to zero, and that the limit point of the iterate sequence is a stationary point.

**Theorem 4.** For the multi-block parallel linearized ADMM in Algorithm 2, if $L_f$ is chosen to satisfy

$$L_f > L_g + βL_A$$

where $L_A$ is the largest singular value of $A^T A$, then we have the following.

1. The sequence $\{L_β(x^k, y^k, γ^k)\}$ is convergent. The primal residue $\|y^{k+1} - y^k\|$, $\|x^k - x^{k+1}\|$ and dual residue $\|γ^{k+1} - γ^k\|$ converge to zero as $k$ approaches infinity.

2. The generated sequences $\{x^k\}$, $\{y^k\}$, and $\{γ^k\}$ are bounded.

3. The sequence $\{(x^k, y^k, γ^k)\}$ has a limit point $(x^*, y^*, γ^*)$ such that

$$\nabla_γ L_β(x^*, y^*, γ^*) = 0,$$

and

$$\nabla_y L_β(x^*, y^*, γ^*) = 0.$$

**Proof.** The proof is postponed to Section 7.1.

**Theorem 5.** For the multi-block parallel linearized ADMM in Algorithm 2, there exists a sequence $\{d_i^{k+1}\}$, where $d_i^{k+1} ∈ \partial x_i L_β(x^{k+1}, y^{k+1}, γ^{k+1})$, such that $\lim_{k \to +\infty} \|d_i^{k+1}\| = 0$ for $i = 1, \ldots, K$.

**Proof.** The proof is postponed to Appendix 10.9.

**Theorem 5** illustrates that there exists a regular subgradient sequence converging to zero in a neighbor of $x^*$. If function $f$ also satisfies $\lim_{k \to +\infty} f(x^k) = f(x^*)$, then $0$ belongs to the general subgradient of function $L_β(\cdot, y^*, γ^*)$ at $x^*$ by Definition 8.4 in [40].
5 Discussions

5.1 Function \( f \) (or \( f_i \)) in the objective

In this part we present that the following general classes of functions can meet the requirements in the above assumptions. Therefore, our theorems guarantee the convergence of the algorithms if \( f \) (or \( f_i \)) belongs to one of the following commonly encountered classes.

5.1.1 Continuous function

All the continuous function is lower semi-continuous at any point. Therefore, we only need \( f \) (or \( f_i \)) together with function \( g \) and \( h \) to keep the coercivity of the objective function over the feasible set.

5.1.2 Indicator function of compact manifold

The indicator function of compact manifold \( \mathcal{M} \) is defined as follows

\[
f(x) = \begin{cases} +\infty & x \notin \mathcal{M}, \\ 0 & x \in \mathcal{M}. \end{cases}
\]

For the two-block linearized ADMM Algorithm 1 because the manifold is bounded, the objective function is always coercive. Besides, by the \( x \)-updating rule, \( \{x^k\} \subset \mathcal{M} \). Because \( \mathcal{M} \) is closed, any limit point of \( \{x^k\} \) belongs to \( \mathcal{M} \). Therefore, by directly referring to Definition 1 \( f \) is lower semi-continuous at limit points of \( \{x^k\} \). By Remark 3 we can see that it satisfies the convergence assumptions.

For the multi-block linearized ADMM Algorithm 2 we only require function \( f_i \) together with function \( g \) and \( h \) to satisfy the coercive assumption.

Remark 4. Consider the following general form of problem, where \( \mathcal{M} \) is a finite subset of \( \mathbb{Z} \) and \( f \) is lower semi-continuous.

\[
\minimize_{y} f(y) \quad \text{subject to } y \in \mathcal{M}.
\]  

(11)

This problem is called integer programming which is widely used in network design [42], smart grid [43], statistic learning [44], and other fields [45]. Problem (11) can be converted to the following

\[
\minimize \tau(x) + (f(x) - h(x)) + h(y) \quad \text{subject to } x = y,
\]  

(12)

where \( \tau(x) \) is the indicator function of \( \mathcal{M} \), and function \( h \) can be any nonzero Lipschitz function. It can be verified that problem (12) satisfies both the assumptions for Algorithm 1 and 2. In practice, function \( h \) is chosen appropriately for solving the subproblems.
5.2 Update rules

5.2.1 Update of x

The two-block linearized ADMM can still converge, even if we do not find a minimum in updating $x$. When updating $x$ in Algorithm 1, we find a minimum point of $L_\beta(x, y^k, \gamma^k)$. If instead of finding a minimum we accept any update $x^{k+1}$ such that the function $L_\beta$ decreases, i.e., $L_\beta(x^{k+1}, y^k, \gamma^k) \leq L_\beta(x^k, y^k, \gamma^k)$, all theoretical results including Theorem 1, Corollary 1, and Theorem 2 will still hold. This statement can be derived from the proof. It means that $L_\beta(x, y, \gamma)$ still converges, and the limit point $(x^*, y^*, \gamma^*)$ is a stationary point of $L_\beta(x, y, \gamma)$ for $y$ and $\gamma$, but not necessarily a minimum point for $x$. The Algorithm 2 has the similar property as well.

In scenarios where finding a minimum of $L_\beta(x, y^k, \gamma^k)$ is difficult but finding a descent point is relatively much easier, a simple modification of Algorithm 1 that replaces the minimum with a descent point will still work.

In multi-block linearized ADMM Algorithm 2, we break the update of $x$ into many subproblems by linearizing the differentiable part and the augmented item in Lagrangian function. By doing so, the subproblems are more solvable than the original subproblem, and parallel computation can be used to accelerate the algorithm.

5.2.2 Linearization in update of y

Traditional ADMM updates $y$ by finding a solution to $\arg \min L_\beta(x^{k+1}, y, \gamma^k)$. However, the difficulties in solving this subproblem restricts the application of ADMM. To address this issue, the linearized ADMM converts the original subproblem into a proximal problem that has closed solution. In this way, the subproblem in the update of $y$ is solvable for any objective functions differentiable for variable $y$.

6 Convergence Proof for Linearized ADMM Algorithm 1

In this section, all notations $x^k$, $y^k$, and $\gamma^k$ refer to the ones in Algorithm 1.

6.1 Proof of Theorem 1

We need two important inequalities for the proof, which are derived from the update rules and Assumption 1.

Lemma 2. There exits positive constant $C_R$ merely determined by matrix $B$ such that for any $l > k$

$$\|\gamma^l - \gamma^k\|^2 \leq C_R \|B^T(\gamma^l - \gamma^k)\|^2.$$  

Proof. The proof is postponed to Appendix 10.2.
Lemma 3. The following equality holds for $\gamma^{k+1}$, $y^k$, and $y^{k+1}$

$$B^T \gamma^{k+1} = -\nabla h(y^k) - L_h(y^{k+1} - y^k).$$

Proof. The proof is postponed to Appendix 10.3.

Lemma 3 provides a way to express $\gamma^{k+1}$ using $y^k$ and $y^{k+1}$, which is a technique widely used in the convergence proof for non-convex ADMM algorithms [24, 25].

Now we are ready to prove Theorem 1. We first give bounds on the descent or ascent of the Lagrangian function (2) after every update by using the quadratic form of the primal residual. Specifically, in the following, Lemma 4 presents that $L_\beta$ does not increase after the $x$-updating step, Lemma 5 shows that the descent of $L_\beta$ is lower bounded after the $y$-updating step, and Lemma 6 demonstrates that the ascent of $L_\beta$ is upper bounded after the $\gamma$-updating step.

Lemma 4. The following inequality holds for the update of $x$

$$L_\beta(x^{k+1}, y^k, \gamma^k) \leq L_\beta(x^k, y^k, \gamma^k).$$

Proof. It can be directly derived from the $x$-updating rule.

Lemma 5. The following inequality holds for the update of $y$

$$L_\beta(x^{k+1}, y^k, \gamma^k) - L_\beta(x^{k+1}, y^{k+1}, \gamma^k) \geq C_0\|y^k - y^{k+1}\|^2,$$

where $C_0$ is a positive constant.

Proof. The proof is postponed to Appendix 10.4.

Lemma 6. The following inequality holds for the update of $\gamma$

$$L_\beta(x^{k+1}, y^{k+1}, \gamma^{k+1}) - L_\beta(x^{k+1}, y^{k+1}, \gamma^k) = \frac{1}{\beta}\|\gamma^{k+1} - \gamma^k\|^2$$

$$\leq C_1\|y^{k+1} - y^k\|^2 + C_2\|y^k - y^{k-1}\|^2,$$

where $C_1$ and $C_2$ are positive constants.

Proof. The proof is postponed to Appendix 10.5.

Then we design a sequence $\{m_k\}_{k=1}^{+\infty}$ by

$$m_k = L_\beta(x^k, y^k, \gamma^k) + C_3\|y^k - y^{k-1}\|^2,$$

where $C_3$ is a positive constant. It will be proved convergent.

Lemma 7. The sequence $\{m_k\}$ defined in (15) is convergent. In addition, the parameters satisfying its convergence exist.
Proof. We will first present that \( \{m_k\} \) is monotonically decreasing by

\[
m_k - m_{k+1} \geq (C_0 - C_1 - C_3)\|y^{k+1} - y^k\|^2 + (C_3 - C_2)\|y^k - y^{k-1}\|^2,
\]

and then prove that \( \{m_k\} \) is lower bounded by

\[
m_k \geq f(x^k) + h(y^k) + \frac{1}{2}\|y^k - y'_k\|^2,
\]

where \( y'_k \) is defined by \( By'_k = -Ax^k \). Notice that \( y'_k \) always exists because of the assumption \( \text{Im}(A) \subset \text{Im}(B) \).

The detailed proof is postponed to Appendix 10.6. The parameters satisfying the convergence are discussed in Appendix 10.7.

By the convergence of \( \{m_k\} \), \( \|y^{k+1} - y^k\| \) converges to zero. By the definition of \( \{m_k\} \) and its convergence, we readily get the convergence of \( L_\beta(x^k, y^k, \gamma^k) \). According to Lemma 6, \( \|\gamma^{k+1} - \gamma^k\| \) converges to zero as well.

6.2 Proof of Corollary 1

Recall (16) in the proof of Lemma 7. Because \( f(x) + h(y) \) is coercive over the feasible set, if \( \{(x^k, y'_k)\} \) diverges, then the RHS of (16) diverges to positive infinity, which contradicts with the convergence of \( \{m_k\} \).

Because of the term \( \frac{1}{2}\|y^k - y'_k\|^2 \) on the RHS of (16), the boundedness of \( \{y^k\} \) can be derived from the boundedness of \( \{y'_k\} \).

In order to prove that \( \{\gamma^k\} \) is bounded, we only need to prove \( \{\gamma^k - \gamma^0\} \) is bounded. By Lemma 2, it is equivalent to the boundedness of \( \{B^T(\gamma^k - \gamma^0)\} \) and further equivalent to the boundedness of \( \{B^T \gamma^k\} \) which can be deduced from Lemma 3 and the boundedness of \( \{y^k\} \).

Remark 5. The coercivity of \( f(x) + h(y) \) over the feasible set implies that it is lower bounded over the feasible set.

6.3 Proof of Theorem 2

By Corollary 1 \( \{(x^k, y^k, \gamma^k)\} \) has at least one limit point. Besides, when \( k \) approaches infinity, we have

\[
\nabla_\gamma L_\beta(x^k, y^k, \gamma^k) = Ax^{k+1} + By^{k+1} = \frac{1}{\beta}(\gamma^{k+1} - \gamma^k) \to 0.
\]
By Lemma 3, when $k$ approaches infinity, we have

$$
\nabla_y L_\beta(x^k, y^k, \gamma^k) = \nabla h(y^k) + B^T \gamma^k + \beta B^T (Ax^k + By^k)
$$

$$
\rightarrow \nabla h(y^k) + B^T \gamma^{k+1} + B^T (\gamma^{k+1} - \gamma^k)
$$

$$
= -L_h(y^{k+1} - y^k) + B^T (\gamma^{k+1} - \gamma^k) \rightarrow 0.
$$

Considering that $(x^*, y^*, \gamma^*)$ is a limit point of $(x^k, y^k, \gamma^k)$, we get the result.

### 6.4 Proof of Theorem 3

Firstly, the fact that $f(x)$ is lower semi-continuous can imply the following conclusion:

$$
\liminf_k f(x_k) \geq f(x^*), \quad \forall x_k \rightarrow x^*.
$$

Besides, function $L_\beta$ is continuous for variables $y$ and $\gamma$.

By the definition of $(x^*, y^*, \gamma^*)$, there exists a subsequence of $(x^k, y^k, \gamma^k)$, which we define as $(x^{n_k}, y^{n_k}, \gamma^{n_k})$, such that $(x^{n_k}, y^{n_k}, \gamma^{n_k})$ converges to $(x^*, y^*, \gamma^*)$. So $\forall x_0 \in \mathbb{R}^p$, we have

$$
L_\beta(x^*, y^*, \gamma^*) = \lim_{k \rightarrow +\infty} L_\beta(x^*, y^{n_k}, \gamma^{n_k})
$$

$$
\leq \lim_{k \rightarrow +\infty} L_\beta(x^{n_k}, y^{n_k}, \gamma^{n_k})
$$

$$
= \lim_{k \rightarrow +\infty} L_\beta(x^{n_k}, y^{n_k-1}, \gamma^{n_k-1})
$$

$$
\leq \lim_{k \rightarrow +\infty} L_\beta(x_0, y^{n_k-1}, \gamma^{n_k-1})
$$

$$
= L_\beta(x_0, y^*, \gamma^*),
$$

where (17) is a result of the $x$-updating rule.

### 7 Convergence Proof for Multi-block Parallel Linearized ADMM Algorithm 2

In this section, all notations $x^k$, $y^k$, and $\gamma^k$ refer to the ones in Algorithm 2.

#### 7.1 Proof of Theorem 4

The following lemma proves that the subproblems in variable updates are lower bounded.

**Lemma 8.** By choosing $L_f > L_g$ and $\beta$ large enough, $L_h > 0$, the subproblems in the updates of $x$ and $y$ are lower bounded.

**Proof.** The proof is postponed to Appendix 10.8.
Because the multi-block ADMM Algorithm 2 only differs from the two-block ADMM Algorithm in the \(x\)-updating rule, we only show the descent of the Lagrangian function \(L\) from updating \(x\) in this proof. The descent from updating \(y\) and the ascent from updating \(\gamma\) are almost the same as the two-block ADMM, which have been proved respectively in Lemma 4, Corollary 1 implies the second claim, and Theorem 2 implies the third claim. The linearized ADMM also hold here. Specifically, Theorem 1 implies the first claim in Theorem Algorithm 2, and all the theorems and corollaries except Theorem 3 derived for two-block ADMM also hold here. Specifically, Theorem 1 implies the first claim in Theorem 2, and all the theorems and corollaries except Theorem 3 derived for two-block ADMM also hold here. Specifically, Theorem 1 implies the first claim in Theorem 2.

From the \(x\)-updating rule, we have \(f_i(x_i^{k+1}) \leq f_i(x_i^k)\), for \(i = 1, \cdots, K\). By the definition of \(\bar{f}_i\) in \(\text{(8)}\),

\[
f_i(x_i^k) + \langle \gamma, A_i(x_i^k - x_i^{k+1}) \rangle - f_i(x_i^{k+1})
\]

\[
\geq \langle x_i^{k+1} - x_i^k, \nabla x_i g(x_i^k, y^k) + \beta A_i^T(A x_i^k + B y^k) \rangle + \frac{L_f}{2} \| x_i^{k+1} - x_i^k \|^2
\]

holds for \(i = 1, \cdots, K\). Plugging these inequalities into \(L_\beta(x^k, y^k, \gamma^k) - L_\beta(x^{k+1}, y^k, \gamma^k)\), we get

\[
L_\beta(x^{k+1}, y^k, \gamma^k) - L_\beta(x^k, y^k, \gamma^k)
\]

\[
= g(x^k, y^k) - g(x^{k+1}, y^k) + \sum_{i=1}^{K} (f_i(x_i^k) - f_i(x_i^{k+1})) + \langle \gamma, A(x^k - x^{k+1}) \rangle
\]

\[
+ \frac{\beta}{2} \left\| Ax^k + By^k \right\|^2 - \frac{\beta}{2} \left\| Ax^{k+1} + By^k \right\|^2
\]

\[
\geq Q_6 + Q_7 + Q_8,
\]

where

\[
Q_6 = g(x^k, y^k) - g(x^{k+1}, y^k) + \langle x^{k+1} - x^k, \nabla x g(x^k, y^k) \rangle,
\]

\[
Q_7 = \beta \langle A(x^{k+1} - x^k), (Ax^k + By^k) \rangle + \frac{\beta}{2} \left\| Ax^k + By^k \right\|^2 - \frac{\beta}{2} \left\| Ax^{k+1} + By^k \right\|^2,
\]

\[
Q_8 = \frac{L_f}{2} \| x^{k+1} - x^k \|^2.
\]

Because function \(g\) is Lipchitz differentiable, from Lemma 1 we have

\[
Q_6 \geq -\frac{L_g}{2} \| x^{k+1} - x^k \|^2.
\]

By some simple computation, we have

\[
Q_7 = -\frac{\beta}{2} \left\| Ax^{k+1} - Ax^k \right\|^2.
\]

Therefore, we have

\[
L_\beta(x^k, y^k, \gamma^k) - L_\beta(x^{k+1}, y^k, \gamma^k) \geq \frac{L_f - L_g - \beta L_A}{2} \| x^{k+1} - x^k \|^2.
\]

Now we can see that all the lemmas in Section 3 hold for multi-block linearized ADMM Algorithm 2, and all the theorems and corollaries except Theorem 3 derived for two-block linearized ADMM also hold here. Specifically, Theorem 1 implies the first claim in Theorem 4, Corollary 1 implies the second claim, and Theorem 2 implies the third claim. The conclusion \(\| x^k - x^{k+1} \| \to 0\), which Algorithm 2 doesn’t have, can be derived from the convergence of \(L_\beta\) and \(\text{(20)}\).
8 Related Works

The contribution of this work will be highlighted by comparing with some most recent works on ADMM for non-convex optimization.

8.1 Multi-block ADMM for Nonconvex Non-smooth Optimization

The paper [24] studied ADMM for minimizing a non-convex and possibly non-smooth objective function subject to linear constraints. The algorithm sequentially updates the primal variables in the order \( x_1, \ldots, x_p, y \), followed by updating the dual variable. Notice that \( y \) is separated from \( x_i \) as it has a special role in convergence analysis, which inspired our works. Under the following assumptions, they prove that the algorithm is able to converge to some stationary point.

1) The objective function \( f(x) + h(y) \) is coercive over the feasible set \( \{(x, y) \in \mathbb{R}^{p+q} : Ax + By = 0\} \).

2) \( \text{Im}(A) \subset \text{Im}(B) \).

3) Function \( h \) is Lipschitz differentiable.

4) Function \( f \) has the form

\[
  f(x) = g(x) + \sum_{i=1}^{p} f_i(x_i),
\]

where \( g \) is Lipschitz differentiable, and functions \( f_i \) are restricted prox-regular or piecewise linear for \( i = 1, \ldots, p \).

5) For any \( i = 1, \ldots, p, x_{<i}, \) and \( x_{>i}, \) there exists a Lipschitz continuous map \( F_i : \text{Im}(A_i) \to \mathbb{R}^{n_i} \) obeying \( F_i(u) = \arg\min_{x_i} \{f(x_{<i}, x_i, x_{>i}) : A_i x_i = u\} \).

6) There exists a Lipschitz continuous map \( H : \text{Im}(B) \to \mathbb{R}^p \) obeying \( H(u) = \arg\min_y \{h(y) : By = u\} \).

Let us compare the above assumptions with our Assumption 1. The first three assumptions are equivalent to ours. We put no assumptions on function \( f_i \) while they assume \( f_i \) to be restricted prox-regular or piecewise linear. We put no restrictions on \( A_i \), while they add complex requirements on \( A_i \) in the fifth assumption, which is a strong one. Their sixth assumption is weaker than our full column-rank assumption on \( B \).

Although we cannot claim which set of assumptions is weaker, a notable advantage of our Algorithm 2 is that, by linearizing the differentiable part and the augmented item in Lagrangian function, the subproblems are easier to solve and can be solved in parallel.
8.2 ADMM for Nonconvex Sharing and Consensus Problems

The paper [25] studied ADMM for non-convex consensus and sharing problem. Several ADMM algorithms were proposed to solve these two problems and were proved converging to some stationary points. Their analysis covered some variants of ADMM including linearization and flexible block selection.

The assumptions for the non-convex consensus problem are

1) Function $f$ is convex with a compact convex domain.
2) Function $h(x) = \sum_{i=1}^{p} h_i(x_i)$ with $h_i$ Lipschitz differentiable.
3) Matrix $A = [I; \ldots; I]$, and $B$ is identity matrix.

Compare the above assumptions with Assumption[1] we can see that the first assumption implies the coercivity of $f(x) + g(y)$ over the feasible set. The second assumption implies that $h$ is Lipschitz differentiable. The third assumption implies $\text{Im}(A) \subset \text{Im}(B)$. In summary, assumptions on $f$, $A$, and $B$ in Assumption[1] are weaker.

The assumptions for the non-convex sharing problem are as follows.

1) Function $f(x) = \sum_{i=1}^{p} f_i(x_i)$, where $f_i$ is either Lipschitz differentiable or convex. Besides, the domain of $f(x)$ is a compact convex set.
2) Function $h$ is Lipschitz differentiable.
3) Matrix $A_i$ has full column rank, and $B$ is identity matrix.

In comparison between the above assumptions and Assumption[2] the first and third assumptions implies the coercivity of $f(x) + g(y)$ over the feasible set. The second assumption is the same as ours. The third assumption implies $\text{Im}(A) \subset \text{Im}(B)$. In summary, Assumption[2] on $f$, $A$ and $B$ is weaker.

Compared with this reference, in general our assumptions are broader, and the algorithms we study can work with convergence guarantee for the consensus and sharing problems satisfying the corresponding assumptions. Besides, our algorithm allows updating $x_i$ in parallel, even though the coupled parts $f(x)$ and $\frac{1}{\gamma} \|Ax + By\|_2^2$ are inseparable for all blocks, while the parallel ADMM in the reference requires the problem to be totally separable for every block.

8.3 Multi-block Bregman ADMM

The paper [26] studied the 3-block Bregman ADMM for non-convex optimization. The Bregman ADMM was proved converging to some stationary points in a 3-block case, which could be further extended to a multi-block case.

By setting the Bregman distance to zero, this algorithm degenerates to the standard ADMM, and the assumptions are as follows.
1) Function $f(x) = \sum_{i=1}^{p} f_i(x_i)$, where $f_i$ is strongly-convex.

2) Function $h(y)$ is Lipschitz differentiable and lower-bounded. There exists $\beta_0 > 0$ such that $h(y) - \beta_0 \nabla h(y)$ is lower bounded.

3) Matrix $B$ is invertible.

In comparison between the above assumptions and Assumption 2, the first and second assumptions imply the coercivity of $f(x) + g(y)$ over the feasible set and the Lipschitz differentiability of $h(y)$. The third assumption implies $\text{Im}(A) \subset \text{Im}(B)$.

8.4 Regularization in linearization

In the two linearized ADMM algorithms we study, a square regularization term is added. In this way we get rid of the strong assumptions on $A_i$ and $f_i$ for $i = 1, \ldots, K$. Specifically, [25] requires every $A_i$ to have full column rank in the non-convex consensus problem, and [24] requires $A_i$ to have a complex relationship with function $f_i$ which in most cases is equivalent to the requirements in [25]. Besides, most of them assume $f$ to be convex or have some similar property like convex functions. In comparison, we have no assumptions on $A_i$ and $f_i$.

9 Conclusion

In this work we study linearized ADMM algorithms for non-convex optimization problems with non-smooth objective function. First we provide convergence analysis for a two-block linearized ADMM algorithm under Assumption 1. Then we propose a multi-block parallel ADMM algorithm which can update coupled variables in parallel and render subproblems easier to solve, and prove its convergence under Assumption 2. By arguing that both Assumption 1 and Assumption 2 are not only plausible, but also relatively broad compared to other recent works on ADMM for non-convex optimization, we show that the algorithms and their convergence analyses are general enough to work for many interesting problems such as integer programming.
10 Appendix

10.1 Proof of Lemma [1]

Define $l$ as the straight line starting from $y'$ to $y$, then

\[ h(y) - h(y') = \int_l \langle \nabla h(s), ds \rangle \]
\[ = \int_l \langle \nabla h(s) - \nabla h(z), ds \rangle + \int_l \langle \nabla h(z), ds \rangle \]
\[ \geq \int_l -L_h \langle s - z, ds \rangle \quad + \int_l \langle \nabla h(z), ds \rangle \]
\[ = -\frac{L_h}{2} \| y - y' \|^2 + \langle y - y', \nabla h(z) \rangle. \]

10.2 Proof of Lemma [2]

By the $\gamma$-updating rule and the assumption $\text{Im}(A) \subset \text{Im}(B)$, for two integers $l > k$, we have

\[ \gamma^l - \gamma^k = \sum_{i=k+1}^l \beta(Ax^i + By^i) \in \text{Im}(B). \]

Because $B \in \mathbb{R}^{n \times q}$ has full column rank, there exists $R \in \mathbb{R}^{q \times n}$, $Q \in \mathbb{R}^{q \times q}$ such that $R$ is invertible, $QQ^T = I_{n \times n}$, and $B^T = RQ$. Noticing that $\text{Im}(B) = \text{Im}(Q^T)$, we get $\gamma^l - \gamma^k \in \text{Im}(Q^T)$. Thus, $\| \gamma^l - \gamma^k \|^2 = \| Q(\gamma^l - \gamma^k) \|^2$. Consequently, we have

\[ \| B^T(\gamma^l - \gamma^k) \|^2 = \| RQ(\gamma^l - \gamma^k) \|^2 \]
\[ \geq \lambda_{R^TR} \| Q(\gamma^l - \gamma^k) \|^2 \]
\[ = \lambda_{R^TR} \| \gamma^l - \gamma^k \|^2, \]

where $\lambda_{R^TR}$ denotes the minimum eigenvalue of $R^TR$. Therefore, any $C_R > \frac{1}{\lambda_{R^TR}}$ satisfies the requirement.

10.3 Proof of Lemma [3]

By calculating the derivative of $\bar{h}(y)$ defined in (7), we have

\[ \nabla \bar{h}(y) = \nabla h(y^k) + L_h(y - y^k) + B^T \gamma^k + \beta B^T(Ax^{k+1} + By). \]

Plug $y = y^{k+1}$ into it, and by the $y$-updating rule we have

\[ B^T \gamma^k + \beta B^T(Ax^{k+1} + By^{k+1}) = -\nabla h(y^k) - L_h(y^{k+1} - y^k). \]

Besides, by the $\gamma$-updating rule, we have

\[ B^T \gamma^{k+1} = B^T \gamma^k + \beta B^T(Ax^{k+1} + By^{k+1}). \]

By replacing the RHS of (22) with (21), we get

\[ B^T \gamma^{k+1} = -\nabla h(y^k) - L_h(y^{k+1} - y^k). \]
10.4 Proof of Lemma 5

According to that \( \bar{h}(y) \) is \( L_{\bar{h}} \)-convex, by Proposition 4.8 in [46] we have
\[
\bar{h}(y^k) \geq \bar{h}(y^{k+1}) + \left\langle y^k - y^{k+1}, \nabla \bar{h}(y^{k+1}) \right\rangle + \frac{L_{\bar{h}}}{2} \| y^k - y^{k+1} \|^2.
\]

According to the updating rule of \( y \), i.e., \( \nabla \bar{h}(y^{k+1}) = 0 \), the above inequality is reshaped to
\[
\bar{h}(y^k) \geq \bar{h}(y^{k+1}) + \frac{L_{\bar{h}}}{2} \| y^k - y^{k+1} \|^2. \tag{24}
\]

Recall that \( h(y) \) is Lipschitz-differentiable, and by Lemma 1 we have
\[
h(y^k) \geq h(y^{k+1}) + \left\langle y^k - y^{k+1}, \nabla h(y^k) \right\rangle - \frac{L_h}{2} \| y^k - y^{k+1} \|^2. \tag{25}
\]

Now we consider the descent of \( L_\beta \) in \( y \)-updating step.
\[
L_\beta(x^{k+1}, y^k, \gamma^k) - L_\beta(x^{k+1}, y^{k+1}, \gamma^k) = h(y^k) - h(y^{k+1}) + \left\langle \gamma^k, B(y^k - y^{k+1}) \right\rangle + \frac{\beta}{2} \| Ax^{k+1} + By^k \|^2 - \frac{\beta}{2} \| Ax^{k+1} + By^{k+1} \|^2. \tag{26}
\]

By plugging (25) into (26), we have
\[
\text{RHS of (26)} \geq \left\langle y^k - y^{k+1}, \nabla h(y^k) \right\rangle - \frac{L_h}{2} \| y^k - y^{k+1} \|^2 + \left\langle \gamma^k, B(y^k - y^{k+1}) \right\rangle + \frac{\beta}{2} \| Ax^{k+1} + By^k \|^2 - \frac{\beta}{2} \| Ax^{k+1} + By^{k+1} \|^2. \tag{27}
\]

By the definition of \( \bar{h}(y) \) in (7), we further derive
\[
\text{RHS of (27)} \geq \bar{h}(y^k) - \bar{h}(y^{k+1}) + \frac{L_{\bar{h}} - L_h}{2} \| y^k - y^{k+1} \|^2. \tag{28}
\]

By inserting (24) into (28), we finally reach
\[
L_\beta(x^{k+1}, y^k, \gamma^k) - L_\beta(x^{k+1}, y^{k+1}, \gamma^k) \geq C_0 \| y^k - y^{k+1} \|^2,
\]
where
\[
C_0 := \frac{2L_{\bar{h}} - L_h}{2} \tag{29}
\]
and the proof is completed. We will show that \( C_0 \) is positive in 10.7.

10.5 Proof of Lemma 6

By definition the ascent of \( L_\beta \) is
\[
L_\beta(x^{k+1}, y^{k+1}, \gamma^{k+1}) - L_\beta(x^{k+1}, y^{k+1}, \gamma^k) = \left\langle \gamma^{k+1} - \gamma^k, Ax^{k+1} + By^{k+1} \right\rangle. \tag{30}
\]
By inserting the $\gamma$-updating rule in (30) and applying Lemma 2 we have

$$L_\beta(x^{k+1}, y^{k+1}, \gamma^{k+1}) - L_\beta(x^{k+1}, y^{k+1}, \gamma^k) = \frac{1}{\beta}\|\gamma^{k+1} - \gamma^k\|^2$$

$$\leq \frac{C_R}{\beta} \|B^T(\gamma^{k+1} - \gamma^k)\|^2. \quad (31)$$

By Lemma 3 and AM-GM Inequality we have

$$\|B^T(\gamma^{k+1} - \gamma^k)\|^2 = \|\nabla h(y^k) - \nabla h(y^{k-1}) + L_h(y^{k+1} - y^k) - L_h(y^{k} - y^{k-1})\|^2$$

$$\leq 3 \left(\|\nabla h(y^k) - \nabla h(y^{k-1})\|^2 + L_h^2 \|y^{k+1} - y^k\|^2 + L_h^2 \|y^{k} - y^{k-1}\|^2\right). \quad (32)$$

Because $h$ is Lipschitz differentiable, we have

$$\|\nabla h(y^k) - \nabla h(y^{k-1})\|^2 \leq L_h^2 \|y^k - y^{k-1}\|^2,$$

and together with (31) and (32) we have

$$L_\beta(x^{k+1}, y^{k+1}, \gamma^{k+1}) - L_\beta(x^{k+1}, y^{k+1}, \gamma^k) \leq C_1 \|y^{k+1} - y^k\|^2 + C_2 \|y^{k} - y^{k-1}\|^2,$$

where

$$C_1 := \frac{3C_R L_h^2}{\beta}, \quad (33)$$

$$C_2 := \frac{3C_R (L_h^2 + L_h^2)}{\beta}. \quad (34)$$

### 10.6 Proof of Lemma 7

By using Lemma 4, Lemma 5, and Lemma 6 we have

$$L_\beta(x^k, y^k, \gamma^k) - L_\beta(x^{k+1}, y^{k+1}, \gamma^{k+1}) \geq L_\beta(x^{k+1}, y^{k}, \gamma^k) - L_\beta(x^{k+1}, y^{k+1}, \gamma^{k+1})$$

$$\geq L_\beta(x^{k+1}, y^{k+1}, \gamma^k) + C_0 \|y^k - y^{k+1}\|^2 - L_\beta(x^{k+1}, y^{k+1}, \gamma^{k+1})$$

$$\geq (C_0 - C_1) \|y^{k+1} - y^k\|^2 - C_2 \|y^{k} - y^{k-1}\|^2. \quad (35)$$

By combining (35) with the definition of $m_k$, we have

$$m_k - m_{k+1} \geq (C_0 - C_1 - C_3) \|y^{k+1} - y^k\|^2 + (C_3 - C_2) \|y^{k} - y^{k-1}\|^2. \quad (36)$$

By the definition of $C_0, C_1,$ and $C_2$, if we choose $L_h, C_3,$ and $\beta$ satisfying

$$C_0 - C_1 - C_3 = \frac{2L_h - L_h}{2} - \frac{3C_R L_h^2}{\beta} - C_3 > 0, \quad (37)$$

$$C_3 - C_2 = C_3 - \frac{3C_R (L_h^2 + L_h^2)}{\beta} > 0, \quad (38)$$
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then \( \{m_k\} \) is monotonically decreasing. We will verify that (37) and (38) can be satisfied in Appendix 10.7.

Next we will argue that \( \{m_k\} \) is also lower bounded. By the assumption \( \text{Im}(A) \subset \text{Im}(B) \), there exists \( y'_k \) such that \( By'_k = -Ax^k \), so we have

\[
m_k = f(x^k) + h(y^k) + \langle \gamma^k, B(y^k - y'_k) \rangle + \frac{\beta}{2} \|B(y^k - y'_k)\|^2 + C_3 \|y^k - y^{k-1}\|^2. \tag{39}
\]

By applying Lemma 3 to the third item in the RHS of (39), we have

\[
\langle \gamma^k, B(y^k - y'_k) \rangle = \langle B^T \gamma^k, y^k - y'_k \rangle
= \langle -\nabla h(y^{k-1}) - L_{\bar{h}}(y^k - y^{k-1}), y^k - y'_k \rangle
= \langle \nabla h(y^k) - \nabla h(y^{k-1}) - L_{\bar{h}}(y^k - y^{k-1}), y^k - y'_k \rangle - \langle \nabla h(y^k), y^k - y'_k \rangle.
\tag{40}
\]

By AM-GM Inequality, we bound the first item in the RHS of (40)

\[
\langle \nabla h(y^k) - \nabla h(y^{k-1}) - L_{\bar{h}}(y^k - y^{k-1}), y^k - y'_k \rangle
\geq - \frac{1}{2} \left( \|\nabla h(y^k) - \nabla h(y^{k-1})\|^2 + \|y^k - y'_k\|^2 + L_{\bar{h}} \|y^k - y^{k-1}\|^2 + L_{\bar{h}} \|y^k - y'_k\|^2 \right)
\geq - \frac{1}{2} \left( (L_{\bar{h}}^2 + L_{\bar{h}}) \|y^k - y^{k-1}\|^2 + (L_{\bar{h}} + 1) \|y^k - y'_k\|^2 \right), \tag{41}
\]

where the last inequality is from the Lipschitz differentiability of \( h(y) \).

Considering that \( B \) has full rank and \( \|Bz\|^2 \geq \lambda_{B^TB} \|z\|^2 \), for all \( z \), the fourth item in the RHS of (39) can be bounded by

\[
\|B(y^k - y'_k)\|^2 \geq \frac{1}{C_B} \|y^k - y'_k\|^2, \tag{42}
\]

where

\[
C_B > \frac{1}{\lambda_{B^TB}}.
\]

By plugging (40), (41), and (42) into (39), we get

\[
m_k \geq Q_1^k + Q_2^k,
\]

where

\[
Q_1^k := f(x^k) + h(y^k) - \langle \nabla h(y^k), y^k - y'_k \rangle + \frac{1}{2} \left( \frac{\beta}{C_B} - L_{\bar{h}} - 1 \right) \|y^k - y'_k\|^2,
\]

\[
Q_2^k := \left( C_3 - \frac{L_{\bar{h}}}{2} - \frac{L_{\bar{h}}^2}{2} \right) \|y^k - y^{k-1}\|^2.
\]

If both \( Q_1^k \) and \( Q_2^k \) are lower bounded, the proof will be completed. Let us first check \( Q_2^k \).

If we choose \( L_{\bar{h}} \) and \( C_3 \) satisfying

\[
C_3 > \frac{L_{\bar{h}}}{2} + \frac{L_{\bar{h}}^2}{2}, \tag{43}
\]
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which will be checked in Appendix 10.7, then \( Q_3^k \) is lower bounded. For \( Q_1^k \), if we choose \( \bar{L}_h \) and \( \beta \) satisfying
\[
\frac{\beta}{C_B} > L_h + \bar{L}_h + 2,
\]
then by Lemma 1 we have
\[
Q_1^k > f(x^k) + h(y^k) - \left( \nabla h(y^k), y^k - y_k' \right) + \frac{L_h}{2}\|y^k - y_k'\|^2 + \frac{1}{2}\|y^k - y_k'\|^2
\]
which will be checked in Appendix 10.7, then
\[
\frac{\beta}{C_B} > L_h + \bar{L}_h + 2,
\]
then by Lemma 1 we have
\[
Q_1^k > f(x^k) + h(y^k) - \left( \nabla h(y^k), y^k - y_k' \right) + \frac{L_h}{2}\|y^k - y_k'\|^2 + \frac{1}{2}\|y^k - y_k'\|^2,
\]
where \( f(x^k) + h(y_k') \) is lower bounded, so \( \{m_k\} \) is lower bounded. Together with its monotonic decrease, we get \( \{m_k\} \) is convergent.

10.7 Existence of Parameters

In this subsection, we demonstrate that parameters satisfying our requirements (37), (38), (43), and (44) do exist, and they also guarantee the \( C_0 \) defined in Lemma 5 to be positive.

First we recall the definitions of these parameters.

1. \( L_h \) is a constant determined by the given function \( h \);
2. \( \beta \) and \( L_h \) are defined in (7), i.e., the Lagrange Function and \( y \)-updating rule. They are merely required to be positive;
3. \( C_R > \frac{1}{\lambda_{R}^{1}} \) and \( C_B > \frac{1}{\lambda_{B}^{2}} \) are defined in Lemma 2 and (42), respectively;
4. \( C_3 \) first occurs in the definition of \( m_k \), and it only needs to be positive.

Let us take
\[
\beta \gg \bar{L}_h = \frac{3}{2}C_3 = C_R = C_B \gg L_h,
\]
then (37) is simplified to \( C_3 > L_h \), and (38) is simplified to \( C_3 > 0 \). Similarly, (43) and (44) hold evidently, and the \( C_0 \) defined in Lemma 5 is positive.

10.8 Proof of Lemma 8

To begin with, there exists \( y_i' \) such that \( By_i' = A_i x_{<i}^k + A_i x_i + A_i x_{>i}^k \). Then according to (8), we have
\[
\tilde{f}_i(x_i) = \langle x_i - x_i^k, \nabla x_i g(x_i, y_i^k) + \beta A_i^T(A x_i + By_i^k) \rangle + \frac{L_f}{2}\|x_i - x_i^k\|^2 + f_i(x_i) + \langle \gamma^k, A_i x_i \rangle
\]
\[
= Q_3^k + Q_4^k + Q_5^k,
\]
where
\[
Q_3^k := \frac{L_f}{4}\|x_i - x_i^k\|^2 - h(y_i') + g(x_{<i}^k, x_i, x_{>i}^k, y_i^k) - g(x_{<i}^k, x_i, x_{>i}^k, y_i'),
\]
\[
Q_4^k := h(y_i') + g(x_{<i}^k, x_i, x_{>i}^k, y_i') + f_i(x_i),
\]
\[
Q_5^k := \langle x_i - x_i^k, \nabla x_i g(x_i, y_i^k) + \beta A_i^T(A x_i + By_i^k) \rangle + \frac{L_f}{4}\|x_i - x_i^k\|^2 + \langle \gamma^k, A_i x_i \rangle - g(x_{<i}^k, x_i, x_{>i}^k, y_i^k).
\]
We will demonstrate that all these three parts are lower bounded and then \( f_i(x_i) \) is lower bounded.

Firstly, \( Q_k^3 \) is lower bounded because function \( h \) and \( g \) are Lipschitz-differentiable, which means it can always be bounded by quadratic function, when \( B \) has full column rank and \( L_f \) is chosen large enough. Secondly, \( Q_k^4 \) is lower bounded by the fourth condition in Assumption 2. Finally, because \( g(x) \) is Lipschitz-differentiable, by Lemma 1 we have

\[
Q_k^5 \geq - g(x_{<i}^k, x_i^k, x_{>i}^k, y^k) + \left( \frac{L_f}{4} - \frac{L_g}{2} \right) \|x_i - x_i^k\|^2 + \langle \gamma^k, A_i x_i \rangle + \langle x_i - x_i^k, \beta A_i^T (Ax^k + By^k) \rangle,
\]

which is lower bounded if \( L_f \) is chosen larger than \( 2L_g \). As a result, the subproblem for the update of \( x \) is well defined.

The subproblem of the \( y \) update is a minimization of a quadratic function, so it is well defined as well.

10.9 Proof of Theorem 5

By \( x \)-updating rule, there always exists \( d_i^{k+1} \in \partial f_i(x_i^{k+1}) \) such that

\[
\nabla_{x_i} g(x_i^k, y^k) + L_f(x_i^{k+1} - x_i^k) + d_i^{k+1} + A_i^T \gamma^k + \beta A_i^T (Ax^k + By^k) = 0. \tag{45}
\]

We further define

\[
d_i^{k+1} := \nabla_{x_i} g(x_i^{k+1}, y^{k+1}) + d_i^{k+1} + A_i^T \gamma^{k+1} + \beta A_i^T (Ax^{k+1} + By^{k+1}), \tag{46}
\]

which, one may readily check, satisfies

\[
d_i^{k+1} \in \partial_{x_i} L_\beta(x^{k+1}, y^{k+1}, \gamma^{k+1}).
\]

According to the second claim in Theorem 4, we have

\[
\lim_{k \to +\infty} A_i^T \gamma^{k+1} = \lim_{k \to +\infty} A_i^T \gamma^k. \tag{47}
\]

By the first claim in Theorem 4 we have

\[
\lim_{k \to +\infty} \beta A_i^T (Ax^{k+1} + By^{k+1}) = \lim_{k \to +\infty} \beta A_i^T (Ax^k + By^k). \tag{48}
\]

By the first claim in Theorem 4 and the Lipschitz continuity of \( \nabla g \), we have \( \lim_{k \to +\infty} L_f(x_i^{k+1} - x_i^k) = 0 \) and

\[
\lim_{k \to +\infty} \nabla_{x_i} g(x_i^{k+1}, y^{k+1}) = \lim_{k \to +\infty} \nabla_{x_i} g(x_i^k, y^k). \tag{49}
\]
Plug (45), (47), (48), and (49) into (46), and we complete the proof by

\[
\lim_{k \to +\infty} d_i^{k+1} = \lim_{k \to +\infty} \nabla x_i g(x^{k+1}, y^{k+1}) + d_i^{k+1} \\
+ A_i^T \gamma^{k+1} + \beta A_i^T (A x^{k+1} + B y^{k+1}) \\
= \lim_{k \to +\infty} \nabla x_i g(x^k, y^k) + L_f(x_i^{k+1} - x_i^k) + d_i^{k+1} \\
+ A_i^T \gamma^k + \beta A_i^T (A x^k + B y^k) \\
= 0.
\]
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