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Abstract

Let \((X, S, Y) \in \mathbb{R}^p \times \{1, 2\} \times \mathbb{R}\) be a triplet following some joint distribution \(P\) with feature vector \(X\), sensitive attribute \(S\), and target variable \(Y\). The Bayes optimal prediction \(f^*\) which does not produce Disparate Treatment is defined as \(f^*(x) = \mathbb{E}[Y \mid X = x]\). We provide a non-trivial example of a prediction \(x \rightarrow f(x)\) which satisfies two common group-fairness notions: Demographic Parity and Equal Group-Wise Risks

\[
(f(X) \mid S = 1) \overset{d}{=} (f(X) \mid S = 2), \\
\mathbb{E}[(f^*(X) - f(X))^2 \mid S = 1] = \mathbb{E}[(f^*(X) - f(X))^2 \mid S = 2].
\]

To the best of our knowledge this is the first explicit construction of a non-constant predictor satisfying the above. We discuss several implications of this result on better understanding of mathematical notions of algorithmic fairness.

1 Introduction

Designing methods that satisfy group-fairness requirements has received a lot of theoretical and empirical attention in recent years (Agarwal et al., 2019; Barocas et al., 2019; Calmon et al., 2017; Chiappa et al., 2020; Chierichetti et al., 2017; Chzhen et al., 2020; Donini et al., 2018; Dwork et al., 2012, 2018; Hardt et al., 2016; Kilbertus et al., 2017; Le Gouic et al., 2020; Lipton et al., 2018; Lum and Johndrow, 2016; Zafar et al., 2017; Zemel et al., 2013). Most of the contributions in this direction are concerned with the problem of binary classification, while the regression setup receiving much less attention to this date (Agarwal et al., 2019). However, even if the underlying problem at hand has a structure of binary classification, a continuous regression-type output might be more informative in real-world scenarios.

In the literature on algorithmic fairness, it is a standard practice to consider two distinct types of predictions: fairness through awareness (Dwork et al., 2012) and fairness through unawareness (without Disparate Treatment) (Gajane and Pechenizkiy, 2017; Lipton et al., 2018). The former type of prediction allows one to build separate model for each sensitive attribute, while the latter obliges one to fix a single model which is later applied across all groups. In the infinite sample regime, assuming that the joint distribution of the observations is known, recent works showed that the problem of regression with fairness through awareness under the Demographic Parity constraint shares a strong connection with the problem of Wasserstein barycenters (Chzhen et al., 2020; Le Gouic et al., 2020). In particular, Le Gouic et al. (2020) derives a closed form expression of fair optimal prediction in the sense of Demographic Parity. However, very little is known about the predictions which avoid Disparate Treatment and achieve Demographic Parity even in the infinite sample regime.

This note was presented at the NeurIPS 2020 Workshop Algorithmic Fairness through the Lens of Causality and Interpretability.
We note that Gajane and Pechenizkiy (2017) refer to the latter as fairness through unawareness. This notion of fairness is quite intuitive since it asks the group-wise distributions of the predictions to be the same across all groups. However this probabilistic constraint is not particularly nice to handle and describing explicitly all the functions satisfying this constraint is not an easy task. Obviously, any constant function satisfies this constraint.

In this work we make progress towards the mathematical understanding of the latter problem. We make the following contributions: we propose a large family of prediction functions which achieve Demographic Parity without producing Disparate Treatment; we identify a specific function within this class which additionally equalizes the group-wise risks. Even though the proposed prediction rule achieves several desirable formal group-fairness notions, we argue that this prediction is not suitable for real-world scenarios. In contrast, a prediction that is allowed to produce Disparate Treatment can alleviate these drawbacks. In the context of binary classification, similar conclusions were reached by Lipton et al. (2018).

Organization The rest of this note is organised as follows. We present in Section 2 our setup and general goal. In Section 3 we provide a description of a family of prediction rules satisfying the fairness constraints of interest. Finally in Section 4 we discuss a critical flaw of those prediction rules from individual level fairness viewpoint and provide some open questions. Proofs can be found in Section 6.

Notation For a distribution $\mu$ defined on a measurable space $(X, \mathcal{F})$ and a measurable map $T : X \mapsto Y$, where $Y$ is another space endowed with a $\sigma$-algebra $\mathcal{G}$, we denote by $T^\# \mu$ the push-forward measure defined by $(T^\# \mu)(A) = \mu(T^{-1}(A))$ for all $A \in \mathcal{G}$. For two random variables $U, V$ we write $U \overset{d}{=} V$ to denote their equality in distribution. The standard Euclidean inner product and Euclidean norm in $\mathbb{R}^p$ are denoted by $\langle \cdot, \cdot \rangle$ and $\| \cdot \|_2$ respectively.

2 Setup and general goal

Let $(X, S, Y) \in \mathbb{R}^p \times \{1, 2\} \times \mathbb{R}$ be a triplet following some joint distribution $\mathbb{P}$ where $X$ is a feature vector, $S$ a binary sensitive attribute (e.g., gender or race) and $Y$ is a target variable. For $s \in \{1, 2\}$, let $\mu_{X|S=s}$ denote the distribution of the features inside the group $S=s$. We are interested in finding a mapping between the feature vector and the target variable which is fair in a sense we specify in this section.

The first notion of fairness that we consider restricts the class of predictors to those which do not take as input the sensitive attribute $S$.

Definition 2.1 (Disparate Treatment). Any measurable function $f : \mathbb{R}^p \to \mathbb{R}$ that cannot receive the sensitive attribute $S$ in its functional form does not produce Disparate Treatment.

We note that Gajane and Pechenizkiy (2017) refer to the latter as fairness through unawareness. This property might be desirable for obvious legal and/or privacy reasons (Barocas and Selbst, 2016; Gajane and Pechenizkiy, 2017; Primus, 2003). However it does not guarantee the prediction to be statistically independent from the sensitive attribute $S$ because of correlations between the sensitive attribute $S$ and the feature vector $X$. Indeed, consider the Bayes optimal predictor $x \mapsto f^*(x)$ defined as

$$f^*(x) = \mathbb{E}[Y \mid X = x].$$

It does not take as input the sensitive attribute and achieves the lowest possible squared risk among predictions avoiding Disparate Treatment. Yet, the predictor $f^*$ might still promote disparity between sensitive groups if the distributions of features $X$ differ between groups.

To address the above shortcoming, we further restrict the space of possible predictions to those satisfying Demographic Parity (DP) (Calders et al., 2009, 2013).

Definition 2.2 (Demographic Parity). A predictor $f : \mathbb{R}^p \to \mathbb{R}$ achieves Demographic Parity if

$$(f(X) \mid S = 1) \overset{d}{=} (f(X) \mid S = 2).$$

Such predictors are also said to avoid Disparate Impact. This notion of fairness is quite intuitive since it asks the group-wise distributions of the predictions to be the same across all groups. However this probabilistic constraint is not particularly nice to handle and describing explicitly all the functions satisfying this constraint is not an easy task. Obviously, any constant function satisfies this constraint;
but what about functions depending on the feature vector \( X \)? It is not obvious that one can design a non-trivial function \( f \) which does not depend on the sensitive attribute \( S \) while achieving Demographic Parity. We give two simple scenarios for which we can explicit the class of functions satisfying Demographic Parity.

**Example 2.3** (Simple case 1). Assume that distributions of the features \( X \) is the same within each group, i.e.,

\[
(X \mid S = 1) \overset{d}{=} (X \mid S = 2).
\]

In this case any function \( f : \mathbb{R}^p \to \mathbb{R} \) achieves Demographic Parity. In particular, one can use the Bayes optimal prediction \( f^* \).

**Example 2.4** (Simple case 2). Assume that the sensitive attribute \( S \) is a deterministic function of the features \( X \) and that the supports of \( \mu_{X|1} \) and \( \mu_{X|2} \) are non-intersecting. Then we can construct two different functions \( f_1, f_2 : \mathbb{R}^p \to \mathbb{R} \) such that

\[
(f_1(X) \mid X \in S = 1) \overset{d}{=} (f_2(X) \mid S = 2).
\]

Then we define \( f(x) := f_1(x) \) for all \( x \) in the support of \( \mu_{X|1} \) and \( f(x) := f_2(x) \) for all \( x \) in the support of \( \mu_{X|2} \). In this way Demographic Parity is achieved by one function \( f \), which avoids Disparate Impact. In other words, when the sensitive attribute \( S \) is a deterministic function of features \( X \), using \( S \) or not using \( S \) in the functional form of the prediction does not change anything.

Those two toy examples enable us to get a better understanding of Demographic Parity; however they are far from sufficient since assuming that the features are distributed the same across groups or that the sensitive attribute is a deterministic function of \( X \) is clearly unrealistic in practice. Thus, we would like to be able to cover more scenarios than those listed above. More formally, the main question that we would like to address is:

**Main question:**

Is there a non trivial prediction strategy \( f \) which

1) avoids Disparate Treatment;
2) achieves Demographic Parity;

under minimal assumptions on the distribution of \((X, S, Y)\)?

Let us emphasize that the main mathematical challenge of this question comes from the fact that the sensitive attribute cannot be used in the functional form of the prediction while the prediction must satisfy a constraint depending on the sensitive attribute. We elaborate more on this issue in the next example.

**Example 2.5** (Gaussian features). Assume that the feature vector \( X \mid S \) is distributed as

\[
(X \mid S = 1) \sim \mathcal{N}(m_1, I), \quad (X \mid S = 2) \sim \mathcal{N}(m_2, 2I),
\]

with \( m_1 \neq m_2 \). It is very easy to find a function \( g : \mathbb{R}^p \times \{1, 2\} \to \mathbb{R} \) so that

\[
(g(X, S) \mid S = 1) \overset{d}{=} (g(X, S) \mid S = 2).
\]

In particular, one can consider group-wise affine predictions:

\[
g(x, 1) = \langle \beta_1, x \rangle + b_1 \quad \text{and} \quad g(x, 2) = \langle \beta_2, x \rangle + b_2, \quad \beta_1, \beta_2 \in \mathbb{R}^p
\]

satisfying

\[
\langle \beta_1, m_1 \rangle + b_1 = \langle \beta_2, m_2 \rangle + b_2, \quad \|\beta_1\|_2 = \sqrt{2}\|\beta_2\|_2.
\]

Moreover, the risk-optimal choice of \( g \) is also group-wise affine (we elaborate on it later in the text). However, there is no non-trivial (i.e., nonconstant) affine function \( f : \mathbb{R}^p \to \mathbb{R} \) which achieves Demographic Parity and avoids Disparate Treatment.

Indeed, assume that there exist \( \beta \in \mathbb{R}^p, b \in \mathbb{R} \) such that \( f(x) = \langle \beta, x \rangle + b \) achieves Demographic Parity. Since the features are group-wise Gaussians, then

\[
(f(X) \mid S = 1) \sim \mathcal{N}(\langle \beta, m_1 \rangle + b, \|\beta\|_2^2), \quad (f(X) \mid S = 2) \sim \mathcal{N}(\langle \beta, m_2 \rangle + b, 2\|\beta\|_2^2).
\]

For the above two distributions to be equal we must set \( \beta = 0 \) and the prediction \( f \equiv b \) reduces to a trivial constant.
Example 2.5 highlights the intrinsic difficulty of the considered question – even if the distribution of the covariates is group-wise Gaussian and even if the Bayes optimal prediction \( f^*(x) = \mathbb{E}[Y \mid X = x] \) is affine, there is no non-trivial affine prediction rule \( f(x) = \langle \beta, x \rangle + b \) achieving Demographic Parity and avoiding Disparate Treatment. Besides, this example demonstrates that learning prediction function without Disparate Impact and Disparate Treatment in an agnostic learning manner might be a bad idea. Indeed, assume the same model as in Example 2.5 and define \( f_{\text{affine}}^\text{DP} \) as a solution of

\[
\min_{f : \mathbb{R}^p \to \mathbb{R}} \left\{ \mathbb{E}(Y - f(X))^2 : (f(X) \mid S = 1) \overset{\Delta}{=} (f(X) \mid S = 2), \ f \in \mathcal{F}_{\text{affine}} \right\},
\]

where \( \mathcal{F}_{\text{affine}} = \{ f : x \mapsto \langle \beta, x \rangle + b ; \beta \in \mathbb{R}^p, b \in \mathbb{R} \} \) – a recurrent prediction class restriction in the learning literature (Vapnik and Chervonenkis, 1968). Following Example 2.5 we know that \( f_{\text{affine}}^\text{DP} \) is a trivial constant prediction thus building a data-driven method which performs as well as \( f \) learning literature (Vapnik and Chervonenkis, 1968). Following Example 2.5 we know that \( f_{\text{affine}}^\text{DP} \) is a trivial constant prediction thus building a data-driven method which performs as well as \( f \) learning literature (Vapnik and Chervonenkis, 1968). Following Example 2.5 we know that \( f_{\text{affine}}^\text{DP} \) is a trivial constant prediction thus building a data-driven method which performs as well as \( f \) learning literature (Vapnik and Chervonenkis, 1968). Following Example 2.5 we know that \( f_{\text{affine}}^\text{DP} \) is a trivial constant prediction thus building a data-driven method which performs as well as \( f \) learning literature (Vapnik and Chervonenkis, 1968). Following Example 2.5 we know that \( f_{\text{affine}}^\text{DP} \) is a trivial constant prediction thus building a data-driven method which performs as well as \( f \) learning literature (Vapnik and Chervonenkis, 1968).

In this work we provide a large family of prediction functions \( \mathcal{F}_f \), which are parametrized by non-decreasing continuous functions \( Q : [0, 1] \to \mathbb{R} \). Every function \( f_Q \in \mathcal{F}_f \) avoid Disparate Treatment and achieves Demographic Parity. Furthermore, we show that the family \( \mathcal{F}_f \) contains a special prediction function \( f_Q^\text{DP} \), which achieves an additional fairness criterion. Namely, it achieves Equality of Group-Wise Risks defined below.

**Definition 2.6.** A predictor \( f : \mathbb{R}^p \to \mathbb{R} \) achieves the Equality of Group-Wise Risks (EGWR) constraint if

\[
\mathbb{E}[(f^*(X) - f(X))^2 \mid S = 1] = \mathbb{E}[(f^*(X) - f(X))^2 \mid S = 2].
\]

Similar notion of fairness in its relaxed formulation was considered in the context of regression by Agarwal et al. (2019). Despite three fruitful properties of formal group-fairness requirements achieved by \( f_Q^\text{DP} \), we argue that this function fails to satisfy basic principles of fairness and justice. The main reason for its failure is the avoidance of Disparate Treatment, which forces a prediction to “guess” the sensitive attribute of a given feature vector \( x \in \mathbb{R}^p \). Such guessing leads to undesirable predictions for individuals \( x \in \mathbb{R}^p \) with sensitive attribute \( S = 1 \) but who are more likely to have \( S = 2 \) and vice-versa.

**Fairness through awareness: a reminder** Before going further into the problem, let us provide a short theoretical reminder for the situation when the sensitive attribute \( S \) is allowed to be used in the functional form of the prediction, that is, the Disparate Treatment is allowed. More formally, we are interested in finding a prediction \( g^* : \mathbb{R}^p \times \{1, 2\} \to \mathbb{R} \) which is a solution of

\[
\min_{g : \mathbb{R}^p \times \{1, 2\} \to \mathbb{R}} \left\{ \mathbb{E}(Y - g(X, S))^2 : (g(X, S) \mid S = 1) \overset{\Delta}{=} (g(X, S) \mid S = 2) \right\}.
\]

Chzhen et al. (2020); Le Gouic et al. (2020) showed that under mild additional assumptions\(^1\) on the distribution \( \mathbb{P} \), the optimal fair prediction \( g^* \) can be obtained for all \((x, s) \in \mathbb{R}^p \times \{1, 2\}\) as

\[
g^*(x, s) = (p_1 G_1^{-1} + p_2 G_2^{-1}) \circ G_s (\mathbb{E}[Y \mid X = x, S = s]), \quad (1)
\]

where \( p_s = \mathbb{P}(S = s) \), \( G_s(t) = \mathbb{P}(\mathbb{E}[Y \mid X, S] \leq t \mid S = s) \), and \( G_s^{-1} \) is the generalized inverse of \( G_s \) for all \( s \in \{1, 2\} \). In particular, returning to Example 2.5, one can show that if \( \mathbb{E}[Y \mid X, S] = \langle \beta_2, X \rangle + b_2 \), then the fair optimal prediction \( g^* \) is also group-wise affine. Indeed, we note that under the assumptions of Example 2.5 it holds that

\[
(\mathbb{E}[Y \mid X, S] \mid S = 1) \sim \mathcal{N}(b_1, \|\beta_1^s\|_2^2), \quad (\mathbb{E}[Y \mid X, S] \mid S = 2) \sim \mathcal{N}(b_2, 2\|\beta_2^s\|_2^2).
\]

Denoting by \( \Phi \) the cumulative distribution function of the standard Gaussian we can write that \( G_1(t) = \Phi((t - b_1)/\|\beta_1^s\|_2) \) and \( G_2(t) = \Phi((t - b_2)/\sqrt{2}\|\beta_2^s\|_2) \). Their inverses can be respectively written as

\[
G_1^{-1}(t) = b_1 + \|\beta_1^s\|_2 \Phi^{-1}(t), \quad G_2^{-1}(t) = b_2 + \sqrt{2}\|\beta_2^s\|_2 \Phi^{-1}(t).
\]

---

\(^1\)They assume that for all \( s \in \{1, 2\} \) the measure \( g(\cdot, s)\mu_{X \mid s} \) is continuous and has finite second moment.
Jordan decomposition of \( \mu \). Densities of which also satisfies the Equality of Group-Wise Risks constraint. We again emphasize within two groups. (Right) Jordan decomposition of the difference \( \mu_{X|1} - \mu_{X|2} \).

Substituting these expressions into Eq. (1) and simplifying we get that

\[
g^*(x, 1) = \langle \beta_1^*, x \rangle \left( p_1 + p_2 \frac{\sqrt{2 \| \beta_2^* \|_2}}{\| \beta_1^* \|_2} \right) + p_1 b_1 + p_2 b_2,
\]

\[
g^*(x, 2) = \langle \beta_2^*, x \rangle \left( p_2 + p_1 \frac{\sqrt{2 \| \beta_2^* \|_2}}{\| \beta_1^* \|_2} \right) + p_1 b_1 + p_2 b_2.
\]

The above highlights that in the case of linear regression model, the predictor \( g^* : \mathbb{R}^p \times \{1, 2\} \rightarrow \mathbb{R} \) which minimizes the risk under the Demographic Parity constraint remains affine. We again emphasize that the situation is changed drastically if a prediction is not allowed to produce Disparate Treatment.

3 Description of the family

In this section we present a family of prediction rules, indexed by the set of continuous non-decreasing functions \( Q : [0, 1] \rightarrow \mathbb{R} \), which achieve Demographic Parity and explicit a function from this family which also satisfies the Equality of Group-Wise Risks constraint.

Jordan decomposition Consider the signed measure \( \mu := \mu_{X|1} - \mu_{X|2} \), and let \( \mu^+, \mu^- \) be its Jordan decomposition, that is \( \mu = \mu^+ - \mu^- \) and \( \text{supp}(\mu^+) \cap \text{supp}(\mu^-) = \emptyset \). Unless the supports of \( \mu_{X|1} \) and \( \mu_{X|2} \) are disjoint, the measures \( \mu^+ \) and \( \mu^- \) do not integrate to one, i.e., they are not probability measures. However, both \( \mu^+ \) and \( \mu^- \) have the same total mass. We define \( P\mu^\pm = \mu^\pm / \mu^+ (\mathbb{R}) \) the projection of \( \mu^\pm \) on the space of probability measures. We also define

\[
F_{\pm}(t) := P\mu^\pm \left( \{ x \in \mathbb{R}^p : f^+(x) \leq t \} \right),
\]

the cumulative distribution function of \( f^\pm P\mu^\pm \).

The supports of measures \( \mu^+ \) and \( \mu^- \) have a simple and intuitive interpretation. Note that if \( x \in \text{supp}(\mu^+) \), then \( x \) is more likely to be a member of the group \( S = 1 \) and vice versa. Meanwhile, if \( x \in \mathbb{R}^p \setminus (\text{supp}(\mu^+) \cup \text{supp}(\mu^-)) \) then \( x \) can be equally likely coming from \( S = 1 \) or from \( S = 2 \). See Figure 1 for an illustration with univariate covariates.

The rationale behind the introduction of the Jordan decomposition of \( \mu \) into \( \mu^+ \) and \( \mu^- \) comes from the following simple insight. It says that in order to check Demographic Parity for predictions without Disparate Treatment one only needs to know \( \mu^+ \) and \( \mu^- \) instead of the whole distribution of the covariates \( \mu_X | x \). This idea is formalized in the next lemma.

**Lemma 3.1.** A prediction without Disparate Treatment \( f : \mathbb{R}^p \rightarrow \mathbb{R} \) achieves Demographic Parity iff

\[
f^\pm \mu^\pm = f^\pm \mu^-.
\]

**Proof.** Set \( A_{\square} = \text{supp}(\mu^\square) \) for \( \square \in \{\pm\} \) and \( A_0 = \mathbb{R}^p \setminus (A_+ \cup A_-) \).

\((\Rightarrow)\) If \( f \) achieves Demographic Parity, then \( f^\pm \mu_{X|1} = f^\pm \mu_{X|2} \). Note that, for all \( t \in \mathbb{R} \) it holds that

\[
\mu_X | \{ x \in \mathbb{R}^p : f(x) \leq t \} = \mu_X | \{ x \in A_+ : f(x) \leq t \} + \mu_X | \{ x \in A_- : f(x) \leq t \}
\]

\[
+ \mu_X | \{ x \in A_0 : f(x) \leq t \}.
\]
Note that by the definition of $\mu^+$ and $\mu^-$ it holds that
\[
\mu_{X|1}\{x \in A_0 : f(x) \leq t\} = \mu_{X|2}\{x \in A_0 : f(x) \leq t\},
\]
and thus, the condition $f^*\mu_{X|1} = f^*\mu_{X|2}$ implies that for all $t \in \mathbb{R}$
\[
\mu_{X|1}\{x \in A_+ : f(x) \leq t\} - \mu_{X|2}\{x \in A_+ : f(x) \leq t\} = \mu_{X|2}\{x \in A_- : f(x) \leq t\} - \mu_{X|1}\{x \in A_- : f(x) \leq t\}.
\]
The latter is equivalent to Eq. (2).

$(\Leftarrow)$ Recall that Eq. (2) is equivalent to Eq. (3) and that for any $f : \mathbb{R}^p \to \mathbb{R}$ it holds that
\[
\mu_{X|1}\{x \in A_0 : f(x) \leq t\} = \mu_{X|2}\{x \in A_0 : f(x) \leq t\}.
\]
Combining both concludes the proof.

Note that such an argument would not work if $f$ was allowed to depend on the sensitive attribute.

**Prediction rules.** Let $Q : [0, 1] \to \mathbb{R}$ be any continuous non-decreasing function. Define the following prediction rule
\[
Q_{f}\mu = \begin{cases} 
Q \circ F_+ \circ f^*(x) & \text{if } x \in \text{supp}(\mu^+) \\
Q \circ F_- \circ f^*(x) & \text{if } x \in \text{supp}(\mu^-) \\
f^*(x) & \text{if } x \in \mathbb{R}^p \setminus \text{supp}(\mu^+) \cup \text{supp}(\mu^-)
\end{cases}
\]

One should think of $Q$ as a quantile function of some continuous univariate probability measure $\lambda$. In the language of optimal transport the function $Q \circ F_+ \circ f^*(\cdot)$ is the optimal transport map from $f^*\mathbb{P}\mu$ to $\lambda$. An exact theoretical motivation to introduce function $Q$ will be clarified later in the text.

There are three cases in the above prediction rule:

1. $x \in \text{supp}(\mu^+)$, in this case $x$ is more likely associated with $S = 1$.
2. $x \in \text{supp}(\mu^-)$, in this case $x$ is more likely associated with $S = 2$.
3. $x \in \mathbb{R}^p \setminus (\text{supp}(\mu^+) \cup \text{supp}(\mu^-))$, in this case $x$ can be equally likely associated with group $S = 1$ and $S = 2$ and the decision is made in accordance with the Bayes optimal prediction by the analogy with Example 2.3.

**Fairness of prediction rules.** Note that since the prediction rules are not allowed to depend on the sensitive attribute in its functional form, they do not produce Disparate Treatment. In order to show that the prediction rules defined in $(\ast)$ satisfy other fairness constraints, we make one standard technical assumption about particular distributions induced by the Bayes rule.

**Assumption 3.2.** The measures $f^*\mathbb{P}\mu^+$, $f^*\mathbb{P}\mu^-$ are non-atomic with finite second moments.

The following proposition states that, under the previous assumption, the defined prediction rules achieve Demographic Parity.

**Proposition 3.3.** Let Assumption 3.2 hold. Let $Q : [0, 1] \to \mathbb{R}$ be any continuous non-decreasing function, then the prediction rule $Q_{f}$ is fair in the sense of Demographic Parity.

The proof of Proposition 3.3 is postponed to Section 6. The result becomes rather intuitive following the interpretation of $Q$ as a quantile function of some continuous univariate probability measure $\lambda$ and of $Q \circ F_\square \circ f^*(\cdot)$ as the optimal transport map from $f^*\mathbb{P}\mu$ to $\lambda$ in combination with Lemma 3.1.

We have a large class of prediction rules which avoid Disparate Treatment and achieves Demographic Parity. Can we find a subset of this class such that its elements also satisfy Equality of Group-Wise Risks? The next proposition explicitly gives a continuous non-decreasing function $Q^*$ such that the resulting prediction rule $Q_{f^*}$ satisfies the Equality of Group-Wise Risks constraint.

**Proposition 3.4.** Let Assumption 3.2 hold. For the choice $Q^* = (F_+^{-1} + F_-^{-1})/2$, the prediction rule $f_{Q^*}$ is fair in the sense of Equality of Group-Wise Risks.
4 Discussion and open questions

In the previous section we have proved that the prediction rules defined in \((\ast)\) achieve Demographic Parity and that for a specific choice of continuous non-decreasing function \(Q^{\ast}\), the prediction rule \(f_{Q^{\ast}}\) also satisfies the Equality of Group-Wise Risks. The latter prediction rule is represented in Figure 3 for a particular problem: the features are assumed to be group-wise Gaussian random variables with different means and variances. We set the Bayes optimal predictor as \(f^{\ast}(x) = 1/(1 + e^{ax})\) for some positive real \(a > 0\).

In both plots the dashed grey curve corresponds to the Bayes prediction rule \(f^{\ast}(x) = E[Y \mid X = x]\) while the black solid curve represents the prediction rule \(f_{Q^{\ast}}\) defined in Proposition 3.4. On top of the plots are the densities from the (normalized) Jordan decomposition of \(\mu_{\mathcal{X}}|_1 - \mu_{\mathcal{X}}|_2\) (see also Figure 1) while on the right side are the densities corresponding to the predictions.
In the right plot, the green horizontal dashed line corresponds to the prediction by \( f_Q^* \) for the points whose axis correspond to the vertical blue and orange dashed lines. The horizontal blue and orange dashed lines correspond to the prediction by \( f^* \). We notice that the prediction curve corresponding to \( f_Q^* \) looks like a piece-wise translation of the Bayes decision rule in which the predicted value is increased for features which seem to come from the group corresponding to \( S = 1 \) and lowered for the other features.

The prediction rule \( f_Q^* \) could be formally considered as a good fair predictor since it simultaneously satisfies several formal group-fairness constraints and avoids Disparate Treatment. However, Demographic Parity and EGWR only define fairness on the group level and inspecting the individual level reveals a critical flaw of this prediction rule. We have constrained our predictors to those that do not produce Disparate Treatment by prohibiting them from having the sensitive variable as direct input. Nevertheless, enforcing group level fairness constraints (such as DP and EGWR) forces the prediction rule to guess the sensitive attribute corresponding to a given feature vector \( x \). The idea of our prediction rules is simple: if a feature vector \( x \) is more likely to belong to some group then it is treated as a member of this group. A critical resulting issue of this is that an individual from the minority (i.e., the group which gets discriminated) which "looks like" an individual from the majority will be treated as the latter and thus might potentially receive a negative discrimination, worsening their position in the population and in the society. This is clearly contrary to what one would expect from a fair decision-making system and should therefore be avoided. We remark that a simple remedy from the above flaw is to allow to construct a separate prediction rule for each sensitive group – wave away the Disparate Treatment requirement. Indeed, making separate predictions for separate groups erases the effect of group guessing and allows to make a more informed decision (Chzhen et al., 2020; Le Gouic et al., 2020; Lipton et al., 2018).

An interesting open question concerns the optimality of the derived prediction rules: is it possible to find a prediction rule which avoids Disparate Treatment while achieving Demographic Parity and which has smaller squared risk than those of the prediction rules in \((*)\)? An answer to this question would yield an important step towards understanding the limits of predictions under fairness constraint without having access to the sensitive attribute. Establishing the optimality would also allow to address relaxed notions of fairness in this context and provide a statistical study similar to Chzhen and Schreuder (2020).

5 Conclusion

In this work we proposed a large family of prediction rules which simultaneously avoid Disparate Treatment and achieve Demographic Parity. In addition, we also showed that a particular member of the proposed family equalizes the group-wise risks. However, despite these fruitful formal fairness properties, none of the above predictions are able to comply with the intuitive understanding of fairness. We attribute this effect to the avoidance of Disparate Treatment. An interesting mathematical challenge which remains unsolved is connected with the risk optimality of the proposed prediction rules.

6 Omitted proofs

We recall that the Wasserstein-2 distance between probability distributions \( \mu \) and \( \nu \) in \( \mathcal{P}_2(\mathbb{R}^d) \), the space of measures on \( \mathbb{R}^d \) with finite second moment, is defined as

\[
W_2^2(\mu, \nu) := \inf_{\gamma \in \Gamma(\mu, \nu)} \left\{ \int_{\mathbb{R}^d \times \mathbb{R}^d} \|x - y\|^2_2 d\gamma(x, y) \right\},
\]

where \( \Gamma(\mu, \nu) \) denotes the collection of measures on \( \mathbb{R}^d \times \mathbb{R}^d \) with marginals \( \mu \) and \( \nu \). See Santambrogio (2015); Villani (2003) for more details about Wasserstein distances and optimal transport.

Proof of Proposition 3.3. In order to prove that \( f_Q \) satisfies the Demographic Parity constraint we examine the following quantity

\[
\Delta_{f_Q}(t) = \mu_{X|1} \{ x \in \mathbb{R}^p : f_Q(x) \leq t \} - \mu_{X|2} \{ x \in \mathbb{R}^p : f_Q(x) \leq t \}.
\]
for any $t \in \mathbb{R}$. Fix some $t \in \mathbb{R}$. Let us fix some $Q : [0, 1] \to \mathbb{R}$ continuous non-decreasing function. For simplicity we drop the subscript $Q$ from $f_Q$ and write $f$ instead. We can write by the definition of $f$, $\mu$ and $\mu^+, \mu^-$ that

$$
\Delta_f(t) = \int_{f(x) \leq t} d\mu(x) = \int_{f(x) \leq t} d\mu^+(x) - \int_{f(x) \leq t} d\mu^-(x)
= \int_{Q(\{x' \in \mathbb{R}^p : f^*(x') \leq f^*(x)\}) \leq t} d\mu^+(x) - \int_{Q(\{x' \in \mathbb{R}^p : f^*(x') \leq f^*(x)\}) \leq t} d\mu^-(x).
$$

Let $Q^{-1}$ be the generalized inverse of $Q$. Hence, since $Q$ is assumed to be continuous we can write

$$
\Delta_f(t) = \int_{\mu^+ \{x' \in \mathbb{R}^p : f^*(x') \leq Q^{-1}(t)\}} d\mu^+(x) - \int_{\mu^- \{x' \in \mathbb{R}^p : f^*(x') \leq Q^{-1}(t)\}} d\mu^-(x) .
$$

Introduce $F_\square(\cdot) = \mu(\{x' \in \mathbb{R}^p : f^*(x') \leq \cdot\})$ for $\square \in \{\pm\}$ and note that thanks to Assumption 3.2 both $F_+$ and $F_-$ are non-decreasing continuous. Thus,

$$
\Delta_f(t) = \int_{F_+(f^*(x)) \leq Q^{-1}(t)} d\mu^+(x) - \int_{F_-(f^*(x)) \leq Q^{-1}(t)} d\mu^-(x)
= \int_{f^*(x) \leq F_+^{-1}(Q^{-1}(t))} d\mu^+(x) - \int_{f^*(x) \leq F_-^{-1}(Q^{-1}(t))} d\mu^-(x)
= F_+ \circ F_+^{-1} \circ Q^{-1}(t) - F_- \circ F_-^{-1} \circ Q^{-1}(t) = 0 .
$$

The proof is concluded since $\sup_{t \in \mathbb{R}} |\Delta_f(t)| = 0$ implies that $f$ satisfies the Demographic Parity constraint.

**Proof of Proposition 3.4.** In this proof we consider the prediction rule $f_{Q^*}$ defined in $(\ast)$ with the specific choice $Q^* := (F^-_+ + F^-_-)/2$. Let $p_1 = \mathbb{P}(S = 1)$ and $p_2 = \mathbb{P}(S = 2) = 1 - p_1$. Since $Q^*$ is fixed in throughout this proof, we drop the subscript $Q^*$ and write $f$ instead of $f_{Q^*}$ for compactness.

Recall that we defined the signed measure $\mu = \mu_X|_1 - \mu_X|_2$. Using its Hahn decomposition, $\mu = \mu^+ - \mu^-$, we can write $\mu_X|_1 = \mu^+ - \mu^- + \mu_X|_2$ and express the risk of the predictor $f$ as

$$
\mathcal{R}(f) = p_1 \int (f^*(x) - f(x))^2 d\mu_X|_1(x) + p_2 \int (f^*(x) - f(x))^2 d\mu_X|_2(x)
= \int (f^*(x) - f(x))^2 d\mu_X|_2(x) + p_1 \left( \int (f^*(x) - f(x))^2 d\mu^+(x) - \int (f^*(x) - f(x))^2 d\mu^-(x) \right) .
$$

Since $f_{\square}\mu = T_{\square}(f^*\mu_{\square})$ for $\square \in \{\pm\}$, where $T_{\square} = Q \circ F_{\square}$ is a monotone non-decreasing function, (Santambrogio, 2015, Theorem 2.9) implies

$$
\int (f^*(x) - f(x))^2 d\mu_{\square}(x) = W_2^2(f^*\mu_{\square}, f_{\square}\mu_{\square}), \text{ for } \square \in \{\pm\} .
$$

Following (Agueh and Carlier, 2011, Section 6.1), the solution to the Wasserstein-2 barycenter problem

$$
\min_{\tilde{\nu}} \left( \frac{1}{2} W_2^2(\nu, f^*\mu^+) + \frac{1}{2} W_2^2(\nu, f^*\mu^-) \right)
$$

is given by the measure

$$
\tilde{\nu} = \frac{1}{2} (F^+_+ + F^-_-) \circ F_+ \circ f^*\mu^+ \quad \text{ (6)}
= \frac{1}{2} (F^+_+ + F^-_-) \circ F_- \circ f^*\mu^- . \quad \text{ (7)}
$$
Indeed, observe that \( \frac{1}{2} \left( F_+^{-1} + F_-^{-1} \right) \circ F_+ \) is the optimal transportation plan from \( f^* \sharp \mu^+ \) to the barycenter of \( f^* \sharp \mu^+, f^* \sharp \mu^- \). Since Eq. (6) corresponds to \( f \sharp \mu^+ \) on \( \text{supp}(\mu^+) \) and Eq. (7) to \( f \sharp \mu^- \) on \( \text{supp}(\mu^-) \), the distances to the barycenter being equal, we have

\[
W_2^2(\gamma^+, \gamma^+) = W_2^2(\gamma^-, \gamma^-). \tag{8}
\]

Plugging (8) in (5) yields

\[
\mathcal{R}(f) = \int (f^*(x) - f(x))^2 d\mu_{\mathbb{X}|2}(x),
\]

and concludes the proof. \( \square \)
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