Machine Learning-Assisted Array-Based Detection of Proteins in Serum Using Functionalized MoS2 Nanosheets and Green Fluorescent Protein Conjugates
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ABSTRACT: Abnormal concentrations of a specific protein or the presence of some biomarker proteins may indicate life-threatening diseases. Pattern-based detection of specific analytes using affinity-regulated receptors is one of the potential alternatives to specific antigen–antibody-based detection. In this report, we have schemed a sensor array by using various functionalized two-dimensional (2D)-MoS2 nanosheets and green fluorescent protein (GFP) as the receptor and the signal transducer, respectively. Two-dimensional MoS2 has been used as a promising candidate for recognition of the bioanalytes because of its high surface-to-volume ratio compared to those of other nanomaterials. Easy surface tunability of this material provides additional advantages to analyze the target of interest. The optimized 2D-MoS2−GFP conjugates are able to discriminate 15 different proteins at 50 nM concentration with a detection limit of 1 nM. Moreover, proteins in the binary mixture and in the presence of serum were discriminated successfully. Ten different proteins in serum media at relevant concentrations were classified successfully with 100% jackknifed classification accuracy, which proves the potentiality of the above system. We have also implemented and discussed the implication of using different machine learning models on the pattern recognition problem associated with array-based sensing.
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INTRODUCTION

Proteins are biomacromolecules consisting of long-chain amino acid residues. They play a vital role in several biological functions such as cell signaling, molecular transportation, DNA transcription, the biological catalysis process, etc. Irregular protein concentration or the emergence of biomarker proteins is the signature step for various life-threatening diseases such as cancer1, influenza,2 Ebola Virus Disease3 (EVD), HIV,4 coronavirus disease (COVID-19), etc. Biomarkers are also useful for other disorders such as cardiovascular diseases, liver cirrhosis, neurodegeneration, idiopathic pulmonary fibrosis, etc.6−9 For early diagnosis and treatment of these diseases, sensing of proteins is very essential. The most popular methods used in the last few decades to detect protein in bioanalytes are enzyme-linked immunosorbent assay10 (ELISA), lateral flow immunoassay (LFIA), aptamer-based technologies, etc. The working principle of the ELISA protocol is based on the “lock and key approach”, i.e., a specific antibody is capable of detecting a specific antigen. Other techniques such as sodium dodecyl sulfate polyacrylamide gel electrophoresis (SDS-PAGE) gel electrophoresis and mass spectrometry are also utilized as tools for protein sample analysis11 However, these techniques are time-consuming and the production cost is high, requiring a sophisticated setup. Moreover, the quantitative measurement does not furnish satisfactory results.

Pattern-based sensing relying on optical response offers an alternative way for the analysis of several analytes, including proteins12,13 bacteria,14,15 diseased cell lines,16,17 amino acids,18 nitroexplosives,19−21 neurotransmitters,22−24 biothiols,25−27 etc. This type of sensor has a simplified setup, containing receptor units, which interact with the analyte of interest. A signal transducer unit, which monitors the binding activity between the receptor and analytes, generates a pattern that can be recognized as specific to a certain analyte. In recent years, several receptors, such as fluorescent nanodots,28,29
fluorescent conjugated polymers, metal nanoparticles, etc., have been reported as a platform for sensors for the classification of a wide range of analytes. Atomically thin two-dimensional (2D) materials provide wide active surfaces, which help them play a vital role in molecular recognition. Previously, graphene oxide (GO) gained a worthy reputation in array-based sensing for its manifold surface properties. Tuning the surface behavior through functionalization to accommodate the analyte of interest is the most important parameter in array-based sensing. Functionalization of GO was mainly achieved through the coupling reaction between the carboxylic acid group of GO and the amine group of external ligands. The above process involves the covalent attachment of ligands with GO surfaces through chemical reactions. Hence, the removal of different reagents and unreacted ligands from the system is a major task. Also, the colloidal stability of graphene oxide mainly relies on surface carboxylic acid groups, which provide hydrophilicity to the system. Once the carboxylic acid groups are converted to other functionalities, the stability may be reduced. For example, in the case of reduced graphene oxides, where all of the carboxylic groups are converted to alcohols, they possess less stability in aqueous solution as compared to graphene oxide. These are the major bottlenecks for GO to be extensively used in array-based sensing platforms. These drawbacks can be successfully overcome by two-dimensional MoS2, an inorganic version of graphene, although it is rarely explored in array-based sensing.

Pattern recognition is central to array-based sensing. Each sensing event is a point in a multidimensional space where dimensionality is the number of sensor-array elements used. Traditionally, linear discriminant analysis (LDA) has been widely used because of its easy interpretability. Recently, it has been shown that nonlinear machine learning-based pattern recognition may improve detection efficiency. The nonlinear models might be better than the linear models at prediction, but it is very difficult to interpret the results and therefore harder to tweak according to specific requirements.

Here, we have used 2D-MoS2 as a building block for receptor units. Two-dimensional nanosurfaces of MoS2 provide extended sites for supramolecular interactions due to their high surface-to-volume ratio. This makes it a suitable candidate for biomolecular recognition. The most important factor is surface tunability through external modifiers. 2D-MoS2 possesses plenty of sulfur defects on its nanosurfaces due to charge transfer of lithium to the layers, followed by sulfide leaching during exfoliation through ion intercalation methods. These sulfur vacancies provide atomic-level interfaces and high surface free energy and can be attached with small molecules such as thiols with high affinities. Hence, in this work, we have used surface functionalization as the main tool to achieve cross reactivity. A native receptor (2D-MoS2) was functionalized with seven cationic thiol ligands, where nonthiol ends were diverged with appropriate side chains to entertain feasible biomolecular interactions. Rotello group used thiol-functionalized gold nanoparticles in combination with green fluorescent protein (GFP) to build a sensor array for discrimination of various bioanalytes. Previously, functionalized 2D-MoS2 proved as an alternative to gold nanoparticles in several applications such as enzyme inhibition, antimicrobial activity, etc. We assumed that this system can be extended in the case of array-based sensing. Negatively charged GFP was chosen as a signal transducer against cationic MoS2. GFP can interact with cationic MoS2, followed by formation of an electrostatic complex. The above process results in quenching of the fluorescence of GFP (Figure 1a).

We have designed seven cationic MoS2 and the sensor array comprised of seven electrostatic complexes of cationic MoS2 and anionic GFP. We assumed, upon addition of the analyte, that the binding will be altered (Figure 1b). It provides an optical response pattern for analysis. Fifteen different proteins having wide variations in molecular weight and the isoelectric point were added to the established array and successfully discriminated at 50 nM with 100% jackknifed classification accuracy. The detection limit of the system was determined as 1 nM by considering macerozyme as the reference protein. The real success of this method mainly relies on detection of...
unknown test sample after training. array-based sensing data and their accuracy in predicting a several machine learning models for pattern recognition in statistical throughput, additionally, here we have explored the robustness of the sensor system. After obtaining high receptors with 100% classiifiication accuracy, which indicated
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Ce-MoS2 being able to undergo agglomeration and settling of Ce-MoS2, which hinders their long-term usage in optical and MoS2 has been used as a potential platform for biomolecular recognition. However, the following are the disadvantages MoS2 nanosheets. Surface functionalization was further confirmed using Fourier transform-infrared (FTIR) spectroscopy and X-ray photoelectron spectroscopy (XPS). FTIR spectra of MoS2@DOL show characteristic bands corresponding to the C–H stretching frequency at 2840 and 2905 cm$^{-1}$ and the O–H stretching frequency at 3315 cm$^{-1}$ (Figure S2). Similar bands were also present in the DOL ligand at 2850 and 2920 cm$^{-1}$ (O–H band). The S–H band at 2561 cm$^{-1}$ was present for the DOL ligand, which disappeared after it was conjugated to Ce-MoS2, i.e., in the case of MoS2@DOL (Figure S2). This indicates that the –SH group was buried into the MoS2 nanosurfaces after conjugation. In the XPS spectra, the relative ratio of peak intensity for Mo 3d/C 1s/O 1s was 1:0.1:0.12 for Ce-MoS2 and 1:1.13:1.14 for MoS2@DOL (Figure S4). The high relative intensities of C 1s and O 1s peaks in MoS2@DOL as compared to those of Ce-MoS2 (Figure S4) indicate successful grafting of thiol ligands in MoS2 nanosurfaces. The thermogravimetric analysis of MoS2@DOL further supports the characterization and Optimization of the Sensor System. Chemically exfoliated 2D-MoS2 (Ce-MoS2) was prepared from its bulk counterpart using the butyl lithium intercalation method. Atomic force microscopy was used for its characterization, which indicates that the bulk material was successfully exfoliated to atomically thick nanosheets (Figure 1d). The exfoliated nanosheets have a diameter range of 300–600 nm and a height ~1.2 nm (Figure 1d). In recent years, Ce-MoS2 has been used as a potential platform for biomolecular recognition. However, the following are the disadvantages of Ce-MoS2, which hinders their long-term usage in optical and electrochemical sensing. The major bottlenecks include (1) Ce-MoS2 being able to undergo agglomeration and settling down in the aqueous solution, (2) lacking dangling bonds or a pi-electron system to facilitate covalent attachment of external probes, and (3) degradation or oxidation of MoS2 nanosheets upon exposure to moisture or oxygen. The abovementioned demerits can be overcome by surface functionalization, which can be easily achieved through sulfur defects. Exfoliated 2D-MoS2 contains plenty of sulfur vacancies or defects during exfoliation, which can be easily compensated by sulfur-containing molecules through place-exchange reactions. Seven different cationic thiol ligands were prepared with diverse functional groups at the nonthiol end (Figure 1c). The diversity in the nonthiol end was introduced to facilitate several biomolecular interactions, such as electrostatic (quaternary ammonium group), hydrophobic (C1, C6, C8, and CA), hydrophilic (OL and DOL), and aromatic (BA) interactions (Figure 1c). All of the ligands were synthesized using previously reported procedures. Functionalization of MoS2 was achieved by stirring the synthesized thiol ligands with freshly exfoliated MoS2 layers at room temperature for 48 h. Functionalization was confirmed through $\zeta$-potential measurements (Figure 1e).

It indicates that native MoS2 possesses an average $\zeta$-potential of ~30.7 mV; however, after functionalization with seven cationic thiol ligands, the average $\zeta$-potential values shifted to the range of +21.7 to +35.7 mV. The $\zeta$-potential plots belonging to different cationic MoS2 appeared at nearly similar regions, which means that all of the cationic MoS2 possess a similar extent of cationic charge after functionalization (Figure S1). This also indicates the consistent functionalization of ligands using MoS2 nanosheets. Surface functionalization was further confirmed using Fourier transform-infrared (FTIR) spectroscopy and X-ray photoelectron spectroscopy (XPS). FTIR spectra of MoS2@DOL show characteristic bands corresponding to the C–H stretching frequency at 2840 and 2905 cm$^{-1}$ and the O–H stretching frequency at 3315 cm$^{-1}$ (Figure S2). Similar bands were also present in the DOL ligand at 2850 and 2920 cm$^{-1}$ (aliphatic C–H bands) and 3410 cm$^{-1}$ (O–H band). The S–H band at 2561 cm$^{-1}$ was present for the DOL ligand, which disappeared after it was conjugated to Ce-MoS2, i.e., in the case of MoS2@DOL (Figure S2). This indicates that the –SH group was buried into the MoS2 nanosurfaces after conjugation. In the XPS spectra, the relative ratio of peak intensity for Mo 3d/C 1s/O 1s was 1:0.1:0.12 for Ce-MoS2 and 1:1.13:1.14 for MoS2@DOL (Figure S4). The high relative intensities of C 1s and O 1s peaks in MoS2@DOL as compared to those of Ce-MoS2 (Figure S4) indicate successful grafting of thiol ligands in MoS2 nanosurfaces.

Figure 2. Quenching and regeneration of GFP fluorescence. (a) Fluorescence quenching of the GFP signal upon titration of MoS2@BA at various concentrations. (b) Fluorescence enhancement of GFP upon decolouration with MoS2@BA (0.6 ppm) after addition of protein analytes at different concentrations ranging from 0 to 50 nM. (c) Time-dependent monitoring of GFP complexation and (d) decolouration with MoS2@BA (0.6 ppm).
the presence of attached thiol ligands (DOL ligands) and indicates the incorporation of ~45% of the ligand by weight in the surface of Ce-MoS2 (Figure S3).

Our sensing mechanism was based on a displacement assay and it proceeded with fluorescence quenching of the signal transducer with receptors. We considered GFP as the signal transducer. GFP, a biocompatible marker protein, possesses a β barrel shape with a negative charge (pI = 5.92)58 and with maximum excitation and emission at 475 and 509 nm, respectively. GFP can form reversible electrostatic complexes with cationic receptors, such as gold nanoparticles, 59 fluorescence-conjugated polymers,17 graphene oxide,37 etc., and is eventually used in array-based sensing because of good displacement ability against these surfaces. However, the following criteria were not observed simultaneously by the abovementioned receptors as functionalized 2D-MoS2 did. The advantages include (1) being synthesized easily through ion intercalation methods with low economic setups, (2) the atomically thin architecture possessing highly active surface areas for supramolecular adsorption, and (3) the surface properties being able to be easily tuned through functionalization. This indicates that 2D-MoS2 can be considered as a novel receptor, as well as a quencher, in array-based sensing. Proteins can adsorb on the surface of cationic MoS2 by both electrostatic and van der Waals’ interactions. To estimate the working concentration of protein analytes, we selected two different cationic MoS2 complexes (MoS2@BA and MoS2@CA) with GFP. After addition of six different proteins at different concentrations (1–100 nM) to both MoS2@BA (Figure 2b) and MoS2@CA (Figure S8a) complexes, we noticed that, in all cases, there is a considerable signal recovery at 50 nM (Figures 2b and S8a), which was consequentially chosen as the working concentration for protein sensing. The time-dependent fluorescence

Figure 3. Discrimination of protein analytes in phosphate-buffered saline (PBS) (pH 7.4). (a) Fluorescence response pattern for 15 different proteins against seven cationic MoS2−GFP conjugates and (b) their corresponding two-dimensional LDA score plots. (c) Fluorescence response pattern for the limit of detection study of macerozyme (Mac) at different concentrations ranging from 0 to 50 nM and (d) the corresponding canonical score plots. (e) Discrimination of a binary mixture of protein analytes (β-galactosidase and xylanase) at different concentration ratios.
Discrimination of Protein Analytes. After optimization of the quenching and the analyte incubation time, we added the protein analyte to predesigned sets of seven different MoS₂−GFP complexes. The proteins that cover a wide range of molecular weight (23.6−540.0 kDa) and pI (2.8−8.7) values were chosen (Table S2). Each protein analyte was repeated six times against each cationic MoS₂−GFP complex. The fluorescence response pattern (Figure 3a) was generated from the I−I₀ value, where I and I₀ are the fluorescence intensities of GFP after and before the addition of the protein analytes, respectively. From the fluorescence response pattern, it was clear that β-galactosidase and macerozyme had a superior ability to displace GFP from the cationic MoS₂ nanoenvironment. A total of 15 different proteins were classified using the array containing seven different sensor systems. A fluorescence response matrix with 630 data sets (15 proteins × 7 quenchers × 6 repeats) was subjected to the statistical analysis called linear discriminant analysis (LDA). High discrimination scores, viz., score 1 = 77.9, score 2 = 11.4, score 3 = 7.3, score 4 = 2, score 5 = 0.6, score 6 = 0.5, and score 7 = 0.3, were obtained from classical discriminant analysis. Out of these, two major scores (score 1 and score 2) were plotted to obtain two-dimensional LDA score plots (Figure 3b), where all of the proteins could be discriminated with 100% jackknifed classification accuracy. To study the sensitivity of our sensor array, a detection limit study was performed by taking the macerozyme at different concentrations ranging from 0.5 to 50 nM, and the response was plotted (Figure 3c). From the LDA (Figure 3d) score plot, it is evident that significant classification of ellipses was achievable up to 1 nM concentration of macerozyme, and this was considered as the detection limit of the sensor system. The effectiveness of our sensor system toward a binary mixture of protein was verified by considering two different proteins, i.e., β-galactosidase and xylanase, in the ratios 6:4, 4:6, 2:8, which resulted in 100% jackknifed classification accuracy in the LDA score plot (Figure 3e).

The successful detection of a mixture of proteins indicates that the system can be used for detection of protein samples in the presence of complex biological mixtures. For the purpose of real-sample analysis, we selected fetal bovine serum (FBS) as the biological medium. The optimization of the sensor array for protein sensing in serum was different from that in buffer media because serum contains >20 000 different proteins with high concentrations of serum albumins. Due to the higher optical density of serum, 500 nM GFP and almost 5 times higher concentrations of cationic MoS₂ (as compared to the previous array) were used against protein sensing in the serum. Four different cationic MoS₂, i.e., MoS₂@C1, MoS₂@BA, MoS₂@CA, and MoS₂@DOL, were taken as receptors and titrated against GFP. MoS₂@CA exhibits the highest binding affinity to GFP among all of the receptors (Figure S9). The serum was spiked with different proteins at a concentration of 2.5 μM and added to the optimized sensor array, and the response was plotted (Figure 4a). Nine different proteins were classified successfully from the control (only serum) and BSA in the LDA score plot (Figure 4b). BSA shares a common region in the LDA plot with the control, which was expected because of the high concentration of the same proteins present in FBS. The efficacy of the sensor array was validated through unknown analysis where 37 out of 40 samples were correctly identified, which corresponds to 92.5% accuracy. The above observation indicates that the optimized array can discriminate imbalances of different proteins, such as hemoglobin, lipase, glucose oxidase, and β-galactosidase, which are present in serum at 273, 14.7, 62.5, and 20 μM concentrations, respectively. Pancreatin, a mixture of different enzymes, such as lipase, amylase, and trypsin, was well-separated in the score plot from its individual compositions (Figure 4b). This indicates that the sensor array is suitable for the analysis of the mixture of proteins in serum. Pancreatin was also well classified in the array conducted in the PBS medium (Figure S10).

Implementation in Various Machine Learning Techniques. The data sets obtained were subjected to different machine learning techniques to obtain the suitable analysis method. The array sensing problem can be viewed as a pattern recognition problem in machine learning, in particular, this consists of a multiclass classification problem. We can formally define this in the following way. We have training data with n = 90 observations, seven predictor variables X₁,…, X₇ (which are seven differently functionalized MoS₂), and the target Y (which are the proteins). The target here is a factor variable with 15 levels (15 different proteins).

Performance Metric. The performance measure we have used is accuracy. If the estimated class for ith observation is Ŷᵢ and the actual class it belongs to is Yᵢ, then the overall accuracy of the applied method is measured as

$$\theta = \frac{1}{n} \sum_{i} I(Y_i = \hat{Y}_i)$$

where I(x = j) is the indicator function, which takes the value 1 if x = j and 0 otherwise.

The accuracy thus defined varies within (0,1), with higher values indicating better performance.

Here, we provide a brief description of the four methods, i.e., multinomial logistic regression (MLR), linear discriminant analysis (LDA), K-nearest neighbor (KNN), and the neural
This can be generalized by modeling $\mu_k = \beta_0^k + \sum_{j} \beta_j x_j$ as a linear function of the predictors. Denoting $X = (X_1, \ldots, X_p)$, $x = (x_1, \ldots, x_p)$

$$
\log \frac{p}{1-p} = \beta_0^k + \sum_{j} \beta_j x_j \Rightarrow p = \frac{e^{\beta_0^k + \sum_{j} \beta_j x_j}}{1 + e^{\beta_0^k + \sum_{j} \beta_j x_j}}
$$

Here, $p = P(Y = 1|X = x)$

Since our problem is a multiclass (classes 1, 2, ..., $K$) one, this can be generalized by modeling

$$
P(c|X = x) = \frac{e^{\beta_0^c + \sum_{j} \beta_j x_j}}{\sum_{c} e^{\beta_0^c + \sum_{j} \beta_j x_j}} \forall 1 \leq c \leq K
$$

We can use these probabilities to find which class has the highest probability, including certain observations, given its predictor values.

$\hat{Y} = \arg \max_{1 \leq c \leq K} P(Y = c|X = x)$

As we can note, this still is a linear model and is thus very simple in nature, which helps in retaining the interpretability of the resulting outcomes.

In the LDA approach, we model the behavior of the predictors in each class and then employ Bayes’ theorem to flip these to get the class probability, given its predictor values. More formally, we assume

$$
\mathbf{X} Y = \mathbf{c} \sim \mathcal{N}(\mu_c, \sum) \forall 1 \leq c \leq K
$$

We use the training data to estimate the parameters $\mu_1$, $\mu_2$, ..., $\mu_K$, $\sum$.

Then, we estimate the class probabilities as

$$
P(Y = c|X = x) = \frac{p(X = x|Y = c)}{\sum_p p(X = x|Y = c)} = \frac{\delta_c(x)}{\sum \delta_j(x)}
$$

$$
\hat{Y} = \arg \max_{1 \leq c \leq K} P(Y = c|X = x)
$$

Here, $\delta_c(x)$ is the Gaussian density.

$$
\delta_c(x) = \frac{1}{(2\pi)^{p/2} |\sum|^{1/2}} e^{-1/2(x-\mu)^T \sum^{-1}(x-\mu)}
$$

LDA is an extremely popular method since, while it preserves the probabilistic interpretations of the logistic regression, it actually produces more stable estimates when the classes are well-separated and the $n$ is small (such as in our case).

KNN is a nonparametric method where the class of any observation is estimated based on the $k$ observations closest to it.

$$
P(Y = c|X = x) = \frac{1}{K} \sum_{i \in N_k} I(Y_i = c)
$$

$$
\hat{Y} = \arg \max_{1 \leq i \leq K} P(Y = i|X = x)
$$

where $N_k$ denotes the $k$ points closest to $x$.

We make no assumptions about the shape of the decision boundary and hence KNN is expected to outperform the previous methods when the assumptions therein are not met; however, this comes at the cost of interpretability as the contribution of the individual variable.

A feed-forward NN or a multilayer perceptron (MLP) is simply a model that employs several layers of units (or nodes/perceptrons/neurons) connected through nonlinear activation functions to estimate the data generating process. In particular, for a one-layer NN, the estimated model has the following form

$$
\hat{y} = \sigma_2(\sigma_1(x^T w_1 + b_1)^T w_2 + b_2)
$$

Here, $\sigma_1$, $\sigma_2$, $w_1$, $b_1$, and $b_2$ are parameters to be estimated. $\sigma_1$ is a typically nonlinear activation function, such as ReLU or sigmoid. For a classification task, such as ours, $\sigma_2$ is taken as a softmax function. The complexity of the model can be further increased by the increasing number of layers and/or nodes in each layer. A NN is a powerful tool to model a complex data generating function. However, this has two major setbacks: it lacks the interpretability, inference of simpler parametric models and this is not suitable for small data sets such as ours. That being said, we include this in our study for comparison (Figure 5a,b).

We run all four of these models on our dataset using the statistical software R, and the results are summarized in Figure 5a. As we can see in Figure 5a, other than the logistic regression, all other models perform ideally. The train and test performances match up to 100%. However, among these, we do prefer the LDA due to its simplicity and explainability, which gives 95% test accuracy (57 out of 60 samples identified correctly). In fact, we can determine how each variable combines to produce the classification boundaries using eq 1. The other two methods lack this and hence would be unable to
produce theoretically robust feature importance or uncertainty quantifications. The proposed sensor array can be an easy and robust method for the discrimination of bioanalytes such as proteins and biomarkers. The interaction between cationic MoS$_2$ and GFP mimics the protein–protein interactions and is hence successfully implemented for detection of proteins in the buffer as well as in serum media. Earlier, native MoS$_2$ nanosheets were used in the sensor array for protein discrimination with a detection limit of 500 nM. In the current work, the sensitivity of the system was found to be 1 nM. This indicates the potential recognition ability of the functionalized materials. A similar setup was also utilized earlier for gold nanoparticles. As compared to gold nanoparticles, 2D-MoS$_2$ possesses highly active surfaces and hence the optimized array is able to discriminate 15 different proteins (50 nM) in the buffer. In the presence of serum media, using only four receptors, 10 proteins (2.5 μM) were successfully classified, which exhibits higher sensitivity compared to functionalized nanoparticles. Previously, graphene oxide, a well-known receptor for biomolecular recognition, was used in array-based sensing against GFP as one of the signal transducers. Although the sensitivity of the system was similar to that of this work, the ability of the sensor array in a biological medium was not examined. In another study, graphene oxide was used as a quencher against fluorescent aptamers, where the working concentration in serum medium was maintained at 5 μM for detection of five different proteins; however, the cationic MoS$_2$-based sensor array could discriminate 10 different proteins at 2.5 μM. Along with this, charge tunability through surface modification was very tedious. Hence, in the sensor array, graphene oxide was fixed as the receptor unit, and the cross-reactivity was achieved by changing the signal transducers. But for molecular recognition, modifying the surface according to the analyte on demand is very crucial. Such a thing can be easily achieved through 2D-MoS$_2$. In addition, implementation of the machine learning technique for unknown sample analysis helped to achieve better accuracy than that of manual statistical analysis, which was earlier not used in 2D nanosensor arrays. In a nutshell, a combination of the 2D nanosurface and easy functionalization of MoS$_2$ made it an efficient sensor in pattern-based recognition with the assistance of machine learning techniques.

**CONCLUSIONS**

In summary, we have developed a sensor array comprising two-dimensional cationic MoS$_2$ as cross-reactivity receptors and GFP as signal transducers. The versatility in binding affinity toward GFP and analytes was achieved through functionalization with cationic thiol ligands bearing variable nonthiol head groups. The array consisting of seven different receptors could successfully discriminate between 15 protein analytes at 50 nM concentration with a detection limit of 1 nM. The system was also extended to detect protein analytes in a binary mixture and in a serum sample. The high response from negatively charged proteins was attributed to the electrostatic nature of the receptors (cationic MoS$_2$), and this advantage can be successfully exploited for the detection of other negatively charged analytes, viz., bacteria, cell lines, cell lysates, etc. Additionally, we have shown that for a small array-based sensing dataset, both simple and complex machine learning can be equally effective in pattern recognition. It has been well-reported in the literature that incorporating complex ML analysis into large high-dimensional data sets generated by array-based sensing platforms in real-world scenarios results in significant advantages over statistical analysis and leads to smart and adaptable sensor systems. For a typical 6-replicate data, a linear method such as LDA suffices, but if the dataset becomes larger in the case of real-world application scenarios, neural networks are likely to perform better in handling nuances in a large dataset.
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