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Evolutionary modeling reveals enhanced mutational flexibility of HCV subtype 1b compared with 1a

Hang Zhang, Ahmed A. Quadeer, and Matthew R. McKay

SUMMARY

Hepatitis C virus (HCV) is a leading cause of liver-associated disease and liver cancer. Of the major HCV subtypes, patients infected with subtype 1b have been associated with having a higher risk of developing chronic infection and hepatocellular carcinoma. However, underlying reasons for this increased disease severity remain unknown. Here, we provide an evolutionary rationale, based on a comparative study of fitness landscape and in-host evolutionary models of the E2 glycoprotein of HCV subtypes 1a and 1b. Our analysis demonstrates that a higher chronicity rate of 1b may be attributed to lower fitness constraints, enabling 1b viruses to more easily escape antibody responses. More generally, our results suggest that differences in evolutionary constraints between HCV subtypes may be an important factor in mediating distinct disease outcomes. Our analysis also identifies antibodies that appear escape-resistant against both subtypes 1a and 1b, providing directions for designing HCV vaccines having cross-subtype protection.

INTRODUCTION

HCV is a highly mutable single-stranded RNA virus (Rosen, 2011). Approximately 15%–25% of infected people clear the virus spontaneously, while the remaining develop chronic liver disease, commonly leading to cirrhosis and hepatocellular carcinoma (HCC) (Centers for Disease Control and Prevention, 2018). HCV is estimated to cause chronic infection in 38 million people worldwide (World Health Organization, 2021). Although therapeutic treatments for chronic HCV infection have improved since the introduction of direct-acting antivirals (DAAs), these drugs are only administered to a limited number of infected individuals because of high cost (Rosenthal and Graham, 2016) and low diagnostic rate (World Health Organization, 2021). The effectiveness of DAAs also has limitations due to the inability to prevent reinfection (Rossi et al., 2018) and the emergence of drug-resistant variants (Wyles and Luetkemeyer, 2017). Thus, for complete eradication of HCV, developing an effective vaccine is essential.

HCV is classified into eight major genotypes and 90 subtypes (ICTV, 2019). Among the major genotypes, genotype 1 is the most prevalent, representing roughly half of all HCV infections worldwide (Petruzzello et al., 2016). Of the genotype 1 infections for which subtypes have been specified, 99% are either subtype 1a or 1b (Messina et al., 2014), with subtype 1b known to be the most prevalent subtype worldwide (Gower et al., 2014). The dominant HCV subtype however varies across geographical regions, with subtype 1a more prevalent in North America, Tropical Latin America, Northwestern Europe, and Australia, and subtype 1b more prevalent in Asia, Western and Eastern Europe, Southern and Central Latin America, and North Africa (Messina et al., 2014). The most prominent difference between these two highly prevalent HCV subtypes is in terms of disease outcome. Multiple studies have shown that the chronicity rate of subtype 1b infections is about two times higher than that of 1a and other subtypes (Amoroso et al., 1998; Cho et al., 2014; Hwang et al., 2001). Moreover, subtype 1b infections have been reported to increase the risk of developing cirrhosis (Osella et al., 2001), and present almost double the risk of developing HCC compared with 1a and other subtypes (Bruno et al., 2007; Lee et al., 2014; Raimondi et al., 2009; Silini et al., 1996).

Despite these observations, it remains unclear as to why subtype 1b infections may lead to more severe disease outcomes. This may be attributed to various reasons, including differences in viral phenotype, host-specific immune factors, demographics, transmission route (injectable drug use in the case of 1a...
and blood transfusion in the case of 1b (Magiorkinis et al., 2009), etc. One plausible explanation is that subtype 1b may evolve under less rigid fitness constraints than other subtypes, allowing it to escape immune responses more easily and to more effectively propagate infection. Evidence of a similar phenomenon has been presented for HIV, for which the fitness of the infecting subtype has been reported to be a factor associated with disease outcome (Venner et al., 2016). For HCV, host-specific factors such as patient’s ethnicity, gene composition (e.g., IL28B polymorphisms), alcohol consumption, and co-infection with HIV have been shown to contribute to the disparate disease outcome of infections (Chen and Morgan, 2006; Missiha et al., 2008; Yan and Wang, 2017). However, it is not yet known whether different HCV subtypes exhibit markedly different fitness properties, and if so, whether this could be a significant factor in determining disease outcome.

We aim to address these questions by using computational modeling, leveraging sequence data as well as available clinical and experimental data. Our approach is to first infer a model for the fitness landscape of HCV E2 (the primary target of neutralizing antibodies) for subtype 1b, which we validate against in-vitro fitness measurements, and compare it with an analogous model for subtype 1a that we had inferred previously (Quadeer et al., 2019a). Our comparative analysis suggests E2 1b to be more tolerant to mutations compared with E2 1a, indicating that it may be easier for subtype 1b viruses to evade immune responses. This is further corroborated by an analysis of the average time it takes for each subtype to escape from antibody responses, which we quantify by using population-genetics-based models of in-host viral evolution (Quadeer et al., 2019a). Our analysis, in general, points to significant differences in viral evolutionary constraints experienced by HCV subtypes 1a and 1b, which may contribute to observed subtype-specific differences in disease outcomes. We additionally employ the evolutionary models to identify potentially escape-resistant human monoclonal antibodies (HmAbs) against both subtypes 1a and 1b, which may assist in the rational design of a vaccine that is effective against the most prevalent HCV subtypes worldwide.

RESULTS

Inference and validation of the HCV E2 1b fitness landscape

We inferred a computational model for the fitness landscape of E2 1b using the sequence data available at the HCV-GLUE database (Singer et al., 2018, 2019) (see STAR Methods for details). This involved obtaining a maximum entropy (least-biased) probabilistic model—a “prevalence landscape” that captures the probability of observing a virus with a particular E2 protein sequence in circulation. In this model, the probability of any sequence $x = [x_1, x_2, ..., x_N]$ can be expressed as

$$ P_{h,J}(x) = \frac{e^{-h_i(x)}}{Z}, \text{ where } E_{h,J}(x) = \sum_{i=1}^{N-1} \sum_{j=i+1}^{N} J_{ij}(x, x_j) + \sum_{i=1}^{N} h_i(x). \quad \text{(Equation 1)} $$

where $h$ is the set of all fields that represent the effect of mutations at a single residue, $J$ is the set of all couplings that represent the effect of interactions between mutations at two different residues, and $Z = \sum e^{-E_{h,J}(x)}$ is a normalization factor. The quantity $E_{h,J}(x)$ represents the energy of sequence $x$, which is inversely related to its prevalence. Inferring a maximum entropy model involves choosing the model parameters (fields and couplings) such that the single and double mutant probabilities obtained from the model match with those of the multiple sequence alignment (MSA). Maximum entropy models have been used for inferring the fitness landscape of HCV polymerase protein (Hart and Ferguson, 2015) and of several proteins of HIV (Barton et al., 2016; Ferguson et al., 2013; Flynn et al., 2017; Louie et al., 2018; Mann et al., 2014), and for designing a T cell-based HIV vaccine candidate, shown to be immunogenic in rhesus macaques (Murakowski et al., 2021). The maximum entropy model inference for E2 protein is challenging as it involves estimating a large number of model parameters, a consequence of the high mutational diversity of E2 compared to other HCV proteins (Figure S1). To tackle this problem, we used an efficient computational approach introduced in (Louie et al., 2018) to infer fitness landscapes of the HIV envelope protein. The method was also applied to infer a fitness landscape for the E2 protein of HCV subtype 1a (Quadeer et al., 2019a).

The single and double mutant probabilities obtained from our inferred model for HCV E2 subtype 1b aligned well with those of the MSA (Figures S2A and S2B). Other statistics, such as triple mutant probabilities and the distribution of the number of mutations computed from our inferred model, although not explicitly included while training, also matched well with those of the MSA (Figures S2C and S2D). These
results indicate that our inferred prevalence landscape model accurately captures the statistical variations in the observed E2 1b sequence data.

We curated in-vitro infectivity measurements of subtype 1b strains from four experimental studies (Esteban-Riesco et al., 2013; Naik et al., 2017; Pantua et al., 2013; Urbanowicz et al., 2015) (see Data S1 for details). Comparing fitness predictions from the inferred model with these in-vitro infectivity measurements demonstrated that the inferred landscape for E2 1b is a reasonably good representative of the underlying protein fitness landscape (Figure 1A). Specifically, a strong negative Spearman correlation ($\tau = -0.71$; see STAR Methods for details) was observed between the model-predicted energies (inversely related to prevalence; see Equation (1)) and measured fitness values. This accuracy is commensurate with fitness predictions reported by studies of other proteins (Ferguson et al., 2013; Flynn et al., 2017; Hart and Ferguson, 2015; Louie et al., 2018; Mann et al., 2014; Quadeer et al., 2019a).

In addition to mutations at individual residues, interactions between mutations at different residues have been shown to be important contributors to HCV fitness (Parera and Martinez, 2014; Quadeer et al., 2019a). Thus, we compared the predictions of our model, which takes into account residue interactions via couplings, with those of a model based only on amino acid conservation (or single mutant probabilities (Quadeer et al., 2019a)). Compared to our model, the conservation-only model provided a much lower correlation ($\tau = -0.36$) between the model-predicted energy and in-vitro infectivity measurements (Figure 1A, inset), corroborating the importance of incorporating residue interactions in determining fitness. This suggests that the fitness effect of individual mutations in HCV also depends on the sequence background in which they are introduced, a phenomenon commonly called “epistasis” in genetics. Moreover, the strong couplings of maximum entropy models are known to be informative of contacts in the protein tertiary structure (Weigt et al., 2008; Dunn et al., 2007; Morcos et al., 2011). The inferred E2 1b model couplings were also found to be good predictors of contacts in the E2 1b protein structure [PDB ID: 6MEI] (Figure 1B; see STAR Methods for details). The contact prediction from the model couplings was comparable with direct coupling analysis (DCA) (Morcos et al., 2011), a standard contact prediction method (Figure S3).

**Fitness models indicate subtype 1b to be less evolutionarily constrained than subtype 1a**

We compared the fitness landscape model of HCV E2 1b with an analogous model developed previously for E2 1a (Quadeer et al., 2019a) to investigate whether the observed differences in disease outcome of the two subtypes’ infections may be related to the associated fitness constraints. We first compared the fitness landscapes based on two standard metrics used for quantifying landscape ruggedness: autocorrelation

---

**Figure 1. Validation of the inferred E2 1b fitness landscape**

(A) Normalized experimental fitness measurements correlate strongly with the energy computed from the inferred landscape. In contrast, a much lower correlation is observed for the conservation-only model (Quadeer et al., 2019a) that does not take couplings into account (inset). References for fitness (infectivity) measurements are shown in the legend. Normalization of fitness measurements and predicted model energies were performed by subtracting the mean from each dataset and dividing by its standard deviation. In (Esteban-Riesco et al., 2013) and (Naik et al., 2017), E2 fitness measurements were reported in two different E1 backgrounds. In (Esteban-Riesco et al., 2013), one background involved methionine (M) at residue 299, while the other involved valine (V). Similarly, in (Naik et al., 2017), one background involved threonine (T) at residue 292, while the other involved alanine (A).

(B) Precision of contact predictions vs. the top $x$ pairs according to the inferred model couplings. Precision is the proportion of top $x$ pairs that are truly in contact. Two residues were assumed to be in contact if their carbon-alpha atoms were less than 8Å apart according to the available E2 1b crystal structure (PDB ID: 6MEI). See also Figure S3.
and neutrality (Kouyos et al., 2012; Quadeer et al., 2020; Vassilev et al., 2003). Autocorrelation quantifies the average change in fitness as one moves randomly along the landscape (see STAR Methods for details). We observed that the decay of autocorrelation of the E2 1b landscape was slower than that of 1a (Figure 2A, left panel), suggesting that the average change in fitness while moving along the landscape of 1b is less than that of 1a. The neutrality associated with each landscape quantifies the maximum number of mutation steps one can take on average without much change in fitness while moving randomly along the landscape (see STAR Methods for details). Our results showed that the E2 1b landscape was more neutral than 1a (Figure 2A, right panel), further suggesting that the average fitness cost upon mutation in 1b is lower than that of 1a. These results were qualitatively robust to the choice of the involved parameters (Figure S4).

We also compared the two landscapes using a low-dimensional representation that characterizes each landscape by its local “peaks”, representing fitness maxima. Such local peaks have been shown to be informative of immune-escape pathways employed by HIV (Barton et al., 2015), and of the evolution of poliovirus under vaccine-induced and natural selective pressures (Quadeer et al., 2020). Peaks were obtained by following a steepest ascent walk from each sequence in the MSA. In the previous HIV study (Barton et al., 2015), sequences representing each peak in the landscape, referred to as “peak sequences”, were found to be strongly enriched in HLA-associated mutations driven by host immune responses. Investigating the peak sequences of each subtype for HCV E2 revealed that almost all of the peak sequences of both subtypes were statistically significantly enriched in known escape mutations from E2-specific
HmAbs (Keck et al., 2008, 2009, 2016; Kato et al., 1993; Morin et al., 2012; Bailey et al., 2015; Velázquez-Moctezuma et al., 2019) (Figure 2B left panel; see STAR Methods for details). This suggests that peaks in the fitness landscapes of E2 may be representative of immune-escape pathways employed by HCV for both subtypes. This result was also qualitatively robust to the change of parameter values involved in the landscape inference (Figure S5). We observed that there were far more peaks in the landscape of 1b than 1a (Figure 2B, middle panel), suggesting that more escape pathways may be available for subtype 1b than 1a. Rank-ordering the peaks according to the fraction of MSA sequences represented by each peak revealed that the same number of top peaks in 1b comprised a smaller fraction of sequences than 1a (Figure 2B, right panel). This indicates that the sequences are more spread out across peaks in 1b, which is suggestive of relatively diverse escape pathways utilized by subtype 1b in comparison with 1a. These qualitative results were also robust to the change of parameter values involved in the landscape inference (Figure S6). We additionally confirmed, using a procedure similar to (Barton et al., 2015; Quadeer et al., 2020), that the peaks observed in each landscape are not an artifact of finite sampling, but arise owing to the interplay between mutations at different residues in each subtype (Quadeer et al., 2019a). Generally, the comparative analysis of the 1a and 1b fitness landscapes (Figure 2) was robust to finite sampling, returning qualitatively similar results even when fewer sequences were used for inferring the landscapes (Figure S7).

Overall, this comparison of fitness landscapes demonstrates that intrinsic fitness constraints governing the evolution of HCV subtypes may differ significantly. Our results are suggestive of subtype 1b to be under less fitness constraints compared with 1a, potentially making it easier for 1b to escape from antibody-mediated immune pressure. Such a difference between the two subtypes is not apparent by comparing simple sequence level statistics such as residue-wise entropies (Figure S8).

Evolutionary modeling and escape time prediction for subtype 1b
To further investigate whether the ease of escaping immune responses is subtype-dependent, we quantified the time it takes for E2 1b to escape immune responses using an in-host viral evolutionary model similar to the one we had employed previously for E2 1a (Quadeer et al., 2019a). This evolutionary model takes into account stochastic dynamics during in-host viral evolution, such as host-viral interactions, competition within the viral population, and multiple pathways that may be employed by the virus to escape from immune pressure. This was accomplished by incorporating the inferred E2 1b fitness landscape into a Wright–Fisher-like population genetics model (Ewens, 2004). The parameters involved in this model, such as mutation rate and effective size of the viral population, were set according to known values for HCV (Bull et al., 2011; Cuevas et al., 2009; Sanjuan et al., 2010), while the sequence survival probability in the population from one generation to the next was determined by the inferred E2 1b fitness landscape (see STAR Methods for details).

For each E2 1b residue, we used the evolutionary model to predict the time for an escape mutation to reach a majority in the population. Specifically, for calculating the escape time associated with a particular residue, we started the evolutionary simulation by first initializing the population with duplicates of a sequence randomly picked from the MSA having the consensus amino acid at the selected residue. Immune pressure was modeled as a fixed reduction in fitness of sequences having the consensus amino acid at the residue, thereby allowing a selective advantage to sequences that incur a mutation at that residue. We continued the simulation until the sequences having a mutation at the selected residue reached a majority in the population. We considered this as a representative marker of viral escape from the corresponding immune pressure. The number of generations for escape was recorded, and this procedure was repeated multiple times with the same initial sequence, as well as with multiple distinct initial sequences. The mean number of generations over all these simulation runs, termed “escape time”, was computed and recorded for every E2 1b residue (see STAR Methods for details).

We validated the predicted escape times for E2 1b residues using experimental and clinical data. First, we assessed the ability of our model to predict known escape mutations from multiple E2-specific HmAbs (Keck et al., 2008, 2009, 2016; Kato et al., 1993; Morin et al., 2012; Bailey et al., 2015) (listed in Table S1). Such mutations would be expected to be associated with lower escape times compared to mutations at other residues, enabling the virus to escape the associated antibody pressure. Our results demonstrated that this was indeed the case ($P = 1.4 \times 10^{-19}$, Mann-Whitney test, Figure 3A). We also validated the escape time metric by predicting the escape times associated with mutating the buried and exposed (surface)...
residues in E2 1b, respectively. Buried residues that form the protein core are more likely to be crucial for stability (Chen and Zhou, 2005), implying that mutations at these residues would be expected to be associated with higher escape times than mutations at the exposed ones. Residues of the available crystal structure of E2 1b (PDB ID: 6MEI) (Flyak et al., 2018) were classified as exposed or buried according to the standard relative solvent accessibility (RSA) metric (see STAR Methods for details). Comparing the escape times associated with these two sets of residues revealed that the mutations at buried residues were predicted to have higher escape times ($P = 1.8 \times 10^{-11}$, Mann-Whitney test; Figure 3B), as expected. Overall, these tests provide confidence in the capability of the evolutionary model to distinguish E2 1b residues associated with low and high escape times.

**Escape time comparison indicates subtype 1b may evade HmAbs more easily than subtype 1a**

We compared the predicted escape times of the exposed residues of E2 1b (which are more likely to be targeted by HmAbs) with those previously predicted for E2 1a (Quadeer et al., 2019a). All relevant model parameters were matched to perform a fair comparison between the two subtypes (see STAR Methods for details). We found that the escape times of exposed residues of E2 1b were generally lower than those of 1a ($P = 9.5 \times 10^{-9}$, Mann-Whitney test; Figure 4A), suggesting that it may be easier for subtype 1b to escape from antibody responses than 1a. This was also true if all residues of both subtypes were considered ($P = 1.7 \times 10^{-13}$, Mann-Whitney test; Figure S9). To visualize the escape times associated with exposed residues, we superimposed them as a heatmap on the resolved crystal structure of E2 for each subtype (Figure 4B). Here, as in Figure 4A, the low concentration of residues with high escape time (colored in red) in subtype 1b compared with 1a is also evident. Moreover, we observed that few common exposed residues were associated with very high escape times for both subtypes (Figure S10). Interestingly, an epitope 412–425 comprising such residues (423 and 425) was shown in a recent study to be capable of inducing potent
neutralizing antibodies against multiple HCV genotypes including 1a and 1b (Czarnota et al., 2020). Hence, targeting these residues may assist in eliciting an effective immune response against both subtypes.

As the majority of the neutralizing antibodies block HCV entry (Harman et al., 2015), we also investigated the escape times of residues of each subtype that are involved in binding to CD81, the main HCV receptor (Ströh et al., 2018). We found that the escape times of these residues for subtype 1b were lower than those of 1a, suggesting that the entry of subtype 1b is more flexible and thereby making it potentially easier for 1b to escape CD81-targeting antibodies without significantly compromising viral entry (Figure S11).

We further employed our model to compare the two subtypes based on the escape resistance of known HmAbs. Specifically, we focused on HmAbs with binding residues determined using global alanine scanning mutagenesis (Pierce et al., 2016; Gopal et al., 2017; Keck et al., 2019; Bailey et al., 2017). We compared the minimum escape time ($t_{\text{min}}$) predicted for the binding residues of 35 antibodies. Similar to Figure 4A, this analysis also showed that the minimum escape times predicted for each antibody for subtype 1b were statistically significantly lower than those predicted for 1a ($P = 2.7 \times 10^{-6}$, Mann-Whitney test; Figure 4C).

Figure 4. Escape time comparison of E2 subtype 1a and 1b

(A) Comparison of escape times associated with exposed residues of E2 of each subtype.

(B) Escape times of exposed residues superimposed on the crystal structure of E2 1a (left panel, PDB ID: 4MWF (Kong et al., 2013)) and E2 1b (right panel, PDB ID: 6MEI (Flyak et al., 2018)). Buried residues are shown in black.

(C and D) Comparison of the minimum escape time associated with mutating the binding residues of known E2-specific HmAbs for each subtype (C) taken together and (D) individually. Binding residues of an antibody were determined by global alanine scanning mutagenesis (Pierce et al., 2016; Gopal et al., 2017; Keck et al., 2019; Bailey et al., 2017), where each residue of the wild-type sequence was substituted by alanine (or glycine-serine if the residue in the wild-type was alanine). For the majority of antibodies (Pierce et al., 2016; Keck et al., 2019; Gopal et al., 2017), the fraction of the mutant sequence binding with respect to the wild-type sequence, called relative binding (RB), was reported for each residue, and we defined binding residues of any one of these antibodies as residues with RB less than or equal to 20%. For some specific antibodies (HEPC98, HEPC50, HEPC46, HEPC74, HEPC43, and HEPC3), critical binding residues as reported in (Bailey et al., 2017) were used. The dashed line for each subtype denotes the optimal cut-off value $\zeta$ (see STAR Methods for details). HmAbs predicted to be escape-resistant for any subtype are colored in red, while the remaining ones are colored in blue. The HmAbs predicted to be escape-resistant for both subtypes are shown in bold. In each box plot in (A and C), the middle line indicates the median, the edges of the box represent the first and third quartiles, and whiskers extend to span a 1.5 interquartile range from the edges. All reported P values were calculated using the one-sided Mann-Whitney test.

See also Figures S9–S11.
In addition, we considered a linear classifier (Quadeer et al., 2019a) to compute an optimal escape time cut-off value $\zeta$ for each subtype to determine whether a residue is relatively escape-resistant or not. This binary classifier was designed by taking the residues with known escape mutations (listed in Table S1) as true positives and all remaining residues as true negatives (see STAR Methods for details). We then assessed each antibody by comparing the minimum escape time predicted by each model with the corresponding optimal cut-off value $\zeta$. Based on this analysis, we observed that fewer HmAbs were predicted to be difficult to escape for 1b than 1a (colored in red in Figure 4D). All the HmAbs predicted to be difficult to escape for 1b were also predicted to be the same for 1a, except for HmAb 212.10. However, the opposite was not true, further suggesting the potentially greater ability for subtype 1b to escape from HmAbs. Nonetheless, we identified eight HmAbs, HC33-1, CBH-7, CBH-23, HC-1, HEPC50, 212.25, 212.15, and HCV1, predicted to be difficult to escape for both subtypes (shown in bold). This result is consistent with information available for these HmAbs in the literature. Specifically, multiple studies have reported HC33-1 as a potentially escape-resistant antibody for multiple genotypes (Keck et al., 2014; Pierce et al., 2016) and HCV1 as a potent cross-reactive antibody (Kong et al., 2012; Broering et al., 2009). Other studies have isolated HmAbs HEPC50, 212.25, and 212.15 from patients who have spontaneously cleared HCV (subtypes 1a, 1b, or 3a), and these antibodies have also been shown to be cross-neutralizing (Keck et al., 2019; Bailey et al., 2017). Additionally, among the HmAbs that we predicted to be relatively easy to escape for both subtypes, HmAbs CBH-4D, CBH-4G, CBH-4B, CBH-20, CBH-21, CBH-22, AR1A, AR1B, and AR2A have been reported to be non-neutralizing or isolate-specific antibodies in previous studies (Keck et al., 2005; Kong et al., 2016; Law et al., 2008). As for HmAbs AR3A, AR3B, AR3C, and AR3D, there are contradicting results in the literature. Certain studies have reported them as potent broadly neutralizing antibodies (Law et al., 2008; Merat et al., 2019), whereas other studies have found escape mutations against these antibodies (Bailey et al., 2015; Velázquez-Moctezuma et al., 2019). Our results are consistent with the latter set of studies, as both 1a and 1b models predicted these antibodies to be relatively easy to escape.

**DISCUSSION**

Subtypes 1a and 1b are the two prevalent subtypes of HCV, together representing roughly half of all HCV infections worldwide. Clinical outcomes of subtype 1b infections have been shown to be considerably more severe than those of 1a, showing higher chronicity rate and higher risk of developing cirrhosis and HCC. The underlying reasons for these differences are not well understood. We reasoned that this may be due to subtype 1b being under relatively less fitness constraints than 1a, potentially enabling it to evade immune pressure more easily than 1a. We developed computational models to validate this hypothesis. First, by inferring a fitness landscape of HCV E2 1b and comparing it with an analogous model for 1a obtained previously, our analysis suggested that HCV 1b is subject to less fitness constraints. This result, taken more generally, showed that different subtypes of HCV may possess markedly distinct evolutionary properties. We incorporated the inferred fitness landscape of E2 1b into a population-genetics evolutionary model to predict the time it takes HCV to escape immune responses targeting any specific residue of E2 1b, and compared with the escape times predicted for E2 1a in our previous study (Quadeer et al., 2019a). The escape times of E2 1b were generally lower than those of 1a, suggesting that it may be easier for 1b to escape antibody responses.
The differences in the fitness constraints of the two HCV subtypes that we report here do not seem to stem from differences in the quality of the respective model fit. This is evident from the similar statistical accuracy of the inferred model for each subtype (1a: Figure 1 in (Quadeer et al., 2019a) and 1b: Figure S2) and from nearly the same correspondence between model predictions and experimental fitness measurements (1a: −0.72 (Quadeer et al., 2019a) and 1b: −0.71 (Figure 1)). Additionally, the qualitative results related to the comparison of the two landscapes appeared robust to changes in the number of sequences as well as the specific parameter values used in inferring the landscapes (Figures S5–S7).

Our results suggest that distinct fitness constraints of HCV subtype 1a and 1b may contribute to the observed differences in disease outcomes of these subtypes. However, other factors may also contribute to disparate disease outcomes, including host-specific factors such as patient’s ethnicity, alcohol consumption, and co-infection with HIV (Chen and Morgan, 2006; Missiha et al., 2008; Yan and Wang, 2017). Immunogenicity of the viral subtypes may also play a role because if HCV subtype 1b was found to be less immunogenic than 1a, it could contribute to higher rates of chronic disease. However, there is little evidence to support this, with experimental studies in fact suggesting that the two subtypes have similar immunogenicity (Rodríguez-López et al., 1999). This was demonstrated by stimulating the sera from HCV-infected patients with peptides selected from regions of the HCV proteome having high inter-subtype variability. Similar immunogenicity of both subtypes is also consistent with experimentally identified HCV E2-specific B cell epitope data available from the Immune Epitope Database (IEDB; https://www.iedb.org) (Vita et al., 2018), which shows that the coverage of epitopes along the E2 primary structure is similar for both 1a and 1b (Figure S12). Based on current information, it appears unlikely that differences in immunogenicity is a key factor responsible for the disparate disease outcomes of HCV subtypes 1a and 1b.

While to our knowledge possible association between viral fitness constraints and disease outcome of HCV subtypes has not been elucidated previously, related results have been reported for HIV. Like HCV, HIV subtypes have also been shown to associate with different disease outcomes, defined based on the rate of CD4+ T cell decline and speed of progression to AIDS (Easterbrook et al., 2010; Amomkul et al., 2013; Ssemwanga et al., 2013; Kiwanuka et al., 2013; Venner et al., 2016). Clinical studies on HIV have pointed to replicative fitness of the infecting subtype as an important factor associated with disease outcome (Venner et al., 2016; Claiborne et al., 2015). For instance, in (Venner et al., 2016), by following the decay of CD4+ T cell counts in untreated patients infected with HIV subtype A, C, or D, patients infected with subtype D were reported to be associated with faster disease progression. Further, by performing dual HIV competition assays of strains isolated from patients infected with each subtype against the reference HIV-1 subtype B isolates, it was shown that the relative replicative fitness of subtype D strains was higher than that of the other two subtypes. Overall, these studies are supportive of our findings for HCV by providing evidence that associations between the viral subtype and disease progression may be explained, at least in part, by differences in subtype fitness constraints. Our study motivates targeted HCV experimental studies for further investigating the effects of subtype fitness constraints on disease outcome. These may include longitudinal studies of patients infected with HCV subtypes 1a and 1b, which compare the relative fitness (or infectivity) of the infecting strains as well as their association with chronicity or clearance.

Our escape time analysis of residues known to be important for CD81 binding showed that viral entry of subtype 1b may be more flexible than that of subtype 1a (Figure S11). That is, subtype 1b may be more capable of mutating CD81 binding residues while remaining fit. This would make it easier for subtype 1b to escape CD81-targeting antibodies, which form the majority of neutralizing antibodies (Harman et al., 2015). Thus, the potential ability of 1b to escape neutralizing antibodies while maintaining binding to CD81 may lead to more chronic infections compared with 1a. This predicted subtype-specific disparity in viral entry can be confirmed via targeted experiments such as performing site-directed mutagenesis of CD81 binding residues for subtypes 1a and 1b and measuring the difference in viral entry using CD81 binding assays.

The escape times predicted by our in-host evolutionary models identified five E2-specific HmAbs (HEPC3, HEPC74, HEPC46, HCB4-20, and 212.10) that appear to be relatively easy to escape for exclusively one
subtype. Investigating the escape times associated with the binding residues of these HmAbs for both subtypes revealed that this distinction was due to a single residue in the footprint of each HmAb, for which mutational escape for one subtype was predicted to be relatively easy, but not for the other subtype (Figure S13). Specifically, residue 437 for HEPC3 and HEPC74, residue 546 for HEPC46, residue 608 for HC84-20, and residue 442 for 212.10 appear to be relatively easy to escape for one subtype only. Of these, residues 437, 546, and 608 are orthologous in E2 subtypes 1a and 1b. This suggests that the distinctive association of mutations at these residues with immune escape in each subtype may be due to the different amino acids preferred at these positions along with their corresponding mutational interactions with other residues in the protein. Thus, our study provides motivation for further experiments to systematically explore whether the difference in the ability to escape neutralizing antibodies is HCV genotype/subtype-specific. For instance, the sequences representing the top peaks in the fitness landscape of each subtype—which are locally most fit and enriched in antibody escape mutations (Figure 2B)—can serve as a good representative panel of HCV E2 sequences to test the neutralization patterns of antibodies.

We also identified eight HmAbs (HC33-1, CBH-7, CBH-23, HC-1, HEPC50, 212.25, 212.15, and HCV1) that appear relatively difficult to escape for both subtypes, and also identified specific exposed residues in E2 that are associated with high escape times for both subtypes (Figure S10). Incorporating the epitopes targeted by the identified escape-resistant HmAbs into rationally designed vaccines (Bailey et al., 2018; Sohail et al., 2020) may aid in eliciting an effective immune response against both HCV subtypes 1a and 1b, and eventually help to curb their global spread. Targeting the exposed yet difficult-to-escape E2 residues, e.g., by synthetic antibodies (Muyldermans, 2013; Sormanni et al., 2015; Zimmermann et al., 2018), may also present an effective therapeutic strategy. Our study motivates further investigation of the identified escape-resistant antibodies and difficult-to-escape exposed E2 residues in the context of HCV vaccines and therapies via targeted experiments.

Limitations of the study
There are multiple limitations of our study. We used the available HCV subtype 1b sequence data and in vitro fitness measurements for the inference and validation of our fitness landscape model, respectively (Figure 1). This available data for subtype 1b is limited compared with that of 1a. Thus, further sequencing efforts and fitness studies specific to HCV subtype 1b would assist in improving its computational modeling. Moreover, while our study suggests that subtype 1b is evolving under lower fitness constraints compared with 1a, it is difficult to resolve specific underlying mechanisms that lead to the observed disparity between the outcomes of the two subtypes. This is because fitness is a broad phenomenon which can be attributed to multiple factors, including the ability of the virus to infect host cells, bind to host receptor, transmit to a new host, etc. Our analysis suggests that compared with 1a, subtype 1b is more flexible in binding to the host receptor (Figure S11). However, the two subtypes may also differ in other mechanisms. Further, targeted experimental studies are needed to investigate this aspect.
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| The E2 subtype 1b infectivity measurements, used for validating the fitness landscape model | This manuscript | Data S1 |
| Accession numbers of E2 subtypes 1b sequences used for inferring the model | This manuscript | Data S2 |
| The mean escape time predicted by the in-host evolutionary model for each residue of E2 subtype 1b | This manuscript | Data S3 |
| Data and scripts for reproducing the results reported in the manuscript | This manuscript | https://github.com/hangzhangust/HCVE21a1b |
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Lead contact
Further information and requests for resources and reagents should be directed to and will be fulfilled by the lead contact, Matthew R. McKay (matthew.mckay@unimelb.edu.au).

Materials availability
This study did not generate new unique reagents.

Data and code availability
- All data used in this work has been provided in the supplemental information and is publicly available as of the date of publication. The E2 1b infectivity measurements, used for validating the fitness landscape model, are included in Data S1. Accession numbers of E2 1b sequences used for inferring the model are listed in Data S2. The mean escape time predicted by the in-host evolutionary model for each residue of E2 1b is provided in Data S3.
- Data and scripts for reproducing the results are available at GitHub: https://github.com/hangzhangust/HCVE21a1b_Hang. The GUI-based software implementation of the MPF-BML method (Louie et al., 2018), used for inferring the fitness landscape parameters, is available at GitHub: https://github.com/ahmedaq/MPF-BML-GUI (Quadeer et al., 2019b). Any additional information required to reanalyze the data reported in this paper is available from the lead contact upon request.
- Any additional information required to reanalyze the data reported in this paper is available from the lead contact upon request.

METHOD DETAILS

Data preprocessing
We downloaded 1,559 aligned HCV E2 subtype 1b amino acid sequences (genome coverage ≥ 99%) from the HCV-GLUE database (http://hcv.glue.cvr.ac.uk) (Singer et al., 2018, 2019). To exclude any outlying sequences, we constructed a pairwise similarity matrix (1559 × 1559) of the sequences (Strimmer and Haeseler, 2009), with each (i, j)th entry representing the fraction of residues at which the sequence i and
Inference of HCV E2 1b fitness landscape

We inferred a maximum entropy model, i.e., the “prevalence landscape”, for E2 1b to serve as a representative of its underlying fitness landscape. The maximum entropy model is a least-biased model that can reproduce the single and double mutant probabilities of the MSA, defined as

\[ f(a) = \frac{1}{W} \sum_{k=1}^{M} w_k \delta(x^{(k)}_i, a) \]  
\[ f_{ij}(a, b) = \frac{1}{W} \sum_{k=1}^{M} w_k \delta(x^{(k)}_i, a) \delta(x^{(k)}_j, b). \]  

(Equation 2)

Here, \( x^{(k)}_i \) is the \( i \)th residue of the \( k \)th sequence from the MSA which takes on a value from either the consensus amino acid (\( x^{(k)}_i = 0 \)) or the \( m \)th most frequently observed mutant (\( x^{(k)}_i = m \)) for \( m = 1, \ldots, q_i \), where \( q_i \) denotes the number of mutants at residue \( i \). \( \delta \) is the Kronecker delta function, \( \delta(a, b) = 1 \) if \( a = b \) and 0 otherwise, and \( w_k \) is one divided by the number of sequences contributed by the patient from which sequence \( k \) was obtained. For a given sequence \( x = [x_1, x_2, \ldots, x_N] \), the maximum entropy model assigns the probability

\[ P_{h,J}(x) = \frac{e^{-E_{h,J}(x)}}{Z}, \]  

where \( E_{h,J}(x) = \sum_{i=1}^{N-1} \sum_{j=i+1}^{N} J_{ij}(x_i, x_j) + \sum_{i=1}^{N} h_i(x_i), \)  

(Equation 3)

where \( h \) is the set of all fields that represent the effect of mutations at a single residue, and \( J \) is the set of all couplings that represent the effect of interactions between mutations at two different residues. \( Z = \sum_x e^{-E_{h,J}(x)} \) is a normalization factor, and \( E_{h,J}(x) \) represents the energy of sequence \( x \). The fields \( h \) and couplings \( J \) are chosen such that the single and double mutant probabilities obtained from the model match the single and double mutant probabilities of the MSA, i.e.,

\[ f(a) = \sum_x \delta(x, a) P_{h,J}(x) \]  
\[ f_{ij}(a, b) = \sum_x \delta(x, a) \delta(x, b) P_{h,J}(x). \]  

(Equation 4)

The problem of inferring the model parameters can be cast as the following convex optimization problem

\[ (h^*, J^*) = \arg \min_{h,J} \text{KL}(P_h \| P_{h,J}) = \arg \min_{h,J} \sum_x P_h(x) \ln \frac{P_h(x)}{P_{h,J}(x)}. \]  

(Equation 5)

where \( \text{KL}(\cdot \| \cdot) \) denotes the Kullback-Leibler divergence between probability distributions, and \( P_h(x) = \frac{1}{W} \sum_{k=1}^{N} w_k \delta(x^{(k)}, x) \) is the patient-weighted probability of observing strain \( x \) in the MSA.

As E2 1b is a long protein and has a high mean residue entropy, the total number of parameters to estimate is very large (Figure S1). To solve this problem, we considered the inference framework, MPF-BML, introduced in (Louie et al., 2018). Specifically, we inferred the model parameters using the GUI-based software implementation of MPF-BML (Quadeer et al., 2019b). The parameters that we used for model inference are as follows: (i) The sample weights were set according to \( w_k \) in Equation (2); (ii) both \( L_1 \) and \( L_2 \) regularization parameters were set to 30 for couplings and \( 10^{-3} \) for fields, respectively; (iii) the termination condition was set to \( \epsilon_1 \leq 2.5 \) and \( 0.7 \leq \epsilon_2 \leq 1.3 \); and (iv) all other parameters were set to their default values. The statistics of the E2 1b model inferred using these parameters aligned well with those obtained from the MSA (Figure S2).

Fitness verification

We used in-vitro experimental fitness measurements compiled from the literature (Esteban-Riesco et al., 2013; Urbanowicz et al., 2015; Naik et al., 2017; Pantua et al., 2013) to validate that our inferred prevalence
landscape is a good proxy of the E2 1b fitness landscape. The detailed selection procedure of the specific fitness measurements (listed in Data S1) from each study is presented below.

In (Esteban-Riesco et al., 2013), the authors compared in Figure 3A infectivity (in RLU) of subtype 1b HCVpps, subtype 1a reference strain, positive and negative controls. We selected all four measurements for subtype 1b and divided them into two groups, with the same E1 background for each group. In (Urbanowicz et al., 2015), the authors compared in Figure 2 infectivity (in RLU) of subtype 1b HCVpps. We selected all eight measurements and divided them into two groups, with the same E1 background for each group. In (Naik et al., 2017), the authors compared in Figure 1B infectivity (in RLU) of HCVpps from multiple genotypes. We selected four subtype 1b measurements, the only ones that have the same E1 background. In (Pantua et al., 2013), the authors compared in Figure 1F infectivity (in RLU) of HCVpps from multiple genotypes. We selected all five subtype 1b measurements.

For each study, normalization of fitness measurements and predicted model energies was performed by subtracting the mean from the dataset and dividing by its standard deviation. To further normalize for potential experimental biases, we considered the weighted average of Spearman correlation coefficients from different experiments. This is given by

$$r = \frac{\sum_{i=1}^{s_{exp}} S_i \cdot r_i}{\sum_{i=1}^{s_{exp}} S_i},$$

where $S_i$ is the number of measurements and $r_i$ the Spearman correlation coefficient for experiment $i$, and $s_{exp}$ is the total number of experiments.

Residue-residue contact prediction
To investigate if the inferred maximum entropy model couplings can predict residue-residue tertiary contacts in the E2 1b protein, we considered the Frobenius norm $F_{ij}$ of the corresponding coupling matrix $J_{ij}$ between residue $i$ and $j$, a common measure of the strength of residue-residue connections (Weigl et al., 2008; Ekeberg et al., 2013). We then applied an average product correction (APC) to suppress phylogenetic bias and finite sampling effects (Dunn et al., 2007; Ekeberg et al., 2013). These are given by:

$$F_{ij}^{APC} = F_{ij} - \frac{F_i \cdot F_j}{F}.$$  
\hspace{1cm} (Equation 6)

where

$$F_{ij} = \sqrt{\sum_{a,b} J_{ij}(a,b)^2},$$

and

$$F_i = \frac{1}{N-1} \sum_{j \neq i} F_{ij}$$
$$F = \frac{1}{N^2 - N} \sum_{i \neq j} F_{ij}.$$  

As residues in contact are likely to be strongly coupled, we expected the quantity calculated in Equation (6) between these residue pairs to be large. The true contacts were determined from the available E2 1b crystal structure (PDB ID: 6MEI) (Flyak et al., 2018), where two residues were assumed to be in contact if their carbon-alpha atoms were less than 8Å apart.

Metrics for comparing the ruggedness of fitness landscapes
We adopted two metrics to compare the fitness landscape of E2 1b with E2 1a (Kouyos et al., 2012).

Autocorrelation. Autocorrelation is used to quantify the average change in fitness as one moves randomly along the landscape. Starting with $M_0 = 10^6$ random sequences chosen within a Hamming distance $D = (S, 30)$ from the MSA, we performed a 50-step random walk along the landscape starting from each sequence. The autocorrelation of the sequence energies at the kth step was calculated as
Neutrality. Neutrality quantifies the maximum number of steps (measured in terms of mutations) that one can take in a landscape without much change in fitness, i.e., the resulting difference in fitness remains within a small value $\epsilon$. We started with $M_c = 10^6$ random sequences chosen within a Hamming distance $D = 5$ from the MSA. For each starting sequence $x^0$, we performed an $L = \{500, 1000\}$ random walk along the landscape. At each step $k$, we accepted the new sequence $x^k$ generated by the random walk if the difference in fitness between the new sequence and the current sequence was less than $\epsilon$. Otherwise, we kept the current sequence, i.e., $x^{k+1} = x^k$. We calculated the Hamming distance $d^k$ between the sequence $x^k$ and the starting sequence $x^0$. The neutrality was then calculated as the average over the maximum Hamming distances obtained from all $M_c$ random sequences for a particular $\epsilon$, i.e., $(\max d^k)_M$.

Comparing the fitness landscapes based on the local peaks
As the local fitness maxima of the landscape, known as local “peaks”, have been shown to be representative of immune escape pathways of HIV (Barton et al., 2015), we studied the peak structure of the inferred landscapes of subtype 1a and 1b. For each sequence present in the MSA, we obtained the corresponding escape mutations among all mutations defining that peak sequence. The enrichment of a peak sequence is defined as the fraction of escape mutations at a residue under immune pressure to reach a frequency $>0.05$ in a fixed-sized virus population.

In-host evolutionary model
We considered a population genetics viral evolutionary model similar to (Quadeer et al., 2019a) (which drew upon an earlier work (Barton et al., 2016)) for quantifying the ease of escape from antibody responses for each residue in E2 1b. This was accomplished using the “escape time” metric, which represents the number of generations required for mutations at a residue under immune pressure to reach a frequency $>0.5$ in a fixed-sized virus population.

Specifically, we employed a well-known population genetics Wright-Fisher model (Ewens, 2004). In this model, sequences in the population undergo mutation, selection, and random sampling steps in each generation. The virus population size was fixed at $M_0 = 2000$, in line with the known HCV effective population size in in-host evolution (Bull et al., 2011). For a given E2 1b residue $i$, we started the simulation with a homogeneous population comprising copies of a sequence randomly selected from the MSA sequences having the consensus amino acid at residue $i$. In the mutation step, each nucleotide in the sequences was randomly mutated to another nucleotide with a fixed probability $\mu = 10^{-4}$, in line with the HCV mutation rate reported in (Cuevas et al., 2009; Sanjuan et al., 2010). In the selection step, the survival probability of each sequence in the population was calculated based on its fitness predicted from the inferred landscape (see Quadeer et al., 2019a for details). To model the immune pressure at residue $i$, the fitness of
all sequences having the consensus amino acid at residue $i$ was decreased by a fixed value $b$, thereby providing a selective advantage to the sequences having a mutation at this residue. Similar to (Quadeer et al., 2019a), $b$ was set according to the largest value of the field parameter in the inferred landscape. In the sampling step, the new generation of the population was generated through a standard multinomial sampling process parameterized by the survival probabilities calculated in the previous step and $M_e$. These three steps (mutation, selection and random sampling) were repeated until the number of sequences having a mutation at residue $i$ reached a majority in the population and the number of generations was recorded. This number was considered a representative of the time (generations) taken by the virus to escape the immune pressure at residue $i$. We repeated this procedure multiple times using the same initial sequence, as well as multiple distinct initial sequences. The escape time $t_e$ associated with residue $i$ was calculated by averaging all number of generations over all these simulation runs.

For a fair comparison of the predicted escape times of E2 1b with those of E2 1a, we used the same parameter values in running the evolutionary simulations for both subtypes. Specifically, we used the same value for the parameter involved in mapping the predicted fitness of a sequence to its survival probability in the population for both 1a and 1b subtypes (see Quadeer et al., 2019a). Moreover, simulations were run for both subtypes for the same number of generations (500), the same number of distinct transmitted/founder (T/F) sequences (25) for each residue, and the same number of simulation runs (100) for each T/F sequence.

**Relative solvent accessibility**

To determine whether a residue in the crystal structure of each subtype is exposed or buried, we used the get_area() function in the PyMOL software (www.pymol.org) with a 1.4 solvent radius parameter to assign each residue in the crystal structure of a subtype (subtype 1a: PDB ID: 4MWF (Kong et al., 2013); subtype 1b: PDB ID: 6MEI (Flyak et al., 2018)) with a solvent accessible surface area (SASA). We then obtained the RSA values of each residue by normalizing the respective SASA values per residue in a Gly-X-Gly tripeptide construct (Miller et al., 1987). As suggested in (Jardine et al., 2016), residues with RSA > 0.2 were considered as exposed, while the remaining residues were considered buried.

**Estimating escape resistance of HmAbs**

To compare the escape resistance of known E2-specific HmAbs against each subtype (Figures 4C and 4D), we computed the minimum escape time associated with their binding residues (determined using global alanine scanning experiments (Pierce et al., 2016; Keck et al., 2019; Gopal et al., 2017; Bailey et al., 2017)). The minimum escape time $t_{e \text{min}}$ associated with an antibody was defined as

$$t_{e \text{min}} = \min_i t_e,$$

where $i$ is selected from the set of binding residues of that antibody. To distinguish whether an E2 residue is relatively escape-resistant or not based on its predicted escape time, we designed a binary classifier using the information of known E2-specific escape mutations (listed in Table S1). Specifically, we considered a classifier that takes the residues with known escape mutations as true positives and all remaining residues as true negatives. The classifier for subtype 1b achieved an area under the receiver operating characteristic curve (AUC) of 0.88 (Figure S14A). We chose the optimal cut-off value $\zeta \sim 80$ (Figure S14B) based on the maximum F1 score and the maximum Matthews correlation coefficient (MCC)—two commonly used metrics to evaluate the performance of a binary classifier with different thresholds. For subtype 1a, $\zeta$ was determined to be 100 using a similar statistical analysis in (Quadeer et al., 2019a). The HmAbs were classified as relatively escape-resistant for a subtype if their corresponding $t_{e \text{min}}$ was greater than $\zeta$ for that subtype, and vice versa.

**QUANTIFICATION AND STATISTICAL ANALYSIS**

Statistical analyses were performed using MATLAB (R2019b). Fisher’s exact test was used to compute the statistical significance associated with enrichment of escape mutations among peaks in fitness landscapes of subtypes 1a and 1b. All other $P$ values in each figure were calculated by performing one-sided Mann-Whitney tests. A $P$ value less than 0.05 was considered as statistically significant.