EDGES result versus CMB and low-redshift constraints on ionization histories
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We examine the results from the Experiment to Detect the Global Epoch of Reionization Signature (EDGES), which has recently claimed the detection of a strong absorption in the 21 cm hyperfine transition line of neutral hydrogen, at redshifts demarcating the early stages of star formation. More concretely, we study the compatibility of the shape of the EDGES absorption profile, centered at a redshift of $z \sim 17.2$, with measurements of the reionization optical depth, the Gunn-Peterson optical depth, and Lyman-α emission from star-forming galaxies, for a variety of possible reionization models within the standard ΛCDM framework (that is, a Universe with a cosmological constant Λ and cold dark matter CDM). When, conservatively, we only try to accommodate the location of the absorption dip, we identify a region in the parameter space of the astrophysical parameters that successfully explains all of the aforementioned observations. However, one of the most abnormal features of the EDGES measurement is the absorption amplitude, which is roughly a factor of two larger than the maximum allowed value in the ΛCDM framework. We point out that the simple considered astrophysical models that produce the largest absorption amplitudes are unable to explain the depth of the dip and of reproducing the observed shape of the absorption profile.

I. INTRODUCTION

The process known as reionization identifies the cosmological epoch in which the first generation of galaxies appeared and began heating the surrounding medium. These galaxies emitted ultraviolet photons that ionized the neutral hydrogen, leading to the end of the so-called dark ages. This process increased the number density of free electrons that could scatter off Cosmic Microwave Background (CMB) photons and hence, the reionization optical depth, $\tau$. The primary effect of an increase in the density of free electrons on the CMB temperature fluctuations is the suppression, by a factor $\exp(-2\tau)$, of the acoustic peaks at scales within the Hubble horizon at the reionization epoch. While this effect is highly degenerate with modifications of the amplitude of the primordial power spectrum, reionization processes also induce linear polarization on the CMB spectrum, leading to a reionization bump at large scales. New results from the Planck collaboration in 2016 with an improved modeling and removal of unexplained systematics in the large angular polarization data [1] report a value of the optical depth $\tau$ smaller than in previous analyses [2]. This new and refined Planck-CMB $\text{SimLow}$ likelihood results in $\tau = 0.055 \pm 0.009$. Notice, however, that $\tau$ is an integrated quantity, and therefore provides a redshift-blind test of the reionization period. On the other hand, measurements of Lyman-α emission in star-forming galaxies and the Gunn-Peterson optical depth from bright quasars at low redshifts (indicating that reionization must have been completed by $z \sim 6$) can also constrain the reionization processes in the late Universe.

Experiments measuring the redshifted 21 cm line, arising from spin-flip transitions between the triplet and the ground singlet states in neutral hydrogen, offer unique probes to test both reionization and the dark ages of the Universe. The measured intensity of the 21 cm line depends on the ratio of the populations of the triplet and singlet states, which is expressed in terms of an effective excitation temperature, the so-called spin temperature $T_S$. The 21 cm signal can be measured either in emission or in absorption against the CMB, depending on whether the spin temperature is larger or smaller than that of the CMB. The differential brightness temperature, $\delta T_b$, in the Rayleigh-Jeans limit, is defined as

$$\delta T_b(\nu) = \frac{T_S - T_{\text{CMB}}}{1 + z} (1 - e^{-\tau_{\nu_0}}) \, ,$$

where $\tau_{\nu_0}$ is the optical depth of the intergalactic medium (IGM) for the 21 cm frequency $\nu_0 = 1420.4$ MHz. Given that the optical depth is small at all relevant redshifts, to first order in perturbation theory [3–6],

$$\delta T_b(\nu) \simeq 27 \, x_{\text{HI}} \left(1 + \delta_b\right) \left(1 - \frac{T_{\text{CMB}}}{T_S}\right) \left(\frac{1}{1 + H^{-1} \partial \nu_{\rho}/\partial r}\right) \left(\frac{1 + z}{10}\right)^{1/2} \left(\frac{0.15}{\Omega_m h^2}\right)^{1/2} \left(\frac{\Omega_b h^2}{0.023}\right)^{1/2} \text{mK} \, ,$$

where $x_{\text{HI}}$ is the fraction of neutral hydrogen, $\delta_b$ is the baryon overdensity, $\Omega_b h^2$ and $\Omega_m h^2$ are the baryon and matter mass-energy densities, $H(z)$ is the Hubble function, and $\partial \nu_{\rho}/\partial r$ is the peculiar velocity gradient along the line of sight.

The Experiment to Detect the Global Epoch of Reion-
ization Signature (EDGES) [7] has recently reported the measurement of an absorption profile centered at a frequency of 78\pm1 MHz (i.e., at a redshift of z \sim 17) with an amplitude of 0.5\pm0.5 K at 99\% CL [8]. This is about a factor of two larger than the maximum possible amplitude from predictions in standard $\Lambda$CDM scenarios. A number of studies have recently explored non-standard dark matter or dark energy physics to solve the issue [9–20] or to constrain these scenarios and other possible extensions of the standard cosmological picture [21–32]. The possibility of an enhanced radio background at early times has also been considered [33, 34]. Here, we focus on the shape and redshift location of the absorption dip, studying its compatibility with CMB and low-redshift probes of the ionization fraction of the Universe within the standard $\Lambda$CDM paradigm. Indeed, we find a feasible region in the space of considered astrophysical parameters that provides a good fit to both the EDGES trough location and the different reionization observables. While none of the models explored here are capable of producing the absorption amplitude observed by EDGES, we also point out that combinations of astrophysical parameters leading to large absorption amplitudes ($\Delta T_b \gtrsim -280$ mK) cannot properly reproduce the shape of the absorption profile, where the shape of the profile is defined by the full-width at half maximum (FWHM) and the flatness in the proximity of maximum. Conversely, for models able to reproduce the shape and location of the absorption dip, the amplitude is significantly small ($\Delta T_b \gtrsim -30$ mK). These results may point to an inconsistency in the observations when interpreted within the standard $\Lambda$CDM scenario, although this might not be necessarily the case and a rapid evolution of fundamental inputs of galaxy formation models at $z \gtrsim 10$ could also explain the EDGES results [35].

The structure of the paper is as follows. We present in Section II the methodology and the measurements considered in our statistical analyses. We discuss our results in Section III and conclude in Section IV.

II. METHODOLOGY

In this section we describe the simulation techniques followed to compute the averaged ionized fraction and the brightness temperature as a function of redshift. We also specify the reionization parameters we allow to vary and the cosmological/astrophysical observations used for our statistical analyses.

A. Simulation and astrophysical parameters of the ionization history

We make use of the publicly available code 21cmFast [36], which, by means of a semi-analytic approach, generates simulations of the density, peculiar velocity, halo and ionization fields, as well as the brightness temperature.

The total ionized fraction $\bar{x}_i$ has two contributions. The major one is coming from the fully ionized HII\(^1\) regions $Q_{\text{HII}}$, while the sub-dominant one comes from the averaged ionized fraction of the neutral IGM. Including both contributions allows one to express the total $\bar{x}_i$ as [37]

$$\bar{x}_i \simeq Q_{\text{HII}} + (1 - Q_{\text{HII}}) x_e .$$

The covering factor of the fully ionized regions is given by

$$Q_{\text{HII}} = \frac{\zeta_{\text{UV}} f_{\text{coll}}(\gtrsim M_{\text{vir}}^{\text{min}})}{1 - x_e} ,$$

where $\zeta_{\text{UV}}$ is the UV ionization efficiency, which is one of the astrophysical parameters varied in our analyses (see below), $f_{\text{coll}}(\gtrsim M_{\text{vir}}^{\text{min}})$ refers to the collapsed mass fraction into halos above a given threshold mass $M > M_{\text{vir}}^{\text{min}}$, and we use the default halo mass function in 21cmFast [38–40]. Once the function $\bar{x}_i$ is known, one can compute the reionization optical depth $\tau$:

$$\tau = \sigma_T \int \bar{x}_i n_b dl ,$$

where $n_b$ is the baryon number density, $\sigma_T$ is the Thomson cross section and $dl$ is the proper distance along the line of sight.

The astrophysical parameters governing the reionization and 21 cm signals that are allowed to vary in our analyses are: the UV ionization efficiency, $\zeta_{\text{UV}}$; the minimum virial temperature, $T_{\text{vir}}^{\text{min}}$; the X-ray efficiency, $\zeta_X$, which indicates the number of X-ray photons per solar mass in stars; and, finally, the number of photons per stellar baryon between Lyman-$\alpha$ and the Lyman limit, $N_X$.

The UV ionizing efficiency $\zeta_{\text{UV}}$ is defined as the product of the fraction of baryons that form stars, the number of ionizing photons emitted per stellar baryon and the fraction of them that escape their host galaxy (see, e.g., Ref. [37]), and it is assumed to be constant with redshift. Since it is closely related to the ionization fraction in the IGM (see Eq. (4)), its value is crucial in the redshift dependence of $\bar{x}_i$. It is varied between 5 and 105 [44, 45]. The minimum virial halo mass, which corresponds to the threshold mass for halos to host star-forming galaxies $M_{\text{vir}}^{\text{min}}$, can be related to $T_{\text{vir}}^{\text{min}}$ as [46]

$$M_{\text{vir}}^{\text{min}}(z) \simeq 10^8 \left( \frac{T_{\text{vir}}^{\text{min}}}{2 \times 10^4 \text{K}} \right)^{3/2} \left( \frac{1 + z}{10} \right)^{-3/2} M_\odot .$$

The minimum virial temperature is varied in the range $10^4$ K – $10^5$ K (see, e.g., Refs [37, 44, 47–51] and

\(^1\) Note that HI and HII refer to neutral and ionized hydrogen, respectively.
A large value of the minimum virial temperature implies a late star formation period, delaying the reionization process. The X-ray heating efficiency, $\zeta_X$, is varied from $2 \times 10^{55} M_\odot^{-1}$ to $2 \times 10^{57} M_\odot^{-1}$ [37, 52, 55–57], corresponding to $N_X \simeq 0.02$ and $N_X \simeq 2$ X-ray photons per stellar baryon, respectively. This parameter affects both $\bar{x}_i$ and $\delta T_b$. Indeed, a large (small) value of $\zeta_X$ implies an increase (decrease) in the gas kinetic temperature at higher redshifts, reducing (increasing) the amplitude of the dip in $\delta T_b$ and shifting its location to larger (lower) redshifts (see, e.g., Ref. [37]). Finally, the parameter $N_\alpha$, whose default value in 21cmFast is 4400 ionizing photons per stellar baryon in Pop-II stars, is varied within the range $(4 \times 10^2, 4 \times 10^4)$ [58]. We summarize the aforementioned parameters and their allowed ranges in Table I.

Table I. List of astrophysical parameters varied in this analysis and the range over which the parameters are restricted to vary.

| Parameter          | Range               |
|--------------------|---------------------|
| $\zeta_{UV}$       | $5 - 105$           |
| $\zeta_X [M_\odot^{-1}]$ | $2 \times 10^{55} - 2 \times 10^{57}$ |
| $T^{\text{min}}_{\text{vir}}$ [K] | $10^4 - 10^5$ |
| $N_\alpha$         | $4 \times 10^2 - 4 \times 10^4$ |

Figure 1 shows the evolution of the total ionized fraction of the neutral IGM, $\bar{x}_i$, as a function of redshift, together with the measurements used in this analysis (see Sec. II B). In each of the panels one of the four parameters above described is varied within the ranges quoted previously, while the other parameters are kept fixed to the following values: $\zeta_{UV} = 40$, $T^{\text{min}}_{\text{vir}} = 5 \times 10^4$ K, $\zeta_X = 2 \times 10^{56} M_\odot^{-1}$ and $N_\alpha = 4000$. The top-left (right) plot depicts the range of ionization histories when $\xi_{\text{UV}}$ ($N_\alpha$) is varied. Notice that the changes on $\bar{x}_i$ are much milder than those induced by the two previous parameters. Nevertheless, they play a crucial role in the redshift evolution of $\delta T_b$, as we shall see in what follows.

Before describing the effect of each of the four parameters on the evolution of the 21 cm sky-averaged signal, we briefly describe the typical behavior of the differential brightness temperature, $\delta T_b(z)$. At redshifts $z \geq 300$, the spin temperature is coupled to the kinetic gas one ($T_K$) via collisions, and the latter itself is coupled to the CMB.
photon temperature via Compton scattering. As these three temperatures are almost identical, $\delta T_b \simeq 0$. Once CMB decouples, $T_S$ and $T_K$ are still coupled, but they evolve in redshift as $(1+z)^2$, while the CMB one evolves as $(1+z)$. Therefore, $\delta T_b < 0$ and the 21 cm line is observed in absorption. As the IGM density decreases due to the Universe expansion, $T_S$ decouples from $T_K$, becoming closer to the CMB temperature, and therefore the differential brightness temperature vanishes at $z \simeq 30$, until redshifts at which the first sources become luminous. In this epoch, $T_S$ couples again to $T_K$ by means of resonant scattering of Lyman-α photons (this is the so-called Wouthuysen-Field effect [59–61]) and $\delta T_b$ is negative again, showing a characteristic absorption dip at $z \simeq 16 – 20$, presumably detected by EDGES. The typical amplitude of this dip is between 150 and 200 mK (see Fig. 2) and therefore, much shallower than the EDGES reported value. We shall comment on the implications of this absorption amplitude on our results later on. At redshifts $z \lesssim 16 – 20$, X-ray heating drives $\delta T_b$ towards less negative values so that it vanishes when the Universe is fully ionized, at $z \lesssim 10$.

In Fig. 2, we show the redshift evolution of the all-sky averaged 21 cm differential brightness temperature, varying one of the parameters considered in our analyses at a time, and keeping fixed the remaining ones to the same fiducial values used in Fig. 1. The top-left panel of Fig. 2 shows the $\delta T_b(z)$ function when the only varying parameter is the UV efficiency parameter. Notice that location and amplitude of the absorption dip and the overall shape of the 21 cm signal are barely affected, and only the reionization period, located at $z \simeq 6 – 10$, changes. The top-right panel shows the changes in $\delta T_b(z)$ when the minimum virial temperature varies. In this case, while the absorption amplitude is unaffected, its location is significantly shifted: a low (high) value of $T_{\text{vir}}^{\text{min}}$ would imply an early (late) period of halos hosting star-forming galaxies. However, this shift could be compensated by a change in the X-ray efficiency or in $N_\alpha$. As shown in the bottom panels of Fig. 2, a lower value of either the X-ray heating efficiency or the $N_\alpha$ parameter could also shift the redshift absorption dip location and compensate the effect of a lower minimum virial temperature. These two parameters, $\zeta_X$ and $N_\alpha$, are also the ones that control the amplitude of the absorption signature in the 21 cm all-sky averaged brightness temperature. While a higher value of the X-ray efficiency would produce an earlier raise in the brightness temperature, diminishing the amplitude of the dip, the main effect of a larger value of $N_\alpha$ is the opposite (i.e., to produce a deeper trough in $\delta T_b(z)$), shifting its redshift location to earlier times. On the other hand, a lower value of $N_\alpha$ leads to a shallower absorption dip. Thus, a larger value of $N_\alpha$ could in principle be compensated by a higher X-ray efficiency. However, increasing both $\zeta_X$ and $N_\alpha$ shifts the redshift location of the absorption dip in the same direction (i.e., towards large redshifts) and a different value of $T_{\text{vir}}^{\text{min}}$ would also be required to not significantly change the shape of the
all-sky 21 cm signal.\textsuperscript{2} In principle, large values of \( N_\alpha \) and small values of \( \zeta_X \) would result in larger amplitudes. Nevertheless, the spin temperature cannot be lower than the gas temperature, and thus \( \delta T_b \) can never be below \( \sim -280 \) mK (see Eq. (2)). Actually, it should be emphasized that the absorption saturates for the extreme values of \( \zeta_X \) and \( N_\alpha \) considered in this work, and none of the values considered produces a value within the range quoted by EDGES (i.e., \( \pm 0.3 \) K at 99% CL [8]).

\textbf{B. Ionization history and differential brightness temperature measurements}

The measurements we consider to constrain the ionization fraction of the Universe are: (a) the value of the reionization optical depth from the Planck-CMB SimLow likelihood results [1]; (b) Gunn-Peterson optical depth at \( z = 6.1 \) from bright quasars [41]; and (c) Lyman-\( \alpha \) emission in star-forming galaxies at \( z \gtrsim 7 \) [42] (see also Ref. [43]).

We compute \( \chi^2 \) functions for each of these data sets and compare the resulting constraints to those arising from the brightness temperature data. In order to evaluate the compatibility of the EDGES measurement with the numerical calculations of \( \delta T_b(z) \) we adopt the following procedure: for each choice of astrophysical parameters we extract 50 values of \( \delta T_b(z) \) with the minimum between \( \nu = 60 \) and 99 MHz (linearly spaced in frequency), subject each point to a random Gaussian fluctuation with a root mean square (rms) value of 0.087 K (corresponding to the quoted rms errors determined without foreground modeling), and fit the resultant points using the flattened Gaussian absorption profile used by the EDGES collaboration:

\[
\delta T_b(\nu) = -A \left( \frac{1 - e^{-\beta B(\nu)}}{1 - e^{-\beta}} \right),
\]

with

\[
B(\nu) = \frac{4(\nu - \nu_0)^2}{\omega^2} \log \left[ \frac{-1}{\beta} \log \left( \frac{1 + e^{-\beta}}{2} \right) \right],
\]

where \( A \) is the absorption amplitude, \( \nu_0 \) is the central frequency, \( \omega \) is the FWHM and \( \beta \) is the flattening factor. Repeating this procedure \( O(10^3) \) times for each choice of astrophysical parameters produces distributions for each of the best-fit parameters. For a parameter to be accepted as consistent with the EDGES measurement of the central frequency, we require that \( \geq 10\% \) of the fits for a fixed choice of astrophysical parameters produce a central frequency within the quoted value of \( 78 \pm 1 \) MHz.

\textbf{III. RESULTS}

Figure 3 shows the constraints on the \((\zeta_{UV}, T_{min}^{\nuir})\) plane from the measurements described in the previous section, profiling over the other two parameters (i.e., for each point in \((\zeta_{UV}, T_{min}^{\nuir})\) we consider the maximum of the likelihood over all possible values of the other parameters) \( \zeta_X \) and \( N_\alpha \). Measurements of the reionization optical depth \( \tau \) exclude (at 99% CL) the region corresponding to large values of the UV ionization efficiency and low values of the minimum virial temperature, which would correspond to a very large value for \( \tau \). As expected, measurements of the ionization fraction, \( \bar{x}_i \), result in a degenerate area in the \((\zeta_{UV}, T_{min}^{\nuir})\) plane, since a lower value of \( \zeta_{UV} \) can always be compensated by a lower minimum virial temperature (see, e.g., Ref. [45]). However, the observations related to the Gunn-Peterson effect exclude the region associated to very low values of the UV efficiency, as in this region reionization would likely be incomplete by \( z \approx 6 \). The addition of the EDGES results, when only considering the frequency of the minimum of the absorption dip, provides a bound on the minimum virial temperature \((T_{min}^{\nuir} \lesssim 6.5 \times 10^4 \) K), which is completely independent of \( \zeta_{UV} \), as expected (see the top left graph).

\textsuperscript{2} For a more complete discussion on the changes of the all-sky averaged 21 cm differential brightness temperature versus variations in the different astrophysical parameters, see Refs. [52, 62].
panel of Fig. 2). For larger values of $T_{\text{vir}}^{\min}$, the onset of the absorption dip would occur at lower redshifts, in tension with the observed EDGES absorption window. Nevertheless, there exists a sweet spot, in which the regions preferred by the ionization history of the Universe and the EDGES observations of the dip location overlap. Indeed, the fact that these measurements are mainly sensitive to different ranges of values of some of the astrophysical parameters (in particular $T_{\text{vir}}^{\min}$) represents an interesting synergy which could help to disentangle reionization models. On the other hand, we caution that there are significant uncertainties in the description of the halo mass function and its redshift dependence and that all the results presented here are obtained assuming the Sheth and Tormen functional form \cite{38–40}, which is the default one used in 21cmFast \cite{36}.

Thus far we have focused primarily on assessing the relative compatibility of the frequency of the absorption dip observed by EDGES with measurements from reionization. However, the absorption profile is also described in terms of its characteristic shape (i.e., the width and flatness of the profile, characterized respectively by $\omega$ and $\beta$ in Eq. (7)) and the depth of absorption (i.e., the amplitude $A$ in Eq. (7)). The observed values at the 99% CL of these parameters for the flattened Gaussian fit reported by EDGES correspond to: $\beta = 77^{+3}_{-5}$ MHz, FWHM = $19^{+4}_{-2}$ MHz, and an amplitude of $0.5^{+0.5}_{-0.2}$ K \cite{8}. As previously mentioned, the absorption amplitude measured by EDGES is a factor of two or three larger than the maximum value we obtain in the considered models of reionization.

An additional question that remains is whether the properties of the absorption profile (i.e., the amplitude, shape, and location) are themselves self-consistent, and which features of the measurement can potentially yield compatibility with the reionization observables. In order to answer this question we use the generated fits for each set of astrophysical parameters described in Sec. II B. We begin by noting that the largest obtained absorption amplitude for the parameter space scanned here is approximately $\delta T_b \sim -280$ mK, only slightly below the 99% CL quoted by EDGES. As explained above, the astrophysical parameters giving rise to such amplitudes require small values of $\zeta_X$ and large values of $N_b$. Nevertheless, the observed width of the profile, defined by the FWHM and $\beta$, can only be obtained within these reionization models if $\zeta_X$ is large and $N_b$ small, illustrating a potential inconsistency of the observed absorption profile with a large absorption amplitude. It is also interesting to note that some of the reionization models providing consistency with the measured central frequency also provide consistency with the observed FWHM and $\beta$ (but not with the amplitude). As expected, the extracted values of the FWHM and $\beta$ are insensitive to the value of $\zeta_{\text{UV}}$. As happens for the frequency of the absorption dip, smaller values of $T_{\text{vir}}^{\min}$ are preferred to explain the FWHM and flatness of the observed profile, although large values of $T_{\text{vir}}^{\min}$ could, in some cases, still be accommodated. Thus, there are sets of astrophysical parameters for which the shape and central frequency of the absorption profile maintain consistency with low redshift measurements of reionization, although the amplitude in those cases is much smaller than the one inferred from observations.

To further illustrate the potential inconsistency between the observed amplitude and the shape of the absorption profile, in Fig. 4 we compare fits of the differential brightness temperature using Eq. (7) for two sets of astrophysical parameters: one giving rise to a large amplitude ($\zeta_{\text{UV}} = 5$, $\zeta_X = 2 \times 10^{55}$, $T_{\text{vir}}^{\min} = 10^4$ and $N_b = 4 \times 10^4$, in magenta); and the other one ($\zeta_{\text{UV}} = 50$, $\zeta_X = 2 \times 10^{57}$, $T_{\text{vir}}^{\min} = 5 \times 10^4$ and $N_b = 400$, in blue) providing fits that are consistent with the observed shape of the absorption profile. Here, the thin black lines denote $\delta T_b(z)$ obtained using the flat Gaussian profiles fitted to the predicted values of $\delta T_b$ (shown with color lines), using a rms value of 0.087 K. The purple vertical band in Fig. 4 shows the preferred range of the central frequency of the absorption dip from EDGES. The blue (magenta) vertical bands indicate the upper and lower side of the interval defined by the EDGES FWHM, but centered on the minimum $\delta T_b$ from the blue (magenta) simulations. These redshifts must be compared with the true size of the FWHM interval from the same fits, whose extremes are denoted by crosses in the figure. It should be clear from Fig. 4 that models with very low absorption amplitudes (and thus, badly inconsistent with the reported observations) can produce flatter profiles with FWHM and flatness that are more consistent with the fits obtained by EDGES than those models producing large amplitudes (yet, not large enough to be consistent with EDGES observations).

### IV. CONCLUSIONS

Recent observations by EDGES have provided the first measurement of the all-sky averaged differential brightness temperature $\delta T_b$ corresponding to the signal of the 21 cm hyperfine transition line of neutral hydrogen around the reionization epoch. Even if the amplitude of the measured absorption dip in the $\delta T_b(z)$ function lies below the maximum allowed value in standard ΛCDM cosmologies by about a factor of two, its location in redshift ($z \simeq 17.2$) does lie within the expected range.

In this work we have assessed the compatibility of the redshift behavior of the brightness temperature with measurements of the ionization history of the Universe within standard cosmological and astrophysical scenarios, finding that there exists a region of parameter space in which both CMB reionization optical depth and low-redshift estimates of the ionization fraction of the Universe are perfectly compatible with a global 21 cm signature whose minimum is located at the values quoted by EDGES. However, we show that astrophysical models saturating the absorption and producing an amplitude
maximally compatible with the observation of EDGES (albeit, still incompatible at the 99% CL with the measured value of $0.5^{+0.5}_{-0.2}$ K) badly fail in producing the shape of the profile, pointing towards an additional discrepancy between the measurement and canonical astrophysical reionization scenarios interpreted within the context of the widely accepted $\Lambda$CDM model.
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