Causal Effects with Hidden Treatment Diffusion on Observed or Partially Observed Networks

Costanza Tortú\textsuperscript{1}, Irene Crimaldi\textsuperscript{2}, Fabrizia Mealli\textsuperscript{3}, and Laura Forastiere\textsuperscript{4}

\textsuperscript{1}École Polytechnique
\textsuperscript{2}IMT School for Advanced Studies Lucca
\textsuperscript{3}University of Florence
\textsuperscript{4}Yale University

This version: July 2021. Latest version here.

Abstract

In randomized experiments, interactions between units might generate a treatment diffusion process. This is common when the treatment of interest is an actual object or product that can be shared among peers (e.g., flyers, booklets, videos). For instance, if the intervention of interest is an information campaign realized through the distribution of a video to targeted individuals, some of these treated individuals might share the video they received with their friends. Such a phenomenon is usually unobserved, causing a misallocation of individuals in the two treatment arms: some of the initially untreated units might have actually received the treatment by diffusion. Treatment misclassification can, in turn, introduce a bias in the estimation of the causal effect. Inspired by a recent field experiment on the effect of different types of school incentives aimed at encouraging students to attend cultural events, we present a novel approach to deal with a hidden diffusion process on observed or partially observed networks. Specifically, we develop a simulation-based sensitivity analysis that assesses the robustness of the estimates against the possible presence of a treatment diffusion. We simulate several diffusion scenarios within a plausible range of sensitivity parameters and we compare the treatment effect which is estimated in each scenario with the one that is obtained while ignoring the diffusion process. Results suggest that even a treatment diffusion parameter of small size may lead to a significant bias in the estimation of the treatment effect.
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1 Introduction

1.1 Motivation

One of the goals of policy evaluation studies is to assess the causal effect of an intervention (Rubin, 1974; Imbens and Rubin, 2015). However, in a wide variety of real world scenarios, the treatment of interest can be diffused among units (An, 2018; An and VanderWeele, 2019). This phenomenon can occur when individuals interact with one another (Liu et al., 2017) and the intervention under evaluation is the distribution of an object or product transferable by nature (e.g., flyers, booklets, videos). Targeted individuals who received the treatment could share it with their social ties who did not receive it.

Treatment diffusion on social networks may arise in the evaluation of many interventions: promotional videos or links distributed through social media (Rogers et al., 2012; La Torre et al., 2020), advertising fliers or leaflets distributed by hand and passed along (An, 2018), innovations propagating over networks (Steckler et al., 1992; Valente, 1993; Nyblom et al., 2003; Mahajan, 2010), and even monetary incentives that can be transferred among economic or social agents (Gai and Kapadia, 2010; Leitner, 2005). The field experiment by (Lattarulo et al., 2017) provides a motivating example for studying the implications of treatment diffusion. In their study, the intervention of interest is a promotional video to motivate students to visit art museums. However, some of the treated students could have shared the link of the video with their peers.

In the presence of treatment diffusion, some individuals who were originally assigned to the control group, and were not provided with treatment by design, might have actually received the treatment through diffusion thanks to a link with a treated individual. Hence, treatment diffusion alters the original random allocation. In most cases the diffusion process is not observed and the researcher is not able to reconstruct the diffusion patterns. Even when there is information about the existing relations among units (baseline social network), we rarely know who passed the treatment to whom (treatment diffusion network). This circumstance leads to a misspecification of the treatment assignment vector (Grandjean et al., 2004; Lewbel, 2007) and, in turn, might introduce a bias in the estimate of the treatment effect, yielding erroneous overestimation or underestimation of the real impact of the intervention.

Treatment diffusion may be regarded as a specific mechanism of interference (Sobel, 2006; Hudgens and Halloran, 2008; Tchetgen and VanderWeele, 2012). Interference is present when the potential outcome of a given unit is affected by the treatment assigned to other units (Cox, 1958). In the treatment
diffusion setting, the potential outcome of one unit not only depend on their own treatment assignment, but it also depends on whether their network neighbors were assigned to the intervention, because they could receive the treatment from them through diffusion.

Treatment diffusion is not the only existing mechanism through which interference can take place. Specifically, we can identify three types of interference mechanisms, that occur at different stages of the causal process: i) the direct effect of one's treatment on their own outcome coupled with the diffusion of the outcome to other individuals (Nichol et al., 1995; Bridges et al., 2000; Chin et al., 2013; Chuang and Lin, 1999; Del Prete et al., 2019); ii) the indirect effect of one's treatment on the outcome of connected units (Centola, 2010; Zheng et al., 2013; Paluck et al., 2016); iii) the diffusion of the treatment to interacting individuals coupled with the effect of indirectly receiving the treatment on one's own outcome (Cohen et al., 2002; Gai and Kapadia, 2010; Yang and Zhou, 2013; Lamberson, 2016).

Accounting for interference, when it is likely to arise, not only prevents from facing a bias while estimating the treatment effect (Sävje et al., 2017; Forastiere et al., 2020a), but most importantly enables policy makers to inspect the global impact of the intervention. In the presence of treatment diffusion, the estimation of the causal effects of being assigned to the treatment would require accounting for interference due to potential treatment diffusion from network ties. This could be done by using recently developed estimators for treatment and spillover effects under partial or network interference (e.g.; Hudgens and Halloran, 2008; Aronow and Samii, 2017; Forastiere et al., 2020a). The application of these estimators to a setting affected by interference would result in unbiased estimates of the direct effect of treatment assignment, spillover effect of being exposed to the treatment assignment of others, or the overall effect of the intervention providing treatment in the population under a specific assignment mechanism. However, when interference is due to treatment diffusion, the treatment has been received by individuals beyond those assigned to treatment as part of the intervention. Thus, the use of estimators developed under a general interference setting does not allow us to assess the effect of the actual treatment receipt. When we are primarily concerned with assessing the effect of actually receiving the treatment, directly or indirectly, the estimation strategy should account for the treatment diffusion process in order to recover the missing information about the unobserved treatment receipt. Doing so implies some statistical challenges, since the treatment diffusion process is an unknown and unobserved stochastic process with possibly missing information about network connections among units.
1.2 Related Literature

The causal inference literature has developed a number of statistical methods to deal with interference (Aronow and Samii, 2017; Forastiere et al., 2020a; Papadogeorgou et al., 2019; Aronow et al., 2019; Miles et al., 2019; Loh et al., 2020; Tortù et al., 2020; Leung, 2020a). In particular, some recent studies have proposed estimators for treatment and spillover effects under the assumption of on partial (or clustered) interference (Sobel, 2006; Hudgens and Halloran, 2008; Tchetgen and VanderWeele, 2012; Liu and Hudgens, 2014; Liu et al., 2016; Kang and Imbens, 2016; Forastiere et al., 2016; Basse and Feller, 2018; Forastiere et al., 2019a), where units are clustered in exogenous groups and spillover mechanisms are assumed to occur only within groups. However, this assumption is not always reasonable, as often the intervention spills over units according to more complex interactions (Arpino et al., 2016; Del Prete et al., 2019; Crimaldi et al., 2020; Tortù et al., 2020). Therefore, some researchers have developed novel methodologies to account for spillovers in a more general setting, where units interfere according to the links observed over a network (general or network interference) both in experimental settings (Aronow and Samii, 2017; Athey et al., 2018; Leung, 2020b; Bargagli Stoffi et al., 2020; Imai et al., 2020) and in observational studies (Ogburn et al., 2017; Sofrygin and van der Laan, 2017; Forastiere et al., 2018, 2020b; Tortù et al., 2020). These estimators tackle the problem of interference without distinguishing between the specific underlying mechanisms (An and VanderWeele, 2019). In the presence of treatment diffusion, these methods would estimate the causal effects of the initial treatment assignments, including the spillover effects from the treatment assigned to other units. However, they do not consider whether units diffuse the treatment to their neighbors preventing the investigation of the effect of the actual treatment receipt.

Very few works explicitly deal with treatment diffusion (An, 2018; An and VanderWeele, 2019). However, the existing works on treatment diffusion assume to have perfect knowledge on both the baseline social network describing relations among units and the actual treatment diffusion network describing who passes the treatment to whom over time. However, this is a rather rare circumstance, as collecting information on both social ties and diffusion behavior is costly and cumbersome. In most real world scenarios the treatment diffusion process is hidden. Although the interest on diffusion processes has rapidly grown in recent years and many researchers have reconstructed and analysed heterogeneous diffusion processes in the field of both theoretical and applied sciences (Cowan and Jonard, 2004; Valente, 2005; López-Pintado, 2008; Mahajan, 2010; Katona et al., 2011; Bourigault et al., 2014; Goel et al., 2016), existing papers focus on the diffusion process itself, and not on its consequences on the causal evaluation of
an intervention.

The treatment diffusion process gives rise to a *misclassification* in the treatment variable. The statistical literature on misclassification and measurement error (Bound et al., 2001; Carroll et al., 2006; Fuller, 2009; Grace, 2017) have recently been extended to the causal inference framework, by exploring the possible bias and developing bias correction methods for settings where the outcome variable (Shu and Yi, 2019a,b; Grace, 2017) or the treatment variable (Grandjean et al., 2004; Lewbel, 2007; Babanezhad et al., 2010; Imai and Yamamoto, 2010; Vanderweele, 2012; McCaffrey et al., 2013; Braun et al., 2014, 2016; Yanagi, 2018) are measured with error. These works have all pointed out that a misclassification of the exposure might induce a bias in the estimation of the average treatment effect both when the measurement error is dependent or independent on potential outcomes, given the true value of the treatment and observed covariates (*differential* and *non-differential* misclassification). The direction of this bias depends on several factors, including the treatment effect for those receiving the treatment by diffusion and the relationship between the the misclassification process and the outcome (or treatment) variable (Lewbel, 2007).

### 1.3 Contributions

The main purpose of the present work is to characterize the bias in the estimation of the treatment effect due to treatment diffusion and to provide a novel simulation-based method for sensitivity analysis to assess the robustness of results against plausible but hidden treatment diffusion processes. We deal with a setting where the treatment diffusion network is hidden and, hence, it is not possible to explicitly correct for the treatment diffusion bias.

In particular, this contribution characterizes the diffusion process, formalizes the treatment diffusion bias and clarifies the causal factors, which lead to either an overestimation or an underestimation of the treatment effect. The estimation bias due to having wrongly ignored diffusion cannot be explicitly corrected, as long as the treatment diffusion network is unknown. To address this issue, we propose a sensitivity analysis (Rosenbaum and Rubin, 1983; Robins et al., 2000; Imai and Yamamoto, 2010; Díaz and van der Laan, 2013; Rosenbaum, 2014) to assess the robustness of the estimates with respect to different diffusion scenarios. The main idea is to compare the naïve estimate of the treatment effect obtained assuming the absence of any diffusion process, with the estimates under several plausible diffusion scenarios. The estimates are derived using a reworked version of the standard Horvitz-Thompson estima-
tor (Horvitz and Thompson, 1952). The performance of the proposed sensitivity analysis is evaluated in some simulated scenarios, where the misclassification due to having wrongly ruled out the presence of a treatment diffusion process introduces either an overestimation or an underestimation of the real effect of the intervention.

The proposed framework is employed in analyzing results related to a recent field experiment, which was designed to assess the effect of different kinds of school-incentives aimed at promoting museums attendance among students (Lattarulo et al., 2017; Forastiere et al., 2019b). The intervention of interest is a video presentation on an art exhibit and data provide information about friendship ties linking students enrolled in the same class. In this setting, the treatment diffusion might potentially be plausible because students receiving the video could have shared it with their friends. The empirical setup presents two methodological peculiarities: i) the baseline social network is only partially observed (Zhou et al., 2009; Duong et al., 2011; Onnela and Christakis, 2012; Koskinen et al., 2013; Pan et al., 2016) (the available network data provide information on intra-class links only, while inter-class links are hidden); ii) the experiment is a cluster randomized design (Gertler, 2004; Green and Vavreck, 2008; Crépon et al., 2013) - i.e the intervention is assigned at a class level - and, as a consequence, the treatment assignment of one student also depends on the treatment assignment of other units (the classmates). In analyzing the impact of a possible treatment diffusion process taking place, the proposed sensitivity analysis addresses these two issues by using multiple imputation to predict missing ties, while also accounting for the uncertainty on the complete network structure, and by presenting an appropriate estimator of the real (post-diffusion) treatment effect for clustered randomized designs.

The paper is organized as follows. Section 2 presents the main aspects of the proposed methodology: it characterizes the theoretical framework, formalizes the treatment diffusion process, discusses the direction of the treatment diffusion bias and introduces the key steps of the sensitivity analysis. Section 3 illustrates how the sensitivity analysis works in some exemplifying simulated scenarios. Section 4, focuses on the application: it motivates its empirical relevance, it describes data, it presents the methodological challenges related to the specific empirical context and comments the main findings. The paper closes with Section 5, which recaps the main results of the analysis and outlines potential directions for future research.


2 Sensitivity Analysis for Treatment Diffusion

2.1 Setup and Notation

Let us consider a randomized experiment aimed at evaluating the effect of a given intervention on an outcome, in a given population. We denote by $\mathcal{N}$ the population of interest, where each unit $i$, with $i = 1, \ldots, \text{card} (\mathcal{N}) = N$, is randomly assigned to either the active treatment or the control group. Let $Z_{it} \in \{0,1\}$ be the binary variable representing the treatment assigned to unit $i$ at time $t$ and $Y_{it''}$ the individual outcome, observed at the lagged time $t''$, with $t'' > t$. For instance, in our motivational study, the treatment of interest represents the kind of incentive to promote museums attendance, while the outcome variable is the number of self-reported museum visits in the eight months between the baseline and the follow-up survey. $Z_t$ and $Y_{t''}$ denote the treatment assignment and outcome vectors in the entire population $\mathcal{N}$, while $Z_{i't'}$ denotes the vector of the treatments assigned to all the units in $\mathcal{N}$, but $i$. We assume that the randomization design ensures that each unit has a non-zero probability of being initially allocated in each of the two treatment arms. According to the initial randomization, $Z_t$, we define the set of treated units at time $t$, $T_t = \{i \in \mathcal{N} : Z_{it} = 1\}$, with cardinality $T_t = \text{card}(T_t) = \sum_{i=1}^{N} Z_{i't'}$.

We denote by $G = (\mathcal{N}, \mathcal{E})$ the graph describing the relations among units. The graph $G$ admits an equivalent representation in terms of its adjacency matrix $A = \{a_{ij} : i, j \in \mathcal{N}\}$, where the generic element $a_{ij}$ signals the presence of an edge between unit $i$ and unit $j$. Note that this matrix can be symmetric with $a_{ij} = a_{ji}$ or asymmetric with $a_{ij} \neq a_{ji}$. Therefore, we distinguish between the set of nodes having an in-going link to $i$, $\mathcal{N}_i^{in} = \{j : (j, i) \in \mathcal{E}\}$ with cardinality $N_i^{in}$, and the set of nodes with an out-going link from $i$, $\mathcal{N}_i^{out} = \{j : (i, j) \in \mathcal{E}\}$ with cardinality $N_i^{out}$. In a social environment, agents can interact according to friendship ties. In that setting, the graph $G$ represents the whole friendship network and the social relations are not necessarily reciprocated: for instance, given two agents $i$ and $j$, it may happen that $i$ regards $j$ as a friend - i.e $j$ has an out-going friendship link from $i$ - , but not vice versa - i.e $j$ does not have an in-going link to $i$ -. Network relations are assumed not to change over the time frame from $t$ to $t''$. As we will see, we allow for the possibility that links in $A$ are only partially observed.

Given the existence of connections among individuals, we assume that between the initial randomization at time $t$ and the outcome collection at time $t''$ there could be a treatment diffusion process. If the treatment spreads among individuals, then the initial treatment assignment vector $Z_t$ does not truly represent the real allocation of units in the treatment arms. We denote by $Z_{it''}$ the actual treatment status
of unit $i$ at time $t'$ after the diffusion process, with $Z_{i'}$ being the corresponding treatment vector in the sample. Throughout, we will assume that the $Z_{i'}$ of treatment receipt is not observed.

### 2.2 The Diffusion Process: Assumptions

We model the diffusion process under the following simplifying assumptions.

**Assumption 1 (Unchangeable Status of the Initially Treated Units).** *All the units who receive the intervention by design, remain treated even after the treatment diffusion process, that is $P(Z_{i'} = 1|Z_i = 1) = 1$ for all $i \in \mathcal{N}$.*

Assumption 1 states that initially treated units cannot switch to a control status after the treatment diffusion process.

**Assumption 2 (Diffusion Interval).** *For all the untreated units, diffusion can occur only at a single point in time in the time interval $(t, t')$.*

The timeline of the diffusion process is graphically represented in Figure 1 and Figure 2 provides a graphical example of how a diffusion process may look like.

![Three-steps diffusion process](image)

**Figure 1:** Three-steps diffusion process: at the initial time $t$, the treatment is randomly assigned over the population, defining the treatment assignment vector $Z_t$; at time $t'$, treatment may spread in the network, that is treated nodes may contaminate untreated neighbors, by sharing the intervention with them, and the new treatment status is represented by the treatment variable $Z_{i'}$; finally, at time $t''$, the outcome $Y_{i''}$ becomes observable.
**Figure 2**: Treatment diffusion process: example. Colors refer to the treatment status: red colored nodes represent treated individuals, while green nodes are the untreated ones. Units numbered as 3 and 6 were not initially assigned to the active treatment, but they have received the treatment by diffusion.

This assumption avoids the need to consider multiple diffusion steps and to account for possible spreads of the treatment after the fixed time step $t'$. Note that the simplified scenario considered here, with only three time frames and time-invariant network structure, is reasonable in most settings when the time interval between treatment assignment and follow-up is small.

**Assumption 3** (Diffusion process with a constant probability). *Given the graph $G$, an untreated node $i$ may receive the treatment only from a treated unit in $\mathcal{N}_i^{in}$ and, each of such units, say $k$, can diffuse the treatment to $i$ with probability $\bar{p} < 1$ (diffusion parameter), independently of the other treated units $k' \in \mathcal{N}_i^{in}$.*

Hence, in this setting, treatment propagates from treated units to their untreated neighbors. Nodes who have initially been assigned to the active treatment cannot subsequently pass to a control status (Assumption 1) and cannot receive the treatment by diffusion. Note that Assumption 3 also states that, when the social network $G$ is directed and ties are not necessarily reciprocated, the agents who are likely to diffuse the intervention to an untreated node $i$ are those who have an in-going link to $i$. This means that we rule out the possibility that treated nodes who have an out-going link from $i$ pass the intervention to $i$. This hypothesis is plausible if we think at the meaning of the direction of a social tie: a given agent $j$ who was initially provided by the intervention by design, is likely to share it with an untreated node $i$ if she regards $i$ as a friend ($a_{ji} = 1$), independently on whether the relation is reciprocated.
Figure 3 shows an example of the "active diffusion paths" in an undirected network, that is paths on which the treatment diffusion process might actually occur.

**Figure 3:** Active treatment diffusion paths (orange colored edges) in an undirected network

The above assumption also states that the event that any untreated nodes switches its status due to the diffusion process occurs independently on the same event affecting any other individual in the network (included neighboring individuals). By assuming independence, we are able to model the treatment diffusion process as a result of independent events. In particular, we model the individual probability of gaining a tangible exposure to the active treatment by adopting a simplified version of the *Independent Cascade Model* (Kempe et al., 2003, 2005; Saito et al., 2008; Wang et al., 2012; Liu et al., 2019), where diffusion may occur in only one time interval by means of a constant probability of infection, treated units are all active spreaders of the treatment and untreated nodes who have treated neighbors are all susceptible to receive the treatment. The possibility of a node to receive the treatment by second-order neighbors is ruled out.

Assumptions 2 and 3 characterize the hidden treatment diffusion process, by simplifying the structure of the process and by imposing a plausible statistical model. Note that these assumptions are plausible in a wide ensemble of real-world settings and they can be easily generalized. In addition, alternative and more flexible specifications might be employed if either data provide additional information or the researcher has a deep a priori knowledge on the diffusion phenomenon of interest.
2.3 The Diffusion Process: Preliminaries

According to the treatment status at time \( t \) and the number of treated in-neighbors, we can analyze the possible treatment status, which affects units after the treatment diffusion process. Specifically, we identify the set of \textit{surely treated} nodes at time \( t' \), that coincides with the set \( \mathcal{F}_t \) of units that have been randomly assigned to treatment at time \( t \) (see Assumption 1), and the set of \textit{surely untreated} nodes at time \( t' \), that is the nodes who have been assigned to control at time \( t \) and have a zero probability to receive treatment through diffusion because they have not treated nodes in their in-neighborhood. Therefore, the vector \( Z_{t'} \) of treatment assignments at time \( t' \) is partially unknown. Specifically, we know the treatment status of units who are surely treated and surely untreated, with \( Z_{it'} = Z_{it} \), but we do not know whether those who are eligible to gain the treatment by diffusion have actually received it.

We can express the conditional probability of being treated at time \( t' \), given the treatment vector at time \( t \) in the rest of the network, i.e. \( Z_{-it} \), and given the graph \( G \), by means of the law of total probabilities, that is

\[
\pi_{it'}(1; Z_{-it}, G) = P(Z_{it'} = 1|Z_{-it}, G) = P(Z_{it'} = 1|Z_{it} = 1, Z_{-it}, G)P(Z_{it} = 1|Z_{-it}, G) + P(Z_{it'} = 1|Z_{it} = 0, Z_{-it}, G)P(Z_{it} = 0|Z_{-it}, G)
\]

\[
= \pi_{it}(1; Z_{-it}, G) + \rho_i(Z_{-it}, G)(1 - \pi_{it}(1; Z_{-it}, G)),
\]

where \( \pi_{it}(1; Z_{-it}, G) \) is the conditional probability that unit \( i \) is initially assigned to the treatment, given the treatment vector \( Z_{-it} \) of the other units and the graph \( G \), and \( \rho_i(Z_{-it}, G) = P(Z_{it'} = 1|Z_{it} = 0, Z_{-it}, G) \) is the conditional probability for unit \( i \) of receiving the treatment by diffusion given that unit \( i \) was not assigned to the active treatment at time \( t \), given the initial treatment assignment vector \( Z_{-it} \) for all units but \( i \) and given \( G \). Moreover, the overall individual probability of being treated at time \( t' \), given the graph \( G \), is

\[
\pi_{it'}(1; G) = P(Z_{it'} = 1|G) = P(Z_{it'} = 1|Z_{it} = 1, G)P(Z_{it} = 1|G) + P(Z_{it'} = 1|Z_{it} = 0, G)P(Z_{it} = 0|G)
\]

\[
= \pi_{it}(1; G) + P(Z_{it'} = 1|Z_{it} = 0, G)(1 - \pi_{it}(1; G)) = \pi_{it}(1; G) + E[\rho_i(Z_{-it}, G)|Z_{it} = 0, G](1 - \pi_{it}(1; G)),
\]

where \( \pi_{it}(1, G) \) is the conditional probability that unit \( i \) is initially assigned to the treatment, given the graph \( G \), and \( E[\rho_i(Z_{-it}, G)|Z_{it} = 0, G] = \sum_{z_{-i}} \rho_i(z_{-i}, G)P(Z_{-it} = z_{-i}|Z_{it} = 0, G) \).
In our setting, by Assumption 3, we have

\[ \rho_i = \rho_i(Z_{-it}, G) = P(Z_{it'} = 1 | Z_{it} = 0, Z_{-it}, G) = P(Z_{it'} = 1 | Z_{it} = 0, T_{it}) \]

\[ = 1 - (1 - \overline{p})^{T_{it}} \in [0,1) \quad \text{(since } \overline{p} < 1 \text{ by assumption)}, \]

where \( T_{it} = T_{it}(Z_{-it}, G) = \sum_{j \in N^i_{in}} Z_{jt} \) is the number of treated in-neighbors of \( i \) in \( G \) at time \( t \). Therefore, the post-diffusion treatment vector \( Z'_t \) depends on the initial treatment assignment vector \( Z_t \), on the network \( G \) and on the diffusion parameter \( \overline{p} \). In particular, the probability \( \rho_i \) strongly depends on the number of in-edges unit \( i \) has in the underlying network structure \( G \), i.e., \( N^i_{in} \).

Remark 1. (Bernoulli Trial) In a Bernoulli randomized experiments units are randomly assigned to treatment independently of each other (and independently of the network \( G \)) with probability \( 0 < \pi_{it}(1) < 1 \).

Hence, \( Z_t \) is a vector of independent random variables, independent of the graph \( G \) and we have \( \pi_{it}(1; Z_{-it}, G) = \pi_{it}(1; G) = \pi_{it}(1) \).

Remark 2. (Cluster Randomized Experiments) In a cluster randomized experiments clusters are randomly (independently of the network \( G \)) assigned to either treatment or control and all units in the same cluster are exposed to the same treatment. In this case, \( Z_{it} \) does depend on \( Z_{-it} \), but is independent of the graph \( G \). Therefore, we have \( \pi_{it}(1; Z_{-it}, G) = \pi_{it}(1; Z_{-it}) \) and \( \pi_{it}(1; G) = \pi_{it}(1) \in (0,1) \).

In the following we will omit to write explicitly the dependence on \( G \) when it is not necessary.

### 2.4 Potential Outcomes and Causal Effects

Following the *Rubin Causal Model* (RCM) (Rubin, 1974), we outline the causal effects, under the potential outcomes framework. In principle, we should define the outcome as a function of the whole treatment vector at time \( t \) and the whole treatment vector at time \( t' \), i.e., \( Y_{it'}(Z_t, Z_{t'}) \). To this regard, we make three important assumptions: i) the treatment status of unit \( i \) at time \( t \) has no effect on their outcome at time \( t'' \), if not through their treatment status at time \( t' \); ii) the treatment status of other units at time \( t \) has no effect on the outcome of unit \( i \) at time \( t'' \), if not through the treatment status of unit \( i \) at time \( t' \); iii) the outcome of unit \( i \) at time \( t'' \) is not affected by the treatment status of other units at time \( t' \). These assumptions can be formally expressed as follows:

**Assumption 4** (Exclusion Restriction and No-interference of other units’ treatment at time \( t' \)). *Given two different assignment treatment vectors* \( Z_t \) and \( Z'_t \), resulting in the same treatment status at time \( t' \) for unit
\( i, \text{i.e., } Z_{1t'} = Z^*_{1t'}, \text{ but different treatment status for some of the other units, i.e., } Z_{k't'} \neq Z^*_{k't'} \text{ for some } k \neq i, \text{ then } Y_{1t''}(Z_{t'}, Z_{t''}) = Y_{1t''}(Z^*_{1t'}, Z^*_{t''}). \)

This means that there is no interference between units if not trough the actual diffusion process. In addition, the treatment assignment at time \( t \) does not have any direct effect on the outcome if not through the treatment at time \( t' \), that is, the effect of having the treatment at time \( t' \) does not depend on whether the treatment was originally assigned at time \( t \) or it has been received through diffusion from others. Under Assumption 4, we can index the outcome for unit \( i \) by the treatment status of unit \( i \) at post-diffusion time \( t' \), that is \( Y_{1t''}(Z_{t'}, Z_{t''}) = Y_{1t''}(Z^*_{1t'}, Z^*_{t''}) \). Hence, we postulate the existence of two potential outcomes for each unit, \( Y_{1t''}(Z_{1t'} = 0) \) and \( Y_{1t''}(Z_{1t'} = 1) \), representing the potential outcome that would be observed for unit \( i \) at time \( t'' \) under control and under active treatment (directly or indirectly received), respectively. Throughout, we will use the simplified notation \( Y_{1t''}(z) \) for \( Y_{1t''}(Z_{1t'} = z) \). As a consequence, the observed outcome can be expressed by

\[
Y_{1t''} = Y_{1t''}(Z_{1t'} = z) = \begin{cases} 
Y_{1t''}(0) & \text{ if } z = 0, \\
Y_{1t''}(1) & \text{ if } z = 1.
\end{cases} \tag{1}
\]

Moreover, according to the assumed diffusion process, we make the following assumption:

**Assumption 5** (Unconfoundedness).

\( (i) \quad Y_{1t''}(Z_{1t'} = z) \perp \perp [Z_{t}, G] \quad \forall z \in \{0, 1\} \)

\( (ii) \quad Y_{1t''}(Z_{1t'} = z) \perp \perp Z_{1t'} | Z_{-1t}, Z_{1t} = 0, G \quad \forall z \in \{0, 1\}. \)

The first sub-assumption (i) simply reflects the randomization of the initial treatment assignment, while the second sub-assumption (ii) states that, for any unit \( i \) untreated at time \( t \), the treatment at time \( t' \) is unconfounded given the treatment vector of the other units at time \( t \) and given \( G \).

Under Assumption 4, it is possible to define the Average Treatment Effect (ATE) as follows:

\[
\tau^* = E[Y_{1t''}(Z_{1t'} = 1)] - E[Y_{1t''}(Z_{1t'} = 0)] = E[Y_{1t''}(1)] - E[Y_{1t''}(0)]. \tag{2}
\]

where the expectation is taken over the sampling distribution, under the super-population perspective Imbens and Rubin (2015). The quantity \( \tau^* \) is a comparison of potential outcomes under the actual (but
hidden) treatment status $Z_{it'}$ and it represents the causal effect of receiving the treatment either directly through the initial assignment or indirectly through diffusion.

### 2.5 Bias Analysis when Diffusion is Neglected

Ignoring the diffusion process, when present, may introduce a bias in the estimate of the treatment effect. Here, we show the formula of the bias (proofs are collected in Appendix A). We first provide the general formula and then we illustrate how it simplifies under Assumption 5. We also discuss the direction of the bias by investigating the settings which that generate either an underestimation or an overestimation of the causal treatment effect.

Given the hidden nature of the treatment diffusion process, one would be tempted to neglect any diffusion mechanism, even if plausible, and estimate the treatment effect relying on the initial treatment assignment. Under the assumption of no-diffusion, and in turn, no-interference, the potential outcomes can be indexed by the individual treatment assignment $Y_{it''}(Z_{it} = z)$ and the causal treatment effect is defined as $\tau^{no-diff} = \mathbb{E}[Y_{it''}(Z_{it} = 1)] - \mathbb{E}[Y_{it''}(Z_{it} = 0)]$. In a randomized experiment, under the assumption of no-diffusion, the treatment effect $\tau^{no-diff}$ is identified by

$$\tau^{no-diff} = \mathbb{E}[Y_{it''}|Z_{it} = 1] - \mathbb{E}[Y_{it''}|Z_{it} = 0]. \quad (3)$$

and one one would estimate this quantity to $\tau^{no-diff}$ to assess the effect of receiving the treatment. However, if a treatment diffusion arises, $\tau^{no-diff}$ does not represent the effect of receiving the treatment, as the initial treatment allocation may have been altered by the spread of the treatment.

We define the bias $b$ of the naïve approach that neglects diffusion as the difference between these two quantities, that is $b = \tau^{no-diff} - \tau^{*}$. This is the difference between the two quantities targeted under either the assumption of no-diffusion and, in turn, no-interference, or taking into account a possible diffusion of the treatment\(^1\).

\(^1\)Note that this bias is not affected by the potential bias of the estimators used to estimate these quantities.
As proven in Appendix A, the bias is expressed by the quantity $b$, where

$$b = \tau_{no-diff} - \tau^*$$

$$= E\left[Y_{it'}(0)\right] - E\left[Y_{it'}(0)|Z_{it'} = 0, Z_{it} = 0\right] \left(1 - E\left[\rho_i|Z_{it} = 0\right]\right) -$$

$$E\left[Y_{it'}(1)|Z_{it'} = 1, Z_{it} = 0\right] E\left[\rho_i|Z_{it} = 0\right] +$$

$$E\left[Y_{it'}(1)|Z_{it} = 1\right] - E\left[Y_{it'}(1)\right] ,$$

(4)

where $E[\rho_i|Z_{it} = 0] = P(Z_{it'} = 1|Z_{it} = 0)$. If $b > 0$, neglecting the diffusion process implies an overestimation of the real effect of the treatment and the intervention appears to be more effective than it actually is. On the contrary, if $b < 0$ our analysis is affected by underestimation and the treatment appears less effective.

Under randomization of the initial treatment (Assumption 5, Part (i)), we have $E[Y_{it'}(1)|Z_{it} = 1] = E[Y_{it'}(1)]$ and so the above quantity $b$ simply becomes

$$b = E\left[Y_{it'}(0)\right] - E\left[Y_{it'}(0)|Z_{it'} = 0, Z_{it} = 0\right] \left(1 - E[\rho_i|Z_{it} = 0]\right) -$$

$$E\left[Y_{it'}(1)|Z_{it'} = 1, Z_{it} = 0\right] E[\rho_i|Z_{it} = 0] +$$

$$E\left[Y_{it'}(1)|Z_{it} = 1\right] - E\left[Y_{it'}(1)\right] .$$

(5)

Clearly, in the absence of the diffusion process, i.e., $\rho_i = 0$ for all $i$, we have $b = 0$. This is because we have $Z_{it'} = 0 \Leftrightarrow Z_{it} = 0$ and so $E[Y_{it'}(0)|Z_{it'} = 0, Z_{it} = 0] = E[Y_{it'}(0)|Z_{it} = 0] = E[Y_{it'}(0)]$. Moreover, we note that, if $E\left[Y_{it'}(0)\right] = 0$ and $E\left[Y_{it'}(0)|Z_{it} = 0, Z_{it'} = 0\right] = 0$, then:

- $E\left[Y_{it'}(1)|Z_{it'} = 1, Z_{it} = 0\right] < 0$ leads to $b > 0$, that is, an overestimation of the real effect;
- $E\left[Y_{it'}(1)|Z_{it'} = 1, Z_{it} = 0\right] > 0$ leads to $b < 0$, that is, an underestimation of the real effect.

This means that, in this case, the direction of the treatment diffusion bias is driven by the sign of the average potential outcome under the active intervention on those units who actually receive the treatment by diffusion: if this quantity is lower than zero, then units who receive the treatment by diffusion do not really benefit from the intervention and ignoring the treatment diffusion process lead to overestimate the real impact of the treatment; if, vice versa, this quantity is greater than zero, then agents who were not initially provided by the intervention but who gain the treatment from their treated peers positively respond to the intervention and ignoring diffusion leads to underestimate the overall impact of the treatment.
Finally, we observe that, if the entire Assumption 5 (first and second part) is satisfied, then we have
\[ \mathbb{E}
\left[
Y_{it'}(0)|Z_{it} = 0, Z_{it'} = 0 \right] = \mathbb{E}[Y_{it'}(0)] \quad \text{and} \quad \mathbb{E}
\left[
Y_{it'}(1)|Z_{it} = 1, Z_{it'} = 0 \right] = \mathbb{E}[Y_{it'}(1)] \quad \text{(for the proof, see Appendix A)} \]
and so we get
\[ b = (\mathbb{E}[Y_{it'}(0)] - \mathbb{E}[Y_{it'}(1)]) \mathbb{E}[\rho_i|Z_{it} = 0] = -\tau^* \mathbb{E}[\rho_i|Z_{it} = 0]. \quad (6) \]

Hence, the sign of the bias \( b \) mostly depends on the sign of the average treatment effect of those units who have a greater probability of receiving the treatment by diffusion: specifically, if those units have a positive treatment effect, then, neglecting the possible diffusion may lead to an underestimation of the overall effect; while, if those units have a negative mean treatment effect, then, neglecting the possible diffusion may lead to an overestimation of the overall effect. This is the finding that has inspired the simulations in Section 3.

2.6 Horvitz-Thomson Estimators

In this section, we present the proposed estimators for the average treatment effect under no-diffusion, i.e. \( \tau^{n_0-diff} \) (identified by \( \tau_{obs}^b \)), and the average effect under diffusion, i.e. \( \tau^* \). We propose estimators for both Bernoulli randomized designs, where each unit receives the treatment or not, independently of the other units, according to an individual treatment assignment probability, and cluster randomized experiments, where clusters are randomly assigned to treatment and all units of the same cluster receive the same treatment.

The quantity \( \tau_{obs}^b \) can be estimated using a difference-in-means estimator or the standard Horvitz-Thomson estimator (Horvitz and Thompson, 1952) for randomized experiments, based on the initial treatment assignments \( Z_i \) (see Section 2.7 below). For instance, the Horvitz-Thomson estimator for unit-level randomized experiments is given by:
\[ \tau_{obs}^b = \frac{1}{N} \left[ \sum_{i=1}^{N} Z_{it} \frac{Y_{it'}'}{\pi_{it}(1)} - \sum_{i=1}^{N} (1 - Z_{it}) \frac{Y_{it'}'}{1 - \pi_{it}(1)} \right], \quad (7) \]
where \( \pi_{it}(1) \in (0, 1) \) denotes the probability of unit \( i \) to be initially assigned to the treatment group. A similar Horvitz-Thomson estimator has been developed for cluster randomized experiments Aronow and Middleton (2013). However, \( \tau_{obs}^b \) is a biased estimate of the real treatment effect \( \tau^* \).  

\[ 2\tau_{obs}^b \] cannot be employed even for estimating an intent-to-treat effect, that is, the effect of the treatment assignment. In-
The only way to explicitly account for treatment diffusion process is to consider the real (but unknown) treatment vector $Z_{it'}$, evaluated after the diffusion process. If the post-diffusion treatment assignment $Z_{it'}$ were observed for all units the causal effect $\tau^*$ would be estimated from data. However, one would need to control for the fact that the actual treatment receipt observed after diffusion is no longer randomized. In a Bernoulli randomized setting, we propose the following "Horvitz-Thomson" estimator (Horvitz and Thompson, 1952)

$$\hat{\tau}_1^* = \frac{1}{N} \left[ \sum_{i=1}^{N} \frac{Z_{it'} Y_{it''}}{\pi_{it'}(1;Z_{-it}, G)} - \sum_{i=1}^{N} \frac{(1 - Z_{it'}) Y_{it''}}{1 - \pi_{it'}(1;Z_{-it}, G)} \right]$$

$$= \frac{1}{N} \left[ \sum_{i=1}^{N} \frac{Z_{it'} Y_{it''}}{\pi_{it}(1)} + \rho_i(Z_{-it}, G)(1 - \pi_{it}(1)) \right] - \sum_{i=1}^{N} \frac{(1 - Z_{it'}) Y_{it''}}{(1 - \pi_{it}(1))(1 - \rho_i(Z_{-it}, G))} \right].$$

(8)

where $\pi_{it'}(1;Z_{-it}, G)$ is the conditional probability for $i$ of receiving the treatment at time $t'$ conditional on the initial treatment vector $Z_{-it}$ of the other units and the graph $G$. Indeed, in a Bernoulli randomized setting, when all the random variables $Z_{it}$, with $i \in \mathcal{N}$, are independent and independent of $G$, the conditional probability for $i$ of receiving the treatment at time $t'$, conditional on the initial treatment vector $Z_{-it}$ of the other units and $G$, is (see Subsec. 2.3)

$$\pi_{it'}(1;Z_{-it}, G) = \pi_{it}(1;Z_{-it}, G) + \rho_i(Z_{-it}, G) (1 - \pi_{it}(1;Z_{-it}, G))$$

when $Z_{it}$ is independent of $Z_{-it}$ and $G$

$$= \pi_{it}(1) + \rho_i(Z_{-it}, G) (1 - \pi_{it}(1)) \in (0, 1)$$

(since $\pi_{it}(1) \in (0, 1)$ and $\rho_i < 1$). In Appendix B.1 we prove that the above estimator is unbiased under Assumption 5.

In a cluster randomized experiment, the treatment assignment of one unit depends on the treatment assignment of other units. In particular, $\pi_{it}(1;Z_{-it}, G)$ will always be 0 or 1 and the denominator of the Horvitz-Thomson estimator, $\pi_{it'}(1;Z_{-it}, G)$, will always be 1 for units in the treated clusters and 0 for isolated units in the control clusters, resulting in a biased estimator of $\tau^*$. However, we can replace it with an alternative estimator, $\hat{\tau}_2^*$, which can be used for cluster randomized designs. The alternative
estimator can be written as
\[
\hat{\tau}^*_2 = \frac{1}{N} \left[ \sum_{i=1}^{N} Z_{it'} \frac{Y_{it'}}{\pi_{it'}(1; G)} - \sum_{i=1}^{N} (1 - Z_{it'}) \frac{Y_{it'}}{1 - \pi_{it'}(1; G)} \right]
\]
(9)

where, under the independence between \(Z_{it}\) and the graph \(G\), we have (see Subsec. 2.3) \(\pi_{it'}(1; G) = \pi_{it}(1) + \mathbb{E}[\rho_i | Z_{it} = 0, G](1 - \pi_{it}(1))\), that (since \(\pi_{it}(1) \in (0, 1)\) and \(\rho_i < 1\)) belongs to \((0, 1)\). In Appendix B.2 we prove that the estimator \(\hat{\tau}^*_2\) is unbiased under Assumption 5. The computation of \(\mathbb{E}[\rho_i | Z_{it} = 0, G]\) can be challenging, but we can replace it by its empirical mean (simulating a set of possible scenarios of initial treatments, see Appendix C for the computation of \(\hat{\tau}^*_2\) specifically in the proposed empirical setting). The proposed estimator performs well in reducing the estimation bias due to treatment diffusion in cluster randomized settings (see Appendix D for more details).

### 2.7 Sensitivity Analysis for Treatment Effect in the presence of an Unknown Diffusion Process

We propose here a sensitivity analysis for the unobserved treatment diffusion process, with the aim of assessing the degree of sensitivity of the naïve estimates \(\hat{\tau}^{b}_{obs}\) of the treatment effect. In most settings, the treatment spread is completely unobserved and the diffusion process is unknown. However, sometimes we do have some full or partial information on the relationships between units. In fact, some studies might collect social interactions among participants. Alternatively, oftentimes we have geographic information on participants or some information on the social structure (e.g. schools and classes, social groups, ...). Knowledge of the social network \(G\) could be used to perform a sensitivity analysis for treatment diffusion. The sensitivity analysis developed in the present work relies on the information of the network to predict treatment diffusion scenarios that might have plausibly occurred. The key idea is to simulate a set of diffusion scenarios and compare estimates of the treatment effect accounting for diffusion with the naïve estimates under the assumption of no-diffusion. This sensitivity analysis will allow us to assess whether ignoring treatment diffusion would lead to an overestimate or underestimate of the treatment effect or whether any hidden diffusion process would not have a significant impact on results.

We distinguish between two settings depending on whether the social network is fully or partially observed.
2.7.1 Fully Observed Network

The strategy that we propose consists in the following steps:

1. **Naïve estimates under the assumption of no-diffusion.** Estimate the treatment effect under the assumption of no-diffusion $\hat{\tau}^{b}_{obs}$ by means of a suitable estimator, such as 7 for unit-level randomized experiments (or the one proposed by Aronow and Middleton (2013) for cluster randomized experiments), and compute also the corresponding estimated standard error $\hat{\sigma}(\hat{\tau}^{b}_{obs})$.

2. **Dealing with the unknown diffusion process.** Let $\overline{p}$ be the diffusion parameter, that is the probability that a single treated unit passes the treatment to an untreated out-neighbor. If no a-priori knowledge about this parameter is available, we will let $\overline{p}$ vary over a grid of $P$ values, thus $\overline{p} \in \mathcal{P} = \{\overline{p}_1, \ldots, \overline{p}_P\}$. For each fixed $\overline{p} \in \mathcal{P}$:

   a) Consider given the network $G$ (hence, in the following, we omit to write explicitly the dependence on $G$) and:

   - Compute for each node the number of treated neighbors $T_{it}$.
   - Compute the elements of the $N$-dimensional vector $\overline{\rho}_{\overline{p}} = (\rho_{1}, \ldots, \rho_{N})$, where each element $\rho_{i} = \rho_{i}(Z_{-i}, \overline{p})$ represents the unit-level conditional probability to switch status due to the diffusion process, according to the fixed probability $\overline{p}$.
   - Using the vector $\overline{\rho}_{\overline{p}}$, compute the unit level conditional probability of being exposed to the active treatment at time $t'$, say $\pi^{\overline{p}}_{it'}$, needed for the computation of the estimator $\hat{\tau}^{*}_1$ (Equation 8) or $\hat{\tau}^{*}_2$ (Equation 9).

   b) The individual treatment status at time $t'$, for those units who have been initially assigned to the control group, say $Z_{it'}^{\overline{p}}|Z_{it}=0$, is obtained by sampling from a Bernoulli distribution with parameter $\rho_{i}^{\overline{p}}$, that is $Z_{it'}^{\overline{p}}|Z_{it}=0 \sim \text{Bernoulli}(\rho_{i}^{\overline{p}})$. Initially treated units will remain treated, that is $Z_{it'}^{\overline{p}}|Z_{it}=1 = 1$.

   c) Sample from $Z_{i,t'}^{\overline{p}}$ several times, say $R$, where $r = 1, \ldots, R$, and obtain a certain sample space $\mathcal{Z}^{\overline{p}} = \{Z_{i,t'}^{p,1}, \ldots, Z_{i,t'}^{p,R}\}$. In other words, $\mathcal{Z}^{\overline{p}}$ collects $R$ different configurations of treatment assignment vectors at time $t'$, given the fixed diffusion probability $\overline{p}$. For each configuration $Z_{i,t'}^{p,r} \in \mathcal{Z}^{\overline{p}}$.

---

3Estimated standard errors are computed by accounting for on asymptotic expansions, as motivated in Tan (2006, 2010, 2013)
– Compute an estimate of the treatment effect $\hat{\tau}_{p,r}$ using the "Horvitz-Thompson type" estimator $\hat{\tau}_{1}^{*}$ (Equation 8) or $\hat{\tau}_{2}^{*}$ (Equation 9).

– Compute the standard error of the estimate $\hat{\sigma}(\hat{\tau}_{p,r})$.

• Obtain an entire set of estimates of the overall effect of the treatment, under the network $G$ and given a fixed diffusion probability $\overline{p}$: $\Psi_{p} = \{\hat{\tau}_{p,r} : r = 1, \ldots, R\}$.

(b) The set $\Psi_{\overline{p}}$ contains all the treatment effect estimates, computed under a fixed probability $\overline{p}$. These estimates evaluate distinct random realizations of the unknown after-diffusion treatment assignment vector. In other terms, the values in $\Psi_{\overline{p}}$ represent an empirical distribution of the estimated effects, under diffusion probability $\overline{p}$. Hence, we can compute the key quantities that allow us to characterize the distribution of the effects, under the diffusion parameter $\overline{p}$:

• The average value of estimated effects, under $\overline{p}$, $\overline{\hat{\tau}}_{\overline{p}}$, where

$$\overline{\hat{\tau}}_{\overline{p}} = \overline{\Psi_{\overline{p}}} = \frac{1}{R} \sum_{r=1}^{R} \hat{\tau}_{\overline{p},r}.$$

• The total variance in the estimated effects, that results from the sum of two components, a within variance $s_{\overline{p}}^{2(W)}$ and a between variance $s_{\overline{p}}^{2(B)}$, that is

$$s_{\overline{p}}^{2} = s_{\overline{p}}^{2(T)} = s_{\overline{p}}^{2(B)} + s_{\overline{p}}^{2(W)}$$,

where

$$s_{\overline{p}}^{2(B)} = \frac{1}{R} \sum_{r=1}^{R} (\hat{\tau}_{\overline{p},r} - \overline{\hat{\tau}}_{\overline{p}})^{2}$$

and

$$s_{\overline{p}}^{2(W)} = \frac{1}{R} \sum_{r=1}^{R} (\hat{\sigma}(\hat{\tau}_{\overline{p},r}))^{2}.$$

The between variance $s_{\overline{p}}^{2(B)}$ captures the estimates’ variance in the $R$ realization of the treatment assignment vector at time $t'$. Conversely, the within variance component $s_{\overline{p}}^{2(W)}$ averages on the estimated standard errors which have been computed within each realization $r$. The composite the variance is introduced to account for both the variability that comes from the sensitivity analysis and the intrinsic variability of the effect.

3. The key point of the sensitivity analysis stands in the comparison between the average value of the estimated effects under $\overline{p}$, i.e. $\overline{\hat{\tau}}_{\overline{p}}$, together with its corresponding total standard error, i.e. $s_{\overline{p}}$, and the estimated treatment effect obtained while ignoring the possibility of treatment diffusion, i.e. $\hat{\tau}_{obs}^{b}$, together with its estimated standard error. For assessing the significance of the estimation bias, due to the diffusion process, one strategy could be to assume the estimated ef-
fects to be normally-distributed and to compare the confidence intervals $[\hat{\tau}_b^{\text{obs}} - z_{a/2} \hat{\sigma}(\hat{\tau}_b^{\text{obs}}), \hat{\tau}_b^{\text{obs}} + z_{a/2} \hat{\sigma}(\hat{\tau}_b^{\text{obs}})]$ and $[\bar{\tau}_p - z_{a/2} \hat{\sigma}_p, \bar{\tau}_p + z_{a/2} \hat{\sigma}_p]$, where $z_{a/2}$ represents the critical value of the Normal distribution, associated to the significance level $(1 - \alpha)$.

Note that the sensitivity analysis that we propose implicitly assumes that the hidden diffusion process satisfies the assumptions that we have advanced in Subsection 2.2. Relying on specific parametric assumptions is unusual in a pure sensitivity analysis. However, we call this approach a sensitivity analysis as it still allows to assess the robustness of results, with respect to plausible realizations of the treatment diffusion process (as pointed out by recent reviews of sensitivity analysis methodologies Hamby (1994); Iooss and Lemaître (2015), there exist sensitivity approaches which implicitly rely on specific models).

Moreover, it is worthwhile to note that the above approach can be used also to identify a "critical" threshold for the diffusion parameter: that is, testing various values of $\bar{\tau}$, it is possible to detect the value above which diffusion has a relevant impact on the results. Therefore, if this threshold is plausible in the specific empirical scenario, then researchers cannot really trust in the no-diffusion estimates and must also keep into account the simulated results in summarizing their findings. If instead the threshold appears to be greater than the reasonable diffusion parameters in the considered empirical framework, then no-diffusion hypothesis can be fairly assumed to be valid.

2.7.2 Partially Observed Network

In some real world scenarios, the baseline social network $G$ is only partially observed. For instance, in our motivating application, it is possible to fully observe friendship ties connecting students enrolled in the same class, but data do not provide information on the inter-class ties. When the information on the network $G$ is not complete, the sensitivity analysis procedure described above cannot be fairly employed, without any modifications: the whole procedure requires to be slightly reworked, to account for the uncertainty on the network structure. To address the issue of a partially observed network, we use multiple imputation (Rubin, 1996, 2004). The idea is to use observed ties to multiply impute missing links, so to generate an ensemble of $M$ completed networks, which include both observed and predicted ties. We denote by $G^m = (\mathcal{N}, \mathcal{E}^m)$, where $m = \{1, \ldots, M\}$, the $m$ completed network. Completed networks are collected in the ensemble $\mathcal{G}$. In this setting, the impact of a possible treatment diffusion process is evaluated on each of the $M$ completed networks. Therefore, the sensitivity analysis uses the $M$ completed networks obtained through multiple imputation, but explicitly accounts for the uncertainty on the real
network structure.

Hence, the procedure computes an estimate of the post-diffusion treatment effect under each joint realization of i) the fixed diffusion parameter \( \overline{p} \); ii) the reconstructed network \( m \) and iii) the given realization of the Bernoulli process \( r \). Specifically, the estimate \( \hat{\tau}_{\overline{p},m,r} \) is identified by the triple \( (\overline{p}, m, r) \) and is obtained by using the "Horvitz-Thompson type" estimator \( \hat{\tau}^* \), together with its estimated variance \( \hat{\sigma}(\hat{\tau}_{\overline{p},m,r}) \).

As a consequence, the average value of estimated effects, under a given diffusion parameter \( \overline{p}, \overline{r} \), results from averaging the \( R \times M \) estimated effects under \( \overline{p} \). Formally,

\[
\overline{\hat{\tau}_{\overline{p}}} = \overline{\psi_{\overline{p}}} = \frac{1}{R \times M} \sum_{m=1}^{M} \sum_{r=1}^{R} \hat{\tau}_{\overline{p},m,r}.
\]

Similarly, the two components which constitute the total variance computation \( s^2_{\tau_{\overline{p}}} \), the within variance \( s^2_{\tau_{\overline{p}}}(W) \) and a between variance \( s^2_{\tau_{\overline{p}}}(B) \) such that \( s^2_{\tau_{\overline{p}}} = s^2_{\tau_{\overline{p}}}(B) + s^2_{\tau_{\overline{p}}}(W) \) can be written as

\[
s^2_{\tau_{\overline{p}}}(B) = \frac{1}{R \times M - 1} \sum_{m=1}^{M} \sum_{r=1}^{R} (\hat{\tau}_{\overline{p},m,r} - \overline{\hat{\tau}_{\overline{p}}})^2 \quad \text{and} \quad s^2_{\tau_{\overline{p}}}(W) = \frac{1}{R \times M - 1} \sum_{m=1}^{M} \sum_{r=1}^{R} (\hat{\sigma}(\hat{\tau}_{\overline{p},m,r}))^2.
\]

The between variance \( s^2_{\tau_{\overline{p}}}(B) \) captures the estimates’ variance in the \( M \times R \) joint realization of different (imputed) networks and different realization of the treatment assignment vector at time \( t' \). Conversely, the within variance component \( s^2_{\tau_{\overline{p}}}(W) \) averages on the estimated standard errors which have been computed within each joint realization \( m, r \).

Note that the sensitivity analysis that we propose here implicitly assumes that i) the model for imputing missing links accurately predict hidden relationships and ii) the hidden diffusion process satisfies the assumptions that we have advanced in Subsection 2.2.

### 3 Illustrative Simulations

In this section, we illustrate how the proposed procedure performs in some simulated scenarios. Here we focus on the situation, where the baseline social network \( G \) is fully observed. As extensively motivated in the last section, the sensitivity analysis reconstructs an ensemble of plausible diffusion scenarios, by relying on the assumptions that characterize the diffusion process. Then, it inspects the robustness of results with respect to these reasonable realizations of the process. If the treatment diffusion process ac-
tually occurs, the researcher must face a miss-classification in the treatment variable, so that the treatment assignment vector that she actually observes does not truly represent the individual allocation in the two treatment arms. In these illustrative scenarios, we simulate a real diffusion process which introduces a bias in the estimates and leads to either an overestimation or to an underestimation of the treatment effect. As we explain in detail in the upcoming subsection, in these illustrative examples the real effect of intervention is set to be heterogeneous with respect to an individual characteristic -i.e the degree-, which directly affects the unit-level probability of receiving the treatment by diffusion: in such a setting, the sensitivity analysis might be employed not only for assessing the robustness of estimates under several diffusion scenarios, but also for actually reducing the treatment diffusion bias. Hence, once introduced the estimation bias, we observe how the sensitivity analysis performs in shrinking this bias and in towing the estimates towards the right treatment effect.

3.1 Data Generating Process (DGP)

In this subsection we detail the data generating process. We consider a sample made up by \( N = 1000 \) units. We generate the structure of interactions by simulating an Erdős-Rényi random graph (Erdős and Rényi, 1959) \( G \) with \( N \) nodes and a fixed probability (0.01) to have a link. The initial individual treatment assignment at time \( t \), i.e. \( Z_{it} \) is sampled from independent Bernoulli distributions with probability 0.5: \( Z_{it} \sim \text{Bernoulli}(0.5) \). Thus, the individual probability to be treated at time \( t \) is \( \pi_{it} = \pi_{it}(1) = 0.5 \). According to the graph \( G \) and to the initial treatment assignment vector \( Z_t \), we compute the number of treated neighbors \( T_{it} \) at time \( t \). Then, we randomly generate a treatment diffusion process, which we assume to be the one who truly realizes. The real treatment diffusion process is ruled by the fixed contagion parameter \( \rho^* \). Then, we set (omitting the symbol \( G \)):

\[
\rho_{i}^* = \rho_{i}^*(Z_{-it}) = 1 - (1 - \rho^*)^{T_{it}} \quad \text{and} \quad \pi_{it}^* = \pi_{it}^*(1; Z_{-it}) = \pi_{it} + \rho_{i}^*(1 - \pi_{it}).
\]

(Note that \( \pi_{it}(1; Z_{-it}) = \pi_{it} \) by the initial independence of all the random variables \( Z_{it} \), with \( i \in \mathcal{N} \).)

The real individual treatment status at time \( t' \), for those units who have been initially assigned to the control group, say \( Z_{1t'}^{p^*_i} \), is obtained by uniquely sampling from a Bernoulli distribution with parameter \( \rho_{i}^* \), that is \( Z_{1t'}^{p^*_i} \sim \text{Bernoulli}(\rho_{i}^*) \). For those untreated units who have not treated individuals in their neighborhood and those units who have been treated at time \( t \) the treatment status remains unchanged (to the control and to the active status, respectively). The vector \( Z_{1t'}^{p^*_i} \), that, for ease of nota-
tion, we also denote by $Z_{it'}^*$, represents the real individual treatment status after the treatment diffusion process.

Once we have generated the treatment diffusion process, we introduce the estimation bias. In the Subsection 2.5, we have discussed the causal mechanisms, which may lead to overestimate or underestimate the real causal effect of the intervention. Following those considerations, we have set the individual potential outcome of the unit $i$ under no exposure to the intervention to be sampled from a Standard Normal Distribution, $Y_{it'}(Z_{it'}^* = 0) = Y_{it'}(0) \sim \mathcal{N}(0, 1)$, while the potential outcome under an active exposure to the intervention after the diffusion process includes the individual response to the intervention, say $r_i^*$, that is, $Y_{it'}(Z_{it'}^* = 1) = Y_{it'}(1) = Y_{it'}(0) + r_i^*$. Hence, the observed outcome is

$$Y_{it'} = Y_{it'}(0)(1 - Z_{it'}^*) + Y_{it'}(1)Z_{it'}^*.$$

The quantity $r_i^*$ depends on a fixed parameter $k$ and it is a function of the indicator $N_{ih}^*$, which identifies those units who have a high in-degree: that is, $r_i^* = r_i^*(N_{ih}^*)$. The dummy $N_{ih}^*$ equals 1 if the observed in-degree of unit $i$ is above a given cutoff $\nu$, ($N_{in}^* > \nu$). This cutoff is identified from the in-degree distribution at time $t$: specifically, $\nu$ is the median of the in-degree distribution. (Note that this dummy variable allows us to detect those units who are more likely to experience the diffusion process, that is not affected by individual characteristics and only depends on the degrees of the units.) More precisely, the effect $r_i^*$ is defined as follows. Given that $q_n$ denotes the proportion of individuals such that $N_{ih}^* = n$, we introduce an overestimation bias by setting the real individual treatment effect $r_i^*$ as

$$r_i^* = r_i^*(n) = \begin{cases} -k; & \text{if } N_{ih}^* = n = 1 \\ +k\frac{q_1}{q_0}; & \text{if } N_{ih}^* = n = 0. \end{cases}$$

Conversely, we introduce an underestimation bias setting

$$r_i^* = r_i^*(n) = \begin{cases} +k; & \text{if } N_{ih}^* = n = 1 \\ -k\frac{q_1}{q_0}; & \text{if } N_{ih}^* = n = 0. \end{cases}$$

Note that in both scenarios the effect is normalized, so that the average effect in the whole population is equal to zero, that is we have $\sum_{i=1}^{N} r_i^*/N = 0$ by construction. Also note that the effect is defined so
to be heterogeneous with respect to the individual probability of switching the treatment status due to
the diffusion process: indeed, this probability is higher for those controls who have an high number of
neighbors. If, for instance, we move in the underestimation setting, we are assigning a positive treatment
effect at those controls who are more likely to receive the treatment by diffusion. It follows, that we can
refer to what said in Section 2.5, formula (6), for the direction of the bias. Consequently, for those units
who have a higher probability of receiving the treatment by diffusion, we have:

\[ Y_{1t'}(1) - Y_{1t'}(0) = \tau^*_i < 0 \]

in the overestimation scenario (that is, \( b > 0 \)); while

\[ Y_{1t'}(1) - Y_{1t'}(0) = \tau^*_i < 0 \]

in the underestimation scenario (that is, \( b < 0 \)).

At this stage, we can estimate the real treatment effect in the whole population through \( \hat{\tau}^*_1 \). This es-
timate is primarily compared with the estimated treatment effect under the assumption of no treatment
diffusion, \( \hat{\tau}^b_{obs} \). The difference between these two estimates is the estimated bias \( \hat{b} \). The goal of the simu-
lation design is to see whether the sensitivity analysis is able to reduce the bias and to produce estimates
which are closer to the real value of the treatment effect (i.e. 0, recall that the real treatment effect is
designed to be 0 from the DGP).

3.2 Results

Here we present the main simulations’ results in the Bernoulli randomized setting. The simulated sce-
narios differ in terms of i) the size of the effect \( k \), ii) the real fixed diffusion probability \( \bar{p}^* \) and the iii)
direction of the bias (overestimation or underestimation).

We start from the underestimation scenario. Here those units who are more likely to have received the
treatment by diffusion exhibit a positive response to the intervention. In each figure, the matrix of plot
needs to be read as follows: from the left to the right the plots show the results under increasing values of
the real fixed diffusion probability \( \bar{p}^* \) (specified in the title of the plot). In all the plots are depicted: i) the
line corresponding to the estimated treatment effect under no diffusion (blue dotted line), with a related
band depicting the 95% confidence interval; ii) the line corresponding to the estimated treatment effect
under the real diffusion process (orange dotted line), together with its corresponding confidence band;
iii) the zero line, which signals the real treatment effect generated by the DGP (black line); iv) the box-
plots representing the distribution of the estimated treatment effect obtained under the \( R \) simulated
diffusion processes, which are all ruled by the fixed contagion probability \( \bar{p} \) represented on the x-axis.
(colored box plots); v) the mean estimated treatment effect, under a fixed contagion probability $\bar{p}$ (red dots); vi) the corresponding confidence intervals of these estimates (colored triangles).

Figure 4 presents the simulations’ results in the underestimation setting, where $k = 5$. As we may observe in the figure, ignoring the treatment diffusion process leads to an underestimation of the real treatment effect. When the analysis accounts for the possibility of a treatment spreading, the estimation bias gets reduced and the sensitivity analysis leads to estimates, which are closer to the true value 0. Globally, we can state that in all scenarios the sensitivity analysis, when the treatment diffusion process actually happens, performs well in reducing the estimation bias and moves the estimates closer to the real effect.

![Figure 4: Underestimation, $k = 5$](image)

Figure 5 shows the same underestimation scenario, but with the global effect $k$ set to 10. The general
conclusions are similar to the ones that we have advanced to the previous scenario. So, we can similarly observe that i) the estimated effect under no diffusion really underestimates the effect of the intervention and that ii) the sensitivity analysis contributes in reducing the estimation bias, moving the estimates towards 0. Moreover, in the presence of an higher overall effect, the estimation bias increases and the sensitivity analysis remains accurate in catching the real treatment effect. Finally, note that the more the general effect $k$ gets higher, the higher is the variability of the estimates.

![Figure 5: Underestimation, $k = 10$](image)

We pass now to the overestimation scenario. In this setting, those units who are more likely of having actually received the treatment through the diffusion process, have a negative treatment effect.

Figure 6 shows the main results of the overestimation setting, under $k = 5$. As we notice from the figure, the estimated treatment effect under no diffusion overestimates the real effect of the interven-
tion. The sensitivity analysis causes a downward shifting in the estimates, by moving them towards 0. As expected, the estimation bias increases as the true diffusion probability increases. However, we can globally state that the procedure shows a good capability of towing the estimates towards the true value, by reducing the estimation bias due to having wrongly ignored the diffusion process.

Finally, Figure 7 depicts the simulations’ results for the overestimation scenario, where $k = 2$. As in the underestimation setting, an increasing in the size of the overall effect leads to an higher initial estimation bias. However, this estimation bias is effectively reduced by the sensitivity analysis, which rapidly tows the estimates towards the true value.
We can definitely state that the sensitivity analysis, when the treatment diffusion process occurs, helps the researcher in reducing the estimation bias, by towing the estimates towards the real value.

4 Encouraging students to visit museums: issue and data

4.1 Empirical Motivation

The empirical application is taken from the field of education economics. The school system plays a relevant role in cultural heritage education. This can be achieved through the active involvement and participation to theatrical performances, museum visits and art exhibitions. Although several studies (Bourdieu, 2011) have pointed out that the family represents the primary focal entity in transmitting
the cultural capital to children, other contributions (DiMaggio, 1982; DiMaggio and Useem, 1978) have highlighted the centrality of school as an institution, which may heavily contribute to provide a cultural exposure to those children who have not adequately benefited from it in their domestic environment. Recently, Kisida et al. (2014) has underlined that cultural exposure of scholars sparks a real virtuous circle, according to which students become active cultural consumers, who are always more motivated to acquire extra cultural capital.

Although this issue is relevant for social development, the literature about the impact of school-promoted incentives to students is still scarce (Lattarulo et al. (2017); Forastiere et al. (2019b)). The randomized experiment motivating this work contributes to filling this gap. The field experiment was a Cluster Randomized Encouragement Designs (CEDs) implemented in Florence, Italy in 2014, with the aim of assessing the effect of different kinds of school-promoted incentives on encouraging students to visit art museums. The general goal of the experiment was to detect the most effective strategy to increase the teens’ museum attendance and change their attitude towards art. In the study, classes of a school in Florence were randomly assigned to experience two different incentives: some of the classes received a flier about the importance of museum attendance, while the remaining classes received, in addition to the flier, a video presentation about an art exhibition.

Given the transferable nature of the link of the video presentation, the diffusion of the video link among students could have altered the experiment and the assessment of the effect of providing the flier only as opposed to the video presentation together with the flier. Therefore, we will apply the proposed sensitivity analysis to investigate the robustness of the estimated effect against a possible diffusion process among students.

4.2 Data

Data involve $N = 176$ students, enrolled in $C = 10$ different classes, with $\mathcal{C} = \{1, \ldots, C\}$, in a high school in the city of Florence. A time $t$ (Spring 2014) a set $\mathcal{C}_T \subset \mathcal{C}$ of $C_T = 5$ classes were randomly assigned to each of the two types of cultural encouragement. Given the cluster randomized design, all the students enrolled in the same class were exposed to the treatment assigned to their class. Therefore, denoting

---

4 The experiment was conducted by Patrizia Lattarulo (IRPET – Tuscany’s Regional Institute for Economic Planning), Marco Mariani (IRPET – Tuscany’s Regional Institute for Economic Planning) and Laura Razzolini (University of Alabama). An extensive description of the data can be found in Lattarulo et al. (2017).

5 The original experiment by Lattarulo et al. (2017) includes a third type of encouragement: extra-credit points towards their final school grade. For the sake of simplicity, we omit here this third arm from the analysis.
by $C(i)$ the class of student $i$, the initial probability for each student $i$ of being assigned to the video presentation is $\pi_{i1}(1) = P(Z_{i1} = 1) = P(C(i) \in \mathcal{C}_T) = C_T/C = 0.5$. At time $t''$, 8 months after the initial assignment, students were asked to report the number of museum visits they had attended during those 8 months: this variable represents our outcome variable $Y_{i,t''}$.

At baseline, students were also asked to report their friendship ties. Specifically, they were asked to declare who among their classmates they consider as friends.\footnote{Also ranking the existing ties based on the strength of the relationships. Here, we only consider the presence or the absence of the friendship tie, regardless of the friendship strength.} The whole network structure is described by the graph $G = (\mathcal{N}, \mathcal{E})$, which consists of $C$ subgraphs, $G_c = (\mathcal{N}_c, \mathcal{E}_c), \; c = 1, \ldots, C$. Students were only asked to nominate friends in their own class, neglecting relationship between students of different classes. In fact, in the observed data there are no links between units belonging to different clusters, that is $A_{ij} = 0 \; \forall i, j \; s.t \; C(i) \neq C(j)$. As a consequence, the adjacency matrix $A$ corresponding to the graph $G$, is a block-diagonal matrix with $C$ blocks, $A_c, \; c = 1 \ldots C$. Figure 8 provides a graphical representation of the overall network structure.

Figure 8: Observed network: nodes are colored with respect to their treatment status (red identifies treated nodes, while green untreated units; polygons encircle classes (note that students belonging to the same classes are characterized by an identical treatment status), while polygons’ color represents the school membership.

In our setting, relations between students in a given class $c$ are fully described by the adjacency matrix $A_c$, where the generic element $A_c(i, j)$ equals 1 if the student $i$, enrolled in the class $c$, has nominated
student $j$ in the same class $c$ as one of his friends. Note that friendship may be asymmetric: $i$ may regard $j$ as a friend, but not vice versa. We denote by $\mathcal{N}_i^{out}$ the set of students that unit $i$ has nominated as friends and by $\mathcal{N}_i^{in}$ the set of students that nominated $i$. $N_i^{out}$ and $N_i^{in}$ denote the corresponding cardinality, i.e., the \textit{out-degree} and \textit{in-degree}, respectively. Figure 9a shows the in-degree distribution, in the entire population, while Figure 9b displays the out-degree distribution.

![Degree Distribution](image)

**Figure 9:** Degree distribution, observed data.

### 4.3 Partially Unobserved Social Network: Link Prediction Model

The experiment does not consider the possibility of inter-class links. Although they have not been explicitly reported in the survey, they are likely to be present. Therefore, while intra-class links are observed, inter-class links are missing. In fact, students belonging to different classes, but enrolled in the same school, are likely to know students in other classes with whom they similar hobbies and activities. The missing information about inter-class links is crucial here because these links might have been vectors for the spread of the treatment. Therefore, imputing missing inter-class links is required to be able to reconstruct the diffusion process and, in turn, conduct a sensitivity analysis for the treatment effect.

In a wide variety of empirical settings the network information is incomplete. For this reason, link-prediction has become a growing research topic within the field of network science and within the statistical literature of network data. The key idea of link-prediction models is to use the observed network to predict missing links.

Figure 10 provides a graphical intuition concerning the missing-links issue: given an observed network (left side network), link-prediction models use various and heterogeneous statistical techniques to
impute missing links, generating a complete network (right side network). Links are predicted (purple-dotted arcs) according to a prediction model, which is determined by the specific setting.

![Observed Network vs Reconstructed Network](image)

**Figure 10:** Observed network vs reconstructed network: missing links are imputed by implementing a link prediction algorithm.

There are a variety of prediction models for link imputation. Prediction models can be classified into the following broad classes: i) purely statistical models, which use a parametric strategy for imputation, first estimating each link probability, then imputing missing links according to the estimated probability (Cranmer and Desmarais, 2011; Fellows and Handcock, 2012); ii) network reconstruction models, developed in the growing literature of statistical physics for complex networks. These approaches are highly flexible and impute missing links while considering either similarity-based methods, likelihood-based criteria or entropy-based strategies (Liben-Nowell and Kleinberg, 2007; Zhou et al., 2009; Lü and Zhou, 2011). The former approach assumes independent link formation between dyads, whereas the latter approach imputes missing links by taking into account the characteristics and the link patterns observed in the entire network.

Here, we rely on a machine learning algorithm, which predicts missing inter-class links using a flexible approach, based on recursive partitioning (Buuren and Groothuis-Oudshoorn, 2010). Specifically, we use *random forests* (Breiman et al., 1984), an extension of the classification and regression trees (CART) (Friedman et al., 1984). Random forests are particularly flexible, perform well in managing with possible nonlineairties or interactions, and do not require specific assumptions (Shah et al., 2014; Doove et al., 2014).

The imputation algorithm trains the model on the observed ties, then predicting missing ties. Here, the imputation process takes as inputs a batch of dyadic covariates, which are used by the algorithm to
recursively split the data. Splits are chosen to best predict the presence (or absence) of the dyadic tie. These dyadic covariates represent four measures of similarities that have been defined based on unit-level characteristics (the set of unit-level characteristics can be found in Lattarulo et al. (2017)). Specifically, we include in the analysis four variables, representing the level of similarity between two given students with respect to hobbies, school attitudes, cultural interests and personal background (details about these similarity indicators can be found in the Appendix E). These similarities measures capture the key mechanisms that might prompt a friendship tie between students belonging to different classes. They are not affected by the treatment variable and they represent the key inputs of multiple imputation algorithm. In addition to the similarity measures, we have included in the imputation model two individual-specific indicators: the number of inter-class friends and the specific school environment where they are particularly inclined to establish friendship ties (mostly within their class or mostly outside their class).

Through multiple imputation, we generate $M = 500$ distinct reconstructed networks. Note that these networks are identical with respect to the known links, but differ in the imputed ties. Figure 11 shows the densities of the tie indicators in the original (blue line) and imputed (red lines) datasets. As expected, the percentage of present links is less in the imputed datasets. This finding is in line with the general intuitive idea that it is easier to become friends for students who belong to the same class and it demonstrates that the algorithm performs fairly well in predicting the links (the stability of the multiple imputation algorithm can be inspected in Appendix F). In fact, the similarity measures that are used to predict the links are intrinsically higher for pairs of students enrolled in the same class and therefore, it makes sense that imputed inter-class links are (in percentage) fewer with respect to the intra-class observed ties. Therefore, even if observed ties and missing ties are intrinsically different, the dyadic covariates we account for allow to catch the diverse nature of links and guarantee the empirical validity of the imputation algorithm.
4.4 Sensitivity Analysis: Empirical Results

The empirical analysis proposed by Lattarulo et al. (2017) is likely to be affected by the presence of an hidden treatment diffusion process, as scholars may share the link about the video presentation with their friends. We applied the proposed sensitivity analysis developed in Section 2.7. Given the cluster randomized experiment and the presence of missing links, we used the Horvitz-Thomson estimator in Equation 9 and the multiple imputation algorithm as in Section 2.7.2.

We here discuss the key empirical findings of the proposed sensitivity analysis based on the estimator \( \hat{\tau}_2^* \). The multiple imputation procedure generates \( M \) separated reconstructed networks, which embrace the observed intra-class links as well as the predicted inter-class ties. The ensemble of the \( M \) generated networks encompasses the variation boundary of the entire network structure and it represents one of the inputs of the sensitivity analysis algorithm we have introduced in Subsection 2.7. Here, we set the grid of the eligible values for the diffusion parameter \( \varpi \) to \( \varpi = \{0.01, 0.05, 0.10, 0.20, 0.25\} \). Finally, we fix the number of sampled configurations of the (unknown) treatment vector at time \( t' \) to \( R = 500 \).

Figure 13 gives an idea about the switching status process that happens in the presence of a plausible
Figure 12: Reconstructed network: the first of the $M$ generated networks. Blue links represent ties that have been directly observed from data. Conversely, violet links depict relationships that have been imputed by the imputation algorithm. The former type of relationships remains unvaried across the $M$ networks, while the latter one varies.

treatment spreading. In particular, it depicts the distributions of the probability of receiving the treatment by diffusion, for various configurations of the fixed diffusion parameter. Under small values of $\bar{p}$, very few units are eligible to gain the treatment by diffusion. As the fixed diffusion parameter increases, the number of initially untreated units who receive the treatment gets higher.
Figure 13: Probability of receiving the treatment by means of the diffusion process: histograms of the probabilities of receiving the treatment by diffusion.

Figure 14 graphically summarizes the key empirical finding of the sensitivity analysis. The procedure accounts both for the uncertain network structure (multiply imputing the $M$ reconstructed networks) and for the unknown after-diffusion treatment vector (generating $R$ different treatment assignment vectors at time $t'$). In particular, Figure 14 shows the box-plots of the treatment effect estimates, obtained under the various configurations of $m$ and $r$. In addition, it shows the extremes of the 95% confidence interval, that, in case of a positive treatment diffusion probability, have been constructed so to incorporate both the between variation and the within variation (as shown in Subsection 2.7). Box plots refer to various possible characterizations of the diffusion parameter $\bar{p}$. Under the no-diffusion assumption, the intervention has a positive and significant impact on students’ museum visits ($\hat{\tau}_{obs}^{b} = 2.8295$ with a 95% confidence interval which equals $[1.4863, 4.1727]$). The graphs suggest that ignoring the treatment diffusion process may lead to an overestimation of the treatment effect, but it also shows that the eventual diffusion spreading does not have a significant impact on results: even under considerable (and probably unplausible) treatment diffusion probabilities the estimates remain in the positive domain. On the other hand, the presence of a strong treatment diffusion process heavily increases the variability of the estimates, so that even a very tiny shift in the specification of the fixed diffusion parameter causes a relevant increase in the estimated total standard errors.
Figure 14: Box-plots of estimated treatment effects and their corresponding 95% Confidence Intervals, under increasing treatment diffusion probabilities.

To summarize, we can state that treatment diffusion could have plausibly affected the results of the experiment that we have revisited in this work. However, because the sign of the treatment effect is preserved even under high diffusion probabilities, we can state that the sensitivity analysis is in support of the major finding of the experiment, that is, the video-presentation has a positive impact on students and encourages them to attend museums visits.
5 Concluding Remarks and Future Developments

A wide variety of policy evaluation studies in the field of social sciences can be affected by the presence of a treatment diffusion process (An, 2018; An and VanderWeele, 2019). For instance, the empirical setting proposed by Lattarulo et al. (2017) studies the effect of different types of school incentives aimed at encouraging students to attend cultural events and the intervention of interest is a promotional video, which can be tangibly spread among scholars through virtual or real social connections. When it is likely to arise, treatment diffusion induces a missclassification in the treatment variable and, if the correct classification cannot be retrieved by observing the exact treatment diffusion network, this process introduces a bias in the estimates and leads to inaccurate conclusions on the real effect of the intervention. It is not possible to explicitly correct this estimation bias, as the treatment diffusion process is usually unknown.

This contribution represents the first methodological attempt of explicitly handling an unknown treatment diffusion process, in evaluating the causal effect of an intervention. Although treatment diffusion represents one of the three mechanisms which sparks interference (Hudgens and Halloran, 2008; Tchetgen and VanderWeele, 2012), it has not been extensively discussed yet, as most of the existing contributions analysing spillovers treat spillovers as a whole, without disentangling among the specific mechanisms which rule the interference mechanism (An and VanderWeele, 2019). Here, the proposed approach is based on a sensitivity analysis on the unknown after-diffusion treatment assignment vector: specifically, it intends to compare the naïve estimate of the treatment effect obtained while neglecting any diffusion process with the estimates computed under credible diffusion scenarios. The proposed methodology is flexible and can be reworked so to more suitably target a wider ensemble of real world applications: for instance, given the methodological peculiarities of the proposed empirical setting, we rearrange the framework so to account for i) cluster randomized designs and ii) partially unknown baseline networks. Furthermore, it is possible to easily extend the theoretical framework in order to include some covariates inside the diffusion parameter: more specifically, we can replace the fixed single diffusion parameter $\bar{p}$ by a collection of diffusion parameters $\bar{p}_i = \bar{p}_i(X_i)$, where $X_i$ is a vector of observed covariates associated to unit $i$.

The paper formalizes the treatment diffusion bias and it has proven that, as long as the unconfoundedness assumption holds, the direction of the bias depends on the sign of the average treatment effect on those units who have a higher probability of receiving the intervention by diffusion. If they positively
respond (in mean) to the treatment, then ignoring diffusion leads to an underestimation of the treatment effect. If vice versa, the intervention has a negative mean impact on their behavior, then ruling out the possibility of any diffusion process taking place in the analysis implies an overestimation of the effect. Inspired by this methodological finding, we observe how the sensitivity analysis procedure works in some simulated scenarios, where the experiment is affected by either an underestimation or overestimation bias, caused by the diffusion process. In the simulations’ setting, the effect is heterogeneous with respect of the degree and the sensitivity analysis can also be employed for reducing the treatment diffusion bias, without simply assessing the robustness of results against plausible diffusion scenarios. Simulations’ results show that the proposed methodology effectively reduces the treatment diffusion bias while towing the estimates towards the true value. The illustrated procedure can be applied in all those randomized settings where the diffusion process is likely to take place, independently on the characteristics of the initial randomization design.

Our empirical findings suggest that ignoring the treatment diffusion process, when it plausibly arises, paves the way to an inaccurate evaluation of the causal effect of interest. Specifically, in the empirical application, the effect of the intervention is reasonably smaller when accounting for the treatment diffusion mechanism. However, estimates appear to be robust even under highly relevant diffusion probabilities. This finding suggests that, even if the treatment spreads over the network and the intervention is slightly less effective than what it seemed from the initial estimates (obtained under the no-diffusion assumption), the promotional video still emerges as a positive incentive for encouraging scholars in visiting museums. Nevertheless, the possible diffusion process does not compromise the validity of the main finding of the study by Lattarulo et al. (2017), i.e. the video positively encourages students towards museums attendance: conversely, the present analysis corroborates this argument further.

The whole methodological framework that we illustrate in this work is highly flexible and it can be implemented in all those randomized settings, where diffusion plausibly arises. The sensitivity analysis procedure is presented under a very general setting so that it can be easily reworked by the user to account for the peculiarities, which characterize the specific empirical evaluation. These peculiarities may either improve or weaken the performance of the sensitivity analysis in catching plausible diffusion scenarios. For instance, the issue of a partially unobserved baseline network which characterize the empirical application of this work adds an uncertain component to the framework and may reduce the performance of the analysis. On the opposite, the whole framework would highly benefit from some
eventual a priori information on the specific treatment diffusion process: for instance, if a researcher were able to more precisely characterize the process due to available information about the role played by some baseline covariates in affecting the treatment spreading, the sensitivity analysis would increase its performance. Clearly, the more information is available on the treatment diffusion process, the more accurate is the algorithm in depicting plausible diffusion scenarios. To conclude, the methodology proposed in the present contribution, together with the assumptions on which it relies, are highly versatile and can be revisited so to suitably model a wide variety of empirical scenarios, in all the fields of social sciences.

Due to its flexibility, the illustrated methodology can be easily improved through a lot of possible theoretical extensions. The whole procedure can accommodate for more complex methodological settings, and explore specific aspects related to treatment diffusion, as the issues related to the hidden treatment diffusion process in program evaluation studies have not been explicitly addressed in causal inference literature yet (An, 2018; An and VanderWeele, 2019). Future developments might involve a different temporal characterization of the treatment diffusion process, different definitions of the diffusion probabilities (for instance, they could be a function of the proportion of initially treated neighbors or be dependent on specific dyadic covariates) or an extended theoretical identification of the general estimating framework, which could be designed to allow for the possibility of indirect effects (Hudgens and Halloran, 2008; Forastiere et al., 2020a). It would be also interesting to study how to explicitly account for treatment diffusion in designing experiments (Angelucci and Di Maro, 2015; Baird et al., 2018; Kang and Imbens, 2016). The acquired information about treatment spreading in a network may be used in the experimental design, and the randomization strategy may be planned with the aim of maximizing the total number of individuals who can benefit from the intervention, either by the initial design or by diffusion.
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Online Appendix

A Diffusion Bias

Here, we derive the bias due to the hidden treatment diffusion process. If the policy maker neglected
the possibility of any diffusion process playing a role in the analysis, she would estimate the quantity

$$\tau_{\text{no-diff}} = \mathbb{E} \left[ Y_{it'} | Z_{it} = 1 \right] - \mathbb{E} \left[ Y_{it'} | Z_{it} = 0 \right],$$

that is

$$\tau_{\text{no-diff}} = \mathbb{E} \left[ Y_{it'} | Z_{it'} = 1, Z_{it} = 1 \right] - \mathbb{E} \left[ Y_{it'} | Z_{it} = 0 \right].$$

We have used that

$$P(Z_{it'} = 1 | Z_{it} = 1) = 1 \quad \text{(if a node was treated at time } t, \text{ she is surely treated at time } t'),$$

$$P(Z_{it'} = 0 | Z_{it} = 1) = 0 \quad \text{(if a node was treated at time } t, \text{ there is no possibility that she is untreated at time } t').$$

and

$$\rho_i = \rho_i(Z_{-it}, G) = P(Z_{it'} = 1 | Z_{it} = 0, Z_{-it}, G).$$

(The quantity \( \mathbb{E}[\rho_i | Z_{it} = 0] \) denotes the averaged value of \( \rho_i \) on all the possible configurations of \( Z_{-it} \) and \( G \) given \( Z_{it} = 0 \).)

The treatment diffusion bias \( b \) can be obtained by computing the difference between \( \tau_{\text{no-diff}} \) and \( \tau^* \), that is

$$b = \tau_{\text{no-diff}} - \tau^*,$$

where \( \tau^* = \mathbb{E}[Y_{it'}(1)] - \mathbb{E}[Y_{it'}(0)] \). Under the first assumption included in
Assumption 5 we have $E\left[Y_{it'}(1)|Z_{it} = 1\right] = E[Y_{it'}(1)]$ and so

$$b = E\left[Y_{it'}(1)\right] - E\left[Y_{it'}(1)|Z_{it'} = 1, Z_{it} = 0\right]E[\rho_i|Z_{it} = 0] -$$

$$E\left[Y_{it'}(0)|Z_{it'} = 0, Z_{it} = 0\right] \left(1 - E[\rho_i|Z_{it} = 0]\right) - E[Y_{it'}(1)] + E[Y_{it'}(0)]$$

$$= E\left[Y_{it'}(0)\right] - E\left[Y_{it'}(0)|Z_{it'} = 0, Z_{it} = 0\right] \left(1 - E[\rho_i|Z_{it} = 0]\right) -$$

$$E\left[Y_{it'}(1)|Z_{it'} = 1, Z_{it} = 0\right]E[\rho_i|Z_{it} = 0].$$

**Remark:** If the Assumption 5 is not satisfied, the quantity $b$ is given by the above quantity plus $E[Y_{it'}(1)|Z_{it} = 1] - E[Y_{it'}(1)].$

**Remark:** If the entire Assumption 5 (first and second part) is satisfied, then we have $E\left[Y_{it'}(0)|Z_{it} = 0, Z_{it'} = 0, Z_{it} = 0\right] = E\left[Y_{it'}(0)|Z_{it} = 0, Z_{it} = 0\right]$ and under the assumption $Y_{it} \in N_i$, and under the Assumption 5, the estimator

$$\hat{\tau}^*_1 = \frac{1}{N} \left[ \sum_{i=1}^{N} Z_{it'} \frac{Y_{it'} - \pi_{it'}(1;Z_{it}, G)}{1 - \pi_{it'}(1;Z_{it}, G)} \right]$$
is unbiased.

**Proof.** We recall that, under the independence between \( Z_{it} \) and \([Z_{-it}, G] \), we have

\[
\pi_{it'}(1; Z_{-it}, G) = \pi_{it}(1; Z_{-it}, G) + \rho_i(Z_{-it}, G)(1 - \pi_{it}(1; Z_{-it}, G)) = \pi_{it}(1) + \rho_i(Z_{-it}, G)(1 - \pi_{it}(1)) \in (0, 1)
\]

(since \( \pi_{it}(1) \in (0, 1) \) and \( \rho_i < 1 \)). Moreover, we have

\[
E \left[ \frac{Y_{it'} Z_{it'}}{\pi_{it'}(1; Z_{-it}, G)} \right] = E \left[ \frac{Y_{it'} I(Z_{it'} = 1)}{\pi_{it'}(1; Z_{-it}, G)} \right] = E \left[ \frac{Y_{it'}(1) I(Z_{it'} = 1)}{\pi_{it'}(1; Z_{-it}, G)} \right] = E \left[ \frac{Y_{it'}(1) I(Z_{it'} = 1)}{\pi_{it'}(1; Z_{-it}, G)} | Z_{-it}, G \right]
\]

Now, it is enough to observe that

\[
E \left[ Y_{it'}(1) I(Z_{it'} = 1) | Z_{-it}, G \right] = E \left[ Y_{it'}(1) I(Z_{it'} = 1) | Z_{it} = 1, Z_{-it}, G \right] P(Z_{it} = 1 | Z_{-it}, G) +
\]

\[
E \left[ Y_{it'}(1) I(Z_{it'} = 1) | Z_{it} = 0, Z_{-it}, G \right] P(Z_{it} = 0 | Z_{-it}, G) =
\]

\[
E \left[ Y_{it'}(1) | Z_{it} = 1, Z_{-it}, G \right] \pi_{it}(1; Z_{-it}, G) +
\]

\[
E \left[ Y_{it'}(1) | Z_{it} = 0, Z_{-it}, G \right] P(Z_{it'} = 1 | Z_{it} = 0, Z_{-it}, G)(1 - \pi_{it}(1; Z_{-it}, G)) =
\]

\[
E[Y_{it'}(1)] \pi_{it}(1; Z_{-it}, G) + E[Y_{it'}(1)] \rho_i(Z_{-it}, G)(1 - \pi_{it}(1; Z_{-it}, G)) =
\]

\[
E[Y_{it'}(1)] \pi_{it'}(1; Z_{-it}, G).
\]

(For the second equality we have used that \( Z_{it} = 1 \) implies \( Z_{it'} = 1 \), the second part of Assumption 5 and the definition of \( \pi_{it}(1; Z_{-it}, G) \). For the third equality we have used the first part of Assumption 5 and the definition of \( \rho_i \). Finally, for the last equality, we have used the definition of \( \pi_{it'}(1; Z_{-it}, G) \).)

Similarly, we have

\[
E \left[ \frac{Y_{it'}(1 - Z_{it'})}{(1 - \pi_{it'}(1; Z_{-it}, G))} \right] = E \left[ \frac{Y_{it'} I(Z_{it'} = 0)}{(1 - \pi_{it'}(1; Z_{-it}, G))} \right] = E \left[ \frac{Y_{it'}(0) I(Z_{it'} = 0)}{(1 - \pi_{it'}(1; Z_{-it}, G))} \right] =
\]

\[
E \left[ \frac{Y_{it'}(0) I(Z_{it'} = 0)}{(1 - \pi_{it'}(1; Z_{-it}, G))} | Z_{-it}, G \right] = E \left[ \frac{1}{(1 - \pi_{it'}(1; Z_{-it}, G))} \left[ Y_{it'}(0) I(Z_{it'} = 0) | Z_{-it}, G \right] \right],
\]
Proof. We recall that, under the independence between \( Z_{i_1}, \ldots, Z_{i_q} \) and \( G \), for all \( i \in \mathcal{N} \), and under Assumption 5, the estimator

\[
\hat{\tau}_2^* = \frac{1}{N} \left[ \sum_{i=1}^{N} Z_{i_1} \frac{Y_{i_1}(1)}{\pi_1(1;G)} - \sum_{i=1}^{N} Z_{i_2} \frac{Y_{i_2}(1)}{1 - \pi_1(1;G)} \right].
\]

is unbiased.

Proof. We recall that, under the independence between \( Z_{i_1}, \ldots, Z_{i_q} \) and \( G \), we have

\[
\pi_1(1; G) = \pi_1(1; G) + \mathbb{E}[\rho_i | Z_{i_1} = 0, G](1 - \pi_1(1; G)) = \pi_1(1) + \mathbb{E}[\rho_i | Z_{i_1} = 0, G](1 - \pi_1(1)) \in (0, 1)
\]

(since \( \pi_1(1) \in (0, 1) \) and \( \rho_i < 1 \)). Moreover, we have

\[
\mathbb{E} \left[ \frac{Y_{i_1} | Z_{i_1} = 1}{\pi_1(1; G)} \right] = \mathbb{E} \left[ \frac{Y_{i_1} | Z_{i_1} = 1}{\pi_1(1; G)} \right] = \mathbb{E} \left[ \frac{Y_{i_1} | Z_{i_1} = 1}{\pi_1(1; G)} \right] = \mathbb{E} \left[ \frac{Y_{i_1} | Z_{i_1} = 1}{\pi_1(1; G)} \right]
\]

and

\[
\mathbb{E}[Y_{i_1}(1) | Z_{i_1} = 1, G] = \mathbb{E}[Y_{i_1}(1) | Z_{i_1} = 1, G] + \mathbb{E}[Y_{i_1}(1) | Z_{i_1} = 1, G]P(Z_{i_1} = 0, G)P(Z_{i_1} = 0 | G),
\]

where the first term in the sum is

\[
\mathbb{E}[Y_{i_1}(1) | Z_{i_1} = 1, G]P(Z_{i_1} = 1 | G) = \mathbb{E}[Y_{i_1}(1) | Z_{i_1} = 1, G] \pi_1(1; G) = \mathbb{E}[Y_{i_1}(1)] \pi_1(1; G).
\]
(because \( Z_{it} = 1 \) implies \( Z_{it'} = 1 \) and by the first part of Assumption 5) and the second one is

\[
\begin{align*}
\mathbb{E}[Y_{it'}(1) | Z_{it'} = 1, Z_{it} = 0, G] P(Z_{it} = 0 | G) = \\
\mathbb{E}[\mathbb{E}[Y_{it'}(1) | Z_{it'} = 1, Z_{it} = 0, Z_{-it}, G] | Z_{it} = 0, G] (1 - \pi_{it}(1; G)) = \\
\mathbb{E}[\mathbb{E}[Y_{it'}(1) | Z_{it} = 0, Z_{-it}, G] | Z_{it} = 0, G] (1 - \pi_{it}(1; G)) = \\
\mathbb{E}[\mathbb{E}[Y_{it'}(1)] E[P(Z_{it'} = 1) | Z_{it} = 0, Z_{-it}, G] | Z_{it} = 0, G] (1 - \pi_{it}(1; G)) = \\
\mathbb{E}[Y_{it'}(1)] E[\rho_i | Z_{it} = 0, G] (1 - \pi_{it}(1; G))
\end{align*}
\]

(because of Assumption 5 and the definition of \( \rho_i \)). Therefore, combining together the two terms and using the expression of \( \pi_{it'}(1; G) \), we get

\[
\mathbb{E}[Y_{it'}(1) | Z_{it'} = 1, G] = \mathbb{E}[Y_{it'}(1)] \pi_{it'}(1; G).
\]

Similarly, we have

\[
\mathbb{E}\left[\frac{Y_{it'}(1 - Z_{it'})}{(1 - \pi_{it'}(1; G))}\right] = \mathbb{E}\left[\frac{Y_{it'}(I(Z_{it'} = 0)}{(1 - \pi_{it'(1; G))}}\right] = \mathbb{E}\left[\frac{Y_{it'}(0) I(Z_{it'} = 0)}{(1 - \pi_{it'}(1; G))}\right],
\]

and

\[
\mathbb{E}[Y_{it'}(0) I(Z_{it'} = 0) | G] = \mathbb{E}[Y_{it'}(0) I(Z_{it'} = 0) | Z_{it} = 1, G] P(Z_{it} = 1 | G) + \mathbb{E}[Y_{it'}(0) I(Z_{it'} = 0) | Z_{it} = 0, G] P(Z_{it} = 0 | G)
\]

\[
= \mathbb{E}[Y_{it'}(0) I(Z_{it'} = 0) | Z_{it} = 0, G] (1 - \pi_{it}(1; G)),
\]

where

\[
\begin{align*}
\mathbb{E}[Y_{it'}(0) | Z_{it} = 0, G] &= \mathbb{E}[\mathbb{E}[Y_{it'}(0) | Z_{it'} = 0) | Z_{it} = 0, Z_{-it}, G] | Z_{it} = 0, G] = \\
\mathbb{E}[\mathbb{E}[Y_{it'}(0) | Z_{it} = 0, Z_{-it}, G] | Z_{it} = 0, Z_{-it}, G] | Z_{it} = 0, G] = \\
\mathbb{E}[Y_{it'}(0)] E[P(Z_{it'} = 0) | Z_{it} = 0, Z_{-it}, G] | Z_{it} = 0, G] = \mathbb{E}[Y_{it'}(0)] \left(1 - \mathbb{E}[\rho_i | Z_{it} = 0, G]\right).
\end{align*}
\]

Taking into account that \( \left(1 - \mathbb{E}[\rho_i | Z_{it} = 0, G]\right) \left(1 - \pi_{it}(1; G)\right) = \left(1 - \pi_{it'}(1; G)\right) \), we get

\[
\mathbb{E}[Y_{it'}(0) I(Z_{it'} = 0) | G] = \mathbb{E}[Y_{it'}(0)] (1 - \pi_{it'}(1; G)).
\]
C  Technical details for computing the post diffusion ATE in cluster randomized settings

In the empirical framework presented in Section 4, the initial assignment of the treatments does not depend on neither the individual covariates or the baseline social network (randomly generated starting from the partial information and from the covariates), but the random variables $Z_{it}$ and $Z_{-it}$ are not independent (since unit $i$'s classmates are treated as $i$). Therefore we have

$$\pi_{it}(1; Z_{-it}, G) = \pi_{it}(1; Z_{-it}) = \begin{cases} 
1 & \text{if } Z_f = 1 \forall j \in C(i) \setminus \{i\} \\
0 & \text{otherwise},
\end{cases}$$

where $C(i)$ denotes unit $i$'s class\(^7\). It follows that the estimator $\hat{\tau}^+_1$ is not suitable for the considered application and so we employ the alternative estimator $\hat{\tau}^+_2$. For the computation of this last estimator, taking into account that the initial treatment $Z_t$ does not depend on the covariates $X$ and it is independent of $G$, we need to compute the quantity

$$\pi_{it'}(1; G) = \pi_{it}(1) + E[\rho_i | Z_{it} = 0, G] (1 - \pi_{it}(1)) = \frac{1}{2} + E[\rho_i | Z_{it} = 0, G] \frac{1}{2},$$

where

$$E[\rho_i | Z_{it} = 0, G] = \sum_{z-} \rho_i(z-|G) P(Z_{-it} = z- | Z_{it} = 0, G)$$

$$= \sum_{z-} \rho_i(z-|G) P(Z_{-it} = z- | Z_{it} = 0)$$

$$= \sum_{i_1 \neq i_2 \neq \ldots \neq i_5 \in \mathcal{C}(i)} \left[ 1 - (1 - \mathcal{P})^{T_{it}} \right] P(\mathcal{C}_T = \{C_{i_1}, \ldots, C_{i_5}\} | Z_{it} = 0)$$

$$= \frac{1}{\binom{5}{3}} \sum_{i_1 \neq i_2 \neq \ldots \neq i_5 \in \mathcal{C}(i)} \left[ 1 - (1 - \mathcal{P})^{T_{it}} \right],$$

with $\mathcal{C} = \{1, \ldots, 10\}$ = possible classes, $\mathcal{C}_T$ = treated classes at time $t$ and $T_{it} = T_{it}(i_1, \ldots, i_5, G) =$ number of unit $i$'s friends, with respect to $G$, in the treated classes $C_{i_1}, \ldots, C_{i_5}$.

\(^7\)Note that we have not independence also among classes, because exactly 5 classes are drawn and assigned to the treatment.
Instead of computing the quantity $E[\rho_i | Z_{it} = 0, G]$, we can observe that

$$E[\rho_i | Z_{it} = 0, G] \frac{1}{2} = E[\rho_i | Z_{it} = 0, G] P(Z_{it} = 0 | G) = E[\rho_i I(Z_{it} = 0) | G].$$

Therefore, we can replace the above quantity by its empirical mean (given $G$). More precisely, given $G$, we simulate $\Omega$ possible scenarios of initial treatments and then we compute the empirical mean of the obtained random variables $\rho_i(Z_{it}, G) I(Z_{it} = 0)$, that is

$$\frac{1}{\Omega} \sum_{\omega=1}^{\Omega} \rho_i(Z_{it}^{(\omega)}, G) I(Z_{it}^{(\omega)} = 0).$$

### D Illustrative Simulations in Cluster Randomized Setting

In Section 3 we have observed the performance of the sensitivity analysis in a Bernoulli randomized setting, where the treatment assignment of one units is independent on that of any other unit in the sample. However, this could not be the case. For instance, in our motivating application the treatment of interest has been assigned at a cluster level, so that students belonging to the same class have been all assigned to the same treatment status. In Section 2.6, we present the unbiased estimator $\hat{\tau}_2^\star$, which can be fairly adopted for estimating the average treatment effect in the cluster randomized scenario. Here, we show how this estimator performs in a simulated setting, which is particularly adherent to our proposed application for what concerns the initial treatment assignment. The idea behind the simulated study is identical to the one presented in the Bernoulli randomized scenario. However, here the data generating process accounts for the clustered structure of data and for the cluster randomized design. Here, we consider a sample made up by $N = 200$ units, belonging to $C = 10$ exogenous clusters, of which $C_T = 5$ are assigned to the active intervention. Thus the individual probability of being treated at time $t$ is $C_T / C = 0.5$. Individuals are linked according to a fully observable network $G$, where within-clusters ties are more likely to occur than between-clusters ties (they respectively show up with probability 0.2 and 0.02, respectively). All the quantities related to the diffusion process have been defined exactly as in the Bernoulli randomized setting. The only difference is that the effect $\tau_i^\star$ has here a slightly different characterization: the dummy indicator $N_i^{high}$ signaling those controls who have an high probability of receiving the treatment by diffusion is here replaced by a similar indicator which is based on the distribution of the number of links established with nodes who belong to a different cluster (extra cluster links), instead of being related to the simple in-degree distribution. In detail, the indicator that we use here, $N_i^{high,extra}$ equals 1 if the number of extra-cluster links of $i$ is above a given cutoff $\nu$, ($N_i^{in,extra} > \nu$). This cutoff is
identified by the distribution of the number of extra cluster ties: specifically, we take \( v \) as the median of the number of the extra cluster ties. We condition on the distribution of the number of extra cluster ties instead of simply conditioning on the in-degree because in a cluster randomized study, extra cluster ties are exactly the ones that drive the treatment diffusion process: indeed, no diffusion spreading is possible within clusters.

Figure 15 shows results in the underestimation scenario, with \( k = 5 \). It is immediate to note that our proposed methodology with the estimator \( \hat{\tau}_2^* \) performs well in reducing the estimation bias due to the diffusion process.

![Figure 15: Underestimation, \( k = 1 \): cluster randomized setting](image)

Figure 16 shows the corresponding results in the overestimation scenario, with \( k = 5 \). Here, ignoring the treatment diffusion process leads to an overestimation of the real effect of the intervention. The proposed sensitivity analysis produces a downward shifting in the estimates, towing them towards 0.

Figure 16 shows the corresponding results in the overestimation scenario, with \( k = 5 \). Here, ignoring the treatment diffusion process leads to an overestimation of the real effect of the intervention. The proposed sensitivity analysis produces a downward shifting in the estimates, towing them towards 0.
Summing up, we can state that the methodology that we are proposing in this work performs well in reducing the estimation bias due to the diffusion process, both in the overestimation and in the underestimation scenario. The procedure works well in both Bernoulli randomized experimental designs and cluster randomized designs.

E Similarity Measures

In this section, we detail the four dyadic similarity measures that we employed for imputing missing links among dyads. They catch the baseline degree of similarity between each pair of students with respect to hobbies, school attitudes, cultural interests and personal background. They all have been derived starting from individual-level covariates and they have been computed as follows:

1. Hobbies Similarity $x_{1ij}$ (Jaccard similarity between hobbies of units $i$ and $j$): specifically, students were asked whether they are interested in politics, whether they practice sports, gymnastics or volunteering and whether they love painting, listening music, chatting on social networks and watching TV.
2. School Attitudes Similarity $x_{2ij}$: this variable represents a measure of similarity with respect to the school attitudes. This quantity involves both an evaluation of the individual academic performance, expressed in terms of grade point average (gpa), and the attendance of specific extracurricular activities offered by the school (music lessons, language lessons, humanities lessons). The dyadic similarity in school performance between units $i$ and $j$, that we call $x_{2a_{ij}}$, is measured according to the formula

$$x_{2a_{ij}} = 1 - \frac{|gpa_i - gpa_j|}{\max(gpa) - \min(gpa)};$$

while, the variable $x_{2b_{ij}}$ quantifies the extent of similarity between $i$ and $j$ in terms of school activities through a Jaccard measure. The final $x_{2ij}$ value results from the mean of these two measures, that is

$$x_{2ij} = \frac{x_{2a_{ij}} + x_{2b_{ij}}}{2}.$$

3. Cultural Interests Similarity $x_{3ij}$: this variable indicates the level of similarity with respect to the individual baseline attitude towards culture. Students have been asked to grade the frequency of how they practice the following interests: book reading, symphony listening, theatrical shows watching, cinema going. Higher values correspond to a more frequent accomplishment of that specific activity. The $x_{3ij}$ variable is obtained by computing the Euclidean distance among these measures (then subtracting the resulting value from 1, so to get a similarity measure, instead that a measure of distance). This value has been in turn standardized, so to get a measure which varies between 0 and 1.

4. Personal Background Similarity $x_{4ij}$: this variable measures the level of similarity among individual personal characteristics. Formally, given some students $i$ and $j$, $x_{4ij}$ is defined as a Jaccard similarity of their respective personal features: in particular, the personal characteristics that are included in this evaluation are related to the gender, to the seniority, to the geographical origin of the individual (the survey asks the student to declare if she/he is born abroad or not) and to the current living area (the survey asks the student to declare if she/he is living in suburban areas or not).

F  Multiple Imputation Algorithm: Stability

Figure 17 shows the trace plot concerning the mean and the standard deviation of the link indicator variable. The algorithm multiply imputes missing links after a given number of iterations (we have set this number at 5, which is the default value) for making the prediction more stable. In each iteration, the multiple imputation algorithm is based on a random forest composed by five trees and recursively splits
data to predict the dyadic outcome (i.e. the presence / absence of the link). The graph suggests that the prediction is highly stable also after a very few number of iterations.

**Figure 17:** Mean and standard deviation of the link indicator variable: trace plot monitoring the trend of this values over the 5 iterations performed by the algorithm, in the $M = 500$ distinct data-imputations.