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Abstract
We analyze Local SGD (aka parallel or federated SGD) and Minibatch SGD in the heterogeneous distributed setting, where each machine has access to stochastic gradient estimates for a different, machine-specific, convex objective; the goal is to optimize w.r.t. the average objective; and machines can only communicate intermittently. We argue that, (i) Minibatch SGD (even without acceleration) dominates all existing analysis of Local SGD in this setting, (ii) accelerated Minibatch SGD is optimal when the heterogeneity is high, and (iii) present the first upper bound for Local SGD that improves over Minibatch SGD in a non-homogeneous regime.

1 Introduction
Given the massive scale of many modern machine learning models and datasets, it has become important to develop better methods for distributed training. A particularly important setting for distributed stochastic optimization/learning, and the one we will consider in this work is characterized by, (1) training data that is distributed across many parallel devices rather than centralized in a single node; (2) this data is distributed heterogeneously, meaning that each individual machine has data drawn from a different distribution; and (3) the frequency of communication between the devices is limited. The goal is to find a single consensus predictor that performs well on all the local distributions simultaneously [2, 3]. The heterogeneity of the data significantly increases the difficulty of distributed learning because the machines’ local objectives may be completely different, so a perfect model for one distribution might be terrible for all the others. Limited communication between devices can make it even more challenging to find a good consensus.

One possible approach is using Minibatch Stochastic Gradient Descent (SGD). Between communications, each machine computes one large minibatch stochastic gradient using its local data; then the machines average their local minibatch gradients, yielding one extra-large minibatch gradient comprising data from all the machines’ local distributions, which is used for a single SGD update. Minibatch SGD can also be accelerated to improve its convergence rate [7, 8]. This algorithm is simple, ubiquitous, and performs very successfully in a variety of settings.

However, there has recently been great interest in another algorithm, Local SGD (also known as Parallel SGD or Federated SGD) [14, 20, 27], which has been suggested as an improvement over the naïve approach of Minibatch SGD. For Local SGD, each machine independently runs SGD on its local objective and, each time they communicate, the machines average together their local iterates. Local SGD is a very appealing approach—unlike Minibatch SGD, each machine is constantly improving its local model’s performance on the local objective, even when the machines are not communicating with each other, so the number of updates is decoupled from the number of communications. In addition to the intuitive benefits, Local SGD has also performed well in many applications [13, 25, 26].

But can we show that Local SGD is in fact better than Minibatch SGD for convex, heterogeneous objectives? Does it enjoy better guarantees, and in what settings? To answer these questions we need to analyze the performance of Local SGD and Minibatch SGD.

A number of recent papers have analyzed the convergence properties of Local SGD in the heterogeneous data setting [e.g. 10–12, 22]. But, as we will discuss, none of these Local SGD guarantees can show improvement...
over Minibatch SGD, even without acceleration, and in many regimes they are much worse. Is this a weakness of the analysis? Can the bounds be improved to show that Local SGD is actually better than Minibatch SGD in certain regimes? Or even at least as good?

Until recently, the situation was similar also for homogeneous distributed optimization, where all the machines’ data distributions are the same. There were many published analyses of Local SGD, none of which showed any improvement over Minibatch SGD, or even matched Minibatch SGD’s performance. Only recently Woodworth et al. [23] settled the issue for the homogeneous case, showing that on the one hand, when communication is rare, Local SGD provably outperforms even accelerated Minibatch SGD, but on the other, Local SGD does not always match Minibatch SGD’s performance guarantees and in some situations is provably worse than Minibatch SGD.

How does this situation play out in the more challenging, and perhaps more interesting, heterogeneous setting? Some have suggested that the more difficult heterogeneous setting is where we should expect Local SGD to really shine, and where its analysis becomes even more relevant. So, how does heterogeneity affect both Local SGD and Minibatch SGD, and the comparison between them? Do any existing analyses of Local SGD show improvement over Minibatch SGD in the heterogeneous setting? Is Local SGD still better than Minibatch SGD when communication is rare? Does the added complexity of heterogeneity perhaps necessitate the more sophisticated Local SGD approach, as some have suggested? What is the optimal method in this more challenging setting?

In fact, Karimireddy et al. [10] recently argued that heterogeneity can be particularly problematic for Local-SGD, proving a lower bound for it that shows degradation as heterogeneity increases. In Section 4, we discuss how this lower bound implies that Local SGD is strictly worse than Minibatch SGD when the level of heterogeneity is very large. However, even with Karimireddy et al.’s lower bound, it is not clear whether or not Local SGD can improve over Minibatch SGD for merely moderately heterogeneous objectives.

In this paper, we expand on Karimireddy et al.’s observation about the ill-suitability of Local SGD to the heterogeneous setting. We prove that existing analysis of Local SGD for heterogeneous data cannot be substantially improved unless the setting is very near-homogeneous. This is disappointing for Local SGD, because it indicates that unless the level of heterogeneity is very low, the performance it can ensure is truly worse than Minibatch SGD, even without acceleration and regardless of the frequency of communication. At the same time, we provide a more refined analysis of Local SGD showing that Local SGD does, in fact, improve over Minibatch SGD when the level of heterogeneity is sufficiently small (i.e. the problem is not exactly homogeneous, but it is at least near-homogeneous). This is the first result to show that Local SGD improves over Minibatch SGD in any non-homogeneous setting.

We further show that with even moderately high heterogeneity (or when we do not restrict the dissimilarity between machines), Accelerated Minibatch SGD is in fact optimal for heterogeneous stochastic distributed optimization! This is because, as we show, Minibatch SGD and its accelerated variant are immune to the heterogeneity of the problem. Perhaps the most important conclusion of our study is that we identify a regime, in which the data is moderately heterogeneous, where Accelerated Minibatch SGD may not be optimal and where Local SGD is certainly worse than Minibatch SGD, and so new methods may be needed.

2 Setup

We consider heterogeneous distributed stochastic convex optimization/learning using $M$ machines, each of which has access to its own data distribution $\mathcal{D}^m$. The goal is to find an approximate minimizer of the average of the local objectives:

$$
\min_{x \in \mathbb{R}^d} F(x) := \frac{1}{M} \sum_{m=1}^M F_m(x) := \frac{1}{M} \sum_{m=1}^M \mathbb{E}_{z \sim \mathcal{D}^m} f(x; z^m)
$$

(1)

This objective captures, for example, supervised learning where $z = (z_{\text{features}}, z_{\text{label}})$ and $f(x; z)$ is the loss of the predictor, parametrized by $x$, on the instance $z$. The per-machine distribution $\mathcal{D}^m$ can be thought of as the empirical distribution of data on machine $m$, or as source distribution which varies between servers, regions or devices.

We focus on a setting in which each machine performs local computations using samples from its own distribution, and is able to communicate with other machines periodically in order to build consensus.
This situation arises, for example, when communication is expensive relative to local computation, so it is advantageous to limit the frequency of communication to improve performance.

Concretely, we consider distributed first-order algorithms where each machine computes a total of $T$ stochastic gradients, and is limited to communicate with the others $R$ times. We divide the optimization process into $R$ rounds, where each round consists of each machine calculating and processing $K = T/R$ stochastic gradients, and then communicating with all other machines\(^1\). Each stochastic gradient for machine $m$ is given by $\nabla f(x; z^m)$ for an independent $z^m \sim \mathcal{D}^m$.

A simple algorithm for this setting is **Minibatch SGD**. During each round, each machine computes $K$ stochastic gradients $\{g_{r,k}^m\}_{k \in [K]}$ at the same point $x_r$, and communicates its average $g_r^m$. Then, the averages from all machines are averaged, to obtain an estimate $g_r$ of the gradient of the overall objective. The estimate $g_r$ is based on all $KM$ stochastic gradients, and is used to obtain the iterate $x_{r+1}$. Overall, we perform $R$ steps of SGD, each step based on a mini-batch of $KM$ (non-i.i.d.) samples. To summarize, initializing at some $x_0$, Minibatch SGD operates as follows,

$$
g_{r,k}^m = \nabla f(x_r; z_{r,k}^m), \quad z_{r,k}^m \sim \mathcal{D}^m, \quad m = 1 \ldots M, k = 0 \ldots K - 1,
$$

$$
g_r = \frac{1}{M} \sum_{m=1}^M g_r^m \quad \text{where} \quad g_r^m = \frac{1}{K} \sum_{k=1}^K g_{r,k}^m,
$$

$$
x_{r+1} = x_r - \eta_r g_r,
$$

Alternatively, we can perform the same stochastic gradient calculation and aggregation of $g_r$, but replace the simple SGD updates with more sophisticated updates and carefully tuned momentum parameters. Throughout this paper, we use **"Accelerated Minibatch SGD"** to refer to two accelerated variants of SGD: AC-SA [7] for convex objectives, and multi-stage AC-SA [8] for strongly convex objectives. Algorithmic details including pseudo-code are provided in Appendix A.2.

Unlike Minibatch SGD, where each machine spends an entire round calculating stochastic gradients at the same point, **Local SGD** allows the machines to update local iterates throughout the round based on their own stochastic gradient estimates. Each round starts with a common iterate on all machines, then each machine executes $K$ steps of SGD on its own local objective and communicates the final iterate. These iterates are averaged to form the starting point for the next round. Using $x_{r,k}^m$ to denote the iterate after $r$ rounds and $k$ local steps on machine $m$ and initializing at $x_{0,0}^m = x_0$ for all $m \in [M]$, Local SGD operates as follows,

$$
g_{r,k}^m := \nabla f(x_r^m; z_{r,k}^m), \quad z_{r,k}^m \sim \mathcal{D}^m, \quad m = 1 \ldots M, k = 0 \ldots K - 1,
$$

$$
x_{r+1,0}^m = x_{r+1} - \eta_r g_{r,k}^m
$$

An alternative viewpoint: reducing communication. Another way of viewing the problem is as follows: consider as a baseline processing $T$ stochastic gradient on each machine, but communicating at every step, i.e. $T$ times, thus implementing $T$ steps of SGD, using a mini-batch of $M$ samples (one from each machine). Can we achieve the same performance as this baseline while communicating less frequently? Communicating only $R$ times instead of $T$ precisely brings us back to the model we are considering, and all the methods discussed above ($R$ steps of MB-SGD with mini-batches of size $KM = TM/R$, or Local SGD with $T$ steps per machine and $R$ averaging steps) reduce the communication. Checking that $R < T$ rounds achieve the same accuracy as the dense communication baseline is a starting point, but the question is how small can we push $R$ (while keeping $T = KR$ fixed) before accuracy degrades. Better error guarantees (in terms of $K$, $M$ and $R$) mean we can use a smaller $R$ with less degradation, and the smallest $R$ with no asymptotic degradation can be directly calculated from the error guarantee [see, e.g., discussion in 5].

In order to prove convergence guarantees, we rely on several assumptions about the problem. Central to our analysis will be a parameter $\zeta^2$ which, in some sense, describes the level of heterogeneity in the problem. It is possible to analyze heterogeneous distributed optimization without any bound on the relatedness of the local objective—this is the typical setup in the consensus optimization literature [e.g. 3, 15, 16, 19] and

\(^1\) Variable-length rounds of communication are also possible, but do not substantially change the picture.
indeed our analysis of Minibatch SGD does not rely on this parameter. Nevertheless, such an assumption is required by the existing analyses of Local SGD [10–12] which we would like to compare to, and, as we will show, is in fact necessary for the convergence of Local SGD. Following prior work [10, 12], we define

$$\zeta^2 = \frac{1}{M} \sum_{m=1}^{M} \|\nabla F_m(x^*)\|^2$$

(4)

Since $\frac{1}{M} \sum_{m=1}^{M} \nabla F_m(x^*) = \nabla F(x^*) = 0$, this captures, in some sense, the variation in the local gradients at the optimum. When $\zeta^2 = 0$, all $F_m$ share at least one minimizer, and when $\zeta^2$ is large, there is great disagreement between the local objectives. While homogeneous objectives (i.e. $F_m = F$) have $\zeta^2 = 0$, the converse is not true! Even when $\zeta^2 = 0$, $\nabla F_m(x)$ might be different than $\nabla F_n(x)$ for $x \neq x^*$.

Throughout, we assume that $f(\cdot; z)$ is H-smooth for all $z$ meaning

$$f(y; z) \leq f(x; z) + \langle \nabla f(x; z), y - x \rangle + \frac{H}{2} \|x - y\|^2 \quad \forall x, y, z,$$

(5)

We assume the variance of the stochastic gradients on each machine is bounded, either uniformly

$$E_{z \sim D_m} \|\nabla f(x; z^m) - \nabla F_m(x)\|^2 \leq \sigma^2 \quad \forall x, m$$

(6)

or only at the optimum $x^*$, i.e.

$$E_{z \sim D_m} \|\nabla f(x^*; z^m) - \nabla F_m(x^*)\|^2 \leq \sigma^2. \quad \forall m$$

(7)

We consider guarantees of two forms: For strongly convex local objectives, we consider guarantees that depend on the parameter of strong convexity, $\lambda$, for all the machines' objectives,

$$F_m(y) \geq F_m(x) + \langle \nabla F_m(x), y - x \rangle + \frac{\lambda}{2} \|x - y\|^2 \quad \forall x, y, m$$

(8)

as well as the initial sub-optimality $F(0) - F(x^*) \leq \Delta$, besides the smoothness, homogeneity bound, and variance as discussed above.

We also consider guarantees for weakly convex objectives that just rely on each local objective $F_m$ being convex (not necessarily strongly), as well as a bound on the norm of the optimum $\|x^*\| \leq B$, besides the smoothness, homogeneity bound, and variance as discussed above.

### 3 Minibatch SGD and Accelerated Minibatch SGD

To begin, we analyze the worst-case error of Minibatch and Accelerated Minibatch SGD in the heterogeneous setting. A simple observation is that, despite the heterogeneity of the objective, the minibatch gradients $g_r$ (2) are unbiased estimates of $\nabla F$, i.e. the overall objective’s gradient:

$$E g_r = \frac{1}{MK} \sum_{m=1}^{M} \sum_{k=1}^{K} \nabla f(x_r; z_{r,k}^m) = \frac{1}{MK} \sum_{m=1}^{M} \sum_{k=1}^{K} \nabla F_m(x_r) = \nabla F(x_r)$$

(9)

We are therefore updating using unbiased estimates of $\nabla F$, and can appeal to standard analysis for (accelerated) SGD. To do so, we calculate the variance of these estimates:

$$E \|g_r - \nabla F(x_r)\|^2 = E \left\| \frac{1}{MK} \sum_{m=1}^{M} \sum_{k=1}^{K} \nabla f(x_r; z_{r,k}^m) - \nabla F(x_r) \right\|^2$$

$$= \frac{1}{M^2 K^2} \sum_{m=1}^{M} \sum_{k=1}^{K} E \|\nabla f(x_r; z_{r,k}^m) - \nabla F_m(x_r)\|^2 \leq \frac{\sigma^2}{MK}$$

(11)

Interestingly, the variance is always reduced by $MK$ and is not effected by the heterogeneity $\zeta_*$. Plugging this calculation\(^2\) into the analysis of SGD (see details in Appendix A) yields:

\(^2\)A similar calculation establishes the variance at $x^*$ is $\sigma^2_*/MK$. 

Theorem 1. A weighted average of the Minibatch SGD iterates satisfies for a universal constant $c$

$$
\mathbb{E}[F(\hat{x}) - F^*] \leq c \cdot \left( \frac{HB^2}{R} + \frac{\sigma B}{\sqrt{MKR}} \right) \quad \text{under the convex assumptions},
$$

$$
\mathbb{E}[F(\hat{x}) - F^*] \leq c \cdot \left( \frac{H\Delta}{\lambda} \exp \left( -\frac{\lambda R}{2H} \right) + \frac{\sigma^2}{\lambda MKR} \right) \quad \text{under the strongly convex assumptions}.
$$

And for Accelerated Minibatch SGD\(^3\) it guarantees

$$
\mathbb{E}[F(\hat{x}) - F^*] \leq c \cdot \left( \frac{HB^2}{R^2} + \frac{\sigma B}{\sqrt{MKR}} \right) \quad \text{under the convex assumptions},
$$

$$
\mathbb{E}[F(\hat{x}) - F^*] \leq c \cdot \left( \Delta \exp \left( -\frac{\sqrt{\lambda R}}{c_3 \sqrt{H}} \right) + \frac{\sigma^2}{\lambda MKR} \right) \quad \text{under the strongly convex assumptions}.
$$

The most important feature of these guarantees is that they are completely independent of $\zeta^2$. Since these upper bounds are known to be tight in the homogeneous case (where $\zeta^2 = 0$) \cite{FedAvg}, this means that both algorithms are essentially immune to the heterogeneity of the problem, performing equally well for homogeneous objectives as they do for arbitrarily heterogeneous ones.

4 Local SGD for heterogeneous data

Recently, Khaled et al. \cite{Karimireddy2018} and Koloskova et al. \cite{Koloskova2019} analyzed Local SGD for the heterogeneous data setting. Their guarantees are summarized in Tables 1 and 2 along with the analysis of (Accelerated) Minibatch SGD. Also included is the table is a guarantee for SCAFFOLD\(^4\) \cite{Koloskova2019}, a related method for heterogeneous distributed optimization.

Upon inspection, among the previously published upper bounds for heterogeneous Local SGD (that we are aware of), Koloskova et al.’s is the tightest, and dominates the others. However, even this guarantee is the sum of the Minibatch SGD bound plus additional terms, and is thus worse in every regime, and cannot show improvement over Minibatch SGD. But does this reflect a weakness of their analysis, or a true weakness of Local SGD? Indeed, Woodworth et al. \cite{Woodworth2018} showed a tighter upper bound for Local SGD in the homogeneous case, which improves over Koloskova et al. \cite{Koloskova2019} (for $\zeta_* = 0$) and does show improvement over Minibatch SGD when communication is infrequent. But can we generalize Woodworth et al.’s bound also to the heterogeneous case? Optimistically, we might hope that the $\zeta_*/R^{2/3}$ dependence on heterogeneity in these bounds could be improved. After all, Minibatch SGD’s rate is independent of $\zeta^2$, so perhaps Local SGD’s could be, too?

Unfortunately, it is already known that some dependence on $\zeta_*$ is necessary, as Karimireddy et al. \cite{Karimireddy2018} have shown a lower bound\(^5\) of $\zeta^2/2$ in the strongly convex case, which suggests a lower bound of $\zeta_* B/R$ in the weakly convex case. But perhaps the Koloskova et al. analysis can be improved to match this bound? If the $\zeta_* B/R$ term from Karimireddy et al.’s lower bound were possible, it would be lower order than $HB^2/R$ for $\zeta_* < HB$, and we would see no slow-down until the level of heterogeneity is fairly large. On the other hand, if the $\zeta_*/R^{2/3}$ term from Koloskova et al. cannot be improved, then we see a slowdown as soon as $\zeta_* = \Omega(HB/R)$, i.e. even for very small $\zeta_*$!

Which is the correct rate here?

We now show that the poor dependence on $\zeta_*$ from the Koloskova et al. analysis cannot be improved. Consequently, for sufficiently heterogeneous data, Local SGD is strictly worse than Minibatch SGD, regardless of the frequency of communication, unless the level of heterogeneity is very small.

\(^3\)This analysis can likely also be stated in terms of $\sigma_*$, but this does not easily follow from existing work on accelerated SGD.

\(^4\)Karimireddy et al. \cite{Karimireddy2018} also analyzed a variant of heterogeneous Local SGD (referred to as FedAvc), that, as we discuss in Appendix G, ends up essentially equivalent to Minibatch SGD. The guarantee is thus not on the performance of Local SGD as in (3), but rather a loose upper bound for Minibatch SGD, and so we do not include it in the Tables. Karimireddy et al. consider the more general framework where only a random subset of the machines are used in each round—in the Tables here we present the analysis as it applies to our setting where all machines are used in each round. See Appendix G for more details.

\(^5\)As stated by Karimireddy et al. \cite[Theorem II]{Karimireddy2018}, the lower bound is for their FedAvc method, which is the same as (13) in Section 6. However, their lower bound should be qualified, since with an optimal choice of stepsize parameters the $\zeta_*$-dependence can be avoided and the lower bound does not hold (see Section 6 and Appendix G). The more accurate statement is that their lower bound is for “traditional” Local SGD, i.e. when $\eta_{inner} = \eta_{outer}$ in the notation of Section 6, or $\eta_0 = 1$ in Karimireddy et al.’s notation.
Method/Analysis | Worst-Case Error (i.e. $EF(\hat{x}) - F^*$) |
|-----------------|----------------------------------|
| Minibatch SGD   | $\frac{HB^2}{R} + \frac{\sigma B}{\sqrt{MKR}}$ |
| Theorem 1       |                                                 |
| Accelerated Minibatch SGD | $\frac{HB^2}{R^2} + \frac{\sigma B}{\sqrt{MKR}}$ |
| Theorem 1       |                                                 |
| Local SGD       | $\frac{HB^2}{R} + \frac{\sigma B}{\sqrt{MKR}} + \frac{(H\zeta^2 B^4)^{1/3}}{R^{2/3}} + \frac{(H\sigma^2 B^4)^{1/3}}{K^{2/3} R^{2/3}}$ |
| Koloskova et al. [12] |                                              |
| Local SGD       | $\frac{HB^2}{R^2} + B \frac{\sigma B + \zeta^2}{\sqrt{MKR}} + \frac{(H\sigma^2 B^4)^{1/3}}{K^{2/3} R^{2/3}}$ |
| Khaled et al. [11] |                                              |
| SCAFFOLD        | $\frac{HB^2}{R} + \frac{\sigma B}{\sqrt{MKR}} + \frac{\zeta^2}{HR} + \frac{\sigma \zeta}{H \sqrt{MKR}}$ |
| Karimireddy et al. [10] |                                              |
| Local SGD       | $\frac{HB^2}{R} + \frac{\sigma B}{\sqrt{MKR}} + \frac{(H\zeta^2 B^4)^{1/3}}{R^{2/3}} + \frac{(H\sigma^2 B^4)^{1/3}}{K^{2/3} R^{2/3}}$ |
| Theorem 3       |                                                 |
| Local SGD Lower Bound | $\min \left\{ \frac{HB^2}{R}, \frac{(H\zeta^2 B^4)^{1/3}}{R^{2/3}} \right\} + \frac{\sigma B}{\sqrt{MKR}} + \frac{(H\sigma^2 B^4)^{1/3}}{K^{2/3} R^{2/3}}$ |
| Theorem 2       |                                                 |
| Algorithm-Independent Lower Bound | $\min \left\{ \frac{HB^2}{R^2}, \frac{\zeta^2}{HR^2} \right\} + \frac{\sigma B}{\sqrt{MKR}}$ |
| Theorem 4       |                                                 |

Table 1: Guarantees under the convex assumptions. See (12) for a definition and discussion of $\zeta$.  

**Theorem 2.** For any $M$, $K$, and $R$ there exist objectives in four dimensions such that Local SGD initialized at zero and using any fixed stepsize $\eta$ will have suboptimality at least

\[
EF(\hat{x}) - F^* \geq c \cdot \left( \min \left\{ \frac{HB^2}{R}, \frac{(H\zeta^2 B^4)^{1/3}}{R^{2/3}} \right\} + \frac{(H\sigma^2 B^4)^{1/3}}{K^{2/3} R^{2/3}} + \frac{\sigma B}{\sqrt{MKR}} \right)
\]

under the convex and strongly convex assumptions (for $H \geq 16\lambda$), respectively.

This is proven in Appendix B using a similar approach to a lower bound for the homogeneous case from Woodworth et al. [23], and it is conceptually similar to the lower bounds for heterogeneous objectives of Karimireddy et al. [10]. Koloskova et al. [12] also prove a lower bound, but specifically for 1-strongly convex objectives, which obscures the important role of the strong convexity parameter.

In the convex case, this lower bound closely resembles the upper bound of Koloskova et al. [12]. Focusing on the case $H = B = \sigma^2 = 1$ to emphasize the role of $\zeta^2$, the only gaps are between (i) a term $1/(K^{1/3} R^{2/3})$ vs $1/(K^{2/3} R^{3/3})$—a gap which also exists in the homogeneous case [23]—and (ii) another term max \{1/R, (\zeta^4/R)^{2/3} \} vs min \{1/R, (\zeta^4/R)^{2/3} \}. Consequently, for $\zeta^2 \geq 1/R \Rightarrow (\zeta^4/R)^{2/3} \geq 1/R$, the lower bound shows that Local SGD has error at least $1/R + 1/\sqrt{MKR}$ and thus performs strictly worse than Minibatch, regardless of $K$. This is quite surprising—Local SGD is often suggested as an improvement over Minibatch SGD for the heterogeneous setting, yet we see that even a small degree of heterogeneity can make it much worse. Furthermore, increasing the duration of each round, $K$, is often thought of as more beneficial for Local SGD than Minibatch SGD, but the lower bound indicates it does little to help Local SGD in the heterogeneous setting.

Similarly, in the strongly convex case, the lower bound from Theorem 2 nearly matches the upper bound of Koloskova et al.. Focusing on the case $H = B = \sigma = 1$ in order to emphasize the role of $\zeta$, the only differences are between a term $1/(KR^2)$ versus $1/(K^2 R^2)$—a gap which also exists in the homogeneous case [23]—and between $\exp(-AR) + \exp(-\zeta^2/(\lambda^2 R^2))$ and min \{exp(-AR), $\zeta^2/(\lambda^2 R^2)$ \}. The latter gap is somewhat more substantial than the convex case, but nevertheless indicates that the $\zeta^2/(\lambda^2 R^2)$ rate cannot be improved until the number of rounds of communication is at least the condition number (or $\zeta^2$ is very large).
Theorem 3 degrades smoothly when \( \bar{\zeta} \) rather than \( \zeta \). Thus, the lower bounds indicate that it is not possible to radically improve over the Koloskova et al. analysis, and thus over Minibatch SGD for even moderate heterogeneity, without stronger assumptions.

In order to obtain an improvement over Minibatch SGD in a heterogeneous setting, at least with very low heterogeneity, we introduce a modification to the heterogeneity measure \( \zeta^* \) which bounds the difference between the local objectives’ gradients everywhere (beyond just at \( x^* \)):

\[
\sup_x \max_{1 \leq m \leq M} \| \nabla F_m(x) - \nabla F(x) \|^2 \leq \zeta^2
\]

This quantity precisely captures homogeneity since \( \zeta^2 = 0 \) if and only if \( F_m = F \) (up to an irrelevant additive constant). In terms of \( \zeta^2 \), we are able to analyze Local SGD and see a smooth transition from the heterogeneous (\( \zeta^2 \) large) to homogeneous (\( \zeta^2 = 0 \)) setting.

**Theorem 3.** With the additional condition (12), an average of the Local SGD iterates guarantees under the convex and strongly convex assumptions, respectively

\[
\mathbb{E}F(\hat{x}) - F^* \leq c \cdot \left( \frac{H B^2}{KR} + \frac{(H \bar{\zeta}^2 B^4)^{1/3}}{R^{2/3}} + \frac{(H \sigma^2 B^4)^{1/3}}{K^{1/3} R^{2/3}} + \frac{\sigma^2 B}{K MKR} \right),
\]

\[
\mathbb{E}F(\hat{x}) - F^* \leq c \cdot \left( \frac{H B^2}{HK R + \lambda K^2 R^2} + \frac{H \bar{\zeta}^2}{\chi^2 R^2} + \frac{H \sigma^2}{\chi^2 K R^2} \log \left( \frac{H}{\lambda} + KR \right) + \frac{\sigma^2}{\lambda MKR} \right).
\]

We prove the Theorem in Appendix C. This is the first analysis of Local SGD, or any other method for heterogeneous distributed optimization, which shows any improvement over Minibatch SGD in any heterogeneous regime.\(^6\) When \( \zeta = 0 \), Theorem 3 reduces to the homogeneous analysis of Local SGD of Woodworth et al. [23, Theorem 2], which already showed that in that case, we see improvement when \( K \gtrsim R \). Theorem 3 degrades smoothly when \( \zeta > 0 \), and shows improvement for Local SGD over Minibatch SGD also when \( \zeta^2 \lesssim 1/R \) in the convex case, i.e. with low, yet positive, heterogeneity. It is yet unclear whether this rate of convergence can be ensured in terms of \( \zeta^2 \) rather than \( \zeta^2 \).

\(^6\)Karimireddy et al. [10] establish a guarantee for SCAFFOLD that improves over Minibatch SGD in a setting where only a random subset of the machines are available in each iteration and \( \zeta \) is sufficiently small. Here we refer to the distributed optimization setting of Section 2, where all machines are used in each iteration.

---

| Method/Analysis | Worst-Case Error (i.e. \( \mathbb{E}F(\hat{x}) - F^* \)) |
|-----------------|------------------------------------------------------|
| Minibatch SGD   | \( \frac{H \Delta}{\lambda} \exp \left( -\frac{\lambda R}{H} \right) + \frac{\sigma^2}{\chi M KR} \) |
| Theorem 1       |                                                       |
| Accelerated Minibatch SGD | \( \Delta \exp \left( -\frac{\sqrt{\lambda R}}{\sqrt{H}} \right) + \frac{\sigma^2}{\chi M KR} \) |
| Theorem 1       |                                                       |
| Local SGD       | \( \frac{\sigma^2}{\chi M KR} + \frac{H \bar{\zeta}^2}{\sqrt{H} R^2} + \frac{H \sigma^2}{\chi^2 K R^2} \) for \( R \geq \tilde{\Omega} \left( \frac{H}{K} \log \Delta \right) \) |
| Koloskova et al. [12] |                                                       |
| Local SGD       | \( \left( H \Delta + \frac{\lambda \bar{\zeta}^2}{\chi^2} \right) \exp \left( -\frac{\lambda R}{H} \right) + \frac{\sigma^2}{\chi M KR} \) |
| Karimireddy et al. [10] |                                                       |
| Local SGD       | \( \frac{H B^2}{HK R + \lambda K^2 R^2} + \frac{\sigma^2 B}{\sqrt{M KR}} + \frac{H \bar{\zeta}^2}{\chi^2 R^2} + \frac{H \sigma^2}{\chi^2 K R^2} \) |
| Theorem 3       |                                                       |
| Local SGD Lower Bound | \( \min \left\{ \Delta \exp \left( -\frac{\lambda R}{H} \right), \frac{H \bar{\zeta}^2}{\sqrt{H} R^2} \right\} + \frac{\sigma^2}{\chi M KR} + \min \left\{ \Delta, \frac{H \sigma^2}{\chi^2 K R^2} \right\} \) |
| Theorem 2       |                                                       |
| Algorithm-Independent Lower Bound | \( \min \left\{ \frac{\Delta \sqrt{\lambda}}{\sqrt{H}}, \frac{\lambda \bar{\zeta}^2}{\chi^2} \right\} \exp \left( -\frac{\sqrt{\lambda R}}{\sqrt{H}} \right) + \frac{\sigma^2}{\chi M KR} \) |

Table 2: Guarantees under the strongly convex assumptions, with log factors omitted. See (12) for a definition and discussion of \( \zeta^* \).
Figure 1: Binary logistic regression between even vs odd digits of MNIST. Twenty-five “tasks” were constructed, one for each combination of \( i \) vs \( j \) for even \( i \) and odd \( j \). For \( p \in \{0, 20, 40, 60, 80, 100\} \), we assigned to each of \( M = 25 \) machines \( p\% \) data from task \( m \), and \((100 - p)\% \) data from a mixture of all tasks. For several choices of \( R \) and \( K \), we plot the error (averaged over four runs) versus the value of \( \zeta^2 \) resulting from each choice of \( p \). For both algorithms, we used the best fixed stepsize for each choice of \( K \), \( R \), and \( \zeta^\star \) individually. Additional details are provided in Appendix D.

Experimental evidence Finally, while Theorem 2 proves that Local SGD is worse than Minibatch SGD unless \( \zeta^2 \) is very small in the worst case, one might hope that for “normal” heterogeneous problems, Local SGD might perform better than its worst case error suggests. However, a simple binary logistic regression experiment on MNIST indicates that this behavior likely extends significantly beyond the worst case. The results, depicted in Figure 1, show that Local SGD performs worse than Minibatch SGD unless both \( \zeta^\star \) is very small and \( K \) is large. Finally, we also observe that Minibatch SGD’s performance is essentially unaffected by \( \zeta^\star \) empirically as predicted by theory.

5 Accelerated Minibatch SGD is optimal for highly heterogeneous data

In the previous section, we showed that Local SGD is strictly worse than Minibatch SGD whenever \( \zeta^2 \geq HB/R \) (in the convex case). But perhaps a different method can improve over Accelerated Minibatch SGD? After all, Accelerated Minibatch SGD’s convergence rate can only partially be improved by increasing \( K \), the amount of local computation per round of communication. Even when \( K \to \infty \), Accelerated Minibatch SGD is only guaranteed suboptimality \( 1/R^2 \) or \( \exp(-\lambda R) \). Can this rate be improved? Now, we show that the answer depends on the level of heterogeneity—unless \( \zeta^2 \) is sufficiently small, no algorithm can improve over Accelerated Minibatch SGD, which is optimal. To state the lower bound, we follow Carmon et al. [4] and define:

Definition 1 (Distributed zero-respecting algorithm). Let \( \text{supp}(v) = \{i \in [d] : v_i \neq 0\} \) and \( \pi_m(t, m') \) be
the last time before \( t \) when machines \( m \) and \( m' \) communicated. We say that an optimization algorithm is distributed zero-respecting if the \( t \)th query on the \( m \)th machine, \( x^m_t \) satisfies,

\[
\text{supp}(x^m_t) \subseteq \bigcup_{s < t} \text{supp}(\nabla f(x^m_s; z^m_s)) \cup \bigcup_{m' \neq m} \bigcup_{s \leq \pi_m(t, m')} \text{supp}(\nabla f(x^{m'}_s; z^{m'}_s)).
\]

That is, the coordinates of a machine’s iterates are non-zero only where gradients seen by that machine were non-zero. This encompasses many first-order optimization algorithms, including Minibatch SGD, Accelerated Minibatch SGD, Local SGD, coordinate descent methods, etc.

**Theorem 4.** For any \( M, K, \) and \( R \), there exist two quadratic objectives satisfying the convex and strongly convex assumptions (for \( H \geq 7\lambda \)) such that the output of any distributed zero-respecting algorithm will have suboptimality in the convex and strongly convex case respectively,

\[
F(\hat{x}) - F^* \geq c \left( \min \left\{ \frac{\zeta^2}{HR^2}, \frac{HB^2}{R^2} \right\} + \frac{\sigma B}{\sqrt{MKR}} \right),
\]

\[
F(\hat{x}) - F^* \geq c \left( \min \left\{ \frac{\lambda \zeta^2}{HR^2}, \frac{\Delta \sqrt{\lambda}}{\sqrt{H}} \right\} \exp \left( -\frac{8R\sqrt{\lambda}}{\sqrt{H}} \right) + \frac{\sigma^2}{\lambda MKR} \right).
\]

This is proven in Appendix E using techniques similar to those of Woodworth and Srebro [24] and Arjevani and Shamir [1]. However, care must be taken to control the parameter \( \zeta_* \) for the hard instance and to see how this affects the final lower bound.

**Corollary 1.** In the convex case, Accelerated Minibatch SGD is optimal when \( \zeta_* \geq HB \), and in the strongly convex case, it is optimal up to log factors when \( \zeta_*^2 \geq H^{3/2}/\sqrt{\lambda} \).

Thus, Accelerated Minibatch SGD is optimal for large \( \zeta_* \), but when \( \zeta_* \) is smaller, the lower bound does not match, and it might be possible to improve. Indeed, focusing on the convex case, there is a substantial regime \( HB/\sqrt{R} \leq \zeta_* \leq HB \) in which it may or may not be possible to improve over Accelerated Minibatch SGD. Is it possible to improve in this regime, and if so, with what algorithm? From the previous section, we know that Local SGD is certainly not such an algorithm. Thus, an important question for future work is what can be done when \( \zeta_* \) is bounded, but not insignificant, and what new algorithms may be able to improve over Accelerated Minibatch SGD in this regime?

## 6 Inner and outer stepsizes

In understanding the relationship between Minibatch SGD and Local SGD, and thinking of how to improve over them, it is useful to consider a unified method that interpolates between them. This involves taking SGD steps locally with one stepsize, and then when the machines communicate, they take a step in the resulting direction with a second, different stepsize. Such a dual-stepsize approach was already presented and analyzed as FedAvg by Karimireddy et al. [10]. We will refer to these two stepsizes as “inner” and “outer” stepsizes, respectively, and consider

\[
x^m_{r,k} = x^m_{r,k-1} - \eta_{\text{inner}} \nabla f(x^m_{r,k-1}; z^m_{r,k-1}) \quad \forall m \in [M], k \in [K]
\]

\[
x^m_{r+1,0} = x^m_{r,0} - \eta_{\text{outer}} \frac{1}{M} \sum_{n=1}^{M} \sum_{k=1}^{K} \nabla f(x^m_{r,k-1}; z^m_{r,k-1}) \quad \forall m \in [M], r \in [K]
\]

Choosing \( \eta_{\text{inner}} = 0 \), this is equivalent to Minibatch SGD with stepsize \( \eta_{\text{outer}} \), and choosing \( \eta_{\text{inner}} = \eta_{\text{outer}} \) recovers Local SGD. Therefore, when the stepsizes are chosen optimally, this algorithm is always at least as good as both Minibatch and Local SGD. I.e. we have that using (13) with optimal stepsizes, under the weakly convex assumptions:

\[
\mathbb{E}F(\hat{x}) - F^* \leq \min \left\{ O \left( \frac{HB^2}{R} + \frac{\sigma B}{\sqrt{MKR}} \right), O \left( \frac{HB^2}{KR} + \frac{(H^2 B^4)^{1/3}}{R^{2/3}} + \frac{(H \sigma^2 B^4)^{1/3}}{K^{1/3} R^{2/3}} + \frac{\sigma B}{\sqrt{MKR}} \right) \right\}
\]

(14)
where the first option in the min is obtained by choosing $\eta_{\text{inner}} = 0$ and the second by choosing $\eta_{\text{inner}} = \eta_{\text{outer}}$. We can also get a similar minimum of Theorems 1 and 3 for the strongly convex case. This analysis improves over Karimireddy et al.’s analysis of FedAvg as we discuss in Appendix G. An important question is whether this method might be able to improve over both alternatives by choosing $0 \ll \eta_{\text{inner}} \ll \eta_{\text{outer}}$. Unfortunately, existing analysis does not resolve this question.

7 Using a Subset of Machines in Each Round

An interesting modification of our problem setting, recently formulated and studied by Karimireddy et al. [10], is a case in which only a random subset of $S \leq M$ machines are used in each round, as is the typical case in Federated Learning [9]. In the homogeneous case this makes no difference, since all machines are identical anyway. However, in a heterogeneous setting, having all machines participate at each round means that at each round we can obtain estimates of all components of the objective (1), which is very different from only seeing a different $S < M$ components each round, while still wanting to minimize the average of all $M$ components.

We could still consider Minibatch SGD in this setting, but in each round we would thus use a gradient estimate based on $SK$ stochastic gradients, $K$ from each of $S$ machines chosen uniformly at random (without replacement). This is still an unbiased estimator of the overall gradient $\nabla F(x_r)$, with variance $\frac{\sigma^2}{SK} + (1 - \frac{S}{M})\frac{\bar{\zeta}^2}{S}$ (and at $x^*$ the variance is $\frac{\sigma^2}{SK} + (1 - \frac{S}{M})\frac{\bar{\zeta}^2}{S}$), resulting in the following guarantee under the convex assumptions

$$EF(\hat{x}) - F^* \leq O\left(\frac{HB^2}{R} + \frac{\sigma_s B}{\sqrt{SKR}} + \sqrt{1 - \frac{S}{M} \cdot \frac{\zeta_s B}{\sqrt{SR}}}\right),$$  

(15) and under the strongly convex assumptions

$$EF(\hat{x}) - F^* \leq O\left(\lambda B^2 \exp\left(-\frac{\lambda R}{H}\right) + \frac{\sigma^2}{\lambda SKR} + \left(1 - \frac{S}{M}\right)\frac{\bar{\zeta}^2}{\lambda SR}\right).$$  

(16)

Similar guarantees are also available for Accelerated Minibatch SGD with $\sigma$ and $\bar{\zeta}$ replacing $\sigma_s$ and $\zeta_s$. The guarantees (15) and (16) are valid also for Minibatch SGD (i.e. with $\eta_{\text{inner}} = 0$) and thus for the inner/outer stepsizes updates (13). These guarantees improve over what was shown for the inner/outer stepsize variant by Karimireddy et al., but Karimireddy et al. also presents SCAFFOLD which shows benefits over Minibatch SGD in some regimes under this setting (see discussion in Appendix G).

8 Discussion

Despite extensive efforts to analyze Local SGD both in homogeneous and heterogeneous settings, nearly all efforts have failed to show that Local SGD improves over Minibatch SGD in any situation. In fact, as far as we are aware, only Woodworth et al. [23] were able to show any improvement over Minibatch SGD in any regime, and their work is confined to the easier homogeneous setting. This raised the question of what happens in the heterogeneous case, which is substantially more difficult than the homogeneous setting, and where it is plausibly necessary to deviate from the quite naïve approach of (Accelerated) Minibatch SGD. In this paper, we conducted a careful analysis and comparison of Local and Minibatch SGD in the heterogeneous case and showed that moving from the homogeneous to heterogeneous setting significantly harms the performance of Local SGD. For instance, in the convex case Local SGD is strictly worse than Minibatch SGD unless $\bar{\zeta}^2 < H^2 B^2 / R$. This indicates that any benefits of Local over Minibatch SGD actually lie in the homogeneous or near-homogeneous setting, and not in highly heterogenous settings (unless additional assumptions are made). We also show similar benefits for Local SGD as those shown by Woodworth et al., extending them to a near-homogeneous regime, whenever $\bar{\zeta}^2$ is bounded and less than $1/R$. This is the first analysis that shows any benefit for Local SGD over Minibatch SGD in any non-homogeneous regime. At the other extreme, with high heterogeneity $\zeta_s > HB$, we show that Accelerated Mini-Batch SGD is optimal. But this leaves open the regime of medium heterogeneity, of $HB/\sqrt{R} \ll \zeta_s \ll HB$, where it might be possible to improve over (Accelerated) Minibatch SGD, but not using Local SGD—can other methods be devised for this regime?
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A Proof of Theorem 1

In this Appendix, we prove Theorem 1, starting with an analysis of Minibatch SGD, and proceeding to analyze Accelerated Minibatch SGD.
A.1 Minibatch SGD for heterogeneous objectives

For the proof, we will use the following standard property of convex functions:

**Lemma 1** (Co-Coercivity of the Gradient). For any $H$-smooth and convex $F$, and any $x$, and $y$,

$$\|\nabla F(x) - \nabla F(y)\|^2 \leq H \langle \nabla F(x) - \nabla F(y), x - y \rangle,$$

and

$$\|\nabla F(x) - \nabla F(y)\|^2 \leq 2H(F(x) - F(y) - \langle \nabla F(y), x - y \rangle).$$

Also note the following result from Stich [21], which is useful for optimizing the step-sizes.

**Lemma 2** (Stich [21], Lemma 3). Consider non-negative sequences $\{r_t\}_{t \geq 0}$ and $\{s_t\}_{t \geq 0}$, which satisfy:

$$r_{t+1} \leq (1 - a\eta_t)r_t - b\eta_ts_t + c\eta_t^2,$$

for non-negative step-sizes $\eta_t \leq \frac{1}{d}, \forall t$, for a parameter $d \geq a$, $d > 0$. Then there exist a choice of step-sizes $\eta_t$ and averaging weights $w_t$, such that:

$$\frac{b}{W_T} \sum_{t=0}^{T} sw_t + ar_{T+1} \leq 32d\eta_0 \exp \left[ -\frac{aT}{2d} \right] + \frac{36c}{aT},$$

for $W_T := \sum_{t=0}^{T} w_t$.

Finally we can prove the following result for Minibatch SGD in this setting.

**Theorem 5.** Under the convex assumptions, the average of the iterates of Minibatch SGD guarantees for a universal constant $c$,

$$\mathbb{E} F(\hat{x}) - F^* \leq c \cdot \frac{HB^2}{R} + c \cdot \frac{\sigma_B}{\sqrt{MKR}}.$$

Under the strongly convex assumptions, a weighted average of its iterates guarantees

$$\mathbb{E} F(\hat{x}) - F^* \leq c \cdot \frac{H\Delta}{\lambda} \exp \left[ -\frac{\lambda R}{8H} \right] + c \cdot \frac{\sigma^2}{\lambda M KR}.$$

**Proof.** By the $\lambda$-strong convexity of $F$, where $\lambda$ might be equal to zero:

$$\mathbb{E} \|x_{t+1} - x^*\|^2 = \mathbb{E} \left\| x_t - \eta_t \frac{1}{KM} \sum_{m=1}^{M} \sum_{k=1}^{K} \nabla f(x_t; z_{t}^{m,k}) - x^* \right\|^2,$$

$$= \mathbb{E} \|x_t - x^*\|^2 - 2\eta_t \mathbb{E} \langle \nabla F(x_t), x_t - x^* \rangle$$

$$+ \eta_t^2 \mathbb{E} \left\| \frac{1}{KM} \sum_{m=1}^{M} \sum_{k=1}^{K} \nabla f(x_t; z_{t}^{m,k}) \right\|^2,$$

$$\leq (1 - \lambda\eta_t)\mathbb{E} \|x_t - x^*\|^2 - 2\eta_t \mathbb{E} [F(x_t) - F^*]$$

$$+ \eta_t^2 \mathbb{E} \left\| \frac{1}{KM} \sum_{m=1}^{M} \sum_{k=1}^{K} \nabla f(x_t; z_{t}^{m,k}) \right\|^2.$$
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By the $H$-smoothness of $f(\cdot; z)$, we can bound the final term with

$$
\mathbb{E}\left\| \frac{1}{KM} \sum_{m=1}^{M} \sum_{k=1}^{K} \nabla f(x_t; z_{m,k}^t) \right\|^2
= \mathbb{E}\left\| \frac{1}{KM} \sum_{m=1}^{M} \sum_{k=1}^{K} \left[ \nabla f(x_t; z_{m,k}^t) - \nabla f(x^*; z_{m,k}^t) + \nabla f(x^*; z_{m,k}^t) \right] \right\|^2,
$$

(22)

$$
\leq 2\mathbb{E}\left\| \frac{1}{KM} \sum_{m=1}^{M} \sum_{k=1}^{K} \left[ \nabla f(x_t; z_{m,k}^t) - \nabla f(x^*; z_{m,k}^t) \right] \right\|^2
+ 2\mathbb{E}\left\| \frac{1}{KM} \sum_{m=1}^{M} \sum_{k=1}^{K} \nabla f(x^*; z_{m,k}^t) \right\|^2,
$$

(23)

$$
\leq \frac{2}{KM} \sum_{m=1}^{M} \sum_{k=1}^{K} \mathbb{E}\left\| \nabla f(x_t; z_{m,k}^t) - \nabla f(x^*; z_{m,k}^t) \right\|^2
+ 2\mathbb{E}\left\| \frac{1}{KM} \sum_{m=1}^{M} \sum_{k=1}^{K} \nabla f(x^*; z_{m,k}^t) - \nabla F_m(x^*) \right\|^2,
$$

(24)

$$
\leq \frac{4H}{KM} \sum_{m=1}^{M} \sum_{k=1}^{K} \mathbb{E}\left[ f(x_t; z_{m,k}^t) - f(x^*; z_{m,k}^t) - \left\langle \nabla f(x^*; z_{m,k}^t), x_t - x^* \right\rangle \right] + \frac{2\sigma_*^2}{MK},
$$

(25)

$$
= 4H\mathbb{E}[F(x_t) - F^*] + \frac{2\sigma_*^2}{MK}.
$$

(26)

Where, for the third inequality we used Lemma 1. Plugging this back into (21), then for $\eta_t \leq \frac{1}{4H}$,

$$
\mathbb{E}\|x_{t+1} - x^*\|^2 \leq (1 - \lambda \eta_t)\mathbb{E}\|x_t - x^*\|^2 - 2\eta_t(1 - 2H\eta_t)\mathbb{E}[F(x_t) - F^*] + \frac{2\eta_t^2\sigma_*^2}{MK},
$$

(27)

$$
\leq (1 - \lambda \eta_t)\mathbb{E}\|x_t - x^*\|^2 - \eta_t\mathbb{E}[F(x_t) - F^*] + \frac{2\eta_t^2\sigma_*^2}{MK},
$$

(28)

$$
\mathbb{E}[F(x_t) - F^*] \leq \left( \frac{1}{\eta_t} - \lambda \right)\mathbb{E}\|x_t - x^*\|^2 - \frac{1}{\eta_t}\mathbb{E}\|x_{t+1} - x^*\|^2 + \frac{2\eta_t\sigma_*^2}{MK}.
$$

(29)

Now we look at $\lambda = 0$ and $\lambda > 0$ separately.

**Convex case (\(\lambda = 0\)):** Choose a constant step-size,

$$
\eta_t = \eta = \min\left\{ \frac{1}{4H}, \frac{B\sqrt{MK}}{\sigma_*\sqrt{T}} \right\}.
$$

(30)
Then the averaged iterate \( \bar{x}_R = \frac{1}{R} \sum_{t=1}^{R} x_t \) satisfies:

\[
\mathbb{E}[F(\bar{x}_R) - F^*] \leq \frac{1}{R} \sum_{t=1}^{R} \mathbb{E}[F(x_t) - F^*],
\]

\[
\leq \frac{1}{R} \sum_{t=1}^{R} \frac{1}{\eta} \mathbb{E}[\|x_t - x^*\|^2] - \frac{1}{\eta} \mathbb{E}[\|x_{t+1} - x^*\|^2] + \frac{2\eta^2}{MK},
\]

\[
\leq \frac{\|x_0 - x^*\|^2}{\eta R} + \frac{2\eta^2}{MK},
\]

\[
\leq \max\left\{ \frac{4HB^2}{R}, \frac{\sigma_s B}{\sqrt{MK R}} \right\} + \frac{2\sigma_s B}{\sqrt{MK R}},
\]

\[
\leq \frac{4HB^2}{R} + \frac{3\sigma_s B}{\sqrt{MK R}}.
\]

**Strongly convex case** (\( \lambda > 0 \)): Rewriting (28),

\[
\mathbb{E}[\|x_{t+1} - x^*\|^2] \leq (1 - \lambda \eta)\mathbb{E}[\|x_t - x^*\|^2] - \eta \mathbb{E}[F(x_t) - F^*] + \frac{2\eta^2 \sigma^2}{MK},
\]

we note that it satisfies the conditions for Lemma 2 for the specific assignment:

\[
r_t = \mathbb{E}[\|x_t - x^*\|^2], \quad s_t = \mathbb{E}[F(x_t) - F^*],
\]

\[
a = \lambda, \quad b = 1, \quad c = \frac{2\sigma^2}{MK}, \quad d = 4H, \quad T = R.
\]

Thus using Lemma 2, and applying Jensen’s inequality we can guarantee the following convergence rate for the averaged iterate \( \bar{x}_R = \frac{1}{R} \sum_{t=1}^{R} w_t x_t \),

\[
\mathbb{E}[F(\bar{x}_R) - F^*] \leq 128H\|x_0 - x^*\|^2 \exp\left[ -\frac{\lambda R^2}{8\eta} \right] + \frac{72\sigma^2}{\lambda MK R},
\]

using step-size \( \eta_t \) and \( w_t \) given by,

\[
\text{if } R \leq \frac{4H}{\lambda}, \quad \eta_t = \frac{1}{4H}, \quad w_t = (1 - \lambda \eta_t)^{-(t+1)},
\]

\[
\text{if } R > \frac{4H}{\lambda} \text{ and } t < t_0, \quad \eta_t = \frac{1}{4H}, \quad w_t = 0,
\]

\[
\text{if } R > \frac{4H}{\lambda} \text{ and } t \geq t_0, \quad \eta_t = \frac{2}{\lambda(t + t_0 - t_0)}, \quad w_t = (\kappa + t - t_0)^2,
\]

where \( \kappa = \frac{8H}{\lambda} \) and \( t_0 = [\frac{R}{4H}] \). We conclude by observing that \( HB^2 \leq \frac{H\Delta}{\lambda} \).

### A.2 Accelerated Minibatch SGD for heterogeneous objectives

We first recall some classical results from Ghadimi and Lan [7, 8] for accelerated variants of minibatch SGD. These results are for minimizing \( F(x) := \mathbb{E}_{x \sim D}(f(x, z)) \) where \( F \) is \( H \)-smooth and \( \lambda(\geq 0) \)-strongly convex. The algorithms use unbiased stochastic gradients \( \{g_t\}_{t \in \mathbb{T}} \), i.e., for all \( t, \mathbb{E}[g_t(x)] = \nabla F(x) \) which have bounded variance for all \( x \), i.e., \( \mathbb{E}[\|g_t(x) - \nabla F(x)\|^2] \leq \sigma^2 \).

First consider the AC-SA algorithm Ghadimi and Lan [c.f., Sec 3.1.7], with step-size parameters \( \{\alpha_t\}_{t \geq 1} \) and \( \{\gamma_t\}_{t \geq 1} \) s.t. \( \alpha_1 = 1, \alpha_t \in (0, 1) \) for any \( t \geq 2 \) and \( \gamma_t > 0 \) for any \( t \geq 1 \). The algorithm maintains three intertwined sequences \( \{x_t\}, \{x_t^{ag}\} \), and \( \{x_t^{md}\} \), updated as follows:

1. Set the initial points \( x_0^{ag} = x_0 \in X \) and \( t = 1 \);
2. Set \( x_t^{ag} = \frac{(1-\alpha_t)(\lambda + \gamma_t)}{\gamma_t + (1-\sigma_t)^2} x_t^{ag} + \frac{\alpha_t(1-\alpha_t)\mu + \gamma_t}{\gamma_t + (1-\sigma_t)\lambda} x_t - 1 \);
3. Call the stochastic oracle to get the gradient $g_t$ at the point $x_t^{nd}$;

4. Set $x_t = \arg\min_{x \in X} \left\{ \alpha_t [g_t, x] + \frac{1}{2} \| x_{t}^{nd} - x \|^2 \right\} + [(1 - \alpha_t) \frac{1}{2} + \frac{\sigma}{T}] \| x_{t-1} - x \|^2$;

5. Set $x_t^{ag} = \alpha_t x_t + (1 - \alpha_t) x_{t-1}^{ag}$;

6. Set $t \leftarrow t + 1$ and go to step 1.

We have the following (almost optimal) convergence rate for strongly convex functions using AC-SA (see, Sec 3.1 in [7]).

**Lemma 3.** (Ghadimi and Lan [7], Proposition 9) Let $\tilde{x}^{ag}$ be computed by $T$ steps of AC-SA using stochastic gradients of variance $\sigma^2$, then for a universal constant $c$,

$$
E[F(x^{ag}) - F(x^*)] \leq c \cdot \frac{H \| x_0 - x^* \|^2}{T^2} + c \cdot \frac{\sigma^2}{T}.
$$

It can be adapted to the weakly convex case by noting that, if $\tilde{F}(x) := F(x) + \frac{\lambda}{2} \| x_0 - x \|^2$ for any $\lambda, x_0$, and $x^* = \arg\min F(x)$ then,

$$
\min_y E[\tilde{F}(y)] \leq E[F(x^*) + \frac{\lambda}{2} \| x_0 - x^* \|^2],
\Rightarrow -E[F(x^*)] \leq -E \left[ \min_y \tilde{F}(y) \right] + \frac{\lambda}{2} \| x_0 - x^* \|^2,
\Rightarrow E[F(x) - F(x^*)] \leq E \left[ \Phi(x) - \min_y \Phi(y) \right] + \frac{\lambda}{2} \| x_0 - x^* \|^2, \forall x.
$$

This also holds if we optimize the right hand side w.r.t. $\lambda$. In other words, a guarantee for the strongly convex case, can be converted to the weakly convex case, by regularizing with $\frac{\lambda}{2} \| x_0 - x^* \|^2$ with optimal value of $\lambda$. This gives the following result,

**Lemma 4.** Let $\tilde{x}^{ag}$ be computed by $T$ steps of AC-SA on the regularized objective $\tilde{F}(x) = F(x) + \frac{\sigma}{2 \| x_0 - x^* \|^2} \| x - x_0 \|^2$, where the stochastic gradients have variance $\sigma^2$, then for a constant $c$

$$
E[F(\tilde{x}^{ag}) - F(x^*)] \leq c \cdot \frac{H \| x_0 - x^* \|^2}{T^2} + c \cdot \frac{\sigma \| x_0 - x^* \| \sqrt{T}}{\sqrt{T}}.
$$

This is minimax optimal for weakly convex functions. Next we consider the multi-stage accelerated SGD algorithm Ghadimi and Lan [c.f., Sec 3.8] which uses the above AC-SA algorithm. Let $p_0 \in X$, have bounded sub-optimality $F(p_0) - F(x^*) \leq \Delta$, then for $k = 1, 2, \ldots$,

1. Run $N_k$ iterations of the generic AC-SA by using $x_0 = p_{k-1}$, $\{\alpha_t\}_{t \geq 1}$, and $\{\gamma_t\}_{t \geq 1}$, with relevant definitions as follows,

   $$
   N_k = \left[ \max \left\{ 4 \sqrt{\frac{2H}{\lambda}}, \frac{128\sigma^2}{3\lambda \Delta 2^{-(k+1)}} \right\} \right],
   \alpha_t = \frac{2}{t + 1}, \gamma_t = \frac{4 \phi_k}{t(t + 1)},
   \phi_k = \max \left\{ 2H, \left[ \frac{\lambda \sigma^2}{3 \Delta 2^{-(k-1)} N_k (N_k + 1)(N_k + 2)} \right]^{1/2} \right\}.
   $$

2. Set $p_k = x_{N_k}^{ag}$ where $x_{N_k}^{ag}$ is the solution obtained in the previous step.

We have following optimal rate for strongly convex functions for this algorithm,
Under the strongly convex assumptions, the multi-stage AC-SA algorithm guarantees
\[
\mathbb{E}[F(\hat{x}^{ag}) - F(x^*)] \leq c \cdot \Delta \exp \left[ -\sqrt{\frac{\lambda}{H} T} \right] + c \cdot \frac{\sigma^2}{\lambda T}.
\]

Theorem 6. Under the convex assumptions, performing AC-SA on the regularized objective \( \tilde{F}(x) = F(x) + \frac{\sigma}{2B \sqrt{MKR}}\|x\|^2 \) guarantees for a universal constant \( c \)
\[
\mathbb{E}[\tilde{F}(\hat{x}) - F^*] \leq c \cdot \frac{HB^2}{R^2} + c \cdot \frac{\sigma B}{\sqrt{MKR}}.
\]
Under the strongly convex assumptions, the multi-stage AC-SA algorithm guarantees
\[
\mathbb{E}[\tilde{F}(\hat{x}) - F^*] \leq c \cdot \Delta \exp \left[ -\sqrt{\frac{\lambda}{H} R} \right] + c \cdot \frac{\sigma^2}{\lambda MKR}.
\]

Proof. In order to use the previous lemmas, first note that the stochastic gradient at time \( t \) at point \( x \) is given by \( \frac{1}{MK} \sum_{m=1}^{M} \sum_{k=1}^{K} \nabla f(x; z_{m,k}^t) \), where \( z_{m,k}^t \sim \text{i.i.d.} \mathcal{D}^m \) for all machines. Fortunately, its still an unbiased gradient estimate, i.e., \( \mathbb{E} \left[ \frac{1}{MK} \sum_{m=1}^{M} \sum_{k=1}^{K} \nabla f(x; z_{m,k}) \right] = \nabla F(x) \) since the iterates on each machine are sampled i.i.d. Its variance is given by,
\[
\mathbb{E} \left\| \frac{1}{MK} \sum_{m=1}^{M} \sum_{k=1}^{K} \nabla f(x; z_{m,k}) - \nabla F(x) \right\|^2
\]
\[
= \frac{1}{M^2 K^2} \sum_{m=1}^{M} \sum_{k=1}^{K} \mathbb{E} \left\| \nabla f(x; z_{m,k}) - \nabla F_m(x) \right\|^2
\]
\[
\leq \frac{1}{M^2 K^2} \sum_{m=1}^{M} \sum_{k=1}^{K} \sigma^2
\]
\[
= \frac{\sigma^2}{MK}.
\]
Plugging this into Lemmas 4 and 5 completes the proof. \( \square \)

B Proof of Theorem 2

Consider the following function \( F : \mathbb{R}^4 \to \mathbb{R} : \)
\[
F(x) = \frac{1}{2}(F_1(x) + F_2(x)) = \frac{1}{2} \left( \mathbb{E}_{z_1 \sim \mathcal{D}} f(x; z_1) + \mathbb{E}_{z_2 \sim \mathcal{D}} f(x; z_2) \right)
\]
The distribution \( z_1 \sim \mathcal{D} \) is described by \( z_1 = (1, z) \) for \( z \sim \mathcal{N}(0, \sigma^2) \). Similarly, \( z_2 \sim \mathcal{D}^2 \) is specified by \( z_2 = (2, z) \) for \( z \sim \mathcal{N}(0, \sigma^2) \). The lower bound construction will be based on just two functions. For \( M > 2 \) machines, we simply assign the first \( \lfloor M/2 \rfloor \) machines \( F_1 \) and the next \( \lfloor M/2 \rfloor \) machines \( F_2 \). This diminishes the lower bound by at most a \( (M - 1)/M \) factor. Therefore, we continue with the case \( M = 2 \).

Following Woodworth et al. [23], we define the local functions \( F_1 \) and \( F_2 \) via the auxiliary function
\[
g(x_1, x_2, x_3, z) = \mu \left( x_1 - c \right)^2 + \frac{H}{2} \left( x_2 - \frac{\sqrt{\mu c}}{\sqrt{H}} \right)^2 + \frac{H}{8} \left( x_3^2 + [x_3]^2_+ \right) + z^T x_3
\]
\[
G(x_1, x_2, x_3) = \mathbb{E}_z g(x_1, x_2, x_3, z)
\]
(45)
where $c > 0$ and $\mu \in \left[ \lambda, \frac{H}{16} \right]$ are parameters to be determined later, and where $[x]_+ := \max\{x, 0\}$. Then, we define

$$f(x; 1, z) = g(x_1, x_2, x_3, z) + \frac{Lx_4^2}{2} + \zeta x_4$$  \hspace{1cm} (47)

$$f(x; 2, z) = g(x_1, x_2, x_3, z) + \frac{\lambda x_4^2}{2} - \zeta x_4$$  \hspace{1cm} (48)

for a parameter $L \in [\lambda, H]$ to be determined later. Therefore,

$$F_1(x) = \mathbb{E}_{z \sim D^1} f(x; z^1) = G(x_1, x_2, x_3) + \frac{Lx_4^2}{2} + \zeta x_4$$  \hspace{1cm} (49)

$$F_2(x) = \mathbb{E}_{z \sim D^2} f(x; z^2) = G(x_1, x_2, x_3) + \frac{\lambda x_4^2}{2} - \zeta x_4$$  \hspace{1cm} (50)

It is clear from inspection that both $F_1$ and $F_2$, and consequently $F$, are $H$-smooth and $\lambda$-strongly convex. Furthermore, the variance of the gradients is bounded by $\sigma^2$ for both $D^1$ and $D^2$.

It is clear that $G$ attains its minimum of zero at $[c, \frac{\sqrt{\mu c}}{\sqrt{H}}, 0]$ so $\nabla G(c, \frac{\sqrt{\mu c}}{\sqrt{H}}, 0) = 0$, and thus

$$\nabla F\left(c, \frac{\sqrt{\mu c}}{\sqrt{H}}, 0, 0\right) = \nabla G\left(c, \frac{\sqrt{\mu c}}{\sqrt{H}}, 0\right) + \left(\frac{\zeta}{2} - \frac{\zeta}{2}\right)e_4 = 0$$  \hspace{1cm} (51)

From now on, we use $x^* = [c, \frac{\sqrt{\mu c}}{\sqrt{H}}, 0, 0]$ to denote the minimizer of $F$, which has norm

$$\|x^*\|^2 = \left(1 + \frac{\mu}{H}\right)c^2 \leq 2c^2$$  \hspace{1cm} (52)

We can therefore ensure $\|x^*\|^2 \leq B^2$ by choosing $c^2 \leq \frac{B^2}{2}$. Furthermore, the initial suboptimality

$$F(0, 0, 0, 0) - F^* = \mu c^2$$  \hspace{1cm} (53)

Therefore, we can ensure $F(0, 0, 0, 0) - F^* \leq \Delta$ by choosing $c^2 \leq \frac{\Delta}{\mu}$. We conclude by showing that for this objective, $\zeta^2$ bounded by

$$\frac{1}{2} \sum_{m=1}^{2} \|\nabla F_m(x^*)\|^2 = \|\nabla F_2(x^*)\|^2 = \|\nabla F_1(x^*)\|^2 = \zeta^2$$  \hspace{1cm} (54)

Therefore, this objective has the desired level of heterogeneity.

Therefore, we have shown that the objective satisfies all of the necessary conditions for the lower bound. All that remains is to lower bound the error of Local SGD with a constant stepsize $\eta$ applied to this function.

**Lemma 6.** For $\mu \leq 2L$, then Local SGD with any constant stepsize $\eta \leq \frac{1}{4}$ applied to $F_1$ and $F_2$ after being initialized at zero results in $\hat{x}_4$ such that

$$\frac{(L + \mu)x_4^4}{4} \geq \zeta^2 (L + \mu) \left( \frac{L - \mu}{L} - (1 - \mu \eta)^K \right)^2 \mathbb{I}_{\{\eta \leq \frac{1}{2}\}} \mathbb{I}_{\{1 - \mu \eta \leq \frac{L - \mu}{L}\}}$$

**Proof.** Since the coordinates of $F_1$ and $F_2$ are completely decoupled, the behavior of the fourth coordinate of the iterates can be analyzed separately from the others.

Let $x^{(1)}_{k,r}$ denote the fourth coordinate of machine 1’s iterate at the $k$th iteration of round $r$, and similarly for $x^{(2)}_{k,r}$. The local SGD dynamics give

$$x^{(1)}_{k+1,r} = x^{(1)}_{k,r} - \eta \left( Lx^{(1)}_{k,r} + \zeta \right) = -\frac{\zeta}{L} + (1 - L \eta) \left( x^{(1)}_{k,r} + \frac{\zeta}{L} \right)$$  \hspace{1cm} (55)

$$x^{(2)}_{k,r} = x^{(2)}_{k,r} - \eta \left( -\zeta + \mu x^{(2)}_{k,r} \right) = \frac{\zeta}{\mu} + (1 - \mu \eta) \left( x^{(2)}_{k,r} - \frac{\zeta}{\mu} \right)$$  \hspace{1cm} (56)
and \( \hat{x}_4 = \frac{1}{2} \left( x_{R,K}^{(1)} + x_{R,K}^{(2)} \right) = x_{0,R+1} \). Unravelling this recursion, we have that

\[
x_{0,R+1} = x_{0,0}^{(1)} = x_{0,r+1}^{(2)} = \frac{1}{2} \left( \frac{\zeta^r \mu - \zeta^r}{L} + (1 - \mu \eta)^K \left( x_{0,r} - \frac{\zeta^r}{\mu} \right) \right) + (1 - L \eta)^K \left( x_{0,r} + \frac{\zeta^r}{L} \right)
\]

Furthermore, if \( \eta \leq \frac{1}{L} \) then \((1 - L \eta) \geq 0\), so if \( x_{0,r} \geq 0 \) then

\[
x_{0,r+1} \geq \frac{\zeta^r}{2L} - \frac{\zeta^r}{2L} + (1 - \mu \eta)^K \left( \frac{x_{0,r}}{2} - \frac{\zeta^r}{2\mu} \right) \geq \frac{\zeta^r}{2\mu} \left( \frac{L - \mu}{L} - (1 - \mu \eta)^K \right)
\]

Finally, since \( x_{0,0} = 0 \geq 0 \), the condition \( x_{0,r} \geq 0 \) will hold throughout optimization, so

\[
\hat{x}_4 \geq \frac{\zeta^r}{2\mu} \left( \frac{L - \mu}{L} - (1 - \mu \eta)^K \right)
\]

Therefore, if \( \eta \leq \frac{1}{L} \) and \((1 - \mu \eta)^K \leq \frac{L - \mu}{L} \) then

\[
\frac{(L + \mu)\hat{x}_4^2}{4} \geq \frac{\zeta^2}{16\mu^2} \left( \frac{L - \mu}{L} - (1 - \mu \eta)^K \right)^2
\]

This completes the proof. \( \square \)

We now prove the theorem:

**Theorem 2.** For any \( M, K, \) and \( R \) there exist objectives in four dimensions such that Local SGD initialized at zero and using any fixed stepsize \( \eta \) will have suboptimality at least

\[
\mathbb{E} F(\hat{x}) - F^* \geq c \cdot \left( \min \left\{ \frac{H B^2}{R}, \left( \frac{H \zeta^2 B^4}{R^{2/3}} \right)^{1/3}, \left( \frac{H \zeta^2 B^4}{R^{2/3}} \right)^{1/3} + \frac{\sigma B}{\sqrt{MKR}} \right\} + \frac{H \eta^2 \sigma^2}{18432} \{ \eta \leq \frac{\pi}{\sqrt{\pi \eta}} \} \right)
\]

under the convex and strongly convex assumptions (for \( H \geq 16\lambda \)), respectively.

**Proof.** Since the four different coordinates are completely decoupled from each other, it suffices to analyze each coordinate separately.

In the course of proving [Theorem 3 23], Woodworth et al. prove that

\[
\mathbb{E} G(\hat{x}_1, \hat{x}_2, \hat{x}_3) - G \left( c \sqrt{\frac{\mu c}{\sqrt{H}}}, 0 \right) \geq \frac{\mu c^2 (1 - \mu \eta)^K R}{2} + \mu c^2 \left( \frac{1}{16\mu^2} + \frac{H \eta^2 \sigma^2}{18432} \right) \{ \eta \leq \frac{\pi}{\sqrt{\pi \eta}} \} \{ \eta \geq \frac{\pi}{\sqrt{\pi \eta}} \} \]

Furthermore, by Lemma 6

\[
\frac{(L + \lambda)\hat{x}_4^2}{4} \geq \frac{\zeta^2}{16\mu^2} \left( \frac{L - \mu}{L} - (1 - \mu \eta)^K \right)^2 \{ \eta \leq \frac{\pi}{\sqrt{\pi \eta}} \} \{ (1 - \mu \eta)^K \leq \frac{L - \mu}{L} \}
\]

Therefore, choosing \( L = \frac{H}{2} \)

\[
\mathbb{E} F(\hat{x}) - F^* = \mathbb{E} G(\hat{x}_1, \hat{x}_2, \hat{x}_3) - G \left( c \sqrt{\frac{\mu c}{\sqrt{H}}}, 0 \right) + \frac{H + 2\lambda}{8} \hat{x}_3^2 \geq \frac{\mu c^2 (1 - \mu \eta)^K R}{2} + \mu c^2 \left( \frac{1}{16\mu^2} + \frac{H \eta^2 \sigma^2}{18432} \right) \{ \eta \leq \frac{\pi}{\sqrt{\pi \eta}} \} \{ \eta \geq \frac{\pi}{\sqrt{\pi \eta}} \} + \frac{\zeta^2}{32\mu^2} \left( \frac{H - 2\mu}{H} - (1 - \mu \eta)^K \right)^2 \{ \eta \leq \frac{\pi}{\sqrt{\pi \eta}} \} \{ (1 - \mu \eta)^K \leq \frac{L - \mu}{L} \}
\]
Stochastic terms

First, we will show a lower bound in terms of $\sigma^2$ using solely the first three terms of (64). Consider three cases:

Case 1 $\eta \geq \frac{2}{3}$: In this case, from the second term of (64) we see that

$$\mathbb{E} F(\hat{x}) - F^* \geq \frac{\mu c^2}{2}$$

(65)

Case 2 $\frac{1}{\mu KR} \leq \eta \leq \frac{2}{3}$: In this case, the third term of (64) shows

$$\mathbb{E} F(\hat{x}) - F^* \geq \frac{H \eta^2 \sigma^2}{18432}$$

(66)

where we recalled that $\mu \leq \frac{H}{16}$, so $\eta \geq \frac{1}{\mu KR} \geq \frac{8}{\pi KR}$. This is non-decreasing in $\eta$, so for any $\eta$

$$\mathbb{E} F(\hat{x}) - F^* \geq \frac{H \sigma^2}{73728 \mu^2 K^2 R^2}$$

(67)

Case 3 $\eta \leq \frac{2}{3}$ and $\eta \leq \frac{1}{\mu KR}$: In this case, from the first term of (64),

$$\mathbb{E} F(\hat{x}) - F^* \geq \frac{\mu c^2 (1 - \mu \eta) KR}{2} \geq \frac{\mu c^2 (1 - \frac{1}{2KR})}{2} \geq \frac{\mu c^2}{4}$$

(68)

Combination: Combining these three cases, we conclude that for any $\eta$

$$\mathbb{E} F(\hat{x}) - F^* \geq \min \left\{ \frac{\mu c^2}{2}, \frac{H \sigma^2}{73728 \mu^2 K^2 R^2}, \frac{\mu c^2}{4} \right\} = \min \left\{ \frac{\mu c^2}{3}, \frac{H \sigma^2}{73728 \mu^2 K^2 R^2} \right\}$$

(69)

This lower bound holds for any stepsize, and any $\mu \in \left[ \lambda, \frac{H}{16} \right]$ and regardless of $\zeta_*$. In the strongly convex case, we recall that $F(0) - F(x^*) = \mu c^2$, therefore, we choose $\mu = \lambda$, and $c^2 = \frac{\Delta}{\lambda}$ so the lower bound reads (for a universal constant $\beta$)

$$\mathbb{E} F(\hat{x}) - F^* \geq \beta \cdot \min \left\{ \Delta, \frac{H \sigma^2}{\lambda^2 K^2 R^2} \right\}$$

(70)

To conclude, it is well known that any first-order method which accesses at most $MKR$ stochastic gradients with variance $\sigma^2$ for a $\lambda$-strongly convex objective will suffer error at least $\beta \frac{\sigma^2}{\lambda^2 MKR}$ in the worst case [17]. Therefore, the strongly convex lower bound is

$$\mathbb{E} F(\hat{x}) - F^* \geq \beta \cdot \min \left\{ \Delta, \frac{H \sigma^2}{\lambda^2 K^2 R^2} \right\} + \beta \cdot \frac{\sigma^2}{\lambda MKR}$$

(71)

In the convex case, we recall that $\|x^*\|^2 \leq 2c^2$, so we choose $c^2 = \frac{B^2}{2}$, and set $\mu = \left( \frac{H \sigma^2}{\pi^2 KR^2} \right)^{1/3}$ so the lower bound reads

$$\mathbb{E} F(\hat{x}) - F^* \geq \beta \cdot \frac{(H \sigma^2 B^4)}{K^{2/3} R^{2/3}}$$

(72)

To conclude, it is well known that any first-order method which accesses at most $MKR$ stochastic gradients with variance $\sigma^2$ for a convex objective with $\|x^*\| \leq B$ will suffer error at least $\beta \frac{\sigma B}{\sqrt{MKR}}$ in the worst case [17]. Therefore, the convex lower bound is

$$\mathbb{E} F(\hat{x}) - F^* \geq \beta \cdot \frac{(H \sigma^2 B^4)}{K^{2/3} R^{2/3}} + \beta \cdot \frac{\sigma B}{\sqrt{MKR}}$$

(73)
Heterogeneity terms

Next, we consider solely the first, second, and fourth terms of (64) in order to show a lower bound with respect to $\zeta^*$. Again, we consider three cases:

Case 1 $\eta \geq \frac{2}{H}$: Again, in this case, from the second term of (64) we see that

$$\mathbb{E}F(\hat{x}) - F^* \geq \frac{\mu c^2}{2}$$

(74)

Case 2 $\eta \leq \frac{2}{H}$ and $(1 - \mu \eta)^K > \frac{H - 2\mu}{H}$: In this case, from the first term of (64), we have

$$\mathbb{E}F(\hat{x}) - F^* \geq \frac{\mu c^2 (1 - \mu \eta)^K R}{2}$$

(75)

$$\geq \frac{\mu c^2}{2} \left(1 - \frac{2\mu}{H}\right)^R$$

(76)

$$\geq \frac{\mu c^2}{2} \left(\left(1 - \frac{4\mu}{H} \left(1 - \frac{1}{e}\right)\right)^\frac{H}{2\mu}\right)$$

(77)

$$\geq \frac{\mu c^2}{2} \exp\left(-\frac{4\mu R}{H}\right)$$

(78)

Case 3 $\eta \leq \frac{2}{H}$ and $(1 - \mu \eta)^K \leq \frac{H - 2\mu}{H}$: In this case, from the first and fourth terms of (64), we have

$$\mathbb{E}F(\hat{x}) - F^* \geq \frac{\mu c^2 (1 - \mu \eta)^K R}{2}$$

(79)

Suppose that $(1 - \mu \eta)^K \geq \frac{H - 2\mu}{H} - \frac{1}{4R}$, then

$$\frac{\mu c^2}{2} (1 - \mu \eta)^K R \geq \frac{\mu c^2}{2} \left(1 - \frac{2\mu}{H} - \frac{1}{4R}\right)$$

(80)

Then, if $R \geq \frac{H}{4\mu}$, then

$$\frac{\mu c^2}{2} (1 - \mu \eta)^K R \geq \frac{\mu c^2}{2} \left(1 - \frac{3\mu}{H}\right)^R \geq \frac{\mu c^2}{2} \left(1 - \frac{6\mu}{H} \left(1 - \frac{1}{e}\right)\right)^\frac{H}{6\mu R} \geq \frac{\mu c^2}{2} \exp\left(-\frac{6\mu R}{H}\right)$$

(81)

Otherwise, if $R \leq \frac{H}{4\mu}$, then

$$\frac{\mu c^2}{2} (1 - \mu \eta)^K R \geq \frac{\mu c^2}{2} \left(1 - \frac{1}{2R}\right)^R \geq \frac{\mu c^2}{4} \geq \frac{\mu c^2}{4} \exp\left(-\frac{6\mu R}{H}\right)$$

(82)

Therefore, when $(1 - \mu \eta)^K \geq \frac{H - 2\mu}{H} - \frac{1}{4R}$,

$$\mathbb{E}F(\hat{x}) - F^* \geq \frac{\mu c^2}{4} \exp\left(-\frac{6\mu R}{H}\right)$$

(83)

On the other hand, if $(1 - \mu \eta)^K \leq \frac{H - 2\mu}{H} - \frac{1}{4R}$, then

$$\mathbb{E}F(\hat{x}) - F^* \geq \frac{\zeta^2 (H + 2\mu)}{32\mu^2} \left(\frac{H - 2\mu}{H} - (1 - \mu \eta)^K\right)^2$$

(84)

$$\geq \frac{\zeta^2 (H + 2\mu)}{32\mu^2} \left(\frac{1}{4R}\right)^2$$

(85)

$$\geq \frac{H \zeta^2}{512\mu^2 R^2}$$

(86)
We prove the theorem with the help of several technical lemmas. This lemma and its proof are nearly identical to Lemma 8.12. We include a proof here in order to keep the paper self-contained.

Proof. This lemma and its proof are nearly identical to [Lemma 8.12]. We include a proof here in order to keep the paper self-contained. Let \( \bar{x}_t = \frac{1}{M} \sum_{m=1}^{M} x_t^m \) be the average of the machines' local iterates at time \( t \). Then,

\[
\mathbb{E}\|\bar{x}_t - x^*\|^2 = \mathbb{E}\left(\bar{x}_t - \frac{\eta_t}{M} \sum_{m=1}^{M} \nabla f_m(x_t^m) - x^*\right)^2 + \eta_t^2 \mathbb{E}\left(\frac{1}{M} \sum_{m=1}^{M} \nabla f_m(x_t^m, z_t^m) - \nabla f_m(x_t^m)\right)^2
\]  

Combining these with the stochastic terms completes the proof. \(\square\)

### C Proof of Theorem 3

We prove the theorem with the help of several technical lemmas.

**Lemma 7.** For any stepsize \( \eta_t \leq \frac{1}{100} \)
\[ \mathbb{E}[F(\bar{x}_t) - F^*] \leq \left(\frac{1}{\eta_t} - \lambda\right) \mathbb{E}\|\bar{x}_t - x^*\|^2 - \frac{1}{\eta_t} \mathbb{E}\|\bar{x}_{t+1} - x^*\|^2 + \frac{3\sigma_t^2 \eta_t}{M} + \frac{2H}{M} \sum_{m=1}^{M} \mathbb{E}\|\bar{x}_t - x_t^m\|^2 \]

**Proof.** This lemma and its proof are nearly identical to [Lemma 8.12]. We include a proof here in order to keep the paper self-contained.

Let \( \bar{x}_t = \frac{1}{M} \sum_{m=1}^{M} x_t^m \) be the average of the machines' local iterates at time \( t \). Then,

\[
\mathbb{E}\|\bar{x}_t - x^*\|^2 = \mathbb{E}\left(\bar{x}_t - \frac{\eta_t}{M} \sum_{m=1}^{M} \nabla f_m(x_t^m) - x^*\right)^2 + \eta_t^2 \mathbb{E}\left(\frac{1}{M} \sum_{m=1}^{M} \nabla f_m(x_t^m, z_t^m) - \nabla f_m(x_t^m)\right)^2
\]  

Combining these with the stochastic terms completes the proof. \(\square\)
Beginning with the first term of (94):

\[
\mathbb{E} \left\| \bar{x}_t - \frac{\eta t}{M} \sum_{m=1}^{M} \nabla F_m(x^m_t) - x^* \right\|^2 \\
= \mathbb{E}\|\bar{x}_t - x^*\|^2 + \eta^2 \mathbb{E} \left\| \frac{1}{M} \sum_{m=1}^{M} \nabla F_m(x^m_t) \right\|^2 - \frac{2\eta t}{M} \sum_{m=1}^{M} \mathbb{E} \langle \bar{x}_t - x^*, \nabla F_m(x^m_t) \rangle 
\]  

(95)

We can bound the second term of (95) with:

\[
\eta^2 \mathbb{E} \left\| \frac{1}{M} \sum_{m=1}^{M} \nabla F_m(x^m_t) \right\|^2 \\
\leq 2\eta^2 \mathbb{E} \left\| \frac{1}{M} \sum_{m=1}^{M} \nabla F_m(x^m_t) - \nabla F_m(\bar{x}_t) \right\|^2 + 2\eta^2 \mathbb{E} \left\| \frac{1}{M} \sum_{m=1}^{M} \nabla F_m(\bar{x}_t) - \nabla F_m(x^*) \right\|^2 
\]

(96)

\[
\leq \frac{2\eta^2}{M} \sum_{m=1}^{M} \mathbb{E}\|\nabla F_m(x^m_t) - \nabla F_m(\bar{x}_t)\|^2 + 2\eta^2 \mathbb{E}\|\nabla F(\bar{x}_t) - \nabla F(x^*)\|^2 
\]

(97)

\[
\leq \frac{2H^2\eta^2}{M} \sum_{m=1}^{M} \mathbb{E}\|x^m_t - \bar{x}_t\|^2 + 4H\eta^2 \mathbb{E}[F(\bar{x}_t) - F(x^*)] 
\]

(98)

For the third term of (95):

\[
-\frac{2\eta t}{M} \sum_{m=1}^{M} \mathbb{E} \langle \bar{x}_t - x^*, \nabla F_m(x^m_t) \rangle \\
= -\frac{2\eta t}{M} \sum_{m=1}^{M} \mathbb{E} \langle x^m_t - x^*, \nabla F_m(x^m_t) \rangle + \frac{2\eta t}{M} \sum_{m=1}^{M} \mathbb{E} \langle x^m_t - \bar{x}_t, \nabla F_m(x^m_t) \rangle 
\]

(99)

\[
\leq -\frac{2\eta t}{M} \sum_{m=1}^{M} \mathbb{E} \left[ F_m(x^m_t) - F_m(x^*) + \frac{\lambda}{2} \|x^m_t - x^*\|^2 \right] \\
+ \frac{2\eta t}{M} \sum_{m=1}^{M} \mathbb{E} \left[ F_m(x^m_t) - F_m(\bar{x}_t) + \frac{H}{2} \|x^m_t - \bar{x}_t\|^2 \right] 
\]

(100)

\[
\leq -2\eta \mathbb{E} \left[ F(\bar{x}_t) - F(x^*) + \frac{\lambda}{2} \|\bar{x}_t - x^*\|^2 \right] + \frac{H\eta}{M} \sum_{m=1}^{M} \|x^m_t - \bar{x}_t\|^2 
\]

(101)
Finally, for the second term of (94)

\[
\eta_t^2 \mathbb{E} \left\| \frac{1}{M} \sum_{m=1}^{M} \nabla f(x_t^m; z_t^m) - \nabla F_m(x_t^m) \right\|^2
\]

\[
= \frac{\eta_t^2}{M^2} \sum_{m=1}^{M} \mathbb{E} \left\| \nabla f(x_t^m; z_t^m) - \nabla F_m(x_t^m) \right\|^2
\]

\[
\leq \frac{3\eta_t^2}{M^2} \sum_{m=1}^{M} \left[ H^2 \mathbb{E} \|x_t^m - \bar{x}_t\|^2 + 2H \mathbb{E} \left[ F_m(\bar{x}_t) - F_m(x^*) \right] + \sigma_t^2 \right]
\]

Combining all these results back into (94), we have

\[
\mathbb{E} \|\bar{x}_{t+1} - x^*\|^2 \leq (1 - \lambda \eta_t) \mathbb{E} \|\bar{x}_t - x^*\|^2 + \frac{H \eta_t + 5H^2 \eta_t^2}{M} \sum_{m=1}^{M} \mathbb{E} \|x_t^m - \bar{x}_t\|^2
\]

\[
+ (10H \eta_t^2 - 2\eta_t) \mathbb{E} \left[ F(\bar{x}_t) - F(x^*) \right] + \frac{3\eta_t^2 \sigma_t^2}{M}
\]

\[
\leq (1 - \lambda \eta_t) \mathbb{E} \|\bar{x}_t - x^*\|^2 + \frac{2H \eta_t}{M} \sum_{m=1}^{M} \mathbb{E} \|x_t^m - \bar{x}_t\|^2
\]

\[
- \eta_t \mathbb{E} \left[ F(\bar{x}_t) - F(x^*) \right] + \frac{3\eta_t^2 \sigma_t^2}{M}
\]

where for the final line we used that \( \eta_t \leq \frac{1}{10H} \). Rearranging completes the proof. \( \square \)

**Lemma 8.** If \( \sup_{x,m} \|\nabla F_m(x) - \nabla F(x)\|^2 \leq \zeta^2 \), then for any fixed stepsize \( \eta \)

\[
\frac{1}{M} \sum_{m=1}^{M} \mathbb{E} \|x_t^m - \bar{x}_t\|^2 \leq 3K \sigma^2 \eta^2 + 6K^2 \eta^2 \zeta^2
\]

Similarly, the decreasing stepsize \( \eta_t = \frac{2}{\lambda(a+t+1)^2} \) for any \( a \)

\[
\frac{1}{M} \sum_{m=1}^{M} \mathbb{E} \|x_t^m - \bar{x}_t\|^2 \leq 3K \sigma^2 \eta_{t-1}^2 + 6K^2 \zeta^2 \eta_{t-1}^2
\]

**Proof.** By Jensen’s inequality

\[
\mathbb{E} \|x_t^m - \bar{x}_t\|^2 \leq \frac{1}{M} \sum_{n=1}^{M} \mathbb{E} \|x_t^m - x_t^n\|^2
\]
Therefore, it suffices to bound $\mathbb{E}\|x_t^m - x_t^n\|^2$, which we do now:

\[
\mathbb{E}\|x_t^m - x_t^n\|^2 \\
\leq \mathbb{E}\|x_{t-1}^m - x_{t-1}^n - \eta_{t-1}(\nabla F(x_{t-1}^m) - \nabla F(x_{t-1}^n)) + \eta_{t-1}(\nabla F(x_{t-1}^m) - \nabla F(x_{t-1}^n))\|^2 + \eta_{t-1}^2\sigma^2
\]

\[
\leq \inf_{\gamma > 0} \left(1 + \frac{1}{\gamma}\right) \mathbb{E}\|x_{t-1}^m - x_{t-1}^n - \eta_{t-1}(\nabla F(x_{t-1}^m) - \nabla F(x_{t-1}^n))\|^2
\]

\[
+ (1 + \gamma)\eta_{t-1}^2 \mathbb{E}\|\nabla F(x_{t-1}^m) - \nabla F(x_{t-1}^n)\|^2 + (1 + \gamma)\eta_{t-1}^2 \mathbb{E}\|\nabla F(x_{t-1}^m) - \nabla F(x_{t-1}^n)\|^2
\]

\[
- 2(1 + \gamma)\eta_{t-1}^2 \mathbb{E}\langle \nabla F(x_{t-1}^m) - \nabla F(x_{t-1}^n), \nabla F(x_{t-1}^m) - \nabla F(x_{t-1}^n) \rangle
\]

For the third inequality we used Lemma 1. Therefore,

\[
\frac{1}{M^2} \sum_{m=1}^M \sum_{n=1}^M \mathbb{E}\|x_t^m - x_t^n\|^2
\]

\[
\leq \frac{1}{M^2} \sum_{m=1}^M \inf_{\gamma > 0} \left(1 + \frac{1}{\gamma}\right) (1 - \lambda\eta_{t-1}) \mathbb{E}\|x_{t-1}^m - x_{t-1}^n\|^2 + \eta_{t-1}^2\sigma^2 + 2(1 + \gamma)\eta_{t-1}\xi^2
\]

We will unroll this recurrence, using that $x_t^m = x_t^n$ for all $m, n$ where $t_0$ is the most recent time that the iterates were synchronized, so $t - t_0 \leq K - 1$. Taking $\gamma = K - 1$, we have

\[
\frac{1}{M^2} \sum_{m=1}^M \sum_{n=1}^M \mathbb{E}\|x_t^m - x_t^n\|^2 = \sum_{i=t_0}^{t-1} \left(\eta_i^2\sigma^2 + 2(1 + \gamma)\eta_i^2\xi^2\right) \prod_{j=i+1}^{t-1} \left(1 + \frac{1}{\gamma}\right)(1 - \lambda\eta_j)
\]

\[
\leq \sum_{i=t_0}^{t-1} \left(\eta_i^2\sigma^2 + 2K\eta_i^2\xi^2\right) \prod_{j=i+1}^{t-1} \left(1 + \frac{1}{K - 1}\right)(1 - \lambda\eta_j)
\]

\[
\leq \sum_{i=t_0}^{t-1} \left(3\sigma^2 + 2K\xi^2\right) \prod_{j=i+1}^{t-1} (1 - \lambda\eta_j)
\]

For a constant stepsize $\eta$,

\[
\frac{1}{M^2} \sum_{m=1}^M \sum_{n=1}^M \mathbb{E}\|x_t^m - x_t^n\|^2 \leq 3\left(\sigma^2 + 2K\xi^2\right) \sum_{i=t_0}^{t-1} \eta_i^2
\]

\[
\leq 3K\left(\sigma^2 + 2K\xi^2\right)\eta^2
\]
For decreasing stepsizes $\eta_t = \frac{2}{\lambda (a+t+1)}$

$$\frac{1}{M^2} \sum_{m=1}^{M} \sum_{n=1}^{M} \mathbb{E}[\|x_m^n - x_t^m\|^2] \leq 3(\sigma^2 + 2K\zeta^2) \sum_{i=0}^{t-1} \eta_i^2 \prod_{j=i+1}^{t-1} \frac{a+j-1}{a+j+1} \tag{119}$$

$$= 3(\sigma^2 + 2K\zeta^2) \sum_{i=0}^{t-1} \eta_i^2 \frac{(a+i)(a+i+1)}{(a+i)(a+i+1)} \tag{120}$$

$$= 3(\sigma^2 + 2K\zeta^2) \sum_{i=0}^{t-1} \eta_i^2 \frac{\eta_i - 1}{\eta_i} \tag{121}$$

$$\leq 3(\sigma^2 + 2K\zeta^2) \sum_{i=0}^{t-1} \eta_i^2 \frac{\eta_i - 1}{\eta_i} \tag{122}$$

$$= 3K(\sigma^2 + 2K\zeta^2) \eta_t^2 \tag{123}$$

\[\square\]

**Theorem 3.** With the additional condition (12), an average of the Local SGD iterates guarantees under the convex and strongly convex assumptions, respectively

$$\mathbb{E}[F(\bar{x})] - F^* \leq c \cdot \left( \frac{HB^2}{KR} + \frac{(H\zeta^2 B^4)^{1/3}}{R^{2/3}} + \frac{(H\sigma^2 B^4)^{1/3}}{K^{1/3} R^{2/3}} + \frac{\sigma^2 B}{\sqrt{MKR}} \right),$$

$$\mathbb{E}[F(\bar{x})] - F^* \leq c \cdot \left( \frac{H^2 B^2}{HKR + \lambda K^2 R^2} + \frac{H\zeta^2}{\sqrt{\lambda K^2 R^2}} + \frac{H\sigma^2}{\sqrt{\lambda^2 K^2 R^2}} \right) \log \left( \frac{H}{\lambda} + KR \right) + \frac{\sigma^2}{\lambda K R} \tag{124}$$

*Proof.* By Lemma 7, for any $\eta_t \leq \frac{1}{10M}$

$$\mathbb{E}[F(\bar{x}_t) - F^*] \leq \left( \frac{1}{\eta_t} - \lambda \right) \mathbb{E}[\|\bar{x}_t - x^*\|^2] - \frac{1}{\eta_t} \mathbb{E}[\|\bar{x}_{t+1} - x^*\|^2] + \frac{3\sigma^2 \eta_t}{M} + \frac{2H}{M} \sum_{m=1}^{M} \mathbb{E}[\|\bar{x}_t - x_m^m\|^2] \tag{124}$$

By Lemma 8, when $\eta_t = \eta$ is constant then

$$\frac{1}{M} \sum_{m=1}^{M} \mathbb{E}[\|x_m^m - \bar{x}_t\|^2] \leq 3K\sigma^2 \eta^2 + 6K^2 \eta^2 \zeta^2 \tag{125}$$

and when $\eta_t = \frac{2}{\lambda (a+t+1)}$

$$\frac{1}{M} \sum_{m=1}^{M} \mathbb{E}[\|x_m^m - \bar{x}_t\|^2] \leq 3K\sigma^2 \eta_t^2 + 6K^2 \zeta^2 \eta_t^2 \tag{126}$$

We now consider the convex and strongly convex cases separately:

**Convex case:** In the convex case, we use a constant stepsize $\eta$, so

$$\mathbb{E}[F(\bar{x}_t) - F^*] \leq \frac{1}{\eta} \mathbb{E}[\|\bar{x}_t - x^*\|^2] - \frac{1}{\eta} \mathbb{E}[\|\bar{x}_{t+1} - x^*\|^2] + \frac{3\sigma^2 \eta}{M} + \frac{2H}{M} \sum_{m=1}^{M} \mathbb{E}[\|\bar{x}_t - x_m^m\|^2] \tag{127}$$

$$\leq \frac{1}{\eta} \mathbb{E}[\|\bar{x}_t - x^*\|^2] - \frac{1}{\eta} \mathbb{E}[\|\bar{x}_{t+1} - x^*\|^2] + \frac{3\sigma^2 \eta}{M} + 6HK^2 \eta^2 + 12HK^2 \eta^2 \zeta^2 \tag{128}$$
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Therefore, by the convexity of $F$

$$
\mathbb{E}\left[F\left(\frac{1}{KR} \sum_{t=1}^{KR} \bar{x}_t\right) - F^*\right] \leq \frac{1}{KR} \sum_{t=1}^{KR} \mathbb{E}[F(\bar{x}_t) - F^*] \leq \frac{B^2}{\eta KR} + \frac{3\sigma^2 \eta}{M} + 6HK\sigma^2\eta^2 + 12HK^2\eta^2\zeta^2
$$

(129)

Choosing

$$
\eta = \min \left\{ \frac{1}{10H}, \frac{B\sqrt{M}}{\sigma_*\sqrt{KR}}, \left(\frac{B^2}{HK^2\sigma^2}\right)^{1/3}, \frac{B^2}{HK^2\zeta^2} \right\}
$$

(131)

then ensures

$$
\mathbb{E}\left[F\left(\frac{1}{KR} \sum_{t=1}^{KR} \bar{x}_t\right) - F^*\right] \leq \frac{10HB^2}{KR} 13 \left(\frac{H\zeta^2 B^4}{R^2/3}\right)^{1/3} + \frac{7(H\sigma^2 B^4)^{1/3}}{K^{1/3} R^{2/3}} + \frac{4\sigma_* B}{\sqrt{MKR}}
$$

(132)

**Strongly convex case:** In the strongly convex case, we take the stepsize $\eta_i = \frac{2}{\lambda(a+t+1)}$ for $a = 20H/\lambda$ which ensures $\eta_i \leq \frac{1}{10HR}$. In addition, we define weights $w_t = (a + t)$ and define

$$
\bar{x} = \frac{1}{W} \sum_{t=1}^{KR} w_t \bar{x}_t
$$

(133)

where $W = \sum_{t=1}^{KR} w_t \geq \frac{1}{2} KR(a + KR)$. By the convexity of $F$,

$$
\mathbb{E}F(\bar{x}) - F^* \leq \frac{1}{W} \sum_{t=1}^{KR} (a + t) \mathbb{E}F(\bar{x}_t) - F^*
$$

(134)

$$
\leq \frac{\lambda(a+1)(a+2)B^2}{2W} + \frac{6\sigma^2}{\lambda M} + \frac{2H(a+t)}{M} \sum_{m=1}^{M} \mathbb{E}\|\bar{x}_t - x^m\|^2
$$

(135)

$$
\leq \frac{\lambda(a+1)(a+2)B^2}{2W} + \frac{6\sigma^2}{\lambda KR} \sum_{t=1}^{KR} (a+t) \eta_t^2 + \frac{6HK\sigma^2 + 12HK^2\zeta^2}{W} \frac{1}{\lambda} \ln(M)
$$

(136)

$$
\leq \frac{\lambda(a+1)(a+2)B^2}{2W} + \frac{6\sigma^2}{\lambda KR} \sum_{t=1}^{KR} (a+t) \eta_t^2 + \frac{6HK\sigma^2 + 12HK^2\zeta^2}{\lambda W} (1 + \ln(M))
$$

(137)

$$
\leq \frac{132H^2 B^2}{\lambda KR(10H/\lambda + KR)} + \left(\frac{12H\zeta^2}{\lambda^2 R^2} + \frac{6H\sigma^2}{\lambda KR} \right) \log \left(\frac{13H}{\lambda} + KR\right) + \frac{6\sigma^2}{\lambda M KR}
$$

(138)

Note that in the strongly convex case, it is likely possible to achieve a first term scaling with $\exp(-KR)$ using a method similar to Lemma 2. However, the recurrence we derived here has a different form, and it is difficult to determine the correct stepsize and weighting schedule to achieve linear convergence.

### D Details of Experiments

The training set of MNIST (60,000 examples) was divided by digit into ten groups of equal size $n \approx 6,000$ (which required discarding some examples from the more common digits). PCA was used to reduce the dimensionality to 100, but no other preprocessing was used.

Then, for each of the 25 combinations $(i,j)$ for even $i$ and odd $j$, a binary classification “task” was created, i.e. classifying even (+1) versus odd (−1). These tasks were arbitrarily labelled task 1, 2, . . . , 25.

For each $p \in [0.0, 0.2, 0.4, 0.6, 0.8, 1.0]$, machine $m$ was assigned data composed of $p \cdot 2n$ random examples from task $m$, and $(1 - p) \cdot 2n$ random examples from a mixture of all the tasks.
Local and Minibatch SGD were then used to optimize the logistic loss for each of the six described local datasets. The constant stepsize was tuned (from a log-scale grid of 10 points ranging from $e^{-6}, \ldots, e^0$ for Minibatch SGD, and a log-scale grid of 10 points ranging from $e^{-8}, \ldots, e^{-1}$ for Local SGD) for each value of $p$, $K$, and $R$ individually, and the average loss over four runs is reported for the best stepsize for each point in the plot. That is, each point in the plot represents the best possible performance of the algorithm for that $p$, $K$, and $R$ specifically.

Finally, we computed the value of $\zeta_2^2$ as a function of $p$ by using Newton’s method to compute a very accurate estimate of the minimizer, and then explicitly calculating $\zeta_2^2(p)$ at that point.

### E Proof of Theorem 4

For this lower bound, the gradients will always be noiseless, so we simply define the expectation of the local functions. Furthermore, we will construct just two local functions $F_1$ and $F_2$. For the case $M > 2$, $F_1$ will be assigned to the first $\lfloor M/2 \rfloor$ machines, and $F_2$ to the next $\lfloor M/2 \rfloor$ machines. If there is an odd number of machines, we simply assign the last machine $F_3(x) = \frac{1}{2} \|x\|^2$, which will reduce the lower bound by a factor of at most $\frac{M-1}{M}$. Therefore, we proceed by focusing on the case $M = 2$.

We define the following $H$-smooth and $\lambda$-strongly convex functions on $\mathbb{R}^d$ for even $d$:

$$
F(x) = \frac{1}{2}(F_1(x) + F_2(x))
$$

$$
F_1(x) = \frac{H - \lambda}{8} \left( x_1^2 - 2Cx_1 + \beta x_1^2 + \sum_{i=1}^{d/2-1} (x_{2i+1} - x_{2i})^2 \right) + \frac{\lambda}{2} \|x\|^2
$$

$$
F_2(x) = \frac{H - \lambda}{8} \left( \sum_{i=1}^{d/2} (x_{2i} - x_{2i-1})^2 \right) + \frac{\lambda}{2} \|x\|^2
$$

Here, $\beta$ and $C$ are constants which will be chosen later.

These functions are identical to ones used by Woodworth and Srebro [24] to prove lower bounds for finite sum optimization, and are very similar both to classic work by Nesterov [18] on lower bounds and to more closely related work by Arjevani and Shamir [1]. Arjevani and Shamir also prove lower bounds for distributed optimization algorithms, but their slightly different construction made it more difficult to tune $\zeta_2^2$, which is necessary for our lower bound.

These functions have the following important property: let $E_k = \text{span}\{e_1, \ldots, e_k\}$ be the set of vectors whose $k+1, \ldots, d$ coordinates are all zero, then for all $x_k \in E_k$ for even $k$

$$
\nabla F_1(x_k) \in E_{k+1} \quad \text{and} \quad \nabla F_2(x_k) \in E_k
$$

and for $x_k \in E_k$ for odd $k$

$$
\nabla F_1(x_k) \in E_k \quad \text{and} \quad \nabla F_2(x_k) \in E_{k+1}
$$

For algorithms whose iterates, for example, remain in the span of previous gradients, the only way to access the next coordinate is to query the gradient of one of the two functions—$F_1$ if the next coordinate is odd, and $F_2$ if the next coordinate is even. Since each machine will only have access to one of the two functions throughout each round of communication, this means that each round of communication can only unlock a single new coordinate. We now formalize this.

Following Carmon et al. [4], we define:

**Definition 2** (Distributed zero-respecting algorithm). For a vector $v$, let $\text{supp}(v) = \{i \in \{1, \ldots, d\} : v_i \neq 0\}$. We say that an optimization algorithm is distributed zero-respecting if for all $t$ and $m$, the $t$th query on the $m$th machine, $x^m_t$ satisfies

$$
\text{supp}(x^m_t) \subseteq \bigcup_{s < t} \text{supp}(\nabla f(x^m_s; z^m_s)) \cup \bigcup_{m' \neq m} \bigcup_{s \leq \pi_m(t, m')} \text{supp}(\nabla f(x^{m'}_s; z^{m'}_s))
$$

where $\pi_m(t, m')$ is the most recent time before $t$ when machines $m$ and $m'$ communicated with each other.
This definition captures a very wide variety of distributed optimization algorithms, including minibatch SGD, accelerated minibatch SGD, local SGD, coordinate descent methods, and many more. Algorithms which are not distributed zero-respecting are those whose iterates have components in directions about which the algorithm has no information, meaning that in some sense, it is just “wild guessing.” Using techniques similar to Woodworth and Srebro [Theorem 7 24] and Carmon et al. [4], it should be possible to extend this lower bound beyond distributed zero-respecting algorithms to arbitrary randomized algorithms.

We now argue that the progress of distributed zero-respecting algorithms is controlled by the number of rounds of communication, \( R \), regardless of \( K \):

**Lemma 9.** Let \( \hat{x} \) be the output after \( R \) rounds of communication of a distributed zero-respecting algorithm optimizing \( F = \frac{1}{2}(F_1 + F_2) \) as defined in (139). Then,

\[
supp(x^m_t) \in E_R
\]

**Proof.** The definition of a zero-respecting algorithm requires that every machine’s initial iterate \( x^m_0 = 0 \). We will now prove the Lemma by induction on the round of communication.

As a base case, for the first iteration of the first round of communication:

\[
\nabla F_1(x^1_0) = \nabla F_1(0) = \frac{(\lambda - H)C}{4} e_1 \in E_1 \quad \text{and} \quad \nabla F_2(x^2_1) = \nabla F_2(0) = 0 \in E_0 \quad (144)
\]

Therefore, by the distributed zero-respecting property, \( x^1_2 \in E_1 \) and \( x^2_1 \in E_0 \). Furthermore, for all \( y_1 \in E_1 \), \( \nabla F_1(y_1) \in E_1 \) and for all \( y_0 \in E_0 \), \( \nabla F_2(y_0) \in E_0 \). Therefore, further gradient queries on each machine will not change the set of coordinates that the distributed zero-respecting property allows to be non-zero. We conclude that \( x^1_1 \in E_1 \) and \( x^2_1 \in E_0 \) for all \( t \) until machines 1 and 2 communicate with each other.

Now, suppose that after \( r - 1 \) rounds of communication, \( x^1_1, x^2_1 \in E_{r-1} \). If \( r \) is even, then \( \nabla F_1(x^1_1) \in E_{r-1} \) and \( \nabla F_2(x^2_1) \in E_r \). Furthermore, additional gradient computations within the \( r \)th round of communication will not expand the set of coordinates that the distributed zero-respecting property will allow to be non-zero. Therefore, both machines’ coordinates will remain in \( E_r \) until the end of the \( r \)th round of communication. A similar argument can be made for odd \( r \).

Now, we will compute the minimizer of \( F \). We note that by the definition of \( F_1 \) and \( F_2 \),

\[
F(x) = \frac{H - \lambda}{16} \left( x_1^2 - 2C x_1 + \beta x_d^2 + \sum_{i=2}^{d} (x_i - x_{i-1})^2 \right) + \frac{\lambda}{2} \|x\|^2 \quad (145)
\]

Calculating the gradient of \( F \), we see that \( x^* = \arg \min_x F(x) \) must satisfy

\[
\begin{align*}
C &= \left( 2 + \frac{8\lambda}{H - \lambda} \right) x^*_1 - x^*_2 \\
0 &= \left( 2 + \frac{8\lambda}{H - \lambda} \right) x^*_i - x^*_{i+1} - x^*_{i-1} \quad \forall i \in \{2, \ldots, d-1\} \\
0 &= \left( 1 + \beta + \frac{8\lambda}{H - \lambda} \right) x^*_d - x^*_{d-1}
\end{align*}
\]

Let \( q \) be the smaller solution of the quadratic equation

\[
1 - \left( 2 + \frac{8\lambda}{H - \lambda} \right) q + q^2 = 0 \quad (147)
\]
That is,
\[
q = 1 + \frac{4\lambda}{H - \lambda} - \sqrt{\frac{16\lambda^2}{(H - \lambda)^2} + \frac{8\lambda}{H - \lambda}} \quad (148)
\]
\[
= 1 + \frac{4\lambda}{H - \lambda} \left( 1 - \sqrt{1 + \frac{H - \lambda}{2\lambda}} \right) \quad (149)
\]
\[
= 1 - \frac{2}{\left( 1 - \sqrt{1 + \frac{H - \lambda}{2\lambda}} \right) \left( 1 + \sqrt{1 + \frac{H - \lambda}{2\lambda}} \right)} \left( 1 - \sqrt{1 + \frac{H - \lambda}{2\lambda}} \right) \quad (150)
\]
\[
= \frac{\sqrt{1 + \frac{H - \lambda}{2\lambda}} - 1}{\sqrt{1 + \frac{H - \lambda}{2\lambda}} + 1} \quad (151)
\]
Let \( \alpha = \sqrt{1 + \frac{H - \lambda}{2\lambda}} \) so that \( q = \frac{\alpha - 1}{\alpha + 1} \), and define \( \beta = 1 - q \). Then it is straightforward to confirm that
\[
x^* = C \sum_{i=1}^{d} q^i e_i \quad (152)
\]
satisfies all of the conditions (146), and is thus the minimizer of \( F \). This point has value
\[
F(x^*) = \frac{C^2(H - \lambda)}{16} \left( q^2 - 2q + \beta q^{2d} + (1 - q)^2 \sum_{i=2}^{d} q^{2i-2} + \frac{8\lambda}{H - \lambda} \sum_{i=1}^{d} q^{2i} \right) \quad (153)
\]
\[
= \frac{C^2(H - \lambda)}{16} \left( -1 + \beta q^{2d} + (1 - q)^2 \sum_{i=1}^{d} q^{2i-2} + \frac{8\lambda}{H - \lambda} \sum_{i=1}^{d} q^{2i} \right) \quad (154)
\]
\[
= \frac{C^2(H - \lambda)}{16} \left( -1 + (1 - q)q^{2d} + \frac{8\lambda}{H - \lambda} \sum_{i=1}^{d} q^{2i-1} + q^{2d} \right) \quad (155)
\]
\[
= \frac{C^2(H - \lambda)}{16} \left( -1 + (1 - q)q^{2d} + \frac{8\lambda}{H - \lambda} \left( \frac{q(1 - q^{2d})}{1 - q^2} + q^2 \frac{(1 - q^{2d})}{1 - q^2} \right) \right) \quad (156)
\]
\[
= \frac{C^2(H - \lambda)}{16} \left( -1 + (1 - q)q^{2d} + \frac{1 - q^2}{q} \left( \frac{q(1 - q^{2d})}{1 - q^2} + q^2 \frac{(1 - q^{2d})}{1 - q^2} \right) \right) \quad (157)
\]
\[
= \frac{C^2(H - \lambda)}{16} \left( -1 + (1 - q)q^{2d} + (1 - q)(1 - q^{2d}) \right) \quad (158)
\]
\[
= -qC^2(H - \lambda) \quad (159)
\]
For the third equality, we used that (147) implies \((1 - q)^2 = \frac{8\lambda d}{H - \lambda}\). For the fifth inequality, we used that \( \frac{8\lambda}{H - \lambda} = \frac{(1 - q^2)}{q} \). This solution has norm
\[
\|x^*\|^2 = C^2 \sum_{i=1}^{d} q^{2i} = C^2 \frac{q^2(1 - q^{2d})}{1 - q^2} \leq \frac{q^2C^2}{1 - q^2} = \frac{C^2(\alpha - 1)^2}{4\alpha} \leq \frac{C^2}{4} \quad (160)
\]
Furthermore,
\[
F(0) - F(x^*) = -F(x^*) = \frac{q^2C^2(H - \lambda)}{16} \quad (161)
\]
Finally, we evaluate the degree of heterogeneity:

\[ \zeta_*^2 = \frac{1}{2} \sum_{m=1}^{2} \| \nabla F_m(x^*) \|^2 = \| \nabla F_1(x^*) \|^2 = \| \nabla F_2(x^*) \|^2 \]  
\[ = \frac{(H - \lambda)^2}{64} \left[ \sum_{i=1}^{d/2} \left( x_{2i}^* - x_{2i-1}^* \right)^2 + \frac{4\lambda}{H - \lambda} \right]^2 \]  
\[ = \frac{(H - \lambda)^2}{16} \sum_{i=1}^{d/2} \left( x_{2i-1}^* \left( -1 + \frac{4\lambda}{H - \lambda} \right) + x_{2i}^* \left( 1 + \frac{4\lambda}{H - \lambda} \right) \right)^2 \]  
\[ = \frac{C^2 (H - \lambda)^2}{16} \sum_{i=1}^{d/2} \left( q^{4i-2} (H - 5\lambda)^2 + q^{4i} (H + 3\lambda)^2 \right) \]  
\[ \leq \frac{(H + 3\lambda)^2}{16} \| x^* \|^2 \]  
\[ \leq \frac{\alpha C^2 (H + 3\lambda)^2}{64} \]  

With this, we are ready to prove the lower bound.

**Theorem 4.** For any \( M, K, \) and \( R, \) there exist two quadratic objectives satisfying the convex and strongly convex assumptions (for \( H \geq 7\lambda \)) such that the output of any distributed zero-respecting algorithm will have suboptimality in the convex and strongly convex case respectively,

\[ F(\hat{x}) - F^* \geq c \left( \min \left\{ \frac{\zeta_*^2}{HR^2}, \frac{HB^2}{R^2} \right\} + \frac{\sigma B}{\sqrt{MKR}} \right). \]

\[ F(\hat{x}) - F^* \geq c \left( \min \left\{ \frac{\lambda \zeta_*^2}{H^2}, \frac{\Delta \sqrt{X}}{\sqrt{H}} \right\} \exp \left( -\frac{8R\sqrt{\lambda}}{\lambda MKR} \right) + \frac{\sigma^2}{\lambda MKR} \right). \]

**Proof.** By Lemma 9, the output of the algorithm \( \hat{x} \in E_R. \) Furthermore, since \( F \) is \( \lambda \)-strongly convex, \( F(\hat{x}) - F^* \geq \frac{\lambda}{2} \| \hat{x} - x^* \|^2. \) Therefore,

\[ \frac{F(\hat{x}) - F^*}{F(0) - F^*} \geq \frac{\frac{\lambda}{2} \| \hat{x} - x^* \|^2}{q^{C^2(H - \lambda)}} \]  
\[ \geq \frac{8\lambda}{q(H - \lambda)} \sum_{i=R+1}^{d} q^{2i} \]  
\[ = \frac{8\lambda q(q^{2R} - q^{2d})}{(H - \lambda)(1 - q^2)} \]  
\[ = \frac{(1 - q^2)(q^{2R} - q^{2d})}{1 - q^2} \]  
\[ = \frac{(1 - q)(q^{2R} - q^{2d})}{1 + q} \]  
\[ = \frac{q^{2R} - q^{2d}}{\alpha} \]  

For the third equality we used that \( (174) \) implies \( \frac{8\lambda q}{H - \lambda} = (1 - q)^2. \) For the final equality, we used that \( q = \frac{\alpha - 1}{\alpha + 1}. \)

Taking \( d \geq R + \frac{1}{2\ln(1/q)} \) ensures that \( q^{2d} \leq \frac{q^{2R}}{2} \) so

\[ \frac{F(\hat{x}) - F^*}{F(0) - F^*} \geq \frac{q^{2R}}{2\alpha} = \left( \frac{1 - \frac{2}{\alpha + 1}}{2\alpha} \right)^{2R} \]
Therefore,
\[ R \leq \frac{\ln \left( \frac{F(0) - F^*}{2\alpha \epsilon} \right)}{\ln \left( 1 + \frac{2}{\alpha - 1} \right)} \implies F(\hat{x}) - F^* \geq \epsilon \]  
(175)

Using the fact that \( \ln(1 + x) \leq x \) and solving the above inequality on \( R \) for \( \epsilon \), we conclude that
\[ F(\hat{x}) - F^* \geq \frac{F(0) - F^*}{2\alpha} \exp \left( -\frac{2R}{\alpha - 1} \right) \]  
(176)

In order to satisfy the strongly convex assumptions, we recall from (167) and (161) that we must choose \( C \) such that
\[ \frac{\alpha C^2 (H + 3\lambda)^2}{64} \leq \frac{\alpha C^2 H^2}{16} \leq \zeta_*^2 \]  
(177)
\[ \frac{q C^2 (H - \lambda)}{16} \leq \frac{C^2 H}{16} \leq \Delta \]  
(178)

Therefore, we choose \( C^2 = 16 \min \left\{ \frac{\zeta_*^2}{\pi H^2}, \frac{\Delta}{H} \right\} \) meaning that
\[ F(\hat{x}) - F^* \geq \frac{F(0) - F^*}{2\alpha} \exp \left( -\frac{2R}{\alpha - 1} \right) \]  
(179)
\[ \geq \min \left\{ \frac{\zeta_*^2}{2\alpha}, \Delta \right\} \exp \left( -\frac{2R}{\alpha - 1} \right) \]  
(180)
\[ \geq \min \left\{ \frac{\lambda \zeta_*^2}{H^2}, \frac{\sqrt{\lambda} \Delta}{2\sqrt{H}} \right\} \exp \left( -\frac{8\sqrt{\lambda} R}{\sqrt{H}} \right) \]  
(181)

For the convex case, we note that in order to satisfy the convex assumptions, we must choose \( C \) such that
\[ \frac{\alpha C^2 (H + 3\lambda)^2}{64} \leq \frac{\alpha C^2 H^2}{16} \leq \zeta_*^2 \]  
(182)
\[ \frac{\alpha C^2}{4} \leq \frac{B^2}{\alpha} \]  
(183)

We therefore choose \( C^2 = 4 \min \left\{ \frac{\zeta_*^2}{\pi H^2}, \frac{B^2}{\alpha} \right\} \). Returning to (176), this means
\[ F(\hat{x}) - F^* \geq \frac{F(0) - F^*}{2\alpha} \exp \left( -\frac{2R}{\alpha - 1} \right) \]  
(184)
\[ = \frac{q C^2 (H - \lambda)}{32\alpha} \exp \left( -\frac{2R}{\alpha - 1} \right) \]  
(185)
\[ \geq \frac{q (H - \lambda) \min \left\{ \frac{\zeta_*^2}{\pi H^2}, \frac{B^2}{\alpha} \right\}}{8\alpha} \exp \left( -\frac{8\sqrt{\lambda} R}{\sqrt{H}} \right) \]  
(186)
\[ \geq q \min \left\{ \frac{\zeta_*^2}{16\alpha^2 H}, \frac{HB^2}{16\alpha^2} \right\} \exp \left( -\frac{8\sqrt{\lambda} R}{\sqrt{H}} \right) \]  
(187)

From here, we use that \( H \geq 7\lambda \) implies \( \alpha \geq 2 \) so \( q \geq 1/3 \), so
\[ F(\hat{x}) - F^* \geq \min \left\{ \frac{\lambda \zeta_*^2}{48H^2}, \frac{\lambda B^2}{48} \right\} \exp \left( -\frac{8\sqrt{\lambda} R}{\sqrt{H}} \right) \]  
(188)

Finally, this holds for any \( \lambda \geq 0 \), so it holds, in particular, for \( \lambda = \frac{H}{6H^2} \) thus
\[ F(\hat{x}) - F^* \geq c \cdot \min \left\{ \frac{\zeta_*^2}{HR^2}, \frac{HB^2}{R^2} \right\} \]  
(189)
Finally, it is well known that any first-order method which accesses at most $MKR$ stochastic gradients with variance $\sigma^2$ for a $\lambda$-strongly convex objective will suffer error at least $\beta \frac{\sigma^2}{\lambda MKR}$ in the worst case for a universal constant $\beta$ [17]. Similarly, any first-order method which accesses at most $MKR$ stochastic gradients with variance $\sigma^2$ for a convex objective with $\|x^*\| \leq B$ will suffer error at least $\beta \frac{\sigma B}{\sqrt{MKR}}$ in the worst case for a universal constant $\beta$ [17].

\[ \text{Proof of Corollary 1} \]

\textbf{Corollary 1.} In the convex case, Accelerated Minibatch SGD is optimal when $\zeta^2 \geq HB$, and in the strongly convex case, it is optimal up to log factors when $\zeta^2 \geq H^{3/2}/\sqrt{\lambda}$.

\textit{Proof.} In the convex case, Theorem 1 ensures Accelerated Minibatch SGD converges at a rate proportional to

\[ \frac{HB^2}{R^2} + \frac{\sigma B}{\sqrt{MKR}} \]  

The lower bound for convex functions in Theorem 4 precisely matches this whenever

\[ \frac{HB^2}{R^2} = \min \left\{ \frac{\zeta^2}{HR^2}, \frac{HB^2}{R^2} \right\} \implies \zeta \geq HB \]  

For the strongly convex case, Theorem 1 ensures convergence at a rate proportional to

\[ \Delta \exp \left( -\frac{\sqrt{\lambda R}}{c_3 \sqrt{H}} \right) + \frac{\sigma^2}{\lambda MKR} \]  

The lower bound is given by

\[ \min \left\{ \frac{\lambda \zeta^2}{H^2}, \frac{\Delta \sqrt{\lambda}}{\sqrt{H}} \right\} \exp \left( -\frac{8R\sqrt{\lambda}}{\sqrt{H}} \right) + \frac{\sigma^2}{\lambda MKR} \]  

When $\zeta^2 \geq H^{3/2}/\sqrt{\lambda}$, this reduces to

\[ \frac{\Delta \sqrt{\lambda}}{\sqrt{H}} \exp \left( -\frac{8R\sqrt{\lambda}}{\sqrt{H}} \right) + \frac{\sigma^2}{\lambda MKR} = \Delta \exp \left( -\frac{8R\sqrt{\lambda}}{\sqrt{H}} - \log \frac{\sqrt{\lambda}}{\sqrt{H}} \right) + \frac{\sigma^2}{\lambda MKR} \]  

Comparing this with (192), we see that the $R$ needed to guarantee error $\epsilon$ using Theorem 1 is larger than the minimum possible $R$, as lower bounded by (194), by at most a log factor. \qed

\textbf{G Discussion of Karimireddy et al. [10]}\)

We compare our results to Karimireddy et al. [10], who presented an analysis of the inner/outer stepsize variant of Section 6 (as FEDAvg, with a different stepsize parametrization—see below) as well as the novel method SCAFFOLD which incorporates variance reduction.

Karimireddy et al. [10, Theorem V] show that for the inner/outer stepsize updates (13), with optimal choice of stepsizes, in the weakly convex case

\[ \mathbb{E}F(\hat{x}) - F^* \leq O \left( \frac{HB^2}{R} + \frac{\sigma B}{\sqrt{SKR}} + \frac{(H\zeta^2 B^4)^{1/3}}{R^{2/3}} + \sqrt{1 - \frac{S}{M}} \left( \zeta \frac{B}{\sqrt{SR}} \right) \right) \]  

and in the strongly convex case,

\[ \mathbb{E}F(\hat{x}) - F^* \leq O \left( \lambda B^2 \exp \left( -\frac{\lambda R}{H} \right) + \frac{\sigma^2}{\lambda SKR} + \frac{H\zeta^2}{\lambda SR^2} + \left( 1 - \frac{S}{M} \right) \cdot \zeta \frac{B}{\lambda SR} \right) \]  

for $R \geq \Omega \left( \frac{H}{\lambda} \right)$. \hspace{1cm} (196)
But these are loose upper bounds: as discussed in Section 6, the Minibatch SGD guarantees also apply to the inner/outer variant (by using $\eta_{\text{inner}} = 0$). The Minibatch SGD guarantees (15) and (16) can therefore be viewed also as guarantees on the inner/outer variant (i.e., Karimireddy et al.’s FedAvg) that improve over (195) and (196) in several ways: (a) they avoid the the third terms in (195) and (196); (b) they improve the fourth terms by a factor of $\sqrt{S}$ and $S$ respectively; and (c) they avoid the requirement $R > H/\lambda$.

Karimireddy et al.’s presentation actually uses a different step-size parametrization that does not allow for $\eta_{\text{inner}} = 0$: they use $\eta = \eta_{\text{inner}}$ and $\eta_g = \eta_{\text{outer}}/\eta_{\text{inner}}$. We prefer the presentation using $\eta_{\text{inner}}$ and $\eta_{\text{outer}}$ in order to emphasize the relationship with Minibatch SGD and in order to explicitly allow $\eta_{\text{inner}} = 0$. But in any case, even using their parametrization, $\eta_{\text{inner}}$ could be taken arbitrarily close to zero making the deviation from Minibatch SGD arbitrarily small. Indeed, the Karimireddy et al.’s bounds (195) and (196) are obtained when $\eta_{\text{inner}}$ is already so small that the algorithm is essentially equivalent to Minibatch SGD.

But Karimireddy et al.’s main contribution was the presentation of SCAFFOLD, which incorporates machine-specific control iterates that reduce the inter-machine variances. For SCAFFOLD, [10, Theorem VII] show that in the weakly convex case\footnote{This is different than the bound stated as [10, Theorem III], but is what was proven [10, Theorem VII, Appendix E].}:

$$\mathbb{E}F(\hat{x}) - F^* \leq O\left(\frac{HB^2}{R} + \frac{\sigma B}{\sqrt{SKR}} + \frac{M\zeta^2}{HSR} + \frac{\sigma \zeta \sqrt{M}}{H S \sqrt{KR}}\right),$$  \hspace{1cm} (197)

and in the strongly convex case

$$\mathbb{E}F(\hat{x}) - F^* \leq O\left(\lambda \left(B^2 + \frac{M\zeta^2}{SH^2}\right) \exp\left(-\min\left\{\frac{\lambda}{H}, \frac{S}{M}\right\} R\right) + \frac{\sigma^2}{\lambda SKR}\right) \quad \text{for } R \geq \max\left\{\frac{H}{\lambda}, \frac{M}{S}\right\}.$$  \hspace{1cm} (198)

These guarantees are also obtained when $\eta_{\text{inner}}$ is so close to zero that this is essentially a minibatch method, in this case “Minibatch SAGA” [cf. 6].

Although SCAFFOLD is aimed specifically at the setting where a subset of machines are used in each round (i.e. $S < M$), let us first check whether it provides benefits in our “standard” setting (introduced in Sections 2), where all machines are used each round (i.e. $S = M$). In this case, the SCAFFOLD bounds (197) and (198) may improve over the loose upper bounds (195) and (196), but this is only due to the looseness in these upper bounds. The SCAFFOLD upper bounds (for $S = M$) do not actually improve over the Minibatch SGD guarantees of Theorem 1, and only include additional terms (see Tables 1 and 2). That is, the SCAFFOLD upper bounds, when $S = M$, are valid also for FedAvg (since as discussed above, Minibatch SGD guarantees are valid also for FedAvg) and so do not show a benefit in the setting where all machines are used each round. This is perhaps not surprising, since in this setting there is no need to reduce inter-machine variance, and so no benefit from variance reduction.

Let us turn then to the setting of Section 7, where only a random subset of $S < M$ machines are used in each iteration, and for which SCAFFOLD was developed. In this setting, SCAFFOLD does show a benefit in some regimes. Let us focus on the weakly convex case and compare the SCAFFOLD guarantee (197) with the Minibatch SGD guarantee (15). We can verify that, e.g. when $\sigma = 0$ and $\zeta = H B$, SCAFFOLD improves over Minibatch SGD if $\frac{M}{R} \ll \frac{S}{M} \ll \frac{H}{R}$, and $S < M$, but the SCAFFOLD guarantee (197) is worse then Minibatch SGD if $\frac{M}{R} \ll \frac{M}{R}$. More generally, the SCAFFOLD guarantee is worse than Minibatch SGD if $\sigma = 0$ and $\frac{S}{M} \ll \frac{\zeta^2}{PRT} \min(1, \frac{H}{R})$. Also for strongly convex objectives, SCAFFOLD improves over Minibatch SGD in some regimes but the guarantee (198) is worse than Minibatch SGD in other regimes. Care is required to map out the precise regimes and how they depend on the various problem parameters.