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Abstract
We discuss black hole thermodynamics in the manifestly duality invariant formalism of double field theory (DFT). We reformulate and prove the first law of black hole thermodynamics in DFT, using the covariant phase space approach. After splitting the full $O(D, D)$ invariant DFT into a Kaluza–Klein-inspired form where only $n$ coordinates are doubled, our results provide explicit duality invariant mass and entropy formulas. We illustrate how this works by discussing the black string solution and its T-duals.
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1. Introduction
The massless spectrum of any of the closed string theories has a common sector consisting of the NSNS fields: the spacetime metric $g_{\mu\nu}$, 2-form $B_{\mu\nu}$ and dilaton $\phi$. The low-energy effective action for these fields is [1]:

$$S_{\text{NSNS}} = \int d^d x \sqrt{|g|} e^{-2\phi} \left( R + 4(\nabla \phi)^2 - \frac{1}{12} H^2 \right), \quad \mathcal{H}_{\mu\nu} \equiv 3 \partial_{[\mu} B_{\nu \rho]}.$$

A solution of the equations of motion with an isometry direction $z$ can be mapped into another solution by the Buscher rules [2, 3]. In terms of a coordinate split $x^\mu = (x', z)$, these rules are:
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Under certain conditions, e.g. when \( z \) is a compact isometry direction [4], the pair of solutions are equivalent in the sense e.g. that the string sigma-models defined on either solution define the same CFT. In the presence of \( n \) isometries, the possible duality transformations form the group \( O(n, n) \).

A recent development (which however has earlier roots in [5–7]) is double field theory (DFT) [8–11], which aims to describe supergravity in a manifestly duality invariant manner. In its most conservative interpretation double field theory can be viewed as a reorganisation of the degrees of freedom \((g, B, \phi)\) of (1.1) into objects that transform linearly under the T-duality group \( O(D, D) \). These objects consist of a generalised metric, \( H_{MN} \), which is a rank 2 tensor under T-duality transformations, and the generalised dilaton, \( d \), which is invariant.

Double field theory involves the introduction of dual coordinates \( \tilde{x}_\mu \) such that all fields and gauge parameters may depend in principle on the 2D coordinates \( X^M = (x^\mu, \tilde{x}_\mu) \), which form an \( O(D, D) \) vector. The local symmetry transformations of (1.1)—diffeomorphisms and gauge transformations of the 2-form—are replaced in DFT by so-called generalised diffeomorphisms. These provide infinitesimal \( O(D, D) \) transformations, just as diffeomorphisms in general relativity provide an action of \( \text{GL}(D) \).

This doubling leads to constraints, not unexpectedly. In order for the action of generalised diffeomorphisms to give a closed algebra, one is forced to impose conditions on the fields and gauge parameters of DFT. The simplest choice is simply to require that we can only depend on at most half of the coordinates, in which case the DFT action—which is fixed by invariance under generalised diffeomorphisms, modulo the closure constraints—can be reduced back to that of (1.1). This constraint goes by the name of the section condition or strong constraint. However, one can also achieve closure by requiring a generalised Scherk–Schwarz factorisation of fields and gauge parameters, in which case dependence on dual coordinates through twist matrices is possible [12]. This leads to gauged supergravities whose higher-dimensional origins were previously unknown.

This suggests that double field theory provides a framework to study possibilities suggested by T-duality which go beyond supergravity. It is also believed to be the natural setting for the description of ‘non-geometric’ backgrounds, such as exotic branes [13], where the spacetime fields are patched together by duality transformations. Indeed, this was one of the original motivations for the development of the theory.

A major goal for the theory is therefore to study the form and properties of double field theory backgrounds.

Of course, imposing the section condition implies that all supergravity backgrounds can be viewed as solutions of double field theory. The interpretation of solutions in the doubled space is still of interest. The standard 1/2-BPS solutions of the NSNS sector are the fundamental string (F1) and its T-dual, the pp-wave, plus their magnetic counterparts, the NS5 brane and the Kaluza–Klein monopole (KKM). These have been investigated as double field theory solutions [14–16], revealing that one can think of such solutions as simply waves or monopoles embedded in the doubled space, with for instance the orientation of the wave relative to the choice of section determining whether the solution appears in spacetime as a string or a wave. A recent extension of this approach to study non-geometric branes as DFT solutions was considered in [17].

Ideally, of course, one would like to construct genuinely doubled backgrounds which would not be admissible in standard supergravity. See for instance the discussions in [15, 17] concerning the possibility of having solutions with depend on \( \tilde{x} \)—a dual coordinate—but not \( x \): these obey the section condition but are certainly non-geometric in the ‘physical’ frame where \( x \) is a coordinate.
In supergravity, one can construct notions of mass (via the ADM formula) and charge (via integrals of field strengths and their duals). In double field theory, both gravity and the $B$-field appear together in the generalised metric. In [18, 19], it was shown that the appropriate notion of conserved charges in DFT follows from applying a Noether procedure to the invariance of the DFT action under generalised diffeomorphisms: the electric charge of the $B$-field can be associated to translational invariance in a dual direction. Similar expressions were found using a Hamiltonian decomposition of the DFT action in [20].

This leads to a nice understanding of the properties of 1/2-BPS branes within double field theory. It would be interesting to pursue the properties of backgrounds in DFT beyond this sector. In this paper, we intend to focus on non-extremal solutions$^5$. The study of black hole or black brane solutions in DFT should be interesting from a number of perspectives. We might wonder whether access to T-dual descriptions has implications for the notions of singularities and horizons. We are also interested in the description of thermodynamics.

We know that various thermodynamic quantities (mass, entropy, ...) associated to black holes should be (and, empirically, are) duality-invariant (see e.g. [21] for a review). For black hole entropy, for example, this is intuitively obvious if geometries related by duality are supposed to provide equivalent descriptions of the underlying microscopic degrees of freedom (whatever those are), and if the entropy is supposed to provide a measure of the number of said degrees of freedom.

The issue of duality invariance of entropy and other thermodynamic quantities has been looked into from a semi-classical gravity (or, macroscopic) perspective in a few works, of which [22] by Horowitz and Welch appears to be the earliest. They verify the invariance of the surface gravity and horizon area of a black hole with bifurcate Killing horizon under a Buscher transformation (1.2) by an explicit component calculation in spacetime.

It seems more natural, however, to examine duality-invariant properties in a formalism where duality invariance is manifest from the outset. In our work we therefore investigate black hole thermodynamics in DFT.

The main result of our investigation is the duality-invariant black hole mass and entropy formulas (4.18) and (4.27) satisfying the first law of black hole thermodynamics (4.31) (where the invariance is in fact under the subgroup $O(n, n)$ for $n \leq D - 2$). Momentum, angular momentum and winding charge all enter the first law in manifestly duality-invariant combinations.

To derive this result, we make use of the ‘covariant phase space’ approach due to Lee et al [23–25]. In this approach, the first law of black hole thermodynamics is re-expressed in a ‘differential’ form, as the vanishing of the exterior derivative of a certain $(D - 2)$-form constructed out of the fields and their variations; Stokes’ theorem then sets the integral of this form on a horizon cross-section (which is related to the variation of the entropy) equal to the integral on a sphere at infinity (which yields variations of energy, angular momentum, etc), recovering the usual, integrated form of the first law (4.31).

Although DFT does not admit the standard notion of a differential form, one can work instead with contravariant antisymmetric $O(D, D)$ tensor densities (as detailed in appendix A), and one can express the first law of black hole thermodynamics in differential form as

$$\partial_{\mu} \delta Q^{\mu \nu} = 0,$$

(1.3)

where $\delta Q^{\mu \nu}$ is an expression (3.26) constructed out of the generalised metric $H_{\mu \nu}$, generalised dilaton $d$, and their variations in a fully $O(D, D)$ covariant fashion.

$^5$ We note that the paper [19] evaluated the charges of some black hole solutions in the context of the DFT current, finding the conventional supergravity results, however without studying their behaviour under T-duality.
In the next section we provide a brief introduction to double field theory and also clarify certain subtleties which will be relevant later. In section 3 we present a derivation of the first law of black hole thermodynamics in DFT through the covariant phase space formalism. After providing a brief motivating example from particle mechanics, we proceed to use the formalism to derive expressions for the Noether charge associated to a generalised Killing vector $\Lambda^M$, and prove the first law in its ‘differential’ form (3.30). Then in section 4 we partially break $O(D, D)$ to $O(n, n)$ ($n \leq D - 2$) using the split parametrisation (4.1) in order to decompose said Noether charge into entropy, mass, momentum and winding charges and show that the variations of these charges satisfy the first law of black hole thermodynamics (4.31). Section 5 is devoted to an analysis of the black string solution from the DFT point of view and a verification of our mass and entropy formulas. We conclude with a discussion of our results and possible generalisations thereof. We also provide appendices containing additional results, including a discussion of Stokes’ theorem in DFT.

2. Double field theory

2.1. Double field theory in a nutshell

The group $O(D, D)$ itself is defined to be the set of transformations preserving the $O(D, D)$ structure:

$$\eta_{MN} = \begin{pmatrix} 0 & I_D \\ I_D & 0 \end{pmatrix},$$

which will be used to raise and lower indices below. The fields of double field theory in the NSNS sector are the generalised metric, $H_{MN}$, and the generalised dilaton, $d$. The generalised metric is symmetric and constrained to satisfy

$$\delta H = \partial_M H^M N P - \partial_N H^M P M = \delta_M H^P P,$$

which parametrises the coset $O(D, D)/O(1, D - 1) \times O(1, D - 1)$.

The double field theory action is

$$S_{\mathrm{DFT}} = \frac{1}{16\pi G_{\mathrm{DFT}}} \int d^{2D}X \ e^{-2d} R$$

where the generalised Ricci scalar $R$ is

$$R = 4 H^M N \partial_M \partial_N d - \partial_M H^M N \partial_N H^N M - 4 H^M N \partial_M d \partial_N d + 4 \partial_M H^M N \partial_N d$$

$$+ \frac{1}{8} H^M N \partial_M H^{KL} \partial_N H_{KL} - \frac{1}{2} H^M N \partial_M H^{KL} \partial_K H_{NL},$$

We will define $G_{\text{DFT}}$ below.

The action is fixed by requiring invariance under generalised diffeomorphisms. These are parametrised by a generalised vector, $\Lambda^M$, and act on the fields through a generalised Lie derivative, denoted $\mathcal{L}_\Lambda$, such that on a generalised vector $V^M$ we have

$$\delta V^M = \mathcal{L}_\Lambda V^M = \Lambda^N \partial_N V^M - V^N \partial_N \Lambda^M + \partial_M \Lambda_N V^N.$$

By construction, this generalised Lie derivative preserves the $O(D, D)$ structure $\eta_{MN}$.

The generalised dilaton transforms such that $e^{-2d}$ is a scalar of weight 1 (and thus provides a measure for integration), while the generalised metric $H_{MN}$ transforms as a symmetric rank 2 tensor, as indicated by its pair of $O(D, D)$ indices.

$$\delta H_{MN} = \Lambda^P \partial_P H_{MN} + 2(\partial_M \Lambda^N - \partial_N \Lambda_M) H_{NP},$$

$$\delta e^{-2d} = \partial_P (e^{-2d} \Lambda^P).$$
As we mentioned in the introduction, closure of the algebra of generalised diffeomorphisms leads to constraints. The closure condition is

$$\mathcal{L}_{\Lambda_1}\mathcal{L}_{\Lambda_2} - \mathcal{L}_{\Lambda_2}\mathcal{L}_{\Lambda_1} = \mathcal{L}_{[\Lambda_1, \Lambda_2]}$$

(2.6)

where the antisymmetric bracket (generalising the Lie bracket) is

$$[\Lambda_1, \Lambda_2] = \frac{1}{2}(\mathcal{L}_{\Lambda_1}\Lambda_2 - \mathcal{L}_{\Lambda_2}\Lambda_1)$$

(2.7)

Closure can be guaranteed by requiring the section condition:

$$\partial_A\Lambda^0 = \partial_B\Lambda^0 = 0, \quad \partial_M A = 0,$$

(2.8)

acting on $A, B$ any fields and gauge parameters in the theory. This constraint is solved (locally) by assuming all fields and gauge parameters depend on half the coordinates in $X^M$; this is called choosing a section. Choosing a section breaks $O(D, D)$ invariance, but the strong constraint itself is an invariant statement. The usual notion of T-duality is recovered if after choosing the section there remain some number of isometries: these give an ambiguity in the choice of section corresponding to different duality frames.

If we write $X^M = (x^i, \tilde{x}_i)$ and choose the section $\tilde{\partial}^m = 0$, then parametrising the DFT fields $(d, H)$ in terms of the spacetime fields $(g, B, \phi)$ as

$$H_{MN} = \left( g_{\mu\nu} - B_{\mu\rho}g^{\rho\sigma}B_{\sigma\nu}, \frac{B_{\mu\rho}g^{\rho\sigma}}{g^{\mu\nu}} \right), \quad e^{-2d} = e^{-2(\phi - \tilde{\phi}_0)}\sqrt{\det g}$$

(2.9)

one finds that the DFT action (2.2) reduces to

$$S_{\text{NSNS}} = \frac{e^{2\tilde{\phi}_0}}{16\pi G_D} \int d^Dx \sqrt{|g|} e^{-2\tilde{\phi}_0} \left( R + 4(\nabla \phi)^2 - \frac{1}{12}H^2 \right).$$

(2.10)

where in $D$ dimensions $G_D \propto R^{D-2}e^{2\tilde{\phi}_0}$, in particular in $D = 10$ we have the usual constant

$$G \equiv G_{10} = 8\pi^4\ell_s^8e^{2\tilde{\phi}_0};$$

(2.11)

this means that we have defined

$$G_{\text{DFT}} \equiv G_D \int d^D\tilde{x}.$$  

(2.12)

In general, one may think of this as a formal expression designed to cancel the integration over the dual coordinates. In the case where we are dealing with a doubled torus, with physical radii $R_i$ and dual radii $\tilde{R}_i = \ell_s/R_i$, we have the explicit T-duality invariant form

$$G_{\text{DFT}} = (2\pi)^D R_1 \ldots \tilde{R}_D G_D$$

$$= (2\pi)^D R_1 \ldots R_D \tilde{G}_D,$$

(2.13)

which, given that $G_D \propto e^{2\tilde{\phi}_0}$, is only consistent if the dilaton transforms so that

$$e^{2\tilde{\phi}_0} = e^{2\phi_0} \left( \frac{\ell_s}{R_1 \ldots R_D} \right)^D,$$

(2.14)

which is the correct transformation rule when dualising in $D$ dimensions. Note that we are taking our coordinates here to have the range $[0, 2\pi R]$ so that the information about their radii is contained here and not in the metric (i.e. we will write expressions like $ds^2 = g_{xx}dx^2$ and implement the Buscher rule simply as $g_{xx} \leftrightarrow 1/g_{xx}$ consistent with the form (2.9) of the
generalised metric, so that there are no hidden \( l_s^2 \). This accounts for the appearance of the asymptotic value of the dilaton in (2.9), which we have included to take into account the transformation \( e^{2\phi_0} = e^{2\phi \tilde{f}/R^2} \) which we would otherwise miss. It is important to have the correct prefactors in place to correctly measure charges.

The above definition (2.12) corresponds essentially to the discussion in [16]. Here we have attempted to be a little bit more precise, especially concerning the dilaton.

2.2. On curvature, singularities and horizons

The geometry of double field theory is based on generalised diffeomorphisms, as defined in (2.4), and hence is not that of conventional differential geometry [6, 7, 26–29]. Thus a connection in DFT provides a covariant derivative which is covariant under generalised diffeomorphisms. One can define for a connection a generalised Riemann tensor, \( R_{MNP}^0 \), and a generalised torsion \( \tau_{MN P} \), which do not coincide with the usual definitions.

The natural connection in Riemannian geometry is the Levi-Civita connection. In DFT, one would analogously seek to produce a connection compatible with both the generalised metric and the \( O(D, D) \) structure, with vanishing generalised torsion (and also compatible with using \( e^{-2d} \) as the integration measure).

These conditions do not have a unique solution. The connection coefficients can only be found up to some number of components which cannot be determined in terms of the physical fields. These components can be projected out, using the projectors defined by

\[
\delta^{MN} = \pm \frac{1}{2} (\delta^M_N \pm H^N_M),
\]

so that covariant derivatives of tensors can still be well-defined if appropriately projected [6, 28] (A ‘dual’ point of view is to effectively set these undetermined components equal to zero, resulting in a so-called ‘semi-covariant’ connection [26, 27]. Although setting the undetermined components equal to zero is certainly not a covariant condition, one can still construct covariant derivatives by projecting away the non-covariant transformations—hence the name.).

The generalised Riemann tensor of such a connection has undetermined components (or is at best semi-covariant). Again, one can use the projectors to ameliorate the situation somewhat: the generalised Ricci tensor, \( R_{MN} \), and scalar, \( R \), can be defined by first projecting the generalised Riemann tensor and then contracting, producing expressions which are uniquely determined in terms of the physical fields.

These same expressions in fact follow also as the equations of motion of the generalised metric and dilaton:

\[
R = 0, \quad R_{MN} = 0. \tag{2.15}
\]

We see therefore that the only completely physical and covariant curvature-like expressions in DFT vanish automatically by the equations of motion, at least away from sources. As such, it seems that there is no way to measure curvature—and hence curvature singularities—in DFT (If we we include the RR sector and fermions, then generically \( R \neq 0, R_{MN} \neq 0 \). But if they do not provide a good notion of curvature in the pure NSNS sector, then there is no reason to think they will do so then.).

There are also difficulties with higher-order curvature invariants. For instance, in [28] it was shown that there exists no scalar quantity in DFT which reduces to give the square of the Riemann tensor in spacetime. Such higher-order curvature terms appear of course as \( O(\alpha') \) corrections to supergravity, and can be accomodated in DFT at \( O(\alpha') \) through non-covariant field redefinitions leading to deformed gauge transformatons [28, 30, 31]. As we are interested
in exploring properties of solutions to the theory at zeroth order in $\alpha'$, we cannot access such higher order terms.

In this paper, we will be interested in charges defined on Killing horizons of black hole solutions. A Killing horizon is a null hypersurface invariant under the action of a Killing vector $\xi$, on which the norm $\xi^2 = g_{ij}\xi^i\xi^j$ vanishes. Although we know that the presence of horizon is preserved under Buscher duality along a spacelike symmetry [22], under a duality along a timelike duality, this is not so [4]. In particular, for the Killing vector $\xi = \partial/\partial t$ present for static black holes, one knows that the Buscher rules involve inverting $g_{tt} = \xi^2$ which goes to zero at the horizon: hence in the dual solution, the horizon has been exchanged for a naked singularity.

The full $O(D, D)$ formalism (for $D$ equal to the number of dimensions of spacetime) involves (perhaps formally) doubling all directions and so by default includes such timelike dualities. Hence, at least formally in DFT we see that horizons should be dual to singularities, and we have already seen that there does not seem to be a clear notion of the latter.

A full $O(D, D)$-compatible definition of a horizon will not be given in this paper. Ideally, such a definition would involve some generalised Killing vector, $\Lambda$. However, it is not clear how to covariantly specify $\Lambda$ such that for instance the natural norm $H_{MN}\Lambda^M\Lambda^N$ reduces to the spacetime norm and then vanishes on a horizon. One possible approach is to use the idea of ‘twisted vectors’ [32], however this involves knowing the $B$-field on each patch of the doubled spacetime and does not seem entirely satisfactory.

We stress though that our results in the subsequent section will certainly continue to apply if or when a definition of a generalised Killing horizon is constructed, and they certainly make sense as they stand when one takes the point of view that they are valid for DFT backgrounds such that on some physical section there is the conventional notion of a horizon in spacetime.

An alternative way out that sidesteps the issues of timelike dualities is to avoid doubling all directions, by making use of the ‘Kaluza–Klein inspired’ split parameterisation of [33]. Keeping in mind that the split parametrisation is equivalent to the usual, fully-doubled one, one can loosely think of this splitting as expressing the fully-doubled spacetime as a product of an ‘external’, non-doubled geometry and an ‘internal’ doubled geometry; one can then characterise a horizon lying purely within the external geometry in the usual way. Although the geometries we consider are not limited to such products, we will see in section 4 how this strategy provides a definition of horizons which suffices for our purposes. This definition is also natural for the extension to EFT and the relationship to black holes of lower dimensional SUGRA.

### 3. Duality-invariant thermodynamics

In this section, we shall derive the form of the first law of black hole thermodynamics in DFT, using the Lee–Iyer–Wald approach [23–25] to conserved charges and black hole thermodynamics. These methods are appropriate for any diffeomorphism-invariant theory of gravity. Indeed, in [25] Iyer and Wald provide a calculation of black hole entropy which goes through for any action where the gravitational degrees of freedom are encoded in the spacetime metric $g_{\mu\nu}$; this has become known as the Wald entropy formula.

Of course, in DFT we have not diffeomorphisms but generalised diffeomorphisms. However, as the arguments of Iyer and Wald fundamentally just require an action principle, they are straightforwardly adapted to DFT (this was already suggested in [19]). In effect, as DFT unites the metric with the two-form, we are to some extent applying the method of [25]
to both of these fields simultaneously, and it is known that the latter can easily accommodate gauge fields (see e.g. the notes [34]).

3.1. The covariant phase space formalism

Rather than launch directly into the full calculation in double field theory, we wish to first use this section to provide an introduction to the technology of the covariant phase space formalism by setting it in the simple and familiar context of Hamiltonian mechanics.

Hamilton’s equations for time evolution with Hamiltonian $H$ are

$$0 = \dot{x}^i \omega_{ij} - \partial_i H,$$  
(3.1)

where $\omega_{ij}(x)$ is the symplectic form on a symplectic manifold (phase space) with coordinates $\{x^i\}$.

These equations can be derived from the action

$$S = \int dt \left[ \dot{x}^i \theta_i(x) - H(x) \right],$$  
(3.2)

where $\theta_i(x)$ is a symplectic potential for $\omega_{ij}$:

$$\omega_{ij}(x) = 2 \partial_i \theta_j(x).$$  
(3.3)

If we vary the action while keeping track of boundary terms we get

$$S = \int dt \left[ \frac{d}{dt} (\delta x^i \theta_i) + \delta x^i (\dot{x}^j \omega_{ij} - \partial_i H) \right] = \Theta[x; \delta x] + \int dt \left[ \delta x^i E_i \right].$$  
(3.4)

where the equation of motion is exactly (3.1), $E_i \equiv \dot{x}^j \omega_{ij} - \partial_i H = 0$, and we have just defined the Lee–Iyer–Wald symplectic potential $\Theta[x; \delta x]$

$$\Theta[x; \delta x] \equiv \int dt \frac{d}{dt} (\delta x^i \theta_i).$$  
(3.5)

In the Lee–Iyer–Wald covariant phase space formalism [23, 25], the symplectic form is defined as

$$\Omega[x; \delta x, \delta 2x] = \delta_1 \Theta[x; \delta x] - \delta_2 \Theta[x; \delta 2x].$$  
(3.6)

For the above system we get

$$\Omega[x; \delta x, \delta 2x] = \int dt \frac{d}{dt} (\delta x^i \partial_i \omega_{ij}).$$  
(3.7)

If we are considering an initial-value problem (which is standard in field theory, less so in particle mechanics), then the integral reduces to evaluation at initial time:

$$\Omega[x; \delta x, \delta 2x] = \delta x^i \partial_x^i \omega_{ij} |_{t=0}.$$  
(3.8)

$^6$The symplectic form can be allowed to lie in a non-trivial cohomology class, which is to say that $\theta_i$ need not exist globally. The above action is perfectly well-defined regardless; see [35] for details. If $\omega_{ij}$ is indeed non-exact, the argument in this section implies that the Lee–Iyer–Wald symplectic form also fails to be exact, which is perhaps not obvious from its definition.
We see that for an initial-value problem the Lee–Iyer–Wald symplectic form is identical to the standard one. Now if we define the functional $H[x]$

$$H[x] = \int dt\, H(x)$$  \hspace{1cm} (3.10)

we can write down Hamilton’s equations in the covariant phase space formalism:

$$\forall \delta x, \quad \delta H[x] = \Omega [x; \delta x, \dot{x}].$$  \hspace{1cm} (3.11)

In particle mechanics, the above equation serves to identify the time evolution $\dot{x}$ on the right-hand side generated by $H$ on the left-hand side; it is easy to see that $H$ is the Noether charge for this time evolution. In gravity and field theory we will run this backwards: we trade $\dot{x}$ for an infinitesimal gauge transformation and calculate the right-hand side, which serves to define the variation of the corresponding conserved charge $\delta H$.

### 3.2. Noether charges of double field theory

The covariant phase space approach applies to any theory formulated in terms of a variational principle. We will now apply it to double field theory. This leads to the conserved charges studied in [18–20].

The variation of the DFT action (in this section we drop the $1/16\pi G_{DFT}$ prefactor to simplify expressions) reads

$$\delta S_{DFT} = \int e^{-2d} (-2\delta d R + \delta H^{MN} R_{MN})$$

$$+ \int \partial_p (e^{-2d} \Theta^M [H, d; \delta H, \delta d]),$$  \hspace{1cm} (3.12)

where the bulk term gives the equations of motion:

$$R = 0, \quad R_{MN} = 0.$$  \hspace{1cm} (3.13)

The total derivative term defines the symplectic potential

$$\Theta^M = \delta H^0 \left( \frac{1}{4} H^{MR} \partial_R H_{QP} - \frac{1}{2} H^{MR} \partial_Q H_{RP} - \frac{1}{2} H_Q^P \partial_R H^M_P \right) + 2 \delta H^{MP} \partial_P d$$

$$- \partial_P \Theta^M + 4 \partial_P (\delta d) H^{MP},$$  \hspace{1cm} (3.14)

which can be explicitly checked to be a generalised vector under generalised diffeomorphisms.

We will use the symplectic potential to define the symplectic form in a moment. Before we do that, we consider the variation of the DFT action under a generalised diffeomorphism with parameter $\Lambda^M$. This is a gauge invariance, so we only get a boundary term:

$$\delta S_{DFT} = \int \partial_M (\Lambda^M e^{-2d} R).$$  \hspace{1cm} (3.15)

By comparing the two variations it follows that the following current

$$J^M = e^{-2d} (\Theta^M [H, d; L_A H, L_A d] - \Lambda^M R)$$  \hspace{1cm} (3.16)

is divergence-free whenever $(d, H)$ are on-shell:

$$R = 0 \Rightarrow \partial_M J^M = 0.$$  \hspace{1cm} (3.17)

Therefore on-shell there exists [36], possibly only locally, an antisymmetric $J^{MN}$ that satisfies
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We will use the symplectic potential to define the symplectic form in a moment. Before we do that, we consider the variation of the DFT action under a generalised diffeomorphism with parameter $\Lambda^M$. This is a gauge invariance, so we only get a boundary term:

$$\delta S_{DFT} = \int \partial_M (\Lambda^M e^{-2d} R).$$  \hspace{1cm} (3.15)

By comparing the two variations it follows that the following current

$$J^M = e^{-2d} (\Theta^M [H, d; L_A H, L_A d] - \Lambda^M R)$$  \hspace{1cm} (3.16)

is divergence-free whenever $(d, H)$ are on-shell:

$$R = 0 \Rightarrow \partial_M J^M = 0.$$  \hspace{1cm} (3.17)

Therefore on-shell there exists [36], possibly only locally, an antisymmetric $J^{MN}$ that satisfies
\[ J^M = \partial_N J^{MN}. \]  
(3.18)

We will see that \( J^{MN} \) integrated against a codimension 2 surface at infinity contributes to the Noether charge associated with \( \Lambda^M \).

Let us write down Hamilton’s equation in the covariant phase space form for the dynamics generated by the generalised diffeomorphism with parameter \( \Lambda^M \):

\[ \delta Q_\Lambda = \Omega [d, H; (\delta d, \delta H), (L_\Lambda d, L_\Lambda H)]. \]
(3.19)

We will view this as a definition of the infinitesimal Noether charge \( \delta Q_\Lambda \) associated to \( \Lambda^M \); we use a slashed delta notation because the existence of a \( Q_\Lambda \) whose variation equals the right-hand side is in fact not guaranteed; we will elaborate on this later in this section. The symplectic form on the right-hand side is the integral of

\[ 2 \Theta M [d, H; (\delta d, \delta H), (L_\Lambda d, L_\Lambda H)] = \delta_1 [e^{-2d} \Theta M (H, d; \delta_2 H, \delta d)] - \delta_2 [e^{-2d} \Theta M (H, d; \delta H, \delta d)]. \]
(3.20)

If we specialise to the case where \( \delta_2 \) is an infinitesimal generalised diffeomorphism, it is not difficult to calculate

\[ 2 \Theta M [d, H; (\delta d, \delta H), (L_\Lambda d, L_\Lambda H)] = \delta J^M - \delta_1 (e^{-2d} (2 \Theta (M N^p))) - e^{-2d} \partial M \Lambda P \Theta P \]
(3.21)

where

\[ \Theta M = \Theta M [H, d; \delta H, \delta d] \]
(3.22)

assuming that

- the background fields \((d, H)\) are on-shell,
- the generalised diffeomorphism parameter \( \Lambda^M \) does not depend on the background \((d,H)\)
- \( \Theta M \) transforms as a generalised vector.

Note that the final term in (3.21) is of the form \((\ldots) \partial M (\ldots)\) and so is ‘derivative-index valued’ in the language of [19]. As a result, when such a term is integrated over a generalised hypersurface, as we explain in appendix A, it drops out by the section condition. In what follows, we will frequently drop such terms from e.g. the expressions for the current.

The existence of a Noether charge \( Q_\Lambda \) whose variation equals the right-hand side of (3.21) is equivalent to the existence of the ‘boundary vector’ \( B^M \) such that

\[ \delta \int_{\partial C(C)} e^{-2d}(2 B^M N^p) \epsilon_{MP} = \int_{\partial C(C)} e^{-2d}(2 \Theta (M N^p)) \epsilon_{MP} = \int_C \partial P (2 e^{-2d} \Theta (M N^p)) \epsilon_{MP}, \]
(3.23)

where the \( \epsilon \) are the normal and binormal to the codimension 1 ‘Cauchy surface’ \( C \) and its boundary at infinity \( \partial C(\infty) \) respectively and we have used a Stokes’ theorem for doubled spacetime in the third line; see appendix A. When \( B^M \) does exist the Noether charge is

\[ Q_\Lambda = \int_C J^M \epsilon_{MP} - \int_{\partial C(\infty)} e^{-2d}(2 B^M N^p) \epsilon_{MP} \]
(3.24)

This is not necessarily a generalised vector. This non-covariance of the boundary term comes up generally in the covariant phase space approach, see the discussion in [25] in section 6 around formulas (80)–(99). Physically speaking, one expects certain diffeomorphisms to change the values of the Noether charge integrals: consider e.g. the time-translation charge of a Schwarzschild black hole before and after a diffeomorphism realising a Lorentz boost in standard coordinates.
\[ = \int_{\partial C(\infty)} (\mathcal{J}^{MP} - 2e^{-2d}B^M N^P)\epsilon_{MP}. \] (3.25)

To get the final line we have used the fact \( \mathcal{J}^M \) is divergence-free on-shell as well as Stokes’ theorem.

Thus we see that the following antisymmetric generalised tensor density
\[ Q^{MP} = \mathcal{J}^{MP} - 2e^{-2d}B^M N^P, \] (3.26)
integrates to define a conserved charge in DFT. The expression for \( \mathcal{J}^{MN} \) has been determined to be \([18, 19]\)
\[ e^{2d} \mathcal{J}^{MN} = 2(\partial_P \Lambda^M + \partial^M \Lambda_P)H^{N|P} + \Lambda^P (2\partial^M H^N_P + 2H_{PP} H^{Q|M} \partial_Q H^{N|R} - H^{Q|P}_R \partial_Q H^{N|R}) \] (3.27)
using \( \eta_{MN} \) to raise/lower indices.

The boundary vector can be taken to be as in \([19, 20, 37]\):
\[ B^M \equiv -\partial_P H^{MP} + 4H^{MP} \partial_P d \] (3.28)
which varies into \( \Theta^M \) on the boundary where Dirichlet boundary conditions \( \delta d = \delta H_{MN} = 0 \) hold.

3.3. The first law of black hole thermodynamics

In the Lee–Iyer–Wald covariant phase space formalism the first law of black hole thermodynamics is derived from a variational identity which sets the infinitesimal Noether charges of the previous section (which are integrals at spatial infinity) equal to an integral over the horizon; the last integral is proportional to the variation of the entropy, plus any charge contributions if the solution is supported by non-vanishing gauge fields.

To derive this identity, let us return to (3.21). So far we have not imposed any conditions on the two variations \( (\delta d, \delta H) \) and \( (\mathcal{L}_d, \mathcal{L}_H) \). If we restrict to \( (\delta d, \delta H) \) that solve the linearised equations of motion, it follows that there exists an antisymmetric \( \delta \mathcal{J}^{MN} \) so that \( \delta \mathcal{J}^{MN} = \partial_P \delta \mathcal{J}^{MN}. \) (3.29)

If in addition we consider a gauge parameter \( \Lambda^M \) which is generalised Killing, the left-hand side of (3.21) vanishes as it is linear in \( (\mathcal{L}_d, \mathcal{L}_H) \) and after using the definition (3.26) we obtain
\[ \Theta \equiv \partial_P \delta Q^{MP}. \] (3.30)

Once we specify \( \Lambda^M \) appropriately, equation (3.30) is the first law of black hole thermodynamics in a ‘differential’ form, stating that \( \delta Q^{MP} \) is conserved.

The standard form of the first law relates variations of the entropy to those of the mass, angular momentum, electric charge and other physical charges. In double field theory, as everything has been subsumed into the generalised metric (and dilaton, which does not play much of a role here), there is just the single Noether charge given by integrating \( Q^{MN} \).

Let us assume that we have a background for which there exists a horizon specified by \( R = R_0 \) for a radial coordinate \( R \). Then if we integrate (3.30) against the codimension 1 ‘Cauchy surface’ \( C \) given by \( t = t_0 \) we obtain using Stokes’ theorem

---

8 Proof: Consider (3.18) for some one-parameter family of on-shell backgrounds, then take the variation.
\[
\int_{t=t_0, R=R_0} d^{2(D-2)}X \left( \delta \mathcal{J}^{MN} - e^{-2d}{\Theta M}(\delta) \Lambda^N \right)_{MN} = \int_{t=t_0, R=-\infty} d^{2(D-2)}X \left( \delta \mathcal{J}^{MN} - e^{-2d}{\Theta M}(\delta) \Lambda^N \right)_{MN},
\]  

(3.31)

where as before \( \varepsilon_{MN} \) is the binormal to the codimension 2 surface defined by \( t = t_0 \) and \( R = R_0 \) or \( R = +\infty \) respectively, see appendix A.

To define precisely what we mean by ‘horizon’ as well as identify distinct entropy, mass, winding charge etc contributions in (3.31), we need a way to partially break \( O(D,D) \). This is provided by the split parametrisation of DFT introduced in [33]. This rewrites DFT in terms of the variables which naturally appear in a Kaluza–Klein reduction, but without actually carrying out the full truncation. In this parametrisation, one has access to a conventional spacetime metric (in the non-dualisable, ‘external’ dimensions), with respect to which one can define standard spacetime structures, such as a Killing horizon; the horizon thus defined could then be said to lie purely within the external space, although—as we will see in section 4.2 where the configurations we consider are characterised—this language is somewhat misleading insofar as it implies the spacetimes under consideration are direct products of the external and internal spaces. The virtue of this definition is that if a solution has a horizon, then so do all its duals, since dualities only act on the doubled, internal geometry and not on the external geometry.

The other motivation for considering this parametrisation of double field theory is that it rewrites the theory in the same form as exceptional field theory [38], the U-duality invariant generalisation of double field theory. Thus, this parametrisation will teach us what to expect when we come to generalise our results from T- to U-duality.

4. Split parametrisation and the first law

4.1. Decomposition of DFT and the current

The split parametrisation that we will use is that introduced in [33]. In this section, we first explain this parametrisation, and then give the expressions for how the components of the DFT Noether current decompose.

The idea is to start with the usual \( O(D,D) \) DFT, with coordinates \( \hat{X}^\hat{M} \), generalised metric \( \hat{H}_{\hat{M}\hat{N}} \) and dilaton \( \hat{d} \) (here we have introduced hatted 2D indices and fields in order to make the decomposition clearer). Then, one groups the coordinates into ‘external’ and ‘internal’ sets. The external coordinates and their duals are written \( (\tilde{\mu}, \tilde{x}_\mu) \), with \( \mu = 1, \ldots d \), while the internal coordinates are written as \( X^M \), with \( M \) being now a fundamental \( O(n,n) \) index with \( n \equiv D-d \).

We impose the partial section condition solution, \( \tilde{\partial}^\mu = 0 \), so that the duals to the external coordinates do not appear, and maintain \( \partial M \cdot \partial^M = 0 \) as the (formally unsolved) section condition on the internal doubled coordinates. Thus, altogether we have \( X^\hat{M} = (x^\mu, \tilde{x}_\mu, X^M) \), with the \( \tilde{x}_\mu \) never appearing.

The fields and gauge symmetries decompose in the same manner. This is similar to what one does in a Kaluza–Klein split, except that (aside from truncating the dependence on \( \tilde{x}_\mu \)) we do not perform a reduction. This is also entirely analogous to the manipulations carried out on supergravity when establishing the relationship to exceptional field theory [38].

The generalised \( \hat{H}_{\hat{M}\hat{N}} \) decomposes to produce an external metric and \( B \)-field, \( g_{\mu\nu} \) and \( B_{\mu\nu} \), an external one-form \( A_\mu^M \) transforming in the fundamental of \( O(n,n) \), and an internal
generalised metric $H_{MN}$ parametrising the coset $O(n, n) \otimes (n) \times O(n)$ (we assume that time lies in the external directions). The explicit decomposition of the components is [33]:

$$
\hat{H}_{\mu\nu} = g_{\mu\nu} + g^{\alpha\beta} C_{\mu\nu} C_{\alpha\beta} + H_{MN} A_{\mu}^{M} A_{\nu}^{N}, \quad \hat{H}_{\mu}^{\nu} = -g^{\nu\rho} C_{\mu\rho},
$$

(4.1)

$$
\hat{H}^{\mu|\nu} = \tilde{g}^{\mu|\nu}, \quad \hat{H}^{\mu|\nu}_{M} = -g^{\nu\rho} A_{\mu}^{\nu|\rho},
$$

(4.2)

$$
\hat{H}_{\mu M} = H_{MN} A_{\mu}^{P} + C_{\mu|\rho} g^{\rho\sigma} A_{\sigma M}, \quad \hat{H}_{MN} = H_{MN} + g^{\rho\sigma} A_{\rho M} A_{\sigma N},
$$

(4.3)

where the doubled internal index on $A_{\mu}^{M}$ is now lowered with the $O(n, n)$ structure $\eta_{MN}$, and

$$
C_{\mu\nu} \equiv -B_{\mu\nu} + \frac{1}{2} A_{\mu}^{M} A_{\nu M}.
$$

(4.4)

The $O(D, D)$ generalised dilaton is rewritten as

$$
e^{-2\hat{d}} = \sqrt{\det g} \ e^{-2\hat{d}}.
$$

(4.5)

where $e^{-2\hat{d}}$ is now the $O(n, n)$-invariant generalised dilaton. If we were to truncate all dependence on the internal doubled coordinates, then we would arrive at the Kaluza–Klein reduction of the NSNS action to $d$ dimensions, with $g_{\mu\nu}$ a string frame metric. We also mention our conventions involve using minus the $B$-field of [33].

We observe that this parametrisation interpolates between the fully $O(D, D)$ covariant DFT formalism (for the number of external dimensions $d = 0$) and the standard formulation of low energy string theory (1.1) (for $d = D$).

The $O(D, D)$ generalised diffeomorphism generator $\hat{\Lambda}^{M}$ splits into an external diffeomorphism $\xi_{\mu}$, an external $B$-field gauge transformation $\lambda_{\mu}$, and an $O(n, n)$ generalised diffeomorphism $\Lambda^{M}$ as

$$
\hat{\Lambda}^{M} = (\xi^{\mu}, \lambda_{\mu}, \Lambda^{M}).
$$

(4.6)

The transformations that result take a somewhat intricate structure, and may be perused in appendix B.2.

The gauge fields $A_{\mu}^{M}$ and $B_{\mu\nu}$ constitute the ‘tensor hierarchy’ of the split theory [33, 39]. Their field strengths are

$$
\mathcal{F}_{\mu\nu}^{M} = \partial_{\nu} A_{\mu}^{M} - \partial_{\mu} A_{\nu}^{M} - [A_{\mu}, A_{\nu}]^{M} + \partial^{M} B_{\mu\nu},
$$

(4.7)

$$
\mathcal{H}_{\mu\nu\rho} = 3D_{[\mu} B_{\nu\rho]} - 3A_{[\mu}^{N} \partial_{\nu]} A_{\rho]}^{N} + 3 A_{[\mu}^{N} [A_{\nu}]^{[N} A_{\rho]}^{M]} E_{\rho]},
$$

(4.8)

with the internal $C$-bracket defined as in (2.7). These field strengths are invariant under the gauge transformations (B.5) and transform as generalised tensors under generalised diffeomorphisms, consistent with their index structure.

In the above, we have introduced the derivative $D_{\mu} = \partial_{\mu} - \mathcal{L}_{A_{\mu}}$, which is covariant under generalised diffeomorphisms, as explained in [33]. One has e.g. $D_{\mu} g_{\nu\rho} = \partial_{\mu} g_{\nu\rho} - A_{\mu}^{N} \partial_{[N} g_{\rho]} - g_{\nu\rho}$ as $g_{\mu\nu}$ is a scalar under generalised diffeomorphisms. Note that one also has $D_{\mu} B_{\rho\nu} = \partial_{\mu} B_{\rho\nu} - A_{\mu}^{N} \partial_{[N} B_{\rho]} - B_{[\rho \nu]}$.

The above results summarise the essential features of the split parametrisation that we require. We can now work out the form of the current in this version of the theory: inserting the above decompositions (4.1) into (3.27), a laborious calculation[9] gives the components of the current. The purely external components are all that we will actually need, and are given by

[9] The computer algebra program Cadabra [40, 41] proved useful here.
\[
e^{2d} j^{\mu} = 2 \sum (\xi^\nu) - \tilde{\lambda}_\mu \tilde{a}^{\mu \nu} - \Lambda M H_{MN} F^{\mu \nu},
\]

where
\[
\tilde{\lambda}_\mu \equiv \lambda_\mu - \xi^\lambda \mathcal{A}_\mu - \Lambda^\mu A_{\mu \rho},
\]
\[
\Lambda M \equiv M^M + \xi^\lambda A_\lambda.
\]

and the Levi-Civita connection \( \nabla_\mu \) is built using \( \mathcal{D}_\mu \) and \( g_{\mu \nu} \) with Christoffel symbol
\[
\Gamma^\rho_{\mu \nu} \equiv \frac{1}{2} g^{\rho \sigma} (D_\sigma g_{\mu \nu} + D_\nu g_{\sigma \mu} - D_\mu g_{\sigma \nu}).
\]

Also, the boundary vector (3.28) components are
\[
B^\mu = - D_x g^{\mu \nu} - g^{\mu \nu} D_\nu \ln g + 4 g^{\mu \nu} D_\nu d + g^{\mu \nu} \partial_\nu A_\nu.
\]

For completeness, we also record the other components of (3.27) and the boundary vector in the appendix B.3.

4.2. The first law and duality-invariant entropy and mass formulas

We now consider the first law in this decomposition. We shall see that using the split form of DFT gives us more control over the definition of the horizon, and leads quite naturally to a T-duality invariant definition of black hole entropy.

We begin by making some assumptions on the form of the backgrounds we will consider. We assume that the external coordinates are \( x^\mu = (t, x^i), i = 1, \ldots, (d - 1) \), so that in particular they include time (the \( x^i \) will be interpreted shortly as (asymptotically) Cartesian coordinates). We then impose conditions on the fields, including most importantly an asymptotic flatness condition on \( g_{\mu \nu} \) as \( \rho \to \infty \) in the asymptotically Cartesian coordinate system \((t, x^i)\). We assume that \( g_{\mu \nu} \) has a normalised asymptotically timelike Killing vector \( \xi_\mu = \partial_\mu /\partial t \), so that \( \xi^2 \equiv \xi^\mu \xi_\mu \to -1 \) for \( \rho \to \infty \), and further that there is a bifurcate Killing horizon (see e.g. [42] for a definition) for \( \xi_\mu \) at \( \rho = R_0 \), with constant non-zero surface gravity \( \kappa \) (defined below). We will also assume that \( g_{\mu \nu} \) is independent of the internal doubled coordinates.

• The external metric \( g_{\mu \nu} \) is static (for simplicity; we sketch the generalisation to stationary \( g_{\mu \nu} \) at the end of the section) and asymptotically flat as \( \rho \to \infty \) in the asymptotically Cartesian coordinate system \((t, x^i)\). We assume that \( g_{\mu \nu} \) has a normalised asymptotically timelike Killing vector \( \xi_\mu = \partial_\mu /\partial t \), so that \( \xi^2 \equiv \xi^\mu \xi_\mu \to -1 \) for \( \rho \to \infty \), and further that there is a bifurcate Killing horizon (see e.g. [42] for a definition) for \( \xi_\mu \) at \( \rho = R_0 \), with constant non-zero surface gravity \( \kappa \) (defined below). We will also assume that \( g_{\mu \nu} \) is independent of the internal doubled coordinates.

• The gauge fields \( A_\mu^M \) and \( B_{\mu \nu} \) vanish for \( \rho \to \infty \).

• The generalised metric \( H_{MN} \) goes to the \( 2n \times 2n \) identity matrix \( \delta_{MN} \), with the generalised dilaton similarly going to 1.

• Finally, we require that \( \xi^\mu \) is generalised Killing acting on the above fields in addition to the metric (i.e. the right-hand sides of (B.6) all vanish). This is trivially satisfied if \( \xi^\mu = \partial_\mu /\partial t \) and all fields are \( t \)-independent.

From a \( D \)-dimensional perspective these assumptions can accommodate both asymptotically flat (\( \mathbb{R}^{1,D-1} \)) and product geometries (\( \mathbb{R}^{1,d-1} \times T^n \)) depending on whether the \( n \) internal doubled coordinates are assumed to be compact, as \( H_{MN} \equiv \delta_{MN} \) describes either. Our assumptions on \( g_{\mu \nu} \) in particular further imply that the surface gravity \( \kappa \) which we define by
\[
\partial_\mu (\xi^\sigma g_{\sigma \nu}) = (-2\kappa) \xi_\mu
\]
on the Killing horizon

is constant along internal directions of the horizon and the bifurcation surface and is invariant under \( O(n, n) \) dualities, and the results of Racz and Wald [42] suggest that it is sensible to
consider only the case where \( \kappa \) is constant along external directions as well. We finally quote the following standard result (see e.g. [21]) for later use

\[
\nabla_\mu \xi_\nu = \kappa \epsilon_{\mu\nu}, \quad \epsilon_{\mu\nu} \epsilon^{\mu\nu} = -2, \quad (4.14)
\]
valid on the bifurcation surface, where \( \epsilon_{\mu\nu} \) is proportional to, but must not be confused with, the binormal \( \epsilon_{\mu\nu} \) defined in appendix A (n.b. the different normalisation).

We stress that the assumptions in the previous paragraph do not entail that the field configurations under consideration are direct products of non-dualisable external and doubled internal spaces: while the external metric \( g_{\mu\nu} \) indeed does not depend on the internal coordinates, other fields depend on all coordinates (excepting, of course, coordinates corresponding to (generalised) Killing vectors); for instance the internal generalised metric \( H_{MN} \) is allowed to depend on external coordinates, and indeed it must if it is to satisfy the boundary condition. We will see an example in the discussion of the black string solution later.

With the above definition and setup, it is trivial to observe that the \( O(n, n) \) dual of any solution possessing a horizon also has a horizon, since the \( O(n, n) \) subgroup does not act on the external metric or the external coordinates. We can now also clarify the nature of the ‘Cauchy surface’ \( C \) we have been using: \( C \) is simply the level set \( t = t_0 \) where \( t \) is the timelike external coordinate (one could of course consider the level set of any scalar on external space). This defines a \( (d - 1) \)-dimensional hypersurface on the external space. By making a choice of \( (n \)-dimensional) section for the doubled internal space, we get a \( (d - 1) + n = (D - 1) \)-dimensional submanifold inside the physical, undoubled spacetime.

We now return to the first law, which was written previously in the form (3.31). Since the \( t, R \) coordinates are both external, \( \delta \Theta^\mu = \delta \Theta^\mu \epsilon_{\mu\nu} \) is only non-vanishing in its external components and we have \( \delta Q_{\nu}^M = \delta Q_{\mu}^\nu \epsilon_{\mu\nu} \).

We evaluate the expressions in terms of the unit surface gravity Killing vector

\[
\xi' = \frac{1}{\kappa} \xi \quad \delta \xi' = \delta \xi / k \quad (4.15)
\]
where \( \xi = \partial t \partial R \)\(^{10} \). We then find

\[
\frac{1}{16\pi G_{\text{DFT}}} \int_{t=t_0, R=R_0} d^d x d^{2\alpha} X (\delta J^{\mu\nu} - e^{-2\lambda/2} \Theta^{\mu}(\delta \Omega^{\nu}) \xi' \epsilon_{\mu\nu}) = \frac{1}{16\pi G_{\text{DFT}}} \int_{t=t_0, R=R_0} d^d x d^{2\alpha} X (\delta J^{\mu\nu} - e^{-2\lambda/2} \Theta^{\mu}(\delta \Omega^{\nu}) \xi' \epsilon_{\mu\nu}), \quad (4.17)
\]
where \( J^{\mu\nu} \) was given in (4.9), and \( \Theta^{\nu}(\delta) \) is a component of the symplectic potential (3.14). We have reinstated the \( 1/16\pi G_{\text{DFT}} \) prefactor: this is defined as in (2.12), though we now only have duals for \( n \) directions.

Let us first consider the terms at infinity. The staticity assumption and falloff conditions on the gauge fields imply there is only one term, corresponding to the variation of the Noether charge for \( \xi' \) at the horizon is just twice the black hole area, using \( \xi' \) gives the first law in the form

\[
2\delta A = \delta_k M / \kappa + \ldots \quad (4.16)
\]
which is equivalent to the usual form as long as \( \kappa \neq 0 \). The modified variation \( \delta_k \) is defined in Mukohyama’s work [43] and accounts for modifications to the Killing vectors arising from variations of the geometry.

\(^{10}\) We do this because it is consistent to set \( \delta \xi = 0 \) but not to set \( \delta \xi = 0 \) (i.e. the \( \xi' \) we use in the main text is field-dependent), as mentioned in Wald’s original [24] and explained in detail in [43]; as the subtlety is not intrinsic to double field theory we will not elaborate here. Since, as we find below, the Noether charge for \( \xi' \) at the horizon is just twice the black hole area, using \( \xi' \) gives the first law in the form
charge associated to translation in (asymptotic) time. Time translation is generated by the normalised asymptotically timelike Killing vector $\xi$ (with $\xi^2 \to -1$), so this term is identified as the variation of the energy, which equals the mass variation since the black hole is not rotating in the external dimensions. We thus define mass as the Noether charge (3.25):

$$M \equiv Q_\xi = \frac{1}{16\pi G_{\text{DFT}}} \int_{t=t_0, R=R_0} d^{d-2}x d^2x \left( J^\mu\nu - e^{-2\lambda} 2R^\mu\nu \xi^\rho \xi_\rho \right) \epsilon_{\mu\nu}. \quad (4.18)$$

This enters the first law through the variation of the Noether charge for the unit surface gravity Killing vector $\xi'$. Taking into account the remark in footnote (10), the right-hand side of (4.17) is

$$\frac{1}{\kappa} \delta M \equiv \delta Q_{\xi'}. \quad (4.19)$$

Note that the mass definition is the only one where the boundary vector (3.28) makes a contribution (through its external component (4.12)).

Now we turn to the horizon contributions. Here we will get a linear combination of variations of the entropy (the Noether charge of $\xi^\rho$ there) and of electric charges associated to the gauge fields. Stationarity of the background implies we can evaluate the left-hand side of (4.17) on any horizon cross-section [25, 44], and it is convenient to do so on the bifurcation surface\(^1\), where the Killing vector $\Lambda^M = (\xi')^\rho$ vanishes. Since $\Theta(\delta)$ is linear in variations it is finite everywhere and the second term in the left-hand side of (4.17) vanishes, leaving us with

$$\frac{1}{16\pi G_{\text{DFT}}} \int_{t=t_0, R=R_0} d^{d-2}x d^2x \delta J^\mu\nu \epsilon_{\mu\nu}. \quad (4.20)$$

Therefore we are looking at the variation of

$$J^\mu\nu = e^{-2\lambda}( -2g^{(\mu}(\partial_\rho(\xi')^\rho |^1) - \tilde{\Lambda}_p H^p\rho \rho \rho - \tilde{\Lambda}^M H_M N J^\mu\nu \nu ) \epsilon_{\mu\nu}. \quad (4.21)$$

on the bifurcation surface, where

$$\tilde{\Lambda}_p = - (\xi')^\rho c_{pp}, \quad \tilde{\Lambda}^M = (\xi')^\rho A_\rho^M. \quad (4.22)$$

There are three terms:

- The ‘Komar’ term $\delta(-2e^{-2\lambda}g^{(\mu}| \nabla_\rho(\xi')^\rho |v) \epsilon_{\mu\nu}$ contributes the entropy variation. Consider the integral

$$Q_{\text{hor. } \xi'} : \equiv - \frac{2}{16\pi G_{\text{DFT}}} \int_{t=t_0, R=R_0} d^{d-2}x d^2x \left( -2e^{-2\lambda}g^{(\mu}\nabla_\rho(\xi')^\rho |v) \epsilon_{\mu\nu} \right). \quad (4.23)$$

Using (4.14) (replacing $\kappa$ by 1 for the unit surface gravity $\xi'$) and (A.2) for the external metric the integrand is rewritten as

$$-2e^{-2\lambda}g^{(\mu}\nabla_\rho(\xi')^\rho |v) \epsilon_{\mu\nu} = -2e^{-2\lambda} \sqrt{|\det g|} \epsilon_{\mu\nu} \epsilon_{\mu\nu} = 2e^{-2\lambda} \sqrt{|\det g_{d-2}|} \quad (4.24)$$

where $\sqrt{|\det g_{d-2}|}$ is the determinant of the $(d-2) \times (d-2)$ external metric induced on the bifurcation surface $(t = t_0, R = R_0)\(^1\). Thus

\(^1\) However, note that the bifurcation surface always lies outside of the $(t, x')$ external coordinate chart we are using. With this caveat understood there is no need to introduce a new chart, valid where $\xi' = 0$.

\(^\ddagger\) Recall that $tR$ were both designated external and also that $\epsilon$ is defined in (4.14) whereas $\epsilon$ is defined in appendix A and is such that $\epsilon_{\mu\nu} = \delta^\rho_{\mu} \delta^\rho_{\nu}$ in our coordinates.
If one expresses the fields of the split parametrisation in terms of the usual spacetime fields using formulas (B.2), and also solves the strong constraint in the usual way \( \widehat{\partial}^\mu_0 = 0 \), one finds

\[
Q_{\text{hor}, \xi'} = \frac{1}{8\pi G_{\text{DFT}}} \int_{t=t_0, R=R_0} d^{d-2}x d^2\sigma \ e^{-2d} \sqrt{|\det g_{d-2}}|.
\]

(4.25)

where \( A \) is the horizon area in the Einstein-frame spacetime \((D\text{-dimensional})\) metric, and \( G \) is Newton’s constant in spacetime. The familiar \( S = A/4G \) Bekenstein–Hawking entropy formula suggests we are therefore more generally led to identify the entropy \( S \) with

\[
S \equiv 2\pi Q_{\text{hor}, \xi'} = \frac{1}{4G_{\text{DFT}}} \int_{t=t_0, R=R_0} d^{d-2}x d^2\sigma \ e^{-2d} \sqrt{|\det g_{d-2}}|.
\]

(4.27)

This expression is manifestly \( O(n, n) \)-invariant and agrees with that derived from (1.1); it is, however, strictly more general since it is valid for any parametrisation of the internal fields and choice of internal section. The physical interpretation in this more general scenario is supported by the appearance of \( S \) in the first law of black hole thermodynamics, which we will show shortly; for now we write

\[
\delta Q_{\text{hor}, \xi'} = \frac{1}{2\pi} \delta S,
\]

(4.28)

which is little more than a definition of some quantity \( S \).

- The other two terms contribute what would be a mix of \( B \)-field charge and momenta from a \( D \)-dimensional spacetime perspective. Since \( \xi' = 0 \) on the bifurcation surface and \( \delta \xi' = 0 \) everywhere, and the variations \( \delta C_{\mu\nu}, \delta A_{\mu}^M \) do not diverge\(^{13}\), formula (4.10) implies

\[
\delta \tilde{\lambda}_\mu = \delta \tilde{\Lambda}^M = 0 \quad \text{(on the bifurcation surface)}.
\]

(4.29)

This suggests \( \tilde{\lambda}_\mu \) and \( \tilde{\Lambda}^M \) should be closely related to the thermodynamically conjugate variables multiplying the variations of the corresponding electric charges in the first law. This can be shown to be true for ordinary \( p \)-form gauge fields on spacetime using Poincaré duality (see [46]). However this is not available in the current setting so we will simply write the contribution of these two terms as the \( O(n, n) \) invariant thermodynamic work contribution:

\[
\delta W \equiv -\frac{1}{16\pi G_{\text{DFT}}} \int_{t=t_0, R=R_0} d^{d-2}x d^2\sigma \ (\tilde{\lambda}_\mu \delta (e^{-2d} F^{\mu\nu}) + \tilde{\Lambda}^M \delta (e^{-2d} H_{MN} F^{\mu\nu})) v^{\nu},
\]

(4.30)

where \( \tilde{\lambda}_\mu \) and \( \tilde{\Lambda}^M \) on the right-hand side are now expressed in terms of the canonically normalised \( \xi \) rather than \( \xi' \) (this is now legal since \( \xi' \) now appears outside the variations).

\(^{13}\)The rationale being that if they did diverge, they would not be infinitesimal. The gauge fields themselves, however, generally do diverge on the bifurcation surface so that \( \tilde{\lambda}_\mu \) and \( \tilde{\Lambda}^M \) are finite there, see [45, 46].
In appropriate coordinates $\tilde{\lambda}_\mu$ and $\tilde{\Lambda}^M$ can be ‘pulled out’ of the integrals so as to exhibit the right-hand side as a linear combination of variations of electric charge integrals; we give an example of how this works in the next section.

Putting everything together, we obtain the first law of black hole thermodynamics in its usual form:

$$\delta M = \frac{\kappa}{2\pi} \delta S + \kappa W.$$  \hspace{20mm} (4.31)

All terms are (individually and manifestly) \(O(n, n)\)-invariant. The variation \(\delta\) is assumed to satisfy the linearised equation of motion, but is otherwise arbitrary; it can, in particular, be time-dependent. For \(d = D\) it is easy to see that (4.31) is equivalent to the first law of black hole thermodynamics for the standard (string-frame) metric, dilaton, and Kalb–Ramond fields of the type II theories: \(F_{\mu
u}^M\) vanishes identically, \(\mathcal{H}_{\mu
u\rho}\) reduces to the NS 3-form field strength, and (4.27) reduces to the area formula (with an extra dilaton factor because we are in the string frame) by a standard calculation (see e.g. [25]). We need also the standard definition of the temperature as \(T = \kappa/2\pi\).

It is straightforward to generalise (4.31) to the case where the external metric \(g_{\mu\nu}\) is only stationary, rather than static, but this requires assuming—or proving—some sort of horizon rigidity theorem, valid in the current context of the split parametrisation of [33], that guarantees the existence of some number of commuting Killing vector fields \(\partial/\partial \varphi^I\) so that \(\xi = \partial/\partial t + \Omega^I \partial/\partial \varphi^I\); the left-hand side of (4.31) would then be replaced by \(\delta E - \Omega^I \delta J_I\) (where of course \(\Omega^I \equiv Q_{\partial/\partial \varphi^I}\)).

With that caveat understood, (4.31) accounts for all diffeomorphism and electric charges. However, it does not contain magnetic charge contributions. This is because we derived the first law through the conservation law (3.30) of the Noether charge associated to a generalised diffeomorphism \(\Lambda^M\); magnetic charges, on the other hand, arise from topological conservation laws without associated gauge invariances, so they are not automatically taken into account using this method. This is an issue with covariant phase space methods in general. There does not appear to exist a straightforward way to remedy this at present, but we will provide some suggestions in the conclusions.

5. Example: the black string

5.1. The black string and $T$-duality

The black string solution in \(D = 10\) dimensions is [47]

\[
\begin{align*}
\text{d} s^2 &= H^{-1}(-W \text{d} r^2 + \text{d} z^2) + W^{-1} \text{d} r^2 + R^2 \text{d} \Omega_5^2, \\
B_{12} &= \alpha (H^{-1} - 1), \\
\text{e}^{-2(\varphi - \delta \varphi)} &= H,
\end{align*}
\]

where

\[
H = 1 + \frac{r^6}{R^6} \quad W = 1 - \frac{r^6}{R^6} \quad \alpha = \frac{r^3}{r^3}.
\]  \hspace{20mm} (5.2)

The Killing vector

\[
\xi = \frac{\partial}{\partial t},
\]  \hspace{20mm} (5.3)
has a Killing horizon at \( R^6 = r_+^6 - r_-^6 \).

One can carry out a Buscher duality on the \( z \) direction. This gives another black string, now carrying momentum along the dual circle \( \tilde{z} \):

\[
\alpha = -\frac{\partial}{\partial t} + \Omega = -\frac{\partial}{\partial \tilde{z}}.
\]

The Killing vector which becomes null on the horizon at \( R^6 = r_+^6 - r_-^6 \) is now

\[
\tilde{\xi} = \frac{\partial}{\partial t} + \frac{1}{\alpha} \frac{\partial}{\partial \tilde{z}}.
\]

This is canonically normalised since the asymptotically timelike Killing vector field \( \partial/\partial t \) on the right-hand side has norm \(-1\) at infinity; we can thus identify \( 1/\alpha \) with the velocity of the string in the \( \tilde{z} \) direction. In fact it is not hard to see that this solution is a Lorentz-boosted Schwarzschild \( \times S^1 \) [48], where the rapidity \( \psi \) is related to the parameter \( \alpha \) by

\[
\alpha \psi = -\tanh^{-1} \frac{1}{\alpha}.
\]

One might wonder whether the string velocity appears in the dual solution. In fact, on the horizon, one has that \( B_\theta (R^6 = r_+^6 - r_-^6) = -1/\alpha \). One can view this as the electric potential for this field.

Now, let us embed this pair of solutions into double field theory. The generalised metric can be specified by writing the formal expression \( ds^2 = H_{MN} dx^M dx^N \) as follows:

\[
ds^2 = -H^{-1}d\tilde{t}^2 + H (d\tilde{z}^2 + \alpha (H^{-1} - 1) dt^2)
- HW^{-1}d\tilde{t}^2 + 2\alpha (H^{-1} - 1) HW^{-1}d\tilde{t} dz + H^{-1} (1 - \alpha^2 (H - 1)^2) W^{-1} dz^2
+ W^{-1} dR^2 + R^2 d\Omega_5^2 + W d\tilde{R}^2 + R^{-2} d\tilde{\Omega}_5^2.
\]

In the extremal limit of \( r_+ \to r_- \), one finds the double pp-wave of [14].

From the generalised metric, using (4.1), one can read off the fields in the split form. Here, we take the internal doubled coordinates to be just the minimal pair of \( z \) and \( \tilde{z} \). Then, we have

\[
ds^2 = -H^{-1}d\tilde{t}^2 + W^{-1} dR^2 + R^2 d\Omega_5^2,
\]

\[
A^M = \begin{pmatrix} 0 \\ \alpha (H^{-1} - 1) \end{pmatrix},
\]

\[
H_{MN} = \begin{pmatrix} H^{-1} & 0 \\ 0 & H \end{pmatrix},
\]

\[
e^{-2d} = H^{1/2},
\]

with no other non-zero fields. We see that the field strength of \( A_\mu^M \) is

\[
F_{d\tilde{R}z} = -\alpha \partial_m H^{-1}.
\]

5.2. First law for the black string

We will now explicitly calculate the conserved charges and verify the first law (4.31) for the black string solution. We will only consider variations of the black string metric parameters \( r_\pm \). These induce stationary variations of the metric and other fields, so we have the freedom to evaluate all horizon integrals on any horizon cross-section [25, 44], rather than just the bifurcation surface, which we will exploit without further comment.
We have set up our formalism so that we will be able to be agnostic about our choice of section. The doubled space has coordinates $X^M = (z, \bar{z})$. We will denote by $X$ the chosen physical coordinate, so that $X = z$ or $X = \bar{z}$. We assume these parametrise dual circles, so that the radii will be either $R_X \equiv R_z$ or $R_X = \alpha R_z$. We also write $G_X$ to denote the Newton’s constant of the $(D = 10)$ supergravity action in the frame with coordinate $X$, and, applying the definition (2.12) for the case of a single doubled direction, we let $G_{\text{DFT}} = 2\pi R_X G_X = 2\pi R_z G_{Xz}$, so that

$$\frac{1}{16\pi G_{\text{DFT}}} \int d^3X = \frac{2\pi R_X}{16\pi G_X} = \frac{2\pi R_z}{16\pi G_z} = \frac{2\pi R_{Xz}}{16\pi G_{Xz}}.$$  \hspace{1cm} (5.9)

As both $R_X$ and $G_X$ change under T-duality, our expressions will be fully T-duality invariant.

Recall the DFT Noether charge is given by the integral of $Q^{\mu\nu} = J^{\mu\nu} + 2e^{-2d} \sqrt{g} \xi^{[\mu} B^{\nu]}$ with $J^{\mu\nu}$ given by (4.9) and (4.10) and the boundary vector, which only contributes at infinity, given by (4.12). We integrate this charge over a constant $t = t_0$ hypersurface and at either the horizon at $R = R_0 \equiv r_+^0 - r_0^-$, or at infinity. We have $Q^{\mu\nu} \varepsilon_{\mu\nu} = Q^R$ and so we just need to consider the integrand $Q^R$. For the solution we are considering we have

$$Q^R[\xi, \Lambda] = e^{-2d} \sqrt{|g|} \left( g^{\mu\nu} R^{R[\xi]} \partial_\mu \partial_\nu + \xi^i B^i \right) e^{-2d} \sqrt{|g|} g^{\mu\nu} R^{R}(\Lambda_\tau + \xi^i A^i_\tau) H^{\tau} F^R_{\tau i}, \quad \text{det} g_7.$$  \hspace{1cm} (5.10)

with the arguments in the square brackets denoting which generalised Killing vectors are contributing. The integrated charge, in turn, is denoted

$$Q[\xi, \Lambda] = \frac{1}{16\pi G_{\text{DFT}}} \int d^4x d^3X Q^R[\xi, \Lambda].$$  \hspace{1cm} (5.11)

5.2.1. The electric charge. We define an ‘electric’ charge

$$q_{\text{elec}} \equiv Q[0, \Lambda_\tau = 1] = \frac{1}{16\pi G_{\text{DFT}}} \int_{t = t_0, R = R_0} d^4x d^3X Q^R[0, \Lambda_\tau = 1],$$  \hspace{1cm} (5.12)

where, for this solution, the integration could equally well be taken at infinity or any constant value of $R$. For the solution we are considering, we find

$$q_{\text{elec}} = -\frac{1}{16\pi G_X} 6\alpha r_0^3 (2\pi R_0) \text{Vol}(S^7).$$  \hspace{1cm} (5.13)

Recall that $\alpha = r_0^3$. In the original, ‘charged’ frame, this is the actual $B$-field charge of the string. In the dual frame, this becomes the momentum around the dual circle.

5.2.2. The entropy and horizon charges. The entropy is defined in equation (4.27). We have

$$S = \frac{1}{4\pi G_{\text{DFT}}} \int_{t = t_0, R = R_0} d^4x d^3X e^{-2d} \sqrt{|g_7|} = \frac{1}{4G_X} (2\pi R_X) \text{Vol}(S^7) r_0^3 (r_+^0 - r_0^-)^{2/3}.$$  \hspace{1cm} (5.14)
This entropy enters into the full horizon charge associated to \( \xi' = 1 \) in the following manner. First, we can evaluate the surface gravity for the Killing vector \( \xi \equiv \partial/\partial t \), finding

\[
\kappa = \frac{3(r_+^6 - r_-^6)^{1/3}}{r_+^3}.
\]

Then we can evaluate the charge (5.11) on the horizon where we have:

\[
16\pi G_{\text{DFT}} Q[\xi', 0]_{\text{hor}} = \int d^3 x d^3 X e^{-2d} \sqrt{g} g^{\mu \nu} R_{\mu \nu} - \int d^3 x d^2 X e^{-2d} \sqrt{g} g^{\mu \nu} R_{\mu \nu} A_\mu H^\mu = 6r_+^6 - r_-^6) (2\pi R_\xi) \text{Vol}(S^2) + 6r_+^6 (2\pi R_\xi) \text{Vol}(S^2).
\]

Now, the value of \( A_\xi \) at the horizon is simply \(-1/\alpha\). We identify this as an electric potential, \( \Psi \equiv -1/\alpha \) (in the original black string frame, \( \Psi \) is indeed an electric potential difference for the \( B \)-field, but in the dual frame it equals the velocity of the horizon). Comparing this charge with the expressions (5.14) and (5.15), one see that in fact

\[
Q[\xi', 0]_{\text{hor}} = \frac{\kappa}{2\pi} S + \Psi q_{\text{elec}}.
\]

5.2.3. The mass. Finally, we want to determine the charge at infinity associated to \( \xi = \partial/\partial t \) which gives the mass. Some care must be taken in evaluating the boundary vector contribution at infinity. As outlined in section 4.2, it is only defined for coordinate systems which are asymptotically Cartesian (because our definition (3.28) requires the field variations to vanish at infinity). Suppose \( x^i = (t, x^i) \) is such a coordinate system, and let \( r = \lvert x \rvert \) be the norm squared of the Cartesian spatial coordinates used. Then (we again refer to appendix A for details on \( \varepsilon \))

\[
\xi^\mu B^\nu \varepsilon_{\mu
u} = \xi^\mu B^\nu \partial_{(\mu} \partial_{\nu)} r = \xi^\mu B^\nu \partial_{(\mu} \left( \frac{x^i}{r} \delta_{\nu)}^{i} \right)
\]

which implies that \( B^\nu \) only contributes through its ‘radial’ component \( B^r \) which we define as \( B^r \equiv B^i x^i / r \). Assuming that \( g_{\mu \nu} \) is independent of the internal coordinates along with \( d \) and \( A_\mu^M \) —as is the case here— one obtains

\[
B^r \approx n^r \eta^k \partial_k g_{ij} + \partial_i g_{ij} + 4 \partial_4 d
\]

as \( r \rightarrow +\infty \). The asymptotically Cartesian coordinate system we will use is that of isotropic coordinates, defined by

\[
R = \left( 1 + \frac{r_+^6 - r_-^6}{4r^6} \right)^{1/3}, \quad r = \frac{1}{2} \left( \sqrt{R^6 - r_+^6 + r_-^6 + \rho^3} \right).
\]

such that the external metric becomes

\[
d s^2 = -H^{-1} W dt^2 + f(r) d\bar{s}^2,
\]

where we can now identify \( r \equiv |\bar{s}| \), and

\[
f(r) = \left( 1 + \frac{r_+^6 - r_-^6}{4r^6} \right)^{2/3}.
\]
One can now compute $B' \approx +\frac{r^\gamma}{r}$. The $r^{-7}$ is cancelled when integrating over the seven-sphere at infinity, due to the measure. Then we may define
\[
M \equiv Q[\zeta, 0] \big|_\infty = \frac{1}{16\pi G_{\text{DFT}}} \int_{r=4} e^{-2d} \sqrt{|g|} \left( g^{\mu\nu} \partial_\mu g_{\nu\tau} + B' \right)
\]
\[
= \frac{1}{16\pi G_{X}} (7r^6 - r^5)(2\pi R_0) \text{Vol}(S^7),
\]
(5.23)
in agreement with the result of [49] for the ADM mass of the black string.

5.2.4. The first law. In the above we have obtained expressions for the entropy, mass and electric charge. The former two enter the first law (4.31) in a simple manner. The final contribution was defined in (4.30), and here gives
\[
\delta W = \frac{1}{16\pi G_{\text{DFT}}} \int d^4x d^4X \left( \xi^\rho A^M_\rho \right) \delta(e^{-2d} \sqrt{|g|} H_{MN} X^{MN}),
\]
(5.24)
Since $(\xi^\rho A^M_\rho) = A_{\xi}$ is constant on the horizon, we can pull it out of the integral. We then clearly see that $\delta\delta W$ is the variation of the electric charge for $A^M_\xi$ times the thermodynamically conjugate variable $\Psi \equiv \frac{d\delta W}{dA^M_\xi} = -1/\alpha$, so that
\[
\delta W = \Psi \delta q_{\text{elec}},
\]
(5.25)
We can now put everything together to verify that the variations of the charges we calculated obey the first law of black hole thermodynamics (4.31). It is a simple calculation to indeed check that
\[
\delta M = T\delta S + \Psi \delta q_{\text{elec}},
\]
(5.26)
where the variations act on the parameters $r_+, r_-$.  

5.3. Non-geometric black holes.

We have just considered what is arguably the simplest configuration of the spacetime metric, dilaton, and Kalb–Ramond B-field with a horizon in the context of double field theory. In the extremal limit one obtains the fundamental string (F1) solution, which is T-dual to a pp-wave; embedding the extremal solution in double field theory gives a pp-wave in doubled spacetime [14]. Likewise, 1/2-BPS extremal branes in double and exceptional field theory appear as simple wave- or monopole-like configurations [15–17]. Extremal solutions are thus expected to be non-singular in any duality frame; insofar as any of them are dual to non-geometric solutions, these non-geometric duals should therefore be sensible. An example is the $5^2$ brane [13], which is related by two T-dualities to the NS5 brane (the magnetic dual to the F1). This and other such solutions, however, have no horizon.

What about black non-geometric solutions? Unfortunately, most known examples of exotic branes with non-geometric behaviour, such as the $5^2$ are of codimension 2; hence candidate ‘blackened’ solutions based on these involve logarithms of the radial coordinate $R$ and thus diverge for $R \to \infty$. For this and other reasons it was argued in [13] that black exotic branes should not exist.

Since the black string is most certainly not codimension 2, one could consider whether it has any sensible non-geometric duals. In the extremal case, a candidate is the electric
counterpart to the $S^2$; this turns out to be obtained by applying Buscher dualities to the fundamental string on both the string direction $z$ and on time $t$ [18, 50, 51], and is non-geometric in the sense that it is best expressed in the bivector frame (so instead of the two-form $B_{\mu\nu}$, one has $\beta^{\mu\nu}$; see below). Indeed, it has been argued in [52] that this is often necessary when considering timelike dualities.

Let us therefore dualise the black string along $t$ and $z$. The generalised metric (5.6) gives

$$\alpha^\alpha = -\frac{\Omega}{\alpha^2(H - 1)^2},$$

which in fact takes the quite simple form

$$\alpha^\alpha = -\frac{H}{W - \alpha^2(H - 1)^2},$$

where $\hat{H} = 1 - r^0_t R^0$. This has acquired a new singularity at $R^0 = r^0_t$ (which survives in the extremal limit). This is a result of a dualisation with respect to an isometry corresponding to a Killing vector whose norm squares vanished at this value of $R$. One may approach this as involving first dualising the black string with respect to $z$ to obtain the solution (5.4), then dualising on $t$: the metric component $g_{tt}$ of (5.4) is zero at exactly $R^0 = r^0_t$. The singularity is disturbing but it is conceivable that the string background is still admissible: from the world-sheet point of view, string winding modes could resolve the singularity, as observed already in [4]. The target space perspective on this would be a smooth doubled spacetime possessing a section with singularity; partial results along those lines have recently appeared in the mathematical literature on topological T-duality [53].

This solution can be interpreted as a black ‘negative string’, following the extensive discussion of (extremal) negative branes in [54]. The extremal versions of negative branes are characterised by the appearance of naked singularities where their harmonic functions $\hat{H}$ vanish. This marks the location of a ‘bubble’ surrounding the brane, the interior of which contains an exotic version of string theory/M-theory [55, 56] with the spacetime signature flipped in the worldvolume directions. Indeed, see explicitly here that for $\hat{H} < 0$ (inside the bubble), $z$ becomes the timelike coordinate (observe the function $W$ appearing in the $d^2z^2$ part of the metric) and $t$ a spacelike coordinate. It seems now that the original horizon at $W = 0$ is contained beyond the naked singularity at $\hat{H} = 0$.

To obtain a well-defined configuration (at least in the extremal limit), one can in DFT instead express the solution using the bivector parametrisation. This corresponds to choosing

$$\mathcal{H}_{MN} = \begin{pmatrix} g_{\mu\nu} & \bar{g}_{\rho\sigma} \beta^{\rho\sigma} \\ -\beta^{\mu\rho} g_{\rho\sigma} & \bar{g}^{\mu\nu} - \beta^{\mu\rho} \bar{g}_{\rho\sigma} \beta^{\sigma\nu} \end{pmatrix},$$

Some care must be taken when working with these fields (see for instance the discussions in [57–59] where the spacetime theory, termed ‘$\beta$-supergravity’, is developed). The transformation of the generalised metric under generalised diffeomorphisms implies that in the
section $\tilde{\beta}^{\mu \nu} = 0$ although both $\tilde{g}^{\mu \nu}$ and $\beta^{\mu \nu}$ transform as tensors under diffeomorphisms $\xi^{\mu}(x)$, under gauge transformations parametrised by $\lambda^{\mu}(x)$ one has the unusual transformations

$$
\delta \tilde{g}^{\mu \nu} = -2 \delta \lambda^{\mu} \tilde{g}_{\mu \nu} \tilde{g}^{\rho \sigma} - \partial_{[\mu} \lambda^{\nu]} \tilde{g}^{\rho \sigma}, \quad \delta \beta^{\mu \nu} = -2 \tilde{g}^{\rho \sigma} \beta_{\mu \nu} - \beta^{\rho \sigma} \beta_{\mu \nu} \partial_{[\mu} \lambda_{\nu]} \tilde{g}. \hspace{1cm} (5.30)
$$

The theory in this frame is therefore not a conventional theory of a metric coupled to the exotic bivector field $\beta^{\mu \nu}$. However, let us suppose we can treat $\tilde{g}^{\mu \nu}$ as giving a metric for the section with coordinates $x^\mu$, keeping in mind that the metric is actually modified under $\lambda^{\mu}$ gauge transformations. For the configuration (5.6) that we are considering, one finds

$$
\beta^{\alpha \beta} = - \gamma^{\alpha \beta}, \quad \gamma^{\alpha \beta} = \alpha(H^{-1} - 1),
$$

$$
e^{-2(\phi_0 - \phi_1)} = H^{-1} W. \hspace{1cm} (5.31)
$$

We see that in this frame, there is a singularity when $W = 0$, with the dilaton blowing up there. On the other hand, the extremal solution with $W = 1$ is sensible everywhere.

One can calculate the charges for this background. We focus on those defined at infinity. The current components can be calculated for instance by using the general formula (3.27) and the expression for the generalised metric defined by (5.6). There is then a charge associated to $\tilde{\Lambda}^z$, which one can perhaps think of as an electric $Q$-flux:

$$Q[0, \Lambda^z] \big|_\infty = -6 r_s^3 \alpha(2\pi R_s) \text{Vol}(S^7). \hspace{1cm} (5.32)$$

In addition, we have a charge associated to $\tilde{\xi}^t$, which we would expect to define the mass:

$$M \equiv Q[\xi^t, 0] \big|_\infty = -(5 r_s^3 + r_s^5)(2\pi R_s) \text{Vol}(S^7). \hspace{1cm} (5.33)$$

This mass is negative. In the extremal limit, this was observed in the context of DFT in [18, 19], although in fact the appearance of negative mass for the timelike dual of the non-extremal solution was shown long ago by Welch in [60] (this paper suggests that timelike duality does not necessarily always lead to negative mass, though).

If one uses the bivector parametrisation but takes $\partial_{\xi} = 0$ to be the section condition, so that gauge parameters depend on dual coordinates, then $\tilde{g}^{\mu \nu}$ (with upper indices) transforms as a metric under ‘dual diffeomorphisms’ parametrised by $\lambda^{\mu}(x)$, while $\beta^{\mu \nu}$ transforms as a form, with gauge parameters $\xi^{\mu}$. Viewing then $\tilde{g}^{\mu \nu}$ as a metric for the space parametrised by the dual coordinates, we find that the solution is identical to the original black string. The charge should then presumably be defined using $J_t$, which is the original $J$ of the black string solution. It is not clear whether there is an unambiguous approach to defining mass of a solution when we allow timelike dualities.

However, this negative mass is expected if we are indeed dealing with a ‘negative brane’ though [54]. Within the bubble, where the string theory is exotic, the negative mass object behaves as a standard positive mass object.

To answer the question posed in this section: it is not obvious whether physically sensible black exotic brane or non-geometric black hole solutions exist. The results of [54] seem to suggest that black ‘negative branes’ might, ultimately, make sense, despite the singularity at the edge of the ‘bubble’ of exotic spacetime signature. If exotic black branes do exist our formalism should be able to describe their entropy and thermodynamics.

14 Observe that we only switch to the bivector parametrisation for the $(t, z, \bar{t}, \bar{z})$ components of the generalised metric.
6. Conclusions

We provided a duality-invariant (under $O(n,n)$, $n \leq D - 2$) derivation of the first law of black hole thermodynamics (4.31) with accompanying manifestly invariant definitions for mass (4.18) and entropy (4.27). Momentum and winding ($B$-field) charge enter the first law on equal footing—as one would expect on physical grounds [48]—as electric charges of the generalised-vector-valued gauge field $A^M_\mu$. Our entropy formula reduces to the area of the black hole horizon when i) the DFT fields are parametrised in the standard way (2.9) in terms of a spacetime metric and other fields and ii) the standard solution to the strong constraint ($\bar{\partial}^\mu = 0$) is used; otherwise, it is strictly more general than known results from the general relativity literature. The appearance of the entropy variation in the first law (4.31) serves as a (partial) justification of the thermodynamic interpretation in this more general context.

Our arguments complete and extend those of Horowitz and Welch in [22]; in particular our use of the covariant phase space approach due to Wald et al. [23–25] allowed for a derivation of a formula for entropy (4.27) as the horizon area in the Einstein frame (this was an assumption in [22]).

A technical advantage of our approach is that our results are largely—and in the case of the differential form of the first law (3.30), entirely—indeed any parametrisation for the generalised metric and dilaton. As an immediate corollary, (3.30) automatically holds for any theory described in terms of the DFT Lagrangian, fields and gauge transformations as described in this paper; for instance one could apply this to the heterotic DFT of [61], to gauged supergravity (using a generalised Scherk–Schwarz reduction) [62], or to the so-called $\beta$-supergravity [57, 58].

It would be remiss to not comment on deficiencies of our approach. The most prominent one is that our first law of black hole mechanics does not include magnetic charge contributions. This is because magnetic charge is not Noether charge and therefore fails to appear in (3.30), which expresses the conservation of Noether charge. There are at least two ways to fix this, neither of which is straightforward: the first is to write down and work with a magnetic ‘Dual DFT’, the fundamental fields for which would include the magnetic dual to the $B$-field of DFT. This theory is only known at the linear level [63]. The second way is to keep working with (electric) DFT but follow [46] in carefully taking into account ‘edge’ contributions between local patches where the gauge fields are well-defined. This approach, therefore, seems to hinge on how and whether global issues are resolved in DFT. We note that it also appears that magnetic charge in DFT should be measured using integrals of the so-called generalised fluxes, as discussed in [18]—these are defined in terms of a generalised vielbein rather than the generalised metric, and are in fact not invariant under generalised Lorentz transformations, so it seems unclear how one would obtain this expression using the present methods. For these reasons we leave the issue of magnetic charge for future work.

One might wonder about the other laws of black hole thermodynamics in a duality-manifest context. Known proofs of e.g. the second law in the general relativity literature employ concepts which are currently unavailable for DFT (geodesics, for instance), so we also leave them for future work.

Our results should generalise to the Ramond–Ramond [64] and fermion sectors [65] of type II DFT, once the complication of local $O(D, D)$ gauge symmetry is accounted for.

Needless to say, it will also be of interest to generalise to exceptional field theory (EFT) [38]. The split parameterisation of the DFT fields used here provides an example of the tensor hierarchy structure and symmetries of EFT. In EFTs, one generally has an $E_{10}$-invariant $d$-dimensional external metric $g_{\mu\nu}$, a generalised metric $M_{MN}$ for an $N$-dimensional internal
extended space, and various gauge fields $A, B, \ldots$ reminiscent of $A_M^\mu, B_{\mu
u}$ of this paper. There is no generalised dilaton density, so the various fields transform as densities under generalised diffeomorphisms; in particular $g_{\mu\nu}$ transforms with weight $-2/(d - 2)$. The entropy formula (4.27) should therefore be given by

$$S \propto \int d^{d-2}x \int d^3X \sqrt{\det g_{d-2}},$$  \hspace{1cm} (6.1)

where $g_{d-2}$ denotes the pull-back of the external metric $g_{\mu\nu}$ to a cross-section of the horizon, defined for the EFT external metric $g_{\mu\nu}$ as it was for the DFT one in this paper. This integrand has weight 1, and so (6.1) is manifestly invariant under external and internal generalised diffeomorphisms, as well as $E_{n(n)}$ duality rotations.

A possible complication in the $E_{7(7)}$, and more generally, $E_{n(n)}$ with $n$ odd) case is the absence of a true action with manifest $E_{n(n)}$ invariance. In those dimensionalities, electric and magnetic charges lie on the same duality orbits, so that one can either have a true action involving electric potentials only (thus breaking duality-invariance), or maintain invariance at the cost of imposing a self-duality condition by hand after variations are taken. In the other cases, including $E_{6(6)}$ and $E_{6(6)}$, this is not an issue, and the contributions of the other fields to the first law could be worked out using an analysis similar to the one presented in this paper. It might be of interest to pursue the EFT origin of the entropy formulae for extremal black holes in $d = 4$ and $d = 5$, with the entropy being given in terms of duality invariant expressions involving the charges of the gauge fields [66, 67].

It may also be interesting to pursue further the issue of timelike duality, which seemingly leads to solutions with negative mass and singularities in place of horizons (meaning that it seems one no longer has duality invariant notions of mass and entropy). Witten’s 2d black hole [68] provides one particularly simple example of this phenomenon. In this case, one has access to a CFT description of the background, so it may be possible to combine a DFT analysis similar to that of this paper with a doubled worldsheet approach in order to investigate the subtle properties of timelike dualities within a doubled formalism.
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Appendix A. Integration and Stokes’ theorem

In this appendix we will give a version of Stokes’ theorem in a form useful for double field theory. This involves formally maintaining $O(D, D)$ covariance throughout, although care should be taken when considering dualising along a coordinate transverse to a submanifold. This subtlety does not arise in the main text, because we explicitly break $O(D, D)$ in external coordinates. We will follow Naseer, who proves the codimension 1 case in [20].
Stokes’ theorem is usually given as a relation involving differential forms. These do not seem to be relevant for double field theory, so we will instead derive a generalisation for the dual statement, involving a contravariant antisymmetric tensor. For a codimension 2 submanifold of ordinary spacetime, we are integrating an antisymmetric rank-two tensor $Q_{mn}$ and the statement of Stokes’ theorem is [69]:

$$\int_C d^{D-1}y \sqrt{\det g_{(D-1)}} n_m \nabla_m Q_{mn} = \int_{\partial C} d^{D-2}y \sqrt{\det g_{(D-2)}} n_m \sigma_m Q_{mn}. \quad (A.1)$$

where $C$ is a codimension 1 submanifold of the $D$-dimensional spacetime with unit timelike normal $n_m$, its boundary $\partial C$ is codimension 2 (in the spacetime) and has unit spacelike normal $\sigma_m$ and the metrics $g_{(D-1)}$ and $g_{(D-2)}$ are the induced metrics on $C$ and $\partial C$ respectively.

Assuming $C$ is specified by $t = 0$ where $t$ is a spacetime scalar and $\partial C$ is specified by the additional condition $R = 0$, we can recast the integrand on the right-hand side as

$$\sqrt{\det g_{(D-2)}} n_m \sigma_m Q_{mn} = \sqrt{\det g} \partial_m(t) \partial_n(R) Q_{mn} = \sqrt{\det g} Q^{R} \quad (A.2)$$

where $g$ is now the full $D$-dimensional metric. The normalisation factors in $n_m$ and $\sigma_m$ have conspired with $\sqrt{\det g}$ to produce the determinant on the right-hand side; this is trivial when the metric is block-diagonal, and we can always put the metric in that form locally (using e.g. Gaussian normal coordinates iteratively).

The last expression is more natural for double field theory because the only integration measure readily available is the (exponential of) the generalised dilaton,

$$e^{-2\phi} = \sqrt{\det g} e^{-2\phi}, \quad (A.3)$$

which involves the full $D$-dimensional metric. Using this we can write down Stokes’ theorem for double field theory

$$\int_C \underbrace{d^{2(D-1)}X}_{\partial_m(e^{-2\phi}Q^{MN})N^m_N} = \int_{\partial C} \underbrace{d^{2(D-2)}X}_{e^{-2\phi}Q_{MN}N^m_N} \epsilon^m_R \quad (A.4)$$

where the generalised normal vectors are $N^m_M = \partial_M(t)$, $N^R_M = \partial_M(R)$, $Q^{MN}$ is an antisymmetric generalised tensor of weight zero and $C$ and $\partial C$ are specified by the vanishing of the scalars $t$ and $R$ respectively. The integrations are over the physical $(D - 1)$ and $(D - 2)$ dimensional submanifolds $C$ and $\partial C$ selected by the solution to the section condition. In the main text we use the more compact notation $\epsilon_M \equiv N^m_M$, $\epsilon_{MN} \equiv N^m_M N^N_N$.

$$\int_C \underbrace{d^{2(D-1)}X}_{\partial_m(e^{-2\phi}Q^{MN})} \epsilon^m_N = \int_{\partial C} \underbrace{d^{2(D-2)}X}_{e^{-2\phi}Q^{MN} \epsilon_{MN}} \quad (A.5)$$

We emphasise that the epsilons thus defined are field-independent and in fact take fixed numerical values in $(t, R)$ coordinates; in particular $\epsilon_R = -\epsilon_R = 1/2$ since we are antisymmetrising with weight 1.

Stokes’ theorem is trivial in ‘adapted’ coordinates (where $t$ and $R$ are part of the definition of the coordinate chart) so the only thing we have to do is verify that both integrands transform as generalised densities. This is manifest for the one on the right-hand side. For the term on the left we rewrite (dropping the superscript $t$ on the normal)

$$\partial_p (e^{-2\phi}Q^{PM}) N_M = \partial_p (e^{-2\phi}Q^{PM} N_M). \quad (A.6)$$

where we dropped the term involving $\partial_p N_M$ because partial derivatives commute and $Q^{MN}$ is antisymmetric. Now we only have to check that
transforms nicely. This is an easy calculation using the strong constraint and commuting partials:

\[
\delta_{A} \partial_{\mu} (e^{-2d} J^{\mu}) = \partial_{\mu} [\partial_{\nu} (\Lambda^{B} e^{-2d} J^{\nu}) + e^{-2d} (\Lambda^{B} \partial_{\nu} J^{\nu} - \partial_{\nu} \Lambda^{B} J^{\nu})]
\]

\[
= \partial_{\nu} (\partial_{\mu} (e^{-2d} J^{\nu})) + \partial_{\mu} (e^{-2d} J^{\nu} \partial_{\nu} \Lambda^{B}) - \partial_{\nu} (e^{-2d} J^{\nu} \partial_{\nu} \Lambda^{B})
\]

\[
= \partial_{\nu} (\partial_{\mu} (e^{-2d} J^{\nu}))
\]

which is the correct result for a generalised tensor density.

To complete the argument we note that under finite gauge transformations, such a generalised density transforms with a Jacobian factor (see section 2.2 of [70]) and cancels against the measure \( d^{2(n-D-n)}X \) so that its integral is indeed invariant. The above argument was adapted from [20], where Stokes’ theorem for the codimension 1 case can also be found. The same argument implies a Stokes’ theorem for submanifolds \( C \) of arbitrary higher codimension \( n - 1 \):

\[
\int_{C} d^{2(n-D-n)}X \partial_{\mu} (e^{-2d} \Omega^{MN_{2}N_{1}...N_{n-1}}) = \int_{\partial C} d^{2(n-D-n)}X e^{-2d} \Omega^{MN_{2}N_{1}...N_{n-1}N_{N_{1}}...N_{N_{n-1}}}
\]

\[
\int_{\partial C} d^{2(n-D-n)}X e^{-2d} \Omega^{MN_{2}N_{1}...N_{n-1}N_{N_{1}}...N_{N_{n-1}}}
\]

\[
(A.12)
\]

Appendix B. Further details of the split decomposition of DFT

B.1. Decomposition

Let us relate the decomposition of the generalised metric (4.1) to the corresponding decomposition of the spacetime fields, assuming that we have parametrised the full generalised metric in the usual manner as:

\[
H_{MN} = \begin{pmatrix} G - BG^{-1}B & BG^{-1} \\ -G^{-1}B & G^{-1} \end{pmatrix}
\]

(B.1)

Then splitting the \( D \)-dimensional spacetime index into a \( d \)-dimensional external index \( \mu \) and an \( n \)-dimensional internal index \( m \), one has

\[
G_{\mu\nu} = g_{\mu\nu} + A_{\mu}^{\nu} A_{\nu}^{\mu} \phi_{pq} G^{\mu\nu} = \delta^{\mu\nu} \quad B_{\mu\nu} = b_{\mu\nu}
\]

\[
G_{\mu m} = A_{\mu}^{\nu} \phi_{\nu m} \quad G^{\mu m} = -g^{\mu\nu} A_{\nu}^{m} \quad B_{\mu m} = A_{\mu}^{m} + A_{\mu}^{\nu} b_{\nu m}
\]

\[
G_{mn} = \phi_{mn} \quad G^{mn} = \delta^{mn} + A_{\mu}^{m} A_{\nu}^{n} g^{\mu\nu} \quad B_{\mu m} = b_{\mu m} - A_{\mu m}^{\nu} A_{\nu}^{\mu} + A_{\mu}^{\nu} b_{\nu m}^{pq}
\]

(B.2)

One then forms the \( O(n, n) \) generalised metric out of \( \phi_{mn} \) and \( b_{mn} \), while \( A_{\mu}^{M} \) has the components \( A_{\mu}^{1} \) and \( A_{\mu}^{2} \).

B.2. Symmetries

We summarise here the transformation rules of the fields in the split parametrisation. For further details, we refer the reader to [33] (note that the sign of the \( B \)-field differs in our conventions to the one used there).
We split the $O(D, D)$ generalised diffeomorphism parameter $\hat{\Lambda}^M$ into an external diffeomorphism, external $B$-field gauge transformation and internal $O(n, n)$ generalised diffeomorphism as in the main text:

$$\hat{\Lambda}^M = (\xi^\mu, \lambda_\mu, A^M).$$  \hspace{1cm} (B.3)

Under $O(n, n)$ generalised diffeomorphisms, the generalised metric $H_{MN}$ and dilaton $e^{-\frac{2}{d}d}$ transform in the usual manner as given in (2.5). The external metric $g_{\mu\nu}$ transforms as a scalar under generalised diffeomorphisms, while one has

$$\delta_\lambda A^M_\mu = \partial_\mu A^M_\lambda + L_\lambda A^M_\mu,$$

$$\delta_\lambda B^M_\nu = \Lambda^N_\lambda \partial_N B^M_\nu - 2\partial_\mu N^A A^M_{\lambda j}.$$  \hspace{1cm} (B.4)

Meanwhile, under $\lambda_\mu$ gauge transformations, one has

$$\delta_\lambda B^M_\nu = 2\partial_\mu \lambda_\nu + \partial_\mu \Lambda_\nu A^M_\lambda,$$

$$\delta_\lambda A^M_\mu = -\partial_\mu \Lambda_\lambda.$$  \hspace{1cm} (B.5)

Finally, one has external diffeomorphisms parametrised by $\xi^\mu$, which are found to be given by

$$\delta_\xi A^M_\mu = L_\xi A^M_\mu + \partial_\mu \Lambda_\lambda A^M_\lambda,$$

$$\delta_\xi B^M_\nu = \xi^\rho F^M_\rho \nu + H^{MN} g_{\nu \rho} \partial_N \xi^\rho + \delta_{\xi A} A^M_\lambda + \partial_\lambda \Lambda_\nu A^M_\rho + \partial_\nu \Lambda_\lambda A^M_\rho,$$

$$\delta_\xi H_{MN} = L_\xi H_{MN} + \partial_\mu \Lambda_\nu A^M_{\mu j}.$$  \hspace{1cm} (B.6)

where $L_\xi$ takes the form of the conventional Lie derivative, but with $D_\mu$ in place of $\partial_\mu$. We have organised the infinitesimal gauge transformations here into covariantised gauge transformations plus terms that take the form of field-dependent gauge transformations. As is usual in EFT, the latter can be dropped when formulating the action of the theory. However, we emphasise that (B.6) is precisely what one gets from splitting the action of the $O(D, D)$ generalised diffeomorphism with parameter $\Lambda^M = (\xi^\mu, 0, 0)$; one could get rid of the field-dependent gauge transformations by considering instead $\Lambda^M = (\xi^\mu, -\xi^\rho C_{\rho \mu}, \xi^\rho A^M_\rho)$, but as this introduces an explicit field-dependence in the gauge transformation parameter we do not do this.

### B.3. Other components of the current

The remaining components of the current, which do not contribute to the charges in our set-up are:

$$e^{2d} j^{\mu M} = H^{MN} \partial_N \xi^\mu - g^{\mu \nu} \sum_p \Lambda^p - \eta^{MN} \partial_\rho (g^{\mu \rho} \Lambda^M_\rho)$$

$$- \xi^\rho H^{MN} g_{\nu \rho} \partial_N \xi^\rho + \Lambda^N g^{\mu \rho} H_{\rho \lambda} D_\mu H^{\lambda \rho}$$

$$+ \Lambda^\rho H^M_{\rho \nu} F^{\mu \nu} - A^M_{\mu j} \xi^\nu,$$  \hspace{1cm} (B.7)

$$e^{2d} j^{MN} = 2 \partial_\nu \Lambda^M H^{N\nu} - 2 \partial_\nu (\Lambda^P H^P_{\nu j} H^{M j} H^{N \nu})$$

$$+ 2 \Lambda^P H^P_{\nu j} H^{M \nu} - \Lambda^P H^P_{\nu j} H^{M \nu} - \Lambda^P H^P_{\nu j} H^{M \nu}$$

$$- \Lambda^\rho g^{\mu \rho} \eta g^{\nu} H^M_{\rho \nu} D_\mu H^{N \nu}$$

$$- 2 A^M_{\mu j} j^{\mu N} \xi^\nu - A^M_{\mu j} A^N_{\nu j} \xi^\nu.$$  \hspace{1cm} (B.8)
The remaining components of the boundary vector are:

\[ B^M = -\partial_N H^{MN} + 4H^{MN} \partial_N d + D_\nu (g^{\mu \nu} A_\nu M) - \partial_N A_\nu N g^{\mu \nu} A_\mu M - g^{\mu \nu} A_\nu M D_\lambda (4d - \ln g), \]  

(B.9)

and

\[ B_\mu = D_\lambda (g^{\nu \lambda} C_{\nu \lambda}) - g^{\nu \lambda} C_{\nu \lambda} D_\mu (4d - \ln g) - \partial_\mu A_\nu N g^{\nu \rho} C_{\rho \mu} - \partial_\lambda (H^M \rho A_\rho \mu) + H^M \rho A_\rho \mu \partial_\lambda (4d - \ln g). \]  

(B.10)
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