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Abstract
Social media texts are often fairly informal and conversational, and when produced by bilinguals tend to be written in several different languages simultaneously, in the same way as conversational speech. The recent availability of large social media corpora has thus also made large-scale code-switched resources available for research. The paper addresses the issues of evaluation and comparison these new corpora entail, by defining an objective measure of corpus level complexity of code-switched texts. It is also shown how this formal measure can be used in practice, by applying it to several code-switched corpora.
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1. Introduction

When two individuals who are bi- or multi-lingual in an overlapping set of languages communicate, they tend to switch seamlessly and effortlessly between the languages (codes) they share. When this code alternation occurs at or above the utterance level, the phenomenon is referred to as code-switching: when the alternation is utterance-internal, the term ‘code-mixing’ is common, even though ‘code-switching’ is frequently used in those cases as well. Code-mixing in itself is often an effect of what recently (particularly within language teaching) has started to be called ‘translanguaging’, that is, when truly bi-lingual individuals are creating new meanings based on their full and double language repertoire (Lewis et al., 2012).

Code-switching is most prominent in spoken language conversations and has thus traditionally mainly been studied by psycho- and sociolinguists (Auer, 1999; Muysken, 2000; Gafaranga and Torras, 2002; Bullock et al., 2014) and by speech researchers (Lyu et al., 2015), while the lack of large-scale textual corpora has made code-switching less attractive as a subject of study in computational or corpora linguistics. However, this started changing in 2003 with the advent of social media, where large amounts of texts are written that are more informal and more conversational in nature, and hence when produced by bilinguals tend to contain more code-switching (Paolillo, 1996).

This new availability of large-scale code-switched resources in turn raises questions of evaluation: how do we compare the results of applying language processing tools to one code-switched corpus to those on another? Or more specifically: how can we compare the level of code-switching in corpora? And for corpora containing a mix of a specific set of languages or across corpora from different sets of languages? These are the issues that the present paper aims to address.

That two texts come from social media does not in itself imply that they belong to one, delimited textual domain. Rather, there is a wide spectrum of different types of texts that are transmitted through social media, and the level of formality of the language in addition depends more on the style of the writer than on the actual media (Eisenstein, 2013; Androutsopoulos, 2011). They both argue that the common denominator of social media text is not that it is ‘noisy’ and informal per se, but that it describes language in (rapid) change. Furthermore, although social media often convey more ungrammatical text than more formal writings, Baldwin et al. (2013) have shown that the relative occurrence of non-standard syntax is fairly constant among many types of media, such as mails, tweets, forums, comments, and blogs.

Due to the ease of availability of Twitter, most research on social media text has so far focused on tweets (Twitter messages). Lui and Baldwin (2014) note that users that mix languages in their writing still tend to avoid code-switching inside a specific tweet, a fact that has been utilized to investigate which language is dominant in a tweet (Carter, 2012; Lignos and Marcus, 2013; Voss et al., 2014). However, tweets still tend to be somewhat formal by more often following grammatical norms and using standard lexical items (Hu et al., 2013), while chats are more conversational (Paolillo, 1999), and hence less formal, which tend to increase their level of code-switching (Cárdenas-Claros and Isharyanti, 2009; Paolillo, 2011; Nguyen and Do˘gruöz, 2013; Das and Gambäck, 2014).

The paper is organized as follows: Section 2 describes a formal measure that can be used to compare the complexity
of code-switched corpora. Section 3, then uses this corpus level switching measure in practise, applying it to a set of recently produced code-switched corpora. Finally, Section 4. sums up and elaborates on the results.

2. Measuring Code-Switching in Corpora

When comparing different code-switched corpora to each other, it is desirable to have a measurement of the level of mixing between languages, in particular since error rates for various language processing application would be expected to increase as the level of code-switching increases. Both Kilgarriff (2001) and Pinto et al. (2011) discussed several statistical measures that can be used to compare corpora more objectively, but those measures presume that the corpora are essentially monolingual.

Debole and Sebastiani (2005) analysed the complexity of the different subsets of the Reuters-21578 corpus in terms of the relative hardness of learning classifiers on the sub-corpora, a strategy which does not assume monolinguality in the corpora. However, they were only interested in the relative difficulty and give no measure of the complexity as such. In Gambäck and Das (2014) we instead suggested an initial Code-Mixing Index to assess the level of code-switching in an utterance. This measure will be taken as the starting point, and elaborated on here.

2.1. Utterance Level Switching

If an utterance \( x \) only contains language independent tokens, its code-mixing is zero; for other utterances, the level of mixing depends on the fraction of language dependent tokens that belong to the matrix language (the most frequent language in the utterance) and on \( N \), the number of tokens in \( x \) except the language independent ones (i.e., all tokens that belong to any language \( L_i \)):¹

\[
C_u(x) = \begin{cases} 
\frac{\max \{t_{L_i}\}}{N} : N(x) > 0 \\
0 : N(x) = 0 
\end{cases}
\]

(\( L_i \in L \), the set of all languages in the corpus; \( 1 \leq \max \{t_{L_i}\} \leq N \)). Notably, for mono-lingual utterances \( C_u = 0 \) (since then \( \max \{t_{L_i}\} = N \)).²

This initial measure has several short-comings. In particular, it does not reflect what fraction of a corpus’ utterances contain code-switching, nor take into account the number of code alternation points: arguably, a higher number of language switches in an utterance increases its complexity, while a corpus with a larger fraction of mixed utterances is (on average) more complex.³

Two main sources of information will be utilized to fully account for the code alternation at utterance level: the ratio of tokens belonging to the matrix language \( f_m = \frac{N - \max \{t_{L_i}\}}{N} \) as in Equation 1 and the number of code alternation points per token \( f_p = P/N \), where \( P \) is the number of code alternation points; \( 0 \leq P < N \).

There are many ways to combine two (or several) information sources, in particular if they are independent; see, e.g., Genest and McConway (1990) for an overview. However, \( P \) partially depends on \( \max \{t_{L_i}\} \),⁴ which, for example, rules out the common logarithmic opinion poll:

\[
p(x) = \prod_{k=1}^{n} p_k(x)^{w_k} : \sum w_k = 1 \tag{2}
\]

Instead we will use the linear opinion poll:

\[
p(x) = \sum_{k=1}^{n} w_k \cdot p_k(x) : \sum w_k = 1 \tag{3}
\]

Combining \( f_m(x) \) and \( f_p(x) \) gives a revised utterance level measure for \( N(x) > 0 \):

\[
C_u(x) = w_m f_m(x) + w_p f_p(x) = \frac{N(x) - \max \{t_{L_i}\}}{N(x)} \cdot 100 + w_p \frac{P(x)}{N(x)} \cdot 100 \tag{4}
\]

\[
= 100 \cdot \frac{w_m (N(x) - \max \{t_{L_i}\}) + w_p P(x)}{N(x)}
\]

where \( w_m \) and \( w_p \) are weights (\( w_m + w_p = 1 \)). Again, \( C_u = 0 \) for mono-lingual utterances (since then \( \max \{t_{L_i}\} = N \) and \( P = 0 \)).

2.2. Corpus Level Switching

Moving to corpus level, the measure could be defined simply as average utterance level switching, as in Equation 5

³Compare two 4-word utterances \( U_3 \) and \( U_4 \) with 2 words each from the languages \( L_1 \) and \( L_2 \). Thus \( C_u(U_3) = C_u(U_4) = (4 - 2)/4 = 0.50 \). But if \( U_3 \) only contains 1 code alternation point (e.g., if the words are \( w_1, w_3, w_5 \), while \( U_4 \) contains 3 switches (e.g., \( w_1, w_3, w_5, w_8 \)), then \( U_4 \) will most likely be more difficult to analyse.

⁴In utterance \( U_2 \) with 10 words, all from different languages (\( \max \{t_{L_i}\} = 1 \)), there must be a code alternation between each word, so \( P = 9 \). If instead \( \max \{t_{L_i}\} = 2 \), then \( 4 \leq P < 9 \), since the utterance, e.g., can contain 2-token sequences from five languages (\( P = 4 \)) or ten 1-token sequences from up to eight different languages.
\[ C_{avg} = \frac{1}{U} \sum_{x=1}^{U} C_u(x) \] (5)

where \( U \) is the number of utterances in the corpus.

However, that would ignore two important points: that \( C_u \) does not account for code-alternation between two utterances, and that the frequency of code-switched utterances in a corpus increases its complexity.

Hence, when combining several utterances, an utterance’s matrix language and the matrix language of the previous utterance need to be represented (if they differ, that implies adding a code-alternation point between the two utterances).\(^5\) For each pair of utterances, a factor must be included to account for this, as shown in Equation 6:

\[
\begin{align*}
C_u(x-1, x) &= C_u(x-1) + C_u(x) + w_p \delta(x) :
L_{x-1} &= \max_{L_i \in L} \{t_{L_i}(x-1)\}
L_x &= \max_{L_i \in L} \{t_{L_i}(x)\}
\delta(x) &= \begin{cases} 
0 : & x=1 \land L_{x-1} = L_x \\
1 : & x\neq1 \land L_{x-1} \neq L_x
\end{cases}
\end{align*}
\] (6)

For combining a corpus’ all utterances, we take inspiration from readability indices that are purely word frequency-based and (as \( C_u \), e.g., make no distinction between different word classes. Those are calculated using the average sentence length and another factor, e.g., the average number of syllables per word as in the ’Reading Ease’ score (Flesch, 1948), the frequency of multi-syllabic words in ‘Fog’ (Gunning, 1952), or the frequency of long words in ‘LIX’ (Björnsson, 1968).

Flesch’ Reading Ease score is based on the average number of words per sentence and average number of syllables per word:

\[ \text{RE} = 206.835 - \left[ 1.015 \cdot \left( \frac{W}{S} \right) + 84.6 \cdot \left( \frac{L}{W} \right) \right] \] (7)

where \( W \) is the number of words in the text, \( S \) the total number of sentences, and \( L \) the total number of syllables (hence words/sentence are weighted as 1.2 syllables/word).

The Fog Index is the number of words per sentence plus the percentage of multi-syllabic words:

\[ \text{Fog} = 0.4 \cdot \left[ \frac{W}{S} + 100 \cdot \left( \frac{F}{W} \right) \right] \] (8)

where \( W \) is the number of words in the text, \( S \) the number of sentences, and \( F \) the number of “foggy” words, that is, mainly words with more than three syllables.

\(^5\)This is different from, and more important than, checking whether the language of an utterance’s first token differs from that of the previous utterance’s last token.

The LIX measurement is the number of words per sentence plus the percentage of long words:

\[ \text{LIX} = \frac{W}{S} + 100 \cdot \left( \frac{L}{W} \right) \] (9)

where \( W \) is the number of words in the text, \( S \) the number of sentences, and \( L \) the number of long words (defined as words with more than five characters).

In the case of code-switching, the first factor is the average switching level per utterance, as calculated by inserting the \( C_u \) given by Equation 6 into the average of Equation 5, while the second factor is the frequency of utterances that contain any code-switching (i.e., utterances with \( C_u > 0 \)). Thus arriving at Equation 10:

\[
C_c = \frac{\sum_{x=1}^{U} C_u(x) + w_p \delta(x)}{U} + w_s S \cdot 100
\]
\[= \frac{100}{U} \left[ \sum_{x=1}^{U} \left( w_m f_m(x) + w_p [f_p(x) + \delta(x)] \right) + w_s S \right] \]
(10)

where \( S \) is the number of utterances that contain code-switching \((0 \leq S \leq U)\), and \( w_s \) the relative weight attached to the switching frequency.

3. Comparing Corpora Level Switching

The main issue when applying an information source combination method (e.g., Equation 2 or 3) is how to choose the weights, and several strategies have been proposed. We tried a number of them experimentally at the utterance level, but the only combination giving reliable and intuitive values was the average (equal weights: \( \frac{w_m = \frac{1}{2}}{w_p} \)) reflecting an observation also made by Clemen (2008, p.765): “Having spent much of my career studying various combination methods, it has been somewhat frustrating to consistently find that the simple average performs so well empirically.”

With two information sources, the weights are \( w_m = w_p = \frac{1}{2} \) and Equation 4 (for \( N > 0 \)) reads:

\[ C_u(x) = 100 \cdot \frac{N(x) - \max_{L_i \in L} \{t_{L_i}(x) + P(x)\}}{2N(x)} \] (11)

Similarly, for determining the relative weight attached to the switching frequency at the corpus level \((w_f \text{ in Equation 10})\), we again compare to readability indices. Fog and LIX combine two information sources without weighting (i.e., indirectly use the average); however, Reading Ease applies a weighting which treats the \{words/sentence\} factor as \( 1.2 \times \{\text{syllables/word}\} \). Flesch (1948) derived this through regression based on correlations between the average grade of children and those who could answer 50% and 75% of some test questions.
Table 1: Code-switching levels in some corpora

| Language Pair | words | utterances (U) | switched (S) (%) | C_{avg} (U) | P_{avg} (U) | δ (U) | C_c (U) |
|---------------|-------|----------------|-----------------|-------------|-------------|-------|---------|
| DU – TR       | 70,874| 3,065          | 382             | 12.46       | 4.11        | 33.02 | 0.23    | 1.88    | 48.87   | 14.50   |
| EN – HI       | 27,167| 2,583          | 570             | 22.07       | 1.87        | 8.46  | 0.57    | 2.56    | 17.81   | 20.26   |
| EN – ES       | 140,746| 11,400        | 2,335           | 20.48       | 4.91        | 23.95 | 0.38    | 1.84    | 13.83   | 21.97   |
| EN – ZH       | 17,430| 999           | 322             | 32.23       | 4.19        | 13.01 | 0.70    | 2.18    | 22.32   | 31.06   |
| EN – NE       | 146,056| 9,993       | 4,926           | \textbf{49.29} | \textbf{7.98} | \textbf{14.50} | 0.16 | \textbf{1.52} | \textbf{3.08} | 35.18   | \textbf{49.06} |
| ARB – ARZ     | 119,317| 5,839        | 931             | 15.94       | 3.77        | 23.67 | 0.19    | 1.20    | 13.29   | 17.06   |

Using these weights, Equation 10 becomes

\[
C_c = \frac{100}{U} \left[ \frac{1}{U} \sum_{x=1}^{U} (f_m(x) + f_p(x) + \delta(x)) + \frac{5}{6} S \right] \quad (12)
\]

To show how the measure can be used in practice to objectively compare the complexity of code-switching, \( C_c \) values as in Equation 12 were calculated for some recently produced code-switched corpora: the Dutch-Turkish chat corpus of Nguyen and Doğruluş (2013), the English-Hindi Twitter and Facebook chat corpus of Jamatia et al. (2015), and the four corpora\(^6\) used in the shared task on word-level language detection in code-switched text (Solorio et al., 2014) organized by the workshop on Computational Approaches to Code Switching at the 2014 Conference on Empirical Methods in Natural Language Processing (EMNLP).

When comparing \( C_c \) values for different corpora, it is necessary to consider their respective tagsets and annotation guidelines. So does the annotation strategy chosen for the EMNLP corpora prescribe that elements such as abbreviations should be tagged with the language they belong to, while other annotations schemes treat them as language independent. Another potential problem can be to decide whether a tag is directly language related or not. The EMNLP tagset includes the tags `mixed` and `ambiguous`, that here are treated as language items in the calculations, but without being assigned to any specific language (when selecting an utterance’s matrix language), which follows the EMNLP annotation guidelines.

Table 1 shows statistics and \( C_c \) values for the corpora. The first columns give the number of words and total number of utterances (\( U \)) in each corpus, followed by the number and percentage of the utterances that really contain any code-switching (\( S \)). The second set of columns provide the \( C_{avg} \) values over both all the utterances and over only the utterances that actually contain code-switching, followed by the average number of intra-utterance code-alternation points (\( P \)) for the same two sets of utterances (the total and those containing switching), and finally the frequency of inter-utterance switching (\( \delta \)), i.e., switching of matrix language between two utterances. The last column gives the actual \( C_c \) value for each corpus.

It is noticeable that the EN-NE corpus from EMNLP exhibits the highest level of code-switching, both at corpus level (\( C_c = 49.06 \)) and on average at utterance level (\( C_{avg} = 7.98 \) for all utterances, \( U \)), as well as highest average number of code-alternation points per utterance (\( P_{avg} = 3.08 \)), while DU-TR has the lowest \( C_c \) value, but the highest frequency of matrix language switching between utterances (there are 1, 498 switches for 3, 065 utterances), and also the highest utterance level switching (\( C_{avg} = 33.02 \)) if counting the average over those utterances that contain switching (\( S \)).

4. Discussion and Conclusion

The paper has defined an objective measure of the complexity of code-switched texts, i.e., texts written in several different languages, something which is particularly common in social media. Certainly, though, no such measure will ever be able to capture all types of differences between corpora. In particular, the ways corpora were collected and annotated, and their intended usage also need to be taken into account. However, levelling out such differences should arguably not be the aim of the code-switching measure itself, but rather be left to the users: when comparing corpora with widely different scopes, the users themselves need to be aware of the potential variation and consider this when deciding on whether a straight-forward comparison really makes sense.

The English-Nepalese EMNLP corpus showed an extremely high level of switching and the Mandarin Chinese a fairly high level. This could of course possibly have been caused by errors and problems in tagging, but in contrast to other corpora, the tagset used in the EMNLP shared task included a tag for words that are ambiguous in a context (i.e., words that even given the contextual information could potentially belong to two or more of the languages in the corpus), which potentially should ease the annotation task.

It is important to keep in mind that the code-switching corpus complexity measurement is intended to be independent of the languages contained in the corpus, while the per-
formance of a language processing system of course also will depend on the actual languages, their relationship, and their annotation schemes. Thus the reported level of mixing in the ARB–ARZ corpus is quite low (only 15.94%, with \( C_c = 17.06 \)), but the “languages” involved are both Arabic dialects, so very closely-related, and hence the potential overlap between them is high, even if that has not been reflected in the annotation. (Notably, almost all words of the “standard” language will also belong to a dialect, while the opposite relation does not hold. So only utterances containing strictly Egyptian words and expressions would be expected to be annotated as ARZ in this case, and all others as ARB, Modern Standard Arabic.)

For this reason, the dialectal Arabic corpus actually was the one causing most problems for the processors in the EMNLP 2014 shared task on code-switched language identification. On the other hand, the corpus with the highest \( C_c \) (EN-NE) was the second easiest one to label for the systems participating in the shared task (the language pair which was the easiest to separate was Mandarin–English, although not for linguistic reasons, but simply since the two languages were written in different scripts).
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