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Abstract:
Software Defined Network (SDN) is a new technology that separate the control plane from the data plane. SDN provides a choice in automation and programmability faster than traditional network. It supports the Quality of Service (QoS) for video surveillance application. One of most significant issues in video surveillance is how to find the best path for routing the packets between the source (IP cameras) and destination (monitoring center). The video surveillance system requires fast transmission and reliable delivery and high QoS. To improve the QoS and to achieve the optimal path, the SDN architecture is used in this paper. In addition, different routing algorithms are used with different steps. First, we evaluate the video transmission over the SDN with Bellman Ford algorithm. Then, because the limitation of Bellman ford algorithm, the Dijkstra algorithm is used to change the path when a congestion occurs. Furthermore, the Dijkstra algorithm is used with two controllers to reduce the time consumed by the SDN controller. POX and Pyretic SDN controllers are used such that POX controller is responsible for the network monitoring, while Pyretic controller is responsible for the routing algorithm and path selection. Finally, a modified Dijkstra algorithm is further proposed and evaluated with two controllers to enhance the performance. The results show that the modified Dijkstra algorithm outperformed the other approaches in the aspect of QoS parameters.
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Introduction:
Video surveillance is critical for different aspects of life. The main objective of surveillance system to keep people’s care, or minimize human dangers associated with illegal or criminal activity. The video surveillance frameworks are very significant in our daily lives owing to the number of applications they make possible. The causes for using the video surveillance benefit in such frameworks are differing, ranging from protection requests and military packages to scientific purposes (1). A video surveillance that uses the SDN comprises number of IP cameras, OpenFlow switches, a monitoring center and a controller. The objective of creating such a framework is to watch and monitor a predefined place.

IP cameras capture the video and send the video file through the network to the monitoring center. The policy of the controller over the network is responsible about finding the best path between the IP cameras and monitoring center. After that, the controller should send all Open Flow tables and the information about the path to Open Flow switches for chosen the best path (2).

The Open Networking Foundation(3) (ONF) defines the SDN as follows: “In the SDN architecture, the control and data planes are decoupled, network intelligence and state are logically centralized, and the underlying network infrastructure is abstracted from the applications.”(4). The SDN architecture consist three layers. First layer (Infrastructure layer) consists of both physical and virtual network devices. Second layer (Control layer) involves of a centralized control plane. It provides centralized global view to entire network. Third layer (Application layer) contains of network services, application that used to interact with control layer(5). The SDN uses the OpenFlow protocol to interface with OpenFlow switches. It allows both the controller and all the switches to understand each other(6).

In Computer Networks, routing is performed by defining some flow rules in a routing...
table, these rules contain the source and destination IP-addresses and MAC-address. When a packet arrives at a device, the device checks the flow table if it is available or not, and take the action (forwards, reject, send to the controller) as per the rules set by the routing protocol (6). The routing time of SDN networks is lesser compared to traditional Networks. At increase N node the conventional networks is consume more time for change the path while SDN require less time(7). SDN serve the routing algorithm Therefore, the The Bellman ford algorithm uses relaxation to select single source shortest paths on the graphs, it applied by (8). The time complexity for Bellman Ford is N^3. As a result, it consume more time for finding all the paths(9). Because the surveillance system should be fast and reliable, the routing algorithm requires less time to chose the path. Consequently, the Dijkstra algorithm is more suitable than bellman ford for video surveillance system. The time complexity of Dijkstra algorithm is N^2 (9) which is less than the Bellman Ford algorithm.

Related Works
Different theories exist in the literature regarding the evolution of video surveillance systems and their relation to routing techniques. A considerable amount of literature has been published on how the captured video can be transmitted over the traditional networks. There are relatively few published studies in the area of video transmission over the SDN.

Panwaree, et al. (10) proposed that the video send over two types of OpenFlow enabled network testbeds (Mininet emulated and Open-v-Switch PC cluster ). The authors use a POX controller in both methods and the VLC media player in both server and client sides. The shortest path algorithm was used as routing algorithm.

Harold and Arjan (11) have achieved three contributions, to begin with, it shows the video over software defined network (V-SDN), a network construction that select the best path using a ntwrok wide-view. Then, it portrays the V-SDN protocols, which utilized by the designer to get information about QoS from the network. At last, it displays the results of applying a system model and calculate the behavior of system utilizing message complexity. The author did not show the type of controller that used in the system. A routing protocol was used to find the best path among the IP cameras and the checking center.

Martijn (12) proposed use of a Software-Defined Networking that can be use in a dynamically configurable multi-camera environment for the playground. The controller in the network teach the cameras nodes and their location on the surveillance system. Using an API, an application was developed such that it gives the location of a ball on the field to the controller. This controller active a flow between the cameras that are cooperating on the specific work. This thesis a trade-off is made between RYU and Floodlight. The default routing algorithm was used for these controllers.

Reza et al. (2) proposed a traffic engineering technique to calculate the best routes between the cameras (source) and checking center (destination) in a video-surveillance system. This approach is based totally on Constraint Shortest path (CSP) issues and calculates the least cost path. Because of negative path completeness of the CSP issues, Lagrange-Relaxation-based-Aggregate-Cost (LARAC) algorithm is used to solve it. The primary proposed traffic engineering technique that is based totally on kind (2) fuzzy-set for sending video packets over SDN-network. The main-contribution of the this method is works to implement type (2) and type (1) fuzzy logic for computing the link-cost for all network links according to QoE and QoS. The author uses a POX controller and MiniNet emulator with VLC media.

Jan (13) proposed new method for a video transmission quality monitoring. It consists of a client to server construction, in which the client is record the video and passes the one's information to the server. The server updates Net-Flow information with those statistics. The project consists of video encoding, packet encapsulation and internet protocols associated with this topic. The structure is written in a c language.

Corrado et al. (14) proposed a smart video-surveillance applications to exploit the workplaces displayed by complete SDN_NFV networks. The author of this paper uses IP cameras that connected to the Video Surveillance System by using Mininet and Opendaylight (ODL) controller. The default routing algorithm (shortest path algorithm) was used in ODL controller that depends on the number of hops.

Chih-Heng et al. (8) proposed An energetic routing technique, called GA-SDN, is advanced based on software-defined-network (SDN) approach. the framework integrates the H.264 based on SVEF with the Mininet emulator. The author of this paper used a POX controller with Mininet emulator. The genetic algorithm had been used to select the route from sender to receiver.

All of the previous works mentioned above , other than (8), haven’t considered video transmission / or they haven’t considered H.264/SVC for video
compression. This makes the QoS parameters used by (8) more appropriate to follow and compare with, because it clarifies the video performance parameters such as PSNR.

In this paper, we use POX and Pyretic controllers that run two routing algorithms Bellman-Ford and Dijkstra. First, implement the Bellman Ford algorithm with POX controller. Second, implement the Dijkstra algorithm with pyretic controller. Third, apply the Dijkstra algorithm with two controllers. Finally, modify the Dijkstra algorithm The SVEF encoding should be used before sending the video to the monitoring system.

System Model

The proposed system is emulated by using Mininet emulator, which is a software emulator for prototyping and running the network topology. In particular, two SDN controllers are used; the POX and Pyretic controllers that can work with OpenFlow switches. The compression method and encoding method are applied to video before it has being transmitted. Fig.1 represents the block diagram of the proposed video-surveillance system.

Figure 1. Block diagram of the proposed video surveillance system

SDN Configuration

The SDN controller describes the set of flows that happen in the SDN data-plane. Each flow in flow table must first get permission from the -SDNcontroller, that confirms the communication is permissible by the network rules(5). The SDN consist three main modules the topology discovery module, statistics gathering module and route computation module(15). The SDN-controller asks OF-switches for get information around configuration (topology discovery module). The information consist of operational ports and their MAC-addresses using Oftp-Features-Request-message. This message contain (Oftp-Packet-Out and Oftp-Packet-In). The controller (SDN) sends link layer discovery protocol (LLDP-packets) for all ports in the OF-switch using Oftp-Packet-Out. This message send with the (LLDP-packet), which holds information to direct the packet to the connected port. The switches sends LLDP-packet with Oftp_packet_in message to -SDNController. This packet contains the switch-ID and entering port-ID (16). The controller has complete information about the topology consequently the controller uses the routing algorithm to discovery the shortest-path for one switch to other switches. After that, the controller builds the flow tables for all switches and send it with OpenFlow protocol.

The OpenFlow switches contain three layers; the open flow protocol API, abstraction layer and the software layer. The OpenFlow is responsible for the communication between Op-switches and the SDN-controller. The abstraction layer contains the flow-table one or multiple tables. The last layer packet-processing function is the packet that treating in virtual switch(5).

The flow-tables are the essential data constructions in an Op-switches. These flow-tables allow the Op-switches to calculate received packets and apply the suitable decision (17). The Flow tables contain of a number of listed flow entries. Each entry consist three components rule, actions, and status. The rule component consists of many fields that use to compare with incoming packet (source IP, MAC and destination IP, MAC, etc.). These fields include the link-layer devices, network-layer devices and transport-layer. The action contain many decision:

1. Forwarding the received packet to a specific port.
2. Forwarding received packet to the controller.
3. Dropping the received packet.
4. Flooding the received packet for all available ports.
5. Send to normal processing pipeline.

The Network Topology and Video File

The network of proposed video surveillance system will be created. The switches should connect the hosts (prefer camera) to each other with active SDN controller. The switches that should be use called Open-v-Switch (OVS). The OVS is a manufacture quality that designed to enable huge network automation by way of programmatic extension, whilst still supporting standard interfaces and protocols. The proposed system will follow the same steps and the same method that used by (8) to evaluate the performance metrics. Figure-2 shown the network topology for video surveillance system. The author uses Host6 to sent video file to Host8 and uses Host7 to sent background traffic to Host9 to make the network congestions The video file sent frame size is (352 X 288) and encoded at
30-fps using an h.264/svc codec with 6 clips each clip 10 seconds (total 60-second video length 1800 frame and 5364 packets). The network setting information can borrow from the paper to get the same result, so the Table-1 below explains emulation parameters such as the bandwidth, delay and the details of video format.

![Figure 2. Network topology of video surveillance system](image)

**Figure 2. Network topology of video surveillance system**

**Table 1. Experimental parameters (8)**

| Parameter                                      | Value             |
|-----------------------------------------------|-------------------|
| The bandwidth of each link                    | 10 Mbps           |
| The propagation delay of each                 | 1 ms              |
| Output queue length of each link              | 20 packets        |
| Bandwidth of UDP background traffic in first experiment | 9000 kbps         |
| Bandwidth of UDP-based background traffic second experiment | 9500 kbps         |
| Number of the frame of foreman video file     | 1800 frames       |
| The average rate of foreman video file        | 574 kbps          |
| The peak rate of foreman video file           | 942 kbps          |
| Sending rate of foreman video file            | 30 frames/s       |
| Video length of foreman video file            | 60 s              |
| Software of controller                        | POX               |
| Software of switch                            | OpenvSwitch       |

**Validation of The Video Surveillance Over The SDN With Bellman-Ford Algorithm**

To validate the results of the Bellman-Ford algorithm for comparison with (8), the same specifications (the type of controller and the topology) are used. Fig From H6 divides a large video frame into many fragments, so the total packets are 5364 video packet. The controller executes the Bellman-Ford algorithm to find the shortest-path for each transmitted. The Bellman-Ford algorithm finds the shortest-path with careless of the link utilization status for both the background-traffic and the video-flow. Therefore, the path for video-flow is H6, switch-1, switch-2, switch-3, H8 and for background traffic is H, switch-2, switch-3 and H9. Consequently, the path between switch 2 and switch 3 should become more congested.

![Figure 3. Bellman Ford over SDN controller](image)

**Figure 3. Bellman Ford over SDN controller**

This congestion may cause to slow the network. Because of this congestion, the end-to-end delay and Packet Loss Ratio (PLR) should be increased and decreases the peak signal to noise ratio (PSNR). All these factors may affect the efficiency and the effectiveness of a video surveillance system. A possible solution is to find another algorithm that enhances sending and receiving videos for video surveillance system. Fig.4 represent the Pseudocode for this algorithm.

![Figure 4. Pseudocode of Bellman algorithm(18)](image)

**Figure 4. Pseudocode of Bellman algorithm(18)**

**The Dijkstra Algorithm Over One SDN Controller (Pyretic Controller)**

The first scenario that uses the Dijkstra algorithm instead of the Bellman-Ford algorithm with one controller in same network and hosts and link settings (Fig.5). The important step in the algorithm based on data structure storage is to utilize an appropriate data structure to store the network information(19). This factor can lead to change the path for transmission, so if the path is congested it can switch to another path for fast transmission. When the links are under huge-load,
their associated-weights will be increased, so the links should have a lower probability to be selected for data transmission. The logs of the SDN-controller, which runs the Dijkstra algorithm and display the original path of the video-flows is H6, switch-1, switch-2, switch-3, H8 before the insertion of background traffic. After that when, the background-traffic should be inserted into the network the link between switch-2, switch-3 become congestion. Because this congestion the Dijkstra algorithm will change the path transmission to H6, switch-2, switch-4, switch-5, switch-3, H8 as new path transmission to solve the congestion.

![Figure 5. Dijkstra algorithm with one controller](image)

Although fewer video packets are still lost during the path change processes, the acquired results are still recorded better than the Bellman-Ford algorithm. Fig.6 shows the pseudocode of Dijkstra algorithm.

![Figure 6. Pseudocode of Dijkstra algorithm(18).](image)

The **Dijkstra Algorithm With Two SDN Controllers (POX And Pyretic)**

This section, discuss the Dijkstra algorithm with two controllers (POX, Pyretic). One reason why two controllers have been used. The main cause is to divide the jobs between POX controller and Pyretic controller. The Pyretic controller responsible for routing (Dijkstra algorithm) and POX controller responsible for the monitoring jobs.

The network performance improved when using two controllers to speed up the path selection process. Fig.7 show the topology when using two SDN controllers.

![Figure 7. Dijkstra algorithm with two controller](image)

To achieve some level of performance and scalability it will use a multi-controller architecture that contains the set of controllers working together. The multi-controller can be designed in two architectures a flat or a hierarchical design. In a flat or horizontal architecture, the SDN-controllers are located horizontally on one-level. In addition, the control plane consists of one layer, and each controller has the same responsibilities at the same time and has a partial view of its network. In a hierarchical or vertical architecture, the SDN-controllers are located vertically(20). The proposed system used flat or horizontal architecture because the flat architecture has several advantages such as reduced control latency and improved resiliency (21).

First, when H6 starts to transmit video file to H8, the pyretic controller use the Dijkstra algorithm to find the shortest-path from source to destination. The algorithm finds S1-S2-S3 is the shortest path. When the when H7 starts to transmit background traffic to H9 the algorithm chooses S2-S3 as the shortest path from H7 to H9. The link between S2 and S3 has become congested. At the same time, the POX controller is checking the link status by checking the link bandwidth. If the POX controller found the bandwidth is less than 1Mbps consequently POX send command for the pyretic controller to find a new path.

The **Modified Dijkstra Algorithm with Two SDN Controllers**

In this section, a new approach to modify the Dijkstra algorithm is discussed. This approach is implemented using the same topology proposed. The proposed system will follow the same steps and the same method to evaluate the performance metrics. The pyretic controller uses the Dijkstra algorithm to find the shortest-path from source to destination.
The algorithm finds S1-S2-S3 is the shortest path. Then when H7 starts to transmit background traffic to H9 the algorithm chooses S2-S3 as the shortest path from H7 to H9. The link between S2 and S3 becomes congested. At the same time, the POX controller detects that the available bandwidth of the link in the video path is less than 1Mbps. Then the link weight is increased consequently, POX controller re-helps the video by removing the link that causes congestion and use the Dijkstra algorithm to help H7-H9 find a new path. If finds a new path, it move the traffic flow of H7-H9 to the new path. In addition to, the original video is still the original Transmission path (from H6- H8) so the congestion problem is solved.

Fig.8 shows execution for this modification. The green rectangle represents the original path for H6-H8 (S1- S2- S3) and background traffic H7-H9 (S2- S3). The red rectangle represents a new path for background traffic is the path (S2- S4- S5- S3).

**Performance Metrics**

In this section, the results for all previous scenarios are discussed. The performance metrics that will be used for comparison between these scenarios are:

1. End-to-End delay.
2. Packet Loss Rate.
3. Peak Signal to Noise Ratio.

**End-to-End Delay**

The End-to-End packets delay can be calculated by:

\[ \text{Delay [Packet Number]} = \text{Receiving Time} - \text{Sending Time} \]

The Receiving Time can be found in the file received by destination host. For example, when sending from H6 to H8 the received file found in H8 contain receiving time column. In addition, the Sending Time can be found in the sent file in H6. The proposed system uses file written in C language for subtracting the sending time from receiving time.

**Packet Loss Rate**

The packet Loss Rate is the second metrics, which is used to compare the results with (8). It is calculated by: 

\[ \text{PLR} = \frac{\text{(Total Packets-Received Packet)}}{\text{Total packets}} \times 100\% \]

The total packet from comparison paper is 5364 packets. The packets number column found in receiving a file in the destination. Therefore, it can calculate the number of packets that arrive from the network and subtract it from total packets to get the missing packet that was the loss in the network. Then divide it by the total packets.

**Peak Signal to Noise Ratio**

The Peak Signal to Noise Ratio is the third metric that will be used for performance evaluation and comparison. The definition of PSNR “is the ratio between the maximum possible signal in the video frame and the noise, which corrupts the signal accuracy” (13). PSNR is calculated as follows:

\[ \text{PSNR} = 10 \cdot \log_{10} \left( \frac{\text{MAX}}{\text{MSE}} \right) \]

Use prepare-received trace1 to convert the received-file to the format necessary for SVEF-files. The result from prepare-received trace is frame level-received trace. Then the frame-level received-trace and the original NALU-trace and traffic trace are processed by prepare-received trace2 to received NALU-trace (Fig.9).

The received NALU trace file was fed into nalfilter filter file that will remove the late-frames and the frames, which cannot be decoded depend on frame dependencies. The JSVM version (9.19.8) cannot decode video packets-affected by out of order, corrupted, or missing NALUs (22). Therefore, SVEF uses filtered packet trace-file to extract the corresponding packets in the original H.264 video-file by means of Bit Stream Extractor Static. The result from Bit Stream Extractor Static is used by H264decoder to create file has YUV extension.

**Figure 9. Steps for calculate the PSNR**
The PSNR calculation of original-YUV and receiving-YUV file need the same number of video frames. Therefore, this method will hide the missing frames by copying the previous frame. The copied frame was done by a file written in C language called frame filter. Finally, the original YUV and receiving YUV file (output from frame filter) are used to calculate PSNR.

**Results**

In this section, the results of four scenarios are discussed. First, applied Bellman Ford in SDN. Second, applied the Dijkstra algorithm with one SDN controller. Third, run the Dijkstra algorithm with two SDN controllers. Finally, modify the Dijkstra algorithm with two controllers.

- First performance metrics is end to end delay:

  The delay that shown in Fig.10, part A represent the delay with Bellman Ford algorithm. When the video start to transmit the delay is reach to 0.06 sec. after that when the background traffic starts transmission the network became congestion. Therefore the delay is rising up to 0.1 sec and continues in this value to the end transmission.

  The delay in the part B reveals that the delay of Dijkstra algorithm is less than the delay obtained by Bellman-Ford algorithm. This enhancement in the delay is achieved because of using Dijkstra algorithm that choose another path for transmission when the path congestion occurred. The delay is starting with 0.04 sec when the video file is transmitting over the network. In packet 1200 the background traffic starts transmission. The congestion has caused the rising in the end to end delay up to 0.08 sec in many packets. After that the end to end delay decreases down to 0.03 sec in packet 4000 due to the reroute capability of the Dijkstra algorithm.

  The part C show the delay of the Dijkstra algorithm with two controllers. The end to end delay was improving when using two controllers because the flat architecture for multiple controllers reduces the controller latency. The delay is almost steady at 0.025 sec when sending only video files. Then at packet 2500, the background traffic starts transmission. Therefore, the link [2-3] becomes congested. The end to end delay is rising to 0.06 sec. After that, the delay reduces when the controller reroutes the path for video file to another path. The highest point in this figure is 0.06 sec is less than the Dijkstra algorithm with one controller.

  As a result, two controllers.

- Table 2: Delay comparison

Table 2. Delay comparison

| Scenario | Delay (sec) |
|----------|-------------|
| Bellman-Ford | 0.06        |
| Dijkstra with one controller | 0.04         |
| Dijkstra with two controllers | 0.025        |
| Modify Dijkstra | 0.032        |
Starting time & Congestion time & After reroute & High point
Bellman-Ford & 0.07 & 0.1 & Do not has to reroute & 0.1
Dijkstra-with one controller & 0.04 & 0.075 & 0.03 & 0.075
Dijkstra-with two controller & 0.02 & 0.055 & 0.03 & 0.06
Modify Dijkstra with two controller & 0.015 & 0.03 & 0.022 & 0.031

The second performance metrics is PLR:
The PLR comparison is discussed in the Table-3 for all scenarios. The Bellman-Ford algorithm has made a high loss rate of 21%, which is bad approach to select the path for video surveillance system. At first, the PLR obtained by [8] is validated. According to Eq. (3), the PLR is calculated by subtracting the number of packets arrived to the destination through the network and subtract it from total sent packets to get the missing packets that was the loss in the network. This approach is applied for all scenarios such that PLR values is shown in Table -3. The Modify Dijkstra algorithm with two controllers is good approach to select the path for video surveillance system. It has loss rate 3% with loss 168 packets.

Table 3. Packet loss rate

| Methods                         | Sending packets | Received Packets | Loss packets | Loss rate |
|--------------------------------|-----------------|------------------|--------------|-----------|
| Bellman-Ford                    | 5364            | 4227             | 1137         | 21%       |
| Dijkstra-with one controller    | 5364            | 4666             | 698          | 13%       |
| Dijkstra-with two controller    | 5364            | 4999             | 365          | 6%        |
| Modify Dijkstra with two controller | 5364          | 5196             | 168          | 3%        |

The third performance metrics is PSNR:
The PSNR of Bellman-Ford is equal to 35 dB in the starting of transmission and reduces to 10 dB after the frame-154 when the congestion occur, as shown in (figure-11 A). The PSNR performance when

Dijkstra algorithm is used with the pyretic controller is show in (figure-11 B) it is obvious that the PSNR is improved compared to Bellman-Ford algorithm. The figure shows that the frames of PSNR is equal to 35 dB in the starting and reduces to 10 dB after happening the congestion. The Dijkstra algorithm has improved the PSNR to15 dB and has average PSNR equal to 15 dB. The PSNR for the Dijkstra algorithm with two controllers is show in (figure-11 C).

It can be observed that the PSNR value is 35 dB when video file starts to transmit over the network. After that, the background traffic is starts to transmit over the network and causes the network congestion. Therefore, PSNR is reduced to 15 dB. After that, the controller reroutes the path for background traffic to another path and improve the PSNR to 25 dB. The PSNR for modifying the Dijkstra algorithm is in (figure-11 D). The PSNR start with 35 dB and reduce to 15 dB when the network congestion. Then PSNR reaches to 35 dB again as result the controller reroutes the background traffic to a new path to solve the congestion. Therefore, this method is more suitable for video surveillance. The PSNR comparison is explain in Table-4.

Table 4. PSNR comparison

| Methods                         | Starting PSNR | Congestion region | After reroute | Average PSNR |
|--------------------------------|---------------|-------------------|---------------|--------------|
| Bellman-Ford                    | 35 dB         | 10 dB             | Do not has reroute | 10 dB        |
| Dijkstra-with one controller    | 35 dB         | 10 dB             | 20 dB         | 15 dB        |
| Dijkstra-with two controller    | 0.02          | 15 dB             | 30 dB         | 27 dB        |
| Modify Dijkstra with two controller | 0.015        | 15 dB             | 35 dB         | 33 dB        |
Conclusion:

The proposed system improves the transmission for video in many steps. The following conclusions can be drawn from the current study:

With traditional networking, networking functionality is generally carried out via hardware devices consisting of a router, switches, firewalls, each of which ought to be manually-configured through an IT-administrator who is chargeable for making sure every tool is up to date with the trendy configuration settings. Consequently, the software-defined networking is more quickly to find the solution for those issues; in addition, the SDN has no problem in overcoming the limitations of traditional networking. The SDN separating the hardware from the software i.e. separating the control plane from the forwarding plane.

The main disadvantage of the Bellman-Ford algorithm that it does not consider weightings and slower update for the paths. Therefore, the Dijkstra algorithm is used to enhance the video transmission. The reason for using the Dijkstra algorithms is the link status that considers by the algorithm. The controller detects the congestion then the link weight is increased. Consequently, the controller helps the video by changing the path for video while Bellman-Ford still the video transmission in the same path.

The proposed system uses one controller with the Dijkstra algorithm. This scenario for applicable the Dijkstra with SDN controller. From the result, the Dijkstra algorithm enhances the video transmission than Bellman-Ford. After the congestion occurs the Dijkstra algorithm attempt to found a new path to solve this problem. Therefore, the delay, PRL, and PSNR improved.

The video surveillance system uses two controllers with Dijkstra algorithm to improve the video performance by reducing the latency and make the network management more flexible. The controllers are designed in flat architecture to achieve the scalability. The reason for this setup is that the two controllers are cooperating with each other (the POX controller responsible for monitoring the network and the pyretic responsible for selecting the path according to the used algorithm).

The main contribution of this study is to enhance the performance by modifying the Dijkstra algorithm. It solves the congestion problem from the flow tables that locate inside the devices (switches, routers). The modification is done by removing one of the paths that sent on the same delivery path then established a path new and adds it in the flow tables.

Conflicts of Interest: None.
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شبكة معرفة برمجياً لمنظمة مراقبة فيديوية اعتماداً على تحسين خوارزمات التوجيه

مصطفى اسماعيل سلمان
كلية الهندسة، جامعة بغداد، بغداد، العراق.

الخلاصة:

تُعتبر شبكة معرفة برمجياً (SDN) تقنية جديدة التي تفصل مستوى التحكم عن مستوى البيانات. توفر SDN خيارًا في التشغيل بالبيئات ذات شبكات متعددة. يتم استخدام SDN في التحليل والنشر في المتغيرات الكبيرة. ويعتمد نقص SDN على وجود خوارزمات مراقبة فيديوية (QoS) وحالة من الواضح في الشبكة. يمكن استخدام SDN في تحسين جودة خاصية في هذه الورقة. بالإضافة إلى ذلك، يتم استخدام خوارزمات التوجيه المختلفة بتخطيط خارجي. أولاً، تقوم بتقنيات القبضة في SDN.

1. Dijkstra.
2. Bellman ford.
3. Pyretic.

تستخدم خوارزمات التوجيه الاستراتيجية في تحديد خوارزمات التوجه المختلفة. في SDN، يتم استخدام خوارزمات Bellman Ford و Dijkstra و Pyretic. يتم استخدام خوارزمات القبضة في SDN، مما يتسبب في تقليل 시간 التحكم ومعدلات HDQoS وحالة من الواضح في الشبكة. يتيح ذلك استخدام خوارزمات القبضة في SDN، مما يتسبب في تقليل ascertain HDQoS وحالة من الواضح في الشبكة.

الكلمات المفتاحية: خوارزمات Dijkstra و خوارزمات Bellman ford و شبكة معرفة برمجياً (SDN).