Appendix D. Technical Results and Proofs for Logistic Regression

In this section our goal is to establish sparsity and rates of convergence of the Post-Lasso Logistic estimator. Both of these properties require us to also revisit the analysis of the $\ell_1$-penalize logistic regression (Lasso-Logistic) estimator. In what follows we use a more compact notation, specifically $\eta = (\alpha, \beta)'$, $\tilde{x}_i = (d_i, x_i')'$, $\eta_0 = (\alpha_0, \beta_0)'$. Thus the Lasso-Logistic estimator is defined as any vector $\hat{\eta}$ such that

$$\hat{\eta} \in \arg \min_{\eta} \Lambda(\eta) + \frac{\lambda}{n} \|\eta\|_1. \quad (D.53)$$

We will also consider the post-model selection Logistic estimator associated with a support $\hat{T}^* \subset \{1, \ldots, p\}$ defined as

$$\tilde{\eta} \in \arg \min_{\eta} \Lambda(\eta) : \text{support}(\eta) \subseteq \hat{T}^*. \quad (D.54)$$

D.1. Design conditions and Relations. Next we collect relevant quantities associated with the design matrix $E_n[\tilde{x}_i \tilde{x}_i']$ and the weighted counterpart $E_n[w_i \tilde{x}_i \tilde{x}_i']$ where $w_i = G_i(1 - G_i) \in [0,1]$, $G_i = G(\tilde{x}_i' \eta_0)$, $i = 1, \ldots, n$, is the conditional variance of the outcome variable $y_i$. The non-weighted quantities are well studied in the literature (namely restricted eigenvalue, minimum and maximal sparse eigenvalues).

Definition 1. For $T = \text{support}(\eta_0)$, $|T| \geq 1$, the (logistic) restricted eigenvalue is defined as

$$\kappa_c := \min_{\|\delta_T\|_1 \leq c \|\delta_T\|} \frac{\|\sqrt{w_i \tilde{x}_i' \delta}\|_{2,n}}{\|\tilde{x}_i' \delta\|_{2,n}}.$$

Definition 2. For a subset $A \subset \mathbb{R}^p$ let the non-linear impact coefficient be defined as

$$\bar{q}_A = \inf_{\delta \in A} E_n \left[ w_i |\tilde{x}_i' \delta|^2 \right]^{3/2} / \mathbb{E}_n \left[ w_i |\tilde{x}_i' \delta|^3 \right].$$

In this work we will apply this for $A = \Delta_c$ and $A = \{\delta \in \mathbb{R}^p : \|\delta\|_0 \leq Cs\}$.

The definitions above differ from their counterpart in the analysis of $\ell_1$-penalized least squares estimators by the weighting $0 \leq w_i \leq 1$. Thus it will be relevant to understand their relations through the quantities

$$\psi_{(r)}(c) := \min_{\|\delta_T\|_1 \leq c \|\delta_T\|} \frac{\|\sqrt{w_i \tilde{x}_i' \delta}\|_{2,n}}{\|\tilde{x}_i' \delta\|_{2,n}} \quad \text{and} \quad \psi_{(s)}(m) := \min_{1 \leq \|\delta\|_0 \leq m} \frac{\|\sqrt{w_i \tilde{x}_i' \delta}\|_{2,n}}{\|\tilde{x}_i' \delta\|_{2,n}}$$

Lemma 6 provides three relationships between the weighted versions and the non-weighted versions. Neither dominates the other. Most papers in the literature focus on the first pair of relations which entails assuming that $\min_{i \leq n} w_i$ is bounded away from zero uniformly in $n$. The second and third pairs of relations allow for better control in the presence of a few small weights. The second pair states that if the average harmonic mean of the weights is bounded the ratio between the weighted and non-weighted quantities is controlled by the intrinsic sparsity.
Lemma 6 (Relating weighted and non-weighted design quantities). Letting $w_i = G_i(1 - G_i)$ we have the following inequalities $\psi(r)(c) \geq \min_{i \leq n} \sqrt{w_i}$ and $\psi(s)(m) \geq \min_{i \leq n} \sqrt{w_i}$:

$$\psi(r)(c) \geq \frac{\kappa_n^u \{ E_n[1/w_i]\}^{-1/2}}{\sqrt{\delta} (1 + c) \max_{i \leq n} \| \bar{x}_i \|_\infty} \quad \text{and} \quad \psi(s)(m) \geq \frac{\sqrt{\phi_{\min}(m) \{ E_n[1/w_i]\}^{-1/2}}}{\sqrt{m} \max_{i \leq n} \| \bar{x}_i \|_\infty},$$

where $\kappa_n^u$ is the original (non-weighted) restricted eigenvalue. Moreover, for any $\epsilon \in (0, 1]$ we have

$$\psi(r)(c) \geq \sqrt{\epsilon} \kappa_n^u \left( 1 - E_n[1\{w_i \leq \epsilon\}] \right) \frac{(1 + c)^2 \max_{i \leq n} \| \bar{x}_i \|_\infty^2}{\kappa_n^u^2}$$

and

$$\psi(s)(m) \geq \sqrt{\epsilon} \phi_{\min}(m) \left( 1 - E_n[1\{w_i \leq \epsilon\}] \right) \frac{m \max_{i \leq n} \| \bar{x}_i \|_\infty^2}{\phi_{\min}(m)}.$$ 

Proof. The first pair of bounds is trivial since $w_i \geq 0$. To show the second pair we have

$$E_n[\| \bar{x}_i \delta\|^2] = E_n[\sqrt{w_i} |\bar{x}_i \delta| / \sqrt{w_i}] \leq \{E_n[w_i|\bar{x}_i \delta|^2]\}^{1/2} \cdot \{E_n[|\bar{x}_i \delta|^2 / w_i]\}^{1/2} \leq \{E_n[w_i|\bar{x}_i \delta|^2]\}^{1/2} \cdot \{E_n[1/w_i]\}^{1/2} \max_{i \leq n} \| \bar{x}_i \|_\infty$$

Therefore, for $\vartheta_\delta = \| \bar{x}_i \delta\|_{2,n}/\| \delta \|_1$ we have

$$\frac{\| \sqrt{w_i} |\bar{x}_i \delta| \|_{2,n}}{\| \bar{x}_i \delta\|_{2,n}} \geq \frac{\| \sqrt{w_i} |\bar{x}_i \delta| \|_{2,n}}{\{E_n[1/w_i]\}^{1/2} \max_{i \leq n} \| \bar{x}_i \|_\infty} \frac{\{E_n[w_i|\bar{x}_i \delta|^2]\}^{1/2}}{\| \bar{x}_i \delta\|_{2,n}} \frac{1}{\max_{i \leq n} \| \bar{x}_i \|_\infty} \frac{\{E_n[1/w_i]\}^{1/2}}{\| \bar{x}_i \delta\|_{2,n}}$$

By cancelling out $\| \sqrt{w_i} |\bar{x}_i \delta| \|_{2,n}/\| \bar{x}_i \delta\|_{2,n}$ and squaring both sides we have

$$\vartheta_\delta / \max_{i \leq n} \| \bar{x}_i \|_\infty \geq \vartheta_\delta / \| \delta \|_1.$$

The result follows by noting that for $\delta \in \Delta_c$ we have $\vartheta_\delta \geq \kappa_n^u / \sqrt{(1 + \epsilon) \delta}$ and for any non-zero $\delta$ with $\| \delta \|_0 \leq m$ we have $\vartheta_\delta \geq \sqrt{\phi_{\min}(m) / \sqrt{m}}$.

The third pair follows from noting that

$$E_n[w_i|\bar{x}_i \delta|^2] = E_n[w_i1\{w_i \geq \epsilon\} |\bar{x}_i \delta|^2] + E_n[w_i1\{w_i \leq \epsilon\} |\bar{x}_i \delta|^2] \geq \epsilon E_n[|\bar{x}_i \delta|^2] - \epsilon E_n[1\{w_i \leq \epsilon\} |\bar{x}_i \delta|^2]$$

Moreover, by definition of $\vartheta_\delta$ we have

$$E_n[1\{w_i \leq \epsilon\} |\bar{x}_i \delta|^2] \leq E_n[1\{w_i \leq \epsilon\}] \max_{i \leq n} \| \bar{x}_i \|_\infty \| \delta \|_2^2 \leq E_n[1\{w_i \leq \epsilon\}] \max_{i \leq n} \| \bar{x}_i \|_\infty \| \bar{x}_i \delta\|_{2,n}^2.$$

The result follows.

D.2. Identification Lemmas. In this section we collect new identification results for Logistic regression that might be of independent interest. We build upon the following technical lemma of [1] which is based on (modified) self-concordant functions. However we will apply it differently than in [1]. We exploit the separability of the objective function across observations and make use of the restricted non-linear impact coefficient [2]. In turn this allows us to weaken requirements of the analysis when compared to the literature.
Lemma 7 (Lemma 1 from [1]). Let $g : \mathbb{R} \to \mathbb{R}$ be a convex three times differentiable function such that for all $t \in \mathbb{R}$, $|g'''(t)| \leq M g''(t)$ for some $M \geq 0$. Then, for all $t \geq 0$ we have

$$
\frac{g''(0)}{M^2} \{\exp(-Mt) + Mt - 1\} \leq g(t) - g(0) - g'(0) t \leq \frac{g''(0)}{M^2} \{\exp(Mt) + Mt - 1\}.
$$

Lemma 8. For $t \geq 0$ we have $\exp(-t) + t - 1 \geq \frac{1}{2} t^2 - \frac{1}{6} t^3$.

**Proof of Lemma 8.** For $t \geq 0$, consider the function $f(t) = \exp(-t) + t^3/6 - t^2/2 + t - 1$. The statement is equivalent to $f(t) \geq 0$ for $t \geq 0$. It follows that $f(0) = 0$, $f'(0) = 0$, and $f''(t) = \exp(-t) + t - 1 \geq 0$ so that $f$ is convex. Therefore $f(t) \geq f(0) + t f'(0) = 0$. 

Lemma 9 (Minoration Lemma). We have that

$$
\Lambda(\eta_0 + \delta) - \Lambda(\eta_0) - \nabla \Lambda(\eta_0)\delta \geq \left\{ \frac{1}{2}\|\sqrt{w_i} \bar{x}_i\delta\|_2^2, n \right\} \wedge \left\{ \frac{\bar{q}_A}{3}\|\sqrt{w_i} \bar{x}_i\delta\|_2, n \right\}.
$$

**Proof.** Step 1. (Minoration). Define the maximal radius over which the following criterion function can be bounded below by a suitable quadratic function

$$
r_A = \sup_r \left\{ r : \Lambda(\eta_0 + \delta) - \Lambda(\eta_0) - \nabla \Lambda(\eta_0)\delta \geq \frac{1}{2}\|\sqrt{w_i} \bar{x}_i\delta\|_2^2, n \right\}
$$

Step 2 below shows that $r_A \geq \bar{q}_A$. By construction of $r_A$ and the convexity of $\Lambda(\eta_0 + \delta) - \Lambda(\eta_0) - \nabla \Lambda(\eta_0)\delta$,

$$
\Lambda(\eta_0 + \delta) - \Lambda(\eta_0) - \nabla \Lambda(\eta_0)\delta \geq \|\sqrt{w_i} \bar{x}_i\delta\|_2^2, n \wedge \inf_{\delta \in A, \|\sqrt{w_i} \bar{x}_i\delta\|_2, n \leq r_A} \Lambda(\eta_0 + \delta) - \Lambda(\eta_0) - \nabla \Lambda(\eta_0)\delta.
$$

Step 2. $(r_A \geq \bar{q}_A)$ Defining $g_i(t) = \log\{1 + \exp(\bar{x}_i'\eta_0 + t\bar{x}_i\delta)\}$ we have

$$
\Lambda(\eta_0 + \delta) - \Lambda(\eta_0) - \nabla \Lambda(\eta_0)\delta =
\begin{align*}
\mathbb{E}_n [\log\{1 + \exp(\bar{x}_i'\eta_0 + \delta)\}] - y_i \bar{x}_i'\eta_0 + \delta] \\
- \mathbb{E}_n [\log\{1 + \exp(\bar{x}_i'\eta_0 - y_i \bar{x}_i'\eta_0)\} - \mathbb{E}_n [\{G_i - y_i\} \bar{x}_i'\delta] \\
\mathbb{E}_n [\log\{1 + \exp(\bar{x}_i'\eta_0 + \delta)\}] - \log\{1 + \exp(\bar{x}_i'\eta_0)\} - G_i \bar{x}_i'\delta] \\
\mathbb{E}_n [g_i(1) - g_i(0) - 1 \cdot g_i'(0)]
\end{align*}
$$

Note that the function $g_i$ is three times differentiable and satisfies, for $G_i(t) := \exp(\bar{x}_i'\eta_0 + t\bar{x}_i\delta)/\{1 + \exp(\bar{x}_i'\eta_0 + t\bar{x}_i\delta)\}$,

$$
g_i'''(t) = (\bar{x}_i\delta)G_i(t), \quad g_i''(t) = (\bar{x}_i\delta)^2G_i(t)[1 - G_i(t)], \quad g_i'''(t) = (\bar{x}_i\delta)^3G_i(t)[1 - G_i(t)][1 - 2G_i(t)].
$$

Thus $|g_i'''(t)| \leq |\bar{x}_i\delta| g_i''(t)$. Therefore, by Lemmas 7 and 8 we have

$$
g_i(1) - g_i(0) - 1 \cdot g_i'(0) \geq \left\{ \frac{(\bar{x}_i\delta)^2 w_i}{(2\delta)^2} \{\exp(-|\bar{x}_i\delta|) + |\bar{x}_i\delta| - 1\} \right\}
$$

Therefore we have

$$
\Lambda(\eta_0 + \delta) - \Lambda(\eta_0) - \nabla \Lambda(\eta_0)\delta \geq \frac{1}{\mathbb{E}_n, n} \left\{ w_i |\bar{x}_i\delta|^2 \right\} - \frac{1}{\mathbb{E}_n, n} \left\{ w_i |\bar{x}_i\delta|^3 \right\}.
$$
Note that for any \( \delta \in A \) such that \( \| \sqrt{w_i} \hat{x}_i \delta \|_{2,n} \leq \bar{q}_A \) we have
\[
\| \hat{x}_i' \delta \|_{2,n} \leq \bar{q}_A \leq \| \sqrt{w_i} \hat{x}_i \|_{2,n}^{2}/\mathbb{E}_n \left[ w_i | \hat{x}_i' \delta |^3 \right],
\]
so that \( \mathbb{E}_n[ w_i | \hat{x}_i' \delta |^3 ] \leq \mathbb{E}_n[ w_i | \hat{x}_i' \delta |^2 ] \). Therefore we have
\[
\Lambda(\eta_0 + \delta) - \Lambda(\eta_0) - \nabla \Lambda(\eta_0)' \delta \geq \frac{1}{2} \mathbb{E}_n \left[ w_i | \hat{x}_i' \delta |^2 \right] - \frac{1}{6} \mathbb{E}_n \left[ w_i | \hat{x}_i' \delta |^3 \right]
\geq \frac{1}{6} \mathbb{E}_n \left[ w_i | \hat{x}_i' \delta |^2 \right]
\]

#### D.3. Penalty Choice and Rate for \( \ell_1 \)-Penalized Logistic Regression.
Next we establish a simple (and known) bound for the choice of the penalty level \( \lambda \) within Lasso-Logistic under standard normalization. Refinements are possible under additional mild assumptions on the covariates.

**Lemma 10** (Choice of Penalty, Hoeffding’s Inequality). Assume that \( \mathbb{E}_n[ \hat{x}_{ij}^2 ] = 1 \). Then, for any \( \gamma \in (0, 1) \) we have
\[
P \left( \| \nabla \Lambda(\eta_0) \|_\infty \leq \sqrt{2 \log(2(p + 1)/\gamma)/n} \right) \leq \gamma.
\]

**Proof.** Let \( G_i = \mathbb{E}[y_i | \hat{x}_i] = \frac{\exp(\hat{x}_i' \eta_0)}{1+\exp(\hat{x}_i' \eta_0)} \), so that \( \| \nabla \Lambda(\eta_0) \|_\infty = \| \mathbb{E}_n[(y_i - G_i) \hat{x}_i] \|_\infty \). Then
\[
P(\| \mathbb{E}_n[(y_i - G_i) \hat{x}_i] \|_\infty \geq t) \leq (p + 1) \max_{j \leq p} P(\| \mathbb{E}_n[(y_i - G_i) \hat{x}_{ij}] \|_\infty \geq t) \leq 2(p + 1) \exp(-t^2 n/2).
\]

**Lemma 11** (Choice of Penalty, Self-Normalized Moderate Deviation Theory). Normalize the covariates so that \( \mathbb{E}_n[ \hat{x}_{ij}^2 ] = 1 \), let \( \tilde{l}_j = \sqrt{\mathbb{E}_n[ w_i \hat{x}_{ij}^2 ]} \), and \( \tilde{l}_j = \sqrt{\mathbb{E}_n[ \hat{w}_i \hat{x}_{ij}^2 ]} \). Assume that \( K_{\bar{l}}^2 \log p \leq n \delta_n \min_j l_j^2 \), \( \Phi^{-1}(1 - 2p/\gamma) \leq \delta_n n^{1/3} \), and \( \| \hat{w}_i - w_i \|_{2,n} K_{\bar{l}} \leq \delta_n \min_j l_j^2 \). Then, setting \( \hat{\Gamma} = \text{diag}(\hat{l}) \), for any \( \gamma \in (0, 1) \) and \( \mu > 0 \), for \( n \) sufficiently large we have
\[
P \left( \| \hat{\Gamma}^{-1} \nabla \Lambda(\eta_0) \|_\infty \leq 1 + (1 + \mu) \Phi^{-1}(1 - \gamma/2p)/\sqrt{n} \right) \leq \gamma + o(1).
\]

**Proof.** Let \( \Gamma = \text{diag}(l) \), \( \tilde{l}_j = \sqrt{\mathbb{E}_n[(y_i - G_i)\hat{x}_{ij}^2]} \), and \( \tilde{l}_j = \sqrt{\mathbb{E}_n[\hat{w}_i \hat{x}_{ij}^2]} \). We have
\[
\| \hat{\Gamma}^{-1} \nabla \Lambda(\eta_0) \|_\infty \leq \| \{ \tilde{l}_j^{-1} - 1 \} \hat{\Gamma}^{-1} \nabla \Lambda(\eta_0) \|_\infty + \| \hat{\Gamma}^{-1} \nabla \Lambda(\eta_0) \|_\infty \leq \{ \| \tilde{l}_j^{-1} \hat{\Gamma} \|_\infty + \| \gamma - 1 \|_\infty + \| \gamma - 1 \|_\infty \| \hat{\Gamma}^{-1} \nabla \Lambda(\eta_0) \|_\infty \} + \| \hat{\Gamma}^{-1} \nabla \Lambda(\eta_0) \|_\infty \]
By Lemma 3 we have
\[
\max_{j \in [p]} |(\mathbb{E}_n - \bar{E})(y_i - G_i)^2 \bar{x}_{ij}| \lesssim p \sqrt{\log p} \max_{j \in [p]} \{\mathbb{E}_n[\bar{x}_{ij}]\}^{1/2}.
\]
Therefore for \(n\) large enough we have \(\max_{j \in [p]} |\tilde{\delta}_{i,j} - \hat{\delta}_{i,j}| \sqrt{\frac{1}{|\hat{l}|}} \lesssim \mu/16\) under the assumed growth conditions with probability \(1 - o(1)\). In the same event we have
\[
\|\tilde{\Gamma}^{-1} \nabla \Lambda(\eta_0)\|_\infty \leq \{1 + \mu/2\}\|\tilde{\Gamma}^{-1} \nabla \Lambda(\eta_0)\|_\infty.
\]
Finally, by self-normalized moderate deviation theory we have
\[
P(\|\tilde{\Gamma}^{-1} \nabla \Lambda(\eta_0)\|_\infty > t) \leq p \max_{j \in [p]} \left( \mathbb{E}_n[(y_i - G_i)^2 \bar{x}_{ij}] \right) > t \leq 2p\Phi^{-1}(1 - \gamma/[2p])\{1 + O(\delta_n)\}
\]

**Remark D.1.** Note that we can replace \((\tilde{w}_i)_{i=1}^\eta\) with \((\bar{w}_i)_{i=1}^\eta\) in Lemma 11 if \(\tilde{w}_i \geq w_i\) by construction. For instance \(w_i \leq \bar{w}_i := 1/4\). Therefore it is valid to use \(\lambda = \frac{c}{\sqrt{n}}\Phi^{-1}(1 - \gamma/[2p])\) and \(\hat{l}_j = 1\) for \(c > 1\).

**Lemma 12.** Assume \(\lambda/n \geq c\|\nabla \Lambda(\eta_0)\|_\infty\), \(c > 1\) and let \(c = (c + 1)/(c - 1)\). Provided that \(\tilde{\gamma}_\Delta > 3(1 + \frac{1}{c})\lambda\sqrt{s}/(n\kappa_c)\)
\[
\|\sqrt{\tilde{w}_i} \tilde{x}'_i(\tilde{\eta} - \eta_0)\|_{2,n} \leq 3(1 + \frac{1}{c})\lambda\sqrt{s}/(n\kappa_c) \quad \text{and} \quad \|\tilde{\eta} - \eta_0\|_1 \leq 3\left(\frac{1 + c)(1 + c)}{c}\right)\frac{\lambda s}{n\kappa_c^2}
\]

**Proof.** Let \(\delta = \tilde{\eta} - \eta_0\). By definition of \(\tilde{\eta}\) in (D.53) we have \(\Lambda(\tilde{\eta}) = \frac{\lambda}{n}\|\tilde{\eta}\|_1 \leq \Lambda(\eta_0) = \frac{\lambda}{n}\|\eta_0\|_1\). Thus,
\[
\Lambda(\tilde{\eta}) - \Lambda(\eta_0) \leq \frac{\lambda}{n}\|\eta_0\|_1 - \frac{\lambda}{n}\|\tilde{\eta}\|_1 \\
\leq \frac{\lambda}{n}\|\delta_T\|_1 - \frac{\lambda}{n}\|\delta_{T^c}\|_1
\]

However, by convexity of \(\Lambda(\cdot)\) and Holder inequality we have
\[
\Lambda(\tilde{\eta}) - \Lambda(\eta_0) \geq -\|\nabla \Lambda(\eta_0)\|_\infty \|\delta\|_1 \\
\geq -\frac{1}{\kappa_c}||\delta_T\|_1 - \frac{1}{\kappa_c}||\delta_{T^c}\|_1
\]
Combining these relations we have
\[
\frac{1}{\kappa_c}||\delta_T\|_1 - \frac{1}{\kappa_c}||\delta_{T^c}\|_1 \leq \frac{\lambda}{n\kappa_c^2}||\delta_T\|_1 - \frac{1}{\kappa_c}||\delta_{T^c}\|_1
\]
which leads to \(||\delta_{T^c}\|_1 \leq c||\delta_T\|_1\).

By Lemma 9 with \(A = \Delta_c\) and the reasoning above we have
\[
\frac{1}{3}||\sqrt{\tilde{w}_i} \tilde{x}'_i\delta\|_{2,n}^2 \wedge \left\{ \frac{2\lambda}{c}\|\sqrt{\tilde{w}_i} \tilde{x}'_i\delta\|_{2,n} \right\} \leq \Lambda(\tilde{\eta}) - \Lambda(\eta_0) - \nabla \Lambda(\eta_0)'\delta \\
\leq \frac{1}{\kappa_c}||\delta_T\|_1 - \frac{1}{\kappa_c}||\delta_{T^c}\|_1 + \||\nabla \Lambda(\eta_0)\|_\infty \|\delta\|_1 \\
\leq (1 + \frac{1}{c})\frac{\lambda}{c}\||\delta_T\|_1 - (1 + \frac{1}{c})\frac{\lambda s}{n\kappa_c^2}||\delta_T\|_1 \\
\leq (1 + \frac{1}{c})\frac{\lambda s}{n\kappa_c^2}||\sqrt{\tilde{w}_i} \tilde{x}'_i\delta\|_{2,n}/\kappa_c
\]
Provided that \(\tilde{\gamma}_A > 3(1 + \frac{1}{c})\lambda\sqrt{s}/(\kappa_c n)\), so that the minimum on the LHS needs to be the quadratic term, we have
\[
\|\sqrt{\tilde{w}_i} \tilde{x}'_i\delta\|_{2,n} \leq 3(1 + \frac{1}{c})\frac{\lambda s}{n\kappa_c^2}
\]


D.4. **Sparsity of Lasso-Logistic.** We begin by establishing sparsity bounds which do not rely on large penalty choices nor on the irrepresentability condition. The (data-driven) sparsity is fundamental for the analysis of the rate of convergence of the Post-Lasso-Logistic estimator. The following lemma is useful.

**Lemma 13.** The logistic link function satisfies \(|G(t + t_0) - G(t_0)| \leq G'(t_0)\{\exp(|t|) - 1\}. If \(|t| \leq 1\) we have \(\exp(|t|) - 1 \leq 2|t|\).

**Proof.** Note that \(|G''(s)| \leq |G'(s)|\) for all \(s\). So that \(-1 \leq \frac{d}{ds} \log(G'(s)) = \frac{G''(s)}{G'(s)} \leq 1\). Suppose \(s \geq 0\). Therefore

\[-s \leq \log(G'(s + t_0)) - \log(G'(t_0)) \leq s.

In turn this implies \(G'(t_0) \exp(-s) \leq G'(s + t_0) \leq G'(t_0) \exp(s)\). Integrating one more time from 0 to \(t\),

\[G'(t_0)\{1 - \exp(-t)\} \leq G(t + t_0) - G(t_0) \leq G'(t_0)\{\exp(t) - 1\}.

The first result follows by noting that \(1 - \exp(-t) \leq \exp(t) - 1\). The second follows by verification. \(\blacksquare\)

**Lemma 14 (Sparsity).** Consider \(\hat{\eta}\) as defined in (D.53), let \(\hat{s} = |\text{support}(\hat{\eta})|\) and suppose \(\lambda/n \geq c\|\nabla \Lambda(\eta_0)\|_\infty\). Then

\[\hat{s} \leq \frac{c^2(n/\lambda)^2}{(c-1)^2} \phi_{\max}(\hat{s}) \|\hat{x}'(\hat{\eta} - \eta_0)\|_2^2/n.

Provided that \(q_{\Delta_c} > 3(1 + \frac{1}{c})\lambda \sqrt{\pi}/(n\kappa_c)\) we have

\[\hat{s} \leq s \cdot \phi_{\max}(\hat{s}) \frac{9c^2}{(\psi(r)(c))^2\kappa_c^2}.

Moreover, if \(\frac{3(1+c)(1+c)}{c} \frac{\lambda s}{n\kappa_c} \max_{i \leq n} \|\hat{x}_i\|_\infty \leq 1\) we have

\[\sqrt{s} \leq 6c\sqrt{\phi_{\max}(\hat{s})} \sqrt{s} \quad \text{and} \quad \hat{s} \leq s \cdot 36c^2 \min_{m \in \mathcal{M}} \frac{\phi_{\max}(m)}{\kappa_c^2}

where \(\mathcal{M} = \{m \in \mathbb{N} : m > 72c^2\phi_{\max}(m)/\kappa_c^2\}\)

**Proof.** Let \(\hat{T} = \text{support}(\hat{\eta}), \hat{s} = |\hat{T}|, \delta = \hat{\eta} - \eta_0,\) and \(\hat{G}_i = \exp(\hat{x}'_i \hat{\eta})/\{1 + \exp(\hat{x}'_i \hat{\eta})\}\). For any \(j \in \hat{T}\) we have \(|\nabla \Lambda(\hat{\eta})| = |\mathbb{E}_n[(y_i - \hat{G}_i)x_{ij}]| = \lambda/n\).

The first relation follows from

\[\frac{\Delta}{\sqrt{s}} = \frac{\|\mathbb{E}_n[(y_i - \hat{G}_i)x_{ij}]\|_2}{\sqrt{s}} \leq \frac{\|\mathbb{E}_n[(y_i - \hat{G}_i)x_{ij}]\|_2 + \|\mathbb{E}_n[(\hat{G}_i - G_i)x_{ij}]\|_2}{\sqrt{s}} \leq \frac{\|\mathbb{E}_n[(y_i - \hat{G}_i)x_{ij}]\|_\infty + \|\mathbb{E}_n[\hat{x}'_i \delta x_{ij}]\|_2}{\sqrt{s}} \leq \frac{\Delta}{\sqrt{s}} + \sqrt{\phi_{\max}(\hat{s})} \|\hat{x}'_i \delta x_{ij}\|_2

The second follows from the first, the definition of \(\psi(r)(c)\), and Lemma 12 so that

\[\hat{s} \leq \frac{c^2(n/\lambda)^2}{(c-1)^2} \phi_{\max}(\hat{s}) \|\hat{x}'_i \delta x_{ij}\|_2 \leq \frac{c^2(n/\lambda)^2}{(c-1)^2} \phi_{\max}(\hat{s}) \frac{\sqrt{\mathbb{E}_n[\hat{x}'_i \delta x_{ij}]^2}}{\psi(r)(c)^2} \leq s \cdot \phi_{\max}(\hat{s}) \frac{9c^2}{\psi(r)(c)^2\kappa_c^2}\]

The irrepresentability condition is the assumption that \(\|\mathbb{E}_n[\hat{x}'_i \delta x_{ij}]\{\mathbb{E}_n[\hat{x}'_i x_{ij}]\}^{-1}\text{sign}(\eta_0T)\|_\infty < 1\).
The third relation follows from

\[ \frac{1}{\sqrt{n}} \sqrt{s} = \| E_n[(y_i - \hat{G}_i)\hat{x}_i] \|_2 \]
\[ \leq \| E_n[(y_i - G_i)\hat{x}_i] \|_2 + \| E_n[(\hat{G}_i - G_i)\hat{x}_i] \|_2 \]
\[ \leq \sqrt{\| E_n[(y_i - G_i)\hat{x}_i] \|_2} \sup_{\| \theta \|_0 \leq \hat{p}_i} 1 = E_n[|\hat{G}_i - G_i| \cdot |\hat{x}'_i\theta|] \]
\[ \leq \frac{1}{\sqrt{n}} \sqrt{s} + 2\sqrt{\phi_{\text{max}}(s)}\| \acute{w}_i\hat{x}_i\delta \|_2,n \]

where we used Lemma 13 so that \( |\hat{G}_i - G_i| \leq w_i |\hat{x}'_i\delta| \) since by Lemma 12 we have \( \| \delta \|_1 \leq 3(1+\epsilon) \frac{\lambda_0}{n^2} \) so that \( \max_{i \leq n} \| \hat{x}_i \|_{\infty} \| \delta \|_1 \leq 1 \) by the assumed condition.

Therefore, by the \( \| \cdot \|_2,n \) bound in Lemma 12 we have

\[ (1 - \frac{1}{c}) \frac{1}{\sqrt{n}} \sqrt{s} \leq 6\sqrt{\phi_{\text{max}}(s)}(1+\epsilon) \frac{\lambda_\sqrt{s}}{n^2} \]

which implies \( \sqrt{s} \leq 6c\sqrt{\phi_{\text{max}}(s)}(1+\epsilon) \frac{\lambda_\sqrt{s}}{n^2} \).

The last relation follows by the previous result and the fact that sparse eigenvalues are sublinear functions.

D.5. Post model selection Logistic regression rate.

Lemma 15. Consider \( \tilde{\eta} \) as defined in (D.54). Let \( \tilde{s}^* := |\tilde{T}^*| \). We have

\[ \| \sqrt{w_i}\tilde{x}'_i(\tilde{\eta} - \eta_0) \|_2,n \leq \sqrt{3} \max \{0, \Lambda(\tilde{\eta}) - \Lambda(\eta_0)\} \]
\[ + 3\sqrt{\tilde{s}^* + s} \| \nabla \Lambda(\eta_0) \|_\infty / \sqrt{\phi_{\text{min}}(\tilde{s}^* + s)} \]

provided that \( \tilde{q}_A/6 > \sqrt{\tilde{s}^* + s} \| \nabla \Lambda(\eta_0) \|_\infty / \sqrt{\phi_{\text{min}}(\tilde{s}^* + s)} \) and \( \tilde{q}_A/6 > \sqrt{\max \{0, \Lambda(\tilde{\eta}) - \Lambda(\eta_0)\} \} \) for \( A = \{ \delta \in \mathbb{R}^p : \| \delta \|_0 \leq \tilde{s}^* + s \} \).

Proof. Let \( \tilde{\delta} = \tilde{\eta} - \eta_0 \) and \( \tilde{t}_{2,n} = \| \sqrt{w_i}\tilde{x}'_i\tilde{\delta} \|_2,n \). By Lemma 9 with \( A = \{ \delta \in \mathbb{R}^p : \| \delta \|_0 \leq \tilde{s}^* + s \} \), we have

\[ \frac{1}{\sqrt{n}} \tilde{t}_{2,n} \wedge \{ \frac{4}{\sqrt{n}} \tilde{t}_{2,n} \} \leq \Lambda(\tilde{\eta}) - \Lambda(\eta_0) - \nabla \Lambda(\eta_0)\tilde{\delta} \]
\[ \leq \Lambda(\tilde{\eta}) - \Lambda(\eta_0) + \| \nabla \Lambda(\eta_0) \|_\infty \| \tilde{\delta} \|_1 \]
\[ \leq \max \{0, \Lambda(\tilde{\eta}) - \Lambda(\eta_0)\} + \tilde{t}_{2,n} \| \nabla \Lambda(\eta_0) \|_\infty \sqrt{\phi_{\text{min}}(\tilde{s}^* + s)} \]

Provided that \( \tilde{q}_A/6 > \sqrt{\tilde{s}^* + s} \| \nabla \Lambda(\eta_0) \|_\infty / \sqrt{\phi_{\text{min}}(\tilde{s}^* + s)} \) and \( \tilde{q}_A/6 > \sqrt{\max \{0, \Lambda(\tilde{\eta}) - \Lambda(\eta_0)\} \} \), if the minimum on the LHS is the linear term, we have \( \tilde{t}_{2,n} \leq \sqrt{\max \{0, \Lambda(\tilde{\eta}) - \Lambda(\eta_0)\} \} \) which implies the result.

Otherwise, since for positive numbers \( a^2 \leq b + ac \) implies \( a \leq \sqrt{b} + c \), we have

\[ \tilde{t}_{2,n} \leq \sqrt{3} \max \{0, \Lambda(\tilde{\eta}) - \Lambda(\eta_0)\} + 3\sqrt{\tilde{s}^* + s} \| \nabla \Lambda(\eta_0) \|_\infty / \sqrt{\phi_{\text{min}}(\tilde{s}^* + s)} \].

Appendix E. Additional Monte Carlo

E.1. Monte Carlo for Approximately Sparse Models. In this section we provide further simulations to illustrate the performance of the proposed methods. In particular we illustrate the performance of the method when applied to approximately sparse models. We consider a similar design to the one used in Section 4 of the main text, namely

\[ E[y \mid d, x] = G(da_0 + x'c_{\nu_y}), \quad d = x'c_{\nu_d} + v. \]
However, the vectors $\nu_y$ and $\nu_d$ are set to

$$
\nu_{yj} = 1/j^2, \nu_{dj} = 1/j^2,
$$

so they are approximately sparse. Again we let $x = (1, z')'$ consists of an intercept and covariates $z \sim N(0, \Theta)$, and the error $v$ is i.i.d. as $N(0, 1)$. The dimension $p$ of the covariates $x$ is 250, and the sample size $n$ is 200. The regressors are correlated with $\Theta_{ij} = \rho|i-j|$ and $\rho = 0.5$. As before the coefficient $c_d$ is used to control the $R^2$ of the reduced form equation, $c_y$ is set similarly and in every repetition, we draw new errors $v_i$’s and controls $x_i$’s. The figures display the results over 100 different designs where $\alpha_0 = 0.5$ and the values of $c_y$ and $c_d$ are set to achieve $R^2 = \{0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9\}$ for each equation. There were 1000 replications for each of the 100 designs.

Figure 6 reveals that the performance of the method for this approximately sparse design is very similar to the performance obtained with the sparse designs considered in Section 4. Again the double selection estimator arise as a more reliable estimator.
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Figure 6. For the approximately sparse model defined by (E.55), the figures display the rp(0.05) of the naive post selection estimator and the proposed confidence regions based on optimal instrument (CRD and CIT) and double selection (CRDS). There are a total of 100 different designs with α₀ = 0.5. The results are based on 1000 replications for each design.