Testing composite parametrical hypotheses without applying the reduction
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Abstract. Usually when the parametrical hypotheses are being tested the Wald reduction from composite hypothesis to the simple one is used. However, in order to apply the reduction method it is needed to know the distribution law of unknown parameter. Practically such a law cannot be determined precisely using the experimental data. First of all, it requires long supervision over the controlled stationary process to provide an inalterability of probability characteristics of the process. In practice the modifications in technological process could be made, and therefore the probability characteristics of the process can also change. Using the example of exponential distribution the algorithm of testing composite parametrical hypothesis about the distribution parameter which does not exceed the declared threshold value without use of reduction is considered in article. Such approach is based on the fact that the partition boundary of the sample space depends monotonously on unknown value of the interest parameter.

1. Introduction
Usually when the parametrical hypotheses are being tested the Wald reduction from composite hypothesis to the simple one is used. However, in order to apply the reduction method it is needed to know the distribution law of unknown parameter. Practically such a law cannot be determined precisely using the experimental data. First of all, it requires long supervision over the controlled stationary process to provide an inalterability of probability characteristics of the process. In practice the modifications in technological process could be made, and therefore the probability characteristics of the process can also change.

2. Experimental setup
Let us assume that the threshold value of parameter $\lambda$ is $\lambda_0$. On the basis of the sample $\xi_1, \xi_2, \ldots, \xi_n$ of the population which is described by the following probability density function:

$$
p(x) = \begin{cases} 
\lambda \exp(-\lambda x), & x \geq 0 \\
0, & x < 0 
\end{cases}
$$

it is needed to test the statistical hypothesis $H_1$, which claims the inequality $\lambda < \lambda_0$ is true (this inequality defines the composite parametrical hypothesis $H_1$). In order
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to solve the task we will consider the alternative composite parametrical hypothesis $H_2$, that states the other inequality $\lambda > \lambda_0$ is true.

Such a task can appear in a wide range of application areas. For example, in the analysis of scientific experiments or in the analysis of unsuccessful changes in technological processes resulting in deterioration of production etc.

At first we will consider the order of constructing the critical region basing on Pearson’s theorem in order to test two simple competing hypotheses $H_1, H_2$. The critical region for a hypothesis $H_1$ (when this hypothesis is rejected) is defined in the sample space by the inequality:

$$p(x_1, x_2, ..., x_n, H_2) > C p(x_1, x_2, ..., x_n, H_1),$$

(1)

where: $p(x_1, x_2, ..., x_n, H_2)$ - the distribution density of a sample set in the conditions of the hypothesis $H_2$, $p(x_1, x_2, ..., x_n, H_1)$ - the distribution density of a sample set in the conditions of the hypothesis $H_1$. A value of a constant $C$ could be chosen both according to the values of probabilities of type I and II errors [1,2], or according to the values of weights (costs) of type I and II errors on the basis of variation principles [3].

It is important to note that when the decision between two parametrical hypotheses $H_1$ (when $\lambda = \lambda_1$) and $H_2$ (when $\lambda = \lambda_2$) is being made the values $\lambda_1$ and $\lambda_2$ should be known. In the considering case the hypothesis $H_1$ is completely defined: $\lambda = \lambda_0$. In the conditions of the opposite hypothesis $H_2$, that states the truthfulness of inequality $\lambda > \lambda_0$, the value of parameter $\lambda$ remains unknown. Therefore the simple parametrical hypothesis competes with the composite one.

We will further use the property of monotonous dependence of the critical region’s boundary on the value of unknown parameter $\lambda$ in the conditions of the composite parametrical hypothesis $H_2$ which include the set of simple hypotheses. The property of monotonous dependence is considered in the work [4].

Let us assume that in the conditions of the exponential distribution when the hypothesis $H_1$ is true the value of parameter is known: $\lambda_1 = \lambda_0$. Therefore for any value of the parameter $\lambda$ in the conditions of the hypothesis $H_2$ the expression (1) can be formulated in the following way:

$$\lambda^n \exp(-\lambda S) > C \lambda_0^n \exp(-\lambda_0 S),$$

(2)

where $S = \sum_{i=1}^{n} x_i$.

The hypothesis $H_1$ (when $\lambda = \lambda_0$) will be rejected if the inequality (2) is true. If for any value of parameter $\lambda$ that exceeds the value $\lambda_0$ the opposite inequality is true:

$$\lambda^n \exp(-\lambda S) < C \lambda_0^n \exp(-\lambda_0 S),$$

(3)

then any simple hypothesis that is included in composite hypothesis $H_2$ will be rejected. Therefore the composite hypothesis $H_2$ should be rejected and we come to the following conclusion: when the last inequality is true the value of unknown parameter $\lambda$ does not exceed the value $\lambda_0$. Further we will consider the simplest case when $C = 1$. In this case the inequality (3) can be expressed by the formula:

$$S > \frac{n \ln \gamma}{\lambda_0 (\gamma - 1)}, \text{ where } \gamma = \frac{\lambda}{\lambda_0}.$$
Using the concept of sufficient statistics for exponential distribution: 

\[ S = \sum_{i=1}^{n} \xi_i \]

where \( \xi_i \) — sample values, the received formula can be written in a more compact way.

The boundary value \( S_g \) for the variable \( S \), which splits the sample space into two parts, could be found from the expression (2) when the equation is reached:

\[ S_g = n \frac{\ln \gamma}{\lambda_0 \gamma - 1} \]  

(4)

where \( \gamma = \frac{\lambda}{\lambda_0} \), \( \lambda > \lambda_0 \).

Therefore the criterion according to which it is necessary to reject any simple parametrical hypothesis when \( \lambda > \lambda_0 \), could be simply expressed by the inequality:

\[ S > S_g \]  

(5)

This directly means that the parameter \( \lambda \) does not exceed the value \( \lambda_0 \). The simple analysis shows that the variable \( S_g \) decreases when the parameter \( \gamma \) in its turn increases. Therefore if for some value \( \gamma^* \) the criterion (5) is true, it is also be true for every values of \( \gamma \), for which \( \gamma > \gamma^* \). If \( C = 1 \) and \( \gamma \) tends to the value 1 the expression (4) is uncertain. This problem can be easily overcome by means of application of the wide known Lopital rule [6], and the variable \( S_g \) could be found from the expression:

\[ S_g^* = \frac{n}{\lambda_0} \].

Actually, when \( \gamma \to 1 \) the limit will be equal to the expression:

\[ \lim_{\lambda_0} \frac{n \ln \gamma}{\lambda \gamma - 1} = \frac{n \lim_{\lambda_0} \frac{\gamma}{\lambda}}{1} = \frac{n}{\lambda_0} \].

Therefore the criterion that the parameter \( \lambda \) does not exceed the value \( \lambda_0 \) in this case has a simple expression:

\[ S \leq \frac{n}{\lambda_0} \]  

(6)

The condition \( C = 1 \) corresponds to the case when the weights (costs) of type I and II errors are equal [7].

The dependence of variable \( S_g \) on parameter \( \lambda \) for the case when \( C = 1 \) is presented in figure 1.
The dependence of variable $S_g$ on parameter $\lambda$ for the case when $C = 1$. 

The situation when $S > \frac{n}{\lambda_0}$ also needs detailed consideration. In this case it is necessary to consider the parametrical hypotheses which claims that $\lambda < \lambda_0$. In the work [4] it was shown that when $\lambda$ decreases (that is when $\lambda < \lambda_0$) the variable $S_g$ increases, and if the parameter $\lambda$ tends to zero the variable $S_g$ tends monotonously to infinity (in this work the following mistake was made: the incorrect sign $<$ was used instead of correct sign $>$ when the hypotheses were tested, and therefore this led to the opposite conclusion). When the values of the parameter $\lambda$ are small this hypothesis should be rejected (when the condition $S < S_g$ is true, so it cannot be accepted). It could be simply explained by the following illustration: let us assume that the value of the parameter $\lambda$ is very small, then the sample values have to be very big and the hypothesis claiming that the values of parameter $\lambda$ are small will be true if the sum $S$ of sampled values is rather great. We will show it mathematically. Let us denote $H$ as the hypothesis that states $\lambda = \lambda_1$, where $\lambda_1 < \lambda_0$, and by symbol $\overline{H}$ the hypothesis that states $\lambda = \lambda_0$.

According to condition (1) the hypothesis $H$ is rejected in the case when the following inequality is true:

$$\lambda_0^n \exp-(\lambda_0 S) > C\lambda_1^n \exp-(\lambda_1 S).$$

Applying simple algebraic transformations to the last expression lead to the result:

$$S < \frac{n \ln \frac{\lambda_0}{\lambda_1} - \ln C}{\lambda_0 - \lambda_1} = S_g$$

The main result about the monotonous dependence of the critical region’s boundary on the value of the parameter $\lambda$ and possibility of its applying for testing composite parametrical hypotheses about the value of the parameter $\lambda$ remain true. Therefore any simple parametrical hypothesis should be rejected when $\lambda = \lambda_1$ is quite small in case of truthfulness of the inequality $S < S_g$. It is clear, that if the hypothesis $\lambda_1$ is rejected, then any of the simple hypotheses claiming that $\lambda < \lambda_1$ should be also rejected. Obviously the acceptance of the hypothesis about small values of the parameter $\lambda$ requires large sample size and considerable time for supervision.
The dependence of the boundary $S_g$ on the parameter $\lambda$ in case when $C = 1$ and the value of the parameter $\lambda$ is quite small is shown in figure 2.

Figure 2. The dependence of the boundary $S_g$ on the parameter $\lambda$ in case when $C = 1$ and the value of the parameter $\lambda$ is quite small.

3. Discussion

Therefore the whole sample space is split into two regions and in every region the certain hypotheses are accepted. It should be noted that notwithstanding the acceptance of any of composite hypotheses the true value of the parameter $\lambda$ remains unknown. For research purposes in order to avoid difficulties of the analysis when $C$ is not equal to 1, it is possible to consider the auxiliary parametrical hypothesis which claims that the value of parameter $\lambda$ is equal to the value $\lambda_0'$, which is close to $\lambda_0$. This question deserves further more detailed discussion.
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