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Cycle and flow trusses in directed networks
S1 Algorithms to compute trusses

In this section, we describe our algorithm for finding the flow and cycle $k$-trusses in a network. For a network $G$, the sets of nodes and links are denoted by $V(G)$ and $E(G)$, respectively. For a node $v \in V(G)$, we define $N^+_G(v)$ as the set of out-neighbors of $v$, that is, $N^+_G(v) = \{ w \in V(G) \mid vw \in E(G) \}$; we define $\deg^+_G(v)$ as the out-degree of $v$, i.e., $\deg^+_G(v) = |N^+_G(v)|$. Here, for the sake of simplicity, we denote the link from node $u$ to node $v$ by $uv$.

Our algorithm uses a subroutine called COMMONNEIGHBOR (Algorithm 1). This subroutine takes two networks $G$ and $G'$ on the same node set $V$ and two nodes $u, v \in V$, and returns the set of nodes $w$ such that $uw \in E(G)$ and $vw \in E(G')$. This subroutine will be used to enumerate the cycle or flow triangles involving the link $uv$. The algorithm is relatively straightforward: it chooses either $u$ or $v$, enumerates its out-neighbors $w$, and then checks whether $w$ is also an out-neighbor of the other unchosen node. For efficiency, we choose $u$ if $\deg^+_G(u) < \deg^+_G(v)$ and choose $v$ otherwise. Using hash tables for storing out-neighbors of nodes, the time complexity of COMMONNEIGHBOR is bounded by $O\left(\min\{\deg^+_G(u), \deg^+_G(v)\}\right)$.

Algorithm 1

1: procedure COMMONNEIGHBOR($G, G', u, v$) \Comment*{Find all $w$ such that $uw \in E(G)$ and $vw \in E(G')$}
2: \quad $W \leftarrow \emptyset$.
3: \quad if $\deg^+_G(u) < \deg^+_G(v)$ then
4: \quad \quad for $w \in N^+_G(u) \setminus \{v\}$ do
5: \quad \quad \quad if $vw \in E(G')$ then
6: \quad \quad \quad \quad $W \leftarrow W \cup \{w\}$.
7: \quad \quad end if
8: \quad \quad end for
9: \quad else
10: \quad \quad for $w \in N^+_G(v) \setminus \{u\}$ do
11: \quad \quad \quad if $uw \in E(G)$ then
12: \quad \quad \quad \quad $W \leftarrow W \cup \{w\}$.
13: \quad \quad \quad end if
14: \quad \quad end for
15: end if
16: return $W$.
17: end procedure

Now we present our algorithm for enumerating cycle trusses (Algorithm 2). Given a network $G$, it computes cycle $k$-trusses for all $k$ at once.

First, for every link $uv \in E(G)$, we count the number of cycle triangles involving $uv$ and store the number to $c[uv]$ (Line 6). This can be done by calling COMMONNEIGHBOR($G', G, u, v$), where $G'$ is the network obtained from $G$ by reversing the directions of links. This is because if there exists a cycle triangle in $G$ with links $uw, vw$, and $wu$, then $G'$ contains the link $uw$ and $G$ contains the link $vw$. 
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Algorithm 2

1:  procedure CycleTruss($G$) ⊳ Find cycle-trusses in $G$
2:     Let $G'$ be the network obtained from $G$ by reversing the directions of links.
3:     $c[e] ← 0$ for each $e ∈ E(G)$.
4:     $ℓ[e] ← ∞$ for each $e ∈ E(G)$.
5:     for $uv ∈ E(G)$ do
6:         $c[uv] ← |\text{CommonNeighbor}(G', G, u, v)|$. ⊳ Count cycle triangles involving $uv$.
7:     end for
8:     $k ← 0$.
9:     while a link remains do
10:        while there exists a link $uv$ with $c[uv] ≤ k$ do
11:            $ℓ[uv] ← k$.
12:               for $w ∈ \text{CommonNeighbor}(G', G, u, v)$ do
13:                   $c[wu] ← c[wu] − 1$ and $c[wv] ← c[wv] − 1$.
14:               end for
15:            Remove the link $uv$, and update $G$ and $G'$.
16:        end while
17:     $k ← k + 1$.
18: end while
19: end procedure

Next, starting with $k = 0$, as long as the links remain, we perform the following process: As long as there is a link $uv$ such that $c[uv]$ is at most $k$, we set the truss number $ℓ[uv]$ of $uv$ to be $k$ (Line 11), then for each cycle triangle involving the link $uv$, we decrease the count of the other two links (Line 12-14), and finally, we remove the link $uv$ from the network (Line 15). If there is no link with a count of at most $k$, we increment the value of $k$ and repeat the process. Note that, when the process starts for a particular value of $k$, all links have counts of at least $k$, and thus, all these links have truss numbers of at least $k$. On the other hand, when we remove a link in the process for a particular $k$ value, because we have only removed links that cannot be a member of a cycle $(k + 1)$-truss, its truss number is at most $k$. Therefore, each link is assigned with the correct truss number.

The overall time complexity of CycleTruss is dominated by the time complexity of enumerating the cycle triangles. Naively, this can be bounded by

$$\sum_{uv∈E(G)} \deg_+^+(v) = \sum_{v∈V(G)} \deg_G^+(v)^2 = O\left(N^2 \cdot \frac{M}{N}\right) = O(NM),$$

where $N$ and $M$ are the number of nodes and links, respectively, in the input network. In practice, however, the time taken runs is almost linear with $M$ for real networks.

Finally, we explain our algorithm for enumerating flow trusses (Algorithm 3), which simultaneously computes flow $k$-trusses for all $k$ values. Conceptually, FlowTruss is almost the same as CycleTruss. However, for a link $uv$ and a node $w$, there are three types of a flow triangle involved: (i) a flow truss with links $uv$, $wv$, and $uw$, (ii) a flow truss with links $uv$, $wv$, and $uw$, and (iii) a flow truss with links $uv$, $uw$, and $v$. The overall time complexity of FlowTruss is dominated by the time complexity of enumerating the flow triangles. Naively, this can be bounded by

$$\sum_{uv∈E(G)} \deg_+^+(v) = \sum_{v∈V(G)} \deg_G^+(v)^2 = O\left(N^2 \cdot \frac{M}{N}\right) = O(NM),$$

where $N$ and $M$ are the number of nodes and links, respectively, in the input network. In practice, however, the time taken runs is almost linear with $M$ for real networks.
and \( wu \), and (iii) a flow truss with links \( uv, vw, \) and \( wu \). These links can be enumerated by calling \( \text{COMMONNEIGHBOR}(G, G') \), \( \text{COMMONNEIGHBOR}(G', G') \), and \( \text{COMMONNEIGHBOR}(G, G) \), respectively, where \( G' \) is the network obtained from \( G \) by reversing the directions of all links. The other parts of the algorithm and the analysis of time complexity are the same as those of \( \text{CYCLETRUSS} \), and therefore we omit them.

Algorithm 3

1: procedure FlowTruss\((G)\) \( \triangleright \) Find flow-trusses in \( G \)
2: Let \( G' \) be the network obtained from \( G \) by reversing the directions of links.
3: \( c[e] \leftarrow 0 \) for each \( e \in E(G) \).
4: \( \ell[e] \leftarrow \infty \) for each \( e \in E(G) \).
5: for \( uv \in E(G) \) do
6: \( c[uv] \leftarrow |\text{COMMONNEIGHBOR}(G, G', u, v)| \).
7: \( \triangleright \) Count flow triangles with links \( uv, wv, \) and \( uw \) for some \( w \in V(G) \).
8: \( c[uv] \leftarrow c[uv] + |\text{COMMONNEIGHBOR}(G', G', u, v)| \).
9: \( \triangleright \) Count flow triangles with links \( uv, wv, \) and \( wu \) for some \( w \in V(G) \).
10: \( c[uv] \leftarrow c[uv] + |\text{COMMONNEIGHBOR}(G, G, u, v)| \).
11: \( \triangleright \) Count flow triangles with links \( uv, vw, \) and \( uw \) for some \( w \in V(G) \).
12: end for
13: \( k \leftarrow 0 \).
14: while a link remains do
15: \( k \leftarrow k + 1 \).
16: while there exists a link \( uv \) with \( c[uv] \leq k \) do
17: \( \ell[uv] \leftarrow k \).
18: for \( w \in \text{COMMONNEIGHBOR}(G, G', u, v) \) do
19: \( c[wu] \leftarrow c[wu] - 1 \) and \( c[wv] \leftarrow c[wv] - 1 \).
20: end for
21: for \( w \in \text{COMMONNEIGHBOR}(G', G', u, v) \) do
22: \( c[wu] \leftarrow c[wu] - 1 \) and \( c[wv] \leftarrow c[wv] - 1 \).
23: end for
24: for \( w \in \text{COMMONNEIGHBOR}(G, G, u, v) \) do
25: \( c[wu] \leftarrow c[wu] - 1 \) and \( c[wv] \leftarrow c[wv] - 1 \).
26: end for
27: Remove the link \( uv \), and update \( G \) and \( G' \).
28: end while
29: end while
30: end procedure

S2 Data sources

The network data sets used in the present study were downloaded from the following websites.
The airport, communication, following, and software networks: http://konect.uni-koblenz.de/

the USairport500 network: http://toreopsahl.com/datasets/#usairports

The circuit networks and the word networks: http://www.weizmann.ac.il/mcb/UriAlon/download/collection-complex-networks

The allcites network (the U.S. supreme court citation network): http://fowler.ucsd.edu/judicial.htm

The cit-HepPh, cit-HepTh, social, slashdot-0902, twitter_combined, wiki-Vote, P2P, and the web networks: http://snap.stanford.edu/data/

The food webs and the Edinburgh Associative Thesaurus: http://vlado.fmf.uni-lj.si/pub/networks/data/

The gene regulatory networks; http://info.gersteinlab.org/Hierarchy

The Caenorhabditis elegans (C. elegans) neural network: http://www.wormatlas.org/neuronalwiring.html

The brain connectivity networks: https://sites.google.com/site/bctnet/datasets

The mac95 network: http://www.biological-networks.org/?page_id=25

The polblog network (the hyperlink network between weblogs on US politics): http://www-personal.umich.edu/~mejn/netdata/

The metabolic networks were based on those used in Ref. [1] and the network data were given by Kazuhiro Takemoto through personal communication. Any additional information from links, such as the weight, sign, or time stamp, were discarded from the network data. We also removed the self-loops and multiple links to make the networks simple.

The basic statistics of the truss structure for empirical networks obtained from 12 different fields are summarized in Tables. S1 and S2. Except for $k_c^{f_{\text{max}}}$ for the circuit networks and a few examples, almost all $k_c^{f_{\text{max}}}$ and $k_f^{f_{\text{max}}}$ are nontrivial. Additionally, the $k_c^{f_{\text{max}}}$ and $k_f^{f_{\text{max}}}$ values do not necessarily increase with the number of cycle and flow triangles. This result implies that the trusses can indicate the information regarding the module structure, irrespective of the count of these triangles.
Table S1: Statistics of the empirical network used in this study. $N$ and $M$: the number of nodes and links. $k_{\text{max}}^c$ and $k_{\text{max}}^f$: the maximum cycle and flow truss numbers. $C$: the average clustering coefficient after discarding the link direction. $T^c$ and $T^f$: the number of the cycle and flow triangles. $p$: the reciprocity of a network defined by the double of the total number of bidirectionally adjacent pairs divided by the total number of links.

| name                  | $N$   | $M$   | $k_{\text{max}}^c$ | $k_{\text{max}}^f$ | $C$     | $T^c$  | $T^f$  | $p$    |
|-----------------------|-------|-------|--------------------|--------------------|---------|--------|--------|--------|
| airport               |       |       |                    |                    |         |        |        |        |
| openflights [2]       | 2939  | 30501 | 21                 | 63                 | 0.255   | 72631  | 72803  | 0.972  |
| USAirport500 [3]      | 500   | 5960  | 25                 | 75                 | 0.351   | 18424  | 18424  | 1      |
| USAirport_2010 [4]    | 1574  | 28236 | 54                 | 163                | 0.384   | 220832 | 243384 | 0.781  |
| circuit               |       |       |                    |                    |         |        |        |        |
| s208_st [5]           | 122   | 189   | 1                  | 0                  | 0.057   | 10     | 0      | 0      |
| s420_st [5]           | 252   | 399   | 1                  | 0                  | 0.052   | 20     | 0      | 0      |
| s838_st [5]           | 512   | 819   | 1                  | 0                  | 0.048   | 40     | 0      | 0      |
| citation              |       |       |                    |                    |         |        |        |        |
| allcites [6, 7]       | 25417 | 216738| 1                  | 13                 | 0.126   | 49     | 385667 | 0.003  |
| cit-HepPh [8, 9]      | 34546 | 421534| 1                  | 23                 | 0.146   | 506    | 1276803| 0.003  |
| cit-HepTh [8, 9]      | 27769 | 352768| 3                  | 28                 | 0.120   | 522    | 1478675| 0.003  |
| communication         |       |       |                    |                    |         |        |        |        |
| email-EuAll [10]      | 265009| 418956| 12                 | 39                 | 0.004   | 134844 | 266308 | 0.260  |
| enron [11]            | 86978 | 320154| 13                 | 50                 | 0.072   | 255012 | 1171455| 0.142  |
| munmun_digg_reply [12]| 30360 | 85247 | 1                  | 2                  | 0.006   | 286    | 4028   | 0.002  |
| opslash-ucsocial [13] | 1899  | 20296 | 3                  | 10                 | 0.057   | 8441   | 14253  | 0.636  |
| radoslaw_email [14]   | 168   | 11544 | 62                 | 189                | 0.825   | 176867 | 203312 | 0.803  |
| slashdot-threads [15] | 51083 | 130370| 2                  | 5                  | 0.006   | 4320   | 18175  | 0.212  |
| wiki-Talk [16]        | 2394385| 5021410| 28                | 91                 | 0.002   | 4302222| 9031616| 0.144  |
| following             |       |       |                    |                    |         |        |        |        |
| munmun_twitter_social [17]| 465017| 834797| 1                  | 4                  | 0.001   | 119    | 38375  | 0.003  |
| polblogs [18]         | 1224  | 19022 | 9                  | 32                 | 0.226   | 18481  | 100562 | 0.243  |
| soc-Epinions1 [19]    | 75879 | 508837| 18                 | 60                 | 0.066   | 580213 | 1616825| 0.405  |
| soc-Slashdot0902 [20] | 82168 | 870161| 33                 | 99                 | 0.024   | 493487 | 602500 | 0.841  |
| twitter_combined [21] | 81306 | 1768135| 41                | 139                | 0.171   | 5118668| 13059341| 0.482  |
| wiki-Vote [22, 23]    | 7115  | 103689| 6                  | 25                 | 0.126   | 41856  | 601594 | 0.056  |
Table S2: Statistics of the empirical network used in this study. See the caption of table S1 for the descriptions of the quantities.

| name              | $N$  | $M$  | $k^c_{\text{max}}$ | $k^i_{\text{max}}$ | $C$  | $T^c$ | $T^i$ | $p$   |
|-------------------|------|------|--------------------|--------------------|------|-------|-------|-------|
| food web          |      |      |                    |                    |      |       |       |       |
| Chesapeake [24]   | 39   | 176  | 1                  | 3                  | 0.284| 14    | 194   | 0.068 |
| ChesLower [25]    | 37   | 177  | 1                  | 4                  | 0.353| 24    | 241   | 0.113 |
| ChesMiddle [25]   | 37   | 207  | 1                  | 6                  | 0.432| 38    | 383   | 0.087 |
| ChesUpper [25]    | 37   | 214  | 1                  | 5                  | 0.420| 44    | 393   | 0.140 |
| CrystalC [26, 27] | 24   | 125  | 1                  | 5                  | 0.493| 41    | 209   | 0.176 |
| CrystalD [26, 27] | 24   | 99   | 1                  | 4                  | 0.394| 24    | 127   | 0.141 |
| Everglades [28]   | 69   | 911  | 2                  | 10                 | 0.470| 536   | 4344  | 0.068 |
| Florida [29]      | 128  | 2106 | 1                  | 9                  | 0.312| 357   | 8367  | 0.029 |
| Maspalomas [30]   | 24   | 82   | 1                  | 2                  | 0.318| 9     | 59    | 0.122 |
| Michigan [31]     | 39   | 218  | 1                  | 4                  | 0.335| 52    | 332   | 0.083 |
| Mondego [32]      | 46   | 392  | 1                  | 9                  | 0.491| 224   | 1185  | 0.173 |
| Narrang [33]      | 35   | 218  | 1                  | 5                  | 0.443| 69    | 446   | 0.128 |
| Rhode [34]        | 19   | 53   | 0                  | 2                  | 0.255| 0     | 22    | 0.302 |
| StMarks [35]      | 54   | 353  | 1                  | 5                  | 0.333| 15    | 650   | 0.017 |
| gene              |      |      |                    |                    |      |       |       |       |
| Hs_T [36]         | 3107 | 6873 | 1                  | 5                  | 0.008| 46    | 2690  | 0.010 |
| Mm_T [36]         | 1192 | 2393 | 1                  | 2                  | 0.009| 1     | 206   | 0     |
| Mt_T [36]         | 755  | 887  | 0                  | 2                  | 0.005| 0     | 49    | 0.007 |
| Rr_T [36]         | 533  | 1089 | 0                  | 1                  | 0.012| 0     | 102   | 0.006 |
| MacQ71 [41]       | 94   | 2390 | 15                 | 47                 | 0.793| 9145  | 13802 | 0.732 |
| P2P               |      |      |                    |                    |      |       |       |       |
| p2p-Gnutella04 [10, 37] | 10876 | 39994 | 1                  | 2                  | 0.005| 33    | 901   | 0     |
| p2p-Gnutella31 [10, 37] | 62586 | 147892 | 1                  | 2                  | 0.004| 57    | 1967  | 0     |
| neural            |      |      |                    |                    |      |       |       |       |
| cat [38]          | 95   | 2126 | 8                  | 25                 | 0.489| 5367  | 5929  | 0.899 |
| cElegans_neural [39] | 279   | 2990 | 3                  | 9                  | 0.214| 1414  | 4408  | 0.470 |
| fve32 [40]        | 32   | 315  | 4                  | 13                 | 0.581| 380   | 486   | 0.768 |
| macaque71 [41]    | 71   | 746  | 4                  | 12                 | 0.442| 813   | 957   | 0.826 |
| macq95 [42, 43]   | 94   | 2390 | 15                 | 47                 | 0.793| 9145  | 13802 | 0.732 |
| software          |      |      |                    |                    |      |       |       |       |
| subelj-jdk [44]   | 6434 | 53892| 2                  | 16                 | 0.011| 288   | 19478 | 0.009 |
| subelj_jung-j [44] | 6210  | 50535| 4                  | 16                 | 0.011| 300   | 182009| 0.010 |
| web               |      |      |                    |                    |      |       |       |       |
| web-BerkStan [20] | 685224 | 7600545 | 161                | 483                | 0.007| 7426999| 64666756| 0.250 |
| web-Google [20]   | 875713 | 5105039 | 31                | 93                | 0.055| 2486567| 13357485| 0.307 |
| web-NotreDame [45] | 325729 | 1469679 | 148               | 444               | 0.088| 6936636| 8900531| 0.517 |
| web-Stanford [20] | 281903 | 2312497 | 40                | 120               | 0.009| 689426 | 11320457| 0.277 |
| word              |      |      |                    |                    |      |       |       |       |
| darwinbookinter_st [46] | 7381  | 46281 | 7                  | 22                | 0.036| 63392 | 144954 | 0.090 |
| EAT [47]          | 23132 | 311758 | 2               | 8                | 0.040| 49884 | 395238 | 0.094 |
| frenchbookinter_st [46] | 8325  | 24295 | 3               | 7                | 0.012| 6543  | 15834  | 0.037 |
| japbookinter_st [46] | 2704  | 8300  | 3              | 9                | 0.030| 3194  | 7320   | 0.073 |
| lasagne-spanishbook [44] | 12643 | 57451 | 5               | 21               | 0.009| 47110 | 110228 | 0.085 |
| lasagne-yahoo [44] | 654260 | 2931706 | 1             | 1                | 5.2 × 10⁻⁶ | 4    | 67256  | 5.5 × 10⁻⁶ |
| spanishbookinter_st [46] | 11586 | 45129 | 5              | 21               | 0.017| 40868 | 97112  | 0.091 |
Figure S1: Scatter plot of the values of the first principal component of $\left( D^c, D^d \right)$ and the clustering coefficient for various networks. The clustering coefficient is calculated with regarding networks as undirected. The points corresponding to the ten networks with the largest values of the principal component are indicated with the names of networks. The $r$ value is the Pearson correlation coefficient.
Figure S2: Scatter plot of $D^c$ and $D^f$ for the food web networks. The randomization method of networks [48] that retains the number of the cycle triangles and that of the flow triangles is applied.
Figure S3: Histogram of the $R$ measure for the metabolic networks. The measure $R$ quantifies the overlap between the set of links with the largest $k^c$ values and that with the largest $k^f$ values.
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