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Abstract

We study doubly-periodic monopoles, also called monopole walls, determining their spectral data and computing the dimensions of their moduli spaces. Using spectral data we identify the moduli, and compare our results with a perturbative analysis. We also identify an $SL(2,\mathbb{Z})$ action on monopole walls, in which the $S$ transformation corresponds to the Nahm transform.
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1 Introduction and Motivation

The classical dynamics of monopoles was found to be intimately related to quantum gauge theories in three [1, 2, 3] and four [4] dimensions. For example, the moduli space of \( n \) Bogomolny-Prasad-Sommerfield (BPS) monopoles with the gauge group \( SU(2) \) is identified with the moduli space of vacua of the three-dimensional \( SU(n) \) Yang-Mills theory with eight supercharges [1]. The moduli space of \( n \) periodic \( SU(2) \) BPS monopoles, on the other hand, is isometric to the space of vacua of the \( SU(n) \) Seiberg-Witten theory on \( \mathbb{R}^3 \times S^1 \). In this paper we pursue this line of thought, and explore BPS monopoles with two periodic directions. Such monopoles are also referred to as doubly-periodic monopoles or as monopole walls. We use these two names interchangeably in this paper.

Monopole walls may be viewed as domain walls separating two constant magnetic field phases, and in that context are linked to monopole bags [5], which have been the subject of several recent studies [6, 7, 8, 9, 10]. The walls which occur as the surface of monopole bags tend to have (approximate) hexagonal symmetry, whereas in this paper we use square symmetry, for simplicity. However, our analysis should extend to the hexagonal case.

Doubly-periodic monopoles are also related to quantum gauge theories via a chain of string theory dualities. Before we outline these dualities in Section 2, let us define the doubly-periodic monopole problem we consider.

1.1 Monopole Wall

A doubly-periodic BPS monopole is a hermitian bundle \( E \to T^2 \times \mathbb{R} \) with a connection one-form \( A \) and an endomorphism \( \Phi \) called the Higgs field. The pair \((A, \Phi)\) satisfies the Bogomolny equation

\[
\ast D_A \Phi = -F,
\]

where the covariant differential \( D_A \) is defined by \( D_A \Phi = d \Phi + [A, \Phi] \), and the curvature of the connection is \( F = dA + A \wedge A \). We introduce affine coordinates \( x^1 = x \) and \( x^2 = y \) on the torus \( T^2 = \mathbb{R}^2/\mathbb{Z}^2 \), each having period 1, and a coordinate \( x^3 = z \) on \( \mathbb{R} \). A priori, the gauge group is \( U(n) \), so that in any given trivialization \( A \) is a one-form and \( \Phi \) is a function on an open chart of \( T^2 \times \mathbb{R} \), each valued in antihermitian \( n \times n \) matrices. For \( U(1) \) monopoles, rather than working with pure-imaginary fields, we let \( \Phi = i \phi \) and \( A = i a = i(a_x dx + a_y dy + a_z dz) \), so that \( \phi \) and \( a \) are real-valued. The energy density of a monopole wall is

\[
E = -\frac{1}{2} \text{tr} [(D_3 \Phi)^2 + (B_j)^2] = -\frac{1}{2} \Delta |\Phi|^2.
\]

We also discuss \( SU(n) \) monopole walls, so that \( A \) and \( \Phi \) are traceless, and \( E \) is a vector bundle with \( SU(n) \) structure group. Note that the tracefree part of a \( U(n) \) monopole
defines a monopole with gauge group $U(n)/U(1) = SU(n)/\mathbb{Z}_n$, which is not the same as an $SU(n)$ monopole \[4\]. For example, the tracefree part of a $U(2)$ monopole is an $SO(3)$ monopole, and in the periodic case this may or may not be an $SU(2)$ monopole.

1.1.1 Asymptotic Conditions

It is important to specify the boundary conditions as $|z| \to \infty$. Before we do so, let us consider some simple abelian solutions of the Bogomolny equation. If $E$ is a line bundle, then the gauge group is $U(1)$ and Eq. (1) is linear. It implies that $\Phi$ is a harmonic function on $T^2 \times \mathbb{R}$. One such possible function is linear, leading to a constant-energy solution:

$$\phi = 2\pi Qz + M, \quad a = 2\pi (Qy dx - p dx - q dy).$$ (2)

For $A$ to be a connection, $Q$ has to be an integer equal to the Chern class of the bundle on the torus. The parameters $(M, p, q)$ are real constants, with $p, q \in [0, 1)$.

While the former solution (2) has constant energy density, the latter solution (3) has energy density $E = 4\pi^2 \left(m_1^2 \sin^2(2\pi m_2 y) + m_2^2 \sin(2\pi x)\right) \exp(4\pi m_{12} z)$ growing exponentially at infinity. In order to have some control over the solutions and their moduli, we model our asymptotic conditions on the constant-energy solution, permitting at most linear growth of the Higgs field at infinity.

We assume that asymptotically the eigenvalues of the $U(n)$ Higgs field $\Phi$ are

$$\text{EigVal } \Phi = \{2\pi i (Q_{\pm,l} z + M_{\pm,l}) + o(1/z) \mid l = 1, \ldots, n\},$$ (4)

where $Q_{\pm,l}$ and $M_{\pm,l}$ are real constants. We call $Q_{\pm,l}$ monopole-wall charges; in fact, they are rational numbers. Given (4) for large $|z|$, the vector bundle $E$ splits into eigenbundles of $\Phi$. If there are $f_{\pm}$ distinct charge values $Q_{\pm,j}$ as $z \to \pm\infty$, with $j = 1, \ldots, f_{\pm}$; then as $z \to \pm\infty$ we have $E|_z = \bigoplus_{j=1}^{f_{\pm}} E_{\pm,j}$; and the Chern number of $E_{\pm,j}$ is

$$\int_{T_z} c_1(E_{\pm,j}) = \frac{i}{2\pi} \int_{T_z} \text{tr } F_{\pm,j} = -\frac{i}{2\pi} \int_{T_z} \text{tr } * D\Phi_{\pm,j} = \text{rk}(E_{\pm,j}) Q_{\pm,j}.$$ (5)
Since the Chern number is an integer, \( Q_{\pm j} \) has to be rational, with \( \text{rk}(E_{\pm j}) \) divisible by the denominator of \( Q_{\pm j} \):

\[
Q_{\pm j} = \frac{\alpha_{\pm j}}{\beta_{\pm j}}, \quad \text{rk}(E_{\pm j}) = r_{\pm j}\beta_{\pm j}.
\]  

(6)

Thus in the set \( \{Q_{+l} \mid l = 1, \ldots, n\} \) a given value \( Q_{+j} \) appears \( r_{+j} \) times, and analogously the set \( \{Q_{-l} \mid l = 1, \ldots, n\} \) contains a value \( Q_{-j} \) exactly \( r_{-j} \) times.

Including the subleading behaviour of the eigenvalues of \( \Phi \) allows one to potentially further split \( E_{\pm e} \) into \( r_{\pm e} \) subbundles \( E_{\pm j} = E_{\pm j}^1 \oplus E_{\pm j}^2 \oplus \ldots \oplus E_{\pm j}^{r_{\pm j}} \), each with Chern number \( c_1(E_{\pm j}^\nu) = \alpha_{\pm j} \), and with the corresponding eigenvalue of the Higgs field \( \Phi \) being \( 2\pi i (Q_{\pm j} z + M_{\pm j}^\nu) + o(1/z) \) with \( \nu = 1, 2, \ldots, r_{\pm j} \). Some of the values \( M_{\pm j}^\nu \) can coincide, but generically they are distinct.

In addition to the behaviour of the Higgs field \( \Phi \), we also fix the eigenvalues \( e^{2\pi i p_{\pm j,l}} \) of the asymptotic holonomy around the \( x \)-direction at \( y = 0 \), in a gauge in which the components of \( A \) are \( x \)-periodic; and the eigenvalues \( e^{2\pi i q_{\pm j,l}} \) of the asymptotic holonomy around the \( y \)-direction at \( x = 0 \), in a gauge in which the components of \( A \) are \( y \)-periodic. Similarly to the way of labeling \( M \) as \( M_{\pm l} \) with \( l = 1, \ldots, n \), or labelling the same values as \( M_{\pm j}^\nu \) with \( j = 1, \ldots, f_{\pm} \) and \( \nu = 1, \ldots, r_{\pm j} \), we label the holonomy parameters as \( p_{\pm l} \) and \( q_{\pm l} \) or as \( p_{\pm j}^\nu \) and \( q_{\pm j}^\nu \) with \( j = 1, \ldots, f_{\pm} \) and \( \nu = 1, \ldots, r_{\pm e} \). (Notice the subscript comma signifying the difference in labelling.)

### 1.1.2 Singularities

One might limit the scope to considering monopoles with the above boundary conditions that are completely smooth in the interior. Here, however, we would like to allow for Dirac-type singularities; this allows us to have a wider variety of interesting moduli spaces, and leads to a complete picture of the Nahm transform.

To begin with, let us consider an example of a basic Dirac monopole wall. Its charges are \( Q_- = 0 \) and \( Q_+ = 1 \), and the fields are

\[
\phi = \phi_0 + \pi z - \frac{1}{2r} + \frac{1}{2} \sum_{j,k \in \mathbb{Z}} \left[ \frac{1}{e_{jk}} - \frac{1}{r_{jk}} \right], \quad (7)
\]

\[
a_+ = \frac{1}{2} \sum_{j,k \in \mathbb{Z}} (y - k)x + (j - x)dy \quad \text{for } z \geq 0,
\] 

\[
a_- = \frac{1}{2} \sum_{j,k \in \mathbb{Z}} (y - k)x + (j - x)dy \quad \text{for } z < 0.
\] 

Here \( \phi_0 \) is a constant, \( r = (x, y, z) \) and \( r = |r| \), \( e_{jk} = (j, k, 0) \) and \( e_{jk} = |e_{jk}| \), \( r_{jk} = |r - e_{jk}| \), and the \( j = k = 0 \) term is excluded from the double sum in (7). The extra linear terms are
chosen to ensure that the field behaves like the constant-energy field (2) as \( z \to \pm \infty \). The gauge potentials \( a_+ \) and \( a_- \) are related by a gauge transformation (singular at \( x = y = 0 \)) across \( z = 0 \). The series in Eq. (7) gives a much studied doubly-periodic Green’s function. It is converging very slowly, however, a number of fast converging representations for it can be found in the literature. See for example [11] for exponentially fast converging representations of \( \phi \) and for the value of \( \phi_0 \) that ensures that \( \phi \to 0 \) as \( z \to -\infty \).

Of course one can superimpose a number of such walls, for example a 2-pole wall with negative singularities at \( r = r_{-1} \) and \( r = r_{-2} \), having \( Q_- = -1 \) and \( Q_+ = +1 \), and \( \phi \) of the form

\[
\phi = \phi_0 - \frac{1}{2|\mathbf{r} - \mathbf{r}_{-1}|} - \frac{1}{2|\mathbf{r} - \mathbf{r}_{-2}|} + \frac{1}{2} \sum_{j,k \in \mathbb{Z}} \left[ \frac{2}{\epsilon_{jk}} - \frac{1}{|\mathbf{r} - \mathbf{r}_{-1} - \mathbf{e}_{jk}|} - \frac{1}{|\mathbf{r} - \mathbf{r}_{-2} - \mathbf{e}_{jk}|} \right],
\]

with analogous expressions for the gauge potential.

For a general \( U(n) \) monopole wall, we allow prescribed Dirac singularities. At some predetermined positions \( \mathbf{r}_{+,\nu} \) for positive and \( \mathbf{r}_{-,\nu} \) for negative singularities, we permit the Higgs field to diverge respectively as

\[
\Phi = i \left( \begin{array}{cc}
\frac{-1}{2|\mathbf{r} - \mathbf{r}_{+,\nu}|} & 0_{1 \times (n-1)} \\
0_{(n-1) \times 1} & 0_{(n-1) \times (n-1)}
\end{array} \right) + O(|\mathbf{r} - \mathbf{r}_{+,\nu}|),
\]

\[
\Phi = i \left( \begin{array}{cc}
\frac{1}{2|\mathbf{r} - \mathbf{r}_{-,\nu}|} & 0_{1 \times (n-1)} \\
0_{(n-1) \times 1} & 0_{(n-1) \times (n-1)}
\end{array} \right) + O(|\mathbf{r} - \mathbf{r}_{-,\nu}|).
\]

### 1.2 Moduli and Parameters

For any set of asymptotic data \((Q_\pm, M_\pm, p_\pm, q_\pm)\) and positions of Dirac singularities \( \mathbf{r}_\pm \), the space of all solutions satisfying these conditions (whenever it is nonempty) forms a moduli space \( \mathcal{M} \) or \( \mathcal{M}_{Q,M,p,q,r} \) with a hyperkähler metric. In this paper, we compute the dimension of \( \mathcal{M} \) and introduce two sets of natural coordinates on it. We also establish an isometric action of the modular group \( \text{PSL}(2, \mathbb{Z}) \) on the set of all monopole-wall moduli spaces.

From the point of view of the moduli space \( \mathcal{M} = \mathcal{M}_{Q,M,p,q,r} \) itself, the parameters \( Q_\pm, M_\pm, p_\pm, q_\pm \) and \( \mathbf{r}_\pm \) appearing in the monopole boundary conditions determine its geometry: for example the sizes of compact cycles and the asymptotic form of the metric. We would like to distinguish essential parameters from superficial parameters. Variation of superficial parameters does not influence the geometry of the moduli space \( \mathcal{M}_{Q,M,p,q} \),

---

\(^1\)We note here that this group is not the mapping class group of the torus of the base space \( T^2 \times \mathbb{R} \).
while any variation of the remaining, essential, parameters does. For example shifting the Higgs field by a constant $C$ amounts to $M_\pm \mapsto M_\pm + C$; this does not change the moduli space and is, therefore, superficial. Another example is a translation of the solution in the $z$-direction: it produces the change $M_\pm \mapsto M_\pm + CQ_\pm$ and also is superficial.

The asymptotic parameters are constrained by relations. A simple example is provided by Dirac monopole walls, such as in Eqs. (7,8,9) or Eq. (10), the examples of $U(1)$ 1- and 2-pole monopole walls. A $U(1)$ $r_0$-pole monopole wall field depends on $3r_0 + 3$ parameters, of which $3r_0$ correspond to the location of the poles. The remaining three are asymptotic data as $z \to \infty$: namely $(M_+, p_+, q_+)$, where $M_+$ is defined in (4), $p_+ \in [0, 1)$ corresponds to the holonomy of the gauge field in the $x$-direction at $y = 0$ as $z \to \infty$, and $q_+ \in [0, 1)$ similarly corresponds to the holonomy in the $y$-direction at $x = 0$. (The analogous parameters $(M_-, p_-, q_-)$ as $z \to -\infty$ are determined in terms of these $3r_0 + 3$ ones.) In general, one can have $r_{+0} \geq 0$ positive poles and $r_{-0} \geq 0$ negative poles, with $r_0 = r_{+0} + r_{-0}$ being the total number of singularities. The four integers $r_{\pm0}$, $Q_\pm$ are related by $Q_+ - Q_- = r_{-0} - r_{+0}$.

The three examples above – the constant energy solution (2) and 1- and 2-pole Dirac walls – total number of singularities. The four integers $r_0$ can have $r_0 \geq 0$ positive poles and $r_0 \geq 0$ negative poles, with $r_0 = r_{+0} + r_{-0}$ being the total number of singularities. The four integers $r_{\pm0}$, $Q_\pm$ are related by $Q_+ - Q_- = r_{-0} - r_{+0}$.

Let us list all of the charges in the following manner:

$$(Q_t) = (Q_{-1}, Q_{-2}, \ldots, Q_{-n}, Q_{+1}, Q_{+2}, \ldots, Q_{+n}),$$

with $Q_{-1} \geq Q_{-2} \geq \ldots \geq Q_{-n}$ and $Q_{+1} \geq Q_{+2} \geq \ldots \geq Q_{+n}$. Here the index $t$ ranges from 1 to $2n$. In the following we establish that the asymptotic and singularity conditions have to satisfy

$$\sum_{j=1}^{f_+} r_{-j} \beta_{-j} = \sum_{j=1}^{f_-} r_{+j} \beta_{+j} = n, \quad r_{-0} + \sum_{j=1}^{f_-} r_{-j} \alpha_{-j} = r_{+0} + \sum_{j=1}^{f_+} r_{+j} \alpha_{+j},$$

$$\sum_{\nu=1}^{r_+} z_{+\nu} - \sum_{\nu=1}^{r_-} z_{-\nu} = \sum_{l=1}^{n} M_{+,l} - \sum_{l=1}^{n} M_{-,l},$$

$$\sum_{\nu=1}^{r_+} \sum_{l=1}^{n} \pm y_{+\nu,l} + \sum_{l=1}^{n} \pm p_{\pm,l} + \frac{1}{2} \sum_{l_1, l_2=1}^{2n} (Q_{t_{l_1}} - Q_{t_{l_2}}) \in \mathbb{Z},$$

$$\sum_{\nu=1}^{r_+} \sum_{l=1}^{n} \pm x_{+\nu,l} + \sum_{l=1}^{n} \pm q_{\pm,l} + \frac{1}{2} \sum_{l_1, l_2=1}^{2n} (Q_{t_{l_1}} - Q_{t_{l_2}}) \in \mathbb{Z}.$$
Another significant question is establishing criteria for when two spaces $M_{Q_1,M_1,p_1,q_1,r_1}$ and $M_{Q_2,M_2,p_2,q_2,r_2}$ are isometric. For example, we shall describe an action of $SL(2,\mathbb{Z})$ on $(Q,M,p,q)$ that identifies such isometric moduli spaces. Moreover, this $SL(2,\mathbb{Z})$ group acts on the monopole walls, as one might expect, mapping one solution to another up to a gauge transformation. In particular, the element $S = \left( \begin{smallmatrix} 0 & -1 \\ 1 & 0 \end{smallmatrix} \right) \in SL(2,\mathbb{Z})$ is the Nahm transform. The action of a general element $g = \left( \begin{smallmatrix} a & b \\ c & d \end{smallmatrix} \right)$, $ad - bc = 1$, is

$$g : (Q,M,p,q) \mapsto \left( \frac{aQ + b}{cQ + d}, \frac{M}{cQ + d}, \frac{p}{cQ + d}, \frac{q}{cQ + d} \right).$$  \hspace{1cm} (18)$$

We expect the moduli spaces of monopole walls to be of ALH type, i.e. the asymptotic volume growth of a ball of geodesic radius $R$ in a $4k$-dimensional moduli space is slower than $R^{2k}$. We defer the study of their geometry, and focus here on the question of dimension of the monopole-wall moduli spaces and the action of the modular group on them. We find that the most illuminating approach to all these questions is via the spectral description of monopole walls of Section 3. Before focussing on the problem at hand, let us first discuss its relation to gauge and string theory.

## 2 String Theory Dualities

String theory was instrumental in identifying monopoles with vacua of quantum gauge theory \cite{2}. A configuration of $k$ SU(2) BPS monopoles can be realized \cite{12} by suspending $k$ D-branes between a pair of parallel D-branes of two dimensions higher. In our case, we consider $k$ D3-branes between a pair of parallel D5-branes \cite{12, 2}. The effective theory on the pair of the D5-branes is the U(2) Yang-Mills, and the existence of the suspended D3-branes implies the presence of a monopole charge equal to $k$. As the brane configuration respects eight real supercharges, the Yang-Mills configuration is BPS and satisfies the Bogomolny equation. The equivalent description of the S-dual configuration \cite{2, 3} in terms of the theory on the D3-branes is via the supersymmetric quantum gauge theory in three dimensions, or its refinement — four-dimensional theory with impurities \cite{13}. In this interpretation, it is a vacuum of such a theory that corresponds to a monopole solution.

Let us now identify a similar brane configuration that describes monopoles that are doubly-periodic. Various string theory dualities allow us to relate it to quantum gauge theories and to the M theory five-brane on a spectral curve. Table 1 presents the schematic relation between the various string and M-theory configurations we describe below.

---

2To be exact, it is a reflection of $y$ and $z$ coordinates followed by the Nahm transform that is the $S$ element of $SL(2,\mathbb{Z})$. 

1. For our purposes, we begin by considering Type IIB string theory in a space-time with two periodic directions, say the fourth and fifth. We place a pair of D5-branes with $\mathbb{R}^{1,2} \times \mathbb{R} \times S^1_4 \times S^1_5$ world-volumes separated along the sixth direction; then we suspend $k$ parallel D3-branes on an interval $I_6$ in the sixth direction between them, so that D3-branes’ world-volumes are $\mathbb{R}^{1,2} \times I_6$. This brane configuration preserves eight supersymmetries, and thus its effective description in terms of the SU(2) gauge theory on the D5-branes is a BPS configuration, namely a BPS monopole on $\mathbb{R} \times S^1_4 \times S^1_5$.

There are a number of string dualities that can be applied to this configuration, each

\begin{table}[h!]
\centering
\begin{tabular}{c|ccccccccc}
IIB & 0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
2 D5 & x & x & x & x & x &  &  &  &  &  \\
k D3 & x & x & x &  &  &  &  &  &  &  \\
\hline
IIA & 0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
2 D4 & x & x & x & x &  &  &  &  &  &  \\
k D4 & x & x & x &  &  &  &  &  &  &  \\
\hline
IIB & 0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
2 D3 & x & x & x & x &  &  &  &  &  &  \\
k D5 & x & x & x & x & x &  &  &  &  &  \\
\hline
IIB & 0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
2 D5 & x & x & x & x & x &  &  &  &  &  \\
k NS5 & x & x & x & x & x &  &  &  &  &  \\
\hline
IIB & 0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
2 D5 & x & x & x & x & x &  &  &  &  &  \\
k NS5 & x & x & x & x & x &  &  &  &  &  \\
\hline
\end{tabular}
\caption{A circle of string theory dualities.}
\end{table}

\begin{itemize}
\item $S^1_4$ and $S^1_5$ denote circles in directions 4 and 5 respectively.
\end{itemize}
producing a new interesting object dual to the $k$ doubly-periodic monopole configuration. Let us explore some of these.

2. T-duality in the fifth direction produces a system of intersecting D4-branes: two of the D4-branes’ world-volumes are $\mathbb{R}^{1,2} \times \mathbb{R} \times S^1_4$; and $k$ of the D4-branes, are $\mathbb{R}^{1,2} \times S^1_5 \times I_6$. For a generic monopole wall these two sets of D4-branes fuse into a single four-brane with worldvolume $\mathbb{R}^{1,2} \times \Sigma_5$, with the curve $\Sigma_5 \subset \mathbb{C}^*_4 \times \mathbb{C}^*_6$ covering $\mathbb{C}^*_4 = \mathbb{R} \times S^1_4$ twice and $\mathbb{C}^*_6 = \mathbb{R}_6 \times S^1_5$ $k$ times.\footnote{\textcolor{red}{The effects of brane bending that promote $I_6$ to $\mathbb{R}_6$ here and in the following are explained in detail in \cite{14}.}}

Compared to this brane configuration, the periodic monopoles studied in \cite{11} had the fourth direction noncompact, and that configuration was described (in terms of the theory on the $k$ parallel D4-branes) as a rank-$k$ Hitchin system. Now, this brane configuration can roughly be viewed as a Hitchin system with “a gauge-group-valued Higgs field” or as a loop-group Hitchin system.

3. Next, applying subsequent T-duality in the fourth direction we have two D3-branes with world-volumes $\mathbb{R}^{1,2} \times \mathbb{R}$ and $k$ D5-branes stretching along $\mathbb{R}^{1,2} \times S^1_4 \times S^1_6 \times \mathbb{R}_6$. From the point of view of the theory on the D5-branes, this is a configuration of two monopoles in $U(k)$ gauge theory. We interpret it as the Nahm transform of the original $k$-monopole configuration.

4. Now we follow a different path of dualities. Starting back from the initial configuration 1, we apply S-duality followed by T-duality in the fifth direction. The resulting Type IIA brane configuration consists of two NS5-branes with world-volumes $\mathbb{R}^{1,2} \times \mathbb{R} \times S^1_4 \times S^1_5$ and $k$ D4-branes along $\mathbb{R}^{1,2} \times S^1_5 \times \mathbb{R}_6$. The main reason this configuration is useful is that it is directly related to an M-theory configuration (see item 7 below) with a single M5-brane on a curve $\Sigma_M$. This curve will play central role in the following discussion, and in our forthcoming computation of the asymptotic metric on the monopole moduli space. We shall return to this configuration at the end of this section.

5. Applying T-duality along the fourth direction to our last configuration, we have two NS5-branes of the form $\mathbb{R}^{1,2} \times \mathbb{R} \times S^1_4 \times S^1_5$ and $k$ D5-branes along $\mathbb{R}^{1,2} \times S^1_5 \times S^1_6 \times I_6$. The effective low-energy theory on the D5-branes is the five-dimensional quantum gauge theory with the $U(k)$ gauge group and space-time $\mathbb{R}^{1,2} \times S^1_4 \times S^1_5$. In a way, in far infrared this is a three-dimensional super-Yang-Mills theory with $\mathcal{N} = 4$. (The remnant of the two compact directions is that the expectation values of two of the

\footnote{\textcolor{red}{In fact $\Sigma_M = \Sigma_5$, as explained in item 7.}}
Higgs fields of the three-dimensional effective theory are the vacuum expectation values of the holonomies along the two periodic directions of the original five-dimensional theory. These two holonomies and the dual photon constitute periodic directions in the moduli space. Thus $3k$ out of $4k$ directions are expected to be periodic. This is the reason to expect an ALH-type moduli space. This configuration identifies the initial monopole wall with a vacuum of a five-dimensional quantum gauge theory on $\mathbb{R}^{1,2} \times S^1 \times S^1$; while the moduli space of this monopole wall is identified with the Coulomb branch of vacua of this five-dimensional quantum theory. Such five-dimensional quantum theories on a two-torus were studied in [16], in fact the gauge theory computation of [16] verifies that these spaces are indeed ALH.

6. The S-dual of the last configuration is that of two D5-branes of the form $\mathbb{R}^{1,2} \times I_3 \times S_4^1 \times S_5^1$ and $k$ NS5-branes with world-volumes $\mathbb{R}^{1,2} \times S_4^1 \times S_5^1 \times \mathbb{R}_6$.

Before we continue, we note that applying T-duality in the fourth and fifth directions followed by S-duality brings us back full circle to configuration 3.

7. Let us now return to the Type IIA configuration 4. Its M-theory lift is a set of $k$ M5-branes with world-volumes $\mathbb{R}^{1,2} \times S_5^1 \times I_6 \times S_{10}^1$ and two M5-branes along $\mathbb{R}^{1,2} \times \mathbb{R} \times S_4^1 \times S_5^1$. A special monopole configuration indeed corresponds to this five-brane intersection. A general monopole configuration, however, corresponds to a smooth curve that is a deformation of this intersection. Namely, a curve $\Sigma_M \subset \mathbb{C}_{3,4}^* \times \mathbb{C}_{6,10}^*$ is a deformation of a reducible curve with two $\mathbb{C}_{3,4}^*$ components and $k$ $\mathbb{C}_{6,10}^*$ components. The smooth M5-brane’s world-volume is $\mathbb{R}^{1,2} \times S_5^1 \times \Sigma_M$.

Since both 1 and 4 are related by T-duality $T_5$ to type IIB configurations that are S-dual, and since in M-theory, as in 7, compactified on a torus, S-duality amounts to interchanging the roles of the two circles of that torus, the type IIA configuration of 2 is the compactification of 7 with the fifth direction chosen as the M-theory direction $S_4^1 = S_5^1$. This implies that the curve $\Sigma_5$ on which the D4-brane is wrapped is the same as the curve $\Sigma_M$ on which the M5-brane of 7 is wrapped.

It is worth noting that a $T_4S$ transformation of the original configuration 1, followed by a lift to M-theory, produces an M5-brane on $\mathbb{R}^{1,2} \times S_4^1 \times \Sigma_4$ with a different curve $\Sigma_4$. The two curves $\Sigma_4$ and $\Sigma_5$ will be exactly the two spectral curves $\Sigma_x$ and $\Sigma_y$ appearing in the spectral approach of Section 3. The two M-theory configurations are related by $T_{4,5}$ duality, which is an interesting manifestation of M-theory T-duality taking M5-brane on $S_5^1 \times \Sigma_5$ to that on $S_4^1 \times \Sigma_4$.

---

6See [15] for the definition of the ALE, ALF, ALG, and ALH nomenclature.
The circle of string theory dualities we considered allows us to interpret $k$ doubly-periodic monopoles in SU(2) as

- Vacua of five-dimensional supersymmetric quantum gauge theory with two periodic directions. This theory can be viewed as a higher-dimensional version of the Seiberg-Witten theory. The infrared dynamics of this theory is given by a three-dimensional sigma-model with target space being the monopole-wall moduli space that we discussed in Section 1.2.
- A single M-theory five-brane wrapped on a curve $\Sigma \subset \mathbb{C}^* \times \mathbb{C}^*$. This curve plays an instrumental role in our spectral description of Section 3.
- Two doubly-periodic U($k$) monopoles which are the result of the Nahm transform that we discuss in Section 5.

3 Spectral Approach

As observed in [18], the three equations constituting the Bogomolny equation (1) can be written as one complex and one real equation

\[
\begin{align*}
[D_z - iD_y, D_x + i\Phi] &= 0, \\
[D_z - iD_y, (D_z - iD_y)^\dagger] + [D_x + i\Phi, (D_x + i\Phi)^\dagger] &= 0.
\end{align*}
\]

(19)

In fact for any choice of direction $\hat{n}$ in the covering space of $T^2 \times \mathbb{R}$, we can write the Bogomolny equation as a pair consisting of a complex equation and a real one, where the complex equation states that the holomorphic covariant derivative in the plane orthogonal to $\hat{n}$ commutes with the derivative $D_{\hat{n}} + i\Phi$. One can use this equation to define some spectral data, as we do below for $\hat{n}$ directed along the $x$- or $y$-axis. In particular, there is an $SL(2, \mathbb{Z})$ worth of spectral descriptions, each corresponding to a choice of $\hat{n}$ along any one of the generators of the torus $T^2$. Below we formulate only two of these spectral descriptions. We would like to emphasize that this $SL(2, \mathbb{Z})$ is the modular group of the spatial torus $T^2$ acting on various spectral descriptions of the same monopole wall, and that it is different from the $SL(2, \mathbb{Z})$ of Section 5 acting on monopole walls.

3.1 Spectral data

3.1.1 $x$-spectral data

Associated with any doubly-periodic solution, there is a set of $x$-spectral data, as follows. Let $V_x$ be defined by integrating $(D_x + i\Phi)\psi = 0$ around one period in the $x$-direction;
so $V_x(y, z)$ takes values in the complexification of the gauge group. In some cases, such as for the gauge group $U(1)$, the fields cannot be explicitly periodic in both $x$ and $y$ — they are only periodic up to a gauge transformation; in such cases, for computing $V_x$ one should use a gauge in which all the fields are explicitly $x$-periodic. Then the characteristic polynomial $F_x = \det[V_x(y, z) - t]$ of $V_x$ is gauge-invariant, periodic in $y$, and holomorphic in $z - iy$. The holomorphicity follows from the Bogomolny equation, namely from the first equation in \((19)\): $[D_z - iD_y, D_x + i\Phi] = 0$, by a straightforward adaptation of the argument in \([17]\). So $F_x$ is a holomorphic (or meromorphic, if the field has singularities) function of $s = \exp[2\pi(z - iy)]$, and it is a polynomial in $t$. The vanishing of $F_x(s, t)$ defines a spectral curve $\Sigma_x$, which lives in $\mathbb{C}^* \times \mathbb{C}^*$, where $s$ belongs to the first $\mathbb{C}^*$ factor and $t$ to the second. Since each point of $\Sigma_x$ corresponds to an eigenspace of $V_x$, we also get a coherent sheaf $M_x$ on $\Sigma_x$. The stalks of $M_x$ are the corresponding eigenspaces, and are (at a general point of $\Sigma_x$) one-dimensional; if $\Sigma_x$ is a Riemann surface, i.e. if it has no singularities, then $M_x$ is a holomorphic line bundle \([17]\). The pair $(\Sigma_x, M_x)$ constitutes the $x$-spectral data of the monopole field.

Given the boundary conditions of Sections 1.1.1 and 1.1.2, the function $F_x(s, t)$ is a degree $n$ polynomial in $t$, and its coefficients are rational functions in $s$. It is convenient to multiply $F_x(s, t)$ by a common denominator $P(s)$, which is a polynomial in $s$, and to define the spectral polynomial

$$G_x(s, t) = P(s)F_x(s, t).$$

This is a polynomial in both $s$ and $t$. We choose to normalize it so that $(-1)^nP(s)$, which is the coefficient of $t^n$, is a monic polynomial in $s$.

The pair $(\Sigma_x, M_x)$ is equivalent to the whole solution, and the $4l$ real moduli of a monopole wall can be viewed as consisting of $2l$ moduli parametrizing the family of the spectral curves $\Sigma_x$ and $2l$ moduli parametrizing line bundles $M_x$ over $\Sigma_x$. In this view, the moduli space is fibered by $2l$-dimensional tori over the moduli space of spectral curves.

3.1.2 $y$-spectral data

Similarly, one obtains a matrix function $V_y$ by integrating $(D_y + i\Phi)\psi = 0$ around one period in the $y$-direction. Here one has to use a gauge in which the fields are periodic in the $y$-direction. The eigenvalues of $V_y$ form a spectral curve $\Sigma_y$ defined by $\det[V_y(\tilde{s}) - \tilde{t}] = 0$ where $\tilde{s} = \exp[2\pi(z + ix)]$, and $y$-spectral data. The $x$-spectral data and the $y$-spectral data are related — in other words, not independent of each other — as we shall see later. The direct map between the $x$-spectral data $(\Sigma_x, M_x)$ and the $y$-spectral data $(\Sigma_y, M_y)$, however, remains a mystery.
3.1.3 \( z \)-spectral data

Finally, as in [18], there are \( z \)-spectral data associated with the scattering problem

\[
(D_z + i\Phi)\psi = 0
\]  

(21)

in the \( z \)-direction. One version of this, in the case of rank \( n = 2 \), is as follows. Choose a solution \( \psi \) of (21) which satisfies \( \psi \to 0 \) as \( z \to \infty \), and which is holomorphic in the sense that \( (D_x + iD_y)\psi = 0 \). Note that \( [D_z + i\Phi, D_x + iD_y] = 0 \) from the Bogomolny equations, so this holomorphicity requirement is consistent. Next choose a holomorphic solution \( \psi_- \) which does not vanish as \( z \to -\infty \). Define a function \( B(x, y) \) by

\[ \psi(x, y, z) = B(x, y) \psi_-(x, y, z) + \text{part which vanishes as } z \to -\infty. \]

Then \( B \) is holomorphic in \( \zeta = x + iy \). Its zeros are the spectral points, labelling the \( z \)-lines (spectral lines) along which there is a solution \( \psi \) of (21) with \( \psi \to 0 \) as \( z \to \pm \infty \). Of course, \( B \) depends on the choice of \( \psi \) and \( \psi_- \), but the fact that the field has a standard asymptotic form enables one to make a natural choice. In any event, making a different choice has the effect of multiplying \( B \) by a nowhere-zero holomorphic function, which does not affect its zeros and hence the spectral points. Similarly, in the general \( U(n) \) case, one may define \( z \)-spectral data, along the lines of [19, 20].

3.1.4 Examples

Let us now turn to some examples, and compute their spectral curves. Anticipating our discussion of the Nahm transform in Section 5.1, we mention that it corresponds to interchanging the \( s \) and \( t \) variables. Thus we pay particular attention to the action of this symmetry on the spectral curves we discuss.

For the \( Q_\pm = 1, M = p = 0 \) case of the constant-energy solution in Eq. (2) above, we clearly have \( V_x(s) = s \); and the corresponding spectral curve \( s = t \) is invariant under the interchange of \( s \) and \( t \)—the underlying reason for this is that the constant-energy solution maps to itself under the Nahm transform [21]. Slightly more generally, for the constant-energy solution Eq. (2) with \( Q_\pm = Q > 1, M = p = 0 \), we get \( V_x(s) = s^Q \). The Nahm transform \( (\Phi', A'_j) \) can again be computed explicitly in terms of theta-functions, as in the \( Q = 1 \) case, and it turns out to be a diagonal \( U(Q) \) field; in particular, \( \Phi' = (2\piiz/Q)I_Q \), where \( I_Q \) is the identity \( Q \times Q \) matrix.

For the Dirac 1-pole wall of Eqs. (7,8,9), we get \( V_x(s) = a(s - 1) \), where \( a = e^{2\pi M_+} \) is determined by \( \phi_0 \). The corresponding spectral curve is mapped under \( s \leftrightarrow t \) to \( V_{x'}(s) = t \)
with \( V_x'(s) = a^{-1}s + 1 \): this corresponds to the fact that the Nahm transform of a Dirac 1-pole wall is another Dirac 1-pole wall. If the pole is located at \( r_+ = (r_1, r_2, r_3) \) rather than at the origin, then we get \( V_x(s) = a(s - \beta) \) and \( V_y(\tilde{s}) = a(s - \tilde{\beta}) \), where \( \beta = \exp[2\pi(r_3 - ir_2)] \) and \( \tilde{\beta} = \exp[2\pi(r_3 + ir_1)] \). Note that \( V_x(s) \) and \( V_y(\tilde{s}) \) are closely related, rather than being independent data (as was emphasized previously).

Finally, for the 2-pole example of Eq. (10), \( V_x \) has the form \( V_x(s) = A(s - B)(s - C)/s \). In this case, the interchange \( s \leftrightarrow t \) gives the spectral curve \( \tilde{\Sigma}_x' \) with equation of the form \( \det[V_x'(s) - t] = 0 \), where \( V_x' \) is a \( 2 \times 2 \) matrix with \( \text{tr}(V_x') = B + C + A^{-1}s \) and \( \det(V_x') = BC \). This corresponds to a U(2) system, with constant trace part. If the original Dirac 2-pole system is centred, in other words \( r_1 = -r_2 \), then \( BC = 1 \) and the Nahm-transformed system has gauge group SU(2). This particular SU(2) solution will be described later.

### 3.2 Newton Polygon

As we outlined above, a monopole wall has spectral polynomials \( G_x(s,t) \) and \( G_y(s,t) \). Each has its corresponding Newton polygon, denoted respectively by \( N_x \) and \( N_y \). We demonstrate shortly that in fact \( N_x = N_y \).

Considering a spectral curve, say \( \Sigma_x \in \mathbb{C}^* \times \mathbb{C}^* \), given by a polynomial relation \( G_x(s,t) = 0 \), we would like to understand its asymptotic behaviour as either \( s \) or \( t \) approaches 0 or \( \infty \). This behaviour translates into conditions on the corresponding monopole fields. There are three possibilities:

1. \( t \to \infty \) while \( s \to s_0 \), or \( t \to 0 \) while \( s \to s_0 \), with \( s_0 \) finite. In these cases, the monopole has a Dirac singularity, of respectively positive or negative type, positioned at the point with \( y \)- and \( z \)-coordinates given by \( z - iy = \frac{1}{2\pi} \log(s_0) \).

2. \( s \to \infty \) or \( s \to 0 \) while \( t \to t_0 \), with \( t_0 \) finite. In this case, the real and imaginary parts of \( \log(t_0) \) are the constant asymptotic values of eigenvalues of the Higgs field, and of the holonomy around the \( x \)-direction, as \( z \to +\infty \) or \( -\infty \) respectively.

3. For some relatively prime integers \( \alpha \) and \( \beta \), with \( \beta \) positive, we have \( t \sim s^{\alpha/\beta} \) as \( s \to \infty \) or as \( s \to 0 \). In this case, there are \( \beta \) (or, more generally, a multiple of \( \beta \)) eigenvalues of the Higgs field with the dominant asymptotic behaviour \( 2\pi i \frac{\alpha}{\beta} z \).

This behaviour of the spectral curve can be conveniently read off from its Newton polytope \([22]\), which in our case is a Newton polygon. A Newton polygon \( N \) of a polynomial \( G(s, t) \) is constructed as follows. For any monomial \( s^a t^b \) which is present in \( G(s, t) \) with nonzero coefficient, we mark the point \( (a, b) \) on an integer lattice. The Newton polygon \( N \)
is a minimal convex polygon with lattice vertices containing all of the marked points in it. If \( G(s, t) \) has degree \( n \) in \( t \) and degree \( m \) in \( s \), then its Newton polygon fits into an \( m \times n \) rectangle.

Given an edge \( e \) of the Newton polygon, we denote by \( G_e(s, t) \) a polynomial consisting of the terms in \( G(s, t) \) that correspond to the points belonging to the edge \( e \). Some of the edges of this polynomial can lie on the edges of the ambient \( m \times n \) rectangle. If such an edge \( e_N \) containing \( r_{+0} + 1 \) points belongs to the top (northern) edge of the ambient rectangle, then we have \( r_{+0} \) branches satisfying the condition 1 above. The corresponding edge polynomial has the form \( G_{e_N}(s, t) = P_N(s)t^n \) for some polynomial \( P_N(s) \). The \( r \) nonzero roots \( m^\nu_{+0} \) (with \( \nu = 1, \ldots, r_{+0} \)) of \( P_N(s) \) give the positions of the positive Dirac singularities. If they are all distinct, then these are the basic Dirac singularities, with one of the eigenvalues of the Higgs field unbounded above near the singularity. Analogously, the edge \( e_S \) containing \( r_{-0} + 1 \) points belonging to the bottom (southern) edge gives the positions \( m^\nu_{-0} \) (with \( \nu = 1, \ldots, r_{-0} \)) and number \( r_{-0} \) of points with negative Dirac singularities.

An eastern edge \( e_E \) of the Newton polygon has \( G_{e_E}(s, t) = P_E(t)s^m \), and corresponds to possibility 2 above, with the real and imaginary parts of the logarithm of the nonzero roots of \( P_E(t) \) being the limiting values of respectively the eigenvalues of the Higgs field and logarithm of the holonomy eigenvalues as \( z \to +\infty \). Analogously, the western edge \( e_W \), if it exists, gives the finite-limit eigenvalues of the Higgs field and holonomy at \( z \to -\infty \).

Since the spectral polynomial \( G(s, t) \) has degree \( (m, n) \), and is not divisible by \( s \) or by \( t \), its Newton polygon always has some points on each of the edges of the ambient rectangle. Removing such points, and any edges belonging to the edges of the ambient rectangle, leaves at most four connected components. We shall call these, according to their position, North-West, North-East, South-East, and South-West components. All edges belonging to these components determine the third type of asymptotic Higgs eigenvalue behaviour as \( z \to \pm \infty \). In particular, the NE component determines the eigenvalues of the Higgs field that grow linearly with \( z \) as \( z \to +\infty \), while the SE components determine the eigenvalues of the Higgs field that decay linearly with \( z \) as \( z \to +\infty \). The SW and NW components determine, respectively, the linearly decaying and growing components of the Higgs field as \( z \to -\infty \).

Strictly speaking, these statements based on the Newton technique are all about the asymptotic behaviour of the spectral curve \( \Sigma_x \), and not about the eigenvalues of the Higgs field. In order to translate them into statements about the Higgs field, we need to appeal to the geometry of the amoebas corresponding to \( F(s, t) = 0 \), and theorems of [23].
3.2.1 Amoebas

The amoeba $A_x$ of the spectral curve $\Sigma_x$ is the image of $\Sigma_x$ under the map

$$C^* \times C^* \to \mathbb{R}^2$$

$$(s, t) \mapsto (\log |s|, \log |t|).$$

(22) (23)

An amoeba is a connected domain, with its complement consisting of connected convex components. Each such complement component can be associated to an integer point of the Newton polygon (or its interior). Nearby noncompact components are separated by the amoeba’s tentacles, which are exponentially narrow spikes heading to infinity. Each tentacle asymptotes to a straight line orthogonal to an edge of the Newton polygon. We illustrate this by looking at some examples of monopole walls, their Newton polygons and amoebas.

3.2.2 Examples

Here we give some examples of amoebas and Newton polygons associated with the monopole wall examples above. The number of internal points of the Newton polygon is the number of complex parameters which can be varied while keeping the asymptotics of the spectral curve fixed. Since the spectral pair $(\Sigma_x, M_x)$ determines the monopole wall, each internal point gives two real moduli of the monopole-wall moduli space.

**Constant-energy field.** In this case, the spectral curve is $\Sigma_x = \{(s, t) | s = t\}$, its Newton polygon is in Figure 1 and a degenerate amoeba is given by the main diagonal. The Newton polygon is degenerate to an interval with endpoints $(0, 1)$ and $(1, 0)$ and has no internal points; accordingly the spectral curve has no independent parameters, and is completely determined by the data at infinity.

**Basic U(1) one-pole wall.** In this case, the spectral curve is $\Sigma_x = \{(s, t) | a(s - 1) = t\}$, and the Newton polygon with an example of an amoeba are in Figure 2. In the left-hand plot, the abscissa is the power of the $s$ variable and the ordinate is that of the $t$ variable. In the right-hand plot of the amoeba, the axes are $\log |s|$ and $\log |t|$, and the shaded area corresponds to all values of $(s, t) \in \Sigma_x$. For this solution, the spectral curve is again completely determined by the boundary conditions.

**Two-pole U(1) wall.** The spectral curve is $\Sigma_x = \{(s, t) | (s - B)(s - C) = st/A\}$, and it corresponds to the Newton polygon in Figure 3. As in the two previous examples, the
Figure 1: Newton polygon for the constant-energy $U(1)$ solution.

Figure 2: Basic one-pole wall with the spectral curve $t - 3s + 6 = 0$: the vertical tentacle indicates the position of a negative pole, the left tentacle corresponds to $Q_- = 0$, and the NE orientation of the right tentacle to $Q_+ = 1$. 
Figure 3: A two-pole wall with the spectral curve $2ts = 2s^2 - 7s + 3$: the two vertical tentacles indicates the two negative poles, the left NW tentacle corresponds to $Q_- = 1$, and the NE orientation of the right tentacle to $Q_+ = 1$.

Newton polygon contains no internal points, so this spectral curve has no free parameters.

**SU(2) monopole wall with** $(Q_-, Q_+) = (0, 1)$. The spectral curve has the form $\Sigma_x = \{(s, t) \mid (t - a)(t - a^{-1}) = st\}$. Its Newton polygon and amoeba are given by figures similar to those of Figure 3 with the interchange of the abscissa and the ordinate axes.

**SU(2) monopole wall with** $(Q_-, Q_+) = (1, 1)$. The spectral curve is $\Sigma_x = \{(s, t) \mid st^2 - s^2t - t + s + a = 0\}$. Its Newton polygon and amoeba (for $a = 1$) are given in Figure 4. Various white lines and shadings appearing in this figure are artifacts of the graphing process and should be ignored; the same applies to Figures 5 and 6. This is the first example where the Newton polygon contains an internal point. Since there is one such point, the moduli space has at least two real dimensions. In fact, as we argue below, it is four-dimensional. Note that the simplest choice of $a = 0$, used later in Eq. (69), corresponds to a degenerate solution with spectral curve $\{s = t\} \cup \{s = 1/t\}$. Such a solution is given by a superposition of two constant-energy U(1) solutions of the first example. Changing the value of the coefficient corresponding to the internal point changes the geometry of the amoeba. As the value increases, the topology of the amoeba can change, as Figure 5 illustrates; this is a general phenomenon.

**A balanced U(n) monopole.** A monopole wall with all monopole charges vanishing
Figure 4: The constant energy $SU(2)$ monopole wall has four-dimensional moduli space. Two of the four moduli are given by the coefficient $a$ of the monomial $st$ corresponding to the internal point in the Newton polygon. This amoeba is for $a = 1$.

Figure 5: The constant energy $SU(2)$ monopole amoeba for $a = 5$. 
is a particularly interesting case we call a balanced monopole. It has to have an equal number of positive and negative singularities: \( r_{-0} = r_{+0} \). The positions of its negative and positive singularities \( \sigma_{-0}^\nu \) and \( \sigma_{+0}^\nu \) are related to the asymptotic values of the Higgs field and holonomy\(^a\) \( a^{\mu}_{+1} \) and \( a^{\mu}_{-1} \) by

\[
\prod_{\nu=1}^{n} \sigma_{+0}^\nu / \prod_{\mu=1}^{m} a_{+1}^\mu = \prod_{\mu=1}^{m} a_{-1}^\mu .
\] (24)

A balanced U\((n)\) monopole wall with \( r_{+0} = r_{-0} = m \) singularities has its Newton polygons given by \( m \times n \) rectangles. An example of a Newton polygon and amoeba of a U\((2)\) monopole wall with \( r_{+0} = r_{-0} = 2 \) is given in Figure 6.

Figure 6: A balanced U\((2)\) monopole wall with \( r_{+0} = r_{-0} = 2 \). The spectral curve in this example is \((s^2 - 2s - 1)t^2 + 3(s^2 + s - 1)t - s^2 - 10s + 1 = 0\).

**U\((2)\) monopoles with four singularities and** \( Q_+ = Q_- = (0, 0) \). The simplest case of a balanced monopole with moduli has gauge group U\((2)\). Consider a monopole wall solution with two negatively charged Dirac singularities at \( r_{-,1} = r_1 \) and \( r_{-,2} = r_3 \) and two positively charged Dirac singularities at \( r_{+,1} = r_2 \) and \( r_{+,2} = r_4 \):

\[
\Phi = \begin{pmatrix}
(-1)^\alpha_{2|r-r_\alpha|} & 0 \\
0 & 0
\end{pmatrix} + O(|r - r_\alpha|).
\] (25)

\(^7\)See Eq. (30) of the next example for the exact expressions for \( a_{+1} \) and \( \sigma_{\pm 0}^\nu \).
The Higgs field is regular at infinity; let
\[ 2\pi i(M_1, M_3) = \lim_{x_3 \to -\infty} \text{EigVal } \Phi, \]
\[ 2\pi i(M_2, M_4) = \lim_{x_3 \to +\infty} \text{EigVal } \Phi. \]

We denote the logarithm of the eigenvalues of the gauge field monodromy \( W(x_1, 2\pi, x_3) \) around the \( x \)-direction at infinity by \( 2\pi i p_1, 2\pi i p_2, 2\pi i p_3 \) and \( 2\pi i p_4 \):
\[ \lim_{x_3 \to -\infty} \text{EigVal } W(x_1, 2\pi, x_3) = (e^{2\pi i p_1}, e^{2\pi i p_3}), \]
\[ \lim_{x_3 \to +\infty} \text{EigVal } W(x_1, 2\pi, x_3) = (e^{2\pi i p_2}, e^{2\pi i p_4}). \]

Let us combine these data into
\[ a_j = \exp[2\pi(M_j + ip_j)] \quad \text{and} \quad \sigma_j = \exp[2\pi i(r^1_j + ir^3_j)]. \]

In terms of these, the spectral curve has the behaviour
\[ t \sim (s - \sigma_j)^{(-1)^j} \quad \text{as } s \to \sigma_j, \]
and
\[ t \to a_j \quad \text{as } s \to 0 \text{ or } \infty. \]

Since the spectral curve \( \{F_x(s,t) = 0\} \) is a double cover of the \( s \)-plane, the function \( F_x(s,t) \) is quadratic in \( t \); and since we have two positive and two negative Dirac singularities, \( G_x(s,t) \) is quadratic in \( s \). The asymptotic conditions imply that \( G_x(s,t) \) is proportional to
\[ (t - a_1)(t - a_3)s^2 + f(t)s + D(t - a_2)(t - a_4), \]
with \( D \) some constant and \( f(t) \) a quadratic polynomial in \( t \).

The singularity structure constrains \( G_x(s,t) \) to be proportional to
\[ (t - a_1)(t - a_3)s^2 - ((\sigma_2 + \sigma_4)t^2 - ut + a_1 a_3(\sigma_1 + \sigma_3))s + \frac{a_1 a_3}{a_2 a_4}\sigma_1 \sigma_3(t - a_2)(t - a_4). \]

Moreover, it implies the following relation between the asymptotics and the singularities:
\[ a_1 a_3 \sigma_1 \sigma_3 = a_2 a_4 \sigma_2 \sigma_4. \]

Here \( u \) is the coordinate on the moduli space of the solutions. The whole moduli space can be thought of as an elliptic fibration over the \( u \)-plane with fiber consisting of the Jacobian of \( \Sigma_x \). This description provides a natural complex structure \( I \) on the moduli space.
4 Moduli and Asymptotics

4.1 Newton Polygon from the Boundary Data

Consider a U(n) monopole wall with \( r_{-0} \) negative Dirac singularities and \( r_{+0} \) positive Dirac singularities, and the spectrum of distinct charges

\[
Q_\pm = \{ Q_{-1}, Q_{-2}, \ldots, Q_{-f_-} \}, \quad Q_{-1} > Q_{-2} > \ldots > Q_{-f_-},
\]

\[
Q_+ = \{ Q_{+1}, Q_{+2}, \ldots, Q_{+f_+} \}, \quad Q_{+1} > Q_{+2} > \ldots > Q_{+f_+}.
\]

The charges are rational, so we write \( Q_{\pm j} = \alpha_{\pm j}/\beta_{\pm j} \) either with \((\alpha_{\pm j}, \beta_{\pm j}) = (0, 1)\), or with \( \alpha_{\pm j} \in \mathbb{Z} \) and \( \beta_{\pm j} \in \mathbb{N} \) relatively prime. The multiplicities of the respective eigenvalues are proportional to the denominators, so they can be written as \( r_{-j} \beta_{-j}, \ldots, r_{-f_-} \beta_{-f_-} \) and \( r_{+1} \beta_{+1}, \ldots, r_{+f_+} \beta_{+f_+} \) for some positive integers \( r_{\pm j} \). By construction, the rank of the bundle is \( n = \sum_{j=1}^{f_-} r_{-j} \beta_{-j} = \sum_{j=1}^{f_+} r_{+j} \beta_{+j} \). Let us form elementary vectors

\[
e_{-0} = \begin{pmatrix} -1 \\ 0 \end{pmatrix}, \quad e_{-j} = \begin{pmatrix} -\alpha_{-j} \\ \beta_{-j} \end{pmatrix}, \quad e_{+0} = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad e_{+j} = \begin{pmatrix} \alpha_{+j} \\ -\beta_{+j} \end{pmatrix}.
\]

Then the edges in the sequence

\[
r_{-0} e_{-0}, r_{-1} e_{-1}, \ldots, r_{-f_-} e_{-f_-}, r_{+0} e_{+0}, r_{+1} e_{+1}, \ldots, r_{+f_+} e_{+f_+}
\]

form consecutive edges of the Newton polygon of this doubly-periodic monopole, and an edge \( r_{j} e_{j} \) contains \( r_{j} + 1 \) integer points.

This picture makes it clear that the charges are such that the polygon closure conditions

\[
\sum r_{-j} \beta_{-j} = \sum r_{+j} \beta_{+j}, \quad r_{-0} + \sum r_{-j} \alpha_{-j} = r_{+0} + \sum r_{+j} \alpha_{+j},
\]

are satisfied as in Eq. (14).

4.2 Number of Moduli

The ambient space \( \mathbb{R}^2 \) of the amoeba is dual to the plane in which the Newton polygon is defined. A number of useful theorems about amoebas can be found in [23]. In particular, the perimeter integer points divide the edges into subedges, and an amoeba \( A_x \) generically has as many tentacles as there are subedges of the Newton polygon of \( G(s, t) \). Each tentacle asymptotes to a line orthogonal to the corresponding edge of the Newton polygon. The number of holes in an amoeba, i.e. the number of compact components of its complement,
is bounded above by the number of integer points inside the Newton polygon. As proved in [24], the area of an amoeba is bounded above by the area of the corresponding Newton polygon:

\[ \text{Area}(A) \leq \pi^2 \text{Area}(N). \] (40)

This inequality is saturated by Harnack curves. A natural question to ask is whether there is anything special about monopole walls which have both spectral curves \( \Sigma_x \) and \( \Sigma_y \) being Harnack curves. One interesting property of a Harnack curve is that the number of holes in its amoeba equals the number of internal points of its Newton polygon. Moreover, a Harnack curve gives a two-sheeted cover of the interior of its amoeba, so the Riemann surface of the curve is easy to visualize. In particular, the boundary of each hole lifts to a cycle on this Riemann surface. All such cycles are independent, and it is the holonomy around these cycles and their duals that parametrizes the bundle \( M_x \). This gives us the count of moduli. If the number of the integer internal points of the Newton polygon \( N_x \) is \( \text{Int} N_x \), then as we argue presently, the curves \( \Sigma_x \) are parameterized by \( \text{Int} N_x \) complex parameters. On the other hand, when \( \Sigma_x \) is a Harnack curve, counting the moduli of the line bundle \( M_x \) is particularly convenient; and as we have just argued, \( M_x \) also depends on \( \text{Int} N_x \) complex parameters. The conclusion is that the moduli space has \( 4 \times \text{Int} N_x \) real dimensions.

In fact, one does not have to work at the point where the curve saturates the bound [40] as we did above. Owing to a theorem of Khovanskii [25], the genus \( g \) of \( \Sigma_x \) equals \( \text{Int} N_x \); while the number of punctures is equal to \( p = r_{-0} + r_{+0} + \sum_{\pm j} r_{\pm j} \), the number of integer points on the boundary of \( N_x \). A holomorphic line bundle over a Riemann surface \( \Sigma_x \) is equivalent to a flat connection on a U(1) bundle over \( \Sigma_x \). The latter is determined by its holonomy around the generators of \( \pi_1(\Sigma_x) \). The monodromy around the punctures is fixed by the asymptotic conditions \( q_t \), and thus the remaining parameters are the \( 2g \) holonomies around the generating cycles.

This counting gives exactly the same answer for the \( y \)-spectral data, since \( N_x = N_y \) as we now argue. The tentacles of an amoeba exponentially approach straight lines, and are orthogonal to the edges of the Newton polygon [23]. From the construction of the amoeba \( A_x \) it is clear that the tentacles are determined by the asymptotic eigenvalues of the Higgs field. It follows that \( A_y \) has the same asymptotes as \( A_x \), and therefore

\[ N_x = N_y. \] (41)

Consider an edge \( r_{-j}e_{-j} \) of a Newton polygon directed along \( (-\alpha, \beta) \); then the associated edge polynomial has the form \( G_{r_{-j}e_{-j}}(s,t) = s^{k_1}t^{k_2}R(s^{-\alpha}t^\beta) \), where \( (k_1, k_2) \) is the
tail of the edge $r_{-j}e_{-j}$ of the Newton polygon and $R$ is a degree $r_{-j}$ polynomial. The corresponding asymptotes of its amoeba satisfy

$$- \alpha \log s + \beta \log t = \text{const.} \quad (42)$$

It follows that the associated charge is $Q = \alpha/\beta$, and that the constants appearing on the right-hand-side of (42) are the roots of the polynomial $R$.

Let us compare this with the asymptotic conditions (4). Since $t_{\pm} \pm$ is an eigenvalue of the holonomy of the $D_x + i\Phi$ operator, it follows that the leading behaviour of the corresponding sheet of the spectral curve is

$$t_{\pm} = s^Q e^{2\pi(M_{\pm} t + ip_{\pm})}. \quad (43)$$

We conclude that for the edge $r_{-j}e_{-j}$ its edge polynomial is $G_{r_{-j}e_{-j}}(s, t) = s^{k_1} t^{k_2} R(s^{-\alpha} t^\beta)$, with $R$ a polynomial of degree $r_{-j}$ and roots $m_{\nu} = \exp(2\pi \beta(M_{\nu} + ip_{\nu})), \nu = 1, \ldots, r_{-j}$. A similar comparison for an edge along $e_{+j} = (\alpha, -\beta)$ leads to $G_{e_{+j}} = s^{k_1} t^{k_2} R(s^{\alpha} t^{-\beta})$, with $(k_1, k_2)$ being the tail of $e_{+j}$ and $R$ a polynomial of degree $r_{+j}$ and roots $m_{\nu}^\nu = \exp(-2\pi \beta(M_{\nu} + ip_{\nu})), \nu = 1, \ldots, r_{+j}$.

For the southern edge $r_{-0}e_{-0}$ the polynomial $G_{r_{-0}e_{-0}} = s^k R(\frac{t}{s})$, with $R$ a degree $r_{-0}$ polynomial with roots $m_{\nu} = \exp(-2\pi(z_{-\nu} - iy_{-\nu}))$. For the northern edge $r_{+0}e_{+0}$, on the other hand, $G_{r_{+0}e_{+0}} = s^k R(s)$, with $R$ of degree $r_{+0}$ and with roots $m_{+0}^\nu = \exp(2\pi(z_{+\nu} - iy_{+\nu}))$.

So far, we have demonstrated that the Newton polygon $N_x = N_y$ determines the charges $Q$, and moreover that it can be reconstructed from the charges and their multiplicities. We also demonstrated that the boundary and singularity conditions of the monopole wall determine (up to an overall scaling) the coefficients of the Newton polynomial that correspond to the integer points lying on the boundary of the Newton polygon.

We would like to decorate the Newton polygon, so that a decorated Newton polygon $N_x$ is equivalent to the set of boundary data $Q, M, p, q, r$. The perimeter of a Newton polygon is divided into subintervals by all integer points on it.

- A horizontal North or South subinterval is associated to, respectively, a positive or a negative singularity. Let us mark the value $m_{\nu}^\nu = \exp(\pm2\pi(z_{\nu, \nu} - iy_{\nu, \nu}))$ and $\bar{m}_{\nu}^\nu = \exp(\pm2\pi(z_{\nu, \nu} + ix_{\nu, \nu}))$ next to each subinterval of respectively $N_x$ and $N_y$. Here $r_{\pm, \nu} = (x_{\pm, \nu}, y_{\pm, \nu}, z_{\pm, \nu})$ are the positions of the positive and negative singularities.

- Any other subinterval, however, is associated with an asymptotic eigenvalue labelled by $(Q_{\pm j}, M_{\pm j}^\nu)$; to be exact, for $Q = \alpha / \beta$ with $\alpha$ an integer and $\beta$ a positive integer, $\alpha$ and $\beta$ being relatively prime. Such a subinterval with $Q = \alpha_{\pm j} / \beta_{\pm j} = \alpha_{\pm j} / \beta_{\pm j}$
corresponds to $\beta_{\pm j} = \beta_{\pm, l}$ degenerate eigenvalues corresponding to $(Q_{\pm, l}, M_{\pm, l})$. We mark $m'_{\pm j} = \exp(\mp 2\pi \beta_{\pm j}(M_{\pm j} + ip'_{\pm j})) = m_{\pm, l} = \exp(\mp 2\pi \beta_{\pm, l}(M_{\pm, l} + ip_{\pm, l}))$ next to that subinterval of $N_x$ and $\tilde{m}_{\pm, l} = \exp(\mp 2\pi \beta(M_{\pm, l} - iq_{\pm, l}))$ next to that subinterval of $N_y$.

As one moves along the perimeter of the Newton polygon, applying Vieta’s theorem to each edge, one finds that the values $m_{\pm j}$ have to satisfy

$$\prod_{j, \nu} (-m_{\pm j}) = 1$$

This is the reason for the relations (15). Of course, the y-spectral data via the same reasoning lead to

$$\prod_{j, \nu} (-\tilde{m}_{\pm j}) = 1.$$ 

In more detail, for any given perimeter edge $e_j$ its polynomial $G_{e_j}$ has the product $\prod_{\nu} (-m_{\nu j})$ of the negatives of its roots equal to the ratio of its head to tail coefficient ratios. Since all perimeter edges form a closed loop, the product of their head to tail coefficient ratios equals to one. Thus

$$r^{+0}_{\nu} \sum_{\nu=1}^{\nu} z_{+, \nu} - r^{-0}_{\nu} \sum_{\nu=1}^{\nu} z_{-, \nu} - \sum_{j, \nu} \beta_{+, j} M^\nu_{+, j} + \sum_{j, \nu} \beta_{-, j} M^\nu_{-, j} = 0,$$ 

$$r^{+0}_{\nu} \sum_{\nu=1}^{\nu} y_{+, \nu} - r^{-0}_{\nu} \sum_{\nu=1}^{\nu} y_{-, \nu} + \sum_{j, \nu} \beta_{+, j} p^\nu_{+, j} - \sum_{j, \nu} \beta_{-, j} p^\nu_{-, j} \in \mathbb{Z} + \frac{1}{2} \sum_{\pm, j} r_{\pm j},$$

$$r^{+0}_{\nu} \sum_{\nu=1}^{\nu} x_{+, \nu} - r^{-0}_{\nu} \sum_{\nu=1}^{\nu} x_{-, \nu} + \sum_{j, \nu} \beta_{+, j} q^\nu_{+, j} - \sum_{j, \nu} \beta_{-, j} q^\nu_{-, j} \in \mathbb{Z} + \frac{1}{2} \sum_{\pm, j} r_{\pm j},$$

Since $M^\nu_{\pm j}$ appears $\beta_{\pm j}$ times among $M_{\pm, l}$, the above relations give rise to Eqs. (15) once we evaluate the parity of the number of perimeter points. As we demonstrate momentarily (Eq. (53)), the shift $\frac{1}{2} \sum_{\pm, j} r_{\pm j} = \frac{1}{2} p$ on the right-hand-side of relations (45) and (46) can easily be computed in terms of the charges:

$$\frac{1}{2} \sum_{\pm, j} r_{\pm j} \equiv \frac{1}{2} \sum_{l_1, l_2 \leq 1}^{2n} (Q_{l_1} - Q_{l_2}) \mod \mathbb{Z}.$$ 

(47)

The pair of decorated Newton polygons completely determines the boundary conditions: the asymptotics and the singularities. The spectral polynomial, on the other hand, has its perimeter terms determined by the markings. The only free parameters in determining the spectral curve are the coefficients of the terms corresponding to the internal points of $N$. Thus the real dimension of the moduli space equals four times the number of integer points strictly inside the Newton polygon:

$$\text{dim } \mathcal{M} = 4 \text{Int } N_x,$$ 

(48)
Now we would like to compute this dimension in terms of the asymptotic data. Let us assemble the elementary vectors of (38) as follows:

\[
(e_j) = (e_{-0}, e_{-1}, \ldots, e_{-f_-}, e_{+0}, e_{+1}, \ldots, e_{+f_+});
\]

and whenever the edge \( e_j \) is not horizontal, let \( Q_j \) denote the charge corresponding to \( e_j \) if \( j \neq \pm 0 \). The area of the Newton polygon can be computed from the determinant formula applied to its sequence of edges:

\[
(r_j e_j) = (r_{-0} e_{-0}, r_{-1} e_{-1}, \ldots, r_{-f_-} e_{-f_-}, r_{+0} e_{+0}, r_{+1} e_{+1}, \ldots, r_{+f_+} e_{+f_+}):
\]

\[
A(N) = \frac{1}{2} \left| \sum_{1 \leq i < j} r_i r_j e_i \times e_j \right|.
\]

Note that if \( e_i \) and \( e_j \) are not horizontal, then \( r_i r_j e_i \times e_j = (r_i \beta_i)(r_j \beta_j)(Q_i - Q_j) \), and \( r_i \beta_i \) is a multiplicity of an eigenvalue with charge \( Q_j \). On the other hand, for the horizontal \( e_i \) the contributions to the sum are \( r_{+0} r_{\pm j} e_{-0} \times e_{\pm j} = \pm r_{-0} r_{\pm j} \beta_{\pm j} \), \( r_{-j} r_{+0} e_{-j} \times e_{+0} = -r_{+0} r_{-j} \beta_{-j} \), and \( r_{+0} r_{+j} e_{+0} \times e_{+j} = -r_{+0} r_{+j} \beta_{+j} \).

The number \( p \) of integer points on its perimeter is given by the sum of multiplicities \( p = \sum_j r_j \). Now Pick’s formula for the area allows us to find the number of integer internal points:

\[
\text{Int} N = A(N) - \frac{p}{2} + 1.
\]

This gives the dimension of the moduli space

\[
\dim M = \left| nr_{+0} - \frac{1}{2} \sum_{l_1, l_2}^{2n} (Q_{l_1} - Q_{l_2}) \right| - \frac{p}{2} + 1.
\]

Here the set of charges is \((Q_{l}) = (Q_{-1}, Q_{-2}, \ldots, Q_{-n}, Q_{+1}, Q_{+2}, \ldots, Q_{+n})\), with \( Q_{-1} \geq Q_{-2} \geq \ldots \geq Q_{-n} \) and \( Q_{+1} \geq Q_{+2} \geq \ldots \geq Q_{+n} \), so the index \( l \) ranges from 1 to \( 2n \). We note that in the sets \( Q_- \) and \( Q_+ \) of Eqs. (36) and (37), each \( Q_{\pm j} \) appears only once, while in the above \( 2n \)-plet \((Q_{l})\) this value of the charge appears \( r_j \beta_j \) times, so that each eigenvalue of the Higgs field contributes one term to it.

5 Nahm Transform and \( SL(2,\mathbb{Z}) \) Action

5.1 The Nahm transform

The generalized Nahm transform \[26\] maps a doubly-periodic monopole to another doubly-periodic monopole. Our conventions for the transform are as follows. The dual coordinates
are denoted \((x', y', z') = (x'^1, x'^2, x'^3)\), with \(x'\) being dual to \(y\), and \(y'\) being dual to \(x\), and with \(x', y'\) each having period 1. Given a monopole field, one looks for normalizable solutions of \(\Delta \Psi = 0\), where

\[
\Delta = \begin{bmatrix}
D_z - i\Phi + 2\pi z' & D_x - iD_y + 2\pi i(y' - ix') \\
D_x + iD_y + 2\pi i(y' + ix') & -D_z - i\Phi + 2\pi z'
\end{bmatrix}.
\] (54)

Let us denote the dimension of the space of such solutions by \(n'\). The \(n'\) orthonormalized solutions are assembled as the columns of \(\Psi\), and one then defines the Nahm-transformed fields \(A' = A'_j dx^j\) and \(\Phi'\), which have rank \(n'\), by

\[
A'_j = \int \Psi^\dagger \frac{\partial}{\partial (x')^j} \Psi \, d^3x, \tag{55}
\]

\[
\Phi' = -2\pi i \int z \Psi^\dagger \Psi \, d^3x. \tag{56}
\]

The spectral curve \(\tilde{\Sigma}_{x'}\) of the Nahm-transformed field lies in the same space as \(\Sigma_x\), and the two curves are in fact identical. More precisely, \(V_{x'}(t)\) is defined by integrating \((D_{x'} + i\Phi')\psi = 0\) in the \(x'\)-direction, where \(t = \exp[2\pi(z' - iy')]\); and the curve \(\tilde{\Sigma}_{x'}\) defined by \(F_{x'}(t, s) := \det[V_{x'}(t) - s] = 0\) is identical to \(\Sigma_x\). In other words, \(F_{x'}(t, s)\) and \(F_{x}(s, t)\) have the same zeros; in effect, the spectral data of the Nahm-transformed field is obtained by interchanging \(s\) and \(t\). The \(y\)-spectral curve \(\Sigma_y\) is similarly invariant under the Nahm transform.

### 5.2 \(SL(2, \mathbb{Z})\) Action

We mentioned that \((\Sigma_x, M_x)\) uniquely determines a monopole wall up to gauge transformations. The spectral curve embedding \(\Sigma_x \subset \mathbb{C}^*_s \times \mathbb{C}^*_t\) is central in reconstructing the solution. Let us consider an \(SL(2, \mathbb{Z})\) change of coordinates

\[
g = \begin{pmatrix} a & b \\ c & d \end{pmatrix}: (s, t) \mapsto (s'^c, t'^a), \tag{57}
\]

with \(ad - bc = 1\). This induces a map on the pairs \((\Sigma_x, M_x)\), and thus on monopole-wall solutions. The \(SL(2, \mathbb{Z})\) action above is chosen so that under this action we have \(s^{-\alpha} t^\beta \mapsto (s'^c)^{-\alpha'} (t'^a)^\beta'\) with \((\alpha')^c = (a^c b^d) \beta^a\). Thus in the plane of the Newton polygon, \(g\) acts via \((a^c b^d)\), and the resulting Newton polygon \(N' = (a^c b^d) N\) is the image under this linear map. Moreover, it is decorated so that the same label \(m\) is associated to a subedge of \(N\) and to its image subedge \(e'\) of \(N'\). This determines the resulting boundary
conditions, the singularities, and the rank of the $g$-transformed monopole wall. Let us now write these out explicitly.

For a U($n$) monopole wall with $r_{-0}$ negative and $r_{+0}$ positive singularities and charges $Q_{\pm j} = \alpha_{\pm j} / \beta_{\pm j}$, we would like to know how these quantities transform under the SL($2, \mathbb{Z}$) action above. Let us distinguish the corresponding quantities for the SL($2, \mathbb{Z}$) transform of the original monopole wall by a prime. Under the action of an element $g$ of $[57]$, the rank goes to $n' = \frac{1}{2} \sum_j r_j |c\alpha_j + d\beta_j|$. 

Altogether, the set of vector-multiplicity pairs $\{(s'_j, r'_j)\} = \{(a', -b) e_j, r_j\}$ gives the sequence of edges $r_j e'_j$ of $N'$ each along an elementary vector $e'_j$. The vectors $e'_j$ in this set which have the form $\left(\begin{array}{c} \alpha_j' \\ -\beta_j' \end{array}\right)$, i.e. with negative second component, correspond to the charges $Q'_{-j'} = \alpha_{-j'} / \beta_{-j'}$. The vectors $e'_j$ of the form $\left(\begin{array}{c} -\alpha_j' \\ \beta_j' \end{array}\right)$, i.e. with positive second component, correspond to the charges $Q'_{-j'} = \alpha_{-j'} / \beta_{-j'}$. The constant terms, on the other hand, transform as $M_- = \{ M_j \left| c\alpha_j + d\beta_j < 0 \right. \}$ and $M_+ = \{ M_j \left| c\alpha_j + d\beta_j > 0 \right. \}$; and similarly for $p_\pm$ and $q_\pm$. Perhaps a simpler way of formulating these rules is stating that the asymptotic corresponding to some subedge $e_j = (e', e'')$ satisfies $(s, t)^e_j \equiv s'^e t'^e = m_j$ and the constants $m_j$ are SL($2, \mathbb{Z}$) invariant.

The Nahm transformation of section [5,1] is identified with $\left(\begin{array}{cc} 1 & 0 \\ 0 & 1 \end{array}\right)$, which is not an element of SL($2, \mathbb{Z}$); however, a reflection of the $z$ and $y$ coordinates followed by the Nahm transform corresponds to the element $S = \left(\begin{array}{cc} 0 & -1 \\ 1 & 0 \end{array}\right)$ of the modular group. The action of the second generator $T = \left(\begin{array}{cc} 1 & 0 \\ 0 & 1 \end{array}\right)$ on monopole walls is more prosaic. For any U($n$) solution $(A, \Phi)$ and any U(1) solution $(a_a, \phi_a)$, their sum $(A + i a_a, \Phi + i \phi)$ is another solution. What is the influence of this operation on the spectral curve $\Sigma_x : \{F_x^A(s, t) = 0\}$ of the first solution? If the spectral curve of $(a_a, \phi_a)$ is given by $t = P(s)/Q(s)$, then the holonomy is $V_{x}^{A+a} = V_{x}^A P(s)/Q(s)$, and therefore $s' = s$ and 

$$F_x^{A+a}(s', t') = \det \left[ V_{x}^{A+a} - t' \right] = \left( P(s)/Q(s) \right)^n \det \left[ V_{x}^A - Q(s)/P(s) t' \right] = \left( P(s)/Q(s) \right)^n F_x^A \left( s, Q(s)/P(s) t' \right). \quad (58)$$

Thus the transformation $T = \left(\begin{array}{cc} 1 & 0 \\ 0 & 1 \end{array}\right)$ is identified with the addition of the simplest constant-energy abelian solution (2) of charge 1 with $P(s)/Q(s) = s$.

---

\[In fact, of course, reflections extend the action of SL(2, \mathbb{Z}) to the action of the full general linear group GL(2, \mathbb{Z}) group on monopole walls.\]
6 Perturbative Approach

In this section, we take $\Phi$ and $A_j$ to be $\text{su}(2)$-valued and smooth (no Dirac singularities). The aim is to look at two examples: one having no moduli, and the second having four moduli. In the second case, there is an explicit solution corresponding to one particular point in the moduli space, and we investigate the tangent space at that point by solving the Bogomolny equation linearized about that solution. Since the explicit solution is highly symmetric, the calculation is a delicate one.

There are two topological charges $Q_{\pm} \in \mathbb{Z}$, and the set of asymptotic parameters $\{M_{\pm}, p_{\pm}, q_{\pm}\}$. The spectral function $F(s, t) = \det[V_x(s) - t]$ takes the form $F(s, t) = t^2 - W_x(s)t + 1$, where $W_x(s) = \text{tr} V_x(s)$. Similarly, integrating in the $y$-direction gives a function $W_y(\tilde{s}) = \text{tr} V_y(\tilde{s})$. The $x,y$-holonomy parameters $(p_{\pm}, q_{\pm})$ show up in the asymptotic behaviour of $W_x$ and $W_y$. For example, in the $(Q_-, Q_+) = (0, 1)$ case described below, we have

\begin{align}
W_x(s) &= 2 \cosh[2\pi (M_- + ip_-)] + s \exp[2\pi (M_+ + ip_+)], \quad (59) \\
W_y(\tilde{s}) &= 2 \cosh[2\pi (M_- + iq_-)] + \tilde{s} \exp[2\pi (M_+ + iq_+)], \quad (60)
\end{align}

and these expressions define $(p_{\pm}, q_{\pm})$.

For $Q_{\pm} \geq 0$, one expects the existence of monopole-wall solutions containing $N = Q_+ + Q_-$ monopoles per unit cell. The centre-of-mass of these monopoles is determined by the asymptotic parameters, leaving $4(N - 1)$ moduli. The functions $W_x(s)$ and $W_y(\tilde{s})$ will have the form

\begin{align}
W_x(s) &= A_0 s^{Q_+} + \ldots + A_N s^{-Q_-}, \quad (61) \\
W_y(\tilde{s}) &= \tilde{A}_0 \tilde{s}^{Q_+} + \ldots + \tilde{A}_N \tilde{s}^{-Q_-}; \quad (62)
\end{align}

the “external” coefficients $\{A_0, A_N, \tilde{A}_0, \tilde{A}_N\}$ are completely determined by the asymptotic data, whereas the “internal” coefficients $\{A_1, \ldots, A_{N-1}, \tilde{A}_1, \ldots, \tilde{A}_{N-1}\}$ are the moduli.

6.1 The case $(Q_-, Q_+) = (0, 1)$

It was remarked earlier that the Nahm transform of a centred Dirac 2-pole wall is an SU(2) wall. This SU(2) solution is the one having charges $(0, 1)$, and it will be described in this subsection. Recall that a centred Dirac 2-pole wall depends on six parameters: the pole position $b$, modulo $b \mapsto -b$ which corresponds to interchanging the two poles; and the $U(1)$ asymptotic data $(M', p', q')$, where a tilde is used to distinguish these parameters from the SU(2) asymptotic data. The $U(1)$ asymptotic data as $z \to -\infty$ are equal to
the $z \to +\infty$ data, because of the centring, so ± subscripts are omitted on these. Then comparing (59, 60) and the formulae from the end of section 3.1.4 shows that
\[ M_+ = -M', \quad r_+ = -(p' + iq'), \quad M_- = b_3, \quad r_- = i(b_1 + ib_2), \]
where $r_\pm = p_\pm + iq_\pm$. Note that the field with data $(-M_-, -r_-)$ is gauge-equivalent to the one with data $(M_-, r_-)$: this corresponds to the interchange $b \mapsto -b$. So the parameter space is $(T^2 \times \mathbb{R}) \times (T^2 \times \mathbb{R}) / \mathbb{Z}_2$.

The solution resembles a wall of smooth SU(2) monopoles, with one monopole per unit cell. This monopole is located at
\[ (x_0, y_0, z_0) \approx \left(\frac{1}{2} + q_- - q_+, \frac{1}{2} - p_- + p_+, M_- - M_+\right). \]
It separates a vacuum region (for $z < z_0$) from a region of constant energy density (for $z > z_0$). The size of the monopole, relative to the $x, y$-period, is determined by $\mu = 2\pi M_- = \lim_{z \to -\infty} |\Phi|$. The solution is completely determined by its asymptotic data: there are no moduli.

Numerical investigation, using the numerical lattice-gauge-theory method described in [27], gives the picture illustrated in Figure 7. In these examples, we take $p_\pm = q_\pm = M_- - M_+ = 0$, so we get a monopole centred at $(x_0, y_0, z_0) \approx (\frac{1}{2}, \frac{1}{2}, 0)$, with various values of $\mu$. The upper left-hand plot shows the energy density $E$, integrated over one $x, y$-cell, as a function of $z$, for three values $\mu = 0, 2, 3$ of the parameter $\mu$; the domain-wall nature of the solution is clearly visible. It is clear that the maximum value of the energy density (the ‘height’ of the wall) increases with $\mu$: this is also illustrated in the upper right-hand subfigure, which plots this maximum as a function of $\mu^2$. The two lower subfigures plot the energy density, restricted to $z = z_0$, as a function of $x$ and $y$, for the two cases $\mu = 0$ and $\mu = 8$. As expected, one sees a single monopole located at $x = y = 0.5$. Note that the Higgs field $\Phi$ has a single zero which coincides, at least approximately, with the energy maximum in this case. The figures also illustrate the fact that as $\mu$ increases, the monopoles in the wall become more localized (i.e. smaller relative to the $xy$-period).

Finally, let us consider the $z$-spectral data. As before, we centre the field in space by taking $M_+ = M_- = M > 0$, $p_+ = p_- = p$, and $q_+ = q_- = q$. So the remaining asymptotic data are $M$ and $r = p + iq$. In order to compute the $z$-scattering function $B$, we need to choose solutions $\psi$ and $\bar{\psi}$ as described in section 3.1.3. Let us say that the standard gauge as $z \to \infty$ is one in which
\[ \Phi = 2\pi i(z + M)\sigma_3 + O(z^{-2}), \quad A_j = \pi i(y - 2p, -x - 2q, 0)\sigma_3 + O(z^{-1}) \quad \text{as} \quad z \to \infty; \]
Figure 7: Properties of the SU(2) 1-monopole wall.

and the standard gauge as \( z \to -\infty \) is one in which

\[
\Phi = -2\pi i M \sigma_3 + O(z^{-2}), \quad A_j = 2\pi i (p, q, 0) \sigma_3 + O(z^{-1}) \quad \text{as} \quad z \to -\infty.
\]  

(64)

The remaining gauge freedom for large \( |z| \) consists of constant diagonal gauge transformations. It is then consistent to choose \( \psi \) and \( \psi_- \) such that

\[
\psi \exp\{\pi (z + M)^2\} \to \begin{bmatrix} 0 \\ \exp\{-i\pi \zeta (y + r) - 2\pi r y\} \end{bmatrix} \quad \text{as} \quad z \to \infty, \tag{65}
\]

\[
\psi_- \exp\{2\pi M z\} \to \begin{bmatrix} \exp(-i\pi r \bar{\zeta}) \\ 0 \end{bmatrix} \quad \text{as} \quad z \to -\infty \tag{66}
\]

in the relevant standard gauge, where \( \zeta = x + iy \). These solutions are indeed covariantly holomorphic in \( \zeta \). The relation (65) defines \( \psi \) uniquely, and (66) defines \( \psi_- \) up to adding a solution vanishing as \( z \to -\infty \) (which does not affect \( B \)). It then follows from this
particular choice that \( B(\zeta) \) has the periodicity behaviour \( B|_{x=1} = B|_{x=0} \) and \( B|_{y=1} = \exp(\pi - 2\pi \zeta) B|_{y=0} \); and this implies that \( B \) is a theta-function, namely
\[
B(\zeta) = c \vartheta_3(\pi \zeta)
\]
for some constant \( c \). (The phase of \( c \) is undetermined because of the remaining constant gauge freedom, while the modulus of \( c \) depends on the normalization of the basis vectors.) In particular, there is exactly one spectral line in this case. The corresponding numerical solutions have the feature that the monopole is located, to within the numerical accuracy, on this spectral line.

### 6.2 The case \( Q_\pm = 1 \)

An explicit example with \( Q_\pm = 1 \) is the constant-energy solution, obtained by taking
\[
\Phi = 2i\pi z \sigma_3, \quad A_j = (i\pi y, -i\pi x, 0) \sigma_3,
\]
and then making a (non-periodic) SU(2) gauge transformation so that the fields \( (\Phi, A_j) \) become periodic in \( x \) and \( y \). For this solution, the energy density has the constant value \( \mathcal{E} = 8\pi^2 \); hence its name. The prescription above, involving as it does a non-periodic gauge transformation, does not fully determine the field; in particular, it does not fix the holonomy of the gauge field in the \( x \) and \( y \) directions. This ambiguity can be removed, without loss of generality, by saying that the holonomy is chosen so that the functions \( W_x \) and \( W_y \) are given by
\[
W_x(s) = s + s^{-1}, \quad W_y(\tilde{s}) = \tilde{s} + \tilde{s}^{-1}.
\]
Note that the equation for the spectral curve \( \Sigma_x \) can be written as \( t + t^{-1} = s + s^{-1} \), from which it is clear that \( \Sigma_x \) is invariant under the interchange \( s \leftrightarrow t \). This is consistent with the fact that this constant-energy solution is invariant under the Nahm transform.

This solution belongs to a family containing several parameters and moduli. The former are the asymptotic data \( (M_\pm, p_\pm, q_\pm) \); these show up in the spectral functions \( W_x(s) \) and \( W_y(\tilde{s}) \), which have the general form
\[
W_x(s) = D_+ s + D + D_- s^{-1}, \quad W_y(\tilde{s}) = \tilde{D}_+ \tilde{s} + \tilde{D} + \tilde{D}_- \tilde{s}^{-1},
\]
with \( D_\pm = \exp[\pm 2\pi (M_\pm + ip_\pm)] \) and \( \tilde{D}_\pm = \exp[\pm 2\pi (M_\pm + iq_\pm)] \). In effect, the asymptotic data include position parameters. For example, \( M_+ + M_- \) is translation-invariant; but \( M_+ - M_- \) is changed by a \( z \)-translation, and corresponds to the location of the wall. The effect of varying the asymptotic parameter \( \mu = 2\pi M_+ = 2\pi M_- \) is illustrated in Figure 8.
This shows a family of numerically-generated solutions, the subfigures being the analogues of those in Figure 7. For $\mu = 0$ we have the constant-energy solution; but as $\mu$ increases, one gets a wall of increasing height and spatial localization, with two monopoles in each cell as expected. In each case, the wall is located at $z = 0$; the two lower subfigures show the energy density restricted to $z = 0$, for two different values of $\mu$.

For the remainder of this subsection, we restrict to fields which have the same asymptotics as those of the constant-energy field, so $D_{\pm} = \tilde{D}_{\pm} = 1$. There are four moduli, which determine the “interior” constants $D$ and $\tilde{D}$. The corresponding 4-dimensional space of infinitesimal perturbations can, in fact, be obtained by explicitly solving the Bogomolny equation linearized about the constant-energy solution, restricting to perturbations which are localized in $z$. More precisely, the space of first-order perturbations is 8-dimensional, but only a 4-dimensional subspace of these can be extended to second order — the generic first-order perturbation becomes non-local in $z$ at second order, and changes the asymptotics ($M_+ + M_-$ etc).

A sketch of the details is as follows. At first order, the calculation is analogous to those in [28, 21]. One adds perturbations $\varepsilon \phi = i \varepsilon \phi^a \sigma_a$ and $\varepsilon a_j = i \varepsilon a_j^a \sigma_a$ to the constant-energy
field (68), with \( \varepsilon \) being small. The \( z \)-localized solutions turn out to be given by \( \phi^3 = 0 = a_j^3 \)
and
\[
\begin{align*}
a_1^1 + ia_2^1 &= i(a_1^2 + ia_2^2) = f(\bar{\zeta})\exp(-2\pi z^2 - 2\pi i\bar{\zeta} y), \quad (71) \\
a_3^1 + ia_3^3 &= -i(\phi^1 + i\phi^2) = \frac{g(\bar{\zeta})}{\bar{\zeta}}\exp(-2\pi z^2 - 2\pi i\bar{\zeta} y), \quad (72)
\end{align*}
\]
where \( f(\bar{\zeta}) \) and \( g(\zeta) \) are Jacobi modular functions of weight (1,2) and theta-period \( i \). A basis for such functions is provided by \( \vartheta_1(\pi \zeta)^2 \) and \( \vartheta_3(\pi \zeta)^2 \). In explicit terms, using standard theta-function conventions [29] (see Appendix B), \( f \) and \( g \) are given by
\[
\begin{align*}
f(\bar{\zeta}) &= C_1 \vartheta_3(\pi \zeta)^2 + C_2 \vartheta_1(\pi \zeta)^2, \\
g(\zeta) &= C_3 \vartheta_3(\pi \zeta)^2 + C_4 \vartheta_1(\pi \zeta)^2,
\end{align*}
\]
where the nome is \( q = e^{-\pi} \), and \( \{C_1, C_2, C_3, C_4\} \) are complex constants.

The induced metric on the space of linear deformations gives the norm of this perturbation, namely
\[
2 \int (f \bar{f} + g \bar{g}) e^{-4\pi y^2} e^{-2\pi z^2} dx dy dz = \Upsilon(C_1\bar{C}_1 + C_2\bar{C}_2 + C_3\bar{C}_3 + C_4\bar{C}_4). \quad (74)
\]
This calculation, and the definition of the constant \( \Upsilon \), appear in Appendix B.

So there is an 8-real-dimensional space of first-order perturbations. The quantities \( D \) and \( \tilde{D} \) remain zero at \( O(\varepsilon) \), but they should change at \( O(\varepsilon^2) \), which suggests extending the calculation to second order. So we take
\[
\Phi = 2i\pi z \sigma_3 + \varepsilon \phi + \varepsilon^2 \tilde{\phi},
\]
and similarly for the gauge potentials. We then solve the Bogomolny equations to order \( \varepsilon^2 \), with \( (\phi, a_j) \) given by (71, 72). The \( \sigma_1 \)- and \( \sigma_2 \)-components of \( (\tilde{\phi}, \tilde{a}_j) \) simply correspond to changing the \( C_\alpha \). The \( \sigma_3 \)-components satisfy
\[
\partial_j \tilde{\phi}^3 + \varepsilon\partial_{jk} \partial_k \tilde{a}_j^3 - 4 \omega_j = 0, \quad (75)
\]
where
\[
\omega_j = (\text{Re}(fg), \text{Im}(fg), |f|^2 - |g|^2) \exp(-4\pi z^2 - 4\pi y^2).
\]
In effect, these are Poisson equations for \( (\tilde{\phi}, \tilde{a}_j) \), with a doubly-periodic source. By (say) looking at \( xy \)-Fourier components, we see that they have solutions localized in \( z \) if and only if the source has no \( xy \)-constant term: \( \int \omega_j dx dy = 0 \). This gives three real constraints on the \( C_\alpha \), namely
\[
C_1C_3 + C_2C_4 = 0 = |C_1|^2 + |C_2|^2 - |C_3|^2 - |C_4|^2. \quad (76)
\]
In addition, there is some residual gauge freedom, arising from the fact that (68) is invariant under isorotation about the $\sigma_3$-axis; the action on $C_\alpha$ is to multiply by an overall phase:

$$C_{1,2} \mapsto e^{i\theta} C_{1,2}, \quad C_{3,4} \mapsto e^{-i\theta} C_{3,4},$$

with $\theta$ constant. Choosing this phase gives a fourth constraint on the $C_\alpha$, and (with a convenient choice of the phase) we get the relations $C_3 = C_2$ and $C_4 = -C_1$. According to the general Kuranishi argument (see the next section), there are no further obstructions at higher order, and thus there are just two complex (or four real) moduli. This is in perfect agreement with our moduli count using the Newton polygon of Figure 4.

In fact, what we have computed is the moduli space metric in the vicinity of the reducible solution (68). In perfect accord with the general Kuranishi theory of the next subsection, the moduli space at some solution is a hyperkähler reduction of the space of linear deformations by the stabilizer group. In our case, the space of linear deformations was flat eight real-dimensional space, its metric being given by Eq. (74). We may view this as a direct sum of two quaternionic lines $\mathbb{H} \oplus \mathbb{H}$. The first factor $\mathbb{H} \approx \mathbb{C} \oplus \mathbb{C}$ has coordinates $(C_1, C_3)$, and the second factor has coordinates $(C_2, C_4)$. The obstruction-vanishing condition (76) that ensures extension of the linear deformation to second order is exactly the vanishing moment-map condition for the action (77) of the stabilizer group. Thus the model for the resulting metric near the reducible solution is the hyperkähler quotient $\mathbb{H} \oplus \mathbb{H}/U(1)$, which is metrically $\mathbb{R}^4/\mathbb{Z}_2$, with an $A_1$ singularity at the origin. One might worry about higher order obstructions reducing the number of deformations even further, however, the argument of the next section limits all obstructions to the second order.

Finally, we compute the $z$-spectral data, namely the scattering function $B(\zeta)$. In this case, we can compute $B$ directly for a first-order perturbation, rather than just deducing it up to an overall constant. We take the asymptotic gauge to be

$$\Phi = 2\pi i z \sigma_3 + O(z^{-2}), \quad A_j = \pi i(y, -x, 0) \sigma_3 + O(z^{-1}) \quad \text{as } z \to \pm \infty;$$

and the basis solution vectors to be determined by

$$\psi \exp(\pi z^2) \to \begin{bmatrix} 0 \\ \exp(-i\pi \zeta y) \end{bmatrix} \quad \text{as } z \to \infty,$$

$$\psi_- \exp(-\pi z^2) = \begin{bmatrix} \exp(i\pi \zeta y) \\ 0 \end{bmatrix} \quad \text{for all } z \in \mathbb{R}.$$ 

Then we get, to first order in the perturbation,

$$B(\zeta) = C_3[\vartheta_3(\pi \zeta)]^2 + C_4[\vartheta_1(\pi \zeta)]^2,$$
modulo an overall phase corresponding to the residual diagonal gauge freedom. In this case, there are two spectral lines, which coincide if \( C_3 = 0 \) or \( C_4 = 0 \). Note that the Higgs field \( \Phi \) is constructed from exactly this combination of theta-functions, and so again its zeros (and hence the monopoles) lie on the spectral lines.

### 6.3 Kuranishi Complex

Here we revisit the perturbation calculation in a slightly more abstract setting, adapting the similar instanton deformation argument of [30]. In a more general form, that is applicable to problems in general relativity and in gauge theory, this argument appears in [31], and it is applied to the study of Yang-Mills on a Riemann surface in [32].

If both \((A, \Phi)\) and \((A + a, \Phi + \phi)\) satisfy the Bogomolny equation, then

\[
D_Aa + *(D_A\phi - [\Phi, a]) + a \wedge a - *[\phi, a] = 0.
\] (80)

To simplify our notation let \(A = (A, \Phi)\) and \(a = (a, \phi)\), and denote the linearized operator by \(\delta_1 a = D_Aa + *(D_A\phi - [\Phi, a])\). Also let \(\{a, a\} = a \wedge a - *[\phi, a]\), so that Eq. (80) reads \(\delta_1 a + \{a, a\} = 0\).

The space of linear deformations (up to gauge transformations) is given by the middle cohomology of the complex

\[
0 \to \Lambda^0 \xrightarrow{\delta_0} \Lambda^1 \xrightarrow{\delta_1} \Lambda^2 \to 0,
\] (81)

with \(\delta_0 : \Lambda \mapsto (D\Lambda, [\Phi, \Lambda])\). We denote the space of its harmonic representatives by

\[
\text{Lin} = \{a \in \Lambda^1 | \delta_1 a = 0 \text{ and } \delta_0^* a = 0\}.
\] (82)

Here the coclosure \(\delta_0^* a = 0\) is a gauge fixing condition.

The total space of solutions, on the other hand, is

\[
\text{Sol} = \{a \in \Lambda^1 | \delta_1 a + \{a, a\} = 0 \text{ and } \delta_0^* a = 0\}.
\] (83)

In the case of monopole walls, each of these spaces comes equipped with a hyperkähler structure.

Consider the covariant Laplacian of the complex (81), namely \(\Delta = \delta_1^* \delta_1 + \delta_0 \delta_0^* = D_A^2 + [\Phi, [\Phi, \cdot]]\), and let \(G\) denote its Green’s function, i.e. \(G \Delta = 1 - P\) with \(P\) a projection operator on the space of harmonic representatives. Now consider the Kuranishi map

\[
F : a \mapsto a + \delta_1^* G \{a, a\}.
\] (84)
For an irreducible solution \( \mathbf{A} = (A, \Phi) \), the map \( F : \text{Sol} \rightarrow \text{Lin} \) is one-to-one, and thus the linear analysis provides the correct count of the moduli. For a reducible solution \( \mathbf{A} \), however, the stabilizer group \( \text{Stab}_\mathbf{A} \) of the solution acts on \( \text{Lin} \). This action is triholomorphic. The only obstruction for extending the linear deformation is exactly the moment map of this action, thus \( \text{Sol} \) is modeled by a hyperkähler reduction of \( \text{Lin} \) by the stabilizer group. Thus the local geometry of the moduli space near the point \( \mathbf{A} \) is \( \text{Lin} \sslash \text{Stab}_\mathbf{A} \).

In our explicit analysis of the previous subsection we find that the space \( \text{Lin} \) of linear deformations is eight-dimensional near the constant energy solution (68). The stabilizer of this solution is \( U(1) \), it is one-dimensional, thus, the linear analysis around this solution overcounts by one quaternionic dimension. Therefore, this general theory gives the resulting dimension of the moduli space equal to four, in agreement with our explicit analysis.

7 Conclusions

In our study of doubly-periodic monopoles, we find that the Newton polygon provides the most natural way of encoding their charges and singularity structure. It also delivers an immediate answer to the moduli counting problem: the number of \( L^2 \) moduli of a doubly-periodic monopole is four times the number of integer internal points of the corresponding Newton polygon.

The asymptotic parameters, consisting of the subleading terms of the Higgs field asymptotics, the asymptotic holonomy, and the singularity positions, correspond to the perimeter points of the Newton polygon. We give a number of illustrative examples, and verify the Newton polygon count of the moduli for a particular \( U(2) \) monopole wall.

Employing a string-theory picture, we identify any monopole wall with a D-brane configuration. The Coulomb branch of the gauge theory on this D-brane is identified with the moduli space of the monopole wall. The gauge-theory computation of the asymptotic metric on such moduli spaces appeared in [16].

The next natural step would be to explore the dynamics of a monopole wall. Following the argument in [33], at low energies the dynamics is given by the geodesic motion on its moduli space. The Newton polygon, its amoeba, and its tropical degeneration appear useful in describing this problem as well.

Another intriguing connection is the relation of doubly-periodic monopoles to Calabi-Yau three-folds. We map any monopole wall to a brane configuration and a corresponding gauge theory. The same theory can be obtained via geometric engineering. Under this correspondence, the moduli space we study emerges as the moduli space of string theory.
on that Calabi-Yau space.

Any doubly-periodic monopole is defined over the $T^2 \times \mathbb{R}$ base space. Considering $\mathbb{R}^3$ as a universal cover of the latter, we obtain a BPS configuration in three-space with a constant magnetic field on one side, and a possibly-different magnetic field on the other. This is a monopole wall. In this paper we did not distinguish these two, and we used the expressions ‘doubly-periodic monopole’ and ‘monopole wall’ interchangeably. While any excitation of a doubly-periodic monopole can be viewed as an excitation of a monopole wall, one expects the latter to have more excitations, which are not necessarily doubly-periodic. It would be interesting to explore and compare these two situations.
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A A four-dimensional detour

One may view a doubly-periodic monopole as a limiting case of a self-dual connection on a four-torus. Namely, we consider a self-dual connection $A$ on $T^2 \times E_L$, where $T^2$ is the two-torus parameterized by $x \sim x + 1$ and $y \sim y + 1$, and $E_L$ is a two-torus parameterized by $z \sim z + L$ and $w \sim w + 1/L$. If this connection can locally be put in a gauge such that it is $w$-independent, then the limiting connection as $L \to \infty$ is a doubly-periodic monopole. The doubly-periodic monopoles obtained in this way will have rather special properties as $z \to \pm \infty$ (more on this below).

The Nahm transform of a self-dual connection $A$ on $T^2 \times E_L$ is a self-dual connection $A'$ on $\tilde{T}^2 \times \tilde{E}_{1/L}$, with the dual torus $\tilde{T}$ parameterized by $x' \sim x' + 1$ and $y' \sim y' + 1$, and the dual torus $\tilde{E}_{1/L}$ parameterized by $w' \sim w' + 1/L$ and $z' \sim z' + L$. We should note at this point that it is the coordinate $w'$ that is dual to $z$, and the coordinate $z'$ that is dual to $w$; this is to be consistent with our other conventions.

By choosing a complex structure in which $T^2$ and $E_L$ are elliptic curves, we can define two spectral curves:

$$\Sigma_z \subset T^2 \times \tilde{E}_{1/L} \quad \text{and} \quad \Sigma_{xy} \subset \tilde{T}^2 \times E_L,$$

(85)
given respectively by the eigenvalues of the monodromy along $E_L$ and $T^2$. Similarly, we define spectral curves for the dual connection $A'$:

$$
\Sigma'_z \subset \tilde{T}^2 \times E_L \quad \text{and} \quad \Sigma'_{x'y'} \subset T^2 \times \tilde{E}_{1/L}. \quad (86)
$$

These four curves are not independent, in fact $\Sigma_z = \Sigma_{x'y'}$ and $\Sigma'_z = \Sigma_{xy}$. One might want to explore what the remnants of $\Sigma_z$ and $\Sigma'_z$ are in the doubly-periodic monopole limit when $L \to \infty$.

Now we revisit $z$-scattering via this four-dimensional detour. Let $T^2_0 \subset T^2 \times \tilde{E}_{1/L}$ denote the two-torus over the point $z' = w' = 0$ in $\tilde{E}_{1/L}$. We denote the coordinates of the points in $T^2_0 \cap \Sigma_z$ by $(\xi_\rho(L), 0)$ with $\xi = x + iy$. We expect that in the limit of infinite $L$ these points of intersection of the spectral curve $\Sigma_z$ with the $T^2$ fiber at zero tend to the spectral points $\xi_\rho$ defined at the beginning of this section:

$$
\lim_{L \to \infty} \xi_\rho(L) = \xi_\rho. \quad (87)
$$

Since $\Sigma_z = \Sigma_{x'y'}$, another way of finding these points is given by the following prescription:

- look for a value $z'_\rho$ such that the dual Higgs field $\Phi'(x', y', z'_\rho)$ has a vanishing eigenvalue for some value of $x'$ and $y'$;
- consider the eigenvalues of the monodromy of $A'$ on the torus $\tilde{T}_{x'z'}$;
- one of these eigenvalues corresponds to the zero eigenspace of $\Phi'(x', y', z'_\rho)$ — then this eigenvalue is $\exp(2\pi i \xi_\rho)$, with $\xi_\rho$ the spectral point for the $(A, \Phi)$ doubly-periodic monopole.

Surprisingly, it appears that the spectral points are related to the zeros of the dual Higgs field.

## B Theta-function Relations

In our conventions $q = \exp(i\pi \tau)$ and the theta functions are as in [29], so that

$$
\theta_1(z, \tau) = 2 \sum_{n=0}^{\infty} (-1)^n q^{(n+\frac{1}{2})^2} \sin((2n+1)z), \quad \theta_3(z, \tau) = 1 + 2 \sum_{n=1}^{\infty} (-1)^n q^n \cos(2nz). \quad (88)
$$

They are related by

$$
\theta_1(z, \tau) = -ie^{iz}e^{i\pi\tau/4} \theta_3(z + \frac{\pi}{2}(1 + \tau), \tau), \quad (89)
$$
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and are quasi-periodic:

\[
\begin{align*}
\theta_1(z + (m + n\tau)\pi, \tau) &= (-1)^{m+n}q^{-n^2}e^{-2inz}\theta_1(z, \tau), \\
\theta_3(z + (m + n\tau)\pi, \tau) &= q^{-n^2}e^{-2inz}\theta_3(z, \tau).
\end{align*}
\]

(90) (91)

Under the modular transformation \(\tau \mapsto -1/\tau\) we have

\[
\sqrt{-i\tau} \theta_1(z, \tau) = -ie^{i\pi z^2/\tau} \theta_1(z\tau', \tau), \quad \sqrt{-i\tau} \theta_3(z, \tau) = e^{i\pi z^2/\tau} \theta_1(z\tau', \tau).
\]

(92)

For a square period 1 torus parameterized by \(\zeta = x + iy\), we define \(\vartheta_j(z) = \theta_j(z, i)\) for \(j = 1, 3\). We would like to demonstrate that the following identity holds:

\[
\int_0^1 \int_0^1 e^{-4\pi y^2} \vartheta_i(\pi \zeta)^2 \vartheta_j(\pi \zeta)^2 \, dx \, dy = \Upsilon \delta_{ij},
\]

(93)

where \(\Upsilon\) is a constant and \(\delta_{ij}\) is the Kronecker delta with \(i, j = 1\) or 3.

Applying the modular transformation \(\tau' = -1/\tau, z' = iz\) sends \((x, y)\) to \((-y, x)\), giving

\[
\begin{align*}
\int_{T^2} e^{-4\pi y^2} \vartheta_1(\pi \zeta)^2 \vartheta_3(\pi \zeta)^2 \, dx \, dy &= \int_{T^2} e^{-4\pi x^2} \vartheta_1(-i\pi \zeta)^2 \vartheta_3(-i\pi \zeta)^2 \, dx \, dy \\
&= \int_{T^2} (-1)e^{2\pi z^2} e^{2\pi x^2} \vartheta_1(\pi \zeta)^2 \vartheta_3(\pi \zeta)^2 \, dx \, dy = -\int_{T^2} e^{-4\pi y^2} \vartheta_1(\pi \zeta)^2 \vartheta_3(\pi \zeta)^2 \, dx \, dy,
\end{align*}
\]

(94) (95)

thus this integral vanishes. Here in (95) we use the relation (92) with \(\tau = i\).

Next using (89) and a change of variables \(\zeta' = \zeta + \pi/2 (1 + i)\), we have

\[
\Upsilon = \int_{T^2} e^{-4\pi y^2} \vartheta_1(\pi \zeta)^2 \vartheta_1(\pi \zeta)^2 \, dx \, dy = \int_{T^2} e^{-4\pi y^2} e^{2\pi (z+\pi) e^{-\pi} \vartheta_3(\pi \zeta + \pi/2 (1 + i))} \, dx \, dy
\]

(96)

\[
= \int_{T^2} e^{-4\pi (y')^2} \vartheta_1(\pi \zeta')^2 \vartheta_1(\pi \zeta')^2 \, dx' \, dy'.
\]

(97)

This proves our main identity (93). Numerical evaluation gives \(\Upsilon = 5.824747380908\ldots\).
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