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Abstract
We report a novel method of focus determination with high sensitivity and submicrometre accuracy. The technique relies on the asymmetry in the scattered far field from a nanosphere located at the surface of interest. The out-of-focus displacement of the probing beam manifests itself in imbalance of the signal of the differential detector located at the far field. Up–down scanning of the focussed field renders an error $S$-curve with a linear region that is slightly bigger than the corresponding vectorial Rayleigh range. We experimentally show that the focus can be determined not only for a surface with high optical contrast, such as a silicon wafer, but also for a weakly reflecting surface, such as fused silica glass. Further, for the probing wavelength of 405 nm, three sizes of polystyrene latex spheres, namely 200, 100, and 50 nm in diameter, are tested. Higher sensitivity was obtained as the sphere diameter became smaller. However, due to the fact that the scattering cross-section decreases as the sixth power of the nanosphere diameter, we envision that further size reduction of the studied sphere would not contribute to a drastic improvement in sensitivity. We believe that the proposed method can find applications in bio/nano detection, micromachining, and optical disk applications.
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1. Introduction
Focussed light plays a vital role in modern technology in the fields of optical lithography, micro-machining, optical data storage, nanostructure characterisation, and biology [1, 2]. The inability to define and maintain the focal plane position on the sample or surface results in degradation of resolution [3], non-optimal energy use of the focussed field [4], damage of the sample [5], failure to store data [6, 7], uncertainty in the localisation of cells, and lack of reproducibility of biological results [8, 9].

Nowadays, one can also find imaging techniques dedicated to the detection of deepsubwavelength nanoparticles on top of a surface, with sizes that can be smaller than 10 nm (for example, gold nanoparticles in optical detection using interferometric schemes [10]). Robust visualisation and discrimination of the deepsubwavelength particles are also possible with techniques such as label-free interference reflectance imaging of IRIS or ISCAT [11]. In addition to excellent focussing, the smoothness and flatness of the substrate...
is crucial [12, 13]. Interference techniques allow for high spatio-temporal resolution; however, they suffer from potential defects in lenses, readout and shot noise in the camera, and mechanical instability. Advanced post-processing algorithms can compensate for the resultant degradation of image quality and the drop in the magnitude of the weakly scattered signals [14].

Aside from extracting information about the sample using conventional measurands such as amplitude and phase information, by using high-numerical aperture (NA) objective lenses, optically induced forces can be exerted on the illuminated object. In this scenario, the resolution limit becomes irrelevant, and instead the signal-to-noise ratio (SNR) is essential. For example, the technique of optical pseudoelectrodynamics microscopy (OPEM), operating in the robust through-focus regime, reconstructs quantities such that ‘pseudo-mechanical’ work and its transverse gradient ‘pseudo-force’ can lead to a higher SNR and sensing of sub-10 nm features in semiconductor nanopatterns [15].

While the problem of determining the focus position in an accurate way is essential for many applications such as those mentioned above, there is no single general solution, and in the literature one finds various techniques that are applied depending on the limitations and other conditions of the experimental set-up. These limitations might include sensitivity to vibrations and shocks, the ability to work on the fly, scan speed, ease of use, etc.

For coherent sources of illumination, monochromatic confocal systems are commonly used to measure the surface position or to simply define the focus position [5, 16]. In a confocal system, the light is focussed on the object plane and this plane is imaged on the point detector (usually an optical fibre) or a pinhole. The image is obtained by scanning the spot or the sample in the lateral direction, i.e. perpendicular to the optical axis. Coherent Fourier scatterometry (CFS) is an optical technique that is similar to confocal systems but instead of imaging the object plane on the point detector, the back focal plane is imaged using a charge-coupled device (CCD) camera [17]. In this way, the light scattered from the object and reflected from the surface is coherently added in the far field. The resulting Fourier plane is a collection of electric field contributions along the angles that belong to the back focal plane of the objective. If the full far field is recorded at a CCD, each pixel will correspond to one scattered angle within the NA of the objective. In the case of a sample containing isolated nanoparticles, it has been observed that the far-field intensity distribution changes as the nanoparticle passes through the focussed beam. Using a split detector instead of a CCD camera, the asymmetry in the far field that occurs when the relative position of the nanoparticle and the focussed beam changes, has led to successful detection of subwavelength particles [18]. The combination of speed, low power of illumination, and robustness makes this technique an outstanding scientific tool for surface contamination inspection, and potentially for biological applications.

This article proposes a novel sensitive focus-finding method based on the detection of subwavelength particles on surfaces using CFS. As a spin-off of the method, the position of the surface under the particle can be determined with sub-micrometer accuracy in a non-contact manner. With the aid of differential signal readout, we can sensitively localise the position of the nanoparticle both in the horizontal and vertical planes. While the idea of detecting the focus position on the surface with the aid of differential detection is not new [6, 19], to the author’s best knowledge, exploiting an isolated particle at the surface to find the surface position has never been proposed previously. Experimentally, the presented focus-finding technique allows one to generate the error S-curve with a linear region that is a few times higher than the corresponding vectorial Rayleigh range \( S \approx 3.8Z_0 \) for the case of a polystyrene latex (PSL) nanoparticle 50 nm in diameter deposited on a silicon wafer and a linear region of \( S \approx 5.6Z_0 \) for a glass substrate containing a 100 nm PSL nanoparticle. Furthermore, three sizes of PSL nanoparticles 200, 100, and 50 nm in diameter, were tested, and it was observed that the increase in sensitivity was inversely proportional to the particle size.

The remainder of the article is organised into the following sections: in section 2, we describe the measurement approach, and discuss the position-dependent phase and the procedure we used for the uncertainty estimation. In section 3, we present the experimental results. In section 4, we discuss the limitations of the technique and present the conclusions, followed by the appendix.

2. Methods

2.1. Measurement approach

In CFS, the position and size of the nanoparticle can be obtained from a raster scanning procedure over the surface of interest. Given that coherent light is used, the physical quantity that is measured directly at the far field is an interference between the scattered field from the particle and the reflected field from the surface. The general layout of the scatterometer, particularly suitable for the detection of deep subwavelength particles, is shown in figure 1(A).

When the sample on the piezo stage is scanned in a raster fashion (line scan along the X axis with a step in the Y axis between the lines), the scattering from a single isolated particle contributes to the differential signal of the split detector (L–R) over multiple scanning lines (signal group) as shown schematically in figure 1(B). The full area of the scan map is \( A = X \times Y \) (\( \mu \text{m}^2 \)), where X and Y are chosen to be a few times larger than the size of the scanning spot. Importantly, a step displacement \( \Delta y \) of the stage along Y the direction should be a couple of times smaller than the diameter of the sphere. The orthogonal direction, where the sampling of the signal should be high to give a valid representation in the time span, defines the width of the scan in the X direction. If there is only one of such group of signals in the scanned area A, we can assume that the particle is isolated. Within one scanning map, the \( Y_{\text{centre}} \) position is defined when the signal group amplitude is maximum, and the \( X_{\text{centre}} \) position is attributed to the zero-crossing of the corresponding particle profile (figures 1(B) and (C)).

The working principle of the focus determination system is described via the flowchart in figure 2(A). First, the downward
scanning axis Z needs to be aligned with ‘centre’ of the particle. The coordinate pairs in the XY plane referring to the centre of the particle in the lateral direction are obtained by averaging the coordinate XY in all Z planes that correspond to zero intensity at the detector in (see figure 1(C)), i.e. \((x_{\text{ref}}, y_{\text{ref}}) = (x_{\text{centre}}, y_{\text{centre}})_{Z'}\). The next two steps are as follows: (i) move in the longitudinal direction to a plane above the particle defined as \(Z_0\) and (ii) perform single line scans in the X direction around the point for different values of Z. Collecting only one profile at a time allows us to keep the method time-efficient. The stage moves downwards a predetermined amount of lines \(n_{\text{lines}}\), which has to be big enough to go through the optimal focus. In our experiment, the steps in the Z direction were \(\Delta Z = 5 \text{ nm}\), rendering the complete through-focus distance \(\Delta Z = n_{\text{lines}} \times \Delta z\). A schematic of this procedure is shown in figure 2(B). Essentially, the scanning is performed in a raster fashion, but now in the plane XZ. The obtained differential signal for each scan line is zero when the particle is centred w.r.t. the focussed spot and is positive or negative when the particle is either on the left or on the right of the focussed spot along the X axis. It has also been observed that the relative intensity of the differential signal corresponding to the left or right side changes with the chosen Z plane. At one particular Z plane, the maximum intensities of the differential signal for X positions located on the left and on the right of the centre of the particle are balanced (the same intensity, opposite signal), defined as the (critical point \(CP\) ) in figure 2(B). At other Z planes, the maximum left/right intensities are different, i.e. the signal is unbalanced. The distance from the initial plane to the position of the CP can be computed by adding the initial position with the distance to the critical point and including the error. In figure 3(A) we show these situations schematically (see signals on the three squares) as a function of the defocus position. Also in figure 3(A), we show that if we plot the imbalance between the right and left maximum intensities, defined as \(|I_{\text{max}}| - |I_{\text{min}}|\) as a function of the Z displacement, one obtains an S-curve.

This focus error signal changes from its maximum negative to its maximum positive value over a distance that is typically a few vectorial Rayleigh ranges and the slope depends inversely on the diameter of the particle.

The far-field nanoparticle scattering is simulated for the defocus distance of two Rayleigh ranges \(\approx 360 \text{ nm}\) and for a linearly polarised focussed spot. In figure 3(B), the maximum in the modulus of the amplitude of the differential signal that is obtained for each X scan at one fixed defocus position is plotted against the defocus position. In the plot, zero defocus means that the focal plane is set at the interface (air/substrate). As can be seen in the figure, the maximum amplitude of the differential signal occurs when the focal plane is set at the interface, i.e. under the particle. This result suggests that the zero crossing of the S-curve is not only a position to keep the instrument in-focus for nanoparticle detection, but also the location of the surface under test in the Z direction. We also observed that the smaller the particles are, the steeper is the slope of the S-curve. More details about the simulations that led to the result in figure 3(B) are given in the next section.
2.2. Position-dependent phase

In order to understand the influence of the focus position in the nanoparticle/interface scattering, we have performed rigorous 3D vectorial simulations. In the first set, we calculated the focussed field without a nanoparticle on a interface using the Richards and Wolf integrals. The implementation of these calculations is explained in detail in [20]. The results shown in figure 4 are calculated for a linearly polarised (along the X axis) uniform amplitude focussed field, where in the left column we plot the modulus of the amplitude of the X component and dashed lines represent the minima of amplitude. The absolute values of the amplitude $E_x$ is given in (a) and $E_z$ in (c), and the corresponding phases in (b) and (d). The $NA = 0.9$, the wavelength $\lambda = 405 \text{ nm}$, and the interface is between air ($z < 0$) and silicon ($z > 0$).

![Figure 4](image)

**Figure 4.** Simulated amplitude and phase distributions of the focussed field in the XZ plane. The middle part of each panel represents the cross-section of either amplitude or phase (red arrows) and dashed lines represent the minima of amplitude. The absolute values of the amplitude $E_x$ is given in (a) and $E_z$ in (c), and the corresponding phases in (b) and (d). The $NA = 0.9$, the wavelength $\lambda = 405 \text{ nm}$, and the interface is between air ($z < 0$) and silicon ($z > 0$).

The far-field result of the near-field focussed spot interaction is more complicated and accounts for every angular direction within the NA.

The far-field differential signal plotted as a function of the scan position along the X axis presents asymmetric side lobes (as shown earlier in figure 3) as we set the focal plane at different Z positions with respect to the interface. We believe that this imbalance is due to the position-dependent phase of the focussed field. For comparison, we consider two situations: first, we set the focal plane right above a 100 nm PSL particle, i.e. at $z = -0.11 \text{ m}$, as shown in figures 5 (a) and (b), and second, the focal plane is set inside the silicon slab at $z = +0.11 \text{ m}$. The particle in the X axis is positioned at $x = -0.4 \mu \text{m}$ in (a) and (c), and $x = 0.4 \mu \text{m}$ in (b) and (d). The red arrows between the diagrams indicate the corresponding position on the signal of the X axis scan.

![Figure 5](image)

**Figure 5.** The phase distributions in the XZ plane of a 100 nm PSL particle on top of silicon. The particle is moved in the X direction through the focussed beam centred at $X = 0$. In the upper panels (a) and (b) the focal plane is set at $z = -0.11 \mu \text{m}$, in the lower panels (c) and (d) the focal plane is set inside the slab at $z = +0.11 \mu \text{m}$. The phase change suggests that when the nanoparticle is moved along the $X$ direction, the collected signal will have the reverse polarity over a certain vertical distance. It is important to note that we only show the slices of the phase map in the direction normal to the interface. The far-field result of the near-field focussed spot interaction is more complicated and accounts for every angular direction within the NA.
The opposite (at \( x = -0.4 \) \( \mu m \) and \( x = 0.4 \) \( \mu m \)) phase components for the \( x \) component angle \( \phi(E_x) \) for the two case look similar, also for both focus positions. The angle \( \phi(E_z) \) component, in contrast, changes both in magnitude and spatial distribution. We can conclude that, specifically, the phase changes in the \( Z \) component of the incident field are responsible for the scattering from the symmetric object producing the unbalanced amplitude at the far field. For simulations of a non-spherical scattering object, please see appendix B.

### 2.3. Uncertainty estimation

We put together the uncertainty contributions according to the following equation for the combined standard uncertainty (see further details in appendix A): where \( \sigma_x, \sigma_y, \sigma_z, R_y \) denote standard deviations of the \( Y \) coordinate (fluctuation versus the reference \( Y_{ref} \)), \( Z \) coordinate (fluctuations of zero in the \( S \)-curve), intrinsic \( Z \) error of the piezo, and cross-correlation between the horizontal and vertical movement, respectively. In addition to the standard uncertainties reported with the partial correlation \( U_{parc} \) between the \( Y \) and \( Z \) contributions, we include more conservative estimates assuming the full (positive) correlation [22]. Finally, to establish a more reasonable accuracy of the technique, we use the expanded uncertainty \( U \) given by \( U = k \times U_{parc} \), where \( k \) is the coverage factor and \( U_{parc} \) is the combined standard uncertainty. We take the value of the coverage factor to be \( k = 2 \), which is equivalent to approximately 95% coverage for a normal distribution. Importantly, to collect the data, we have used two settings of optical power: the peak power at the objective (before being focussed on the substrate) is either \( P_{low} = 0.58 \) mW or \( P_{high} = 1.64 \) mW. For the cases of 200 and 100 nm PSL particles on silicon and 200 nm PSL particles on glass, we have used the power \( P_{low} \), while for the 50 nm PSL particles on silicon and 100 nm PSL particles on glass, we have used \( P_{high} \). For most of the demonstrated cases, at wavelength of \( \lambda = 405 \) nm, we estimate sub-micrometer accuracy in finding the position of the surface (table 1). The exception is the 200 nm PSL particle on top of the glass surface, where the uncertainty is slightly above 1 \( \mu m \). It is thus not recommended to use such a large diameter for focus-searching purposes with materials of low reflection. The obtained results are comparable to those of the focus searching methods used in micro-machining applications such as that based on a nonlinear harmonic generation [23]:

\[
U_{parc} = \sqrt{\sigma_x^2 + \sigma_y^2 + 2R_y\sigma_y\sigma_z + \sigma_z^2},
\]

\[
Z_r = \lambda/4[1 - \cos(\alpha)].
\]

### 3. Results

Figure 6 shows the \( S \)-curve obtained from the through-focus signal for a sample of monodisperse polystyrene calibrated spheres (PSL) that have been spin coated on top of a silicon wafer. For this plot, the scanning with the focussed spot is done through an isolated sphere of nominal diameter \( d = 46 \pm 2 \) nm. For the acquired \( S \)-curve, 100% (peak-to-peak (P-PK)) of the slope lies within \( S \approx 3.8Z_r \), where \( Z_r \) is the Rayleigh range calculated from the vectorial diffraction theory according to the formula

\[
Z_r = \lambda/4[1 - \cos(\alpha)].
\]
that this Rayleigh range is almost three times smaller than the paraxial one [28]. Notice how the middle 50% of the curve is slightly larger than the Rayleigh range. Remarkably, in the right half of the $S$-curve, the region after its maximum positive value decreases more slowly than the corresponding region in the left half of the $S$-curve. The most likely explanation for this result is the scattering from the background that increases the balance in the collected signal as we scan below the focus, deeper under the particle. Further, we investigate the effects of the particle diameter on the sensitivity of the acquired $S$-curve (see table 2). The motivation for this is to show that the method is compatible with several particle sizes as it is not always possible to add a particle with a known size. Second, as our prototype includes custom-made electronics for the detector, which allows us to detect particles <80 nm (low dark noise and with a design to minimise pick-up from the environment), in contrast when using an off-the-shelf photodetector, there will be considerably more noise and it will be difficult to detect small scattering signals from spheres <100 nm in diameter. In this case, slightly larger particles could be used.

For the sensitivity comparison, the $S$-curves were acquired for the same experimental conditions of sampling, scanning speed, and vertical and horizontal displacement steps. Each profile is based on the averaging of at least four data sets for each particle size. Evidently, the slope of the $S$-curve increases when smaller particles are studied. For a sphere of 50 nm diameter, as compared to other samples, for the variation of the linear region extent, as projected to the vertical axis $\Delta Z \pm \sigma$, the mean distance $S$ is the smallest. The main reason is the shorter acquisition time needed to record multiple data sets for averaging, during which the whole system is less perturbed compared to longer scans for larger particles. Next, the decrease of the particle diameter does not linearly improve the sensitivity of the acquired curve. From the electromagnetic point of view, we are not dealing with physical objects but rather with a collection of emitting sources. The behaviour can be better understood from the perspective of scattering by a sphere on a substrate [29]. Functionally, the differential scattering cross section (DSCS) is proportional to the sixth power of particle size and this diameter dependency is more pronounced for a particle at the interface (by approximately eighth power [30]). Following a simple simulation of a horizontal dipole-like particle at the interface, the slope in the scattering response as a function of the particle size is fairly small for the particles in the domain $<\lambda/4$. At the same time, the change in slope is rather drastic for the larger particles $>\lambda/4$. Thus, in order to benefit from tiny particles in focus searching, the sensitivity of the detector should be suitable for recording small changes in the scattered intensity. In addition, we observed that the slope of the $S$-curve for a 50 nm particle is close to the slope of a 100 nm sphere. Thus, we expect that the sensitivity would not improve dramatically if <50 nm particles were used. It follows from table 3 that the sensitivity of the proposed technique outperforms a set of results demonstrated by several implementations of one of the most commonly used techniques for focus control, namely, astigmatism. For the published results mentioned in table 3, the extents of the linear region $S$ for the corresponding $S$-curves (first column) were taken directly from the original publication, while the corresponding Rayleigh ranges were computed by the authors of the current article. Since the benchmark results were based on systems with NA $\geq 0.6$, the formula for the Rayleigh range was also computed according to the vector diffraction theory.

### Table 3. Sensitivity comparison ratio $G = T'/T$ of the presented method to various implementations of the known astigmatism method.

| Linear region $S$-curve $S$ (µm) | Details | Rayleigh range $Z_r'$ (nm) | Ratio $T' = S/Z_r'$ | Ratio $G = T'/T$ | Reference |
|-------------------------------|---------|---------------------------|-------------------|-----------------|-----------|
| 6                             | $\lambda = 633$ nm, NA = 0.6 | 791.25 | 7.6 | 2 | [24] |
| 4                             | $\lambda = 405$ nm, NA = 0.65 | 421.7 | 9.48 | 2.5 | [25] |
| 3                             | $\lambda = 405$ nm, NA = 0.85 | 214 | 14.02 | 3.67 | [26] |
| 2                             | $\lambda = 405$ nm, NA = 0.85 | 9.34 | 2.45 | | [27] |

4. Discussion

This paper shows that high sensitivity in focus positioning can be achieved using the scattering from a nanoparticle on a surface. An immediate consequence is that the user might need to deposit a particle on the surface of interest, which may be unwanted. However, it is important to highlight that many application areas may not require depositing isolated spheres, but rather may use nanoparticles that are already present in the sample. For example, in the domain of semiconductor manufacturing, the silicon wafers that come directly from the producer are not completely clean and do contain particles in the size domain from 30 to 100 nm. Additionally, during the lithography process, contamination is unavoidable [31]. If the assumption that the contamination has the shape of a sphere or an oblate spheroid can be made, the technique is directly applicable. In the case of biological samples, metal particles are sometimes present to stimulate resonance, so the smaller features of the neighbouring molecules or viruses become visible [32]. Further, in the fine machining stages of laser material processing, the surface will have low roughness but will locally have tiny scratches, pits, or dust [33]. All of these small isolated features could be used in our method.

We emphasise that in order for the technique to work, the particle diameter should be smaller than the depth of the focus of the given optical system. In our case, the DOF $\approx 360$ nm whereas the maximum diameter of the studied particle was 200 nm. The DOF is defined as double the Rayleigh range $DOF = 2Z_r$. On the other hand, the smallest suitable particle is defined by both the resolution of the vertical translation and the detection sensitivity of the technique itself. In order
to build up the error curve, the differential signal should be recorded at least at three vertical positions, when in practice one or two orders higher sampling is necessary. Further, the studied sphere, upon interacting with the focussed spot, should produce sufficient scattering to overcome the inherent experimental noise, specifically the noise floor at the detector. The strength of the collected signal, given a constant power of illumination and fixed particle diameter, depends both on the reflectivity of the sample and the material of the particle.

This technique could be extended to determine the tilt of a large surface such as a wafer by having a few nanoparticles distributed in the surface (spherical or elliptical), and determining the position of the surface at each point. In principle, to determine a two-dimensional tilt, three spheres distributed as a triangle would suffice.

5. Conclusions

In this paper, a novel sensitive method to find the focal plane of a laser beam that is focussed on a surface has been presented. The method is based on detecting the scattering in the far field of a nanoparticle that is deposited on a surface. We observed that the asymmetry in scattering from the nanoparticle that occurs when the focal plane is moved away from or towards the surface can be used to generate the S-curve error signal and consequently the position of the focal plane w.r.t. the reflecting surface. According to rigorous numerical simulations, we found that the zero in the S-curve occurs when the focal plane is set at the plane of the surface, i.e. directly under the nanoparticle. The obtained experimental results indicate that at best the linear region of the generated S-curve can be \( S \approx 3.8Z \), for a 50 nm PSL particle at the surface of a silicon wafer. Our method is also suitable for working with surfaces with low reflection, such as glass. The reflectivity of the surfaces, estimated for the most contributing angles within the NA, varies between 20% and 72% for glass and silicon, respectively. The generated S-curve for the case of a glass surface and a particle of 100 nm results in \( S \approx 5.6Z \). The achievable accuracy of the method is in the submicrometer range with a major contribution due to the translation stage (reported as the 2σ measurement uncertainty.) Moreover, several comparisons between the sensitivity of the presented method and various implementations of the astigmatism method for error-curve generation have been reported. We believe that the proposed method can find applications in microscopy, micro-machining, laser writing, optical lithography, and highly sensitive alignment systems.
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Appendix A

A.1 Estimation of uncertainty

Complementary to section 2.3 we describe the method we have used to estimate the uncertainty in finding the position of the surface under the focussed spot with the nanoparticle as the mediator. The distance from the initial position, somewhere above the surface, to the final position, at the surface, is defined from the zero-crossing of the S-curve. The exact location of this point depends on multiple sources of measurement uncertainty. The process of calculating the uncertainty \( U \) includes two steps. First, we determine directly measured uncertainties and also take into account the uncertainties provided by manufacturers. Second, we combine those individual uncertainties in a root sum of squares. We use the type A evaluation process from GUM [34] to estimate the axial shifts along \( X \), \( Y \), and \( Z \) of the zero crossing position \( Z_{cp} \). To find the ‘centre’ of the sphere, the maps over multiple vertical positions are acquired and the average reference position that corresponds to the maximum amplitude of the differential signal is stored. First, two uncertainties associated with this process are the standard deviations \( \sigma_x \) and \( \sigma_y \) of the X and Y coordinates, that describe the fluctuation versus the reference pair. \( \sigma_z \) makes no contribution to the final uncertainty as long as \( \sigma_z < \Delta X/2 \), where \( \Delta X \) is the total width of the scan along \( X \) (a typical number is \( \Delta X = 20 \mu m \)). Hence, for our method, the effect of misaligning the particle with respect to the focussed spot in the horizontal plane is described by \( \sigma_y \). Deviation from the particle’s true centre described by \( \sigma_z \) translates to the apparent vertical off-centre distance to the surface that is shorter than if it had been estimated exactly through the centre. Next, based on the repeated one line scan measurements along the Z axis line, from the resulting S-curve, \( \sigma_y \) can be estimated. For the final calculation of \( U \), \( \sigma_y \), corresponding to the zero of curve \( Z_{cp} \) is used. Both \( \sigma_x \) and \( \sigma_y \) are calculated by averaging the \( (\frac{X_{centre}}{Z_{centre}})_{cp} \) coordinates of ten parallel signal maps across the total vertical distance of one micrometer, starting close to the focus position, with steps of 100 nm. The standard deviation \( \sigma_z \) is computed for the zero-crossing points of the S-curves by averaging four repeated profiles, each with a step of 5 nm between parallel scanning lines over distances that are different for different particle diameters, ranging from 1.5 \( \mu m \) to 2.6 \( \mu m \). Following that, from the data sheet for the Z-translater stage (P-620.ZCD), we take the approximated accuracy error on the linearity of the Z displacement as double. For example, a 0.002% linearity for the full range of 50 \( \mu m \) is a 10 \( \mu m \) maximum deviation. Hence, the approximated accuracy error is 20 nm Pk–Pk or \( \sigma_z = 0.02 \mu m \). In order to build up the error-curve profiles, the raw sampled data from the split detector are interpolated using Friedman’s algorithm [35] with high coefficients of determination for the all the studied particles diameters of 200, 100, and 50 nm \( r_{y_{max}} = max_{y \in \{1 \times \{-n/2,...,n/2\}} C(\frac{X_{centre},Y_{centre},u,v}) \) and as.

Moreover, when a sample is fixed on top of a stack that is comprised of a Z-translater stage attached to an XY-translater stage, it is important to check the correlation between the axial contributions of uncertainty. We choose a digital image...
correlation method [36, 37] applied to 2D CCD images of the reflected focussed spot at different axial positions, with these being close to the true focus. The core of the algorithm is to take two closely separated ($\Delta z = 5$ nm) images and take the cross-correlation between the subsets of corresponding numerical arrays. Next, one numerically introduces the pixel shifts and checks whether the correlation throughout pairs of subsets grows with respect to the non-shifted position. If this is the case, the vertical displacement of the wafer surface by $\Delta z$ translates to the displacement $\Delta y$. The following equations demonstrate how we compute the final correlation coefficient $R_{yz}$, where $I$ and $I'$ are intensity images at the CCD, separated by a vertical step of 5 nm. The subset size in our case is $n = 20$ pixels and the step between overlapping subsets is 10 pixels (the half-window of subset window size). Based on the two images of a large random defect $> 5$ µm in the silicon wafer, we estimate the cross-correlation between the $Y$ and $Z$ displacement as $R_{yz} = R_{yz} = 0.6331$:

$$R_{yz} = \left(\frac{\text{atanh}(r_{yz\text{max}})}{\text{atanh}(r_{yz\text{max}})}\right)^{-1}$$

$$r_{yz\text{max}} = \max_{u,v \in \{1\} \times \{-n/2, \ldots, n/2\}} C(x, y, u, v).$$

**Appendix B**

**B.1 Simulations for elliptical nanoparticle**

Complementary to section 3, this appendix presents simulation of an aspherical particle, i.e. an oblate spheroid. An ellipse with half axes of horizontal $r_1 = r_2 = 0.05$ µm and vertical $r_3 = 0.0125$ µm made of PSL is placed over the surface of a silicon wafer. For the fixed position of the scanning line above the particle at $z = -0.11$ µm, the comparison between the corresponding simulated differential signals is shown in figure B1. The differential signal from the spherical particle has a much larger amplitude compared to the elliptical particle (since the volume of the elliptical particle is four times smaller than for the spherical of the same material). That is why we have normalised the signal so that the shape of the differential signals can be easily observed. For both profiles the maximum and minimum of the differential signal lie in the positions when the particle is at $x = -0.4$ µm and $x = 0.4$ µm, respectively. An important conclusion from figure B1 is that both profiles exhibit asymmetry between the positive and negative lobes of the signal, which is crucial for building the S-curve of the through-focus signal.

Similarly to figure 5, we look at near-field $E_z$ phase distributions above and below the focus, with the particle shape set to elliptical (figure B2). Similarly to the figure 5 the phase changes in the $Z$ component are more pronounced than the other polarisation components, both by shifting the ellipse horizontally and by looking at different $z$ positions, both in magnitude and spatial changes of the phase of the near field. We are interested in the particle positions that correspond to the extrema in the differential profile, such as when $x = -0.4$ µm and $x = 0.4$ µm. Compared to the results in figure 5, the change of particle shape renders a non-negligible effect on the phase distribution. Since the proposed focus-finding technique relies only on the difference between the peaks in the measured signal $|I_{\text{max}}| - |I_{\text{min}}|$ as a function of the $Z$ displacement, non-spherical particles could also be considered in our technique.

![Figure B1.](image1.png) **Figure B1.** Comparison between the differential signals produced by the sphere (red) and by the ellipsis (blue). Each profile is normalised to unity.

![Figure B2.](image2.png) **Figure B2.** The $E_z$ phase distributions in the XZ plane of an elliptical PSL particle $r_1 = r_2 = 0.05$ µm and vertical $r_3 = 0.0125$ µm on top of silicon. The particle is moved in the X direction through the focussed beam centred at $X = 0$. Upper panel: (a) $z = -0.11$ µm. Lower panels: (b) $z = 0.11$ µm. The particle in the X axis is positioned at $x = -0.4$ µm in (a) and (c), and $x = 0.4$ µm in (b) and (d).
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