Dynamics of Coulombic and Gravitational Periodic Systems
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We study the dynamics and the phase-space structures of Coulombic and self-gravitating versions of the classical one-dimensional 3-body system with periodic boundary conditions. We demonstrate that such a 3-body system may be reduced isomorphically to a spatially periodic system of a single particle experiencing a two-dimensional potential on a rhombic plane. For the case of both Coulombic and gravitational versions, exact expressions of the Hamiltonian have been derived in rhombic coordinates. We simulate the phase-space evolution through an event-driven algorithm that utilizes analytic solutions to the equations of motion. The simulation results show that the motion exhibits chaotic, quasiperiodic, and periodic behaviors in segmented regions of the phase space. While there is no evidence of global chaos in either the Coulombic or the gravitational system, the former exhibits a transition from a completely non-chaotic phase space at low energies to a mixed behavior. Gradual yet striking transitions from mild to intense chaos are indicated with changing energy, a behavior that differentiates the spatially periodic systems studied in this paper from the well-understood free-boundary versions of the 3-body problem. Our treatment of the 3-body systems is the first of its kind and opens avenues for analysis of the dynamical properties exhibited by spatially periodic versions of various classes of systems studied in plasma and gravitational physics as well as in cosmology.
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Physicists often rely on one-dimensional models as a starting point in the analysis of the more complicated higher dimensional systems. Not only can they be mapped to systems subject to experimental study [1], a one-dimensional gravitation-like interaction has actually been observed in the laboratory [2]. Moreover, one-dimensional systems have been of great intrinsic interest to theoretical and computational physicists (see [3–7] and references therein). Small versions of the one-dimensional systems (N ≥ 3) are of particular interest as they are relatively less convoluted to analyze yet may exhibit interesting chaotic dynamics.

The simplest nontrivial case is the 3-body problem. While classical [8] as well as relativistic [9, 10] and post-Newtonian [10] versions of one-dimensional three-body problems with free boundary conditions have been studied in considerable detail, such treatments have not been extended to the periodic versions of the system. In such studies in the field of plasma physics and cosmology, periodic boundary conditions have long been preferred [11–14] and have been employed in one-dimensional Coulombic and gravitational models [5, 13–17]. The question at hand is: how do we reduce a three-body one-dimensional problem with periodic boundary conditions to one of a single-body in two dimensions to study the dynamical properties of the system? Here we present the results of the first study (to the best of our knowledge) of chaos in periodic versions of the 3-body problem.

We consider two versions of a spatially periodic linear system on an x-axis with the primitive cell extending in [−L, L] and which contains three infinite sheets, each with a surface mass density m, located at x1, x2, and x3 with respect to the center of the cell. In one version, the sheets are uncharged and are only interacting gravitationally. The other version is essentially a one-dimensional Coulombic system in which the sheets are charged with a surface charge density q and are immersed in a uniformly distributed negative background such that the net charge is zero. For the case of the charged version of the system, we neglect the gravitational effects and take into account only the Coulomb interactions. Using results from [7, 17], the potential energy for the system may be expressed as

\[ V = \kappa \sum_{i<j}^3 \left( \frac{(x_j - x_i)^2}{2L} - |x_j - x_i| \right), \]  

where \( \kappa = \frac{2\pi \kappa q^2}{m} \) for the case of the Coulombic system (with each sheet, henceforth referred to as a particle or a body, having a surface charge density q in addition to the surface mass density m) and \( \kappa = -2\pi Gm^2 \) for the gravitating system. As it is common practice, we henceforth refer to the sheets as particles or bodies.

Without losing generality, we set the initial center-of-mass velocity to be zero. Then, with one constraint set forth by conservation of momentum on each of the configuration and the momentum subspaces, the phase-space dimensionality may be reduced by two. Normally, for a one-dimensional 3-body system, this reduction is often accomplished by choosing a two-dimensional orthonormal basis, say \( \{\alpha, \beta\} \), in the configuration space which invokes a two-dimensional orthonormal conjugate basis (oftentimes simply the corresponding velocities) in the
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momentum space. This way, a 3-body one-dimensional problem is reduced to one with a single-body on a plane. However, the systems we have at hand are spatially periodic and hence the reduced system must also appropriately exhibit spatial periodicity.

In dealing with the problem, one realizes that moving away from an otherwise traditional orthonormal basis is perhaps the only way to democratically realize periodicity in the reduced system. In other words, we look for a set of coordinates that inherently embodies the periodicity of the system. Notice that the particles in our system may be thought of being on a ring (or a torus) of circumference $2L$. In this torus representation, the particles at $(x_2-x_1)$, may assume any value in the interval $[-2L, 2L]$. In other words, relative separations on the torus naturally inherit the spatial periodicity, we choose $\alpha$ and $\beta$ to be the normalized relative separations of the particle at $x_2$ with respect to the one at $x_1$ and the particle at $x_3$ with respect to the one at $x_2$ respectively on the torus. That is,

\[
\sqrt{2}\alpha = \begin{cases} 
(x_2 - x_1) + 2L, & -2L \leq (x_2 - x_1) < -L \\
(x_2 - x_1), & -L \leq (x_2 - x_1) < L \\
(x_2 - x_1) - 2L, & L \leq (x_2 - x_1) < 2L
\end{cases}
\]

Similarly, we define the second spatial coordinate, $\beta$, by simply replacing $(x_2 - x_1)$ by $(x_3 - x_2)$ in Eq. (2). Note that while $\alpha$ and $\beta$ undergo discontinuity, their corresponding conjugate momenta, $p_\alpha$ and $p_\beta$, do not. This is because the three individual momentums $p_1$, $p_2$, and $p_3$ in the original spatially-periodic Coulomb and gravitational systems are continuous and an addition (or a subtraction) of the constant quantity $2L$ does not affect the time derivatives of the relative separations. Therefore, we define the two momenta as

\[
\sqrt{2}p_\alpha = (p_2 - p_1), \quad \sqrt{2}p_\beta = (p_3 - p_2).
\]

With the above transformation of coordinates, the Hamiltonian may be expressed as

\[
\mathcal{H} = \frac{2}{3m} (p_\alpha^2 + p_\beta^2 + p_\alpha p_\beta) + \kappa \left[ \frac{\alpha^2 + \beta^2}{L} + \frac{(\alpha + \beta)^2}{L} - \sqrt{2} (|\alpha| + |\beta| + |\alpha + \beta|) \right].
\]

Clearly, in the new system of coordinates, the kinetic energy, $\mathcal{T} = \frac{1}{2}m(p_\alpha^2 + p_\beta^2 + p_\alpha p_\beta)$, is non-diagonal. In fact, the form that $\mathcal{T}(p_\alpha, p_\beta)$ takes suggests that Eq. (4) represents the Hamiltonian of a single particle expressed in rhombic coordinates, with the two configuration (as well as conjugate-momentum) coordinates inclined at an angle of $60^\circ$. In other words, by invoking the transformations as defined in Eqs. (2) and (3), we have reduced

FIG. 1. Poincaré plots for the Coulombic system with (A) $\mathcal{H}_e = -1.098$ and (B) $\mathcal{H}_e = 2.031$. The boxes denote the areas magnified in the corresponding insets. (C) and (D) depict the periodic trajectories on the rhombic plane for a P2 orbit and a P6 orbit respectively, each with $\mathcal{H}_e = -1.098$. (E) Position vs time for the three-particle system corresponding to the rhombic trajectory shown in (C). $\alpha$ and $\beta$ have been expressed in the units of $\sqrt{2}L$. 

FIG. 2. Simulation results for the gravitating system: (A-E) are for $H_g = 0.226$ whereas (F-H) are for $H_g = 0.624$. (A) and (F) show Poincaré plots for the two values of $H_g$. The boxes denote the areas magnified in the corresponding insets. The three-particle evolution and the corresponding trajectories on the rhombic plane for: a P1 orbit (B-C); a P3 orbit (D-E); a P2 orbit (G-H); another P2 orbit (I-J). $\alpha$ and $\beta$ have been expressed in the units of $\sqrt{2}L$.

The dynamics of the one-dimensional, spatially-periodic, three-particle system to that of a two-dimensional periodic system of a single particle on a 60°-rhombic plane of edge length $\sqrt{2}L$.

Time evolution of $\alpha$ and $\beta$ is governed by Hamilton’s equations. For example, the equations of motion for, say, the coordinate $\alpha$ may be obtained from

$$\frac{d}{dt} \left( \frac{\partial}{\partial p_\alpha} T(p_\alpha, p_\beta) \right) = -\frac{\partial}{\partial \alpha} V(\alpha, \beta),$$

where $V(\alpha, \beta)$ is the contribution of the potential energy to the Hamiltonian in Eq. (4). With an expression obtained similarly for the coordinate $\beta$, it can be shown that the resulting set of coupled differential equations is analytically solvable between the events of interparticle crossings, which on the rhombic plane correspond to one of the following three conditions:

$$\alpha = 0, \quad \beta = 0, \quad (\alpha + \beta) = 0.$$

We track each of the above conditions in simulation through an event-driven algorithm based on the approach adopted by Kumar and Miller [7]. The algorithm utilizes exact mathematical equations to determine the positions and velocities for each iteration. With the ability to follow the time evolution, we plot Poincaré surfaces of section for the Coulombic system and gravitating systems to study the global structures of their phase spaces. For consistency and to facilitate easy comparison of our results with those obtained earlier [8, 9], the Poincaré surfaces have been generated by plotting the square of the angular component of the momentum $(p_\theta^2)$ versus the radial component of the momentum $(p_R)$ for $\beta = 0$, that is, for the events of particle 2 undergoing a crossing with particle 3 in the three-particle system. It should be noted that while the potential energy in the free-boundary versions of the three-particle self-gravitating system could attain any non-negative value, the potential energy in the spatially-periodic gravitational as well as Coulombic systems are bounded [7, 17]. This sets constraints on the values that $p_R$ and $p_\theta$ may attain for any given value of the Hamiltonian. With $\beta = 0$, it can be shown rigorously that $p_R$ and $p_\theta$ satisfy

$$2m' \mathcal{H}_c - p_R^2 \leq p_\theta^2 \leq 2m' (\mathcal{H}_c + 2\pi kq^2 L) - p_R^2$$

for the Coulombic system whereas for the gravitational system, they satisfy

$$2m' (\mathcal{H}_g - 2\pi Gm^2 L) - p_R^2 \leq p_\theta^2 \leq 2m' \mathcal{H}_g - p_R^2,$$

where $m' \equiv (4/3)m$, and the subscripts $c$ and $g$ in the
Hamiltonian, \( \mathcal{H} \) represent the Coulombic and gravitational systems respectively.

We perform the simulations in dimensionless units as proposed for Coulombic and gravitational systems in \([17]\) and \([7]\) respectively. For easier comparison between the two versions, dimensionless momenta, \( p_R \) and \( p_\theta \) have further been expressed in terms of \( m' \). We have presented simulation results for a low-energy and a high-energy configuration each for the Coulombic as well the gravitating system. In each case, we plot the Poincaré surfaces with primitive-cell evolution of the three-particle system and their corresponding trajectories on the rhombic plane for a few periodic orbits of interest. On the Poincaré surfaces, chaotic orbits appear as filled-in regions, quasiperiodic orbits take the form of continuous or segmented curves whereas purely periodic orbits show up as finite number of isolated dots (usually surrounded by quasiperiodic orbits). (Note for readers of the online version: Colors represent different initial conditions).

Note that, in the Coulomb system, no interparticle crossing takes place for \( \mathcal{H}_c < -1.500 \), and hence, Poincaré surfaces satisfying \( \beta = 0 \) may not be plotted. The particles simply undergo pure oscillations about the equilibrium points for \( \mathcal{H}_c < -1.500 \), and therefore, the motion is strictly periodic. For \(-1.500 < \mathcal{H}_c < -1.350 \), the entire Poincaré plot is characterized by parallel horizontal “lines” similar to the topmost “horizontal” section of Fig. (1A). Such behavior, which is also seen in the wedge billiard at a half angle of 45° \( \theta = 0.98 \), suggests integrability. However, as the energy is increased to \( \mathcal{H}_c \sim -1.350 \), a narrow chaotic region appears at the bottom growing upward, resulting in the reduction of the integrable segment. This is in contrast to the wedge billiard at 45° in which the complete phase space is integrable whereas, in the periodic Coulombic system, it appears that both integrable and chaotic regions may coexist in the phase space depending on the energy. To our knowledge this is the first observation of such behavior.

As the energy is further increased, stable islands appear in the chaotic part through what appear to be period-doubling bifurcations. In Fig. (1A), which was generated for \( \mathcal{H}_c = -1.098 \), each of the “closed loops” converge to a single periodic point. Figure (1C) shows the periodic trajectory on the rhombus corresponding to the centers of the two large stable regions on the sides. We refer to such an orbit as a “period-2” orbit or simply a P2 orbit. Figure (1D) shows the periodic trajectory corresponding to the P6 orbit found in each of the lobes in the boxed region on Fig. (1A) (and its mirror image on the left). The primitive-cell evolution corresponding to the trajectory in Fig. (1C) has been shown in Fig. (1E).

With further increase in the energy of the Coulombic system, the integrable “horizontal” region is squeezed upward to eventually disappear. At the same time, the stable islands within the chaotic region grow progressively in size taking over most of the Poincaré surface, and leading to the plot presented in Fig (1B) at \( \mathcal{H}_c = 2.031 \). Notice that the stable regions have grown large enough to merge, sectioning the chaotic region into three a narrow regions, one in the upper-central region and two near tips of the “horseshoe.” When the plot is enlarged, we can see fine structures of stable and unstable regions forming within those narrow chaotic regions.

While the Coulombic system shows no chaos at low energies, the gravitating counterpart tells a completely different story. At low energies, the behavior resembles that of the three-body gravitating system with free (also known as open) boundary conditions. This suggests that at low-energies, each primitive-cell of the periodic gravitational system can be mapped to the physical systems considered in \([1, 8]\). At first, this observation appears rather surprising. However, if we look closely at the potential, we realize that at low energies, the interparticle separations are very small, and therefore, the quadratic terms in the potential may be disregarded. The low-energy Poincaré plot has been discussed in \([8, 9]\).

If we compare the results for \( \mathcal{H}_g = 0.226 \) shown in Fig. (2A) with those presented for the free-boundary versions of the self-gravitating system \([8, 9]\), we see striking similarities. Three major stable regions form the central and upper left and right portions of the plot. The fractal region, located in the lower part of the plot, exhibits self-similar sets of nested stable islands and includes infinite “period-N” orbits that are surrounded by quasiperiodic orbits between which narrow chaotic regions exist. Figure (2B) shows the primitive cell evolution for the P1 orbit from (2A) whereas (2C) shows the corresponding motion on the rhombic plane, with Figs. (2D) and (E) showing the same for the P3 orbit from the fractal part of the Poincaré plot. Notice that Fig. (2E) is nothing but a pretzel orbit as discussed in \([8]\).

As energy is increased, the gravitating system starts deviating from the free-boundary behavior. Note that, in the classical free-boundary version of the gravitating system, changing energy does not bring about a change in the structure of the phase-space, it just scales the phase space. However, in the periodic version, as energy is increased from a low value, the phase space gets more chaotic. However, small stable islands start appearing, as seen in Fig. (2F) for \( \mathcal{H}_g = 0.624 \), which grow and finally engulf the chaotic region. At higher energies, the particles are able to cross between rhombic planes (or equivalently, adjacent cells in the periodic 3-body system). Plots of primitive cell evolution and motion on the rhombic plane are shown for the central P2 orbit in Fig. (2F) in Figs. (2G) and (H) respectively. Another set is shown for a different P2 orbit (lying at the bottom of the horseshoe) in Figs. (2I) and (J) respectively. Also note that periodic orbits form “closed loops” (for the periodic boundary conditions, it means that after a finite number of strands on the rhombic plane, the trajectory will simply repeat on top of each other), quasiperiodic orbits result in “bands” on the rhombic plane that trajectories will never move out of, and chaotic orbits lead to unpredictable trajectories on the plane. Of course, con-
servation of energy may set a boundary beyond which the particle will never go, in which case, the chaotic trajectory will fill in the allowed region as time progresses). As one moves away from a fixed point (a “period N” trajectory, $N \in \mathbb{I}$) on the Poincaré plot, quasiperiodicity takes over and the strands on the rhombus starts spreading into bands.

Notice that for both the Coulombic and gravitational systems, the Poincaré horseshoe itself gets narrower with increasing energy. While we have compared the results of gravitating system with those already known for the different free-boundary cases, and we have compared the Coulombic system with the gravitational version, the results for Coulombic system still stand out and are of particular interest because this is the first analysis, as far as we know, of the phase-space structure for a purely Coulombic system. However, in the periodic versions of both Coulombic and self-gravitating systems, we do confirm the presence of considerable structure which prevents KAM breakdown to global chaos [18].

The 3-body spatially periodic systems provide the first theoretical basis for understanding the chaotic dynamics of small systems with periodic boundary conditions. This study reveals striking similarities and differences compared with their free-boundary counterparts not previously seen and points toward the need for studying the 3-body periodic Coulombic and gravitational systems in greater detail. Furthermore, analytic reduction of the systems’ equations of motion in rhombic coordinates may be utilized to extend the tangent-space approach [19] for calculating the spectrum of Lyapunov exponents for these spatially periodic systems in simulation. Our work also paves the way to study the dynamics of 4-body periodic versions, the results of which could be compared with those already known for the 4-body free-boundary gravitational case [6].
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