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ABSTRACT Currently, the industrial development is becoming increasingly rapid. Technicalization, informatization and industrialization gives the fundamental impetus for industrial development and progress. Nevertheless, there are numerous problems that hindering industrial progress and human security in the industrial field. The surface defects of the workpieces are one of the primary problems. Moreover, defects of multi-type, mixed and unapparent characteristics presented by workpieces make the detection and classification of workpiece more difficult. Deep convolutional neural networks (DCNN) show strong ability of feature extraction and mines deeper essential features of data because of its features of unique receptive field structure and weights of shared. It can represent original data information well and obtain results more accurately than the traditional methods. But there also remains a problem that conventional DCNN has a huge number of parameters and computation, which brings great pressure to the equipment in terms of computing power, memory, speed and so on. Based on this situation, the optimization methods of CNNs model in the aspects of data, structure, algorithm are summarized. Related lightweight structures and networks are also summarized in this paper. The purpose of these work is to reduce the number of parameters and computation and improve the training performance. At the same time, the research on defect classification of workpieces based on traditional machine learning and deep learning model is reviewed, and the research on defect classification of workpieces based on deeply optimized CNNs is referred and prospected.

INDEX TERMS Deeply optimized CNN, workpieces detection, lightweight, surface defect classification

I. INTRODUCTION

With the diversification of people's life and the development of industries, the requirement of industrial products becomes increasingly strict. Qualified industrial products are the basic condition in guaranteeing people a healthy life and work. Therefore, the task of workpieces defect classification occupies an extremely important position in the industry. The detection of industrial equipment and related workpieces is the most important aspects to reduce economic loss and safety risk. For different workpiece products have different surface defects. Magnetic tile exists "crack", "blowhole", "break" and other defects, steel plate surface exists "pitting", "burr", "scratch", "crack" and other defects. These defects not only affect the product quality, but also have certain safety risks. Therefore, the research of surface defect classification for industrial workpieces is a hot research field. Defects of workpieces can come from many fields, such as electrical work, manufacturing, building industry and so on. Some common examples of surface defect images are shown in Fig. 1.
Deep learning is a learning model developed based on machine learning. As traditional machine learning methods can no longer adapt to the information characteristics in the era of big data. There is an urgent need for a learning model that can adaptively complete the learning task of information characteristics, so deep learning arises at the historic moment. Deep learning imitates the mechanism of human brain to analyze data, such as languages, images, sounds and so on [1]. At present, deep learning has been widely used in image processing, text understanding, speech recognition, defect classification, fault diagnosis and other fields. This technology is now introduced in the field of workpieces surface defect classification and combined with some optimization methods to improve the identification accuracy. At the same time, China's "Made in China 2025" white paper proposed the requests that "The use of advanced molding and processing methods, online classification devices, intelligent production, logistics systems and classification equipment should be promoted. The stability, quality reliability, environmental adaptability, service life and other indicators of key physical product performance can reach to the international advanced level of similar products"[2]. Therefore, the surface defect classification method based on deep learning not only has important academic research value, but also has very broad application prospect.

In the field of workpieces surface defect detection, detection methods can be divided into supervised [3], unsupervised [4] and semi-supervised [5] methods. Under supervised learning, CNNs is commonly used for research. This paper only explores the optimization and lightweight methods of CNNs under supervised learning, so the defect detection task under unsupervised learning and semi-supervised learning is not described.

In view of the problems of the complexity, the poor efficiency in conventional DCNN model under supervised learning. Paper summarizes the optimization and lightweight methods of conventional DCNN and describes their principle. And the research of other scholars applied DCNN which were optimized to workpiece defect detection and classification are discussed. The main contribution of this paper is that research on optimization and lightweight DCNN methods has certain reference significance in the future.

The structure of this paper is as follows. In chapter 1, the methods of workpieces surface defect detection and related studies respectively based on traditional machine learning and deep learning are briefly introduced. The chapter 2 introduces the basic structure, principle and improved network of CNN. In the third chapter, the optimization methods of conventional DCNN are related for the complexity and poor performance in conventional DCNN. Chapter 4 summarizes the current lightweight networks and their optimization methods. In chapter 5, the current studies of deeply optimized CNN in defect detection and classification of workpieces is reviewed. The final chapter summarizes the above five chapters and prospects the deeply optimized CNN in the task of workpieces surface defect detection and classification.

II. RESEARCH STATUS OF WORKPIECES SURFACE DEFECTS CLASSIFICATION
### TABLE1 CLASSIFICATION METHODS FOR SURFACE DEFECTS OF WORKPIECES

| Methods          | Concrete model or algorithm | Advantages                                                                 | disadvantages                                      |
|------------------|-----------------------------|-----------------------------------------------------------------------------|---------------------------------------------------|
| Traditional Mechanism | ECT [6,7,14]                | Low surface defect requirements; Fast speed; low cost.                      | Low degree of automation; Limited applicable objects; Few kinds of defects can be judged. |
|                   | MFL [11,12]                 |                                                                            |                                                   |
|                   | ACFM [9]                    |                                                                            |                                                   |
|                   | Ultrasound [8,10]           |                                                                            |                                                   |
| Machine Learning  | KNN [15,19]                 | The classification effect is good for those with few data sets and obvious defects. | Features need to be extracted manually; The robustness of the system is poor; Most of the system cannot achieve end-to-end structure. |
|                   | SVM [7,16-18,21]            |                                                                            |                                                   |
|                   | RF [13,20]                  |                                                                            |                                                   |
| Deep Learning     | CNN [23-25, 28-30]          | Deep extraction of effective feature information; Good robustness; High efficiency. | Conventional deep neural network requires a large amount of computation and parameters and high memory usage. |
|                   | AE [23,27]                  |                                                                            |                                                   |
|                   | DBN [26]                    |                                                                            |                                                   |

### A. Traditional mechanism methods

Since the various kinds of high sensitivity detection devices have developed rapidly. In the field of workpieces surface defects, many detection and classification methods have been studied such as EddyCurrent Testing (ECT), Alternating Current Field Measurement (ACFM), MagneticFlux Leakage (MFL) and Ultrasonic. These detection methods are mainly based on high sensitivity mechanical and electrical technology or optical technology. They can realize the detection and classification of workpieces surface defects through the electrical or magnetic signal processing. [6] introduced a differential excitation type sensor based on ECT for detecting metal defects. Aiming to detect and analyze the cracks of different depth and width, an experiment is conducted. The test results showed that the differential excitation type ECT device can be used for detecting defects on metal with high sensitivity. [7] presented a method to detect sub-surface defects in non-ferromagnetic material with motion based on ECT. [8] proposed a method of completely non-contact laser ultrasonic imaging to detect austenitic stainless steel with an artificial defect. In view of the rail surface crack, [9] studied the influence of probe scanning speed, crack length and depth on the detection signal based on ACFM. Combined with the optical moving rail device and ACFM detector, a rail dynamic scanning platform is built. However, these methods have many shortcomings such as the limited applicable objects and few kinds of defects that can be judged. Thus, they fail to meet the requirements of current workpieces surface defect detection and classification.

### B. Traditional machine learning methods

At present, methods of workpieces surface defect classification can be divided into machine learning-based and deep learning-based. Traditional defect classification based on machine learning methods have Random Forest (RF) [13,20], K-Nearest Neighbor (KNN) [15,19], Support Vector Machine (SVM) [7,16,17,18,21] and so on. However, there exists many weaknesses such as relying on manual extraction of features, big workload, poor robustness, complex steps. More importantly, many of them can not realize the end-to-end structure. The appearance of deep learning has effectively changed the surface defect detection method. The deep learning model can automatically and efficiently extract defect features, with relatively high robustness, and can better complete the task of workpieces surface defect detection and classification.

Traditional machine learning methods for classifying surface defects of workpieces have achieved better results before the advent of deep learning. Many scholars have also adopted these traditional methods and made certain improvements to them for the task of classifying defects in industrial products. [14] proposed an integrated model of multi-level SVM and decision tree to detect surface defects of aluminum plates. It combined with ECT probe, an aluminum plate surface defect detection and classification system are built. A variety of defect cracks have been studied at surface and sub-surface locations. [15] detected several surface defects in the gun barrel. It first extracting multiple texture features using histograms and gray co-occurrence matrices, then Bayes, KNN, ANN and SVM are used to test the classifier, and the results show that SVM has the best effect. [16] used SVM to classify solder joint defects of PCB originals, which focused on classifying solder joints with multiple features using the optimal kernel function of SVM. The mis-detected solder joints were classified again by using...
the SVM multi-classification algorithm with HOG features, with a final accuracy of 98.46%; [17] studied defect classification of cylindrical-shaped metal workpieces using SVM. It improved the classification accuracy by classifying scratches and liquid spill defects. An algorithm of several typical cold-rolled strip steel surface defects identification based on principal component analysis (PCA) and SVM methods are studied by [18], which achieved a high discrimination accuracy. [19] proposed a defect classification technique based on the integration of SVM, KNN and Bayesian classifier for defects such as texture, color and shape of tiles, achieved high classification accuracy. [20] proposed to apply the RF model to the classification of terminal defects. Firstly, using the decision tree algorithm to establish a single base model. And then through the majority voting criterion of multiple base models to obtain the RF model. Finally, the RF model is applied to the classification of terminal defects. The result showed that the accuracy of the model in the classification of terminal defects is 94%. [21] proposed a classification algorithm based on SVM to the classification of tool surface defects. It extracts features such as shape and texture of the defective area on the tool surface to train the SVM classifier. Finally, the proposed defect classification algorithm was experimented. The result showed that the defect detection rate of the algorithm reached to 97.2% and the classification accuracy reached to 94.3%. The above literatures studied the task of surface defect classification through using traditional machine learning. Although the recognition accuracy of some experiments was good, features needed to be extracted manually, and multiple algorithms were fused and integrated, which was relatively complicated.

However, with the development of technicalization, informatization and industrialization, the trend of multi-type, mixed and inconspicuous features presented by the workpieces defects has become increasingly significant. Traditional defect classification methods have gradually failed to adapt to this status. Moreover, most of them cannot realize the end-to-end structure and traditional defect classification methods need to be improved continuously to achieve a good effect. But this consumes a lot of time, manpower and energy. So, the use of more accurate, fast and systematic deep learning methods for the classification of workpieces surface defect is a hot research topic nowadays.

C. Deep Learning Methods

Deep learning has been applied more maturely after more than a decade of studies by countless predecessors. It are widely used by scholars and scientists in defect classification. Deep learning currently has four mature learning models as follows: convolutional neural network (CNN), recurrent neural network (RNN), deep belief network (DBN), and auto-encoder (AE) [22]. The use of deep learning models for surface defect classification is a current research craze.

[23] comprehensively compared the performance of CNN, SAE, MP and SVM-RBF based on the data set of wafer surface defects, and concluded that CNN was superior to other models, and further proposed an automatic defect classification system based on CNN. As traditional defect detection methods rely on manual extraction and have limited application occasions, [24] uses deep learning Faster RCNN model and VGG16 as feature extractor to detect mirror-like material defects with 94% accuracy. [25] proposed a classification and recognition method for surface defects of sheet metal parts with small samples based on CNN model, built a classic CNN model and fine-tuned parameters, and used data augmentation technology to expand the number of samples. The accuracy and real-time performance of this method can meet the requirements of actual industrial production. [26] used DBN for solar cell surface defects to pre-train the initial parameters of the network and fine-tune the network parameters by BP algorithm. Then it can obtain the mapping relationship between the training image and the defect-free image. Finally, the comparison between the reconstructed image and the defective image is used to achieve the defect classification of the test image. [27] used convolutional denoising auto-encoder (CDAE) networks with different gaussian pyramid levels to reconstruct image patches. Then it used the reconstructed residuals of the training patches as indicators for the defect prediction of direct pixel orientation, combining the reconstructed residual maps generated by each channel to generate the final classification results. The results have made good results on cloth silk fabric classification. In view of the classification and detection problem of small samples of steel plate surface defects, a steel plate surface defect detection system with markers based on CNN was proposed by [28]. 1300 defect samples were firstly collected, and then the collected images were denoised and edge detected. Finally, the CNN structure was adopted to detect and classify these defects. [29] processed medical images, extracted edge features by using a multiscale edge classification algorithm. It has also fused the underlying information using ResNet to achieve image segmentation. Its feature extraction accuracy of more than 80%. Based on the analysis of common defects on steel plate surface and existing deep learning surface defect classification algorithms, [30] selected the improved Faster R-CNN deep learning model to classify steel plate surface defects. It significantly improved the classification accuracy of small defects.

In the field of workpieces image defect classification, there are a few applications of AE and DBN for workpieces defect classification. There are almost no applications of RNN because it is not suitable for direct image feature extraction. The reason for this is that CNN has the receptive field structure based on machine vision, which is much more capable of image feature extraction than other models. In addition, CNN is suitable for workpieces surface defect image data set which are labeled. It belongs to supervised
learning. This model has high accuracy and good adaptability. Supervised learning is one of the primary methods in deep learning methods, which is widely used by researchers in many fields. Models of DBN, AE are more widely used in unlabeled workpieces data, belonging to unsupervised learning.

III. DCNNs

A. The basic structure of CNN

The history of CNN models can be traced back to the LeNet-5 model proposed by Yann LeCun in 1998 [31]. LeNet-5 model defined the basic structure of CNN for the first time, and it is considered as the first work of CNN model in the field. The main components of CNN are convolutional layer, pooling layer and fully-connected layer, in which convolution and pooling are done for all data of each layer. The deep features of the input data are extracted, and the fully-connected layer performs weighting calculation to obtain the result of classification probability. The structure of CNN is shown in Fig.2.

The input layer is the start of the neural network, and its main function is to receive the original training and test data. Then it will pre-processing this data to unify and optimize the data specifications to improve the training speed and effect of the network. In the convolutional layer, each convolutional layer contains a large number of convolutional kernels. The feature extraction of an image is to recalculate the pixel values of each part of the original image by using convolutional computation. Usually, we need to do ‘zero-paddings’ in the boundary of the image before the convolution layer in order to retain the edge feature information. But the retention also makes the image size bigger and bigger, which affects the training effect. So the pooling layer is added after the convolution layer, whose main function is to downscale the features, remove the redundant information and reduce the number of parameters. The fully-connected layer and the output layer are located in the last layers of the CNN. The fully-connected layer calculates the weight and bias of the extracted features, and the output layer normalizes the results. They can be combined to output the classification probability of the samples visually. The above is the basic structural composition of CNN. Each part has its own role and interacts with each other to complete the classification task of image feature extraction. But the conventional CNN is still difficult to classify large data and high-quality image data, the fundamental reason is that the conventional CNN is simply a stack of convolutional layers, pooling layers to a certain depth. Feature information will continue to be lost after heavy feature extraction and screening. Finally, the recognition accuracy will significantly decline. Therefore, it is necessary to continuously improve and optimize the CNN in order to achieve the requirements of recognition accuracy.

B. The development of CNN and its variants

Since Yann LeCun proposed the LeNet-5 model in 1998 and successfully applied it to handwritten digit recognition, CNN have gained a high status in the recognition task of simple image data set. However, as the image size becomes higher and higher, simple CNN can no longer meet the recognition task and will have a large error and a significant decrease in accuracy rate. People urgently need a new "guiding light".

Deep learning can mine the data feature information deeply to achieve the requirement of accurate recognition, which is favored by many scholars. So many researchers have used this concept to continuously improve the CNN, and finally multiplied AlexNet [32], VGG [33], GoogLeNet [34], ResNet [35], DenseNet [36] and other classical networks. Among them, AlexNet introduces the ReLU nonlinear activation function for the first time. Even if the number of layers is increased, the nonlinear relationship between output and input can be well characterized. In addition, the computational simplicity makes the output of some neurons become 0, which makes the network output more sparse and more in line with the principle of biological neural networks. The pooling layer in VGG becomes the maximum pooling layer, which can better extract significant features. In addition, the proposed inception structure in GoogLeNet can extract image features at multiple scales, enrich the extracted feature information and improve the recognition accuracy.
The above networks obtained excellent results in several ILSVRC competitions. However, later researchers found that the loss value will suddenly increase and the accuracy rate will decrease after reaching stability when the number of layers of the above network are deepening. Based on this, ResNet creatively introduced the shortcut connection, with the aim of ensuring that the accuracy rate would not decrease when the number of layers of the network are deepening.

IV. DEEPLY OPTIMIZED CNN

After more than two decades of development, CNNs have gradually expanded its network depth. From LeNet-5 with 5 layers, to AlexNet with 7 layers, to VGG with 16 and 19 layers, to GoogLeNet with 22 layers, and then ResNet gradually increased to 34, 50, 101 and 152 layers. Even ResNet and DenseNet network structure can reach thousands of layers. Although the shortcut connection is innovatively introduced into the ResNet structure so that the accuracy of the network does not decrease, the number of parameters to be trained and the computational effort of the network increases exponentially. It puts great pressure on the computing power, speed and memory of current devices. Therefore, it has great value of practicability and research to optimize the CNN in the training, structure, algorithm and other ideas such as transfer learning and lightweight. Finally, the improved networks can reduce the number of parameters and computation. The common optimization methods of CNN are shown in the Fig.3.

![Diagram](image-url)  
**FIGURE 3.** Schematic diagram of CNN optimization method.

A. Training Optimization

(a) Data optimization

1) Mean-variance normalization

Mean-variance normalization is a standardization method that transforms data into a standard normal distribution. In
regression models, independent and dependent variables that obey normal distributions often correspond to better regression predictions. And in the task of image recognition, image normalization is to centralize the data by de-meaning. According to the knowledge of convex optimization theory and data probability distribution, data centralization conforms to the data distribution law, which can improve the training speed and increase the generalization ability after training. The image normalization formula is as follows.

\[ N_{img\_std} = \frac{X - \mu}{\max(\sigma, \frac{1}{\sqrt{N}})} \]  

where \( X \) denotes the image pixel matrix, \( \mu \) is the mean image pixel value, \( \sigma \) denotes the standard deviation of all pixel values, and \( N \) denotes the number of image pixels.

2) Data augmentation

Defect data set of workpieces are not easily collected, while DCNN requires a large amount of data as input to obtain better training process and predictive classification. Based on this problem, The method of single-sample data augmentation can expand data set by changing the shape (clipping, twisting, flipping, etc.) and the color effect of the photo (brightness, contrast, saturation, etc.). The method of multiple-sample data augmentation can expand data set through inter-sample fusion, inter-sample combination and other methods. Common methods include Mixup, Cutmix, Mosaic and so on. This step can increase the data set by several or tens of times. [37] used data augmentation to expand their data set by a factor of 10. And [38] used data augmentation to increase their data set by removing some facial features, changing image saturation, and image rectangular segmentation of face samples.

(b) Gradient Descent Optimization

Training process of CNN contains two stages, namely forward propagation and backward propagation. The forward propagation can get the results which is achieved by convolution, pooling of the input data. Then comparing with the actual results, calculating the cross-entropy loss error. At this moment, each layer hyperparameters are in a stationary state.

The main work of CNN back propagation stage is to update and optimize the parameters of each layer based on the error value calculated by forward propagation so as to minimize the loss function and make the predicted value close to the correct value. In general, using the gradient descent method to make the parameters reach to the optimal convergence value, at the same time, the neural network also reaches to the optimal state.

Forward propagation of the calculation formula is as follows.

\[ Z^{(l)} = W^T \ast X^{(l)} + b \]  

Nonlinear activation part:

\[ A^{(l)} = g(Z^{(l)}) \]  

Loss function part:

\[ J(W,b) = \frac{1}{m} \sum J(W,b;x,y) + \frac{\lambda}{2} \sum W^2 \]  

Where \( W, b \) are the weights and biases of this layer, \( X \) is the input vector of this layer, \( Z \) is the result of linear operation of this layer, \( g \) is the activation function, \( A \) is the result of nonlinear operation and the input vector of the next layer at the same time. The first term of the loss function part is the mean square deviation term. The second term is the regularization term. It will make the regularization for \( W \) but not for \( b \), this is because it will not have much effect without processing for \( b \). \( \lambda \) is the weight decay coefficient.

There must be an error between the sample classification result and the actual result. The error is calculated by the cross-entropy loss function. And the gradient of the weight and bias is then calculated according to the error. Finally, the parameters are back-propagated by layer to achieve the optimization of the network and minimize the error. The back propagation stage is calculated as follows.

\[ \Delta W = \frac{\Delta J}{\Delta W}, \Delta b = \frac{\Delta J}{\Delta b} \]  

\[ W^{(l)} = W^{(l)} - \alpha \Delta W, b^{(l)} = b^{(l)} - \alpha \Delta b \]  

Where \( J \) is the cross-entropy loss function, \( \Delta W, \Delta b \) are the results of the partial derivatives of \( W, b \) according to \( J \) respectively. And \( \alpha \) is the learning rate.

The basic principle of traditional gradient descent method and stochastic gradient descent (SGD) method [39] both is to update the parameters in the negative gradient direction according to the loss function. However, these two methods have a slow convergence rate and the learning rate needs to be selected manually. It is very likely to fall into local minima when facing complex and nonlinear problems. [40] introduced the concept of momentum based on the basis of SGD by calculating the exponentially weighted average of the gradient. This can avoid falling into local minima.

Although the momentum gradient descent method has very excellent performance compared to the first two methods, the learning rates of these algorithms are the same value. Moreover, in deep neural networks, updating the parameters with the same learning rate may lead to very slow convergence or even divergence. So Adagrad [41], Adadelta [42], RMSprop [43], Adam [44], and other adaptive learning rate optimization algorithms to allow the learning rate to be updated and changed as well. Among them, Adam algorithm combines RMSprop and momentum gradient descent method with the following equation.
\[ v_t = \beta_1 v_{t-1} + (1 - \beta_1) g_t \]  
\[ s_t = \beta_2 s_{t-1} + (1 - \beta_2) g_t^2 \]  
\[ \theta_t = \theta_{t-1} - \frac{\alpha v_t^*}{\sqrt{s_t^* + \epsilon}} \]  
\[ v_t^* = \frac{v_t}{(1 - \beta_1)} \]  
\[ s_t^* = \frac{s_t}{(1 - \beta_2)} \]  
\[ \alpha = \frac{1}{(1 + t)^{\gamma}} \]

Where \( v_t \) is the average of the historical squared gradient of exponential decay, \( s_t \) is the exponentially decaying mean of the historical gradient. \( \beta_1 \) and \( \beta_2 \) are both momentum coefficients. \( g_t \) represents the differential variable. \( \epsilon \) represents a very small number to prevent the denominator from being zero. Equation (7) draws on the idea of momentum. Equation (8) draws on the idea of second-order momentum and exponential moving average in RMSprop. Equation (9) and Equation (10) use bias correction to avoid the values of \( v_t \) and \( s_t \) converging to zero at the beginning of training so as to obtain better statistics. Equation (11) considers both the gradient mean and the squared gradient to adjust adaptively the updated magnitude of the parameters.

The Adam's algorithm for optimal parameter work is a common method that people use. It has achieved good results in parameter convergence. In order to verify the performance of different optimization algorithm, ResNet model, image recognition data set named CIFAR10 are selected. The default settings of learning rate and momentum are used, other hyperparameters are unchanged. And the loss value and accuracy are used as dependent variables, the number of iterations is the independent variable. The results are shown in Fig. 4. Our experiments prove that the Adam algorithm has better performance compared to other optimization algorithms. In addition, the performance of the SGD with momentum is similar to that of the Adam algorithm. Because the result of SGD with momentum is generally the best under good tuning of the parameters.

![Graphical representation of the image classification performance of five optimization algorithms. (a) Accuracy curves of optimization algorithm, (b) Loss value curve of optimization algorithm.](image)

### Hyperparameter optimization

The hyperparameters in the neural network contains the number of layers, learning rate, momentum, mini-batch size, and so on. They are directly affecting the training effect. So, optimizing the hyperparameters and selecting a suitable set of hyperparameters is a prerequisite to ensure good training effect, robustness, and strong generalization ability of the neural network. In addition, optimizing the hyperparameters is a combinatorial optimization problem. It is very difficult to optimize hyperparameters. And the time cost of evaluating a set of hyperparameter configurations is very high. Commonly hyperparameter optimization methods have Grid search, Random search, Bayesian optimization, Genetic algorithm, Particle swarm optimization et al.

1) **Grid search.**

Grid search as its name implies, the upper and lower boundaries of the hyperparameters are set. And then putting the combination of different hyperparameters in the upper and lower boundaries into a grid. Multiple groups of hyperparameters are combined to form a large grid and traversed one by one, which is actually the exhaustive method. Finally, select the best performance of a group as the network hyperparameters. If a large search range and a small step size are used, the global optimum can be found with a high probability. However, this search scheme is very computationally intensive and time consuming especially when there are more hyperparameters to be tuned. Therefore, in practice, the grid search method generally uses a wide search range and a large step size to find the possible locations of the global optimum, then it will gradually reduce the search range and step size to find a more accurate optimum. This operation reduces the time and computational effort required. However, the objective function is generally non-convex, the global optimum is likely to be missed.

2) **Random search.**

Using grid search will make unnecessary attempts on unimportant parameters. Therefore, an improved method is to perform a random combination of hyperparameters, instead...
of testing all values between the upper and lower bounds. Sample points are randomly selected in the search range and then a configuration of hyperparameters with the best performance is chosen. The rationale is that if the set of sample points is large enough, then the global optimum or its approximation can also be found with high probability by random sampling. Random search will generally be faster than grid search, but like the fast version of grid search, its results are not guaranteed.

3) Bayesian optimization.

Bayesian optimization algorithm uses a completely different method from grid search and random search in finding the optimal value parameters. Bayesian optimization method is an adaptive hyperparameter optimization method. The hyperparameter combinations based on existing experiments are used to predict the next combination that may bring the greatest benefit. Grid search and Random search will ignore the information of the previous point when testing a new point. Bayesian optimization algorithms take full advantage of the previous information. The Bayesian optimization algorithm learns the shape of the objective function to find the parameters that raise the objective function toward the global optimum. Specifically, at the first, assuming a collection function based on the prior distribution. Then, each time the objective function is tested using new sampling points, this information is used to update the prior distribution of the objective function. Finally, the algorithm tests the points at the most likely location of the global optimum given by the posterior distribution. For Bayesian optimization algorithm, there is one thing to note, once a local optimum is found, it will keep sampling in that region. So it is easy to fall into the local optimum. To compensate for this, the Bayesian optimization algorithm finds a balance between exploration and exploitation, where "exploration" is to obtain sampling points in the unsampled region, and "exploitation" is to sample in the region where the global optimum most likely to appear based on the posterior distribution.

4) Genetic algorithms.

Genetic algorithms are computational models of biological evolution that simulate genetic selection and elimination in nature. Suppose there are N learning models with some predefined hyperparameters. Then the accuracy of each model is calculated and it will keep only half of the models (the better performing model). After that, offspring with hyperparameters similar to the best model can be generated in order to obtain again a population of N models. The accuracy of each model is again calculated and the cycle is repeated in the defined generations. In this way, only the best model will survive at the end of the process.

5) Particle swarm optimization.

Particle swarm optimization (PSO) algorithm is inspired by the phenomenon of foraging behavior of bird flocks. Unlike the genetic algorithm (GA), the PSO has a memory, and the optimal position and direction of the previous iterations are retained and used in the update of the particle swarm. In PSO, using a particle to simulate individual birds. All particles have a fitness value determined by the function being optimized, and particles have only two properties: velocity and position. Velocity represents the speed of movement and position represents the direction of movement. PSO is initialized as a group of random particles (random solutions) and then iterates to find the optimal solution. In each iteration, the particles update themselves by tracking two extremums. The first one is the optimal solution found by the particle itself, which is called the individual extremum; the other extremum is the optimal solution found by the whole population, called the global extremum. Alternatively, instead of using the whole population, only a part of them can be used as a neighbor of the particle, and then the extremum among all the neighbors is the local minima.

(d)Weight initialization

In deep neural networks, as the number of layers increases, it is extremely prone to gradient disappearance or gradient explosion in the process of gradient descent. Therefore, the initialization of the weights w is crucial. A good initialization of the weights cannot completely solve the problem of gradient disappearance and gradient explosion, but it is very helpful to deal with these two problems. And it is very beneficial to the performance and convergence of model. The current initialization methods are gaussian distribution initialization, uniform distribution initialization, xavier initialization, he initialization. The first two initialization methods are based on the fixed variance method, which controls the variance of the initialization value within the gaussian distribution or uniform distribution. However, the output value of the activation function will gradually converge to zero as the number of network layers deepens. To solve this problem, [45] proposed Xavier initialization, but this method only performs well for deep learning models with tanh activation functions. And the problem that activation values converging to zero as the number of network layers deepens will reappears in the face of ReLu, Leaky ReLu activation functions. Thus, [46] proposed an initialization method for the ReLu function named he initialization and proved its effectiveness.

(e)Transfer learning

The idea of transfer learning is applied to a new model by using the parameters of previous model which is well trained. Moreover, these two models are both to solve similar problems. If a DCNN model is retrained at the beginning of task. It is very likely to encounter some problems such as overfitting, parameters do not converge and so on. Transfer learning can solve these problems [47].

There are three approaches for transfer learning as follows. The first one is the full transfer approach, which uses all trained weight coefficients from similar data set as initialization weight parameters in the new model and completes the next training; The second is the partial transfer approach, which freezes a part of the pre-trained layers and
only trains the convolutional and fully-connected layers close to the output layer; The third is the top transfer approach, which uses all weight parameters before the prediction layer (top layer) to train the top layer and complete the next training. [48] used VGG16 as a model and successfully applied it to a high-resolution palmprint image recognition task with the help of transfer learning ideas. The three deep transfer learning approaches are schematically shown as follows.

![Deep transfer learning approach](image)

**Figure 5.** Deep transfer learning approach. (a) Complete transfer approach, (b) Partial transfer approach, (c) Top-level transfer approach.

### B. Structure Optimization

The number of parameters and computation of networks are mainly reflected in the convolution layer and the fully-connected layer. For the convolution layer, the convolution mode is optimized. The conventional convolution calculation is shown in Fig. 6. \( H \) and \( W \) denote the height and width of the input features. \( K \times K \) denotes the size of the convolution kernel, \( N \) is the number of input feature channels. \( C \) denotes the number of convolution kernels in the layer, and also is the number of channels of the output feature map by convolution, the computational volume of the conventional convolution \( F_{\text{normal}} \) can be obtained as follows:

\[
F_{\text{normal}} = H \times W \times K^2 \times N \times C
\]  

(a)Group convolution

Group convolution is a variant of standard convolution, which first originated from AlexNet. Since the GPU GTX 580 memory used in AlexNet training is too small to train the whole model, Alex used group convolution to divide the whole network into two groups and put them into one GPU card for training. In other words, the input features are convolved in groups by channel, and then the results obtained from group convolution are concatenated by channel to obtain the final output features. It has the idea of...
If divided into \( G \) groups, the required computation \( F_{\text{group}} \) is:

\[
F_{\text{group}} = \frac{(H \times W \times K^2 \times N \times C)}{G} \quad (13)
\]

**FIGURE 7.** Schematic diagram of the group convolution. (b) Depthwise separable convolution

The idea of depthwise separable convolution can be traced back to inception module, which is the essence of lightweight networks such as Xception and MobileNet. And the depthwise separable convolution can decompose the traditional convolution into a depthwise convolution and a pointwise convolution, as shown in Fig. 8, where (a)(b) represents the depthwise convolution and the pointwise convolution respectively.

**FIGURE 8.** Schematic diagram of the Depthwise separable convolution method. (a) Left: Depthwise convolution, (b) Right: Pointwise convolution.

In (a), the input feature map of \( N \times H \times W \) is divided into \( N \) groups, and then each group does \( K \times K \) convolution, which is computed as:

\[
F_{\text{depthwise}} = H \times W \times K^2 \times N \quad (14)
\]

It is \( 1/C \) of the computational effort of conventional convolution, and significantly reduces the computational effort by ignoring the convolution of channel dimensions. Depthwise is equivalent to collecting the spatial features of each channel individually.

In (b), \( C \) ordinary \( 1 \times 1 \) convolutions are done on the output feature map after depthwise convolution, which is mainly used to change the output channel feature dimension. The computational volume is:

\[
F_{\text{pointwise}} = H \times W \times C \times N \quad (15)
\]

The total calculation volume \( F_{\text{dsc}} \) is:

\[
F_{\text{dsc}} = H \times W \times N(K^2 + C) \quad (16)
\]

Depthwise separable convolution operates by convolving the input features separately by different channels to obtain the first layer of output features. Then using the first layer of output features as the input features for point convolution and using a \( 1 \times 1 \) convolution kernel for convolution. Next, feature information of different channels can be obtained. Finally, information feature fusion and further classification can be performed.

In the MixNet paper proposed by Google team in 2019, mixed depthwise separable convolution emerged [49]. The input feature map is grouped by channel, and two channel grouping strategies are proposed in the paper. They are average grouping and exponential decay grouping, in which each channel is convolved according to different convolution kernel sizes. Finally, they are concatenated. The schematic diagram of exponential decay grouping mixed depthwise separable convolution is as follows.
The feature map between convolution layers can be regarded as a mixture of high-frequency information and low-frequency information. In conventional convolution, both high-frequency and low-frequency information are stored in the same way, which causes storage redundancy and increases the computational cost for low-frequency information [50]. Octave convolution (OctConv) is proposed to address this problem by converting conventional feature storage into a lightweight storage method based on both low and high frequencies.

OctConv is represented as a single, generic, plug-and-play convolution unit that can directly replace the regular convolution without any adjustments to the network architecture. By simply replacing the regular convolution with OctConv, the accuracy of image recognition tasks can be continuously improved while reducing memory and computational costs [51]. The OctConv operation requires information transfer and exchange of low and high frequency information. Otherwise, the network performance is poor. As Fig.10 shows, \(X_L\) and \(X_H\) denotes the low and high frequency information of the input feature map respectively. And \(W_{L,L}\), \(W_{L,H}\), \(W_{H,L}\), \(W_{H,H}\) represents the weight matrix of feature extraction between low frequency and high frequency respectively. \(Y_L\) and \(Y_H\) are the low frequency and high frequency information of the output feature map respectively. The information transfer and exchange are shown in Fig.11.

Dilated convolution avoids the use of down-sampling and provides a larger receptive field with the same amount of computation. In addition, dilated convolution has an additional hyperparameter dilation rate, we will get different receptive fields and multi-scale information by setting different dilation rates. The effect of dilated convolution on the receptive field is shown in the Fig. 12.
FIGURE 12. The effect of dilated convolution on the receptive field. (a) Left: conventional convolutional receptive field, (b) Middle: dilation rate=2 receptive field, (c) Right: dilation rate=3 receptive field.

The gray part indicates the convolved receptive field. (a) is the regular convolution, equivalent to dilation rate=1, and the convolved receptive field size is 3. (b) is the dilated convolution, and the convolved receptive field size is 5, (c) is the dilated convolution, and the convolved receptive field size is 7.

(e) Inception module

FIGURE 13. Inception module structure schematic. (a) Top: InceptionV1, (b) Bottom: InceptionV2.

Fig. 13 shows the structure of Inception V1 and V2. Inception V3 follows the network structure of Inception V2, with improvements in optimization algorithms, regularization, etc. The basic Inception module in inception V4 still follows the structure of inception v2/v3, but the structure looks more concise and uniform. It uses more Inception modules, the experimental effect is also better. In addition, inception V4 combines the idea of residuals in ResNet to develop two versions of Inception-ResNetV1, V2, which improves the performance of the network to a certain extent.

(f) Global pooling layer

The number of parameters in the fully-connected layer of the neural network is very large. When the number of classification tasks is big, the number of parameters will be larger, and the computational cost will increase. The principle of global pooling layer is to pool the feature map of the last layer to form feature points, and these feature points will form the final feature vector, which will then be sent to the softmax layer for computing. The global pooling layer has no parameters, so it will not be involved in the computation in the neural network training [52]. ResNet introduced it to reduce the computational effort.
pooling layer can be divided into a global maximal pooling layer and a global average pooling layer. Both of them reduce the number of parameters to avoid overfitting on the one hand. On the other hand, this is more in line with the working structure of CNNs, where each feature information is associated with the output instead of the sub-information of the feature information being directly associated with the output.

V. LIGHTWEIGHT NETWORKS

Lightweight networks are networks with a smaller number of parameters and computational effort compared to ordinary CNNs by manual design or neural network structure search based on the idea of lightweight (mainly for the optimization of convolutional approach).

A. SqueezeNet

The core module of SqueezeNet [53] is the fire module, which borrows the idea of inception structure from GoogLeNet. It is divided into squeeze layer and expand layer. Squeeze layer is a convolutional layer with 1*1 convolutional kernel, which convolves the feature map of the previous layer to reduce the dimension of the feature map. The feature maps obtained from 1*1 and 3*3 are concatenated in the expand layer. SqueezeNet achieves the same correct rate as AlexNet on ImageNet with only 1/50th of the parameters of AlexNet. Furthermore, the deep compression technique is used, which consists of three means: cropping, quantization, and encoding. It can compress SqueezeNet to 0.5MB, which is 1/510th of AlexNet.

B. MobileNet

MobileNet [54] is an artificially designed lightweight network containing 3 versions, which is lightweight because it used depthwise separable convolution to replace conventional convolution. MobileNetV1 mainly uses the depthwise separable convolution method to reduce the computational effort and the accuracy is similar to the traditional convolution method. MobileNetV2 also follows the depthwise separable convolution method and introduces the inverse residual structure and linear bottleneck on the basis of V1. The schematic diagram of inverse residual structure is as follows.

![Schematic diagram of MobileNet](image)

FIGURE 14. Left: Residual structure ; Right: Inverse residual structure.

The input of the inverse residual structure first undergoes 1*1 convolution for channel expansion (increasing the number of convolution kernels to expand the number of channels). Then uses 3*3 depthwise convolution, and finally uses 1*1 pointwise convolution to compress the number of channels back. The whole process can be described as "dilation-convolution-compression" so as to obtain more channels for feature extraction. In addition, doing ReLu operations in low dimensions can easily cause loss of information. If ReLu is performed in high dimensions, the loss of information will be minimal. Another explanation is that when the high-dimensional information is transformed back to low-dimensional information, it is equivalent to do a feature compression, which will lose some information. And the lost information will be increased after sending it to ReLu again. Therefore, V2 replaces ReLu with a linear activation function can reduce the information loss.

MobileNetV3 follows the network and modules of V2 and introduces the SE module. SE module is an attention mechanism module, which is produced by SENet which won the ImageNet 2017 classification competition. SENet mainly learns the correlation between channels and filters the attention for channels. This can make the effective features weighted heavily and the weight of invalid features is small. Although this increases the number of parameters and computational effort, the performance is significantly improved.

![Schematic diagram of SE module](image)

FIGURE 15. Schematic diagram of SE module.

C. ShuffleNet

The main idea of ShuffleNet [55] is to improve the ResNet by using group convolution kernel and channel scattering. Group convolution can reduce the computation of traditional
convolution. Channel scattering can reorganize the feature map after group convolution and ensure that the information can be communicated between different groups. ShuffleNet is divided into two versions V1 and V2.

ShuffleNetV1 improved ResNet by replacing the dense 1*1 convolution with a 1*1 group convolution. And adding a channel scattering operation after the first 1*1 convolution. In addition, It not using the ReLu activation function after the 3*3 depthwise convolution. There is also a down-sampling version that uses stride=2 for the original input with 3*3 average pooling. It takes stride=2 at the 3*3 depthwise convolution to ensure that the two channels are of the same size. Then the obtained feature map is concatenated with the output instead of summing. The calculation amount and parameter size are reduced effectively. A comparison of three versions is shown below, the left figure shows the basic ResNet lightweight structure, the middle and right figures show two improvements for ResNet.

**FIGURE 16.** ShuffleNet Basic Module.

ShuffleNetV1 has 4 problems: 1) Extensive use of 1*1 group convolution operations in the basic unit; 2) Different number of channels for input and output features in the bottleneck layer of the residual network; 3) Excessive use of group convolution; 4) Excessive use of elementwise operations in shortcut. ShuffleNetV2 is an improvement of ShuffleNetV1 based on the above four problems. It introduces the channel separation. The following diagram shows the structure of ShuffleNetV2. As shown in the Fig. 17, ShuffleNetV2 replaces the 1*1 group convolution with regular convolution to balance the channel size of input and output. Channel split is to divide the features into two groups by channel. Finally, these two branches are concatenated to reduce the number of elementwise operations.

**FIGURE 17.** Two types of ShuffleNetV2 structure diagram.

D. Xception

Xception [56] network is an improved model proposed by Google based on inceptionV3. Its idea is to replace the operation of multi-size convolutional kernel feature response in the original inceptionV3 with depthwise separable convolution. The depthwise separable convolution applied in Xception network is the opposite of the ordinary depthwise separable convolution operation. The ordinary depthwise separable convolution is a 3*3 operation followed by a 1*1 operation, while in the Xception model, 1*1 operation is followed by a 3*3 operation. In addition, there is no relu layer is added in the middle of the network to ensure that the data is not corrupted. This operation can be reflected in the Fig 18.

**FIGURE 18.** Schematic diagram of Xception module operation.

It has been proven that Xception is comparable to inceptionV3 in terms of computation but better performance than inceptionV3 and better parameter utilization.

E. NasNet, MnasNet

NasNet [57] is a lightweight network based on the
Method of neural network architecture search. The main purpose of neural network architecture search is to use reinforcement learning to search for the most suitable hyperparameters of the basic units in the search space. Then stack these basic units searched to get a lightweight network. NASNet architecture features two AutoML designed layers named normal layer and reduction layer. It is no longer necessary to build the convolutional network architecture with human knowledge, and the hyperparameters are directly calculated by RNN. So AI automatic learning can be realized.

For the case that only complex units are searched in NasNet and the same units are stacked repeatedly, MnasNet [58] uses decomposed hierarchical search space, which focuses on the diversity of network layers and considers the model latency to get a model that is balanced between accuracy and latency. The search steps of MnasNet are: 1) Generating a network with RNN as the controller; 2) Training and validating with the target datasets to obtain the model accuracy; 3) Run the CNN model on the mobile side with the real inference latency. Then update the controller with the Proximal Policy Optimization (PPO) algorithm and repeat it until all parameters converge.

F. MixNet
MixNet [49] is mainly aimed at exploring a collection of convolutional kernels of different sizes. Because small convolutional kernels have a small receptive field and few parameters, but the accuracy is not high. Large convolutional kernels have a large receptive field, and the accuracy is slightly higher but the parameters are also relatively increased a lot. Thus, a new mixed depth separable convolution (MDConv) is proposed. The common depthwise separable convolution is to divide the input channels into M groups of size M, and then perform the convolution calculation with the same convolution kernel size for each group. However, MDConv in MixNet divides the input channels into C groups of size M, and then convolves each group with a different kernel size.

G. GhostNet
Redundancy in feature mapping is an important feature of those successful CNNs, but it has rarely been studied in neural architecture design. [59] paid attention to the redundant nature of feature maps and tried to replace the original convolution operation with some cheap operations to generate more feature maps. Ghost Module is a method of model compression, that is, while ensuring the accuracy of the network, reduce network parameters and computation, so as to improve the calculation speed and reduce latency. Ghost module can replace every convolutional layer in the existing CNNs.

![Regular convolutional layer with Ghost module](image)

**FIGURE 19.** Regular convolutional layer with Ghost module. (a) Top: the convolutional layer, (b) Bottom: the Ghost module.

H. Related properties of lightweight networks
The above lightweight networks are all optimized by convolution, and the following table lists the above lightweight networks and introduces their structures and other features.
TABLE 2. RELATED PROPERTIES OF LIGHTWEIGHT NETWORKS

| Lightweight Network | Type                | Convolution mode | Features                                      |
|---------------------|---------------------|------------------|-----------------------------------------------|
| SqueezeNet          | Artificial design   | Inception Module | Based on inception module, Model compression  |
| MobileNetV1         | Artificial design   | DWConv           | Small size, Low computational effort, Deployable on mobile devices |
| MobileNetV2         | Artificial design   | DWConv           | Follow V1 structure, Shortcut, Inverse residual module |
| MobileNetV3         | Artificial design   | DWConv           | SE module, Channel attention mechanism        |
| ShuffleNetV1        | Artificial design   | DWConv, GConv    | Change of channel order, low computational effort |
| ShuffleNetV2        | Artificial design   | DWConv, Conv     | Channel Split,1*1 regular convolution, Channel transformation |
| Xception            | Artificial design   | DWConv           | Following inceptionV3, Reversed convolution operation |
| GhostNet            | Model Compression   | Ghost Module     | Accepts feature redundancy, Linear operations |
| NasNet              | Network architecture search | DWConv, Dilated Conv | Global optimal search based on a priori knowledge, attempting feasible architectures |
| MnasNet             | Network architecture search | DWConv, Conv | More 5*5 deep convolution, layer hierarchical search space |
| MixNet              | Network architecture search | MDConv, GConv | Different convolution kernel sizes, Channel grouping |

VI. STUDY OF DEEPLY OPTIMIZED CNN ON WORKPIECES SURFACE DEFECT CLASSIFICATION

ECT MFL ACFM Ultrasonic SVM RF Bayes KNN CNN DBN SAE Training Structure Lightweight

![Diagram](image)

FIGURE 20. Development history of surface defect classification methods.

Conventional DCNNs has a huge amount of computation and parameters as its complicated structure. Then, a large amount of memory will be occupied in the training process, the training speed is also slow, and even the problem of non-convergence may be encountered. So, the performance of conventional DCNN model for defect detection and classification is poor. In addition, in the actual task of most workpieces surface defect classification, data collection usually is limited by acquisition conditions, human factors, environmental factors and other factors. This may result in a small number of data sets and low quality, and the training effect may not be satisfactory. The training of deep learning model is also limited by equipment conditions. Due to the huge amount of calculation and parameters, the training time is too long and the problem of non-convergence may be encountered. Moreover, at present, many industrial enterprises have certain requirements on the performance and mobile deployment of neural network, but the current high precision neural network often has a deep depth, requires a large memory footprint. This is not suitable for deployment in the mobile terminal. In view of the above problems, three solutions described in this paper including training optimization, structure optimization and lightweight can be adopted respectively. Therefore, using the above approaches of optimization to deeply optimize CNN has some practical significance for the defect classification task of workpieces.

Currently, deeply optimized CNN based on workpieces detection and classification tasks are gradually gaining popularity. Many researchers have also adopted relevant optimization methods for their own problems.
In view of the limited data available for training and verification of photovoltaic solar panels, [60] adopts the transfer learning method in training optimization in this paper, and further uses DCNN to identify and classify surface defects. [61] applied DCNN to the wafer surface defect classification task, and adopted data standardization, data augmentation technique and transfer learning in the training optimization presented in this paper to study their impact on calculation cost and test accuracy. [62] studied the optimal configuration of CNN based on the classification of track surface defects. In the aspects of data set, CNN structure and training, such as gradient descent optimization algorithm, hyperparameters, collocation between different numbers of convolution layers, pooling layers and fully connected layers, he conducted differential experiments and obtained the optimal configuration results of CNN. In [63], ResNet and transfer learning idea was utilized to classify image defects for insufficient data volume. [64] classified the defects of the core components of printing equipment. Firstly, an improved HOG eigenvalue algorithm was proposed, and then proposed a lightweight ResNet model to classify it, which has a certain accuracy improvement compared to the traditional SVM classification. In addition, the improved network reduces the number of parameters and computation of the model while ensuring the accuracy. It is practical. [65] proposed a very efficient CNN-based Mobile-Unet model to achieve end-to-end fabric defect segmentation, introducing a depthwise separable convolutional approach with high segmentation accuracy and classification speed. [66] designed a CNN-based defect classification model for silicon wafers named WDD-Net, which used the optimization of depthwise separable convolution and global average pooling to reduce parameters and computations. Multiple 1*1 standard convolution are used to increase the network depth. Finally, the author made an experimental comparison analysis with the models VGG-16 and MobileNet-v2, which converged fastly and achieved 99% recognition accuracy. [67] proposed a lightweight fully CNN model named LFCSSD by using lightweight ideas, mainly using the inceptionV3 module to reduce the computational effort. The accuracy on DAGM 2007 and KolektorSDD is 99.72% and 98.74% respectively. This model has a high efficiency and fast speed. [68] used depthwise&pointwise convolution layer, strided depthwise convolution layer, and upsample depthwise convolution layer to replace the standard convolution layer, pooling layer, and deconvolution layer, respectively. It has improved the performance of Fully Convolutional Networks and got the validation on the dataset of DAGM 2007. To solve the problem that the sample set of workpiece surface defects does not contain border label information and the sample annotation cost is high, [69] implemented a weakly supervised workpieces surface defect detection algorithm based on the improved NasNet. In addition, it replaced the backbone network of SSD with MobileNetv2 to improve the accuracy of small target detection. [70] proposed an improved YOLOv3 network detection method to the task of surface defect classification. Concretely, it used a MobileNet to replace Darknet-53 in YOLOv3's original network. Dilated convolution is also added to improve the network's ability to detect small target defects.

The above study of deeply optimized CNN on defect classification gives an inspiration to us. In the defect detection and classification task, it is advisable to use the above optimization method to deeply optimize CNN model when the adopted model encounters certain bottlenecks or difficulties. It may improve the detection speed and classification accuracy.

| Optimization methods          | References    | Effect                                      |
|-------------------------------|---------------|---------------------------------------------|
| Training optimization         | [60-63,72]    | Improved the speed; Network convergence is accelerated; |
| Structure optimization        | [65,66,68,70,71] | The number of computation and parameters is significantly reduced. |
| lightweight                    | [64,67,69,70,71] | Optimized memory space; Increases the possibility of mobile deployment. |

VIII. SUMMARY AND PROSPECTS

The workpieces is one form of presentation for the stable development of industrialization. The quality of workpieces directly affects the industrial progress and shows the degree and strength of a country's industrialization. Therefore, the task of classifying the defects of workpieces is of the utmost importance.

Currently, the use of DCNN on image recognition, defect classification, fault diagnosis and other fields is a hot research point. Numerous researchers have achieved excellent results in this field. However, many researchers have encountered certain bottlenecks such as the data acquisition conditions, the number of parameters and computation, economic capability, and the current development of intelligent devices et al. If we want to meet
the industrial requirements of high precision classification of workpiece defects without any degradation of the deep network performance, some optimization of DCNN is needed. Therefore, this paper reviews the optimization methods of DCNN in terms of data, algorithm and structure. These optimization methods can significantly reduce the number of parameters and computation, enhance the speed of operation and training, save memory space and reduce the equipment requirements. For instance, at the electrical operation site, surface defect detection of electric power tools can effectively prevent accidents and ensure the safety of workers. Therefore, the use of deeply optimized CNN to complete the task of surface defect classification of workpiece is a research hotspot and trend. It can ensure the development and progress of industry with stable steps.
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