Abstract—A normalized batch gradient descent optimizer is proposed to improve the first-order regular perturbation coefficients of the Manakov equation, often referred to as kernels. The optimization is based on the linear parameterization offered by the first-order regular perturbation and targets enhanced low-complexity models for the fiber channel. We demonstrate that the optimized model outperforms the analytical counterpart where the kernels are numerically evaluated via their integral form. The enhanced model provides the same accuracy with a reduced number of kernels while operating over an extended power range covering both the nonlinear and highly nonlinear regimes. A 6–7 dB gain, depending on the metric used, is obtained with respect to the conventional first-order regular perturbation.
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I. INTRODUCTION

Channel models are the cornerstone in the design of fiber-optic communication systems. Modeling provides physical insights into the light propagation phenomena and yields techniques to effectively compensate for nonlinear interference (NLI), arguably the most significant factor limiting the capacity of long-haul coherent optical communication systems [2, Sec. 9.1]. A channel model in the form of a reasonably simple expression that, given the input to the channel, provides the corresponding output, is essential. Therefore, research on modeling has been a central topic in fiber-optic communications for many years [3, 4, 5].

The origin of most analytical models for coherent systems is either the nonlinear Schrödinger (NLS) equation or the Manakov equation, often referred to as kernels. In particular, to maintain a certain accuracy, the number of kernels that need to be computed grows cubically as \((2N + 1)^3\), with \(N\) being the channel memory. The effective memory of the channel increases with increments in bandwidth and fiber length [17, Sec. II-B]. Thus, kernels’ evaluation becomes computationally demanding as transmission bandwidth and fiber length increase. This first drawback can restrict the usage of FRP to transmission scenarios limited in bandwidth and distance.

The second drawback of time-domain FRP is the loss of precision at high powers. Since the nonlinear contribution in the Manakov/NLSE equation can no longer be considered a perturbation at high powers, higher-order terms in the perturbative expansion become significant. Such behavior sets a power threshold up to which FRP can accurately predict the channel output. This drawback can be avoided by considering higher order terms in the perturbative expansion [8, 18]. However, such an approach makes the solution analytically more complex, which renders the FRP solution preferable in practice despite its reduced accuracy at high powers.

In the context of the design of nonlinearity compensation/mitigation algorithms, multiple researchers have targeted
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[1] A comprehensive timeline of channel modeling efforts can be found in [6, Sec. I-A].

[2] A comprehensive summary can be found in [2, Chap. 9.4].
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Fig. 1. System model under consideration in this work. The transmitter uses linear modulation (MOD) to generate the transmit signal using the normalized pulse shape \( h(t) \). The receiver applies ideal chromatic dispersion compensation (CDC), matched filtering (MF), and sampling. The coefficient \( \sqrt{E_\gamma} \) is used to tune the launch power. The optical channel considers a fiber of length \( L \), and propagation of the transmit signal through the fiber is given by (2).

There is a reduction of FRP computational complexity. For instance, the pulse shape was designed to simplify the kernels’ computation in [19], [20]. Other approaches, e.g., [13], [16], reduce the number of kernels by considering the temporal phase-matching symmetry. Such symmetry enables the pruning of coefficients having zero contribution due to the isotropic phase distribution of the transmitted symbols [21, Sec. VIII]. Other works impose a quantization of the kernels [22], [23], [24]. The quantization procedure equates sets of perturbation coefficients to a single value, leading to a significant reduction in the number of kernels to be computed for the FRP approximation. More recently, a significant number of data-driven approaches empowered by machine learning algorithms have been reported to perform the optimization of equivalent FRP coefficients [25], [26], [27], [28] to be used in nonlinearity compensation algorithms.

In this work, we propose a data-driven optimization of FRP-like kernels to generate an equivalent numerical FRP model addressing the two main drawbacks of the analytical FRP model. Our enhanced model provides the same accuracy with a reduced number of kernels while operating over an extended power range. The main contributions of our work compared to previous works are i) the kernels’ optimization in this paper specifically targets improved low-complexity models for the fiber channel; ii) the optimization makes use of the linear parameterization offered by the FRP formalism. Optimizing the kernels in the FRP formalism reduces the modeling complexity and provides useful insights into some channel properties such as its effective memory length. The numerical results show that optimized kernels yield an effective FRP model that for the system under consideration extends the validity region of FRP 6–7 dB above the pseudo-linear threshold, significantly improves the model matching in phase and magnitude to the true value, and generates a memory reduction at a fixed model precision that translates into a complexity reduction of the model computation.

The paper is organized as follows. In Section II we introduce the transmission system model and briefly review the essentials of the time-domain FRP, also reported in [29]. In Section III we assess the FRP performance that is the baseline for the subsequent analysis. In Section IV we present the essentials of our optimizer, where some examples are given to illustrate the vectorization of gradient descent. In Section V we discuss the performance of the optimized model and discuss the implications over the validity region of FRP and its complexity. Section VI is devoted to conclusions.

II. TRANSMISSION SYSTEM MODEL

Throughout this paper, a dual-polarization single-span unrepeated fiber-optic transmission system is considered. The block diagram in Fig. 1 illustrates the system model under study. As the purpose of this model is to mainly study NLI, amplified spontaneous emission (ASE) noise is not taken into account. Furthermore, we only consider single-channel transmission for simplicity of illustration of the proposed enhanced model.

First, a sequence of two-dimensional complex symbols \( \mathbf{a} = \ldots, a_{n-1}, a_n, a_{n+1}, \ldots \) is used to linearly modulate the energy-normalized real pulse shape \( h(t) \), i.e., \( \int_{-\infty}^{\infty} h^2(t) dt = 1 \). The transmit signal \( Q(t, 0) \) at location \( z = 0 \) is given by

\[ Q(t, 0) = \sqrt{E_\gamma} \sum_{n=-\infty}^{\infty} a_n h(t - nT), \]

where \( T \) is the symbol duration, and \( E_\gamma \) is the average energy per transmitted symbol. Assuming the symbols \( a_n \) are taken form a normalized constellation, the parameter \( E_\gamma = P/2R_s \) in (1) defines the total transmitted optical power, where \( P \) and \( R_s \) are the launched power and the symbol rate, respectively.

Each symbol \( a_n \) in the sequence is \( a_n = (a_{x,n}, a_{y,n})^T \), where \( a_{x,n} \) and \( a_{y,n} \) represent the complex symbols mapped onto two arbitrary orthogonal polarization states \( x \) and \( y \). The noiseless propagation of the two-dimensional complex envelope \( Q(z, t) \) through the fiber link is governed by the Manakov equation [30, eq. (57)]

\[ \frac{\partial Q}{\partial z} = -j\beta_2 \frac{\partial^2 Q}{\partial t^2} + j\gamma \frac{8}{9} Q^3 Q - a z |Q|^2 Q, \]

where for simplicity \( (z, t) \) is omitted. In (2), \( \alpha \) is the attenuation coefficient, \( \beta_2 \) the group-velocity dispersion coefficient, and \( \gamma \) the nonlinear coefficient. The field \( Q \) is considered to be attenuation-normalized [31, eq. (3.1.3)]. The first contribution on the RHS of (2) is associated with linear propagation, while the second is accounting for nonlinear propagation.

\[ ^3 \text{Notation convention: We use boldface letters to denote column vectors, e.g., } \mathbf{u}. \text{ Underlined bold letters represent infinite sequences of vectors, e.g., } \underline{\mathbf{u}}. \text{ } | \cdot | \text{ denotes absolute value. When } | \cdot | \text{ is applied to a set, it denotes cardinality. For any pair of vectors } \mathbf{u} \text{ and } \mathbf{v}, \text{ we use } \odot \text{ to denote the element-wise division, i.e., } \mathbf{w} = \mathbf{u} \odot \mathbf{v} \text{ implies } w_i = u_i/v_i. \text{ The operations } (\odot)^{1} \text{ and } (\odot)^{1} \text{ are the transpose and the Hermitian transpose respectively, and calligraphic letters are used to denote sets. } \mathbb{Z} \text{ denotes the set of integers, while } \mathbb{C} \text{ is the set of complex numbers. Throughout this paper, we often use triple indexation (e.g., } G_{k,l,m} \text{), which we sometimes write using separating commas (e.g., } G_{k,i,m}). \]
At the receiver side in Fig. 1, ideal chromatic dispersion compensation is performed on the propagated field \(Q(t, L)\). The resulting field is then matched-filtered and sampled at the symbol rate. Throughout this work, we assume that the matched filter is matched to the transmitted pulse \(h(t)\). The sequence of received symbols \(r = r_{n-1}, r_n, r_{n+1}, \ldots\) is obtained by scaling the samples by \(1/\sqrt{E_s}\). Each symbol \(r_n\) in the sequence contains two orthogonal polarization states, namely \(r_n = [r_{x,n}, r_{y,n}]^T\). Average phase rotations on the received constellations are in practice compensated by DSP algorithms. In this paper, we do not consider any additional DSP step beyond what is included in Fig. 1 (CDC and MF) to set as a benchmark a system that is energy preserving. Based on this choice, we are interested in benchmarking the accuracy of FRP (and enhanced versions thereof) with respect to the SSFM.

For small enough values of the nonlinear coefficient \(\gamma\), FRP approximates the exact solution to the Manakov equation yielding the following input-output relation in discrete-time [29, eq. (3)]:

\[
r_n \approx a_n + \frac{8}{9} \gamma E_s \sum_{(k,l,m) \in \mathbb{Z}^3} \left(a_{n+k}^\dagger a_{n+l}^\dagger \right) a_{n+m} S_{klm}.
\]

In (3), \(S_{klm}\) are complex perturbation coefficients that model self-phase modulation (SPM). They are defined as [29, eq. (4)]

\[
S_{klm} \triangleq \int_0^L e^{-\alpha z} \int_{-\infty}^{\infty} h^*(z, t) h^T(z, t - kT) \times (z, t - lT) h(z, t - mT) \, dt \, dz,
\]

where with a slight abuse of notation, we used \(h(z, t)\) to denote the solution of (2) when \(\gamma = 0\) and \(Q(t, 0) = h(t)\).

In general, (4) could be strictly nonzero for all \((k, l, m) \in \mathbb{Z}^3\) (time-unlimited pulses) which would require the computation of an infinite number of kernels to evaluate (3). However, in practice, due to the exponential decay of the kernel magnitude as a function of the 3D index squared magnitude \(k^2 + l^2 + m^2\) [13, Fig. 5], the sums in (3) can be truncated with limited loss in accuracy, yielding a finite memory channel model. In this work, we consider the following truncation

\[
r_n \approx a_n + \Delta a_n,
\]

where

\[
\Delta a_n \triangleq \frac{8}{9} \gamma E_s \sum_{(k,l,m) \in \mathcal{S}} \left(a_{n+k}^\dagger a_{n+l}^\dagger \right) a_{n+m} S_{klm},
\]

and

\[
\mathcal{S} \triangleq \{(k, l, m) \in \mathbb{Z}^3 : -M \leq k, l, m \leq M\}.
\]

Since the model in (5) resembles the heuristic finite-memory channel model introduced in [17], we call it finite-memory FRP. Accordingly, \(M\) can be interpreted as the model’s memory size, and \(2M + 1\) defines the size of the interfering window. The symbols within this window are needed to compute the finite-memory model’s output (5). Henceforth, we refer to finite-memory FRP simply as FRP.

### III. Accuracy and Limitations of FRP

In order to study the limitations of the FRP, we first investigate a representative transmission scheme outlined within the 400ZR implementation agreement. In this section, we address the FRP drawbacks from a nonlinearity modeling perspective as opposed to focusing on the compensation approach, as it has been done in for example [32]. To the best of our knowledge, a thoughtful performance assessment has not been previously addressed from a modeling perspective. Hence we present a study of the loss of accuracy of FRP at high powers via a precise quantification of the discrepancies with reliable simulations of fiber propagation.

The study case considers a \(L = 120\) km standard single-mode fiber span, for a dual-polarization transmission in a single 60 Gbd channel using 16-QAM. Table I summarizes the considered fiber parameters. The single-span transmission system constitutes the building block for the first stage of a multi-span EDFA system. When a multi-span transmission is considered, we do not expect the results to be qualitatively different from the ones observed in a single-span scenario. In a multi-span scenario, the model’s mathematical formalism remains the same and that second-order effects are mainly affected by the transmitted power rather than transmission distance.

| Table I | Fiber and Pulse Shape Parameters |
|--------|---------------------------------|
| Nonlinear parameter \(\gamma\) | 1.2 W\(^{-2}\) km\(^{-1}\) |
| Fiber attenuation \(\alpha\) | 0.2 dB/km |
| Group velocity dispersion \(\beta_2\) | \(-21.7\) ps\(^2\)/km |
| Pulse shape \(h(t)\) | Root-raised-cosine (RRC) |
| RRC roll-off factor | 0.01 |
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the Cartesian product of a constituent 2D complex constellation by itself. The support of the random variable \( A_{x/y} \) is the constellation \( A \subset \mathbb{C} \), given by \(|A|\) constellation points \( A \triangleq \{ s_1, s_2, \ldots, s_{|A|} \} \).

Let \( \mu \in \mathbb{C} \) and \( \sigma^2 \in \mathbb{R} \) be two functions of the random variable \( A_{x/y} \) representing the conditional mean and conditional variance of the general constellation point \( A_{x/y} \) respectively. These quantities are defined as

\[ \mu(A_{x/y}) \triangleq \mathbb{E}(R_{x/y}|A_{x/y}), \]  
\[ \sigma^2(A_{x/y}) \triangleq \mathbb{E}(|R_{x/y} - \mu(A_{x/y})|^2|A_{x/y}). \]

We assume that \( A_{x/y} \) is zero mean, and unit energy (\( \mathbb{E}(|A_{x/y}|^2) = 1 \)). Additionally, \( A_x \) and \( A_y \) are assumed independent. For reasons that will become clear in Section III-B, it is assumed that \( A \) does not include \( 0 + j0 \) and that it is a constellation with more than one symbol per ring.

Using (8) and (9), we define the signal-to-noise ratio (SNR) as the average SNRs across the two polarizations, i.e.,

\[ \text{SNR} \triangleq \frac{1}{2} \left( \frac{\mathbb{E}(|\mu(A_x)|^2)}{\mathbb{E}(\sigma^2(A_x))} + \frac{\mathbb{E}(|\mu(A_y)|^2)}{\mathbb{E}(\sigma^2(A_y))} \right). \]  

Fig. 2 shows the SNR in (10) obtained using SSFM and FRP for different input powers \( P \) and three model-memory sizes. The gray area depicts the region covered by FRP with memory size \( M \in [0, 15] \). Fig. 2 also includes results with ASE noise, for which \( P^* = 7 \text{ dBm} \) is found to be the optimum launch power.

Fig. 2 shows that already for \( M > 1 \), the SNR prediction of FRP matches SSFM within 0.5 dB (0.39 dB) in the linear and pseudo-linear regimes. This good fit is lost when \( P > 10 \text{ dBm} \), a region where the nonlinear distortions are large. For powers above 10 dBm, the SNR curves of FRP and SSFM begin to diverge. Therefore FRP’s accuracy extends up to 3 dB above the optimum launch power. The divergence observed above 10 dBm implies that FRP is (a) underestimating the NLI, (b) it is making an inaccurate prediction of the conditional means, or (c) doing both, (a) and (b), simultaneously. In the highly nonlinear regime (i.e., \( P > 15 \text{ dBm} \)), the FRP model shows a saturation trend that is as more visible as \( M \) increases. This saturating behavior will be discussed in Section III-B.

To understand the divergent curves in Fig. 2, a more qualitative comparison between FRP and SSFM is displayed in Fig. 3. Three scenarios are considered: 10 dBm for \( M = 5 \) (a), 13 dBm for \( M = 5 \) and \( M = 15 \), (b) and (c) respectively. In Fig. 3(a), a mismatch between the FRP (purple) and SSFM (red) is already noticeable even though the memory size considered (\( M = 5 \)) is relatively large. The constellation clouds, in this case, appear to have still similar average variance, but in the SSFM case show an extra phase rotation not accounted for by FRP. In Fig. 3(b) we show the comparison again for \( M = 5 \) but at \( P = 13 \text{ dBm} \) (6 dB above \( P^* \)). The mismatch between the constellations in Fig. 3(b) worsens. We note that the FRP clouds here are not simply rotated compared to SSFM, but also scaled up. In Fig. 3(b) we illustrate the rings where the conditional means of SSFM and FRP fall, and it is visible they do not overlap. Notice that the rings do not match and that the FRP ring has a radius larger than SSFM. Therefore, we conclude that FRP is making an inaccurate prediction of conditional means. Lastly, Fig. 3(c) shows results at \( P = 13 \text{ dBm} \) when the model’s memory size is increased from \( M = 5 \) to \( M = 15 \). Despite the increment in memory size, the mismatch persists and the radii discrepancy between SSFM and FRP enlarges (a characteristic further explored in Section III-B). This shows that the model’s proximity to SSFM quickly saturates as a function of memory size. We further investigate the constellation mismatch based on the three metrics we introduce.

B. Radii and Phase Difference

To better assess the observed mismatch between the received constellations in Fig. 3 and understand the reason for the SNR prediction mismatch shown in Fig. 2, we consider two metrics that quantify how different the conditional means \( \mu(s) \) (8) of SSFM and FRP are with respect to the transmitted constellation points \( A \). The first metric we introduce is the normalized radii difference, defined as

\[ \Delta r \triangleq \frac{1}{2} \left( \frac{\mathbb{E}(|\mu(A_x)| - |A_x|^2)}{|A_x|} + \frac{\mathbb{E}(|\mu(A_y)| - |A_y|^2)}{|A_y|} \right). \]  

The normalized radii difference is such that \(-1 \leq \Delta r < \infty \). Three cases are of interest. When \( \Delta r = 0 \), the conditional means perfectly match the transmitted symbols. When \( \Delta r < 0 \), the magnitude of the conditional means of the received constellation are on average smaller with respect to the transmitted symbols. In other words, the constellation is “compressed”. Conversely, when \( \Delta r \geq 0 \), the received constellation experiences an expansion.

Secondly, we compare the average phase rotation experienced by the conditional means of SSFM and FRP with respect to
transmitted constellation points. The average phase difference is defined as
\[
\Delta \phi \triangleq \frac{1}{2} \left( \mathbb{E} \left\{ \frac{\angle(\mathbf{A}_x) - \angle(\mathbf{A}_y)}{\varphi(\mathbf{A}_x)} \right\} + \mathbb{E} \left\{ \frac{\angle(\mathbf{A}_y) - \angle(\mathbf{A}_x)}{\varphi(\mathbf{A}_y)} \right\} \right),
\]
where \( \angle \) denotes the angle of, and \( \varphi(\mathbf{A}_{x/y}) \) is the phase between two neighboring symbols within the same constellation ring, i.e., it is the minimum phase rotation required to transform a symbol \( s_m \in \mathcal{A} \) into another one in the same ring. Fig. 3(a) shows three instances (orange, blue, and light blue) of \( \varphi(\mathbf{A}_{x/y}) \). The average phase difference \( \Delta \phi \) is zero when the conditional means of the received constellation match in phase the transmitted symbols.

\[
\mu_m \triangleq \mu_{\text{SSFM}}(A_{x/y} = s_m) = \mathbb{E}\{R_{x/y}^{\text{SSFM}} | A_{x/y} = s_m\},
\]
\[
\tilde{\mu}_m \triangleq \mu_{\text{FRP}}(A_{x/y} = s_m) = \mathbb{E}\{R_{x/y}^{\text{FRP}} | A_{x/y} = s_m\}.
\]

The tildes in (14) (and more generally throughout this paper) denote approximated values using FRP. The color coding in these insets follows Fig. 3. Since we examined \( \Delta r \) and \( \Delta \phi \) for multiple memory sizes, in Fig. 4(a) and (b) we highlighted in...
gray the region spanned by memory sizes $M \in [0, 15]$, showing with an arrow the direction the result moves with increments in memory size.

The results shown in Fig. 4(a) for $P > P^*$ suggest that, for both SSFM and FRP, the magnitude of the conditional means diverges from the magnitude of their corresponding transmitted constellation points, i.e., $\Delta r \neq 0$. The way $\Delta r$ diverges from zero is, however, not the same for SSFM and FRP. On one hand, the SSFM results in Fig. 4(a) show a compression ($\Delta r_{\text{SSFM}} < 0$). This compression is due to the energy-preserving nature of the Manakov equation (2) [33] and, thus, the energy associated with the increasing NLI variance must be balanced by a reduction in the average energy of the $\mu$ terms. This effect is only significant in the highly nonlinear regime (beyond 13 dBm). On the other hand, the FRP results in Fig. 4(a) suggest an expansion ($\Delta r_{\text{FRP}} > 0$). Thus, unlike SSFM, FRP is not energy-preserving. The phase difference results in Fig. 4(b) show that the gap between SSFM and FRP increases with increments in power. Although this gap narrows with increments in memory size, it saturates at about $M = 5$. The residual gap is, thus, to be attributed to second-order effects.

Overall, the results shown in Fig. 4 reveal the FRP’s inaccuracy for powers beyond the optimum launch power. Above 10 dBm, the system operates in the nonlinear regime, breaking the FRP hypothesis. Once the 10 dBm is crossed, FRP yields imprecise predictions of the output signal power and the total nonlinear phase rotation. As shown in Fig. 3(b)–(c), this result does not exhibit improvement with memory size increments and leads to an inaccurate prediction of SNR at high powers. The following theorem shows why FRP yields imprecise predictions of the average amplitude of the conditional means and total nonlinear phase rotation.

**Theorem 1:** The conditional mean in (14) for the finite-memory FRP model can be expressed as

$$
\tilde{\mu}_m = s_m + \frac{8}{9} E_{\epsilon} \left[ s_m(1 + |s_m|^2)S_{000} + s_m \mathbb{E}\{A_{x/y}^2\}S_{0kk}\right],
$$

where $\mathbb{W} = \{i \in [-M, M] \setminus \{0\}\}$.

**Proof:** See Appendix A.

Theorem 1 shows that when $E_{\epsilon} \to 0$, then $\tilde{\mu}_m \to s_m$, which is expected because $E_{\epsilon} \to 0$ implies that the system operates in the linear regime. More generally, Theorem 1 shows that the received symbol has a conditional mean that in general has a different phase and magnitude than the transmitted symbol, see the r.h.s. of (15). In Fig. 5 we display a numerical evaluation of (15) for four representative constellation symbols and multiple values of $M$. Two powers are considered: optimum launch power $P^*$ and 13 dBm, shown in Fig. 5(a) and (b), respectively. It can be observed that for either power case, the FRP conditional means do not converge to the SSFM symbols (red diamonds). This first characteristic is more visible at 13 dBm than at 7 dBm. Furthermore, increments in memory do not lead to an improvement. A second noticeable characteristic is that the evolution with memory is defined over a tangent line crossing on $s_m$;

and that for high powers, $\mu_m$ are more distant to the tangent. These two characteristics have the following consequences: i) for all $m \tilde{\mu}_m > |s_m|$, meaning that $\tilde{\mu}$ has a different energy than $s_m$; and ii) increasing the power increases positively the radii difference between the rings where $s_m$ and $\tilde{\mu}_m$ are, increasing the difference in energy between $\mu$ and $\tilde{\mu}$. Therefore, we can conclude that the result in Theorem 1 justifies why FRP is non-energy preserving. The results in Fig. 5 show that FRP is overestimating the received signal power.

**C. Relative Error**

We further characterize the FRP accuracy by examining the relative error between FRP and SSFM predictions. The two metrics previously studied were based on the behavior of the conditional means, while the relative error better conveys the symbol-wise behavior. The relative error is defined as

$$
\varepsilon = \sqrt{\frac{1}{2} \left( \mathbb{E}\{|R_{x} - \tilde{R}_{x}|^2\} \right) + \left( \mathbb{E}\{|R_{y} - \tilde{R}_{y}|^2\} \right)},
$$

where $R_{x/y}$ is associated to the the SSFM received symbols in $x/y$ polarization, and $\tilde{R}_{x/y}$ to the corresponding FRP prediction. $\varepsilon$ is positive-valued and is zero when there is a pointwise match between the model and the SSFM output.
in (4). The estimation method relies on a gradient-based optimizer that minimizes the average quadratic error between a set of true-transmission outputs \( r_1, \ldots, r_B \) and the output \( \hat{r}_1, \ldots, \hat{r}_B \) determined by the FRP model in (5) parameterized with respect to the kernels. In this paper, the true-transmission outputs are generated via SSFM. However, the estimation method can also be used with experimental data.

Normalized gradient descent (NGD) is a popular enhancement to the standard gradient descent algorithm [34]. NGD is specifically designed to ameliorate the vanishing behavior of the magnitude of the negative gradient near stationary points. There are two common approaches to the normalization of the gradient: i) normalizing the full gradient magnitude, and ii) normalizing the magnitude component-wise. The latter is considered in this work to define our gradient-based optimizer. In general, the \( l \)-th NGD descent step is given by

\[
W^{(l+1)} = W^{(l)} - \alpha \nabla f(W^{(l)}) \odot |\nabla f(W^{(l)})|, \tag{17}
\]

where \( f : \mathbb{C}^L \mapsto \mathbb{R} \) is a scalar parameterized objective function to be minimized with respect to an \( L \)-dimensional vector of complex parameters \( W \). In (17) we abuse the notation of the absolute value to refer to an element-wise absolute value. The superscripts \( l \) and \( l+1 \) are integers referring to the current and future NGD stages respectively, and \( \alpha \) is the step size. If \(|W^{(l+1)} - W^{(l)}| < \tau \), with \( \tau \) being a predefined threshold, we say that the NGD has converged.

To predict the received symbol \( r_n \) via FRP in (5)–(7), the transmitted symbol \( a_n \), its \( 2M \) neighbors \( a_{n-M}, \ldots, a_{n-1}, a_{n+1}, \ldots, a_{n+M} \), and the SPM kernels \( S_{klm} \) are required. Conversely, when a transmission pair \((a_n, r_n)\), and the neighboring symbols of \( a_n \) are known, then (5) yields two linear equations, one per polarization, for which the SPM kernels are unknowns. The number of unknowns given a memory size \( M \) is

\[
L = (2M + 1)^3. \tag{18}
\]

Given that two equations are insufficient to determine \( L \) kernels, a batch of these linear equations must be considered. Our optimizer operates over a batch of data and uses the normalization introduced in (17). Thus, from this point on, we call it normalized batch gradient descent (NBGD). Fig. 7 shows a summary of our NBGD estimation method. The block diagram describes three stages: (a) data collection, (b) optimizer update, and (c) convergence assessment. In the data collection stage, transmission data is generated according to the system model in Fig. 1 using SSFM, as previously indicated in Section III. A sliding window is used in the transmitted sequence \( q_n \) to select a batch of \( B \) symbols \( a_n \) and their \( 2M \) corresponding neighbors. The window has a size of \( 2M + 1 \), with \( M \) being the FRP model’s memory size. We refer to \( B \) as the batch size. Similarly, a sliding window is used in the received sequence \( r \) to select an output batch of \( B \) symbols \( r_n \).

The \( x \) and \( y \) components of (5) are given by

\[
r_{x/y,n} \approx a_{x/y,n} + \frac{8}{9} \gamma E_s \sum_{(k,l,m) \in S} T_{x/y,klm} \cdot S_{klm}, \tag{19}
\]
where
\[
T_{x,klm} = (a_{x,n+k}^* a_{x,n+l} + a_{y,n+k}^* a_{y,n+l}) a_{x,n+m},
\]
\[
T_{y,klm} = (a_{x,n+k}^* a_{y,n+l} + a_{y,n+k}^* a_{x,n+l}) a_{y,n+m}.
\]
(20)

From this point on we call (20) *triplets*. Knowing the triplets and transmission pair \((a_n, r_n)\) in (19), a total of \(L\) kernels must be optimized. To do so, either \((x \text{ or } y)\) or both polarizations \((x \text{ and } y)\), can be used. In practice considering both polarization would be the most efficient way to make use of the transmission resources. However, to simplify the notation, we describe here the NBGD optimizer in terms of a single polarization. Thus, the subscript \(x/y\) will be omitted from this point on.

By shaping the kernels \(S_{klm}\) to be an \(L \times 1\) vector \(s\), and generating an \(L \times 1\) vector of triplets \(t_n\) corresponding to \(a_n\), we vectorize an arbitrary polarization component of (19) as
\[
r_n \approx a_n + \frac{8}{9} \gamma E_s t_n^T s,
\]
(21)
where \(t_n\) and \(s\) are respectively
\[
t_n^T \triangleq \left(T_{-M,-M,-M}, T_{-M,-M,-M+1}, T_{-M,-M,-M+2}, \ldots, T_{-M,M,M,M}\right),
\]
(22)
and
\[
s^T \triangleq \left(S_{-M,-M,-M}, S_{-M,-M,-M+1}, S_{-M,M,M,M}, \ldots, S_{M,M,M,M}\right).
\]
(23)

**Example 1:** For \(M = 1\), \(-1 \leq k, l, m \leq 1\). In view of (22) and (23), the vectorized reduction in (21) requires the following \(27 \times 1\) vectors
\[
\begin{align*}
t_n &= \begin{pmatrix} T_{-1,-1,-1} & \cdots & T_{1,1,1} \\ T_{-1,-1,0} & \cdots & T_{1,1,0} \\ \vdots & \cdots & \vdots \\ T_{1,1,1} & \cdots & T_{1,1,1} \end{pmatrix}, \\
s &= \begin{pmatrix} S_{-1,-1,-1} & \cdots & S_{-1,-1,1} \\ S_{-1,1,-1} & \cdots & S_{-1,1,1} \\ \vdots & \cdots & \vdots \\ S_{1,-1,1} & \cdots & S_{1,1,1} \end{pmatrix},
\end{align*}
\]
and the triple sum in (19) is reduced to
\[
\sum_{k=-1}^{1} \sum_{l=-1}^{1} \sum_{m=-1}^{1} T_{klm} \cdot S_{klm} = t_n^T s.
\]
(25)

The expression (21) corresponds to the scenario when one polarization of a single input symbol \(a_n\) and its triplets are used in (5). Considering that the model in (5) is assumed to be stationary, we can take any instant of time as a reference to filling the input vectors of the optimizer. Without loss of generality, we take \(n = 0\).

To generate FRP outputs for a batch of samples using a single operation, we introduce a vectorization of the input-output pairs within the batch
\[
a \triangleq (a_0, \ldots, a_B)^T,
\]
(26)
\[
r \triangleq (r_0, \ldots, r_B)^T,
\]
(27)
and a corresponding \(B \times L\) matrix of triplets
\[
T \triangleq \left(t_1^T, \ldots, t_B^T\right)^T.
\]
(28)

In the data collection stage shown in Fig. 7(a), we summarize the notation defined in (26), (27), and (28).

Following the definitions in (26)–(28), the single polarization FRP prediction for a batch can be written as
\[
r \approx a + \frac{8}{9} \gamma E_s T^T s,
\]
where \(s\) is the vectors of kernels in (23).

**Example 2:** For \(M = 1\) and \(B = 3\), three transmission pairs \((a_0, r_0), (a_1, r_1), (a_2, r_2)\) and their triplets \(t_0, t_1, t_2\) are considered. The matrix \(T\) in (28) is therefore
\[
T = \begin{pmatrix} t_0^T, t_1^T, t_2^T \end{pmatrix}^T \begin{pmatrix} t_{0,1} & t_{0,1} & \cdots & t_{0,27} \\ t_{1,1} & t_{1,1} & \cdots & t_{1,27} \\ t_{2,1} & t_{2,1} & \cdots & t_{2,27} \end{pmatrix},
\]
where \(t_{n,l}\) is the \(l\)-th triplet corresponding to \(a_n\). Then, (29) yields for this example
\[
\begin{pmatrix} r_0 \\ r_1 \\ r_2 \end{pmatrix} \approx \begin{pmatrix} a_0 \\ a_1 \\ a_2 \end{pmatrix} + \frac{8}{9} \gamma E_s \begin{pmatrix} t_{0,1} & t_{0,1} & \cdots & t_{0,27} \\ t_{1,1} & t_{1,1} & \cdots & t_{1,27} \\ t_{2,1} & t_{2,1} & \cdots & t_{2,27} \end{pmatrix} \begin{pmatrix} S_{-1,-1,-1} \\ \vdots \\ S_{1,1,1} \end{pmatrix}.
\]

Between stages (a) and (b), Fig. 7 shows explicitly that \((a, T, r)\) are the outputs of the data collection block (a) that are taken by the optimizer update stage. During the optimizer update, there are two sub-stages. First, an NBGD step towards minimizing the objective function is taken. Second, the FRP prediction is calculated using the NBGD kernels output of the optimization step. The latter is obtained through (29) using
\[
\hat{r}^{(l+1)} = a + \frac{8}{9} \gamma E_s T^T s^{(l+1)}.
\]
(30)
The hats in (30) (and more generally throughout this paper) denote approximated values using the NBGD algorithm.

We consider as an objective function the mean squared error (MSE), defined as

$$\text{MSE}(\hat{\mathbf{r}}, \mathbf{r}) \triangleq \frac{1}{2B}\|\hat{\mathbf{r}} - \mathbf{r}\|^2. \quad (31)$$

In (31), $\mathbf{r}$ denotes the true output batch, while $\hat{\mathbf{r}}$ corresponds to the FRP prediction using the NBGD algorithm. A factor of $\frac{1}{2}$ is added in the MSE definition in (31) to simplify its gradient expression, see App. B. We stress that the definition of MSE(·) in (31) carries an implicit dependency on the optimized SPM kernels through $\hat{\mathbf{r}}$ in (30).

Now that we have introduced the variables, the batch vectorized notation, the objective function, and the overall schedule of the proposal optimizer, we provide the analytical expression to compute the optimization step for the NBGD (see (17)). This expression is given in the following theorem.

**Theorem 2:** The NBGD descent step for the objective function in (31) is

$$\hat{s}^{(l+1)} = \hat{s}^{(l)} + \alpha^{(l)} \mathbf{T}^\dagger (\hat{\mathbf{r}}^{(l)} - \mathbf{r}) \odot \|\mathbf{T}^\dagger (\hat{\mathbf{r}}^{(l)} - \mathbf{r})\|, \quad (32)$$

where $\hat{s}^{(l)}$ is the kernels’ vector at iteration $l$, $\alpha$ is the step size, $\mathbf{T}$ is the $B \times L$ matrix of triplets in (28), $\mathbf{r}$ is the vector of true outputs, and $\hat{\mathbf{r}}^{(l)}$ is the FRP prediction of $\mathbf{r}$ using the NBGD algorithm at iteration $l$ in (30).

**Proof:** See Appendix B.

As shown in Fig. 7(b), the NBGD block yields a vector of optimized kernels $\hat{s}$ that together with $\{\mathbf{a}, \mathbf{T}\}$ are sent to the FRP block. Once $\hat{s}^{(l)}$ is generated, the final stage, shown in Fig. 7(c), is the convergence assessment. During this stage, the performance of the model is checked against the SSFM simulation. True and approximated outputs ($\mathbf{r}, \hat{\mathbf{r}}^{(l)}$) are used to compute the objective function (31). If the MSE is larger than a predefined threshold $\tau$, an increment in the NBGD iteration is sent to the optimizer update block (b). Otherwise, the optimization continues until the MSE is lower than $\tau$ or a predefined number of iterations is reached. Although the proposed optimization scheme uses only one polarization, the FRP expression for both is equivalent since they share the same linear dependency with kernels. Therefore, the optimized kernels can be used to obtain a similar performance for the second polarization.

Linear regression as a strategy to optimize FRP has been previously addressed in works targeting perturbation-based nonlinearity compensation techniques, for example, [13], [14], [15]. Nevertheless, this paper is introducing a linear optimization algorithm at iteration $l$ in (31) with a similar performance for the second polarization.

**A. NBGD Implementation Aspects**

The NBGD algorithm was implemented with the set of parameters specified in Table II. In this subsection, we summarize key aspects of the numerical implementation.

**Data collection stage:** For a fixed power $P$ and memory $M$, a stream of transmission pairs is generated according to Fig. 1. Using a sliding window, the batch vectors $\mathbf{a}$ and $\mathbf{r}$ are populated, and the corresponding input neighbors are processed to fill in the matrix of triplets $\mathbf{T}$. The batch size $B$ is left as a tuning parameter to adjust the computational demand of the optimizer.

**Optimizer update:** The estimated kernels vector is initialized to zero,\(^5\) while for choosing $\alpha^{(l)}$ two criteria are considered: order of magnitude and magnitude itself. Firstly, the $\alpha$’s order of magnitude should match the order of the gradient. Choosing the right order is crucial since NBGD can meander around or slowly crawl near stationary points. Secondly, a *scheduled learning rate* is chosen. The scheduled decreases $\alpha^{(l)}$ a fraction of it after 15 iterations. This scheduled learning rate is a homogeneous staircase down when plotted with respect to $l$.

Once the gradient step is performed, the batch of inputs and triplets $\{\mathbf{a}, \mathbf{T}\}$ is sent to the FRP block together with current NBGD kernels’ vector $\hat{s}^{(l)}$ to generate $\hat{\mathbf{r}}^{(l+1)}$ (see Fig. 7 stage (b)). Then the estimated output vector is delivered to stage (c) in Fig. 7.

**Convergence assessment:** MSE is computed using the SSFM outputs and estimated outputs of the batch $\{\mathbf{r}, \hat{\mathbf{r}}\}$ and a threshold check is performed. The latter is such that when the difference between the current and previous MSE values is higher than the threshold and $l$ is smaller than a user-defined max number of iterations $l$, a new gradient step is taken and the cycle is repeated. If not, the algorithm converges and the reached MSE value and the NBGD kernels are stored as MSE\(^5\) and $\hat{s}$, respectively, and the algorithm moves to the validation stage.

**Convergence Validation:** Once NBGD has converged, a validation test is performed over a fresh batch $\{\mathbf{a}, \mathbf{T}, \mathbf{r}\}$. If MSE for the validation batch is $\leq 10\text{MSE}^5$, we consider NBGD to have converged, if not, $\alpha^{(l)}$ is reduced 25% in magnitude, and NBGD is restarted with $\hat{s}^{(l)} = s^c$. The validation stage is done to avoid overfitting and it is performed a maximum of 5 times. If within these 5 iterations NBGD doesn’t converge, the algorithm ends with no estimation reached.

\(^5\)No significant advantage was observed when initializing with a non-zero vector. There was no good reason to prefer one way of initializing over the other, thus we simply chose to initialize all kernels to zero.
diagram at $P = 10$ dBm and memory size $M = 3$ in Fig. 9(a) shows that NBGD matches SSFM better than FRP with $M = 5$ in Fig. 3(a). In addition, the NBGD clouds for $M = 9$ shown in Fig. 9(b) and (c) exhibit a good match in phase and amplitude scaling. In Fig. 10, we show the evolution of the NBGD conditional means $\mu$ as a function of $M$. We consider the same powers chosen in Fig. 5 and show the first quadrant of 16 QAM. For both powers, it can be observed that unlike the results in Fig. 5, the conditional means for NBGD quickly converge to values falling on the same rings as SSFM. Overall, the $\mu_m$ values are in better proximity to all $\mu_m$ than FRP is, as observed in Fig. 5.

During the assessment of NBGD, it was observed that for powers below the FRP threshold, the optimized kernels at a power level within this regime yield good accuracy for any power within the FRP’s validation region. This behavior is expected since, in the linear and pseudo-linear regimes, the cloud’s shape does not significantly change with power increments. For power above the FRP threshold, point-to-point optimization is required. Nevertheless, this does not represent a critical disadvantage for NBGD with respect to FRP, especially because NBGD reaches good accuracy with a small $M$.

The performance of the NBGD model is also examined in terms of the two metrics $\Delta r$ and $\Delta \phi$ defined in (11) and (12), respectively. The results are shown in Fig. 11(a) and (b), respectively, for three representative memory sizes: $M = 0, 3, 9$. On one hand, we observe in Fig. 11(a) that the optimized model resulting from the NBGD (i) shows a good fit to SSFM in the linear and pseudo-linear regimes, and (ii) exhibits an opposite behavior to the trend shown in Fig. 4(a): instead of diverging from SSFM with memory size increments, the optimized model moves towards the SSFM simulations. This behavior is the result of a better prediction of the conditional means, and thus, of the received power. In Fig. 11 FRP $M = 0$ is shown as the FRP reference since is the closest scenario to SSFM. On the other hand, we observe in Fig. 11(b) that the optimized model outperforms FRP with $M = 15$ even for the extreme case $M = 0$. Therefore, NBGD enhances the phase match. For any $M \geq 3$ the model matches the SSFM baseline, and thus, we can generate an accurate prediction of the average nonlinear phase rotation with a very low model memory size.

In addition, Fig. 11 shows the NBGD threshold found in Fig. 8. In the threshold, both, $\Delta r$ and $\Delta \phi$ show good proximity for $M \geq 3$. In the particular case of these two metrics, we observe a 7 dB gain with respect to the FRP reference.

Fig 12(a) shows the relative error defined in (16) as a function of power. The results for NBGD show once more an overall improvement with respect to the best FRP baseline ($M = 15$ in this case). For memories $M > 0$, the NBGD kernels allow the FRP model to significantly decrease the relative error in the region of powers beyond the conventional threshold (11%). All the NBGD curves are below the FRP and they exhibit a decreasing trend with increments in memory size. Fig. 12(a) shows that NBGD with $M = 9$ reaches an 11% relative error at 16 dBm. This represents a 6 dB gain compared to FRP using the same memory size. This result, also supported by the SNR analysis done in Fig. 8, confirms that NBGD significantly extends the region of validity of the FRP model.

V. NBGD NUMERICAL RESULTS

In order to validate the NBGD optimized model of the previous section, a set of simulations in terms of the metrics discussed in Section III was performed. This section considers the same representative transmission scheme introduced in Section III. Nevertheless, the NBGD algorithm can be used to optimize kernels for multiple transmission scenarios. Additionally, the end of this section includes a simple complexity analysis. Throughout this section, we refer to the FRP model computed with NBGD-optimized kernels simply as NBGD.

A. Numerical Validation

In analogy to Fig. 2, Fig. 8 shows SNR versus input power. This figure shows the NBGD results without ASE for two memory sizes ($M = 0, 9$), with ASE for $M = 9$, as well as the numerical simulations (SSFM) with and without ASE. Overall, in the results shown in Fig. 8 it is evident that NBGD is in good proximity in magnitude and overall behavior to SSFM for all powers in the region of study with and without ASE. Unlike the results in Fig. 2, NBGD exhibits a small gap to the SSFM baseline, even for the extreme case $M = 0$. Previously, we showed in Fig. 2 that FRP starts to diverge from SSFM at 10 dBm. For that power and $M = 15$, the gap between FRP and SSFM is approximately 0.39 dB. As shown in Fig. 8, NBGD reaches the same proximity to the SSFM value only at $P = 17$ dBm, for $M = 9$, thus yielding a 7 dB extension with respect to FRP of the model’s range of validity. In Fig. 8 we highlight that NBGD’s accuracy extends up to 10 dB above the optimum launch power, surpassing the 3 dB achieved by FRP shown in Fig. 2.

Fig. 9 shows the constellation diagrams of the two representative powers considered in Fig. 3 (10 and 13 dBm). These two powers are within the NBGD validity region. The constellation
Fig. 9. Received constellation diagrams for (a) $P = 10$ dBm and NBGD $M = 3$, (b) $P = 10$ dBm and NBGD $M = 3$, and (c) $P = 13$ dBm and NBGD $M = 9$. Overall, the mismatch between the constellations observed in Fig. 3 is improved. For $P = 10$ dBm, the match is satisfactory at $M = 3$ (a) but enhanced with memory size increment to $M = 9$ (b).

Overall, the results shown in Figs. 8, 10, and 11 prove a significant reduction in the memory size needed to guarantee a satisfying degree of accuracy using NBGD. In Fig. 12(a), it can also be observed that with $M = 3$ the accuracy threshold is now achieved for $P = 14$ dBm and not for 8 dBm as shown in Section III-C. Using the same reasoning used in Section III-C, we observe that also for NBGD is possible to prolong the accuracy reached with $M = 3$ for $P = 14$ dBm and not for 8 dBm as shown in Section III-C. Using the same reasoning used in Section III-C, we observe that also for NBGD is possible to prolong the accuracy reached with $M = 3$. In the NBGD case, increasing $M$ from 3 (343 kernels) to 9 (6859 kernels) prolongs 2 dB the model's accuracy. The NBGD optimization is therefore providing larger increments of the model's accuracy, and it does it at a cheap computational cost. Using $M = 9$ instead of $M = 15$ represents a reduction of 78% in the number of kernels needed to hold $\epsilon$ in the accuracy threshold.

To further analyze the memory reduction, we provide in Fig. 12(b) an evaluation of the relative error as a function of the modeling complexity, i.e., the number of kernels needed to compute the FRP model. We consider the powers $P = 8$ dBm and $P = 10$ dBm and evaluate $\epsilon$ for FRP and the NBGD. The chosen powers are within the pseudo-linear regime. Fig. 12(b) shows, as expected, that FRP and NBGD have a decreasing trend with increments in complexity. The reached $\epsilon$ values are power-dependent and they worsen when the system approaches the nonlinear regime. It is evident from Fig. 12(b), that NBGD outperforms FRP. NBGD achieves relative errors below the accuracy threshold at a very low complexity cost. Using $M = 9$ instead of $M = 15$ represents a reduction of 78% in the number of kernels needed to hold $\epsilon$ in the accuracy threshold.

Finally, given that a multi-span setup does not change the FRP's mathematical formalism in (3), we can argue that the NBGD approach paradigm remains applicable to the multi-span scenario and that the optimization process will be able to capture the nonlinear effects as effectively as it does for the single-span scenario. A study of the performance of NBGD for multi-span systems is out of the scope of this work and is left for further investigation.

B. Modelling Complexity Reduction

Overall, the results shown in Figs. 8, 10, and 11 prove a significant reduction in the memory size needed to guarantee a satisfying degree of accuracy using NBGD. In Fig. 12(a), it can also be observed that with $M = 3$ the accuracy threshold is now achieved for $P = 14$ dBm and not for 8 dBm as shown in Section III-C. Using the same reasoning used in Section III-C, we observe that also for NBGD is possible to prolong the accuracy reached with $M = 3$. In the NBGD case, increasing $M$ from 3 (343 kernels) to 9 (6859 kernels) prolongs 2 dB the model's accuracy. The NBGD optimization is therefore providing larger increments of the model's accuracy, and it does it at a cheap computational cost. Using $M = 9$ instead of $M = 15$ represents a reduction of 78% in the number of kernels needed to hold $\epsilon$ in the accuracy threshold.

To further analyze the memory reduction, we provide in Fig. 12(b) an evaluation of the relative error as a function of the modeling complexity, i.e., the number of kernels needed to compute the FRP model. We consider the powers $P = 8$ dBm and $P = 10$ dBm and evaluate $\epsilon$ for FRP and the NBGD. The chosen powers are within the pseudo-linear regime. Fig. 12(b) shows, as expected, that FRP and NBGD have a decreasing trend with increments in complexity. The reached $\epsilon$ values are power-dependent and they worsen when the system approaches the nonlinear regime. It is evident from Fig. 12(b), that NBGD outperforms FRP. NBGD achieves relative errors below the accuracy threshold at a very low complexity cost. NBGD is therefore providing a satisfactory level of accuracy using small memory sizes as hinted by Figs. 8 and 11. We can conclude that NBGD requires fewer kernels to compute the model (see (18)), which translates into a significant reduction in the computational complexity needed to generate accurate predictions.

Another relevant aspect to comment on is the computational complexity required for the FRP and NBGD kernels reported in this work. On one hand, to compute the kernels in their integral form we performed a simple Riemann integration. The number of multiplications and sums demanded by this approximation was $0.68 \cdot 10^6 \cdot (2M + 1)^3$, for which we considered the minimum number of steps leading to sufficient accuracy. On the other
The plots include the simulations with SSFM, as well as the FRP scenario that is the closest to SSFM.

In (b) $P = 8$ dBm and 10 dBm are considered. Notice in (b) that increments in memory size monotonically decrease the error and that FRP reaches the accuracy threshold at higher complexity than NBGD does. In general, the chosen batch size $B$ has a direct impact on the complexity. In general, the chosen batch size does not depend on $M$, thus considering $B$ large enough but smaller than $O(M^3)$, allows the NBGD’s complexity to remain significantly below the FRP’s even when using the same value of $M$. However, we reiterate that the advantage of NBGD is that it reduces the model’s memory $M$ required to achieve a fixed level of accuracy with respect to FRP, hence further increasing the complexity gap with FRP.

As a final remark, notice that formally, both, FRP and NBGD are infinite-memory models since the nonlinear kernels only vanish for $M \to \infty$. However, an effective finite value of $M$ for which the perturbation model can be considered accurate enough can be defined. One way to do this is via the introduction of ad-hoc accuracy thresholds, as we did in Section III. The key outcome of our paper is that an effective memory reduction is
introduced by NBGD, which holds regardless of the specific threshold set.

VI. CONCLUSIONS

We conducted a comprehensive investigation on the accuracy and limitations of the time-domain FRP model for a single-span, single-channel transmission in dual-polarization systems. We proposed a data-driven enhancement of FRP (called NBGD) by optimizing the perturbation kernels. Various numerical simulations were conducted to demonstrate that NBGD provides the same accuracy as FRP with a reduced memory for the model, therefore, reducing the computational complexity needed to generate a satisfactory prediction. In addition, we have shown that NBGD extends the power range of validity of the FRP model above the pseudo-linear threshold. For the study case considered, the extension is 6–7 dB above the chosen accuracy threshold for the FRP, depending on the metric used. We also show that the NBGD’s good performance generalizes well for QAM modulation formats.

Future works include the extension of the NBGD method to a multi-span wavelength-division multiplexed scenario, and developing nonlinearity compensation/mitigation algorithms based on the enhanced low-complexity model resulting from NBGD. Experimental validation is also left for future work.

APPENDIX A

PROOF OF THEOREM 1

Let $A_{x/y}$ and $R_{x/y}$ be the complex random variables (RV) associated with one of the $x/y$ polarization components of the transmitted and received symbols, respectively. Under the assumption that (5) is a stationary channel, we take the conditional expectation of one of its components ($x$) for $n = 0$

$$
\tilde{A}_{x,m} = s_m + \mathcal{E}\{\Delta A_{x,0} | A_{x,0} = s_m\}. \tag{33}
$$

To determine $\mathcal{E}\{\Delta A_{x,0} | A_{x,0} = s_m\}$ we consider four possible cases of the indices $(k, l, m)$ in (6):

1) Case I: All indices are different and nonzero, i.e., $k \neq l \neq m$.
2) Case II: A single index is zero, i.e., $k = 0$ and $l \neq 0, m \neq 0$; or $l = 0$ and $k \neq 0, m \neq 0$; or $m = 0$ and $k \neq 0, l \neq 0$. Here two sub-cases arise: i) when the remaining two indices are identical; and ii) the remaining two indices are different.
3) Case III: Two indices are equal to zero and the third one is nonzero, i.e., $k = l = 0, m \neq 0$, or $k = m = 0, l \neq 0$, or $l = m = 0, k \neq 0$.
4) Case IV: All indices are zero, i.e. $k = l = m = 0$.

In the following, we compute each of the contributions given by the above cases.

A. Case I

In this case, the contribution is given by

$$
\mathcal{E}\{\Delta A_{x,0} | A_{x,0} = s_m\} = \mathcal{E}\left\{\sum_{(k,l,m) \in S \setminus \{0\}} (A^*_{x,k}A_{x,l} + A^*_{y,k}A_{y,l})A_{x,m}S_{klm}\right\}, \tag{34}
$$

where $c \triangleq j^{8\gamma}E_s$ and $S$ is defined in (7). By virtue of the independence of the random variables $A_{x,n}$ and $A_{y,n}$, $\forall n$, the expectation distributes over all sums and products in (34). In addition, due to the zero-mean condition assumed for $\mathcal{A}$ in Section III-A this scenario leads to zero contribution.

B. Case II

The contributions are in this case

$$
\mathcal{E}\{\Delta A_{x,0} | A_{x,0} = s_m\} = \mathcal{E}\left\{c \sum_{l \in W} \sum_{m \in W} (s^*_{m}A_{x,l} + A^*_{y,0}A_{y,l})A_{x,m}S_{blm}\right\}
$$

Fig. 13. Using the NBGD kernels optimized with a 16QAM modulation format, the relative error of NBGD is plotted with respect to SSFM as a function of complex multiplications per symbols for (a) QPSK and (b) 64QAM. The results of Fig. 12(b) are included in (a) and (b) to provide a benchmark for comparison. Overall, the results for QPSK and 64QAM confirm that the 16QAM NBGD kernels generalize well to other QAM formats.
\[ + \mathbb{E}\left\{ c \sum_{k \in W} \sum_{m \in W} (A_{x,k}^*s_m + A_{y,k}^*A_{y,0})A_{x,m}S_{k00}\right\} \]

\[ + \mathbb{E}\left\{ c \sum_{k \in W} \sum_{l \in W} (A_{x,k}^*A_{x,l} + A_{y,k}^*A_{y,l})s_mS_{kll}\right\}, \quad (35) \]

where \( W = \{ i \in [-M, M] \setminus \{0\}\} \).

For the first term in the r.h.s. of (35) subcase (i), i.e., when \( l \neq m \neq 0 \), the contribution is zero due to the RVs independence, similarly to Case I. For sub-case (ii), i.e., when \( l = m \neq 0 \), the first term in (35) is reduced to

\[ cs_m^* \sum_{l \in W} \mathbb{E}\{A_{x,l}^2\}S_{l0l} = cs_m^* \mathbb{E}\{A_x^2\} \sum_{l \in W} S_{l0l}, \quad (36) \]

where we have not included all contributions that are zero due to the RVs’ zero-mean assumption.

For the second term in (35) sub-case (i), i.e., for \( k \neq m \neq 0 \), the contribution is zero by virtue of the RVs independence. For the sub-case (ii), when \( k = m \neq 0 \), the second term in (35) is

\[ cs_m^* \sum_{k \in W} \mathbb{E}\{|A_{x,k}|^2\}S_{k0k} = cs_m^* \mathbb{E}\{|A_x|^2\} \sum_{k \in W} S_{k0k}, \quad (37) \]

where all contributions that are zero by virtue of the RVs independence and their zero-mean property have been omitted.

For the third term in (35), the sub-case (i), i.e., when \( k \neq l \neq 0 \), the contribution is zero under the RV’s independence and the zero-mean assumption, but when \( k = l \neq 0 \), i.e., sub-case (ii), the term is reduced to

\[ cs_m^* \sum_{k \in W} (|A_{x,k}|^2 + |A_{y,k}|^2)S_{k0k} = cs_m^* \sum_{k \in W} S_{k0k}. \quad (38) \]

Putting together all nonzero contributions of Case II, (36), (37), and (38), leads to

\[ \mathbb{E}\{\Delta A_{x,0}|A_{x,0} = s_m\} = cs_m^* \sum_{k \in W} (2S_{k0k} + S_{k0k}) \]

\[ + s_m^* \mathbb{E}\{A_x^2\}S_{0kk}. \quad (39) \]

C. Case III

In this case, the contributions are

\[ \mathbb{E}\{\Delta A_{x,0}|A_{x,0} = s_m\} \]

\[ = \mathbb{E}\left\{ c \sum_{k \in W} (A_{x,k}^*s_m + A_{y,k}^*A_{y,0})s_mS_{k00}\right\} \]

\[ + \mathbb{E}\left\{ c \sum_{l \in W} (s_m^*A_{x,l}^* + A_{y,0}A_{y,l})s_mS_{l00}\right\} \]

\[ + \mathbb{E}\left\{ c \sum_{m \in W} (|s_m|^2 + |A_{y,0}|^2)A_{x,m}S_{00m}\right\}, \quad (40) \]

and all contributions are zero due to the RV’s independence and their zero-mean condition.

D. Case IV

For this case \( A_{x/y,k} = A_{x/y,l} = A_{x/y,m} = 0 \), which makes the conditional expectation

\[ \mathbb{E}\{\Delta A_{x,0}|A_{x,0} = s_m\} = cs_m\left(|s_m|^2 + \mathbb{E}\{|A_{y,0}|^2\}\right)S_{000} \]

\[ = cs_m\left(|s_m|^2 + (1)\right)S_{000}. \quad (41) \]

Finally, we put together in (33) all nonzero contributions, i.e., (39) and (41), and replacing back \( c = \frac{\gamma}{j} \), results into

\[ \tilde{\mu}_{x,m} = s_m + \frac{8}{9} \gamma E_s \left[s_m(1 + |s_m|^2)S_{000} \right. \]

\[ \left. + \sum_{k \in \mathbb{W}} s_m(2S_{kk0} + S_{k0k}) + s_m^* \mathbb{E}\{A_x^2\}S_{0kk}\right]. \quad (42) \]

The expression in (42) can be immediately generalized to both polarization components \( A_{x/y} \), in addition, due to the stationary channel assumption (42) is valid for any time instance, which completes the proof of the conditional mean in Theorem 1.

APPENDIX B

PROOF OF THEOREM 2

Using the Wirtinger formalism [35, App. A], the partial derivatives for a given function \( f(z) \) of a complex variable \( z = x + jy \in \mathbb{C}, x, y \in \mathbb{R} \), with respect to \( z \), are defined as

\[ \frac{\partial f}{\partial z} = \frac{1}{2} \left( \frac{\partial f}{\partial x} - j \frac{\partial f}{\partial y} \right), \quad \frac{\partial f}{\partial z^*} = \frac{1}{2} \left( \frac{\partial f}{\partial x} + j \frac{\partial f}{\partial y} \right). \quad (43) \]

For the case of a multi-variable function, \( F : z \in \mathbb{C}^L \mapsto w \in \mathbb{R} \), all complex derivatives with respect to the complex variables \( z_n = x_n + jy_n \in \mathbb{C} \), with \( x_n, y_n \in \mathbb{R} \) \( \forall n = 1, \ldots, L \) must be calculated. These derivatives are combined into the gradient with respect to the Wirtinger derivatives as

\[ \frac{\partial F}{\partial z} \equiv \left( \frac{\partial F}{\partial z_1}, \frac{\partial F}{\partial z_2}, \ldots, \frac{\partial F}{\partial z_L} \right)^T, \quad (44) \]

\[ \frac{\partial F}{\partial z^*} \equiv \left( \frac{\partial F}{\partial z_1^*}, \frac{\partial F}{\partial z_2^*}, \ldots, \frac{\partial F}{\partial z_L^*} \right)^T. \quad (45) \]

The gradient with respect to the Wirtinger derivatives in (44) is related to the gradient \( \nabla \) required by (17) via

\[ \nabla F(z) = \gamma \frac{\partial F}{\partial z^*}, \quad (46) \]

where

\[ \nabla \equiv \left( \frac{\partial}{\partial x_1} + j \frac{\partial}{\partial y_1}, \frac{\partial}{\partial x_2} + j \frac{\partial}{\partial y_2}, \ldots, \frac{\partial}{\partial x_L} + j \frac{\partial}{\partial y_L} \right). \quad (47) \]

\[ \footnote{Note the Wirtinger derivatives with respect to \( z \) are not needed for the gradient \( \nabla \), but are included in (44) for completeness.} \]
By virtue of the Wirtinger derivatives $\frac{\partial r}{\partial s_i} = 0$, since each component $r_i$ in (29) does not depend on $s_i^*$. Equivalently, $\frac{\partial r^*}{\partial s_i} = 0$. Therefore when taking the derivatives we have
\[
\nabla \text{MSE}(\hat{s}) = 2 \frac{\partial \text{MSE}}{\partial s^*} = \frac{1}{B} \left[ (\hat{r} - r)^* \frac{\partial (\hat{r} - r)}{\partial s^*} + \frac{\partial (\hat{r} - r)^*}{\partial s^*} (\hat{r} - r) \right],
\]
with $\eta = \frac{\gamma}{B} E_s B$. The batch gradient descent iteration for $\hat{s}$ is then given by
\[
\hat{s}^{(l+1)} = \hat{s}^{(l)} + \alpha \eta (\hat{r}^{(l)} - r),
\]
where
\[
\hat{r}^{(l)} = \alpha + \frac{\gamma}{B} \hat{E}_s T \hat{s}^{(l)}.
\]
Eq. (50) is obtained using (29) for the estimated kernels in step $l$. Finally, (49) is transformed by taking an element-wise normalization. The normalization of (50) completes the NBGD proof in Theorem 2.
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