The first stage of LISA data processing: clock synchronization and arm-length determination via a hybrid-extended Kalman filter
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In this article, we designed a hybrid-extended Kalman filter algorithm to synchronize the clocks and to precisely determine the inter-spacecraft distances for space-based gravitational wave detectors, such as (e)LISA. According to the simulation, the algorithm has significantly improved the ranging accuracy and synchronized the clocks, hence makes the phasemeter raw measurements qualified for time-delay interferometry algorithms.

I. INTRODUCTION

Laser Interferometer Space Antenna (LISA) [1,2] is a space-borne gravitational wave (GW) detector concept, aiming at various kinds of GW signals in the low frequency band between 0.1 mHz and 1 Hz. It consists of three identical spacecraft (S/C), each individually following a slightly elliptical orbit around the sun, trailing the Earth by about 20°. These orbits are chosen such that the three S/C retain an equilateral triangular configuration with an arm length of about 5 × 10⁹ m as much as possible. This is accomplished by tilting the plane of the triangle by about 60° out of the ecliptic. Graphically, the triangular configuration makes a cartwheel motion around the Sun. As a (evolving) variation of LISA, eLISA [3] is an ESA L2/L3 candidate space-based GW detector. It consists one mother S/C and two daughter S/C, separated from each other by 1 × 10⁹ m. Although the configurations are slightly different, the principles and the techniques are equally applicable. Therefore, we will mainly focus on LISA hereafter.

Since GWs are propagating spacetime perturbations, they induce proper distance variations between S/C. LISA measures GW signals by monitoring distance changes between S/C. Spacetime is very stiff. Usually, even a fairly strong GW still only produces spacetime perturbations of order about 10⁻²¹ in the dimensionless strain. This strain amplitude can introduce distance changes at the pm level in a 5 × 10⁹ m arm length. Therefore, a capable GW detector must be able to monitor distance changes with this accuracy. The extremely precise measurements are supposed to be achieved by large laser interferometers. LISA makes use of heterodyne interferometers with coherent offset-phase locked transponders. The phasemeter measurements at each end are combined in postprocessing to form the equivalent of one or more Michelson interferometers. Information of proper-distance variations between S/C is contained in the phasemeter measurements.

Unlike the several existing ground-based interferometric GW detectors [5,7], the armlengths of LISA are varying significantly with time due to celestial mechanics in the solar system. As a result, the arm lengths are unequal by about 1% (5 × 10⁷ m), and the dominating laser frequency noise will not cancel out. The remaining laser frequency noise would be stronger than other noises by many orders of magnitude. Fortunately, the coupling between distance variations and the laser frequency noise is very clear and clean. Therefore, we can use time-delay interferometry (TDI) techniques [8,15], which combine the measurement data series with proper time delays, in order to bring the laser frequency noise down to the desired level.

However, the performance of TDI [18] depends largely on the knowledge of armlengths and relative longitudinal velocities between S/C, which are required to determine the correct delays to be adopted in the TDI combinations. In addition, the raw data are referred to the individual spacecraft clocks, which are not physically synchronized but independently drifting and jittering. This timing mismatch would degrade the performance of TDI variables. Therefore, they need to be referred to a virtual common “constellation clock” which needs to be synthesized from the inter-spacecraft measurements. Simultaneously, one also needs to extract the inter-spacecraft separations and synchronize the time-stamps properly to ensure the TDI performance. We expect these issues to be solved in the first stage of LISA data processing, which is the main topic of this article.

The paper is organized as follows. In the next Section, we will describe the entire LISA data processing chain, hence identifying the first stage of LISA data analysis. In Sec. [III] and Sec. [IV] we will introduce and formulate the inter-spacecraft measurements. In Sec. [V] and [VI] we describe the hybrid-extended Kalman filter algorithm and design a Kalman filter for LISA. In Sec. [VII] we show the simulation results. Finally the summary comes in Sec. [VIII].

II. SIMULATING THE ENTIRE LISA DATA PROCESSING CHAIN

In this section, we will talk about the perspective of a complete LISA simulation. The future goal is to simulate the entire LISA data processing chain as detailed as one can, so that one will be able to test the fidelity of the LISA data processing chain, verify the science potential...
FIG. 1: LISA data processing chain.

of LISA and set requirements for the instruments. The flow chart of the whole simulation is shown in Fig. 1. In the following, we will discuss the role and the main task of each step.

A. LISA orbits simulator

The first step is to simulate LISA orbits [2, 16] under the solar system dynamics. It should provide the position and velocity of each TM (or roughly S/C) as functions of some nominal time (e.g., UTC [Coordinated universal time]) for subsequent simulations. Since TDI requires knowledge of the delayed arm-lengths (or light travel time) to meter accuracies, and the pre data processing algorithms could hopefully determine the delayed arm-lengths to centimeter accuracies, the provided position information should be more accurate than centimeters. Recall that 1 AU is of order $10^{11}$ m. The dynamic range here is 13 orders of magnitude, which is smaller than the machine accuracy (15 to 16 digits). However, the GW induced arm-length variation is at the picometer level, which is 25 orders of magnitude smaller than 1 AU. One could in principle use extended precision, but that might be computationally too expensive. Luckily, GWs in the TT gauge do not change the coordinates of the TMs. Thus, one can ignore GWs when simulating LISA orbits.

One other issue is the sampling rate. The LISA onboard measurements will be down-sampled and transferred to the Earth at about Hz sampling rate (e.g., 3 Hz). So the position and velocity information should be provided to the centimeter precision at Hz sampling rate. In one year, there are about $10^8$ samples at this sampling rate. One can design an orbit integrator with sub second integration time-steps, but it is inefficient. Instead, one can design an orbit integrator with adaptive large integration steps and then interpolate the orbits to the centimeter precision. However, the accuracy of the interpolation scheme needs to be checked carefully.

The last issue in this step is to choose a model of dynamics. In principle, one should use the best known ephemeris (with trajectories of all the solar system planets) and the solar system dynamics to a sufficient PN order. For simplicity and speed concern, sometimes one can also use Kepler orbits, or even simpler, analytical orbits (Taylor expansion of Kepler orbits to certain order of eccentricity) in the right place. One should make sure that it is consistent with all other steps.

B. Simulating GWs

The second step is to simulate GWs. There are various kinds of GW sources [3, 17] in the LISA band, such as massive black hole (MBH) binaries, extreme-mass-ratio inspirals (EMRIs), intermediate-mass-ratio inspirals (IMRIs), galactic white dwarf binaries (WDBs), gravitational wave cosmic background etc. In the source frame, these GW waveforms are generated either from the dynamic equations or phenomenological waveform models. For some purposes, one can also simply use sinusoidal GW signals as test signals.

C. Simulating measurements

The third step is to simulate the measurements as detailed as needed, which in turn requires the simulation of the evolution of the S/C internal environments (e.g. how does the attitude of TMs evolve, how does the frequency of the USO evolve, how does the temperature evolve, how does the laser frequency evolve). Since there are too many features, one should first only take into account the critical ones. The less critical features can be ignored selectively. The irrelevant features should be ignored.

The TMs are drag-free in only one dimension each, which is along the direction of the laser beam. The other two transverse dimensions are controlled. Hence, their actual orbits may deviate from geodesics (i.e. orbits of three dimensional drag-free TMs). The deviation is small in a short period, but sizable after a few months accumulation.

Usually, these deviations are ignored in simulations. If one wants to simulate this effect, the orbits calculation and the measurements simulation must be integrated. Whenever the TMs tends to fall off the orbits, one should make corrections and calculate the new orbits. Mathematically, the equations of motion are augmented with the equations of the active control and the disturbances. The whole set of differential equations should be solved and evolved together.

There are many measurements in LISA. The main ones are science measurements, ranging measurements, clock
side band beat-notes, S/C positions and clock offsets observed by deep space network (DSN), etc. There are many more measurements, such as various auxiliary measurements, incident beam angle measured by differential wavefront sensing (DWS), etc. In principle, all the relevant measurements need to be simulated. The simulation in turn can guide the experiments and the design, telling us which measurements are useful and which ones need to be transferred back to the Earth at which sampling rate.

Another important issue is to simulate various kinds of noise sources, such as the laser-frequency noise, clock jitters, the readout noise, the acceleration noise, etc. These noises are generated either from their PSD or from physical models. In the end, the noises and the GWs signals both are added to the measurements. For simplicity, usually stationary Gaussian noise (white or colored) is used, although real instruments in general produce more complicated noise.

### D. Down link

The ‘down link’ is referred to as a procedure of transferring the onboard measurement data back to the Earth, which is also an important step in the simulation. Since the beat-notes between the incoming laser beam and the local laser are in MHz range, the sampling rate of ADCs should be at least twice that, i.e. at least 40–50 MHz. The phasemeter prototype developed in Albert Einstein institute Hannover for ESA uses 80 MHz. Due to the limited bandwidth of the down link to the Earth, measurement data at this high sampling rate cannot be transferred to the Earth. Instead, they are low-pass filtered and then down-sampled to a few Hz (e.g. 3 Hz). The raw data received on the Earth are at this sampling rate.

For simulation concern, generating measurement data at 80 MHz with a total observation time of a few years is computationally expensive and unnecessary. Instead, these measurements are simulated at a few tens to a few hundreds Hz.

It is worth clarifying that, up to here was the simulation of the S/C and GWs with complete knowledge of ‘mother nature’. From the next subsection ‘pre data processing’ on comes the the simulated processing of the down-linked data, where we only have the raw data received on the Earth, but other information such as the S/C status is unknown.

### E. Pre data processing

The next step is the so-called pre data processing. The main task is to synchronize the raw data received at the Earth station and to determine the arm length accurately. In addition, pre data processing aims to establish a convenient framework to monitor the system performance, to compensate unexpected noise and to deal with unexpected cases such as when one laser link is broken for short time.

The arm length information is contained in the ranging measurements, which compare the laser transmission time at the remote S/C and the reception time at the local S/C. Since these two times are measured by different clocks (or USOs), which have different unknown jitters and biases, the ranging data actually contain large biases. The clock biases could be as large as one second, which leads to huge biases in the ranging measurements.

In fact, all the measurements taken in one S/C are labeled with the clock time in that S/C. This means all the time series contain clock noise. Time series from different S/C contain different clock noise. These unsynchronized, dirty and noisy time series need to be pre-processed in order to become usable for TDI.

### F. TDI simulation

As mentioned previously, TDI has been well studied in the literature [8–15]. Laser frequency noise is the frequency instability of the laser source. For a normal Michelson interferometer, the laser beams travelling in the two arms originate from the same laser source, thus they share common laser frequency noise. At the photon detector, one measures the phase (or frequency) variation of the beatnote of the two laser beams. The frequency noise is canceled out when the two arm have the same length, hence not degrading the measurements.

However, in LISA case, the S/C are far apart. The telescope can only capture a very small fraction of the remote laser beam, thus it is impossible to reflect the same laser light back to the remote S/C. The local photon detector measures the beatnote between the received weak laser and the local laser. Without the off-set phase locking scheme, the two laser beams are generated by different laser sources, hence they contain different frequency noise. As a consequence, the laser frequency remains in the measurements. With the off-set phase locking scheme, the laser frequency noise still remains, due to the unequal arm lengths. Its power spectral density is about 8–9 orders of magnitude higher than the designed sensitivity. Currently, the only solution is to phase-lock the remote laser, record each single-way measurement, properly recombine these single-way measurements in the TDI post-processing stage, virtually forming an equal-arm Michelson interferometer. In this step, one uses the ranging and the time information from pre data processing to properly shift the phasemeter measurements accordingly and recombine them.

### G. Astrophysical data analysis

In this step, the task is to dig out GW signals from the data and extract astrophysical information — in short,
III. THE INTER-SPACECRAFT MEASUREMENTS

Now, let us look into these inter-spacecraft measurements [19, 20]. In the middle of Fig. 2, the two peaks are the local carrier and the received carrier. They form a carrier-to-carrier beatnote, which is usually called the science measurement, denoted by $f_{sci}$.

$$f_{sci} = f_{Doppler} + f_{GW} + f_{noise},$$  \hspace{1cm} (1)

where $f_{Doppler}$ is the Doppler shift, $f_{GW}$ is the frequency fluctuation induced by GWs, $f_{noise}$ is the noise term, which contains various kinds of noise, such as laser frequency noise, optical path-length noise, clock noise, etc. Due to the orbits, $f_{Doppler}$ can be as large as 15 MHz. However, $f_{GW}$ is usually at $\mu$Hz level. Among the noise terms, the laser frequency noise is the dominating one. The free-running laser frequency noise is expected to be above MHz/Hz$^{1/2}$ at about 10 mHz. After pre-stabilization, the laser frequency noise is somewhere between 30 – 1000 Hz/Hz$^{1/2}$ at about 10 mHz [20].

On the two sides of Fig. 2 are the two clock sidebands. The clock sideband beatnote is given by the following equation:

$$f_{sidebandBN} = f_{Doppler} + f_{GW} + f_{noise} + m\Delta f_{clock},$$  \hspace{1cm} (2)

where $\Delta f_{clock}$ is the frequency difference between the local USO and the remote USO, $m$ is an up conversion factor. Except for the clock term, the clock sideband beatnote contains the same information as the carrier-to-carrier beatnote does.

The PRN modulations are around the carriers in Fig. 2. The local PRN code is just a copy of the remote PRN code. By correlating them, one obtains the delay time between the emission and the reception. This light travel time tells us the arm-length information. However, the PRN codes are labelled by their own clocks at the transmitter and the receiver, respectively. Thus, the ranging signal $\tau_{ranging}$ also contains the time difference of two the clocks.

$$\tau_{ranging} = L/c + \Delta T_{clock} + T_{noise},$$  \hspace{1cm} (3)

where $L$ is the arm length, $c$ is the speed of light, $\Delta T_{clock}$ is the clock time difference. $T_{noise}$ denotes the noise in this measurement. The ranging measurement noise $T_{noise}$ is around 3 ns (or 1 m) rms [20]. However, since the clock is freely drifting all the time, after one year $\Delta T_{clock}$ could be as large as a second, which causes a $3 \times 10^8$ m bias in arm length measurements. This is far from tolerable. One needs to decouple the bias from the true armlength term to a level better than 3 ns.

IV. FORMULATION OF THE MEASUREMENTS

In this section, we try to formulate the exact expressions of Eq. 1, 2 and 3. Let us first clarify the notations. The positions of the S/C are denoted by $x_i = (x_i, y_i, z_i)^T$, their velocities are denoted by $\dot{v}_i = (v_{xi}, v_{yi}, v_{zi})^T$ in SSB frame, where $i = 1, 2, 3$ is the S/C index. Each S/C has its own USO. The measurements taken on each S/C are recorded according to its own USO. Let us denote the nominal frequency of the USO in the $i$-th S/C as $f_{i}^{nom}$ (the design frequency) and denote its actual frequency (the true frequency it runs at) as $f_i$. The difference

$$\delta f_i = f_i - f_{i}^{nom}$$  \hspace{1cm} (4)

is the frequency jitter of each USO. The USOs are thought to be operating at $f_{i}^{nom}$. The actual frequencies $f_i$ are unknown to us. Also, we denote the nominal time of each USO as $T_{i}^{nom}$ (the readout time of the clock) and the actual clock time (the true time at which the clock reads $T_{i}^{nom}$) as $T_i$. We have

$$T_i^{nom} = \frac{\phi_i}{2\pi f_{i}^{nom}} = \int \frac{f_i(t)dt}{f_{i}^{nom}},$$  \hspace{1cm} (5)

$$T_i = \int dt,$$  \hspace{1cm} (6)

$$\phi_i = 2\pi \int f_i(t)dt,$$  \hspace{1cm} (7)

where $\phi_i$ denotes the readout phase in the $i$-th S/C. The time difference

$$\delta T_i = T_{i}^{nom} - T_i,$$

$$= \int (f_i - f_{i}^{nom})dt,$$  \hspace{1cm} (8)

is the clock jitter of each USO. This leads to

$$\delta T_i = \frac{\delta f_i}{f_{i}^{nom}}.$$  \hspace{1cm} (9)

The above two equations mean the clock jitter (or time jitter) is the accumulative effect of frequency jitters. For the convenience of numerical simulations, we write the discrete version of the above formulae as follows

$$\delta T_i(k) = \frac{1}{f_{i}^{nom}} \sum_{a=1}^{k} \delta f_i(a)\Delta t_s + \delta T_i(0),$$  \hspace{1cm} (10)

$$\delta T_i(k) = \frac{\delta T_i(k) - \delta T_i(k - 1)}{\Delta t_s} = \frac{\delta f_i(k)\Delta t_s/f_{i}^{nom}}{\Delta t_s} = \frac{\delta f_i(k)}{f_{i}^{nom}}.$$  \hspace{1cm} (11)
where $k$ in the parentheses means the value at the $k$-th step or at time $k\Delta t_s$. $\delta T_i(0)$ stands for the initial clock bias.

Now, we are ready to write the measurement equations. Ideally, all the measurements should be formulated within the framework of General Relativity. In the solar system, the gravity is relatively weak. So one can expand the relativistic equations in orders of the small parameter $v/c$ and solve it with a perturbation method [21]. However, the full relativistic treatment is computationally too expensive for our testing Kalman filter concern. Therefore, we retain it for further work. Here, we make an approximation that all the inter-spacecraft measurements are instantaneous, meaning that the laser takes no time to travel from one S/C to other S/C. As will be explained blow, this is a better approximation for the inter-spacecraft measurements than calculating everything in Newton’s theory with a finite speed of light. The whole LISA constellation is trailing the Earth at a speed $v_e$ that is much higher than the relative speed $v_r$ within the constellation. Thus, in Newton’s framework with a finite speed of light, the ranging (or armlength) measurements can be quickly estimated within special relativity framework, where only the relative speed matters. So, the difference in ranging measurements is roughly about $Lv_e/c$, which is two orders of magnitude smaller than $Lv_e/c$.

To this point, we try to formulate the ranging measurements. For convenience, we write it in dimensions of length and denote the armlength measurements measured by the laser link from S/C $i$ to S/C $j$ (measured at S/C $j$) as $R_{ij}$. Thus, we have

$$R_{ij}(k) = L_{ij}(k) + [\delta T_j(k) - \delta T_i(k)]c + \text{noise}, \quad (12)$$

where $L_{ij}(k)$ is the true armlength we want to obtain from the ranging measurements, $[\delta T_j(k) - \delta T_i(k)]c$ is the armlength bias caused by the clock jitters, and 'noise' denotes the effects of other noise sources.

Next, we want to consider Doppler measurements or science measurements. They are phase measurements recorded at the phasemeter. For convenience, we formulate them as frequency measurements, since it is trivial to convert phase measurements to frequency measurements. First, we only take into account the imperfection of the USO and ignore other noises. We denote the true frequency we want to measure as $f_{\text{true}}$ and the frequency actually measured as $f_{\text{true}}^\text{nom}$. The USO is thought to be running at $f_{\text{true}}^\text{nom}$. The recorded frequency $f_{\text{true}}^\text{meas}$ is compared to it. However, the frequency at which the USO is really running is $f = f_{\text{true}}^\text{nom} + \delta f$. This is what the true frequency $f_{\text{true}}^\text{meas}$ actually compared to. Thus, we have the following formula

$$\frac{f_{\text{true}}^\text{meas}}{f_{\text{true}}^\text{nom}} = \frac{f_{\text{true}}}{f} = \frac{f_{\text{true}}}{f_{\text{true}}^\text{nom} + \delta f}. \quad (13)$$

For a normal USO, $\delta f/f_{\text{true}}^\text{nom}$ is usually a very small number ($< 10^{-8}$), therefore the second order in it is smaller than machine accuracy. Thus, we can write the above equation in linear order of $\delta f/f_{\text{true}}^\text{nom}$ for numerical simulation concern without losing precision.

$$f_{\text{true}}^\text{meas} = \frac{f_{\text{true}}}{1 + \delta f/f_{\text{true}}^\text{nom}} = f_{\text{true}} \left(1 - \frac{\delta f}{f_{\text{true}}^\text{nom}}\right). \quad (14)$$

We denote the average carrier frequency (the average laser frequency over certain time) as $f_{\text{carrier}}$, the laser frequency noise as $\delta f^c$ and the unit vector pointing from S/C $i$ to S/C $j$ as $\hat{\mathbf{v}}_{ij}$. Let us consider the laser link sent from S/C $i$ to S/C $j$. When transmitted, the instantaneous carrier frequency is actually $f_{\text{carrier}} + \delta f^c$. When received at S/C $j$, this carrier frequency has been Doppler shifted and the GW signals are encoded. Therefore, its
The clock sideband beatnote is obtained by beating this frequency with the local clock sideband as follows:

\[
(f_{\text{carrier}} + \delta f_i^c) \left[ 1 - \left( \frac{\vec{v}_j - \vec{v}_i}{c} \cdot \hat{n}_{ij} \right) \right] - f_{ij}^{\text{GW}}. 
\]  

(15)

This carrier is then beat with the local carrier \( f_{i}^{\text{carrier}} + \delta f_i^c \) of S/C \( i \). The resulting beatnote is the science measurement

\[
f_{ij}^{\text{sci}}(k) = \left[ f_{ij}^{\text{carrier}} - f_i^{\text{carrier}} \left( 1 - \frac{\vec{v}_j - \vec{v}_i}{c} \cdot \hat{n}_{ij} \right) + f_{ij}^{\text{GW}}(k) \right] \left( 1 - \frac{\delta f_j(k)}{f_{ij}^{\text{nom}}} \right)
\]

\[
+ \left[ \delta f_j^c - \delta f_i^c \left( 1 - \frac{\vec{v}_j - \vec{v}_i}{c} \cdot \hat{n}_{ij} \right) \right] \left( 1 - \frac{\delta f_j(k)}{f_{ij}^{\text{nom}}} \right) + \text{noise},
\]

\[
= \left[ f_{ij}^{\text{carrier}} - f_i^{\text{carrier}} \left( 1 - \frac{\vec{v}_j - \vec{v}_i}{c} \cdot \hat{n}_{ij} \right) + f_{ij}^{\text{GW}}(k) \right] \left( 1 - \frac{\delta f_j(k)}{f_{ij}^{\text{nom}}} \right) + \text{noise},
\]

(16)

where in the last step we have absorbed the laser frequency noise into the noise term. In practice, the carrier frequencies are adjusted occasionally (controlled by a pre-determined frequency plan) to make sure that the carrier-to-carrier beatnote is within a certain frequency range. Hence, \( f_{i}^{\text{carrier}} \) is also a function of time.

Now, let us consider the clock sidebands. At S/C \( i \), the clock frequency \( f_{i}^{\text{nom}} + \delta f_i \) is up-converted by a factor \( m_i \),

\[
[f_{i}^{\text{carrier}} + \delta f_i^c \pm m_i(f_{i}^{\text{nom}} + \delta f_i) \left[ 1 - \left( \frac{\vec{v}_j - \vec{v}_i}{c} \cdot \hat{n}_{ij} \right) \right] - f_{ij}^{\text{GW}}.
\]  

(19)

The clock sideband beatnote is obtained by beating this frequency with the local clock sideband

\[
f_{ij}^{\text{sidebandBN}}(k) = \left[ f_{ij}^{\text{carrier}} - f_i^{\text{carrier}} \left( 1 - \frac{\vec{v}_j - \vec{v}_i}{c} \cdot \hat{n}_{ij} \right) + f_{ij}^{\text{GW}}(k) \right] \left( 1 - \frac{\delta f_j(k)}{f_{ij}^{\text{nom}}} \right)
\]

\[
+ \left[ m_j(f_{j}^{\text{nom}} + \delta f_j(k)) - m_i(f_{i}^{\text{nom}} + \delta f_i(k)) \left( 1 - \frac{\vec{v}_j - \vec{v}_i}{c} \cdot \hat{n}_{ij} \right) \right]
\]

\[
\cdot \left( 1 - \frac{\delta f_j(k)}{f_{ij}^{\text{nom}}} \right) + \text{noise},
\]

\[
= \left[ f_{ij}^{\text{carrier}} - f_i^{\text{carrier}} \left( 1 - \frac{\vec{v}_j - \vec{v}_i}{c} \cdot \hat{n}_{ij} \right) + f_{ij}^{\text{GW}}(k) \right] \left( 1 - \frac{\delta f_j(k)}{f_{ij}^{\text{nom}}} \right)
\]

\[
+ [\alpha_j \delta f_j(k) - \alpha_i \delta f_i(k)] + (m_j f_{j}^{\text{nom}} - m_i f_{i}^{\text{nom}}) + m_i f_i^{\text{nom}} \left( \frac{\vec{v}_j - \vec{v}_i}{c} \cdot \hat{n}_{ij} \right),
\]

\[
+ \text{noise}
\]

(20)

where \( \alpha_i \) and \( \alpha_j \) are some known constants. Notice that we have neglected some minor terms in the last step.
frame, we need to linearize and discretize the formulae to fit Eq. 22, 23, 24, 25 into the standard Kalman filter. 

\[ f_{\text{sideband}BN}(k) = \left[ f_{\text{carrier}} - f_{\text{carrier}} \left( 1 - \frac{(\vec{v}_j - \vec{v}_i) \cdot \vec{n}_{ij}}{c} \right) + f_{\text{GW}}(k) \right] \left( 1 - \frac{\delta f_j(k)}{f_{\text{nom}}} \right) + m(\delta f_j(k) - \delta f_i(k)) + \text{noise.} \] (21)

Up to now, we have formulated all the inter-spacecraft measurements in Eq. 12, Eq. 16 and Eq. 21.

V. THE HYBRID EXTENDED KALMAN FILTER

The hybrid extended Kalman filter [22] is designed for a system with continuous and nonlinear dynamic equations along with nonlinear measurement equations. First, we describe the model of such systems as follows

\[
\begin{align*}
\dot{x} &= f(x, t) + w(t) \\
y_k &= h_k(x_k, v_k) \\
E[w(t)w^T(t + \tau)] &= W_e \delta(\tau) \\
v_k &\sim (0, V_k),
\end{align*}
\]

where both the dynamic function \( f(x, t) \) and the measurement function \( h_k(x_k) \) are nonlinear, \( w(t) \) is the continuous noise, \( x, f(x, t), w, y_k, h_k(x_k), v_k \) are column vectors, \( W_e, W_k \) are covariance matrices. If we discretize the noise with a step size \( \Delta t \), we have

\[ w_k \sim (0, W_k), \] (26)

where it can be proven that \( W_k = W_e(\Delta t)/\Delta t \). In order to fit Eq. 22, 23, 24, 25 into the standard Kalman filter frame, we need to linearize and discretize the formulae and solve the dynamic equation. Eq. 22 is expanded to linear order as follows

\[
\dot{x} = f(x_0, t) + \left. \frac{\partial f}{\partial x} \right|_{x_0} (x - x_0) + w(t),
\]

where we have defined \( F(x_0) = \left. \frac{\partial f}{\partial x} \right|_{x_0} \). The above equation can be solved exactly. Let us switch to standard Kalman filter notations and denote \( x, x_0, F(x_0) \) as \( \hat{x}_k, \hat{x}_{k-1}, F_{k-1} \) respectively. Then, the exact solution to the expectation of Eq. 27 (where we have used \( E[w(t)] = 0 \)) can be written as

\[
\begin{align*}
\hat{x}_k &= e^{F_{k-1}\Delta t} \hat{x}_{k-1} + F_{k-1}(e^{F_{k-1}\Delta t} - I) \left[ f(\hat{x}_{k-1}, t_{k-1}) - F_{k-1} \hat{x}_{k-1} \right],
\end{align*}
\]

where the matrix exponential is defined as

\[ e^{F_{k-1}\Delta t} \equiv \sum_{n=0}^{+\infty} \frac{(F_{k-1}\Delta t)^n}{n!}. \] (29)

Hence, the error propagation is

\[ P_k^{-} = e^{F_{k-1}\Delta t} P_{k-1}^{+} e^{F_{k-1}^{T}\Delta t} + W_{k-1}, \] (30)

where \( P^{-}, P^{+} \) are the priori and posteriori covariance matrices as before. Alternatively, Eq. 27 can be solved approximately by converting the differential equation to a difference equation. The corresponding formulae are

\[
\begin{align*}
\hat{x}_k^- &= (I + F_{k-1}\Delta t)\hat{x}_{k-1}^+ + \left[ f(\hat{x}_{k-1}^+, t_{k-1}) - F_{k-1} \hat{x}_{k-1}^+ \right] \Delta t, \\
P_k^- &= (I + F_{k-1}\Delta t)P_{k-1}^+(I + F_{k-1}\Delta t)^T + W_{k-1}.
\end{align*}
\]

The above two equations can also be obtained from the exact solutions by replacing \( e^{F_{k-1}\Delta t} \) with \( I + F_{k-1}\Delta t \). The advantage of these formulae is that they are computationally less expensive. On the other hand, they are less precise. The measurement formula can be linearized similarly

\[
\begin{align*}
y_k &= H_k x_k + [h_k(\hat{x}_k), 0] - H_k \hat{x}_k \] + M_k v_k, \] (33)

where \( H_k = \left. \frac{\partial h_k}{\partial x} \right|_{\hat{x}_k}, M_k = \left. \frac{\partial h_k}{\partial v} \right|_{\hat{x}_k} \). Now, the Kalman filter can be applied without much effort. We summarize the hybrid extended Kalman filter formulae for the model described by Eq. 22, 23, 24, 25 as follows:

1. Initialize the state vector and the covariance matrix \( \hat{x}_0^+, P_0^+ \).

2. Calculate the a priori estimate of the subsequent state

\[
\begin{align*}
\hat{x}_k^- &= e^{F_{k-1}\Delta t} \hat{x}_{k-1}^- + F_{k-1}(e^{F_{k-1}\Delta t} - I) \left[ f(\hat{x}_{k-1}^+, t_{k-1}) - F_{k-1} \hat{x}_{k-1}^+ \right], \\
P_k^- &= e^{F_{k-1}\Delta t} P_{k-1}^+ e^{F_{k-1}^{T}\Delta t} + W_{k-1}.
\end{align*}
\] (36)
Alternatively, one can take the following formulae

\[
\hat{x}_k^- = (I + F_{k-1}\Delta t)\hat{x}_{k-1}^+ + (f(\hat{x}_{k-1}, t_{k-1}) - F_{k-1}\hat{x}_{k-1}^+)\Delta t,
\]

\[
P_k^- = (I + F_{k-1}\Delta t)P_{k-1}^+ (I + F_{k-1}\Delta t)^T + W_{k-1}.
\]

(37)

3. Calculate the Kalman gain

\[
K_k = P_k^- H_k^T (H_k P_k^- H_k^T + M_k V_k M_k^T)^{-1}.
\]

(39)

4. Correct the a priori estimate

\[
\hat{x}_k = \hat{x}_k^- + K_k [y_k - h_k(\hat{x}_k^-)]
\]

\[
P_k = (I - K_k H_k) P_k^-.
\]

(40)

\[
= (I - K_k H_k) P_k^- (I - K_k H_k)^T + K_k V_k K_k^T.
\]

(41)

VI. KALMAN FILTER MODEL FOR LISA

In this section, we want to design a hybrid extended Kalman filter for LISA. First, we define a 24-dimensional column state vector

\[
x = (\vec{x}_1, \vec{x}_2, \vec{x}_3, \vec{v}_1, \vec{v}_2, \vec{v}_3, \delta T_1, \delta T_2, \delta T_3, \delta f_1, \delta f_2, \delta f_3)^T,
\]

where \(\vec{x}_i = (x_i, y_i, z_i)^T\) are the S/C positions, \(\vec{v}_i = (v_{x_i}, v_{y_i}, v_{z_i})^T\) are the S/C velocities, \(\delta T_i\) and \(\delta f_i\) are the clock jitters and frequency jitters, \(i = 1, 2, 3\) is the S/C index. Please note the difference between the state vector \(x_k\), the measurements \(y_k\) and the position components \((x_i, y_i, z_i)\), since the latter index is the S/C label and can only take three values 1, 2, 3. For convenience, we rewrite the measurement formulae derived. The ranging measurements from S/C \(i\) to S/C \(j\) are

\[
R_{ij} = L_{ij} + (\delta T_j - \delta T_i)c + n_{ij}^R
\]

\[
= \sqrt{(x_j - x_i)^2 + (y_j - y_i)^2 + (z_j - z_i)^2}
\]

\[
+ (\delta T_j - \delta T_i) \cdot c + n_{ij}^R,
\]

(42)

where \(n_{ij}^R\) is the ranging measurement noise. The Doppler measurements are denoted as \(D_{ij}\),

\[
D_{ij} = \left[ f_j^{\text{carrier}} - f_i^{\text{carrier}} \cdot \left(1 - \frac{(\vec{v}_j - \vec{v}_i) \cdot \vec{n}_{ij}}{c} \right) \right]
\]

\[
+ f_j^{\text{GW}} \left(1 - \frac{\delta f_j}{f_j^{\text{nom}}} \right) + n_{ij}^D,
\]

(43)

where \(n_{ij}^D\) is the Doppler measurement noise. Since the sideband measurements contain the same information as the Doppler measurements, in addition the amplified differential clock jitters, we take the difference. Then, we divide both sides of the equation by the up-conversion factor \(m\) and denote it as the clock measurements \(C_{ij}\),

\[
C_{ij} = \delta f_j - \delta f_i + n_{ij}^C,
\]

(44)

where \(n_{ij}^C\) is the corresponding measurement noise, and the up-conversion factor \(m\) has already been absorbed into \(n_{ij}^C\). Altogether, we have 18 measurement formulae, summarized in the 18-dimensional column measurement vector

\[
y = h(x, v),
\]

\[
= (R_{31}, D_{31}, C_{31}, R_{21}, D_{21}, C_{21}, R_{12}, D_{12}, C_{12}, \ldots, R_{32}, D_{32}, C_{32}, R_{23}, D_{23}, C_{23}, R_{13}, D_{13}, C_{13})^T,
\]

where \(v\) is the measurement noise. The 18-by-24 matrix \(H_k\) and the 18-by-18 matrix \(M_k\) can thus be calculated analytically. We omit the explicit expressions of the 432 components in \(H_k\) here. As an example, we show the [1, 1] component of \(H_k\) omitting the step index \(k\) as follows

\[
H[1, 1] = \frac{\partial R_{31}}{\partial x_1} = \frac{x_1 - x_3}{\sqrt{(x_1 - x_3)^2 + (y_1 - y_3)^2 + (z_1 - z_3)^2}}
\]

(45)

As for \(M_k\), if the dependence of the measurements \(y_k\) on the noise is linear and without cross coupling, it is simply an identity matrix.

Next, we want to construct the dynamic model for the Kalman filter. Let us consider the solar system dynamics for a single S/C. To Newtonian order the solar system dynamics can be written as

\[
\sum_i \frac{GM_i}{r_i^3} \vec{r}_i = \vec{\ddot{x}}
\]

(46)

where \(\vec{x}\) is the positions of one LISA S/C, \(M_i, \vec{x}_i\) are the mass and the coordinates of the ith celestial body (the Sun and the planets) in the solar system, \(\vec{r}_i = \vec{x}_i - \vec{x}\) is a vector pointing from that S/C to the ith celestial body, \(r_i = |\vec{x}_i - \vec{x}|\). The dynamic equation can be written in a different form

\[
\frac{d}{dt} \begin{bmatrix} \vec{x} \\ \vec{v} \end{bmatrix} = f(\vec{x}, \vec{v})
\]

\[
= \begin{bmatrix} \sum_i GM_i (\vec{x}_i - \vec{x})/r_i^3 \end{bmatrix}.
\]

(47)

We denote \(\theta = (\vec{x}, \vec{v})^T\), thus

\[
F = \frac{\partial f}{\partial \theta} = \begin{bmatrix} O_3 & I_3 \\ A & O_3 \end{bmatrix},
\]

(48)

where \(O_3\) denotes a 3-by-3 zero matrix, \(I_3\) denotes a 3-by-3 identity matrix, and the 3-by-3 matrix \(A\) is defined as follows

\[
A = -\sum_i \frac{GM_i}{r_i^3} I_3 + \sum_i \frac{3GM_i}{r_i^5} (\vec{x}_i - \vec{x})(\vec{x}_i - \vec{x})^T.
\]

(49)

The dynamic equation for the clock jitters and frequency jitters depends on the specific clock and how well we
characterize the clock. A simple dynamic model is shown as follows
\[ \frac{d}{dt} \begin{bmatrix} \delta T \\ \delta f \end{bmatrix} = \begin{bmatrix} \delta f / f_{\text{nom}} \\ 0 \end{bmatrix}, \]
where \( \delta T, \delta f \) denote clock jitters and frequency jitters. For the whole LISA constellation, the dynamic matrix \( F = \frac{\partial f}{\partial x} \) is 24-by-24. We omit its explicit expression here, since it can be obtained straightforwardly from the above formulae.

VII. SIMULATION RESULTS

We simulated LISA measurements of about 1400 seconds with a sampling frequency of 3 Hz. Since there are only two independent clock biases out of three, we set one clock bias to be zero, thus defining this clock as reference. The other two initial clock biases are randomly drawn from a Gaussian distribution with a standard deviation of 0.1 s. This would in turn cause a bias of about \( 4.2 \times 10^7 \) m in the ranging measurements. Additionally, we assume the ranging measurement noise is white Gaussian with a standard deviation of 1 m. The noise of the Doppler measurement is assumed to be white Gaussian with a standard deviation of 1 kHz. The frequency jitters are temporarily set to be red noise with a \( 1/f \) slope in its linear spectral density. The clock measurement noise is white Gaussian with a standard deviation of 1 Hz.

We show the scatter plots of the measurements \( R_{ij}, D_{ij}, C_{ij} \) in Fig. 3, 4, 5 and 6. Notice that the average of all the measurements has been removed in the plots for clarity. Fig. 3 is a scatter plot of the clock measurements \( C_{ij} \). The frequency drifts within 1400 s are much smaller than the clock measurement noise. Thus, they are buried in the uncorrelated clock measurement noise in the plot. The diagonal histograms show that each clock measurement channel behaves like Gaussian noise during short observation times. The off-diagonal scatter plots are roughly circular scattering clouds, showing that different clock measurement channels are roughly un-correlated within short times. Unlike clock measurements, scatter plots of Doppler measurements in Fig. 4 exhibit elliptical clouds. We then apply our previously designed hybrid extended Kalman filter to these measurements. The progress of the Kalman filter can be characterized by looking at the uncertainty propagation. Fig. 7 shows a priori covariance matrices at different steps \( k = \{1, 2, 5, 10, 50\} \). The absolute value of each component of the covariance matrix is represented by a color. The color map indicates the magnitude of each component in logarithmic scale. The first covariance matrix \( P^{-1}_1 \) is diagonal, since we do not assume prior knowledge of the off-diagonal components. As the filter runs, the off-diagonal components emerge automatically from the system model, which can be seen from Fig. 7. The initial uncertainties are relatively large. In fact, the initial positions are only known to about 20 km through the deep space network (DSN). The uncertainties are sig-

FIG. 3: Scatter plot of clock measurements \( C_{ij} \).

FIG. 4: Scatter plot of Doppler measurements \( D_{ij} \). Unlike clock measurements, scatter plots of Doppler measurements exhibit elliptical clouds.
FIG. 5: Scatter plot of ranging measurements $R_{ij}$. The armlength variation is much larger than the ranging measurement noise. Therefore, we see only lines in the off-diagonal plots, which mainly show the armlength changes. The ranging measurement noise is too small compared to the armlength change to be visible in the plot.

FIG. 6: Scatter plot of different measurements $C_{ij}, D_{ij}, R_{ij}$. Ranging measurements are correlated with Doppler measurements, but neither of them are correlated with clock measurements.

Significantly reduced after taking into account the precise inter-spacecraft measurements. However, the uncertainties are not being reduced continuously. Instead, they stay roughly at the same level. This is because there are only 18 measurements at each step, whereas there are 24 variables in the state vector to be determined. There is not enough information to precisely determine every variable in the state vector.

Similar behavior can be observed from the posteriori covariance matrices in Fig. 8, where the uncertainties also roughly stay at the same level. By comparing Fig. 8 with Fig. 7, we find that the uncertainties are only slightly reduced from $P^k_-$ to $P^+_k$ with the help of the measurements $y_k$. This is again because there are less measurements than variables in the state vector. Seemingly, this hybrid extended Kalman filter does not work well. However, our aim is actually to reduce the noise in the measurements. Let us denote the Kalman filter estimate of the measurements $y_k$ as $\hat{y}_k$, which can be calculated from the posteriori state vector as follows

$$\hat{y}_k = H_k \hat{x}_k^+.$$  

(51)

It is easy to show that the estimation error of $y_k$ can be expressed as $H_k P^-_k H_k^T$, which is shown in Fig. 9. Notice that the color bar shrinks with steps. It is apparent that estimation errors of the measurements are significantly reduced by the hybrid-extended Kalman filter. This is what is expected, since the number of the measurements...
$y_k$ is now the same as the number of variables $\hat{y}_k$ to be estimated in this case.

Detailed simulation results are shown in Fig. 10, 11, 12. Fig. 10 (a) shows a comparison of true arm lengths, raw arm-length measurements and Kalman filter estimates during short time. The initial clock bias in the raw arm-length measurements is not included in this figure, otherwise the raw arm-length measurements are out of scope of the figure. The arm-length variations due to the orbital dynamics are much larger than the residual measurement noise (excluding the initial clock bias). Thus, the three curves appear very close to each other. It still can be seen that the Kalman filter estimates are closer to the true arm-length curve. Fig. 10 (b) exhibits histograms of errors of raw arm-length measurements and Kalman filter estimates, where the deviations of both raw arm-length measurements (excluding the initial clock bias) and the Kalman filter estimates from the true arm-lengths are shown. The designed Kalman filter has not only coupled the arm lengths from the clock biases, but also reduced the measurement noise by more than one order of magnitude to the centimeter level. This precise arm-length knowledge is necessary to allow excellent performance of TDI techniques, which subsequently permits optimal extractions of the science information from the measurement data.

Fig. 11 (a) shows typical results of estimates of relative clock jitters and biases, where the blue curve stands for the raw measurements, the green curve exhibits the true time difference between the clock in S/C 1 and S/C 2, the red curve plots the Kalman filter estimates of the clock time differences. It is clear from the figure that the Kalman filter estimates resemble the true values quit well. Fig. 11 (b) shows the deviations of the raw measurements and the Kalman filter estimates from the true values in histograms. Notice that the standard deviations in the legend have been converted to equivalent lengths. It is apparent that the designed Kalman filter has reduced

FIG. 8: Posteriori matrices $P_k^+$ at different steps. The absolute value of each component of the covariance matrix is represented by a color. The color map indicates the magnitude of each component in logarithmic scale.

FIG. 9: The estimation error of the measurements, $H_k P_k^+ H_k^T$ at different steps. The absolute value of each component is represented by a color. The color map indicates the magnitude of each component in logarithmic scale.
the measurement noise by about an order of magnitude. These accurate clock jitter estimates enable us to correct the clock jitters in post-processing step. Hence, it potentially allows us to use slightly poorer clocks, yet still achieving the same sensitivity. This would potentially help reduce the cost of the mission.

Fig. 12 (a) shows the raw measurements, Kalman filter estimates and the true values of frequency differences between the USO in S/C 1 and the USO in S/C 2. The Kalman filter estimates are so good that they overlap with the true values. Fig. 12 (b) exhibits an enlargement of Fig. 12 (a). The true USO frequency differences and the Kalman filter estimates can clearly be seen in this figure. Fig. 12 (c) shows the histograms of the deviations of the raw measurements and the Kalman filter estimates from the true values. With the help of the designed Kalman filter, the measurement noise has been reduced by 3-4 orders of magnitude. Frequency jitters are directly related to the first differential of the clock drifts. Therefore, such precise estimates of the USO frequency differences will allow a very accurate tracking of the relative clock drifts.

VIII. SUMMARY

We have modeled LISA inter-spacecraft measurements and designed a hybrid-extended Kalman filter to process the raw measurement data. In the designed Kalman filter model, there are 24 variables in the state vector and 18 variables in the measurement vector. Simulations show that our hybrid-extended Kalman filter can well decouple the arm lengths from the clock biases and significantly improve the relative measurements, such as arm lengths, relative clock jitters and relative frequency jitters etc. However, the absolute variables in the state vector cannot be determined accurately. These variables include the absolute positions and velocities of the spacecraft, the absolute clock drifts and the absolute frequency drifts. This is mainly due to the fact that only the differences are measured and the number of measurements is fewer than the number of variables in the state vector.

It can be better understood by taking a closer look at the measurement equations 42, 43 and 44. In fact, only the relative positions $\sqrt{(x_j - x_i)^2 + (y_j - y_i)^2 + (z_j - z_i)^2}$ and the relative longitudinal velocities $(\vec{v}_j - \vec{v}_i) \cdot \hat{n}_{ij}$ appear in the measurements. Neither absolute positions nor absolute velocities are directly measured. Thus, it is impossible to fully constrain the entire LISA configuration only with these inter-spacecraft measurements. The clock jitters only appear in Eq. 42 in the form of $\delta T_j - \delta T_i$, which means the common clock drifts are undetermined. The relative USO frequency jitters $\delta f_j - \delta f_i$ are measured in Eq. 44. The absolute USO frequency jitters $\delta f_j$ appear in Eq. 43. However, $\delta f_j/\delta f_j^{\text{nom}}$ is far less than 1, hence Eq. 43 can only provide very limited information about $\delta f_j$. As a result, the absolute USO frequency jitters $\delta f_j$

Fig. 10: Arm-length plots. Fig. (a) shows a comparison of true armlengths, raw arm-length measurements and Kalman filter estimates during short time. Fig. (b) exhibits histograms of errors of raw arm-length measurements and Kalman filter estimates, where the deviations of both raw arm-length measurements (excluding the initial clock bias) and the Kalman filter estimates from the true armlengths are shown.

Appendix A: A proof of the optimality

In the Kalman filter derivation, the Kalman gain $K_k$ is chosen such that the estimation error $\text{tr}(P_k^-)$ in the state vector is minimized. However, in the LISA case we are interested in reducing the noise in the measured variables rather than reducing the uncertainties in the state vector.
In this appendix, we prove that minimizing the estimation error in the state vector $x_k$ is equivalent to minimizing the estimation error in $y_k$ to the linear order. As shown in previous sections, the estimation error in $y_k$ is $\text{tr}(H_k P_k^- H_k^T)$ in the linearized model. To minimize the trace of this covariance matrix, we have

$$0 = \frac{\partial \{ \text{tr}(H_k P_k^+ H_k^T) \}}{\partial K_k} = 2H_k^T H_k [K_k V_k] - (I - K_k h_k) P_k^- H_k^T.$$  \hspace{1cm} (A4)

The Kalman gain is then solved as follows

$$K_k = P_k^- H_k^T (H_k P_k^- H_k^T + V_k)^{-1},$$ \hspace{1cm} (A5)

which is the same as what we have used.
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FIG. 12: Plots of USO frequency differences. Fig. (a) shows the raw measurements, Kalman filter estimates and the true values of frequency differences between the USO in S/C 1 and the USO in S/C 2. The Kalman filter estimates are so good that they overlap with the true values. Fig. (b) exhibits an enlargement of Fig. (a). The true USO frequency differences and the Kalman filter estimates can clearly be seen in this figure. Fig. (c) shows the histograms of the deviations of the raw measurements and the Kalman filter estimates from the true values.
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