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Abstract
This paper presents a new concept of controlled dissipativity as an extension of the standard dissipativity property to systems with parameter-varying storage functions under the framework of economic model predictive control (EMPC). Based on this concept, an EMPC controller, integrated with the dissipation inequality constraints treating the storage function parameters as decision variables, is formulated and the associated recursive feasibility is ensured. Then, the asymptotic convergence to an optimal equilibrium in closed-loop, without requiring the standard dissipativity assumption, is enforced by trading it off with asymptotic performance. Under suitable conditions on the storage function, stability of EMPC with respect to the optimal equilibrium is achieved. The upper bound of asymptotic average closed-loop performance is also evaluated. Finally, illustrative examples by using the EMPC controller with terminal regional conditions are provided to show the effectiveness of our methods.
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1 Introduction
The purpose of most advanced control systems is to efficiently and reliably guide a process to a desired setpoint. Model predictive control (MPC), due to its effectiveness in handling large and multi-variable systems subject to constraints, has become a prominent tool in many applications. The optimal steady-state setpoint is usually determined by some other information management system that decides which steady-state is the most advantageous from the economic point of view. However, this hierarchical separation of system information and objectives may be no longer optimal or desirable for an increasing number of applications.

In recent years, an alternative approach, known as economic model predictive control (EMPC), has looked into the issue of directly addressing economic optimisation in real time, and to this end, adopts objective costs which are not required to be positive definite w.r.t the optimal equilibrium point [3, 11, 12, 14, 26]. Under this scheme, various tools in the literature have been proposed (see [1, 4, 17, 18] for deterministic setups and [5, 10, 20, 21] for robust settings). To derive closed-loop guarantees, references [14, 24] employ the turnpike property of the underlying optimal control problem aiming at establishing (practical) closed-loop convergence to the optimal steady-state or periodic orbit. If the optimal regime of operation can be determined a-priori, for example, by validating a (strict) dissipativity condition, then use of EMPC method with appropriate terminal constraints can operate the system optimally [8, 9, 29]. Specifically, a dissipativity property is often assumed to allow redefining a rotated positive definite versions of the economic cost, and the stability analysis is then carried out by adopting terminal equality or inequality constraints as in standard tracking MPC [3, 26].
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The classical notions of (strict) dissipativity property are proposed in [3,14] to prove stability of EMPC in the case of an optimal steady-state. The relations between dissipativity, turnpike property and the optimality of steady-state operation have been discussed in several publications. More precisely, the sufficiency of dissipativity for optimal steady-state operation is discussed in [3], and the necessity, under a mild additional controllability assumption, is proved in [22]. The equivalence between dissipativity and turnpike property under suitable assumptions is elaborated in [16]. The relation between dissipativity property, turnpike property, and optimal stationary operation in a continuous-time setting is investigated in [13]. In addition, recent publications have presented different notions of dissipativity for systems with optimal periodic solutions. In [24], a P-step MPC scheme is adopted to establish near optimal performance of the closed-loop system. Reference [29] defines periodic dissipativity as the existence of P storage functions fulfilling P dissipation inequalities. The equivalences between these two characterizations of dissipativity w.r.t periodic orbits are established in [19].

The above literature has shown that dissipativity is playing a central role in the design and closed-loop analysis of EMPC schemes. However, in general, verifying the required dissipativity property w.r.t an equilibrium is a challenging task, and there is no systematic technique for general nonlinear optimal control problems. Particularly, dissipativity w.r.t a periodic orbit or more complicated non-periodic solution rather than a stationary equilibrium is significantly more difficult to verify. In [25], sum-of-squares techniques are used to numerically approximate the storage functions and thereby validating the dissipativity. A computational approach by solving the optimisation problem with dissipation inequality constraints for the verification of dissipativity properties w.r.t. general sets is presented in [7]. Moreover, the conditions for strict dissipativity w.r.t steady-state considering convex linear quadratic (LQ) constrained optimal control problems are provided in [15]. The results of [15] are later on generalized to indefinite LQ-problems by employing the particular shape of quadratic constraints to characterize strict dissipativity w.r.t. steady-state [6]. However, for general nonlinear systems and/or non-convex feasible regions and cost functions, solving the optimal periodic or more complex solution a-priori is challenging and the performance optimisation may result in non-converging behaviours, hence enforcing convergence to a steady-state by trading it off with asymptotic performance may be desirable [2]. Furthermore, convergence to the best equilibrium may be required when the knowledge of whether dissipativity holds or not is not available, e.g., the cost function changes on-line due to the varying economic environment and, even if sometimes dissipativity might be fulfilled, this is not easy to be a-priori assessed. In this context, establishing an EMPC scheme with suitable terminal constraints and terminal cost w.r.t an equilibrium can be applied to operate the system in a suboptimal way, which we will address in the present paper. Specifically, the main contributions and novelties of this paper can be summarized as follows:

- The standard dissipativity property usually employed to guarantee stability of EMPC is loosened to existence of a parameter dependent controlled storage function.
- An EMPC controller with terminal region requirements, is developed based on the proposed controlled dissipation inequality constraint that treats the storage function parameters as decision variables. The associated recursive feasibility is guaranteed and theoretically proved.
- The closed-loop asymptotic behavior using the EMPC controller is analysed. The result shows that the system trajectory can converge to the optimal equilibrium under the EMPC scheme with controlled dissipativity instead of the standard dissipativity. Moreover, asymptotic stability of the optimal equilibrium is achieved by imposing suitable technical conditions on the storage function. Finally, the upper bound of asymptotic average cost is evaluated.

The remainder of this paper is organized as follows. Section 2 introduces the basic notions and setup. Section 3 presents the formulation of EMPC optimisation problem based on the controlled dissipativity constraint. Meanwhile, the proof of recursive feasibility for the proposed control algorithm are demonstrated. The asymptotic stability and average performance of the closed-loop system adopting the EMPC controller are analyzed in Section 4. Finally, illustrative examples are presented in Section 5 and Section 6 concludes this paper.

**Notations:** Let symbols $\mathbb{R}$ and $\mathbb{I}$ denote the sets of real numbers and integers, respectively. $\mathbb{R}_{\geq a}$ ($\mathbb{I}_{\geq a}$) denotes the real numbers (integers) greater or equal to $a$ and $\mathbb{I}_{(a,b]}$ denotes the integers $\{a, a+1, \ldots, b\}$ for some $a \in \mathbb{I}$ and $b \in \mathbb{I}_{\geq a}$. Given a vector $x$, $\|x\|$ denotes the 2-norm. The symbol $x_{a:b:t}$ is a sequence from sampling instants $a$ to $b$, considered at time $t$. A continuous function $\alpha : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$ is of class $\mathcal{K}$, if it is zero at zero and strictly increasing. It is of class $\mathcal{K}_{\infty}$ if in addition, $\alpha(s) \rightarrow +\infty$ as $s \rightarrow +\infty$. A continuous function $\rho : \mathbb{R}^n \rightarrow \mathbb{R}$ is positive definite with respect to some point $z \in \mathbb{R}^n$ if $\rho(z) = 0$ and $\rho(x) > 0$ for all $x \neq z$. 

2
2 Preliminaries

2.1 Problem description

We consider the finite-dimensional discrete time nonlinear system

$$x_{t+1} = f(x_t, u_t)$$

(1)

with state $$x \in \mathbb{X} \subseteq \mathbb{R}^n$$, input $$u \in \mathbb{U} \subseteq \mathbb{R}^m$$ and continuous state transition map $$f: \mathbb{X} \times \mathbb{U} \rightarrow \mathbb{X}$$. The state and input of the system must fulfill the pointwise-in-time state and input constraints

$$(x_t, u_t) \in Z \quad \forall t \in \mathbb{I}_{\geq 0}$$

(2)

for some compact set $$Z \subseteq \mathbb{X} \times \mathbb{U}$$. Constraint (2) implies the control constraint is possibly state-dependent, i.e., $$u \in \mathbb{U}(x) = \{ u \in \mathbb{U} \mid (x, u) \in Z \}$$ and implicitly enforces the state constraint $$x \in \{ x \in \mathbb{X} \mid \mathbb{U}(x) \neq \emptyset \}$$. If there are no coupled constraints, then the state-input constraints in (2) become $$x \in \mathbb{X}$$ and $$u \in \mathbb{U}$$.

The objective we seek to optimise is the following economic costs accumulated in the long term system operation

$$\sum_{t=0}^{\infty} \ell(x_t, u_t)$$

(3)

subject to the dynamic constraints (1) and state-input constraints (2). The function $$\ell(x, u) : Z \rightarrow \mathbb{R}$$, specifying the performance criterion to be minimized, is continuous and denotes the stage cost that may take arbitrary form coherently with the EMPC setup and need not be positive definite w.r.t any equilibrium state. With the notation adopted so far, the optimal feasible steady-state fulfils

$$(x^*, u^*) = \arg \min \{ \ell(x, u) \mid (x, u) \in Z, x = f(x, u) \}.$$  

(4)

and throughout this work we assume the solution of the steady-state problem is unique.

2.2 Controlled dissipativity property

Given the system dynamics (1), the constraint set $$Z \subseteq \mathbb{X} \times \mathbb{U}$$ and the stage cost $$\ell(x, u)$$, our aim is to investigate how to design a controller ensuring stable closed-loop system and showing convergence to an optimal equilibrium. The initial stability analysis of EMPC was presented in [27] for linear systems with strictly convex cost functionals. Subsequently, for a class of nonlinear systems and an arbitrary economic objective, reference [8] defines the rotated cost-to-go as a candidate Lyapunov function under the assumption of strong duality. To relax the assumptions of [8], a dissipativity notion in proving stability of EMPC is introduced in [3]. Let us first recall the definition of standard dissipativity.

**Definition 1** [3, Definition 4.1] A control system as in (1) is dissipative w.r.t a supply rate $$s : \mathbb{X} \times \mathbb{U} \rightarrow \mathbb{R}$$ if there exists a function $$\lambda : \mathbb{X} \rightarrow \mathbb{R}$$ (the storage function) such that

$$\lambda(f(x, u)) - \lambda(x) \leq s(x, u),$$

(5)

for all $$(x, u) \in Z \subseteq \mathbb{X} \times \mathbb{U}$$. If, in addition, a positive definite function $$\rho : \mathbb{X} \rightarrow \mathbb{R}_{\geq 0}$$ exists such that

$$\lambda(f(x, u)) - \lambda(x) \leq s(x, u) - \rho(x - x^*)$$

(6)

then the system is said to be strictly dissipative.

It is worth to remark that the supply rate introduced above is usually in the form of $$s(x, u) = \ell(x, u) - \ell(x^*, u^*)$$ where $$\ell$$ refers to the stage cost. The dissipativity property is of important because it establishes a relation between the economic cost and the system trajectories, and it allows to make qualitative statements about the optimal operation of a process on infinite horizons. In particular, [3, Proposition 6.4] shows that dissipativity property is sufficient
to imply that the system is optimally operated at steady-state, which can be stated as: for any solution such that \((x_t, u_t) \in \mathbb{Z}\) for all \(t \in \mathbb{I}_{\geq 0}\), it holds

\[
\liminf_{T \to \infty} \frac{\sum_{t=0}^{T-1} \ell(x_t, u_t)}{T} \geq \ell(x^*, u^*).
\]

Inequality (7) indicates that no feasible state and input sequence pair can offer a better asymptotic average performance than the optimal steady-state cost.

Note that the above dissipativity condition could be regarded as a strong condition because the dissipation inequality must hold for all feasible state-input pairs and the storage function parameters are time-invariant. However, due to the plant’s nonlinearities and nonconvex cost functionals, the best operating regime for given system and constraints could actually fail to be an equilibrium, which means the dissipativity in Definition 1 does not hold. Moreover, obtaining a periodic or even complex chaotic optimal solution is usually challenging and operating the system with a non-stationary control input could lead to unsafe behaviours, so one may trade off the economic performance by gradually steering the plant towards the best steady-state.

**Definition 2** The system (1) is controlled dissipative with a parameter-varying storage function \(\lambda: \Theta \times \mathbb{X} \to \mathbb{R}\) if for all parameter \(\theta \in \Theta\) and all state \(x \in \mathbb{X}\) of the parameter varying storage function \(\lambda(\theta, x)\), there exists \(\theta^* \in \Theta\) and \(u \in \mathbb{U}\) such that the following inequality holds,

\[
\lambda(\theta^*, f(x, u)) - \lambda(\theta, x) \leq s(x, u),
\]

where the supply rate \(s(x, u) = \ell(x, u) - \ell(x^*, u^*)\). If, in addition, there exists a positive definite function \(\rho: \mathbb{X} \to \mathbb{R}_{\geq 0}\) such that

\[
\lambda(\theta^+, f(x, u)) - \lambda(\theta, x) \leq \ell(x, u) - \ell(x^*, u^*) - \rho(x - x^*)
\]

then the system is strictly controlled dissipative.

**Remark 3** We remark that the controlled dissipativity in Definition 2 was first proposed in [9] for non parametric storage functions. In [9], however, controlled dissipativity property is only adopted for the terminal penalty function whereas controlled dissipativity in Definition 2 is enforced along open-loop solutions along the lines of the standard dissipativity. Particularly, the controlled dissipativity with parameter-varying storage functions in (8) and (9) is a relaxed condition compared to the standard dissipativity in Definition 1 which allows to retain stability of closed-loop EMPC even when the considered dynamics and stage-cost are not dissipative. The parameters of the storage function are allowed to vary in time and will be considered as decision variables in the EMPC algorithm design.

Then, we make the following assumptions.

**Assumption 4** The set \(\Theta\) of storage function parameters is compact.

**Assumption 5** The storage function \(\lambda(\theta, x)\) is continuous on \(\Theta \times \mathbb{X}\).

Since the stage cost \(\ell(x, u)\) is continuous and the set \(\mathbb{Z}\) is compact, the supply rates on the right hand side of (8) and (9) are lower bounded. Additionally, based on Assumption 4 and 5, the storage function \(\lambda(\theta, x)\) is also lower bounded and can be shifted by constant terms. Hence, the larger set \(\Theta\) implies that controlled dissipativity is less restrictive and the system has more “spare time” to seek for improved economic performance during the transient period (see examples in Section 5).

### 3 Economic MPC with terminal constraints

In this section, an EMPC design with terminal constraint and penalty for the controlled dissipative system is presented. We firstly provide the detailed formulation and description of the optimisation problem. Then, the associated recursive feasibility is proved based on a constructed suboptimal solution.

#### 3.1 Algorithm formulation

In general, the standard dissipativity property in Definition 1 is assumed to develop an EMPC controller that is able to guarantee asymptotic stability for the optimal steady-state. When a steady-state is not the optimal regime of operation, the standard dissipativity does not hold and asymptotic stability of closed-loop EMPC w.r.t the steady-state is lost. In this context, the following assumption of controlled dissipativity is made.
**Assumption 6** System (1) is strictly controlled dissipative with respect to the supply rate \(s(x, u) = \ell(x, u) - \ell(x^*, u^*)\).

Next, to avoid the nonconvex infinite dimensional problem in (3), we here define an optimisation problem over a sufficiently long, but finite horizon, i.e., the EMPC optimisation problem over a finite prediction horizon \(N \in I_{[1, +\infty)}\) at any sampling time instant \(t\) is formulated as

\[
\min_{\theta, x, u} J_N(x_{t:t+N|t}, u_{t:t+N-1|t})
\]

s.t. \(x_{t|t} = x_t\), \(\theta_{t|t} = \theta_t\), \(x_{k+1|t} = f(x_{k|t}, u_{k|t}), \forall k \in I_{[t,t+N-1]}\) \(\theta_{k|t} \in \Theta, \forall k \in I_{[t,t+N-1]}\)

\[\lambda(\theta_{k+1|t}, x_{k+1|t}) - \lambda(\theta_{k|t}, x_{k|t}) + \rho(x_{k|t} - x^*) \leq \ell(x_{k|t}, u_{k|t}) - \ell(x^*, u^*), \forall k \in I_{[t,t+N-1]}\]

\(x_{t+N|t} \in X_f\)

where \(u_{t:t+N-1|t} = \{u_{t|t}, u_{t+1|t}, \ldots, u_{t+N-1|t}\}\) is the control sequence, \(x_{t:t+N|t} = \{x_t, x_{t+1|t}, \ldots, x_{t+N-1|t}, x_{t+N|t}\}\) is the associated state trajectory, and \(\theta_{t:t+N|t} = \{\theta_t, \theta_{t+1|t}, \ldots, \theta_{t+N|t}\}\) is the sequence of storage function parameters within the prediction horizon. The objective function in (10) is explicitly defined as

\[J_N(x_{t:t+N|t}, u_{t:t+N-1|t}) = \sum_{k=t}^{t+N-1} \ell(x_{k|t}, u_{k|t}) + V_f(x_{t+N|t}).\]

with the continuous terminal penalty function \(V_f(\cdot)\) defined on the terminal region \(X_f\) as shown in (10g).

Constraints (10a) and (10b) are the initial conditions, in particular, (10b) requires the parameters of storage function at current time \(t\) be fixed at the optimal predicted value \(\theta_t = \theta^{*}_{t|t-1}\) of time \(t = 1\). This constraint, while not needed for recursive feasibility, will be used to show the equivalence between MPC formulations using rotated cost functions and the original one (as customary for stability analysis in EMPC). Conditions (10c) represents the nonlinear system dynamics. The feasibility of system state-input pair and storage function parameters are ensured by (10d) and (10e), respectively. The dissipation inequality is imposed by the constraint (10f). Thanks to Assumption 6, it is feasible to obtain solutions of control inputs and storage function parameters over the prediction horizon. In particular, a positive definite term w.r.t the distance \(x_{k|t} - x^*\) is used to enforce the system is strict dissipative and it also determines the convergence speed which will be assessed in Section 5. Finally, (10g) represents the terminal region requirement.

**Remark 7** Although the constraints (10f) are included in the optimisation problem (10), it does not impose additional restrictions compared to the standard EMPC formulation if dissipativity is fulfilled with a storage function of the form \(\lambda(\theta, x)\) for some constant value of \(\theta\). Notice that in the standard EMPC setup a dissipativity condition w.r.t all \((x, u) \in \mathbb{Z}\) is usually assumed in the stability analysis. In our proposed method, the strong requirement of dissipativity condition is relaxed to satisfaction of dissipation inequalities along a certain state and input trajectory determined by the optimisation problem.

To establish recursive feasibility and analyse system performance, the following assumption regarding terminal region \(X_f\) and penalty function \(V_f\) is made:

**Assumption 8** There exists a compact terminal region \(X_f \subseteq \mathbb{X}\) with \(x^*\) as an interior point, a terminal policy \(\kappa_f(x) : \mathbb{X} \to \mathbb{U}\) with \(\kappa_f(x^*) = u^*\), and a continuous terminal penalty function \(V_f(\cdot) : \mathbb{X}_f \to \mathbb{R}\), such that for all \(x \in X_f\) the following hold:

(i) \((x, \kappa_f(x)) \in \mathbb{Z}\);  
(ii) \(f(x, \kappa_f(x)) \in X_f\);  
(iii) \(V_f(f(x, \kappa_f(x))) - V_f(x) \leq \ell(x^*, u^*) - \ell(x, \kappa_f(x))\).
Denote the optimal solution of problem (10) at time $t \in \mathbb{I}_{\geq 1}$ as

$$u_t^* = \{u_{t|t}, u_{t+1|t}, \ldots, u_{t+N-1|t}\}$$

(12a)

$$x_t^* = \{x_{t|t}, x_{t+1|t}, \ldots, x_{t+N-1|t}, x_{t+N|t}\}$$

(12b)

$$\theta_t^* = \{\theta_{t|t}, \theta_{t+1|t}, \ldots, \theta_{t+N-1|t}, \theta_{t+N|t}\}.$$  

(12c)

These sequences are computed from a warm-start that is a feasible and suboptimal solution developed at the previous optimisation step, viz.

$$\bar{u}_{t+N|t} = \{u_{t+1|t}, \ldots, u_{t+N-2|t-1}, \kappa_f(x_{t+N-1|t-1})\}$$

(13a)

$$\bar{x}_{t+N|t} = \{x_{t+1|t}, \ldots, x_{t+N-1|t-1}, x_{t+N|t-1}\}$$

(13b)

$$\bar{\theta}_{t+N|t} = \{\theta_{t+1|t}, \ldots, \theta_{t+N-1|t-1}, \theta_{t+N|t-1}\}.$$  

(13c)

where $x_{t+N|t-1} = f(x_{t+N-1|t-1}, \kappa_f(x_{t+N-1|t-1}))$.

With the optimal solution of (12), the optimal objective function can be obtained as

$$V_N(\theta_t, x_t) = J_N(x_{t+N|t}, u_{t+N-1|t})$$

(14)

Following the manner of feedback algorithm in EMPC, the optimal control implemented to system (1) is $u_{t|t}$ and the closed-loop system dynamic is

$$x_{t+1} = f(x_t, u_{t|t}).$$

(15)

In addition, the optimal value $\theta_{t+1|t}$ will be adopted as the initial condition (10b) of the optimisation problem at the next sampling time instant to ensure recursive feasibility.

### 3.2 Recursive feasibility

We now turn our attention to the recursive feasibility of EMPC optimisation problem (10). For an initial real system state $x$ and an initial storage function parameter $\theta$, let us denote the admissible set of solutions of (10) fulfilling (10a)-(10g) by $\mathcal{Z}_N(x, \theta)$, then the set of admissible states and parameters is defined as

$$\mathcal{X}_N = \{(x, \theta) \in \mathbb{X} \times \Theta | \exists (x, u, \theta) \in \mathcal{Z}_N(x, \theta)\}.$$  

(16)

While the terminal equality condition is used, i.e., $x_{t+N|t} = x^*$, the suboptimal terminal storage function parameter can be chosen as $\theta_{t+N|t-1} = \theta_{t+N-1|t-1}$ such that the resulting controlled dissipativity inequality (10f) is trivially satisfied for $u_{t+N-1|t} = u^*$. However, the terminal region constraint (10g) only enforces $x_{t+N|t} \in \mathcal{X}_f$ and thereby the previous considerations do not apply, so that choosing $\theta_{t+N|t-1} = \theta_{t+N-1|t-1}$ is not always feasible. In this case, the following assumption concerning the terminal storage function parameter is required.

**Assumption 9** For all state $x \in \mathcal{X}_f$ and all $\theta \in \Theta$, there exist parameter $\theta^+ \in \Theta$ and positive definite $\rho(\cdot)$ such that the following strict dissipation inequality under terminal control policy $\kappa_f(x)$ holds,

$$\lambda(\theta^+, f(x, \kappa_f(x))) - \lambda(\theta, x) \leq \ell(x, \kappa_f(x)) - \ell(x^*, u^*) - \rho(x - x^*)$$

(17)

Now, we are ready to claim the recursive feasibility of the optimisation problem (10).

**Proposition 10** Let Assumption 4, 5, 8(i)/(ii) and 9 hold. Then, for any initial state and storage function parameter $(x, \theta) \in \mathcal{X}_N$, the economic MPC optimisation problem (10) is recursively feasible.

**PROOF.** The main idea to prove recursive feasibility is to explicitly construct feasible solutions for optimisation problem (10) at the current time instant $t \in \mathbb{I}_{\geq 1}$, given the feasible and optimal solution generated at time $t - 1$. Specifically, the sequences in (13) will be shown as a feasible solution of problem (10).
Since the sequence (13) are constructed from the optimisation problem at time $t-1$, they fulfill the initial conditions (10a)-(10b), the system dynamic equality constraint (10c) for $k \in \mathbb{I}_{t+N-1}$, the state-input and storage function parameter constraint (10d)-(10e) for $k \in \mathbb{I}_{t+N-1}$, and the dissipation inequality for $k \in \mathbb{I}_{t+N-2}$, automatically. Regarding the dissipation inequality at $k = t + N - 1$, based on Assumption 9, there always exist storage function parameter $\theta^*_t+1\cap \theta_{t+1} = \theta^*_t+1\cap \theta_{t} \in \Theta$ such that the controlled dissipativity condition is satisfied under the terminal control input $\kappa_f(x^*_{t+1}\cap \theta_{t-1})$, therefore, we can choose $\theta^*_t+1\cap \theta_{t-1} = \theta^*_t+1\cap \theta_{t} \cap \Theta$ such that the dissipation inequalities (10f) are also satisfied. Furthermore, By imposing the terminal constraint (10g) at time $t - 1$, it holds $x^*_{t+1}\cap \theta_{t-1} \in X_f$ because of the terminal conditions in Assumption 8.

Therefore, the optimisation problem at current time $t$ has at least one solution, and recursive feasibility of this optimisation problem is ensured. □

4 Closed-loop analysis and performance

This section explores the asymptotic stability and average economic performance of the closed-loop system under EMPC control actions. Based on the proposed EMPC controller, the first part is to prove the asymptotic convergence and stability of the optimal steady-state, and then an upper bound of the asymptotic average performance is derived.

4.1 Convergence and stability analysis

As discussed in Section 1, dissipativity is sufficient for ensuring asymptotic stability of the optimal steady-state. If the standard dissipativity condition is not satisfied, convergence can be enforced by imposing average constraints. Specifically, for an economic setting with average constraints, a first preliminary result of closed-loop convergence was obtained by [3, Remark 6.5] using the terminal equality constraint. Reference [23] extended the convergence result under average constraints to an EMPC scheme with more general terminal region and terminal penalty function. However, the approach through average constraints, does not allow to warrant the asymptotic stability of $x^*$. To close this gap, we prove that the use of controlled dissipativity constraint can enforce convergence and asymptotic stability by allowing to trade-off convergence to optimal equilibria and economic performance, while retaining Lyapunov stability.

**Theorem 11** Suppose Assumption 4, 5, 6, 8, and 9 are satisfied. Then the solution of EMPC closed-loop system (15) with initial condition $(x_0, \theta_0) \in X_N$ asymptotically converges to $x^*$, i.e., $\lim_{t \to \infty} x_t = x^*$.

**PROOF.** We first introduce the rotated stage cost function and rotated terminal cost function as

$$L(\theta, \theta^+, x, u) = \ell(x, u) + \lambda(\theta, x) - \lambda(\theta^+, f(x, u)) - \ell(x^*, u^*)$$

$$\bar{V}_f(\theta, x) = V_f(x) + \lambda(\theta, x)$$

Then, according to the controlled dissipativity in Assumption 6, it implies that for all $x \in X$ and all $\theta \in \Theta$ there exists $u \in U$ and $\theta^+ \in \Theta$ such that the rotated stage cost

$$L(\theta, \theta^+, x, u) \geq \rho(x - x^*)$$

Thus, it is lower bounded by a class $\mathcal{K}$ function $\gamma(\cdot)$, i.e., $L(\theta, \theta^+, x, u) \geq \rho(x - x^*) \geq \gamma(||x - x^*||)$. For all terminal state $x \in X_f$, the rotated terminal cost function fulfills

$$\bar{V}_f(\theta^+, x^+) = V_f(x^+) + \lambda(\theta^+, x^+) - V_f(x) - \lambda(\theta, x)$$

$$\leq \ell(x^*, u^*) - \ell(x, \kappa_f(x)) + \lambda(\theta^+, x^+) - \lambda(\theta, x)$$

$$= -L(\theta, \theta^+, x, \kappa_f(x))$$

where $x^+ = f(x, \kappa_f(x))$ and the inequality is derived according to Assumption 8.

Next, for initial condition $(x_0, \theta_0) \in X_N$ and terminal state $x_{t+1}\cap \Theta \in X_f$, the rotated objective function at time $t$ is
expressed as

\[
\begin{align*}
\bar{J}_N(\theta_{t+1}, & x_{t+1}; u_{t+1} | x_t, u_t; t) \\
= & \sum_{k=t}^{t+N-1} \mathcal{L}(\theta_{k|t}, \theta_{k+1|t}, x_{k|t}, u_{k|t}) + \tilde{V}_f(\theta_{t+1|t}, x_{t+1|t}) \\
= & \left[ \ell(x_{t|t}, u_{t|t}) + \lambda(\theta_{t|t}, x_{t|t}) - \lambda(\theta_{t+1|t}, x_{t+1|t}) - \ell(x^s, u^s) \right] + \left[ \ell(x_{t+1|t}, u_{t+1|t}) + \lambda(\theta_{t+2|t}, x_{t+2|t}) - \lambda(\theta_{t+2|t}, x_{t+2|t}) - \ell(x^s, u^s) \right] \\
& \cdots \cdots \\
+ \left[ \ell(x_{t+N-1|t}, u_{t+N-1|t}) + \lambda(\theta_{t+N|t}, x_{t+N|t}) - \lambda(\theta_{t+N|t}, x_{t+N|t}) - \ell(x^s, u^s) \right] \\
= & \bar{J}_N(x_{t+1|t}, u_{t+1|t}) - N\ell(x^s, u^s) + \lambda(\theta_{t|t}, x_{t|t})
\end{align*}
\]

Since \(\lambda(\theta_{t|t}, x_{t|t})\) is evaluated at the given initial condition (10a)-(10b) and \(N\ell(x^s, u^s)\) is independent of the decision variables, the two objective functions \(\bar{J}_N\) and \(J_N\) differ by a constant, therefore the rotated cost function \(\bar{J}_N\) subject to constraints (10a)-(10g) admits the same optimal solution as the original optimisation problem (10). Based on the assumptions of compactness of sets and continuity of functions, solutions exist for both (10) and its rotated optimisation problem.

Next, based on the optimal rotated value function, i.e., \(\tilde{V}_N(\theta_t, x_t) = \bar{J}_N(\theta_{t+1|t}, x_{t+1|t}, u_{t+1} | x_t, u_t; t)\), the following inequality can be obtained

\[
\begin{align*}
\bar{J}_N(\tilde{\theta}_{t+1|t}, \tilde{x}_{t+1|t}, \tilde{u}_{t+1|t} | x_t, u_t; t) = & \bar{J}_N(\theta_{t+1|t}, x_{t+1|t}, u_{t+1} | x_t, u_t; t) \\
= & \bar{J}_N(\theta_{t+1|t}, x_{t+1|t}, u_{t+1} | x_t, u_t; t) \\
\leq & \bar{J}_N(\theta_{t+1|t}, x_{t+1|t}, u_{t+1} | x_t, u_t; t)
\end{align*}
\]

where the last inequality holds because of (18).

Since \(\tilde{V}_N(\theta_t, x_t) \leq \bar{J}_N(\tilde{\theta}_{t+1|t}, \tilde{x}_{t+1|t}, \tilde{u}_{t+1|t} | x_t, u_t; t)\), it follows that

\[
\tilde{V}_N(\theta_t, x_t) - \tilde{V}_N(\theta_{t-1}, x_{t-1}) \leq -L(\theta_t, x_t, u_t) \leq -\rho(x - x^s) \leq -\gamma(\|x_t - x^s\|),
\]

thus the optimal rotated value function \(\tilde{V}_N(\theta_t, x_t)\) is non-increasing along the trajectory of the closed-loop system (15). Moreover, due to the continuity of functions and the compactness of sets, the sequence \(\tilde{V}_N\) is bounded from below and \(\tilde{V}_N(x_0, \theta_0)\) is finite. Hence, the positive definite functions \(\sum_{t=0}^{\infty} \rho(x_t - x^s)\) converges which implies that \(x_t\) asymptotically converges, i.e., \(\lim_{t \to \infty} x_t = x^s\). \(\square\)

Although Theorem 11 shows asymptotic convergence to the optimal steady-state \(x^s\), this is not necessarily asymptotically stable because Lyapunov stability property has not been guaranteed. In particular, a uniform upper bound on the rotated value function \(\tilde{V}_N\) needs to be derived for all \(\theta \in \Theta\). Note that using the rotated value function as a Lyapunov function requires \(\tilde{V}_f(\theta, x^s) = 0, \forall \theta \in \Theta\). Accordingly, the following assumption is made:

**Assumption 12** The storage function satisfies \(\lambda(\theta, x^s) = 0, \forall \theta \in \Theta\).

We can now claim the main result on asymptotic stability of closed-loop EMPC as below

**Corollary 13** Let Assumptions 4, 5, 6, 8, 9, and 12 hold, the optimal steady-state \((x^s, u^s)\) is asymptotically stable with a region of attraction \(\mathcal{X}_N\) by using the EMPC controller (10).

**PROOF.** In addition to the non-increasing property of \(\tilde{V}_N(\theta_t, x_t)\) analysed in the proof of Theorem 11, we need to provide lower and upper bounds for the function \(\tilde{V}_N(\theta_t, x_t)\) to use it as a Lyapunov function. Because the rotated
stage cost is non-negative and the rotated terminal cost can be shifted to positive by a constant value, the optimal rotated objective function fulfills

\[ \bar{V}_N(\theta_t, x_t) \geq L(\theta_t^{*\ell_t}, \theta_{t+1|\ell_t}, x_t, u_t^{*\ell_t}) \geq \gamma(\|x_t - x^*\|). \]

On the other hand, similar to [28, Proposition 2.18], from the dynamic programming recursion, \( \forall x_t \in X_f \), it holds

\[ \bar{V}_1(\theta_t, x_t) \leq L(\theta_t^{*\ell_t}, x_t, \kappa_f(x_t)) + \bar{V}_f(\theta_{t+1|\ell_t}, f(x_t, \kappa_f(x_t))) \leq \bar{V}_f(\theta_t^{*\ell_t}, x_t) \]

where the first inequality holds because of the use of suboptimal control policy \( \kappa_f(x_t) \) and the second is the rotated terminal inequality. Then, by induction, for fixed prediction horizon \( N \) and \( x_t \in X_f \), it yields

\[
\begin{align*}
\bar{V}_N(\theta_t, x_t) & \leq L(\theta_t^{*\ell_t}, \theta_{t+1|\ell_t}, x_t, \kappa_f(x_t)) + \bar{V}_{N-1}(\theta_{t+1|\ell_t}, f(x_t, \kappa_f(x_t))) \\
& \leq L(\theta_t^{*\ell_t}, \theta_{t+1|\ell_t}, x_t, \kappa_f(x_t)) + \bar{V}_f(\theta_{t+1|\ell_t}, f(x_t, \kappa_f(x_t))) \\
& \leq \bar{V}_f(\theta_t^{*\ell_t}, x_t).
\end{align*}
\]

Moreover, based on Assumption 12 and the uniform continuity property of functions on compact sets, we can obtain \( \bar{V}_f(\theta_t^{*\ell_t}, x_t) \leq \gamma_f(\|x_t - x^*\|), \forall x_t \in X_f \), where \( \gamma_f(\cdot) \) is a class \( \mathcal{K}_\infty \) function. According to [28, Proposition 2.16], the local upper bound on \( X_f \) implies the existence of upper bound of \( \bar{V}_N(\theta_t, x_t) \) to \( X_N \), i.e., \( \bar{V}_N(\theta_t, x_t) \leq \hat{\gamma}(\|x_t - x^*\|), \forall (x, \theta) \in X_N \) with class \( \mathcal{K}_\infty \) function \( \hat{\gamma}(\cdot) \). Hence, the optimal rotated objective function is bounded from above and below, according to:

\[ \gamma(\|x - x^*\|) \leq \bar{V}_N(x, \theta) \leq \hat{\gamma}(\|x - x^*\|). \]

Therefore, \( \bar{V}_N(\theta_t, x_t) \) is a Lyapunov function and \( x^* \) is an asymptotically stable equilibrium point of (15) with a region of attraction \( X_N \). \( \square \)

**Remark 14** We remark that the controlled dissipativity with non parameter-dependent storage functions can also ensure closed-loop convergence and even stability property when the standard dissipativity is not met. The proofs follow similar lines as those of Theorem 11 and Corollary 13 by fixing the storage function parameter \( \theta \) along the system trajectory. Hence, the main benefit of using controlled dissipativity lies in the satisfaction of asymptotic stability, which is unattainable by average constraints alone as pursued in [3, 23]. Additionally, it is known that verifying the (controlled) dissipativity for any given storage function is a challenging task. Therefore, parameterising the storage function and letting the optimisation solver determine the its values on-line provides a potential simpler approach as used in the EMPC problem (10). Furthermore, exploring more candidates of storage functions within certain classes of function may further improve the economic cost during transient period without loss of the asymptotic stability. In order to verify this conclusion, Section 5.2 will study the benefits of optimising storage function parameters.

### 4.2 Asymptotic performance evaluation

For systems with guaranteed convergence to the optimal regime of operation, the upper bound of average cost for asymptotically stable closed-loop systems can be obtained easily. In the following, we analyse the asymptotic average performance which is stated as:

**Theorem 15** Suppose Assumption 4, 5, 8, and 9 are satisfied. The asymptotic average performance for closed-loop system using the EMPC controller (10) fulfills

\[
\limsup_{T \to +\infty} \frac{\sum_{t=0}^{T-1} \ell(x_t^{*\ell_t}, u_t^{*\ell_t})}{T} \leq \ell(x^*, u^*). \quad (19)
\]

**PROOF.** The proof of this theorem follows similar lines as [3, Theorem 1]. Given the suboptimal and feasible solution at time \( t + 1 \) constructed in the same fashion of (13), the optimal cost-to-go functions fulfil \( V_N(\theta_{t+1}, x_{t+1}) \leq \bar{V}_N(\theta_{t+1}, x_{t+1}) \leq \bar{V}_f(\theta_{t+1}, x_{t+1}) \)
Then, integrating both sides of the above inequality over any time $T - 1 \in \mathbb{I}_{\geq 0}$, dividing by $T$, applying lim inf on both sides, and exploiting boundedness of solutions, we see that

$$0 = \liminf_{T \to \infty} \frac{V_N(x_T) - V_N(x_0)}{T} \leq \liminf_{T \to \infty} \frac{\sum_{t=0}^{T-1} \ell(x^s, u^*) - \ell(x^t_{[t]}, u_{[t]}^*)}{T} = \ell(x^s, u^*) - \limsup_{T \to +\infty} \frac{\sum_{t=0}^{T-1} \ell(x^t_{[t]}, u_{[t]}^*)}{T}$$

which in turn implies the inequality (19) and proves the claim in Theorem 15. □

**Remark 16** For more general systems in which the convergence condition, e.g., Assumption 9, is not fulfilled, recursive feasibility is lost because the terminal control policy $\kappa_f(x)$ might not satisfy the dissipation inequality. However, there always exists a feasible solution due to Assumption 6 and it might happen that the closed-loop system does not converge to the equilibrium. In this case, the upper bound of asymptotic average cost in Theorem 15 still holds, which will be further explained by an example in Section 5.

### 5 Examples

In this section, we use numerical examples to visualize the theoretical results. The main goal of this section is to investigate and highlight the validity of a priori convergence to the optimal equilibrium and average cost performance bound when the standard dissipativity property w.r.t the optimal equilibrium is absent.

We consider the following discrete time linear system

$$\begin{bmatrix} x_1 \\ x_2 \end{bmatrix}^{+} = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} + \begin{bmatrix} 1 \\ 0 \end{bmatrix} u$$

subject to the state and input coupled constraints

$$X = [-1, 1] \times [-1, 1], \quad U(x) = [-1 - x_2, 1 - x_2].$$

The economic stage cost is specified by

$$\ell(x, u) = u^2 + x_1^4 - 0.5x_1^2.$$

Notice that this cost is not positive definite. In particular, the optimal average performance can be expected to be negative, as the equilibrium solution $x^*$ is a feasible with input $u^* = 0$, yielding average cost $\ell(x^*, u^*) < 0$. However, the stage cost can be made negative for some values of $x_1 \neq 0$.

The zero-input response of the system are (feasible) period 4 oscillations. The periodic solution $[0.5, 0]^T$, $[0, -0.5]^T$, $[-0.5, 0]^T$, $[0, 0.5]^T$ has an average cost $-0.0625$, outperforming the optimal equilibrium $(x^*, u^*)$. Therefore, the standard dissipativity property w.r.t the equilibrium does not hold.

Next, we will show the closed-loop system converges to the equilibrium under the proposed EMPC controllers. Thought the following simulations, the prediction horizon is chosen as $N = 20$, the initial system state is $x = [1, 1]^T$ and the simulation steps is $T = 100$. 

$$J_N(\hat{x}_{t+1}; t+1, \hat{u}_{t+1}; t+1, \hat{x}_{t+1}; t+1)$$
5.1 Convergence speed and asymptotic average cost

In the EMPC optimisation problem (10), a terminal equality constraint \( x_{t+N|t} = [0, 0]^T \) is imposed at every sampling time \( t \). The positive definite term for strict controlled dissipativity in (10f) is expressed as \( \rho(x - x^*) = \varrho \cdot \|x - x^*\|^2 \) where \( \varrho \in \mathbb{R}_{\geq 0} \) is a tuning parameter. In addition, the parameter varying storage function is defined in the form of

\[
\lambda(\theta, x) = a_1 x_1^2 + a_2 x_2^2 + a_3 x_1 x_2 + a_4 x_1 + a_5 x_2 + a_6 
\]  

(20)

where \( \theta = [a_1, a_2, a_3, a_4, a_5, a_6]^T \in \Theta \) with \( a_i \in [-\bar{\theta}, \bar{\theta}] \), \( \forall i \in [1,6] \) and \( \Theta = [-\bar{\theta}, \bar{\theta}]^6 \).

Under the EMPC controller (10), the state and input components converge to the optimal steady-state asymptotically. Fig. 1 compares the achieved results of varying parameter bounds and weights in the positive definite term. Specifically, when the parameter upper bound is fixed at \( \bar{\theta} = 5 \), the results of tuning \( \varrho \) are shown in the subplots Fig. 1 (a,b,c) to see the impact of adding the positive definite term on convergence speed. As \( \varrho \) is increased from 0 to 0.2, it can be seen that the state trajectory starts dampening the periodic behavior earlier and converges to the optimal equilibrium faster. As a result, a loss in transient average profit, namely, \( \frac{1}{T} \sum_{t=0}^{T} \ell(x_t^*, u_t^*) \), is observed by increasing \( \varrho \) as shown in Fig. 2.A. On the other hand, given \( \varrho = 0.2 \), faster convergence of the state trajectory is obtained by decreasing \( \bar{\theta} \) as observed from the subplots Fig. 1 (i,ii,iii). However, according to Fig. 2.B, the tighter bound of storage function parameters will also lose more economic performance over the transient period. Therefore, we can prove that the steady-state operation is suboptimal in the sense of economic profit and, moreover, conclude a trade-off between economic cost and convergence performance due to the effect of parameters \( \varrho \) and \( \bar{\theta} \). Fig. 3 shows the profiles of parameters in the polynomial storage function (20). In particular, the constant term \( a_6 \) is decreasing over the transient phase until hitting the lower bound to provide feasibility for the dissipation inequality and strive for more economic profit. When the storage function parameters cannot be further decreased, the system states have to converge to the equilibrium for suboptimal operation as a result of the controlled dissipativity.

Fig. 1. Closed-loop state and input trajectories under the EMPC controller (10) with different positive definite terms (a, b, c) and different parameter bounds (i, ii, iii) in the dissipation inequality.
Fig. 2. Asymptotic average performance under the EMPC controller (10) with different A: positive definite term $\varrho$; B: storage function parameter bound $\theta$.

Fig. 3. Storage function parameters for $\varrho = 0.2$ and $\theta = 5$.

Regarding the argument in Remark 16, it can be verified by considering the same system state equation as the above but a different stage cost function, e.g., $\ell(x, u) = |x_1 x_2|$. For this stage cost, there is one equilibrium $x^* = [0, 0]^T$ and infinite number of rotating solutions $x = [c, 0]^T$ or $x = [0, c]^T$ where $c$ is an arbitrary constant within the interval $[-1, 1]$. For instance, let the system state is initiated at $[x_1, 0]^T$ where $x_1 > 0$, the closed-loop system may keep rotating rather than converging to the equilibrium $x^*$ as the supply rate is always $s(x, u) = 0$, and the average cost is equal to $\ell(x^*, u^*)$ which validates the asymptotic performance upper bound (19) in Theorem 15.

5.2 Imposing stability condition

In the following simulation, we choose the terminal penalty function by $V_f(x) = x_2^2$, $\forall x \in X_f$ with the terminal region $X_f = \{x \in X | x_1 = 0, x_2 \in [-1, 1]\}$. The local control policy is selected as $\kappa_f(x) = -x_2$ such that the conditions in Assumption 8 are fulfilled. Meanwhile, for all state $x \in X_f$, this local policy also ensures the satisfaction of Assumption 9, viz,

$$\lambda(\theta^+, f(x, \kappa_f(x))) - \lambda(\theta, x) \leq \ell(x, u) - \ell(x^*, u^*) = x_2^2.$$
Then, the storage function is selected in the polynomial form of

$$\lambda(\theta, x) = a_1 x_1^4 + a_2 x_1^3 + a_3 x_1^2 + a_4 x_1 + a_5$$

which lead to $$\lambda(\theta, x) = a_5, \forall x \in \mathbb{X}_f$$. A candidate of $$\theta^+$$ at the tail of the prediction horizon for ensuring recursive feasibility is $$\theta^+ = \theta$$. In order to satisfy Assumption 12, it requires $$a_5 = 0$$ such that $$\lambda(\theta, x^*) = 0, \forall a_i \in [-5, 5]$$ where $$i \in I_{[1,4]}$$. The positive definite term in the dissipation inequality is expressed as $$\rho(x - x^*) = 0.2 \cdot \|x - x^*\|_2^2$$.

The simulation results to show effectiveness of Assumption 12 on closed-loop stability are presented in Fig. 4. When the condition in Assumption 12 is absent, i.e., $$a_5 \in [-5, 5]$$, the state trajectory starting from the optimal steady-state $$x^*$$ at $$t = 0$$ exhibits oscillations because $$x^*$$ is not stable and an improved (transient) performance of the closed-loop system can be achieved moving away from equilibrium. When Assumption 12 is imposed, i.e., $$a_5 = 0$$, the closed-loop system stays at $$x^*$$ which means that $$x^*$$ is a stable equilibrium point of the closed-loop system.

![Fig. 4. Closed-loop system behavior with/without the stability condition in Assumption 12.](image)

In order to verify the economic benefits of setting storage function parameters as decision variables, two simulations with the same initial state $$x_0 = [1, 1]^T$$ are implemented. In the first simulation, the storage function is selected as $$\lambda(\theta, x) = 0, \forall x \in \mathbb{X}$$, i.e., $$a_i = 0, \forall i \in I_{[1,5]}$$, which satisfies the controlled dissipativity as the supply rate $$\ell(x, u) - \ell(x^*, u^*) = x_2^2$$ is always non-negative. In the second simulation, we choose $$a_i \in [-5, 5], \forall i \in I_{[1,4]}$$ and $$a_5 = 0$$. Based on the developed theoretical analysis, both selections of the storage function will ensure the closed-loop system asymptotic stability with respect to the optimal steady-state, which is also demonstrated by the resulting trajectories in Fig. 5. Concerning the asymptotic average cost in Fig. 5, it is observed that using the storage function parameters as optimisation variables can achieve lower economic cost over the transient period. Hence, we conclude that the controlled dissipativity under certain storage function condition can ensures stability property, and moreover, the adoption of storage function parameters as optimisation variables can achieve improved economic performance over the transient period.
6 Conclusion

This paper presented a novel concept of controlled dissipativity with parameter varying storage functions. Based on the controlled dissipation inequality, EMPC controllers are designed to drive the system to a steady-state without requiring the standard dissipativity condition w.r.t it. Recursive feasibility is ensured by iteratively constructing warm-start for the optimisation problems. Theoretical analysis of the asymptotic stability for the best equilibrium and the asymptotic average performance are addressed showing the main contribution of this current work. The practical application of the presented approaches were illustrated by means of numerical examples indicating the trade-off between the convergence speed and the average economic performance. The effectiveness of imposing certain condition on storage function to ensure closed-loop stability is also evaluated.
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