Dynamical sweet spot engineering via two-tone flux modulation of superconducting qubits
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Current superconducting quantum processors require strategies for coping with material defects and imperfect parameter targeting in order to scale up while maintaining high performance. To that end, in-situ control of qubit frequencies with magnetic flux can be used to avoid spurious resonances. However, increased dephasing due to $1/f$ flux noise limits performance at all of these operating points except for noise-protected sweet spots, which are sparse under DC flux bias and monochromatic flux modulation. Here we experimentally demonstrate that two-tone flux modulation can be used to create a continuum of dynamical sweet spots, greatly expanding the range of qubit frequencies achievable while first-order insensitive to slow flux noise. To illustrate some advantages of this flexibility, we use bichromatic flux control to reduce the error rates and gate times of parametric entangling operations between transmons. Independent of gate scheme, the ability to use flux control to freely select qubit frequencies while maintaining qubit coherence represents an important step forward in the robustness and scalability of near-term superconducting qubit devices.

I. INTRODUCTION

As they scale, superconducting quantum computing architectures need the capability to contend with experimental imperfections. Two-level system defects [1–7] and imperfect frequency targeting due to variance in Josephson junction fabrication [8–18] are common sources of error on today’s processors. Taking advantage of modular device compositions [19–22] can help avoid these problems, but it is also necessary to use in-situ control to cope with them as they arise. For example, the use of parallel Josephson junctions in a SQUID loop allows for the tunability of qubit frequency with magnetic flux, providing a convenient way to correct for variations from frequency targets as well as dodge coupled material defects. Additional pathways for control necessarily open up additional pathways for noise, however, and the cost of flux tunability is exposure to $1/f$ flux noise, which dephases tunable qubits [23–40]. Thus, it is important to develop control schemes that minimize the time a qubit spends at flux-sensitive operating points during a program [25, 41, 42].

Under a DC flux bias $\Phi_{dc}$ and a single-tone flux modulation with amplitude $\Phi_{ac}$, flux-insensitive “sweet spot” operating points are sparse. There are six within a single flux period $\Phi_0$, corresponding to $\Phi_{dc} = 0, 0.5\Phi_0$ along with $\Phi_{ac} \approx 0, 0.6\Phi_0$, as well as $\Phi_{dc} = \pm 0.25\Phi_0$ along with $\Phi_{ac} \approx 0.4\Phi_0$ [43]. The result is only six time-averaged qubit frequencies $\bar{f}$ that are achievable without exposing the qubit to flux noise-induced dephasing. However, a recent theory proposal suggests that the introduction of a second flux modulation tone can provide a pathway to achieving more flexibility [44]. Whereas a DC flux bias provides two sweet spots per flux period and a single tone of modulation introduces four more, bichromatic modulation unlocks a continuum of operating points that are first-order insensitive to $1/f$ flux noise. Control of the frequency relationship, mixing, and relative phase of the two tones can significantly shift a tunable qubit’s average frequency under modulation, creating dynamical sweet spots across a range of $\bar{f}$.

We experimentally demonstrate this control in Sec. II. After briefly introducing the bichromatic pulses and superconducting circuit devices used in this study, we show that protection from flux noise-induced dephasing can be achieved across a significant portion of the qubit tunability band. In Sec. III, we use the flexibility offered by bichromatic flux modulation to improve the performance of parametric entangling gates [45–53]. During a parametric gate, the frequency of a tunable qubit is modulated by an AC flux pulse to produce sidebands at multiples of the modulation frequency, centered around the time-averaged frequency $\bar{f}$. The use of these sidebands to activate entangling interactions with a neighboring qubit means that $\bar{f}$ can be freely chosen, as the frequency of modulation can be adjusted to maintain resonance [54, 55]. As a result, gates can be operated at dynamical sweet spots and the average frequencies to which they correspond [43, 56–58]. We demonstrate that bichromatic modulation can greatly increase the robustness and scalability of this gate scheme by enabling precise control of $\bar{f}$ at those dynamical sweet spots, dodging frequency collisions. Furthermore, in Sec. IV we demonstrate that bichromatic modulation can be used to reduce the duration of parametric gates. The freedom provided by the use of sidebands to perform these gates comes at the cost of lower effective qubit-qubit coupling, which is renormalized across all generated sidebands [59]. By presenting a way to alter the time-dependence of a tunable qubit’s frequency during modulation, bichromatic control can be used to distribute coupling more-optimally across sidebands and speed up specific interactions.
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The pulses in (a) and (b) differ only in mixing angle $\alpha$, otherwise sharing the following parameter values: $p = 3$, $f_m = 82.9\,\text{MHz}$, $\theta/2\pi = 0.675$. Right panel (c): The Fourier transform of the pulses in (a) and (b), showing content at $f_m$ and $3f_m$ with relative strengths dependent on $\alpha$. For $\alpha/2\pi = 0.125$, displayed in teal, both tones are weighted equally. Monochromatic modulation is produced at $\alpha/2\pi = 0$ and 0.25 (not shown) with frequency $f_m$ and $3f_m$ respectively.

II. DYNAMICAL SWEET SPOTS

Here we set out to demonstrate the effectiveness of bichromatic flux modulation in achieving protection against $1/f$ flux noise across a wide bandwidth of time-averaged qubit frequencies $\bar{f}$. We employ the following convention in parameterizing an applied flux $\Phi(t)$ involving a DC bias and two modulation frequencies:

$$\Phi(t) = \Phi_{dc} + \Phi_{ac} u(t) \left[ \cos(\alpha) \cos(2\pi f_m t) + \sin(\alpha) \cos(2\pi pf_m t + \theta) \right]. \tag{1}$$

In this expression, $\Phi_{dc}$ is a DC bias amplitude, $\Phi_{ac}$ is a modulation amplitude, $u(t)$ is a waveform envelope scaled to unity, $\alpha$ is a mixing angle defining the relative strength of each tone, $f_m$ is the fundamental frequency of modulation, $p$ is a multiplier on $f_m$ that determines the second modulation tone, and $\theta$ is a relative phase between the tones [44]. The envelope $u(t)$ is implemented as a flat-top pulse with a symmetric rise and fall described by the Gauss error function.

Two examples of bichromatic pulses defined in this way are shown in Fig. 1 along with their Fourier transforms, showing peaks in frequency content at $f_m$ and $pf_m$ with amplitudes according to $\alpha$. In-depth information regarding the generation of this class of pulses and the calibration of specific $\alpha$ and $\theta$ values is provided in Appendix A.

The experiments described in this paper are performed on superconducting transmons [60] within two 32-qubit Rigetti quantum processors. Both of these devices are described by the circuit diagram in Fig. 2 and share the properties listed in its caption. Relevant information about the specific qubits under study can be found in Table I.

To first order, the dephasing rate $\Gamma_\phi$ is proportional to the following:

$$\Gamma_\phi \propto A_{dc}^2 \left( \frac{\partial \bar{f}}{\partial \Phi_{dc}} \right)^2 + A_{ac}^2 \left( \frac{\partial \bar{f}}{\partial \Phi_{ac}} \right)^2, \tag{2}$$

where $A_{dc}$ and $A_{ac}$ are the strengths of additive and multiplicative $1/f$ noise respectively. For experimental simplicity we track the transverse relaxation rate $\Gamma_2 = \Gamma_1/2 + \Gamma_\phi$, and transverse relaxation time $T_2 = 1/\Gamma_2$, in lieu of $\Gamma_\phi$ and $T_2 = 1/\Gamma_\phi$, as $\Gamma_1$ exhibits a comparably weak dependence on slow flux noise [56, 61].

Choosing $p$, the frequency multiplier of the second bichromatic tone, to be an odd, positive integer ensures that $\partial \bar{f}/\partial \Phi_{dc}$ is 0 at the same biases where it is 0 without modulation [44]. That is, for a tunable qubit with flux period $\Phi_0$, DC sweet spots persist at $\Phi_{dc} = 0$ and $\frac{1}{2} \Phi_0$ regardless of $\Phi_{ac}$. As a result, the DC flux bias can remain constant throughout a pulse program without contributing to increased dephasing during bichromatic modulation. Another advantage of maintaining these DC sweet
spots in particular is that they occur at biases around which the qubit frequency is symmetric. This symmetry eliminates odd-indexed sidebands that would otherwise be generated during modulation, cleaning the spectrum for parametric gates and leaving more renormalized coupling to be distributed amongst the remaining even sidebands (see Appendix B). To realize these benefits, all qubits in this study are biased at $\Phi_{dc} = 0$ and all bichromatic modulation uses a frequency multiplier of $p = 3$.

With $\partial f/\partial \Phi_{dc}$ equal to 0 throughout operation, we expect $T_2^*$ to track specifically with $\partial f/\partial \Phi_{ac}$. At a consistent $\Phi_{dc}$ of 0, the only non-zero amplitude of monochromatic modulation in the first flux period for which $\partial f/\partial \Phi_{ac} = 0$ is $\Phi_{ac} \approx 0.6\Phi_0$, corresponding to a minimum in $f$. This is shown in Fig. 3(a), where we measure $\bar{f}$ and $T_2^*$ of qubit 1 (ref. Table I) as a function of $\Phi_{ac}$ for a fixed, monochromatic modulation frequency of 100 MHz. $\bar{f}$ is measured with a standard Ramsey experiment by playing each flux pulse during the intervening delays between $\text{RX}(\pi/2)$ rotations. Most modulation amplitudes cause $T_2^*$ to drop significantly, with resurgent values only measured around $\Phi_{ac} = 0.6\Phi_0$. Even there, $T_2^*$ is only around 60% of the unmodulated value listed in Table I (strength of $T_2^*$ resurgence is the subject of ongoing research [56, 58]).

The additional control introduced by bichromatic modulation loosens this operating point restriction significantly. By choosing different mixing angles $\alpha$ and relative phases $\theta$, the $\partial f/\partial \Phi_{ac} = 0$ condition can be met along a continuum of $\bar{f}$ values within the modulated transmon’s tunability band [44]. The corresponding sweet spot $\Phi_{ac}$ values are no longer fixed to $0.6\Phi_0$. We experimentally demonstrate this flexibility in Fig. 3(b) by measuring $T_2^*$ specifically at the dynamical sweet spots produced by bichromatic modulation characterized by different pairs of $\alpha$ and $\theta$. It is possible to extend the monochromatic level of $T_2^*$ resurgence across a significant portion of the tunability band, achieving an average $T_2^*$ of 26.13 $\mu$s where there is a ceiling of around 5 $\mu$s under monochromatic modulation.

Not every set of bichromatic control parameters is guaranteed to produce a sweet spot with good $T_2^*$ resurgence, as other sources of decoherence can affect the modulated transmon. The displayed coherence times correspond to a subset of measured operating points at which resurgence was achieved. This down-selection was simply performed with the intention of showing that $T_2^*$-resurgent sweet spots are achievable across this range of

### Table I

| Qubit | $f_{01}$ [GHz] | Tunability [GHz] | Anharmonicity [GHz] | $T_1$ [$\mu$s] | $T_2^*$ [$\mu$s] | Readout Fidelity [%] | 1Q Gate Fidelity [%] |
|-------|----------------|-----------------|---------------------|----------------|-----------------|---------------------|---------------------|
| Qubit 1 | 5.250 | 0.824 | -0.205 | 33 $\pm$ 6 | 46 $\pm$ 4 | 96.07 $\pm$ 2.80 | 99.89 $\pm$ 0.01 |
| Qubit 2 | 4.269 | 0.401 | -0.187 | 25 $\pm$ 2 | 23 $\pm$ 4 | 94.24 $\pm$ 0.72 | 99.92 $\pm$ 0.02 |
| Qubit 3 | 4.791 | 1.074 | -0.206 | 25 $\pm$ 6 | 22 $\pm$ 2 | 97.02 $\pm$ 0.81 | 99.83 $\pm$ 0.02 |
| Qubit 4 | 3.365 | 0.170 | -0.201 | 36 $\pm$ 8 | 20 $\pm$ 4 | 92.72 $\pm$ 2.57 | 99.85 $\pm$ 0.01 |

Relevant information about the qubits used in the experiments described in this manuscript. Qubits 1 and 2 are capacitively-coupled neighbors, as are qubits 3 and 4 on a different device. The indexing labels used here are for convenience and are not representative of positioning within a lattice. The listed $f_{01}$ values correspond to bias $\Phi_{dc} = 0$, and represent the maximum of each qubit’s tunability band. Listed anharmonicities correspond to $f_{12} - f_{01}$ at $\Phi_{dc} = 0$. Listed $T_1$ and $T_2^*$ values represent coherence times measured with $\Phi_{dc} = \Phi_{ac} = 0$, when qubits are biased at their maximum frequencies and are not being modulated. Listed readout fidelities represent the average of classification probabilities $P(0|0)$ and $P(1|1)$ measured non-simultaneously across qubits. Listed 1Q gate fidelities are measured with randomized benchmarking, performed non-simultaneously across qubits.
\( \bar{f} \) with at least the demonstrated density. We attribute the variation in the presented \( T_2^* \) values to the defect landscape and temporal fluctuations.

III. FLEXIBLE GATE OPERATING POINTS

By enabling higher coherence times across a continuous band of time-averaged qubit frequencies during modulation, bichromatic flux pulses can be used to perform higher-fidelity entangling gates across that same band. The freedom to select a specific \( \bar{f} \) for a modulated qubit is advantageous for dodging collisions in two ways. First and most directly, any unintended coupling with two-level system (TLS) defects [1–7] or other qubits near \( \bar{f} \) at the monochromatic sweet spot can be avoided. Second, \( \bar{f} \) can be chosen to avoid similar spurious interactions involving any of the generated sidebands. During modulation, these sidebands are produced at frequencies

\[
f_k = \bar{f} + kf_m,
\]

where \( k \) is the sideband index and \( f_m \) is the frequency of modulation. The fixed, monochromatic sweet spot \( \bar{f} \) also fixes the modulation frequency required to place a given sideband on resonance with a neighboring qubit to activate an entangling interaction. In the event that any other sidebands generated with this modulation frequency collide with TLS or the resonance condition of a different gate, population is lost from the intended exchange and fidelity drops accordingly. While the modulation frequency is still fixed for a given \( \bar{f} \) in the bichromatic case, the value of \( \bar{f} \) can be tuned to ensure collision-free sidebands.

It is worth emphasizing that by leaving the sweet spot, it is possible to use monochromatic modulation to attain almost (but not all) of the \( \bar{f} \) band available at bichromatic sweet spots. However, doing so comes at a significant cost to both \( T_2^* \) (see Fig. 3) and gate stability over time. The advantage of bichromatic modulation is not simply the attainability of these \( \bar{f} \) values, but rather the attainability of these \( \bar{f} \) values at operating points protected from slow flux noise.

Here we focus on qubits 1 and 2 (ref. Table I), for which a sideband collision at the sweet spot limits fidelity in the monochromatic case. A native CZ interaction takes place when an \( f_{01} \) sideband is placed on resonance with a capacitively-coupled neighbor’s \( f_{12} \) transition frequency (or vice versa), allowing \( |11\rangle \leftrightarrow |02\rangle \) swapping (or \( |11\rangle \leftrightarrow |20\rangle \) swapping). Similarly, a native iSWAP interaction takes place when an \( f_{01} \) sideband is placed on resonance with a neighbor’s \( f_{01} \), allowing \( |10\rangle \leftrightarrow |01\rangle \) swapping [59]. For the pair in question, the various resonance conditions of the \( k = -2 \) and \( k = -4 \) sidebands produced by monochromatic modulation are shown in Fig. 4(a). At the sweet spot (\( \Phi_{ac} \approx 0.6 \Phi_0 \)), the \( k = -2 \) CZ\(_{02} \) interaction collides with the \( k = -4 \) iSWAP. While the \( k = -2 \) sideband has significantly more weight and the \( |11\rangle \leftrightarrow |02\rangle \) transfer will happen more quickly as a result, cutting off the interaction at the ideal time for CZ still produces an operation that involves a strong XY-like swapping (see the process map in Fig. 4(b) [62–64]). This CZ operation has a fidelity of 90.02 ± 2.60% as measured by interleaved randomized benchmarking [65, 66].

However, a change in \( \bar{f} \) can resolve this problem. If \( \bar{f} \) is shifted by a value \( \Delta \), then the modulation frequency required to activate \( k = -2 \) interactions moves by \( \Delta/2 \) while the frequency required for \( k = -4 \) interactions only moves by \( \Delta/4 \), according to Eq. (3). Using bichromatic modulation of \( \alpha/2\pi = 0.085 \) and \( \theta/2\pi = -0.06 \), the sweet spot modulation amplitude is reduced by about 25% and the corresponding \( \bar{f} \) is shifted up by \( \Delta \approx 234 \text{ MHz} \). The resulting collision-free set of resonance conditions is shown in Fig. 4(c), along with a much cleaner process map for the calibrated CZ gate in Fig. 4(d). Gate error is reduced by a factor 5 from the monochromatic case, reaching an interleaved randomized benchmarking fidelity of 98.06 ± 0.28%.

Furthermore, this particular set of bichromatic parameters is not unique in their ability to dodge the gate collision that limits monochromatic fidelity. As long as no new collisions are introduced or gate time is not significantly lengthened at a specific operating point, \( \bar{f} \) can be placed anywhere across the attainable bichromatic sweet spot band. By simulating the detuning expected for modulation of various \( \alpha \) and \( \theta \), gates can be found at specific
FIG. 5. (a) The gate error for 12 bichromatic CZs between qubit 1 and qubit 2, measured via interleaved randomized benchmarking and plotted against time-averaged frequency of qubit 1 during modulation. The gates include both $k = −2$ and $k = −4$ sideband interactions, all operated at dynamical sweet spots. The $k = −2$ gate at the single monochromatic sweet spot is included for comparison. The monochromatic $k = −4$ gate was not brought up due to the required $f_m$ being too low for the filtration scheme in use. (b) Modulation frequencies $f_m$ for each operating point. The distinct linear sets correspond to the two sidebands being used to activate the gates. (c) Gate times for the full set of operating points. The native CZ interaction involves two full $|11⟩ ↔ |02⟩$ swaps, the rate of which is determined by the weight of the activating sideband. (d) Modulation amplitudes $\Phi_m$, all of which satisfy the dynamical sweet spot condition $\partial f/\partial \Phi_{ac} = 0$ for each set of modulation parameters.

A set of CZ gates operated across a range of bichromatic operating points is shown in Fig. 5. All of these gates are operated at sweet spots, and the corresponding average frequencies span 264 MHz. Via interleaved randomized benchmarking, this representative sampling of gates is found to reach a mean fidelity of just over $98\%$, with individual gates as high as $99.06 \pm 0.19\%$. In addition to error rates, Fig. 5 shows the modulation frequencies, durations, and modulation amplitudes for each gate.

Again, it is worth noting that these fidelities are certainly not achievable at every sweet spot in the available continuum, as there are many such operating points that suffer from collisions just like the monochromatic gate, or that result in poor weighting of the activating sideband. The set of gates in Fig. 5 is meant only to communicate a lower bound on the density with which gates of at least these fidelities can be brought up. This flexibility in operating point represents a significant advantage in robustness over the single monochromatic sweet spot, and will only become more useful as higher lattice connectivity introduces more frequency crowding.

IV. SIDEBAND ENGINEERING FOR FASTER GATES

Bichromatic control of parametric gates also provides an effective tool for optimizing sideband weights and reducing gate times. During flux modulation, the static coupling between the modulated qubit and each of its neighbors is renormalized across all generated sidebands according to their weights. This results in an effective coupling $g_{\text{eff}} = g\varepsilon_k$ for iSWAP interactions and $g_{\text{eff}} = \sqrt{2}g\varepsilon_k$ for CZ interactions, where $g$ is the bare coupling and $\varepsilon_k$ is the weight of the $k^{\text{th}}$ sideband [59]. These weights are given by the coefficient of each harmonic in the Fourier expansion of the modulated qubit charge operator (see Appendix B). The $g_{\text{eff}}$ for a monochromatic gate at the sweet spot is determined solely by the sideband used, and cannot be dynamically tuned because all modulation parameters are fixed. However, different $\alpha$ and $\theta$ alter the time-dependence of the qubit frequency under bichromatic modulation and can be used to tune the distribution of weight, even concentrating it into specific sidebands [44].

Fig. 6(a) shows the modeled difference in achievable sideband weights using monochromatic versus bichromatic modulation to activate sweet spot CZ$_{02}$ interactions between qubit 3 (modulated) and qubit 4 (ref. Table I). Each bichromatic operating point has been optimized to maximize the weight of the activating sideband. Only even-index sidebands are shown because qubit 3 is biased at the maximum of its tunability band for the scope of this study, and the symmetry of modulation around this parking frequency reduces the odd Fourier coefficients to 0. The trend in monochromatic weights is typical in that they oscillate downward with increasing sideband index, eventually vanishing. Comparatively, the optimized weights produced by specific bichromatic pulse parameters are similar for $k = −2$ but drop off less quickly with index. This leads to significant reductions in predicted gate times, which are inversely proportional to sideband weights and are displayed in Fig. 6(b).

For monochromatic and bichromatic gates at each of the predicted operating points up through the $−8^{\text{th}}$ sideband, measured gate times and extracted sideband weights are plotted over the model results in Fig. 6. We find good agreement for the sidebands with weights above 0.1, measuring increasingly long monochromatic CZs and relatively constant-duration bichromatic CZs with increasing sideband index. For the more weakly-weighted monochromatic $k = −6$ and $k = −8$ sidebands, small errors in predicted weight create larger discrepancies in gate times. That being said, these gates are found to be significantly longer than their bichromatic counterparts.

The population exchange of qubit 4 during two $k = −8$
CZ$_{02}$ interactions with qubit 3 is shown in Fig. 7, with the monochromatic sweet spot operating point in panel (a) and a faster bichromatic sweet spot operating point in panel (b). While the activating fundamental modulation frequencies are only about 8.5 MHz apart, the difference in $f$ is 8 times that due to the sideband being used. The bichromatic operating point provides a factor of 4 speed-up as well as a corresponding boost in interleaved randomized benchmarking fidelity, from 92.74±2.15% for the monochromatic gate to 98.85±0.50% for the bichromatic. Measurements of coherence during modulation show the fidelity of both gates to be coherence-limited within uncertainty [59].

While it would be rare, at least in the context of Hamiltonians similar to the one under study, to produce a pair of qubits for which an optimized bichromatic $k = -8$ CZ is faster than any $k = -2$ alternative, the ability to significantly increase coupling to higher-order sidebands is not without benefit. Upper limits on $f_m$ due to AWG bandwidth mean that using higher order sidebands can both unlock additional $f$ flexibility as well as activate interactions that would otherwise be out of band. Bringing those gates into the realm of viability by reducing their duration is another impactful use-case for bichromatic modulation.

V. CONCLUSION

We have experimentally verified that bichromatic flux modulation can be used to extend the range of time-averaged frequencies accessible to tunable transmons at operating points protected from slow flux noise. We have demonstrated the usefulness of this freedom for reducing two-qubit parametric gate error, both by dodging unwanted collisions and reducing gate speed with improved sideband weights.

Extension of bichromatic flux control to access the full XY and CPHASE gate families [57] is the subject of upcoming work. Another promising application is parametric-resonance gates, which have recently been implemented on a tunable-coupler architecture [67]. To perform these gates, the average frequency of a modulated qubit is brought directly onto resonance with a neighbor. With the frequency of modulation no longer relevant for activating the gate, it can be optimized independently to avoid collisions. Moreover, the weight of the activating $k = 0$ sideband can reach values close to unity, allowing fast gates at the bare coupling rate. Bichromatic control would allow these gates to be implemented at dynamical sweet spots, presenting the opportunity to increase their
fidelity substantially [44].

In summary, the flexibility provided by this novel control technique represents an important step forward in terms of robustness to experimental imperfection as well as scalability of flux-tunable qubit architectures. As such, bichromatic flux modulation is shown to be a promising method for achieving controlled entanglement on superconducting processors.
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Appendix A: Pulse Calibration

In achieving the results discussed in this paper, the bichromatic pulses defined in Sec. II are produced by a single FPGA-based sequencer for simplicity. The modulation waveform containing both frequencies of the bichromatic pulse is precomputed as a single set of digital values which are fed into a DAC. This scheme is sufficient for the experiments performed, but requires some additional calibration, described here.

It is normally convenient, for the sake of tracking phase, to define control pulses relative to local rotating frames that oscillate at some characteristic frequency of the system. Doing so imparts a global frame phase on those pulses, which is usually irrelevant but introduces complications for bichromatic pulses as we have constructed them, with two frequencies in the baseband waveform. Specifically, the effective value of $\theta$ is shifted by $1 - p$ times the applied phase.

![Graph with time-averaged frequency and relative phase](image)

**FIG. 8.** (a) Measurement of $\theta_0$ for qubit 3. For bichromatic modulation of constant $p$, $\alpha$, and amplitude $\Phi_{ac}$, time-averaged qubit frequency $\bar{f}$ is sinusoidal in $\theta + (1 - p)\theta_0$. The phase offset of the fitted $\bar{f}$ oscillation in $\theta$ can thus be mapped to $\theta_0$. While one $\Phi_{ac}$ is sufficient to measure this offset, the fit value here is the median of offsets measured at five different modulation amplitudes. (b) For the same qubit, measured detuning under bichromatic modulation is compared against model predictions that do and do not take into account the measured $\theta_0$. The models agree at low modulation amplitudes, which can also be seen in panel (a) in the form of smaller fluctuations in $\bar{f}$ at smaller $\Phi_{ac}$. Close to the sweet spot however, $\theta_0$ corresponds to a predicted detuning difference of about 183 MHz. The data matches the model that incorporates the measured $\theta_0$ value, illustrating the importance of this calibration for experimental realization of predicted behavior.

To understand this, consider a simplified version of the AC pulse in Eq. (1) with a global phase shift $\beta$:

$$\Phi(t) = \cos(\alpha) \cos\left(2\pi f_m t + \beta\right) + \sin(\alpha) \cos\left(2\pi p f_m t + \theta + \beta\right).$$  \hfill (A1)

To reorganize into the conventional format of a single relative phase on the second tone, we can advance the clock by $\beta/(2\pi f_m)$, the amount of time it takes the oscillation of the first tone to cycle through $\beta$. With $t' = t + \frac{\beta}{2\pi f_m}$, we can re-express Eq. (A1) as

$$\Phi(t') = \cos(\alpha) \cos\left(2\pi f_m t'\right) + \sin(\alpha) \cos\left(2\pi p f_m t' + \theta + (1 - p)\beta\right).$$  \hfill (A2)

In this form, it becomes clear that the $\beta$ phase shift has produced a new effective relative phase between the tones, $\theta' = \theta + (1 - p)\beta$. In terms of pre-compensation, the used $\theta$ should be $(p - 1)\beta$ greater than the desired $\theta$.

Another way to understand this is that every phase shift $\beta$ of the $f_m$ tone should correspond to a phase shift $p\beta$ of the $p f_m$ tone if the relative phase between the tones is to be preserved. When both tones are shifted by $\beta$, there is a $(p - 1)\beta$ difference to make up.

In the case of a global phase coming from a rotating frame on which a bichromatic pulse is defined, the necessary $\theta$ pre-compensation is inconvenient because the
applied shift will change depending on when a pulse is played in a program. As a result, we forego a rotating frame completely and instead define the bichromatic modulation tones relative to the lab frame. This eliminates the overhead involved in redefining pulses based on a tracked frame phase throughout a program.

However, even with no frame phase being applied, the relative phase between the FPGA clock and local oscillator (LO) within each waveform generator introduces its own global phase shift on the bichromatic waveform. Let this phase be denoted as $\theta_0$. Unlike the frame phase, it is possible to keep $\theta_0$ constant by ensuring all pulse programs start on integer multiples of both the FPGA clock cycle and the LO period. With these conditions met, $\theta_0$ becomes a constant phase that needs to be calibrated once per AWG in order to accurately produce specific values of $\theta$ in applied flux of the following form:

$$\Phi(t) = \Phi_{dc} + \Phi_{ac} u(t) \left[ \cos(\alpha) \cos(2\pi f_m t) + \sin(\alpha) \cos(2\pi p f_m t + \theta + (1 - p)\theta_0) \right].$$

(A3)

The constant phase offset can be measured by sweeping $\theta$ for modulation of constant $\Phi_{ac}$ and measuring the induced detuning, which will have sinusoidal dependence on $\theta$ with an offset of $(1 - p)\theta_0$ (See Appendix B). Average qubit detuning during modulation is measured with a Ramsey-style experiment in which each flux pulse is continually delivered during the delay times between $\text{RX}(\pi/2)$ rotations. Fig. 8(a) shows the results of one such calibration measurement for qubit 3 (ref. Table I), while Fig. 8(b) communicates the importance of accurately measuring and accounting for $\theta_0$ when attempting to reconcile model and data.

We have verified these calibrations to be stable in time on the order of at least weeks in our setup. However, it is worth noting that if restarting an AWG randomizes the clock-oscillator phase, it would be necessary to remeasure $\theta_0$.

Regarding the mixing angle $\alpha$, achieving a desired value requires compensation for any frequency-dependent attenuation present in the flux line. The calibration of this transfer function is performed with the same flux-Ramsey procedure described above, where the different detunings caused by monochromatic modulation of different frequencies are used to determine corrective scaling factors. An example transfer function can be found in Fig. 9. In the construction of bichromatic pulses, the amplitude of each tone must be scaled appropriately for its frequency before the tones are digitally added together.

### Appendix B: Transmon under bichromatic modulation

The properties of a tunable transmon are controlled with magnetic flux applied on a SQUID loop by changing the effective Josephson energy

$$E_{J,\text{eff}} = \sqrt{E_{J,1}^2 + E_{J,2}^2 + 2E_{J,1}E_{J,2}\cos(\Phi)}.$$  

(B1)

Here, $\Phi = 2\pi\Phi/\Phi_0$ and $E_{J,1}$, $E_{J,2}$ are the Josephson energies of the SQUID loop. The transition frequencies are $\Phi_0$-periodic, symmetric around zero flux bias, and...
can be expressed as the Fourier series

\[ f(\phi) = \sum_{n=0}^{\infty} F_n \cos(n\phi). \]  

(B2)

Under a bichromatic modulation \( \Phi(t) = \Phi_{dc} + \Phi_{ac1} \cos(2\pi f_m t + \theta_1) + \Phi_{ac,p} \cos(2\pi p f_m t + \theta_p) \), the time-averaged transmon frequency is equal to

\[ \bar{f} = \sum_{m=0}^{\infty} \nu_m \cos(m\theta), \]  

(B3)

\[ \nu_m = \sum_{n=0}^{\infty} F_n \cos[n\phi_{dc} + (p+1)m \frac{\pi}{2}] \times (2 - \delta_{m,0})J_{pm}(n\phi_{ac,1})J_m(n\phi_{ac,p}), \]

which is \( 2\pi \)-periodic in \( \theta = \theta_p - p\theta_1 \). Given this symmetry, we choose the convention \( \theta_1 = 0 \) in defining bichromatic pulses throughout the study.

In the transmon basis, the qubit-qubit coupling is flux-dependent. Under modulation, the effective coupling activated by the \( k^{th} \) sideband is \( g_k = g\varepsilon_k \), renormalized from the zero-flux bare coupling \( g \) by the sideband weight \( \varepsilon_k \). These weights are obtained from

\[ g_k = \frac{1}{T_m} \int_0^{T_m} dt \, g(\Phi(t)) e^{i2\pi f_m t} e^{i\delta t} e^{-i2\pi(f_k + k f_m) t}, \]  

(B4)

where \( T_m = 1/f_m \) is the modulation period.

Throughout the experiments described in this study, \( \Phi_{dc} = 0 \) and \( p \) is odd. The bichromatic modulation is then \( T_m/2 \)-antiperiodic, and because the effective Josephson energy Eq. (B1) is an even function of the flux bias, the transmon parameters oscillate at twice the modulation frequency. As a consequence, only the even sidebands are generated.

Moreover, for \( p = 3 \), the dependence of the average frequency on the DC bias in Eq. (B3) simplifies to \( \cos(n\phi_{dc}) \). Its derivative vanishes at \( \Phi_{dc} = 0 \), thereby protecting the transmon from slow additive flux noise during modulation.

### Appendix C: Gate Information

For reference, included in Table II are details regarding the bichromatic operating points used to perform the gates presented in Sec. III. An example instance of interleaved randomized benchmarking for one of these gates can be seen in Fig. 10, along with implementation details in the caption [65, 66]. All fidelities cited in this manuscript were measured using this same protocol.
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