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Abstract—With the increasing development of garment manufacturing industry, the method of combining neural network with industry to reduce product redundancy has been paid more and more attention. In order to reduce garment redundancy and achieve personalized customization, more researchers have appeared in the field of virtual trying on. They try to transfer the target clothing to the reference figure, and then stylize the clothes to meet users’ requirements for fashion. But the biggest problem of virtual try on is that the shape and motion blocking distort the clothes, causing the patterns and texture on the clothes to be impossible to restore. This paper proposed a new stylized virtual try on network (Style-VTON), which can not only retain the authenticity of clothing texture and pattern, but also obtain the undifferentiated stylized try on. The network is divided into three sub-networks, the first is the user image, the front of the target clothing image, the semantic segmentation image and the posture heat map to generate a more detailed human parsing map. Second, UV position map and dense correspondence are used to map patterns and textures to the deformed silhouettes in real time, so that they can be retained in real time, and the rationality of spatial structure can be guaranteed on the basis of improving the authenticity of images. Third: Stylize and adjust the generated virtual try on image. Through the most subtle changes, users can choose the texture, color and style of clothing to improve the user’s experience. As shown in Fig. 1, Style-VTON use pix22Dsurf method makes virtual try on more generality, in IS and SSIM two evaluation index has achieved the good effect of 2.887 and 0.859, respectively, make the texture and pattern can be efficiently transferred to the user’s body, this is very important in the field of electrical business clothing try on, for subsequent can provide users with the most satisfactory clothes, reduce industrial manufacturing production is prepared.

Index Terms—Generative Adversarial Networks (GAN), UV mapping, texture transfer, virtual try on.

I. INTRODUCTION

TRADITIONAL virtual try on is based on 3D matching, which is similar to beauty effects. The makeup effects are all virtual images of standard human faces, and the relative position information of facial features is not learned. And the virtual outfit change based on image makes use of generation adversarial network to make the generated pictures close to the real results of the fitting. VITON [1] provides a framework that is widely used, and most current approaches follow a similar framework.

The beginning is the reconstruction learning method using the network generalization ability. Since it is difficult to obtain data sets of the same model wearing different clothes in the same pose, it is common practice to attenuate the supervisory information of the person image and then put the same sample image (the front of the clothes) on top of the person’s processed expression. Weak the image’s monitoring information to prevent over-referencing and prevent the network from generalizing to different clothes. Secondly, the key points are extracted and the shape is blurred to represent a figure, and the original image is reconstructed. Classical expressions, regardless of clothing or person, use key points of posture, obscure body shapes and head information as input to the network. VITON [1] and CP-VTON [2] both adopted this method. However, the disadvantage of this method is that the generation details are lost.

Problems with the existing approach include:

- The traditional method of texture processing on clothes is not efficient enough to retain extremely complex texture patterns.
- The occlusion of the body will have a serious impact on the details of the upper and lower fitting junctions and the short and short payment junctions, and the treatment effect is not ideal.
- The clothing style is ordinary, the personal style cannot be reflected, and the user’s virtual trying on experience is poor.

In general, they [1], [2], [3], [4] do not guarantee that the texture of the target clothing is well preserved in complex character poses. This brings great hidden trouble and resistance to the realization of virtual outfit system facing real scene application, after all, the user’s posture is various when using.

The main contributions of this paper are as follows:(1) UV mapping is used to complete the one-to-one correspondence between the pixel points on the garment and the position pixel points on the user’s body, and efficient texture mapping is realized.(2) Fine-grained semantic segmentation preserves the head and face, while better reflecting the details that need to be restored at the intersecting parts of the limbs in the image.

The modeling problem of human body and clothing which cannot be covered by existing methods is solved, and artifacts in the generated results are greatly reduced. (3) The user experience has been improved by leaps and bounds in this paper. Just like the average user trying on clothes, they will adjust the way they dress according to their body shape. For example, try on different colors, different styles of the same color and so on.

This paper finally trained a virtual try on model, which can guide the generation of trying on results of the most suitable style for users, so that users can have more diversity in the choice of clothing collocation. The rest of this paper is organized as follows: Section II.
II. Related Work

A. Image synthesis

Image synthesis is a sample image by the way of segmentation mask to generate the image. The style of the image generation process comes from this sample image. In fact, it allows you to edit any image if you have any image split. By splitting the graph and the sample graph, the algorithms can extract features into the same implicit space using different encoders. They then look for how to distort each other and the sample image, and then add a generator that gets the features from Adain to further improve performance. GAN [5] is one of the most popular generation models in image synthesis, which shows good results in image generation [6], [7] and image editing [8], [9]. In recent years, there are more researches on image to image conversion around CGN (conditional general adverse network) [10], which can be applied to different tasks. Converts a given input image into another image with different representation. CGAN shows a powerful effect in image to image task, which aims to transform the input image from one domain to another [11], [12], [13], [14], [15], [16], [17]. For example, an RGB image is generated by its corresponding semantic tag graph. In the image conversion task, these methods have some problems in dealing with the large-scale deformation between the condition image and the target image, such as unreasonable image semantics and unsatisfactory image generation effect. Most misaligned images are used to pan images [1], [18], [19], and the quality of the final result is improved by rendering changes from coarse to fine. In the field of virtual trying on, VITON [1] calculates the shape difference between the mask of the front image of the garment and the mask predicted by the human body to ensure a high degree of coincidence during the fitting, and uses thin plate spline interpolation transform (TPS) [20] to maintain the rationality of the garment texture and pattern deformation. But this method is time-consuming in matching two shapes. In addition, the calculated TPS transform is also affected by the prediction mask. Therefore, we propose an efficient texture transmission model, which focuses on the preservation of pattern and texture, and produces no difference fitting results, so that mask matching is efficient and reasonable, and a new coarse to fine strategy is adopted to solve this problem.
B. Virtual try on

Virtual trying on is one of the most challenging tasks. Even before the Renaissance of deep learning, virtual try on was an attractive topic. The purpose of the virtual trying on system is that users can choose the clothing collocation through the clothing materials prepared in advance by the software. After selecting the clothes they are interested in, they can take the user’s front picture through the camera in the designated shooting area displayed on the screen. Through the photo synthesis after shooting, users can complete the fitting experience, because the models and clothes are real. So the overall image can show the style and texture of the clothes to the maximum extent. In recent years, with the development of deep neural networks, the development of virtual try on has attracted more and more attention. Virtual try-on in deep learning can be divided into two directions, the try-on image generation based on fixed figure pictures and the designated try-on based on 3D mannequin. DRAPE [21] to simulate 2D clothing designs on 3D bodies in different shapes and poses. Most existing virtual try on methods focus on maintaining posture and features. VITON [1], CP-VTON [2] and other methods adopt the coarse human body shape and take posture mapping as input to generate the try on diagram. VTNFP [4] and other methods use semantic segmentation as input to synthesize the fitting diagram. The method based on UV map will complete the corresponding pixel, and then map the distorted clothes to the corresponding coordinates of the human body. This method does not require the support of a large number of training samples. Efficient to achieve more accurate alignment fitting results.

C. Texture mapping

Texture mapping is an important part of realistic image making. It is convenient to make realistic images without spending too much time to consider the surface details of objects. However, the process of texture loading can affect the speed of the program, especially when the texture image is very large. How to properly manage texture and reduce unnecessary overhead is a problem that must be considered in system optimization. A 2D texture mapping is a mapping from a 2D texture plane to a 3D object surface. In general, a 2D texture plane is limited in scope. In this plane region, every point can be expressed by a mathematical function. In this paper, UV mapping is used to solve the problem of low efficiency and low quality in texture mapping. "UV" is short for U, V texture map coordinates. It defines information about the location of each point on the image. UV is to map every point on the image to the surface of the 3D model object. The gap position between the points is processed by the software for smooth interpolation, which is called UV. Replacing traditional projection coordinates with UV coordinates, it solves the problem that uneven surface or curved edges in plane projection will result in unsatisfactory joints and deformation as shown in the figure. This usually results in unsatisfactory results, so a lot of tedious work is required before mapping. So, put it on the floor plan where each point on the image corresponds exactly to the surface of the figure. This approach results in better detail and is less likely to cause texture distortion due to excessive distortion in TPS.

D. Maximize activation

GAN as a new method for learning generation models, have recently shown good results in a variety of tasks, such as realistic image generation, image processing and text generation. Despite the great success, current GAN models still struggle to produce convincing samples even for image generation with low resolution (such as CIFAR-10) when trained on data sets with high variability. At the same time, it has been found by experience that the use of category labels can significantly improve the quality of samples. Activation maximization [22] is a gradient based method to optimize images and highly activate target neurons in the neural network. It is often used to visualize the neurons of a pre-trained neural network. GAN training can be regarded as the process of antagonistic activation maximization. Specifically, the training generator maximizes the activation of each generated sample in the neuron representing the target log-like probability, while training the discriminator to distinguish the generated samples and prevent them from getting higher activation. It is worth mentioning that the sample that maximizes the activation of a neuron is not necessarily of high quality, and various priors have been introduced to combat this phenomenon. In GAN, the confrontation process of GAN training can detect unrealistic samples to ensure that they come from high-quality samples, which will also strongly confuse discriminators. It is widely used for visualizing what a network has learned [22], [23], [24], [25], [26], and recently to synthesize images [27], [28]. In particular, [27] also generates clothing images, but they generate single-garment products rather than full body out-fits.

E. Geometric deformation

At present, 2D virtual trying on display is mostly realized by image processing technology. In 2D virtual try on, based on the fitting effect of personalized shape simulation become the research focus, namely how to implement the shape parameter customization lets users according to their corresponding clothing models, and clothing models based on shape feature deformation by reasoning according to certain rules of garment processing, thus complete personalized virtual controls and try it on. In the process of 2D virtual trying on based on personalized body shape, clothing image deformation technology is also a key problem. The effect of clothing image deformation directly affects the overall satisfaction of online shopping. In the generation model, the problem of large space deformation is mainly studied in the background of the generation of human image guided by attitude. This task involves generating an image of a person, given a reference person and a target pose. Some approaches use unentanglement to separate posture and shape information from appearance, allowing for the reconstruction of reference persons for different poses [29], [30], [31]. However, the most recent generation methods of pose guides involve explicit spatial transformations in their buildings, whether or not they are learned [32]. Through partial specific learnable affine transformation, different body parts of
a person are segmented and moved to the target posture, and applied to the pixel level. The deformable GAN from [33] is a U-Net generator whose jump connections are deformed by a partially specific affine transformation. These transformations are calculated based on the attitude information of the source and target. Instead, [3] uses a convolutional geometry matcher from to learn the thin plate spline (TPS) transformation between source artificial parsing and synthesis target parsing and aligns the depth feature mapping of the encoder decoder generator.

F. Fashionality and compatibility

Fashion has been studied extensively because of its huge profit potential. Existing methods mainly focus on clothing analysis, clothing identification through attributes, providing product styles and matching with clothing seen on the street or connected with factories, fashion recommendation, visual compatibility learning, and fashion trend prediction. In contrast to these efforts, our approach focuses on virtual try on, using only 2D images as input, and using an encoder to control fashion attributes. In contrast to more challenging tasks, the most recent work requires only modifying properties (for example, colors and textures).

Visual compatibility plays an essential role in fashion recommendation. Metric learning based methods have been adopted to solve this problem by projecting two compatible fashion items close to each other in a style space. Unlike these approaches which attempt to estimate fashion compatibility, this paper incorporates compatibility information into an image in painting framework that generates a fashion image containing complementary garments. Furthermore, most existing systems rely heavily on manual labels for supervised learning. In contrast, we train our networks in a self-supervised manner, assuming that multiple fashion items in an outfit presented in the original catalog image are compatible to each other, since such catalogs are usually designed carefully by fashion experts. Thus, minimizing a reconstruction loss jointly during learning to in paint can learn to generate compatible fashion items.

III. OUR PROOSED STYLE-VTON

In this paper, an efficient mapping model Pix22DSurf was designed to process 2D image texture details, making significant progress in the fitting results of texture, shape and other attributes. On the trying on effect, the editor with diversified design styles makes the fitting result closer to the aesthetic needs of users. Inspired by multi-pose guidance [3] and VITON [1], image processing is divided into three stages. The first stage: process the reference image of the character, analyze the costume picture, retain the irrelevant body parts, obtain the posture heat image with posture estimation [34], [35], and generate the character analysis picture with DenseNet [36]. The second stage: 2D texture mapping, learning an efficient neural mapping and transmitting the texture in real time. The third stage: make changes to the existing clothes at the minimum to ensure that the original appearance and style of clothes will not be changed under the premise of increasing fashion degree [37], [38]. The generated pictures successfully tried on were stylized and adjusted to improve the user’s satisfaction, as shown in Fig. 2.

A. Condition Analysis Network

The main challenge of virtual try on is to transform the target image into an image suitable for the body posture, while retaining the texture. In order to keep the expression on the body and clothes from being associated without some details, we need to complete the parsing of the body, we use target clothing images, body posture key points and fusion of the semantic template of the human body as an CGAN [5], [39] to input, generate human parsing images. Since the change of human posture will lead to the deformation of clothing to different degrees, this paper uses the posture estimator [34], [35] to extract the features of posture information. The human body parser [40], [41], [42] is used to calculate a human body segmentation map and extract the binary mask. Unrelated information, such as facial information and hair parts, is preserved. In this way, the pose estimator and body parser can effectively guide the synthesis of precise areas of body parts.

In general, the predictive body parsing image is learned given the user image, the front of the cloth image, and the target posture heat image. Firstly, the body parser is used to extract the head mask, arm mask and drive mask, which are fused into an indistinguishable region to obtain the input item. Posture estimator computes heat images of key postural points. Combined with the front image of clothing as the input of the conditional analytic network, the human body image of the target posture is generated through DenseNet. Conditional analytic network is shown in Fig. 3.

The loss function of the conditional analytic network is similar to that of CGAN, as shown in equation (1) and the ultimate minimum and maximum loss is:

\[
L_{adv1} = \min \max V(G, D)
\]

\[
= \mathbb{E}_{M_p, T_c, I \sim P_{data}} \left[ \log \left( 1 - D \left( G \left( M_p, T_c, I \right) \right) \right) \right] + \mathbb{E}_{y \sim P_{data}} \left[ \log D \left( y, M_p, I, T_c \right) \right] .
\]

Calculate the per-pixel loss of the generated human body analytic image as shown in equation (2):

\[
L_{\text{Parsing}} = \mathbb{E}_{y \sim P_{data}, I \sim P_{data}},
\]

Where, \( P_{data} \) represents the distribution of real data, \( M_p \) represents the input, \( T_c \) is the target clothes, \( I \) is the human figure, and is the real human body analytic mask. \( L_1 \) is a counter loss, \( L_{\text{Parsing}} \) representing the pixel level loss.

B. Pix22DSurf Neural Mapping

Inspired by the achievements of UV map in the field of face reconstruction, the main idea of this paper is to learn the UV mapping from image to clothing. Instead of using texture information, only using silhouette shapes can automatically generate the texture corresponding to the distorted clothing.

The purpose of traditional UV map is to map the 2D texture to the 3D model, which provides a connection between the 2D
human surface and the texture image. Because the images on
the Internet are different in texture, posture, and background, it is
difficult to achieve accurate texture conversion. This paper aims to
comeplete the dense correspondence of 2D without
losing the texture.

The clothing mask after obtaining contour information is
treated as UV map to store all pixel information, and the
contour information should be extracted, and the clothing mask
contour information is used as the input of network mapping
for Pix22Dsurf to map the texture to the surface of the UV image to generate
the target clothing mapped by the texture \( T_{uv} \).

The idea of this paper is to learn the dense correspondence of
a 2D UV map from the surface of the clothing to the
surface of a 2D character’s body surf using only the contour
information, as shown in Fig. 4. Firstly, the contorted clothing
contour information should be extracted, and the clothing mask
\( T_m \) and posture heat image \( M^p \) obtained by the target clothing
\( T_c \) should be used as input to generate the contorted mask
with the user’s body shape information (the contorted), as
shown in Fig. 5. Second, following a geometric approach,
learning the mapping from the mask (which has only contour
information) to the UV corresponding mapping forces the network
to infer the shape of the input. This will effectively
learn to predict the corresponding relationship between the
coordinates of the pixel points on each UV map position point
and the corresponding image, and minimize the following
losses during the training, as shown in equation (3):

\[
L_{total} = \lambda_1 L_{adv} + \lambda_2 L_1 + \lambda_3 L_{recon},
\] (3)

Where in \( L_{adv} \) is adversarial loss as shown in equation (4)

\[
L_{total} = \min_G \max_D V(G, D)
\]

\[
= \mathbb{E}_{M_p} \left[ \log (1 - D(G(z))) \right].
\] (4)

\( L_1 \) is the regularization loss of \( L_1 \) as shown in equation (5)

\[
L_1 = ||I_X - T^*_c||_1.
\] (5)

In the reconstructed loss of \( L_1 \), \( I_X \) is the silhouette of real
human clothing after projection, \( T^*_c \) is a distorted mask.

\( L_{recon} \) is the reconstruction loss, is the loss between the
predicted texture map obtained by mask and the target texture
map by minimized as shown in equation (6) (the texture obtained by network prediction mapping relationship and the texture obtained by cut)

\[
L_{recon} = \sum_{k,l} \sum_{i,j} \| f_{k,l}^1(T_m^w; w), f_{k,l}^2(T_m^w; w) - T_{c_k,l}^w \|_1
\] (6)

In the reconstructed loss \( f(T_m^w; w) \) is the predictive texture
mapping relationship and \( T_{c_k,l}^w \) is the target texture map.
The results of stage 1 and 2 are guided to generate the try-on result image. During the training, the counter loss should be
minimized, as shown in equation (7):

\[
L_{adv3} = \min_G \max_D V(G, D)
\]

\[
= \mathbb{E}_{M_p, M'_p, T_m^w, I_r, -P_{data}} \left[ \log \left( -D\left(G(M_p, M'_p, T_c^w, I_r), M_p, M'_p, T_c^w, I_r\right) \right) \right]
\]

\[
+ \mathbb{E}_{I_{GT}, M_p, M'_p, T_m^w, I_r, -P_{data}} \left[ \log D (I_{GT}, M_p, M'_p, T_c^w, I_r) \right].
\] (7)

C. Style Generation Network

In order to control the idealization of style, change the
styles of shirts and t-shirts in the aspects of neckline and cuff, and identity or other factors unrelated to fashion can
be kept unchanged at the same time. Therefore, we modeled their spatial position and needed to control the local texture and shape at the same time. Because the normal try on process is based on the selection of styles, different styles can be adjusted for different needs, such as longer or shorter sleeves, shorter waist or looser. Considering many factors affecting fashion, this paper designs a style generation network, which can control the design and trying on.

Based on depth image characteristics of the local code, the character images in the controls (such as t-shirts, pants, accessories) mapped to the respective code, by editing module, maximum use of neuron activation method step by step to update the control code, maximize clothing score, to generate the same user experience of stylized adjusted clothing. Our editor edits textures and shapes separately to produce stylized images. (1) Texture features. The input image $I_t$ is a real image of a person wearing clothes. Area maps $m^i \in m$ assign each pixel to an area of a fixed garment or body part. Since this paper only adjusts the clothing style of the upper body, a unique regional label defined in Chictopia10k is adopted: face, hair, hat, T-shirt, etc. First, input $I_t$ into a learned texture encoder $E_t$, get the feature vector, and average pool the texture of the specified label area, that is, get the texture feature vector of the area $m^i$. (2) Shape features. The shape of each area controls the separation of textures. Specifically, a binary segmentation image is constructed for each region, and a shared shape encoder is used to encode $E_s$ each region image into a shape feature. As shown in Fig. 6.

The shape codes designed in this paper are variational auto-encoder (VAE, VAE could learn the probability distribution of clothing shape, assuming that the posterior distribution is $E_s(z|m)$. During the training, KL divergence is used to measure the difference between distributions, and KL divergence needs to be minimized, as shown in equation (8):

$$D_{KL}(E_s(z|m) \parallel p(z)),$$  

Where $p(z)$ is a Gaussian with a mean of 0 and a variance of 1.

Texture encoder is a conditional generation adversarial network, which generates regional texture mapping based on texture features guided by regional images. Therefore, it is necessary to minimize the adversarial loss of CGAN, as shown in equation (9):

$$L = \min_{G, E_t} \max_D W(G_t, E_t, D)$$

$$= \mathbb{E}_{(m,x)} \left( \log D(m,I_t) + \log \left( 1 - D(m,G_t(m,u)) \right) \right),$$

Where is the region diagram, $I_t$ is the input image, $G_t(m,u)$ is the generated style after the minimum edit virtual try on image.

IV. PERFORMANCE ANALYSIS

Due to the lack of data on full-body dressing of real people to solve the problem in this paper, the three stages of style fitting network were trained respectively. The evaluation method is to first compare the visual truthfulness and diversity of images with other methods and discuss the results quantitatively.

A. Data Set

The data set used in this article is divided into two parts. Part 1: Look for a pair of images that include the front of the person and the front of the jacket. VITON is the data set collected by Zalando clothing website. Based on VITON, this paper expands and selects from Zalando, Tom Tailor, Jack and Jones. Containing approximately 17,000 image pairs, the 17,000 image pairs were divided into 14,875 training pairs and 2,125 test pairs. Because it is difficult to obtain full-body images and the resolution is too low, the images collected in this paper are all virtual tries on tops. The tops have certain representativeness, diversified patterns and complex postures, which can better express the trying effect.

Part 2: We want to train a fashion classifier to perform minimal editing, and the ideal training set should consist of pairs of pictures, each of which shows the same person wearing slightly different clothes, one of which is considered more stylish than the other. This paper uses the ChicTopia10K data set for experiments. 15,930 images were used to train the generator and 12,744 classifiers. 3,240 of these unfashionable examples were evaluated.
B. Implementation Details

The size of all input and output images is fixed at 256×192.

Training test Settings. This paper put forward by the training module, and put them together, final output stylized try on images, by setting the weight of each training module, on the condition of analytic network, Pix22Dsurf neural mapping (including contour generation and texture mapping phase), stylized generation network VAE, GAN and classifier trained 200,70,100,300,200,120 epoch respectively, super parameter settings, Adam optimizer, fixed learning rate is 0.0002. The step size of the training generator is 15K, the step size of the improved network is 9K, and the size of batchsize is 16.

This article was implemented with the deep learning toolkit PyTorch and experimented on the Ubuntu 18.04 platform using two NVIDIA Geforce 3090 GPUs. The testing process is similar to the training process, except that the target clothing is different from the clothing in the reference image. In this paper, the model is tested on the test set and the results are evaluated qualitatively and quantitatively.

Conditional generation network stage. Each generator of Style-VTON likes a DenseNet network from the Dense Block module: including BN, relu, conv(3×3),and dropout. Transition layer module: consists of BN, relu, conv(1×1), dropout, pooling(2×2). The discriminator applies the same architecture as pix2pixHD[43]. Each discriminator contains four lower sample layers, including InstanceNorm and LeakyReLU activation functions.

Pix22Dsurf Neural mapping phase. For split networks, use UNet. For the mapping network, use six blocks ResNet [44]. The choice of regularization and activation functions is consistent with [45]. UV mapping: only the front faces of the characters are learned, RCNN structure with pyramid network (FPN) features is adopted, and ROI align pooling is used to obtain the labels and coordinates of the dense part in the selected area, that is, the upper torso part.

The network of style generation. All the generation networks were trained from zero. For VAE, we maintained the same learning rate of 0.0002 in the first 100 epochs and the linear decay learning rate of 0 in the next 200 epochs. For GAN, the structure adopts [46]. The same learning rate is maintained in the first 100 epochs at 0.0002, and the learning rate is 0 as a result of the linear decay of the next 100 epochs. For the fashion classifier, the weight attenuation is 0.0001 and the learning rate is 0.001.

C. Qualitative Results

In this section, some qualitative results of the model are provided. Visualizations demonstrate the contribution of various network components that we incorporate into the model to the performance of the model. This result indicates that compared with VITON [1], CP-VTON [2], VTNFP [4] and ACGPN [35], Style-VTON produces more realistic virtual try on images. As shown in Fig. 7.

In the first and second stages of this paper, various problems existing in the above four networks are solved. In the case of clear generated results and no distortion, Pix22Dsurf can increase the processing speed of several orders of magnitude and map the texture. At the same time, in order to improve users’ satisfaction with virtual trying on results, in the third stage, the method of this paper makes minimal editing of the generated sample fitting results, so as to better meet the requirements of human body type diversification.

D. Quantitative results

In this paper, structural similarity (SSIM) was used to evaluate the similarity between the composite image and the real image, to verify the performance of image generation, and IS to evaluate the visual quality and diversity of the composite image. The higher the score on these two indicators, the higher the quality of the results. Table I lists the SSIM and IS scores given by Style-VTON. In the stylized fitting stage, this paper evaluates the model performance through the degree of fashion and the amount of change after editing. The measure of fashion improvement is the distance between the original work and the generated result and the human perception of the generated
result. In this paper, users of all ages were asked to rate the results in Table II.slight fashion improvement/little change.

In order to further evaluate the performance of our model, user perception research was conducted. In this study, we designed an A/B test to compare the quality of images generated by VITON, VTNFP, CP-VTON and Style-VTON. We recruited 80 volunteers and showed them 500 sets of test data, each consisting of four images: the generated result, the target clothing, the parsed body image and the distorted clothing image. Each volunteer was randomly assigned 50 sets of test data from two methods and asked to choose from each set the composite image that he or she thought was of better quality.

In the A/B test of Style-VTON and VITON, 77.87% of the images generated by Style-VTON were selected by the volunteers to be of good quality. A/B test was conducted between Style-VTON and CP-VTON, and 81.38% of the volunteers chose the images generated by the former. These random tests confirm the qualitative results shown in the previous section, which prove that Style-VTON performs significantly better than the previous model.

E. Engineering applications

Virtual trying on makes use of the Internet and AI as a driving force to boost the upgrading of the textile and apparel industry and improve the shopping experience of consumers. Consumers can browse a variety of exquisite clothes with virtual try on technology and then try on them through the virtual try on room. Consumers with their real figure scale and characteristics, experience immersive virtual try on, you can use the dressing interactive experience in-depth and personalized virtual, to determine whether the clothes fit, the fitting saves time and effort, with regard to business, and also reduce the artificial service cost, increase the volume, at the same time, the fitting experience full of fun, It also brings more customers to businesses.

Virtual try on with efficient texture mapping preserves the texture and pattern of the garment, allowing the fabric ready-to-wear effect to be previewed online, as shown in Fig. 8.

| Method       | Proportion |
|--------------|------------|
| VITON        | 22.13%     |
| VTNFP        | 18.62%     |
| CP-VTON      | 33.24%     |
| Ours         | 77.87%     |
| Ours         | 81.38%     |
| Ours         | 66.76%     |

In addition to let consumer experience a virtual try on finished garments, virtual trying on technology can also be used in the industries of fabrics, make fabric seconds "garment", to the effect of the garment to show to the customers, to help designers and fabric garment fabrics purchasing online preview effect, improve the work efficiency, to quickly determine the fabric and pattern for attaining costume design is in line with the expected effect, Save time and cost, Virtual trying on carries and stores complete fabric information, such as fabric attribute information and picture information, which can realize the delivery of realistic fabric clothing effect, help fabric merchants to display fabric goods more intuitively, provide a brand new merchant interaction mode in the industry, and unlock new technology in the digital industry of the textile industry.

At the same time, the virtual try on system will be mainly used for finished products and personalized products of the e-commerce business, through the Internet, in the case of not easy to contact the physical simulation of the final effect using technical means. In commercial physical stores, the use of virtual trying on technology can greatly improve the store stopping rate, transaction rate and reputation. In the creative stage of the product, customers can experience the final effect, which eliminates the process of making samples, greatly improves the customization efficiency and customer experience, and also provides a technical basis for remote
personalized customization based on the Internet. It will not only provide good experience for customers, but also greatly improve the sales and service mode, and eventually become the front-end entrance of product customization, as shown in Fig. 9.

V. THE CONCLUSION AND FUTURE WORK

This paper proposes a simple and effective virtual try on model based on images, using a three-stage design strategy. So that the texture in the fitting results can be well mapped in the context of complex figure posture and background. Finally, the resulting fitting results are stylized and minimized to produce attractive results. This paper introduces the innovation of pix22Dsurf method to improve the detail quality of image synthesis. Both the quantitative evaluation and the user perception opinion prove that the method in this paper is able to produce better results.

Discussion: work in the future, plans to expand the source of training data, for example, you can use a wider range of social media platforms such as weibo, sets, twitter, seize the front-end entrance of product customization, as shown in Fig. 9.

Fig. 9. The development trend of virtual trying on in clothing customization industry.
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