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Abstract

The classification of Motor Imagery (MI) tasks constitutes one of the most challenging problems in Brain Computer Interfaces (BCI) mostly due to the varying conditions of its operation. These conditions may vary with respect to the number of electrodes, the time and effort that can be invested by the user for training/calibrating the system prior to its use, as well as the duration or even the type of the imaginary task that is most convenient for the user. Hence, it is desirable to design classification schemes that are not only accurate in terms of the classification output but also robust to changes in the operational conditions. Towards this goal, we propose a new sparse representation classification scheme that extends current sparse representation schemes by exploiting the group sparsity of relevant features. Based on this scheme each test signal is represented as a linear combination of train trials that are further constrained to belong in the same MI class. Our expectation is that this constrained linear combination exploiting the grouping structure of the training data will lead to representations that are more robust to varying operational conditions. Moreover, in order to avoid overfitting and provide a model with good generalization abilities we adopt the bayesian framework and, in particular, the Variational Bayesian Framework since we use a specific approximate posterior to exploit the grouping structure of the data. We have evaluated the proposed algorithm on two MI datasets using electroencephalograms (EEG) that allowed us to simulate different operational conditions like the number of available channels, the number of training trials, the type of MI tasks, as well as the duration of each trial. Results have shown that the proposed method presents state-of-the-art performance against well known classification methods in MI BCI literature.
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I. INTRODUCTION

A BCI using EEG signals aims to create a communication channel between the human brain and the computer [1], [2]. An EEG based BCI system could use various components of the EEG signal to achieve its goal, such as P300 [3], Steady State Visual Evoked Potentials (SSVEP) [4], [5] and Motor Imagery (or SensoriMotor) Rhythms [6], [7]. Out of these components special interest have attracted the systems based on motor imagery (MI) due to their endogeneous nature [2].

The functionality of an MI BCI system relies on event related desynchronization (ERD) and synchronization (ERS) [2]. The imagination of a movement produces contralateral changes in the brain activities of the motor cortex, especially in alpha and beta rhythms [2]. However, the EEG signals during a motor task are high dimensional, noisy, and present high degree of correlation, hence, their direct classification presents great difficulty. Moreover, during an MI experiment, an electrode placed on the scalp measures the signals produced by motor cortex as well as signals from other spatially neighbouring cortical regions. Thus, it is important to isolate the desired signals from other undesired signals, a requirement that has motivated the use of Spatial filters.

The CSP algorithm initially computes a set of spatial filters (or a transformation matrix) that are obtained after...
performing a learning procedure, during which the variance of the spatially filtered signals is maximized for one class (e.g., one mental imagery task) and minimized for the other class. Then, the CSP-based features are extracted by filtering the EEG signals using the learned spatial filters and by computing the variance (or bandpower) of the resulting signals. In further improving this process, a suitable extension of the CSP algorithm using filter banks has been also proposed in [9].

Another important issue in MI BCI is how to design a sophisticated classification scheme that is able to provide good generalization ability for accurate classification. Linear Discriminant Analysis (LDA) is a widely used classifier in BCI research due to its simplicity and its efficiency in discriminating MI tasks [7]. LDA generally provides good performance under the hypothesis that the sample covariance matrices are similar between different classes. However, this might not always be the case for the classification of MI tasks due to the potential of severe noise interference. As a consequence, the overfitting problem is likely to occur, resulting in poor classification performance.

To overcome this issue, an increasing number of classification algorithms using regularization techniques have been employed for the classification of MI tasks in the past decade. One of the most prominent representatives of this category are the Support Vector Machines (SVMs), which adopt a soft margin regularization to achieve good generalization ability. In conjunction with CSP features, SVM provides state-of-the-art performance for MI tasks classification [7], [10], [11]. However, apart from the algorithms using regularization techniques, algorithms based on a bayesian version of LDA (BLDA) have been also proposed [12]. The use of a prior distribution that is inherent in these approaches helps them to avoid overfitting and provide an algorithm with sufficient generalization abilities. Under various circumstances these algorithms have shown better performance than LDA or SVM [12]. Finally, while BLDA variants predict the label of a test trial using a sparse linear combination of its features, the Sparse Representation Classification (SRC) scheme [13], [14] expresses the test trial as a sparse linear combination of the training trials, and its label is determined in terms of the minimum residual norm [13], [14].

A significant challenge in MI BCI research is to design pattern recognition systems that provide accurate performance in various operational conditions. For instance, when the amount of training data items is small, both the feature extraction, e.g., the learning of CSP transformation matrix, and the classifier are not reliable. To attack the above limitation, approaches based on regularization [6], semi-supervised learning [15], session-to-session transfer [6] and subject-to-subject transfer [16] are proposed. All these approaches aim at augmenting the available information for a particular subject by using information from other subjects or other sessions of this particular subject. Similarly, in addition to the limited amount of training trials the performance of the system can be affected by various operational conditions related to the time duration of the trials, the type of CSP filter, as well as the type of imaginary task [8], [17]. Hence, our goal in this work is to use a sparse representation scheme for designing an MI task classifier that can be robust to the aforementioned variations.

Under the sparse representation classification scheme, we represent a test signal as a sparse linear combination of the training trials. However, sparseness alone could be misleading in cases where other additional structures are present in the data. Hence, to increase the classifier’s performance further constraints must be incorporated into the model. These constraints can take different forms. One particular form that rises naturally in classification problems is that of a group. In BCI applications a group can be defined with respect to the user [16] or with respect to the class [18]. However, both aforementioned approaches utilize the grouping structure by treating carefully the prior distribution over weights without being concerned about their posterior distribution.

In this work, we present a robust SRC scheme to discriminate the MI tasks in a BCI application under various operational conditions. More specifically, we propose a new Group-based Sparse Representation Scheme by imposing the group structure on the posterior distribution of weights through its factorization in the Variational Bayesian Framework. This is achieved by using a particular approximation of the posterior distribution that takes into account the grouping structure of the data. By imposing grouping constraints on the posterior and sparse constraints on the prior the proposed algorithm is able to select the most important training trials to represent a test trial by taking into account both properties, grouping and sparseness.

The rest of the manuscript is organized as follows. In Section II we review existing SRC approaches and describe how the new SRC scheme differs by defining groups based on a specific factorization of the posterior distribution. Also, in this section we discuss why the CSP algorithm is crucial to our SRC scheme. After that, in Section III we provide information about the EEG datasets that were used in this work to evaluate our method against several competing methods in the literature. Finally, in Section IV we discuss various issues related to the robustness of our work under various operational conditions, while our conclusions and future directions are presented in Section V.

II. METHODOLOGY

A. BASIC SRC SCHEME

Let \( C \) be the number of classes and \( p_c \) be the number of training EEG trials of class \( c \). The \( i \)-th trial from class \( c \) is represented by a feature vector, \( \mathbf{f}_i \in \mathbb{R}^{q} \), \( i = 1, \ldots , p_c \). Stacking all feature vectors from the same class into a matrix we obtain a class specific model:

\[
\mathbf{X}_c = [\mathbf{f}_1, \mathbf{f}_2, \ldots , \mathbf{f}_{p_c}] \in \mathbb{R}^{q \times p_c}
\]  

(1)

Given sufficient training EEG trials for class \( c \), a test EEG trial \( \mathbf{y} \in \mathbb{R}^{q} \) of the same class will approximately lie in the
linear subspace spanning from the training trials:
\[ y = X_c \alpha_c \]  
where \( \alpha_c \in \mathbb{R}^p \) is a coefficient vector describing the participation of each training trial to the procedure. Initially, we do not know the class of the test trial \( y \) hence we represent it as a linear combination of training samples from all classes:
\[ y = Xw \]  
where \( X = [X_1 \ X_2 \cdots \ X_C] \in \mathbb{R}^{q \times m} \) is a matrix containing all training EEG trials from all classes, \( m = \sum_{c=1}^{C} p_c \) is the number of training EEG trials, and \( w \) is the coefficient vector whose entries are zero except those of class \( c \), \( w = [0, \ldots, 0, \alpha_c^T, 0, \ldots, 0]^T \in \mathbb{R}^m \).

In the case where \( q < m \) the system of equations \( y = Xw \) is underdetermined and to obtain a feasible solution we need to place some constraints. A natural approach is to choose constraints based on the \( \ell_2 \)-norm, however, this approach does not take into account the structure of our data where most of the coefficients are expected to be zero (in a two classes example 50% of coefficients are expected to be zero). Hence seeking a sparse solution describes better the desired one. This solution can be obtained by the following \( \ell_1 \)-minimization problem:
\[ \hat{w} = \arg \max \|w\|_1 \text{ subject to } Xw = y \]  
At this point we will not argue about the choice of \( \ell_1 \)-norm versus \( \ell_0 \)-norm, more information on this subject can be found in more specialized documents [19], [20]. It is suffice to say that under some circumstances the two solutions coincide [19]. Until now, we assumed that Eq. (3) holds exactly, however, in real cases the EEG trials are noisy, hence, a more accurate model must take into account this noise. Now, the model describing the relation between the test EEG trial and the training EEG trials is given by:
\[ y = Xw + e \]  
where \( e \in \mathbb{R}^q \) is the noise term with bound energy \( \|e\|_2 \leq \epsilon \). Also, the \( \ell_1 \)-minimization problem is transformed to:
\[ \hat{w} = \arg \max \|w\|_1 \text{ subject to } \|Xw - y\|_2 \leq \epsilon \]  
which can be written, with the help of the \( \ell_1 \)-regularized formulation [19], [21], as:
\[ \hat{w} = \arg \min_w \|y - Xw\|_2^2 + \rho \|w\|_1 \]  

Until now we have discussed how a test trial can be described as a linear combination of training trials. In the following we will discuss how we could use this linear combination to provide a classification rule. In an ideal scenario, the solution \( \hat{w} \) should have non zero coefficients in indices that correspond to training trials that belong to the same class with the test trial. However, this is not the case since EEG is a very noisy and non-stationary signal, thus non-zero coefficients could appear on the indices of other classes. In the literature different approaches have been proposed on how to deal with this [13], [14]. In our study we adopt the approach based on residuals [13]. More specifically, if we let \( \delta_c(\cdot) : \mathbb{R}^m \to \mathbb{R}^m \) to be a function that selects the coefficients associated with the class \( c \), while zeroing all irrelevant coefficients, then we can calculate the residuals for each class as:
\[ r_c(y) = \|y - X\delta_c(\hat{w})\|_2, c = 1, \ldots, C \]  
The class for the given test trial is found by taking the minimum of the residuals \( \text{class}(y) = \arg \min_c \{r_c(y)\} \). The overall algorithm is described in Algorithm 1.

We can see that the algorithm contains two basic steps. The first step is related to the minimization problem, while the second step is related to the calculation of residuals. In our study we focus on the minimization problem. A classical approach to solve the above \( \ell_1 \)-minimization problem is the Basis Pursuit (BP) algorithm [19]. However, in Compressive Sensing (CS) literature we can found many other solvers, that presents better performance than BP [22]–[24] and they also take into account various other properties of the data such as group sparsity [22], [24], [25]. It is our intention in this work to explore other possibilities for the sparse representation of a given test trial.

In [26] it was argued that it is not only the sparse representation that enhances the accuracy of Face Recognition but also the collaborative representation of a testing sample (face image in this case) with samples from all classes (i.e. the matrix \( X \) contains samples from all classes). To prove their claims, the authors replaced the \( \ell_1 \) norm of the SRC algorithm with the \( \ell_2 \) norm proposing a new algorithm called Collaborative Representation Classification scheme. Also, they observed that the norm of coefficients \( \|w\|_2 \) can also bring some discriminative information to the classification, hence, they normalized the residuals with this norm. The overall algorithm is provided in Algorithm 2. Results have shown that the collaborative representation of a testing sample play a significant role to the performance of the classifier.

Algorithm 1 Basic Sparse Representation Classification Scheme [13], [14]

**Input:** Training samples, \( X \), and one test sample, \( y \)

1. Solve the minimization problem:
\[ \hat{w} = \arg \min_w \|y - X\hat{w}\|_2^2 + \rho \|w\|_1 \]
2. Calculate the residuals:
\[ r_c(y) = \|y - X\delta_c(\hat{w})\|_2, c = 1, \cdots, C \]

**Output:** \( \text{class}(y) = \arg \min_c \{r_c(y)\} \)

B. GROUP-BASED SRC SCHEME

Both reported algorithms, SRC and CRC, have shown their efficiency in the problem of face recognition. Also, SRC has shown state-of-the-art performance in MI BCI applications [14]. In our work we propose a new representation scheme of MI tasks where a testing EEG trial is represented as a sparse representation of training EEG trials by utilizing the grouping structures of the EEG data. Our intention is to
Algorithm 2 Collaborative Representation Classification Scheme [26]

Input: Training samples, $X$, and one test sample, $y$
1. Solve the minimization problem:
   \[
   \hat{w} = \arg \min_{w} \{ \| y - Xw \|_2^2 + \rho \| w \|_2 \}
   \]
2. Calculate the residuals:
   \[
   r_c(y) = \| y - X\delta_c(\hat{w}) \|_2, \quad c = 1, \ldots, C
   \]
Output: class($y$) = arg min$_c \{ r_c(y) \}$

use both representations, SRC and CRC, by adopting a group structure to represent a testing EEG trial. The group sparsity minimization problem is described by:

\[
\hat{w} = \arg \min_{w} \{ \| y - Xw \|_2^2 + \rho \| w \|_2 \}
\]

where $\| w \|_2 = \sum_{g=1}^{G} \| w_g \|_2$ and $w_g$ are the coefficients of the $g$-th group. To solve the above problem we adopt the method presented in [24]. This method has been proposed to examine the group structure in CS problems and it has shown superior performance compared to similar approaches such as the BP algorithm, see [24]. A short description of group-sparse representation classification scheme is provided in Algorithm 3.

Algorithm 3 Group Sparse Representation Classification scheme [18]

Input: Training samples, $X$, and one test sample, $y$
1. Define groups of training trials, $X$ using class labels
2. Solve the minimization problem:
   \[
   \hat{w} = \arg \min_{w} \{ \| y - Xw \|_2^2 + \rho \| w \|_2 \}
   \]
3. Calculate the residuals:
   \[
   r_c(y) = \| y - X\delta_c(\hat{w}) \|_2, \quad c = 1, \ldots, C
   \]
Output: class($y$) = arg min$_c \{ r_c(y) \}$

The above group-based algorithm has been proposed in [18], where the groups were defined using the class labels or by performing a clustering procedure to define the groups. If we consider the above algorithm under the Bayesian framework, we can see that the restrictions are placed a priori on the coefficient vector $w$, through the prior distribution. However, careful usage of the Variational Bayesian framework will allow us to also use restrictions over $w$ by exploiting the posterior distribution.

C. SPARSE REPRESENTATION CLASSIFICATION USING A POSTERIORI GROUPING STRUCTURE

In general, prior distributions, besides incorporating prior knowledge into our problem, introduces four significant properties into the model: 1) Avoid overfitting since they restrict parameters to fit completely into the data, 2) Provide generalization capabilities due to the suppressness of overfitting, 3) Avoiding numerical instabilities (or model inaccuracies) by placing constraints onto the likelihood, 4) Specific priors, such as sparse priors, favor simpler models to explain the data (Occam’s razor).

In our study we adopt sparse priors since we seek sparse representations of EEG trials in order to perform the classification. A useful sparse prior is based on the combination of Normal and Gamma distributions using a hierarchical modeling approach [27], [28]. In our study we use this hierarchical prior but we also add additional parameters to the overall prior. Specific choices of these parameters could produce sparser solutions than the classical case. More specifically, the prior distribution of weights is given by:

\[
p(w|a; \lambda) = \prod_{i=1}^{m} N(w_i|0, a_i^{-1}\lambda_i^{-1})
\]

where $N$ is the symbol for Normal (or Gaussian) distribution. Each parameter $a_i$, which controls the prior distribution of the parameters $w$, follows a Gamma distribution, so the overall prior over all $a_i$ is a product of Gamma distributions given by: $p(a) = \prod_{i=1}^{m} Gamma(a_i; b_i, c_i)$. Where $b_i$ and $c_i$ is the scale and shape of the Gamma distribution [29], respectively. Furthermore, parameters $\lambda_i$ are assumed known and deterministic quantities at this point.

The overall precision (inverse variance) $\beta$ of the noise follows a Gamma distribution: $p(\beta) = Gamma(\beta; b_n, c_n)$, where $b_n$ and $c_n$ is the scale and shape of the Gamma distribution [29], respectively. The usage of Gamma distribution is twofold: first, this distribution is conjugate to the Gaussian distribution, which helps us in the derivation of closed form solutions, and second, it places positivity constraints on the noise precision $\beta$ and the parameters $a_i$.

So, the overall prior over model parameters $\{w, a, \beta\}$ is given by:

\[
p(w, a, \beta; \lambda) = p(w|a; \lambda) \prod_{i=1}^{m} p(a_i)p(\beta).\]

The observation model is given from Eq. (5), hence, the likelihood of the data is given by:

\[
\begin{align*}
p(y|w, \beta; \lambda) &= \frac{\beta^{\frac{N}{2}}}{(2\pi)^{\frac{N}{2}}} \cdot \exp \left\{-\frac{\beta}{2} (y - Xw)^T (y - Xw)\right\}
\end{align*}
\]

We can observe that the true posterior $p(w, a, \beta|y; \lambda)$ is not analytically tractable, hence an approximated approach must be utilized in order to find this posterior. In our analysis we adopt the Variational Bayesian (VB) Methodology [29]. In order to apply the VB methodology we need to define an approximate posterior based on one factorization over the parameters $\{w, a, \beta\}$. The factorization of posterior serves two goals: first it will provide us with closed form solutions and second it gives us the ability to place additional constraints over coefficients $w$. A widely used factorization is given by:

\[
q(w, a, \beta; \lambda) = q(w; \lambda) \prod_{i=1}^{m} q(a_i)q(\beta).
\]

Notice that the above factorization makes the coefficients dependent a posteriori. In our approach we choose a different factorization in order to utilize the (assumed) grouping structure of $w$. We assume that coefficients are independent a posteriori when they belong to different group/classes and dependent when they belong to the same group/class.

\[
q(w, a, \beta; \lambda) = \prod_{c=1}^{C} q(w_c; \lambda) \times \prod_{i=1}^{m} q(a_i)q(\beta).
\]

This factorization gives us the ability to use under the same algorithm two important
properties: sparsity and grouping structure. Note here that under this factorization we do not make any assumptions about sparsity between groups similar to [22], [24]. Also, this decomposition does not treat groups in a totally separate fashion, since, the noise is common to all groups/classes.

Applying the VB methodology, and taking into account the above factorization, the following posteriors are obtained:

\[ q(w_c) = \mathcal{N}(\hat{w}_c, C_c), \quad c = 1, \ldots, C \]  
\[ q(\beta) = \text{Gamma}(\beta; b', c'), \]  
\[ q(a) = \prod_{i=1}^m \text{Gamma}(a_i; b'_a, c'_a). \]  

The moments of each distribution are calculated by applying iteratively the following equations until convergence:

\[ z_c = y - \sum_{j=1, j\neq c}^C X_j w_j, \quad c = 1, \ldots, C \]  
\[ C_c^{(k+1)} = (\beta_c^{(k)} X_c^T X_c + \Lambda_c^{(k+1)})^{-1}, \quad c = 1, \ldots, C \]  
\[ w_c = C_c^{(k+1)} \beta_c^{(k)} z_c, \quad c = 1, \ldots, C \]  
\[ w^{(k+1)} = [w_1^T, w_2^T, \ldots, w_C^T]^T \]  
\[ C_w^{(k+1)} = \begin{pmatrix} C_1^{(k+1)} & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & C_C^{(k+1)} \end{pmatrix} \]  
\[ \frac{1}{b_{a_i}^{(k+1)y}} = \frac{1}{2}((w_i^{(k+1)})^2 + C_w^{(k+1)}(i, i)) + \frac{1}{b_{a_i}}, \]  
\[ c_{a_i}^{(k+1)'} = \frac{1}{2} + c_{a_i}, \]  
\[ d_i^{(k+1)} = \frac{1}{2} + d_i, \]  
\[ \frac{1}{b_{\beta}^{(k+1)y}} = \frac{1}{2} \left( y - X w^{(k+1)} \right)^T (y - X w^{(k+1)}) \]  
\[ + tr(X^T X C_w^{(k+1)}) + \frac{1}{b_{\beta}}, \]  
\[ c_{\beta}^{(k+1)'} = \frac{N}{2} + c_{\beta}, \]  
\[ \beta^{(k+1)} = \frac{1}{2} \left( c_{\beta}^{(k+1)'} + d_i \right). \]

In the above equations the matrix \( \Lambda_c^{(k+1)} \) is a diagonal matrix with \([\hat{\lambda}_c^{(k)} \cdot \lambda_c^{(k+1)}]_c \) in its main diagonal, where \([ \cdots ]_c \) is a selection operator that selects elements of the vector belonging to class \( c \). The Eqs. (13) - (23) are applied iteratively until convergence. For \( \lambda_c^{(k+1)} \) we follow the considerations of [30] and we set them to \( \frac{1}{\| w_i^{(k+1)} \|} \). This assignment of values in parameters \( \lambda_i^{(k+1)} \) provides us with sparser solutions than the classical case (i.e., \( \lambda_i^{(k+1)} = 1 \)) [24]. The proposed algorithm (called cspSRC2) can be considered as a variant of Algorithm 1, since it solves the minimization problem of Algorithm 1 using more sophisticated constraints over the weights \( w \). We say that it is a variant of Algorithm 1 due to the fact that these two algorithms use the same sparse prior over weights. Their differences are related on how they treat the approximate posterior over weights.

\section*{D. Construction of Dictionary in MI Case and Representation of EEG Trials}

In the previous sections, we generally used the term “training EEG trials” without defining it explicitly. In this section we will describe how to extract features for the EEG trials and what represent in our case the training EEG trials. In MI BCI literature, a significant family of features are CSP features [6], [8]. In the following paragraphs we will describe the CSP features extraction method and we will show its connection with CS.

In MI BCIs, for each class we collect a number of multichannel EEG trials. Let us assume that \( S = \{ X_1, X_2, \ldots, X_N \} \) is a set containing the multichannel EEG trials where each \( X_i \), \( i \in \{1..N\} \) is a matrix of size \( M \times P \) containing the samples from one EEG trial, with \( M \) being the number of channels, \( P \) the number of time samples and \( N \) the number of trials. In our analysis, we construct one feature vector for each EEG trial.

The CSP algorithm performs a decomposition of the signal through the matrix \( Z \), which contains the spatial filters. More specifically, this algorithm transforms the EEG signal from the original into a new domain which is occupied by the new channels,

\[ X_i^{(CSP)} = Z_i \lambda_i, \]

where \( X_i^{(CSP)} \in \mathbb{R}^{2Q \times P} \) is the decomposed "new" EEG trial and \( Z \in \mathbb{R}^{2Q \times M} \) is the matrix with the spatial filters \( x_i \), \( i = 1, \ldots, 2Q \), and \( Q \) is the number of pairs of spatial filters. The spatial filters are obtained by maximizing (or extremizing) the following function [6]:

\[ J(z) = z^T C_1 z \]

where \( C_i \) is the covariance matrix of \( i \)-th class. The above maximization problem is equal to maximizing \( z^T C_1 z \) subject to the constraints \( z^T C_2 z = 1 \). The last problem is equivalent to the generalized eigenvalue problem \( C_1 z = \lambda C_2 z \). So, the spatial filters \( x_i \) are the generalized eigenvectors of the above problem. The matrix \( Z \) is constructed by selecting the \( Q \) pairs of eigenvectors corresponding to the largest and smallest eigenvalues respectively. It is worth to note here that in most cases after the application of the CSP algorithm for spatial filtering an additional step is performed in order to extract CSP-related features [6]. Once the spatial filters \( x_i \) are obtained, CSP feature extraction consists in filtering the EEG signals using the \( x_i \) and then computing the resulting signals variance on each “new” channel. Hence, a feature vector \( f = [f_1, f_2, \ldots, f_{2Q}] \) is constructed as:

\[ f_j = \log(\text{var}(X_j^{(CSP)}(j,:))), j = 1, \ldots, 2Q. \]

In order to exploit the full benefits of CSP algorithm we need to acquire precise estimates of covariance matrices. However, this is a difficult procedure since the desired EEG
signals are contaminated with noise. Furthermore, the number of EEG trials could be inadequate to provide us a valuable empirical estimate of the covariance. In order to avoid the above problems, regularization approaches are incorporated into the CSP algorithm. The regularization can be performed with respect to the estimation of covariance matrices $C_i$ or with respect to the objective function $J(z)$. In the first case, the covariance estimates can be obtained as: $C_i = (1-\gamma)C_e^i + \gamma C_p^i$ where $C_e^i$ is the initial empirical covariance matrix, $C_p^i$ is a generic prior covariance and $\gamma$ a user defined regularization parameter. In the second case of regularized CSP, the objective function is modified by adding regularization terms in order to penalize the original solutions. More specifically, the general form of the modified objective function is given by:

$$J(z) = z^T C_1 z + w^T C_2 z + P(z),$$

where $P(z)$ is the penalty function. More information on regularized CSP could be found in [31].

When the CSP algorithm is used it is common practice to choose up to three pairs of CSP spatial filters [6], corresponding to the three largest and smallest eigenvalues. Hence, the CSP algorithm could be also seen from a dimensionality reduction perspective. In many cases, the CSP spatial filtering algorithm is applied in conjunction with a filter bank [9]. First, the multichannel EEG trials are bandpass filtered into multiple bands using a filter bank, and then, spatial filtering is performed on each of these bands using the CSP algorithm. The CSP-based features of the previous procedure are called FBCSP features.

In our study, each training EEG trial is represented by a feature vector $f_i$ containing the CSP features. Furthermore, the dictionary matrix contains feature vectors from two classes. More specifically, the $N_L$ feature vectors corresponding to the imagination of left hand are collected to the matrix:

$$X_L = [f_{L1}, f_{L2}, \ldots, f_{LN_L}] \in \mathbb{R}^{q \times N_L}$$

while those of right hand to the matrix:

$$X_R = [f_{R1}, f_{R2}, \ldots, f_{RN_R}] \in \mathbb{R}^{q \times N_R}.$$ Finally, our dictionary is constructed by concatenating the two matrices:

$$X = [X_L, X_R] \in \mathbb{R}^{q \times m}.$$ Also, we have the same number of trials of each class hence it holds that $N_L = N_R$ and $m = 2 \times N_L$. In addition, $q = N_F \times (2 \times N_{CSP})$, where $N_F$ is the number of band-pass filters and $N_{CSP}$ the number of pairs of spatial filters.

Current assumptions in the field of CS impose that the dictionary (or measurement matrix in CS field) matrix must have uncorrelated columns. A more formal definition of this is given by the coherence of the dictionary $X$ [19]:

$$\mu(X) = \max_{j<k} \frac{|<X_j, X_k>|}{\|X_j\|_2 \|X_k\|_2} \quad (26)$$

where $X_j, X_k$ denotes columns of the dictionary. When $\mu$ is small we say that a dictionary is incoherent. Clearly, the above property cannot be defined explicitly in MI dictionary since columns belonging to the same class tend to be coherent. However, in MI BCI applications we are not interested in mutual incoherence between all columns of the dictionary. We are interested in incoherence between columns belonging to different classes since this property will make easier the classification. As shown in [14] the use of the CSP filtering algorithm push the dictionary, constructed by using FBCSP features, into this direction. Hence, the particular dictionary $X$ possess partially the property of incoherence. Closing this section, we present in Fig. 1 the general diagram on how we
combine the classification algorithms and the CSP filters in order to analyze the EEG trials. Additionally, in Table 1 we provide a summarization of all symbols used in our algorithm as well as their meanings.

III. RESULTS - EXPERIMENTS

A. MI EEG DATASETS

1) GRAZ DATASET B

In our analysis we have used a well known motor Imagery EEG dataset, the BCI competition IV dataset 2b [32]. This dataset consists of EEG data from 9 subjects. For each subject 5 sessions are provided, whereby the first two sessions contain training data without feedback, and the last three sessions were recorded with feedback. Each session consists of six runs, and each run contains 20 trials, 10 trials for each class. Three bipolar recordings (C3, Cz, and C4) were recorded with a sampling frequency of 250 Hz. They were bandpass-filtered between 0.5 Hz and 100 Hz, and a notch filter at 50 Hz was enabled. The placement of the three bipolar recordings (large or small distances, more anterior or posterior) was slightly different for each subject. The electrode position Fz served as the EEG ground. Further information on this dataset can be acquired in [32]. This dataset consisted of two classes, namely the motor imagery of left hand (class 1) and right hand (class 2).

2) MKLab MI DATASET

This data set consists of EEG signals from 10 subjects acquired with the EbNeuro cap (64 channels based on the 10-10 international EEG system with a sampling frequency of 256 Hz). The subjects were sitting in an armchair, watching at the screen monitor placed approximately 0.6m away at eye level. For each subject two sessions were recorded, where the first session contains training data without feedback, and the second session was recorded with feedback. Each session consists of four runs, and each run contains 20 trials, 10 trials for each class. In order to acquire the EEG data the OpenVIBE platform [33] was adopted using the built in scenario of hand motor imagery based BCI. Finally, also, this dataset consisted of two classes, the motor imagery of left hand (class 1) and right hand (class 2).

B. EVALUATION PROTOCOL

For the extraction of EEG features in Graz Dataset B, we have used an approach similar to [9]. More specifically, EEG data from C3, Cz and C4 have been extracted from 3.5 sec to 5.5 sec after the beginning of each MI trial and then a band - pass filter between 8 to 40 Hz has been applied. Following, the EEG data were decomposed into multiple frequency pass bands by using a filter bank with bands: 8-12 Hz, 10-14 Hz, 12-16Hz, ..., 36-40Hz, a total of 15 bands. Then, in each frequency band we apply the Common Spatial Filters algorithm to extract the CSP features [6]. By selecting the pair of CSP components corresponding to the maximum and minimum eigenvalues, we end-up with 30 features for each trial. Finally, these features are fed into the classifier.

For the extraction of EEG features in MKLab Dataset, we have used an approach similar to the above by taking into account the difference between the two datasets, for example the number of channels in motor cortex. More specifically, EEG data from channels: FC5, FC3, FC1, FC2, FC4, FC6, C5, C3, C1, C2, C4, C6, CP5, CP3, CP1, CP2, CP4, CP6 have been extracted from 3.5 sec to 5.5 sec after the beginning of each MI trial. After that, a band - pass filter between 8 to 40 Hz has been applied. Following, the EEG data were decomposed into multiple frequency pass bands by using a filter bank with bands: 8-12 Hz, 10-14 Hz, 12-16Hz,..., 36-40Hz, a total of 15 bands. Then, in each frequency band we apply the Common Spatial Filters algorithm to extract the CSP features. By selecting 1 pair of CSP components corresponding to the maximum and minimum eigenvalues, we end-up with 30 features for each trial.
TABLE 2. Classification accuracy (%) on Graz dataset using classical CSP features.

|    | LDA | SVM | SRC | clsSRC [18] | cstSRC [18] | SGRM [16] | clsSRC2 |
|----|-----|-----|-----|-------------|-------------|-----------|---------|
| 1  | 71.56 | 74.09 | 65.00 | 73.12 | 70.31 | 76.30 | 71.88 |
| 2  | 57.14 | 55.36 | 51.43 | 57.50 | 55.00 | 56.00 | 59.64 |
| 3  | 56.25 | 55.94 | 51.56 | 55.94 | 60.00 | 49.20 | 57.19 |
| 4  | 95.31 | 94.69 | 86.56 | 96.56 | 95.94 | 98.20 | 95.63 |
| 5  | 90.94 | 90.00 | 76.88 | 91.87 | 90.31 | 91.10 | 92.50 |
| 6  | 80.94 | 82.50 | 70.63 | 83.13 | 81.56 | 74.80 | 82.50 |
| 7  | 74.69 | 77.19 | 69.37 | 73.75 | 75.94 | 88.30 | 73.75 |
| 8  | 91.87 | 88.75 | 72.81 | 90.94 | 90.00 | 85.40 | 90.00 |
| 9  | 86.25 | 85.94 | 72.50 | 85.31 | 83.13 | 84.90 | 85.94 |
| Average | 78.32 | 78.34 | 68.52 | 78.68 | 78.02 | 78.78 | 78.20 |

We have compared the proposed approach (clsSRC2) with LDA, SVM, basic SRC scheme and the Group Sparse Representation Classification where the groups are defined in terms: of class labels (clsSRC) [18], of clusters (cstSRC) [18] and of subjects (SGRM) [16]. LDA and SVM are widely used methods in MI BCI applications and they can be considered as baseline methods with respect to the application domain. The Basic SRC scheme has limited usage in MI BCI applications, however, it has been extensively used in face recognition applications and it can be considered as the baseline approach with respect to sparse representation algorithms. The clsSRC method is an extension of the basic SRC scheme taking into account the grouping structure stemming from the class labels of the training EEG trials. The cstSRC method is, also, an extension of the basic SRC scheme, but now, the grouping structure is defined in terms of clusters. More specifically, the groups are created by performing a clustering procedure (using k-means algorithm) in the training data, while the number of clusters are defined by using the Bayesian Information Criterion (BIC). Note here, that groups could contain trials belonging to different classes, in contrast to the clsSRC algorithm, where each group is created by using trials belonging to the same class. Finally, the SGRM method defines the grouping structure with respect to the available subjects on the dataset.

In order to check the effectiveness of the above classifiers we adopt a variety of operational conditions with respect to the training procedure, to the EEG dataset, to the number of training trials and to the learning method of CSP-related features. To validate the classifiers the classical train-test scenario have been used. More specifically, for the GrazB dataset the first three sessions are used for training while the remaining two sessions are used to validate the classifiers/models. For the MKLab dataset, the first session has been used to train the classifiers while the second session has been used for the validation procedure. Note here, that the number of training (and testing) EEG trials between the two datasets is different. Carrying a considerably higher amount of trials the GrazB dataset has been preferred over the MKLab dataset, to validate the effectiveness of the classifiers using a varying number of training trials and a varying duration of the EEG trials. Finally, we examine the behaviour of classifiers with respect to the nature of CSP-related features. In our approach we use two methods to extract the CSP features. In the first approach the related covariance matrices are calculated using the sample covariance matrices. We call the CSP features extracted with the above method classical CSP features. In the second approach the covariance matrix of each class is calculated by adopting a shrinking procedure using Ledoit and Wolf method [6], and, the extracted CSP features are called regularized CSP (RCSP) features.

C. RESULTS
1) TYPE OF CSP FILTERS
In this series of experiments we examine the behaviour of examined algorithms with respect to the family of CSP filters, and hence, CSP features. Two cases have been studied: the Classical CSP features and the Regularized CSP features.

a: CLASSICAL CSP FEATURES
In Table 2 we see the obtained results for each classifiers and for each subject for the Graz dataset. We can see that the best performance is obtained for the clsSRC2 method, even if the difference from clsSRC, cstSRC, SGRM, SVM and LDA is small. However, at this point it is worth to see the difference in accuracy between the five sparse-based representation schemes (ie. SRC, clsSRC, cstSRC, clsSRC2, SGRM). On this dataset we see that the SRC scheme has the worst performance of all methods. Hence, it is necessary to include further constraints into this model in order to obtain a performance similar to LDA and SVM. By using information about the grouping structure of the EEG trials we can obtain accuracy similar to that of SVM and LDA as revealed by the group - based methods (clsSRC, cstSRC, clsSRC2, SGRM). On this dataset we see that the SRC scheme has the worst performance of all methods. Hence, it is necessary to include further constraints into this model in order to obtain a performance similar to LDA and SVM. By using information about the grouping structure of the EEG trials we can obtain accuracy similar to that of SVM and LDA as revealed by the group - based methods (clsSRC, cstSRC, clsSRC2, SGRM) since sparsity along it is not enough to obtain a competitive model. Further information must be incorporated into the model. Also, we can see that the clsSRC2 method presents slightly better performance than the rest group - based methods. Furthermore, we test all methods in another MI BCI dataset. In Table 3 we provide the accuracy of all classifiers for the MKLab dataset. Again the clsSRC2 method provides the best performance. However, in this case, the difference from the other approaches is considerable (ranging from 6% to 3%).

b: REGULARIZED CSP FEATURES
In the second series of experiments, we performed similar experiments to that of previous section but we have used regularized CSP features. In Tables 4 and 5 we provide the
obtained results in the two datasets. In the case where the GrazB dataset is used the results are similar to those of using classical CSP features. This is expected to some degree since the number of training trials is much larger than the number of features, and the averaging procedure involved during the calculation of the covariance matrices removes considerable part of the noise. However, the situation is different when we use the MKLab dataset. In this case we see that the use of regularized CSP features increases the performance of all classifiers except cstSRC. Concluding these series of experiments, we see that the proposed method (clsSRC2) achieves better results than other SRC-based schemes and presents the most stable behaviour under various circumstances.

2) HOW THE NUMBER OF TRAINING TRIALS AFFECTS THE ALGORITHMS?

In this series of experiments we examine the behaviour of classifiers with respect to the number of training trials. In this experiment the GrazB dataset is used due to its extensive use in the literature and the adequate number of trials. Also, the regularized CSP features were used. Furthermore, we have excluded the cstSRC method from the subsequent analysis due to its limited performance in this kind of features. The obtained results are provided in Fig. 2. Furthermore, statistical analysis, using paired-wise t-tests, was used to investigate the statistical significance of the difference in accuracy between the compared methods. We can observe that the clsSRC2 method presents the best performance compared to other approaches when we have at our disposal a small training EEG dataset. An interesting observation is that the clsSRC2 does not only outperform all other methods when using a small training dataset but exhibit also the smallest decrease in performance compared to the case where the full training dataset is used (see Table 4). Furthermore, the observed differences between the clsSRC2 and other methods are statistically significant for small number of trials (<200), except from the case of 40 trials and against the clsSRC method (see Table 6).

3) DURATION OF EEG TRIALS

In this Section, we perform experiments with respect to the time duration of EEG trials, using the regularized CSP features from the GrazB dataset. Also, we have excluded the cstSRC method from the analysis due to its limited performance in this kind of features. The average accuracies over all subjects for various time durations of EEG trials are provided in Fig. 3. In addition, statistical analysis, using paired-wise t-tests, was used to investigate the statistical significance
of accuracy difference between the compared methods. We can see that all methods need a time duration of 2 secs in order to achieve their maximum accuracy. However, we can observe that for smaller time durations the clsSRC2 method consistently presents the best performance among all methods. More specifically, the clsSRC2 method outperforms all methods when the time duration is smaller than 1.5sec. Furthermore, the clsSRC2 method significantly outperforms the basic SRC scheme in all cases. Additionally, in most cases when the duration is smaller than 1.5sec, the differences between our approach and LDA, SVM and SRC are statistically significant, while, the differences between clsSRC2 and clsSRC are not statistically significant (see Table 7).

IV. DISCUSSION

An important property of the SRC schemes is that for each test sample they adaptively define the structure of the neighbourhood [34]. The number of training trials that are used to describe a test trial could be different for each test trial. This is a very important feature of the algorithm since classical methods such as k-nearest neighbour uses a global fixed parameter to determine the neighbourhoods. The above property gives us the ability not only to weight differently each training trial but to use different number of training trials for describing each test trial.

The clsSRC2 algorithm combines two important properties, grouping structure and sparseness. Each one of these two properties is used in clsSRC and SRC algorithms. More specifically, the SRC algorithm tries to express a test trial as a sparse linear combination of training trials. In this algorithm, sparseness is examined between trials. To further enhance the classification results, clsSRC incorporates into the model a grouping structure on training trials using a group sparse prior where the sparsity is examined between classes. The proposed algorithm (clsSRC2) combines the two properties under the same framework by using sparse prior over weights while at the same time restricts the approximate posterior to have a group structure using the class labels of training trials. As we have seen in our results by incorporating class label information in the SRC-scheme we achieve an overall increase of approximately 10%.

It is worth here to describe how the other methods use the underlying group structure observed in the MI EEG data, from a methodological perspective. In [18] the groups were used to define a group-sparse prior, while the bayesian framework was adopted to find their weights. In [16] the authors use a deterministic model for their SRC-based scheme that incorporates the various properties of the data through deterministic constraints. More specifically, a particular group Lasso - based method was used to estimate the optimal linear representation (or weights). This method has the significant advantage that sparseness is assumed between groups and, also, between weights belonging to the same group. However, a disadvantage of the method is that the model hyperparameters must be defined through a cross-validation procedure. Compared to these works, our proposed scheme differs in the following ways. First, the weights have sparse structure due to priors, second, grouping effects are introduced to the model by using a particular factorization of the posterior distribution, and third, there is no need for a cross-validation procedure to define the model hyperparameters.

We see that when we use the classical case (Section III-C1) to analyze the data all methods present similar performance. However, when we deviate from classical approaches (i.e., smaller number of trials, or different duration of EEG trials) we can observe the difference between the various learning methods involved in the overall procedure. When we use small number of training EEG trials classical approaches such as SVM and LDA deteriorates significantly. Also, the same phenomenon can be observed when the time duration of EEG trials is becoming smaller than 2secs. In all above cases, SRC schemes including additional information to the sparsity (i.e., clsSRC and clsSRC2) have shown more robust behaviour than the basic (or classical) SRC scheme, the LDA and the SVM.

The MKLab MI dataset can be considered a noisy dataset since the users were totally naive to BCI concepts. Furthermore, we haven’t performed any subject-specific hyperparameters selection such as those reported in [17], [32]. Also, this particular dataset consists of the minimal number of required sessions, one session to train the BCI system (calibration step) and one session to train the user (feedback step). Evaluating classifiers in such noisy environments represents a great challenge. The results on this dataset have shown the
usefulness of the proposed method since it outperforms all other methods in two different situations.

In this work we have presented results under different operational conditions where the robustness of clsSRC-based methods with respect to classification accuracy is validated. More specifically, we have used different MI EEG datasets, various number of training EEG trials and various feature extraction approaches. In most cases, the proposed method performed comparably well to SVM and LDA, and consistently better than SRC.

V. CONCLUSION

In this paper, a novel classification algorithm is proposed to classify MI tasks in BCI applications. The algorithm exploits the sparse representation of a test signal with the help of training signals. Besides sparsity, the algorithm exploits the dictionary structure. More specifically, the dictionary is built using CSP features that tend to produce an incoherent dictionary due to its properties. Extensive experiments in two MI EEG datasets, one publicly available and one obtained in our laboratory, have shown the usefulness of the proposed algorithm. More specifically, the comparison of the proposed algorithm with basic SRC, LDA and SVM has shown that the proposed algorithm provides us with superior performance under various operational conditions. In the future, we intend to study how SRC schemes could be modified to develop adaptive classification schemes. These schemes are very useful in BCI applications due to the time varying nature of EEG signal. In addition to the above, it is our intention to study and extend our method in cases relevant to multi-task learning and transfer learning. The above task-based learning strategies will allow us to design efficient general purpose MI BCI systems.
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