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ABSTRACT

We develop a new method to infer the temporal, geometric, and energetic properties of galaxy outflows, by combining stellar spectral modeling to infer starburst ages, and absorption lines to measure velocities. If winds are accelerated with time during a starburst event, then these two measurements enable us to solve for the wind radius, similarly to length scales and the Hubble parameter in Big Bang cosmology. This wind radius is the vital, but hard-to-constrain parameter in wind physics. We demonstrate the method using spectra of 87 starburst galaxies at $z \approx 0.05 - 0.44$, finding that winds accelerate throughout the starburst phase and grow to typical radii of $\approx 1 \text{kpc}$ in $\approx 10 \text{Myr}$. Mass flow rates increase rapidly with time, and the mass-loading factor exceeds unity at about $10 \text{Myr}$ – while still being accelerated, the gas will likely unbind from the local potential and enrich the circumgalactic medium. We model the mechanical energy available from stellar winds and supernovae, and estimate that a negligible amount is accounted for in the cool outflow at early times. However, the energy deposition increases rapidly and $\approx 10\%$ of the budget is accounted for in the cool flow at $10 \text{Myr}$, similar to some recent hydrodynamical simulations. We discuss how this model can be developed, especially for high-redshift galaxies.
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1 INTRODUCTION

It is impossible to overstate the role played by feedback and large-scale winds in galaxy evolution. Winds drive material out from galaxies, regulating the fuel available for star formation. In the same process winds redistribute metals, preferentially removing them from the ISM to circumgalactic and possibly intergalactic media. Many simulations address galaxy winds, and numerous feedback mechanisms can be simulated at scales that well-resolve molecular clouds. However as larger volumes are tackled, more of the physics is re-implemented, and approximated in a computationally tractable ‘sub-grid’ manner (see Somerville & Davé 2015 for a review). For simulations that address large galaxy populations over cosmological volumes, most of the feedback physics is implemented in this way.

Empirical calibration of these recipes is needed, specifically addressing (for example) how the star formation process truly maps onto gas heating and acceleration. This is especially true when considering energy transfer over galaxy scales and how mass, metals, and angular moment are redistributed. A common observational approach, especially for ultraviolet-bright star-forming galaxies, is to perform absorption line spectroscopy along sight-lines to the brightest UV sources. At low redshifts, such studies have demonstrated the empirical scaling of wind properties (e.g. outflow velocities, mass-loading factors; $\eta = M_{\text{out}}/\text{SFR}$) with physical galaxy properties of SFR and stellar mass (e.g. Heckman et al. 2015; Chisholm et al. 2017; Xu et al. 2022).

At some step in any such calculation, all line-of-sight strategies must convert an estimated column density into a number of particles, and therefore a mass. Momentum and energy flow rates then follow directly. This requires an estimate of the surface area over which the wind is operating, which in practice means we need a radius. In the spherically symmetric case with a thin shell, this would be $M_{\text{wind}} = 4\pi r_{\text{wind}}^2 f_{\text{cov}} N_{\text{H}} \mu m_{\text{H}}$, where $r_{\text{wind}}$ is the radius of the wind, $f_{\text{cov}}$ is the covering fraction, $N_{\text{H}}$ is the column density of hydrogen atoms, $m_{\text{H}}$ is the mass of the hydrogen atom, and $\mu$ is the mean molecular weight.

Knowing the position of material along the line of sight ($r_{\text{wind}}$ here) is a well-known difficulty in absorption line spectroscopy, as location is not directly encoded. Various solutions to this have been presented, such as linking wind size to that of the starburst region (e.g. Heckman et al. 2015), deriving a distance from photoionization modeling (e.g. Chisholm et al. 2017), or expressing $r$ in continuity equations to describe an envelope (e.g. Carr et al. 2018). In this Letter we outline a new technique by which the radial distance between the light source and the wind can be estimated. The method relies upon representative samples of galaxies being observed at different evolutionary times throughout the starburst. We describe the sample in Section 2 and the method in Section 3. We present the main results – derivations of the mass flow rates, mass loading factor, and wind energy – in Section 4. In Section 5 we present a brief discussion of how the method can be improved and developed at high-redshifts.

2 SAMPLE

The sample is drawn from a full archive of observations of starburst galaxies observed with the Cosmic Origins Spectrograph (COS; Green et al. 2012) onboard the Hubble Space Telescope (HST). Almost 200 galaxies have been observed since COS was mounted, yielding a diverse sample that has many applications. We maintain...
3 DESCRIPTION OF THE METHODS

Velocities are easy to measure from absorption spectroscopy, when there is enough cool material along the line-of-sight. However, the distance between the emitting sources and absorbing clouds cannot be obtained directly. In this study we rely upon the argument that winds must be launched: either cool material is accelerated by pressure from hot gas or radiation, or can condense out of the hot fluid (e.g. Gronke & Oh 2018). Depending upon the application, however, the exact mechanism may be of varied importance, as in both instances the gas is static ($v_{\text{wind}} = 0$) at $t = 0$ and accelerated over time. If we knew $v_{\text{wind}}$ at time $t$ since the onset of the starburst event, we could integrate with respect to time to obtain the radius, such that $r_{\text{wind}}(t) = \int_0^t v_{\text{wind}}(\tau) d\tau$.

3.1 Stellar modeling and basic properties of the sample

The challenge is to estimate the evolutionary stage of the starburst episode, which we do by modeling the stellar spectra with evolutionary synthesis models. This procedure, as well as a complete description of the sample, will be presented in Hayes et al. (2022, in prep), but the engine has already been used by Sirressi et al. (2022, see also Chisholm et al. 2019 for comparable methods). We adopt Starburst99 (Leitherer et al. 1999, 2014) high resolution ultraviolet and optical models, built with Geneva tracks, and Salaris et al. (1995) IMF to $M_{\text{bol}} = 100 M_{\odot}$. All the COS spectra have been obtained co-spatially with optical spectra from the SDSS, and we fit the full spectral range: restframe wavelengths between $\lambda = 1220 \, \AA$ and $\sim 8000 \, \AA$, with a gap around $\sim 1400 - 3500 \, \AA$. Most importantly we always sample at least one of the P Cygni lines that form in the atmospheres of massive stars ($N \, v.1240 \, \AA$, and sometimes $Si \, v.1155 \, \AA$), the complete UV-to-optical colors, the 4000Å break, and redder wavelengths where the light may be dominated by older, cooler stars. We fit three independent stellar populations (ages $10^5$ to $10^{10}$ yr), masked for interstellar features, and reddened using the Calzetti et al. (2000) attenuation curve.

For every galaxy we recover the age and metallicity of each stellar population. The degeneracy between these two properties is well-known in stellar modeling as individual absorption features reach similar amplitudes at different times as a function of metal abundance (e.g. Worthey 1994). In Figure 1 we show there is good agreement between the stellar and nebular abundances, suggesting that we are able to break this degeneracy reasonably well.

We mainly seek to age-date the starburst event, but this starburst is likely to be hosted in a more evolved galaxy. We therefore compute a ‘burst age’, as the mass-weighted average of stellar generations with ages below 50 Myr. The strong nebular emission lines, and the general absence of broad absorption wings in the Balmer series, suggest that the burst events in our galaxies will not have characteristic ages older than this. This method finds two young populations in almost all cases: one is invariably drawn to ages 2–6 Myr to reproduce the stellar wind features, while a second is more flexible and captures a more evolved starburst. The mass-weighted burst ages range from $\approx 2$ to 20 Myr. The right panel shows the relation between burst age and the Hβ equivalent width (EW), where the anti-correlation is expected. The corresponding theoretical line from Starburst99 is overlaid, calculated for an instantaneous burst with metallicity $Z = 0.008$. The data approximately follow the shape of the theoretical curve, but generally fall below it. The lower observed EWs are a natural consequence of the a more evolved population contributing in the optical continuum, and differing extinctions between nebular light and starlight (e.g. Calzetti et al. 2000). We believe that the modeled evolutionary timescales are reliable enough to usefully characterize ‘starburst ages’.

When we refer to stellar masses we sum the total mass of all populations recovered by the fitting algorithm, including those older than 50 Myr. We show the average total masses ($M_{\text{stell}}$), binned by burst age in Figure 2 (see also Section 3.2), along with commonly derived properties of SFR, and nebular oxygen abundance. Since we are concerned with young starburst events, we compute the SFR from the (dust-corrected) H$\alpha$ luminosity (Kennicutt & Evans 2012). Metallicities are derived from the O3N2 index ($\equiv ([O\,ir]5007/H\beta)/([N\,ii]6584/H\alpha)$) following Marino et al. (2013). Figure 2 shows a hint of a trend between burst age and $M_{\text{stell}}$, SFR, and 12+log(O/H), but the differences are less than 0.5 dex and thus we believe that secondary correlations between outflow velocity and SFR or mass will not strongly impact our analysis.
3.2 Absorption line measurements

There is a natural trade-off in this study. We demand a large sample of galaxies with UV spectra, but we also need high signal/noise ratios in the continuum to measure the absorption lines. This is possible only for the minority of our sample, and we therefore adopt a stacking analysis to more accurately measure the individual features.

We normalize each of the UV spectra by its best-fitting synthetic model (Section 3.1), sort them into four equally-sized bins as a function of starburst age, and stack the spectra in each bin. Figure 3 shows an example of the C II line at 1334 Å. We use the C II line here because it is one of the strongest lines visible in the wavelength coverage of the spectra, not contaminated by airglow emission like the O I λ1302 Å line, and less dust-depleted than silicon. Very similar results, however, are obtained when substituting the Si II λ1260 Å line. Two things are immediately clear from the left-hand panel: as the inferred burst age increases, the absorption lines become both more blueshifted (based upon velocity centroid) and stronger (both in depth and EW). These two quantities of absorption equivalent width and velocity centroid are shown as a function median burst age in the right two panels.

3.3 Wind model

Figure 3 shows that at $t = 1$ Myr, the first moment is almost consistent with zero, and no outflow is detected. At $t = 10$ Myr, however, the first moment has shifted to $\approx 200$ km s$^{-1}$. It is not necessarily a surprise that the first moment shifts to more negative velocities with time: all winds must accelerate over some timeframe and the cool gas may be either driven out by the collective action of stellar winds and supernova feedback, or may condense from a fast-moving hotter fluid. This simple result shows the relation between these feedback sources and the acceleration of gas.

If taken at face value the stacked spectra give us the wind speed as a function of time. Assuming continuity between the subsamples, and that the initial wind radius is small (analogous to the Universe in the Big Bang model) we can integrate velocity with respect to time and obtain the radius of the wind ($r_{\text{wind}}$). This length is critical because it overcomes the main shortcoming of absorption line spectroscopy: the distance between light source and wind can now be constrained (Section 1).

We estimate the column density of gas from the EW of C II at $\lambda = 1334$ Å. Since this line is usually saturated we develop a basic empirical calibration, using the COS observations of James et al. (2014). This sample is smaller than ours (12 independent measurements) but the galaxies are much closer. The UV continuum data are much brighter and the unsaturated triplet of Si II at $\lambda = 1251 - 1259$ Å is measured. We use the Si II column densities derived in James et al. (2014) assuming $f_{\text{esc}}=1$, and measure the C II EWs in the same way as for our main study. A logarithmic regression gives $\log(N_{\text{Si II}}/\text{cm}^{-2}) = 0.48W_{\text{C II}} + 14.73$, with an rms of only 0.14 dex. We use this relation to estimate the Si II column density.

Using a wind surface area of $4\pi r_{\text{wind}}^2$, and assuming the outflow is of equivalent metallicity to the nebular gas (see Figure 2) we derive the total mass in hydrogen and helium. We have also computed the gas column density using the extinction-based method of Calabrò et al. (2022, see also Heckman et al. 2011) and found the two quantities agree to within 60%, except in the very youngest bin where the discrepancy is somewhat larger. We note also that this calculation reduces the wind structure to one where all the absorbing gas is found at radius $r_{\text{wind}}$, whereas in reality winds probably exhibit a more extended, clumpy, multi-phase structure, where cool material may be entrained and mixed (c.f. Schneider et al. 2020). Further discussion of this caveat can be found in Section 5. With the mass and velocity we proceed to compute the wind kinetic energy, which we also contrast with the mechanical energy budget estimated from spectral modeling. With the mass outflow rate we can estimate the mass loading factor, which is important in understanding the feedback efficiency. The focus of this Letter is to present a model by which these quantities can be derived, which we discuss in Section 4.

4 RESULTS – THE DEVELOPMENT OF GALAXY WINDS

The main properties describing the evolution of the winds are shown in Figure 4. We begin by showing the outflow velocity in the upper left panel, for which we illustrate the evolution in the first moment, and velocities corresponding to 80% and 90% residual intensity. The lines are simply polynomial fits that allow us to integrate the curves, and do not contain any physics; this will be the subject of a followup paper. The first moment of the velocity appears to start close to static, and accelerates to almost 200 km s$^{-1}$ in 10 Myr. This acceleration is roughly constant with logarithmic time, implying an increasing acceleration of the wind. The outer edge of the detectable wind is accelerated faster, and the curves for the 80% and 90% absorption indicate that the absorbing material may be ‘stretching’. This observationally-determined result is consistent with the theoretical picture of de la Cruz et al. (2021) who show that the low density material accelerates faster than the high density gas.

The upper central panel shows the evolution of the C II EW, which increases from $\approx 0.2$ Å to 1.5 Å over the same 10 Myr. We fit a polynomial to these EWs, which intersects 0 Å at almost the same age as the velocity ($\sim 10^{6.1}$ yr).

The upper right panel shows the evolution of $r_{\text{wind}}$. These curves are derived by integrating the velocity curves in the upper left figure, from a starting time of $\log(t/\text{yr}) = 6.16$ (when $v_{\text{wind}} = 0$). From here on, we work only with these fitting formulae, as we need higher time resolution than that provided by the four individual bins to evaluate the integrals. These curves show how the wind is blown outward. At times of $\approx 1$ Myr the centroid of the absorption is consistent with the sizes of individual star clusters ($< 10$ pc), but grows rapidly to reach $\approx 1$ kpc after about 10 Myr. The faster moving edge of the wind of course moves further, reaching distances of $\approx 7$ kpc in the same time.
Figure 3. Left shows the normalized and stacked UV spectra, zoomed in around the C ii 1334 Å line. Bins are the same as in Fig 2, and show increasing starburst age, through the sequence blue, green, orange, red. Shaded regions show the 25–75 percentiles and are derived by bootstrap analysis. Right panels show the median absorption equivalent width and the first moment of velocity, derived from the average spectra in the left panel.

Figure 4. The evolution of the wind. Upper left shows the outflow velocity as probed by the first moment, and where the absorption crosses 80% and 90% of the continuum. Each age corresponds to a stack in Figure 3. Lines show the best-fitting functions. Upper centre shows the C ii equivalent width, and a corresponding fit. Upper right shows the wind radius, obtained by integrating the fits in the upper left panel with respect to time. The lower left panel shows the mass in the wind. The lower centre shows the mass-loading factor, defined as \( \frac{M_{\text{wind}}}{\text{SFR}} \), and the equivalent dimensionless property of \( \frac{M_{\text{wind}}}{M_{\text{burst}}} \) divided by the stellar mass formed in the burst. The dotted horizontal line shows the point at which \( \eta \) surpasses unity. The lower right panel shows the kinetic energy in the wind, assuming all gas is moving at the first moment of velocity. The solid black markers show the integrated mechanical energy returned to the ISM by stellar winds and supernova, estimated from the stellar population synthesis modeling. Open squares show the same points scaled down to 10%. Error-bars on the first two panels are purely observational, but on the remaining figures are propagated through the velocity-time integral derived in Section 4. In some panels the data-points are offset in age by 0.01 dex for clarity, but solid circles always show the exact value.

The radius of the wind can be described by the formula

\[
\log(r_{\text{wind}}/\text{kpc}) = ax^\beta + \gamma
\]

where \( x = \log(t) - 6.16 \) and \( t \) is the burst age in years. The radius described by the first moment of absorption can be calculated using \( \{\alpha, \beta, \gamma\} = \{10.0, 0.124, -9.69\} \). We caution readers not to extend this function to times significantly greater than shown.

\* The 80% and 90% of the absorption can be calculated using \( \{\alpha, \beta, \gamma\} = \{24.2, 0.0494, -23.4\} \) and \( \{11.2, 0.112, 10.3\} \), respectively.

With an estimate of the radius we can proceed to make a number of further estimates for the properties of the wind. Firstly we assume that the first moment describes the average velocity, and approximately traces the bulk of the mass. We then adopt the covering fraction of the wind (\( f_{\text{cov}} \)) to be unity. It is not certain that this is the case, and \( f_{\text{cov}} \) may be lower on average, especially at higher velocities. Indeed the absorption lines are very shallow at early times (Figure 3), probably because of incomplete covering. However, at later times residual intensities fall below 50%, suggesting the uncertainties that arise from \( f_{\text{cov}} < 1 \) are unlikely to exceed factors of 2. We estimate the
column density of gas using the method described in Section 3.3, and with the nebular metallicities from Figure 2 we calculate the mass in hydrogen and helium, assuming solar abundance patterns (Asplund et al. 2009).

With the mass in the wind (shown for completeness in the lower left panel) and the dynamical timescale, we calculate the mass outflow rate: \( M_{\text{wind}} \propto \frac{M_{\text{wind}}}{t_{\text{dyn}}} \). When normalized by the SFR (Figure 2) this gives the mass-loading factor (\( \eta \)), simply defined as the dimensionless ratio \( \eta = \frac{M_{\text{wind}}}{\text{SFR}} \). We show the evolution of \( \eta \) (now just using the first moment of velocity, with SFR calculated from H\( \alpha \)) in the lower central panel. We also calculate a similar dimensionless ratio of \( M_{\text{wind}} \) normalized by the mass formed in the starburst: this shows a very similar evolution to \( \eta \) although runs somewhat steeper. As with other relations, \( \eta \) is small at early times as little cool material is incorporated into the wind, but increases rapidly with time. After \( \approx 10 \text{ Myr} \), \( \eta \) exceeds unity, implying mass is removed from the star forming regions faster than it is converted into stars.

With the mass in the wind and a characteristic velocity, we finally calculate its kinetic energy as \( 1/2 M_{\text{wind}} v_{\text{wind}}^2 \) and show this in the lower right panel of Figure 4. Again it appears similar to other figures but occupies a larger dynamic range because of the dependence on \( v_{\text{wind}}^2 \). Based upon the Starburst99 population modeling (Section 3.1) we estimate the recent star formation history (age of the starburst population) from which we compute the total mechanical energy deposited in the ISM by winds from massive stars and supernova explosions. We show this ‘energy budget’ as the black solid circles in the lower right panel, which are substantially above the energy found in the wind at all times. The difference amounts to several orders of magnitude at the earliest times, but converges with time and is reduced to a factor of \( \approx 10 \) at 10 Myr. We illustrate this simply by dividing each estimate by 10 in the open squares. The large discrepancy at early times would be expected if there is a time delay in the coupling of stellar feedback and winds. This could be because it takes time for ejecta to thermalize and expand, causing a delay in accelerating cool gas; alternatively this may reflect the time required for cool gas to condense from the hotter phase. Indeed in the central regions and at early times, the bulk of the energy is expected to reside in the very hot phase with temperature almost \( 10^8 \text{ K} \) (Strickland & Heckman 2009). The range spanned by this mechanical energy ratio can be compared to the lower panel of Figure 8 in Schneider et al. (2020), which contrasts the energy contained within the cool gas with that of the hotter phases – they find roughly 8% of the available energy in the \( T < 2 \times 10^4 \text{ K} \) gas at radius of 4 kpc and time of 35 Myr. While both estimates are subject to significant uncertainties, the similar values are encouraging.

5 DISCUSSION

In this work we contrast the outflow velocity of galaxy winds with the evolutionary stage of the starburst, showing that winds appear to be accelerated over timescales of \( \approx 10 \text{ Myr} \). Most studies of galactic outflows treat them a steady-state phenomena, while gas observed to be moving must have been accelerated. To our knowledge, this is the first time that the temporal evolution of winds has been explored.

5.1 Implications and Comparisons

We estimate that in spherically averaged galaxy winds, mass loading factors are driven to values close to 1 after times of \( \approx 10 \text{ Myr} \), when the winds have expanded to \( r_{\text{wind}} \approx 1 \text{ kpc} \). We further estimate that \( \approx 10 \% \) of the mechanical energy delivered by stellar feedback is to be found in the cool phase of the outflow after 10 Myr. Analogous to the Big Bang, our data imply that the radius goes to zero at early times, and very small ‘launch radii’ (\( \ll 100 \text{ pc} \)) for galaxy winds have also been inferred (e.g. Chisholm et al. 2018; Carr et al. 2021) using completely different techniques and assumptions.

The mass loading factors of \( \eta \approx 1–3 \) and an escaping wind are quite comparable to those found using UV absorption (Xu et al. 2022), and via emission lines such as H\( \alpha \) (McQuinn et al. 2019). In the more comparable methodology of Xu et al., the mass flow rate is calculated assuming \( r_{\text{wind}} \) scales with optical size of the starburst. They use the results to investigate the dependence of \( \eta \) on physical properties, finding an order-of-magnitude scatter. One possible explanation for this dispersion is the evolutionary stage at which each galaxy wind is observed. Indeed, one of the conclusions of our study is that the acceleration (or condensation) of the cool wind can be recovered from the data, and the wind properties estimated for a single galaxy must depend critically on when it is observed during the starburst episode. This will be a function of the selection effects implicit in this study, and all others of similar nature.

A particularly interesting find is that not only do winds accelerate with time but the EW of absorption lines also increases. This EW is a direct result of the covering fraction and column density of absorbing metals, but in this sample it cannot be traced to an underlying effect of mass or metallicity (Figure 2). Instead it appears that winds are becoming ‘thicker’ on average, which could arise naturally for several reasons. As the wind develops, more cool material could be advected into the flow (e.g. Martin 2005; Gronke & Oh 2018). More evolved winds would also be larger and in a protracted star formation event, star clusters forming later would both dominate light and form behind a thicker envelope with covering fraction closer to 1. Steidel et al. (2010) also infer that if the outflows entrain dense cool clouds, then these must also expand as they move outwards, thereby increasing the covering fraction.

5.2 Caveats and points of improvement

Naturally there are several caveats to this work that need to be addressed. Most importantly the line-of-sight estimate of gas column density is oversimplified: we use the C\( \equiv \)1334\( \AA \) absorption line to estimate column densities, assuming a unity covering fraction, in a stacking analysis, and adopt no ionization correction. While the C\( \equiv \) EW technique is calibrated against an optically thin gas tracer in similar galaxies, it is not expected to perform perfectly, and heavy saturation (especially at maximum absorption) may cause the total amount of gas to remain underestimated.

There is no need to adopt the stacking analysis in principle, and we do so only because the archival COS spectra are not deep enough to do the experiment on individual galaxies. Were the spectra better exposed, the method could also be improved by turning to the more numerous set of Si\( \equiv \)1304\( \AA \) absorption lines (1190 – 1527 \( \AA \)) that have a range of oscillator strengths. This ensemble of lines would allow us to estimate \( f_{\text{EW}} \) and column density, and therefore mass, in each velocity resolution element, as demonstrated in a similar strongly star-forming sample by Rivera-Thorsen et al. (2015). These authors also showed that the maximum \( f_{\text{EW}} \) is very close to 1, and occurs at velocities where the bulk of the outflowing gas is piled up. \( f_{\text{EW}} \) could still be overestimated at early times, which would artificially decrease the inferred gas masses in the first bin. Given that the mass depends on the square of \( r_{\text{wind}} \), however, this is unlikely to affect the overall result because it enters at times where \( r_{\text{wind}} \) is smallest.

The averaging process of stacking artificially ‘sphericalizes’ galaxies and introduces an effective average covering term; in reality
galaxy winds are often biconical may be modeled as such (e.g. Carr et al. 2018). However, it also remains to be demonstrated whether our galaxies, most of which are very compact, young, and intense starbursts, exhibit large-scale disks and biconical structures like, for example, M82. Adopting the C II λ1334 Å line alone means we sample only the cooler phase, and are insensitive to the warmer C$^{2+}$- and C$^{3+}$-bearing material. It is possible that the surprisingly small absorption in the earliest bin is due to this ‘over-ionization’, and the cooler gas may indeed be condensing after a few Myr. This may be tested with C IV and Si IV (see e.g. Xu et al. 2022) doublets redwards in the UV, but our spectra are incomplete at this wavelength because of the redshift range of our sample.

Finally, we note that $M_{\text{stellar}}$ and SFR are known to be correlated with outflow velocity (e.g. Heckman et al. 2015). Trends of these properties with age are visible here (Figure 2), although we do not believe they span sufficient dynamic range to explain the wind evolution we see. Nevertheless, the study would be improved with a large, homogeneously selected sample, for which deeper spectroscopy is available that would alleviate the need to stack data. This is currently hard in even the best low-$z$ datasets, where small cleanly-selected samples ($N \lesssim 20$) do exist but are then subsumed (as here) into larger ones.

5.3 Future applications

One of the strengths of this method is that it does not rely upon morphological measurements, sizes, or inclinations, and is demonstrated here on unresolved data. Thus if data could be obtained at sufficient depth it could be executed at high redshifts. The physical size subtended by the COS aperture at $z = 0.25$ (the average redshift of our sample) is $\sim 10$ kpc, which is equivalent to the coverage of a $1''2$ slit at $z = 3$, and the aperture effects would be the same. Similar spectral modeling has already been performed in stacked spectra near $z \approx 3$ (Steidel et al. 2016; Cullen et al. 2020), and even in individual galaxies to $z$ of almost 5 (Matthee et al. 2022), admittedly in extraordinarily deep data. These methods can be applied anywhere the stellar continuum can be modeled and the absorption lines measured, although some high-$z$ samples (especially the more massive LBGs) may have more protracted star-formation histories, making it difficult to extract characteristic ages from the data. At fainter magnitudes, we expect the same methods to easily be applied with spectrographs on Extremely Large Telescopes (e.g. ELT/MOSAIC, Sánchez-Janssen et al. 2020).

We argue that these methods should be deployed in concert with existing techniques to most accurately derive the properties of galaxy winds. When realized in large samples, the evolutionary scenarios described here may explain (some of) the variation of wind properties, and the observed dispersion on scaling relations. Such updates would lead to more precise prescibitions of how much cool/warm gas is found in galaxy winds throughout star formation episodes. In turn, the observationally-derived constraints would provide foundational input for computer simulations that aim to describe the distribution of gas around galaxies, or that rely upon prescriptions for energy deposition while galaxies are experiencing their most rapid periods of growth.
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