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Abstract

In this paper, we consider the Wright’s generalized Bessel kernel $K^{(\alpha, \theta)}(x, y)$ defined by

$$\theta x^\alpha \int_0^1 J_{\alpha+1, \theta}(ux) J_{\alpha+1, \theta}(uy) u^\alpha \, du, \quad \alpha > -1, \quad \theta > 0,$$

where

$$J_{a, b}(x) = \sum_{j=0}^{\infty} \frac{(-x)^j}{j! \Gamma(a + bj)}, \quad a \in \mathbb{C}, \quad b > -1,$$

is Wright’s generalization of the Bessel function. This non-symmetric kernel, which generalizes the classical Bessel kernel (corresponding to $\theta = 1$) in random matrix theory, is the hard edge scaling limit of the correlation kernel for certain Muttalib-Borodin ensembles. We show that, if $\theta$ is rational, i.e., $\theta = \frac{m}{n}$ with $m, n \in \mathbb{N}$, $\gcd(m, n) = 1$, and $\alpha > m - 1 - \frac{m}{n}$, the Wright’s generalized Bessel kernel is integrable in the sense of Its-Izergin-Korepin-Slavnov. We then come to the Fredholm determinant of this kernel over the union of several scaled intervals, which can also be interpreted as the gap probability (the probability of finding no particles) on these intervals. The integrable structure allows us to obtain a system of coupled partial differential equations associated with the corresponding Fredholm determinant as well as a Hamiltonian interpretation. As a consequence, we are able to represent the gap probability over a single interval $(0, s)$ in terms of a solution of a system of nonlinear ordinary differential equations.

1 Introduction and statement of results

1.1 Muttalib-Borodin ensembles and the Wright’s generalized Bessel kernel

In 1995, Muttalib proposed the following class of joint probability density functions

$$\frac{1}{Z_n} \Delta(x_1, \ldots, x_n) \Delta(x_1^\theta, \ldots, x_n^\theta) \prod_{j=1}^n w(x_j), \quad \theta > 0, \quad x_j > 0, \quad (1.1)$$

for $n$ particles $x_1, \ldots, x_n$, where $w$ is a weight function over the positive real axis,

$$Z_n = \int_{(0, \infty)^n} \Delta(x_1, \ldots, x_n) \Delta(x_1^\theta, \ldots, x_n^\theta) \prod_{j=1}^n w(x_j) \, dx_j$$

---
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is the normalization constant, and
\[
\Delta(\lambda_1, \ldots, \lambda_n) = \prod_{1 \leq i < j \leq n} (\lambda_j - \lambda_i)
\]
is the standard Vandermonde determinant. Due to the appearance of two body interaction term \(\Delta(\lambda_1, \ldots, \lambda_n)\), it was pointed out in [25] that these ensembles provide more effective description of disordered conductors in the metallic regime than the classical random matrix theory. A more concrete physical example that leads to (1.1) (with \(\theta = 2, w(x) = x^\alpha e^{-x}\)) can be found in [26], where the authors proposed a random matrix model for disordered bosons. These ensembles are further studied by Borodin [5] under a more general framework, namely, biorthogonal ensembles. Following the conventions used in [16], we will refer to the class of joint probability density functions (1.1) as Muttalib-Borodin ensembles.

Muttalib-Borodin ensembles have drawn much attention recently. In [7], Cheliotis constructed certain triangular random matrices in terms of a Wishart matrix whose squared singular values are distributed according to (1.1) for the Laguerre weight; see also [16] for the Jacobi case. Note that when \(\theta = 1\) and \(w(x) = x^\alpha e^{-x}\), (1.1) reduces to the well-known Wishart-Laguerre unitary ensemble and plays a fundamental role in random matrix theory; cf. [1, 12].

The limiting mean distribution of Muttalib-Borodin ensembles can be described by a minimizer of an equilibrium problem; see [3, 6, 8, 23] for the general weights and [10, 14, 15] for the special weights. The local behavior for the Laguerre weight can be found in [37].

From (1.1), it is readily seen that they form the so-called determinantal point processes. This means there exits a correlation kernel \(K_n(\alpha, \theta)(x, y)\) such that the density functions can be rewritten as the following determinantal forms
\[
\frac{1}{n!} \det \{ K_n(x_i, x_j) \}_{i,j=1}^n.
\]
The kernel \(K_n(x, y)\) has a representation in terms of biorthogonal polynomials (cf. [22] for a definition). Let
\[
p_j(x) = \kappa_j x^j + \ldots, \quad q_k(x) = x^k + \ldots, \quad \kappa_j > 0,
\]
be two sequences of polynomials of degree \(j\) and \(k\) respectively, and they satisfy the orthogonality conditions
\[
\int_0^\infty p_j(x)q_k(x^\theta)w(x) \, dx = \delta_{j,k}, \quad j, k = 0, 1, 2, \ldots
\]
Note that the polynomial \(q_k\) is normalized to be monic. We then have
\[
K_n(x, y) = \sum_{j=0}^{n-1} p_j(x)q_j(y^\theta)w(x).
\]

For the cases that \(w\) is a special Jacobi weight
\[
w(x) = x^\alpha, \quad x \in (0, 1), \quad \alpha > -1,
\]
or a Laguerre weight
\[
w(x) = x^\alpha e^{-x}, \quad x > 0, \quad \alpha > -1,
\]
the scaling limit of \(K_n\) at the origin (hard edge scaling limit) is given by a new kernel \(K_n^{(\alpha, \theta)}(x, y)\) depending on the parameters \(\alpha\) and \(\theta\) [5]. For example, let \(K_n^{\text{Lag}}\) be the correlation kernel corresponding to the Laguerre weight, it was shown by Borodin [5] Theorem 4.2 that
\[
\lim_{n \to \infty} \frac{K_n^{\text{Lag}}(n^{1/\theta}, y)}{n^{1/\theta}} = K^{(\alpha, \theta)}(x, y).
\]
The kernel $K^{(\alpha, \theta)}(x, y)$ has the following explicit representations:

$$K^{(\alpha, \theta)}(x, y) = \sum_{k,l=0}^{\infty} \frac{(-1)^k x^{\alpha+k}}{k! \Gamma\left(\frac{\alpha+1+k}{\theta}\right)} \frac{(-1)^l y^{\theta l}}{l! \Gamma(\alpha + 1 + \theta l)} x^{\alpha} y^{\theta l}$$

$$= \theta x^\alpha \int_0^1 J_{\alpha+1, \theta}((ux)y^\theta)u^\alpha \, du$$

$$= \frac{\theta}{(2\pi i)^2} \int_{c-i\infty}^{c+i\infty} ds \int_\Sigma dt \frac{\Gamma(s+1)\Gamma(\alpha + 1 + \theta s) \sin \pi s x^{-\theta s} y^{\theta t}}{\Gamma(t+1)\Gamma(\alpha + 1 + \theta t) \sin \pi t \, s-t},$$

(1.6)

where $J_{\alpha, \theta}$ is Wright’s generalization of the Bessel function given by

$$J_{\alpha, \theta}(x) = \sum_{j=0}^{\infty} \frac{(-x)^j}{j! \Gamma(\alpha + bj)}$$

(1.7)

and $\Sigma$ is a contour starting from $+\infty$ in the upper half plane and returning to $+\infty$ in the lower half plane which encircles the positive real axis with $\text{Re} \, t > c$ for $t \in \Sigma$. In (1.6), the first two formulas are given in [5, Equation (3.6)] and the contour integral representation can be found in recent works [16, Proposition 1.4] and [37, Corollary 1.2].

The non-symmetric hard edge scaling limit generalizes the classical Bessel kernel (corresponding to $\theta = 1$), and due to the appearance of Wright’s generalized Bessel function, we call $K^{(\alpha, \theta)}(x, y)$ the Wright’s generalized Bessel kernel in this paper. When $\theta = M \in \mathbb{N} = \{1, 2, 3, \ldots\}$ or $1/\theta = M$, the Wright’s generalized Bessel kernel is related to the Meijer G-kernel arising from products of $M$ Ginibre matrices [25], as shown in [24].

It is the aim of this paper to study the Wright’s generalized Bessel kernel and the associated Fredholm determinant under the condition that $\theta \in \mathbb{Q}$, i.e., $\theta$ is a rational number. Our results are stated in the next few sections.

### 1.2 Integrable representation of $K^{(\alpha, \theta)}$

Recall that an integral operator with kernel $K(x, y)$ is called integrable in the sense of Its-Izergin-Korepin-Slavnov if

$$K(x, y) = \sum_{i=1}^{n} f_i(x) g_i(y), \quad \text{with} \quad \sum_{i=1}^{n} f_i(x) g_i(x) = 0,$$

for some $n \in \{2, 3, \ldots\}$, and certain functions $f_i$ and $g_i$; see [20]. The kernels of standard universality classes (sine, Airy, Bessel) encountered in random matrix theory all belong to the class of integrable operators. It comes out that the Wright’s generalized Bessel kernel $K^{(\alpha, \theta)}$ is integrable as well for special parameters as stated in the following theorem.

**Theorem 1.1.** Let $\theta = \frac{m}{n} \in \mathbb{Q}$, where $m, n \in \mathbb{N}$ and $\gcd(m, n) = 1$. If $\alpha > m - 1 - \frac{m}{n} \geq -1$, we have, with the Wright’s generalized Bessel kernel $K^{(\alpha, \theta)}$ defined in (1.6),

$$K^{(\alpha, \frac{m}{n})}(x, y) = m^{m-n-1} x^{m-1} \frac{B\left(x^{n+1-m} J_{(\alpha+1)n}(x), J_{\alpha+1, \frac{m}{n}}\left(y^{\frac{m}{n}}\right)\right)}{x^m - y^m},$$

(1.8)

*In its original notation $\phi$ of [36], one has $J_{a,b}(x) = \phi(b, a; -x)$. Due to a slightly different choice of the correlation kernel [11], we have an extra factor $x^\alpha$ here.*
where $\mathcal{B}(\cdot, \cdot)$ is the bilinear concomitant [19] defined by
\[
\mathcal{B}(f(x), g(y)) = (-1)^{n+1} \sum_{j=0}^{m+n-1} (-1)^j (\Delta_x)^j f(x) \sum_{i=0}^{m+n-1-j} b_{i+j} (\Delta_y)^i g(y)
\] (1.9)
with $\Delta_x = x \frac{d}{dx}$ and $\Delta_y = y \frac{d}{dy}$. The constants $b_i$ in (1.9) are determined by
\[
\prod_{i=1}^{m+n-1} (x - \nu_i) = \sum_{i=0}^{m+n-1} b_i x^i,
\] (1.10)
with
\[
\nu_i = \begin{cases} 
\frac{i}{n}, & i = 1, \ldots, n - 1, \\
1 - \frac{n}{m} - \frac{i}{n} = 1, & i = n, n + 1, \ldots, m + n - 1,
\end{cases}
\] (1.11)
that is,
\[
b_i = (-1)^i e_{m+n-1-i}(\nu_1, \ldots, \nu_{m+n-1})
\] (1.12)
with $e_i(\nu_1, \ldots, \nu_{m+n-1})$ being the elementary symmetric polynomial.

Equivalently, one has
\[
K^{(\alpha, m)}(mn \frac{m}{\alpha} x \frac{1}{m}, mn \frac{m}{\alpha} y \frac{1}{m})
\]
\[
= x^{1-\frac{1}{m}} \frac{n^{\alpha}}{m} \frac{x}{m} \frac{1}{m} \tilde{B} \left( \begin{array}{c} c_{0, m+n}^{n,0} \left( -\nu_{m+n-1}, \ldots, -\nu_1, \nu_0 \right) | x \end{array} \right) G_{0, m+n}^{n,0} \left( \begin{array}{c} v_0, v_1, \ldots, v_{m+n-1} \end{array} | y \right)
\]
\[
= x^{1-\frac{1}{m}} \frac{n^{\alpha}}{m} \frac{x}{m} \frac{1}{m} \tilde{B} \left( \begin{array}{c} x \frac{m}{\alpha} - 1 \frac{m}{\alpha} J_{\alpha+1} \left( \frac{m}{\alpha} x \frac{1}{m}, \frac{m}{\alpha} \left( \frac{m}{\alpha} \frac{m}{\alpha} y \frac{1}{m} \right) \right) \end{array} | x - y \right)
\] (1.13)
where $\nu_0 = 0, \nu_i, i \geq 1$ is given in (1.11), $G_{0, m+n}^{n,0}$ is the Meijer G-function (see (A.1) below for a definition) and
\[
\tilde{B} (f(x), g(y)) = (-1)^{n+1} \sum_{j=0}^{m+n-1} (-1)^j (\Delta_x)^j f(x) \sum_{i=0}^{m+n-1-j} b_{i+j} (\Delta_y)^i g(y)
\] (1.14)
with the same $b_i$ used in (1.9).

If $\theta = M \in \mathbb{N}$, the integrable form can be obtained by combining the results in [25] and [24].

1.3 Fredholm determinant

Let $J \subseteq [0, +\infty)$ be a bounded interval over the positive real axis, and set $K_{\alpha, \theta}$ to be the integral operator with kernel $K^{(\alpha, \theta)}(x, y)\chi_J(y)$ acting on the function space $L^2((0, \infty))$, where $\chi_J$ is the characteristic function of the interval $J$. This operator sends the function $f$ to
\[
\int_J K^{(\alpha, \theta)}(x, y) f(y) \, dy.
\]
To emphasize the dependence on the interval $J$, we will occasionally write
\[
K^{(\alpha, \theta)} = K^{(\alpha, \theta)} \big|_J,
\]
and the same rule applies to other operators.
Due to the determinantal structure \([1.1]\), the associated Fredholm determinant \(\det(I - \mathcal{K}_{\alpha,\beta})\) gives us the gap probability (the probability of finding no particles) on the interval \(J\) for the limiting process of certain Muttalib-Borodin ensembles. This fact also implies that the Fredholm determinant is well-defined, and the operator \(I - \mathcal{K}_{\alpha,\beta}\) is invertible. It is well-known that, for many integrable correlation kernels arising from random matrix theory, the associated Fredholm determinants are related to systems of integrable differential equations \([31]–[34]\). As we shall see, it is also the case for the Fredholm determinant associated with Wright’s generalized Bessel kernel in Theorem \([1.1]\). Hence, we will assume that \(\theta = \frac{\alpha}{\beta}\) and \(\alpha > m - 1 - \frac{\alpha}{\beta}\) in the rest of this paper.

To this end, let \(0 \leq a_1 < a_2 < \ldots < a_{2\ell}\). Given a Wright’s generalized Bessel kernel \(K^{(\alpha,\beta)}(x, y)\), we denote by \(J\) the union of scaled intervals \((mn_1^m a_{2j-1}, mn_1^m a_{2j})\), i.e.,

\[
J = \bigcup_{j=1}^{\ell} (mn_1^m a_{2j-1}, mn_1^m a_{2j}).
\]  

(1.15)

By the definition of Fredholm determinant, it is readily seen from \((1.8), (1.13)\) and a change of variables that

\[
\det \left( I - \mathcal{K}_{\alpha,\beta} \right) = 1 + \sum_{k=1}^{\infty} \frac{(-1)^k}{k!} \int_J \cdots \int_J \det(K^{(\alpha,\beta)}(x_i, x_j))_{i,j=1}^k \, dx_1 \cdots dx_k \quad (x_i \to mn_1^m x_i^\beta)
\]

\[
= 1 + \sum_{k=1}^{\infty} \frac{(-1)^k}{k!} \int_J \cdots \int_J \det(\tilde{K}^{(\alpha,\beta)}(x_i, x_j))_{i,j=1}^k \, dx_1 \cdots dx_k
\]

\[
= \det \left( I - \tilde{\mathcal{K}}_{\alpha,\beta} \right),
\]  

(1.16)

where

\[
\tilde{J} = \bigcup_{j=1}^{\ell} (a_{2j-1}, a_{2j}),
\]  

(1.17)

and \(\tilde{\mathcal{K}}_{\alpha,\beta}\) is an integral operator acting on \(L^2([0, \infty])\) with kernel

\[
\tilde{K}^{(\alpha,\beta)}(x, y)\chi_{\tilde{J}}(y)
\]

\[
= B \left( G_{0,0}^{m,0} \left( -\nu_{m+n-1}, \ldots, -\nu_1 \left| x \right. \right), G_{0,0}^{n,0} \left( \nu_0, \nu_1, \ldots, \nu_{m+n-1} \left| y \right. \right) \right) \chi_{\tilde{J}}(y)
\]

\[
= \sum_{i=0}^{m+n-1} \frac{\phi_i(x)\psi_i(y)}{x - y} \chi_{\tilde{J}}(y),
\]  

(1.18)

and where for \(i = 0, 1, \ldots, m + n - 1\),

\[
\phi_i(x) := (-1)^{n+1-i} (\Delta_x)^i G_{0,m+n}^{m,0} \left( -\nu_{m+n-1}, \ldots, -\nu_1, \nu_0 \left| x \right. \right),
\]  

(1.19)

\[
\psi_i(y) := \sum_{j=0}^{m+n-1-i} b_{i+j} (\Delta_y)^j G_{0,m+n}^{n,0} \left( \nu_0, \nu_1, \ldots, \nu_{m+n-1} \left| y \right. \right).
\]  

(1.20)

Since \(\tilde{K}^{(\alpha,\beta)}(x, y) \neq \tilde{K}^{(\alpha,\beta)}(y, x)\) in general, we denote by \(\tilde{\mathcal{K}}_{\alpha,\beta}'\) the integral operator with kernel \(\tilde{K}^{(\alpha,\beta)}(y, x)\chi_{\tilde{J}}(y)\) acting on the space \(L^2((0, \infty))\).
1.4 The system of partial differential equations

For \( j = 0, 1, \ldots, m + n - 1 \) and \( k = 1, \ldots, 2\ell \), we introduce the quantities
\[
x_{j,k} := (I - \tilde{K}_{\alpha, m})^{-1}\phi_j(a_k), \quad y_{j,k} := (I - \tilde{K}'_{\alpha, m})^{-1}\psi_j(a_k),
\]
and
\[
u_j := (-1)^n \int \phi_0(x)(I - \tilde{K}'_{\alpha, m})^{-1}\psi_j(x) \, dx + b_{j-1},
\]
\[
u_j := (-1)^n \int \phi_j(x)(I - \tilde{K}'_{\alpha, m})^{-1}\psi_{m+n-1}(x) \, dx,
\]
where \( b_j \) depending on the parameters \( \alpha, m \) and \( n \) is defined in (1.12) for \( j \geq 0 \) and \( b_{-1} := 0 \). Note that all these quantities are actually functions of \( a = (a_0, \ldots, a_{2\ell}) \), and they satisfy the following system of partial differential equations.

**Proposition 1.2.** The functions \( x_{j,k}, y_{j,k}, u_j \) and \( v_j \) satisfy the following system of coupled partial differential equations

- For \( 1 \leq k \neq i \leq 2\ell \) and \( 0 \leq j \leq m + n - 1 \), we have
  \[
  \frac{\partial x_{j,k}}{\partial a_i} = (-1)^i \frac{x_{j,i}}{a_k - a_i} \sum_{l=0}^{m+n-1} x_{l,k}y_{l,i},
  \]
  \[
  \frac{\partial y_{j,k}}{\partial a_i} = (-1)^i \frac{y_{j,i}}{a_i - a_k} \sum_{l=1}^{m+n-1} x_{l,i}y_{l,k},
  \]

- For \( 1 \leq k \leq 2\ell \) and \( 0 \leq j \leq m + n - 1 \), we have
  \[
  a_k \frac{\partial x_{j,k}}{\partial a_k} = -v_jx_{0,k} - x_{j+1,k} - \sum_{i=1,i \neq k}^{2\ell} (-1)^i \frac{a_i x_{j,i}}{a_k - a_i} \sum_{l=0}^{m+n-1} x_{l,k}y_{l,i},
  \]
  while for \( j = m + n - 1 \), we have
  \[
  a_k \frac{\partial x_{m+n-1,k}}{\partial a_k} = ((-1)^{n+1}a_k - v_{m+n-1})x_{0,k} + \sum_{i=0}^{m+n-1} u_i x_{i,k} - \sum_{i=1,i \neq k}^{2\ell} (-1)^i \frac{a_i x_{m+n-1,i}}{a_k - a_i} \sum_{l=0}^{m+n-1} x_{l,k}y_{l,i}.
  \]

- For \( 1 \leq k \leq 2\ell \) and \( 1 \leq j \leq m + n - 1 \), we have
  \[
  a_k \frac{\partial y_{j,k}}{\partial a_k} = y_{j-1,k} - u_jy_{m+n-1,k} - \sum_{i=1,i \neq k}^{2\ell} (-1)^i \frac{a_i y_{j,i}}{a_i - a_k} \sum_{l=0}^{m+n-1} x_{l,i}y_{l,k},
  \]
  while for \( j = 0 \), we have
  \[
  a_k \frac{\partial y_{0,k}}{\partial a_k} = \sum_{i=0}^{m+n-1} v_i y_{i,k} + ((-1)^n a_k - u_0)y_{m+n-1,k} - \sum_{i=1,i \neq k}^{2\ell} (-1)^i \frac{a_i y_{0,i}}{a_i - a_k} \sum_{l=0}^{m+n-1} x_{l,i}y_{l,k}.
  \]


For $1 \leq k \leq 2\ell$ and $0 \leq j \leq m + n - 1$, we have
\[
\frac{\partial u_j}{\partial a_k} = (-1)^{n+k} x_{0,k} y_{j,k}, \quad (1.30)
\]
\[
\frac{\partial v_j}{\partial a_k} = (-1)^{n+k} x_{j,k} y_{m+n-1,k}. \quad (1.31)
\]

The partial differential equations are similar to those derived for the sine kernel by Jimbo, Miwa, Möri, and Sato [21]; for the Airy and Bessel kernels by Tracy and Widom [32, 33], and for the Meijer G-kernel by Strahov [30], as is their derivation. As in [34, 30], we also have a Hamiltonian interpretation for the dynamical equations stated in Proposition 1.2. To this end, let us set
\[
H_k := a_k \frac{\partial}{\partial a_k} \log \det \left( I - \tilde{K}_\alpha \frac{m}{n} \right), \quad 1 \leq k \leq 2\ell,
\]
and
\[
x_{j,2k} = a q_{j,2k}, \quad x_{j,2k+1} = q_{j,2k+1}, \quad y_{j,2k} = a p_{j,2k}, \quad y_{j,2k+1} = p_{j,2k+1}. \quad (1.33)
\]

In the $2\ell(m + n - 1)$ canonical coordinates
\[
\left\{ p_{j,k}, q_{j,k}, u, v \right\}, \quad 1 \leq k \leq 2\ell, \quad 0 \leq j \leq m + n - 2,
\]
for any two functions $f$ and $g$ of these variables, we define the Poisson bracket by
\[
\{f, g\} = \sum_{k=1}^{2\ell} \sum_{j=0}^{m+n-1} \frac{1}{a_k} \left( \frac{\partial f}{\partial q_{j,k}} \frac{\partial g}{\partial p_{j,k}} - \frac{\partial f}{\partial p_{j,k}} \frac{\partial g}{\partial q_{j,k}} \right) + (-1)^n \sum_{j=0}^{m+n-1} \left( \frac{\partial f}{\partial u} \frac{\partial g}{\partial v} - \frac{\partial f}{\partial v} \frac{\partial g}{\partial u} \right). \quad (1.34)
\]

It is then readily seen that the following symplectic Poisson brackets hold:
\[
\{q_{j,k}, q_{i,l}\} = \{p_{j,k}, p_{i,l}\} = 0, 
\{q_{j,k}, p_{i,l}\} = \frac{1}{a_k} \delta_{i,j} \delta_{k,l}, \quad (1.35)
\]
\[
\{u, v\} = \{v, u\} = 0, \quad \{u, v\} = (-1)^n \delta_{i,j}. \quad (1.36)
\]

**Proposition 1.3.** With the Hamiltonians $H_k$ defined in (1.32), we have
\[
H_k = \left( - \sum_{j=0}^{m+n-1} v_j p_{j,k} + (-1)^{n+1} a_k p_{m+n-1,k} \right) q_{0,k} + \sum_{j=0}^{m+n-1} u_j q_{j,k} p_{m+n-1,k} - \sum_{j=0}^{m+n-2} q_{j+1,k} p_{j,k} + \sum_{i=1, i \neq k}^{2\ell} \frac{a_i}{a_k - a_i} \sum_{\kappa, j=0}^{m+n-1} q_{\kappa,k} p_{\kappa,k} q_{j,k} p_{j,k}, \quad (1.37)
\]
and they are in involution so that
\[
\{H_i, H_j\} = 0, \quad 1 \leq i, j \leq 2\ell. \quad (1.38)
\]

Furthermore, the equations (1.24)–(1.31) can be written as
\[
\frac{\partial q_{i,k}}{\partial a_i} = \{q_{j,k}, H_i\}, \quad \frac{\partial p_{j,k}}{\partial a_i} = \{p_{j,k}, H_i\}, \quad (1.39)
\]
and
\[
\frac{\partial u_j}{\partial a_i} = \{u_j, H_i\}, \quad \frac{\partial v_j}{\partial a_i} = \{v_j, H_i\}. \quad (1.40)
\]

The Hamiltonian interpretation particularly implies the complete integrability of the partial differential equations, as explained in [34] for the sine kernel.
1.5 Gap probability on a single interval \((0, s)\)

Our final result is concerned with the Fredholm determinant over a single interval, i.e., the probability of finding no particles on this interval.

**Theorem 1.4.** For \(s > 0\), let

\[
F_{\alpha, m}(s) := \det \left( I - K_{\alpha, m} \big|_{(0, s)} \right), \tag{1.41}
\]

Then, we have

\[
F_{\alpha, m}(s) = \exp \left( \frac{(-1)^n}{m^{m-2}n^n} \int_0^s \log \left( \frac{s}{\tau} \right) \tau^{m-1} x_0 \left( \frac{\tau^m}{m^m n^n} \right) y_{m+n-1} \left( \frac{\tau^m}{m^m n^n} \right) d\tau \right)
= \exp \left( m \int_0^s v_0 \left( \frac{\tau^m}{m^m n^n} \right) d\tau \right), \tag{1.42}
\]

where the functions \(x_0, y_{m+n-1}\) and \(v_0\) are solutions of the following system of 4\((m+n)\) nonlinear ordinary differential equations:

\[
s \frac{d x_j(s)}{ds} = -v_j(s) x_0(s) - x_{j+1}(s), \quad 0 \leq j \leq m + n - 2, \tag{1.43}
\]

\[
s \frac{d x_{m+n-1}(s)}{ds} = \left( (-1)^{m+1} s - v_{m+n-1}(s) \right) x_0(s) + \sum_{i=0}^{m+n-1} u_i(s) x_i(s), \tag{1.44}
\]

\[
s \frac{d y_j(s)}{ds} = y_{j-1}(s) - u_j(s) y_{m+n-1}(s), \quad 1 \leq j \leq m + n - 1, \tag{1.45}
\]

\[
s \frac{d y_0(s)}{ds} = \sum_{i=0}^{m+n-1} v_i(s) y_i(s) + \left( (-1)^n s - u_0(s) \right) y_{m+n-1}(s), \tag{1.46}
\]

\[
s \frac{d u_j(s)}{ds} = (-1)^n x_0(s) y_j(s), \quad 0 \leq j \leq m + n - 1, \tag{1.47}
\]

\[
s \frac{d v_j(s)}{ds} = (-1)^n x_j(s) y_{m+n-1}(s), \quad 0 \leq j \leq m + n - 1. \tag{1.48}
\]

with initial conditions

\[
x_j(s) \sim \phi_j(s), \quad y_j(s) \sim \psi_j(s), \quad s \to 0, \tag{1.49}
\]

\[
u_j(0) = b_{j-1}, \quad v_j(0) = 0, \quad 0 \leq j \leq m + n - 1. \tag{1.50}
\]

The initial conditions \([1.49]-[1.50]\) follow directly from their definitions, but it is not clear whether the solutions with this behaviour are unique or not. We also provide some plots of the determinants in Figure 1 using the strategy in 4.

Since \(K_{\alpha, m}\) is equivalent to the Bessel kernel if \(\theta = 1\), the system of ordinary differential equations should be related to a particular Painlevé III system as shown in [22]; see also [35] for an explanation. In general, it would be very interesting to see whether one could reduce a single differential equation satisfied by \(v_0\) from \([1.43]-[1.48]\). This will in turn provide a higher order generalization of the third Painlevé equation, and be helpful to establish the large \(s\) asymptotics of \(F_{\alpha, m}\). The study of this aspect has been conducted in [35] for the case that \(\theta = 2\), based on the results in [30], where an explicit 4-th order differential equation has been derived and its relation to the so-called 4-dimensional Painlevé-type equation is discussed.
Remark 1.5. It was pointed out by one of the referees that the small $s$ asymptotics of $F_{\alpha,\theta}(s)$ can be derived quickly from the double contour integral representation of Wright’s generalized Bessel kernel given in (1.6) for general $\theta$. Indeed, by (1.16) and (1.6), it follows that, as $s \to 0$,

$$\log F_{\alpha,\theta}(s) \sim -\int_0^s K^{(\alpha,\theta)}(x,x) \, dx$$

$$= -\frac{\theta}{(2\pi i)^2} \int_{c-i\infty}^{c+i\infty} d\varrho \oint_{\Sigma} dt \frac{\Gamma(\varrho+1)\Gamma(\alpha+1+\theta\varrho)\sin \pi \varrho}{\Gamma(t+1)\Gamma(\alpha+1+\theta t)\sin \pi t} s^{\theta(t-\varrho)-1} \frac{\Gamma(\alpha+1+\theta t)}{\Gamma(t+1)\Gamma(\alpha+1+\theta \varrho)} s^{\theta(t-\varrho)} (\varrho-t)^2.$$  (1.51)

To this end, we note that the integrand in (1.51) has poles in $t$ (due to $\sin(\pi t)$) at $0, 1, 2, \ldots$, and in $\varrho$ (due to $\Gamma(\alpha+1+\theta \varrho)$) at $-\frac{a+1}{\theta} - \theta k$, $k = 0, 1, 2, \ldots$. Since $s$ is small, the main contribution to the integral comes from the residues in $t$ and $\varrho$ that are closest to each other, which corresponds to $s = -\frac{a+1}{\theta}$ and $t = 0$. A straightforward calculation with the help of residue theorem then gives us that

$$\log F_{\alpha,\theta}(s) \sim -\frac{\theta}{2\pi i} \frac{\Gamma(1-\frac{a+1}{\theta}) }{\Gamma(\alpha+1)} \sin \left( \frac{\pi \alpha + 1}{\theta} \right) s^{\frac{\alpha+1}{(\alpha+1)^2}}$$

$$= -\frac{\theta}{\Gamma \left( \frac{a+1}{\theta} \right) \Gamma(\alpha+1) (\alpha+1)^2} s^{\alpha+1}, \quad s \to 0,$$  (1.52)

where we have made use of the Euler’s reflection formula for the gamma function in the last step.

1.6 Organization of the rest of the paper

The rest of this paper is organized as follows. The proof of Theorem 1.1 is given in Section 2 following the strategy in [2, 25]. The essential issue is that, if $b$ is rational, the Wright’s generalized Bessel function $J_{a,b}$ satisfies an ordinary differential equation and is related to the Meijer G-function. The proofs of Propositions 1.2–1.3 and Theorem 1.4 are presented in Section 3 where we start with a review of some basic facts about the operators. Since the Wright’s generalized Bessel kernel is not symmetric in general, we have to introduce extra quantities $y_{j,k}$ in (1.21), and the argument follows from Strahov’s extension of Tracy-Widom theory [30], dealing with the Meijer G-kernel. Although these two kernels are related to each other for special cases, we emphasize that they are not equivalent in general. For convenience of the readers, we include some basic properties of the Meijer G-function and the Wright’s generalized Bessel function used throughout this paper in the Appendix.
2 Proof of Theorem 1.1

We set
\[ p^{(\alpha, \theta)}(x) = x^\alpha J_{\frac{1}{mn} \frac{1}{\theta}}(x), \quad q^{(\alpha, \theta)}(y) = \theta J_{\alpha+1, \theta}(y^\theta). \] (2.1)

By (1.6), our task is then to evaluate the integral
\[ K^{(\alpha, \theta)}(x, y) = \int_0^1 p^{(\alpha, \theta)}(ux)q^{(\alpha, \theta)}(uy) \, du, \] (2.2)

under the condition that \( \theta = m/n \in \mathbb{Q} \), where \( m, n \in \mathbb{N} \) and \( (m, n) = 1 \).

In view of (4.4), it is readily seen that
\[ q^{(\alpha, \frac{m}{n})}(y) = (2\pi)^{\frac{m-n}{2}}m^{-\alpha + \frac{1}{2}n} \frac{1}{\pi} \Gamma^{n,0}_{m+n} \left( \nu_0, \nu_1, \ldots, \nu_{m+n-1} \left| \frac{y^m}{m^m n^n} \right. \right), \] (2.3)

where \( \nu_0 = 0 \) and \( \nu_i, \ i \geq 1 \) is given in (1.11). Similarly, for \( p^{(\alpha, \frac{m}{n})}(x) \), it is readily seen from (4.4) that
\[ p^{(\alpha, \frac{m}{n})}(mn \frac{x^m}{m^m n^n}) = (2\pi)^{\frac{m-n}{2}}m^{\frac{1}{2} + \alpha} n^{\frac{1}{2} - \frac{n}{2}} \frac{1}{\pi} \Gamma^{m,0}_{0, m+n} \left( \frac{1 - \frac{1}{m} - \nu_{m+n-1}, \ldots, 1 - \frac{1}{m} - \nu_0}{m^m n^n} \right) \] (2.4)

Substituting (2.4) and (2.3) into (2.2), we obtain from (4.4) that
\[ K^{(\alpha, \frac{m}{n})}(x, y) = mn \frac{1}{m} \int_0^1 G^{m,0}_{0, m+n} \left( \frac{1 - \frac{1}{m} - \nu_{m+n-1}, \ldots, 1 - \frac{1}{m} - \nu_1, 1 - \frac{1}{m} - \nu_0}{m^m n^n} \right) \] \[ \times G^{n,0}_{0, m+n} \left( \nu_0, \nu_1, \ldots, \nu_{m+n-1} \left| \frac{u^m/x^m}{m^m n^n} \right. \right) \, du \]
\[ = mn \frac{1}{m} \int_0^1 \left( \frac{u^m/x^m}{m^m n^n} \right)^{\frac{1}{m}} G^{m,0}_{0, m+n} \left( -\nu_{m+n-1}, \ldots, -\nu_1, -\nu_0 \left| \frac{u^m/x^m}{m^m n^n} \right. \right) \] \[ \times G^{n,0}_{0, m+n} \left( \nu_0, \nu_1, \ldots, \nu_{m+n-1} \left| \frac{u^m/x^m}{m^m n^n} \right. \right) \, du \]
\[ = \frac{m^{1-m}}{n} x^{m-1} \int_0^1 G^{m,0}_{0, m+n} \left( -\nu_{m+n-1}, \ldots, -\nu_1, -\nu_0 \left| \frac{tx^m}{m^m n^n} \right. \right) \] \[ \times G^{n,0}_{0, m+n} \left( \nu_0, \nu_1, \ldots, \nu_{m+n-1} \left| \frac{ty^m}{m^m n^n} \right. \right) \, dt \quad (t = u^m) \]
\[ = x^{m-1} \int_0^1 f\left( \frac{1}{m} x \right) g\left( \frac{1}{m} y \right) \, dt, \] (2.5)
where
\[
  f(x) = (2\pi)^{\frac{n-m}{2}} \left\{ \begin{array}{l}
m + \alpha - \frac{1}{2} + \frac{1}{2} - n - \frac{1}{2} - n \end{array} \right\} C_{0,m+n}^{m,0} \left( -\nu_{m+n-1}, \ldots, -\nu_1, \nu_0 \right) \left| \frac{x^m}{m^{m+n}} \right| = \\
  \frac{x^{1-m}}{m} p^{(\alpha, m)}(x) = \frac{x^{m+1-m}}{m} J_{(\alpha+1)n} \left( \frac{y}{m} \right), \quad (2.6)
\]
and
\[
  g(y) = (2\pi)^{\frac{m-n}{2}} \left\{ \begin{array}{l}
m + \alpha + \frac{1}{2} - \frac{1}{2} - n - \frac{1}{2} - n \end{array} \right\} C_{0,m+n}^{m,0} \left( \nu_0, \nu_1, \ldots, \nu_{m+n-1} \right) \left| \frac{y^n}{m^{m+n}} \right| = q^{(\alpha, m)}(y) = \frac{m}{n} J_{(\alpha+1)n} \left( \frac{y}{m} \right). \quad (2.7)
\]

Note that the Meijer-G function satisfies the differential equation \[ A.3 \]. For \( f \) and \( g \) defined \[ 2.6 \] and \[ 2.7 \], it is readily seen that, for every \( \ell \),
\[
  g(t^{\frac{1}{m}} y) \prod_{j=0}^{m+n-1} \left( \frac{\Delta y}{m} + \nu_j \right) f(t^{\frac{1}{m}} x) = (-1)^n m^{\frac{m+n}{m+n}} f(t^{\frac{1}{m}} x) g(t^{\frac{1}{m}} y), \quad (2.8)
\]
\[
  f(t^{\frac{1}{m}} x) \prod_{j=0}^{m+n-1} \left( \frac{\Delta y}{m} - \nu_j \right) g(t^{\frac{1}{m}} y) = (-1)^n m^{\frac{m+n}{m+n}} g(t^{\frac{1}{m}} y) f(t^{\frac{1}{m}} x), \quad (2.9)
\]
where \( \Delta x = \frac{\partial x}{\partial t} \) and \( \Delta y = \frac{\partial y}{\partial t} \). If \( (-1)^n = (-1)^m = -1 \), we subtract these two identities, otherwise we add them together. Since the arguments in the other cases are similar, we restrict to the case that \( (-1)^n = (-1)^m = -1 \).

Subtracting \[ 2.8 \] from \[ 2.9 \] we obtain
\[
  \frac{x^{m-n}}{m^{m+n}} f(t^{\frac{1}{m}} x) g(t^{\frac{1}{m}} y) = \frac{1}{t} \prod_{j=0}^{m+n-1} \left( \frac{\Delta y}{m} - \nu_j \right) g(t^{\frac{1}{m}} y) - g(t^{\frac{1}{m}} y) \prod_{j=0}^{m+n-1} \left( \frac{\Delta x}{m} + \nu_j \right) f(t^{\frac{1}{m}} x) = \\
  \frac{1}{t} \sum_{i=0}^{m+n-1} b_i \prod_{j=i+1}^{m+n} \left( f(t^{\frac{1}{m}} x)(\Delta y)^{i+j} g(t^{\frac{1}{m}} y) + (-1)^j g(t^{\frac{1}{m}} y)(\Delta x)^{i+1} f(t^{\frac{1}{m}} x) \right), \quad (2.10)
\]
where the constants \( b_i \) are defined in \[ 1.10 \] and \[ 1.12 \]. To this end, we observe that
\[
  \frac{\partial}{\partial t} \left( \sum_{j=0}^{i} (-1)^j (\Delta x)^j f(t^{\frac{1}{m}} x)(\Delta y)^{i-j} g(t^{\frac{1}{m}} y) \right) = \frac{1}{m} \prod_{j=0}^{i} \left( f(t^{\frac{1}{m}} x)(\Delta y)^{i+1} g(t^{\frac{1}{m}} y) + (-1)^j g(t^{\frac{1}{m}} y)(\Delta x)^{i+1} f(t^{\frac{1}{m}} x) \right),
\]
thus,
\[
  \frac{x^{m-n}}{m^{m+n}} f(t^{\frac{1}{m}} x) g(t^{\frac{1}{m}} y) = \\
  \sum_{i=0}^{m+n-1} b_i \frac{\partial}{\partial t} \left( \sum_{j=0}^{i} (-1)^j (\Delta x)^j f(t^{\frac{1}{m}} x)(\Delta y)^{i-j} g(t^{\frac{1}{m}} y) \right) = \\
  \frac{\partial}{\partial t} \sum_{j=0}^{m+n-1} (-1)^j (\Delta x)^j f(t^{\frac{1}{m}} x) \sum_{i=0}^{m+n-1-j} b_{i+j} (\Delta y)^j g(t^{\frac{1}{m}} y) = \frac{\partial}{\partial t} B(f(t^{\frac{1}{m}} x), g(t^{\frac{1}{m}} y)). \quad (2.11)
\]
This, together with (2.5), implies that
\[
\left(\frac{x^m - y^m}{m^m n^m}\right) K^{(\alpha, \frac{m}{n})}(x, y) = x^{m-1} \left( B(f(x), g(y)) - \lim_{t \to 0^+} B(f(t^{\frac{1}{m}} x), g(t^{\frac{1}{m}} y)) \right),
\]
which gives us (1.8) provided we can show that
\[
\lim_{t \to 0^+} B(f(t^{\frac{1}{m}} x), g(t^{\frac{1}{m}} y)) = 0.
\] (2.12)

To show (2.12), we first observe from (2.6), (2.7) and (1.7) that, as \( t \to 0^+ \),
\[
(\Delta_x)^j f(t^{\frac{1}{m}} x) = \begin{cases} 
O\left(t^{\frac{\alpha+1-m}{m}}\right), & \alpha \neq m - 1, j = 0, 1, 2, \ldots, \\
O(1), & \alpha = m - 1, j = 0, \\
O\left(t^{\frac{1}{n}}\right), & \alpha = m - 1, j = 1, 2, \ldots,
\end{cases}
\] (2.13)

and
\[
(\Delta_y)^j g(t^{\frac{1}{n}} y) = \begin{cases} 
O(1), & j = 0, \\
O\left(t^{\frac{1}{n}}\right), & j = 1, 2, \ldots.
\end{cases}
\] (2.14)

The condition \( \alpha > m - 1 - \frac{m}{n} \) now ensures that
\[
\frac{\alpha + 1 - m}{m} + \frac{1}{n} > 0.
\]
Hence, the terms in \( B(f(t^{\frac{1}{m}} x), g(t^{\frac{1}{m}} y)) \) containing \( (\Delta_y)^j g(t^{\frac{1}{n}} y), j = 1, 2, \ldots, m + n - 1 \) will vanish as \( t \to 0^+ \).

We next consider the term involving \( g(t^{\frac{1}{n}} y) \), which is given by
\[
\sum_{j=0}^{m+n-1} (-1)^j \frac{b_j}{m^j} (\Delta_x)^j f(t^{\frac{1}{m}} x) g(t^{\frac{1}{n}} y).
\]

In view of the differential equation (2.8) satisfied by \( f(t^{\frac{1}{m}} x) \), it is readily seen that
\[
- \frac{\Delta_x}{m} \left[ \sum_{j=0}^{m+n-1} (-1)^j \frac{b_j}{m^j} (\Delta_x)^j f(t^{\frac{1}{m}} x) \right] = \prod_{j=0}^{m+n-1} \left( \frac{\Delta_x}{m} + \nu_j \right) f(t^{\frac{1}{m}} x)
\]
\[
= (-1)^m \frac{t x^m}{m^m n^m} f(t^{\frac{1}{m}} x). \] (2.15)

Note that
\[
f(t^{\frac{1}{m}} x) = \sum_{i=0}^{\infty} c_i t^{\frac{\alpha+1-m+i}{m}} x^{\alpha+1-m+i}
\]
for some constants \( c_i \) with \( c_0 = \Gamma\left(\frac{(\alpha+1)m}{m}\right)/m \). This, together with (2.15), implies that
\[
\sum_{j=0}^{m+n-1} (-1)^j \frac{b_j}{m^j} (\Delta_x)^j f(t^{\frac{1}{m}} x) = O(t^{1+\frac{\alpha+1-m}{m}}) \to 0
\]
as $t \to 0^+$, provided the summation (essentially $b_0 f(t^{\frac{m}{x}})$) does not contain any non-zero constant term, i.e., $\alpha \neq m - 1$. If $\alpha = m - 1$, however, we see from (1.11) that $\nu_n = 0$, which implies that

$$b_0 = \prod_{i=1}^{m+n-1} (-\nu_i) = 0,$$

on account of the definition of $b_0$ in (1.10).

To show (1.13), we observe from the third equality in (2.5) that

$$K^{(\alpha, \frac{n}{m})}(mn^{\frac{m}{x}}, mn^{\frac{m}{y}}) = x^{1-\frac{m}{m}} n^{\frac{m}{m}} \int_0^1 G^{n,0}_{0,m+n} \left( -\nu_{m+n-1}, \ldots, -\nu_1, \nu_0 \left| tx \right. \right) \times G^{n,0}_{0,m+n} \left( \nu_0, \nu_1, \ldots, \nu_{m+n-1} \left| ty \right. \right) dt.$$  (2.16)

The first equality can then be proved in a manner similar to that of (1.8). The second equality follows from the relations between Meijer-G functions and Wright’s generalized Bessel functions, as indicated in (2.6) and (2.7).

This completes the proof of Theorem 1.1.

### 3 Proofs of Propositions 1.2–1.3 and Theorem 1.4

#### 3.1 Preliminaries

It is the aim of this section to fix the notations and to collect some basic facts about the operators for later use.

Throughout Section 3, we shall denote by

$$\tilde{f}(x) = G^{m,0}_{0,m+n} \left( -\nu_{m+n-1}, \ldots, -\nu_1, \nu_0 \left| x \right. \right), \quad \tilde{g}(y) = G^{m,0}_{0,m+n} \left( \nu_0, \nu_1, \ldots, \nu_{m+n-1} \left| y \right. \right),$$  (3.1)

where $\nu_0 = 0$ and $\nu_i, i \geq 1$ is given in (1.11). Recall the function $\tilde{K}^{(\alpha, \frac{n}{m})}(x, y)$ defined in (1.18), the following proposition is immediate.

**Proposition 3.1.** We have

$$\tilde{K}^{(\alpha, \frac{n}{m})}(x, y) = \int_0^1 \tilde{f}(tx)\tilde{g}(ty) dt.$$  (3.2)

Furthermore, the functions $\tilde{f}$ and $\tilde{g}$ satisfy the differential equations

$$\prod_{j=0}^{m+n-1} \left( \Delta_x + \nu_j \right) \tilde{f}(x) = (-1)^m x \tilde{f}(x),$$  (3.3)

$$\prod_{j=0}^{m+n-1} \left( \Delta_y - \nu_j \right) \tilde{g}(y) = (-1)^n y \tilde{g}(y),$$  (3.4)

respectively.

**Proof.** The equality (3.2) follows from the fact that

$$\tilde{K}^{(\alpha, \frac{n}{m})}(x, y) = \frac{n^{\frac{m}{m}}}{x^{1-\frac{m}{m}}} K^{(\alpha, \frac{n}{m})}(mn^{\frac{m}{x}}, mn^{\frac{m}{y}})$$

and (2.16), while (3.3) and (3.4) can be seen from (3.1) and (A.3).
Next, we come to the operators; cf. [12, 34] for more information. Let $\mathcal{K}$ be an operator depending smoothly on a parameter $s$ such that its derivative with respect to $s$ exists, it is readily seen that
\[
\frac{d}{ds} (I - \mathcal{K})^{-1} = (I - \mathcal{K})^{-1} \frac{d\mathcal{K}}{ds} (I - \mathcal{K})^{-1}.
\] (3.5)
For any operator $\mathcal{L}$, the following commutator identity holds:
\[
[\mathcal{L}, (I - \mathcal{K})^{-1}] = (I - \mathcal{K})^{-1} [\mathcal{L}, \mathcal{K}] (I - \mathcal{K})^{-1},
\] (3.6)
where $[\mathcal{L}, \mathcal{K}] = \mathcal{L}\mathcal{K} - \mathcal{K}\mathcal{L}$ stands for the standard commutator of two operators. As usual, we set
\[
M: \text{ the operator of multiplication by the independent variable,}
\]
\[
D: \text{ the operator of differentiation.}
\] (3.7)
If necessary, a subscript will be put on an operator to indicate the variable on which it acts. Suppose that the operator $\mathcal{L}$ has the kernel $L(x, y)$, then
\[
[MD, \mathcal{L}] \doteq ((MD)_x + (MD)_y + I)L(x, y),
\] (3.8)
where $\doteq$ is understood as “has kernel”.

With the operator $\tilde{\mathcal{K}}_{\alpha, \frac{m}{n}}$ introduced in Section 1.3, we will denote by $\rho_{\alpha, \frac{m}{n}}$ the kernel of the operator $(I - \tilde{\mathcal{K}}_{\alpha, \frac{m}{n}})^{-1}$, and by $R_{\alpha, \frac{m}{n}}$ the kernel of the resolvent operator
\[
(I - \tilde{\mathcal{K}}_{\alpha, \frac{m}{n}})^{-1} = \tilde{\mathcal{K}}_{\alpha, \frac{n}{m}} (I - \tilde{\mathcal{K}}_{\alpha, \frac{m}{n}})^{-1} = (I - \tilde{\mathcal{K}}_{\alpha, \frac{m}{n}})^{-1} \tilde{\mathcal{K}}_{\alpha, \frac{m}{n}}.
\]
By definitions, it is readily seen that
\[
\rho_{\alpha, \frac{m}{n}}(x, y) = R_{\alpha, \frac{m}{n}}(x, y) + \delta(x - y),
\] (3.9)
where $\delta(x - y)$ is the Dirac delta function at $x = y$. The kernels $\rho'_{\alpha, \frac{m}{n}}$ and $R'_{\alpha, \frac{m}{n}}$ are then defined similarly, which correspond to the operator $\tilde{\mathcal{K}}'_{\alpha, \frac{m}{n}}$. To this end, we also define $\tilde{\mathcal{K}}'^t_{\alpha, \frac{m}{n}}$ to be the transpose of the operator $\tilde{\mathcal{K}}_{\alpha, \frac{m}{n}}$, which acts on distributions and whose kernel is given by $\tilde{\mathcal{K}}'^t_{\alpha, \frac{m}{n}}(y, x) \chi_j(x)$. By definition, it is readily seen that
\[
(I - \tilde{\mathcal{K}}'^t_{\alpha, \frac{m}{n}})^{-1}(f \chi_j)(x) = (I - \tilde{\mathcal{K}}'_{\alpha, \frac{m}{n}})^{-1} f(x) \chi_j(x).
\] (3.10)

Finally, we recall that since both $\tilde{\mathcal{K}}_{\alpha, \frac{m}{n}}$ and $\tilde{\mathcal{K}}'_{\alpha, \frac{m}{n}}$ are integrable in the sense of Its-Izergin-Korepin-Slavnov [20], their resolvent operators are integrable as well. Indeed, for $0 \leq j \leq m + n - 1$, by introducing functions
\[
Q_j(x; a) = (I - \tilde{\mathcal{K}}_{\alpha, \frac{m}{n}})^{-1} \phi_j(x),
\] (3.11)
\[
P_j(y; a) = (I - \tilde{\mathcal{K}}'_{\alpha, \frac{m}{n}})^{-1} \psi_j(y),
\] (3.12)
where $a$ stands for the collection of parameters $a_1, a_2, \ldots, a_{2\ell}$, the functions $\phi_j$ and $\psi_j$ are given in [1.19] and [1.20], respectively, we have the following proposition.

**Proposition 3.2.** Let $R_{\alpha, \frac{m}{n}}(x, y)$ and $R'_{\alpha, \frac{m}{n}}(x, y)$ be resolvent kernels of the operators $\tilde{\mathcal{K}}_{\alpha, \frac{m}{n}}$ and $\tilde{\mathcal{K}}'_{\alpha, \frac{m}{n}}$, respectively. Then, their explicit expressions are given below:
\[
R_{\alpha, \frac{m}{n}}(x, y) = \sum_{j=0}^{m+n-1} \frac{Q_j(x; a) P_j(y; a)}{x - y} \chi_j(y),
\] (3.13)
Proposition 3.3. With 0 equations: for Thus, it is natural to derive differential equations satisfied by With the operators

Proof. See \cite{20} or \cite{9, lemma 2.8].

In view of (1.21), (3.11) and (3.12), we have that

\[ x \partial_{x} Q_{j}(x; a) = (-1)^{n+1} w_{j,m+n-1} Q_{0}(x; a) - Q_{j+1}(x; a) \]

\[ - \sum_{k=1}^{2\ell} (-1)^{k} a_{k} R_{\alpha,\mu}(x, a_{k}) Q_{j}(a_{k}; a); \quad (3.17) \]

for \( j = m + n - 1 \), we have

\[ x \partial_{x} Q_{m+n-1}(x; a) = (-1)^{n+1}(x - w_{0,0} + w_{m+n-1,m+n-1}) Q_{0}(x; a) \]

\[ + \sum_{i=1}^{m+n-1} ((-1)^{n} w_{0,i} + b_{i-1}) Q_{i}(x; a) - \sum_{k=1}^{2\ell} (-1)^{k} a_{k} R_{\alpha,\mu}(x, a_{k}) Q_{m+n-1}(a_{k}; a), \quad (3.18) \]

where \( b_{i} \) is given in (1.12).

Finally, for the derivative with respect to \( a_{k} \), we have

\[ \frac{\partial}{\partial a_{k}} Q_{j}(x; a) = (-1)^{k} R_{\alpha,\mu}(x, a_{k}) Q_{j}(a_{k}; a), \quad 0 \leq j \leq m + n - 1, \quad 1 \leq k \leq 2\ell. \quad (3.19) \]

Proof. With the operators \( M \) and \( D \) defined in (3.7), it is easily seen that

\[ x \partial_{x} Q_{j}(x; a) = MDQ_{j}(x; a) = MD(I - \tilde{K}_{\alpha,\mu})^{-1} \phi_{j}(x) \]

\[ = [MD, (I - \tilde{K}_{\alpha,\mu})^{-1}] \phi_{j}(x) + (I - \tilde{K}_{\alpha,\mu})^{-1} MD \phi_{j}(x), \quad (3.20) \]

for \( j = 0, 1, \ldots, m + n - 1 \). Our strategy is then to evaluate the two parts in the last equality separately.
In view of (3.8), we further have
\[
[M, (I - \tilde{K}_{\alpha, m})^{-1}] \phi_j(x) = (I - \tilde{K}_{\alpha, m})^{-1} [M, \tilde{K}_{\alpha, m}](I - \tilde{K}_{\alpha, m})^{-1} \phi_j(x).
\] (3.21)

In view of (3.8), we further have
\[
[M, \tilde{K}_{\alpha, m}] = ((MD)_x + (MD)_y + I) \left( \tilde{K}^{(\alpha, m)}(x, y) \chi_j(y) \right)
\]
\[
= (\Delta_x + \Delta_y) \tilde{K}^{(\alpha, m)}(x, y) \cdot \chi_j(y) + y \tilde{K}^{(\alpha, m)}(x, y) \sum_{k=1}^{2\ell} (-1)^{k-1} \delta(y - a_k) \\
+ \tilde{K}^{(\alpha, m)}(x, y) \chi_j(y),
\] (3.22)

where we have made use of the fact that
\[
\frac{\partial}{\partial y} \chi_j(y) = \sum_{k=1}^{2\ell} (-1)^{k-1} \delta(y - a_k).
\]

A key observation here, due to (3.2) and the integration by parts, is that
\[
(\Delta_x + \Delta_y) \tilde{K}^{(\alpha, m)}(x, y) = \int_0^1 t \frac{d}{dt} \left( \tilde{f}(tx) \tilde{g}(ty) \right) dt
\]
\[
= \tilde{f}(x) \tilde{g}(y) - \tilde{K}^{(\alpha, m)}(x, y) = (-1)^{n+1} \phi_0(x) \psi_{m+n-1}(y) - \tilde{K}^{(\alpha, m)}(x, y);
\]

recall that the functions \( \phi_i \) and \( \psi_i \) are defined in (1.19) and (1.20), respectively. Hence,
\[
[M, \tilde{K}_{\alpha, m}] = (-1)^{n+1} \phi_0(x) \psi_{m+n-1}(y) \chi_j(y) - \sum_{k=1}^{2\ell} (-1)^k a_k \tilde{K}^{(\alpha, m)}(x, a_k) \delta(y - a_k).
\] (3.23)

This, together with (3.21), implies that
\[
[M, (I - \tilde{K}_{\alpha, m})^{-1}]
\]
\[
= (-1)^{n+1} Q_0(x; a)(I - \tilde{K}_{\alpha, m})^{-1}(\psi_{m+n-1} \chi_j)(y) - \sum_{k=1}^{2\ell} (-1)^k a_k R_{\alpha, m}(x, a_k) \rho_{\alpha, m}(a_k, y)
\]
\[
= (-1)^{n+1} Q_0(x; a) \mathcal{P}_{m+n-1}(y; a) \chi_j(y) - \sum_{k=1}^{2\ell} (-1)^k a_k R_{\alpha, m}(x, a_k) \rho_{\alpha, m}(a_k, y),
\] (3.24)

where we have made use of the fact that
\[
(I - \tilde{K}_{\alpha, m})^{-1}(\psi_{m+n-1} \chi_j)(y) = (I - \tilde{K}_{\alpha, m})^{-1} \psi_{m+n-1}(y) \cdot \chi_j(y) = \mathcal{P}_{m+n-1}(y; a) \chi_j(y);
\]

see (3.10) for the first equality. It is then immediate that
\[
[M, (I - \tilde{K}_{\alpha, m})^{-1}] \phi_j(x) = (-1)^{n+1} w_{j, m+n-1} Q_0(x; a)
\]
\[
- \sum_{k=1}^{2\ell} (-1)^k a_k R_{\alpha, m}(x, a_k) Q_j(a_k; a), \quad 0 \leq j \leq m + n - 1.
\] (3.25)
For the function \((I - \tilde{K}_{\alpha,m,n})^{-1}MD\phi_j(x)\), we observe from \((1.19)\) and \((5.1)\) that, if \(0 \leq j < m + n - 1\),
\[
(I - \tilde{K}_{\alpha,m,n})^{-1}MD\phi_j(x) = (I - \tilde{K}_{\alpha,m,n})^{-1}\Delta_x \left[(-1)^{n+1-j}(\Delta_x)^j\tilde{f}\right](x)
\]
\[
= (I - \tilde{K}_{\alpha,m,n})^{-1}\left[(-1)^{n+1-j}(\Delta_x)^{j+1}\tilde{f}\right](x) = -(I - \tilde{K}_{\alpha,m,n})^{-1}\phi_{j+1}(x) = -Q_{j+1}(x;a). \tag{3.26}
\]

If \(j = m + n - 1\), we first obtain from \((3.3)\) and \((1.10)\) that
\[
(-1)^m x\tilde{f}(x) = \prod_{j=0}^{m+n-1}(\Delta_x + \nu_j)\tilde{f}(x) = \sum_{i=0}^{m+n-1}(-1)^{m+n-1-i}b_i(\Delta_x)^{i+1}\tilde{f}(x)
\]
\[
= \sum_{i=0}^{m+n-2}(-1)^{m+n-1-i}b_i(\Delta_x)^{i+1}\tilde{f}(x) + (\Delta_x)^{m+n}\tilde{f}(x),
\]
or equivalently, on account of \((1.19)\),
\[
\Delta_x\phi_{m+n-1}(x) = (-1)^{n+1}x\phi_0(x) + \sum_{i=0}^{m+n-2}b_i\phi_{i+1}(x). \tag{3.27}
\]

Hence,
\[
(I - \tilde{K}_{\alpha,m,n})^{-1}MD\phi_{m+n-1}(x) = (I - \tilde{K}_{\alpha,m,n})^{-1}[\Delta_x\phi_{m+n-1}](x)
\]
\[
= (-1)^{n+1}(I - \tilde{K}_{\alpha,m,n})^{-1}M\phi_0(x) + \sum_{i=0}^{m+n-2}b_iQ_{i+1}(x;a). \tag{3.28}
\]

It then remains to evaluate \((I - \tilde{K}_{\alpha,m,n})^{-1}M\phi_0(x)\) and a straightforward calculation yields
\[
(I - \tilde{K}_{\alpha,m,n})^{-1}M\phi_0(x) = [(I - \tilde{K}_{\alpha,m,n})^{-1}, M]\phi_0(x) + M(I - \tilde{K}_{\alpha,m,n})^{-1}\phi_0(x)
\]
\[
= [(I - \tilde{K}_{\alpha,m,n})^{-1}, M]\phi_0(x) + xQ_0(x;a). \tag{3.29}
\]

By \((3.3)\), one has
\[
[(I - \tilde{K}_{\alpha,m,n})^{-1}, M] = (I - \tilde{K}_{\alpha,m,n})^{-1}[\tilde{K}_{\alpha,m,n}, M](I - \tilde{K}_{\alpha,m,n})^{-1},
\]
and by \((1.18)\),
\[
[\tilde{K}_{\alpha,m,n}, M] = \tilde{K}^{(\alpha,m,n)}(x,y)x\tilde{J}(y) \cdot y - x \cdot \tilde{K}^{(\alpha,m,n)}(x,y)\tilde{J}(y) = -\sum_{i=0}^{m+n-1}\phi_i(x)\psi_i(y)\chi_J(y).
\]

Combining the above two formulas, we obtain that
\[
[(I - \tilde{K}_{\alpha,m,n})^{-1}, M] = -\sum_{i=0}^{m+n-1}Q_i(x;a)(I - \tilde{K}^{(\alpha,m,n)})^{-1}\psi_i(x)\chi_J(y)
\]
\[
= -\sum_{i=0}^{m+n-1}Q_i(x;a)\mathcal{P}_i(y;a)\chi_J(y). \tag{3.30}
\]
Inserting (3.30) into (3.29), it is readily seen that
\[
(I - \tilde{K}_\alpha, \frac{m}{m})^{-1} M \phi_0(x) = - \sum_{i=0}^{m+n-1} w_{0,i} Q_i(x; a) + x Q_0(x; a),
\] (3.31)
which, by (3.28), also gives us
\[
(I - \tilde{K}_\alpha, \frac{m}{m})^{-1} M D \phi_{m+n-1}(x) = (-1)^{n+1} x Q_0(x; a) + \sum_{i=1}^{m+n-1} b_{i-1} Q_i(x; a)
+ (-1)^n \sum_{i=0}^{m+n-1} w_{0,i} Q_i(x; a).
\] (3.32)
The equation (3.17) then follows from (3.20), (3.25) and (3.26), while (3.18) follows from (3.20), (3.25) and (3.32).

To show (3.19), we note from (3.5) that
\[
\frac{\partial}{\partial a_k} Q_j(x; a) = \frac{\partial}{\partial a_k} (I - \tilde{K}_\alpha, \frac{m}{m})^{-1} \phi_j(x) = (I - \tilde{K}_\alpha, \frac{m}{m})^{-1} \frac{\partial}{\partial a_k} \tilde{K}_\alpha, \frac{m}{m} (I - \tilde{K}_\alpha, \frac{m}{m})^{-1} \phi_j(x),
\] (3.33)
for any \(0 \leq j \leq m + n - 1\) and \(1 \leq k \leq 2\ell\). Since
\[
\frac{\partial}{\partial a_k} \tilde{K}_\alpha, \frac{m}{m} \frac{\partial}{\partial y} (\tilde{K}(\alpha, \frac{m}{m})(x, y) \chi_j(y)) = (-1)^k \tilde{K}(\alpha, \frac{m}{m})(x, y) \delta(y - a_k),
\] (3.34)
it then follows that
\[
(I - \tilde{K}_\alpha, \frac{m}{m})^{-1} \frac{\partial}{\partial a_k} \tilde{K}_\alpha, \frac{m}{m} (I - \tilde{K}_\alpha, \frac{m}{m})^{-1} = (-1)^k R_{\alpha, \frac{m}{m}}(x, a_k) \rho_{\alpha, \frac{m}{m}}(a_k, y).
\] (3.35)
Inserting the above formula into (3.33) gives us (3.19).

This completes the proof of Proposition 3.3.

The system of partial differential equations satisfied by the functions \(P_j\) are given in the next proposition.

**Proposition 3.4.** For \(j = 0\), we have
\[
y \frac{\partial}{\partial y} P_0(y; a) = (-1)^n \sum_{i=0}^{m+n-2} w_{i,m+n-1} P_i(y; a) + (-1)^n (y - w_{0,0} + w_{m+n-1,m+n-1}) P_{m+n-1}(y; a)
- \sum_{k=1}^{2\ell} (-1)^k a_k R'_{\alpha, \frac{m}{m}}(y, a_k) P_0(a_k; a); \] (3.36)
for \(1 \leq j \leq m + n - 1\), we have
\[
y \frac{\partial}{\partial y} P_j(y; a) = P_{j-1}(y; a) + ((-1)^{n+1} w_{0,j} - b_{j-1}) P_{m+n-1}(y; a)
- \sum_{k=1}^{2\ell} (-1)^k a_k R'_{\alpha, \frac{m}{m}}(y, a_k) P_j(a_k; a). \] (3.37)
Finally, for the derivative with respect to \(a_k\), we have
\[
\frac{\partial}{\partial a_k} P_j(y; a) = (-1)^k R'_{\alpha, \frac{m}{m}}(y, a_k) P_j(a_k; a), \quad 0 \leq j \leq m + n - 1, \quad 1 \leq k \leq 2\ell. \] (3.38)
Proof. The proof is similar to that of Proposition 3.3. The main difference is that we need to use the following fact:

\[ MD\psi_j(y) = \Delta_y \left[ \sum_{i=0}^{m+n-1-j} b_{i+j}(\Delta_y)^i\tilde{g} \right](y) = \sum_{i=0}^{m+n-1-j} b_{i+j}(\Delta_y)^i\tilde{g}(y) \]

Furthermore, the resolvent kernel can be seen from (1.20), (3.1), (1.10) and (3.4). This also explains why the results are stated for \( j = 0 \) and \( 1 \leq j \leq m + n - 1 \), respectively. We leave the details to interested readers.

This completes the proof of Proposition 3.4.

Finally, we also need to relate the partial derivatives of \( w_{i,j} \) and \( R_m(x,y) \) to \( P \) and \( Q \). The relations are summarized in the following proposition.

**Proposition 3.5.** With \( w_{i,j} \) defined in (3.16), we have

\[ \frac{\partial}{\partial a_k} w_{i,j} = (-1)^k Q_i(a_k; a)P_j(a; a), \quad 1 \leq k \leq 2\ell, \quad 0 \leq i, j \leq m + n - 1. \]  

Furthermore, the resolvent kernel \( R_m(x,y) \) of the operator \( \tilde{K}_m \) satisfies

\[ \frac{\partial}{\partial a_k} R_m(x,y) = (-1)^k R_m(x,a_k)\rho(x,y) \]

and

\[ \left( \Delta_x + \Delta_y + \sum_{k=1}^{2\ell} \Delta_k + I \right) R_m(x,y) = (-1)^{n+1} Q_0(x)P_{m+n-1}(y)\chi(y). \]

**Proof.** By (3.16), we obtain from (3.38), Proposition 3.2 (3.11) and a straightforward calculation that

\[ \frac{\partial}{\partial a_k} w_{i,j} = (-1)^k P_j(a_k; a) \left( \phi_i(a_k) + \int_J \phi_i(x)R_m(x,a_k)\,dx \right) \]

\[ = (-1)^k P_j(a_k; a) \cdot \int_0^\infty \phi_i(x)(R_m(a_k,x) + \delta(x - a_k))\,dx = (-1)^k Q_i(a_k; a)P_j(a_k; a), \]

where in the last step we have used (3.9) which asserts that

\[ (I - \tilde{K}_m)^{-1} = R_m(x,y) + \delta(x - y). \]

Thus, \( \frac{\partial}{\partial a_k} (I - \tilde{K}_m)^{-1} = \frac{\partial}{\partial a_k} R_m(x,y) \). This, together with (3.5) and (3.35), gives us (3.41).

Finally, we see from (3.8) that

\[ [MD, (I - \tilde{K}_m)^{-1} - \tilde{K}_m] = (\Delta_x + \Delta_y + I) R_m(x,y). \]

On the other hand, it is easily seen that

\[ [MD, (I - \tilde{K}_m)^{-1} - I] = [MD, (I - \tilde{K}_m)^{-1}] - [MD, (I - \tilde{K}_m)^{-1}]. \]
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A combination of the above two formulas and (3.24) shows that
\[
(\Delta x + \Delta y + I) R_{\alpha, m} (x, y) = (-1)^{n+1} Q_0 (x; a) P_{m+n-1} (y; a) \chi J (y) \\
- \sum_{k=1}^{2\ell} (-1)^k a_k R_{\alpha, m} (x, a_k) R_{\alpha, m} (a_k, y), \tag{3.45}
\]
which, in view of (3.41), is equivalent to (3.42).

This completes the proof of Proposition 3.5. \(\square\)

### 3.3 Proofs of Propositions 1.2 and 1.3

**Proof of Proposition 1.2** In view of (3.15), it is readily seen from (3.19) and (3.13) that

\[
\frac{\partial x_{i,k}}{\partial a_i} = (-1)^i R_{\alpha, m} (a_k, a_i) x_{j,i} = (-1)^i \frac{x_{j,i}}{a_k - a_i} \sum_{l=0}^{m+n-1} x_{l,k} y_{l,i},
\]

for 1 \(\leq k \neq i \leq 2\ell \) and 0 \(\leq j \leq m + n - 1\), which is (1.24). If \(k = i\), we have

\[
\frac{\partial x_{i,k}}{\partial a_k} = \left( \frac{\partial}{\partial x} + \frac{\partial}{\partial a_k} \right) Q_j (x; a) \bigg|_{x=a_k}. \tag{3.46}
\]

Since

\[
v_j = (-1)^n w_{j,m+n-1}, \quad 0 \leq j \leq m + n - 1, \tag{3.47}
\]

it then follows from (3.46), (3.17) and (3.19) that, for 0 \(\leq j \leq m + n - 2\),

\[
a_k \frac{\partial x_{j,k}}{\partial a_k} = -v_j x_{0,k} - x_{j+1,k} - \sum_{i=1, i \neq k}^{2\ell} (-1)^i a_i R_{\alpha, m} (a_k, a_i) x_{j,i}
\]

\[
= -v_j x_{0,k} - x_{j+1,k} - \sum_{i=1, i \neq k}^{2\ell} (-1)^i a_i x_{j,i} \frac{a_k - a_i}{a_k - a_i} \sum_{l=0}^{m+n-1} x_{l,k} y_{l,i},
\]

which is (1.26). The equation (1.27) can be proved similarly with the aid of (3.48) and the fact that

\[
u_j = (-1)^n w_{0,j} + b_{j,1}, \quad 0 \leq j \leq m + n - 1. \tag{3.48}
\]

The equation (1.30) for \(u_j\) follows directly from (3.48), (3.40) and (3.15).

On account of Proposition 3.4, (3.47) and (3.40), the other equations for \(y_{j,k}\) and \(v_j\) can be proved in a manner similar, and we omit the details.

This completes the proof of Proposition 1.2.

**Proof of Proposition 1.3** To show (1.37), we first note that

\[
\frac{\partial}{\partial a_k} \log \det (I - \tilde{\mathbf{K}}_{\alpha, m}) = -\operatorname{tr} \left( (I - \tilde{\mathbf{K}}_{\alpha, m})^{-1} \frac{\partial \tilde{\mathbf{K}}_{\alpha, m}}{\partial a_k} \right), \quad 1 \leq k \leq 2\ell,
\]

and by (3.34),

\[
(I - \tilde{\mathbf{K}}_{\alpha, m})^{-1} \frac{\partial \tilde{\mathbf{K}}_{\alpha, m}}{\partial a_k} \equiv (-1)^k R_{\alpha, m} (x, y) \delta (y - a_k).
\]
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Thus, it is readily seen that
\[
\frac{\partial}{\partial a_k} \log \det \left( I - \tilde{K}_{\alpha, \frac{m}{n}} \right) = (-1)^{k+1} R_{\alpha, \frac{m}{n}}(a_k, a_k).
\] (3.49)

Since
\[
R_{\alpha, \frac{m}{n}}(a_k, a_k) = \sum_{j=0}^{m+n-1} \mathcal{Q}_j(a_k; a) \mathcal{P}_j(a_k, a),
\]

it then follows from (3.15), (3.17), (3.18), (3.47) and (3.48) that
\[
a_k R_{\alpha, \frac{m}{n}}(a_k, a_k) = - \sum_{j=0}^{m+n-2} x_{j+1,k} y_{j,k} - \sum_{j=0}^{m+n-1} 2 \ell (a_i) \sum_{i=1, i \neq k} (-1)^i a_i R_{\alpha, \frac{m}{n}}(a_k, a_i) x_{j,i} y_{j,k}.
\] (3.50)

By the change of variables (1.33), it is also readily seen that
\[
x_{j,k} y_{i,k} = (-1)^{k+1} q_{j,k} p_{i,k}.
\]

This, together with (3.49) and (3.50), gives us (1.37).

The other equations (1.38)–(1.40) then follows from straightforward calculations, with the aid of Proposition 1.2, (1.33) and (1.37).

This completes the proof of Proposition 1.3.

3.4 Proof of Theorem 1.4

It is easily seen that the equations (1.43)–(1.50) correspond to Proposition 1.2 with \( \tilde{J} = (0, s) \), i.e., \( \ell = 1 \), \( a_1 = 0 \) and \( a_2 = s \). To show (1.42), we first establish the relevant results for the Fredholm determinant \( \det \left( I - \tilde{K}_{\alpha, \frac{m}{n}} \right) \).

By (3.49), it follows that
\[
\frac{d}{ds} \log \det \left( I - \tilde{K}_{\alpha, \frac{m}{n}} \right) \bigg|_{(0,s)} = -R(s),
\]

where \( R(s) := R_{\alpha, \frac{m}{n}}(s, s) \). Since we are dealing with the special case \( \tilde{J} = (0, s) \), it is also immediate from (3.42) and (3.15) that
\[
(s R(s))' = R(s) + s \frac{d}{ds} R(s) = (-1)^{n+1} x_0(s) y_{m+n-1}(s).
\]

A combination of the above two formulas implies that
\[
\log \det \left( I - \tilde{K}_{\alpha, \frac{m}{n}} \right) \bigg|_{(0,s)} = - \int_0^s R(\varphi) \, d\varphi = (-1)^{n} \int_0^s \frac{1}{\varphi} \int_0^\varphi x_0(t) y_{m+n-1}(t) \, dt \, d\varphi
\]
\[
= (-1)^{n} \int_0^s \int_0^t \frac{1}{\varphi} \, d\varphi \cdot x_0(t) y_{m+n-1}(t) \, dt = (-1)^{n} \int_0^s \log \left( \frac{s}{t} \right) x_0(t) y_{m+n-1}(t) \, dt
\]
\[
= \int_0^s \frac{v_0(t)}{t} \, dt,
\] (3.51)

21
where we have made use of (1.48) and the integration by parts in the last step. In view of (1.16), we have that
\[
F_{\alpha, \nu} (s) = \det \left( I - K_{\alpha, \nu} \right)_{(0, s)} = \det \left( I - \tilde{K}_{\alpha, \nu} \right)_{(0, s)}.
\]
(3.52)

Combining the above two formulas and a change of variable \( t \to \frac{z^m}{m^{m+n}} \) gives us (1.42).

This completes the proof of Theorem 1.4.

### A The Meijer G-function and Wright’s generalized Bessel function

#### A.1 The Meijer G-function

By definition, the Meijer G-function is given by the following contour integral in the complex plane:
\[
G_{m,n}^{p,q} \left( \begin{array}{c}
a_1, \ldots, a_p \\ b_1, \ldots, b_q
\end{array} \middle| \frac{z}{\Gamma(1 - u)} \right) = \frac{1}{2\pi i} \int_\gamma \prod_{j=1}^m \Gamma(b_j + u) \prod_{j=1}^n \Gamma(1 - a_j - u) \frac{z^{-u}}{\prod_{j=m+1}^p \Gamma(1 - b_j - u) \prod_{j=n+1}^q \Gamma(a_j + u)} du,
\]
(A.1)

where \( \Gamma \) denotes the usual gamma function and the branch cut of \( z^{-u} \) is taken along the negative real axis. It is also assumed that

- \( 0 \leq m \leq q \) and \( 0 \leq n \leq p \), where \( m, n, p \) and \( q \) are integer numbers;

- The real or complex parameters \( a_1, \ldots, a_p \) and \( b_1, \ldots, b_q \) satisfy the conditions
  \[
a_k - b_j \neq 1, 2, 3, \ldots, \text{ for } k = 1, 2, \ldots, n \text{ and } j = 1, 2, \ldots, m,
\]
  i.e., none of the poles of \( \Gamma(b_j + u) \), \( j = 1, 2, \ldots, m \) coincides with any poles of \( \Gamma(1 - a_k - u) \), \( k = 1, 2, \ldots, n \).

The contour \( \gamma \) is chosen in such a way that all the poles of \( \Gamma(b_j + u) \), \( j = 1, \ldots, m \) are on the left of the path, while all the poles of \( \Gamma(1 - a_k - u) \), \( k = 1, \ldots, n \) are on the right, which is usually taken to go from \(-i\infty\) to \(i\infty\). Most of the known special functions can be viewed as special cases of the Meijer G-functions. For more details, we refer to the references [27, 29].

From the definition (A.1), it is easily seen that
\[
z^\alpha G_{m,n}^{p,q} \left( \begin{array}{c}
a_1, \ldots, a_p \\ b_1, \ldots, b_q
\end{array} \middle| \frac{z}{\Gamma(1 - u)} \right) = G_{m,n}^{p,q} \left( \begin{array}{c}
a_1 + \alpha, \ldots, a_p + \alpha \\ b_1 + \alpha, \ldots, b_q + \alpha
\end{array} \middle| \frac{z}{\Gamma(1 - u)} \right),
\]
(A.2)

Finally, we note that the Meijer G-function satisfies the following linear differential equation of order \( \max(p, q) \):
\[
\left[ (-1)^{p-m-n} z \prod_{j=1}^p \left( z \frac{d}{dz} - a_j + 1 \right) - \prod_{j=1}^q \left( z \frac{d}{dz} - b_j \right) \right] G_{m,n}^{p,q} \left( \begin{array}{c}
a_1, \ldots, a_p \\ b_1, \ldots, b_q
\end{array} \middle| \frac{z}{\Gamma(1 - u)} \right) = 0;
\]
(A.3)

see [29] formula 16.21.1.]
A.2 Wright’s generalized Bessel function

The Wright’s generalized Bessel function $J_{a,b}$ defined in (1.7) is an entire function of $z$ depending on two parameters $a$ and $b$. It generalizes the Bessel function due to the relation

$$J_{\nu+1,1} \left( \frac{z^2}{4} \right) = \left( \frac{z}{2} \right)^{-\nu} J_\nu(z),$$

where $J_\nu$ stands for the Bessel function of the first kind. The Wright’s generalized Bessel functions are related to the Meijer G-functions if $b$ is a rational number. Indeed, by [17, formula (13)] and [18, formula (22)], it follows that

$$J_{a,m,n} (z) = (2\pi)^{m-n} m^{-a+\frac{1}{2}+\frac{1}{2}} \prod_{j=0}^{n-1} \left( 1 - \frac{a+1 + i}{m} \right) J_{a,m,n} (z) = (-1)^n \frac{z^n}{m^m n^n} J_{a,m,n} (z).$$

(A.4)

This, together with (A.3), implies that $J_{a,m,n}$ satisfies the following linear differential equation of order $m+n$:

$$\prod_{j=0}^{n-1} \left( \frac{z}{n} \frac{d}{dz} - j \right) \prod_{i=0}^{m-1} \left( \frac{z}{n} \frac{d}{dz} - 1 + \frac{a+i}{m} \right) J_{a,m,n} (z) = (-1)^n \frac{z^n}{m^m n^n} J_{a,m,n} (z).$$

(A.5)
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