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Abstract—One of the first widespread uses of multi-user multiple-input multiple-output (MU-MIMO) is in 5G networks, where each base station has an advanced antenna system (AAS) that is connected to the baseband unit (BBU) with a capacity-constrained fronthaul. In the AAS configuration, multiple passive antenna elements and radio units are integrated into a single box. This paper considers precoded downlink transmission over a single-cell MU-MIMO system. We study optimized linear precoding for AAS with a limited-capacity fronthaul, which requires the precoding matrix to be quantized. We propose a new precoding design that is aware of the fronthaul quantization and minimizes the mean-squared error at the receiver side. We compute the precoding matrix using a sphere decoding (SD) approach. We also propose a heuristic low-complexity approach to quantized precoding. This heuristic is computationally efficient enough for massive MIMO systems. The numerical results show that our proposed precoding significantly outperforms quantization-unaware precoding and other previous approaches in terms of the sum rate. The performance loss for our heuristic method compared to quantization-aware precoding is insiginificant considering the complexity reduction, which makes the heuristic method feasible for real-time applications. We consider both perfect and imperfect channel state information (CSI).

Index Terms—Quantization-aware precoding, advanced antenna system (AAS), limited fronthaul capacity, reduced complexity, MU-MIMO.

I. INTRODUCTION

MULTI-USER multiple-input and multiple-output (MU-MIMO) is a transmission technique where a base station (BS) with multiple antennas communicates with multiple user equipments (UEs) on the same time-frequency resources. In MU-MIMO systems, spatial diversity and multiplexing techniques are used to obtain reliable communication links and higher data rates, respectively [2].

[3]. However, multiuser interference induces a performance loss when the BS communicates with multiple UEs and must be controlled. The BS uses the precoding method to minimize interference in the downlink [4, Ch. 1].

Nowadays, the hardware configuration of BSs is different from the traditional one, which has a significant effect on how the precoded signals are computed. In the traditional configuration, each BS contains one baseband unit (BBU) and then two boxes per antenna: one passive antenna element (AE) and one radio unit (RU), as depicted in Fig. 1(a). Hence, to build a 16-antenna MU-MIMO BS, 33 interconnected boxes are needed. However, 5G BSs integrate all AEs and RUs into a single enclosure, called an advanced antenna system (AAS) [5, Ch. 1] and shown in Fig. 1(b). This hardware evolution has made massive MIMO practically feasible with a compact form factor [6] and also enables the BBU functions to be virtualized in the cloud through the migration to the centralized radio access network (C-RAN) architecture [7]. A new implementation bottleneck in these systems is the digital fronthaul between the AAS and BBU, which needs a capacity that grows with the number of antennas and incurs a finite resolution on all signals.

A. Related Works

The impact of impairments in analog hardware on the communication performance of MU-MIMO systems has received much attention in prior literature (see e.g., [8], [9], [10], [11], [12]). Moreover, there are related works on quantization distortion caused by low-resolution analog-to-digital converters (ADC) in the uplink [13], [14] and low-resolution digital-to-analog converters (DAC) in the downlink [15], [16], [17], [18]. For example, [17] used Bussgang’s decomposition to derive a lower bound on the downlink capacity when the precoded signals are sent using low-resolution DACs. A key characteristic of these prior works is that the distortion is created in the RU, i.e., in the analog domain, or in the converters. This implies that the transmit signal obtained after precoding is distorted, which differs from the setup in this paper where only the precoding matrix is distorted.

Alternatively, symbol-level precoding techniques, where the transmitted signals are designed based on the knowledge of both channel state information (CSI) and the data symbols have been recently proposed for downlink MU-MIMO systems with low-resolution DACs [19], [20], [21]. In [21] a novel symbol-level precoding technique is developed that supports systems with DACs of any resolution, and it is applicable for...
any signal constellation. The authors in [19] propose a reduced complexity precoding method based on linear programming and constructive interference. Different from these non-linear precoding schemes, our linear precoding design is independent of the data and can be used for arbitrary many data symbols, leading to vastly lower complexity.

Another related line of work is codebook-based precoding for MU-MIMO [22], [23], where the UEs estimate and feed back their channels to the BS using a quantization codebook. The precoding matrix is then computed based on the quantized channels, which leads to extra unremovable interference even if zero-forcing is used [23]. The key difference from this paper is that the feedback quantization appears before the precoding (the CSI is quantized), instead of after. The effect of limited fronthaul capacity was studied in [24], [25], [26], and [27] among others, but the focus was not on precoding design. In [18], the authors proposed a finite-resolution linear precoding method for massive MIMO. An all-digital C-RAN deployment was also considered in [28], but for the uplink direction. A sum-rate maximization problem with capacity-constrained fronthaul and optimal bandwidth allocation is discussed in [29], where the authors assume that the precoding matrix and data symbols are separately transported over the fronthaul link.

This interface must carry received uplink signals (to be decoded at the BBU) and precoded downlink signals, which are computed at the BBU. In this paper, we analyze and mitigate the precoding distortion that occurs over the digital interface between the BBU and AAS, where the key difference is that the precoding matrix is quantized before the transmit signal is computed; that is, before the quantized precoding matrix is multiplied with the data symbols at the AAS. We develop one benchmark method for computing such a precoding matrix in an optimized manner and also propose a low-complexity method. The focus is on block-level precoding, where the same quantized precoding matrix is utilized for all the symbols in a coherence block. This paper refines the problem formulation from the conference version of work [1] and develops an efficient sphere precoding (SP) implementation as well as a low-complexity approach that did not appear in [1]. The proposed algorithms can be used along with any channel model and irrespective of whether the CSI is obtained using codebook-based feedback or uplink pilot transmission.

B. Contributions

Since the data symbols originate from a finite-resolution codebook and change much more rapidly than the precoding matrix, an efficient implementation will send these quantities separately over the fronthaul so that only the precoding matrix must be quantized. We formulate and solve a novel quantization-aware precoding problem, where the communication performance after quantization is maximized. The main contributions are:

- We formulate a new downlink block-level precoding framework, inspired by practical AAS implementation, where the precoding matrix is quantized when sent over the limited-capacity fronthaul from the BBU to the AAS, while data symbols require no further quantization. In this quantization-aware linear precoding problem, the precoding matrix is selected to minimize the mean-squared error (MSE) at the receiver side. Unlike previous works that consider one-bit quantized MU-MIMO [13], [19], we cast an optimization problem that manages multi-bit quantization. We use mixed-integer convex programming (MICP) [30], [31], [32], [33] to solve the problem to global optimality for a fixed precoding coefficient.

- We propose a novel SP algorithm by using the sphere decoding (SD) technique to decrease the complexity of solving the mixed-integer problem. We compare the runtime of these algorithms to show the benefits for practically-sized problems.

- We suggest a heuristic approach that begins with quantization-unaware precoding and then updates the precoding columns sequentially. This approach is sufficiently efficient to be used in the massive MIMO case.

- We provide numerical results to show the benefits of the proposed quantization-aware precoding technique and our heuristic approach over the quantization-unaware baseline and also what is presented in [18], in terms of minimizing the MSE. We describe how the number of quantization levels, number of UEs, and CSI quality affect the performance.

- We present polar grid quantization in addition to rectangular one and compare their performance.

C. Notations

The set of integer, real, and complex numbers are denoted as \( \mathbb{Z} \), \( \mathbb{R} \), and \( \mathbb{C} \), respectively. Matrices and vectors are represented by upper and lower bold case letters, as \( \mathbf{X} \) and \( \mathbf{x} \). The element in the \( m \)-th row and \( k \)-th column of a matrix \( \mathbf{X} \) is denoted by \( \mathbf{X}[m, k] = x_{m,k} \) while \( \mathbf{x}[m] = x_m \) denotes the \( m \)-th element of \( \mathbf{x} \). In addition, \( \mathbf{x}_k \) indicates \( k \)-th column of the matrix \( \mathbf{X} \). The identity matrix of size \( M \times M \) is denoted as \( \mathbf{I}_M \). Besides, \( \mathbf{I}_{M \times K} \) and \( \mathbf{0}_{M \times K} \) represent matrices of size \( M \times K \) in which all elements are one and zero, respectively. The notation \( | \cdot | \) represents the absolute value, \( \| \cdot \|_2 \) denotes the Euclidean norm of a vector, and \( \| \cdot \|_F \) represents the Frobenius norm of a matrix. The Kronecker product is denoted by \( \otimes \). The transpose, conjugate, conjugate transpose, matrix inversion, vectorization, and trace are given by \( \cdot^T \), \( \cdot^* \), \( \cdot^H \), \( \cdot^{-1} \), \( \text{vec}(\cdot) \), and \( \text{tr}(\cdot) \), respectively. Furthermore, \( \Re\{\cdot\} \) denotes the real part.
and \( \mathcal{I} \{ \cdot \} \) denotes the imaginary part of a complex number. \( \mathbb{E}[X] \) represents the statistical average of a random variable \( X \), and \( X \sim \mathcal{CN}(0, \sigma^2) \) denotes a circularly symmetric complex Gaussian distribution with variance \( \sigma^2 \).

D. Paper Outline

The organization of the paper is as follows. Section II presents an overview of the proposed system model and discusses quantization-unaware precoding as a baseline. Section III describes the proposed precoding framework, which that is called the quantization-aware precoding approach, and the SP approach that is used to solve the problem. In Section IV, we propose a heuristic approach with vastly reduced complexity. Section V provides numerical results and evaluates the performance in terms of sum rate for the new schemes and existing benchmarks. Finally, Section VII summarizes the main conclusions and provides suggestions for future work.

E. Reproducible Research

The simulation results can be reproduced using code available at: https://github.com/emilbjornson/fronthaul-quantization-precoding

II. SYSTEM MODEL

We consider the downlink of a single-cell MU-MIMO system, where a BS equipped with an AAS with \( M \) antenna-integrated radios serves \( K \) single-antenna UEs on the same time-frequency resource. The AAS is connected to a BBU through a digital fronthaul link with limited capacity. Hence, any signal that is sent over the fronthaul must be quantized to finite resolution. Each transmitted signal vector is the product between a precoding matrix and a vector with data symbols, whereby the former is assumed fixed for the duration of the transmission while the latter changes at the symbol rate. The BBU encodes the data and computes a precoding matrix based on CSI and then forwards it to the AAS. As the data symbols represent bit sequences from a channel coding codebook, we can send them over the fronthaul without quantization errors and map them to modulation symbols at the AAS. However, the precoding matrix normally contains arbitrary complex-valued entries and must be quantized before being sent over the limited-capacity fronthaul. The quantized precoding matrix is then multiplied with the UEs’ data symbols at the AAS, and finally the product is transmitted wirelessly.

**Remark 1:** The fronthaul signaling can be vastly reduced by conveying the precoding matrix and signal vector separately. To demonstrate this, suppose \( N_{\text{precoder}} \) is the number of quantization bits per real dimension and \( \tau \) is the number of signal vectors per transmission block. The required fronthaul capacity is \( C_{\text{separate}} = 2MKN_{\text{precoder}} + \tau KSE \) bits per block, where the spectral efficiency \( SE \) represent the number of bits per data symbol. This should be compared against multiplying the precoding matrix and signal vector at the BBU and then sending the resulting \( M \)-length vectors over the fronthaul. This joint fronthaul signaling requires \( C_{\text{joint}} = M\tau N_{\text{res}}SE \) bits per block, where the factor \( N_{\text{res}} \) determines how much larger the quantization resolution per entry is compared to the SE of the data symbols. For example, consider 16-QAM with \( SE = 4 \) bit/symbol, \( M = 16 \) antennas, \( K = 4 \) UEs, \( \tau = 200 \) symbols per block, \( N_{\text{precoder}} = 3 \) bits per real dimension, and \( N_{\text{res}} = 3 \) times higher quantization resolution than spectral efficiency. We then get \( C_{\text{separate}} = 3584 \) while \( C_{\text{joint}} = 38400 \), which shows that the fronthaul load is reduced by 10 times when following the proposed approach of transmitting the precoding matrix and signal vector separately. This is why this paper only considers the former option.

Before analyzing the proposed quantization-aware precoding scheme in Section III, we first introduce the considered transmission model in the following subsections. We also discuss the model of imperfect CSI that will be used in parts of this paper. Then, the conventional uniform quantizer-mapping and the quantization operator are defined.

A. Downlink Transmission

To focus on algorithmic development, we assume that the BBU has perfect CSI and neglect all potential transceiver hardware impairments. Later in this paper, we also demonstrate how the algorithms can be applied along with imperfect CSI. The downlink system model can be written as

\[
y = Hx + n,
\]

where \( y = [y_1, \ldots, y_K]^T \in \mathbb{C}^K \) contains the received signals at all the UEs and \( y_k \in \mathbb{C} \) denotes the signal received at the \( k \)-th UE. The downlink channel matrix \( H \in \mathbb{C}^{K \times M} \) has entries \( h_{k,m} \) for \( k = 1, \ldots, K \) and \( m = 1, \ldots, M \). It represents a narrowband channel and might be one subcarrier of a multi-carrier system. In the latter case, the algorithms developed in this paper can be applied individually on each subcarrier. The vector \( n = [n_1, \ldots, n_K]^T \in \mathbb{C}^K \) represents additive white noise, where has independent and identically distributed (i.i.d.) entries \( n_k \sim \mathcal{CN}(0, N_0) \). The precoded signal vector is denoted by \( x = Ps \), where the vector \( s = [s_1, \ldots, s_K]^T \in \mathbb{O}^K \) contains the data symbols and \( s_k \) denotes the random data symbol intended for UE \( k \) normalized to unit power. Here, \( \mathbb{O} \) is the finite set of constellation points (e.g., a conventional QAM alphabet). We consider linear block-level precoding where \( P \) depends on the channel matrix \( H \), but not on the data symbols. The algorithms developed in this paper are not relying on a particular channel model, but can be applied to any realization of \( H \).

The precoding matrix \( P \) is obtained from the BBU and has entries \( p_{m,k} \in \mathbb{P} \) for \( k = 1, \ldots, K \) and \( m = 1, \ldots, M \), where the fronthaul quantization alphabet set \( \mathbb{P} \) is defined as

\[
\mathbb{P} = \{ l_R + jl_I : l_R, l_I \in \mathcal{L} \}.
\]

We assume that the same quantization alphabet is used for the real and imaginary parts. Here \( \mathcal{L} = \{ l_0, \ldots, l_{L-1} \} \) contains the set of real-valued quantization labels, \( L = |\mathcal{L}| \) denotes the number of quantization levels and \( N = \log_2(L) \) is the number of quantization bits per real dimension. Note that \( \mathbb{P} \) coincides with the complex numbers set \( \mathbb{C} \) in the case of infinite resolution.
The AAS computes the precoded signal vector $\mathbf{x} = \mathbf{P} \mathbf{s}$ and it must satisfy the following average power constraint:

$$
\mathbb{E}[\|\mathbf{x}\|_2^2] = \|\mathbf{P}\|_F^2 \leq q, \quad (3)
$$

where $\|\mathbf{P}\|_F$ denotes the Frobenius norm and $q$ is the maximum average transmit power of the downlink signals. The equality in (3) follows from the fact that the data symbols are i.i.d. and have unit power.

The $k$-th UE needs to estimate the transmitted data symbol $\hat{s}_k \in \mathbb{C}$ based on its received signal $y_k$. We assume that the UE computes the estimate as $\hat{s}_k = \beta_k y_k$, where the linear equalization is based on the receiver gain $\beta_k \in \mathbb{C}$ (also known as the precoding factor [15]) that is selected to minimize the MSE $\mathbb{E}[\|s_k - \hat{s}_k\|^2]$. In the precoding design, we will treat all UEs equally by minimizing their sum MSE

$$
\mathbb{E}[\|\mathbf{s} - \hat{\mathbf{s}}\|_2^2] = \mathbb{E}[\|\mathbf{s} - \mathbf{B}\gamma\|_2^2], \quad (4)
$$

where $\hat{\mathbf{s}} = [\hat{s}_1, \hat{s}_2, \ldots, \hat{s}_K]^T$ is a vector containing the estimated data symbols and $\mathbf{B} = \text{diag}(\beta)$ is a $K \times K$ diagonal matrix with $\beta_k$ as the $k$-th diagonal element. We also define the vector $\beta = [\beta_1, \beta_2, \ldots, \beta_K]^T$ with the receiver gains, because it will later be treated as an optimization variable.

**B. Imperfect CSI**

The BBU uses its available CSI to select the downlink precoding matrix. The CSI can be represented by the channel matrix estimate $\hat{\mathbf{H}} \in \mathbb{C}^{K \times M}$ with entries $\hat{h}_{k,m}$. As the main focus of this work is on the fronthaul quantization effects, we will primarily consider perfect CSI, i.e., $\mathbf{H} = \hat{\mathbf{H}}$. However, the same algorithms can be used if the BBU has imperfect CSI, but evaluates the sum MSE in (4) as if the CSI is perfect. That is a common way of doing precoding with imperfect CSI [22], [23].

We will take imperfect CSI into account in our numerical results and we will motivate the corresponding modeling of CSI imperfections in this section. Suppose all the channel coefficients $h_{k,m}$ for $k = 1, \ldots, K$ and $m = 1, \ldots, M$ are modeled as i.i.d. complex Gaussian random variables with variance $\gamma_k$, i.e., $h_{k,m} \sim \mathcal{CN}(0, \gamma_k)$. All the links are assumed to be block fading, and the channel parameters are constant within one block and change independently from block to block. We consider a time-division duplex (TDD) scenario, where the uplink channels are equal to the downlink channels due to reciprocity, and make use of the typical estimation framework from the massive MIMO literature [4]. Each UE transmits a known uplink pilot signal $x_k \in \mathbb{C}$ with power $\bar{q}_k$, so a total of $K$ pilots are needed. The received signal vector from the $k$-th UE at the BBU is given by

$$
\bar{y}_k = \mathbf{h}_k x_k + \mathbf{n}_k, \quad (5)
$$

where $\bar{y}_k = [\bar{y}_{k,1}, \bar{y}_{k,2}, \ldots, \bar{y}_{k,M}]^T$, $\mathbf{h}_k = [h_{k,1}, h_{k,2}, \ldots, h_{k,M}]^T$, and $\mathbf{n}_k = [n_{k,1}, n_{k,2}, \ldots, n_{k,M}]^T \sim \mathcal{CN}(0, \bar{q}_k \mathbf{I}_M)$ is independent noise. The MMSE estimate of $h_{k,m}$ is [4, Ch. 3]

$$
\hat{h}_{k,m} = \frac{\gamma_k \bar{y}_{k,m}^*}{N_0 + |\bar{x}_k|^2} \sim \mathcal{CN}\left(0, \frac{\gamma_k N_0}{N_0 + |\bar{x}_k|^2} \right). \quad (6)
$$

We notice that this model only considers the estimation errors that occur due to the limited uplink SNR, while we have neglected further uplink fronthaul quantization errors. Depending on how strongly the pilot signals are quantized, the errors might have a small or noticeable impact on the precoding at high SNR. However, the uplink data reception generally requires a higher quantization resolution than in the downlink, so there are reasons to believe that the pilots can also be received with relatively high resolution. Since this paper focuses on the downlink and precoding, we relegate all further uplink analysis to future works.

**C. Quantizer Function**

The limited-capacity fronthaul is modeled as a quantizer. Since uniform quantization is often used in practice, we model our quantizer function $Q(\cdot) : \mathbb{C} \rightarrow \mathcal{P}$ as a symmetric uniform quantization with step size $\Delta$. Each entry of the quantization labels $\mathcal{L}$ is defined as

$$
l_z = \Delta \left( z - \frac{L-1}{2} \right), \quad z = 0, \ldots, L - 1. \quad (7)
$$

Furthermore, we let $T = \{T_0, \ldots, T_L\}$, where $-\infty = T_0 < T_1 < \ldots < T_{(L-1)} < T_L = \infty$, specify the set of the $L + 1$ quantization thresholds. For uniform quantizers, the inner thresholds are

$$
t_z = \Delta \left( z - \frac{L}{2} \right), \quad z = 1, \ldots, L - 1. \quad (8)
$$

The quantizer function $Q(\cdot)$ can be uniquely described by the set of quantization labels $\mathcal{L} = \{l_z : z = 0, \ldots, L - 1\}$ and the set of quantization thresholds $T$. The quantizer maps an input $r \in \mathbb{C}$ to the quantized output $Q(r) = l_z + j l_l \in \mathcal{P}$, where the set is defined in (2), if $\mathbb{R}\{Q(r)\} \in \{T_0, T_{l+1}\}$ and $\mathbb{I}\{Q(r)\} \in \{T_l, T_{l+1}\}$. The step size $\Delta$ of the quantizer should be chosen to minimize the distortion between the quantized output and unquantized input. The optimal step size $\Delta$ depends on the statistical distribution of the input, which in our case depends on the precoding scheme and the channel model. Since the distribution of the precoding matrix elements is generally unknown and varying with the user population and deployment location, we set the step size to minimize the distortion in the MSE sense under the maximum-entropy assumption that the per-antenna input to the quantizers is $\mathcal{CN}(0, \gamma_k)$ distributed, where the variance is selected so that the sum power of the elements matches with the power constraint in (3). The corresponding optimal step size for the normal distribution was found in [34].

**D. Quantization-Unaware Precoding**

When it comes to quantized precoding, we will consider two cases. The naive baseline approach is to first design a precoding matrix $\mathbf{W} \in \mathbb{C}^{M \times K}$ based on the available CSI

\[ CN(0, N_0 I_M) \]
and any precoding scheme designed with infinite resolution and then quantize using $\mathcal{Q} : \mathbb{C}^{M \times K} \rightarrow \mathcal{P}^{M \times K}$ so that its output can be sent over the fronthaul. The BBU can use any precoding scheme from the literature but should make sure that $\|W\|_F^2 = q$, so that it would satisfy the power constraint in (3) and thereby fit the dynamic range of the quantizer. We will refer to this as quantization-unaware precoding. As depicted in Fig. 2(a), the quantization-unaware precoding matrix is obtained as

$$P = \mathcal{Q}(W),$$

where all the calculations are done at the BBU. The quantized precoding matrix $P$ and the data symbols vector $s$ are sent separately over the fronthaul. The precoded signal vector $x$ is calculated at the AAS as

$$x = \alpha Ps$$

where the scaling factor $\alpha = \sqrt{q/\|P\|_F^2}$ is computed at the AAS with the available information. This scaling factor makes sure that maximum power is used during transmission and is needed since the condition $\|W\|_F^2 = q$ does not imply $\|P\|_F^2 = q$. We note that, due to the power constraint on $W$, each input to the quantizer has an average power of $\frac{q}{KN}$, which is what the assumed quantizer is designed for. We stress that path loss variations between the users affect the channel matrix $H$ and receiver gains, but has little impact on the precoding matrix when minimizing the sum MSE. This is why the same quantizer can be used for all elements.

It is worth mentioning that there are prior works (e.g., [15]) that consider a seemingly similar quantization-aware procedure but quantize the precoded signal $x$ and not just the precoding matrix. This is relevant when the quantization distortion comes from the DAC but not for our setup.

As we mentioned, the BBU can use any unnormalized precoding matrix $W$ and then quantize it. Some classical schemes to compute continuous precoding matrices are transmit Wiener filtering (WF), zero-forcing (ZF), and maximum ratio transmission (MRT) [35], [36]. The WF precoding scheme is the most desirable one and is derived in [35] by minimizing the MSE in (4). The corresponding unnormalized continuous precoding matrix $W^{WF}$ is computed as

$$W^{WF} = H^H \left( HH^H + \frac{KN_0}{q} I_K \right)^{-1}.$$  

Instead of following this two-step procedure, where a continuous precoding matrix is first computed and then quantized to fit the discrete fronthaul quantization alphabet, we could craft an algorithm that directly computes a precoding matrix where the elements come from this discrete alphabet. This alternative is illustrated in Fig. 2(b) and will be called quantization-aware precoding. In Section III, we develop an optimization algorithm that minimizes the MSE, similarly to WF precoding, by taking knowledge of the quantization alphabet into account.

### III. Quantization-Aware Precoding

The uncontrolled quantization effect in the quantization-unaware precoding scheme leads to extra interference and reduced beamforming gain. Thus, it is not the optimal scheme. For example, canceling all interference using zero-forcing is optimal when the signal-to-noise ratio (SNR) is high and there is no quantization [35], [36], while it will not be the case in our setup due to the fronthaul quantization. In this section, we propose a scheme that finds an optimal quantization-aware precoding that minimizes the MSE between the received signal and the transmitted symbol vector $s$ under the power constraint in (3).

#### A. Optimal Quantization-Aware Precoding

We formulate the quantization-aware precoding optimization problem as

$$\min_{P \in \mathbb{P}^{M \times K}, \beta \in \mathbb{C}^K} \mathbb{E}[\|s - \text{diag} (\beta) y\|_2^2]$$

subject to $\|P\|_F^2 \leq q$. (12)

There are two optimization variables in (12): the precoding matrix $P$ and the vector $\beta$ containing receiver gains (that are used at the receiver side) that are the elements on the diagonal of $B$.

A Lagrangian multiplier approach can be taken to reformulate the optimization problem in (12). A simplified Lagrangian function can be written as follows

$$\mathcal{L}(P, \beta, \lambda) = \text{tr} \left( I_K - BHP - PH^HH + BHPP^H H^H B^H \right) + \lambda (\text{tr}(P^H P) - q).$$

In the next subsection, we present a step-by-step guide to simplifying the Lagrangian function $\mathcal{L}$. Then, for a given quantized precoding matrix $P$, we can compute the optimal value of $\beta_k$ by taking the Wirtinger derivative $\frac{\partial \mathcal{L}}{\partial \beta_k}$ and equate it to zero. This leads to the equation

$$\beta_k = [P^H H^H P]_{k,k} + \beta_k N_0 = [P^H H^H]_{k,k}$$

**Fig. 2.** There are several key differences between the baseline quantization-unaware precoding in (a) and our proposed quantization-aware precoding scheme in (b).
and we obtain the optimal receiver gain as
\begin{equation}
\beta_{k}^{\text{Opt}} = \frac{[\mathbf{P}^{H}\mathbf{H}]_{k,k}}{[\mathbf{P}^{H}\mathbf{H}\mathbf{H}]_{k,k} + \mathbf{N}_0}.
\end{equation}

If we substitute (15) into (12), the remaining combinatorial problem of finding \( \mathbf{P} \) will be computationally intractable. An iterative method is possible where we switch between optimizing \( \mathbf{P} \) and \( \beta \) while keeping the other one fixed, but we have noticed experimentally that for a good initialization of the receiver gain as \( \beta_{\text{WF}} \) (computed for WF precoding without fronthaul quantization), \( \beta \) will not change much between iterations. Hence, we propose to set \( \beta = \beta_{\text{WF}} \) based on the optimal infinite-resolution precoding WF and then solve the remaining problem. Hence, we propose to pick a judicious value of \( \beta \) and then solve the remaining problem
\begin{equation}
\begin{aligned}
\text{minimize} & \quad \mathbb{E} \left[ \| \mathbf{s} - \mathbf{B}^{\text{Opt}} \mathbf{y} \|_2^2 \right] \\
\text{subject to} & \quad \| \mathbf{P} \|_F^2 \leq q,
\end{aligned}
\end{equation}

where \( \mathbf{B}^{\text{Opt}} \) is the diagonal matrix that has the optimal receiver gain \( \beta_{k}^{\text{Opt}} \) as its \( k \)-th diagonal element. In the numerical evaluation in Section V, we will use \( \beta_{k} = \beta_{k}^{\text{WF}} \), which is calculated by substituting (11) into (15) and is computed for WF precoding without fronthaul quantization (i.e., infinite resolution). The expression in (15) can be simplified for WF receiver gains into
\begin{equation}
\beta_{k}^{\text{WF}} = \frac{1}{\sqrt{q}} \left( \mathbf{H}^{H} \left( \mathbf{H} \mathbf{H}^{H} + \frac{K \mathbf{N}_0}{q} \mathbf{I}_K \right)^{-1} \mathbf{H} \right)_{k,k}^{1/2}.
\end{equation}

### B. A Mixed-Integer Programming Reformulation

We will solve (16) by reformulating the problem in a way that enables the use of MICP methods. To find the MSE-minimizing precoding matrix \( \mathbf{P} \) for an arbitrary fixed diagonal matrix \( \mathbf{B} \), first we simplify the objective function of the problem (16) as
\begin{align}
\mathbb{E} \left[ \| \mathbf{s} - \mathbf{B} \mathbf{y} \|_2^2 \right] & = \mathbb{E} \left[ \| \mathbf{s} - \mathbf{B} \mathbf{H} \mathbf{P} \mathbf{s} - \mathbf{B} \mathbf{n} \|_2^2 \right] \\
& = \text{tr} \left( (\mathbf{I}_K - \mathbf{B} \mathbf{H} \mathbf{P})^{H} \mathbb{E} [\mathbf{s} \mathbf{s}^{H}] (\mathbf{I}_K - \mathbf{B} \mathbf{H} \mathbf{P}) + \mathbf{B} \mathbf{H} \mathbf{P} \mathbb{E} [\mathbf{n} \mathbf{n}^{H}] \right) \\
& = \text{tr} \left( \mathbf{I}_K - \mathbf{B} \mathbf{H} - \mathbf{P}^{H} \mathbf{H} \mathbf{B}^{H} + \mathbf{B} \mathbf{H} \mathbf{P} \mathbf{H} \mathbf{B}^{H} \right) \\
& + K \mathbf{N}_0 \sum_{k=1}^{K} |\beta_k|^2 \\
& = \text{tr} \left( \mathbf{P}^{H} \mathbf{H}^{H} \mathbf{B}^{H} \mathbf{B} \mathbf{H} \mathbf{P} - \mathbf{B} \mathbf{H} + \mathbf{B} \mathbf{H} \mathbf{P} \mathbf{H} \mathbf{B}^{H} \mathbf{B} \mathbf{H} \mathbf{P} \right) \\
& + K (\mathbf{N}_0 \sum_{k=1}^{K} |\beta_k|^2 + 1).
\end{align}

When minimizing (18) with respect to \( \mathbf{P} \), we can drop the constant term \( K (\mathbf{N}_0 \sum_{k=1}^{K} |\beta_k|^2 + 1) \). Hence, the optimal solution to (16) coincides with optimal solution to
\begin{equation}
\begin{aligned}
\text{minimize} & \quad \text{tr} \left( \mathbf{P}^{H} \mathbf{H}^{H} \mathbf{B}^{H} \mathbf{B} \mathbf{H} \mathbf{P} - \mathbf{B} \mathbf{H} + \mathbf{B} \mathbf{H} \mathbf{P} \mathbf{H} \mathbf{B}^{H} \mathbf{B} \mathbf{H} \mathbf{P} \right) \\
\text{subject to} & \quad \text{tr} (\mathbf{P} \mathbf{P}^{H}) \leq q.
\end{aligned}
\end{equation}

To turn (19) into a more tractable vector optimization problem, we define \( \mathbf{a} = \text{vec}(\mathbf{P}) \), and \( \mathbf{h} = \text{vec}((\mathbf{B} \mathbf{H})^{T}) \), so we have
\begin{equation}
\begin{aligned}
\text{minimize} & \quad \mathbf{a}^{H} \left( \mathbf{I}_K \otimes \mathbf{H}^{H} \mathbf{B} \mathbf{H} \mathbf{B} \mathbf{H} \right) \mathbf{a} - \mathbf{h}^{T} \mathbf{a} - (\mathbf{h}^{T} \mathbf{a})^{H} \\
\text{subject to} & \quad \mathbf{a}^{H} \mathbf{a} \leq q,
\end{aligned}
\end{equation}

where \( \otimes \) denotes the Kronecker product. Due to the quantized search domain \( \mathbb{P}^{MK \times 1} \), problem (20) resembles a MICP but with complex numbers. We can transfer the problem into an equivalent real-valued form by utilizing the following definitions:
\begin{equation}
\begin{aligned}
\mathbf{a}_R &= \left[ \begin{array}{c}
\mathcal{R} \{ \mathbf{a} \} \\
\mathcal{I} \{ \mathbf{a} \}
\end{array} \right], \\
\mathbf{c}_R &= \left[ \begin{array}{c}
\mathcal{R} \{ \mathbf{h} \} \\
\mathcal{I} \{ \mathbf{h} \}
\end{array} \right], \\
\mathbf{V}_R &= \left[ \begin{array}{c}
\mathcal{R} \{ \mathbf{I}_K \otimes \mathbf{H}^{H} \mathbf{B} \mathbf{H} \mathbf{B} \mathbf{H} \} - \mathcal{I} \{ \mathbf{I}_K \otimes \mathbf{H}^{H} \mathbf{B} \mathbf{H} \mathbf{B} \mathbf{H} \} \\
\mathcal{R} \{ \mathbf{I}_K \otimes \mathbf{H}^{H} \mathbf{B} \mathbf{H} \mathbf{B} \mathbf{H} \} \\
\mathcal{R} \{ \mathbf{I}_K \otimes \mathbf{H}^{H} \mathbf{B} \mathbf{H} \mathbf{B} \mathbf{H} \}
\end{array} \right].
\end{aligned}
\end{equation}

These definitions enable us to rewrite (20) as
\begin{equation}
\begin{aligned}
\text{minimize} & \quad \mathbf{a}_R^T \mathbf{V}_R \mathbf{a}_R - 2 \mathbf{c}_R^T \mathbf{a}_R \\
\text{subject to} & \quad \mathbf{a}_R^T \mathbf{a}_R \leq q,
\end{aligned}
\end{equation}

where \( \mathcal{L} \) assures that we are not using more quantization steps than allowed. Both the objective function and constraint of (22) are convex functions of \( \mathbf{a}_R \). However, the search domain of the problem is discrete due to the \( \mathbf{a}_R \in \mathcal{L}^{2MK \times 1} \) criteria, thus making this a mixed-integer convex programming (MICP) problem. There are many numerical general-purpose algorithms for solving such discrete convex optimization problems to global optimality, e.g., see [30], [31], [32]. Hence, we can use standard MICP solvers to find the optimal solutions efficiently by defining the following equivalent problem:
\begin{equation}
\begin{aligned}
\text{minimize} & \quad \mathbf{x}^{T} \mathbf{V}_R \mathbf{x} - 2 \mathbf{c}_R^T \mathbf{x} \\
\text{subject to} & \quad \mathbf{x}^{T} \mathbf{x} \leq (L - 1) \mathbf{1}_{2MK \times 1}.
\end{aligned}
\end{equation}

In the numerical evaluation in Section V, we will use CVX [31] along with the Gurobi solver [33] to solve this problem. The computational complexity of solving the problem increases exponentially with \( MK \), but the numerical results show that the problem is still solvable for some practically-sized MU-MIMO systems. The complexity of problem (23) is polynomial in the number of quantization levels \( L \), but we consider a fixed and relatively small number of quantization bits.

### C. Efficient Sphere Precoding Implementation

Solving (23) with a general-purpose solver, such as Gurobi, leads to higher complexity than crafting a dedicated solver for our particular problem. In this subsection, we design a more efficient solution that pushes the limits on how large problems can be solved in a real-time application. To this end, we first notice that problem (16) is a so-called integer least-squares problem, where the search space is a finite subset of the infinite lattice. A technique that has previously been
proposed as an efficient algorithm to solve closest lattice point (CLP) problems in a Euclidean sense is called sphere decoding (SD). SD has such lower average computational complexity than a naive exhaustive search [37], [38], [39], [40]. The basic principle of SD is to reduce the number of search points of the skewed lattice that lie within a hypersphere of radius \(d\), which can speed up the process of finding the solution without loss of optimality. One can transform the original CLP problem into a tree-search problem and then perform a depth-first branch-and-bound procedure and prune branches that exceed the radius constraint to reduce the number of candidate vectors. In this paper, we consider the Schnorr-Euchner SD (SESD) algorithm form [40]. The SESD enumeration sorts candidate symbols in a zig-zag manner. It optimizes the SD algorithm by first checking the smallest child node of the parent node in each layer. The first found feasible solution is often quite good, thus, many branches can be pruned and the calculation complexity can be further lowered.

To adapt our problem (19) to match with the form needed by SD algorithms, we proceed as follows. First, we rewrite the objective function of (19) using the Lagrange multiplier \(\lambda\) as (24), shown at the bottom of the next page.

We can rewrite the problem (24) as (25), shown at the bottom of the next page.

which can be solved by the SD algorithm for a fixed value of \(\lambda\). We can start with \(\lambda = 1\) and after going through the SD algorithm, we will check the power constraint \(\text{tr}(PP^H) \leq q\) to determine if \(\lambda\) should be increased or decreased. By using the bisection method [41], we can find the best \(\lambda\).

We first convert (25) for a fixed \(\lambda\) into a vector optimization problem using \(\mathbf{a} = \text{vec}(\mathbf{P})\) and \(\mathbf{h} = \text{vec}(\mathbf{B}^H)\). We thereby obtain (26), shown at the bottom of the next page, which has \(K\) separable objective functions that each only depends on one of the optimization variables. This feature enables parallel optimization of \(\mathbf{a}_i\) for \(i = 1, \ldots, K\), where \(\mathbf{a}_i\) is a vector with \(M\) entries containing elements from the \(k\)-th column of \(\mathbf{P}\). The decoupling is achieved by collecting all terms that depend on the same user-related variable vector, but we stress that interference is still taken into account through the \(\mathbf{B}\) matrix that connects the users and determine their individual impact on the sum MSER. Thus, in addition to the more efficient search strategy, the reformulation in (25) also significantly reduces the dimension of each subproblem.

By defining \(\mathbf{V} = \mathbf{H}^H \mathbf{B}^H \mathbf{B} + \lambda \mathbf{I}_M\), we can obtain the equivalent formulation of each term of the objective function in (26) as

\[
\mathbf{a}_i^H \mathbf{V} \mathbf{a}_i - \mathbf{h}_i^T \mathbf{a}_i - \left( \mathbf{h}_i^T \mathbf{a}_i \right)^H \mathbf{e}_i = \| \mathbf{e}_i - \mathbf{R} \mathbf{a}_i \|_2^2 - \mathbf{e}_i^H \mathbf{e}_i, \tag{27}
\]

where \(\mathbf{R} \in \mathbb{C}^{M \times M}\) is obtained from the Cholesky decomposition \(\mathbf{V} = \mathbf{R}^H \mathbf{R}\) and \(\mathbf{e}_i = (\mathbf{h}_i^H \mathbf{R}^{-1})^H\). As \(\mathbf{e}_i \in \mathbb{C}^{M \times 1}\) does not depend on the optimization variable, we can rewrite the subproblem with respect to \(\mathbf{a}_i\) as

\[
\text{minimize} \| \mathbf{e}_i - \mathbf{R} \mathbf{a}_i \|_2^2. \tag{28}
\]

We call this overall approach sphere precoding (SP), in line with the previous work [15] that adapted the SD method for 1-bit quantized precoding. The subproblem formulation in (28) has complex-valued variables, but we have noticed that the runtime can be reduced by rewriting it in an equivalent real-valued form called as real-valued SP. Later in the paper, we call real-valued SP as SP scheme. We then need the following definitions:

\[
\mathbf{e}_{i,R} = \begin{bmatrix} \mathfrak{R}(\mathbf{e}_i^1) \\ \mathfrak{I}(\mathbf{e}_i^1) \\ \vdots \\ \mathfrak{R}(\mathbf{e}_i^M) \\ \mathfrak{I}(\mathbf{e}_i^M) \end{bmatrix}, \quad \mathbf{a}_{i,R} = \begin{bmatrix} \mathfrak{R}(\mathbf{a}_i^1) \\ \mathfrak{I}(\mathbf{a}_i^1) \\ \vdots \\ \mathfrak{R}(\mathbf{a}_i^M) \\ \mathfrak{I}(\mathbf{a}_i^M) \end{bmatrix},
\]

Algorithm 1 SESD Algorithm for Solving (30)

**Input:** \(\mathbf{R}_k, \mathbf{e}_{i,R}, \mathbf{L}, r_{opt}, 2M\)

1. \(\mathbf{a}_{i,R} \leftarrow 0_{2M \times 1}, \mathbf{a}_{i,R} \leftarrow 0_{2M \times 1}, \mathbf{a}_{i,R} \leftarrow 0_{2M \times 1}, m \leftarrow 2M + 1, \mathbf{r}[m] \leftarrow 0, \text{ state } \downarrow \text{ down} \)
2. while \((\text{state } = \uparrow) && (m == 2M)\) do
3.   if \((\text{state } == \downarrow)\) then
4.     \(m \leftarrow m - 1\)
5.   \(\text{if } \mathbf{R}_k[m,m]! = 0 \text{ then } \mathbf{a}_{i,R}[m] \leftarrow \frac{\mathbf{r}_k[m,m] - \mathbf{R}_k[m,m] \mathbf{a}_{i,R}[m,m]}{\mathbf{R}_k[m,m]}\)
6.     \(/ \text{ Zero-forcing decision} \)
7.     \(/ \text{ feedback Detector} \)
8.     \text{Round } \hat{\mathbf{a}}_{i,R}[m] \text{ to closest point}
9.     \text{Set } \mathbf{s}[m] \text{ to be searched } // \hat{\mathbf{a}}_{i,R}[m] \leftarrow \text{point}
10. \text{if } \mathbf{s}[m] < l_{L-1} \text{ then } \mathbf{a}_{i,R}[m] \leftarrow \frac{\mathbf{a}_{i,R}[m] + \mathbf{s}[m]}{\mathbf{R}_k[m,m] + \Delta} \text{ then}
11. \text{if } \mathbf{s}[m] > l_{L-1} \text{ then } \mathbf{a}_{i,R}[m] \leftarrow \mathbf{a}_{i,R}[m] + \mathbf{s}[m]
12. \text{if } \mathbf{s}[m] < l_0 \text{ then } \mathbf{a}_{i,R}[m] \leftarrow \mathbf{a}_{i,R}[m] + \mathbf{s}[m]
13. \text{if } \mathbf{s}[m] > l_0 \text{ then } \mathbf{a}_{i,R}[m] \leftarrow \mathbf{a}_{i,R}[m] + \mathbf{s}[m]
14. \text{state } \downarrow \text{ up}
15. \text{r}[m] \leftarrow \mathbf{R}_k[m,m] \times (\mathbf{a}_{i,R}[m] - \mathbf{a}_{i,R}[m]) + \mathbf{r}[m] + 1\)
16. \text{if } r[m] < r_{opt} \text{ then } \mathbf{a}_{i,R}[m] \leftarrow \mathbf{a}_{i,R}[m] // \text{ Save optimal vector}
17. \text{r}_{opt} \leftarrow \mathbf{r}[m] // \text{ Save new best}
18. \text{radius}
19. \text{state } \downarrow \text{ up} // \text{ Continue to go down in tree}
20. \text{else}
21. \text{state } \downarrow \text{ down} // \text{ Combination violated the sphere constraint}
22. \text{end if}
23. \text{end while}
24. \text{Return } \mathbf{a}_{i,R}
By using these definitions, we can finally rewrite (28) as
\[
\min_{\mathbf{a}_i \in \mathbb{L}^{2M \times 1}} \| \mathbf{e}_{i,R} - \mathbf{R}_a \mathbf{a}_i, R \|^2_2. \tag{30}
\]

The triangular structure of (30) allows us to employ the same SD method as in [40]. The first lattice point explored by the SESD with the infinite radius is always the Babai point [37], which is also referred to as the nulling and canceling (NC) point [42]. In the viewpoint of the tree search, the branches are examined according to the ascending order of the branch metric in SESD. If one candidate symbol violates the sphere constraint in the Schnorr-Euchner enumeration, SESD can remove the next candidates which do not comply with the constraint condition. Pseudo-code for the SP algorithm is summarized in Algorithm 1.

Remark 2: The algorithms developed in this section apply for a fixed matrix \( \mathbf{B} \) (i.e., fixed \( \beta \)). An alternating optimization approach can be taken to also optimize \( \mathbf{B} \). At iteration \( t = 1 \), we can initialize the algorithm with the receiver gain obtained from WF precoding. Specifically, we use (17) and set \( \beta^1 = \beta^W \). We can then use our SP algorithm to obtain \( \mathbf{P} \). Next, we can compute an improved receiver gain \( \beta^{t+1} = v(\mathbf{P}) \) using (15). By repeating this procedure for \( t = 2, 3, \ldots \) until convergence (or until a maximum number of iterations has been reached) we can jointly optimize \( \mathbf{P} \) and \( \beta \). However, our simulations have shown that the performance of the system does not vary a lot between iterations and, hence, we believe that the increased complexity is not worth it.

IV. HEURISTIC QUANTIZATION-AWARE PRECODING

Although the SP algorithm is relatively efficient, compared to a general-purpose solver, there is a limit to how large setups (\( M \) and \( K \)) it can handle in real-time applications. Hence, we believe it should primarily be seen as a benchmark for designing lower-complexity precoding schemes. In this section, we will develop a heuristic quantization-aware precoding scheme. The proposed scheme is initiated from the quantization-unaware WF precoding scheme described in Section II-D. To this end, let us assume zero-forcing (ZF) precoding, where the interference would be exactly zero in the infinite resolution case. The multiplication of the channel and precoding vectors for UE \( k \) is
\[
\mathbf{h}_k^T \mathbf{p}_i = \mathbf{h}_k^T (\mathbf{w}_k^{ZF} + \mathbf{e}_i) = \mathbf{h}_k^T \mathbf{e}_i, 
\]

for \( i = 1, \ldots, K \), and \( i \neq k \) (31)

where \( \mathbf{h}_k^T \) is \( k \)-th row of the channel matrix \( \mathbf{H} \) and \( \mathbf{p}_i \) is the \( i \)-th column of the precoding matrix \( \mathbf{P} \). So, in quantization-aware precoding scheme we try to minimize \( \mathbf{h}_k^T \mathbf{e}_i \), and not each error entry \( e_{k,m} \). In a quantization-aware case, the precoding matrix is fine-tuning \( \mathbf{e}_i \) so that its different entries partially cancel each other and make the second term as small as possible. The precoding matrix elements are then refined in a sequential manner, by exploring alternative ways of quantizing each element.

We will first provide an example to motivate the algorithmic design. Consider the case where 2-bit quantization is used over the fronthaul. There will then be 4 quantization levels per real dimension. Since each element of the precoding matrix is complex-valued, it must be quantized to one of the 16 possible. The precoding matrix elements are then refined in a sequential manner, by exploring alternative ways of quantizing each element.

The proposed method updates the elements of the quantization-unaware precoding matrix \( \mathbf{P} \) sequentially, thus, we need to order the elements properly. We propose to start by updating the column of the precoding matrix corresponding to the UE \( m \) with the highest generated interference \( \text{GI}_k = \sum_{m=1,m \neq k}^K |(\mathbf{H} \mathbf{P})_{i,m}|^2 \), where \( \mathbf{P} = \alpha \mathbf{P} = \alpha \mathcal{Q}(\mathbf{W}^{WF}) \) since

\[
\begin{align*}
\text{minimize} & \quad \text{tr} \left( \mathbf{P}^H \mathbf{H}^H \mathbf{B}^H \mathbf{H}^H \mathbf{B} \mathbf{P} - \mathbf{B} \mathbf{P} - (\mathbf{B} \mathbf{P})^H \right) + \lambda \left( \text{tr}(\mathbf{P}^H \mathbf{P}) - q \right), \\
\text{minimize} & \quad \text{tr} \left( \mathbf{P}^H (\mathbf{H}^H \mathbf{B}^H \mathbf{H} + \lambda \mathbf{I}_M) \mathbf{P} - \mathbf{B} \mathbf{P} - (\mathbf{B} \mathbf{P})^H \right) - \lambda q, \\
\text{minimize} & \quad \sum_{i=1}^K (\mathbf{a}_i^H (\mathbf{H}^H \mathbf{B}^H \mathbf{H} + \lambda \mathbf{I}_M) \mathbf{a}_i - \mathbf{h}_k^T \mathbf{a}_i - (\mathbf{h}_k^T \mathbf{a}_i)^H),
\end{align*}
\]
We evaluate the sum rate $w$ we identify the four nearest points in $P$ specific user $k$ to the element $w_{k,m}$ from the original unquantized precoding matrix $W^{WF}$. We evaluate the sum rate

$$\sum_{k=1}^{K} \log_2 \left( 1 + \frac{||H_k^k||^2}{\sum_{i=1, i \neq k}^{K} ||H_k^i||^2 + N_0} \right)$$

for the four different $P$ options obtained with $p_{k,m} \in \{\text{four nearest points to } w_{k,m} \text{ in } P\}$ while all other elements are fixed. We then replace the corresponding element in $P$ with the option that achieved the largest sum rate. The rest of the UEs are ordered based on decreasing generated interference and the precoding elements are updated in the same way.

If the complexity of refining the precoding for all $K$ UEs is too large, the heuristic algorithm can be terminated when $S$ UEs have been considered. Any number $1 \leq S \leq K$ can be considered. This approach might be of interest in massive MIMO systems, where the precoding matrix has hundreds of elements. We will evaluate the impact of $S$ in the next section.

V. NUMERICAL RESULTS

In this section, we will evaluate the performance of the optimized and heuristic quantization-aware precoding under different conditions. We will use the sum rate as performance metric, instead of the tightly connected sum MSE that was used in the optimization, since it is more common when measuring end-user performance. We will compare the proposed methods with quantization-unaware precoding and also the finite-alphabet precoding approach from [18]. The entries of the channel matrix $H$ are generated as i.i.d. Rayleigh fading, to demonstrate that our algorithms are not relying on any particular channel structure, but work well with the most diverse model. The average sum rate is calculated as

$$\sum_{k=1}^{K} \log_2 \left( 1 + \frac{||H_k^k||^2}{\sum_{i=1, i \neq k}^{K} ||H_k^i||^2 + N_0} \right)$$

using Monte Carlo simulations for the case of perfect CSI at the receiver. Our baseline simulation setup has $M = 16$ BS antennas and $K = 4$ UEs. These UEs have a common SNR that we define as $\rho = \frac{q}{N_0}$. We will compare different precoding schemes as a function of the SNR and the number of quantization levels $L$. A practical design rule might be to select the value of $L$ to achieve a desired fraction of the maximum sum rate at the current SNR, and change the choice when $K$ and the SNR vary. We will also compare quantized precoding with the ideal infinite-resolution case (without quantization). In some simulations, we will deviate from the baseline scenario by considering varying SNRs and larger values of $M$ and $K$.

Fig. 4 shows the average sum rate as a function of the SNR for the following schemes:

1) WF (infinite resolution), which uses WF precoding without quantization;
2) Quantization-aware (SP), which uses the algorithm proposed in Section III-C;
3) Quantization-aware (Preliminary work [1]), which considers the less refined problem formulation from the conference version of this paper;
4) Heuristic, which is the proposed heuristic quantization-aware algorithm from Section IV;
5) Quantization-unaware (WF), which is WF precoding followed by quantization.

The number of quantization levels is $L = 8$. The infinite-resolution WF precoding outperforms all the quantized precoding schemes, and the gap increases linearly (in dB scale) at high SNR since the quantization effect imposes a fundamental limit on the interference suppression capability. Nevertheless, the proposed quantization-aware precoding performs remarkably better than the quantization-unaware WF precoding, with almost a doubling of the sum rate. The
proposed SP approach also outperforms the quantization-aware algorithm from our preliminary work [1], which assigned the same receiver gain to all UEs and used CVX/Gurobi to solve the MSE minimization. It is worth mentioning that the proposed SP approach only finds a local optimum, due to the sequential search over the Lagrange multiplier, but we noticed that this only reduces the sum rate by around five percent. The proposed heuristic algorithm from Section IV with $S = K$ is not reaching the same performance as the SP approach, but still performs vastly better than quantization-unaware WF precoding.

A. Computational Complexity

We will now compare the computational complexity orders of the considered algorithms. We measure the complexity order in terms of the number of real-valued multiplications, using big-$O$ notation. The original problem in (12) is combinatorial and can be solved by an exhaustive search with a complexity of $O(L^{2MK})$. The mixed-integer convex reformulation in (23) finds a suboptimal solution for a fixed $\beta$ and can be solved by CVX using the Gurobi solver. While the exact complexity is substantially lower than with an exhaustive search, the complexity scaling is the same. We propose an SP-based implementation that has substantially reduced complexity since it enables parallel optimization of $K$ variables in (30). Since the implementation relies on similar steps as in classical SD, the algorithm’s average complexity is at the order of $O(KL^{2\gamma M})$ for some $0 \leq \gamma \leq 1$ [39]. Finally, we notice that the computational complexity of both the quantization-unaware precoding and optimized heuristic approach (presented in this section) scales as $O(MK^2 + K^3)$ since the most complex operations are matrix multiplications and divisions. This is the same complexity order as with infinite WF precoding, even if the exact complexity is slightly higher.

Table I compares the average runtime of the different quantization-aware precoding schemes. We used a 13-inch Macbook with an M1 processor and 8 GB memory. The numbers are averaged over 100 random channel realizations. Using the general-purpose CVX/Gurobi solver results in the largest runtime, while the SP formulation is $3 \times 10^4$ times faster. These incredible differences demonstrate the importance of exploiting the problem structure when crafting the optimization algorithm. Finally, we notice that the heuristic algorithm is 300 times faster than the proposed SP approach and reaches sub-second numbers, thus making it appropriate for real-time applications.

B. Finite-Alphabet WF Precoding

In [18], the authors propose a quantization-aware precoding scheme called finite-alphabet WF precoding (FAWP). They propose to use a precoding matrix on the form

$$P^\text{FAWP} = QB^\gamma,\quad (34)$$

where $Q \in \mathcal{P}^{MK}$ is a low-resolution matrix with entries taken from the finite alphabet $\mathcal{P}$ and $B^\gamma$ is a $K \times K$ diagonal matrix with per-UE scaling factors. They call $P^\text{FAWP}$ the pre-FAWP matrix. They use a forward-backward splitting algorithm to approximately solve an MMSE problem for precoding matrices of the form (34) and show numerically that the result outperforms the quantization-unaware WF precoding described in Section II-D. We have noticed that this algorithm requires careful parameter tuning and [18] uses machine learning for that purpose. In Fig. 5, the pre-FAWP-FBS algorithm from [18] is compared with our heuristic algorithm from Section IV. We consider a 1-bit alphabet with $M = 256$ antennas and $K = 16$ UEs as in [18], to reuse the neural-network-based tuning from that paper. This can be viewed as a massive MIMO setup. As expected, the sum rate with the two quantization-aware schemes converge to upper limits at high SNR, but the limits are substantially higher than with quantization-unaware WF. We notice that our new heuristic scheme provides slightly higher rates than FAWF, a slight reduction in complexity and also alleviates the need for parameter tuning (e.g., based on machine learning).

Fig. 6 evaluates different variations of our heuristic quantization-aware precoding scheme. The setup contains $M = 16$ BS antennas and $K = 4$ UEs with $L = 8$ quantization levels. We show the average sum rate versus the SNR for $S = K$ and $S = K/2$; that is, we refine the precoding vectors for all UEs or half of them. We also compare the proposed UE ordering based on the largest generated interference with a random UE ordering. We first notice that the UE ordering has negligible impact if $S = K$, since the proposed ordering is no better than random ordering. However, if we reduce $S$ to lower the computational complexity, which is relevant for massive MIMO scenarios, then the UE ordering becomes important. In the case of $S = K/2$, the proposed ordering that only refines the precoding vectors for the UEs that generates...
the most interference, performs significantly better at high SNR than the random ordering. When developing these results, we also considered an alternative ordering of the UEs based on which ones receive the largest amount of interference. This alternative leads to slightly better rates at low SNR, since UEs with bad channel conditions are then benefiting more from increasing their own beamforming gains than reducing the interference that others cause to them. However, the difference is so small that we didn’t include these curves in the figure.

C. Significance of Degrees-of-Freedom Analysis

The finite-resolution quantization makes it generally impossible to fully remove interference at high SNR. This implies that the spatial degrees-of-freedom of the considered MU-MIMO system collapses to 0 whenever we try to serve multiple UEs, similar to the works such as [23] on feedback quantization. However, one can always achieve a spatial degrees-of-freedom of 1 by only serving one UE at a time. This type of scheduling must be optimal from a sum rate perspective when the SNR becomes sufficiently large. Moreover, since the fronthaul signaling is determined by the total number of bits needed to represent the precoding matrix, one could potentially increase the resolution per element when reducing the number of UEs. To study the practical significance of these theoretical insights, Fig. 7 presents the average sum rate with the proposed quantization-aware SP as a function of the SNR for $M = 16$ BS antennas and different combinations of $K$ and $L$, such that $K \cdot L = 20$. This number defines the fronthaul signaling load. At low and medium SNR, the sum rate is maximized by serving many UEs. At high SNR, serving a lower number of UEs with a higher-resolution quantizer outperforms the opposite case. This is because the system is heavily interference-limited, which can be partially resolved by simultaneously increasing $L$ and decreasing $K$. For each SNR value, there is an optimal number of UEs that maximizes the sum rate and it is therefore imperative to schedule the right number of UEs. Despite the fact that single-user transmission prevails at high SNR, MU-MIMO remains the preferable case in practice since the crossing point is at about 30 bit/s/Hz, which would require enormous constellation sizes for a single UE. Practical transceiver impairments typically become the limiting factor if one tries to operate beyond 10-12 bit/s/Hz (i.e., 1024-QAM to 4096-QAM).

D. Imperfect CSI

Fig. 8 considers the average sum rate versus the SNR for either perfect CSI at the BBU (as assumed previously in this section) or imperfect CSI calculated based on (6). The BBU applies the same algorithms as if the CSI was perfect. We still compute the average sum rate using (33) by assuming perfect CSI at the receiving UEs. The imperfect CSI results in a sum rate reduction at low SNR, but the proposed quantization-aware precoding still achieves a higher sum rate than the quantization-unaware alternatives. At high SNR, the performance gap between the perfect and imperfect CSI cases vanishes since the CSI quality also improves with the SNR. This figure demonstrates that although we have considered perfect CSI when developing our algorithms, it is straightforward to apply the same methodology in situations with imperfect CSI. The CSI imperfections will only be a limiting factor at low SNR, while the finite-resolution quantization is the main limiting factor at high SNR.
E. Quantization Resolution

The quantization resolution can be optimized depending on the scenario, to achieve nearly the same sum rate as with infinite resolution. To showcase how to select \( L \), we can have a look at the setup in Fig. 9. We compare the sum rate that is achieved with infinite resolution \((L = \infty)\) and the finite values \( L \in \{2, 4, 8\} \). The gap to the infinite-resolution case depends on the SNR, because the high-SNR saturation level depends on \( L \). Hence, we need a smaller \( L \) at low SNR and a larger \( L \) at high SNR. For a given operating point for the SNR, we can determine the smallest value of \( L \) we need to operate close to the infinite-resolution case. A good design will keep the rate loss due to finite-resolution precoding low, but not use unnecessarily many quantization bits.

F. Different Path Losses

All the simulation results that we have presented until now consider that all the UEs have the same SNR \( \rho = \frac{q}{N_0} \), which means that they have the same path loss. In real scenarios, each UE will have a different path loss depending on its physical location. We will now evaluate if the proposed precoding algorithms work well also in that case by revisiting the setup from Fig. 4 but with varying SNRs. We assume the SNR values are equally spaced (in dB) within a certain SNR interval, which is 10 dB in our case. We can thereby change the median SNR value among the UEs, while keeping the SNR variations around this value fixed. This means that for the \( K \) UEs, we divide the 10 dB interval by the number of UEs, \( K \), and then assign the UEs with the SNR values \((\text{median SNR} + k \frac{10}{K})\) dB for \( k \in \{- \frac{K}{2}, - \frac{K}{2} + 1, \ldots, \frac{K}{2}\} \).

Fig. 10 presents the average sum rate versus the median SNR among the UEs in the revised setup. By comparing these sum rates with Fig. 4, we can notice two things. Firstly, the sum rate reduces when introducing SNR variations around the median since the UEs with reduced SNRs will lose more in rate than the UEs with increased SNRs will benefit. This is a natural consequence of the concave logarithm in the rate expression. Secondly, the qualitative difference between the different curves remain unchanged. Hence, the proposed quantization-aware precoding methods work well also in scenarios with SNR variations among the UEs.

VI. EXTENSION TO POLAR QUANTIZATION ALPHABETS

Each element of the precoding matrix is complex-valued and, thus, originates from two-dimensional space. In Section II-C, we defined a quantizer for the precoding using a rectangular grid over the real and imaginary dimensions. This quantization grid enabled us to obtain an equivalent real-valued form of the problem, which can be solved using either CVX/Gurobi or the proposed SP algorithm and is much faster.

Alternatively, a complex number can be represented in polar form by its magnitude and phase angle. It is possible to define a polar quantization grid, where the magnitude and phase are quantized separately. The proposed quantization-aware precoding algorithms can be extended to this situation. We can then utilize the complex-valued problem formulation in (28) and run Algorithm 1. The difference is which quantization
points the algorithm is searching over. The potential benefit of polar quantization is that there are often larger phase variations between the antennas than amplitude variations, which indicates that it might be more important to quantize the phase accurately. The drawback with using the polar grid is that the algorithm cannot be implemented using CVX/Gurobi and that there is no real-valued form of the problem, leading to higher runtime. The heuristic method in Section IV can also be applied with a polar grid, by updating the precoding matrix elements by considering the two closest amplitude values and phase values, somehow related to the hybrid beamforming with finite-resolution phase [43].

We will showcase the performance of different precoding schemes when using uniform rectangular and polar quantization grids. We consider a rectangular grid following the same approach as in Section II-C with \( L = 4 \) per real domain, so there are 16 quantization points in the complex alphabet. For the polar grid, we consider 2 different amplitudes and 8 different phases that are uniformly spaced in \((-\pi, \pi]\). Thereby, we have 16 quantization points also in this complex alphabet. Fig. 11 shows the average sum rate versus the SNR for these different quantization alphabets. There are \( M = 16 \) antennas at the AAS and \( K = 4 \) UEs. The considered channel model is i.i.d. Rayleigh fading and all UEs have the same SNR. The polar grid provides slightly higher rates when the SNR is large, while the gap is small at other SNRs. On the other hand, the SP algorithm must be implemented in the complex domain, which in our experiments lead to approximately four times larger runtime than the equivalent real-valued form enabled by the rectangular grid.

VII. CONCLUSION

5G sites often consist of an AAS connected to a BBU via a digital fronthaul with limited capacity. In the downlink, the finite-constellation data symbols can be sent to the AAS without quantization, but the precoding matrix that is computed at the BBU must be quantized to finite precision. We have introduced a novel framework for quantization-aware precoding, where the BBU uses the quantizer structure to select the best finite-precision MU-MIMO precoding matrix that require no further quantization. In particular, we formulated the MSE-minimizing precoding problem and developed an efficient optimization algorithm to solve it based on the SD methodology. The runtime is reduced by four orders-of-magnitude compared to a direct CVX/Gurobi implementation. We also proposed a heuristic quantization-aware precoding scheme that provides competitive sum rates with even lower computational complexity. We have shown numerically that the proposed quantization-aware precoding schemes outperform the baseline quantization-unaware precoding, where the optimal precoding for the infinite-resolution case is selected and then quantized. The improved interference mitigation capability provided by quantization-awareness gives a large sum rate gain at medium and large SNRs, despite the fact that the maximum spatial degrees-of-freedom is limited to one. While the precoding framework was developed under a perfect CSI assumption, we also showed that it can be applied under imperfect CSI and that the CSI errors only have a significant impact over the quantization effect at low SNR.
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