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Abstract

Deep-learning-based models are increasingly used to emulate scientific simulations to accelerate scientific research. However, accurate, supervised deep learning models require huge amount of labelled data, and that often becomes the bottleneck in employing neural networks. In this work, we leveraged an active learning approach called core-set selection to actively select data, per a pre-defined budget, to be labelled for training. To further improve the model performance and reduce the training costs, we also warm started the training using a shrink-and-perturb trick. We tested on two case studies in different fields, namely galaxy halo occupation distribution modelling in astrophysics and x-ray emission spectroscopy in plasma physics, and the results are promising: we achieved competitive overall performance compared to using a random sampling baseline, and more importantly, successfully reduced the larger absolute losses, i.e. the long tail in the loss distribution, at virtually no overhead costs.

1 Introduction

Simulators used in scientific experiments are often accurate but computationally expensive. To mitigate the problem, deep-learning-based emulators can be built to emulate the simulators [1][2][3][4]. However, supervised neural networks require a large number of labelled training data, which are expensive to collect from simulations. Given the limited labelled data that can be generated, the quality of the data and the chosen deep learning model become ever more important. One way to address the latter is by employing efficient neural architecture search [5] to find the architecture that is tailored to the problem on a case-by-case basis, although the training could be expensive.

In this work, we turn our attention to address the former, i.e. choosing good quality data. We hypothesise that, with a budget constraint, by selecting good quality data, not only could we obtain an emulator with a small mean error when tested, but also more importantly, reduce the long tail of the loss distribution. To that end, we employ a diversity-based active learning approach, known as core-set selection [6], to iteratively augment labelled data to our training. We choose a single, deterministic, supervised CNNs-based model architecture for our emulator to reduce the training costs, but we note that the model can be further optimised in the future. To the best of our knowledge, previous works on active learning mostly focused on improving classification accuracy [6][7][8][9], and as such the loss distributions were not explicitly studied.
Our work applies active learning algorithm to build emulators for 2 scientific simulation cases using open-source data [5]: (1) x-ray emission spectroscopy (XES) for a pellet in inertial confinement fusion and (2) galaxy halo occupation distribution modelling (Halo) [12]. The first simulation case (XES) takes 10 parameters describing the pellet design in inertial confinement fusion and produces a ReLU-activated convolutional neural network with Theorem 1

Given \( l \) \( \eta \) function \( l \) \( \alpha \) layers is \( \eta \) Lipschitz continuous. Theorem 1

Loss function defined as the \( \lambda \) \( \eta \) loss between ground truth \( y \) and the emulated output given input \( x \) and parameters \( w \).

Equation 1 can then be upper bounded by a summation of training error, generalisation error and expected loss:

\[ \sum_{i,j} l(x_i,y_j;A_{U^{t+1}_s}) \]

Theorem 1 Given \( n \) i.i.d. samples from \( p_z \) as \( \{x_i,y_i\}_{i=1}^n \) and set of points \( s \), if loss function \( l(.,y;w) \) is \( \lambda \) \( \eta \) Lipschitz continuous for all \( y \), \( w \) and bounded by \( L \), simulation regression function, denoted by \( \eta(x) = p(y|x) \), is \( \lambda \) \( \eta \) Lipschitz for all \( y \), \( s \) is \( \delta \) cover of \( \{x_i,y_i\}_{i=1}^n \), and \( l(x_{a(j)},y_{a(j)};A_{s}) = 0 \) for all \( j \in [m] \), with a probability of at least \( 1 - \gamma \),

\[ \frac{1}{n} \sum_{i} l(x_{i},y_{i};A_{s}) - \frac{1}{|s|} \sum_{j \in s} l(x_{j},y_{j};A_{s}) \leq \delta \left[ \lambda^{l} + \lambda^{n}LV \right] + \sqrt{\frac{L^2 \log(1/\gamma)}{2n}} \]
Table 1: Active learning details for emulations in XES and Halo

|                  | XES   | Halo  |
|------------------|-------|-------|
| $n$, initial unlabelled sample pool size | 10,000 | 50,000 |
| $b_t$, budget at time step $t \in \{1, \ldots, T\}$ | 1,500 | 2,000 |
| $T$, total number of time steps | 5 | 5 |
| Validation data size | 1,000 | 3,000 |
| Test data size | 3,000 | 87,000 |

“$s$ is $\delta_s$ cover of $s^*$” informally means $s$ are the centers of a set of circles with radii $\delta$, and the circles can cover all $s^*$. $V$ in Theorem 1 is the hypervolume that depends on the support over the $\mathcal{Y}$ space for each $x$. We consider scientific simulations with very little noise and dimension of $\mathcal{Y} \gg 1$, the term that contains $V$ can practically be ignored, giving a tighter upper bound in practice. It also reveals an important, albeit counter-intuitive insight: for a simulation with very little noise, we get a tighter upper bound of the expected loss when a higher dimension of $\mathcal{Y}$ is used, i.e. more granular outputs are modelled. In essence, with a high probability, the expected future loss is theoretically bounded if an appropriate subset of data is labelled for training; and it turns out, empirically, as we will see in section 3, that the long tail losses are reduced as well.

### 2.3 Cold-start and Warm-start Optimisations

Conventionally, in each active learning iteration, the deep-learning model is trained from scratch, with each of the trainable parameters reinitialised randomly [6, 8], a technique known as cold-start optimisation. It is, however, computationally preferred to warm start the optimisation, i.e. continue training with the learned parameters from the previous iteration. In practice, warm-starting seems to generalise poorly to test data, but it has been shown that this pathology could be overcome in several important situations using a simple shrink-and-perturb trick [13], where the learned parameters are shrunk by a certain percentage and Gaussian noise is added to them, as captured in Equation 3. We leverage this trick in conjunction with the core-set approach in our case studies to obtain the best possible model given wall-clock time constraint.

$$\theta^*_t \leftarrow \lambda \theta^*_{t-1} + p^t, \text{ where } p^t \sim \mathcal{N}(0, \sigma^2) \text{ and } 0 \leq \lambda \leq 1$$

### 3 Experiments and Results

A deterministic, supervised CNNs-based model architecture [5][15] was used for all experiments. We trained the models with $L_1$-loss function and Adam [16] optimiser with a minibatch size of 32 and learning rate 0.001, and judged their performance by the average $L_1$ losses of the bottom 1st, 5th and 10th percentiles. We also plotted the median predictions in Figure 2 and Figure 3 to show that the emulation quality for the better half of the test cases does not vary much with the sampling method. For core-set selection, we solved the k-center problem at virtually no overhead costs using KeOps library [14]. Model outputs were used as the features for core-set, effectively bounding the greatest $L_1$ loss among the samples. Other important hyper-parameters are noted in Table 1. All experiments were run with 4 NVIDIA Tesla T4 GPUs on Google Cloud Platform.

From Figure 1 it is clear that core-set selection outperforms random sampling consistently in reducing the long tail $L_1$ losses in all percentiles investigated. Moreover, we needed significantly less data when using core-set selection to achieve similar performance as their random sampling counterpart. Notably, to improve the bottom first percentile of the Halo emulation to a competitive level, a whopping 60% reduction in costs was seen (see Figure 1) using core-set selection. This is highlighted in Figure 4 where the emulator failed to predict part of the signal when it was trained with 10,000 randomly sampled data, but successfully emulated similar signals using data from core-set.

Furthermore, we recorded marginal, but important improvement in the long tail $L_1$ losses when the shrink-and-perturb trick is used in conjunction with the core-set approach, with $\sigma = 0.1$ and $\lambda = 0.5$. 

Figure 1: Comparison between random sampling and core-set selection with Halo emulator and XES emulator. SP indicates shrink-and-perturb trick is used in the training, otherwise the optimisation is cold started. % represents percentile. Red horizontal line in (a) shows a 60% reduction in labelled data required with core-set selection.

Figure 2: Median Halo emulations using different sampling methods and optimisation schemes.

Figure 3: Median XES emulations using different sampling methods and optimisation schemes.

Figure 4: Bottom first percentile of Halo emulations using different sampling methods and optimisation schemes.
4 Conclusions

We investigated how a diversity-based active learning approach, core-set selection, affects the long tail losses in scientific emulations, and how the active learning iterations could be warm started to improve the model performance and save costs. Our experiments show promising results: the long tail losses were significantly reduced without compromising the quality of the better emulations.

5 Broader Impact

On the negative side, designing a good, explainable model architecture to replace the theoretically-grounded scientific simulations could be time-consuming, and a performant model is not necessarily explicable. Besides, modern deep learning is over-dependent on supervised learning, where the performance is in turn reliant on the availability of labelled data.

Our work partially solves the data problem. Using actively sampled, good quality data could improve the general performance of supervised emulators with less data required and thus accelerate scientific research. Moreover, replacing simulators with neural networks trained with actively selected data would significantly reduce computational costs and the adverse environmental impacts that come with heavy computations.
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Appendix A  Future Expected Loss

The future expected loss can be upper bounded by the summation of three terms, namely generalisation error, training error and core-set loss. In an expressive model such as CNNs, the generalisation and training errors can be assumed to be negligible, thus simplifying the upper bound to just the core-set loss.

\[
E_{x, y \sim p_z} [l(x, y; A_s)] \leq E_{x, y \sim p_z} [l(x, y; A_s)] - \frac{1}{n} \sum_{i=1}^{n} l(x_i, y_i; A_s) + \frac{1}{|s|} \sum_{j \in s} l(x_j, y_j; A_s) + \left(\frac{1}{n} \sum_{i=1}^{n} l(x_i, y_i; A_s) - \frac{1}{|s|} \sum_{j \in s} l(x_j, y_j; A_s)\right)
\]

\[
\text{Generalisation Error} + \frac{1}{|s|} \sum_{j \in s} l(x_j, y_j; A_s)
\]

\[
\text{Training Error} + \left(\frac{1}{n} \sum_{i=1}^{n} l(x_i, y_i; A_s) - \frac{1}{|s|} \sum_{j \in s} l(x_j, y_j; A_s)\right)
\]

\[
\text{Core-set Loss}
\]

Appendix B  Proof for Lemma 1

Consider two vectors \(x^d\) and \(\tilde{x}^d\) that correspond to inputs \(x\) and \(\tilde{x}\) at layer \(d\) of a neural net respectively. First, for any convolutional or fully connected layer, for each node \(j\) in layer \(d\), we can write

\[
x^d_j = \sum_i w_{d,i,j} x^d - 1_i.
\]

Now, assuming \(\sum_i |w_{i,j}| \leq \alpha\) for all \(i, j, d\), we can write, for any convolutional or fully connected layer:

\[
||x^d - \tilde{x}^d||_q \leq \alpha ||x^{d-1} - \tilde{x}^{d-1}||_q
\]

for any real \(q \geq 1\).

For ReLU, we note that \(|a - b| \geq |\max(0, a) - \max(0, b)|\), and as such we can state:

\[
||x^r - \tilde{x}^r||_q \leq ||x^{r-1} - \tilde{x}^{r-1}||_q
\]

where the superscripts \(r-1\) and \(r\) indicate before and after the ReLU activation function respectively.

Combining Equation 4 and Equation 5 for ReLU-activated neural networks with \(n_c\) convolutional layers and \(n_{fc}\) fully connected layers, we get

\[
||CNN(x; w) - CNN(\tilde{x}; w)||_q \leq \alpha^{n_c+n_{fc}} ||x - \tilde{x}||_q
\]

Finally, using reverse triangle inequality, we obtain

\[
||l(x, y; w) - l(\tilde{x}, y; w)|| = ||CNN(x; w) - y|| - ||CNN(\tilde{x}; w) - y|| \leq ||CNN(x; w) - CNN(\tilde{x}; w)||_q
\]

hence finishing the proof.

Appendix C  Proof for Theorem 1

We note that for two probability density functions \(p\) and \(p^*\) defined over the space \(\mathcal{Y}\), the following is always true:

\[
\int p \, dy \leq \int p^* \, dy + \int |p - p^*| \, dy
\]

Then, we bound \(E_{\mathcal{Y} \sim \eta(x_i)} [l(x_i, y; A_s)]\) by using Equation 6.
\begin{align*}
E_{y \sim \eta(x_i)}[l(x_i, y; A_s)] &= \int p_{y \sim \eta(x_i)}(y) d \int l(x, y; A_s) d y \\
&\leq \int p_{y \sim \eta(x_i)}(y) d \int l(x, y; A_s) d y \\
&\quad + \int \left| p_{y \sim \eta(x_i)}(y) - p_{y \sim \eta(x_j)}(y) \right| d \int l(x, y; A_s) d y \\
&\leq \int p_{y \sim \eta(x_i)}(y) d \int l(x, y; A_s) d y + \delta \lambda^o L \int d y \\
&= \int p_{y \sim \eta(x_i)}(y) d \int l(x, y; A_s) d y + \delta \lambda^o LV
\end{align*}

where \( x_j \) for \( j \in [m] \) are labelled training data. Then, recall the assumption that the trained networks would fit perfectly to the training samples and using Lemma 1, we get

\begin{align*}
\int p_{y \sim \eta(x_i)}(y) d \int l(x, y; A_s) d y &= \int p_{y \sim \eta(x_i)}(y) d \int l(x, y; A_s) d y \\
&\quad + \int p_{y \sim \eta(x_j)}(y) d \int l(x, y; A_s) d y \\
&\quad \leq \delta \lambda^i
\end{align*}

which gives us

\[ E_{y \sim \eta(x_i)}[l(x_i, y; A_s)] \leq \delta \left[ \lambda^i + \lambda^o LV \right] \]

Finally, using Hoeffding’s Bound, we conclude that with a probability of at least \( 1 - \gamma \), we get an upper bound for the core-set loss,

\[ \left| \frac{1}{n} \sum_{i \in [n]} l(x_i, y_i; A_s) - \frac{1}{|s|} \sum_{j \in s} l(x_j, y_j; A_s) \right| \leq \delta \left[ \lambda^i + \lambda^o LV \right] + \sqrt{\frac{L^2 \log(1/\gamma)}{2n}} \]