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**Abstract.** Voting algorithms have been widely used as consensus protocols in the realization of fault-tolerant systems. These algorithms are best suited for distributed systems of nodes with low computational power or heterogeneous networks, where different nodes may have different levels of reputation or weight. Our main contribution is the construction of a fair voting protocol in the sense that the influence of the eventual outcome of a given participant is linear in its weight. Specifically, the fairness property guarantees that any node can actively participate in the consensus finding even with low resources or weight. We investigate effects that may arise from weighted voting, such as loss of anonymity, centralization, scalability, and discuss their relevance to protocol design and implementation.
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1 Introduction

1.1 Preliminaries

Weighted voting in distributed systems is known to increase efficiency and network reliability, but it also raises additional risks. It deviates from the one node - one vote-principle and allows a defense against Sybil attacks if the weight corresponds to resources that can be verified via resource testing or recurring costs and fee, e.g., [1]. However, weighted voting may induce a loss of anonymity for the nodes and may incentivize centralization.

In most of the systems that are based on weighted voting, all participants are allowed to vote, and a centralized entity counts the votes and takes a decision. In the decentralized setting, participants or nodes have to find consensus on the outcome of the vote. In the case where the number of nodes is high, and not all members can communicate with all other nodes, protocols where nodes only sample a certain number of nodes can be used to aggregate information, [2], or find consensus, [3].

This article focuses on a certain class of voting consensus protocols, namely, binary majority consensus. Some basic algorithms in this protocol class are simple majority consensus, [2], Gacs-Kurdyumov-Levin [3], and random neighbors...
majority, [7]. The basic idea of these majority voting protocols is that nodes query other nodes about their current opinion, and adjust their own opinion throughout several rounds based on the proportion of other opinions they have observed.

Despite these facts, they have been successfully applied not only in decision making but also in a wide range of engineering and economic applications [10,11,12], and lead to the emerging science of sociophysics [13]. Recently, [8] introduced the fast probabilistic consensus (FPC) protocol, an amelioration of the classical consensus voting protocols that is efficient and robust in Byzantine infrastructure. This protocol is studied in more detail in [9] and serves this note as a reference for a voting consensus protocol.

1.2 Weights and fairness

The main contribution of this work is to define an adaption of the majority consensus protocol to a setting that allows nodes to have different weights. We define voting power, Section 4, as a power index to describe the influence of each node on the outcome of the consensus protocol. In comparison with standard voting models where the whole population is sampled, we have two instances where the weights may come in: firstly, in the sampling of the nodes to query and secondly, in the weighting of the votes to apply the majority rule. An essential consequence of fairness of the protocol is that it allows defense against Sybil attacks. In a decentralized and permissionless setting, a malicious actor may gain a disproportionately large influence on the voting by creating a large number of pseudonymous identities that can increase its share of the voting power.

Moreover, fairness allows even nodes with very few resources or weight to participate in the consensus finding. This property is particularly important in networks where the sum of the weights of nodes with small weight is considerable.

Besides technical and economic considerations, we want to mention the possible social impacts of an unfair system. For instance, unfair situations can make participants of the network unhappy, and this should be a real consideration in judging the efficiency and adaption of a protocol, e.g., [14]. In particular, this is of importance in community-driven projects such as IOTA.

1.3 IOTA

IOTA is an open-source distributed ledger and cryptocurrency designed for the Internet of things. For the next generation of the IOTA protocol [15] introduces mana in various places in order to obtain fairness. For instance, the protocol uses mana to obtain fairness in rate control, [16,17], where adaptive difficulty property guarantees that any node, even with low hashing power, can achieve similar throughput for given mana. This note discusses how mana is used as a weight in FPC to construct a fair consensus protocol.
1.4 Outline

The rest of the paper organizes as follows. After giving an overview of previous work in Section 2, we give a brief introduction to voting consensus protocol and FPC in 3. The main contribution is the formulation of a proper mathematical framework in Section 4 and the construction of a weighted voting consensus protocol that is fair in the sense that the voting power is proportional to the weights of the nodes. Section 5 proposes modeling of the weight distribution using a Zipf law. Under the validity of the Zipf law, we discuss in Section 6 impacts of the weighted voting on scalability and implementation of the protocol. Section 7 presents some simulation results that show the behavior of the protocol in Byzantine infrastructure for different degrees of centralization of the weights. We conclude in Section 8 with a discussion.

2 Related work

2.1 Weighted voting consensus protocols

Voting consensus protocols (without weights) are widely studied in theory and applications, and they play an important role in social learning. Also, weighted voting systems have a long history in election procedures, and often one is interested in measuring the influence of the power of the given participants, [18]. Despite these facts, we were not able to find related results on voting consensus protocols with weights. Recently, [19] describes a model that is related to FPC, and that considers biased or stubborn agents. For the sake of brevity, we refer to [8,9] for more details on related work and references therein.

2.2 Fairness

Fairness plays a prominent role in many areas of science and applications. It is, therefore, not astonishing that it plays its part also in DLT. For instance, PoW in Nakamoto consensus ensures that the probability of creating a new block is proportional to the computational power of a node; see [20] for an axiomatic approach to block rewards and further references. In PoS-based blockchains, the probability of creating a new block is usually precisely proportional to the node’s balance. However, this does not always have to be the optimal choice, [21,22].

3 Voting consensus protocols

We give a brief definition of binary voting protocols in this section. More details can be found, for instance, in [3,4,5,6,7]. We refer to [8,9] for more information on the fast probabilistic consensus (FPC).

To define the protocol accurately, we need some notation. We assume the network to have $N$ nodes indexed by $1, 2, \ldots, N$, and that every node can query any other nodes. We make this assumption for the sake of a better presentation; a
node does not need to know every other node in the network. In fact, simulation studies \cite{7,9} indicate that it is sufficient if every node knows about half of the other nodes. Moreover, it seems to be a reasonable assumption that nodes with high weights are known to every participant in the network. Every node $i$ has an opinion or state. We note $s_i(t)$ for the opinion of the node $i$ at time $t$. Opinions take values in $\{0, 1\}$. Every node $i$ has an initial opinion $s_i(0)$.

At each (discrete) time step each node chooses $k$ random nodes $C_i = C_i(t)$ and queries their opinions. Denote by $k_i(t) \leq k$ the number of replies received by node $i$ at time $t$ and set $s_j(t) = 0$ if the reply from $j$ is not received in due time. The updated mean opinion is then

$$\eta_i(t + 1) = \frac{1}{k_i(t)} \sum_{j \in C_i} s_j(t).$$

Note that the neighbors $C_i$ of a node $i$ are chosen using sampling with replacement, and hence repetitions are possible.

As in \cite{9} we consider a basic version of the FPC introduced in \cite{8} in choosing some parameters by default. Specifically, we remove the cooling phase of FPC and the randomness of the initial threshold $\tau$. Let $U_t$, $t = 1, 2, \ldots$ be i.i.d. random variables with law $\text{Unif}([\beta, 1 - \beta])$ for some parameter $\beta \in [0, 1/2]$. The update rules for the opinion of a node $i$ is then given by

$$s_i(1) = \begin{cases} 1, & \text{if } \eta_i(1) \geq \tau, \\ 0, & \text{otherwise,} \end{cases}$$

For subsequent rounds, i.e. $t \geq 1$:

$$s_i(t + 1) = \begin{cases} 1, & \text{if } \eta_i(t + 1) > U_t, \\ 0, & \text{if } \eta_i(t + 1) < U_t, \\ s_i(t), & \text{otherwise.} \end{cases}$$

Note that if $\tau = \beta = 0.5$, FPC reduces to a standard majority consensus. An asymmetric choice of $\tau$, $\tau \neq 0.5$ allows the protocol the distinction between the two kinds of integrity failure, \cite{8,9}. It is important, that the above sequence of random variables $U_t$ are the same for all nodes; we refer to \cite{9} for a more detailed discussion on the use of decentralized random number generators.

In contrast to many theoretical papers on majority dynamics, a local termination rule is needed for practical applications. Every node keeps a counter variable $\text{cnt}$ that is incremented by 1 if there is no change in its opinion, and that is set to 0 if there is a change of opinion. Once the counter reaches a certain threshold 1, i.e., $\text{cnt} \geq 1$, the node considers the current state as final. In the absence of autonomous termination the algorithm is halted after $\text{maxIt}$ iterations.
4 Fairness

In this section, we propose a proper mathematical framework of fairness. We consider a network of \( N \) nodes whose weight is described by \( \{m_1, ..., m_N\} \) with \( \sum_{i=1}^{N} m_i = 1 \). In the sampling of the queries a node \( j \) is chosen now with probability

\[
p_j = \frac{f(m_j)}{\sum_{i=1}^{N} f(m_i)}.
\]

(1)

Each opinion is weighted by \( g_j = g(m_j) \), resulting in the value

\[
\eta_i(t+1) = \frac{1}{\sum_{j \in C_i} g_j} \sum_{j \in C_i} g_j s_j(t).
\]

(2)

The other parts of the protocol remain unchanged.

We denote by \( y_i \) the number of times a node \( i \) is chosen. As the sampling is described by a multinomial distribution we can calculate the expected value of a query as

\[
\mathbb{E}\eta(t+1) = \sum_{i=1}^{N} s_i(t) v_i,
\]

(3)

where

\[
v_i = \sum_{\chi \in X^{N}: \sum y_i = k} \frac{k!}{y_1! \cdots y_N!} \frac{y_i g_i}{\sum_{n=1}^{N} y_n g_n} \prod_{j=1}^{N} p_j^{y_j}
\]

(4)

is called the voting power of node \( i \). The voting power measures the influence of the node \( i \). We would like the voting power to be proportional to the weight since this would induce a robustness to splitting and merging, [23].

**Definition 1 (Robust to splitting and Sybil attacks).** A voting scheme is robust to Sybil attacks if a node \( i \) splits into nodes \( i_1 \) and \( i_2 \) with a weight splitting ratio \( x \in (0, 1) \), then

\[
v_i(m_i) \geq v_{i_1}(xm_i) + v_{i_2}((1-x)m_i).
\]

(5)

**Definition 2 (Robust to merging).** A voting scheme is robust to merging if a node \( i \) splits into nodes \( i_1 \) and \( i_2 \) with a weight splitting ratio \( x \in (0, 1) \), then

\[
v_i(m_i) \leq v_{i_1}(xm_i) + v_{i_2}((1-x)m_i).
\]

(6)

**Definition 3 (Fairness).** A voting scheme \((f,g)\) is fair if it is robust to Sybil attacks and robust to merging. In other words, if a node \( i \) splits into nodes \( i_1 \) and \( i_2 \) with a weight splitting ratio \( x \in (0, 1) \), then

\[
v_i(m_i) = v_{i_1}(xm_i) + v_{i_2}((1-x)m_i).
\]

(7)

In the case where \( g \equiv 1 \), i.e., the \( \eta \) is an unweighted mean, we show the existence of a voting scheme that is fair for all possible choices of \( k \) and weight distributions.
**Theorem 1.** For $g \equiv 1$ the voting scheme $(f, g)$ is fair if and only if $f$ is the identity function $f = id$.

**Proof.** We consider $g \equiv 1$. In this case we can simplify (7) to

$$v_i = \frac{1}{k} \sum_{\mathbf{y} \in \mathbb{N}^N : \sum y_i = k} y_i \mathbb{P}[y],$$

where $\mathbf{y}$ follows a multinomial distribution using the probability vector $\{p_j\}$ and making $k$ selections. Hence, we obtain

$$v_i(m_i) = p_i = \frac{f(m_i)}{\sum_{j=1}^{N} f(m_j)}. \quad (8)$$

Now, let $S = \sum_{j=1}^{N} f(m_j)$ and

$$\Delta_x = f(xm_i) + f((1 - x)m_i) - f(m_i). \quad (9)$$

The fairness condition (7) becomes

$$\frac{f(m_i)}{S} = \frac{f(xm_i)}{S + \Delta_x} + \frac{f((1 - x)m_i)}{S + \Delta_x}, \quad \forall x \in (0, 1), \quad (10)$$

which is equivalent to

$$\Delta_x f(m_i) = S \Delta_x, \quad \forall x \in (0, 1). \quad (11)$$

This means that either $f(m_i) = S$, meaning that there is only one node, or that $\Delta_x \equiv 0$, meaning that for all $x \in (0, 1)$ we have that

$$f(m) = f(xm) + f((1 - x)m), \quad (12)$$

and that $f$ is a linear function.

On the other hand, if the nodes are queried at random without weighting the probability for selection, i.e., $f \equiv 1$, then there exists no voting scheme that is fair for all $k$.

**Theorem 2.** For $f \equiv 1$ there exists no voting scheme $(f, g)$ with for all $g_i > 0$ that is fair for all $k$.

**Proof.** In the case of $f \equiv 1$ the voting power simplifies to

$$v(m_i) = \frac{1}{N^k} \sum_{\mathbf{y} \in \mathbb{N}^N : \sum y_i = k} \frac{k!}{y_1! \cdots y_N!} \sum_{n=1}^{N} y_n g_n. \quad (13)$$

We will consider a special situation that does not satisfy the fairness condition. We consider the situation with $N = 2$ nodes and $m_1 = 2/3$ and $m_2 = 1/3$. The voting power of the first node is then

$$v\left(\frac{2}{3}\right) = \mathbb{E} \left[ \frac{Xg(\frac{2}{3})}{Xg(\frac{2}{3}) + (k - X)g(\frac{1}{3})} \right], \quad (14)$$
where $X$ follows a binomial distribution $B(k, 1/2)$. Now, it suffices to show that the right hand side of Equation (14) is not constant in $k$. Due to the law of large numbers and the dominated convergence theorem we have that

$$E \left[ \frac{X g(\frac{2}{3})}{X g(\frac{2}{3}) + (k - X)g(\frac{1}{3})} \right] \xrightarrow{k \to \infty} \frac{g(\frac{2}{3})}{g(\frac{2}{3}) + g(\frac{1}{3})}. \tag{15}$$

We conclude by observing that

$$E \left[ \frac{X g(\frac{2}{3})}{X g(\frac{2}{3}) + (k - X)g(\frac{1}{3})} \right] < \frac{g(\frac{2}{3})}{g(\frac{2}{3}) + g(\frac{1}{3})}, \tag{16}$$

where the strict inequality follows from Jensen’s Inequality using that $X$ is not a constant almost surely and $g(\frac{2}{3}) > g(\frac{1}{3})$.

For these reasons we fix from now on $g \equiv 1$ and $f = id$.

## 5 Distribution of weight

The existence of a fair voting scheme is independent of the actual distribution of weight. However, to make a more detailed prediction of the qualities of the voting consensus protocol, it may be appropriate to make assumptions on the weights.

Probably the most appropriate modelings of the weight distributions rely on universality phenomena. The most famous example of this universality phenomenon is the central limit theorem. While the central limit is suited to describe statistics where values are of the same order of magnitude, it is not appropriate to model more heterogeneous situations where the values might differ in several orders of magnitude. For instance, values in (crypto-)currency systems are not distributed equally; [24].

Zipf’s law and the closely related Pareto distribution describe mathematically various models of real-world systems. For instance, many economic models, [25], use these laws to describe the wealth and influence of participants. These laws govern the asymptotic distribution of many statistics which

1. take values as positive numbers;
2. range over many different orders of magnitude;
3. arise from a complicated combination of largely independent factors; and
4. have not been artificially rounded, truncated, or otherwise constrained in size.

The Zipf law is the appropriate variant for modeling the weight distribution and is defined as follows: The $n$th largest value $y(n)$ should obey an approximate power law, i.e., it should be approximately

$$y(n) = Cn^{-s} \tag{17}$$
for the first few \( n = 1, 2, 3, \ldots \) and some parameters \( s > 0 \) and normalising constant \( C \). We refer to \cite{26} for an excellent introduction to this topic.

A convenient way to observe a Zipf law is by plotting the data on a log-log graph, with the axes being \( \log(\text{rank order}) \) and \( \log(\text{value}) \). The data conforms to a Zipf law to the extent that the plot is linear, and the value of \( s \) can be found using linear regression. For instance, Fig. 1 shows the distribution of IOTA for the top 100 richest addresses with a fitted Zipf law.

Due to the universality phenomenon, the plausibility of hypotheses 1) - 4) above, and Fig. 1, we assume, in the following sections, a Zipf law for the weight distribution.

![Fig. 1. Distribution of relative IOTA value on the top 10,000 addresses with a fitted Zipf law with \( s = 1 \); as of July 2020.](image)

6 Scalability and Message complexity

An essential property of voting consensus protocols is their scalability. In fact, at every round, every node is queried on average \( k \) times indifferent to the network size. In our proposed fair voting schemes where nodes are sampled proportional to their weight, this is no longer true, and nodes with higher weight are queried more often. This affects the scalability of the protocol and might generate feedback on the weight distribution.
Lemma 1. We assume the weights to follow a Zipf law with parameters \((s,N)\). Then, the average number of queries a node of rank \(h(N)\) receives per round is of order (as \(N \to \infty\))

1. \(\Theta(N^s h(N)^{-s})\), if \(s < 1\);
2. \(\Theta(\frac{N}{\log N} h(N)^{-1})\), if \(s = 1\);
3. \(\Theta(N h(N)^{-s})\), if \(s = 1\).

Proof. At every round a node of rank \(h(N)\) queried on average

\[
N \cdot \frac{h(N)^{-s}}{\sum_{n=1}^{N} n^{-s}}
\]

times. If \(s < 1\) this becomes asymptotically \(\Theta(N^s h(N)^{-s})\), if \(s = 1\) we obtain \(\Theta(\frac{N}{\log N} h(N)^{-1})\), and if \(s > 1\) this is \(\Theta(N h(N)^{-s})\).

In particular, the node with the highest weight, i.e., \(h(N) = 1\), is queried \(\Theta(N^s), \Theta(\frac{N}{\log N}), \text{ or } \Theta(N)\) times, and might eventually be overrun by queries. Nodes whose rank is \(\Theta(N)\) have to answer only \(\Theta(1)\) queries. This is in contrast to the case \(s = 0\) where every node has the same weight, and every node is queried on average a constant number of times.

Nodes with high weights are therefore incentivized to communicate their opinions through different communication channels, e.g., to gossip their opinions on an underlying peering network and not to answer each query separately. Since not all nodes can gossip their opinions (in this case, every node would have to send \(\Omega(N)\) messages), we have to find a threshold when nodes gossip their opinions or not.

If we assume that nodes with high weights have higher throughput than nodes with lower weights a reasonable threshold is \(\log(N)\), i.e., only the \(\Theta(\log(N))\) highest weights nodes do gossip their opinions, leading to \(\Theta(\log N)\) messages for each node in the gossip layer. In this case the expected number of queries the highest weight node, that is not allowed to gossip its opinions, receives is \(\Theta((\frac{N}{\log N})^s)\) if \(s < 1\), \(\Theta((\frac{N}{\log N})^{-1})\) if \(s = 1\), and \(\Theta((\frac{N}{\log N})^s)\) if \(s > 1\). In this case, nodes of rank between \(\Theta(\log N)\) and \(\Theta(N)\) are the critical nodes for message complexity.

A possible consequence might be that these middle rank nodes might gossip their opinion leading to possible congestion of the network or might stop to answer queries leading to less security of the consensus protocol. A less selfish response of such a node could be to either split up the node into several nodes or to pool with other nodes to gossip their opinions according to the above threshold rule. This, however, might influence the distribution of weight.

The above situation may apply well to heterogeneous networks, i.e., the computational power and bandwidths of the node might differ in several orders of magnitudes, \cite{10,17}. In homogeneous networks the above issues may be solved by a fair attribution of message complexity.
Lemma 2. We assume the weights to follow a Zipf law with parameters $s$ and $N$. Then there exists a fair threshold for gossiping opinions such that every node has to process the same order of messages. The message complexity for each node is $O(\sqrt{N})$ for all choices of $s$.

Proof. We have to find a threshold such that the maximal number of queries a node has to answer should equal the number of messages that are gossiped. For $s < 1$ this leads to the following equation

$$N^s h(N)^{-s} = h(N)$$

(19)

and hence we obtain that a threshold of order $N^{\frac{s}{1+s}}$ leads to $\Theta(N^{\frac{s}{1+s}})$ messages for every node to send. For $s > 1$ one obtains similarly a threshold of $N^{\frac{1}{1+s}}$ leading to $\Theta(N^{\frac{1}{1+s}})$ messages. In the worst case, i.e., $s = 1$, the message complexity for each node in the network is $O(\sqrt{N})$.

7 Simulations

In this section, we present a short simulation study that shows how the performance of the FPC depends on the distribution of the weights.

7.1 Threat model

We assume that an adversary holds a proportion $q$ of the total weight and that it splits its weight equally between its $qN$ nodes such that each node holds $1/N$ of the total weight. We assume that the adversary is at every moment aware of all opinions and transmits at time $t+1$ the opinion of the mana-weighted minority of the honest nodes of step $t$.

7.2 Failures

In the case of heterogeneous weight distributions, there are different possibilities to generalize the standard failures of consensus protocols: namely integration failure, agreement failure, and termination failure. In this note, we consider only agreement failure since, in the DLT context, this failure turns out to be the most severe. In the strictest sense, an agreement failure occurs if not all nodes decide on the same opinion. We consider the $1\%$-agreement failure; such a failure occurs if at least $1\%$ of the nodes differ in their final decision.

7.3 Results

We choose the initial average opinion $p_0$ equal to the value of the first threshold $\tau$. This can be considered as the critical case since for values of $p_0 \gg \tau$ or $p_0 \ll \tau$, the agreement failure rate is so small that numerical simulation is no longer feasible. The initial opinion is assigned as follows. The highest mana
nodes that hold together more than $p_0$ of the mana are assigned opinion 1 and the remaining opinion 0. Other default parameters are: $N = 1000$ nodes, $p_0 = \tau = 0.66, \beta = 0.3, l = 10, \text{maxIt} = 50$.

In Fig. 2 we investigate the protocol with a relatively small quorum size, $k = 20$, and study the agreement failure rate as a function of $q$. We see that the performance depends on the parameter $s$; the higher the centralization is the lower the agreement failures are for high $q$, but at the price that the protocols performs worse if $q$ is smaller. In Fig. 3 we observe an exponential decay of the agreement failure rate in the quorum size $k$.

The source code of the simulations is made open source and available online.\footnote{The link is not given in this version, since it might reveal the identity of the authors.}

8 Discussion

We proposed a mathematical framework to study fairness in consensus voting protocols and constructed a fair voting scheme, Section 4. Even though this voting scheme is robust to splitting and merging, there are second order effects that may incentivize nodes to optimize their weights. One example we studied concerns the message complexity and its consequences, Section 6. Other secondary effects that may influence the weights are, for instance; basic resource costs such
as maintaining nodes, network redundancy, and service availability. Moreover, the fact that the security of the protocol has an impact on its performance may lead to changes in the weight distribution.

Nodes with high weight are likely no longer be anonymous. In the case where these nodes gossip their opinions, and other users widely accept their reputation, some nodes may decide not longer to take part in the consensus finding but to only follow the nodes with the highest reputations. This would give disproportional weight to nodes with high weight, leading to an unfair situation.

A complete mathematical treatment of the above is not realistic; all the more the evolution of such a permissionless and decentralized consensus protocol depends also on other components of the network, as well as economic and psychological elements.

References

1. B. Neil, L. C. Shields, and N. B. Margolin, “A survey of solutions to the sybil attack,” 2005.
2. E. Mossel, J. Neeman, and O. Tamuz, “Majority dynamics and aggregation of information in social networks,” Autonomous Agents and Multi-Agent Systems, vol. 28, pp. 408–429, May 2014.
3. P. Gács, G. L. Kurdyumov, and L. A. Levin, “One-dimensional Uniform Arrays that Wash out Finite Islands,” in Problemy Peredachi Informatsii, 1978.
4. A. A. Moreira, A. Mathur, D. Diermeier, and L. Amaral, “Efficient system-wide coordination in noisy environments,” Proc. Natl. Acad. Sci. U. S. A., vol. 101, pp. 12085–12090, AUG 2004.
5. S. Kar and J. M. F. Moura, “Distributed average consensus in sensor networks with random link failures,” in *2007 IEEE International Conference on Acoustics, Speech and Signal Processing - ICASSP ’07*, vol. 2, pp. II–1013–II–1016, April 2007.
6. J. Cruise and A. Ganesh, “Probabilistic consensus via polling and majority rules,” *Queueing Systems*, vol. 78, no. 2, pp. 99–120, 2014.
7. A. Gogolev, N. Marchenko, L. Marcenaro, and C. Bettstetter, “Distributed binary consensus in networks with disturbances,” *ACM Trans. Auton. Adapt. Syst.*, vol. 10, pp. 19:1–19:17, Sept. 2015.
8. S. Popov and W. J. Buchanan, “FPC-BI: Fast Probabilistic Consensus within Byzantine Infrastructures,” *Journal of Parallel and Distributed Computing*, vol. 147, pp. 77–86, 2021.
9. A. Capossele, S. Mueller, and A. Penzkofer, “Robustness and efficiency of leaderless probabilistic consensus protocols within byzantine infrastructures,” 2019.
10. S. Banisch, T. Araújo, and J. Louçã, “Opinion dynamics and communication networks,” *Advances in Complex Systems*, pp. 95–111, 2010.
11. H.-L. Niu and J. Wang, “Entropy and recurrence measures of a financial dynamic system by an interacting voter system,” *Entropy*, pp. 2590–2605, 2015.
12. P. Przybyla, K. Sznajd-Weron, and M. Tabiszewski, “Exit probability in a one-dimensional nonlinear q-voter model,” *Phys. Rev. E*, 2011.
13. C. Castellano, S. Fortunato, and V. Loreto, “Statistical physics of social dynamics,” *Reviews of Modern Physics*, p. 591, 2009.
14. M. Rabin, “Incorporating fairness into game theory.” UC Berkeley: Department of Economics, 1991.
15. S. Popov, H. Moog, D. Camargo, A. Capossele, V. Dimitrov, A. Gal, A. Greve, B. Kusmierz, S. Mueller, A. Penzkofer, O. Saa, W. Sanders, L. Vigneri, W. Welz, and V. Attias, “The coordicide,” 2020.
16. L. Vigneri, W. Welz, A. Gal, and V. Dimitrov, “Achieving fairness in the tangle through an adaptive rate control algorithm,” in *2019 IEEE International Conference on Blockchain and Cryptocurrency (ICBC)*, pp. 146–148, May 2019.
17. L. Vigneri and W. Welz, “On the fairness of distributed ledger technologies for the internet of things,” in *2020 IEEE International Conference on Blockchain and Cryptocurrency (ICBC)*, 2020.
18. G. Gambarelli, “Power indices for political and financial decision making: A review,” *Annals of Operations Research*, vol. 51, no. 4, pp. 163-173, 1994.
19. R. R. Arpan Mukhopadhyay, Ravi R. Mazumdar, “Voter and Majority Dynamics with Biased and Stubborn Agents,” https://arxiv.org/abs/2003.02885, 2020.
20. X. Chen, C. Papadimitriou, and T. Roughgarden, “An axiomatic approach to block rewards,” in *Proceedings of the 1st ACM Conference on Advances in Financial Technologies*, (New York, NY, USA), pp. 124–131, Association for Computing Machinery, 2019.
21. S. Popov, “A probabilistic analysis of the nxt forging algorithm,” *Ledger*, vol. 1, pp. 69–83, Dec. 2016.
22. S. Leonardos, D. Reijsbergen, and G. Piliouras, “Weighted voting on the blockchain: Improving consensus in proof of stake protocols,” 2020.
23. J. Leshno and P. Strack, “Bitcoin: An impossibility theorem for proof-of-work based protocols,” *Cowles Foundation Discussion Paper*, no. 2204R, 2019.
24. D. Kondor, M. Posfai, I. Csabai, and G. Vattay, “Do the rich get richer? an empirical analysis of the bitcoin transaction network,” *PloS one*, vol. 9, p. e86197, 02 2014.
25. C. I. Jones, “Pareto and Piketty: The macroeconomics of top income and wealth inequality,” *Journal of Economic Perspectives*, vol. 29, pp. 29–46, February 2015.
26. T. Tao, “Benford’s law, Zipf’s law, and the Pareto distribution.”
https://terrytao.wordpress.com/2009/07/03/benfords-law-zipfs-law-and-the-
pareto-distribution/, 2009.