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ABSTRACT

This article introduces a family of analytical functions of the form $x^v K_\nu(x)$, where $K_\nu$ is the incomplete Bessel function of the third kind. This family of functions can describe the density profile, projected and integrated light profiles, and the gravitational potentials of galaxies. For the proper choice of parameters, these functions accurately approximate Sérsic functions over a range of indices and are good fits to galaxy light profiles. With an additional parameter corresponding to a galaxy core radius, these functions can fit galaxy like M87 over a factor of $10^5$ in radius. Unlike Sérsic profiles, these functions have simple analytical two-dimensional and three-dimensional Fourier transforms, so they are easily convolved with spatially varying point-spread function (PSF) and are well suited for photometric and lensing analysis. We use these functions to estimate the effects of seeing on lensing measurements and show that high S/N measurements, even when the PSF is larger than the galaxy effective radius, should be able to recover accurate estimates of lensing distortions by weighting light in the outer isophotes that are less affected by seeing.
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1. INTRODUCTION

Weak-lensing observations have the potential to provide powerful new insights into the nature of dark energy and dark matter (see, e.g., Hoekstra & Jain 2008) as well as directly the relationship between luminous and dark matter.

Over the next few years, astronomers can anticipate very large, high quality photometric data. It is essential to develop image analysis techniques that can exploit this high-quality data. The analysis techniques must be rapid and unbiased. Ideally, they should be nearly optimal and use most of the information in an astronomical image. While there has been significant progress in the past few years, astronomers have not yet converged on an approach for image analysis (Bridle et al. 2010).

Most image analysis takes one of the two approaches: (1) fit an analytical form to the light profile such as the Sérsic profile to the galaxy distribution or (2) use an orthogonal basis function to characterize the ellipticity of an image. While Sérsic profiles have proven to be remarkably successful at fitting galaxy light profiles outside of the central cores of galaxies (Caon et al. 1993; Graham & Guzmán 2003; Ferrarese et al. 2006; Kormendy et al. 2009), applying them to galaxy images requires nonlinear fits to the data (Ngan et al. 2009) and computing the effects of seeing is computationally demanding. The latter approach (e.g., Bernstein & Jarvis 2002) is computationally simpler and mathematically elegant; however, Gaussians are poor approximations to galaxies.

The goal of this paper is to define a basis function that combines the advantages of both approaches. Section 2 introduces a series of functions, $u^v K_\nu(u)$, that have a simple representation in Fourier space, so can easily be used in image analysis, and are good approximation to Sérsic profiles and more importantly to galaxy photometry. Section 3 generalizes these functions to triaxial systems. Section 4 applies these functions for galaxy photometry and Section 5 considers the effects of seeing and its implications for lensing measurements.

2. ANALYTICAL FUNCTIONS FOR STARLIGHT PROFILES

We consider a family of models whose three-dimensional Fourier profile has the form

$$\rho(u) = \frac{L_0}{4\pi^2 \left[ 1 + \left( k_x^2 + k_y^2 + k_z^2 \right) \left( \frac{c_v}{c_r} \right)^2 \right]^{1+v}},$$

(1)

where $r_0$ is the half-light radius, $c_v$ is a constant given in Table 1, and $v > -1$. Projecting this to two dimensions, the Fourier transform retains its simple form

$$\Sigma(u) = \frac{L_0}{2\pi \left[ 1 + (k_x^2 + k_y^2) \left( \frac{c_v}{c_r} \right)^2 \right]^{1+v}}.$$

(2)

Moving to real space, these profiles correspond to analytical two-dimensional profiles:

$$\Sigma(r) = \int dk d\theta J_0(kr) \frac{L_0}{1 + k^2 \left( \frac{c_v}{c_r} \right)^2}^{1+v}$$

$$= \frac{c_v^2 L_0}{r_0^2} f_s \left( \frac{c_v r}{r_0} \right),$$

(3)

where

$$f_s(u) = \left( \frac{u}{2} \right)^v \frac{K_v(u)}{\Gamma(v + 1)},$$

(4)

and $K_v(u)$ is a modified spherical Bessel function of the third kind. The Appendix describes some useful properties of these functions.
We can evaluate the potential
\[ \Phi_v(r) = -2GM \int_0^{\infty} dk \frac{j_0(kr)dk}{\pi \left[ 1 + k^2 \left( \frac{c_v}{c_0} \right)^2 \right]^{1+v}} \]  
by first multiplying by \( r \) and differentiating
\[ \frac{\partial}{\partial r}(r \Phi_v(r)) = -2GM \int_0^{\infty} \frac{\cos(kr)dk}{\pi \left[ 1 + k^2 \left( \frac{c_v}{c_0} \right)^2 \right]^{1+v}} \]
and then integrating again with respect to \( r \) to find
\[ \Phi_v(r) = -GL_0 \left[ K_{v+1/2} \left( \frac{c_v r}{r_0} \right) L_{v-1/2} \left( \frac{c_v r}{r_0} \right) + K_{v-1/2} \left( \frac{c_v r}{r_0} \right) \right] \]
where \( L_v \) is a modified Struve function.

For \( v = 0 \), this reduces to a simple form:
\[ \Phi_0(r) = -GL_0 \frac{r}{r_0} \left[ 1 - \exp(-c_0 r/r_0) \right]. \]

Since \( v = 0 \) is intermediate between an elliptical galaxy profile (\( v = -0.6 \)) and an exponential profile (\( v = 0.5 \)), it is a simple potential for a plausible generic stellar model (see Figure 1).

We can write the potential in an alternative form by recalling the large \( x \) expansion of \( K_v(x) \):
\[ K_v(x) = \sqrt{\frac{\pi}{2x}} \exp(-x) \left[ 1 + \sum_{j=1}^{\infty} \frac{\Pi_{k=1}^{j+1} \left( 4v^2 - (2j - k)^2 \right)}{j! (8x)^j} \right], \]
and one of the definitions of the incomplete Gamma functions,
\[ \int_0^\infty x^{v-j} \exp(-x)dx = \Gamma(v-j+1, a). \]

Thus,
\[ \Phi(r) = -GL_0 \frac{r}{r_0} \frac{\sqrt{2}}{\Gamma(v+1)} \left[ \Gamma(v+1, \frac{c_v r}{r_0}) \right] \]
\[ + \frac{\sum_j w_j \Gamma(v-j+1, \frac{c_v r}{r_0})}{8^j j!}, \]
where \( \Gamma(\alpha, x) \) is the incomplete Gamma function and \( w_j = \Pi_{k=1}^{j+1} \left( 2v+1 \right)^2 - (2j - k)^2 \).

There are several interesting extensions to the one-component representation.

1. Fixed \( v \) models. An alternative to using the index of the functions (\( v \)) as one of the parameters in the galaxy fit is to represent the galaxy light profile as a sum of an exponential term (\( v = 0.5 \)) and a very extended profile selected to fit galaxies like M87 (\( v = 0.85 \)):
\[ \Sigma(r/r_0) = L_1 \exp \left[ -1.6783 \left( \frac{r}{r_0} \right) - 1 \right] \]
\[ + L_2 \left( \frac{r}{r_0} \right)^{-0.85} \frac{K_{0.85}(0.35r/r_0)}{K_{0.85}(0.35)}, \]
where \( K_\nu(x) \) is the modified Bessel function of the second kind.

2. \( c_v \) models. An alternative to using the index of the functions (\( v \)) as one of the parameters in the galaxy fit is to represent the galaxy light profile as a sum of an exponential term (\( v = 0.5 \)) and a very extended profile selected to fit galaxies like M87 (\( v = 0.85 \)).
where $r_0$ is fit to the scale length of a given galaxy. The coefficient 0.35 was selected so that the two profiles span the same ranges as the Sersic functions, so that most galaxy profiles can be represented as a sum of the two functions with the same value of $r_0$. Figure 2 compares Sersic profiles with $m = 1, 2,$ and 4 to surface profiles fit with different linear combinations of the two terms in Equation (17). While the two terms are normalized to have the same amplitude at $r = r_0$, the latter term contains more mass for $\beta = 0.5$. Note that this fitting function has three free parameters ($L_1, L_2, r_0$), the same number of parameters as the Sersic profile ($L, n, r_0$) and the profile introduced earlier in this section ($L, \nu, r_0$). The main advantage of Equation (17) is apparent in Section 4 where we show that we can precompute the effects of atmospheric seeing.

2. Core radii. For galaxies with well-defined cores but extended light profiles (see Figure 3), we can generalize the $\nu < 0$ profile by adding a second component and an additional parameter, $r_{\text{core}}$:

$$
\Sigma(r) = \frac{L_0 c^2 \nu}{r_0^2} \left[ 1 - \left( \frac{r_{\text{core}}}{r_0} \right)^{2(1-\nu)} \right] \times \left[ f_{\nu} \left( \frac{c_{\nu} r}{r_0} \right) - \left( \frac{r_{\text{core}}}{r_0} \right)^{2\nu} f_{\nu} \left( \frac{c_{\nu} r}{r_{\text{core}}} \right) \right].
$$

This two-component form approaches an exponential for $r < r_{\text{core}} < r_0$. This generalized surface brightness
distribution also has a simple representation in Fourier space:

\[ \Sigma(k) = \frac{L_0}{r_0^{2\nu} - r_{\text{core}}^{2\nu}} \left[ \frac{r_0^{2\nu}}{(1 + k^2 r_0^2/c_0^2)^{1+\nu}} \right] \]

(19)

3. Triaxial galaxies. These profiles can be generalized to triaxial galaxies by introducing a change of variables to a new set of coordinates, \( \vec{r} = \vec{F} \hat{u} \) and \( \vec{q} = \vec{F}^{-1} \vec{\tilde{s}} \), so that we can rewrite our profiles,

\[ g(\vec{r}) = \int d^3q \; \tilde{g}(\vec{q}) \exp(i \vec{q} \cdot \vec{r}) \]

(20)

in a new set of coordinates:

\[ g(\vec{F} \hat{u}) = \det |\vec{F}^{-1}| \int d^3s \; \tilde{g}(\vec{F}^{-1} \vec{s}) \exp(i \vec{u} \cdot \vec{s}) \]

(21)

Applying the transformation, \( k_x \rightarrow k_x \sqrt{1-\epsilon} \) and \( k_y \rightarrow k_x \sqrt{1+\epsilon} \), the two-dimensional light distribution in Fourier space becomes

\[ \Sigma_1(\vec{k}) = \frac{L_0}{r_0^{2\nu} - r_{\text{core}}^{2\nu}} \left[ \frac{r_0^{2\nu}}{(1 + k^2 r_0^2/c_0^2)^{1+\nu}} \right] \]

(22)

which has a corresponding real space representation:

\[ \Sigma_1(\vec{R}) = \frac{L_0 c_r^2}{r_0^2} \int f \left[ \frac{c_r r}{r_0 \sqrt{1-\epsilon}} \sqrt{1+\epsilon \cos(2\phi_k)} \right] \]

(23)

We can expand out the Fourier space profile in a Taylor Series:

\[ \Sigma_1(\vec{k}) = L_0 \sum_j \frac{\Gamma(2+\nu)}{\Gamma(2+\nu-j) j!} \left[ \frac{k^2 \left( \frac{r_0}{c_r} \right)^2 \cos(2\phi_k)}{(1 + k^2 \left( \frac{r_0}{c_r} \right)^2)^{1+\nu+j}} \right] \]

(24)

3. THE EFFECT OF SEEING AND FINITE RESOLUTION

In this section, we use the profiles to explore the effects of atmospheric seeing and telescope distortions on determinations of ellipticity.

The observed image, \( I(\vec{r}) \), is a convolution of the galaxy’s surface brightness profile, \( \Sigma(\vec{r}) \), with the effects of the atmosphere and the telescope optics:

\[ I(\vec{r}) = \int d^2k \exp(i \vec{k} \cdot \vec{r}) \Sigma(\vec{k}) R_{\text{turb}}(\vec{k}) R_{\text{telescope}}(\vec{k}). \]

(25)

where \( R_{\text{turb}} \) is the effect of atmospheric turbulence and \( R_{\text{telescope}} \) is the response function of the telescope. Using Kolmogorov turbulence theory,

\[ R(k) = \exp(-(kb)^{5/3}), \]

(26)

where \( \theta_{\text{FWHM}} = 2.9207b \) and \( b \) is a parameter that characterizes the correlation length of the atmospheric turbulence. Since most astronomical observations are seeing-limited, we set \( R_{\text{telescope}} = 1 \) for this section.

Seeing reduces the signal-to-noise ratio \( (S/N) \) of the fits of galaxy (and star) profiles to the observations. We can estimate the \( S/N \) by considering fitting a multi-parameter model to the data:

\[ \chi^2 = \sum_i \frac{\Delta \Omega}{n_0} \left[ I_{\text{measured}}(r_i) - I_{\text{model}}(A, r_i) \right]^2, \]

(27)

where \( n_0 \) is the noise times unit area, \( \Delta \Omega \) is the area of the pixel, \( r_i \) is the pixel centroid, \( I_{\text{measured}} \) is the measured light profile, and \( I_{\text{model}} \) is a model with a number of parameters \( A \). The noise estimate assumes that we are observing faint galaxies and are dominated by atmospheric noise (and/or read noise).

The simplest case is a point source of intensity \( A \):

\[ \chi^2 = \sum_i \frac{\Delta \Omega}{n_0} \left[ I_{\text{measured}}(r_i) - A I_{\text{PS}}(r_i) \right]^2. \]

(28)

The S/N for point-source detection is

\[ \left( \frac{S}{N}_{\text{PS}} \right)^2 = \frac{\partial \chi^2}{\partial A^2} = \sum_i \frac{I_{\text{PS}}^2(r_i) \Delta \Omega}{n_0^2}. \]

(29)

In the continuum limit, we can use Parseval’s theorem to evaluate the S/N:

\[ \left( \frac{S}{N}_{\text{PS}} \right)^2 = \frac{1}{n_0^2} \int d^2r I_{\text{PS}}^2(r) \]

\[ = \frac{1}{n_0^2} \int d^2k R_{\text{PS}}^2(\vec{k}) \equiv \frac{P_{\text{PS}}}{n_0^2}. \]

(30)

For a circularly symmetric galaxy fit with the profile of Section 2, the observed profile can again be calculated by the convolution integral:

\[ I^{(0)}(r) = \int d^2k \exp[-i \vec{k} \cdot \vec{r}] \exp(-(kb)^{5/3}) \]

\[ \frac{1}{(1 + k^2 \left( \frac{r_0}{c_r} \right)^2)^{1+\nu}} \]

\[ = \frac{c_r^2}{r_0^2} \int \tilde{k} \tilde{d} k J_0(\tilde{k}r) \exp \left[ -\left( \frac{\tilde{k} bc_r}{r_0} \right)^{5/3} \right], \]

(31)

where \( \tilde{k} = kr_0/c_r \). The effect of atmospheric seeing is a function of \( b/r_0 \) or equivalently a function of the ratio of the FWHM of the point-spread function (PSF) to the effective radius of the galaxy. Figures 4 and 5 show that atmospheric seeing “moves” light from the central cusp outward and circularizes the inner portions of the galaxy. These effects are less dramatic for the outer isophotes.

The S/N for the galaxy detection is the second derivative of \( \chi^2 \) with respect to \( M \):

\[ \left( \frac{S}{N}_M \right)^2 = \left( \frac{S}{N}_{\text{PS}} \right)^2 \frac{P_0}{P_{\text{PS}}}. \]

(32)

where \( (S/N)_{\text{PS}} \) is the signal-to-noise for the detection of a point source of the same magnitude:

\[ P_0 = \int d^2\tilde{k} \tilde{d} k \exp \left[ -2 \left( \frac{\tilde{k} bc_r}{r_0} \right)^{5/3} \right]. \]

(33)
Note that the effect of galaxy finite size is to degrade the $S/N$ by the ratio of the effective areas of a seeing convolved point source to the seeing convolved galaxy.

Seeing has an even more dramatic effect on the ellipticity of the image. The convolution of the $\cos(2\phi)$ term in the light profile, $I^{(1)}(r) \equiv (1 + \nu) \left( \frac{r_0}{c_v} \right)^2 \int d^2k \exp[i \vec{k} \cdot \vec{r}] \exp[-(kb)^{5/3} k^2 \cos(2\phi_k)]$,

$$= \frac{\epsilon L_0 (1 + \nu) c_v}{r_0^2} \cos(2\phi),$$

$$= \frac{\epsilon L_0 (1 + \nu) c_v}{r_0^2} \cos(2\phi),$$

$$= \frac{1}{2} \left( \frac{S}{N} \right)^2 \frac{P_2}{P_0},$$

is shown in Figure 5. Seeing makes the central region of the galaxy round and has a reduced effect in the outer profile. Because the outer profile is less affected by seeing, it is useful to use a functional form that is a good fit to the outer profile for measurements of ellipticity. Galaxies are not well described by Gaussians and the Hermite profile based determination of ellipticities is “missing” the information in the outer profiles.

We can again estimate the $S/N$ by differentiating the fit:

$$\chi^2 = \sum \frac{1}{\sigma_i^2} \left[ I(r_i) - L_0 I^{(0)}(r_i) - \epsilon L_0 I^{(1)}(r_i) \right]^2. \quad (35)$$

Because the $\cos(2\phi)$ term is orthogonal to the symmetric term, the error on the second term is again just the second derivative with respect to its amplitude:

$$\sigma_{\epsilon L}^2 = \frac{1}{2} \left( \frac{S}{N} \right)^2 \frac{P_2}{P_0},$$

where the $(1/2)$ factor comes from angle averaging $\cos(2\phi)$. Using Parseval’s theorem and Equations (31)–(34)

$$\sigma_{\epsilon L}^2 = \frac{1}{2} \left( \frac{S}{N} \right)^2 \frac{P_2}{P_0},$$

where

$$P_2 = \frac{1 + \nu}{2} \left( \frac{c_v}{r_0} \right)^6 \int \frac{\hat{k}^2 d\hat{k}}{(1 + \hat{k}^2)^{4+2\nu}} \exp \left[ -2 \left( \frac{\hat{k} c_v}{r_0} \right)^{5/3} \right].$$

(38)
This yields

$$\sigma_\epsilon^{-2} = \left(\frac{S}{N}\right)_\text{PS} \frac{P_2 P_0}{(P_2 + P_0)P_{PS}}.$$  \hspace{1cm} (39)

Figure 6 quantifies the additional integration time needed to measure the ellipticity with an uncertainty, \(\sigma_\epsilon = 1/5\), by plotting the point-source S/N needed as a function of the ratio of the PSF FWHM to the effective radius of the galaxy,

$$\left(\frac{S}{N}\right)_\text{PS} = 5\sqrt{\frac{(P_2 + P_0)P_{PS}}{P_2 P_0}}.$$  \hspace{1cm} (40)

Figures 4–6 show the effects of atmospheric seeing on lensing measurements. The left panels in Figures 4 and 5 show that as the seeing degrades, the image gets broader. While the right panel shows that as the seeing degrades, the images appear rounder, particularly in the inner regions. Note that seeing has less of an effect on the outer isophotes. Thus, high S/N observations can recover accurate ellipticity measurements, even if \(\theta_{\text{FWHM}} > r_0\). However, since the information about the ellipticity is only in the outer isophotes, it is important to use an optimized weighting scheme.

4. FITTING THE PROFILE TO OBSERVATIONS

This section presents an algorithm for fitting light profiles to multi-image stacked data. The algorithm utilizes a linearized version of the two-component light profile introduced in the previous section (see Equation (42)). Since the goal of this approach is to have a fast linear algorithm that can be applied to large data sets, the profile is expanded in a power series in the image size and shape and the convolution of the seeing with each of the terms in the series is precomputed. Since we are also expanding the PSF in a series of terms, we can simultaneously fit for multi-frame images with little increase in computational cost. The final step in the fit is a nonlinear step that is not very computationally intensive and returns the intensity, size, shape, profile, and orientation of each galaxy image.

Following the approach outlined in Section 2, the galaxy profile is parameterized as a five-parameter fit: the amplitude of the exponential profile, \(L_1\), the amplitude of the elliptical M87-like profile term, \(L_2\), a flattening term, \(\epsilon\), a scale radius \(r_0\), and an orientation, \(\phi_0\):

$$\Sigma(\vec{r}|L_1, L_2, r_0, \epsilon, \phi_0) = \Sigma_{1}(\vec{r}|L_1, r_0, \epsilon, \phi_0) + \Sigma_{2}(\vec{r}|L_2, r_0, \epsilon, \phi_0)$$

$$= L_1 \alpha_1 f_{1/2} \left( \frac{r \sqrt{1 + \epsilon \cos(2(\phi - \phi_0))}}{r_0} \right)$$

$$+ L_2 \alpha_2 f_{-0.85} \left( \frac{0.35 r \sqrt{1 + \epsilon \cos(2(\phi - \phi_0))}}{r_0} \right),$$

(41)

where \(\alpha_1 = \exp(1.6783) = 1/f_{1/2}(c_{1/2})\) and \(\alpha_2 = 1/f_{-0.85}(0.35)\). This fit has a simple representation in Fourier space:

$$\sum_{i=1,2} \left\{ \frac{L_i}{1 + k^2 r_0^2 \left[ 1 - \cos(2(\phi - \phi_0)) \right]^{1+\nu_i}} \right\},$$

(42)

where \(\nu_1 = 0.5\), \(\nu_2 = -0.85\), \(\gamma_1 = 1/c_{1/2}\), and \(\gamma_2 = 1/0.35\).

Note that we are fitting a single value of \(r_0\), the effective radius to the profile.

The first step in the analysis is to fit for the position of the galaxy, \(\vec{\theta}_g\), and estimate its size from measuring its half-light radius. By first computing the convolution of a series of circularly symmetric galaxy profiles with different characteristic size (e.g., in steps of 0.1), the profile fitting calculation becomes a linear problem. Instead of fitting for \(r_0\), the effective radius, we can fit for

$$\Delta \equiv 1 - \left( \frac{r_0}{r_1} \right)^2,$$

(43)

where \(r_1\) is one of the nearest precomputed fits to the initial list of values. Expanding the profile as a Taylor series in \((\Delta + (1 - \Delta)e \cos(2(\phi - \phi_0))):$

$$\Sigma(\vec{k}|L_1, L_2, \Delta, \epsilon, \phi_0) =$$

$$\sum_{i} \left\{ \frac{L_i}{1 + k^2 r_0^2 \left[ 1 - \cos(2(\phi - \phi_0)) \right]^{1+\nu_i}} \right\}$$

$$\times \sum_{j=0}^{\nu_i} \frac{w_j(v_i)(\gamma_1 r_0)^{2j}}{1 + \gamma_1^2 k^2 r_0^2 \left[ 1 + \gamma_1^2 k^2 r_0^2 \right]^{2j+1}},$$

(44)

where \(w_j(v_i) = \Pi_{i=1}^{\nu_i}(v_i + s)/j!\). We then rewrite the profile as a sum of terms with linear fit coefficients:

$$\Sigma(\vec{k}|\mu_q) = \sum_{j=0}^{\nu_i} \sum_{i} a_{ijm}(L_1, L_2, \Delta, \epsilon, \phi_0) \mu_{ijm}(\vec{k}, r_1)$$

$$= \sum_q a_q \mu_q(\vec{k}, r_1).$$

(45)
where the sum over \(i, j\), and \(m\) is represented as a sum over \(q\) for notational simplicity:

\[
a_{ijm} = L_i \Delta^{l-m}(1 - \Delta)^m \epsilon^m \exp(-2im\phi_0),
\]

and

\[
\mu_{ijm}(k, r_i) = \frac{j!}{(j + m)!} \sum_{n=0}^{Q} (\gamma j k^2 r_i^{2j+1}) \exp(2im\phi) \frac{(m^2 + j^2 + 1)^{\frac{1}{2}}}{[1 + (\gamma^2 k^2 r_i^2)^{m+j+1}]}.
\]

The next step is to represent the time-varying and spatially varying PSFs that can be expanded as a sum of specified (but not necessarily orthogonal functions) \(P_s\) (see, e.g., Jarvis & Jain 2004):

\[
R_{PSF}(\vec{k}, \vec{\theta}_g, t_n) = \sum_s U_s(\vec{\theta}_g, t_n)P_s(\vec{k}),
\]

where \(t_n\) is the time of each frame, \(\vec{\theta}_g\) is the galaxy position, and \(P_s(\vec{k})\) is the Fourier transform of the basis function. Typically, \(U_s(\vec{\theta}_g, t_n)\) will be fit to stars in the image.

The image profile in a given frame can now be expressed as a sum, over a series of terms that can be precomputed once for a series of effective radii, \(r_i\):

\[
\tilde{I}(\vec{r}, t_n | \vec{\theta}_g) = \sum_q \alpha_q \sum_s U_s(\vec{\theta}_g, t_n)\tilde{\mu}_{q,t}(\vec{r}, r_i),
\]

over a series of terms that can be precomputed once for a series of effective radii, \(r_i\):

\[
\tilde{\mu}_{q,t}(\vec{r}) = \int d^2k \exp(-i\vec{k} \cdot \vec{r})P_s(\vec{k})\mu_{q,t}(\vec{k}, r_i).
\]

These functions, \(\tilde{\mu}_{ijm}\), describe the convolution of a term in the expansion of the galaxy light profile with a term in the expansion of the PSF.

Fitting the convolved linear profile to the observations is now a linear process that fits the galaxy light profile coefficients, \(\alpha_q\), to all of the data in the stack:

\[
\chi^2 = \sum_{l,n} \left( \frac{I_{\text{measured}}(\vec{r}_i, t_n) - \sum_q \alpha_q \sum_s U_s(\vec{\theta}_g, t_n)\tilde{\mu}_{q,t}(\vec{r}, r_i)}{\sigma_{ln}^2} \right)^2,
\]

where \(\sum_l\) is a sum over pixels. The best fit is the solution to a linear equation,

\[
N^{-1}_{qq}a_{q,L} = b_q,
\]

where

\[
N_{qq} = \sum_{\ell,n} \tilde{\mu}_{\ell,q,t}(\vec{r}_i, t_n)\mu_{\ell,q,t}(\vec{r}_i, t_n)
\]

\[
\sigma_{ln}^2 = \sum_{\ell,n} I_{\text{measured}}(\vec{r}_i, t_n)\tilde{\mu}_{\ell,q,t}(\vec{r}_i, t_n)
\]

are evaluated as a sum over pixels and frames using precomputed functions. This linear fit takes \(N_{\text{stack}}N_{\text{pix}}N_{\text{gterms}}\) steps to evaluate \(N_{\text{q}}\) and \(N_{\text{gterms}}\) steps to invert the matrix. If we expand to first order in the ellipticity, then \(N_{\text{gterms}} = 6\). If we work to fourth order, then \(N_{\text{gterms}} = 15\). This very rapid process should enable fits to individual observations in the stack.

We then do a nonlinear fit to solve for the amplitude of the terms in the expansion, \(L_1, L_2, \epsilon, \phi_0\), and \(\Delta\):

\[
\chi^2(a_q | L_1, L_2, \Delta, \epsilon, \phi_0) = \sum_{qq'} \left( a_{q,L} - a_{q,L}'(L_1, L_2, \Delta, \epsilon, \phi_0) \right) N_{qq}^{-1} \left( a_{q',L} - a_{q',L}'(L_1, L_2, \Delta, \epsilon, \phi_0) \right),
\]

where \(a_q\) is defined in Equation (46). This operation is very quick as it takes only \(5N_{\text{gterms}}\) steps to evaluate the nonlinear fit.

5. CONCLUSIONS AND NEXT STEPS

This note introduces a basis function that may prove useful for the analysis of galaxy images, particularly for lensing work. In a subsequent paper, we will test this approach against the GREAT08 simulations (Bridle et al. 2010).

There are several possible extensions to this parameter fit. We can include priors on \(\epsilon\) and modified the \(\chi^2\) (Equation (51)) to be a likelihood function and then marginalize over the galaxy size and position. We could also include priors on the ellipticity functions (Kitching et al. 2008). Other possible generalization would be to include PSF uncertainties and to generalize the expansion to include shapelet terms.
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APPENDIX

USEFUL PROPERTIES OF BESSEL FUNCTIONS
AND INCOMPLETE BESSEL FUNCTIONS OF THE
THIRD KIND

Kostroun (1980) provides a useful expression for the numerical evaluation of \(K_v(u)\):

\[
K_v(u) = \frac{\exp(-u)}{2} + \sum_{r=1}^{\infty} \exp(-u \cosh(rh)) \cosh(\nu rh) \right],
\]

where for values of \(\nu\) of interest to this paper, we set \(h = 0.5\) and find that the sum converges to \(10^{-10}\) with less than seven terms for most values of \(\nu\) and \(u\) used in the paper.

There are useful relationships between various modified Bessel functions:

\[
J_m(kr) \frac{k^{m+1}dk}{(1 + k^2)^{m+v}} = \left( \frac{r}{2} \right)^{m+v} \frac{K_v(r)}{\Gamma(1 + m + v)}
\]

\[
J_m(kr) \frac{k^{m+2}dk}{(1 + k^2)^{m+v}} = \left( \frac{r}{2} \right)^{m+v-1/2} \sqrt{\pi} \frac{K_{v-1/2}(r)}{\Gamma(1 + m + v)}
\]

\[
J_m(kr) \frac{k^{m}dk}{(1 + k^2)^{m+v}} = \left( \frac{r}{2} \right)^{m} f_{v-1/2}(r) \sqrt{\pi} \frac{\Gamma(v + 3/2)}{\Gamma(1 + m + v)}.
\]

For \(v < 0\), we can use Abramowitz & Stegun (1972; Equation (9.6.25)).
\[
f_\nu(z) = \frac{\sqrt{\pi}}{\Gamma(\nu+1)\Gamma(\nu+1/2)} \int_0^\infty \exp(-z \cosh t) \sinh^{2\nu} t \, dt
\]
\[
= \frac{\sqrt{\pi}}{\Gamma(\nu+1)\Gamma(\nu+1/2)} \int_1^\infty \frac{\exp(-zu)}{(u^2 - 1)^{1/2-\nu}} du. \tag{A4}
\]
Thus,
\[
\int_x^\infty f_\nu(z) \, dz = \frac{\sqrt{\pi}}{\Gamma(\nu+1)\Gamma(\nu+1/2)} \int_0^\infty \frac{\exp(-x v)}{(1 + v)(v(2 + v))^{1/2-\nu}} \, dv. \tag{A5}
\]
Expanding \(1/(1 + v)/(2 + v)^{1/2-\nu}\) in a Taylor series and integrating yields
\[
\int_x^\infty f_\nu(z) \, dz = \frac{\sqrt{\pi} \exp(-x)}{2^{\nu - 1/2}\Gamma(\nu + 1)\Gamma(\nu + 1/2)} \times \sum (-1)^j \Gamma\left(\nu + \frac{1}{2} + j\right) \frac{w_j(1/2 - \nu)}{(x)^{1/2-\nu-j} \, 2/j!}, \tag{A6}
\]
where \(w_0(\mu) = 0, w_1(\mu) = \mu, w_2(\mu) = 5\mu + \mu^2, w_3(\mu) = 32\mu + 9\mu^2 + \mu^3,\) and \(w_4(\mu) = 262\mu + 83\mu^2 + 14\mu^3 + \mu^4.\) Using (Abramowitz & Stegun (1972; Equation (9.6.28)),
\[
\left(\frac{1}{z} \frac{d}{dz}\right)^m f_\nu(z) = \left(-\frac{1}{2}\right)^m \frac{\Gamma(v - m + 1)}{\Gamma(v + 1)} f_{\nu - m}(z). \tag{A7}
\]

REFERENCES

Abramowitz, M., & Stegun, I. A. 1972, Handbook of Mathematical Functions (New York: Dover)
Bernstein, G. M., & Jarvis, M. 2002, AJ, 123, 583
Bridle, S., et al. 2010, MNRAS, 405, 2044
Caon, N., Capaccioli, M., & D’Onofrio, M. 1993, MNRAS, 265, 1013
Ferrarese, L., et al. 2006, ApJS, 164, 334
Graham, A. W., & Guzmán, R. 2003, AJ, 125, 2936
Hoekstra, H., & Jain, B. 2008, Ann. Rev. Nucl. Part. Sci., 58, 99
Jarvis, M., & Jain, B. 2004, arXiv:astro-ph/0412234v2
Kitching, T. D., Miller, L., Heymans, C. E., van Waerbeke, L., & Heavens, A. F. 2008, MNRAS, 390, 149
Kormendy, J., Fisher, D. B., Cornell, M. E., & Bender, R. 2009, ApJS, 182, 216
Kostroun, V. 1980, Nucl. Instrum. Methods, 172, 371
Ngan, W., van Waerbeke, L., Mahdavi, A., Heymans, C., & Hoekstra, H. 2009, MNRAS, 396, 1211