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We’re entering an age of acceleration. The models underlying society at every level, which are largely based on a linear model of change, are going to have to be redefined. Because of the explosive power of exponential growth, the twenty-first century will be equivalent to 20,000 years of progress at today’s rate of progress; organizations have to be able to redefine themselves at a faster and faster pace.

—Ray Kurzweil, Director of Engineering at Google

I. OVERVIEW

Today’s increasing rate of technological change results from the rapid growth in computer processing speed, and when combined with the cost decline of processing capacity is of historical import. Giaretta, Dragoni and Massacci report, “Smart homes are equipped with a growing number of IoT devices that capture more and more information about human beings’ lives. However, manufacturers paid little or no attention to security . . . .” As the U.S. National Institutes of Standards and Technology reports in their July 2019 exposure draft titled Core Cybersecurity feature Baseline for Securable IoT Devices: A Starting Point for IoT Device Manufacturers:

Manufacturers are creating an incredible variety and volume of Internet of Things (IoT) devices, which incorporate at least one transducer (sensor or actuator) for interacting directly with the physical world, have at least one network interface (e.g., Ethernet, WiFi, Bluetooth, Long-Term Evolution [LTE], ZigBee), and are not conventional IT devices for which the identification and implementation of cybersecurity features is already well understood (e.g., smartphone, laptop). Many IoT devices provide computing functionality, data storage, and network connectivity for equipment that previously lacked these functions. In turn, these functions enable new efficiencies and technological capabilities for the equipment, such as remote access for monitoring, configuration, and troubleshooting. IoT can also add the ability to analyze data about the physical world and use the results to better inform decision making, alter the physical environment, and anticipate future events.

The daily life of billions of individuals worldwide has been forever changed by technology in just the last few years. Costly data breaches continue at an
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alarming rate. By 2020, “IoT devices are increasingly being implicated in cyber-attacks, raising community concern about the risks they pose to critical infrastructure, corporations, and citizens.” The international standards body, Internet Engineering Task Force (IETF), in an effort to mitigate risk, “is pushing IoT vendors to develop formal specifications of the intended purpose of their IoT devices, in the form of a Manufacturer Usage Description (MUD), so that their network behavior in any operating environment can be locked down and verified rigorously.” The challenges facing humans as they attempt to govern the process of artificial intelligence, machine learning, and the impact of billions of sensory devices connected to the Internet is the subject of this Article.

This Article proceeds in nine Parts. First, it defines the Internet of Things (IoT), comments on the explosive growth in sensory devices connected to the Internet, provides examples of IoT devices, and speaks to the promise of the
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IoT. Second, the Article discusses legal requirements for corporate governance as a foundation for considering the challenge of governing the IoT. Third, it looks at potential IoT threats. Fourth, the Article discusses the Mirai botnet. Fifth, it looks at IoT threat vector vulnerabilities during times of crisis. Sixth, the Article discusses the Manufactured Usage Description methodology. Seventh, it presents a discussion of recent regulatory developments. Last, the Article considers a few recommendations and provides a conclusion. We believe this Article contributes to an understanding of the widespread exposure to malware associated with IoT and adds to the nascent but emerging literature on governance of enterprise risk, a subject of vital societal importance.

II. THE INTERNET OF THINGS (IoT)

Continued rapid technological progress remains central to economic prosperity and social well-being, but it is also introducing potential new threats. The Internet of Things (IoT) is connecting billions of new devices to the Internet, but it also broadens the attack potential of cyber actors against networks and information.

—Daniel R. Coats, Director of National Intelligence, May 11, 2017

IoT can be defined as “a vast network of devices that are connected to the Internet, and, consequently, each other increasingly.” In the simplest of terms, any sensory device that may find connectivity to the Internet is a part of the Internet of Things. This definition includes wearables such as watches or any sensory devices that are worn on clothing to detect health vitals such as heart rate, body temperature, or blood pressure; smart phones; household devices such as front door video cameras, plant and gardening watering needs, voice command devices to control televisions, room temperature, and so forth. Military sensory applications are robust: IoT remote sensory devices monitor troop and vehicle movement; sonar and space sensory applications; and vital signs of healthy and wounded troops in the battle theatre, just to name a few.

Bruce Sinclair writes that “the Internet of Things (IoT) is just an evolution of the Internet. No more, no less. But the business ramifications of IoT are revolutionary and will usher in the Outcome Economy.” Mr. Sinclair further observes that “The Internet of Things killer app is outcomes. It’s outcomes that customers ultimately want. They don’t even care about products; they care about
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what products do for them. . . [C]onsumers don’t want to own cars; they want
to get from one place to another, fast and safe.”

Lawrence J. Trautman and Peter C. Ormerod write that “[t]he proliferation
of novel consumer devices and increased Internet-dependent business and
government data systems introduces vulnerabilities of unprecedented mag-
nitude.” They note that these “[d]igital vulnerabilities touch upon a number
of different areas of the law: privacy, risk management, corporate governance
(including the duties of care, monitor, and disclosure), breach notification,
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information and data security, securities regulation, law of war, constitutional provisions, and more. The use of IoT products at home and work that connect devices is expected to reach 20.4 billion by 2020. The National Institutes of Standards and Technology (NIST) observes: The Internet of Things (IoT) is a rapidly evolving and expanding collection of diverse technologies that interact with the physical world. IoT devices are an outcome of combining the worlds of information technology (IT) and operational technology (OT). Many IoT devices are the result of the convergence of cloud computing, mobile computing, embedded systems, big data, low-price hardware, and other technological advances. IoT devices can provide computing functionality, data storage, and network connectivity for equipment that
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previously lacked them, enabling new efficiencies and technological capabilities for the equipment, such as remote access for monitoring, configuration, and troubleshooting. IoT can also add the abilities to analyze data about the physical world and use the results to better inform decision making, alter the physical environment, and anticipate future events. While the full scope of IoT is not precisely defined, it is clearly vast. Every sector has its own types of IoT devices, such as specialized hospital equipment in the healthcare sector and smart road technologies in the transportation sector, and there is a large number of enterprise IoT devices that every sector can use. Versions of nearly every consumer electronics device, many of which are also present in organizations’ facilities, have become connected IoT devices—kitchen appliances, thermostats, home security cameras, door locks, light bulbs, and TVs.27

During 2019, Giaretta, Dragoni and Massacci provide the following summary of the IoT environment:

According to Gartner Hype Cycle for Emerging Technologies, Internet of Things (IoT) surpassed the so-called peak of disillusion, headed to an established role within society. But all the problems are far from being solved and, the more pervasive the IoT becomes, the harder it is to manage. In particular, IoT security is one of the biggest cybersecurity challenges, and one of its most embarrassing failures. Traditional cybersecurity solutions have proven to be ineffective for IoT due to a number of technical and operational challenges. First, IoT devices are highly heterogeneous, with huge differences across tiers, languages, OSes, and networks. Also, the IoT lacks a common security framework, and standards are still not settled. Often times, security is not a manufacturers’ (nor IT admins’) core competency, and may not be even considered part of the IoT product development process.28

A recent Google search identified consumer products such as a front door IoT camera monitor having a sales price point of US$34.95; and a baby monitor offering “Pet Camera Wireless IP Security WiFi Surveillance Camera with Cloud Storage Two Way Audio Pan/Tilt/Zoom Night Vision Motion Detect Remote Control for Home/Shop/Office,” priced at US$39.95.29 Figure 1 provides an example of just one of the many IoT devices that connect to the Internet. Dozens of IoT sensors may be found in a typical smart home, “whereas industrial applications can scale up to hundreds of IoT devices.”30 The large number of IoT devices “introduces a number of problems, such as maintaining and monitoring the IoT devices, allowing and disallowing communication protocols, and overseeing what kind of information can be shared under defined conditions.”31
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B. The Promise of The Internet of Things

Kris Alexander, CTO of Akamai Technologies notes the promise of the Internet of Things or the Internet of Everything:

The promise of the IoT/IoE is that devices can now connect together (and with people) to enable new actions—to do something they couldn’t before; like to warn you when your resting heart rate is too high, or learn how cool you like your house and when you get home, and adjust the temperature before you get there.33

According to Bruce Sinclair, system integration engineers “look at IoT technology as a networking stack, which is, in a sense simply a protocol map.”34 (See Figure 2). Mr. Sinclair then hastens to add that “[m]apping protocols from where the sensor data comes in, to the application is the absolute wrong way to look at the tech—at least for business. This is plumbing and not where the value originates.”35
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34. SINCLAIR, supra note 11, at 5.
35. Id.
Writing from a business value perspective, Bruce Sinclair observes, “but plumbing is a means to an end; it is the way to get data from one place to another.”\textsuperscript{37} While Sinclair writes, “I don’t look at IoT tech as a networking stack because it doesn’t properly isolate and highlight where value is created,”\textsuperscript{38} mention of the networking stack lends value to our discussion here. Next is an examination of how the technological phenomena of IoT connects to the challenging corporate governance aspects of the “duty of care.”

\textsuperscript{36} Id.; see also RACHELLE MILLER, SANS INST., THE OSI MODEL: AN OVERVIEW (2001), https://www.sans.org/reading-room/whitepapers/standards/osi-model-overview-543 [https://perma.cc/H3XU-9KUF]; Peter Swire, A Pedagogic Cybersecurity Framework: A Proposal for Teaching the Organizational, Legal, and International Aspects of Cybersecurity, COMM. ACM, Oct. 2018, at 23 (proposing the addition of three layers beyond the traditional seven layers in the Open Systems Interconnection Model “OSI Stack”).

\textsuperscript{37} SINCLAIR, supra note 11, at 5.
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III. THE CORPORATE GOVERNANCE CHALLENGE

[T]he frequency and impact of cyber-attacks on our nation’s private sector and government networks have increased dramatically in the past decade and are expected to continue to grow. We continue to see an increase in the scale and scope of reporting on malicious cyber activity that can be measured by the amount of corporate data stolen or deleted, personally identifiable information compromised, or remediation costs incurred by U.S. victims. Within the FBI, we are focused on the most dangerous malicious cyber activity: high-level intrusions by state-sponsored hackers and global organized crime syndicates, as well as other technically sophisticated attacks.

—Christopher Wray, Director, Federal Bureau of Investigation, September 27, 2017

In the very briefest of terms, corporate officers and directors have two primary duties to shareholders: a duty of loyalty (no self-dealing) and a duty of care (a duty to behave reasonably). The duty of care applies across director’s and officers’ myriad responsibilities, including handling the corporation’s digital data. The duty of care is substantially procedural. During recent years, increased focus has been brought to bear on the responsibility of directors to ensure the data privacy of customers and users. NIST observes:

Many organizations are not necessarily aware they are using a large number of IoT devices. It is important that organizations understand their use of IoT because many IoT devices affect cybersecurity and privacy risks differently than conventional IT devices do. Once organizations are aware of their existing IoT usage and possible future usage, they need to understand how the characteristics of IoT affect managing cybersecurity and privacy risks, especially in terms of risk response—accepting, avoiding, mitigating, sharing, or transferring risk.

The following Sections provide a very brief discussion of the corporate duties of loyalty and care.

A. Duty of Loyalty

Under Delaware law, the duty of loyalty requires “that there shall be no conflict between duty and self-interest.” The core concept of the fiduciary “duty of loyalty” has been described as

39. See Lawrence J. Trautman & Peter C. Ormerod, WannaCry, Ransomware, and the Emerging Threat to Corporations, 86 Tenn. L. Rev. 503, 507 (2019) (quoting World-Wide Threats: Keeping America Secure in a New Age of Terror: Hearing Before the H. Comm. on Homeland Sec., 115th Cong. 29 (2017) (prepared statement of Christopher Wray, Director, Fed. Bureau of Investigation)).

40. See generally Lawrence J. Trautman, Governance of the Facebook Privacy Crisis, 20 Pitt. J. Tech. L. & Pol’y 43 (2020).

41. Boeckl et al., supra note 27, at iv.

42. See Trautman & Altenbaumer-Price, supra note 16, at 324 (quoting Guth v. Loft, A.2d 503, 510 (Del. 1939)).
[The requirement that a director favor the corporation’s interests over her own whenever those interests conflict. As with the duty of care, there is a duty of candor aspect to the duty of loyalty. Thus, whenever a director confronts a situation that involves a conflict between her personal interests and those of the corporation, courts will carefully scrutinize not only whether she has unfairly favored her personal interest in that transaction, but also whether she has been completely candid with the corporation and its shareholders.]

As observed by Trautman and Altenbaumer-Price, “Conflicts of interest ‘do not per se result in a breach of the duty of loyalty. Rather, it is the manner in which an interested director handles a conflict and the processes invoked to ensure fairness to the corporation and its stockholders that will determine the propriety of the director’s conduct . . . .’” Generally, except in cases where a director has an undisclosed financial interest in the outcome of a major corporate purchase or contract decision, the duty of loyalty does not seem to require additional focus.

B. Duty of Care

Tautman and Altenbaumer-Price have previously written that “[t]he duty of care for directors ‘arises in both the discrete decision-making context and in the oversight and monitoring areas.’” They also noted that before “the landmark 1985 case Smith v. Van Gorkom, absent accompanying disloyal acts, it was generally accepted that ‘courts had rarely found individual directors liable

43. Id. (citing CHARLES R.T. O’KELLEY & ROBERT B. THOMPSON, CORPORATIONS AND OTHER BUSINESS ASSOCIATIONS: CASES AND MATERIALS (5th ed. 2006)).

44. Id. (quoting Byron Egan, Director Duties: Process and Proof, TEXASBARCLE WEBCAST: CORPORATE MINUTES/DIRECTOR DUTIES (Oct. 23, 2008)).

45. Id. at 322 (citing Lyman P.Q. Johnson & Mark A. Sides, Corporate Governance and the Sarbanes-Oxley Act: The Sarbanes-Oxley Act and Fiduciary Duties, 30 WM. MITCHELL L. REV. 1149, 1197 (2004) (citing Citron v. Fairchild Camera & Instrument Corp., 569 A.2d 53, 66 (Del. 1989)); Breitm v. Eisner, 746 A.2d 244, 264 (Del. 2000) (“Due care in the decision-making context is process due care only.”)).

46. See id. (citing Smith v. Van Gorkom, 488 A.2d 858 (Del.Supr. 1985)). Trautman and Altenbaumer-Price noted: “The Delaware Supreme Court found that the experienced and sophisticated directors of Trans Union Corporation were not entitled to the protection of the business judgment rule and had breached their fiduciary duty to their shareholders ‘(1) by their failure to inform themselves of all information reasonably available to them and relevant to their decision to recommend the Pritzker merger; and (2) by their failure to disclose all material information such as a reasonable shareholder would consider important in deciding whether to approve the Pritzker offer.’” Id. at 323 (citing Van Gorkom, 488 A.2d at 888); see also PETER V. LETSOU, CASES AND MATERIALS ON CORPORATE MERGERS AND ACQUISITIONS 643 n.21 (2006) (“Trans Union’s five ‘inside’ directors had backgrounds in law and accounting, 116 years of collective employment by the company and 68 years of combined experience on its Board. Trans Union’s five ‘outside’ directors included four chief executives of major corporations and an economist who was a former dean of a major school of business and chancellor of a university. The ‘outside’ directors had 78 years of combined experience as chief executive officers of major corporations and 50 years of cumulative experience as directors of Trans Union. Thus, defendants argue that the Board was eminently qualified to reach an informed judgment on the proposed ‘sale’ of Trans Union notwithstanding their lack of any advance notice on the proposal, the shortness of their deliberation, and their determination not to consult with their investment banker or to obtain a fairness opinion.”).
for breaching their duty of care.”

Experienced and sophisticated directors in that case were not entitled to the protection of the business judgment rule in some cases because the duty of care specifies the manner in which directors must discharge their legal responsibilities. . . . including electing, evaluating, and compensating corporate officers; reviewing and approving corporate strategy, budgets, and capital expenditures; monitoring internal financial information systems and financial reporting obligations, and complying with legal requirements; making distributions to shareholders; approving transactions not in the ordinary course of business; appointing members to committees and discharging committee assignments, including the important audit, compensation and nominating committees; and initiating changes to the certificate of incorporation and bylaws.

C. Duty to Provide Data Security

Professors Trautman and Ormerod contend that the broad duty of care includes a duty to provide data security. Accordingly, they observe that “[t]his duty of care applies across directors’ and officers’ myriad responsibilities, including handling the corporation’s digital data. There is, therefore, an emerging specific application of the duty of care as related to information technology: the duty to secure data. The applicable standard of care requires directors “to provide ‘reasonable’ or ‘appropriate’ physical, technical, and administrative security measures to ensure the confidentiality, integrity, and availability of corporate data.”

There is not, however, a single source—such as a comprehensive federal statute or regulation—that imposes a duty to provide data security. Rather, corporate legal obligations to implement data security systems are “set forth in an ever-expanding patchwork” of state, federal, and international statutes; regulations; enforcement actions; and common law duties, including “contractual

47. See Trautman & Altenbaumer-Price, supra note 16, at 323 (citing Jacqueline M. Veneziani, Note & Comment, Causation and Injury in Corporate Control Transactions: Cede & Co. v. Technicolor, Inc., 69 WASH. L. REV. 1167, 1194 n.3 (1994) (“Before Van Gorkom was decided, one commentator had stated that ‘[t]he search for cases in which directors . . . have been held liable in derivative suits for negligence uncomplicated by self-dealing is a search for a very small number of needles in a very large haystack.’”)); Joseph W. Bishop, Jr., Sitting Ducks and Decoy Ducks: New Trends in the Indemnification of Corporate Directors and Officers, 77 YALE L.J. 1078, 1099 (1968). But see id. (citing Norwood P. Beveridge, Jr., The Corporate Director’s Duty of Care: Riddles Wisely Expounded, 24 SUFFOLK U. L. REV. 923, 945–46 (1990) (disputing Prof. Bishop’s statement and noting that there are actually many cases upholding duty of care violations)).

48. Id. (quoting Johnson & Sides, supra note 45 (citing Citron, 569 A.2d at 66; Eisner, 746 A.2d at 264).

49. Lawrence J. Trautman & Peter C. Ormerod, Corporate Directors’ and Officers’ Cybersecurity Standard of Care: The Yahoo Data Breach, 66 AM. U. L. REV. 1231, 1235 (2017) [hereinafter Trautman & Ormerod, Yahoo Data Breach] (quoting THOMAS J. SMEDINGHOFF, INFORMATION SECURITY LAW: THE EMERGING STANDARD FOR CORPORATE COMPLIANCE 29 (2008)).
commitments, and other expressed and implied obligations to provide ‘reasonable’ or ‘appropriate’ security for corporate data.”

D. Leadership at the Top

Any effective enterprise program to defend against cyberattack requires a commitment from top management to clearly communicate that good cyber hygiene is important and a top priority, not just empty rhetoric. Adequate resources must be provided in every organization if realistic progress against cyberthreat is to be made. Cyberattacks and data theft are real threats for all organizations: entrepreneurial start-ups, nonprofits, municipalities, educational institutions, as well as large corporate entities.

E. Board Talent and Experience

Corporate board nominating committees are challenged with the task of locating and recruiting directors who have the skills and experience necessary to govern data and information systems risk. Very few directors have a background in computer science or electrical engineering. As a result, many boards are frustrated by the task of governing something they know very little about.

F. Audit or Risk Committee Domain

Corporate boards operate through committees. In many organizations, the board’s audit committee ensures that the enterprise has a robust defense against cyberattack. Other boards have created a risk committee with data security being an increasing focus for many organizations.

IV. POTENTIAL IoT THREATS

Professor Trautman has now spoken about IoT vulnerabilities on numerous occasions and has found his audiences particularly receptive to the following

50. See id. (citing SMEDINGHOFF, supra note 49). See generally Lawrence J. Trautman, Cybersecurity: What About U.S. Policy?, 2015 U. ILL. J.L. TECH. & POL’Y 341 (2015); Lawrence J. Trautman, Congressional Cybersecurity Oversight: Who’s Who & How It Works, 5 J.L. & CYBER WARFARE 147 (2016).

51. See generally Lawrence J. Trautman et al., Some Key Things U.S. Entrepreneurs Need to Know About the Law and Lawyers, 46 TEX. J. BUS. L. 155 (2016).

52. See generally Lawrence J. Trautman & Janet Ford, Nonprofit Governance: The Basics, 52 AKRON L. REV. 971 (2018).

53. See generally Lawrence J. Trautman, Cybersecurity: What About U.S. Policy?, 2015 U. ILL. J.L. TECH. & POL’Y 341 (2015).

54. See generally David D. Schein & Lawrence J. Trautman, The Dark Web and Employer Liability, 18 Colo. Tech. L.J. 49 (2020).

55. See generally Lawrence J. Trautman, The Board’s Responsibility for Crisis Governance, 13 HASTINGS BUS. L.J. 275 (2017) [hereinafter Trautman, Crisis Governance].

56. See generally Lawrence J. Trautman, The Matrix: The Board’s Responsibility for Director Selection and Recruitment, 11 Fla. St. U. Bus. Rev. 75 (2012).

57. See generally Lawrence J. Trautman, Who Qualifies as an Audit Committee Financial Expert Under SEC Regulations and NYSE Rules?, 11 DePaul Bus. & Comm. L. J. 205 (2013).

58. See id.
description of how data security threats are contained in IoT use. He asks his audience to “please close your eyes and imagine you are walking on a dark beach at night. As you walk you detect minor pricks to your feet (it feels like maybe a mosquito bite, but it isn’t). After a while you realize that your legs have become numb.” Unknown to you, “the beach is covered with billions of hypodermic needles, all containing a localized anesthetic numbing agent like Novocaine (some contaminated with virus—think Ebola or HIV). This approximates the risk each of us is experiencing with IoT. You may open your eyes now.”

Director of National Intelligence Daniel R. Coats in his prepared remarks before the Senate Select Committee on Intelligence for the 2017 hearings on the Worldwide Threat Assessment of the U.S. Intelligence Community also observes that

[the widespread incorporation of “smart” devices into everyday objects is changing how people and machines interact with each other and the world around them, often improving efficiency, convenience, and quality of life. Their deployment has also introduced vulnerabilities into both the infrastructure that they support and on which they rely, as well as the processes they guide. Cyber actors have already used IoT devices for distributed denial-of-service (DDoS) attacks, and we assess they will continue. In the future, state and non-state actors will likely use IoT devices to support intelligence operations or domestic security or to access or attack targeted computer networks.

Another way to think about IoT security vulnerabilities is to consider steps taken to ensure homes or apartments, containing valuable possessions, are securely locked when left unattended. Here, just as with valuable personal data assets, the use of poorly secured IoT devices is roughly equivalent to locking the front door of your home and leaving the back door wide open. Consider the extent to which homes and families are vulnerable to unsecure IoT devices. Professors Streiff, Das, and Cannon write, “The sensor capabilities of IoT toys along with other critical data, including location information, possess significant risk for malicious activity. Even unsophisticated attacks leading to location leakage can be problematic for vulnerable populations such as children. For parents, these are risks for which they are generally unprepared.”

Courtesy of Bruce Sinclair, a graphic illustration of IoT threat vectors is presented as Figure 3.

---

59. Lawrence J. Trautman, Remarks Presented at the Seventh Annual Conference on Governance of Emerging Technologies, Sandra Day O’Connor College of Law, Arizona State University, May 22 & 23, 2019 (on file with authors).
60. Id.
61. Coats Statement, supra note 9, at 4.
62. Joshua Streiff et al., Overpowered and Underprotected Toys Empowering Parents with Tools to Protect Their Children, IEEE Humans and Cybersecurity Workshop (HACS 2019) (Dec. 12–14, 2019).
A. Data Breaches Continue

By now, every reader should be aware of the continued threat posed by inadequate data security. A comprehensive discussion about the history, nature, and current threat profile of data breaches is beyond the scope of this Article. However, this Article focuses on the following data breaches: Target (December 2013); Yahoo (2013, but not reported until several years later); Equifax (2017); Office of Personnel Management (June 2015); Marriott Hotels (January 2019); and Capital One Financial Corp. (July 2019). These representative and widespread breaches have been chosen, in part, because one of this Article’s authors believes he was a victim of each. In addition, Section IV.G includes a brief discussion about what is now known regarding the breach of at least 106 million card applicants of Capital One Financial Corp., first reported during July 2019. For historical reference, Figure 4 presents “Reported Incidents

63. See Julia Carpenter & Bourcee Lam, The Capital One Hack: Life in the Time of Breach Fatigue, WALL ST. J., https://www.wsj.com/articles/the-capital-one-hack-life-in-the-time-of-breach-fatigue-11564824600 [https://perma.cc/6T9C-EN8E].
of Loss, Theft or Exposure of Personally Identifiable Information (PII)” for the period covering 2014 through year-end 2019.

Figure 4. Reported Incidents of Loss, Theft or Exposure of Personally Identifiable Information (PII)\textsuperscript{65}

Number of Incidents by Year

Figure 5 presents a list of the top 10 all-time breaches as of July 2019.

Figure 5. Top 10 All-Time Breaches as of July 2019\textsuperscript{66}

1. **YAHOO (United States).** Reported breach of 3 billion records on December 14, 2016.
2. **DU CALLER GROUP (China).** 2 billion records: customer names, addresses inappropriately made accessible in public directory, on May 13, 2017.

\textsuperscript{65} RISK BASED SEC., 2019 YEAR END REPORT: VULNERABILITY QUICKVIEW 13 fig.1 (2020), https://pages.riskbasedsecurity.com/hubfs/Reports/2019/2019%20Year%20End%20Vulnerability%20QuickView%20Report.pdf [https://perma.cc/XG2Y-X87D].

\textsuperscript{66} CYBER RISK ANALYTICS, 2019 MIDYEAR QUICKVIEW DATA BREACH REPORT 12 (2019), https://pages.riskbasedsecurity.com/hubfs/Reports/2019/2019%20MidYear%20Data%20Breach%20QuickView%20Report.pdf [https://perma.cc/42FK-QH2Q].
Professor Trautman believes it is likely that his household has been negatively impacted by each of the following data breaches: Target (2013); Yahoo (2013); Equifax (2017); Office of Personnel Management (June 2015); Marriott (January 2019); and Capital One Financial Corp. (July 2019).

67. Id.
B. Target (2013)

U.S. retailer Target reported that the “information stolen between November 27 and December 15, 2013 included personal information of as many as 70 million people—more than the 40 million the company originally estimated.”

Several years later, Target agreed to “pay $18.5 million to 47 states and the District of Columbia as part of a settlement with state attorneys general.” In total, Target reported that the cost of the breach was estimated at $300 million.

C. Yahoo (2013)

As shown in Figure 5, Yahoo has the distinction of (1) being responsible for several of the largest U.S. data breaches; and (2) being among the slowest to inform consumers of these breaches. As reported by Professors Trautman and Ormerod, On September 22, 2016 Yahoo announced that a data breach and theft of information from over 500 million user accounts had taken place during 2014. It now appears that this theft included names, birthdays, telephone numbers, email addresses, “hashed passwords (the vast majority with bcrypt) and, in some cases, encrypted or unencrypted security questions and answers.” This 2014 theft represents the largest data breach ever at the time it was announced. Yahoo further disclosed their belief that the stolen data “did not include unprotected passwords, payment card data, or bank account information.” Just two months before Yahoo disclosed its 2014 data breach, a proposed sale of the company’s core business to Verizon Communications was announced. Yahoo then announced, during mid-December 2016, “that another 1 billion customer accounts had been compromised during 2013, establishing a new record for the largest data breach ever.”

68. Maggie McGrath, Target Data Breach Spilled Info on as Many as 70 Million Customers, FORBES (Jan. 10, 2014), https://www.forbes.com/sites/maggiemcgrath/2014/01/10/target-data-breach-spilled-info-on-as-many-as-70-million-customers/#6343ee5ae795 [https://perma.cc/57H5-CWD9].

69. Rachel Abrams, Target to Pay $18.5 Million to 47 States in Security Breach Settlement, N.Y. TIMES (May 23, 2017), https://www.nytimes.com/2017/05/23/business/target-security-breach-settlement.html [perma.cc/44GB-JVH4].

70. Vincent Lynch, Cost of 2013 Target Data Breach Nears $300 Million, HASHEDOUT (May 26, 2017), https://www.thesslstore.com/blog/2013-target-data-breach-settled/ [https://perma.cc/L9SD-Z6F5].

71. See Trautman & Ormerod, Yahoo Data Breach, supra note 49, at 1233–34.

72. Id. at 1233 (citing Press Release, Yahoo! Inc., An Important Message to Yahoo Users on Security (Sept. 22, 2016), https://investor.yahoo.net/releasedetail.cfm?releaseid=990570)).

73. See Nicole Perlroth, Yahoo Says Hackers Stole Data on 500 Million Users in 2014, N.Y. TIMES (Sept. 22, 2016), https://www.nytimes.com/2016/09/23/technology/yahoo-hackers.html?_r=0 [https://perma.cc/92KH-R7J8].

74. Suzanne Phillion, An Important Message to Yahoo Users in Security, BUSINESSWIRE (Sept. 22, 2016, 2:28 PM), https://www.businesswire.com/news/home/20160922006198/en/Important-Message-Yahoo-Users-Security [https://perma.cc/SK76-ESZ7].

75. Trautman & Ormerod, Yahoo Data Breach, supra note 49, at 1233.

76. Id. at 1233–34 (citing Robert McMillan et al., Yahoo Discloses New Breach of 1 Billion User Accounts, WALL ST. J., (Dec 15, 2016, 5:19 PM), https://www.wsj.com/articles/yahoo-disclos es-new-breach-of-1-billion-user-accounts-1481753131)).
D. Equifax (2017)

On September 7, 2017, global credit reporting agency Equifax “announced that its consumer information had been compromised as a result of a ‘cybersecurity incident.’” 77 McKay Smith and Garrett Mulrain report that “this incident resulted in the loss of the personally identifiable information (PII) of 143 million American consumers, or nearly 45 percent of the American population.” 78 How does something like this happen? It appears that “[t]he Department of Homeland Security alerted Equifax officials on March 8, 2017 that they needed to fix a critical security vulnerability in their software. Company officials disseminated the alert internally but failed to manually patch the application. This single point of failure would prove to be catastrophic.” 79

E. Office of Personnel Management (June 2015)

The June 2015 breach containing some of America’s most sensitive information at the U.S. Office of Personnel Management constitutes a particular threat to American national security because the data stolen “was significant in that it specifically targeted security clearance information for the federal workforce . . . The catastrophic harm may . . . occur at some point in the future, to include ‘the ability to blackmail, shame, or otherwise coerce public officials.’” 80

F. Marriott (January 2019)

As disclosed on November 30, 2018, hackers were able to compromise the hotel chain’s loyalty program database, exposing 383 million records: names; addresses; reservation details; and passport numbers. 81 According to The Washington Post, “hackers have had access to the reservation systems of many of its hotel chains for the past four years, a breach that exposed private details of up to 500 million customers while underscoring the private nature of records showing where and when people travel—and with whom.” 82

77. McKay Smith & Garrett Mulrain, Equi-Failure: The National Security Implications of the Equifax Hack and a Critical Proposal for Reform, 9 J. NAT’L SEC. L. & POL’Y 549 (2018); see also Scott J. Shackelford & Austin E. Brady, Is It Time for A National Cybersecurity Safety Board? Examining the Policy Implications and Political Pushback, 28 AUB. L.J. SCI. & TECH. 56 (2018).
78. Smith & Mulrain, supra note 77, at 554 (citing Spencer Kimball & Liz Moyer, Equifax Data Breach May Affect 2.5 Million More Consumers than Originally Stated, CNBC (Oct. 2, 2017), https://www.cnbc.com/2017/10/02/equifax-2-point-5-million-more-consumers-may-be-affected-by-data-breach-than-originally-stated.html [https://perma.cc/C5MK-2ES6]).
79. Id. at 555.
80. Id. at 563.
81. Taylor Telford & Craig Timberg, Marriott Discloses Massive Data Breach Affecting Up to 500 Million Guests, WASH. POST (Nov. 30, 2018), https://www.washingtonpost.com/business/2018/11/30/marriott-discloses-massive-data-breach-impacting-million-guests/?noredirect=on [https://perma.cc/N2VF-9DJ3].
82. Id.
G. Capital One Financial Corp. (July 2019)

The fifth largest credit card issuer in the United States, Capital One Financial Corp., reported the breach of at least 106 million records of card customers and applicants during late July 2019. As an indication of the cost to corporations of these data breaches, common stock share values for Capital One Financial Corp. closed down 5.9 percent on the day of the announcement, July 30, 2019. The Wall Street Journal reports, the arrest of “Paige A. Thompson, a former employee at Amazon.com Inc’s cloud-computing unit.” The Wall Street Journal story continues to report that “the largest-ever bank-data heists appeared to have exploited a vulnerability in the cloud that security experts have warned about for years.”

H. Ransomware

Are the billions of IoT sensors the gateway vehicle for ransomware attacks? During 2018, Professors Trautman and Ormerod provided an extensive account of the history and evolution of ransomware, and we will not duplicate that effort here. The Federal Bureau of Investigation (FBI) defines ransomware as a type of malware installed on a computer or server that encrypts the files, making them inaccessible until a specified ransom is paid. Ransomware is typically installed when a user clicks on a malicious link, opens a file in an e-mail that installs the malware, or through drive-by downloads (which does not require user-installation) from a compromised Web site.

The FBI further states that “[h]ospitals, school districts, state and local governments, law enforcement agencies, small businesses, large businesses—these are just some of the entities impacted by ransomware, an insidious type of mal-

83. Stacy Cowley & Nicole Perlroth, Capital One Breach Shows a Bank Hacker Needs Just One Gap to Wreak Havoc, N.Y. TIMES (July 31, 2019), https://www.nytimes.com/2019/07/30/business/bank-hacks-capital-one.html [perma.cc/L79T-D858]; Nicole Hong et al., Capital One Reports Data Breach Affecting 10 Million Customers, Applicants, WALL ST. J., https://www.wsj.com/article/capital-one-reports-data-breach-11564443355 [perma.cc/V8T4-82HX].
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85. Robert McMillan, How the Accused Capital One Hacker Stole Reams of Data from the Cloud, WALL ST. J., https://www.wsj.com/articles/how-the-accused-capital-one-hacker-stole-reams-of-data-from-the-cloud-11564911001 [perma.cc/6B25-JV5S]; see also Dana Mattioli et al., Hacking Suspect Left Trail of Clues Online, WALL ST. J. (July 31, 2019, 8:31 PM), https://www.wsj.com/articles/capital-one-hacking-suspect-showed-strange-online-behavior-11564533092 [perma.cc/5FCD-XJEC].

86. McMillan, supra note 85.

87. See Trautman & Ormerod, supra note 13.

88. Ransomware Victims Urged to Report Infections to Federal Law Enforcement, Alert No. 1-091516-PSA, FED. BUREAU INVESTIGATION https://www.ic3.gov/media/2016/160915.aspx [https://perma.cc/XK29-ZSSU].
ware that encrypts, or locks, valuable digital files and demands a ransom to release them.89 The U.S. Department of Homeland Security’s Cybersecurity and Infrastructure Security Agency warns, “Ransomware not only targets home users; businesses can also become infected with ransomware, leading to negative consequences, including temporary or permanent loss of sensitive or proprietary information, disruption to regular operations, financial losses incurred to restore systems and files, and potential harm to an organization’s reputation.”90 Consider that “[t]he inability to access the important data [these kinds of organizations keep] can be catastrophic in terms of the loss of sensitive or proprietary information, the disruption to regular operations, financial losses incurred to restore systems and files, and the potential harm to an organization’s reputation.”91 The FBI warns that “[i]n a ransomware attack, victims—upon seeing an e-mail addressed to them—will open it and may click on an attachment that appears legitimate, such as an invoice or an electronic fax, but which actually contains the malicious ransomware code.”92 Alternatively, the FBI notes that “the e-mail might contain a legitimate-looking website address, but when a victim clicks on it, they are directed to a website that infects their computer with malicious software.”93 In addition, the FBI states:

Once the infection is present, the malware begins encrypting files and folders on local drives, any attached drives, backup drives, and potentially other computers on the same network [that the victim computer is attached to]. Users and organizations are generally not aware they have been infected until they can no longer access their data or until they begin to see computer messages advising them of the attack and demands for a ransom payment in exchange for a decryption key. These messages include instructions on how to pay the ransom, usually with bitcoins because of the anonymity this virtual currency provides.94

Malicious and costly ransomware attacks continue daily, including and resulting in substantial disruption to the citizens of Atlanta,95 Baltimore,96 and many others.97 New ransomware exploits are found constantly. For example, on January 22, 2020, security expert Ravi Gidwani reports, “a nasty and one-of-its-
kind ransomware . . . one that uses Node.js framework, which enables it to infect Windows based OS.”

98 This is significant because

Node.js is an open-source, cross-platform, JavaScript run-time environment that executes JavaScript code outside of a browser. It is built on the V8 JavaScript engine . . . Google’s open source high-performance JavaScript and WebAssembly engine, written in C++. It is used in Chrome and in Node.js, among others. It implements ECMAScript and WebAssembly, and runs on Windows 7 or later, macOS 10.12+, and Linux systems that use x64, IA-32, ARM, or MIPS processors. V8 can run standalone, or can be embedded into any C++ application. Interestingly, users can easily get infected by this Nodera ransomware while browsing online, either by clicking on a malicious HTA file or when served as a malvertisement.

99 Software engineer Tim Trautman believes this may be significant because, as a JavaScript framework . . . He explains, “Node has a very large community around it. Ransomware running on Node could increase the prevalence of Ransomware attacks by lowering the technical barrier of entry to a much larger / less technically savvy pool of software engineers.”

100 Part V provides an examination of a particularly disruptive malware threat known as Mirai.

V. MIRAI BOTNET

Akamai reports starting to track a strain of malware during June 2016 that targets IoT devices and home Internet routers. Soon thereafter, this malware, under the name of Mirai, spread worldwide. Journalist Elie Bursztein considers the Mirai attack particularly remarkable because “they were carried out via small, innocuous Internet-of-Things (IoT) devices like home routers, air-quality monitors, and personal surveillance cameras. At its peak, Mirai infected over 600,000 vulnerable IoT devices.” As Bursztein explains,

At its core, Mirai is a self-propagating worm . . . a malicious program that replicates itself by finding, attacking and infecting vulnerable IoT devices . . .

The replication module is responsible for growing the botnet size by enslaving as many vulnerable IoT devices as possible. It accomplishes this by (randomly)
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scanning the entire Internet for viable targets and attacking. Once it compromises a vulnerable device, the module reports it to the C&C servers so it can be infected with the latest Mirai payload.

To compromise devices, the initial version of Mirai relied exclusively on a fixed set of 64 well-known default login/password combinations commonly used by IoT devices. While this attack was very low tech, it proved extremely effective.

Akamai observes that use of IoT devices and other capabilities usually not found in botnets make Mirai “truly exceptional . . . specifically Generic Routing Encapsulation (GRE) based attacks, varying levels of attack traffic customization, and telnet scanning. In addition, it generates its attacks directly . . . Due to the public release of the source code . . . we’re likely to see new, more-capable variants of Mirai in the near future.” Furthermore, Akami reports:

Mirai is a botnet that would not exist if more networks practiced basic hygiene, such as blocking insecure protocols by default. This is not new—we’ve seen similar network hygiene issues as the source of infection in the Brobot attacks of 2011 and 2012. The botnet spreads like a worm, using telnet and more than 60 default username and password combinations to scan the Internet for additional systems to infect. The majority of these systems appear to be Digital Video Recorders (DVRs), ip-enabled surveillance cameras, and consumer routers. Once a system is infected, it connects to the command and control (C2) structure of the botnet, then continues scanning for other vulnerable systems while waiting for attack commands.

During May 2018, the U.S. Departments of Commerce and Homeland Security jointly published A Report to the President on Enhancing the Resilience of the Internet and Communications Ecosystem Against Botnets and Other Automated, Distributed Threats. This publication was the result of consultations with interested agencies, including: “the Departments of Defense, Justice, and State, the Federal Bureau of Investigation, the sector-specific agencies, the Federal Communications Commission and Federal Trade Commission.” As a result of the rapid growth in the IoT devices, the Report notes that “DDoS [distributed denial of service] attacks have grown in size to more than one terabit per second, far outstripping expected size and excess capacity. As a result, recovery time from these types of attacks may be too slow, particularly when mission-critical services are involved.” These automated and distributed attacks (e.g., botnets) “are used for a variety of malicious activities . . . that overwhelm
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networked resources, sending massive quantities of spam, disseminating keylogger and other malware; ransomware attacks distributed by botnets that hold systems and data hostage.”110 The Report further states that “[t]raditional DDoS mitigation techniques, such as network providers building in excess capacity to absorb the effects of botnets, are designed to protect against botnets of an anticipated size . . . [but] were not designed to remedy other classes of malicious activities facilitated by botnets, such as ransomware or computational propaganda.”111 And it observes that

[the DDoS attacks launched from the Mirai botnet in the fall of 2016, for example, reached a level of sustained traffic that overwhelmed many common DDoS mitigation tools and services, and even disrupted a Domain Name System (DNS) service that was a commonly used component in many DDoS mitigation strategies. This attack also highlighted the growing insecurities in—and threats from—consumer-grade IoT devices. As a new technology, IoT devices are often built and deployed without important security features and practices in place. While the original Mirai variant was relatively simple, exploiting weak device passwords, more sophisticated botnets have followed; for example, the Reaper botnet uses known code vulnerabilities to exploit a long list of devices, and one of the largest DDoS attacks seen to date recently exploited a newly discovered vulnerability in the relatively obscure MemCacheD software. These examples clearly demonstrate the risks posed by botnets of this size and scope, as well as the expected innovation and increased scale and complexity of future attacks.112

In December 2016, investigative cyber reporter, Brian Krebs released a story noting,

New research published this week could provide plenty of fresh fodder for Mirai, a malware strain that enslaves poorly-secured Internet of Things (IoT) devices for use in powerful online attacks. Researchers in Austria have unearthed a pair of backdoor accounts in more than 80 different IP camera models made by Sony Corp. Separately, Israeli security experts have discovered trivially exploitable weaknesses in nearly a half-million white-labeled IP camera models that are not currently sought out by Mirai.113

VI. IoT THREAT VECTORS DURING TIMES OF CRISIS

Governance challenges during times of crisis have been the focus of considerable scholarship during recent years.114 Before addressing IoT vulnerabilities in times of crisis, it is important to provide a working definition of IoT system vulnerability, and a brief discussion on the crisis context.
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A. IoT System Vulnerability

As discussed in Part II, IoT is a vast network of devices that are connected to the internet. These devices interact with each other over wireless connections to create, exchange, and transfer data without human interaction. Mohamed Abomhara and Geir M. Køien define IoT vulnerabilities as weaknesses in an IoT system or its design that allow an intruder to execute commands, access unauthorized data, and conduct denial-of-service attacks.115 Vulnerabilities can be flaws in the IoT hardware or software, weaknesses in policies and procedures used in the IoT systems, or misuse of the IoT systems by the users themselves.116

B. Crisis Context

The World Health Organization (WHO) defines a disaster as any unforeseen event that causes damage, destruction, ecological disruption, loss of human life, human suffering, and the deterioration of health and health services on a scale that requires response efforts extending beyond the affected community.117 Every year natural disasters cause significant economic losses and social impacts. With the ever-increasing population and infrastructures, the world’s exposure to disaster-related hazards is growing. Disaster contexts are volatile and

---

115. See Mohamed Abomhara & Geir M. Køien, Cyber Security and the Internet of Things: Vulnerabilities, Threats, Intruders and Attacks, 4(1) J. CYBER SEC. & MOBILITY 65 (2015).
116. Id.
117. See WORLD HEALTH ORG., COMMUNITY EMERGENCY PREPAREDNESS: A MANUAL FOR MANAGERS AND POLICY-MAKERS (1999), http://whqlibdoc.who.int/publications/9241545194.pdf [https://perma.cc/UNG4-6K9Y].

Electronic copy available at: https://ssrn.com/abstract=3879748
often result in nonroutine actions. In a time of disasters, knowledge availability varies extremely as compared to normal situations and people sometimes have to improvise to accommodate the conditions critical for responding to the crisis. At times, disaster managers have to make decisions based on little or no information. The main characteristics of disasters are unpredictability, availability of limited resources in impacted areas, and dynamic changes in the environment. During disasters, the impacts on people and infrastructures cannot be accurately predicted.

Disaster management involves creating plans through which people can alleviate vulnerability to hazards and cope with disasters. In managing a disaster, stakeholders colocated or geographically distributed must collaborate to provide effective and efficient disaster relief. Information and communication technologies play crucial roles in every step of the disaster management lifecycle (preparedness, response, recovery, mitigation). With recent technological advances, IoT has the potential to become one of the most important enabling technologies for disaster management and relief. Akash Sinha and his coauthors identify the following three major application areas of IoT in disaster management: (1) disaster risk minimization and prevention—monitoring disaster events with satellite communication, designing early warning systems, using social media for situational awareness; (2) disaster response—real-time communication for effective and timely relief operations; and (3) disaster recovery—online search for missing person and fund management systems. IoT can also be used to plan preventive maintenance and repairs; evaluate whether structures can withstand a coming weather event while continuing normal operations and close unsafe assets. The dynamic nature of a disaster context requires the ability to make efficient and precise decisions in minimal time. The IoT technology, having the potential for communicating instantaneous information updates, can be a key player for realizing dynamic workflow adaptations.
C. IoT Vulnerability in Time of Crisis

While IoT has enormous potential for disaster management, it also comes with many challenges during times of crisis. Large scale natural disasters such as the South Asian Tsunami in 2004, the Hurricane Katrina in 2005, the Haiti earthquake in 2010, and the Hurricane Harvey in 2017 led to massive destruction of information and communication technology infrastructures and highlighted the vulnerabilities of IoT systems. In times of crisis, some of the major IoT system vulnerabilities are related to system interoperability and system interconnectivity—two important concepts in the IoT paradigm.

IoT systems rely on the interoperability of the different objects that are interconnected. IoT objects interact smartly through the Internet with other devices. In times of crisis, some of these devices may likely get destroyed, which may significantly hamper the effective functioning of the IoT system. Therefore, the more objects connected through an IoT system, the greater becomes the possibility of mayhem in times of crises. Moreover, IoT services such as process automation, device management, and decision making, are usually hosted on the cloud to allow users to access IoT devices anytime, anywhere. If the Internet infrastructure is destroyed during a disaster, IoT services will not be available to the users. Technological advances such as “Content-Centric Networking (CCN) has become a promising network paradigm that satisfies the requirements of fast packets delivery for emergency applications of IoT.”

VII. MANUFACTURED USAGE DESCRIPTION (MUD) METHODOLOGY

NIST observes, “Unfortunately, IoT devices often lack efficient and effective features for customers to use to help mitigate cybersecurity risks.” The NIST internal report 8259 warns:

Consequently, some IoT devices are less easily secured using customers’ existing methods because the cybersecurity features they expect may not be available on IoT devices or may function differently than is expected based on conventional IT devices. This means IoT device customers may have to select, implement, and manage additional or new cybersecurity controls or alter the controls they already have. However, new or tailored controls to sufficiently mitigate risks to the same level as before may not be available to all customers or implementable with all IoT devices. Compounding this problem, customers may not know they need to alter their existing IT processes to accommodate IoT. The result is many IoT devices are not secured properly, so attackers can more easily compromise them and use them to harm device customers and
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conduct additional nefarious acts (e.g., distributed denial of service [DDoS] attacks) against other organizations.127

As the lack of standardization across the IoT market has led to a series of cyberattacks and interoperability issues, the Manufactured Usage Description (MUD) has been developed as the industry’s initial solution.128 The international standards body, Internet Engineering Task Force (IETF), moved the draft MUD standard into a quasi-accepted proposed standard RFC 8520 in March 2019.129 In response to the release to RFC 8520, the National Institute of Standards and Technology (NIST) released a draft of NIST Special Publication (NIST SP) 1800-15: Securing Small-Business and Home Internet of Things (IoT) Devices—Mitigating Network-Based Attacks Using Manufacturer Usage Description (MUD).130 NIST is the U.S. government’s standards body for cybersecurity standards.131 The document describes MUD and its purpose as follows:

The goal of the Internet Engineering Task Force’s manufacturer usage description (MUD) architecture is for Internet of Things (IoT) devices to behave as intended by the manufacturers of the devices. This is done by providing a standard way for manufacturers to identify each device’s type and to indicate the network communications that it requires to perform its intended function. When MUD is used, the network will automatically permit the IoT device to perform as intended, and the network will prohibit all other device behaviors.132

MUD-capable IoT devices for use in homes and small businesses make it more difficult for malicious actors to exploit these IoT devices to mount DDoS attacks across the Internet.133 NIST explains that “MUD provides a standard method for access control information to be available to network control devices.”134 DDoS attacks are thwarted “by prohibiting unauthorized traffic to and from IoT devices. Even if an IoT device becomes compromised, MUD prevents it from being used in any attack that would require the device to send traffic to

127. Id.
128. See Ryan McCauley, The Internet of Things Needs Standardization—Here’s Why, GOVTECH.COM (Mar. 1, 2017), https://www.govtech.com/fs/The-Internet-of-Things-Needs-Standardization-Heres-Why.html [https://perma.cc/FTJ2-74SN].
129. INTERNET ENG’G TASK FORCE, RFC 8520, MANUFACTURER USAGE DESCRIPTION SPECIFICATION (Mar. 2019), https://tools.ietf.org/html/rfc8520 [https://perma.cc/MR9K-YUN6].
130. See DONNA DODSON ET AL., NIST SPECIAL PUB’N 1800-15A, SECURING SMALL-BUSINESS AND HOME INTERNET OF THINGS (IOT) DEVICES: MITIGATING NETWORK-BASED ATTACKS USING MANUFACTURER USAGE DESCRIPTION (MUD) (Nov. 2019), https://csrc.nist.gov/publications/detail/sp/1800-15/draft [https://perma.cc/Z36R-YVT9].
131. See Public Law 113–283, Federal Information Security Modernization Act of 2014.
132. DONNA DODSON ET AL., NIST SPECIAL PUB’N 1800-15, SECURING SMALL-BUSINESS AND HOME INTERNET OF THINGS (IOT) DEVICES: MITIGATING NETWORK-BASED ATTACKS USING MANUFACTURER USAGE DESCRIPTION (MUD) 1 (Apr. 2019), https://www.nist.gov/sites/default/files/library/sp1800/iot-ddos-nist-sp1800-15-preliminary-draft.pdf.
133. See generally INTERNET ENG’G TASK FORCE, supra note 129.
134. DODSON ET AL., supra note 132.
an unauthorized destination." Figure 6 provides a schematic of this security methodology.

**Figure 6. Manufactured Usage Development (MUD) Methodology**

A more detailed depiction of MUD is found in IETF’s Manufacturer Usage Description Specification. It describes that fundamentally “MUD consists of three architectural building blocks” as follows: (1) “A URL that can be used to locate a description;” (2) “The description itself, including how it is interpreted;” and (3) “A means for local network management systems to retrieve the description.”

**B. Design**

The MUD intends to achieve several goals as noted below:

- Substantially reduce the threat surface on a device to those communications intended by the manufacturer;
- Provide a means to scale network policies to the ever-increasing number of types of devices in the network;
- Provide a means to address at least some vulnerabilities in a way that is faster than the time it might take to update systems. This will be particularly true for systems that are no longer supported;
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• Keep the cost of implementation of such a system to the bare minimum; and
• Provide a means of extensibility for manufacturers to express other device capabilities or requirements.\textsuperscript{138}

These goals make the use of this framework practical while accomplishing a standardized level of security and use. However, the goals note that

MUD is not intended to address network authorization of general purpose computers, as their manufacturers cannot envision a specific communication pattern to describe. In addition, even those devices that have a single or small number of uses might have very broad communication patterns. MUD on its own is not for them either.

Although MUD can provide network administrators with some additional protection when device vulnerabilities exist, it will never replace the need for manufacturers to patch vulnerabilities.

Finally, no matter what the manufacturer specifies in a MUD file, these are not directives, but suggestions. How they are instantiated locally will depend on many factors and will be ultimately up to the local network administrator, who must decide what is appropriate in a given circumstance[].\textsuperscript{139}

C. The Promise of Blockchain

In just about a decade blockchain technology has grown to be viewed with substantial promise for its potential to provide enhanced software security.\textsuperscript{140} Just a few of the other promising applications include: smart contracts;\textsuperscript{141} virtual currencies;\textsuperscript{142} and numerous financial services functions, including execution and clearing.\textsuperscript{143} Writing in 2018, Jianli Pan and his coauthors observe:

The emerging Internet of Things (IoT) is facing significant scalability and security challenges. On one hand, IoT devices are ‘weak’ and need external assistance. Edge computing provides a promising direction addressing the deficiency of centralized cloud computing in scaling massive number of devices. On the other hand, IoT devices are also relatively ‘vulnerable’ facing malicious hackers due to resource constraints. The emerging blockchain and smart contracts technologies bring a series of new security features for IoT and edge computing.\textsuperscript{144}

In an attempt to provide solutions to these issues, an edge-IoT framework named “EdgeChain” is designed and prototyped “based on blockchain and smart
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contracts. The core idea is to integrate a permissioned blockchain and the internal currency or ‘coin’ system to link the edge cloud resource pool with each IoT device’ account and resource usage, and hence behavior of the IoT devices.\textsuperscript{145}

Consider the following points presented in the Pan et al. paper:

EdgeChain uses a credit-based resource management system to control how much resource IoT devices can obtain from edge servers, based on pre-defined rules on priority, application types and past behaviors. Smart contracts are used to enforce the rules and policies to regulate the IoT device behavior in a non-deniable and automated manner. All the IoT activities and transactions are recorded into blockchain for secure data logging and auditing. We implement an EdgeChain prototype and conduct extensive experiments to evaluate the ideas. The results show that while gaining the security benefits of blockchain and smart contracts, the cost of integrating them into EdgeChain is within a reasonable and acceptable range.\textsuperscript{146}

The resulting design schematic is constructed “[s]pecifically . . . [to] partially reference the Manufacturers Usage Description (MUD) files which list the activities and communications allowed for IoT devices. Such specifications contain input/output data type, requests of edge resources, MAC address, IP address, network port, communications protocol, and indication flags . . . each device registers a unique account address . . . .”\textsuperscript{147}

Here’s how it works: “Upon registration, the edge server will verify the [specified] information and take control of the modification rights of registration data. More parameters will be appended such as priority, coin balance, credit, and requests timestamp to benefit device management.”\textsuperscript{148} The Pan et al. paper notes several other attributes the authors defined in their registration database, “all the devices key information, value units, and examples.”\textsuperscript{149} Those attributes include the following: (1) “account address,” (2) “network port,” (3) “input/output data.” (4) “bandwidth request,” (5) “CPU request,” (6) “memory request,” (7) “storage request,” (8) “MAC address,” (9) “priority*,” “coin balance*,” “credit*,” “isBlocked*,” “isRegistered*,” and “last request id*.”\textsuperscript{150} By way of explanation, Pan and his co-authors observed, “Edge servers and IoT devices have different authorities to modify the registry. The attributes marked with an ‘*’ can only be updated by the edge server. The other basic attributes are filled up during the first registration process initialized by IoT devices.”\textsuperscript{151}

D. Importance of Consumer Education

Any engineering professor will tell you that human behavior and attitudes will play a determinative role in the success of any product design. NIST advises:
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Addressing the challenges of IoT cybersecurity necessitates educating IoT device customers on the differences in cybersecurity risks and risk mitigation for IoT versus conventional IT, as NIST has documented in Internal Report (IR) 8228, Considerations for Managing Internet of Things (IoT) Cybersecurity and Privacy Risks. The challenges also necessitate educating IoT device manufacturers on how to identify the cybersecurity features customers need IoT devices to have. This includes improving communications between manufacturers and customers regarding device cybersecurity features and related expectations.152

VIII. RECENT DEVELOPMENTS

A. NIST

The NIST continues to provide valuable research efforts, publications, and an interface between governmental resources and industry. Professor Václav Janecek writes about the treasure trove of collected and created personal data from IoT devices, “whose management poses serious ethical and legal questions. Ownership of personal data underpins the issues revolving around data management and control, such as privacy, trust, and security, and it has also important implications for the future of the ‘digital’ economy and trade in data.”153

During January 2020, NIST released version 1.0 of its Privacy Framework.154 This new tool for managing privacy risk contains “an overarching structure modeled on that of the widely used NIST Cybersecurity Framework and the two frameworks are designed to be complementary and also updated over time.”155 NIST observes that privacy interests “includes information about specific individuals, such as their addresses or Social Security numbers, that a company might gather and use in the normal course of business . . . [requiring] an organization . . . take action to ensure [these data] are not misused in a way that could embarrass, endanger or compromise the customers.”156 While not a regulation or law, the Privacy Framework is “a voluntary tool that can help organizations manage privacy risk arising from their products and services, as well as demonstrate compliance with laws that may affect them.”157 Other recent NIST publications addressing IoT issues are available.158
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As we approach the end of our discussion about cybersecurity and privacy risks, it is important to consider that data security “for an IoT device can[n]ot all be addressed within the device itself. Every IoT device operates within a broader IoT environment where it interacts with other IoT and non-IoT devices, cloud-based services, people, and other components.”

B. California Law SB 327

A new Californian law, starting in 2020, will require manufacturers to implement “reasonable security feature[s]” on their connected devices or IoT. This is one of the first regulations in the United States to place information security requirements on all consumer products/devices and to place this burden on the manufacturers.

IX. RECOMMENDATIONS

After considering a multitude of possible steps that can be taken, the goals and actions contained in the mid-2018, A Report to the President on Enhancing the Resilience of the Internet and Communications Ecosystem Against Botnets and Other Automated, Distributed Threats, prove to be a good starting point. In relevant part, the Report states:

These goals and actions aim to present a portfolio of mutually supportive actions that, if implemented, would dramatically improve the resilience of the ecosystem. The recommended actions include ongoing activities that should be continued or expanded, as well as new initiatives. No single investment or activity can mitigate all threats, but organized discussions and stakeholder feedback will allow us to further evaluate and prioritize these activities based on their expected return on investment and ability to measurably impact ecosystem resilience. We look to stakeholders across the ecosystem to work with government to implement the proposed activities, realize opportunities for support and leadership, and remove impediments to implementation.

Accordingly, for consideration the Report’s list of goals and actions are listed below:

Goal 1: Identify a clear pathway toward an adaptable, sustainable, and secure technology marketplace.

Action 1.1 Using industry-led inclusive processes, establish internationally applicable IoT capability baselines supporting lifecycle security for home and industrial applications founded on voluntary, industry-driven international standards.
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Action 1.2 The federal government should leverage industry-developed capability baselines, where appropriate, in establishing capability baselines for IoT devices in U.S. government environments to meet federal security requirements, promote adoption of industry-led baselines, and accelerate international standardization.

Action 1.3 Software development tools and processes to significantly reduce the incidence of security vulnerabilities in commercial-off-the-shelf software must be more widely adopted by industry. The federal government should collaborate with industry to encourage further enhancement and application of these practices and to improve marketplace adoption and accountability.

Action 1.4 Industry should expedite the development and deployment of innovative technologies for prevention and mitigation of distributed threats. Accordingly, where relevant, government should prioritize the application of research and development funds and technology transition efforts to support advancements in DDoS prevention and mitigation, as well as foundational technologies to prevent botnet creation. Where appropriate, civil society should amplify those efforts.

Action 1.5 Government, industry, and civil society should collaborate to ensure that existing best practices, frameworks, and guidelines relevant to IoT, as well as procedures to ensure transparency, are more widely adopted across the digital ecosystem. Emerging risks in the IoT space must be addressed in an open and inclusive fashion.

Goal 2: Promote innovation in the infrastructure for dynamic adaptation to evolving threats.

Action 2.1 Internet service providers and their peering partners should expand current information sharing to achieve more timely and effective sharing of actionable threat information both domestically and globally.

Action 2.2 Stakeholders and subject matter experts, in consultation with NIST, should lead the development of a CSF Profile for Enterprise DDoS Prevention and Mitigation.

Action 2.3 The federal government should lead by example and demonstrate practicality of technologies, creating market incentives for early adopters.

Action 2.4 Industry, government, and civil society should collaborate with the full range of stakeholders to continue to enhance and standardize information-sharing protocols.

Action 2.5 The federal government should work with U.S. and global infrastructure providers to expand best practices on network traffic management across the ecosystem.
Goal 3: Promote innovation at the edge of the network to prevent, detect, and mitigate automated, distributed attacks.

Action 3.1 The networking industry should expand current product development and standardization efforts for effective and secure traffic management in home and enterprise environments.

Action 3.2 Home IT and IoT products should be easy to understand and simple to use securely.

Action 3.3 Enterprises should migrate to network architectures that facilitate detection, disruption, and mitigation of automated, distributed threats. They should also consider how their own networks put others at risk.

Action 3.4 The federal government should investigate how wider IPv6 deployment can alter the economics of both attack and defense.

Goal 4: Promote and support coalitions between the security, infrastructure, and operational technology communities domestically and around the world.

Action 4.1 ISPs and large enterprises should increase information sharing with government agencies and with one another to provide more timely and actionable information regarding automated, distributed threats.

Action 4.2 The federal government should promote international adoption of best practices and relevant tools through bilateral and multilateral international engagement.

Action 4.3 Sector-specific regulatory agencies, where relevant, should work with industry to ensure nondeceptive marketing and foster appropriate sector-specific security considerations.

Action 4.4 The community should identify leverage points and take concrete steps to disrupt attacker tools and incentives, including the active sharing and use of reputation data.

Action 4.5 The cybersecurity community should continue to engage with the operational technology community to promote awareness and accelerate incorporation of cybersecurity technologies.

Goal 5: Increase awareness and education across the ecosystem.

Action 5.1 The private sector should establish and administer voluntary informational tools for home IoT devices, supported by a scalable and cost-effective assessment process, that consumers can trust and intuitively understand.

Action 5.2 The private sector should establish voluntary labeling schemes for industrial IoT applications, supported by a scalable and
cost-effective assessment process, to offer sufficient assurance for critical infrastructure applications of IoT.

Action 5.3 Government should encourage the academic and training sectors to fully integrate secure coding practices into computer science and related programs.

Action 5.4 The academic sector, in collaboration with the National Initiative for Cybersecurity Education, should establish cybersecurity as a fundamental requirement across all engineering disciplines.

Action 5.5 The federal government should establish a public awareness campaign to support recognition and adoption of the home IoT device security baseline and branding.163

While all of the above recommendations will help to promote the resiliency against botnets and other automated, distributed threats, based upon the expertise of the authors’ and supporting statements below, these actions should be prioritized to create the biggest impact:

Action 1.2: Government has the opportunity while the IoT is in its nascent phase to help shape and encourage the adoption of standards ensuring proper security and governance capabilities are included in the industry’s future. Functions such as security and interoperability can be left out for cost savings purposes without the influence of government (whose role it is to provide for the common good—not a bottom line). Government should use its levers of power through regulation, investment, and self-adoption of standards to drive functions and best-practice standards into the IoT industry.

Action 1.4: This action underscores the important role that both industry and the government play in creating a secure, resilient IoT. We must recognize the significance of properly investing in technology which directly impacts so many aspects of our lives during its nascent phase while it can still be changed. Government must identify the problems created by the IoT, such as DDoS attacks, and promote research into preventions/mitigations while investing in solutions for the safety and well-being of all.

Action 3.2: Risk often emerges from an end user’s confusion with use of a system or device causing adverse reactions or inadvertently creating vulnerabilities. Bryan D. Payne and W. Keith Edwards’ paper on a Brief Introduction into Usable Security found that “system design can greatly influence the user’s ability to make appropriate security decisions.”164 Thus, it is imperative to promote the simplicity of the
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product and the concept of “security by design”—where security is inherently apart of the product—to minimize risks.

**Action 3.3:** The overall goal of the above recommendations is to increase the resiliency of the IoT. This action underscores that goal based on a principle outlined in the 2018 Public-Private Analytic Exchange Program’s paper on *Cyber Resilience and Response* that people must “[a]sume that the adversary will compromise or breach the system or organization.” Furthermore the paper states: “Cyber resiliency is that attribute of a system that assures it continues to perform its mission-essential functions even when under cyber-attack.” In the age of interconnectivity, it is not enough to build a wall of security but rather we must look for, interrupt, and alleviate risks proactively while understanding how our risks affect others.

Costly data breaches continue at an alarming rate. The unintended consequences facing humans as they attempt to govern the process of artificial intelligence, machine learning, and the impact of billions of sensory devices connected to the Internet is a challenge to all involved. This Article contributes to our understanding of the widespread exposure to malware associated with the Internet of Things (IoT) and adds to the nascent but emerging literature on governance of enterprise risk, a subject of vital societal importance.
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