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1. Introduction

Instrumental variables are a workhorse of applied research in economics. The instrumental variable approach is based on two main assumptions that instruments need to satisfy: exogeneity, i.e., instruments are uncorrelated with or otherwise independent of the structural error term, and relevance, i.e., instruments are correlated with or otherwise dependent on the included endogenous regressor. The ability to identify the main causal effect of interest depends on the complexity of the model we wish to estimate and on the strength of these two requirements.

In this work, we consider the nonparametric regression model

\[ Y = \varphi^\dagger(X) + U, \quad E(U) = 0, \]

where the explanatory variable \( X \) is endogenous. This model is usually identified and estimated by taking the instrumental variable, \( W \), as mean-independent of the error term. That is, \( E(U|W) = 0 \), an exogeneity restriction on \( W \).

Under this relatively weak hypothesis, the regression function \( \varphi^\dagger \) is the solution of the integral equation

\[ E(Y|W) = E(\varphi(X)|W). \]

An estimator of \( \varphi^\dagger \) is obtained by solving a regularized version of this functional equation (see Chen and Pouzo, 2012; Darolles, Fan, Florens and Renault, 2011; Florens, 2003; Hall and Horowitz, 2005; Horowitz, 2011; Newey and Powell, 2003, among others).

Uniqueness of the solution to equation (2) is usually obtained under the so-called completeness condition, or strong identification, which is the relevance assumption in this model (see Florens, Mouchart and Rolin (1990) and more recently Andrews (2017), Canay, Santos and Shaikh (2013), D’Haultfoeuille (2011) and Freyberger (2017), among others). This condition dictates that

\[ E(\varphi^\dagger(X)|W) \overset{a.s.}{=} 0 \Rightarrow \varphi^\dagger \overset{a.s.}{=} 0, \]

which implies a strong dependence between the endogenous variable, \( X \), and the instrument, \( W \). In particular, whenever \( X \) is a continuous variable, completeness requires the instrument \( W \) to be itself continuous.\(^1\)

This condition is strong and may pose some challenges to the empirical application of fully nonparametric estimators of model (1). Many instruments employed in empirical work are only

\[^1\text{If } W \in \{1, \ldots, L\} \text{ the set of equations } \int \varphi(x)f(x|W=l)dx = 0 \forall l \text{ cannot characterize a function } \varphi. \text{ This is true also when } L = \infty, \text{ as we show in Example 3 in Appendix A.4.} \]
binary or discrete. This is true, for instance, for randomized experiments with partial compliance, where the intent-to-treat provides an obvious source of exogenous variation (see Krueger 1999; Torgovitsky 2015).

In many of these cases, the endogenous variable is continuous, while the instrument is binary and, therefore, cannot satisfy the completeness condition stated above. In general, under standard assumptions of uncorrelated or mean-independent instruments, it is not possible to identify any, albeit known, function of $X$ with more than two parameters when only a binary instrument is available (see Lochner and Moretti 2015, Løken, Mogstad and Wiswall 2012).

Discrete instruments can be accommodated in this setting either by considering a pseudo-solution to equation (2) (Babii and Florens 2017); or by strengthening the exogeneity condition and, as a consequence, weakening the relevance condition. The latter route is the one we undertake in this paper.

We consider the estimation of the model in equation (1) where the instrument, $W$, is taken to be fully independent of the error term $U$. That is, $U \perp W$. This strong exogeneity condition characterizes $\varphi^\dagger$ as a solution to a nonlinear integral equation of the first kind (Dunker, Florens, Hohage, Johannes and Mammen 2014; Dunker 2021; Kaltenbacher, Neubauer and Scherzer 2008).

We detail the implementation of an iterative Landweber-Fridman (LF) algorithm that can be used to estimate the function $\varphi^\dagger$ under the restriction of independence, and we derive some of its asymptotic properties.

In a previous paper, Dunker et al. (2014) have considered the estimation and asymptotic properties of nonparametric estimators for nonlinear integral equations. The model analyzed in our paper is presented there as an example (see also Dunker 2021). The approach of Dunker et al. (2014) is extremely general and oriented to a class of regularization schemes less familiar to econometricians. We believe, however, that the case of discrete instruments is sufficiently important for applied research in econometrics to be separately and carefully developed. Loh (2023a) takes a first step in this direction by considering nonparametric identification and estimation in a model with discrete instruments and endogenous variables. Our paper focuses on the case where $X$ is continuous (see also Loh 2023b).

We contribute to the existing literature in several directions. First, the LF technique that we propose is both computationally efficient and easy to implement. Its properties in this class of statistical problems are new to the best of our knowledge. Finally, while our approach is not as general as those provided by Dunker et al. (2014) and Dunker (2021) and is limited to the statistical model at hand, our convergence rates clearly spell out the sources of the estimation error and allow...
us to provide better guidance for implementation in this particular example. Ultimately, our paper has both theoretical and empirical value when compared to existing literature.

The independence assumption is often used in the following nonseparable triangular model

\[ Y = g_1(X, \varepsilon) \]
\[ X = g_2(W, V), \]

with \((\varepsilon, V) \perp W\), \(\varepsilon\) and \(V\) are standard uniform random variables, and \(g_1(x, \cdot)\) and \(g_2(w, \cdot)\) are monotone in their second argument (see D'Haultfoeuille and Février [2015] Torgovitsky [2015].

Identification and estimation of this model is usually based on a control function assumption à la Imbens and Newey [2009] (see also Chernozhukov, Imbens and Newey [2007] and Horowitz and Lee [2007]. The relative advantage of instrumental variables over control functions is that we do not need to specify a triangular structure, i.e., we do not need to specify a first-stage equation that relates the endogenous variable to the instrument. More generally, we allow for a simultaneous dependence between the endogenous regressor, \(X\), and the dependent variable, \(Y\), that is excluded by a control function approach. However, our model assumes that the function \(g(X, \varepsilon)\) has a separable form, with \(U = F_U^{-1}(\varepsilon)\), and \(F_U\) the cumulative distribution function of \(U\). In this respect, our approach is less general than control functions that can account for unobserved multivariate heterogeneity.

The paper is organized as follows. In Section 2 we briefly discuss some local identification conditions in the independence case in relation to the usual completeness condition. In Section 3 we present the practical implementation of our estimator, whose properties are detailed in Section 4. We discuss the specific case of a binary instrument in Section 5. We conclude our work with an empirical application estimating the returns to education, using data from Card [1995].

**Notations.** In the following, we let \(L^2\) be the space of square-integrable functions with respect to the Lebesgue measure. For a real-valued function \(\varphi \in L^2\), we let \(\|\varphi\|\) be the \(L^2\)-norm. For an operator \(T\), we let \(\|T\|\) be the operator norm induced by the \(L^2\) norm. For two random variables \(X_1\) and \(X_2\), we denote \(X_1 \perp X_2\), if \(X_1\) and \(X_2\) are independent. If \(a\) and \(b\) are scalar, \(a \lor b = \max\{a, b\}\), and \(a \land b = \min\{a, b\}\). For two sequences \(a_n\) and \(b_n\), we use the notation \(a_n \asymp b_n\) to signify that the ratio \(a_n/b_n\) is bounded away from zero and infinity. Finally, for an even integer \(a \geq 2\), we let \(E\| \cdot \|^a = E(\| \cdot \|^a)\).
2. Local identification under independence

We consider a random element $(Y, X, W) \in \mathbb{R} \times \mathbb{R}^p \times \mathbb{R}^q$. We analyze the model

\[(4) \quad Y = \varphi(X) + U, \quad \varphi \in L^2_X,\]

where the random vector $X$ only contains endogenous regressors, i.e., $X$ and $W$ do not have elements in common.

This model has been considerably studied under the following mean independence condition

\[(MI) \quad E(U|W) = 0.\]

This condition characterizes $\varphi$ as the solution of the linear equation

\[(5) \quad E(\varphi(X)|W) = E(Y|W).\]

We replace Assumption $(MI)$ with a stronger Assumption of full independence.

\[(FI) \quad U \perp W \text{ and } E(U) = 0.\]

The condition $E(U) = 0$, which implies $E(Y) = E(\varphi(X))$, is a normalization condition. It may be thought to be implicit in the definition of the error term $U$, and if it is not satisfied, $\varphi$ may be identified up to location only. In the following, and without loss of generality, we assume that $E(Y) = E(\varphi(X)) = 0$, as the mean of $Y$ can always be identified (provided it exists) and estimated at a parametric rate. Therefore, we assume that $\varphi \in \mathcal{E}$, where $\mathcal{E} = \{ \varphi \in L^2_X : E(\varphi) = 0 \}$

The $(FI)$ condition implies $(MI)$. Thus, if the completeness condition between $X$ and $W$ is verified, $\varphi$ is identified under $(FI)$, while the reverse cannot be true.

We, therefore, explore weaker local identification conditions under $(FI)$, which may be satisfied in particular in the case where $X$ is continuous and $W$ discrete.\(^2\)

We recast the independence condition in $(FI)$ in the following way. We use the notations

\[(6) \quad F(y, x|w) = \frac{\partial}{\partial x_1} \cdots \frac{\partial}{\partial x_p} P(Y \leq y, X \leq x|W = w),\]

and

\[(7) \quad F(y, x) = \frac{\partial}{\partial x_1} \cdots \frac{\partial}{\partial x_p} P(Y \leq y, X \leq x).\]

\(^2\)Global identification conditions could also be analyzed, but they are less interpretable and difficult to verify in practice (see, e.g., Chernozhukov and Hansen [2005], Feve, Florens and Van Keilegom [2018], Beyhum, Centorrino, Florens and Van Keilegom [2023], Loh [2023b]). Loh (2023b) studies global identification conditions in a similar setting, but he focuses on the space of essentially bounded functions.
Roughly speaking, $F$ is a cdf as a function of $y$, and a density as a function of $x$.

The condition in (FI) is equivalent to

\begin{equation}
P(U \leq u|W = w) = P(U \leq u) \quad \forall u, w,
\end{equation}

or

\begin{equation}
\int F(\varphi_1(x) + u, x|w)dx = \int F(\varphi_1(x) + u, x)dx.
\end{equation}

Equation [9] may be written as

\begin{equation}
T(\varphi_1) = \int \left[ F(\varphi_1(x) + u, x|w) - F(\varphi_1(x) + u, x) \right]dx = 0,
\end{equation}

and is a nonlinear integral equation, where $\varphi_1$ denotes its solution, and $T: \mathcal{E} \to L^2_{U \times W}$ is a nonlinear operator.

We consider the following definition of local identification.

**Definition 2.1.** $\varphi_1$ is locally identified on $B_\dagger \subseteq \mathcal{E}$ if $\|T(\varphi)\| > 0$ for all $\varphi \in B_\dagger$, with $\varphi \neq \varphi_1$.

Let

\[ B_R = \{ \varphi \in \mathcal{E} : \|\varphi - \varphi_1\| < R \}, \]

an open ball of radius $R$ around $\varphi_1$. Local identification of $\varphi_1$ is given in the following Proposition which recasts a more general result given by Chen, Chernozhukov, Lee and Newey (2014).

**Proposition 2.1.** Let the following hold.

(i) The operator $T$ is Fréchet differentiable for all $\varphi \in \mathcal{E}$, with $T_\varphi'$ its Fréchet derivative.

(ii) $T_{\varphi_1}'$ is a one-to-one linear operator.

(iii) For all $\varphi \in B_R$, there exists a constant $M > 0$, such that

\[ \|T(\varphi) - T(\varphi_1) - T_{\varphi_1}'(\varphi - \varphi_1)\| \leq M\|\varphi - \varphi_1\|^2. \]

(iv) For a constant $M > 0$, $B_M = \{ \varphi \in \mathcal{E} : \|T_{\varphi_1}'(\varphi - \varphi_1)\| > M\|\varphi - \varphi_1\|^2 \}$.

Then, the separable NPIV model is locally identified on $B_\dagger = B_R \cap B_M$ under Assumption FI.

Condition (i) is about the Fréchet differentiability of the operator $T$ (see Chen et al. 2014, Assumption 2, p. 789), which helps control the behavior of our nonlinear problem in the vicinity of the solution. Moreover, the Fréchet derivative is taken to be injective, which is a rank condition on $T_{\varphi_1}'$ (see Chen et al., 2014, Assumption 1, p. 788). Condition (iii) restricts the amount of nonlinearity that is allowed for the ill-posed inverse problem at hand by requiring the continuity
of the Fréchet derivative (see [Chen et al. 2014, Assumption 2, p. 789]). Finally, the restriction on
the set $B_M$ is a source condition, as explained by [Chen et al. 2014]. In Hilbert spaces, a sufficient
condition for $(iv)$ to hold is to restrict the identification set to an ellipsoid or a hyper-rectangle
whose elements are sufficiently smooth in the sense that we specify below.

We now provide more explicit sufficient conditions on the primitives of our model to obtain local
identification according to Proposition 2.1.

**Assumption 2.1.** $F(y, x \mid w)$ and $F(y, x)$ are differentiable with respect to $y$ with continuous first
partial derivatives for all $(x, w)$. Their first partial derivatives with respect to $y$ are the conditional
density and the marginal density of $(Y, X)$ denoted $f_{Y,X \mid W}(y, x \mid w)$ and $f_{Y,X}(y, x)$, respectively.

Under Assumption 2.1, condition (i) of Proposition 2.1 is satisfied and

$$T'_\varphi \tilde{\varphi} = \int \left( f_{Y,X \mid W}(\varphi(x) + u, x \mid w) - f_{Y,X}(\varphi(x) + u, x) \right) \tilde{\varphi}(x) dx,$$

where $T'_\varphi : \mathcal{E} \to L^2_{U \times W}$ denotes the Fréchet derivative of $T$ computed in $\varphi$ as a linear function of $\tilde{\varphi}$.

**Assumption 2.2** (Conditional completeness). Let $\varphi \in \mathcal{E}$. Then

$$E(\varphi(X) \mid U = u, W = w) \overset{a.s.}{=} E(\varphi(X) \mid U = u) \Rightarrow \varphi \overset{a.s.}{=} 0.$$  

Assumption 2.2 states that the projection of $\varphi$ under $L^2_{U \times W}$ differs from the projection of $\varphi$
under $L^2_U$ except if $\varphi$ is constant. Moreover, this constant equals 0 under the additional condition
$E(U) = 0$. In other words, this condition requires that the dependence structure between $X$ and $U$
changes with the value of the instrument $W$. This Assumption implies condition $(ii)$ in Proposition
2.1.

**Remark 1.** In settings where the IV is independent of $U$, and the completeness condition in (3) holds,
Assumption 2.2 is a weaker condition than (3). In particular, under independence, $E[\varphi(X) \mid W = w; U = u] \overset{a.s.}{=} E[\varphi(X) \mid U = u]$ implies $E[\varphi(X) \mid W = w] \overset{a.s.}{=} 0$, which in turn implies $\varphi \overset{a.s.}{=} 0$,
our Assumption 2.2. However, when $X$ is continuous, condition (3) is satisfied only when $W$
is continuous. Thus, more generally, Assumption 2.2 neither implies nor is implied by (3).

**Remark 2.** There could be cases when $U \perp X$ but $U$ and $X$ are dependent conditional on $W$ (see
Examples [1] and [2] below). In these cases, $X$ is exogenous and Assumption 2.2 still holds and can
be used for point identification of $\varphi_1$. However, when $U \perp (X, W)$, Assumption 2.2 goes back to
the usual completeness condition and cannot be satisfied with purely discrete instruments. In that
case, $\varphi_1$ is only partially identified by condition (FI).

---

3We thank an anonymous referee for highlighting this point.
Assumption 2.3 (Uniform bounds).

(i) The conditional density of $Y$ given $(X, W)$, $f_{Y|X,W}(y|x,w)$, is uniformly bounded above by a positive constant $M_1$.

(ii) The first partial derivative of $f_{Y|X,W}(y|x,w)$ exists and is continuous almost everywhere. Moreover, for all $(x,w)$,

$$\left| \frac{\partial}{\partial y} f_{Y|X,W}(y|x,w) \right| \leq M_2,$$

$$f_{X|W}(x|w) \leq M_3 f_X(x).$$

Assumption 2.3 implies condition (iii) in Proposition 2.1 for some radius $R > 0$ (Chernozhukov et al., 2007), and, more generally, it implies that $T_\varphi'$ is a Hilbert-Schmidt operator, for all $\varphi \in \mathcal{E}$, and thus compact (see Carrasco, Florens and Renault, 2007). The last condition also implies the local ill-posedness of the inverse problem as the eigenvalues of $T_\varphi'$ have zero as an accumulation point. Proofs of these statements are given in Section A.2 of the Appendix.

Finally, we restrict the set $B_M$ in a way that is amenable to imposing a source condition. That is, we impose a restriction on the smoothness properties of local deviations from $\varphi_\dagger$ as a function of the local ill-posedness of the inverse problem, as determined by the speed of convergence of the eigenvalues of $T_\varphi'$ to 0.

Definition 2.2 (Carrasco et al., 2007, Chen et al., 2014, Corollary 5, p. 794). Let $\{\chi_1, \chi_2, \ldots\}$ be an orthonormal basis in $\mathcal{E}$, and $\{t_1, t_2, \ldots\}$ be a bounded positive sequence, such that $\{(t_j^2, \chi_j), j = 1, 2, \ldots\}$ are the eigenvalues and the associated eigenvectors of the operator $T_\varphi T_\varphi'$. Then

$$B_M^* = \left\{ \varphi = \varphi_\dagger + \sum_{j=1}^{\infty} b_j \chi_j ; \sum_{j} b_j^2 t_j^2 < \frac{1}{M^2} \right\},$$

where $M = M_2 M_3$.

Definition 2.2 imposes that the set of functions in the ellipsoid $B_M^*$ around $\varphi_\dagger$ be sufficiently smooth to guarantee that its Fourier coefficients go to zero faster than the eigenvalues of $T_\varphi'$. We have that $B_M^* \subseteq B_M$, so that this condition is sufficient to satisfy the requirement of Proposition 2.1(iv).

Let $s$ and $a$ be positive constants. When $b_j \asymp \exp(-sj)$, then this condition is satisfied whenever the eigenvalues of $T_\varphi'$ decay polynomially ($t_j \asymp j^{-a}$, mildly ill-posed inverse problem) or exponentially ($t_j \asymp \exp(-aj)$, severely ill-posed inverse problem) as long as $s > a$. If the $b_j$'s have polynomial decay, that is $b_j \asymp j^{-s}$, then Definition 2.2 cannot be satisfied if the inverse problem is severely ill-posed. If the inverse problem is mildly ill-posed with $t_j \asymp j^{-a}$, then a sufficient condition
to characterize the ellipsoid $B_M^s$ is to impose that $s > a + 0.5$. In particular, if we interpret $s$ as the smoothness of $\varphi - \varphi_1$ with respect to the Hilbert scale generated by the operator $(T_{\varphi_1}^s T_{\varphi_1}^s)^{-1/2}$, then $s$ is determined by the least smooth element of this difference.\footnote{Results exist about the relationship between the number of continuous derivative of a function and the decay of its Fourier coefficients (Grafakos 2014; Katznelson 2004). For instance, a function whose Fourier coefficients decay as $j^{-s}$ has $s - 1$ continuous derivatives, and its $s$-th derivative is integrable (that is, having a continuous $s$-th derivative is sufficient but not necessary for the function’s integrability). Similarly, analytic functions have exponentially decaying Fourier coefficients. For a general Fourier decomposition wrt the eigenvectors of $T_{\varphi_1}^s T_{\varphi_1}^s$, one can define a differential operator $D = (T_{\varphi_1}^s T_{\varphi_1}^s)^{-1/2}$, i.e., the inverse of our integral operator, so that one could interpret smoothness in a standard sense.}

We thus revisit the conditions in Proposition 2.1 to obtain the following.

**Proposition 2.2.** Let Condition (F1) and Assumptions 2.1, 2.3 hold. The separable NPIV model is locally identified on $B_j = B_R \cap B_M^s$ under Assumption F1.

**Example 1.** Let us assume that $\left( \begin{array}{c} U \\ X \end{array} \right) | W \sim N \left( \begin{array}{c} 0 \\ 0 \end{array} \right), \begin{pmatrix} 1 & \rho(W) \\ \rho(W) & 1 \end{pmatrix} \right)$ and $W \in \{0,1\}$. Assumption 2.1 is trivially satisfied. Also, if $|\rho(0)| \neq |\rho(1)|$, Assumption 2.2 is verified (see Dunker et al. 2014 for a formal proof). The conditional density of $Y$ given $(X,W)$ and its derivative are given by

$$f_{Y|X,W}(y|x,w) = \frac{1}{\sqrt{1 - \rho^2(w)}} \phi \left( \frac{y - \rho(w)x}{\sqrt{1 - \rho^2(w)}} \right),$$

$$\frac{\partial}{\partial y} f_{Y|X,W}(y|x,w) = \frac{y - \rho(w)x}{(1 - \rho^2(w))^{3/2}} \phi \left( \frac{y - \rho(w)x}{\sqrt{1 - \rho^2(w)}} \right),$$

where $\phi$ is the pdf of a standard normal distribution, and the marginal and conditional density of $X$ given $W$ are equal and equal to a standard normal. Then, the uniform bounds in Assumption 2.3 are satisfied. Finally, let $H_j$ denote the $j$-th Hermite polynomial, with $\varphi(x) = \sum_{j=1}^{\infty} H_j(x) b_j$. From Dunker et al. (2014), we have that

$$E[\varphi(X)|U,W = w] = \sum_{j=1}^{\infty} E[H_j(X)|U,W = w] b_j = \sum_{j=1}^{\infty} H_j(U) \rho(w)^j b_j.$$  

Hence, $T_{\varphi_1}^s \varphi = \sum_{j=1}^{\infty} H_j(U)(\rho(1)^j - \rho(0)^j) b_j$. Let us assume that $|\rho(1)| > |\rho(0)|$. As

$$\sum_{j=1}^{\infty} H_j(U)(\rho(1)^j - \rho(0)^j) = \sum_{j=1}^{\infty} H_j(U)(\rho(1) - \rho(0)) \sum_{k=0}^{j-1} \rho(1)^{j-1-k} \rho(0)^k,$$

we can bound

$$\left| \sum_{k=0}^{j-1} \rho(1)^{j-1-k} \rho(0)^k \right| \leq |\rho(1)|^{j-1} \sum_{k=0}^{j-1} \left( \frac{|\rho(0)|}{|\rho(1)|} \right)^k = |\rho(1)|^{j-1} \left( 1 - \frac{|\rho(0)|}{|\rho(1)|} \right)^{j-1}.$$
Since the last term is $O(1)$, because $|\rho(1)| > |\rho(0)|$, then the $j$-th singular value of $T^\prime_{\phi_1}$ is bounded above by $|\rho(1)|^{j-1}$. A similar line of proof can be used when $|\rho(0)| > |\rho(1)|$. This shows that the eigenvalues of $T^\prime_{\phi_1}$ have exponential decay, and the inverse problem is severely ill-posed. Thus, the model $Y = \phi_1(X) + U$, with $U \perp W$ and $E(U) = 0$, is locally identified on $B_1$, as defined in 2.2 if \( b_j = \exp(-s_j) \) for $s > -\log(|\rho(0)| \lor |\rho(1)|)$. In this example, the dependence structure between $X$ and $U$ is solely captured by the correlation coefficient, which must change with the instrument $W$ (see also Hoderlein and Holzmann, 2011).

**Example 2** (Conditional completeness for multivariate $X$). Let us generalize the above example to a multivariate case. Let $X \in \mathbb{R}^p$ and $W$ be discrete with $L \geq 2$ mass points. We take a single discrete instrument with multiple mass points wlog. For instance, two binary instruments can be considered as one instrumental variable with four mass points. For $l = 1, \ldots, L$, let $\tau_l = P(W = l) > 0$, i.e., a category with zero probability of occurrence can be removed, and $\sum_l \tau_l = 1$. We let

$$
\begin{pmatrix}
U \\
X
\end{pmatrix} | W \sim N \left( \begin{pmatrix}
0 \\
0
\end{pmatrix}, \begin{pmatrix}
\Sigma_{UX}(W) & 0 \\
0 & \Sigma_X
\end{pmatrix} \right),
$$

where $\Sigma_X$ is a positive definite symmetric matrix, and $\Sigma_{UX}(W)$ is a $p \times 1$ vector of conditional covariances between $U$ and all the elements of $X$. The conditional distribution of $X$ given $(U = u, W = w)$ is normal with mean $\Sigma_{UX}(w)u$ and variance $\Sigma_X - \Sigma_{UX}(w)\Sigma_{UX}(w)$. While because of the independence of $W$ and $U$, the marginal distribution of $X$ given $U$ is a mixture of $L$ normal distributions, whose mixture weights are given by $\tau_l$. The marginal distributions of $X$ and $U$ are normal distributions with variances $\Sigma_X$ and 1, respectively. Therefore, the probability measures of $X$ and $U$ are square integrable with respect to the normal measure. Hermite polynomials form a complete orthogonal system with respect to the normal measure, so we use them as eigenfunctions of the operator $T^\prime_{\phi_1}$ (Letac, 1995, p. 120). All other assumptions for identification being satisfied as in the example above, we focus our discussion on Assumption 2.2. The function $\phi_1$ can be written as

$$
\phi_1(x) = \sum_{j=1}^{\infty} b_j^j H_j(x),
$$

where $H_j$ is a vector valued Hermite polynomial (as defined in Holmquist, 1996), and $b_j$ a $j$-vector of Fourier coefficients with \( \frac{(j+p-1)!}{j!(p-1)!} \) unique values. For a matrix $A$, we let $A^{(j)} = \otimes_{i=1}^{j} A$, the $j$-th order Kronecker product. We have that

$$
E \left[ \phi_1(X) | U = u, W = w \right] = \sum_{j=1}^{\infty} b_j^j \Sigma_{UX}(w) H_j(u)
$$

\footnote{For instance, when $j = p = 2$, the vector of $b_j$ is $4 \times 1$ with 3 unique entries.}
where the last result follows from the law of iterated expectations. Therefore, conditional completeness can be seen to be equivalent to

\[
\sum_{j=1}^{\infty} b_j^j \left( \sum_{l=1}^{L} \tau_l \Sigma_{uX}^{(j)}(w_l) \right) H_j(u) \xrightarrow{a.s.} 0 \quad \Rightarrow \quad \sum_{j=1}^{\infty} b_j^j \mathbf{H}_j(x) \xrightarrow{a.s.} 0,
\]

which, given the orthogonality between the Hermite polynomials, also implies

\[
b_j^j \left( \sum_{l=1}^{L} \tau_l \Sigma_{uX}^{(j)}(w_l) \right) \left( \sum_{l=1}^{L} \tau_l \Sigma_{uX}^{(j)}(w_l) \right)' \xrightarrow{a.s.} 0 \quad \Rightarrow \quad b_j^j \xrightarrow{a.s.} 0,
\]

for all \( j = 1, 2, \ldots \). A necessary and sufficient condition for this to hold is that \( \text{Var}(\Sigma_{uX}^{(j)}(W)) \) is non-singular. This implies that this matrix needs to have rank equal \( (j+p-1)! \) \( \frac{p}{(p-1)!} \) (the number of unique elements of the \( j \)-th time Kronecker product). Assuming \( \{\Sigma_{uX}^{(j)}(w_k), k = 1, \ldots, L - 1\} \) are linearly independent, the rank of this covariance matrix is at most \( L(L-1)/2 \). This is because

\[
\text{Var}(\Sigma_{uX}^{(j)}(W)) = \sum_{k=1}^{L} \tau_k \left( \sum_{l=1}^{L} \tau_l \Sigma_{uX}^{(j)}(w_l) \right) \left( \sum_{l=1}^{L} \tau_l \Sigma_{uX}^{(j)}(w_l) \right)' = \sum_{k=1}^{L} \sum_{l=1}^{L} \tau_k \tau_l \left( \sum_{l'=1}^{L} \Sigma_{uX}^{(j)}(w_k) - \Sigma_{uX}^{(j)}(w_l) \right) \left( \sum_{l'=1}^{L} \Sigma_{uX}^{(j)}(w_k) - \Sigma_{uX}^{(j)}(w_{l'}) \right) = \sum_{k=1}^{L} \sum_{l>k} \tau_k \tau_l \left( \sum_{l'=k}^{L} \Sigma_{uX}^{(j)}(w_k) - \Sigma_{uX}^{(j)}(w_{l'}) \right) \left( \sum_{l'>k} \Sigma_{uX}^{(j)}(w_k) - \Sigma_{uX}^{(j)}(w_{l'}) \right)'
\]

The summation with respect to \( l \) is over \( L-k \) linearly independent terms (because the \( \Sigma_{uX}^{(j)}(w_k) \)'s are linearly independent), and therefore the rank of that matrix is \( L-k \). Hence \( \sum_{k=1}^{L} (L-k) = L(L-1)/2 \). Therefore, for any \( p > 1 \), conditional completeness requires a discrete instrument with infinite support or a continuous instrument.

Identification using discrete instruments with finite support can be restored if other conditions are imposed. For instance, under additivity, i.e., \( \varphi_1(x) = \sum_{k=1}^{p} \varphi_{1,k}(x_k) \), we only need \( L(L-1)/2 \geq p \), for all \( j = 1, 2, \ldots \). For instance, if \( p = 2 \), this requires \( L \geq 3 \) for conditional completeness to hold.

Similarly, if we wish to truncate the order of the basis approximation at \( j^* \geq 1 \) for \( p \) given, we need to have

\[
\frac{L(L-1)}{2} \geq \frac{(j^* + p-1)!}{j^! \cdot (p-1)!},
\]

which, for \( p = J^* = 2 \), again implies we must have \( L \geq 3 \). In the same scenario, and if we were to use only the restriction \( \text{Cov}(U,W) = 0 \), we would have four parameters and thus need \( L \geq 4 \).
3. Estimation

Recall that the model is written as $Y = \varphi_\dagger(X) + U$, where $X$ potentially depends on $U$, and $\varphi_\dagger$ is the true value of the function of interest. We assume there exists an instrumental variable, $W$, such that $U \perp W$ with $E(U) = 0$.

We observe an IID sample $\{(Y_i, X_i, W_i), i = 1, \ldots, n\}$ from the joint distribution of the random vector $(Y, X, W)$, and we take the support of $X$ to be compact and restricted to be the interval $[0, 1]^p$ without loss of generality.

The estimation procedure is based on equation (10), where $F$ is replaced by a nonparametric estimator. Equation (10) is a nonlinear integral equation that defines an ill-posed inverse problem.

In the case of nonlinear equations, we may consider both concepts of global and local ill-posedness. Global ill-posedness implies that the equation does not have a unique solution that depends continuously on $F$. This property has been studied by Gagliardini and Scaillet (2012) in a more general case. Our approach is based on local ill-posedness. This property is characterized by the linear approximation at the true value, $T'_\varphi_\dagger$, which exists, and it is a compact operator under Assumptions 2.1 and 2.3. Then $T'_\varphi_\dagger$ does not have a continuous inverse, and the problem is locally ill-posed.

The local ill-posedness of equation (10) requires using a regularization technique to obtain consistent estimators. Many solutions exist, but it is commonly accepted in the mathematical literature that iterative methods are the easiest to implement. We limit ourselves to the LF method, which is the simplest iterative method. More sophisticated methods can be used that do not require some of the smoothness restrictions imposed in our work. However they seem less suited for econometric problems, in which both the operator $T$ and the function of interest $\varphi_\dagger$ can be taken to be very regular. The main issue with LF regularization for nonlinear inverse problems is that it cannot take full advantage of the smoothness of the regression function (i.e., it saturates at a certain level of regularity). In particular, Definition 2.2 requires that $s$, the decay of the generalized Fourier coefficients of $\varphi_\dagger$, is larger than $a$, the decay of the eigenvalues of $T'_\varphi_\dagger$ to zero. However in this context and under the additional conditions imposed below, LF regularization saturates at $s = a$ for both the mildly and the severely ill-posed inverse problem and prevents achieving a faster convergence rate. Therefore, to better accommodate the smoothness imposed by our identification conditions, we consider the estimation of the first partial derivatives of $\varphi_\dagger$, rather than of the function itself. As we explain in more detail below, this approach allows us to exploit the additional regularity of the class of continuously differentiable functions. Once the first derivative is estimated, we integrate with respect to the corresponding endogenous variable to recover the function of interest. Moreover, the first derivative has an important meaning in empirical analysis, as it measures marginal effects.
Let us denote by $\varphi_j' = D\varphi_j$ the first partial derivative of $\varphi_j$ with respect to any of its arguments. $D$ is a differential operator, with $D^{-1}$ being an integral operator. Without loss of generality, we assume that the partial derivative is always taken with respect to the first component of $X$, $X_1$, and we denote as $X_{-1}$ the remaining components. That is,

$$(D^{-1}\varphi_j')(x) = \int_{-\infty}^{x_1} \varphi_j'(\xi, x_{-1}) d\xi.$$  

We let $\mathcal{E}' \subseteq \mathcal{E}$ be the space of centered, one-time differentiable functions of $X$, whose derivative is square-integrable. $\mathcal{E}'$ is dense in $\mathcal{E}$. $D^{-1}$ is a linear operator, and the Fréchet derivative of the operator $T$ exists under the same conditions as above. $D$ is playing the role of Hilbert scale, and the ill-posedness of the inverse problem and the smoothness of $\varphi_j'$ are going to be linked to the properties of $D$. Finally, we define $A_{\varphi_j} = T_{\varphi_j}' D^{-1}$, as the Fréchet derivative of $T$ with respect to $\varphi_j'$.

We first describe the numerical algorithm and its implementation. We defer the study of the properties of this estimator to Section 4. The LF algorithm is based on the following recursive definition

$$(12) \quad \varphi_{j+1}' = \varphi_j' - c A_{\varphi_j}' T(\varphi_j), \quad \text{and} \quad \varphi_j = D^{-1} \varphi_j',$$

where $j = 0, 1, 2, \ldots, N(c) - 1$ is an integer and $N(c) > 0$ is the total number of iterations, our regularization parameter, and $c > 0$ determines the size of the step between consecutive iterations.

The algorithm in (12) requires a closed-form expression for $A_{\varphi_j}'$, the adjoint of $A_{\varphi_j}$. $A_{\varphi}$ is a linear operator from $L^2_X$ into $L^2_{U \times W}$. Therefore, $A_{\varphi}'$ is a linear operator from $L^2_{U \times W}$ into $L^2_X$ which ought to satisfy the following relation

$$\int \int [A_{\varphi}\varphi'](u, w) \psi(u, w) f_{U,W}(u, w) dudw = \int \varphi'(x) [A_{\varphi} \psi](x) f_X(x) dx \quad \forall \varphi' \in L^2_X, \quad \psi \in L^2_{U \times W},$$

with

$$\int \int [A_{\varphi}\varphi'](u, w) \psi(u, w) f_{U,W}(u, w) dudw = \int \int_{-\infty}^{x_1} \varphi'(\xi, x_{-1}) d\xi \psi(u, w) \left( f_{Y,X,W}(\varphi(x) + u, x|w) - f_{Y,X}(\varphi(x) + u, x) \right) f_U(u) f_W(w) dx dw du$$

$$= \int \varphi'(\xi, x_{-1}) f_X(\xi, x_{-1}) \left\{ \frac{1}{f_X(\xi, x_{-1})} \right\} \int \mathbb{1}(x_1 \geq \xi) \times$$

$$\left[ \int \psi(u, w) \left( f_{Y,X,W}(\varphi(x) + u, x|w) - f_{Y,X}(\varphi(x) + u, x) \right) f_U(u) f_W(w) dw du \right] dx \right\} d\xi.$$
Some algebra leads to
\[
(A^*_\varphi \psi) (\xi) = \frac{1}{f_X(\xi, x-1)} \int \mathbb{I}(x_1 \geq \xi) \times 
\left[ \int \int \psi(u, w) \left[ f_{Y,X,W}(\varphi(x) + u, x, w) - f_{Y,X}(\varphi(x) + u, x) f_W(w) \right] f_U(u) dudw \right] dx_1,
\]
which reduces to
\[
(A^*_\varphi \psi) (x) = \frac{1}{f_X(x)} \int \mathbb{I}(\xi \geq x_1) E \left[ (\psi(u, w) - E_W [\psi(u, W)]) \right] f_X(\xi) d\xi,
\]
where \(E_W\) denotes the expectation taken with respect to the marginal distribution of \(W\), and we inverted the role of \(\xi\) and \(x_1\) to simplify notations. The LF estimator of \(\varphi'_i\) is therefore given by
\[
\varphi'_{i+1} = \varphi'_i - c A^*_\varphi^i \hat{T}(\varphi_j),
\]
with \(\hat{T}(\varphi_j)\) an estimator of \(T(\varphi)\) computed at the point \(\varphi_j\), and \(A^*_\varphi^i\) an estimator of the adjoint of \(A_{\varphi^j}\). These objects are constructed as follows.

1. Select an initial value, \(\varphi'_0\), to start our iterative procedure. The choice of the initial condition is crucial for the convergence of the algorithm, and it is thus advisable to experiment with several possible choices of it. One could take \(\varphi'_0\) equal to the nonparametric estimation of the first derivative of \(E[Y|X]\). Another possible choice is to use a control function \(V\), such that \(U \perp X|V\), and estimate the first derivative with respect to \(X\) of \(E[Y|X,V]\), an additive function of \(X\) and \(V\) in our model specification. Finally, it is possible to use flexible parametric estimation that embeds the independence assumption. We introduce this parametric estimator in Section 3. The uninformative initial condition, \(\varphi'_0 = \varphi_0 = 0\), may be a bad choice, as at that point, the Fréchet derivative is always equal to 0, and the algorithm may get stuck in a local solution.

2. At each iteration \(j \geq 0\), we compute the centered residuals
\[
\hat{U}_{ji} = Y_i - \hat{\varphi}_j(X_i) - \left( \frac{1}{n} \sum (Y_i - \hat{\varphi}_j(X_i)) \right).
\]
\(T(\hat{\varphi}_j)\) is the difference between the cdf of \(\hat{U}_{ji}\) conditional on \(W\) and the unconditional cdf. In this paper, we use a nonparametric kernel estimator
\[
\hat{T}(\hat{\varphi}_j)(u, w) = \frac{\sum_{i=1}^{n} \bar{C}_{h_u} (u - \hat{U}_{ji}) L_{h_w} (w - W_i)}{\sum_{i=1}^{n} L_{h_w} (w - W_i)} - \frac{1}{n} \sum_{i=1}^{n} \bar{C}_{h_u} (u - \hat{U}_{ji}),
\]
where $C$ is a nonparametric kernel (e.g., Gaussian, Epanechnikov), $\hat{C}$ its distribution function, $L$ is a discrete kernel defined in Assumption A.4, and $h_u$ and $h_w$ are bandwidths (see, e.g., Li and Racine, 2008). When $W$ is binary, $\hat{T}(\varphi_j)$ may also be computed by sorting with respect to the different values of $W$ (see Section 5).

(3) The density $f_U(u)$ is estimated by the usual kernel density method, using the fitted residuals, $\hat{U}_{ji}$. Finally, $\hat{A}_{\varphi_j}^* \hat{T}(\varphi_j)$ is given by

$$
(\hat{A}_{\varphi_j}^* \hat{T}(\varphi_j))(x) = \frac{1}{n} \sum_{i=1}^{n} \frac{1}{\hat{n}_h} \frac{1}{\sum_{i=1}^{n} \hat{C}_h (x_i)} \hat{C}_h (x - X_i),
$$

with tuning parameter $h_x$, where

$$
\tilde{T}(\hat{U}_{ji}, W_i) = \hat{T}(\varphi_j)(\hat{U}_{ji}, W_i) - \frac{1}{n} \sum_{i=1}^{n} \hat{T}(\varphi_j)(\hat{U}_{ji}, W_i).
$$

(4) The constant $c > 0$ needs to be chosen in such a way that $c \| A_{\varphi_j}^* A_{\varphi} \| < 1$, for $\varphi' \in L^2_{X, \hat{C}}$. $T_{\varphi'}$ and $T_{\varphi}^*$ are defined as products of a conditional expectation operator with $f_U(u)$. Thus $\| T_{\varphi'}^* T_{\varphi} \| \leq M_1^2$, where $M_1$ is defined in Assumption 2.3(i) and $\| D^{-1} \| \leq 0.5 |X_1|$, where $|X_1|$ is the length of the support of $X_1$ (Florens, Racine and Centorrino, 2018). Therefore, any $c < \frac{2}{|X_1| M_1^2}$ guarantees convergence of our iteration scheme, i.e., it guarantees that $c A_{\varphi_j}^* A_{\varphi}$ is a contraction. Values of $c$ closer to the upper bound imply a bigger step size and a smaller number of iterations, although the approximation may be rather imprecise. While values of $c$ closer to 0 imply a smaller step size, a larger number of iterations to achieve convergence, and better precision. Besides this restriction, the choice of $c$ is not essential for the consistency of the LF estimator. To balance precision and computational speed, we take $c = 0.5$. This choice should be conservative enough when $M_1 \leq 1$. For $M_1 > 1$, smaller values of $c$ may be necessary to achieve convergence.

(5) Bandwidths can be chosen by Silverman’s rule of thumb (e.g., for $X \in \mathbb{R}^p$, $h_j = (4/n(p + 2))^{1/p} \sqrt{\text{Var}(X_j)}$, for $j = 1, \ldots, p$; see Silverman, 1986) or by leave-one-out cross-validation.

The bandwidth $h_u$ needs to be updated at each iteration as we update $\hat{U}_{ji}$. Cross-validation

---

6Let us denote $r(u, w) = E[\tilde{\varphi}(X)|U = u, W = w]$. Using the independence between $U$ and $W$, we can write $|T_{\varphi'}|^2 = E_{(U,W)} \{ f_U(U) [r(U, W) - r(U, W)] \}^2$,

where $E_{(U,W)}$ and $E_W$ denote expectations with respect to the distribution of $(U, W)$ and $W$, respectively. Therefore,

$$
E_{(U,W)} \{ f_U(U) [r(U, W) - r(U, W)] \}^2 = E_U \{ f_U(U) \text{Var}_W (r(U, W)) \} \leq E_U \{ f_U(U) \text{Var}_W (r(U, W)) \} \leq M_1^2 E \{ \tilde{\varphi}^2(X) \}.
$$

This implies $|T_{\varphi'}| \leq M_1$. As $T_{\varphi'}^*$ is the adjoint of $T_{\varphi'}$, we directly have that $|T_{\varphi'}|^2 = |T_{\varphi'}^*|^2 = \| T_{\varphi'}^* T_{\varphi'} \| \leq M_1^2$.
may lead to better finite sample properties as bandwidths adapt to the smoothness of the unknown population objects. However, it can be computationally intensive, and users may prefer to use rule-of-thumb smoothing parameters to speed up computations. Proving the optimality of these choices is beyond the scope of the present paper.

(6) The last point is the choice of the stopping rule. This choice is crucial, as the stopping rule provides the regularization of the ill-posed inverse problem. It is common in the mathematical literature to adopt the so-called Morozov’s discrepancy principle (see Blanchard, Hoffmann and Reiß [2018] Kaltenbacher et al. [2008] Mozorov [1967]). This principle leads to iterating up to \( N_0(c) > 0 \), such that \( \| \hat{T}(\hat{\varphi}_{N_0(c)}) \|^2 \) is smaller than or equal to a pre-specified tolerance level. In practice, it is hard to determine this tolerance level in economic applications. Therefore, we choose the number of iterations by simple minimization of the error norm, \( \| \hat{T}(\hat{\varphi}_j) \|^2 \). Florens et al. (2018) have successfully applied a similar approach to linear ill-posed inverse problems with LF regularization. However, to avoid over-regularizing (i.e., choosing an excessive number of iterations), we also suggest fixing a ceiling, \( N_{\text{max}} \), which is based on the asymptotic theory derived below. We then proceed as follows: at each iteration \( j = 1, 2, \ldots, N_{\text{max}} \), we compute \( \| \hat{T}(\hat{\varphi}_j) \|^2 \), and take \( N_0(c) = \arg \min_{j \in [1, N_{\text{max}}]} \| \hat{T}(\hat{\varphi}_j) \|^2 \).

We assess the finite sample properties of this criterion in Section 5.

(7) At each iteration, we can compute \( \hat{\varphi}_j \) as

\[
\hat{\varphi}_j(x) = D^{-1}\hat{\varphi}'_j(x) + \frac{1}{n} \sum_{i=1}^{n} (Y_i - D^{-1}\hat{\varphi}'_j(X_i)).
\]

The integral operator can be approximated using, for instance, the trapezoidal rule. The numerical approximation error in computing the integral operator is negligible compared to the nonparametric estimation error, so we take the operator \( D^{-1} \) as known.

4. Asymptotic Properties

For nonlinear inverse problems, iteration methods like the one used here would generally not converge globally. We can prove local convergence by appropriately restricting the initial condition and controlling the behavior of the Fréchet derivative of the operator \( \hat{T} \). In the following, the number of iterations, \( N \), should be taken as a function of \( c \) and the sample size, \( n \), although we shall not make this dependence explicit. We also let \( \varphi_0 \) and \( \varphi'_0 \) denote the probability limit of the (random) initial conditions \( \hat{\varphi}_0 \), and \( \hat{\varphi}'_0 \). We assume the following.

**Assumption 4.1.** \( \varphi_j \in \mathcal{E}' \) and is locally identified on \( \mathcal{B}_f \).

**Assumption 4.2.** \( \varphi_0 \in \mathcal{B}_f \).
Assumption 4.1 imposes smoothness restrictions and local identification of the parameter of interest (see Section 2). Assumption 4.2 is a sufficient condition to guarantee local convergence of the iterative procedure. Under these conditions, we prove the following result.

**Proposition 4.1.** Let Assumptions 4.1 and 4.2 hold and

\[
\left\| \left( T_{\varphi_1}^{s*} T_{\varphi_1}^t \right) \left( T_{\varphi_j}^{s*} T_{\varphi_j}^t \right)^{-1} \right\| \leq \frac{1}{M_4},
\]

with \( M_4 \geq 1 \), uniformly on \( \mathcal{B}_{\varphi_1} \), for all \( j = 0, 1, 2, \ldots \). Then, \( \varphi_j \in \mathcal{B}_{\varphi_1} \) for all \( j = 1, 2, \ldots \), and the LF algorithm in (12) converges to \( \varphi_1 \).

This Proposition states that, at each iteration, the LF algorithm approaches \( \varphi_1 \). Under Assumption 4.2, this also implies that the LF algorithm stays in \( \mathcal{B}_{\varphi_1} \). The proof is provided in Section A.3 of the Appendix. The condition in (18) implies that the eigenvalues of \( T_{\varphi_j}^{s*} T_{\varphi_j}^t \) go to zero at a speed that is at most the one of the eigenvalues of \( T_{\varphi_1}^{s*} T_{\varphi_1}^t \). As the decay of the singular values of \( T_{\varphi_1}^t \) determines the ill-posedness of the inverse problem, we essentially require that the degree of ill-posedness is no larger than the true one at each step of the LF algorithm. We further impose the following.

**Assumption 4.3 (Source Condition).** Let Assumption 4.2 hold. There exists \( \beta > 0 \), such that

\[
\varphi_0' - \varphi_1' = \left( A_{\varphi_1}^* A_{\varphi_1} \right)^{\frac{\beta}{2}} v,
\]

with \( v \in L^2_X \), and \( \| v \| = 1 \).

**Assumption 4.4 (Link condition).** For \( a > 1 \), \( \left( T_{\varphi_1}^{s*} T_{\varphi_1}^t \right)^{\frac{1}{2a}} \sim D^{-1} \).

Assumption 4.3 is a Hölder source condition \cite{Engl2000}. This condition is widely used in linear inverse problems to relate the properties of the function of interest with the properties of the conditional expectation operator (see \cite{Carrasco2007} among others). In the nonlinear inverse problem literature, a similar condition is imposed \cite{Dunker2014, Dunker2021, Kaltenbacher2008}. However this condition does not apply directly to the smoothness properties of \( \varphi_1' \), but it is rather a condition on the local properties of our initial guess. With \( a \) measuring the rate of decay of the eigenvalues of \( T_{\varphi_1}^t \), Assumption 4.4 links the smoothness of the conditional expectation operator to the one of the integral operator, \( D^{-1} \) \cite{Engl2000}. The notation \( \sim \) is used here to indicate that the eigenvalues of \( D^{-a} \) decay at least as fast as the singular values of \( T_{\varphi_1}^t \), i.e. the operator \( T_{\varphi_1}^t \) smooths a function at least as much as \( D^{-a} \). If \( s \) is the speed of decay of the generalized Fourier coefficients of \( \varphi_0' - \varphi_1' \), \( \beta = \frac{s-1}{a+1} \).
then Assumption 4.3 is equivalent to \( \phi_0' - \phi_1' = (T^{\prime s}_{\phi_0} T^{\prime s}_{\phi_1}) \frac{(s-1)}{2s} v \) and \( \phi_0 - \phi_1 = (T^{s}_{\phi_0} T^{s}_{\phi_1}) \frac{1}{2s} v \). That is, if \( \phi_0' - \phi_1' \) has regularity \( \beta \), then \( \phi_0 - \phi_1 \) has regularity \( \beta + (a + 1)^{-1} \) with respect to the operator \( A_{\phi_1} \). Moreover, Assumption 4.4 also implies \( \phi_0 - \phi_1 \) has regularity \( \beta \) up to the \( s \)th order. Assumption 4.3 could be extended to encompass a logarithmic source condition as in [Dunker 2021]. This is a generalization that we do not pursue here.

The conditions imposed so far are not sufficient to derive an upper bound in the \( L^2 \) norm for our estimator. We also need to restrict further the local behavior of the Fréchet derivative and its adjoint. For any pair of functions \( \varphi, \tilde{\varphi} \in \mathcal{E} \), and \( \psi \in L^2_{U \times W} \), we can write

\[
(\tilde{T}_{\varphi} \tilde{\varphi})(u, w) = \int \hat{t}(\varphi(x) + u, x, w)\tilde{\varphi}(x) dx
\]

\[
(\hat{A}_{\varphi}^s \psi)(x) = \int \int \hat{t}^s(\varphi(\xi, x-1) + u, x, w) \left( \psi(u, w) - \frac{1}{n} \sum_{i=1}^{n} \psi(u, W_i) \right) d\xi du dw,
\]

where we take

\[
\hat{t}(\varphi(x) + u, x, w) = \hat{f}_{Y \mid W}(\varphi(x) + u, x|w) - \hat{f}_{Y \mid X}(\varphi(x) + u, x)
\]

\[
\hat{t}^s(\varphi(\xi, x-1) + u, x, w) = \frac{1}{\hat{f}_X(x)} \mathbb{I}(\xi \geq x_1) \hat{f}_{Y \mid X}(\varphi(\xi, x-1) + u, \xi, x-1, w) \hat{f}_{Y \mid X}(\varphi(x))(u),
\]

to be the kernels of \( \tilde{T}_{\varphi} \) and \( \hat{A}_{\varphi}^s \), respectively. Since \( W \) is a discrete variable, integrals can be replaced by sums, where appropriate, and we use the integral notation without loss of generality.

The marginal density of \( W \) is estimated using a discrete kernel \( L(\cdot) \) with bandwidth \( h_w \) such that

\[
\hat{f}_W(w) = \frac{1}{n} \sum_{i=1}^{n} L_{h_w}(w - W_i).
\]

The properties of this function are given in Assumption 4.4 (see [Aitchison and Aitken 1976; Li and Racine 2007]). We only note here that when the bandwidth \( h_w = 0 \), \( L(\cdot) \) reduces to the product of indicator functions, and \( \hat{f}_W(w) \) is the usual frequency estimator. Then we let

\[
\hat{f}_X(x) = \frac{1}{nh_x^p} \sum_{i=1}^{n} C_{h_x}(x - X_i, x)
\]

\[
\hat{f}_U(u) = \frac{1}{nh_u} \sum_{i=1}^{n} C_{h_u}(u - U_i)
\]

\[
\hat{f}_{Y \mid X}(y, x) = \frac{1}{nh_x^p} \sum_{i=1}^{n} C_{h_x}(y - Y_i) C_{X, h_x}(x - X_i, x)
\]

\[
\hat{f}_{Y \mid X, W}(y, x, w) = \frac{1}{nh_x^p h_u} \sum_{i=1}^{n} C_{h_u}(y - Y_i) C_{X, h_x}(x - X_i, x) L_{h_w}(w - W_i)
\]
\[
\hat{f}_{Y|X|W}(y, x|w) = \frac{\hat{f}_{Y, X, W}(y, x, w)}{\hat{f}_W(w)},
\]

We choose the points \(u\) in expanding sets of the form \(\{u : |u| \le \ell_n\}\), where \(\ell_n\) is a sequence that is either bounded or diverging slowly to infinity so that we can allow for error distributions with unbounded support (see Hansen 2008). Finally, we make additional assumptions about the estimated operators and their convergence, and we appropriately restrict the behavior of the tuning parameters.

**Assumption 4.5.** \(\hat{T}\) is Fréchet differentiable for all \(\varphi \in \mathcal{E}'\).

**Assumption 4.6.** For \(\varphi \in \mathcal{E}'\), with \(h_w = O(n^{-1})\), we have that

\[
E\|\hat{T}(\varphi) - T(\varphi)\|^2 = O\left(\frac{1}{n} + h_u^2\rho\right) = O(\delta_n^2)
\]

\[
E\|\hat{A}^*_{\varphi} - A^*_{\varphi}\|^2 = O\left(\frac{1}{nh_x^p} + h_x^2\rho\right) = O(\gamma_n^2),
\]

with \(\delta_n, \gamma_n \to 0\), as \(n \to \infty\).

**Assumption 4.7 (Tuning parameters).** Let \(\epsilon \in (0, 1/2)\), and

\[
\kappa_n = \inf_{\{w : |u| \le \ell_n\}} f_U(u).
\]

The tuning parameters satisfy the following restrictions

(i) \(\delta_n N = O(1)\) and \(\gamma_n N^{\epsilon+1} = o(1)\).

(ii) \[
\frac{(\delta_n \vee \gamma_n)\sqrt{N}}{h_u^2\kappa_n} = o(1).
\]

(iii) \[
\frac{N^{-\epsilon/2}}{h_u^2\kappa_n} = O(1).
\]

Assumption 4.5 guarantees that we can locally control the behavior of the estimated operators. Assumption 4.6 gives the rate of convergence of the operators in Mean Integrated Squared Error (MISE) (Li and Racine 2008; Darolles et al. 2011; Florens et al. 2018). As all conditioning IVs are discrete, and following Li and Racine (2008), the bias term only depends on \(h_w\), and it can be made asymptotically negligible by choosing \(h_w = O(n^{-1})\). This result does not depend on the dimension of \(W\). Similarly, one can choose \(h_u = O(n^{-1/2}\rho)\) so that \(\hat{T}(\varphi)\) has parametric rates of convergence for all \(\varphi \in \mathcal{E}'\). \(\hat{A}^*_{\varphi}\) is the partial integral of a conditional expectation operator, and its rate depends on the dimension of the conditioning variable. Its estimation also depends on \(\hat{f}_U\), the density of the error term at \(\varphi\). The latter is negligible as long as \(h_u = o(1)\), and \(nh_x^p \to \infty\). This
result can be proven using a standard argument for U-statistics, and it is omitted here for brevity. In Darolles et al. (2011), with $W$ continuous, the variance term depends on $h_w^q$. However, with $W$ discrete, the variance term does not depend on $h_w^q$, and the bias generated by smoothing with respect to the discrete instruments is negligible when $h_w = O(n^{-1})$. We specialize this example in Section 5 to the case of a binary instrument $W$. Assumption 4.7 imposes restrictions on the tuning parameters. Proposing a data-driven procedure for the choice of these parameters is an essential step to be pursued in future research.

**Proposition 4.2.** Let Assumptions 4.1–4.5 and A.1–A.6 hold. Then we have the following:

(a) There exists a positive constant $\hat{M} < \infty$, such that

$$\|\hat{T}(\hat{\varphi}_j) - \hat{T}(\varphi_j) - \hat{T}'_{\varphi_j}(\hat{\varphi}_j - \varphi_j)\| \leq \hat{M}\|\hat{\varphi}_j - \varphi_j\|^2$$

almost surely.

(b) Let $L^2_{U_j \times W}(x)$, be the space of square-integrable functions with respect to the joint distribution of $(U_j, W)$ given $X = x$. There exists an operator $K_{\varphi_j, \hat{\varphi}_j} : L^2_{U_j \times W}(x) \rightarrow L^2_{U \times W}(x)$ defined as

$$(K_{\varphi_j, \hat{\varphi}_j}\psi)(v, w) = \frac{\psi(v - \hat{\varphi}_j(x) + \varphi_j(x), w)\hat{f}_{U_j}(v - \hat{\varphi}_j(x) + \varphi_j(x))}{\hat{f}_U(v)},$$

where $\psi \in L^2_{U_j \times W}(x)$, such that

$$(\hat{A}_{\hat{\varphi}_j}^* \psi)(x) = (\hat{A}_{\hat{\varphi}_j}^* K_{\varphi_j, \hat{\varphi}_j}\psi)(x),$$

and

$$\|K_{\varphi_j, \hat{\varphi}_j} - I\| \leq Mh_u^{-2}\kappa_n^{-1}\|\hat{\varphi}_j - \varphi_j\|,$$

where $I$ is the identity operator, and $M = M_2M_3$, as defined in Assumption 2.3.

Proof of this Proposition is in Section A.3 of the Appendix. This Proposition restricts the local behavior of the Fréchet derivatives to ensure convergence of the LF algorithm. It also shows that we have to pay a price to approximate the density of the unknown error term by the density of the regression residuals. This is tantamount to the usual estimation error with nonparametric generated regressors (Mammen, Rothe and Schienle, 2012). When the density of the error term is uniformly bounded away from 0 over its support, $\kappa_n$ is a constant. However, as we want to allow for distributions with unbounded support, we let $\kappa_n$ converge to 0 as $n$ approaches $\infty$.

The following Theorem contains the main result of this Section.
Theorem 4.1. Let Assumptions 4.1-4.7, and A.1-A.7 hold for $\beta = \beta \land (1-\epsilon)$, with $\epsilon > 0$, as defined in Assumption 4.7(iii). Then,

$$
\left( E \parallel \hat{\varphi}' N - \varphi' \parallel^2 \right)^{1/2} = O \left( \delta_n \sqrt{N} + \gamma_n N^{1-\beta} \ln(N) \mathcal{B}(\beta-2,2) N^{\frac{1}{2} - 1} \right),
$$

$$
\left( E \parallel \hat{\varphi} - \varphi \parallel^2 \right)^{1/2} = O \left( \delta_n N^{\frac{\alpha}{2(a+1)}} + \gamma_n N^{\frac{\alpha}{2(a+1)}} \ln(N) \mathcal{B}(\beta-2,2) N^{\frac{1}{2} - 1} \right) + N^{-\beta/2 - 1/(2(a+1))} \mathcal{B}(\beta-2,2) N^{\frac{1}{2} - 1} \left( E \parallel \hat{\varphi}_0 - \varphi_0 \parallel^2 \right)^{1/2}.
$$

The result of this Theorem gives an upper bound on the Mean Integrated Squared Error (MISE) of our estimator. Loosely speaking, the MISE depends on a regularization bias, $N^{-\beta/2}$, which decreases with the number of iterations, $N$, and varies with the regularity of the function, $\beta$; and a variance term, which is a function of the estimation error, and increases as $N$ diverges. The restriction $\beta \leq 1$ for LF regularization in nonlinear ill-posed inverse problems is not original to us. It is well-established in the mathematical literature that the regularization bias at iteration $j+1$ is of order $(j+1)^{-\beta/2}$. This regularization bias accumulates across $N$ iterations, and, for $\beta$ sufficiently large, it would converge to a non-zero constant as $N \to \infty$. This could be considered a saturation effect for LF regularization in the context of nonlinear ill-posed inverse problems (see Carrasco et al., 2007, for a discussion of the saturation effect in linear inverse problems with Tikhonov regularization). Moreover, there is an additional saturation effect on $\beta$ in our case, as we need the regularization bias to go to zero fast enough so that the additional error from the nonparametric estimation of the unknown density of the residuals is negligible. Therefore, we need $\beta \leq 1 - \epsilon$, where $\epsilon > 0$ satisfies Assumption 4.7(iii). For $\beta > 1 - \epsilon$, we simply cannot take full advantage of the source condition in Assumption 4.3 and the bias converges at a lower speed. Under this restriction on $\beta$, the upper bound is the same one we would get in the context of a linear ill-posed inverse problem with Hölder source condition (Florens et al., 2018). Finally, the estimation of the first derivative allows us to extend our result to more regular functions, as the order of convergence of $\hat{\varphi}_N$ to $\varphi_\dagger$ is improved by integration. This result could be further extended by considering a general approach to LF regularization in Hilbert scales (Kaltenbacher et al., 2008, p. 30).

Finally, the rate of convergence depends on the approximation properties of the initial condition. One could choose $\hat{\varphi}_0$ in a way that it converges to $\varphi_0$ at a rate faster than $\delta_n \sqrt{N} \lor \gamma_n N^{1-\beta}$. This is satisfied by parametric regression models and nonparametric regressions.

There are several important differences between our result and the one in Dunker (2021). First of all, the result in Dunker (2021) is of more general scope than the one provided here and obtained
under high-level regularity conditions. The Newton method used by Dunker (2021) does not suffer from the saturation effect of LF regularization, although its implementation is more cumbersome as it involves outer and inner iterations of the regularization scheme. Moreover, to the best of our understanding, Dunker (2021) directly treats $T^\prime \hat{\varphi}_j$ and $T^\prime \hat{\varphi}_t$ as operators with the same range and does not consider the estimation error that arises from the use of the regression residuals instead of the true error. In his running example of quantile IV regression, this approach seems appropriate. However, in our case, it is important to explicitly consider the nonlinearity in the approximation to provide guidance for the choice of tuning parameters.

Finally, Dunker (2021) provides conditions under which its rate is optimal, i.e.,

$$\left( E\|\varphi_N - \varphi^\dagger\|_2^2 \right)^{1/2} = O(\delta_n).$$

It is unclear whether our rates are optimal. When $\beta < 1 - \epsilon$, the dominating variance term depends on $\beta$, and the relationship between $\delta_n$ and $\gamma_n$. When $\beta \geq 1 - \epsilon$, there is a saturation effect that does not allow us to reach the optimal rate. We have the following.

**Corollary 4.2.** Let

(19) $\gamma_n N^{\frac{1-\beta}{2}} \ln(N) \mathbb{I}(\beta=2) N^{\left(\frac{3}{2} - 1\right)^{\nu_0}} = o\left(\delta_n \sqrt{N}\right)$.

Then, $N \approx \delta_n^{-\frac{2}{\beta}}$, and

$$\left( E\|\varphi_N - \varphi^\dagger\|_2^2 \right)^{1/2} = O\left(\delta_n^{\frac{\beta}{2}}\right)$$

$$\left( E\|\tilde{\varphi}_N - \varphi^\dagger\|_2^2 \right)^{1/2} = O\left(\delta_n^{\frac{\beta}{2}}\right).$$

Provided the variance term $\delta_n \sqrt{N}$ dominates, the result of this Corollary is obtained by balancing the variance and the squared bias terms in Theorem 4.1. E.g., if $\beta = 1$, condition (19) is satisfied if $\gamma_n = o\left(\delta_n \sqrt{N}\right)$. When $\beta \leq 1 - \epsilon$, i.e. $\beta = \beta_n$, we can reach the optimal rate. In particular, with $\beta = (s - 1)/(a + 1)$, we have

$$\left( E\|\varphi_N - \varphi^\dagger\|_2^2 \right)^{1/2} = O\left(\delta_n^{\frac{s-1}{s+1}}\right)$$

$$\left( E\|\tilde{\varphi}_N - \varphi^\dagger\|_2^2 \right)^{1/2} = O\left(\delta_n^{\frac{s-1}{s+1}}\right).$$

However we cannot reach the optimal rate for any $\beta > 1 - \epsilon$. Whether LF regularization in Hilbert scales can reach the optimal rate for nonlinear ill-posed problems is an interesting question to be pursued in future research.
5. **Estimation with a binary instrument. Simulations and example**

We consider in this Section a particular example where $X \in \mathbb{R}$ is a continuous variable and $W$ is a binary instrument. That is, $W \in \{0, 1\}$.

Recall that, for simplicity, we take $E(Y) = E(\varphi) = 0$. Under mean independence, the model is not identified. The restriction $E(U|W) = 0$ reduces to two conditions

\[ \int \varphi(x) f_{X|W}(x|w = 0) dx = \int \varphi(x) f_{X|W}(x|w = 1) dx = 0 \]

which cannot imply $\varphi = 0$, except when $X$ is also binary or when $\varphi$ is a two-parameter function in $X$.

When the completeness condition fails, a smooth regularized estimator of $\varphi$ obtained from the sample counterpart of $E(Y|W) = E(\varphi(X)|W)$ has a well-defined probability limit, which is the pseudo-true value

\[ \varphi^P(x) = \lambda_0 \frac{f_{X|W}(x|w = 0)}{f_X(x)} + \lambda_1 \frac{f_{X|W}(x|w = 1)}{f_X(x)}, \]

defined as the projection of $\varphi$ on the orthogonal complement of the null space of the conditional expectation operator. $\lambda_0$ and $\lambda_1$ are the unique solutions of the system

\[ \int \varphi(x) f_{X|W}(x|w = l) dx = \sum_{j=0,1} \lambda_j \int \frac{f_{X|W}(x|w = l)}{f_X(x)} f_{X|W}(x|w = j) dx, \text{ for } l = \{0, 1\}. \]

We provide proof of this result in Section A.4 of the Appendix and refer to Babii and Florens (2017) for a more general framework. Then to estimate $\varphi$ using $W$ as an instrument, we require additional assumptions, and the assumption $U \perp W$ with $E(U) = 0$ is convenient for this purpose. Nonetheless, we need some auxiliary completeness conditions to obtain identification.

Let us consider first the local condition in Assumption 2.2. In this case, it is equivalent to

\[ E(\varphi(X)|U = u, W = 1) \stackrel{a.s.}{=} E(\varphi(X)|U = u, W = 0) \Rightarrow \varphi \stackrel{a.s.}{=} 0. \]

We can, therefore, write the following decomposition

\[ \frac{f_{U,X|W}(u, x|j)}{f_{X|W}(x|j)f_U(u)} = \sum_{k=1}^{\infty} \lambda_k^{(j)} \chi_k(x) \psi_k(u), \]

where the functions $\chi$ and $\psi$ form an orthonormal basis in $L^2_{U \times X}$, and they do not depend on $j$ (this is for the sake of exposition and slightly generalizes our Example 1, where the densities of $(X, U)|W = 0$ and $(X, U)|W = 1$ have the same eigenfunctions).

Assumption 2.2 in this context can be interpreted as stating that if the singular value decomposition of the conditional expectation operators is the same when $W$ is equal to 0 or to 1, then the
instrument does not have any identifying power. This is true, whenever $|\lambda_k^{(0)}| = |\lambda_k^{(1)}|$, for all $k \geq 0$. On the contrary, whenever $|\lambda_k^{(0)}| \neq |\lambda_k^{(1)}|$, for all $k \geq 1$, then the condition in Assumption 2.2 is true only if $\varphi^\perp = 0$. Hence, the model is locally identified if the dependence structure between $X$ and $U$, as captured by the sequence $\lambda_k^{(j)}$, is different for $W = 1$ and $W = 0$.

We now consider estimation in the particular case of binary instruments. First, consider a parametric approach with

$$\varphi(x) = b(x)' \theta,$$

where $\theta \in \mathbb{R}^k$ and $b$ is a given vector of $k$ basis functions (polynomials, splines, etc.). This model is parametric if $k$ is fixed but may be viewed as a sieve estimation if $k$ is allowed to increase with $n$, although we do not pursue this interpretation further. The parametric estimation is based on the exogeneity restriction

$$P(U \leq u|W = 1) = P(U \leq u|W = 0).$$

Let us define

$$U_i(\theta) = Y_i - b(X_i) \theta - \left( \frac{1}{n} \sum_{j=1}^{n} (Y_i - b(X_i)) \theta \right)$$

and we estimate $P(U \leq u|W = j)$ by

$$\hat{F}_{\theta}(u|j) = \frac{1}{n_j} \sum_{i=1}^{n_j} \bar{C}_{h_u}(u - U_i(\theta)) \mathbb{I}(W_i = j)$$

where $\bar{C}$ is the cdf of a kernel function of order $\rho \geq 2$, $\mathbb{I}$ is the indicator function, $h_u$ is a bandwidth, and $n_j = \sum_{i=1}^{n} \mathbb{I}(W_i = j)$.

We minimize the Cramér-von Mises distance between the two conditional cdfs with respect to $\theta$

$$\sum_i (\hat{F}_{\theta}(u_i|1) - \hat{F}_{\theta}(u_i|0))^2$$

for a suitable grid of points $u_i$. An example of the application of this method is provided below.

A more flexible method (not dependent on a parametric functional form) follows from the application of the LF algorithm described in Section 3. One detail specific to the implementation with a scalar binary instrument is that we do not smooth the conditional cdf with respect to $W$, but we sort the data for $W = 0$ and $W = 1$. The Fréchet differentiability of the operator $T$ holds as long as the joint pdf of $(Y, X)$ given $W = w$ satisfies Assumption 2.1 (see also Dunker et al., 2014; Dunker, 2021).
Upon an appropriate choice of the bandwidth parameter, i.e., $h_u \asymp n^{-1/2\rho}$, we can take $\delta_n \asymp n^{-1/2}$ in Assumption 4.6. Similarly, for $A^*_x$, we write

$$
(\hat{A}^*_x \varphi) (x) = \int_{-\infty}^{x} \int [\psi(u,1)\hat{f}_{Y,X,W}(\varphi_1(x) + u,\xi,1) - \psi(u,0)\hat{f}_{Y,X,W}(\varphi_1(x) + u,\xi,0)] \hat{f}_{U}(u) \hat{f}_{X}(x) dud\xi,
$$

with $\psi \in L^2_{U \times W}$, $\hat{f}_{Y,X,W}(\varphi_1(x) + u,\cdot,\cdot)$, $\hat{f}_{X}(x)$ nonparametric estimators of the densities of observable components of the model, as described in Section 4, with bandwidth parameters $(h_x,h_u)$; and $\hat{f}_{U}(u)$, nonparametric estimator of the density of the error term, with bandwidth $h_u$. Using a second order kernel for the estimation of $\hat{f}_{Y,X,W}(\varphi_1(x) + u,\cdot,\cdot)$ and $\hat{f}_{X}(x)$, and using Assumption 4.6

$$
E \| \hat{A}^*_x - A_x^* \|^2 = O \left( \frac{1}{nh_x + h_x^4} \right),
$$

so that, upon an appropriate choice of the bandwidth parameter, i.e., $h_x \asymp n^{-1/5}$, we can take $\gamma_n = n^{-2/5}$ in Assumption 4.6. Both Silverman’s rule-of-thumb and leave-one-out cross-validation satisfy these requirements. We use the former in our simulation study and empirical application to speed up computations.

To satisfy the conditions of Assumption 4.7(ii), we then require

$$
\frac{n^{-\frac{2}{5} + \frac{1}{\rho}} \sqrt{N}}{\kappa_n} = o(1),
$$

because $\delta_n \vee \gamma_n = \gamma_n$. Let $\kappa_n \asymp n^{-\nu}$, with $\nu > 0$, we can pick $N$ such that

$$
N \ln(N) \asymp n \frac{2\nu(2-5\nu)-10}{5\rho}.
$$

A sufficient restriction for this condition to hold is

$$
\rho > \frac{5}{2 - 5\nu},
$$

with $\nu \in (0,2/5)$, which implies it may be advisable to take higher-order kernels for the estimation of the cdf and pdf of $\hat{U}$.

The condition on the bias term given in Assumption 4.7(iii) has a more cumbersome interpretation, as it depends on the unknown parameters $\epsilon$ and $\kappa_n$. However we would like to choose $h_u$ that goes to 0 as slowly as possible. In this respect, using higher-order kernel should also help reduce the bias of our estimator. Moreover, the order of the bias depends nonlinearly on $\beta$, and it is, therefore, more challenging to obtain an optimal order for $N$ based on the usual squared bias-variance trade-off. We thus propose to select the maximum number of iterations, $N_{\text{max}}$, according to equation (23). This rule applies up to a constant, which is inversely proportional to the value
of $c$ chosen (the smaller $c$, the higher the number of iterations we need for convergence), and we increase it with the variation in the dependent variable $Y$. In practice, we take this constant to be equal to $C_N = \alpha (Y_{\text{max}} - Y_{\text{min}})/c$, with $\alpha > 0$. We further take $\rho = 8$. As $\nu$, the decay at the tails of the distribution of $U$, is unknown in practice, we take it to be equal to 0 (which implicitly assumes compact support), and then floor the maximum number of iterations $N_{\text{max}}$. That is, we take

$$N_{\text{max}} \ln(N_{\text{max}}) = [CN^\frac{4\nu-10}{10\nu}] = [CN^\frac{11}{20}],$$

where, for a scalar $a$, $[a]$ denotes the integer smaller than or equal to $a$. This choice of $N_{\text{max}}$ avoids overfitting whenever the error term does not have bounded support. For every $N \leq N_{\text{max}}$, we proceed as described in Section 3: we compute the Euclidean norm of $\hat{T}(\hat{\phi}_j)$ at every iteration $j$ and take $N_0$ as the argmin of $\|\hat{T}(\hat{\phi}_j)\|^2$, for $j \in [1, N_{\text{max}}]$.

5.1. Finite sample properties. The finite sample properties are illustrated via the following simulations. The instrument $W_i \in \{0, 1\}$ with probabilities $\left(\frac{1}{3}, \frac{2}{3}\right)$ and $U_i \sim N(0, 1)$. The endogenous variable is given by

$$X_i = 1 + 0.5U_i - 0.1U_i^2 + (2 + 0.5U_i - 0.1U_i^2)W_i + \varepsilon_i,$$

where $\varepsilon_i \sim N(0, 1)$. The dependent variable is defined as follows

(DGP$_1$) \hspace{1cm} $Y_i = -1.5X_i + 0.3X_i^2 + U_i,$

(DGP$_2$) \hspace{1cm} $Y_i = 1.5\sin(0.5\pi X_i) + U_i.$

In both DGPs, the noise-to-signal ratio is about equal to one. We run 1000 simulations for each DGP. The initial condition, $\hat{\phi}_0'$, is selected in three different ways.

1. $\hat{\phi}_{0,1}':$ first derivative of the nonparametric local linear regression of $Y$ on $X$.

2. $\hat{\phi}_{0,2}':$ first derivative of the nonparametric control function estimator obtained under the assumption that $X = g_2(W,V)$, with $V \perp W$. The control function is estimated as the empirical cdf of $X$ conditional of $W$, and $\hat{\phi}_{0,2}'$ is obtained by one-step backfitting. In the first step, one estimates $E[U|V]$ by marginal integration of a nonparametric local linear regression of $Y$ on $(X,V)$. In the second step, one estimates $\hat{\phi}_{0,2}'$ using a local linear regression of $Y - \hat{E}[U|\hat{V}]$ on $X$.

3. $\hat{\phi}_{0,3}':$ Two-stage least squares (TSLS) estimator.

All starting values are inconsistent estimators of $\varphi_\dagger$. The control function assumption is not satisfied in our simulations, as there is no monotone relation between $X$ and $U$. TSLS is the
furthest from the true regression function, and it serves as a benchmark to assess the performance of our estimator with a poorly chosen starting value.

5.2. Monte-Carlo with $n = 1000$. We start by presenting the results for $DGP_1$. The left panel of Figure 1 shows the sample, the true curve, and the parametric and nonparametric estimators for one sample of simulated data. The dotted lines represent the starting values of our iterative procedure. The solid lines are the LF estimators obtained using each of the initial conditions, and the gray line is the correctly specified parametric estimator. Our nonparametric estimator behaves reasonably well compared to the fully parametric estimator. On the right panel, we show the decline of the Euclidean norm of $\hat{T}(\varphi)$ normalized in the interval $[0 < /− , 1]$ for the last 500 iterations, using different starting values, with $N_{max} = 4655$. For starting value 1, the stopping rule reaches its minimum at $N_0 = 1465$. Meanwhile, for starting values 2 and 3, the stopping rule is binding. Increasing the number of iterations would have further increased the variance of our estimator without necessarily improving the bias, as discussed above.

For $DGP_2$, we have similar results for starting values 1 and 2, but they substantially differ when starting from 3. The left panel of Figure 2 shows the sample, the true curve, and the nonparametric estimator for one sample of simulated data (where the dotted lines are the starting values of our iterative procedure). Because of the approximation error, the parametric estimator is farther from the true value and has a substantial bias. The nonparametric procedure appears to behave better...
in this case. On the right panel, we show the behavior of the empirical square norm of $\hat{T}(\varphi)$, which reaches its minimum at $N_0 = 944$ for starting value 1, and at $N_0 = 443$ for starting value 2. For starting value 3, we do not obtain a consistent estimator of $\varphi$. $N_0 = 263$, and the final estimator is a noisy version of the starting value, and the norm of $\hat{T}(\hat{\varphi}_j)$ diverges as $j$ grows. This last case exemplifies the scenario in which a bad initial condition is chosen, and the LF algorithm does not converge.

The sampling distributions of both our nonparametric estimates are presented in Figure 3, where the dotted lines are the pointwise 2.5% and 97.5% quantiles of the values of the estimates over 1000 simulation draws.

5.3. Monte-Carlo with varying sample size. We also provide evidence of our estimator performance as the sample size increases. We take the same setting and number of simulations as above, with $n = \{500, 1000, 2000\}$. For each DGP and initial condition, we compute the Mean Integrated Squared Error (MISE). Results are reported in Table 1.

|          | $\varphi_{0.1}$ | med($N_{0.1}$) | $\varphi_{0.2}$ | med($N_{0.2}$) | $\varphi_{0.3}$ | med($N_{0.3}$) | $\varphi_{0.1}$ | med($N_{0.1}$) | $\varphi_{0.2}$ | med($N_{0.2}$) | $\varphi_{0.3}$ | med($N_{0.3}$) |
|----------|-----------------|----------------|-----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| 500      | 0.671           | 2260           | 0.556           | 2115           | 1.795          | 2520           | 1.080          | 1027           | 1.496          | 918            | 18.443         | 520            |
| 1000     | 0.246           | 3782           | 0.208           | 3718           | 1.160          | 4175           | 0.215          | 1276           | 0.458          | 974            | 20.891         | 482            |
| 2000     | 0.156           | 6280           | 0.145           | 6275           | 0.989          | 6715           | 0.179          | 5252           | 0.339          | 1422           | 21.228         | 378            |

Table 1. MISE of the LF estimator and the median number of iterations for varying sample sizes.
The estimator behaves as expected with the MISE decreasing and the median optimal number of iterations increasing with the sample size. The only exception is when we initialize $DGP_2$ using the TSLS estimator. In this case, the estimator is not consistent, the MISE increases, and $N$ decreases with $n$.

**Table 2.** Monte-Carlo median and 95% range of the bandwidth parameters.

In Table 2 we also report the median value and 95% range of the chosen bandwidth parameters. We do not smooth with respect to $W$, and we use indicator functions instead. That is, $h_w = 0$ for all DGPs and sample sizes. We use a kernel of order 8 for the residuals, which, in line with our theoretical results, leads to a rate for $h_u$ proportional to $n^{-1/16}$. The bandwidth $h_x$ is instead chosen to be proportional to $n^{-1/5}$. As $h_u$ is chosen according to the distribution of the residuals, its value changes depending on the initial condition taken. Moreover, for $DGP_2$, when starting from $\hat{\varphi}'_{0,3}$, the LF algorithm does not converge. In this case, the median value of $h_u$ diverges instead of converging to 0 at the chosen rate.
6. Estimation of returns to education

We illustrate our methodology for estimating returns to education using data from the 1979 National Longitudinal Survey of Youth (NLSY, see Card, 1995; Torgovitsky, 2017). The model is the one used in the main body of the paper

\[ Y_i = \varphi(X_i) + U_i, \text{ with } i = 1, \ldots, n, \]

where \( Y \) denotes the logarithm of the wage; \( X \) represents years of education, and \( E[U_i|X_i] \neq 0 \). To address the concern about years of schooling being discrete, we add an idiosyncratic \( Unif[-1,1] \) noise to each observation. As an instrument, \( W \), we use a dummy variable equal to 1 if the individual grew up near an accredited four-year college and 0 otherwise. The sample is restricted to the \( n = 939 \) individuals older than 29 and who have completed at least 8 years of education. As the instrument is binary, we follow the nonparametric approach outlined in Section 5. Summary statistics for these variables are provided in Table 3.

|                        | Mean | St. Dev. | Min | Max |
|------------------------|------|----------|-----|-----|
| Log of Wage            | 6.43 | 0.45     | 4.61| 7.78|
| Education              | 13.36| 2.81     | 7.10| 18.96|
| Near 4-year college    | 0.71 | 0.45     | 0.00| 1.00|

Table 3. Summary statistics

The initial condition is taken as the first derivative of a local linear nonparametric regression \( (\varphi'_0,1) \), a control function approach, where the control function is the conditional cdf of \( X | W \) \( (\varphi'_0,2) \), and a flexible parametric model (third order polynomial in \( X \)), which uses the assumption of independence between \( U \) and \( W \) (see Section 5, \( \varphi'_0,3 \)). Tuning parameters (bandwidths and regularization parameters) are selected as explained in Section 5.

We report in Figure 4 the results of our empirical exercise. In the figure, the solid blue, red, and green lines are our LF estimators, \( \hat{\varphi}_{N,1} \), \( \hat{\varphi}_{N,2} \), and \( \hat{\varphi}_{N,3} \), respectively. The dashed blue, red, and green lines are the initial conditions, while the black solid line is the TSLS estimator. The dotted lines show the 95% pointwise confidence intervals for \( \hat{\varphi}_{N,1} \), \( \hat{\varphi}_{N,2} \), \( \hat{\varphi}_{N,3} \) obtained by nonparametric bootstrap with 99 replications. The confidence intervals for the nonparametric estimator are presented only to illustrate its variability but should not be considered valid.

When starting from \( \varphi'_0,1 \) (blue line), we stop the LF algorithm at \( N_0 = 40 \) iterations. However, when starting from \( \varphi'_0,2 \) and \( \varphi'_0,3 \) (red and green lines, respectively), the LF algorithm remains at the initial condition. All nonparametric estimators confirm the log-linear relationship between education and wages, though some variation exists depending on the initial condition used. Marginal
effects remain positive and are comparable to the constant effect estimated by TSLS. The wide confidence intervals (dashed-dotted lines) indicate higher uncertainty in the estimates. Assuming the instrumental variable satisfies our relevance assumptions, the exogeneity of the instrument can be violated, for instance, because of omitted variables.

7. Conclusions

In this paper, we propose a nonparametric IV estimator with continuous endogenous variables and discrete instruments. We take the IVs and the structural error term to be independent, and we discuss conditions for identification and present an estimator of the regression function and its first derivative based on a smooth iterative regularization procedure. We derive an upper bound for the Mean Integrated Squared Error and present the finite sample properties in a simulation with one continuous endogenous regressor and a binary instrument. An empirical application to estimating the returns to schooling demonstrates its features compared with a linear instrumental variable estimator. Future work should focus on providing valid inference procedures and carefully studying the case with additional exogenous controls.
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A. Appendix

A.1. Additional Assumptions. To obtain uniform consistency of the nonparametric estimators, we must impose some additional assumptions. These are listed below. Without loss of generality, we use the word density irrespective of $W$ being discrete. In this case, the probability density function can be defined as

$$f_W(w) = \sum_k p_W(w_k) \Delta(w - w_k),$$

where $p_W(w_k)$ is the probability mass function at $w_k$, and $\Delta$ is the Dirac’s delta function.

Assumption A.1.

(i) The conditional probability density function $f_{Y,X|W}(y,x|w)$ and the density function $f_{Y,X}(y,x)$ are $d$ times continuously differentiable and uniformly bounded away from $\infty$.

(ii) The densities $f_{X,W}(x,w)$, $f_X(x)$ and $f_W(w)$ are uniformly bounded away from 0 and $\infty$.

Assumption A.2. The density of the error term $f_U(u)$ is absolutely continuous with respect to the Lebesgue measure, and $d$ times continuously differentiable.

Assumption A.3. The multivariate kernel $C_h$ is a product kernel generated by the univariate generalized kernel functions $C_h$ satisfying the following properties:

(i) $C_h(\cdot, \cdot)$ is of order $l \geq 2$.

(ii) For each $t \in [0,1]$, the function $C_h(h, t)$ is supported on $[(t - 1)/h, t/h] \cap \mathcal{C}$, where $\mathcal{C}$ is a compact interval that does not depend on $t$ and

$$\sup_{h > 0, t \in [0, 1], u \in \mathcal{C}} |C_h(hu, t)| < \infty$$

(iii) $C_h(\cdot, 1) = C_h(\cdot)$ is a symmetric Lipschitz continuous kernel function with compact support.

Assumption A.4 (Aitchison and Aitken 1976; Li and Racine 2007, p. 131). The function $L_{h,w}(\cdot)$ is a discrete product kernel generated by the univariate generalized kernel functions

$$l_{h,w,j}(w_j - w_{jk}) = \begin{cases} 1 & w_{jk} = w_j \\ h_{w,j} & \text{otherwise} \end{cases},$$

where $j = 1, \ldots, q$, and $h_{w,j} \in [0,1]$. That is

$$L_{h,w}(w - w_k) = \prod_{j=1}^q l_{h,w,j}(w_j - w_{jk}) = \prod_{j=1}^q h_{w,j}^{1 - I(w_{jk} = w_j)}.$$
**Assumption A.5.** Let \( \ell_n \) a real sequence that is either bounded or diverges slowly to \( \infty \) with \( n \).

The density of the error term, \( U \), satisfies

\[
\kappa_n = \inf_{|u| \leq \ell_n} f_U(u) > 0,
\]

with \( \kappa_n \to 0 \), as \( n \to \infty \).

**Assumption A.6.** The smoothing parameters satisfy \( h_u, h_w, h_x \to 0 \), and \( (nh_u^p h_x^3)^{-1} \ln n \to 0 \).

Assumption A.1 is a standard regularity condition of conditional and unconditional densities. Part (ii) is not restrictive as long as we maintain that the joint support of \((X, W)\) is compact. Assumption A.2 restricts the density of the error term to be continuous and differentiable. Assumption A.3 defines generalized kernel functions as in Müller (1991) and imposes a Lipschitz continuity condition on the kernel function to obtain uniform convergence results for the nonparametric density estimation when a random variable has unbounded support (Hansen, 2008). Assumption A.4 introduces a discrete kernel to smooth with respect to the discrete instrument. When \( h_w = 0 \), the function \( L_{h_w} \) is the product of indicator functions (Li and Racine, 2007, pp. 126-131). Finally, Assumptions A.5 and A.6 are usual conditions imposed on the bandwidth parameter to achieve uniform consistency of the nonparametric density estimator.

**A.2. Proofs Section 2**

**A.2.1. Proof of Proposition 2.1.** The proof of this Proposition follows the proof of Theorem 2 in Chen et al. (2014). We prove by contradiction. Let us assume that there exists a \( \varphi^* \in B_\perp \), such that \( \varphi^* \neq \varphi_\perp \) and \( T(\varphi^*) = 0 \). By condition (i), the Fréchet derivative of \( T \) exists. We have two cases,

1) \( T'_{\varphi_\perp}(\varphi^* - \varphi_\perp) = 0 \), and by the injectivity condition in (ii), \( \varphi^* = \varphi_\perp \).

2) \( T'_{\varphi_\perp}(\varphi^* - \varphi_\perp) \neq 0 \). In this case, \( \|T'_{\varphi_\perp}(\varphi^* - \varphi_\perp)\| > 0 \), and

\[
1 = \frac{\|T'_{\varphi_\perp}(\varphi^* - \varphi_\perp)\|}{\|T'_{\varphi_\perp}(\varphi^* - \varphi_\perp)\|} = \frac{\|T(\varphi^*) - T(\varphi_\perp) - T'_{\varphi_\perp}(\varphi^* - \varphi_\perp)\|}{\|T'_{\varphi_\perp}(\varphi^* - \varphi_\perp)\|} \leq \frac{M\|\varphi^* - \varphi_\perp\|^2}{\|T'_{\varphi_\perp}(\varphi^* - \varphi_\perp)\|} \leq \frac{M\|\varphi^* - \varphi_\perp\|^2}{M\|\varphi^* - \varphi_\perp\|^2} = 1,
\]

where the second line follows from condition (iii), and the last line from the restriction on the set \( B_M \).

Therefore, we must have that either \( \varphi^* = \varphi_\perp \) or \( T(\varphi^*) \neq 0 \), for all \( \varphi^* \in B_\perp \). This concludes the proof.
A.2.2. Proof that Assumption 2.3 implies 2.1(iii). We prove the statement in several steps. We first show that

\[ \left| \frac{\partial}{\partial y} f_{Y|X}(y|x) \right| \leq M_2 M_3. \]

We have

\[ f_{Y|X}(y|x) = \int f_{Y|X,W}(y|x,w) f_{W|X}(w|x) \, dw = \int f_{Y|X,W}(y|x,w) \frac{f_{X|W}(x|w)}{f_X(x)} f_W(w) \, dw. \]

Therefore,

\[ \left| \frac{\partial f_{Y|X}(y|x)}{\partial y} \right| = \left| \int \frac{\partial f_{Y|X,W}(y|x,w)}{\partial y} \frac{f_{X|W}(x|w)}{f_X(x)} f_W(w) \, dw \right| \leq \int \left| \frac{\partial f_{Y|X,W}(y|x,w)}{\partial y} \frac{f_{X|W}(x|w)}{f_X(x)} \right| f_W(w) \, dw \leq M_2 M_3 \int f_W(w) \, dw = M_2 M_3. \quad \text{(A.24)} \]

The result in (A.24) implies that

\[ \left| \frac{\partial}{\partial y} f_{Y|X,W}(y|x,w) \frac{f_{X|W}(x|w)}{f_X(x)} - \frac{\partial}{\partial y} f_{Y|X}(y|x) \right| \leq 2M_2 M_3, \quad \text{(A.25)} \]

which follows from the triangle inequality, and Assumption 2.3.

Finally, let \( \varphi_t = t \varphi + (1-t) \varphi_1 \), for \( t \in [0,1] \). By an application of the mean-value theorem for functional derivatives, we have

\[ T(\varphi) - T(\varphi_1) = \int_0^1 T'_{\varphi_t} \, dt (\varphi - \varphi_1), \]

so that

\[ \left\| T(\varphi) - T(\varphi_1) - T'_{\varphi_1} (\varphi - \varphi_1) \right\| = \left\| \int_0^1 (T'_{\varphi_t} - T'_{\varphi_1}) \, dt (\varphi - \varphi_1) \right\|. \]

Hence,

\[
\begin{aligned}
&\left\| \int_0^1 (T'_{\varphi_t} - T'_{\varphi_1}) \, dt (\varphi - \varphi_1) \right\|^2 \\
= &\int \int \left\{ \int_0^1 \left[ f_{Y,X|W}(\varphi_t(x) + u, x|w) - f_{Y,X|W}(\varphi_1(x) + u, x|w) \\
+ f_{Y,X}(\varphi_1(x) + u, x) - f_{Y,X}(\varphi_t(x) + u, x) \right] (\varphi - \varphi_1) (x) \, dx \, dt \right\}^2 f_U(u) f_W(w) \, du \, dw \\
= &\int \int \left\{ \int_0^1 t \int \left[ \frac{\partial f_{Y,X|W}(\varphi_t(x) + u, x|w)}{\partial y} \frac{f_{X|W}(x|w)}{f_X(x)} \\
- \frac{\partial f_{Y,X}(\varphi_t(x) + u, x)}{\partial y} \right] (\varphi - \varphi_1)^2 (x) f_X(x) \, dx \, dt \right\}^2 f_U(u) f_W(w) \, du \, dw \\
\leq &4M_2^2 M_3^3 \left\{ \int_0^1 t \|\varphi - \varphi_1\|^2 \right\}^2 = M_2^2 M_3^2 \|\varphi - \varphi_1\|^4,
\end{aligned}
\]
where the second equality follows from the mean-value theorem and the fact that \( \varphi_t - \varphi_{\downarrow} = t(\varphi - \varphi_{\downarrow}) \), and the last inequality follows from \( (A.25) \). Hence,

\[
\|T(\varphi) - T(\varphi_{\downarrow}) - T_{\varphi_{\downarrow}}'(\varphi - \varphi_{\downarrow})\| \leq M\|\varphi - \varphi_{\downarrow}\|^2,
\]

with \( M = M_2M_3 \), which is condition (iii) in Proposition 2.1.

Moreover, we show that the conditions in Assumption 2.3 imply that \( T_{\varphi} \) is a Hilbert-Schmidt operator. That is, we prove that the Hilbert-Schmidt norm of \( T_{\varphi} \) is finite under the maintained assumptions.

\[
\|T_{\varphi}\|^2_{HS} = \int_w \int_u \int_x \left[ \frac{f_{Y,X|W}(\varphi(x) + u, x|w)}{f_X(x)} - \frac{f_{Y,X}(\varphi(x) + u, x)}{f_X(x)} \right]^2 f_X(x)f_W(w)f_U(u) dx dw du \\
= \int_w \int_u \int_x \left[ f_{Y|X,W}(\varphi(x) + u|x, w) \frac{f_{X|W}(x|w)}{f_X(x)} - f_{Y|X}(\varphi(x) + u|x) \right]^2 f_X(x)f_W(w)f_U(u) dx dw du \\
\leq 2\int_w \int_u \int_x \left[ f_{Y|X,W}(\varphi(x) + u|x, w) \frac{f_{X|W}(x|w)}{f_X(x)} + f_{Y|X}(\varphi(x) + u|x) \right]^2 f_X(x)f_W(w)f_U(u) dx dw du \\
\leq 2\int_w \int_u \int_x \left[ M_2^2 f_{Y|X,W}^2(\varphi(x) + u|x, w) + f_{Y|X}^2(\varphi(x) + u|x) \right] f_X(x)f_W(w)f_U(u) dx dw du \\
\leq 2M_1^2(M_3^2 + 1) < \infty
\]

where the third line follows from Young’s inequality, the fourth line follows from Assumption 2.3(ii), and the last line from Assumption 2.3(i), and the monotone convergence theorem.

A.2.3. *Proof of Proposition 2.2.* We follow the same steps as in the proof of Proposition 2.1. Let \( \varphi^* \in B_1 \) such that \( T(\varphi^*) = 0 \).

If \( \varphi^* - \varphi_{\downarrow} \) is in the null space of the operator \( T_{\varphi_{\downarrow}} \), then for \( \tilde{\varphi} = \varphi_{\downarrow} - \varphi^* \), we have that

\[
E(\tilde{\varphi}(X)|U = u, W = w) = \int \tilde{\varphi}(x) \frac{f_{Y,X|W}(\varphi_{\downarrow}(x) + u, x|w)}{f_U(u|w)} dx \\
E(\tilde{\varphi}(X)|U = u) = \int \tilde{\varphi}(x) \frac{f_{Y,X}(\varphi_{\downarrow}(x) + u, x)}{f_U(u)} dx
\]

As \( f_{U|W}(u|w) = f_U(u) \), \( T_{\varphi_{\downarrow}}'\tilde{\varphi} = 0 \) is equivalent to \( E(\tilde{\varphi}|U, W) = E(\tilde{\varphi}|U) \), which, by Assumption 2.2, implies \( \tilde{\varphi} = 0 \), and therefore \( \varphi^* = \varphi_{\downarrow} \).

If \( \varphi^* - \varphi_{\downarrow} \) is not in the null space of the operator \( T_{\varphi_{\downarrow}}' \), then \( \varphi^* \) can be written as

\[
\varphi^* - \varphi_{\downarrow} = \sum_{j=1}^{\infty} b_j \chi_j,
\]
where $\|\varphi^* - \varphi_t\|^2 = \sum_{j=1}^{\infty} b_j^2$, and $\|T_{\varphi_t^t}(\varphi^* - \varphi_t)\|^2 = \sum_{j=1}^{\infty} t_j^2 b_j^2$. By Assumption 2.3 and since $T(\varphi_t) = T(\varphi^*) = 0$

\[ (A.26) \quad \|T_{\varphi_t^t}(\varphi^* - \varphi_t)\| \leq M\|\varphi^* - \varphi_t\|^2. \]

However, by Definition 2.2 and the Cauchy-Schwartz inequality

\[ (A.27) \quad \|\varphi^* - \varphi_t\|^2 = \sum_{j=1}^{\infty} b_j^2 = \sum_{j=1}^{\infty} \left( \frac{b_j}{t_j} \right)^2 (t_j b_j) \leq \left( \sum_{j=1}^{\infty} \frac{b_j^2}{t_j^2} \right)^{1/2} \left( \sum_{j=1}^{\infty} t_j^2 b_j^2 \right)^{1/2} < \frac{1}{M} \|T_{\varphi_t^t}(\varphi^* - \varphi_t)\|. \]

Equations (A.26) and (A.27) imply that

\[ M\|\varphi^* - \varphi_t\|^2 < \|T_{\varphi_t^t}(\varphi^* - \varphi_t)\| \leq M\|\varphi^* - \varphi_t\|^2, \]

which is a contradiction. Hence, we must have that $T(\varphi^*) \neq 0$. This concludes the proof.

A.3. Additional proofs for Section 4

A.3.1. Proof of Proposition 4.1 We wish to prove that, under the maintained regularity conditions

\[ (A.28) \quad \|\varphi_{j+1} - \varphi_t\|^2 - \|\varphi_j - \varphi_t\|^2 \leq 0, \]

with equality only when $\varphi_{j+1} = \varphi_j = \varphi_t$. This implies that $\varphi_j \in B_t$ for all $j = 1, 2, 3, \ldots$, and that the LF algorithm converges to $\varphi_t$ and therefore that $\varphi_j = D^{-1}\varphi_j$ converges to $\varphi_t$.

Let $\varphi_j \in B_t$ and write

\[ \|\varphi_{j+1} - \varphi_t\|^2 - \|\varphi_j - \varphi_t\|^2 = (cA_{\varphi_j}^* T(\varphi_j), cA_{\varphi_j}^* T(\varphi_j)) - 2(\varphi_j - \varphi_t, cA_{\varphi_j}^* T(\varphi_j)) \]

\[ = (cA_{\varphi_j}^* A_{\varphi_j}^* T(\varphi_j), cT(\varphi_j)) - 2(A_{\varphi_j} (\varphi_j - \varphi_t^t), cT(\varphi_j)) \]

\[ = (cA_{\varphi_j}^* A_{\varphi_j}^* T(\varphi_j), cT(\varphi_j)) - 2(T_{\varphi_j^t} (\varphi_j - \varphi_t^t), cT(\varphi_j)) \]

\[ = -\left( (I - cA_{\varphi_j} A_{\varphi_j}^*) T(\varphi_j), cT(\varphi_j) \right) - c\|T_{\varphi_j^t} (\varphi_j - \varphi_t^t)\|^2 + c\|T(\varphi_j) - T_{\varphi_j} (\varphi_j - \varphi_t^t)\|^2 \]

\[ \leq -c\|T_{\varphi_j} (\varphi_j - \varphi_t)\|^2 - c\|T_{\varphi_j} (\varphi_j - \varphi_t^t)\|^2 + cM\|\varphi_j - \varphi_t\|^4 \]

\[ \leq -c\|T_{\varphi_j} (\varphi_j - \varphi_t)\|^2 - c\|T_{\varphi_j} (\varphi_j - \varphi_t)\|^2 + c\|T_{\varphi_j} (\varphi_j - \varphi_t)\|^2 \]

\[ \leq -c\|T_{\varphi_j} (\varphi_j - \varphi_t^t)\|^2 + c\|T_{\varphi_j} (\varphi_j - \varphi_t)\|^2 \]

\[ + c\|T_{\varphi_j} (\varphi_j - \varphi_t)\|^2 \]

\[ \leq -c\|T_{\varphi_j} (\varphi_j - \varphi_t)\|^2 + c\|T_{\varphi_j} (\varphi_j - \varphi_t)\|^2 + c\|T_{\varphi_j} (\varphi_j - \varphi_t)\|^2 \]

\[ \leq -c\|T_{\varphi_j} (\varphi_j - \varphi_t)\|^2 + c\|T_{\varphi_j} (\varphi_j - \varphi_t)\|^2 \]

\[ \leq c\|T_{\varphi_j} (\varphi_j - \varphi_t)\|^2 \leq 0, \]
where the third line follows from \( A_{\varphi_j} = T'_{\varphi_j} D^{-1} \), the fourth line from the assumptions on the continuity of the Fréchet derivative, the fifth line from the fact that \( \varphi_j \in B_1 \), and the last line from the Assumption in equation \([18]\). In line fifth, we keep the equality to allow for the limiting case in which \( \varphi_j = \varphi_1 \). As \( \varphi_0 \in B_1 \) by Assumption \([4.2]\) then this result implies that \( \varphi_j \in B_1 \) for all \( j > 0 \). Also, when \( \varphi_j = \varphi_1 \), the upper bound is exactly equal to 0, as \( T(\varphi_j) = T(\varphi_1) = 0 \).

Suppose there exists a sequence \( \varphi'_j = \varphi'_1 + v_j \), where \( \|v_j\|^2 \to 1 \), as \( j \to \infty \). Then

\[
\|\varphi'_{j+1} - \varphi'_1\|^2 - \|\varphi'_j - \varphi'_1\|^2 = \|v_{j+1}\|^2 - \|v_j\|^2 \\
\leq -c\|(I - cA_{\varphi_j} A_{\varphi_j}^*)\frac{1}{2} (T(\varphi_1 + D^{-1}v_j))\| - c\left(1 - \frac{1}{M_1}\right)\|T'_{\varphi_j} D^{-1}v_j\|^2.
\]

As \( j \to \infty \), the lhs of the inequality would converge to zero, but the rhs remains negative, as \( T(\varphi_1 + D^{-1}v_j) \neq 0 \) almost surely on \( B_1 \) from Proposition \([2.2]\) unless \( v_j = 0 \). This leads to a contradiction. Hence, the LF algorithm converges to \( \varphi_1 \) as \( j \to \infty \). The result of the Proposition follows.

### A.3.2. Proof of Proposition \([4.2]\)

For part a), Assumption \([4.5]\) requires the Fréchet differentiability of \( \hat{T} \). Therefore, for

\[
\hat{\varphi}_{jt} = t\hat{\varphi}_j + (1 - t)\varphi_1,
\]

we have that

\[
\hat{T}(\hat{\varphi}_j) - \hat{T}(\varphi_1) = \int_0^1 \hat{T}'_{\hat{\varphi}_jt} dt (\hat{\varphi}_j - \varphi_1),
\]

which implies that

\[
\hat{T}(\hat{\varphi}_j) - \hat{T}(\varphi_1) - \hat{T}'_{\varphi_1}(\hat{\varphi}_j - \varphi_1) = \int_0^1 \left(\hat{T}'_{\hat{\varphi}_jt} - \hat{T}'_{\varphi_1}\right) dt (\hat{\varphi}_j - \varphi_1).
\]

Furthermore, for any function \( \varphi \),

\[
(\hat{T}'_{\varphi}(\hat{\varphi}_j - \varphi_1))(u, w) = \int \left[ \hat{f}_{Y/X}(\varphi(x) + u, x|w) - \hat{f}_{Y/X}(\varphi(x) + u, x) \right] (\hat{\varphi}_j - \varphi_1)(x)dx
\]

\[
= \int \left[ \frac{\hat{f}_{Y/X}(\varphi(x) + u, x|w)}{f_X(x)} - \frac{\hat{f}_{Y/X}(\varphi(x) + u, x)}{f_X(x)} \right] (\hat{\varphi}_j - \varphi_1)(x)f_X(x)dx,
\]

which, for \( \hat{\varphi}_{jt} \) a point between \( \hat{\varphi}_{jt} \) and \( \varphi_1 \), and the continuity of the kernel function in Assumption \([A.3]\) gives

\[
\int_0^1 \left(\hat{T}'_{\hat{\varphi}_jt} - \hat{T}'_{\varphi_1}\right) dt (\hat{\varphi}_j - \varphi_1)
\]

\[
= \int \int_0^1 \left[ \frac{\partial \hat{f}_{Y/X}(\varphi_{jt}(x) + u, x|w)}{\partial y} - \frac{\partial \hat{f}_{Y/X}(\varphi_{jt}(x) + u, x)}{\partial y} \right] \frac{1}{f_X(x)} dt (\hat{\varphi}_j - \varphi_1)^2(x) f_X(x)dx.
\]
Because of Assumptions A.1, A.6, the nonparametric kernel density estimators are uniformly consistent estimators of their population counterparts and their derivatives (Hansen, 2008; Li and Racine, 2008; Darolles et al., 2011). Therefore, reasoning as in Dunker (2021, Lemma 4, p. 6168), for a sufficiently large constant $M_n$, we have that

$$\left| \frac{\partial \hat{f}_{Y|W}(y,x|w)}{\partial y} \right| \leq \left| \frac{\partial f_{Y|W}(y,x|w)}{\partial y} \right| + M_n \leq M_2M_3f_X(x) + M_n$$

$$\left| \frac{\partial \hat{f}_{Y|X}(y,x)}{\partial y} \right| \leq \left| \frac{\partial f_{Y|X}(y,x)}{\partial y} \right| + M_n \leq M_2M_3f_X(x) + M_n,$$

where the last inequality follows from Assumption 2.3. Therefore,

$$\left| \frac{\partial \hat{f}_{Y|W}(\tilde{\varphi}_j(x) + u,x|w)}{\partial y} \right| \leq \left| \frac{\partial f_{Y|W}(\tilde{\varphi}_j(x) + u,x)}{\partial y} \right| \leq 2M_2M_3 + 2 \frac{M_n}{\inf_x f_X(x)} \leq 2M_2M_3 + 2M_nM_X,$$

where the last bound follows from Assumption A.1, with $\inf_x f_X(x) \leq M_X < \infty$. Let $\hat{M} = M_2M_3 + M_nM_X$, then we conclude

$$\left\| \hat{T}(\tilde{\varphi}_j) - \hat{T}(\varphi_1) - \hat{T}'(\tilde{\varphi}_j - \varphi_1) \right\| \leq \left\| \int_0^1 \left( \hat{T}'_{\tilde{\varphi}_j} - \hat{T}'_{\varphi_1} \right) dt (\tilde{\varphi}_j - \varphi_1) \right\| \leq \hat{M}\|\varphi_j - \varphi_1\|^2.$$

To prove part b), let $\hat{e}_j = \hat{\varphi}_j - \varphi_1$ and

$$\tilde{\psi}(u,w) = \psi(u,w) - \frac{1}{n} \sum_{i=1}^{n} \psi(u,W_i).$$

Then

$$\left( \hat{A}_{\varphi_j,\psi} \right)(x) = \frac{1}{f_X(x)} \int \int \int \mathbb{I}(\xi x_1) \hat{f}_{Y|W}(\tilde{\varphi}_j(\xi,x_1) + u,\xi,x_1,w) \hat{f}_{Y|X}(u) \tilde{\psi}(u,w) d\xi dudw$$

$$= \frac{1}{f_X(x)} \int \int \int \mathbb{I}(\xi x_1) \hat{f}_{Y|W}(\varphi_1(\xi,x_1) + u,\xi,x_1,w) \hat{f}_{Y|X}(u) \times \tilde{\psi}(u,w) \hat{f}_{X_1}(\xi) d\xi dudw$$

$$= \frac{1}{f_X(x_1)} \int \int \int \mathbb{I}(\xi x_1) \hat{f}_{Y|W}(\varphi_1(\xi,x_1) + v,\xi,x_1) \hat{f}_{U_j}(v - \hat{e}_j(\xi,x_1)) \times \tilde{\psi}(v - \hat{e}_j(\xi,x_1),w) \hat{f}_{X_1}(\xi) d\xi dudw$$

$$= \frac{1}{f_X(x_1)} \int \int \int \mathbb{I}(\xi x_1) \hat{f}_{Y|W}(\varphi_1(\xi,x_1) + v,w|x) \hat{f}_{U}(v) \times$$
\[
\left\{ \frac{f_U(v - \hat{e}_j(\xi, x-1))}{\hat{f}_U(v)} \psi(v - \hat{e}_j(\xi, x-1), w) \right\}_{x \rightarrow 1} \hat{f}_X(\xi) d\xi dv dw = \left( \hat{A}^*_\phi K_{\hat{\phi}_1} \hat{\psi} \right)(x).
\]

By the continuity of the kernel function in Assumption A.3, the mean-value theorem implies that

\[
\hat{f}_U(v - \hat{e}_j(x)) = \int \hat{f}_{U,X}(v - \hat{e}_j(x) + \hat{e}_j(t), t) dt = \hat{f}_U(v) - \int \frac{d\hat{f}_{U|X}(\bar{v}|t)}{du} (\hat{e}_j(x) - \hat{e}_j(t)) f_X(t) dt.
\]

The norm of the difference between this operator and the identity operator is thus given by

\[
E \| K_{\hat{\phi}_1} - I \|^2 = \int \int \left( \frac{\hat{f}_U(v - \hat{e}_j(x))}{\hat{f}_U(v)} - 1 \right)^2 f_{U,X}(v, x) dv dx
\]

\[
= \int \int \left( \frac{1}{\hat{f}_U(v)} \int \frac{d\hat{f}_{U|X}(\bar{v}|t)}{du} (\hat{e}_j(x) - \hat{e}_j(t)) f_X(t) dt \right)^2 f_{U,X}(v, x) dv dx
\]

\[
\leq M^2 h^{-4} \kappa^{-2} \int (\hat{e}_j(x) - E[\hat{e}_j(X)])^2 f_X(x) dx
\]

\[
\leq M^2 h^{-4} \kappa^{-2} E \| \hat{e}_j \|^2,
\]

and the result of the Proposition follows.

A.3.3. Proof of Theorem 4.1. As the operator \( A^*_\phi A_{\phi_1} \) is compact and thus admits a singular value decomposition, we use the notation \( (A^*_\phi A_{\phi_1})^{\beta/2} \) from functional analysis to signify that a function is applied to the singular values of \( A^*_\phi A_{\phi_1} \).

We first recall the following definition.

Definition A.1 (Qualification). A regularization procedure, \( g_N \), is said to have qualification of order \( \kappa > 0 \), if:

\[(A.29) \sup_{0 \leq t \leq |A_{\phi_1}|^2} |1 - t g_N(t)| t^\eta \leq M_\eta N^{-\eta}, \]

for \( 0 < \eta \leq \kappa \), and a constant \( M_\eta < \infty \).

In particular, LF regularization has qualification equal to \( \infty \), in the sense that for every \( \eta > 0 \), the inequality in equation \( (A.29) \) holds with

\[1 - t g_N(t) = (1 - ct)^N.\]

Moreover, we need the following.
Assumption A.7. For LF regularization, there exist two positive constants $M_\eta$ and $\eta$ such that:

$$\sup_{0 \leq t \leq |A_{\bar{\psi}}|^2} t^{3/2-\eta} \leq M_\eta N^{-3/2} N^\eta. \tag{A.30}$$

This Assumption is used repeatedly in the proof below. In the following we also use the fact that

$$\hat{A}_\varphi (\varphi_j' - \varphi_\dagger') = \hat{T}_\varphi D^{-1} (\varphi_j' - \varphi_\dagger') = \hat{T}_\varphi (\varphi_j - \varphi_\dagger).$$

We have

$$\hat{\varphi}_N - \varphi_\dagger = \hat{\varphi}_{N-1} - \varphi_\dagger - c \hat{A}_{\hat{\varphi}_{N-1}} (\hat{T} (\hat{\varphi}_{N-1}))$$

$$= \hat{\varphi}_{N-1} - \varphi_\dagger - c \hat{A}_{\hat{\varphi}_{N-1}} (\hat{T} (\hat{\varphi}_{N-1}) - \hat{T} (\varphi_\dagger)) - c \hat{A}_{\hat{\varphi}_{N-1}} (\hat{T} (\varphi_\dagger) - T (\varphi_\dagger))$$

$$= \hat{\varphi}_{N-1} - \varphi_\dagger - c \hat{A}_{\hat{\varphi}_j} (\hat{T} (\hat{\varphi}_{N-1}) - \hat{T} (\varphi_\dagger))$$

$$= \hat{\varphi}_{N-1} - \varphi_\dagger - c \hat{A}_{\hat{\varphi}_j} (\hat{T} (\hat{\varphi}_{N-1}) - \hat{T} (\varphi_\dagger))$$

$$= \hat{\varphi}_{N-1} - \varphi_\dagger - c \hat{A}_{\hat{\varphi}_j} (\hat{T} (\hat{\varphi}_{N-1}) - \hat{T} (\varphi_\dagger))$$

$$= \hat{\varphi}_{N-1} - \varphi_\dagger - c \hat{A}_{\hat{\varphi}_j} (\hat{T} (\hat{\varphi}_{N-1}) - \hat{T} (\varphi_\dagger))$$

where the second line follows from $T (\varphi_\dagger) = 0$. By replacing iteratively $\hat{\varphi}_j$, for all $j = 0, \ldots, N - 2$, and letting $\hat{e}_j = \hat{\varphi}_j - \varphi_\dagger$, and $\hat{e}_j' = \hat{\varphi}_j' - \varphi_\dagger'$, for all $j = 0, 1, 2, \ldots$, we finally obtain

$$\hat{e}_N' = \left( I - c \hat{A}_{\hat{\varphi}_1} \hat{A}_{\hat{\varphi}_1} \right)^N (\hat{\varphi}_0' - \varphi_\dagger')$$

$$- c \sum_{j=0}^{N-1} \left( I - c \hat{A}_{\hat{\varphi}_1} \hat{A}_{\hat{\varphi}_1} \right)^j \hat{A}_{\hat{\varphi}_1} (\hat{T} (\varphi_\dagger) - T (\varphi_\dagger))$$

$$\quad - c \sum_{j=0}^{N-1} \left( I - c \hat{A}_{\hat{\varphi}_1} \hat{A}_{\hat{\varphi}_1} \right)^{N-j-1} \hat{A}_{\hat{\varphi}_1} (\hat{T} (\hat{\varphi}_j) - \hat{T} (\varphi_\dagger) - \hat{T}_\varphi \hat{e}_j)$$

$$\quad - c \sum_{j=0}^{N-1} \left( I - c \hat{A}_{\hat{\varphi}_1} \hat{A}_{\hat{\varphi}_1} \right)^{N-j-1} (\hat{A}_{\hat{\varphi}_j} - \hat{A}_{\hat{\varphi}_1}) (\hat{T} (\hat{\varphi}_j) - T (\varphi_\dagger))$$

$$= I + II + III + IV.$$

The first two terms are similar as in the asymptotic expansion of LF regularization for linear inverse problems, and their bounds are rather standard in this literature (see Florens et al. 2018) for a
comparison). By contrast, the terms in III and IV come from the nonlinearity of the inverse problem in our framework. These latter terms are identically zero when the ill-posed inverse problem is linear. To control these terms, we use the main result provided in Proposition 4.2.

Let $\delta_n$ and $\gamma_n$ to be defined as in Assumption 4.6. We start by considering the term in I. Because of the source condition in Assumption 4.3, we have that

$$E\|I\|^2 \leq 2E\left\| I - c\hat{A}_{\varphi_1} \hat{A}_{\varphi_1} \right\|^N \left( \varphi_0 - \varphi_0 \right) \|^2$$

$$+ 2E\left\| I - c\hat{A}_{\varphi_1} \hat{A}_{\varphi_1} \right\|^N \left( \varphi_0 - \varphi_1 \right) \|^2$$

$$= 2E\left\| I - c\hat{A}_{\varphi_1} \hat{A}_{\varphi_1} \right\|^N \left( \varphi_0 - \varphi_0 \right) \|^2$$

$$+ 4E\left\| I - c\hat{A}_{\varphi_1} \hat{A}_{\varphi_1} \right\|^N \left( \varphi_0 - \varphi_1 \right) \|^2$$

$$+ 4E\left\| I - c\hat{A}_{\varphi_1} \hat{A}_{\varphi_1} \right\|^N \left( \varphi_0 - \varphi_1 \right) \|^2$$

where the last step follows from Young’s inequality and Assumption 4.3. Using Assumptions 4.3 and A.7, we directly have $E\|I_\alpha\|^2 = O \left( N^{-\beta} \right)$. Moreover, by telescoping the difference of two operators, $A^N - B^N = \sum_{j=0}^{N-1} A^{N-j-1}(A - B)B^j$, we obtain

$$(E\|I_b\|^2)^{1/2} = \left( \left( I - c\hat{A}_{\varphi_1} \hat{A}_{\varphi_1} \right) \left( \varphi_0 - \varphi_0 \right) \right) \|^2$$

$$\leq \left( \left( I - c\hat{A}_{\varphi_1} \hat{A}_{\varphi_1} \right) \left( \varphi_0 - \varphi_1 \right) \right) \|^2$$

$$+ \left( \left( I - c\hat{A}_{\varphi_1} \hat{A}_{\varphi_1} \right) \left( \varphi_0 - \varphi_1 \right) \right) \|^2$$

$$\leq \sum_{j=0}^{N-1} \left( \left( I - c\hat{A}_{\varphi_1} \hat{A}_{\varphi_1} \right) \|^2 \left( \varphi_0 - \varphi_0 \right) \right) \|^2$$

$$+ \sum_{j=0}^{N-1} \left( \left( I - c\hat{A}_{\varphi_1} \hat{A}_{\varphi_1} \right) \|^2 \left( \varphi_0 - \varphi_1 \right) \right) \|^2$$

$$\leq \sum_{j=0}^{N-1} \left( \left( I - c\hat{A}_{\varphi_1} \hat{A}_{\varphi_1} \right) \|^4 \left( \varphi_0 - \varphi_0 \right) \right) \|^4$$

$$+ \sum_{j=0}^{N-1} \left( \left( I - c\hat{A}_{\varphi_1} \hat{A}_{\varphi_1} \right) \|^4 \left( \varphi_0 - \varphi_1 \right) \right) \|^4$$
where the second and third steps follow from repeated applications of the Minkowski’s inequality. From Lemma A.3, we can bound

$$E\| (I - c\hat{A}^*_{\varphi_1} \hat{A}_{\varphi_1})^{N-j-1} \|_4 = O(1)$$

$$E\| (I - c\hat{A}^*_{\varphi_1} \hat{A}_{\varphi_1})^{N-j-1} \hat{A}^*_{\varphi_1} \|_4 = O((N-j)^{-2}),$$

which implies that

$$\left( E\| I_0 \|_2^2 \right)^{1/2} \leq \left( E\| \hat{A}_{\varphi_1} - A_{\varphi_1} \|_2^2 \right)^{1/2} \sum_{j=0}^{N-1} (N-j)^{-1/2} \sup_{0<t\leq\|A_{\varphi_1}\|_2} (1 - ct)^j t^{\beta/2} + \left( E\| \hat{A}^*_{\varphi_1} - A^*_{\varphi_1} \|_2^2 \right)^{1/2} \sum_{j=0}^{N-1} (1 - (1 - ct)^N) t^{(\beta-1)/2}$$

$$\leq c \left( E\| \hat{A}_{\varphi_1} - A_{\varphi_1} \|_2^2 \right)^{1/2} \sum_{j=0}^{N-1} (N-j)^{-1/2} (j+1)^{-\beta/2} + \left( E\| \hat{A}^*_{\varphi_1} - A^*_{\varphi_1} \|_2^2 \right)^{1/2} \sum_{j=0}^{N-1} (1 - (1 - ct)^N) t^{(\beta-1)/2}$$

$$= O\left( \gamma_n N^{-\beta/2} \sqrt{\ln(N) I(\beta=2)} N^{\left( \frac{\beta}{2} - 1 \right) \nu_0} \right),$$

where the last line follows from Definition A.1, Assumption A.7, and Lemma A.1 with

$$\sum_{j=0}^{N-1} (N-j)^{-1/2} (j+1)^{-\beta/2} = O \left( \begin{array}{c} 1 \quad \text{if } \beta < 2 \\ \ln(N) \quad \text{if } \beta = 2 \\ N^{\beta/2-1} \quad \text{if } \beta > 2 \end{array} \right).$$

An equivalent line of proof can be used to show that

$$\left( E\| I_0 \|_2^2 \right)^{1/2} \leq \left( E\| (I - c\hat{A}^*_{\varphi_1} \hat{A}_{\varphi_1})^N \|_4 E\| \varphi_0 - \varphi_0 \|_4 \right)^{1/4} = O(1) \left( E\| \varphi_0 - \varphi_0 \|_4 \right)^{1/4}.$$

Similarly, for II, we have

$$E\| II \|_2^2 \leq \left( E\| c \sum_{j=0}^{N-1} (I - c\hat{A}^*_{\varphi_1} \hat{A}_{\varphi_1})^j \hat{A}^*_{\varphi_1} \|_2^2 \right)^{1/2} \left( E\| \hat{T}(\varphi_1) - T(\varphi_1) \|_4 \right)^{1/2}$$

$$= O\left( N \delta_n^2 \right),$$

where the last bound follows from Lemma A.3 and Assumption A.6.
We now control the nonlinear terms. Let 

\[
\left( E \| II \|^2 \right)^{1/2} \leq c \sum_{j=0}^{N-1} \left( E \left\| \left( I - cA^*_\varphi \hat{A}_\varphi \right) \right\| N-j-1 \hat{A}_\varphi \right\|^2 \| T(\hat{\varphi}_j) - T(\varphi) \|^2 \right)^{1/2} \\
\leq cM \sum_{j=0}^{N-1} \left( E \left\| \left( I - cA^*_\varphi \hat{A}_\varphi \right) \right\| N-j-1 \hat{A}_\varphi \right\|^2 \| \hat{\varphi}_j \|^2 \right)^{1/2} \\
\leq \tilde{M} \sum_{j=0}^{N-1} (N-j)^{-1/2} \left( E \| \hat{\varphi}_j \|^8 \right)^{1/4},
\]

where the second line follows from Proposition 4.2(a), the third line from Cauchy-Schwarz inequality, and the bound from Lemma A.3. Similarly,

\[
\left( E \| IV \|^2 \right)^{1/2} = \left( E \left\| c \sum_{j=0}^{N-1} \left( I - cA^*_\varphi \hat{A}_\varphi \right) \right\| N-j-1 \hat{A}_\varphi \right\|^2 \| \hat{T}(\hat{\varphi}_j) - T(\varphi) \|^2 \right)^{1/2} \\
\leq c \sum_{j=0}^{N-1} \left( E \left\| \left( I - cA^*_\varphi \hat{A}_\varphi \right) \right\| N-j-1 \hat{A}_\varphi \right\|^2 \| \hat{T}(\hat{\varphi}_j) - T(\varphi) \|^2 \right)^{1/2} \\
+ c \sum_{j=0}^{N-1} \left( E \left\| \left( I - cA^*_\varphi \hat{A}_\varphi \right) \right\| N-j-1 \hat{A}_\varphi \right\|^2 \| \hat{T}(\hat{\varphi}_j) - T(\varphi) \|^2 \right)^{1/2} \\
\leq c \sum_{j=0}^{N-1} (N-j)^{-1/2} \left( E \| \hat{T}(\hat{\varphi}_j) - T(\varphi) \|^4 \right)^{1/4} \\
+ c \sum_{j=0}^{N-1} (N-j)^{-1/2} \left( E \| \hat{T}(\hat{\varphi}_j) - T(\varphi) \|^4 \right)^{1/4} \\
\leq c\tilde{M}^2 (h_0^2 \kappa_n)^{-1} \sum_{j=0}^{N-1} (N-j)^{-1/2} \left( E \| \hat{\varphi}_j \|^2 \right)^{1/4} \\
+ cM (h_0^2 \kappa_n)^{-1} \delta_n \sum_{j=0}^{N-1} (N-j)^{-1/2} \left( E \| \hat{\varphi}_j \|^8 \right)^{1/8} \\
+ cM (h_0^2 \kappa_n)^{-1} \sum_{j=0}^{N-1} (N-j)^{-1/2} \left( E \| \hat{\varphi}_j \|^8 E \| \hat{T}(\hat{\varphi}_j) \|^8 \right)^{1/8} \\
= \left( E \| IV_a \|^2 \right)^{1/2} + \left( E \| IV_b \|^2 \right)^{1/2} + \left( E \| IV_c \|^2 \right)^{1/2},
\]

where the second inequality follows from Cauchy-Schwarz and Lemma A.3 and the third inequality follows from Proposition 4.2(b). Finally, the last line is simply for the convenience of the reader, as it assigns a label to each one of the terms in the bound.
We prove the result of the Theorem by induction. To simplify notations, let
\[ \hat{\beta} = \frac{1}{a} ((a + 1)\beta + 1) = \frac{s}{a}. \]
We further let
\[
E \| \hat{e}_j \|^2 \leq 2E \| \hat{\varphi}_j - \varphi_j \|^2 + 2E \| e_j \|^2 < 2E \| \hat{\varphi}_j - \varphi_j \|^2 + \frac{2}{M} E \| T_{\varphi_j} e_j \|
\]
where the last inequality on the first line follows from Assumption 4.1, using the restriction imposed by Definition 2.2 about the regularity of the functions in \( B_\uparrow \), and
\[
E \| \nabla_{\varphi_j} \hat{e}_j \|^2 = O \left( (j + 1) \delta_n^2 + (j + 1)^{1-\hat{\beta}} \gamma_n^2 + (j + 1)^{-\hat{\beta}+1} \right),
\]
and for \( l = \{1, 2, 3, 4, 5, 6\} \),
\[
\left( E \| \hat{e}_j \|^{2l} \right)^{1/2l} = O \left( E \| \hat{e}_j \|^{2} \right)^{1/2}
\]
\[
\left( E \| \nabla_{\varphi_j} \hat{e}_j \|^{2l} \right)^{1/2l} = O \left( E \| \nabla_{\varphi_j} \hat{e}_j \|^{2} \right)^{1/2}.
\]
The final result is established by controlling the remaining terms. We have
\[
\left( E \| \mathcal{I} \|^2 \right)^{1/2} \leq c \hat{M} \left( \sum_{j=0}^{N-1} \delta_n^2 (N - j)^{-1/2} (j + 1) + \frac{1}{M} \sum_{j=0}^{N-1} (N - j)^{-1/2} (j + 1)^{1-\hat{\beta}} \right),
\]
and we analyze these terms one by one.
First
\[
\delta_n^2 \sum_{j=0}^{N-1} (N - j)^{-1/2} (j + 1) = O \left( \delta_n^2 N \sqrt{N} \right),
\]
as
\[
\sum_{j=0}^{N-1} (N - j)^{-1/2} (j + 1) \leq (N + 1)^{3/2} \int_{\frac{1}{N+1}}^{\frac{N}{N+1}} \frac{v}{\sqrt{1 - v}} dv
\]
\[
= 2(N + 1)^{3/2} \left[ \frac{1}{N+1} \sqrt{\frac{N}{N+1}} - \frac{2}{3} \left( \frac{1}{N+1} \right)^{3/2} - \frac{1}{N+1} \sum_{k=1}^{N} \sum_{j=0}^{N-1} (N - j)^{-1/2} (j + 1)^{1-\hat{\beta}} \right]
\]
\[
= 2 \left[ \sqrt{N} - N + \frac{2}{3} N^{3/2} - \frac{2}{3} \right] = O \left( N \sqrt{N} \right).
\]
Similarly, for $\bar{\beta} \leq 1$,
\[
\gamma_n^2 \sum_{j=0}^{N-1} (N - j)^{-1/2} (j + 1)^{1 - \bar{\beta}} = O\left(\gamma_n^2 N^{3/2 - \bar{\beta}}\right),
\]
as,
\[
\sum_{j=0}^{N-1} (N - j)^{-1/2} (j + 1)^{1 - \bar{\beta}} \leq (N + 1)^{3/2 - \bar{\beta}} \int_0^{\frac{N}{N+1}} \frac{v^{1 - \bar{\beta}}}{\sqrt{1 - v}} dv
\]
\[
\leq (N + 1)^{3/2 - \bar{\beta}} \int_0^{\frac{N}{N+1}} \frac{1}{\sqrt{1 - v}} dv
\]
\[
= 2(N + 1)^{3/2 - \bar{\beta}} \left[ \frac{\sqrt{N}}{N + 1} - \frac{1}{N + 1} \right] = O\left(N^{3/2 - \bar{\beta}}\right).
\]
Otherwise, if $\bar{\beta} > 1$,
\[
\gamma_n^2 \sum_{j=0}^{N-1} (N - j)^{-1/2} (j + 1)^{1 - \bar{\beta}} = O\left(\gamma_n^2 N^{3/2 - \bar{\beta}}\right),
\]
which finally gives
\[
\gamma_n^2 \sum_{j=0}^{N-1} (N - j)^{-1/2} (j + 1)^{1 - \bar{\beta}} = O\left(\gamma_n^2 N^{3/2 - \bar{\beta}}\right),
\]
\[
\begin{cases}
1 & 1 < \bar{\beta} < 2 \\
\ln(N) & \bar{\beta} = 2 \\
N^{\bar{\beta} - 2} & \bar{\beta} > 2
\end{cases},
\]
\[
\begin{cases}
N^{-\bar{\beta}/2} & \bar{\beta} < 1 \\
N^{-1/2} \ln(N) & \bar{\beta} = 1 \\
N^{-1/2} & \bar{\beta} > 1
\end{cases}.
\]
For the bias component, we have instead
\[
\frac{1}{M} \sum_{j=0}^{N-1} (N - j)^{-1/2} (j + 1)^{1 - \bar{\beta}} \leq \begin{cases}
N^{-\bar{\beta}/2} & \bar{\beta} < 1 \\
N^{-1/2} \ln(N) & \bar{\beta} = 1 \\
N^{-1/2} & \bar{\beta} > 1
\end{cases}.
\]
Thus,
\[
(E\|III\|^2)^{1/2} = O\left(\delta_n^2 N \sqrt{N} + \gamma_n^2 N^{1 - \bar{\beta}} \sqrt{N} \ln(N) \#(\bar{\beta} = 2) N^{(\bar{\beta} - 2)\nu_0} + N^{-(\bar{\beta} \land 1)/2} \ln(N) \#(\bar{\beta} = 1)\right)
\]
\[
= O\left(\delta_n \sqrt{N} + \gamma_n N^{1 - \bar{\beta}/2} \ln(N) \#(\bar{\beta} = 2) N^{\frac{3}{2} - \bar{\beta}/2 \nu_0} + N^{-(\bar{\beta} \land 1 - \epsilon)/2}\right),
\]
where the last line follows from Assumption 4.7.

Reasoning as above, we have that
\[
\sum_{j=0}^{N-1} (N - j)^{-1/2} (j + 1)^{3/2} = O\left(N^2\right),
\]
This implies

\[
\sum_{j=0}^{N-1} (N - j)^{-1/2} (j + 1)^{1/2} = O(N),
\]

\[
\sum_{j=0}^{N-1} (N - j)^{-1/2} (j + 1)^{3/2} = O \left( \frac{1}{N^{2/3}} \beta < \frac{5}{3} \right),
\]

\[
\sum_{j=0}^{N-1} (N - j)^{-1/2} (j + 1)^{3/2} = O \left( \frac{1}{N^{2/3}} \beta = \frac{5}{3} \right),
\]

\[
\sum_{j=0}^{N-1} (N - j)^{-1/2} (j + 1)^{3/2} = O \left( \frac{1}{N^{2/3}} \beta > \frac{5}{3} \right),
\]

\[
\sum_{j=0}^{N-1} (N - j)^{-1/2} (j + 1)^{1/2} = O \left( \frac{1}{N^{2/3}} \beta < 3 \right),
\]

\[
\sum_{j=0}^{N-1} (N - j)^{-1/2} (j + 1)^{1/2} = O \left( \frac{1}{N^{2/3}} \beta = 3 \right),
\]

\[
\sum_{j=0}^{N-1} (N - j)^{-1/2} (j + 1)^{1/2} = O \left( \frac{1}{N^{2/3}} \beta > 3 \right).
\]

\[
(E||IV_a||^2)^{1/2} \leq c \tilde{M}^2 (h_n^2 \kappa_n)^{-1} \left( \delta_n^2 \sum_{j=0}^{N-1} (N - j)^{-1/2} (j + 1)^{3/2} \right.
\]

\[
+ \gamma_n^2 \sum_{j=0}^{N-1} (N - j)^{-1/2} (j + 1)^{3/2} (1 - \tilde{\beta}) + \frac{1}{M} \sum_{j=0}^{N-1} (N - j)^{-1/2} (j + 1)^{3/2} (\tilde{\beta} + 1) \right)
\]

\[
= O \left( h_n^2 \kappa_n \left( \delta_n^2 N^{1/2} + \gamma_n^2 N^{2/3} \beta \frac{\tilde{\beta}}{\beta} \frac{\beta - 3}{2} \ln(N) \frac{I(\beta, \delta_n, \beta + 1, \beta + 1, \delta_n \tilde{\beta})}{N^{2/3}} \right) \right)
\]

\[
+ O \left( \delta_n \sqrt{N} + \gamma_n N^{1/2} \ln(N) \frac{I(2, \beta, \delta_n, \beta + 1, \beta + 1, \delta_n \tilde{\beta})}{N^{2/3}} \right) + O \left( N^{-\beta (1-\epsilon) / 2} \right),
\]

\[
(E||IV_b||^2)^{1/2} \leq c M (h_n^2 \kappa_n)^{-1} \delta_n \left( \delta_n \sum_{j=0}^{N-1} (N - j)^{-1/2} (j + 1)^{1/2} \right.
\]

\[
+ \gamma_n \sum_{j=0}^{N-1} (N - j)^{-1/2} (j + 1)^{1/2} (1 - \tilde{\beta})/2 + \sum_{j=0}^{N-1} (N - j)^{-1/2} (j + 1)^{1/2} (\tilde{\beta} + 1)/4 \right)
\]

\[
= O \left( \frac{1}{h_n^2 \kappa_n} \frac{\delta_n \sqrt{N} + \gamma_n N^{1/2} \ln(N) \frac{I(2, \beta, \delta_n, \beta + 1, \beta + 1, \delta_n \tilde{\beta})}{N^{2/3}}}{N^{1/2}} \right)
\]

\[
+ O \left( \frac{\gamma_n^2 \sqrt{N}}{N^{1/2}} \ln(N) \frac{I(2, \beta, \delta_n, \beta + 1, \beta + 1, \delta_n \tilde{\beta})}{N^{2/3}} + N^{-\beta (1-\epsilon) / 2} \right),
\]
\[ (E\|IV_c\|^2)^{1/2} \leq cM(h_n^2K_n)^{-1} \left( \delta_n \sum_{j=0}^{N-1} (N-j)^{-1/2} (j+1)^{1/2} \right. \\
+ \gamma_n \sum_{j=0}^{N-1} (N-j)^{-1/2} (j+1)^{1/2} - \beta_j + \sum_{j=0}^{N-1} (N-j)^{-1/2} (j+1)^{-1/2}(\beta_j+1) \right) \\
\leq O \left( (h_n^2K_n)^{-1} \left( \frac{\delta_n^2 + \gamma_n^2}{N} \ln(N)\mathbb{I}(\beta_0=\frac{3}{2}) N^{-\frac{3}{4}} + \frac{N^{-\frac{3}{4}}}{\ln(N)} N^{\frac{3}{4}} \right) \right) \\
= O \left( (h_n^2K_n)^{-1} \left( \frac{\delta_n^2 + \gamma_n^2}{N} \ln(N)\mathbb{I}(\beta_0=\frac{3}{2}) N^{-\frac{3}{4}} + \frac{N^{-\frac{3}{4}}}{\ln(N)} N^{\frac{3}{4}} \right) \right) \\
= o \left( \gamma_n^2 = o \left( (\beta_0=\frac{3}{2}) N^{-\frac{3}{4}} \right) \right).

By the restrictions imposed in Assumption 4.7, we have that the nonlinear terms are therefore of the same order as or of smaller order than the linear ones. The proof for \( \hat{\varphi}_N \) follows similar arguments. Assumption 4.4 implies

\[ D^{-1} \sim \left( T_{\varphi_1}^{s} T_{\varphi_1}^{t} \right)^{1/2} \sim \left( A_{\varphi_1}^* A_{\varphi_1} \right)^{1/2}, \]

and

\[ E \left( A_{\varphi_1}^* A_{\varphi_1} \right)^{1/2} \left( I - cA_{\varphi_1}^* A_{\varphi_1} \right) = O \left( N^{-\frac{1}{2}} \right) \]

\[ E \| A_{\varphi_1}^* A_{\varphi_1} \|^{1/2} = O \left( N^{-\frac{1}{2}} \right), \]

by Lemma A.3. Thus,

\[ \hat{\varphi}_N = \left( A_{\varphi_1}^* A_{\varphi_1} \right)^{1/2} \left( I - cA_{\varphi_1}^* A_{\varphi_1} \right) \left( \hat{\varphi}_0^* - \varphi_j^* \right) \\
- c \sum_{j=0}^{N-1} \left( A_{\varphi_1}^* A_{\varphi_1} \right)^{1/2} \left( I - cA_{\varphi_1}^* A_{\varphi_1} \right) \hat{\varphi}_j^* (\hat{T}(\varphi_1) - T(\varphi_1)) \\
- c \sum_{j=0}^{N-1} \left( A_{\varphi_1}^* A_{\varphi_1} \right)^{1/2} \left( I - cA_{\varphi_1}^* A_{\varphi_1} \right) \hat{\varphi}_j^* (\hat{T}(\varphi_1) - T(\varphi_1) - \hat{T}_j(\varphi_1)) \\
- c \sum_{j=0}^{N-1} \left( A_{\varphi_1}^* A_{\varphi_1} \right)^{1/2} \left( I - cA_{\varphi_1}^* A_{\varphi_1} \right) \left( \hat{\varphi}_j^* - \hat{\varphi}_j^* \right)(\hat{T}(\varphi_1) - T(\varphi_1)). \]

Therefore, we have that

\[ (E\|\hat{\varphi}_N\|^2)^{1/2} = O \left( N^{-\frac{1}{2}} \left( E\|\hat{\varphi}_0^* - \varphi_j^*\|^2 \right)^{1/2} + \delta_n N \frac{a}{2(\alpha+1)} + \gamma_n N \frac{a}{2(\alpha+1)} \right. \\
+ \left. N^{-\frac{3}{4}} N^{\frac{3}{4}} \right) \]

The result of the Theorem follows.

A.4. Proofs for Section 5. We provide here a proof of the partial identification result for the nonparametric instrumental variable estimator under mean independence. We use the example of
a continuous endogenous variable and a binary instrument. The proof can be easily extended to any discrete instrument with a finite number of support points. When the number of support point is not finite, the proof is different, and we provide a simple example of the lack of identification below. Recall that $K$ is the conditional expectation operator such that

$$K\varphi = E(\varphi(X)|W),$$

and let $\mathcal{N}(K)$ be the null space of $K$. That is,

$$\mathcal{N}(K) = \{\psi \in L^2_X : K\psi = 0\}.$$

**Proposition A.1.** Let $X \in \mathbb{R}$ and $W \in \{0, 1\}$, such that

$$\eta_0(x) = \frac{f_{X\mid W}(x\mid w = 0)}{f_X(x)}, \text{ and } \eta_1(x) = \frac{f_{X\mid W}(x\mid w = 1)}{f_X(x)}$$

are linearly independent. Then, the pseudo-true solution to the integral equation

$$K\varphi = r,$$

with $r = E(Y|W)$, is equal to

$$\tilde{\varphi} = \sum_{j=\{0,1\}} \lambda_j \eta_j,$$

where the $\lambda_j$'s are the unique solutions to the system of equations

$$r(l) = \sum_{j=\{0,1\}} \lambda_j \int \eta_j(x) f_{X\mid W}(x\mid w = l) dx,$$

for $l = \{0,1\}$.

**Proof.** Take $\psi \in \mathcal{N}(K)$, and let $\eta_j$, for $j = \{0,1\}$, as defined in the Proposition. Then, we have that

$$(K\psi)(j) = \int \psi(x) f_{X\mid W}(x\mid w = j) dx$$

$$= \int \psi(x) \eta_j(x) f_X(x) dx = E(\psi \eta_j) = 0.$$ 

This implies that $\eta_j \in \mathcal{N}(K)^\perp$, the orthogonal space to $\mathcal{N}(K)$. Furthermore, as they are linearly independent they form a basis for $\mathcal{N}(K)^\perp$. That is, every element of $\mathcal{N}(K)^\perp$ that is orthogonal to $\eta_0$ and $\eta_1$ is in $\mathcal{N}(K)$, and it is therefore equal to 0. We conclude that the dimension of $\mathcal{N}(K)^\perp$ is 2 and that every element of $\mathcal{N}(K)^\perp$ can be written as a linear combination of $\eta_0$ and $\eta_1$.

Thus, there must exist constants $\lambda_0$ and $\lambda_1$ such that, for a $\tilde{\varphi} \in \mathcal{N}(K)^\perp$

$$\tilde{\varphi} = \sum_{j=\{0,1\}} \lambda_j \eta_j.$$
Moreover, these \( \lambda_j \)'s must necessarily be unique as, for \( \psi = \varphi - \check{\varphi} \in \mathcal{N}(K)^\perp \), either \( K\psi = 0 \), and \( \psi \in \mathcal{N}(K) \), which implies \( \varphi = \check{\varphi} \); or \( K\psi \neq 0 \), and thus \( \varphi \neq \check{\varphi} \). This concludes the proof. \( \square \)

**Example 3** (Identification with \( W \) discrete with infinite support). We let \( (Y, X, W) \in \mathbb{R}^3 \), \( Y = \varphi_\dag(X) + U \), with \( E(U|W) = 0 \) and \( X|W = w \sim \mathcal{U}[2\pi w, 2\pi (w+1)] \), with \( w = \{0,1,2,\ldots\} \). The conditional expectation operator

\[
(K\varphi_\dag)(w) = \frac{1}{2\pi} \int_{2\pi w}^{2\pi(w+1)} \varphi_\dag(x) dx.
\]

For the completeness condition to hold, we need to have that \( K\varphi = 0 \), implies \( \varphi = 0 \), for all \( \varphi \in L^2_X \). Let \( \psi \) be a \( 2\pi \)-periodic function, i.e., \( \psi(x + 2\pi) = \psi(x) \), such that

\[
\int_0^{2\pi} \psi(x) dx = 0,
\]

i.e., \( \psi \in \mathcal{N}(K) \) and \( \check{\varphi} = \varphi_\dag + \psi \). E.g., \( \psi(x) = \sin(x) \). Then

\[
(K(\check{\varphi} - \varphi_\dag))(w) = \frac{1}{2\pi} \int_{2\pi w}^{2\pi(w+1)} \psi(x) dx = 0,
\]

where the last line follows from the fact that \( w \) is an integer and the \( 2\pi \) periodicity of \( \psi \). The last equality implies that the function \( \varphi_\dag \) is not uniquely identified in this example.

**A.5. Useful lemmas.** We collect here some lemmas useful for the proofs above. Results are given without proof, and we refer the reader to the corresponding source.

**Lemma A.1** ([Kaltenbacher et al. (2008) Lemma 2.9, p. 17]). Let \( a \) and \( b \) be non-negative. Then there is a positive constant \( M(a,b) \) independent of \( N \) so that

\[
\sum_{j=0}^{N-1} (N-j)^{-a} (j+1)^{-b} \leq M(a,b) N^{1-a-b} \left\{ \begin{array}{ll} 1 & a \lor b < 1 \\
 \ln(N) & a \lor b = 1 \\
 N^{\lor b-1} & a \lor b > 1 \end{array} \right.
\]

**Lemma A.2** ([Kaltenbacher et al. (2008) Lemma 2.10, p. 18]). Let \( T \) be a compact operator such that \( c\|T\|^2 \leq 1 \), with \( T^* \) be its adjoint. Further let \( a \in [0,1] \), and \( N \geq 0 \), an integer. Then the following estimates hold

\[
\| (I - c T^* T)^N (T^* T)^a \| = O(N^{-a}) ,
\]

\[
\left\| c \sum_{j=0}^{N-1} (I - c T^* T)^j (T^* T)^a \right\| = O(N^{1-a}) .
\]
Lemma A.3. Let $T$ be a compact operator and $T^*$ its adjoint, such that $c\|T^*T\| < 1$, for $c > 0$. Further let $\hat{T}$ and $\hat{T}^*$ be nonparametric estimators of $T$ and $T^*$, respectively, such that for every positive integer $l$

$$E\|\hat{T}^* - T^*\|^2l = E\|\hat{T} - T\|^2l = O(\gamma_n^2l),$$

with $\gamma_n$ satisfying Assumption 4.7(i)-(ii). Further let $N \geq 1$, an integer, and $a \in [0, 0.5)$. Then

(A.31) \hspace{2cm} \left( E\| (T^*T)^a (I - c\hat{T}^a \hat{T})^N \|^{2l} \right)^{1/2l} = O(\gamma_n^{2l}),

(A.32) \hspace{2cm} \left( E\| (T^*T)^a (I - c\hat{T}^a \hat{T})^N \hat{T}^a \|^{2l} \right)^{1/2l} = O(\gamma_n^{2l}).

Proof. To simplify notations, we let

$$\hat{Q} = I - c\hat{T}^a \hat{T}$$

$$Q = I - cT^a T$$

$$\hat{P} = -(\hat{T}^a \hat{T} - T^a T) = \hat{P}_1 + \hat{P}_2 + \hat{P}_3$$

$$= - T^a (\hat{T} - T) - (\hat{T}^a - T^a) T = (\hat{T}^a - T^a) (\hat{T} - T).$$

To prove (A.31) we write

$$\left( E\| (T^*T)^a \hat{Q}^N \|^{2l} \right)^{1/2l} \leq \left( E\| (T^*T)^a \left[ (Q + c\hat{P})^N - \hat{Q}^N \right] \|^{2l} \right)^{1/2l} + \| (T^*T)^a \hat{Q}^N \|.$$

The second term is $O(N^{-a})$ from Lemma A.2. Further, for indexes $j_1, j_2 \geq 0$, and using the result in Lemma A.2 we have that

(A.33)

$$\left( E\| (T^*T)^a Q^{j_1} \hat{P} Q^{j_2} \|^{2l} \right)^{1/2l} = \left( E\| (T^*T)^a Q^{j_1} \hat{P}_1 Q^{j_2} \|^{2l} \right)^{1/2l} + \left( E\| (T^*T)^a Q^{j_1} \hat{P}_2 Q^{j_2} \|^{2l} \right)^{1/2l}$$

$$+ \left( E\| (T^*T)^a Q^{j_1} \hat{P}_3 \|^{2l} \right)^{1/2l};$$

$$= O \left( (j_1 + 1)^{-1/2-a} \gamma_n + (j_1 + 1)^{-a} (j_2 + 1)^{-1/2} \gamma_n + (j_1 + 1)^{-a} \gamma_n^2 \right).$$

We wish to show that

$$\left( E\| (T^*T)^a \left[ (Q + c\hat{P})^N - \hat{Q}^N \right] \|^{2l} \right)^{1/2l} \leq c \left( E\left\| \sum_{j=0}^{N-1} (T^*T)^a Q^{j_1} \hat{P} Q^{N-j-1} \right\|^{2l} \right)^{1/2l} (1 + o(1)).$$
where the leading term is the first-order directional derivative of \(Q^N\) at \(\hat{P}\). We have

\[
\left( E \left| \sum_{j=0}^{N-1} (T^* T)^a Q^j \hat{P} Q^{N-j-1} \right|^{2l} \right)^{1/2l} \\
\leq \left( E \left| \sum_{j=0}^{N-1} (T^* T)^a Q^j \hat{P} Q^{N-j-1} \right|^{2l} \right)^{1/2l} \\
+ \left( E \left| \sum_{j=0}^{N-1} (T^* T)^a Q^j \hat{P}_2 Q^{N-j-1} \right|^{2l} \right)^{1/2l} \\
+ \left( E \left| \sum_{j=0}^{N-1} (T^* T)^a Q^j \hat{P}_3 Q^{N-j-1} \right|^{2l} \right)^{1/2l}
\]

\[
\leq \sum_{j=0}^{N-1} \left( E \left| (T^* T)^a Q^j \hat{P} Q^{N-j-1} \right|^{2l} \right)^{1/2l} \\
+ \left( E \left| (T^* T)^a Q^j \hat{P}_2 Q^{N-j-1} \right|^{2l} \right)^{1/2l} \\
+ \left( E \left| (T^* T)^a Q^j \hat{P}_3 Q^{N-j-1} \right|^{2l} \right)^{1/2l}
\]

\[
\leq O \left( \sum_{j=0}^{N-1} (j+1)^{-1/2-a} \gamma_n + (N-j)^{-1/2-a} \gamma_n + (j+1)^{-a} \right)
\]

\[
= O \left( N^{1-a} \gamma_n + N^{1-a} \gamma_n \right) = O \left( N^{1-a} \gamma_n \right),
\]

where the fourth line follows directly from the bound in \(\text{[A.33]}\) and the last line from Lemma \(\text{[A.1]}\) and Assumption \(\text{[4.7]}\). To conclude the proof, we show that higher order terms in the Taylor approximation are negligible under the maintained assumptions. The second directional derivative can be written as

\[
\left( E \left| \sum_{j=0}^{N-2} \sum_{k=0}^{N-2-j} (T^* T)^a Q^j \hat{P}_2 Q^{N-j-k-2} \right|^{2l} \right)^{1/2l} \\
\leq \left( E \left| \sum_{j=0}^{N-2} \sum_{k=0}^{N-2-j} (T^* T)^a Q^j \hat{P}_2 Q^{N-j-k-2} \right|^{2l} \right)^{1/2l} \\
+ \left( E \left| \sum_{j=0}^{N-2} \sum_{k=0}^{N-2-j} (T^* T)^a Q^j \hat{P}_2 Q^{N-j-k-2} \right|^{2l} \right)^{1/2l} \\
+ \left( E \left| \sum_{j=0}^{N-2} \sum_{k=0}^{N-2-j} (T^* T)^a Q^j \hat{P}_2 Q^{N-j-k-2} \right|^{2l} \right)^{1/2l}
\]

\[
\leq \sum_{j=0}^{N-2} \sum_{k=0}^{N-2-j} \left( E \left| (T^* T)^a Q^j \hat{P}_2 Q^{N-j-k-2} \right|^{2l} \right)^{1/2l} \\
+ \left( E \left| (T^* T)^a Q^j \hat{P}_2 Q^{N-j-k-2} \right|^{2l} \right)^{1/2l} \\
+ \left( E \left| (T^* T)^a Q^j \hat{P}_2 Q^{N-j-k-2} \right|^{2l} \right)^{1/2l}
\]

\[
\leq O \left( \sum_{j=0}^{N-2} \sum_{k=0}^{N-2-j} (j+1)^{-1/2-a} \gamma_n \right) + (j+1)^{-1/2-a} \gamma_n \gamma_n + (j+1)^{-a} \gamma_n
\]
\[+(j + 1)^{-a} (k + 1)^{-1/2} (N - 1 - j - k)^{-1/2} \gamma_n^2 + (j + 1)^{-a} (N - 1 - j - k)^{-1/2} \gamma_n^3 + (j + 1)^{-a} (N - 1 - j - k)^{-1/2} \gamma_n^4\]
\[= O \left( N^{1-a} \gamma_n^2 + N^{1-a} \sqrt{N} \gamma_n^3 + N^{1-a} \ln(N) \gamma_n^4 \right) = O \left( N^{\frac{1}{2} - a} \gamma_n \left( \sqrt{N} \gamma_n + \sqrt{N} \ln(N) \gamma_n + \sqrt{N} \gamma_n^2 \right) \right) = o \left( N^{\frac{1}{2} - a} \gamma_n \right),\]

where the last line follows from Assumption 4.7(i), \( \gamma_n \sqrt{N} \ln(N) = o(1) \). Finally, \( \gamma_n = o(N^{-(1+\epsilon)/2}) \) gives \( \gamma_n N^{\frac{1}{2} - a} = o(N^{-a-\epsilon/2}) = o(N^{-a}) \). The first claim of the Lemma follows.

To prove A.32, we write
\[
\left( E \| (T^* T)^a \hat{Q}^N \hat{T}^* \|^2 \right)^{1/2l} \leq \left( E \| (T^* T)^a \left[ \hat{Q}^N \hat{T}^* - Q^N T^* \right] \|^2 \right)^{1/2l} + \| (T^* T)^a Q^N T^* \|
\]
\[
\leq \left( E \| (T^* T)^a \left[ \hat{Q}^N - Q^N \right] \|^2 \right)^{1/4l} E \| \hat{T}^* - T^* \|^4 + \| (T^* T)^a Q^N \| \left( E \| \hat{T}^* - T^* \|^2 \right)^{1/2l}
\]
\[
+ \left( E \| (T^* T)^a \left[ \hat{Q}^N - Q^N \right] T^* \|^2 \right)^{1/2l} + \| (T^* T)^a Q^N \| \left( E \| \hat{T}^* - T^* \|^2 \right)^{1/2l}
\]
\[
+ \| (T^* T)^a Q^N T^* \|.
\]

The last term is \( O \left( N^{-1-2-a} \right) \) directly from Lemma A.2. Moreover, using the same proof as above, and Lemma A.2, with \( a < 0.5 \), one can show that
\[
\left( E \| (T^* T)^a \left[ \hat{Q}^N - Q^N \right] \|^2 \right)^{1/4l} E \| \hat{T}^* - T^* \|^4 = O \left( \gamma_n^2 N^{\frac{1}{2} - a} \right)
\]
\[
\left( E \| (T^* T)^a \left[ \hat{Q}^N - Q^N \right] T^* \|^2 \right)^{1/2l} = O \left( \gamma_n N^{-a} \right)
\]
\[
\| (T^* T)^a Q^N \| \left( E \| \hat{T}^* - T^* \|^2 \right)^{1/2l} = O \left( \gamma_n N^{-a} \right).
\]

The result follows from \( \gamma_n = o(N^{-(1+\epsilon)/2}) \), which gives
\[
\gamma_n^2 N^{\frac{1}{2} - a} = o(N^{-\frac{1}{2} - a-\epsilon}) = o(N^{-\frac{1}{2} - a}),
\]
\[
\gamma_n N^{-a} = o(N^{-\frac{1}{2} - a-\epsilon/2}) = o(N^{-\frac{1}{2} - a}).
\]

\( \square \)