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Abstract

Generalized sampling consists in the recovery of a function $f$, from the samples of the responses of a collection of linear shift-invariant systems to the input $f$. The reconstructed function is typically a member of a finitely generated integer-shift-invariant space that can reproduce polynomials up to a given degree $M$. While this property allows for an approximation power of order $(M + 1)$, it comes with a tradeoff on the length of the support of the basis functions. Specifically, we prove that the sum of the length of the support of the generators is at least $(M + 1)$. Following this result, we introduce the notion of shortest basis of degree $M$, which is motivated by our desire to minimize computational costs. We then demonstrate that any basis of shortest support generates a Riesz basis. Finally, we introduce a recursive algorithm to construct the shortest-support basis for any multi-spline space. It provides a generalization of both polynomial and Hermite B-splines. This framework paves the way for novel applications such as fast derivative sampling with arbitrarily high approximation power.

1 Introduction

1.1 Generalized Sampling in Shift-Invariant Spaces

Since the formulation of Nyquist-Shannon’s celebrated sampling theorem [1], the reconstruction of a function from discrete measurements has been extended in many ways [2, 3]. In particular, Papoulis proposed the framework of generalized sampling [4], where he showed that any bandlimited function $f$ is uniquely determined by the sequences of discrete measurements (generalized samples)

$$g_n(kT) = (h_n * f)(kT) = \langle f, \psi_n(\cdot - kT) \rangle, \quad n = 1, \ldots, N, \quad k \in \mathbb{Z},$$

(1)

where $(g_n(t))_{n=1,\ldots,N}$ are the outcome of $N$ linearly independent systems applied to $f$. The sampling is assumed to proceed at $1/N$ the Nyquist rate (i.e., $T = NT_{Nyq} = 2N\pi/\omega_{max}$, where $\omega_{max}$ is the maximum frequency of $f$). The functions $\psi_n(t) = h_n(-t)$, $t \in \mathbb{R}$, are called the analysis functions. They are the time-reversed versions of the impulse responses. The sampling theorem was also generalized to many different function spaces such as integer-shift-invariant spaces [5, 6], including spline spaces [7, 8, 9]. Following this extension and Papoulis’ theory, Unser and Zerubia introduced a framework to perform generalized sampling without the bandlimited constraint [10, 11] which includes important cases such as interlaced and derivative sampling in spline spaces. In this paper, we adopt the same framework and propose to reconstruct a function $f$ from discrete samples $g_n(k), k = 1, \ldots, N$ in an integer-shift-invariant space generated by a finite collection of generators as in some recent works [12, 13, 14]. The structure of such reconstruction spaces has been thoroughly studied [15, 16, 17] and there exist theoretical results that lead to the critical choice of relevant generating functions [18]. As a minimal requirement to get a good approximation space, the generating functions should satisfy jointly the partition-of-unity condition [19]. In addition, there exists a tradeoff between the approximation power of the space and the size of the support of the generating functions [20].
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1.2 Polynomial Splines

A polynomial spline is a piecewise polynomial function defined over the real line. Of special interest are the splines of degree \( n \) because they provide one free parameter per segment. They are defined by distinct knots and polynomial pieces of degree \( n \) that are connected smoothly so that the global function has continuous derivatives up to order \((n-1)\). The splines whose knots are uniformly spaced are called cardinal splines and they are relevant to many applications such as image processing [21]. In the 50s, Isaac Schoenberg laid the foundation of cardinal splines [22] when he showed that the set \( S_n \) of cardinal splines of degree \( n \) could be generated by a single function \( 23 \), the B-spline of degree \( n \). In this paper we will consider the causal B-spline and denote it by \( \beta_+^n \). This simple building block is also the shortest nonzero spline of degree \( n \). Interestingly, the B-splines can be constructed recursively with the relation

\[
\beta_+^{n+1} = \beta_+^n * \beta_+^0,
\]

starting from \( \beta_+^0 \), which is the rectangular window over \([0, 1)\)

\[
\beta_+^0(x) = \begin{cases} 1, & 0 \leq x < 1 \\ 0, & \text{otherwise.} \end{cases}
\]

The convolution by \( \beta_+^0 \) can be decomposed in two successive operations: an integration (which transforms a spline of degree \( n \) into a spline of degree \((n+1)\)) followed by a finite difference (which gives back a compactly supported function). Indeed, \( \{f * \beta_+^0\}(x) = \Delta \{f \infty \} f(t)dt\}, \) where \( \Delta \{f\} = \{f(\cdot) - f(\cdot - 1)\}\) is the finite difference of \( f \). Along with their great reproducing properties and shortest support, B-splines allow an efficient and practical implementation, which is exploited in many fields [25] [26] [27] [28] [29] [30] [31].

1.3 Multi-Splines

To perform generalized sampling, it is natural to look at multi-spline spaces since they offer additional degrees of freedom. A cardinal multi-spline space is defined as the sum of \( S_n = S_{n_1} + \cdots + S_{n_N} \), \( \mathbf{n} = (n_1, \ldots, n_N) \) and \( n_1 < \cdots < n_N \in \mathbb{N} \). From now on, any spline will be assumed to be a cardinal spline unless stated otherwise. It is worth noting that, in the case of consecutive spaces specified by \( n_k = n_1 + (k-1) \), the resulting space is exactly the space of piecewise polynomials of degree \( n_N \) that are in \( C^{m-1}\) (\( \mathbb{R} \)), the space of functions with \( (n_1 - 1) \) continuous derivatives (see Proposition [2]). Some multi-spline spaces have proved to be of great interest for derivative sampling, where the goal is to reconstruct a signal from the samples of the function and of its first-order derivative. We should mention the well-known bicubic Hermite splines \( (h_1, h_2) \), first introduced by Schoenberg and Lipow in [29]. They constitute a basis of \( S_2 + S_3 \) with the shortest support and provide the direct interpolation formula

\[
\forall f \in S_2 + S_3, \quad \forall x \in \mathbb{R} : f(x) = \sum_{k \in \mathbb{Z}} \left( f(k)h_1(x-k) + f'(k)h_2(x-k) \right),
\]

where \( f' = f^{(1)} \) is the derivative of \( f \). The excellent approximation capabilities and minimal-support property of the Hermite splines [30] give a strong incentive to investigate more general multi-spline spaces. The bicubic Hermite splines are the backbone of many computer-graphics applications and closely linked to Bézier curves [31] [32] [33] [34] [35]. Schoenberg and Lipow also found two fundamental functions to reconstruct any function in \( S_1 + S_2 \) from its samples and the samples of its first-order derivative. Nonetheless, those functions are not well-suited to practical applications since they are not compactly supported. Building on top of an impressive body of work from various communities, we propose a systematic study of shortest bases for any multi-spline space. In particular, the main goal is to generalize the concept of B-splines to any multi-spline space.

The paper is organized as follows: in Section [2] we formulate the problem in the framework of finitely generated shift-invariant spaces. We then state the properties that relevant generating functions should satisfy. In Section [3] we show that the conditions imposed can only be met if the sum of the support of the generating functions is large enough. In Section [4] we present a method to construct shortest-support bases for any multi-spline space. This has important implications in practice, which we illustrate in Section [5] where we give practical examples to implement generalized sampling with the new set of functions, including interpolation, derivative sampling, and a new way to envision Bézier curves.
2 Formulation of the Problem

Let \( \phi = (\phi_1, \phi_2, \ldots, \phi_N) \) be a finite collection of functions in \( L_2(\mathbb{R}) \), Lebesgue’s space of square-integrable functions. The integer-shift-invariant subspace of \( L_2(\mathbb{R}) \) generated by \( \phi \) is denoted by \( S(\phi) \) and is defined as

\[
S(\phi) = S(\phi_1) + S(\phi_2) + \cdots + S(\phi_N),
\]

where

\[
S(\phi_n) = \text{Span} \{ \{\phi_n(\cdot - k)\} \}_{k \in \mathbb{Z}} \subseteq L_2(\mathbb{R}), \quad n = 1, \ldots, N.
\]

We shall not restrict ourselves to multi-spline spaces for now and rather consider finitely generated integer-shift-invariant spaces. To formulate the problem, we recall three properties of \( \phi \) that have been imposed in previous works for practical applications. Multi-spline spaces will then naturally stand out as practical and important reconstruction spaces (Sections III and IV).

2.1 Riesz Basis

Definition 1. The set of functions \( \{ \phi_n(\cdot - k) : k \in \mathbb{Z}, n = 1, \ldots, N \} \subseteq L_2(\mathbb{R}) \) is said to be a Riesz basis with bounds \( A, B \in \mathbb{R} \) with \( 0 < A \leq B < +\infty \) if, for any vector of square-summable sequences \( c = (c_1, \ldots, c_N) \in (\ell_2(\mathbb{Z}))^N \), we have that

\[
A \|c\|_{\ell_2} \leq \left\| \sum_{k \in \mathbb{Z}} c[k]^T \phi(\cdot - k) \right\|_{L_2(\mathbb{R})} \leq B \|c\|_{\ell_2},
\]

where \( \|c\|_{\ell_2} = \left( \sum_{n=1}^N |c_n|^2 \right)^{\frac{1}{2}} \), \( \phi = (\phi_1, \phi_2, \ldots, \phi_N) \) and where \( A \) and \( B \) are the tightest constants.

When this property is satisfied, we say that \( \phi \) generates a Riesz basis. The Riesz-basis property guarantees that any \( f \in S(\phi) \) has the unique and stable representation (30)

\[
f(\cdot) = \sum_{k \in \mathbb{Z}} c[k]^T \phi(\cdot - k) = \sum_{k \in \mathbb{Z}} \sum_{n=1}^N c_n[k] \phi_n(\cdot - k).\]

This property is well characterized in the Fourier domain via the Gramian matrix-valued function

\[
\hat{G}(\omega) = \sum_{k \in \mathbb{Z}} \hat{\phi}(\omega + 2k\pi) \phi(\omega + 2k\pi)^H = \sum_{k \in \mathbb{Z}} \langle \phi, \phi^T(\cdot - k) \rangle e^{-j\omega k},
\]

where the inner product is defined as \( \langle f, g \rangle = \int_{\mathbb{R}} f(t)g^*(t)dt \), \( \ast \) is the complex conjugate operator, and \( H \) is the conjugate transpose operator. Equality 37 follows from Poisson’s formula applied to the sampling at the integers of the matrix-valued autocorrelation function \( t \mapsto \langle \phi, \phi^T(\cdot - t) \rangle = (\phi \ast \phi^H)(t) \). The Fourier equivalent of the Riesz-basis condition is 16

\[
0 < A^2 = \text{ess inf}_{\omega \in [0,2\pi]} \lambda_{\min}(\omega) \leq \text{ess sup}_{\omega \in [0,2\pi]} \lambda_{\max}(\omega) = B^2 < +\infty,
\]

where \( \lambda_{\min}(\omega) \) and \( \lambda_{\max}(\omega) \) are the smallest and largest eigenvalues of \( \hat{G}(\omega) \).

2.2 Reproducing Polynomials

Definition 2. The space \( S(\phi) \) is said to reproduce polynomials of degree up to \( M \) if, for all \( m = 0, 1, \ldots, M \), there exist vector sequences \( c_m \) (not necessarily in \( (\ell_2(\mathbb{Z}))^N \)) such that \( 1 \)

\[
\forall x \in \mathbb{R}, \quad x^m = \sum_{k \in \mathbb{Z}} c_m[k]^T \phi(x - k).
\]

Strang and Fix showed that the property of the reproduction of polynomials of degree up to \( M \) is directly linked to the approximation power of the reconstruction space 33. More precisely, let

\[
S_h(\phi) = \{ f(\cdot/h) : f \in S(\phi) \}
\]

\(^1\)for \( m = 0 \), we use in 11 the convention that \( x^m = 1 \), including for \( x = 0 \).
be the \( h \)-dilate of \( S(\phi) \). The space \( S(\phi) \) is said to have an approximation power of order \( M \) if any sufficiently smooth and decaying function can be approached by an element of \( S_h(\phi) \) with an error decaying as \( O(h^M) \). The so called \textquote{Strang-Fix conditions} give sufficient conditions to have a space with an approximation power of order \( M \) \cite{30, 39, 40}. In particular, for compactly supported and integrable generating functions, it is sufficient to have the space \( \bar{S}(\phi) \) reproduce polynomials of degree up to \( (M - 1) \). A straightforward implication is that the spline space \( S_n \) has an approximation power of order \((n+1)\) since

\begin{itemize}
  \item[(i)] it can reproduce polynomials of degree up to \( n \);
  \item[(ii)] it can be generated by the compactly supported function \( \beta^n_+ \).
\end{itemize}

The multi-spline space \( S_{n_1} + \cdots + S_{n_N} \) inherits the highest approximation power of its spline spaces. Its approximation power is \((n_N + 1)\), since \( S_{n_N} \subset S_{n_1} + \cdots + S_{n_N} \).

### 2.3 Compact Support

The evaluation of \( f \in S(\phi) \) at a given \( x \in \mathbb{R} \) from its discrete representation \( c \in (\ell_2(\mathbb{Z}))^N \) requires a number of computations more or less proportional to the support size of \( \phi \). So, ideally, we want to minimize the support of \( \phi \) while maintaining a good approximation power \cite{20}. The support of a function \( f \in L_2(\mathbb{R}) \) is written as \( \text{supp}(f) = \{ x \in \mathbb{R} : f(x) \neq 0 \} \). If it is a compact subset of \( \mathbb{R} \), then the support size is defined as \( |\text{supp}(f)| = \int_{\mathbb{R}} 1_{\text{supp}(f)}(t) \, dt \), where \( 1_{\text{supp}(f)} \) is the indicator function of \( \text{supp}(f) \). For a finite collection of compactly supported functions \( \phi = (\phi_1, \ldots, \phi_N) \), the natural extension for the support size is

\[
|\text{supp}(\phi)| = \sum_{n=1}^{N} |\text{supp}(\phi_n)|. \tag{13}
\]

In Section \ref{sec:1} we present theoretical results that clarify the relation between the desired properties.

### 3 Shortest Bases

For a single generator \( \phi \) such that \( S(\phi) \) reproduces polynomials of degree up to \( M \), Schoenberg stated that \( |\text{supp}(\phi)| \geq M + 1 \) \cite{22}. The result was proved in \cite{41} for \( N = 2 \). We now extend the proof to any \( N \in \mathbb{N} \setminus \{0\} \).

**Theorem 1** (Minimal support). If \( S(\phi) = S(\phi_1, \phi_2, \ldots, \phi_N) \) reproduces polynomials of degree up to \( M \), then \( |\text{supp}(\phi)| \geq M + 1 \). In addition, if there is equality, then

\[
\sum_{k \in \mathbb{Z}} \sum_{n=1}^{N} 1_{\text{supp}(\phi_n)}(x + k) = |\text{supp}(\phi)| \quad \text{for almost every } x \in \mathbb{R}. \tag{14}
\]

**Proof.** If \( \phi \) is not compactly supported, then the inequality is clear. Now, we can assume that \( \phi \) is compactly supported. This implies that, for any \( x \in \mathbb{R} \), the sum \( \sum_{k \in \mathbb{Z}} c[k] \phi(x - k) = \sum_{k \in \mathbb{Z}} \sum_{n=1}^{N} \varepsilon[n] k \phi_n(x - k) \) has only a finite number of nonzero terms that are identified by the set

\[
\Lambda(x) = \{(n,k) \in \{1, \ldots, N\} \times \mathbb{Z} : \ x \in \text{supp}(\phi_n(-k))\}, \tag{15}
\]

and its cardinality

\[
\lambda(x) = \#(\Lambda(x)) = \sum_{k \in \mathbb{Z}} \sum_{n=1}^{N} 1_{\text{supp}(\phi_n)}(x + k) \in \mathbb{N}. \tag{16}
\]

Equation \ref{eq:16} follows from the fact that \( 1_{\text{supp}(\phi_n)}(x + k) \) is \( 1 \) if and only if \((n,k) \in \Lambda(x)\) and \( 0 \) otherwise. The function \( x \mapsto \lambda(x) \) is \( 1 \)-periodic and bounded because \( \text{supp}(\phi_n) \) are compact subsets of \( \mathbb{R} \). Its average over one period reads (note that the sums are in fact all finite)

\[
\bar{\lambda} = \int_{0}^{1} \sum_{n=1}^{N} \sum_{k \in \mathbb{Z}} 1_{\text{supp}(\phi_n)}(x + k) \, dx = \sum_{n=1}^{N} \sum_{k \in \mathbb{Z}} \int_{0}^{1} 1_{\text{supp}(\phi_n)}(x + k) \, dx \tag{17}
\]

\[
= \sum_{n=1}^{N} \int_{-\infty}^{\infty} 1_{\text{supp}(\phi_n)}(x) \, dx = |\text{supp}(\phi)|. \tag{18}
\]
where we applied Fubini’s Theorem in [17]. Because $\lambda$ is bounded and takes values in $\mathbb{N}$, it only takes a finite number of values. Consequently, there exists a set $A \subset [0, 1]$ of nonzero measure such that $\lambda$ is constant on $A$ and no greater than its average, as in

$$\forall x \in A : \quad \lambda(x) = \lambda_A \leq \bar{\lambda} = |\text{supp}(\phi)|. \quad (19)$$

The function $\#(A)$ restricted to $A$ is constant, but this does not imply that $\lambda$ is constant on $A$. Noting that $A$ is bounded and that the $\phi_n$ are compactly supported, the image of $A$ under $\Lambda$, denoted by $\Lambda(A)$, is a finite set. Therefore, there exists $B \subset A \subset [0, 1]$ of nonzero measure such that $\lambda$ is constant on $B$. This means that the set $S(\phi)|_B$ of functions of $\phi$ restricted to $B$ form a linear subspace of $S(\phi)|_B$ whose dimension is $(M + 1)$, because $B$ is infinite. Then, we must have that $\lambda_A \geq M + 1$ and, since $\lambda_A \leq |\text{supp}(\phi)|$, we deduce the announced bound $|\text{supp}(\phi)| \geq M + 1$.

If $\lambda$ is not a.e. constant, then $A$ can be chosen so that $\lambda_A < \bar{\lambda} = |\text{supp}(\phi)|$ and $S(\phi)|_B$ is spanned by fewer than $|\text{supp}(\phi)|$ functions. The reproduction property implies that $|\text{supp}(\phi)| > M + 1$. This means that the equality $|\text{supp}(\phi)| = M + 1$ is possible only if $\lambda$ is a.e. constant.

Following Theorem $[\ddagger]$ we can introduce the central notion of shortest-support basis.

**Definition 3.** A collection of functions $\phi \in (L_2(\mathbb{R}))^N$ is said to be a shortest-support basis of degree $M$ if $S(\phi)$ reproduces polynomials of degree up to $M$ with the shortest support, i.e. with $|\text{supp}(\phi)| = M + 1$.

The qualifier of basis comes from Theorem $[\ddagger]$.

**Theorem 2** (Shortest support and Riesz basis). Any shortest basis generates a Riesz basis.

Before proving the theorem, we define the $k$th slice of any function $f$ as

$$\forall x \in \mathbb{R} : \quad S_k\{f\}(x) = \begin{cases} f(x + k), & x \in [0, 1) \\ 0, & \text{otherwise} \end{cases},$$

and the set of nonzero slices of all the generating functions as

$$\mathcal{T}(\phi) = \{S_k\{\phi_n\} : S_k\{\phi_n\} \neq 0 \text{ and } k \in \mathbb{Z}, n = 1, ..., N\}. \quad (21)$$

The proof will also invoke Lemma $[\ddagger]$.

**Lemma 1.** Let $\phi \in (L_2(\mathbb{R}))^N$ be compactly supported. If $\mathcal{T}(\phi)$ is a set of linearly independent functions, then $\phi$ generates a Riesz basis.

**Proof.** The generating functions can be expressed in terms of their slices as $\phi_n(x) = \sum_{k \in \mathbb{Z}} S_k\{\phi_n\}(x - k)$. The Riesz-basis property is best characterized in the Fourier domain with the Gramian matrix (note that, $\phi$ being compactly supported, all the sums are in fact finite), which leads to

$$(\hat{G}(\omega))_{mn} = \sum_{q \in \mathbb{Z}} \langle \phi_m, \phi_n(-q) \rangle e^{-j\omega q}$$

$$= \sum_{q \in \mathbb{Z}} \sum_{k_1 \in \mathbb{Z}} \sum_{k_2 \in \mathbb{Z}} \langle S_{k_1}\{\phi_m\}, S_{k_2}\{\phi_n\}(-q - (k_2 - k_1)) \rangle e^{-j\omega q}$$

$$= \sum_{k_1 \in \mathbb{Z}} \sum_{k_2 \in \mathbb{Z}} \langle S_{k_1}\{\phi_m\}, S_{k_2}\{\phi_n\} \rangle e^{j\omega (k_2 - k_1)} \quad \text{if } q \neq (k_1 - k_2), \text{ the inner product vanishes}$$

$$= \langle \sum_{k_1 \in \mathbb{Z}} S_{k_1}\{\phi_m\} e^{-j\omega k_1}, \sum_{k_2 \in \mathbb{Z}} S_{k_2}\{\phi_n\} e^{-j\omega k_2} \rangle$$

$$= \langle \hat{\phi}_m(\omega, \cdot), \hat{\phi}_n(\omega, \cdot) \rangle,$$  \quad \begin{align*} (22) \end{align*}

where $\hat{\phi}_n(\omega, \cdot)$ is the finite weighted sum of slices

$$\hat{\phi}_n(\omega, x) = \sum_{k \in \mathbb{Z}} S_k\{\phi_n\}(x)e^{-j\omega k}. \quad (23)$$

If, now, $\mathcal{T}(\phi)$ is a set of linearly independent functions, then, for any $\omega \in \mathbb{R}$, the functions $(\hat{\phi}_n(\omega, \cdot))_{n=1,...,N}$ are linearly independent because the sums are finite. This means that $\hat{G}(\omega)$ is the Gramian matrix of a linearly
independent family of functions, which is known to be equivalent to \( \det \hat{G}(\omega) > 0 \). In addition, \( g : \omega \mapsto \det(\hat{G}(\omega)) \) is a finite weighted sum of \( e^{2\pi k} \) since \( \phi \) is compactly supported. It is therefore continuous and \( 2\pi \)-periodic. The image of \([0, 2\pi]\) under \( g \) is therefore a closed interval such that

\[
0 < \text{ess inf}_{\omega \in [0,2\pi]} \det(\hat{G}(\omega)) = \min_{\omega \in [0,2\pi]} \det(\hat{G}(\omega)) < \text{ess sup}_{\omega \in [0,2\pi]} \det(\hat{G}(\omega)) = \max_{\omega \in [0,2\pi]} \det(\hat{G}(\omega)) < +\infty. \tag{24}
\]

Noting that \( \det(\hat{G}(\omega)) \) is the product of the eigenvalues of \( \hat{G}(\omega) \), Condition (10) is satisfied, which means that \( \phi \) is a Riesz basis.

Note that the converse of Lemma 1 is not necessarily true. For a counterexample, consider the function in (25) made of two side-by-side rectangles of different height, so that

\[
\forall x \in \mathbb{R} : \phi(x) = \begin{cases} 
1, & x \in [0,1) \\
\alpha, & x \in [1,2) \\
0, & \text{otherwise}.
\end{cases} \tag{25}
\]

In this case, with a single generator, the Gramian matrix is just a scalar and reads \( \hat{g}(\omega) = (1 + \alpha^2) + 2\alpha \cos \omega \), which verifies, for any \( \omega \in \mathbb{R} \), that

\[(1 - |\alpha|)^2 \leq |\hat{g}(\omega)| \leq (1 + |\alpha|)^2. \tag{26}\]

So for \( |\alpha| \neq 1 \), \( \phi \) is a Riesz basis with bound \( A = (1 - |\alpha|) \) and \( B = (1 + |\alpha|) \). Yet, \( T(\phi) \) is clearly not a set of linearly independent functions since the second slice is a scaled version of the first one. For a more practical counterexample, see [22, Proposition 2.2].

Lemma 2. Let \( \phi \in (L_2(\mathbb{R}))^N \). If \( \phi \) is a shortest-support basis, then \( T(\phi) \) is a set of linearly independent functions.

Proof. It is equivalent to prove the contrapositive of the lemma, which states that if \( T(\phi) \) is not a set of linearly independent functions, then \( \phi \) is not a shortest-support basis. To that end, suppose that \( T(\phi) \) is not a set of linearly independent functions. This means that one can find a slice, say \( S_{k_0} \{ \phi_{p_0} \} \), that depends linearly on the others. Now, consider the integer-shift-invariant space generated by the set of functions \( T(\phi) \backslash \{ S_{k_0} \{ \phi_{p_0} \} \} \). Note that the new generating functions differ now both in size (support size of at most 1) and in number (possibly greater than \( N \)). On one hand, the new integer-shift-invariant space is larger than the initial space and, in particular, is still able to reproduce polynomials of degree up to \( M \). On the other hand, the sum of the support size of the generating functions is smaller than \( |\text{supp}(\phi)| \) because a nonzero slice was removed. So, \( \phi \) cannot be of minimal support.

We can now prove Theorem 2.

Proof of Theorem 2. Let \( \phi \in (L_2(\mathbb{R}))^N \) be compactly supported. By contraposition, if it is not a Riesz basis, then \( T(\phi) \) is not a set of linearly independent functions (Lemma 1). Then, by Lemma 2, \( \phi \) cannot be of minimal support.

To conclude this section, we present two results for finitely generated integer-shift-invariant spaces in preparation to a characterization of multi-spline spaces (Theorem 4). The unit sample sequence is written \( \delta \) and is defined by

\[
\delta[k] = \begin{cases} 
1, & k = 0 \\
0, & k \neq 0
\end{cases}
\]

and its matrix version \( \delta_{N \times N} \) is defined by \( (\delta_{N \times N})_{pq}[\cdot] = \begin{cases} 
\delta[\cdot], & p = q \\
0, & p \neq q
\end{cases} \).

Lemma 3. Let \( N, M \in \mathbb{N}, C \in (\mathbb{R}^Z)^{N \times M}, B \in (\mathbb{R}^Z)^{M \times N} \). If the sequence of matrices \( B \) is compactly supported and \( C + B = \delta_{N \times N} \), then \( M \geq N \).

Proof. There exists \( s \in \mathbb{N} \) such that \( \text{supp}(B) \subset \{-s, \ldots, s\} \subset \mathbb{N} \). The behavior of \( C[k] \) when \( |k| \to \infty \) is not known, and it is easier to work with the truncated version \( C_m = 1_{\{-s, \ldots, ms\}} \times C \), where \( m \in \mathbb{N} \) is a large enough integer \( m > 2N + 1 \). The sequence of matrices \( C_m \ast B \) is compactly supported and satisfies \( \text{supp}(C_m \ast B) \subset \{-2s, \ldots, (m+1)s\} \). Following the properties of convolution of compact sequences, we have, for any \( k = 0, \ldots, (m-1)s \), that \( C_m \ast B[k] = C \ast B[k] = \delta_{N \times N}[k] \). Therefore, one can write that

\[
C_m \ast B = \delta_{N \times N} + \sum_{-2s \leq k < 0} \sum_{(m-1)s + 1 \leq k \leq (m+1)s} M_k \delta[-k], \tag{27}
\]
where \( M_k \in \mathbb{R}^{N \times N} \) are matrices that account for the fact that \( C_m \) is a truncated version of \( C \). This then translates into the following z-transform matrix relation (note that all sequences are compactly supported so the z-transforms are well defined)

\[
\hat{C}_m(z) \hat{B}(z) = I_{N \times N} + \sum_{k=0}^{m+1} z^{-k} M_k = M_{N \times N} + \sum_{k=-(m+1)s}^{-(m-1)s} z^{-k} M_k = z^{-2s} A(z),
\]

where \( A(z) \) can be decomposed as

\[
A(z) = z^{2s} I_{N \times N} + P(z) + z^{(m+1)s+1} Q(z),
\]

where \( P(z) \) and \( Q(z) \) are polynomial matrices of degree \((2s - 1)\). The determinant of \( A(z) \) can be expressed in terms of the columns of \( I_{N \times N}, \ P(z), \) and \( Q(z) \) (denoted respectively \( e_k, p_k(z), \) and \( q_k(z) \)), so that

\[
z \mapsto \det A(z) = \det(z^{2s} e_1 + p_1(z) + z^{(m+1)s} q_1(z), \ldots, z^{2s} e_N + p_N(z) + z^{(m+1)s} q_N(z)).
\]

Knowing that the determinant is n-linear with respect to the columns, \( z \mapsto \det A(z) \) is a polynomial function of degree at most \((m + 3)s N\). We now want to prove that it cannot be identically zero. To that end, we expand the determinant with respect to the columns and find that there is a unique term of the form \( A \). It is obtained by picking for \( k = 1, \ldots, N \) the column \( e_k z^{2s} \). The coefficient in front of \( z^{2s N} \) is therefore \( \det(e_1, \ldots, e_N) = 1 \neq 0 \). Indeed, for other combinations of columns in the expansion, we would have that

- if at least one column of the form \( z^{(m+1)s} q_k(z) \) is chosen, then it results in a term of degree at least \((m+1)s > (2N + 2)s > 2sN\);
- else, at least one column of the form \( p_k(z) \) is chosen. Since the degree of \( p_k(z) \) is lower than 2s, the resulting term in the expansion has a degree lower than 2sN.

In the end, we proved that \( z \mapsto \det A(z) \) cannot be identically zero. Therefore, there exists \( z_0 \in \mathbb{R} \) so that \( \det(A(z_0)) = N \). It implies that \( N = \min(\text{rank}(C_m(z_0) B(z_0)), \text{rank} B(z_0))) \leq \min(M, N) \leq M \).

**Lemma 4.** Let \( \psi \in (L_2(\mathbb{R}))^M \) and \( \eta \in (L_2(\mathbb{R}))^N \) be two collections of compactly supported functions that are able to reproduce each other (the reproducing sequences might not be in \( \ell_2(\mathbb{Z}) \)). If \( \eta \) is a shortest-support basis, then \( M \geq N \).

**Proof.** By hypothesis, there exist vector sequences \( c_p \in (\mathbb{R}^Z)^M \) such that

\[
\eta_p = \sum_{k \in \mathbb{Z}} c_p[k]^T \psi(\cdot - k) = c_p^T \psi, \text{ which reads in matrix form}
\]

\[
\eta = C \ast \psi, \quad C \in (\mathbb{R}^Z)^{N \times M}.
\]

Similarly, one can write that

\[
\psi = B \ast \eta, \quad B \in (\mathbb{R}^Z)^{M \times N}.
\]

From Lemma 2 we know that the nonzero slices of \( \eta \) are linearly independent (shortest-support basis). This implies that, to generate the compactly supported function \( \psi \), the sequence of matrices \( B \) must be compactly supported as well since the only way to generate the zero function on a segment for \( \eta \) is to set the active coefficient of \( B \) to 0. Now, one can mix the equations and find that

\[
\eta = C \ast (B \ast \eta) = (C \ast B) \ast \eta.
\]

The associativity of the convolution operations is justified by the fact that both \( \eta \) and \( B \) are compactly supported, meaning that, for a given argument \( x \), all sums are finite. Because the slices of \( \eta \) are linearly independent, \( \eta \) can reproduce itself in a unique way, which gives

\[
C \ast B = \delta_{N \times N}.
\]

We can now conclude that \( M \geq N \) with Lemma 3.
4 Multi-Spline Shortest Bases

With a single generator, the unique shortest basis of degree \( n \in \mathbb{N} \) (up to a scaling and a shift operation) is the B-spline of degree \( n \), which is a generator of \( S_n \). For multiple generators, it is natural to consider spaces generated by a finite number of B-splines \( \beta_n = (\beta_1^n, ..., \beta_m^n) \), where \( n = (n_1, ..., n_N) \) and \( n_1 < ... < n_N \). In this way, the reproducing and approximation properties are inherited from the higher-degree spline \( \beta_+^{n,N} \). Yet, multi-spline spaces are not generated optimally by the classical B-splines.

**Proposition 1.** Let \( N \in \mathbb{N} \backslash \{0\} \) and \( n = (n_1, ..., n_N) \) with \( n_1 < ... < n_N \in \mathbb{N} \). If \( N > 1 \), then \( \beta_n = (\beta_1^{n_1}, ..., \beta_m^{n_m}) \) is neither a shortest-support basis nor a Riesz basis.

**Proof.**
- The space \( S(\beta_n) \) can reproduce polynomials of degree at most \( n_N \) due to the inclusion \( S(\beta_+^{n,N}) \subset S(\phi) \).
- Moreover, the sum of the support of \( \beta_n \) is \( \sum_{m=1}^N (n_m + 1) > n_N + 1 \), which shows that the basis is not a shortest-support one.
- From the proof of Lemma \([1]\) the Gramian matrix can be written

\[
(\mathcal{G}(\omega))_{pq} = (\tilde{\beta}^{n_p}(\omega,\cdot), \tilde{\beta}^{n_q}(\omega,\cdot)),
\]  

where \( \tilde{\beta}^{n_p}(\omega,\cdot) \) is the finite weighted sum of slices

\[
\tilde{\beta}^{n_p}(\omega,x) = \sum_{k \in \mathbb{Z}} \beta_k \{\beta^{n_p}\}(x)e^{-jk}.
\]

It is known that \( \beta_+^{n_p} \) satisfies the partition of unity, meaning that, for any \( x \in \mathbb{R} \), \( \sum_{k \in \mathbb{Z}} \beta_k^{n_p}(x-k) = 1 \). In terms of slices, it means that \( \tilde{\beta}^{n_p}(0,x) = \sum_{k \in \mathbb{Z}} S_k\{\beta_k\}(x) = \mathbb{1}_{[0,1]}(x) \). The functions \( (\tilde{\beta}^{n_p}(0,\cdot))_{p=1,...,N} \) are therefore not linearly independent (because they are equal) and \( \det \mathcal{G}(0) = 0 \). As stated in the proof of Lemma \([1]\) \( \omega \mapsto \det \mathcal{G}(\omega) \) is a continuous function (because the B-splines are compactly supported), meaning that

\[
\text{ess inf } \omega \in [0,2\pi] \det \mathcal{G}(\omega) = \min_{\omega \in [0,2\pi]} \det \mathcal{G}(\omega) = 0.
\]

Following \([10]\), \( \beta_n \) cannot be a Riesz basis.

For \( N > 1 \), only few shortest bases are known, with the most prominent being the Hermite splines presented by Lipow and Schoenberg \([29]\). They are solution of the direct interpolation problem

\[
\text{find } \eta_p \in S_{n,N} : \eta_p^{(\nu)}(k) = \begin{cases} 1, & \text{if } \nu = p \text{ and } k = 0, \\ 0, & \text{otherwise}, \end{cases}
\]

with \( k \in \mathbb{Z}, \ \nu, p = 0, ..., (N-1) \), and \( S_{n,N} = S_n + \cdots + S_{n+N-1} \). The function \( \eta_p \) has all its derivatives set to zero at the integers, except for the \( p \)th derivative that is one at zero. The multi-spline space must be chosen so that \( \eta_p \) is sufficiently differentiable, yielding the condition \( n \geq N \). When \( n = N \), shortest-support functions were found (the Hermite splines, see plots \([43]\) for instance) but, unfortunately, in a higher-order approximation space, *i.e.* for \( n > N \), the functions are not compactly supported anymore. For instance, for derivative sampling (interpolate \( f \) and \( f' \)), the smaller order of approximation solution \( N = 2 \) is given by the cubic Hermite-spline generators of \( S_2 + S_3 \).

4.1 Consecutive Multi-Spline Spaces

The derivatives up to order \( (n-1) \) of a compactly-supported spline of degree \( n \) must vanish on the edges of the support. This constraint cannot be satisfied if the function is too short. In particular, the shortest nonzero function of \( S_n \) has a support size of \( (n+1) \) and, interestingly, it is precisely the B-spline of degree \( n \). In the special case of a consecutive multi-spline space \( S_{n,N} = S_n + S_{n+1} + \cdots + S_{n+N-1} \), this result can be directly extended. To that end, we define the space

\[
P_m^{m'} = \{ p \in C^m(\mathbb{R}) : p \text{ is a polynomial of degree } m \text{ on each } [k,k+1), k \in \mathbb{Z} \}.
\]

Note that the space \( P_m^{m'} \) can be viewed as a spline space with knots of multiplicity \( (m-m'-1) \) \([44]\ Section 5.11\]. In our setting with simple knots, \( P_m^{m'} \) is rather regarded as multi-spline space (Proposition \([2]\)).
Proposition 2. Let \( n, N > 0 \). Then \( S_{n,N} = P_{n+N-1}^{n-1} \).

Proof. The definition of a spline of degree \( n \) implies that, for \( q = 0, \ldots, N - 1 \), we have that \( S_{n+q} \subset P_{n+N-1}^{n-1} \), from which we deduce that \( S_{n,N} \subset P_{n+N-1}^{n-1} \).

The other inclusion is proven by induction over \( N \), with the induction hypothesis

\[
H_N : \forall n \in \mathbb{N}, P_{n+N-1}^{n-1} \subset S_{n,N}.
\]

- For \( N = 1 \) and any \( n \in \mathbb{N} \setminus \{0\} \), the result is directly given by the definition of \( S_{1,1} = S_n = P_{n-1}^{n-1} \).
- Suppose that \( H_N \) holds for \( N \in \mathbb{N}^* \). Let \( p \in P_{n+N-1}^{n-1} \). We have that \( p^{(n-1)} \in P_{N+1}^{0} \) and, consequently, \( p^{(n)} \) is a piecewise polynomial function with finite jumps at the knots. There exists \( f_0 \in S_0 \) that has the same jumps on the knots as \( p^{(n)} \). Then, \( (p^{(n)} - f_0) \) is continuous on the integers, which implies that \( (p^{(n)} - f_0) \in P_{N}^{0} \). The induction hypothesis guarantees that \( (p^{(n)} - f_0) \in S_{1,N} \) and, therefore, that \( p^{(n)} \in S_{0,N+1} \). After \( n \) integrations, we finally have that \( p \in S_{n,N+1} \), which concludes the induction step and the proof.

\[ \Box \]

For a given \( L \in \mathbb{N} \), the space of functions in \( P_{m'}^{m'} \) that are supported in \([0,L]\) is a vector space of the known finite dimension \([45]\)

\[
\dim(\{p \in P_{m'}^{m'} : \text{supp}(p) \subset [0,L]\}) = ((m-m')L - (m'+1))_+,
\]

(41) where \( x_+ = \max(0,x) \). Indeed, any \( p \in P_{m'}^{m'} \) supported in \([0,L]\) is uniquely defined by \( L \) pieces that are polynomials of degree \( m \). So, \( L \times (m+1) \) coefficients have to be set. The smoothness constraints imply that the pieces cannot be set independently. On the first interval \([0,1]\), the \((m+1)\) coefficients must be chosen so that \( p^{(0)}, \ldots, p^{(m')}(0) = 0 \), which leaves \((m-m')\) degrees of freedom. For the next interval, \((m+1)\) new coefficients have to be set but the values \( p^{(0)}(1), \ldots, p^{(m')}(1) \) are already fixed, giving only \((m-m')\) new degrees of freedom. We see that each interval provides \((m-m')\) extra degrees of freedom. In the end, there remain \( LN \) degrees of freedom. Now, to enforce that \( p \in P_{m'}^{m'} \), we must have that \( p^{(0)}(L), \ldots, p^{(m')}(L) = 0 \). The total number of degrees of freedom gives the announced dimension \(((m-m'L) - (m'+1))_+\).

Corollary 1. Let \( n, N, L \in \mathbb{N} \). The set of functions of \( S_{n,N} \) that have their support in \([0,L]\) is a vector space of dimension \((LN-n)_+ = \max(0,LN-n)\).

Corollary 2. Let the Euclidean division of \( n \) by \( N \) be written as \( n = pN + r \). Then, the shortest-support nonzero functions of \( S_{n,N} \) have a support size of \((p+1)\). Moreover, the set \( \{f \in S_{n,N} : \text{supp}(f) \subset [0,p+1]\} \) is a vector space of dimension \((N-r)\).

Proof. The set of functions of \( S_{n,N} \) that have their support in \([0,L]\) is a vector space of dimension \((LN-n)_+\) (Corollary 1). To find at least one non-vanishing function in the vector space, its dimension must be greater than one meaning that \((LN-n) \geq 1 \Leftrightarrow L \geq (n+1)/N = p + (r+1)/N \). Knowing that \( L \in \mathbb{N} \) and \( r < N \), we conclude that one must have that \( L = (p+1) \) to find a nonzero compactly supported function. In this case, the dimension reads \((p+1)N - n = (N + pN) = (N - r)\).

\[ \Box \]

With a single generator, the shortest-support basis is provided by the shortest function. In a consecutive multi-spline space, one would usually take \((N-r)\) functions of size \((p+1)\) (the shortest) and complete with \( r \) functions of size \((p+2)\). This would result in \( N \) functions with a total support size of \((N-r)(p+1) + r(p+2) = NP + r + N = n + N = n_N + 1\), which is the objective for a shortest-support basis. For nonconsecutive multi-spline spaces, similar results should exist, but in a more complicated form.

### 4.2 Existence and Construction of mB-Splines

We say that a finite collection \( \phi \) of multi-spline functions is an mB-spline of degree \( n = (n_1, \ldots, n_N) \) with \( n_1 < \cdots < n_N \in \mathbb{N} \), if it is a shortest-support basis of the space \( S_n \). This is the natural extension of B-splines. Similar to the latter, mB-splines can be constructed recursively for any multi-spline space. Indeed, two basic transformations (the “increment step” and the “insertion step”) allow one to convert a shortest-support basis of a given space into a shortest-support basis of a different space. To simplify the explanation, we say that the collection \( \phi = (\phi_1, \ldots, \phi_N) \in (L_2(\mathbb{R}))^N \) of compactly supported functions is standardized if, for \( n = 1, \ldots, N \), we have that

\[
\begin{align*}
(i) & \int_{\mathbb{R}} \phi_n(t)dt \in \{0,1\}, \\
(ii) & \inf \{t \in \mathbb{R} : \phi_n(t) \neq 0\} \in [0,1).
\end{align*}
\]

The second condition implies that the generating functions are causal, i.e. \( \phi_n(t < 0) = 0 \). Note that any \( \phi \) compactly supported can be standardized without altering \( S(\phi) \).
4.2.1 Increment Step

The B-splines $\beta_{n+1}^n$ can be constructed recursively by noting that

$$\beta_{n+1}^n(x) = \Delta \left\{ \int_{-\infty}^{x} \beta_{n}^n(t) dt \right\},$$

where $\Delta$ is the finite difference operator $\Delta \{f\}(x) = (f(x) - f(x - 1))$. The integration increases the polynomial degree, along with the smoothness at the knots (Step 1), while $\Delta$ ultimately returns a compactly supported function (Step 2). For multiple generating functions, a similar two-step recursive approach is proposed. The general process is mathematically detailed below, while an intuitive example is proposed in Figure 1.

Suppose $\eta = (\eta_1, \ldots, \eta_N) \in (L_2(\mathbb{R}))^N$ is an mB-spline of $S_{n_1} + \cdots + S_{n_N}$. The goal is to find an mB-spline of $S_{n_1+1} + \cdots + S_{n_N+1}$. It will be a generator with a support size of $(n_N + 2)$, able to reproduce the B-splines of degree $n_1 + 1, \ldots, n_N + 1$.

Integration

The collection of functions $\eta$ is able to reproduce the B-splines of degree $n_1, \ldots, n_N$, that is, for any $s \in \{1, \ldots, N\}$ there exists a vector sequence $c_s = (c_s^1, \ldots, c_s^N)$ (not necessarily in $(L_2(\mathbb{Z}))^N$) so that

$$\forall x \in \mathbb{R} : \beta_{n}^n(x) = \sum_{k \in \mathbb{Z}} c_s^{|k|} \eta(x - k).$$

To justify the calculations to come, we assume that

$$c_1^s, \ldots, c_N^s \text{ are causal sequences, i.e., } c_j^s[k] = 0 \text{ for any } k < 0. \quad (A_n)$$

The assumption $(A_n)$ is not overly restrictive because it will hold for the starting basis of our algorithm and then be preserved by the construction process. In the end, all the bases constructed will be able to reproduce the B-splines with causal sequences. Let $H = (H_1, \ldots, H_N)$ be defined as

$$H(x) = \int_{-\infty}^{x} \eta(t) dt.$$

The integration of equation (43), followed by the application of the operator $\Delta$, yields

$$\beta_{n+1}^n(x) = \Delta \left\{ \sum_{k \in \mathbb{Z}} c_s^{|k|} H(x - k) \right\} = \sum_{k \in \mathbb{Z}} c_s^{|k|} \Delta \{H\}(x - k)$$

$$= \sum_{k \in \mathbb{Z}} c_s^{|k|} (H(x - k) - H(x - 1 - k)) = \sum_{k \in \mathbb{Z}} (c_s^{|k|} - c_s^{|k-1|}) H(x - k).$$
The assumption that \( c_1, \ldots, c_N \) are causal and the fact that \( H \) is also causal (because \( \eta \) is compactly supported and standardized) implies that, for any \( x \in \mathbb{R} \), the sums in (45) have a finite number of nonzero terms. This enables us to switch the order of the operations (sum, integral, and \( \Delta \)). Note that the sequence \( (c^s[k]e^{-t} - c^s[k-1]e^{-t})_{k \in \mathbb{Z}} \) is causal. In short, \( H \) can reproduce \((\beta_1^{n+1}, \ldots, \beta_N^{n+1})\) with causal sequences, but it is obviously not a shortest-support basis because its support is infinite.

**Finite Difference**

The aim now is to find a basis with the same reproducing properties as \( H \), but with minimal support. To that end, we denote by \( s_0 \) the index so that \( \eta_{s_0} \) is the shortest function in \( \eta \) that satisfies \( \int_{\mathbb{R}} \eta_{s_0} \neq 0 \). It must exist; if not, the generating \( S(\eta) \) would only contain zero-mean functions and could not reproduce the B-splines that are not zero-mean. A shortest-support basis \( \theta = (\theta_1, \ldots, \theta_N) \) is then given by

\[
\theta_s = \begin{cases} 
H_s & \text{if } s \neq s_0 \text{ and } \int_{\mathbb{R}} \eta_s(t)dt = 0 \\
H_s - H_{s_0} & \text{if } s \neq s_0 \text{ and } \int_{\mathbb{R}} \eta_s(t)dt \neq 0 \\
\Delta H_{s_0} & s = s_0 
\end{cases}
\]  

(46)

Because \( \eta \) is compactly supported and standardized, the choice of \( s_0 \) ensures that

\[
|\text{supp}(\theta_s)| = \begin{cases} 
|\text{supp}(\eta_s)| & s \neq s_0 \\
|\text{supp}(\eta_s)| + 1 & s = s_0 
\end{cases}
\]  

(47)

In short, \(|\text{supp}(\theta)| = 1 + |\text{supp}(\eta)| = n_N + 2 \). Noting that \( H_{s_0} = \sum_{k \in \mathbb{Z}} \theta_{s_0}(-k) \), it is clear that \( \theta \) can reproduce \( H \) with causal coefficients. It also implies that \( \theta \) can reproduce \((\beta_1^{n+1}, \ldots, \beta_N^{n+1})\) with causal coefficients (see (45)), which justifies the assumption \((A_n)\). In conclusion, \( \theta \) is a shortest-support basis of \( S_{n+1} + \cdots + S_{nN+1} \).

**4.2.2 Insertion Step**

The present step enables us to add a generator to a shortest-support basis. Suppose \( \eta = (\eta_1, \ldots, \eta_N) \) is a standardized shortest-support basis of \( S_{n_1} + \cdots + S_{n_N} \) and let \( \eta' = (\delta, \eta_1, \ldots, \eta_N) \), where \( \delta \) is the Dirac distribution. The increment step applied to \( \eta' \) yields a shortest-support basis for \( S_0 + S_{n_1+1} + \cdots + S_{n_N+1} \). Indeed, the shortest function of \( \eta \) being \( \delta \), the new basis \( \theta' = (\theta'_1, \ldots, \theta'_N) \) is given by

\[
\theta'_n : x \mapsto \begin{cases} 
\Delta \left[ \int_{-\infty}^{x} \delta(t)dt \right] = \beta_0^0(x), & n = 0 \\
\int_{-\infty}^{x} \eta_n(t)dt, & n > 0 \text{ and } \int_{\mathbb{R}} \eta_n(t)dt = 0 \\
\int_{x}^{-\infty} (\eta_n(t) - \delta(t))dt, & n > 0 \text{ and } \int_{\mathbb{R}} \eta_n(t)dt \neq 0 
\end{cases}
\]  

(48)

Because \( \eta \) is compactly supported and standardized, we have that

\[
|\text{supp}(\theta'_n)| = \begin{cases} 
1 & n = 0 \\
|\text{supp}(\eta_n)|, & \text{otherwise} 
\end{cases}
\]

which means that \(|\text{supp}(\theta')| = |\text{supp}(\eta')| + 1 = n_N + 2 \). The process also ensures that \( \theta' \) is a shortest-support basis of \( S_0 + S_{n_1+1} + \cdots + S_{n_N+1} \).

**Theorem 3.** Let \( n_1 < \cdots < n_N \in \mathbb{N} \setminus \{0\} \). There exists an mB-spline \( \eta = (\eta_1, \ldots, \eta_N) \in (L_2(\mathbb{R}))^N \) of \( S_{n_1} + \cdots + S_{n_N} \) that can be constructed recursively with increment and insertion steps.

**Proof.** The increment and insertion steps are sufficient to construct an mB-spline for any multi-spline space. Indeed, take \( \eta_0 = (\beta_0^{n_N-n_N-1}) \) a shortest support basis for \( S_{n_N-n_N-1} \). The insertion step gives a shortest-support basis for \( S_0 + S_{n_N-n_N-1} \). After \( (n_{N-1}-n_{N-2}) \) increment steps and one insertion step, the process gives a shortest-support basis for \( S_0 + S_{n_{N-1}-n_{N-2}+1} + S_{n_N-n_N-2} \). By iteration, a shortest-support basis for \( S_0 + S_{n_1} + \cdots + S_{n_N} \) is obtained. Applying \( n_1 \) increment steps, we finally obtain a shortest-support basis for \( S_{n_1} + \cdots + S_{n_N} \).

Examples of mB-splines will be provided in Section 5. Note that our algorithm does not always output functions with the most practical form. This is corrected by appropriate linear combinations and, possibly, translations that do not alter the reproducing properties and the support size. For instance, for the space \( S_2 + S_3 \), our construction will need a simple linear combination to obtain the well-known bicubic Hermite splines. We conclude this section with a result on the minimal number of generating functions required to generate multi-spline spaces.
Theorem 4. Let \( n_1 < \cdots < n_N \in \mathbb{N} \setminus \{0\} \). The space \( S_n = S_{n_1} + \cdots + S_{n_N} \) cannot be generated by fewer than \( N \) compactly supported generating functions.

Proof. From Theorem 3 there exists an mB-spline of \( S_n \) composed of \( N \) functions, say, \( \eta = (\eta_1, \ldots, \eta_N) \in (S_n)^N \). Let \( \psi = (\psi_1, \ldots, \psi_M) \in (S_n)^M \) be a collection of compactly supported functions able to generate \( S_n \). It means that \( \eta \) and \( \psi \) can reproduce each other and, by Lemma 2, \( M \geq N \).

Note that \( N \) is a lower bound and the number of generating function of a shortest-support basis can exceed \( N \). For instance, take \( \eta = (\eta_1, \eta_2) \) with

\[
\begin{align*}
\eta_1 : x &\mapsto \beta_0(2x) = \mathbb{I}_{[0,1/2]}(x) \\
\eta_2 : x &\mapsto \beta_0(2(x - 1/2)) = \mathbb{I}_{[1/2,1]}(x).
\end{align*}
\]

Since \( \eta_1 + \eta_2 = \beta_0 \), \( \eta \) can reproduce \( S_0 \). In addition, the fact that \( |\text{supp}(\eta)| = 1 \) means that it is a shortest-support basis of degree 0 and now it is composed of two generating functions. (Note that the space they generate is larger than \( S_0 \)).

5 Applications

5.1 Generalized Sampling in Multi-Spline Spaces

We consider a multi-spline space \( S_n \) along with the \( N \)-component mB-spline \( \phi = (\phi_1, \ldots, \phi_N) \) and some corresponding analysis functions \( \psi = (\psi_1, \ldots, \psi_N) \). As we now show, the generalized-sampling formulation presented in [11] can be extended to multiple generators. Let \( \mathcal{H} \) be a space considerably larger than \( S(\phi) \). Consider \( f \in \mathcal{H} \), from which we know only some discrete measurements \( (g[n])_{n \in \mathbb{Z}} \) written

\[
g[n] = \langle \psi(\cdot - n), f \rangle = \langle (\psi_1(\cdot - n), f), \ldots, (\psi_N(\cdot - n), f) \rangle.
\]

To construct an approximation \( \hat{f} \in S(\phi) \) of \( f \), a standard way is to enforce consistency [6, 11] in the sense that \( f \) and \( \hat{f} \) must give the same measurements. This formulation generalizes the notion of interpolation. For instance, to interpolate the value of \( f \) and its derivative at the sampling locations, take \( \psi_1 = \delta \) and \( \psi_2 = \delta' \). In such a case, consistency simply means that \( f \) and \( \hat{f} \) should have the same value and the same derivative at the grid points. In general, the consistency requirement translates into

\[
\langle \psi(\cdot - n), f \rangle = \langle \psi(\cdot - n), \hat{f} \rangle = \sum_{k \in \mathbb{Z}} \langle \psi(\cdot - n), \phi^T(\cdot - k) \rangle \cdot c[k]
\]

\[
= \sum_{k \in \mathbb{Z}} \langle \psi(\cdot - (n - k)), \phi^T \rangle \cdot c[k]
\]

\[
= (A_{\phi, \psi} \ast c)[n]
\]

where \((c[n])_{n \in \mathbb{Z}}\) is the unique vector sequence representing \( \hat{f} = \sum_{k \in \mathbb{Z}} c[k]^T \phi(\cdot - k) \) and \( A_{\phi, \psi} [n] = \langle \psi(\cdot - n), \phi^T(\cdot) \rangle \) is the matrix-valued sequence of the measurements of the basis functions. To solve our problem, we rely on the theory of signal and systems, including the z-transform. Indeed, with this framework efficient implementation techniques naturally stand out. When the matrix-valued filter \( A_{\phi, \psi} \) is invertible (see [10] Proposition 1 for the invertibility condition), the vector \( c \) of sequences can be computed from the measurements by applying the matrix-valued inverse filter \( Q \), like in

\[
c[n] = (Q \ast g)[n].
\]

Its transfer function verifies in the z-domain \( Q(z) = A_{\phi, \psi}^{-1}(z) \). This matrix filter has not necessarily a finite impulse response (FIR) but it can be decomposed as \( Q(z) = \frac{1}{\det(A_{\phi, \psi}(z))} \text{com}(A_{\phi, \psi}(z))^T \), where \( \text{com}(A_{\phi, \psi}) \) denotes the cofactor matrix of \( A_{\phi, \psi} \). For compactly supported analysis functions, the comatrix \( \text{com}(A(z)) \) is FIR because it is a Laurent polynomial in \( z \), so it is straightforward to implement. On the contrary, \( \frac{1}{\det(A_{\phi, \psi}(z))} \) is often not FIR. Nonetheless, it can usually be implemented efficiently too, using the same techniques as in [28].
Figure 2: Shortest-support bases for derivative sampling, obtained with the shortest-basis algorithm and some linear combinations to get a symmetric and an antisymmetric function. (a) The well-known bicubic Hermite splines. (b)-(c)-(d) New bases for derivative sampling with high-degree splines. These functions are piecewise polynomials of degree 5, 7, 9 with continuity of the derivatives of order 3, 5, 7, respectively.

Online Interactive Tutorial Some examples are implemented in an online interactive demo [2], a screenshot being provided in Figure 3. The user can control the discrete measurements of a function (value, derivative), choose a multi-spline reconstruction space, and see in live the reconstructed function.

5.2 Derivative Sampling with High-Degree Multi-Splines in $S_{2p} + S_{2p+1}$

The derivative sampling problem reads for $f \in \mathcal{H}$

$$\text{find } \tilde{f} \in S_n : \begin{cases} \tilde{f}(k) = f(k), \\ \tilde{f}'(k) = f'(k), \end{cases}, k \in \mathbb{Z}. \quad (53)$$

The most relevant reconstruction spaces have the form $S_n = S_{2p} + S_{2p+1}$. The underlying reason is that the filter complexity is the same for the spaces $S_{2p} + S_{2p+1}$ and $S_{2p-1} + S_{2p}$, so, the higher degree is preferred (the filter has $2(p - 1)$ roots). Note that the same occurs when one performs classical interpolation with B-splines and odd degrees are usually preferred. To the best of our knowledge, when $p > 1$, no solution based on shortest-support bases and recursive filtering has been proposed so far. Our construction of shortest-bases results in the functions $\eta_1$ and $\eta_2$. They have a support size $(p + 1)$ and are plotted in Figure 2. Due to the symmetry properties of those functions, the entries of $\hat{A}_{\Phi \Psi}(z)$ have poles that come in reciprocal pairs. Consequently, the inverse matrix filter can be implemented with efficient recursive techniques, as detailed in [27, 28].

The case of quintic-degree derivative sampling is detailed now. The basis functions are specified in Table 1. The $z$-transform of the filter $\hat{A}_{\Phi \Psi}(z)$ reads

$$\hat{A}_{\Phi \Psi}(z) = \begin{bmatrix} \frac{z^{-1} + z^{-2}}{2} & \frac{z^{-1} - z^{-2}}{2} \\ \frac{5(z^{-1} - z^{-2})}{4} & \frac{5(z^{-1} + z^{-2})}{8} \end{bmatrix}. \quad (54)$$

It follows that the transpose comatrix satisfies

$$\text{com}(\hat{A}(z))^T \leftarrow z \rightarrow \frac{1}{2} \begin{bmatrix} 5(\delta[:1] + \delta[:2]) \\ -5(\delta[:1] - \delta[:2]) \end{bmatrix} \begin{bmatrix} \delta[: -1] + \delta[: -2] \\ \delta[: -1] + \delta[: -2] \end{bmatrix} \quad (55)$$

and the determinant

$$\frac{z^{-1}}{\det \hat{A}(z)} = \frac{16}{5} \frac{-z}{(1 - z_0 z^{-1})(1 - z_0^{-1} z^{-1})} \leftarrow z \rightarrow d[n], \quad (56)$$

[https://bigsplinesepfl.github.io/]
Table 1: Slices of shortest-support bases for derivative sampling. The slices are given as linear combinations of the shifted monomials $x_k^i = (x - k)^n$ if $x \in [k, k+1)$ and $x_k^i = 0$ otherwise.

| Slice | Slice | $x_k^1$ | $x_k^2$ | $x_k^3$ | $x_k^4$ | $x_k^5$ | $x_k^6$ | $x_k^7$ |
|-------|-------|---------|---------|---------|---------|---------|---------|---------|
| $S_2 + S_3$ | $\eta_1$ | $k = 0$ | $-3$ | $2$ |  |  |  |  |
|       |       | $k = 1$ | $1$ | $-3$ | $1$ |  |  |  |
| $S_4 + S_5$ | $4\eta_1$ | $k = 0$ |  |  |  |  |  |  |
|       |       | $k = 1$ | $2$ | $5$ | $-10$ | $5$ |  |  |
|       |       | $k = 2$ | $2$ | $-5$ | $10$ | $-10$ | $3$ |  |
| $S_6 + S_7$ | $108\eta_1$ | $k = 0$ |  |  |  |  |  |  |
|       |       | $k = 1$ | $10$ | $49$ | $84$ | $35$ | $-70$ | $105$ | $-112$ | $-27$ |
|       |       | $k = 2$ | $88$ | $-168$ | $140$ | $-77$ | $27$ |  |  |
|       |       | $k = 3$ | $10$ | $-49$ | $84$ | $-35$ | $-70$ | $105$ | $-56$ | $11$ |
|       | $\frac{918}{5}\eta_2$ | $k = 0$ |  |  |  |  |  |  |
|       |       | $k = 1$ | $17$ | $77$ | $105$ | $-35$ | $-245$ | $-273$ | $539$ | $-185$ |
|       |       | $k = 2$ |  | $-224$ | $560$ | $-924$ | $756$ | $-185$ |  |  |
|       |       | $k = 3$ | $-17$ | $77$ | $-105$ | $-35$ | $245$ | $-273$ | $133$ | $-25$ |

where $z_0 = (3 - 2\sqrt{2})$. This means that the convolution of any sequence with $d$ can be implemented recursively. Interestingly, it is the same inverse filter as in cubic-spline interpolation. The reader can therefore refer to [21] for a detailed explanation of the implementation. The expansion coefficients can be evaluated as

$$c_1 = d * \left( \frac{5}{8} \Delta^+ \{ f \} - \frac{1}{2} \Delta \{ f' \} \right)$$
$$c_2 = d * \left( -\frac{5}{4} \Delta \{ f \} + \frac{1}{2} \Delta^+ \{ f' \} \right),$$

where $\Delta^+ \{ f \}[k] = f[k] + f[k-1]$. Finally, the multi-spline that is consistent with the measurements is given by

$$\tilde{f}(x) = \sum_{k \in \mathbb{Z}} c_1[k] \eta_1(x - k) + \sum_{k \in \mathbb{Z}} c_2[k] \eta_2(x - k).$$

5.2.1 Derivative Sampling in $S_2 + S_3 + S_4$

Here, we consider the setting $\psi = (\delta, \delta', \delta(-1/2))$, which means that the value of the function to be reconstructed is sampled twice more often than its derivative. The specification of $S_2 + S_3 + S_4$ as reconstruction space provides then an explicit interpolation formula, which involves the shortest-support basis $\eta_1$, plotted in Figure 4. This formula reads

$$\tilde{f}(x) = \sum_{k \in \mathbb{Z}} (f(k)\eta_1(x - k) + f'(k)\eta_2(x - k) + f(k + 1/2)\eta_3(x - k)).$$

More generally, we observed that the addition of $N$ consecutive spline spaces to $S_2 + S_3$ (i.e., choosing $S_2 + S_3 + \cdots + S_{3+N}$) allows one to perform derivative sampling and interpolate the function $N$ times between the integers with a direct interpolation formula.

5.2.2 Direct Derivative Sampling in $S_2 + \cdots + S_{2p+1}$

The space $S_2 + S_3 + S_4 + S_5$ is also well suited for derivative sampling with $\psi = (\delta, \delta', \delta(-1/2), \delta'(-1/2))$ because of the structure of its shortest-support generating functions $\eta_1, \eta_2, \eta_3$, and $\eta_4$ (Figure 5). Indeed, it yields the direct interpolation formula

$$\tilde{f}(x) = \sum_{k \in \mathbb{Z}} (f(k + 1/2)\eta_1(x - k) + f(k)\eta_2(x - k + 1) + f'(k + 1/2)\eta_3(x - k) + f'(k)\eta_4(x - k + 1)).$$
Figure 3: Derivative sampling with optimal bases. The solid curve lies in $S_2 + S_3$ (cubic piecewise polynomials with continuous derivative) and the dashed curve lies in $S_4 + S_5$ (quintic piecewise polynomials with continuous third derivative).

Figure 4: Shortest basis of $S_2 + S_3 + S_4$ associated to the analysis functions $\psi = (\delta, \delta', \delta(\cdot - 1/2))$.

The sampling step is 1/2, but the spline knots are still located at the integers. Note that the sampling step can be tuned at will by dilation of the generating functions. More generally, we conjecture that there exist basis functions with the interpolatory property for any space of the form $S_2 + \cdots + S_{2p+1}$ and the sampling step 1$/p$. This conjecture was verified for $p = 1$ (bicubic Hermite splines), $p = 2$ (Figure 5) and $p \in \{3, 4\}$.

5.3 Classical Interpolation

The classical interpolation problem reads for $f \in \mathcal{H}$

$$\text{find } \tilde{f} \in S_n : f(k) = \tilde{f}(k), k \in \mathbb{Z}. \quad (61)$$

When the number $N$ of generating functions is greater than 1, we have two equivalent options:

(i) to sample the function $f$ with the sampling step 1$/N$;

(ii) to dilate the generators by a factor of $N$, keeping a unit sampling step.

We present the result in accordance with Option (i).
Figure 5: Shortest basis of \( S_2 + S_3 + S_4 + S_5 \) for direct derivative sampling.

Figure 6: Shortest-support basis for \( S_1 + \cdots + S_N \). The basis functions are continuous and able to reproduce any polynomial of degree up to \( N \).

5.3.1 Modified Lagrange Polynomials in \( S_1 + \cdots + S_N \)

Classical interpolation is well solved by B-splines but, starting from degree 2, the filter is neither FIR nor causal. Exact operations such as local interpolation or interpolation with a finite delay are therefore not possible. Some workarounds exist \([46]\); we present now one that is based on modified Lagrange polynomials. Let \( l = (l_1, \ldots, l_N) \) be a collection of \( N \) generating function such that, for \( x \in [0, 1], l_q(x) = \prod_{p=0}^{N-1} \frac{N x - p}{q - p} \). In this way, when \( q = 1, \ldots, (N-1) \), \( l_q \) is zero at \( x = 0 \) and \( x = 1 \) so it can be set to zero for \( x \notin [0, 1] \) and \( l_q \in S_1 \). Noting that \( l_N(1) = 1 \), to make sure that \( l_N \in S_1 \), we extend its support to \([1, 2]\) and set, \( \forall x \in [1, 2], l_N(x) = l_N(2 - x) \) (see Figure 6). These functions constitute a shortest-support basis of \( S_1 + \cdots + S_N \) and give a direct interpolation formula. Interestingly, those basis functions are sometimes used for finite-element methods \([47]\).

5.3.2 Bi-Spline Classical Interpolation in \( S_{2p+1} + S_{2p+2} \)

A bi-spline is the sum of two splines of different degrees, and it can be used to perform classical interpolation. In particular, interpolation in the reconstruction space \( S_n = S_{2p+1} + S_{2p+2} \) leads to a filter with \( p \) pairs of reciprocal roots. In terms of filtering, it has therefore the same complexity as for the interpolation inverse filter associated with the single space \( S_{2p+1} \). Shortest-support basis functions for such spaces are plotted in Figure 7. We now detail how this interpolation is performed for \( S_3 + S_4 \), keeping in mind that the other cases are similar. The \( z \)-transform of the filter \( \hat{A}_{\Phi\Psi}(z) \) reads

\[
\hat{A}_{\Phi\Psi}(z) = \begin{bmatrix}
\frac{z^{-1}}{32} & \frac{z^{-1} + z^{-2}}{4} \\
\frac{z^{-1} + z^{-2}}{4} & \frac{z^{-1} + z^{-3} + 210 z^{-2}}{320}
\end{bmatrix}.
\] (62)
Figure 7: Shortest bi-spline bases for classical interpolation with a half-integer sampling step. (a) In $S_1 + S_2$, the functions presented give a direct interpolation formula. (b) (c) (d) The functions are piecewise polynomials of degree 4, 6, 8 with continuity of the derivatives of order 2, 4, 6 respectively. To perform interpolation, a filter with 2, 4, 6 roots respectively has to be inverted.

while the z-transform of the inverse filter can be decomposed as

$$Q(z) = \hat{p}(z) \times \hat{P}(z),$$

where

$$\hat{P}(z) = \begin{bmatrix} \frac{5(1+z^{-2})+210z^{-1}}{320} & -\frac{1+z^{-1}}{4} \\ -\frac{5(1+z^{-1})}{32} & \frac{1}{2} \end{bmatrix}$$

and

$$\hat{p}(z) = \frac{32}{(1-z_0z^{-1})(1-\frac{1}{z_0}z^{-1})}$$

with $z_0 = (4 - \sqrt{15})$. The final steps are identical to the detailed case of derivative sampling (recursive filtering).

5.4 Bézier Curves and Computer Graphics in $S_1 + S_2 + S_3$ and $S_1 + S_2$

In this section, we use our multi-spline formulation to revisit some Bézier curves and, in particular, the cubic Bézier curves that are popular in computer graphics. Each portion of the curve is a cubic polynomial defined by four control points.

- Starting point and ending point of the portion.
- Two handles that control the tangent of the curve at each extremity of the portion.

Thus, the value of the function and its left and right derivatives are controlled on the knots. From a multi-spline perspective, any cubic Bézier curve lies in the space $S_1 + S_2 + S_3$. With the well chosen generating functions $\eta_1, \eta_2,$ and $\eta_3$ plotted in Figure 8, the interpolation formula is explicit and reads

$$\tilde{f}(x) = \sum_{k \in \mathbb{Z}} f(k) \eta_1(x - k) + \sum_{k \in \mathbb{Z}} f'(k^-) \eta_2(x - k) + \sum_{k \in \mathbb{Z}} f'(k^+) \eta_3(x - k),$$

where $f'(k^-)$ and $f'(k^+)$ denote the left and right derivatives at $k$, respectively. Interestingly, $\eta_2$ and $\eta_3$ can be obtained from the bi-cubic Hermite splines, by splitting the antisymmetric function into two functions (see Figure 2 (a)). It gives a simple interpretation to cubic Bézier curves as illustrated in Figure 9. Similarly, quadratic Bézier curves are also multi-splines, this time associated to the space $S_1 + S_2$ (Figure 8).
Figure 8: Shortest-support bases for application in classical computer-graphics. (a) Shortest basis for \( S_1 + S_2 \). The function \( \eta_1 \) controls the value of the function on the knots while \( \eta_2 \) controls the left derivative on the knots. These functions reproduce any quadratic Bézier curve. (b) Shortest basis for \( S_1 + S_2 + S_3 \). The function \( \eta_1 \) controls the value of the function on the knots while \( \eta_2 \) and \( \eta_3 \) control the left and right derivatives, respectively, on the knots. These functions can reproduce any cubic Bézier curve with the shortest support. They also give a simple interpretation of such curves.

Figure 9: Screenshot from the online demo. The shortest basis of the space \( S_1 + S_2 + S_3 \) allows one to control the value of the function (green dots) and the left/right derivatives (handles). It yields the same curve as with standard vector-graphics editors relying on cubic Bézier curves. In this figure, the parametric curves are two-dimensional and the interpolation is performed component-wise.

5.5 Nonconsecutive Bi-spline Spaces

Nonconsecutive multi-spline spaces are relevant to represent signals that have components of different regularity. For instance, the space \( S_0 + S_p \), with \( p > 0 \), consists of smooth signals with sharp jumps. In Figure 10 we show shortest-support bases of \( S_0 + S_p \), for \( p \in \{2, 3, 4\} \), that were obtained with our construction algorithm.

6 Conclusion

In this work, we have introduced the notion of shortest-support bases of degree \( M \). They are the shortest-support collections of functions that generate a reconstruction space with an approximation power of order \( (M + 1) \). We proved that shortest-support bases necessarily generate Riesz bases, a minimal requirement for practical applications. With a single generator, the unique shortest-support basis of degree \( M \) is the well-known B-spline of degree \( M \). We extended this notion to multiple generators and proposed a recursive method that yields shortest bases for any multi-spline space. These new sets of functions helped us transpose the efficient reconstruction techniques developed for B-splines, and perform generalized sampling. In particular, we have provided a method to perform fast derivative sampling with any approximation power. Finally, we presented a new way to approach some Bézier curves.
Figure 10: (a) (b) (c) Shortest-support bases for the spaces $S_0 + S_2$, $S_0 + S_3$ and $S_0 + S_4$. (d) An example of a hybrid bi-spline that lies in the space $S_0 + S_4$.
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