CurbScan: Curb Detection and Tracking Using Multi-Sensor Fusion
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Abstract—Reliable curb detection is critical for safe autonomous driving in urban contexts. Curb detection and tracking are also useful in vehicle localization and path planning. Past work utilized a 3D LiDAR sensor to determine accurate distance information and the geometric attributes of curbs. However, such an approach requires dense point cloud data and is also vulnerable to false positives from obstacles present on both road and off-road areas. In this paper, we propose an approach to detect and track curbs by fusing together data from multiple sensors: sparse LiDAR data, a mono camera and low-cost ultrasonic sensors. The detection algorithm is based on a single 3D LiDAR and a mono camera sensor used to detect candidate curb features and it effectively removes false positives arising from surrounding static and moving obstacles. The detection accuracy of the tracking algorithm is boosted by using Kalman filter-based prediction and fusion with lateral distance information from low-cost ultrasonic sensors. We next propose a line-fitting algorithm that yields robust results for curb locations. Finally, we demonstrate the practical feasibility of our solution by testing in different road environments and curb locations. Our algorithm maintains over 90% accuracy within 4.5-22 meters and 0-14 meters for the KITTI dataset and our dataset respectively, and its average processing time per frame is approximately 10 ms on Intel i7 x86 and 100ms on NVIDIA Xavier board.

I. INTRODUCTION

Complex and dynamic road environments pose substantial challenges in guaranteeing safety for vehicle localization and path planning. For example, moving or parked vehicles, construction zones and urban roads change the geometric characteristics of the environment. This in turn can lead to large and unsafe localization and path planning errors. A curb can be deemed as a strong road feature that delimits the road boundaries, and can provide rich information for use in vehicle positioning [1, 2]. Therefore, the ability to detect road curbs is paramount to ensure the safe navigation of autonomous vehicles. A 3D LiDAR sensor has been used in recent work to determine accurate distance information and the geometric characteristics of curbs. Small-form factor LiDAR sensors such as the Velodyne VLP-16 have been used to reduce sensor costs and to yield a better appearance. However, the lower resolution of the LiDAR creates the need to detect curbs using only sparse points on a curb. In this paper, we present a solution based on sensor fusion to detect and track road curbs using sparse 3D LiDAR, a mono camera, and ultrasonic sensors in real time. This solution was developed for use in Carnegie Mellon University’s autonomous driving research vehicle.

A. Related work

There have been numerous studies in the past aimed at detecting curbs and road boundaries. These include single 2D-LiDAR sensor-based approaches used by [3]–[7]. In this approach, curb features are extracted and road boundaries use a fixed pitch angle, a series of depth and angle measurements for each LiDAR, and ego-vehicle movement information. Since a 2D-LiDAR scanner provides sparse points per frame, these solutions work in real-time without hardware accelerators. However, the sparse 2D scan data can be easily affected by noise in a complex urban road environment. Another approach utilizes a single 3D LiDAR sensor to extract geometric characteristics from a very dense and high-resolution point cloud with a larger coverage area [8]–[15]. This approach first extracts curb or road boundary features using the geometric characteristics of the LiDAR point distributions such as the height change or continuity. Then, the extracted points are classified as candidate curb points. After filtering out noise points, regression algorithms such as RANSAC are applied to fit the points to curve lines. The curve points can be predicted with a Kalman filter. The disadvantage of this approach is that it does not consider the presence of dynamic obstacles or occlusions in the environment, which can adversely affect curb detection performance. In order to overcome this problem, Hata et al. [16, 17] applied least trimmed squares (LTS) regression [18] as the fitting method for the regression filter. Xu et al. [19] connect missing curb lines due to small occlusions by obstacles using the optimal path produced by a least-cost path model (LCPM). However, these methods do not work well on false positive curb points on large obstacles such as a wall or a fence. A new approach [20] utilizes road consistency and obstacle maps by rearranging dense point cloud data. These maps provide the spatial relationship and height difference between the road and off-road, regions, which help to segment road region from unstructured rural scenes. There have been other techniques to detect road boundaries using LiDAR and other sensors [21]–[24]. Global Navigation Satellite Systems (GNSS) have been used to remove the presence of obstacles in the road area or non-ground points in predicting curb trajectories [21, 22]. Li et al. [24] propose a feature-level fusion method to select the best road boundary features from multiple 2D LiDAR and camera sensors using prior knowledge. Another approach [23] is to recover a dense
depth image of the captured scene using 3D LiDAR data and a high-resolution image. Then, they calculate a normal image from the depth image and detect curb point features by using normal patterns based on the curb’s geometric property. Dense LiDAR data and accurate calibration between sensors are core to the algorithm.

In summary, the challenges in prior curb detection studies using 3D LiDAR point clouds are as follows. First, they require dense LiDAR points to detect the geometric characteristics of curbs. Sparse LiDAR data can degrade their detection performance significantly. Second, false-positive points on large obstacles such as a wall or fence can be misclassified as curbs. Third, in the evaluation of curb detection, they do not consider longitudinal accuracy, which can provide confidence in localization for autonomous vehicles.

B. Our Contributions

Previous contributions have helped us significantly in shaping our research. We have adopted the filter-based algorithms [17, 19, 21] to extract candidate curb features from LiDAR point data. Then, the candidate points are filtered using a virtual scan algorithm [25] and an image-based object detector [26] to remove the points belonging to general obstacles for removing false positives. We have also extended the Kalman filter-based tracking approach [8, 12] to overcome missing detections due to temporary occlusions.

The main contributions of our paper are as follows:

1) We present a real-time solution to effectively detect road curbs in an urban environment using sparse 3D LiDAR data such as Velodyne VLP-16.
2) We provide an efficient masking method to remove false positives due to dynamic or static obstacles in on-road and off-road areas.
3) We propose a practical and deterministic curve-fitting method that outperforms traditional non-deterministic algorithms such as RANSAC.
4) We take into account the longitudinal accuracy of curb detection, which provides confidence in localization estimation.
5) We demonstrate the usefulness of integrating low-cost distance sensors such as ultrasonic sensors in road curb and boundary detection.

II. BACKGROUND

A. LiDAR

Light Detection and Ranging (LiDAR) technology has been widely used as a reliable and informative sensor on autonomous vehicles in recent years. Compared to other sensors like cameras, 3D LiDARs provide accurate depth and position information of the objects in the environment. Much research has been focusing on LiDARs with 64 or 32 scan lines, since they provide point cloud data with higher density. However, the cost of these hi-res LiDARs is a big hurdle for commercialization and aesthetic appearance. In our study, we choose the compact Velodyne VLP-16, which provides only 16 scan lines and around 30000 maximum points per frame when running at 10Hz.

B. Ultrasonic Sensor

Ultrasonic sensors are time-of-flight sensors that rely on sound waves for distance estimation. These sensors include a transmitter and receiver which are used to estimate the time-of-flight of an emitted sound wave. This time of flight helps determine the distance of the object from the sensor. The major drawbacks of this sensor include that it only provides a one-dimensional (1-D) output of the distance. Also, changes in the distance cause noisy sensor outputs. However, ultrasonic sensors are much faster than other sensors. They also have the benefit of being inexpensive and are widely available.

III. CURBSCAN ARCHITECTURE AND ALGORITHMS

Figure 1 shows the pipeline for our curb detection and tracking modules. The function and design of these modules are explained in the following sections.

A. LiDAR-based detection

Filter-based curb detection

To utilize point cloud data returned from the Velodyne VLP-16 LiDAR, data preprocessing is necessary. The VLP-16 LiDAR emits 16 separate lasers and performs a 360° scan to return angular and distance information about objects in the surroundings. The raw data is represented in spherical coordinates with \{radial distance, azimuth, vertical angle\} for each point. We convert the data to Cartesian coordinates.

Figure 2 shows our processing pipeline for LiDAR point cloud. Several filters are applied to get the defined features such as elevation filter, edge filter, direction change filter, and continuous filter. Possible curb points are determined by a search algorithm based on these features.

Filter-based feature extraction

![Filter-based feature extraction](image-url)
Several filters are applied to the point cloud data to help determine the possible curb points. To find the road boundary points like curbs, several geometric features are defined to find the candidate feature points. These feature points are followed by scan-based searching to determine the curb points.

Since each laser beam from VLP-16 continuously fires at a fixed vertical angle, all returned ground points form a circle on a flat surface assuming the LiDAR is parallel to the surface. For non-level orientation, the scan lines would be ellipses or parabolas depending on the LiDAR orientation. In any case, the curve is smooth when the laser does not hit any obstacle with an elevation change. We utilize this property to detect the elevation deviations where curbs are present. Algorithm 1 presents our direction change filter. If focusing on a small number of consecutive laser points from $P_{i-k}$ to $P_{i+k}$, we define the angle $\theta_i$ at center point $P_i$ as

$$\theta_i = \arccos \left( \frac{\text{Avg}(\text{left}) - \text{Avg}(\text{right})}{|\text{Avg}(\text{left})||\text{Avg}(\text{right})|} \right)$$  

(1)

$\text{Avg}(\text{left})$ and $\text{Avg}(\text{right})$ are defined as

$$\text{Avg}(\text{left}) = \sum_{j=i-1}^{i-k} P_j P_i$$  

(2)

$$\text{Avg}(\text{right}) = \sum_{j=i+1}^{i+k} P_j P_i$$  

(3)

$P_j P_i$ represents the vector from $P_i$ to $P_j$ and $\text{Avg}(\text{left})$ is the average direction from $P_i$. By taking the average of $k$ points, noises is reduced. $\theta_i$ can be calculated after having two direction vectors $\text{Avg}(\text{left})$ and $\text{Avg}(\text{right})$. If $\theta_i$ is lower than a threshold and also a local minimum, the point is marked as a point where there is a change in elevation.

Algorithm 1 Direction Change Filter

| input : $P$: A vector of point cloud with size $N$ ordered by scan number and azimuth |
| output : $\text{res}$: A vector of Boolean for each point |

for $i = 1, 2, ..., N$ do

| $\theta_i = \arccos \left( \frac{\text{Avg}(\text{left}) - \text{Avg}(\text{right})}{|\text{Avg}(\text{left})||\text{Avg}(\text{right})|} \right)$ where $\text{Avg}(\text{left}) = \sum_{j=i-1}^{i-k} P_j P_i$ and $\text{Avg}(\text{right}) = \sum_{j=i+1}^{i+k} P_j P_i$ |

end

for $i = 1, 2, ..., N$ do

| if $\theta_i < \text{thres}$ and $\theta_i == \text{localMin}$ then |
| $\text{res}[i] = \text{true}$ |
| else |
| $\text{res}[i] = \text{false}$ |

end

The elevation change of consecutive points in each scan line is another feature that gives some hints on finding potential curb points. Algorithm 2 lists the steps in our elevation filter. The filter calculates the height ($z$-axis) difference between the current and previous points in scan order. If the height difference is higher than a threshold, the point is classified as being elevated.

An edge filter, presented in Algorithm 3, next takes the result from the elevation filter as its input, and produces road edge information as its output, which are discussed in Algorithm 3. It takes into account $n$ consecutive points on the left and $n$ consecutive points on the right from the current point $i$ to determine if the current point is between a smooth surface and a rising edge.

A continuous filter, shown in Algorithm 4, calculates the distance between two consecutive points along each scan line. If the distance is higher than a threshold, both points are marked as discontinuous points.

Algorithm 2 Elevation Filter

| input : $P$: A vector of point cloud with size $N$ ordered by scan number and azimuth |
| output : $\text{res}$: A vector of Boolean for each point |

for $i = 1, 2, ..., N$ do

| if $P[i].z - P[i-1].z > \text{thres}$ then |
| $\text{res}[i] = \text{true}$ |
| else |
| $\text{res}[i] = \text{false}$ |

end

Algorithm 3 Edge Filter

| input : $\text{isElevated}$: A Boolean vector of whether the point is elevated along the scan direction |
| output : $\text{isEdgeStart}$: A Boolean vector of whether the point is between a smooth plane and a rising edge along scan direction |
| $\text{isEdgeEnd}$: A Boolean vector of whether the point is between rising edge and smooth plane along the scan direction |

for $i = 1, 2, ..., N$ do

| if $\text{cntLeftElevated}(i) < \text{thres}$ and $\text{cntRightElevated}(i) > \text{thres}$ then |
| $\text{isEdgeStart}[i] = \text{true}$ |
| end |
| if $\text{cntLeftElevated}(i) > \text{thres}$ and $\text{cntRightElevated}(i) < \text{thres}$ then |
| $\text{isEdgeEnd}[i] = \text{true}$ |
| end |

end

Algorithm 4 Continuous Filter

| input : $P$: A vector of point cloud with size $N$ ordered by scan number and azimuth |
| output : $\text{res}$: A vector of Boolean for each point |

for $i = 1, 2, ..., N-1$ do

| if $\sqrt{(P[i+1].x - P[i].x)^2 + (P[i+1].y - P[i].y)^2} < \text{thres}$ then |
| $\text{res}[i] = \text{true}$ |
| else |
| $\text{res}[i] = \text{false}$ |

end

end

B. Sensor Calibration

Our LiDAR and monocular camera sensor pair need to be calibrated to correlate the information produced by each. We use the Autoware software suite [27] to generate and find these calibration parameters. The LiDAR and camera are mounted together as seen in Figure 3(a). Their relative positions and distance to each other are measured and input to Autoware to perform intrinsic and extrinsic calibration.

Intrinsic calibration is done by using the checkerboard in Figure 3(b) and defining the parameters of the checkerboard in Autoware. Then, the intrinsic parameters of the
camera will be automatically generated by running the autoware_camera_calibration script based on the official ROS calibration tool.

Extrinsic calibration is done by clicking on corresponding points in the image and the point cloud. After correlating a few of the points manually by clicking on a pixel and the related LiDAR point, the transformations between the LiDAR and camera will be automatically generated and the camera-LiDAR calibration will be completed. Figure 3(c) shows re-projected LiDAR points on the corresponding image plane using this calibration.

To transform the detected distances from our ultrasonic sensors to the LiDAR frame, we use a translational transform. We measure the offsets between the center of the LiDAR and each of the ultrasonic sensors as shown in Figure 4(a). For simplicity, we assume the distance predicted is along the axis of the ultrasonic sensor. Figure 4(b) shows re-projected ultrasonic points on the corresponding LiDAR plane. The z-axis values of the ultrasonic data correspond to the height of the sensor from the ground.

C. False Positive Removal

False positive curb features may be generated by our filter due to the presence of moving and stationary obstacles. We filter these false positives using an object detector (based on SSD MobileNetv1) [26] and virtual scan [25] as shown in Figure 5.

Vision-based object detection

SSD MobileNetv1 [26] is a very effective neural network for recognizing objects with a camera. After the calibration step, where the LiDAR and camera, as seen in Figure 3(a), are cross-correlated, objects detected by SSD MobileNetv1 can be excluded from the generated boundary lines. The SSD MobileNetv1 first detects any potential objects and calculates the confidence interval of the object. Then, the camera image is projected to the LiDAR point cloud. If any boundaries generated by SSD MobileNetv1 intersect with the curb points returned after LiDAR processing, they are removed. This can be seen in Figure 5(a), where the points that represent the cars in Figure 5(c) that are also in the boundary points generated by LiDAR processing are included even though they should not be. However, after cross-correlating the data, the false boundary points generated by the cars are removed, yielding the proper curb boundaries, as seen in Figure 5(b).

Fast Virtual Scan-based boundary detection

We also use VScan (virtual scan) [25] to remove false positives from the LiDAR point cloud that are not in the camera field-of-view and when the camera cannot perform well at night or rainy weather. First, the 3D point cloud is compressed into a 2D plane to allow for faster operations with less computational cost. A basic VScan matrix is used to represent the point cloud around the vehicle. Then, Simultaneous Road Filtering and Obstacle Detection (SRFOD) is run on the matrix which when optimized with a Sorted Array-based Acceleration Method allows for robust, real-time VScan generation. The SRFOD allows for the generation of “stixels” which are used to represent the height of an object. These stixels are then used for filtering out false positives by cross-correlating them with the set of boundary points generated and then removing them if the points intersect.

D. Ultrasonic Curb Detection

For identifying curbs using the ultrasonic sensor, we use a mix of traditional filtering and statistical techniques [28]. We have 4 sensors in our test rig, and use data from all 4 of them. As in [28], we use multiple sensors to gain confidence in our measurements. This is essential when we have noisy sensors like an ultrasonic sensor. Also, using 4 sensors gives us a way to estimate the confidence of the readings at any given time. We also use the values of each sensor over past time steps and use traditional signal filtering techniques such as median filters to further reduce the noise in each signal. The technique in [28] uses multiple values from laterally placed sensors to predict one distance measurement. This results in a delay in the output when there are changes in
the curb distance, for example, during lane changes or at shoulder lanes and intersections. Using the value of the 4 different sensors separately also gives us a way to estimate bends in the curb. Hence, in each round of measurements, we obtain 4 different values, which represent the curb distance. While we use the technique in [28] to estimate the confidence associated with a set of readings, our final value for each sensor only relies on filtering that is applied over the past readings of that sensor.

E. Our Line-Fitting Approach

Theta Shift Method

After LiDAR processing, the extracted curb features are represented by points in the point cloud that resemble the points in Figure 7(a). The orientation \( \theta \) of a line is only constant around the origin, but, since our data is not centered at the origin a new origin must be generated. The mean of the x-values is calculated and the closest point to the mean is chosen as the new origin. For the next frame of data, the point closest to the previous origin is found and, if the new point is greater than a certain threshold, it is chosen as the new origin. Then, all points are subtracted from the origin, shifting the data set as seen in Figure 7(b). Next, the \( \theta \) of all the points are calculated, and the mode is calculated. Then all points are yawed by the mode value of \( \theta \) which aligns the y-axis of the car with the line seen in Figure 7(c). Next, the x-value mode is calculated and the final set of chosen points is selected by points with an x-value (approximately) equal to the mode of the x-values. The corresponding non-rotated points are then run through a least squares algorithm.

Comparison to RANSAC

RANSAC, as an outlier detection method, iteratively estimates the parameters of a mathematical model by assuming the data set is made up of a group of inliers and outliers, and then by randomly sampling some set of points and then fitting a model to that set. Several random samplings of data are taken and then the model that best fits a subset of data of the data is returned, meaning that RANSAC is not deterministic.

The Theta Shift Method, being deterministic, also allows for ease of testing, debugging and playback as the results of the generated line will be the same every time. The most important part, as seen in Figure 8(b), is that the line returned by the Theta Shift Method more accurately fits the camera scene in Figure 8(c), compared to the line returned by RANSAC seen in Figure 8(a). The reason RANSAC often generates worse lines than the Theta Shift Method is due to the fact that the data set has two parallel lines. Thus, if a randomly chosen set includes two points close together on one line, and two points close together on another line, then a diagonal line can be generated between those two lines with a technically good fit level, even though it does not actually resemble the camera scene as seen in Figure 8(a) and 8(c).

F. Curb Curve Tracking

The curb curve generated by the line fitting over the curb detected points is prone to noise and occlusion issues between time frames. To address this temporal incoherence problem, we smoothen the detected curve over time frames using an Extended Kalman Filter. This reduces the fluctuation of curb curves across time.

The state of the system is represented in polar coordinates. A fixed number of uniformly sampled points are selected from the detected line which is considered to be the observed states. A filter instance is then applied over each point to provide an update of the estimated state of the current time frame based on the previous one. Lastly, the coefficients of the curve are computed based on the least-squares solution line described by the updated point locations.

The curb curve prediction model extended from [29] is used for tracking. The two coordinate frames \( p_k = (xv_k, yv_k) \) and \( p_{k+1} = (xv_{k+1}, yv_{k+1}) \) represent the vehicle coordinates at time \( k \) and \( k + 1 \) respectively for derivation of the curb curve-tracking algorithm. The transformation to polar coordinates is given by

\[
\begin{pmatrix}
\rho \\
\phi \\
\rho
\end{pmatrix} =
\begin{pmatrix}
\rho \\
\phi \\
\rho
\end{pmatrix}
= \begin{pmatrix}
\sqrt{xv_k^2 + yv_k^2} \\
\arctan \frac{yv_k}{xv_k} \\
\sqrt{xv_{k+1}^2 + yv_{k+1}^2}
\end{pmatrix}
\]

The state of points in polar coordinates is given by,
The prediction stage with $A$ as the state transition matrix, $B$ as the input matrix, $P_t$ as the covariance $w_t$ and $Q_t$ as the process noise and covariance noise is given by

$$\pi_t = A\pi_{t-1} + Bu_t + w_t$$

$$P_t = AP_{t-1}A^T + Q_t$$

The correction stage with $z_t = Hx_t + v_t$ as the measurement is given by

$$K_t = P_TH^T(HP_TH^T + R_t)^{-1}$$

$$x_t = \pi_t + K_t(z_t - H\pi_t)$$

$$P_t = (I - K_tH)P_t$$

Here, $\rho$ and $\theta$ are the distance and azimuth angle of curb points respectively, and $K_t$ is the Kalman gain. The Jacobian matrix is given by

$$H_j = \begin{bmatrix} 0 & 0 & \rho \sqrt{x_j^2 + y_j^2} \\ \rho p_j \sqrt{x_j^2 + y_j^2} & \rho (y_j + z_j) \sqrt{x_j^2 + y_j^2} & p_j \sqrt{x_j^2 + y_j^2} \\ \rho p_j \sqrt{x_j^2 + y_j^2} & \rho p_j \sqrt{x_j^2 + y_j^2} & \rho \sqrt{x_j^2 + y_j^2} \end{bmatrix}$$

Popular tracking methods [19], [11], [10] for curb lines use IMU data to calibrate Kalman filter. We do not use any IMU data instead, we use inherent distance and spatial features between points to track them in time. Equations 4 and 5 capture the state variables. The process covariance matrix of the filter is proportional to the z-plane standard deviation of LiDAR range z distances as described in [30], such that,

$$Q_t = \sigma_z^2$$

where $\sigma_z \propto d$, $d$ being the distance of the z-plane from the center, as the distance of the point. Using this relation of covariance noise and distance, the range-sampled points are tracked in time along the given path.

### IV. Evaluation

This section describes our experiments measuring the performance of our CurbScan system using different hardware platforms and data acquired in various road environments.

![Fig. 9. Left: The ultrasonic sensors are installed considering the vertical field-of-view of the sensor and average height of the curb. Middle: Test vehicle setup with sensors. Right: LiDAR and camera module are installed to minimize occlusion by the car body.](image)

![Fig. 10. Test result between KITTI 64ch vs. downsampled 16ch. The yellow lines represent the detected curb lines, and the black lines are results from the tracking module. Green bars indicate detected obstacles using VScan.](image)
Fig. 11. Accuracy comparison using KITTI downsampled to 16 scans

Fig. 12. Accuracy comparison using Our Dataset with VLP-16

necessary information to run our algorithm, we implemented a tool to add this information to the data. We extended our method to downsample the point cloud from 64 scans to 32/16 scans. The points from the same scan have the same fixed theta value, which is provided in the Velodyne manual [36]. However, if theta values from the same scan inevitably have some errors. To find the points within the same scan, we first run a clustering algorithm on the test data to get an average theta value and the estimated range for each scan. These values are then used to classify the points to 64 scans. Once the points are classified, we downsample the point cloud by choosing the scan number we need. We downsampled them to 16 scans for fair comparison with VLP-16.

**Third-Order Polynomial Curb Model**

We chose third-order polynomials, which sufficiently describe the curbs within the effective range of VLP-16, as the output from our algorithm. In our LiDAR configuration with the y-axis towards the vehicle front and x-axis towards the right of the vehicle, we define Y as the longitudinal distance and X as the lateral distance from our LiDAR sensor. The lateral distance from the longitudinal axis is

\[ X = C_3 \cdot Y^3 + C_2 \cdot Y^2 + C_1 \cdot Y + C_0 \]  

The outputs are coefficients from \( C_3 \) to \( C_0 \) and \( [Y_{\text{min}}, Y_{\text{max}}] \), which describe the range of detection.

**Accuracy Calculation**

To evaluate the accuracy of our algorithms, we used the following metrics for detection and tracking modules.

\[
\text{precision} = \frac{\text{Correctly detected Curb lines(True Positive)}(\text{Correctly detected Curb lines(All Identified))}}{\text{False Positive}(\text{False Positive}+\text{False Negative})}
\]

\[
\text{recall} = \frac{\text{Correctly detected Curb lines(True Positive)}}{\text{Total Positive}(\text{True Positive}+\text{False Negative})}
\]

Besides, we evaluate the accuracy considering the longitudinal distance in front of the car. The accuracy per the longitudinal distance is critical because it can provide precise confidence per the distance to the localization module in autonomous vehicles. We compare test results and the ground truth, both represented as polynomials, in every interval within the range. By sampling points in Y, the corresponding X, which are the lateral distances, are compared and classified into four categories: True Positive, False Positive, True Negative, False Negative. Then, precision and recall are calculated in every defined interval as shown in Figure 11 and 12. As in the figures, the addition of the false-positive removal module improves both precision and recall by reducing false positives and increasing true positives. The tracking module improves the recall metric because it reduces false-negatives caused by occluded curb points due to nearby obstacles. However, the tracked precision results after 31m for the KITTI and 15m for our dataset decrease because the sparse points cause unstable prediction. Our algorithm with the tracking module shows good accuracy within 20 meters and 14 meters for the KITTI dataset and our dataset, respectively. The KITTI data shows better longitudinal accuracy because their LiDAR is mounted on the top of the vehicle, which allows a farther viewpoint. We observe that no detection was found in the close area, 0 and 4 meters, to the car using the LiDAR-only solution because the ego-vehicle occludes the range. The ultrasonic sensor can be beneficial in this case. The accuracy between 0 and 4 meters can significantly be improved since the ultrasonic sensors provide lateral distance from the side of the car to the curb. The ultrasonic sensors can also increase overall accuracy over the entire longitudinal ranges in case the curb is close to the vehicle. However, we observed noisy information after 7 meters from the ultrasonic sensors. Our algorithm, therefore, trusts the distance information from the ultrasonic sensors only when they provide constant distances during a specified interval.

**C. CurbScan Latency Analysis**

In this section, we evaluate the speed of the algorithm on an x86 machine and an NVIDIA Jetson AGX Xavier. Table II summarizes the latency in fps on the x86 and Xavier with and without tracking and the ultrasonic sensors.

| Platform     | LiDAR Detector | With Tracking | With Ultrasonic |
|--------------|----------------|---------------|-----------------|
| x86          | 100 fps        | 84 fps        | 100 fps         |
| NVIDIA Xavier| 10 fps         | 8 fps         | 9 fps           |

**TABLE II**

**END-TO-END SYSTEM PERFORMANCE**
compared to the Lidar detection’s speed of 10Hz, the LiDAR detection is not slowed down by the ultrasonic sensors.

V. CONCLUSIONS AND FUTURE WORK

In this paper, we presented a real-time solution that can detect and track curb lines using multiple sensors: sparse LiDAR data, a mono camera, and low-cost ultrasonic sensors. In particular, we adopted the multiple filter method to extract candidate curb points and developed a practical masking method to select correct curb points. We additionally proposed a new regression algorithm to provide robust curb line fitting results. We also demonstrated the benefit of low-cost Ultrasonic sensors by fusion with lateral distance information. Our CurbScan system was evaluated on x86 and NVIDIA Xavier platforms, and their relative performance was measured for various combinations of active modules.

The final solution was also deployed on a real car and tested in real-world situations. The system performed with good accuracy and precision in these real-world tests and other open datasets such as KITTI. As a next step, it would be interesting to expand our solution to a system with multiple LiDARs to deal with the intersections and broad road areas. Another opportunity is to expand our algorithm to detect general road boundaries: wall, fence, speed bump, parked cars, etc.
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