Promoting Sustainability through Next-Generation Biologics Drug Development
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Abstract: The fourth industrial revolution in 2011 aimed to transform the traditional manufacturing processes. As part of this revolution, disruptive innovations in drug development and data science approaches have the potential to optimize CMC (chemistry, manufacture, and control). The real-time simulation of processes using “digital twins” can maximize efficiency while improving sustainability. As part of this review, we investigate how the World Health Organization’s 17 sustainability goals can apply toward next-generation drug development. We analyze the state-of-the-art laboratory leadership, inclusive personnel recruiting, the latest therapy approaches, and intelligent process automation. We also outline how modern data science techniques and machine tools for CMC help to shorten drug development time, reduce failure rates, and minimize resource usage. Finally, we systematically analyze and compare existing approaches to our experiences with the high-throughput laboratory KIWI-biolab at the TU Berlin. We describe a sustainable business model that accelerates scientific innovations and supports global action toward a sustainable future.
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1. Introduction
1.1. Objective and Significance of Work

The Human Genome Project, advances in personalized medicine, and high throughput drug development processes result in more therapeutic candidates to test and validate. Screening processes are challenging and meaningful, putting increasing pressure on pharmaceutical companies to efficiently and rapidly manage their CMC (chemistry, manufacturing, and control) functions, which accelerate the initial drug development into a therapy.

The mean cost of drug development is estimated to be USD 1336 million [1]. To withstand global competitiveness and fulfill stakeholders’ expectations, future drug development departments, i.e., CMC departments, are experiencing constant change. In fact, the World Health Organization (WHO) has published a guide for advancing health and sustainable development and sees digital transformation, lean leadership, and innovation as tools to promote health and well-being [2,3]. The presented systematic review draws a vision for future drug development departments [4]. The review includes an analysis of data science technologies, diversity studies, and a prediction for a business model that meets the UN (United Nations) sustainability goals (Figure 1).
Figure 1. The 17 UN sustainability goals demand to overcome hunger by global action. The goals must be implemented consistently in every project, company, and political decision. (Image from Weltungerhilfe.org [5,6]).

1.2. Structure of the Work

This review highlights the latest advancements in life sciences to build a vision for future drug development. To understand the interdisciplinary topic of the work, multiple definitions from the pharmaceutical, biotechnological, and mathematical areas are given. The pharmaceutical industry’s current challenges and technological innovations are also shaping its future and will be supported by data science. As the scope of machine learning effects on sustainability is difficult to estimate, an overview of the status in CMC functions is followed by machine learning sustainability use cases, which are then building the basis for what could change in the future.

1.3. Economic Significance and Current Challenges in the Pharmaceutical Industry

The pharmaceutical market in Germany reached sales of EUR 44.1 billion in 2019 and EUR 47.5 billion in 2020, resulting in a market growth of 7.8%. The market share of biologicals is permanently increasing—lastly, with a gain of 14% from 2019 to 2020. Now, evolving biologicals make up 30.8% and EUR 14.6 billion of all new therapies in Germany. Biosimilars have a market share of 60% within the biologicals market in Germany [7]. The growth of biologicals comprises sales in immunology and oncology therapies, making up EUR 8.2 billion of the total sales (Figure 2). Pharmaceutical production is mainly based in Europe, the U. S. (United States), and Japan [8].

Regarding the new drug approvals, 56 new therapies were approved by the European Union in 2020, with 25 being biopharmaceuticals [7]. A recent study in the U.S. revealed that median investment for drug development per product is USD 985 million, including failed trials, clinical payments, and cost of capital [1]. The new therapies’ shape describes the challenges drug development departments face. Among the newly approved drugs was the COVID-19 mRNA vaccine. BioNTech developed this first mRNA-based vaccine in collaboration with Pfizer. Moreover, the newly approved drugs comprise eight recombinant antibodies, more vaccines, and a recombinant protein. It is important to note that nine orphan drugs were also approved in 2020. The overall variety shows that many different processes had to be established in the past and will be necessary for the future to meet the demands of humankind.
Boston Consulting Group and vfa bio (Die forschenden Pharma-Unternehmen bio) published the industry report “Medical Biotechnology in Germany 2021” in which they suggest exploiting the opportunities offered by digitalization and digitization to secure and expand medical biotechnology production sites in Germany [7]. Digitalization describes the transformation of processes using digital technologies; digitization is simply converting paper-based materials into a digital format. Additionally, administrative hurdles in clinical trials should be reduced, conditions for venture capital improved, and the networking of all stakeholders in the healthcare systems should be strengthened. In general, digital tools are expected to significantly reduce the average 13 years until a drug is approved [9].

Although two-thirds of German biotech companies plan to acquire new employees for digitization and digitalization, employees fear being replaced by machines. On the other hand, over 80% of biotech companies face challenges due to lack of qualified staff, too little budget, or too little employee acceptance [9].

Due to exceptional biotechnological advances, the complexity of processes and restrictions in drug development change. At the same time, with the development of new therapies, the complexity of clinical trials is also increasing, and documentation, reproducibility, supply chain management, and containment become a significant matter [10].

Overall, global challenges such as pandemics and democratic distribution of treatments exert pressure on the pharmaceutical industry. In addition to sustainable drug development, the industrial nations are responsible for supporting low- and middle-income countries with affordable, safe, and effective treatments. To this aim, the WHO started to support local production with a prequalification program for vaccines, which is progressively expanding by other medicines in 1996. The German Federal Ministry for Economic Cooperation and Development and all G8 countries (USA, Italy, Japan, Canada, Great Britain, France, Germany, Russia) support the program. Moreover, pharmaceutical companies offer self-cost products or licenses for local generics production. In many countries, even the cost price medicine is not affordable and if it is free, people do not have money to pay the doctor [11]. These countries need structural support for a public health system. It is essential that help is provided and, at the same time, the country’s ideas should be implemented.

1.4. Current Status of Digitalization

Automation and prediction are already playing a significant role in the pharmaceutical industry to speed up the drug discovery process and CMC. Companies operate semi-automated and accomplish automated screening processes using liquid handling stations. Additionally, predicting chemical reactions and the potential mode of action of new drugs is realized.
Machine learning software is used to build connections between diagnoses and therapies. Using medical databases, it is also possible to simulate the progress of a disease based on initial symptoms. Consequently, scientists gain an insight view of physiological processes in the body, signal transduction, and possible reactions to new therapies. Personalized medicine is just realized by linking information from large Biobanks containing information from clinical studies, treatments, and genetic profiles. Using clinical patterns, machine learning tools can find new biomarkers to diagnose and treat new diseases [12,13].

To date, different machine learning tools are being used in industry, i.e., to predict chemical reactions or protein folding [14,15]. Digitized literature research enables technical literature that summarizes news from one’s discipline [9]. The availability of digital medical tools is gradually being democratized, as people in low-density medical care regions can also benefit from medical apps [12]. The rising number of mobile phone connectivity and mobile health initiatives in emerging countries support better healthcare globally [16–18]. Machine learning methods are also used for screening processes, process design, and optimization, and control of running processes [19,20]. Their use can shorten one of the most extended steps in drug development, which is chemical synthesis [15].

A large portion of CMC functions has started implementing automation. Pharmaceutical production plants are situated all over the world. The status of digitalization and use of machine learning depends on the location, size, and budget of CMC functions. Additionally, the quality of digitalization can be revealed by different criteria: laboratory integration and communication, automatic writing of reports, and number of fully digitalized processes. Thus, specific numbers of digitalized production plants cannot be provided, e.g., HSIEH et al. demonstrated using machine learning without digitalization. Moreover, there are small enterprises producing antibodies in Germany with low automation levels and fully automated laboratories. However, there is a general lack of a central software platform capable of mapping an entire laboratory, its devices, and processes.

The traditional CMC operating model includes product testing, defining its characteristics, proving its safety, and ensuring the manufacturing process keeps consistency between batches. This process is often managed paper-based and, as the required tests depend on the kind of drug, many lab experiments are performed manually. Furthermore, the preclinical testing includes method validation, which is then to be continued during clinical trials. Additional tests must be performed when moving into the clinical stage, and a proper scale-up strategy must be identified. Defining a proper scale-up strategy for small molecules that meets the validation requirements is already crucial in chemical processes but even more complicated when biologicals (biologically derived pharmaceuticals, Figure 3) are involved. At the same time, a fixed time point for harvesting has to be determined for validation. This may result in, e.g., mammalian cells being cultivated for longer than growth can be observed. To correctly estimate extensive scale conditions, it is necessary to predict large-scale parameters as precisely as possible. Once a drug candidate faces the clinical stage, no common understanding of how the data acquired during clinical studies are organized. A standard data format is indispensable to perform a standardized analysis and enable multiple CMC departments to share their findings. Drug development steps rarely occur in connected laboratories. Often, special departments are entrusted with individual tasks which hardly draw on the results of the previous working groups. So, there are many advanced labs worldwide working in a semi-automated manner. The introduction of a digital picture from the process is rare. This so-called digital twin is hard to compute and complicated to implement in a highly regulated field [21].
1.5. State of Research: Industry 4.0 and Sustainability

The change toward a sustainable business model is expected from the press, politics, and society and promoted by various rankings [26–29]. Therefore, pharmaceutical development of the future should operate according to the sustainable development goals (Figure 1, [6]). We hope that the chemical industry continues to take significant steps toward climate neutrality to fulfill regulations and for a better tomorrow. At the same time, disruptive innovations of therapeutic and digital technologies are shaping the future of CMC. The environmental impact of current business practices, modeling of future sustainable development, and its impact on the economy were discussed in [30]. Smart manufacturing and the integration of machine learning, including molecular modeling in biotechnology and its benefits for the environment, are discussed in recent reviews [31,32]. In particular, the authors of [31] point out that combining neural networks with mechanistic models enables them to work with smaller amounts of training data. In addition, the use of these models can improve the operational procedures during fermentation. However, there is no unified approach that suits all use cases.

The modeling of product formation was also shown to accelerate further ecological sustainability [33]. The benefit of artificial intelligence (AI) in general and in all areas of sustainability—economic, environmental, and social—was also predicted recently to an overall positive impact of 79% [34].

However, to the best of our knowledge, the current literature does not include specific use cases that combine innovation, machine learning, and sustainability.

2. Materials and Methods

2.1. Concept

The systematic review is based on the PRISMA reporting standard [4]. Basic definitions of the regulatory field in drug development and sustainability and data science terms are provided. Further, an overview of status, restrictions, and advancement in the pharmaceutical industry is linked with the level of the newest research tools. Currently, machine learning and sustainability are playing a central role. It is shown that data science and sustainability can improve productivity and depend on each other. We describe the current state and challenges within the pharmaceutical industry and present data science tools commonly used in academic research. We also report milestones and limitations of our industry implementation. The authors included specific studies and reviews about data science tools in bioprocess engineering, diversity research, and descriptive publications for a sustainable business model. As there are, especially in sustainability, multiple publications, just the latest could be included to highlight the importance of data science and diversity in future business models. The authors specialize in biotechnology, machine learning, chemical engineering, and mathematics. The assessment of the analyzed data
is mainly qualitative; however, we include the calculation of the relative error to validate the models.

2.2. Theoretical Basics and Definitions

CMC—drug development in the pharmaceutical industry. To ensure standardized manufacturing of pharmaceuticals, drug characteristics must be defined appropriately, and the production process should be controlled tightly to guarantee consistent product quality. Following drug discovery, all phases of drug development are defined as CMC [35]. CMC comprises the preclinical drug development where proper analytical methods, stability testing, and physiochemical properties are described. Further characterization of the drug and its process design is required in the clinical stages. The process design must ensure the end product will always meet the specifications needed in the quality guidelines. After successfully passing clinical trials, the scale-up process must also ensure consistency between batches.

Depending on the future market of the drug, the regulatory authorities are setting specifications for the drug process, the U.S. Food and Drug Administration (FDA) and the International Council for Harmonisation of Technical Requirements for Pharmaceuticals for Human Use in the EU (European Union), Japan, and the U.S. (United States) [36]. Further quality guidelines are defined by the European Medicines Agency (EMA) and the German Federal Institute for Drugs and Medicinal Devices [37]. The drug development process is highly controlled and depends on the kind of drug applied in humans.

Personalized medicine. There is no standard definition for personalized medicine, but it aims to solve the challenge of treating a disease differently in different patients [38,39]. It was shown, and it is still under investigation, that these differences can be linked to genetic and molecular profiles. So, genetic variations between patients can indicate different responses to drugs.

Personalized medicine becomes more critical every year using advanced knowledge from diseases and therapies. It is interdisciplinary to find the best appropriate treatment for individuals and improve medical care by a higher success ratio. On the other hand, more screening processes in advance will be necessary. In the end, medical and molecular knowledge is used to model and adapt the right therapeutic strategy.

Digital twin. The new catchword “digital twin” is the digital representation of a particular process (Figure 4). In general, twinning is the systematic comparison between actual and computer-generated methods [40]. The frequency of synchronization depends on the application requirements, i.e., a slower process such as the growth of mammalian cells would require less frequent measurements for synchronization than a chemical process. In truth, a digital twin is not achievable; the process and its measurements would have to be perfectly the same and the produced data indistinguishable from calculated data. The twin is used for simulation, creating data similar to the actual process. Typically, in chemical manufacturing, the process can be mimicked by profiting from knowledge of essential chemical reactions. Naturally, mechanistic models become more complex the more parameters are involved. The outcome is deterministic—using mechanistic models, the course of a process can be estimated. A perfect twin of the production process and accurate surveillance via sensors is necessary for accurate prediction. At this level, the proper device integration is obligatory.
A digital twin is the model of a specific process or technology which is easier to perform with static technologies such as a house or a car. Dynamic models are expected to predict the process flow when it comes to process modeling. (a) A digital twin of a device such as a car is easier to calculate because it is physical in nature. (b) A digital representation of a process estimates its performance. Here, the simulation containing the most data, Simulation #3, is closer to the measurements than earlier simulations. Images adapted from [41,42].

**Design of experiments (DoE).** Chemical and biological processes depend on multiple variables, i.e., induction time, feed, metabolite concentrations. The conventional one-variable-at-a-time (OVAT) method is laborious and cannot represent the optimum of all input variables. All variables but one are kept constant during the experiment [43]. DoE originated from statistical planning and analysis of experiments to find the optimal condition in a minimum number of experiments. It is broadly used in industrial process design to improve efficiency and obtain a detailed map of the dependencies of multiple process parameters. The roadmap of DoE encompasses randomization, statistical replication, blocking, orthogonality (statistical independent), and factorial (with more than one factor) experiments. Model-based DoE further improves the standardization and automation of clinical trial conduction in the pharmaceutical sector [32].

**Small molecule, biologicals, and gene therapy.** There are multiple evolving therapies and drugs in the market with game-changing potential as gene therapies, immune-oncology, or the just-validated synthetic mRNA (messenger ribonucleic acid) vaccine. On the other hand, these remarkable medicinal advances require more resources than developing a small molecule. Referring to the EMA, small molecules refer to chemical substances defined by a single molecular structure that is not a protein or nucleic acid [37]. Chemical substances are generally considered “small” molecules with associated salts, solvates, or ions and may be described using a single definitive or representative structure. Biologicals are drugs, therapies, and vaccines produced using genetically engineered hosts. Biologicals include various drug products produced from living organisms derived from humans, animals, or microorganisms using biotechnology. Vaccines and recombinant proteins and synthetic mRNA also belong to the group of biologicals.

According to the EMA, gene therapies belong to the cell therapy group. Genetic engineering delivers nucleic acids to cells to alter their genetic information. Naturally, there are many more types of therapy, and this is a very superficial description aimed at distinguishing between current treatments and products. This report focuses on CMC’s relevant activities in the drug development process.

**Insights into machine learning and artificial intelligence.** To reveal the power of an intelligent lab, the benchmarks of machine learning techniques have to be pointed out. Mathematical concepts and language can describe processes such as chemical or biological production. A model can help predict process behavior and study the effects of
different parameters. Furthermore, experimental data can be expected to achieve process optimization (Figure 5).
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**Figure 5.** A lab corresponding to Industry 4.0: A fully automated and digitalized lab is just one part of the answer toward Industry 4.0. Intelligent process optimization in all its facets is required to orchestrate more important CMC parameters, e.g., higher patient-centric drug considerations and health care demands place significant pressure on the industry, and bureaucratic hurdles are slowing innovation.

To develop an efficient production process, process behavior can be predicted. The re-design in real time and minimization of experiments help to reduce the number of wet lab processes drastically [41,44–46]. There are different ways of predicting the behavior in processes, i.e., using mechanistic or empirical modeling. Briefly, in mechanistic modeling, scientists use known differential equations from the production process, i.e., reaction rate, resulting in a deterministic outcome. In contrast, empirical models gain their structure from historic data and are applied to newly captured data. However, data capture for empirical modeling can be very laborious in biotechnological processes and requires multiple experiments. In addition, biological systems are rarely behaving in the exact same manner. Thus, constant adaption during the process is necessary.

Taking earlier process behavior and chemical and biological rules into account can speed up process development. Mathematical concepts and language can describe processes such as chemical or biological production. A model can help predict process behavior and study the effects of multiple influencing variables (such as temperature and glucose concentration). Here, naturally, model-based DoE also plays a role. Machine learning can predict the flow of the process and adapt influencing variables for optimal production. The re-design of a running process by machine learning improves the efficiency and the feasibility of the process.

Machine learning can predict the efficacy of substances before they are produced [19,47,48]. That saves superfluous tests, resources, and time. To foresee the behavior of drug candidates within the body or in combination with other drugs, molecular modeling and computational biology in drug design is already used.

The scaling-up strategy can be predicted to develop an efficient production process in CMC. Here, process modeling is discussed to perform intelligent process design with the Internet of Things (IoT), resulting in a self-driving laboratory. There are different ways of predicting behavior in processes.

Captured data enable the computing of empirical models. Sufficient empirical data could help estimate the progress of a current process with the same operating conditions. However, data capture for empirical modeling using a specifically designed experiment could take a year in biotechnological processes. A model can consist of artificial neuronal networks (ANN) and a DoE approach. Although neural networks can efficiently model complex data, every new process will obtain a different network. Consequently, it is difficult to support using a neural network in a highly regulated environment.

Hybrid modeling can be used to reduce weaknesses from each of these modeling techniques and compensate for unknown mechanisms [49–51]. Here, a deterministic
model is complemented by other machine learning techniques such as ANN. Continuous bioprocesses consist of hundreds of components.

Recurrent neural networks (RNN) are of great use when it comes to modeling the respective trajectories as long as all measurements are taken in the same time interval. Recently, neural networks combined with the integration of ordinary differential equations, and neural ordinary differential equations (neural ODEs) were used in biotechnological applications \[52,53\]. These models consist of a neural network that defines the dynamics of differential equations. They outperform recurrent neural networks when predicting time-series with not equidistant samples, as they do not need discrete information but can work with continuously defined dynamics \[54\]. In recent years, many data have been collected in the chemical and biotechnology industries, so there is enough data to realize a shift from mechanistic to hybrid models and neural ODEs to simulate and control processes.

Real-time process behavior can be characterized, predicted, and process control can be adapted following prediction. The certainty of prediction can be displayed by the coefficient of variation, calculated by dividing the sample standard deviation by the mean value and the relative error, which describes the normalized deviation from the measured value.

2.3. Validating Machine Learning Models

As introduced above, several model groups exist, including statistical or empirical, chemometric, mechanistic, and hybrid models. While models can help gain more knowledge about a system, they involve the subjective choice of model design. Oversimplifying this design results in a model with limited flexibility, which does not represent the data adequately. This phenomenon is called underfitting. On the other hand, overfitting occurs when the design involves too many model parameters, and a model starts to learn patterns that originate from noise \[55\]. Such a model performs excellently on training data but fails when presented with an unseen dataset. One can identify these issues by following appropriate validation methods such as using an independent test dataset \[56\].

Smiatek, Jung, and Bluhmki thus stress the importance of consistent terminology and appropriate model validation strategies \[57\]. Comparing different model types against each other while being loose on the validation methodology may lead to overestimating the models’ capabilities \[58,59\]. For the use case of supervised learning in biology, Walsh et al. and Chicco proposed recommendations for machine learning best practices \[56,58\]. The goal is to enable a critical assessment, comparisons between different studies, and reproducibility. An overview of validation methods for the different model types in the context of biopharmaceutical production is given in \[60\]. This validation setting is essential for comparing different pre-processing steps or model architectures against each other. In particular, one should challenge one’s model by comparing its performance to a more straightforward model type to ensure that the increase in model complexity comes with an absolute benefit \[58\]. Mowbray et al. describe the use of ML methods and their impact within biochemical engineering from the last two decades \[31\]. Establishing these model validation practices will help identify the areas within biology that benefit from machine learning.

Sometimes, a model works just fine on some parameter, as it strongly depends on the quality of the data. Model parameters, while relevant, might not be identifiable with the present data \[61\], e.g., the parameters of a model related to substrate-limited growth of microorganisms cannot be identified during a batch process. A guide on the development and statistical assessment of (mechanistic) models in this context is given in \[62,63\].

2.4. Methodologies

Methodology to assess the impact of new technologies and business methodologies on the SDGs. The authors perform a qualitative evaluation of reaching the SDGs by practicing a sustainable business model. The 17 SDGs can be divided into economic, ecological, and social goals \[34\]. A general impact, such as impact on climate, not on specific goals such as SDG number 14, life below water, could be evaluated. Thus, the authors decided to
reduce the number of goals to those that sustainable pharmaceutical production directly influences. Further, targets were reduced to a more general evaluation on sustainability, i.e., climate action in general and not the impact on life below water or life on land.

**TINS-D Analysis.** The constellation analysis of technology, individuals, nature, society, and democracy (TINS-D) allows us to analyze the reciprocal relations of these coordinates about innovations, societal developments, etc. [64]. The coordinates of nature and technology and individuals and society are placed at opposite sides, forming a cross with democracy placed in the middle. This placement allows us to analyze especially the dialectic relations between the two polar coordinates, how they support, block, affect, and constitute each other. It also allows us to analyze how the two polar coordinates affect the other two coordinates. Democracy is at the center to call for analysis from this viewpoint of the entire reciprocal relations of the other four coordinates and their democratization. Overall, the TINS-D analysis allows a more general view on sustainability than the 17 SDGs.

3. Results

3.1. Challenges in the Pharmaceutical Industry Require Innovation and Data Science

Drug discovery, i.e., finding a promising therapy or vaccination, is already lengthy and time-consuming. Different strategies are tested, millions of molecules are screened. CMC comes into play if there is a promising therapy and another long journey of characterization, validation, and process development starts. Would a wholly digitalized and intelligent pharmaceutical plant be far more efficient and comprehensible, resulting in a process that can be easily translated to the different plants in the world?

Scientific developments in the pharmaceutical sector are currently boosting the number and quality of potential new therapies. Significant advances are, e.g., the Human Genome Project, the ENCODE project, a humanized mouse model, nanobodies, considerable progress in diagnostics, and drug delivery techniques [19,20,65]. Accordingly, we are moving into an era of high precision medicine combining diagnostics with predictive and personalized medicine applications [22]. Mapping and calculating these large amounts of data is only possible by digitalization and the use of machine learning technologies.

Artificial neural networks are used for developing green pharmaceutical methods. Once a new compound is found, CMC is responsible for characterizing it qualitatively and deciding how to measure it quantitatively. The number of experiments to determine the physicochemical properties of compounds and behavior under different conditions can be reduced by using multivariate statistic tools [66]. This is important, as drugs need to be mixed with other components during formulation to become a medicinal product, and their behavior in the human body has to be predicted as precisely as possible. Models from the quantitative structure–activity relationship (QSAR) family are used to estimate the environmental impact of new drugs [67]. As using these models in the regulated environment will become necessary, Tong and colleagues characterized the prediction accuracy of QSAR models. Moreover, in chemical applications, ANN and genetic algorithms are used to identify patterns in data, single and combined [66]. The decision for the perfect solvents depends on their physicochemical, toxicological, and hazard characteristics; there are green alternatives. Using correspondence analysis and PCA, the number of wet lab measurements to find the optimal solvent can be decreased drastically [66]. Korany and colleagues established a simultaneous determination of the concentration of two chemicals in tablets using zero-crossing derivative spectrophotometry and a spectrophotometric ANN chemometric calibration model. This method saves solvents for separation methods, which would have been performed in standard procedures. The ANN method was superior to the derivative technique because ANN can determine both drugs under nonlinear experimental conditions [68].

Therapeutic medicinal agents evolved from simple small molecules produced chemically or therapeutic proteins extracted from natural resources to complex treatments such as gene or cell therapies. Their production becomes more and more complex. An acceleration of the development process by companies is required to survive on the market.
This encompasses all product development steps from the initial experiments through the individual development and production stages to the final purification stage. However, such a concept of consistent process improvement can only be implemented in a comprehensively networked laboratory. To handle the complexity and number of diseases and test many more therapy candidates, automation is necessary and improving the situation for validation. However, in the end, the rising experimental effort can only be solved by intelligent process design, beginning with model-based DoE and subsequently using data science technologies to monitor and control processes.

The evolving personalized, patient-specific medicine consisted of niche products and low-turnover drugs until recently. Advanced Therapy Medicinal Products, ATMPs, are treatments including recombinant nucleic acids, engineered cells, or tissues. From the manufacturing perspective, a huge change for their production is necessary and can be managed by flexible and redundant process management in parallel with modeling and simulation [69,70].

More remarkable techniques have been developed to identify the best therapy option without touching the patient in the field of personalized medicine. The challenge of personalized medicine is synchronizing patient and treatment (see Section 2.2). The increased understanding of genomes and a better understanding of rare and hard-to-treat diseases makes personalized medicine necessary, and first therapies are already showing significant higher success. In 2018, the first CAR T-cell (chimeric antigen receptor T-cell) therapy was approved in the European Union and in the U.S. in 2017. This gene therapy drug product comprises engineered T-cells from the patient. Another T-cell-based therapy is the allogeneic cytotoxic T-cell immunotherapy. A donor delivers healthy T-cells that are activated and enriched if they recognize antigens expressed by cancerous cells. The perfect T-cell line for the patient can be identified using data science. The technology must be performed and optimized for every single patient in a single bioreactor. To this aim, the Cocoon™ technology, a highly scalable method for T-cell therapy, obtained its patent for research use in 2020 and is already used for medical treatment [71–75]. Other evolving cell therapies like adoptive T-cell transfers, from which more than 500 are already in clinical trials, will benefit from the further development of smaller high throughput systems. High precision medicine combines diagnostic tools to treat a specific disease of a single patient. In oncology, cell samples from the patient can be taken and used for diagnostic purposes such as single-cell sequencing and multiplex bioimaging. Drugs or distinct gene therapies can be tested using cultures of the patient’s cells. Finally, automation and machine learning combine all these tools, and their computation results in the optimal treatment [22,76].

Evolving biologicals comprise proteins, gene therapy products, and antibodies. They are produced by hosts such as bacteria, yeast, mammalian cell lines, or even primary cells from the patient. Small-scale production is performed in minibioreactor systems. Scaling up for large-scale production is a scientific area embracing process simulation and mimicking extensive processes in small production systems. Naturally, a digital twin comes into play for process simulation to generate a specific computer-generated process, ideally combined using a small production system like minibioreactors for bacterial, fungal, and mammalian cells.

Compared to broadly used shake flasks, minibioreactors can suitably simulate process parameters such as oxygen supply, feed rate, and glucose concentration which can then be transferred to larger systems [77]. In combination with liquid handling stations, advanced control of cultivation is feasible. The potential of cost-effective minibioreactor systems is becoming more popular, although a successive approach is often inevitable. In both scenarios, the attempt to combine minibioreactor systems with twinning is promising [41,44,45].

Advanced process analytical technologies (PAT) are used further to facilitate chemical and biological process optimization in bioreactors and synchronize the twin with the actual process. The FDA published PAT guidelines to improve upstream processes, as they already have influence on product quality [78]. The rising technologies for at-line, in-line, and on-line analysis, i.e., on-line oxygen, pH, and glucose measurement, using physical-chemical sensors,
are essential tools for automated process control and its transfer to higher and more minor scales. RAMAN spectroscopy, as well as the implementation of fiber-optical photonic devices for the analytical characterization of chemical or biotechnological processes, are promising wet lab technologies to estimate the real-time state of the process [79,80]. Additionally, soft sensors improve real-time monitoring of bioprocesses [81].

The demand for drug development processes that meet the environmental sustainability goals is rising. To realize a bioeconomy, a fast and safe path to highly efficient production processes is needed. Green alternatives exist for many ecologically harmful chemical processes. However, these are not implemented because the research and development costs do not pay off. Process optimization by model-based DoE, machine learning-based process design, and real-time control can reduce development costs to a minimum. The difference an intelligently designed process can make in terms of productivity and carbon footprint can be visualized in an Eco-Care Matrix (Figure 6): intelligent and straightforward automation stand far apart. Automation enables the industry to realize more processes than manually possible, providing much data, and can thus be found in the lower middle part (Figure 6). Although a high throughput is reached, the actual productivity is relatively low as the vast number of experiments still need to be directed by humans. Clearly stated, subsequently, the success of an experiment depends on the number of attempts. As machine learning makes processes more effective and saves work and resources, you can find it in the upper right corner, where nature and productivity are profiting from the technology. Thus, automation can speed up the number of operations at the expense of the environment. The combination with machine learning will reveal an ecological and efficient design.

Figure 6. Eco-Care Matrix (ECM): The Eco-Care Matrix must be applied in the early stages of the product life cycle. Global regulations and policy also need to be considered. The ECM shows the environmental and economic impact of the new product or process. Products placed in the lower left corner need to be adapted further to move into the upper right corner demonstrating a green solution, implicating customer and environment profit comparably. Adapted from [82].

3.2. Machine Learning and Laboratory Automation in Line with the Idea of Industry 4.0 Promotes Process Efficiency

To outline a vision and possibilities of the pharmaceutical industry of the future, we present the latest advances in machine learning and insights from more sustainable business practices. However, putting the efficiency in numbers is not trivial. Ultimately, modeling supports and promotes both sets of methods. On the one hand, it can predict, plan, and control processes to increase efficiency and sustainable business practices. On the other, it can forecast their benefits for society and the environment. Data science is the correct
term for describing what most headlines want to express when using “digitization” and “digitalization”. The apparent advantages of digitalization are easy to list—facilitated data collection and data analysis—creating the basis for modeling, applying DoE, an improved control strategy, and data sharing. Additionally, the speedup of product testing, characterization, quality control, and validation of analytical methods is optimized. Furthermore, the scale-up strategy can be calculated in advance, and digital twins can control the process.

An initial step to lab digitalization is device integration. Proper integration enables real-time data capture and remote control of lab devices. As the machines use different drivers, have other data, and have machine-to-machine (M2M) communication standards, the proper integration of a new lab device can take up to six months. In the end, lab automation can be reached by a holistic device control and data management approach. Suitable device integration results in connection, integration of devices, interface with other devices and labs, and data transfer to the storage unit.

The fourth industrial revolution was already describing what the objectives of future enterprises were: automation, Internet of Things (IoT), and M2M communication are resulting in intelligent control of devices without human intervention [83,84]. The self-driving lab using data science goes one step further: software can plan and execute the resulting crucial experiments [85].

Increasing the efficiency of bacterial scale-up/scale-down processes through modeling bioprocesses. The TU Berlin (Technische Universität Berlin) and, in particular, the department for bioprocess engineering has played a vital role in shaping the field of bioprocess development in recent years [41,44–46,86–88]. A high throughput laboratory was established, and extensive automation, process control, and soft- and hardware integration was developed. Thus, it represents an ideal laboratory for bioprocess optimization.

In 2019, the setup of the liquid handling stations and automated screening of the bacterium *E. coli* (*Escherichia coli*) using minibioreactors in combination with online monitoring and control was described in detail by Haby et al. [77]. Combined with a second liquid handling station, at-line analysis was performed. A fully connected laboratory enabled central real-time data storage and model-based process control. In the end, the authors show that using a model-based framework, the digital twins, enormous potentials can be exploited in developing new products [44].

To describe the progress in the wet labs using liquid handling stations, we are analyzing two publications from the high throughput laboratory performing screening experiments with strains from the bacterium *E. coli*. We will point out the feasibility of the case studies and compare the errors of the predictions compared to the predictions made beforehand. Overall, the objective of the experiments is to define the optimal feeding strategy or the best performing clone by performing just one run in the liquid handling station. The liquid handling station can run up to 48 minibioreactor experiments in parallel. Their unique capability is to mimic the conditions of large fermenters, which are usually used to produce the final biological product.

In 2017, Cruz et al. performed a case study and determined the optimal growth conditions for one clone of *E.coli* using eight minibioreactors [45]. During the experiment, 23 parameters such as glucose consumption rate, growth rate, etc., were repeatedly predicted while the experiment was running. The prediction was based on Monod-type differential equations. Naturally, the more information the digital twin obtains, the more precise the running experiment could be predicted. The authors compared the deviation with the measured values by determining the coefficient of variation. Compared to an experiment using the initial computed conditions, the average coefficient of variation was 50 times lower. Thus, the paper showed that repeated re-computing is needed to control multiple biotechnological experiments in parallel.

In 2020, Hans et al. managed to screen eight triplicates of *E. coli* clones in parallel [41]. The objective was to find the fastest-growing strain with oscillating glucose concentrations, as would be found at an industrial scale. They adapted the optimal conditions (feeding profile, pH, oxygen supply) during the experiment to reveal the best performing strain.
Just the process parameters dissolved oxygen tension (DOT) and pH could be measured in real time. Together with at-line analyzed parameters such as cell dry weight and glucose and acetate concentrations, measurements were written with more than one hour delay into the database, critical parameters were computed, and the experimental conditions were changed and updated. The experiment lasted eight hours. The glucose consumption of a batch cultured is one crucial parameter to be predicted as this determines the start of the feeding and the cultivation time (Figure 7). As the glucose measurement cannot be performed in real time, scientists estimate the consumption using mechanistic models.

During the cultivation of *E. coli*, it is favorable that the cultivation is glucose-limited, meaning that there is no or only temporary accumulation of glucose. Assume *E. coli* cells are subjected to glucose amounts that exceed their cellular uptake capacities. In that case, the cells enter the overflow metabolism and produce chemical compounds that are harmful to themselves [44,45]. Both overfeeding and starvation must be prevented, and the start of the feed and its rate must be calculated. The course of the experiments was once predicted initially and continuously adapted during the cultivation. To show the importance of model calibration during the experiments, we will compare the initial model’s errors calculated with the adjusted model’s mistakes made to the observed value. The adaptive and specific experimental design enabled an experiment where the start time of feed and feed rate were calculated correctly in all experiments. The relative error calculation did not reveal a significant difference. Compared to the study from Cruz et al., an earlier point in time with much fewer data available was analyzed [45].

![Figure 7. Prediction performance of eight optimized minibioreactor experiments. Error analysis of initial model, adjusted model (parameter estimation after 1.88 h), and observed/measured time points for glucose depletion. (a) No significant improvement of prediction time after 1.88 h, paired T-TEST, *p*-value = 0.578. (b) The re-calibration of the model enabled the rescue of 6 from 8 experiments by predicting an earlier time-point of glucose depletion compared to the initial model. Presented and analyzed data from Table 1 in [41].](image)

Although the change of the relative error was not significant in the presented study, all *E. coli* cultures would have starved too long and would have been unusable if the glucose consumption had not been re-designed. Moreover, the calculations prevented overfeeding. The analyses of the re-designed experiment positioned the time point of total glucose consumption just in two experiments too late, leading to starvation (clones 4 and 8, Table 1). In two cases, the exact time point was estimated. In one case, the depletion was estimated only one minute too late, and in the remaining three cases, the point in time was calculated too early so that the cultivation was not endangered [41]. In one triplicate, the batch end was predicted 22.8 min too late. In that triplicate, the variance of glucose consumption was very high. The batch end of a single minibioreactor was very late and altered the overall prediction. The authors inform that without the leading sample the prediction was closer to the actual batch end.
Table 1. Overview of time-point of glucose depletion from eight minibioreactor experiments. Prediction overview of initial and adjusted experimental design. The relative error of predicted parameters vs. observed parameters was calculated from columns 2–4. Values of glucose prediction and depletion are derived from Table 2 in [41].

| Strain/Glucose Consumption (min) | Initial Design | Adjusted Design | Observed Glucose Depletion | Deviation Initial | Deviation Adjusted | Relative Error Initial Design | Relative Error Adjusted Design |
|---------------------------------|----------------|----------------|---------------------------|------------------|------------------|-----------------------------|-----------------------------|
| E. coli clone 1                 | 106            | 100            | 99                        | 7                | 1                | 7.07%                       | 1.01%                       |
| E. coli clone 2                 | 112            | 98             | 109                       | -3               | 11               | 2.75%                       | 10.09%                      |
| E. coli clone 3                 | 106            | 100            | 100                       | -6               | 0                | 6.00%                       | 0.00%                       |
| E. coli clone 4                 | 133            | 131            | 108                       | -25              | -23              | 23.15%                      | 21.30%                      |
| E. coli clone 5                 | 111            | 96             | 102                       | -9               | 6                | 8.82%                       | 5.88%                       |
| E. coli clone 6                 | 109            | 99             | 106                       | -3               | 7                | 2.83%                       | 6.60%                       |
| E. coli clone 7                 | 106            | 103            | 103                       | -3               | 0                | 2.91%                       | 0.00%                       |
| E. coli clone 8                 | 115            | 116            | 111                       | -4               | -5               | 3.60%                       | 4.50%                       |

Mean relative error (Glucose consumption, low number desired) 7.14% 6.17%
Amount of cultures in starvation (low number desired) all 2
Paired T-TEST of relative errors initial vs. adjusted design p-value = 0.578

Compared to the case study from the same group, published in 2017, three times more clones could be screened automatically, resulting in the first model-based process of 24 fed-batch minibioreactor cultivations. Although the error of the re-designed calculation did not differ significantly from the initial model, the re-calibration improved six out of eight experiments. In this context, it is essential to mention that the initial model was developed further compared to previous versions [41,45].

**Increasing the efficiency of mammalian cell cultivations by modeling.** Hernández Rodríguez et al. performed, predicted, and redesigned an industrial cell culture using mammalian cells. Chinese hamster ovary cells were used to produce monoclonal antibodies, a biological drug with a market value of USD 114.43 billion in 2021 and applied to the treatment of cancer, autoimmune diseases, and multiple sclerosis [89].

Compared to bacterial fermentation, the cultivation and control of mammalian cells is more complex as cells are transferred to different, increasingly larger bioreactors, the so-called seed trains. The time point for transfer must be determined individually. Additionally, many more parameters such as viability, cell density, glucose, lactate, and ammonia concentration affect cultivations and need to be predicted. On the other hand, mammalian cells are growing slower, and decision making is not so time-critical.

The group also used mechanistic modeling based on Monod-kinetics for their predictions and extended them by Bayesian updating. Bayesian parameter estimation is based on previous knowledge, i.e., previous experiments, and is one method of empirical machine learning. To this end, eight simple experiments were performed to improve the prediction of model parameters. These predictions had an average coefficient of variation of 30% (Table 3, [89]).

As a result, prediction intervals containing a set of possible true values and their relative errors were calculated. The aim was to have small prediction intervals with high precision. Due to the variability of the cultivations, not all parameters and seed trains could be predicted with a high probability. Still, the accuracy of cell density prediction had a relative error reduced from 13% in the first to 8% in the last calculations in a 90% prediction interval. The average relative error of the other parameters was reduced from 15% to 9% (Figure 8). The authors demonstrated that in mammalian cell culture, without automation and relatively simple shake flask experiments, critical time points of experiments can be determined using machine learning. The model improves significantly the more information is available. The relative error of the prediction compared to the measured value was finally reduced to 8%.
Figure 8. Error analysis of parameter estimations of ten seed train predictions. Training performed with data from three consecutive bioreactor scales up to 2160 L. Bayesian parameter estimation was performed in combination with mechanistical modeling. Same mechanistical model used in all scales. Analyzed parameter predictions: (a) viable and total cell concentration; glucose, glutamine, lactate, ammonia concentration and (b) viable cell concentration. Paired T-TEST revealed a $p$-value <0.05, so the mean relative error decreased significantly from the first to third seed train. Analyzed data are derived from Table 5 from [89].

3.3. Economic Efficiency through Diversity and Equality

To survive in the fast-changing economy, companies must innovate continuously. This means adapting to new markets and inventing new processes, products, and technologies. A survey of 18,200 professionals in 27 countries and 150 C-level executives from 8 countries found that the willingness to innovate is 11 times higher in companies with the strongest focus on equality. Thereby, it is essential not to hire people with multiple backgrounds and genders but also to give them a genuine chance of equal careers. Innovative mindsets are six times higher in environments where cultures are almost identical compared to least equal ones [90,91].

Hsieh and colleagues analyzed the economic effect of changes in diversity, especially considering the gender and background of staff in highly skilled occupations, and published their findings in 2019 [92]. They examined the proportion of white men, women, and people from diverse backgrounds in the U.S. in different occupations using census data and American Community Survey data to define parameters that describe the impact on the labor force distribution in other fields. Data from 1960 to 2010 were considered and
evaluated. For example, they calculated the propensity of a group to work in a particular occupation in a certain period.

As a basis, they were using the Roy model of occupational choice [93]. It writes that everyone performs the work for which they have the most talent and inclination. They extended the model by clarifying that everyone has an additional occupational preference, such as liking to work close to home. Moreover, they include strengths influencing the distribution of personnel. Their simulations include and define different parameters such as gender, background, occupation, occupational preferences, human capital, and human capital barriers. The parameters were determined to match the empirical targets. To describe the uncertainty of their predictions, they estimated the earnings per year in 2009 and compared them with the census data as displayed in Figure 9d. Our analysis revealed a mean average relative error of their predictions of 2.3%. Therefore, the model works with sufficient accuracy to describe the impact of lowering gender and background-specific barriers.

In the U. S., the proportion of white men in the occupations of doctor and lawyer dropped from 94% to 62% between 1960 and 2010. The model assumes that talent is distributed equally across different backgrounds. The time series decomposition of GDP growth (gross domestic product) per person was calculated and other parameters outlining different personnel distributions were estimated. As the overall GDP using the actual parameters is continually rising in the given period (Figure 9c, dark blue line), the green line demonstrates the GDP development if no changes in staff diversity were accomplished. It is likely that by including talents of all genders and backgrounds, the effect on productivity rises, and if female and black staff had been excluded from the 1970s on, growth would have stagnated. As illustrated in Figure 9a,b, the authors’ modeling shows that the propensities to work in a particular job are the same for all groups considered over the period, but the barriers differ significantly. For example, it was still tough for a white woman to work as a doctor or lawyer in 1960, but the wall had fallen considerably by 2010. Nevertheless, the barriers for white women in various professions are still higher than for white men in 2010. The authors conclude that the inclusion of women and people from diverse backgrounds accounted for a 40% increase in GDP in 2010 (Figure 9c) [92].

A study from German companies performed by the journal Handelsblatt confirmed these findings. Six out of eight departments found that diverse teams perform better than homogeneous teams [94,95]. The authors interviewed 1000 employed participants of different genders and backgrounds. They found that a large proportion of the directors of the companies surveyed were not female. In addition, respectively, 59% and 60% of the employees surveyed are missing equal opportunities for people with an immigrant background and women [94].

3.4. Industry 4.0 is in Line with the Sustainability Goals

We have presented the impact of the (new) technologies and business practices on the achievement of the 10 SDGs in Table 2. Naturally, each technology has a different impact depending on the company and process, but a general calculation reveals that future CMC departments act with more throughput while supporting sustainability goals. Compared to other industries, the development of new treatments depends not only on costs, turn over, and ecological input but primarily on the well-being and health of humankind.

Sustainability analysis is conducted to demonstrate the importance of intelligent laboratory automation to achieve the 17 development goals.

The TINS-D analysis is a tool to understand the effect of a new product or technology on the other four coordinates, that is, on nature, individuals, society, and democracy (Figure 10) [64]. Digitization, digitalization, automation, and machine learning are expected to contribute to sustainable development and democratization. Regarding the implementation of Industry 4.0 in CMC, the TINS-D analysis shows the impact on sustainability and the need for action by looking at each of these components:
Figure 9. Analysis of economic effect of changes of gender and background of staff in distinctive occupations. (a) Mean of occupational preferences relative to white men. (b) Occupational barriers for white woman; authors’ calculations based on model equation using census data. (c) GDP (gross domestic product) per person, data and counterfactual. The graph shows the cumulative growth in GDP per person in the data (overall) and in the model with no changes in former barriers. (d) Average market earnings per worker in 2009 in USD in the Census/American community survey data alongside the corresponding model values per year. The mean relative error of the estimations is 2.3%. Adapted from Hsieh et al., 2019: Figures 4, 6 and 7 and values from table IV in [92]. Parameters: \( \tau \) occupational barriers, \( \tau^h \) human capital barriers, \( \tau^l \) labor market barriers.

Table 2. Assessment of the impact of new technologies on sustainability goals published by the WHO. The KIWI-biolab fulfills most reported sustainability goals.

| Technology and Methods | Good Health | Gender Equality | Decent Work, Economic Growth | Industry, Innovation, and Infrastructure | Reduced Inequality | Responsible Consumption and Production | Climate Action | Partnership for the Goals |
|------------------------|-------------|-----------------|------------------------------|------------------------------------------|-------------------|----------------------------------------|---------------|--------------------------|
| High precision medicine [46,76,96,97] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Innovations in CMC [22] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Diversity [92] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Bioprocess: Automation | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Design of Experiments [43] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Model-based DoE [98] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Knowledge management [99] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Wet lab PAT [78] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Soft sensors [81] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Modeling [77] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Hybrid models [50] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| Online re-design [41,45] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| KIWI-biolab [100] | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |

High-end technology. From the technological point of view, automation and digitalization are the basis for developing a framework that can compute a digital twin. It is the next step toward an optimized process, the highest goal to reach from the technological and ecological point of view. The new technology supports data integrity which is essential in the industry. The new efficient technology affects nature by saving resources. The technology promotes an inclusive and democratic ecosystem in the company by making the
equipment easily accessible to people with all levels of training and people with disabilities. Further, digitalization, automation, and machine learning can improve user interaction and sustainability by reducing the number of experiments, saving resources, and reducing the failure rate.

**Positive impact on individuals.** The influence of digital change on individuals must be addressed by analyzing the effects on employees and customers. In the pharmaceutical industry, the definition of “customer” is multifaceted, as patients, physicians, pharmacies, and insurance companies consume products to varying degrees depending on each country’s healthcare system. The capabilities of the staff, who are working in interdisciplinary teams, and their way of communication need to be considered. A culture of equality and regular workshops promote innovation and thus adaptability to changes. Economic growth should be distributed equally in the hierarchy. Customer relationship management (CRM) ensures that the digital transformation also meets the customer’s expectations and that the marketing strategy fits the current trends and services. Individual impact results in a positive impact on society, enabling treatment of rare diseases and extending the reach to more patients in areas with less advanced infrastructure.

**Positive impact on nature.** The effect on nature can be revealed by demonstrating the green impact of the change. Measuring environmental sustainability is made more straightforward in an entirely digitized company. Parameters such as reducing resources to a minimum, the CO$_2$ footprint, and tools such as the Eco-care matrix can measure the overall positive effects. As a result of these positive effects, new resources and data will become available, which then can be integrated into the calculations for further insights.

**Positive impact on society.** Effects to society must be included in change management as pharmaceutical companies often have a negative social reputation. The societal impact and changes must be communicated transparently. These include the shortening of the development time of drugs, the companies’ research activities, promoting education, well-being, and the fact that the number of employees is not decreasing due to new technologies. The teams are diverse in terms of life-style, age, and skills. The customers need to understand why something is changing and benefit from it. It must also be communicated that economic growth is distributed evenly across society.

**Industry 4.0 is promoting democracy.** The digital transformation in the pharmaceutical industry is also leading to the increasing democratization of technology. By improving the functionality and user interface of the software, even without special qualifications, nearly anyone can use even the most advanced technologies. Resource-saving manufacturing is more environmentally friendly, less costly, and increases the availability of therapies worldwide.

---

**Figure 10.** Sustainability analysis tool TINS-D (technology, individual, nature, society, democracy). The future project or technology is examined in terms of its effect on the subjects and their consequence for democracy. Further, it will be analyzed if the technology promotes equality. Adapted from André Baier, TU Berlin [64].
A different outlook: Human factors are a central component in next-generation CMC. Typically, change in management starts with the analysis of whether people are ready for the difference. The following factors must be reflected to enable the implementation of intelligent technologies and enable a sustainable company business. Proper change management must accompany the introduction of new technologies. The fear of reducing the workforce by future technologies is unfounded in biomanufacturing, as companies grew by 5.4% in 2020 [7]. Although new technologies should ease use, learning and adapting to change are necessary. At the same time, it is essential that the staff feels free enough to propose changes and develop new technologies [101]. As Ellyn Shook and Julie Sweet showed in 2019, diversity and a culture of equality are critical building blocks for business success and innovation in organizations [90,91]. To accelerate creativity and innovation in a company, staff must be encouraged to create and share information. An exemplary implementation of knowledge management, which can be considered the link between data governance and quality risk management, enables organizations to make decisions more efficiently and encourages an organizational culture of learning [99].

As not only are specialist disciplines mixed but employees and customers are located worldwide, it is advantageous to employ multilingual staff. The preferred skills include creativity, collaboration, critical thinking, and communication (4 C’s) that are comprehensible to colleagues; therefore, we extended the traditional human factors in Figure 11 [102].

To cover the ever-increasing demand for specialized staff, companies started to change their way of recruitment by buying smaller companies, offering training and workshops, and public challenges scientists can apply for. Another way to gain new scientists is to let them optimize processes in academic laboratories by students and then transfer the process back to the company. The students are offered a job, and companies stay up to date by close collaboration. In the KIWI-biolab, pharmaceutical companies are optimizing their processes with students from TU Berlin; this is a win-win situation for both sides: students learn to work with the industry and under GMP-conform settings within the companies, and the companies can profit from the newest research results.

The authors think a common, half public and half industrial research institute for CMC processes would be beneficial as many companies face the same challenges. In summary, more interdisciplinary, diverse teams and the establishment of future skills in public institutes for drug development could drastically increase the number of qualified personnel.

Figure 11. Overview of the three main domains of human factors and ergonomics by International Ergonomics Association (IEA): The impact of cognitive, physical, and organizational factors and their interaction.
relationships to each other must be considered when introducing a new technology or planning a new subunit or when introducing new data management, i.e., perception and memory and their interplay with physical factors such as the anatomy are playing a major role in many occupations. Figure adapted from IEA and extended by 4 C’s future skills [102–104].

3.5. Next-Generation Drug Development will Combine the Best Therapies, Data Science, and Sustainability

Automation, digitization, and digitalization will become a standard in all CMC functions. Companies and institutes aim to reduce the paper-based work to a minimum. There will be no manual copy-paste processes, but there will also be no drones flying around the company, no co-bots completely replacing human labor. People will perform challenging and fulfilling work, and most of them will be situated in front of a computer or tablet. Reducing paper-based work such as certification, validation, and data capture by new technologies is relatively simple with an enterprise-wide data structure, i.e., for clinical reports. The digital integration of all paper-based processes seems fairly easy to be managed; the highly regulated environment controls the digital transformation. In the end, employees will coordinate bots for end-to-end business processes. Paper-based processes will be entirely digitized at a highly standardized level. In the wet lab, where product characterization, formulation, and process scaling are performed, scientists will benefit from fully integrated labs and a central control center. All equipment in the wet lab runs under a standardized communication language. They are controlled remotely; automated and generated data are stored in a laboratory management system or electronic laboratory notebook. The devices can also communicate with each other, e.g., to indicate when a process step has been completed.

Machine learning will be integrated into the design and control of all processes. Automation and machine learning promote privileged skills and reduce the work of tedious, repetitive, and fixed operations. However, the great advantage of intelligent automation is that it will replace repetitive tasks, shape the current design and the following process. Future scientists can orchestrate multi-functional platforms to perform all necessary steps in drug development in a self-directed manner and at the most resource-efficient level.

Data are structured, available, and analyzed in real time. There is a central software that orchestrates the inputs from the wet lab, clinical trials, and previous therapy outcomes. Simple analyses are immediately available, and monitoring for documentation is automated. The data structure, storage, and handling are strictly standardized. Insights can be easily shared, and new therapy development will require a fraction of the effort compared to 2020. If this is how your CMC department wants to operate in the future, you need to start with this roadmap right away (Figure 12).

Process optimization will reach an unimaginable level. The software framework for process simulation and parameter estimation can generate a digital representation of specific processes, the digital twin. It will control automated test stations where new substances are run through and determine critical properties. A machine learning tool will decide which further tests need to be performed and schedule new experiments. Other tests and process optimizations will be carried out depending on their results.

High throughput devices are essential to finding the optimal process and screening conditions in combination with the methodology model-based DoE. The combination of intelligent experiment preparation including parameter dependencies and real-time optimization will speed up all processes in drug development [89]. The thoughtful planning of experiments by model-based DoE can reduce the wet lab work to 25% (Figure 4 in [98]).

An overall sustainable business model will be established (Figure 13). Ecological life cycle analysis will be automated and visualized via an Eco-Care matrix (Figure 6). A sustainability analysis will be performed in advance with established software tools taking a holistic view of different innovation paths and digital progress [26]. Ultimately, a self-driving lab changes the pace of drug development and meets the need for green solutions.
Figure 12. Roadmap to intelligent lab automation. This is a bold sketch showing which steps need to be taken toward digitization, digitalization, automation, and machine learning. The individual steps are not interdependent; machine learning can also be used without automation. We recommend building a new infrastructure, thinking about the security of the data, their transport between different devices and into a central platform. The communication as well as the storage of the data must comply with a standardized data format. Only the central storage of all experimental laboratory data as well as the results from clinical studies and administration makes intelligent process planning and control possible.

Figure 13. Sustainability, medicinal innovations, and data science go hand in hand in future CMC departments.
Talent acquisition will be inclusive, and the company will follow bold leadership. This creates teams with very different backgrounds and areas of expertise (interdisciplinary, intercultural, different experience levels). Global networking is feasible, e.g., robots could be controlled from another continent via cloud-based applications. The high degree of automated processes, especially regarding fixed and highly regulated tasks, makes employees like their job and concentrate on more creative and demanding tasks, saves money, and increases precision.

Employees will be rewarded with flexible working models, and the workforce structure will change fundamentally in the direction of flat hierarchies, i.e., shorter decision-making paths. Enthusiasm for change is maintained through sensible change management, e.g., workshops and further training of the employees. As is already practiced, family-friendliness is not only applied by the possibility of a home office but also by childcare options. The creative and equal atmosphere will accelerate innovation and help companies compete. Not just legal constraints but also stakeholders are demanding a sustainable business model, quantification of resource consumption, a diverse product strategy, fair treatment and compensation of personnel, fair prices, fair distribution of products, and a positive environmental impact. Implementing machine learning techniques in all areas of a sustainable business, to run all processes optimally, together with attracting and motivating top talent, would multiply the performance of drug development departments.

4. Discussion

This review discusses different impacts on future drug development performance. High precision medicine, automation, machine learning, and sustainability will shape the next generation of CMC departments. Sustainability goals, new technologies, and new corporate governance are mutually supportive and intertwined. Machine learning is supported by automation and digitalization. The sustainability of new processes can thereby be improved and measured.

Data science supports biological therapies’ breakthroughs, and these make up an ever-increasing proportion of newly approved therapies. Biologicals reached sales of 14.6 billion EUR in 2020 and a market share of 30.8% in Germany. In 2013, the inclusion of statistical methods such as model-based DoE and Principal Component Analysis to reduce wet lab work and build an efficient manufacturing method for microbial processes was previously discussed [86]. As presented here and earlier, the prediction of scale-up/scale-down processes improved dramatically over the past years by using past data to train models for the adjustment process [32]. Purely empirically-obtained models have a high consumption of resources in biotechnology. By implementing advanced machine learning techniques, which use chemical and biological mechanistic models in combination with empirical methods, the process from active pharmaceutical ingredient to the finished drug will be accelerated [52,53].

Machine learning-based process optimizations in CMC require validation. The economic benefit of ANN combined with mechanistic models or ODEs is obvious: saving resources. Still, their usefulness when it comes to validation in the final part of the value chain is not yet proven. From the scientific point of view, processes controlled using machine learning can be designed so that the resulting products will always meet the same quality. However, on the other hand, the construction of the digital twin must be transparent. This can only be guaranteed when using mechanistic/deterministic models and becomes more complicated when using ANN.

In 2017, an article about a holistic production control strategy was published aiming for robust and flexible production and integrated life cycle documentation [105]. This article covers the methodology of Data Integrity by Design and takes a holistic approach to parallel pharmaceutical development and management tasks. The acceleration of model-based solutions in every step of the value chain and the fact that drug development is the most significant part was highlighted by Narayanan et al. in 2019 [50].
A sustainable business model was announced as a competitive advantage when focusing on constant innovation. Later, when the business world called for disruptive innovations in the pharmaceutical industry, these took place through the invention of breakthrough therapies [96,97,106]. All-embracing sustainability is promoted through the creation of various indices such as the Dow Jones Sustainability Index or the Euronext Vigeo Eiris indices, which were discussed in 2020 by Buchholz et al. [26]. It measures environmental impact, economic value, consumer benefit, ethical aspects, societal engagement, governance, and plans to integrate digitalization (Figure 1 in [26]). The Wall Street Journal ranking also gives information on how sustainable a company is. There, human capital, social, environmental, and business and innovation rank is valued [107].

The idea of a sustainable business model was discussed from different perspectives as a continuous adaption to the market, innovative business models, environmental sustainability, or overall sustainability, including diversity in talent acquisition [27–29,108]. In 2009, an article in the Harvard Business Review was published claiming that there is no other way than sustainable business development in which they are focusing on environmental sustainability [28]. In general, companies should act more sustainable because they are better prepared for future legal regulations, enjoy better standing with stakeholders and customers, save resources, and can thus shorten the time to market, especially in the pharmaceutical industry. In the end, sustainability is expected to be integrated into the business development process, a conclusion this review also reached.

Involving machine learning to ensure sustainability and its measurement was promoted by Coeckelbergh et al. in 2020 [109]. A detailed assessment of the impact of AI on the Sustainable Development Goals is discussed in Vinueasa et al., who used consensus-based data and concluded that AI and machine learning techniques enable most of the development goals (79%) [34,109]. Moreover, the WHO published a detailed guide for policymakers, industry, and academia on how to contribute to the 17 SDGs in the E4As (Engange, Assess, Align, Accelerate, Account) Guide for Advancing Health and Sustainable Development. Among other things, the guide advises using lean management, promoting equality, and using digital technologies to save resources [2,3].

The KIWI-biolab, a future biotech lab situated at the TU Berlin, meets most criteria of the SDGs for sustainable drug development, as the lab is working efficiently by inter-connectivity and transparency and does a lot for the education of people and longevity of technologies (Table 2).

Finally, we are recommending a modified corporate sustainability measurement tool comparable to the published evaluation tool from Buchholz et al. in 2020, combined with a holistic Industry 4.0 approach to predict, adapt, and perform processes [26]. In addition, local policymakers and stakeholders should constantly study and implement the proposals of the local WHO office to achieve the health-related SDGs.

Scientific advances to accelerate high precision medicine and data science approaches in clinical trials are studied in publicly funded projects at the moment [22,100]. The project MELLODDY (MachinE Learning Ledger Orchestration for Drug DiscoverY) would cover the need for a proven, reliable, and data-secure platform using blockchain technologies through which companies could extract information from competition-related data [110]. This technology could solve the problem of using patient-related data for training machine learning models.

**Statistical validation.** Still, the validation issue is not solved yet in terms of validation from the authorities. If the model represents the real world, the mathematical proof has to be determined before. Rajamanickam et al. discussed model validation in bioprocessing as models are encouraged by the Quality by Design (QbD) initiative to improve process performance by model predictive control [60]. Here, statistical validation methods which are essential for authorization are described. To evaluate the predictability and interpretability, a large variety of processes and thus a large diversity of model validation methods have to be analyzed. A model can generalize a complex natural phenomenon, but not all critical influencing factors are known. When underfitting a model, too few influence
factors are included; when overfitting, too many influence factors are included, and the model learns irrelevant information. The validation approach depends on model type and structure; the easiest method is the data-driven validation and is widely accepted by the health authorities.

Data-driven validations are Coefficient of Determination ($R^2$), Root Mean Squares Error (RMSE), the calculation of accuracy and precision (Closeness of Prediction to Real Value and Uncertainty), specificity (true negative rate), and sensitivity (actual positive rate), cross-validation (dataset is split into training and validation dataset), repeatability, Maximum likelihood, optimizing information criteria by Akaike Information Criterion (AIC) or Bayesian Information Criterion (BIC), Goodness-of-Fit, to prove Model Uncertainty, Model Robustness, Credibility Score, and Continuous Testing. The authors agree that many points have to be considered when implementing a method for model validation as there is no joint procedure: the nature of the dataset, number, and kind of replicates, variation, sample size, model state, and type (statistical/mechanistic/hybrid) have to be considered [60].

**Regulatory validation.** The validation of machine learning models is included in official guidelines and standards. To date, computational modeling is widely described in the regulation of medical devices but less regulated in drug development of small molecules and biologicals [111]. In medical apps, where software as a medical device is used, twenty-nine apps have been approved by the FDA [111,112]. This includes exclusively medical applications that are not changing their calculations after marketing, so-called “locked” algorithms [112]. On the contrary, adaptive algorithms are used in bioprocessing and computed to learn from process data. Adaptive machine learning-based applications are used in drug discovery—what precedes the drug development in the value chain.

The FDA’s Office of Science and Engineering Laboratories is investigating software reliability and AI/ML-based devices and working in various new research fields [113]. Moreover, the American Society of Mechanical Engineers and the FDA developed a framework for the validation of computational models for specific use in medical device development [114]. Bideault et al. performed a use case in bioprocess engineering based on this regulatory framework [115]. The fundamental problem in the validation of machine learning models in bioprocessing is that they learn and adapt during the process [41,115]. The authorities and the used models aim to maintain product quality (SQUIPP: Safety, Quality, Identity, Purity, and Potency) [116]. To reach this aim, adapting the original model might be necessary. The framework allows specific changes of used models if approved—that can happen by an approved change protocol, by a culture of quality, or real-world performance and documentation [115]. The tracking of changes could be realized with technology compared to the MELLODDY project [110]. The authors show that the proposed framework lacks methods to learn and adapt in real time, precisely what is needed in bioprocessing [115].

ICH guidelines describe model validation as part of model development, and as described before, verification has to be performed throughout the life cycle of the medicinal product. They further suggest categorizing models by their impact on the process. The FDA expects verification of the prediction by a reference method [117]. In process analytical technologies (PAT), statistical methods can be used for mathematical validation [118]. In computational models like the digital twin or digital health applications, the models must be described and their output validated by other analytical methods [119]. If the model is part of the production system, the corresponding software has to be validated and must be part of the quality system [120].

The HMA/EMA workshop on AI in 2021 medicines informed about AI applications in medication and its regulation, presented the latest innovations in AI applications, engaged industrial, academic participants, and authorities, and communicated with them on the prioritization of AI-specific recommendations. The use of standard data models to facilitate the external validation of prediction models across multiple electronic health records databases was discussed. Moreover, digital twins to enable personalized medicine were
presented. Moreover, the use of machine learning in the life cycle of medicinal products was shown. It was addressed that these will be used very likely in the future to profit from real-world data, so after marketing, to further improve personalized medicine. Moreover, more use cases were shared using AI for data reconciliation, regulatory portfolio planning, pharmacovigilance, and statistical table quality control.

5. Conclusions

The change toward a sustainable business model results in an innovative, long-living business, but the change process should be organized precisely. Moreover, the limitations of fully integrated laboratories should be mentioned. First, for small companies, the costs may exceed the benefits: liquid handling stations, servers, and computational power are expensive and must be maintained. Additional personnel is necessary to maintain the network and make sure communication and control of the devices are secured. Moreover, a pause in production must be accepted until the new system is implemented. A running system can be attacked, and the company has to ensure data protection requirements (see Figure 12).

The regulations by the authorities are constantly changing, and they are incorporating and accepting more and more machine learning-based processes. Moreover, if not financially beneficial in the first place, digitalization and intelligent lab automation will pay off to ensure the best product quality, the most transparent production process, and a sustainable business.

Therefore, it is wise to start with one use case, hire specially trained personnel, and test the system beforehand. It may be possible to establish an Industry 4.0 connected lab parallel to the old system in larger companies.

Ideally, new self-driving laboratories are built from scratch. This chance can be taken by supporting healthcare in low-income countries as the costly implementation of new technologies should be supported worldwide to reduce inequality. Especially in countries where more and more generics are being produced, companies can take the chance to use the latest technologies and profit from the innovative potential of the target regions. The local production is supposed to save costs and support the area by creating jobs. The new companies need appropriate structural and technical equipment trained staff to reach GMP-compliance and low-cost drug production for prequalification by the WHO [121]. The WHO prequalification program aims to support affordable treatments in resource-limited regions.
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