SUBSPACES OF $7 \times 7$ SKEW-SYMMETRIC MATRICES RELATED TO THE GROUP $G_2$

ROD GOW

Abstract. Let $K$ be a field of characteristic different from 2 and let $C$ be an octonion algebra over $K$. We show that there is a seven-dimensional subspace of $7 \times 7$ skew-symmetric matrices over $K$ which is invariant under the automorphism group of $C$. This subspace consists of elements of rank 6 when $C$ is a division algebra, and elements of rank 4 and 6 when $C$ is a split algebra. In the latter case, the automorphism group is the exceptional group $G_2(K)$.

1. Introduction

Let $K$ be a field of characteristic different from 2 and let $K^*$ denote the subset of non-zero elements in $K$. Let $n$ be a positive integer and let $M_n(K)$ denote the algebra of $n \times n$ matrices with entries in $K$. Let $r$ be an integer satisfying $1 \leq r \leq n$. We say that a non-zero subspace $M$ of $M_n(K)$ is a constant rank $r$ subspace if each non-zero element of $M$ has rank $r$.

Such subspaces have been the subject of much research, in linear algebra, algebraic geometry and differential topology, for example. The references of [4] provide information on earlier work about constant rank subspaces.

Lam and Yiu provided an example of a seven-dimensional constant rank 6 subspace of skew-symmetric matrices in $M_7(\mathbb{R})$, [4], Proposition 10. This subspace is obtained from a seven-dimensional constant rank 8 subspace of skew-symmetric matrices in $M_8(\mathbb{R})$, derived from the regular representation of the division algebra of real octonions on itself.

The purpose of this paper is to generalize the construction of Lam and Yiu, putting it into the context of octonion algebras and their automorphisms. When there is an octonion division algebra over $K$, there is a corresponding seven-dimensional constant rank 6 subspace of skew-symmetric matrices in $M_7(K)$ which is invariant under the action of the automorphism group of the division algebra. (Note that there may be non-isomorphic octonion division algebras for appropriate $K$.)

For the split octonion algebra, which exists for all fields $K$, there is a seven-dimensional subspace of skew-symmetric matrices in $M_7(K)$ in which all non-zero elements have rank 6 or 4. This subspace is also invariant under the action of the automorphism group of the algebra, which in this case is the split group $G_2(K)$.

Furthermore, when there is an octonion division algebra over $K$, we show that there is a 14-dimensional subspace of skew-symmetric matrices in $M_7(K)$ containing no elements of rank 2. This subspace is also invariant under the action of the automorphisms.
automorphism group of division algebra. We note here that 14 is the maximum dimension for such a subspace of skew-symmetric matrices.

We phrase our proofs in terms of alternating bilinear forms, but the correspondence between these and skew-symmetric matrices should enable the reader to reinterpret our results in terms of matrices. We also make extensive use of the notation and theory of Chapters 1 and 2 of the book [5], although much of our work is reasonably self-contained.

2. Properties of octonion algebras and their automorphisms

We shall work in the context of an octonion algebra $C$ over $K$. $C$ is an eight-dimensional non-associative algebra over $K$ with multiplicative identity $e$. It is equipped with a non-degenerate quadratic form $N$ which permits composition, meaning that

$$N(xy) = N(x)N(y)$$

for all $x$ and $y$ in $C$. We call $N$ the norm on $C$. It satisfies $N(e) = 1$. We let $\langle \cdot, \cdot \rangle$ denote the associated polarizing symmetric bilinear form.

Let $x$ be an element of $C$. We define the conjugate $\overline{x}$ of $x$ by

$$\overline{x} = (x, e)e - x$$

The conjugation operator is an anti-involution on $C$ satisfying

$$x\overline{x} = \overline{x}x = N(x)e.$$  

Provided that $N(x) \neq 0$, $x$ has an inverse $x^{-1}$ given by

$$x^{-1} = \frac{1}{N(x)} \overline{x}.$$

We say that the octonion $x$ is pure if

$$\overline{x} = -x.$$  

This is equivalent to saying that $\langle x, e \rangle = 0$. The pure octonions form a seven-dimensional subspace of $C$, which we shall denote by $C_0$. The restriction of $N$ to $C_0$ is clearly non-degenerate.

Let $x$ be an octonion. We define a $K$-linear transformation $L_x$ from $C$ into itself by

$$L_x(y) = xy$$

for all octonions $y$. Properties of octonions imply that $L_x$ is invertible if and only $x$ is invertible. The following facts concerning the kernel and image of $L_x$ when $x$ is not invertible are not new, but we supply a proof for the sake of completeness.

**Lemma 1.** Let $x$ be a non-zero non-invertible octonion and let $I_x$ denote the image of $L_x$. Then $\dim I_x = 4$. Furthermore,

$$\dim (I_x \cap C_0) = \dim (\ker L_x \cap C_0) = 3.$$  

**Proof.** An element of $I_x$ has the form $xy$. Since $N(xy) = N(x)N(y)$ and $N(x) = 0$, $xy$ is isotropic with respect to $N$. It follows that $I_x$ is totally isotropic and since $N$ is non-degenerate on $C$, we have

$$\dim I_x \leq 4.$$
Similarly, let $z$ be an element of $\ker L_x$. Since $xz = 0$, $z$ cannot be a unit and is hence isotropic. It follows that $\ker L_x$ is also totally isotropic, and we similarly deduce that $\dim \ker L_x \leq 4$. As we have
\[ \dim I_x + \dim \ker L_x = 8 \]
by the rank-nullity theorem, we see that
\[ \dim I_x = \dim \ker L_x = 4. \]
Finally, since $I_x \cap C_0$ and $\ker L_x \cap C_0$ are totally isotropic subspaces of the seven-dimensional non-degenerate space $C_0$, they both have dimension at most 3. On the other hand, the intersections have dimension at least 3, since $C_0$ has codimension 1 in $C$. \hfill \Box

An automorphism $\sigma$ of $C$ is an injective $K$-linear transformation from $C$ onto itself satisfying
\[ \sigma(xy) = \sigma(x)\sigma(y) \]
for all $x$ and $y$. The automorphisms of $C$ form a group, which we shall denote by $\text{Aut}(C)$. When $C$ is a split algebra (in other words, when $N$ is isotropic), $\text{Aut}(C)$ is the split group $G_2(K)$ over $K$. When $C$ is a division algebra, the isomorphism type of the automorphism group depends on the isometry class of $N$, but we can say somewhat imprecisely that the group is of $G_2$ type.

Each automorphism $\sigma$ of $C$ fixes $e$ and is an isometry of $N$; see, for example, Corollary 1.2.4 of [5]. It follows that $\sigma$ maps the subspace of pure octonions onto itself, since it is the orthogonal complement of $e$.

3. Construction of a subspace of alternating bilinear forms

Let $x$ be a pure octonion. We define a bilinear form
\[ F_x : C \times C \to K \]
by setting
\[ F_x(y, z) = \langle xy, z \rangle. \]

We now prove some simple properties of the bilinear form $F_x$.

**Lemma 2.** The bilinear form $F_x$ is alternating and its radical is $\ker L_x$. Consequently, $F_x$ has rank 8 or 4. Furthermore,
\[ F_x(y, z) = -\langle x, yz \rangle. \]

**Proof.** By Lemma 1.3.2 of [5], we have
\[ F_x(y, z) = \langle xy, z \rangle = \langle y, xz \rangle. \]
Now $x = -x$ since $x$ is pure, and thus
\[ F_x(y, z) = -\langle y, xz \rangle = -\langle xz, y \rangle = -F_x(z, y). \]
This implies that $F_x$ is alternating.

Suppose now that $y$ is in the radical of $F_x$. Then we have
\[ \langle xy, z \rangle = 0 \]
for all $z \in C$. Since the polarizing form is non-degenerate, $xy = 0$ and hence $y \in \ker L_x$. Conversely, any element of $\ker L_x$ is in the radical of $F_x$. This implies that the radical is $\ker L_x$. 

The statement about the rank of $F_x$ now follows from Lemma 1. The final formula of the lemma follows from formula 1.12 of Lemma 1.3.2 of [5].

Let $\text{Alt}(C)$ denote the vector space of all alternating bilinear forms $C \times C \to K$. We define a function
\[
\epsilon : C_0 \to \text{Alt}(C)
\]
by setting
\[
\epsilon(x) = F_x.
\]
It is elementary to see that $\epsilon$ is linear and injective. Let $\mathcal{N}$ denote the image of $\epsilon$. Lemma 2 implies that $\mathcal{N}$ is a seven-dimensional subspace of $\text{Alt}(C)$ whose non-zero elements have rank 8 or 4. Clearly, $\mathcal{N}$ is a constant rank 8 subspace precisely when $C$ is a division algebra.

Given a pure octonion $x$ and corresponding bilinear form $F_x$, let $f_x$ denote the restriction of $F_x$ to $C_0 \times C_0$. It is clear that $f_x$ is non-zero if $x$ is non-zero. Thus if $\mathcal{M}$ denotes the subset of all such $f_x$, $\mathcal{M}$ is a seven-dimensional subspace of $\text{Alt}(C_0)$.

To find the rank of $f_x$, we make use of the following general principle, which must be well known. We include a proof for the convenience of the reader.

**Lemma 3.** Let $V$ be a finite dimensional vector space over $K$ and let $U$ be a subspace of codimension 1 in $V$. Let $F$ be an alternating bilinear form defined on $V \times V$ and let $f$ be its restriction to $U \times U$. Let $2r$ be the rank of $F$. Then $f$ has rank $2r$ or $2r - 2$, and the latter rank occurs precisely when the radical of $F$ is contained in $U$.

**Proof.** Suppose first that $F$ is non-degenerate. Then $\dim V = 2r$ and $\dim U = 2r - 1$. Since $U$ has odd dimension and $f$ must have even rank, $f$ has rank at most $2r - 2$. Now the radical of $f$ is $U \cap U^\perp$. Since $F$ is non-degenerate, we have
\[
\dim V = 2r = \dim U + \dim U^\perp = 2r - 1 + \dim U^\perp.
\]
Thus $\dim U^\perp = 1$ and we see that the radical of $f$ is one-dimensional. This implies that $f$ has rank $2r - 2$.

We now consider the general case. Let $R$ be the radical of $F$. Suppose that $R$ is contained in $U$. Let $W$ be a complement of $R$ in $V$ and let $G$ be the restriction of $F$ to $W \times W$. Then $G$ is a non-degenerate alternating bilinear form of rank $2r$ which determines $F$. We also have $U = R \oplus U \cap W$ and $U \cap W$ has codimension 1 in $W$. The restriction of $G$ to $U \cap W \times U \cap W$ has rank $2r - 2$ by the argument above. This implies that $f$ has rank $2r - 2$ also.

Finally, suppose that $R$ is not contained in $U$. Let $S$ be a one-dimensional subspace of $R$ not contained in $U$. Then we have
\[
V = S \perp U
\]
and, since $F$ is determined by its restriction to $U \times U$, $F$ and $f$ have the same rank, $2r$, in this case. \qed

We apply this lemma to the forms $f_x$ constructed above.

**Lemma 4.** Let $x$ be a non-zero pure octonion. Then $f_x$ has rank 6 or 4. Moreover $f_x$ has rank 4 precisely when $x$ is not invertible. Thus $\mathcal{M}$ is a constant rank 6 subspace precisely when $C$ is a division algebra.
Proof. Suppose that \( x \) is invertible. Then \( F_x \) has rank 8, and it follows from Lemma 3 that \( f_x \) has rank 6. Suppose on the other hand, that \( x \) is not invertible. It follows from Lemma 1 that \( F_x \) has rank 4 and its radical is \( \text{ker} L_x \). We also know from Lemma 1 that \( \text{ker} L_x \) is not contained in \( C_0 \). It follows from Lemma 3 that \( f_x \) also has rank 4.

Let \( \sigma \) be an element of \( \text{Aut}(C) \) and let \( f \) be an element of \( \text{Alt}(C) \) or \( \text{Alt}(C_0) \). We define the alternating bilinear form \( \sigma(f) \) by

\[
\sigma(f)(x, y) = f(\sigma^{-1}(x), \sigma^{-1}(y)).
\]

The formation of \( \sigma(f) \) from \( f \) defines a linear action (representation) of \( \text{Aut}(C) \) on the spaces \( \text{Alt}(C) \) and \( \text{Alt}(C_0) \).

We now show that the subspaces \( M \) and \( N \) are invariant under \( \text{Aut}(C) \).

Lemma 5. Let \( x \) be a pure octonion and let \( F_x \) be the corresponding element of \( M \). Then

\[
\sigma(f_x) = f_{\sigma(x)}.
\]

Hence \( M \) is \( \text{Aut}(C) \)-invariant. An identical conclusion holds for \( F_x \) and \( N \).

Proof. By definition,

\[
\sigma(f_x)(y, z) = f_x(\sigma^{-1}(y), \sigma^{-1}(z))
\]

for all \( y \) and \( z \) in \( C_0 \). Thus

\[
\sigma(f_x)(y, z) = \langle x\sigma^{-1}(y), \sigma^{-1}(z) \rangle.
\]

However, \( \sigma \) is an isometry of the polarizing form and hence

\[
\langle x\sigma^{-1}(y), \sigma^{-1}(z) \rangle = \langle \sigma(x)y, z \rangle.
\]

This implies that

\[
\sigma(f_x) = f_{\sigma(x)},
\]

as required. The rest of the proof is the same.

We can now summarize our findings.

Theorem 1. Let \( C \) be an octonion algebra over the field \( K \) and let \( \text{Aut}(C) \) denote the automorphism group of \( C \). Let \( C_0 \) denote the seven-dimensional subspace of pure octonions. Then there is a seven-dimensional subspace \( M \) of alternating bilinear forms defined on \( C_0 \times C_0 \) which is invariant under \( \text{Aut}(C) \). All the non-zero elements of \( M \) have rank 6 when \( C \) is a division algebra.

When \( C \) is the split octonion algebra, \( \text{Aut}(C) \) is then the split group \( G_2(K) \) and the non-zero elements of \( M \) have rank 6 or 4 (and both ranks occur).

The action of \( \text{Aut}(C) \) on \( M \) can be better appreciated when we take into account the group’s action on pure octonions. The following result must be well known, but for want of a convenient explicit reference, we provide a proof.

Lemma 6. Let \( x \) and \( y \) be non-zero pure octonions with \( N(x) = N(y) \). Then there exists \( \sigma \in \text{Aut}(C) \) with \( \sigma(x) = y \).
Proof. Suppose first that $N(x) \neq 0$. Then the result follows from Corollary 1.7.5 of [5]. Suppose next that $N(x) = 0$. By elementary properties of symmetric bilinear forms, working in the subspace $C_0$ we may find a pure octonion $z$ with
\[ \langle x, z \rangle = 1, \quad N(z) = 0. \]
We set
\[ a = x + z, \quad b = x - z. \]
Since $N(x) = N(z) = 0$, we have
\[ \langle x, x \rangle = \langle z, z \rangle = 0 \]
and then we find that
\[ \langle a, b \rangle = 0. \]
Since $K$ has characteristic different from 2, we also obtain
\[ N(a) = 1, \quad N(b) = -1. \]
We note also that $a$ and $b$ are both pure.

We may likewise construct a pure octonion $w$, say, with
\[ \langle y, w \rangle = 1, \quad N(w) = 0. \]
We then set
\[ a' = y + w, \quad b' = y - w \]
and calculate as above that
\[ N(a') = 1, \quad N(b') = -1, \quad \langle a', b' \rangle = 0. \]
It follows from Corollary 1.7.5 of [5] that there is an element $\sigma$ of $\text{Aut}(C)$ satisfying
\[ \sigma(a) = a', \quad \sigma(b) = b'. \]
But now as
\[ x = \frac{a + b}{2}, \quad y = \frac{a' + b'}{2} \]
and $\sigma$ is $K$-linear, we have
\[ \sigma(x) = y, \]
as required.

Corollary 1. Suppose that $C$ is a split octonion algebra over $K$. Then $\text{Aut}(C)$ acts transitively on the non-zero non-invertible pure octonions.

Rather than looking at the $\text{Aut}(C)$ action on individual invertible pure octonions, we look instead at the action on the one-dimensional subspaces they generate. Here, the orbits depend on the square classes in $K^*$, and consequently, we restrict attention to some important fields.

Lemma 7. $\text{Aut}(C)$ has exactly one orbit on the one-dimensional subspaces of $C_0$ generated by invertible octonions when $K$ is algebraically closed, or when $K = \mathbb{R}$ and $C$ is a division algebra. $\text{Aut}(C)$ has exactly two orbits on the one-dimensional subspaces of $C_0$ generated by invertible octonions when $K$ is finite, or when $K = \mathbb{R}$ and $C$ is a split algebra.
Proof. When $K$ is algebraically closed, each non-zero scalar is a square. Consequently, for a given non-zero octonion $x$, all elements of $K^*$ are expressible as $N(\lambda x)$ as $\lambda$ runs over $K^*$. We obtain the desired transitivity conclusion from Lemma 6. Suppose next that $K = \mathbb{R}$ and $C$ is a division algebra. Then $N(x)$ is positive definite, so that $N(x)$ is a positive real number whenever $x$ is non-zero. The result follows in this case as each positive real number is a square. Finally, when $K$ is finite, $C$ is automatically split and since there are two square classes in $K^*$ in this case, the result follows by the previous reasoning. \qed

Corollary 2. Aut($C$) has exactly one orbit on the bilinear forms of rank 4 in $M$ (such forms exist only when $C$ is a split algebra). Aut($C$) has exactly one orbit on the one-dimensional subspaces of $M$ generated by bilinear forms of rank 6 when $K$ is algebraically closed. When $K = \mathbb{R}$ and $C$ is a division algebra, Aut($C$) also has exactly one orbit on all the one-dimensional subspaces of $M$. Aut($C$) has exactly two orbits on the one-dimensional subspaces of $M$ generated by bilinear forms of rank 6 when $K$ is finite, or when $K = \mathbb{R}$ and $C$ is a split algebra.

We remark that when $K = \mathbb{R}$, Aut($C$) is the compact real Lie group of type $G_2$ if $C$ is a division algebra, and the non-compact real Lie group of type $G_2$ if $C$ is split. These groups are denoted by $G_2^c$ and $G_2^*$ in the instructive article [1]. Some of the geometry associated to these two groups can be explained in terms of their actions considered here.

4. A 14-DIMENSIONAL SUBSPACE OF ALTERNATING BILINEAR FORMS

Suppose that $C$ is a division algebra over $K$. Then the subspace $M$ of Alt($C_0$) described in Theorem 1 has the unusual property that it does not vanish identically on any two-dimensional subspace of $C_0$, as we show below.

Lemma 8. Suppose that $C$ is a division algebra over $K$. Let $y$ and $z$ be non-zero pure octonions. Suppose also that

$$f_x(y, z) = 0$$

for all elements $x$ of $C_0$. Then $y = \lambda z$ for some element $\lambda$ of $K$.

Proof. Suppose that

$$f_x(y, z) = 0$$

for all elements $x$ of $C_0$. It follows from Lemma 2 that

$$(x, y\bar{y}) = 0$$

and thus $y\bar{y}$ is orthogonal to $C_0$ with respect to the polarizing form. But the orthogonal complement of $C_0$ is the subspace spanned by the identity element $e$. Hence $y\bar{y} = \mu e$ for some scalar $\mu$. Multiplying on the right by $z$, we see that $N(z)y = \mu z$ and the result follows. \qed

Corollary 3. There is no two-dimensional subspace of $C_0$ on which the elements of $M$ all vanish.

Let $C_0 \wedge C_0$ denote the exterior square of $C_0$. We say that an element $z$ of $C_0 \wedge C_0$ is decomposable if we have $z = x \wedge y$ for suitable $x$ and $y$ in $C_0$.

Let $f$ be an element of Alt($C_0$) and let $\{e_1, \ldots, e_7\}$ be a basis of $C_0$. We may define a linear form $f^*$ on $C_0 \wedge C_0$ by setting

$$f^*(e_i \wedge e_j) = f(e_i, e_j)$$
and extending to all of $C_0 \wedge C_0$ by linearity. We note then that
\[ f^*(x \wedge y) = f(x, y) \]
for any $x$ and $y$.

For the sake of simplicity, we write $f_i$ in place of $f_{e_i}$. We now define a linear transformation
\[ \omega : C_0 \wedge C_0 \rightarrow K^7 \]
by
\[ \omega(z) = (f_1^*(z), \ldots, f_7^*(z)) \]
for all $z \in C_0 \wedge C_0$.

**Theorem 2.** With the notation previously introduced, $\omega$ is surjective and the kernel of $\omega$ is a subspace of codimension 7 in $C_0 \wedge C_0$ which contains no non–zero decomposable elements and is invariant under $\text{Aut}(C)$.

**Proof.** We first show that $\omega$ is surjective. Let $v_i$ be the standard basis vector of $K^7$ whose single non–zero component is 1 occurring in the $i$–th position. We show that $v_i$ is in the image of $\omega$. Now as $C_0$ is seven-dimensional, given any six elements of $\text{Alt}(C_0)$, there is a two-dimensional subspace of $C_0$ on which they all vanish. Thus there is a two–dimensional subspace $U_i$, say, of $C_0$ that is isotropic for the six forms $f_1, \ldots, f_{i-1}, f_{i+1}, \ldots, f_7$ but is not isotropic for $f_i$ (this last statement follows from Corollary 3). Let $x_i, y_i$ be basis vectors for $U_i$ with $f_i(x_i, y_i) = 1$. Then we have
\[ \omega(x_i \wedge y_i) = v_i, \]
as required.

We next show that $\ker \omega$ contains no non–zero decomposable element. For suppose that
\[ \omega(x \wedge y) = 0. \]
Then we have
\[ f_1(x, y) = \cdots = f_7(x, y) = 0. \]
Since the $f_i$ do not simultaneously vanish on any two-dimensional subspace of $C_0$, by Corollary 3, $x$ and $y$ must be linearly dependent and hence $x \wedge y = 0$.

Finally, suppose that $z \in \ker \omega$. Then
\[ f_1^*(z) = \cdots = f_7^*(z) = 0. \]
Since $f_1, \ldots, f_7$ are a basis of $\mathcal{M}$, we have $f^*(z) = 0$ for all $f \in \mathcal{M}$. Now as $\mathcal{M}$ is $\text{Aut}(C)$-invariant and $\text{Aut}(C)$ acts on $C_0 \wedge C_0$ by means of $x \wedge y \rightarrow \sigma(x) \wedge \sigma(y)$, we have
\[ \sigma(f)^*(z) = 0 = f^*(\sigma^{-1}(z)) \]
for all $f \in \mathcal{M}$ and all $\sigma \in \text{Aut}(C)$. This implies that $\ker \omega$ is invariant under $\text{Aut}(C)$.

We conclude this section by explaining the connection between Theorem 2 and the earlier work. Let $V$ be a finite dimensional vector space over $K$. It is well known that there is a linear isomorphism between $V \wedge V$ and $\text{Alt}(V^*)$, where $V^*$ is the dual space of $V$. The isomorphism is defined in the following way.
Let \( \{v_1, \ldots, v_n\} \) be a basis of \( V \) and let
\[
z = \sum_{1 \leq i < j \leq n} a_{ij} v_i \wedge v_j
\]
be any element of \( V \wedge V \). Define
\[
\varepsilon_z : V^* \times V^* \rightarrow K
\]
by
\[
\varepsilon_z(\theta, \phi) = \sum_{i,j} a_{ij} (\theta(v_i)\phi(v_j) - \theta(v_j)\phi(v_i)).
\]
for all \( \theta \) and \( \phi \) in \( V^* \).

It is straightforward to verify that \( \varepsilon_z \) is in \( \text{Alt}(V^*) \) and the mapping \( z \mapsto \varepsilon_z \) is an isomorphism between \( V \wedge V \) and \( \text{Alt}(V^*) \).

The rank of \( \varepsilon_z \) is the dimension of the subspace of \( V \) associated with \( z \). (Recall that the subspace associated to \( z \) is the smallest subspace \( U \) of \( V \) such that \( z \in U \wedge U \).) Thus \( \varepsilon_z \) has rank 2 precisely when \( z \) is non-zero and decomposable.

Now \( C_0 \) and \( C_0^* \) are isomorphic as \( \text{Aut}(C) \)-modules, the isomorphism being provided by the bilinear form \( \langle \cdot, \cdot \rangle \). Consequently, \( C_0 \wedge C_0 \) and \( \text{Alt}(C_0) \) are also isomorphic as \( \text{Aut}(C) \)-modules.

We can thus reinterpret Theorem 2 in the following terms.

**Theorem 3.** Suppose that \( C \) is a division algebra over \( K \). Then there is a 14-dimensional subspace of \( \text{Alt}(C_0) \) which contains no elements of rank 2 and is invariant under \( \text{Aut}(C) \).

It follows from Theorem 4 of [3] that 14 is the largest possible dimension for a subspace of \( \text{Alt}(C_0) \) which contains no elements of rank 2.

For a field such as \( \mathbb{R} \), Corollary 2 and Theorem 3 admit interesting interpretations in terms of the fundamental representations of the compact group \( G_2^* \). The action of \( G_2^* \) on the subspace \( M \) of \( \text{Alt}(C_0) \) may be identified with the fundamental representation of degree 7 of this group. Now \( C_0 \wedge C_0 \) is the direct sum of two irreducible \( G_2^* \)-submodules, one of dimension 7 and the other of dimension 14. See, for example, the formula on p.353 of [2]. The 14-dimensional submodule affords the adjoint representation of the group, which is the other fundamental representation.

The subspace we have described in Theorem 3 thus affords the 14-dimensional fundamental representation of \( G_2^* \). In particular, we can see that the two fundamental representations of this group may be realized on subspaces of alternating bilinear forms on a seven-dimensional real vector space, one subspace containing no elements of rank 4 or 6, the other no elements of rank 2. These are the largest dimensions for such subspaces, and their direct sum is the whole space of alternating bilinear forms.

Finally, when \( C \) is a division algebra, we may imitate the proof of Corollary 3 to show that there is no two-dimensional subspace of \( C \) on which the elements of \( \mathcal{N} \) all vanish. Then following the proof of Theorem 2 we obtain the following analogue of Theorem 3.

**Theorem 4.** Suppose that \( C \) is a division algebra over \( K \). Then there is a 21-dimensional subspace of \( \text{Alt}(C) \) which contains no elements of rank 2 and is invariant under \( \text{Aut}(C) \). Any subspace of \( \text{Alt}(C) \) of larger dimension contains elements of rank 2.
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