Predicting direction detection thresholds for arbitrary translational acceleration profiles in the horizontal plane
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Abstract In previous research, direction detection thresholds have been measured and successfully modeled by exposing participants to sinusoidal acceleration profiles of different durations. In this paper, we present measurements that reveal differences in thresholds depending not only on the duration of the profile, but also on the actual time course of the acceleration. The measurements are further explained by a model based on a transfer function, which is able to predict direction detection thresholds for all types of acceleration profiles. In order to quantify a participant’s ability to detect the direction of motion in the horizontal plane, a four-alternative forced-choice task was implemented. Three types of acceleration profiles (sinusoidal, trapezoidal and triangular) were tested for three different durations (1.5, 2.36 and 5.86 s). To the best of our knowledge, this is the first study which varies both quantities (profile and duration) in a systematic way within a single experiment. The lowest thresholds were found for trapezoidal profiles and the highest for triangular profiles. Simulations for frequencies lower than the ones actually measured predict a change from this behavior: Sinusoidal profiles are predicted to yield the highest thresholds at low frequencies. This qualitative prediction is only possible with a model that is able to predict thresholds for different types of acceleration profiles. Our modeling approach represents an important advancement, because it allows for a more general and accurate description of perceptual thresholds for simple and complex translational motions.
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Introduction

In order to best simulate self-motion in virtual environments and to assess disorders of the vestibular system early on, it is important that we better understand the way in which we perceive self-motion. The majority of studies that have investigated direction detection thresholds for self-motion perception in humans have presented their participants with sinusoidal acceleration stimuli of different durations to investigate the influence of motion frequency on detection ability. Sinusoidal accelerations are used because they allow for an analysis within the framework of linear time-invariant (LTI) systems (see the Appendix). However, while we often experience sinusoidal acceleration motion, we also experience non-sinusoidal motion and thus in this paper we propose a model that is also able to predict direction detection thresholds for any (e.g., non-sinusoidal) translational motion. The proposed model is based on a description of otolith afferent firing rate. This is a reasonable approach, since the perception of self-motion without visual feedback is mainly governed by the vestibular system (Walsh 1961).

A prominent description of dynamic otolithic behavior is provided by Fernandez and Goldberg (1976). They directly measured the discharge rate of peripheral otolith
neurons in response to sinusoidal accelerations of different frequencies in squirrel monkeys. Using Bode plots that show the gain and phase behavior of the measured output relative to the input stimulus, Fernandez and Goldberg developed a transfer function model describing the data. A transfer function is a complex-valued function describing the gain and the phase shift an LTI system performs on a sinusoidal input signal of a particular frequency (see the Appendix). As their transfer function model was also able to predict the dynamic behavior of the otoconia, the sensitivity of the system decreases again, because of the physical limitations of the system. At very high frequencies, experimental data are lacking, but it is reasonable to assume that the sensitivity of the system decreases again, because of the physical limitations of the system. At very high frequencies, the otoconia cannot follow the accelerations anymore and the system might even be damaged.

The idea of identifying the gain as the inverse of the threshold was previously exploited by Benson et al. (1986). Benson measured direction detection thresholds for different frequencies and found that an increase in the frequency of a sinusoidal stimulus also leads to an increase in the gain level—corresponding to a decrease in the threshold level (Fig. 1). This indicates a sensitivity of the otoconia not only to acceleration but also to jerk, the rate of change of acceleration with respect to time (see the Appendix for explanation). The exact opposite behavior was found in a motion detection study by Mah et al. (1989): the acceleration threshold decreased as the period of the stimulus increased, suggesting velocity sensitivity. However, in these measurements the stimuli were of higher frequency than in Benson’s study.

While a transfer function model, based on the anatomy and physiology of the otoconia, can explain both of these gain behaviors within a single framework, neither Benson nor Mah proposed an explicit model describing the relation between the perceptual gain and the stimulus frequency. However, Hosman and van der Vaart (1978) used a transfer function model proposed by Young and Meiry (1968) to describe thresholds for sinusoidal translational movements as a function of frequency. The gain of this model was computed based on the equations provided by Young and Meiry (1968) and fit to the inverse thresholds.

This model predicts different types of gain behavior depending on the frequency and can explain both Benson’s and Mah’s data in a single formulation. Starting from low frequencies, the gain of the model rises with increasing frequency, thus corresponding to a decrease in the detection threshold (Fig. 1). For medium frequencies, the gain remains nearly constant. For high frequencies, experimental data are lacking, but it is reasonable to assume that the sensitivity of the system decreases again, because of the physical limitations of the system. At very high frequencies, the otoconia cannot follow the accelerations anymore and the system might even be damaged.

More recently, two translational motion detection studies were published (Zaichik et al. 1999; Heerspink et al. 2005), which capture a broader range of frequencies and thereby unify Benson’s and Mah’s experiments and can also be described within a framework based on Young and Meiry’s model structure, thus confirming the power of describing perceptual thresholds with transfer functions.

To summarize, the state of the art in modeling perceptual thresholds for translational motions of sinusoidal accelerations is a transfer function model that fits the
inverse of the thresholds to the gain of the model. This allows predicting direction detection thresholds for arbitrary sinusoidal motion profiles.

To the best of our knowledge, the possibility of predicting perceptual direction detection thresholds for *non-sinusoidal* motion profiles with a transfer function approach has not been addressed in previous studies.

Fernandez and Goldberg (1976) successfully described vestibular-related response dynamics on the neuronal level in monkeys with a linear system model. Since perception must be based on this neuronal activity, the approach to describe also the perceptual response with a transfer function model remains reasonable. Moreover, several studies concerning the vestibulo-ocular reflex (Furman et al. 1979; Buizza et al. 1985; Bouveresse et al. 1998) provide evidence for the appropriateness of a transfer function description.

The problem faced in attempting this modeling approach with humans is the following: usually the continuous output of a transfer function model given an arbitrary input stimulus represents the same physical quantity measured and used during the model identification process, e.g., eye movements or neuronal discharge rates. In the case of perceptual thresholds, the transfer function is identified by comparing the gain of the model to the inverse of the measured thresholds at some specific frequencies. Therefore, it is not clear a priori what the output of this transfer function represents. The output is not a single threshold value, but a time-varying signal, which is related to perceptual thresholds. The threshold for a sinusoidal acceleration input of a certain frequency can be predicted by simply looking at the gain of the system for that frequency and computing the inverse, but this does not easily extend to non-sinusoidal accelerations. In view of this, we propose to still interpret the output of the transfer function model as a function of the firing rate. This assumption, validated by the experimental results, will allow using the transfer function model output to predict thresholds also for *any non-sinusoidal* profile.

**Methods**

**Participants**

Six participants (3 women and 3 men) took part in the study. They were 27–31 years old and reported no vestibular problems. The participants were paid a standard fee. They did not receive any feedback about their performance during the study. The experiment was conducted in accordance with the requirements of the Helsinki Declaration.

**Motion stimuli**

Three different types of motion profiles were used in this study. They all consisted of a translation with duration $T$, but the time course of the individual accelerating and braking phases was different from case to case. The profiles were named according to the shape of their accelerations: *sinusoidal*, *triangular*, and *trapezoidal* (Fig. 2). The ideal desired shape for the third profile should have been a rectangular one, because this would have been the profile with the steepest possible change in acceleration. However, a step in acceleration is physically impossible, and therefore a trapezoidal shape was chosen. The acceleration of the trapezoidal profile rises in $dt$ seconds to its peak level, where $dt = T/9.91$. The deceleration starts at $T/2 - dt$ and the second part of the profile (after $T/2$) is the mirrored version of the first part. The specific value of 9.91 was decided in pilot studies according to the capabilities of our motion simulator.

The sinusoidal profile is also known as the *raised cosine bell* profile (referring to its shape in the velocity domain). Since it has been used in previous studies on a similar task (Benson et al. 1986), it will allow a comparison between our results and previous findings.

The three profiles were tested for three different durations $T$: 1.5, 2.36 and 5.86 s, for a total of nine conditions. In order to apply these motion stimuli to the participants, we used the Max Planck Institute CyberMotion Simulator. This motion simulator is based on an anthropomorphic
Experimental procedures

A four-alternative forced-choice (4AFC) task was used to find the acceleration thresholds for direction detection in the horizontal plane. Previous studies showed that the thresholds are similar for lateral and anteroposterior motions (Benson et al. 1986). Therefore, it is valid to compare all four directions in a single experiment. This also makes the task more difficult. In preliminary experiments, participants reported the perception of diagonal movements, although the true movement was lateral or anteroposterior. If a two-alternative forced-choice task had been used, they could still have given the correct answer even if perceiving a diagonal movement. That is because in a discrimination task between forward and backward, a perceived left-forward motion would be correctly reported as forward. With a 4AFC task, this resolution becomes more difficult and therefore the threshold levels are expected to be higher. This is advantageous for our experiment, because very low accelerations are difficult to produce with the simulator.

Participants initiated a trial with a button press and, after a one-second pause, the movement began. They were moved either forward, backward, left or right and were instructed to indicate the direction of their movement as fast as possible via a button press. After the answer was given, they were moved back to the starting position along the reverse path. No feedback was given to them about their performance.

A within-participants design was employed, so that every participant was tested in every condition. In order to counterbalance possible learning effects, the presentation sequence of the conditions was randomized with the constraint that the same profile type was never presented consecutively. The participants were seated in a chair with a 5-point harness. They wore light-proof goggles and the surrounding was completely dark. Acoustic white noise was played back during the movements, and a fan was installed to mask possible air movement cues during the motion of the simulator. Participants were tested in two sessions of approximately 3 h each on two different days. After a maximum of 20 min, a break was scheduled in order to prevent fatigue.

Threshold estimation

During the experiment, the peak acceleration of the tested profile was varied in order to measure a psychometric function (Wichmann and Hill 2001). Since a 4AFC task was used, the chance level of correctly detecting the direction of motion was 25% correct answers. Therefore, the inflection point of the psychometric function is located at \((100\% - 25\%) / 2 + 25\% = 62.5\%\). The peak acceleration needed to detect the correct direction of motion in 62.5% of all trials was defined as the detection threshold.

The psychometric function was modeled as a cumulative normal distribution in the logarithmic stimulus space. The mean of the underlying normal distribution coincides with the 62.5% point.

A Bayesian adaptive procedure, based on the method proposed by Kontsevich and Tyler (1999), was used to estimate the thresholds (Tanner 2008). The basic idea behind the method is to fit online a psychometric function after each newly acquired data point to the whole data set. Simulating the answer of the next trial for each possible acceleration stimulus allows to calculate for which stimulus the fit of the psychometric function would change the most. This stimulus is considered the most informative and is used for the next real trial. Making use of this method allows for a fast and accurate estimation of the threshold.

A lapse parameter was included into the fit to take into account the possibility of accidentally pressing the wrong button even if the direction was correctly perceived. It has been shown that this can significantly improve the fit (Wichmann and Hill 2001).

Twenty stimulus intensities (peak accelerations) were placed with a logarithmic spacing between 0.001 m/s² and 0.18 m/s². After each trial, the Bayesian adaptive method provides an estimate of the threshold and the variance of the estimate. To determine the threshold of a profile, participants were tested until the variance of the estimate was below a previously defined value—the break value—for 20 consecutive trials and until at least 80 trials were performed.

The predefined break value was chosen based on knowledge from similar, previously run, experiments with 300 trials per profile (Soyka et al. 2009). The estimated threshold after 300 trials was taken as ground truth. We compared the estimate after each trial to this ground truth and chose the break value in such a way that the absolute difference between the ground truth and the estimated threshold of the sample data, after the method had stopped, was smaller than 0.01 m/s².

Statistical tests

All statistical tests were performed with SPSS Statistics 17 on the threshold data expressed in logarithmic units. The experiment used a within-participants design to analyze the 2 factors (profile and duration) with 3 levels each. For the profiles, these were: triangular, sinusoidal, trapezoidal, and for the durations: 1.5, 2.36, 5.86 s.
Repeated-measures ANOVA was applied to test for main effects of the factors. Furthermore, post hoc tests with Bonferroni correction were conducted to also test for simple main effects.

Effects are referred to as significant if their P value is <0.05.

Modeling direction detection thresholds for non-sinusoidal accelerations

As discussed in the introduction, the current state of the art in modeling direction detection thresholds is the description of thresholds for translational motions of sinusoidal accelerations. This is achieved through the constraint that the gain of a transfer function model at a particular frequency should match the inverse of the threshold measured using a sinusoidal motion. This allows to predict direction detection thresholds for sinusoidal motion profiles of various frequencies using the gain of the transfer function. However, this approach does not make use of the output of the underlying transfer function and is not able to predict thresholds for non-sinusoidal accelerations.

In the following, we will present a model able to predict thresholds for an arbitrary motion profile based on the output of a suitable transfer function. To this end, we will first discuss the underlying transfer function structure in order to clarify the meaning assigned to its output.

The transfer function model and its interpretation

The transfer function used in this work is based on the structure proposed by Young and Meiry (1968), which has been successfully utilized to describe thresholds for translational movements of sinusoidal accelerations (Hosman and van der Vaart 1978; Hosman 1996; Heerspink et al. 2005):

\[ H(s) = K \times \frac{(1 + \tau_2 s)}{(1 + \tau_1 s)(1 + \tau_2 s)} \] (1)

(For a short introduction to transfer functions, see the Appendix).

The influence of the two terms in the denominator of the transfer function can be interpreted as representing the behavior (relative displacement) of two masses coupled by a spring/damper under the influence of external accelerations. This is a simple description of an accelerometer and can represent the basic functionality of the otoliths. One mass represents the human’s head and the other mass the otolith particles. The spring/damper describes the coupling between the otolith particles (otoconia) and the head through the otolith membrane, in which the stereocilia of the hair cells are imbedded. A relative displacement of the otoconia with respect to the head causes the stereocilia to bend and the hair cell to respond.

The term in the numerator takes into account the presence of two types of hair cells (Fernandez and Goldberg 1976). One type responds to the relative displacement due to acceleration (described by the denominator terms), and the other responds to the rate of change of that displacement—and therefore provides jerk sensitivity (described by the numerator term). A review of several transfer function models was provided by Mayne (1974).

This interpretation of the model parameters shows that the output can be thought of as a quantity closely related to the firing rate of otolith neurons. This fact will be instrumental to understand the ideas behind our modeling approach.

Using the transfer function output to predict detection thresholds

The simplest model of a detection process assumes a transduced signal and a constant level of noise. If the intensity of the signal becomes larger than the noise level, the signal can be detected. The same idea forms the basis of our model.

The intensity of the signal is represented as the output of the transfer function—the “firing rate”. In order to be able to detect the correct direction of motion in 62.5% of all trials, which is the definition of the perceptual threshold, the absolute peak output of the transfer function must overcome the noise level.

The peak output of a transfer function for a given acceleration profile can simply be calculated, but a reasonable value for the noise level must be found. In the following, we will motivate a numerical value for the noise level allowing us to model the detection process.

For a purely sinusoidal input signal at threshold level with amplitude \( A_{\text{threshold}} \), the gain of the transfer function is \( c \times \frac{1}{A_{\text{threshold}}} \) (Benson et al. 1986). Usually, the proportionality constant \( c \) is assumed to be equal to one. This is justified by the fact that the only effect of a different value for \( c \) would be a change in the parameter \( K \) of the model (Eq. 1), which, in turn, would result in a constant offset of the gain along the y-axis of the Bode plot. Since neither \( c \) nor \( K \) can be known, they are both treated as a scaling factor and \( c \) is conventionally set to one.

The output of an ideal transfer function model to a sinusoidal signal with an amplitude \( A_{\text{threshold}} \) (the threshold level) is a sinusoidal signal with an amplitude of one. This can be seen by multiplying the input amplitude by the gain of the ideal model \( \frac{1}{A_{\text{threshold}}} \). Thus, we can define the noise level which all sinusoidal signals must exceed for detection. The noise level has to be one, because a signal which
is just detectable produces an output—a "firing rate"—with a peak amplitude equal to one.

Assuming that the noise level is independent of the profile shape, which is the simplest assumption, also implies a noise level of one for non-sinusoidal profiles. This allows predicting the threshold amplitude \( A_{\text{threshold}} \) for an arbitrary motion profile by finding the input stimulus amplitude \( A \), which yields an absolute peak output of one (Fig. 3).

The threshold amplitude, \( A_{\text{threshold}} \), can be easily found in an algorithmic way due to the linearity of the model, i.e., by computing the output for a profile ("lsim" function, MATLAB, MathWorks, MA, USA) with an arbitrary input amplitude \( A_{\text{max, in}} \), and by finding the maximum absolute amplitude of the output \( A_{\text{max, out}} \). The predicted direction detection threshold level of the input profile is then given by:

\[
A_{\text{threshold}} = \frac{A_{\text{max, in}}}{A_{\text{max, out}}}. \tag{2}
\]

**Fitting the parameters of the transfer function**

Using this model allows finding the parameters of the transfer function by optimally fitting the model predictions to the measured data. Generally speaking, the parameter optimization starts from a reasonable estimate of certain initial parameters \( K, \tau_1, \tau_2, \tau_N \), computes the predictions for the thresholds and then calculates the sum of the squared differences between measurements and predictions, i.e., a measure of the error of the predictions. This process can be repeated with different parameter estimates until the set that yields the lowest error locally (within a certain tolerance level) is found. This search was implemented with the Nelder-Mead non-linear optimization method ("fminsearch" function, MATLAB, MathWorks, MA, USA).

The parameter \( \tau_2 \) was not included in the fit. In order to explain why, a closer look at the influence of each of the model parameters (Eq. 1) is necessary. The parameter \( K \), the so-called static gain, acts as an offset factor that shifts the gain of the transfer function along the y-axis, but does not change the shape of the gain or the phase. The parameter \( \tau_N \) influences the frequency at which the gain starts decreasing again (compare to the model example in Fig. 1).

Since no data were obtained for high frequencies, it was not possible to determine \( \tau_2 \) reliably. Therefore, the parameter \( \tau_2 \) was excluded from the fit, resulting in only three free parameters for the model instead of four. To test the influence of \( \tau_2 \) on the fit, the fitting was also performed with \( \tau_2 \) as an additional parameter. However, compared to the fit without \( \tau_2 \), no significant differences for the other estimated parameters were found.

Nevertheless, all our plots were based on a model which included \( \tau_2 \) for completeness, because, due to physical limits of the otoliths, the gain is expected to decrease at high frequencies (technically equivalent to the properness of the transfer function). We used the specific value \( \tau_2 = 0.016 \) s taken from Hosman (1996).

**Transient versus steady state response of the system**

It is important to realize that the output of a transfer function given a sinusoidal input consists of two parts: an initial transient response followed by the steady state response of the system.

In the ideal case, a sinusoidal input signal is infinitely long in time, but in reality a signal has finite starting and stopping times. The initial/transient response to an incipient sinusoidal signal is then different from the response of the system under the action of a sustained sinusoidal signal (i.e., with the starting time infinitely far in the past). In the latter case, the system will be in a steady state condition in which the response to a sinusoidal input is a sinusoidal output with the same frequency.

When the detection process consists of a stimulus with a single cycle, as it was the case of this study, the transient response of the system is still dominant. This fact can be appreciated in Fig. 3: being in the transient phase, the output to the sinusoidal input has not reached a constant amplitude or definite frequency yet. This initial behavior would expire as the sinusoidal input persists in time.

Notice that, for the present model, the absolute peak output during the transient response, which is the key point of our threshold prediction, is higher than it would be.
during the steady state phase. Therefore, a steady-state-only analysis would require a higher input peak amplitude to reach the same output level of one.

Taking the transient response into account constitutes another important advantage of this modeling approach over fitting the gain to the inverse of the thresholds for sinusoidal profiles. The latter implicitly assumes that the threshold is based on the steady state response, because the inverse of the threshold represents the steady state gain. However, as it can be seen from Fig. 3, this is not always the case: the threshold prediction is rather based on the transient response of the system.

This implies that even if only thresholds obtained for sinusoidal accelerations are used when fitting a model leads to different values of the optimal parameters depending on the modeling approach (i.e., if considering the transient response or not). The parameters identified with our approach are better in the sense that the actual profile length (a single cycle) is taken into account.

Results

The measured threshold estimates were averaged on a logarithmic scale, but for convenience are reported in m/s² (Table 1). On average, it took 98 trials per profile until the variance of the estimate dropped below the break value and the threshold estimate could be determined. The maximum number of trials needed for one profile was 200.

The thresholds for the sinusoidal profiles decrease with increasing frequency. This finding indicates jerk sensitivity (see the Appendix) and, for this frequency range, is in accordance with previous findings (Benson et al. 1986; Zaichik et al. 1999; Heerspink et al. 2005; Fig. 1). Fitting a linear function in a double logarithmic plot to the thresholds for the sinusoidal profiles yields a slope of $-0.40 \logunits$ per decade, which is slightly different than the value of $-0.26$ reported by Benson et al. (1986), and indicates higher jerk sensitivity in our experiments. In general, the thresholds found are smaller than those reported by Benson et al. (1986). This might be attributed to the different simulators employed in the experiments, but nevertheless the results agree qualitatively, which allows comparison of our data to data found in the literature.

Table 1 Direction detection thresholds averaged on logarithmic scale over six participants

| Conditions | Acceleration Threshold (m/s²) | Model Fit |
|------------|-------------------------------|-----------|
| 1.5 s      | 0.0212                        | 0.0194    | 0.0129 |
| 2.36 s     | 0.0243                        | 0.0182    | 0.0144 |
| 5.86 s     | 0.0423                        | 0.0336    | 0.0197 |

Fig. 4 Individual participant data ordered from 1.5 s to 5.86 s for the three motion profiles. The mean is plotted together with the standard error. The model fit describes the measurements accurately—the mean absolute error is 0.001 m/s²

The transfer function model was fit to the 9 data points (Fig. 4.). The best model parameters (Eq. 1) found from the fit were $K = 1.53$, $\tau_N = 22.03\ s$, $\tau_1 = 0.62\ s$. The mean absolute error was 0.001 m/s², which is less than 5% of the average threshold. This is a remarkable accuracy and shows that the model is able to explain the data very well.

Discussion

The main research question of this paper addresses the possibility of generalizing the modeling of direction detection thresholds to arbitrary non-sinusoidal profiles. Our results indicate that this is indeed possible, despite the simplifying assumptions considered for the model. The proposed transfer function is based on a simple anatomical and physiological description of the otoliths and provides a measure of how the firing rate of vestibular neurons might change due to acceleration stimuli. Together with the model of a signal detection process in a noisy environment, this approach is able to accurately describe perceptual thresholds measured with a psychophysical task.

Resolvability between profile types

One important prerequisite for this study was the ability to resolve the differences (if any) in perception for the three profile types. As the results show (Table 1), the differences were small, especially for short duration profiles.

Previous direction detection experiments by Gianna et al. (1995, 1996) could reveal differences in thresholds between a parabolic acceleration profile and a trapezoidal acceleration profile, but no differences between a parabolic and a linearly rising acceleration profile could be found. Since the profiles which they compared differed in

\begin{table}[h]
\centering
\begin{tabular}{llll}
\hline
\textbf{Conditions} & \textbf{Triangular (m/s²)} & \textbf{Sinusoidal (m/s²)} & \textbf{Trapezoidal (m/s²)} \\
\hline
1.5 s & 0.0212 & 0.0194 & 0.0129 \\
2.36 s & 0.0243 & 0.0182 & 0.0144 \\
5.86 s & 0.0423 & 0.0336 & 0.0197 \\
\hline
\end{tabular}
\caption{Direction detection thresholds averaged on logarithmic scale over six participants}
\end{table}
duration, their study did not provide information about the resolvability between different profiles with the same duration as it was needed in our work.

Another motion detection study (Richerson et al. 2003) could not find differences in thresholds between a trapezoidal and a sinusoidal acceleration profile for short movements of 4 or 20 mm. To our knowledge, no significant differences between profiles with the same duration have been measured so far.

To test the influence of the two factors (profile and frequency) on the thresholds, a repeated-measures ANOVA was applied to the data. The factor profile had a significant effect: $F(2, 10) = 43.1$, $P < 0.001$, $\eta_p^2 = 0.90$, as well as the factor frequency: $F(2, 10) = 24.3$, $P < 0.001$, $\eta_p^2 = 0.83$. Post hoc tests with Bonferroni correction, comparing the marginal means, revealed significant differences at the 0.05 level between all profile pairs (marginalized over the frequencies) and all frequency pairs (marginalized over profiles) apart from the 1.5–2.36 s pair (Table 2). However, for this frequency pair, no differences were expected, because in this frequency range the gain of the system is very similar.

Testing for differences between profile pairs with the same duration (repeated-measures ANOVA with only the factor profile) reveals significant differences for 4 out of 9 profile pairs (Table 3).

It was not known a priori if perceptual differences between profile pairs with the same duration could be expected. The fact that differences can be found shows how sensitive the otoliths are to small changes in acceleration profiles. For example, there was a significant difference between the 2.36 s triangular and the 2.36 s sinusoidal profile. The peak acceleration at threshold level only differed by 6.1 mm/s$^2$ and both profiles covered about the same distance (approximately 17 mm), but still the participants could perceive them differently. Since there are differences in the perception, modeling this ability to discern these differences is important. The ability to detect the differences, despite the usually rather large variance obtained during psychophysical measurements, can partly be attributed to the use of the Bayesian adaptive

| Table 2 Post hoc tests with Bonferroni correction comparing the marginal means of the thresholds with respect to the two factors profile and frequency |
|-----------------------------------------------|
| $P$-value for profile differences | $P$-value for frequency differences |
|-----------------------------------------------|
| Triangular-sinusoidal | 0.025 | 1.5–2.36 s |
| Triangular-trapezoidal | 0.002 | 1.5–5.86 s |
| Sinusoidal-trapezoidal | 0.004 | 2.36–5.86 s |

Predicting thresholds

The best model fit has a mean absolute error (MAE) less than 5% with respect to the average threshold. This fit was obtained by taking into account all measured data points.

In order to determine the ability of the model to not only fit measurements, but also predict them, the model was also fit to only part of the data points and used to predict the remaining ones. This methodology is commonly referred to as bootstrapping. Model fits were performed for all possible sets of $n$ data points chosen from the nine measurements, where $n$ was varied from 8 to 2.

A model fit was considered able to predict the data if its MAE, computed by taking into account all data points, was below 10% of the average threshold. The percentage of models which had a MAE of less than 10% was calculated and is reported in Table 4.

It can be seen that, by even using only five data points for the fitting, the model is still able to describe the whole data set adequately. This emphasizes the power of the model and also shows that it is not overfitting but instead able to predict measurements.

Comparison of the model parameters to previous research

The following parameters were found for the model fit by taking into account all measurements: \( K = 1.53 \), \( \tau_N = 22.05 \) s, \( \tau_1 = 0.62 \) s.

Model fits based on the identification between the inverse of the measured thresholds and the gain of the model for data taken from Zaichik et al. (1999) and Heerspink et al. (2005) together with the parameters proposed by Hosman (1996) are given in Table 5.

It should be noted that, in all these studies, the experimental tasks, as well as the presented motion profiles, are slightly different. However, since the otoliths provide the relevant signals for detecting the motion, it is still possible to compare the different gain behaviors as a function of frequency.

The values for $\tau_1$ are all in a similar range, but for $\tau_N$ a discrepancy appears. Hosman (1996) in his thesis already pointed out that there is no agreement on $\tau_N$ yet. This is due to the fact that $\tau_N$ can be correctly determined only by measuring the transition from a constant gain to an increasing gain for low frequencies (Fig. 1). Data characterized by this transition yield a low value for $\tau_N$, otherwise they yield a high value. However, it is not known if such a transition exists at all: for instance, by looking at Fernandez and Goldberg’s work (1976), the gain of the firing rate for the irregular units keeps decreasing down to
Comparison of the means (P-values)

| ANOVA results | Comparison of the means (P-values) |
|---------------|-----------------------------------|
| 1.5 s         |                                  |
| \( F(2, 10) \) | \( 7.6 \)                        |
| \( P = 0.010 \) | \( \eta^2_p = 0.60 \)            |
| 2.36 s        |                                  |
| \( F(2, 10) \) | \( 6.5 \)                        |
| \( P = 0.015 \) | \( \eta^2_p = 0.57 \)            |
| 5.86 s        |                                  |
| \( F(2, 10) \) | \( 19.2 \)                       |
| \( P < 0.001 \) | \( \eta^2_p = 0.79 \)            |

Table 3: Comparisons between thresholds for profiles with the same duration (Bonferroni corrected)

Table 4: Model fits based on only part of the data were used to describe the whole data set

| Number of points used for fitting | Number of possibilities to draw N points out of 9 | MAE < 10% |
|----------------------------------|---------------------------------------------------|-----------|
| 8                                | 9                                                 | 100       |
| 7                                | 36                                                | 100       |
| 6                                | 84                                                | 99        |
| 5                                | 126                                               | 96        |
| 4                                | 126                                               | 87        |
| 3                                | 84                                                | 73        |
| 2                                | 36                                                | 56        |

If the mean absolute error (MAE) was smaller than 10% of the average threshold, a fit was considered to be an adequate description of the data.

Table 5: Overview comparing the parameters found in this study to values found in the literature

| Data set                        | \( K \) | \( \tau_N [s] \) | \( \tau_I [s] \) |
|---------------------------------|---------|-----------------|-----------------|
| Present data                    | 1.53    | 22.05           | 0.62            |
| Hosman                          | 3.4     | 1               | 0.5             |
| Heerspink (lateral)             | 0.0008  | 36,071          | 1.07            |
| Heerspink (anteroposterior)     | 12.05   | 1.27            | 0.56            |
| Zaichik (lateral)               | 7.14    | 1.41            | 0.39            |
| Zaichik (anteroposterior)       | 2.15    | 13.07           | 1.16            |

For Zaichik and Heerspink the parameters were obtained by fitting the gain to the inverse of their measured thresholds. For the fitting, \( \tau_2 \) was fixed to 0.016 s. The unreasonable large value \( \tau_N \) for Heerspink (lateral) stresses the problem of finding an appropriate fit if the data for low frequencies does not exhibit a plateau in the gain for frequencies of around 0.006 Hz without showing a transition to a constant gain.

Due to the uncertainty about the parameter \( \tau_N \), we discuss its influence on the model in more detail in the following section.

A closer look at the parameter \( \tau_N \)

In order to test the influence of the parameter \( \tau_N \), model fits only adjusting \( K \) were calculated for two different values of \( \tau_N \) (\( \tau_N = 1 \) s and \( \tau_N = 22 \) s, \( \tau_1 = 0.62 \) s, \( \tau_2 = 0.016 \) s), and model predictions were extrapolated to lower frequencies (Fig. 5).

The threshold predictions for the triangular and the sinusoidal profile for \( \tau_N = 1 \) s are very similar. This shows that the parameter \( \tau_N \) also influences the separation between different profile types. Therefore, one can draw the conclusion that, in order to optimally identify our transfer function, one needs to measure different profile types so that this influence can also be taken into account.

Further analysis reveals that both models show a crossover between the lines representing the thresholds for a triangular and a sinusoidal profile. This implies that, below a certain frequency, the threshold for the triangular profile should become smaller than the threshold for the sinusoidal profile. This is an interesting qualitative prediction which could be tested experimentally in future studies.

In the model with \( \tau_N = 1 \) s, the crossover already occurs in the frequency range that was measured in our experiments. Looking at the individual participant’s threshold data, only one out of the six participants showed a lower threshold for the 5.86 s triangular profile compared to the sinusoidal profile. This is another indication that a model with a higher \( \tau_N \) might yield better predictions.

There certainly is a need for future experiments measuring thresholds for lower frequency movements in order to better determine the value of \( \tau_N \). Measurements for both a triangular and a sinusoidal profile, together with the prediction of the crossover between the profiles, would provide an additional criterion to distinguish between different model types.

In order to perform experiments for lower frequencies, test setups that are capable of moving over a larger linear range are needed, both because the thresholds are expected to be higher, but also because lower frequencies require larger displacements for a given acceleration.

Furthermore, measurements for higher frequencies would also be very helpful to quantify the value of \( \tau_2 \) for which experimental data is lacking.
Conclusions

Summary

In this paper, we addressed the problem of modeling direction detection thresholds for arbitrary acceleration profiles. In the existing literature, mathematical models of thresholds did not take into account the actual time course of the motion, implicitly assuming a sinusoidal shape. Here, we proposed a model based on a transfer function description of the otoliths able to characterize the changes in thresholds due to differences in the acceleration profiles with any shape (i.e., not only sinusoidal).

To verify this model, we measured direction detection thresholds for three different acceleration profiles and frequencies. Significant differences between thresholds for different profiles with the same duration could be measured and the proposed model was able to accurately fit the data. Furthermore, by considering only a subset of the data, the model was also able to correctly predict the remaining data. This further proves the validity of the model.

Threshold predictions for profiles with lower frequencies than those considered in this work were calculated. These predictions show very distinct differences depending on the actual value of one parameter of the model which could not be accurately identified. Therefore, our model could assist future studies aimed at determining the numerical value of the parameter.

The proposed model represents an important contribution to the field of vestibular mediated perception, because it allows for a more general and accurate description of direction detection thresholds. Apart from advancing our basic understanding of the vestibular system, a better modeling stage could also be exploited in more applied contexts such as in the diagnosis of people with vestibular-related complaints (Merfeld et al. 2010).

Future work

Measurements with different profile types for lower and higher frequencies than those investigated in this work would obviously be beneficial for modeling purposes. In addition, it would also be interesting to measure direction detection thresholds for superior-inferior (vertical when upright) movements. It has been shown that thresholds are higher for upright vertical movements compared to horizontal ones (Benson et al. 1986). Furthermore, Jones and Young (1978) reported the ability to detect the correct direction of upright vertical movements performed with a square pulse acceleration profile. Their participants were able to detect the correct direction of motion, independent of the peak acceleration of the presented profile, in approximately 70% of all trials. This indicates that the perception of upright vertical movements is somehow different compared to horizontal movements, perhaps due to normally experiencing a sustained background acceleration of one g along this axis.

It would be interesting to describe thresholds for upright vertical up/down movements within our theoretical framework and afterward measure thresholds for diagonal movements in the vertical plane, e.g. leftward-up/down versus rightward-up/down. This would represent a combination of both horizontal and vertical movements, and a model combining the findings for the previously tested conditions might be able to describe the results also in this case.

Furthermore, the framework presented to predict thresholds for non-sinusoidal profiles based on a transfer function description of the system can easily be adapted to the case of rotational movements. A transfer function describing the semi-circular canals together with a review of related literature can be found in the report by Hosman and van der Vaart (1978), for example. Threshold measurements for rotational thresholds over a large frequency range were among others performed by Heerspink et al. (2005) or more recently by Grabherr et al. (2008). They measured direction detection thresholds for yaw rotations around an earth vertical axis with a sinusoidal profile. This could be extended to include measurements for non-sinusoidal profiles in order to verify that our framework still applies, i.e., by replacing the transfer function of the otoliths with one describing the semi-circular canals.

Thresholds for roll or pitch rotations while seated upright might be influenced by signals coming from the otoliths, since during such rotations the orientation of the
body with respect to gravity and therefore also the otolith stimulation changes. However, threshold measurements for roll and pitch rotations, while seated upright, for several frequencies performed by Heerspink et al. (2005) show that the threshold behavior for roll and pitch as a function of frequency is very similar compared to the behavior for yaw rotations. This indicates that within the frequency range measured, the detection process is dominated by the semi-circular canals and is influenced little by the otoliths.

If the framework turned out to be able to describe also rotations in a similar manner, a next step could be to measure thresholds describing the ability to discriminate between curved pathways, which would simultaneously stimulate both the otoliths and the semi-circular canals.

Including additional, very dim, visual stimuli would make the task multisensory. It has been shown by Benson and Brown (1989) that a dim light lowers the detection threshold for angular motion but not for translation. He tested a sinusoidal profile for one frequency. This experiment could be extended to more frequencies in order to test if the detection process is still dominated by the vestibular system. If the thresholds as a function of frequency showed a distinctly different behavior from what was found in darkness this would hint at the detection process being influenced by the visual signal.

Our immediate next step will be to investigate whether the modeling approach presented is also able to predict direction detection thresholds for arbitrary rotational motion profiles.
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Appendix

This appendix provides a brief introduction to the framework of linear time-invariant (LTI) systems and explains how this framework can help to describe vestibular-related perception. For further details on LTI system, we refer the reader to the many textbooks on system theory, including an overview by DiStefano et al. (1994).

An LTI system can typically be defined as an input–output relation governed by a time-invariant linear differential equation. The property of being time-invariant refers to the independence of the output with respect to the absolute time the input is acting on the system (only the relative time with respect to an arbitrary initial time \(t_0\) is relevant). A very important property of an LTI system is that the output \(y(t)\) of the system given a sinusoidal input \(u(t) = A_{in} \sin(\omega t)\), with amplitude \(A_{in}\) and frequency \(\omega = 2\pi f\), will also be a sinusoidal function \(y(t) = A_{out} \sin(\omega t + \phi)\) with amplitude \(A_{out}\), the same frequency \(\omega\), and a possible phase shift \(\phi\). This implies that the effect of the system on a sinusoidal input of frequency \(\omega\) can be described by only two numbers: the ratio \(A_{out}/A_{in}\), referred to as the gain, and the phase shift \(\phi\).

Another important property of an LTI system is that if \((u_1(t), y_1(t))\) and \((u_2(t), y_2(t))\) are two input/output pairs of a system, then also \((au_1(t) + bu_2(t), ay_1(t) + by_2(t))\) will be a valid input/output pair owing to the system linearity. This is important because it allows breaking down a complex input stimulus into sub signals and determining the effect of the system on these sub signals. The effect of the original stimulus can afterward be calculated by looking at the responses of the system to each of the sub signals.

This property, together with the tool of Fourier analysis, that allows decomposing an arbitrary—non-sinusoidal periodic signal into a (possibly infinite) sum of sinusoidal signals, allows prediction of the effect of an LTI system on any kind of periodic signal by just measuring the effect (the output-input amplitude ratio and the phase shift) of the system on sinusoidal inputs of various frequencies. Therefore, to visualize the effect of an LTI system, it is sufficient to present the so-called Bode plot which shows the behavior of the two variables, the gain and phase of the system as a function of the input frequency \(\omega\). The gain is represented with a log scale, either graphically or often with a log unit, the decibel (dB), calculated as shown:

\[
G(\omega) = 20 \log_{10} \left( \frac{A_{out}}{A_{in}} \right) \tag{3}
\]

A transfer function is a complex-valued function usually referred to as \(H(s)\) describing the gain and phase behavior of an LTI system. In the general case \(s = a + ib\), where \(i\) is the imaginary value \(i = \sqrt{-1}\). To identify the frequency response (i.e., gain and phase) of a system, the complex variable \(s\) can be simplified to \(s = i\omega\). The magnitude of \(H(s)\) equals the real-valued gain \(G(\omega)\) at the frequency \(\omega\), and the argument of \(H(s)\) equals the real-valued phase \(\phi(\omega)\).

An expression like \(H(s) = K \times \frac{(1+\tau_s s)}{(1+\tau_s s)}\) describes the gain \(\text{mag}(H(s))\) and the phase behavior \(\text{arg}(H(s))\) of the system at different frequencies in a closed-form with a

\begin{equation}
\end{equation}
set of parameters $K$, $\tau_1$, $\tau_2$, $\tau_N$. Knowing that $H(s) = \frac{\text{Out}(s)}{\text{In}(s)}$ allows calculation of the output $\text{Out}(s) = H(s) \times \text{In}(s)$ of the system for any given input $\text{In}(s)$. Therefore, the input, as well as the output, must be converted into functions of the simplified frequency parameter $s = i\omega$, as can be achieved with a Fourier transform, a special case of the more general Laplace transform.

If one can only measure the gain of the system for different frequencies, but the analytic expression of $H(s)$ is known, one can often identify the parameters by comparing the measurements to $\text{mag}(H(s))$.

However, if the gain is identified indirectly, for example, through the inverse of threshold measurements, one cannot assume linearity of the system. The linearity is usually verified by testing whether the output to a sinusoidal input is also sinusoidal with the same frequency as the input. However, this is impossible for a discrete output like a threshold measurement. In the case of an indirect measurement of the gain, the assumption of linearity can be verified indirectly by testing if the predictions from a linear model for non-sinusoidal inputs are correct.

Inferring system properties from the sole gain

A system is referred to as being sensitive to acceleration for a specific frequency range if the input of the system is expressed in terms of acceleration and the gain of the system remains constant for the specified frequency range. If the input is expressed in terms of velocity and the gain is constant, the system would be referred to as being sensitive to velocity and so forth. The input signal can also be expressed in terms of velocity instead of acceleration, but then the gain would not be constant anymore as it would show an increase of 20 dB/decade in the Bode plot. This property stems from the fact that the gain is defined as the ratio between output and input amplitude of a sinusoidal signal. If the input profile in terms of acceleration is $u_{\text{acc}}(t) = A_{\text{in}} \sin(\omega t)$, then the same input profile in terms of velocity is the integral over time $u_{\text{vel}}(t) = -\frac{A_{\text{in}}}{\omega} \sin(\omega t + \pi/2)$ plus an integration constant. Comparing the gain

$$G_{\text{acc}}(\omega) = 20 \log_{10} \left( \frac{A_{\text{out}}}{A_{\text{in}}} \right)$$

in terms of acceleration which was assumed to be constant for a certain frequency range to the gain in terms of velocity:

$$G_{\text{vel}}(\omega) = 20 \log_{10} \left( \frac{\omega A_{\text{out}}}{A_{\text{in}}} \right).$$

(4)

It can be seen that the gain expressed in terms of velocity increases with the frequency $\omega$ with a slope of 20 dB/decade. This shows that a system, which is sensitive to acceleration, will exhibit an increase in gain with increasing frequency if the input is expressed in terms of velocity. The inverse reasoning applies if we express the input in terms of jerk—the time derivative of acceleration. A system which is sensitive to acceleration would show a 20 dB/decade decrease in gain if the input is expressed in terms of jerk. The same can also be restated in terms of acceleration: a system which is sensitive to jerk shows an increase in gain with frequency if the input is expressed in terms of acceleration, and a system which is sensitive to velocity will show a decrease in gain if the input is expressed in terms of acceleration. The “amount of sensitivity” depends on the slope of the change. Therefore, it is possible to infer the sensitivity of a system for a given frequency range by just looking at the gain behavior. It is, of course, possible, that for some frequencies a system is sensitive to velocity, whereas for a different frequency range it is sensitive to acceleration or jerk.
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