Abstract—This paper introduces an efficient algorithm for persistence diagram computation, given an input piecewise linear scalar field \( f \) defined on a \( d \)-dimensional simplicial complex \( K \), with \( d \leq 3 \). Our work revisits the seminal algorithm “PairSimplices” (Edelsbrunner et al. 2002), (Zomorodian, 2010) with discrete Morse theory (DMT) (Forman, 1998), (Robins et al. 2011), which greatly reduces the number of input simplices to consider. Further, we also extend to DMT and accelerate the stratification strategy described in “PairSimplices” (Edelsbrunner et al. 2002), (Zomorodian, 2010) for the fast computation of the \( 0^{th} \) and \( (d-1)^{th} \) diagrams, noted \( D_0(f) \) and \( D_{d-1}(f) \). Minima-saddle persistence pairs \( (D_0(f)) \) and saddle-maximum persistence pairs \( (D_{d-1}(f)) \) are efficiently computed by processing, with a Union-Find, the unstable sets of 1-saddles and the stable sets of \( (d-1) \)-saddles. This fast pre-computation for the dimensions 0 and \( (d-1) \) enables an aggressive specialization of (Bauer et al. 2014) to the 3D case, which results in a drastic reduction of the number of input simplices for the computation of \( D_1(f) \), the intermediate layer of the sandwich. Finally, we document several performance improvements via shared-memory parallelism. We provide an open-source implementation of our algorithm for reproducibility purposes. Extensive experiments indicate that our algorithm improves by two orders of magnitude the time performance of the seminal “PairSimplices” algorithm it extends. Moreover, it also improves memory footprint and time performance over a selection of 14 competing approaches, with a substantial gain over the fastest available approaches, while producing a strictly identical output.
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I. INTRODUCTION

Scalar data is central to many fields of science and engineering. It can be the result of an (i) acquisition process (examples include CT-scans produced in medical imaging or one-dimensional time-series produced by punctual sensors) or it can be the result of a (ii) numerical computation (examples include simulations in computational fluid dynamics, material sciences, etc.). In both cases, the data is typically provided as a low-dimensional scalar field (1D, 2D, or 3D) defined on the vertices of either (i) a regular grid (e.g., pixel or voxel images) or (ii) a mesh (e.g., polyhedral surfaces and volumes, AMR grids, etc.). An established strategy to generically process either cases of data provenance is to subdivide each cell of the input domain into simplices [49], [54], hence converting the input data into a generic representation that facilitates subsequent processing, namely a piecewise linear scalar field defined over a simplicial complex (i.e., poly-lines in 1D, triangulated surfaces in 2D and tetrahedral meshes in 3D). However, such scalar fields are provided in the applications with an ever-increasing size and geometrical complexity, which significantly challenges their interpretation by human users. This motivates the design of advanced data analysis tools, to support the interactive exploration and analysis of the features of interest present in large datasets. This is precisely the purpose of Topological Data Analysis (TDA) [30], which provides a toolbox of techniques for the generic, robust, and efficient extraction of structural features in data.

Topological methods have been investigated by the visualization community for more than twenty years [51], with applications to a variety of domains, including combustion [15], [42], [61] fluid dynamics [20], [57] material sciences [46], [62], chemistry [7], [37], [75], or astrophysics [84], [89] to name a few. Several topological data representations studied in TDA (such as the persistence diagram [30], the contour tree [16], [39], [91], the Reeb graph [8], [40], [76], [77], [78] or the Morse-Smale complex [14], [23], [43], [45], [47], [83]) have been specialized and used successfully in visualization, in particular for the explicit extraction and visual representation of structural patterns hidden in the data. An important aspect of TDA is its ability to provide multi-scale hierarchies of the above topological data representations, which consequently enables multi-scale visualization, exploration and analysis. In that setting, Topological Persistence [30] is an established importance measure which enables to distinguish the most salient topological structures present in the data from those corresponding to noise. In typical analysis pipelines (as shown in Fig. 1), this importance measure drives the simplification of the above topological representations, resulting in interactive, multi-scale data explorations. In practice, topological persistence can be obtained by computing Persistence
Diagrams [30]. Several algorithms have been proposed for their computation (see Section I-A) and many software packages are publicly available. However, most of them generically target data defined in arbitrary dimension (with a specific focus towards high dimensional point clouds) and provide only limited specialization for low-dimensional scalar data.

In this work, we introduce a novel algorithm for the fast computation of persistence diagrams for scalar data defined on 1, 2 or 3-dimensional domains. In contrast to previous work, our approach specifically takes advantage of the low dimensionality of typical scalar data by revisiting a stratification strategy [4, 30, 31], that we call *sandwiching*, from the perspective of discrete Morse theory [34] (see Section III for an overview). Our algorithm has several advantages over existing approaches. Our extensive experiments (Section IX) demonstrate a substantial gain over existing algorithms, both in memory footprint and time performance, while delivering a strictly identical output. Moreover, it is output sensitive and most of its internal procedures can be accelerated with shared-memory parallelism (Section VII).

For reproducibility purposes, we provide a C++ implementation of our approach. We also contribute a benchmark package, which exploits three-dimensional data from a public repository [58] and compares our approach to a variety of publicly available implementations. We believe such a benchmark has the potential to become a reference experiment for future work on the topic. Finally, we present an application (Section VIII) to the fast and robust extraction of generators for surfaces, volume data or high-dimensional point clouds.

A. Related Work

This section describes the literature related to our work. First, we provide a quick overview of the usage of persistent homology in data visualization. Second, we briefly review the related computational methods.

**Persistent Homology in Visualization.** Persistent Homology has originally been introduced independently by several research groups [2, 31, 35, 79]. In many applications involving data analysis, topological persistence quickly established itself as an appealing importance measure that helps distinguish salient topological structures in the data.

In data visualization, except a few approaches dealing with graph layouts [90] and dimensionality reduction [29, 74], Persistent Homology has been mostly used in previous work in scientific visualization, typically dealing with the interactive visual analysis of scalar data (coming from acquisitions or simulations). In that context, topological persistence is typically used as a measure of importance driving the simplification of the input data itself [63, 95], or the multi-scale hierarchical representation of topological abstractions [51], such as contour trees [16, 39, 91], Reeb graphs [8, 40, 76, 77, 78] or Morse-Smale complexes [14, 23, 43, 45, 47, 83]. For instance, in the “Topology ToolKit” (TTK) [9, 94] (an open-source library for topological data analysis and visualization), data is typically pre-simplified interactively, by removing low persistence features [63, 95], yielding a multi-scale hierarchy for the subsequent topological data representations (Fig. 1). Similar analysis pipelines have been documented in a number of applications, including combustion [15, 42, 61] fluid dynamics [20, 57] material sciences [46, 62], chemistry [7, 37, 75], or astrophysics [84, 89]. Topological persistence has also been used as an importance measure in several other scalar data analysis tasks, such as data segmentation [10, 17], isosurface extraction [97], data compression [88] or transfer function design for volume rendering [102]. The persistence diagram (Section II-D) is a popular topological data representation, which concisely and robustly captures the number and salience of the features of interest present in the data. As such, it is an effective visual descriptor of the population of features in data, for ensemble summarization [33, 59, 98] or feature tracking [64, 86, 87].

**Algorithms for Computing Persistent Homology.** In general, the standard approach to the computation of persistent homology involves the reduction of the boundary matrix [30] (which describes the facet/co-facet relations between the simplices of the input domain). This approach is now the core procedure of many software packages. This includes for instance *PHAT* [6] and *Dipheo* [5] (which feature additional accelerations [19, 24], along with specific data structures for cubical cell complexes [101]), *Gudhi* [66] (which also features specific accelerations [11, 13, 25, 27] and data structures [12], in particular for cubical cell complexes [101]) and others [69, 92]. Certain
packages have a special focus towards the persistent homology of Rips filtrations of high-dimensional point clouds, such as Ripser [3] (adapted to cubical complexes [56]) or Eirene [52], [53]. They have been integrated in several data analysis libraries [81], [93]. Among the above techniques, several documented accelerations share some conceptual similarities with our approach. Specifically, Bauer et al. [4] accelerate the global computation by pre-computing persistence pairs (Section II-D) on localized chunks of the data. Similarly, Bauer [3] introduces the notion of apparent pairs, which are persistence pairs involving a simplex and one of its co-facets, and which can be efficiently detected in a pre-process. Our approach uses discrete Morse theory [34] to serve a similar purpose. As further detailed in Section IV, our pre-computation focuses on simplices involved in zero-persistence pairs (specifically, within each vertex lower star), but then pair them greedily according to the expansion-based discrete gradient [80] of the data. Bauer et al. [4] introduce a stratification strategy (“clearing and compression”) when computing the persistence diagram in dimension \( p \), which discards \((p + 1)\)-simplices (respectively \( p \)-simplices) which already create (respectively destroy) persistence pairs (typically computed within the above chunks). Our stratification strategy can be interpreted as an aggressive specialization of the above strategy for three-dimensional data. Specifically, when computing for the dimension 1, not only does our algorithm discard from the computation the simplices involved in zero-persistence pairs, but it also discards all the simplices involved in zero and two-dimensional persistence pairs. Some methods support parallel computations [5], [6], [70], [73]. All the above approaches are included in our benchmark (Section IX-C).

For low dimensional data, such as typical 3D scalar fields, specific stratification strategies can be considered. In their seminal paper introducing the algorithm “PairSimplices” [31], Edelsbrunner et al. observe that the persistence diagram can be efficiently computed for the dimension 0 with a Union-Find data structure [22]. They also observe that, by symmetry, a Union-Find can also be used for the dimension 2 (without specifying, however, how these computations interact with the diagram of dimension 1). This strategy has been the default computation method in TTK [9], [94] since its initial release, where the sub-level set components of \( f \) and \(-f\) are efficiently tracked with a parallel merge tree algorithm [38], [39]. Recently, Vidal et al. presented progressive [99] and approximate [100] variants, based on a multiresolution representation of the input. In this paper, we revisit this stratification strategy (originally introduced by Edelsbrunner et al. [31]), but from the perspective of discrete Morse theory [34], and we further accelerate it by restricting the sub-level set connectivity tracking to the unstable (and stable) sets of 1 and \((d - 1)\) saddles. This acceleration can be interpreted as an adaptation to discrete Morse theory of earlier work on monotone paths for merge tree construction [18], [21], [65], [85], [99].

Similarly to our work, previous approaches have investigated Morse theory [67], [71], specifically its discrete version [34], to accelerate the computation of persistence diagrams of scalar data. To apply discrete Morse theory (DMT), one first needs to compute a discrete gradient (Section II-F) from the input scalar data. For this, several algorithms have been proposed [43], [44], [45], [80], [82], [83], [94]. Shivashankar et al. [82], [83] introduced the “AssignGradient” algorithm, which constructs discrete vectors equivalent to the apparent pairs of Bauer [3]. However, in practice, even for smooth datasets, this algorithm generates a number of critical simplices several orders of magnitude larger than the number of piecewise linear (PL) critical points [94], resulting in a large majority of spurious zero-persistence pairs in the persistence diagrams (i.e., pairs not captured by the lower star filtration, Section II-B). To address this, Tierny et al. [94] performed an explicit reversal of the \(v\)-paths (Section II-F) involving spurious critical simplices (i.e., not located in the star of any PL critical point). Robins et al. [26], [80] introduced an algorithm for computing a discrete gradient field, including an implicit, localized gradient reversal (called “ProcessLowerStars”). This algorithm provides the nice property that it generates no spurious critical simplex: all the resulting critical simplices are guaranteed to be located within the star of a PL critical point (we directly exploit this property in our work, Section IV). Hence, these simplices exactly coincide with the topological changes of the lower star filtration of the data (Section II-B). Then, all the topological events occurring in the filtration of the scalar data can be equivalently encoded with a filtration of its discrete Morse complex. As this complex is usually smaller in practice than the input data, this pre-process reduction procedure accelerates subsequent, traditional algorithms for persistent homology [103]. Extensions of this idea have been investigated [41], [55], [68], [72], e.g. for the support of high dimensional data. In contrast, our work specifically takes advantage of the low dimensionality of the data to expedite the process (to avoid the computation of the full Morse complex), with a stratification strategy adapted from “PairSimplices” to discrete Morse theory, which we further accelerate by restricting a Union-Find processing to the unstable (and stable) sets of 1 and \((d - 1)\) saddles (Section V).

B. Contributions

This paper makes the following new contributions:

1) A fast algorithm for the computation of persistence diagrams for 1D, 2D or 3D scalar data:

- Our approach revisits the algorithm “PairSimplices” [31], [103] with discrete Morse theory [34], [80]. Simplices involved in zero-persistence pairs are efficiently skipped, which drastically reduces the number of input simplices to consider (Section IV).
- The persistence diagrams for the dimensions 0 and \((d - 1)\) are efficiently computed by restricting a Union-Find [22] processing to the unstable (and stable) sets of 1 and \((d - 1)\) saddles (Section V). This enables an aggressive specialization of [4] to the 3D case, which accelerates the computation in dimension 1 by further reducing the number of input simplices.

Our algorithm provides practical gains over reference methods. It is output sensitive and its sub-routines can be accelerated with shared-memory parallelism.
2) An open-source implementation: For reproduction purposes, we provide a C++ implementation of our approach, which is officially integrated in the source tree of TTK [9], [94] (Github commit: bb3089f).

3) A reproducible benchmark: We provide a Python benchmark package (https://github.com/pierre-guilhou/pdiags_bench), which uses three-dimensional data from a public repository [58] and compares the running times, memory footprints and output diagrams of a variety of publicly available implementations for persistence diagram computation. This reproducible benchmark may be used as a reference experiment for future developments on the topic.

II. PRELIMINARIES

This section presents the theoretical background of our work. It contains definitions adapted from the Topology ToolKit [9], [94]. We refer the reader to textbooks [30], [103] for comprehensive introductions to computational topology.

A. Input Data

The input data is provided as a piecewise linear (PL) scalar field \( f: \mathcal{K} \to \mathbb{R} \) defined on \( d \)-dimensional simplicial complex \( \mathcal{K} \), with \( d \leq 3 \). As discussed in the introduction, this input representation generically and homogeneously supports all types of typical scalar data, in 1D, 2D or 3D, coming from either acquisitions or numerical simulations. When the data is given on arbitrary cell complexes, cells are subdivided into simplices. In particular, regular grids are triangulated according to the Freudenthal triangulation [49], [54] (yielding a 6-vertex neighborhood in 2D and a 14-vertex neighborhood in 3D). Note that this triangulation is performed implicitly (i.e., no memory overhead), by emulating the simplicial structure upon traversal queries [94]. The input scalar field \( f \) is typically provided on the vertices of \( \mathcal{K} \) and interpolated on the simplices of higher dimension. \( f \) is also assumed to be injective on the vertices of \( \mathcal{K} \), which is easily achieved in practice with a symbolic perturbation inspired from Simulation of Simplicity [32].

B. Lexicographic Filtration

Given the input function \( f \), a global order between the simplices of \( \mathcal{K} \) can be introduced by considering the so-called lexicographic comparison, as detailed below.

Given a \( d \)-simplex \( \sigma \in \mathcal{K} \), let us consider the sequence \( \{f(v_0(\sigma)), f(v_1(\sigma)), \ldots, f(v_d(\sigma))\} \) of its vertex data values, sorted in decreasing order, where \( f(v_i(\sigma)) \) denotes the \( i \)-th largest value among its vertices, i.e., \( f(v_0(\sigma)) > f(v_1(\sigma)) > \cdots > f(v_d(\sigma)) \).

Then, an order can be established between any two simplices \( \sigma_i \) and \( \sigma_j \) by comparing the above sorted sequences. In particular, \( \sigma_i \) will be considered smaller than \( \sigma_j \) if \( f(v_0(\sigma_i)) < f(v_0(\sigma_j)) \). On the contrary, if \( f(v_0(\sigma_i)) > f(v_0(\sigma_j)) \), \( \sigma_i \) will be considered greater than \( \sigma_j \). Otherwise, if \( f(v_0(\sigma_i)) = f(v_0(\sigma_j)) \), a tiebreak needs to be performed and the order will be decided by iteratively considering, similarly, the following vertices in the sequence (i.e., \( v_k(\sigma_i) \) and \( v_k(\sigma_j) \), with \( k \in \{1, \ldots, d\} \)) until the conditions \( f(v_k(\sigma_i)) < f(v_k(\sigma_j)) \) (i.e., \( \sigma_i \) is smaller than \( \sigma_j \)) or \( f(v_k(\sigma_i)) > f(v_k(\sigma_j)) \) (i.e., \( \sigma_i \) is greater than \( \sigma_j \)) are satisfied. In the case where the dimensions \( d_i \) and \( d_j \) of \( \sigma_i \) and \( \sigma_j \) are such that \( d_i < d_j \) and that \( f(v_k(\sigma_i)) = f(v_k(\sigma_j)) \), \( \forall k \in \{0, \ldots, d_i\} \) (i.e., \( \sigma_i \) is a face of \( \sigma_j \)), then \( \sigma_i \) is considered smaller than \( \sigma_j \).

Since \( f \) is injective on the vertices of \( \mathcal{K} \) (Section II-A), this lexicographic comparison guarantees a strict total order on the set of simplices of \( \mathcal{K} \), such that all the faces of a simplex \( \sigma \) are by construction smaller than \( \sigma \).

Let \( \mathcal{K}_n \) be the union of the first \( i \) simplices of \( \mathcal{K} \), given the above comparison. Then, the global lexicographic order induces a nested sequence of simplicial complexes \( \emptyset = \mathcal{K}_0 \subset \mathcal{K}_1 \subset \cdots \subset \mathcal{K}_n = \mathcal{K} \) (where \( n \) is the number of simplices of \( \mathcal{K} \)), which we call the lexicographic filtration of \( \mathcal{K} \). Intuitively, it can be seen as a time-varying process, where the simplices of \( \mathcal{K} \) are added one by one, given the lexicographic comparison of the vertex data values.

A central idea in Topological Data Analysis consists in encoding the evolution of the topological structures of \( \mathcal{K}_i \) (for typical scalar data: its connected components, handles and voids, see Section II-C) along the filtration, as \( i \) increases from 0 to \( n \). In particular, as shown in Fig. 2, connected components progressively merge, handles get closed and voids get filled. This evolution is captured by the persistence diagram introduced later (Section II-D).

We now discuss an alternate filtration, often considered in previous work [30], [80] and we describe its relation (used in Section IV) to the lexicographic filtration considered here. Let \( \mathcal{S}(v) \) be the star of a vertex \( v \), i.e., the set of all its co-faces \( \sigma: \mathcal{S}(v) = \{ \sigma \in \mathcal{K} \mid v \subset \sigma \} \). Let \( \mathcal{L}(v) \) be the lower star of \( v \). It is the subset of the simplices of the star of \( v \), for which \( v \) is the vertex with highest \( f \) value: \( \mathcal{L}(v) = \{ \sigma \in \mathcal{S}(v) \mid \forall u \in \sigma, f(u) \leq f(v) \} \). Since \( f \) is assumed to be injective on the vertices of \( \mathcal{K} \), it follows that each simplex \( \sigma \in \mathcal{K} \) belongs to a unique lower star. Let \( \mathcal{K}_i' \) be the union of the first \( i \) lower stars, i.e., the union of the lower stars of \( j \)-th lowest vertex \( f \). Then, the nested sequence of simplicial complexes \( \emptyset = \mathcal{K}_0' \subset \mathcal{K}_1' \subset \cdots \subset \mathcal{K}_n' = \mathcal{K} \) (where \( n_v \) is the number of vertices in \( \mathcal{K} \)) is called the lower star filtration of \( f \) [30]. \( \mathcal{K}_i' \) is homotopy equivalent to the sub-level sets of \( f(v_i) \) [30] and the topological changes occurring in \( \mathcal{K}_i' \) during the lower star filtration thus precisely occur at the PL critical points [1] of \( f \).

Given the above definition, it follows that each sub-complex \( \mathcal{K}_j' \) of the lower star filtration is equal to the sub-complex \( \mathcal{K}_{i-1} \) of the lexicographic filtration, where \( \sigma_i \) is the vertex immediately after \( v_i \) in the global vertex order. In other words, the lower star filtration introduces simplices by chunks of lower stars (Fig. 9), while the lexicographic filtration introduces them one by one, yet in a compatible order. Then, it follows that each PL critical point includes in its lower star a simplex whose introduction via the lexicographic filtration changes the topology of \( \mathcal{K}_i \).

C. Homology Groups

The topology of a simplicial complex can be described with its homology groups, briefly summarized here from [30].
We call a \( p \)-chain \( c \) a formal sum (with modulo 2 coefficients) of \( p \)-simplices \( \sigma_i \) of \( K \):  

\[
\text{c} = \sum \alpha_i \sigma_i, \quad \text{with } \alpha_i \in \{0, 1\}.
\]

Two \( p \)-chains \( \alpha = \sum \alpha_i \sigma_i \) and \( \beta = \sum \beta_i \sigma_i \) can be summed together componentwise to form a new \( p \)-chain \( \alpha + \beta = \sum (\alpha_i + \beta_i) \sigma_i \), where \( \alpha_i + \beta_i \in \{0, 1\} \). Intuitively, a \( p \)-chain can be interpreted as a selection of \( p \)-simplices, modeled with a bit mask, where a \( p \)-simplex is present in the selection (i.e., with its coefficient valued at 1) only if it has been added an odd number of times. Then, the set of all possible \( p \)-chains of \( K \) (along with their modulo 2 addition) forms the group of chains, noted \( C_p(K) \).

The boundary of a \( p \)-simplex \( \sigma_i \), noted \( \partial \sigma_i \), is given by the sum of its faces of dimension \( p - 1 \). Then, the boundary of a \( p \)-chain \( c \), noted \( \partial c \), is the sum of the boundaries of the simplices of \( c \):  

\[
\partial c = \sum \alpha_i \partial \sigma_i.
\]

Note that \( \partial \sigma_i \) is itself a \( (p - 1) \)-chain, i.e., \( \partial : C_p(K) \to C_{p-1}(K) \), and that the boundary operator commutes with addition, i.e., \( \partial(c + c') = \partial c + \partial c' \).

A \( p \)-cycle \( c \) is a \( p \)-chain such that \( \partial c = 0 \) and the group of all possible \( p \)-cycles is noted \( Z_p(K) \). A \( p \)-boundary is a \( p \)-chain \( c \in C_p(K) \) which is the boundary of a \( (p+1) \)-chain \( c' \in C_{p+1}(K) \):  

\[
c = \partial c'.
\]

The group of \( p \)-boundaries is noted \( B_p(K) \). The fundamental lemma of homology states that \( \partial \partial c = 0 \) for every \( p \)-chain \( c \), for any \( p \) [30]. This implies that \( p \)-boundaries are necessarily \( p \)-cycles (\( B_p \subseteq Z_p \)), but not the other way around: all \( p \)-cycles are not necessarily \( p \)-boundaries. Such cycles are specifically captured with the notion of homology group, which is the quotient group given by:  

\[
H_p(K) = Z_p(K)/B_p(K).
\]

Specifically, two \( p \)-cycles \( a \) and \( b \) of \( Z_p \) are called homologous (noted \( a \sim b \)), if \( b = a + \partial c \) where \( \partial c \) is a \( p \)-boundary (\( \partial c \in B_p \)). Intuitively, this means that two cycles \( a \) and \( b \) are homologous if one can be transformed into the other, by the addition of the boundary of a \( (p + 1) \)-chain \( c \) (Fig. 3), as further discussed in Section II-E.

The set of all cycles which are homologous defines a homology class (from which anyone can be chosen as a representative). The order of \( H_p(K) \) is given by its cardinality, i.e., the number of homology classes. Given the modulo-2 addition between representatives, the rank of \( H_p(K) \) is given by the maximum number of linearly independent classes (called generators) and it is called the \( p \)-th Betti number of \( K \), noted \( \beta_p(K) \). Intuitively, the \( p \)-th Betti number gives the number of \( p \)-dimensional holes in \( K \), which cannot be filled with a \( (p + 1) \)-chain of \( K \). In practice, given a 3-dimensional simplicial complex \( K \) embedded in \( \mathbb{R}^3 \), \( \beta_0(K) \) corresponds to its number of connected components, \( \beta_1(K) \) is its number of handles and \( \beta_2(K) \) is its number of voids.

**D. Persistence Diagrams**

Persistent diagrams are concise topological data representations which track the evolution of the homology groups during a filtration. In the remainder, we focus on the lexicographic filtration introduced in Section II-B. Since \( K_i \subseteq K_j \) for any \( 0 \leq i \leq j \leq n \), it follows that there exists a homomorphism [30] between the homology groups \( H_p(K_i) \) and \( H_p(K_j) \), noted \( f_p^{i,j} : H_p(K_i) \to H_p(K_j) \). This homomorphism \( f_p^{i,j} \) keeps track of the relations between the homology classes along the filtration, from \( K_i \) to \( K_j \) (Fig. 4).
Fig. 4. Tracking homology classes along the filtration with homomorphisms (dark green arrows, illustration adapted from [30]). The class $\gamma$ is born in $K_i$; it is not the image through the homomorphism $f^{i-1}_p$ of any pre-existing class (i.e., it does not belong to $\mathcal{H}_p(K_{i-1},)$, blue set). $\gamma$ dies in $K_j$ as it merges with a pre-existing class, i.e., the image through the homomorphism $f^{j-1}_p$ of a class already existing at step $i = 1$ and still persistent at step $j$ (blue set). In Fig. 2, the dark green cycle $c_f$ has a similar trajectory: it is born at step (f) and at step (g), it merges with the pre-existing cycle $c_e$ (i.e., $c_f$ becomes homologous to $c_e$).

Formally, for any $0 \leq i \leq j \leq n$, the $p$-th persistent homology group, noted $\mathcal{H}_p(K_{i,j})$, is the image of the homomorphism $f^{i-1}_p$, noted $\mathcal{H}_p(K_{i,j}) = f^{i-1}_p(\mathcal{H}_p(K_i))$.

Specifically, we say that a homology class $\gamma$ is born at $K_i$ if $\gamma \in \mathcal{H}_p(K_i)$ and $\gamma \notin \mathcal{H}_p(K_{i-1},)$ (see Fig. 4); $\gamma$ is present in $\mathcal{H}_p(K_i)$ but it is not included in the image by $f^{i-1}_p$ of the homology groups of the previous complex in the filtration, $K_{i-1}$. In other words, $\gamma$ is present in $\mathcal{H}_p(K_i)$ but it is not associated to any pre-existing class of $\mathcal{H}_p(K_{i-1})$ by $f^{i-1}_p$.

Symmetrically, we say that a homology class $\gamma$ born at $K_i$ dies at $K_j$ if (i) $f^{j-1}_p(\gamma) \notin \mathcal{H}_p(K_{i,j+1})$ and (ii) it merged (through $f^{j-1}_p$) with another, pre-existing class $\gamma'$, itself created before $i$. This destruction of a class upon its merge with another older class is often called the Elder rule [30]. Note that the birth of a $p$-dimensional homology class $\gamma$ occurs on a $p$-simplex $\sigma_1$ of $K_i$, while its death occurs on a $(p+1)$-simplex $\sigma_j$ of $K_j$. The pair $\sigma_i, \sigma_j$ is called a persistence pair.

The persistence of a homology class $\gamma$ which is born in $K_i$ and which dies in $K_j$ is given by the difference in the corresponding scalar values $P(\gamma) = f(v_i) - f(v_j)$, where $f(v_i)$ and $f(v_j)$ are respectively the maximum vertex data values of the simplices $\sigma_j$ and $\sigma_i$. Note that a homology class $\gamma$ which was born in $K_i$ and whose image by $f^{p,n}$ is still included in $\mathcal{H}_p(K_{i,n})$ is said to have infinite persistence (i.e., it is still present in the final complex $K_n = K$).

The persistence diagram of dimension $p$, noted $\mathcal{D}_p(f)$, is a concise encoding of the $p$-dimensional persistent homology groups. In particular, it embeds each persistent generator $\gamma$ in the 2D birth/death plane at position $(f(v_i), f(v_j))$ and its persistence can be therefore directly read from its height to the diagonal. This has the practical implication that generators with large persistence (typically corresponding to salient features in the data) are located far away from the diagonal, whereas generators with small persistence (typically corresponding to noise) are located in the vicinity of the diagonal, as illustrated in Fig. 5.

Algorithm 1: Reference “PairSimplices” [31], [103].

```
Input: Lexicographic filtration of $K$ by $f$.
Output: Persistence diagrams $\mathcal{D}_0(f)$, $\mathcal{D}_1(f)$ and $\mathcal{D}_2(f)$.
1: for $j \in [1, n]$ do
2: // Process the $(d_i + 1)$-simplex $\sigma_j$
3: $\sigma_j \leftarrow \emptyset$
4: Chain($\sigma_j$) $\leftarrow \sigma_j$
5: // Homologous propagation of $\partial \sigma_j$
6: while $\partial(\text{Chain}(\sigma_j)) \not= 0$ do
7: $\tau \leftarrow \text{max}(\partial(\text{Chain}(\sigma_j)))$
8: if $\text{Pair}(\tau) = $ \emptyset then
9: // $\tau$ created a $(d_i)$-cycle
10: break
11: else
12: // Expand chain (with homologous boundary)
13: Chain($\sigma_j$) $\leftarrow$ Chain($\sigma_j$) + Chain($\tau$)
14: end if
15: end while
16: if $\partial(\text{Chain}(\sigma_j)) \not= 0$ then
17: // A non-trivial cycle homologous to $\partial \sigma_j$ exists (l.
18: $\tau \leftarrow \text{max}(\partial(\text{Chain}(\sigma_j)))$
19: $\text{Pair}(\sigma_j) \leftarrow \tau$
20: $\text{Pair}(\tau) \leftarrow \sigma_j$
21: $\mathcal{D}_{d_i}(f) \leftarrow \mathcal{D}_{d_i}(f) \cup (\tau, \sigma_j)$
22: end if
23: end for
```

E. The Algorithm “PairSimplices”

Edelsbrunner et al. [30], [31], [103] describe an iterative algorithm called “PairSimplices” for the computation of persistence diagrams. We sketch its main steps here as our approach builds on top of it. This description is adapted from Zomorodian’s textbook [103]. This algorithm (Algorithm 1) observes, for each step $i$ of the input filtration, the effect of the insertion of a $d_i$-simplex $\sigma_i$ on the set of $(d_i - 1)$-cycles homologous to its boundary $\partial \sigma_i$. In particular, if $\partial \sigma_i$ was not already trivial (i.e., homologous to an empty cycle) in $K_{i-1}$, then the insertion of $\sigma_i$...
in \( K \) will now make \( \partial \sigma_1 \) trivial (\( \partial \sigma_1 \sim 0 \)). By transitivity, all the cycles \( c \) homologous to \( \partial \sigma_1 \) (its homology class) now become trivial as well, hence completing a persistence pair in \( D_{d_i-1}(f) \), that is, filling a \( d_{i-1} \)-dimensional hole of \( K_{i-1} \).

Thus, for each step \( i \) of the filtration, the algorithm reconstructs \( (d_i - 1) \)-cycles in \( K \), which are homologous to \( \partial \sigma_i \). This is achieved by a process that we call homologous propagation (Fig. 6), which iteratively expands a chain \( \text{Chain}(\sigma_i) \), whose boundary \( \partial(\text{Chain}(\sigma_i)) \) is homologous to \( \partial \sigma_i \), by construction (Algorithm 1, lines 6 to 15). This propagation is achieved by considering \( (d_i - 1) \)-simplices in decreasing filtration order, i.e., by selecting at each iteration the highest simplex (Algorithm 1, line 7), and by stopping at the first unpaired \( (d_i - 1) \)-simplex \( \tau \) (Algorithm 1, line 10), responsible for the creation of the latest (i.e., youngest) homologous \( (d_i - 1) \)-cycle in \( K_{i-1} \), hence effectively enforcing the Elder rule (Section II-D). Then the persistence pair \((\tau, \sigma_i)\) is created in \( D_{d_i-1}(f) \). If \( \partial \sigma_1 \) was trivial initially in \( K_{i-1} \) when starting the propagation, \( \text{Chain}(\sigma_i) \) is extended until its boundary becomes empty and no pair will be created in \( D_{d_i-1}(f) \). Note that the above algorithm can be viewed as a geometric interpretation of boundary matrix reduction, which is at the core of most modern approaches (Section I-A). In particular, selecting the highest boundary simplex \( \tau \) (Algorithm 1, line 7) is equivalent to the identification, during matrix reduction, of the lowest non-zero entry for the column \( j \) of the boundary matrix. Considering the boundary of the chain sum (line 13) is equivalent to summing columns [30] (Section VII-A).

**F. Discrete Morse Theory (DMT)**

We now conclude this section of preliminaries with notions of discrete Morse theory [34], or DMT for short (which we restrict here to simplicial complexes), as it is instrumental in our approach to accelerate the algorithm “PairSimplices”.

We call a discrete vector a pair formed by a simplex \( \sigma_i \in K \) (of dimension \( i \)) and one of its co-faces \( \sigma_{i+1} \) (i.e., one of its co-faces of dimension \( i + 1 \)), noted \( \{\sigma_i < \sigma_{i+1}\} \). \( \sigma_{i+1} \) is usually referred to as the head of the vector, while \( \sigma_i \) is its tail. Examples of discrete vectors include a pair between a vertex and one of its incident edges, or a pair between an edge and a triangle containing it (see Fig. 7). A discrete vector field on \( K \) is defined as a collection \( V \) of pairs \( \{\sigma_i < \sigma_{i+1}\} \) such that each simplex of \( K \) is involved in at most one pair. A simplex \( \sigma_i \) which is involved in no discrete vector of \( V \) is called a critical simplex.

A discrete integral line, or \( v \)-path, is a sequence of discrete vectors \( \{\sigma_i^0 < \sigma_i^{j+1}\}, \ldots, \{\sigma_i^k < \sigma_i^{j+1}\} \) such that (i) \( \sigma_i^j \neq \sigma_i^{j+1} \) (i.e., the tails of two consecutive vectors are distinct) and (ii) \( \sigma_i^{j+1} < \sigma_i^{j+1} \) (the tail of a vector in the sequence is a face of the head of the previous vector in the sequence) for any \( 0 < j < k \). We say that a discrete integral line terminates at a critical simplex \( \sigma_i \) if \( \sigma_i \) is a facet of the head of its last vector \( \{\sigma_i^k < \sigma_i^{k+1}\} \) (i.e., \( \sigma_i < \sigma_i^{k+1} \)). Symmetrically, we say that a discrete integral line starts at a critical simplex \( \sigma_{i+1} \) if \( \sigma_{i+1} \) is a co-facet of the tail of its first vector \( \sigma_i^0 \) (i.e., \( \sigma_i^0 < \sigma_i^{i+1} \)). By analogy with the smooth setting, this notion of discrete integral lines therefore starts and terminates at critical points. The collection of all the discrete integral lines terminating in a given critical simplex \( \sigma_i \) is called the discrete stable set of \( \sigma_i \) and it is noted \( K^\circ(\sigma_i) \). Symmetrically, the collection of all the discrete integral lines starting at a given critical simplex \( \sigma_i \) is called the discrete unstable set of \( \sigma_i \) (Fig. 7) and it is noted \( K^\bullet(\sigma_i) \).

A discrete vector field such that all of its possible discrete integral lines are acyclic is called a discrete gradient field [34], noted \( G \). Then, the critical simplices of \( G \) are discrete analogs to the critical points from the smooth setting [67, 71]. Their dimension \( i \) corresponds to the smooth notion of index (number of negative eigenvalues of the Hessian): local minima occur on vertices, \( i \)-saddles on \( i \)-simplices and maxima on \( d \)-simplices. For typical scalar data, the input is generally provided as a PL scalar field \( f \) (Section II-A). Given this input, Robins et al. introduced an algorithm based on expansions [80] (in the sense of simple homotopy theory), which guarantees that each resulting critical \( d_i \)-simplex \( \sigma_i \) belongs to the lower star of a PL critical point of index \( d_i \).

**III. OVERVIEW**

Fig. 8 provides an overview of our approach. We assume that \( K \) is connected (otherwise, each connected component is processed independently by our algorithm). While
we focus on simplicial complexes in our work (Section I),
our algorithm can be applied in principle to arbitrary cell
complexes.

First, the discrete gradient of the input data is computed along
with its critical simplices via expansions [80]. The rest of our
approach consists in grouping the resulting critical simplices
into persistence pairs. We describe for that an extension (Sec-
tion IV) of the algorithm “PairSimplices” [31], [103], which
is expressed in the DMT framework for improved performances,
and that we call “PairCriticalSimplices” (Algorithm 3). While
each diagram \( D_0(f) \), \( D_1(f) \) and \( D_2(f) \) could be computed
with this algorithm, we describe instead a stratification strategy,
called sandwiching, (described below), which further improves
performances.

Second (Fig. 8, left), the diagram \( D_0(f) \) is obtained by
processing the unstable sets of the 1-saddles of \( f \) (Section V-A).

Third (Fig. 8, center) the diagram \( D_{d-1}(f) \) is obtained by pro-
cessing the stable sets of the \((d-1)\)-saddles of \( f \) (Section V-B).

Next (Fig. 8, right) for 3D data only, the diagram \( D_1(f) \)
is computed by restricting our novel algorithm “PairCri-
ticalSimplices” (Section IV) to the remaining set of unpaired
2-saddles.

Last, the remaining critical simplices are necessarily involved
in classes of infinite persistence, capturing the (infinitely per-
sistent) homology groups of \( K \) (Section VI).

IV. PAIRING CRITICAL SIMPLICES

This section presents our adaptation of the seminal algo-
rithm “PairSimplices” (Section II-E) to the DMT setting (Sec-
tion II-F), resulting in substantial performance gains.

A. Observations

This section describes three main observations regarding the
algorithm “PairSimplices” (Algorithm 1), which are at the basis
of our adaptation, described in Section IV-B.

(a) Dimension Separability. First, one can observe that the
different persistence diagrams \( D_0(f) \), \( D_1(f) \) and \( D_2(f) \) can be
computed in a separated manner, one after the other. Indeed, a
given \( d_i \)-simplex \( \sigma_i \) can only be involved in (i) the destruction
of a \((d_i-1)\)-cycle (if \( \partial \sigma_i \) was not trivial), or (ii) the creation
of a \( d_i \)-cycle (if \( \partial \sigma_i \) was trivial). For instance, the addition of
a 1-simplex in the lexicographic filtration connects two vertices
belonging either (i) to distinct connected components (in which
case a persistence pair is added to \( D_0(f) \), line 21, Algorithm 1)
or (ii) to the same connected component (in which case a new
1-cycle is created line 10, Algorithm 1), to be later added to
\( D_1(f) \). Thus, if the persistence diagram \( D_{i-1}(f) \) is available,
the diagram \( D_i(f) \) can be efficiently computed by restricting
Algorithm 1 to the \( i+1 \) simplices of \( K \) (still processed in
lexicographic order). Then, each \( i \)-simplex which has not been
paired yet in \( D_{i-1}(f) \) will be guaranteed to be the creator of an
\( i \)-cycle, and thus involved in a persistence pair of \( D_i(f) \). This
dimension separability is at the basis of our sandwiching strat-
ification strategy. This observation is not novel. It is also at the
basis of previous approaches, e.g., the clearing and compression
acceleration [4].

(b) Boundary Caching. As it is described in Zomorodian's
 textbook [103], the algorithm “PairSimplices” proceeds to the
homologous propagation of \( d_i \)-cycles by iteratively growing
\((d_i+1)\)-chains (line 13, Algorithm 1), and by explicitly ex-
tracting their boundary when needed (e.g. line 6, Algorithm 1).
However, each of these extractions requires a pass which is linear
with the size of the chain. This can be improved (as described
in Section IV-B) by caching the boundary of the chain created
at each simplex, and by manipulating boundaries directly in the
propagation process, instead of manipulating chains (similarly
to approaches based on boundary matrix reduction). This adap-
tation of the propagation process still requires a linear pass (for
the modulo-2 addition of boundary simplices), but this time on a
much smaller set (boundaries are in practice much smaller than
their chains).
(c) Zero-Persistence Skip. By definition of a filtration (Section II-B), a given simplex cannot be inserted in the filtration before its facets. A practical implication of this observation is that many, zero-persistence pairs are created by the algorithm “PairSimplices”. For instance, the insertion of the last edge $e_1$ of a given triangle $t_1$ often creates a new 1-cycle (step $K_{e_1}$, Fig. 9) which is immediately filled by the subsequent insertion of $t_1$ (step $K_{t_1}$, Fig. 9), creating a persistence pair $(e_1, t_1) \in D_1(f)$. However, since the persistence of a pair is given by the difference between the maximum vertex data values of $e_1$ and $t_1$ (Section II-D), we have in such cases $\partial(e_1, t_1) = 0$, as $e_1$ and $t_1$ have to share the highest vertex of $t_1$, given the lexicographic order. Thus, a significant time (c.f. Section IX-B) is spent in practice by the algorithm “PairSimplices” to construct persistence pairs with zero-persistence, which consequently do not contribute any information to the output diagram. We address this issue with DMT. In particular, the discrete gradient $G$ computed via expansions [80] guarantees that each critical simplex belongs to the lower star of a PL critical point of $f$, which exactly coincide themselves to changes in the homology groups of the lower star filtration (Section II-F). Then, all the remaining regular simplices (involved in a discrete vector of $G$) induce homology changes which are not captured by the lower star filtration (steps marked with a black frame in Fig. 9, $K'_{e_1}$ and $K'_{t_1}$), and which, equivalently, have zero-persistence. Then, it follows that all the zero-persistence pairs of the lexicographic filtration can be efficiently skipped in a pre-process, by discarding from the computation all the simplices which are not critical, as only the critical simplices will induce non-zero persistence homology changes (i.e., captured by the lower star filtration, Section II-F).

B. Algorithm

Our adaptation of the algorithm “PairSimplices” to the DMT setting, called “PairCriticalSimplices”, directly results from the above observations.

(a) Zero-Persistence Skip. First, Algorithm 2 is used in a pre-process to skip the zero-persistence pairs of the lexicographic filtration. This algorithm first computes the discrete gradient field $G$ given the input PL scalar field $f: \mathcal{K} \rightarrow \mathbb{R}$ with expansions [80] (line 2). At this stage, for any discrete vector $\{\sigma_i, \sigma_{i+1}\} \in G$, it is guaranteed that both $\sigma_i$ and $\sigma_{i+1}$ are involved in zero-persistence pairs (Section IV-A). Thus, by convention, we pair $\sigma_i$ and $\sigma_{i+1}$ together (line 9). Otherwise, critical $d_i$-simplices are marked as unpaired (line 12) and are added to the set $C_d$ of critical $d_i$-simplices (line 13). Once all discrete vectors have been processed, each set $C_d$ is sorted by increasing lexicographic order (line 17).

(b) Pair Critical Simplices. We now present our algorithm “PairCriticalSimplices” (Algorithm 3). For a given simplex dimension $d_i + 1$, this algorithm takes as an input the ordered set $C_{d_i+1}$ of critical $(d_i + 1)$-simplices and produces the diagram $D_{d_i+1}(f)$. This assumes that the diagram $D_{d_i+1}(f)$ has already been computed (see the Dimension separability property, Section IV-A) and that consequently, the critical $d_i$-simplices involved in $D_{d_i+1}(f)$ have already been paired. Since all the regular simplices inserted in between two critical simplices by the lexicographic filtration are guaranteed to belong to zero-persistence pairs (Zero-persistence skip property, Section IV-A), Algorithm 3 simply processes the critical simplices of $C_{d_i+1}$ in increasing lexicographic order. For each critical simplex $\sigma_j$, the standard, downwards homologous propagation of the classic algorithm “PairSimplices” is employed (line 5), possibly visiting in the process some simplices $\tau$ (line 6) which are not critical. In that case, $Pair(\tau)$ will return the simplex with which $\tau$ forms a discrete vector (c.f. Algorithm 2). As discussed in Section IV-A (Boundary caching property), our algorithm directly manipulates boundaries instead of the corresponding chains. Then, when a boundary homologous to $\partial\sigma_j$ is expanded (line 12), a modulo-2 addition is employed by manipulating a bit mask (indicating if a simplex $\sigma_j$ is already present in Boundary($\sigma_j$)). The rest of the algorithm is identical to the original algorithm “PairSimplices”: if the expanded boundary for the simplex $\sigma_j$ is not-empty (line 16), this means that a critical simplex $\tau$, creating a $d_i$-cycle, has been found during the downward homologous propagation (line 9). Then, a persistence pair $(\tau, \sigma_j)$ is created between $\sigma_j$ and the highest $d_i$-simplex $\tau$ of its expanded boundary Boundary($\sigma_j$) (line 21). Then,
Algorithm 3: Our Algorithm “PairCriticalSimplices”.

Input: Ordered set $C_{d+1}$ of critical $(d+1)$-simplices
Output: Persistence diagrams $D_d(f)$.
1: for $j \in C_{d+1}$ do
2: // Process the $(d+1)$-simplex $\sigma_j$
3: $\text{Boundary}(\sigma_j) \leftarrow \partial \sigma_j$
4: // Homologous propagation of $\partial \sigma_j$
5: while $\text{Boundary}(\sigma_j) \neq \emptyset$ do
6: $\tau \leftarrow \max(\text{Boundary}(\sigma_j))$
7: if $\text{Pair}(\tau) = \emptyset$ then
8: // $\tau$ is unpaired and thus created a $d_i$-cycle.
9: break
10: else
11: // Expand boundary
12: $\text{Boundary}(\sigma_j) \leftarrow \text{Boundary}(\sigma_j) + \text{Boundary}(\text{Pair}(\tau))$
13: end if
14: end while
15: if $\text{Boundary}(\sigma_j) \neq \emptyset$ then
16: // A non-trivial cycle homologous to $\partial \sigma_j$ exists (I. 9)
17: $	au \leftarrow \max(\text{Boundary}(\sigma_j))$
18: $\text{Pair}(\sigma_j) \leftarrow \tau$
19: $\text{Pair}(\tau) \leftarrow \sigma_j$
20: $D_d(f) \leftarrow D_d(f) \cup (\tau, \sigma_j)$
21: end if
22: end for

our algorithm “PairCriticalSimplices” is a direct geometric interpretation of boundary matrix reduction (as discussed for “PairSimplices”, Section II-E), but restricted to the columns of the boundary matrix corresponding to critical simplices.

V. EXTREMUM-SADDLE PERSISTENCE PAIRS

Our algorithm “PairCriticalSimplices” (Section IV-B) could be used as-is to compute the diagrams $D_0(f)$, $D_1(f)$ and $D_2(f)$ one after the other, already resulting in substantial performance gains over the seminal algorithm “PairSimplices” (see Section IX-B). In this section, we further exploit the Dimension separability property (Section IV) to further speedup the process.

A. Minimum-Saddle Persistence Pairs

This section introduces a faster alternative to the algorithm “PairCriticalSimplices”, for the specific case of $D_0(f)$.

(a) Unstable Set Restriction. This algorithm is based on the key observation that, for the specific case of $D_0(f)$, given a critical 1-simplex $\sigma^0_1$, the homologous propagation described in Algorithm 3 exactly coincides with the discrete unstable set (Section II-F) of $\sigma^0_0$ (see Fig. 10). In particular, at the first iteration of the algorithm, $\tau$ will be selected as one of the two vertices of $\sigma^0_0$, noted $\sigma^0_0$. If $\sigma^0_0$ is not a minimum itself, it has to be paired (given the discrete gradient $G$, Algorithm 2) with another edge $\sigma^1_0$, being one of its co-facets, with $\sigma^1_0 \neq \sigma^0_0$.

Since in simplicial complexes, edges are guaranteed to connect distinct vertices, we then have the property that the only other facet of $\sigma^1_0$ is another vertex $\sigma^0_0 \neq \sigma^0_0$. Thus, so far, the first iteration of the homologous propagation visited a sequence of edges and vertices $\{\sigma^0_0, \sigma^0_0, \sigma^1_0, \sigma^1_0\}$, such that for each item $\sigma^0_i$ in this sequence we have: (i) $\sigma^0_i \neq \sigma^0_{i+1}$ and (ii) $\sigma^0_i = \sigma^0_{i+1} < \sigma^0_{i+1}$, which exactly coincides with the definition of a discrete integral line (Section II-F). Then, along the iterations of Algorithm 3, two integral lines, started at each vertex of $\sigma^1_0$, will be iteratively constructed, by selecting at each iteration the highest extremity of the two integral lines (line 6). This process terminates when one of the two integral lines reaches a minimum $\sigma^0_0$ (i.e., an unpaired vertex, line 9). At this point, we have $\text{Boundary}(\sigma^0_0) = \{\sigma^0_0 + \sigma^0_0\}$, where $\sigma^0_0$ is the extremity of the other integral line (Fig. 10, left). Then, if $\sigma^0_0 \neq \sigma^0_0$ (i.e., $\sigma^0_0$ did not create a 1-cycle), we have $\text{Boundary}(\sigma^0_0) = \emptyset$ (line 16) and a persistence pair $(\sigma^0_0, \sigma^0_0)$ is created (line 21). Then, at this stage, the boundary propagation completed the first integral line from $\sigma^0_0$ down to $\sigma^0_0$ and paused the second integral line at $\sigma^0_0$ and we have, by construction, $\text{Boundary}(\sigma^0_0) \sim \sigma^0_0$. Next, it is possible that later in the algorithm, the expanded boundary $\text{Boundary}(\sigma^0_1)$ of another critical 1-simplex $\sigma^1_0$ hits the minimum $\sigma^0_0$. In such a case, the expanded boundary of its paired simplex (i.e., $\text{Boundary}(\sigma^1_0)$) will then be added (modulo-2) to $\text{Boundary}(\sigma^0_1)$ (line 13) and the second integral line started in $\sigma^0_1$ (paused at $\sigma^0_0$) will eventually be resumed from $\sigma^0_0$ until it hits another minimum (Fig. 10, center).

Overall, for $D_0(f)$, Algorithm 3 will exactly visit the edges and vertices of $K$ which are located on the unstable sets of the critical 1-simplices. It follows that the homologous propagation of a critical 1-simplex $\sigma_1$ can be accelerated by directly considering its unstable set, whose boundary $\{(\sigma^0_0 + \sigma^0_0')$, c.f. above} is homologous by construction to $\partial \sigma_1$. 
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Note that this observation no longer holds in higher dimensions. For instance, when constructing $D_1(f)$ on a 3-dimensional simplicial complex, in contrast to the case of $D_0(f)$ described above, the unstable set of a critical 2-simplex $\sigma_2$ may become non-manifold (as described by Gyulassy and Pascucci [48] in the study of Morse-Smale complexes, yielding multiple integral lines between a given pair of critical simplices). In such a case, the boundary of the unstable set of $\sigma_2$ is no longer exactly homological to $\partial \sigma_2$ (due to the non-manifold elements of the surface) and the acceleration described above is no longer applicable.

(b) Unstable Set Compression. The computation of $D_0(f)$ can be further accelerated by compressing all unstable sets. Given the unstable sets of the critical 1-simplices, we collapse all their regular edges (which are involved in zero-persistence pairs, Section IV-A). This collapse eventually results in a graph $G_{D_0(f)}$ (Fig. 10, center), whose nodes and arcs respectively correspond to the vertices and edges of $K$ which are left unpaired by $G$ and whose adjacency relations are determined by the input unstable sets. At this point, $G_{D_0(f)}$ can be directly given as an input to Algorithm 3 to compute $D_0(f)$.

(c) Connectivity Tracking. Given $G_{D_0(f)}$, we further accelerate the process and simplify Algorithm 3 by exploiting the specific dimensionality of $D_0(f)$. In particular, in the case of $D_0(f)$, Algorithm 3 visits the arcs of $G_{D_0(f)}$ in increasing (original) lexicographic order. For a given arc $\sigma_1$, two cases can occur.

First (i), the highest node $\sigma_0$ of $\sigma_1$ has not been visited yet by any propagation (line 7) and a persistence pair $(\sigma_0, \sigma_1)$ is created in $D_0(f)$ (line 21). Then the arc $\sigma_1$ can be collapsed (similarly to regular edge compression, above paragraph (b)) to indicate that it can no longer be paired by the algorithm. This collapse can be modeled by a union operation, indicating that the other node $\sigma_0'$ of $\sigma_1$ becomes the representative of $\sigma_0$ (which can no longer be paired).

Second (ii), the highest vertex $\sigma_0$ of $\sigma_1$ has already been visited by a prior propagation, in which case we need to efficiently find its other boundary vertex $\sigma_0'$ (line 13) to resume the propagation there.

Overall, $D_0(f)$ can be computed from $G_{D_0(f)}$ by collapsing its arcs as they are visited and recording these collapses with a union operation, such that boundary nodes can later be retrieved with a find operation. This can be efficiently implemented with a Union-Find data structure [22], since for $D_0(f)$, each node needs to record only one representative (the representative of the other node of its paired arc).

(d) Summary. Overall (Fig. 10), our algorithm computes $D_0(f)$ by first constructing the unstable sets of each critical 1-simplex. Next, each regular edge in these unstable sets is collapsed to create the graph $G_{D_0(f)}$. Finally, $G_{D_0(f)}$ is processed with a Union-Find data structure [22] to compute $D_0(f)$. Initially a Union-Find node $UF(\sigma_0)$ is created for each node $\sigma_0$ of $G_{D_0(f)}$ and the arcs of $G_{D_0(f)}$ are processed in increasing (original) lexicographic order. Given an arc $\sigma_1$, its two expanded boundary nodes $\sigma_0$ and $\sigma_0'$ are efficiently retrieved by applying the find operation on the two nodes of $\sigma_1$. Then, if $\sigma_0$ is strictly higher than $\sigma_0'$, the persistence pair $(\sigma_0, \sigma_1)$ is created in $D_0(f)$ and a union operation is performed between the nodes $UF(\sigma_0)$ and $UF(\sigma_0')$, and the unpaired node $UF(\sigma_0')$ is used as a representative.

B. Saddle-Maximum Persistence Pairs

In this section, we detail our strategy for the computation of $D_{d-1}(f)$. In particular, we exploit within the DMT setting the duality argument discussed by Edelsbrunner et al. [30], [31], recently revisited for general cell complexes in higher dimensions [36], and we document its implementation in the DMT setting. This duality argument (Fig. 11) states that, at a given step $i$ of the filtration, the $(d-1)$-dimensional voids of $K_i$, under certain conditions, exactly coincide with the connected components of the complement $K_i^*$ of $K_i$.

Formally, let $K^*$ be the dual cell complex of $K$. Specifically, each $(d-i)$-simplex $\sigma_i$ of $K$ is represented by an $i$-dimensional cell $\sigma_i^*$ in $K^*$. Moreover, given two simplices $\sigma_i < \sigma_j$ in $K$, we have $\sigma_i^* < \sigma_j^*$ in $K^*$ (i.e., face-coface relations are reversed). Then, it follows that each diagram $D_{d-k-1}(f)$ of the lexicographic filtration of $K$ is equal to the opposite of the diagram $D_k(\neg f)$ (i.e., the diagram of the backward lexicographic filtration, $-f$) of $K^*$ (see Garin et al. [36], Theorem 2.1). This implies in particular that $D_{d-1}(f)$ can be computed very efficiently by applying the algorithm for $D_0(f)$ described in Section V-A to the backward filtration (i.e., $-f$, reverse order) of the dual $K^*$ of $K$. This observation nicely translates to the DMT setting, as described next.

A dual discrete gradient vector field $G^*$ (Fig. 12) can be easily defined on the dual $K^*$ of $K$ by inverting each discrete vector of $G$. In particular, each discrete vector $\{\sigma_{d-1}, \sigma_d\}$ between a $(d-1)$-simplex $\sigma_{d-1}$ of $K$ and one its cofaces can be inverted into $\{\sigma_d^*, \sigma_d^{d-1}\}$, where $\sigma_d^*$ and $\sigma_d^{d-1}$ are the simplices dual to $\sigma_d$ and $\sigma_{d-1}$ in $K^*$. Then $\{\sigma_d^*, \sigma_d^{d-1}\}$ is a discrete vector between a 0-simplex ($\sigma_d^*$) and a 1-simplex ($\sigma_d^{d-1}$). Once this is established, the algorithm described in Section V-A can be applied as-is on $G^*$. Additionally, one can observe that the critical 1-simplices of $G^*$ will be, by construction, critical $(d-1)$-simplices of $G$ and that their unstable sets in $G^*$ will exactly coincide to stable sets in $G$.

Thus, our algorithm for computing $D_0(f)$ (Section V-A) can be easily adapted to compute $D_{d-1}(f)$ as follows. The stable sets of each critical $(d-1)$-simplex are first constructed. Next,
Fig. 12. Given a discrete gradient field \( \mathcal{G} \) defined on \( \mathcal{K} \) (left), its dual discrete gradient field \( \mathcal{G}^* \) (right) is obtained by considering the dual cell complex \( \mathcal{K}^* \) and reverting each arrow of \( \mathcal{G} \): each vertex-edge arrow (blue, left) becomes an edge-face arrow (green, right) while each edge-triangle arrow (green, left) becomes a vertex-edge arrow (blue, right), along which unstable sets can be easily defined and computed.

each discrete vector in these stable sets is collapsed, to create a graph \( G_{D_{d-1}}(f) \), where each node represents a critical \( d \)-simplex and each arc a critical \( (d-1) \)-simplex. Finally, \( G_{D_{d-1}}(f) \) is processed with a Union-Find data structure (Section V-A), but in decreasing lexicographic order, and a persistence pair \((\sigma_d, 1), (\sigma_d, 0)\) is created in \( D_{d-1}(f) \) for each connected component of \( G_{D_{d-1}}(f) \) created in \( \sigma_d \) and merged into another by the addition of the arc representing \( \sigma_{d-1} \).

Domains With Boundary. When \( \mathcal{K} \) is not closed, a slight variation of the above algorithm is considered. For domains with boundary, in specific configurations, the connected components of the backward lexicographic filtration of \( \mathcal{K}^* \) may no longer exactly coincide with the voids of the forward lexicographic filtration of \( \mathcal{K} \). In particular, when a connected component of the backward filtration of \( \mathcal{K}^* \) first hits the outer boundary component of \( \mathcal{K} \) (by construction, on a critical \( (d-1) \)-simplex), it no longer describes a void inside the object, as it merges with the rest of the outside space (thus deleting the corresponding cavity). To take this into account, we assign a virtual discrete maximum with infinite function value to the outer boundary component of \( \mathcal{K} \) (representing the outside space) and apply the rest of the above algorithm as-is. Then, when a connected component of backward filtration hits the outer boundary, it is considered, given the above adjustment, to die there as it merged with an (infinitely) older component (the outside space).

Note that this specific adjustment comes with no additional computational overhead as the rest of our algorithm is used as-is (only one, extra virtual maximum is considered by the algorithm). In our implementation, this adjustment is optional as its practical relevance can be questionable for real-life data, as illustrated in Appendix A, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/TVCG.2023.3238008.

VI. CRITICAL SIMPLICIES OF INFINITE PERSISTENCE

To summarize, our overall approach first computes \( D_0(f) \) (Section V-A) and \( D_{d-1}(f) \) (Section V-B). Finally, if \( d = 3 \), \( D_1(f) \) is computed with our novel algorithm “PairCriticalSimplices” (Section IV). During this process, certain critical simplices may remain unpaired after the above algorithms have finished. These correspond to homology classes with infinite persistence, which exactly characterize the homology of \( \mathcal{K} \). Specifically, each remaining unpaired \( d \)-simplex \( \sigma_i \) yields a persistence class with infinite persistence in \( D_i(f) \), which we embed, by convention at location \((f(\sigma_i), f^*)\), where \( f^* \) denotes the maximum \( f \) value. Such points in the diagrams are marked with a specific flag (Fig. 5), as they describe more the domain \( \mathcal{K} \) itself than the data \( f \) defined on it.

VII. COMPUTATIONAL ASPECTS

This section details the computational aspects of our algorithm, including time complexity and parallelism.

A. Time Complexity

The first stage of our approach consists in establishing the lexicographic filtration with a global sort in \( O(n \log(n)) \) steps (where \( n \) is the total number of simplices in \( \mathcal{K} \)).

The second stage computes a discrete gradient by expansions [80]. This operation takes \( O(n_v) \) where \( n_v \) is the number of vertices in \( \mathcal{K} \).

The third stage consists in computing \( D_0(f) \) (Section V-A). The first step of this algorithm computes the unstable sets of each 1-saddle to construct the graph \( G_{D_0}(f) \), which is done in \( O(n_v) \) steps in practice, where \( n_v \) is the number of edges in \( \mathcal{K} \). Processing \( G_{D_0}(f) \) with a Union-Find data-structure to finally construct \( D_0(f) \) takes \( O(n_v \alpha(n_v)) \) steps, where \( \alpha() \) is the extremely slowly-growing inverse of the Ackermann function. Computing \( D_{d-1}(f) \) requires the same steps.

The fourth stage of our approach, only for \( d = 3 \), applies our algorithm “PairCriticalSimplices” (Algorithm 3). Similarly to the seminal algorithm “PairSimplices” [31], [103], our algorithm requires \( O(n^3) \) steps in the worst case. For each critical simplex (in the worst case, \( n \) steps, line 1), an homologous propagation is performed (in the worst case, in \( n \) steps, lines 5 to 15), which itself requires at each step a possibly linear pass to expand the boundary of the current critical simplex with modulo-2 additions (line 12). However, as documented in Section IX-B, our algorithm “PairCriticalSimplices” performs in practice significantly faster than the algorithm “PairSimplices” since: (i) it only considers the critical simplices (and not all the simplices of \( \mathcal{K} \)), (ii) the critical simplices already present in \( D_0(f) \) and \( D_{d-1}(f) \) are discarded from the computation (which provides further accelerations), (iii) it maintains the expanded boundary of the considered critical simplex and not its expanded chain (which is significantly bigger).

Overall, our approach has the advantage of being output-sensitive. In particular, the size (number of nodes) of the graphs \( G_{D_0}(f) \) and \( G_{D_{d-1}}(f) \) corresponds to the number of minima and maxima of \( f \) and consequently to the size of \( D_0(f) \) and \( D_{d-1}(f) \).

The time complexity of our algorithm “PairCriticalSimplices” is parameterized by the number of remaining saddle-saddle pairs, which corresponds to the size of \( D_1(f) \). Then our approach will provide superior performances when considering smooth data sets, as typically found in various simulation domains.
B. Shared Memory Parallelism

Our approach can benefit from further accelerations thanks to shared-memory parallelism. The first stage (establishing the lexicographic filtration) can be done with parallel sorting (see the GNU parallel sort for an implementation example). The second stage (discrete gradient computation [80]) is trivially parallelizable on the vertices of \(K\). Regarding the third stage, computing \(D_0(f)\), the computation of the unstable sets is parallelized on a per 1-saddle basis and the processing of \(G_{D_0}(f)\) with the Union-Find data-structure is then done sequentially. In practice \(D_0(f)\) and \(D_{d-1}(f)\) are computed in parallel thanks to a task pool mechanism. Regarding the fourth stage (Algorithm 3), the homologous propagations can be computed in parallel for each 2-saddle, using lightweight synchronizations [39], [70]. Specifically, when the homologous propagation of a 2-saddle \(\sigma_2\) hits an unpaired 1-saddle \(\sigma_1\), a temporary persistence pair \((\sigma_1, \sigma_2)\) is created in \(D_1(f)\). Later, if the homologous propagation of another 2-saddle \(\sigma_2'\) also hits \(\sigma_1\), an atomic compare-and-swap operation is performed. Specifically, if \(\sigma_2'\) is anterior to \(\sigma_2\) in the lexicographic filtration, the pair \((\sigma_1, \sigma_2)\) is updated into \((\sigma_1, \sigma_2')\) and the propagation of \(\sigma_2\) is resumed at \(\sigma_1\).

VIII. APPLICATION TO GENERATOR EXTRACTION

This section presents an application of our contributions to the fast extraction of persistent 1-dimensional generators. While the topological persistence computed by our algorithm is a central simplification criterion in data visualization (Fig. 1), the information maintained by our algorithm can additionally be exploited directly for visualization purposes. Specifically, Iurichich [55] suggested to extract, for a given persistence pair \((\sigma_i, \sigma_j)\), a representative \(d_i\)-cycle homologous to \(\partial \sigma_j\), specifically, the earliest homologous \(d_i\)-cycle, created at \(\sigma_i\). For that, Iurichich introduced a specific post-processing algorithm [55], requiring the persistence diagram to be computed in a pre-processing step.

In contrast, in our work, this information is precisely maintained throughout the entire computation, for all 1-dimensional persistence pairs, and is then readily available when our persistence diagram computation algorithm has finished, resulting in further accelerations. Specifically, for each critical 2-simplex \(\sigma_j\), the homologous propagation of Algorithm 3 (lines 5 to 15) iteratively reconstructs with \(Boundary(\sigma_j)\) a sequence of 1-cycles homologous to \(\partial \sigma_j\) and any of these can be chosen as a representative generator. Specifically, we store the earliest cycle (which is not necessarily optimal [28]), which is the cycle precisely obtained at the end of the homologous propagation (line 16), when the first unpaired simplex \(\tau\) is visited. Note that the problem of extracting persistent 0 and \((d-1)\)-dimensional generators is significantly simpler and has already been addressed via merge tree based segmentations [10], [17], [38].

Figs. 13, 14, 15 and 16 illustrate the ability of persistent 1-cycles to robustly capture circular patterns on surfaces, volume data and high-dimensional point clouds respectively.

IX. RESULTS

This section presents experimental results obtained with a C++/OpenMP implementation of our approach, integrated in TTK (commit: bb3089f). Our experiments were mostly run on a commodity desktop computer with two Xeon CPUs (3.0 GHz, 2x4 cores, 64 GB of RAM), while specific scalability experiments were run on a large shared-memory system with 128 Xeon CPUs (2.6 GHz, 128x8 cores, 16TB of RAM).

A. Experimental Data

We consider a list of 34 scalar datasets available on a public repository [58], provided as 3D regular grids of various resolutions and data types. These datasets come from diverse...
The intermediate layer of diameter $k$ projected

The 2D Rips complex (computed in $\mathbb{R}^{32^2}$) to infer the structure of the space sampled by the point cloud, by adding a triangle in the complex if its diameter (the maximum pairwise distance between its vertices) is smaller than a threshold $\epsilon$. The Rips complex is shown in 3D (via MDS projection), although it is computed in $\mathbb{R}^{32^2}$.

$(d)$ The infinitely persistent 1-cycle of the diameter function (for each vertex, average of the diameter of its adjacent triangles) robustly captures the circular pattern synthetically injected in the data (Figure 16(a)), hence confirming the ability of persistent 1-cycles to recover circular patterns in high-dimensional data.

fields (bio-imaging, material sciences, combustion, quantum chemistry, fluid dynamics) and have been either acquired (e.g., CT scans) or simulated. We also consider two extreme cases: (i) an elevation function (yielding the smallest possible output, a single bar in $D_0(f)$, with infinite persistence), (ii) a random function (yielding the largest outputs in practice). Since our approach is output sensitive, we re-sampled all datasets to a common resolution (192$^3$), to better observe runtime variations solely based on the output size. This common resolution has been chosen such that most of the implementations considered in our benchmark (Section IX-C) could run on our setup. Some available datasets were too large to fit in the memory of our desktop computer and could not be downsampled to the common resolution. These have not been considered in the benchmark as we believe our desktop computer to be representative of the machines used by potential benchmark users.

We generated 2D datasets by taking a slice of each original 3D regular grid along the Z-coordinate (at mid-value). These 2D datasets were re-sampled to 4,096$^2$. Finally, we generated 1D datasets by considering a line of each 2D dataset (Y-coordinate, mid-value). These 1D datasets were re-sampled to a common resolution of 1,048,576 vertices.

Each of these 1D, 2D and 3D datasets were then triangulated into a simplicial complex by breaking up each cell into two triangles in 2D, and five tetrahedra in 3D. As discussed in Section I, our approach focuses on this generic input representation based on simplicial complexes and we will therefore consider these representations for our experiments. This results overall in 108 input datasets.

As described in Section IX-C, some of the public implementations considered in our benchmark are specialized (or include specialized backends) for regular grids. However, they do not all interpret the input data in a consistent manner. For instance, some implementations (such as Gudhi) consider the input scalars to be defined on a per voxel basis, while others (such as Dipha or CubicalRipser) consider them as defined on a per vertex basis, which results in cell complexes of significantly different sizes (in particular, penalizing Gudhi). Moreover, some implementations (such as Oineus, PairSimplices, PersistenceCycles, TTK-FTM, DMS) implicitly triangulate the input regular grid data, which changes the size of the input complex. First, since these internal data representations differ, the generated outputs will, consequently, not be exactly identical. Second, since these differences in internal representation result in cell complexes of significantly different sizes, they also induce a strong bias in runtime comparison. For these reasons, we decided to focus our analysis on the methods which natively support simplicial complexes, for which a direct and unbiased comparison can be performed. For completeness, we provide performance numbers for regular grids in Appendix B, available in the online supplemental material, but we stress that the inconsistencies in the internal representations and in the generated outputs prevent a direct and unbiased comparison.

### B. Performance Analysis

This section evaluates the time performance of our overall approach, named “DiscreteMorseSandwich” (DMS), and details the gains provided by each step of our algorithm, in comparison to the original algorithm “PairSimplices”.

Fig. 17 provides time performance curves for the 1D, 2D and 3D versions of our 36 input datasets, where computation speeds (in simplices per second, log scale) are reported as a function of the output size, and where the seminal algorithm “PairSimplices” is compared to four variants of our approach, to evaluate the performance gain of each acceleration introduced in our algorithm.

This figure confirms the output-sensitive behavior of our overall approach (DMS, blue curves), as computation speeds decrease for increased output sizes. As expected by our time complexity analysis (Section VII-A), the lowest speeds occur for 3D datasets ($2.95 \times 10^7$ simplices/sec on average) since there, the computation of $D_1(f)$ (the intermediate layer of the sandwich) has a less favorable time complexity than for
Computation speeds (simplices per second, log scale), as a function of the output size, for the distinct accelerations of our algorithm, in comparison to the seminal algorithm “PairSimplices” (red, Algorithm 1). Each pair of curves corresponds to a specific variant of our algorithm: “PairCriticalSimplices” (green, Algorithm 3), with boundary caching (yellow, Section IV-B), with “Sandwiching” (purple, Section V-A), in parallel (blue, 8 cores, Section VII-B). On average, our parallel algorithm computes in 0.04 (1D), 1.10 (2D) and 8.91 (3D) seconds, and achieves a parallel efficiency of 30.68% (1D), 59.50% (2D), and 78.89% (3D) for an overall speedup over “PairSimplices” of ×8 in 1D, ×1,046 in 2D, and ×323 in 3D.

C. Performance Benchmark

This section describes our benchmark for evaluating and comparing various public implementations for persistent diagram computation. Our Python benchmark package (https://github.com/pierre-guillou/pdiags_bench) (i) downloads and prepares the benchmark data (Section IX-A), (ii) downloads, builds and executes each implementation (Section IX-C) and (iii) aggregates the output information to produce the results provided in this section.

1) Implementations: Our benchmark includes the implementation of our algorithm “DiscreteMorseSandwich” (DMS) as well as 14 other implementations, whose specifications are reported in Table I. A few clarifications are needed regarding certain implementations. In particular, TTK-FTM only computes \(D_0(f)\) and \(D_{d-1}(f)\). Ripser and its scikit-tda version both reported integer overflows for relatively large inputs (issue communicated to the authors). A number of implementations (among the category “Boundary Matrix Reduction”) require an explicit boundary matrix as an input, which we compute in a pre-processing stage with TTK.

2) Output Comparison: To check the correctness of our implementation, we compute the \(L_2\)-Wasserstein distance [30] between our output and the one computed by each implementation included in the benchmark, for each dataset, for each output dimension. To enable the direct comparison of this distance across datasets, we consider as input scalar field \(f\) the vertex order, after sorting all input data values (i.e., \(f(v) \in [0, n_v - 1]\)). The average distance for all datasets, for all output dimensions, is reported in the column “Distance” of Table I. These numbers show that our implementation generates outputs which are strictly identical to most other implementations (PairSimplices, Dionysus2, DIPHA, Javaplex, etc.). Variations from 0 seem to indicate slight inaccuracies for the corresponding implementation. For instance, for handling boundary effects, TTK-FTM only implements the second strategy described in Appendix A, available in the online supplemental material, (i.e., it ignores the virtual maximum on the boundary), which impacts distance evaluations for \(D_{d-1}(f)\) (see Appendix A, available in the online supplemental material). Note that this distance is only reported for the (non timed out) implementations natively supporting simplicial complexes, as outputs differ significantly in the case of regular grids (depending on the implementation’s data interpretation, see Section IX-A).
3) Performance Metrics: We evaluate performance along two major aspects: computation time and memory requirement. Regarding computation time, we consider the timings reported by each implementation, from which we remove the input/output times (for reading the input from disk and writing the output to disk). We also do not include the pre-processing time dedicated to boundary matrix computation, for the implementations which require this input form. Thus, our timings only include the core computation phase and we report in the following computation speeds, expressed in number of simplices per second. To enable an acceptable overall runtime (for the entire benchmark), we decided to interrupt all computations after a pre-defined timeout threshold of 15 minutes for all experiments.

Memory usage is evaluated with Python’s standard library https://docs.python.org/3/library/resource.html resources and we report the maximum resident set size of each implementation (run in a dedicated subprocess).

4) Benchmark Results: Fig. 18 first reports, for each input dimension, the computation speed in sequential mode for all the (non timed out) implementations supporting simplicial complexes natively, for which no parallelism was observed or for which the number of threads could be explicitly set to one. There, as can be expected, the only non-C++ implementation (Eirene.jl) provides the lowest speeds. Overall, the other C++ based implementations report computation speeds between $10^5$ and $10^8$ simplices per second. PHAT and our method DMS report the fastest sequential runtimes for all dimensions, with DMS improving over PHAT in 1D and 2D by 48% and 51% respectively, while PHAT provides the best average sequential times in 3D, with a gain of 38% over DMS. In Fig. 18, PersistenceCycles [55] is the method which is the most related to our approach. However, similar to other DMT-based approaches [41], [68], [72], [80], it computes the full Morse complex (prior to running a standard boundary matrix reduction on it). In contrast, our approach computes only the necessary subparts of the Morse complex: the (1D) unstable sets of 1-saddles for $D_0(f)$, the (1D) stable sets of 2-saddles for $D_2(f)$ – which are much smaller than their (2D) unstable sets, and the (2D) unstable sets for only a small subset of the 2-saddles, specifically, only those involved in $D_2(f)$. This careful selection already provides a significant performance gain (Appendix C), available in the online supplemental material. Next, the construction of $D_0(f)$ and $D_2(f)$ uses a Union-Find data-structure, which is much more efficient than boundary matrix reduction. Overall, this results in runtime gains of 92% and 89% of DMS over PersistenceCycles in 2D and 3D respectively.

Next, Fig. 19 reports, for each input dimension, the computation speed in parallel mode (using 8 cores) for all the (non timed out) implementations supporting simplicial complexes natively, for which parallelism was observed (typically using all available cores, in certain phases of the algorithm, for instance sorting) or for which the number of threads could be controlled explicitly. In this figure, note that only the pre-processing sorting step of Gudhi benefits from parallelism, the core of its algorithm being sequential. Similarly to the sequential case, the only non-C++ implementation (JavaPlex) provides the lowest speeds, as can be expected. The other C++ based implementations all report computation speed increases when parallelism is activated. In comparison to PersistenceCycles specifically (the other method of Fig. 19 based on DMT), our method DMS improves runtimes by 87% in 2D and 92% in 3D. Overall, DMS reports the fastest parallel runtimes for all dimensions, improving runtimes by 74%, 77% and 56% over the fastest competing technique, in 1D, 2D and 3D respectively. These fastest runtimes can be explained by an improved parallel efficiency over competing techniques. In particular, the discrete gradient computation is trivially parallel, while several other steps of our approach are also parallelized efficiently (Section VII-B).

We further investigate parallel scalability in Fig. 20, which reports for the most efficient parallel implementations, in 2D (left) and 3D (right), their average computation speeds (average over all datasets) when increasing the number of used cores. This figure indicates that no implementation scales significantly when increasing the number of cores and that most implementations reach a high plateau of speed (essentially due to the remaining sequential parts of the algorithms) beyond 32 cores in 2D and 96 cores in 3D. Moreover, PHAT, which presented encouraging parallel performances on a desktop computer, seems to suffer
drastically from NUMA effects on our large system, resulting in an absence of parallel acceleration. Overall, DMS reports the fastest performances on this system, improving runtimes with 128 cores by 76% and 52% over the fastest competing technique, in 2D and 3D respectively.

Together, Figs. 19 and 20 also indicate that DMS is more versatile than other approaches, as it outperforms the most appropriate implementation for each system (PHAT for the desktop computer, and DIPHA for the large system).

Finally, Table II reports the memory footprint for all the implementations supporting simplicial complexes natively, and for which the computation completed successfully. There, one can observe that the methods supporting parallelism have a very similar (if not identical) memory footprint when parallelism is activated. Overall, the methods taking a boundary matrix as an input tend to have the largest memory footprints. In contrast, DMS uses TTK’s internal triangulation data-structure [94] for modeling the input simplicial complex, which can be interpreted as a sparse representation of the boundary matrix, resulting in substantial improvements over the most competitive techniques, by 25%, 5% and 15% in 1D, 2D and 3D respectively.

D. Limitations

Similarly to the original algorithm “PairSimplices” [31, [103], our variant “PairCriticalSimplices” can work in principle in arbitrary dimension. However, Robin’s expansion algorithm [80] provides strong guarantees – regarding the correspondence between critical simplices and PL critical points – for input datasets in up to three dimensions. Beyond, such a correspondence is no longer guaranteed and our zero-persistence skip procedure (Algorithm 2) may no longer be valid.

X. CONCLUSION

This paper introduced an efficient algorithm for the computation of persistence diagrams for scalar data. Specifically, we documented a stratification strategy, which (i) computes the easiest diagrams first ($D_1(f)$ and $D_{d-1}(f)$) with an efficient Union-Find based processing applied to a carefully selected subset of the stable and unstable sets of saddles and which then (ii) efficiently computes the remaining diagram ($D_1(f)$) by revisiting the seminal algorithm “PairSimplices” [31, [103] in the context of discrete Morse theory. Experiments on 36 public datasets validated the performance improvements of our approach over the algorithm “PairSimplices”, with two orders of magnitude speedups in 3D. A comprehensive benchmark including 14 public implementations for persistent homology computation indicated that our approach provides the lowest memory footprints, as well as the fastest parallel performances. Additionally, our experiments illustrated the versatility of our approach, as it outperforms (in 1D, 2D and 3D) the most appropriate methods for each tested system (PHAT for the desktop computer and DIPHA for the large system), providing users with performance confidence irrespective of their system.

In the future, we will investigate alternative strategies for discrete gradient computation, in order to extend our zero-persistence skip procedure to arbitrary dimensions. Moreover, we will explore strategies for distributed computation, to further improve parallel scalability on large systems.
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