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Abstract

In this paper, we propose a new global analysis framework for a class of low-rank matrix recovery problems on the Riemannian manifold. We analyze the global behavior for the Riemannian optimization with random initialization. We use the Riemannian gradient descent algorithm to minimize a least squares loss function, and study the asymptotic behavior as well as the exact convergence rate. We reveal a previously unknown geometric property of the low-rank matrix manifold, which is the existence of spurious critical points for the simple least squares function on the manifold. We show that under some assumptions, the Riemannian gradient descent starting from a random initialization with high probability avoids these spurious critical points and only converges to the ground truth in nearly linear convergence rate, i.e. \(O(\log(1/\epsilon) + \log(n))\) iterations to reach an \(\epsilon\)-accurate solution. We use two applications as examples for our global analysis. The first one is a rank-1 matrix recovery problem. The second one is the Gaussian phase retrieval problem. The second example only satisfies the weak isometry property, but has behavior similar to that of the first one except for an extra saddle set. Our convergence guarantee is nearly optimal and almost dimension-free, which fully explains the numerical observations. The global analysis can be potentially extended to other data problems with random measurement structures and empirical least squares loss functions.

1 Introduction

Low-rank matrix recovery problems have been extensively studied in machine learning, signal processing, imaging science, advanced statistics, information theory and quantum mechanics, etc. Related problems include but are not limited to matrix factorization, matrix sensing, matrix completion, phase retrieval, robust PCA, density matrix detection, subspace clustering, to name a few.

Earlier approaches on these problems include convex relaxation methods [11,12,13,14,40], which convexify the problems by replacing rank minimization with nuclear norm minimization, and achieve exact recovery with provable guarantee. More recent works have shifted focus to non-convex methods due to their lighter computational cost. Specifically, those methods mainly depend on the Burer-Monteiro factorization (e.g. parameterize a rank-\(r\) matrix \(Z = (U,V) = UV^T\), with \(U,V \in \mathbb{F}^{n \times r}\)) and the global landscape analysis of the corresponding non-convex objective function [5,6,22,23,24,25,34,42]. For example, for some specific machine learning problems, it has been shown that the landscape does not have spurious local
minima. This property, combined with the convergence results in non-convex optimization \cite{23,29}, leads to convergence guarantees for second-order stationary points. We refer the reader to the excellent survey papers \cite{17,25,28,40} on low-rank matrix recovery.

Despite such progress, many questions remain unanswered. In particular, the convergence rate results obtained by those non-convex methods are largely sub-linear, in sharp contrast to numerical observations indicating fast and nearly linear convergence. Furthermore, the Burer-Monteiro factorization \cite{8,9} may result in uncountably many artificial critical points. Lastly, individual problems are usually handled case by case without a full understanding of the intrinsic mechanism behind these problems.

To understand these questions, we propose a unified global analysis framework from the viewpoint of a Riemannian manifold. Instead of factorizing the low-rank matrix, we impose the low-rank constraint by restricting the domain to the low-rank matrix manifold $\mathcal{M}_r := \{ Z : \text{rank}(Z) = r, \ Z \in \mathbb{F}^{n_1 \times n_2} \}$, $\mathbb{F} = \mathbb{R}$ or $\mathbb{C}$. We consider the following optimization problem over this low-rank manifold:

$$
\min_{Z \in \mathcal{M}_r} f(Z) = \frac{1}{2} \| T(Z) - y \|^2_2,
$$

where $T : \mathcal{M}_r \rightarrow \mathbb{R}^m$ is a linear operator, $T(Z) = \sqrt{m} (\langle A_1, Z \rangle, \ldots, \langle A_m, Z \rangle)^T$, and $y \in \mathbb{R}^m$ with $y_j = \frac{1}{\sqrt{m}} \langle A_j, X \rangle$. The formulation is general and covers many different low-rank matrix recovery problems, as shown in the following examples.

**Example.** We give a few specific examples of the operator $T$ and measurements $\{ A_j \}_{j=1}^m$.

1) **Matrix sensing:** $T : \mathcal{M}_r \rightarrow \mathbb{R}^m$, where $\{ A_j \}_{j=1}^m \subset \mathbb{F}^{n_1 \times n_2}$ have entries drawn i.i.d from $N(0, 1)$, if $\mathbb{F} = \mathbb{R}$; and $\sqrt{2} N(0, 1) + i \sqrt{2} N(0, 1)$, if $\mathbb{F} = \mathbb{C}$.

2) **Matrix completion:** $T : \mathcal{M}_r \rightarrow \mathbb{R}^m$, where $\{ A_j \}_{j=1}^m \subset \mathbb{F}^{n_1 \times n_2}$ are generated by a uniform sampling of indices $\Omega \subset [n_1] \times [n_2]$ of a $n_1 \times n_2$ matrix. The matrix $A_j$ is the indicator of the $j$-th sampled entry, i.e. with value 1 in the sampled indices and 0’s in the other indices.

3) **Gaussian phase retrieval:** $T : \mathcal{M}_1 \rightarrow \mathbb{R}^m$, where $\{ A_j \}_{j=1}^m \subset \mathbb{F}^{n \times n}$ are also rank-1 matrices. In the real case, $A_j = a_j a_j^T$ with $a_j \in \mathbb{R}^n$ and their entries are drawn i.i.d from $N(0, 1)$; in the complex case, $A_j = a_j a_j^*$ with $a_j \in \mathbb{C}^n$ and their entries are drawn i.i.d from $\sqrt{2} N(0, 1) + i \sqrt{2} N(0, 1)$.

All the above examples can be considered as random sensing of a low-rank matrix, where $T$ is a linear operator and $A_j$’s are drawn from some random distribution. There are also works on the number of measurements and their distributions in order to guarantee successful recovery. Despite the difference in the problem setting in these models and the distribution of $A_j$’s, their population problems share some common properties. For this reason, we will focus on the global convergence behavior of the population problem in this paper.

More specifically, the population loss of matrix sensing and matrix completion is $\mathbb{E} f(Z) = c \| Z - X \|^2_F$ for some positive constant $c > 0$, while that of the phase retrieval problem is $\mathbb{E} f(Z) = c \| Z - X \|^2_F + \frac{1}{2} (\| Z \|_F - \| X \|_F)^2$ with $c = 1$ or $\frac{1}{2}$ (see Theorem 2.3). Thus we study the
asymptotic behavior and the convergence rate of a sequence generated by randomly initialized Riemannian gradient descent (the implementation of projected gradient descent defined in (6), with details in Appendix A.2) minimizing

$$ \min_{Z \in \mathcal{M}_r} F_1(Z) = \frac{1}{2} \|Z - X\|_F^2, $$

or

$$ \min_{Z \in \mathcal{M}_r} F_2(Z) = \frac{\theta}{2} (\|Z\|_F - \|X\|_F)^2 + \|Z - X\|_F^2. $$

In other words, we analyze the isometry case $F_1(z) = \|Z - X\|_F^2$, and the weak isometry case $C_1 \|Z - X\|_F^2 \leq F_2(Z) \leq C_2 \|Z - X\|_F^2$, where $C_2 > C_1 > 0$. Many low-rank matrix recovery problems belong to the former category, while the phase retrieval problem falls into the latter category (for more details see Section 2.2).

The main results of our global analysis framework are as follows.

**Theorem (Informal version of Theorem 2.1).** With high probability no less than $\frac{1}{\text{poly}(n)}$, the sequence generated by a randomly initialized Riemannian gradient descent needs $O(\log n + \log \frac{1}{\epsilon})$ iterations to reach an $\epsilon$-accurate solution of $X$ in minimizing (2).

**Theorem (Informal version of Theorem 2.3).** For a class of specific weak isometry problems (3), with high probability no less than $\frac{1}{\text{poly}(n)}$, the sequence generated by a random initialized Riemannian gradient descent needs $O(\log n + \log \frac{1}{\epsilon})$ iterations to reach an $\epsilon$-accurate solution of $X$.

The above results provide a partial explanation for the mechanism behind the nearly linear convergence rate of vanilla first-order methods. The $O(\log n)$ term in the number of iterations is mainly due to the fact that these problems have benign saddle points or saddle-like spurious points, and the sequence can escape these saddle points or saddle-like points in $O(\log n)$ iterations. Under the setting of our problems, the vanilla Riemannian first-order scheme with random initialization converges to the second-order stationary points in a nearly linear rate essentially independent of the dimensionality of the problem with high probability.

**Numerical illustration.** In Figure 1, we give some representative numerical results obtained using the Riemannian gradient descent (defined (6) with details in Appendix A.2) with random initialization on the manifold to minimize the least squares loss functions of three problems. We observe nearly linear convergence in all three experiments. It is consistent with the theoretical results stated above. Note that the nearly linear convergence rate here is in sharp contrast with the sub-linear theoretical guarantees from previous works. Our goal is thus to bridge this gap between theory and practice.

### 1.1 Comparison and challenges

**Burer-Monteiro parametrization.** Many low-rank matrix recovery problems are based on the Burer-Monteiro parameterization [6, 8, 9, 25, 42], which parameterizes a low-rank matrix $Z \in \mathbb{R}^{d \times d}$ as $Z = XX^T$, where $X \in \mathbb{R}^{d \times \sqrt{d}}$.
(a) Least squares function with 

\[ F_1(Z) = \frac{1}{2} \|Z - X\|_F^2, \quad n=200, \quad r=10. \]

(b) Matrix sensing with 

\[ f(Z) = \frac{1}{2} \|T(Z) - y\|_2^2, \quad n=100, \quad r=5, \quad m=2500. \]

(c) Phase retrieval with 

\[ f(Z) = \frac{1}{2} \|T(Z) - y\|_2^2, \quad n=100, \quad m=1000. \]

Figure 1: The PGD with random initialization. Each log-error band stands for the results from 100 independent experiments.

\[ |\mathbb{R}^{n \times n}| \text{ by } UU^H, \text{ with } U \in \mathbb{R}^{n \times r}. \] It focuses on the least squares loss function as follows:

\[ \min_{U \in \mathbb{R}^{n \times r}} \frac{1}{2} \|T(UU^H) - y\|_2^2. \]  \hspace{1cm} (4)

In contrast, we study a different formulation as follows

\[ \min_{Z \in \mathbb{M}_r} \frac{1}{2} \|T(Z) - y\|_2^2, \]  \hspace{1cm} (5)

and perform analysis directly in the manifold domain of \( Z \) instead of the Euclidean domain of \( U \). Problem (5) has a few advantages over Problem (4). Firstly, the Burer-Monteiro factorization could result in many more artificial critical points due to the reformulation. To see this, if \( X = UU^H \) is a critical point, then \( X = (UP)(UP)^H \) (the exponent \( H \) denotes the Hermitian adjoint) with any unitary \( P \in \mathbb{R}^{r \times r} \) is also a critical point. Such duplication of critical points can cause troubles both in the asymptotic behavior and the convergence rate \[21, 27\]. Secondly, in many machine learning problems, the low-dimensional structure does not always translate into an appropriate factorization. Thus the global analysis on the low-rank matrix manifold provides a first step towards a broader extension to other applications in data science. Lastly, the objective function of (1) is quadratic, while that of (4) is 4th-degree in terms of \( U \). The former is more desirable in analysis.

**Rank-1 versus rank-r.** There are plenty of works that explore the asymptotic landscape and exact convergence rate for rank-1 problems \[16, 47\]. Our results differ from these previous works in that we provide a unified framework of analysis that applies to the general rank-r problem (Theorem 2.1), which is much more challenging than the rank-1 problem. To see the major technical challenge for general rank-r problems, note that while for the rank-1 problem, the core matrix is an \( 1 \times 1 \) matrix (a scalar), for general rank-r problem it becomes an \( r \times r \) matrix. The closed form solutions of some quantities (e.g. the angles between the column spaces) are no longer available, which adds considerable difficulty to the convergence analysis.

---

\[ ^3 \text{We assume that } X \text{ and } Z \text{ are SPSD (symmetric positive semidefinite). For a treatment of the asymmetric case, we refer to } [24]. \]
**Convergence rate.** Earlier landscape analysis on the low-rank matrix recovery [6, 22, 24, 25, 34, 42], combined with the convergence guarantee for the non-convex optimization [23, 29], indicates polynomial convergence towards the second-order stationary point. More recently, the authors in [16] achieved nearly linear convergence for the rank-1 phase retrieval problem. We point out that the result of [16] is consistent with our global analysis results (Section 2.2). In addition, we stress that the nearly linear convergence is common among other low-rank matrix recovery problems, at least from the manifold optimization perspective. Our work explores the following aspects: (1) whether the nearly optimal and fast convergence rate can be proved for the general rank-\(r\) matrix recovery; (2) how a weak isometry property affects the results; and (3) what is the common mechanism behind many different kinds of low-rank matrix recovery problems.

### 1.2 Insights and discussions

**The power of randomness.** First-order schemes are widely used in large-scale computation due to their light computational cost. Under certain assumptions, first-order schemes are shown to have fast local convergence to the neighborhood of stationary points [36, 37]. A common problem with first-order schemes is that undesirable critical points including saddle points and local maxima could occur. Due to the lack of geometry information around critical points, first-order schemes with bad initialization could be trapped around the undesirable critical points instead of converging to the local minima. However, when augmented with randomness, the first-order schemes work well and have some provable guarantees. Below we discuss two major ways of incorporating randomness, namely the randomly perturbed first-order schemes and the randomly initialized first-order schemes.

- **Perturbed first-order schemes.** There are a few studies on the convergence of perturbed first-order schemes towards second-order stationary points both in the Euclidean and the Riemannian settings, see [18, 21, 23, 29, 43]. These results show that general global convergence rate is polynomial and almost dimension-free. Whereas the intermittent perturbations help perturbed schemes escape the saddles better than non-perturbed first-order schemes in the worst case [21], they also prevent a very accurate approximation of the ground truth without further (and sometimes complicated) modifications.

- **Randomly initialized first-order schemes.** Though it has been proved that randomly initialized gradient descent asymptotically escapes saddles and only converges to the local minima [27, 32, 33, 39], its convergence rate is much less clear. In the worst case, when the initialization is close to the stable manifold of saddle points, the convergence towards the local minima slows down substantially. Indeed, the authors of the previous work [21] show that, in the worst case, the randomly initialized gradient descent can take exponential time to escape from the saddles. Despite such worst case scenario, the optimal efficiency of saddle escape behavior in a more general sense remains unclear. A recent answer to this question is given by the authors of [16], who show that for the rank-1 phase retrieval problem, gradient descent with random initialization has a nearly linear and almost dimension-free convergence rate, improving upon the previous polynomial
convergence rate. This motivates us to study the mechanism behind the fast convergence rate and establish similar results for general rank-r matrix recovery problems.

We point out that an alternative way to avoid saddle points or local maxima is to use Hessian-based schemes and make use of second-order geometry information around the critical points. But the computational cost of such methods is expensive and its implementation can be complicated.

**Population loss versus finite-sample.** Previous works [16] have approached the heuristic treatment of the finite-sample loss function by splitting it into the population loss function plus the deviation from the population. We adopt a similar viewpoint on the Riemannian manifold.

For example, using the Riemannian gradient descent with random initialization to minimize

\[ f(Z) = \frac{1}{2} \| T(Z) - T(X) \|^2, \quad Z \in M_r, \]

one can rewrite the empirical least-square loss function and its gradient into

\[ f(Z) = F(Z) + \frac{1}{m} \sum_{j=1}^{m} \theta_j, \quad \theta_j = \langle A_j, Z - X \rangle^2 - \mathbb{E} \left( \langle A_j, Z - X \rangle^2 \right); \]

\[ \nabla f(Z) = \nabla F(Z) + \frac{1}{m} \sum_{j=1}^{m} \eta_j, \quad \eta_j = \nabla \theta_j. \]

Here, \( F(Z) := \mathbb{E} (f(Z)) \), and \( \theta_j \)'s and \( \eta_j \)'s are i.i.d mean-zero random variables (deviation terms). By the central limit theorem, heuristically, with high probability we have

\[ \frac{1}{m} \sum_{j=1}^{m} \eta_j \leq \frac{\text{poly}(\log m)}{\sqrt{m}}. \]

By requiring \( m \geq n \cdot \text{poly}(\log n) \), one can control the deviations \( \sum_{j=1}^{m} \eta_j \). Then the minimization of the empirical loss function \( f(Z) \) is close to that of the population loss function \( F(Z) \). There are many methods to control the randomness, for example the truncation methods [15, 34]. In this way, we can understand the mechanism behind many random sensing problems by analyzing the global convergence of the population dynamics.

**1.3 Organization of this paper**

The rest of the paper is organized as follows. In Section 2 we present the main results of this paper, namely the framework of global analysis for three low-rank matrix recovery problems. We show the nearly linear convergence guarantee for the randomly initialized Riemannian gradient descent towards the ground truth, when minimizing different kinds of the population least squares loss functions. Specifically, Section 2.1 gives brief preliminary information, Section 2.2 states the main results, and Section 2.3 highlights the main ideas of the proof. In Section 3 we lay out a full description of the proof strategy for the first main result in four parts. In particular, Section 3.1 describes the trajectory behavior, which serves as the key intermediate steps.
for proving the first main result. Section 3.2 introduces the Łojasiewicz convergence tool as a fundamental convergence guarantee. Section 3.3 is devoted to the geometry of the low-rank matrix manifold, where we classify all the critical points of the simple least squares function and study the spurious regions around spurious critical points. Some technical lemmas are given in Section 3.4. Section 4 contains the proofs of the second and third main results, which are similar but considerably simpler than that of the first main result. Finally, in Section 5, we make some concluding remarks. In Appendix A, we present the manifold setting and the light-computational optimization technique. All technical proofs are deferred to Appendix B, and some auxiliary lemmas are provided in Appendix C.

2 Main results

In this section, we introduce the main results of this paper. The optimization problems we are looking at are (2) and (3), namely we minimize either \( F_1(Z) = \frac{1}{2} \|Z - X\|_F^2 \) or \( F_2(Z) = \frac{\theta}{2} (\|Z\|_F - \|X\|_F)^2 + \|Z - X\|_F^2 \) on the low-rank matrix manifold \( \mathcal{M}_r \). The analysis is based on the case of symmetric positive semi-definite (SPSD), and one can refer to [24] for the treatment of asymmetric case.

2.1 Preliminaries

We first introduce the necessary notations, optimization techniques and assumptions for the statement of our main results.

**Notations.** Denote \( \mathcal{M}_s \) as the fixed rank manifold \( \{ Z \in \mathbb{F}^{n_1 \times n_2} : \text{rank}(Z) = s \} \), and \( \overline{\mathcal{M}}_s \) as its closure. In the symmetric (Hermitian) case, denote \( n = n_1 = n_2 \). Throughout the paper, \( \mathbb{F} = \mathbb{R} \) or \( \mathbb{F} = \mathbb{C} \). Let \((\cdot)^H\) denote the transpose (adjoint), i.e. \((\cdot)^H = (\cdot)^T\) when \( \mathbb{F} = \mathbb{R} \); and \((\cdot)^H = (\cdot)^*\) when \( \mathbb{F} = \mathbb{C} \). The matrix \( X \) always denotes the ground truth matrix with \( \text{rank}(X) = r \), while \( Z^* \) can be any fixed point (or accumulating point) of an algorithm. For integer \( s > 0 \), denote \( [s] = \{1, 2, \ldots, s\} \). For any \( j \in [r] \), let \( \backslash j := [r] \backslash \{j\} \). Denote \( X = UDV^H \). For any \( j \in [r] \), let \( d_j := D(j, j) \), and \( U_j := U(\cdot, j) \), where \( d_j \)'s are in the descending order. Let \( \sigma_j(\cdot) \) denote the \( j \)-th largest singular value or eigenvalue of a matrix. Unless otherwise specified, the vector norm we use is \( \| \cdot \|_2 \) and the matrix norm is \( \| \cdot \|_F \). Unless otherwise specified, we use \( 0 < c, C < \infty \) to denote any absolute constant independent of \( n \) in our statement that may vary in different contexts. The symbol \( \Omega(N) \) means that there exist constants \( C \geq c > 0 \) such that \( c \cdot N \leq \Omega(N) \leq C \cdot N \), and \( \Omega(N) \) means that there exist a constant \( C > 0 \) such that \( \Omega(N) \leq C \cdot N \). In this paper, we focus on the large \( n \) regime, and other quantities including \( r \) and \( \sigma_r(X) \) will be treated as constants and will be ignored in the \( \Omega(\cdot) \) and \( \Omega(\cdot) \). The symbol \( \text{poly}(n) \) stands for a nonnegative quantity upper bounded by \( C \cdot n^k \) for some \( C > 0 \) and \( k \in \mathbb{N}_+ \).

**The optimization technique.** We use a Riemannian gradient descent method called the Projected Gradient Descent (the PGD):

\[
Z_{k+1} = \mathcal{R} \left( Z_k - \alpha_k P_{T_{Z_k}} (\nabla f(Z_k)) \right).
\]
Here $P_{T_{Z_k}}$ is the projection onto the tangent space of $\mathcal{M}$ at point $Z_k$, $\alpha_k$ is the $k$-th stepsize, and $R : T_Z \rightarrow \mathcal{M}$ is a retraction operator. This can be viewed as the vanilla first-order scheme on the Riemannian manifold. A more detailed description of the method and the respective operations are deferred to Appendix A.

**Assumptions.** The following assumptions are necessary for all of the main results.

Assumption 1: Assume $\alpha > 0$ is a small constant such that the discretized system can be well approximated by the continuous system. In the following, we assume that the first-order approximation can provide an accurate approximation for sufficiently small $\alpha$, and higher order terms are Lipschitz continuous.

Assumption 2: Assume that the singular values of $Z$ are always simple and do not cross one another along the whole gradient flow or gradient descent trajectory.

Remark. Gradient flow of $Z$ with non-crossing singular values is common in practice. In fact, it is *generic* as is proved in [20]. However, gradient flows with crossing singular values are also observed in some experiments. Assumption 2 is mainly for the purpose of technical analysis, as crossing singular values introduces extra difficulty. It could be overcome by considering subspaces of singular vectors as a whole.

## 2.2 Statement of main results

We are now ready to state the three main results of this paper.

**Main result 1: Global convergence for least squares on $\mathcal{M}_r$**

We will prove that the randomly initialized Riemannian gradient descent (the PGD) for $F_1(Z) = \frac{1}{2} \| Z - X \|_F^2$ with high probability escapes the spurious critical points $S_{Z^*}$ (to be defined in Section 3.3) and converges to the global minimum $X$. Moreover, with high probability the convergence rate is nearly linear and almost dimension-free, i.e., for $k \geq \mathcal{O}(\log n)$, we have $\| Z_k - X \|_F \leq e^{-ck} \| Z_0 - X \|_F$, with the constant $c > 0$ uniformly bounded from below. Specifically, we have the following theorem.

**Theorem 2.1.** Let $F_1(Z) = \frac{1}{2} \| Z - X \|_F^2$, and $X = UDU^H$ has distinct eigenvalues. Let $\{Z_k\}_k$ be the sequence generated by the Riemannian gradient descent (the PGD) initialized at $Z_0$ which is drawn from the general random distribution (as defined in Definition 3.12). Then, with high probability no less than $1 - \frac{1}{\text{poly}(n)}$, we have the following convergence results:

1) The initial matrix $Z_0$ falls into the branch such that $\lim_{k \rightarrow \infty} Z_k = X$. Further, there exists constant stepsize $\alpha > 0$ small enough and $\mathcal{T} = \mathcal{O}(\log n)$ such that:

$$\| Z_k - X \|_F^2 \leq e^{-ck}, \text{ for all } k \geq \mathcal{T}.$$  

The positive constant $c$ depends on $\sigma_r(X)$ and $\alpha$. In other words, it takes no more than $\mathcal{O}(\log \frac{1}{\epsilon} + \log n)$ iterations to get an $\epsilon$-accurate solution (i.e. to achieve $\| Z - X \| \leq \epsilon \| X \|_F$) via the randomly initialized Riemannian gradient descent (the PGD).

---

4 A property of a topological space is called *generic* if it holds for a subset of the space which is of the second Baire category.
2) With probability 0, $Z_0$ falls into the other branches such that $\lim_{k \to \infty} Z_k = Z^* \in S_{Z^*}$ (defined in Lemma 3.7).

We will prove Theorem 2.1 by using Theorem 3.1, Theorem 3.2, and Theorem 3.3, and will provide a detailed proof strategy in Section 3.

**Stationary points.** For $F_1(Z) = \frac{1}{2} \lVert Z - X \rVert_F^2$, the stationary points of the PGD are either the ground truth $X$, or

$$S_{Z^*} := \{ Z^* : Z^* = U_1 D_1 V_1^H, \text{ where } U = (U_1, U_2), D = \text{diag} \{ D_1, D_2 \}, \text{ and } V = (V_1, V_2), Z^* \neq X \}.$$ 

See also Lemma 3.7 for more details of this result. If $X$ has distinct eigenvalues, then $|S_{Z^*}| = 2^r - 1$. In particular, every point in $S_{Z^*}$ has a property similar to that of a saddle point (we call it a saddle-like property), except that the Hessian has a $-\infty$ direction, which indicates that the curvature is singular at such point. The neighborhood of $S_{Z^*}$ is crucial because the Riemannian gradient becomes degenerate.

**Attraction by spurious stationary points.** The fundamental convergence tool to be presented in Theorem 3.4 ensures linear convergence towards $X$ when minimizing $F_1(Z)$ via the Riemannian gradient descent (the PGD) in most part of the manifold. However, when the sequence gets close to $\hat{S}_{Z^*}$, in the local region $\mathcal{B}(\hat{S}_{Z^*}, \delta)$, the convergence slows down and the sequence is attracted to $S_{Z^*}$. Although the worst initialization leads to non-escape from $S_{Z^*}$ (or, say $\infty$ number of iterations to escape), we estimate the upper bound on the number of iterations needed to escape $S_{Z^*}$ with high probability.

**Estimation of the iterations trapped by $S_{Z^*}$.** From Lemma 3.13, the “angle” (the product of the two column vector matrices) between the randomly initialized column space and the ground truth column space is of order $\Omega(\frac{1}{n})$. If the angle remains $\Omega(\frac{1}{n})$ when the sequence enters the spurious region $\mathcal{B}(\hat{S}_{Z^*}, \delta)$ (defined in Lemma 3.9), and it grows exponentially fast, then it takes $O(\log n)$ iterations for the angle to become $\Omega(1)$. By Lemma 3.10, this indicates successful escape from the spurious regions. To further understand why it takes $O(\log n)$ iterations to escape the spurious regions, we use a toy example (Example 3.18) to show that for a general strict saddle, exponential escape behavior is also present. However, the $Z^*$ differs from such a general strict saddle in that the Hessian of $Z^*$ has $-\infty$ directions. Still, we can bound the number of iterations needed to escape from $\mathcal{B}(\hat{S}_{Z^*}, \delta)$ by throwing away a small probability measure of points. Such analysis is based on Lemma 3.17, Lemma 3.19, and Lemma 3.21.

**Main result 2: Global convergence for least squares on $M_1$**

The second main result can be regarded as a special case of Main result 1 restricted to $r = 1$. However, the analysis is much easier to follow. We list this as one of the main results because the trajectory behavior of this case is very similar to that of phase retrieval in the third main result. When $r = 1$, by Lemma 3.7, we have $S_{Z^*} = \{0\}$. In addition, we can directly write out the closed form gradient descent or gradient flow. The result is stated in the following theorem.

**Theorem 2.2. (Rank-1 isometry case)** Assume $X$ satisfies $\text{rank}(X) = 1$, $\|X\|_F = 1$. We consider $F_1(Z) = \frac{1}{2} \|Z - X\|_F^2$ with $Z \in M_1$. Let $\{Z_k\}$ be the sequence generated by the Riemannian gradient descent (the PGD) initialized at $Z_0$ which is drawn from the general random distribution. Denote $Z = zz^H$ and $X = xx^H$, $h = \|Z\|_F$ and $p = \frac{(X, Z)}{\|X\|_F \|Z\|_F}$. Then, we have
1) The evolution dynamics can be described by the following discrete system:

\[
    h_{k+1} = h_k + \alpha (-h_k + \rho_k) + \mathcal{O}(\alpha^2),
    \]
\[
    \rho_{k+1} = \rho_k + 2\alpha \frac{\rho_k}{h_k} (1 - \rho_k) + \mathcal{O}(\alpha^2).
\]

2) Further, there exists \( \alpha > 0 \) small enough such that with high probability no less than \( 1 - \frac{1}{\text{poly}(n)} \), the Riemannian gradient descent (the PGD) only converges to the equilibrium with \( \rho^* = h^* = 1 \), meaning \( \lim_{k \to \infty} Z_k = X \). Moreover, it takes \( \mathcal{O}(\log \frac{1}{\epsilon} + \log n) \) iterations to generate an \( \epsilon \)-accurate solution, i.e. to achieve \( \|Z - X\|_F \leq \epsilon \|X\|_F \).

Theorem 2.2 is in preparation for the next main result on the global convergence for the special case of phase retrieval. As we will see below, the population loss function of phase retrieval differs from \( F_1 \) in that it only satisfies a weak isometry property. A detailed proof of Theorem 2.2 and its connection with Theorem 2.3 can be found in Section 4. The proof is similar to that of Theorem 2.1 but much simpler.

**Main result 3: Global convergence for the population phase retrieval problem**

Isometry properties weaker than the RIP are also common in various real-world applications. An example is the phase retrieval problem, whose loss function is given below:

\[
    f(Z) = \frac{1}{2} \|T(Z) - y\|_2^2 = \frac{1}{2m} \sum_{j=1}^{m} (A_j Z - X)^2.
\]

Here, \( X = xx^H \) is the ground truth, \( y = T(X) \), \( Z = zz^H \), and \( A_j = a_j a_j^H \), where \( a_j \)'s are i.i.d drawn from \( \mathcal{N}(0, I_n) \) or \( \frac{1}{\sqrt{2}} (\mathcal{N}(0, I_n) + i \cdot \mathcal{N}(0, I_n)) \). To simplify the analysis, we only establish the result for the population loss function here. We focus on studying the problem on the Riemannian manifold and revealing its connection to the rank-1 isometry case (Theorem 2.2). Our proof complements that of [16], which establishes a complete proof for random measurements from a different viewpoint.

**Theorem 2.3.** For the Gaussian phase retrieval problem \( 7 \), we have the following results:

1) Let \( F_2(Z) := \mathbb{E} f(Z) \) be the population loss of \( f \). Then, we have \( F_2(Z) = \frac{\theta}{2} (\|Z\|_F - \|X\|_F)^2 + c \cdot \|Z - X\|_F^2 \), where \( \theta = 1 \), and \( c = 1 \) when \( \mathbb{F} = \mathbb{R} \), or \( c = \frac{1}{2} \) when \( \mathbb{F} = \mathbb{C} \).

2) Consider \( F_2(Z) = \frac{\theta}{2} (\|Z\|_F - \|X\|_F)^2 + \|Z - X\|_F^2 \), with \( 0 < \theta < \Omega(1) \). Let \( \{Z_k\} \) be the sequence generated by the Riemannian gradient descent (the PGD) initialized at \( Z_0 \) which is drawn from the general random distribution. Denote \( Z = zz^H \), \( X = xx^H \), \( h = \|Z\|_F \) and \( \rho = \frac{(X, Z)}{\|X\|_F \|Z\|_F} \). Then, the evolution dynamics can be described by the following discrete system:

\[
    h_{k+1} = h_k + \alpha (\theta - (2 + \theta) h_k + 2 \rho_k) + \mathcal{O}(\alpha^2),
    \]
\[
    \rho_{k+1} = \rho_k + \alpha \frac{4 \rho_k}{h_k} (1 - \rho_k) + \mathcal{O}(\alpha^2).
\]
3) Further, there exists $\alpha > 0$ small enough such that with high probability no less than $1 - \frac{1}{\text{poly}(n)}$, the Riemannian gradient descent (the PGD) converges to the equilibrium with $\rho^* = h^* = 1$ only, meaning $\lim_{k \to \infty} Z_k = X$. Moreover, it takes $O(\log \frac{1}{\epsilon} + \log n)$ iterations to generate an $\epsilon$-accurate solution, i.e. $\|Z - X\|_F \leq \epsilon \|X\|_F$.

The proof of Theorem 2.3 is built upon Theorem 2.2 as $F_2$ satisfies a weaker isometry property than that of $F_1$. The detailed proof is given in Section 4.

### 2.3 Sketch of proof

Here we highlight a few high level ideas of our proofs for the main theorems stated in the previous subsection. For a more comprehensive and detailed presentation of the proof strategy and intermediate results, the reader may refer to Section 3 and Section 4.

**Fundamental convergence guarantee by the Łojasiewicz inequality.** The Łojasiewicz inequality [1, 3, 7, 41] has long been studied as a fundamental tool for convergence analysis. It is especially useful in proving the linear convergence rate of first-order optimization methods. In Section 3.2, we derive a version of this tool tailored for the PGD method, stated in Theorem 3.4. Using this theorem, the task of checking the convergence rate of the PGD for a specific problem is reduced to checking Conditions (D) and (L) for the objective function. We then observe that for Problems (2) and (3), these conditions are satisfied except for some small regions on the manifold. Such regions are later dubbed spurious regions, see e.g. the blue balls in Figure 2. This leads to the next important result on the geometry of the low-rank matrix manifold.

**Geometry of spurious regions over $\mathcal{M}_r$.** The low-rank matrix manifold $\mathcal{M}_r$ is a non-closed set. This fact poses special challenges to our analysis. We find out that for the simple least squares loss function $F_1(Z) = \frac{1}{2}\|Z - X\|_F^2$, apart from the ground truth solution $Z = X$, there are a few spurious critical points in $\mathcal{M}_r \setminus \mathcal{M}_r$, which we denote as $S_{Z^*}$. In the neighborhood of these spurious critical points, there are certain spurious regions where Condition (L) could fail. In other words, outside the spurious regions, linear convergence rate is guaranteed; while inside the spurious regions, the convergence rate slows down. It then becomes important to characterize how the PGD may escape these regions and converge to the ground truth. A full description of the spurious critical points and spurious regions, along with examples and illustrations, is given in Section 3.3.

**Three-stage description of the trajectory behavior.** It now remains to study how the trajectory of the randomly initialized gradient descent sequence escapes the spurious regions and converges to the ground truth on the manifold. In Section 3.1, we divide the whole trajectory into three stages. In the worst case, the sequence is dragged towards $Z^* = 0$ in the first stage, then escapes $Z^* = 0$ and approaches some other $Z^* \in S_{Z^*} \setminus \{0\}$ in the second stage, and finally escapes such $Z^*$ in the third stage. We show that by throwing out a small probability measure, the total number of iterations needed to reach the $\epsilon$-neighborhood of $X$ is bounded by $O(\log \frac{1}{\epsilon} + \log n)$, as stated in the main theorems. This worst case is however rarely observed in numerical experiments; usually, the sequence generated by the PGD simply avoids all spurious critical points and converges straight to the ground truth. Proofs of the three-stage behavior are stated in
Theorem 3.1, Theorem 3.2, Theorem 3.3, and rely on a series of technical lemmas detailed in Section 3.4.

3 Riemannian global analysis and proof of Theorem 2.1

This section is primarily devoted to the proof of Theorem 2.1. This theorem is the central result of this paper and fully describes the trajectory behavior of the PGD for the least squares loss function on the rank-\(r\) matrix manifold \(M_r\). The proofs of Theorem 2.2 and 2.3 in Section 4 mainly follow that of Theorem 2.1 which serves as a general framework for the global analysis. Their proofs also depend on the technical results in Sections 3.2 and 3.4 but differ in some specific aspects.

We introduce some more notations to be used here. For any \(\alpha \in \mathbb{R}_{\geq 0}\), define \(\phi_{\alpha} : M_r \rightarrow M_r\) as the iteration function of the PGD with stepsize \(\alpha\), such that \(Z_{k+1} = \phi_{\alpha}(Z_k)\). Let \(Z_k = V_z \Sigma_z V_z^H\) and \(Z_{k+1} = V_{z,k+1} \Sigma_{z,k+1} V_{z,k+1}^H\) be the eigenvalue decomposition of \(Z_k\) and \(Z_{k+1}\), respectively. For any \(\alpha > 0\) which is a constant stepsize, define \(\phi_{\alpha,j} : M_r \rightarrow M_r\) as the iteration function of the column space, such that \(\phi_{\alpha,j}(V_{z,k}(\cdot,j)) = V_{z,k+1}(\cdot,j)\) for \(j \in [r]\). In other words, the function maps the \(j\)-th column of \(V_{z,k}\) (the eigenspace of \(Z_k\)) to the \(j\)-th column of \(V_{z,k+1}\) (the eigenspace of \(Z_{k+1}\)). For any \(Z \in M_r\), \(B(Z, \delta) := \{Z' : \|Z - Z\|_F \leq \delta, Z' \in M_r\}\) is the neighborhood, while \(B(\cdot, \delta)\) defined in Lemma 3.9 is the “spurious region”. The reason why we need the parameters \(\Sigma_z\) and \(V_{z,j}\) in the definition of \(\phi_{\alpha,j,z,k} : M_r \rightarrow M_r\) is to ensure that the mapping is well-defined.

3.1 Key intermediate steps for Theorem 2.1

To prove Theorem 2.1, we divide the trajectory of the PGD on the manifold into three stages as follows.

1. **Stage 1:** The iterative sequence starts from a random initialization point. For iteration \(k \leq \frac{1}{\alpha \delta^2} \log \frac{1}{\delta}\), with high probability exceeding \(1 - \frac{1}{\text{poly}(n)}\), the sequence either enters the \(\delta\)-local region of \(X\) or reaches the local region of \(Z^* = 0\).

2. **Stage 2:** If the sequence enters the \(\delta\)-local region of \(X\), it will converge linearly to the target \(X\), so it further takes \(O(\log \frac{1}{\delta})\) iterations to generate an \(\epsilon\)-accurate solution. On the other
hand, if the sequence reaches the $\delta$-neighborhood of $Z^* = 0$, it takes $O(\log n)$ iterations to escape the local region, and enters the stage 3.

3. **Stage 3:** The sequence either enters the $\delta$-local region of $X$ without getting close to any $Z^* \in S_{Z^*} \setminus \{0\}$, or, reaches a $\delta$-spurious region of other $Z^* \in S_{Z^*} \setminus \{0\}$. If it enters the $\delta$-local region of $X$, it takes $O(\log \frac{1}{\delta})$ iterations to generate an $\epsilon$-accurate solution. On the other hand, if it reaches a $\delta$-spurious region of some $Z^* \in S_{Z^*} \setminus \{0\}$, then with high probability after $O(\log n)$ iterations the sequence will escape the $\delta$-spurious region and take additional $O(\log \frac{1}{\epsilon})$ iterations to generate an $\epsilon$-accurate solution.

The following three theorems state the above three stages in mathematical terms respectively. Their proofs are given in Section 3.5.

**Theorem 3.1.** Under the setting of Theorem 2.1 there exists stepsize $\alpha > 0$ and a small enough constant $\delta > 0$ such that with high probability exceeding $1 - \frac{1}{\text{poly}(n)}$, for all $k \leq K_0 = O(1)$, we have $f^k(Z_0) \in B(X, \delta) \cup B(0, \delta) \setminus \cup_{Z^* \in S_{Z^*} \setminus \{0\}} B(Z^*, \delta)$. Here, the constant in the fail probability depends on $\alpha$, $\delta$ and $K_0$.

**Theorem 3.2.** Under the setting of Theorem 2.1 suppose $K_0$ is a positive integer such that $\left(\cup_{i=1}^{K_0-1}Z_i\right) \cap B(0, \delta) = \emptyset$ and $Z_{K_0} \in B(0, \delta)$. Then, there exists stepsize $\alpha > 0$, a small enough constant $\gamma > 0$ and an absolute constant $C_1 = O(1) > 0$ such that with high probability exceeding $1 - \frac{1}{\text{poly}(n)}$, we have $\cup_{i=K_0}^{\infty} Z_i \cap B(0, \delta) = \emptyset$. Here, $K_1 = K_0 + C_1 \log n$.

**Theorem 3.3.** Under the setting of Theorem 2.1 for any $Z^* \in S_{Z^*} \setminus \{0\}$, suppose there exists a positive integer $K_1$ such that $\left(\cup_{i=1}^{K_1-1}Z_i\right) \cap B(S_{Z^*} \setminus \{0\}, \delta) = \emptyset$ and $Z_{K_1} \in B(Z^*, \delta)$. Then, there exists stepsize $\alpha > 0$, a small enough constant $\delta > 0$ and $C_2 = O(1)$ such that with high probability exceeding $1 - \frac{1}{\text{poly}(n)}$, we have $\cup_{i=K_1}^{\infty} Z_i \cap B(Z^*, \delta) = \emptyset$. Here, $K_2 = K_1 + C_2 \log n$.

### Proof of Theorem 3.1

Let the stepsize $\alpha > 0$ and $0 < \delta < \frac{\sigma_{\text{avg}}(X)}{2}$ be small enough constants that meet the requirements in Theorem 3.1. Theorem 3.2 and Theorem 3.3. Then, by Lemma 3.22, we have linear convergence in the local neighborhood of $X$. In addition, by Lemma 3.7 and Lemma 3.9, such linear convergence is true in the majority of the manifold except for the spurious regions. In other words, if $Z_k \in M_r \setminus B(S_{Z^*}, \delta)$, then $\|Z_{k+1} - X\|_F \leq e^{-c} \|Z_k - X\|_F$. Here, $c = -\log(1 - \Omega(\alpha^2))$. If for all $k \leq K_0 = O(\frac{1}{\alpha^2} \log \frac{1}{\delta})$, $Z_k \in M_r \setminus B(S_{Z^*}, \delta)$, then $Z_{K_0}$ enters the
neighborhood of the ground truth \( X \), i.e. \( Z_{K_0} \in B(X, \delta) \). By Lemma \[3.22\], we know that it takes additional \( \mathcal{O}(\log \frac{1}{\epsilon}) \) iterations to generate an \( \epsilon \)-accurate solution. On the other hand, if there exists \( k \leq K_0 = \mathcal{O}(\frac{1}{\alpha \sigma^2} \log \frac{1}{\epsilon}) \) such that \( Z_k \) enters the spurious region of \( Z^* \), i.e. \( Z_k \in \mathcal{B}(S_{Z^*}, \delta) \), then we know from Theorem \[3.1\] that with high probability exceeding \( 1 - \frac{1}{\text{poly}(n)} \), we have \( Z^* = 0 \). By Theorem \[3.2\], it then takes \( \mathcal{O}(\log n) \) iterations to escape \( \mathcal{B}(0, \delta) \), with fail probability controlled by \( \frac{1}{\text{poly}(n)} \). Next, the sequence either reaches \( B(X, \delta) \) in \( \mathcal{O}(\log n) \) iterations, or enters another spurious region \( \mathcal{B}(S_{Z^*}, \delta) \) at the time \( K_1 = \mathcal{O}(\log n) \). In the former case, it further takes \( \mathcal{O}(\log \frac{1}{\epsilon}) \) iterations to generate an \( \epsilon \)-accurate solution; in the latter case, by Theorem \[3.3\], it takes \( \mathcal{O}(\log n) \) iterations to escape \( \mathcal{B}(S_{Z^*}, \delta) \), with the fail probability controlled by \( \frac{1}{\text{poly}(n)} \).

Combining the above results, with high probability exceeding \( 1 - \frac{1}{\text{poly}(n)} \), it takes \( \mathcal{O}(\log n + \log \frac{1}{\epsilon}) \) iterations for the randomly initialized Riemannian gradient descent (the PGD) to generate an \( \epsilon \)-accurate solution, i.e. \( \|Z - X\|_F < \epsilon \|X\|_F \).

The proofs of Theorems \[3.1-3.3\] will follow the roadmap laid out in Section 2.3. In particular, from Section 3.2 to 3.4, each subsection will introduce a group of technical results corresponding to a main idea in Section 2.3. Specifically, they are the fundamental convergence tool by the Łojasiewicz inequality, the geometry of spurious regions on \( M \), and the dynamics of the trajectory behavior. We then use those technical results to prove Theorems \[3.1-3.3\] in Section 3.5.

### 3.2 Fundamental convergence guarantee of the PGD

The Łojasiewicz inequality is a powerful tool for analyzing the convergence rate of gradient-based methods, which is named after S. Łojasiewicz \[31, 35\]. Previous works have used the Łojasiewicz inequality to prove the convergence rate in many Euclidean optimization problems as well as Riemannian optimization problems, e.g. \[1, 2, 3, 4, 7, 41, 46\], just to name a few.

The following theorem serves as a primary tool to determine the convergence rate of the PGD when minimizing a differentiable function \( f(\cdot) : M \rightarrow \mathbb{R} \). We assume that \( \{Z_k\} \) generated by the PGD is bounded for the rest of the paper.

**Theorem 3.4.** Let \( M \) be a Riemannian manifold, \( f(\cdot) : M \rightarrow \mathbb{R} \) be a differentiable loss function to be minimized, \( \{Z_k\} (k = 1, 2, \ldots) \) be a sequence generated by the PGD iterations \( 8 \). Assume that the following conditions hold:

1) (Descent Inequality) There exists \( C_d > 0 \) such that

\[
f_k - f_{k+1} \geq C_d \|P_{T_{Z_k}} (\nabla f(Z_k))\| \|Z_{k+1} - Z_k\|; \tag{D}
\]

2) (Łojasiewicz Gradient Inequality) There exists \( 0 < C_l < +\infty \) such that

\[
|f(Z_k) - f(Z^*)|^{1-\omega} \leq C_l \|P_{T_{Z_k}} (\nabla f(Z_k))\|, \tag{L}
\]

with \( 0 < \omega \leq \frac{1}{2} \). Here, \( Z^* \) is the accumulating point for \( \{Z_k\} \).
Then, if the learning rate $\alpha$ satisfies $0 < \alpha < \frac{2C^2}{Cd}$, the sequence $\{Z_k\}$ converges to their accumulating point $Z^*$ with the following convergence rate:

$$
\|Z_k - Z^*\| \leq \begin{cases} 
  e^{-ck} & \text{if } \omega = \frac{1}{2}; \\
  k^{-\frac{\omega}{1-\omega}} & \text{if } 0 < \omega < \frac{1}{2}.
\end{cases}
$$

When $\omega = \frac{1}{2}$, linear convergence rate can be guaranteed with $c = -\log(1 - \frac{\alpha C_d}{2C^2}) > 0$. Here $\| \cdot \|$ is an arbitrary norm under which there is a first order retraction on the manifold.

**Remark.** A few remarks are in order.

1) This theorem explores the convergence rate of the PGD to an accumulating point. This convergence rate depends on the property of the function $f$ (reflected in the exponent $\omega$), and the constants $C_d > 0$, $C_l > 0$ and the learning rate $\alpha > 0$.

2) With Theorem 3.4, the task of checking the convergence rate is reduced to checking conditions (D) and (L) and determining the respective constants.

3) This theorem only requires $Z^*$ to be an accumulating point, but $Z^*$ is not necessarily a local minimum. It can also be other types of critical points such as saddle points.

4) From this result, we can see that the convergence rate is faster with a larger stepsize $\alpha$, or a steeper Riemannian gradient $\|P_{T_{Z_k}}(\nabla f(Z_k))\|_F$ (which makes $C_l$ smaller).

5) An extension of this theorem has been proposed in [48], which allows for mixed norms in (D) and (L).

The two conditions stated in Theorem 3.4 are satisfied in the majority of the manifold $M_r$ for the loss functions that we consider, including the neighborhood of the ground truth $X$. Thus fast convergence rate in the majority of the manifold is easy to derive. In the rest of the manifold, though, Condition (L) could fail and the convergence rate could deteriorate. As we will see in the next section, these regions are the spurious regions near the spurious critical points on the manifold. Special analysis is needed to study how the PGD escapes these spurious regions.

We also mention that another version of Theorem 3.4 is given in Section 4, specially tailored for the objective functions with weak isometry, which will be used in our convergence study of the PGD for phase retrieval.

### 3.3 Geometry of the spurious regions on the low-rank matrix manifold

In this subsection, we look into the critical points of $F_1(Z) = \frac{1}{2}\|Z - X\|_F^2$, which consists of the ground truth $X$, and the set of spurious critical points denoted as $S_{Z^*}$. We study the spurious regions $\mathcal{B}(S_{Z^*}, \delta)$ near those spurious critical points, where Condition (L) of Theorem 3.4 is violated and special treatment is needed.
3.3.1 Spurious fixed points on $\bar{M}_r$

**Definition 3.5** (Converging set). We define the converging set of a fixed point $Z \in \bar{M}_r$ as follows:

$$\mathcal{C}_{Z^*} = \{ Z : Z \in \bar{M}_r, \text{ and for } \{ Z_k \}_{k=1}^{\infty} \text{ generated by the PGD initialized at } Z, \lim_{k \to \infty} Z_k = Z^* \}.$$ 

**Definition 3.6** (Stable/Spurious fixed points). For a manifold $\bar{M}$ with a Lebesgue measure, we define spurious fixed points as the fixed points of an iterative algorithm whose converging sets have zero measure, and stable fixed points as those whose converging sets have positive measure.

**Lemma 3.7.** Consider the PGD applied to fixed points of the PGD, while $M$ is strict, or contains some submanifolds of $\bar{M}$. Then, $\bar{X}$ value decomposition of $\bar{S}$ stable measure, and spurious fixed points as the fixed points of an iterative algorithm whose converging sets have zero measure.

**Definition 3.8.** Assume that $\bar{X}$ are not true fixed points. Moreover, with high probability the sequence generated by the random initialization PGD does not converge to any one of these spurious fixed points. Below is an example.

**Example 3.8.** Assume that $n = 3$, $r = 2$. Let

$$X = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad Z_0 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}.$$ 

Then the $\{ Z_k \}_{k=0}^{\infty}$ generated by the PGD and their limit point are given by

$$Z_k = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & (1 - \alpha)^k \end{pmatrix}, \quad Z^* := \lim_{k \to \infty} Z_k = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}.$$ 

We see that $Z^*$ is a spurious critical point. Note that even though each $Z_k$ is in $M_2$, their limit is in $M_1$. Figure 3 is a visualization of the gradient $\|Pr_{Z} (Z - X)\|_F$ in the neighborhood of a spurious $Z^*$. We can see that the gradient is essentially singular near $Z^*$. There is only one direction in which the sequence converges to $Z^*$. Along other directions, the Riemannian gradient remains large and the PGD will likely slip away. We point out that such property of these spurious fixed points is very similar to that of strict saddle points in many non-convex optimization problems, although they are not exactly the same.

---

5Which means that the eigenvalues of $X$ all have algebraic multiplicity equal to 1.
Example 3.8 demonstrates the importance of considering $M_r$ instead of $M_r$ itself, and gives us a healthy warning that we cannot assume the PGD always stays in the interior of $M_r$ and converges to a minimum. However, numerical evidence shows that for the majority of cases, the PGD almost surely escapes the spurious critical points $S_Z$ and converges to the global minimum. In fact, we will prove that with high probability the set of initial points that converge to $S_Z$ is a measure-zero lower-dimensional submanifold on $M_r$.

### 3.3.2 Spurious regions in the neighborhood of spurious fixed points

As mentioned in Section 3.2, there are some regions on $M_r$ that violate the conditions for fast convergence guarantee in Theorem 3.4. In this subsection, we take a detailed look at those regions.

To ensure that Condition (L) holds with $\omega = \frac{1}{2}$, what we essentially need is

$$\|P_{T_Z}(Z - X)\|_F \geq C_L, \quad C_L > 0.$$  

However, for some special $Z$ which occupies a small part of the whole domain, the Riemannian gradient $P_{T_Z}(Z - X)$ becomes so small that this lower bound is violated. We use spurious regions to refer to the regions where $Z$ violates this lower bound.

The following results show that the spurious regions are in the neighborhood of the spurious fixed points.

**Lemma 3.9 (Spurious regions).** Assume that $X = UDV^H$ is the singular value decomposition of $X$. Let $0 < \delta < \sigma_r(X)/2$. Then the spurious regions can be characterized as follows

$$B(S_Z, \delta) := \{Z : \|P_{T_Z}(Z - X)\|_F \leq \delta\} \cap M_r \cap \{Z : \|Z - X\|_F > \frac{\sigma_r(X)}{2}\}$$

$$= \left\{Z : Z = (B, \tilde{B})\begin{pmatrix} D_1 + E_1 & 0 \\ 0 & E_2 \end{pmatrix}\begin{pmatrix} C \end{pmatrix}^{\mathcal{H}}, \|E_1\|, \|E_2\|, \|P_B - PU_1\|, \|P_{\tilde{B}} - P_{\tilde{U}}\|, \|P_C - PV_1\|, \|P_{\tilde{C}} - P_{\tilde{V}}\| \leq O(\delta) \right\}$$

$$= \cup_{Z^* \in S_Z} B(Z^*, \delta)$$
where $U = (U_1, U_2)$ and $V = (V_1, V_2)$ are the $(s, r - s)$ dimensional splitting for some $0 < s < r$; $\bar{U}$, $\bar{V} : \bar{U} \subset \text{col}(U)^\perp$, $\bar{V} \subset \text{col}(V)^\perp$, $\bar{U}^H \bar{U} = \bar{V}^H \bar{V} = I_{r-s}$, and $D = \text{diag}(D_1, D_2)$ where $D_1$ and $D_2$ are diagonal matrices.

Remark. The intuition behind Lemma 3.9 is that an $s$-dimensional principal part of $Z$ is “almost aligned” with an $s$-dimensional principal part of $X$, and their singular values are close to each other; while the other $(r - s)$-dimensional part of $Z$ is “almost perpendicular” to the other $(r - s)$-dimensional part of $X$, and the singular values of that part of $Z$ is very small.

**Lemma 3.10.** For the case when the matrices are symmetric positive semi-definite (SPSD), there exist eigenvalue decompositions $X = UDU^H$, $Z = V_2 \Sigma Z^H$ and $U = \bar{V}_z R + \bar{V}_z S$, with $\bar{V}_z \in \text{Col}(V_z)^\perp$. If $Z \in \mathcal{B}(S_Z, \delta)$, where $\text{rank}(Z^*) = s$, then we have:

$$R = \begin{pmatrix} I_s + E_1 & E_2 \\ E_3 & E_4 \end{pmatrix},$$

with $\|E_1\|_2, \|E_2\|_2, \|E_3\|_2, \|E_4\|_2 \leq O(\delta)$, $\text{rank}(Z^*) = s, 0 < s < 1, S \in \mathbb{F}^{r \times r}$.

Remark. In the case where the eigenvalues of $X$ are not distinct, simply let $U_1$ be the basis of the best subspace that $V_z$ can capture.

### 3.3.3 Convergence rate outside the spurious regions

We now show that as long as the spurious regions are excluded, we can establish the linear convergence rate of the PGD, using Conditions $[\text{D}]$ and $[\text{L}]$ in Theorem 3.4.

![Figure 4: Convergence guarantee on the majority of $\mathcal{M}_r$](image)

**Figure 4:** Convergence guarantee on the majority of $\mathcal{M}_r$

**Lemma 3.11.** Let $F_1(Z) = \frac{1}{2} \|Z - X\|_F^2$, $X, Z \in \mathcal{M}_r$. If the $Z_k$’s generated by the PGD remain in a bounded subset of $\mathcal{M}_r$, and stay in the set $\{Z : \|P_{T_x}(Z - X)\|_F \geq C_L\} \cup \{Z : \|Z - X\|_F \leq \frac{\sigma_r(X)}{2}\}$, we have:

1) $\|P_{T_x}(\nabla f(Z_k))\|_F \geq C_1 \|Z_k - X\|_F$, for all $k$. That is, condition $[\text{L}]$ holds with $\omega = \frac{1}{2}$;

2) There exists some $C_2 > 0$ such that

$$f_k - f_{k+1} \geq C_2 \|P_{T_{x_k}} (\nabla f(Z_k))\|_F \|Z_{k+1} - Z_k\|_F.$$
Thus, by Theorem 3.4, there exists $\alpha > 0$ such that the sequence $\{Z_k\}$ generated by the PGD (8) converges to $X$ in a linear convergence rate:

$$\|Z_k - X\|_F \leq e^{-\alpha k}.$$  

Here, $\alpha = -\log(1 - \frac{\alpha_0^2}{2} C^2)$ is an absolute constant.

Remark. One can take $C_1 = \frac{\alpha_0(X)}{2}$, then $\alpha$ only depends on the condition number of $X$.

Lemma 3.11 ensures linear convergence to $X$ in the majority of the manifold outside of the spurious regions. The rest of the analysis thus evolves around how the trajectory of the PGD escapes the spurious regions.

### 3.4 Technical Lemmas

In Section 3.1, we have outlined how the trajectory of the PGD is divided into three stages, corresponding to Theorem 3.1, Theorem 3.2 and Theorem 3.3. In this subsection, we introduce a few technical lemmas needed for the proofs of Theorems 3.1–3.3.

We first define a general random distribution on the low-rank manifold.

**Definition 3.12 (General random distribution).** $Z$ is said to be drawn from a general random initialization, if $Z = V_1 \Sigma V_2^H$ where $V_1$ and $V_2$ are drawn from a uniform distribution on the Stiefel manifold $\mathbb{V}_r(\mathbb{R}^n)$, and the entries of $\Sigma$ are drawn independently from a uniform distribution over $[C_1, C_2]$ with $C_2 > C_1 \geq 0$.

**Remark.** 1) The simplest example of a general random distribution is the following rank-1 Gaussian sampling. One can construct $Z_0 = cu_0v_0^H \in \mathbb{F}^{n \times n}$, where $c > 0$ is a constant and $u_0$ is drawn from $\frac{1}{\sqrt{n}} \mathcal{N}(0, 1)^n$ for $\mathbb{F} = \mathbb{R}$, or $\frac{1}{\sqrt{2n}} \mathcal{N}(0, 1)^n + i \frac{1}{\sqrt{2n}} \mathcal{N}(0, 1)^n$ for $\mathbb{F} = \mathbb{C}$. It is equivalent to $Z_0 = \rho v_0u_0^H$ with $v_0$ drawn from $\mathcal{V}_1(\mathbb{R}^n)$ and $\rho$ drawn from $\Omega(\frac{1}{n})\chi^2(n)$ or $\Omega(\frac{1}{2n})\chi^2(2n)$.

2) In practical computation, a uniform distribution on the Stiefel manifold can be easily constructed as follows. For $\mathbb{F} = \mathbb{R}$, let $G$ be drawn from $\frac{1}{\sqrt{n}} \mathcal{N}(0, 1)^{n \times r}$, and construct $V = G(G^HG)^{-\frac{1}{2}}$. For $\mathbb{F} = \mathbb{C}$, change the law of $G$ to $\frac{1}{\sqrt{2n}} \mathcal{N}(0, 1) + i \cdot \mathcal{N}(0, 1)^{n \times r}$.

3) The density functions of the sampling laws of $V$ and $\Sigma$ can be extended from constants to more general ones. For example, it suffices to require that $\rho(V) \in [c, C]$ for any $V \in \mathbb{V}_r(\mathbb{R}^n)$, where $C > c > 0$. This allows more flexibility in the initialization.

For any given $s \in [r]$, we have that the marginal distribution of $V_s := V(:, s)$ is an uniform distribution on $\mathbb{S}^{n-1}$. Therefore, for any given $u : \|u\|_2 = 1$, we have $\|V^Hu\| \geq \frac{1}{\sqrt{n}}$ with high probability, if we ignore the log-factor. Specifically, we have the following lemma.

**Lemma 3.13.** Assume $W = (W_1, W_2, ..., W_r) \sim \text{Uniform}(\mathbb{V}_r(\mathbb{R}^n))$. For any $u_0 \in \mathbb{F}^n$ such that $\|u_0\|_2 = 1$, we have:

*Defined as $\chi^2(s) := \sum_{j=1}^s n_j^2$ where $n_j, j = 1, 2, ..., s$ are i.i.d standard normal variables.*
1) $\mathbb{E}(\|u_0^H W\|^2) = \frac{r}{n}$.

2) $\text{Prob}(\|u_0^H W_i\|^2 \geq \Omega(\frac{1}{n \log n})) \geq 1 - e^{-\Omega(n)} - \Theta(\frac{1}{\log n}), i \in [r]$;

3) $\text{Prob}(\|u_0^H W_i\|^2 \geq \Omega(\frac{\log n}{n})) \leq \frac{1}{\text{poly}(n)} + e^{-\Omega(n)}, i \in [r]$;

4) $\text{Prob}(\|u_0^H W_i\|^2 \geq \Omega(\frac{1}{n^{poly}})) \geq 1 - e^{-\Omega(n)} - \Theta(\frac{1}{n^{poly}}), i \in [r]$.

Lemma 3.13 shows that the general random distribution with high probability captures weak information of order $\Omega(\frac{1}{n})$ of a given column space if we ignore some log factors.

**Definition 3.14** (Intrinsic/Spurious branch). We say that a point $Z_0 \in \mathbb{M}$ belongs to an intrinsic branch if the limit point $\lim_{k \to \infty} Z_k$ is a stable fixed point, where $\{Z_k\}$ is generated by the PGD with initialization at $Z_0$. We say that $Z_0$ belongs to a spurious branch if the limit point of $\{Z_k\}$ is a spurious fixed point.

In the following, we introduce a few technical results that describe the dynamics of the singular values and column spaces of the sequence.

**Lemma 3.15.** Consider the gradient flow of $F_1(Z) = \frac{1}{2}\|Z - X\|^2_F$. Assume $Z = V_z \Sigma_z V_z^H$ and $X = U D U^H$ are the eigenvalue decompositions of the SPSD (symmetric positive semidefinite) matrices $Z$ and $X$ respectively. Denote $U = V_z R + \bar{V}_z Q$ with $\bar{V}_z \in \text{Col}(V_z)^\perp$. We have:

$$\frac{d}{dt} \sum_{j=1}^r \|DR^H e_j\|^2 = \sum_{j=1}^r \frac{2}{\Sigma_z(j,j)} \|QDR^H e_j\|^2.$$ 

Furthermore, denote the spectra of $R^H R$ and $RR^H$ by $\Sigma_{RR} = \text{diag}(r_1, r_2, ..., r_r)$, we have the following inequality:

$$\frac{d}{dt} \left( \sum_{j=1}^r r_j \right) \geq \sum_{j=1}^r (1 - r_j)r_j. \quad \text{(7)}$$

**Remark.** For all $j \in [r]$, we have $0 \leq r_j \leq 1$, where the $r_j$’s describe the angle between the column spaces of $Z$ and $X$. From (7), we can conclude that $\sum_{j=1}^r r_j$ is non-decreasing. The increase of $\sum_{j=1}^r r_j$ only slows down if for all $j \in [r], r_j$ is close to either 0 or 1. Note that $\sum_{j=1}^r r_j$ is an indicator of whether the sequence is close to a spurious critical point. For example, when $Z \in \mathcal{B}(0, \delta)$ and $\sum_{j=1}^r r_j = \Omega(\delta) > 0$, we have $\frac{d}{dt} (\sum_{j=1}^r r_j) \geq C \cdot \sum_{j=1}^r r_j$ for some constant $C$, i.e. the sum increases exponentially fast. The sequence eventually leaves $\mathcal{B}(0, \delta)$ and never comes back. The other spurious critical points $Z^* \neq 0$ can be treated similarly, see the proof of Theorem 3.3 in Section 3.5.

**Definition 3.16.** Assume $g : \mathbb{M} \to \mathbb{N}$ is a differentiable mapping. The derivative of $g$ at $Z \in \mathbb{M}$, denoted as $Dg(Z)$, is a linear operator $T_Z \to T_{g(Z)}$. For any $\xi \in T_Z$, $Dg(Z)\xi = \frac{d}{dt} \gamma(t)(0)$ with $\gamma(0) = Z$ and $\frac{d}{dt} \gamma(0) = \xi \in T_Z$. (Here, $T_Z$ and $T_{g(Z)}$ are tangent spaces at $Z$ and $g(Z)$ respectively.)
Lemma 3.17. For stepsize $\alpha > 0$, let $Z_+ := \phi_\alpha(Z) = \mathcal{R}(Z - \alpha P_T(Z - X))$. Let $Z = V_z \Sigma_z V_z^H$, $Z_+ = V_{z,+} \Sigma_{z,+} V_{z,+}^H$, and $X = UDU^H$ be the eigenvalue decompositions of the SPSD (Symmetric positive semidefinite) matrices $Z$, $Z_+$, and $X$ respectively. Denote $\phi_{\alpha,i,\Sigma_z,V_z(\cdot,i)} : \mathcal{V}_1(\mathbb{R}^n) \rightarrow \mathcal{V}_1(\mathbb{R}^n)$ as the iteration function of the column space vector, which maps $V_z(\cdot,i)$ to $V_{z,+}(\cdot,i)$. Then, for any $\Sigma_z$ and $V_z(\cdot,i)$, we have:

$$
\langle D \left( \phi_{\alpha,i,\Sigma_z,V_z(\cdot,i)} - I \right) |_{\mathcal{V}_z}(V), V \rangle = \frac{\alpha}{\sigma_i} V^H \Sigma_z Q D Q^H \Sigma_z V + \mathcal{O}(\alpha),
$$

for all $V \in T_{\mathcal{V}_1(\mathbb{R}^n)}(V_z(\cdot,i))$ and $V \perp V_z(\cdot, \setminus i)$.

Example 3.18. To illustrate how the sequence escapes strict saddle points, we look at a toy example in the Euclidean space. For a quadratic function $f(Z)$ to be determined later, let $\phi(Z) = Z - \alpha \nabla f(Z)$, with $Z^*$ being a fixed point with negative curvature such that $D(\phi - I)|_Z = -\alpha \nabla^2 f(Z)$. For any $Z$ in a small neighborhood of $Z^*$, we have the following

$$
\phi(Z) = \phi(Z^*) + Z - Z^* + D(\phi - I)|_Z(Z - Z^*)
= Z + D(\phi - I)|_Z(Z - Z^*).
$$

Here, we assume that

$$
\nabla^2 f(Z) = P \begin{pmatrix} 2 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 0 \end{pmatrix} P^H,
$$

with $P \in O(n)$. Denote $P = (p_1 \ p_2 \ p_3)$, assume $Z - Z^* = \eta_1 p_1 + \eta_2 p_2 + \eta_3 p_3$ and $\phi(Z) - Z^* = \eta_{1,+} p_1 + \eta_{2,+} p_2 + \eta_{3,+} p_3$. Now we consider the following

$$
\langle \phi(Z) - Z^*, p_1 \rangle = \langle Z - Z^*, p_1 \rangle - \alpha \langle P \begin{pmatrix} 2 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 0 \end{pmatrix} P^H (Z - Z^*), p_1 \rangle
= \eta_1 - 2\alpha \eta_1.
$$

This implies $\eta_{1,+} = (1 - 2\alpha)\eta_1$. Similarly, we have $\eta_{2,+} = (1 + \alpha)\eta_2$, and $\eta_{3,+} = \eta_3$. In other words, $\eta_2$ grows exponentially. If we assume that $Z$ satisfies $\eta_2 \geq \rho_0$, then it takes $\mathcal{O}(\log \frac{1}{\rho_0})$ iterations to escape a constant neighborhood of $Z^*$ (that is, $\|Z - Z^*\| \geq \Omega(1)$).

Lemma 3.19. Denote $g : S \rightarrow S$. Let $U \in S$ be drawn from the uniform distribution on $S$ with probability measure denoted as $\mu$. If for all $z \in U \subset S$, $|\det Dg| \geq c_0$, where $c_0 > 0$ is an absolute constant, then we have

$$
\mu(g^{-1}U) \leq \frac{1}{c_0} \cdot \mu(U).
$$

Remark. Here, the uniform distribution can be extended to the general random distribution which allows $\max_{x,y\in S} \frac{\mu(x)}{\mu(y)} \leq C$ where $C \geq 1$ is an absolute constant. In this case, $\frac{1}{c_0}$ only involves an additional multiplicative factor.
Example 3.20. Here, we use a toy example to show how Lemma 3.19 works. Let $g(x) = \frac{1}{x}$ for all $x \in [\frac{1}{10}, 10]$, then $g(x) \in [\frac{1}{10}, 10]$. Simple computation gives $|Dg^{-1}(x)| = x^2$. Let $x$ be a random variable drawn from the uniform distribution over $[\frac{1}{10}, 10]$. Denote the probability measure of $x$ as $\mu$. Now we consider the following cases:

1) First, consider $g^{-1}(\{\frac{1}{10}, 1\})$. Direct computation gives $\mu(g^{-1}(\{\frac{1}{10}, 1\})) = \mu([1, 10]) = \frac{10}{11}$. On the other hand, by Lemma 3.19, we have $|Dg^{-1}| \in [1, 100]$, which gives the bound $\frac{1}{11} \leq \mu(g^{-1}(\{\frac{1}{10}, 1\})) \leq \frac{10}{11}$.
2) Similarly, consider $g^{-1}([1, 10])$. Direct computation gives $\mu(g^{-1}([1, 10])) = \mu([\frac{1}{10}, 1]) = \frac{1}{11}$. On the other hand, by Lemma 3.19 we have $|Dg^{-1}| \in [\frac{1}{10}, 1]$ which gives the upper bound $\frac{1}{10} \leq \mu(g^{-1}([1, 10])) \leq \frac{1}{11}$.

Lemma 3.21. Assume $f, g : M \rightarrow M$ are two mappings, $f$ is differentiable at $u$, and $g$ is differentiable at $f(u)$, then $g \circ f : M \rightarrow M$ is also differentiable, and $\det(D(g \circ f)(u)) = \det(D(g)(f(u))) \cdot \det(D(f)(u))$.

Proof. Using Chain rule, for $u \in M$, we have that the Jacobians satisfy

$$J_{g \circ f}(u) = J_g(v)J_f(u).$$

So, we have $\det(D(g \circ f)(u)) = \det(D(g)(f(u))) \cdot \det(D(f)(u))$. □

Lemma 3.22 (Local convergence). Let $Z = U_z \Sigma V_z^H$ and $X = U D V^H$. Denote $\sigma_j$ and $d_j$ as the $j$-th largest singular value of $Z$ and $X$ respectively. Then

1) We have

$$\frac{\sigma_j^2}{\sigma_j^2 + \|X\|_F^2} \leq \|P_{T_Z} (Z - X)\|_F^2 \leq \|Z - X\|_F^2;$$

2) In the local region around the ground truth $\{Z : \text{rank}(Z) = r, \|Z - X\|_F < \frac{c}{2}\}$, we have the lower bound of $\sigma_j$ as $\sigma_j > \frac{d_j}{2} > 0$. Further, $\frac{\|P_{T_Z} (Z - X)\|_F}{\|Z - X\|_F} \geq d_j$ and $\|\phi_d(Z) - X\|_F \leq e^{-c}\|Z - X\|_F$ with $c = -\log (1 - \Omega(\alpha \sigma_r(X)^2))$.

3.5 Proofs of Theorem 3.1–Theorem 3.3

In this subsection, we give the detailed proofs of Theorems 3.1–3.3 using the technical results from the previous three subsections.

Proof of Theorem 3.1. Our goal is to show that with only a small probability, the sequence starting from $Z_0$ will reach $B(Z^*, \delta)$ within $K_0$ iterations for $Z^* \in S_Z \setminus \{0\}$. For such $Z \in B(Z^*, \delta)$, by Lemma 3.10 there exists $i \in [r]$ such that $|W_{i,j}^+ U_i| > 1 - \Omega(\delta)$. For such $i$, denote $B_i := \{W : |W H U_i| > 1 - \Omega(\delta)\}$. We will show that the probability of the sequence initialized at $Z_0$ to reach $B(Z^*, \delta)$ within $K_0$ iterations is very small. For this purpose, we estimate the upper bound for
the probability measure
\[ \mu \left( \bigcup_{k=1}^{K_0} \phi_{a,i}^{-k} (B_i) \right) = \mu \left( \bigcup_{\Sigma, V_z} \bigcup_{k=1}^{K_0} \phi_{a,i}^{-k} (\Sigma, V_z) (B_i) \right) \]. More specifically, we have

\[
\begin{align*}
\mu \left( \bigcup_{k=1}^{K_0} \phi_{a,i}^{-k} (B_i) \right) & \leq \sum_{k=1}^{K_0} \max_{\Sigma, V_z} \mu \left( \phi_{a,i}^{-k} (\Sigma, V_z) (B_i) \right) \\
& \leq \sum_{k=1}^{K_0} \mu(B_i) \cdot \max_{\Sigma, V_z} \left| \det D\phi_{a,i}^{-k} (\Sigma, V_z) (B_i) \right| \\
& \leq \sum_{k=1}^{K_0} C^k \cdot \mu(B_i) \\
& \leq \frac{1}{\text{poly}(n)}. 
\end{align*}
\]

The first inequality is by integrating the conditional probability measure with respect to the parameters \( \Sigma, V_z \) and using the fact that the integral is bounded by the maximal value of the integrand, i.e. using \( P(A) = \int P(A|y)p(y)dy \leq \max_y P(A|y) \). The second inequality is from Lemma 3.19 and due to the fact that \( Z_0 \) is drawn from the general random distribution. By choosing the stepsize \( \alpha > 0 \) small enough, we have \( |\det D\phi^{-k}| \leq \frac{1}{1-\Omega(\log_{1/n})} \leq C \) for a constant \( C > 0 \). Thus the third inequality can be achieved by applying Lemma 3.21 and Lemma 3.17. Since \( 1-\Omega(\delta) \geq \Omega(\log_{1/n}) \), the fourth inequality follows from Lemma 3.13 (3). Here, \( \sum_{k=1}^{K_0} C^k \) can be treated as a constant since \( K_0 = \Omega(1) \). □

**Proof of Theorem 3.2** For \( Z' = 0 \), and \( i \in [r] \), denote \( H_i := \{W : Z \in B(Z', \delta), W = V_z(: , i) \text{ where } Z = V_z \Sigma_z V_z^H \} \). Consider the upper bound for \( \mu(\phi_{a,i}^{-k} (H_i)) \):

\[
\begin{align*}
\mu \left( \bigcup_{k=1}^{K_0} \phi_{a,i}^{-k} \log n (H_i) \right) & \leq \sum_{k=1}^{K_0} \max_{\Sigma, V_z} \mu \left( \phi_{a,i}^{-k} \log n (\Sigma, V_z) (H_i) \right) \\
& \leq \sum_{k=1}^{K_0} \mu(H_i) \cdot \max_{\Sigma, V_z} \left| \det D\phi_{a,i}^{-k} \log n (\Sigma, V_z) (H_i) \right| \\
& \leq \sum_{k=1}^{K_0} K_0 \cdot \mu(H_i) \cdot C^k \cdot (1-\Omega(1)) \log n \\
& \leq \frac{1}{\text{poly}(n)}. 
\end{align*}
\]

The first inequality follows from \( P(A) = \int P(A|y)p(y)dy \leq \max_y P(A|y) \). The second inequality is by Lemma 3.19 and due to the fact that \( Z_0 \) is drawn from the general random distribution. The third inequality is by Lemma 3.21 and Lemma 3.17. Here, due to Lemma 3.17 for \( 1 \leq k \leq K_0 \), by requiring \( \alpha = \Omega(1) > 0 \) to be a small constant, at each iteration \( k \), we have \( |\det D\phi^{-1}_{a,i} (\Sigma, V_z) (B_i) | \leq C_3 = \Omega(1) \). So we have \( \sum_{k=1}^{K_0} C^k \leq C_5 \) where \( C_5 > 0 \) is an absolute constant. At step \( k \geq K_0 \), by Lemma 3.17 by requiring \( \delta > 0 \) to be a small constant, we have \( |\det D\phi^{-1}_{a,i} | \leq 1 - C_4 \alpha \) with \( C_4 = \Omega(1) > 0 \). This holds for all \( Z \in B(0, \delta) \), so
max_{Z, V_z(\cdot, i)} |detD\phi_{\alpha, i}| \leq (1 - C_4 \alpha) C_1 \log n. By requiring C_1 = \Omega(1) \geq -1/\log(1 - C_4 \alpha) > 0 large enough, we have the fourth inequality holds. Therefore, with the fail probability controlled by \( \frac{1}{\text{poly}(n)} \), we have \( Z_k \cap B(0, \delta) = \emptyset \). Once outside \( B(0, \delta) \), we can use (7) in Lemma 3.15 to prove \( \cup_{k=K_1}^n Z_k \cap B(0, \delta) = \emptyset \), see the remark after Lemma 3.15. In conclusion, under the setting of this theorem, with high probability exceeding \( 1 - \frac{1}{\text{poly}(n)} \), the sequence will escape the spurious region \( B(0, \delta) \) after \( \Omega(\log n) \) iterations. 

**Proof of Theorem 3.3** For any \( Z^* = V_z \Sigma V_z^H \in \mathcal{S}_z \), by Lemma 3.7, there exists \( i \in [r] \) such that \( \langle Z^*, U_i U_i^H \rangle = 0 \). Denote \( H_i := \{ Z : Z \in B(Z^*, \delta), W = V_z(\cdot, i) \} \) where \( Z = V_z \Sigma V_z^H \). Consider the upper bound for \( \mu(\phi_{\alpha, i}^k(H_i)) \):

\[
\mu(\cup_{k=K_1}^n \phi_{\alpha, i}^{k+C_2 \log n}(H_i)) \leq \sum_{k=1}^{K_1} \sum_{Z, V_z(\cdot, i)} \mu(\phi_{\alpha, i}^{k+C_2 \log n}(H_i)) \leq \sum_{k=1}^{K_1} \mu(H_i) \cdot \max_{Z_k} \left| \det D\phi_{\alpha, i}^{k+C_2 \log n}(H_i) \right| \leq K_1 \cdot \mu(H_i) \cdot C_1 \log n \cdot (1 - \Omega(1) \alpha)^C_2 \log n \leq \frac{1}{\text{poly}(n)}.
\]

The first inequality follows from \( P(A) = \int P(A | y) p(y) dy \leq \max_y P(A | y) \). The second inequality is by Lemma 3.19 and due to the fact that \( Z_0 \) is drawn from the general random distribution. The third inequality is by Lemma 3.21 and Lemma 3.17. Here, due to Lemma 3.17 for \( 1 \leq k \leq K_1 \), by requiring \( \alpha = \Omega(1) \) being a small constant, at each iteration \( k \), we have \( |\det D\phi_{\alpha, i}^{k}(Z_k) V_z(\cdot, i)| \leq C_3 = \Omega(1) \). So we have \( C_3^k \leq C_3^{\log(n)} \) where \( C_3 > 0 \) is an absolute constant. At step \( k \geq K_1 \), by Lemma 3.17 by requiring \( \delta > 0 \) to be a small constant, we have \( |\det D\phi_{\alpha, i}^{-1}(Z_k) V_z(\cdot, i)| \leq 1 - C_4 \alpha \) with \( C_4 = \Omega(1) > 0 \). This holds for all \( Z \in B(Z^*, \delta) \), so \( \max_{Z, V_z(\cdot, i)} |\det D\phi_{\alpha, i}^{-1}(Z_k) V_z(\cdot, i)| \leq (1 - C_4 \alpha)^C_2 \log n \). By requiring \( C_2 = \Omega(1) > 0 \) large enough, we have the fourth inequality holds. Therefore, with the fail probability controlled by \( \frac{1}{\text{poly}(n)} \), we have \( Z_{K_2} \cap B(Z^*, \delta) = \emptyset \).

Once outside a spurious region \( B(Z^*, \delta) \), similar to the proof of Theorem 3.2, we can use (7) in Lemma 3.15 to prove \( \cup_{k=K_1}^n Z_k \cap B(Z^*, \delta) = \emptyset \). More specifically, we observe that the property \( |\det D\phi_{\alpha, i}^{k}(Z_k) V_z(\cdot, i)| \leq 1 - \Omega(\alpha) \) holds in the region \( B(Z^*, \delta) \cap D_{Z^*} \). By requiring \( \delta > 0 \) and \( \alpha \) small enough. By Lemma C.1 and Lemma 3.15, we can prove that \( \sum_{j=1}^r r_j \) grows exponentially fast. We can further prove that the sequence will never come back to \( B(S_{Z^*}, \delta) \), using the monotone increase of \( \sum_{j=1}^r r_j \).

**4 Proofs of Theorem 2.2 and Theorem 2.3**

In this section we will prove the Main result 2 (Theorem 2.2) and Main result 3 (Theorem 2.3) mentioned in Section 2. Theorem 2.2 is a special case of Theorem 2.1 restricted to \( r = 1 \), and its
proof is much simpler. Theorem 2.3 builds upon the previous theorem, but extends the analysis to the case of weak isometry. We provide some insights on the connections between Theorem 2.2 and Theorem 2.3 in Section 4.4.

4.1 Convergence tool for weak isometry

We first introduce Theorem 4.1, a variant of Theorem 3.4, as a fundamental tool for analyzing the convergence rate for functions with weak isometry as in Theorem 2.3. Using this theorem, we can show that if the measurement sampling operator preserves the distances of points on the manifold to the ground truth $X$ to some extent (indicated by $C_1$ and $C_2$ in the distance-preserving condition below), and the projection operator satisfies a similar property as before, then with this $T(\cdot)$ operator, the loss function $f(Z) = \frac{1}{2} \|T(Z) - T(X)\|_F^2$ still preserves the nice properties of the original least squares loss function $F_1(Z) = \frac{1}{2} \|Z - X\|_F^2$. As a result, the sequences generated by the PGD still converge to the ground truth in a linear rate on the manifold as long as they stay outside of the spurious regions.

**Theorem 4.1.** Assume $T : M_r \rightarrow \mathbb{R}^m$ is a linear operator, and $f(Z) = \frac{1}{2} \|T(Z) - T(X)\|_F^2$. If the following conditions hold:

1) (Distance-preserving condition) $C_1 \|Z_k - X\|_F \leq \|T(Z_k) - T(X)\|_2 \leq C_2 \|Z_k - X\|_F$, where $C_1, C_2 > 0$ are uniform constants for all $k$;

2) (Critical ratio condition) $\|Z_k - X\|_F \leq C_3 \|P_{T(Z_k)} (\nabla f(Z_k))\|_F$, $C_3 > 0$ is a positive constant for all $k$.

Then, Conditions (D) and (L) hold with $\omega = \frac{1}{2}$. As a consequence, by Theorem 3.4, there exists a small enough $\alpha > 0$ such that the sequence $\{Z_k\}$ generated by the PGD converges to $X$ in a linear rate: $\|Z_k - X\|_F \leq e^{-ck}$, with $c = -\log \left(1 - \Omega \left(\frac{\alpha}{c_2^2 c_3^2}\right)\right)$.

By throwing away a controllable failure probability, many random sensing applications potentially have such distance-preserving property. Some examples are mentioned in Section 1. The Restricted Isometry Property (RIP) can also be seen as a special case of this distance-preserving condition. Instead of checking the descent inequality and the Łojasiewicz inequality in Theorem 3.4, we use the above conditions as a more user-friendly version for such distance-preserving cases.

We are now ready to prove Theorems 2.2 and 2.3 using Theorem 4.1 and following a similar but simpler strategy as the one in Section 3.
4.2 Proof of Theorem 2.2

Proof. Denote $Z_+ = \phi_+(Z)$ and $Z_- = z_z^H$. Recall that $Z = z_z^H$ and $X = x_x^H$, $h = \|Z\|_F$ and $ho = \frac{\|x\|_F}{\|Z\|_F}$. Let $u_z = \frac{z}{\|x\|_F}$ and $u_{z,+} = \frac{z_z^H}{\|Z\|_F}$. Then $\sqrt{\rho} = \langle u_z, x \rangle$. By Lemma C.3, we have

$$\frac{d}{dt} h = u_z^T (X - Z) u_z = \rho - h,$$

$$\frac{d}{dt} u_z = (I - u_z u_z^T) (X - Z) u_z \cdot \frac{1}{h} = \frac{1}{h} \cdot (\sqrt{\rho} x - \rho u_z),$$

$$\frac{d}{dt} \rho = \frac{2}{h} \cdot (1 - \rho).$$

By Assumption 1, we obtain after integrating the above ODE system in time for one timestep that

$$h_{k+1} = h_k + \alpha \cdot (-h_k + \rho_k) + \mathcal{O}(\alpha^2),$$

$$\rho_{k+1} = \rho_k + 2\alpha \frac{\rho_k}{h_k} (1 - \rho_k) + \mathcal{O}(\alpha^2).$$

Denote $\psi_{\alpha, h} : u_z \rightarrow u_{z,+}$ as the iteration function for $u_z$. For any $v \in T_{y_1}(\mathbb{R}^n)$ and $t > 0$, direct computation gives that

$$\psi_{\alpha}(u_z) := u_{z,+} = u_z + \alpha \cdot \frac{\sqrt{\rho} x - \rho u_z}{h} + \mathcal{O}(\alpha^2),$$

$$\psi_{\alpha}(u_z + tv) := (u_z + tv, +$$

$$= u_z + tv + \alpha \cdot \frac{\sqrt{\rho} x - \rho u_z}{h} + \alpha t \langle v, x \rangle x - 2\sqrt{\rho} \langle v, x \rangle u_z - \langle u_z, x \rangle^2 v + \mathcal{O}(t^2) + \mathcal{O}(\alpha^2).$$

By Assumption 1 and Definition 3.16, we obtain by direct calculation that

$$\langle D\psi_{\alpha}(u_z)(v), v \rangle = 1 + \alpha \cdot \frac{\langle v, x \rangle^2}{h} - \alpha \cdot \frac{\rho}{h} + \mathcal{O}(\alpha^2).$$

By Theorem 4.1 outside the spurious region $B(0, \delta)$ (Lemma 3.9), the sequence has linear convergence rate. Thus it either enters $B(0, \delta)$ or $B(X, \delta)$ in $\Omega(\frac{1}{\alpha^2} \log \frac{1}{\delta})$ iterations. If the sequence enters $B(X, \delta)$, the local region of $X$, by Lemma 3.22 we have $\|P_{T_x}(\nabla F_1(Z))\|_F / \|Z - X\|_F = \Omega(1)$ provided that $0 < \delta < \frac{\alpha^2}{2}$. By Theorem 4.1, it further needs $\Omega(\log \frac{1}{\delta})$ iterations to generate an $\epsilon$-accurate solution.

On the other hand, if the sequence enters $B(0, \delta)$, similarly to the proofs of Theorem 3.1 and Theorem 3.2, one can prove that with high probability exceeding $1 - \frac{1}{\text{poly}(n)} - e^{-\Omega(n)}$, there exists $\mathcal{T} = \mathcal{O}(\log n)$ such that the sequence initialized from the general random distribution stays in $B(0, \delta)$ for at most $\mathcal{T} = \mathcal{O}(\log n)$ iterations. After it escapes from $B(0, \delta)$, the sequence converges towards $X$ in a linear rate. Combining all the above, it takes $\mathcal{O}(\log \frac{1}{\epsilon} + \log n)$ iterations to generate an $\epsilon$-accurate solution. To prove that the sequence will never come back to the spurious region $B(0, \delta)$, we can use an argument similar to the proof of Theorem 3.3. \[\square\]
4.3 Proof of Theorem 2.3

Proof. Recall that \( Z = \mathbb{z}z^H \) and \( X = xx^H \), \( h = \|Z\|_F \) and \( \rho = \frac{(X,Z)}{\|X\|_F\|Z\|_F} \in [0, 1] \). If \( \mathbb{F} = \mathbb{R} \), the population loss of (7) is

\[
\mathbb{E} f(Z) = \frac{3}{2} \|Z\|_F^2 + \frac{3}{2} \|X\|_F^2 - \|Z\|_F \|X\|_F - 2\langle Z, X \rangle
\]

Since \( 0 \leq (\|Z\|_F - \|X\|_F)^2 \leq \|Z - X\|_F^2 \), we have

\[
\|Z - X\|_F^2 \leq F(Z) \leq \frac{3}{2} \|Z - X\|_F^2.
\]

If \( \mathbb{F} = \mathbb{C} \), the population loss of (7) is

\[
\mathbb{E} f(Z) = \|Z\|_F^2 + \|X\|_F^2 - \|Z\|_F \|X\|_F - \langle Z, X \rangle
\]

And \( \frac{1}{2} \|Z - X\|_F^2 \leq F_2(Z) \leq \|Z - X\|_F^2 \).

We still denote \( Z_+ = \phi_{\alpha}(Z) \). Assume \( Z = \mathbb{z}z^H \), and \( Z_+ = \mathbb{z}_+z_+^H \). Let \( u_{\mathbb{z}} = \frac{\mathbb{z}}{\|\mathbb{z}\|} \) and \( u_{\mathbb{z},+} = \frac{\mathbb{z}_+}{\|\mathbb{z}_+\|} \). By Lemma C.3, we have

\[
\frac{d}{dt} h = u_{\mathbb{z}}^H \left( 2X - \left( \theta + 2 - \frac{\theta}{h} \right) Z \right) u_{\mathbb{z}} = 2\rho - (2 + \theta)h + \theta,
\]

\[
\frac{d}{dt} u_{\mathbb{z}} = (I - u_{\mathbb{z}}u_{\mathbb{z}}^H) \left( 2X + \left( \theta + 2 - \frac{\theta}{h} \right) Z \right) u_{\mathbb{z}} \cdot \frac{1}{h} = \frac{2}{h} \cdot (\sqrt{\rho x} - \rho u_{\mathbb{z}}),
\]

\[
\frac{d}{dt} \rho = \frac{4}{h} \cdot \rho(1 - \rho).
\]

By Assumption 1, we have

\[
h_{k+1} = h_k + \alpha \cdot (\theta - (2 + \theta)h_k + 2\rho_k) + \mathcal{O}(\alpha^2),
\]

\[
\rho_{k+1} = \rho_k + 4\alpha \frac{\rho_k}{h_k} (1 - \rho_k) + \mathcal{O}(\alpha^2).
\]

We still denote \( \psi_{\alpha,h} : u_{\mathbb{z}} \to u_{\mathbb{z},+} \) as the iteration function for \( u_{\mathbb{z}} \). Then for any \( v \in T_{\mathbb{V}_1(\mathbb{R}^n)} \) and \( t > 0 \), direct computation gives

\[
\psi_{\alpha}(u_{\mathbb{z}}) = u_{\mathbb{z}} + 2\alpha \cdot \frac{\sqrt{\rho x} - \rho u_{\mathbb{z}}}{h} + \mathcal{O}(\alpha^2),
\]

\[
\psi_{\alpha}(u_{\mathbb{z}} + tv) = u_{\mathbb{z}} + tv + 2\alpha \cdot \frac{\sqrt{\rho x} - \rho u_{\mathbb{z}}}{h} + 2\alpha t \frac{\langle v, x \rangle}{h} - 2\alpha t \frac{\sqrt{\rho} \langle v, x \rangle u_{\mathbb{z}}}{h} + \mathcal{O}(\alpha^2).
\]

By Assumption 1 and Definition 3.16, we obtain by direct computation that

\[
\langle D\psi_{\alpha}(u_{\mathbb{z}})(v), v \rangle = 1 + \alpha \cdot \frac{2\langle v, x \rangle^2}{h} - \alpha \cdot \frac{2\rho}{h} + \mathcal{O}(\alpha^2).
\]
Note that in this case, in addition to the spurious region $\mathcal{B}(0, \delta)$, there is another region $\mathcal{B}(Z^*, \delta) := \{Z : \rho \leq \delta, |\theta + 2 - \frac{\theta}{\delta}| \leq \delta\}$ where the Riemannian gradient is $\delta$-small, as the Riemannian gradient is now

$$\nabla_M F_2(Z) = \left(\theta + 2 - \frac{\theta}{\delta}\right) Z - 2P_{TZ}(X).$$

In fact, $\|\nabla_M F_2(Z)\| \leq \delta \iff Z \in \mathcal{B}(0, \delta) \cup \mathcal{B}(Z^*, \delta)$.

By Theorem 4.1, outside of $\mathcal{B}(0, \delta) \cup \mathcal{B}(Z^*, \delta)$, the randomly initialized sequence either enters $\mathcal{B}(0, \delta) \cup \mathcal{B}(Z^*, \delta)$ or $B(X, \delta)$ within $\Omega(\frac{\rho}{\delta^2} \log \frac{1}{\delta})$ iterations. If it enters local region of $X$ as $B(X, \delta)$, by Lemma 3.22 we have $\|P_{T_2}(\nabla F_2(Z))\|_F/\|Z - X\|_F = \Omega(1)$ provided that $0 < \delta < \frac{\alpha}{2}$. In this case, by Theorem 4.1, it takes no more than $\Omega(\log \frac{1}{\delta})$ iterations to generate an $\epsilon$-accurate solution.

On the other hand, if the sequence enters $\mathcal{B}(0, \delta) \cup \mathcal{B}(Z^*, \delta)$, then we can use an argument similar to the proofs of Theorem 3.2 and Theorem 3.3 to show that with high probability exceeding $1 - \frac{1}{\text{poly}(n)} - e^{-\Omega(n)}$, there exists $\mathcal{T} = \mathcal{O}(\log n)$ such that the sequence initialized from the general random distribution stays in $\mathcal{B}(0, \delta) \cup \mathcal{B}(Z^*, \delta)$ for at most $\mathcal{O}(\log n)$ iterations. Afterwards, the sequence escapes from $B(0, \delta)$ and converges towards $X$ in a linear rate. Note that the sequence will never come back to $\mathcal{B}(0, \delta) \cup \mathcal{B}(Z^*, \delta)$ once it escapes from this spurious region, as $\rho$ is non-decreasing if $\delta \leq \rho \leq 1$ and $\alpha > 0$ is a small enough constant. Combining all the above, to generate an $\epsilon$-accurate solution, i.e. $\|Z_k - X\|_F \leq \epsilon\|X\|_F$, it needs $\mathcal{O}(\log \frac{1}{\epsilon} + \log n)$ iterations.

### 4.4 Comparison of Theorem 2.2 and Theorem 2.3

**Dynamics.** The dynamical low-rank approximation (Lemma C.3) shows that the evolution of the column space is given by

$$\dot{U}_Z = P_{U_Z}^\perp (-\nabla F(Z)) U_Z S^{-1}.$$

For $F_1(Z) = \frac{1}{2}\|Z - X\|_F^2$, we have that $\nabla F_1(Z) = Z - X$, while for $F_2(Z) = \frac{\theta}{2}(\|Z\|_F - \|X\|_F)^2 + \|Z - X\|_F^2$, we have $\nabla F_2(Z) = (2 + \frac{\theta}{\delta}) Z - 2X$. Although $F_2(Z)$ only satisfies the weak isometry property, direct computation shows that $\dot{U}_Z$ for $F_1(Z)$ and $F_2(Z)$ are similar, because $P_{U_Z}^\perp$ on the right cancels out the $Z$ terms and leaves only the $X$ terms. That explains why the dynamics of $F_1(Z)$ is similar to that of $F_2(Z)$.

**Stationary points.** Theorem 2.2 is a special case of Theorem 2.1 therefore $Z^* = 0$ is the only spurious critical point and has a saddle-like property (see Section 3.3). On the other hand, for the phase retrieval problem in Theorem 2.3, it has two groups spurious critical points, which are $Z^* = 0$ and $\{Z^* : \|Z^*\|_F = \frac{\theta}{2\delta^2}\|X\|_F, \langle Z, X \rangle = 0\}$. Still, the upper bound for the number of iterations that the sequence is trapped by the spurious region can be estimated in a similar way. This can be seen by comparing the proofs in Section 4.2 and Section 4.3.

**Numerical illustration.** To see the similarity between the evolution behavior in solving the rank-1 matrix recovery and the phase retrieval problem, we give some numerical experiments in Figure 5 and Figure 6 for a comparison. We can see that the curves of the evolution of $h$ and $\rho$ have similar shapes in both problems.
5 Conclusion and future work

In this paper, we have established a unified framework for the analysis of a class of low-rank matrix recovery problems. We have shown that using the Riemannian gradient descent (the PGD) algorithm on the low-rank matrix manifold, there is rigorous theoretical guarantee for the fast convergence rate in low-rank matrix recovery problems.

For this purpose, we first performed an extensive analysis of the low-rank matrix manifold $\mathcal{M}_r$ itself by analyzing the simple least squares loss function $F_1(Z) = \frac{1}{2}\|Z - X\|_F^2$, where $X$ is the ground truth. Our focus is on the symmetric positive semi-definite (SPSD) setting which is common in practice. Our results on the rank-$r$ manifold with $r > 1$ are original and they are much more complicated than the corresponding results for the rank-1 case.

We showed that there is a ground truth and several spurious critical points on the manifold. The spurious critical points are of independent interest themselves, as they behave like strict saddle points, but their Hessians have singular eigen directions. We proved that the gradient descent or gradient flow starting from an initial guess drawn from the general random distribution converges to the ground truth with high probability. The initializations that might lead to the spurious critical points only have a small probability measure on the manifold. Improvement of this result to zero measure is left for future work.
The convergence rate towards the ground truth is nearly linear and is essentially independent of the dimensionality of the problem. The major difficulty when analyzing the convergence rate comes from estimating the upper bound for the number of iterations that the sequence is trapped by the spurious regions. Our primary tool is the iteration function of the column space derived from the dynamical low-rank approximation. We showed that with high probability, the initial angle between the column spaces of the ground truth and the random initialization point is $\tilde{\Omega}(\frac{1}{n})$, i.e. $\Omega(\frac{1}{n})$ with possible additional log-factors. The angle grows fast in spurious regions. Thus, we showed that with high probability, the sequence generated by the randomly initialized PGD escapes from the spurious regions quickly and enters a good region. When the sequence enters the good region, we then used the Łojasiewicz inequality tool to derive linear convergence.

The above analysis offers a general framework for a class of inverse problems that share a desirable structure, namely those problems whose forward problem is a linear mapping from a low-rank matrix to a vector and preserves the isometry property to some extent. The well-known RIP ensemble is a special case, but there are other applications with a weak isometry property. We analyzed the phase retrieval problem as an example of weak isometry problems, and established nearly optimal (linear) convergence rate. We focused on the population problem, i.e. the expectation of the loss function with respect to sampling. We invoked its connection with the rank-1 simple least squares problem, which can be described by scalar ODEs instead of matrix ODEs.

The global analysis for population loss functions can also be extended to finite-sample problems. The finite-sample loss function is the sum of its population loss plus some small deviations. One can control the magnitude of the deviations and show that the loss function still satisfies some weak isometry conditions. Thus the fundamental convergence guarantee by the Łojasiewicz inequality is readily applicable on the majority of the manifold. On the other hand, the geometry of the spurious regions, as well as the escape from these spurious regions, could be different from the population case. We leave the detailed analysis of finite-sample cases to our future work.
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A Manifold setting and optimization algorithm

A.1 Building blocks: low-rank matrix manifold

In this subsection we first present some basic structural properties of the low-rank matrix manifold as a preliminary. As mentioned in our previous work [27], the usual fixed-rank manifold may not be rigorous enough for two reasons stated below:

1) The fixed-rank manifold $\mathcal{M}_r$ is not closed. Iterative optimization techniques can generate a sequence towards the ground truth, and closedness is naturally necessary for asymptotic convergence analysis.

2) It is possible that at some step $(Z_k - a P_{T_{Z_k}}(\nabla f(Z_k)))$ happens to have rank lower than $r$ and falls outside $\mathcal{M}_r$.

Therefore, for theoretical completeness we need the notion $\overline{\mathcal{M}_r} = \{Z \in \mathbb{F}^{n_1 \times n_2} : \text{rank}(Z) \leq r\}$ instead. The following are some basic definitions and essential properties on $\overline{\mathcal{M}_r}$.

**Definition A.1 (Tangent Space).** Let $Z \in \mathcal{M}_r, Z = U \Sigma V^H$. Denote $\mathcal{U} = \text{Col}(U), \mathcal{V} = \text{Col}(V)$ as the column spaces of $U$ and $V$ respectively. Then the tangent space of $\mathcal{M}_r$ at $Z$ is

$$T_Z \mathcal{M}_r = (\mathcal{U} \otimes \mathcal{V}) \oplus (\mathcal{U} \otimes \mathcal{V}^\perp) \oplus (\mathcal{U}^\perp \otimes \mathcal{V}).$$

The projection onto the tangent space is

$$P_{T_Z} = P_{\mathcal{U}} \otimes I + I \otimes P_{\mathcal{V}} - P_{\mathcal{U}} \otimes P_{\mathcal{V}}.$$

The metric on $T\mathcal{M}$ is inherited from the metric of the embedded Euclidean space $\mathbb{F}^{n_1 \times n_2}$ which is equipped with inner product defined as $\langle A, B \rangle = \text{tr}(A^H B)$ and Frobenius norm $\|A\|_F = \sqrt{\text{tr}(A^H A)}$.

**Definition A.2 (Tangent cone).** Let $Z \in \mathcal{M}_s \subset \overline{\mathcal{M}_r} \setminus \mathcal{M}_r$ where $s < r$, $Z = U \Sigma V^H$, $\mathcal{U} = \text{Col}(U), \mathcal{V} = \text{Col}(V)$. Then the tangent cone of $\overline{\mathcal{M}_r}$ at $Z$ is defined as follows

$$T_Z \overline{\mathcal{M}_r} = T_Z \mathcal{M}_s \oplus \{\eta : \eta \in \mathcal{U}^\perp \otimes \mathcal{V}^\perp, \text{rank}(\eta) = r - s\}$$

The projection onto the tangent cone is given by

$$P_{T_Z \overline{\mathcal{M}_r}}(Y) = P_{T_Z \mathcal{M}_s}(Y) + Y_{r,s}$$

where $Y_{r,s}$ is the best rank $(r - s)$ approximation of $Y - P_{T_Z \mathcal{M}_s}(Y)$ in the Frobenius norm.

We use $P_{T_Z}$ for both $P_{T_Z \mathcal{M}_r}$ and $P_{T_Z \overline{\mathcal{M}_r}}$ when there is no confusion.

**Remark.** The low-rank matrix manifold as presented above is for general non-Hermitian case. The Hermitian case is similar except that the fixed rank manifold may have branches.
A.2 Optimization technique: the projected gradient descent (PGD)

In this section, we introduce the optimization technique on the low-rank matrix manifold, namely the projected gradient descent (PGD) with soft retraction onto the manifold. This Riemannian gradient descent technique has been studied in [10, 41, 44, 45]. For example, [45] and [10] use the Riemannian gradient descent to solve low-rank matrix recovery problems. These works also point out that the PGD enjoys light computational cost. In this paper, we will focus on the global analysis of such manifold optimization technique with random initialization.

Assume we are given a differentiable objective function $f(\cdot) : M \to \mathbb{R}$ to be minimized, where $M$ can be a general Riemannian manifold. We start from a random initial guess $Z_0 \in M$.

Assume the sequence $\{Z_k\}_{k=0}^K$ is generated by the PGD (projected gradient descent):

$$Z_{k+1} = R(Z_k - \alpha_k P_{T_{Z_k}} (\nabla f(Z_k))).$$  \hspace{1cm} (8)

Here $P_{T_{Z_k}}$ is the projection onto the tangent space (or tangent cone at a rank-deficient point) of $M$ at point $Z_k$, $\alpha_k$ is the $k$-th stepsize, and $R : T_Z \to M$ is a retraction defined in definition A.3.

For the specific $f$ in this paper, we have the following algorithm:

**Projected Gradient Descent (PGD)**

**Input:** Random measurements $\{A_j\}_{j=1}^m$, information $\{y_j\}_{j=1}^m$, random initialization $Z_0$, maximal iteration number $K_0$, tolerance $\epsilon$.

**Iteration:** For $k = 1 : K_0$, do:

$$Z_{k+1} = R(Z_k - \alpha_k P_{T_{Z_k}} \left( \frac{1}{m} \sum_{j=1}^m (Z_k - X, A_j) A_j \right)), \text{ if } f(Z_k) < \epsilon, \text{ break.}$$

**Output:** Estimator $\hat{X} = Z_k$.

In the aforementioned algorithm, the retraction operation is necessary since it ensures the generated iteration points stay on the manifold $M$. The retraction operator is defined as follows.

**Definition A.3 (Retraction).** Let $T_Z$ be the tangent space (or tangent cone) of $M$ at $Z$. We call $R_Z : T_Z \to M$ a retraction, if for any $\xi \in T_Z$,

$$\lim_{\alpha \to 0} \frac{\|R_Z(\alpha \xi) - (Z + \alpha \xi)\|_F}{\alpha} = 0. \hspace{1cm} (9)$$

For simplicity we may also write $R_Z(\alpha \xi)$ as $R(Z + \alpha \xi)$. We will refer to (9) as the first-order retraction property.

**Remark.** A natural retraction on $M_r$ is the following best rank-$r$ approximation under the Frobenius norm:

$$R_N(Z + \xi) = \arg \min_{Y \in M_r} \|Z + \xi - Y\|_F.$$
We use \( R_N \) as our \( R \) in the rest of the paper. It not only satisfies the first-order retraction property, but is also second order, see also \([38, 41, 44]\):

\[
R(Z + \alpha \xi) = Z + \alpha \xi + \alpha^2 \eta + \mathcal{O}(\alpha^3).
\]

It is worth mentioning that there exists other manifold optimization techniques. For example, some manifold optimization methods skip the projection step \( P_{TZ_k} \) and compute the singular value decomposition directly. This is also called the “hard retraction”. We choose the current projected gradient descent with “soft retraction” mainly due to two reasons:

1) Most of the operations we list are defined only for tangent bundles, e.g. first-order retraction \( \rho \) and the Riemannian Hessian. Generally, \( \nabla f(Z_k) \) is not in \( T_{Z_k} \), but \( P_{T_{Z_k}} (\nabla f(Z_k)) \) is.

2) The projected version of GD is also cheaper in terms of computation. Namely, solving \( R(Z_k - \alpha_k \nabla f(Z_k)) \) involves calculating SVD of a \( n_1 \times n_2 \) matrix, while \( R(Z_k - \alpha_k P_{T_{Z_k}} (\nabla f(Z_k))) \) only involves that of a \( 2r \times 2r \) matrix, as mentioned in the previous literature \([45]\). Since \( r \ll \min\{n_1, n_2\} \), the soft retraction is of lighter computational cost.

**Light computational cost of the PGD.** With the PGD, we have

\[
Z_{k+1} = R(Z_k - \alpha P_{T_{Z_k}} (W_k))
\]

\[
= R(U_k \Sigma_k V_k^H - \alpha \left( U_k U_k^H W_k + W_k V_k^H V_k^H - U_k U_k^H W_k V_k^H \right))
\]

\[
= R(U_k \left( \Sigma_k - \alpha U_k^H V_k V_k^H \right) V_k^H - \alpha U_k ((I - V_k V_k^H) W_k^H U_k)^H
\]

\[
= \left( U_k \begin{bmatrix} \Sigma_k - \alpha U_k^H V_k V_k^H & -\alpha R_{k,1} \cr -\alpha R_{k,2} & 0 \end{bmatrix} \right) \begin{bmatrix} V_k^H \cr \gamma_{k,1} \cr \gamma_{k,2} \end{bmatrix}.
\]

Here \( W_k = \nabla f(Z_k) \in \mathbb{R}^{n_1 \times n_2} \) and we assume \( Z_k = U_k \Sigma_k V_k^H \). Assume \( (I - V_k V_k^H) W_k^H U_k = Q_{k,1} R_{k,1} \) and \( (I - U_k U_k^H) W_k V_k = Q_{k,2} R_{k,2} \) are the QR factorizations of the respective matrices. Notice that \( Q_{k,2}^H U_k = 0_{r \times r} \), \( Q_{k,1}^H V_k = 0_{r \times r} \). Therefore, to compute SVD of \( Z_k - \alpha P_{T_{Z_k}} (W_k) \) it only involves solving the SVD of

\[
\left[ \begin{array}{cc}
\Sigma_k - \alpha U_k^H V_k V_k^H & -\alpha R_{k,1} \\
-\alpha R_{k,2} & 0
\end{array} \right],
\]

which is only a \( 2r \times 2r \) matrix.

**B Proofs**

**B.1 Proof of Theorem 3.4**

*Proof.* Since \( \{f_k\}_{k=1}^\infty \) is a monotone and lower bounded sequence, Condition \( \text{D} \) and continuity of \( f(.) \) implies convergence of \( \{Z_k\} \) to some fixed point \( Z^* \). Without loss of generality we assume that \( f(Z^*) = 0 \). By Conditions \( \text{D} \) and \( \text{E} \), we have

\[
\|Z_{k+1} - Z_k\|_F \leq \frac{1}{C_d\|P_{T_{Z_k}} (\nabla f(Z_k))\|_F} (f_k - f_{k+1}) \leq \frac{C_i}{C_d} f_k^{\theta-1} (f_k - f_{k+1})
\]

\[
\leq \frac{C_i}{C_d} \int_{f_{k+1}}^{f_k} \phi^{\theta-1} d\phi = \frac{C_i}{\theta C_d} (f_k^\theta - f_k^{\theta+1}).
\]
Since $\{f_k\}_{k=1}^{\infty}$ is a monotone and lower bounded sequence, $\{f_k\}$ is convergent. Therefore, $\{Z_k\}$ is convergent, and the limit point is $Z^*$.

Consider $s_k := \sum_{i=k}^{\infty} \|Z_{i+1} - Z\|_F \leq \frac{C_i}{\theta C_d} f_k^\theta$. Then we get

$$s_k^{\frac{1}{\theta}} \leq \left( \frac{C_i}{\theta C_d} \right)^{\frac{1}{\theta}} f_k^{\frac{1}{\theta}} \leq C_i \left( \frac{C_i}{\theta C_d} \right)^{\frac{1}{\theta}} \|P_{T_k} (\nabla f(Z_k))\|_F.$$

Let $\xi_k = -P_{T_k} (\nabla f(Z_k))$ and $\alpha \bar{\xi}_k = Z_{k+1} - Z_k = \mathcal{R}(Z_k + \alpha \bar{\xi}_k) - Z_k$. By the retraction property, $\alpha \bar{\xi}_k = \alpha \xi_k + o(\alpha)$. So we have

$$s_k^{\frac{1}{\theta}} \leq C_i \left( \frac{C_i}{\theta C_d} \right)^{\frac{1}{\theta}} \|\xi_k\|_F = C_i \left( \frac{C_i}{\theta C_d} \right)^{\frac{1}{\theta}} \frac{1}{\alpha} (\|Z_{k+1} - Z_k\|_F + o(\alpha)).$$

Let $\rho = \rho(\alpha) := \frac{\alpha \theta}{C_i} \left( \frac{C_i}{\theta C_d} \right)^{\frac{1}{\theta}}$, i.e. $\rho$ is a constant depending only on $C_i, C_d$ and $\theta$. Then we have

$$\rho(\alpha)s_k^{\frac{1}{\theta}} = \|Z_{k+1} - Z_k\|_F + o(\alpha).$$

One can choose $\alpha$ small enough such that $0 < \rho(\alpha) < 1$ and

$$\rho(\alpha)s_k^{\frac{1}{\theta}} \leq s_k - s_{k+1}.$$

In the case of $\theta = \frac{1}{2}$, the above inequality gives $s_{k+1} \leq (1 - \rho)s_k$, which implies $\|Z_k - Z^*\|_F \leq s_k \leq (1 - \rho)^k s_0 = s_0 e^{-c^k}$, where $c = -\log(1 - \rho) > 0$. This gives the linear convergence rate.

In the case of $0 < \theta < \frac{1}{2}$: Assume $s_k = c_1 k^{-p}$, then we have

$$s_{k+1} = c_1 \frac{1}{(k+1)^p} = c_1 \frac{1}{k^p} \left( 1 + \frac{1}{k} \right)^{-p}$$

$$= c_1 \frac{1}{k^p} \left( 1 - \frac{p}{k} \right) + O\left( \frac{1}{k^{p+2}} \right)$$

$$= s_k \left( 1 - ps_s k^{-p} \right) + O\left( \frac{1}{k^{p+2}} \right)$$

$$\leq s_k \left( 1 - \rho s_k^{\frac{1}{\theta}} \right),$$

where the last inequality follows from $s_{k+1} \leq s_k (1 - \rho s_k^{\frac{1}{\theta}})$. Choose $c_1$ large enough, then the above inequality holds with $p = \frac{\theta}{1 - 2\theta}$. Thus, we obtain $\|Z_k - Z^*\|_F \leq s_k \leq c_1 k^{-\frac{\theta}{1 - 2\theta}}$. This implies the polynomial convergence rate. \hfill \Box

**B.2 Proof of Lemma 3.7**

Proof. 1) It is obvious that $Z$ is a fixed point of $Z_{k+1} = \mathcal{R}(Z_k - \alpha P_{T_k}(\nabla f(Z_k)))$ if and only if $P_{T_k}(\nabla F_k(Z)) = 0$. Denote $Z = U_\zeta V_\zeta^H$ and $X = UDV^H$, then for any $\xi \in T_Z$, there exists $\Delta_1 \in \mathbb{F}^{n_1 \times r}$ and $\Delta_2 \in \mathbb{F}^{n_2 \times r}$, such that $\xi = U_\zeta \Delta_1^H + \Delta_2 V_\zeta^H$. Simple calculation gives

$$P_{T_k}(\nabla F_k(Z)) = 0 \iff \langle P_{T_k}(Z - X), \xi \rangle = 0, \forall \xi \in T_Z$$

$$\iff \langle Z - X, U_\zeta \Delta_1^H + \Delta_2 V_\zeta^H \rangle = 0, \forall \xi = U_\zeta \Delta_1 + \Delta_2 V_\zeta^H \in T_Z$$

$$\iff \text{tr}((V_\zeta \Sigma_\zeta - VDUH U_\zeta) \Delta_1^H + (\Sigma_\zeta U_\zeta^H - V_\zeta^H VDUH) \Delta_2), \forall \Delta_1 \in \mathbb{F}^{n_1 \times r}, \Delta_2 \in \mathbb{F}^{n_2 \times r}$$

$$\iff V_\zeta \Sigma_\zeta - VDUH U_\zeta = \Sigma_\zeta U_\zeta^H - V_\zeta^H VDUH = 0$$

$$\iff U_\zeta^H X = \Sigma_\zeta V_\zeta^H \text{ and } U_\zeta \Sigma_\zeta = XV_\zeta.$$
This implies \( P_{U_z}(X) = P_{U_Z}(Z) = Z \) and \( P_{V_z}(Z^H) = Z^H = P_{V_Z}(X^H) \). Assume

\[
X = \begin{pmatrix} U_Z & \overline{U}_z \end{pmatrix} \begin{pmatrix} X_{11} & X_{12} \\ X_{21} & X_{22} \end{pmatrix} \begin{pmatrix} V_{\overline{z}}^H \\ V_{\overline{z}} \end{pmatrix}.
\]

Then we get \( X_{11} = \Sigma_z, X_{12} = 0 \) and \( X_{21} = 0 \). Therefore, we have

\[
Z = U_1 D_1 V_1^H, \quad \text{with } U = (U_1 \; U_2), \; D = \text{diag} \{ D_1, D_2 \} \text{ and } V = (V_1 \; V_2).
\]

2) If \( X \) has distinct singular values, then \( \delta \) consists of the points \( Z^* = \sum_{i=1}^r d_i \eta_i u_i v_i^H \), where \( \eta \in \{0, 1\}^r \) and \( \eta \) is not \( (1, 1, \ldots, 1)^H \in \mathbb{R}^r \). So \( |\delta| = 2^r - 1 \).

**B.3 Proof of Lemma 3.9**

*Proof.* Assume \( Z = U_z \Sigma_z V_z^H \), and let \( \overline{U}_z, \overline{V}_z \in \mathbb{R}^{m \times (n-r)} \) be the orthogonal complements of \( U_z \) and \( V_z \). We can express \( X \) in the following block form under this new basis:

\[
X = \begin{pmatrix} U_Z & \overline{U}_z \end{pmatrix} \overline{X} \begin{pmatrix} V_{\overline{z}}^H \\ V_{\overline{z}} \end{pmatrix} = \begin{pmatrix} U_Z & \overline{U}_z \end{pmatrix} \begin{pmatrix} X_{11} & X_{12} \\ X_{21} & X_{22} \end{pmatrix} \begin{pmatrix} V_{\overline{z}}^H \\ V_{\overline{z}} \end{pmatrix},
\]

where

\[
\overline{X} = \begin{pmatrix} X_{11} & X_{12} \\ X_{21} & X_{22} \end{pmatrix} = Q_L \cdot D \cdot Q_R^H.
\]

Then we have

\[
P_{T_z}(X) = \begin{pmatrix} U_Z & \overline{U}_z \end{pmatrix} \begin{pmatrix} X_{11} & X_{12} \\ X_{21} & 0 \end{pmatrix} \begin{pmatrix} V_{\overline{z}}^H \\ V_{\overline{z}} \end{pmatrix}, \quad U = \begin{pmatrix} U_Z & \overline{U}_z \end{pmatrix} Q_L, \quad V = \begin{pmatrix} V_z & \overline{V}_z \end{pmatrix} Q_R.
\]

Assume that \( \|P_{T_z}(Z - X)\|_F \leq \delta \), then

\[
\|P_{T_z}(Z - X)\|_F = \left\| \begin{pmatrix} X_{11} - \Sigma_z & X_{12} \\ X_{21} & 0 \end{pmatrix} \right\|_F = \left\| \overline{X} - \begin{pmatrix} \Sigma_z & 0 \\ 0 & X_{22} \end{pmatrix} \right\|_F \leq \delta.
\]

Let

\[
\overline{S} := \begin{pmatrix} \Sigma_z & 0 \\ 0 & X_{22} \end{pmatrix} = \begin{pmatrix} I_r & 0 \\ 0 & P_L \end{pmatrix} \begin{pmatrix} \Sigma_z & 0 \\ 0 & \Sigma_{22} \end{pmatrix} \begin{pmatrix} I_r & 0 \\ 0 & P_R^H \end{pmatrix}
\]

where the second equality gives the singular value decomposition of the matrix \( \overline{S} \). Then \( \| \overline{X} - \overline{Z} \|_F \leq \delta \).

Using Lemma C.2, we have that the singular values of \( \overline{S} \) are \( \delta \)-perturbations of those of \( \overline{X} \). Note that the singular values of \( \overline{X} \) are the same as those of \( X \), which are \( \{d_1, \ldots, d_r\} \cup \{0\} \). On the other hand, the singular values of \( \overline{S} \) are \( \{\sigma_1, \ldots, \sigma_r\} \cup \{\overline{\sigma}_1, \ldots, \overline{\sigma}_{n-r}\} \), where \( \{\sigma_i\} \) and \( \{\overline{\sigma}_i\} \) are the diagonal entries of \( \Sigma_z \) and \( \Sigma_{22} \) respectively. Thus, for each \( \sigma_i, i \in [r] \), either \( |\sigma_i - d_j| = O(\delta) \).
for some \( j \in [r] \), or \( \sigma_i = \mathcal{O}(\delta) \). In other words, each \( \sigma_i \) either captures a singular value of \( X \), or is close to zero.

Now let \( J \) denote the set of indices of \( d_j \)'s captured by \( \sigma_j \)'s, and \( J^c = [r] \setminus J \). Without loss of generality, assume \( |\sigma_i - d_j| = \mathcal{O}(\delta) \) for \( i \in J \), i.e. their indices also match. Let \( U_1 = U(:, J), U_2 = U(:, J^c), V_1 = V(:, J), V_2 = V(:, J^c) \), and \( D_1 = D(J, J), D_2 = D(J^c, J^c) \). Then \( \|\Sigma_e(J, J) - D_1\| = \mathcal{O}(\delta) \), and \( \|\Sigma_e(J^c, J^c)\| = \mathcal{O}(\delta) \).

By Lemma \ref{lemma:singular_subspace}, the singular subspaces of \( \tilde{X} \) and \( \tilde{S} \) corresponding to indices \( J \) are \( \delta \)-close. In mathematical terms, we have

\[
\|P_{I,:J} - P_{Q_L(:,J)}\| = \mathcal{O}(\delta), \quad \|P_{I,:J} - P_{Q_R(:,J)}\| = \mathcal{O}(\delta),
\]

where \( I \) denotes the identity matrix and \( P \) denotes the projection onto the space spanned by the column vectors. Using the relations \( U = (U_z, \tilde{U}) Q_L \) and \( V = (V_z, \tilde{V}) Q_R \), we have

\[
\|P_{U_z(:,J)} - P_{U_1}\| = \mathcal{O}(\delta), \quad \|P_{V_z(:,J)} - P_{V_1}\| = \mathcal{O}(\delta),
\]

Let \( B = U_z(:, J) \) and \( C = V_z(:, J) \) and we have the results regarding \( B \) and \( C \) in the lemma.

Similarly, the singular subspaces of \( Z \) corresponding to \( J^c \) are \( \delta \)-close to some singular subspaces perpendicular to \( U \) and \( V \). Denote them as \( \tilde{U} \) and \( \tilde{V} \) respectively. Then we obtain

\[
\|P_{U_z(:,J^c)} - P_{U_1}\| = \mathcal{O}(\delta), \quad \|P_{V_z(:,J^c)} - P_{V_1}\| = \mathcal{O}(\delta)
\]

Let \( \tilde{B} = U_z(:, J^c) \) and \( \tilde{C} = V_z(:, J^c) \) and we have the full result. Note that by Lemma \ref{lemma:singular_subspace}, the constant in the \( \mathcal{O}(\cdot) \) notation only depends on the gap between the two groups of singular values, which in our case is determined by the smallest singular value of \( X \).

\( \square \)

**B.4 Proof of Lemma 3.10**

*Proof.* Following the proof of Lemma 3.9, we have \( U = U_z R + \tilde{U} z Q = U_z (Q_1(:, [s]), Q_2(:, [r - s])) + \tilde{U} z (Q_3(:, [s]), Q_4(:, [r - s]))) \). Therefore, \( R = (Q_1(:, [s]), Q_2(:, [r - s])) \), and we have

\[
R = \begin{pmatrix}
I_s + E_1 & E_2 \\
E_3 & E_4
\end{pmatrix},
\]

with \( \|E_1\|_F^2, \|E_3\|, \|E_2\|, \|E_4\| \leq \mathcal{O}(\delta) \). \( \square \)

**B.5 Proof of Lemma 3.11**

*Proof.* The proof is a direct consequence of Theorem 3.4 and Lemma 3.22. Specifically, to make use of Theorem 3.4, it suffices to check Condition (L) with \( \theta = \frac{1}{2} \) and Condition (D).

As stated in the beginning of section 3.2, we assume \( \{Z_k\} \) is bounded, i.e. \( \|Z\|_F \leq C \). In the region \( \{Z : \|P_{T_Z}(Z - X)\| \geq C_L\} \), we have \( \frac{\|P_{T_Z}(Z - X)\|_F}{\|Z - X\|_F} \geq \frac{C_L}{C + \|X\|_F} \); on the other hand, in the region \( \{Z : \|Z - X\|_F \leq \sigma_r(X)/2\} \), by Lemma 3.22, \( \frac{\|P_{T_Z}(Z - X)\|_F}{\|Z - X\|_F} \geq \frac{\sigma_r(X)^2}{\sigma_r(X)^2 + \|X\|_F^2} \). In other words, in the region \( \{Z : \|P_{T_Z}(Z - X)\| \geq C_L\} \cup \{Z : \|Z - X\|_F \leq \sigma_r(X)/2\} \), for \( F_1(Z) = \frac{1}{2} \|Z - X\|_F^2 \), we have condition (L) holds with \( \theta = \frac{1}{2} \) and \( C_l = \max \left\{ \frac{C + \|X\|_F}{C_L}, 1 + \frac{4\|X\|_F^2}{\sigma_r(X)^2} \right\} \).
For condition \([D]\), we consider
\[
f_k - f_{k+1} = \frac{1}{2}\|Z_k - X\|_F^2 - \frac{1}{2}\|Z_{k+1} - X\|_F^2
\]
\[
= \frac{1}{2}\tr((Z_k + Z_{k+1} - 2X)(Z_k - Z_{k+1}))
\]
\[
= \tr((X - Z_k)(Z_{k+1} - Z_k)) - \frac{1}{2}\|Z_{k+1} - Z_k\|_F^2.
\]
Let \(Z_{k+1} = Z_k + \alpha \tilde{\xi}_k\) and \(\tilde{\xi}_k = -P_{\mathbb{Z}_k}(\nabla f(Z_k))\), then by first-order retraction property we have \(\tilde{\xi}_k = \xi_k + o(\|\xi_k\|_F)\). So the left- and right-hand side of Condition \([D]\) are
\[
\text{LHS} = f_k - f_{k+1}
\]
\[
= \tr(-\nabla f(Z_k)\alpha \tilde{\xi}_k) - \frac{\alpha^2}{2}\|\tilde{\xi}_k\|_F^2
\]
\[
= \tr(-\nabla f(Z_k)(-\alpha P_{\mathbb{Z}_k}(\nabla f(Z_k)) + o(\alpha\|\xi_k\|_F))) - \frac{\alpha^2}{2}\|\tilde{\xi}_k\|_F^2
\]
\[
= \alpha\|\xi_k\|_F^2 + o(\alpha\|\xi_k\|_F),
\]
\[
\text{RHS} = C_d\|P_{\mathbb{Z}_k}(\nabla f(Z_k))\|_F\|Z_{k+1} - Z_k\|_F
\]
\[
= C_d\|\xi_k\|_F\|\alpha \tilde{\xi}_k\|_F
\]
\[
= C_d\alpha\|\xi_k\|_F^2 + o(\alpha\|\xi_k\|_F^2).
\]
By choosing a proper \(C_d > 0\) and a small enough step size \(\alpha\), one can get
\[
f_k - f_{k+1} \geq C_d\|P_{\mathbb{Z}_k}(\nabla f(Z_k))\|_F\|X_{k+1} - X_k\|_F,
\]
which is Condition \([D]\). The results now follow from Theorem \(3.4\). \(\square\)

**B.6 Proof of Lemma 3.13**

*Proof.* Since the marginal distribution of \(W(i,i)\) (\(i=1,2,\ldots,n\)) is the uniform distribution on \(S^{n-1}\) and the distribution of \(W\) is right-rotational invariant, we assume unitary \(U \in \mathbb{R}^{n \times n}\) such that \(Ue_1 = e_1\) and \(UW = \tilde{W}\) and use the distribution of \(\tilde{W}\) to replace that of \(W\). Now consider the marginal distribution of \(W_i\), and write \(W_i = \frac{g}{\|g\|}\) where \(g\) is drawn from \(N(0, I_n)\). Then, by the Bernstein-type inequality, we have the following estimation:
\[
\text{Prob}\left(\|g\|^2 - \mathbb{E}(\|g\|^2) > t\mathbb{E}(\|g\|^2)\right) \leq 2\exp\left(-c \min\left\{\frac{t^2\mathbb{E}(\|g\|^2)^2}{K^2n}, \frac{t\mathbb{E}(\|g\|^2)}{K}\right\}\right).
\]
This implies \(\text{Prob}(\|g\|^2 \in (\frac{1}{2}n, \frac{3}{2}n)) \geq 1 - e^{-\Omega(n)}\). On the other hand, we have
\[
\text{Prob}(\|g(1)\|^2 - 1 > t) = \text{Prob}(\|g(1)\| > \sqrt{1 + t})
\]
\[
= 2\int_{\sqrt{1+t}}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}} dx = \sqrt{2} A e^{-\frac{t}{2}},
\]
where \(A^2 = \int_{\sqrt{1+t}}^{\infty} \int_{\sqrt{1+t}}^{\infty} e^{-\frac{x^2+y^2}{2}} dx dy = \frac{\pi}{2} e^{-\frac{3t}{2}}\).
Taking $t = -1 + c_1 \frac{1}{\log n}$, we have

$$\text{Prob}\left( |g(1)|^2 > c_1 \frac{1}{\log n} \right) = e^{-c_1/(4 \log n)} \geq 1 - O\left( \frac{1}{\log n} \right).$$

Therefore, we have $|u_0^H W_i|^2 \geq \frac{1}{n \log n}$ with the fail probability controlled by $e^{-\Omega(n)} + O\left( \frac{1}{\log n} \right)$. By taking $t = c_1 \log n - 1$, with $c_1 = \Omega(1)$, we have:

$$\text{Prob}(|g(1)|^2 \geq c_1 \log n) \leq e^{-c_1 \log(n)/4} = 2^{1 - \Omega(n^c)}.$$  

Therefore, we have $|u_0^H W_i|^2 \leq \frac{\log n}{n}$ with fail probability controlled by $e^{-\Omega(n)} + \frac{1}{\log n}$. Taking $t = -1 + c_2/n^p$, we have

$$\frac{|g(1)|^2}{\|g\|^2} \geq \frac{1}{n^{p+1}}$$

holds with fail probability controlled by $e^{-\Omega(n)} + O\left( \frac{1}{n^p} \right)$. For the complex case, the proof is very similar and we omit the details here. 

**B.7 Proof of Lemma 3.15**

**Proof.** 1) Denote $Z = U_z S_z U_z^H$ as an alternative decomposition of $Z$ with $U_z^H U_z = I_r$ and $S_z \in \mathbb{R}^{r \times r}$. Assume $P \in O(r)$ such that: $V_z = U_z P$ and $P^H S_z P = \Sigma_z$. Denote $U = U_z R_s + U_z Q_s = V_z R + V_z Q$. By applying the dynamical low-rank approximation in Lemma C.3, we have:

$$\frac{d}{dt} U_z = U_z Q_s DR_s^H S_z^{-1}$$

$$\frac{d}{dt} S_z = R_s DR_s^H - S_z.$$  

Therefore, we obtain

$$\frac{d}{dt} R_s = \frac{d}{dt} (U_z^H U) = S_z^{-1} R_s DQ_s^H Q_s.$$  

Using $R = V_z^H U = P^H U_z^H U = P^H R_s$, we have

$$\frac{d}{dt} R = \frac{d}{dt} \left( P^H R_s \right)$$

$$= \frac{d}{dt} (P)^H R_s + P^H \frac{d}{dt} (R_s)$$

$$= \frac{d}{dt} (P)^H P R + P^H S_z^{-1} P RDQ_s^H Q_s$$

$$= \left( \frac{d}{dt} (P)^H P \right) R + \Sigma_z^{-1} RDQ_s^H Q_s.$$
The last equation follows from $P^H S_z^{-1} P = \Sigma_z^{-1}$ and $Q^H Q = I_r - R^H R = I_r - R^H P^H P R = Q^H Q_z$. Then, we have
\[
\frac{d}{dt}(RDR^H) = \Sigma_z^{-1} RDQ^H QDR^H + RDQ^H QDR^H \Sigma_z^{-1} + \left( \frac{d}{dt} (P)^H P \right) RDR^H + RDR^H \left( P^H \frac{d}{dt} (P) \right).
\]

Due to the fact that $P^H P = I_r$, we have $\frac{d}{dt} (P)^H P + P^H \frac{d}{dt} (P) = 0$. Denote $M = P^H \frac{d}{dt} (P)$, then $M$ is an antisymmetric matrix such that $M + M^H = 0$. Therefore, we have
\[
\frac{d}{dt}(RDR^H) = M^H RDR^H + RDR^H M + \Sigma_z^{-1} RDQ^H QDR^H + RDQ^H QDR^H \Sigma_z^{-1}.
\]

On the other hand, we have
\[
\frac{d}{dt}(\Sigma_z) = \frac{d}{dt}(P^H S_z P) = \frac{d}{dt}(P)^H S_z P + P^H \frac{d}{dt}(S_z) P + P^H S_z \frac{d}{dt}(P) = P^H \left( R_z D R_z^H - S_z \right) P + \left( \frac{d}{dt}(P)^H P \right) \Sigma_z + \Sigma_z \left( \frac{d}{dt} (P)^H P \right)
\]
\[
= RDR^H - \Sigma_z + \left( \frac{d}{dt}(P_z)^H P_z \right) \Sigma_z + \Sigma_z \left( \frac{d}{dt} (P_z) \right).
\]

Thus, we arrive at
\[
\frac{d}{dt}(\Sigma_z (s, s)) = RDR^H (s, s) - \Sigma_z (s, s).
\]

Since $\frac{d}{dt}(\text{offdiag}(\Sigma_z)) = 0$, we have $\text{offdiag}(RDR^H) = -M^H \Sigma_z - \Sigma_z M = M \Sigma_z + \Sigma_z M^H$.

By substitution, we get
\[
\frac{d}{dt}(RDR^H (j, j)) = e_j^H (2M \Sigma_z M - \Sigma_z M M - M M \Sigma_z) e_j + \frac{2}{\sigma_j(Z)} \|QDR^H e_j\|_2^2
\]
\[
= 2 \sum_{k=1}^{r} (\sigma_j(Z) - \sigma_k(Z)) M(k, j)^2 + \frac{2}{\sigma_j(Z)} \|QDR^H e_j\|_2^2
\]
\[
= 2 \sum_{k \neq j} \frac{1}{\sigma_j - \sigma_k} RDR^H (k, j)^2 + \frac{2}{\sigma_j(Z)} \|QDR^H e_j\|_2^2.
\]

Note that
\[
\sum_{j=1}^{r} \sum_{k=1}^{r} (\sigma_j(Z) - \sigma_k(Z)) M(k, j)^2 = - \sum_{k=1}^{r} \sum_{j=1}^{r} (\sigma_k(Z) - \sigma_j(Z)) M(k, j)^2
\]
\[
= - \sum_{k=1}^{r} \sum_{j=1}^{r} (\sigma_j(Z) - \sigma_k(Z)) M(k, j)^2.
\]

\footnote{Here, $\text{offdiag}(A) := A - \text{diag}(A)$ which keeps the off-diagonal entries of $A$.}
Thus, we obtain
\[
\frac{d}{dt} \left( \sum_{j=1}^{r} \| D^{\frac{1}{2}} R^H e_j \|^2 \right) = \sum_{j=1}^{r} \frac{2}{\sigma_j(Z)} \| Q D R^H e_j \|^2. \tag{13}
\]

2) Denote \( R = T_2 \Sigma_{RR} T_1^H \). Simple calculation gives \( R^H R = T_1 \Sigma_{RR} T_1^H \) and \( Q^H Q = T_1 \Sigma_{QQ} T_1^H \) with \( \Sigma_{RR} + \Sigma_{QQ} = I_r \). We have
\[
\sum_{j=1}^{r} R D R^H (j,j) = \text{trace}(RD R^H) = \text{trace}(D R^H R) = \text{trace}(T_1^H D T_1 \Sigma_{RR}) = \sum_{j=1}^{r} t_j r_j.
\]

Here, for each \( j \in [r] \), \( t_j = \| D^{\frac{1}{2}} T_1 e_j \|^2 = \Omega(1) \) and \( \Sigma_{RR}(j,j) = r_j \). Now, for a bounded sequence \( \{ Z_t \} \) we have
\[
\sum_{j=1}^{r} \frac{2}{\sigma_j} \| Q D R^H e_j \|^2 \geq \text{trace}(RD Q^H Q D R^H) = \text{trace}(T_1^H D T_1 \Sigma_{QQ} T_1^H D T_1 \Sigma_{RR}).
\]

Denote \( N = T_1^H D T_1 \). We obtain the following estimate:
\[
\sum_{j=1}^{r} \frac{2}{\sigma_j} \| Q D R^H e_j \|^2 \geq \sum_{j=1}^{r} r_j (1 - r_j) N(j,j) \geq \sum_{j=1}^{r} r_j (1 - r_j).
\]

This gives
\[
\frac{d}{dt} \left( \sum_{j=1}^{r} r_j \right) \geq \sum_{j=1}^{r} r_j (1 - r_j).
\]

\( \Box \)

**B.8 Proof of Lemma 3.17**

*Proof.* Assume \( V_{\cdot} = V_\cdot + t W \) with \( W = (0, ..., 0, V, 0, ..., 0) \). By the evolution dynamics and Assumption 1, we have
\[
(\phi_{\alpha,i} - I)(V_\cdot) = \alpha \cdot \frac{1}{\sigma_i} \overline{\nabla}_V Q D R^H e_i + \alpha \cdot V_\cdot M e_i + O(\alpha^2);
\]
\[
(\phi_{\alpha,i} - I)(V_{\cdot}^\tau) = \alpha \cdot \frac{1}{\sigma_i} \overline{\nabla}_{V'} Q' D R^H e_i + \alpha \cdot V'_{\cdot} M' e_i + O(\alpha^2).
\]
Direct calculation gives \( \Delta R = R' - R = V_z^H U - V_z^H U = t W^H U \) and

\[
\langle D(\phi_{\alpha,i} - I)|_{V_z}(V), V \rangle = \langle \lim_{t \to 0} \frac{1}{\sigma_i} \left( \overline{V_z} Q' D R^i H e_i - \overline{V_z} Q D R^i H e_i \right), V \rangle + O(\alpha^2).
\]

The last equality holds because

\[
\lim_{t \to 0} \frac{1}{t} \cdot \alpha \left( V_z M' - V_z M \right) e_i, V \rangle = V^H \lim_{t \to 0} \frac{1}{t} \cdot \alpha \left( V_z \Delta M + t VM \right) e_i
\]

\[= M(i, i) = 0.\]

Thus, we get

\[
\langle D(\phi_{\alpha,i} - I)|_{V_z}(V), V \rangle = \langle \lim_{t \to 0} \frac{1}{\sigma_i} \left( \overline{V_z} Q' D R^i H e_i - \overline{V_z} Q D R^i H e_i \right), V \rangle + O(\alpha^2).
\]

Note that at the beginning, \( \sigma_i = \Omega(1) \), and \( R D R^i (i,i) = \Omega(\frac{1}{\alpha}) \), and \( \sigma_i = R D R^i (i,i) - \sigma_i \). Denote \( C = \Omega(1) \) as a constant that \( \frac{R D R^i (i,i)}{\sigma_i} \leq C \). Therefore, by controlling \( \alpha \cdot \frac{R D R^i (i,i)}{\sigma_i} + O(\alpha^2) \leq O(\alpha) \), we have

\[
\langle D(\phi_{i} - I)|_{V_z}(V), V \rangle = \frac{\alpha}{\sigma_i} V^H \overline{V_z} Q D Q H \overline{V_z} H V + O(\alpha).
\]

This completes the proof. \( \square \)
### B.9 Proof of Lemma 3.19

**Proof.** Assume \( p(\cdot) \) is the density function of \( \mu \), then we have

\[
\int_{g^{-1}(U)} p(x) dx = \mu(g^{-1}(U))
\]

\[
= \int_{U} p(g^{-1}(y))|\text{det}Dg^{-1}|dy
\]

\[
\leq C_0 \int_{U} p(g^{-1}(y))dy
\]

\[
\leq \mu(U).
\]

The second equality holds by change of variables; the first inequality holds due to the fact that for all \( y \in U \), \( |\text{det}Dg^{-1}| \leq C_0 = \frac{1}{c_0} \), the second inequality holds because for all \( y \in U \), we have \( p(y) = p(g^{-1}(y)) \) due to the uniform distribution. Then, we have the following

\[
\mu(g^{-1}(U)) \leq \frac{1}{c_0} \mu(U).
\]

\[\square\]

### B.10 Proof of Lemma 3.22

**Proof.** For simplicity, the following proof is based on the symmetric case where \( Z = U_z\Sigma U_z^H \) and \( X = UDU^H \).

1) Let \( \tilde{U}_z \in \mathbb{F}^{m \times (n-r)} \) be the orthogonal complement of \( U_z \), and

\[
X = (U_z, \tilde{U}_z)\bar{X}(U_z, \tilde{U}_z)^H = (U_z, \tilde{U}_z)\begin{pmatrix} X_{11} & X_{12} \\ X_{21} & X_{22} \end{pmatrix} \begin{pmatrix} U_z^H \\ \tilde{U}_z^H \end{pmatrix}.
\]

Then, we get

\[
||P_{T_z}(Z - X)||_F = \left|\left|\begin{pmatrix} X_{11} - \Sigma_z & X_{12} \\ X_{21} & 0 \end{pmatrix} \right|\right|_F = ||X_{11} - \Sigma_z||_F^2 + ||X_{12}||_F^2 + ||X_{21}||_F^2,
\]

\[
||Z - X||_F^2 = ||P_{T_z}(Z - X)||_F^2 + ||X_{22}||_F^2.
\]

We also assume that \( U = U_zR + \tilde{U}_zS \), where \( R \in \mathbb{F}^{p \times r} \) and \( S \in \mathbb{F}^{(n-r) \times r} \). Then, we obtain

\[
X_{11} = RDR^H, \quad X_{12} = RDSD^H, \quad X_{21} = SDR^H, \quad X_{22} = SDS^H.
\]

The goal is to find lower and upper bounds for

\[
s = \frac{||P_{T_z}(Z - X)||_F^2}{||Z - X||_F^2}.
\]
It is obvious that \( s \leq 1 \). To identify the lower bound we consider
\[
\phi = \frac{\|Z - X\|_F^2}{\|X_{22}\|_F^2}, \quad s = \frac{\phi - 1}{\phi}, \quad \phi \geq 1.
\]

For fixed \( \Sigma \) and \( D \), \( \phi \) can be seen as a function of \( R \). We express \( \phi(R) \) in terms of \( \phi_1 \) and \( \phi_2 \) defined below:
\[
\phi(R) = \frac{\phi_1(R)}{\phi_2(R)}, \quad R \in \mathcal{D} \subset \mathbb{R}^{r \times r}, \quad \mathcal{D} = \{R : 0 \leq R^H R \leq I_r\},
\]
where
\[
\phi_1(R) = \|X\|_F^2 + \|\Sigma\|_F^2 - 2\langle \Sigma, X_{11} \rangle \\
= \|D\|_F^2 + \|\Sigma\|_F^2 - 2\text{tr}(\Sigma R D R^H),
\]
\[
\phi_2(R) = \text{tr}\left((SDS^H)^2\right) = \text{tr}\left((DS^H S)^2\right) \\
= \text{tr}\left((D(I - R^H R))^2\right).
\]

To minimize \( t \) for given \( D \) and \( \Sigma \), the first-order condition is obtained by taking derivative of \( t \) over \( R \):
\[
\frac{\partial t}{\partial R} = \frac{1}{\phi_2^2} \left( \frac{\partial \phi_1}{\partial R} \phi_2 - \frac{\partial \phi_2}{\partial R} \phi_1 \right) \\
= \frac{1}{\phi_2^2} (-4\phi_2 \Sigma R D + 4\phi_1 R D (I - R^H R) D) \\
= \frac{4}{\phi_2^2} (-\phi_2 \Sigma R D + \phi_1 R D S^H S D).
\]

Imposing \( \partial t/\partial R = 0 \) gives
\[
\Sigma R D = \phi \cdot R D S^H S D. \tag{14}
\]

We now claim that this first-order condition cannot be satisfied in the interior of the domain \( \mathcal{D} \). To see this, note that the above equation \( \text{(14)} \) gives
\[
\Sigma R D R^H = \phi \cdot R D S^H S D R^H, \quad \text{i.e.} \quad \langle \Sigma, X_{11} \rangle = \phi \|X_{12}\|_F^2 = \phi \|X_{21}\|_F^2.
\]

Thus, we have
\[
\phi = \frac{\|Z - X\|_F^2}{\|X_{22}\|_F^2} = \frac{\|\Sigma\|_F^2 + \|X_{11}\|_F^2 - 2\langle \Sigma, X_{11} \rangle + \|X_{12}\|_F^2 + \|X_{21}\|_F^2 + \|X_{22}\|_F^2}{\|X_{22}\|_F^2} \\
= \frac{\|\Sigma\|_F^2 + \|X_{11}\|_F^2 - (2 - 2/\phi) \langle \Sigma, X_{11} \rangle}{\|X_{22}\|_F^2} + 1 \\
= \frac{\|X_{11} - (1 - 1/\phi) \Sigma\|_F^2}{\|X_{22}\|_F^2} + \left(\frac{2}{\phi} - \frac{1}{\phi^2}\right) \frac{\|\Sigma\|_F^2}{\|X_{22}\|_F^2} + 1 \\
\geq \left(\frac{2}{\phi} - \frac{1}{\phi^2}\right) \frac{\|\Sigma\|_F^2}{\|X_{22}\|_F^2} + 1.
\]
Note that when $R \in \text{int}(D)$, $R$ is full-rank. Since $D, \Sigma$ are also full-rank, (14) gives $\phi^2 = \frac{\|\Sigma\|^2_F}{\|X_{22}\|^2_F}$ by some simple matrix manipulation:

$$
\Sigma RD = \phi \cdot RDS^H SD
\Rightarrow R^{-1}\Sigma R = \phi \cdot DS^H S
\Rightarrow \text{tr}((R^{-1}\Sigma R)^2) = \phi^2 \text{tr}((DS^H S)^2)
\Rightarrow \text{tr}(\Sigma^2) = \phi^2 \text{tr}((SDS^H)^2)
\Rightarrow \|\Sigma\|^2_F = \phi^2 \|X_{22}\|^2_F.
$$

Hence, we obtain

$$
\phi \geq \left(\frac{2}{\phi} - \frac{1}{\phi^2}\right)\phi^2 + 1 = 2\phi - 1 + 1 = 2\phi,
$$

which contradicts the fact that $\phi \geq 1$.

Therefore, either the extreme values of $t$ are only achieved on $\partial D$, or the full-rankness of $D$ is violated. In either case, the RHS of (14) is rank-deficient. So the LHS of (14) (and thus $R$ and $X_{11}$) is also rank-deficient. Therefore, we conclude that

$$
\phi - 1 \geq \frac{\|X_{11} - \Sigma\|^2_F}{\|X_{22}\|^2_F} \geq \frac{\|X_{11} - \Sigma\|^2_F}{\|X\|^2_F} \geq \frac{\sigma_r^2}{\|X\|^2_F},
$$

where $\sigma_r$ is the smallest nonzero eigenvalue of $Z$. Finally, we obtain

$$
s \geq \frac{\sigma_r^2}{\|X\|^2_F}.
$$

Now we have $\|P_{T_{Z}}(Z - X)\|^2_F \geq s\|Z - X\|^2_F$ for $s > 0$ as long as $Z$ is of rank $r$ and the smallest nonzero singular value of $Z$ is bounded away from $0$.

2) By Lemma C.2, when $\|Z - X\|_F < \frac{d_r}{\sigma_r}$, we have $\sigma_r > \frac{d_r}{\sigma_r}$. Further, by (1) we have $\frac{\|P_{T_{Z}}(Z - X)\|_F}{\|Z - X\|_F} \geq d_r$. By Lemma 3.11, we have the locally linear convergence towards $X$ with $c = -\log\left(1 - \Omega(\alpha\sigma_r(X)^2)\right)$.

\[\square\]

B.11 Proof of Theorem 4.1

Proof. The proof of Theorem 4.1 can be reduced to deducing Conditions (L) and (D) from Conditions (1) and (2) in the assumptions. Note that in the setting of $T : M \to \mathbb{R}^m, T(Z) = \frac{1}{\sqrt{m}}\left(\langle A_1, Z \rangle, \langle A_2, Z \rangle, \ldots, \langle A_m, Z \rangle\right)_F, f(Z) = \frac{1}{2}\|T(Z) - T(X)\|_F^2$, Conditions (L) and (D) can be formulated as follows.
1) Condition (L): Łojasiewicz gradient inequality

\[
\left( \frac{1}{2m} \sum_j \langle A_j, Z - X \rangle^2 \right)^{1-\theta} \leq C_l \| P_{T_Z} \left( \frac{1}{m} \sum_j \langle A_j, Z - X \rangle A_j \right) \|_F
\]

holds with \( \theta = \frac{1}{2} \).

2) Condition (D):

\[
f_k - f_{k+1} \geq \sigma \| P_{T_Z} \left( \frac{1}{m} \sum_j \langle A_j, Z_k - X \rangle A_j \right) \|_F \| Z_{k+1} - Z_k \|_F.
\]

The proof now goes as follows.

1) To prove condition (L): By (1) and (2) we have

\[
\| P_{T_Z} (\nabla f(Z)) \|_F \geq \frac{1}{C_3} \| Z - X \|_F
\]

\[
\geq \frac{1}{C_2 C_3} \| T(Z) - T(X) \|
\]

\[
= \frac{\sqrt{2}}{C_2 C_3} | f(Z) - f(X) |^{\frac{1}{2}},
\]

which implies that (L) holds with \( \theta = \frac{1}{2} \) and \( C_1 = \frac{\sqrt{2} C_2 C_3}{2} > 0 \) is an abosolute constant.

2) To prove condition (D), we first consider

\[
f_k - f_{k+1} = \frac{1}{2} \| T(Z_k) - T(X) \|_2^2 - \frac{1}{2} \| T(Z_{k+1}) - T(X) \|_2^2
\]

\[
= \frac{1}{2} \langle T^*(T(X - Z_k), Z_{k+1} - Z_k) - \frac{1}{2} \| T(Z_{k+1} - Z_k) \|_F^2.
\]

Assume that \( Z_{k+1} = Z_k + \alpha \bar{\xi}_k \), and \(-\alpha P_{T_Z} (\nabla f(Z_k)) = \alpha \bar{\xi}_k \). By first-order retraction property and condition (1), we get

\[
f_k - f_{k+1} \geq \langle -\nabla f(Z_k), \alpha \bar{\xi}_k \rangle - \frac{C_3^2 \alpha^2}{2} \| \bar{\xi}_k \|^2
\]

\[
= \langle -\nabla f(Z_k), \alpha \bar{\xi}_k \rangle + o(\alpha \| \bar{\xi}_k \|_F)
\]

\[
= \langle -\nabla f(Z_k), -P_{T_Z} (\nabla f(Z_k)) \rangle + o(\alpha \| \bar{\xi}_k \|_F)
\]

\[
= \alpha \| P_{T_Z} (\nabla f(Z_k)) \|_F^2 + o(\alpha \| \bar{\xi}_k \|_F).
\]

On the other hand, we also obtain

\[
\sigma \| P_{T_Z} (\nabla f(Z_k)) \|_F \| Z_{k+1} - Z_k \|_F = \sigma \| P_{T_Z} (\nabla f(Z_k)) \|_F \| \alpha \bar{\xi}_k \|_F
\]

\[
= \sigma \| P_{T_Z} (\nabla f(Z_k)) \|_F^2 + o(\alpha \| \bar{\xi}_k \|_F).
\]
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By choosing $\sigma > 0$ small enough, we have
\[
f_k - f_{k+1} \geq \sigma \| P_{Tz_k} \left( \frac{1}{m} \sum_j \langle A_j, Z_k - X \rangle A_j \right) \|_F \| Z_{k+1} - Z_k \|_F,
\]
i.e. Condition (D) holds.

From Theorem 3.4, we conclude that projected gradient descent for the least squares loss function $f(Z) = \frac{1}{2} \| T(Z) - T(X) \|_2^2$ converges to its global minimum linearly. \qed

C Auxiliary Lemmas

Lemma C.1 (The sin($\theta$) Theorem, [19]). Let $A$ be a Hermitian operator. Assume that
\[
A = (E_0 \quad E_1) \begin{pmatrix} A_0 & 0 \\ 0 & A_1 \end{pmatrix} \begin{pmatrix} E_0^H \\ E_1^H \end{pmatrix}
\]
is an invariant subspace decomposition (i.e. generalized eigenvalue decomposition) of $A$. Let
\[
B = A + \Delta, \quad B = (F_0 \quad F_1) \begin{pmatrix} B_0 & 0 \\ 0 & B_1 \end{pmatrix} \begin{pmatrix} F_0^H \\ F_1^H \end{pmatrix}
\]
Let $\Theta_0$ be the angle matrix between subspaces $E_0$ and $F_0$. Define the residual as
\[
R = BE_0 - E_0 A_0.
\]
If there is an interval $[\beta, \alpha]$ and $\delta > 0$, such that the spectrum of $A_0$ lies entirely in $[\beta, \alpha]$, while that of $B_1$ lies entirely in $(-\infty, \beta - \delta] \cup [\alpha + \delta, +\infty)$, then for every unitary-invariant norm, we have
\[
\delta \| \sin \Theta_0 \| \leq \| R \|.
\]
In particular, this holds true for the matrix 2-norm and the Frobenius norm.

Lemma C.2. (Hoffman-Wielandt Theorem)

1) Assume $Z, Z' \in \mathbb{R}^{n \times n}$ or $\mathbb{C}^{n \times n}$ are normal matrices with their corresponding ordered spectra to be $\{\lambda_j\}$ and $\{\tilde{\lambda}_j\}$. Then, we have
\[
\sqrt{\sum_{j=1}^n |\tilde{\lambda}_j - \lambda_j|^2} \leq \| Z' - Z \|_F.
\]

2) Assume $Z, Z' \in \mathbb{R}^{m \times n}$ or $\mathbb{C}^{m \times n}$, and denote their singular values in descending order as $\{\sigma_j\}$ and $\{\tilde{\sigma}_j\}$. Then, we have
\[
\sqrt{\sum_{j=1}^n |\tilde{\sigma}_j - \sigma_j|^2} \leq \| Z' - Z \|_F.
\]
Lemma C.3. (Dynamical low-rank approximation, [30]) Assume $Z = USV^H$ with $M := P_{T_Z}(\frac{d}{dt}g(Z)) = \nabla_{M,g}(Z)$, then gradient flow satisfies:

\[
\begin{align*}
\frac{d}{dt}S &= U^HMV, \\
\frac{d}{dt}U &= P_U^UMVS^{-1}, \\
\frac{d}{dt}V &= P_V^HM^HUS^T.
\end{align*}
\]

Here, $P_U^I = I - UU^H$ and $P_V^I = I - VV^H$.  
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