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Abstract—Given a topology of local parity-check constraints, a maximally recoverable code (MRC) can correct all erasure patterns that are information-theoretically correctable. In a grid-like topology, there are local constraints in every column forming a column code, and local constraints in every row forming a row code, and global constraints in an \((m \times n)\) grid of codeword. Recently, Gopalan et al. initiated the study of MRCs under grid-like topology, and derived a necessary and sufficient condition, termed as the regularity condition, for an erasure pattern to be recoverable when \(a = 1, h = 0\).

In this paper, we consider MRCs for product topology \((h = 0)\). First, we construct a certain bipartite graph based on the erasure pattern satisfying the regularity condition for product topology (any \(a, b, h = 0\)) and show that there exists a complete matching in this graph. We then present an alternate direct proof of the sufficient condition when \(a = 1, h = 0\). We later extend our technique to study the topology for \(a = 2, h = 0\), and characterize a subset of recoverable erasure patterns in that case. For both \(a = 1, 2\), our method of proof is uniform, i.e., by constructing tensor product \(G_{\text{row}} \otimes G_{\text{column}}\) of generator matrices of column and row codes such that certain square sub-matrices retain full rank. The full-rank condition is proved by resorting to the matching identified earlier and also another set of matchings in erasure sub-patterns.

I. INTRODUCTION

In a distributed storage system (DSS), node failures are modelled as erasures and codes are employed to provide reliability against failures. Reliability of a DSS gives guarantee against worst case node failures. However, single node failures are the most common case of node failures. Though maximal distance separable (MDS) codes offer very good reliability for a given storage overhead, they suffer from the disadvantage that the number of nodes contacted for node repair in case of single node failure is large. To enable more efficient node repair in case of single node failures, codes with locality have been proposed \[1\]. Consider an \([n, k, d_{\text{min}}]\) linear code \(C\) over the field \(\mathbb{F}_q\). Codes with locality are a class of linear codes which have another parameter associated with them known as locality \(r\). The minimum distance of a code with locality \((r)\) is upper bounded by

\[
d_{\text{min}} \leq n - k + 1 - \left(\frac{k}{r} - 1\right) .
\]

(1)

In the context of codes with locality, an additional feature of maximal recoverability was introduced so that given the local parity-check constraints, the code can recover from maximum possible number of erasure patterns. In the rest of the section, we formally define maximally recoverable codes (MRC) for grid-like and product topologies, provide an overview of the known results and summarize our contributions in this paper.

A. MRC for Grid-Like Topologies

Definition 1 (Code Instantiating a Topology \(T_{m,n}(a, b, h)\)). Consider a code \(C\) in which each codeword is a matrix \(C\) of size \(m \times n\), with \(c_{ij}\) denoting the \((i, j)\)th coordinate of the codeword. The code \(C\) of length \(mn\) is said to instantiate a topology \(T_{m,n}(a, b, h)\) if for some \(b \times n\) matrix \(H_{\text{row}}\), \(a \times m\) matrix \(H_{\text{col}}\) and \(h \times n\) matrix \(H_{\text{global}}\), it satisfies the following conditions:

1) \(C\) punctured to a row \(i\) satisfies a set of \('b'\) parity equations given by

\[
H_{\text{row}} \begin{bmatrix} c_{i1} \ c_{i2} \ \ldots \ c_{in} \end{bmatrix}^t = 0, \quad \forall \ i \in [m].
\]

The \(b\) parity equations given by \(H_{\text{row}}\) need not be linearly independent and hence the code whose parity-check matrix is \(H_{\text{row}}\) has parameters \([n, \geq n - b]\) code and is denoted by \(C_{\text{row}}\).

2) \(C\) punctured to a column \(j\) satisfies a set of \('a'\) parity equations given by

\[
H_{\text{col}} \begin{bmatrix} c_{1j} \ c_{2j} \ \ldots \ c_{mj} \end{bmatrix}^t = 0, \quad \forall \ j \in [n].
\]

Similar to the first condition, the code whose parity-check matrix is \(H_{\text{col}}\) has parameters \([m, \geq m - a]\) code and is denoted by \(C_{\text{col}}\).

3) In addition, every codeword in \(C\) satisfies a set of \('h'\) parity equations (referred to as global parities) given by

\[
H_{\text{glob}} \text{Vec}(C) = 0,
\]

where \(\text{Vec}(C)\) is obtained by vectorizing the codeword \(C\) (matrix of size \(m \times n\)) by reading row after row.

A topology \(T_{m,n}(a, b, h)\) with \(h = 0\) will be referred to as product topology.

Definition 2 (Recoverable Erasure Pattern for Topology \(T_{m,n}(a, b, h)\)). An erasure pattern \(E \subseteq [m] \times [n]\) is said to be recoverable erasure pattern for topology \(T_{m,n}(a, b, h)\) if there exist a code \(C\) instantiating the topology \(T_{m,n}(a, b, h)\) such that \(\text{dim}(C|_{D \setminus E}) = \text{dim}(C)\), where \(D = [m] \times [n]\) and \(C|_{D \setminus E}\) is the code obtained by puncturing \(C\) to coordinates in \(D \setminus E\).
Let us denote the set of all recoverable erasure patterns for topology $T_{m,n}(a,b,h)$ by $E$.

**Definition 3** (Maximally Recoverable Code for Topology $T_{m,n}(a,b,h)$). A code $C$ is said to be maximally recoverable code for topology $T_{m,n}(a,b,h)$ if $C$ instantiates topology $T_{m,n}(a,b,h)$ and for all $E \in E$, $\dim(C|_{E}) = \dim(C)$.

MRC for grid-like topologies have been studied in [2] and a super-polynomial lower bound on the field size of these MRCs has been derived. MRC for grid-like topologies which can recover from all bounded erasures (bounded by a constant) have been investigated in [3]. In [4], explicit construction of MRC for grid-like topologies have been studied in [2]. In [4], explicit construction of MRC for grid-like topologies have been studied in [2]. In [4], explicit construction of MRC for grid-like topologies have been studied in [2]. In [4], explicit construction of MRC for grid-like topologies have been studied in [2]. In [4], explicit construction of MRC for grid-like topologies have been studied in [2].

We will now present some more definitions and results from [2] which are relevant to this paper.

**Proposition 1** ([2]). If $C$ is a maximally recoverable code for topology $T_{m,n}(a,b,h)$, the following are satisfied:

- $\dim(C) = (m-a)(n-b)-h$.
- Let $U \subseteq [m], V \subseteq [n]$ such that $|U| = m-a, |V| = n-b$, then $C|_{U \times V}$ is an MDS code with parameters $[(m-a)(n-b) - (m-a)(n-b) - h, h+1]$.
- If $\max(m-a, n-b) \leq (m-a)(n-b) - h$, then $C_{row}$ is an MDS code with parameters $[n, n-b, b+1]$ and $C_{col}$ is an MDS code with parameters $[m, m-a, a+1]$.

**Definition 4** (Irreducible Erasure Pattern for Topology $T_{m,n}(a,b,h)$). An erasure pattern $E \subseteq [m] \times [n]$ is said to be row-wise irreducible for topology $T_{m,n}(a,b,h)$ if for any row having nonzero erasures, the number of erasures in the row is $\geq b+1$. An erasure pattern is said to be column-wise irreducible if for any column having nonzero erasures, the number of erasures in the column is $\geq a+1$. An erasure pattern is said to be irreducible if it is both row-wise and column-wise irreducible.

**Definition 5** (Regular Erasure Pattern for Topology $T_{m,n}(a,b,h)$). An erasure pattern $E \subseteq [m] \times [n]$ is said to be regular for topology $T_{m,n}(a,b,h)$ if the following condition is satisfied:

$$|E \cap (U \times V)| \leq uv - \max(u-a,0)\max(v-b,0),$$

where $U \subseteq [m], V \subseteq [n]$ and $|U| = u, |V| = v$.

**Theorem 1.1.** For any topology $T_{m,n}(a,b,h)$, if an erasure pattern is not regular, then it is not recoverable.

**Theorem 1.2.** For the topology $T_{m,n}(a=1,b,0)$, if an erasure pattern is regular, then it is recoverable.

We give a different definition of regular erasure pattern as compared to [2]. The reason for the same is that we would like to categorize all the erasure patterns which are obviously recoverable as regular. Consider the set of erasure patterns $E' = \{E | E \subseteq U \times V, |U| \leq a \text{ or } |V| \leq b\}$. All the erasure patterns in $E'$ can be recovered by a code formed by the product of $(m, m-a)$ MDS code and $(n, n-b)$ MDS code, which is a code instantiating $T_{m,n}(a, b, 0)$. According to Definition 5, all these patterns are regular as well. Based on this, we rewrite the conjecture in [2] as follows:

**Conjecture 1.3.** For the topology $T_{m,n}(a, b, 0)$, if an erasure pattern is regular (regular according to Definition 5), then it is recoverable.

**B. Our Contributions**

- For general product topology, we construct a bipartite graph between a subset of rows of erasures and non-erasures in a disjoint subset of rows. We prove that for a row-wise irreducible, regular erasure pattern, there exists a complete matching in this graph. For the case of $a = 2$, we construct another bipartite graph between rows and columns of erasure sub-patterns and prove a certain neighborhood property of this graph (Section II).
- We will give an alternate proof of the sufficiency of regularity for $a = 1$ case (Theorem 1.2). We consider the generator matrix $G$ of the product code and expand it as tensor product $G_{col} \otimes G_{row}$, of generator matrices of column and row codes. We prove that a certain square submatrix of this tensor product is full rank, by applying the properties of bipartite graphs which we derived. (Section III).

We consider a subset of regular erasure patterns for the case of $a = 2$, which are obtained by extending regular erasure patterns for $a = 1$. We prove that these regular erasure patterns are also recoverable. (Section IV)

**II. BIPARTITE GRAPHS FOR REGULAR, IRREDUCIBLE ERASURE PATTERNS**

In this section, we construct two bipartite graphs based on an erasure pattern and derive some properties of these graphs.

**Construction II.1** (Bipartite Graph between erasures and non-erasures for general $a \geq 1$). Consider a row-wise irreducible erasure pattern $E$ with enclosing grid $U \times V \subseteq [m] \times [n], |U| = u, |V| = v$, where enclosing grid is used to refer to the smallest grid containing the erasure pattern $E$. Assuming that the elements of $U$ are sorted, let the erasure pattern be such that each row has $b + r_i, i \in U$ erasures. Let $U_L \subseteq U$ be an arbitrary subset of $u - a$ elements and $U_R = U \setminus U_L$. We construct a bipartite graph as follows:

- For each $i \in U_L$, we create $r_i$ vertices on the left. The $r_i$ left vertices corresponding to $i \in U_L$ are denoted by $e(i,1), e(i,2), \ldots, e(i,r_i)$. Hence, the total number of vertices on the left are $\sum_{i \in U_L} r_i$.
- Each vertex on the right corresponds to one non-erasure in the rows $U_R$. Let there be $w$ non-erasures in the rows $U_R$. The vertices on the right are denoted by $d_1, d_2, \ldots, d_w$.
- We place an edge between a left vertex $e(i,j)$ and a right vertex $d_t$ if there exists an erasure at the position $(s,t) \in [m] \times [n]$ where $s$ is the row number of the erasure $e(i,j)$ and $t$ is the column number of the non-erasure $d_t$.

**Lemma II.2.** If an erasure pattern is regular and row-wise irreducible for topology $T_{m,n}(a,b,0)$, then there exists a
complete matching\(^1\) in the bipartite graph (for the erasure pattern) resulting from Construction II.1.

| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
|---|---|---|---|---|---|---|---|---|---|
| 1 | × | × | × | × | | | | | |
| 2 | × | | | | | | | | | |
| 3 | × | | | | | | | | | |
| 4 | × | | | | | | | | | |
| 5 | × | × | | | | | | | | |
| 6 | | | | | | | | | | |

Fig. 1. Example of a regular erasure pattern, \((m, n) = (6, 10), (a, b) = (1, 2)\). Enclosing grid of the erasure pattern is \([1:5] \times [3:10]\).

\[12345678910\]

Proof of Lemma II.2 We will prove that there exists a matching by verifying the Hall’s condition. To do so, we consider all the left vertices corresponding to \(U_S \subseteq U_L\), where \(|U_S| = s\). The number of such vertices on the left are given by \(\sum_{i \in U_S} r_i\). Let \(U_S \times V_T\) denote the enclosing grid of all the erasures in the rows \(U_S\). Denote \(|V_T| = t\). Consider the erasures in the grid \((U_S \cup U_R) \times V_T\) of \(s + a\) rows and \(t\) columns. Let \(x\) denote the number of erasures in the subgrid \(U_R \times V_T\). Since the erasure pattern is regular and irreducible, we apply the condition in (2) to the grid \((U_S \cup U_R) \times V_T\). Then, we have

\[sb + \sum_{i \in U_S} r_i + x \leq ta + (s + a)b - ab.\]  \(3\)

Thus, we have an upper bound on \(x\) as \(x \leq at - \sum_{i \in U_S} r_i\). Thus, the number of non-erasures in these \(t\) columns is lower bounded by \(p = at - x \geq \sum_{i \in U_S} r_i\). This proves that the neighbourhood of a set of size \(\sum_{i \in U_S} r_i\) is at least \(\sum_{i \in U_S} r_i\). Hence, for any set \(A\) where we consider all the vertices corresponding to any \(s\) rows in the bipartite graph, we have that \(|N(A)| \geq |A|\). Now, consider the case when we take sets \(A\) such that \(A\) partially intersects \(s\) rows. Since the neighbourhood \(N(A)\) in this case is the same as that we would have obtained when we consider all the vertices corresponding to these \(s\) rows, it is true that \(|N(A)| \geq |A|\) even in this case.

\(^1\)By complete matching in a bipartite graph, we refer to a matching in which all the left vertices are included. In this paper, whenever we refer to matching in a bipartite graph, we mean complete matching.

Construction II.3 (Bipartite Graph between rows and columns for \(a = 1\)). Consider a row-wise irreducible erasure pattern \(E\) with enclosing grid \(U \times V \subseteq [m] \times [n], |U| = u, |V| = v\). Let \(\ell\) denote an arbitrary element of \(U\) and the support of \(b + r\) erasures in the row given by the set \(V_i\). Consider the erasures in the grid \((U \setminus \ell) \times (V \setminus V_i)\). We construct a bipartite graph as follows:

- The vertices on the left correspond to the elements of the set \((U \setminus \ell)\).
- The vertices on the right correspond to the elements of the set \((V \setminus V_i)\).
- We place an edge between two vertices \(i\) and \(j\) if the array element \((i, j)\) is erased in \(E\).

Lemma II.4. Consider an erasure pattern which is regular and row-wise irreducible for topology \(T_{m,n}(a = 1, b, 0)\). Consider the bipartite graph (for the erasure pattern) resulting from Construction II.3. The following property holds for this bipartite graph: If \(A \subseteq U \setminus \ell\) (left vertices), then the neighbourhood of \(A, N(A)\) satisfies \(|N(A)| \geq \sum_{i \in A} r_i\).

![Fig. 2. The matching in construction II.1.](image)

![Fig. 3. Continuing from previous example in Fig. 1 we have \(\ell = 2, V = [6, 7, 8], r_3 = 2, r_4 = 1, r_4 = 1, r_5 = 1\). Note that the neighbourhoods of subsets of left vertices satisfy the condition in Lemma II.4.](image)

Proof of Lemma II.4 Consider the left vertices corresponding to \(U_S \subseteq (U \setminus \ell)\), where \(|U_S| = s\). Let \((U_S \cup U_R) \times V_T\) denote the enclosing grid of all the erasures in the rows \(U_S \cup U_R\). We note that \(|V_T| = b + r\). Also we denote \(|V_T \setminus V_i| = t\). Since the erasure pattern is regular and irreducible, we apply the condition in (2) to the grid \((U_S \cup U_R) \times V_T\). Then, we have

\[(s + 1)b + \sum_{i \in (U_S \cup U_R)} r_i \leq (t + b + r) + (s + 1)b - b.\]  \(4\)

The above equation implies that \(t \geq \sum_{i \in U_S} r_i \geq s\).

We would like to note that for the case of \(a = 1\), both the above constructions result in the same bipartite graph.

III. RECOVERABILITY OF REGULAR ERASURE PATTERNS FOR \(a = 1\)

In this section, we give an alternate proof for Theorem II.2. The following two lemmas would be useful in the proving the theorem.

Lemma III.1. Consider a square matrix \(B\) of size \(n \times n\). The matrix consists of zeros at some positions and distinct variables (indeterminates) in the rest of the positions. Consider a bipartite graph constructed based on this matrix as follows:

- The left vertices correspond to rows.
The right vertices correspond to columns.

We place an edge between two vertices $i, j$, whenever there is an edge in the position $(i, j)$.

If there is a matching in the bipartite graph thus constructed, then $\det(B)$ is a non-zero (multivariate) polynomial and the variables can be assigned values from a large enough finite field $\mathbb{F}_q$ such that the matrix is full rank.

Proof. If a variable is present in position $(i, j)$, then we denote the variable by $x_{i,j}$. Let $x_{1,1}, x_{1,2}, \ldots, x_{1,v_{0}}$ be the variables involved in the matching. The determinant of the matrix is a multi-variate polynomial and due to the matching, $\prod_{i=1}^{n_{\times}} x_{i,j_{k}}$ is one of the monomials adding to the determinant polynomial. $\prod_{i=1}^{n_{\times}} x_{i,j_{k}}$ has a nonzero coefficient as no other term in the determinant would give the same monomial. This is due to the fact that all the variables in the matrix are distinct. Hence, the determinant polynomial is a non-polynomial polynomial. It follows by Schwartz-Zippel Lemma that the indeterminates can be assigned values from a large enough finite field such that the determinant of the matrix is nonzero and hence the matrix is full rank.

Lemma III.2 (\cite{2}). Consider an erasure pattern $E \subseteq [m] \times [n]$. Let $E' \subseteq E$ be a row-wise irreducible erasure pattern obtained as follows: If $i^{th}$ row $(1 \leq i \leq m)$ of $E$ has $b + 1$ erasures, then $i^{th}$ row of $E'$ is identical to $i^{th}$ row of $E$. All the rest of the rows are non erasures in $E'$. Then $E$ is recoverable if and only if $E'$ is recoverable.

Proof of Theorem \cite{1}. Based on the above lemma, in order to prove Theorem \cite{1} it is enough to consider row-wise irreducible, regular erasure patterns. In \cite{1}, the proof of Theorem \cite{1} considered the following two cases:

- Case 1: $E$ have exactly $b + 1$ erasures in each row (which has nonzero erasures). This can be considered as the base case.

- Case 2: $E$ have $b + r_{i}, b_{i} \geq 1, i \in U$ erasures in each row (where $U \times V$ is the enclosing grid of $E$).

We will give an alternate proof which unifies both the cases. This proof will be generalized later to the case of $a = 2$ for some erasure patterns.

Consider a row-wise irreducible, regular erasure pattern $E$ which has an enclosing grid of $U \times V$ and has $b + r_{i}, r_{i} \geq 1, i \in U$ erasures in each row. If $|U| = 1$, a simple parity check code as the column code will suffice to correct the erasure pattern. So, we assume that $|U| \geq 2$. To prove that $E$ is recoverable, we need to construct a code $C$ which is an instantiation of topology $T_{m,n}(a = 1, b, 0)$ such that $\dim(C|_{D(E)}) = \dim(C|_{D})$, where $D = [m] \times [n]$. Since $C$ is an instantiation of topology $T_{m,n}(a = 1, b, 0)$ and Definition \cite{1} for $h = 0$ case is precisely the definition of product of codes \cite{8}, we have $C = C_{col} \otimes C_{row}$. To construct $C$, we construct the generator matrices of $C_{col}$ and $C_{row} \cite{2}$, denoted by $G_{col}$ and $G_{row}$ respectively.

For correcting any row-wise irreducible, regular erasure pattern $E$, the column code $C_{col}$ is a simple parity check code, the generator matrix of which is given by

$$G_{col} = \begin{bmatrix} I_{m-1} \end{bmatrix},$$

where $G_{col}$ is a $(m - 1) \times m$ matrix.

The row code $C_{row}$ is constructed based on the erasure pattern $E$. The generator matrix of the row code $G_{row}$ is of the size $(n - b) \times n$ and the entries of the generator matrix are either variables (indeterminates) or zeros. A variable present at position $(i, j)$ is denoted by $x_{i,j}$.

- For $j \in [n] \setminus V$, which has no erasures, a row is added in the generator matrix $G_{row}$, which has a variable in the $j^{th}$ position and zeros in all the other positions.

- Consider a row of the erasure pattern $E$ which has $b + r_{i}, i \in U$ erasures and let $i \times V$ denote the enclosing grid of the row of erasures. Let $V_{i}$ denote a $b$ element subset of $V_{i}$. $r_{i}$ rows are added in the generator matrix corresponding to this row of the erasure pattern. Each of the $r_{i}$ rows of the generator matrix is formed by placing variables in columns $V_{i}$ and at one additional column in $V_{i} \setminus V$. All the rest of the entries are zeros.

- Until row, the number of rows of generator matrix which have already been filled are $n - v + \sum_{i \in U} r_{i}$. Since the erasure pattern in regular, we have that

$$ub + \sum_{i \in U} r_{i} \leq v + ub - b.$$ 

Hence, to complete the $n - b$ rows of the generator matrix, we have to add $n - b - (n - v + \sum_{i \in U} r_{i}) = v - b - \sum_{i \in U} r_{i} = t$ rows. Each of these rows is formed by placing variables in the $V$ columns and zeros in the other $[n] \setminus V$ columns.

Combining all the above, $G_{row}$ (up to permutation of columns) can be written as

$$G_{row} = \begin{bmatrix} G_{G} \vert \ \begin{bmatrix} (n-v) \times (n-v) \\ 0 \\ \vdots \end{bmatrix} \\ 0 \end{bmatrix} \otimes \begin{bmatrix} (\sum_{i \in U} r_{i}) \times V \\ G_{T} \end{bmatrix}_{T \times V}.$$ 

Fig. 4. $G_{row}$ for the erasure pattern in the earlier example. Rows 1 and 2 in the above matrix correspond to the first two non-erasure columns. Rows 3 and 4 correspond to the first row of the erasure pattern. Note that $V_{1} = \{7, 8, 9, 10\}$ and $V_{T} = \{7, 8\}$. Rows 5, 6, 7, and 8 correspond to the next four rows of the erasure pattern. In this matrix, there is no $G_{T}$ component.

The generator matrix $G$ of the product code \cite{8} in terms of the generator matrices of the row and column codes is given by

$$G = G_{col} \otimes G_{row} = \begin{bmatrix} G_{col} & G_{row} \\ G_{row} & \ddots \end{bmatrix}.$$ 

(6)
Now, we have to prove that the erasure pattern $E$ is recoverable by the code $C$. It is enough to show that there exists an assignment of the variables in $G_\text{row}$ such that \( \text{rank}(G|_{D,Y}) = (n - b)(m - 1) \). Without loss of generality, we assume that the parity block column (the one which has $m$ copies of $G_\text{row}$) is always included in $E$. Otherwise, the columns of $G_\text{col}$ can be permuted so that it is included.

To examine the structure of $G|_{D,Y}$, we will first consider the systematic part (last $m - 1$ block columns in $G$). $G_\text{row}$ corresponding to $i \in U$ has erasures and the submatrix which remains after deleting the columns corresponding to the erasures has the structure:

\[
G_\text{row}|_{[n] \setminus V_i} = \begin{bmatrix}
G_L & G_S & G_T \\
0 & G_S & \sum_{i \in U} r_i \times v - b - r_i \\
0 & 0 & ([x - b - r_i]_{(1)})
\end{bmatrix}.
\]

It can be observed based on the construction of $G_\text{row}$ that $G_S$ has $r_i$ zero rows. Let $G_{Z_i}$ denote the matrix which remains after removing the $r_i$ zero rows from $G_{S_i}$. $G_{row}$ corresponding to $i \in [n] \setminus U$ remains unchanged, since there are no erasures in these rows. For consistency of notation, we have $V_i = \emptyset$, $G_{S_i} = G_{Z_i} = G_S$, $G_T = G_T$ for $i \in [n] \setminus U$.

For ease of notation, we denote:

\[
\begin{bmatrix}
G_{Z_i} \\
G_T
\end{bmatrix}, i \in [m] \text{ by } G_{Y_i}.
\]

By rearranging the rows of $G|_{D,Y}$ so that all the zero rows in $G_{Z_i}, \forall i \in U$ are shuffled to the top, the resulting matrix $G_\pi$ has the following structure:

\[
G_\pi = \begin{bmatrix}
G_P \\
G_L \\
G_{Y_1} \\
\vdots \\
G_I \\
G_{Y_{m-1}}
\end{bmatrix},
\]

where $G_P$ is of size $(\sum_{j \in U} r_j) \times (n - b - r_i)$.

Claim 1. Consider the matrix $G_{Y_i}, i \in [m]$. There exists a complete matching in the bipartite graph constructed based on this matrix as in Lemma III.1.

Proof. First, we will consider the case when $i \in U$. We will show that there is a matching in $G_{Z_i}$ and since $G_{T_i}$ contains rows completely filled with variables, the matching in $G_{Z_i}$ can be easily extended to a matching in $G_{Y_i}$. In order to show that there is a matching in $G_{Z_i}$, we will verify the Hall’s condition. Consider a subset $A$ formed by including all the $\sum_{j \in U} r_j$ vertices associated with rows $U_S \subseteq U$. The mapping between rows $U_S$ and left vertices of the bipartite graph can be done since the rows of $G_\text{row}$ (and hence $G_{Z_i}$) are constructed based on the rows $U$. Applying Lemma II.4 (since $G_{Z_i}$ is obtained by removing columns $V_i$ from $G_\text{row}$), we have that $|N(A)| \geq \sum_{j \in U} r_j$. Now, we consider the case when the subset $A$ is formed by $t_j$ of $r_j$ vertices corresponding to rows $U_j \subseteq U$, where $t_j < r_j, j \in U_S$. Note that $|A| = \sum_{j \in U} t_j$. Based on the construction of matrix $G_S$, we have that by removing $r_j - t_j$ vertices corresponding to $j^{th}$ row, the neighbourhood can reduce almost by $r_j - t_j$. Hence, it follows that $|N(A)| \geq \sum_{j \in U} r_j - \sum_{j \in U} (r_j - t_j) = \sum_{j \in U} t_j$.

Now, consider the case when $i \in [n] \setminus U$. Since $|U| \geq 2$, there is at least some $i$ such that bipartite graph of $G_{Y_i}$ has a matching (say $M_1$). The $r_i$ rows and the $b + r_i$ columns indexed by $V_i$, which have been erased to obtain $G_{Y_i}$, have a matching within themselves (say $M_2$), since the neighbourhood of any one of the $r_i$ rows has exactly one column unique to itself. Then, $M_1 \cup M_2$ is a matching in $G_{S_i}$.

Let $G_{Y'_i}, i \in [m]$ denote the square submatrix of $G_{Y_i}$, which is associated with the matching in Claim 1. Applying Lemma III.1, we have that $\det(G_{Y'_i})$ is a non-zero polynomial.

Now consider the matching which results by applying Lemma II.2 to the erasure pattern $E$ with $U_R = \{i\}$. Let $V_M \subseteq [n]$ denote the columns (right vertices) in the matching. In the example in Fig. 2, $V_M = \{6, 7, 8, 9, 10\}$. Let $G_{P'}$ be square submatrix of $G_P$ by restricting to $V_M$ columns. It can be seen that the all the variables in $G_{P'}$ are all distinct, and by Lemma II.2, there exists a matching between the $\sum_{j \in U} r_j$ rows and the columns that are retained in $G_{P'}$. Hence, applying Lemma III.1, we have that $\det(G_{P'})$ is also a non-zero polynomial.

Consider the following square submatrix of $G_{\pi}$:

\[
G_{\pi'} = \begin{bmatrix}
G_{P'} \\
G_{L'} \\
G_{Y'_1} \\
\vdots \\
G_I \\
G_{Y'_{m-1}}
\end{bmatrix}
\]

\[
\det(G_{\pi'}) = \det(G_{P'}) \det(G_{I})^{m-1} \prod_{i=1}^{m-1} \det(G_{Y'_i}).
\]

It follows that $\det(G_{\pi'})$ is a non-zero multivariate polynomial, since each of the factors in the product are non-zero. Hence, the variables can be assigned values from a sufficiently large finite field $\mathbb{F}_q$ such that $G_{\pi'}$ is a full rank matrix. Hence, $\text{rank}(G|_{D,Y}) = \text{rank}(G_{\pi'}) = (n - b)(m - 1)$. Thus, we have proved that the erasure pattern $E$ is recoverable.

IV. PARTIAL CHARACTERIZATION OF recoverable erasure PATTERNS FOR $a = 2$

In this section, we define an extended erasure pattern $E'$ of $E$ where $E$ is an erasure pattern for topology $T_{m,n}(a = 1, b, 0)$. $E'$ is for $T_{m+n',n}(a = 2, b, 0)$ and $E'$ is obtained from $E$ by replicating some rows of erasures in $E$. If $E$ is
row-wise irreducible and regular, we prove that $E'$ is also regular and recoverable.

**Definition 6** (Extended Erasure Pattern). Consider an erasure pattern $E \subseteq [m] \times [n]$ which is row-wise irreducible and regular for the topology $T_{m,n}(a = 1, b, 0)$. Let $U \times V$ denote the enclosing grid of $E$ in $[m] \times [n]$. Let $i \times V_i$ denote the enclosing grid for the erasures in $i^{th}$ row $i \in U$. Consider an erasure pattern $E'$ for the topology $T_{m'+m',n}(a = 2, b, 0)$, $m' \leq m$ formed by extending $E$ as follows:

- Rows of the erasure pattern are replicated i.e., $V_{m+\ell} = V_{\ell}$, $1 \leq \ell \leq m'$, $1 \leq j \leq m$.
- The replication factor of any row of the erasure pattern is almost two, i.e., $V_{m+\ell} \neq V_{m+\ell'}$ when $\ell \neq \ell'$.

The erasure pattern $E'$ will be referred to as extended erasure pattern.

**Lemma IV.1.** Any extended erasure pattern resulting from Definition 6 is row-wise irreducible and regular for the topology $T_{m+m',n}(a = 2, b, 0)$.

**Proof.** Let $E'$ be an extended erasure pattern of $E$. It is clear that $E'$ is row-wise irreducible. Consider a sub grid $U \times V \subseteq [m+m'] \times [n]$. It is enough to consider $|U| \geq a+1 = 3$ and $|V| \geq b+1 = 2$ to verify the regularity condition.

Let $U_1 = U \cap [m]$ and $U_2 = U \cap [m+1, \ldots, m+m']$. By the definition of extended erasure pattern, corresponding to $U_2$, there is a set $U_2' \subset [m]$ such that the structure of erasures in $U_2 \times V$ is the same as that in $U_2' \times V$.

$$|E' \cap (U \times V)| = |E' \cap ((U_1 \cup U_2) \times V)| = |E' \cap (U_1 \times V) + E' \cap (U_2 \times V)| = |E \cap (U_1 \times V) + |E \cap (U_2' \times V)| \leq (v + u_1b - b) + (v + u_2b - b) = 2v + ub - 2b,$$

where $a$ follows since $E$ is regular for topology $T_{m,n}(a = 1, b, 0)$.

**Theorem IV.2.** Any extended erasure pattern resulting from Definition 6 is recoverable for the topology $T_{m+m',n}(a = 2, b, 0)$.

**Proof.** Let $E'$ be the extended erasure pattern of $E$, where $E$ is row-wise irreducible and regular for the topology $T_{m,n}(a = 1, b, 0)$. Let $U \times V$ denote the enclosing grid of $E'$ in $[m+m'] \times [n]$. To recover $E'$, we employ the same row code as the one used for recovering $E$ in $T_{m,n}(a = 1, b, 0)$, the construction of which is described in the proof of Theorem 4.2. The generator matrix of the column code $G_{col}$ is given by

$$G_{col} = \left[ \Sigma_{(m+m'-2) \times 2} \Lambda_{(m+m'-2) \times (m+m'-2)} \right],$$

where $\Sigma = [\sigma_{i,j}], 1 \leq i \leq m + m' - 2$, $1 \leq j \leq 2$ and all the entries in $\Sigma$ are indeterminates, $\Lambda$ is a diagonal matrix with entries $\lambda_{i,i}$ as indeterminates. The product code has the following generator matrix

$$G = G_{col} \otimes G_{row} = [\Sigma \otimes G_{row} \Lambda \otimes G_{row} = \left[ \begin{array}{cccc} \sigma_{1,1}G_{row} & \sigma_{1,2}G_{row} & \lambda_{1,1}G_{row} \\ \vdots & \vdots & \vdots \\ \sigma_{t,1}G_{row} & \sigma_{t,2}G_{row} & \lambda_{t,t}G_{row} \end{array} \right].$$

where $t = m + m' - 2$. Similar to the $a = 1$ case, after rearranging the zero rows of $G_{|D \setminus E'}$, the resulting matrix $G_{\sigma}$ has the following structure.

$$G_{\sigma} = \left[ \begin{array}{cccc} G_P & \lambda_{1,1}G_{Y_1} \\ G_{Le} & \lambda_{1,2}G_{Y_1} \\ \vdots & \vdots \\ \lambda_{t,1}G_{Y_1} & \lambda_{t,2}G_{Y_1} \end{array} \right],$$

where $G_P$ is of size $(\sum_{j \in U} r_j) \times (2n - 2b - r_1 - r_2)$. Note that $G_P$ and $G_{Le}$ are obtained by combining the first two block columns in $G_{|D \setminus E'}$. The matching in $G_{Y_j}, i \in \ell$ follows from the $a = 1$ case since the row code is the same.

Now consider the matching which results by applying Lemma 4.2 to the erasure pattern $E'$ with $U_P = \{1, 2, \ldots, m+m' \}$. Let $V_M$ denote the right vertices in the matching. Let $G_{P'}$ be square submatrix of $G_P$ by restricting to $V_M$ columns. By Lemma 4.1, there exists a matching between the $\sum_{j \in U \cup \ell} r_j$ and the columns that are retained in $G_{P'}$. However, note that unlike the $a = 1$ case, each non-zero entry in this case is a product of variables $\sigma_{a,b}$ and $x_{j,k}$. Also, note that the product of variables given by the matching is a monomial which cannot be cancelled by any other term in $\det(G_{P'})$. To show this, assume that one of the entry in the matching is $\sigma_{a,b}x_{j,k}$. We would like to note that there can be atmost one more variable in $G_{P'}$ containing $x_{j,k}$ and if it is present, then necessarily it must be multiplied by $\sigma_{a,b}$. Hence, the monomial formed by the matching is unique, following which $\det(G_{P'})$ is a non-zero polynomial. Rest of the proof is exactly same as the $a = 1$ case.
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