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Abstract—Wireless Sensor Networks are a set of sensor nodes that probe their surroundings and send their data over multi-hop routes to a base-station (BS) for processing. Many routing protocols have been developed for WSNs. A great attention has been given to geographic routing protocols, which rely only on local knowledge of nodes to disseminate data towards the BS. In this paper, we propose a new energy efficient geographic routing protocol called Improved Energy-aware and delivery Guarantee Geographic Routing protocol (IEGGR). The proposed protocol exploits the positions of neighboring nodes, which are closest to the BS to forward packets through the shortest path in terms of energy consumption. IEGGR introduces a mechanism in order to forward packets efficiently around voids. IEGGR algorithm considers the WSN as a connected-graph and to route a packet from a source node to the BS, IEGGR tries making the locally optimal choice at each intermediate node with the hope of finding a global optimum path, which aims to minimize energy consumption. To find greedily the optimal path, each forwarding node exploits its neighbor positions that are closest to the BS in order to iteratively building the end-to-end optimal path. Simulation results show that IEGGR is efficient in energy management during packet forwarding.
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I. INTRODUCTION

Wireless Sensor Networks (WSNs) [1-3] are a set of sensor nodes that probe their surroundings and send their data over multi-hop routes to a base-station (BS) for processing. Thus, in these networks, each node is capable of detecting its environment and processing information locally or sends it to one or more collecting point. These sensors can monitor a variety of conditions: temperature, humidity, pressure, the presence or absence of certain types of objects, etc. Consequently, WSNs find applications in a wide range of domains such as health applications [4-5], smart homes, smart cities [6], smart parking [7-8], industrial automation [9], traffic monitoring [10-11], military field [12-13], security surveillance [14], agriculture monitoring [15] and many other application’s fields [16]. Several works and several solutions were proposed to improve the functioning of these networks. Nevertheless, several problems still need to be addressed again and several solutions need to be improved. The energy management is among the major problems in wireless sensor networks. The concern is the energy consumed by each node. Energy consumption in WSNs is a very important metric that influences directly the network lifetime. A sensor node expends its maximum energy in data communication. In order to conserve node energy and so increase the network lifetime, energy consumption should be taken into consideration in all levels of the network architecture (physical, MAC, and Network) [17]. Thus, protocol developers should integrate this constraint when developing a new communication protocol. Many routing protocols have been developed for WSNs. Most of these routing protocols require nodes localization information since a sensed event is directly related to the node’s location. This information is required to calculate distance between two particular nodes such that energy consumption can be estimated. Because there is no addressing system for wireless sensor networks (like IP addressing) and because they are deployed randomly in a region, the location information of these nodes can be used in routing data efficiently in terms of energy. For example, if the region to sense is known by using nodes localization in order to broadcast the request to this particular region, it is easy to eliminate the number of retransmissions.

In geographic routing [18], a node selects a neighbor, which is closer to the destination as a next hop. Although it is simple and efficient, this routing technique fails when there is no neighbor closer to the destination than the current node. This issue is called the void problem (also known as local minima problem).

Our work is particularly interested to design a new geographic routing protocol that addresses the two major problems of geographic routing: energy consumption and delivery guarantee towards the base station. In this way, we will present a new geographic routing protocol that forwards packets through the optimal path in terms of energy.
consumption between the source node and the base station based only on local knowledge of nodes (neighborhood). Our protocol increases packets delivery ratio to the base station.

The rest of this article is organized as follows: section II presents related work on geographic routing protocols in WSNs. In section III, we present the network model. Our protocol IEGGR is presented in section IV, and simulation results of our protocol are discussed in section V. Section VI concludes this article.

II. RELATED WORK

Routing in wireless sensor networks is a cooperative task in which all nodes are expected to participate in order to forward packets toward the BS. Therefore, protocols designed for data routing in such networks are different from those designed for routing in other types of networks. Routing protocols designed for wireless sensor networks have to deal with the characteristics of such networks. These protocols have to be designed to minimize communication overhead since sensor nodes have limited resources. They also need to deal with the number of nodes within the network, and very importantly, a routing protocol designed for such networks should minimize energy consumption since nodes are equipped by batteries, which are not replaceable.

Routing protocols for wireless sensor networks can be categorized into three types, namely: flat routing, hierarchical routing, and geographic routing. Flat routing protocols include reactive protocols such as Flat routing protocols can be proactive (On-Demand) protocols such as Dynamic Source Routing (DSR) [2], and Ad hoc On-demand Distance Vector (AODV) [19-21] or proactive (Table-Driven) protocols such as Destination Sequenced Distance Vector (DSDV) [22]. In hierarchical routing, nodes are divided into clusters and a cluster head is assigned to each cluster head [23-24]. Low-energy adaptive clustering hierarchy (LEACH) [25-26] and its variants are typical examples of hierarchical routing protocols.

In geographic routing protocols, the position information of nodes is used to forward packets toward the final destination. Greedy Perimeter Stateless Routing GPSR is an example of geographic routing protocols GPSR [27].

Geographic routing has become an attractive solution [28-34] for wireless sensor networks where nodes keep only information about local one-hop neighbors. In geographic routing, a node selects a next forwarding node based only on the location of itself, its neighbors and the base station. The location information can be obtained with GPS or through any other localization system. As it does not use control packets to establish a path, the geographic routing reduces routing control overhead flooded in the network to maintain network connectivity compared with other types of routing protocols. So, the areas which make the best use of communications between neighboring nodes are those where geographic protocols can be successfully applied; this is the case with the Internet of Things (IoT) [35-37] and the Vehicular Ad hoc Networks (VANETs) [38] among others.

Protocols called greedy [39] forward packets such that their routes be the closest to the path as the crow flies between the source and the destination. Nearest with Forward Progress (NFP) [40-42] protocol selects its closest neighbor among those in the direction of the destination to forward the packet. Whereas, with Most Forward within the transmission Range (MFR) protocol [39],[43] a forwarding node selects its neighbor that is closest to the destination as next forwarding node. The Normalized ADVance (NADV) protocol [44] selects the neighbor with the optimal trade-off between the advance and link cost.

Although simple and generate little overhead in auxiliary routing structure maintenance, greedy routing algorithms fail when there is no neighbor closer to the destination than the current node. This issue is called the void problem (also known as local minima problem). Void problem is a frequent problem in underwater sensor networks and in networks with low density [45-49]. Routing based on planar graph is a geographic routing strategy, which is able to overcome greedy routing problem (voids problem). A graph is said to be planar if it can be drawn in the plane so that its edges intersect only at their ends [50]. A planar graph forms a set of faces as illustrated in Figure 1 and routing is performed by forwarding packets along the interiors of a sequence of adjacent faces, which provide progress toward the destination, applying the right (or left) hand rule [51-52]. Authors in [51] and [27] proposed to combine a greedy algorithm and face routing (figure 1). The principle is simple: initially, the packet is forward using greedy mode but if the packet reaches a void, this packet is balanced to face routing mode to forward it around the void. Then, the packet is returned to greedy mode as soon as possible. J. Kuruvila et al. [53] proposed an extension to GFG method, which models energy consumption. Before forwarding a packet to a node v, node u checks if there is a node w neighbor to both nodes u and v, such that energy consumption is less if the packet follows the path uvw rather than the direct path uv. If it is, u sends the packet to w, which will process in the same way.
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In geographic routing protocols, nodes select as next hop relay the most promising neighbor (according to some metrics) among those being closer to the destination than themselves. If nodes know the positions of all other nodes in the whole network, so the optimal path that minimizes end-to-end energy consumption can be calculated using Dijkstra’s shortest path algorithm [54], where transmission cost between two nodes represents the cost of the edge between these nodes. However, nodes know only their positions, the positions of their neighbors, and the position of the base station. In this work, we will propose a new
localized and energy efficient geographic routing protocol. The proposed protocol improves EGGR [31] protocol in the following points:

1) Rather than assuming that the retransmission between each neighbor and the BS is optimal, IEGGR tries making the locally optimal choice with the hope of finding a global optimum path without any assumptions.

2) Rather than calculating the next hop for each packet, next hop is calculated each round in order to reduce energy consumption and calculation overhead.

3) No information about neighbor status is updated and another strategy is proposed in order to forward packets around a void through the optimal path as well.

4) The local sub-graph \( G' \) is constructed only at network setup since sensor nodes are static in order to reduce energy consumption and calculation overhead. However, edge weights are recalculated at each round in order to balance the role of next forwarding neighbor among multiple neighbors.

III. NETWORK MODEL

We consider a wireless sensor network in which all nodes are static and energy-limited. It is assumed that each node is aware of its own position, neighbor positions, the position of the base station, and the remaining energy of its neighbors. The location information can be obtained by equipping nodes with GPS or through any other localization system. Neighbor’s location information and remaining energy information can be obtained by periodic beacon messages. We also assume that sensor nodes communicate through the wireless medium and all radios are bidirectional, two sensor nodes can communicate directly with each other if they are within their transmission ranges. Each node has a maximum transmission range \( r \) that can be considered, without losing generality, the same for all nodes. Sensor nodes perform sensing, transmission, and relaying packets to the base station.

We represent a wireless sensor network as a connected unit disk graph \( G = (E, V) \), where the edge set \( E \) corresponds to the wireless links between nodes and the vertex set \( V \) corresponds to nodes in the network. In our protocol, we will adopt the energy model of Ivan Stoimenovic et al. [55] where he generalized Rodoplu and Meng’s model [56] by adding a linear factor ‘\( a \)’ and assumed that the power needed for the transmission and the reception of a signal is:

\[
u(d) = ad^a + c\]

where \( d \) is the distance between the two nodes, \( a \) is the media attenuation factor (between 2 and 6), \( c \) a constant (may also include the energy consumed in computer processing and encoding/decoding at each node), and \( a \) can be adjusted to the physical environment, unit of length, unit size of a signal, etc.

IV. IMPROVED EGGR

The main idea of IEGGR algorithm is to consider the WSN as a connected-graph. Then, to route a packet from a source node to the BS, IEGGR tries making the locally optimal choice at each intermediate node with the hope of finding a global optimum path between the source node and the base station. This optimal path aims to minimize energy consumption. To find greedily the optimal path, each forwarding node exploits its neighbor positions that are closest to the BS in order to iteratively building the end-to-end optimal path.

A. The Approach Overview

In geographic routing, a node selects a neighbor, which is closer to the base station as a next hop. Although it is simple and efficient, this routing technique does not allow forwarding packet through the optimal path in terms of energy consumption. In addition, this technique fails when there is no neighbor closer to the destination than the current node. This issue is called the void problem (also known as local minima problem).

The main idea of IEGGR is to initiate a Minimal Spanning Tree (MST) calculation process. Basically, each node constructs a local sub-graph \( G' = (E', V') \), including neighbors, which are in the direction of the BS, that is, neighbors which are closest to the BS than the source node (see subsection B). We refer to such area as the Routing Area. Then, a minimal spanning tree is calculated on the local sub-graph \( G' \) using Prim’s algorithm [57]. This step gives a set of paths starting from the current node towards a set of leaves. The next hop neighbor is the first node on the path (towards one of these leaves) where the sum of its weights is the minimum (see subsection D).

A node that encounters a void towards the BS should widen its sub-graph area by \( \delta \) degrees to include other neighbors. We refer to such area as the Recovery Area. Then, it applies the same procedure and uses source routing to forward packets, that is, the shortest path is included in packet’s header and next hop forwards the packet according to the path included in packet’s header. All these phases are summarized in algorithm 1.

Obviously two issues arise, namely, (1) how the local sub-graph \( G' \) is defined, and (2) how big a node should widen its recovery area, and in this case how the packet should be forwarded through this area to go around the void. These two issues are in essence inter-related and depend on how greedy and recovery mode is used to successfully forward a packet until the BS. Greedy routing technique opts to advance packets toward the BS at each hop. Thus, to construct the local sub-graph \( G' \), only links that allow advancing a packet towards the BS should be considered. On the other hand, recovery mode opts to forward a packet around a void and returns back to greedy mode as soon as possible. Thus, the size of the recovery area is subject to trade-off. From the recovery point-of-view, it is advantageous to make the recovery area quite large and wide in all directions. However, a very wide recovery area can go with the packet away from the BS and so increase both energy consumption and end-to-end transmission delay. Therefore, our approach constrains the width of the recovery area so that the energy consumption and end-to-end transmission delay can be minimized.

We define the set \( A_{i,j} \) to be the nodes that can reach the node \( A \) directly. Assuming a free space radio propagation model, a node \( X \in A_{i,j} \) if \( X \) is at most \( r \) units away from the
node A, where r is the sensor node’s communication range. Thus, the routing area of a node A as depicted Figure 2, is the set of nodes which are closest to the BS. In that case, all packets received from outside A’s Routing Area will be routed through nodes that are inside A’s Routing Area. On the other hand, if the routing area is empty, i.e., no neighbor is closest to the BS than the current node; all packets received from outside A’s Routing Area will be routed through nodes that are inside A’s Recovery Area (see Figure 3).

The above observation, which is illustrated in Figure 2, concludes that the local sub-graph G’ constructed from nodes in the Routing Area differs from that constructed from nodes in the Recovery Area. In addition, routing technique applied inside Routing Area differs from that applied inside Recovery Area.

B. Sub-graph Formation Algorithm

In greedy routing techniques, each node is expected to participate in the process of forwarding packets towards the BS. Therefore, at network setup time, each node initiates the process of selecting its next forwarding neighbor. Fundamentally, this neighbor is used to forward all received packets. To balance the load and avoid overburdening a single neighbor, the next forwarding neighbor role is periodically reselected among multiple neighbors, where a neighbor serves as the next forwarding neighbor in a round; consequently, the process of selecting the next forwarding neighbor is reinitiated each round. The time duration of a round would naturally depends on the traffic intensity in the network. A node also can trigger the role rotation when its next forwarding neighbor energy supply runs low. Each node maintains a neighbors table containing: neighbor’s identifier, neighbor’s position and neighbor’s remaining energy. Recall that each node periodically broadcasts a beacon message containing its position and remaining energy. The local sub-graph is the graph G’=(E’, V’)) such that: V’ corresponds to the set of neighbors in ARouting_Area/ARecovery_Area. And E’ corresponds to the set of edges between these neighbors. Let dist(u, v) be the distance between the two nodes u and v and r is the sensor node’s communication range.

Algorithm 1: Routing and Recovery area algorithm

s: the node that is handling packet P;
N(s): the set of s’s neighbors which are closest to the BS;
R(s): the set of s’s neighbors which are in the recovery area;
H(s): the set of s’s one hop neighbors;

For each node u∈H(s) Do

a=dist(s,u);
b=dist(s,BS);
c=dist(u,BS);

If dist (u, BS) ≤ dist(s, BS) Then

Add u to N(s);

EndIf

If [(b^2+c^2-a^2)/(2*b*c)] ≤ δ Then

Add u to R(s);

EndIf

EndFor

1) Routing Area sub-graph

- A node u ∈ V’ if and only if dist (u, BS) ≤ dist(s, BS) and dist(s, u) ≤ r.
- An edge uv ∈ E’ if and only if u, v ∈ V’ and dist(s, u) ≤ r and dist(s, v) ≤ r and dist (u, v) ≤ r and dist(s, u) ≤ dist(s, v).
- Plus an edge between the current node s and each node u ∈ V’. Where s is the current node and BS is the base station.

2) Recovery Area sub-graph

Let a be the distance between s and u, b the distance between s and the BS, and c the distance between u and the BS:

- A node u ∈ V’ if and only if [(b^2+c^2-a^2)/(2*b*c)] ≤ δ
- An edge uv ∈ E’ if and only if u, v ∈ V’ and dist(s, u) ≤ r and dist(s, v) ≤ r and dist (u, v) ≤ r and dist(v, BS) ≤ dist(u, BS).
- Plus an edge between the current node s and each node u ∈ V’.

where s is the current node, BS is the base station, and δ is the width angle of SRecovery_Area.

These two steps are summarized in Algorithm 1.
C. Edges Weights

The weight of each edge represents the energy required for the transmission and reception between the two nodes. The cost of transmission/reception between two nodes \( u, v \in V \) and the transmission/reception cost between the current node \( s \) and each node \( u \in V \) is calculated according to equation (1).

To balance energy consumption and to regularly distribute it on all neighbors, we propose to add another metric, which is the remaining energy \( R_E \) of neighbor nodes. So, the weight of each edge is based on two parameters; the transmission/reception energy and the remaining energy of neighboring nodes:

\[
\text{Edge weight} = \frac{(ad + c)}{R_E}
\]

where \( d \) is the distance between the two nodes, \( a \) a media attenuation factor between 2 and 6, \( c \) is a constant, and \( a \): can be adjusted to the physical environment, unit of length, unit size of a signal.

Algorithm 2: Local sub-graph \( G' \)’ algorithm

\( s \): the node that is handling packet \( P \);
\( N(s) \): the set of \( s \)'s neighbors which are closest to the BS;
\( R(s) \): the set of \( s \)'s neighbors which are in the recovery area;
\( H(s) \): the set of \( s \)'s one-hop neighbors;

If \( N(s) \neq \emptyset \) Then
  For each node \( u \in N(s) \) Do
  \hspace{1cm} If \( \text{dist}(u, BS) \leq \text{dist}(s, BS) \) Then
  \hspace{2cm} Add Edge \( su \) to \( E' \);
  \hspace{1cm} EndIf
  EndFor
EndIf

For each two nodes \( u \) and \( v \in N(s) \) Do
  \hspace{1cm} If \( \text{dist}(s, u) \leq \text{dist}(s, v) \) Then
  \hspace{2cm} Add Edge \( uv \) to \( E' \);
  \hspace{1cm} EndIf
EndFor

For each node \( u \in R(s) \) Do
  \hspace{1cm} If \( \text{dist}(u, BS) \leq \text{dist}(s, BS) \) Then
  \hspace{2cm} Add Edge \( su \) to \( E' \);
  \hspace{1cm} EndIf
EndFor

For each two nodes \( u \) and \( v \in R(s) \) Do
  \hspace{1cm} If \( \text{dist}(s, u) \leq \text{dist}(s, v) \) Then
  \hspace{2cm} Add Edge \( uv \) to \( E' \);
  \hspace{1cm} EndIf
EndFor
EndIf

It is worthy to recall here that the local sub-graph \( G' \) is constructed only at network setup since sensor nodes are static. However, edge weights are recalculated at each round in order to balance the role of next forwarding neighbor among multiple neighbors.

D. Next Forwarding Neighbor Setup

As stated earlier, after constructing the local sub-graph \( G' \) a node applies Prim’s algorithm [21] in order to find the Minimum Spanning Tree. It is important to emphasize that this algorithm provides the optimal solution to the Minimum Spanning Tree problem. The structure of the Prim’s algorithm for the local sub-graph \( G' \) is summarized in algorithm 2. A spanning tree is a sub-graph of an undirected graph that contains all the vertices and has no cycles. The sum of an MST’s weights is the minimum possible. As illustrated in algorithm 3, the MST consists of a set of minimum paths towards the BS in terms of energy consumption. The next forwarding neighbor is the first node on the path with the minimum sum of weights as illustrated in Figure 6.

Algorithm 3: Prim’s algorithm [57]:

1. Choose current node \( S \) to be the root node. Set \( V_t = \{S\} \) and \( E_t = \emptyset \).
2. Find an edge with the smallest weight such that one of its end points is in \( V_t \) and the other is in \( V \setminus V_t \). Add this edge to \( E_t \) and its new vertex to \( V_t \).
3. If \( V \setminus V_t = \emptyset \), then terminate. Otherwise, go back to Step 2.
4. The minimum Spanning Tree is \( MST = (V_t, E_t) \).

E. Illustrative Example and Analysis

To illustrate the void formation process, let us consider the example topology in Figure 4. At network setup time, node A initiates the process of selecting its next forwarding neighbor towards the BS. The routing area of node A (\( A_{\text{Routing_Area}} \)) contains neighbors B, C, E, F, G, and H. The first step in selecting next forwarding neighbor is sub-graph formation. The sub-graph formed by node A is illustrated in Figure 4.b. Let us assume that the corresponding edge weights are as illustrated in the figure. After formation of sub-graph, node A applies Prim’s algorithm to find the MST from the sub-graph. The MST calculated is illustrated in blue in figure 4.c. The set of paths towards the BS obtained is:

1. AFBC with a total weight of: \( 3+2+3 = 8 \).
2. AFBE with a total weight of: \( 3+2+4 = 7 \).
3. AGH with a total weight of: \( 4+2 = 6 \).

The path having the minimum weight is AGH so the next forwarding neighbor of node A is G. Node A forward all received packets through node G until the round duration expires. On the other hand, if node A has no neighbor closer to the BS, it will use its recovery area to form the sub-graph. As illustrated in Figure 5, the recovery area of node A (\( A_{\text{Recovery_Area}} \)) contains neighbors B, C, D.
In this case, the local sub-graph formed by node A is illustrated in Figure 5. Let us assume that the corresponding edge weights are as illustrated in the figure 5. After applying Prim’s algorithm, the MST obtained is illustrated in blue in Figure 5.c.

The set of paths on the MST are:

1. ABE with a total weight of: 5+2 = 7.
2. ACD with a total weight of: 2+2 = 4.

The path having the minimum weight is ACD so the next forwarding neighbor of node A is C. Node A forward all received packets in recovery mode through node C until the round duration expires.

F. Routing Strategy

In a wireless sensor network, data packets are to be forwarded from source nodes to the BS through multi-hop routes. A packet has two states in IEGGR, namely, normal mode and recovery mode. The normal mode allows forwarding packets through Routing Area whereas recovery mode allows forwarding packets through Recovery Area. Initially, a packet is forwarded in normal mode and whenever the packet encounters a void at a node p, it will be balanced to recovery mode to forward it around the void. When the packet gets to a node q having at least a neighbor closer to the BS than node p, the packet is returned back to greedy mode forwarding again. In that case, the packet is forwarded to that neighbor. To do that, a node p that balances a packet into recovery mode includes in the packet’s header its position, i.e. the position where the packet was balanced to recovery mode. The node p includes also in the header the minimum path through which the packet will be forwarded in recovery mode. Afterwards, each node q that receives the packet checks first whether it has at least a neighbor closer to the BS than node p using the position included in the packet’s header. If so, it balances the packet to normal mode and forwards the packet to that neighbor. Otherwise, it forwards the packet according to the minimum path included in the header. Algorithm 4 summarizes routing strategy of our approach.
Algorithm 4: Route (Packet “P”)

\[ \text{Si} : \text{the node that is handling packet P;} \]
\[ \text{N(Si)}: \text{the set of Si’s neighbors which are closest to the BS;} \]
\[ \text{R(Si)}: \text{the set of Si’s neighbors which are in the recovery area;} \]
\[ \text{H(Si)}: \text{the set of Si’s one hop neighbors;} \]
\[ \text{If N(Si) =\phi Then } \text{If No neighbor is closer to the BS;} \]
\[ \text{If Si is the source of the packet Then } \]
\[ \text{Next Neighbor := Nearest Neighbor in H(Si);} \]
\[ \text{Else If P.mode is in normal mode Then } \]
\[ \text{Apply sub-graph G’ Formation Algorithm from R(Si);} \]
\[ \text{Find the minimum path in the MST found;} \]
\[ \text{Next Neighbor := First node in the minimum path in the MST found;} \]
\[ \text{Include the minimum path in the packet’s header;} \]
\[ \text{Else If P.mode is in recovery mode } \]
\[ \text{Check the address contained in the packet’s header;} \]
\[ \text{If there is at least a neighbor closer to BS than P.Rec_Addrr Then } \]
\[ \text{Balance the packet to normal mode;} \]
\[ \text{Next Neighbor := That_Neighbor;} \]
\[ \text{Else } \text{Next Neighbor := first node in the path included in packet’s header;} \]
\[ \text{End If} \]
\[ \text{End If} \]
\[ \text{Else If there is neighbors closer to the BS;} \]
\[ \text{Apply sub-graph G’ Formation Algorithm from N(Si);} \]
\[ \text{Apply Prim’s Algorithm;} \]
\[ \text{Find the minimum path in the MST found;} \]
\[ \text{Next Neighbor := First node in minimum path in the MST found;} \]
\[ \text{End If} \]
\[ \text{Transmit P to Next Neighbor;} \]

**Lemma 1:** The runtime complexity of IEGGR is \( (n \log m) \), where \( m \) is the number of neighbors and \( n \) is the number of links between these neighbors.

**Proof:** In IEGGR each node considers only its 1-hop neighbors which are closest to the BS to construct the local sub graph where these neighbors represent the set of vertices and the links between these neighbors represent the set of edges. With a simple implementation of Prim’s algorithm, a linear search on a set of edges to find the edge with the smallest weight requires a runtime complexity of \( (m^2) \) where \( m \) is the number of vertices. However, this runtime complexity can be reduced to \( (n \log n) \) by searching edges in a set of edges sorted by their weight, where \( n \) is the number of edges. By searching vertices instead of edges, runtime complexity can be further improved to \( (n \log m) \). Thus, the runtime complexity of IEGGR is \( (n \log m) \), where \( m \) is the number of neighbors and \( n \) is the number of links between these neighbors.

**V. PERFORMANCE VALIDATION**

The effectiveness of IEGGR is validated through simulation. This section discusses the simulation setup, performance metrics and results.

**A. Simulation Environment and Performance Metrics**

To evaluate the performance of our protocol, we have used J-Sim [58] as a simulation environment. J-Sim is a very powerful simulator in energy consumption management aspect which is the most crucial point in wireless sensor networks. Sensor nodes used in simulation are considered as homogenous: having the same initial energy quantity, the same computation capacity and memory, the same transmission range, and equipped with the same communication interface IEEE 802.11. The base station energy is considered as unlimited. These sensor nodes are deployed inside a 100 by 100 square creating topologies containing from 20 to 160 nodes. The position of generated nodes in the topologies is performed randomly. Media attenuation factor ‘\( a \)’, linear factor ‘\( \alpha \)’, and the constant ‘\( C \)’ used to calculate \( \text{edge_weight} \) are: \( a=2 \), \( \alpha=1 \), \( C=1000 \). The following table summarizes parameters used:

| Parameter | Value |
|-----------|-------|
| Number of sensor nodes | 20, 40, 60, 80, 100, 120, 140, and 160 |
| Topology configuration mode | Randomized |
| Number of trigger nodes | 05 trigger nodes |
| Network size | 100 m x 100 m |
| Transmission range of sensor node | 30 meters |
| Initial node energy | 0.5 Joules |
| Radio Transmission power (Watt) | 0.028 watts |
| Radio Reception power (Watt) | 0.036 watts |
| MAC sub-layer | MAC IEEE 802.11 |
| Angle \( \delta \) | \( 2\pi/3 \) |

To evaluate the performances of our protocol IEGGR and its energy efficiency, we have compared it with the study we have performed before in [9]. The comparison of our protocol with these protocols will be performed with the following metrics:

- **The Energy consumption:** the main goal of our protocol IEGGR is to minimize node’s energy consumption, because it affect directly network lifetime. That’s why we will compare our protocol with other protocols in terms of average energy EM consumed by all nodes in the network:

  \[ EM = \frac{\sum_{i=1}^{n} (E_i - ER_i)}{\text{Total_nbr_sent_packets}} \]  

  where \( E_i \) is the initial energy of node \( i \), \( ER_i \) is the remaining energy of node \( i \), and \( n \) is the number of nodes in the network.
The Success rate represents the report between the number of received packets by the base station and the total number of packets sent by all nodes in the network.

\[
\text{success rate} = \frac{\text{nbr \ packets received BS}}{\text{Total \ nbr \ sent \ packets}}
\]  \hspace{1cm} (4)

A routing protocol has to minimize the number of lost packets during transmission from a node to the base station, because the transported information can be very important.

The Average latency: latency is the time required for a packet to be transmitted from the source node to the base station. Therefore, average latency is the sum of latencies of all packets divided by the total number of received packets.

\[
\text{Average latency} = \frac{\sum_{i=1}^{n} (\text{reception time}_i - \text{Emission time}_i)}{n}
\]  \hspace{1cm} (5)

where \( n \) is the number of packets received by the base station.

B. Experiment Setup and Results

In this subsection, we present the simulation results. The individual values reflect the average of 30 independent scenarios and they are subjected to 90% confidence intervals and stay within 10% of the sample mean.

1) Energy Consumption

Fig. 6 presents the average energy consumed in relation to the number of nodes in the network whereas Fig 7 present the average energy consumed with time. From the figures we can note that IEGGR protocol improves average energy consumption in the network compared with other protocols. This improvement can be justified by the mechanism applied by IEGGR that forwards packets through the optimal path in terms of energy consumption. With EGGR protocol, the optimal path calculation is based on the assumption that the retransmission cost between each neighbor and the BS is optimal which is not the fact in the reality. This assumption degrades the performance of EGGR compared to IEGGR protocol. Other protocols (GPSR, NFP, MFR) select a neighbor closest to the BS without taking into account energy consumption criteria. This mechanism forwards packets through end to end paths that can be expensive in terms of energy consumption especially when there is a void (recovery mechanism applied by GPSR protocol to get out of voids).

Likewise, we can see from figure 6 that the number of nodes in the network increases the average energy consumed for all protocols. This can be justified by the number of control and update messages (periodic messages sent to update neighbor tables) generated in the network. On the other hand, the number of intermediate nodes in the path between the source and the base station increases average energy consumed. Indeed, the more nodes in the end-to-end path the more energy consumed. This can be noted with NFP protocol, which selects its nearest neighbor to forward packets.

From figure 7, we can observe that, with other protocols, nodes consume their energy very quickly compared with EGGR protocol. And this proves the efficiency of balance mechanism applied by our protocol during shortest path computation that distributes energy consumption on all nodes efficiently which allows nodes to conserve their energy for a long time. Indeed, using a fixed criterion to select next forwarding neighbor (which is applied with NFP, MFR, and GPSR) gives the same neighbor each time. The use of the same neighbor all the time to forward packets towards the BS causes the depletion of its energy and goes down.

2) Success Rate

Figure 8 depicts the success rate marked by all protocols in relation to the number of nodes in the network. From the figure we can see that success rate of all protocols changes between 50 % and 99 %. We can also see that the number of nodes in the network affects success rate; sure enough, the more nodes in the network the more success rate be closer to 100 % for all protocols; i.e., the more nodes in the network the less probability of having voids in the network and the less nodes in the network the more probability of having voids in the network which affects success rate. We also note that the number of nodes affects success rate obtained with MFR and NFP protocols when density of the network is low which proves the necessity of using a recovery mechanism to guarantee packets delivery in WSNs. According to the simulation results, both IEGGR and EGGR give better success rates.
3) Network Lifetime

Figure 9 presents the number of nodes alive with the time. From this figure, we can see that with MFR, NFP, and GPSR nodes drain their energy very quickly compared to EGGR and IEGGR protocols. This shows that without taking into account energy consumption when forwarding packets decreases the entire network lifetime. In contrast, both IEGGR and EGGR, which try to forward packets through an optimal path in terms of energy consumption, increase the entire network lifetime.

According to the results in the figure, it is clear that IEGGR allows improving traffic distribution compared to EGGR. This is because with EGGR, the optimal path calculation is based on the assumption that the retransmission cost between each neighbor and the BS is optimal. This assumption degrades the performance of EGGR compared to IEGGR protocol where the optimal path is calculated greedily as the packet progresses towards the BS.

4) Average Latency

Figure 10 shows the average end-to-end transmission delay of all protocols. From the figure, it can be noted that the end-to-end transmission delay obtained with NFP routing protocol is very high compared to the other protocols and this can be justified by the number of intermediate nodes selected by NFP protocol to forward packets from the source node to the destination. Effectively, with NFP protocol, a node selects its nearest neighbor toward the destination as next hop to forward packets. This selection strategy increases the number of hops along the path between the source and the BS, which increases the end-to-end transmission delay. We can also see that end-to-end transmission delay obtained with MFR protocol is better than that obtained with the other protocols and this is because of recovery mechanism applied by these protocols. When the number of nodes in the network is less than or equals to 80, the average latency obtained with IEGGR protocol is similar to that obtained with MFR, EGGR, and GPSR. However, when the number of nodes is greater than 80, the end-to-end transmission delay obtained with IEGGR protocol is slightly greater than that obtained with these protocols. This can be justified by the number of neighbors that a node should deal with to construct the sub-graph and MST in order to find the next forwarding neighbor. According to these results, we can see that MFR protocol gives the best end-to-end transmission delay.

VI. CONCLUSION

The functioning of a wireless sensor networks mainly relies on multi-hop communication of nodes that cooperate with each other to connect the remote nodes with the BS. Many geographic routing protocols for wireless sensor networks have been proposed. However, some of these protocols do not take into account energy consumption. In this paper, we proposed a new geographic routing protocol that conserves nodes energy and guarantees packets delivery in wireless sensor networks based only on nodes local knowledge (neighborhood). This protocol, called IEGGR (Improved Energy-aware and delivery Guarantee Geographic Routing protocol) takes into consideration constraints imposed by sensor nodes, allowing an efficient management of energy resources during data communication in the network, by introducing a mechanism to compute the shortest path in terms of energy consumption during next node calculation. On the other hand, delivery guarantee is assured by introducing a recovery mechanism that allows forwarding packets around voids. Performances comparison between our protocol and other protocols is achieved using J-Sim open source simulator. After achieving several simulations and analyzing obtained results, we have seen that our protocol reduces the amount of consumed energy at sensor nodes leading to entire network lifetime extension. Simulation series proved, also that our protocol (IEGGR) increases packets delivery rate between nodes and the base...
station especially in networks with high density. However, our protocol slightly influences the end-to-end transmission delay in networks with high densities. Nonetheless, the proposed approach presents a limitation, which is the problem of “very big voids”. This problem happens when the entire path included in the packet’s header does not allow encountering the void in recovery mode. In that case, the packet may return to the node where recovery mode has been initiated and fall down into a loop. A potential solution for such situation is to prevent returning the packet back toward that node and forwarding the packet away from that area. Another solution for such situation is to forward the packet towards the opposite direction by the node where recovery mode has been initiated. This limitation represents our future work to optimize energy consumption when forwarding packets in recovery mode to encounter very big voids.
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