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ABSTRACT
Data scientists are constantly facing the problem of how to improve prediction accuracy with insufficient tabular data. We propose a table enrichment system that enriches a query table by adding external attributes (columns) from data lakes and improves the accuracy of machine learning predictive models. Our system has four stages, join row search, task-related table selection, row and column alignment, and feature selection and evaluation, to efficiently create an enriched table for a given query table and a specified machine learning task. We demonstrate our system with a web UI to show the use cases of table enrichment.
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1 INTRODUCTION
Given a table and ML prediction task, many recent works on Auto-ML [14] are designed to automatically select the best features and models. However, users still have trouble if their tables do not contain enough signals (features) for training an ML model with satisfying accuracy. Features are always lacking in practical data analysis scenarios, for example, when a data analyst plans to classify the category of products but only has a few basic attributes such as the product name. The description of products may help to better predict global sales, and these important features may sleep in data lakes such as web scraping tables on E-commerce sites.

With the trends of open data and the growth of data lake solutions, we can easily access and obtain a huge amount of tabular data from various domains in data lakes (e.g., the WDC Web Table Corpus [24]). This naturally comes out with a research problem: Can we build a system that automatically enriches a query table with external columns from data lakes and improve the ML prediction task?

Related works. We need three steps to achieve table enrichment: table retrieval, table join, and ML evaluation. There are many related works on table retrieval [4, 30] with different end tasks such as column and row extension [17, 20, 22, 28], schema matching [16, 18], table filling [26, 27], and knowledge graph building [13, 23].

Regarding table retrieval and table join, the goal of the enrichment is to connect a query table to the external tables in data lakes by joining them with record value matching. The most basic requirement is to retrieve joinable tables from data lakes [9, 32]. There is also other research to retrieve related tables but not join. Zhang et al. [19] studied the problem of finding related tables in data lakes for interactive data science [31] by composed criteria with a joining rate, new column rate, and null value decrement. Mahdi et al. [11] proposed a COCOA system to efficiently compute Spearman’s correlation coefficient after the join tables are mapped. Aécio et al. [19] studied the problem of the joining-correlation query, which can efficiently find tables that can be joined and also contains correlated values with a query table. Nevertheless, the above works focus on retrieving tables, and they do not cover the following steps of enriching a table to improve the machine learning accuracy.

Regarding ML evaluation, some works target the problem of feature selection in which dozens of candidate joinable tables are given. Kumar et al. [13] proposed a TR-rule based on the bound of the VC dimension [25] to skip unnecessary table joins. However, the ML task and model are limited since the theory of the VC dimension is only for classification. Chepurko et al. [7] studied efficient feature selection over candidate tables with sampling techniques and proposed a feature selection method that ranks features with a random injection of noise. The above works assume a few candidate tables are already given and process them one by one. Hence, they do not consider how to retrieve useful tables from data lakes, so it is not efficient to use them to process a large number of tables.

In conclusion, there is no generalized table enrichment system, and this paper fills this gap by proposing an end-to-end system that covers the whole pipeline with table discovery, table augmentation, and ML model evaluation.

Problem statement. Table enrichment system takes as input the user’s query table \( q = (q.c, q.y, q.column_names, q.data) \), where \( q.data \) is the whole tabular data and \( q.column_names \) is a string list of column names. \( q.y \) is a target column for prediction, and \( q,c \) is a query column(s) for join. \( T = \{t_1, t_2, \ldots, t_n\} \) is a collection of target tables. Besides the target table data itself, we assume a target table \( t \) also has two types of metadata, the table title and table context, which can be easily retrieved from the source of tables. Therefore, \( t = (t.title, t.context, t.column_names, t.data) \).
Table Enrichment Problem: Given a query table \( q \), the goal of 
table enrichment is to create an enriched table \( q' \) using the data from 
a collection of target tables \( T \). Without loss of generality, we keep 
the query table unchanged and fix the number of rows, and we only 
add columns (features) to it. The enriched table \( q' \) will improve the 
accuracy of predicting \( q,y \) compared to only predicting with \( q \), that is, \( Acc(q', q,y) > Acc(q, q,y) \).

2 TABLE ENRICHMENT SYSTEM

Figure 1 gives a running example of our table enrichment system. 
There is a query table of toy & game products, and the task is to clas-
sify the categories of products. First, we retrieve four candidate tables 
that can join with the query table. Then, Tables 1, 2, 3 are selected 
since the table they are related to toy & games, while Table 4 "animal" 
is an irrelevant one and we filter it. We also aggregate the values in 
the same column name to make a compact and clean enriched table.
Finally, we input this enriched table into the ML evaluation phase 
with feature selection, model training, and evaluation.

2.1 Join row search

Given a query column \( q,c \) and a collection of target tables \( T \), we 
retrieve candidate join rows to \( q,c \) from the tables in \( T \). For each cell 
in \( q,c \), we retrieve similar cells in \( T \), and the rows of these cells are 
candidate join rows.

For a query cell value \( a \) in \( q,c \) and a cell value \( b \) in \( T \), even if theirs 
rows refer to the same entity, the cell values may have different 
presentation styles, such as "Mario Bros" and "Super Mario Brothers." 
Therefore, we leverage Jaccard, BM25, and semantic similarities to 
cover different levels of fuzzy matching between query cells and 
target cells. Jaccard similarity treats \( a \) and \( b \) as sets of words, and we 
use it to retrieve join rows that share the same words with a query.

\[
\text{Jaccard}(a,b) = \frac{|a \cap b|}{|a \cup b|}
\]

BM25 similarity is an optimization of TF-IDF that treats \( a \) and \( b \) 
as documents, and we use it to retrieve join rows on the basis of the 
word frequency and document frequency.

\[
BM25(a,b) = \sum_{i=1}^{n} \frac{IDF(a_i) \cdot \left( TF(a_i,b) \cdot (m + \frac{1}{m}) \right)}{TF(a_i,b) + \left( 1 - h + \left( \frac{1}{h} \cdot \frac{|b|}{avgdl} \right) \right)}
\]

where \( TF(a_i,b) \) is the term frequency in \( b \) of the term \( a_i \) in \( a \), and 
\( IDF(a_i) \) is the inverse document frequency of the term \( a_i \), \( m \) and \( h \) are constants, and \( avgdl \) is the average document length in the text 
collection from which documents are drawn.

Semantic similarity involves using a pre-trained language model 
such as fastText [2] and BERT [8] to encode the string values of \( a \) 
and \( b \) into vector representations, and we compute the Euclidean 
distance between vectors. It is used to retrieve join rows 
that may not be similar in a string but are semantically similar.

\[
\text{Semantic}(a,b) = ||\text{encode}(a) - \text{encode}(b)||_2
\]
2.2 Task-related table selection

There are large numbers of candidate tables after the join row search. It is very time-consuming to create a large enriched table with them. More seriously, the candidate tables also contain many irrelevant tables that they can join with the query table, but their information cannot contribute to the ML task. Adding these noisy data (columns) will weaken the performance of feature selection algorithms [6] and decrease the accuracy of an ML model. We propose a further selection to pick up task-related tables.

We formalize this task-related table selection problem as a top-$m$ table retrieval problem with text-based query and semantic matching [29]. The purpose of using a text-based query is to match a related table in accordance with the description of the ML task. The goal of semantic matching is to go beyond lexical matching by using pre-trained language models to encode both query text and target text as vectors into a semantic space.

For a query table, we allow users to input the description text of their ML task as query text. We also propose generating multiple query texts if task description text is not available. The key point is to input the target information (e.g., the “category” of products) into the query text. We use the column names concatenation as query text. The names of columns contain both attribute and target information, e.g., “product name, product category”. For a target table, we set the attributes $t.title$, $t.context$, and $t.column_names$ as target texts. To evaluate the related score of a target table to the query table, we take the maximum semantic similarity score between a query text $q_{text}$ and all target texts. Figure 2 gives an image of the semantic matching of a query table with a target table. There are many ways to aggregate the pairwise scores between encoded vectors, and we take a maximum aggregate function in our experiment.

$$score_{max}(q, t) = \max(score(q_{text}, t^i_{text}(i)))$$

(4)

We can control the selected table number to retrieve the top-$m$ related tables after join row search. This helps us to narrow down the number of candidate tables to hundreds of tables.

2.3 Row and column alignment

The next step is to map these rows and join them to the query table. We join the candidate rows and align the rows if they are from the same table. Note that for each query row, multiple join rows may be retrieved from the same target table. In this case, we map the row with the highest similarity score since a target table usually has only one matching row (entity) to a query row.

As shown in Figure 1, the enriched table may contain a large number of columns with many empty values. This is because different query rows may not join the same target table, and the row number of a target table may also differ from the query table. The size of enriched columns determines the processing time, and empty values will decrease the performance of the feature selection algorithm and predictive models.

To achieve high performance with a short processing time, we propose to aggregate columns to decrease the column numbers and impute most of the empty values. We use two methods: (a) hard aggregation: we aggregate the columns within the exact same column name; (b) soft aggregation: we first encode the column names into vectors with pre-trained language models such as fastText [2] and BERT [8]. Then, we cluster the columns through the k-means algorithm on the encoded vectors. Last, we aggregate the columns in the same cluster. Having more compact enriched columns does not always result in better accuracy in the final ML task, so the cluster number should be tuned in practice. During aggregation, the values may conflict at the same row position, and we aggregate the conflicting values by string concatenation or averaging numerical values. Figure 1 also shows the result after column aggregation. We can see that it is much cleaner with fewer empty values than the result of join row mapping.

2.4 Feature selection

Finally, we process feature selection to filter noisy columns. Our system offers several feature selection methods from the scikit-learn [12] including using F-value, forward selection, backward selection, recursive feature elimination, the random forest model, and linear model with L1 regularization. We let users tune and select the best one for their data.

3 DEMONSTRATION

We will demonstrate our table enrichment system on a real-world dataset. There are two query tables, the AMAZON toy dataset [21] with 500 records and the Car Sales dataset [5] with 157 records, and we enrich them with a data lake that contains 10M WDC web tables [24]. Each step is marked in a red circle in Figure 3. The following description is for the AMAZON toy dataset, and a video of both two datasets with our demonstration can be found here 1.

Step 1. Upload query table. First, the user uploads the query table (train and test tables) in the CSV file format. The uploaded table will be displayed and statistical information such as row and column numbers can be seen. In our guided demonstration, we upload the AMAZON toy dataset [21].

Step 2. Specify the key column and the task column. The user specifies a column as the key column that is used as the join key to

1https://youtu.be/HXikNjblUwU
connect external tables. Then the user also specifies another column as the task column which contains the values to predict with the ML algorithm. In our guided demonstration, we specify the "product name" column as the key column and the "category" for the task column.

**Step 3. Table enrichment parameter setting.** Next, the user sets the parameters for table enrichment, including the domain source of the target table, similarity function for join row searching, the methods for alignment column and feature selection. In our guided demonstration, we set the target table dataset as WDC web tables [24], and use the default parameter setting.

**Step 4. Run table enrichment and get the enriched table.** Then, the user clicks the "Table Enrich" button to run the table enrichment and sees the results. In our guided demonstration, the uploaded AMAZON table with enriched columns of product descriptions.

**Step 5. Information of retrieved target tables.** After table enrichment, the user can see where those enriched columns come from. The information and metadata of the retrieved target table and metadata can be shown. In our guided demonstration, we show the metadata of the title and context of the retrieved target tables. Our metadata also contains the source URL.

**Step 6. ML performance improvement and feature importance.** Then, the user can see the ML prediction accuracy result before (using only the query table itself) and after table enrichment. The user can also confirm the effectiveness of table enrichment by checking the bar chart showing the feature importance under the ML score results. In our guided demonstration, we show the classification evaluation of product category classification with precision, recall, and F1-score. The feature importance is also ranked with a bar chart with different colors to show that the enriched features also contribute to the ML performance.
Step 7. Insights for ML performance. Last, the user can see the record level prediction results with the display filter in our system. The user can observe the difference in prediction results before and after table enrichment. This option is for the classification task. In our guided demonstration, we filter the records to show the different classification results on AMAZON toy dataset. After this, the user can adjust the parameters for running the next loop of table enrichment and achieve a better ML performance.

4 CONCLUSION

We proposed a table enrichment solution to retrieve, select, join, and aggregate candidate tables step by step. We show the use case of our system with a demo on a web UI. As future work, we plan to extend our system with existing data clean techniques to create more valuable enriched tables for ML.
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