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Abstract

This paper is directed towards combining Pearl’s structural-model approach to causal reasoning with high-level formalisms for reasoning about actions. More precisely, we present a combination of Pearl’s structural-model approach with Poole’s independent choice logic. We show how probabilistic theories in the independent choice logic can be mapped to probabilistic causal models. This mapping provides the independent choice logic with appealing concepts of causality and explanation from the structural-model approach. We illustrate this along Halpern and Pearl’s sophisticated notions of actual cause, explanation, and partial explanation. This mapping also adds first-order modeling capabilities and explicit actions to the structural-model approach.

1 INTRODUCTION

Handling causality is an important issue, which emerges in many applications in AI. The existing approaches to causality in the AI literature can be roughly divided into those that have been developed as modal nonmonotonic logics (especially in the context of logic programming) and those that evolved from the area of Bayesian networks. A representative of the former is Geffner’s modal nonmonotonic logic for handling causal knowledge [14, 15], which has been inspired by default reasoning from conditional knowledge bases. More specialized modal-logic based formalisms play an important role in dealing with causal knowledge about actions and change; see especially the work by Turner [36] and the references therein for an overview. A representative of the latter is Pearl’s approach to modeling causality by structural equations [2, 12, 28, 29], which is central to a number of recent research efforts. In particular, the evaluation of deterministic and probabilistic counterfactuals has been explored, which is at the core of problems in fault diagnosis, planning, decision making, and determination of liability [2]. It has been shown that the structural-model approach allows a precise modeling of many important causal relationships, which can especially be used in natural language processing [12]. An axiomatization of reasoning about causal formulas in the structural-model approach has been given by Halpern [16].

Concepts of causality also play an important role in the generation of explanations, which are of crucial importance in areas like planning, diagnosis, natural language processing, and probabilistic inference. Different notions of explanations have been studied quite extensively, see especially [19, 13, 34] for philosophical work, and [27, 35, 20] for work in AI that is related to Bayesian networks. A critical examination of such approaches from the viewpoint of explanations in probabilistic systems is given in [6].

In recent papers [17, 18], Halpern and Pearl formalized causality using a model-based definition, which allows for a precise modeling of many important causal relationships. Using a notion of weak cause, they propose appealing definitions of actual cause [17] and of causal explanation [18]. As they show, their notions of actual cause and causal explanation, which is very different from the concept of causal explanation in [24, 26, 14], models well many problematic examples in the literature. As for computation, Eiter and Lukasiewicz [7, 8, 9] analyzed the complexity of these notions and identified tractable cases, and Hopkins [21] explored search-based strategies for computing actual causes in the general and restricted settings.

However, structural causal models, and thus also the above notions of actual cause and causal explanation, have only a limited expressiveness in the sense that (i) they do not allow for first-order modeling, and (ii) they only allow for explicitly setting the values of endogenous variables (also called an intervention) as actions, but not for explicit actions as in well-known formalisms for reasoning about actions.

There are a number of formalisms for probabilistic reason-
In this section, we recall some basic concepts from Pearl’s structural-model approach to causality [2, 12, 28, 29]. In particular, we recall causal and probabilistic causal models.

2.1 PRELIMINARIES

We assume a set of random variables. Every variable \( X_i \) may take on values from a nonempty domain \( D(X_i) \). A value for a set of variables \( X \) is a mapping \( x \) that associates with each \( X_i \in X \) an element of \( D(X_i) \) (for \( X = \emptyset \), the unique value is the empty mapping \( \emptyset \)). The domain of \( X \), denoted \( D(X) \), is the set of all values for \( X \). For \( Y \subseteq X \) and \( x \in D(X) \), denote by \( x|_Y \) the restriction of \( x \) to \( Y \). For disjoint sets of variables \( X, Y \), and values \( x \in D(X), y \in D(Y) \), denote by \( xy \) the union of \( x \) and \( y \). We often identify singletons \( \{X_i\} \) with \( X_i \), and their values \( x \) with \( x(X_i) \).

2.2 CAUSAL MODELS

A causal model \( M = (U, V, F) \) consists of two disjoint sets \( U \) and \( V \) of exogenous and endogenous variables, respectively, and a set \( F = \{F_X | X \in V\} \) of functions \( F_X : D(PA_X) \rightarrow D(X) \) that assign a value of \( X \) to each value of the parents \( PA_X \subseteq U \cup V \setminus \{X\} \) of \( X \). The values \( u \in D(U) \) are also called contexts. A probabilistic causal model \( M = ((U,V,F), P) \) consists of a causal model \((U,V,F)\) and a probability function \( P \) on \( D(U) \).

We focus here on the principal class of recursive causal models \( M = (U, V, F) \) in which a total ordering < on \( V \) exists such that \( Y < X \) implies \( Y < X \), for all \( X, Y \in V \). In such models, every assignment to the exogenous variables \( U = u \) determines a unique value \( y \) for every set of endogenous variables \( Y \subseteq V \), denoted \( Y_M(u) \) (or simply \( Y(u) \)). For any causal model \( M = (U,V,F) \), set of variables \( X \subseteq V \), and value \( x \in D(X) \), the causal model \( M_{X=x} = (U, V \setminus X, F_{X=x}) \), where \( F_{X=x} = \{F_Y | Y \subseteq V \setminus X \} \) and each \( F_Y \) is obtained from \( F_x \) by setting \( X \) to \( x \), is a submodel of \( M \). We abbreviate \( M_{X=x} \) and \( F_{X=x} \) by \( M_x \) and \( F_x \), respectively. For \( Y \subseteq V \), we abbreviate \( Y_{M_x}(u) \) by \( Y_x(u) \). A causal or probabilistic causal model is binary iff \( |D(X)| = 2 \) for all endogenous variables \( X \).

Example 2.1 (stopping robot) Suppose a mobile robot detects the presence of an obstacle. Then, the command stop is executed by the control system, which activates two brakes 1 and 2 (wheels behind and ahead), and the robot stops. The robot can stop using only one of the two brakes.

This scenario can be modeled by the following recursive causal model \( M = (U, V, F) \). The exogenous variables are given by \( U = \{U_s\} \), where \( D(U_s) = \{0, 1\} \), and \( U_s \) is 1 iff
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with the head of any clause in \( \text{ground}(L) \). A probabilistic ICL-theory (or PICL-theory) \( T = ((C, L), P) \) consists of an ICL-theory \((C, L)\) and a probability \( P \) on \( C \).

We next define the semantics of ICL- and PICL-theories by associating with them certain worlds and a probability distribution on certain worlds, respectively. A world \( I \) is a model of an ICL-theory \( T = ((C, L), P) \), denoted \( I \models T \), iff \( I \) is an answer set of \( L \cup \{ p \leftarrow \top \mid p \in B \} \) for some total choice \( B \) of \( C \). In a PICL-theory \( T = ((C, L), P) \), the probability of such a world \( I \) is then defined as \( P(B) \).

The following example illustrates how action descriptions and probabilistic action descriptions can be encoded in ICL- and PICL-theories, respectively.

**Example 3.1 (mobile robot)** Consider a mobile robot, which can navigate in an environment and pick up objects. We assume the constants \( r_1 \) (robot), \( o_1 \) (object), \( p_1, p_2 \) (positions), and \( 0 \) (time). The domain is described by the fluent \( \text{carrying}(O, T) \) and \( \text{at}(X, Pos, T) \), where \( O \in \{ o_1 \} \), \( X \in \{ r_1, o_1 \} \), \( Pos \in \{ p_1, p_2 \} \), and \( T \in \{ 0, 1 \} \). Here, \( \text{carrying}(o, t) \) and \( \text{at}(x, p, t) \) mean that the robot \( r_1 \) is carrying the object \( o \) at time point \( t \) and that the robot or object \( x \) is at position \( p \) at time point \( t \), respectively. The robot is endowed with the actions \( \text{moveTo}(Pos) \), \( \text{pickUp}(O) \), and \( \text{putDown}(O) \), where \( Pos \in \{ p_1, p_2 \} \) and \( O \in \{ o_1 \} \). Here, \( \text{moveTo}(p) \), \( \text{pickUp}(o) \), and \( \text{putDown}(o) \) represent the actions “move to the position \( p \)”, “pick up the object \( o \)”, and “put down the object \( o \)”, respectively. The action \( \text{pickUp}(o) \) is stochastic: It is not reliable, and thus can fail. Furthermore, we have the predicates \( \text{do}(A, T) \), which represents the execution of an action \( A \) at time \( T \), and \( fa(A, T) \) (resp., \( su(A, T) \)), which represents the failure (resp., success) of an action \( A \) executed at time \( T \). An ICL-theory \((C, L)\) is then given by the clauses of the acyclic logic program

\[
\begin{align*}
carrying(O, T+1) &\leftarrow \text{at}(r_1, Pos, T) \land \text{at}(O, Pos, T) \land \text{do}(\text{pickUp}(O), T) \land \text{su}(\text{pickUp}(O), T); \\
carrying(O, T+1) &\leftarrow \text{carrying}(O, T) \land \neg \text{do}(\text{putDown}(O), T); \\
at(r_1, Pos, T+1) &\leftarrow \text{do}(\text{moveTo}(Pos), T); \\
at(r_1, Pos, T+1) &\leftarrow \text{at}(r_1, Pos, T) \land \neg \text{do}(\text{moveTo}(Pos), T) \land Pos \neq Pos; \\
at(O, Pos, T+1) &\leftarrow \text{at}(O, Pos, T) \land \neg \text{do}(\text{moveTo}(Pos), T); \\
at(O, Pos, T+1) &\leftarrow \text{carry}(O, T) \land \text{do}(\text{moveTo}(Pos), T); \\
at(O, Pos, T+1) &\leftarrow \text{at}(O, Pos, T) \land \neg \text{do}(\text{moveTo}(Pos), T) \land Pos \neq Pos; \\
at(o_1, p_2, 0) &\leftarrow \top; \quad at(r_1, p_2, 0) \leftarrow \top.
\end{align*}
\]

A PICL-theory \((C, L, P)\) is given by \( P(\{fa_0, su_1\}) = P(\{su_0, fa_2\}) = 0.21, P(\{fa_0, fa_2\}) = 0.09, \) and \( P(\{su_0, su_1\}) = 0.49 \), which is obtained from \( P(fa_0) = P(fa_1) = 0.3 \) and \( P(su_0) = P(su_1) = 0.7 \) by assuming probabilistic independence between \( \{fa_0, su_0\} \) and \( \{fa_1, su_1\} \). □

### 4 TRANSLATIONS

In this section, we first give a translation of PICL-theories into probabilistic causal models. We then show how action executions at different time points can be included into this translation. We finally also provide a converse translation of binary probabilistic causal models into PICL-theories.

#### 4.1 FROM ICL TO CAUSAL MODELS

We now define a translation of PICL-theories \((C, L, P)\) into probabilistic causal models. The main idea behind it is to use (i) each alternative \( A \) of the choice space \( C \) as an exogenous variable with the set of all atomic choices of \( A \) as domain, and (ii) each other ground atom as an endogenous variable with binary domain, where the functions are specified by the clauses of the acyclic logic program \( L \).

In the sequel, let \( T = ((C, L), P) \) be a PICL-theory. The probabilistic causal model associated with \( T \), denoted \( M_T = ((U_T, V_T, F_T, P_T)) \), is defined as follows:

- \( U_T = C \), where \( D(A) = A \) for all \( A \in C \).
- \( V_T = HB \cup C \), where \( D(V_i) = \{ \bot, \top \} \) for all \( V_i \in V_T \).
- \( F_T = \{ F_p \mid p \in V_T \} \), where \( PA_p \) is the set of all ground atoms that occur in the body of some \( p \Leftrightarrow \psi \) in \( \text{ground}(L) \), and for every \( v \in D(PA_p) \) we define \( F_p(u) = \top \) iff \( u \models \psi \) for some \( p \Leftrightarrow \psi \) in \( \text{ground}(L) \). Notice that then \( F_p(\bot) = \bot \) for all ground atoms \( p \) in no head of a clause in \( \text{ground}(L) \).
- \( P_T(u) = P(\{ u(A) \mid A \in C \}) \) for all \( u \in D(U) \).

For ICL-theories \( T = (C, L) \), the causal model associated with \( T \), denoted \( M_T \), is defined as the above \((U_T, V_T, F_T, P_T)\). Given a total choice \( B \) for \( C \), we define \( u_B \in D(U_T) \) by \( u_B(A) = B \cap A \) for all \( A \in U_T = C \). The following example illustrates the above translation of PICL-theories into probabilistic causal models.

**Example 4.1 (mobile robot (continued))** Consider the PICL-theory \( T = ((C, L), P) \) given in Example 3.1. Its associated probabilistic causal model \( M_T = ((U_T, V_T, F_T, P_T)) \) is given as follows. The exogenous variables are given by \( U_T = \{ U_0, U_1 \} \), where \( U_0 = \{ fa_0, su_0 \} \equiv D(U_0) \) and \( U_1 = \{ fa_1, su_1 \} \equiv D(U_1) \). The endogenous variables \( V_T \) are given by all the ground atoms that do not occur in \( U_T \), where \( D(X) = \{ \bot, \top \} \) for all \( X \in V_T \). For example, the ground atoms \( \text{carry}(o_1, 0) \), \( \text{at}(r_1, p_1, 1) \), \( \text{do}(\text{moveTo}(p_1), 0) \), and \( \text{do}(\text{pickUp}(o_1), 1) \) are all in \( V_T \). The functions \( F_T = \{ F_p \mid p \in V_T \} \) are as specified above. For example, \( F_T(a_0, 1) = \top \) iff \( \text{do}(\text{moveTo}(p_1), 0) = \top \), or \( at(r_1, p_1, 0) = \top \) and \( \text{do}(\text{moveTo}(p_2), 0) = \bot \). Finally, \( P_T \) is defined by \( P_T(u) = P(B_u) \) for all \( u \in D(U) \), where \( B_u \) is the total choice associated with \( u \). For example, \( P_T(U_0 = fa_0, U_1 = fa_1) = P(\{ fa_0, fa_1 \}) = 0.09 \). □
4.2 ACTION EXECUTION SETS

We next describe how action executions at different time points in ICL can be incorporated into the probabilistic causal model \( M_T \) associated with a PICL-theory \( T \).

We define an action execution set \( E \) as a set of ground atoms of the form \( \text{do}(\alpha, t) \). Intuitively, \( E \) represents the following set of action executions: For every \( \text{do}(\alpha, t) \in E \), the action \( \alpha \) is executed at time point \( t \).

Example 4.2 (mobile robot (continued)) An action execution set for the PICL-theory of Example 3.1 is given by \( E = \{ \text{do}(\text{moveTo}(p_1), 0), \text{do}(\text{pickUp}(o_1), 1) \} \), which represents the execution of the actions “move to \( p_1 \)” and “pick up \( o_1 \)” at time points 0 and 1, respectively.

In the sequel, let \( T = ((C, L), P) \) be a PICL-theory. An action execution set \( E \) can be taken into consideration in \( M_T \) either (1) by additionally expressing the elements of \( E \) as clauses in \( L \) and then generating \( M_T \), or (2) by considering the submodel of \( M_T \) in which the elements of \( E \) are explicitly set to \( T \). More formally, the probabilistic causal model \( M = ((U, V, F), P) \) for \( T \) and \( E \) are defined as follows:

1. We define \( M \) as \( M_T = (C, L, P) \), where \( T = (C, L \cup \{ e \Leftrightarrow T \mid e \in E \}, P) \). Then, the executions in \( E \) can be overridden by explicitly setting them in \( M \) (for example, in counterfactual reasoning).

2. We define \( M \) as \( M_T = (C, L \cup \{ e \Leftrightarrow T \mid e \in E \}, P) \). Then, the executions in \( E \) are fixed in \( M \): They do not occur in \( M \) and thus cannot be changed anymore.

Since from a technical viewpoint, (1) is a special case of (2), we consider only (2) in the rest of this paper. The following example illustrates (1) and (2).

Example 4.3 (mobile robot (continued)) Consider the PICL-theory \( T = ((C, L), P) \) given in Example 3.1, and the action execution set \( E \) given in Example 4.2. Under the representation (1), we then obtain the probabilistic causal model \( M_T \), where \( T = ((C, L), P) \) and \( L = L \cup \{ \text{do}(\text{moveTo}(p_1), 0) \Leftrightarrow T, \text{do}(\text{pickUp}(o_1), 1) \Leftrightarrow T \} \).

Here, alternative executions can be explored by considering submodels that are obtained from \( M_T \) by explicitly setting the values of \( \text{do}(\text{moveTo}(p_1), 0) \) and \( \text{do}(\text{pickUp}(o_1), 1) \), respectively, to \( \bot \) and \( T \), respectively. Under (2), we obtain the causal model \( (M_T)L = (M_T)E \), where \( e(X) = T \) for all \( X \in E \). Here, the action executions in \( E \) are fixed and cannot be changed anymore.

4.3 FROM CAUSAL MODELS TO ICL

We finally also provide a converse translation of binary probabilistic causal models \( M = ((U, V, F), P) \) into PICL-theories. The main ideas behind it are (i) to use the domains of the exogenous variables in \( U \) as alternatives in the choice space, and (ii) to represent the functions in \( F \) as clauses in an acyclic logic program under the answer set semantics.

In the sequel, let \( M = ((U, V, F), P) \) be a binary probabilistic causal model, where \( D(X) = \{ 0, 1 \} \) for all \( X \in V \), \( F = \{ F_X \mid X \in V \} \), and \( PA_X \) is finite for every \( X \in V \). The PICL-theory associated with \( M \), denoted \( T_M = ((C_M, L_M), P_M) \), is then defined as follows:

1. \( C_M = \{ \{ U_i = u_i \mid u_i \in D(U_i) \} \mid U_i \in U \} \);
2. \( L_M = \{ X = 1 \Leftrightarrow \phi_i \mid X \in \{ C, L \} \} \), where \( \phi_i \) for every index \( i \in I \) is a conjunctive set of assignments \( Y = y \), such that (i) \( Y \in PA_X \), (ii) \( y \in D(Y) \), and (iii) for all \( p \in D(PA_X) \), it holds that \( \bigvee_{i \in I} \phi_i \) is true in \( p \).
3. \( P_M(B) = P(\{ U_i = u_i \mid U_i = u_i \in B \}) \) for every total choice \( B \) of \( C_M \).

For binary causal models \( M = (U, V, F) \), the ICL-theory associated with \( M \), denoted \( T_M \), is defined as the above \( (C_M, L_M) \). The following example illustrates the translation of probabilistic causal models into PICL-theories.

Example 4.4 (mobile robot (continued)) Consider again the probabilistic causal model \( M = ((U, V, F), P) \) given in Example 2.1. Its associated PICL-theory \( T_M = ((C_M, L_M), P_M) \) is given as follows. The choice space is given by \( C_M = \{ \{ U_i = 1 \} \} \). The acyclic logic program \( L_M \) is given by the following clauses:

\[ CS = \{ U_i = 1 \mid U_i \in U \}; \quad B_1 = 1 \Leftrightarrow CS = 1; \quad B_2 = 1 \Leftrightarrow CS = 1; \quad S = 1 \Leftrightarrow B_1 = 1 \lor B_2 = 1. \]

Finally, the probability function \( P_M \) on \( C_M \)'s total choices \( c_1 = \{ U_i = 1 \} \) and \( c_2 = \{ U_i = 0 \} \) is defined by \( P_M(c_1) = P(U_i = 1) \) and \( P_M(c_2) = P(U_i = 0) \).

5 WEAK AND ACTUAL CAUSES

In this section, we extend the notions of weak and actual cause by Halpern and Pearl [17] to ICL-theories. Informally, the main idea behind this extension is to define weak and actual causes in ICL-theories \( T \) as weak and actual causes in their associated causal models \( M_T \).

Observe that even though [17] defines the notions of weak and actual cause only for the restricted case of a finite number of endogenous variables, the extended version of [17] also describes how these notions can be generalized to the infinite case. It also gives an example, which deals with infinite weak and actual causes, where such a generalization is necessary. In the sequel, we consider only the original definitions from [17], and we disallow infinite weak and actual causes, to avoid the above-mentioned problems.

We first recall weak and actual causes from [17]. A primitive event is an expression \( Y = y \), where \( Y \) is a variable and \( y \) is a value for \( Y \). The set of events is the closure of the set of primitive events under the Boolean operators \( \land \) and \( \lor \). The truth of an event \( \phi \) in \( M = (U, V, F) \) under \( u \in D(U) \), denoted \( (M, u) \models \phi \), is inductively defined by:
• \((M, u) \models y = y \text{ iff } y_M(u) = y\);
• \((M, u) \models \neg \phi \text{ iff } (M, u) \not\models \phi \text{ does not hold};
• \((M, u) \models \phi \land \psi \text{ iff } (M, u) \models \phi \text{ and } (M, u) \models \psi\).

We use \(\phi(u)\) to abbreviate \((M, u) \models \phi\). For \(X \subseteq V\) and \(x \in D(X)\), we use \(\phi_x(u)\) to abbreviate \((M_x, u) \models \phi\). For \(X = \{X_1, \ldots, X_k\} \subseteq V\) with \(k \geq 1\) and \(x_i \in D(X_i)\), we use \(x = x_1 \land \cdots \land x_k\) to abbreviate \(X_1 = x_1 \land \cdots \land X_k = x_k\).

Let \(M = (U, V, F)\) be a causal model. Let \(X \subseteq V\) and \(x \in D(X)\), and let \(\phi\) be an event. Then, \(X = x\) is a weak cause of \(\phi\) under \(u\) iff the following conditions hold:

\[\text{AC1. } X(u) = x \text{ and } \phi(u).\]

\[\text{AC2. } \text{Some set of variables } W \subseteq V \setminus X \text{ and some values } \bar{x} \in D(W) \text{ exist such that (a) } \neg \phi_{\bar{x}W}(u), \text{ and (b) } \phi_{\bar{x}W}(u) \text{ for all } \bar{x} \subseteq V \setminus (X \cup W) \text{ and } \bar{x} = \bar{Z}(u).\]

Moreover, \(X = x\) is an actual cause of \(\phi\) under \(u\) iff additionally the following condition is satisfied:

\[\text{AC3. } X \text{ is minimal. That is, no proper subset of } X \text{ satisfies both AC1 and AC2.}\]

We are now ready to define the notions of weak and actual cause for ICL-theories as follows.

**Definition 5.1** Let \(T = (C, L)\) be an ICL-theory, \(\psi\) be a conjunction of atoms, and \(\phi\) be a formula. Let \(B\) be a total choice for \(C\), and \(E\) be an execution set. Then, \(\psi\) is a weak (resp., an actual) cause of \(\phi\) under \(B\) and \(E\) in \(T\) iff \(\rho(\psi)\) is a weak (resp., an actual) cause of \(\rho(\phi)\) under \(u_B\) in \((M_T)_E\) for each ground substitution \(\theta\), where \(\rho(\theta)\) is obtained from \(\theta\) by replacing every ground atom \(p\) by \(p = T\).

**Example 5.1 (mobile robot (continued))** Consider again the mobile robot scenario described in Example 3.1. Assume now that there are two objects \(o_1\) and \(o_2\), and that the robot \(r_1\) cannot hold them both in the same time.

Consider the ICL-theory \(T = (C, L)\), where the choice space is given by \(C = \{\{fo_{o_1}, t = fa(pickUp(o), t), su_{o,t} = su(pickUp(o), t)\} | o \in \{o_1, o_2\}, t \in \{0, 1, 2\}\}\)

and \(L\) is given as in Example 3.1 except that the first clause is replaced by the following two clauses:

\[
carrying(O, T + 1) \Leftarrow at(r_1, Pos, T) \land at(O, Pos, T) \land do(pickUp(O), T) \land su(pickUp(O), T) \land \neg carryingObj(T);\]

\[
carryingObj(T) \Leftarrow carrying(O, T).\]

Assume that executing a pickup succeeds at every time point \(t \in \{0, 1, 2\}\), which is represented by the total choice \(B = \{su_{o,t} | o \in \{o_1, o_2\}, t \in \{0, 1, 2\}\}\).

We show that \(at(o_1, p_2, 0) = T\) is an actual cause of \(carrying(o_2, 2)\) under \(u_B\) in \((M_T)_E = (U, V, F)\). Obviously, \(at(o_1, p_2, 0)(u_B) = T\) and \(carrying(o_2, 2)(u_B) = \bot\) in \((M_T)_E\). That is, (AC1) holds. Consider next \(X = \{at(o_1, p_2, 0), \bar{x} = \{at(o_1, p_2, 0), \bar{x}\}\}, \bar{W} = \{at(o_1, p_2, 0) \land \bar{x}\}\), \(w = \{W(t) | W(t) \in \bar{W}\}\). We then obtain \(\neg carrying(o_2, 2)(u_B) = T\) and \((M_T)_E\). That is, (AC2) (a) holds. Furthermore, we obtain \(\neg carrying(o_2, 2)(u_B) = \bot\) and \(\neg carrying(o_2, 2)(u_B) = \bot\) for \(Z = V \cup W\) by thus inverting \(\langle o_1, p_1, t \rangle \) for \(t \in \{0, 1, 2, \ldots \}\) does not affect other events. That is, also (AC2) (b) holds. This shows that \(at(o_1, p_2, 0) = T\) is a weak cause of \(\neg carrying(o_2, 2) = \bot\) under \(u_B\) in \((M_T)_E\). Since \(X\) is a singleton, also (AC3) holds. It thus follows that \(at(o_1, p_2, 0) = T\) is also an actual cause of \(\neg carrying(o_2, 2) = \bot\) under \(u_B\) in \((M_T)_E\). □

The next example shows that we can also refer to the actually executed actions in weak and actual causes, if we make use of representation (1) for action execution sets.

**Example 5.2 (waiting collector)** We consider a simplified version of Example 3.1, where (i) we have only the fluent \(carrying(T)\) with \(T \in \{0, 1, \ldots \}\) and the two actions \(wait\) and \(pickUp\), and (ii) we assume that the action \(pickUp\) can fail or succeed (which depends on the time point of the execution of \(pickUp\)). Consider the ICL-theory \(T = (C, L)\), where the choice space is given by \(C = \{\{su(pickUp, t), fa(pickUp, t)\} | t \in \{0, 1\}\}\) and \(L\) describes the dynamics of this simple scenario by means of the following two clauses:

\[
carrying(T + 1) \Leftarrow do(pickUp, T) \land su(pickUp, T) \land \neg do(wait, T);\]

\[
carrying(T + 1) \Leftarrow carrying(T).\]

Assume that executing a pickup succeeds at time point 0, but fails at time point 1, which is represented by the total choice \(B = \{su(pickUp, 1), \langle o_1, p_1, t \rangle \}\), and that the robot \(r_1\) waits at time point 0 and executes a pickup at time point 1, which is expressed by the action execution set \(E = \{do(wait, 0), do(pickUp, 1)\}\). It can now be shown [10] that the robot’s waiting at time point 0 is an actual cause of not carrying the object \(o_1\) at time point 2, that is, \(\psi = do(wait, 0)\) is an actual cause of \(\phi = \neg carrying(2)\) under \(B\) and \(E = \theta\) in \(T' = (C, L')\), where \(L' = L \cup \{do(wait, 0) \Leftarrow T, do(pickUp, 1) \Leftarrow T\}. □

6 EXPLANATIONS

In this section, we extend the concept of a (causal) explanation by Halpern and Pearl [18] to ICL-theories.

We first recall the concept of an explanation from [18]. Let \(M = (U, V, F)\) be a causal model. Let \(X \subseteq V\) and \(x \in D(X)\), \(\phi\) be an event, and \(\emptyset \subseteq D(U)\) be a set of contexts. Then, \(X = x\) is an explanation of \(\phi\) relative to \(\emptyset\) iff the following conditions (EX1)–(EX4) hold:
EX1. \( \phi(u) \) holds, for each context \( u \in C \).

EX2. \( X = x \) is a weak cause of \( \phi \) under every \( u \in C \) such that \( X(u) = x \).

EX3. \( X \) is minimal. That is, for every \( X' \subseteq X \), some \( u \in C \) exists such that \( X'(u) = x \) if \( X' \neq X \) is not a weak cause of \( \phi \) under \( u \).

EX4. \( X(u) = x \) and \( X(u') \neq x \) for some \( u, u' \in C \).

We now define explanations for ICL-theories as follows.

**Definition 6.1** Let \( T = (C, L) \) be an ICL-theory, \( \psi \) be a conjunction of atoms, and \( \phi \) be a formula. Let \( B \) be a set of total choices for \( C \), and \( E \) be an execution set. Then, \( \psi \) is an explanation of \( \phi \) under \( B \) and \( E \) in \( T \) iff \( \rho(\psi\theta) \) is an explanation of \( \rho(\phi\theta) \) under \( \{u_B | B \in B\} \) in \((M_T)_E\) for each ground substitution \( \theta \), where \( \rho \) is defined as in Def. 5.1.

**Example 6.1** *(mobile robot (continued))* Consider a new version of the mobile robot scenario in Example 3.1, where we have the new fluent \( \text{carryingObj}(T) \), \( T \in \{0, 1, \ldots \} \), and \( \text{carryingObj}(t) \) means that the robot \( r_1 \) is carrying an object at time point \( t \). Let the ICL-theory \( T = (L, C) \) be defined by the choice space \( C = \{(\{\text{su}(\text{pickUp}(o_1), 0), \text{fa}(\text{pickUp}(o_1), 0)\})\} \) and the logic program \( L \) as in Example 3.1 except that the last two clauses are replaced by:

\[
\text{carryingObj}(T) \leftarrow \text{carrying}(O, T); \\
\text{at}(o_1, p_1, 0) \leftarrow \text{T}; \\
\text{at}(r_1, p_1, 0) \leftarrow \text{T}; \\
\text{su}(\text{pickUp}(o_1), 1) \leftarrow \text{T}.
\]

Assume that executing a pickup of \( o_1 \) either succeeds or fails at time point 0, which is expressed by the set of total choices \( B = \{B_1 = \{\text{su}(\text{pickUp}(o_1), 0)\}, B_2 = \{\text{fa}(\text{pickUp}(o_1), 0)\}\} \), and that the robot \( r_1 \) executes a pickup of \( o_1 \) at time points 0 and 1, which is represented by the action execution set \( E = \{\text{do}(\text{pickUp}(o_1), 0), \text{do}(\text{pickUp}(o_1), 1)\} \). It can now be shown [10] that carrying \( o_1 \) at time point 1 is an explanation of an object at time point 2, that is, \( \psi = \text{carrying}(o_1, 1) \) is an explanation of \( \phi = \text{carryingObj}(2) \) under \( B \) and \( E \) in \( T \). \( \square \)

### 7 PARTIAL EXPLANATIONS

We finally extend the notions of partial and \( \alpha \)-partial explanations by Halpern and Pearl [18] to PICL-theories.

We first recall the notions of partial and \( \alpha \)-partial explanations and of explanatory power from [18]. Let \( M = (U, V, F) \) be a causal model. Let \( X \subseteq V \) and \( x \in D(X) \), let \( \phi \) be an event, let \( C \subseteq U \) such that \( \phi(u) \) for all \( u \in C \). The expression \( C^\phi = x \) denotes the unique largest subset \( C' \subseteq C \) such that \( X = x \) is an explanation of \( \phi \) relative to \( C' \).

**Proposition 7.1** *(See [8])* If \( X = x \) is an explanation of \( \phi \) relative to some \( C' \subseteq C \), then \( C^\phi = x \) is defined, and it contains all \( u \in C \) such that either \( X(u) \neq x \), or \( X(u) = x \) and \( X = x \) is a weak cause of \( \phi \) under \( u \).

Let \( P \) be a probability function on \( C \), and define

\[
P(C^\phi_x | X = x) = \sum_{u \in C^\phi_x | X = x} P(u) / \sum_{u \in C} P(u).
\]

Then, \( X = x \) is called an \( \alpha \)-partial explanation of \( \phi \) relative to \((C, P)\) if \( C^\phi_x = x \) and \( P(C^\phi_x | X = x) \geq \alpha \).

Moreover, \( X = x \) is a partial explanation of \( \phi \) relative to \((C, P)\) if \( x = x \) is an \( \alpha \)-partial explanation of \( \phi \) relative to \((C, P)\) for some \( \alpha > 0 \). Then, \( P(C^\phi_x | X = x) \) is called its explanatory power (or goodness).

We are now ready to define \( \alpha \)-partial explanations for PICL-theories. This then implicitly also defines partial explanations and their explanatory power for PICL-theories.

**Definition 7.1** Let \( T = ((C, L), F) \) be a PICL-theory, let \( \psi \) be a conjunction of atoms, and let \( \phi \) be a formula. Let \( B \) be a set of total choices for \( C \), and \( E \) be an execution set. Then, \( \psi \) is an \( \alpha \)-partial explanation of \( \phi \) under \( B \) and \( E \) in \( T \) iff \( \rho(\psi\theta) \) is an \( \alpha \)-partial explanation of \( \rho(\phi\theta) \) relative to \((\{u_B | B \in B\}, P_T)\) in \((M_T)_E\) for every ground substitution \( \theta \), where \( \rho \) is defined as in Def. 5.1.

**Example 7.1** *(mobile robot (continued))* We consider another version of the mobile robot scenario in Example 3.1, where we assume two positions \( p_1 \) and \( p_2 \), and two objects \( o_1 \) and \( o_2 \), which the robot \( r_1 \) cannot hold in the same time. Let the PICL-theory \( T = ((L, C), P) \) be given by the choice space \( C = \{\{\text{su}(t, 0) = \text{su}(\text{pickUp}(o_1), t), \text{fa}(o_1, 0) = \text{fa}(\text{pickUp}(o_1), t)\} \} \) and the logic program \( L \) as in Example 3.1 except that the last two clauses are replaced by the following clauses:

\[
\text{at}(o_1, p_1, 0) \leftarrow \text{T}; \\
\text{at}(o_2, p_2, 0) \leftarrow \text{T}; \\
\text{at}(r_1, p_1, 0) \leftarrow \text{T},
\]

and the probability function \( P \) obtained from \( P(fa_{o_1}) = 0.3 \) and \( P(su_{o_1}) = 0.7 \) by assuming independence between the \( A \) in \( C \). Suppose that either \( a \) executing a pickup of \( o_1 \) and \( o_2 \) succeeds at time points 0 and 2, respectively, or \( b \) executing a pickup of \( o_2 \) fails at time point 2, expressed by the set of total choices \( B = \{B_1, B_2, B_3\} \), where

\[
B_1 = \{\text{su}(\text{pickUp}(o_1), 0), \text{su}(\text{pickUp}(o_2), 2)\}, \\
B_2 = \{\text{su}(\text{pickUp}(o_1), 0), \text{fa}(\text{pickUp}(o_2), 2)\}, \\
B_3 = \{\text{su}(\text{pickUp}(o_1), 0), \text{fa}(\text{pickUp}(o_2), 2)\}.
\]

Furthermore, assume that the robot \( r_1 \) executes a pickup of the object \( o_1 \) at time point 0, a move to \( p_1 \) at time point 1, and a pickup of \( o_2 \) at time point 2, which is expressed by the action execution set \( E = \{\text{do}(\text{pickUp}(o_1), 0), \text{do}(\text{moveTo}(p_1), 1), \text{do}(\text{pickUp}(o_2), 2)\} \). It can now be shown [10] that carrying \( o_1 \) at time point 1 is an \( \alpha \)-partial explanation of not carrying \( o_2 \) at time point 3, that is, that \( \psi = \text{carrying}(o_1, 1) \) is an \( \alpha \)-partial explanation of \( \phi = \neg \text{carrying}(o_2, 3) \) under \( B \) and \( E \) in \( T \), where \( \alpha = \dfrac{P(B_1)}{P(B_1) + P(B_2)} = 0.49 / (0.49 + 0.21) = 0.7 \). \( \square \)
8 SUMMARY AND OUTLOOK

We presented a combination of Pearl’s structural-model approach to causality with Poole’s independent choice logic. We showed how probabilistic theories in the independent choice logic can be mapped to probabilistic causal models. This mapping provides the independent choice logic with appealing concepts of causality and explanation from the structural-model approach. We illustrated this along Halpern and Pearl’s sophisticated notions of actual cause, explanation, and partial explanation. Moreover, this mapping also adds first-order modeling capabilities and explicit actions to the structural-model approach.

An interesting topic of future research is to explore the counterparts of other important concepts from the structural-model approach (such as probabilistic counterfactuals and probabilistic causal independence) in the independent choice logic. Furthermore, it would be interesting to explore a generalization of the presented approach to non-acyclic logic programs, which may then involve non-reursive causal models. Finally, another interesting topic is to explore how to define the concepts from the structural-model approach directly in the independent choice logic.
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