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Abstract: As the internet is becoming part of our daily routine there is sudden growth and popularity of online news reading. This news can become a major issue to the public and government bodies (especially politically) if its fake hence authentication is necessary. It is essential to flag the fake news before it goes viral and misleads the society. In this paper, various Natural Language Processing techniques along with the number of classifiers are used to identify news content for its credibility. Further this technique can be used for various applications like plagiarism check, checking for criminal records.
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I. INTRODUCTION

Objective— To detect the fake news from the circulated abstract, or a composite document with contradicting, misleading statements. It’s necessary to build a neural network (model) that can differentiate information between True aspects - “Legit news” and False aspects “Fake news”. The trend of fake news has increased drastically in this digitally connected world causing widespread confusion among people as to what is real and fake. Fake news spreads like wildfire impacting millions of people in everyday life. The fake news is sometimes deliberately spread so as to spread hatred, promote illegal deeds or spoil some events. Unauthenticated false news can also produce such havoc in public masses. Fake news detection on new fast happening events is one of the major setbacks and challenges on social media platforms. Tomas Mikolov [3] has used various ways of representing a dataset as word vectors. The word2vec representation is obtained by using “word embeddings”, where each word in a news content is converted into a dense vector of floating-point values (the length of the vector is a parameter you specify). This method (word embeddings) was adopted to overcome the shortcomings of some earlier used methods like the “one-hot encodings” or representing each word as a number, but even though these methods prove to be reliable do not guarantee efficiency since each word is represented as a vector and for a document consisting of millions of words will have millions of vector representations which will consume lot of time and also memory. Xin Rong [4] has elaborated more on the “skip-gram and continuous bag of words methods of data representation” which inevitably face problems of memory and time consumption.

To overcome this disadvantage Doc2Vec model can be used which is just an addition of a “paragraph id” to the word2vec representation wherein sentences or paragraphs can be represented as vectors. Real time news cannot be distinguished or perhaps the trusted source itself might give fake news at most periods of time. Hence it is necessary to monitor the sources for a particular period and also at the same time broaden the coverage of sources. In this paper, the identification of fake news is accomplished by using various Natural Language Processing Techniques along with the classifiers such as Support Vector Machines (SVM), K-Means Cluster (K-means), K-Nearest neighbor (KNN) and Stochastic Gradient Descent (SGD). The paper will be organized as follows: data set details in part II, followed by pre-processing techniques in part III, feature extraction method using Doc2Vec model in part IV, various ANN training algorithms in part V, results in part VI and conclusions.

II. DATASET

This paper utilizes the Kaggle database for the detection of fake news. Data set has 10349 fake and 10369 non-fake news respectively. About 16,000 samples are used for training and 4000 for testing. The various attributes of the database for every news are identification number, title, author, text and label associated with it.

III. DATA PRE-PROCESSING

For efficient processing of the data using Natural Language Processing technique, pre-processing of the data is implemented before feature extraction. Feature extraction using ‘word embedding’ technique, the text is converted in the form that the machine can understand. But conversion of thousands of pages of text content can be very time consuming and decreases performance memory wise hence before applying Doc2Vec technique the news document is processed to remove stopwords (conjunction, prepositions, articles, etc.), delete special characters and finally the text in the article is converted to lowercase. It produces a comma-separated list of words, which are further processed using Doc2Vec method of feature extraction.

IV. FEATURE EXTRACTION

The objective of Doc2Vec is to create a numeric representation of a given document, irrespective of its length. But unlike words, document materials do not come in reasoning or logical structures such as words, so another careful way has to be discovered. Doc2Vec is a model developed in 2014 which is heavily based on the earlier Word2Vec model, which creates vector representations (of floating point values) for words.
Word2Vec represents documents by combining the vectors of all the individual words, but in this process, it loses all the word order information. Doc2Vec is an extension of Word2Vec, adding a ‘paragraph id’ (D) to the output representation, which contains paragraph specific information about the document as a whole, and allows the nn model to learn extra information about word ordering. Doc2Vec preserves word-order data which makes it feasible for fake news detection, since the goal is to detect precise differences between text articles.

The doc2vec may be used in the following way: for training, a set of articles are required. A word vector w is generated for each word, and a document vector d is generated for each article/document. This model trains automatic weights for a softmax hidden layer where activation function is formulated. In the inference stage, all weights are initially fixed to calculate the document vector hence a new document may be presented.

V. TRAINING MODELS

A. SVM

‘Support vector machine’ is a set of supervised learning methods used for classification, regression and outlier detection. To separate the data points into two classes, there are possible planes (hyperplanes) that could be chosen. Consider example classification of dog and cat. The purpose is to separate them both based on characteristic data points like shape of ears, tail, paws which in terms of algorithm a plane of separation the distance between characteristic data points of both classes is termed as margin and the maximum it is the better classification. Refer Fig.1. Also, the number of features of classification controls the hyperplane. The hyperplane is just a line or linear if the number of features is 2. The hyperplane becomes a two/multi-dimensional plane if features of classification or data points are two or more respectively.
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Maximizing the margin distance between them can enable us to classify the input data with more confidence. Kernel is used for data point’s separation and to determine the hyperplane. Also, sometimes gamma function is used in formulas to simplify the mathematical calculation and more corrective classification. Following are some of the functions used as per characteristic data input points.

**LINEAR KERNEL**

The formula of linear kernel is as below usually dot product between any two pairs of observed input values x, xi.−

\[ K(x, xi) = \sum (x \times xi) \]

**POLYNOMIAL KERNEL**

This form of linear kernel type helps us differentiate curved or nonlinear type space with input x, xi respective inputs. Following is the formula for polynomial kernel −

\[ K(x, xi) = 1 + \sum (x \times xi)^d \]

Here D is the degree of polynomial, which we need to specify manually in the learning algorithm.

**RADIAL BASIS FUNCTION (RBF) KERNEL**

RBF kernel is mostly used in SVM classification, when maps input space is indefinite dimensional space. Following formula explains it mathematically −

\[ K(x, xi) = \exp(-gamma \times \sum (x - xi)^2) \]

Here, gamma value ranges 0 - 1. A default value of gamma is 0.1 if not stated manually.

B. K-means

K-means clustering is one of the most commonly used “unsupervised machine learning algorithms for partitioning a given data set into a set of k groups (i.e. k clusters), where k represents the number of groups pre-specified by the analyst”. It classifies objects in multiple groups (i.e., clusters), such that objects within the same cluster are as similar as possible (i.e., high intra-class similarity), whereas objects from different clusters are as dissimilar as possible (i.e., low inter-class similarity). In k-means clustering, each cluster is represented by its center (i.e., centroid) which corresponds to the mean of points assigned to the cluster.

The procedure followed is simple as followed up next. It’s an easy way to classify a given data set into a certain number of clusters (assume k clusters). The main aim is to define k centers, for these clusters. These k-centers should be placed in a definite way because different locations produce different results. The farther these k-centers are placed the better results can be expected. The next step is to take each point belonging to a given data set and associate it to the nearest center. No free points indicate completion of the first step and an early group classification is achieved by this way. Now we need to re-calculate k new centroids of the clusters resulting from the previous steps. After we have these k new centroids, a new connection link has to be set up between the same data set points and the nearest new center. A loop has been formulated. As a result of this loop the k centers change their location step by step eventually until no more changes are done or in other words centers become fixed and don’t move. K-means algorithm’s objective is minimizing an objective function know as squared error function given by the formula

\[ J(L) = \sum_{i=1}^{n} \sum_{j=1}^{m} (||K_i - L_j||)^2 \]

Where, ‘||K_i - L_j||’ is the Euclidean distance between Ki and Lj.

‘ni’ is the number of data points in the cluster.

‘n’ is the number of cluster centers.
Algorithmic steps for k-means clustering:

1. Randomly select ‘n’ cluster centers.
2. Calculate the distance between each data point and cluster centers.
3. Assign the data point to the cluster center whose distance from the cluster center is the minimum of all the cluster centers.
4. Recalculate the new cluster centers using:
   \[ l_i = \left\lfloor \frac{1}{ni} \right\rfloor \sum_{j=1}^{ni} K_i \]
   Where, ‘ni’ represents the number of data points in the cluster.
5. Recalculate the distance between each data point and new obtained cluster centers.
6. If no data point was reassigned then stop, otherwise repeat from step 3.

C. KNN

KNN is a supervised learning algorithm that can be used to solve classification and regression problems. It is a non-parametric which uses a database of many classified points to predict the classification of new sample point. It is termed as a lazy algorithm as it does not do any generalization or training for data points. This suggests that the training process is pretty much fast. Lack of generalization means that the KNN training phase is minimal or it keeps all the training data. The k value should always be chosen as an odd value.

Algorithm steps for knn:

1. Input the sample point to be classified.
2. Assume value for ‘k’ nearest neighbors as required.
3. Find the Euclidean distances between all the elements of classification.
4. Depending on the value of ‘k’ find the k elements with the least Euclidean distances.
5. Apply simple majority.
6. Plot the sample point to the majority nearest neighbor classification.

To find the distances between the sample point and the labeled points of the database a metric has to be defined. The most common metric used is Euclidean. Some of the others include Euclidean squared, City-block, and Chebyshev:

\[
D(x,p) = \sqrt{\sum (x_i - p_i)^2}
\]


Where yi is the ith case of the examples sample and Y is the prediction (outcome) of the query point and k is the total number of samples.

D. Stochastic Gradient Descent (SGD)

In SGD, the output unit compares actual output to determine the error associated with that pattern. Based on the error delta \( K (\delta_j) \) factor is calculated and it is used to distribute error at the input layer back to all units in the input layer. The Multiple neural networks used for SGD algorithm is as shown in the FIG.3. This algorithm consists of 2 basic steps.

1. Determine connection weights in output layers.
   \[
   \Delta W_{kj} = \varepsilon \delta_i a_j;
   \delta_k = (T_k - a_k)(1 - a_k)
   \]
2. Determine connection weights in hidden layers.
   \[
   \Delta W_{kj} = \varepsilon \delta_i a_j;
   \Delta j = \sum (\delta_i W_{kj}) a_i (1 - a_i)
   \]

Algorithm working

1. Calculated the feed-forward signals from the input to the output.
2. Calculate output error based on the predictions and the target.
3. Back propagate the error signals by weighing it by the weights in previous layers and the gradients of the associated activation functions.
4. Calculating the gradients for the parameters based on the back propagated error signal and the feedforward signals from the inputs.
5. Update the parameters using the calculated gradients.
6. SGD works continuously based on mathematically derived formulas. So, some criteria or condition has to be found to stop this continuous loop. Local minima are intended for this purpose. At each loop the errors are scaled based on its gradient weight.
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The error with minimum gradient weight referred to as local minima is chosen and included in readings. We can’t avoid errors because it will raise anyway. So, this algorithm’s idea is to choose minimum gradient weight error so that we can improve efficiency of the algorithm. Overall Goal of the algorithm is to modify the weight in the network such that the output vector is as close as possible to the desired output vector.

VI. RESULTS

The comparison of classification accuracy obtained by implementation of preprocessing methods and classification algorithms such as SVM, K-Means, KNN and SGD is as shown in Table I.

| ALGORITHM | ACCURACY (learning rate) |
|-----------|--------------------------|
| SVM       | 88.47%                   |
| K-MEANS   | 40.37%                   |
| KNN       | 86.90%                   |
| SGD       | 90.32% (constant)        |
|           | 90.42% (adaptive)        |

VII. CONCLUSION

Fake news detection is a great help when it comes to various applications such as plagiarism check, verification of criminal records and also as a security option for various social media applications. Stochastic gradient descent proved to be the best algorithm to predict fake news correctly with an adaptive type of learning behavior with 90.32% for constant type of learning rate and 90.42% for adaptive type of learning. SVM and KNN also gave good results, if not best, with an accuracy of 88.47% and 86.90% respectively. While K-means was the worst and did not serve any purpose with a very low accuracy of fake news prediction.
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