Model identification of dengue fever spreading using firefly algorithm and backpropagation neural network
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Abstract. Dengue Fever is one of Indonesia’s well-known medical problems where the range spread territories have become more extensive alongside with mobility and population growth. Considering that a large number of population in East Java - Indonesia has been infected, the identification of Dengue Fever is needed in order to anticipate and minimalize the terrible possibilities that could happen. The aim of this research is to obtain the result of Dengue Fever spreading model identification using Firefly Algorithm and Back-propagation Neural Network. Back-propagation Neural Network identification is proposed to estimate the spreading of Dengue Fever based on actual data. The process begins with estimating the parameters using Firefly Algorithm then identifying the model using Back-propagation Neural Network. Based on the implementation and simulation on the Dengue Fever spreading data in East Java - Indonesia from January 2013 to December 2017, model was succesfullly identified where the error value between estimated data and actual data was 0.0242.

1. Introduction
Fever is a condition of the body temperature above normal as a result of temperature control center increase in the hypothalamus [1]. One of the diseases showing fever symptoms is Dengue Fever. Dengue Fever is a diseases caused by Aedes Aegypti mosquitos [2]. Dengue Fever is one of the Indonesia’s well-known medical problem where the total and range spread territories that are getting bigger and wider alongside with mobility and growth of the citizen population [3]. In Indonesia, Dengue Fever was discovered in East Java province in 1968, There were 58 infected individuals and approximately 41.3% of them could not survive. Since then, this particular disease has spread extensively across Indonesia. The highest percentages of group infected by dengue fever in Indonesia at 5-14 years old and 15-44 years old range of ages were 43.44% and 33.25%, respectively [3]. Considering that Dengue Fever has infected individuals in East Java in large amounts therefore an identification of Dengue Fever is needed in order to anticipate and minimalize terrible possibilities that can happen caused by a massive number of Dengue Fever infected fluctuation.

Identification is organizing certain system hence the output corresponds the target. Identification can be solved using several methods, one of them is Artificial Neural Network (ANN) [4]. ANN is one of the artificial representation of human brain working to simulate the process of human brain works [5]. ANN can be applied intensively on forecasting, especially sales prediction. Many research concludes that ANN method is better in performance than forecasting conventional methods [6]. ANN also has data mining process in order to obtain optimal weights matched with the training pattern. ANN is very effective to identify a complicated system [7].
Many ANN methods have been proposed to identify system, and one of them is Back-propagation (BP). BP Algorithm has an upside part of it where the interconnection weights can give simulation results with good accuracy [8]. To help the process of identification, therefore Firefly Algorithm (FA) is proposed as a method to estimate the parameters before identification process using BP. According [9], FA is an algorithm inspired by the behavior of fireflies in flashing. Each firefly will be attracted and moves toward other brighter firefly. According [10], all variables constructed by firefly movement equations are guaranteed can make the algorithm succeed in finding the optimal solution.

Based on the explanation above, this paper discuss about the implementation of Firefly Algorithm with Back-propagation to identify the spreading of Dengue Fever. This paper is organized as follows: next section discusses the methodology, section 3 provides result and discussion, and the conclusion is presented in last section.

2. Methodology

The steps taken in this study include determining model and data, estimating parameters using Firefly Algorithm, model identification using Backpropagation neural network and model validation.

2.1 Model and Data

Model identification of the dengue fever spreading refers to a journal written by Pandey et al on 2013. The model contains three compartments which are S compartment (susceptible human population), I compartment (human population infected by dengue fever) and R compartment (recovered human population from dengue fever). Dengue fever spreading data was collected from East Java’s Department of Health 2018 from January 2013 to December 2017 which contained total of healthy individuals, total of dengue fever infected individuals and total of dengue fever recovered individuals [11]. A standard SIR model is given as follows:

\[
\begin{align*}
\frac{dS}{dt} &= B - \omega \frac{I}{N}S - \mu S \\
\frac{dI}{dt} &= \omega \frac{I}{N}S - \varepsilon I - \mu I - \theta I \\
\frac{dR}{dt} &= \varepsilon I - \mu R
\end{align*}
\]

where:

$B$: number of human birth  
$\omega$: transmission rate of disease between human  
$\mu$: rate of human death  
$\varepsilon$: rate of human recovery  
$\theta$: death rate caused by disease

Total of population is $N = S + I + R$. Because the number of population is positive, it is assumed that $S, I, R, B \geq 0$. In addition, the value of rate is a positive scalar quantity. Then all parameters are assumed to be positive on interval $(0, 1)$.

2.2 Parameters Estimation

Firefly Algorithm is used to estimate parameters of the model. Firefly Algorithm is algorithm that is inspired by the pattern movement of fireflies, where every firefly will have an interest to approach fireflies with brighter light [9]. Firefly Algorithm process in order to estimate the parameters of Dengue Fever spreading model are input data and initialize parameters, generate firefly population, calculate numeric solution and calculate the error using Mean Magnitude of Relative Error (MMRE), calculate the brightness value and compare the brightness value of each firefly and then move to firefly with brighter light. Flowchart of Firefly Algorithm is presented in Figure 1.

Two important procedures in parameters estimation are listed as follows:

1. Calculate Numeric Solution

The procedures of numeric solution calculation for each firefly using Runge-Kutta four orders method are listed below:
i. Determine dengue fever mathematic model that will be solved numerically Runge-Kutta four orders method [12].
ii. Solve dengue mathematics model numerically using Runge-Kutta four orders method [12].

2. Calculate MMRE
Mean Magnitude of Relative Error (MMRE) [13] is obtained from calculation result of numeric solution using Runge-Kutta four orders method and actual data.

\[
MMRE = \frac{1}{n} \sum_{i=1}^{n} \frac{|y_i - \hat{y}_i|}{y_i}
\]

where \(n\) is number of data, \(y_i\) is actual data value and \(\hat{y}_i\) calculated data value.

![Flowchart of FA Process](image)

**Figure 1. Flowchart of FA Process**

2.3 Model Identification
Procedures of model identification using Backpropagation neural network are initialize parameters, normalization process and backpropagation process. The procedures are explained as follows:
1. Initialize Parameters
   Parameters initialization including the weights and biases which will be used in Backpropagation process.

2. Normalization Process
   Apply normalization process so that the Dengue Fever data is converted to interval (-1,1) using equation below.
   \[
   x = \frac{2(x_p - \text{min}(x_p))}{\text{max}(x_p) - \text{min}(x_p)} - 1
   \]  
   where \( x \) is data normalization value, \( x_p \) is data value before normalization process, \( \text{min}(x_p) \) is minimum data value before normalization process, and \( \text{max}(x_p) \) is maximum data value before normalization process.

3. Back-propagation Process
   Back-propagation consists of feed forward and back-propagation of error process. Back-propagation neural network architecture can be seen in Figure 2 [5].

   ![Figure 2. Back-propagation Neural Network Architecture](image)

   When feedforward occurs, every unit \( (x_i) \) will receive input signal and will spread the signal on every hidden unit \( (z_j) \). Every hidden unit is going to calculate the activities and send signal \( (z_j) \) to every output unit. Then, every output unit \( (Y_k) \) also calculate the activities value \( (y_k) \) that also give a respond to input that has been given by network.

   During the training process, every output unit is compared to the activities \( (y_k) \) with targeted value \( (t_k) \) the determine the number of error. Based on this error, factor \( \delta_k \) \( (k = 1, \ldots, m) \) can be calculated. \( \delta_k \) is used to distribute error on output unit \( Y_k \) back to every unit on previous layer. This is also used to update the weight between output and hidden layer. With the same method, factor \( \delta_j \) \( (j = 1, \ldots, p) \) is calculated on every hidden unit \( Z_j \). Factor \( \delta_j \) is used to update the weight between hidden layer and input layer.

   After every factor \( \delta \) is determined, weight from every layer is updated together. Weight update \( w_{jk} \) is based on \( \delta_k \) factor and activation \( z_j \) from hidden unit. Meanwhile updated weight \( v_{ij} \) is based on \( \delta_j \) factor and activated \( x_i \) from input unit. The number of input units used in this paper is two, as well as hidden units. Whereas for the output unit used is one. Activation function that used in this paper is sigmoid bipolar:

   \[
   y = f(x) = \frac{1-e^{-2x}}{1+e^{-2x}}
   \]

   With differential of the activation function:

   \[
   f'(x) = [1 + f(x)] [1 - f(x)]
   \]  
   where \( y \) is output value and \( x \) is input value.
2.3.1 Feedforward
The steps of the feedforward process are explained as follows:

i. Each hidden unit is sum of input signal with its weight and bias:
   \[ z_{inj} = v_{0j} + \sum_{i=1}^{n} x_i v_{ij} \]  
   (8)
   And then using the activation function that is used to calculate the output signal and hidden unit:
   \[ z_j = f(z_{inj}) \]  
   (9)
   Then send the output signal to the entire output unit.

ii. Each output unit is sum of the input signal with its weight and bias:
    \[ y_{in_k} = w_{0k} + \sum_{j=1}^{p} z_j w_{jk} \]  
    (10)
    And using the activation function to calculate output signal and output unit:
    \[ y_k = f(y_{in_k}) \]  
    (11)

2.3.2 Back-propagation of Error
The steps of the back-propagation of error process are as follows:

i. Each output unit receives certain target that is qualified as a fit to training input data to calculate error between target and output:
   \[ \delta_k = (t_k - y_k)f'(y_{in_k}) \]  
   (12)
   As the input data of training, output data of training \( t_k \) has also been scaled according to activation function that is currently used. Factor \( \delta_k \) is used to calculate the error correction (\( \Delta w_{jk} \)) that is used to update the weights, \( w_{jk} \):
   \[ \Delta w_{jk} = \alpha \delta_k z_j \]  
   (13)
   And also, \( \Delta w_{0k} \), weight correction is calculated to be used to update weights, \( w_{0k} \):
   \[ \Delta w_{0k} = \alpha \delta_k \]  
   (14)

ii. Each hidden unit sums the delta input:
    \[ \delta_{inj} = \sum_{k=1}^{m} \delta_k w_{jk} \]  
    (15)
    Then multiplied with differential of the activation function to calculate the error information:
    \[ \delta_j = \delta_{inj} f'(z_{inj}) \]  
    (16)
    Then calculate weights correction:
    \[ \Delta v_{lj} = \alpha \delta_j x_l \]  
    (17)
    The bias weights correction, \( \Delta v_{0j} \), is also calculated to update \( v_{0j} \):
    \[ \Delta v_{0j} = \alpha \delta_j \]  
    (18)

iii. Each output unit updates the weights and bias:
    \[ w_{jk}(new) = w_{jk}(old) + \Delta w_{jk} \]  
    (19)
    And also, each input unit updates the weights and bias:
    \[ v_{ij}(new) = v_{ij}(old) + \Delta v_{ij} \]  
    (20)

The steps taken in the identification model method are shown in Figure 3 and the detail steps of Backpropagation neural network process are shown in Figure 4.
Figure 3. Flowchart of Identification Model

Figure 4. Flowchart of Backpropagation Neural Network Process
2.4 Model Validation
The next step is applying the validation model process which is feedforward process using the optimal weights and bias gained from previous process. Then calculate error differences between back-propagation neural network calculation and actual data.

3. Results and Discussions
The data used in this study are 180 data collected from East Java’s Department of Health (2018) from January 2013 to December 2017 which is consisted of 60 data of healthy individuals, 60 data of dengue fever infected individuals and 60 data of dengue fever recovered individuals [14]. Sample of data used in this study can be seen in Table 1.

| No. | Month         | Total of Healthy Individuals | Total of Dengue Fever Infected Individuals | Total of Dengue Fever Recovered Individuals |
|-----|---------------|------------------------------|--------------------------------------------|--------------------------------------------|
| 1   | January 2013  | 38698320                     | 3272                                       | 3246                                       |
| 2   | February 2013 | 38699775                     | 2549                                       | 2514                                       |
| 3   | March 2013    | 38700723                     | 2067                                       | 2048                                       |
| 4   | April 2013    | 38701244                     | 1803                                       | 1791                                       |
| 59  | November 2017 | 39506389                     | 494                                        | 487                                        |
| 60  | December 2017 | 39506255                     | 562                                        | 553                                        |

In this study, there are three steps that must be done, including parameter estimation, model identification and model validation. In the first process, which is estimated parameter, after obtaining the optimal model parameters from this process, the parameters will be converted into initial weights in the next process, namely model identification. The model identification process aims to produce optimal weights and biases that will be used for the next process, which is model validation. In the process of model identification using 60 data in each population. The accuracy of model identification using Firefly Algorithm and Backpropagation neural network for S, I and R, can be seen on Figure 5, Figure 6 and Figure 7, respectively. Figure 5 shows that the simulation result of model identification for suspectible population gives good accuracy in identifying the actual data, while the pattern trends of infected population can be identified well at the some period of time. Similarly, the recovery population is presented in Figure 7. Table 2 explains the validation result using some variation in learning rate of backpropagation. After 1000 iteration, the best validation error (0.0242) is obtained when the learning rate is 0.723. It is also shown that the value of Mean Square Error (MSE) for the process is 3.6 x 10^{-5}. 

---

Table 1. Data of Dengue Fever Spreading in East Java Province 2013-2017
Figure 5. Result of Model Identification for $S$ population

Figure 6. Result of Model Identification for $I$ population

Figure 7. Result of Model Identification for $R$ population
Table 2. Identification using Various Learning Rates

| Experiment | Learning rate | MSE       | Validation Error |
|------------|---------------|-----------|------------------|
| 1          | 0.1203        | 3.7 x 10^{-5} | 0.0285           |
| 2          | 0.7007        | 3.7 x 10^{-5} | 0.0275           |
| 3          | 0.723         | 3.6 x 10^{-5} | 0.0242           |
| 4          | 0.072         | 4.1 x 10^{-5} | 0.0248           |
| 5          | 0.256         | 3.9 x 10^{-5} | 0.0258           |
| 6          | 0.0683        | 3.8 x 10^{-5} | 0.0278           |
| 7          | 0.9252        | 4.0 x 10^{-5} | 0.0268           |
| 8          | 0.3037        | 3.9 x 10^{-5} | 0.0245           |
| 9          | 0.6431        | 3.8 x 10^{-5} | 0.0269           |
| 10         | 0.8311        | 3.8 x 10^{-5} | 0.0268           |

4. Conclusion
The purpose of this paper is to identify of Dengue Fever spreading model using Firefly Algorithm and Back-propagation Neural Network. The procedures of identification Dengue Fever spreading model are parameters estimation using Firefly Algorithm, then identification and validation model using Backpropagation neural network. Based on the simulation results, shows that the system is able to identify the data patterns with an error rate 0.0242.
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