Robust Stability of Complex-Valued Stochastic Neural Networks with Time-Varying Delays and Parameter Uncertainties
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Abstract: In practical applications, stochastic effects are normally viewed as the major sources that lead to the system’s unwilling behaviours when modelling real neural systems. As such, the research on network models with stochastic effects is significant. In view of this, in this paper, we analyse the issue of robust stability for a class of uncertain complex-valued stochastic neural networks (UCVSNNs) with time-varying delays. Based on the real-imaginary separate-type activation function, the original UCVSNN model is analysed using an equivalent representation consisting of two real-valued neural networks. By constructing the proper Lyapunov–Krasovskii functional and applying Jensen’s inequality, a number of sufficient conditions can be derived by utilizing Itô’s formula, the homeomorphism principle, the linear matrix inequality, and other analytic techniques. As a result, new sufficient conditions to ensure robust, globally asymptotic stability in the mean square for the considered UCVSNN models are derived. Numerical simulations are presented to illustrate the merit of the obtained results.
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1. Introduction

1.1. Background and Motivation

The dynamical analysis for a variety of neural networks (NNs) has recently attracted the increasing attention of researchers. The results of NNs have been used extensively in different domains, including signal processing, pattern recognition, optimal control, and other science and engineering domains [1–10]. On the other hand, stability is a key requirement for a system to function properly and safely. As such, it is important to carry out the stability analysis of NNs, and they have received considerable attention [11–30].
Generally, NNs can be characterized by their structure and functional features, including real-valued neural networks (RVNNs) and complex-valued neural networks (CVNNs). Recently, CVNNs have been used to model many practical systems efficiently. In addition, CVNN consists of complex-valued states, inputs, connection weights, and activation functions. As a result, the investigation of CVNNs has increased [6–25].

Recently, several methods have been presented for analysing the various dynamical behaviours of CVNNs [11–25]. They can be grouped into two categories. In the first category, the real and imaginary parts of the activation function are not divided [10–12,18,24]. As an example, the study in [11] used the Lyapunov stability concept and a new complex-valued inequality to analyse the global asymptotic stability of CVNNs that contain leakage and interval time delays. In [12], the problem of CVNNs with additive time-varying delays was discussed. The corresponding sufficient conditions were derived, which ensured the global asymptotic stability of the models. In the second category, the real and imaginary parts of the activation function were divided [13,19,22,23,25,31]. Based on this method, the study in [19] employed a real-imaginary separate-type activation to perform robust state estimation of CVNNs with time delays. The problem of global robust synchronization of fractional-order CVNNs was studied in [20]. Many similar outcomes can be found in [14–17,21].

It is well known that the time delay phenomena are commonly encountered in real systems. In this respect, time delays cause chaos, divergence, poor functionality, and instability of the various systems. As a result, it is necessary and important to conduct the stability analysis of NNs with time delays [18–28]. Recently, several research studies have extensively analysed the dynamics of NNs with time delays [29–48]. On the other hand, the uncertainties associated with the system parameters are often included in the system modelling problems. Indeed, many practical systems are susceptible to uncertainties in real environments. From the application point of view, it is important to investigate NNs with uncertain parameters [26–28]. Recently, several related results have been published [29,30,32,41,48].

In addition, the stability of NNs can be affected by certain stochastic disturbances [30,32–36]. Therefore, we have to consider the existence of noise, since it is inherent in nonlinear dynamic systems’ modelling. In fact, when a system is influenced by external disturbance, the stochastic NN models become very useful for describing a real system, as compared with a deterministic NNs. Therefore, many studies have been made to ensure the stability of stochastic NNs and to derive various stability conditions [30,32,37–45]. As an example, in prior studies [30,32], without considering the diffusion coefficient vector, the problem of delay-dependent stability for a class of uncertain stochastic NNs with time-varying delays has been studied. In [41], the authors derived several conditions to confirm the robust stability of uncertain stochastic CVNNs with additive time delays, as well as the diffusion coefficient vector. Moreover, the considered diffusion coefficient vector is assumed to satisfy the Lipschitz condition and the linear growth condition as well. Later, the problem of mean squared exponential stability for some class of stochastic CVNNs with time delays was studied in [42,43]. Recently, in [48], by employing the real-imaginary separate methods, the problem of robust state estimation for stochastic CVNNs with sampled data control was studied. Similarly, a number of stability conditions for stochastic NNs can be found in [44,45]. On the other hand, there are only a few works concerned about the dynamical analysis of the stochastic uncertain CVNNs. According to our survey, the study on mean squared robust asymptotic stability analysis with respect to the proposed UCVSNN models with time-varying delays is new in the literature, and our paper contributes toward this research area.

1.2. Contributions

Motivated by the above discussions, in this paper, we aim to deal with the robust stability problem for uncertain complex-valued stochastic neural networks (UCVSNNs) with time-varying delays. Firstly, a more general form of the NN model is considered, including the effects of parameter uncertainties
and stochastic disturbances. In the NN model, the uncertain parameters are considered to be of the norm-bounded type, and the stochastic disturbances are assumed to be Brownian motions. Secondly, based on the real-imaginary separate-type activation function, the original UCVSNN model is separated into an equivalent representation consisting of two real-valued NNs. On the basis of the homeomorphism principle, Itô’s formula, the Lyapunov–Krasovskii functional (LKF), as well as the linear matrix inequality (LMI), the sufficient conditions are derived in terms of simplified LMIs, whose feasible solutions can be verified by MATLAB. Numerical simulations are presented to ascertain the merits of the presented results.

1.3. Organization

This paper contains five sections. In Section 2, the problem definition is formally presented. In Section 3, the main results of this paper are presented. In Section 4, the usefulness of the results is illustrated by numerical examples. Concluding remarks are given in Section 5.

1.4. List of Symbols

Throughout this paper, \( \mathbb{R}^n \) and \( \mathbb{C}^n \) denote the \( n \)-dimensional Euclidean space and unitary space, while the \( n \times n \) real matrix and complex matrix are denoted by \( \mathbb{R}^{n \times n} \) and \( \mathbb{C}^{n \times n} \), respectively; \( \| \cdot \| \) denotes the Euclidean norm in \( \mathbb{R}^n \). A symmetric positive-definite matrix is denoted by \( \mathcal{P} > 0 \); the transposition and complex conjugate transpose are denoted by the superscript \( T \) and \( \dagger \), respectively. Besides that, \( J_n \) denotes the \( n \)-dimensional identity matrix; \( \sigma \) denotes a matrix that can be inferred by symmetry. The space of a continuous function mapping \( \phi \) from \( [-d, 0] \) into \( \mathbb{C}^n \) is denoted as \( C([-d, 0]; \mathbb{C}^n) \). \((\Omega, \mathcal{F}, \mathcal{P})\) represents the complete probability space with a filtration \( \{\mathcal{F}_t\}_{t \geq 0} \); while the family of all \( \mathcal{F}_0 \) measurable is denoted as \( \mathcal{L}^2_0([-d, 0]; \mathbb{C}^n) \); while \( diag \{ \} \) stands for a block-diagonal matrix. The notation \( \{z^T(\cdot) \circ \mathcal{P}\} = z^T(t)\mathcal{P}z(t) \) and \( \mathbb{E}\{ \cdot \} \) indicates the mathematical expectation.

2. Problem Definition and Fundamentals

2.1. Problem Definition

A CVSNN model with parameter uncertainties is expressed as:

\[
dz(t) = [-\mathcal{D} + \Delta \mathcal{D}(t)]z(t) + (\mathcal{A} + \Delta \mathcal{A}(t))g(z(t - d(t))) + \mathcal{J}dt + [\mathcal{B}z(t) + \mathcal{C}z(t - d(t))]d\mathcal{W}(t),
\]

where \( z(t) = [z_1(t), ..., z_n(t)]^T \in \mathbb{C}^n \) is the state vector; while \( \mathcal{A} = (a_{kj})_{n \times n} \in \mathbb{C}^{n \times n} \) and \( \mathcal{D} = \text{diag}\{d_1, ..., d_n\} \in \mathbb{R}^n \) with \( d_k > 0 \) \( (k = 1, ..., n) \) are the delayed connection weight matrix and self-feedback connection weight matrix, respectively. In addition, the vector-valued activation function is denoted by \( g(z(t)) = [g_1(z_1(t)), ..., g_n(z_n(t))]^T : \mathbb{C}^n \rightarrow \mathbb{C}^n \); \( \mathcal{B} \in \mathbb{C}^n \) is the external input vector; \( d(t) \) is the time-varying delay that satisfies \( 0 \leq d(t) \leq d \), \( 0 \leq d(t) \leq \mu \) in which \( d \) and \( \mu \) are known real constants; and \( z(t) = \phi(t), t \in [-d, 0] \) is the initial condition, \( \phi \in C([-d, 0], \mathbb{C}^n) \). Besides that, \( \omega(t) \) is the \( n \)-dimensional Brownian motion defined on \( (\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathcal{P}) \); while \( \mathcal{B}, \mathcal{C} \in \mathbb{R}^{n \times n} \) are known constant matrices.

Assumption 1. The activation function \( g_j(\cdot), j = 1, ..., n \) satisfies the following Lipschitz condition for all \( z_1, z_2 \in \mathbb{C} \):

\[
|g_j(z_1) - g_j(z_2)| \leq l_j|z_1 - z_2|, j = 1, ..., n,
\]

where \( l_j \) is a constant.
Based on (2), the following inequality holds for any positive matrix $W$,

$$(g(z_1) - g(z_2))^T W g(z_1) - g(z_2)) \leq (z_1 - z_2)^T \mathcal{L}^T W \mathcal{L} (z_1 - z_2),$$

where $\mathcal{L} = \text{diag}\{l_1, \ldots, l_n\}$.

The parameter uncertainties $\triangle D(t), \triangle A(t) = \triangle A^R(t) + i \triangle A^I(t)$ in (1) are assumed to satisfy:

$$(\triangle D(t), \triangle A^R(t), \triangle A^I(t)) = \mathcal{G} F(t) (\mathcal{H}_1, \mathcal{H}_2, \mathcal{H}_3),$$

where $\mathcal{G}$ and $\mathcal{H}_1, \mathcal{H}_2, \mathcal{H}_3$ are known matrices, while $F(t)$ is a time-varying uncertain matrix that satisfies:

$$F^T(t)F(t) \leq \mathcal{I}.$$ 

(5)

For further analysis, let $z(t) = x(t) + iy(t), A = A^R + iA^I, g(z(t - d(t))) = g^R(x(t - d(t)), y(t - d(t))) + ig^I(x(t - d(t)), y(t - d(t))), \mathcal{J} = \mathcal{J}^R + i\mathcal{J}^I$, where $i$ indicates the imaginary unit.

\begin{align*}
\frac{dx}{dt} &= [-D + \triangle D(t)]x(t) + (A^R + iA^I)g^R(x(t - d(t)), y(t - d(t))) \\
&\quad - (A^I + \triangle A^I)g^I(x(t - d(t)), y(t - d(t))) + \mathcal{J}^R dt + [\mathcal{B}x(t) + \mathcal{C}x(t - d(t))] d\omega(t), \\
\frac{dy}{dt} &= [-D + \triangle D(t)]y(t) + (A^I + \triangle A^I)g^R(x(t - d(t)), y(t - d(t))) \\
&\quad + (A^R + \triangle A^R)g^I(x(t - d(t)), y(t - d(t))) + \mathcal{J}^I dt + [\mathcal{B}y(t) + \mathcal{C}y(t - d(t))] d\omega(t).
\end{align*}

(6) (7)

Let $\tilde{v}(t) = [x(t)^T, y(t)^T]^T, \vartheta(t - d(t)) = [x^T(t - d(t)), y^T(t - d(t))]^T, \tilde{g}(\tilde{v}(t - d(t))) = [g^R(x(t - d(t))), g^I(x(t - d(t)))]^T, \tilde{\mathcal{J}} = [\mathcal{J}^R, \mathcal{J}^I]^T, \tilde{D} + \triangle \tilde{D} = \text{diag}\{D + \triangle D(t), D + \triangle D(t)\}, \tilde{\mathcal{B}} = \text{diag}\{\mathcal{B}, \mathcal{B}\}, \tilde{\mathcal{E}} = \text{diag}\{\mathcal{E}, \mathcal{E}\}, \tilde{A} + \triangle \tilde{A} = \begin{pmatrix} A^R + \triangle A^R(t) & -A^I - \triangle A^I(t) \\ A^I + \triangle A^I(t) & A^R + \triangle A^R(t) \end{pmatrix}.$

Both NN models in (6) and (7) can be equivalently re-written as:

$$d\tilde{v}(t) = [-\tilde{D} + \triangle \tilde{D}]\tilde{v}(t) + (\tilde{A} + \triangle \tilde{A})\tilde{g}(\tilde{v}(t - d(t))) + \tilde{\mathcal{J}} dt + [\tilde{\mathcal{B}}\tilde{\vartheta}(t) + \tilde{\mathcal{E}}\tilde{\vartheta}(t - d(t))] d\omega(t).$$

(8)

From (4) and (5), it is easy to see that the parameter uncertainties $\triangle \tilde{D}, \triangle \tilde{A}$ satisfy:

$$(\triangle \tilde{D}, \triangle \tilde{A}) = \tilde{\mathcal{G}} \tilde{F}(t) (\tilde{\mathcal{H}}_1, \tilde{\mathcal{H}}_2),$$

where $\tilde{\mathcal{G}} = \text{diag}\{\mathcal{G}, \mathcal{G}\}, \tilde{F}(t) = \text{diag}\{F(t), F(t)\}, \tilde{\mathcal{H}}_1 = \text{diag}\{\mathcal{H}_1, \mathcal{H}_1\}, \tilde{\mathcal{H}}_2 = \begin{pmatrix} \mathcal{H}_2 & -\mathcal{H}_3 \\ \mathcal{H}_3 & \mathcal{H}_2 \end{pmatrix}.$

From (3), one can obtain:

$$(\tilde{g}(\tilde{v}_1) - \tilde{g}(\tilde{v}_2))^T \tilde{W}(\tilde{g}(\tilde{v}_1) - \tilde{g}(\tilde{v}_2)) \leq (\tilde{v}_1 - \tilde{v}_2)^T \tilde{\mathcal{L}}^T \tilde{W} \tilde{\mathcal{L}} (\tilde{v}_1 - \tilde{v}_2),$$

where $\tilde{\mathcal{L}} = \text{diag}\{\mathcal{L}, \mathcal{L}\}, \tilde{W} = \text{diag}\{W, W\}.$

(10)

Let the initial condition of the NN model (8) be:

$$\tilde{v}(t) = \tilde{\phi}(t), \ t \in [-d, 0],$$

where $\tilde{\phi}(t) = [\varphi^R(t), \varphi^I(t)]^T.$
\textbf{Remark 1.} It should be noted that, if we let $\triangle \hat{\mathcal{D}} = \triangle \hat{\mathbf{A}} = \hat{\mathbf{B}} = \hat{\mathbf{C}} \equiv 0$, the NN model in (8) turns into the following NN model:

$$d\hat{\mathbf{v}}(t) = [-\hat{\mathbf{D}}\hat{\mathbf{v}}(t) + \hat{\mathbf{A}}\hat{\mathbf{g}}(\hat{\mathbf{v}}(t - d(t)) + \hat{\mathbf{f}}]dt.$$  \hspace{1cm} (12)

\section*{2.2. Fundamentals}

The main results can be derived by using the following lemmas.

\textbf{Definition 1.} For the NN model (1) and every $\phi \in \mathcal{L}_{0}^{2}([-d, 0], \mathbb{C}^{n})$, the trivial solution is globally robustly asymptotically stable in the mean square if, for all admissible uncertainties,

$$\lim_{t \to \infty} \mathbb{E}\{|z(t; \phi)|^{2}\} = 0.$$

\textbf{Definition 2.} \cite{45} Suppose that $\Omega$ is an open set of $\mathbb{R}^{n}$ and $\mathbf{H} : \Omega \to \mathbb{R}^{n}$ is an operator. With the Euclidean norm $\| \cdot \|_{2}$, the nonlinear measure of $\mathbf{H}$ on $\Omega$ can be obtained:

$$m\Omega(\mathbf{H}) \triangleq \sup_{x, y \in \Omega, x \neq y} \frac{\langle \mathbf{H}(x) - \mathbf{H}(y), x - y \rangle}{\|x - y\|_{2}^{2}}$$

$$= \sup_{x, y \in \Omega, x \neq y} \frac{(x - y)^{T}(\mathbf{H}(x) - \mathbf{H}(y))}{\|x - y\|_{2}^{2}}.$$

\textbf{Lemma 1.} \cite{45} $\mathbf{H}$ is an injective mapping on $\Omega$ if $m(\mathbf{H}) < 0$. Besides that, $\mathbf{H}$ is homeomorphic in $\mathbb{R}^{n}$ if $\Omega = \mathbb{R}^{n}$.

\textbf{Lemma 2.} \cite{31} The following inequality holds for any vectors $\mathcal{M}, \mathcal{N} \in \mathbb{R}^{n}$, a scalar $\epsilon > 0$, and a positive-definite matrix $\mathcal{P} \in \mathbb{R}^{n}$:

$$\mathcal{M}^{T}\mathcal{P}\mathcal{N} + \mathcal{N}^{T}\mathcal{P}\mathcal{M} \leq \epsilon^{-1}\mathcal{M}^{T}\mathcal{M} + \epsilon\mathcal{N}^{T}\mathcal{N}.$$

\textbf{Lemma 3.} \cite{46} If $\mathcal{O} \in \mathbb{R}^{n \times n}, \mathcal{O} = \mathcal{O}^{T} > 0$, scalar function $d := d(t) > 0$, and vector-valued function $z : [-d, 0] \to \mathbb{R}^{n}$, such that the following integrations are well defined, then:

$$-d \int_{-d}^{t} \dot{z}^{T}(s)\mathcal{O}\dot{z}(s)ds \leq -\xi_{1}^{T}(t) \begin{pmatrix} 0 & -\mathcal{O} \\ \mathcal{O} & 0 \end{pmatrix} \xi_{1}(t),$$

$$-\frac{d^{2}}{2} \int_{-d}^{t} \int_{-d}^{u} \dot{z}^{T}(s)\mathcal{O}\dot{z}(s)dsdu \leq -\xi_{2}^{T}(t) \begin{pmatrix} 0 & -\mathcal{O} \\ \mathcal{O} & 0 \end{pmatrix} \xi_{2}(t),$$

where $\xi_{1}(t) = [z^{T}(t) z^{T}(t - d)]^{T}$, $\xi_{2}(t) = [dz^{T}(t) \int_{1-d}^{t} z^{T}(s)ds]^{T}$.

\textbf{Lemma 4.} \cite{47} The function $\Theta(\alpha, \mathcal{O})$ can be defined in the following for any vector $\Pi \in \mathbb{R}^{m}$, two matrices $\mathcal{Z}_{1}, \mathcal{Z}_{2} \in \mathbb{R}^{n \times m}$, an $n \times n$ matrix $\mathcal{O} > 0$, positive integers $m$ and $n$, and scalar $\alpha$ in the interval $(0, 1)$:

$$\Theta(\alpha, \mathcal{O}) = \frac{1}{\alpha} \Pi^{T}\mathcal{Z}_{1}^{T}\mathcal{O}\Pi + \frac{1}{1 - \alpha} \Pi^{T}\mathcal{Z}_{2}^{T}\mathcal{O}\mathcal{Z}_{2}\Pi.$$
If there exists a matrix $X \in \mathbb{R}^{n \times n}$ satisfying 
\[
\begin{pmatrix}
0 & X \\
0 & 0
\end{pmatrix} \geq 0,
\]
then:
\[
\min_{\alpha \in (0,1)} \Theta(\alpha, 0) \geq \left( \begin{array}{c}
Z_1 \Pi \\
Z_2 \Pi
\end{array} \right) \left( \begin{array}{cc}
0 & X \\
0 & 0
\end{array} \right) \left( \begin{array}{c}
Z_1 \Pi \\
Z_2 \Pi
\end{array} \right) ^T.
\]

**Lemma 5.** [48] Let $\Pi = \Pi^T$, $K_1$ and $K_2$ be real matrices, and $M(t)$ satisfy $M(t)^T M(t) \leq I$. Then, $\Pi + (K_1 M(t) K_2) + (K_1 M(t) K_2)^T < 0$, iff there exists a scalar $\epsilon > 0$ such that $\Pi + \epsilon^{-1} K_1 K_1^T + \epsilon K_2^T K_2 < 0$ or, equivalently:
\[
\begin{pmatrix}
\Pi & K_1 \\
-\epsilon I & 0
\end{pmatrix} < 0.
\]

Let $\tilde{v}(t; \tilde{\phi})$ denote the solution from the initial data $\tilde{v}(t) = \tilde{\phi}(t)$ on $-d \leq t \leq 0$ in $L^2_{\mathcal{F}_0}([-d,0], \mathbb{R}^{2n})$. Obviously, according to [33,34], the NN model (8) admits a trivial solution $\tilde{v}(t;0) = 0$.

### 3. Main Results

This section explains the delay-dependent robust stability criteria for the considered CVNN models based on the Lyapunov functional and LMI method.

**Theorem 1.** Under Assumption 1, the following LMI holds given matrix $P > 0$ and diagonal matrix $W > 0$:
\[
\Omega = \left( \begin{array}{c}
-\mathcal{P} \mathcal{D} - \mathcal{D}^T \mathcal{P} + \mathcal{L}^T \mathcal{W} \mathcal{E} \\
-\mathcal{P} \mathcal{A} \end{array} \right) < 0,
\]
then a unique equilibrium point exists for the CVNN model in (12).

**Proof.** Define the following operator:
\[
\mathbf{H}(\bar{v}) = -\mathcal{P} \mathcal{D} \bar{v} + \mathcal{P} \mathcal{A} \bar{g}(\bar{v}) + \mathcal{P} \bar{d}.
\]
where $\mathcal{P} > 0$. As such, one can infer that the equilibrium points of the NN model in (12) are the same as the zero points of $\mathbf{H}(\bar{v})$. Subsequently, we prove that $m_{\mathbb{R}^{2n}}(\mathbf{H}) < 0$.

By Definition 2, we have:
\[
m_{\mathbb{R}^{2n}}(\mathbf{H}) = \sup_{\bar{v}_1, \bar{v}_2 \in \mathbb{R}^{2n}, \bar{v}_1 \neq \bar{v}_2} \frac{(\bar{v}_1 - \bar{v}_2)^T (\mathbf{H}(\bar{v}_1) - \mathbf{H}(\bar{v}_2))}{\|\bar{v}_1 - \bar{v}_2\|_2^2}.
\]
By (10), (14), and Lemma 2, for diagonal matrix $\hat{W} > 0$, we have:
\[
2(\tilde{v}_1 - \tilde{v}_2)^T \mathbf{H}(\tilde{v}_1 - \tilde{v}_2) = 2(\tilde{v}_1 - \tilde{v}_2)^T (-\mathbf{P}\mathbf{D}(\tilde{v}_1 - \tilde{v}_2) + \mathbf{P}\mathbf{A}\hat{g}(\tilde{v}_1) - \hat{g}(\tilde{v}_2)))
\]
\[
= (\tilde{v}_1 - \tilde{v}_2)^T (-\mathbf{P}\mathbf{D} - \mathbf{D}\mathbf{P})(\tilde{v}_1 - \tilde{v}_2) + 2(\tilde{v}_1 - \tilde{v}_2)^T \mathbf{P}\mathbf{A}\hat{g}(\tilde{v}_1) - \hat{g}(\tilde{v}_2))
\]
\[
\leq (\tilde{v}_1 - \tilde{v}_2)^T (-\mathbf{P}\mathbf{D} - \mathbf{D}\mathbf{P})(\tilde{v}_1 - \tilde{v}_2) + (\tilde{v}_1 - \tilde{v}_2)^T \mathbf{P}\mathbf{A}\hat{W}^{-1}\mathbf{A}^T\mathbf{P}(\tilde{v}_1 - \tilde{v}_2)
\]
\[
+ (\hat{g}(\tilde{v}_1)) - \hat{g}(\tilde{v}_2))^T \hat{W}(\hat{g}(\tilde{v}_1) - \hat{g}(\tilde{v}_2))
\]
\[
\leq (\tilde{v}_1 - \tilde{v}_2)^T (-\mathbf{P}\mathbf{D} - \mathbf{D}\mathbf{P} + \mathbf{P}\mathbf{A}\hat{W}^{-1}\mathbf{A}^T\mathbf{P} + \hat{L}^T\hat{W}\hat{L})(\tilde{v}_1 - \tilde{v}_2)
\]
\[
\leq (\tilde{v}_1 - \tilde{v}_2)^T \hat{\Omega}(\tilde{v}_1 - \tilde{v}_2).
\]

where $\hat{\Omega} = (-\mathbf{P}\mathbf{D} - \mathbf{D}\mathbf{P} + \mathbf{P}\mathbf{A}\hat{W}^{-1}\mathbf{A}^T\mathbf{P} + \hat{L}^T\hat{W}\hat{L})$.

Using Lemma 5, it follows from (13) that $\Omega < 0$. Thus, for $\tilde{v}_1 \neq \tilde{v}_2$, $(\tilde{v}_1 - \tilde{v}_2)^T(\mathbf{H}(\tilde{v}_1) - \mathbf{H}(\tilde{v}_2))^T < 0$. By (15), one can get that $m_\mathbb{R}^2(\mathbf{H}) < 0$. Next, using Lemma 1, $\mathbf{H}(\tilde{v})$ is a homeomorphism of $\mathbb{R}^{2n}$. As a result, $\mathbf{H}(\tilde{v})$ has a unique zero point. This indicates that the NN model in (8) has a unique equilibrium point. □

Let $\nu$ be the unique equilibrium point of the CVNN model in (12), and $\bar{v} = \bar{v} - \nu$ can be shifted to the origin for the following NN model:
\[
\dot{\bar{v}}(t) = -\mathbf{D}\bar{v}(t) + \mathbf{A}\hat{g}(\bar{v}(t) - d(t)),
\]

with the initial condition $\bar{v}(t) \equiv \bar{v}(t) + \nu$, $t \in [-d, 0]$, where $\hat{g}(\bar{v}(t) - d(t))) = \hat{g}(\bar{v}(t) - d(t) + \nu) - \hat{g}(\nu)$.

The following Theorem 2 describes that the robustly globally asymptotically stable criterion for the considered NN model (1) or equivalent NN model (8).

**Theorem 2.** Based on Assumption 1, we can divide the activation function into two: the real and imaginary parts. The model in (8) is robustly globally asymptotically stable in the mean square for any scalars $d > 0, \mu > 0$, if there exist matrices $\mathbf{P} > 0, \mathbf{Q} > 0, \mathbf{R} > 0, \mathbf{S} > 0, \mathbf{U} > 0$, as well as any matrix $\mathbf{X}$, diagonal matrix $\mathbf{W} > 0$, and scalar $\gamma > 0$, such that the following LMIs hold:

\[
\hat{\Pi} = \begin{bmatrix}
\hat{\Pi}_{1,1} & \hat{\Pi}_{1,2} & \hat{\Pi}_{1,3} & \hat{\Pi}_{1,4} & \hat{\Pi}_{1,5} & \hat{\Pi}_{1,6} & \hat{\Pi}_{1,7} & \hat{\Pi}_{1,8} & \hat{\Pi}_{1,9} & \hat{\Pi}_{1,10} \\
\circ & \hat{\Pi}_{2,2} & 0 & 0 & 0 & 0 & 0 & 0 & \circ & \circ \\
\circ & \circ & \hat{\Pi}_{3,3} & 0 & 0 & 0 & 0 & 0 & \circ & \circ \\
\circ & \circ & \circ & \hat{\Pi}_{4,4} & 0 & 0 & \hat{\Pi}_{4,7} & \hat{\Pi}_{4,8} & \hat{\Pi}_{4,9} & 0 \\
\circ & \circ & \circ & \circ & \hat{\Pi}_{5,5} & 0 & 0 & 0 & 0 & 0 \\
\circ & \circ & \circ & \circ & \circ & \hat{\Pi}_{6,6} & 0 & 0 & 0 & 0 \\
\circ & \circ & \circ & \circ & \circ & \circ & \hat{\Pi}_{7,7} & 0 & 0 & 0 \\
\circ & \circ & \circ & \circ & \circ & \circ & \circ & \hat{\Pi}_{8,8} & 0 & 0 \\
\circ & \circ & \circ & \circ & \circ & \circ & \circ & \circ & \hat{\Pi}_{9,9} & 0 \\
\circ & \circ & \circ & \circ & \circ & \circ & \circ & \circ & \circ & \hat{\Pi}_{10,10}
\end{bmatrix} \prec 0,
\]

\[
\begin{bmatrix}
\mathbf{S} & \mathbf{X} \\
\circ & \mathbf{S}
\end{bmatrix} \succeq 0,
\]
where:
\[\hat{\Pi}_{1,1} = -\mathcal{P}\hat{D} - \hat{D}^T\mathcal{P} + \mathcal{Q} + \mathcal{R} - \mathbf{S} - d^2\mathcal{U} - d^2\mathcal{U} + \gamma\hat{\mathcal{F}}_1^T\mathcal{F}_1, \hat{\Pi}_{1,2} = \mathbf{S} - \mathbf{X}, \hat{\Pi}_{1,3} = \mathbf{X},\]
\[\hat{\Pi}_{1,4} = \mathcal{P}\hat{A}, \hat{\Pi}_{1,5} = d\mathcal{U}, \hat{\Pi}_{1,6} = d\mathcal{U}, \hat{\Pi}_{1,7} = -d\hat{D}^T\mathcal{S}, \hat{\Pi}_{1,8} = -\frac{d^2}{2}\hat{D}^T\mathcal{U}, \hat{\Pi}_{1,9} = \mathcal{P}\bar{\mathcal{S}},\]
\[\hat{\Pi}_{1,10} = \hat{D}^T\mathcal{P}, \hat{\Pi}_{2,2} = -(1-\mu)\mathcal{Q} - \mathcal{S} - \mathbf{X} + \mathbf{X}^T + \hat{\mathcal{L}}^T\mathbf{W}\mathbf{L}, \hat{\Pi}_{2,3} = \mathbf{S} - \mathbf{X}, \hat{\Pi}_{2,10} = \hat{D}^T\mathcal{P},\]
\[\hat{\Pi}_{3,3} = -\mathbf{R} - \mathbf{S}, \hat{\Pi}_{4,4} = -\mathbf{W} + \gamma\hat{\mathcal{F}}_2^T\mathcal{F}_2, \hat{\Pi}_{4,7} = d\hat{A}^T\mathbf{S}, \hat{\Pi}_{4,8} = \frac{d^2}{2}\hat{A}^T\mathcal{U}, \hat{\Pi}_{4,9} = \mathcal{P}\bar{\mathcal{S}}^T,\]
\[\hat{\Pi}_{5,5} = -\mathcal{U}, \hat{\Pi}_{6,6} = -\mathcal{U}, \hat{\Pi}_{7,7} = -\mathbf{S}, \hat{\Pi}_{8,8} = -\mathcal{U}, \hat{\Pi}_{9,9} = -\gamma\hat{\mathcal{J}}, \hat{\Pi}_{10,10} = -\mathcal{P}.\]

**Proof.** Given the NN model in (8), the Lyapunov function candidate can be expressed as:
\[V(t, \mathbf{v}_t) = \langle \bar{\mathcal{V}}^2(t) \circ \mathcal{P} \rangle + \int_{t_d(t)}^{t} \langle \bar{\mathcal{V}}^2(s) \circ \mathcal{Q} \rangle ds + \int_{t-d(t)}^{t} \langle \bar{\mathcal{V}}^2(s) \circ \mathcal{R} \rangle ds + \frac{d^2}{2} \langle \bar{\mathcal{V}}^2(t) \circ \mathcal{U} \rangle ds \]
+ \frac{d^2}{2} \int_{t-d}^{t} \langle \bar{\mathcal{V}}^2(s) \circ \mathcal{U} \rangle dsdu + \{ \hat{\mathcal{B}} \bar{\mathcal{V}}(t) + \hat{\mathcal{C}} \bar{\mathcal{V}}(t-d(t)) \} \delta(t) \]
\[+ \{ 2\bar{\mathcal{V}}^2(t) \mathcal{P}\hat{\mathcal{B}} \bar{\mathcal{V}}(t) + \hat{\mathcal{C}} \bar{\mathcal{V}}(t-d(t)) \} d\omega(t) \]
\[+ \} \delta(t) + \{ 2\bar{\mathcal{V}}^2(t) \mathcal{P}\hat{\mathcal{B}} \bar{\mathcal{V}}(t) + \hat{\mathcal{C}} \bar{\mathcal{V}}(t-d(t)) \} d\omega(t). \]

By using Lemma 2, we obtain:
\[dV(t, \mathbf{v}_t) \leq \{ -2\langle \bar{\mathcal{V}}^2(t) \circ (\mathcal{Q}\mathcal{P}) \rangle + \frac{1}{2} \langle \bar{\mathcal{V}}^2(t) \circ \mathcal{P} \rangle + \gamma\langle \bar{\mathcal{V}}^2(t) \circ \mathcal{F}_1 \rangle \}
+ \frac{d^2}{2} \langle \bar{\mathcal{V}}^2(t) \circ \mathcal{U} \rangle ds \]
+ \frac{d^2}{2} \int_{t-d}^{t} \langle \bar{\mathcal{V}}^2(s) \circ \mathcal{U} \rangle dsdu + \{ \hat{\mathcal{B}} \bar{\mathcal{V}}(t) + \hat{\mathcal{C}} \bar{\mathcal{V}}(t-d(t)) \} \delta(t) + \{ 2\bar{\mathcal{V}}^2(t) \mathcal{P}\hat{\mathcal{B}} \bar{\mathcal{V}}(t) + \hat{\mathcal{C}} \bar{\mathcal{V}}(t-d(t)) \} d\omega(t). \]
The single integration of (21) can be estimated, i.e.,

\[-d \int_{t-d}^{t} \langle \hat{\theta}^T(s) \circ \mathbb{S} \rangle ds = -d \int_{t-d}^{t} \langle \hat{\theta}^T(s) \circ \mathbb{S} \rangle ds - d \int_{t-d}^{t} \langle \hat{\theta}^T(s) \circ \mathbb{S} \rangle ds.\]

Using Lemmas 3 and 4, we obtain:

\[
-d \int_{t-d}^{t} \langle \hat{\theta}^T(s) \circ \mathbb{S} \rangle ds - d \int_{t-d}^{t} \langle \hat{\theta}^T(u) \circ \mathbb{S} \rangle ds
\leq -\frac{d}{d(t)} \left( \int_{t-d}^{t} \hat{\theta}(s) ds \right)^T \circ \mathbb{S} - \frac{d}{d(t)} \left( \int_{t-d}^{t} \hat{\theta}(s) ds \right)^T \circ \mathbb{S}
\leq -\frac{d}{d(t)} \left( \begin{pmatrix} \hat{\theta}(t) \\ \hat{\theta}(t-d(t)) \end{pmatrix} \circ \begin{pmatrix} 0 & \mathbb{J} \\ \mathbb{J} & -\mathbb{J} \end{pmatrix} \begin{pmatrix} \mathbb{S} & \mathbb{X} \\ \mathbb{J} & -\mathbb{J} \end{pmatrix} \begin{pmatrix} 0 & \mathbb{J} \\ \mathbb{J} & -\mathbb{J} \end{pmatrix}^T \right)
\leq -\left( \begin{pmatrix} \hat{\theta}(t) \\ \hat{\theta}(t-d(t)) \end{pmatrix} \circ \begin{pmatrix} \mathbb{S} & -\mathbb{S} + \mathbb{X} \\ -\mathbb{S} + \mathbb{X} & \mathbb{S} \end{pmatrix} \right)
\]

The double integration of (21) can be estimated, i.e.,

\[-\frac{d^2}{2} \int_{t-d}^{t} \int_{t+u}^{t} \langle \hat{\theta}^T(s) \circ \mathbb{U} \rangle ds du = -\frac{d^2}{2} \int_{t-d}^{t} \int_{t+u}^{t} \langle \hat{\theta}^T(s) \circ \mathbb{U} \rangle ds du - \frac{d^2}{2} \int_{t-d}^{t} \int_{t+u}^{t} \langle \hat{\theta}^T(s) \circ \mathbb{U} \rangle ds du.

Using Lemma 3, we obtain:

\[
-\frac{d^2}{2} \int_{t-d}^{t} \int_{t+u}^{t} \langle \hat{\theta}^T(s) \circ \mathbb{U} \rangle ds du - \frac{d^2}{2} \int_{t-d}^{t} \int_{t+u}^{t} \langle \hat{\theta}^T(s) \circ \mathbb{U} \rangle ds du
\leq -\left( \begin{pmatrix} d(t-d) \hat{\theta}(s) ds \\ d(t) \hat{\theta}(s) ds \end{pmatrix} \circ \mathbb{U} \right) - \left( \begin{pmatrix} 0 & \mathbb{J} \end{pmatrix} \mathbb{U} \begin{pmatrix} \mathbb{J} \\ -\mathbb{J} \end{pmatrix}^T \right)
\leq -\left( \begin{pmatrix} d(t) \hat{\theta}(s) ds \\ d(t-d) \hat{\theta}(s) ds \end{pmatrix} \circ \mathbb{U} \right) - \left( \begin{pmatrix} \mathbb{U} & \mathbb{U} & -\mathbb{U} \\ -\mathbb{U} & \mathbb{0} & \mathbb{U} \end{pmatrix} \right)
\]

Moreover, from (10), it follows that:

\[0 \leq \mathbb{W} \left[ \langle \hat{\theta}^T(t-d(t)) \circ \mathbb{L}^T \hat{L} \rangle - \langle \hat{\theta}^T(\theta(t-d(t))) \circ \mathbb{L} \rangle \right].\]
Then, combining with (21)–(24), we have:

\[
dV(t, \tilde{v}_t) \leq \left\{ \langle \xi^T(t) \circ \Pi \rangle \right\} dt + \left\{ 2\tilde{v}^T(t)[\hat{D}\tilde{v}(t) + \tilde{c}\tilde{v}(t - d(t))] \right\} d\omega(t),
\]

where:

\[
\xi(t) = \left( \xi^T(t) \circ \xi^T(t - d(t)) \circ \xi^T(t - d(t)) \right) \int_{t-d(t)}^{t} \tilde{v}^T(s) ds \int_{t-d(t)}^{t} \tilde{v}^T(s) ds
\]

\[
\Pi = \begin{pmatrix}
\Pi_{1,1} & \Pi_{1,2} & \Pi_{1,3} & \Pi_{1,4} & \Pi_{1,5} & \Pi_{1,6} \\
\Pi_{2,1} & \Pi_{2,2} & \Pi_{2,3} & \Pi_{2,4} & \Pi_{2,5} & \Pi_{2,6} \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}
\]

\[
\Theta = [-\hat{D} \ 0 \ 0 \ \hat{A} \ 0 \ 0], \ \Phi = [\hat{P} \hat{D} \ 0 \ 0 \ \hat{P} \hat{D} \ 0 \ 0], \ \Upsilon = [\hat{P} \ \hat{c} \ 0 \ 0 \ 0 \ 0],
\]

\[
\begin{align*}
\Pi_{1,1} &= -\hat{P}\hat{D} - \hat{D}^T\hat{P} + \hat{Q} + \hat{R} - \hat{S} - \hat{S}\hat{D}^2\hat{U} - \hat{D}^2\hat{U} + \gamma \hat{J}_1^T \hat{J}_1, \ \Pi_{1,2} = \hat{S} - \hat{X}, \ \Pi_{1,3} = \hat{X}, \\
\Pi_{1,4} &= \hat{P}\hat{D}, \ \Pi_{1,5} = d\hat{U}, \ \Pi_{1,6} = d\hat{U}, \ \Pi_{2,2} = -(1 - \mu)\hat{Q} - \hat{S} - \hat{X} + \hat{X}^T + \xi^T \hat{W} \xi, \\
\Pi_{2,3} &= \hat{S} - \hat{X}, \ \Pi_{3,3} = -\hat{R} - \hat{S}, \ \Pi_{4,4} = -\hat{W} + \gamma \hat{J}_2^T \hat{J}_2, \ \Pi_{5,5} = -\hat{U}, \ \Pi_{6,6} = -\hat{U}.
\end{align*}
\]

By applying Lemma 5, the condition (25) is equivalent to the form (18). Therefore, for \( \hat{\Pi} < 0 \), a scalar \( \beta > 0 \) exists such that:

\[
\hat{\Pi} + \begin{pmatrix}
\beta^3 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix} < 0.
\]

Taking the mathematical expectation on both sides of (25), we have:

\[
\frac{d\mathbb{E}\{\mathcal{V}(t, \tilde{v}_t)\}}{dt} \leq \mathbb{E}\{\langle \xi^T(t) \circ \hat{\Pi} \rangle \} \leq -\beta\mathbb{E}\{\|\tilde{v}(t)\|^2\}.
\]

As a result, the model in (8) is robustly globally asymptotically stable in the mean squared sense. This completes the proof. \( \square \)

**Remark 2.** In the situation where there are no parameter uncertainties, (1) becomes:

\[
dz(t) = [-Dz(t) + Ag(z(t - d(t))] + [Bz(t) + Cz(t - d(t))]d\omega(t).
\]

Simultaneously, System (8) then turns into:

\[
d\tilde{v}(t) = [-\hat{D}\tilde{v}(t) + \hat{A}\hat{g}(\hat{v}(t - d(t))] + [\hat{B}\tilde{v}(t) + \hat{C}\tilde{v}(t - d(t))]d\omega(t).
\]

Corollary 1 is obtained when we set \( \triangle \hat{D} = \triangle \hat{A} = 0 \) in the proof of Theorem 2.
Corollary 1. Based on Assumption 1, we can divide the activation function into two: the real and imaginary parts. The NN model in (29) is globally asymptotically stable in the mean square for any scalar $d > 0, \mu > 0$, if there exist matrices $P > 0, Q > 0, R > 0, S > 0, U > 0, \text{diagonal matrix} W > 0$, and matrix $X$ in such a way that the following LMI holds:

$$
\begin{align*}
\hat{P} = & \begin{pmatrix}
\hat{P}_{1,1} & \hat{P}_{1,2} & \hat{P}_{1,3} & \hat{P}_{1,4} & \hat{P}_{1,5} & \hat{P}_{1,6} & \hat{P}_{1,7} & \hat{P}_{1,8} & \hat{P}_{1,9} \\
\hat{P}_{2,1} & \hat{P}_{2,2} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hat{P}_{3,1} & \hat{P}_{3,2} & \hat{P}_{3,3} & 0 & 0 & 0 & 0 & 0 & 0 \\
\hat{P}_{4,1} & \hat{P}_{4,2} & \hat{P}_{4,3} & \hat{P}_{4,4} & 0 & 0 & 0 & 0 & 0 \\
\hat{P}_{5,1} & \hat{P}_{5,2} & \hat{P}_{5,3} & \hat{P}_{5,4} & \hat{P}_{5,5} & 0 & 0 & 0 & 0 \\
\hat{P}_{6,1} & \hat{P}_{6,2} & \hat{P}_{6,3} & \hat{P}_{6,4} & \hat{P}_{6,5} & \hat{P}_{6,6} & 0 & 0 & 0 \\
\hat{P}_{7,1} & \hat{P}_{7,2} & \hat{P}_{7,3} & \hat{P}_{7,4} & \hat{P}_{7,5} & \hat{P}_{7,6} & \hat{P}_{7,7} & 0 & 0 \\
\hat{P}_{8,1} & \hat{P}_{8,2} & \hat{P}_{8,3} & \hat{P}_{8,4} & \hat{P}_{8,5} & \hat{P}_{8,6} & \hat{P}_{8,7} & \hat{P}_{8,8} & 0 \\
\hat{P}_{9,1} & \hat{P}_{9,2} & \hat{P}_{9,3} & \hat{P}_{9,4} & \hat{P}_{9,5} & \hat{P}_{9,6} & \hat{P}_{9,7} & \hat{P}_{9,8} & \hat{P}_{9,9}
\end{pmatrix} < 0,
\end{align*}
$$

(30)

where:

$$
\begin{align*}
\hat{P}_{1,1} &= -PP - BP + \mu Q + R - S - d^2u - d^2u, \hat{P}_{1,2} = S - x, \hat{P}_{1,3} = x, \\
\hat{P}_{1,4} &= PA, \hat{P}_{1,5} = du, \hat{P}_{1,6} = du, \hat{P}_{1,7} = -dBP + S, \hat{P}_{1,8} = \frac{d^2}{2}BPu, \\
\hat{P}_{1,9} &= \bar{B}P, \hat{P}_{2,2} = -(1 - \mu)Q - R - S - x + x^T + \bar{C}^T\bar{W}C, \hat{P}_{2,3} = S - x, \\
\hat{P}_{2,9} &= \bar{C}P, \hat{P}_{3,3} = -R - S, \hat{P}_{4,4} = -\bar{W}, \hat{P}_{4,7} = d\bar{A}^TS, \hat{P}_{4,8} = \frac{d^2}{2}\bar{A}^T u, \\
\hat{P}_{5,5} &= -u, \hat{P}_{6,6} = -u, \hat{P}_{7,7} = -S, \hat{P}_{8,8} = -u, \hat{P}_{9,9} = -P.
\end{align*}
$$

Remark 3. In the situation where there are no parameter uncertainties and stochastic disturbances, (1) becomes:

$$
dz(t) = [-Dz(t) + AG(z(t - d(t))) + J]dt.
$$

(32)

Simultaneously, the model in (8) becomes:

$$
d\bar{v}(t) = [-\bar{D}\bar{v}(t) + \bar{A}\bar{g}(\bar{v}(t - d(t))) + \bar{J}]dt.
$$

(33)

Corollary 2 is obtained when we set $\Delta \bar{D} = \Delta \bar{A} = \bar{B} = \bar{C} = 0$ in the proof of Theorem 2.

Corollary 2. Based on Assumption 1, we can divide the activation function into two: the real and imaginary parts. The model in (33) is globally asymptotically stable for any scalar $d > 0, \mu > 0$, if there exist matrices $P > 0, Q > 0, R > 0, S > 0, U > 0$, as well as any diagonal matrix $W > 0$, and matrix $X$ in such a way that the following LMI holds:

$$
\begin{pmatrix}
S & X \\
X^T & S
\end{pmatrix} \geq 0,
$$

(31)
\[ \tilde{\Pi} = \begin{pmatrix}
\tilde{\Pi}_{1,1} & \tilde{\Pi}_{1,2} & \tilde{\Pi}_{1,3} & \tilde{\Pi}_{1,4} & \tilde{\Pi}_{1,5} & \tilde{\Pi}_{1,6} & \tilde{\Pi}_{1,7} & \tilde{\Pi}_{1,8} \\
\circ & \tilde{\Pi}_{2,2} & \tilde{\Pi}_{2,3} & 0 & 0 & 0 & 0 \\
\circ & \circ & \tilde{\Pi}_{3,3} & 0 & 0 & 0 & 0 \\
\circ & \circ & \circ & \tilde{\Pi}_{4,4} & 0 & 0 & \tilde{\Pi}_{4,7} & \tilde{\Pi}_{4,8} \\
\circ & \circ & \circ & \circ & \tilde{\Pi}_{5,5} & 0 & 0 & 0 \\
\circ & \circ & \circ & \circ & \circ & \tilde{\Pi}_{6,6} & 0 & 0 \\
\circ & \circ & \circ & \circ & \circ & \circ & \tilde{\Pi}_{7,7} & 0 \\
\circ & \circ & \circ & \circ & \circ & \circ & \circ & \tilde{\Pi}_{8,8}
\end{pmatrix} < 0, \quad (34) \]

\[ \begin{pmatrix}
S & X \\
S & S
\end{pmatrix} \geq 0, \quad (35) \]

where:

\begin{align*}
\tilde{\Pi}_{1,1} &= -\mathcal{D}D - \mathcal{D}^T\mathcal{P} + \mathcal{Q} + \mathcal{R} - S - d^2U - d^2U, \quad \tilde{\Pi}_{1,2} = S - X, \quad \tilde{\Pi}_{1,3} = X, \quad \tilde{\Pi}_{1,4} = \mathcal{P}\mathcal{A}, \quad \tilde{\Pi}_{1,5} = d\mathcal{U}, \\
\tilde{\Pi}_{1,6} &= d\mathcal{U}, \quad \tilde{\Pi}_{1,7} = -d\mathcal{D}S, \quad \tilde{\Pi}_{1,8} = -\frac{d^2}{2}\mathcal{D}\mathcal{U}, \quad \tilde{\Pi}_{2,2} = -(1 - \mu)\mathcal{Q} - S - S + X + X^T + \hat{\mathcal{L}}^T\hat{\mathcal{W}}\hat{\mathcal{L}}, \\
\tilde{\Pi}_{2,3} &= S - X, \quad \tilde{\Pi}_{3,3} = -\mathcal{R} - S, \quad \tilde{\Pi}_{4,4} = -\hat{\mathcal{W}}, \quad \tilde{\Pi}_{4,7} = d\mathcal{A}^T\mathcal{S}, \quad \tilde{\Pi}_{4,8} = \frac{d^2}{2}\mathcal{A}^T\mathcal{U}, \quad \tilde{\Pi}_{5,5} = -\mathcal{U}, \\
\tilde{\Pi}_{6,6} &= -\mathcal{U}, \quad \tilde{\Pi}_{7,7} = -S, \quad \tilde{\Pi}_{8,8} = -\mathcal{U}.
\end{align*}

**Remark 4.** In this study, we designed a general system model, namely UCVSNNs for continuous time. Thus, the NN model discussed in [9] is the special case of the proposed NN model in this paper. This means that when there are no parameter uncertainties, stochastic disturbance, and time-varying delays in (1), then it is equivalent to the following system model proposed in [9].

\[ \dot{z}(t) = -\mathcal{D}z(t) + A\mathcal{g}(z(t)) + \mathcal{J} \]

**Remark 5.** In this paper, we used the approach proposed in prior studies [30], but we extended the results on the complex domain. This means that, in [30], the authors studied the robust stability criteria for a class of uncertain stochastic NN, while, in our paper, a new class of uncertain stochastic CVNN was developed by implementing complex algebra into RVNN, in order to generalize RVNN models with a complex-valued state vector, input vector, and neuron activation functions. Similar robust stability criteria were derived for the considered UCVSNN models in Theorem 2. The new approach used in this paper was more concise and powerful.

**Remark 6.** It should be noted that network models are susceptible to stochastic disturbances. In this respect, numerous researchers have investigated the stability issues with stochastic inputs for different types of NN models. Among the studies are included passivity, robust stability, mean squared exponential stability, global exponential stability, as well as robust state estimation [41–44,48]. In our study, in Theorem 2, we obtained sufficient conditions for the robust globally asymptotic stability in the mean square in terms of the LMI approach. The conditions were more concise than those obtained in [41] and much easier to check.

**Remark 7.** When the complex-valued activation function \( g_j(\cdot), j = 1, 2, \ldots, n \) was not divided into real and imaginary parts separately, the main results of this paper were invalid.
4. Illustrative Examples

This section shows the merits of the present results by two numerical examples.

Example 1. Consider a two-neuron UCVSNN model in (1):

\[ dz(t) = [-D + \Delta D(t)z(t) + (A + \Delta A(t))g(z(t - d(t))) + \beta dt + [Bz(t) + Cz(t - d(t))]d\omega(t) \]

with:

\[ D = \begin{pmatrix} 8 & 0 \\ 0 & 8 \end{pmatrix}, \quad A = \begin{pmatrix} 2 + i & -2 + i \\ 1 - i & -1 + i \end{pmatrix}, \quad \beta = \begin{pmatrix} 1 - i \\ 1 + i \end{pmatrix}, \]

\[ G = \begin{pmatrix} 0.2 & 0.2 \\ 0 & 0.2 \end{pmatrix}, \quad H_1 = \begin{pmatrix} 0.3 & 0 \\ 0 & 0.3 \end{pmatrix}, \quad H_2 = \begin{pmatrix} 0.3 & 0.2 \\ -0.2 & 0.3 \end{pmatrix}, \]

\[ H_3 = \begin{pmatrix} 0.2 & -0.2 \\ 0 & 0.3 \end{pmatrix}, \quad B = \begin{pmatrix} 0.3 & 0 \\ 0 & 0.5 \end{pmatrix}, \quad C = \begin{pmatrix} 0.4 & 0 \\ 0 & 0.2 \end{pmatrix}, \quad \mathcal{L} = \begin{pmatrix} 1/2 & 0 \\ 0 & 1/2 \end{pmatrix}, \]

\[ g_j(z_j) = \frac{1 - e^{-2x_j - y_j}}{1 + e^{-2x_j - y_j}} + \frac{1}{1 + e^{-x_j + 2y_j}}, \quad j = 1, 2, \quad \mathcal{F}(t) = 0.2 \sin(t), \]

For this NN model, the activation function is the form as \( g_j(z_j) = g_j^R(x, y) + ig_j^I(x, y), \quad j = 1, 2. \) We can obtain the following results under the simple calculation,

\[ \bar{D} = \begin{pmatrix} 8 & 0 & 0 & 0 \\ 0 & 8 & 0 & 0 \\ 0 & 0 & 8 & 0 \\ 0 & 0 & 0 & 8 \end{pmatrix}, \quad \bar{A} = \begin{pmatrix} 2 & -2 & -1 & -1 \\ 1 & -1 & 1 & -1 \\ 1 & 1 & 1 & -2 \\ -1 & 1 & 1 & -1 \end{pmatrix}, \quad \bar{\beta} = \begin{pmatrix} 0.2 & 0 & 0 & 0 \\ 0 & 0.2 & 0 & 0 \\ 0 & 0 & 0.2 & 0 \\ 0 & 0 & 0 & 0.2 \end{pmatrix}, \]

\[ \bar{H}_1 = \begin{pmatrix} 0.3 & 0 & 0 & 0 \\ 0 & 0.3 & 0 & 0 \\ 0 & 0 & 0.3 & 0 \\ 0 & 0 & 0 & 0.3 \end{pmatrix}, \quad \bar{H}_2 = \begin{pmatrix} 0.3 & 0.2 & 0.3 & -0.2 \\ -0.2 & 0.3 & 0.2 & 0.3 \\ -0.3 & 0.2 & 0.3 & 0.2 \\ -0.2 & -0.3 & -0.2 & 0.3 \end{pmatrix}, \]

\[ \bar{B} = \begin{pmatrix} 0.3 & 0 & 0 & 0 \\ 0 & 0.5 & 0 & 0 \\ 0 & 0 & 0.3 & 0 \\ 0 & 0 & 0 & 0.5 \end{pmatrix}, \quad \bar{C} = \begin{pmatrix} 0.4 & 0 & 0 & 0 \\ 0 & 0.2 & 0 & 0 \\ 0 & 0 & 0.4 & 0 \\ 0 & 0 & 0 & 0.2 \end{pmatrix}, \quad \bar{\mathcal{L}} = \begin{pmatrix} 1/2 & 0 & 0 & 0 \\ 0 & 1/2 & 0 & 0 \\ 0 & 0 & 1/2 & 0 \\ 0 & 0 & 0 & 1/2 \end{pmatrix}. \]

By taking \( d(t) = 0.3 \sin t + 0.4, \) which satisfies \( d = 0.7 \) and \( \mu = 0.5, \) and by applying Theorem 2, it is straightforward to realize that the CVNN model in (1) or the equivalent CVNN model in (8) is robustly globally asymptotically stable in the mean squared sense. We can obtain the following feasible solutions by solving the LMIs in (18) and (19):
\[ P = \begin{bmatrix} 3.2038 & 0.2915 & 0.0022 & 0.2016 \\ 0.2915 & 2.9447 & -0.2007 & -0.0020 \\ 0.0022 & -0.2007 & 3.2014 & 0.3001 \\ 0.2016 & -0.0020 & 0.3001 & 2.9521 \end{bmatrix}, \quad Q = \begin{bmatrix} 7.7544 & 0.1515 & 0.0059 & 0.3352 \\ 0.1515 & 7.4147 & -0.3412 & -0.0037 \\ 0.0059 & -0.3412 & 7.7064 & 0.1483 \\ 0.3352 & -0.0037 & 0.1483 & 7.5078 \end{bmatrix}, \]

\[ R = \begin{bmatrix} 7.0412 & 0.2272 & 0.0010 & 0.5225 \\ 0.2272 & 6.9813 & -0.5160 & 0.0010 \\ 0.0010 & -0.5160 & 7.0425 & 0.2512 \\ 0.5225 & 0.0010 & 0.2512 & 6.9762 \end{bmatrix}, \quad S = \begin{bmatrix} 0.3356 & 0.0576 & 0.0006 & 0.1206 \\ 0.0576 & 0.2882 & -0.1206 & -0.0004 \\ 0.0006 & -0.1206 & 0.3360 & 0.0594 \\ 0.1206 & -0.0004 & 0.0594 & 0.2883 \end{bmatrix}, \]

\[ U = \begin{bmatrix} 2.9414 & 0.2842 & 0.0010 & 0.5300 \\ 0.2842 & 2.7066 & -0.5299 & 0.0001 \\ 0.0010 & -0.5299 & 2.9374 & 0.2893 \\ 0.5300 & 0.0001 & 0.2893 & 2.7136 \end{bmatrix}, \quad X = \begin{bmatrix} 0.1531 & 0.2104 & 0.0024 & 0.3494 \\ 0.2104 & 0.0474 & -0.3489 & -0.0030 \\ 0.0024 & -0.3489 & 0.1642 & 0.1848 \\ 0.3494 & -0.0030 & 0.1848 & 0.1118 \end{bmatrix}, \]

\[ W = \text{diag}\{12.2867, 11.7452, 12.3003, 11.7144\}, \gamma = 182.5122. \]

Under the initial conditions \( z_1(t) = x_1(t) + iy_1(t) = 0.9 - 0.3i, z_2(t) = x_2(t) + iy_2(t) = -0.7 + 0.4i, \)

Figures 1 and 2 depict the state trajectories pertaining to the real and imaginary parts of the NN model in (1), respectively. From Figures 1 and 2, we can see that the state trajectories of the NN model (1) converge to the equilibrium point.

**Figure 1.** An illustration of the state trajectories of the real part pertaining to the model (1) in Example 1.
Example 2. Let the parameters of a CVNN model defined in (32) be:

\[
\begin{pmatrix}
\dot{z}_1(t) \\
\dot{z}_2(t)
\end{pmatrix} = -\begin{pmatrix} 3 & 0 \\ 0 & 3 \end{pmatrix} \begin{pmatrix} z_1(t) \\ z_2(t) \end{pmatrix} + \begin{pmatrix} 1+i & -2+i \\ 1-i & -1 \end{pmatrix} \begin{pmatrix} g_1(z_1(t-d(t))) \\ g_2(z_2(t-d(t))) \end{pmatrix} + \begin{pmatrix} 1+i \\ 1-i \end{pmatrix},
\]

\( g_j(z_j) = \tanh(z_j), \ j = 1, 2, \mathcal{L} = \text{diag}\{0.5, 0.5\}. \)

For this NN model, the activation function is the form as \( g_j(z) = g_j^R(x, y) + ig_j^I(x, y), \ j = 1, 2. \) Under some simple calculation, we can obtain the following results:

\[
\bar{D} = \begin{pmatrix} -3 & 0 & 0 & 0 \\ 0 & -3 & 0 & 0 \\ 0 & 0 & -3 & 0 \\ 0 & 0 & 0 & -3 \end{pmatrix}, \quad \bar{A} = \begin{pmatrix} 1 & -2 & -1 & -1 \\ 1 & -1 & 1 & 0 \\ 1 & 1 & 1 & -2 \\ -1 & 0 & 1 & -1 \end{pmatrix}, \quad \bar{L} = \begin{pmatrix} 0.5 & 0 & 0 & 0 \\ 0 & 0.5 & 0 & 0 \\ 0 & 0 & 0.5 & 0 \\ 0 & 0 & 0 & 0.5 \end{pmatrix}.
\]

By taking \( d(t) = 0.5 \sin t + 0.8, \) which satisfies \( d = 1.3 \) and \( \mu = 0.5, \) and by applying the MATLAB LMI toolbox, we can obtain the following feasible solutions for the LMIs (34) and (35):
\[ P = \begin{pmatrix} 69.7790 & 3.4810 & 0.0000 & 3.0269 \\ 3.4810 & 65.3996 & -3.0269 & -0.0000 \\ 0.0000 & -3.0269 & 69.7790 & 3.4810 \\ 3.0269 & -0.0000 & 3.4810 & 65.3996 \end{pmatrix}, \quad Q = \begin{pmatrix} 211.4852 & 0.9692 & 0.0000 & 3.8134 \\ 0.9692 & 204.4609 & -3.8134 & -0.0000 \\ 0.0000 & -3.8134 & 211.4852 & 0.9692 \\ 3.8134 & -0.0000 & 0.9692 & 204.4609 \end{pmatrix}, \quad R = \begin{pmatrix} 199.0265 & 3.1874 & 0.0000 & 6.4928 \\ 3.1874 & 199.2336 & -6.4928 & -0.0000 \\ 0.0000 & -6.4928 & 199.0265 & 3.1874 \\ 6.4928 & -0.0000 & 3.1874 & 199.2336 \end{pmatrix}, \quad S = \begin{pmatrix} 5.3369 & 0.5498 & 0.0000 & 0.9844 \\ 0.5498 & 5.2876 & -0.9844 & -0.0000 \\ 0.0000 & -0.9844 & 5.3369 & 0.5498 \\ 0.9844 & -0.0000 & 0.5498 & 5.2876 \end{pmatrix}, \quad U = \begin{pmatrix} 63.3608 & 4.3097 & -0.0000 & 6.8579 \\ 4.3097 & 62.3130 & -6.8579 & 0.0000 \\ 0.0000 & -6.8579 & 63.3608 & 4.3097 \\ 6.8579 & 0.0000 & 4.3097 & 62.3130 \end{pmatrix}, \quad X = \begin{pmatrix} -0.7744 & 2.1732 & -0.0000 & 4.2102 \\ 2.1732 & 2.2919 & -4.2102 & -0.0000 \\ -0.0000 & -4.2102 & -0.7744 & 2.1732 \\ 4.2102 & -0.0000 & 2.1732 & 2.2919 \end{pmatrix}, \quad W = \text{diag}\{294.4714, 251.8096, 294.4714, 251.8096\}. \]

Under various \( \mu \) settings, i.e., \( \mu = 0.1, 0.3, 0.5, 0.7 \), the results of the maximum allowable delay bounds of \( d = 1.4505, 1.4053, 1.3000, 1.2011 \), respectively, can be obtained by solving LMIs (34) and (35) in Corollary 2.

Figure 3 depicts the state trajectories with respect to the real and imaginary parts of the CVNN model in (32), subject to the initial conditions \( z_1(t) = x_1(t) + iy_1(t) = 0.4 + 0.3i \), \( z_2(t) = x_2(t) + iy_2(t) = 0.2 - 0.5i \). The phase trajectories with respect to the real and imaginary parts of the CVNN model in (32) are given in Figure 4. By Corollary 2, it is straightforward to confirm that the equilibrium point of the CVNN model in (32) is globally asymptotically stable.

![Figure 3](https://via.placeholder.com/150)

**Figure 3.** An illustration of the state trajectories pertaining to the real part of the model (32) in Example 2.
5. Conclusions

The problem of the robust stability of UCVSNs with time-varying delays was investigated in this paper. To analyse more realistic behaviours, a general form of the NN model including the effects of parameter uncertainties and stochastic disturbances was considered. Based on the real-imaginary separate-type activation function, the original UCVSN model was separated into an equivalent representation consisting of two real-valued NNs. By applying the homeomorphism principle, Itô’s formula, LKF, as well as LMI, the associated sufficient conditions were derived. The results confirmed that the model equilibrium was unique and was globally asymptotically stable, in which the feasible solution could be easily verified by MATLAB. To demonstrate the usefulness of the obtained results, two illustrative examples were presented. For further research, we will extend our proposed approach to analysing other relevant types of stochastic quaternion-valued neural network models. In this regard, we intend to undertake the investigation on Cohen–Grossberg quaternion-valued neural network models and bi-directional associative memory quaternion-valued neural network models. This is the direction for future studies whereby new methodologies will be developed and evaluated comprehensively.
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