Z plus jets production via double parton scattering in pA collisions at the LHC
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Abstract We present results on Zjj production via double parton scattering in pA collisions at the LHC. We perform the analysis at leading and next-leading order accuracy with different sets of cuts on jet transverse momenta and accounting for the single parton scattering background. By exploiting the experimental capability to measure the centrality dependence of the cross section, we discuss the feasibility of DPS observation in already collected data at the LHC and in future runs.

1 Introduction

The study of multiple parton interaction (MPI) and in particular of hard double parton scattering (DPS) reactions in pA collisions is important for our understanding of MPI in pp collisions. Significant progresses were achieved in study of double parton scattering in proton–nucleus collisions for a variety of final states [1–8] and implemented in PYTHIA Monte Carlo simulation [9].

The theory of DPS in pA collisions was developed in [10,11], where it was shown that there are two DPS contributions at work in such a case. First, there is the so-called DPS1 contribution, in which two partons from the incoming nucleon interact with two partons in the target nucleon in the nucleus and which is formally identical to DPS in pp collisions [12–23]. Then there is a new type of contribution, which we refer to as DPS2, in which two partons from the incoming nucleon interact with two partons each of them belonging to the distinct nucleons in the target nucleus located at the same impact parameter.

Recently a new method was suggested [24] which could allow the observation of DPS2 in pA collisions. It was pointed out that the DPS2 has a different dependence on impact parameter than single parton scattering (SPS) and DPS1 contributions. Namely while the latter contributions are proportional to the nuclear thickness function T(B), B being the pA impact parameter, the DPS2 contribution is proportional to the square of T(B). Therefore the cross section for producing a given final state can be schematically written as:

\[ \frac{d^2\sigma_{pA}}{d^2B} = \left( \sigma_{LT}^{pA} + \sigma_{DPS1}^{pA} \right) \frac{T(B)}{A} + \sigma_{DPS2}^{pA} \frac{T^2(B)}{\int d^2B T^2(B)}, \]

where T(B) is normalized to the atomic number A of the nucleus. This observation gives the possibility to distinguish the DPS2 contribution in pA collisions from both the leading twist (LT) SPS and DPS1 contributions that are instead linear in T(B). This strategy has been adopted in our recent papers where we have analyzed the associated production of electroweak W boson and jets [25] and multijet production [26] via DPS in pA collisions. There we have shown that, exploiting the experimental capability of measuring the centrality dependence of the cross section [27–29], one can separate the DPS2 mechanism exploiting its different dependence on T(B), as it appears from Eq. (1). We found that the procedure can be successfully carried on for those final states by using the data already recorded in 2016 pA runs at the LHC.

In this study we shall extend those results to the Zjj final state. We will show that, even in this case, by applying the very same technique, one can separate the DPS2 contribution from the DPS1+SPS background, despite the lower event rate associated to Z production, as compared, for example, to the ones for final states analysed in Refs. [25,26].

We present our results at leading order (LO) and next-to-leading order (NLO) accuracy. In the former approximation we find that, by using symmetric cuts on jet transverse momenta, it will be possible to observe the DPS2 contribution in pA data already collected at LHC. To NLO accuracy
we were able to study only the case of asymmetric cuts, i.e. \( p_{T}^{cut} - p_{T}^{cut} \geq 10 \) GeV, for the difference in the transverse momentum cuts of the leading and subleading jet. We adopted this prescription in order to tackle reliability issues inherent to the dijet NLO calculation as the difference of jet transverse momentum threshold is lowered. In the limit of vanishing transverse momentum difference, i.e. in the symmetric cut limit, the predictivity of the theory is recovered by performing an all order soft gluon resummation which is, however, beyond the scope of the current paper. The analysis within asymmetric cuts shows that NLO corrections lead to a slightly stronger DPS2 signal with respect to LO ones. However the statistical significance of the DPS2 signal decreases as a result of the reduced dijet rates obtained with asymmetric cuts choice for which we were able to determine NLO corrections. In such a case we may need higher statistics for detailed analysis of \( Zjj \) final state, although the signal can be appreciated already within the available \( pA \) with the lowest jet transverse momentum threshold.

The paper is organized as follows. In Sect. 2 we briefly review the theoretical formalism at the base of our calculations. In Sect. 3 we present our results at leading order accuracy with symmetric cuts on the jet transverse momenta. In Sect. 4 we present our results at leading and next-to-leading order accuracy with asymmetric cuts on the jet transverse momenta. We summarize our findings in Sect. 5.

2 Calculation

In this paper we consider the production of \( Z \) boson plus dijet in proton-lead collisions:

\[ p_{Pb} \to Z + 2 \text{jets} + X, \]

where the \( Z \) decays leptonically and at least two jets are found in the final state. The corresponding DPS cross section (with \( C = Z \) and \( D = jj \)) is written to leading order accuracy as [10, 11, 25, 26]:

\[
\frac{d\sigma^{CD}}{d\Omega_1 d\Omega_2} = \sum_{i,j,k,l \, N=p,n} \sigma^{-1}_{eff} f^i_p(x_1) f^j_p(x_2) f^k_N(x_3) f^l_N(x_4) \times \frac{d\sigma^C_D}{d\Omega_1 d\Omega_2} \int d^2 B T_N(B) + \sum_{i,j,k,l \, N_5,N_4=p,n} f^i_p(x_1) f^j_p(x_2) f^k_{N_5}(x_3) f^l_{N_4}(x_4) \times \frac{d\sigma^C_D}{d\Omega_1 d\Omega_2} \int d^2 B T_{N_5}(B) T_{N_4}(B). \tag{2}
\]

The nuclear thickness function \( T_N(B) \) appearing in Eq. (2), is obtained integrating the proton and neutron densities \( f^{j(p,n)}_0(B, z) \) in the nucleus over the longitudinal component \( z \). Following Refs. [25, 26, 30], for the \( ^{208}Pb \) nucleus, the density of proton and neutron is described by a Wood-Saxon distribution whose parameters are fixed according to the analyses of Refs. [31, 32].

The first term in Eq. (2) corresponds to the DPS1 mechanism, linear in the nuclear thickness function \( T_A \). It is calculated by assuming \( \sigma_{eff} = 18 \) mb, the average of experimental extracted value for similar final states [33, 34] in DPS analyses in \( pp \) collisions. The second term corresponds to the DPS2 mechanism and it is quadratic in \( T_A \) [10]. Double distributions appearing in the DPS1 and DPS2 contributions are evaluated in mean field approximation, i.e. we assume that they can be written as a product of single parton distributions, as already assumed in Eq. (2). Quite importantly, the DPS2 term on the second line involves one double distribution integrated over the partonic relative interdistance and therefore is free of the inherent uncertainty introduced by \( \sigma_{eff} \) which affects the DPS1 term. In the same equation \( d\sigma / d\Omega \) stand for partonic cross sections differential in the relevant set of variables \( \Omega \).

The production of \( Z \) boson in proton-lead collisions has been measured at 5.02 TeV in Ref. [35] and it has been found to scale with the atomic number \( A \) of the colliding nucleus to very good approximation. The associated production of jets associated with \( Z \) boson in \( pp \) at 7 TeV has been measured in Ref. [36].

From those analyses we use the following cuts and settings. We set the per-nucleon centre-of-mass energy \( \sqrt{s_{pN}} = 8.16 \) TeV, with proton energy \( E_p = 6.5 \) TeV and nucleon energy \( E_N = 2.56 \) TeV. The proton–nucleon centre-of-mass is boosted with respect to the laboratory frame by \( \Delta y = 1/2 \ln E_p/E_N = 0.465 \) in the proton direction, assumed to be at positive rapidity. Therefore the rapidity shift reads \( \gamma_{CM} = \gamma_{lab} - \Delta y \). In all calculations, we consider proton–nucleon centre-of-mass rapidities. For the \( Z \) kinematics we require the lepton rapidities to lie in \( |y^{eff}_{j} < 2.4 \), their transverse momentum to be \( p_T > 20 \) GeV. We also require the dilepton invariant mass to be in the range \( 66 \text{ GeV} < m^{ll} < 116 \text{ GeV} \) and the jet-lepton distance to be \( \Delta R^{ll} > 0.5 \). The \( Z \) fiducial cross sections take into account its decay in electron and muon pair. Jets are clustered at parton level according to anti-\( k_T \) jet algorithm with jet radius \( R = 0.7 \). The dijet kinematics is restricted to jet rapidities \( |y^{lab}_{j} | < 4.4 \).

The LO results presented in Sect. 3 are obtained with symmetric cuts on jet transverse momenta, while LO and NLO predictions presented in Sect. 4 are obtained with asymmetric cuts. Details on additional settings on the simulations in these two cases can be found in the corresponding Sections.
3 Leading order results with symmetric pt-cuts

The $Z$ and $Zjj$ SPS cross sections have been calculated to leading order accuracy with MCFM \cite{37} by using CTEQ6L1 \cite{38} free proton parton distributions supplemented with nuclear corrections factors from Ref. \cite{39}. For both processes the renormalization, $\mu_R$, and factorization scale, $\mu_F$, are both fixed to the $Z$-boson mass, $m_Z$, the only available option in the code. The dijet cross sections have been calculated at leading order accuracy by using ALPGEN \cite{40–42} generator with the choice $\mu_R = \mu_F = \sqrt{p_{T,1}^2 + p_{T,2}^2}$, being $p_{T,i}$ the transverse momentum of jet $i$. In this case nuclear effects have been neglected, since our LO estimates indicate that they reduce the cross section by a few percent. We consider symmetric cuts on jet transverse momenta, $p_{j1}, p_{j2}$, in three scenarios in which both of them are required to have $p_{j1}, p_{j2} > 20, 25$ and $30$ GeV, respectively.

We report in Table 1 the various DPS and SPS contributions to the $Zjj$ fiducial cross section for three different transverse momentum cuts on the jets. In the last three columns we report the ratio of the total $Zjj$ (SPS+DPS) over inclusive $Z$ cross section and the relative fractions of both DPS contributions over the total $Zjj$ cross section, i.e. $f_{DPS1} = \sigma_{DPS1}(Zjj)/\sigma_{Sum}(Zjj)$ and $f_{DPS2} = \sigma_{DPS2}(Zjj)/\sigma_{Sum}(Zjj)$. From these ratios one can appreciate the increase of the DPS fractions as the cuts on jet transverse momenta are lowered and that, on average, the DPS2 contribution is nearly three times larger than DPS1.

We present in the left panel of Fig. 1 the various contributions to the $Zjj$ cross section as a function of the impact parameter $B$ of the $pA$ collisions. One may notice there the different behaviour at large $B$ of the various contributions. In the right panel of the same plot we present the expected number of events assuming an integrated luminosity of $\int L dt = 0.1 \text{pb}^{-1}$, a value in line with data recorded in 2016 $pA$ runs, integrated in bins of $B$. Even within such a worst-case luminosity scenario, the expected number of events allows for an analysis to be performed. In addition we present in Table 2 the expected number of events, $N_{ev}$, as a function of $T$. With these numbers at our disposal we may exploit the different dependence on $T$ of the various DPS and SPS contributions. For this purpose we consider the ratio $R_Z$ between the total number (DPS+SPS) of $Zjj$ events over

| $Zjj$ | DPS1 (pb) | DPS2 (pb) | SPS (pb) | Sum (pb) | $\sigma(Zjj)/\sigma(Z)$ | $f_{DPS1}$ | $f_{DPS2}$ |
|-------|-----------|-----------|----------|----------|-------------------------|------------|------------|
| $p_T^{h_1,h_2} > 20, 20$ GeV | 2971 | 7814 | 15,940 | 26,725 | 0.166 | 0.111 | 0.292 |
| $p_T^{h_1,h_2} > 25, 25$ GeV | 1270 | 3341 | 11,024 | 15,636 | 0.097 | 0.081 | 0.213 |
| $p_T^{h_1,h_2} > 30, 30$ GeV | 621 | 1632 | 8030 | 10,283 | 0.064 | 0.060 | 0.158 |

![Fig. 1](image-url) Left panel: various contributions to the $Zjj$ cross sections as a function of $B$. Right panel: expected number of events integrated in bins of $B$ for $\int L dt = 0.1 \text{pb}^{-1}$. Both plots are obtained with $p_T > 30$ GeV
those for Z production as a function of $T_A(B)$:

$$R_Z(T) = \frac{N_{Zjj}(T)}{N_Z(T)}.$$  \hfill (3)

In such a ratio, $N_Z(T)$ is linear in $T_A(B)$, as well as the SPS background and DPS1 mechanisms contributing to $N_{Zjj}$. Therefore, in the absence of the quadratic DPS2 contribution, the ratio would be a constant. Its deviation from such a behaviour will be just due to DPS2 contribution, which will determine the slope of its linear increase. The resulting distribution is presented in Fig. 2 for different values of jet transverse momenta cut off as a function of $T$ (left) and integrated in bins of $T$ (right). The rise of the slope is related to fast rise of the dijet cross sections entering the DPS2 estimation as the cuts on jet transverse momenta are decreased. By assuming that statistical error follow a Poissonian distribution, the projected error is calculated from the expected number of events. Our error estimate indicates that the departure from a constant behaviour can be appreciated in the already recorded 2016 data and that lowering the cut on jets transverse momenta increases the significance of the result.

4 Next to leading order results

The leading order analysis of the previous section is indeed useful to gauge the order of magnitude of the effects we are searching for. However precision phenomenology is nowadays achieved by performing, at least, a next-to-leading order analysis. All the cross sections relevant for the Zjj final state, both in SPS and DPS are known at parton level, at least, to such an accuracy. In this section we present the results of this improved analysis.

There is however a caveat which must be addressed at this point. As it is well known in the literature [43], dijet cross sections at next-to-leading order are not reliable when symmetric cut on jet transverse momenta are enforced, despite the observable being infrared safe. Let us stress that this is not the artifact of numerical simulations. The origin of this

---

**Table 2** Number of expected $Zjj$ and $Z$ events assuming $\int \mathcal{L}dt = 0.1$ pb$^{-1}$, integrated in bins of $T_A$ with $Z$ decaying into opposite sign electrons and muons. The Number of $Zjj$ is reported for three different symmetric cuts on jet transverse momenta. Cross sections are evaluated to leading order accuracy.

| $T_{min}$ | $T_{max}$ | $p_{T}^{j_1,2,j_2} > 20$ GeV | $p_{T}^{j_1,2,j_2} > 25$ GeV | $p_{T}^{j_1,2,j_2} > 30$ GeV |
|----------|----------|-----------------|-----------------|-----------------|
| 0.0      | 0.9      | 356             | 222             | 152             | 2657            |
| 0.9      | 1.7      | 1075            | 632             | 417             | 6605            |
| 1.7      | 2.1      | 1241            | 710             | 459             | 6872            |

---

**Fig. 2** The ratio of differential cross section $Zjj$ over $Z$ as a function of $T$ (left) and integrated in bins of $T$ (right) assuming two luminosity scenarios for different pt-cuts.
instability was first investigated and explained in Ref. [43]. In a symmetric (or nearly to symmetric) jet cuts configuration, the cross section is dominated by a nearly back-to-back kinematics and the phase space for the emission of a third, real, parton is greatly reduced. As a result the contribution coming from soft real radiation is not able to compensate for the large negative contribution of the soft-virtual terms which only populates the back-to-back topology. In order to recover the predictivity of the theory in such symmetric jet-cut configuration one has to perform an all order soft gluon resummation [44].

A more practical approach, which will be used here, is to use asymmetric cuts on jet transverse momenta, as originally proposed in Ref. [43]. We performed a series of NLO dijet simulations using NLOjet++ [45] and progressively increasing the imbalance on the jet \( p_T \)-cuts. We found that imbalances larger than 10 GeV allow us to obtain pretty reliable results, while smaller imbalances lead progressively to the exposure of the large and negative contribution of the soft-virtual term on the cross section in the lowest \( p_T \)-bin, as it was explained above. We therefore choose 10 GeV as our default imbalance in all simulations. The selection of cuts in the asymmetric configuration is chosen to be \( p_T^{j_1:j_2} > 30, 20 \) GeV, \( p_T^{j_1:j_2} > 35, 25 \) GeV and \( p_T^{j_1:j_2} > 40, 30 \) GeV where \( j_1 \) represents the leading jet and \( j_2 \) the subleading one. Jets, again, are clustered at parton level according to anti-\( k_t \) jet algorithm with jet radius \( R = 0.7 \).

As it will be apparent from the results presented below, these additional cuts severely reduce the number of dijet events contributing to the DPS signal and therefore a full analysis must be repeated.

The \( Z \) and SPS \( Zjj \) cross sections are both evaluated with MCFM 9.0 [37] at next to leading order accuracy by using NLO CTEQ6M [38] parton distributions supplemented with nuclear effects from Ref. [39]. The renormalization and factorization scales for all the relevant processes are fixed as in Sect. 3.

Let us briefly review the impact of NLO corrections to the various cross sections. The \( Z \) fiducial cross section is enhanced by a factor 1.3 with respect to the LO one. The dijet cross section is enhanced by a factor 1.6 whereas the SPS \( Zjj \) background is only augmented by 4%, in line with results of Ref. [46]. All the analysis is repeated also at leading order, in order to have an indication on the impact of NLO correction on the results.

In Table 3 we report the LO and NLO results for all the relevant cross sections within different jet cut configurations. In Table 4 we present the NLO results for the expected number of events by assuming \( \int \mathcal{L} dt = 0.1 \) pb\(^{-1} \), integrated in bins of \( T_A \). In Fig. 3 we present the ratio of the \( Zjj \) cross section over \( Z \) as a function of \( T \) at leading and next-to-leading order accuracy for different cuts on jet transverse momenta. Finally, in Fig. 4 we present, for two luminosity

### Table 3 Predictions for \( Zjj \) DPS and SPS cross sections in \( pA \) collisions in fiducial phase space, for asymmetric cuts on jets transverse momenta evaluated at leading (upper) and next to leading accuracy (bottom)

| LO Zjj | DPS1 (pb) | DPS2 (pb) | SPS (pb) | Sum (pb) | \( \sigma(Zjj)/\sigma(Z) \) | \( f_{DPS1} \) | \( f_{DPS2} \) |
|--------|-----------|-----------|---------|---------|----------------|-----------|-----------|
| \( p_T^{j_1:j_2} > 30, 20 \) GeV | 621 | 1632 | 14,135 | 16,388 | 0.101 | 0.038 | 0.099 |
| \( p_T^{j_1:j_2} > 35, 25 \) GeV | 336 | 885 | 10,001 | 11,223 | 0.069 | 0.030 | 0.079 |
| \( p_T^{j_1:j_2} > 40, 30 \) GeV | 195 | 515 | 7394 | 8105 | 0.050 | 0.024 | 0.064 |

| NLO Zjj | DPS1 (pb) | DPS2 (pb) | SPS (pb) | Sum (pb) | \( \sigma(Zjj)/\sigma(Z) \) | \( f_{DPS1} \) | \( f_{DPS2} \) |
|--------|-----------|-----------|---------|---------|----------------|-----------|-----------|
| \( p_T^{j_1:j_2} > 30, 20 \) GeV | 1286 | 3382 | 14,754 | 19,423 | 0.094 | 0.066 | 0.174 |
| \( p_T^{j_1:j_2} > 35, 25 \) GeV | 684 | 1800 | 10,575 | 13,059 | 0.063 | 0.052 | 0.138 |
| \( p_T^{j_1:j_2} > 40, 30 \) GeV | 385 | 1013 | 7714 | 9112 | 0.044 | 0.042 | 0.111 |

### Table 4 Number of expected \( Zjj \) and \( Z \) events assuming \( \int \mathcal{L} dt = 0.1 \) pb\(^{-1} \), integrated in bins of \( T_A \) with \( Z \) decaying into opposite sign electrons and muons. The Number of \( Zjj \) events is reported for three different cuts of jet transverse momenta. Cross sections are evaluated to next to leading order accuracy

| NLO \( T_{min} \) \( T_{max} \) | \( p_T^{j_1:j_2} > 30, 20 \) GeV | \( p_T^{j_1:j_2} > 35, 25 \) GeV | \( p_T^{j_1:j_2} > 40, 30 \) GeV | \( N^2_{c\mu} \) |
|---------|-----------------|-----------------|-----------------|---------|
| 0.00 | 1.60 | 910 | 618 | 435 | 10,198 |
| 1.60 | 2.10 | 1032 | 687 | 476 | 10,471 |
Fig. 3 The ratio of $Zjj$ differential cross section over $Z$ as a function of $T$ evaluated to LO (left) and NLO accuracy (right). The ratio is evaluated for three asymmetric pt-cuts configurations.

Fig. 4 The ratio $R_Z$ in bins of $T$ evaluated to LO (left) and NLO (right) accuracy. The outer (inner) band stems for projected statistical error with $\int \mathcal{L} dt = 0.1(1)$ pb$^{-1}$. The ratio is evaluated for three asymmetric pt-cuts configurations.

scenarios ($\int \mathcal{L} dt = 0.1$, 1 pb$^{-1}$), the ratio $R_Z$ evaluated at LO and NLO.

The comparison of these plots allows to estimate the impact of NLO corrections. The value of the ratio is slightly reduced by moving from LO to NLO, an effect related to increased $Z$ cross section appearing in the denominator, given that the dominant SPS $Zjj$ contribution is only slightly augmented at NLO. On the other hand the slope of the distributions is steeper at NLO since the dijet cross sections has a large K-factor, enhancing its contribution over its LO estimates. Therefore NLO corrections act in making more evident the non constant behaviour of the $R_Z$ ratio. In addition one may notice that also the statistical error associated with the predictions is slightly reduced from going LO to NLO (for the same cuts), given the larger number of inclusive $Z$ events at NLO. For asymmetric cuts configuration, as expected, the statistics is worse than in the symmetric set up, but still a non constant behaviour as a function of $T(B)$ can be observed with the lowest $p_T$-cut threshold. Future $pA$ runs accumulating more than 1 pb$^{-1}$ will allow to observe a
non-constant behaviour in all cut configurations. Note that, due to the significant decrease of statistics, we were forced to present the results for two bins and not for three as for the symmetric-cuts LO case.

Finally we make a comment on the symmetric cuts configuration at NLO. If we assume that NLO corrections in that case follows the pattern of the asymmetric case, one may expect a steeper slope of the ratio $R_Z$ even in those configurations, therefore giving an enhanced sensitivity to the DPS2 signal, on top of the larger statistics attainable with the symmetric cut configuration.

5 Conclusions

We have calculated cross sections for $Zjj$ final state in $pA$ collisions at the LHC with the aim of studying the so called DPS2 contribution to the cross section. We have shown that for symmetric cuts the separation of DPS2 contribution can be made already with data recorded in 2016 in dedicated $pA$ runs and will definitely improve for future runs at the LHC.

In addition we made the first step in the study of the NLO contributions. In this case we had to choose asymmetric cuts configuration in order to deal with well known instabilities of NLO dijet cross sections. To NLO accuracy the sensitivity to the DPS2 contribution is increased due to the large K-factor of dijet cross sections in going from LO to NLO. However the use of asymmetric cuts has the obvious disadvantage of reducing statistics and the significance of the results. In order to recover the statistics granted by symmetric cuts configuration, and to perform the NLO analysis for the symmetric cuts, one would need more refined dijet predictions, i.e. including soft gluon resummation, whose inclusion is, however, beyond the scope of the current paper. Despite this observation, within the different sets of cuts and at next-to-leading order accuracy, the DPS2 contribution has large enough cross sections to allow its determination already with data recorded in 2016 in dedicated $pA$ runs if the jet cut are retained as low as possible and it could be definitely observed for future runs at the LHC with higher integrated luminosity.
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