AN APPLICATION OF THE SUPREMUM COSINE ANGLE BETWEEN MULTIPLICATION INVARIANT SPACES IN $L^2(X; \mathcal{H})$
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Abstract. In this article, we describe the supremum cosine angle between two multiplication invariant (MI) spaces and its connection with the closedness of the sum of those spaces. The results obtained for MI spaces are preserved by the corresponding fiber spaces almost everywhere. Employing the Zak transform, we obtain the results for translation invariant spaces on locally compact groups by action of its closed abelian subgroup. Additionally, we provide the application of our results to sampling theory.

1. Introduction

Let $E$ and $F$ be two closed subspaces of a separable Hilbert space $\mathcal{H}$, then the supremum cosine angle between $E$ and $F$ is defined by

$$\suppan(E, F) := \sup \left\{ \frac{|P_F u|}{\|u\|} : u \in E \setminus \{0\} \right\} = \|P_F|_E\|,$$

where $P_F$ is the orthogonal projection of $\mathcal{H}$ onto $F$ and $P_F|_E$ is its restriction on $E$. It is clear from the definition that $\suppan(E, F) = 0$ if either $E = \{0\}$ or $F = \{0\}$. In general, $\suppan(E, F) = \suppan(F, E)$. The supremum cosine angle has applications in sampling theory and can be derived from the spectral coherence function used for sampling of non-ideal acquisition devices [17]. The supremum cosine angle is connected to the closedness of the sum of two closed subspaces of a Hilbert space [11, 12, 13, 15, 18]. In [11], Kim et al. find out the conditions under which the sum of two singly generated shift-invariant subspaces of $L^2(\mathbb{R}^d)$ is closed. Later Kim et al. [14] generalized the result for shift invariant subspaces of $L^2(\mathbb{R}^d)$ with multi generators. The shift invariant space has been widely used in sampling, wavelets, harmonic analysis, approximation theory, and signal processing.

Our goal is to find the supremum cosine angle between multiplication invariant (MI) spaces using range functions and study the conditions under which the two MI spaces will be closed. The MI spaces were first introduced by M. Bownik and K. Ross [3]. The study of such spaces is associated with the study of the Bessel system generated by multiplications in $\mathcal{H}$-valued Bochner space $L^2(X; \mathcal{H})$. The idea is to generalize the modulation invariant subspaces of LCA groups and the same is done by introducing the concept of Parseval determining set in $L^1(X)$, which is the generalization of characters on an LCA group. The main advantage is that the results developed for the supremum cosine angle between MI spaces will be utilized to find the supremum cosine angle between translation invariant subspaces of locally compact groups using Zak transform which converts the translation into multiplications [10]. This setup covers all the classical ones like shift-invariant systems of $L^2(\mathbb{R}^d)$. The main reason to choose the MI spaces is that not only we can develop similar results for shift invariant spaces but also for translation invariant spaces where the translations are taken over a non-discrete subgroup of LCA group using the Zak transformation. In this regard, it generalizes the classical results related to the closedness of two $\Gamma$-translation invariant subspaces in the context of a locally compact group $G$ (need not be abelian), having $\Gamma$ as a closed abelian subgroup. One of the benefits of Zak transform for the pair $(G, \Gamma)$ is that the various inaccessible examples pairs like $(\mathbb{R}^n, \mathbb{R}^m), (\mathbb{R}^n, \mathbb{Z}^m), (\mathbb{Q}_p, \mathbb{Z}_p), (G, \Gamma)$, etc., can be accessed through it where $n \geq m$, $\Gamma$ (not necessarily co-compact, i.e., $G/\Gamma$-compact, or uniform lattice) is a closed subgroup of the second countable locally compact abelian (LCA) group $G$, and $\mathbb{Z}_p$ is the $p$-adic integer in the $p$-adic number $\mathbb{Q}_p$. In case of $\Gamma$ co-compact, we have a similar characterization using fiberization. First, we characterize the supremum cosine angle using Gramian and
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dual Gramian operator (Theorem 2.1). The Gramian and the dual Gramian analysis is more appropriate for the analysis of a Riesz basis and frame respectively. The Gramian analysis is more helpful for the case of finitely many generators as then the MI spaces can be characterized nicely using a finite matrix instead of an infinite matrix for the case of infinitely many generators.

Next, we connect our results pointwise using range functions (Theorem 2.2 and 2.3). The range functions are generally employed for the analysis of the local behavior of the MI spaces started by Helson [9]. For the setting of MI spaces, the global and local behavior of a frame agrees well with each other. Bownik et.al. in paper [3] proved that the system generated by multiplications is a frame (Bessel) if and only if the corresponding local system is a frame (Bessel) almost everywhere. The MI operators has a one-to-one correspondence with range operators acting locally over fibers indexed by \( x \in X \). Furthermore, many properties such as unitary equivalence of the MI systems, dual frame, and orthogonality for a pair of frames are also preserved. The reader can refer to [5] [10] for more details on range functions.

The organization of the paper is as follows: In Section 2 we briefly discuss the preliminaries used in this paper. In Section 3 we measure the supremum cosine angle between two MI spaces. Further, we obtain a necessary and sufficient condition for the sum of two MI spaces to become closed. In Section 4 we establish properties such as unitary equivalence of the MI systems, dual frame, and orthogonality for a pair of frames respectively. The Gramian analysis is more helpful for the case of finitely many generators as then the MI spaces can be characterized nicely using a finite matrix instead of an infinite matrix for the case of infinitely many generators.

2. Multiplication invariant spaces and range functions

Throughout the paper, we fix some notations that are used throughout this paper. We denote \((X, \mu_X)\) to be a \(\sigma\)-finite and complete measure space such that \(L^2(X)\) is separable and \(H\) is a separable Hilbert space. We briefly discuss the supremum cosine angle for multiplication invariant spaces in \(L^2(X; H)\), where

\[
L^2(X; H) = \left\{ \varphi : X \rightarrow H \text{ measurable such that } \int_X \|\varphi(x)\|^2 \, d\mu_X(x) < \infty \right\}.
\]

Now we define the multiplication operator on \(L^2(X; H)\).

**Definition 2.1.** For \(\phi \in L^\infty(X)\), the operator \(M_\phi\) on \(L^2(X; H)\) is defined by

\[
(M_\phi f)(x) = \phi(x)f(x), \text{ a.e. } x \in X, \quad f \in L^2(X; H),
\]

is known as multiplication operator.

The operator \(M_\phi\) is a bounded linear operator on \(L^2(X; H)\) satisfying \(\|M_\phi\| = \|\phi\|_{L^\infty}\) provided \(X\) is a \(\sigma\)-finite measure space. If \(X\) is not a \(\sigma\)-finite measure space, then \(\|M_\phi\|\) need not be same as \(\|\phi\|_{L^\infty}\) [7] Theorem 1.5]. We define Parseval determining set for \(L^1(X)\), introduced by Iversion [10] which is a measure-theoretic abstraction of characters for a locally compact abelian group.

**Definition 2.2.** Let \((\mathcal{M}, \mu_M)\) be a \(\sigma\)-finite measure space. A set \(\mathcal{D} = \{g_s \in L^\infty(X) : s \in \mathcal{M}\}\) is said to be Parseval determining set for \(L^1(X)\) if for each \(f \in L^1(X)\), \(s \mapsto \int_X f(x)g_s(x) \, d\mu_X(x)\) is measurable on \(\mathcal{M}\) and

\[
\int_{\mathcal{M}} \left( \int_X f(x)g_s(x) \, d\mu_X(x) \right)^2 \, d\mu_M(s) = \int_X |f(x)|^2 \, d\mu_X(x).
\]

Further, we define multiplication invariant space on \(L^2(X; H)\) associated with a Parseval determining set.

**Definition 2.3.** Let \(V\) be a closed subspace of \(L^2(X; H)\) and \(\mathcal{D}\) be a Parseval determining set for \(L^1(X)\). We say \(V\) is a multiplication invariant (MI) space corresponding to \(\mathcal{D}\) if \(M_\phi f \in V\), for all \(\phi \in \mathcal{D}\) and \(f \in V\).

**Definition 2.4.** Given a family \(A \subset L^2(X; H)\) and a Parseval determining set \(\mathcal{D} \subset L^\infty(X)\) for \(L^1(X)\), we define multiplication generated (MG) system \(\mathcal{E}_\mathcal{D}(A)\) and its associated MI space \(\mathcal{S}_\mathcal{D}(A)\) as follows:

\[
\mathcal{E}_\mathcal{D}(A) := \{ M_\phi \varphi : \phi \in \mathcal{D}, \varphi \in A \}\quad \text{and} \quad \mathcal{S}_\mathcal{D}(A) := \overline{\text{span}} \mathcal{E}_\mathcal{D}(A),
\]

respectively. The system \(\mathcal{E}_\mathcal{D}(A)\) is

(i) complete, if \(\overline{\text{span}} \mathcal{E}_\mathcal{D}(A) = L^2(X; H)\);
(ii) a Bessel MG-system, if there exists $M > 0$ such that
\[ \sum_{\phi \in A} \int_X |f(x), M_\phi \varphi(x)|^2 d\mu(x) \leq M \|f\|^2 \quad \text{for all } f \in \mathcal{H}; \]

(iii) a frame for $\mathcal{S}_D(A)$, if there exists constants $m, M > 0$
\[ m\|f\|^2 \leq \sum_{\phi \in A} \int_X |f(x), M_\phi \varphi(x)|^2 d\mu(x) \leq M \|f\|^2 \quad \text{for all } f \in \mathcal{S}_D(A). \]

For the characterization of MI spaces, the range function plays a crucial role. The history of the range function started from the work of Helson \cite{9} and then widely been used for the characterization of translation invariant spaces and multiplication invariant spaces \cite{3 10 5}. A range function on $X$ is a mapping $J : X \to \{\text{closed subspaces of } \mathcal{H}\}$. Further, we say $J$ is measurable if for any $u, v \in \mathcal{H}$ the mapping $x \mapsto \langle P_j(x)u, v \rangle$ is measurable on $X$, where for $x \in X$, the orthogonal projection $P_j(x) : \mathcal{H} \to \mathcal{H}$ projects onto $J(x)$. We can associate a closed subspace $V_J$ with every projection-valued map $J$ as follows:
\[ V_J := \{\varphi \in L^2(X; \mathcal{H}) : \varphi(x) \in J(x) \text{ for a.e. } x \in X\}. \]

It is clear that $V_J$ is an MI space. The following characterization of MI spaces in terms of range functions suggests that every MI space has the form given in (2.2).

**Theorem 2.5.** \cite{5} The following statements are equivalent for a closed subspace $V \subset L^2(X; \mathcal{H})$ and Parseval determining set $D$:

(i) The space $V$ is MI.

(ii) There exists a measurable range function $J$ such that $V_J = V$.

(iii) $M_\phi V \subset V$ for every $\phi \in D$.

Furthermore, if $V$ is an MI space generated by an countable collection $A = \{\psi_i\}_{i \in \mathbb{N}}$, i.e., $V = \overline{\text{span}}\{M_\phi \psi_i : \phi \in D, i \in \mathbb{N}\}$, then the corresponding range function $J := J_A$ is given by
\[ J_A(x) = \overline{\text{span}}\{\psi_i(x) : i \in \mathbb{N}\} \quad \text{for a.e. } x \in X. \]

For a countable family of functions $A = \{\psi_i : i \in I\} \subset L^2(X; \mathcal{H})$, let the multiplication generated system $\mathcal{E}_D(A)$ be Bessel. Then for a.e. $x \in X$, the system $\{\psi_i(x) : i \in I\}$ is Bessel \cite{5} Theorem 5.5. The analysis operator $T_A(x) : J_A(x) \to \ell^2(I)$ of $\{\psi_i(x) : i \in I\}$ is given by
\[ T_A(x)(h) = \langle h, \psi_i(x) \rangle_{i \in I} \quad \text{for every } h \in J_A(x). \]

The synthesis operator of $\{\psi_i(x) : i \in I\}$ is the adjoint of analysis operator $T_A(x)$ and is given by
\[ T_A^*(x) : \ell^2(I) \to J_A(x), \quad T_A^*(x)(c) = \sum_{i \in I} c_i \psi_i(x) \]
for $c = \{c_i\}_{i \in I}$ having finitely many non-zero terms. The operator $G_A(x) := T_A(x)T_A^*(x)$ on $\ell^2(I)$ is the Gramian of $\{\psi_i(x) : i \in I\}$. Let $A' = \{\varphi_i : i \in I\} \subset L^2(X; \mathcal{H})$ be another countable collection such that $\mathcal{E}_D(A')$ is also Bessel, then the operator $G_{A,A'}(x) := T_A(x)T_{A'}^*(x)$ is the mixed Gramian of $\{\psi_i(x) : i \in I\}$ and $\{\varphi_i(x) : i \in I\}$ \cite{6}. The matrix representations of Gramian and mixed Gramian operator corresponding to the collections $A = \{\psi_i : i \in I\}$ and $A' = \{\varphi_i : i \in I\}$, is
\[ G_A(x) = [\langle \psi_j(x), \psi_i(x) \rangle]_{i,j \in I} \quad \text{and} \quad G_{A,A'}(x) = [\langle \psi_j(x), \varphi_i(x) \rangle]_{i,j \in I}. \]

### 3. Supremum Cosine Angles for MI Spaces

In this section, we will measure the supremum cosine angle between two MI spaces in terms of their Gramian. Also, we find a necessary and sufficient condition for the closedness of the sum of two multiplication invariant spaces employing the supremum cosine angle. The characterization of the closedness of the sum of two subspaces of a separable Hilbert space in terms of the supremum cosine angle was first studied by Tang et. al. \cite{13}. Due to the applications in wavelets and multi resolution analysis, the problem was shifted to singly generated shift invariant spaces by Kim at. al. \cite{14}. The similar characterization for MI spaces and the case of shift invariant spaces or more generally translation invariant spaces can easily be deduced out of it using Zak transform \cite{5}.1.
The following result Theorem 3.1, which is our first main result, describes the supremum cosine angle between two multiplication invariant spaces in terms of Gramians of corresponding generating sets which an abstract version of [14] Lemma 3.6.

**Theorem 3.1.** Let \( A = \{ \varphi_i : i \in I \} \) and \( A' = \{ \psi_i : i \in I \} \) be two countable collections of functions in \( L^2(X; \mathcal{H}) \). Define \( \sigma(S_D(A)) := \{ x \in X : J_A(x) \neq 0 \} \) and \( \Omega := \sigma(S_D(A)) \cap \sigma(S_D(A')) \). Then the supremum cosine angle between \( S_D(A) \) and \( S_D(A') \) is given by

\[
\mathcal{G}(S_D(A), S_D(A')) = \text{ess-sup} \{ \mathcal{G}(J_A(x), J_{A'}(x)) \}.
\]

In addition, if the multiplication generated systems \( E_D(A) \) and \( E_D(A') \) are frames for \( S_D(A) \) and \( S_D(A') \), respectively, then

\[
\mathcal{G}(S_D(A), S_D(A')) = \text{ess-sup} \left\| (G_{A'}(x)^\dagger \overline{G}_{A,A'}(x)(G_A(x)^\dagger)^\dagger \right\|,
\]

where \( \dagger \) denotes the pseudo inverse.

Our second main result Theorem 3.2 provides the condition under which the sum of two MI spaces will be closed in terms of supremum cosine angle. In addition to that, we have shown that the similar condition is being preserved by the corresponding fiber spaces almost everywhere. The result depicts that the sum of two MI spaces will be closed if and only if the supremum cosine angles between the corresponding fiber spaces less than 1, almost everywhere. This result is an abstract version of [14] Lemma 3.6 for MI spaces.

**Theorem 3.2.** In addition to the standing assumptions as in Theorem 3.1 let

\[
\Omega' := \Omega \setminus \sigma(S_D(A) \cap S_D(A'))
\]

Then the following are equivalent:

1. \( S_D(A)|_{\Omega'} + S_D(A')|_{\Omega'} \) is closed.
2. \( \mathcal{G}(S_D(A)|_{\Omega'}, S_D(A')|_{\Omega'}) < 1 \).
3. \( J_A(x) + J_{A'}(x) \) is closed for a.e. \( x \in \Omega' \).
4. \( \mathcal{G}(J_A(x), J_{A'}(x)) < 1 \) for a.e. \( x \in \Omega' \).

Before proving the above results, we first deduce a couple of propositions. The following Proposition 3.3 is an abstract version of [2] Lemmas 3.3 and 3.4.

**Proposition 3.3.** Let \( A = \{ \varphi_i : i \in I \} \) and \( A' = \{ \psi_i : i \in I \} \) be two countable collections of functions in \( L^2(X; \mathcal{H}) \). For the MI spaces \( S_D(A) \) and \( S_D(A') \) in \( L^2(X; \mathcal{H}) \), the following hold true:

1. If \( S_D(A) \cap S_D(A') = \{ 0 \} \), then \( J_A(x) \cap J_{A'}(x) = \{ 0 \} \) for a.e. \( x \in X \).
2. \( \sigma(S_D(A) \cap S_D(A')) = \{ x \in X : J_A(x) \cap J_{A'}(x) = \{ 0 \} \} \subseteq \sigma(S_D(A)) \cap \sigma(S_D(A')) \).

**Proof.** (i) On the contrary, let us assume \( J_A(x) \cap J_{A'}(x) \neq \{ 0 \} \) for a.e. \( x \in X \), then there exists a measurable set \( \Delta \subset X \) such that \( \mu_X(\Delta) > 0 \) and for all \( x \in \Delta \), \( J_A(x) \cap J_{A'}(x) \neq \{ 0 \} \). Let \( \{ d_1, d_2, \ldots, d_n, \ldots \} \) be a countable dense subset of \( \mathcal{H} \) and \( U(x) = J_A(x) \cap J_{A'}(x) \). Since \( U(x) \neq \{ 0 \} \) on \( \Delta \), then for each \( x \in \Delta \), there exists \( d_n \) such that \( P_{U(x)}d_n \neq 0 \). Let \( \delta(x) \) be the least positive integer for which \( P_{U(x)}d_n \neq 0 \). Consider the set \( \Delta_n = \{ x \in \Delta : \delta(x) = n \} \), then it is clear that \( \Delta = \bigoplus_{n \in \mathbb{N}} \Delta_n \). Since \( \mu_X(\Delta) > 0 \), there exists \( N \in \mathbb{N} \) such that \( \Delta_N \) has positive measure. Define a function \( f \in L^2(X; \mathcal{H}) \) such that:

\[
f(x) = \begin{cases} P_{U(x)}d_n, & \text{when } x \in \Delta_N, \\ 0, & \text{otherwise.} \end{cases}
\]

Then using [3] Theorem 3.8, \( 0 \neq f \in S_D(A) \cap S_D(A') \), a contradiction.

(ii) We prove that \( \sigma(S_D(A) \cap S_D(A')) = \{ x \in X : J_A(x) \cap J_{A'}(x) \neq \{ 0 \} \} \) as the later containment of sets is quite obvious. Let \( \mathcal{E} := S_D(A) \cap S_D(A'), \mathcal{E}' := S_D(A) \ominus S_D(A') \) and \( \mathcal{E}' := S_D(A') \ominus S_D(A) \), then \( \mathcal{E}, \mathcal{E}' \) are multiplication invariant spaces, and \( S_D(A) = \mathcal{E} \oplus \mathcal{E}' \) and \( S_D(A') = \mathcal{E}' \oplus \mathcal{E} \). Moreover, \( J_A(x) = E'(x) \oplus \mathcal{E}'(x) \) and \( J_{A'}(x) = E'(x) \oplus \mathcal{E}(x) \), by the pointwise projection property of D-multiplication spaces. Now if \( x \in \sigma(S_D(A) \cap S_D(A')) = \sigma(\mathcal{E}) \), then \( \{ 0 \} \neq \mathcal{E}(x) \subseteq J_A(x) \cap J_{A'}(x) \).

Conversely, let \( x \in X \) is such that \( J_A(x) \cap J_{A'}(x) \neq \{ 0 \} \). Then, there exists \( h \neq 0 \in J_A(x) \cap J_{A'}(x) \). Also there exists \( h_1 \in E'(x), h_2 \in E'(x) \) and \( w_1, w_2 \in \mathcal{E}'(x) \) such that \( h = h_1 + w_1 = h_2 + w_2 \). Since \( h_1 - h_2 \in \mathcal{E}'(x) \) and \( w_1 - w_2 \in \mathcal{E}'(x) \), implies \( h_1 = h_2 \) and \( w_1 = w_2 \). Therefore, \( h = h_1 + w_1 \) with \( h_1 \in E'(x) \cap F'(x) \). Also it
is clear that, \( E' \cap F' = \{0\} \) which further by Proposition 3.3 implies \( E'(x) \cap F'(x) = \{0\} \). Hence, \( h_1 = 0 \) and 

\( 0 \neq h \in W(x) = (S_D(A) \cap S_D(A'))(x) \). 

The next proposition proves that the restriction of a multiplication invariant space to a measurable subset is again multiplication invariant. The following result is an abstract version of [13, Lemma 2.5].

**Proposition 3.4.** For a countable collection of functions \( A \) in \( L^2(X; \mathcal{H}) \), consider the MI space \( S_D(A) \) and its restriction to a measurable subset \( \Lambda \) of \( X \) defined by,

\[
S_D(A)|\Lambda := \{ f \in S_D(A) : f(x) = 0 \text{ a.e. on } X \backslash \Lambda \}.
\]

Then \( S_D(A)|\Lambda \) is also an MI space.

**Proof.** Let \( \{u_n\}_{n \in \mathbb{N}} \) be a sequence in \( S_D(A)|\Lambda \) such that \( u_n \longrightarrow u \) in \( L^2(X; \mathcal{H}) \) as \( n \longrightarrow \infty \) for some \( u \in L^2(X; \mathcal{H}) \). Since \( S_D(A) \) is closed and \( S_D(A)|\Lambda \subseteq S_D(A) \), we have \( u \in S_D(A) \). Also note that, \( \text{supp}(u_n) = \Lambda \) implies \( \text{supp} \ (u) = \Lambda \). Hence, \( u \in S_D(A)|\Lambda \). Therefore \( S_D(A)|\Lambda \) is closed and an MI space. 

We are now ready to prove our main results Theorems 3.1 and 3.2.

**Proof of Theorem 3.1.** Let \( \{d_n : n \in \mathbb{N}\} \) be an orthonormal basis of \( L^2(X; \mathcal{H}) \). For each \( n \in \mathbb{N} \), define a function \( s_n : X \rightarrow \mathbb{R}, x \mapsto s_n(x) := \langle P_{J_A(x)}(x), d_n \rangle \). By definition of range function, the sequence \( s_n \) is measurable. Denote \( s := \sup_{n \in \mathbb{N}} s_n \) defined by, \( x \mapsto \Theta(J_A(x), J_{A'}(x)) = \sup_{n \in \mathbb{N}} \langle P_{J_A(x)}(x), J_{A'}(x), d_n \rangle = \|P_{J_A(x)}(x)\| \). Then the map \( s \) is weakly measurable, where the last equality holds because projection maps are self adjoint. Let \( c = \Theta(S_D(A), S_D(A')) = \|P_{S_D(A)}(x)\|_{S_D(A)} \) and \( \tilde{c} = \text{ess-sup}_{x \in \Omega} \Theta(J_A(x), J_{A'}(x)) \). For \( u \in S_D(A) \), we have \( \|P_{J_A(x)}(x)u(x)\| \leq \Theta(J_A(x), J_{A'}(x))\|u(x)\| \), for a.e. \( x \in X \) and hence

\[
\|P_{S_D(A)'}(x)u(x)\|^2 = \int_X \|P_{S_D(A)'}(x)u(x)\|^2 \ d\mu(x) = \int_X \|P_{J_A(x)}(x)u(x)\|^2 \ d\mu(x) = \int_\Omega \|P_{J_A(x)}(x)u(x)\|^2 \ d\mu(x)
\]

\[
\leq \tilde{c}^2 \int_X \|u(x)\|^2 \ d\mu(x) \leq \tilde{c}^2 \|u\|^2,
\]

by observing \( P_{S_D(A)'}(x)u(x) = P_{J_A(x)}(x)u(x) \) given in [3] Proposition 2.2. Taking the supremum over all \( u \in S_D(A) \) we have \( c \leq \tilde{c} \).

By choosing \( c < \tilde{c} \), there exist \( \epsilon > 0 \) and a measurable subset \( \Delta \subseteq \Omega \), with \( \mu_X(\Delta) > 0 \) such that \( u + \epsilon < \Theta(J_A(x), J_{A'}(x)) \) for a.e. \( x \in X \). Construct \( \Delta_i = \{ x \in S_D(A) : 0 < (c + \epsilon) \|P_{J_A(x)}(x)d_i\| \leq \|P_{J_A(x)}(x)d_i\| \} \).

Then \( X = \bigcup_{i=1}^{|\Delta|} \Delta_i \). Hence there exists \( i_0 \) such that \( \mu_X(\Delta_{i_0}) > 0 \). Define a function \( h \) by

\[
h(x) = \begin{cases} P_{J_A(x)}(x)d_i, & \text{if } x \in \Delta_{i_0}, \\ 0, & \text{otherwise}. \end{cases}
\]

Then, \( h \in S_D(A) \) and hence the following calculation

\[
\|P_{S_D(A)'}(x)h(x)\|^2 = \int_\Omega \|P_{J_A(x)}(x)h(x)\|^2 \ d\mu_X(x) = \int_{\Delta_{i_0}} \|P_{J_A(x)}(x)P_{J_A(x)}(x)d_i\|^2 \ d\mu_X(x)
\]

\[
\geq (c + \epsilon)^2 \int_{\Delta_{i_0}} \|P_{J_A(x)}(x)d_i\|^2 \ d\mu_X(x) = (c + \epsilon)^2 \int_{\Delta_{i_0}} \|h(x)\|^2 \ d\mu_X(x) = (c + \epsilon)^2 \|h\|^2 > 0,
\]

implies that \( c = \Theta(S_D(A), S_D(A')) \geq \frac{|P_{S_D(A)'}(x)h(x)|}{|h|} \geq c + \epsilon \), a contradiction. So \( c \geq \tilde{c} \). Hence \( c = \tilde{c} \).

For the remaining part, first observe that the fibers \( \{ \varphi_i(x) : i \in I \} \) and \( \{ \psi_i(x) : i \in I \} \) are frames for \( J_A(x) \) and \( J_{A'}(x) \) for a.e. \( x \in X \), since \( E_D(A) \) and \( \mathcal{E}_D(A') \) are frames for \( S_D(A) \) and \( S_D(A') \) by [10, Theorem 2.10]. The hypothesis imply that \( T_A(x), T_{A'}(x), T_{A}^*(x), T_{A'}^*(x), G_A(x), G_{A'}(x) \) have closed range and their pseudo inverses exist. Now, the result follows using [13, Theorem 2.11]. 

Next, we provide a proof of Theorem 3.2 by observing that for two closed subspaces \( E \) and \( F \) of \( \mathcal{H} \), the sum \( E + F \) is closed and \( E \cap F = \{0\} \) if and only if \( \Theta(E, F) < 1 \) [13, Theorem 2.9].

**Proof of Theorem 3.2.** (i) \( \Leftrightarrow \) (ii) By Proposition 3.4 \( S_D(A)|_{\mathcal{V}} \) and \( S_D(A')|_{\mathcal{V}} \) are multiplication-invariant spaces. Now applying Proposition 3.3 \( \sigma(S_D(A)|_{\mathcal{V}} \cap S_D(A')|_{\mathcal{V}}) = \phi \) therefore \( S_D(A)|_{\mathcal{V}} \cap S_D(A')|_{\mathcal{V}} = \{0\} \).
Applying [18, Theorem 2.9], (i) and (ii) are equivalent. The statements (iii) and (iv) are also equivalent by following the same arguments since for a.e. \( x \in \Omega \), \( J_A(x) \cap J_{A'}(x) = \{0\} \).

The statements (ii) and (iv) are equivalent by noting \( \mathcal{E}(S_D(\mathcal{A})|_{\Omega'}, S_D(\mathcal{A}')|_{\Omega'}) = \text{ess-sup}_{x \in \Omega'} \{ \mathcal{E}(J_A(x), J_{A'}(x)) \} \) using Theorem [5, 1] and \( \mathcal{E}(S_D(\mathcal{A})|_{\Omega'}, S_D(\mathcal{A}')|_{\Omega'}) < 1 \) if and only if \( \mathcal{E}(J_A(x), J_{A'}(x)) < 1 \) for a.e. \( x \in \Omega' \). \( \square \)

In the next section, we will provide an application of the supremum cosine angle for the sampling problem.

4. Application to the Sampling Theory

In this section, we discuss the application part of the of supremum cosine angle. In sampling theory, it is desirable for the sampling operator to be one-to-one for the unique representation of a function. We find out the conditions under which the sampling operator defined for a Bessel MG system is one-to-one. We also connect our result with the injectivity of the pointwise sampling operator defined on each fiber space. The results obtained in this section are an abstract version of results already obtained for closed subspaces of a separable Hilbert space or more generally shift invariant spaces [2, 10]. We begin with some definitions.

**Definition 4.1.** Let \( (\mathcal{M}, \mu_{\mathcal{M}}) \) be a \( \sigma \)-finite measure space and \( \mathcal{A} = \{ \psi_i \}_{i \in I} \subset L^2(X; \mathcal{H}) \) be a set of generators such that the MG system \( \mathcal{E}_D(\mathcal{A}) \) is Bessel. Then the sampling operator associated with the system \( \mathcal{E}_D(\mathcal{A}) \) is defined by

\[
T : L^2(X; \mathcal{H}) \to L^2(\mathcal{M} \times I), \quad T f := \{ \langle f, M_{g_i} \psi_i \rangle \}_{i \in I, \psi_i}.
\]

With every sampling operator \( T \), we can associate pointwise sampling operator \( \bar{T}(x) \) of Bessel family \( \{ \psi_i(x) \}_{i \in I} \) defined on the fibre space \( J_A(x) \) for a.e. \( x \in X \) and is given by

\[
\bar{T}(x) : J_A(x) \to \ell^2(I), \quad \bar{T}(x)(\gamma) = \langle \gamma, \psi_i(x) \rangle_{i \in I}.
\]

The sampling operator \( T \) associated with the Bessel system \( \mathcal{E}_D(\mathcal{A}) \) is the analysis operator \( T_A \) of the Bessel system \( \mathcal{E}_D(\mathcal{A}) \). The requirement is to obtain conditions for the sampling operator to be one-to-one to uniquely obtain a signal from its samples. The following result is an abstract version of [2, Proposition 5.11] for the setting of MI spaces. Additionally, it provides the equivalent conditions for the sampling operator \( T \) to be one-to-one in terms of injectivity of the pointwise sampling operators \( \bar{T}(x) \) for a.e. \( x \in X \).

**Proposition 4.2.** Let \( A = \{ \psi_i \}_{i \in I} \subset L^2(X; \mathcal{H}) \) be a countable family of functions and \( D \) be a Parseval determining set such that \( \mathcal{E}_D(\mathcal{A}) \) is Bessel in \( L^2(X; \mathcal{H}) \) and \( T \) be the associated sampling operator. Then for a finite set \( \mathcal{A}' = \{ \phi_1, \phi_2, ..., \phi_r \} \subset L^2(X; \mathcal{H}) \), the following are equivalent:

(i) The sampling operator \( T \) is one-to-one on \( S_D(\mathcal{A}') \).
(ii) \( \mathcal{E}_D(\mathcal{A}) \) is complete in \( S_D(\mathcal{A}') \) i.e. \( S_D(\mathcal{A}') = \text{span} \mathcal{E}_D(\mathcal{A}) \).
(iii) \( \bar{T}(x) \) is one-to-one on \( J_{A'}(x) \) for a.e. \( x \in X \).
(iv) For a.e. \( x \in X \), the system \( \{ \psi_i(x) : i \in I \} \) is complete in \( J_A(x) \).
(v) \( \ker(G_{A', \mathcal{A}})(x) = \ker(T_{A'}(x)) \) for a.e. \( x \in X \).
(vi) \( \dim(\text{range}(G_{A', \mathcal{A}})(x)) = \dim J_{A'}(x) \) for a.e. \( x \in X \).

**Proof.** The sampling operator \( T \) is one-to-one on \( S_D(\mathcal{A}') \) if and only if for all \( t \in \mathcal{M} \) and \( i \in I \), \( \langle f, M_{g_i} \psi_i \rangle = 0 \) will imply \( f = 0 \) for any \( f \in S_D(\mathcal{A}') \) which is equivalent to (ii). Therefore statements (i) and (ii) are equivalent. Similarly, statements (iii) and (iv) are equivalent. Also, if (ii) is true, then by [5, Theorem 3.5], the corresponding range function \( J_{A'} \) satisfies

\[
J_{A'}(x) = \text{span}\{ \psi_i(x) : i \in I \}.
\]

Since \( J_{A'}(x) \) is closed, then by [2, Proposition 3.2], \( \bar{T}(x) \) is one-to-one on \( J_{A'}(x) \) for a.e. \( x \in X \) and hence the statements (ii) and (iii) are equivalent. The equivalence of the statements (i), (v), and (vi) follows from the fact that the fiber space \( J_{A'}(x) \) is finite dimensional and the range of the synthesis operator \( T_{A'}^*(x) \) is \( J_{A'}(x) \). \( \square \)

In classical sampling theory, the signals to be sampled come from a single space. Practically, signals for sampling should be considered from the union of subspaces. This approach has applications in sparse signal representation, compressed sampling, nonuniform splines, and more. The extension of the sampling problem...
A union of subspaces was introduced by Lu and Do [16] and extended further by M. Anastasio and Cabrelli [2]. In our setup, we are going to take a union of finitely generated multiplication invariant subspaces of \( L^2(\mathbb{X}; \mathcal{H}) \) and discuss the injectivity of sampling operator \( T \) on the union.

**Question:** Corresponding to an arbitrary index set \( \Delta \), let \( \{ N_\delta \}_{\delta \in \Delta} \) be the finitely generated MI spaces in \( L^2(\mathbb{X}; \mathcal{H}) \) and

\[
X := \bigcup_{\delta \in \Delta} N_\delta.
\]

(4.2)

When can each element \( f \in X \) be uniquely represented by its samples?

The discussion of injectivity of the sampling operator for a union of MI spaces in the collection \( \{ N_\delta \}_{\delta \in \Delta} \) comes with a problem. The definition of an injective operator (say \( A \)) says that for any \( x_1, x_2 \) in the domain of the operator, \( Ax_1 = Ax_2 \) implies \( x_1 = x_2 \). The issue while considering the union of subspaces is that the points \( x_1 \) and \( x_2 \) can be from different subspaces of the union and exploits the linearity. To deal with the issue, we consider the union of a sum of MI subspaces of \( L^2(\mathbb{X}; \mathcal{H}) \). The idea was originated in [16] and supported further by [2] where they considered the collection \( \{ S_\delta \}_{\delta \in \Delta} \) of shift invariant spaces and took the union of a sum of each shift invariant space in the collection. Similarly, we consider the union

\[
X := \bigcup_{\delta \in \Delta} N_{\delta, \theta}
\]

(4.3)

of the sum of each of the finitely generated MI spaces in the collection \( \{ N_\delta \}_{\delta \in \Delta} \). Each space \( N_{\delta, \theta} \) in the union has the following form

\[
N_{\delta, \theta} := N_\delta + N_\theta = \{ u + v : u \in N_\delta, v \in N_\theta \},
\]

(4.4)

and every vector in the union is a tangent vector which has importance in dimensionality reduction [8].

Now, we deal with the injectivity of sampling operator \( T \) on \( X \) given in (4.3). The conditions for injectivity of the sampling operator for the case of the union of closed subspaces have been passed to those of single space [16, Proposition 1]. But here the problem is sum of two MI spaces \( N_{\delta, \theta} := N_\delta + N_\theta = \{ u + v : u \in N_\delta, v \in N_\theta \} \) need not to be closed and therefore \( N_{\delta, \theta} \) need not to be an MI space. This directly shifts the problem into the field of closedness of subspaces where we will take the help of Section 3. The following Proposition suggests that the closure of the sum of two MI spaces is again an MI space generated by the union of the generators of two MI spaces and thus for the space \( N_{\delta, \theta} \) to be an MI space, it is enough for it to be closed. A similar result for the case of shift invariant spaces can be found in [2].

**Proposition 4.3.** For \( A, A' \subset L^2(\mathbb{X}; \mathcal{H}) \), \( S_D(A \cup A') = \overline{S_D(A)} + \overline{S_D(A')} \).

**Proof.** The proof follows by the linearity of multiplication operator \( M_\phi \) and observing

\[
\overline{S_D(A)} + \overline{S_D(A')} = \overline{\text{span}(M_\phi \varphi : \varphi \in A, \phi \in \mathcal{D})} + \overline{\text{span}(M_\phi \varphi : \varphi \in A', \phi \in \mathcal{D})} = \overline{\text{span}(M_\phi (\varphi + \varphi') : \varphi \in A, \varphi' \in A', \phi \in \mathcal{D})}.
\]

\[ \square \]

The following result is an abstract version of [2, Theorem 6.5].

**Theorem 4.4.** Let \( A = \{ \psi_i \}_{i \in I} \) be a sequence in \( L^2(\mathbb{X}; \mathcal{H}) \) such that \( E_D(A) \) is Bessel and the supremum cosine angle

\[
\mathcal{S}(N_\delta, N_\theta) < 1, \text{ for every } \delta, \theta \in \Delta.
\]

If \( A_{\delta, \theta} \) is a finite set of generators for \( N_{\delta, \theta} \), defined in (4.4), then the sampling operator associated with \( E_D(A) \) is one-to-one for \( \bigcup_{\delta, \theta \in \Delta} N_{\delta, \theta} \) if and only if dim(ran \( T \circ G_{A_{\delta, \theta}}(x) \)) = dim \( T \circ G_{A_{\delta, \theta}}(x) \), for a.e. \( x \in \mathbb{X} \), and \( \delta, \theta \in \Delta \).

**Proof.** Using Theorem 3.1, \( N_{\delta, \theta} \) is closed for each \( \delta, \theta \in \Delta \), and then by applying Proposition 4.3 it is clear that for each \( \delta, \theta \in \Delta \) the space \( N_{\delta, \theta} \) is an MI space. Also, the sampling operator \( T \) is one-to-one on \( \bigcup_{\delta, \theta \in \Delta} N_{\delta, \theta} \) if and only if \( T \) is one-to-one on \( N_{\delta, \theta} \) for each \( \delta, \theta \in \Delta \) [16, Proposition 1]. Finally, applying Proposition 4.2 will give us the desired result.

\[ \square \]
5. Application to locally compact group

Let $\mathcal{G}$ be a second countable locally compact group which need not to be abelian, and $\Gamma$ be a closed abelian subgroup of $\mathcal{G}$. A closed subspace $V$ in $L^2(\mathcal{G})$ is said to be $\Gamma$-translation invariant ($\Gamma$-TI) if $L_\xi f \in V$ for all $f \in V$ and $\xi \in \Gamma$, where for each $\eta \in \mathcal{G}$ the left translation $L_\eta$ on $L^2(\mathcal{G})$ is defined by

$$(L_\eta f)(\gamma) = f(\eta^{-1} \gamma), \quad \gamma \in \mathcal{G} \text{ and } f \in L^2(\mathcal{G}).$$

Translation invariant spaces are widely used in various domains, significant among them are harmonic analysis, signal processing, and time-frequency analysis. Researchers are often interested in characterizing the class of generators of TI/shift invariant spaces and its properties that allow the reconstruction of any function/signal/image via a reproducing formula. For more details, refer to [3].

For a countable family of functions $\mathcal{A} \subseteq L^2(\mathcal{G})$, let us consider a $\Gamma$-translation generated ($\Gamma$-TG) system $\mathcal{E}_\Gamma(\mathcal{A})$ and its associated $\Gamma$-translation invariant ($\Gamma$-TI) space $\mathcal{S}_\Gamma(\mathcal{A})$ generated by $\mathcal{A}$, i.e.,

$$\mathcal{E}_\Gamma(\mathcal{A}) := \langle L_\xi \varphi : \varphi \in \mathcal{A}, \xi \in \Gamma \rangle \quad \text{and} \quad \mathcal{S}_\Gamma(\mathcal{A}) := \text{sparse } \mathcal{E}_\Gamma(\mathcal{A}),$$

respectively.

For $x \in \mathcal{G}$, a right coset of $\Gamma$ in $\mathcal{G}$ with respect to $x$ is denoted by $\Gamma x$, and for a function $f : \mathcal{G} \to \mathbb{C}$, we define a complex valued function $f^\Gamma x$ on $\Gamma$ by $f^\Gamma x(\gamma) = f(\gamma \Xi(\Gamma x))$, $\gamma \in \Gamma$, where the space of orbits $\Gamma \backslash \mathcal{G} = \{ \Gamma x : x \in \mathcal{G} \}$ is the set of all right cosets of $\Gamma$ in $\mathcal{G}$, and $\Xi : \Gamma \backslash \mathcal{G} \to \mathcal{G}$ is a Borel section for the quotient space $\Gamma \mathcal{G}$. Then the Fourier transform of $f^\Gamma x \in L^1(\Gamma)$ is given by $\hat{f}^\Gamma x(\alpha) = \int_\Gamma f^\Gamma x(\gamma) \overline{\alpha}(\gamma^{-1}) \, d\mu(\gamma)$, for $\alpha \in \hat{\Gamma}$, which can be extended to $L^2(\Gamma)$. The Zak transform of $f \in L^2(\mathcal{G})$ is defined by

$$(Z f)(\alpha)(\Gamma x) = \hat{f}^\Gamma x(\alpha), \quad \text{a.e. } \alpha \in \hat{\Gamma} \text{ and } \Gamma x \in \Gamma \backslash \mathcal{G},$$

which is a unitary linear transformation from $L^2(\mathcal{G})$ to $L^2(\hat{\Gamma} ; L^2(\Gamma \backslash \mathcal{G}))$ [10]. Note that the Zak transform $Z$ is closely associated with fiberization map $\mathcal{F}$ when $\mathcal{G}$ becomes abelian. For a second countable locally compact abelian (LCA) group $\mathcal{G}$ and its closed subgroup $\Lambda$, the fiberization $\mathcal{F}$ is a unitary map from $L^2(\mathcal{G})$ to $L^2(\hat{\mathcal{G}}/\Lambda^\perp ; L^2(\Lambda^\perp))$ given by

$$(\mathcal{F} f)(\beta \Lambda^\perp)(x) = \hat{f}(x \zeta(\beta \Lambda^\perp)), \quad x \in \Lambda^\perp, \beta \in \hat{\mathcal{G}},$$

for $f \in L^2(\mathcal{G})$, where $\Lambda^\perp := \{ \beta \in \hat{\mathcal{G}} : \beta(\lambda) = 1, \quad \forall \lambda \in \Lambda \}$, $\Lambda^\perp \mathcal{G} = \hat{\mathcal{G}}/\Lambda^\perp$ and $\zeta : \hat{\mathcal{G}}/\Lambda^\perp \rightarrow \hat{\mathcal{G}}$ is Borel section which maps compact sets to pre-compact sets. The Zak transform and fiberization map on the Euclidean space $\mathbb{R}^n$ by the action of integers $\mathbb{Z}^n$ are

$$(Z f)(\xi, \eta) = \sum_{k \in \mathbb{Z}^n} f(\xi + k) e^{-2\pi i k \eta}, \quad \text{and } (\mathcal{F} f)(\xi)(k) = \hat{f}(\xi + k),$$

for $k \in \mathbb{Z}^n$, $\xi, \eta \in \mathbb{T}^n$ and $f \in L^1(\mathbb{R}^n) \cap L^2(\mathbb{R}^n)$.

The Zak transform or fiberization map allows us to handle TI spaces using MI spaces as both converts translation operators $L_\gamma$ into multiplication operators $M_{\phi_\gamma}$ for some suitable function $\phi \in L^\infty(X)$ i.e., for $f \in L^2(\mathcal{G})$, $(Z L_\gamma f)(\alpha) = (M_{\phi_\gamma} f)(\alpha)$, for a.e. $\alpha \in \hat{\Gamma}$ and $\gamma \in \Gamma$, where $M_{\phi_\gamma}$ is the multiplication operator on $L^2(\hat{\Gamma} ; L^2(\Gamma \backslash \mathcal{G}))$, $\phi_\gamma(\alpha) = \alpha(\gamma)$ and $\phi_\gamma \in L^2(\hat{\Gamma})$ for each $\gamma \in \Gamma$. Therefore, our goal can be established by converting the problem of $\Gamma$-TI space $\mathcal{S}_\Gamma(\mathcal{A})$ into the MI spaces on $L^2(X; \mathcal{H})$ with the help of Zak transform, where $X = \hat{\Gamma}$ and $\mathcal{H} = L^2(\Gamma \backslash \mathcal{G})$.

In this setup the range function is $J : \hat{\Gamma} \rightarrow \{ \text{closed subspaces of } L^2(\Gamma \backslash \mathcal{G}) \}$. For the $\Gamma$-TI space $\mathcal{S}_\Gamma(\mathcal{A})$ in $L^2(\mathcal{G})$, the corresponding range function $J$ is such that, for a.e. $\alpha \in \hat{\Gamma}$, $J(\alpha)$ is defined by

$$(J(\alpha) = \text{spans} \{ (Z f)(\alpha) : f \in \mathcal{S}_\mathcal{G} \} = : J_{\mathcal{S}_\mathcal{G}}(\alpha).$$

One of the benefits of Zak transform for the pair $(\mathcal{G}, \Gamma)$ is that the various inaccessible examples pairs like $(\mathbb{R}^n, \mathbb{R}^m)$, $(\mathbb{R}^n, \mathbb{Z}^m)$, $(\mathbb{Q}_p, \mathbb{Z}_p)$, $(\mathcal{G}, \Gamma)$, etc., can be accessed through it where $n \geq m$, $\Gamma$ (not necessarily compact, i.e., $\mathcal{G}/\Gamma$-compact, or uniform lattice) is a closed subgroup of the second countable locally compact abelian (LCA) group $\mathcal{G}$, and $\mathbb{Z}_p$ is the $p$-adic integer in the $p$-adic number $\mathbb{Q}_p$. 

Theorem 5.4. Let \( \mathcal{A} = \{ \varphi_i : i \in I \} \) and \( \mathcal{A}' = \{ \psi_i : i \in I \} \) be two countable collections of functions in \( L^2(\mathcal{G}) \). Define \( \sigma(S^\Gamma(\mathcal{A})) = \{ \alpha \in \hat{\Gamma} : J_{\mathcal{A}}(\alpha) \neq \{0\} \} \) and \( \Omega := \sigma(S^\Gamma(\mathcal{A})) \cap \sigma(S^\Gamma(\mathcal{A}')) \). Then the supremum cosine angle between \( S^\Gamma(\mathcal{A}) \) and \( S^\Gamma(\mathcal{A}') \) is given by

\[
\mathcal{S}(S^\Gamma(\mathcal{A}), S^\Gamma(\mathcal{A}')) = \sup_{\alpha \in \Omega} \left\| (G_{\mathcal{A}}(\alpha)^\dagger G_{\mathcal{A}'}(\alpha))(G_{\mathcal{A}}(\alpha)^\dagger)^\dagger \right\|
\]

(5.4)

The relation (5.4) of the angle between two MI spaces and the corresponding TI spaces will allow us to have results similar to Theorem (3.1) and Theorem (3.2) for the set up of TI spaces. The next theorem is an application of Theorem (5.1) which provides a necessary and sufficient condition for the sum of two translation invariant spaces of a locally compact group to be closed. A similar result has been proved for shift invariant spaces [14, Theorem 3.6].

**Theorem 5.1.** Let \( \mathcal{A} = \{ \varphi_i : i \in I \} \) and \( \mathcal{A}' = \{ \psi_i : i \in I \} \) be two countable collections of functions in \( L^2(\mathcal{G}) \). Define \( \sigma(S^\Gamma(\mathcal{A})) = \{ \alpha \in \hat{\Gamma} : J_{\mathcal{A}}(\alpha) \neq \{0\} \} \) and \( \Omega := \sigma(S^\Gamma(\mathcal{A})) \cap \sigma(S^\Gamma(\mathcal{A}')) \). Then the supremum cosine angle between \( S^\Gamma(\mathcal{A}) \) and \( S^\Gamma(\mathcal{A}') \) is given by

\[
\mathcal{S}(S^\Gamma(\mathcal{A}), S^\Gamma(\mathcal{A}')) = \sup_{\alpha \in \Omega} \mathcal{S}(J_{\mathcal{A}}(\alpha), J_{\mathcal{A}'}(\alpha)).
\]

In addition, if the translation generated systems \( \mathcal{E}^\Gamma(\mathcal{A}) \) and \( \mathcal{E}^\Gamma(\mathcal{A}') \) are frames for \( S^\Gamma(\mathcal{A}) \) and \( S^\Gamma(\mathcal{A}') \), respectively, then

\[
\mathcal{S}(S^\Gamma(\mathcal{A}), S^\Gamma(\mathcal{A}')) = \sup_{\alpha \in \Omega} \mathcal{S}(J_{\mathcal{A}}(\alpha), J_{\mathcal{A}'}(\alpha)).
\]

where \( \dagger \) denotes the pseudoinverse.

Similarly, the next result is an application of Theorem (3.2) to TI spaces.

**Theorem 5.2.** In addition to the standing assumptions as in Theorem (5.1), let

\[
\Omega' := \{ \alpha \in \Omega : J_{\mathcal{A}}(\alpha) \cap J_{\mathcal{A}'}(\alpha) = \{0\} \} = \Omega \setminus \sigma(S^\Gamma(\mathcal{A}) \cap S^\Gamma(\mathcal{A}')).
\]

Then the following are equivalent:

(i) \( S^\Gamma(\mathcal{A})|_{\Omega'} + S^\Gamma(\mathcal{A}')|_{\Omega'} \) is closed.
(ii) \( \mathcal{S}(S^\Gamma(\mathcal{A})|_{\Omega'}, S^\Gamma(\mathcal{A}')|_{\Omega'}) < 1. \)
(iii) \( J_{\mathcal{A}}(\alpha) + J_{\mathcal{A}'}(\alpha) \) is closed for a.e. \( \alpha \in \Omega' \).
(iv) \( \mathcal{S}(J_{\mathcal{A}}(\alpha), J_{\mathcal{A}'}(\alpha)) < 1 \) for a.e. \( \alpha \in \Omega' \).

Similar to MI spaces, here also we can talk about the injectivity of the sampling operator associated to TI space \( S^\Gamma(\mathcal{A}) \). Let us first give some definitions.

**Definition 5.3.** Let \( \mathcal{A} = \{ \psi_i \}_{i \in I} \subset L^2(\mathcal{G}) \) be a countable collection such that the \( \Gamma \)-TG system \( \mathcal{E}^\Gamma(\mathcal{A}) \) is Bessel. Then the sampling operator associated with the system \( \mathcal{E}^\Gamma(\mathcal{A}) \) is defined by

\[
T : L^2(\mathcal{G}) \to L^2(\Gamma \times I), \quad Tf := \{ \langle f, L_{\xi} \psi_i \rangle \}_{\xi \in \Gamma, i \in I}.
\]

Corresponding to a arbitrary index set \( \Delta \), let \( \{ S_{\delta,\theta} \}_{\delta \in \Delta} \) be a collection of finitely generated TI spaces in \( L^2(\mathcal{G}) \). Let

\[
\mathcal{X} := \bigcup_{\delta \in \Delta} S_{\delta,\theta},
\]

where \( S_{\delta,\theta} := S_{\delta} + S_{\theta} = \{ u + v : u \in S_{\delta}, v \in S_{\theta} \} \). The next result is an application of Theorem (14) for translation invariant spaces.

**Theorem 5.4.** Let \( \mathcal{A} = \{ \psi_i \}_{i \in I} \) be a countable collection in \( L^2(\mathcal{G}) \) such that \( \mathcal{E}^\Gamma(\mathcal{A}) \) is Bessel and the supremum cosine angle

\[
\mathcal{S}(S_{\delta}, S_{\theta}) < 1 \text{ for every } \delta, \theta \in \Delta.
\]

Since \( Z : L^2(\mathcal{G}) \to L^2(\hat{\Gamma}; \Gamma \setminus \mathcal{G}) \) is an unitary operator, we have

\[
\mathcal{S}(S^\Gamma(\mathcal{A}), S^\Gamma(\mathcal{A}')) = \sup \left\{ \frac{| \langle u, v \rangle |}{\| u \| \| v \|} : u \in S^\Gamma(\mathcal{A}) \setminus \{0\}, v \in S^\Gamma(\mathcal{A}') \setminus \{0\} \right\}
\]

(5.4)
If $\alpha'_{\delta,\theta}$ is a finite set of generators for $S_{\delta,\theta}$, then the sampling operator associated with $E^T(\alpha')$ is one-to-one for $\bigcup_{\alpha \in \Delta} S_{\delta,\theta}$ if and only if $\dim(\text{range}(G_{\alpha'_{\delta,\theta}}(\alpha))) = \dim J_{\alpha'_{\delta,\theta}}(\alpha)$ for a.e. $\alpha \in \Gamma$, and $\delta, \theta \in \Delta$.

**Example 5.1.** For a prime number $p$, let $\mathbb{Q}_p$ be the group of $p$-adic numbers and $\mathbb{Z}_p$ be its closed subgroup. It is a locally compact abelian group. All its subgroups are compact and open. Let the fundamental domain for $\mathbb{Z}_p$ is $\Delta$ which is discrete. The Zak transform for $(\mathbb{Q}_p, \mathbb{Z}_p)$ is $\hat{\mathbb{Z}} f(x, y) = \int_{\mathbb{Z}_p} f(y + \xi)e^{-2\pi i x \xi} d\mu_{\mathbb{Z}_p}(\xi)$, for $x, y \in \Delta$. We can find the supremum cosine angle between two $\mathbb{Z}_p$-invariant subspaces by the Theorem [7, 7].

**Example 5.2.** Let $G = \mathbb{R}^n$ and $\Lambda = \mathbb{Z}^n$. Then, $\hat{G} = \mathbb{R}^n$, $\Lambda^\perp = \mathbb{Z}^n$ and the fundamental domain for $\mathbb{Z}^n$ is $\hat{G}|\Lambda^\perp = \mathbb{T}^n$. Then, the fiberization map $F : L^2(\mathbb{R}^n) \to L^2(\mathbb{T}^n; \ell^2(\mathbb{Z}^n))$ is defined by $F f(\xi) = \{\hat{f}(\xi + k)\}_{k \in \mathbb{Z}^n}, \xi \in \mathbb{T}^n$. Therefore by considering countable families $\alpha$ and $\alpha'$ in $L^2(\mathbb{R}^n)$, we can find supremum cosine angle between $S^A(\alpha)$ and $S^A(\alpha')$ and discuss their closedness Theorem [5, 7].
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