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Abstract: Urban functional-zone (UFZ) analysis has been widely used in many applications, including urban environment evaluation, and urban planning and management. How to extract UFZs’ spatial units which delineates UFZs’ boundaries is fundamental to urban applications, but it is still unresolved. In this study, an automatic, context-enabled multiscale image segmentation method is proposed for extracting spatial units of UFZs from very-high-resolution satellite images. First, a window independent context feature is calculated to measure context information in the form of geographic nearest-neighbor distance from a pixel to different image classes. Second, a scale-adaptive approach is proposed to determine appropriate scales for each UFZ in terms of its context information and generate the initial UFZs. Finally, the graph cuts algorithm is improved to optimize the initial UFZs. Two datasets including WorldView-2 image in Beijing and GaoFen-2 image in Nanchang are used to evaluate the proposed method. The results indicate that the proposed method can generate better results from very-high-resolution satellite images than widely used approaches like image tiles and road blocks in representing UFZs. In addition, the proposed method outperforms existing methods in both segmentation quality and running time. Therefore, the proposed method appears to be promising and practical for segmenting large-scale UFZs.
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1. Introduction

Urban socioeconomic activities demonstrate strong clustering patterns in space, leading to the generation of various urban functional zones (UFZs) to accommodate people’s diverse needs for living, working, education, recreation, and public service [1,2]. UFZs act as an important space carrier to implement urban economic and social functions, thus they are typically employed as the basic units in urban planning and management [3–5]. There has been increasing demand for fine-grained, large-scale, accurate, and timely UFZ maps as they can assist municipal administrations in monitoring urban growths and creating sustainable urban planning during ongoing urbanization processes.

Figure 1 illustrates an urban area comprised of multiple types of UFZs, including a campus, seven residential districts, two parks, a commercial zone, a shantytown, and an industrial zone. There are two issues challenging the production of an accurate functional-zone map: how to generate the spatial units of UFZs? And how to assign the units to appropriate UFZs categories? The solution to the former issue is required before addressing the latter. While relying on human photo interpretation and field surveys to delineate UFZ boundaries has been a traditional practice, they are labor intensive and time consuming [6,7]. Recent advancement in analyzing very-high-resolution (VHR) remote sensing provides an alternative to generate the spatial units of UFZs, which takes advantage of the spectral and
spatial patterns of geographic objects that vary across various types of UFZs [8]. Figure 1 shows that there are significant differences in multiple types of UFZs at both visual features (spectrums, textures, and shapes) and spatial configuration of geographic objects. Therefore, automatically generating spatial units for UFZs from VHR images is still possible but rarely studied, thus it is selected as the purpose of this study.

![Figure 1. Urban functional zones (UFZs) outlined by yellow lines in a very-high-resolution (VHR) image. (a): A campus; (b–e, h–j): residential districts; (f, l): parks; (g): a commercial zone; (k): a shantytown; and (m): an industrial zone.](image)

Existing methods for functional-zone analyses mainly rely on two spatial units: image tiles (e.g., UC Merced Land Use Dataset, http://weegee.vision.ucmerced.edu/datasets/landuse.html) and road blocks. Image tiles are rectangles and simple to use, but they cannot represent the exact UFZs with various shapes and sizes (see Figure 1) [2,9–12]. With urban road data becoming more available (e.g., OpenStreetMap), recent studies have increasingly used road vectors to divide VHR images into UFZs [1,3,5,7,13,14]. However, UFZs of this kind are likely to be under-segmented because UFZs are not necessarily separated by roads in reality. The accuracy of segmenting UFZs is highly influenced by the completeness and the quality of road vectors. Although existing polygon features (e.g., housing boundary data) can supplement image tiles and road blocks to improve UFZ segmentation, they are often not accessible or not up-to-the-date in developing and underdeveloped regions [15,16]. Therefore, there is still a lack of automatic method for generating spatial units of UFZs from VHR images.

Image segmentation techniques should be addressed to generate UFZs directly from VHR images since pixels, image tiles and road blocks are inadequate to represent UFZs [8,17–22]. Existing widely used segmentation methods include object segmentation [23–28] and semantic segmentation [29–32]. Object segmentation is designed to obtain homogenous image objects like buildings and roads rather than heterogeneous patches. On the other hand, semantic segmentation methods were presented to obtain more accurate and complete geographic objects than those from object segmentation in the form of per-pixel classification. However, neither object segmentation nor semantic segmentation can generate exact UFZs. First, their purposes are to obtain homogeneous objects with consistent visual cues (spectrums, textures, and shapes) while UFZs are heterogeneous patches and composed of diverse geographic objects with substantial discontinuities in visual cues. Second, for UFZs, spatial patterns are also essential for generating UFZs, while both object segmentation and semantic segmentation only consider visual features or deep features, but ignore spatial patterns.
Some related studies have focused on complex patterns and land use extraction from VHR images. The method, named window independent context segmentation, was presented to generate different urban categories (such as city center and industry) [33–35]. This method first extracts context features to characterize spatial relations among different categories of objects, and then clusters the pixels with similar context features into an urban category. However, the method is only designed to identify different urban area categories rather than segmenting UFZs. Zhang et al. [8] presented a multi-level aggregation approach considering both object features and spatial pattern features to achieve geoscene segmentation. However, this approach requires conducting image object segmentation and classification. As a result, both segmentation and classification not only require much more computation time and resources and greatly rely on prior information, but also their accuracies lead to substantial influences on UFZ segmentation results. In one word, an efficient and automatic method, with less computation time and resources and prior information, for segmenting UFZs from VHR images is still open and needs to be resolved urgently.

As shown in Figure 1, UFZs are often composed of diverse objects with different spectral features, thus spectral features are hardly able to characterize UFZs alone. A UFZ holds a specific social and economic activity, and meanwhile, it typically has a specific spatial configuration of geographic objects. For example, Figure 1 shows that buildings are neatly arranged with similar sizes and structures in residential districts, although they are small and tightly connected in shantytowns. A school campus usually contains different building structures and one or more sports fields. A park may contain large areas of green space, while a commercial zone typically has big buildings with oversized open spaces for parking. Accordingly, UFZs tend to be defined by their context information which reflects the spatial configurations between geographic objects. The window independent context (WIC) feature reported in the work of Nielsen [33] refers to the nearest-neighbor distance from a specific pixel to pixels of different classes providing the context information for each individual pixel. Accordingly, it is useful to define context information for different UFZs. Furthermore, segmentation scale controls the segmentation quality and bridges the gap between pixels of VHR images and UFZs. The heterogeneity is strong and varies over different urban areas, requiring that segmentation scales of UFZs must be variant in different areas.

In summary, a multiscale image segmentation method is proposed in this work to segment UFZs from VHR images. Four contributions are made in this study: (1) a context feature is explored for UFZ segmentation and its effectiveness is discussed in detail; (2) a scale-adaptive method is proposed to determine segmentation scales over different urban areas for best delineating UFZs; (3) a graph cuts algorithm is improved to optimize the UFZ segmentation results; and (4) to our best knowledge, this is the first method for large-scale, efficient, and automated UFZ segmentation in this field.

2. Methodology

The input of the proposed UFZ segmentation method is only the remote sensing image. The workflow (Figure 2) includes the following four steps.

(1) WIC feature calculation. Context features are explored for segmenting UFZs as they can measure the spatial patterns of diverse objects in urban areas. For extracting WIC features, the VHR image is first clustered into groups of pixels by ISODATA [36], and then WIC features are computed for each pixel in the form of geographic nearest-neighbor distance from a pixel to different groups of pixels.

(2) Image objects segmentation. Geographic objects with homogeneous WIC features will make up a UFZ, thus the original VHR image is segmented into objects as the initial units of UFZ segmentation using multiresolution segmentation (MRS) [23].

(3) UFZ segmentation. Image objects are further merged to produce UFZs with homogeneous WIC features, i.e., spatial patterns of diverse objects. To do so, a scale-adaptive method is presented to determine the appropriate scales and obtain the initial UFZs by merging image objects in terms of WIC feature.
(4) UFZ optimization. The graph cuts algorithm is adopted to achieve globally optimal results considering the similarities between adjacent objects.

![Workflow of the proposed UFZ segmentation method.](image)

**Figure 2.** Workflow of the proposed UFZ segmentation method.

### 2.1. WIC Feature Calculation

The WIC feature refers to the nearest-neighbor distances from a specific pixel to pixels of different classes and provides the context information for each individual pixel. Accordingly, it can be used to define spatial contexts for different UFZs. Figure 3 shows the diagram of the WIC feature calculation, including the following two steps.

1. The original image is first classified by ISODATA. A total of 20 classes are generated in this study because it is enough not only to ensure the computational efficiency to perform the analysis, but also to retain enough variance in the input data.

2. For each individual pixel, the nearest-neighbor distances to all the 20 classes are calculated and recorded. Therefore, the WIC feature of each pixel is a vector with 20 elements, each of which represents a nearest distance to one of the classes. The WIC vector can be expressed as:

\[
F_{p(x,y)} = \begin{bmatrix}
 d_{c_1} \\
 d_{c_2} \\
 \vdots \\
 d_{c_i} \\
 \vdots \\
 d_{c_{20}} 
\end{bmatrix},
\]  

(1)

\[
d_{c_i} = \min(\text{dist}(p(x, y), c_i)),
\]  

(2)

where \(d_{c_i}\), \(\min\) and \(\text{dist}\) respectively refer to the nearest-neighbor distance, the minimum distance, and the Euclidian distance between pixel \(p(x, y)\) and a pixel belonging to a specific class \(c_i\).
2.2. UFZ Segmentation

UFZs tend to be defined by their context information which reflects the spatial configurations between geographic objects. Accordingly, geographic objects with homogeneous context features can make up a UFZ. Therefore, the original image is segmented into objects using MRS and then objects will be further merged to generate UFZs in terms of WIC features. For merging image objects, two issues need to be determined: the heterogeneity between two image objects and the merging strategy, i.e., in the merging procedure, how the two objects are merged when their heterogeneity meets the merging criterion.

2.2.1. UFZ Heterogeneity

The heterogeneity between two image objects is determined by the heterogeneity increase, which refers to the changes of heterogeneity before and after merging two objects. The WIC standard deviation and area (i.e., pixel number) of two adjacent objects are denoted by $\sigma_{1,i}$, $\sigma_{2,i}$, $n_1$, and $n_2$, and WIC standard deviation and area of the merged object are denoted as $\sigma_{\text{merg},i}$ and $n_m$. Then WIC heterogeneity increase can be defined as:

$$h_{\text{WIC}} = \sum_i w_i \left( n_m \sigma_{\text{merg},i} - (n_1 \sigma_{1,i} + n_2 \sigma_{2,i}) \right),$$  

where $i$ refers to $i$-th dimension of WIC feature, while $w_i$ refers to the weight of $i$-th dimension of WIC feature.

Shape heterogeneity increase of two objects is also considered. It can be represented as two shape indices: smoothness and compactness which can be defined as $\frac{l}{b}$ and $\frac{b}{\sqrt{n}}$, where $l$ is the perimeter of the object, $b$ is the perimeter of the smallest bounded rectangle of the object, and $n$ is the area of the object. Similar to WIC heterogeneity increase, the smoothness and compactness heterogeneity increases are defined as:

$$h_{\text{smooth}} = n_m \frac{l_{\text{merg}}}{l_{\text{merg}}} - \left( n_1 \frac{l_1}{b_1} + n_2 \frac{l_2}{b_2} \right),$$  

$$h_{\text{com}} = n_m \frac{l_{\text{merg}}}{\sqrt{n_{\text{merg}}}} - \left( n_1 \frac{l}{\sqrt{n_1}} + n_2 \frac{l}{\sqrt{n_2}} \right),$$  

and then shape heterogeneity increase can be obtained:

$$h_{\text{shape}} = w_{\text{smooth}} \times h_{\text{smooth}} + (1 - w_{\text{smooth}}) \times h_{\text{com}},$$  

where $w_{\text{smooth}}$ is the weight of smoothness in shape heterogeneity increase.

After calculating $h_{\text{WIC}}$ and $h_{\text{shape}}$, the heterogeneity increase is defined as:

$$f = w_{\text{WIC}} \times h_{\text{WIC}} + (1 - w_{\text{WIC}}) \times h_{\text{shape}},$$

where $w_{\text{WIC}}$ and $w_{\text{shape}}$ are weights of WIC and shape features, respectively.
where \( w_{WIC} \) is the weight of WIC feature in the heterogeneity increase. \( f \) is used as the index for whether or not to merge two objects.

### 2.2.2. UFZ Segmentation: A Scale-Adaptive Method

Image objects merging is achieved in iterative procedures. In an iteration procedure, each object will be judged whether it can be merged with an object around it (if one object has been merged, it does not need to be judged). For one object, if the minimal heterogeneity increase between it and its neighboring objects meets the merging criterion (i.e., the segmentation scale), this object will be merged with the neighboring object with minimal heterogeneity increase to form a new object; otherwise, nothing is done for this object and another object will be chosen for further processing. After all objects are processed, this iteration is completed and next iteration will be executed, in which objects that were not merged in the previous iteration and all the new objects will be processed, until no objects are merged.

The key issue is to determine the UFZ segmentation scale, which represents the largest tolerant heterogeneity of segmented UFZs. Since the WIC heterogeneity of UFZs varies over different urban areas, segmentation scales should also vary in terms of the WIC heterogeneity. Actually, it is difficult to automatically determine the segmentation scales. For UFZ segmentation, a good solution is to use different scales in different urban areas (e.g., residential districts and parks) because different types of UFZs usually have different landscape components and structures. However, this will depend on additional classification information. Therefore, a scale-adaptive method is proposed in this study based on WIC feature.

According to the definition of WIC feature, the larger a UFZ will, the larger its WIC feature. The reason is that the pixels, especially central ones, will be far from other class pixels, leading to a large heterogeneity of WIC feature. Accordingly, this fact is helpful to determine appropriate scales for different urban areas. The idea is that the areas with large WIC values should be segmented by a large scale. The proposed adaptive scale is defined as follows:

\[
S = \begin{cases} 
S_{set} \times \frac{d_{i,j}}{d_m}, & \text{if } (d_i > d_{uq} \& d_j > d_{uq}) \\
S_{set}, & \text{otherwise}
\end{cases},
\]

where \( S_{set} \) is the initial segmentation scale specified by users; \( d_i \) and \( d_j \) are the mean WIC values of current objects \( i \) and \( j \) respectively; \( d_{i,j} \) is the mean WIC value of the merged object from objects \( i \) and \( j \); \( d_m \) is the median of WIC distribution in the whole image; and \( d_{uq} \) is the upper quartile of WIC distribution. Since the distribution of WIC values is positively skewed, the median and upper quartiles of the numerical distribution are adopted.

For the proposed scale-adaptive method, the scale parameter \( S \) will be adjusted according to whether the mean WIC values of current objects (i.e., \( d_i \) and \( d_j \)) are larger than the given threshold (i.e., \( d_{uq} \)) or not. Namely, if they are smaller than the given threshold of the WIC feature, the initial segmentation scale \( S_{set} \) will be used; otherwise, the scale will be enlarged proportionally to \( d_m \). Accordingly, the larger \( d_{i,j} \) is, the larger the segmentation scale will be. For example, for an object to be merged, its neighboring object with minimal heterogeneity increase is first found, then the adaptive scale used for these two objects are determined by Equation (8). If their heterogeneity increase is less than the calculated scale \( S \), they will be merged; otherwise, nothing is done for this object and another object will be chosen for further processing. Consequently, the initial UFZ segmentation results will be generated.

### 2.3. UFZ Optimization

Two issues are still not resolved in the initial UFZ segmentation results. First, the above iteration process uses locally optimal strategy and ignores the global information, leading to locally optimal results in some areas. Second, objects, that are significantly different in WIC feature from their
neighboring objects will be segmented into one individual UFZ. Therefore, post-processing is needed to optimize the initial UFZ segmentation results. In our method, the graph cuts algorithm is adopted because its objective is to achieve globally optimal results considering similarities between adjacent objects [37–39].

Given a set of nodes P and a finite set of labels L, the goal of graph cuts is to assign each node p ∈ P a label l_p ∈ L by minimizing the energy function as defined as follows:

$$E(l) = \sum_{p \in P} D_p(l_p) + \lambda \sum_{[p,q] \in N} w_{[p,q]} \times V_{[p,q]}(l_p, l_q),$$  (9)

where l is the collection of all label assignments; \(\sum_{p \in P} D_p(l_p)\) and \(\sum_{[p,q] \in N} w_{[p,q]} \times V_{[p,q]}(l_p, l_q)\) denote unary and pairwise terms respectively, balanced by \(\lambda\). \(D_p(l_p)\) measures how well label \(l_p\) fits node \(p\); \(w_{[p,q]}\) defines the similarity between \(p\) and \(q\); \(N\) is the collection of neighboring node pairs. \(V_{[p,q]}(l_p, l_q)\) is defined as:

$$V_{[p,q]}(l_p, l_q) = \begin{cases} 0, & \text{if } l_p = l_q \\ 1, & \text{if } l_p \neq l_q \end{cases}$$  (10)

To construct energy function, nodes, labels and their connection relationships need to be determined. In this study, image objects segmented by step (2) (the blue segments in Figure 4) and initial UFZ units segmented by step (3) (the purple segments in Figure 4) are regarded as nodes and labels respectively. The connection relationships between nodes and labels can be obtained in terms of the inclusion relations between image objects and initial UFZs. In our method, all the initial UFZs will grow in space in order to make image objects located at the boundaries of UFZs correspond to several labels. Therefore, for one initial UFZ, its label will be assigned to the image objects that belong to this UFZ and those which are two-order neighborhoods of this UFZ. For example, in Figure 4, image objects \(I_0, I_1\) are the two-order neighborhood of initial UFZ \(U_1\), thus the label of \(U_1\) will also be assigned to \(I_0\) and \(I_1\). After graph cuts optimization, the label of each image object will be redistributed, and all the adjacent image objects with the same label will make up a final UFZ (the yellow segments in Figure 4). Accordingly, the graph cuts optimization can be briefly illustrated in Figure 4e (supposing only three UFZs).

![Figure 4](image-url)  
Figure 4. The diagram of energy function construction (the blue polygons refer to the image objects segmented by step (2); the purple polygons refer to the initial UFZs segmented by step (3), while the yellow polygons refer to the final UFZs). (a) Image objects and initial UFZs; (b) image objects and final UFZs; (c) initial UFZs; (d) final UFZs; and (e) brief illustration of graph cuts optimization.
The unary term, indicating the corresponding relationships between the nodes and the labels, can be obtained according to the above explanation. Let \( S(l_i) \) denote the set of image objects covered by the initial UFZ \( U_i \) (containing image objects which are two-order neighborhood of \( U_i \), such as \( I_0, I_1 \) for \( U_1 \) in Figure 4), then the unary term is defined as:

\[
D_p(l_i) = \begin{cases} 
1, & \text{if } (p \in S(l_i)) \\
\infty, & \text{otherwise}
\end{cases} 
\tag{11}
\]

The pairwise term denotes the similarity between objects \( p \) and \( q \), and it is defined as:

\[
w_{(p,q)} = \exp\left(-\frac{f^2 \times \text{dist}(p,q) \times 2\sigma^2}{\text{dist}(p,q) \times 2\sigma^2}\right), \tag{12}\]

where \( f = \text{WIC} \times \text{h_{WIC}} + (1 - \text{WIC}) \times \text{h_{shape}} \) refers to the heterogeneity increase after merging \( p \) and \( q \), \( \text{dist}(p,q) \) is the Euclidean distance between objects \( p \) and \( q \), and \( \sigma \) is used to adjust the value range of the pairwise term. In our method, heterogeneity increase after merging \( p \) and \( q \) is used in the pairwise term considering both WIC and shape heterogeneity increase, which will help to keep good edge information of UFZs.

After constructing the energy function, \( \alpha - \expansion \) algorithm is employed to minimize the energy function \([37,38,40] \). Finally, each image object will obtain a new label, then all the objects with the same label will make up a UFZ.

### 2.4. Segmentation Evaluation

To quantitatively evaluate image segmentation results, supervised \([41,42]\) and unsupervised methods \([43,44]\) are proposed. The supervised methods are more objective for evaluating the image segmentation quality \([41]\). In this study, object-level consistency error (OCE) is employed to evaluate the segmentation quality \([41]\). OCE takes into account the existence, size, shape, and position of each object. Compared with existing error measures, OCE works at object level and considers both over- and under-segmentation \([41]\). In addition, it retains the properties of being normalized, i.e., \( 0 \leq \text{OCE}(I_s, I_g) \leq 1 \) and \( \text{OCE}(I_s, I_g) = 0 \) only if \( I_s = I_g \), where \( I_s \) and \( I_g \) are the segmented and the ground truth images. A smaller OCE indicates a better segmentation result. According to the experiments in the work of Polak et al. \([41]\), segmentation results with an OCE value smaller than 0.55 can be typically considered satisfactory. In our evaluation procedure, each UFZ is regarded as one object.

### 3. Results

#### 3.1. Experimental Data

To evaluate the effectiveness of the proposed UFZ segmentation method, a study area located in Beijing was used to perform the experiments (Figure 5) and it covered approximately 36 km\(^2\). Beijing, the capital of China, is a rapidly developing city at a high urbanization level and contains diverse archaic and modern zones with highly disparate architectural styles, making it difficult but valuable to study UFZs. The WorldView-2 image with multispectral bands was employed in the experiments. The image resolution was 2-meters and the size was 3000 \( \times \) 3000 pixels.
3.2. Results of UFZ Segmentation

The ISODATA classified image and WIC feature image (R, G, B assigned with feature bands 1, 2, and 3, i.e., the nearest-neighbor distance to classes 1, 2 and 3) are shown in Figure 6.

Figure 6. The ISODATA classified image and WIC feature image. (a) The ISODATA classified image; (b) the WIC feature image (R, G, and B assigned with feature bands 1, 2, and 3 respectively); (c) amplified view of original image of blue rectangles in (a,b); (d) amplified view of ISODATA classified image; (e) amplified view of WIC feature image.
Considering that the purpose of ISODATA is to reduce the dimensions of the image to a manageable size instead of generating an accurate land-cover map [35], the clustering results are enough for WIC feature calculation. The WIC feature contains spatial patterns of ground objects especially for buildings. Moreover, different UFZs are characterized with different types of WIC features, thus WIC features can describe the spatial configurations of different UFZs. The UFZ segmentation results are shown in Figure 7.

As shown in Figure 7, most of the UFZs are segmented appropriately in visual check, demonstrating the effectiveness of the proposed method. In the results, the segmented UFZs, especially those surrounded by roads, reserve good boundary information. Moreover, UFZs with significant spatial configurations such as residential districts are segmented better. There is a park with a large area in the upper left corner of the study area, in which a large segmentation scale is automatically selected by the scale-adaptive method.

As the ground truth of UFZs is not completely available, a number of representative referenced UFZs are manually delineated in the VHR image assisted by Baidu Map (https://map.baidu.com, because POI (point of interest) can help us to recognize UFZs) and field investigation (Figure 8). These referenced UFZs have different categories and sizes including 23 residential districts, 10 commercial zones, 3 campuses, 6 parks, 6 industrial zones, and 2 shantytowns. Therefore, there are a total of 50 references. The OCE between the reference data and segmentation results is 0.58, which is relatively satisfactory [41]. According to the visual check on the results and reference data, most UFZs are segmented well. In Figure 8, five different areas are selected to demonstrate the segmentation quality. Except for the
shantytowns which are over-segmented in Figure 8b, the other four areas are segmented appropriately. Large spectral heterogeneity in shantytown leads to more ISODATA clustered classes, making the WIC values of this area to be small; as a result, the segmentation scale in this area has not been enlarged.

Figure 8. The reference data and the comparison with segmentation results (the red lines are reference data and the yellow lines are segmentation results). (a) Residential districts; (b) shantytowns and parks; (c) industrial zones and residential districts; (d) campuses; and (e) commercial zones.

Efficiency is significantly important as it decides the practicability of an algorithm. Our experiments were performed on a desktop computer with Intel Core i7-3770 at a 3.40 GHz CPU with 8.0 GB memory. The running time was about 285 s, 52 s, 195 s, and 66 s for WIC feature calculation, image object segmentation, initial UFZ segmentation, and graph cuts optimization, respectively, thus the whole time was about 10 min. It can be seen that the proposed method behaves efficiently and has a certain potential for practical applications.

3.3. Parameter Analyses

Three parameters are analyzed including the number of ISODATA class, the initial UFZ segmentation scale (in Equation (8)) and the weights of WIC feature and shape in calculating heterogeneity increase (in Equation (7)). Different parameter settings are evaluated and the calculated OCEs are shown in Figure 9.
Experiments about the influence of the number of ISODATA class have been performed using Beijing data and the results are shown in Figure 9a. It can be concluded that when the number of ISODATA class ranges from 10 to 30, the OCEs range from 0.58 to 0.62, while the minimal OCE 0.58 is achieved by setting 20. The purpose of the unsupervised classification is mainly to reduce the multidimensional input data to a manageable size, instead of producing an accurate land cover classification. Therefore, 20 classes are enough not only to ensure the computational efficiency, but also to retain enough variance in the input data.

Compared with the number of ISODATA class, both the scale and the weight of WIC feature can remarkably affect segmentation results. A better OCE can be obtained at scales from 40 to 60; as the scale increases, the OCE becomes larger. It can be seen that if only WIC feature is considered in calculating heterogeneity increase, the worst result is obtained; in the meanwhile, when the weight...
of WIC feature is 0.5, the result is almost equally poor. Therefore, both the WIC feature and shape heterogeneity increases should be considered, with WIC feature dominating. The minimum OCE is obtained when the scale is 50 and the weight of WIC feature is 0.7. In fact, if the scale is between 40 to 60 and the weight of WIC feature ranges from 0.7 to 0.9 are used, better results can be expected.

The weights of compactness and smoothness (in Equation (6)) are set to 0.5 and 0.5 respectively, because they have little impacts on segmentation results. In graph cuts optimization, we set parameter $\lambda = 1$ (in Equation (9)) and $\sigma = 500$ (in Equation (12)) empirically.

### 3.4. Experiments on GF-2 Image of Nanchang, China

To demonstrate the adaptability, the proposed method was applied to another city with different urban structures from that of Beijing. Nanchang, the capital of Jiangxi Province in central China, is a developing city at a low urbanization level. This city is undergoing rapid modernization and urban construction. The study area of Beijing is well developed in urban construction while Nanchang is undergoing large-scale urbanization. The two study areas have different urban structures and are located at different urbanization levels, leading to significant differences in their UFZs, thus they can better demonstrate the effectiveness of our method. In order to segment UFZs in Nanchang, GF-2 image with 3.2 meter resolution covering about 164 km$^2$ was employed in the experiments (Figure 10).

![Figure 10. The study area in Nanchang.](image)

As shown in Figure 10, the east part of this area is an old town with lots of dense shantytowns; on the contrary, the south and west parts are newly developed urban areas with broad roads and neat residence and commercial zones. For this area, except for the segmentation scale which is set to 60, the other parameters are the same as those of Beijing area. The segmentation results are shown in Figure 11 and 50 UFZs are delineated manually as reference data, six of which are shown in Figure 11.
Figure 11. UFZ segmentation results of Nanchang (red lines refer to the reference data, while yellow lines represent the segmentation results).

The calculated OCE is 0.52 in this area. From Figure 11, we can see that the UFZ segmentation results are satisfactory in most areas. For the old town, it is difficult to segment UFZs as different UFZs are more likely to be mixed together. The segmentation results in Figure 11c,f that are related to old towns are visually acceptable. For the newly developed area, the buildings show clearer spatial configurations due to neater arrangement, meanwhile, the roads are wider, providing efficient demarcations for different UFZs. Therefore, more satisfactory segmentation results can be obtained in these areas such as shown in Figure 11a,b,d.

4. Discussion

In this section, the effectiveness of context feature and our proposed segmentation method are discussed using Beijing data. Moreover, the proposed method is compared with existing methods for generating UFZs, including the multi-level aggregation approach [8], image tiles, and road blocks. Finally, the contributions of this study are discussed in detail.

4.1. The Effectiveness of Context Feature

The WIC feature measures context information in the form of geographic nearest-neighbor distance from a specific pixel to different image classes, thus it can well characterize the context for each pixel. To demonstrate the effectiveness of the WIC feature, the following three experiments were conducted: (1) visual comparisons of WIC and spectral features; (2) using the traditional MRS method.
to directly segment the original image and the WIC feature image; and (3) explaining the reason of the segmentation differences between the original image and WIC feature image.

First, to visually demonstrate WIC feature, five pixels were selected to compare their WIC and spectral features (Figure 12). As shown in Figure 12, P1, P2, and P3 represent building, shadow, and vegetation pixels within the same UFZ, while both P4 and P5 are building pixels from another UFZ. Figure 12b,c are the characteristic curves of the WIC feature (20 bands) and spectral feature (8 bands) for P1, P2, and P3. The WIC value ranges of P1, P2, and P3 are (0, 14), (0, 25), and (0, 15), while their spectral value ranges are (330, 530), (100, 280), and (170, 590), respectively. Compared with spectral feature, P1, P2, and P3 have relatively similar WIC value ranges. Besides, the WIC curves of P1, P2, and P3 are intertwined, while the spectral curves are clearly separated. That is, the UFZ is greatly heterogeneous in spectrum because different ground objects have different spectral curves. However, the WIC feature excels in providing context information for each pixel, thus different categories of pixels in the same UFZ will have similar WIC value ranges. The comparisons of building pixels P1, P4, and P5 are shown in Figure 12d,e. It can be obtained that although they are both building pixels with similar spectral curves, P4 and P5 have almost consistent curves of WIC feature, while P1 is quite different, indicating that WIC feature has the ability to differentiate the same objects from different UFZs. Therefore, it can be concluded that WIC outperforms spectrum in obtaining good UFZ segmentation results.

Second, to further validate the advantage of the WIC feature, we also used the traditional MRS in e-Cognition software to directly segment the original image and the WIC feature image, and the

---

**Figure 12.** Comparisons of WIC and spectral features. (a) The selected five pixels (P1, P4, and P5 are building pixels; P2 and P3 are shadow and vegetation pixel respectively); (b,c) WIC and spectral feature curves of P1, P2, and P3; and (d,e) WIC and spectral feature curves of P1, P4, and P5.
Second, to further validate the advantage of the WIC feature, we also used the traditional MRS in e-Cognition software to directly segment the original image and the WIC feature image, and the results at different scales are shown in Figure 13. For the original image segmentation, a small scale will lead to a very broken segmentation result, especially for the shadow areas (scale = 300). While for a large scale, a large number of diverse objects will be merged together (scale = 600). On the contrary, the performance of the WIC feature image is better than that of the original image because the objects with similar context information are segmented into one patch. In one word, the WIC feature is more effective for UFZ segmentation while spectrum is almost impossible to achieve.

![Figure 13](image)

**Figure 13.** The segmentation results using traditional multiresolution segmentation (MRS) in e-Cognition software (the top images are the results of the original image, while the bottom images are the results of the WIC feature image).

Finally, in order to explain the reason of the segmentation differences between the original and WIC feature images in Figure 13, we calculated the heterogeneity increase caused by the object merging in MRS using WIC and spectral features respectively. The results are shown in Figure 14, where a total of 64 objects crossed by an orange line are selected (Figure 14a), which represent soil, residence-1, park, residence-2, residence-3, and commercial zone in turn. Thereby, 63 heterogeneity increase values are calculated (Figure 14b). By comparing the two different curves, two conclusions can be delivered. First, for each UFZ, the WIC feature has smoother curve than the spectral feature, which is beneficial to make each segmented UFZ more complete. Second, there are more obvious demarcation peaks for different UFZs in WIC feature curves, such as merger 7, 18, 24, and 62 (horizontal axis in Figure 14b), which contribute to the separation between different UFZs. Therefore, the WIC feature measuring context information is much more effective for UFZ segmentation than the spectral feature.
Figure 14. The heterogeneity increase of the object merging in MRS using the WIC and spectral features. (a) The objects crossed by the orange line are selected; and (b) the heterogeneity increase of the WIC and spectral features.

4.2. The Effectiveness of the Proposed Method

In this section, three experiments are conducted to demonstrate the effectiveness of our method including: (1) directly using the traditional MRS in e-Cognition software to segment the WIC feature image and comparing the results with our method; (2) comparing the differences of results before and after graph cuts optimization; and (3) comparing the results of the fixed- and adaptive-scale methods. The calculated OCEs are listed in Table 1.

| Experiment | (1) OCE | (2) OCE | (3) OCE | The Proposed Method OCE |
|------------|---------|---------|---------|-------------------------|
| OCE        | 0.79    | 0.67    | 0.74    | 0.58                    |

First, the OCE of 0.79 was obtained by the traditional MRS (Figure 15), while the OCE of 0.58 was achieved by our method. According to Figure 15, two issues exist in traditional MRS compared with our method (Figure 7). First, large UFZs are seriously over-segmented (Figure 15a). The reason is that the WIC values are large in big UFZs, which leads to great WIC heterogeneity. Second, since the segmentation is directly performed on the WIC feature image, the objects’ boundaries are missed, leading to many UFZs crossing the roads (Figure 15b).

Second, the OCEs before and after graph cuts optimization are 0.67 and 0.58 respectively, indicating that graph cuts can significantly improve the UFZ segmentation results. The results of three local regions are shown in Figure 16 and we can draw the following conclusions: first, these initial segmented UFZs with similar context features are merged together (such as region M in Figure 16); second, objects with significant spectral differences from their surrounding environments are merged into neighboring UFZs (such as region P in Figure 16); third, in the results of graph cuts optimization, the UFZs retain good edge information, especially those surrounded by roads (such as region B in Figure 16). In sum, the graph cuts algorithm aims to achieve the global optimum so that better UFZ segmentation results can be obtained.
Figure 15. Segmentation results of WIC feature image using the traditional MRS in e-Cognition software with scale = 90. (a) Large UFZs are over-segmented seriously; and (b) many UFZs cross roads.

Figure 16. The effectiveness of graph cuts optimization (For each sub-figure, the left image is the initial segmentation result, while the right one is the result of graph cuts optimization).

A scale-adaptive method based on WIC values is proposed in this study. Figure 17 shows the distribution of WIC values (each pixel is assigned with the mean of 20 dimension WIC values). It can be seen that large UFZs have large WIC values, especially for the parks, soil, and large commercial
zones (Figure 17b). The distribution of WIC values is positive skew distribution (Figure 17c), thus the median and upper quartile of the distribution are adopted. The OCE of the scale-adaptive method is 0.58, and when compared with 0.74 of the fixed-scale method, it is clear that significant improvement has been achieved. Figure 18 shows the results of the fixed-scale method and adaptive-scale method in two local regions, demonstrating the effectiveness of the latter. The shantytowns in the center of Figure 18a,b are over-segmented because the segmentation scales in this area are not enlarged, which is caused by the WIC values that are not large enough (see Figure 17b).

**Figure 17.** The distribution of WIC values. (a) The original image; (b) the corresponding WIC values (each pixel is assigned with the mean of 20 dimension WIC values); and (c) the distribution of WIC values.

**Figure 18.** The effectiveness of scale-adaptive method. (a,c) are the results of fixed-scale method; (b,d) are the results of adaptive-scale method.
4.3. Comparing with Existing Methods

In this section, our method is compared with existing methods for generating UFZs, including the multi-level aggregation approach [8], image tiles, and road blocks. First, the comparison with the multi-level aggregation approach is performed in terms of segmentation quality and running time. Figure 19 shows the segmented UFZs by the multi-level aggregation approach, while Table 2 illustrates the calculated OCEs and running time of the two methods.

![Figure 19. UFZs generated by multi-level aggregation.](image)

Table 2. Segmentation quality and running time of the two methods.

| Method                | The Proposed Method | The Multi-Level Aggregation |
|-----------------------|---------------------|----------------------------|
| OCE                   | 0.58                | 0.75                       |
| Running time          | 10 min              | 1.4 h                      |

From Figure 7, Figure 19, and Table 2, it can be concluded that the segmentation results of our method are better than the multi-level aggregation approach in both segmentation quality and running time because the former achieved a smaller OCE value (0.58 vs. 0.75) and much less running time than the latter (10 min vs. 1.4 h). The results of multi-level aggregation are visually acceptable, but there are three issues: (1) it needs the constraints of road vectors; (2) object segmentation and classification must be conducted, during which process low accuracies may influence segmentation results by reducing the robustness of spatial pattern features used in aggregation procedure; and (3) the complex procedure makes the method time-consuming and unsuitable for large-scale UFZ segmentation. Moreover, the segmentation scale of multi-level aggregation is fixed during one segmentation process while the scales used in our method are adaptive for different UFZs. This demonstrates the effectiveness of the proposed segmentation method.

As discussed in Section 1, UFZs are usually represented by image tiles or road blocks in existing UFZ analyses. However, these two units are weak when representing UFZs with arbitrary shapes...
and sizes; moreover, UFZs should be analyzed at different scales [45]. Fortunately, our methods can represent and generate UFZs well at multiple scales. The comparisons are shown in Figure 20.

![Figure 20](image.png)

Figure 20. Comparisons of (a) image tiles (100 × 100 pixels), (b) road blocks, and (c) UFZs produced by our method.

It is easy to tell from Figure 20a that image tiles cannot represent real UFZs in shapes and sizes because they are all rectangles. For the road blocks, they are seriously under-segmented and a block usually contains different kinds of UFZs (Figure 20b). For example, the region I in Figure 20b consists of multiple UFZs in Figure 20c, including shantytowns, industrial zones, and parks. Two reasons are related to this issue. First, a number of UFZs are not separated by roads in reality; second, the road data are often incomplete. The rough road blocks can cause various issues that cannot benefit the UFZ analyses [7]. As to the multiscale image segmentation method proposed in this study, it can produce multiscale UFZs for satisfying the various application demands. Besides, it is automatic, fast, and only remote sensing images are required as the input. Overall, the proposed method is more appropriate to represent and generate UFZs.

4.4. Limitations of the Proposed Method

Although satisfactory results are obtained by the proposed method, two problems still exist in the results. First, as city main roads are often wider, they may be segmented into individual UFZs (Figure 21a). With urban road data becoming more available (e.g., OpenStreetMap), a feasible solution is to introduce road vectors to restrict the segmentation procedure. Second, some UFZs such as campuses and residential districts are easy to be mixed as they are usually similar in spectral features and spatial configurations (Figure 21b). The introduction of POI can resolve this problem effectively as POI has rich semantic information.

![Figure 21](image.png)

Figure 21. Road segments (a) and confusions between campuses and residential districts (b).
4.5. Contributions of this Study

UFZs are mainly influenced by two factors: government macro policy-planning and human micro socioeconomic activities. UFZ mapping results can reflect the real status of urban forms and functions, the differences in UFZs between the real status and the government planning, and the possible reasons for the differences. Regardless of the real status or the differences, it can help the government to formulate more accurate and detailed planning and management strategies in the future. In order to generate spatial units for UFZ mapping, this study proposes a context-enabled multiscale image segmentation method.

For UFZ analyzes, whether based on VHR images or social sensing data, the commonly used spatial units are image tiles and road blocks, which cannot exactly represent UFZs [2,7,13,14]. Zhang et al. [7] indicated that the spatial units have vast influences on analyzing UFZs. Since different UFZs can be described based on spatial configurations between geographic objects, context information is explored for segmenting UFZs in our study. Therefore, units produced by our method are homogeneous in semantics of urban functions. Accordingly, the proposed image segmentation method committed to solving the generation of spatial units for UFZs is an important complement to the existing UFZ analyzes. Moreover, segmentation results by our method can be used not only for UFZ mapping and planning, but also as units for urban change analysis [46], thermal environment evaluation [47], and population estimation [48]. For example, compared with the pixel, grid, or local-climate-zone based research on urban heat islands [47], using the segmentation results by our method can better investigate the effects of landscape configuration on the urban thermal environment.

Spatial configuration of landscape components is an important content of landscape pattern [49]. Since the WIC features function as descriptions of the spatial context surrounding each individual pixel, the segmented units are consistent in spatial patterns. Therefore, these multiscale segmented units can be used to represent landscape patches, which are required to be delineated at different scales considering spatial patterns, both including man-made and natural landscapes [8,50].

To our best knowledge, it is the first method for large-scale, efficient, and automated UFZ segmentation in this field. Accordingly, this method is an important complement to the existing UFZ analyzes. Since the spatial units are produced, physical features derived from VHR images or social attributes of social sensing data can be applied to identify their categories to generate UFZ maps [2,7,13,14], which are important for policy-makers and professionals in the field of urban planning because they can help to understand the relationship between physical and socioeconomic structures within urban areas [1]. Specifically, the spatial configuration of UFZs can influence the efficiency of urban life. For example, the sharp separation of residences and workplaces causes urban problems such as traffic jams and air pollution.

5. Conclusions

UFZs are the basis of urban planning and play an important role in monitoring urbanization. UFZ segmentation aiming at delineating UFZ boundaries is the prerequisite to urban applications, but it is still unresolved. This study presents a context-enabled multiscale image segmentation method to generate the spatial units of UFZs from VHR images. WorldView-2 image in Beijing and GaoFen-2 image in Nanchang are used to validate the proposed method. The segmentation results demonstrate that our method is promising and practical for segmenting UFZs. The experimental analyses indicate that:

(1) Context features can be effectively applied to UFZ segmentation.

(2) Graph cuts algorithm aims to achieve global optimum so that it is effective to optimize the segmentation results. The presented scale-adaptive method based on WIC values can adaptively determine the segmentation scales in different urban areas.

(3) The proposed segmentation method is more appropriate for UFZ delineation than traditionally used image tiles and road blocks.
Our future work includes two aspects. First, road vectors will be introduced to improve the segmentation quality. Second, since the spatial units of UFZs are generated in this study, function classification by integrating VHR images and social sensing data for producing UFZ maps will be another aspect in our future work.
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