Kinematics of femtosecond laser-generated plasma expansion: Determination of sub-micron density gradient and collisionality evolution of over-critical laser plasmas
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ABSTRACT
An optical diagnostic based on resonant absorption of laser light in a plasma is introduced and is used for the determination of density scale lengths in the range of 10 nm to >1 μm at the critical surface of an overdense plasma. This diagnostic is also used to extract the plasma collisional frequency, allowing inference of the temporally evolving plasma composition on the tens of femtosecond timescale. This is found to be characterized by two eras: the early time and short scale length expansion (L < 0.1 k), where the interaction is highly collisional and target material dependent, followed by a period of material independent plasma expansion for longer scale lengths (L > 0.1 k); this is consistent with a hydrogen plasma decoupling from the bulk target material. Density gradients and plasma parameters on this scale are of importance to plasma mirror optical performance and comment is made on this theme.

© 2021 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0038549

I. INTRODUCTION
A renewed interest in the plasma mirror (PM)1–3 is evident from a wealth of recent investigations emerging from the literature. These cover a range of topics including optical performance optimization,4–7 high repetition rate designs of thin and ultrathin PMs,8–11 which are suited to multistage wakefield acceleration for example;12 focusing PMs13–15 which can be used as an active optical element, leading to focused intensity enhancement; PMs for secondary radiation source generation,16–18 and a range of implementation studies.7,19,20 As the PM’s repertoire evolves, the matter of their efficiency becomes increasingly important as they have traditionally been considered a lossy component with a reflectivity commonly measured to be around 70%. However, it was recently shown this can be significantly increased to 96%, when a 1015 W cm−2, 1.054 μm, s-polarized
laser pulse interacted with a finite plasma density gradient of (0.1–0.3)λ on the surface.4 To further investigate this efficiency control mechanism, we have devised a technique to experimentally determine the plasma sub-micron density scale length, collisionality, and temperature, such that they can be experimentally correlated with PM performance. Measuring sub-micron density gradients is a useful measurement to make in itself for diagnosing overdense laser-plasma interactions, as many phenomena have been shown to be sensitively dependent on the laser interaction with short density scale lengths, such as harmonic generation,24–25 ion acceleration26–28 from surface monolayers,29,30 soft31,32 x-ray generation, and instability growth.

Experimental measurement of sub-micron density gradients using conventional techniques is challenging, as imaging or interferometry does not offer the necessary spatial resolution at optical wavelengths and strong refraction and bright, broadband self-emission in the vicinity of the critical density compounds this difficulty. However, when physical phenomena are markedly sensitive to variations of the scale length on this order, measurements of these phenomena and variations in them can be used as diagnostics of the scale length.36–38

For the work in this manuscript, the technique of resonance absorption by fitting the model to the experimental results of this manuscript, numerical and experimental results, before using it to extract information does not offer the necessary spatial resolution at optical wavelengths,39 and we introduce an optical variant of this technique. Since for long scale lengths (L/λ > 1), the dielectric constant is slowly varying on the scale of the laser wavelength and in this case, (4) can be solved within the WKB approximation,42,43 and the laser absorption efficiency (|E|^2) by the plasma is given by:

\[ \eta_{\text{WKB}} = 1 - \exp \left( -\frac{8}{3}\beta_{\text{WKB}} L \frac{\lambda}{c} \cos^3 \theta \right). \]

In the case of short scale lengths (L/λ < 1), the WKB approximation fails and we therefore aim to develop a solution of (4) in the limit where the collision frequency is small, βp ≪ 1. A more detailed version of the following derivation is presented in the Appendix. Introducing a new variable, \( \zeta = x/L + N + 1 \), and substituting (3) into (4), we obtain (6), where \( x = (\omega t/L)^2 \) and \( S = \sin^2 \theta \):

\[
\begin{align*}
\eta_p &= 1 - \frac{d H}{d \zeta} \left|_{\zeta=0} \right. 
- x H \left[ \frac{\zeta - i \beta_p (1 + \zeta)}{1 + i \beta_p (1 + \zeta)} + S \right] = 0.
\end{align*}
\]

A solution of (6) can be found by making the assumption that \( x \ll 1 \). It should be noted that one cannot expand H in terms of \( x \) directly in (6), since the last term, proportional to \( x \), may become large at \( \zeta \to -\infty \), so (6) is solved for the edge region (\( \zeta \approx 1 \)) and in the plasma bulk (\( \zeta \gg 1 \)) separately and then matching of the expansions is performed. When the magnetic field, \( H \), is known, the electrical component, \( E_p \), and the absorption efficiency of the p-polarized light in the density scale length, \( \eta_p \), are given by (7):

\[
\begin{align*}
E_p &= \frac{1}{\beta_p} \arctan \left[ \frac{\zeta (1 + \beta_p)}{\zeta (1 + \beta_p)} \right] - \frac{\zeta (1 + \beta_p)}{\beta_p} \\
\eta_p &= 1 - \left[ \frac{\zeta (1 + \beta_p)}{\zeta (1 + \beta_p)} \right].
\end{align*}
\]

where \( \zeta = (E_p/H)|_{t=1} \) is the surface impedance. Considering the region, \( 1 \leq \zeta \leq N + 1 \), where the last term in Eq. (6) is small compared with the other terms. Setting \( x = 0 \), we obtain a zeroth-order approximation to the edge solution, which is valid for all values of \( \beta_p \):
where D and B are undefined constants. Treating $\beta_p^2$ as a small parameter in the same way as $\alpha$ and substituting (9) into (6), the surface impedance is obtained in (10). Along with the terms in (A11), the absorbed energy fraction from the p-polarized interaction, $\eta_p$, can be obtained from (7).

$$H = H_0(\xi) + \alpha H_0(\xi) + i\beta_p H_p(\xi) + \cdots,$$

$$\zeta = 2i\alpha^{1/2}(D + \alpha D_1 + i\beta_p D_2) \cdot (D + B + \alpha(D_1 + B_1) + i\beta_p D_2)^{-1},$$

where

$$D_1, D_2, B_1, B_2, \eta_0, \text{ and } \eta_1$$

are constants to be defined by matching the edge and bulk solutions (see the Appendix). The capability of the matching procedure is provided by the assumption $\alpha \ll 1$, because in this case, the edge region can overlap the bulk one.

Relation (10) can be approximated by

$$\zeta \approx -1.38i \cdot \alpha^{1/4}(1 - e^{1/3}) + \pi\alpha^{1/2} \approx + 0.38\beta_p \alpha^{-1/6},$$

where the real terms are responsible for resonant and collisional parts of the total absorption efficiency. The absence of the angular dependence in the last term of (12) implies the equality of collisional absorption efficiency for the s- and p-polarized waves in the considered approximation. We do not consider Brunel absorption mechanism in our conditions because of its inefficiency at the laser intensities investigated in our experimental work.

Note, that for $L/\lambda \ll 1$, the laser wave penetrates well beyond the critical surface and the collision frequency is not defined by Spitzer theory. The p-polarization absorption efficiency has two limits: for $L/\lambda \gg 1$, $\eta_p \approx \eta_s \approx \eta_{WKB}$; and at the other limit, $L/\lambda \ll 1$, $\eta_{WKB} \rightarrow 0$, and the main contribution to the absorption is described by Eq. (7). Thus, in the intermediate region, one can match the solutions of Eqs. (5) and (7) by simple addition as in Eq. (13),

$$\eta_{TOTAL} = \eta_p + \eta_{WKB}.$$
incidence angles, both in terms of the qualitative shapes of the curves and the absorption efficiency that they predict. The comparison of the analytic model equation (15) for absorption of s-polarized laser pulses with the numerical model of Kieffer et al. is shown in Fig. 1(b).

In deriving the analytic model, a linear density profile was assumed, whereas in experiment and simulation, an exponential profile is typically observed and we consider the impact of this on the analytic model results. We note that the results of the analytic model are compared with a numerical solution using an exponential density profile and the good agreement obtained shows that our model is valid under these conditions.

Second, the analytic model is derived under the assumption that $\beta_P \ll 1$. In Fig. 2, we compare numerical calculations from Kieffer et al. with $\beta_P = 0.32$. This shows that for $L/\lambda > 4 \times 10^{-2}$, the analytic model agrees with the calculation for high collision frequencies to 15%, and for $L/\lambda < 4 \times 10^{-2}$, it agrees to 26%. In Secs. IV and V interpretation of experimental data should therefore be considered to be valid when this condition is found to be true.

The good degree of agreement gives us confidence that the analytic model has captured the key physics that describes the mechanism of absorption of laser energy in plasma density scale lengths and that robust conclusions about the plasma parameters can be obtained by fitting the model to experimental data.

III. EXPERIMENTAL METHODS

The experiment was carried out at the Central Laser Facility using the Gemini TA2 experimental area. The laser is a Titanium:Sapphire system, which produced pulses of 60 fs duration for this experiment at a central wavelength of 800 nm with up to 500 mJ of energy on target. The laser intensity contrast, being the ratio of instantaneous intensity to that of the main pulse, was measured to be $>10^9$, $10^7$, and $10^4$ at 50, 5, and 0.5 ps prior to the main pulse, respectively.

A prepulse generator was installed in the beamline at the postamplification and pre-compressor stage, and a schematic of this is shown in Fig. 3. Using a calorimeter, we measured the energy partition between the beams to be 1:10 (prepulse to main pulse) and typically (19:190) mJ was delivered to the target chamber for results presented in this study. The collinear beams were temporally synchronized to within the laser pulse duration by varying the position of the delay stage until interference fringes were observed on a post-compression near field diagnostic.

In the interaction chamber, the common polarization of the pulses was controlled by a half-wave plate and focused onto the target with a gold-coated off-axis parabola with a focal length of 50.8 mm and aperture of 55 mm at a central angle of incidence of 48°.

The PM target was reproducibly positioned in the focal plane using a collinear internal CW laser and retro imaging system, to

FIG. 2. The analytic model benchmarked against numerical data from Fig. 4 of Kieffer et al. for p-polarized interactions at 45° incidence and a higher collision frequency $\beta_P = 0.32$.

FIG. 3. Left: the pre-compressor, prepulse generator. Right: the experimental setup in the TA2 vacuum chamber.
within an error comparable to the Rayleigh range of the off-axis parabola, and was typically positioned at a defocused position of 200 μm. The intensity on target was then varied by controlling the incoming laser energy, which was monitored shot to shot by a pre-compressor near-field diagnostic.

After interaction, the reflected beam is directed toward a ground glass scatter screen, from which the reflected near field is imaged by a high-dynamic-range ANDOR Neo 5.5 sCMOS camera. With the plasma reflectivity known to have an angular dependence, only the energy content of the central ±2.5° portion of the beam is considered in the analysis presented here.

IV. EXPERIMENTAL RESULTS

A. Single pulse interactions

Prior to investigating the interaction of the laser with a density scale length, the experimental setup was used to characterize the intensity dependent, integrated reflectivity of a single laser pulse from an interaction with an uncoated BK7 glass substrate. Many experiments have been conducted using similar parameter ranges, and these shots therefore serve to benchmark the experimental setup.

The results of this characterization study are presented in Fig. 4, for both s- and p-polarization interactions, and good agreement is obtained between the results here and those published elsewhere for s-polarized pulses with these wavelengths and pulse duration.

B. Interactions with a prepulse formed plasma scale length

On introduction of the controlled prepulse, the reflectivity of the plasma as a function of interpulse time delay was investigated for multiple materials under the same irradiation conditions. BK7 glass (SiO2), sapphire (Al2O3), copper, and gold substrates were chosen as dielectrics are common PM substrate materials, and gold has a significantly different charge and mass from these, enabling any dependence of the interaction on the substrate material to be discernible in the experimental results.

Figure 5 shows the experimental results of the main pulse reflected energy fraction obtained at various interpulse time delays, where the plasma expansion is initiated by a prepulse with an intensity of \(2 \times 10^{14}\) W cm\(^{-2}\), and the main pulse therefore probes the expansion with ten times that intensity.

1. Temporally evolving scale length

The main pulse reflected energy fraction behavior from s-polarized interactions is consistent with that obtained in the past, where a peak in the plasma reflectivity is observed at an optimal scale length and interpulse time delay of a few picoseconds.

Data from interactions with an s-polarized laser pulse are well reproduced by the analytic model described by Eq. (15), where the scale length of the model is fitted to the experimental data by assuming an isothermal plasma expansion, governed by the sound speed \(c_s\) over time by the relation, \(L = c_s t\). Performing a least squares fit of the model to the experimental data yields a sound speed of \(c_s = 24\) nm ps\(^{-1}\) and a collision frequency of \(\beta_{coll} = 0.054\).

This allows the electron temperature of the plasma to be calculated using the straightforward relationship in Eq. (16) and is estimated to be \(\approx 6\) eV by assuming that protons are the dominant ion species in the expansion. In the coming paragraphs, we will present independent pieces of evidence for this assumption.

\[
c_s = \left(\frac{Z' k_B T_e}{m_i}\right)^{1/2}, \quad T_e = \frac{m_i c_s^2}{Z' k_B}.
\]
data show the same trends expected for p-polarized interactions as those shown in Fig. 1.

All materials also show a consistent temporal evolution of the reflected energy fraction, with all observed to have a similar reflectivity minimum at the same interpulse time delay of 1 ps. This is a material independent trend and is strong evidence for a plasma expansion dominated by a common species in each case. The most likely candidate for a common species would be protons, which is consistent with routine observations in relativistic intensity ion acceleration experiments, where protons are predominantly accelerated independent of the target material chosen. This observed material independence is our first justification for assuming, $Z^*/C^3 = 1$, and, $m_i = m_p$, in the above electron temperature calculation.

The data set from interactions with beams in p-polarization is not as simple to fit to the model as the data for the s-polarization data set, as no single collision frequency describes the whole data set for all materials that were tested. We do however find that the scale length evolution is well described by the same expansion velocity as obtained from the s-polarized data. This is to say that the prepulse in both cases initiates a plasma expansion that is mutually consistent in terms of scale length evolution.

We will first describe the fitting method to the model before going on to give a physical interpretation of these results in Sec. V.

### 2. Temporally evolving collision frequency

In the case of matching the model to the experimentally measured p-polarization reflectivity curves, no single collision frequency appears to adequately reproduce the experimental data. However, a simple two collision frequency model appears to describe the data set for two groups of experimental data. For p-polarized interactions with short density scale lengths, an observed collision frequency $b_{POBS} = 0.75$ approximately fits the data, and for longer scale lengths, a smaller collision frequency of $b_{POBS} = 0.54$ fits the data.

Whilst Fig. 5 shows an intuitive way to fit the model to the data set as a whole, Figs. 6(a) and 6(b) show an alternative way to visualize the data set. By deducting the modeled p-polarization reflectivity at a given collision frequency, $R_{P|\beta_P}$, from the modeled reflectivity for an s-polarized beam at another collision frequency, $R_{S|\beta_S}$, the two trends are combined into a single trend.

A summary of the best fitting parameters for the model is presented in Table I.

### Table I. A summary of the fitting parameters for the model from Fig. 6 and their observed substrate dependencies.

| Laser polarization | Scale length vs skin depth |
|--------------------|---------------------------|
|                    | $L/\lambda < c/\omega_{pe}$ | $L/\lambda > c/\omega_{pe}$ |
| s-polarization     | $\beta_{S|\beta_S} = 0.054$ (substrate independent) | $\beta_{S|\beta_S} = 0.054$ (substrate independent) |
| p-polarization     | $\beta_{P|\beta_P} = 0.45$ (gold), $0.75$ (oxygen) (substrate dependent) | $\beta_{P|\beta_P} - \beta_{S|\beta_S} = 0.054$ (substrate independent) |
is possible to more precisely fit the model to the data. A summary of the best fitting parameters for the model is presented in Table I.

In Fig. 6(a), this is shown for interactions with BK7 glass and sapphire. For scale lengths less than \( \sim 125 \) nm, the data are best fit by differing collision frequencies, \( \beta_{\text{Pare}} = 0.75 > \beta_{\text{Spar}} = 0.054 \). However, for scale lengths longer than \( \sim 125 \) nm, a common collision frequency is found to fit the data with, \( \beta_{\text{Spar}} = \beta_{\text{Pare}} = 0.054 \).

Similarly for a gold substrate, as shown in Fig. 6(b), the data are fit by \( \beta_{\text{Pare}} = 0.45 > \beta_{\text{Spar}} = 0.054 \) for scale lengths less than \( \sim 125 \) nm and are better fit for longer scale lengths with a common collision frequency, \( \beta_{\text{Spar}} = \beta_{\text{Pare}} = 0.054 \).

Looking at both data sets, the transition from, \( \beta_{\text{Pare}} > \beta_{\text{Spar}} \), to, \( \beta_{\text{Pare}} = \beta_{\text{Spar}} \), is quasi material independent and is found to occur when the scale length of the plasma at the critical density is on the order of its skin depth, \( c/\omega_{pe} \), of 125 nm.

For absorption of p-polarized light in short density scale lengths, fitting the model to the experimental data for yield the prediction that the collisionality of the oxygen plasma should be higher than that of the gold plasma, assuming that oxygen is the dominant ion species for both BK7 (SiO2) and sapphire (Al2O3). To investigate whether this should be the case, the expected collisionality of the two plasmas was calculated using the model by Eidmann et al.\textsuperscript{[48]} with an electron temperature of 6 eV, and the charge state of the ions was calculated using the Atzeni model.\textsuperscript{[32]} This is presented in Fig. 7 and shows that a gold plasma is calculated to have a lower collisionality than an oxygen plasma under these conditions, and quantitatively also agrees well with the best fit values, where we obtain \( \beta_{\text{Pare}} = 0.75 \) for BK7/sapphire and \( \beta_{\text{Pare}} = 0.45 \) for gold.

Whilst a transition from \( \beta_{\text{Pare}} > \beta_{\text{Spar}} \) to \( \beta_{\text{Pare}} = \beta_{\text{Spar}} \) is most evidently observed in the data for interpulse time delays of 5–10 ps on each of the PM substrates, two outliers are observed at 30 ps and 50 ps for the gold substrate. For these shots, the near-field distribution measured from the post-PM interaction becomes distorted by intensity perturbations, as the surface quality of the PM deteriorates over time.\textsuperscript{[33]}

![Graph](image.png)

**FIG. 7.** The collision frequency in the bulk target material, calculated using the model by Eidmann et al.\textsuperscript{[48]} with free electron densities based on the ionization state predicted by the More model\textsuperscript{[49]} and the material densities under standard conditions.

This results in a larger error in measuring the plasma reflectivity in a sub-sampled area of the beam, contributing to a larger error and results in a larger discrepancy with the model. The data obtained from the higher-quality near-field measurements at 10-ps interpulse time delays and less therefore are objectively better quality data for comparing with the analytic model, but results from longer interpulse time delays are included here for completeness.

V. DISCUSSION

Fitting the model to the experimental data in Sec. IV shows that the temporally evolving plasma mirror reflectivity can be explained well with an evolving two collision frequency model, and our interpretation of this result follows.

For p-polarization, the absorption efficiency has two parts: \( \eta_P \) from Eq. (7), which a significant part of this manuscript was dedicated to formulating an analytic description for; and \( \eta_{\text{WKB}} \) from Eq. (5). Each of these are found here to be described by different collisional frequencies.

In the case of a long scale length, \( L/\lambda \gg 1 \), the mathematics here can be used to show \( \eta_P \rightarrow 0 \), and accordingly at large scale lengths, \( \eta_{\text{WKB}} = \eta_{\text{WKB-Pare}} = \eta_{\text{WKB-Spar}} \). In this case, the collision frequency must coincide with the value obtained for s-polarization, \( \beta_{\text{WKB}} = 0.054 \).

On the other hand, for short scale lengths, the effective collision frequency required to reproduce the data is \( \beta_{\text{WKB}} = 0.45 – 0.75 \), since \( L/\lambda \ll 1 \); then \( \eta_{\text{WKB}} \rightarrow 0 \), and the main contribution to the absorption is from \( \eta_P \) from Eq. (7).

The p-polarized interactions are therefore found to have a material dependent collisionality for short scale length plasma, and a material independent collisionality for long scale length plasma, and this is consistent with a decoupling of two plasma species as this scale length develops. At short scale lengths, the electric field of the p-polarized laser penetrates into the high-density bulk plasma, where the bulk material properties govern the absorption efficiency of laser light, and this is observed through the differing collisionality fits for oxygen and gold plasmas.

However, for long scale lengths, the absorption efficiency of p-polarized beams is found to be independent of PM material and is found to tend toward the absorption efficiency for s-polarized beams. This is consistent with the interaction, in all cases, being with an ion species, independent of the target material choice. The probable candidate for this would be a proton plasma layer, as is routinely observed from relativistic ion acceleration experiments, where protons are predominantly accelerated independent of the target material chosen.

This contaminant layer governs the expansion observed at the surface.\textsuperscript{[29,30]} This can be considered similar to the end goal of the often utilized technique of tamping, to suppress the bulk expansion at the expense of the expansion of the tamping layer; the monolayers being the tamping in this analogy. This is consistent with the expansion velocity being measured to be independent of target material, as in this case, it would be dictated by the expansion velocity of protons. This is observed in the constant sound speed fit, and the scale length at which the collision frequency transitions from \( \beta_{\text{Pare}} > \beta_{\text{Spar}} \) to \( \beta_{\text{Pare}} = \beta_{\text{Spar}} \), being material independent.

VI. CONCLUSIONS

We have experimentally determined the plasma electron temperature, scale length, and collisionality evolution by varying laser
polarization and have measured the plasma reflectivity as a function of interpulse delay. The experimental technique in itself is simple; however, we have shown it to be particularly powerful for its sensitivity in extracting plasma parameters that are in good agreement with the predictions of models in the literature. This gives confidence that the technique can be used in future experiments and allows the picosecond evolution of these parameters to be estimated by making no prior assumptions about the plasma composition. This technique therefore provides a means of measuring sub-micron density gradients and collision frequencies in the vicinity of the critical surface, which is difficult to measure by alternative existing diagnostic techniques at solid density.

The power of this technique has led us to make novel conclusions on the nature of the plasma expansion on the picosecond timescale and sub-micron scale lengths, specifically that the laser interaction with the plasma is described by two eras: a high collisionality era where the bulk target ions play an important role in laser energy absorption, followed by a lower collisionality era, which is consistent with a hydrogen plasma expansion from surface monolayers decoupling from the bulk plasma.

This sheds new light on the kinematics of the plasma expansion at these intensities, temperatures, and timescales, which may be of relevance to field of hydrodynamic modeling, which often assume an equation of state composed of non-decoupling species, and neglect the effect due to contaminant monolayers, which we would now argue requires revision.

In previous work, PIC (Particle in Cell) modeling was used to infer that an observed PM reflectivity enhancement from 85 to 96% was due to the presence of a finite density scale length plasma of 0.1–0.3 μm on the PM surface. Here, we have obtained excellent agreement, where we have measured a peak plasma mirror reflectivity of 95% for a measured plasma scale length in the region of 0.1–0.3 μm, and this work provides direct experimental evidence linking that enhanced plasma reflectivity to the presence of a density scale length.

VII. OUTLOOK

Carrying on with this work, we envisage that a relatively simple diagnostic of sub-micron plasma evolution could be installed in any experimental area, where access to a short pulse CPA (Chirped Pulse Amplification) beam exists, and has enough energy such that when the pulse duration is stretched to tens of picoseconds, it maintains an intensity of >10^15 W cm^-2 for efficient resonant absorption.

With the stretched, chirped, pulse having a temporally varying wavelength arriving at the target λ(t), the spectrally dependent reflectivity R(λ), encodes information about the temporally varying reflectivity from the target R(t). A similar such instrument has been demonstrated by Green et al. for imaging spectroscopic applications. 10 For this approach, a simultaneous s- and p-polarized measurement would be required, which could be achieved by irradiating the target with collinear, cotimed, and orthogonally polarized beams.

For measuring the preplasma scale lengths of higher intensity interactions, we calculate this technique would be adequate for the measurement of micrometer density scale lengths of mildly relativistic interactions (up to 2 × 10^18 W cm^-2) using high contrast laser systems (10^17 at 0.5 ps). 11-13 Such conditions may necessarily be facilitated by PMs using current state-of-the-art technology, but as laser technology progresses using cross-beam polarization to further enhance CPA laser contrast for example, such applications should become more wideranging.

Going forward we believe this work will provide a platform for understanding of a host of plasma optic tools such as focusing PMs or reentrant cones, which have been challenging to understand or accurately model to date.
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APPENDIX: EXTRA DETAILS ON THE DERIVATION OF THE SURFACE IMPEDANCE

To be concise, second-order considerations were omitted in the derivation of the surface impedance in Eq. (10), and a more thorough derivation is presented below.
where \( a = \text{const} \). It should be noted that one cannot expand \( f \propto (x, y, z) \) for the edge region \((|x|, |y|, |z|) \approx 1\) and in the plasma bulk \((|x|, |y|, |z|) \gg 1\) separately and then matching of the expansions is performed.

When the magnetic field, \( H \), is known, the electrical component, \( E_\eta \), and the absorption efficiency of the p-polarized light in the density scale length, \( \eta_p \), are given by (7) and (A2):

\[
E_\eta = i e^{-1} x^{1/2} H dH/dx, \\
\eta_p = 1 - |(\zeta - c)/(|\zeta| + c)|^2,
\]

where \( \zeta = (E/H) / \zeta \), is the surface impedance.

Considering the region, \( 1 / \zeta \leq N + 1 \), where the last term in (6) and (A1) is small compared with the other terms. Setting \( x = 0 \), we obtain a zeroth-order approximation to the edge solution, which is valid for all values of \( \beta p \).

\[
H_0 = 2D \left[ \frac{i}{\beta p} \arctan[\beta p(1 + \zeta)] - \frac{\xi^2 + \beta p^2}{\beta^2} \right] + B, \quad \text{(A3)}
\]

where \( D \) and \( B \) are undefined constants. Treating \( \beta p \) as a small parameter in the same way as \( x \) and substituting (9) and (A4) the expansion:

\[
H = H_0(\zeta) + i H_0 B_0(\zeta) + \cdots, \quad \text{(A4)}
\]

into (6) and (A1), one can obtain the following result:

\[
H_0 = D_1 \zeta + B, \quad \text{(A5)}
\]

\[
H_0 = B_1 - D_1/10 + D_2/10 - B_1/10 + B_2/10 - B_3/4 + (BS/2)\zeta^2 \ln(\zeta + (B/3)\zeta^2 + (DS/8)\zeta^4 + (D/15)\zeta^6)
\]

\[
H_0 = D_2 - 2D_2 \zeta + D_5 \zeta - (2/3) D_3 \zeta^3, \quad \text{(A7)}
\]

where \( D_1, D_2, B_1, B_2 \) are constants to be defined by matching the edge and bulk solutions. The capability of the matching procedure is provided by the assumption \( x \ll 1 \), because in this case, the edge region can overlap the bulk one. After matching, we obtain the desired values of the constants. Substituting (A5)–(A7) into the expression for \( \zeta \), we obtain the following:

\[
\zeta = 2i x^{-1/2} (D + iD_1 + D_0^2) \cdot (D + x(D_1 + B_1) + D_0^2)^{-1}, \quad \text{(A8)}
\]

where

\[
D_1, D_2, B_1, B_2, q_0, \text{ and } q_1
\]

are constants to be defined by matching the edge and bulk solutions. The capability of the matching procedure is provided by the assumption \( x \ll 1 \), because in this case, the edge region can overlap the bulk one.

\[
D = -(3/2)^{1/3} \Gamma(1/3) z^{3/2},
\]

\[
D_1 = -\frac{(1 + i n S)}{2} - S \frac{q_0}{\Gamma(2/3)} + \Gamma(2/3 + (\zeta + i \zeta^2)/3) \frac{(1 + i \zeta^2/3)}{2 \cdot 3^{1/3}},
\]

\[
D_2 = (3^{1/3} / 2) \Gamma(2/3),
\]

\[
B = \frac{(1 - 3S)}{6}
\]

where

\[
q_0 = \int^{t/13} K(2/3) t^2 (t - \Gamma^2(2/3)(2t)^{1/3}) \exp[-t] dt \approx -0.31,
\]

\[
q_1 = \int^{t/13} K(2/3) t^2 (t - \Gamma^2(2/3)(2t)^{1/3}) dt \approx -0.49,
\]

where \( K \) is the MacDonald function.

Relation (10) can be approximated by

\[
\zeta \approx -1.38 t^{1/3} \left[ 1 - x^{1/3} \left( 1 + 2^{1/3} - 3^{1/3} \right) \right] + \frac{0.38 \beta p}{\zeta^{1/2}}, \quad \text{(A11)}
\]

where the real terms are responsible for resonant and collisional parts of the total absorption efficiency. The absence of the angular dependence in the last term of (12) and (A11) implies the equality of collisional absorption efficiency for the s- and p-polarized waves in the considered approximation.

**DATA AVAILABILITY**

The data that support the findings of this study are available from the corresponding author upon reasonable request.

**REFERENCES**

1. C. Ziener, P. S. Foster, E. J. Divall, C. J. Hooker, M. H. R. Hutchinson, A. J. Langley, and D. Neely, J. Appl. Phys. 93, 768 (2003).
2. B. Dromey, S. Kar, and M. Zepf, Rev. Sci. Instrum. 75, 645 (2004).
3. G. Doumy, F. Quere, O. Gobert, M. Perdrizet, P. Martin, P. Audebert, J. C. Gauthier, J.-P. Geindre, and T. Wittmann, Phys. Rev. E 69, 026402 (2004).
4. G. Scott, V. Bagnoud, C. Brabetz, R. J. Clarke, J. S. Green, R. I. Heathcote, H. W. Powell, B. Zielbauer, T. D. Arber, P. McKenna, and D. Neely, New J. Phys. 17, 033027 (2015).
5. S. K. Mishra, A. Andreev, and M. P. Kalashnikov, Opt. Express 25, 11637 (2017).

Phys. Plasmas 28, 093109 (2021); doi: 10.1063/5.0038549
© Author(s) 2021
