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Abstract

DiPerna-Lions (Invent. Math., 1989) established the existence and uniqueness results for linear transport equations with Sobolev velocity fields. This paper provides mathematical analysis on two simple finite difference methods applied to linear transport equations on a bounded domain with divergence-free (unbounded) Sobolev velocity fields. The first method is based on a Lax-Friedrichs type explicit scheme with a generalized hyperbolic scale, where truncation of an unbounded velocity field and its measure estimate are implemented to ensure the monotonicity of the scheme; the method is $L^p$-strongly convergent. The second method is based on an implicit scheme with $L^2$-estimates, where the discrete Helmholtz-Hodge decomposition for discretized velocity fields plays an important role to ensure the divergence-free constraint in the discrete problem; the method is scale-free and $L^2$-strongly convergent. The key point for both of our methods is to obtain fine $L^2$-bounds of approximate solutions that tend to the norm of the exact solution given by DiPerna-Lions. Finally, the explicit scheme is applied to the case with smooth velocity fields from the viewpoint of the level-set method involving transport equations, where rigorous discrete approximation of geometric quantities of level sets is discussed.
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1 Introduction

We consider linear transport equations

$$\begin{cases} \partial_t f(t, x) + v(t, x) \cdot \nabla f(t, x) = 0 & \text{in } (0, T) \times \Omega, \\ f(0, \cdot) = f^0 & \text{on } \Omega, \end{cases}$$

where $\Omega \subset \mathbb{R}^3$ is a bounded connected open set,

$v \in L^2([0, T]; H_0^1(\Omega)^3) \cap L^\infty([0, T]; L^2(\Omega)^3)$ with $\nabla \cdot v = 0$ is a given function,

$f^0 \in L^{\infty}(\Omega)$ or $L^2(\Omega)$ is initial data,
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where \( T > 0 \) is an arbitrary terminal time, \( f : [0, T] \times \Omega \to \mathbb{R} \) is the unknown function, \( \partial_t, \partial_{x_j} \) etc. stand for the (weak) differentiations, \( \nabla = (\partial_{x_1}, \partial_{x_2}, \partial_{x_3}) \), \( L^p(\Omega) = L^p(\Omega; \mathbb{R}) \), \( H^1_0(\Omega) = H^1_0(\Omega; \mathbb{R}) \), and \( x \cdot y = \sum_{i=1}^3 x_i y_i \) for \( x, y \in \mathbb{R}^3 \).

The problem (1.1) appears in classical fluid mechanics together with the ODE

\[
x'(s) = v(s, x(s)),
\]

where \( v \) is an Eulerian velocity field of an incompressible fluid flow and the flow of (1.2) gives trajectories of Lagrangian fluid particles. When \( v \) is \( C^1 \)-smooth, the method of characteristics connects (1.1) and (1.2), providing full information on both problems. However, it is not clear if one can always find a smooth velocity field of a fluid flow.

DiPerna-Lions [8] generalized the classical theory to the problems (1.1) and (1.2) with velocity fields in Sobolev spaces (under weaker assumptions than ours), introducing weak solutions of (1.1) and a notion of the “flow” of (1.2). We refer to [2] for further development of DiPerna-Lions theory.

The regularity class of the velocity field mentioned in (1.1) is motivated by the class of Leray-Hopf weak solutions to the incompressible homogeneous Navier-Stokes equations, the class of weak solutions of incompressible inhomogeneous Navier-Stokes equations studied in [18] or the class of generalized solutions to the incompressible two-phase Navier-Stokes equations introduced in [1] (so-called varifold solutions). In an inhomogeneous flow, the density profile is transported by the velocity field, and the incompressible Navier-Stokes equations are coupled with the linear transport equation. In a two-phase flow, an interface is transported by the velocity field. The level-set method is an effective way to chase moving interfaces (see [17]), where level-set functions are given as solutions of the linear transport equation. Our motivation for (1.1) comes from mathematical/numerical analysis on incompressible inhomogeneous flows and two-phase flows with the level-set method. In particular, we focus our attention on the theoretical aspect of classical finite difference methods of transport equations for possible applications in fluid mechanics. We refer to [9] and the references therein for physics of the miscible mixing of two incompressible fluids (inhomogeneous flows); we refer also to [4] for recent developments of theory of two-phase flows in the framework of computational fluid mechanics. We remark that, in the literature, numerical analysis on continuity equations has been more frequent in the framework of finite volume methods, particularly in the context of compressible fluid mechanics.

Before going into the main results of this paper, we briefly explain how to verify the existence and uniqueness for (1.1) by means of DiPerna-Lions’ existence and uniqueness results obtained for the whole space problems. This is possible in the case where \( v \) vanishes on \( \partial \Omega \). Note that, in the case where \( v \) does not vanish on \( \partial \Omega \), existence and uniqueness must be analyzed independently: see [5]. A function \( f \) is a weak solution of (1.1) with \( f^0 \in L^\infty(\Omega) \) (resp. \( f^0 \in L^2(\Omega) \)), if \( f \in L^\infty([0,T];L^\infty(\Omega)) \) (resp. \( f \in L^\infty([0,T];L^2(\Omega)) \)) and

\[
(1.3) \quad \int_0^T \int_\Omega \left( f(t,x) \partial_t \varphi(t,x) + f(t,x) v(t,x) \cdot \nabla \varphi(t,x) \right) dx dt + \int_\Omega f^0(x) \varphi(0,x) dx = 0
\]

for all \( \varphi \in C^\infty([0,T] \times \mathbb{R}^3; \mathbb{R}) \) with \( \text{supp}(\varphi) \subset [0,T] \times \mathbb{R}^3 \) compact.

Note that test functions are NOT taken as compactly supported elements of \( C^\infty([0,T] \times \Omega; \mathbb{R}^3) \). Our choice of the test functions implies equivalence between (1.1) and the whole
space problem

\[ (1.4) \quad \begin{cases} 
\partial_t \tilde{f}(t, x) + \tilde{v}(t, x) \cdot \nabla \tilde{f}(t, x) = 0 \quad \text{in } (0, T) \times \mathbb{R}^3, \\
\tilde{f}(0, \cdot) = \tilde{f}^0 \quad \text{on } \mathbb{R}^3,
\end{cases} \]

where \( \tilde{v} \in L^2([0, T]; H^1_0(\mathbb{R}^3)) \cap L^\infty([0, T]; L^2(\mathbb{R}^3)) \) with \( \nabla \cdot \tilde{v} = 0 \). A function \( \tilde{f} \) is a weak solution of (1.4) with \( \tilde{v} \in f \in \mathbb{R}^3 \) for all test functions of the form \( \psi \) solution of (1.4). Conversely, let \( \tilde{v} \in f \in \mathbb{R}^3 \) for any test function of the form \( \phi \) solution of (1.4). It is clear that the 0-extension of a weak solution of (1.1) to \( [0, T] \times \mathbb{R}^3 \) and \( \text{supp}(\phi) \subset [0, T] \) are compact.

\[
(1.5) \quad \int_0^T \int_{\mathbb{R}^3} \left( \tilde{f}(t, x) \partial_t \phi(t, x) + \tilde{f}(t, x) v(t, x) \cdot \nabla \phi(t, x) \right) \, dx \, dt + \int_{\mathbb{R}^3} \tilde{f}^0(x) \phi(0, x) \, dx = 0
\]

for all \( \phi \in C^\infty([0, T] \times \mathbb{R}^3; \mathbb{R}) \) with \( \text{supp}(\phi) \subset [0, T] \times \mathbb{R}^3 \).

It is clear that the 0-extension of a weak solution of (1.1) to \( [0, T] \times \mathbb{R}^3 \) is a weak solution of (1.4). Conversely, let \( \tilde{f} \) be a weak solution of (1.4). It follows from (1.5) that we have for any test function of the form \( \phi(t, x) = \phi_1(t) \phi_2(x) \) with \( \text{supp}(\phi_1) \subset [0, T] \) and \( \text{supp}(\phi_2) \subset \mathbb{R}^3 \setminus \bar{\Omega} \),

\[
\int_{\mathbb{R}^3 \setminus \Omega} \left( \int_0^T \tilde{f}(t, x) \phi_1(t) \, dt \right) \phi_2(x) \, dx = 0,
\]

which implies

\[
\int_0^T \tilde{f}(t, x) \phi_1(t) \, dt = 0, \quad \text{a.e. } x \in \mathbb{R}^3 \setminus \bar{\Omega}.
\]

Hence, we see that \( \tilde{f}(t, x) \) is independent of \( t \) for a.e. \( x \in \mathbb{R}^3 \setminus \bar{\Omega} \) fixed, from which we obtain

\[
-\phi_1(0) \int_{\mathbb{R}^3 \setminus \Omega} \tilde{f}(t, x) \phi_2(x) \, dx = 0.
\]

Therefore, we conclude that \( \tilde{f}(t, x) = 0 \) a.e. \( (t, x) \in [0, T] \times (\mathbb{R}^3 \setminus \bar{\Omega}) \). Now it is clear that \( f := \tilde{f} \mid_{x \in \Omega} \) is a weak solution of (1.1).

In our upcoming investigation, it is convenient to have quantities that vanish near the boundary due to the use of the (discrete) integration by parts. For this reason, we re-set the transport equation in a bounded open set \( \Omega \subset \mathbb{R}^3 \) containing \( \bar{\Omega} \) with the 0-extension of \( v \) to \( [0, T] \times \bar{\Omega} \) and the 0-extension of \( f^0 \) to \( \bar{\Omega} \). To sum up, we reach the following important facts:

(F1) Due to DiPerna-Lions theory [3], there exists the unique weak solution \( f \) of (1.1) and \( \tilde{f} \) of (1.4), which satisfy \( f \mid_{x \in \Omega} = f \) and

\[
\| \tilde{f}(t, \cdot) \|_{L^2(\mathbb{R}^3)} = \| f(t, \cdot) \|_{L^2(\Omega)} = \| \tilde{f}^0 \|_{L^2(\mathbb{R}^3)} = \| f^0 \|_{L^2(\Omega)}, \quad \text{a.e. } t \in [0, T]
\]

(see equality (26) of [3]), where the \( L_t^\infty L^\infty_x \)-weak solution is regarded as an \( L_t^\infty L^2_x \)-weak solution.

(F2) Without loss of generality, we may investigate (1.1) assuming in addition that \( \text{supp}(v) \subset [0, T] \times \Omega \) and \( \text{supp}(f^0) \subset \Omega \).
This paper provides mathematical analysis on a two simple finite difference methods of (1.1). The novelty is that this is the first attempt to apply classical finite difference methods to DiPerna-Lions theory; a new idea is given to deal with explicit schemes without assuming the space-time $L^{\infty}$-bound of the velocity field.

In Section 3, we discuss the first method, where we solve (1.1) with $f^0 \in L^{\infty}(\Omega)$ based on a Lax-Friedrichs type explicit scheme under a generalized hyperbolic scaling condition for the space-time mesh size. To ensure the monotonicity of the scheme (i.e., the CFL-condition), we implement truncation of a possibly unbounded velocity field in terms of the mesh size together with a suitable measure estimate for the truncated part (its measure must be arbitrarily small as the mesh size tends to 0). The measure estimate requires the embedding $L^2([0, T]; H^1_0(\Omega))^3 \cap L^{\infty}([0, T]; L^2(\Omega))^3) \subset L^3([0, T]; L^3(\Omega))^3$. The monotonicity implies the comparison principle for the discrete problem, which would be important also in the context of the level-set method. Our explicit method is $L^p$-strongly convergent for all $1 \leq p < \infty$ (this is proven via the $L^2$-strong convergence).

We remark that our generalized hyperbolic scaling condition would not be so convenient in actual computations of hyperbolic problems due to stronger numerical diffusiveness; on the other hand, our idea would be effectively applied to possible explicit schemes for (quasilinear) parabolic problems with an unbounded advection coefficient.

In Section 4, we discuss the second method, where we solve (1.1) with $f^0 \in L^2(\Omega)$ based on an implicit scheme and its $L^2$-estimates. A formal calculation for (1.1) with the divergence-free constraint of $v$ implies that the $L^2$-norm of $f(t, \cdot)$ does not depend on $t$, which is the key observation to obtain $L^2$-weak solutions. We follows the same procedure for the discrete problem with the discrete divergence-free constraint. Since the discretized velocity field is not necessarily (discrete) divergence-free, we take out its divergence-free part by means of the discrete Helmholtz-Hodge decomposition. The whole discussion is compatible with the fully discrete finite difference projection methods originally introduced in [7] and further developed in [11] and [13]. Our implicit method is scale-free and $L^2$-strongly convergent.

The structure of the transport equation does not obviously allow a priori estimates of the derivatives of solutions. Hence, weak convergence seems to be maximal in our methods. However, due to fine $L^2$-bounds of approximate solutions that tend to the norm of the exact solution given in DiPerna-Lions theory, we find that the weak convergence is in fact strong convergence. It is interesting to compare our strong convergence results with the work [3], in which the authors proved that an abstract explicit numerical scheme on the Cartesian grid applied to nonlinear continuity equations (linear transport equations are included) is $L^1_{loc}$-strongly convergent, provided velocity fields have the space-time $L^\infty$-bound so that the scheme is monotone. Their argument is based on a priori estimates in an intermediate space between Sobolev spaces and Lebesgue spaces which is still compactly embedded in a Lebesgue space, i.e., solutions of (nonlinear) continuity equations have regularity weaker than Sobolev but better than Lebesgue. Finally, we refer to the work [9] and the references therein for stability and convergence results of the implicit upwind finite volume method applied to linear continuity equations, where the author proved strong convergence in $C^0([0, T]; L^p(\Omega))$. The time-uniformity was indirectly derived by comparing the discrete problem, the exact problem and the regularized problem with the commutator error term. The method given in [6] has been further investigated to obtain rates of weak convergence: see [16] and the references therein. Although we do not go into detail in this paper, one could apply the same procedure as Section 5 of [9] to our finite difference methods for possible strong convergence in $C^0([0, T]; L^p(\Omega))$. A rate
of (weak) convergence of our finite difference methods is a completely open question. Some part of our results would still hold for a problem having a velocity field without $W^{1,p}$-regularity, since the finite difference methods do not need the trace of the velocity field to define its discretization (i.e., a finite volume method requires the trace of a given velocity field on the boundary of each mesh to define its discretization).

In Section 5, we apply our explicit scheme to the problem with a smooth velocity field from the viewpoint of the level-set method, and demonstrate error estimates up to the second order $x$-derivatives. Then, we discuss discrete approximation of geometric quantities such as the unit normal vector field, the mean curvature, the area element, etc., of a level-set given by a smooth solution of (1.1).

## 2 Preliminary

Let $\tau, h > 0$ be the mesh size for time, space, respectively. We will refer to the scale condition later. The discrete time is defined as $t_n := n\tau$ for $n \in \mathbb{N} \cup \{0\}$. Let $T_\tau \in \mathbb{N}$ be such that $T \in [\tau T_\tau, \tau T_\tau + \tau)$. $T_\tau$ is the terminal time of the discrete problems. We introduce the grid $h\mathbb{Z}^3 := \{(h_1z_1, h_2z_2, h_3z_3) \mid z_1, z_2, z_3 \in \mathbb{Z}\}$. Let $e^1, e^2, e^3$ be the standard basis of $\mathbb{R}^3$. The boundary of a set $A \subset h\mathbb{Z}^3$ is defined as $\partial A := \{x \in A \mid \{x \pm he^i \mid i = 1, 2, 3\} \notin A\}$.

Let $\Omega$ be a bounded connected open subset of $\mathbb{R}^3$. Set

$$C_h(x) := \left[x_1 - \frac{h}{2}, x_1 + \frac{h}{2}\right] \times \left[x_2 - \frac{h}{2}, x_2 + \frac{h}{2}\right] \times \left[x_3 - \frac{h}{2}, x_3 + \frac{h}{2}\right].$$

The discretization of $\Omega$ is defined as

$$\Omega_h := \{x \in \Omega \cap h\mathbb{Z}^3 \mid C_2h(x) \subset \Omega\}.$$  

Define the discrete $x$-derivatives of a function $\phi : \Omega_h \to \mathbb{R}$ as

$$D^+_i \phi(x) := \frac{\phi(x + he^i) - \phi(x)}{h}, \ D^-_i \phi(x) := \frac{\phi(x) - \phi(x - he^i)}{h},$$

$$D_i \phi(x) := \frac{\phi(x + he^i) - \phi(x - he^i)}{2h}, \ D^2_i \phi(x) := \frac{\phi(x + he^i) + \phi(x - he^i) - 2\phi(x)}{h^2},$$

$$D^\pm := (D^+_1, D^+_2, D^+_3), \ D := (D_1, D_2, D_3) \quad \text{for each } x \in \Omega_h,$$

where we always assume that $\phi$ is extended to be 0 outside $\Omega_h$, i.e., $\phi(x + he^i) = 0$ (resp. $\phi(x - he^i) = 0$) in the above definition if $x + he^i \notin \Omega_h$ (resp. $x - he^i \notin \Omega_h$). We often use the summation by parts such as

$$\sum_{x \in \Omega_h \setminus \partial \Omega_h} w(x) D_i^+ \phi(x) = - \sum_{x \in \Omega_h \setminus \partial \Omega_h} D_i^- w(x) \phi(x),$$

$$\sum_{x \in \Omega_h \setminus \partial \Omega_h} w(x) D_i^- \phi(x) = - \sum_{x \in \Omega_h \setminus \partial \Omega_h} D_i^+ w(x) \phi(x)$$

for functions $w, \phi : \Omega_h \to \mathbb{R}$ with $w|_{\partial \Omega} = \phi|_{\partial \Omega_h} = 0$.

We define the discrete $L^p$-norms of a function $\phi : A \to \mathbb{R}$ or $\phi : A \to \mathbb{R}^3$ with $A \subset h\mathbb{Z}^3$ as

$$\| \phi \|_{p,A} := \left( \sum_{x \in A} |\phi(x)|^p h^3 \right)^{\frac{1}{p}}, \quad \| \phi \|_{\infty,A} := \max_{x \in A} |\phi(x)|;$$
in particular for \( p = 2 \), we introduce the discrete inner product as
\[
(\phi, \tilde{\phi})_{2,A} := \sum_{x \in A} \phi(x)\tilde{\phi}(x)h^3, \quad \| \phi \|_{2,A} = \sqrt{(\phi, \phi)_{2,A}}.
\]

3 Explicit method

In this section, we investigate an explicit finite difference method of (1.1). Our explicit scheme is formulated on the whole grid \( h\mathbb{Z}^3 \); namely, (1.4) is discretized. The scheme is “local” in the sense that the presence of \( h\mathbb{Z}^3 \setminus \Omega_h \) does not change point-wise features; for actual computation, we may look at the values only on \( \Omega_h \), even though the support of a solution slightly spreads outside \( \Omega_h \) due to numerical viscosity. It is possible to formulate an explicit scheme only on \( \Omega_h \) with the artificial boundary condition on \( \partial \Omega_h \), at least for the construction of a weak solution. However, the presence of the boundary condition is not convenient for error analysis of the derivatives in the smooth case discussed in Section 5.

Consider initial data \( f^0 \in L^\infty(\Omega) \) such that \( f^0 \equiv 0 \) in a neighborhood of \( \partial \Omega \). Note that \( f^0 \in L^p(\Omega) \) for all \( p \in [1, \infty] \), since \( \Omega \) is bounded. We extend \( f^0 \) to be 0 for all \( x \in \mathbb{R}^3 \setminus \Omega \) and write it as \( \tilde{f}^0 \). Define \( g^0 : h\mathbb{Z}^3 \to \mathbb{R} \) as
\[
g^0(x) := \frac{1}{h^3} \int_{C_h(x)} \tilde{f}^0(y) \, dy.
\]

Fix \( v \in L^2([0, T]; H^1_0(\Omega)^3) \cap L^\infty([0, T]; L^2(\Omega)^3) \) such that \( \nabla \cdot v = 0 \) and \( \text{supp}(v) \subset [0, T] \times \Omega \). We extend \( v \) to be 0 for all \( x \in \mathbb{R}^3 \setminus \Omega \) and write it as \( \tilde{v} \). Define \( u^n = (u^n_1, u^n_2, u^n_3) : h\mathbb{Z}^3 \to \mathbb{R}^3 \), \( n = 0, 1, \ldots, T_{\tau} - 1 \) as
\[
u^n_i(x) := \frac{1}{\tau h^3} \int_{\tau n}^{\tau(n+1)} \int_{C_h(x)} \tilde{v}_i(s, y) \, dy \, ds.
\]

Note that \( g^0 \equiv 0 \), \( u^n \equiv 0 \) near the boundary of \( \Omega_h \) and outside \( \Omega_h \) for all sufficiently small \( h > 0 \). We always consider such \( h > 0 \).

3.1 Basic idea

We want to design a discrete problem given in an explicit way so that the problem satisfies monotonicity. Naively, one would think of a Lax-Friedrichs type method
\[
g^{n+1}(x) - \frac{1}{7} \sum_{\omega \in B} g^n(x + h\omega) + \frac{1}{2} \sum_{j=1}^3 u^n_j(x) D_j g^n(x) = 0 \quad \text{for } x \in h\mathbb{Z}^3,
\]
\[B := \{ \pm e^1, \pm e^2, \pm e^3, 0 \}, \quad g^0 \text{ is given as (3.1)},\]
which can be rewritten as
\[
g^{n+1}(x) = \frac{1}{7} g^n(x) + \sum_{j=1}^3 \left\{ \left( \frac{1}{7} + \frac{\tau}{2h} u^n_j(x) \right) g^n(x - he^j) \right. \\
+ \left. \left( \frac{1}{7} - \frac{\tau}{2h} u^n_j(x) \right) g^n(x + he^j) \right\}.
\]
In this formulation, we need to ensure the CFL-type condition

\[(3.4) \quad \frac{1}{\tau} + \frac{\tau}{2h} u^n_j(x) \geq 0\]

and the (generalized) hyperbolic-type scaling

\[(h, \tau) \to 0 \quad \text{in such a way that} \quad \frac{h^2}{\tau} \to 0.\]

Note that, without the CFL-condition, we are not able to obtain monotonicity nor convergence of \((3.2)\) in general; if \(v \in L^\infty\), one can take the standard hyperbolic scaling \(\tau = O(h)\); without the hyperbolic-type scaling, \((3.2)\) would produce a solution of a parabolic transport equation (see [14]); one could think of a mixture of upwind/downwind type methods (i.e., one uses \(D^\pm_j\) in \((3.2)\) instead of \(D_j\) depending on the sign of \(u^n_j(x)\)) in order to be free from the scaling conditions, but the presence of both \(D^\pm_j\) causes a trouble in \((2.1)\) failing to obtain the weak form.

The major obstacle is that \(|u^n|\) is allowed to be unbounded. Hence, we need a truncation technique, i.e., instead of \(u^n\) in \((3.2)\), we introduce \(\tilde{u}^n = (\tilde{u}^n_1, \tilde{u}^n_2, \tilde{u}^n_3)\) as

\[(3.5) \quad \tilde{u}^n_j(x) := \begin{cases} u^n_j(x), & \text{if} \ |u^n_j(x)| \leq h^{-\beta}, \\ \sign(u^n_j(x)) h^{-\beta}, & \text{if} \ |u^n_j(x)| > h^{-\beta} \end{cases}, \quad \beta > 0\]

and take a scaling

\[\tau = O(h^{2-\alpha}), \quad \alpha > 0\]

with an appropriate choice of positive constants \(\alpha, \beta\). Note that \(\tilde{v}|_{\mathbb{R}^3 \setminus \Omega} \equiv 0\), \(u^n|_{\mathbb{R}^3 \setminus \Omega_h} \equiv 0\) and the truncation takes place only within \(\Omega_h\). Then, we need careful treatment of the truncated parts, in particular, for the term \(D \cdot \tilde{u}^n(x)\) appearing in the weak form. This will be done by a measure estimate of the truncated points: Set

\[A^n_{h,j} := \{x \in \Omega_h \mid \tilde{u}^n_j(x) \neq u^n_j(x)\}, \quad \vol(A^n_{h,j}) := \sum_{x \in A^n_{h,j}} h^3.\]

The \(L^2\)-bound of \(v(t, \cdot)\) implies the \(\| \cdot \|_{2, \Omega_h}\)-bound of \(u^n\), from which we have

\[\sum_{n=0}^{T_r-1} \vol(A^n_{h,j}) \tau \leq O(h^{2\beta}),\]

but unfortunately this is not sharp enough as we will see later. Hence, we use the fact

\[L^2([0, T]; H^1_0(\Omega)) \cap L^\infty([0, T]; L^2(\Omega)) \subset L^3([0, T]; L^3(\Omega))\]

to obtain

\[\sum_{n=0}^{T_r-1} \vol(A^n_{h,j}) \tau \leq O(h^{3\beta}).\]

As we will see later, for the solution \(g^n\) of \((3.2)\) (\(u\) must be replaced by \(\tilde{u}\)), \(\| g^n \|_{\infty, h^3}\) is bounded by \(\| f^0 \|_{L^\infty(\Omega)}\) and \(\| g^n \|_{p, h^3}\) is bounded by \(\| f^0 \|_{L^p(\Omega)} + \text{[small error]}\) for all \(1 \leq p < \infty\). The latter bound is due to the fact that the sum of the coefficients of \(g^n(x + h\omega), \omega \in B\) in \((3.3)\) is equal to 1. This is another virtue of the non-divergence form of \((3.2)\).
3.2 Discrete problem (explicit)

We describe our discrete problem with unknowns $g^1, \ldots, g^{T_r} : h\mathbb{Z}^3 \to \mathbb{R}$ as follows:

\begin{align}
\tau &= h^{2-\alpha}, \quad h^{1-(\alpha+\beta)} \leq \frac{2}{\gamma}, \quad \alpha > 0, \quad \beta > \frac{1}{2}, \quad \alpha + \beta < 1, \\
(3.6) \quad \left( g^{n+1}(x) - \frac{1}{\tau} \sum_{\omega \in B} g^n(x + h\omega) \right) \frac{1}{\tau} + \sum_{j=1}^3 \tilde{u}_j^n(x) D_j g^n(x) &= 0, \quad x \in h\mathbb{Z}^3,
\end{align}

where $\tilde{u}^n$ is defined as (3.5), $g^0$ is given as (3.1) and $B = \{ \pm e^1, \pm e^2, \pm e^3, 0 \}$. Within Section 3, the notation $(h, \tau)$ always includes the scaling condition (3.6).

**Theorem 3.1.** The solution of (3.6) - (3.7) satisfies for all $1 \leq n \leq T_r$,

\begin{align}
(3.8) \quad ||g^n||_{\infty,h\mathbb{Z}^3} &\leq ||g^0||_{\infty,h\mathbb{Z}^3} \leq ||f^0||_{L^\infty(\Omega)}, \\
(3.9) \quad ||g^n||_{p,h\mathbb{Z}^3} &\leq ||g^0||_{p,h\mathbb{Z}^3} + \sum_{m=0}^{n-1} \sum_{x \in h\mathbb{Z}^3} (D \cdot \tilde{u}^m(x)) |g^m(x)|^p h^3 \tau \\
&\leq ||f^0||_{L^p(\Omega)} + \sum_{m=0}^{n-1} \sum_{x \in \Omega} (D \cdot \tilde{u}^m(x)) |g^m(x)|^p h^3 \tau, \quad \forall p \in [1, \infty).
\end{align}

Furthermore, the comparison principle holds for the discrete problem: let $g^n$ be the solution of (3.6) - (3.7) and let $\tilde{g}^n$ be that of (3.6) - (3.7) with initial data $g^0$; if $g^0 \leq \tilde{g}^0$ on $h\mathbb{Z}^3$, we have $g^n \leq \tilde{g}^n$ on $h\mathbb{Z}^3$ for all $n = 1, \ldots, T_r$.

**Proof.** Let $p^*$ be the Hölder conjugate of $p \in (1, \infty)$. We first observe that

\begin{align*}
|g^0(x)| &= \left| \frac{1}{h^3} \int_{C_h(x)} \tilde{f}^0(y)dy \right| \leq ||f^0||_{L^\infty(\Omega)}, \quad \forall x \in h\mathbb{Z}^3, \\
|g^0(x)|^p &\leq \left( \frac{1}{h^3} \int_{C_h(x)} |\tilde{f}^0(y)|dy \right)^p \leq \left\{ \frac{1}{h^3} \left( \int_{C_h(x)} |\tilde{f}^0(y)|dy \right)^{\frac{1}{p}} \left( \int_{C_h(x)} \frac{1}{1^p} dy \right)^{\frac{1}{p'}} \right\}^p \\
&= \frac{1}{h^3} \int_{C_h(x)} |\tilde{f}^0(y)|dy \quad \text{(the case of } p = 1 \text{ is also clear)}, \\
||g^0||_{p,h\mathbb{Z}^3} &\leq ||\tilde{f}^0||_{L^p(\mathbb{R}^3)} = ||f^0||_{L^p(\Omega)} \leq \text{vol}(\Omega)^{\frac{1}{p}} ||f^0||_{L^\infty(\Omega)}, \quad \forall p \in [1, \infty].
\end{align*}

For each $x \in h\mathbb{Z}^3$, (3.7) is equivalent to

\begin{align}
(3.10) \quad g^{n+1}(x) &= \frac{1}{\tau} g^n(x) + \sum_{j=1}^3 \left\{ \left( \frac{1}{7} + \frac{\tau}{2h} \tilde{u}_j^n(x) \right) g^n(x - he^j) \\
&+ \left( \frac{1}{7} - \frac{\tau}{2h} \tilde{u}_j^n(x) \right) g^n(x + he^j) \right\}.
\end{align}

The truncation (3.5) and the scaling condition (3.6) imply that

\begin{align*}
\frac{1}{7} \pm \frac{\tau}{2h} \tilde{u}_j^n(x) &\geq 0, \quad \min_{x \in h\mathbb{Z}^3} g^n(x) \leq g^{n+1}(x) \leq \max_{x \in h\mathbb{Z}^3} g^n(x),
\end{align*}
from which (3.8) is derived by induction.

We fix $x \in h\mathbb{Z}^3$ and re-write (3.10) as

$$g^{n+1}(x) = \sum_{\omega \in B} g^n(x + h\omega)\rho(\omega), \quad \rho(\omega) \geq 0, \quad \sum_{\omega \in B} \rho(\omega) = 1.$$  

It is clear that

$$|g^{n+1}(x)| \leq \sum_{\omega \in B} |g^n(x + h\omega)|\rho(\omega).$$

Applying the (discrete) Hölder inequality to the right hand side, we obtain

$$|g^{n+1}(x)| \leq \left( \sum_{\omega \in B} |g^n(x + h\omega)|^p \rho(\omega) \right)^{\frac{1}{p}} \left( \sum_{\omega \in B} 1^{p^*} \rho(\omega) \right)^{\frac{1}{p^*}},$$

$$|g^{n+1}(x)|^p \leq \sum_{\omega \in B} |g^n(x + h\omega)|^p \rho(\omega), \quad \forall p \in (1, \infty),$$

which leads to

$$\tag{3.11} |g^{n+1}(x)|^p \leq \frac{1}{7} \sum_{\omega \in B} |g^n(x + h\omega)|^p - \sum_{j=1}^3 \tilde{u}_j^n(x)D_j(|g^n|^p)(x)\tau, \quad \forall p \in [1, \infty),$$

$$D_j(|g^n|^p)(x) = \frac{|g^n(x + he^j)|^p - |g^n(x - he^j)|^p}{2h}.$$  

Nothing that $\tilde{u}_j^n$ is equivalently 0 near $\partial \Omega_h$ and $h\mathbb{Z}^3 \setminus \Omega_h$, we sum up (3.11) $\times h^3$ over $x \in h\mathbb{Z}^3$ with the summation by parts (cf., (2.1)) to obtain

$$\|g^{n+1}\|_{p,h\mathbb{Z}^3} \leq \|g^n\|_{p,h\mathbb{Z}^3} + \sum_{x \in h\mathbb{Z}^3} (D \cdot \tilde{u}_j^n(x))|g^n(x)|^p h^3\tau,$$

which yields (3.9).

Now, the comparison principle is obvious, since (3.7) is linear with respect to the unknown $g^n$ and $b^n := \tilde{g}^n - g^n$ satisfies (3.7) with $b$ in replace of $g$ and $b^0 \geq 0$.

We remark that the support of $g^n$ may not be uniformly bounded for $(h, \tau) \to 0$ under the generalized hyperbolic scaling.

### 3.3 Convergence of discrete problem (explicit)

Hereafter, $O(r)$ stands for a quantity whose absolute value is bounded by $M|r|$ as $r \to 0$ with some constant $M \geq 0$ independent of $x$, $n$ and $r \to 0$; $M_1, M_2, \ldots$ stand for some positive constants independent of $(h, \tau)$, $x$ and $n$.

We convert (3.7) to a weak form. Fix an arbitrary test function $\varphi \in C^\infty([0, T] \times \mathbb{R}^3; \mathbb{R})$ with $\text{supp}(\varphi) \subset [0, T) \times \mathbb{R}^3$ compact. Shifting $x$ to $x \mp h\omega$ in $\sum_{x \in h\mathbb{Z}^3}$ with the fact that
\[ \varphi \equiv 0 \text{ outside a bounded domain of } \mathbb{R}^3, \text{ we have} \]

\[
\sum_{n=0}^{T_r-1} \sum_{x \in h \mathbb{Z}^3} \left( g^{n+1}(x) - \frac{1}{2} \sum_{\omega \in B} g^n(x + h \omega) \right) \frac{1}{\tau} \varphi(t_n, x) h^3 \tau
\]

\[= \sum_{n=0}^{T_r-1} \sum_{x \in h \mathbb{Z}^3} \left( g^{n+1}(x) \varphi(t_n, x) - g^n(x) \right) \frac{1}{\tau} \sum_{\omega \in B} \varphi(t_n, x - h \omega) \frac{1}{\tau} h^3 \tau \]

\[= \sum_{n=0}^{T_r-1} \sum_{x \in h \mathbb{Z}^3} \left( g^{n+1}(x) \varphi(t_n, x) - g^n(x) \varphi(t_n, x) + g^n(x) O(h^2) \right) \frac{1}{\tau} h^3 \tau \]

\[= \sum_{n=0}^{T_r-1} \sum_{x \in h \mathbb{Z}^3} \left( g^{n+1}(x) \varphi(t_{n+1}, x) - g^n(x) \varphi(t_n, x) \right) h^3 \]

\[- \sum_{n=0}^{T_r-1} \sum_{x \in h \mathbb{Z}^3} g^{n+1}(x) \frac{\varphi(t_{n+1}, x) - \varphi(t_n, x)}{\tau} h^3 \tau + \sum_{n=0}^{T_r-1} \sum_{x \in h \mathbb{Z}^3} g^n(x) O\left( \frac{h^2}{\tau} \right) h^3 \tau \]

\[= - \sum_{n=0}^{T_r-1} \sum_{x \in h \mathbb{Z}^3} g^0(x) \varphi(0, x) h^3 - \sum_{n=0}^{T_r-1} \sum_{x \in h \mathbb{Z}^3} g^{n+1}(x) \partial_t \varphi(t_{n+1}, x) h^3 \tau + O(h^\alpha), \]

where we also note that \( \varphi \equiv 0 \text{ near } t = T \) and \( g^n \) is bounded. Similarly, we have

\[
\sum_{n=0}^{T_r-1} \sum_{x \in h \mathbb{Z}^3} \sum_{j=1}^{3} \tilde{u}^n_j(x) D_j g^n(x) \varphi(t_n, x) h^3 \tau
\]

\[
= \sum_{j=1}^{3} \sum_{n=0}^{T_r-1} \sum_{x \in h \mathbb{Z}^3} \tilde{u}^n_j(x) \frac{g^n(x + h e^j) - g^n(x - h e^j)}{2h} \varphi(t_n, x) h^3 \tau
\]

\[= \sum_{j=1}^{3} \sum_{n=0}^{T_r-1} \sum_{x \in h \mathbb{Z}^3} \left( \tilde{u}^n_j(x - h e^j) g^n(x) \varphi(t_n, x - h e^j) \right) \frac{1}{2h} h^3 \tau
\]

\[= - \sum_{j=1}^{3} \sum_{n=0}^{T_r-1} \sum_{x \in h \mathbb{Z}^3} D_j \tilde{u}^n_j(x) g^n(x) \varphi(t_n, x - h e^j) h^3 \tau
\]

\[- \sum_{j=1}^{3} \sum_{n=0}^{T_r-1} \sum_{x \in h \mathbb{Z}^3} \tilde{u}^n_j(x + h e^j) g^n(x) \partial_z \varphi(t_n, x) h^3 \tau
\]

\[- \sum_{j=1}^{3} \sum_{n=0}^{T_r-1} \sum_{x \in h \mathbb{Z}^3} \tilde{u}^n_j(x + h e^j) g^n(x) O(h^2) h^3 \tau. \]

Therefore, we obtain the weak form of (3.7) as

\[(3.12) \quad 0 = \sum_{x \in h \mathbb{Z}^3} g^0(x) \varphi(0, x) h^3
\]

\[+ \sum_{n=0}^{T_r-1} \sum_{x \in h \mathbb{Z}^3} g^{n+1}(x) \partial_t \varphi(t_{n+1}, x) h^3 \tau
\]

\[+ \sum_{j=1}^{3} \sum_{n=0}^{T_r-1} \sum_{x \in h \mathbb{Z}^3} D_j \tilde{u}^n_j(x) g^n(x) \varphi(t_n, x - h e^j) h^3 \tau \]
We, then, choose \( q \) by the Hölder inequality, and  
\[
\int_{\Omega} u^n(x + he^j) g^n(x) \partial_x \varphi(t_n, x) h^3 \tau + \sum_{j=1}^{T} \sum_{n=0}^{T - 1} \tilde{u}^n_j(x + he^j) g^n(x) O(h^2) h^3 \tau + O(h^\alpha).
\]

Due to the estimates we obtain (e.g., \([12]\)) that any function \( w \) satisfies
\[
w \in L^q(\Omega), \quad \| w \|_{L^q(\Omega)} \leq 48^n \| \partial_x w \|_{L^2(\Omega)} \quad \forall q \in [2, 6], \quad \gamma = \frac{3}{2} - \frac{3}{q}.
\]

We, then, choose \( q = 3 \) and apply it to our \( v \in L^2([0, T]; H^1_0(\Omega)^3) \cap L^\infty([0, T]; L^2(\Omega)^3) \): by the Hölder inequality,
\[
\| v_j(t, \cdot) \|_{L^3(\Omega)} \leq 48^n \| \partial_x v_j(t, \cdot) \|_{L^2(\Omega)} \| v_j(t, \cdot) \|_{L^2(\Omega)},
\]
so that
\[
\int_0^T \| v_j(t) \|_{L^3(\Omega)}^3 \, dt \leq \left( \int_0^T \| \partial_x v_j(t, \cdot) \|_{L^2(\Omega)}^2 \| v_j(t, \cdot) \|_{L^2(\Omega)} \, dt \right)^{\frac{3}{2}} \left( \int_0^T \| v_j(t, \cdot) \|_{L^6(\Omega)}^6 \, dt \right)^{\frac{1}{2}}
\]
\[
\leq 48^n \left( \int_0^T \| \partial_x v_j(t, \cdot) \|_{L^2(\Omega)}^2 \, dt \right)^{\frac{3}{2}} \left( \int_0^T \| v_j(t, \cdot) \|_{L^6(\Omega)}^6 \, dt \right)^{\frac{1}{2}}
\]
\[
\leq 48^n T^{\frac{3}{4}} \| \partial_x v_j \|_{L^6([0, T]; L^2(\Omega)^3)} \| v_j \|_{L^\infty([0, T]; L^2(\Omega))}^3
\]
\[
\leq M_1 \quad \text{for } j = 1, 2, 3.
\]

Due to the estimates
\[
|u^n_j(x)|^3 \leq \left( \frac{1}{\tau h^3} \right)^3 \left( \int_{t_n}^{t_{n+1}} \int_{C_h(x)} |v_j(s, y)| \, dy \, ds \right)^3
\]
\[
\leq \left( \frac{1}{\tau h^3} \right)^3 \left\{ \left( \int_{t_n}^{t_{n+1}} \int_{C_h(x)} |v_j(s, y)|^2 \, dy \, ds \right)^{\frac{3}{2}} \left( \int_{C_h(x)} |v_j(s, y)|^3 \, dy \, ds \right)^{\frac{1}{2}} \right\}^3
\]
\[
\leq \frac{1}{\tau h^3} \int_{t_n}^{t_{n+1}} \int_{C_h(x)} |v_j(s, y)|^3 \, dy \, ds \quad \text{for all } x \in \Omega_h,
\]
\[
\sum_{x \in \Omega_h} |u^n_j(x)|^3 h^3 \tau \leq \int_0^T \| v_j(t) \|_{L^3(\Omega)}^3 \, dt,
\]
we obtain
\[
\sum_{n=0}^{T-1} \sum_{x \in \Omega_h} |u^n_j(x)|^3 h^3 \tau \leq M_1 \quad \text{for all } (h, \tau) \to 0.
\]

Now, we are ready to estimate the measure of the truncated part given in \([35]\), where
we note that the truncation takes place only within $\Omega_h$:

$$A^\alpha_{h,j} := \{ x \in \Omega_h \mid |u^n_j(x)| > h^{-\alpha} \}, \quad \alpha := (h, \tau), \quad \text{vol}(A^\alpha_{h,j}) := \sum_{x \in A^\alpha_{h,j}} h^3,$$

$$3M_1 \geq \sum_{j=1}^{3} \sum_{n=0}^{T_\tau - 1} \sum_{x \in \Omega_h} |u^n_j(x)|^3 h^3 \tau \geq \sum_{j=1}^{3} \sum_{n=0}^{T_\tau - 1} h^{-3\beta} h^3 \tau$$

$$= h^{-3\beta} \sum_{j=1}^{3} \sum_{n=0}^{T_\tau - 1} \text{vol}(A^\alpha_{h,j}) \tau,$$

(3.13) \[ \sum_{j=1}^{3} \sum_{n=0}^{T_\tau - 1} \text{vol}(A^\alpha_{h,j}) \tau \leq 3M_1 h^{-3\beta} \quad \text{for all } (h, \tau) \rightarrow 0. \]

Finally, we represent $D_j u^n_j(x)$ in terms of $\partial_x \tilde{v}_j$. Let $\tilde{v}^\varepsilon \in C^\infty((\varepsilon, T - \varepsilon) \times \mathbb{R}^3)$, $\varepsilon > 0$ be the $(t, x)$-mollification of $\tilde{v}$ with the standard mollifier on $\mathbb{R}^4$. Then, we have

$$D_j u^n_j(x) = \frac{1}{\tau h^3} \frac{1}{2h} \int_{t_n}^{t_{n+1}} \int_{C_h(x)} \left( \tilde{v}_j(s, y + \varepsilon^j) - \tilde{v}_j(s, y - \varepsilon^j) \right) dy ds$$

$$= \frac{1}{\tau h^3} \frac{1}{2h} \int_{t_n}^{t_{n+1}} \int_{C_h(x)} \left\{ \left( \tilde{v}_j(s, y + \varepsilon^j) - \tilde{v}_j(s, y - \varepsilon^j) \right) \right\} dy ds \quad (i)$$

$$+ \frac{1}{\tau h^3} \frac{1}{2h} \int_{t_n}^{t_{n+1}} \int_{C_h(x)} \left( \tilde{v}_j^\varepsilon(s, y + \varepsilon^j) - \tilde{v}_j^\varepsilon(s, y - \varepsilon^j) \right) dy ds, \quad (ii)$$

(i) $\rightarrow 0$ as $\varepsilon \rightarrow 0+$ for each fixed $(h, \tau)$,

(ii) $= \frac{1}{\tau h^3} \frac{1}{2h} \int_{t_n}^{t_{n+1}} \int_{C_h(x)} \int_{-h}^{h} \partial_x \tilde{v}_j^\varepsilon(s, y + ze^j) dz dy ds$

$$= \frac{1}{\tau h^3} \frac{1}{2h} \int_{-h}^{h} \int_{t_n}^{t_{n+1}} \int_{C_h(x)} \left( \partial_x \tilde{v}_j^\varepsilon(s, y + ze^j) - \partial_x \tilde{v}_j(s, y + ze^j) \right) dy ds dz \quad (iii)$$

$$+ \frac{1}{\tau h^3} \frac{1}{2h} \int_{-h}^{h} \int_{t_n}^{t_{n+1}} \int_{C_h(x)} \left( \partial_x \tilde{v}_j(s, y + ze^j) - \partial_x \tilde{v}_j(s, y) \right) dy ds dz$$

$$+ \frac{1}{\tau h^3} \frac{1}{2h} \int_{-h}^{h} \int_{t_n}^{t_{n+1}} \int_{C_h(x)} \partial_x \tilde{v}_j(s, y) dy ds dz,$$

(iii) $\rightarrow 0$ as $\varepsilon \rightarrow 0+$ for each fixed $(h, \tau)$.

Therefore, we obtain

(3.14) \[ D_j u^n_j(x) = \frac{1}{\tau h^3} \int_{t_n}^{t_{n+1}} \int_{C_h(x)} \partial_x \tilde{v}_j(s, y) dy ds \]

$$+ \frac{1}{\tau h^3} \frac{1}{2h} \int_{-h}^{h} \int_{t_n}^{t_{n+1}} \int_{C_h(x)} \left( \partial_x \tilde{v}_j(s, y + ze^j) - \partial_x \tilde{v}_j(s, y) \right) dy ds dz.$$

We state convergence results. Define the step function $g_\delta : [0, \tau T_\tau + \tau) \times \mathbb{R}^3 \rightarrow \mathbb{R}$ for each $\delta = (h, \tau)$ (note that $T_\tau \in \mathbb{N}$ is such that $T \in [\tau T_\tau, \tau T_\tau + \tau]$) as

$$g_\delta(s, y) := g^n(x), \text{ if } s \in [t_n, t_{n+1}), \ y \in C_h(x), \ x \in h\mathbb{Z}^3.$$
Proposition 3.2 (weak convergence). There exists \( \tilde{f} \in L^\infty([0,T], L^\infty(\mathbb{R}^3)) \) to which \( \{g_\delta\} \) converges, up to subsequence, weakly* to \( \tilde{f} \) in \( L^\infty([0,T], L^\infty(\mathbb{R}^3)) \) as \( \delta = (h, \tau) \to 0 \) under the scaling condition (3.6). Furthermore, \( \tilde{f} \) is the weak solution of (1.4) and \( f := \tilde{f}|_{x \in \Omega} \) is the weak solution of (1.1).

Proof. Since \( \{g_\delta\} \) is bounded in \( L^\infty([0,T], L^\infty(\mathbb{R}^3)) \) due to (3.8), we have a weakly* convergent subsequence, still denoted by \( \{g_\delta\} \) with \( \delta \to 0 \), and its weak* limit \( \tilde{f} \in L^\infty([0,T], L^\infty(\mathbb{R}^3)) \).

We show that \( \tilde{f} \) is the solution of (1.4) via (3.12). Each term (except for the last one) of the right hand side of (3.12) is denoted by (i)-(v). Observe that

\[
(i) = \sum_{x \in h\mathbb{Z}^3} \int_{C_h(x)} \tilde{f}_0(y)dy \times \varphi(0, x)
\]

\[
= \sum_{x \in h\mathbb{Z}^3} \int_{C_h(x)} \tilde{f}_0(y)\varphi(0, y)dy + \sum_{x \in h\mathbb{Z}^3} \int_{C_h(x)} \tilde{f}_0(y)(\varphi(0, x) - \varphi(0, y))dy
\]

\[
= \sum_{x \in h\mathbb{Z}^3} \int_{C_h(x)} \tilde{f}_0(y)\varphi(0, y)dy + O(h) \to \int_{\mathbb{R}^3} \tilde{f}_0(y)\varphi(0, y)dy \quad \text{as} \quad \delta \to 0.
\]

Since \( \partial_t \varphi \in L^1([0,T]; L^1(\mathbb{R}^3)) \) with the support compact, we have

\[
(ii) = \sum_{n=0}^{T_{\tau}-1} \sum_{x \in h\mathbb{Z}^3} \int_{t_n}^{t_{n+1}} \int_{C_h(x)} g_\delta(s, y)\partial_t \varphi(s, y)dyds

\]

\[
+ \sum_{n=0}^{T_{\tau}-1} \sum_{x \in h\mathbb{Z}^3} \int_{t_n}^{t_{n+1}} \int_{C_h(x)} g_\delta(s, y)(\partial_t \varphi(t_{n+1}, x) - \partial_t \varphi(s, y))dyds

\]

\[
= \int_0^T \int_{\mathbb{R}^3} g_\delta(s, y)\partial_t \varphi(s, y)dyds + O(\|\delta\|)

\]

\[
\to \int_0^T \int_{\mathbb{R}^3} \tilde{f}(s, y)\partial_t \varphi(s, y)dyds \quad \text{as} \quad \delta \to 0.
\]

Since \( |\tilde{u}_j^n(x)| \leq |u_j^n(x)| \), we have

\[
(v) \quad \leq \quad M_2 h^2 \quad \|g^n\|_{L^\infty(\mathbb{R}^3)} \sum_{j=1}^3 \sum_{n=0}^{T_{\tau}-1} \sum_{x \in h\mathbb{Z}^3} \int_{t_n}^{t_{n+1}} \int_{C_h(x)} |\tilde{v}_j(s, y)|dyds

\]

\[
\leq \quad M_2 h^2 \quad \|f_0\|_{L^\infty(\Omega)} \sum_{j=1}^3 \|v_j\|_{L^1([0,T]; L^1(\Omega))} \to 0 \quad \text{as} \quad \delta \to 0.
\]

In order to deal with (iii), we first observe that

\[
D_j \tilde{u}_j^n(x) = \frac{1}{2} D^+_j \tilde{u}_j^n(x) + \frac{1}{2} D^-_j \tilde{u}_j^n(x),
\]

\[
x \in A^\delta_{\frac{\beta}{2}}, x + he^j \in A^\delta_{\frac{\beta}{2}} \Rightarrow |D^+_j \tilde{u}_j^n(x)| \leq 2h^{-1-\beta},
\]

\[
x \in A^\delta_{\frac{\beta}{2}}, x + he^j \notin A^\delta_{\frac{\beta}{2}} \Rightarrow |D^+_j \tilde{u}_j^n(x)| \leq 2h^{-1-\beta},
\]

\[
x \notin A^\delta_{\frac{\beta}{2}}, x + he^j \in A^\delta_{\frac{\beta}{2}} \Rightarrow |D^+_j \tilde{u}_j^n(x)| \leq 2h^{-1-\beta},
\]

\[
x \notin A^\delta_{\frac{\beta}{2}}, x + he^j \notin A^\delta_{\frac{\beta}{2}} \Rightarrow D^+_j \tilde{u}_j^n(x) = D^-_j u_j^n(x),
\]
\[ x \in A^n_{\delta,j}, \ x - he^j \notin A^n_{\delta,j} \Rightarrow |D_j^n \bar{u}_j^n(x)| \leq 2h^{-1-\beta}, \]
\[ x \in A^n_{\delta,j}, \ x - he^j \notin A^n_{\delta,j} \Rightarrow |D_j^n \bar{u}_j^n(x)| \leq 2h^{-1-\beta}, \]
\[ x \notin A^n_{\delta,j}, \ x - he^j \in A^n_{\delta,j} \Rightarrow |D_j^n \bar{u}_j^n(x)| \leq 2h^{-1-\beta}, \]
\[ x \notin A^n_{\delta,j}, \ x - he^j \notin A^n_{\delta,j} \Rightarrow D_j^n \bar{u}_j^n(x) = D_j^n \bar{u}_j^n(x). \]

Hence, defining \( \tilde{A}_{\delta,j}^n := \{ x, x + he^j, x - he^j \mid x \in A^n_{\delta,j} \} \), we have

\[ x \in \Omega_h \setminus \tilde{A}_{\delta,j}^n \Rightarrow D_j^n \bar{u}_j^n(x) = D_j^n u_j^n(x), \]
\[ x \in \tilde{A}_{\delta,j}^n \Rightarrow |D_j^n \bar{u}_j^n(x)| \leq 2h^{-1-\beta}, \]
\[ \text{vol}(\tilde{A}_{\delta,j}^n) \leq 3\text{vol}(A_{\delta,j}^n). \]

Therefore, noting that support of \( u^n \) is contained in \( \Omega_h \setminus \partial \Omega_h \), we have

\[ (iii) = \sum_{j=1}^{3} \sum_{n=0}^{T_r-1} \sum_{x \in \Omega_h} D_j^n \bar{u}_j^n(x)g^n(x)\varphi(t_n, x - he^j)h^3\tau \]
\[ = \sum_{j=1}^{3} \sum_{n=0}^{T_r-1} \sum_{x \in \Omega_h \setminus \tilde{A}_{\delta,j}^n} D_j^n \bar{u}_j^n(x)g^n(x)\varphi(t_n, x - he^j)h^3\tau \]
\[ + \sum_{j=1}^{3} \sum_{n=0}^{T_r-1} \sum_{x \in \tilde{A}_{\delta,j}^n} D_j^n \bar{u}_j^n(x)g^n(x)\varphi(t_n, x - he^j)h^3\tau. \]

By \((3.13)\) and \((3.6)\), we have

\[ |(iii)_2| \leq M_3h^{-1+2\beta} \rightarrow 0 \quad \text{as } \delta \rightarrow 0. \]

Define

\[ \Omega^n_{\delta,j} := \Omega_h \setminus \tilde{A}_{\delta,j}^n, \ \Theta_{\delta,j} := \bigcup_{n=0}^{T_r-1} \left( [t_n, t_{n+1}) \times \bigcup_{x \in \Omega^n_{\delta,j}} C_h(x) \right). \]

It follows from \((3.14)\) that

\[ (iii)_1 = \sum_{j=1}^{3} \sum_{n=0}^{T_r-1} \sum_{x \in \Omega^n_{\delta,j}} \int_{t_n}^{t_{n+1}} \int_{C_h(x)} \partial_{x_j} \bar{v}_j(s, y)dyds \times g^n(x)\varphi(t_n, x - he^j) \]
\[ + \sum_{j=1}^{3} \sum_{n=0}^{T_r-1} \sum_{x \in \Omega^n_{\delta,j}} \frac{1}{2h} \int_{t_n}^{t_{n+1}} \int_{C_h(x)} \left( \partial_{x_j} \bar{v}_j(s, y + ze^j) - \partial_{x_j} \bar{v}_j(s, y) \right)dydsdz \]
\[ \times g^n(x)\varphi(t_n, x - he^j) \]
\[ = \sum_{j=1}^{3} \int \int_{\Theta_{\delta,j}} \partial_{x_j} \bar{v}_j(s, y)g_5(s, y)\varphi(s, y)dyds + O(h) \]
\[ + \sum_{j=1}^{3} \sum_{n=0}^{T_r-1} \sum_{x \in \Omega^n_{\delta,j}} \frac{1}{2h} \int_{t_n}^{t_{n+1}} \int_{C_h(x)} \left( \partial_{x_j} \bar{v}_j(s, y + ze^j) - \partial_{x_j} \bar{v}_j(s, y) \right)dydsdz \]
\[ \times g^n(x)\varphi(t_n, x - he^j) \]
Since the measure of $\Theta_{\delta,j}$ tends to that of $[0, T] \times \Omega$ as $\delta \to 0$, we have with the weak* convergence of $g_{\delta}$,

\[
(iii)_{11} \to \sum_{j=1}^{3} \int_{[0, T] \times \Omega} \partial_{x_j} \tilde{v}_j(s, y) \tilde{f}(s, y) \varphi(s, y) dy ds = 0 \quad \text{as } \delta \to 0,
\]

where $\nabla \cdot \tilde{v} = 0$ by assumption. The latter term $(iii)_{12}$ is estimated as

\[
| (iii)_{12} | \leq \sum_{j=1}^{3} M_{4} \frac{1}{2h} \int_{-h}^{h} \int_{\Omega} | \partial_{x_j} \tilde{v}_j(s, y + ze^j) - \partial_{x_j} \tilde{v}_j(s, y) | dy ds dz
\]

\[
\leq \sum_{j=1}^{3} M_{4} \sup_{|s| \leq h} \| \partial_{x_j} \tilde{v}_j(\cdot, \cdot + ze^j) - \partial_{x_j} \tilde{v}_j(\cdot, \cdot) \|_{L^1([0, T] ; L^1(\Omega))}
\]

\[
\to 0 \quad \text{as } \delta \to 0.
\]

Thus, we conclude that $(iii) \to 0$ as $\delta \to 0$.

Observe that

\[
(iv) = \sum_{j=1}^{3} \sum_{n=0}^{T_{e} - 1} \sum_{x \in \Omega_{h}} u_{j}^n(x + he^j) g^n(x) \partial_{x_j} \varphi(t_n, x) h^3 \tau
\]

\[
+ \sum_{j=1}^{3} \sum_{n=0}^{T_{e} - 1} \sum_{x \in \Omega_{h}} \left( \tilde{u}_{j}^n(x + he^j) - u_{j}^n(x + he^j) \right) g^n(x) \partial_{x_j} \varphi(t_n, x) h^3 \tau,
\]

\[
(iv)_{1} = \sum_{j=1}^{3} \sum_{n=0}^{T_{e} - 1} \int_{t_n}^{t_{n+1}} \int_{\Omega_{h}(x)} \tilde{v}_j(s, y + he^j) g_{\delta}(s, y) \partial_{x_j} \varphi(s, y) dy ds + O(h)
\]

\[
= \sum_{j=1}^{3} \int_{0}^{T} \int_{\Omega} \tilde{v}_j(s, y) g_{\delta}(s, y) \partial_{x_j} \varphi(s, y) dy ds
\]

\[
+ \sum_{j=1}^{3} \int_{0}^{T} \int_{\Omega} \left( \tilde{v}_j(s, y + he^j) - \tilde{v}_j(s, y) \right) g_{\delta}(s, y) \partial_{x_j} \varphi(s, y) dy ds + O(h)
\]

\[
\to \sum_{j=1}^{3} \int_{0}^{T} \int_{\Omega} \tilde{v}_j(s, y) \tilde{f}(s, y) \partial_{x_j} \varphi(s, y) dy ds \quad \text{as } \delta \to 0,
\]

\[
| (iv)_{2} | = \left| \sum_{j=1}^{3} \sum_{n=0}^{T_{e} - 1} \sum_{x \in \Omega_{h}} \left( \tilde{u}_{j}^n(x) - u_{j}^n(x) \right) g^n(x - he^j) \partial_{x_j} \varphi(t_n, x - he^j) h^3 \tau \right|
\]

\[
\leq M_{5} \sum_{j=1}^{3} \sum_{n=0}^{T_{e} - 1} \sum_{x \in A_{\delta,j}} | u_{j}^n(x) | h^3 \tau
\]

\[
= M_{5} \sum_{j=1}^{3} \sum_{n=0}^{T_{e} - 1} \int_{t_n}^{t_{n+1}} \int_{\Omega_{h}(x)} | v_j(s, y) | dy ds
\]

\[
\to 0 \quad \text{as } \delta \to 0,
\]

where we used (3.13) for the last convergence. We conclude that $\tilde{f}$ satisfies (1.5) to be the weak solution of (1.4). As stated in Introduction, $\tilde{f}|_{\mathbb{R}^{3}\setminus\Omega} = 0$ and $f = \tilde{f}|_{x \in \Omega}$ satisfies (1.3) to be the weak solution of (1.2). \qed
Proposition 3.3. The sequence \( \{ g_\delta \} \) is bounded in \( L^p([0,T]; L^p(\mathbb{R}^3)) \) for all \( 1 \leq p < \infty \) with
\[
\limsup_{\delta \to 0} \| g_\delta \|_{L^p([0,T]; L^p(\mathbb{R}^3))} \leq T^\frac{1}{p} \| \tilde{f}^0 \|_{L^p(\mathbb{R}^3)} = T^\frac{1}{p} \| f^0 \|_{L^p(\Omega)},
\]
where \( \delta = (h, \tau) \to 0 \) is taken under the scaling condition (3.6).

Proof. Define \( \Omega^n_\delta := \cup_{j=1,2,3} \Omega^n_\delta, j \) and \( A^n_\delta := \cup_{j=1,2,3} A^n_\delta, j \). It follows from (3.9) that for any \( 1 \leq p < \infty \),
\[
\| g_\delta \|_{L^p([0,T]; L^p(\mathbb{R}^3))}^p = \sum_{n=0}^{T_T} \sum_{x \in \Omega^n_\delta} \left| g^n (x) \right|^p h^3 \tau = \sum_{n=0}^{T_T} \| g^n \|_{L^p([-h, h]; \mathbb{R}^3)}^p \tau
\]
Due to (3.8) and (3.13), we have
\[
\| g_\delta \|_{L^p([0,T]; L^p(\mathbb{R}^3))} \leq (T + \tau) \| f^0 \|_{L^p(\mathbb{R}^3)} + \sum_{n=1}^{T_T} \sum_{m=0}^{n-1} \sum_{x \in \Omega^n_h} D \cdot \tilde{\mu}^{m+1} (x) \| g^m (x) \|_{L^p(\mathbb{R}^3)} h^3 \tau^2
\]
\[
= (T + \tau) \| f^0 \|_{L^p(\Omega)} + \sum_{n=1}^{T_T} \sum_{m=0}^{n-1} \sum_{x \in \Omega^n_\delta} D \cdot \mu^{m+1} (x) \| g^m (x) \|_{L^p(\mathbb{R}^3)} h^3 \tau^2
\]
\[
\leq (T + \tau) \| f^0 \|_{L^p(\mathbb{R}^3)} + \sum_{n=1}^{T_T} \sum_{m=0}^{n-1} \sum_{x \in \Omega^n_\delta} D \cdot \mu^{m+1} (x) \| g^m (x) \|_{L^p(\mathbb{R}^3)} h^3 \tau^2
\]
\[
\leq (T + \tau) \| f^0 \|_{L^p(\Omega)} + \sum_{n=1}^{T_T} \sum_{m=0}^{n-1} \sum_{x \in \Omega^n_\delta} D \cdot \mu^{m+1} (x) \| g^m (x) \|_{L^p(\mathbb{R}^3)} h^3 \tau^2
\]
(i)
\[
\sum_{n=1}^{T_T} \sum_{m=0}^{n-1} \sum_{x \in \Omega^n_\delta} \int_{\mathbb{R}^3} \nabla \cdot \tilde{v} (s, y) ds dy | g^m (x) | \tau
\]
\[
\leq M_T \sum_{j=1}^{3} \sup_{|x| \leq h} \| \partial_{x_j} \tilde{v} (s, y + ze^j) - \partial_{x_j} \tilde{v} (s, y) \|_{L^1([0,T]; L^1(\Omega))}
\]
\[
\to 0 \quad \text{as} \quad \delta \to 0.
\]

\[
\square
\]

Theorem 3.4 (strong convergence). Let \( f, \tilde{f} \) be the weak solution of (1.11), (1.14), respectively. Then, \( \{ g_\delta \} \) converges to \( \tilde{f} \) strongly in \( L^2([0,T]; L^2(\mathbb{R}^3)) \) as \( \delta = (h, \tau) \to 0 \) in the whole sequence under the scaling condition (3.6).

Proof. Due to Proposition 3.3, we see that \( \{ g_\delta \} \) is bounded in \( L^2([0,T]; L^2(\mathbb{R}^3)) \) and the proof of Proposition 3.2 is valid with the weak convergence of \( \{ g_\delta \} \) in \( L^2([0,T]; L^2(\mathbb{R}^3)) \), where the weak limit \( \tilde{f} \in L^2([0,T]; L^2(\mathbb{R}^3)) \) satisfies
\[
\| \tilde{f} \|_{L^2([0,T]; L^2(\mathbb{R}^3))} \leq \liminf_{\delta \to 0} \| g_\delta \|_{L^2([0,T]; L^2(\Omega))}.
\]
As stated in (F1), the exact weak solution $\tilde{f} \in L^\infty([0, T]; L^\infty(\mathbb{R}^3))$ of (1.4), being regarded as a weak solution of $L^2([0, T]; L^2(\mathbb{R}^3))$, satisfies
\[ \| \tilde{f}(t, \cdot) \|_{L^2(\mathbb{R}^3)} = \| \tilde{f}^0 \|_{L^2(\mathbb{R}^3)} = \| f^0 \|_{L^2(\Omega)} = \frac{1}{T} \| f^0 \|_{L^2(\Omega)} \cdot \]

Hence, by Proposition 3.3 with $p = 2$, we have
\[ \text{(3.16) } \limsup_{\delta \to 0} \| g_\delta \|_{L^2([0, T]; L^2(\mathbb{R}^3))} \leq \frac{1}{T} \| f^0 \|_{L^2(\Omega)} = \frac{1}{T} \| f \|_{L^2([0, T]; L^2(\mathbb{R}^3))} . \]

The $L^2$-strong convergence of $\{g_\delta\}$ to $\tilde{f}$ follows from (3.15) and (3.16), where the uniqueness of (1.4) implies that the whole sequence $\{g_\delta\}$ must converge to $\tilde{f}$.

Let $\{g_\delta\}$ be a subsequence that converges to $\tilde{f}$ pointwise a.e. on $[0, T] \times \mathbb{R}^3$. Then, $|g_\delta(t, x) - \tilde{f}(t, x)|^p = |g_\delta(t, x) - f(t, x)|^p$ on $[0, T] \times \Omega$, which converges to 0 a.e. $(t, x) \in [0, T] \times \Omega$ for any $1 \leq p < \infty$. Since $|g_\delta|$ and $|f|$ are bounded by $\| f^0 \|_{L^\infty(\Omega)}$, Lebesgue’s dominated convergence theorem yields
\[ \| g_\delta - f \|_{L^p([0, T]; L^p(\Omega))} = \int_0^T \int_{\Omega} |g_\delta(t, x) - f(t, x)|^p \, dx \, dt \to 0 \quad \text{as } \delta \to 0. \]

If the whole sequence $\{g_\delta|_{x \in \Omega}\}$ does not converges to $f$ in $L^p([0, T]; L^p(\Omega))$, we have a subsequence $\{g_{\delta'}\}$ such that $\| g_{\delta'} - f \|_{L^p([0, T]; L^p(\Omega))} \geq \exists \varepsilon_0 > 0$ for all $\delta'$. However, repeating the above argument for $\{g_{\delta'}\}$, we find a subsequence of $\{g_{\delta'}|_{x \in \Omega}\}$ that converges to $f$ in $L^p([0, T]; L^p(\Omega))$, which is a contradiction.}

\[ \square \]

4 Implicit method

In this section, we investigate an implicit finite difference method of (1.1), where the discrete problem is formulated on $\Omega_h$ with the artificial 0-boundary condition. Our implicit scheme is “non-local” in the sense that the presence of $hZ^3 \setminus \Omega_h$ does change point-wise features. Consider initial data $f^0 \in L^2(\Omega)$ such that $f^0 \equiv 0$ in a neighborhood of $\partial \Omega$. Define $g^0 : \Omega_h \to \mathbb{R}$ as
\[ g^0(x) := \frac{1}{h^3} \int_{C_h(x)} f^0(y) \, dy. \]

Note that $\| g^0 \|_{2, \Omega_h} \leq \| f^0 \|_{L^2(\Omega)}$. Fix $v \in L^2([0, T]; H^1_0(\Omega))^3 \cap L^\infty([0, T]; L^2(\Omega)^3)$ such that $\nabla \cdot v = 0$, and $\text{supp}(v) \subset [0, T] \times \Omega$. Define $u^n = (u^n_1, u^n_2, u^n_3) : \Omega_h \to \mathbb{R}^3$, $n = 0, 1, \ldots, T_\tau - 1$ as
\[ (4.1) \quad u^n_i(x) := \frac{1}{\tau h^3} \int_{\tau^n}^{\tau(n+1)} \int_{C_h(x)} v_i(s, y) \, dy \, ds. \]

Note that $g^0 \equiv 0$, $u^n \equiv 0$ near the boundary of $\Omega_h$ for all sufficiently small $h > 0$; we always consider such $h > 0$; we extend $u^n$ to be 0 outside $\Omega_h$, where (4.1) still holds with the 0-extension of $v$ outside $\Omega$.\]
4.1 Discrete Helmholtz-Hodge decomposition

Our discussion is based on the (discrete) $L^2$-estimate, where we verify a discrete version of the formal calculation

$$
\int_\Omega (\partial_t f + v \cdot \nabla f) f \, dx = \frac{d}{dt} \| f(t, \cdot) \|^2_{L^2(\Omega)} = 0.
$$

Here, $\nabla \cdot v = 0$ plays an essential role. Unfortunately, the above $u^n = (u^n_1, u^n_2, u^n_3)$ does not satisfy $D \cdot u^n = 0$ (nor $D^\pm \cdot u^n = 0$) in general, even though $D \cdot u^n$ is asymptotically vanishing as seen in Section 3. In order to have a discrete divergence-free constraint, we operate the discrete Helmholtz-Hodge decomposition to $u^n$ and design a discrete problem with the divergence-free part of $u^n$. We will see that the potential part of $u^n$ is asymptotically vanishing.

We state the discrete Helmholtz-Hodge decomposition obtained in [11], where the idea is originally introduced by Chorin [7].

**Lemma 4.1 ([11]).** For each function $u : \Omega_h \to \mathbb{R}^3$, there exist unique functions $w : \Omega_h \to \mathbb{R}^3$ and $\phi : \Omega_h \to \mathbb{R}$ such that

$$
\begin{align*}
D^- \cdot w &= 0, & w + D^+ \phi &= u \text{ on } \Omega_h \setminus \partial\Omega_h; & w &= 0, & \phi &= 0 \text{ on } \partial\Omega_h, \\
\| w \|^2_{2,\Omega_h} &\leq \sum_{x \in \Omega_h \setminus \partial\Omega_h} |u(x)|^2 h^3, & \| D^+ \phi \|^2_{2,\Omega_h} &\leq \sum_{x \in \Omega_h \setminus \partial\Omega_h} |u(x)|^2 h^3,
\end{align*}
$$

where $u$ does not necessarily need to vanish on $\partial\Omega_h$. If $u|_{\partial\Omega_h} = 0$, we have

$$
\sum_{x \in \Omega_h \setminus \partial\Omega_h} |u(x) - w(x)|^2 \leq A \sum_{x \in \Omega_h \setminus \partial\Omega_h} |D^- \cdot u(x)|^2,
$$

where $A > 0$ is a constant depending only on $\Omega$.

The function $w$ in (4.2) is denoted by $P_h u$ and $P_h$ is called the discrete Helmholtz-Hodge projection. We remark that $P_h u$ is numerically detective (see the proof in [11]); one can formulate the discrete Helmholtz-Hodge decomposition also with the central difference [13].

4.2 Discrete problem (implicit)

We define $w^n := P_h u^n$. Our discrete problem with unknowns $g^1, \ldots, g^{T_r} : \Omega_h \to \mathbb{R}$ is:

$$
\begin{align*}
g^{n+1}(x) - g^n(x) &= \frac{1}{\tau} + \frac{1}{2} \sum_{j=1}^3 \left( w^n_j (x - he^j) D^+_j g^{n+1}(x - he^j) + w^n_j (x) D^+_j g^{n+1}(x) \right), & x &\in \Omega_h \setminus \partial\Omega_h, \\
g^{n+1}|_{\partial\Omega_h} &= 0.
\end{align*}
$$

We remark that the whole argument on (4.4)-(4.5) is free from any scaling condition of $h, \tau$; the price to pay is that the comparison principle is not clear. In the upcoming $L^2$-estimate, our complicated choice of the advection term in (4.4) provides null-contribution, where we note that this idea is originally given by Ladyzhenskaya [12] in her discrete approximation of the incompressible Navier-Stokes equations.
**Theorem 4.2.** The equation (4.4)-(4.5) is uniquely solvable for any \( h, \tau \). Furthermore, the solution satisfies

\[
(4.6) \quad \| g^n \|_{2,\Omega_h} \leq \| g^0 \|_{2,\Omega_h} \leq \| f^0 \|_{L^2(\Omega)}, \quad \forall n = 0, 1, \ldots, T_r.
\]

**Proof.** To verify the first assertion, it is enough to prove that (4.4)-(4.5) is uniquely solvable with respect to \( g^{n+1} \), provided \( g^n : \Omega_h \to \mathbb{R} \) with \( g^n|_{\partial \Omega_h} = 0 \) is given. We label the elements of \( \Omega_h \setminus \partial \Omega_h \) as \( x_1, x_2, \ldots, x^a \). Introduce \( y, b \in \mathbb{R}^a \) as

\[
y := (g^{n+1}(x^1), \ldots, g^{n+1}(x^a)), \quad b := (g^n(x^1), \ldots, g^n(x^a)).
\]

Then, (4.4)-(4.5) is equivalent to the linear equations

\[
A(g^n; h, \tau)y = b,
\]

where \( A(g^n; h, \tau) \) is a \( (a \times a) \)-matrix depending on \( g^n, h, \tau \). We prove that the matrix \( A(g^n; h, \tau) \) is invertible, i.e., \( A(g^n; h, \tau)y = 0 \) has the unique solution \( y = 0 \). Let \( y = y_0 \) be a solution of \( A(g^n; h, \tau)y = 0 \). Then, we have \( g^{n+1} : \Omega_h \to \mathbb{R} \) with \( g^{n+1}|_{\partial \Omega_h} = 0 \) such that

\[
g^{n+1}(x) = -\tau \sum_{j=1}^3 w_j^n(x - he^j)D_j^g g^{n+1}(x - he^j) + w_j^n(x) D_j^a g^{n+1}(x), \quad x \in \Omega_h \setminus \partial \Omega_h.
\]

We take the inner product: noting the 0-boundary condition of \( g^{n+1} \), we have

\[
(g^{n+1}, g^{n+1})_{2,\Omega_h} = \| g^{n+1} \|_{2,\Omega_h}^2
\]

\[
= -\frac{\tau}{2} \sum_{j=1}^3 \sum_{x \in \Omega_h \setminus \partial \Omega_h} \left( w_j^n(x - he^j)D_j^g g^{n+1}(x - he^j) + w_j^n(x) D_j^a g^{n+1}(x) \right) g^{n+1}(x) h^3
\]

\[
= -\frac{\tau}{2} \sum_{j=1}^3 \sum_{x \in \Omega_h \setminus \partial \Omega_h} \left( w_j^n(x - he^j) \frac{g^{n+1}(x) - g^{n+1}(x - he^j)}{h} + w_j^n(x) \frac{g^{n+1}(x + he^j) - g^{n+1}(x)}{h} \right) g^{n+1}(x) h^3
\]

\[
= -\frac{\tau}{2} \sum_{j=1}^3 \sum_{x \in \Omega_h \setminus \partial \Omega_h} \left( w_j^n(x) - w_j^n(x - he^j) \right) \frac{g^{n+1}(x)}{h} g^{n+1}(x) h^3
\]

\[
-\frac{\tau}{2} \sum_{j=1}^3 \sum_{x \in \Omega_h} \frac{1}{h} w_j^n(x) g^{n+1}(x + he^j) g^{n+1}(x) h^3
\]

\[
+\frac{\tau}{2} \sum_{j=1}^3 \sum_{x \in \Omega_h} \frac{1}{h} w_j^n(x - he^j) g^{n+1}(x - he^j) g^{n+1}(x) h^3,
\]

where \( w^n \) is extended to be 0 outside \( \Omega_h \). Shifting \( x \) to \( x + he^j \) in the last summation with the 0-boundary condition, we obtain

\[
\| g^{n+1} \|_{2,\Omega_h}^2 = \frac{\tau}{2} \sum_{x \in \Omega_h \setminus \partial \Omega_h} (D^- w^n(x)) |u^{n+1}(x)|^2 h^3 = 0, \quad \text{i.e.,} \quad y_0 = 0.
\]

Therefore, (4.4)-(4.5) is uniquely solvable with

\[
\| g^{n+1} \|_{2,\Omega_h} \leq \| g^n \|_{2,\Omega_h} \leq \| g^{n-1} \|_{2,\Omega_h} \leq \cdots \leq \| g^0 \|_{2,\Omega_h} \leq \| f^0 \|_{L^2(\Omega)}.
\]

\[\square\]
4.3 Convergence of discrete problem (implicit)

We derive the weak form of (4.4)-(4.5). Fix an arbitrary test function \( \varphi \in C^\infty([0, T] \times \mathbb{R}^3) \) with \( \text{supp}(\varphi) \subset [0, T) \times \mathbb{R}^3 \) compact. Set \( \varphi^n := \varphi(n \tau, \cdot) \), where \( \varphi^{Tn} \equiv 0 \). We extend \( w^n \) and \( g^n \) to be 0 outside \( \Omega_h \). Observe that

\[
(g^{n+1}, \varphi^{n+1})_{2,\Omega_h} = (g^n, \varphi^n)_{2,\Omega_h} + \tau \left( g^n, \frac{\varphi^{n+1} - \varphi^n}{\tau} \right)_{2,\Omega_h}
\]

\[
- \frac{\tau}{2} \sum_{j=1}^{3} \sum_{x \in \Omega_h \setminus \partial \Omega_h} \left( w^n_j(x - he^j)D^n_j g^{n+1}(x - he^j) + w^n_j(x)D^n_j g^{n+1}(x) \right) \varphi^{n+1}(x) h^3.
\]

Due to the discrete divergence-free constraint of \( w^n \) and the 0-boundary condition of \( g^n \) and \( w^n \), we have

\[
\sum_{j=1}^{3} \sum_{x \in \Omega_h \setminus \partial \Omega_h} \left( w^n_j(x - he^j)D^n_j g^{n+1}(x - he^j) + w^n_j(x)D^n_j g^{n+1}(x) \right) \varphi^{n+1}(x) h^3
\]

\[
= \sum_{j=1}^{3} \sum_{x \in \Omega_h \setminus \partial \Omega_h} \left( w^n_j(x - he^j) \frac{g^{n+1}(x) - g^{n+1}(x - he^j)}{h} + w^n_j(x) \frac{g^{n+1}(x + he^j) - g^{n+1}(x)}{h} \right) \varphi^{n+1}(x) h^3
\]

\[
= \sum_{j=1}^{3} \sum_{x \in \Omega_h \setminus \partial \Omega_h} - \frac{1}{h} w^n_j(x) g^{n+1}(x + he^j) \varphi^{n+1}(x) h^3
\]

\[
+ \sum_{j=1}^{3} \sum_{x \in \Omega_h} \frac{1}{h} w^n_j(x) g^{n+1}(x - he^j) \varphi^{n+1}(x) h^3
\]

\[
- \sum_{j=1}^{3} \sum_{x \in \Omega_h} \frac{1}{h} w^n_j(x - he^j) g^{n+1}(x - he^j) \varphi^{n+1}(x) h^3
\]

\[
= \sum_{j=1}^{3} \sum_{x \in \Omega_h} \frac{1}{h} w^n_j(x) g^{n+1}(x + he^j) \varphi^{n+1}(x) h^3
\]

\[
- \sum_{j=1}^{3} \sum_{x \in \Omega_h} \frac{1}{h} w^n_j(x) g^{n+1}(x) \varphi^{n+1}(x + he^j) h^3
\]

\[
= - \sum_{j=1}^{3} \sum_{x \in \Omega_h} \frac{1}{h} \left( w^n_j(x) g^{n+1}(x) \varphi^{n+1}(x + he^j) - w^n_j(x) g^{n+1}(x) \varphi^{n+1}(x) \right) h^3
\]

\[
+ \sum_{j=1}^{3} \sum_{x \in \Omega_h} \frac{1}{h} \left( w^n_j(x) g^{n+1}(x + he^j) \varphi^{n+1}(x) - w^n_j(x) g^{n+1}(x) \varphi^{n+1}(x) \right) h^3
\]

\[
= - \sum_{j=1}^{3} \sum_{x \in \Omega_h} w^n_j(x) g^{n+1}(x) D^n_j \varphi^{n+1}(x) h^3
\]

\[
+ \sum_{j=1}^{3} \sum_{x \in \Omega_h} \frac{1}{h} \left( w^n_j(x - he^j) g^{n+1}(x) \varphi^{n+1}(x - he^j) - w^n_j(x) g^{n+1}(x) \varphi^{n+1}(x) \right) h^3
\]
\[= - \sum_{j=1}^{3} \sum_{x \in \Omega_h} w_j^n(x) g^{n+1}(x) D_j^+ \varphi^{n+1}(x) h^3 + \sum_{j=1}^{3} \sum_{x \in \Omega_h} \frac{1}{h} w_j^n(x - he^j) g^{n+1}(x) \left( \varphi^{n+1}(x - he^j) - \varphi^{n+1}(x) \right) h^3 \]

\[= - \sum_{j=1}^{3} \sum_{x \in \Omega_h} \frac{w_j^n(x) - w_j^n(x - he^j)}{h} g^{n+1}(x) \varphi^{n+1}(x) h^3 \]

\[= - \sum_{j=1}^{3} \sum_{x \in \Omega_h} \left( w_j^n(x) g^{n+1}(x) D_j^+ \varphi^{n+1}(x) + w_j^n(x) u^{n+1}(x + he^j) D_j^+ \varphi^{n+1}(x) \right) h^3 \]

\[= - \sum_{j=1}^{3} \left\{ \left( w_j^n(\cdot) g^{n+1}(\cdot), D_j^+ \varphi^{n+1}(\cdot) \right)_{2, \Omega_h} + \left( w_j^n(\cdot) u^{n+1}(\cdot + he^j), D_j^+ \varphi^{n+1}(\cdot) \right)_{2, \Omega_h} \right\}. \]

Hence, taking summation with respect to \( n \) and noting that \( \varphi^\tau = 0 \), we have

\[(4.7)(g^0, \varphi^0)_{2, \Omega_h} + \sum_{n=0}^{T_\tau - 1} \left( g^n, \frac{\varphi^{n+1} - \varphi^n}{\tau} \right)_{2, \Omega_h} + \sum_{j=1}^{3} \sum_{n=0}^{T_\tau - 1} \left\{ \left( w_j^n(\cdot) g^{n+1}(\cdot), D_j^+ \varphi^{n+1}(\cdot) \right)_{2, \Omega_h} \right\} \frac{\tau}{2} = 0. \]

We show that (4.7) yields (1.3) at the limit of \((h, \tau) \to 0\).

Let \( g_\delta : [0, \tau T_\tau + \tau) \times \Omega \to \mathbb{R} \), \( \delta = (h, \tau) \) be the step function generated by the solution of (1.4)-(1.5) as

\[ g_\delta(s, y) := \begin{cases} 
  g^n(x), & \text{if } s \in [t_n, t_{n+1}), \ y \in C_h(x), \ x \in \Omega_h, \\
  0, & \text{otherwise}. 
\end{cases} \]

\[ \text{Theorem 4.3 (strong convergence). The sequence } \{g_\delta\} \text{ converges to the solution of (1.1)} \]

\[ \text{strongly in } L^2([0,T]; L^2(\Omega)) \text{ as } \delta \to (h, \tau) \to 0 \text{ (in the whole sequence without any scaling condition).} \]

\[ \text{Proof. By (4.6), the sequence } \{g_\delta\} \text{ is bounded in } L^2([0,T]; L^2(\Omega)). \text{ There exist a sub-sequence, still denoted by } \{g_\delta\}, \text{ and a function } f \in L^2([0,T]; L^2(\Omega)) \text{ such that } \{g_\delta\} \]

\[ \text{converges to } f \text{ weakly as } \delta \to 0. \]

We first show that \( f \) is the solution of (1.1). The terms of the left hand side of (4.7) are denoted by (a), (b), (c), respectively. Hereafter, \( O(r) \) stands for a quantity whose absolute value is bounded by \( M|r| \) with some constant \( M \geq 0 \) independent of \( x, n \) and \( r \to 0; M_1, M_2, \ldots \) stand for some positive constants independent of \( \delta = (h, \tau), x \) and \( n \).

It is clear that

\[(a) \to \int_\Omega f^0(y) \varphi(0, y) dy, \quad (b) \to \int_0^T \int_\Omega \int_0^T f(s, y) \partial_\tau \varphi(s, y) dy ds \quad \text{as } \delta \to 0.\]
Observe that
\[
\left( w_j^n(\cdot)g^{n+1}(\cdot + he^j), D_j^+\varphi^{n+1}(\cdot) \right)_{2\Omega_h} = \left( w_j^n(\cdot)g^{n+1}(\cdot + he^j), \frac{(u_j^n(\cdot) - u_j^n(\cdot))g^{n+1}(\cdot + he^j) + (u_j^n(\cdot) + \varphi^{n+1}(\cdot + he^j) + (u_j^n(\cdot))g^{n+1}(\cdot + he^j)}{2\Omega_h(i)} \right)_{2\Omega_h(i)}
\]
\[
= \left( u_j^n(\cdot + he^j)g^{n+1}(\cdot + he^j), D_j^+\varphi^{n+1}(\cdot + he^j) \right)_{2\Omega_h(i)}
\]
\[
+ \left( (u_j^n(\cdot) - u_j^n(\cdot + he^j))g^{n+1}(\cdot + he^j), D_j^+\varphi^{n+1}(\cdot + he^j) \right)_{2\Omega_h(i)}
\]
\[
+ \left( u_j^n(\cdot)g^{n+1}(\cdot + he^j), D_j^+\varphi^{n+1}(\cdot) - D_j^+\varphi^{n+1}(\cdot + he^j) \right)_{2\Omega_h(i)} + (i)
\]
\[
= \left( u_j^n(\cdot)g^{n+1}(\cdot), D_j^+\varphi^{n+1}(\cdot) \right)_{2\Omega_h(i)} + (i) + (ii) + (iii).
\]

By (3.14), we have
\[
|i(i)| \leq M_1 \left\| g^{n+1} \right\|_{2\Omega_h} \| D^- \cdot u^n \|_{2\Omega_h} \leq M_1 \left\| f^0 \right\|_{L^p(\Omega)} \| D^- \cdot u^n \|_{2\Omega_h}.
\]

Reasoning similar to the proof of (3.14) yields
\[
D^- \cdot u^n(x) = \frac{1}{\tau h^3} \int_{t_n}^{t_{n+1}} \int_{C_h(x)} \nabla \cdot v(s, y) dy ds
\]
\[
+ \sum_{j=1}^{3} \frac{1}{\tau h^3} \int_{-h}^{0} \int_{t_n}^{t_{n+1}} \int_{C_h(x)} \left( \partial_x v_j(s, y + ze^j) - \partial_x v_j(s, y) \right) dy ds dz,
\]
\[
|D^- \cdot u^n(x)|^2 \leq \left\{ \sum_{j=1}^{3} \frac{1}{\tau h^3} \int_{-h}^{0} \int_{t_n}^{t_{n+1}} \int_{C_h(x)} \left| \partial_x v_j(s, y + ze^j) - \partial_x v_j(s, y) \right|^2 dy ds dz \right\}^2
\]
\[
\leq \left\{ \sum_{j=1}^{3} \left( \frac{1}{\tau^2 h^3} \right) \int_{-h}^{0} \int_{t_n}^{t_{n+1}} \int_{C_h(x)} \left| \partial_x v_j(s, y + ze^j) - \partial_x v_j(s, y) \right|^2 dy ds dz \right\}^2
\]
\[
\leq 3 \sum_{j=1}^{3} \frac{1}{\tau h^3} \int_{-h}^{0} \int_{t_n}^{t_{n+1}} \int_{C_h(x)} \left| \partial_x v_j(s, y + ze^j) - \partial_x v_j(s, y) \right|^2 dy ds dz.
\]

Hence, we see that
\[
\sum_{n=0}^{T_r} \left\| D^- \cdot u^n(x) \right\|^2_{2\Omega_h} \tau = \sum_{n=0}^{T_r-1} \sum_{x \in \Omega_h} |D^- \cdot u^n(x)|^2 h^3 \tau
\]
\[
\leq 3 \sum_{j=1}^{3} \frac{1}{h} \int_{-h}^{0} \int_{0}^{T} \int_{\Omega} \left| \partial_x v_j(s, y + ze^j) - \partial_x v_j(s, y) \right|^2 dy ds dz
\]
\[
\leq 3 \sum_{j=1}^{3} \sup_{0 \leq z \leq h} \left\| \partial_x v_j(\cdot, \cdot + ze^j) - \partial_x v_j(\cdot, \cdot) \right\|^2_{L^2([0,T];L^2(\Omega))} \rightarrow 0 \quad \text{as } \delta \rightarrow 0,
\]
\[
\sum_{n=0}^{T_r-1} (i) \tau \leq T \left( \sum_{n=0}^{T_r-1} |(i)\tau|^2 \right)^{\frac{1}{2}} \leq M_2 \left( \sum_{n=0}^{T_r-1} \left\| D^- \cdot u^n(x) \right\|^2_{2\Omega_h} \tau \right)^{\frac{1}{2}} \rightarrow 0 \quad \text{as } \delta \rightarrow 0.
\]
Similarly, we have
\[
|\text{(ii)}| \leq M_1 \| g^{n+1} \|_{2,\Omega} \left( \sum_{x \in \Omega_h} |u^n(x + he^j) - u^n(x)|^2 h^3 \right)^{\frac{1}{2}}
\]
\[
\leq M_1 \| f^0 \|_{L^2(\Omega)} \left\{ \sum_{x \in \Omega_h} \left( \frac{1}{\tau h^3} \int_{t_n}^{t_{n+1}} \int_{C_h(x)} |v_j(s, y + he^j) - v_j(s, y)| dy ds \right) h^3 \right\}^{\frac{1}{2}}
\]
\[
\leq M_1 \| f^0 \|_{L^2(\Omega)} \left( \frac{1}{\tau} \int_{t_n}^{t_{n+1}} \int_{\Omega} |v_j(s, y + he^j) - v_j(s, y)|^2 dy ds \right)^{\frac{1}{2}},
\]
\[
\sum_{n=0}^{T_{\tau}-1} |\text{(ii)}| \tau \leq T^{\frac{1}{2}} \left( \sum_{n=0}^{T_{\tau}-1} |\text{(ii)}|^2 \tau \right)^{\frac{1}{2}} \leq M_3 \| v_j(\cdot, \cdot + he^j) - v_j(\cdot, \cdot) \|_{L^2([0,T];L^2(\Omega))} \rightarrow 0 \quad \text{as } \delta \rightarrow 0.
\]

Finally, we have
\[
|\text{(iii)}| \leq M_4 \| u_j^n \|_{2,\Omega} \leq M_4 h \left\{ \sum_{x \in \Omega_h} \left( \frac{1}{\tau h^3} \int_{t_n}^{t_{n+1}} \int_{C_h(x)} |v_j(s, y)| dy ds \right) h^3 \right\}^{\frac{1}{2}}
\]
\[
\leq M_4 h \left( \frac{1}{\tau} \int_{t_n}^{t_{n+1}} \int_{\Omega} |v_j(s, y)|^2 dy ds \right)^{\frac{1}{2}},
\]
\[
\sum_{n=0}^{T_{\tau}-1} |\text{(iii)}| \tau \leq T^{\frac{1}{2}} \left( \sum_{n=0}^{T_{\tau}-1} |\text{(iii)}|^2 \tau \right)^{\frac{1}{2}} \leq M_5 h \| v_j \|_{L^2([0,T];L^2(\Omega))} \rightarrow 0 \quad \text{as } \delta \rightarrow 0.
\]

Therefore, applying the same reasoning to \((u_j^n(\cdot)g^{n+1}(\cdot), D_j^+\varphi^{n+1}(\cdot))_{2,\Omega_h}\), we see that
\[
(c) = \sum_{j=1}^{3} \sum_{n=0}^{T_{\tau}-1} \left( u_j^n(\cdot)g^{n+1}(\cdot), D_j^+\varphi^{n+1}(\cdot) \right)_{2,\Omega_h} \tau + R_\delta, \quad R_\delta \rightarrow 0 \quad \text{as } \delta \rightarrow 0.
\]

Observe that
\[
\sum_{n=0}^{T_{\tau}-1} \left( u_j^n(\cdot)g^{n+1}(\cdot), D_j^+\varphi^{n+1}(\cdot) \right)_{2,\Omega_h} \tau
\]
\[
= \sum_{n=0}^{T_{\tau}-1} \sum_{x \in \Omega_h} \int_{t_n}^{t_{n+1}} \int_{C_h(x)} v_j(s, y) dy ds \times g^{n+1}(x)D_j^+\varphi^{n+1}(x)
\]
\[
= \sum_{n=0}^{T_{\tau}-1} \sum_{x \in \Omega_h} \int_{t_n}^{t_{n+1}} \int_{C_h(x)} v_j(s, y)g_\delta(s, y)\partial_{x_j}\varphi(s, y) dy ds
\]
\[
+ \sum_{n=0}^{T_{\tau}-1} \sum_{x \in \Omega_h} \int_{t_n}^{t_{n+1}} \int_{C_h(x)} v_j(s, y)g_\delta(s, y)O(h) dy ds
\]
\[
= \int_0^T \int_{\Omega} v_j(s, y)g_\delta(s, y)\partial_{x_j}\varphi(s, y) dy ds + O(h).
\]

Thus, the weak convergence of \(\{g_\delta\}\) implies that
\[
(c) \rightarrow \int_0^T \int_{\Omega} v(s, y)f(s, y) \cdot \nabla \varphi(s, y) dy ds \quad \text{as } \delta \rightarrow 0,
\]
which conclude that \( f \) satisfies (1.3) to be the weak solution of (1.1).

The property of weak convergence, (F1) and (4.6) imply that
\[
T^{\frac{1}{2}} \| f^0 \|_{L^2(\Omega)} = \| f \|_{L^2([0,T];L^2(\Omega))} \leq \liminf_{\delta \to 0} \| g_\delta \|_{L^2([0,T];L^2(\Omega))},
\]
\[
\limsup_{\delta \to 0} \| g_\delta \|_{L^2([0,T];L^2(\Omega))} \leq T^{\frac{1}{2}} \| f^0 \|_{L^2(\Omega)}.
\]

Therefore, the above weak convergence is in fact strong convergence. The uniqueness of \( f \) verifies the whole sequence convergence.

\[\square\]

5 Application to the level-set method

We apply our explicit scheme discussed in Section 3, assuming in addition that the velocity field \( v \) belongs to \( C^4([0,T] \times \bar{\Omega}; \mathbb{R}^3) \) and initial data \( f^0 \) belongs to \( C^4(\bar{\Omega}; \mathbb{R}) \) (in other words, the 0-extensions \( \tilde{v} \) and \( \tilde{f}_0 \) are assumed to be \( C^4 \)-smooth). In actual situations, \( v \) would be first given as an element of \( C^4([0,T] \times \bar{\Omega}_0) \) with \( v|_{\partial \Omega_0} = 0 \) and \( \Omega_0 \subset \mathbb{R}^3 \) open, where \( \text{supp}(v) \) is not necessarily compact; the 0-extension of such a function would lose smoothness at \( \partial \Omega_0 \); hence, one needs to consider a \( C^4 \)-smooth extension of \( v \) in such a way that \( v \equiv 0 \) for all \( x \in \mathbb{R}^3 \setminus \bar{\Omega} \) with some bounded open set \( \Omega \) containing \( \overline{\Omega}_0 \) (the same to \( f^0 \)). In the current paper, we do not discuss how to construct such \( C^4 \)-extensions.

In the smooth case, (1.1) is analyzed by the flow \( X = X(s, \tau, \xi) \) of the ODE
\[
(5.1) \quad x'(s) = v(s, x(s)), \quad x(\tau) = \xi, \quad \tau \in [0,T], \quad \xi \in \bar{\Omega},
\]
where \( X(s, \tau, \xi) := x(s) \) for each \((s, \tau, \xi) \in [0,T] \times [0,T] \times \bar{\Omega} \) and \( X \) is \( C^4 \)-smooth in \((s, \tau, \xi)\). By the method of characteristics, the solution \( f \) of (1.1) is given as
\[
f(t, x) = f^0(X(0, t, x)) : [0,T] \times \Omega \to \mathbb{R},
\]
which is \( C^4 \)-smooth and \( f \equiv 0 \) in a neighborhood of \( \partial \Omega \). The whole space problem
\[
x'(s) = \tilde{v}(s, x(s)), \quad x(\tau) = \xi, \quad \tau \in [0,T], \quad \xi \in \mathbb{R}^3
\]
has the \( C^4 \)-smooth flow \( \tilde{X} \) such that \( \tilde{X}(s, \tau, \xi) = X(s, \tau, \xi) \) if \( \xi \in \bar{\Omega} \), and \( \tilde{X}(s, \tau, \xi) \equiv \xi \) if \( \xi \notin \Omega \). The whole space problem
\[
\partial_t \tilde{f} + \tilde{v} \cdot \nabla \tilde{f} = 0 \quad \text{in} \ [0,T] \times \mathbb{R}^3, \quad \tilde{f}(0, \cdot) = \tilde{f}_0 \text{ on} \ \mathbb{R}^3
\]
has the unique \( C^4 \)-solution \( \tilde{f}(t, x) = \tilde{f}_0(\tilde{X}(0, t, x)) \), which is the 0-extension of the above \( f \) outside \( \bar{\Omega} \). In the rest of this section, we do not distinguish \( v, f^0, f, X \) and \( \tilde{v}, \tilde{f}_0, \tilde{f}, \tilde{X} \).

We first demonstrate error estimates for our explicit scheme up to the second order \( x \)-derivatives of \( f \), where \( C^4 \)-smoothness is necessary for better error bounds. Then, we apply the results to approximate the level-set defined by
\[
\Gamma(t) := \{ x \in \Omega \mid f(t, x) = 1 \}, \quad t \geq 0
\]
with additional assumptions on \( f^0 \). The error estimates up to the second order \( x \)-derivatives of \( f \) yield good approximation of the unit normal vectors, the mean curvature and the area element of \( \Gamma(t) \).
Throughout this section, the truncation argument with $\tilde{u}^n$ given in (3.5) and the generalized hyperbolic scaling are not necessary, since $v$ is a priori bounded, i.e., one can take the standard hyperbolic scale $\tau = \frac{2}{\xi} \| v \|^{-1}_{L^\infty([0,T] \times \Omega)} h$. Nevertheless, we argue under the generalized hyperbolic scale condition $\tau = O(h^{2-\alpha})$ with any $0 < \alpha \leq 1$ to include the case (3.6) ($\alpha = 1$ is not essential). Below, “$(h, \tau) \to 0$” always means $(h, \tau) \to 0$ under this scale condition.

Hereafter, $O(r)$ stands for a quantity whose absolute value is bounded by $M|r|$ with some constant $M \geq 0$ independent of $x, n$ and $r \to 0$; $M_1, M_2, \ldots$ stand for some positive constants independent of $\delta = (h, \tau), x$ and $n$.

### 5.1 Error estimate for explicit scheme (smooth case)

The argument below inductively shows that the explicit scheme (3.2) and the difference equations derived from the discrete $x$-differentiation of (3.2) approximate $f$ and its $x$-derivatives up to the $k$-th order ($k \geq 0$) with the error bound $O(h^\alpha)$, provided $f$ is $C^{k+2}$-smooth. We only demonstrate the case of $k = 2$. It is essential that the explicit scheme does not involve any boundary condition in space.

By Taylor’s approximation and (1.1), we have for any $x \in h\mathbb{Z}^3$ and $0 \leq n \leq T_\tau - 1$,

$$ f(t_{n+1}, x) = \frac{1}{\tau} \sum_{\omega \in B} f(t_n, x + h\omega) - u^n(x) \cdot Df(t_n, x) \tau + O(\tau^2) + O(h^2) + O(\tau h), $$

where $O(\tau^2) + O(h^2) + O(\tau h) = O(h^\alpha \tau)$. Let $g^n(\cdot)$ be the solution of the explicit problem (3.2) and set $b^n(x) := g^n(x) - f(t_n, x)$. Then, we have $b^n(x) = O(h)$ on $h\mathbb{Z}^3$ and

$$ b^{n+1}(x) = \frac{1}{\tau} \sum_{\omega \in B} b^n(x + h\omega) - u^n(x) \cdot Db^n(t_n, x) \tau + O(h^\alpha \tau) \quad \text{on } h\mathbb{Z}^3. $$

The CFL-condition (3.4) implies that

$$ \max_{x \in h\mathbb{Z}^3} |b^{n+1}(x)| \leq \max_{x \in h\mathbb{Z}^3} |b^n(x)| + M_1 h^\alpha \tau $$

$$ \leq \max_{x \in h\mathbb{Z}^3} |b^{n-1}(x)| + 2M_1 h^\alpha \tau $$

$$ \leq \cdots \leq \max_{x \in h\mathbb{Z}^3} |b^0(x)| + M_1 Th^\alpha \leq M_2 h^\alpha, \quad 0 \leq n \leq T_\tau - 1, \quad \forall (h, \tau) \to 0. $$

Observe that $f_i := \partial_{x_i} f$ and $g^n_i := D_i^+ g^n$ ($i = 1, 2, 3$) satisfy

$$ \partial_t f_i + v \cdot \nabla f_i + \partial_{x_i} v \cdot \nabla f = 0 \quad \text{in } [0, T] \times \mathbb{R}^3, $$

$$ g_i^{n+1}(x) = \frac{1}{\tau} \sum_{\omega \in B} g_i^n(x + h\omega) - u^n(x + he_i) \cdot Dg_i^n(x) \tau $$

$$ + \frac{1}{2} \sum_{j=1}^3 D_i^+ u_j^n(x) \left( g_j^n(x) + g_j^n(x - he^j) \right) \tau \quad \text{on } h\mathbb{Z}^3, $$

respectively. By Taylor’s approximation and (5.3), we have

$$ f_i(t_{n+1}, x) = \frac{1}{\tau} \sum_{\omega \in B} f_i(t_n, x + h\omega) - u^n(x + he_i) \cdot Df_i(t_n, x) \tau $$

$$ + \frac{1}{2} \sum_{j=1}^3 D_i^+ u_j^n(x) \left( f_j(t_n, x) + f_j(t_n, x - he^j) \right) \tau + O(h^\alpha \tau). $$
Hence, \( b^0_i(x) := g^0_i(x) - f_i(t_n, x) \) and \( R^n := \max_{i=1,2,3, x \in h\mathbb{Z}^3} |b^0_i(x)| \) satisfy

\[
b^{n+1}_i(x) = \frac{1}{7} \sum_{\omega \in B} b^0_i(x + h\omega) - u^n(x + he_i) \cdot Db^0_i(t_n, x) \tau + \frac{1}{2} \sum_{j=1}^3 D_j^+ u^n_j(x) \left(b^0_j(x) + b^0_j(x - he^j)\right) \tau + O(h^\alpha \tau),
\]

\[
|b^{n+1}_i(x)| \leq R^n + \max_{j=1,2,3, x \in h\mathbb{Z}^3} |D_j^+ u^n_j(x)| R^n \tau + M_3 h^\alpha \tau, \quad \forall x \in h\mathbb{Z}^3,
\]

\[
R^{n+1} \leq (1 + M_4 \tau) R^n + M_3 h^\alpha \tau.
\]

Therefore, noting that \( R^0 = O(h) \), we obtain

\[
\max_{x \in h\mathbb{Z}^3} |b^n_i(x)| \leq R^n \leq e^{M_4 \tau} \left( R^0 + \frac{M_3 h^\alpha}{M_4} \right) \leq M_5 h^\alpha, \quad 0 \leq n \leq T_\tau, \quad \forall (h, \tau) \to 0.
\]

Observe that \( f_{ij} := \partial_x \partial_x f, \ g^n_{ij} := D_j^- (D^n_j g^n) \) \((i,j = 1,2,3)\) satisfy

\[
\partial_t f_{ij} + v \cdot \nabla f_{ij} + \partial_x v \cdot \nabla f_i + \partial_x v \cdot \nabla f_j + \partial_x \partial_x v \cdot \nabla f = 0 \quad \text{in} \ [0, T] \times \mathbb{R}^3,
\]

\[
g_{ij}^{n+1}(x) = \frac{1}{7} \sum_{\omega \in B} g^n_{ij}(x + h\omega) - u^n(x + he_i) \cdot Dg^n_{ij}(x) \tau + \frac{1}{2} \sum_{k=1}^3 D_j^+ u^n_k(x + he^j) \left(g^n_{ik}(x - he^j + he^k) + g^n_{ik}(x - he^j)\right) \tau + \frac{1}{2} \sum_{k=1}^3 D_j^- u^n_k(x) \left(g^n_{jk}(x - he^j + he^k) + g^n_{jk}(x - he^j)\right) \tau + \frac{1}{2} \sum_{k=1}^3 D_j^- D_i^+ u^n_k(x) \left(g^n_k(x - he^j) + g^n_k(x - he^j - he^k)\right) \tau \quad \text{on} \ h\mathbb{Z}^3,
\]

respectively. By Taylor’s approximation and (5.5), we have

\[
f_{ij}(t_{n+1}, x) = \frac{1}{7} \sum_{\omega \in B} f_{ij}(t_n, x + h\omega) - u^n(x + he_i) \cdot Df_{ij}(t_n, x) \tau + \frac{1}{2} \sum_{k=1}^3 D_j^+ u^n_k(x + he^j) \left(f_{ik}(t_n, x - he^j + he^k) + f_{ik}(t_n, x - he^j)\right) \tau + \frac{1}{2} \sum_{k=1}^3 D_j^- u^n_k(x) \left(f_{jk}(t_n, x - he^j + he^k) + f_{jk}(t_n, x - he^j)\right) \tau + \frac{1}{2} \sum_{k=1}^3 D_j^- D_i^+ u^n_k(x) \left(f_k(t_n, x - he^j) + f_k(t_n, x - he^j - he^k)\right) \tau + O(h^\alpha \tau).
\]

Set \( b^n_{ij}(x) := g^n_{ij}(x) - f_{ij}(t_n, x) \) and \( \bar{R}^n := \max_{i,j=1,2,3, x \in h\mathbb{Z}^3} |b^n_{ij}(x)| \). Since we already know that \( b^0_k(x) = O(h^\alpha) \) for \( k = 1,2,3 \), we have

\[
|b^{n+1}_{ij}(x)| \leq \bar{R}^{n+1} \leq \bar{R}^n + M_6 \tau \bar{R}^n + M_7 h^\alpha \tau.
\]

Therefore, we obtain

\[
\max_{x \in h\mathbb{Z}^3} |b^n_{ij}(x)| \leq M_8 h^\alpha, \quad 0 \leq \forall n \leq T_\tau, \quad \forall (h, \tau) \to 0.
\]
5.2 Approximation of smooth level-set

Suppose in addition that initial data $f^0$ satisfies the following conditions:

- There exists a connected open set $\Omega^+$ such that $\overline{\Omega^+} \subset \Omega$, $f^0(x) > 1$ in $\Omega^+$ and $f^0(x) < 1$ in $\Omega^- := \Omega \setminus \overline{\Omega^+}$.
- $\nabla f_0(x) \neq 0$ on $\Gamma(0) := \partial \Omega^+$.

It follows from the representation $f(t, x) = f^0(X(0, t, x))$ that

$\Omega^+(t) := \{ x \in \Omega \mid f(t, x) > 1 \} = \{ x \in \Omega \mid X(0, t, x) \in \Omega^+ \}$,
$\Gamma(t) := \{ x \in \Omega \mid f(t, x) = 1 \} = \{ x \in \Omega \mid X(0, t, x) \in \Gamma(0) \} = \partial \Omega^+(t) = X(t, 0, \Gamma(0))$.

Hence, the identity $X(t, 0, X(0, t, x)) \equiv x$ implies that

$\nabla f(t, x) = \nabla f^0(X(0, t, x)) \partial_x X(0, t, x) \neq 0, \quad \forall x \in \Gamma(t), \quad \forall t \in [0, T]$.

Therefore, $\Gamma(t)$ is a connected closed $C^4$-surface for each $t \in [0, T]$. Define the set for $\mu_0 \geq 0$,

$\Theta_{\mu_0} := \bigcup_{0 \leq t \leq T} \{ t \} \times (\Gamma(t) + \mu_0), \quad \Gamma(t) + \mu_0 := \{ y \in \Omega \mid |y - x| \leq \mu_0, \ x \in \Gamma(t) \}$.

There exist constants $\mu_0 > 0$ and $0 < C_1 \leq C_2$ such that $\Theta_{\mu_0} \subset [0, T] \times \Omega$ and

$C_1 \leq |\nabla f(t, x)| \leq C_2, \quad \forall (t, x) \in \Theta_{\mu_0}$.

If necessary, we re-take $\mu_0 > 0$ small enough so that the intersection of $\Gamma(t)$ and the $\mu_0$-ball with the center $x \in \Gamma(t)$ is “almost flat” for all $x \in \Gamma(t)$. Define the unit vector field $\nu(t, x)$ and a function $m(t, x)$ as

$\nu(t, x) := \frac{\nabla f(t, x)}{|\nabla f(t, x)|}: \Theta_{\mu_0} \to \mathbb{R}^3, \quad m(t, x) := -\nabla \cdot \nu(t, x): \Theta_{\mu_0} \to \mathbb{R}$.

Note that the restriction of $\nu$ on $\{ t \} \times \Gamma(t)$ is a unit normal of $\Gamma(t)$; the value $m(t, x)$ of $x \in \Gamma(t)$ is the mean curvature of $\Gamma(t)$ at $x$ in the direction of $\nu(t, x)$;

$m(t, x) = -\frac{1}{|\nabla f(t, x)|} \left( \Delta f(t, x) - \sum_{i,j=1}^3 \partial_{x_i} \partial_{x_j} f(t, x) \nu_i(t, x) \nu_j(t, x) \right)$,

where $\Delta = \partial^2_{x_1} + \partial^2_{x_2} + \partial^2_{x_3}$. From now on, we suppose that $\nu(t, \cdot)|_{\Gamma(t)}$ is the outer unit normal of $\Gamma(t)$ with respect to $\Omega^+(t)$ (otherwise, we re-define $\nu$ as $-\nabla f(t, x)/|\nabla f(t, x)|$).

For each $\tilde{x} \in \Gamma(t)$, at least one of $\partial_{x_i} f(\tilde{x}), \ i = 1, 2, 3$ is away from 0, say, $i = 3$; then, $\Gamma(t)$ is represented in a neighborhood of $\tilde{x}$ by the hight function as $x_3 = \varphi(t, x_1, x_2)$, $(x_1, x_2) \in O$ with some open set $O \subset \mathbb{R}^2$; the area element $dS(x)$ of $\Gamma(t)$ is represented in the neighborhood of $\tilde{x}$ as

$dS(x) = \sqrt{\partial_{x_1} \varphi(t, x_1, x_2)^2 + \partial_{x_2} \varphi(t, x_1, x_2)^2 + 1} \ dx_1 dx_2$
$= \frac{1}{|\partial_{x_3} f(t, x)|} \sqrt{\partial_{x_1} f(t, x)^2 + \partial_{x_2} f(t, x)^2 + \partial_{x_3} f(t, x)^2} \ dx_1 dx_2, $
which is also represented, if \( \partial_x f(t, x) \neq 0 \), as
\[
    ds(x) = \frac{1}{|\partial_x f(t, x)|} \sqrt{\partial_x f(t, x)^2 + \partial_y f(t, x)^2 + \partial_z f(t, x)^2} \, dx_j dx_k
\]
with \( \{i, j, k\} = \{1, 2, 3\} \). We refer to \([10]\) and \([15]\) for more details on differential geometry of moving surfaces.

Now, we introduce discrete objects corresponding to the above. Define
\[
    \Omega^n := \{ x \in \Omega_h | g^n(x) > 1 \}, \quad \Omega^n_+ := \{ x + h\omega | x \in \Omega^n_+, \omega \in B \},
\]
\[\Gamma^n := \partial \Omega^n_+.\]

\( \Gamma^n \) and \( \Gamma^{n+1} \) are "connected" in the following sense: for each \( y \in \Gamma^{n+1} \) (then, \( g^{n+1}(y) \leq 1 \) and \( g^{n+1}(y + h\omega) > 1 \) for some \( \omega \in B \) by definition), the set \( K(y) := \{ y + h\omega | \omega \in B \} \) contains at least one element of \( \Gamma^n \). In fact, \( K(y) \subseteq \Omega^n_+ \) is not possible, since the CFL-condition implies \( g^{n+1}(y) > 1 \); if \( K(y) \cap \Gamma^n = \emptyset \), we must have \( g^n(y + h\omega) \leq 1 \) and \( g^n(y + h\omega + h\omega') \leq 1 \) for any \( \omega, \omega' \in B \); then, due to the CFL condition, we necessarily have \( g^{n+1}(y + h\omega) \leq 1 \) for all \( \omega \in B \), which is not allowed.

Define for \( A, A' \subset \mathbb{R}^3 \),
\[
    \text{dist}(A, A') := \sup_{y \in A} \text{dist}(y, A'), \quad \text{dist}(y, A') := \inf_{x' \in A'} |y - x|,
\]
where we have \( \text{dist}(A, A') = 0 \iff \overline{A} \subseteq A' \).

**Theorem 5.1.** There exists a constant \( M_0 > 0 \) independent from \( (h, \tau) \) such that
\[
    \max_{0 \leq n \leq T_\tau} \text{dist}(\Gamma^n, \Gamma(t_n)) \leq M_0 h^\alpha \quad \text{for all } (h, \tau) \to 0.
\]

**Proof.** Since \( f \equiv 0 \) in a neighborhood of \( \partial \Omega \), \([5.2]\) implies that \( \Gamma^n \) is far away from \( \partial \Omega_h \) for all sufficiently small \( h > 0 \). Fix any \( y \in \Gamma^n \). We have \( g^n(y) \leq 1 \) and \( g^n(y + h\omega) > 1 \) for some \( \omega \in B \). The estimate \([5.4]\) implies that \( |g^n(\tilde{y}) - g^n(\tilde{y} + h\omega)| \leq M_{10} h \) for any \( \tilde{y} \) and \( n \). Hence, with \([5.2]\), we have
\[
    1 - M_{10} h < g^n(y + h\omega) - M_{10} h \leq g^n(y), \\
    -M_2 h^\alpha \leq f(t_n, y) - g^n(y) \leq f(t_n, y) - (1 - M_{10} h), \\
    f(t_n, y) - 1 \leq f(t_n, y) - g^n(y) \leq M_2 h^\alpha, \\
    |f(t_n, y) - 1| \leq M_{11} h^\alpha.
\]

Since \( |f(t, x) - 1| > 0 \) for all \( x \notin \Gamma(t) \) and \( t \in [0, T] \), there exists a constant \( \varepsilon_0 > 0 \) such that
\[
    (t, x) \in [0, T] \times \Omega, \quad |f(t, x) - 1| < \varepsilon_0 \Rightarrow (t, x) \in \Theta_{\mu_0}.
\]

If \( h > 0 \) is small enough to satisfy \( M_{11} h^\alpha < \varepsilon_0 \), we have \( (t_n, y) \in \Theta_{\mu_0} \); furthermore, there exist a point \( y^* = y^*(y) \in \Gamma(t_n) \) and a number \( \mu \in [-\mu_0, \mu_0] \) such that \( y - y^* = \mu (t_n, y^*) \). Therefore, it follows from \([5.7]\) that
\[
    M_{11} h^\alpha \geq |f(t_n, y) - 1| = |f(t_n, y) - f(t_n, y^*)| \geq C_1 |y - y^*| - M_{12} |y - y^*|^2,
\]
which leads to \( |y - y^*| \leq M_{13} h^\alpha \) (we must choose \( 0 < \mu_0 \ll C_1 \) for this inequality). Since \( \text{dist}(y, \Gamma(t_n)) \leq M_{13} h^\alpha \) and \( y \in \Gamma^n \) is arbitrary, we obtain the assertion. \( \square \)
Hence, the following quantities are well-defined:

\[
\nu^n(y) := \frac{D^+ g^n(y)}{|D^+ g^n(y)|}, \quad y \in \Gamma^n,
\]

\[
m^n(y) := -\frac{1}{|D^+ g^n(y)|} \left( \sum_{i=1}^3 D^2_i g^n(y) - \sum_{i,j=1}^3 D^-_{ij} D^+_j g^n(y) \nu^n_i(y) \nu^n_j(y) \right), \quad y \in \Gamma^n.
\]

Let \( y^* = y^*(y) \) with \( y \in \Gamma^n \) be the point of \( \Gamma(t_n) \) given in the proof of Theorem 5.1, i.e.,

\[ y^* - y = \mu v(t_n, y^*), \quad |y^* - y| = |\mu| \leq M_{13} h^n, \]

where \( M_{13} \) is independent from \((h, \tau), n \) and \( y \in \Gamma^n \).

**Theorem 5.2.** There exists constants \( M_{14}, M_{15} > 0 \) independent from \((h, \tau)\) such that

\[
\max_{y \in \Gamma^n, |y| \leq C} |\nu^n(y) - \nu(t_n, y^*)| \leq M_{14} h^n,
\]

\[
\max_{y \in \Gamma^n, |y| \leq C} |m^n(y) - m(t_n, y^*)| \leq M_{15} h^n \quad \text{for all } (h, \tau) \to 0.
\]

**Proof.** Since \( \nu \) and \( m \) are \( C^1 \)-smooth on \( \Theta_{\mu_0} \), the assertion follows from (5.4), (5.6), (5.7) and (5.8).

Finally, we give the notion of the the “area element” and “surface area” of \( \Gamma^n \) that approximates \( dS(x) \) and \( |\Gamma(t)| \).

For each \( y \in \Gamma^n \), define the area element \( dS^n(y) \) at \( y \) as

\[
dS^n(y) := \frac{1}{|D^+_i g^n(y)|} \sqrt{D^+_i g^n(y)^2 + D^+_k g^n(y)^2 + D^+_i g^n(y) h^2},
\]

\[
\{i, j, k\} = \{1, 2, 3\}, \quad i \text{ is such that } |D^+_i g^n(y)| := \max_{l=1,2,3} |D^+_l g^n(y)|,
\]

where \( D^+_i g^n(y) \) is always away from 0 due to (5.4) and (5.1). In order to connect calculus with \( dS^n \) on \( \Gamma^n \) and the surface integral on \( \Gamma(t_n) \), we introduce the (local) “hight functions” of \( \Gamma^n \) in terms of the direction of \( e^1, e^2 \) or \( e^3 \). \( \Gamma^n \) might contain unnecessary points that make the “hight functions” multi-valued, and we get rid of these points from \( \Gamma^n \) through the following refinement process.

It follows from (5.4) and (5.7) that \( \frac{C_1}{2} \leq |D^+_i g^n| \leq 2C_2 \) on \( \Gamma^n \) for all \( n \) and all sufficiently small \( h > 0 \). We see that for each \( y \in \Gamma^n \),

\[
\frac{C_1}{6} \leq \max_{j=1,2,3} |D^+_j g^n(y)|.
\]

Due to (5.6), there exists a constant \( M_{16} > 0 \) such that \( |D^+_j g^n(x + h \omega) - D^+_j g^n(x)| \leq M_{16} h \) for all \( x \in h \mathbb{Z}^3, \omega \in B, j = 1, 2, 3 \) and \( 0 \leq n \leq T_\tau \). Suppose that \( y^{(1)} \in \Gamma^n \) is such that \( \frac{C_1}{6} \leq |D^+_i g^n(y^{(1)})| \). Then, we have

\[
\frac{C_1}{8} \leq |D^+_i g^n(\tilde{y})| \quad \text{for all } \tilde{y} \in h \mathbb{Z}^3 \cap O_{\varepsilon_1}(y^{(1)}),
\]

\[
O_{\varepsilon_1}(y^{(1)}) := \left\{ x \in \mathbb{R}^3 \mid |x_i - y_i^{(1)}| < \varepsilon_1, \ |x_j - y_j^{(1)}| < \frac{1}{2} a \varepsilon_1, \ j \in \{1, 2, 3\} \setminus \{i\} \right\},
\]

\[
\varepsilon_1 := \min \left\{ \frac{C_1}{100M_{16}}, \frac{\mu_0}{3} \right\},
\]

\[
a := \min_{\frac{C_1}{100M_{16}} \leq w < \frac{1}{\sqrt{1 - w^2}}} \frac{w}{\sqrt{1 - w^2}} \quad \text{note that } a \leq \min \left\{ 1, \frac{|\nu^n(y^{(1)}) \cdot e^i|}{\sqrt{1 - (\nu^n(y^{(1)}) \cdot e^i)^2}} \right\}.
\]
Let \( P(y^{(1)}) \) be the plane in \( \mathbb{R}^3 \) containing \( y^{(1)} \) whose normal direction is \( \nu^n(y^{(1)}) \). Let \( P_\varepsilon(y^{(1)}) \) be the union with respect to \( x \in P(y^{(1)}) \) of all \( \varepsilon \)-ball with the center \( x \). Theorem 5.1 implies that for
\[
\varepsilon := \frac{1}{4} \cdot \frac{C_1}{12C_2} \cdot \varepsilon_1 \quad \text{(note that } \varepsilon \leq \frac{1}{4} |\nu^n(y^{(1)})| \cdot \varepsilon_1) \]
and all \( 0 < h \ll \varepsilon \), we have
\[
\Xi^{(1)} := \Gamma^n \cap O_{\varepsilon_1}(y^{(1)}) \subset P_\varepsilon(y^{(1)}) \cap O_{\varepsilon_1}(y^{(1)}).
\]
For \( x = (x_1, x_2, x_3) \in A \subset \mathbb{R}^3 \), the point \( (x_j, x_k), j < k \) is said to be the \( e^i \)-projection of \( x \) and denoted by \( \Pi_\varepsilon x \); the family of all \( e^i \)-projected points of \( A \) is said to be the \( e^i \)-projection of \( A \) and denoted by \( \Pi_\varepsilon A \). We proceed in the case of \( i = 3 \) in (5.9) (the other cases are the same). Consider the line \( l(\hat{y}) := \{ (\hat{y}_1, \hat{y}_2, z) \mid z \in \mathbb{R} \} \) for each \( \hat{y} = (\hat{y}_1, \hat{y}_2) \in \Pi_3(h\mathbb{Z}^2 \cap O_{\varepsilon_1}(y^{(1)})) \). For each \( \hat{y} \), the intersection \( l(\hat{y}) \cap P_\varepsilon(y^{(1)}) \cap O_{\varepsilon_1}(y^{(1)}) \) is not empty and it must contain at least one point of \( \Gamma^n \), because \( f \) is strictly smaller than 1 at one of the two end points of \( l(\hat{y}) \cap P_\varepsilon(y^{(1)}) \cap O_{\varepsilon_1}(y^{(1)}) \) and strictly larger than 1 at the other end point; (5.2) implies that \( g^n - 1 \) must change the sign within \( l(\hat{y}) \cap P_\varepsilon(y^{(1)}) \cap O_{\varepsilon_1}(y^{(1)}) \cap h\mathbb{Z}^3 \). If \( l(\hat{y}) \cap P_\varepsilon(y^{(1)}) \cap O_{\varepsilon_1}(y^{(1)}) \) contains more than two points of \( \Gamma^n \), we take the one \( y(\hat{y}) \) whose third component is smallest. Define the set
\[
\Xi^{(1)} := \{ y(\hat{y}) \mid \hat{y} \in \Pi_3(h\mathbb{Z}^2 \cap O_{\varepsilon_1}(y^{(1)})) \}.
\]
Consider a point \( y^{(2)} \in \Gamma^n \setminus \Xi^{(1)} \) which is close to \( O_{\varepsilon_1}(y^{(1)}) \), and repeat the above procedure with \( \Gamma^n \setminus \Xi^{(1)} \) instead of \( \Gamma^n \), where we may use the same constants \( \varepsilon_1 \) and \( \varepsilon \), to obtain \( \Xi^{(2)} \) and \( \Xi^{(3)} \). We continue the same procedure with a point \( y^{(3)} \in \Gamma^n \setminus (\Xi^{(1)} \cup \Xi^{(2)}) \) which is close to \( O_{\varepsilon_1}(y^{(1)}) \cup O_{\varepsilon_1}(y^{(2)}) \). The process continues until \( \Xi^{(1)} \cup \Xi^{(2)} \cup \cdots \cup \Xi^{(K)} \) gets equal to \( \Gamma^n \), where \( K \) might depend on \( y^{(1)} \) or \( (h, \tau) \). However, we have \( K \leq K^* \) with some number \( K^* \in \mathbb{N} \) independent from \( 0 < h \ll \varepsilon_1 \), because \( \Gamma^n \) is bounded. We may construct \( O_{\varepsilon_1}(y^{(1)}), \ldots, O_{\varepsilon_1}(y^{(K)}) \) so that they cover a closed surface (i.e., \( O_{\varepsilon_1}(y^{(1)}) \cup \cdots \cup O_{\varepsilon_1}(y^{(K)}) \) dose not have any “hole”). Let \( \tilde{\Gamma}^n \) be the refinement of \( \Gamma^n \) defined as
\[
\tilde{\Gamma}^n := \Xi^{(1)} \cup \Xi^{(2)} \cup \cdots \cup \Xi^{(K)}.
\]

**Theorem 5.3.** Let \( t \in [0, T] \) be arbitrary and \( n \in \{0, \ldots, T_\tau\} \) be such that \( t \in [t_n, t_{n+1}) \) for each \( (h, \tau) \). For any continuous function \( \phi : \Omega \to \mathbb{R} \), we have
\[
\sum_{y \in \Gamma^n} \phi(y) dS^n(y) - \int_{\Gamma^n(t_n)} \phi(x) dS(x) \to 0 \quad \text{as } (\tau, h) \to 0.
\]
In particular, if \( \phi \) is Lipschitz continuous, the above convergence is of the rate \( O(h^n) \).

**Proof.** Note that \( \{ O_{\varepsilon_1}(y^{(1)}), \ldots, O_{\varepsilon_1}(y^{(K)}) \} \) is a covering of \( \Gamma(t_n) \); each \( O_{\varepsilon_1}(y^{(k)}) \cap \Gamma(t_n) \) is represented by a hight function; \( \phi \) is uniformly continuous on \( O_{\varepsilon_1}(y^{(1)}) \cup \cdots \cup O_{\varepsilon_1}(y^{(K)}) \).

Suppose that \( \Xi^{(1)} \) is given with \( \Pi_3 \) (the other cases are the same). \( O_{\varepsilon_1}(y^{(1)}) \cap \Gamma(t_n) \) is represented by a hight function \( x_3 = \varphi^{(1)}(x_1, x_2) \) for \( (x_1, x_2) \in A^{(1)} := \Pi_3 O_{\varepsilon_1}(y^{(1)}) \).

By the already obtained convergence results, we see that
\[
\int_{O_{\varepsilon_1}(y^{(1)}) \cap \Gamma(t_n)} \phi(x) dS
= \int_{A^{(1)}} \phi(x_1, x_2, \varphi^{(1)}(x_1, x_2)) \frac{1}{\sqrt{\partial_{x_1} f(t, x)^2 + \partial_{x_2} f(t, x)^2 + \partial_{x_3} f(t, x)^2}} \, dx_1 dx_2
= \sum_{y \in \Xi^{(1)}} \phi(y) dS^n(y) + \eta^{(1)}(h, \tau) |A^{(1)}|,
\]
where $\eta^{(1)}(h, \tau)$ is determined by the uniform continuity of $\phi$ and $\eta^{(1)}(h, \tau) = O(h^\alpha)$ if $\phi$ is Lipschitz. Similarly, we see that

$$\int_{\{O_{\varepsilon_1}(y^{(2)}) \setminus O_{\varepsilon_1}(y^{(1)})\} \cap \Gamma(t_n)} \phi(x) dS = \sum_{y \in \Xi^{(2)}} \phi(y) dS^n(y) + \eta^{(2)}(h, \tau) |A^{(2)}|,$$

where $\eta^{(2)}(h, \tau)$ has the same bound as $\eta^{(1)}(h, \tau)$ and $A^{(2)}$ is the $e^{i}$-projection of $O_{\varepsilon_1}(y^{(2)}) \setminus O_{\varepsilon_1}(y^{(1)})$;

$$\int_{\{O_{\varepsilon_1}(y^{(3)}) \setminus (O_{\varepsilon_1}(y^{(1)}) \cup O_{\varepsilon_1}(y^{(2)}))) \cap \Gamma(t_n)} \phi(x) dS = \sum_{y \in \Xi^{(3)}} \phi(y) dS^n(y) + \eta^{(3)}(h, \tau) |A^{(3)}|,$$

where $\eta^{(3)}(h, \tau)$ has the same bound as $\eta^{(1)}(h, \tau)$ and $A^{(3)}$ is the $e^{i'}$-projection of $O_{\varepsilon_1}(y^{(3)}) \setminus (O_{\varepsilon_1}(y^{(1)}) \cup O_{\varepsilon_1}(y^{(2)}))$, and so on. Hence, by summarizing these equalities, we obtain

$$\int_{\Gamma(t)} \phi(x) dS = \sum_{y \in \Gamma^n} \phi(y) dS^n(y) + \sum_{k=1}^{K} \eta^{(k)}(h, \tau) |A^{(k)}|.$$ 

Since $|A^{(k)}| \leq (\frac{1}{2} a \varepsilon_1)^2$ and $K$ is finite, we conclude our assertion.

**Corollary 5.4.** Let $t \in [0, T]$ be arbitrary and $n \in \{0, \ldots, T\}$ be such that $t \in [t_n, t_{n+1})$ for each $(h, \tau)$. For any smooth function $\phi : [0, T] \times \Omega \rightarrow \mathbb{R}$, we have

$$\left| \sum_{y \in \Gamma^n} \phi(t_n, y) dS^n(y) - \int_{\Gamma(t)} \phi(t, x) dS \right| \leq M_{16} h^\alpha \quad \text{for all } (\tau, h) \rightarrow 0.$$

**Proof.** By the transport theorem (see, e.g., [15]), we have

$$\left| \int_{\Gamma(t_n)} \phi(t_n, x) dS - \int_{\Gamma(t)} \phi(t, x) dS \right| \leq M_{17} \tau.$$

Then, similar reasoning for Theorem 5.3 leads to the assertion.
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