EMCM: A Novel Binary Edge-Feature-Based Maximum Clique Framework for Multispectral Image Matching
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Abstract: Seeking reliable correspondence between multispectral images is a fundamental and important task in computer vision. To overcome the nonlinearity problem occurring in multispectral image matching, a novel, edge-feature-based maximum clique-matching frame (EMCM) is proposed, which contains three main parts: (1) a novel strong edge binary feature descriptor, (2) a new correspondence-ranking algorithm based on keypoint distinctiveness analysis algorithms in the feature space of the graph, and (3) a false match removal algorithm based on maximum clique searching in the correspondence space of the graph considering both position and angle consistency. Extensive experiments are conducted on two standard multispectral image datasets with respect to the three parts. The feature-matching experiments suggest that the proposed feature descriptor is of high descriptiveness, robustness, and efficiency. The correspondence-ranking experiments validate the superiority of our correspondences-ranking algorithm over the nearest neighbor algorithm, and the coarse registration experiments show the robustness of EMCM with varied interferences.
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1. Introduction

Because of the differences in imaging mechanisms, multispectral imaging devices can acquire information of scenes under different band conditions, and they make up for the deficiency of single-band imaging sensors. Multispectral image matching not only can provide different band details for complex scenes, but it also can provide important prerequisites for other visual tasks such as 3D reconstruction, camera calibration, simultaneous localization and mapping, content-based image retrieval, and image registration and fusion [1–4]. In general, the corresponding mapping relation between multispectral images is not established directly. Such an alignment can be achieved through hardware [5]; however, a special imaging device for generating aligned image pairs may not be practical because of its high cost and low availability. Therefore, using a matching algorithm [6,7] for multispectral image pairs may be appropriate. Because of the difference in the multispectral imaging mechanism, the gray distribution between image pairs is a nonlinear, intensity-mapping relationship, which leads to some problems such as grayscale inversion.
There are two types of methods for multispectral image matching: area-based [8–10] and feature-based methods [11,12]. Area-based methods deal directly with the intensity values of entire original images. This method has good robustness; however, it suffers from illumination changes and computational complexities. Compared with area-based methods, feature-based methods are more robust against typical appearance changes and scene movements and are potentially faster if implemented correctly. In general, feature-based methods mainly contain two steps: feature extraction and feature matching. In recent years, some feature-based methods [13–22] have been proposed. These algorithms have some common steps including keypoint detection, keypoint description, and keypoint matching. Among these methods, there are some of the most widely used algorithms such as the scale-invariant feature transform (SIFT) [23] and speeded-up robust features (SURF) algorithms [24]. Although these two classic algorithms have good, robust performance, these two feature-matching algorithms are not designed for multispectral image pairs, and they are difficult and insufficient for keypoint detection of image pairs. Figure 1 shows the infrared and visible image matching results of SIFT and SURF algorithms, and the 100 best matching point pairs are extracted in Figure 1a,b. As can be seen from Figure 1, the local feature descriptors, such as SIFT and SURF algorithms alone, will inevitably result in numerous false matches, the selection of keypoints is not ideal, and the position consistency of keypoints is poor. The paper [25] also points out that SIFT is unreliable in calculating the main direction of keypoints in multispectral images because the gradient statistics severely vary around keypoints.

![Figure 1. (a) Infrared image-matching results of scale-invariant feature transform (SIFT); (b) Visible image-matching results of speeded-up robust features (SURF) algorithms.](image-url)

What type of feature selected to be described is a critical step in the matching problem. For image-matching problems in simple cases, some features (such as texture, grayscale, or color histograms) may be used as salient characterizations. However, unlike general image-matching problems, there is no obvious mapping relationship between pixel values of multispectral image pairs, such as infrared and visible images, and even the corresponding position in the image will have an inverted grayscale. Therefore, these obvious features of multispectral images seem to be stretched to the limit. But it is worth noting, that the edge maps of multispectral images are generally a common matching feature because its magnitudes and orientations may be preserved well. The edges of the same object in different image bands may define shapes with a relevant degree of similarity. Therefore, using edge maps as the feature space and selecting keypoints for matching is important for research in multispectral image matching. There are some edge detection methods such as turbopixel or superpixel segmentation methods [26,27], watershed segmentation methods [28,29], and active contour methods [30,31]; however, the superpixel segmentation methods will be based on the pixel points with similar features such as color, brightness, texture and so on, and then retain the edge contour information, and the superpixel methods are inefficient in calculation and sensitive to the image type. The watershed segmentation methods are sensitive to weak edges, and the noise in the image will cause the watershed segmentation methods to be over-segmented. The active contour methods cause...
the curve change by minimizing the energy function, making the curve gradually approach the target edge and finally find the target edge.

Although the pixel-to-pixel multispectral image pairs are nonlinearly mapped, the edges still retain the most commonality. The presence of the edge indicates that the properties of the region have changed. Therefore, extracting common feature points on the edge is a method to detect keypoints for multispectral image pairs. Tian [32] proposed an automatic registration technique for infrared and visible face images by using silhouette matching and robust transformation estimation. The key step is to extract the face silhouette from the edge map of the infrared and visible images, and the silhouette consists of a set of discrete points. At last, the researcher aligns the two silhouette point sets by using their feature similarities and spatial geometrical information to realize face image registration. Although the method proposed by the researcher has certain reliability and validity, this method can only be used for scenes with an obvious difference between the target foreground and background. In complex scenes, when the target foreground and background cannot be effectively segmented by the silhouette, a large amount of edge information will bring more matching errors. In addition, this algorithm replaces the edge map with the silhouette and will ignore a large amount of useful edge point information, and it will greatly reduce the number of potentially correct matching points for multispectral image matching.

The paper [33] presented a feature descriptor called the edge-oriented histogram (EOH) for the multispectral image matching task between the visible images and the long-wave infrared images. The EOH descriptor uses the edge distribution of four directional edges and one non-directional edge to construct the feature description, which can keep structure information even when there are significant intensity variations between multispectral images. Different from the EOH descriptor, the Log-Gabor histogram descriptor (LGHD) [34] and multispectral feature descriptor (MFD) [35] use multiscale and multi-oriented Log-Gabor filters to replace the multi-oriented spatial filters. In spite of these three algorithms having a certain matching effect on multispectral images, there are still some shortcomings: (1) A large number of common edge features of multispectral images are not fully considered; (2) when using edge information, numerous low-value, repetitive feature structures will be extracted; (3) when constructing feature descriptors for keypoints, the encoding method is not concise, and the data storage efficiency is low; and (4) in the process of feature description, too many mismatched feature points will remain and participate in subsequent matching.

To overcome these drawbacks, we propose a novel, edge-feature-based maximum clique-matching frame (EMCM), which contains three main steps: (1) structural feature extraction, (2) feature correspondence ranking, and (3) improved maximum clique matching. As to the (1) structural feature extraction, a strong edge detection algorithm is proposed, based on which a binary edge feature is designed for efficient and robust feature description. Concerning the (2) feature correspondence ranking part, to ease the impact of repetitive patterns, the distinctiveness of each keypoint is analyzed and then combined with the nearest neighbor (NN) to assign lower weights to common structures. As for the (3) improved maximum clique matching, we first filter out the correspondence with low distinctiveness weights; then, a geometrical consistency considering the position and angle information is presented to measure the compatibility of a correspondence pair. Then, the matching problem is formulated as a maximum clique-searching problem and can be efficiently solved. Extensive experiments following the three main steps on two standard datasets are conducted. Feature-matching experiment results suggest the Edge Binary Shape Context (EBSC) is of high descriptiveness, robustness, and efficiency. The similarity measurement test also improves the original NN, and the multispectral image-matching experiments validate the robustness of our improved maximum clique algorithm with varied interferences.
The main contributions of this paper are as follows:

1. The noise by the edge cannot be suppressed efficiently with the grayscale weight with window (GWW) algorithm alone, to address the issue, an algorithm combining GWW with a sub-window box filter is leveraged to extract the strong edge of the multispectral images. Then based on the strong edge, a local binary edge feature descriptor is presented, which is descriptive, robust and compact.

2. The repetitive structural features may bring about many false correspondences with NN alone, we combine NN with a graph-model based distinctiveness analyses for all the keypoints, and rank the correspondences according to their weighted Hamming distance to filter out the unreliable ones.

3. The false match removal problem is formulated as a maximum clique searching problem, whose one-to-many constraint is much tighter than the previous one-to-one constraint. We also design an initial pruning and a hybrid geometric consistency to improve speed and accuracy.

The remainder of the paper is organized as follows. Section 2 introduces the proposed method in detail. In Section 3, parameter analyses and the experimental results are exhibited. Finally, we conclude this paper in Section 4.

2. Methods

2.1. Edge-Feature-Based Maximum Clique-Matching Framework (EMCM)

An overview of the proposed EMCM framework is presented in Figure 2. The framework is composed of three main parts: structural feature extraction, feature correspondence ranking, and improved maximum clique matching. The workflow of the whole algorithm is exhibited in Figure 2a. First, we obtained the edge map pair of the given multispectral image pair via a state-of-the-art box filter, termed as the sub-window box filter [36], and our previously proposed strong edge-detection algorithm, named GWW [37], as shown in Figure 2d,e. Then, we detected keypoints on strong edges of the edge map pair and encoded their local edges with binary edge feature descriptors, named Edge Binary Shape Context (abbreviated as EBSC), as shown in Figure 2f,g. Next, we formulated a graph model in the feature space to analyze the distinctiveness of the detected keypoints, as Figure 2h–j shows. Fourth, we constructed the putative correspondences through a nearest neighbor search (termed as NN), as shown in Figure 2i, and then we reweighted each correspondence by considering the distinctiveness of each keypoint. Afterward, we ranked the correspondences in ascending order in terms of the reweighted hamming distances, as exhibited in Figure 2k. Following this, we filtered out the correspondences whose reweighted hamming distances were bigger than the predefined threshold and calculated the pairwise consistency, which is visualized in Figure 2l, between the left-behind correspondences. Later, we formulated a correspondence graph, as illustrated in Figure 2m, in which the vertices were composed of correspondences, and for each pair of correspondences, there existed an edge only if their pairwise consistency was under a threshold. Finally, we adopted a practical maximum clique algorithm [38] to obtain consistent correspondences between two multispectral images, which is visualized in Figure 2n.
Figure 2. Overview of the presented multispectral image-matching algorithm framework: (a) workflow, (b) the input visible image (Img_visible), and (c) the input infrared image (Img_infrared), (d) the strong edge map of Img_visible, (e) the strong edge map of Img_infrared, (f) the Edge Binary Shape Context (EBSC) descriptors of keypoints on strong edges of Img_visible, (g) the EBSC descriptors of keypoints on strong edges of Img_infrared, (h) an example of a keypoint distinctiveness analysis based on feature space graph model, as witnessed in the figure, where feature descriptors with respect to n keypoints are modeled as vertices, and their adjacency matrix is established in the blue table. (i) The visual perception of initial correspondence through nearest neighbor (NN), (j) an illustrated example of the distinctiveness statistics from the feature adjacency matrix in (h), (k) an example of ranked weighted hamming distance. Left: before ranking, right: after ranking. (l) A sketch-map of the calculation of geometrical consistency of two correspondences, (m) an illustrated example to construct a correspondence adjacency matrix, (n) the red vertices belong to the maximum clique, (o) the final result by applying a maximum clique-searching algorithm.

2.2. EBSC Descriptor

In this section, structural features of multispectral images are abstracted, this involved two main steps, namely, strong edges detection and edge binary shape context. The overall pipeline of the extraction of EBSC descriptor is shown in Figure 3.

- Strong Edges Detection (S-GWW)

Since the edge feature is the best common feature of the multispectral image, it is necessary to design an algorithm to extract the strong edge information of the multispectral image. The edge quality detected from the multispectral image is related to the selection of key points, which will affect the final matching corresponding point. So, as for strong edges detection, we present a method named S-GWW including image filtering and edges detection.
As seen in Figure 4, the location \((x, y)\) (see red point) and sliding window radius \(R\) are a box filter that can be performed on eight sub-window regions \((u, v)\) and preserve edge and corners. The four assumed basic regions \(N_I, N_{II}, N_{III}, N_{IV}\) are shown in Figure 4. The other four regions \(N_V, N_{VI}, N_{VII}, N_{VIII}\) can be composed of four basic regions in pairs, as defined in Formula 1. For example, the red rectangle region \(N_V\) in Figure 4 is composed of basic region \(N_I\) and region \(N_{II}\).

\[
\begin{align*}
N_V &= N_I + N_{II} \\
N_{VI} &= N_{II} + N_{III} \\
N_{VII} &= N_{III} + N_{IV} \\
N_{VIII} &= N_{IV} + N_I
\end{align*}
\] (1)

Figure 3. The pipeline of edge binary feature abstraction. (a) Infrared image as an input. (b) First, a spherical region centered at keypoint \(p\) is cropped, (c) then, a stable and repeatable local reference framework (LRF) is constructed via a modified principle component analysis (PCA) [39]; (d) under the robust LRF, the pose of the local patch is normalized so as to perform the following grid division. Finally, a hash algorithm is applied to generate the contour binary descriptor.

Figure 4. Box filter assuming four regions.

In each region, the kernel function is defined as:

\[
K_{1,2,3,4}(u, v) = \begin{cases} 
(R + 1)^{-2}, & (u, v) \in N_{1...4} \\
0, & \text{otherwise}
\end{cases}
\] (2)

\[
K_{5,6,7,8}(u, v) = \begin{cases} 
(R + 1)^{-1} \cdot (2R + 1)^{-1}, & (u, v) \in N_{5...8} \\
0, & \text{otherwise}
\end{cases}
\] (3)

For each location, eight kernels of the box filter are run, and the one that is closest to \(U^t(x, y)\) is selected. \(U^t\) is defined as

\[
U^{t+1} = \arg \min_U \iint (\min_{i=1...8} |k_i * U - U^t|) \, dx dy
\] (4)
where, \( t \) is the number of iterations. The more iterations, the more smooth the image will be. In order to prevent excessive pixel width of the strong edge, window radius \( R \) and number of iteration \( t \) are 3 and 5 as the default parameters in subsequent experiments.

In the strong edge detection section (GWW), the ratio \( R_a \) of the mean value \( g_m(x, y) \) of the current sliding window to location value \( g(x, y) \) can be defined as Formula (5):

\[
R_a = \frac{g_m(x, y)}{g(x, y)}
\]

When the ratio \( R_a \) is used as the judgment value and is compared with 1, the strong edge grayscale value \( g'(x, y) \) is defined as follows:

\[
g'(x, y) = \begin{cases} 
\alpha_w g(x, y), & R_a > 1 \\
0, & R_a \leq 1
\end{cases}
\]

When \( R_a \) is less than 1, it means that the mean gray value of the sliding window is less than the location point value. We set a new gray value of location point \( g'(x, y) \) as 0. The weight value \( \alpha_w \) depends on the relationship between each point \( g_i(x, y) \) of the slide window and the mean value \( g_m(x, y) \). The weight value \( \alpha_w \) is defined as Formula (7):

\[
\alpha_w = \frac{1}{P} \sum_{i=1}^{P} \frac{|g_i(x, y) - g_m(x, y)|}{\max[g_i(x, y), g_m(x, y)]}
\]

where \( P \) is the total number of uniform sampling points. The GWW strong edge is normalized in the range of \([0, 255]\) after traversing the whole image. S-GWW algorithm is to extract the keypoints on the strong edge and describe them according to their neighborhood information, however, the description of keypoints might be disturbed by other subtle features in the edge part, so we regard these subtle features as noise information and filter them out.

Although the GWW algorithm can extract a strong edge map as the feature space from multispectral images, there are still a lot of redundancy features, such as noise features, that the algorithm cannot avoid. The GWW strong edge map is shown in Figure 5b. It can be seen from Figure 5 that the detailed structure of the infrared image is surrounded by noise signals (see Figure 5a label 1 and label 2), and these noises will affect the significant expression of edge characteristics of the true detailed structure. When the GWW Algorithm 1 extracts the edges from the infrared image, it still retains a lot of noise signals, and edges of the detailed structure are obscured by a large amount of noise (see Figure 5b label 1 and label 2). In this case, the selection quality of keypoints will be affected, resulting in a large number of mismatches.

In order to overcome the limitation of the GWW, we present a method, S-GWW, to extract a strong edge map. A box filter, as an edge-preserving filter, can be used for effectively preserving corner and edge information while smoothing the image, and the edge-preserving effect of the box filter is better than the guided filter [36]. A box filter transforms the traditional non-edge-preserving box filter into a margin-preserving filter without increasing computational complexity, while it removes the noise to improve the edge features (see Figure 5c label 1 and label 2). In this way, a large number of complex noises are effectively suppressed. At the same time, more high-quality keypoints can be selected from the strong edge map for matching.
Algorithm 1: S-GWW edge algorithm

Input: input image patch \( I(x, y) \), window radius \( R \), iteration number \( t = 1 \), \( U^1(x, y) = I(x, y) \)

While \( t \leq \) iteration number do
  for \( (x, y) \in \Omega \) do
    \( d_i = k_i \ast U^t - U^t \), \( t \in [1, \ldots, 8] \)
    \( m = \arg \min_{i=1,\ldots,8} |d_i| \)
    \( U^{t+1}(x, y) = U^t(x, y) + d_m \)
  end for
  \( t = t + 1 \)
end while

\( g(x, y) = U^t(x, y) \)

\( R_a = \frac{g(x,y)}{g(x,y)} \)

\( \alpha_w = \frac{1}{P} \sum_{i=1}^{P} \frac{|g(x,y) - g_w(x,y)|}{\max(g(x,y),g_w(x,y))} \)

If \( R_a > 1 \)
  \( g'(x, y) = \alpha_w \cdot g(x, y) \)
else
  \( g'(x, y) = 0 \)
Output: \( g'(x, y) \)

Figure 5. Strong edge algorithm effect comparison. (a) The infrared image (b) GWW edge map (c) S-GWW edge map.

- Keypoints Detection

Although we can obtain the edge maps of multispectral images, the next step is to select the keypoints from the edge map. The detailed structure in the edge map is not a single pixel distribution. Obviously, the edge is often composed of multiple pixel widths. In order to select some representative keypoints, we need to preserve the point of the local gray maximum while filtering out other points.

The formula of the local gray maximum is defined as follows:

\[
P(x, y) = \max\{g'(x + i, y + j)|-r \leq i \leq r, -r \leq j \leq r\}
\]  

(8)

where \( P(x, y) \) is the point of the local gray maximum, \( r \) is the size of the sliding window, and \( g(x_i, y_j) \) is a collection of pixel gray values in the sliding window. Formula (8) is different from the maximum filter.

- LRF Construction
A repeatable and robust local reference frame contributes robust local keypoint descriptions. The process of generating the local reference framework (LRF) is illustrated as follows.

Given a point \( p(x,y) \) on the edge and its support radius \( r \), local contour points around \( p \) are first collected into a point set \( s = \{ p_i \mid \| p_i - p \| < r \} \). Considering that the edge abstracted from multispectral images may suffer from different point density (see Figure 6a), this may decrease the accuracy of our defined LRF. A weight term, named as \( u_{\text{density}} \), related to point density is added to the original covariance analysis. What is more, as to the edge point near the border of an image, the cropped local patch is incomplete with a high probability (see Figure 6b). To cope with the issue, we add another term with regard to the distance, which assigns a larger weight to the points near the keypoint and a smaller weight to the far away ones. The mathematical definition is

\[
\text{cov}(p) = \frac{\sum_{p_i \in \| p_i - p \| < r} u_{\text{density}}(p_j - p) (\{p_j - p\}_i^T) + \sum_{p_i \in \| p_i - p \| < r} u_{\text{dist}}(p_j - p)^2}{\sum_{p_i \in \| p_i - p \| < r} u_{\text{density}}(p_j - p) + \sum_{p_i \in \| p_i - p \| < r} u_{\text{dist}}(p_j - p)^2},
\]

in which the two terms are defined, respectively, as

\[
u_{\text{density}}(p) = \frac{1}{\# \{ p_i \mid \| p_i - p \| < r \}} \text{ and } u_{\text{dist}} = \| p_j - p \|^2,
\]

which means if there are more points around \( p_i \), or the farther away \( p_i \) is, the smaller the weight \( p_i \) will be assigned. Then, eigen decomposition is applied to the covariance matrix to get two eigen vectors \( v_1, v_2 \) corresponding to the smallest and second smallest eigen value, which are ambiguous in direction, as Figure 6c shows. So, we use the position information of the whole local surface to disambiguate the direction. The robust LRF is marked as \( \text{lr} f_p = [v_1, v_2] \). The detailed definition is listed as:

\[
v_m = v_m \cdot \text{sgn} \left( \sum_{p_i \in \| p_i - p \| < r} (p_i - p) v_m \right) ( = 1, 2)
\]

(a) Uneven point density  
(b) Occluded by image boundary  
(c) Direction ambiguity

\[\text{Figure 6. An illustrative sketch-map of three issues we focused on when designing the proposed LRF.}\]

- EBSC Descriptor Construction

Based on the calculated LRF \( \text{lr} f_p = [v_1, v_2]^T \), we first rotate the local strong edge points \( s = \{ p_i \mid \| p_i - p \| < r \} \) to the new coordinate frame and get \( s_{\text{Rotated}} = \{ p_i^r \mid p_i^r = \text{lr} f_p \cdot p_i, p_i \in s \} \). Then, an image \( I_N \) centered at \( p \) with \( N \times N \) grids is leveraged to describe their distribution. Since the local strong edge is cropped by the circle with a radius of \( r \), so the edge length of \( I_N \) is \( 2r \), thus the index of each rotated edge point \( p_i^r \) in \( I_N \) can be calculated as

\[
\text{pixel}_\text{id}(p_i^r(x,y)) = \left[ \frac{p_i^{x,y} + r}{\text{step}} \right] \times N + \left[ \frac{p_i^{x,y} + r}{\text{step}} \right], \text{ where } \text{step} = \frac{2r}{N} \text{ and } [\bullet] \text{ represents the round down operation. After all the } p_i^r \text{ have been indexed, we count the number of points of each grid. Here we use } P_k \text{ to represent the points in the } k_{\text{th}} \text{ grid. Therefore, for the } k_{\text{th}} \text{ pixel grid of } I_N, \text{ its pixel value } I_N(k) \text{ can be calculated as } I_N(k) = \begin{cases} 1, & \text{if } |P_k| > 0 \\ 0, & \text{otherwise} \end{cases}, \text{ after all the pixel grids have been visited, the final binary feature } I_N \text{ is used to describe the local strong edge of keypoint } p. \text{ Readers may refer to Figure 3d for visual perception.}\]

2.3. Edge Feature Correspondence Ranking

2.3.1. Keypoint Distinctiveness Analysis

The main shortcoming of local descriptors is that they are not capable of distinguishing repetitive patterns. As a result, false matches with high feature similarity are generated which are not satisfactory
matches. Here, we introduce a graph model \cite{40} based on a keypoint distinctiveness analysis algorithm to identify unreliable matches. Take the visible image as an example—given a keypoint set \( KP = \{ kp_1, \ldots, kp_j, \ldots, kp_m \} \) detected from the strong edge map of a visible image, their corresponding binary edge features are calculated and stored in a feature set referred as \( EBSC = \{ ebsc_1, \ldots, ebsc_j, \ldots, ebsc_m \} \). Then, we construct a feature graph, referred to as \( FG = (V, E) \), \(|V| = m, |E| = n\), in which each feature \( ebsc_k \) is represented by a node \( v_k \) in \( V \), and each edge corresponds to the distance between two features in \( EBSC \). Let \( T_{HD} \) be the threshold for \( HD \), the \( e_{ij} = e(v_i, v_j) \) is calculated as follows:

\[
HD(p, q) = \text{HammingDistance}(p, q),
\]

\[
e_{ij} = \begin{cases} 
1, & \text{if } HD(p, q) < T_{HD} \land i \neq j \\
0, & \text{otherwise}
\end{cases}, \quad (p, q \in V),
\]

In graph theory, the degree of a vertex refers to the number of edges associated with the vertex, also known as the degree of association. With \( v_k \) as a vertex in a graph \( FG \), the degree of \( v_k \) is computed as below:

\[
\text{Degree}(v_k) = \sum_{j=1}^{m} e(v_k, v_j).
\]

Here, we use the concept of the degree to represent the number of similar features with respect to the current feature \( v_k \). The bigger \( \text{Degree}(v_k) \) is, the more common the \( v_k \) is. Let \( \alpha \) be a parameter to control the impact of \( \text{Degree}(v_k) \); thus, the distinctiveness of \( v_k \) can be defined as below:

\[
\text{Distinctiveness}(p_i) = \exp(-\alpha \text{Degree}(v_k)),
\]

The distinctiveness score with respect to each keypoint reflects its uniqueness among all the keypoints. A lower weight is given to common keypoints. Afterward, the weight term is combined with the hamming distance to rank the correspondences generated from the \( NN \) algorithm, as in Section 2.3.2.

2.3.2. Reweighted Hamming Distance and Ranking

In this part, the correspondence output by the \( NN \) algorithm is reweighted and ranked, since \( NN \) only considers the feature distance between the source feature and target feature. In other words, the smaller the feature distance is, the more possible it is that the correspondence is a correct match; thus, many mismatches brought by repetitive structures cannot be identified. In response to the issue, a weighted hamming distance to evaluate the reliability of initial correspondences is defined. Namely, with \( e(p_i, q_j) \) as one of the initial correspondences derived from \( NN \) and \( \text{Distinctiveness}(p_i) \) as the distinctiveness score of keypoint \( p_i \), the weighted hamming distance termed as \( WHD_{e(p_i, q_j)} \) is calculated as follows:

\[
\text{WHD}_{e(p_i, q_j)} = \frac{\text{Distinctiveness}(p_i)}{HD(p_i, q_j) + \epsilon},
\]

Where, \( \epsilon = 1 \times 10^{-8} \) is a small constant for numerical stability.

What can be suggested from Formula (14) is that the correspondence with low self-similarity (or high self-distinctiveness) along with high feature similarity (or low feature distance) is assigned a larger weight and is believed more likely to be a correct match. Then, all the correspondences are sorted in descending order according to their \( WHD \)s and stored in an array named \( C_{\text{ranked}} \). Later, \( C_{\text{ranked}} \) is treated as the initial input of the maximum clique-based feature point matching algorithm to be introduced in Section 2.4.
2.4. Maximum Clique-Based Consistency Matching

In this section, the false match removal problem in feature point matching is formulated as a maximum clique-searching problem. In our formulation, the algorithm includes three steps, namely, correspondence initial pruning (see Section 2.4.1), pairwise position and angle consistency (see Section 2.4.2), and graph construction and maximum clique algorithm (see Section 2.4.3).

2.4.1. Correspondence Initial Pruning

With ranked correspondences $C_{\text{ranked}}$ as input, unreliable correspondences are filtered out, and only those correspondences whose WHD s are larger than a pre-defined threshold, termed as $Th_{\text{ip}}$ (the footnote $\text{ip}$ is the abbreviation of initial pruning) as Equation (15) shows, are reserved in a set $\text{Set}_{C_{\text{ip}}}$.

The mathematical definition of $\text{Set}_{C_{\text{ip}}}$ is exhibited in Equation (16):

$$Th_{\text{ip}} \geq \text{mean}\{\text{WHD}_{C_{\text{ranked}}}\} - \beta \ast \text{std}\{\text{WHD}_{C_{\text{ranked}}}\}, \quad (15)$$

$$\text{Set}_{C_{\text{ip}}} = \{C_i | \text{WHD}_{C_i} \geq Th_{\text{ip}} \land C_i \in C_{\text{ranked}}\}, \quad (16)$$

Where, $\text{mean}\{\text{WHD}_{C_{\text{ranked}}}\}$ and $\text{std}\{\text{WHD}_{C_{\text{ranked}}}\}$ respectively represent the mean and standard deviation of the weighted hamming distance of $C_{\text{ranked}}$, and $\beta$ is a regulatory variable to control the number of correspondences from initial pruning. Following this, correspondences belonging to $\text{Set}_{C_{\text{ip}}}$ are treated as vertices in a correspondence graph to be described in Sections 2.4.2 and 2.4.3.

2.4.2. Pairwise Position and Angle Consistency

We formulated the false match removal problem as a maximum clique-searching problem in a correspondence graph. The correspondence graph defined in our algorithm is a graph whose vertices are composed of correspondences from $\text{Set}_{C_{\text{ip}}}$. For either two correspondences (or two vertices), whether there is an edge connection between them depends on how compatible they are. Two correspondences $C_i$ and $C_j$ contain positional and directional information (note that $C_i = \{(p_i, \text{LRF}_{p_i}), (q_i, \text{LRF}_{q_i})\}$, and $C_j = \{(p_j, \text{LRF}_{p_j}), (q_j, \text{LRF}_{q_j})\}$, better visualized in Figure 21. Hybrid geometrical consistency, combining pairwise positional consistency and angle consistency, is introduced, and for the correspondence pairs which share either the same start point or endpoint, the hybrid geometric consistency is assigned a large constant value as punishment. Hybrid geometrical consistency is mathematically expressed by Equation (17), and for better understanding, readers may refer to Figure 21.

$$HGC(C_i, C_j) = \begin{cases} 1e^7, & \text{if } p_i = p_j \land q_i = q_j \\ \gamma \ast \text{Pos compatibility}(C_i, C_j) + (1-\gamma) \ast \text{Ang compatibility}(C_i, C_j), & \text{else} \end{cases} \quad (17)$$

Where, $\text{Pos compatibility}(C_i, C_j)$ measures how compatible the relative positions are between the given correspondence pair $(C_i, C_j)$, whose detailed definition is shown as follows:

$$\text{Pos compatibility}(C_i, C_j) = \|p_i - p_j\| - \|q_i - q_j\|, \quad (18)$$

Similar to the definition of $\text{Pos compatibility}(C_i, C_j)$, the compatibility of angles is defined as Equation (19). We argue that the angle compatibility provides an extra constraint to a given correspondence pair. Combined with Equation (18), a tighter geometrical constraint is formed, which not only accelerates
the convergence of the search of the maximum clique but also promotes the registration accuracy of two multispectral images, compared with traditional methods that just leverage position information.

\[
\text{Ang}_{\text{compatibility}}(C_i, C_j) = \left| \arccos \left( \frac{\text{trace} \left( \text{LRF}_{pi}^* \text{LRF}_{pj}^{-1} \right) - 1}{2} \right) \right| - \arccos \left( \frac{\text{trace} \left( \text{LRF}_{qi}^* \text{LRF}_{qj}^{-1} \right) - 1}{2} \right) \right|,
\]

(19)

By setting a reasonable threshold \( T_{hgc} \), the correspondence pair whose hybrid geometrical consistency is beneath \( T_{hgc} \) is connected by an edge.

2.4.3. Graph Construction and Maximum Clique Algorithm

Given a graph, a clique is defined as a vertex set in which any two vertices are connected by an edge, and the maximum clique is the clique with the largest cardinality. In our formulation, with \( \text{Set}_{c_{ip}} \) (generated in Section 2.4.1), we wanted to find as many correspondences that were geometrically compatible with each other as possible, which corresponds to the concept of maximum clique in the graph theory. Therefore, the problem to find the maximum consensus correspondence set (or false match removal) can be transformed into a problem to find the maximum clique in a correspondence graph. In such a correspondence graph, correspondences are represented by vertices, and the existence of an edge connection of two vertices (or correspondences) depends on whether they satisfy the hybrid geometrical consistency threshold \( T_{hgc} \). The false match removal problem can be written as:

\[
\begin{align*}
\text{maximize} & \quad \phi \subseteq \text{Set}_{c_{ip}} \\
\text{subject to} & \quad \text{HGC}(c_i, c_j) \leq T_{hgc}, \quad \forall c_i, c_j \in \Omega \land i \neq j,
\end{align*}
\]

(20)

where, \( |\Omega| \) represents the cardinality of \( \Omega \). For better understanding, please refer to Equation (17) and Section 2.4.2 where, respectively, \( \text{HGC}(c_i, c_j) \) and \( T_{hgc} \) are defined.

Therefore, the search of the maximum clique can be intuitively understood as the search of the one-to-many (or the rest) consistency, which greatly differs from the traditional one-to-one (or seed) geometric consistency, such as the correspondence grouping algorithm [41,42]. The difference between one-to-one (or seed) consistency and one-to-many (or the rest) consistency is vividly shown as in Figure 7. In the illustrative example listed in Figure 7, \( GC(C_i, C_j) \) represents the geometric consistency between \( C_i \) and \( C_j \), and gc_thresh is a predefined value. In the one-to-one case, \( C_i \) would be included into the Cs1 only if it is geometrically compatible with the seed correspondence \( C_1 \), while in the one-to-many case, obviously stricter conditions come out, that is, \( C_i \) has to be compatible with all the correspondences in Cs2 so as to be selected into the set. The one-to-one methods [41,42] rely heavily on the seed point, so the geometric error is prone to be larger than the one-to-many one, such as the maximum clique method.

We can use any existing maximum clique-searching algorithm to solve Equation (20). As far as we know, a recent MC algorithm proposed in [38] can efficiently solve the maximum clique problem, which combines tree searching with efficient bounding and pruning based on graph coloring. The original intention of the algorithm is to solve the matching constraint problem of the 3D point cloud, but it is also efficient and robust for the registration of 2D image feature points. Figure 8 gives a visual perception of the feature-matching results of two multispectral images via our methods.
In order to evaluate the description ability of our proposed algorithm, we carried out the experiments on two widely used datasets as shown in Figure 9. Figure 9a,b are from the Potsdam dataset [43], which contains 38 visible and infrared remote sensing image pairs, and all images have the same size, 6000 × 6000. This dataset mainly represents distant views of remote sensing images and has a large number of ground repeatable structures. Figure 9c,d come from the EPEL dataset [44]. This dataset consists of 477 visible and infrared scene image pairs, and their sizes are 1024×768. The selection of two experimental datasets is representative, among which the Potsdam dataset mainly represents distant view remote sensing images and has a large number of ground repeatable structures, and the EPEL dataset represents distant view image pairs with more low-value edge information points.

What is more, three extra datasets, shown in Figure 10, are generated to evaluate our algorithm with respect to different interferences. Figure 10a is a dataset with different levels of Gaussian noise, Figure 10b is a dataset with different levels of salt and pepper noise, and Figure 10c is a dataset with different occlusion rates. The Gaussian white noise and the salt and pepper noise functions are respectively called on in the MATLAB platform. All experiments have been implemented in Matlab using a PC equipped with a 3.4 GHz CPU and 8 G memory.
**Ground-truth** transform is defined as $GT$. Remote Sens. descriptor, named EBSC. In this experiment, the precision versus recall curve and F1-measure were leveraged to assess the performance of our proposed EBSC feature descriptor and the generation of PRC can be described as below:

**3.2. Evaluation Criteria**

**3.2.1. Criteria for Feature-Matching Experiments**

The feature-matching experiments were established to evaluate our proposed binary edge feature descriptor, named EBSC. In this experiment, the precision versus recall curve and F1-measure were leveraged to assess the performance of our proposed EBSC feature descriptor and the generation of PRC can be described as below:

**Figure 9.** Samples of the multispectral image pairs from two datasets. (a) and (b) are from the Potsdam dataset, (c) and (d) are from the EPFL dataset.

**Figure 10.** Samples of noise and occlusion datasets: (a) Dataset with different levels of Gaussian noise, (b) dataset with different levels of salt and pepper noise, and (c) dataset with different occlusion rates.

**3.2. Evaluation Criteria**

**3.2.1. Criteria for Feature-Matching Experiments**

The feature-matching experiments were established to evaluate our proposed binary edge feature descriptor, named EBSC. In this experiment, the precision versus recall curve and F1-measure were leveraged to assess the performance of our proposed EBSC feature descriptor and the generation of PRC can be described as below:

Given an image pair $(SrcImg, TgtImg)$, respectively, from two multispectral images, the “Ground-truth” transform is defined as $GT$ between them, and the distance threshold of correct...
matches is $Th_{correct}$. First, keypoints belonging to the $SrcImg$ and $TgtImg$ are respectively detected via the same keypoint detector. Thus, the corresponding keypoint pairs termed as # total positives can be identified with the GT and $Th_{correct}$. Then, for each corresponding keypoint pair, feature descriptions are generated. Later, the feature descriptions between the source and target keypoint set are matched with the NNDR criteria (the smallest distance and the second smallest distance are under threshold $\eta$). The matches are referred to as #total matches, and the true matches, termed as #True positives, are those ones whose distance between the transformed source keypoint and the target keypoint is within $Th_{correct}$. Therefore, the recall, precision, and F1-measure with regard to $\eta$ is defined as:

$$\text{recall} = \frac{\text{#true positives}}{\text{#total positives}}, \quad (21)$$

$$\text{precision} = \frac{\text{#true positives}}{\text{#total matches}}, \quad (22)$$

$$F1 - \text{measure} = 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}}, \quad (23)$$

By varying the threshold $\eta$, an RP curve can be generated.

### 3.2.2. Criteria for the Correspondence Ranking Experiments

To qualitatively evaluate the performance of the feature-ranking algorithm, the recalls of inliers concerning K top-scored correspondences (correspondences with the least K-weighted hamming distances) are adopted. A recall curve will be generated by a given varied K, with $C_k$ as the set of K top-scored correspondences and $C_{initial}$ as the set of initial correspondences generated by the nearest neighbor search. Therefore, the recall with respect to a given K can be expressed as:

$$\text{recall}_K = \frac{\text{#inliers in } C_k}{\text{#inliers in } C_{initial}}, \quad (24)$$

### 3.2.3. Criteria for the Multispectral Image-Matching Experiments

To qualitatively evaluate the performance of our maximum clique-based multispectral image-matching algorithm, the total number of corresponding points $N_c$ and the mean-squared error (MSE) is leveraged. The total number of corresponding points $N_c$ represents the number of correspondences after applying the false match removal operation. And the final correspondence set is termed as $\{C^i = (c^i_{src}, c^i_{tgt})\}$. Therefore, the number of correspondences and mean-squared error (MSE) [45] are respectively defined as follows:

$$N_c = |\Omega| \quad (25)$$

$$\epsilon_{mse} = \frac{\sum_{i=1}^{N_c} \| R_{GT} \cdot c^i_{src} + t_{GC} - c^i_{tgt} \|^2 }{N_c} \quad (26)$$

Where, $c^i_{src}$ are the coordinates of the keypoints in the source image, $c^i_{tgt}$ are the coordinates of the keypoints in the target image, and $R_{GT}$, $t_{GC}$ represent the “Ground-truth” rotation matrix and translation vector. Ideally, a large $N_c$ and small $\epsilon_{mse}$ are preferred.

### 3.3. Parameter Analyses

In the experiment, according to parameter selection suggestions in the literature, we decided to select a sliding window size of $3 \times 3$ in the GWW strong edge algorithm, and the window radius and iteration parameter can be set as 3 and 5, respectively, in the sub-window box filter algorithm. When describing the following edge points, the range of neighborhoods we selected to describe was a rectangular range and the size was $20 \times 20$. 
In the flow chart we proposed, there were four main parameters. It was found from the experimental results that parameters $T_{HD}$, $\alpha$, $\beta$ had little impact on three evaluation metrics (precision, recall, and F1-measure); therefore, we set $T_{HD} = 10$, $\alpha = 0.5$, and $\beta = 0.01$ as the default values. When calculating the final HGC that measures the similarity of the corresponding points, the weight parameter $\eta$ is an important factor. In the parameter experiment, the infrared and visible image pairs in Figure 9b can be used to count the distribution of the three evaluation indicators. The results of the three indicators are shown in Figure 11.

![Figure 11](image_url)

**Figure 11.** Three evaluation indicator results with parameter $\gamma$ in the range of 0.02 to 0.2.

As can be seen from Figure 11 in the distributions of precision, recall, and F1-measure, these three evaluation indicators are different from parameter $\gamma$ in the range of 0.02–0.2. As parameter $\gamma$ continued to increase, the precision indicator generally kept rising, and the higher the precision, the more corresponding point pairs there were that satisfied the pixel error in the final matching result. When parameter $\gamma$ was less than 0.08, the precision increased obviously. Additionally, when parameter $\gamma$ was more than 0.08, the growth was slow and almost constant. At the same time, the trend of the recall indicator was reversed to the precision indicator. The higher the recall, the stronger the ability of the algorithm parameters we proposed to select the correct point pairs. The recall generally kept decreasing while parameter $\gamma$ increased, and the percent changes were basically the same. At last, with the continuous increase of parameter $\gamma$, the F1-measure indicator generally increased and then decreased. The critical state of the change was when parameter $\gamma$ took a value of 0.08. The F1-measure indicator is an evaluation effect that comprehensively reflects the precision and recall, and it is used to balance the overall indicators.

In addition, the number of correctly matching points is as shown in Figure 12. It can be seen intuitively from the figure that as parameter $\eta$ increased, the number of correctly matched points decreased continuously. In this way, combined with the experimental results and analyses reflected in Figures 11 and 12, it can be concluded that the optimal matching result could be obtained when parameter $\gamma$ was set as 0.08. Additionally, the number of correctly matching point pairs was up to 326, and the values of the three evaluation indicators were precision = 96.45%, recall = 93.41, and F1-score = 94.91%. The evaluation indicator results were quite impressive for feature point matching when $\gamma$ was set as 0.08.

The parameter $TH_{GC}$ is the threshold to decide whether two correspondences are geometrically consistent with each other. In our formulation, if the hybrid geometric consistency value of the correspondence pair is smaller than $TH_{GC}$, then there exists an edge between them in the correspondence graph. So the value of $TH_{GC}$ has a vital impact on the matching precision. We did the parameter tuning experiment of $TH_{GC}$ on the Postdam dataset as shown in Figure 13. We tested a set of $TH_{GC}$ ranging from 0.06 to 0.30 stepped by 0.02 and evaluated their fitness by the Mean Squared Error defined in Equation 26. Through our experiment, the value of $TH_{GC}$ is recommended as 0.14 according to the MSE values.
Therefore, the above parameter values were used as experimental parameters in the subsequent qualitative and quantitative evaluation experiments.

3.4. Qualitative Evaluation of Multispectral Image Matching

In the qualitative evaluation experiments and analyses, we experimented with our proposed algorithm on the sample infrared and visible image pairs, which were from the Potsdam dataset and EPEL dataset (see Figure 9). At the same time, we made a subjective comparison with the latest proposed HOSM algorithm [46] in the experimental results. The feature matching results of our proposed algorithm and HOSM algorithm are visualized in Figure 14.

The left column feature point matching results including Figure 14a,c,e,g were calculated by the HOSM algorithm. The right column feature point matching results including Figure 14b,d,f,h were calculated by our proposed algorithm. It can be seen intuitively that our proposed algorithm could get a good matching performance with a large number of correct matching points. The feature matching results by our proposed algorithm had a larger number of correct matching points than the latest proposed HOSM algorithm (see Figure 14a,b). More correct matching results can better estimate the function of the registration mapping. The proposed algorithm made full use of the edge information of the multispectral image pair, and edge information is the most important common feature of multispectral image pairs. As shown in the red rectangle in Figure 14g,h, our algorithm could extract key points at obvious edges and improve the matching performance. In addition, our proposed algorithm could not only more correctly detect feature matching points, but also the
distribution of feature-matching points was more extensive, which can improve the estimation ability of the registration function.

Therefore, the qualitative evaluation results demonstrated that our proposed algorithm had a good matching performance, and its robust performance was also superior to other algorithms such as the latest proposed HOSM algorithm.

Figure 14. The feature-matching results by the HOSM algorithm (left column) and our proposed algorithm (right column). (a,b,e,f) are the matching results of samples from the Potsdam dataset, and (c,d,g,h) are the matching result of samples from the EPFL dataset.

3.5. Quantitative Evaluation of Feature Matching

To demonstrate the advantages of our proposed local feature descriptor for multispectral images, experiments were performed on the Potsdam dataset and the EPEL dataset. The comparison performance experiment of different local feature descriptors included describing the matching ability...
and matching time. The matching ability of the descriptor was evaluated with respect to the number of correct keypoint matches. As shown in Figure 15, the average values of precision and recall had different NNDR threshold values on datasets, and the threshold range was from 0.1 to 1. The experiment showed that our proposed local feature descriptor had a good performance on precision and recall of these two evaluation indicators. The precision curve changed steadily in a small range as the threshold value increased, and the recall curve increased significantly as the threshold value increased.

![Graph of precision and recall vs. NNDR threshold](image)

**Figure 15.** The average values of precision and recall with different NNDR thresholds (η) on datasets.

Next, in order to further better compare our local feature descriptor with other local feature descriptors such as SIFT, SURF, EOH, LGHD, and MFD, we used these local feature descriptors to calculate the widely used Potsdam dataset and EPEL dataset with the same NNDR threshold value condition. To be specific, the SIFT and SURF used the keypoint detector of their own, the EOH, LGHD, and MFD leveraged the FAST detector to extract keypoints. All the images of the Postdam dataset and EPEL dataset are resized to 600 × 600 for fast computation. The average and standard deviation results are shown in Table 1 when the NNDR threshold value is 0.8, and the best evaluation indicator results are marked in bold. As can be seen from Table 1, our proposed local feature descriptor achieved the best performance among precision, recall, and F1-score of these three evaluation indicators. Among the average F1-measure values of the other five local feature descriptors, the MFD descriptors performed optimally, but our proposed local feature descriptor performance exceeded the MFD by 93.02% and 12.68%, respectively, on the two data sets, and the standard deviation of the calculated results was also within the acceptable range. The excellent performance of our local feature descriptors in matching ability was mainly due to several reasons. (1) Compared with the overall grayscale information, we chose to extract key points on the strong edge map based on the sub-window box filter and the GWW algorithm, and the number of common key points was more abundant. (2) Our local feature descriptor could tolerate a certain degree of offset in the corresponding edges of multispectral images.

In addition, the matching times between our descriptor and the other five descriptors were compared on two datasets, and the average computation time is shown in Figure 16. It was observed that the EOH and LGHD descriptors were associated with higher computation times than others, and our descriptor was faster than others and achieved the best time. This was because our local feature descriptor used a binary string method to store data when describing key points, and it used the hamming distance to measure similarity. This way can greatly reduce the matching time.
In addition, even if the images were added to noise signals, F1-measure scores increased with under the same NNDR threshold, the three indicators with occlusion situations were better than the occlusion levels, the total number of corresponding points in the image was reduced. On the contrary, when there were different degrees of occlusion, the F1-measure scores increased to a small extent. The overall rules of the curves were almost identical under different noise levels (see (a2) and (b2)). This led to the slight influence of the added noise on the strong edge extraction, which will change the subsequent selection of keypoints.

When the test images were added with different levels of Gaussian noise, salt and pepper noise, the RP curves were generally stable, and the scores were still high (see (a1) and (b1)). In addition, even if the images were added to noise signals, F1-measure scores were relatively close. But these curves were obviously different from the curves with no occlusion. Because of the different occlusion levels, the total number of corresponding points in the image was reduced. On the contrary, under the same NNDR threshold, the three indicators with occlusion situations were better than the non-occlusion situations.

Table 1. Average and standard deviation values of precision, recall, and F1-measure.

| Metrics        | Descriptor Algorithm-Potsdam Dataset | Descriptor Algorithm-EPEL Dataset |
|----------------|--------------------------------------|-----------------------------------|
|                | SIFT       | SURF    | EOH    | LGHD   | MFD    | Ours   |
| Precision      | 0.275 ± 0.036 | 0.186 ± 0.042 | 0.427 ± 0.040 | 0.527 ± 0.021 | 0.542 ± 0.026 | 0.837 ± 0.041 |
| Recall         | 0.229 ± 0.039 | 0.147 ± 0.034 | 0.194 ± 0.015 | 0.315 ± 0.018 | 0.334 ± 0.024 | 0.781 ± 0.067 |
| F1-measure     | 0.249 ± 0.037 | 0.164 ± 0.038 | 0.267 ± 0.022 | 0.394 ± 0.019 | 0.413 ± 0.025 | 0.808 ± 0.051 |
| #True Positives| 121        | 110     | 200    | 325    | 344    | 639    |

Figure 16. The average computation time of keypoint descriptor algorithms on datasets.

Figure 17 reflects the precision and recall curves and F1-measure and NNDR curves in the case of Gaussian noise, salt and pepper noise, and occlusion on the Potsdam dataset. On the one hand, it can be seen from Figure 17 that our proposed local descriptor still performed well, even in the presence of noise and occlusion. When the test images were added with different levels of Gaussian noise and salt and pepper noise, the RP curves were generally stable, and the scores were still high (see (a1) and (b1)). In addition, even if the images were added to noise signals, F1-measure scores increased with the increase of the NNDR threshold. When the threshold value was more than 0.5, the F1-measure score increased to a small extent. The overall rules of the curves were almost identical under different noise levels (see (a2) and (b2)). This led to the slight influence of the added noise on the strong edge extraction, which will change the subsequent selection of keypoints.

On the other hand, when the image was occluded, as the occlusion rate continued to increase, the precision values continued to increase (see (c1)). In addition, it can be seen from Figure 17(c2) that when there were different degrees of occlusion, the F1-measure scores were relatively close. But these curves were obviously different from the curves with no occlusion. Because of the different occlusion levels, the total number of corresponding points in the image was reduced. On the contrary, under the same NNDR threshold, the three indicators with occlusion situations were better than the non-occlusion situations.
On the other hand, when the image was occluded, as the occlusion rate continued to increase, the precision values continued to increase (see (c-1)). In addition, it can be seen from Figure 17 (c-2) that when there were different degrees of occlusion, the F1-measure scores were relatively close. But these curves were obviously different from the curves with no occlusion. Because of the different occlusion levels, the total number of corresponding points in the image was reduced. On the contrary, under the same NNDR threshold, the three indicators with occlusion situations were better than the non-occlusion situations.

Figure 17. Precision and recall curves (left column) and F1-measure and NNDR curves (right column) at different levels of Gaussian noise, salt and pepper noise, and occlusion.

Table 2 shows the specific F1-measure score data under some different NNDR threshold conditions calculated by our proposed local descriptor when there were different degrees of noise and occlusion.
Table 2. The F1-measure score with different levels of noise, occlusion and NNDR threshold.

| Gaussian Noise Levels /σ | F1-Measure Scores at Different NNDR η Values | F1-Measure Scores at Different NNDR η Values | F1-Measure Scores at Different NNDR η Values |
|--------------------------|---------------------------------------------|---------------------------------------------|---------------------------------------------|
|                          | η = 0.5 | η = 0.6 | η = 0.7 | η = 0.8 | η = 0.9 | η = 1.0 |
| 0.1                      | 0.5834  | 0.5895  | 0.6145  | 0.6249  | 0.6265  | 0.6203  |
| 0.2                      | 0.5203  | 0.5311  | 0.5573  | 0.5716  | 0.5737  | 0.5870  |
| 0.3                      | 0.5004  | 0.5119  | 0.5419  | 0.5571  | 0.5581  | 0.5555  |
| 0.4                      | 0.5002  | 0.5086  | 0.5432  | 0.5661  | 0.5685  | 0.5756  |
| 0.5                      | 0.5109  | 0.5286  | 0.5597  | 0.5742  | 0.5745  | 0.5845  |

| Salt & Pepper Noise Levels /d | F1-Measure Scores at Different NNDR η Values | F1-Measure Scores at Different NNDR η Values | F1-Measure Scores at Different NNDR η Values |
|-------------------------------|---------------------------------------------|---------------------------------------------|---------------------------------------------|
|                              | η = 0.5 | η = 0.6 | η = 0.7 | η = 0.8 | η = 0.9 | η = 1.0 |
| 10%                          | 0.5311  | 0.5408  | 0.5636  | 0.5791  | 0.5787  | 0.5923  |
| 20%                          | 0.5245  | 0.5341  | 0.5620  | 0.5758  | 0.5776  | 0.5851  |
| 30%                          | 0.5331  | 0.5672  | 0.5900  | 0.6072  | 0.6087  | 0.6161  |
| 40%                          | 0.5468  | 0.5578  | 0.5812  | 0.5985  | 0.5997  | 0.6082  |
| 50%                          | 0.5432  | 0.5558  | 0.5898  | 0.6042  | 0.6042  | 0.6083  |

| Occlusion Rate /δ | F1-Measure Scores at Different NNDR η Values | F1-Measure Scores at Different NNDR η Values | F1-Measure Scores at Different NNDR η Values |
|-------------------|---------------------------------------------|---------------------------------------------|---------------------------------------------|
|                   | η = 0.5 | η = 0.6 | η = 0.7 | η = 0.8 | η = 0.9 | η = 1.0 |
| 20%               | 0.6412  | 0.6521  | 0.6905  | 0.7031  | 0.7061  | 0.7078  |
| 40%               | 0.6766  | 0.6959  | 0.7270  | 0.7479  | 0.7509  | 0.7524  |
| 60%               | 0.6887  | 0.6969  | 0.7249  | 0.7429  | 0.7465  | 0.7591  |
| 80%               | 0.6518  | 0.6870  | 0.7358  | 0.7671  | 0.7761  | 0.7895  |

3.6. Quantitative Evaluation of Correspondences Ranking

We compared our proposed methods with NN. The NN measures the correctness of a correspondence using feature similarity. While our method considered the distinctiveness of keypoints as well as their feature similarities, we assigned a smaller weight to points that were ordinary. For each pair of images, we detected their strong edges. The initial correspondence set was generated via brute-force feature matching based on the hamming distance and served as input for all tested methods to ensure a fair comparison.

Overall, we can observe that the recalls of NN and our method increased with respect to the increment of K, both in the EPEL dataset and Postdam dataset, and the outcomes of our proposed method outperformed the NN by a large margin at different levels, which can be attributed to the adoption of a distinctiveness analysis on keypoints before feature matching. Since repetitive parts are abundant in EPEL in the old buildings dataset (i.e., windows, corridors) and the Postdam dataset (roofs, coastlines, roads), this may result in many false matches if no extra distinctions are made (just like the NN method). Our method penalized points whose local edges were similar with lower scores, which were further combined with the hamming distance to jointly measure the reliability of correspondences generated by the NN search. Thus, matches of the unreliable repetitive edges part were driven to extinction. Another observation we can make is that the recall of the EPEL dataset was lower when compared with that of the Postdam dataset. We conclude there are two possible reasons. One is there might be more repetitive lines in old builds, which are likely to generate more keypoints with similar local edge structures. The other reason might be the varying size of $C_{initial}$, which has a prominent influence on the experimental results. When we observe the two figures separately, Figure 18 shows the enlarged gap between our method with NN, which indirectly reflects the advantage of our method over NN to deal with the existence of repetitive parts. While in Figure 19, for K less than 40, our methods performed only slightly better than NN. The reason is that the distinctive edge was matched with high similarity. For K larger than 40, the NN nearly stopped increasing when K ranged from 40 to 50. After that, a slow increase was achieved. Our method almost kept the same slope, which suggests that our method is more reliable than NN.
3.7. Quantitative Evaluation of Multispectral Image Matching

3.7.1. Robustness to Gaussian Noise

In order to verify the robust performance of our proposed method to Gaussian noise, different degrees of Gaussian noise were added to the infrared remote-sensing image, and the corresponding visible image remained without adding Gaussian noise information. The image matching results under different Gaussian noise levels are shown in Figure 20. As can be seen from the figure, the infrared images continuously lost edge information as the Gaussian noise level increased, and the keypoints of the infrared image were also reduced, but our proposed method could still extract a lot of robust keypoints in infrared images that were filled with Gaussian noise. These keypoints were evenly distributed throughout the image, which is very helpful in estimating the multispectral image mapping function.
Figure 20. Multispectral image matching results at different Gaussian noise levels.

As can be seen from Table 3, as the Gaussian noise level increased, the number of corresponding points decreased. Although the MSE fluctuated within a small range, it still satisfied the less than 3-pixel error requirement. This proved that our method was robust to Gaussian noise.

Table 3. Number of corresponding points and MSE [45] at different Gaussian noise levels

| Index | Gaussian Noise Levels |
|-------|-----------------------|
|       | σ = 0 | σ = 0.1 | σ = 0.2 | σ = 0.3 | σ = 0.4 | σ = 0.5 |
| \(N_c\) | 196 | 177 | 139 | 108 | 69 | 57 |
| \(\varepsilon_{mse}\) | 1.60 | 1.91 | 2.13 | 2.43 | 2.40 | 2.42 |

3.7.2. Robustness to Salt and Pepper Noise

Different from Gaussian noise obeying a Gaussian distribution, salt and pepper noise is a kind of logic noise, and only black or white spots appear in the image. In order to verify the robust performance of our method to salt and pepper noise, salt and pepper noise signals with different proportions were added into the infrared image. Matching results at different salt and pepper noise levels are shown in Figure 21. As can be seen by comparing Figures 20 and 21, at the same level, there was less edge detail information in the infrared image with salt and pepper noise than Gaussian noise. The number of corresponding points and the MSE of the matching result in this case, are as shown in Table 4. In Table 4, as the proportion of salt and pepper noise increased, the number of corresponding points decreased, but the MSE was still relatively stable, and the error satisfied the requirements of 3 pixels. This illustrates that our method also has a good, robust performance for salt and pepper noise. At the
same time, comparing Tables 3 and 4, we can see that the number of corresponding points of the salt and pepper noise infrared image was less than the Gaussian noise at the same noise level.

![Figure 21](image)

**Figure 21.** Multispectral image matching results at different salt and pepper noise levels.

**Table 4.** Number of corresponding points and MSE [45] at different salt and pepper noise levels.

| Index | Salt & Pepper Noise Levels |
|-------|-----------------------------|
|       | d = 0% | d = 10% | d = 20% | d = 30% | d = 40% | d = 50% |
| $N_c$ | 196    | 198     | 83      | 89      | 55      | 40      |
| $\epsilon_{mse}$ | 1.60 | 1.7320 | 1.1077 | 1.2653 | 1.6577 | 1.5839 |

### 3.7.3. Robustness to Occlusion

In addition to the robustness test of our method under the noise of different levels, we further tested the robustness of the method with respect to varied occlusion rates. The occlusion robustness test was performed on the Postdam dataset, in which the visible images were tailored into sub-images of varied sizes to simulate different occlusion percentages. The visual perception is given in Figure 22, where, from (a) to (e), the matching results of no occlusion, 20% occlusion, 40% occlusion, 60% occlusion, and 80% occlusion are respectively presented. As witnessed by the five figures, with the increment of occlusion rate, the matching lines became sparser, which could also be inferred by the term number of corresponding points in Table 5. The drop in corresponding points of our method when encountering a high rate of occlusion was due to the fact that the higher the rate of occlusion of the visible image, the less keypoints could be abstracted in the little overlapped area. Overall, the outcomes indicate that our method had a good resilience to different levels of occlusion and was able to provide sufficient correct correspondence for transformation estimation. As to the registration error, the average errors
with regard to different levels of occlusion were all in a reasonable margin (under 3 pixels). From the registration error results shown in Table 5, the overall trend was that the registration error increased with the increment of the occlusion rate. This was because the stable edges also disappeared when the visible image was tailored into a smaller size, and the lack of stable edges will degrade the positional precision of keypoints, and the error will be transferred to the registration error.

Table 5. Number of corresponding points and MSE at different occlusion rates.

| Index | Occlusion Rate/δ | δ = 0 | δ = 20% | δ = 40% | δ = 60% | δ = 80% |
|-------|------------------|-------|---------|---------|---------|---------|
| $N_c$ |                  | 196   | 78      | 71      | 44      | 16      |
| $\epsilon_{mse}$ |               | 1.60  | 1.69    | 2.10    | 1.81    | 2.43    |

3.8. Runtime Analysis

To evaluate the efficiency of our proposed EMCM, we compared it with the HOSM-based multi-spectral image matching in [46]. The HOSM-based multi-spectral image matching adopts the RANSAC to filter out the false matches. Additionally, we evaluated the runtime of our EMCM and the HOSM based pipeline on the Postdam dataset. The original size of images in the Postdam dataset are $6000 \times 6000$, which are too large to process in a short time. Therefore, in our experiments, the original $6000 \times 6000$ images were resampled to the $600 \times 600$ images, and we recorded the average runtime of our EMCM and the HOSM based multi-spectral image matching in Table 6.
Based on the results showed in Table 6, two main observations could be made. (1) On the whole, the total time of our EMCM and HOSM+RANSAC are comparable, and our EMCM is a bit faster. This was because our EBSC feature descriptor is a binary descriptor only considering the spatial occupational state of the strong edge points, which could be calculated and matched efficiently. What is more, a correspondence initial pruning technique is leveraged to further speed up the convergence of the false match removal algorithm. (2) In terms of each sub-stage, the most time-consuming part in our algorithm is the strong edge extraction part, which nearly accounts for 2/3 of the whole time, as to the feature description part, the time of generating EBSC and feature matching and keypoint distinctiveness analysis are 0.296 s and 0.047 s, respectively. While the time of generating HOSM and feature matching is 0.321 s and 0.103 s. It is because our EBSC is a binary feature descriptor, which only needs the “XOR” operation to calculate the distance per bit. Additionally, the distinctiveness score is defined by the degrees of each vertex weighted by an exponential function simply, which could be computed efficiently too. As the maximum clique matching in the correspondence graph, we adopted the correspondence initial pruning technique to remove unreliable matches as to their ranked scores via the edge feature correspondence ranking in Section 2.3, which dramatically reduces the runtime of the original maximum clique algorithm.

Figure 23 depicts the influence of the correspondence initial pruning (see Section 2.4.1) to our improved maximum clique algorithm. To be specific, we calculated that the consuming time of the improved maximum clique algorithm with and without the correspondence initial pruning under a different number of initial correspondences. We could observe that the correspondence initial pruning speeds up the improved maximum algorithm by a large margin, which suggested that the initial pruning is reasonable.

Table 6. The average runtime of EMCM and HOSM [46] based multi-spectral image matching on the sub-sampled Postdam dataset. (KD is the abbreviation of Keypoint Detection, EBSC is our proposed binary feature descriptor, FM is the abbreviation of Feature Matching, KDA is the abbreviation of Keypoint Distinctiveness Analysis, and IMC means the Improved Maximum Clique algorithm.).

| Method             | S-GWW & KD | EBSC   | FM+KDA | IMC   | Total  |
|--------------------|------------|--------|--------|-------|--------|
| EMCM               | 1.213 s    | 0.296 s| 0.047 s| 0.019 s| 1.575 s|

| Method                | KD&Guided Filter | HOSM | FM     | RANSAC | Total  |
|-----------------------|------------------|------|--------|--------|--------|
| HOSM+RANSAC           | 1.106 s          | 0.321 s| 0.103 s| 0.038 s| 1.658 s|

Figure 23. The average runtime comparison of EMCM on whether it adopts the initial pruning.
4. Conclusions

In this paper, an edge-feature-based maximum clique-matching framework for multispectral image matching is proposed. The algorithm has several advantages. (1) First, the proposed binary edge feature descriptor, named Edge Binary Shape Context, was of high descriptiveness and of high robustness to Gaussian noise, salt and pepper noise, and occlusion. (2) Second, the weighted hamming distance considering the distinctiveness of keypoints was used to rank the correspondences, which was able to identify some false initial matches caused by repetitive structures. (3) Third, initial pruning helped to reduce the number of vertices when constructing the graph, which sped up the convergence of the maximum clique problem. Extensive experiments on EPEL and Postdam datasets validated the effectiveness and robustness of the proposed methods.

However, there are still some shortcomings. For example, local features lacked global and contextual information, which caused many false matches. In terms of this issue, we plan to study local and global features to bridge the gap between local and global features. Additionally, we will seek other more efficient methods to solve the maximum clique problem.
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