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Abstract—Future wireless systems are trending towards higher carrier frequencies that offer larger communication bandwidth but necessitate the use of large antenna arrays. Signal processing techniques for channel estimation currently deployed in wireless devices do not scale well to this “high-dimensional” regime in terms of performance and pilot overhead. Meanwhile, training deep learning-based approaches for channel estimation requires large labeled datasets mapping pilot measurements to clean channel realizations, which can only be generated offline using simulated channels. In this paper, we develop a novel unsupervised over-the-air (OTA) algorithm that utilizes noisy received pilot measurements to train a deep generative model to output beamspace MIMO channel realizations. Our approach leverages Generative Adversarial Networks (GAN), while using a conditional input to distinguish between Line-of-Sight (LOS) and Non-Line-of-Sight (NLOS) channel realizations. We also present a federated implementation of the OTA algorithm that distributes the GAN over multiple users and greatly reduces the user side computation. We then formulate channel estimation from a limited number of pilot measurements as an inverse problem and reconstruct the channel by optimizing the input vector of the trained generative model. Our proposed approach significantly outperforms Orthogonal Matching Pursuit on both LOS and NLOS channel models, and EM-GM-AMP—an Approximate Message Passing algorithm—on LOS channel models, while achieving comparable performance on NLOS channel models in terms of the normalized channel reconstruction error. More importantly, our proposed framework has the potential to be trained online using real noisy pilot measurements, is not restricted to a specific channel model and can even be utilized for a federated OTA design of a dataset generator from noisy data.

Index Terms—Channel estimation, compressed sensing, deep generative models, generative adversarial networks (GAN), mmWave MIMO, over-the-air (OTA).

I. INTRODUCTION

A. Motivation

Channel estimation (CE) in 6G and beyond will increasingly be performed for larger antenna arrays at both the base station (BS) and user (UE), increasing the dimensionality and complexity of the problem, as future communication systems tend towards progressively higher carrier frequencies in the mmWave and sub-THz range [1], [2]. While channel estimation at sub-6 GHz in practical wireless deployments is usually performed using Least Squares (LS) or minimum mean squared error (MMSE) estimators [3], these do not scale to higher carrier frequencies which require large antenna arrays.

At higher carrier frequencies, the beamspace sparsity of MIMO channels is exploited to perform beam alignment—steering the antenna arrays at the BS and UE to maximize SNR. Due to latency constraints, the number of candidate beams used to perform beam alignment is relatively small, limiting the SNR achieved. Consequently, researchers have been actively investigating learning-based approaches with an eye to improving both CE and beam alignment in this “high-dimensional” regime. A common drawback of such attempts has been the requirement of large datasets of clean channel realizations for training. Such training datasets are either generated using statistical channel models or through ray-tracing for a given physical environment. What is desirable is a learning-based CE or beam alignment algorithm that can be trained using received (noisy) pilot measurements alone. This will eliminate performance losses stemming from inaccurate channel modelling and allow for online updates to the learned models.

Deep generative modelling [4] is a powerful unsupervised learning tool that can be used to implicitly learn complex probability distributions. Recently, it has also been utilized for solving inverse problems, i.e., reconstructing an unknown signal or image from observations [5]. The forward process mapping the signal to the observation is typically non-invertible, hence it is impossible to uniquely reconstruct the signal in the absence of some prior knowledge [6]. A trained deep generative network can be used to encode such a prior. In this paper, we describe a novel over-the-air approach based on deep generative modelling to learn the high-dimensional channel distribution from noisy pilot measurements and subsequently use the trained generative networks to accurately reconstruct the beamspace representation of the channel from compressive pilot measurements.

B. Related Work

Channel measurements indicate that mmWave MIMO channels are sparse in their beamspace representation [7] due to clustering of the paths into small, relatively narrowbeam...
clusters. To exploit this sparsity (that LS and MMSE cannot), several papers have provided a sparse formulation of mmWave CE in both the angular [8] and delay-Doppler domain [9] and subsequently employed Orthogonal Matching Pursuit (OMP) [10] and Basis Pursuit Denoising [11] for sparse channel reconstruction. Approximate Message Passing (AMP) [12] and its variants such as EM-GM-AMP [13] and VAMP [14] have also proved to be robust compressed sensing (CS)-based approaches to sparse channel estimation [15], [16].

CS-based approaches suffer from the drawback of assuming exact sparsity in the DFT basis, and result in poor channel reconstruction if the cross-correlation in the columns of the sensing matrix is high [17]. Meanwhile deep learning-based approaches to channel estimation have been making rapid advancements. A plethora of papers recently [18], [19], [20], [21], [22] have designed supervised deep learning techniques that provide pilot measurements as input to a neural network (NN) that outputs the desired channel. These suffer from the drawback of requiring a labeled dataset to train, and hence have to be trained offline. To circumvent the requirement of a labeled dataset, we designed an unsupervised CE algorithm [23], [24] that trained a deep generative network to output channel realizations using Generative Adversarial Networks (GAN) [25]. Our proposed algorithm used the trained generative network for high-dimensional CE from a small number of pilots and provided a compressed representation of the estimated channel which could be used for channel reconstruction at the BS. By employing posterior sampling via Langevin dynamics in combination with a generative prior [26] for channel estimation, [27] has further improved upon the performance of [23], albeit at the cost of a significantly increased execution time which could run contrary to the block fading assumption made in their exposition. The generative CE algorithm of [23] was also applied to wideband channel estimation in [28], at the cost of designing a separate generative model for each transmit and receive antenna pair, thus not exploiting spatial correlation. GAN has also been utilized in [29], [30], [31] to model the received pilot measurements in place of channel realizations.

However, the aforementioned generative channel estimation techniques and other works performing generative channel modelling [32] require a large dataset of clean channel realizations to train a GAN. In addition, our prior work [23] has the following two limitations: i) Antenna spacing of $\lambda_c/10$ (where $\lambda_c = c/f_c$ and $f_c$ is the carrier frequency) in place of the conventional $\lambda_c/2$ was assumed to generate high spatial correlation in channel realizations and ii) the GAN was trained and its performance evaluated only on channels with a strong LOS component.

### C. Contributions

We propose a design for an over-the-air (OTA) implementation of GAN training and generative channel estimation. We utilize received pilot measurements, instead of clean channel realizations, to train a Conditional Wasserstein GAN with no assumptions on the channel model or line-of-sight conditions. We propose several new ideas that while collectively overcoming the key real-world limitations of the initial work done in [23], also set forth a new distributed design strategy – FedPilotGAN – as elaborated in our contributions below.

**Beam-space Generative Channel Estimation:** In order to relax the antenna spacing constraint from $\lambda_c/10$ to the conventional $\lambda_c/2$, we propose to solve generative channel estimation in the beamspace domain. This helps to exploit the angular clustering in mmWave MIMO channels, while simultaneously not imposing any constraints on the sparsity of the beamspace representation as is the case in traditional CS algorithms. Moreover, we demonstrate the advantage of using deep generative models over CS based approaches for solving inverse problems by showing that a trained generative prior eliminates the need for careful tuning of the sensing matrices.

**Training Wasserstein GANs for LOS and NLOS Channels:** In [23], we trained a Wasserstein GAN (WGAN) on channels with a dominating Line-of-Sight (LOS) component. By training the generator to output beamspace channel representations and improving the performance of WGAN using Gradient Penalty (GP) [33], we train generative models for a range of LOS and Non-Line-of-Sight (NLOS) MIMO channels with varying degrees of approximate sparsity in their beamspace representation. Subsequently, we train a single Conditional Wasserstein GAN (CWGAN) that takes as conditional input the channel’s LOS/NLOS state to output samples from the entire aforementioned range of channels.

**Training a GAN from Noisy Pilot Measurements:** In order to overcome the requirement of a dataset of clean channel realizations, we present a novel GAN architecture – Pilot GAN – that combines LS channel estimation with Ambient GAN [34] to train a generative model to output MIMO channel realizations given a dataset of full-rank noisy pilot measurements in a hybrid mmWave architecture. We also provide insights into the range of measurement models under which the Pilot GAN framework is applicable.

**Federated Pilot GAN:** We describe a federated implementation of Pilot GAN – FedPilotGAN – to facilitate distributed GAN training from noisy pilot measurements over multiple users. This helps to reduce the UE side computation and move the computationally intensive generator training to the BS without impacting the performance of generative channel estimation, as will be demonstrated in Section VI-C. We also highlight the ability of FedPilotGAN to design a dataset generator at a server (BS) using only noisy realizations collected at multiple users – without transmitting data realizations between the server and the users.

**Pilot Conditional GAN:** We combine the aforementioned Pilot GAN with the CWGAN architecture to train a conditional generative model from noisy pilot measurements. Furthermore, we train a neural network (NN) to determine the LOS/NLOS state of the channel based on pilot measurements, and use its output as input to the conditional generator, thus designing an OTA GAN training algorithm based on pilot measurements. The resulting trained conditional generator is then used to perform CE from compressive pilot measurements across a variety of high-dimensional MIMO channels.
D. Notation & Organization

We use bold uppercase \( \mathbf{A} \) to denote a matrix and bold lowercase \( \mathbf{a} \) to denote a vector, unless stated otherwise. \( A[i,j] \) represents the element of \( \mathbf{A} \) located at the \( i \)th row and \( j \)th column. \( ||A||_2 \) is the Frobenius norm of \( \mathbf{A} \) and \( ||\mathbf{a}||_0 \) denotes the number of non-zero entries in \( \mathbf{a} \). \( \text{diag}(\mathbf{A}_1, \ldots, \mathbf{A}_N) \) represents a block diagonal matrix whose diagonal entries are given by \( \{\mathbf{A}_1, \ldots, \mathbf{A}_N\} \). \( \mathbf{A} \) is a vector obtained by stacking the columns of \( \mathbf{A} \) as defined in (3), we will utilize GCE to solve (49) + (47) – (48) ∈ \( \mathbf{A} \) given \( \mathbf{y} \). In other words, recovering \( \mathbf{H} \) from \( \mathbf{y} \) given \( \mathbf{A} \) is an inverse problem. In Section III, we will describe an algorithm to solve this inverse problem using a deep generative prior.

III. Generative Channel Estimation (GCE)

Deep generative models \( \mathbf{G} \) are feed-forward neural networks (NN) that take as input a low dimensional vector \( \mathbf{z} \in \mathbb{R}^d \) and output high dimensional matrices \( \mathbf{G}(\mathbf{z}) \in \mathbb{R}^{c \times l \times w} \) where \( d \ll c \times l \times w \). Such a model can be trained to take a i.i.d. Gaussian vector \( \mathbf{z} \) as input and produce samples from complicated distributions, such as human faces [4]. One powerful method for training generative models is using Generative Adversarial Networks (GAN) [25].

In [23], we developed an algorithm that utilized compressed sensing using deep generative models [5] to perform MIMO channel estimation. We trained \( \mathbf{G} \) to output channel realizations \( \mathbf{H} \) from a given distribution, and then utilized \( \mathbf{G} \) to recover \( \mathbf{H} \) from compressive pilot measurements \( \mathbf{y} \). However, we experimentally demonstrated that a reduced antenna spacing of \( \lambda_o/10 \) in the antenna arrays at the transmitter and receiver was key to training \( \mathbf{G} \) successfully. We attributed this to the high spatial correlation generated in channel realizations by such an antenna spacing, making it easier for \( \mathbf{G} \) to learn the underlying channel distribution.

In this paper, we will utilize the following key insight to output channel realizations with the conventional \( \lambda_o/2 \) antenna spacing: beamspace representation of mmWave MIMO channels have high spatial correlation due to clustering in the angular domain. Neglecting grid quantization error and assuming uniformly spaced linear arrays at the transmitter and receiver, under a virtual channel model [11], the array response matrices are given by the unitary DFT matrices \( \mathbf{A}_T \in \mathbb{C}^{N_{Nt} \times N_t} \) and \( \mathbf{A}_R \in \mathbb{C}^{N_{Nr} \times N_r} \) respectively. Then, we can represent \( \mathbf{H} \) as
\[
\mathbf{H} = \mathbf{A}_R \mathbf{H} \mathbf{A}_T^H
\]
\[
= \left( (\mathbf{A}_R^H)^\top \otimes \mathbf{A}_R \right) \mathbf{H}_v. \tag{4}
\]
We will train \( \mathbf{G} \) to output samples of \( \mathbf{H}_v \), i.e., \( \mathbb{P}_G \) converges to \( \mathbb{P}_\mathbf{H}_v \) as GAN training progresses. Note that unlike compressed sensing (CS) algorithms that require \( \mathbf{H}_v \) to have a small number of non-zero measurements in order to be recoverable [36], we impose no such constraints on \( \mathbf{G}(\mathbf{z}) \). However, we will experimentally validate in Section VI that outputting \( \mathbf{H}_v \) instead of \( \mathbf{H} \) enables \( \mathbf{G} \) to directly exploit the clustering in angular domain to successfully learn a generative prior.

Subsequently, given a trained generator \( \mathbf{G} \) and pilot measurements \( \mathbf{y} \) as defined in (3), we will utilize GCE to solve the following optimization problem
\[
\mathbf{z}^* = \arg \min_{\mathbf{z} \in \mathbb{R}^d} ||\mathbf{y} - \mathbf{A}_M \mathbf{G}(\mathbf{z})||_2^2 + \lambda_{\text{reg}} ||\mathbf{z}||_2^2, \tag{5}
\]
where \( \mathbf{A}_M = (\mathbf{A}_T^H \mathbf{F})^\top \otimes \mathbf{W}^H \mathbf{A}_R \) and \( \lambda_{\text{reg}} \) is a regularization parameter. Note that \( \mathbf{G} \) represents a function mapping from \( \mathbb{R}^d \) to \( \mathbb{C}^{N_{N_t} \times N_t} \). An illustration of the framework is shown in...
and Opt denotes any first order optimizer.

Fig. 1. Generative Channel Estimation Framework. η denotes the step size and Opt denotes any first order optimizer.

Fig. 1. The regularizer is aimed at enforcing the L2 norm constraint on \( \mathbf{z} \) in [5]. The beamspace channel estimate is then given by \( \mathbf{H}_{\text{v,est}} = \mathbf{G}(\mathbf{z}) \). The performance metric used to assess the quality of \( \mathbf{H}_{\text{v,est}} \) is the normalized mean square error (NMSE), defined as

\[
\text{NMSE} = \mathbb{E} \left[ \frac{||\mathbf{H}_v - \mathbf{H}_{\text{v,est}}||_2^2}{||\mathbf{H}_v||_2^2} \right],
\]

where the expected value is over the underlying probability distribution of the channel. It should be noted that since \( \mathbf{A}_R \) and \( \mathbf{A}_T \) are unitary matrices, the NMSE is the same in the beamspace (\( \mathbf{H}_{\text{v,est}} \)) and spatial (\( \mathbf{H}_{\text{est}} \)) domain. The NMSE, as defined in (6), will also serve as an indirect measure of the quality of the prior learnt by a GAN. For an elaborate discussion on GCE, please refer to [23].

IV. GAN ARCHITECTURES

In this section, we will present three different GAN architectures - (i) Wasserstein GAN with Gradient Penalty (WGAN-GP), (ii) Conditional Wasserstein GAN (CWGAN) and (iii) a new novel GAN architecture called Pilot GAN. We will present all three architectures in the context of narrowband MIMO channel generation (refer Remark 1), in keeping with the GCE framework outlined in Section III. In other words, we will assume that the generator in all GAN architectures will output the beamspace MIMO channel representation given by (4). Then we will describe how the second and third GAN architectures can be combined to form Pilot Conditional GAN, that in combination with the LOS Predictor presented in Section IV-D, can be trained OTA at the receiver across a range of channel models.

Remark 1: Extension to wideband channels could be performed by using GCE for each pilot subcarrier and subsequently interpolating between subcarriers. Comprehensive practical evaluation in [37] has shown minimal performance gain in employing DL-based CE techniques over the OFDM resource grid.

A. Wasserstein GAN With Gradient Penalty

A Wasserstein Generative Adversarial Network (WGAN) [38] consists of two deep neural networks - a generator \( \mathbf{G}(\cdot; \theta_G) \) with weights \( \theta_G \) and a critic \( \mathbf{D}(\cdot; \theta_D) \) with weights \( \theta_D \) - whose weights are optimized so as to solve the following min-max problem:

\[
\min_{\mathbf{G}} \max_{\mathbf{D}} \mathbb{E}_{\mathbf{x} \sim \mathbb{P}_D}(\mathbf{x}) \mathbf{D}(\mathbf{x}) - \mathbb{E}_{\mathbf{z} \sim \mathbb{P}_G}(\mathbf{z}) \mathbf{D}(\mathbf{G}(\mathbf{z})),
\]

where \( \mathbb{D} \) is the set of 1-Lipschitz functions and \( \mathbb{P}_r \) is the data distribution. The original GAN [25] is famously known to suffer from mode collapse [39], i.e., \( \mathbb{P}_G \) collapses to a delta function centered around the mode of the input data distribution. In [38], they attribute this behaviour to the use of the KL (Kullback-Leibler) or JS (Jensen-Shannon) divergence during training, and instead propose using the Wasserstein-1 distance. They show that sequences of probability distributions that converge under Wasserstein-1 are a superset of sequences convergent under KL or JS divergence, making WGAN more robust to mode collapse.

WGAN with Gradient Penalty (WGAN-GP) [33] improves the performance of WGAN by incorporating a penalty on the norm of random samples \( \mathbf{x} \sim \mathbb{P}_r \) as a soft version of the Lipschitz constraint. In this paper, we will be utilizing both WGAN and WGAN-GP, depending on which training procedure yields better performance (further details in Section VI). In case of WGAN, the Lipschitz constraint \( \mathbf{D} \in \mathbb{D} \) in (7) is enforced by clipping \( \theta_D \) to be between \((-\tau, \tau)\), where \( \tau \) is the clipping constant. In case of WGAN-GP, the Lipschitz constraint is enforced by adding

\[
L_{\text{GP}}(\theta_d) = \mathbb{E}_{\mathbb{P}_r} \left[ ||\nabla_\mathbf{x} \mathbf{D}(\mathbf{x}; \theta_d)||_2^2 - 1 \right]^2
\]

to the objective in (7), where \( \mathbf{x} \) are points sampled uniformly along straight lines joining pair of points sampled from the data distribution \( \mathbb{P}_r \) and the generator distribution \( \mathbb{P}_G \), since enforcing the gradient penalty over all possible inputs to \( \mathbf{D} \) is intractable [33].

A unified algorithm capturing the training of both WGAN and WGAN-GP in the context of channel generation is outlined in Algorithm 1 by utilizing an indicator \( \mathbb{I}_{\text{GP}} \) to indicate if WGAN-GP was chosen or not. We update the critic and generator weights, \( \theta_D \) and \( \theta_G \), using calls to Subroutine 2 and 3 respectively, in Algorithm 1. Both subroutines will be used in all subsequent GAN training algorithms. As part of updating the critic in Algorithm 1, we note that the gradient penalty is enforced only along straight lines between pairs of points sampled from the beamspace channel distribution \( \mathbb{P}_{\mathbf{H}} \) and the generator distribution \( \mathbb{P}_G \). In Section VI-A, we will highlight the NMSE improvement obtained by using WGAN-GP instead of WGAN.

B. Conditional Wasserstein GAN

The WGAN in [23] was trained on channel realizations drawn from a single distribution which was characterized by a very strong Line-of-Sight (LOS) component. Moreover, training on such a channel distribution provides no indication of the generator’s ability to learn more complex multi-path

1While the objective in (5) could be mistaken for LASSO, it is significantly different. Please refer to Section IV-E in [23] for a LASSO formulation of the sparse channel estimation problem.

2WGAN does not refer to this as a discriminator since it is not trained to classify, i.e., there is no Sigmoid activation in the final layer of a critic NN.

3A differentiable function \( f \) is said to be \( \alpha \)-Lipschitz if \( ||\nabla f(x)||_2 \leq \alpha \forall x. \)
channels. In this section, we will present a Conditional WGAN (CWGAN) design that will have the ability to be trained on channel realizations drawn from a plurality of distributions, each yielding channel realizations with varying degrees of approximate sparsity in the beamspace domain.

We combine the architecture of Conditional GAN [40] with the training procedure of WGAN outlined in Algorithm 1 to develop CWGAN. While we will describe the NN architectures of the generator and discriminator in Section V-B, we have depicted how they are modified to accept as an input a condition in Fig. 2. For now, we assume that we are provided with a binary label \( \chi \) indicating whether the channel we are trying to estimate is LOS (\( \chi = 1 \)) or NLOS (\( \chi = 0 \)). We will present different techniques to overcome this assumption during training and testing in Section IV-D. The condition \( \chi \) is then passed through a learnable Embedding\(^4\) layer, that embeds an integer as a high dimensional vector, followed by a linear and reshaping layer that has output dimensions \((c_x, l, w)\) as shown in Fig. 2. This embedded output is then appended along the channel dimension to Linear(z)

Algorithm 1: Wasserstein GAN

for \( n_g \) iterations do

Sample minibatch of \( m \) beamspace channel realizations \( \{(H_i^{(0)})_{l=1}^m, \epsilon_{i}^{(0)}\}_{i=1}^m \sim \mathcal{P}_H \), latent variables \( \{z^{(i)}_{l=1}^m \sim \mathbb{R}_z \) and random numbers \( \epsilon_{i}^{(0)} \sim U[0, 1] \).

\[
\bar{H}_i = G(z; \theta_g),
\]

\[
\hat{H}_i = \epsilon \hat{H}_i + (1 - \epsilon) \tilde{H}_i.
\]

\[
\theta_d = \text{Update}_D(\bar{H}_i, \hat{H}_i, \tilde{H}_i, \mathbb{R}_G, m, \gamma, \tau, \beta; \theta_d)
\]

Sample minibatch of \( m \) latent variables \( \{z^{(i)}_{l=1}^m \sim \mathbb{R}_z \), \( \theta_g = \text{Update}_G(G(z; \theta_g), m, \gamma; \theta_g)
\]

Subroutine 2: \( \theta_d = \text{Update}_D(\mathbb{X}_G, \mathbb{X}_G, \mathbb{X}_G, \mathbb{R}_G, m, \gamma, \tau, \beta; \theta_d)
\]

\[
L(\theta_d) = \frac{1}{m} \sum_{i=1}^{m} D(x^{(i)}_G; \theta_d) - D(x^{(i)}_G; \theta_d)
\]

if \( \mathbb{R}_G \) == 1

\[
L(\theta_d) = L(\theta_d) + \beta \left( ||\nabla_{x^{(i)}_G} D(x^{(i)}_G; \theta_d)||_2 - 1 \right)^2
\]

\[
\theta_d = \theta_d - \gamma \text{RMSProp} (\nabla_{\theta_d} L(\theta_d))
\]

if \( \mathbb{R}_G \) == 0

\[
\theta_d = \text{clip}(\theta_d, -\tau, \tau)
\]

Subroutine 3: \( \theta_g = \text{Update}_G(\mathbb{X}_G, m, \gamma; \theta_g)
\]

\[
\% \ x_G \ \text{will be a function of} \ \theta_g
\]

\[
L(\theta_g) = \frac{1}{m} \sum_{i=1}^{m} -D(x^{(i)}_G)
\]

\[
\theta_g = \theta_g - \gamma \text{RMSProp} (\nabla_{\theta_g} L(\theta_g))
\]

\[
\text{shape} (c_z, l, w) \ \text{to yield an input of size} \ (c_z + c_x, l, w) \ \text{that is passed through the remaining deep convolutional generative network. A similar procedure is followed while inputting} \ \chi \ \text{to the critic.}
\]

We now need to modify the WGAN training procedure outlined in Algorithm 1 to incorporate the conditional input. To this end, we simply sample \( \{(H_i^{(0)})_{l=1}^m, \chi_{l=1}^m \sim \mathcal{P}_H \), and utilize \( \{\chi_{l=1}^m \in \{0,1\} \) as input to \( G \) for computing \( \hat{H}_v \) and as input to \( D \) for computing \( L(\theta_d) \). Despite \( \{\chi_{l=1}^m \in \{0,1\} \) being input to \( D \), the derivative \( \nabla_{H_v} L(\theta_d) \) remains only w.r.t \( \hat{H}_v \). Subsequently, we randomly sample \( m \) labels from \( \{0,1\} \) Bernoulli Ber(0.5) distribution and utilize these as the conditional input to both \( G \) and \( D \) for computing \( L(\theta_g) \).

C. Pilot GAN

A large dataset of clean channel realizations was required to train a WGAN in [23]. Such a dataset can only be generated offline via simulation tools such as the MATLAB 5G Toolbox or Wireless InSite\(^5\) and limits the applicability and adaptability of the trained generative models in practical deployments. Instead, we need to develop a framework to train GANs directly from noisy pilot measurements \( y \), as defined in (3). To this end, we will combine LS CE (refer Remark 2) and Ambient GAN [34] in order to train a GAN from full rank received pilot measurements and call this framework Pilot GAN. First we present a brief overview of Ambient GAN and the conditions under which it can provably recover the true underlying data distribution.

Ambient GAN: Ambient GAN [34] was designed with the objective of training a GAN given only lossy measurements of images from the distribution of interest. It was based on the following key idea: rather than distinguish a real image from a generated image as is traditionally done in a GAN, the Ambient GAN discriminator must distinguish a real measurement from a simulated measurement of a generated image, assuming the measurement process is known. They considered a wide variety of measurement processes, for example convolution with a kernel, additive noise, and projection on a random Gaussian vector, and demonstrated that Ambient GAN trained a generator that produced images with good visual quality in spite of the noisy measurement processes.

\(^4\)https://pytorch.org/docs/stable/generated/torch.nn.Embedding.html

\(^5\)https://www.remcom.com/wireless-insite-em-propagation-software/
The space of permissible measurement processes was determined by the following condition: there should be a unique data distribution $P_r$ consistent with the observed measurement distribution $P_y$. In other words, there must be an invertible mapping between $P_r$ and $P_y$ even though the map from an individual image to its measurement may not be invertible.

**Combining LS CE and Ambient GAN:** In Section II, we described how the rank of the measurement matrix $A$ is bounded by $N_s^2$, even if $N_p > N_s$. Hence, let us assume that $N_p = N_s$. In order to obtain a set of full rank measurements, we will consider $K = [N_s/N_p]$ consecutive transmissions each with a different $(F[i], S[i], W[i])$ triplet. Assuming the channel $H$ remains constant over $K$ consecutive transmissions, we can stack the $K$ received signals to write $y^{[1 : K]}$ as

$$
\begin{bmatrix}
S[1]^T F[1]^T \otimes W[1]^H \\
S[2]^T F[2]^T \otimes W[2]^H \\
\vdots \\
S[K]^T F[K]^T \otimes W[K]^H
\end{bmatrix}
+ H W_K
\begin{bmatrix}
[n[1]^T] \\
[n[2]^T] \\
\vdots \\
[n[K]^T]
\end{bmatrix}
\begin{bmatrix}
I_{N_p} \otimes W[1]^H \\
0 \\
\vdots \\
0
\end{bmatrix}
W_K
\begin{bmatrix}
0 \\
\vdots \\
0 \\
I_{N_p} \otimes W[K]^H
\end{bmatrix}
$$

(9)

By appropriately sampling the entries of $F[i], S[i]$ and $W[i]$ for all $i \in [K]$, we can ensure that the stacked measurement matrix $A[1 : K]$ has full rank $N_s N_p$. Hence, the beamspace LS channel estimate is given by

$$
H_{v,LS} = H_v + \xi,
$$

(10)

where $\xi$ is a zero-mean complex Gaussian random vector of covariance $\Sigma$ such that

$$
\Sigma^\frac{1}{2} = (A^T \otimes A_K^T)(A[1 : K])^\dagger \text{diag}(\{I_{N_p} \otimes W[i]^H\}_{i=1}^K),
$$

(11)

where $(A[1 : K])^\dagger$ denotes the pseudo-inverse of $A[1 : K]$. The pseudo-inverse provides for $K > N_s/N_p$, if $K = N_s/N_p$, this simply reduces to $(A[1 : K])^{-1}$. In Ambient GAN terms, $H_{v,LS}$ is the lossy measurement, while the measurement process is additive complex Gaussian noise with covariance $\Sigma$. Subsequently, training an Ambient GAN now simply involves adding noise of the same covariance $\Sigma$, as given by (11), to $G(z)$. Given that these are pilot transmissions, we can assume that the transmitter and receiver have agreed upon a set of $K$ $(F[i], S[i], W[i])$ triplets, that are known to both. Since $\Sigma = f((F[i], S[i], W[i])) \text{diag}(\{I_{N_p} \otimes W[i]^H\}_{i=1}^K)$, we can easily generate complex Gaussian noise of the desired covariance $\Sigma$ and add it to the output of the generator to generate fake beamspace LS channel estimates $G_{v,LS}$ as shown in Fig. 3. Having thus performed LS CE to obtain the dataset $\{H_{v,LS}^{(i)}\}$, and added correlated noise to the generator output to obtain $\{G_{v,LS}^{(i)}\}$, we can perform the same WGAN training procedure outlined in Algorithm 1 to train the Pilot GAN.

Throughout the exposition of Pilot GAN, we have assumed full-rank pilot measurements in order to perform LS CE. This can be attributed to the usage of Ambient GAN which requires there to be a unique distribution $P_{Hv}$ consistent with the observed pilot measurements $P_Y$. It can be easily shown that additive noise preserves distributional invertibility (refer [34, Sec. 10.3]). However, if we were to multiply $H_v$ by a compressive measurement matrix $A$, we cannot express $P_Y$ as a unique function of $P_{H_v}$, even in the noiseless setting (refer Appendix A). Hence, we have utilized full-rank pilot measurements for training Pilot GAN, even though it is important to note that during inference the generative model uses compressive measurements for channel estimation.

**Federated Pilot GAN:** In a setting where $U > 1$ UEs are connected to a single BS, we can easily extend the Pilot GAN training to a federated implementation by utilizing the following insight – only the critic training requires the $\{H_{v,LS}^{(i)}\}$ dataset, the generator training on the other hand does not [41]. Hence we can train the generator $G$ at the BS in a centralized fashion, while the critic training is carried out locally at the UEs and its gradient updates are averaged at the BS. The training procedure for Federated Pilot GAN is presented in Algorithm 4. In summary, we assume that each UE $u$ periodically accumulates a small dataset of $D$ beamspace LS channel estimates and uses that to train its critic $D_u$. After each UE has performed $n_u$ critic training iterations, it transmits the critic weights $\theta_{d,u}$ to the BS where they are averaged to obtain $\theta_d$ and used to train $G$, following which both $\theta_d$ and $\theta_D$ are broadcast to all UEs. Since $G$ is typically significantly more complex than $D$ (refer Table III), this ensures that the bulk of the training is carried out at the BS.

It should be noted that we assume error free transmission of the federated updates in both the uplink and downlink, which can be achieved by utilizing sub-6 GHz channels for these transmissions as is commonly done in Carrier Aggregation in 5G systems, i.e., utilizing a lower bandwidth channel at a lower $f_c$ along with mmWave.

**Remark 2:** Unlike channel estimation, generative model training is not a latency sensitive operation. Consequently, waiting $K$ transmissions to obtain a LS channel estimate to train Pilot GAN should not be misinterpreted as implying that LS channel estimation can be used to benchmark the performance of GCE.

**Remark 3:** If we were to transmit the training data to the BS and perform the entire GAN training at the BS, each UE would transmit $D$ channel realizations, amounting to $2DN_sN_r$ full-resolution numbers. On the other hand, using FedPilotGAN,
Algorithm 4: Federated Pilot GAN With $U$ UEs

for number of rounds do
    UE $u$ accumulates $D$ beamspace LS channel estimates $\{\mathbf{H}^{(i)}_{u,L,S} \}_{i=1}^{D}$ ∀ $u \in [U]$
    for $l$ training iterations do
        BS broadcasts $\theta_{d}$ and $\theta_{d}$ to all UEs
        for $u = 1:U$ do
            $\theta_{d,u} = \theta_{d}$
            for $n_{u}$ iterations do
                Sample minibatch $\mathbf{B}_{u}$ of size $m/U$ from $\{\mathbf{H}^{(i)}_{u,L,S} \}_{i=1}^{D}$, latent variables $\{\mathbf{z}^{(i)}_{u} \}_{i=1}^{m} \sim \mathbb{P}_{z}$ and random numbers $\{\mathbf{e}^{(i)}_{u} \}_{i=1}^{m} \sim U[0, 1]$
                $\mathbf{G}_{v,L,S} = \mathbf{G}(\mathbf{z}, \gamma) + \mathcal{CN}(0, \Sigma)$, with $\Sigma$ given by (11).
                $\mathbf{B}_{u} = \mathbf{e}_{u} \mathbf{B}_{u} + (1 - \mathbf{e}) \mathbf{G}_{v,L,S}$.
                $\theta_{d,u} = \text{Update}_{D}(\mathbf{G}_{v,L,S}, \mathbf{B}_{u}, \hat{\mathbf{B}}_{u}, \mathbf{G}_{v,L,S})$.
                $\mathbf{G}_{v,L,S} = \mathbf{G}(\mathbf{z}, \gamma, \beta; \theta_{d,u})$
            end
            UE $u$ sends $\theta_{d,u}$ in uplink to BS
            $\theta_{d} = (1/U) \sum_{u=1}^{U} \theta_{d,u}$
            Sample minibatch of $m$ latent variables $\{\mathbf{z}^{(i)} \}_{i=1}^{m} \sim \mathbb{P}_{z}$
            $\mathbf{G}_{v,L,S} = \mathbf{G}(\mathbf{z}, \theta_{d}) + \mathcal{CN}(0, \Sigma)$, with $\Sigma$ given by (11).
            $\theta_{d} = \text{Update}_{G}(\mathbf{G}_{v,L,S}, m, \gamma; \theta_{d})$
        end
    end
end

each UE would transmit the weights of $D$ $l$ times every round, amounting to $|D|/l$ full-resolution numbers, where $|D|$ denotes the number of trainable weights in $D$. By appropriately choosing $D$ and $l$, FedPilotGAN can be demonstrated to reduce the uplink communication overhead. Moreover, the communication overhead can be further reduced by the quantization and pruning of neural networks [42], [43].

D. Pilot Conditional GAN With LOS Predictor

Having presented a framework for training a generative model from pilot measurements, the sensible next step would be to combine the CWGAN framework presented in Section IV-B with the Pilot GAN framework of Section IV-C to train a generative model from pilot measurements of all LOS and NLOS channels. However, prior to doing that, we will present a simple supervised learning-based technique to determine the LOS/NLOS label $\chi$ from the received full-rank pilot measurements $\mathbf{y}[1 : K]$.

1) LOS Predictor: Since we assume full-rank pilot measurements, the beamspace LS channel estimates $\mathbf{H}_{v,L,S}$ are noisy versions of $\mathbf{H}_{v}$. Given that we expect to distinguish between LOS and NLOS channel realizations by looking at the number and magnitude of non-zero entries in the beamspace representation $\mathbf{H}_{v}$, we simply train a NN $\mathcal{L}_{c}(:; \theta_{L})$ in a supervised fashion to take as input $\mathbf{H}_{v,L,S}$ and output $\mathbb{P}(\mathbf{H}_{v,L,S} \in \text{LOS})$. Given LOS ground truth labels, such a NN can be trained using the binary cross entropy (BCE) loss$^{6}$ and the condition $\chi$ is given by

$$\chi = \frac{1}{2} (1 + \text{sgn}(2\mathcal{L}(\mathbf{H}_{v,L,S}; \theta_{L}) - 1)).$$

It may appear that the supervised training of an LOS Predictor is at odds with the overarching goal of this paper to design an OTA training procedure. However, the minimal loss in accuracy of the LOS predictor during inference, when trained on only a subset of the CDL channel models as demonstrated in Section VI-D, will reinforce the practicality of the proposed approach.

As explained in Section IV-C, we require full rank pilot measurements to perform LS CE. While such pilot measurements would be available during Pilot GAN training, the measurements received while performing GCE would be compressive. However, the requirement of an LOS predictor during GCE can be easily circumvented by modifying the optimization in (5) to

$$\mathbf{z}^{*} = \min_{\chi \in [0, 1]} \arg \min_{\mathbf{z} \in \mathbb{R}^{d}} \| \mathbf{y} - \mathbf{A}_{\chi} \mathbf{G}^{*}(\mathbf{z}, \chi) \|_{2}^{2} + \lambda_{\text{reg}} \| \mathbf{z} \|_{2}^{2}.$$ 

Note that since $\chi \in [0, 1]$, it only increases the complexity by a constant factor of 2.

2) Pilot Conditional GAN: Having designed a LOS predictor, we now present a unified algorithm to train a generative model from noisy full-rank pilot measurements that is applicable across all MIMO channel models – PCGAN. The technique is summarized in Algorithm 5.

It is worth emphasising the completely unsupervised and OTA nature of this GAN implementation (aside from the usage of the LOS Predictor). Having received pilot measurements $\mathbf{y}[1 : K]$, we first compute the beamspace LS channel estimate $\hat{\mathbf{H}}_{v,L,S}$. These channel estimates are used to train a conditional Wasserstein GAN. Subsequently, for CE, we will extract the conditional generator $\mathbf{G}$ and compute the beamspace channel estimate $\hat{\mathbf{G}}(\mathbf{z}^{*})$ from compressive pilot measurements $\mathbf{y}$ by solving (13). Hence we have utilized pilot measurements to train a channel estimator as well as perform channel estimation.

V. SIMULATION DETAILS

A. Data Generation & Pre-Processing

MIMO channel realizations have been generated using the MATLAB 5G Toolbox. Specifically, in accordance with 3GPP TR 38.901 [44], we have generated training and test datasets consisting of an equal number of realizations of all categories of CDL channels, i.e., CDL-A, B, C (which are NLOS) and CDL-D, E (which are LOS). The channel simulation parameters are summarized in Table I. Since we assume a narrowband block fading model in this paper, we simply extract the $(N_{r}, N_{t})$ matrix corresponding to the first subcarrier and first OFDM symbol from the $(14, 12, N_{r}, N_{t})$ channel realizations generated by MATLAB. The aforementioned channel realizations will be used to generate LS channel estimates, as defined in (10), which in turn will be used to populate the datasets employed for simulating the OTA training procedures of Algorithms 4 and 5.

$^{6}$https://pytorch.org/docs/stable/generated/torch.nn.BCELoss.html
Algorithm 5: Pilot Conditional GAN With LOS Predictor

\[ \mathcal{L}(\cdot; \theta_L) \]

for number of training iterations do

for \( n_k \) iterations do

Sample minibatch of \( m \) beamspace LS channel estimates \( \{\mathbf{H}^{(i)}_{\chi,LS}\}_{i=1}^{m} \), latent variables \( \{z^{(i)}\}_{i=1}^{m} \sim \mathbb{P}_z \), and random numbers \( \{\epsilon^{(i)}\}_{i=1}^{m} \sim U[0, 1] \).

Compute \( \{\chi^{(i)}\}_{i=1}^{m} \) using (12).

\( \mathbf{G}_{v,LS} = \mathbf{G}(z, \chi) + \mathcal{C}\mathcal{N}(0, \Sigma) \), with \( \Sigma \) given by (11).

\[ \hat{\mathbf{H}}_{v,LS} = \mathbf{e}[\mathbf{H}_{v,LS} + (1 - \mathbf{e})\mathbf{G}_{v,LS}] \]

\[ \mathbf{d} = \text{Update}_G([\mathbf{G}_{v,LS}, \mathbf{H}_{v,LS}, \chi], [\mathbf{H}_{v,LS}, \chi], \mathbf{v}, \mathbf{m}, \mathbf{r}, \mathbf{v}, \mathbf{t}, \mathbf{\beta}; \theta_G) \]

Sample minibatch of \( m \) latent variables \( \{\chi^{(i)}\}_{i=1}^{m} \sim \mathbb{P}_\chi \) and conditions \( \{\chi^{(i)}\}_{i=1}^{m} \sim \text{Ber}(0.5) \).

\( \mathbf{G}_{v,LS} = \mathbf{G}(z, \chi; \theta_G) + \mathcal{C}\mathcal{N}(0, \Sigma) \), with \( \Sigma \) given by (11).

\[ \theta_G = \text{Update}_G([\mathbf{G}_{v,LS}, \chi], m, \mathbf{r}; \theta_G) \]

We will compute a single \( \mu[i, j] \) and \( \sigma[i, j] \) for each \((i, j) \in [N_t] \times [N_r] \) over the entire training dataset of each experiment. Such statistics can be computed from the dataset of beamspace LS channel estimates \( \{\mathbf{H}^{(i)}_{\chi,LS}\} \) in an OTA training procedure. In lieu of (14), the operations \( \mathbf{G}(\cdot) \) and \( D(\cdot, \chi) \) will implicitly be used to denote \( \mathbf{SN}^{-1}(\mathbf{G}(\cdot)) \) and \( \mathbf{D}(\mathbf{SN}^{-1}(\cdot), \chi) \) respectively throughout the paper without exception. Here SN denotes the operation of stacking the real and imaginary part followed by normalization using \( \{\mu[i, j], \sigma[i, j]\}_{i,j} \) and \( \mathbf{SN}^{-1} \) corresponds to unnormalization followed by unstacking to generate a complex-valued output.

### B. Neural Network Architectures & Training

**Hyperparameters**

The basic neural network architectures of the generator \( \mathbf{G} \), critic \( \mathbf{D} \) and LOS Predictor \( \mathcal{L} \) have been detailed in Table II. All layers and their corresponding parameters are described in notation standard to PyTorch [45] and the notation has been explained in Appendix D. Since the critic and the LOS Predictor have similar architectures, we have merged their representations and used the indicator \( L \) to indicate layers that are only in the LOS Predictor and not the critic. In particular, the critic in a WGAN-GP implementation cannot have batch normalization since it invalidates the gradient penalty computation during critic training (refer [33, Sec. 4.4]). All BatchNorm2D layers have momentum = 0.8 [38] and Conv2D layers have bias = False. We utilize \( d = 65 \) for \( z \in \mathbb{R}^d \) (refer Appendix B for an empirical justification).

In order to extend the generator and critic architectures to the conditional setting, we employ an Embedding(2, 10) layer in both. This layer learns a 10-dimensional embedding for \( \chi = 0 \) and \( \chi = 1 \). Subsequently, \( \mathbf{G} \) passes this embedding through Linear(10, \( N_tN_r/16 \)) and Reshape(1, \( N_t/4 \), \( N_r/4 \)) before concatenating it to Linear(\( z \)) of size \( (127, N_t/4, N_r/4) \) as shown in Fig. 2. Similarly, \( \mathbf{D} \) passes the embedding through Linear(10, \( N_tN_r \)) and Reshape(1, \( N_t \), \( N_r \)) before concatenating it to the input of size \( (2, N_t, N_r) \). Table III contains the total number of parameters in \( \mathbf{G} \) and \( \mathbf{D} \) in both the conditional and unconditional setting, along with the LOS Predictor \( \mathcal{L} \).

In Algorithm 1, 4 and 5, we set \( n_k = 5 \), \( \beta = 10 \), \( \tau = 0.01 \) and \( \gamma = 0.00005 \) [33, 38]. We utilize a minibatch size of \( m = 200 \) in all GAN training. For performing GCE, we utilize an Adam [46] optimizer with a step size \( \eta = 0.1 \), \( \lambda_{\text{reg}} = 0.001 \) and iteration count 100. We also determined empirically that resetting the RMSProp optimizer for the critic at every training iteration improved the performance of Algorithm 1 (refer Appendix C).

### C. Compressed Sensing (CS) Baselines

We compare the performance of GCE with a few standard CS baselines. It should be noted that the objective of this paper is to design an OTA GAN training procedure for CE, while using GCE to perform channel estimation. As described in Section I-B, there have been recent works in the deep generative domain [26], [27] that have the potential to further
improve the performance and robustness of CE using generative networks. Analyzing the performance and viability of such methods for mmWave MIMO CE is left for future work.

i) Orthogonal Matching Pursuit (OMP): As described in [11], OMP minimizes $\|Hv\|_0$ subject to $\|y - A_{sp}Hv\|_2 \leq \sigma$. To prevent overfitting to the noise, OMP must be stopped when the energy in the residual is less than $\sigma^2$.

ii) EM-GM-AMP: We utilize the Approximate Message Passing algorithm EM-GM-AMP [13], which accepts as input $y$ and $A_{sp}$, and recovers the channel estimate $Hv$.

Note that unlike the CS baselines, whose number of iterations depend on the SNR level, GCE is run for a constant number of iterations at all SNR without its performance being impacted. Moreover, in our prior work [23], we had included an additional baseline – Lasso. Lasso minimizes $\|Hv\|_1$ – an $\ell_1$ convex relaxation of $\|Hv\|_0$. However, Lasso was found to outperform OMP for small values of $N_p/N_t$, while not outperforming EM-GM-AMP. More importantly, Lasso was 2 orders of magnitude slower than GCE and OMP, which rendered it not useful for channel estimation. Hence we have omitted Lasso from the baselines in this paper.

VI. RESULTS & DISCUSSION

In this section, we will present and analyze the results for each GAN architecture presented in Section IV in sequence, before concluding with results from PCGAN. The performance metric used to assess the quality of the channel estimate will be the NMSE as defined in (6). We will primarily be presenting two figures/tables for each architecture: GCE-based NMSE as a function of i) GAN training iterations at a fixed SNR and ii) SNR for a given generative model. All figures that plot NMSE vs training iterations have been evaluated at an SNR of 15 dB and we will utilize $N_s = 16$, $N_p = 25$, $N_{\text{bit},t} = 6$ and $N_{\text{bit},r} = 2$, unless otherwise stated. For a detailed computational complexity analysis of GCE and its computational benefit over OMP, Lasso and EM-GM-AMP, please refer to [23].

A. WGAN-GP

We design a separate generator for each of the five CDL channel models by training a WGAN-GP ($\lambda_{GP} = 1$) using Algorithm 1 for 60000 training iterations. The smoothed\(^9\) plot of NMSE vs training iterations is shown in Fig. 4(a). We have also highlighted the gain of using WGAN-GP over WGAN in Fig. 4(b). Using Fig. 4(a), we extract the trained generator with the lowest NMSE for each channel model (refer Remark 4) and plot NMSE vs SNR in Fig. 5. Furthermore, in Table IV, we have compared the GCE based NMSE with the baselines outlined in Section V-C at three distinct SNR $\{ -5, 0, 10 \}$ dB\(^10\).

We observe that across CDL channel models, the performance of GCE is consistently $B < C < A < E < D$. This is in agreement with the decreasing number of rays/clusters and the increasing magnitude of the LOS component in $Hv$ as we go from left to right (refer Table 7.7.1 of [44] for the precise channel profiles). Moreover, GCE consistently outperforms OMP, while also outperforming EM-GM-AMP for all CDL models excluding CDL-B, for which the performance of GCE and EM-GM-AMP are approximately similar. It should be noted that the NMSEs of the baselines do not scale well with SNR, owing to the grid quantization

\(^9\)Figures have occasionally been smoothed using a Hanning window of size 6 to improve readability, as and where mentioned.

\(^10\)SNR $= -5$ dB is a commonly utilized minimum SNR threshold for initial access [47].
error [11] as well as the inadequate number of pilot measurements. GCE also significantly outperforms both baselines at all SNR for LOS channels – CDL-D and CDL-E.

Remark 4: All WGAN models designed in Section IV are trained to directly minimize $L(\theta_d)$ and maximize $-L(\theta_g)$, not to minimize NMSE. While [38] has noted that the learning curves of a WGAN are empirically seen to correlate well with observed sample quality, this does not imply that the NMSE will decrease smoothly with training iterations as will be evident in most NMSE vs training iteration plots in this paper. NMSE convergence smoothness will be further degraded when we use noisy data in Pilot GAN and PCGAN in Sections VI-C and VI-D respectively.

Impact of mutual coherence of the sensing matrix $\mu(A)$: Consider the standard CS problem – determine $x$ given $y = Ax + n$ with $A \in \mathbb{R}^{m \times n}$ and $m < n$. Suppose $A = [a_1, \ldots, a_n]$, then the mutual coherence of $A$ is given by

$$\mu(A) = \max_{i,j;i\neq j} \frac{|a_i^H a_j|}{||a_i||_2 ||a_j||_2}.$$

Compressed sensing using generative models [5], [48] typically employs measurement matrices $A$ whose entries are i.i.d. and chosen from simple random distributions such as Gaussian or sub-Gaussian. Consequently, it is highly likely that $A$ is a full-rank matrix with low cross correlation among its columns. In other words, $\text{rank}(A) = m$ with high probability, and the mutual coherence $\mu(A)$ will be low. For a given $\mu(A)$, if $x$ satisfies $||x||_0 < \frac{1}{(\frac{1}{\mu(A)} + 1)}$, then there exists a unique $x$ with the given $L_0$ norm that satisfies $y = Ax$ [17]. Hence low mutual coherence decreases the reconstruction error of $x$. 

![Diagram](image-url)
Owing to the low $\mu(A)$, we believe that [5] fails to truly convey the advantage of using generative models for compressed sensing over other traditional CS baselines for CE.

In Section III, we defined the measurement matrix as $A_{sp} = (A^H H F S) T \otimes W^H A_R$, with rank($A_{sp}$) $\leq N_s^2$. By varying $N_s$ from 1 to 16 for $N_p = 16$ and $N_p = 25$, we observe that $\mu(A_{sp}) \geq 0.75$ in Fig. 6(a). This implies that a unique $H_v$ can be recovered by OMP only if $||H_v||_0 < 2$. This is consistent with our observations in Table IV, where OMP performs quite poorly. Meanwhile, GCE significantly outperforms OMP, showing that the rich generative prior compensates for the high mutual coherence of $A_{sp}$. Thus, GCE eliminates the need for careful tuning of the entries of $A_{sp}$ to minimize $\mu(A_{sp})$ as is done in [11].

However, the performance of GCE also improves if we improve the mutual coherence. In Fig. 6(b), we can observe that for the same rank at $N_s = 16$, when the value of $\mu(A_{sp})$ is higher for $N_p = 16$ than $N_p = 25$, GCE does attain a lower NMSE with $N_p = 25$.

B. CWGAN

We now design a single conditional generative model by training a CWGAN ($1_{GP} = 0$) as outlined in Section IV-B for 100,000 training iterations. For CWGAN, we assume that the LOS/NLOS ground truth label $\chi$ is known while performing GCE. The smoothed plot of NMSE vs training iterations is shown in Fig. 7(a), and the plot of NMSE vs SNR for the best generative model (determined using Fig. 7(a)) is shown in Fig. 7(b). The degradation in average NMSE compared to the individually trained WGAN-GP models increases from 0.5 dB at $-5$ dB SNR to 1.7 dB at 0 dB SNR to 2.6 dB at 10 dB SNR. However, GCE using CWGAN continues to outperform OMP at all the aforementioned SNR for CDL A-E, and even outperforms EM-GM-AMP for CDL-A, D and E, with the gain being largest for LOS channel models ($\sim 6$ dB) and $\sim 0.7$ dB for CDL-A.

The reduction in gain on switching to a conditional model can be attributed to the simple binary condition being utilized. For instance, CDL-A and CDL-B are both NLOS channel models, but have significantly different beamspace representations. We are actively investigating the possibility of introducing a learnable condition into the GAN framework such that the condition more accurately reflects the estimated degree of approximate sparsity in $H_v$.

C. Pilot GAN

We consider two cases, $U = 1$ and $U = 4$, where $U$ is the number of UEs associated with a BS, and utilize full-rank pilot measurements, i.e., of rank $N_t N_r$ for training in both cases with $1_{GP} = 1$.

1) $U = 1$: We train Pilot GAN as outlined in Section IV-C for 60,000 training iterations. We investigate the noise tolerance of Pilot GAN by training a generative model for CDL-A.
at $\text{SNR} = \{10, 20, 30, 40\}$ dB. The SNR value will determine the variance $\sigma^2$ of each term in $\mathbf{n}[1 : K]$ in (9) during training. The smoothed plot of NMSE vs training iterations is shown in Fig. 8(a), and the plot of NMSE vs SNR in Fig. 8(b). From Fig. 8(a), we can see that the NMSE at a training SNR of 40 dB is roughly similar to the noiseless case, while the NMSE convergence at a training SNR of $\leq 20$ dB is significantly degraded. However, the NMSE improves at SNR $\leq -10$ dB over WGAN-GP for all training SNR, where WGAN-GP in Fig. 8(b) denotes training on clean channel realizations. This could be a possible advantage of training with noisy data.

While this might seem a high SNR threshold to meet, two points can be noted: i) Training a single generative model for a larger class of CDL channels could potentially reduce the SNR induced degradation, as we will see in Section IV-D and ii) Practical wireless deployments [49] use precoders and combiners attuned to channel realizations from a few time-slots ago, which yields significantly better link SNR than random precoders and combiners.

2) $U = 4$: We train Federated Pilot GAN as outlined in Algorithm 4 for 600 rounds on CDL-A, with $D = 500$ and $m = 200$. Instead of fixing the link SNR, we perform a network level simulation using the parameters outlined in Table V. We fix the large scale path loss for the duration of the simulation, and assume it is known at the UE. We investigate the impact of two factors on the NMSE convergence vs rounds – i) noise in LS channel estimate and ii) BS-UE communication frequency. To analyze i), we consider perfect channel estimates, i.e., $H_{v,LS} = H_v$ for training the GAN, and refer to this as “FedGAN”, while the GAN trained on LS channel estimates generated using the parameters in Table V is referred to as “FedPilotGAN”. In order to study ii), we change the number of critic updates ($n_d$ in Algorithm 4) while keeping the total number of training iterations equal to the centralized Pilot GAN implementation. We consider $n_d = 5$ and $n_d = 20$ which in turn implies $l = 100$ and $l = 25$ respectively. Note that $n_d = 20$ also involves performing 4 generative updates per training iteration instead of 1, to have a fair comparison.

The smoothed plot of NMSE vs rounds is shown in Fig. 9. From the performance of “FedGAN” with $n_d = 5$, as contrated with CDL-A in Fig. 4(a), we can ascertain that simply moving to a federated implementation did not have any detrimental impact on the NMSE achieved. However, noise in the LS channel estimates worsens the NMSE by $\sim 2$ dB. Furthermore, lowering the BS-UE communication frequency by a factor of 4 worsens the NMSE by $\sim 0.8$ dB. Such a trade-off between performance and BS-UE communication frequency as well as between performance and noise in the training data are to be expected in a federated setting [50].

Applications of Federated Pilot GAN: The applicability of FedPilotGAN is not restricted to building a generative channel estimator in an OTA fashion as is the focus in this paper. Here we describe a federated design of a (clean) data generator from noisy data realizations. Consider a BS (server) that
The NMSE on the LOS channel models degrades by $\sim 2$ dB for training SNR 30 dB and $\sim 3.5$ dB for training SNR 20 dB compared to CWGAN. Meanwhile, the NMSE on the NLOS channel models CDL-B and CDL-C is practically unaffected compared to CWGAN, and more interestingly, a better model has been learnt at the lower 20 dB training SNR for CDL-B. PCGAN based GCE continues to outperform OMP for both training SNR, while outperforming EM-GM-AMP for the LOS channel models and being similar for CDL-A.

E. Complexity Analysis

In our prior work [23], we analyzed the computational complexity of GCE and contrasted it with OMP and EM-GM-AMP. Note that the complexity of both a forward and backward pass through a CNN are $O(N_lN_r)$ – backward propagation takes roughly twice the time of forward propagation for a CNN [53] and the complexity of a forward pass through $G$ or $D$ is $O(N_lN_r)$ [23]. Given that each NN based operation in Algorithm 5 can be expressed as either a forward or backward pass through a CNN, and the remaining are matrix additions, the big-$O$ complexity of one iteration of PCGAN, given the dataset $\{H_{n,LS}\}$, is $O(N_lN_r)$. However, such an analysis has its limitations – i) it does not account for the batch size $m$, which is practically constrained by the parallel compute capacity of a GPU and ii) the big-$O$ complexity simply upper bounds a forward pass by $O(N_lN_r)$, while the actual complexity may be significantly lower.

VII. Conclusion & Future Directions

In this paper, we have presented a novel OTA formulation for training a GAN to learn the MIMO channel distribution for a range of LOS and NLOS channel models in accordance with the 3GPP standard [44]. We designed a LOS Predictor to determine whether the received pilot measurements originated from a LOS or a NLOS channel, and used the conditional output as input to a generative model, while the critic in the GAN was trained to distinguish between real and generated LS channel estimates. Subsequently, we utilized the trained generative model to perform generative channel estimation in the beamspace domain from compressive pilot measurements. While the individually trained WGANs outperformed both CS baselines – OMP and EM-GM-AMP – PCGAN was able to outperform OMP while outperforming EM-GM-AMP on LOS channel models and achieving competitive results on NLOS channels.

As part of future work, channel estimation using generative networks could potentially be performed in the presence of transmit non-linearities as well using the robust median-of-means estimator designed in [48]. We could also improve the performance of GCE, and obtain a more accurate comparison with CS baselines, by using over-sampled DFT matrices to construct the sensing matrix. There are also several research directions one could pursue to improve the practicality and applicability of the GAN training framework designed in this paper. In order to remove the assumption of block fading, we would need to train recurrent GANs [54] that produce a sequence of temporally correlated channel realizations. As
explained in Section VI-B, the LOS predictor does not provide a sufficiently accurate indicator of the estimated degree of sparsity in the channel being reconstructed. Hence, we could instead train 3 GANs – for low, medium and high levels of beamspace sparsity – and then learn a classifier that will indicate which generative model to utilize [55]. Furthermore, we have not considered the degradation owing to quantization of the received signal, and incorporating CS based techniques for channel estimation from quantized pilot measurements [56] in combination with generative models [57] is an exciting future direction. Finally, one could look into combining GCE and GAN training to remove the requirement of full-rank pilot measurements for training Pilot GAN [58].

APPENDIX A

PROOF OF SECTION IV-C

Consider noiseless pilot measurements \( y = A_{sp} H_y \) such that \( N_p N_s < N_t N_r \). As explained in Section II, this implies that we cannot recover a unique \( H_y \) given only \( y \). Let us utilize the LQ decomposition of \( A_{sp} \) to represent it as \( A_{sp} = (L 0)Q \) where \( L \) is a \( N_p N_s \times N_p N_s \) lower triangular matrix and \( Q \) is an \( N_t N_r \times N_t N_r \) unitary matrix. Hence we have

\[
y = (L 0)QH_y = (L 0) \begin{bmatrix} h_{Q,1} \\ h_{Q,2} \end{bmatrix}.
\]

(15)

where \( h_{Q,1} \) contains the first \( N_p N_s \) entries of \( QH_y \) and \( h_{Q,2} \) contains the remaining. Denote \( H_{Q,1} = QH_y \). Since \( Q \) is invertible, there is a one-to-one mapping between the \( p_{H_{Q,1}}(\cdot) \) and \( p_{H} \). However, \( y \) is only a function of \( h_{Q,1} \). In fact, since \( L \) is lower triangular, we can compute \( h_{Q,1} \) from \( y \) by elementary row operations. Hence all pdfs of the form

\[
p_{H_{Q,1}}(\cdot) = \frac{p_{Y}(\cdot)}{\det(J_y(h_{Q,1}))} p_{H_{Q,2}}(\cdot),
\]

(16)

where \( J_y(h_{Q,1}) \) is the Jacobian of \( y \) evaluated at \( h_{Q,1} \), map to the same \( p_{H} \). Note that (16) may not even include the ground truth \( p_{H_{Q,1}}(\cdot) \) if \( p_{H_{Q,1}}(\cdot) \) is not a result of the same between \( p_{Y} \) and \( p_{H} \), proving Ambient GAN [34] and by extension – Pilot GAN – cannot be trained with compressive measurements.

APPENDIX B

OPTIMAL VALUE OF \( d \) FOR \( z \in \mathbb{R}^d \)

Given that 3GPP TR 38.901 [44] defines CDL-B to have the largest number of rays/clusters among all CDL models with only a weak LOS component, and consequently has the highest NMSE, we determine the optimal value of \( d \) by training a WGAN-GP on CDL-B. The smoothed plot of NMSE vs training iterations is shown in Fig. 12 for varying values of \( d \). The NMSE decreases going from \( d = 55 \) to \( d = 65 \), but increases on going to \( d = 75 \). Hence we have chosen \( d = 65 \) as the optimal latent dimension.

A. Effect of Resetting Critic Optimizer

Training instability in GANs can also be attributed to early critic convergence, which reduces the incentive for
TABLE VI
DESCRIPTION OF PYTORCH LAYERS

| Layer            | Description                                                                                                                                 |
|------------------|---------------------------------------------------------------------------------------------------------------------------------------------|
| Linear$(a, b)$   | Linearly transforms incoming data of length $a$ to output data of length $b$.                                                               |
| Conv2D$(a, b, (c, d), \text{stride}= e)$ | Applies a 2D convolution over an input signal consisting of $a$ channels using a 2D kernel of size $c \times d$ and a stride of size $e$ to transform it to an output signal consisting of $b$ channels. |
| Upsample$(a)$    | Upsamples width and height by a factor of $a$.                                                                                               |
| Dropout$(a)$     | Randomly zeroes some of the input elements with probability $a$.                                                                             |
| BatchNorm2D$(a)$| Applies Batch Normalization over a 4D input having $a$ channels as described in [59].                                                          |
| ZeroPad2D$(a, b, c, d)$ | Pads the input tensor boundaries with zeros. Adds $a$ and $b$ zero columns to the left and right, and $c$ and $d$ zero rows in the top and bottom. |

Fig. 12. NMSE vs Training Iterations for WGAN trained on CDL-B as a function of $d$.

Fig. 13. NMSE Training Iterations for WGAN trained on CDL-A to observe impact of resetting critic optimizer (RO).

B. Layer Notation

Each layer utilized in the generator and discriminator architectures presented in Section V-B has been described in detail in Table VI.
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