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Abstract
1. Publication bias threatens the validity of quantitative evidence from meta-analyses as it results in some findings being overrepresented in meta-analytic datasets because they are published more frequently or sooner (e.g. 'positive' results). Unfortunately, methods to test for the presence of publication bias, or assess its impact on meta-analytic results, are unsuitable for datasets with high heterogeneity and non-independence, as is common in ecology and evolutionary biology.
2. We first review both classic and emerging publication bias tests (e.g. funnel plots, Egger's regression, cumulative meta-analysis, fail-safe N, trim-and-fill tests, p-curve and selection models), showing that some tests cannot handle heterogeneity, and, more importantly, none of the methods can deal with non-independence. For each method, we estimate current usage in ecology and evolutionary biology, based on a representative sample of 102 meta-analyses published in the last 10 years.
3. Then, we propose a new method using multilevel meta-regression, which can model both heterogeneity and non-independence, by extending existing regression-based methods (i.e. Egger’s regression). We describe how our multilevel meta-regression can test not only publication bias, but also time-lag bias, and how it can be supplemented by residual funnel plots.
4. Overall, we provide ecologists and evolutionary biologists with practical recommendations on which methods are appropriate to employ given independent and non-independent effect sizes. No method is ideal, and more simulation studies are required to understand how Type 1 and Type 2 error rates are impacted by complex data structures. Still, the limitations of these methods do not justify ignoring publication bias in ecological and evolutionary meta-analyses.
1 | INTRODUCTION

Evidence from meta-analyses often drives future research, and sometimes leads to changes in policy and practice (Gurevitch et al., 2018; Nakagawa et al., 2017). Therefore, it is essential for meta-analytic evidence to minimize bias. However, the validity of meta-analytic results can be compromised by publication bias (Marks-Anglin et al., 2021). Publication bias occurs when a subset of research findings, such as statistically non-significant results, are less likely to be published (e.g. the file drawer problem; Rosenthal, 1979).

In a wider sense, publication bias could encompass many different types of bias relating to dissemination of evidence (see Jennions et al., 2013; Marks-Anglin et al., 2021; Moller & Jennions, 2001). In this article, the following two types are most relevant: (a) outcome reporting bias, where selective reporting occurs within published studies (Marks-Anglin & Chen, 2020a, 2020b) and (b) time-lag bias, where positive results are published earlier than negative results (Koricheva et al., 2013; Koricheva & Kulinskaya, 2019; Trkalinos & Ioannidis, 2005). Regardless of underlying causes of publication bias, if published findings are unrepresentative of all available evidence, meta-analytic results can be distorted.

Numerous methods have been developed to test for publication bias. These tests can be broadly categorized into two types: those that detect publication bias, and those that also assess the impact of publication bias on the results of the meta-analysis (Sutton, 2009). Both of these types of tests have been routinely used in meta-analyses in the medical and social sciences (Rothstein et al., 2005). However, in a survey of 100 meta-analyses in ecology and evolution, only 49% tested for publication bias, with just 22% conducting both types of tests (Nakagawa & Santos, 2012). In another survey, only 31% of 322 ecological meta-analyses reported at least one test of publication bias (Koricheva & Gurevitch, 2014). Low uptake might reflect that many currently available tests for publication bias are unsuitable for ecological and evolutionary meta-analyses (Nakagawa & Santos, 2012), although the main cause probably is lack of widespread awareness of the importance of publication bias tests in meta-analysis in ecology and evolution (Koricheva & Gurevitch, 2014).

Two features common to meta-analytic datasets in ecology and evolution pose problems for publication bias tests: high levels of heterogeneity and non-independence. Importantly, many currently available tests for publication bias fail when there are high levels of heterogeneity (e.g. Macaskill et al., 2001; Moreno et al., 2009; Sterne et al., 2001). Furthermore, Nakagawa and Santos (2012) noted that, at the time, there were no statistical methods to test for publication bias that could explicitly account for non-independent effect sizes. Highly heterogeneous data are common in ecology and evolutionary biology, as research questions often span many types of ecosystems and species. Non-independence is pervasive because many studies produce multiple effect sizes and, if a meta-analytic dataset includes multiple species, then effect sizes might also be correlated due to phylogenetic relatedness (Noble et al., 2017). Therefore, for a publication bias test to be useful in ecology and evolution, it would need to adequately handle both heterogeneity and non-independence (cf. Fernandez-Castilla et al., 2021; Rodgers & Pustejovsky, 2021).

Our aim for this article is twofold. First, we review classic and emerging methods for detecting and adjusting for publication bias, and assess their usage by conducting a new survey of 102 meta-analyses in ecology and evolution. Second, we introduce a method that both detects and adjusts for publication bias while dealing with heterogeneity and non-independence among effect sizes. To make our article widely accessible, we start by revisiting key statistical concepts in meta-analysis such as effect sizes, sampling variance, weights and heterogeneity (readers who are familiar with these concepts can, therefore, skip the following section).

2 | KEY STATISTICAL CONCEPTS

2.1 | Common effect size statistics

Three types of standardized effect size statistics are most commonly used in meta-analyses in ecology and evolutionary biology (Koricheva & Gurevitch, 2014; Nakagawa & Santos, 2012). The first effect size statistic is the standard mean difference, SMD (Cohen’s d or Hedges’ g are well-known estimators of SMD), whose point estimate and sampling variance can be written as (Cohen, 1988; Hedges & Olkin, 1985):

$$SMD_i = \frac{\bar{X}_{2i} - \bar{X}_{1i}}{\sqrt{\frac{(n_1 - 1)SD_1^2 + (n_2 - 1)SD_2^2}{n_1 + n_2 - 2}}}$$

$$Var(SMD_i) = \frac{n_1 + n_2}{n_1n_2} + \frac{SMD_i^2}{2(n_1 + n_2)}.$$

where the $i$th effect size (SMD) and sampling variance (Var) are a function of the means ($\bar{X}$), standard deviations (SD of sample) and sample size ($n$) of the two groups (1 and 2); Equations 1 and 2 could be modified to add a small sample-size correction factor (see Borenstein et al., 2009). Second, the logarithm of response ratio, lnRR (Hedges et al., 1999; also known as the ratio of means, or RoM; Friedrich et al., 2008) can be written as:

$$lnRR_i = ln\left(\frac{\bar{X}_{2i}}{\bar{X}_{1i}}\right).$$
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where the notations are the same as above (see also Lajeunesse, 2015; Senior et al., 2020). Finally, Fisher’s transformation of the Pearson’s correlation coefficient, \( Z_r \) (unbounded and normally distributed), can be written as (Hedges & Olkin, 1985):

\[
Z_r = \frac{1}{2} \ln \left( \frac{1 + r}{1 - r} \right),
\]

(5)

\[
\text{Var}(Z_r) = \frac{1}{n_i - 3},
\]

(6)

where \( n_i \) is the \( i \)th sample size used to obtain the correlation coefficient, \( r_i \). Incidentally, the variance of the correlation coefficient is:

\[
\text{Var}(r_i) = \frac{1 - r_i^2}{n_i - 1},
\]

although a meta-analysis using \( r \), which is bounded at \(-1 \) and \(1 \), is generally not recommended (see a relevant point in Section 4.2).

These frequently used equations show that sampling variance is at the heart of meta-analysis. As one can see, sampling variance is always a function of sample size, indicating (un)certainty around the point estimate of each effect size (see equations above). It is important to note that sampling variance, (sampling) standard error, precision and weight are often used interchangeably in the meta-analytic literature to refer to (un)certainty of a point estimate (Figure 1). For example, a point estimate with high certainty has low ‘standard error’ and ‘variance’, but high ‘precision’ and ‘weight’.

### 2.2 | Heterogeneity

Ecologists and evolutionary biologists predominately use a ‘random-effects model’ meta-analysis rather than a ‘fixed-effect model’ (Koricheva & Gurevitch, 2014; Nakagawa & Santos, 2012). A fixed-effect model assumes that a common overall mean exists among the population of effect sizes (i.e. homogeneity). A random-effects model and its extensions, on the other hand, assume that each study has its own mean estimate (for an extension, see Section 4.1; Nakagawa & Santos, 2012). A random-effects model can be written as:

\[
\gamma_i = \beta_0 + s_i + m_i,
\]

(7)

\[
s_i \sim \mathcal{N}(0, \sigma_i^2), \quad m_i \sim \mathcal{N}(0, \nu_i),
\]

where \( \beta_0 \) is the overall estimate (or meta-analytic mean), \( s_i \) is the between-study (effect size) effect for the \( i \)th effect size, normally distributed with a mean of zero and a variance of \( \sigma_i^2 \) (which is more commonly referred to as \( \tau^2 \); note when \( \sigma_i^2 = 0 \), this model reduces to a fixed-effect model), and \( m_i \) is the sampling error for the \( i \)th effect size, distributed with the \( i \)th sampling variance \( \nu_i \); note that \( i = 1, 2, \ldots, N_{\text{effect}} \).

### 3 | PUBLICATION BIAS TESTS

The primary goal of this section is to provide a non-exhaustive but up-to-date overview of publication bias tests, both classic and emerging, especially for ecologists and evolutionary biologists (cf. Moller & Jennions, 2001; Jennions et al., 2013; for thorough technical reviews, see Rothstein et al., 2005; Vevea et al., 2019; Marks-Anglin & Chen, 2020a; Marks-Anglin et al., 2021). Therefore, we summarize different methods of testing for the presence of publication bias and assessing its impact on meta-analytic findings—describing which methods are suitable for datasets with high heterogeneity and non-independence. Our recent survey of publication bias tests used in 102 ecology and evolutionary meta-analyses indicates that many of these methods will be unfamiliar to ecologists and evolutionary
biologists; Figure 2 shows the results of the survey (for the details of survey procedure, see Appendix S1).

Following Sutton (2009; see also Vevea et al., 2019), we categorize publication bias tests into two types: (a) detecting publication bias (e.g. funnel plots, Egger’s regression; Section 3.1) and (b) assessing the impact of publication bias (e.g. Fail-safe N, trim-and-fill method and selection models; Section 3.2). Publication bias, including outcome reporting bias, creates patterns of missing data (known as ‘funnel asymmetry’; see the next section). Commonly, the magnitude of the overall effect is exaggerated because statistically non-significant effect sizes are less likely to be published, especially when they are based on small sample sizes. For time-lag bias, the magnitude of effect size and its statistical significance are related to publication year so that this bias requires different tests from publication and outcome reporting bias (see Section 3.1.3).

3.1 | Detecting publication bias

3.1.1 | Funnel plots

In the absence of publication bias and heterogeneity, plotting effect sizes against a measure of certainty (or uncertainty; see Figure 1) should produce a symmetrical funnel shape around the overall effect, referred to as a funnel plot. These graphs are the most popular method for detecting publication bias in ecological and evolutionary meta-analyses (Figure 2). Funnel plots are also the most preferred graphical tool to detect publication bias in the medical and social sciences (Marks-Anglin & Chen, 2020a; Sterne et al., 2005; Sutton, 2009; Vevea et al., 2019), even though many other graphical methods have been proposed such as weighted histograms and normal quantile plots of effect sizes (as in Figure 2; for other graphical methods, see Rothstein et al., 2005; Marks-Anglin & Chen, 2020a).

The original funnel plot used sample size as the measure of uncertainty (Light & Pillemer, 1984; Figure 3a). Yet, more recent recommendations are to use SE, precision, variance or the inverse of variance (Figure 1; Sterne et al., 2005; but for why sample size may often be preferred, see Section 4.3). For these four quantities, unlike for sample size, we can draw 95% confidence intervals (based on the y-axis; $1.96 \times SE$) that create a funnel, showing the degree of heterogeneity among effect sizes (if data are homogeneous, most dots will be inside the 95% confidence interval region, e.g. Figure 3b,c). This confidence region also makes it easier to see funnel asymmetry caused by the lack of statistically non-significant effect sizes with high uncertainties (see Figure 3b,c). In a similar vein, a contour-enhanced funnel plot shows different statistical significance regions (around 0) to help detect asymmetry (Peters et al., 2008; Figure 3c). Lastly, Kossmeier et al. (2020) have recently proposed a sunset funnel plot, a type of contour-enhanced plot, which adds visual indicators of statistical power (Figure 3d).

One of the limitations of funnel plots is that funnel asymmetry can be caused not just by publication bias (as in Figure 3b, missing large effect sizes of high uncertainties or unexpected missing data points can create such asymmetry; see also Terrin et al., 2005). For instance, heterogeneity among effect sizes can create asymmetries...
FIGURE 3  Examples of funnel plots and a radial plot using the same dataset ($N_{\text{effect size}} = N_{\text{study}} = 100$): (a) a funnel plot with sample size as a measure of uncertainty; (b) a funnel plot with precision ($1/\text{SE}$) as a measure of uncertainty, red dots representing 'expected' missing data under publication bias, and blue dots representing 'unexpected' missing data; (c) a counter enhanced funnel plot with SE as a measure of uncertainty; (d) a sunset plot showing statistical power of data using the overall effect estimate as a true effect (the black line indicates the overall effect); (e) a residual funnel plot from a meta-regression with one moderator; and (f) a radial plot showing the overall effect by its slope's steepness and heterogeneity with the degree of scattering of the data points (for more details, see the main text). We used the R packages *metafor* (panels a–c and e; Viechtbauer, 2010), *metaviz* (panel d; Kossmeier et al., 2020) and *meta* (panel f; Schwarzer et al., 2015) for visualizations.
of many kinds (Figure 3b). Incidentally, the other potential sources of asymmetry are data irregularities (e.g., mistakes, frauds, unique observations; cf. Nakagawa & Lagisz, 2016), artefacts and chance (Egger et al., 1997). Among these other sources, it is artefacts due to the intrinsic associations between many standardized effect size statistics and sampling variance (or SE) that are probably most important. Therefore, we expand on this later (see Section 4.3).

As mentioned above, high heterogeneity is common in ecological and evolutionary meta-analyses (Senior et al., 2016). Therefore, a standard funnel plot is unlikely to be informative about publication bias. To account for some of the heterogeneity, several researchers recommend plotting residuals from a meta-regression model (Figure 3c; e.g. Roberts & Stanley, 2005). In practice, however, no meta-regression model would explain all the heterogeneity. The remaining heterogeneity might still generate asymmetry in a residual funnel plot. The funnel plot should, therefore, be seen as a tool to explore small-study effects where effect sizes based on small sample sizes tend to be larger. Small-study effects may indicate publication bias, but not necessarily (Sterne et al., 2005, 2011). Although extensive work exists on funnel plots and heterogeneity, no systematic studies exist asking how funnel plots perform when effect sizes are correlated (but see Section 4.1).

Before moving to the next section where we introduce inferential tests of funnel asymmetry (or small-study effects), the radial plot proposed by Galbraith (1988) is worth mentioning, even though our survey found no use of these plots in ecological and evolutionary meta-analyses. The idea of a radial plot is similar to that of a funnel plot. The radial plot shows effect sizes divided by their SEs (essentially, z scores) on the y-axis and corresponding precisions on the x-axis. The plot, as in Figure 3f, has a slope with a zero intercept (solid line) and its 95% confidence interval based on lines drawn from ±1.96 values (dashed lines) with the steepness of the slope representing the overall mean. The radial plot is useful for visually detecting heterogeneity because data are completely homogenous when all the data are inside this rectangle (analogous to a funnel shape in funnel plots). These axes of the radial plot (but not those of the funnel plot) help us better understand the original inferential test for observed funnel asymmetry, the so-called Egger’s regression (Egger et al., 1997), which is our next topic.

3.1.2 | Regression- and correlation-based methods

Egger’s or Egger regression in its original form can be written as:

\[ z_i = \beta_0 + \beta_2 \text{prec}_i + e_i, \quad \text{Equation 8} \]

\[ e_i \sim \mathcal{N}(0, \sigma_e^2), \]

where \( z_i \) is the ith z score obtained from dividing an effect size by its SE (\( y_i/\text{se}_i \)). \( \beta_0 \) is the intercept, \( \beta_2 \) is the slope for the precision (\( \text{prec} \) or 1/\( \text{se} \)) and \( e \) is residuals, normally distributed with a variance of \( \sigma_e^2 \). When \( \beta_0 \) (not \( \beta_2 \)) is statistically significantly different from zero, then we statistically detected funnel asymmetry (Figure 4a); the more \( \beta_0 \) deviates from zero, the more severe the asymmetry.

Although Egger’s regression checks for asymmetry in a funnel plot, Equation 8 does not have effect sizes as a variable, while a funnel plot does (Figure 3). We intuitively like to draw a regression line (\( \beta_1 \) and \( \beta_2 \)) using Equation 8 in a funnel plot but this could be a confusing task as ones needs to put \( \beta_1 \) as the intercept and \( \beta_2 \) as the slope. However, it is possible to reformulate Egger’s regression (Equation 8) so that its intercept (\( \beta_0 \)) and its slope (\( \beta_2 \)) can directly be used in a funnel plot, using a weighted regression, as follows (Thompson & Sharp, 1999):

\[ y_i = \beta_0 + \beta_1 \text{se}_i + e_i, \quad \text{Equation 9} \]

\[ e_i \sim \mathcal{N}(0, \psi \phi), \]

where \( y_i \) is the ith effect size and \( e_i \) is the residuals, normally distributed with a variance of \( \psi \phi \), which is sampling variance (\( \psi \)) and the multiplicative parameter \( \phi \) estimated in the weighted regression (in a meta-regression, \( \phi \) is set to be 1, which assumes that \( y_i \) is the exact sampling variance; see the next equation and also cf. Equation 7). Notably, Equation 8’s \( \beta_0 \) is identical to Equation 9’s \( \beta_2 \) and also Equation 8’s \( \beta_1 \) is identical to Equation 9’s \( \beta_0 \) (we demonstrate this in Appendix S2). Therefore, we can now look at the statistical significance of the slope of \( \text{SE} \) (\( \text{se}_i \) in Equation 9), whose magnitude indicates the severity of asymmetry, and we are also able to put a regression line through a funnel plot (Figure 4b).

Given that Equation 9 is very similar to a meta-regression, later versions of Egger’s regression variants have taken the same form as a meta-regression (Moreno et al., 2009), for example:

\[ y_i = \beta_0 + \beta_1 \text{se}_i + s_i + m_i, \quad \text{Equation 10} \]

\[ s_i \sim \mathcal{N}(0, \sigma_s^2), \quad m_i \sim \mathcal{N}(0, \nu_i), \]

which is the same as Equation 7 (the random-effects model) plus the slope of \( \text{SE} \) (\( \text{se}_i \)) (note that different variants have precision, variance or the inverse of variance instead of \( \text{SE} \); Moreno et al., 2009).

According to simulation studies (Macaskill et al., 2001; Moreno et al., 2009; Sterne et al., 2001), Egger’s regression and its variants suffer from low power and poor performance when there are fewer than 20 effect sizes, or when the overall effect is large. However, meta-analyses in ecology and evolution often include over 20 effect sizes and our overall effect is usually small (Senior et al., 2016). Therefore, the regression-based method for publication bias is likely to be of use, at least to detect small-study effects. Furthermore, in this meta-regression formulation it is possible to: (a) add moderators to absorb some heterogeneity and (b) use multilevel meta-regression to account for non-independence among effect sizes. We expand on these possibilities in Section 4.

Similar to regression-based publication bias tests, correlation-based methods also statistically test for a relationship between effect sizes and corresponding uncertainties (e.g., sampling variance).
All the correlation methods are based on a version of the rank correlation test first proposed by Begg and Mazumdar (1994). This method essentially calculates a Kendall’s rank correlation between effect sizes and their sampling variance (or other uncertainty measures, including sample size); a statistically significant correlation can indicate a small-study effect. Thus, it is very simple to implement,
but it seems that the rank correlation is less powerful than Egger’s regression under many circumstances (Macaskill et al., 2001). Also, a recent simulation shows that the rank correlation methods, using both sampling variance and sample size, had severely inflated Type I error rates when effect sizes are correlated (Fernandez-Castilla et al., 2021). Therefore, we recommend that meta-analysts use regression-based methods instead of correlation-based methods to test for publication bias (in our survey, these methods were roughly equally popular, being reported in around 10% of papers; Figure 2).

### 3.1.3 Time-lag bias tests

Time-lag bias occurs when larger or statistically significant effects are published more quickly than smaller or non-statistically significant effects, and can manifest as a decline in the magnitude of the overall effect over time (i.e. a decline effect; Koricheva & Kulinskaya, 2019).

According to our survey (Figure 2), fewer than 5% of meta-analyses in ecology and evolution tested for this type of publication bias. This is concerning, as time-lag bias is likely to be prevalent in ecology and evolution (Jennions & Moller, 2002; Sánchez-Tójar et al., 2018). To test for time-lag bias, we caution against using correlation-based methods because this approach does not account for effect size precision (e.g. quantifying a rank correlation between effect size and publication year; Barto & Rillig, 2012). Instead, there are two recommended ways to investigate time-lag bias (or a decline effect): (a) using a cumulative meta-analysis and (b) using a regression-based method (see Koricheva et al., 2013; Koricheva & Kulinskaya, 2019; Trkalinos & Ioannidis, 2005). Regardless of the method, the key feature of time-lag bias tests is that, as more studies accumulate, the mean effect size is expected to converge on its true value. As such, we expect to see a change in the mean effect size as studies accumulate across the time.

Cumulative meta-analysis is where a meta-analytic model (e.g. random-effects model) is applied to a set of effect sizes, which is increased by one effect size at a time iteratively (starting from the oldest effect size). Then, the results are displayed as a forest plot (see Figure 4c). One can easily see when statistical significance or magnitude of the overall effect size changes over time. When multiple effect sizes are obtained from each study, adding one study (one or more effect sizes) rather than one effect size is more practical. For complex data structures (see Section 4.1), limited sample sizes might prevent models from running in the early years of the dataset.

The second method is based on regression and is easy to fit, for example (cf. Equation 10):

$$y_i = \beta_0 + \beta_1 \text{year}_i + s_i + m_i,$$

where $\text{year}_i$ is the publication year for the $i$th study (effect size). It is noted that, in Equation 11, we are assuming a simple linear change in effect size over time which is to be expected with a ‘decline effect’ (as described above). This assumption may be unrealistic depending on how time-lag bias manifests. One way of dealing with this is to model the logarithm of (publication) year, the inverse of year or the quadratic effect of year along with the linear effect (for an example of log ‘publication year’, see Stanley & Jarrell, 1998; see also Jarrell & Stanley, 2004). As with Equation 8, this method can accommodate other moderators (i.e. potential confounding variables) and also can be extended to model non-independent effect sizes (see Section 4.2).

### 3.2 Assessing the impact of publication bias

#### 3.2.1 Fail-safe

We now move to the methods that can assess the impact of publication bias rather than merely detecting it. Fail-safe $N$ (also known as the ‘file-drawer number’) represents the number of statistically non-significant unpublished results needed to exist to make the overall effect non-significant (e.g. Rosenberg, 2005; Rosenthal, 1979) or negligible in magnitude (e.g. Owrin, 1983). If the fail-safe $N$ is large (>5$N_{\text{study}}$ + 10), the results of the analyses may be considered to be robust with respect to publication bias as such large number of statistically non-significant results is unlikely to exist. The original fail-safe approach by Rosenthal (1979) is the oldest publication bias assessment method and probably the simplest:

$$N_{\text{Rosenthal}} = \left(\frac{\sum_{i=1}^{N_{\text{study}}} z_i^2}{1.645}\right) - N_{\text{study}},$$

where $z_i$ is the $i$th $z$ value ($y_i/se_i$) as in Equation 7 and 1.645 is the $z$ value for $\alpha = 0.05$ (the one-tailed test). The method by Owrin (1983) relies on the magnitude of the effect size rather than statistical significance; one version of this method can be written as:

$$N_{\text{Orwin}} = \frac{N_{\text{study}} (\bar{y} - y_o)}{y_o},$$

where $\bar{y}$ is the overall mean (i.e. an estimate from a fixed-effect model) and $y_o$ is the effect size value that is considered to be small or negligible. Although Rosenthal’s and Orwin’s fail-safe numbers ignore sample sizes (uncertainty) of effect sizes in the dataset, the method proposed by Rosenberg (2005) explicitly includes such information. An equation that assumes a fixed-effect model can be written as:

$$N_{\text{Rosenberg}} = \frac{N_{\text{study}} w}{\sum_{i=1}^{N_{\text{study}}} w_i},$$

where $w_i$ is the inverse of sampling variance or weight ($1/\text{SE}_i^2$; note that $w_i$ can be modified for a random-effects model), $W$ is the amount
of additional weight required to reach statistical significance and \( t_{0.05(N_{\text{rosenb}})} \) denotes the \( t \) value with the \( \alpha \) level of 0.05 with the number of studies (effect sizes) as the degrees of freedom, DF (for the use of a different DF, see Rosenberg, 2005).

Although fail-safe approaches are the most popular method after the funnel plot in our survey (14.1%), Becker (2005) has called for abandoning all fail-safe approaches, now that other methods for handling publication bias are available. Becker has argued that the fail-safe \( N \) is difficult to interpret (e.g. no criterion on what constitutes a small or large \( N \)), and also that a variety of fail-safe numbers can be obtained for the same dataset depending on the exact methods. For example, the \( R \) package METAFORE implements the three methods above (Viechtbauer, 2010); its example dataset shows \( N_{\text{rosenb}} = 598 \), \( N_{\text{orwin}} = 84 \), and \( N_{\text{rosenberg}} = 370 \) (for details, see Appendix S3). Unfortunately, none of the proposed methods adequately control for heterogeneity (e.g. by incorporating moderators) or non-independence among effect sizes. Furthermore, none of the methods of fail-safe \( N \) are inferential.

### 3.2.2 Trim-and-fill tests

The trim-and-fill test provides a nonparametric method that can visualize potentially missing data, and statistically both detect and correct for funnel asymmetry (Duval & Tweedie, 2000a, 2000b). A recent survey showed that the number of studies using the trim-and-fill method is increasing every year (in 2018, over 2000 meta-analyses used this method; Shi & Lin, 2019), and this method is used in 7.5% of the ecology and evolution meta-analyses in our survey. In short, this method uses an iterative process to determine how many effect sizes are missing (say, \( N_{\text{missing}} \)) from a funnel, using an initial overall estimate and one of three estimators (\( R_0 \), \( L_0 \) & \( Q_0 \); see an accessible account in Duval, 2005). Then, it `trims' off \( N_{\text{missing}} \) effect sizes to suppress funnel asymmetry, and estimates a new overall mean to see whether it can trim more effect sizes until the value \( N_{\text{missing}} \) stabilizes. Subsequently, \( N_{\text{missing}} \) effect sizes are `filled' as mirror images (Figure 4e,f). Finally, an overall effect is re-estimated including the filled values. We note that Duval (2005) has recommended the use of \( R_0 \) and \( L_0 \), and that the estimator \( R_0 \) can provide a significance test for whether the number of missing values is zero or not.

The problem with the trim-and-fill test is that the original method assumes homogeneity (i.e. a true mean for all effect sizes). In practice, the trim-and-fill method seems to tolerate some heterogeneity, but performs worse as heterogeneity increases (Moreno et al., 2009; Peters et al., 2007). Although trim-and-fill tests have been extended to meta-regressions (Weinhandl & Duval, 2012), the implementation of this extension is currently limited to one moderator. Furthermore, recent simulation work by Rodgers and Pustejovsky (2021) shows that ignoring non-independence and fitting a trim-and-fill method (using \( R_0 \)) increases Type I error rates, especially when a large overall effect exists.

### 3.2.3 \( p \)-value-based methods and selection models

Ecologists and evolutionary biologists have hardly used the available methods based on \( p \)-values and selection models (\( p \)-value-based: 1.4%, selection models: 0%, Figure 2), even though both types of methods can provide adjusted overall means. The \( p \)-curve method was introduced by the same researchers who popularized the terms `researcher degrees of freedom' (Simmons et al., 2011) and `\( p \)-hacking' (Simonsohn et al., 2014). The \( p \)-curve method relies on the distribution of statistically significant \( p \) values of effect sizes in a dataset (Figure 5a). The \( p \)-uniform method is a similar method, which also exploits the distribution of \( p \) values (van Assen et al., 2015). Interestingly, McShane et al. (2016) have pointed out that both \( p \)-curve and \( p \)-uniform tests are versions of a selection model first suggested by Hedges (1984); all of these methods, unfortunately, do not perform well with heterogeneity as they assume one true effect (see also, van Aert & van Assen, 2021; van Aert et al., 2016). Clearly, in ecology and evolution, where high levels of heterogeneity are commonplace (Senior et al., 2016), these methods may be of limited use, especially compared to more advanced selection models.

Selection model-based methods represent the most sophisticated, complex class of publication bias methods (reviewed in Marks-Anglin & Chen, 2020a; Rothstein et al., 2005; Vevea et al., 2019). There are probably as many selection models as all other methods combined (Marks-Anglin & Chen, 2020a), but a property common to all of them is that they model how effect sizes are missing (or selected to be published), based on one or more statistical parameters, for example, \( p \) values, effect sizes or sampling variance (e.g. Carter et al., 2019; Preston et al., 2004; Rodgers & Pustejovsky, 2021; Figure 5b,c). Importantly, selection models can tolerate and model heterogeneity. Indeed, the recent model by Cтоковicz and Vevea (2017) can statistically test for publication bias, incorporate moderators, tolerate substantial heterogeneity, provide an adjusted overall effect, and even correct estimates for small sample sizes. Yet, no selection methods are implemented for non-independent effect sizes, and as far as we are aware, such implementation is extremely challenging.

### 4 Methods for Dependent Effect Sizes

In this section, we first define a multilevel model that explicitly incorporates non-independence among effect sizes. Next, we consider how to best visualize such datasets as a funnel plot. Then, we build upon a regression-based method introduced above to propose a new publication bias testing method. This new method can both detect and correct for funnel asymmetry or small-study effects, while modelling heterogeneity and complex non-independence involving both correlation and variance-covariance matrices.
4.1 | A multilevel meta-analysis and funnel plots

The simplest multilevel meta-analytic model can be written as (Nakagawa & Santos, 2012):

$$ y_i = \beta_0 + s_j + u_i + m_i, $$

$$ s_j \sim \mathcal{N}(0, \sigma^2_s), \quad u_i \sim \mathcal{N}(0, \sigma^2_u), \quad m_i \sim \mathcal{N}(0, v_i), $$

where $\beta_0$ is the overall estimate (or meta-analytic mean); $s_j$ is the between-study effect for the $j$th study, normally distributed with the variance of $\sigma^2_s$; $u_i$ is the between-effect-size effect, or within-study effect, for the $i$th effect size, distributed with a mean of zero and the variance of $\sigma^2_u$; and $m_i$ is the sampling error (as in Equation 7; note that $j = 1, 2, ..., N_{\text{study}}$, the number of studies, and $i = 1, 2, ..., N_{\text{effect size}}$, the number of effect sizes; $N_{\text{effect size}} > N_{\text{study}}$). Equation 15 explicitly models multiple effect sizes per study. Also, in Equation 7, the term $\sigma^2_\theta$ is the only source of heterogeneity, while in Equation 15, both $\sigma^2_s$ and $\sigma^2_u$ are each contributing to heterogeneity among effect sizes.

Now we can extend this to a meta-regression model. For example, a meta-regression with two moderators can be written as:

$$ y_i = \beta_0 + \beta_1 x_{1i} + \beta_2 x_{2i} + s_j + u_i + m_i, $$

FIGURE 5  Example plots for $p$-curves and selection models (using the same dataset as in Figure 4; $N_{\text{effect size}} = 75$): (a) a line plot showing the distribution of statistically significant $p$ values under three scenarios: (1) with the observed $p$ values (blue solid line), (2) when there is no effect (red dotted line) and (3) when there is an effect (i.e. an observed overall effect as a true effect) with 33% statistical power (note that if a blue line increases at the $\alpha$ level of 0.05, this is a sign of $p$-hacking; for more details of this plot, see www.p-curve.com); (b) a plot showing four different weight functions that model, based on the data, the likelihood of effect sizes being selected for publication: (1) a half-normal function based on $p$ values (black solid line), (2) the same function but based both on $p$ values and precisions (black dotted line), (3) a logistic function based on $p$ values (red solid line) and (4) the same function but based both on $p$ values and precisions (red dotted line; these functions are based on Preston et al., 2004); and (c) a plot showing two different ‘step’ weight functions based on: (1) three cut-points ($\alpha = 0.05, 0.1, 0.5$) and (2) one cut-point ($\alpha = 0.05$; this model is sometimes referred to as a three-parameter selection model, PSM with the three parameters being an overall mean, the between-study variance and an index determining the likelihood of selection; e.g. Carter et al., 2019; Rodgers & Pustejovsky, 2021). We used the R packages dmetar (panel a; Harrer et al., 2021) and metafor (panels b and c; Viechtbauer, 2010) for visualizations
FIGURE 6  Examples of funnel plots from a dataset with lnRR ($N_{\text{study}} = 70; N_{\text{effect size}} = 271$; panels a–d) and a different dataset with Zr ($N_{\text{study}} = 48; N_{\text{effect size}} = 104$; panels e, f): (a) a funnel plot of raw data (the same colour indicating effect sizes from the same studies); (b) a funnel plot of marginal residuals with the fixed effects removed (as in Equation 17); (c) a funnel plot of conditional residuals with fixed effects and the between-study effect removed (as in Equation 18); and (d) a funnel plot of conditional residuals with all effects apart from sampling errors removed (as in Equation 19); (e) a scatterplot showing a meta-regression on $SE$ (black line; the red line is the same line as in panel f, scaled to the standard error shown on the $x$-axis of panel e). Note that an overall mean is set to be 0 in this simulated dataset along missing effect sizes imitating publication bias; and (f) a scatterplot showing a meta-regression on sampling variance (red line, an equivalent line as the one in panel e). The red lines, for both panel (e) and panel (f), intersect the effect size at the intercept because they are the same regression lines plotted on different $x$-axes. We used the R packages *metafor* (panels a–d; Viechtbauer, 2010) and *ggplot2* (panels e, f; Wickham, 2009) for visualizations.
where $\beta_1$ is the slope for $x_1$, a study-level moderator (characteristics of different studies), $j$: e.g. experimental vs. observational) and $\beta_2$ is the slope for $x_2$, an effect-size-level moderator (characteristics of effect sizes, $i$: different measurements or sexes). We have mentioned that we can draw a funnel plot with residuals rather than the observed effect sizes (for an example of a funnel plot with non-independent effect sizes, see Figure 6a). A complication is that, given Equation 15, we can extract at least three different residuals, which are:

$$\text{resid}_{ui} = y_i - (\beta_0 + \beta_1x_{ui} + \beta_2x_{2i})$$

(17)

$$\text{resid}_{ci} = y_i - (\beta_0 + \beta_1x_{ui} + \beta_2x_{2i} + s_j)$$

(18)

$$\text{resid}_{2ci} = y_i - (\beta_0 + \beta_1x_{ui} + \beta_2x_{2i} + s_j + u_i)$$

(19)

where resid$_{ui}$ represents marginal residuals (subtracting only fixed effects from the observations; Figure 6b), whereas resid$_{ci}$ and resid$_{2ci}$ are conditional residuals (Figure 6c,d; Nobre & Singer, 2007). As shown in Figure 6a–d, marginal residuals still show the patterns due to study origin (i.e. sample sizes are the same or similar). Contrastingly, conditional residuals no longer show such obvious patterns as we have taken a clustering factor ($s_j$), meaning that these residuals are independent, at least with respect to this factor. Thus, funnel plots with conditional residuals (Figure 6c,d) seem like a useful exploratory tool for publication bias when effect sizes are correlated, in addition to using marginal residuals (Figure 6b).

As the conditional residuals are supposed to be independent, Nakagawa and Santos (2012) suggested using conditional residuals along with corresponding sampling variance or standard error (\(\text{se}_i\)) in publication bias tests (e.g. the original Egger's regression and trim-and-fill tests). However, this approach is limited by some assumptions. First, all such residual analyses assume that sampling SE (\(\text{se}_i\)) does not covary with moderators in meta-regression (e.g. $x_1$ and $x_2$ in Equation 16; see Freckleton, 2002). Second, sampling SE is assumed to be the same as the SE of the residuals (which are shown in Figure 6b–d), but they are not the same, although they are often strongly correlated (see Doleman et al., 2020). Finally, in the presence of non-independent data, Equation 15’s sampling variances are often correlated; that is, $m_i \sim \mathcal{N}(0, \mathbf{M})$ where $\mathbf{M}$ is a variance–covariance matrix. For example, when $N_{\text{effect size}} = 3$ and the first two effect sizes' sampling variance are correlated, then we can write $\mathbf{M}$ as:

$$\mathbf{M} = \begin{bmatrix}
\sigma_1^2 & \rho_{\sigma_1\sigma_2} & 0 \\
\rho_{\sigma_1\sigma_2} & \sigma_2^2 & 0 \\
0 & 0 & \sigma_3^2
\end{bmatrix}.$$  

(20)

where $\rho$ is the correlation between the sampling effects of the first two effect sizes ($\rho_{\sigma_1\sigma_2}$ is the covariance). Whenever sampling (error) effects are correlated, neither resid$_{ci}$ nor resid$_{2ci}$ are independent. Then, none of publication bias tests reviewed in Section 3 should be used. Incidentally, we note that the robust variance estimator (RVE) originally proposal by Hedges et al. (2010) can circumvent modelling the variance–covariance matrix $\mathbf{M}$ even when sampling errors are correlated. This is because covariances are estimated from the data and the associated errors are reflected in standard errors (variance) of point estimates via the RVE (cf. Rodgers & Pustejovsky, 2021; also see Bom & Rachinger, 2020).

### 4.2 | Multilevel meta-regression and Egger's regression

As an alternative to using residual analysis, we can directly model sampling SE in Equation 15 (cf. Equation 10; Doucouliagos & Stanley, 2009; Fernandez-Castilla et al., 2021; Havranek & Irsova, 2011; Rodgers & Pustejovsky, 2021):

$$y_i = \beta_0 + \beta_1\text{se}_i + s_j + u_i + m_i.$$  

(21)

By examining Equation 21, we may realize that $\beta_0$ represents a conditional estimate of an overall effect when SE is 0, which means, theoretically, there is no uncertainty (Figure 6e). Then, we can ask ‘does $\beta_0$ provide an adjusted estimate of an overall effect, when $\beta_1$ is statistically significant (i.e. detecting a small-study effect)’? Stanley and Doucouliagos (2012, 2014) have shown that, with statistically significant $\beta_1$, $\beta_0$ provides an adjusted estimate that is downwardly biased, when a true positive or a null effect exists (Figure 6e). They also state that with non-statistically significant $\beta_1$, $\beta_0$ provides the best estimate of an adjusted mean. If the slope of SE ($\beta_1$) is statistically significant then fitting sampling variance instead of SE is recommended according to the following equation:

$$y_i = \beta_0 + \beta_1\text{se}_i + s_j + u_i + m_i.$$  

(22)

This is equivalent to fitting $\text{se}_i^2$, which is a quadratic term. Stanley and Doucouliagos (2012, 2014) have shown that $\beta_0$ in Equation 22 is still downwardly biased, but much less so, although Equation 21 is more powerful (i.e. an adjustment tends to underestimate) when there is a positive (or no) effect (cf. Figure 6f). While this two-step approach, using Equations 21 and 22, may seem simplistic (see also Stanley, 2017; Stanley et al., 2017), it provides an easy-to-implement publication bias test that explicitly models non-independent data.

Furthermore, this regression approach can be used to test time-lag bias (or decline effect) by modelling the publication year (year$_j$):

$$y_i = \beta_0 + \beta_1\text{year}_j + s_j + u_i + m_i.$$  

(23)

When heterogeneity exists, it is best to combine Equations 21 and 23 with moderators. Such a model can be written as:

$$y_i = \beta_0 + \beta_1\text{se}_i + \beta_2c \times \text{(year$_j$)} + \sum_{k=3}^{N_{\text{mod}}} \beta_kx_k + s_j + u_i + m_i.$$  

(24)

where $\beta_k$ is the slope for the $k$th moderator ($k = 3, 4, \ldots, N_{\text{mod}}$, the number of moderators), the other parameters are as above, but one will need
to centre the moderator, year (i.e. set the mean value of year as 0) or other continuous variables to keep \( \beta_0 \) meaningful to be interpreted as an adjusted overall effect (see more details in Appendix S4). Similar models to Equation 24, including the publication year as a covariate, can be found in meta-analyses in the social sciences, especially the field of economics (e.g. Costa-Font et al., 2013; Havranek & Sokolova, 2020; Jarrell & Stanley, 2004; Matousek et al., 2021). However, simulation studies have shown Egger’s regression variants with sampling standard error as a moderator (e.g. Equations 10 and 21) perform poorly, even when adequately powered (Deeks et al., 2005; Macaskill et al., 2001). This is especially true when there is a (mathematical) relationship between effect size and sampling SE not due to publication bias. Furthermore, sampling SE can often be poorly estimated.

4.3 Multilevel meta-regression using sample size: A proposed approach

To understand how a correlation between effect size and SE can come about, and when SE can be estimated inaccurately, we now go back to comparing sampling variance among the three commonly used effect sizes (Equations 2, 4 and 6). The SMD’s sampling variance contains the square of the point estimate (Equation 2), whereas lnRR’s sampling variance contains both the treatment and control means that are also contained in the point estimate (Equation 4; Costa-Font et al., 2013; Zwetsloot et al., 2017; Doncaster & Spake, 2018; Pustejovsky & Rodgers, 2019). This can lead to a correlation between point estimates (i.e. lnRR and SMD) and their sampling SE, resulting in ‘artefactual’ funnel asymmetry (Section 3.2; note that this issue is widespread, and also found in other standardized effect sizes, such as odds ratio and risk difference; Peters et al., 2006). Furthermore, we also notice that in Equation 4 (i.e. lnRR’s variance), when sample sizes \( n_1 \) and \( n_2 \) are small, the sample mean \( \bar{X} \) and particularly, the sample standard deviation (SD) will be poorly estimated. This will result in an unreliable estimate of sampling variance (this is also the case for Equation 2). These issues do not affect the sampling variance of Zr, which is a function only of sample size \( n \) (Equation 6; cf. Rucker et al., 2008). Therefore, the sample size \( n_i = n_1 + n_2 \) has been suggested as a moderator instead of SE (e.g. Equation 21) when we use effect size statistics such as SMD and lnRR (also correlation, \( r \); see Section 2.1; Macaskill et al., 2001). Simulations suggest using the sample size as a moderator outperforms SE with close to nominal Type 1 error rates in the cases of both independent (Deeks et al., 2005; Macaskill et al., 2001), and non-independent effect sizes (Fernandez-Castilla et al., 2021).

Instead of the sample size \( n_1 + n_2 \), however, for a meta-analysis of SMD or lnRR, we propose using the ‘effective sample size’ \( 4\bar{n}_i \) or just \( \bar{n}_i \) because it accounts for unbalanced sampling (cf. Stanley, 2005). The effective sample size is given by (Bakbergenuly et al., 2020a, 2020b; also see; Deeks et al., 2005; Bakbergenuly et al., 2020c):

\[
4\bar{n}_i = \frac{4n_{1i}n_{2i}}{n_{1i} + n_{2i}}.
\]  

When \( n = n_1 = n_2 \), the formula reduces to \( 2n \). Indeed, the inverse of \( \bar{n}_i \) is a part of sampling variance in both SMD and lnRR (Equations 4 and 6):

\[
\frac{1}{\bar{n}_i} = \frac{\frac{n_{1i} + n_{2i}}{n_{1i}n_{2i}}}{\frac{1}{n_{1i}} + \frac{1}{n_{2i}}}.
\]  

where the middle part of the formula corresponds to Equation 2 when setting SMD = 0, while the right-hand side corresponds to Equation 4 when setting CV (SD/\( \bar{X} \)) = 1. This means that the use of \( \bar{n}_i \) is comparable to that of sampling variance after taking out uncertain elements.

Taken together, we can rewrite Equations 21 and 22, respectively, as (Deeks et al., 2005):

\[
y_i = \beta_0 + \beta_1 \sqrt{\frac{1}{\bar{n}_i}} + s_i + u_i + m_i, \quad \text{(27)}
\]

\[
y_i = \beta_0 + \beta_1 \left( \frac{1}{\bar{n}_i} \right) + s_i + u_i + m_i, \quad \text{(28)}
\]

where \( \sqrt{1/\bar{n}_i} \) is a replacement of \( s_i \) in Equation 21, and \( 1/\bar{n}_i \) is a replacement of \( y_i \) in Equation 22 (note that, at the intercept, \( n_i \) is infinitely large). We recommend using Equation 27 to check the statistical significance of funnel asymmetry (small-study effects) because it has greater statistical power than Equation 28. Equation 27 can also be used to obtain an adjusted mean when \( \beta_1 \) is not statistically significant. This is because \( \beta_0 \) represents an adjusted overall mean when \( \sqrt{\frac{1}{\bar{n}_i}} = 0 \). In other words, the predicted overall mean when a study has an infinitely large sample size, \( n_i \), and therefore little to no sampling variance. In contrast, when \( \beta_1 \) is statistically significant in Equation 27, we recommend using Equation 28 to obtain an overall estimate adjusted for publication bias because it is less biased. Note that these recommendations are for the effect sizes SMD and lnRR (with Zr, we should use Equations 21 and 22). This adjusted estimate should not be taken as a true estimate, however. We should treat this adjusted estimate as a possible overall estimate as a part of sensitivity analysis in which we run alternative statistical models to test the robustness of results from the original analysis (Noble et al., 2017).

In practice, multilevel meta-analytic models are often more complex than what is shown above. For example, Nakagawa and Santos (2012) proposed a phylogenetic multilevel model with a phylogenetic random factor and a non-phylogenetic random factor as a theoretically sound model when effect sizes are obtained from different species (see also Hadfield & Nakagawa, 2010). The major benefit of our proposed meta-regression approach for publication bias tests is that we can easily extend these models to incorporate other sources of heterogeneity. An example of a meta-regression model testing publication bias and time-lag bias that also includes phylogenetic and non-phylogenetic random effects can be written as:

\[
y_i = \beta_0 + \beta_1 \sqrt{\frac{1}{\bar{n}_i}} + \beta_2 c(\text{year}_i) + \sum_{k=3}^{N_{\text{adj}}} \beta_k x_{ki} + a_n + q_n + s_i + u_i + m_i, \quad \text{(29)}
\]

\[
a_n \sim \mathcal{N}(0, \sigma^2_n), \quad q_n \sim \mathcal{N}(0, \sigma^2_q), \quad m_i \sim \mathcal{N}(0, M).
\]
where $a_h$ is the phylogenetic effect for the $h$th species, considered multivariate normally distributed with a covariance of $\sigma^2_a A$ ($A$ is a correlation matrix derived from a phylogeny); $q_h$ is the non-phylogenetic effect for the $h$th species, distributed with the variance of $\sigma^2_q$ ($h = 1, 2, ..., N_{\text{species}}$, the number of species; $N_{\text{species}} \neq N_{\text{study}}$); and the other notations are the same as above. Relevantly, when using SMD or InRR, we may be better off using $\tilde{q}_h$ along with residuals for drawing funnel plots (see Section 4.1; Doelman et al., 2020) rather than $SE$, precision, or variance. In the Supporting Information, we use two datasets and the three effect sizes to illustrate how to practically code these proposed methods; there, we have redrawn Figure 6a–d using $\tilde{q}_h$ instead of $SE$ (see Appendix S4).

### 4.4 Alternative approaches: Averaging or sampling

Many of the methods we introduced in Section 3 are still useful, even in the presence of non-independent data, if we aggregate effect sizes per study or sample one effect size per study. When sampling variances are correlated (i.e. $M$ as in Equation 29), ‘average’ sampling variance needs to be calculated by using the following formula (not by simple weighted averaging as for the mean; Borenstein et al., 2009):

$$\text{Var}\left(\frac{1}{N_{\text{within}}} \sum_{g=1}^{N_{\text{within}}} y_{g; h}\right) = \left(\frac{1}{N_{\text{within}}} \right)^2 \left(\sum_{g=1}^{N_{\text{within}}} \sigma^2_{y; g} + \sum_{g=1}^{N_{\text{within}}} r_{g; h} \sqrt{\sigma^2_{y; g} \sigma^2_{y; h}}\right).$$

(30)

where $y_{g; h}$ and $y_{l; h}$ are the $g$th and $l$th effect size in a study ($g = 1, ..., N_{\text{within}}$ and $l = 1, ..., N_{\text{within}}$ where $N_{\text{within}}$ is the number of effect sizes within a paper or a species to be combined), $\sigma^2_{y; g}$ and $\sigma^2_{y; h}$ are the sampling error variances for $y_{g; h}$ and $y_{l; h}$, and $r_{g; h}$ is the correlation between the sampling errors of $y_{g; h}$ and $y_{l; h}$.

Overall means will generally not be biased using aggregated or single sample/study effect sizes (Song et al., 2020). Also, Rodgers and Pustejovsky (2021) showed that when averaging effect sizes within studies, Egger’s regression (similar to Equation 10), the trim-and-fill test (using $R_{g; h}$ estimator) and the three-parameter selection model (as in Vevea & Hedges, 1995) all had the appropriate level of Type 1 error, although the three-parameter selection model was noticeably more powerful in detecting publication bias than the others. However, averaging or sampling is not a general solution when we have a phylogenetic signal ($\sigma^2_a > 0$; Equation 29). In such a case, averaging or sampling per species will not eliminate non-independence as effect sizes are still correlated via phylogeny (i.e. $A$ in Equation 29; Nakagawa, Senior, et al., 2021). Furthermore, even when there is no phylogenetic signal ($\sigma^2_a = 0$), or we do not have the species-level structure in a dataset, these alternative approaches could be problematic. For example, if we average effect sizes, we will lose all effect-size-level moderators (e.g. one cannot average categorical moderators such as measurement types, evaluation methods or sex). Although iteratively sampling one effect size per study could capture moderating effects, this approach also reduces the information content of the dataset. Despite these limitations, under some circumstances, averaging and sampling could be useful (examples and implementations for the trim-and-fill test and a selection model in Appendix S5).

### 5 CONCLUSIONS

Given the high levels of heterogeneity and prevalence of non-independence in ecological and evolutionary meta-analytic datasets, our choice of suitable tests for publication bias is limited. We have described the main methods for testing publication bias alongside our recommendations, as summarized in Figure 7. Our proposed multilevel regression method appears to be the only practical method fulfilling statistical assumptions under most circumstances. Although using averaging or sampling are not a universal solution, they may be useful in supplementing our multilevel meta-regression method. This is because all publication bias tests should be seen as a part of sensitivity analysis (Noble et al., 2017), meaning that we should run more than one publication bias test.

Few simulation studies have explicitly investigated the performance of publication bias tests with non-independent data. Two simulation studies that we are aware of supported similar models to the multilevel-regression method we proposed here (Fernandez-Castilla et al., 2021; Rodgers & Pustejovsky, 2021). In addition, a general point to take from these two simulation studies is that most methods are prone to Type 2 error, with a possible exception of some selection models, even when the methods have nominal Type 1 error rates. Therefore, not detecting publication bias in a publication bias test should not be taken as a proof of no publication bias, including for multilevel regression. Clearly, we need more methodological and simulation-based work in the future.

Finally, we repeat that the results of publication bias tests should always be cautiously interpreted because no methods will ever be able to verify the actual number of missing effect sizes. By way of example, a recent study compared the results of 15 meta-analyses with pre-registered replication projects on the same topics (Kvarven et al., 2020). The overall effects from the replication projects were smaller than those of the meta-analyses indicating the meta-analysis results were likely susceptible to publication bias. Interestingly, the replication projects’ estimates were also smaller than the adjusted effects from the trim-and-fill method and the three-parameter selection model. In contrast, the two-step regression model (the method by Stanley & Doucouliagos, 2012, 2014) provided similar estimates to the replication projects. This is good news as our main recommendation is a version of this two-step approach. Nonetheless, caution needs to be exercised to acknowledge the limitations and assumptions of any publication bias test. Overall, we suggest that all future meta-analyses in ecology and evolution should test for publication bias, and try to identify related biases. For meta-analysts to achieve this goal, all empiricists need to report their statistical results, including their sample sizes and estimates of uncertainty ($SE$ and $SD$),
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FIGURE 7 A summary of main publication bias tests reviewed in this article, and our recommendations under two different conditions (effect sizes are independent or non-independent). Superscript notes: (1) for funnel plots, residuals from a meta-regression can be plotted instead of raw effect sizes, and using sample sizes instead of standard errors may be a good option for InRR and SMD; (2) for non-multilevel regression methods, precision and sampling variance (or $\sqrt{\frac{1}{\hat{n}_i}}$ and $\frac{1}{\hat{n}_i}$) can be used; (3) technically, fail-safe N methods do not provide an adjusted overall mean, but the numbers indicate how many statistically non-significant studies (null effect sizes) would render the overall effect zero (or a particular small effect size value); (4) for trim-and-fill methods, although some heterogeneity can be tolerated, the ability to model moderators is limited; alternatively, residuals along with their corresponding variances could be used; and (5) as an exception, a new method, named $p$-uniform*, could potentially tolerate heterogeneity (van Aert & van Assen, 2021).
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