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Abstract—Accurately following a geometric desired path in a two-dimensional space is a fundamental task for many engineering systems, in particular mobile robots. When the desired path is occluded by obstacles, it is necessary and crucial to temporarily deviate from the path for obstacle/collision avoidance. In this paper, we develop a composite guiding vector field via the use of smooth bump functions, and provide theoretical guarantees that the integral curves of the vector field can follow an arbitrary sufficiently smooth desired path and avoid collision with obstacles of arbitrary shapes. These two behaviors are reactive since path (re)-planning and global map construction are not involved. To deal with the common deadlock problem, we introduce a switching vector field, and the Zeno behavior is excluded. Simulations are conducted to support the theoretical results.

I. INTRODUCTION

Path-following algorithms are fundamental in robot motion control as they guide or control a robot to converge to and propagate along a geometric desired path. Without requiring any temporal information on the desired path, path-following algorithms can sometimes overcome the inherent performance limitations in trajectory tracking algorithms [1]. They are also preferable in executing repetitive robot motion, such as circumference patrolling. Among several tested path-following algorithms in [2], the vector-field guided path-following algorithms are claimed to achieve low path-following error while requiring the least control effort. In these algorithms, sufficiently smooth vector fields are designed such that their integral curves converge to the desired path, and thereby the vector fields act as high-level guidance signals [3]–[7]. These algorithms are also practical, and effective in applications such as fixed-wing aircraft guidance and control [5], [8].

Usually, path-following algorithms are designed based on a predefined desired path taking no account of obstacles. Then notice is taken of (initially) unforeseen obstacles, with a view to designing a modification to the original algorithms; the modified algorithm then takes trajectories around the obstacle and return to the original desired path having passed the obstacle. This is normally achieved one obstacle at a time, and some extension to moving obstacles is possible [9]–[13]. Without considering the path-following requirement, there exist many obstacle/collision-avoidance algorithms in the field of motion planning, such as the Artificial Potential Field (APF) method [14], the navigation function method [15]–[17] and the Dynamic Window (DW) method [18]. These approaches usually require a global map including obstacles to allow planning of a feasible path, and extensions of some of these approaches also allow only local information of obstacles [19, Chapter 6]. However, these collision-avoidance/path-planning algorithms alone are not automatically compatible with path-following algorithms. This is because a starting point and a destination point are required in collision-avoidance algorithms to plan a feasible path or determine possible moving directions between these two points, while they are not required in path-following algorithms for which a desired path is explicitly specified. In particular, vector-field guided path-following algorithms usually enable trajectories from almost all starting points in the workspace to converge to and propagate along the desired path, rather than from only one predefined starting point and converging to a single destination point [3], [5].

Only a few existing studies integrate path-following algorithms and collision-avoidance algorithms. An approach is proposed in [9] to deform slightly the desired path such that the obstacle-avoidance behavior is realized at the cost of compromising the path-following accuracy. Only experimental studies using wheeled robots in an environment scattered with unforeseen static and moving obstacles are provided. In [10], the idea of locally deforming the desired path is adopted, and a force field is utilized to realize path-following and collision-avoidance functionalities simultaneously. This approach is experimentally verified to be computationally efficient. Nevertheless, since only straight lines are considered as desired paths between adjacent waypoints, this approach might be restrictive in applications, such as satellites circulating along orbits. In [20], a switching guidance system with a path-following mode and a collision-avoidance mode for an unmanned surface vessel is designed. The system is effective if the positions and velocities of obstacles are known, and the desired paths and obstacles are of typical geometric shapes, such as straight lines and circles. The two-mode switching methodology is also adopted in [21], where the authors develop the constant avoidance-angle reactive collision-avoidance algorithm and combine it with pure-pursuit or line-of-sight path-following algorithms. Mathematical analysis is conducted only for a sparse scenario with locally sensed circular obstacles. Another unified framework is proposed in [11], where the authors combine the Deformable Virtual Zone (DVZ) method and the Lyapunov backstepping design. A heuristic switching mechanism is introduced when the path-following controller and the collision-avoidance controller generate antagonistic control commands.

Some studies focus on creating, modifying, or combining vector fields to realize both path-following and collision-avoidance behaviors. In [12], given accurate information of static obstacles, two vector fields, one for path following and the other for collision avoidance, are combined with weights determined by a decay function such that the adverse
effects caused by the overlapping of two vector fields are mitigated. Different decay functions are numerically evaluated, but there is little theoretical guarantee for collision avoidance or path following. This approach is further developed in [13] to ensure minimal deviation from the desired path during the obstacle-avoidance process, where the locations and sizes of static circular obstacles are known. The paper also proposes a numerical solution to detect singular points generated by the weighted sum of two vector fields. Nevertheless, only circular desired paths and circular obstacles are considered.

In [22], a family of 2D vector fields is suitably blended to yield almost global feedback motion plans provided that the global information of the environment populated with static circular obstacles is given. This approach can steer a unicycle robot to a desired configuration.

**Contributions**: This paper proposes a general and unified framework in the first instance in $\mathbb{R}^2$ using a *composite guiding vector field* to enable trajectories to follow any sufficiently smooth desired paths occluded by static or moving obstacles of arbitrary shapes. The guiding vector field is suitable in practical situations where obstacles are detected by onboard sensors under Assumptions 1, 3, 4, and 5. Namely, a vehicle does not need to know the global information about obstacles before it follows a desired path, but rather it obtains in real time information about the existence, shapes and velocities of obstacles locally. The composite guiding vector field is obtained by *smoothly* combining two vector fields, one for path following and the other for *reactive* collision avoidance, via bump functions. The use of bump functions reduces the undesirable effects of integrating two vector fields (c.f. [12]). To avoid trajectories getting stuck in a region, we also introduce a switching mechanism with detailed theoretical analysis.

The main contributions of this paper develop the following advantages of the proposed approach:

1) Our approach is general and flexible. The desired path and the boundaries of the obstacles are any sufficiently smooth one-dimensional manifolds. Therefore, they are either homeomorphic to the unit circle or the real line\(^1\), and thereby the common convexity assumption is dropped (c.f., [17]). Moreover, the construction of the composite vector field does not involve any specific geometric relations between the robot, the desired path, and the obstacles.

2) The collision-avoidance behavior in this approach is *reactive* in the sense that obstacles are assumed to be unpredictable, and that the guiding vector field acts as a feedback control command *directly* to the system without the process of path (re-)planning or creation of global maps. More specifically, we do not require the global knowledge about all obstacles in the design phase of the algorithm, while some minor assumptions on the obstacles are imposed (see Assumptions 1, 3, 4, 5). In fact, local information about obstacles is sufficient: whenever a new obstacle is encountered, the composite vector field is easily updated by adding a new component (see Remark 4) without compromising the original theoretical guarantees for the path-following and collision-avoidance behaviors. This enables real-time autonomous robot navigation and motion control without knowing the global map.

3) Our analysis is based on nonlinear systems theory, and there are rigorous theoretical guarantees for both path-following and collision-avoidance motions, which are often absent in the related literature as mentioned above. In particular, we prove that there is no Zeno phenomenon in our proposed switching mechanism (see Theorem 2), which is introduced to deal with the common deadlock situation.

4) Our composite vector field can be naturally extended to any higher-dimensional spaces, including the 3D Euclidean space. Spaces with dimensions higher than three correspond to abstract configuration spaces, such as robot arm joint spaces. Thus, the composite vector field is, e.g., directly applicable in the low-level control of robot arms in the joint space.

In contrast to these advantages mentioned above, we also prove a general result showing a common limitation of combining two vector fields (see Lemma 7). We regard this result as another contribution since it gives a theoretical explanation of the common phenomenon that singular points exist when two vector fields are blended, regardless of what decay functions (or bump functions) one uses to mitigate the overlapping effects. This result can be regarded as a counterpart of the well-known limitation of motion-planning algorithms based on the negative gradient of a potential/navigation function [16], [23], both issues being fundamentally topological. Note, though, that our settings and approach are fundamentally different from those based on a potential/navigation function. For instance, our composite vector field is not the (negative) gradient of any potential/navigation function, and we do not require a destination point to which trajectories converge. We also do not restrict consideration to a compact workspace (c.f. [16], [23]). One consequence of these differences is that the limitation of our approach can sometimes be removed (see Remark 6), and thereby, perhaps surprisingly, global convergence of trajectories to the desired path with the collision-avoidance guarantee is possible (see Remark 6).

This paper significantly extends our conference version [24] by 1) providing all the proofs omitted in [24]; 2) introducing the switching mechanism to deal with the existence of stable equilibria; 3) including extensive simulation examples.

**Paper Structure**: The remainder of this paper is organized as follows. Section II formulates the problem. In Section III, the systematic construction of the composite vector field is elaborated. Then Section IV presents the convergence results of the integral curves of the composite vector field. Section V introduces the switching mechanism to deal with the deadlock problem. The simulation results are presented in Section VI, and Section VII concludes the paper and indicates future work.

## II. PROBLEM FORMULATION

In this section, we introduce related notations, essential assumptions and formulate the problem.

### A. Preliminaries and notations

We use $\xi(t)$ to denote $\frac{d}{dt}\xi(t)$ for any differentiable function $\xi$ of time $t$. The distance between a point $p_0 \in \mathbb{R}^n$ and a non-empty set $\mathcal{S} \subseteq \mathbb{R}^n$ is dist$(p_0, \mathcal{S}) := \inf\{\|p - p_0\|_2 : p \in \mathcal{S}\}$.

---

\(^1\)An example of the latter sort of obstacle could be a river or a coastline.
where \( \| \cdot \|_2 \) is the Euclidean norm. The distance between two non-empty sets \( A \) and \( B \) is defined by \( \text{dist}(A, B) := \inf \{ \| a - b \|_2 : a \in A, b \in B \} \). A trajectory \( \xi : [0, +\infty) \rightarrow \mathbb{R}^n \) asymptotically converges to a non-empty set \( A \subseteq \mathbb{R}^n \) if for any \( \epsilon > 0 \), there exists \( T > 0 \) such that \( \text{dist}(\xi(t), A) < \epsilon \) for \( t > T \). A discrete set \( A \) in \( \mathbb{R}^n \) is a set consisting of only isolated points; that is, for every point \( p \in A \), there exists an open neighborhood \( \mathcal{U}_p \subseteq \mathbb{R}^n \) of \( p \), such that \( \mathcal{U}_p \cap A = \{ p \} \).

A discrete set is at most countable (i.e., finite or countably infinite). A function \( f : \Omega \subseteq \mathbb{R}^m \rightarrow \mathbb{R}^n \) is bounded away from zero in \( \Omega \) if there exists a real number \( c > 0 \), such that \( \| f(x) \| > c \) for all \( x \in \Omega \). The notation \( I \) represents an identity matrix of suitable dimensions. The words “with respect to” and “without loss of generality” are abbreviated as “w.r.t.” and “w.l.o.g.”, respectively.

### B. Desired paths

The desired path \( \mathcal{P} \subseteq \mathbb{R}^2 \) is defined by

\[
\mathcal{P} = \{ \xi \in \mathbb{R}^2 : \phi(\xi) = 0 \},
\]

which is the zero-level set of the twice continuously differentiable function \( \phi : \mathbb{R}^2 \rightarrow \mathbb{R} \). This description of the desired path \( \mathcal{P} \) does not require any parameterization. In addition, one can naturally assume that \( \mathcal{P} \) is a one-dimensional connected manifold in \( \mathbb{R}^2 \). Thus, \( \mathcal{P} \) is either homeomorphic to a circle if it is compact, or the real line \( \mathbb{R} \) otherwise [25, Theorem 5.27]. One can use the value \( |\phi(\xi)| \) at a point \( \xi \in \mathbb{R}^2 \) to crudely approximate the distance \( \text{dist}(\xi, \mathcal{P}) \) between a point \( \xi \in \mathbb{R}^2 \) and the path \( \mathcal{P} \) under a mild assumption shown later (i.e. Assumption 6). For example, if a circular path \( \mathcal{P} \) of radius \( R \) is described by \( \phi(x, y) = x^2 + y^2 - R^2 = 0 \), then, for every point \( \xi \in \mathbb{R}^2 \) on the circle, we have \( \text{dist}(\xi, \mathcal{P}) = |\phi(\xi)| = 0 \). In addition, the distance between the point \( \xi \in \mathbb{R}^2 \) and the desired path \( \mathcal{P} \) increases as \( |\phi(\xi)| \) increases. For simplicity, we call \( \phi(\xi) \) the (signed) path-following error at a point \( \xi \in \mathbb{R}^2 \).

### C. Obstacles, reactive areas and repulsive areas

At each time instant \( t \geq 0 \), we consider a finite set of obstacles \( \mathcal{O}_l^i \subseteq \mathbb{R}^2 \), where \( m \) is the total number of obstacles and \( \mathcal{I} = \{ 1, 2, \ldots, m \} \). We assume that the obstacles are of finite sizes at every time instant:

\[ \text{Obstacles can have infinite sizes as well; i.e., at any/some time instant } t \geq 0, \text{ the set } \mathcal{O}_l^i \text{ is unbounded. This is useful, for example, when one wants to restrict a vehicle’s movement within a compact space, so the obstacle is the unbounded space beyond this compact space. However, if this unbounded obstacle occludes the desired path (i.e., } \mathcal{O}_l^i \cap \mathcal{P} \neq \emptyset \text{), then a trajectory might not be able to return to the desired path, and the path-following error can grow infinitely large. To avoid this undesirable consequence and for simplicity, we do not consider unbounded obstacles in this paper.} \]

**Assumption 1.** At any time instant \( t \geq 0 \), the set \( \mathcal{O}_l^i \) is bounded for any \( i \in \mathcal{I} \).

We do not deal with the specific form of the obstacles \( \mathcal{O}_l^i \), but we define some “boundaries” to enclose each obstacle (or to enclose a collection of obstacles if they are very close to each other) such that avoiding collision with the obstacles is simplified to avoiding collision with these boundaries regardless of the possibly complicated geometric shapes of the obstacles. Specifically, fixing \( t \), we define the reactive boundary \( \mathcal{R}_l^i \) and the repulsive boundary \( \mathcal{Q}_l^i \) around the obstacle \( \mathcal{O}_l^i \) as follows:

\[
\mathcal{R}_l^i = \{ \xi \in \mathbb{R}^2 : \phi(\xi, t) = 0 \},
\]

\[
\mathcal{Q}_l^i = \{ \xi \in \mathbb{R}^2 : \phi(\xi, t) = c_i \},
\]

where \( c_i \neq 0 \) is a constant and \( \phi : \mathbb{R}^2 \times \mathbb{R} \rightarrow \mathbb{R} \) satisfies the following assumption:

**Assumption 2.** The function \( \phi : \mathbb{R}^2 \times \mathbb{R} \rightarrow \mathbb{R} \) in (2) is twice continuously differentiable.

The definitions (2a) and (2b) are similar to (1) for simplicity. By Assumption 1, \( \mathcal{R}_l^i \) and \( \mathcal{Q}_l^i \) are compact. We also assume that at each time instant \( t \geq 0 \), the boundaries \( \mathcal{R}_l^i \) and \( \mathcal{Q}_l^i \) are one-dimensional connected submanifolds in \( \mathbb{R}^2 \). The reactive boundary \( \mathcal{R}_l^i \) decomposes the plane into the “interior”: the bounded open subset denoted by \( \text{in}^{\mathcal{R}_l^i} \), and the “exterior”: the unbounded open subset denoted by \( \text{ex}^{\mathcal{R}_l^i} \), and there holds \( \mathcal{R}_l^i = \partial^{\text{in}} \mathcal{R}_l^i = \partial^{\text{ex}} \mathcal{R}_l^i \) [26, Section VI.52], where \( \partial(\cdot) \) denotes the boundary of a set (\( \cdot \)). For convenience, we call \( \text{in}^{\mathcal{R}_l^i} \) the (open) reactive area and \( \text{ex}^{\mathcal{R}_l^i} \) the (open) non-reactive area. Similarly, for the repulsive boundary \( \mathcal{Q}_l^i \), we define the (open) repulsive area \( \text{in}^{\mathcal{Q}_l^i} \) and the (open) non-reactive area \( \text{ex}^{\mathcal{Q}_l^i} \), and there holds \( \mathcal{Q}_l^i = \partial^{\text{in}} \mathcal{Q}_l^i = \partial^{\text{ex}} \mathcal{Q}_l^i \) (see Fig. 1). We simply replace “open” by “closed” to refer to the closure of these sets (e.g. \( \overline{\text{in}}^{\mathcal{R}_l^i} \) is the closed reactive area, where \( \overline{\cdot} \) denotes the closure of a set). Intuitively, the reactive area \( \text{in}^{\mathcal{R}_l^i} \) is the area where the robot can sense the obstacles and needs to be reactive to obstacles, and the repulsive area \( \text{in}^{\mathcal{Q}_l^i} \) is the “dangerous” area where the robot is forbidden to enter. We make the following intuitively reasonable assumptions:

**Assumption 3.** There holds \( \mathcal{O}_l^i \subseteq \text{in}^{\mathcal{Q}_l^i} \subseteq \text{in}^{\mathcal{R}_l^i} \) and \( \text{dist}(\mathcal{Q}_l^i, \mathcal{R}_l^i) > 0 \) for all \( t \geq 0 \).

**Assumption 4.** There holds \( \mathcal{P} \not\subseteq \bigcup_{i \in \mathcal{I}} \text{in}^{\mathcal{R}_l^i} \) for all \( t \geq 0 \).

**Assumption 5.** There holds \( \text{dist}(\text{in}^{\mathcal{R}_l^i}, \text{in}^{\mathcal{R}_l^j}) > 0 \) for all \( i \neq j \in \mathcal{I} \) and \( t \geq 0 \).

Assumption 3 stipulates the relative positioning of the obstacles, the reactive boundary, and the repulsive boundary. Assumption 4 means that the desired path cannot be fully covered by obstacles; otherwise, path following is meaningless. Assumption 5 implies that any two obstacles are sufficiently far away such that any two reactive areas are disjoint.

\[ ^2 \text{Obstacles can have infinite sizes as well; i.e., at any/some time instant } t \geq 0, \text{ the set } \mathcal{O}_l^i \text{ is unbounded. This is useful, for example, when one wants to restrict a vehicle’s movement within a compact space, so the obstacle is the unbounded space beyond this compact space. However, if this unbounded obstacle occludes the desired path (i.e., } \mathcal{O}_l^i \cap \mathcal{P} \neq \emptyset \text{), then a trajectory might not be able to return to the desired path, and the path-following error can grow infinitely large. To avoid this undesirable consequence and for simplicity, we do not consider unbounded obstacles in this paper.} \]

\[ ^3 \text{If two reactive areas overlap, one can regard the corresponding two obstacles as one big (disconnected) obstacle and define a bigger reactive area.} \]
D. Problem formulation

In the absence of obstacles, the Vector Field guided Path Following (VF-PF) problem, as for example defined in [4, Problem 1], requires one to design a vector field such that the integral curves will converge to and propagate along the desired path defined in (1). In the presence of obstacles, the vector field needs to be modified to meet additional requirements, leading to the problem of Vector Field guided Path Following with Collision Avoidance (VF-CAPF):

**Definition 1 (VF-CAPF).** Design a continuously differentiable vector field \( \chi : \mathbb{R} \times \mathbb{R}^2 \rightarrow \mathbb{R}^2 \) for \( \xi(t) = \chi(t, \xi(t)) \) such that:

1) (Path-following). In the absence of obstacles, the vector field \( \chi \) solves the VF-PF problem.
2) (Safety). If \( \xi(0) \notin \bigcup_{i \in I^4} \mathbb{Q}_i^0 \), then \( \xi(t) \notin \bigcup_{i \in I^4} \mathbb{Q}_i^t \) for \( t \geq 0 \).\(^4\)
3) (Bounded Path-following Error). There exists \( M > 0 \) such that the path-following error satisfies \( |\phi(\xi(t))| \leq M \) for \( t \geq 0 \). Moreover, for any connected time interval \( \Xi \subseteq \Xi \) satisfying \( \xi(t) \notin \bigcup_{i \in I^4} \mathbb{Q}_i^t \) for \( t \in \Xi \), the absolute path-following error \( |\phi(\xi(t))| \) is strictly decreasing over \( \Xi \).
4) (Penetrable \( \mathbb{R}^2 \)). Fix \( i \in I \), and consider trajectories \( \xi(\cdot) \) starting from almost all initial conditions. If there exists \( t_1 > 0 \) such that \( \xi(t_1) \in \mathbb{Q}_i^1 \), then there exists another (possibly non-unique) time instant \( t_2 > t_1 \) such that \( \xi(t_2) \notin \mathbb{Q}_i^2 \). Additionally, the trajectory cannot cross the reactive boundary \( \mathbb{R}^2_1 \) infinitely fast; i.e., \( \inf \{ t_2 - t_1 : t_2 - t_1, \xi(t_2) \nrightarrow \mathbb{Q}_i^2 \} > 0 \).

Remark 1. Objective 2 ensures that trajectories do not collide with obstacles. As obstacles might be right on the desired path, Objective 3 requires that the path-following error should be at least bounded by some constant. In addition, the path-following error should be decreasing along a trajectory if no obstacles are nearby. Objective 4 prevents trajectories starting from almost all initial points from staying in a reactive area forever such that the repetitive motion of following the desired path is possible (i.e., a reactive area is always penetrable). Objective 4 also excludes the Zeno behavior [27].

For simplicity, we consider *static* obstacles first (in Sections III, IV, and V). Therefore, the superscript \( t \) in the notations are removed, and the vector field \( \chi : \mathbb{R}^2 \rightarrow \mathbb{R}^2 \) becomes time-invariant. The extension to moving obstacles and the time-varying vector field will be discussed in Remarks 9 and 10.

III. Composite Vector Field

A. Path-following vector field and reactive vector field

From the definitions of the desired path in (1) and the reactive boundary in (2a), we can define the vector fields [3] \( \chi_\mathcal{P}, \chi_{\mathcal{R}_i} : \mathbb{R}^2 \rightarrow \mathbb{R}^2 \) associated with \( \mathcal{P} \) and \( \mathcal{R}_i \) by

\[
\chi_\mathcal{P}(\xi) = \gamma_0 E \nabla \phi(\xi) - k_p \phi(\xi) \nabla \phi(\xi),
\]
\[
\chi_{\mathcal{R}_i}(\xi) = \gamma_i E \nabla \phi_i(\xi) - k_p \phi_i(\xi) \nabla \phi_i(\xi), \quad i \in I
\]

where \( \gamma_i \in \{1, -1\} \), \( i \in \{0\} \cup I \) determines the movement direction along the desired path or the reactive boundaries, \( E = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix} \) is the 90° rotation matrix and \( k_p, k_r \) are positive gains. The latter term of each equation above is a signed gradient, and guides integral curves to converge towards the desired path or the reactive boundaries, whereas the first term is perpendicular to the gradient and provides a movement speed along the desired path or the reactive boundaries. For simplicity, we assume \( \gamma_i = 1 \) for all \( i \in \{0\} \cup I \) throughout the subsequent theoretical development by default. We call \( \chi_\mathcal{P} \) the path-following vector field and \( \chi_{\mathcal{R}_i} \), the reactive vector field. The singular set of the vector fields \( \chi_\mathcal{P} \) and \( \chi_{\mathcal{R}_i} \) are denoted by \( \mathcal{C}_\mathcal{P} \) and \( \mathcal{C}_{\mathcal{R}_i} \), respectively and defined below:

\[
\mathcal{C}_\mathcal{P} = \{ \xi \in \mathbb{R}^2 : \chi_\mathcal{P}(\xi) = 0 \} = \{ \xi \in \mathbb{R}^2 : \nabla \phi(\xi) = 0 \},
\]
\[
\mathcal{C}_{\mathcal{R}_i} = \{ \xi \in \mathbb{R}^2 : \chi_{\mathcal{R}_i}(\xi) = 0 \} = \{ \xi \in \mathbb{R}^2 : \nabla \phi_i(\xi) = 0 \},
\]

where the second equation of the first line is due to the fact that \( \chi_\mathcal{P}(\xi) = 0 \implies (\gamma_0 E - k_p \phi(\xi)I) \nabla \phi(\xi) = 0 \implies [-k_p \phi(\xi) - \gamma_0 \nabla \phi(\xi)] \nabla \phi(\xi) = 0 \implies \nabla \phi(\xi) = 0 \), noting that the matrix \( [-k_p \phi(\xi) - \gamma_0 \nabla \phi(\xi)] \) is non-singular for any \( \xi \in \mathbb{R}^2 \) as \( \gamma_0 \neq 0 \). The second equation of the second line is obtained using the same reasoning. Each point in \( \mathcal{C}_\mathcal{P} \) or \( \mathcal{C}_{\mathcal{R}_i} \) is called a *singular point*, where the corresponding vector field vanishes. In this case, the singular points happen to be the *critical points* of \( \phi \) or \( \phi_i \), but this is not true for vector fields defined in other higher-dimensional (Euclidean) spaces [6], [7]. Since \( \mathcal{P}, \mathcal{R}_i \) and \( \mathcal{Q}_i \) are one-dimensional connected submanifolds in \( \mathbb{R}^2 \), 0 is a regular value for \( \phi \) and \( \phi_i \), and \( \epsilon_i \) is another regular value for \( \phi_i \) [28, p. 105]. Therefore, there are no singular points on \( \mathcal{P}, \mathcal{R}_i \) and \( \mathcal{Q}_i \); i.e., \( \mathcal{P} \cap \mathcal{C}_\mathcal{P} = \emptyset \), \( \mathcal{R}_i \cap \mathcal{C}_{\mathcal{R}_i} = \emptyset \) and \( \mathcal{Q}_i \cap \mathcal{C}_{\mathcal{R}_i} = \emptyset \).

B. Behavior with a single vector field

Let \( \chi = \chi_\mathcal{P} \) or \( \chi = \chi_{\mathcal{R}_i} \), and we consider the following autonomous ordinary differential equation:

\[
\dot{\xi}(t) = \chi(\xi(t)).
\]

Given an initial condition \( \xi(0) \in \mathbb{R}^2 \), the existence (possibly up to a finite time) and uniqueness of solutions to (5) is guaranteed, as \( \chi(\xi) \) is continuously differentiable (and hence locally Lipschitz continuous) w.r.t. \( \xi \) [29, Theorem 3.1]. It is unclear yet whether a solution exists for \( t \geq 0 \), but Lemma 1 will show that if a solution converges to the desired path \( \mathcal{P} \), then the solution exists for \( t \geq 0 \). Taking \( \chi = \chi_\mathcal{P} \) as an example, it is proved in [3], [6] that a trajectory \( \xi(t) \) converges to either the desired path \( \mathcal{P} \) or the singular set \( \mathcal{C}_\mathcal{P} \) as \( t \to \infty \) under the following assumption:

**Assumption 6 ([3]).** For any \( \kappa > 0 \), there holds \( \inf \{ \| \phi(\xi) \| : \text{dist}(\xi, \mathcal{P}) \geq \kappa \} > 0 \). Similarly, for any \( \kappa > 0 \), there holds \( \inf \{ \| \nabla \phi(\xi) \| : \text{dist}(\xi, \mathcal{C}_\mathcal{P}) \geq \kappa \} > 0 \). Note that corresponding to the same desired path \( \mathcal{P} \), there is an infinite number of choices\(^5\) of the function \( \phi \) in (1).

\(^4\)Since the closed repulsive areas are “dangerous”, it is naturally assumed that the initial conditions do not include these areas. Nevertheless, as shown later, our approach can still guarantee that, under some conditions, almost all trajectories starting from the closed repulsive areas will leave eventually (see Corollary 2 and the first simulation example in Section VI).

\(^5\)For example, if \( \mathcal{P} = \phi^{-1}(0) \), then one can define \( \tilde{\phi}(\cdot) = \phi(\cdot) \Lambda(\cdot) \), where \( \Lambda : \mathbb{R} \rightarrow \mathbb{R} \) and \( \Lambda(p) \neq 0 \) for any \( p \notin \mathcal{P} = \phi^{-1}(0) \). A trivial choice of \( \Lambda(\cdot) \) is any non-zero constant function. Therefore, \( \mathcal{P} = \phi^{-1}(0) = \tilde{\phi}^{-1}(0) \) and \( \tilde{\phi} \) is another function to characterize the same desired path \( \mathcal{P} \).
This assumption restricts one to choose a “valid” function φ such that when |φ(ξ(t))| → 0 as t → ∞ along an infinitely-extendable trajectory ξ(t), then dist(ξ(t), ℙ) → 0 as t → ∞ (guaranteed by the first part of the assumption), and when \(\|∇φ(ξ(t))\| → 0\) as \(t → ∞\) then dist(ξ(t), ℂ) → 0 as \(t → ∞\) (guaranteed by the second part of the assumption). Without this assumption, one can choose a function \(φ\) such that trajectories diverge to infinity even when the absolute path-following error \(|φ(\cdot)|\) converges to zero (see [30, Section IV.B], [31, Example 1]). In addition, the assumption is not restrictive as it is satisfied for many polynomial or trigonometric functions \(φ\) [7, 30]; the assumption holds for all examples presented in this paper. Under this assumption, we have the following important dichotomy convergence lemma.

**Lemma 1** (Dichotomy convergence, [3], [6].) Under Assumption 6, let \(χ_ℙ: \mathbb{R}^2 → \mathbb{R}^2\) be the vector field associated with the one-dimensional connected submanifold ℙ described by (1). Given an initial condition \(ξ(0) \in \mathbb{R}^n\), any trajectory of \(ξ(t) = χ_ℙ(ξ(t))\) converges either to ℙ or the singular set \(ℂ\) as \(t → ∞\).

**Remark 2** (Time-invariant scaling). Lemma 1 continues to hold up to a time-invariant positive scaling (e.g., the normalization) of the vector field, such that the orientation of each vector of \(χ_ℙ\) is not modified [32, Proposition 1.14].

In path following, the convergence of trajectories to the singular set \(ℂ\) is not desirable, and therefore, it is important to know how large the set of initial points of trajectories converging to \(ℂ\) is. We use the notation \(W(ℂ)\) to represent the set of initial conditions for trajectories of (5) asymptotically converge to the singular set \(ℂ\). Namely, \(W(ℂ) := \{ξ_0 ∈ \mathbb{R}^n : ξ(0) = ξ_0, dist(ξ(t), ℂ) → 0 given a non-empty open \(Q_i\) in (2b), \(i ∈ I\), there exist smooth functions \(\cup Q_i \cap R_i : \mathbb{R}^2 → [0, ∞)\) defined below:

\[
\begin{align*}
\bigcup Q_i(ξ) & = \begin{cases} 
0 & ξ ∈ \overline{Q_i}, \\
S_i(ξ) & ξ ∈ \overline{Q_i} ∩ \overline{R_i}, \\
Z_i(ξ) & ξ ∈ \overline{Q_i} ∩ \overline{R_i} \cup \overline{R_i} 
\end{cases} \\
\bigcap Q_i(ξ) & = \begin{cases} 
1 & ξ ∈ \overline{Q_i}, \\
0 & ξ ∈ \overline{Q_i} \cup \overline{R_i} 
\end{cases}
\end{align*}
\]

where \(S_i : \overline{Q_i} ∩ \overline{R_i} → (0, 1)\) and \(Z_i : \overline{Q_i} ∩ \overline{R_i} → (0, 1)\) are smooth functions.

Intuitively, we call \(\bigcap R_i\) a smooth zero-out function w.r.t \(R_i\) and \(\bigcup Q_i\) a smooth zero-in function w.r.t \(Q_i\). Since \(\bigcup Q_i\) is smooth, it is evident that \(S_i(ξ)\) vanishes smoothly to 0 as \(ξ\) approaches \(Q_i\), and smoothly approaches value 1 as \(ξ\) approaches \(R_i\), and the converse applies for \(Z_i(ξ)\).

**D. Composite vector field**

We use smooth zero-in and zero-out functions to “blend” different vector fields and obtain the composite vector field \(χ_c : D ⊂ \mathbb{R}^2 → \mathbb{R}^2\) as follows:

\[
χ_c(ξ) = \left( \prod_{i ∈ I \bigcup Q_i(ξ)} \hat{χ}_ℙ(ξ) + \sum_{i ∈ I \bigcap Q_i(ξ)} (\bigcap R_i(ξ) \hat{χ}_R_i(ξ)) \right),
\]

Morse functions form an open, dense subset of the space of smooth functions [35, Chapter 6, Theorem 1.2].
where \(\hat{\cdot}\) is the normalization notation (i.e., \(\hat{v} = v/\|v\|\) for a nonzero vector \(v \in \mathbb{R}^n\)), and \(\mathcal{D} = \mathbb{R}^2 \setminus (\bigcup_i \mathcal{C}_R \cup \mathcal{C}_P)\) is the domain on which the composite vector field is well-defined. Under Assumption 5, (7) is equivalent to:

\[
\chi_i(\xi) = \begin{cases} 
\hat{x}_{R_i}(\xi) & \xi \in \mathbb{R} \setminus \mathcal{C}_R, \mathcal{C}_P \\
S(\xi)\hat{x}_P(\xi) + Z(\xi)\hat{x}_{R_i}(\xi) & \xi \in \mathbb{R} \setminus \mathcal{C}_R, \mathcal{C}_P \\
\hat{x}_P(\xi) & \xi \in \mathbb{R} \setminus \mathcal{C}_R, \mathcal{C}_P \\
\end{cases} 
\]

for each \(i \in \mathcal{I}\). From (8), one observes that only the reactive vector field \(\chi_{R_i}\) is active in the corresponding closed repulsive areas \(\mathbb{R}^2 \setminus \mathcal{C}_R\), and only the path-following vector field \(\chi_P\) is active in the union of the closed non-reactive areas \(\bigcup_{i \in \mathcal{I}} \mathcal{R}_i\), whereas both the path-following vector field \(\chi_P\) and the reactive vector field \(\chi_R\) are active in the intersection of the reactive area and the non-reactive area; namely, \(\mathcal{M}_i := \mathbb{R}^2 \setminus \bigcup_{i \in \mathcal{I}} \mathcal{R}_i\), called the (open) mixed area for convenience. The closure of this area \(\mathcal{M}_i\) is called the closed mixed area. Note that the composite vector field \(\chi_c\) is not “mixed” on the reactive and repulsive boundaries. We consider the following system:

\[
\dot{\xi}(t) = \chi_c(\xi(t)), \quad \xi(0) \in \mathcal{D}. 
\]

We define the composite singular set below:

\[
\mathcal{C}_c := \{\xi \in \mathcal{D} : \chi_c(\xi) = 0\},
\]

which contains all the equilibria of (9). Note that this set may contain some singular points in \(\bigcup_i \mathcal{C}_{R_i} \cup \mathcal{C}_P\), as well as new singular points due to the blending of the two vector fields in the union of the mixed area \(\bigcup_{i \in \mathcal{I}} \mathcal{M}_i\).

**Remark 4.** Only locally sensed obstacles need to be considered for the computation of the composite vector field \(\chi_c\). From the compact expression in (7), it seems necessary to know all the obstacles in the workspace, but this is not true if one observes the expanded form in (8). When a trajectory enters a reactive area, meaning that a robot can detect an obstacle, the composite vector field \(\chi_c\) in (8) only depends on the current reactive vector field \(\chi_{R_i}\) and the path-following vector field \(\chi_P\) but not on the knowledge of other obstacles.

**IV. ANALYSIS OF THE COMPOSITE VECTOR FIELD**

Under Assumption 5 and in view of (8), different reactive vector fields \(\chi_{R_i}\) do not overlap. Therefore, w.l.o.g., we only consider the case of one obstacle; i.e., the index set \(\mathcal{I}\) is a singleton. Thus, the subscripts \(i\) are removed from the notations in this section for simplicity. We also assume that the obstacle is sufficiently close to the desired path (precisely, \(\mathbb{R}^2 \cap \mathcal{P} \neq \emptyset\)) such that collision avoidance is necessary. Now, the composite vector field (8) simplifies to

\[
\chi_c(\xi) = \begin{cases} 
\hat{x}_R(\xi) & \xi \in \mathbb{R}^2 \setminus \mathcal{C}_R, \mathcal{C}_P \\
S(\xi)\hat{x}_P(\xi) + Z(\xi)\hat{x}_R(\xi) & \xi \in \mathbb{R}^2 \setminus \mathcal{C}_R, \mathcal{C}_P \\
\hat{x}_P(\xi) & \xi \in \mathbb{R}^2 \setminus \mathcal{C}_R, \mathcal{C}_P \\
\end{cases} 
\]

where \(\mathcal{D} = \mathbb{R}^2 \setminus (\mathcal{C}_R \cup \mathcal{C}_P)\). An intuitive illustration is shown in Fig. 2. The repulsiveness of a set is defined as follows.

**Definition 2 (Repulsiveness).** A nonempty set \(\mathcal{A} \subseteq \mathbb{R}^2\) is repulsive w.r.t. the dynamics \(\xi = f(\xi)\), where \(f : \mathbb{R}^2 \rightarrow \mathbb{R}^2\) is Lipschitz continuous, if for each point \(\xi_0 \in \mathcal{A}\), there exists \(T > 0\) such that the trajectory \(\xi(t)\) with the initial condition \(\xi(0) = \xi_0\) satisfies \(\xi(t) \notin \mathcal{A}\) for \(t \geq T\). If this holds for almost every point in \(\mathcal{A}\) except for a set of measure zero, then \(\mathcal{A}\) is called almost repulsive. Namely, \(\mathcal{A}\) is almost repulsive if there exists a subset \(\mathcal{B} \subseteq \mathcal{A}\) of measure zero such that \(\mathcal{A} \setminus \mathcal{B}\) is repulsive.

The following lemma states the positive invariance property of the non-reactive area \(\mathcal{C}_c\).

**Lemma 4 (Positive invariance of \(\mathcal{C}_c\)).** If \(\mathcal{W}(\mathcal{C}_c) \cap \mathcal{Q} = \emptyset\), then \(\mathcal{C}_c\) is positively invariant w.r.t. (9).

**Proof:** We prove this by contradiction. Suppose \(\mathcal{C}_c\) is not positively invariant, then there exists \(\xi(0) \in \mathcal{C}_c\) and \(T > 0\) such that \(\xi(T) \in \mathcal{Q}\). Note that in the closed repulsive area \(\mathbb{R}^2 \setminus \mathcal{C}_R\), the differential equation is simplified to \(\dot{\xi} = \hat{x}_R(\xi)\). Also note that the trajectory will leave \(\mathcal{Q}\) later; otherwise, this implies \(\mathcal{Q}\) contains a periodic orbit and thus contradicts Lemma 1. Therefore, there exists some time instant \(T^* > T\) such that \(\xi(T^*) \notin \mathcal{Q}\). Next, we prove that the trajectory cannot go into the interior \(\mathbb{R}^2 \setminus \mathcal{C}_R\). Suppose, on the contrary, \(\xi(T^*) \in \mathbb{R}^2 \setminus \mathcal{C}_R\). Since \(\mathcal{W}(\mathcal{C}_c) \cap \mathcal{Q} = \emptyset\), the trajectory will not converge to \(\mathcal{C}_R\). Therefore, the trajectory will reach the boundary \(\mathcal{Q}\) again at some time instant \(T'' > T^*\); otherwise, again there is a contradiction of Lemma 1. Hence, on the time interval \(\Xi := [T, T'']\), \(\xi(t) \in \mathbb{R}^2 \setminus \mathcal{C}_R\), and \(\xi(T), \xi(T'') \in \mathcal{Q}\). For convenience, we denote the segment of trajectory \(\xi(t)\) over \(\Xi\) by \(\xi(\Xi) := \{\xi(t) : t \in \Xi\}\), which is the image of the time interval \(\Xi\) under \(\xi\). Since \(\xi(\Xi)\) is closed and \(\xi(\Xi) \subseteq \mathbb{R}^2 \setminus \mathcal{C}_R\), the segment of trajectory \(\xi(\Xi)\) is compact in \(\mathbb{R}^2\). For what follows, we consider the trajectory over the time interval \(\Xi\). Again, note that the differential equation (9) is simplified to \(\dot{\xi} = \hat{x}_R(\xi)\) over this time interval. Choose the Lyapunov function candidate \(V(\varphi(\xi)) = \varphi^2(\xi)/2\), then

\[
\frac{d}{dt} V(\varphi(\xi)) = -k_c \frac{1}{\|\hat{x}_R(\xi)\|} \|\varphi(\xi)\| \|\nabla \varphi(\xi)\|^2. 
\]

Due to the uniqueness of solutions and \(\mathcal{W}(\mathcal{C}_c) \cap \mathcal{Q} = \emptyset\), we have \(\frac{d}{dt} V(\varphi(\xi(t))) < 0\) for \(t \in \Xi\). However, the fact that \(\xi(T), \xi(T'') \in \mathcal{Q}\) contradicts the strict decreasing property of \(V(\varphi(\xi))\) for \(t \in \Xi\) (on the repulsive boundary \(\mathcal{Q}\), \(\varphi\)
attains the same value). The contradiction implies that the trajectory cannot go from the boundary $Q$ to the interior $\mathring{Q}$. Furthermore, the strict decreasing property of $V(\xi(t))$ also proves the repulsiveness of the boundary $Q$; more precisely, for every $\xi(0) \in Q$, we have $\xi(t) \notin Q$ for all $t > 0$. Combining the previous arguments with the uniqueness of solutions shows that once the trajectory starts from the non-repulsive area $\mathring{Q}$, it will never reach the repulsive boundary $Q$ or the repulsive area $\mathring{Q}$. Thus the non-repulsive area $\mathring{Q}$ is indeed positively invariant.

The almost repulsiveness of the closed repulsive area $\mathring{Q}$ is stated in the following corollary.

**Corollary 2** (Almost repulsiveness of $\mathring{Q}$). The set $\mathring{Q} \setminus \mathring{W}(C_R)$ is repulsive. If the assumptions of Lemma 2 hold, then $\mathring{Q}$ is almost repulsive.

**Proof:** We need to show that if $\xi(0) \in \mathring{Q} \setminus \mathring{W}(C_R)$, then there exists $T > 0$, such that $\xi(t) \notin \mathring{Q} \setminus \mathring{W}(C_R)$ for $t > T$. Since $\xi(0) \in \mathring{Q} \setminus \mathring{W}(C_R)$, we can use the same argument as in Lemma 4 and conclude that there exists a time instant $T$, such that $\xi(T) \in \mathring{Q}$. Due to the positive invariance of $\mathring{Q}$, $\xi(t) \notin \mathring{Q} \setminus \mathring{W}(C_R)$ for $t > T$. If the assumptions of Lemma 2 hold, then the local inest $\mathring{W}(C_R)$ is of measure zero, so $\mathring{Q}$ is almost repulsive by Definition 2.

The following lemma states that the absolute path-following error $|\phi(\xi(t))|$ is indeed bounded.

**Lemma 5** (Bounded path-following error). If $C_R$ is bounded, then the absolute path-following error $|\phi(\xi(t))|$ of any trajectory $\xi(t)$ of (9) is bounded.

**Proof:** Suppose a trajectory of (9) is defined on the time interval $T = [0, T_f]$, where $T_f < \infty$. We want to prove that there exists a positive finite constant $M$ such that $|\phi(\xi(t))| \leq M$ for all $t \in T$. First, it is obvious that the absolute path-following error $|\phi(\cdot)| : \mathbb{R}^2 \to \mathbb{R}$ is continuous. Depending on where a trajectory $\xi(t)$ lies, three cases are discussed.

**Case 1:** Suppose the trajectory $\xi(t)$ always lies in the closed reactive area $\mathring{M}/R$, then $|\phi(\xi(t))|$ attain its maximum value on the compact set $\mathring{M}/R$. Namely, $|\phi(\xi(t))| \leq M_1$ for all $t \in T$, where $M_1 = \max_{\mathring{p} \in \mathring{M}/R} |\phi(p)|$.

**Case 2:** Suppose the trajectory $\xi(t)$ always lies in the closed non-reactive area $\mathring{M}/R$, then the differential equation (9) is reduced to $\dot{\xi} = \chi_R(\xi)$. By Lemma 1, the trajectory either converges to the desired path $\mathcal{P}$ or the singular set $C_R$. a) Suppose the trajectory $\xi(t)$ converges to the desired path $\mathcal{P}$ as $t \to T_f$; that is, $|\phi(\xi(t))| \to 0$ as $t \to T_f$. Then, fixing $\epsilon > 0$ such that $|\phi(\xi(0))| > \epsilon$, there exists $0 < T' < T_f$, such that $|\phi(\xi(t))| < \epsilon$ for $t > T'$. Let $\gamma := \max_{0 \leq t \leq T'} |\phi(\xi(t))|$, then the path-following error is bounded by $\max(\epsilon, \gamma) = \gamma = |\phi(\xi(0))|$, where the last equality is due to the decreasing property of the Lyapunov function $V = 1/2(\phi^2(t))$, which will be elaborated in **Case 3** later. b) If the trajectory $\xi(t)$ converges to the set $C_P$ (it is naturally assumed that $C_P \subset \mathring{M}/R$, otherwise it is trivial), then there exists $0 < T'' < T_f$, such that $\text{dist}(\xi(t), C_P) < \epsilon$ for $t > T''$. Then if $\xi(t) \in C_P := \{ p \in \mathbb{R}^2 : \text{dist}(p, C_P) \leq \epsilon \}$ for $t > T''$. Since $C_P$ is bounded (hence compact), the set $C_P$ is compact. Therefore, we can let $\beta := \max_{p \in C_P} \phi(x))$. Let $\alpha := \max_{0 \leq t \leq T''} |\phi(\xi(t))|$, then the path-following error is bounded by $\max(\alpha, \beta)$. Overall, in both sub-cases a) and b), the path-following error $|\phi(\xi(t))|$ is bounded by $M_2 := \max(\gamma, \alpha, \beta)$.

**Case 3:** Suppose the trajectory lies alternately in $\mathring{M}/R$ and $\mathring{M}/R$. First, we suppose $\xi(0) \in \mathring{M}/R$. Denote all maximal connected closed intervals by $\rho_j \subset \mathcal{T}$, $j = 1, 2, \ldots$, such that $\xi(t) \in \mathring{M}/R$ for $t \in \rho_j$. Similarly, denote all maximal connected closed intervals by $\delta_k \subset \mathcal{F}$, $k = 1, 2, \ldots$, such that $\xi(t) \in \mathring{M}/R$ for $t \in \delta_k$. For $t \in \bigcup \rho_j$, it follows that $|\phi(\xi(t))| \leq M_1$ according to **Case 1**. Therefore, we only need to consider the time intervals $\delta_k$ over which the trajectory is in the closed non-reactive area $\mathring{M}/R$. For convenience, the minimum value in $\delta_k$ is denoted by $\delta_k^c$ (i.e., the first time instant). As **Case 2**, the differential equation (9) is reduced to $\dot{\xi} = \chi_R(\xi)$. If $\mathcal{F}(\mathcal{F}) \cap \mathcal{R} = \emptyset$, given $\xi(0) \in \mathcal{R}$, the trajectory will not converge to any points in $\mathcal{F}$. Using the Lyapunov function candidate $V(\phi(\xi)) = 1/2 \phi^2(\xi)$ and taking the time derivative, one obtains $\frac{d}{dt} V(\phi(\xi)) = -k_2 \frac{1}{\| \phi(\xi) \|^2} \phi(\xi) \| \nabla \phi(\xi) \|^2$. This shows that $V(\phi(\xi(t)))$, hence $|\phi(\xi(t))|$ is decreasing as $t$ increases. Therefore, for each time interval $\delta_k$, $|\phi(\xi(t))|$ attains its maximum value $\max_{t \in \delta_k} |\phi(\xi(t))| = |\phi(\delta_k)| \leq M_3$, where $M_3 := \max_{\mathring{p} \in \mathring{M}/R} |\phi(p)|$ (maximum attainable due to the compactness of the boundary $\mathcal{R}$). Therefore, for all $t \in \bigcup \delta_k$, $|\phi(\xi(t))| \leq M_3 \leq M_1$. Now we suppose $\xi(0) \in \mathring{M}/R$ then using the same analysis as before, it can be easily concluded that for all $t \in \bigcup \delta_k$, $|\phi(\xi(t))| \leq \max(M_1, d_0)$, where $d_0 = |\phi(\xi(0))|$. If the trajectory converges to the singular set $C_P$, then using the same analysis discussed in **Case 2**, the absolute path-following error $|\phi(\xi(t))|$ is bounded by $\max(\alpha, \beta)$. Overall, the path-following error $|\phi(\xi(t))|$ is bounded by $M_3 := \max(M_1, \alpha, \beta)$. To sum up, the path-following error $|\phi(\xi(t))|$ is bounded by $M := \max(M_1, \alpha, \beta, \gamma)$.

**Remark 5.** Suppose a trajectory $\xi(t)$ does not converge to the singular set $C_P$, then the upper bound $M$ of the absolute path-following error $|\phi(\xi(t))|$ is only related to the initial error $\gamma := |\phi(\xi(0))|$ and the largest error between the reactive area $\mathring{M}/R$ and the desired path $\mathcal{P}$ (i.e., $M_1 = \max_{\mathring{p} \in \mathring{M}/R} |\phi(p)|$). Thus this upper bound can be reduced by starting a trajectory near the desired path or shrinking the reactive area.

In the sequel, the properties of the mixed area $\mathcal{M} = \mathring{Q} \cap \mathring{M}/R$ will be investigated. First, one observes that the closed mixed area $\mathcal{M}$ is not positively invariant. Since $\mathcal{P} \subset \mathring{M}/R$, there exists at least one vector on the reactive boundary which points from the boundary to the desired path. More precisely, there exists $p \in \mathcal{P}$ such that $\lambda_\gamma(p) = \hat{\chi}_R(p)$ is not in the tangent cone of the closed mixed area $\mathcal{M}$. By the Nagumo’s theorem [36, Theorem 4.7], the closed mixed area $\mathcal{M}$ is not positively invariant. Thus there exists at least one point $\xi_0 \in \mathcal{M}$ and $T > 0$, such that the trajectory at time $T$ satisfies $\xi(T) \notin \mathcal{M}$. However, the non-positive-invariance property of the closed mixed area is not sufficient to guarantee that any trajectory will not be trapped in this area. In fact, Lemma 7 demonstrates

---

1In this case, replace $\mathcal{P}$, $\phi$, $\chi_R$, and $C_R$ with $\mathcal{R}$, $\phi$, $\chi_R$, and $C_R$ respectively in the lemma.
a common limitation of combining two vector fields. Recall the definition of the Poincaré index below.

**Definition 3** (Poincaré index, [29, p. 68]). Consider the second-order autonomous system \( \xi(t) = f(\xi(t)) \), where \( f : \mathbb{R}^2 \to \mathbb{R}^2 \) is continuously differentiable. Let \( L \) be a simple closed curve not passing through any equilibrium point of the autonomous system. The orientation of the vector \( f(x) \) rotates continuously as \( x \in L \) traverses the curve \( L \) in the counterclockwise direction, and upon returning to the original position, must have rotated an angle of \( 2k\pi \) for some integer \( k \), where the angle is measured counterclockwise. The integer \( k \) is called the index of the closed curve \( L \). If there is only a single isolated equilibrium point encircled by \( L \), then \( k \) is also called the index of the equilibrium point.

In a two-dimensional autonomous system, an equilibrium point of the system can be classified as a node, a focus, a center, or a saddle [29, Chapter 2]. The next lemma determines the indices of these different types.

**Lemma 6** ([29, Lemma 2.3]). Consider \( \xi(t) = f(\xi(t)) \), where \( f : \mathbb{R}^2 \to \mathbb{R}^2 \) is continuously differentiable. Let \( p \in \mathbb{R}^2 \) be an equilibrium point of the system, and \( L \subseteq \mathbb{R}^2 \) be a simple closed curve not passing through any equilibrium point.

1) The index of \( p \) is \( +1 \) if it is a node, a focus, or a center;
2) The index of \( p \) is \( -1 \) if it is a (hyperbolic) saddle;
3) The index of \( L \) is 0 if it does not encircle any equilibrium point;
4) The index of \( L \) is equal to the sum of the indices of the equilibrium points within it.

5) The index of a closed orbit is \( +1 \);

**Lemma 7** (A common limitation). If \( C_P \cap \in^R \neq \emptyset \), then there is at least one saddle point of (9) in the mixed area \( M \).

**Proof:** On the repulsive boundary \( Q \), by (4) and (11), the vector field \( \chi_c(\xi) \) is simplified to

\[
\chi_c(\xi) = \hat{\chi}_R(\xi) = \frac{1}{\|\chi_R\|} ( (E - k_r \varphi(\xi)) \nabla \varphi(\xi))
\]

where recall that \( \varphi(\xi) = c \) for \( \xi \in Q \) as shown in (2b). Note that since \( FF^T = I \) and \( \text{det}(F) = 1 \), \( F \) is a rotation matrix. Therefore, for any point \( p \in \mathbb{R}^2 \), \( F \nabla \varphi(p) \) is a vector attained by rotating the gradient vector \( \nabla \varphi(p) \) by some constant angle. In addition, the normalization of a vector field does not change the orientation of each vector. Thus, as a point \( \xi \) traverses the boundary \( Q \) in the counterclockwise direction, the vector \( \hat{\chi}_R(\xi) \) rotates the same angle as the gradient vector \( \nabla \varphi(\xi) \) and the tangent vector \( E \nabla \varphi(\xi) \) do. From the theorem of turning tangents [37, p. 270], the tangent vector \( E \nabla \varphi(\xi) \), hence the gradient vector \( \nabla \varphi(\xi) \), rotates by an angle of \( 2\pi \) as a point \( \xi \) traverses the boundary \( Q \), which is a level curve of \( \varphi \), in the counterclockwise direction. Therefore, from Definition 3, the index of the boundary \( Q \) is 1; this also implies that there is at least one equilibrium point in \( \in^R \) as shown by 4) of Lemma 6. Note that on the reactive boundary \( R \), the vector field is simplified to \( \hat{\chi}_R(\xi) \), and since \( C_P \cap \in^R = \emptyset \), there are no equilibrium points (i.e., points in \( C_P \)) encircled by the reactive boundary \( R \). Then by 3) of Lemma 6, the index of the reactive boundary \( R \) is 0. As the composite vector field \( \chi_c \) is still continuous, we can conclude by Lemma 6 that there must exist at least one saddle point in the mixed area \( M \). This is justified as follows. Denote the number of saddle points in the repulsive area \( \in^R \) and the mixed area \( M \) by \( a_1 \geq 0 \) and \( a_2 \geq 0 \), respectively, and denote the total number of nodes, foci and centers in the repulsive area \( \in^Q \) and the mixed area \( M \) by \( b_1 \geq 0 \) and \( b_2 \geq 0 \), respectively. Since the index of the reactive boundary \( R \) is 1, we have \( -a_1 + b_1 = 1 \) by 1), 2), 4) of Lemma 6. Similarly, since the index of the reactive boundary \( R \) is 0, we have \( -a_1 + b_1 - a_2 + b_2 = 0 \). The two equalities imply that \( a_2 = b_2 + 1 \geq 1 \); namely, at least one saddle point exists in \( M \).

**Remark 6.** We impose the condition \( C_P \cap \in^R = \emptyset \) here because this condition holds in many practical examples. For example, when the desired path is a straight line characterized by \( \phi(x, y) = y \), then \( C_P = \emptyset \) and the condition \( C_P \cap \in^R = \emptyset \) automatically holds. This condition is also satisfied for all examples in Section VI. Moreover, the number of saddle points is exactly one more than the total number of nodes, foci and centers in the mixed area as shown in the proof. This is a topological limitation of the composite vector field regardless of the specific form of the reactive boundary, the repulsive boundary and the zero-in and zero-out functions. The best we can hope for is that there is only one saddle point in the mixed area, and thus trajectories starting from almost all initial conditions will not be attracted to the saddle point. However, if \( C_P \cap \in^R = \emptyset \), then it is possible that there are no equilibria in the mixed area \( M \) (see Fig. 3), and thus this limitation can be removed. This is perhaps surprising since a similar topological limitation always exists in traditional motion planning algorithms based on potential functions or navigation functions [16], [23]. A similar topological obstruction is revealed in [38] in the context of merging control Lyapunov functions and control barrier functions. Specifically, [38] pinpoints the impossibility of globally asymptotically stabilizing the system origin using continuous controllers in environments with bounded obstacles.
In the path-following problem (without obstacles), it is desirable that no singular points exist (i.e., $C_P = \emptyset$) such that global convergence to the desired path is guaranteed by Lemma 1. In contrast, as implied by Lemma 7, the emptiness of the singular set $C_P$ is not desirable when there are obstacles, since the condition $C_P \cap \text{in}R = \emptyset$ of Lemma 7 holds automatically, implying the existence of a saddle point in $\mathcal{M}$.

We will prove that almost all initial conditions give rise to trajectories leaving the closed mixed area $\overline{M}$. The definition below explains what is meant by trajectories leaving a set.

**Definition 4.** A trajectory $\xi : \mathbb{R} \to \mathbb{R}^2$ leaves a non-empty set $A \subseteq \mathbb{R}^2$ if there exists $t_1 > t_0$ such that $\xi(t_0) \in A$ and $\xi(t_1) \notin A$.

The definition implies that whether a trajectory will enter the set $A$ again (and remain or not remain there) is irrelevant.

**Lemma 8 (Leaving $\overline{M}$).** Suppose $C_P \cap \text{in}R = \emptyset$ and there is only one equilibrium point (i.e., a saddle point) $c_0 \in C_e$ in the mixed area $\mathcal{M}$. Furthermore, suppose there exists a trajectory $\xi(t)$ starting from the repulsive boundary $Q$ and reaching the reactive boundary $R$, then trajectories starting from almost all initial points in the closed mixed area $\overline{M}$ will leave $\overline{M}$.

**Proof:** By Lemma 7, the only equilibrium in the mixed area $\mathcal{M}$ is a saddle point. Thus the initial conditions of trajectories that converge to the saddle point form a set of measure zero. Since the index of the saddle point is $-1$, there are no closed orbits around it. Closed orbits could only be possible when they surround the repulsive area $\text{in}Q$. However, since there is a trajectory moving from the repulsive boundary $Q$ to the reactive boundary $R$, such closed orbits cannot exist (as there would be violation of the uniqueness of solutions). Therefore, trajectories starting from almost all initial points in the closed mixed area $\overline{M}$ will leave $\overline{M}$ by the Poincaré-Bendixon theorem [39, Chapter 9].

We are now ready to present the main theorem.

**Theorem 1.** The VF-CAPF problem with the vector field in (7) is solved if the following conditions hold simultaneously:

C.1. $\mathcal{W}(C_R) \cap Q = \emptyset$, $C_P$ is bounded, and the initial condition $\xi(0) \notin \mathcal{W}(C_P)$;

C.2. $C_P \cap \text{in}R = \emptyset$ and there is only one equilibrium $c_0 \in C_e$ in the mixed area $\mathcal{M}$;

C.3. There exists a trajectory $\xi(t)$ starting from the repulsive boundary $Q$ and reaching the reactive boundary $R$.

**Proof:** If there are no obstacles and given that $\xi(0) \notin \mathcal{W}(C_P)$, then due to Lemma 1, the first control objective of the VF-CAPF problem is achieved. Given that $\mathcal{W}(C_R) \cap Q = \emptyset$, Lemma 4 and Corollary 2 imply that the second control objective of the VF-CAPF problem in Definition 1 is fulfilled. Since $C_P$ is bounded, Lemma 5 shows that the path-following error is bounded, and the third control objective is met. Next, under conditions C.2 and C.3, Lemma 8 shows that almost all initial points in the closed mixed area $\overline{M}$ give rise to trajectories leaving $\overline{M}$. Due to the uniqueness of solutions, the vector field degenerates to the normalized path-following vector field $\chi_\xi = \hat{\chi}_P$ once the trajectory leaves the reactive area. Then the trajectory will follow the desired path until it possibly returns to the reactive area again. Since $S(\xi)$ and $Z(\xi)$ are bounded, the norm of the composite vector field $\|\chi_\xi\|$ is finite. Therefore, the time difference between two consecutive time instants $\Delta t_r > 0$ of entry from the non-reactive area into the reactive area cannot be infinitely small. Thus the fourth control objective is accomplished.

**Remark 7.** The technical results in this section still hold if one replaces the normalized vector fields $\hat{\chi}_P$ and $\hat{\chi}_{R_c}$ with the original ones $\chi_P$ and $\chi_{R_c}$ in (7); i.e., (7) is changed to $\chi_\xi(t) = (\prod_{i \in \mathcal{I}} Q_\xi(\xi)) \chi_P(\xi) + \sum_{i \in \mathcal{I}} (\cap_{R_c}(\xi) \chi_{R_c}(\xi))$. This is because the core technical proofs rely on the Lyapunov analysis of the vector fields $\chi_P$ or $\chi_{R_c}$ separately. The proofs of the results for the new composite vector field with the original vector fields $\chi_P$ and $\chi_{R_c}$ are almost the same except for minor changes; e.g., (12) needs to be multiplied by $\|\chi_\xi\|$ without affecting the subsequent technical development.

The local insets $\mathcal{W}(C_R)$ and $\mathcal{W}(C_P)$ in Condition C.1 can be numerically calculated. Fortunately, the calculation can be avoided for some typical desired paths or boundaries, such as circles or ellipses, since the local insets are the same as the singular sets. More generally, sufficient conditions to avoid the calculation of $\mathcal{W}(\cdot)$ are given in Corollary 3, which results from combining Lemma 2 and Theorem 1.

**Corollary 3.** Suppose the singular sets $C_P$ and $C_R$ are discrete, $\phi(p)H_\phi(p)$ and $\varphi(q)H_\varphi(q)$ have all negative eigenvalues for every point $p \in C_P$, $q \in C_R$. The VF-CAPF problem with the vector field in (7) is solved if the conditions in Theorem 1 hold, where $\mathcal{W}(C_R) = C_R$ and $\mathcal{W}(C_P) = C_P$.

**Remark 8.** Conditions C.2 and C.3 in Theorem 1 might probably hold in practice, even though they are difficult to verify in theory. Condition C.2 might be satisfied by changing some design choices: a) the function $\phi$ characterizing the desired path $P$; b) the function $\varphi$ and the constant $c$ in (2b) characterizing the repulsive boundary $Q$ and reactive boundary $R$, and c) the functions $S(\cdot)$ and $Z(\cdot)$ in the smooth zero-in and zero-out functions. Condition C.3 is not conservative because the existence of only one such trajectory is sufficient, but it is challenging to verify analytically. This condition is employed here to eliminate the possibilities of limit cycles in the mixed area, ensuring that trajectories can eventually leave the mixed area. Note that the proof of existence and non-existence of limit cycles in general is a challenging problem in nonlinear systems theory. There are only a few available tools, such as the Poincaré-Bendixon theorem, the Bendixon criterion and index theory [29, Lemma 2.1.2.3], [39, Chapter 9]. These tools might be used to verify condition C.3.

The main disadvantages of the composite vector field approach discussed above are: a) Conditions C.2 and C.3 are difficult to check; b) In many cases, the limitation revealed in Lemma 7 exists. However, Conditions C.2 and C.3 are crucial to avoid the well-known phenomenon called deadlock, but few algorithms in the literature provide a theoretical guarantee to avoid it [40]. Nevertheless, we will use a switching vector.
field in Section V to replace these two conditions with easily-verifiable ones and also remove the limitation in Lemma 7.

Remark 9 (Moving obstacles). In this remark, we will re-design the reactive vector field $\chi_R^t : \mathbb{R} \times \mathbb{R}^2 \to \mathbb{R}^2$ to include the “motion information” of obstacles, and thus obtain a new composite time-varying vector field $\chi_c^t : \mathbb{R} \times \mathbb{R}^2 \to \mathbb{R}^2$. Note that since the desired path is still static, the path-following vector field $\chi_P^t : \mathbb{R}^2 \to \mathbb{R}^2$ remains unchanged. Also note that since the new reactive vector field $\chi_R^t$ is time-varying, the normalization factor $1/\|\chi_R^t\|$ of $\chi_R^t$ is also time-varying, and thereby the phase portrait of $\chi_R^t$ is possibly different from that of the original vector field $\chi_R^t$ (c.f., Remark 2). For this reason, we do not use normalized vector fields in (7), but retreat to

$$\chi_c^t(t, \xi) = \left( \prod_{i \in \mathcal{Q}(\xi)} \chi_P^t(\xi) + \sum_{i \in \mathcal{Q}(\xi)} (\chi_R^t(t, \xi)\chi_R^t(t, \xi)) \right), \quad (13)$$

where we note that $\chi_P^t$ and $\chi_R^t$ are not normalized. Recall that the function $\varphi(t, \xi)$, which is related to the reactive boundary of the $i$-th obstacle, is twice continuously differentiable in $t$ (i.e., Assumption 2). Again by Assumption 5, it is sufficient to consider only one moving obstacle.

To ensure the previous results still hold for the new reactive vector field (hence the new composite vector field), we use a Lyapunov analysis to derive the new vector field $\chi_R^t$. Specifically, we add an additional time-varying term to the original reactive vector field (4) as follows:

$$\chi_R^t(t, \xi) = E\nabla \varphi(t, \xi) - k_r \varphi(t, \xi)\nabla \varphi(t, \xi) + \varpi(t, \xi), \quad (14)$$

where $\nabla \varphi(t, \xi) := \partial \varphi(t, \xi)/\partial \xi \in \mathbb{R}^2$ and $\varpi : \mathbb{R}^+ \times \mathbb{R}^2 \to \mathbb{R}^2$ is an additional term to be determined. We choose the Lyapunov function candidate $V(t, \xi) = \frac{1}{2}k_r^2(t, \xi)$, where $k_r$ is a positive constant. Now we have

$$\frac{d}{dt}V(t, \xi) = \frac{dV}{d\varphi} \nabla \varphi(t, \xi)^T \dot{\xi} + \frac{dV}{d\varphi} \frac{\partial \varphi}{\partial t} = k_r \varphi \nabla \varphi^T \chi_R^t + k_r \frac{\partial \varphi}{\partial t} = -k_r \varphi^2||\nabla \varphi||^2 + k_r \left(\nabla \varphi^T \varpi + \frac{\partial \varphi}{\partial t}\right), \quad (15)$$

where the second equation uses the equality $\dot{\xi} = \chi_R^t$ as we only consider the new reactive vector field $\chi_R^t$ now and conduct the Lyapunov analysis. Now let $\varpi$ be chosen as

$$\varpi = \frac{1}{\|\nabla \varphi\|^2} \left( \frac{\partial \varphi}{\partial t} - l \varphi \right) \nabla \varphi, \quad (16)$$

where $l$ is a positive constant. Substituting (16) into (15), we have $\frac{d}{dt}V(t, \xi) = -k_r \varphi^2 ||\nabla \varphi||^2 - kl \varphi^2 \leq -2lV$. Therefore, by Theorem 4.9 in [29], the integral curves of the new reactive vector field in (14) will (globally) uniformly exponentially converge to the time-varying reactive boundary $\mathcal{R}$ characterized by $\varphi(t, \xi) = 0$.

We have shown above that the new reactive vector field $\chi_R^t$ can still guide trajectories to converge to the reactive boundary $\mathcal{R}$, which is time-varying now due to the motion of the obstacle. Therefore, by combining (13), (14) and (16), we obtain a new composite vector field $\chi_c^t$. The previous results still hold for this new composite vector field $\chi_c^t$, for which the proofs are almost the same (see Remark 7).

Remark 10 (Robustness). In practice, the time derivative information $\partial \varphi / \partial t$ in (16) is usually contaminated by measurement error. Fortunately, the exponential convergence property mentioned above provides some robustness against this error. We can still reduce the value of the Lyapunov function $V$ to an arbitrarily small positive value by increasing the gain $l$ in (16). This is justified as follows. Let the gain $l > 1/2 + \epsilon$, where $\epsilon > 0$ is a constant. Suppose some time-varying measurement error $\rho(t, \xi) \in \mathbb{R}$ is added to the information of the time derivative $\partial \varphi / \partial t$. Therefore, (16) is perturbed as

$$\frac{d}{dt}V(t, \xi) = -k_r \varphi^2 ||\nabla \varphi||^2 - kl \varphi^2 + k \rho \varphi \quad (17)$$

$$\leq -\left( l - \frac{1}{2} \right) k_r \varphi^2 + \frac{1}{2}k \rho^2 \quad (18)$$

$$\leq -k \varphi^2, \quad \forall |\varphi| \geq \alpha(|\rho|) > 0, \quad (19)$$

where (18) has used the fact that $\rho \leq \rho^2/2 + \varphi^2/2$, and $\alpha(|\rho|) = |\rho|/\sqrt{2l - 2\epsilon - 1}$ is a class $\kappa$ function. Therefore, by Theorem 4.9 in [29], the system $\dot{\xi}(t) = \chi_R^t(t, \xi)$, where $\chi_R^t(t, \xi)$ is in (14), is input-to-state stable (ISS) w.r.t the measurement error $\rho$. If the measurement error is uniformly bounded $|\rho(t)| < \rho_0$, where $\rho_0 > 0$ is a constant, this implies that by choosing $l > 1/2 + \epsilon$, the value of the Lyapunov function $V$ will eventually decrease to within $V = k_r^2/2 \leq k_0^2/2(2l - 2\epsilon - 1)$. By choosing a large $\epsilon$, the decreasing rate of $V$ is greater as observed from (19). Furthermore, one may assume that the measurement error is vanishing in the sense that $|\rho| \leq \beta |\varphi|$, where $\beta > 0$ is a constant. In this case, by choosing $l > \beta$, the Lyapunov function value $V$ will decrease (globally) uniformly exponentially to 0. This is justified using the same argument as before. Namely, from (17), we have $\frac{d}{dt}V(t, \xi) = -k_r \varphi^2 ||\nabla \varphi||^2 - kl \varphi^2 + k \rho \varphi \leq -\left( l - \beta \right) k_r \varphi^2 = -2(l - \beta)V$, and then we can employ Theorem 4.9 in [29].

V. SWITCHING VECTOR FIELD

To replace the two conditions mentioned earlier and deal with undesirable equilibria in the mixed area, we introduce a switching vector field and prove that this switching vector field can solve the VF-CAFPI problem. The idea of using a switching mechanism has also been adopted in [41], under the linearity assumption of the vector field.

Singular points in the mixed area $\mathcal{M}$ appear where the components $S(\xi)\chi_P(\xi)$ and $Z(\xi)\chi_R(\xi)$ in (6) cancel each other. Specifically, this happens only if $S(\xi) = Z(\xi)$. Namely, the extra singular points (should they exist) belong to the following set

$$\mathcal{E} = \{ \xi \in \mathbb{R}^2 : S(\xi) = Z(\xi) \}. \quad (20)$$

This set $\mathcal{E}$ is non-empty since the functions $S(\cdot), Z(\cdot)$ are continuous, and $S(\cdot)$ decreases to 0 “radially inwardly” towards the repulsive boundary $Q$, whereas $Z(\cdot)$ decreases to 0 “radially outwardly” towards the reactive boundary $R$. In addition, $\mathcal{E}$ is compact and $\mathcal{E} \subseteq \mathcal{M}$; i.e., this set does not intersect the reactive boundary $R$ or the repulsive boundary $Q$. The functions $S(\cdot)$ and $Z(\cdot)$ are flexible design choices and characterize the set $\mathcal{E}$. For simplicity of analysis, the functions
Moreover, choose an \( \delta \) otherwise, we choose \( \text{dist} \left( \mathcal{E}^\epsilon, R \right) > 0 \). The basic idea is that if a trajectory enters \( \mathcal{E}^\epsilon \), then it will possibly be attracted to a stable equilibrium in \( M \). Nevertheless, we can then switch to another vector field such that this possibility is excluded. This new vector field is designed as a "perturbed" version of the reactive vector field in the sense that it is induced by a slightly enlarged reactive boundary, as introduced in the sequel. The existence of an enlarged reactive boundary is guaranteed by the following lemma.

**Lemma 9.** Given \( \varphi \) and \( R \) in \((2a)\), there exists a constant \( \delta \neq 0 \) such that \( R_\delta := \varphi^{-1}(\delta) = \{ \xi \in \mathbb{R}^2 : \varphi(\xi) = \delta \} \) is a one-dimensional compact connected submanifold in \( \mathbb{R}^2 \), also satisfying \( \text{dist}(R, R_\delta) > 0 \) and \( \text{in} R \subseteq \text{in} R_\delta \), where \( \text{in} R \) is the perturbed reactive area defined analogously to \( \text{in} R \).

**Proof:** From Section II, one knows that 0 is a regular value of \( \varphi \), and \( R = \varphi^{-1}(0) \) is a one-dimensional compact connected submanifold in \( \mathbb{R}^2 \) (i.e., \( \varphi^{-1}(0) \) is homeomorphic to \( S^1 \)). By the Ehresmann theorem [43, p. 378], which can be regarded as a generalization of the Morse theorem [44, Theorem 2.6], there exists an open interval \( I \) of 0 such that \( \varphi^{-1}(I) \) is homeomorphic to \( I \times \varphi^{-1}(0) \), given by a homeomorphism denoted by \( \Gamma \), such that \( \pi_2 \circ \Gamma = \varphi |_{\varphi^{-1}(I)} \), where \( \pi_2 \) is the projection onto the first factor. Therefore, for any \( \xi \in I \), the level curve \( \varphi^{-1} \) is homeomorphic to \( R = \varphi^{-1}(0) \); namely, \( \varphi^{-1}(q) \) is a one-dimensional compact connected submanifold in \( \mathbb{R}^2 \) for any \( q \in I \), and thus \( \text{dist}(R, R_q) > 0 \) for any \( q \in I \), where \( R_q := \varphi^{-1}(q) \). Moreover, choose an \( \alpha \in I \) such that \( \alpha \neq 0 \) and \( -\alpha \in I \). Let \( \delta = \alpha \). If \( \text{in} R \subseteq \text{in} R_\delta \) is satisfied, then the proof is complete; otherwise, we choose \( \delta = -\alpha \).

This lemma means that the shape of the level set \( \varphi^{-1}(\delta) \) is similar to the zero-level set \( \varphi^{-1}(0) = R \). For example, suppose the reactive boundary enclosing an obstacle is an ellipse, characterized by \( \varphi = a^2/x^2 + y^2/b^2 - 1 = 0 \), where \( a, b \neq 0 \) are constants. All the level sets \( \varphi^{-1}(k) \) for \( k > -1 \) are ellipses of different sizes.

Note that the only difference in the definition of \( R_\delta \) from that in \((2a)\) is the constant \( \delta \). Therefore, we can similarly derive a perturbed reactive vector field \( \chi_{R_\delta} \) by replacing the surface function \( \varphi \) with \( \varphi^\delta := \varphi - \delta \) in \((4)\). This notation also implies that \( \varphi^0 = \varphi \). Accordingly, we define the singular set \( C_{R_\delta} \) corresponding to this perturbed reactive vector field \( \chi_{R_\delta} \), as \( C_{R_\delta} := \{ \xi \in \mathbb{R}^2 : \chi_{R_\delta}(\xi) = 0 \} \) = \{ \xi \in \mathbb{R}^2 : \nabla \varphi^\delta(\xi) = 0 \}. \) Since \( \varphi^\delta = \varphi - \delta \), we have \( \nabla \varphi^\delta = \nabla \varphi \) and \( C_{R_\delta} = C_R \).

We define \( \mathcal{J}_{\text{int}} := R_\delta \cap \mathcal{P} \neq \emptyset \), which is the set of all intersection points between the perturbed reactive boundary \( R_\delta \) and the desired path \( \mathcal{P} \). For simplicity, we assume that

This set \( \mathcal{J}_{\text{int}} \) is finite, as otherwise, one can choose a different perturbed reactive boundary \( R_\delta \) such that this assumption holds. The **outside-pointing normal** [43] of the perturbed reactive boundary \( R_\delta \) at a point \( q \in R_\delta \), denoted by \( N_\varphi(q) \in S^1 \subseteq \mathbb{R}^2 \), is an outward-pointing unit vector perpendicular to \( R_\delta \) at \( q \in R_\delta \). Now we can define the set of points where the path-following vector field \( \chi_\mathcal{P} \) points towards a similar direction to the outward-pointing normal of \( R_\delta \) at the intersection points: \( J_{\text{int}} := \{ \xi \in \mathcal{J}_{\text{int}} : \chi_\mathcal{P}(\xi) \cdot N_\varphi(q) > 0 \} \), which is a finite set. Starting from any point of this set, the integral curves of the path-following vector field will be "driven out" of the perturbed reactive area \( \text{in} R_\delta \). Due to the continuity of \( \chi_\mathcal{P} \) and the finiteness of \( J_{\text{int}} \), one can choose an \( \epsilon_0 > 0 \) sufficiently small such that for every two distinct intersection points \( q_1, q_2 \in J_{\text{int}} \), their closed \( \epsilon_0 \)-neighborhoods are disjoint (i.e., \( q_1^{\epsilon_0} \cap q_2^{\epsilon_0} = \emptyset \), where \( q_1^{\epsilon_0} := \{ \xi \in \mathbb{R}^2 : \text{dist}(\xi, q_1) \leq \epsilon_0 \} \) and \( q_1^{\epsilon_0} \) is defined similarly), and in each of these \( \epsilon_0 \)-neighborhoods, \( \chi_\mathcal{P} \) points towards a similar direction to the outward-pointing normal at the corresponding intersection point; namely, \( \forall \xi \in q_1^{\epsilon_0} \) and \( \forall \xi \in q_2^{\epsilon_0} \), there holds \( \chi_\mathcal{P}(\xi) \cdot N_\varphi(q) > 0 \). We define the union of these \( \epsilon_0 \)-neighborhoods to be

\[
J_{\text{int}}^{\epsilon_0} := \bigcup_{q \in J_{\text{int}}} q^{\epsilon_0}.
\]

See Fig. 4 for the introduced new concepts.

Now we consider the following switching system

\[
\dot{x}(t) = \chi_{\epsilon}(\xi(t)),
\]

where \( \sigma : [0, \infty) \rightarrow \{1, 2\} \) is the switching signal [27, p. 6], of which the discrete transitions depend on its previous discrete state \( \lim_{t \to t^-} \sigma(t) \) and the continuous state \( \xi(t) \) at time \( t \), as shown in Fig. 5. More precisely, \( \sigma(t) = 1 \) if \( \lim_{t \to t^-} \sigma(t) = 2 \) and \( \xi(t) \in \text{in} R \cap J_{\text{int}}^{\epsilon_0} \), and the right-hand side of \((22)\) becomes the composite vector field \( \chi_1 = \chi_{ \epsilon_0 } \); otherwise, the switching signal retains the previous value: \( \sigma(t) = \lim_{t \to t^-} \sigma(t) \). Solutions to \((22)\) are interpreted in the sense of Carathéodory [27, p. 10].
Recall that Conditions C.2 and C.3 in Theorem 1 are used to prevent trajectories from converging to an attractive equilibrium in $C_e \subseteq M$ and from converging to a closed orbit in $M$ respectively. Namely, the common objective is to prevent trajectories from getting stuck in the mixed area $M$. Using the switching vector field $\chi_{\sigma}(t)$, we can replace these two conditions with more verifiable ones in the following theorem.

**Theorem 2.** Suppose the functions $S(\cdot)$ and $Z(\cdot)$ in (6) are chosen such that the set $E$ in (20) is a one-dimensional connected manifold\(^\dagger\). Consider the switching system (22), the VF-CAPF problem is solved if the following conditions hold simultaneously:

C.1 **Condition C.1 in Theorem 1:** i.e., $W(C_R) \cap Q = \emptyset$, $C_P$ is bounded, and the initial condition $\xi(0) \notin W(C_P)$;

C.2 $W(C_{R_\delta}) \cap E^s = \emptyset$;

C.3 **The initial conditions** $\xi(0) \notin int R$ and $\sigma(0) = 1$.

In particular, the Zeno behavior does not occur.

**Proof:** **Step 1:** We first show that trajectories of (22) will not converge to any equilibrium points in $E$. Precisely, trajectories of (22) will not converge to the set $S := C_e \cap E = C_e \cap E^s$, where $C_e$ defined in (10) is the set of singular points of the composite vector field $\chi_e$, which happens to be the set of equilibrium points of (22) when $\sigma = 1$. Note that the perturbed reactive vector field $\chi_{R_\delta}$ is activated only if $\xi(t) \in E^s$, but given condition C.2 and the dichotomy convergence property (Lemma 1), trajectories of $\xi = \chi_e(\xi) = \chi_{R_\delta}(\xi)$ will not converge to $S$. Therefore, it suffices to consider only the case $\sigma = 1$. Suppose there exists a trajectory $\xi(t)$ of (22), where $\chi_{\sigma=1} = \chi_e$, converging to $S$; then there exists a time instant $T_1 \geq 0$ such that $\xi(T_1) \in E^c$. In this case, the system switches to $\xi = \chi_{\sigma2}(\xi)$. However, as mentioned before, the trajectory will then converge to the perturbed reactive boundary $R_\delta$ if no switching happened afterward. In particular, there exists $T_2 > T_1$ such that $\xi(T_2) \in R$. Since $dist(E, R) > 0$, this implies that the trajectory cannot converge to $S$.

**Step 2:** Now we show that there are no closed orbits in the reactive area $int R$ (given condition C.3). Using similar arguments as before, it suffices to investigate only the case when $\sigma = 1$ and the switching system (22) becomes $\dot{\xi} = \chi_{\sigma1}(\xi)$. As shown in the proof of Lemma 7, the index of the reactive boundary $R$ is 0. Since there are no equilibrium points between the reactive boundary $R$ and $E$ (precisely, $int R \cap \overline{ex E}$, where $ex E$ is defined analogously to $\overline{ex E}$), any closed orbit starting between the reactive boundary $R$ and $E$ must intersect $E^c$ to enclose equilibria such that its index becomes 1 [29, Lemma 2.3]. Therefore, any trajectory corresponding to a closed orbit must intersect $E^c$, but then the vector field switches to $\chi_{R_\delta}$. Therefore, there cannot be closed orbits in the reactive area $int R$.

**Step 3:** Now we show that trajectories will eventually leave the closed reactive area $int R$. **Step 1** has proved that any trajectories cannot converge to the set $E$, since any such trajectories would be driven to move to the reactive boundary $R$ by the perturbed reactive vector field $\chi_{\sigma=2} = \chi_{R_\delta}$. If the switching signal does not change to $\sigma = 1$, then the trajectory will converge to the perturbed reactive boundary $R_\delta$ according to condition C.2 and the dichotomy convergence property in Lemma 1. Since the switching signal only switches to $\sigma = 1$ if $\xi(t) \in \overline{ex R} \cap J_{int}^{\sigma1,\sigma2}$, this implies that the trajectory will eventually leave the closed reactive area $int R$. Moreover, once the condition $\xi(T) \in \overline{ex R} \cap J_{int}^{\sigma1,\sigma2}$ is satisfied at some time $T$, the vector field becomes $\chi_{\sigma1} = \chi_e = \chi_p$. Due to the property of the set $J_{int}^{\sigma1,\sigma2}$, the trajectory will eventually leave the perturbed reactive boundary $R_\delta$.

**Step 4:** Finally, we show that the Zeno behavior cannot occur. Let $d := \text{dist}(E^c, R) > 0$, and $v_m := \max_{\xi \in M} \{\chi_{\sigma1}, \chi_{\sigma2}\} < \infty$. Therefore, the duration $\Delta t$ between any two switching time instants is lower bounded by $d/v_m > 0$, thus excluding the Zeno behavior.

**Remark 11.** One can observe that in this switching approach, the composite vector field $\chi_e$ degenerates to the normalized path-following vector field $\hat{\chi}_p$, and the switching happens between $\chi_p$ and $\chi_{R_\delta}$. Thus the design of the composite vector field seems redundant. However, the switching mechanism is only introduced to solve the deadlock problem. Once there is no such problem, then a composite vector field is more efficient as it can avoid the non-smooth and possible tortuous motion caused by the switching of different vector fields. $\blacksquare$

Similarly to Corollary 3, the following corollary facilitates the verification of the conditions in Theorem 2. Note that since $\varphi^\delta = \varphi - \delta$, the Hessian matrices satisfy $H_{\varphi^\delta}(\cdot) = H_{\varphi}(\cdot)$.

**Corollary 4.** Consider the switching system (22) and suppose the singular sets $C_P$ and $C_R = C_{R_\delta}$ are discrete. If $p(\phi)H_{\varphi}(p)$, $\varphi(q)H_{\varphi}(q)$ and $\varphi^\delta(q)H_{\varphi^\delta}(q)$ have all negative eigenvalues\(^\ddagger\) for every point $p \in C_P$ and $q \in C_R$, where $\varphi^\delta := \varphi - \delta$, then the VF-CAPF problem is solved if conditions in Theorem 2 hold, where $W(C_R) = W(C_{R_\delta}) = C_R$ and $W(C_P) = C_P$.

**Remark 12.** We have shown that the switching vector field discussed in this section can overcome the common limitation stated in Lemma 7. In fact, many existing studies in the literature have adopted hybrid controllers. The paper [46] proposes a synergistic control barrier function that enables switching between overlapping non-hybrid control barrier functions to guarantee collision avoidance. The algorithm is still effective for nonholonomic vehicles. Another hybrid state feedback control law is studied in [47], which achieves robust global regulation to a target while avoiding an obstacle. The work also provides a fundamental result showing the impossibility of using pure state feedback to accomplish the same task. These two works have not yet taken into account complicated

\(^\dagger\)Roughly speaking, $E$ is (the trace) of a simple closed curve.

\(^\ddagger\)If $|\delta|$ is sufficiently small (i.e., $|\delta| \approx 0$), then the signs of eigenvalues of $\varphi(q)H_{\varphi}(q)$ and $\varphi^\delta(q)H_{\varphi^\delta}(q)$ for every point $q \in C_R$ are the same. Therefore, one does not need to check the condition related to $\varphi^\delta(q)H_{\varphi}(q)$.
robot motion tasks, such as path following. In [48], a hybrid controller induced by a synergistic Lyapunov function and feedback pair is designed for obstacle avoidance. For multi-vehicle systems, [49] presents a class of model-free hybrid controllers to achieve robust source seeking and obstacle avoidance simultaneously. These two studies only consider one obstacle with a known location.

VI. SIMULATIONS

A. Smooth zero-in and zero-out functions

Given the function \( \varphi \) and a constant \( c \) as in (2b), we define two smooth functions:

\[
\begin{align*}
    f_1(\xi) &= \begin{cases} 
        0 & \varphi(\xi) \leq c \\
        \exp\left(\frac{-l_1}{c - \varphi(\xi)}\right) & \varphi(\xi) > c,
    \end{cases} \\
    f_2(\xi) &= \begin{cases} 
        \exp\left(\frac{l_2}{\varphi(\xi)}\right) & \varphi(\xi) < 0 \\
        0 & \varphi(\xi) \geq 0,
    \end{cases}
\end{align*}
\]

where \( l_1 > 0 \), \( l_2 > 0 \) are used to change the decaying or increasing rate. Throughout this section, the zero-in and zero-out bump functions are designed as

\[
\begin{align*}
    \square Q(\xi) &= \frac{f_1(\xi)}{f_1(\xi) + f_2(\xi)}, \\
    \cap R(\xi) &= \frac{f_2(\xi)}{f_1(\xi) + f_2(\xi)}. \quad (23)
\end{align*}
\]

The denominators of the above bump functions are always positive, and the functions satisfy the conditions in Corollary 1. In addition, thanks to this design, the set \( \mathcal{E} \) in (20) is simply the \( l_2c/(l_1 + l_2) \)-level set of \( \varphi \); i.e., \( \mathcal{E} = \varphi^{-1}(l_2c/(l_1 + l_2)) \).

B. Static obstacles and single-integrator model in 2D

In this simulation example, the desired path is a circle described by the function canonically chosen as \( \phi(x, y) = x^2 + y^2 - R^2 = 0 \), where \( R > 0 \) is the radius. According to Lemma 2, one can conclude that \( \mathcal{C}_P = \mathcal{V}(\mathcal{C}_P) = \{0\} \). Six obstacles are placed either directly on the desired path, or very close to it (see Fig. 6). Depending on the shapes of the obstacles, some reactive boundaries are described by rotated ellipses: \( \varphi(x, y) = \frac{(x - a_x) \cos \beta + (y - a_y) \sin \beta}{a^2} + \frac{((x - a_x) \sin \beta - (y - a_y) \cos \beta)^2}{b^2} - 1 = 0 \), where \( a, b > 0 \) and \( \beta \) is the rotation angle about the center of the ellipse \( (a_x, a_y) \). The singular sets and the corresponding insets are simply \( \mathcal{C}_R = \mathcal{V}(\mathcal{C}_R) = \{(a_x, a_y)\} \). Two obstacles are enclosed by one reactive boundary which is modeled by a Cassini oval described by \( \varphi(x, y) = [(x - 0.9)^2 + (y - 2)^2][(x + 0.9)^2 + (y - 2)^2] - 0.9 = 0 \), and we have \( \mathcal{C}_R = \mathcal{W}(\mathcal{C}_R) = \{(\pm 0.9, 2)\} \) for this reactive boundary. Since the functions \( \phi \) and \( \varphi \) chosen for circles, ellipses and Cassini ovals are common in practice, we call them canonical functions for simplicity.

As shown in Fig. 6, starting from eight different positions, \((1, -1), (2, 2), (-1, 1), (-3, 1.5), (-3, -2), (0.35, -2), (0.5, 0.5) \) and \((-0.4, -0.8)\), all trajectories successfully follow the desired path and bypass the obstacles without entering the repulsive areas (except when starting from the repulsive area). Note that the trajectories smoothly pass the narrow passage surrounded by two vertical ellipses, while the vanilla artificial potential field method can hardly achieve this [50]. Also, note that this method is effective even though the Cassini oval is not convex. By numerical calculations, we find that there is only one saddle point in \( \mathcal{E} \) in each reactive area. Therefore, as verified by the simulation, no trajectories are attracted to stable points in \( \mathcal{E} \), so the switching vector field is not employed.

C. Switching vector field to overcome the deadlock

In this simulation, we use one obstacle for simplicity. The corresponding reactive boundary is described by \( \phi = 2x^4 + 2(y + 1)^4 - 3x^2(y + 1)^2 - 2 = 0 \), which is represented as the solid green curve in Fig. 7. This rather unusual boundary is used to illustrate the generality of our approach to obstacles of various shapes. The desired path is an ellipse described by \( \phi = x^2/9 + y^2 - 1 = 0 \). The constant \( c = -1.5 \) for the repulsive boundary in (2b), and the gains for the vector fields are \( k_p = 1 \) and \( k_v = 0.4 \) in (3) and (4) respectively. One can numerically calculate three equilibria in \( \mathcal{E} \): two saddle points and one stable equilibrium. Therefore, a trajectory of the composite vector field will be attracted to the stable equilibria and thus get stuck in the mixed area. However, the switching vector field in (22) can resolve this issue. The set \( \mathcal{E}' \) is approximated using the level set value; i.e., \( \mathcal{E}' \approx \{\xi \in \mathbb{R}^2 : |\varphi(\xi) - l_2c/(l_1 + l_2)| \leq \epsilon\} \), where \( l_1 = l_2 = \epsilon = 0.1 \). See Fig. 7 for the simulation results.

D. Moving obstacles and Dubins car model in 2D

In this simulation, an obstacle is moving at a constant speed, and thereby the reactive boundary is a moving ellipse. The function \( \varphi(t, x, y) \) is \( \varphi = (x + 5 - v_{obs}t)^2/a^2 + y^2/b^2 - 1 \),
where \( a = 2, b = 1, \) and \( v_{\text{obs}} = 0.5 \) is the constant speed of the obstacle along the positive x-axis. The desired path is a sinusoidal curve described by \( \phi(x, y) = y - \sin(x) = 0. \) Using the composite vector field, where the reactive vector field is given by (14), trajectories can bypass the moving obstacle and follow the desired path afterward. To illustrate at the same time the applicability of the composite vector field for robot models other than the single-integrator model, we consider the following 2D Dubins car model: \( \dot{x} = s \cos \theta, \) \( \dot{y} = s \sin \theta, \) \( \dot{\theta} = u_\theta, \) where \((x, y)\) is the robot’s position in \( \mathbb{R}^2, \theta \in [0, 2\pi) \) is the robot’s orientation, \( u_\theta \) is the control input and \( s \) is the constant speed. We follow [6, Theorem 4] to design the control input \( u_\theta. \) The simulation results in Fig. 8 demonstrate that the proposed algorithm is effective. However, it is still challenging and left for our future work to conduct mathematical analysis on this case where moving obstacles and nonholonomic models are considered altogether.

### E. Static obstacles and Dubins car model in 3D

One of the advantages of using the composite vector field is its natural extension to any higher-dimensional spaces [4]. We take the 3D case as an example. In \( \mathbb{R}^3, \) a desired path \( \mathcal{P} \) is usually described by the intersection of two surfaces defined by the zero-level sets of \( \phi_1 \) and \( \phi_2 \) respectively, where \( \phi_1, \phi_2: \mathbb{R}^3 \to \mathbb{R} \) are twice continuously differentiable. Namely, the description in (1) is extended to \( \mathcal{P} = \{ \xi \in \mathbb{R}^3 : \phi_1(\xi) = 0, \phi_2(\xi) = 0 \}, \) and the path-following vector field becomes

\[
\chi_{\mathcal{P}}(\xi) = \nabla \phi_1(\xi) \times \nabla \phi_2(\xi) - \sum_{i=1}^{2} k_i \phi_i(\xi) \nabla \phi_i(\xi),
\]

where \( k_i \) are positive constants. As for obstacles in 3D, the corresponding repulsive and reactive boundaries are naturally extended to be \textit{repulsive surfaces} and \textit{reactive surfaces} to avoid collision from all directions in 3D. Similarly, these two surfaces can be defined respectively as the \( c \)-level surface and \( \nabla \phi_1(\xi) \times \nabla \phi_2(\xi) \) of a \( C^2 \) function \( \nu: \mathbb{R}^3 \to \mathbb{R}. \) Similar to (24), the reactive vector field \( \chi_{\mathcal{R}} \) can be defined as

\[
\chi_{\mathcal{R}}(\xi) = \nabla \varphi(\xi) \times v - k_r \varphi(\xi) \nabla \varphi(\xi),
\]

where \( v \in \mathbb{R}^3 \) is a constant vector indicating how to bypass the obstacle on the reactive surface \( \varphi^{-1}(0). \) The 3D composite vector field is attained by substituting \( \chi_{\mathcal{D}} \) and \( \chi_{\mathcal{R}} \) in (7) by their 3D counterparts in (24) and (25) respectively. However, although the physical intuition is clear, the rigorous analysis in higher-dimensional spaces using dynamical systems theory is challenging; especially, the Poincaré-Bendixson theorem is no longer applicable. Exploring the provision of rigorous underpinnings is left for future work, while we provide a simulation example in \( \mathbb{R}^3 \) below.

In this simulation, a 3D static obstacle modeled by a solid ball occupies a planar desired path shown in Fig. 9. Since the desired path is a planar curve, we simply choose \( \phi_1(x, y, z) = 0, \) and \( \phi_2(x, y, z) \) is obtained by using radial-basis functions to interpolate several sample points [7]. Specifically, we assume that \( \phi_2(q) = -1 + \sum_{i=1}^{N} \omega_i f(||q - q^{(i)}||), \) where \( q = (x, y, z) \in \mathbb{R}^3 \) is the function input, \( q^{(i)} \in \mathbb{R}^3 \) are \( N \) sample points on the desired path, where \( N > 1 \), \( \omega_i \) are \( N \) unknown parameters to be calculated and \( f: \mathbb{R}^2 \to \mathbb{R}^3 \) is a radial-basis function. The parameters \( \omega_i \) are determined by \( N \) constraints: \( \phi_2(q^{(k)}) = 0 \) for \( k = 1, \ldots, N. \) If the sample points \( q^{(k)} \) are chosen such that the Gram matrix \( G = [g_{ij}] \in \mathbb{R}^{N \times N}, \) \( g_{ij} = f(||q^{(i)} - q^{(j)}||) \) is non-singular, then the parameters are uniquely determined by \( \omega = G^{-1} N, \) where \( \omega = (\omega_1, \ldots, \omega_N)^T \) and \( 1_N \in \mathbb{R}^N \) is a column vector with all ones. In this example, we choose the radial-basis function \( f(r) = r^2 \ln(r+1) \) and six sample points \( q^{(k)}: (1.5, 0), (1.5, 2.6), (-0.75, 1.3), (-3, 0), (-0.75, -1.3), (1.5, -2.6). \) The corresponding parameter vector is \( w = (-0.048, 0.035, -0.048, 0.035, -0.048, 0.035). \) The resulting 3D path-following vector field \( \chi_{\mathcal{P}} \) is calculated from (24).

For the reactive surface, we choose \( \varphi(x, y, z) = (x + 2.8)^2 + y^2 + z^2 - 1 \) and \( v = (1, 0, 0)^T \) to create the 3D reactive vector field in (25). The gains for the vector fields are \( k_1 = 5, k_2 = 2 \) and \( k_r = 2. \) We choose \( c = -0.72 \) for the repulsive surface; i.e., \( Q = \varphi^{-1}(c) \). We choose \( l_1 = l_2 = 0.1 \) for the zero-in and zero-out bump functions. We also consider the following 3D Dubins car model: \( \dot{x} = s \cos \theta, \) \( \dot{y} = s \sin \theta, \) \( \dot{\theta} = u_\theta, \) \( \dot{z} = u_z, \) where \((x, y, z)\) is the robot’s position in \( \mathbb{R}^3, \theta \in [0, 2\pi) \) is the robot’s orientation, \( u_\theta \) and \( u_z \) are the control inputs, and \( s \) is the constant speed. We follow [6, Theorem 4] to design the control inputs \( u_\theta \) and \( u_z. \) See Fig. 9 for the results.

### VII. Conclusion and Future Work

We consider the problem, initially in \( \mathbb{R}^2, \) of following an arbitrary desired path occluded by a finite number of static or moving obstacles of arbitrary shapes. This problem, called the VF-CAPF problem, is different from the traditional motion planning problem with obstacles because no starting point and destination point are necessary to calculate a feasible path. We design a composite vector field to solve this problem. To address the issue of motions being “trapped” at a stable equilibrium, we propose a switching mechanism involving
two vector fields. The path-following and obstacle-avoidance behaviors are provably guaranteed to be effective.

Our approach using the composite vector field or switching vector field has many advantages; e.g., a) Rigorous theoretical guarantees are provided, which are usually absent in the literature; b) The collision-avoidance behavior is reactive, since the trajectory is guided directly by the vector field, and thereby the operations, such as path re-planning or the creation of a global map, are not required. The vector field is updated easily by adding a new term once a new obstacle is encountered. c) The shapes of the desired path and the obstacles are very general; e.g., convexity and no specific geometric relations are required. d) The composite vector field can be naturally extended to spaces of arbitrary dimensions.

However, there are still some limitations of our algorithm and open problems left for future work. 1) The switching vector field possibly renders trajectories tortuous and complicated, and thus an optimal switching mechanism might be considered. 2) The theoretical analysis regarding the high-dimensional case and nonholonomic models is still an open problem. Some results will be more conservative; e.g., a nonholonomic model may result in the initial increase of the Lyapunov function, which may compromise the initially established safety guarantees for a single-integrator model. 3) To merge the theory with practice, more practical aspects should be considered. For example, robot-state-dependent safety zones around robots should be designed for safety laser scanners. It is also crucial to take into account kinematic constraints on the vehicle, such as speed and turning rate limits.
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