WEGNER ESTIMATE FOR DISCRETE ALLOY-TYPE MODELS

IVAN VESELIĆ

Abstract. We study discrete alloy-type random Schrödinger operators on $\ell^2(\mathbb{Z}^d)$. Wegner estimates are bounds on the average number of eigenvalues in an energy interval of finite box restrictions of these types of operators. If the single site potential is compactly supported and the distribution of the coupling constant is of bounded variation a Wegner estimate holds. The bound is polynomial in the volume of the box and thus applicable as an ingredient for a localisation proof via multiscale analysis.

1. Main results

A discrete alloy-type model is a family of operators $H_\omega = H_0 + V_\omega$ on $\ell^2(\mathbb{Z}^d)$. Here $H_0$ denotes an arbitrary symmetric operator. In most applications $H_0$ is the discrete Laplacian on $\mathbb{Z}^d$. The random part $V_\omega$ is a multiplication operator

$$V_\omega(x) = \sum_{k \in \mathbb{Z}^d} \omega_k u(x - k)$$

defined in terms of an i.i.d. sequence $\omega_k : \Omega \to \mathbb{R}, k \in \mathbb{Z}^d$ of random variables each having a density $f$, and a single site potential $u \in \ell^1(\mathbb{Z}^d; \mathbb{R})$. It follows that the mean value $\bar{u} := \sum_{k \in \mathbb{Z}^d} u(k)$ is well defined. We will assume throughout the paper that $u$ does not vanish identically and that $f \in BV$. Here $BV$ denotes the space of functions with bounded total variation and $\| \cdot \|_{BV}$ denotes the corresponding norm. The mathematical expectation w.r.t. the product measure associated with the random variables $\omega_k, k \in \mathbb{Z}^d$ will be denoted by $E$.

The estimates we want to prove do not concern the operator $H_\omega, \omega \in \Omega$ but rather its finite box restrictions. Thus for the purposes of the present paper domain and selfadjointness properties of $H_\omega$ are irrelevant. For $L \in \mathbb{N}$ we denote the subset $[0, L]^d \cap \mathbb{Z}^d$ by $\Lambda_L$, its characteristic function by $\chi_{\Lambda_L}$, the canonical inclusion $\ell^2(\Lambda_L) \to \ell^2(\mathbb{Z}^d)$ by $\iota_L$ and the adjoint restriction $\ell^2(\mathbb{Z}^d) \to \ell^2(\Lambda_L)$ by $\pi_L$. The finite cube restriction of $H_\omega$ is then defined as $H_{\omega, L} := \pi_L H_0 \iota_L + V_\omega \chi_{\Lambda_L} : \ell^2(\Lambda_L) \to \ell^2(\Lambda_L)$. For any $\omega \in \Omega$ and $L \in \mathbb{N}$ the restriction $H_{\omega, L}$ is a selfadjoint finite rank operator. In particular its spectrum consists entirely of real eigenvalues $E(\omega, L, 1) \leq E(\omega, L, n) \leq \cdots \leq E(\omega, L, \sharp\Lambda_L)$ counted including multiplicities. Note that if $u$ has compact support, then there exists an $n \in \mathbb{N}$ and an $x \in \mathbb{Z}^d$ such that $\text{supp } u \subset \Lambda_{-n} + x$, where $\Lambda_{-n} := \{-k \mid k \in \Lambda_n\}$. We may assume without loss of generality $x = 0$ without restricting the model [1].
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The number of points in the support of \( u \) is denoted by \( \text{rank } u \). Now we are in the position to state our bounds on the expected number of eigenvalues of finite box Hamiltonians \( H_{\omega,L} \) in a compact energy interval \( [E - \epsilon, E + \epsilon] \).

**Theorem 1.** Assume that the single site potential \( u \) has support in \( \Lambda_{-n} \). Then there exists a constant \( c_u \) depending only on \( u \) such that for any \( L \in \mathbb{N}, E \in \mathbb{R} \) and \( \epsilon > 0 \) we have

\[
\mathbb{E} \left\{ \text{Tr} \left[ \chi_{[E-\epsilon, E+\epsilon]}(H_{\omega,L}) \right] \right\} \leq c_u \text{rank } u \|f\|_{BV} \epsilon (L + n)^d (n+1)
\]

**Remark 2.**

1. By the assumption on the support of the single site potential \( \text{rank } u \leq (n + 1)^d \)
2. The constant \( c_u \) is given in terms of derivatives of a finite array of polynomials constructed in terms of values of the function \( u \).
3. A bound of the type as it is given in Theorem 1 is called Wegner estimate. If such a bound holds one is interested in the dependence of the RHS on the length of the energy interval (in our case \( 2\epsilon \)) and on the volume of the cube \( \Lambda_L \) (in our case \( L^d \)). More precisely, a general Wegner estimate is of the form

\[
\forall L \in \mathbb{N}, E \in \mathbb{R}, \epsilon > 0: \mathbb{E} \left\{ \text{Tr} \left[ \chi_{[E-\epsilon, E+\epsilon]}(H_{\omega,L}) \right] \right\} \leq \text{constant } (2\epsilon)^a (L^d)^b
\]

with some \( a \leq 1 \) and \( b \geq 1 \). The best possible estimate is obtained in the case \( a = 1 \) and \( b = 1 \). Such a bound is, for instance, encountered in Corollary 4 below.

4. Our bound is linear in the energy-interval length and polynomial in the volume of the cube. This implies that the Wegner bound can be used for a localisation proof via multiscale analysis, see e.g. [8, 5, 13]. More precisely, if an appropriate initial scale estimate is available, the multiscale analysis — using as an ingredient the Wegner estimate as given in Theorem 1 — yields Anderson localisation. As the Wegner bound is valid on the whole energy axis one can prove Anderson localisation in any energy region where the initial scale estimate holds.

5. One might ask whether the exponent \( d \cdot (n + 1) \) of the length scale is optimal for the model under consideration. To give an answer to this question one has to be more precise: It seems that this exponent is the best one can obtain using a conventional scheme of proof which at its heart only uses local averaging over one random variable. There are more elaborate techniques, used e.g. in the proof of a Wegner estimate for an multidimensional model with Bernoulli disorder [4] where averaging over local families of random variables gives estimates which are impossible to obtain using just wiggling a single parameter. Such techniques could yield a better volume dependence than the one in Theorem 1.

6. At the end of the paper we discuss how to derive spectral and exponential localisation in the large disorder regime with the help of Theorem 1.

7. If the single site potential \( u \) does not have compact support, one has to use an enhanced version of the multiscale analysis and so-called uniform Wegner estimates to prove localisation, see [14]. However, there exist criteria which allow one to turn a standard Wegner estimate into a uniform one, see, e.g., Lemma 4.10.2 in [28].
(8) The main point of the theorem is that no assumption on $u$ (apart from the compact support) is required. In particular, the sign of $u$ can change arbitrarily. The single site potential may be even degenerate in the sense that $\bar{u} = 0$. Also, note that the result holds on the whole energy axis. These two properties are in contrast to earlier results on Wegner estimates for sign-changing single site potentials. See the discussion of the previous literature at the end of this section.

(9) If $u$ does not satisfy the assumption $\bar{u} \neq 0$ we obtain an even better bound. This is the content of Theorem 3 below.

The next Theorem applies to single site potentials $u \in \ell^1(\mathbb{Z}^d)$ with non-vanishing mean $\bar{u} \neq 0$. Let $m \in \mathbb{N}$ be such that $\sum_{\|k\| \geq m} |u(k)| \leq |\bar{u}/2|$. Here $\|k\| = \|k\|_{\infty}$ denotes the sup-norm.

**Theorem 3.** Assume $\bar{u} \neq 0$ and that $f$ has compact support. Then we have for any $L \in \mathbb{N}$, $E \in \mathbb{R}$ and $\epsilon > 0$

$$E \left\{ \langle \chi_{[E-\epsilon,E+\epsilon]}(H_{\omega,L}) \rangle \right\} \leq \frac{8}{\bar{u}} \min \left( L^d, \text{rank } u \right) \|f\|_{BV} \epsilon (L + m)^d$$

In the case that the support of $u$ is compact, we have an important

**Corollary 4.** Assume $\bar{u} \neq 0$ and $\text{supp } u \subset \Lambda_{-n}$. Then we have for any $L \in \mathbb{N}$, $E \in \mathbb{R}$ and $\epsilon > 0$

$$E \left\{ \langle \chi_{(-\infty,E]}(H_{\omega,L}) \rangle \right\} \leq \frac{4}{\bar{u}} \text{rank } u \|f\|_{BV} \epsilon (L + n)^d$$

In particular, the function $\mathbb{R} \ni E \rightarrow E \left\{ \langle \chi_{(-\infty,E]}(H_{\omega,L}) \rangle \right\}$ is Lipschitz continuous.

If the operator $H_{\omega}$ has a well defined integrated density of states $N: \mathbb{R} \rightarrow \mathbb{R}$, meaning that

$$\lim_{L \rightarrow \infty} \frac{1}{L^d} E \left\{ \langle \chi_{(-\infty,E]}(H_{\omega,L}) \rangle \right\} = N(E)$$

at all continuity points of $N$, then Corollary 4 implies that the integrated density of states is Lipschitz continuous. Consequently its derivative, the density of states, exists for almost all $E \in \mathbb{R}$.

**Remark 5.** The situation that the two cases $\bar{u} \neq 0$ and $\bar{u} = 0$ have to be distinguished occurs also in other contexts, see for instance the paper [16] on weak disorder localisation.

When looking at Theorems 1 and 3 one might wonder what kind of Wegner bound holds for non-compactly supported single site potentials with vanishing mean. To apply the methods of the present paper in this case it seems that one has to require that $u$ tends to zero exponentially fast. In this situation one can hope to treat the decaying potential as a sufficiently small perturbation of a compactly supported potential. So far only the case of one space dimension is settled:

**Theorem 6.** Assume that $f$ has compact support and that there exists $s \in (0, 1)$ and $C \in (0, \infty)$ such that $|u(k)| \leq Cs^{|k|}$ for all $k \in \mathbb{Z}$. Then there exist
c_u ∈ (0, ∞) and D ∈ N_0 depending only on u such that for each β > D/|log s| there exists a constant K_β ∈ (0, ∞) such that for all L ∈ N, E ∈ R and ǫ > 0

\[ E \{ Tr [\chi_{|E−\epsilon,E+\epsilon|}(H_{\omega,L})] \} \leq \frac{8}{c_u} \| f \|_{BV} \epsilon L (L + \beta \log L + K_\beta)^{D+1} \]

Let us discuss the relation of the above theorems to previous results [15, 27, 10, 20, 26] on Wegner estimates with single site potentials which are allowed to change sign. The papers [15, 10] concern alloy-type Schrödinger operators on $L^2(\mathbb{R}^d)$. The main result is a Wegner estimate for energies in a neighbourhood of the infimum of the spectrum. It applies to arbitrary non-vanishing single site potentials $u \in C_c(\mathbb{R}^d)$ and coupling constants with a piecewise absolutely continuous density. The upper bound is linear in the volume of the box and Hölder-continuous in the energy variable. This means in the notation of Remark 2 that $a \in (0, 1)$ and $b = 1$.

The papers [27, 20, 26] establish Wegner estimates for both alloy-type Schrödinger operators on $L^2(\mathbb{R}^d)$ and discrete alloy-type Schrödinger operators on $\ell^2(\mathbb{Z}^d)$. Since the present paper concerns the latter model we will discuss here first the results of [27, 20, 26] referring to operators on the lattice. For the discrete alloy-type model on $\ell^2(\mathbb{Z}^d)$, [26] establishes a Wegner estimate analogous to Corollary 4 above, under the additional assumption that the function

\[ s: \theta \mapsto s(\theta) := \sum_{k \in \mathbb{Z}^d} u(k) e^{-ik \cdot \theta} \] does not vanish on $[0, 2\pi)^d$. To be able to compare the two results, note that $\bar{u} := \sum_{k \in \mathbb{Z}^d} u(k) = s(0)$. Thus assumption (2) requires that the image of the set $[0, 2\pi)^d$ under $s$ does not meet $0 \in \mathbb{C}$ whereas the assumption in Corollary 4 requires this property for the image of the set $\{0\}$ only. The later condition is generically satisfied. Let us now turn to the situation when $\bar{u} = 0$. Special cases of this class of single site potentials are covered by Theorem 2 in [20] and Exp. 10 in [27]. They correspond to special cases of Theorem 4 and do not give an as explicit control over the volume dependence of the Wegner bound.

Let us say a few words which ideas are used in the proofs to overcome the restrictions imposed on the single site potentials in [20, 26]. There a transformation of the random variables is used to construct a non-negative linear combination of translates of single site potentials. The price to pay is that the new transformed random variables are no longer independent. The argument of [20, 26] uses the inverse transformation on the probability space to recover in a later step of the proof independence again. This leads to an uniform invertibility requirement for a sequence of a certain auxiliary Toeplitz or circulant matrices constructed from the values of the single site potential $u$. Condition (2) on the function $s$ ensures that this invertibility property holds. The proof of the present paper uses a similar transformation of the coordinates of the product probability space, but the inverse transformation is no longer needed. This leads to less stringent conditions on the single site potential $u$.

Contrary to the present paper [27, 20, 26] give Wegner estimates for continuum alloy-type Schrödinger operators on $L^2(\mathbb{R}^d)$ as well. The bounds are linear in the volume of the box and Lipschitz continuous in the energy variable. The
bound is valid for all compact intervals along the energy axis. These bounds are valid for single site potentials \( u \in L^\infty_c(\mathbb{R}^d) \) which have a generalised step function form and satisfy a condition analogous to (2).

Let us stress that Wegner estimates for sign changing single site potentials are harder to prove for operators on \( L^2(\mathbb{R}^d) \) than for ones on \( \ell^2(\mathbb{Z}^d) \). The reason is that for discrete models we have in the randomness a degree of freedom for each point in the configuration space \( \mathbb{Z}^d \). For the continuum alloy-type model the configuration space is \( \mathbb{R}^d \) while the degrees of freedom are indexed by a much smaller set, namely \( \mathbb{Z}^d \).

The role played by a Wegner estimate in the framework of a localisation proof using the multiscale analysis is analogous to role played by the finiteness of the expectation of fractional powers of the Green’s function for fractional moment method. Recently a fractional moment bound for the alloy-type model on \( \ell^2(\mathbb{Z}) \) has been proven in [6]. (See also [24] for a related result.) It holds for arbitrary compactly supported single site potentials. The result can be extended to the one-dimensional strip, while the extension to \( \mathbb{Z}^d \) is unclear at the moment.

Another important class of random Hamiltonians exhibiting non-monotone dependence on the random variables are Schrödinger operators with random magnetic fields. Wegner estimates for such models are established [10, 19, 25]. In particular, [19] gives a Wegner for a random magnetic field Hamiltonian on the lattice \( \ell^2(\mathbb{Z}^2) \) and is thus comparable with results in the present paper. It is not clear whether our methods can be used to treat the model of [19] since it is necessary to find a set of transformed random variables which produces a perturbation of fixed sign. (For discrete alloy-type models studied here this is done in Sections 3 and 4.) Since the structure of the randomness is different in disordered magnetic field models, it is not clear whether such an transformation exists.

Let us also mention the random displacement model as an important example of random Schrödinger operators exhibiting non-monotone parameter dependence. For such models in the continuum the location of the minimum of the spectrum, Lifschitz tails and Wegner estimates have been studied in [23, 1, 2, 18, 17, 7]. These models do not have a direct analog on the space \( \ell^2(\mathbb{Z}^d) \) due to the lack of continuous deformations.

Very recently Krüger [21] has obtained results on localisation for a class of discrete alloy type models which includes the ones considered here. The results rely on the multiscale analysis and the use of Cartan’s lemma in the spirit as is has been used earlier, e.g. in [3].

2. An abstract Wegner estimate and the proof of Theorem 3

An important step in the proofs of the Theorems of the last section is an abstract Wegner estimate which we formulate now. We abbreviate in the sequel the characteristic function \( \chi_{A_L} \) by \( \chi_A \).

**Lemma 7.** Let \( L \in \mathbb{N}, E \in \mathbb{R}, \epsilon > 0 \) and \( I := [E - \epsilon, E + \epsilon] \). Denote by \( E(\omega, L, n) \) the \( n \)-th eigenvalue of the operator \( H_{\omega, L} \). Assume that there exist an
δ > 0 and \( a_L \in \ell^1(\mathbb{Z}^d) \) such that for all \( n \)

\[
\sum_{k \in \mathbb{Z}^d} a_L(k) \frac{\partial}{\partial \omega_k} E(\omega, L, n) \geq \delta
\]

Then

\[
E(\text{Tr} \chi_I(H_{\omega,L})) \leq \frac{4\epsilon}{\delta} \sum_{k \in \mathbb{Z}^d} |a_L(k)| \|f\|_{BV} \rank(\chi_{\Lambda} u(\cdot - k))
\]

Since \( a_L \in \ell^1 \) and the derivatives \( \frac{\partial}{\partial \omega_k} E(\omega, L, n) \) are uniformly bounded, the sum \( (3) \) is absolutely convergent. Note that one can always replace the sum \( \sum_{k \in \mathbb{Z}^d} \) by \( \sum_{k \in \Lambda_L^+} \). Here \( \Lambda_L^+ = \{ k \in \mathbb{Z}^d \mid u(\cdot - k) \cap \Lambda_L \neq \emptyset \} \) denotes the set of lattice points such that the corresponding coupling constant influences the potential in the box \( \Lambda_L \). In particular, if the support of \( u \) is contained in \([-n, \ldots, 0]^d \), the sum reduces to \( \sum_{k \in \Lambda_L^+} \). Note that the sequence \( a_L \) may be chosen differently for different cubes \( \Lambda_L \). In our applications, namely the proofs of Theorems 1, 3, and 6, we will find a fixed sequence \( a \), not necessarily in \( \ell^1(\mathbb{Z}^d) \), such that appropriate finite truncations give the desired coefficients \( a_L(k) \) adapted for a cube \( \Lambda_L \) of size \( L \). Note that for \( u \) with compact support, the function \( k \mapsto \rank(\chi_{\Lambda} u(\cdot - k)) \) already implements the truncation: the terms with \( k \) outside \( \Lambda_L^+ \) do not contribute to the sum. In this situation the condition \( a_L \in \ell^1 \) is not needed.

We give a simple sufficient condition which ensures the hypothesis of Lemma 7.

**Corollary 8.** Let \( L \in \mathbb{N}, \epsilon > 0 \) and \( I := [E - \epsilon, E + \epsilon] \). Assume that there exist an \( \delta > 0 \) and \( a_L \in \ell^1(\mathbb{Z}^d) \) such that for all \( x \in \Lambda_L \)

\[
\sum_{k \in \mathbb{Z}^d} a_L(k) u(x - k) \geq \delta
\]

Then

\[
E(\text{Tr} \chi_I(H_{\omega,L})) \leq \frac{4\epsilon}{\delta} \sum_{k \in \mathbb{Z}^d} |a_L(k)| \|f\|_{BV} \rank(\chi_{\Lambda} u(\cdot - k))
\]

**Proof.** By first order perturbation theory, respectively the Hellmann-Feynman formula we have

\[
\frac{\partial}{\partial \omega_k} E(\omega, L, n) = \langle \psi_n, u(\cdot - k) \psi_n \rangle
\]

where \( \psi_n \) is the normalised eigensolution to \( H_{\omega,L} \psi_n = E(\omega, L, n) \psi_n \). Thus

\[
\sum_{k \in \mathbb{Z}^d} a_L(k) \frac{\partial}{\partial \omega_k} E(\omega, L, n) = \sum_{k \in \mathbb{Z}^d} a_L(k) \langle \psi_n, u(\cdot - k) \psi_n \rangle \geq \delta
\]

\[\square\]

The proof of Lemma 7 relies on quite standard techniques, see e.g. [29, 12, 10, 22]. The main point of the Lemma is that it singles out a relation between properties of linear combinations of single site potentials and a Wegner estimate. In the course of the proof we will need the following estimate, which is related to the spectral shift function. Recall that \( n \mapsto E(\omega, L, n) \) is an enumeration of the eigenvalues of \( H_{\omega,L} \).
Lemma 9. Let \( f: \mathbb{R} \to \mathbb{R} \) be a function in \( BV \cap L^1(\mathbb{R}) \), \( \rho \in C^\infty(\mathbb{R}) \), \( k \in \mathbb{Z}^d \) and \( s \in \mathbb{R} \). Then

\[
\sum_{n \in \mathbb{N}} \int d\omega_k f(\omega_k) \frac{\partial}{\partial \omega_k} \rho(E(\omega, L, n) + s) \leq \| f \|_{BV} \text{ rank}(\chi_{\Lambda u}(\cdot - k)) \int |\rho'(x)| dx
\]

Note that if \( k \notin \Lambda_+^L \) then \( \frac{\partial}{\partial \omega_k} E(\omega, L, n) = 0 \). Also note that the sum over \( n \) is in fact finite since \( H_{\omega, L} \) is defined on a finite dimensional vector space.

Proof. We will use that if \( g \in C^\infty \) and \( f \in BV \cap L^1 \) the partial integration bound

\[
\int f(x)g'(x)dx \leq ||g||_{\infty} ||f||_{BV}
\]

holds. Denote by \( E(\omega, \omega_k = 0, L, n) \) the \( n \)-th eigenvalue of the operator \( H_{\omega, \omega_k = 0, L} := H_{\omega, L} - \omega_k u(\cdot - k) \) on \( \ell^2(\Lambda_L) \). Partial integration yields

\[
\sum_{n \in \mathbb{N}} \int d\omega_k f(\omega_k) \frac{\partial}{\partial \omega_k} \sum_{n \in \mathbb{N}} (\rho(E(\omega, L, n) + s) - \rho(E(\omega, \omega_k = 0, L, n) + s))
\]

\[
\leq \| f \|_{BV} \sup_{\omega_k \in \text{supp} f} \left| \sum_{n \in \mathbb{N}} (\rho(E(\omega, L, n) + s) - \rho(E(\omega, \omega_k = 0, L, n) + s)) \right|
\]

Here we used that \( \omega_k \mapsto E(\omega, L, n) \) is an infinitely differentiable function cf. [11]. Now

\[
\sum_{n \in \mathbb{N}} \rho(E(\omega, L, n) + s) - \rho(E(\omega, \omega_k = 0, L, n) + s)
\]

\[
= \text{Tr} \left( \rho((H_{\omega, L} + s) - \rho((H_{\omega, \omega_k = 0, L} + s) \right)
\]

can be expressed in terms of the spectral shift function \( \xi(\cdot, H_{\omega, L}, H_{\omega, \omega_k = 0, L}) \) of the operator pair \( H_{\omega, L}, H_{\omega, \omega_k = 0, L} \) as

\[
\int \rho'(x)\xi(x, H_{\omega, L}, H_{\omega, \omega_k = 0, L})dx.
\]

Since \( ||\xi||_{\infty} \) is bounded by the rank of the perturbation \( \chi_{\Lambda u}(\cdot - k) \), we obtain

\[
\sum_{n \in \mathbb{N}} \rho(E(\omega, L, n) + s) - \rho(E(\omega, \omega_k = 0, L, n) + s) \leq \text{rank}(\chi_{\Lambda u}(\cdot - k)) \int |\rho'| dx
\]

and the proof of the Lemma is completed. \( \square \)

Now we turn to the proof of Lemma 7.

Proof of Lemma 7. Let \( \rho \in C^\infty(\mathbb{R}) \) be a non-decreasing function such that on \((-\infty, -\epsilon] \) it is identically equal to \(-1\), on \([\epsilon, \infty) \) it is identically equal to zero...
and $\|\rho'\|_\infty \leq 1/\epsilon$. By the chain rule we have

$$\sum_{k \in \mathbb{Z}^d} a_L(k) \frac{\partial}{\partial \omega_k} \rho(E(\omega, L, n) - E + t)$$

$$= \rho'(E(\omega, L, n) - E + t) \sum_{k \in \mathbb{Z}^d} a_L(k) \frac{\partial}{\partial \omega_k} E(\omega, L, n)$$

The assumption (3) implies now

$$\rho'(E(\omega, L, n) - E + t) \leq \frac{1}{\delta} \sum_{k \in \mathbb{Z}^d} a_L(k) \frac{\partial}{\partial \omega_k} \rho(E(\omega, L, n) - E + t)$$

Since $\chi_I \leq \int_{-2\epsilon}^{2\epsilon} dt \rho'(x - E + t)$ for $I := [E - \epsilon, E + \epsilon]$ we have

$$\text{Tr} \chi_I(H_{\omega, L}) \leq \frac{1}{\delta} \int_{-2\epsilon}^{2\epsilon} dt \sum_{n \in \mathbb{N}} \sum_{k \in \mathbb{Z}^d} a_L(k) \frac{\partial}{\partial \omega_k} \rho(E(\omega, L, n) - E + t)$$

Note that for a random variable $F: \Omega \rightarrow \mathbb{R}$ we have $\mathbb{E}(F) = \mathbb{E}(\int f(\omega_k) d\omega_k F(\omega))$ Thus using Lemma 9 and $\int |\rho'(x)| dx = 1$ we obtain

$$\mathbb{E}(\text{Tr} \chi_I(H_{\omega, L})) \leq \frac{4\epsilon}{\delta} \sum_{k \in \mathbb{Z}^d} |a_L(k)| \|f\|_{BV} \text{ rank}(u \cdot \chi_{\Lambda})$$

Now we are in the position to give a

**Proof of Theorem 3.** Let $\psi_n$ be a normalised eigenfunction associated to $E(\omega, L, n)$ and $Q(L, m) = \bigcup_{k \in \Lambda_L} \left( k + [-m, m]^d \cap \mathbb{Z}^d \right)$. W.l.o.g. we may assume $\bar{u} > 0$. Then $\sum_{k \in Q(L, m)} u(k) \geq \bar{u}/2$. Choose now the coefficients in Corollary 8 in the following way: $a_L(k) = 1$ for $k \in Q(L, m)$ and $a_L(k) = 0$ for $k$ in the complement of $Q(L, m)$. Then

$$\sum_{k \in \mathbb{Z}^d} a_L(k) \langle \psi_n, u(\cdot - k)\psi_n \rangle = \langle \psi_n, \sum_{k \in Q(L, m)} u(\cdot - k)\psi_n \rangle \geq \bar{u}/2.$$

**Proof of Corollary 4.** Set $a_L(k) = 1$ for $k \in \Lambda_{L+} \cup L$ and $a_L(k) = 0$ for $k$ in the complement of $\Lambda_{L+} \cup L$. Then

$$\sum_{k \in \mathbb{Z}^d} a_L(k) \langle \psi_n, u(\cdot - k)\psi_n \rangle = \langle \psi_n, \sum_{k \in \Lambda_{L+} \cup L} u(\cdot - k)\psi_n \rangle = \bar{u}$$

An application of Corollary 8 now completes the proof.

□
3. Proof of Theorem \[1\]

In this section we give a proof of Theorem \[1\]. In view of Theorem \[3\] it is sufficient to consider the case that the single site potential \( u: \mathbb{Z}^d \to \mathbb{R}, u \in \ell^1(\mathbb{Z}^d) \) is degenerate in the sense that \( \sum_{x \in \mathbb{Z}^d} u(x) = 0 \). We explain how to find in this situation an appropriate linear combination of single site potentials — or, equivalently, an appropriate linear transformation of the random variables — which can be efficiently used for averaging. The aim of the linear transformation is to extract a perturbation potential which is strictly positive on the box \( \Lambda \).

Let us first consider the case \( d = 1 \). Then we can assume without loss of generality that \( \text{supp } u \subset \{ -n, \ldots, 0 \} \). For a given cube \( \Lambda_L = \{ 0, \ldots, L \} \) we are looking for an array of numbers \( a_k, k \in \Lambda_{L+n} \) such that we have

\[
\sum_{k \in \Lambda_{L+n}} a_k u(x - k) = \text{constant} > 0 \quad \text{for all } x \in \Lambda_L
\]

In fact, we will find a sequence of numbers \( a_k, k \in \mathbb{N} \) such that we have

\[
\sum_{k \in \mathbb{N}} a_k u(x - k) = \text{constant} > 0 \quad \text{for all } x \in \mathbb{N}
\]

If we truncate this sequence, we obtain an array of numbers satisfying \([4]\).

For a function \( F: (1 - \epsilon, 1 + \epsilon) \to \mathbb{R} \) with \( \epsilon > 0 \) we say that it has a root of order \( m \in \{ 0, \ldots, n \} \) at \( t = 1 \) iff it is in \( C^m(1 - \epsilon, 1 + \epsilon) \) and

\[
\left( \frac{d^j}{dt^j} F(t) \right) \bigg|_{t=1} = 0 \quad \text{for } j = 0, \ldots, m - 1
\]

\[
c(F) := \left( \frac{d^m}{dt^m} F(t) \right) \bigg|_{t=1} \neq 0
\]

In particular, \( m = 0 \) means that \( F(1) \neq 0 \). If \( F \) is a polynomial of degree not exceeding \( m \), if \([6]\) holds and in addition \( c(F) = 0 \), then \( F \equiv 0 \). In this case we say that \( F \) has a root of infinite order at \( t = 1 \).

Given a function \( w: \mathbb{Z} \to \mathbb{R} \) such that \( F_w(t) := \sum_{\nu \in \mathbb{Z}} t^\nu w(-\nu) \) converges for \( t \in (1 - \epsilon, 1 + \epsilon) \) we call \((1 - \epsilon, 1 + \epsilon) \ni t \mapsto F(t) := F_w(t) \) the accompanying (Laurent) series of \( w \). If \( \text{supp } w \subset \{ -n, \ldots, 0 \} \) we call \( t \mapsto p(t) := p_w(t) := \sum_{\nu=0}^n t^\nu w(-\nu) \) the accompanying polynomial of \( w \).

Lemma 10. Let \( D \in \mathbb{N}_0 \) and \( a_k = k^D \) for all \( k \in \mathbb{N} \). Let \( m \) be the order of the root \( t = 1 \) of the Laurent series \( F \) accompanying the function \( w: \mathbb{Z} \to \mathbb{R} \) with convergent series \( \sum_{\nu \in \mathbb{Z}} t^\nu w(-\nu) \) for \( t \in (1 - \epsilon, 1 + \epsilon) \).

(a) If \( m > D \) then \( \sum_{k \in \mathbb{Z}} a_k w(x - k) = 0 \) for all \( x \in \mathbb{N} \).

(b) If \( m = D \) then \( \sum_{k \in \mathbb{Z}} a_k w(x - k) = c(F) \) for all \( x \in \mathbb{N} \).

An important and well known special case is

Corollary 11. Let \( D \in \mathbb{N}_0 \) and \( a_k = k^D \) for all \( k \in \mathbb{N} \). Let \( m \) be the order of the root \( t = 1 \) of the polynomial \( p \) accompanying the function \( w: \mathbb{Z} \to \mathbb{R} \) with \( \text{supp } w \subset \{ -n, \ldots, 0 \} \).

(a) If \( m > D \) then \( \sum_{k \in \mathbb{Z}} a_k w(x - k) = 0 \) for all \( x \in \mathbb{N} \).

(b) If \( m = D \) then \( \sum_{k \in \mathbb{Z}} a_k w(x - k) = c(p) \) for all \( x \in \mathbb{N} \).
Due to the support condition $\sum_{k \in \mathbb{N}} a_k w(x - k) = \sum_{k = 1}^{x+n} a_k w(x - k)$ for all $x \in \mathbb{N}$.

**Proof of Lemma 10.** First note that for arbitrary $\nu \in \mathbb{N}$ and $s \in \mathbb{R}$ we have

$$\frac{d^\nu}{ds^\nu} F(e^s) = \sum_{r=1}^{\nu} c_r F^{(r)}(e^s) e^{rs}$$

with some $c_1, \ldots, c_{\nu - 1} \in \mathbb{N}_0$ and $c_\nu = 1$. For the value $s = 0$ it follows from (6) that $\frac{d^\nu}{ds^\nu} F(e^s) = 0$ for $\nu = 0, \ldots, m - 1$ and from (7) that $\frac{d^\nu}{ds^\nu} F(e^s) = F^{(m)}(e^s) e^{ms} = c(F)$.

We note that $a_k = \frac{d^D}{ds^D} e^{ks}$ for $s = 0$ and insert this into the LHS of (5) to obtain

$$\sum_{k \in \mathbb{Z}} a_k w(x - k) = \sum_{k \in \mathbb{Z}} w(x - k) \frac{d^D}{ds^D} e^{ks} = \sum_{\nu \in \mathbb{Z}} w(-\nu) \frac{d^D}{ds^D} e^{(\nu + x)s}$$

$$= \frac{d^D}{ds^D} e^{xs} F(e^s) = \sum_{r=0}^{D} \left( \frac{D}{r} \right) \left( \frac{d^{D-r}}{ds^{D-r}} F(e^s) \right) \left( \frac{d^r}{ds^r} F(e^s) \right).$$

For $s = 0$, (8) vanishes if $D < m$ and equals $c(F)$ if $D = m$. $\square$

Thus we have found in the case $d = 1$ and $w = u$ a linear combination with the desired property (5). In the multidimensional situation we will reduce the dimension one by one and construct from a non-vanishing single site potential in dimension $j$ a non-vanishing one in dimension $j - 1$. In each reduction step we apply Corollary 11.

Let $w^{(j)} : \mathbb{Z}^j \to \mathbb{R}$ be compactly supported and not identically vanishing. W.l.o.g. we assume $\text{supp} \, w^{(j)} \subseteq [-n, 0]^j \cap \mathbb{Z}^j$. Next we define a ‘projected’ single site potential $w^{(j-1)} : \mathbb{Z}^{j-1} \to \mathbb{R}$ as follows. Consider the family of polynomials $p(x_1, \ldots, x_{j-1}, t) : \mathbb{R} \to \mathbb{R}$, indexed by $(x_1, \ldots, x_{j-1}) \in \{-n, \ldots, 0\}^{j-1}$ and defined by

$$p(x_1, \ldots, x_{j-1}, t) := \sum_{\nu=0}^{n} t^\nu w^{(j)}(x_1, \ldots, x_{j-1}, -\nu).$$

Let $m(x_1, \ldots, x_{j-1}) \in \{0, \ldots, n, \infty\}$ be the order of the root $t = 1$ of the polynomial $p(x_1, \ldots, x_{j-1})$ and $M := M_j := \min \{ m(x_1, \ldots, x_{j-1}) \mid x_1, \ldots, x_{j-1} \in \{-n, \ldots, 0\} \}$ the minimal degree occurring in the family. Since $w^{(j)}$ does not vanish identically, $M_j \leq n$. Set

$$I_{j-1} := \{ (x_1, \ldots, x_{j-1}) \in \{-n, \ldots, 0\}^{j-1} \mid m(x_1, \ldots, x_{j-1}) = M_j \}$$

and

$$J_{j-1} := \{ (x_1, \ldots, x_{j-1}) \in \{-n, \ldots, 0\}^{j-1} \mid m(x_1, \ldots, x_{j-1}) > M_j \}$$

**Lemma 12.** For all $(x_1, \ldots, x_{j-1}) \in \{-n, \ldots, 0\}^{j-1}$ we have the equality

$$\sum_{k \in \mathbb{N}} k^M w^{(j)}(x_1, \ldots, x_{j-1}, x_j - k) = \left( \frac{d^M}{dt^M} p(x_1, \ldots, x_{j-1}, t) \right)_{t=1}.$$ 

We denote the function in (10) by $w^{(j-1)} : \mathbb{Z}^j \to \mathbb{R}$. Then $w^{(j-1)}$ is independent of the variable $x_j$ and therefore we call it the single site potential in reduced
dimension and consider it sometimes as a function \( w^{(j-1)} : \mathbb{Z}^{j-1} \to \mathbb{R} \). Its support is contained in \( \{-n, \ldots, 0\}^{j-1} \).

Moreover, \( w^{(j-1)}(x_1, \ldots, x_{j-1}) = 0 \) if \( (x_1, \ldots, x_{j-1}) \in J_{j-1} \) and \( w^{(j-1)}(x_1, \ldots, x_{j-1}) \neq 0 \) if \( (x_1, \ldots, x_{j-1}) \in I_{j-1} \).

Remark 13. The lemma establishes in particular that

1. \( M \) is an element of \( \{0, \ldots, n\} \). If we had \( M \geq n+1 \), then all polynomials \( p(x_1, \ldots, x_{j-1}, \cdot) \) would vanish identically and thus \( w^{(j)} \equiv 0 \) contrary to our assumption.
2. \( w^{(j-1)} \) does not vanish identically. In fact \( \text{supp} \, w^{(j-1)} = I_{j-1} \neq \emptyset \) by definition.

Proof. Consider first the case \( (x_1, \ldots, x_{j-1}) \in J_{j-1} \). Then for any \( x_j \in \mathbb{N} \)

\[
w^{(j-1)}(x_1, \ldots, x_{j-1}) = \sum_{k \in \mathbb{N}} k^M w^{(j)}(x_1, \ldots, x_{j-1}, x_j - k) = 0
\]

by Lemma \( \square \) part (a), since \( t = 1 \) is a root of order \( M + 1 \) or higher of the accompanying polynomial \( p(x_1, \ldots, x_{j-1}, \cdot) \).

Now, if \( (x_1, \ldots, x_{j-1}) \in I_{j-1} \) then the order of the root \( t = 1 \) of the polynomial \( p(x_1, \ldots, x_{j-1}, \cdot) \) equals \( M \). Thus by part (b) of Lemma \( \square \)

\[
w^{(j-1)}(x_1, \ldots, x_{j-1}) = \sum_{k \in \mathbb{N}} k^M w^{(j)}(x_1, \ldots, x_{j-1}, x_j - k)
= \left( \frac{dM}{dt} p(x_1, \ldots, x_{j-1}, t) \right)_{t=1}
\]

for all \( x_j \in \mathbb{N} \).

In the last step \( j = 1 \to j - 1 = 0 \) of the induction we obtain a reduced single site potential

\[
w^{(0)} = \left( \frac{dM}{dt} p(t) \right)_{t=1} = c(p)
\]

which is a simply non-zero real.

Now we describe the result which is obtained after the reduction is applied \( d \) times. Given a single site potential \( u : \mathbb{Z}^d \to \mathbb{R} \) with \( \text{supp} \, u \subset [-n, 0]^d \cap \mathbb{Z}^d \), set \( w^{(d)} = u \) and

\[
w^{(0)} = \sum_{k_1 \in \mathbb{N}} k_1^{M_1} w^{(1)}(x_1 - k_1)
\]

\[
= \sum_{k_1 \in \mathbb{N}} k_1^{M_1} \cdots \sum_{k_d \in \mathbb{N}} k_d^{M_d} w^{(d)}(x_1 - k_1, \ldots, x_d - k_d)
\]

Thus we have produced a linear combination of single site potentials

\[
\sum_{k \in \Lambda_{L+n}} b_k w^{(d)}(x_1 - k_1, \ldots, x_d - k_d)
\]

where \( b_k := k_1^{M_1} \cdots k_d^{M_d} \)

which is a constant, non-vanishing function on the cube \( \Lambda_L \). Moreover, the coefficients satisfy the bound

\[|b_k| \leq k_1^{n_1} \cdots k_d^{n_d} \leq (L + n)^{d_n} \quad \text{for all} \quad k \in \Lambda_{L+n}\]
Now an application of Corollary 8 with the choice $a_L(k) = b_k$ for $k \in \Lambda_{L+n}$ and $a_L(k) = 0$ for $k$ in the complement of this set completes the Proof of Theorem 1.

4. Proof of Theorem 6

The assumption on the exponential decay of $u$ implies that $F(z) = \sum_{\nu \in \mathbb{Z}} z^\nu u(-\nu)$ is an absolutely and uniformly convergent Laurent series on the annulus $\{ z \in \mathbb{C} \mid r_1 \leq |z| \leq r_2 \}$ for some $0 < r_1 < 1 < r_2 < \infty$ and represents there a holomorphic function. This implies that there exists a $D \in \mathbb{N}_0$ such that $c(F) := \frac{\partial^D}{\partial z^D} F(z) |_{z=1} \neq 0$. Otherwise $F$ would be identically vanishing, implying that $u$ vanishes identically. Thus the root $z = 1$ of $F$ has a well defined, finite order $D \in \mathbb{N}_0$ and Lemma 10 can be applied.

The problem is now that the series $\sum_{k \in \mathbb{Z}} k^D$ is not absolutely convergent. For this reason we will replace it with an appropriate finite cut-off sum. Assume in the following w.l.o.g. that $c(F) > 0$. A lengthy but easy calculation shows that for all $\beta > D/|\log s|$ there exists a constant $K_\beta \in (0, \infty)$ such that for all $L \in \mathbb{N}

$$\forall x \in \Lambda_L : \sum_{k \in \{-K/2, \ldots, m\}} |k|^D |u(x-k)| \leq \frac{c(F)}{2}$$

where $m = L + \beta \log L + K_\beta/2$. Consequently

$$\forall x \in \Lambda_L : \sum_{k \in \{-K/2, \ldots, m\}} k^D u(x-k) \geq \frac{c(F)}{2}$$

Thus we can apply Corollary 8 with the choice $a_L(k) = k^D$ for $k \in \{-k, \ldots, m\}$ and $a_L(k) = 0$ for $k \in \{-k_1, \ldots, m+1\}$ and obtain

$$\mathbb{E} \left\{ \text{Tr} \left[ \chi_{E-\epsilon,E+\epsilon} (H_\omega,L) \right] \right\} \leq \frac{8\epsilon}{c(F)} \|f\|_{BV} \|L(L + \beta \log L + K)^D+1$$

5. Discussion: Localisation for large disorder

In the case that $H_0 = \Delta$ is the finite difference Laplacian and the disorder is sufficiently strong, Theorem 1 can be used to prove exponential localisation on the whole energy axis $\mathbb{R}$, i.e. to show that almost surely $H_\omega, \omega \in \Omega$ has no continuous spectral component and that all eigenfunctions of $H_\omega$ decay exponentially at infinity. We do not discuss localisation near spectral edges which is a more delicate issue. Note that Theorem 1 assumes in particular that the single site potential $u$ is of compact support.

The results described below are based on the multiscale analysis, cf. e.g. [8, 5, 9]. It is an induction procedure over increasing length scales $L_k, k \in \mathbb{N}$. The induction step uses a Wegner estimate to deduce from probabilistic decay estimates on the Green’s function of the random operator restricted to a box of size $L_k$ corresponding decay estimates on the larger scale $L_{k+1}$. The induction anchor is provided by the initial scale estimate, a probabilistic statement on the decay of the Green’s function of the random operator restricted to a box on
first scale $L_0$. A very strong form of the initial scale estimate is that for some $p > d, m > 0$

\begin{equation}
\mathbb{P}\{\| (H_{\omega,L} - E)^{-1} \| \leq \exp(-mL/2) \} \geq 1 - L_0^p.
\end{equation}

Together with a Wegner estimate as in Theorem 1, the bound (13) yields exponential localisation for $H_{\omega,L}$, $\omega \in \Omega$ in a small neighbourhood of $E$, provided that $L_0$ is larger than a certain critical length scale $L^*$, depending on the parameters of the model.

Here we present a simple idea how to derive the initial scale estimate from the Wegner estimate in the case of large disorder, which we learned from A. Klein and which has almost the same proof as Theorem 11.1 in [13] although the statements and the models under consideration are somewhat different. For an earlier related result see Proposition A.1.2 in [5].

**Lemma 14.** Let the assumptions of Theorem 2 hold. Let $H_0 = \Delta$ and $p \in \mathbb{N}$. Choose $L \in \mathbb{N}$ such that $e^L \geq (c_u \text{rank } u) L^p (L + n)^{(n+1)}$. If $\| f \|_{BV}^{1/2} \geq e^L$, then

$$\forall E \in \mathbb{R}: \mathbb{P}\{\| (H_{\omega,L} - E)^{-1} \| > e^{-L} \} \leq L^{-p}$$

Here the quantity $\| f \|_{BV}^{1/2}$ is a measure for the disorder: if it is large the values of the corresponding random variable are spread out over a large interval. Thus the assumption $\| f \|_{BV} \leq e^{-2L}$ describes a large disorder regime.

**Proof.** Since $\| (H_{\omega,L} - E)^{-1} \| = d(\sigma(H_{\omega,L}), E)^{-1}$, we have

$$\mathbb{P}\{\| (H_{\omega,L} - E)^{-1} \| > e^{-L} \} = \mathbb{P}\{d(\sigma(H_{\omega,L}), E) < e^L\}$$

$$= \mathbb{P}\{(E - e^L, E + e^L) \cap \sigma(H_{\omega,L}) \neq \emptyset\} \leq \mathbb{E}\left\{\text{Tr}[\chi_{[E-e^L, E+e^L]}(H_{\omega,L})]\right\}$$

$$\leq c_u \text{rank } u \| f \|_{BV} e^L (L + n)^{(n+1)} \leq e^{-L} c_u \text{rank } u (L + n)^{(n+1)}$$

which is bounded by $L^{-p}$ by our assumption. \hfill \square

This lemma establishes an initial scale decay estimate (13) for a small neighbourhood of an arbitrary energy. However increasing the disorder means changing the model and in particular increasing the sup-norm of the single site potential. Thus one has to check on which parameters of the single site the critical scale $L^*$ depends. Indeed, $L^*$ does depend on the size of the support, but not on the supremum norm of the single site potential. This fact can be seen from the original proof of [5]. A detailed analysis how $L^*$ depends on various model parameters has been worked out for continuum random operators in [9] and applies to discrete operators analogously.
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