Alternative expression for the electromagnetic Lagrangian
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We reintroduce an alternative expression for the Lagrangian density that governs the interaction of a charged particle with external electromagnetic fields, proposed by Livens about one century ago. This Lagrangian is written in terms of the local superposition of the particle fields with the applied electromagnetic fields, not in terms of the particle charge and of the electromagnetic potentials as is usual. Here we show that the total Lagrangian for a set of charged particles assumes a simple elegant form with the alternative formulation, giving an aesthetic support for it. We also show that the alternative Lagrangian is equivalent to the traditional one in their domain of validity and that it provides an interesting description of the Aharonov-Bohm effect.

I. INTRODUCTION

One of the main features of the field concept in classical electromagnetism is that it avoids action at a distance. If we have two charged particles, for instance, we can say that the charge of each particle modifies the electromagnetic field configuration around it and that this field acts locally in the charge of the other particle causing a force. But with the prediction [1] and observation [2–9] of the Aharonov-Bohm (AB) effect, in which the interference pattern of charged quantum particles is affected by the electromagnetic field configuration even if they do not interact locally with these fields, the local interaction between charges and fields lost its generality in the description of electromagnetic phenomena.

Here we go deeper into this subject by reintroducing an alternative expression for the electromagnetic Lagrangian that governs the interaction between a charged particle and applied fields, as proposed by Livens about one century ago [10, 11]. This alternative Lagrangian is written in terms of the local superposition of the particle fields with the applied electromagnetic fields, not in terms of the particle charge and of the electromagnetic potentials as is usual [12, 13]. We show that the alternative Lagrangian is equivalent to the traditional one in their domain of validity and that it provides an interesting description of the Aharonov-Bohm effect.

II. ALTERNATIVE ELECTROMAGNETIC LAGRANGIAN

The Lagrangian density for the interaction of a charged particle with an applied electromagnetic field can be written as [12, 13]

$$\mathcal{L}_{int} = -J_\alpha A^o_\alpha = -\rho \Phi + J \cdot A,$$

where summation over repeated indices is assumed, $J = (c\rho, \mathbf{J})$ is the current density 4-vector, $A = (\Phi/c, \mathbf{A})$ is the 4-vector potential corresponding to the applied fields and $c$ is the speed of light in vacuum. For a particle with charge $q$ and velocity $\mathbf{v}$ at the position $\mathbf{r}_0$, we have $\rho = q\delta(\mathbf{x} - \mathbf{r}_0)$ and $\mathbf{J} = q\mathbf{v}\delta(\mathbf{x} - \mathbf{r}_0)$. The interaction Lagrangian is given by the volume integral of the above Lagrangian density. The Lorentz force law is deduced when the Euler-Lagrange equations are used in the total Lagrangian, which is the sum of the interaction and free particle Lagrangians [12, 13].

In this work we want to check if the Lagrangian density of Eq. (1) is equivalent to a Lagrangian density which is written in terms of the local superposition of the electric and magnetic fields generated by a charged particle, $\mathbf{E}^{(p)}$ and $\mathbf{B}^{(p)}$, and the applied electric and magnetic fields, $\mathbf{E}^{(0)}$ and $\mathbf{B}^{(0)}$. Calling $F^{(p)}$ the electromagnetic tensor of the fields generated by the particle and $F^{(0)}$ the electromagnetic tensor of the applied fields, Livens proposed the following alternative interaction Lagrangian density [10, 11]:

$$\mathcal{L}'_{int} = \frac{1}{2\mu_0} F_{\alpha\beta}^{(p)} F^{(0)}_{\alpha\beta} = -\varepsilon_0 \mathbf{E}^{(p)} \cdot \mathbf{E}^{(0)} + \frac{1}{\mu_0} \mathbf{B}^{(p)} \cdot \mathbf{B}^{(0)},$$

where $\varepsilon_0$ and $\mu_0$ are the electric permittivity and magnetic permeability of free space respectively, with $c = 1/\sqrt{\mu_0\varepsilon_0}$. If we write $\mathbf{B}^{(0)} = -\nabla\Phi - \partial\mathbf{A}/\partial t$ and $\mathbf{B}^{(0)} = \nabla \times \mathbf{A}$, we can write the action term resulting from the...
alternative interaction Lagrangian as

$$\int dt \int d^3x L'_{\text{int}} = S'_1 + S'_2$$

(3)

with

$$S'_1 = \int dt \int d^3x \varepsilon_0 E^{(p)} \cdot (\nabla \Phi + \frac{\partial A}{\partial t})$$

(4)

and

$$S'_2 = \int dt \int d^3x \frac{1}{\mu_0} B^{(p)} \cdot (\nabla \times A).$$

(5)

The volume integrals above must be performed through the whole space where the fields are nonzero. Integrating by parts the volume integral of the first term of Eq. (1) and using Gauss’ law \( \nabla \cdot E^{(p)} = \rho / \varepsilon_0 \), we obtain

$$S'_1 = \int dt \int d^3x \left[ -\rho \Phi + \varepsilon_0 E^{(p)} \cdot \frac{\partial A}{\partial t} \right].$$

(6)

Using the vector identity \( B^{(p)} \cdot (\nabla \times A) = A \cdot (\nabla \times B^{(p)}) + \nabla \cdot (A \times B^{(p)}) \) and the Maxwell-Ampere law \( \nabla \times B^{(p)} = \mu_0 J + \mu_0 \varepsilon_0 \partial E^{(p)} / \partial t \) in Eq. (5), we obtain

$$S'_2 = \int dt \int d^3x \left[ j \cdot A + \varepsilon_0 A \cdot \frac{\partial E^{(p)}}{\partial t} \right].$$

(7)

By comparing Eqs. (3), (6) and (7) with Eq. (1) we can write

$$\int d^3xL'_{\text{int}} = \int d^4xL_{\text{int}} + \int d^4x \varepsilon_0 \frac{\partial}{\partial t}[A \cdot E^{(p)}],$$

(8)

with \( d^3x \equiv d^3x dt \). In the nonrelativistic limit, we have \( E^{(p)} = \nabla [q/(4\pi \varepsilon_0 |x - r_0|)] \), where \( q \) is the particle charge and \( r_0 \) its position. Substituting on the second term on the right side of Eq. (8), integrating by parts the volume integral and using the Coulomb gauge \( \nabla \cdot A = 0 \), we see that this term is zero. In the following we show that this term is also zero in the relativistic case in the domain of validity of the Lagrangian density from Eq. (1).

The complete treatment of a charged particle interacting with the electromagnetic field is extremely complex \[12,13\]. This is because the moving particle changes the electromagnetic field configuration, what changes the particle equation of motion in a recursive way. The Lagrangian density of Eq. (1) does not take into account the back action of the electromagnetic fields generated by the particle on its own equation of motion. So this Lagrangian density is valid as long as we can neglect the terms of the field generated by the particle that depend on the particle acceleration and on higher order time derivatives of its position, since these terms result in back action \[12,13\] (the radiation reaction). In this work we investigate if the Lagrangian density of Eq. (2) is equivalent to the Lagrangian density of Eq. (1) to the extent that the Lagrangian density of Eq. (1) is valid. So we can neglect the terms from \( E^{(p)} \) in Eq. (8) that depend on the acceleration and on higher order time derivatives of the particle position, since we will disregard their influence on the particle motion. So we will consider that \( E^{(p)} \) is the field generated by a particle moving with constant speed, depending only on the particle velocity \( v \) and on its position \( r_0 \).

The term on the left and the first term on the right side of Eq. (5) are Lorentz scalars, since the Lagrangian densities of Eqs. (1) and (2) are manifestly Lorentz scalars and the four-dimensional volume element \( d^4x \) is invariant under Lorentz transformations. So the second term on the right side of Eq. (8) must also be a Lorentz scalar, such that its value must be the same in any inertial reference frame. Since \( A \cdot E^{(p)} \) is a function of the independent variables \( x \equiv (x, y, z) \) and \( t \), the partial derivative on time in Eq. (8) can be substituted by the total derivative. If we compute the time integral between times \( t_1 \) and \( t_2 \) in a reference frame \( S' \) where the particle velocity at time \( t_1 \) is zero, we have

$$\int_{t_1}^{t_2} dt \int d^3x \varepsilon_0 \frac{d}{dt} \left[ A(x, t) \cdot E^{(p)}(x, t) \right] =$$

$$= \int d^3x \varepsilon_0 A(x, t_2) \cdot E^{(p)}(x, t_2),$$

(9)

since, as discussed before, the volume integral of \( A \cdot E^{(p)} \) is zero in the nonrelativistic regime corresponding to \( t_1 \). Now consider another reference frame \( S'' \) in which the particle velocity at \( t_2 \) is zero. Since the action must have the same value in both frames, we have

$$\int d^3x \varepsilon_0 A(x, t_2) \cdot E^{(p)}(x, t_2) =$$

$$= - \int d^3x' \varepsilon_0 A'(x', t'_1) \cdot E^{(p)'}(x', t'_1),$$

(10)

where the primed variables in \( S'' \) are obtained from the unprimed variables in \( S \) through the correspondent Lorentz transformation. The above equation must be valid for any \( A'(x', t') \). In particular, it must be valid when \( A'(x', t'_1) = 0 \), such that both sides of Eq. (10) must always be zero, implying that second term on the right side of Eq. (8) must be zero under the above considerations. So the Lagrangian density of Eq. (2) is equivalent to the Lagrangian density of Eq. (1) under the domain of validity of this Lagrangian density.

### III. TOTAL LAGRANGIAN FOR A SET OF CHARGED PARTICLES

Now we show how the Livens’ interaction electromagnetic Lagrangian density from Eq. (2) results in an elegant expression for the total Lagrangian for a set of charged particles that interact among themselves. Let us first describe the Lagrangian of a single free particle. The mass of each charged particle has an electromagnetic contribution that results from the energy present in the
The electromagnetic field it generates \[14, 22\]. We will call the electromagnetic contribution for the mass \(m_e\), with the total mass being \(m = m_e + m'\) and \(m'\) resulting from the contribution of extra fields of unknown origin. These extra fields are necessary for the particle stability in any classical model for a charged particle \[14, 22\]. The reason is simple: if the particle was purely electromagnetic, the electric charge that constitutes it would spread out due to the electrostatic repulsion. To keep the charge within the particle, there must be some kind of cohesive forces, that were first postulated by Poincaré \[14\]. We will assume the existence of fields associated with these cohesive forces, that from now on will be referred to as Poincaré fields, and their energy together with the energy of their interaction with the electromagnetic field are responsible to the contribution \(m'\) to the particle mass. Note that \(m\) and \(m_e\) are positive, but \(m'\) can be negative. So in the particle rest frame we can write:

\[
mc^2 = m_e c^2 + m' c^2 = \int d^3 r_0 \frac{\varepsilon_0}{2} F_0^2 + \int d^3 r_0 U', \tag{11}
\]

where \(E_0\) represents the electric field generated by the particle at rest (with \(E_0 \equiv \{E_0\}\)), \(U'\) is the energy density associated to the Poincaré fields and their interaction with the particle electromagnetic field, and \(d^3 r_0\) represents the volume element in the particle rest frame.

The relativistic Lagrangian for a free particle with velocity \(v\), given by \(-mc^2\sqrt{1-v^2/c^2}\) \[12, 13\], can thus be written as

\[
-mc^2\sqrt{1-v^2/c^2} = \int d^3 r \frac{1}{4\mu_0} F_{\alpha\beta} F^{\alpha\beta} - \int d^3 r U', \tag{12}
\]

where \(F\) represents the electromagnetic tensor of the particle fields, as long as \(U'\) is a Lorentz scalar. This is easy to understand if we note that the values of the Lorentz scalars \(F_{\alpha\beta} F^{\alpha\beta}\) and \(U'\) are the same in any inertial reference frame, but the volume element \(d^3 r\) suffers Lorentz contraction such that we have \(d^3 r = \sqrt{1-v^2/c^2} d^3 r_0\).

Let us now consider the total electromagnetic Lagrangian for a set of \(N\) charged particles using Eq. (12) for the Lagrangian of each free particle and Eq. (2) for the interaction Lagrangian between each particle and the electromagnetic field generated by the other particles. Calling \(F^{(i)}\) the electromagnetic tensor of particle \(i\), \(F^{(0i)} \equiv \sum_{j \neq i} F^{(j)}\) the electromagnetic tensor of the fields of all particles with the exception of particle \(i\) and \(-U^{(i)}\) the Lagrangian density associated to the Poincaré fields for particle \(i\), we have

\[
L = \sum_i \int d^3 r \left[ \frac{F^{(i)}}{\mu_0} \frac{F^{(i)}}{\mu_0} - U^{(i)} \right] + i \int d^3 r \left[ \frac{F^{(T)}}{\mu_0} F^{(T)} - U^{(T)} \right], \tag{13}
\]

where \(F^{(T)} \equiv \sum_i F^{(i)}\) represents the electromagnetic tensor of the total electromagnetic field and \(-U^{(T)} \equiv -\sum_i U^{(i)}\) represents the Lagrangian density associated to the total Poincaré fields. Note the simplicity of the above Lagrangian. This gives an aesthetic support for the alternative electromagnetic Lagrangian from Eq. (2).

**IV. AHARONOV-BOHM EFFECT**

In this section we revise the AB effect and describe it in view of the alternative electromagnetic Lagrangian. In a seminal paper, Aharonov and Bohm showed that a charged quantum particle may be influenced by the existence of electromagnetic fields even if it does not directly interact with these fields \[1\]. In Fig. 1 two AB experimental schemes are represented. In Fig. 1(a) we have an electron interferometer with a solenoid enclosed by the two possible paths. The magnetic field \(B^{(0)}\) is confined inside the solenoid and the vector potential \(A\), linked to the magnetic field through the relation \(B^{(0)} = \nabla \times A\), circulates around the solenoid as shown in the figure. The electrons can propagate only outside the solenoid, such that they experience no magnetic field and no Lorentz force, but are subjected to the vector potential. The presence of the vector potential in this region causes a phase difference between the probability amplitude associated with the two interferometer paths. The electron wavefunction in each path accumulates a phase given by 

\[\phi = \frac{\pi}{\hbar} \sum_{a \neq b} \int (\Phi_a - \Phi_b) \frac{q}{\hbar},\]

where \(\Phi_a\) and \(\Phi_b\) are the scalar potentials of the conductor tubes in each path are zero when the electron is outside them. When the electron is in a superposition of being inside each of the tubes, the potential of the tubes is varied and comes back to zero before the electron wavefunction exits each of them. In this case the electrons experience no electric field and no Lorentz force, but experience different electric potentials in each path. Again, this results in a phase difference between the paths. If the potential of the tube of path \(a\) is \(\Phi_a(t)\) and the one of path \(b\) is \(\Phi_b(t)\), by using Eq. (1) it can be shown that the phase difference is

\[
\int dt [\Phi_a(t) - \Phi_b(t)] q / \hbar,
\]
affecting the interference pattern \[1\]. This behavior was also experimentally verified \[5,7\], although not with the charged particles propagating only in free-field regions.

We can now interpret the AB experiments illustrated in Fig. 1 using the alternative Lagrangian density from Eq. \[2\]. In the experiment of Fig. 1(a), we can see that when the electron propagates through path \textit{a} \((\text{b})\), it generates a magnetic field inside the solenoid that has a positive (negative) component in the direction of \(B^{(0)}\). This results in a positive (negative) contribution for the action term resulting from Eq. \[2\], generating a phase difference between the paths. In the experiment of Fig. 1(b), considering the potential zero when there is no charge on the tube, when the electron is inside a tube with a positive (negative) potential, such that the tube has a positive (negative) charge, the electric field generated by the electron has always a negative (positive) component in the direction of \(E^{(0)}\) outside the tube. Using the same reasoning as before we conclude that different potentials on the tubes produce a phase difference between the paths.

The idea of associating the AB effect to the interaction of the electromagnetic field with the solenoid in Fig. 1(a) is not new, see Ref. \[4\]. Liebowitz \[15\] and Boyer \[16,17\], for instance, suggested that a back action force could act on the electron due to the magnetic energy that results from the overlap of the electron and solenoid magnetic fields, predicting a lag between the electron paths that would explain the AB effect. Recent experiments seem to rule out this back action force hypothesis \[18\], but there are still counter arguments \[19\]. Peshkin computed the angular momentum that results from the superposition of the electron electric field with the solenoid magnetic field and used the angular momentum quantization in the system as an argument for the existence of the AB effect \[20\]. More recently, Vaidman deduced the AB phase using a quantum mechanical treatment for the charges of the solenoid interacting with the electron field \[21\]. But our work treats the issue in a more fundamental level than the cited works, by suggesting a modification on the expression of the electromagnetic Lagrangian. Also, the theoretical descriptions of these previous works assume that the electromagnetic fields produced by the electron penetrates inside the solenoid of Fig. 1(a). But in the experiments of Tonomura \textit{et al.} \[3\], where the solenoid is replaced by a toroidal magnet covered with a superconductor material, the superconductor does not let the electrons field to penetrate inside the toroidal magnet, such that these previous works cannot explain the observation of the AB phase in this experiment. As we discuss in the following, the alternative formulation also predicts the AB phase in this case.

In the experiments of Tonomura \textit{et al.} \[3\], let us call \(B^{(p)}\) the magnetic field generated by the electron, \(B^{m}\) the magnet magnetic field and \(B'\) the magnetic field generated by the charges of the superconductor inside the toroidal magnet. The fact that the superconductor cancel the influence of external fields inside it can be stated, according to the superposition principle, as \(B' = -B^{(p)}\). According to Eq. \[2\], the alternative Lagrangian involves the scalar product of \(B^{(p)}\) with the other fields, in this case: \(B^{(p)} \cdot B^{(0)} = B^{(p)} \cdot B^{m} + B^{(p)} \cdot B' = B^{(p)} \cdot B^{m} - (B^{(p)})^2\). But note that the sign of \(-|B^{(p)}|^2\) does not depend on which path the electron takes in the scheme of Fig. 1(a). So the term that contributes to the AB phase is \(B^{(p)} \cdot B^{m}\), as if the superconductor wasn’t there.

V. DISCUSSION

In summary, we have reintroduced Livens’ alternative expression for the electromagnetic Lagrangian density that governs the interaction of charged particles with applied fields, written in terms of the local superposition of the particle and applied electromagnetic fields. The alternative Lagrangian gives rise to a simple elegant expression for the total Lagrangian of a set of charged particles. This change on the expression of the electromagnetic Lagrangian may lead us to a dramatic change in our understanding of the electromagnetic interactions. Instead of saying that the applied electromagnetic fields interact locally with the particle charge causing a force, we could say that the applied fields interact locally with the particle fields causing a change on the particle motion. The concept of electric charge thus assumes a secondary role, as the particle charge would not be directly present in the description of the fundamental electromagnetic interac-
tions. In this view, electric charges and currents could be seen as auxiliary tools for performing the calculations just like the electromagnetic potentials, since according to Eq. (2) the fundamental interactions would be governed by the electromagnetic fields directly. In this sense, the electric charge of a particle would effectively represent a stable electromagnetic field configuration that moves in space. This view also naturally incorporates the Aharonov-Bohm effect, which must be seen either as a nonlocal interaction between the particle charge and the electromagnetic fields or as a local interaction between the particle charge and the electromagnetic potentials in the traditional interpretation of electromagnetism. In the alternative view, the Aharonov-Bohm effect is also the result of the local superposition of the particle and applied electromagnetic fields.
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