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Abstract
Object detection is one of the predominant and challenging problems in computer vision. Over the decade, with the expeditious evolution of deep learning, researchers have extensively experimented and contributed in the performance enhancement of object detection and related tasks such as object classification, localization, and segmentation using underlying deep models. Broadly, object detectors are classified into two categories viz. two stage and single stage object detectors. Two stage detectors mainly focus on selective region proposals strategy via complex architecture; however, single stage detectors focus on all the spatial region proposals for the possible detection of objects via relatively simpler architecture in one shot. Performance of any object detector is evaluated through detection accuracy and inference time. Generally, the detection accuracy of two stage detectors outperforms single stage object detectors. However, the inference time of single stage detectors is better compared to its counterparts. Moreover, with the advent of YOLO (You Only Look Once) and its architectural successors, the detection accuracy is improving significantly and sometime it is better than two stage detectors. YOLOs are adopted in various applications majorly due to their faster inferences rather than considering detection accuracy. As an example, detection accuracies are 63.4 and 70 for YOLO and Fast-RCNN respectively, however, inference time is around 300 times faster in case of YOLO. In this paper, we present a comprehensive review of single stage object detectors specially YOLOs, regression formulation, their architecture advancements, and performance statistics. Moreover, we summarize the comparative
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Tabii ki, objekt detektörü, bilgisayar altyapısı olarak kullanılan en önemli ve zorlu problemlerden biridir.
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illustration between two stage and single stage object detectors, among different versions of YOLOs, applications based on two stage detectors, and different versions of YOLOs along with the future research directions.
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1 Introduction

Object detection is an important field in the domain of computer vision. Various machine learning (ML) and deep learning (DL) models are employed for the performance enhancement in the process of object detection and related tasks. In the earlier time, two stage object detectors were quite popular and effective. With the recent development in single stage object detection and underlying algorithms, they have become significantly better in comparison with most of the two stage object detectors. Moreover, with the advent of YOLOs, various applications have utilized YOLOs for object detection and recognition in various context and performed tremendously well in comparison with their counterparts two stage detectors. This motivates us to write a specific review on YOLO and their architectural successors by presenting their design details, optimizations proposed in the successors, tough competition to two stage object detectors, etc. This section presents the brief introduction of deep learning and computer vision, object detection and related terminologies, challenges, stages and their role in the implementation of any object detection algorithm, brief evolution of various object detection algorithms, popular datasets utilized, and the major contributions of the review.

1.1 Deep learning and computer vision

Deep Learning (DL) was introduced in the early 2000s after Support vector machines (SVM), Multilayer perceptron (MLP), Artificial Neural Networks (ANN), and other shallower neural networks became popular. Many researchers termed it as a subset of Machine learning (ML) which is considered as a subset of Artificial Intelligence (AI) in turn. During its inception period, deep learning didn’t draw much attention due to scalability and several other influential factors such as demand of huge compute power. After 2006, it has changed its gear and became popular as compared to its contemporary ML algorithms because of two main reasons: (i) Availability of abundance of data for processing and (ii) Availability of high-end computational resources. The success stories of deep learning in various domains includes weather forecasting [80], stock market prediction [53], speech recognition [59], object detection [37], character recognition [83], intrusion detection [32], automatic landslide detection [48], time series prediction [8], text classification [33], gene expression [51], micro-blogs [82], biological data handling [38], unstructured text data mining with fault classification [75], video processing such as caption generation [78], and many more.

Computer vision is a predominant and versatile field in the current era and lots of research is being carried out by various researchers in this field. Computer vision instructs machines to understand, grasp, and analyze a high-level understanding of visual contents. Its subfields include scene or object recognition, object detection, video tracking, object segmentation, pose and motion estimation, scene modeling, and image restoration [49]. In this review, we focus on the object detection and its relevant subfields such as object localization and segmentation, one
of the most important and popular tasks of computer vision. The common deep learning models can be utilized for any computer vision task includes Convolution Neural Network (CNN), Deep Belief Networks (DBN), Deep Boltzmann Machines (DBM), Restricted Boltzmann Machines (RBM), and Stacked Autoencoders [71].

1.2 Object classification and localization

Image Classification is a task of classifying an image or an object in an image into one of the predefined categories. This problem is generally solved with the help of supervised machine learning or deep learning algorithms wherein the model is trained on a large labelled dataset. Some of the commonly used machine learning models for this task includes ANN, SVM, Decision trees, and KNN [66]. However, on the deep learning side, CNNs and its architectural successors and variants dominate other deep models for classifying images and related works. Apart from well-defined machine learning and deep learning models, one can also witness the usage of other approaches such as Fuzzy logic and Genetic algorithms for the aforementioned tasks [19].

Object Localization is the task of determining position of an object or multiple objects in an image/frame with the help of a rectangular box around an object, commonly known as a bounding box. However, Image segmentation is the process of partitioning an image into multiple segments wherein a segment may contain a complete object or a part of an object. Image segmentation is commonly utilized to locate objects, lines, and curves viz. boundaries of an object or segment in an image. Generally, pixels in a segment possess a set of common characteristics such as intensity, texture, etc. The main motive behind image segmentation is to present the image into a meaningful representation. Moreover, Object detection can be considered as a combination of classification, localization, and segmentation. It is the task of correctly classifying and efficiently localizing single or multiple objects in an image, generally with the help of supervised algorithms given a sufficiently large labelled training set. Figure 1 presents the clear understanding of classification, localization, and segmentation for single and multiple objects in an image in the context of object detection.

1.3 Challenges in object detection

Applications of object detection have a broad range covering autonomous driving, detecting aerial objects, text detection, surveillance, rescue operations, robotics, facing detection, pedestrian detection, visual search engine, computation of object of interest, brand detection, and many more [1, 58]. The major challenges in the object detection includes; (i) The occupancy of
an object in an image has an inherent variation such as objects in an image may occupy majority of the pixels i.e., 70% to 80%, or very few pixels i.e., 10% or even less, (ii) Processing of low-resolution visual contents, (iii) Handling varied sized multiple objects in an image, (iv) Availability of labelled data, and (v) Handling overlapping objects in visual content.

Most of the object detectors based on machine learning and deep learning algorithms fail to address commonly faced challenges, are summarized as follows:

- **Multi-scale training**: Most object detectors are trained for a specific resolution of input. These detectors generally underperform for inputs having different scales or resolutions.
- **Foreground-Background class imbalance**: Imbalance or disproportion among the instances of different categories can majorly affects the model performance.
- **Detection of relatively smaller objects**: All the object detection algorithms will tend to perform well on larger objects if the model is trained on larger objects. However, these models show poor performance on comparatively smaller sized objects.
- **Necessity of large datasets and computational power**: Object detection algorithms in deep learning need larger datasets for computation, labor intensive approaches for annotations, and powerful computational resources for processing [45]. Due to the exponential increase of generated data from various sources, it has become a tedious and labor-intensive task to annotate each and every object in the visual contents [45, 73, 80].
- **Smaller sized datasets**: Though deep learning models outperform traditional machine learning approaches by a great margin, they demonstrate poor performance while evaluating on the datasets with fewer instances.
- **Inaccurate localization during predictions**: Bounding boxes are the approximations of the ground-truth. Generally, background pixels are also included during predictions, this affects the accuracy of the algorithm. Mostly, localization errors are either due to occupancy of background in the predictions and detecting similar objects [45].

### 1.4 Stages in object detection

In supervised machine learning, there are two types of problems; (i) Regression and (ii) Classification. However, image classification is no different from the traditional classification problem. The next task after classifying the object in an image is to localize it, if required. A rectangular box, commonly known as a bounding box is determined around an object with the help of the deep neural networks. This object detection problem generally performs the features extraction followed by the classification and/or localization, known as two-stage object detectors if implemented in two stages. First stage generates Regions of Interest (RoI) using Region Proposal Network (RPN), however, the second stage is responsible for predicting the objects and bounding boxes for the proposed regions. First stage mainly responsible for selecting plausible region proposals by applying various techniques such as negative proposal sampling. The popular models in this category include Region based convolutional neural networks (RCNN), Fast RCNN, and Faster RCNN. Single stage object detectors enjoying the simpler architecture, specially designed for the object detection in single stage by considering all the region proposals. These detectors output the bounding boxes and class specific probabilities for the underlying objects by considering all the spatial sizes of an image in one shot. Though, two stage object detectors perform better in comparison with
single stage object detectors as it works on highly probable regions only for the object detection.

However, with the advent of You Only Look Once (YOLO) and its successors, attempts are being heavily appreciated for solving this task in one shot/stage wherein localization problem is formulated as a regression problem with the help of deep neural networks. YOLO is not the first algorithm that uses Single Shot Detector (SSD) for object detection. There are numerous other algorithms that have been introduced in recent past such as Single Shot Detector (SSD) [43], Deconvolution Single Shot Detector (DSSD) [16], RetinaNet [41], M2Det [86], RefineDet++ [85], are based on single stage object detection. Two stage detectors are complex and powerful and therefore they generally outperform single stage detectors. YOLO can be seen as giving a tough fight to not only two staged detectors but previous single staged detectors also in terms of accuracy and inference time. It is considered as one of the most common choices in production only because of its simple architectural design, low complexity, and easy implementation. Figure 2 shows the generic schematic architecture of single stage object detectors wherein it generates all the bounding boxes along with the class probabilities by considering all the spatial regions in one shot.

1.5 Evolution of Object Detectors & Related Works

Well known machine learning approaches for object detection include Viola-Jones object detection framework [70] and Histogram of Oriented Gradients (HOG). The former framework was primarily introduced for face detection. The algorithm had three main stages viz. Integral image, Adaboost classifier, and Classifier Cascade. However, HOG was introduced by Robert K. McConnell of Wayland Research Inc. in 1986. Firstly, the image is divided into smaller regions known as cells. A HOG is then calculated for each pixel in the cell and the combination of all the histograms is known as a descriptor. These descriptors are fed as features in traditional classifiers. Dalal and Triggs utilized SVM as a classifier for classifying an object based on these features [34]. Overfeat was another object detector introduced in 2013 that leverages the advantages of spatial convolutional network features. Figure 3 illustrates the year wise evolution of various important algorithms for object detection. Keeping the model’s complexity high and huge resources consumption by two stage object detectors in mind, researchers concentrate on single stage object detectors and in particular YOLO algorithms, shall be covered in detail in the next section.

Deep learning is not only performing well in object detection but in other fields also. Deep learning is offering various models to efficiently handle the healthcare related data. Since the
inception of Covid-19 outbreak, different sources such as X-ray, CT, and MRI are being heavily utilized for the possible infection due to virus. The role and applicability of various deep models for the detection of Covid-19 infection are summarized in [4]. Among all the deep learning models, CNN has gained huge popularity in the feature extraction from visual inputs. As an example, CNN based hand recognition system has achieved 100% training and testing accuracy while applying crow search algorithm (CSA) for searching the optimal hyperparameters [18]. A machine learning model is developed for the tomato disease dataset classification wherein PCA based whale optimization is utilized for the efficient features’ selection [17]. The extracted features are then fed into another deep model for further classification of tomato disease. Binary classification of malwares on image datasets using CNN is implemented in [69]. The proposed solution outperforms the state-of-the-arts pretrained CNNs in the course of malware detection and classification using visual inputs.

1.6 Popular dataset and characteristics

MicroSoft Common Objects in COntext (MSCOCO) dataset is one of the standards and most popular datasets in computer vision tasks. This dataset was primarily designed for experimenting image/object classification, detection, and instance segmentation tasks using ML/DL based approaches. This dataset comes with fewer categories; however, it comprises more instances in each category. Specifically, it includes 91 different categories of objects like person, dog, train, and other commonly encountered objects. In addition to the large number of instances in each category, it also observes multiple instances with different characteristics per image [40]. Pascal Visual Object Classes (Pascal VOC) [14] is another benchmarking dataset for visual object classification, segmentation, and detection. The dataset community has constantly been contributing every year starting with 4 classes in 2005 to 20 classes in 2007, making it competitive with recent advancements. The various classes of Pascal VOC are presented in Table 1. Approximately, 11,530 images are comprised in the training dataset which contains 27,540 Region of Interests (RoI) and 6929 segmentations.

Over the recent years, the commonly used metric for evaluation in Object detection is Average Precision (AP), can be defined as the average detection precision under various recalls and evaluated in a class-specific manner. In order to compare the performance of all the categories of objects, an average of all the object categories i.e., mean Average Precision (mAP) is used as a final metric for evaluation in the object detection and related fields.
1.7 Importance of the review

Most of the reviews and surveys cover the two stage object detection algorithms. To the best of our knowledge, this is the first review that covers the single stage object detection using specially YOLOs. Herein, we present an extensive review on single stage object detection algorithms based on underlying architectures, regression formulation, pros and cons, comparative and incremental approach in this category, popular datasets, results obtained, and future scope. The main contributions of this paper are summarized as follows:

a. Presenting the challenges and role of stages in the object detection process.
b. Brief explanation over two stage object detectors along with their applications.
c. Necessity of single stage object detectors and detailed review of YOLOs in terms of incremental architectural aspects, proposed optimization techniques, significance of loss function, and YOLOs based applications.
d. Comparative illustration between two stage and single stage object detectors, among different version of YOLOs in term of performance and results along with the future research direction in single stage object detectors.

1.8 Organization of the Paper

The rest of the paper is organized as follows. Section 2 briefly covers some of the popular two stage object detectors such as RCNN, Fast-RCNN, and Faster-RCNN along with the applications of these two stage object detectors. Section 3 summarizes the architectural aspects of CNN along with several pretrained models such as VGG, Network in Network, ResNet, and GoogleLeNet, utilized in the different versions of YOLOs. Section 4 presents the detailed description of regression formulation, design concepts of YOLO, its architectural successors, and various applications based on different versions of YOLOs. Lastly, we summarize the paper by presenting comparative illustration between two stage and single stage object detector, comparative illustration among different version of YOLOs along with their statistical results and performance. This section also presents the future research directions in object detections at last. However, the detailed flow of the paper is illustrated using Fig. 4.

2 Two stage object detection

Recent object detection algorithms can be categorized broadly into two types viz. Two stage object detectors and Single stage object detectors. In the former one, the first stage is
responsible for generating Regions of Interest (RoI) using Region Proposal Network (RPN), however, the second stage is responsible for predicting the objects and bounding boxes for the proposed regions. We explore some popular two stage object detectors along with their usage and applicability in various domains in this section.

2.1 R-CNN and successors

In the first stage of region proposal, few key algorithms such as Deformable Parts Models (DPM) [15] and OverFeat [61] utilized sliding window technique wherein a fixed-sized window slides through entire image and outputs the region proposals after passing through the classifier. The process is repeated with increasing window size. R-CNN and its successors use selective search algorithm to extract region proposals. R-CNN is a region based convolutional neural network object detection algorithm proposed by Ross Girshick [21]. They divided the solution in three modules: 1) Region proposals are generated using a selective search algorithm, 2) Each region proposal is passed through the architecture having five convolutional layers followed by two dense layers, generating a feature vector of size 4096, and 3) Third module has independent linear classifiers pre-trained for each class. A feature vector is passed through these linear classifiers obtaining class specific scores. Lastly, non-max suppression is applied on all the scores to obtain the best fit.

Fast R-CNN [20] achieves a significant improvement in the model training time and inference time. Moreover, it also observes an increase in the performance matrix of the object detection i.e., mAP. Single stage object detection is realized with the help of multi-task loss function wherein all the networks’ layers can be updated in the model training without any specific requirement of disk storage for caching the features. It takes the entire image and object proposals as an input. The entire image is fed into the network to generate a feature map from which features vector is generated by RoI for each object proposal. Each feature vector is fed into a fully connected layer with a SoftMax activation function to output class probabilities.
and a bounding box offset. Faster R-CNN [57] is a successor of Fast R-CNN and it was released in early 2016. It has 2 modules; 1) First is a CNN i.e., Region proposal network which is responsible for generating region proposals. It takes a single image as an input and outputs the bounding boxes and object confidence scores, 2) During training, RPN is trained on ImageNet then regional proposals are used for detection and training separately, finally Fast R-CNN is fine-tuned with unique dense layers. In the experimental setup for object detection on Pascal VOC 2007, Fast-RCNN and Faster-RCNN are 25 and 250 times faster respectively compared to traditional RCNN with almost similar mAP of around 66. Figure 5 illustrates these two stage object detectors and an incremental improvement in the architecture.

Other than the aforementioned two stage object detectors, several other instances are also quite popular. As the scope of the review is limited to single stage object detectors specially YOLOS, we are not including other two stage object detectors in detail here. However, Feature Pyramid Network (FPN) [42] is one of the important two stage object detectors, tried to overcome few of the aforementioned challenges successfully by extracting features at multiple scales of an image in the object detection process.

### 2.2 Applications of R-CNN and successors

There are numerous applications wherein two-phase object detectors are employed and achieved benchmarking results. We shall not cover the entire corpus; however, we list some of them in Table 2, to demonstrate the broad spectrum of two stage object detectors. RCNN and its successors have been frequently used for tracking the objects from a drone-mounted camera. Real time object detection and tracking is implemented and benchmarking results are obtained using embedded hardware such as Jetson TX/AGX Xavier and Intel Neural Compute Stick wherein RCNN is employed on the embedded hardware for object detection [26]. A novel OCR system is developed, named as Rosetta, wherein faster-RCNN is utilized for detecting the text characters from millions of Facebook images, however, fully convolutional CNN is employed for generating the lexicon free transcription of each word [6]. A group of researchers from Google developed an application using computer vision, machine learning, and Google’s Knowledge Graph called as Google Lens [22] wherein a region proposal network (RPN) is utilized to detect the character level bounding boxes for text recognition.

By looking at the performance metrics shown in Table 2, we can observe the two objective functions viz. Reduction in the processing or inference time and Improvements in the performance metrics. As per the characteristics of the fast or faster CNN, reduced inference time is observed by applying these architectures in comparison with its shallow counterpart RCNN. Frames per second (fps) is one of the major metrics on which processing or inference speed is evaluated.

### 3 Convolutional neural networks and Pretrained models

Traditional machine learning algorithms completely rely on the handcrafted features extraction followed by feature selection for performing any prediction or classification tasks. Usually, these algorithms spend a huge amount of time in choosing the best method for feature extraction. In order to overcome these drawbacks, researchers, industrialists, and academicians are actively working in deep learning. Commonly used deep learning techniques/models include deep neural networks, Convolutional Neural Networks (CNN), Recurrent Neural
Networks (RNN) and its architectural variants such as Long Short-Term Memory (LSTM) and Gated Recurrent Unit (GRU), Generative Adversarial Network (GAN), and different types of autoencoders. Due to scaling inefficacy in deep neural networks, CNN is widely adopted to capture the spatial and contextual information with fewer parameters. While dealing with high-

Fig. 5 Two stage object detectors (a) RCNN (b) Fast-RCNN (c) Faster-RCNN [44]
| Ref. | Application                                      | Model Based on | Key characteristics                                                                                                                                                                                                 | Performance Metrics                                                                 |
|------|--------------------------------------------------|----------------|---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|--------------------------------------------------------------------------------------|
| [26] | Object detection using drone mounted camera     | RCNN           | • Embedded Hardware: Jetson TX/AGX Xavier and Intel Neural Compute Stick  
• Realtime object Detection                                                                                                               | • 0.9 fps                                                                              |
| [6]  | Rosetta                                          | Faster-RCNN    | • OCR system  
• Faster-RCNN for character recognition from Facebook images  
• Lexicon free transcription generation                                                                                                          | • 8.2% relative improvement for 1000 RPN Post NMS Top N                                     |
| [62] | Object detection and recognition                 | Faster-RCNN    | • Utilization of faster RCNN for increasing model precision and decreasing detection loss  
• Usage of saliency detection, proposal generation and bounding box regression by faster-RCNN                                                                 | • 74.6 mAP                                                                              |
| [63] | Detection of defected paper tube in silk industry| Faster-RCNN    | • Efficient detection of the internal joints in the paper tube  
• Better performance in varying lighting conditions                                                                                           | • 98% detection accuracy                                                                      |
| [74] | Person recognition                               | Semi-supervised faster RCNN | • Distant video surveillance with challenges as low resolution, heat haze presence, and shaking cameras  
• Person recognition and carrying load monitoring via high end cameras  
• Faster RCNN based on ResNet50 and GoogLeNet Transfer learning                                                                 | • False positive rate-15.93%, True positive rate-59.16%, False negative rate-40.84% for a threshold of 0.0001 |
| [24] | Traffic sign detection                           | Faster-RCNN    | • Traffic lights and distant road signs detection in surveillance video or driving reorder videos  
• Challenge: these objects cover only 5% of the image                                                                                       | • An improvement of around 12% in the mAP                                                  |
| [72] | Building area recognition                        | Faster-RCNN    | • A combination of Faster-RCNN and ZF convolutional neural network  
• Construction and annotation of the dataset of building images                                                                             | • Faster detection of building area                                                        |
| [77] | Clothing image recognition                       | RCNN           | • Modified selective search to extract region proposal  
• Inception-ResNet to better represent image  
• Soft-NMS to correct the boundaries of region box                                                                                         | • 73.59% Precision  
• 83.84% Recall                                                                                  |
dimensional inputs such as images, it is almost impractical to connect all neurons in a given layer to all neurons in the previous layer. Instead, we connect each neuron to only a part of the previous layer.

Coming to the architectural design of CNNs, convolutional, pooling, and Rectified Linear Unit (ReLU) collectively act as a basic transformation unit converting an input volume to an output volume. The spatial extent in the convolution operation is a hyperparameter known as a receptive-field or filter-size. Filter-size that convolves over the input plays an important role in extracting useful features information. Other hyperparameters such as depth, stride, and zero-padding decide the size of the output volume [3]. Similar to the regular neural networks, a dot product is performed between the weights ($w$) and the spatial input ($x$) and any non-linear activation function ($f$) is applied after adding the bias term ($b$). The convolution operation for textual and visual input can be expressed using Eqs. 1 and 2 respectively.

$$ y^l_i = f \left( b_l + \sum_{j=0}^{d-1} w_{l+i+j} \times x_{i+j} \right) $$

$$ y^l_{ij} = f \left( b_{ij} + \sum_{k=0}^{d1-1} \sum_{l=0}^{d2-1} w_{(i+k)(j+l)} \times x_{(i+k)(j+l)} \right) $$

where $y^l_i$ is the output of the $i^{th}$ neuron in layer $l$. $d$ is the filter-size in textual input and $d_1$, $d_2$ are the filter-width and filter-height respectively in visual input.

Pooling is generally applied to an output of the conv-layer and this layer performs a down sampling along the spatial dimensions and is useful in extracting the dominating features. There are several types of pooling such as max-pooling, average-pooling, and sum-pooling [68], and each is chosen depending on the application requirements. As an example, features such as negation, whether it is in a textual or visual segment, must have the highest score in the convolution operation so that it can dominate other scores in a max-pooling operation. Max pooling operation for a 1-D input can be expressed using Eq. 3. It can be extended similarly for higher dimensions also. Other pooling can also be computed in a similar fashion. Generally, conv-layer and fully connected layer have ReLU as an activation function. ReLU is a simple non-linear activation function expressed using Eq. 4. The general form of a CNN model can be represented as several consecutive convolutional layers followed by an optional pooling layer, shown using Eq. 5 and presented in Fig. 6. This architecture is stacked several times until the important features are captured completely within an acceptable spatial limit. These convolutional layers are followed by several fully connected layers and then SoftMax is applied for probability estimation. Figure 7 shows the schematic representation of the three fundamental layers used in CNN i.e., convolution, max-pool, and ReLU activation.

$$ y^l_i = \max \left( y_{i-j}^{l-1}, y_{i+j}^{l-1} \right) $$

$$ f(x) = \max(0, x) $$
The parameters play a vital role in the CNN architecture, as model complexity is defined by the number of parameters. Several layers such as conv-layer and fully-connected layer have parameters whereas pooling and ReLU may not have parameters. The performance of a structured model after deployment is mostly dominated by the model complexity [10]. Lighter the model, faster the inferences and vice versa, generating a trade-off between the efficacy and performance matrix of a deployed structured model on tensor processing unit (TPU). Researchers proposed the powerful CNN based architectures in an incremental fashion for dealing with image classification, object detection, and image segmentation. There is no specific reason behind designing these architectures in a specific way. Some of the popular architectures used in designing YOLO and its successors are as follows.

### 3.1 VGG

In 2015, K. Simonyan and A. Zisserman developed various architectural innovations to older CNN architectures. The improvised architecture is known as VGG, achieved a top-5 accuracy of 92.7% for an object detection task on the test dataset of ImageNet, a standard dataset containing around 14 million images belonging to 1k classes. They proposed smart factorization in the convolution operation, specifically, 3 × 3 filters are used throughout the entire architecture to introduce model consistency and to reduce the number of parameters.
Smaller filters result in fewer parameters and are capable of identifying smaller objects more effectively. The authors proposed this architecture in two flavors viz. VGG19 and VGG16, consisting of 19 and 16 layers in the deep neural networks respectively [64]. In several configurations, $1 \times 1$ convolution is introduced that is considered as depth wise down sampling [60]. With increase in depth of network by series of convolutions, pooling layers and fully connected layers, it has resulted in 138 M parameters approximately [31]. Figure 8 shows the generic schematic of VGG architecture.

3.2 Network in network

Min Lin and his contributors didn’t follow the traditional approaches for extracting the features/information. Just like convolutional filters slide throughout the image, in the same fashion, a multilayer perceptron convolution (mlpconv) slides pixel-wise through the entire image and extracts the features, as demonstrated in Fig. 9. Here three layers of mlpconv are stacked followed by a Global Average Pooling (GAP) layer [12]. The underlying working of the GAP layer is presented in Fig. 10. If we have an image of dimension $(H \times W \times D)$ then after applying global average pooling, we get $(1 \times 1 \times D)$ tensor. It has resulted in a decrease in number of parameters, so as the model complexity [39]. The average of all the pixel values in each channel is the overall result of the GAP operation. This technique also helps in dimensionality reduction. Additionally, SoftMax is used as an activation function in the last layer and $(1 \times 1)$ convolution filters are placed in a multilayer perceptron after convolutional layer resulting in dimensionality reduction [23].

3.3 GoogLeNet

C. Szegedy et al. invoked completely new architecture that introduces multiple filters in the architecture in an elegant manner. An image of any resolution can be fed into this network that was considered as one of the major bottlenecks for earlier models. It has two convolutional
layers, two max-pooling layers, and a series of inception modules. According to [65], the inception modules contain three different sizes of filters viz. $1 \times 1$, $3 \times 3$, and $5 \times 5$ for capturing different sized patterns. Before applying any $3 \times 3$ or $5 \times 5$ filters, depth-wise down sampling is achieved with the help of $1 \times 1$ convolution operation. These down sampled output is then introduced to other types of filters. Output of different multiple filters are then cascaded depth-wise as they share the same width and height.

In GoogLeNet, additional max-pooling layers are used in the architecture in addition to the max-pooling of the inception module. This architecture is a deep network with 22 layers but has 12 times less parameters than AlexNet architecture, consisting of 4 million parameters approximately [31]. In order to overcome the problem of vanishing gradients, auxiliary loss is utilized by introducing an intermediate SoftMax classifiers during model training. The loss is back propagated after calculation of loss at each intermediate layer, moreover, computation of total loss is based on all the intermediate losses. It records much better performance than any of the previous architectures on ImageNet dataset. Figure 11 shows the GoogLeNet architecture, however, its building block i.e. inception module is sketched in Fig. 12.

### 3.4 ResNet

The ResNet architecture is also known as a residual network. The number of layers is increased to 34 which is almost doubled in comparison with VGG19 [64]. The objective here is to improve the model performance by using a deeper network. Unfortunately, the network turned out to be an over parameterized network leading to large training error [25]. Authors
introduced the problem of model degradation i.e. model accuracy increases with an increase in the model depth to a certain extent only. Due to the problem of vanishing gradients, the model is unable to update the distant parameters.

Subsequently, the concept of identity mapping is introduced in [11]. A skip or residual connection of length 2 is proposed as shown in Fig. 13. The length of the skip connection can be changed depending upon the application or model requirement. Output of the convolutional layer $x + 1$ is concatenated with the input of convolutional layer $x$ before providing an input to the convolutional layer $x + 2$, assuming dimensions are same for concatenation. This also preserves the original information and overcomes the problem of vanishing gradient. However, different techniques may be adopted if these dimensions are mismatched [11]. It is 20 times deeper than AlexNet and 8 times deeper than VGG [23]. In addition, ResNet152 has a total of 25.6 million parameters whereas ResNet110 has 1.7 million parameters [31].

### 4 Architectural design of YOLOs

In this section, we present the underlying concepts, architectures, incremental approaches across different versions of YOLOs and loss function in the context of YOLO algorithm.
Specifically, we elaborate four versions of YOLOs and incremental optimizations adopted in each successor over its predecessor.

Authors of YOLO [56] have reframed the problem of object detection as a regression problem instead of classification problem. A convolutional neural network predicts the bounding boxes as well as class probabilities for all the objects depicted in an image. As this algorithm identifies the objects and their positioning with the help of bounding boxes by looking at the image only once, hence they have named it as You Only Look Once (YOLO). The CNN works impressive on visual input for features’ extraction as low-level features are efficiently propagated from the initial convolutional layers to later convolutional layers in a deep CNN. Herein, the challenge lies in the accurate identification of multiple objects along with their exact positioning present in a single visual input. Parameter sharing and multiple filters are the two important CNN features, capable of handling this object detection problem effectively.

In this object detection process, the image/frame is divided into $S \times S$ grid cells, each grid cell predicts $B$ bounding boxes along with their positions and dimensions, probability of an

Fig. 13  ResNet architecture demonstrating the skip connections [11]
object in the underlying grid, and conditional class probabilities. The fundamental concept behind detection of an object by any grid cell is that the center of an object should lie inside that grid cell. This grid cell is responsible for detecting that particular object with the help of any suitable bounding box. Formally, for a grid, it predicts the following parameters for single bounding box wherein first five parameters are bounding box specific, however, rest are shared across all the bounding boxes for one grid, irrespective of the number of bounding boxes:

\[
\begin{align*}
& p_c, \quad b_x, \quad b_y, \quad b_w, \quad b_h, \quad p(c_1), \quad p(c_2), \ldots, p(c_n)
\end{align*}
\]

where \( p_c \) represents probability of containing an object in the grid by the underlying bounding box, \( (b_x, b_y) \) indicate the center of the predicted bounding box, \( (b_h, b_w) \) represent predicted dimension of the bounding box, \( p(c_i) \) means conditional class probability that the object belongs to \( i^{th} \) class for the given \( p_c \) and \( n \) is the number of classes/categories. A grid cell predicts \( (B \times 5 + n) \) values, where \( B \) is the number of bounding boxes per grid cell. The output tensor shape would be \( S \times S \times (B \times 5 + n) \) as we had divided the image into \( S \times S \) grid cells. Figure 14 illustrates the final schematic of the output tensor prediction when the input image is divided into \( 19 \times 19 \) grids as an example and four bounding boxes are predicted per grid wherein class probabilities are shared across all the bounding boxes for a specific grid. Confidence score \( (c_i) \) is computed for each bounding box per grid by multiplying \( p_c \) with Intersection over Union (IoU) between the ground-truth and predicted-bounding-box. If object does not exist in the grid cell, confidence score would be zero. In the next step, we compute the

![Fig. 14 Dividing the image into grid cells and predictions corresponding to one grid cell](image)
class specific score ($c_{sb}$) for each bounding box of all the grid cells. This class specific score encodes both the probability of the class appearing in that box and how well the predicted box fits the object.

Generally, these bounding boxes differ in size, considering different shapes for capturing the different objects, known as anchor boxes. An object in the image should be detected by a bounding box such that the center of the object should reside in that bounding box. However, there may be a possibility of residing centers of multiple objects in the same bounding box. Authors utilized a different term of anchor boxes to represent the bounding boxes corresponding to a single grid cell. Anchor boxes are just a set of several standard bounding boxes, selected after analyzing the dataset and underlying objects in the dataset. These chosen anchor boxes should represent most of the classes/categories by considering different combinations of width and height such as square, vertical or horizontal rectangle, etc. to accommodate the aspect ratio and scale of all the objects present in the dataset.

Adjacent grid cells may also predict the same object i.e., predicting the overlapping bounding boxes for the same object. So, there would be multiple predictions because neighboring grid cells may assume the object center falls inside it. Figure 15a demonstrates the multiple bounding boxes prediction for an object however high and low overlapping between the predicted box and the ground truth is presented in Fig. 15b and Fig. 15c respectively. We need to resolve this issue of detection of the same object by multiple grid cells or by multiple bounding boxes of the same grid cell.

Now, each bounding box of all the grids will be associated with a class specific score, box coordinates, and a classification output category. We will be having a total $S^2 \times B$ predicted boxes, moreover, boxes will be discarded having a class score lesser than some predefined threshold. Usually, this threshold is taken as 0.5 in most of the object detection algorithms, but it may vary depending upon the dataset and its characteristics. The reason for a low score may be either due to the low probability of containing an object in that grid or low probability of any particular class category that maximizes the class score.

After discarding bounding boxes with the help of some threshold, we are left with a smaller quantity of bounding boxes but this count is also very high. The second criteria for discarding the less relevant bounding boxes is known as non max suppression which is further based upon the IoU. The effect of non max suppression is presented in Fig. 16.

Non max suppression internally uses an important concept of Intersection over Union (IoU) which can be computed for two boxes, as illustrated with the help of Fig. 17. First, we select the box having the maximum class score. All other bounding boxes overlapped with the chosen box will be discarded having IoU is greater than some predefined threshold. We repeat

Fig. 15 Multiple bounding boxes and their overlapping with the ground truth (a) Multiple bounding boxes (b) high overlapping (c) low overlapping
these steps until there are no bounding boxes with lower confidence scores than the chosen bounding box.

4.1 YOLO (v1)

The architecture of YOLO is inspired by the GoogLeNet architecture. It was implemented and tested on VOC Pascal Dataset 2007 and 2012 for an object detection task, and Darknet framework is utilized for the training of model. Herein, *inception* modules of GoogLeNet are replaced by \((1 \times 1)\) convolution followed by \((3 \times 3)\) convolutional filters, only the first convolutional layer having a \((7 \times 7)\) filter. In YOLO, we have 24 convolution layers followed by 2 fully connected layers as shown in Fig. 18. Out of these 24 convolutional layers, only four convolutional layers are followed by max-pooling layers. The algorithm uses \((1 \times 1)\) convolution and global average pooling which standout as highlights of this version.

The authors have trained and fine-tuned it initially with first twenty layers followed by an average pooling layer and fully connected layer on ImageNet 2012 dataset for approximately one week. Later on, the model is further fine-tuned for the object detection task after adding four more convolutional layers and two fully connected layers with randomly initialized weights. The activation function being Leaky Rectified Linear Unit (LReLU) for all the convolutional and dense layers except the last layer which has a linear activation function. The final layer is responsible for predicting the class probabilities and bounding boxes.

![Fig. 16](image) Fig. 16 The effect of Non-Max Suppression in Object detection using YOLO

![Fig. 17](image) Fig. 17 Computational schematic of Intersection over Union (IoU)
coordinates. Large localization error and lower recall in comparison with two stage object detectors may be considered as the two significant drawbacks of this version of YOLO.

A variant of YOLO with lesser model complexity known as Fast YOLO is proposed for faster detection of objects. It has 9 convolutional layers with comparatively lesser filters in those layers. Another variant of YOLO, known as Yolo-lite is proposed, specifically designed for real time object detection on a standard non-GPU system [27]. Authors demonstrate the capability of shallower networks in the object detection without any explicit need of the accelerators. Moreover, they also demonstrate that the presence of batch normalization limits the performance of shallow neural networks in the course of object detection.

4.1.1 Loss function

The sum squared error is used throughout the loss function which is presented using Eq. 6. As we can notice, there are total five terms in the underlying equation wherein notations can be defined as follows:

\((x_i, y_i)\) is the ground truth center of the bounding box,

\((\hat{x}_i, \hat{y}_i)\) is the predicted center of the bounding box,

\((w_i, h_i)\) is the width and height respectively of the ground truth bounding box,

\((\hat{w}_i, \hat{h}_i)\) is the width and height respectively of the predicted bounding box.

The first two terms are related to errors correspond to the differences in positioning of predicted bounding boxes and the ground truth bounding boxes. The deviations have a greater impact on IoU in case of smaller bounding boxes as compared to larger bounding boxes. To address this problem, square root of the width and height of the bounding box is considered instead of width and height directly in the loss function. Third term refers to the prediction difference in the confidence score when the object is present in the corresponding bounding box. In first three terms, \(1_{\text{obj}}^{ij}\) is an indicator function, which represents \(i^{th}\) grid responsible for predicting the \(j^{th}\) bounding box. It will be 1 if the cell contains the object, 0 otherwise. It may happen that ground truth may contain the object in a particular grid cell but the model wrongly predicts there’s no object. Apart from considering the loss when the grid cell contains the object, they also aimed to reduce the loss when there’s no object in the grid cell. It may happen that ground truth may not contain the object in a particular grid cell but the model wrongly
predicts there’s an object. Similarly, \(1_{ij}^{noobj}\) is an indicator function, which represents \(i^{th}\) grid cell responsible for predicting the \(j^{th}\) bounding box. It will be 1 if the cell does not contain the object, 0 otherwise. The last term is classification loss, aimed to minimize the misclassification error. Herein, \(1_{ij}^{obj}\) is an indicator function, which refers to a grid cell containing an object, it will be 1 if the grid cell contains an object and 0 otherwise. The \(\lambda_{coord}\) and \(\lambda_{noobj}\) are the hyperparameters that basically used to avoid divergence of gradients. All the grid cells may not contain the object, the confidence score and thereafter gradients will tend to zero in this case. So, in order to overcome this problem, they tried to maximize the loss of bounding box coordinates when the grid cell contains the object by multiplying the hyperparameter \(\lambda_{coord}\) to the first and second terms and minimize the loss when there is no object in the grid cell by multiplying the hyperparameter \(\lambda_{noobj}\) to the fourth term. In general, high value is assigned to \(\lambda_{coord}\) and low value to \(\lambda_{noobj}\).

\[
\begin{align*}
\lambda_{coord} \sum_{i=0}^{S^2} \sum_{j=0}^{B} 1_{ij}^{obj} \left[ (x_i-x_i^o)^2 + (y_i-y_i^o)^2 \right] \\
+ \lambda_{coord} \sum_{i=0}^{S^2} \sum_{j=0}^{B} 1_{ij}^{obj} \left[ \sqrt{w_i} - \sqrt{w_i^o} \right]^2 + \left[ \sqrt{h_i} - \sqrt{h_i^o} \right]^2 + \text{loss}
\end{align*}
\]

\[
= \sum_{i=0}^{S^2} \sum_{j=0}^{B} 1_{ij}^{obj} \left[ (C_i-C_i^o)^2 \right] + \lambda_{noobj} \sum_{i=0}^{S^2} \sum_{j=0}^{B} 1_{ij}^{noobj} \left[ (C_i-C_i^o)^2 \right]
\]

\[
+ \sum_{i=0}^{S^2} 1_{i}^{obj} \sum_{c \in \text{classes}} \left( p_i(c)-\hat{p}_i(c) \right)^2
\]

4.2 YOLO (v2)

YOLO (v2) is known as an immediate successor of YOLO (v1), utilized for detecting objects for around over 9000 categories [54]. Most of the existing object detection techniques are restricted to classification for limited categories. This is certainly due to scarcity of labelled data for object detection task. So, authors tried the scalability in object detection task for an increased number of categories. To do so, ImageNet and COCO dataset were combined, resulting in more than 9418 categories of object instances. The data for classification problem is huge now, keeping this in mind a hierarchical method known as Word-tree for combining classification and detection is developed. In this section, we discuss the architecture of YOLO (v2) and improvements from the base version.

YOLO (v2) architecture is inspired by VGG and Network-in-Network. It uses darknet-19 framework consisting of 19 convolutional layers and 5 max pooling layers, as illustrated in Fig. 19. In addition, we also observed many \(1 \times 1\) convolution in order to achieve down sampling across the depth of the input volume. It has many additional features when compared to the base version. Various data augmentation techniques such as random crops, rotations, and many more are employed for model training; however, this version struggles in detection of smaller sized objects. Apart from using existing features such as Global average pooling and \(1 \times 1\) convolution, authors also introduced new optimization techniques such as Batch normalization, High resolution classifier, Convolution with anchor boxes, Dimension clusters,
Direct location prediction, Fine-Grained features, and Multi-scale training, can be briefly described as follows:

**Batch Normalization** During training of neural networks, weights are initialized randomly. As a result, weight matrices of the consecutive layers might adopt different distribution, one distribution may get changed for adopting the changes of the different weight distribution. These changes in the parameters of hidden layers will lead to unnecessary shifts in deeper hidden layers. This problem is termed as Internal Covariate Shift. Outputs of each hidden layer is normalized using Batch normalization to make the consistent distribution of weight matrices across different layers and reduces the problem of internal covariate shift. Besides this, it also acts as a regularization technique and also offers the use of high learning rate. An approximate increase of 2% in mAP is observed by the use of batch normalization.

**High Resolution Classifier** In the base version of YOLO, authors trained the model on $224 \times 224$ sized images for classification and increased the resolution to $448 \times 448$ for detection. The model had to learn classification and adopt the new resolution. However, in this version, authors trained the model on $448 \times 448$ sized image for classification before employing it for the detection. Later on, model is fine-tuned for the object detection task and it offers better bounding boxes for high resolution input too. An approximate increase of 4% in mAP is observed by the use of high-resolution classifier.

---

**Fig. 19** Layer wise architectural operations in Darknet-19 framework [54]
**Convolution with anchor boxes** The fully connected layer is removed from the base version as it was predicting the bounding box coordinates directly, moreover, convolutional layers were responsible for capturing the features. Hand-picked priors are utilized by employing Faster RCNN for predicting the bounding boxes instead of identifying the bounding box coordinates directly. Further, offset prediction makes the model simpler and fast learnable. An approximate increase of 7% in recall is observed by the usage of convolution with anchor boxes, however, 0.3% reduction in mAP is also noticed.

**Dimension clusters** Unlike hand-picked anchor boxes in YOLO, the anchor boxes using k-means clustering are extracted. Better shaped anchor boxes may provide quick start and offers improved model training and performance.

**Direct location prediction** YOLO had two issues, firstly, handpicked dimension priors which was addressed by use of k-means clustering and secondly, model instability at the time of bounding box prediction. Random initialization is considered as the biggest hurdles in predicting genuine offsets. Instead, we predict the location coordinates relative to the grid-cell locations. This added feature increased the mAP by 5%.

**Fine-grained features** YOLO predicts larger objects easily with a $13 \times 13$ feature map. However, if the image has smaller objects, it fails to recognize effectively. Using the idea of skip connections in ResNet, as shown in the Fig. 20, higher resolution features are concatenated with the lower resolution features in consecutive channels. The reshaping is performed i.e., $26 \times 26 \times 512$ features map is converted into $13 \times 13 \times 2048$ features map then concatenated it with the model hence predicted output size is $13 \times 13 \times 1024$. The resultant tensor shape would be $13 \times 13 \times 3072$ for which filters were applied. Adding a passthrough layer has increased mAP by 1%.

**Multi-scale training** After exclusion of fully connected layers, YOLO (v2) can now operate on any dimension ranging from $320 \times 320$ to $608 \times 608$. The model randomly chooses the new dimension which is multiple of 32 for every 10 epochs. This gives the flexibility to the model to predict on various dimensions.

### 4.3 YOLO (v3)

The base version of YOLO didn’t have a solution for localization errors and second version failed in detecting the smaller sized objects. The third version of YOLO tries to overcome

![Fig. 20 Skip connections in the ResNet Module [25]](image-url)
aforementioned drawbacks and provides an efficient way for detecting objects with an
improved performance while trained and evaluated on the COCO dataset [55]. As this version
outperforms for smaller sized objects, however, suffers in producing accurate results for
medium and large sized objects.

This architecture is based on Darkent-53 framework, a network that uses $3 \times 3$ and $1 \times 1$
convolutional filter along with some shortcut connections, significantly larger and powerful
architecture with 53 convolutional layers. It is twice faster than ReNet-152 while not
compromising with the performance. The underlying generic architecture for YOLO (v3) is
demonstrated in Fig. 21.

YOLO (v3) is inspired by Feature Pyramid Network (FPN). It incorporates heuristics like
residual blocks, skip connections, and up-sampling similar to FPN. It uses Darknet53 as a base
network, upon that adding 53 more layers to make it easy for object detection. Like FPN,
YOLO (v3) also uses $(1 \times 1)$ convolution on feature maps to detect objects. It generates
feature maps at three different scales. Specifically, it down-samples the input at 3 different
scales by a factor of 32, 16, and 8. Initially, after 81 series of convolutions, in the 82nd layer
after applying a stride of 32, the resultant tensor is a $13 \times 13$ feature map that is utilized for
detection using $(1 \times 1)$ convolution. Secondly, the detection is made after the 94th layer after
applying a stride of 16. Few convolutions on the 79th layer is added, after which it is
concatenated with 61st layer on 2x up-sampling, yields a $26 \times 26$ feature map. Finally, the
106th layer is involved in the detection using a $52 \times 52$ feature map after applying a stride of
8. Following the same process, adding few convolutions to the 91st layer and combining with
the 36th layer using $(1 \times 1)$ kernel, the down-sampled feature maps are concatenated to Up-
sampled feature maps at different places to extract fine-grained features for detecting smaller
objects of various dimensions. Conclusively different feature maps viz. $52 \times 52$, $13 \times 13$, and
$26 \times 26$ are utilized for detecting large, smaller, and medium-sized objects respectively.

4.4 YOLO (v4)

The fourth version of YOLO series was drafted by Alexey Bochkovskiy, Chien-Yao Wang
and Hong-Yuan Mark Liao [5]. This version introduces new methods, showcases a variety of
complex and powerful techniques. This version is faster and more accurate than all the
previous versions. The model aimed to produce an object detector for production systems. Authors segregated the problem statement and approaches into several segments then they have proposed a variety of methodologies which can best fit the available resources. Firstly, an input image is provided of dimension $H \times W$, where $H$ represents height and $W$ represents width. Secondly, a series of convolutions which extracts features through powerful networks like VGG16, Darknet53, ResNet50, and other variants which they termed as backbone. Thirdly, a neck which can be utilized to extract features at different scales such as Feature Pyramid Network (FPN), Path Aggregation Network (PAN), and other variants which is the composition of connections between bottom-up and top-down pathways. Finally, the prediction of anchor boxes using single-stage detectors like YOLO which have dense layers or using two-stage detectors like Faster R-CNN which have sparse predictions act as a head.

On the architectural side, the authors have compared CSPResNeXt50, CSPDarknet53, and EfficientNetB3 for construction of YOLO (v4) architecture. CSPDarknet53, a network with 29 convolution layers with $3 \times 3$ filters and approximately 27.6 million parameters, is chosen as backbone that outperformed the remaining architectures wherein CSP stands for Cross-stage partial connections. CSPNets help in rich gradient combination with minimal computation cost [73], as illustrated in Fig. 22.

The ImageNet pretrained model for classification with the underlying dataset as COCO for experimentation is utilized [73]. Authors used Spatial Pyramid Pooling (SPP) which was also used by RCNN. Here, a CNN followed by fully connected layers has a restriction over input and output volume. However, this version ensures handling of any input irrespective of the dimension without resizing or reshaping it. SPP is placed between a CNN and fully connected layer which maps any input size to fixed size output. This gives an option to detect objects of an image of varied size, moreover, genetic algorithm is applied for hyperparameters tuning. In addition, Path Aggregation Network (PAN) is preferred over Feature Pyramid Network (FPN) where PAN is a bottom-up path augmentation that uses Adaptive feature pooling which works similar to FPN.

![Fig. 22 CSPNet vs DenseNet architecture utilized in YOLO-v4 [73]. a CSPNet b DenseNet](image-url)
5 Summarization and future research directions

Object Detection comprises the fundamental tasks such as object classification, localization, and segmentation. Object detection and related tasks are classified in two categories viz. single stage and two stages. In this paper, we explored two stage object detectors viz. RCNN, Fast-RCNN, and Faster-RCNN along with their important applications. We majorly reviewed single stage object detectors especially YOLOs, their architectural advancements, underlying pretrained CNN architectures, and loss function in details. We presented different aspects and optimizations carried out in the successive versions of YOLOs along with all the underlying concepts. Moreover, we presented the challenges and motivations behind the specific review of single stage object detectors. YOLOs are performing significantly better in comparison with their counterpart two stage object detectors in terms of detection accuracy and inference time.

To the best of our knowledge, this is the first review covering single stage object detectors especially YOLOs. The following tables provide the summarization of the entire paper in terms of comparative illustrations, results, and applications. Table 3 summarizes the differences between single- and two-stage object detectors. Single stage object detectors are mainly designed for real time object detection; however, they are lagging in the performance metrics to the two stage object detectors. Moreover, YOLOs make comparatively fewer errors in the identification of the background, quick boost in the performance is observed, if YOLOs are utilized for background detection in the two stage object detection algorithms. The combination of YOLO and Fast-RCNN outperform to the each of these standalone architecture on Pascal VOC dataset.

Table 4 summarizes the comparative analysis among the different version of YOLOs. Darknets were majorly adopted for the implementation of YOLOs. Each successor has come up with some type of optimizations over its predecessor, as described in the previous section. With the help of multi scale training, YOLO-v2 offers better detection on varying sized objects with an easy trade-off between the model performance and model inferences. A unified method is presented using the joint training for detection and classification as well. YOLO-v3 is better detector, fast, and accurate, necked by feature pyramid network. YOLO-v4 is also

| Features                  | R-CNN and its successors | YOLO and its successors |
|---------------------------|--------------------------|-------------------------|
| Region proposals          | Region proposals (or ROI) are generated using Selective search algorithm | Region proposals are generated by a single convolutional network. |
| Feature extraction        | The backbone network is a heavyweight and time consuming. | The backbone network is a lightweight and faster feature extractor. |
| Number of stages and their role | First stage extracts region proposals, Second stage extracts feature vectors, thereafter detections. | A single stage network predicts the bounding boxes offsets, confidence score and class conditional probabilities |
| Speed and accuracy        | Higher accuracy and low speed. | Faster detection and accuracy nearer to two stage object detectors. |
| Computational cost        | They require powerful resources for computation and are computationally expensive. | Not necessary for powerful resources for computation and are less expensive. |
| Performance               | They are efficient for detecting smaller and larger objects. | They have mostly shown poor performance for detecting smaller objects and have been efficient for larger objects. |
an attempt to better deal with the trade-off between the accuracy and speed of the model by introducing several universal optimization features of CNNs. With this journey of YOLOs, we can conclude that it is an incremental approach of the betterment of the trade-off between speed and accuracy. Table 5 illustrates the performance outcomes of different versions of YOLOs in terms of processing speed and average precision. Depending upon the requirement of the applications and nature of the underlying dataset, one should adopt any specific version of single stage, two stage, or a combination of both of these. Finally, Table 6 presents some of the important applications of YOLOs based detection and recognition.

Numerous researches are being carried out on in further improvements of YOLO (v4). Next version of YOLO i.e., YOLO (v5) is also proposed but we purposefully not included it in this review. YOLOs are being rigorously employed in various real time object tracking such as self-driving cars. Advancements in the convolutional neural networks should be rigorously experimented in further improvement in single stage object detectors. With the architectural advancements of CNN, features’ extraction process can be made more robust by employing various advance types of convolutions such as tiled-, transposed-, and dilated-convolution. Depending on the nature of applications and underlying datasets, these convolutions may be utilized to further improve the process. Models trained for one particular task may not perform

### Table 4 Comparison of YOLO and its successors

| Yolo version | Architecture (Backbone) | Neck | Anchor boxes | Features |
|--------------|-------------------------|------|--------------|----------|
| Yolo(v1)     | Darknet (GoogLeNet 24 layers) | –    | Handpicked   | 1 × 1 convolutions, global average pooling, linear activation and leaky ReLU. |
| Yolo(v2)     | Darknet-19              | –    | 5 anchor boxes using K-means clustering. | Batch Normalization, high resolution classifier, convolution with anchor boxes, dimension clusters, direct location prediction, fine-grained features and multi-scale training. |
| Yolo(v3)     | Darknet-53             | Feature Pyramid Networks | 9 anchor boxes using K-means clustering. | Independent Logistic classifiers, multi-scale training and predictions. |
| Yolo(v4)     | CSP Darknet-53         | Path Aggregation Network | 9 anchor boxes using K-means clustering. | Spatial Pyramid Pooling (SPP), DropBlock regularization, Mish activation, ReLU6, Class label smoothing and Cross Mini-Batch Normalization. |

### Table 5 Summarization of Results of YOLO, variants, and successors

| Yolo version | Underlying Dataset       | Processing Speed – frames per second (fps) | Performance Measures (mAP) |
|--------------|--------------------------|------------------------------------------|-----------------------------|
| Yolo(v1)     | PASCAL VOC 2007+2012     | 45                                       | 63.4                        |
| Fast Yolo    | PASCAL VOC 2007+2012     | 155                                      | 52.7                        |
| Yolo(v2)     | PASCAL VOC 2007+2012     | 40                                       | 78.6                        |
| Yolo - lite  | PASCAL VOC 2007+2012     | 21                                       | 33.77                       |
| Yolo(v3)     | MS COCO                  | 20                                       | 57.9                        |
| Yolo(v4)     | MS COCO                  | 33                                       | 65.7                        |
well on other similar tasks, resulting non-generalizability of the model for the data it has not seen before. Different types of regularizations such as LP-Normalization, dropouts, and drop-connects should be experimented for better generalized models. Generally, deep models take huge amount of time for model training due to the large dataset size and model complexity, various optimizations techniques such as usage of Fast Fourier Transform, low precision, weight compression, etc. should be explored for the faster convergence of the single stage object detectors.

### Table 6: Applications of different versions of YOLOs

| Ref. | Model Based on | Application | Key characteristics | Performance Metrics |
|------|----------------|-------------|---------------------|---------------------|
| [79] | YOLO v1        | Garbage Detection and Classification | • YOLO using Variational Autoencoder to achieve higher accuracy  
• Model comprise of convolutional feature extractor, predictor, and decoder | Correct rate - 69.70% (60 fps) |
| [87] | YOLO v1        | Robot based binocular intelligent system | • YOLO-LITE utilized for target detection  
• Raspberry Pi 3B+ applied for camera processing | Average detection accuracy - 80% |
| [52] | YOLO v1        | Text detection | • Haar-cascade applied for object detection  
• YOLO employed for custom object detection | NA |
| [35] | YOLO v2        | Multivehicle detection | • Applied improved YOLO-voc as per change identified in traffic flow and target scene  
• Parameter fine-tuning based on vehicle characteristics | Detection rate - 98.6% |
| [46] | YOLO v2        | Medical face mask detection | • ResNet-50 as transfer learning model  
YOLO v2 adopted for face mask detection | Average precision - 81% |
| [84] | YOLO v2        | Image and color recognition | • Target recognition using YOLO v2 for identifying and locating traffic light  
• HSV applied to transform in color space | Recognition rate - 76% - 100% |
| [7]  | YOLO v2        | Shuttlecock detection | • Modified Tiny YOLO v2 is applied to capture semantic information  
• Badminton robot cum vision system | Precision - 96.3% |
| [9]  | YOLO v3        | Pole detection and counting in distribution network | • YOLO for rapid detection  
• CNN for image detection | Precision - above 90% |
| [47] | YOLO v3        | Object detection in real-time for embedded system | • Darknet-53 applied as a feature extractor  
• Pyramid network to enhance the performance of multi-scale object detection | mAP-50 of 52.1  
• AP: 0.5: 0.95 of 29.8 at the speed of 67 fps |
| [36] | YOLO v3        | Target detection on PCB | • Darknet-53 applied as a feature extractor  
• Modification in output layers of YOLO | mAP - 93.07% |
| [30] | YOLO v4        | Human Detection | • Usage of arial thermal imaging  
• Multiscale object detection | mAP – 91% |
| [28] | YOLO v4        | Ship detection | • Highspeed ship detection using colored SAR input  
• Multichannel fusion of SAR images fusion network | AP - 90.30% |
| [76] | YOLO v4        | Apple flower detection | • YOLO v4 model with CSP Darknet53  
• Pruning of model using channel pruning | mAP - 97.31% |
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