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In this dissertation, we study the evolution and properties of the relic (or cosmic) neutrino distribution from neutrino freeze-out at $T = O(1)$ MeV through the free-streaming era up to today, focusing on the deviation of the neutrino spectrum from equilibrium and in particular we demonstrate the presence of chemical nonequilibrium that continues to the present day. The work naturally separates into two parts. The first, which constitutes chapters 1 through 3, focuses on aspects of the relic neutrinos that can be explored using conservation laws. The second part, chapters 4 through 7, studies the neutrino distribution using the full general relativistic Boltzmann equation.

Chapter 1 begins with a brief overview of the Friedmann–Lemaître–Robertson–Walker metric and its use in cosmology. With this background, we give a broad overview of the history of the Universe, from just prior to neutrino freeze-out up through the present day, placing the history of cosmic neutrino evolution in its proper context.

Motivated by the Planck CMB measurements of the effective number of neutrinos, $N_\nu$, chapter 2 focuses on the distinction between chemical and kinetic equilibrium and freeze-out. Using these concepts, we derive those properties of neutrino freeze-out that depend only on conservation laws and are independent of the details of the scattering processes. In particular, we characterize the dependence of both $N_\nu$ and the deviation of the neutrino distribution from chemical equilibrium on the neutrino kinetic freeze-out temperature. Part one ends with chapter 3, which connects the freeze-out era with the current era by characterizing the present day neutrino spectrum as seen from the Earth. It includes the velocity and de Broglie wavelength distributions and a computation the drag force on a coherent detector due to neutrino scattering.

We now begin the second part of this dissertation, where the focus is on properties of cosmic neutrinos that depend on the details of the neutrino reactions, as is
necessary for modeling the non-thermal distortions from equilibrium and computing freeze-out temperatures. As a preliminary, in chapter 4 we develop some geometry background concerning volume forms and integration on submanifolds that is helpful in computations.

In chapter 5 we recall a spectral method, adapted to near chemical equilibrium, that has been used in prior works to study neutrino freeze-out. We then detail a new spectral method, based on a dynamical basis of orthogonal polynomials. This method was designed extend the regime of applicability to systems far from chemical equilibrium and/or that undergo significant reheating, that is a temperature dependence that does follow a simple scaling law. In the process, we also improved the speed of the method. The method is validated on an exactly solvable model problem.

In chapter 6 we list the reactions that neutrinos participate in while freezing out and detail an improved procedure for analytically simplifying the corresponding scattering integrals for subsequent numerical computation. This procedure relies on some of the concepts introduced in chapter 4. Using these scattering integral computations, we solve the Boltzmann equation through the neutrino freeze-out period using both spectral methods from chapter 5. We show numerically that our new method agrees with the prior method when both are applicable and also find that our method significantly reduces the required computer time – by a factor 20 or more.

Finally, in chapter 7 we use this novel approach to perform parametric studies of the dependence of the neutrino freeze-out on the Weinberg angle, weak force interaction strength, the strength of gravity, and electron mass in order to constrain time and/or temperature variation of these parameters using measurements of $N_{\nu}$. This exploration is performed with the aim of recognizing mechanisms in the neutrino freeze-out process that are capable of leading to the measured value of $N_{\nu}$ in the environment of a hot Universe in which freeze-out occurs.
Part I

Neutrino Freeze-out via Conservation Laws
Chapter 1

INTRODUCTION TO COSMOLOGY AND THE RELIC NEUTRINO BACKGROUND

At a temperature of 5 MeV the Universe consisted of a plasma of $e^\pm$, photons, and neutrinos. At around 1 MeV neutrinos stop interacting, or freeze-out, and begin to free-stream through the Universe. Today they comprise the relic neutrino background. Photons freeze-out around 0.25 eV and today they make up the Cosmic Microwave Background (CMB), currently at $T_{\gamma,0} = 0.235$ meV. Relic neutrinos have not been directly measured, but their impact on the speed of expansion of the Universe is imprinted on the CMB. Indirect measurements of the relic neutrino background, such as by the Planck satellite [1], constrain neutrino properties such as mass and number of massless degrees of freedom.

In later chapters, we will study the details of the neutrino freeze-out process and their impact on observables in detail but first we present an overview of cosmology, from just prior to neutrino freeze-out until today, putting the relic neutrinos in their proper context. Much of this material, including most figures, was adapted from our paper [2].

1.1 Standard Cosmology

To follow the history of the relic neutrino distribution, one must first understand the relation between the expansion dynamics of the Universe, its energy content, and the connection to the photon and neutrino temperature. For this purpose we need some preparation in the Friedmann–Lemaitre–Robertson–Walker (FRW) cosmological model, see for example [3–5]. Assuming a homogeneous, isotropic Universe, one
arrives at the spacetime metric
\[ ds^2 = dt^2 - a^2(t) \left[ \frac{dr^2}{1 - kr^2} + r^2(d\theta^2 + \sin^2(\theta)d\phi^2) \right] \] (1.1.1)
characterized by the scale parameter \( a(t) \). \( a(t) \) determines the distance between objects at rest in the Universe frame, otherwise known as comoving observers. The geometric parameter \( k = -1, 0, 1 \) identifies the geometry of the spacial hypersurfaces defined by comoving observers. Space is a flat-sheet for the observationally preferred value \( k = 0 \) [1], hyperbolic for \( k = -1 \), and spherical for \( k = 1 \).

The dynamics are governed by the Einstein equations
\[ G^{\mu\nu} = R^{\mu\nu} - \left( \frac{R}{2} - \Lambda \right) g^{\mu\nu} = -\frac{1}{M_p^2} T^{\mu\nu}, \quad R = g_{\mu\nu} R^{\mu\nu} \] (1.1.2)
where \( M_p \equiv \frac{1}{\sqrt{8\pi G_N}} \) is the Planck mass, \( G_N \) is the gravitational constant, and we work in units where \( \hbar = c = 1 \). Recall that the Einstein tensor \( G^{\mu\nu} \) is divergence free and hence so is the total stress energy tensor, \( T^{\mu\nu} \). Note that our definition of \( M_p \), while more convenient in cosmology, differs by a factor of \( 1/\sqrt{8\pi} \) from the particle physics convention. Finally, we point out that there are several sign conventions in use regarding the definition of geometrical quantities and Einstein’s equation that are clarified in appendix [1.A]

In a homogeneous isotropic spacetime, the matter content is necessarily characterized by two quantities, the energy density \( \rho \) and isotropic pressure \( P \)
\[ T^\mu_\nu = \text{diag}(\rho, -P, -P, -P). \] (1.1.3)
It is common to absorb the Einstein cosmological constant \( \Lambda \) into \( \rho \) and \( P \) by defining
\[ \rho_\Lambda = M_p^2 \Lambda, \quad P_\Lambda = -M_p^2 \Lambda. \] (1.1.4)
We implicitly consider this done from now on.

The global Universe dynamics can be characterized by two quantities, the Hubble parameter \( H \), a strongly time dependent quantity on cosmological time scales, and
the deceleration parameter \( q \)

\[
\frac{\dot{a}}{a} \equiv H(t), \quad q \equiv -\frac{\ddot{a}}{a^2}.
\]  (1.1.5)

We note the relations

\[
\frac{\ddot{a}}{a} = -qH^2, \quad \dot{H} = -H^2(1 + q).
\]  (1.1.6)

Two dynamically independent equations arise using the metric Eq. (1.1.1) in Eq. (1.1.2)

\[
\frac{8\pi G_N}{3}\rho = \frac{\dot{a}^2 + k}{a^2} = H^2 \left(1 + \frac{k}{\dot{a}^2}\right), \quad \frac{4\pi G_N}{3}(\rho + 3P) = -\frac{\ddot{a}}{a} = qH^2.
\]  (1.1.7)

We can eliminate the strength of the interaction, \( G_N \), solving both these equations for \( \frac{8\pi G_N}{3} \), and equating the result to find a relatively simple constraint for the deceleration parameter

\[
q = \frac{1}{2} \left(1 + 3\frac{P}{\rho}\right) \left(1 + \frac{k}{\dot{a}^2}\right).
\]  (1.1.8)

From this point on, we work within the flat cosmological model with \( k = 0 \) and so \( q \) is determined entirely by the matter content of the Universe

\[
q = \frac{1}{2} \left(1 + 3\frac{P}{\rho}\right).
\]  (1.1.9)

As must be the case for any solution of Einstein’s equations, Eq. (1.1.7) implies that the energy momentum tensor of matter is divergence free

\[
\nabla_{\mu} T^{\mu\nu} = 0 \Rightarrow -\frac{\dot{\rho}}{\rho + P} = 3\frac{\dot{a}}{a} = 3H.
\]  (1.1.10)

The same relation also follows from conservation of entropy, \( dE + PdV = TdS = 0, \ dE = d(\rho V), \ dV = d(a^3) \). Given an equation of state \( P(\rho) \), solution of Eq. (1.1.10) describes the dynamical evolution of matter in the Universe. Combined with the Hubble equation

\[
H^2 = \frac{\rho}{3M_p}
\]  (1.1.11)

this allows us to solve for the large scale dynamics of the Universe.

Using the flat FRW model of cosmology outlined above, we now present several perspectives on the history of the Universe. First we focus on the reheating history.
1.2 Reheating History of the Universe

At times where dimensional scales are irrelevant, entropy conservation means that temperature scales inversely with the scale factor $a(t)$. This follows from Eq. (1.1.10) when $\rho \approx 3P \propto T^4$. However, as the temperature drops and at their respective $m \approx T$ scales, successively less massive particles annihilate and disappear from the thermal Universe. Their entropy reheats the other degrees of freedom and thus in the process, the entropy originating in a massive degree of freedom is shifted into the effectively massless degrees of freedom that still remain. This causes the $T \propto 1/a(t)$ scaling to break down; during each of these ‘reorganization’ periods the drop in temperature is slowed by the concentration of entropy in fewer degrees of freedom, leading to a change in the reheating ratio, $R$, defined as

$$R \equiv \frac{1 + z}{T/T_{\gamma,0}}, \quad 1 + z = \frac{a_0}{a(t)}.$$  

(1.2.1)

The reheating ratio connects the photon temperature redshift to the geometric redshift, where $a_0$ is the scale factor today (often normalized to 1) and quantifies the deviation from the scaling relation between $a(t)$ and $T$.

As we will see, the change in $R$ can be computed by the drop in the number of degrees of freedom. At a temperature on the order of the top quark mass, when all standard model particles were in thermal equilibrium, the Universe was pushed apart by 28 bosonic and 90 fermionic degrees of freedom. The total number of degrees of freedom can be computed as follows.

For bosons we have the following: the doublet of charged Higgs particles has $4 = 2 \times 2 = 1 + 3$ degrees of freedom – three will migrate to the longitudinal components of $W^\pm, Z$ when the electro-weak vacuum freezes and the EW symmetry breaking arises, while one is retained in the one single dynamical charge neutral Higgs component. In the massless stage, the SU(2)$\times$U(1) theory has $4 \times 2 = 8$ gauge degrees of freedom where the first coefficient is the number of particles $(\gamma, Z, W^\pm)$ and each massless
gauge boson has two transverse polarizations. Adding in $8_c \times 2_s = 16$ gluonic degrees of freedom we obtain $4+8+16=28$ bosonic degrees of freedom.

The count of fermionic degrees of freedom includes three $f$ families, two spins $s$, another factor two for particle-antiparticle duality. We have in each family of flavors a doublet of $2 \times 3_c$ quarks, 1-lepton and 1/2 neutrinos (due left-handedness which was not implemented counting spin). Thus we find that a total $3_f \times 2_p \times 2_s \times (2 \times 3_c + 1_l + 1/2 \nu) = 90$ fermionic degrees of freedom. We further recall that massless fermions contribute $7/8$ of that of bosons in both pressure and energy density. Thus the total number of massless Standard Model particles at a temperature above the top quark mass scale, referring by convention to bosonic degrees of freedom, is $g_{SM} = 28 + 90 \times 7/8 = 106.75$.

In figure 1.1 we show the cube of the reheating ratio Eq. (1.2.1) as a function of photon temperature $T_\gamma$ from the primordial high temperature early Universe on the right to the present on the left, where $R$ must be by definition unity. The periods of change seen in figure 1.1 come when the temperature crosses the mass of a particle species that is in equilibrium. One can see drops corresponding to the disappearance of particles as indicated. After $e^+e^-$ annihilation on the left, there are no significant degrees of freedom remaining to annihilate and feed entropy into photons, and so $R$ remains constant until today. We show the result using a Fermi gas model with a very rough model for the QGP phase transition and hadronization period near $O(100 \text{ MeV})$. The fermi gas model is a poor approximation above the QGP phase transition; a more precise model using lattice QCD, see e.g. [6], together with a high temperature perturbative QCD expansion, see e.g. [7], would be needed to improve on this situation but the details do not impact the neutrino freeze-out period near 1 MeV which is our primary concern, and so we do not consider these issues further here.

As long as the dynamics are at least approximately entropy conserving, the total drop in $R$ is entirely determined by entropy conservation. Namely, the magnitude of the drop in $R$ figure 1.1 is a measure of the number of degrees of freedom that have
disappeared from the Universe. Consider two times $t_1$ and $t_2$ at which all particle species that have not yet annihilated are effectively massless. By conservation of comoving entropy and scaling $T \propto 1/a$ we have

$$1 = \frac{a_1^3 S_1}{a_2^3 S_2} = \frac{a_1^3}{a_2^3} \sum_i g_i T_{i,1}^3, \quad \left( \frac{R_1}{R_2} \right)^3 = \frac{\sum_i g_i(T_{i,1}/T_{\gamma,1})^3}{\sum_j g_j(T_{j,2}/T_{\gamma,2})^3}$$

(1.2.2)

where the sums are over the total number of degrees of freedom present at the indicated time and the degeneracy factors $g_i$ contain the $7/8$ factor for fermions. In the second form we divided the numerator and denominator by $a_0 T_{\gamma,0}$. We distinguish between the temperature of each particle species and our reference temperature, the photon temperature. This is important since today neutrinos are colder than photons, due to photon reheating from $e^\pm$ annihilation occurring after neutrinos decoupled (this is only an approximation, a point we will study in detail in subsequent chapters). By conservation of entropy one obtains the neutrino to photon temperature ratio of

$$T_\nu / T_\gamma = (4/11)^{1/3}. \quad (1.2.3)$$

We will call this the reheating ratio in the decoupled limit. For details on the deriva-
tion of this standard result, see for example our paper in appendix B where it is obtained as a special case of a more general analysis.

Using Eq. (1.2.2) we compute the total drop in $R^3$ shown in figure 1.1. At $T = T_\gamma = \mathcal{O}(100 \text{ GeV})$ the number of active degrees of freedom is slightly below $g_{SM} = 106.75$ due to the partial disappearance of top quarks, but this approximation will be good enough for our purposes. At this time, all the species are in thermal equilibrium with photons and so $T_{i,1}/T_{\gamma,1} = 1$ for all $i$. Today we have 2 photon and $7/8 \times 6$ neutrino degrees of freedom and a neutrino to photon temperature ratio Eq. (1.2.3). Therefore we have

$$\left( \frac{R_{100\text{GeV}}}{R_{\text{now}}} \right)^3 \frac{g_{SM}}{g_{\text{now}}} = \frac{106.75}{2 + \frac{7}{8} \times 6 \times \frac{4}{11}} \approx 27.3$$

which is the fractional change we see in the fermi gas model curve in figure 1.1 (as mentioned above, the QCD model is reduced due to interactions). The meaning of this factor is that the Universe approximately inflated by a factor 27 above the thermal red shift scale as massive particles disappeared successively from the inventory.

### 1.3 Composition of the Universe

From the perspective of reheating, the history of the Universe from the end of $e^\pm$ annihilation until today has been uneventful. We can shed additional light on this period and others by looking at the composition of the Universe as a function of temperature.

In figure 1.3 we begin on the right at the end of the hadron era with the disappearance of muons and pions. This constitutes a reheating period, with energy and entropy from these particles being transfered to the remaining $e^\pm$, photon, neutrino plasma. Continuing to $T = O(1) \text{ MeV}$, we come to the annihilation of $e^\pm$ and the photon reheating period. Notice that only the photon energy density fraction increases here. As discussed above, a common simplifying assumption is that neutrinos...
are already decoupled at this time and hence do not share in the reheating process, leading to a difference in photon and neutrino temperatures Eq. (1.2.3).

After passing through a long period, from $T = O(1) \text{ MeV}$ until $T = O(1) \text{ eV}$, where the energy density is dominated by photons and free-streaming neutrinos, we then come to the beginning of the matter dominated regime, where the energy density is dominated by dark matter and baryonic matter. This transition is the result of the redshifting of the photon and neutrino energy, $\rho \propto T^4$, whereas for non-relativistic matter $\rho \propto a^{-3} \propto T^3$. Note that our inclusion of neutrino mass causes the leveling out of the neutrino energy density fraction during this period, as compared to the continued redshifting of the photon energy.

Finally, as we move towards the present day CMB temperature of $T_{\gamma,0} = 0.235 \text{ meV}$ on the left hand side, we have entered the dark energy dominated regime. For the present day values, we have used the fits from the Planck data \[1\] of 69% dark energy, 26% dark matter and 5% baryons (and zero spatial curvature). The photon
energy density is fixed by the CMB temperature $T_{\gamma,0}$ and the neutrino energy density is fixed by $T_{\gamma,0}$ along with the photon to neutrino temperature ratio. Both constitute < 1% of the current energy budget.

1.4 Deceleration Parameter

We conclude our overview of cosmology with one final perspective, the Universe as seen through the deceleration parameter. The deceleration parameter is another indicator of the transition between different eras of the Universe’s history. Recall the relation Eq. (1.1.9) (for $k = 0$) between deceleration parameter and matter content of the Universe. In particular we have the regimes

- Radiation dominated Universe: $P = \rho/3 \implies q = 1$.

- (Non-relativistic) Matter dominated Universe: $P \ll \rho \implies q = 1/2$.

- Dark energy ($\Lambda$) dominated Universe: $P = -\rho \implies q = -1$.

We use $q$ first to characterize the era from today back to the end of neutrino freeze-out and then from freeze-out until the end of the hadron era.

1.4.1 Back in time to Neutrino Freeze-out

In the following we use the mix of matter (31%) and dark energy (69%) with photon and neutrino backgrounds favored by the latest Planck results [1], where we gave two neutrino species mass of $m_\nu = 30$ meV and a third neutrino remains massless. This is a different mass value than used above and again, it is only for illustration– other mass choices are possible within present day constraints and will impact to some degree
where exactly matter dominance emerges from the radiative Universe. We presume that neutrino kinetic freeze-out completed before the onset of $e^\pm$-annihilation into photons, leading to the neutrino to photon temperature ratio Eq. (1.2.3). Again, this is a common simplifying assumption. Much of the remainder of this work will involve improving on this approximation, but for the purposes of this overview it is sufficient.

Figure 1.3 shows in the left frame the temperature (left axis) and deceleration parameter (right axis) from shortly after the completion neutrino freeze-out until today. The horizontal dot-dashed lines show the pure radiation-dominated value of $q = 1$ and the matter-dominated value of $q = 1/2$. The expansion in this era starts off as radiation-dominated, but transitions to matter-dominated starting around $T = \mathcal{O}(10 \text{ eV})$ and begins to transition to a dark energy dominated era at $T = \mathcal{O}(1 \text{ meV})$. We are still in the midst of this transition today. The vertical dot-dashed lines show the time of recombination at $T \approx 0.25 \text{ eV}$, when the Universe became transparent to photons, and reionization at $T \approx \mathcal{O}(1 \text{ meV})$, when hydrogen in the Universe was again ionized due to light from the first galaxies [8].

On the right in figure 1.3 we show the Hubble parameter $H$ and redshift $z + 1 \equiv a_0/a(t)$. We can see in figure 1.3 a visible deviation from power law behavior due to the transitions from radiation to matter dominated and from matter to dark energy dominated expansion. These transitions are accentuated and more easily visualized in the form of the deceleration parameter $q$. The time span covered by the figure 1.3 is in essence the entire lifespan of the Universe, but of course on a logarithmic time scale there is a lot of room for interesting physics in the tiny blip that happened beforehand.

### 1.4.2 Neutrino Freeze-out Era

The era separating the photon-neutrino-matter-dark energy Universe we just described from the end of the hadron Universe is quite complex in its evolution. We
begin when the number of $e^\pm$-pairs has decayed to the same abundance as the number of baryons in the Universe at the temperature $T = \mathcal{O}(10 \text{ keV})$ and reach back to $T = \mathcal{O}(30 \text{ MeV})$ where muons and pions are disappearing from the Universe.

In figure 1.4 the horizontal dot-dashed line for $q = 1$ shows the pure radiation dominated value with two exceptions. First, the presence of massive pions and muons reduce the value of $q$ near to the maximal temperature shown. Second, when the temperature is near the value of the electron mass, the $e^\pm$-pairs are not yet fully depleted but already sufficiently non-relativistic to cause another dip in $q$. These are not large drops; the expansion is still predominately radiation dominated. But $q$ provides a sensitive measure of when various mass scales become relevant and is a good indicator of the presence of a reheating period.

The dashed line shows the neutrino temperature, which decouples from the $e^\pm$ and photon temperature at $T = \mathcal{O}(1 \text{ MeV})$ when neutrinos freeze-out and begin free streaming. In figure 1.4 the unit of time is seconds and the range spans the domain from fractions of a millisecond to a few hours. After neutrino freeze-out we come to Big Bang Nucleosynthesis, the period when the lighter elements were synthesized.
Figure 1.4. From the end of baryon antimatter annihilation through BBN, see figure 1.3

in a hot but relatively dilute plasma [9]. We left some time gap between this and the domain shown in figure 1.3 describing the current era – there is an uneventful evolution between the two domains.

1.5 Focusing on Neutrino Freeze-out

Neutrino freeze-out is, as far as we know, the unique era in the history of the Universe when a significant matter fraction froze out at the same time that a reheating period was beginning, namely the start of $e^\pm$ annihilation. It is this coincidence that makes neutrino freeze-out a rich and complicated period to study as compared to the many other reheating periods in the history of the Universe. This period has been studied before [10–15], but the Planck satellite results [1] motivate a reinvestigation of this period of cosmology. We therefore make the interplay of neutrino freeze-out and reheating from $e^\pm$ annihilation the primary focus of the remainder of this work.
1.A Conventions

There are several sign conventions in use in general relativity. As discussed in [4], these conventions differ by the sign factors $S_1$, $S_2$, $S_3$, which appear in the following objects:

Metric Signature: $\eta^{\mu\nu} = (S_1)\text{Diag}(-1,1,1,1)$

Riemann Tensor: $R^{\mu}_{\alpha\beta\gamma} = (S_2)(\partial_{\beta}\Gamma^{\mu}_{\alpha\gamma} - \partial_{\gamma}\Gamma^{\mu}_{\alpha\beta} + \Gamma^{\mu}_{\sigma\beta}\Gamma^{\sigma}_{\beta\alpha} - \Gamma^{\mu}_{\sigma\alpha}\Gamma^{\sigma}_{\beta\beta})$

Einstein Equation: $G_{\mu\nu} - (S_3)\Lambda g_{\mu\nu} = (S_3)8\pi G N T_{\mu\nu}$

Ricci Tensor: $R_{\mu\nu} = (S_2)(S_3)R^{\alpha}_{\mu\alpha\nu}$

The sign $S_3$ comes from the choice of what index is contracted in forming the Ricci tensor. Since that sign factor appears in both $R_{\mu\nu}$ and $R$ it affects the overall sign of $G_{\mu\nu}$ and therefore Einstein’s equation as shown above. In this dissertation we will use the $(-,+,−)$ convention.
Chapter 2

Study of Neutrino Distribution using Conservation Laws

2.1 Effective Number of Neutrinos

In the previous chapter we gave an overview of cosmology that included a simple model of neutrino freeze-out, wherein neutrinos decouple prior to the $e^\pm$ annihilation reheating period, leading to the reheating ratio in the decoupled limit Eq. (1.2.3) which we now denote by $R_\nu$. However, as we mentioned several times this is only an approximate model. In reality, the freeze-out and reheating periods overlap to some degree which greatly complicates the picture, as some energy and entropy from the annihilating $e^\pm$ goes into neutrinos. This overlap has observable consequences, as any extra energy in neutrinos impacts the speed of expansion of the Universe, through the Hubble equation Eq. (1.1.11).

The additional energy and entropy fed into neutrinos is typically quantified by the effective number of neutrinos, $N_\nu$, defined by comparing the total neutrino energy density to the energy density of a massless fermion with two degrees of freedom and neutrino to photon temperature ratio $R_\nu$,

$$N_\nu = \frac{7}{120} \frac{\rho_\nu}{\pi^2 (R_\nu T_\gamma)^4}.$$  \hspace{1cm} (2.1.1)

By definition, any transfer of energy from $e^\pm$ into neutrinos results in $N_\nu > N^{f}_\nu = 3$, the number of physical neutrino flavors. $N_\nu$ can be measured by fitting to observational data, such as the Planck CMB measurements. A numerical computation based on the Boltzmann equation with two body scattering [15] gives to $N^{\text{th}}_\nu = 3.046$. However the Planck CMB results contain several fits [1] based on different data sets which suggest that $N_\nu$ is in the range $3.30 \pm 0.27$ to $3.62 \pm 0.25$ (68% confidence level).
This tension between the Planck results and theoretical reheating studies motivates our work. This tension has inspired various theories, such as [16], where it is postulated to be due to the presence of as yet undiscovered particle species. In this work, we avoid postulating the existence of additional particles, but rather explore the possibility that the increase in $N_\nu$ is the consequences of additional energy and entropy being transferred into neutrinos during $e^\pm$ annihilation. In other words, we postulate additional neutrino reheating and explore its consequences.

2.2 Matter Content

In this work, matter will be modeled by a particle distribution function $f(t, x, p)$ that, roughly speaking, gives the probability of finding a particle per unit spacial volume per unit momentum space volume at a given time. The distribution function gives the stress energy tensor, particle four-current, and entropy four-current via

$$T^{\mu\nu}(t, x) = \frac{g_p}{(2\pi)^3} \int p^\mu p^\nu f(t, x, p) \sqrt{|g|} \frac{d^3p}{p_0}, \quad (2.2.1)$$
$$n^\nu(t, x) = \frac{g_p}{(2\pi)^3} \int p^\nu f(t, x, p) \sqrt{|g|} \frac{d^3p}{p_0}, \quad (2.2.2)$$
$$s^\nu(t, x) = -\frac{g_p}{(2\pi)^3} \int (f \ln(f) \pm (1 \mp f) \ln(1 \pm f)) p^\mu \sqrt{|g|} \frac{d^3p}{p_0} \quad (2.2.3)$$

where the upper signs are for fermions, the lower for bosons, $g_p$ is the degeneracy of the particle, and $g$ is the determinant of the metric. In an FRW Universe, the expressions for the energy density, pressure, number density, and entropy density of a particle of mass $m$ are

$$\rho = \frac{g_p}{(2\pi)^3} \int f(t, x, p) E d^3p, \quad (2.2.4)$$
$$\rho = \frac{g_p}{(2\pi)^3} \int f(t, x, p) \frac{p^2}{3E} d^3p, \quad (2.2.5)$$
$$n = \frac{g_p}{(2\pi)^3} \int f(t, x, p) d^3p, \quad E = \sqrt{m^2 + p^2}, \quad (2.2.6)$$
$$s = -\frac{g_p}{(2\pi)^3} \int (f \ln(f) \pm (1 \mp f) \ln(1 \pm f)) d^3p. \quad (2.2.7)$$
The dynamics of the distribution function, and therefore the precise nature of neutrino freeze-out and the energy and entropy transferred into the neutrino sector, are governed by the Boltzmann equation

\[
p^\alpha \partial_{x^\alpha} f - \Gamma^j_{\mu\nu} p^\mu p^\nu \partial_{p^j} f = C[f]
\]

(2.2.8)

where repeated Greek indices indicate a sum over 0, ..., 3 and Roman indices indicate a sum over the spacial components 1, ..., 3. The right hand side is the collision operator and incorporates the physics of any short range interactions that the particles participate in. The left hand side gives the dynamics under any long range forces. For us the only long range force will be gravity, encoded in the Christoffel symbols \(\Gamma^j_{\mu\nu}\), and so the Boltzmann equation expresses the fact that particles undergo geodesic motion in between collisions. For much greater detail on the definition of the distribution function in a general spacetime, the geometric origin of the Boltzmann equation, and various properties and relations satisfied by moments of the distribution function, see for example [17–22].

We will study neutrino freeze-out in detail using the Boltzmann equation in the second part of this dissertation, starting in chapter 5. However, in this chapter we pursue a model independent approach wherein we assume instantaneous chemical/kinetic equilibrium and sharp freeze-out transitions between them. Though limited in the kinds of questions we can address and answer, this approach makes up for these limitations by letting us derive several important properties that are independent of microscopic dynamics, i.e. independent of \(C[f]\), so long as these assumptions are sufficiently accurate. The dynamics will be derived from conservation laws involving the moments [2,2,4], but first we must describe the distinction between chemical and kinetic equilibrium.
2.2.1 Chemical and Kinetic Equilibrium

At sufficiently high temperatures, such as existed in the early Universe, both particle creation and annihilation (i.e. chemical) processes and momentum exchanging (i.e. kinetic) scattering processes can occur sufficiently rapidly to establish complete thermal equilibrium of a given particle species. The most probable canonical distribution function \( f_{ch}^{\pm} \) of fermions (+) and bosons (-) in both chemical and kinetic equilibrium is found by maximizing entropy subject to energy being conserved

\[ f_{ch}^{\pm} = \frac{1}{\exp\left(E/T\right) \pm 1}, \quad T > T_{ch} \quad (2.2.9) \]

where \( E \) is the particle energy, \( T \) the temperature, and \( T_{ch} \) the chemical freeze-out temperature.

For a physical system comprising interacting particles whose temperature is decreasing with time, there will be a period where the temperature is greater than the kinetic freeze-out temperature, \( T_k \), but below chemical freeze-out. During this period, momentum exchanging processes continue to maintain an equilibrium distribution of energy among the available particles, which we call kinetic equilibrium, but particle number changing processes no longer occur rapidly enough to keep the equilibrium particle number yield, i.e. for \( T < T_{ch} \) the particle number changing processes have ‘frozen-out’. In this condition the momentum distribution, which is in kinetic equilibrium but chemical non-equilibrium, is obtained by maximizing entropy subject to particle number and energy constraints and thus two parameters appear

\[ f_k^{\pm} = \frac{1}{\Upsilon^{-1}\exp\left(E/T\right) \pm 1}, \quad T_k < T \leq T_{ch}. \quad (2.2.10) \]

The need to preserve the total particle number within the distribution introduces an additional parameter \( \Upsilon \) called fugacity.

The fugacity, \( \Upsilon(t) \equiv e^{\alpha(t)} \), controls the occupancy of phase space and is necessary once \( T(t) < T_{ch} \) in order to conserve particle number. A fugacity different from 1
implies an over-abundance ($\Upsilon > 1$) or under-abundance ($\Upsilon < 1$) of particles compared to chemical equilibrium and in either of these situations one speaks of chemical non-equilibrium.

The effect of $\sigma$ is similar after that of chemical potential $\mu$, except that $\sigma$ is equal for particles and antiparticles, and not opposite. This means $\sigma > 0$ ($\Upsilon > 1$) increases the density of both particles and antiparticles, rather than increasing one and decreasing the other as is common when the chemical potential is associated with conserved quantum numbers. Similarly, $\sigma < 0$ ($\Upsilon < 1$) decreases both. The fact that $\sigma$ is not opposite for particles and antiparticles reflects the fact that both the number of particles and the number of antiparticles are conserved after chemical freeze-out, and not just their difference. Ignoring the small particle antiparticle asymmetry their equality reflects the fact that any process that modifies the distribution would affect both particle and antiparticle distributions in the same fashion. Such an asymmetry would be incorporated by replacing $\Upsilon \rightarrow \Upsilon e^{\pm \mu/T}$ where $\mu$ is the chemical potential, but we ignore it in this work as the matter antimatter asymmetry is on the order of 1 part in $10^9$.

We also emphasize that the fugacity is time dependent and not just an initial condition. At high temperatures $\Upsilon = 1$ and we will find that $\Upsilon < 1$ emerges dynamically as a result of the freeze-out process. The importance of fugacity was first introduced in [23] in the context of quark-gluon plasma. Its presence in cosmology was noted in [24, 25] but its importance has been largely forgotten and the consequences unexplored in the literature.

Once the temperature drops below the kinetic freeze-out temperature $T_k$ we reach the free streaming period where particle scattering processes have completely frozen out and the resultant distribution is obtained by solving the collisionless Boltzmann equation with initial condition as given by the chemical non-equilibrium distribution Eq. (2.2.10). As already indicated, the two transitions between these three regimes constitute the freeze-out process – first we have at $T_{ch}$ the chemical freeze-out and at
lower $T_k$ the kinetic freeze-out.

### 2.2.2 Entropy Conservation

In this section we show that in an FRW Universe and under the assumption of chemical or kinetic equilibrium, the total comoving entropy of all particle species is conserved. More specifically, we will consider a collection of particles with distinct fugacities $\Upsilon_i$, all of which are in kinetic equilibrium at a common temperature $T$. For the following derivation, it is useful to define $\mu_i = \sigma_i T$. This gives the expressions a familiar thermodynamic form with $\mu$ playing the role of chemical potential and helps with the calculations, but should not be confused with a chemical potential as discussed above.

Integration by parts establishes the following identities for the kinetic equilibrium distribution Eq. (2.2.10)

$$s_i = \frac{\partial P_i}{\partial T} = \frac{(P_i + \rho_i - \mu_i n_i)}{T}, \quad n_i = \frac{\partial P_i}{\partial \mu_i}.$$  \hspace{1cm} (2.2.11)

Using Eq. (1.1.10) and Eq. (2.2.11), we calculate $d/dt(a^3 s)$ where $s = \sum_i s_i$ is the total entropy density.

$$\frac{1}{a^3} \frac{d}{dt} (a^3 s T) = \frac{1}{a^3} \frac{d}{dt} (a^3 (P + \rho - \sum_i \mu_i n_i))$$  \hspace{1cm} (2.2.12)

$$= \dot{P} + \dot{\rho} - \sum_i (\dot{\mu}_i n_i + \mu_i \dot{n}_i) + 3 \left( P + \rho - \sum_i \mu_i n_i \right) \dot{a}/a$$

$$= \frac{\partial P}{\partial T} \dot{T} + \sum_i \frac{\partial P_i}{\partial \mu_i} \dot{\mu}_i - \sum_i (\dot{\mu}_i n_i + \mu_i \dot{n}_i + 3\mu_i n_i \dot{a}/a) + \nabla_\mu T^{\mu 0}$$

$$= s \dot{T} - \sum_i (\mu_i \dot{n}_i + 3\mu_i n_i \dot{a}/a)$$

$$= s \dot{T} - a^{-3} \sum_i \mu_i \frac{d}{dt} (a^3 n_i).$$  \hspace{1cm} (2.2.13)

Therefore

$$\frac{d}{dt} (a^3 s) = \frac{1}{T} \frac{d}{dt} (a^3 s T) - a^3 s \frac{\dot{T}}{T} = -\sum_i \sigma_i \frac{d}{dt} (a^3 n_i).$$  \hspace{1cm} (2.2.14)
If every particle is either in chemical equilibrium (i.e. $\sigma_i = 0$) or has frozen out chemically, and thus has a conserved comoving particle number, then this implies comoving entropy conservation.

This observation completely fixes the dynamics of the system in the chemical or kinetic equilibrium regimes. The dynamical quantities are the scale factor $a(t)$, the common temperature $T(t)$, and the fugacities of each particle species $\Upsilon_i(t)$ that is not in chemical equilibrium. The dynamics are given by the Einstein equation, conservation of the total comoving entropy of all particle species, and conservation of comoving particle number for each species not in chemical equilibrium (otherwise $\Upsilon_i = 1$ is constant)

$$H^2 = \frac{\rho}{3M_p^2}, \quad \frac{d}{dt}(a^3 s) = 0, \quad \frac{d}{dt}(a^3 n_i) = 0 \text{ when } \Upsilon_i \neq 1. \quad (2.2.15)$$

### 2.3 Key Results From our Study of Neutrino Freeze-out

Using the dynamical equations Eq. (2.2.15) we studied the neutrino distribution after freeze-out under the instantaneous equilibrium approximation in the papers [26] and [27], attached as appendices A and B respectively. In these works we assumed that the chemical freeze-out occurs before reheating begins and hence the system is in kinetic but not chemical equilibrium from the beginning of reheating until kinetic freeze-out. In [26] we showed numerically that this is the case for the reaction $e^+e^- \rightarrow \nu_e\bar{\nu}_e$ to high accuracy. In [27] we characterized the dependence of the neutrino distribution on the kinetic freeze-out temperature $T_k$. If one is interested in a model where the chemical freeze-out temperature also varies significantly, then the analysis presented in these papers should be repeated with both the chemical and kinetic freeze-out temperatures treated as free parameters. Below we give some of the key results from our analysis.

As discussed in [27], a deviation from $\Upsilon = 1$ and the reheating ratio in the decoupled limit, Eq. (1.2.3), is a necessary result of the transfer of entropy from the
Figure 2.1. Dependence of neutrino fugacity (left) and effective number of neutrinos and reheating ratio (right) on the neutrino kinetic freeze-out temperature. We also show the evolution of the deceleration parameter through the freeze-out period (left).

Annihilating $e^\pm$ into neutrinos. In that paper we used conservation laws to analytically derive an approximate relation between the fugacity $\Upsilon = e^\sigma$ and the photon to neutrino temperature ratio

$$\frac{T_\gamma}{T_\nu} = a \Upsilon^b \left(1 + c \sigma^2 + O(\sigma^3)\right),$$  \hspace{1cm} (2.3.1)

$$a = \left(1 + \frac{7}{8} \frac{g_e}{g_\gamma}\right)^{1/3} = \left(\frac{11}{4}\right)^{1/3} = R_\nu^{-1} \approx 1.4010,$$  \hspace{1cm} (2.3.2)

$$b \approx 0.367,$$  \hspace{1cm} (2.3.3)

$$c \approx -0.0209.$$  \hspace{1cm} (2.3.4)

An approximate power law fit was first obtained numerically in [26]. In [27] we also derived a relation between the effective number of neutrinos and the fugacity $\Upsilon = e^\sigma$ that results from neutrino freeze-out

$$N_\nu = \frac{360}{7\pi^4} \frac{e^{-4b\sigma}}{(1 + c\sigma^2)^4} \int_0^\infty \frac{u^3}{e^{u-\sigma} + 1} du \left(1 + O(\sigma^3)\right).$$  \hspace{1cm} (2.3.5)

These two papers also contain several figures that show other relations relation between the quantities $T_k$, $N_\nu$, $\Upsilon$, and $T_\gamma/T_\nu$ for which we do not have simple analytic relations. In figure 2.3 we give slightly modified versions of two of these plots, showing
the dependence of $N_\nu$, $\Upsilon$, and $T_\gamma/T_\nu$ on $T_k$. In particular, the fugacity evolves following the solid black curve in the lefthand plot until it reaches the kinetic freeze-out temperature, at which point the neutrinos decouple and $\Upsilon$ remains constant thereafter, as shown in the dashed black curves for two sample values of $T_k$.

We showed in [27] that after kinetic freeze-out, the free-streaming neutrino momentum distribution takes the form

$$f(t, E) = \frac{1}{\Upsilon^{-1}e^{p/T_\nu} + 1}$$  \hspace{1cm} (2.3.6)

where the neutrino effective temperature is redshifted as the universe expands

$$T_\nu(t) \propto \frac{1}{a(t)}$$  \hspace{1cm} (2.3.7)

and the value of the fugacity that developed during the freeze-out process is frozen into the distribution and remains constant while free-streaming. The resulting expressions for the energy density, pressure, and number density in the rest frame of the neutrino background are

$$\rho = \frac{g_\nu}{2\pi^2} \int_0^\infty \frac{(m_\nu^2 + p^2)^{1/2} p^2 dp}{\Upsilon^{-1}e^{p/T_\nu} + 1},$$  \hspace{1cm} (2.3.8)

$$P = \frac{g_\nu}{6\pi^2} \int_0^\infty \frac{(m_\nu^2 + p^2)^{-1/2} p^4 dp}{\Upsilon^{-1}e^{p/T_\nu} + 1},$$  \hspace{1cm} (2.3.9)

$$n = \frac{g_\nu}{2\pi^2} \int_0^\infty \frac{p^2 dp}{\Upsilon^{-1}e^{p/T_\nu} + 1}.$$

Finally, in [27] we presented for the first time a physically consistent derivation of the equation of state of free-streaming neutrinos, including dependence on both $N_\nu$ and neutrino mass ($\beta = m_\nu/T_\gamma$).

$$\rho^{EV}/\rho_0 = N_\nu + 0.1016 \sum_i \beta_i^2 + 0.0015 \delta N_\nu \sum_i \beta_i^2$$

$$- 0.0001 \delta N_\nu \sum_i \beta_i^2 - 0.0022 \sum_i \beta_i^4,$$

$$P^{EV}/P_0 = N_\nu - 0.0616 \sum_i \beta_i^2 - 0.0049 \delta N_\nu \sum_i \beta_i^2$$

$$+ 0.0005 \delta N_\nu \sum_i \beta_i^2 + 0.0022 \sum_i \beta_i^4.$$

(2.3.11)
The inclusion of fugacity was a crucial aspect in obtaining a physically consistent description, as it was in all of the above results.
Chapter 3

Neutrinos Today

Among the great science and technology challenges of this century is the development of the experimental capability to detect cosmic background neutrinos \[28-39\]. With the recently proposed PTOLEMY experiment, which aims to detect relic electron-neutrino capture by tritium \[40\], the characterization of the relic neutrino background is increasingly relevant. Using our characterization of the neutrino distribution after freeze-out and the subsequent free-streaming dynamics from \[27\] and summarized in section \[2.3\], we lay groundwork for a characterization of the present day relic neutrino spectrum, which we explore from the perspective of an observer moving relative to the neutrino background, including the dependence on neutrino mass and \(N_\nu\). Beyond consideration of the observable neutrino distributions, we evaluate the \(O(G^2_F)\) mechanical drag force acting on the moving observer. The work presented here can be found in our paper \[41\].

3.1 Neutrino Distribution in a Moving Frame

The neutrino background and the cosmic microwave background (CMB) were in equilibrium until decoupling (called freeze-out) at \(T_k \approx O(\text{MeV})\), hence one surmises that an observer would have the same relative velocity relative to the relic neutrino background as with CMB. As a particular example in considering the spectrum, we present in more detail the case of an observer comoving with Earth velocity \(v_\oplus = 300\ \text{km/s}\) relative to the CMB, modulated by orbital velocity (\(\pm 29.8\ \text{km/s}\)). We will write velocities in units of \(c\), though our specific results will be presented in km/s.

In the cosmological setting, for \(T < T_k\) the neutrino spectrum evolves according to the well known Fermi-Dirac-Einstein-Vlasov (FDEV) free-streaming distribution \[19\].
By casting it in a relativistically invariant form we can then make a transformation to the rest frame of an observer moving with relative velocity $v_{\text{rel}}$ and obtain

$$f(p^{\mu}) = \frac{1}{\Upsilon^{-1} e^{\sqrt{(p^{\mu}U_{\mu})^2 - m_{\nu}^2/T_{\nu}}} + 1}. \quad (3.1.1)$$

The 4-vector characterizing the rest frame of the neutrino FDEV distribution is

$$U^{\mu} = (\gamma, 0, 0, v_{\text{rel}} \gamma), \quad \gamma = 1/\sqrt{1 - v_{\text{rel}}^2}, \quad (3.1.2)$$

where we have chosen coordinates so that the relative motion is in the $z$-direction. The neutrino effective temperature $T_{\nu}(t) = T_k (a(t_k)/a(t))$ is the scale-shifted freeze-out temperature $T_k$. Here $a(t)$ is the cosmological scale factor where $\dot{a}(t)/a(t) \equiv H$ is the observable Hubble parameter. $\Upsilon$ is the fugacity factor, here describing the underpopulation of neutrino phase space that was frozen into the neutrino FDEV distribution in the process of decoupling from the $e^\pm, \gamma$-QED background plasma.

There are several available bounds on neutrino masses. Neutrino energy and pressure components are important before photon freeze-out and thus $m_{\nu}$ impacts Universe dynamics. The analysis of CMB data alone leads to $\sum_i m_{\nu}^i < 0.66\text{eV}$ ($i = e, \mu, \tau$) and including Baryon Acoustic Oscillation (BAO) gives $\sum m_{\nu} < 0.23\text{eV}$ [1]. PLANCK CMB with lensing observations [43] lead to $\sum m_{\nu} = 0.32 \pm 0.081 \text{eV}$. Upper bounds have been placed on the electron neutrino mass in direct laboratory measurements $m_{\nu_e} < 2.05\text{eV}$ [44,45]. In the subsequent analysis we will focus on the neutrino mass range $0.05\text{eV}$ to $2\text{eV}$ in order to show that direct measurement sensitivity allows the exploration of a wide mass range.

The relations derived in [27] and restated in section 2.3 determine $T_{\nu}/T_{\gamma}$ and $\Upsilon$ in terms of the measured value of $N_{\nu}$ under the assumption of a strictly SM-particle inventory. In the following we treat $N_{\nu}$ as a variable model parameter and use the above mentioned relations to characterize our results in terms of $N_{\nu}$. 
3.2 Velocity, Energy, and Wavelength Distributions

Using Eq. (3.1.1), the normalized FDEV velocity distribution for an observer in relative motion has the form

$$f_v = \frac{g_{\nu}}{n_{\nu} 4\pi^2} \int_0^\pi \frac{p^2 dp}{dv} \sin(\phi) d\phi$$

$$\left[ Y^{-1} e^{-v_{\text{rel}} \cos(\phi) E^{1/2} - m_{\nu}^2 / (2T_{\nu} + 1)} \right],$$

$$p(v) = \frac{m_{\nu} v}{\sqrt{1 - v^2}}$$

$$\frac{dp}{dv} = \frac{m_{\nu}}{(1 - v^2)^{3/2}}.$$  (3.2.1)

The normalization $n_{\nu}$ depends on $N_\nu$ but not on $m_{\nu}$ since decoupling occurred at $T_k \gg m_{\nu}$. For each neutrino flavor (all flavors are equilibrated by oscillations) we have, per neutrino or antineutrino and at non-relativistic relative velocity,

$$n_{\nu} = \left[ -0.3517 \delta N_{\nu}^2 + 6.717 \delta N_{\nu} + 56.06 \right] \text{cm}^{-3}$$  (3.2.2)

($\delta N_{\nu} \equiv N_{\nu} - 3$), compare to Eq.(55) in Ref. [27].

We show $f_v$ in figure 3.1 for several values of the neutrino mass, $v_{\text{rel}} = 300$ km/s, and $N_{\nu} = 3.046$ (solid lines) and $N_{\nu} = 3.62$ (dashed lines). As expected, the lighter the neutrino, the more $f_v$ is weighted towards higher velocities with the velocity becoming visibly peaked about $v_{\text{rel}}$ for $m_{\nu} = 2$ eV.
A similar procedure produces the normalized FDEV energy distribution \( f_E \). In Eq. (3.2.1) we replace \( dp/dv \to dp/dE \) where it is understood that

\[
p(E) = \sqrt{E^2 - m_\nu^2}, \quad \frac{dp}{dE} = \frac{E}{p}.
\]  

(3.2.3)

We show \( f_E \) in figure 3.2 for several values of the neutrino mass, \( v_{\text{rel}} = 300 \text{ km/s} \), and \( N_\nu = 3.046 \) (solid lines) and \( N_\nu = 3.62 \) (dashed lines). The width of the FDEV energy distribution is on the micro-eV scale and the kinetic energy \( T = E - m_\nu \) is peaked about \( T = \frac{1}{2} m_\nu v_{\text{rel}}^2 \), implying that the relative velocity between the Earth and the CMB is the dominant factor for \( m_\nu > 0.1 \text{ eV} \).

By multiplying \( f_E \) by the neutrino velocity and number density for a single neutrino flavor (without anti-neutrinos) we obtain the particle flux density,

\[
\frac{dJ}{dE} \equiv \frac{dn}{dAdtdE},
\]  

shown in figure 3.3. We show the result for \( N_\nu = 3.046 \) (solid lines) and \( N_\nu = 3.62 \) (dashed lines). The flux is normalized in these cases to a local denisty 56.36 cm\(^{-3}\) and 60.10 cm\(^{-3}\) respectively. The precise neutrino flux in the Earth frame is significant for efforts to detect relic neutrinos, such as the PTOLEMY experiment [40].
dependence of the flux shows a large sensitivity to the mass. However, the maximal fluxes do not vary significantly with $m$. In fact the maximum values are independent of $m$ when $v_{\text{rel}} = 0$, as follows from the fact that $v = p/E = dE/dp$. In the Earth frame, where $0 < v_\Phi \ll c$, this translates into only a small variation in the maximal flux.

Using $\lambda = 2\pi/p$ we find in the the normalized FDEV de Broglie wavelength distribution

$$f_\lambda = \frac{2\pi g_\nu}{n_\nu \lambda^3} \int_0^\pi \frac{\sin(\phi) d\phi}{\sqrt{\gamma - v_{\text{rel}} E \cos(\phi) - m_\nu^2 / \gamma + 1}}$$

shown in figure 3.4 for $v_{\text{rel}} = 300 \text{ km/s}$ and for several values $m_\nu$ comparing $N_\nu = 3.046$ with $N_\nu = 3.62$.

### 3.3 Drag Force

Given the neutrino distribution, we evaluate the drag force due to the anisotropy of the neutrino distribution in the rest frame of the moving object for $N_\nu = 3.046$. The relic neutrinos will undergo potential scattering with the scale of the potential
Figure 3.4. Neutrino FDEV de Broglie wavelength distribution in the Earth frame. We show in top panel the distribution for $N_{\nu} = 3.046$ (solid lines) and $N_{\nu} = 3.62$ (dashed lines) and in bottom panel their ratio.

strength being

$$V_0 = CG_F\rho_{N_c}, \quad \rho_N \equiv N_c/R^3$$

(3.3.1)

where $R$ is the linear size of the detector. When the detector size is smaller than the quantum de Broglie wavelength of the neutrino, all scattering centers are added coherently to for the target effective ‘charge’ $N_c$. $\rho_{N_c}$ is the charge density, and $C=O(1)$ and is depending on material composition of the object. Such considerations are of interest both for scattering from terrestrial detectors, as well as for ultra-dense objects of neutron star matter density, e.g. strangelet CUDOS [46] - recall that such nuclear matter fragments with $R < \lambda$ despite their small size would have a mass rivaling that of large meteors. We find $V_0 \approx 10^{-13}$ eV for normal matter densities, but for nuclear target density a potential well with $V_0 \approx O(10 eV)$.

We consider relic neutrino potential scattering to obtain the average momentum transfer to the target and hence the drag force. The particle flux per unit volume in momentum space is

$$\frac{dn}{dt dA d^3p}(p) = 2f(p)p/m_{\nu}, \quad p \equiv |p|$$

(3.3.2)

where the factor of two comes from combining neutrinos and anti-neutrinos of a given
flavor. Our use of non-relativistic velocity is justified by figure 3.1. The recoil change in detector momentum per unit time is

\[
\frac{d\mathbf{p}}{dt} = \int q A \frac{dn}{dtdAdp}(\mathbf{p})d^3p,
\]

\[
q A \equiv (\mathbf{p} - \mathbf{p}_f)\frac{d\sigma}{d\Omega}(\mathbf{p}_r, \mathbf{p})d\Omega.
\]

(3.3.3)

Here \(\mathbf{p}\) and \(\mathbf{p}_f\), the incoming and outgoing momenta respectively, have the same magnitude. \(qA\) is the momentum transfer times area, averaged over outgoing momenta, and \(d\Omega\) is the solid angle for to \(\mathbf{p}_f\).

For a spherically symmetric potential the differential cross section depends only on the incoming energy and the angle \(\phi\) between \(\mathbf{p}\) and \(\mathbf{p}_r\). Therefore, for each \(\mathbf{p}\) the integral over \(d\Omega\) of the components orthogonal to \(\hat{z}\) integrate to zero by symmetry. This implies

\[
q A \equiv 2\pi \mathbf{p} \int (1 - \cos(\phi)) \frac{d\sigma}{d\Omega}(p, \phi) \sin(\phi) d\phi.
\]

(3.3.5)

The only angular dependence in the neutrino distribution is in \(\mathbf{p} \cdot \hat{z}\) and therefore the components of the force orthogonal to \(\hat{z}\) integrate to zero, giving

\[
\frac{d\mathbf{p}}{dt} = \frac{8\pi^2 \mathbf{\hat{z}}}{m_\nu} \int p^4 g(p) f(p, \phi) \cos(\phi) \sin(\phi) dp d\phi,
\]

\[
g(p) \equiv \int_0^\pi (1 - \cos(\phi)) \frac{d\sigma}{d\Omega}(p, \phi) \sin(\phi) d\phi.
\]

(3.3.6)

For the case of normal density matter, the Born approximation is valid due to the weakness of the potential compared to the neutrino energy seen in figure 3.2. To obtain an order of magnitude estimate, we take a Gaussian potential

\[
V(r) = V_0 e^{-r^2/R^2}
\]

(3.3.8)

for which the differential cross section in the Born approximation can be analytically evaluated

\[
\frac{d\sigma}{d\Omega}(p, \phi) = \frac{\pi m_\nu^2 V_0^2 R^6}{4} e^{-q^2 R^2/2},
\]

\[
q = |\mathbf{p} - \mathbf{p}_f| = 2p \sin(\phi/2).
\]

(3.3.9)
The integral over $\phi$ in Eq. (3.3.7) can also be done analytically,

$$g(p) = \pi m_\nu^2 V_0^2 R^6 \frac{1 - (2R^2p^2 + 1)e^{-2R^2p^2}}{4R^4p^4}.$$  \hspace{1cm} (3.3.10)

In the long and short wavelength limit we have

$$g(p) \approx \frac{\pi}{2} m_\nu^2 V_0^2 R^6, \quad pR \ll 1 \hspace{1cm} (3.3.11)$$

$$g(p) \approx \frac{\pi m_\nu^2 V_0^2 R^2}{4p^4}, \quad pR \gg 1 \hspace{1cm} (3.3.12)$$

We also note that in the short wavelength limit, our coherent scattering treatment is only applicable to properly prepared structured targets [38].

Inserting Eq. (3.3.1) we see that this force is $O(G^2F^2)$, see also [30,32,36], as compared to the $O(G_F)$ effects debated in [29,31,33,47-49]. In long wavelength limit the size $R$ cancels, in favor of $N_c^2$ which explicitly shows that scattering is on the square of the charges of the target. This results in an enhancement of the force by a factor of $N_c$ over the incoherent scattering case, due to $V_0^2$ scaling with $N_c^2$. This effect exactly parallels the proposed detection of supernovae MeV energy scale neutrinos by means of collisions with the entire atomic nucleus [50].

Fits to the integrals in the above force formulas Eq. (3.3.11) and Eq. (3.3.12) can be obtained in the region $0.005\text{eV} \leq m_\nu \leq 0.25\text{eV}$, $v_{rel} \leq 300\text{km/s}$, yielding

$$F_L = 2 \times 10^{-31}N \left( \frac{m_\nu}{0.1\text{eV}} \right)^2 \left( \frac{V_0}{1\text{peV}} \right)^2 \left( \frac{R}{1\text{mm}} \right)^6 \frac{v_{rel}}{v_\Phi}, \hspace{1cm} (3.3.13)$$

$$F_S = 4 \times 10^{-33}N \left( \frac{m_\nu}{0.1\text{eV}} \right)^2 \left( \frac{V_0}{1\text{peV}} \right)^2 \left( \frac{R}{1\text{mm}} \right)^2 \times \frac{v_{rel}}{v_\Phi} \left( 1 - 0.2 \frac{m_\nu}{0.1\text{eV}} \frac{v_{rel}}{v_\Phi} \right). \hspace{1cm} (3.3.14)$$

We emphasize that they are not valid in the limit as $m_\nu \to 0$. Considering that the current frontier of precision force measurements at the level of individual ions is on
the order of $10^{-24}N$ \[51\], the $O(G_F^2)$ force on a coherent mm-sized terrestrial detector is negligible, despite the factor of $N_c$ enhancement.

We now consider scattering from nuclear matter density $\rho_N \simeq 3 \times 10^8 \text{kg/mm}^3$ objects where $V_0 = O(10\text{eV})$ is effectively infinite compared to the neutrino energy unless the object velocity relative to the neutrino background is ultra-relativistic. Therefore we are in the hard ‘ball’ scattering limit. As with the analysis for normal matter density, we will investigate both the long and short wavelength limits. In the long wavelength limit, only the S-wave contributes to hard sphere scattering and $d\sigma/d\Omega = R^2$, independent of angle. Using Eq. (3.3.6) and a similar fit to Eq. (3.3.13) gives

$$F_L = \frac{16\pi^2 R^2}{m_\nu} \int p^4 f(p, \tilde{\phi}) \cos(\tilde{\phi}) \sin(\tilde{\phi}) dp d\tilde{\phi}$$

$$\simeq 4 \times 10^{-20}N \left( \frac{R}{1\text{mm}} \right)^2 \frac{v_{rel}}{v_\oplus}.$$  

(3.3.15)

(3.3.16)

In particular the force is independent of $m_\nu$. We also note that at high velocity, Eq. (3.3.15) underestimates the drag force. The resulting acceleration is

$$a = 10^{-28} \frac{m_\nu v_{rel}}{s^2} \left( \frac{R}{1\text{mm}} \right)^{-1} \left( \frac{\rho}{\rho_N} \right)^{-1}.$$  

(3.3.17)

The Newtonian drag time constant, $v_{rel}/a$, is

$$\tau = 10^{26} \frac{R}{\text{yr}} \frac{\rho}{\rho_N}$$

(3.3.18)

which suggests that the compact object produced early on in stellar evolution remain largely unaltered.

The last case to consider is the short wavelength hard sphere scattering limit. This limit is classical and so we no longer treat it as quantum mechanical potential scattering, but rather as elastic scattering of point particle neutrinos from a hard sphere of radius $R$. For a single scattering event where the component of the momentum normal to the sphere is $p^\perp = (p \cdot \hat{r})\hat{r}$, the change in particle momentum is $\Delta p = -2p^\perp$. The particle flux per unit volume in momentum space at a point $r$ on a
radius $R$ sphere $S^2_R$ and inward pointing momentum $\mathbf{p}$ (i.e. $\mathbf{p} \cdot \hat{\mathbf{r}} < 0$) is

$$\frac{dn}{dtdAd^3\mathbf{p}}(x, \mathbf{p}) = 2f(p)|\mathbf{v} \cdot \hat{\mathbf{r}}|$$

(3.3.19)

where the factor of two comes from combining neutrinos and anti-neutrinos of a given flavor. Note that for point particles the flux is proportional to the normal component of the velocity, as opposed to wave scattering where it is proportional to the magnitude of the velocity, seen in Eq. (3.3.2).

Using Eq. (3.3.19), the recoil change in momentum per unit time is

$$\frac{d\mathbf{p}}{dt} = -\int_{p \cdot \hat{\mathbf{r}} < 0} 2\Delta p f(p) \frac{1}{m_\nu} |\mathbf{p} \cdot \hat{\mathbf{r}}| d^3\mathbf{p} R^2 d\Omega. \quad (3.3.20)$$

The only angular dependence in $f$ is through $\mathbf{p} \cdot \hat{\mathbf{r}}$ so by symmetry, the $\hat{\mathbf{x}}$ and $\hat{\mathbf{y}}$ components integrate to 0. Therefore we have

$$\frac{d\mathbf{p}}{dt} = \frac{-4R^2 \hat{\mathbf{z}}}{m_\nu} \int_{p \cdot \hat{\mathbf{r}} < 0} f(p)(\mathbf{p} \cdot \hat{\mathbf{r}})^2 \hat{\mathbf{r}} \cdot \hat{\mathbf{z}} d^3\mathbf{p} d\Omega. \quad (3.3.21)$$

We perform this integration in spherical coordinates for $r$ and in the spherical coordinate vector field basis for $\mathbf{p} = p_r \hat{\mathbf{r}} + p_\theta \hat{\mathbf{r}}_\theta + p_\phi \hat{\mathbf{r}}_\phi$, $p_r < 0$, where we recall

$$\hat{\mathbf{r}} = \cos \theta \sin \phi \hat{\mathbf{x}} + \sin \theta \sin \phi \hat{\mathbf{y}} + \cos \phi \hat{\mathbf{z}},$$

$$\hat{\mathbf{r}}_\theta = -\sin \theta \hat{\mathbf{x}} + \cos \theta \hat{\mathbf{y}},$$

$$\hat{\mathbf{r}}_\phi = \cos \theta \cos \phi \hat{\mathbf{x}} + \sin \theta \cos \phi \hat{\mathbf{y}} - \sin \phi \hat{\mathbf{z}}. \quad (3.3.22)$$

Therefore the force per unit surface area is

$$\frac{1}{A} \frac{d\mathbf{p}}{dt} = \frac{-2}{m_\nu} \int_{\phi < 0} f(p)p_r^2 \cos \phi \sin \phi d\phi d\mathbf{z},$$

$$f(p) = \frac{1}{\sqrt{\frac{m_\nu}{\gamma_\nu E_{\nu}^2} - m_\nu^2 / m_\nu^2} + 1},$$

$$\mathbf{p} \cdot \hat{\mathbf{z}} = p_r \cos \phi - p_\phi \sin \phi. \quad (3.3.23)$$

We obtain an approximation over the range $v_{rel} \leq v_\phi$; 0.05eV $\leq m_\nu \leq 0.25$eV given by

$$F_S = 10^{-20}N \left(\frac{R}{1\text{mm}}\right)^2 \frac{v_{rel}}{v_\phi}. \quad (3.3.24)$$
This is a similar result to the long wavelength hard sphere limit Eq. (3.3.15), but the fact that it is only applicable to objects larger than the neutrino wavelength means that the acceleration it generates is negligible on the timescale of the Universe.

3.4 Summary and Conclusion

In summary, we have characterized the relic cosmic neutrinos and their velocity, energy, and de Broglie wavelength distributions in a frame of reference moving relative to the neutrino background. We have shown explicitly the mass $m_\nu$ dependence and the dependence on neutrino reheating expressed by $N_\nu$, choosing a range within the experimental constraints. This is a necessary input for the measurement of $N_\nu$ and neutrino mass by future detection efforts. Finally, we have discussed in detail the $O(G_F^2)$ mechanical drag force originating in the dipole anisotropy induced by motion relative to the neutrino background. Despite enhancement with the total target charge found within the massive neutrino wavelength, the magnitude of the force is found to be well below the reach of current precision force measurements.

Our results are derived under the assumption that $N_\nu$ is due entirely to SM neutrinos, with no contribution from new particle species. In principle future, relic neutrino detectors, such as PTOLEMY \cite{PTOLEMY}, will be able to distinguish between these alternatives since the effect of $N_\nu$ as presented here is to increase neutrino flux \cite{neutrino_flux}, see Eq. (3.2.2). However, to this end one must gain precise control over the enhancement of neutrino galactic relic density due to gravitational effects \cite{gravitational_effect} as well as the annual modulation \cite{annual_modulation}. 
Part II

General Relativistic Boltzmann Equation and Neutrino Freeze-out
Chapter 4

Geometry Background: Volume Forms on Submanifolds

We now begin our transition from chemical and kinetic equilibrium matter models to full nonequilibrium. This requires the machinery of general relativistic kinetic theory. Before we make that transition, in this chapter we address the purely geometrical problem of inducing volume forms on submanifolds, a problem that will be of interest to us in concrete computations later on and is necessary for the definition of kinetic theory in its usual form. This chapter is much more mathematical than the remainder of this dissertation and, when standard, we use geometrical language and notation here without further explanation. See for example \[54, 55\]. We found this formalism to be a great aid, especially in our development of an improved method for computing scattering integrals, presented in chapter \[6\]. However, if one is content with simply using the results then this chapter is non-essential. See also our paper \[56\].

4.1 Inducing Volume Forms on Submanifolds

Given a Riemannian manifold \((M, g)\) with volume form \(dV_g\) and a hypersurface \(S\), the standard Riemannian hypersurface area form, \(dA_g\) is defined on \(S\) as the volume form of the pullback metric tensor on \(S\). Given vectors \(v_1, \ldots, v_k\) we define the interior product (i.e. contraction) operator acting on a form \(\omega\) of degree \(n \geq k\) as the \(n-k\) form

\[
i_{(v_1, \ldots, v_k)} \omega = \omega(v_1, \ldots, v_k, \cdot).
\]

(4.1.1)

With this notation, the hypersurface area form can equivalently be computed as

\[
dA_g = i_v dV_g
\]

(4.1.2)
where $v$ is a unit normal vector to $S$. This method extends to submanifolds of codimension greater than one as well as to semi-Riemannian manifolds, as long as the metric restricted to the submanifold is non-degenerate.

However, there are many situations where one would like to define a natural volume form on a submanifold that is induced by a volume form in the ambient space, but where the above method is inapplicable, such as defining a natural volume form on the light cone or other more complicated degenerate submanifolds in relativity. In this section, we will describe a method for inducing volume forms on regular level sets of a function that is applicable in cases where there is no metric structure and show its relation to more widely used semi-Riemannian case. We prove analogues of the coarea formula and Fubini’s theorem in this setting.

Let $M$, $N$ be smooth manifolds, $c$ be a regular value of a smooth function $F : M \to N$, and $\Omega^M$ and $\Omega^N$ be volume forms on $M$ and $N$ respectively. Using this data, we will be able to induce a natural volume form on the level set $F^{-1}(c)$. The absence of a metric on $M$ is made up for by the additional information that the function $F$ and volume form $\Omega^N$ on $N$ provide. The following proposition makes our definition precise and proves the existence and uniqueness of the induced volume form.

**Proposition 4.1.1.** Let $M$, $N$ be $m$ (resp. $n$)-dimensional smooth manifolds with volume forms $\Omega^M$ (resp. $\Omega^N$). Let $F : M \to N$ be smooth and $c$ be a regular value. Then there is a unique volume form $\omega$ (also denoted $\omega^M$) on $F^{-1}(c)$ such that $\omega_x = i(v_1, \ldots, v_n)\Omega_x^M$ whenever $v_i \in T_xM$ are such that

$$\Omega^N(F_*v_1, \ldots, F_*v_n) = 1.$$  \hspace{1cm} (4.1.3)

We call $\omega$ the volume form induced by $F : (M, \Omega^M) \to (N, \Omega^N)$.

**Proof.** $F_*$ is onto $T_{F(x)}N$ for any $x \in F^{-1}(c)$. Hence there exists $\{v_i\}_{i=1}^n \subset T_xM$ such that $\Omega^N(F_*v_1, \ldots, F_*v_n) = 1$. In particular, $F_*v_i$ is a basis for $T_{F(x)}N$. Define $\omega_x = i(v_1, \ldots, v_n)\Omega_x$. This is obviously a nonzero $m - n$ form on $T_xF^{-1}(c)$ for each
Suppose \( F_\ast v_i \) and \( F_\ast w_i \) both satisfy Eq. (4.1.3). Then \( F_\ast v_i = A_i^j F_\ast w_j \) for \( A \in SL(n) \). Therefore \( v_i - A_i^j w_j \in \ker F_\ast \). This implies

\[
i_{(v_1, \ldots, v_n)} \Omega^M_x = \Omega^M_x (A_1^{j_1} w_{j_1}, \ldots, A_n^{j_n} w_{j_n}, \cdot) \tag{4.1.4}
\]

since the terms involving \( \ker F_\ast \) will vanish on \( T_x F^{-1}(c) = \ker F_\ast \). Therefore

\[
i_{(v_1, \ldots, v_n)} \Omega^M_x = A_1^{j_1} \cdots A_n^{j_n} \Omega^M_x (w_{j_1}, \ldots, w_{j_n}, \cdot) \tag{4.1.5}
\]

\[
= \sum_{\sigma \in S_n} \pi(\sigma) A_1^{\sigma(1)} \cdots A_n^{\sigma(n)} \Omega^M_x (w_1, \ldots, w_n, \cdot) \tag{4.1.6}
\]

\[
= \det(A) i_{(w_1, \ldots, w_n)} \Omega^M_x \tag{4.1.7}
\]

\[
= i_{(w_1, \ldots, w_n)} \Omega^M_x. \tag{4.1.8}
\]

This proves that \( \omega \) is independent of the choice of \( v_i \). If we can show \( \omega \) is smooth then we are done. We will do better than this by proving that for any \( v_i \in T_x M \) the following holds

\[
i_{(v_1, \ldots, v_n)} \Omega^M_x = \Omega^N(F_\ast v_1, \ldots, F_\ast v_n) \omega_x. \tag{4.1.9}
\]

To see this, take \( w_i \) satisfying Eq. (4.1.3). Then \( F_\ast v_i = A_i^j F_\ast w_j \). This determinant can be computed from

\[
\Omega^N(F_\ast v_1, \ldots, F_\ast v_n) = \det(A) \Omega^N(F_\ast w_1, \ldots, F_\ast w_n) = \det(A). \tag{4.1.10}
\]

Therefore, the same computation as Eq. (4.1.5) gives

\[
i_{(v_1, \ldots, v_n)} \Omega^M_x = \det(A) \omega_x = \Omega^N(F_\ast v_1, \ldots, F_\ast v_n) \omega_x \tag{4.1.11}
\]

as desired. To prove that \( \omega \) is smooth, take a smooth basis of vector fields \( \{V_i\}_1^n \) in a neighborhood of \( x \). After relabeling, we can assume \( \{F_\ast V_i\}_1^n \) are linearly independent at \( F(x) \) and hence, by continuity, they are linearly independent at \( F(y) \) for all \( y \) in
some neighborhood of $x$. In that neighborhood, $\Omega^N(F_*V_1, ..., F_*V_n)$ is non-vanishing and therefore
\[
\omega = (\Omega^N(F_*V_1, ..., F_*V_n))^{-1}i_{(V_1, ..., V_n)}\Omega
\] (4.1.12)
which is smooth.

**Corollary 4.1.1.** For any $v_i \in T_x M$ the following holds
\[
i_{(v_1, ..., v_n)}\Omega^M_x = \Omega^N(F_*v_1, ..., F_*v_n)\omega_x.
\] (4.1.13)

**Corollary 4.1.2.** If $\phi : M \to \mathbb{R}$ is smooth and $c$ is a regular value then by equipping $\mathbb{R}$ with its canonical volume form we have
\[
\omega_x = i_v \Omega^M_x
\] (4.1.14)
where $v \in T_x M$ is any vector satisfying $d\phi(v) = 1$.

It is useful to translate Eq. (4.1.13) into a form that is more readily applicable to computations in coordinates. Choose arbitrary coordinates $y^i$ on $N$ and write $\Omega^N = h^N(y) dy^n$. Choose coordinates $x^i$ on $M$ such that $F^{-1}(c)$ is the coordinate slice
\[
F^{-1}(c) = \{ x : x^1 = ... = x^n = 0 \}
\] (4.1.15)
and write $\Omega^M = h^M(x) dx^m$. The coordinate vector fields $\partial_{x^i}$ are transverse to $F^{-1}(c)$ and so
\[
\Omega^N(F_*\partial_{x^1}, ..., F_*\partial_{x^n}) = h^N(F(x)) \det \left( \frac{\partial F^i}{\partial x^j} \right)_{i,j=1...n}
\] (4.1.16)
and
\[
i_{(\partial_{x^1}, ..., \partial_{x^n})} \Omega^M = h^M(x) dx^{n+1}...dx^m.
\] (4.1.17)
Therefore we obtain
\[
\omega_x = \frac{h^M(x)}{h^N(F(x))} \det \left( \frac{\partial F^i}{\partial x^j} \right)_{i,j=1...n}^{-1} dx^{n+1}...dx^m.
\] (4.1.18)

Just like in the (semi)-Riemannian case, the induced measure allows us to prove a coarea formula where we break integrals over $M$ into slices. In this theorem and
the remainder of the section, we consider integration with respect to the density defined by any given volume form i.e. we ignore the question of defining consistent orientations.

**Theorem 4.1.1** (Coarea formula). Let $M$ be a smooth manifold with volume form $\Omega^M$, $N$ a smooth manifold with volume form $\Omega^N$ and $F : M \to N$ be a smooth map. If $F_*$ is surjective at a.e. $x \in M$ then for $f \in L^1(\Omega^M) \cup L^+(M)$

$$\int_M f(x)\Omega^M(dx) = \int_N \int_{F^{-1}(z)} f(y)\omega^M_z(dy)\Omega^N(dz)$$

where $\omega^M_z$ is the volume form induced on $F^{-1}(z)$ as in lemma 4.1.1.

**Proof.** First suppose $F$ is a submersion. By the rank theorem there exists a countable collection of charts $(U_i, \Phi_i)$ that cover $M$ and corresponding charts $(V_i, \Psi_i)$ on $N$ such that

$$\Psi_i \circ F \circ \Phi^{-1}_i(y^1, ..., y^{m-n}, z^1, ..., z^n) = (z^1, ..., z^n).$$

Let $\sigma_i$ be a partition of unity subordinate to $U_i$. For each $i$ and $z$ we have $\Phi_i(U_i \cap F^{-1}(z)) = (\mathbb{R}^{m-n} \times \{\Psi_i(z)\}) \cap \Phi_i(U_i)$. We can assume that the $\Phi_i(U_i) = U_1^i \times U_2^i \subset \mathbb{R}^{m-n} \times \mathbb{R}^n$ and therefore each $\Phi_i$ is a slice chart for $F^{-1}(z)$ for all $y$ such that $F^{-1}(z) \cap U_i \neq \emptyset$. In other words, $\Phi_i(U_i \cap F^{-1}(z)) = U_1^i \times \{\Psi_i(z)\}$. This lets us compute the left and right hand sides of Eq. (4.1.19) for $f \in L^+(M)$

$$\int_M f(x)\Omega^M(dx) = \sum_i \int_{U_i} (\sigma_i f)(x)\Omega^M(dx)$$

$$= \sum_i \int_{\Phi_i(U_i)} (\sigma_i f) \circ \Phi^{-1}(y, z)\Phi^{-1*}\Omega^M(dy, dz)$$

$$= \sum_i \int_{\Phi_i(U_i)} (\sigma_i f) \circ \Phi^{-1}(y, z)|g^M(y, z)|dy^{m-n}dz^n$$

$$= \sum_i \int_{U_1^i} \left[ \int_{U_2^i} (\sigma_i f) \circ \Phi^{-1}(y, z)|g^M(y, z)|dy^{m-n} \right] dz^n$$

where $\Omega^M = g^Mdy^1 \wedge ... \wedge dy^{m-n} \wedge dz^1 \wedge ... \wedge dz^n$. (4.1.25)
and
\[
\int_N \int_{F^{-1}(z)} f(y) \omega_z^M(dy) \Omega^N(dz) = \sum_i \int_N \left[ \int_{\Phi_i(U_i \cap F^{-1}(z))} (\sigma_i f) \circ \Phi_i^{-1}(y, \Psi(z)) \Phi_i^{-1} \omega_i^M(dy) \right] \Omega^N(dz) \tag{4.1.26}
\]
\[
= \sum_i \int_{V_i} \left[ \int_{\Phi_i(U_i \cap F^{-1}(z))} (\sigma_i f) \circ \Phi_i^{-1}(y, \Psi(z)) \Phi_i^{-1} \omega_i^M(dy) \right] \Omega^N(dz) \tag{4.1.27}
\]
\[
= \sum_i \int_{\Psi_i(V_i)} \left[ \int_{\Phi_i(U_i \cap F^{-1}(\Psi^{-1}(z)))} (\sigma_i f) \circ \Phi_i^{-1}(y, z) \Phi_i^{-1} \omega_i^M(dy) \right] \Psi^{-1}_i \Omega^N(dz) \tag{4.1.28}
\]
\[
= \sum_i \int_{U_i^2} \left[ \int_{U_i^1 \times \{z\}} (\sigma_i f) \circ \Phi_i^{-1}(y, z) g_i^M(y) |g_i^M| dz \right] |\Omega^N(z)| dz^n \tag{4.1.29}
\]
where \( \omega_z^M = g_z^M dy_1 \wedge ... \wedge dy_n \) and \( \Omega^N = g^N dz_1 \wedge ... \wedge dz_n \) for \( g_1^M, g_N > 0 \). \( \tag{4.1.30} \)

Therefore, if we can show \( |g_i^M(y, z)| = |g_i^M(y) g_i^N(z)| \) on \( U_i^1 \times U_i^2 \) we are done. From corollary 4.1.1 we have

\[
(-1)^{(m-n)} g_i^M(y, z) = \Omega^M(\partial_1, ..., \partial_n, \partial_{y_1}, ..., \partial_{y_m}) = \Omega^N(F_* \partial_{z_1}, ..., F_* \partial_{z_n}) g_i^M(y). \tag{4.1.32}
\]

Since \( \Psi \circ F \circ \Phi^{-1} = \pi_2 \) we have \( F_* \partial_{z_j} = \partial_{z_j} \) and so \( \Omega^N(F_* \partial_{z_1}, ..., F_* \partial_{z_n}) = g^N \) which completes the proof in the case where \( F \) is a submersion. The generalization to the case where \( F_* \) is surjective a.e. follows from Sard’s theorem and the fact that the set of \( x \in M \) at which \( F_* \) is surjective is open.

\[
\square
\]

### 4.2 Comparison to Riemannian Coarea Formula

We now recall the classical coarea formula for semi-Riemannian metrics, see \[57\] for example, and give its relation to theorem 4.1.1

**Definition 4.2.1.** Let \( F : (M, g) \to (N, h) \) be a smooth map between semi-Riemannian manifolds. The **normal Jacobian** of \( F \) is

\[
N JF(x) = |\det(F_*|_x(F_*|_x)^T)|^{1/2} \tag{4.2.1}
\]

where \( (F_*|_x)^T \) denotes the adjoint map \( T_x N \to T_x M \) obtained pointwise from the pullback \( T^* N \to T^* M \) combined with the tangent-cotangent bundle isomorphisms defined by the metrics.
Lemma 4.2.1. The normal Jacobian has the following properties.

- \((F_*|_x)^T : T_{F(x)}N \rightarrow (\ker F_*|_x)^\perp\).
- If \(F_*|_x\) is surjective then \((F_*|_x)^T\) is 1-1.
- In coordinates
  \[
  NJF(x) = \left| \det \left( h_{ik}(F(x)) \frac{\partial F^k}{\partial x^i}(x) g^{lm}(x) \frac{\partial F^j}{\partial x^m}(x) \right) \right|^{1/2}. \tag{4.2.2}
  \]
  - If \(F_*|_x\) is surjective and \(g\) is nondegenerate on \(\ker F_*|_x\) then \(F_*|_x(F_*|_x)^T\) is invertible.
  - If \(c \in N\) is a regular value of \(F\) and \(g\) is nondegenerate on \(F^{-1}(c)\) then \(NJF(x)\) is non-vanishing and smooth on \(F^{-1}(c)\).

Combining these lemmas with the rank theorem, one can prove the standard semi-Riemannian coarea formula

Theorem 4.2.1 (Coarea formula). Let \(F : (M, g) \rightarrow (N, h)\) be a smooth map between semi-Riemannian manifolds such that \(F_*\) is surjective at a.e. \(x \in M\) and \(g\) is nondegenerate on \(F^{-1}(c)\) for a.e \(c \in N\). Then for \(\phi \in L^1(dV_g)\) we have

\[
\int_M \phi(x)dV_g = \int_{y \in N} \int_{x \in F^{-1}(y)} \frac{\phi(x)}{NJF(x)} dA_g dV_h \tag{4.2.3}
\]

where \(dA_g\) is the volume measure induced on \(F^{-1}(y)\) by pulling back the metric \(g\). In particular, if \(N = \mathbb{R}\) with its canonical metric then \(NJF = |\nabla F|\) and

\[
\int_M \phi dV_g = \int_{\mathbb{R}} \int_{F^{-1}(r)} \frac{\phi(x)}{|\nabla F(x)|} dA_g dr. \tag{4.2.4}
\]

The relation between the Riemannian coarea theorem and theorem 4.1.1 follows from the following proposition.
Proposition 4.2.1. Let $F : (M, g) \to (N, h)$ be a smooth map between semi-Riemannian manifolds and $c$ be a regular value. Suppose $g$ is nondegenerate on $F^{-1}(c)$. Let $\omega$ be the volume form on $F^{-1}(c)$ induced by $F : (M, dV_g) \to (N, dV_h)$. Then

$$\omega = NJF^{-1}dA_g$$

(4.2.5)
as densities.

Proof. By corollary 4.1.1 for any $v_i \in T_x M$ we have

$$i_{(v_1, \ldots, v_n)} \Omega^M_x = dV_h(F_* v_1, \ldots, F_* v_n) \omega_x.$$ 

(4.2.6)

If we let $v_i$ be an orthonormal basis of vectors orthogonal to $F^{-1}(c)$ at $x$ then $F_* v_i$ are linearly independent and so

$$\omega = (dV_h(F_* v_1, \ldots, F_* v_n))^{-1} i_{(v_1, \ldots, v_n)} dV_g$$

(4.2.7)

$$= (dV_h(F_* v_1, \ldots, F_* v_n))^{-1} dA_g.$$ 

(4.2.8)

Choose coordinates about $x$ and $F(x)$ so that $\partial x_i = v_i$ for $i = 1\ldots n$, $\{\partial x_i\}_{n+1}^m$ span ker $F_*$, and $\partial y_i$ are orthonormal. Then

$$dV_h(F_* v_1, \ldots, F_* v_n) = \sqrt{|\det(h)|} \frac{\partial F^i_j}{\partial x^i} \cdots \frac{\partial F^j_n}{\partial x^n} dy^1 \wedge \ldots \wedge dy^n(\partial y_1, \ldots, \partial y_m)$$

(4.2.9)

$$= \det \left( \frac{\partial F^j_i}{\partial x^i} \right)_{i,j=1}^n.$$ 

(4.2.10)

$F_* \partial x_i = 0$ for $i = n+1\ldots m$ and so $\frac{\partial F^j_i}{\partial x_i} = 0$ for $i = n+1\ldots m$. Letting $\eta = \text{diag}(\pm 1)$ be the
signature of \( g \), we find

\[
N J F(x) = \left| \operatorname{det} \left( h_{ik}(F(x)) \frac{\partial F^k}{\partial x^l}(x) g^{lm}(x) \frac{\partial F^j}{\partial x^m}(x) \right) \right|^{1/2}
\]

\[= \left| \operatorname{det} \left( \sum_{i,m=1}^n \frac{\partial F^k}{\partial x^l}(x) \eta^{im} \frac{\partial F^j}{\partial x^m}(x) \right) \right|^{1/2} \tag{4.2.12} \]

\[
= \left| \operatorname{det} \left( \frac{\partial F^k}{\partial x^l} \right)_{k,l=1}^n \det(\eta^{im})_{i,m=1}^n \det \left( \frac{\partial F^j}{\partial x^m} \right)_{j,m=1}^n \right|^{1/2} \tag{4.2.13} \\
= \left| \operatorname{det} \left( \frac{\partial F^k}{\partial x^l} \right)_{k,l=1}^n \right| \tag{4.2.14} \\
=dV_h(F_*v_1, ..., F_*v_n) \tag{4.2.15}
\]

Therefore

\[
\omega = N J F^{-1} dA_g \tag{4.2.16}
\]

as densities.

In particular, this shows that even though \( N J F \) and \( dA_g \) are undefined individually when \( g \) is degenerate on \( F^{-1}(c) \), one can make sense of their ratio in this situation as the induced volume form \( \omega \).

### 4.3 Delta Function Supported on a Level Set

The induced measure defined above allows for a coordinate independent definition of a delta function supported on a regular level set. Such an object is of great use in performing calculations in relativistic phase space. We give the definition and prove several properties that justify several common formal manipulations that one would like to make with such an object.

**Definition 4.3.1.** Motivated by the coarea formula, we define the composition of the **Dirac delta function** supported on \( c \in N \) with a smooth map \( F: M \to N \) such that \( c \) is a regular value of \( F \) by

\[
\delta_c(F(x)) \Omega^M \equiv \omega^M \tag{4.3.1}
\]
on $F^{-1}(c)$. This is just convenient shorthand, but it commonly used in the physics literature (typically without the justification presented above or in the following results). For $f \in L^1(\omega^M)$ we will write

$$\int_M f(x)\delta_c(F(x))\Omega^M(dx)$$

in place of

$$\int_{F^{-1}(c)} f(x)\omega^M(dx).$$

More generally, if the subset of $F^{-1}(c)$ consisting of critical points, a closed set whose complement we call $U$, has $\dim M - \dim N$ dimensional Hausdorff measure zero in $M$ then we define

$$\int_M f(x)\delta_c(F(x))\Omega^M(dx) = \int_{F^{-1}(c)} f(x)\omega^M.\tag{4.3.4}$$

This holds, for example, if $U^c$ is contained in a submanifold of dimension less than $\dim M - \dim N$.

Equivalently, we can replace $U$ in this definition with any open subset of $U$ whose complement still has $\dim M - \dim N$ dimensional Hausdorff measure zero. In this situation, we will say $c$ is a regular value except for a lower dimensional exceptional set. Note that while Hausdorff measure depends on a choice of Riemannian metric on $M$, the measure zero subsets are the same for each choice.

Using Eq. (4.1.18), along with the coordinates described there, we can (at least locally) write the integral with respect to the delta function in the more readily usable form

$$\int_M f(x)\delta_c(F(x))\Omega^M = \int_{F^{-1}(c)} f(x)\frac{h^M(x)}{h^N(F(x))}\left| \det \left( \frac{\partial F^i}{\partial x^j} \right) \right|^{-1} dx^{n+1}...dx^m.\tag{4.3.5}$$

The absolute value comes from the fact that we use $\delta_c(F(x))\Omega^M$ to define the orientation on $F^{-1}(c)$.

As expected, such an operation behaves well under diffeomorphisms.
Lemma 4.3.1. Let $c$ be a regular value of $F : M \to N$ and $\Phi : M' \to M$ be a diffeomorphism. Then the delta functions induced by $F : (M, \Omega^M) \to (N, \Omega^N)$ and $F \circ \Phi : (M', \Phi^*\Omega^M) \to (N, \Omega^N)$ satisfy
\[
\delta_c(F \circ \Phi)(\Phi^*\Omega^M) = \Phi^*(\delta_c(F)\Omega^M).
\]
(4.3.6)

Lemma 4.3.2. Let $c$ be a regular value of $F : (M, \Omega^M) \to (N, \Omega^N)$ and $\Phi : N \to (N', \Omega^{N'})$ be a diffeomorphism where $\Phi^*\Omega^{N'} = \Omega^N$. Then the delta functions induced by $F : (M, \Omega^M) \to (N, \Omega^N)$ and $\Phi \circ F : (M, \Omega^M) \to (N', \Omega^{N'})$ satisfy
\[
\delta_c(F)\Omega^M = \delta_{\Phi(c)}(\Phi \circ F)\Omega^M.
\]
(4.3.7)

We also have a version of Fubini’s theorem.

Theorem 4.3.1 (Fubini’s Theorem for Delta functions). Let $M_1, M_2, N$ be smooth manifolds with volume forms $\Omega_1, \Omega_2, \Omega^N$. Let $M \equiv M_1 \times M_2$ and $\Omega \equiv \Omega_1 \wedge \Omega_2$. Suppose that the set of $(x, y) \in F^{-1}(c)$ such that $F|_{M_1 \times \{y\}}$ is not regular at $x$ has dimension $M_1 + \dim M_2 - \dim N$ dimensional Hausdorff measure zero in $M_1 \times M_2$ (we denote the complement of this closed set by $U$). Then for $f \in L^1(\omega) \cup L^+(F^{-1}(c))$ we have
\[
\int_M f(x, y)\delta_c(F(x, y))\Omega(dx, dy) = \int_{M_2} \left[ \int_{U^y} f(x, y)\delta_c(F(x, y))\Omega_1(dx) \right] \Omega_2(dy)
\]
(4.3.8)
where $U^y = \{ x \in M_1 : (x, y) \in U \}$.

Proof. Our assumption about $F|_{M_1 \times \{y\}}$ implies that $c$ is a regular value of $F : M_1 \times M_2 \to N$ except for the lower dimensional exceptional set $U^c$ and for $y \in M_2$, $c$ is also a regular value of $F|_{U^y \times \{y\}}$, hence both sides of Eq. (4.3.8) are well defined (note this is open in $M_1$). Rewriting Eq. (4.3.8) without the delta function, we then need to show that
\[
\int_{F|_{U^c}(c)} f(x, y)d\omega = \int_{M_2} \left[ \int_{F|_{U^y \times \{y\}}(c)} f(x, y)\omega_1(c, y)(dx) \right] \Omega_2(dy).
\]
(4.3.9)
where \( \omega_{c,y}^1 \) is the induced volume form on \( F|_{U^{\ast}\times \{y\}}^{-1}(c) \).

Consider the projection map restricted to the \( c \)-level set, \( \pi_2 : F|_{U^{\ast}}^{-1}(c) \to M_2 \). By assumption, \( F|_{M_1 \times \{y\}} \) is regular at \( x \) for all \( (x, y) \in F|_{U^{\ast}}^{-1}(c) \). For such an \( (x, y) \), take a basis \( w_i \in T_yM_2 \). Since \( F|_{M_1 \times \{y\}} \) has full rank at \( x \), for each \( i \) there exists \( v_i \in T_xM_1 \) such that \( F(\cdot, y)_\ast v_i = F_\ast(0, w_i) \). Therefore \( (-v_i, w_i) \in \ker F_\ast |_{(x,y)} = T_{(x,y)}F|_{U^{\ast}}^{-1}(c) \). Hence \( w_i \in \pi_2 \ast T_{(x,y)}F^{-1}(c) \) and so \( \pi_2 : F|_{U^{\ast}}^{-1}(c) \to M_2 \) is regular at \( (x, y) \).

Since \( \pi_2 \) is regular for all \( (x, y) \in F|_{U^{\ast}}^{-1}(c) \) the coarea formula applies, giving

\[
\int_{F|_{U^{\ast}}^{-1}(c)} f \, d\omega = \int_{M_2} \left[ \int_{\pi_2^{-1}(y)} f \tilde{\omega}_{c,y}^1 \right] \Omega_2(dy) \quad (4.3.10)
\]

for all \( f \in L^1(\omega) \cup L^+(F^{-1}(c)) \), where \( \tilde{\omega}_{c,y}^1 \) is the volume form on \( \pi_2^{-1}(y) \) induced by \( \pi_2 : (F|_{U^{\ast}}^{-1}(c), \omega) \to (M_2, \Omega_2) \).

As a point set, \( \pi_2^{-1}(y) = F|_{U^{y\times \{y\}}}^{-1}(c) \) and both are embedded submanifolds of \( M_1 \times M_2 \) for a.e. \( y \in M_2 \), hence are equal as manifolds. So if we can show \( \tilde{\omega}_{c,y}^1 = \omega_{c,y}^1 \) as densities whenever \( F|_{M_1 \times \{y\}} \) is regular at \( x \) for some \( (x, y) \) then we are done.

Given any such \( (x, y) \), take \( v_i \in T_xM_1 \) such that \( \Omega^N(F(\cdot, y)_{\ast} v_i) = 1 \). By definition, \( \omega_{c,y}^1 = i_{\langle v_1,\ldots,v_n \rangle} \Omega_1 \). We also have \( (v_i, 0) \in T_{(x,y)}M_1 \times M_2 \) and \( \Omega^N(F_\ast(v_i, 0)) = 1 \). Hence

\[
\omega = i_{\langle (v_1,0),\ldots,(v_n,0) \rangle} (\Omega_1 \wedge \Omega_2) = (i_{\langle (v_1,0),\ldots,(v_n,0) \rangle} \Omega_1) \wedge \Omega_2. \quad (4.3.11)
\]

Let \( w_i \in T_yM_2 \) such that \( \Omega_2(w_1,\ldots,w_{m_2}) = 1 \). By the same argument as above, there exists \( \tilde{v}_i \in T_xM_1 \) such that \( (\tilde{v}_i, w_i) \in \ker F_\ast = T_{(x,y)}F^{-1}(c) \). \( \pi_2 \ast (\tilde{v}_i, w_i) = w_i \) and \( \Omega_2(w_1,\ldots,w_{m_2}) = 1 \) so by definition,

\[
\tilde{\omega}_{c,y}^1 = i_{\langle (\tilde{v}_1,w_1),\ldots,(\tilde{v}_{m_2},w_{m_2}) \rangle} \omega \quad (4.3.13)
\]

Since any term containing \( \Omega_2 \) will vanishes on \( T_F(\cdot, y)^{-1}(c) \subset TM_1 \), we have

\[
\tilde{\omega}_{c,y}^1 = (-1)^{m_1-n} i_{\langle (v_1,0),\ldots,(v_n,0) \rangle} \Omega_1 \quad (4.3.14)
\]
\[
= (-1)^{m_1-n} \omega_{c,y}^1 \wedge \left( i_{\langle (\tilde{v}_1,w_1),\ldots,(\tilde{v}_{m_2},w_{m_2}) \rangle} \Omega_2 \right) \quad (4.3.15)
\]
\[
= (-1)^{m_1-n} \omega_{c,y}^1. \quad (4.3.16)
\]
As we are integrating with respect to the densities defined by \( \omega_{c,y}^1 \) and \( \tilde{\omega}_{c,y}^1 \), we are done.

Before moving on, we give a few more useful identities.

**Proposition 4.3.1.** Let \((c_1, c_2)\) be a regular value of \( F \equiv F_1 \times F_2 : (M, \Omega^M) \to (N_1 \times N_2, \Omega^{N_1} \wedge \Omega^{N_2}) \). Then \( c_2 \) is a regular value of \( F_2 \), \( c_1 \) is a regular value of \( F_1 \mid_{F_2^{-1}(c_2)} \) and we have

\[
\delta(F)\Omega^M = \delta(F_1)(\delta(F_2)\Omega^M) \tag{4.3.17}
\]

**Proof.** \((c_1, c_2)\) is a regular value of \( F \), hence there exists \( v_i, w_i \) such that \( F_* v_i = (\tilde{v}_i, 0) \), \( F_* w_i = (0, \tilde{w}_i) \) satisfy

\[
\Omega^{N_1}(\tilde{v}_1, ..., \tilde{v}_{n_1}) = 1, \quad \Omega^{N_2}(\tilde{w}_1, ..., \tilde{w}_{n_2}) = 1. \tag{4.3.18}
\]

After rescaling, we can assume

\[
\Omega^{N_1}(\tilde{v}_1, ..., \tilde{v}_{n_1}) = 1, \quad \Omega^{N_2}(\tilde{w}_1, ..., \tilde{w}_{n_2}) = 1. \tag{4.3.19}
\]

Therefore \( c_2 \) is a regular value of \( F_2 \) and

\[
\delta(F_2)\Omega^M = i_{w_1, ..., w_n} \Omega^M. \tag{4.3.20}
\]

The tangent space to \( F_2^{-1}(c_2) \) is \( \ker(F_2)_* \) which contains \( v_i \). Hence \( c_1 \) is a regular value of \( F_1 \mid_{F_2^{-1}(c_2)} \) and

\[
\delta(F_1)(\delta(F_2)\Omega^M) = i_{v_1, ..., v_n} \delta(F_2)\Omega^M \tag{4.3.21}
\]

\[
= \pm i_{v_1, ..., v_n, w_1, ..., w_n} \Omega^M \tag{4.3.22}
\]

and so they agree as densities.

**Proposition 4.3.2.** Let \( c_i \in N_i \) be regular values of \( F_i : M_i \to N_i \) and define \( F = F_1 \times F_2 : M_1 \times M_2 \to N_1 \times N_2 \), \( c = (c_1, c_2) \). If \( \Omega^{M_i} \) and \( \Omega^{N_i} \) are volume forms on \( M_i \) and \( N_i \) respectively then

\[
\delta_c(F)\left(\Omega^{M_1} \wedge \Omega^{M_2}\right) = \left(\delta_{c_1}(F_1)\Omega^{M_1}\right) \wedge \left(\delta_{c_2}(F_2)\Omega^{M_2}\right) \tag{4.3.23}
\]
as densities.

**Proof.** Our assumptions ensure that both sides are \( m_1 + m_2 - n_1 - n_2 \)-forms on \( F^{-1}_1(c_1) \times F^{-1}_2(c_2) \). Choose \( v^j_i \in TM_i \) that satisfy \( \Omega^N_i(F_i v^1_i, ..., F_i v^{n_i}_i) = 1 \) then

\[
\Omega^N_i \wedge \Omega^N_i(F_i v^1_i, 0), ..., F_i(v^{n_i}_i, 0), F_i(0, v^1_2), ..., F_i(0, v^{n_2}_2)) = \Omega^N_i \wedge \Omega^N_i(F_1 v^1_1, ..., F_2 v^{n_2}_2) = \Omega^N_i(v^1_1, ..., v^{n_1}_1) \Omega^N_i(v^1_2, ..., v^{n_2}_2) = 1. \tag{4.3.27}
\]

Therefore, by definition

\[
\delta_c \circ F(\Omega^M_i \wedge \Omega^M_2) = i_{(v^1_1, 0), ..., (v^{n_1}_1, 0), (0, v^1_2), ..., (0, v^{n_2}_2)}(\Omega^M_i \wedge \Omega^M_2) = (-1)^{n_2} i_{v^1_1, ..., v^{n_1}_1} \Omega^M_i \wedge i_{v^1_2, ..., v^{n_2}_2} \Omega^M_2 = (-1)^{n_2}(\delta_{c_1} \circ F_1) \wedge (\delta_{c_2} \circ F_2). \tag{4.3.30}
\]

Therefore they agree as densities. \( \square \)

**Proposition 4.3.3.** Let \( F_i : M_i \to N_i \) and \( g : N_1 \times N_2 \to K \) be smooth. Let \( \Omega^M_i, \Omega^N_i, \Omega^K \) be volume forms on \( M_i, N_1, K \) respectively. Suppose \( c \) is a regular value of \( F_1 \) and \( d \) is a regular value of \( g(c, F_2) \) and of \( g \circ F_1 \times F_2 \). Then

\[
\delta_c(F_1)[\delta_d(g \circ F_1 \times F_2)(\Omega^M_i \wedge \Omega^M_2)] = (\delta_c(F_1)\Omega^M_i) \wedge (\delta_d(g(c, F_2))\Omega^M_2). \tag{4.3.31}
\]

**Proof.** Let \( (x, y) \in (f \circ F_1 \times F_2)^{-1}(d) \) with \( x \in F^{-1}(c) \). For any \( w \in T_y N_1 \) there exists \( v \in T_x M_1 \) such that \( F_1_* v = w \). \( d \) is a regular value of \( g(c, F_2) \) hence there exists \( \tilde{v} \) such that \( g(c, F_2)_* \tilde{v} = (g \circ F_1 \times F_2)_*(v, 0) \). Therefore \( (g \circ F_1 \times F_2)_*(v, -\tilde{v}) = 0 \) and \( F_1*(v, -\tilde{v}) = w \). This proves \( c \) is a regular value of \( F_1 \) on \( (g \circ F_1 \times F_2)^{-1}(d) \). This proves both sides are defined and are forms on \( F^{-1}(c) \times g(c, F_2)^{-1}(d) \).

Let \( x \in F^{-1}(c) \) and \( y \in g(c, F_2)^{-1}(d) \) and choose \( v_i, w_j \) such that

\[
\Omega^N_i(F_1 v^1_i, ..., F_1 v^{n_1}_i) = 1, \ \Omega^K(g(c, F_2)_* w_1, ..., g(c, F_2)_* w_k) = 1. \tag{4.3.32}
\]
Then
\[ \Omega^K((g \circ F_1 \times F_2)_*(0, w_1), \ldots, (g \circ F_1 \times F_2)_*(0, w_k)) = 1 \] (4.3.33)
and so
\[ \delta_d(g \circ F_1 \times F_2) \left( \Omega^{M_1} \wedge \Omega^{M_2} \right) = i_{(0, w_1), \ldots, (0, w_k)} \left( \Omega^{M_1} \wedge \Omega^{M_2} \right) \] (4.3.34)
\[ = \Omega^{M_1} \wedge (i_{w_1, \ldots, w_k} \Omega^{M_2}) \] (4.3.35)
\[ = \Omega^{M_1} \wedge \left( \delta_d(g(c, F_2)) \Omega^{M_2} \right). \] (4.3.36)

By the same argument as above, we get \( \tilde{v}_i \) such that \( (v_i, \tilde{v}_i) \in T_{(x, y)}(g \circ F_1 \times F_2)^{-1}(d) \). Hence
\[ \delta_c(F_1) \left[ \delta_d(g \circ F_1 \times F_2) \left( \Omega^{M_1} \wedge \Omega^{M_2} \right) \right] = i_{(v_1, \tilde{v}_1), \ldots, (v_n, \tilde{v}_n)} \left[ \Omega^{M_1} \wedge (i_{w_1, \ldots, w_k} \Omega^{M_2}) \right]. \] (4.3.37)

The only non-vanishing term is
\[ \left( i_{(v_1, \tilde{v}_1), \ldots, (v_n, \tilde{v}_n)} \Omega^{M_1} \right) \wedge \left( i_{w_1, \ldots, w_k} \Omega^{M_2} \right) = \left( i_{v_1, \ldots, v_n} \Omega^{M_1} \right) \wedge \left( i_{w_1, \ldots, w_k} \Omega^{M_2} \right) \] (4.3.38)
since the other terms all contain a \( m_1 - n_1 + l \) form on the \( m_1 - n_1 \)-dimensional manifold \( F^{-1}(c) \) for some \( l > 0 \). This proves the result.

Sometimes it is convenient to use the delta function to introduce "dummy integration variables", by which we mean utilizing the following simple corollary of the coarea formula.

**Corollary 4.3.1.** Let \( \Omega^M \) be a volume form on \( M \), \( F : M \to (N, \Omega^N) \) be smooth, and \( f : N \times M \to \mathbb{R} \) such that \( f(F(\cdot, \cdot)) \in L^1(\Omega^M) \cup L^\infty(M) \). If \( F_* \) is surjective at a.e. \( x \in M \) then
\[ \int_M f(F(x), x) \Omega^M(dx) = \int_N \int_{F^{-1}(z)} f(z, x) \delta_z(F) \Omega^M(dx) \Omega^N(dz). \] (4.3.39)
4.4 Applications

4.4.1 Relativistic Volume Element

We now discuss an application of the above results to the single particle phase space volume element. We first define it in the massive case, where the semi-Riemannian method of defining volume forms is applicable. In such an approach, the massless case is often handled via a limiting argument [58]. We then show how our method is able to handle both the massive and massless case in a unified and simpler manner.

Given a time oriented $n + 1$ dimensional semi-Riemannian manifold $(M, g)$, there is a natural induced metric $\tilde{g}$ on the tangent bundle, called the diagonal lift. At a given point $(x, p) \in TM$ its coordinate independent definition is

\[
\tilde{g}(x, p)(v, w) = g_x(\pi_* v, \pi_* w) + g_x(D_t \gamma_v, D_t \gamma_w)
\]  

(4.4.1)

where $\gamma_v$ is any curve in $TM$ with tangent $v$ at $x$, $\pi : TM \to M$ is the projection, and $D_t \gamma_v$ is the covariant derivative of $\gamma_v$, treated as a vector field along the curve $\pi \circ \gamma_v$, and similarly for $\gamma_w$, see e.g. [59]. The result can be shown to be independent of the choice of curves. In a coordinate system on $M$ where the first coordinate is future timelike and the Christoffel symbols are $\Gamma^\beta_{\sigma\eta}$, consider the induced coordinates $(x^\alpha, p^\alpha)$, $\alpha = 0, \ldots, n$ on $TM$. In these coordinates we have

\[
\tilde{g}(x^\alpha, p^\alpha) = g_{\beta, \delta}(x^\alpha) dx^\beta \otimes dx^\delta + g_{\beta, \delta}(x^\alpha) e^\beta \otimes e^\delta, \ e^\beta = dp^\beta + p^\sigma \Gamma^\beta_{\sigma\alpha}(x^\alpha) dx^\alpha.
\]  

(4.4.2)

The vertical and horizontal subspaces are spanned by

\[ V_\alpha = \partial_{p^\alpha}, \ H_\alpha = \partial_{x^\alpha} - p^\sigma \Gamma^\beta_{\sigma\alpha} \partial_{p^\beta} \]  

(4.4.3)

respectively. The horizontal vector fields satisfy

\[
\tilde{g}(H_\alpha, H_\beta) = g_{\alpha\beta}.
\]  

(4.4.4)
For any manifold (oriented or not), the tangent bundle has a canonical orientation. With this orientation, the volume form on $TM$ induced by $\tilde{g}$ is

$$dV_{(x^\alpha, p^\alpha)} = |g(x^\alpha)| dx^0 \wedge ... \wedge dx^n \wedge dp^0 \wedge ... \wedge dp^n. \quad (4.4.5)$$

where $|g(x^\alpha)|$ denotes the absolute value of the determinant of the component matrix of $g$ in these coordinates.

Of primary interest in kinetic theory for a particle of mass $m \geq 0$ is the mass shell bundle

$$P_m = \{ p \in TM : g(p,p) = m^2, \ p \text{ future directed} \} \quad (4.4.6)$$

and it will be necessary to have a volume form on $P_m$. $P_m$ is a connected component of the zero set of the of the smooth map

$$h : TM \setminus \{0_x : x \in M\} \rightarrow \mathbb{R}, \ h(x,p) = \frac{1}{2}(g_x(p,p) - m^2). \quad (4.4.7)$$

We remove the image of the zero section to avoid problems when $m = 0$. Its differential is

$$dh = \frac{1}{2} \frac{\partial g_{\sigma \delta}}{\partial x^\alpha} p^\sigma p^\delta dx^\alpha + g_{\sigma \delta} p^\sigma dp^\delta = g_{\sigma \delta} p^\sigma \epsilon^\delta. \quad (4.4.8)$$

g is nondegenerate, so for $p = p^\alpha \partial_{x^\alpha} \in TM_x \setminus \{0_x\}$ there is some $v = v^\alpha \partial_{x^\alpha} \in TM_x$ with $g(v,p) \neq 0$. Therefore

$$dh_{(x,p)}(v^\alpha \partial_{p^\alpha}) = g(v,p) \neq 0. \quad (4.4.9)$$

This proves $P_m$ is a regular level set of $h$, and hence is a closed embedded hypersurface of $TM \setminus \{0_x : x \in M\}$. For $m \neq 0$ it is also closed in $TM$, but for $m = 0$ every zero vector is a limit point of $P_m$.

**Massive Case:**

For $m \neq 0$, we will show that $P_m$ is a semi-Riemannian hypersurface in $TM$ and hence inherits a volume form from $TM$. This is the standard method of inducing a volume form, as presented in [58].
The normal to $P_m$ is
\[ \text{grad } h = \tilde{g}^{-1}(dh) = p^\alpha \partial_{p^\alpha} \]
which has norm squared
\[ \tilde{g} (\text{grad } h, \text{grad } h) = g(p, p) = m^2. \]

Therefore, for $m \neq 0$, $P_m$ has a unit normal $N = \text{grad } h / m$ and so it is a semi-Riemannian hypersurface with volume form
\[ \tilde{dV}_m = i_N d\tilde{V} = \frac{|g|}{m} dx^0 \wedge ... \wedge dx^n \wedge \left( \sum_\alpha (-1)^\alpha p^\alpha dp^0 \wedge ... \wedge \tilde{p}^\alpha \wedge ... \wedge dp^n \right) \]
where $i_N$ denotes the interior product (or contraction) and a hat denotes an omitted term. We are also interested in the volume form on $P_{m,x}$ the fiber of $P_m$ over a point $x \in M$. We obtain this by contracting $\tilde{dV}$ with an orthonormal basis of vector fields normal to $P_{m,x}$. Such a basis is composed of $N$ together with an orthonormalization of the basis of horizontal fields, $W_\alpha = \Lambda_\beta^\alpha H_\beta$, where $H_\beta$ are defined in Eq. (4.4.3). Therefore we have
\[ \tilde{dV}_{m,x} = i_{W_0} \ldots i_{W_n} \tilde{dV}_m. \]

We can simplify these expressions by defining a coordinate system on the momentum bundle, writing $p^0$ as a function of the $p^i$. The details, which are standard, are carried out in Appendix [4.A]. The results are
\[ \tilde{dV}_m = \frac{m|g|}{p_0} dx^0 \wedge ... \wedge dx^n \wedge dp^1 \wedge ... \wedge dp^n, \]
\[ \tilde{dV}_{m,x} = \frac{m|g|^{1/2}}{p_0} dp^1 \wedge ... \wedge dp^n. \]

We define $\pi$ and $\pi_x$ by
\[ \pi = \frac{1}{m} \tilde{dV}_m = \frac{|g|}{p_0} dx^0 \wedge ... \wedge dx^n \wedge dp^1 \wedge ... \wedge dp^n, \]
\[ \pi_x = \frac{1}{m} \tilde{dV}_{m,x} = \frac{|g|^{1/2}}{p_0} dp^1 \wedge ... \wedge dp^n. \]
We will typically omit the subscript \( x \) and let the context distinguish whether we are integrating over the full momentum bundle (i.e. both over spacetime and momentum variables) or just momentum space at a single point in spacetime.

**Massless Case:**

When \( m = 0 \) the above construction fails. However, we can use proposition 4.1.1 to induce a volume form using the map Eq. (4.4.7) defined above. Here we carry out the construction for the induced volume form on \( P_{m,x} \) for any \( m \geq 0 \). The volume form on each tangent space \( T_x M \) is

\[
\tilde{d}V_x = |g(x)|^{1/2} dp^0 \wedge ... \wedge dp^n. \tag{4.4.18}
\]

We assume that the coordinates are chosen so that the vector field \( \partial_{p^0} \) is timelike. By Eq. (4.4.8) we find

\[
dh(\partial_{p^0}) = g_{\alpha 0} p^\alpha \neq 0 \tag{4.4.19}
\]

on \( P_{m,x} \). Therefore, by corollary 4.1.1 the induced volume form is

\[
\omega = \frac{1}{dh(\partial_{p^0})} \partial_{p^0} \tilde{d}V_x \\
= \frac{|g|^{1/2}}{p_0} dp^1 \wedge ... \wedge dp^n. \tag{4.4.20}
\]

We can also pull this back under the coordinate chart on \( P_{m,x} \) defined in Appendix 4.A and obtain the same expression in coordinates. This result agrees with our prior definition of Eq. (4.4.17) in the case where \( m > 0 \) but is also able to handle the massless case in a uniform manner, without resorting to a limiting argument as \( m \to 0 \).

We also point out another convention in common use where \( h \) is replaced by \( 2h \). This leads to an additional factor of \( 1/2 \) in the volume element, distinguishing this definition from the one based on semi-Riemannian geometry. However, the convention

\[
\omega = \frac{|g|^{1/2}}{2p_0} dp^1 \wedge ... \wedge dp^n \tag{4.4.22}
\]
is in common use and will be employed in the scattering integral computations in chapter [6].

4.4.2 Relativistic Phase Space

Here we justify several manipulations that are useful for working with relativistic phase space integrals.

Lemma 4.4.1. Let \( V \) be an \( n \)-dimensional vector space. The subset of \( \prod_1^N V \setminus \{0\} \) consisting of \( N \)-tuples of parallel vectors is an \( n + N - 1 \) dimensional closed submanifold of \( \prod_1^N V \setminus \{0\} \).

Proof. The map \( V \times \mathbb{R}^{N-1} \to \prod_1^N V \setminus \{0\} \) given by

\[
F(p, a^2, ..., a^N) = (p, a^2 p, ..., a^N p)
\]

is an injective immersion and maps onto the desired set. \( \square \)

For reactions converting \( k \) particles to \( l \) particles, the relevant phase space is \( 3(k+l) - 4 \) dimensional and so for \( k + l \geq 4 \) (in particular for 2-2 reactions), the set of parallel 4-momenta is lower dimensional and can be ignored. This will be useful as we proceed.

Lemma 4.4.2. Let \( N \geq 4 \). Then

\[
\prod_i \delta(p_i^2 - m_i^2) d^4 p_i = \left( \prod_i \delta(p_i^2 - m_i^2) \right) \prod_i d^4 p_i
\]

and

\[
\delta(\Delta p) \left[ \left( \prod_i \delta(p_i^2 - m_i^2) \right) \prod_i d^4 p_i \right] = \left( \delta(\Delta p) \prod_i \delta(p_i^2 - m_i^2) \right) \prod_i d^4 p_i
\]

where each \( d^4 p_i \) is the standard volume form on future directed vectors, \( \{ p : p^2 \geq 0, p^0 > 0 \} \), we give \( \mathbb{R} \) its standard volume form, and \( \Delta p = a^i p_i, a^i = 1, i = 1, ..., l, a^i = -1, i = l, ..., N \).
Proof. Let \( F_1(p_i) = (p_i^2, ..., p_N^2) \) and \( F_2(p_i) = (\Delta p, F_1(p_i)) \). We need to show that \((m_1^2, ..., m_N^2)\) is a regular value of \( F_1 \) and \((0, m_1^2, ..., m_k^2)\) is a regular value of \( F_2 \). The result then follows from proposition \[4.3.1\]

It holds for \( F_1 \) since each \( p_i \neq 0 \). For \( F_2 \), the differential is

\[
(F_2)^* = \begin{pmatrix}
a^1 I & a^2 I & \cdots & a^N I \\
2\eta_{ij}p_i^j & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & \cdots & 0 & 2\eta_{ij}p_N^j
\end{pmatrix}
\]

where \( I \) is the 4-by-4 identity. The fact that \((F_1)^*\) is onto means that we need only show \((F_2)^*\) maps onto \( \mathbb{R}^4 \times (0, ..., 0) \).

By lemma \[4.4.1\] we assume there exists \( i, j \) such that \( p_i, p_j \) are not parallel. We are done if for each standard basis vector \( e_k \in \mathbb{R}^4 \) there exists \( q \in \mathbb{R}^4 \) such that

\[
p_i \cdot q = \frac{1}{a^j}p_i \cdot e_k, \quad p_j \cdot q = 0.
\]

If \( p_j \) is null then there is a \( c \) such that \( q = cp_j \) satisfies these conditions. If \( p_j \) is non-null then complete it to an orthonormal basis. \( p_i \) must have a component along the orthogonal complement of \( p_j \) and we can take \( q \) to be proportional to that component.

\[\blacksquare\]

4.A Volume Form in Coordinates

Here we derive a useful formula for the volume form on the momentum bundle in a simple coordinate system, continuing from section \[4.4.1\]. We begin in a coordinate system \( x^\alpha \) on \( U \subset M \) and the induced coordinates \( p^\alpha \) on \( TM \) where our only assumption is that the 0’th coordinate direction is future timelike, and so \( g_{00} > 0 \). For any \( v^i \in \mathbb{R}^n \), let \( v^0 = -g_{0i}v^i/g_{00} \). \( v^\alpha \) is orthogonal to the 0’th coordinate direction, and therefore spacelike. Hence

\[
0 \geq g_{\alpha\beta}v^\alpha v^\beta = -(g_{0i}v^i)^2/g_{00} + g_{ij}v^iv^j.
\]
and is zero iff \( v^\alpha = 0 \). Therefore, the following map is well defined

\[
(x^\alpha, p^j) \rightarrow (x^\alpha, p^0(x^\alpha, p^j), p^1, ..., p^n), \quad \alpha = 0...n, \quad j = 1...n
\]

\[
p^0 = -g_{0j}p^j/g_{00} + ((g_{0j}p^j/g_{00})^2 + (m^2 - g_{ij}p^jp^j)/g_{00})^{1/2}. \tag{4.A.2}
\]

and smooth on \( \mathbb{R}^{n+1} \times \mathbb{R}^n \) if \( m \neq 0 \), and on \( \mathbb{R}^{n+1} \times (\mathbb{R}^n \setminus 0) \) if \( m = 0 \). We also have \( g_{00}p^0 + g_{0j}p^j > 0 \) under either of these cases, and so the resulting element of \( TM \) is future directed and has squared norm \( m^2 \), so it maps into \( P_m \). It is a bijection and has full rank, hence it is a coordinate system on \( P_m \). In these coordinates, the volume form is

\[
\tilde{dV}_m = \frac{|g|}{m} dx^0 \wedge ... \wedge dx^n \wedge \left( p^0 dp^1 \wedge ... \wedge dp^n + \sum_j (-1)^j p^j dp^0 \wedge ... \wedge \partial p^j \wedge ... \wedge dp^n \right),
\]

\[
dp^0 = \partial_{\alpha^0} p^0 dx^\alpha + \partial_{p^0}(p^0) dp^j.
\tag{4.A.3}
\]

The terms in \( dp^0 \) involving \( dx^\alpha \) drop out once they are wedged with \( dx^0 \wedge ... \wedge dx^n \), hence

\[
\tilde{dV}_m = \frac{|g|}{m} \left( p^0 - \sum_j p^j \partial_{p^j}(p^0) \right) dx^0 \wedge ... \wedge dx^n \wedge dp^1 \wedge ... \wedge dp^n
\]

\[
p^0 - p^j \partial_{p^j}(p^0) = p^0 + g_{0j}p^j/g_{00} - (g_{0j}p^j/g_{00})^2 - g_{ij}p^jp^j/g_{00} = \left( \frac{1}{g_{00}} \left( g_{00}p^0 + g_{0j}p^j \right)^2 - (g_{0j}p^j)^2/g_{00} + g_{ij}p^jp^j \right) = \frac{m^2}{p_0}. \tag{4.A.4}
\]

Therefore

\[
\tilde{dV}_m = \frac{m|g|}{p_0} dx^0 \wedge ... \wedge dx^n \wedge dp^1 \wedge ... \wedge dp^n. \tag{4.A.5}
\]

To compute the volume form on \( P_{m,x} \), recall that

\[
\tilde{dV}_{m,x} = i_{W_0} ... i_{W_n} \tilde{dV}_m. \tag{4.A.6}
\]

Where \( W_i \) is an orthonormalization of the basis of horizontal fields, \( W_\alpha = \Lambda_\alpha^\beta H_\beta \), where \( H_\beta \) are defined in Eq.(4.4.3). All of the contractions in Eq.(4.4.6) that involve the
\[ dp^\alpha \text{'s will be zero when restricted to } P_{m,x} \text{ since the } dx^\alpha \text{ are zero there. Hence we obtain} \]

\[ \overline{dV}_{m,x} = \frac{|g|}{m} \left( p^0 - \sum_j p^j \partial_{\rho^j}(p^0) \right) dx^0 \wedge ... \wedge dx^n (W_0, ..., W_n) \, dp^1 \wedge ... \wedge dp^n \]

\[ = \frac{|g| det(A)}{m} \left( p^0 - \sum_j p^j \partial_{\rho^j}(p^0) \right) dx^0 \wedge ... \wedge dx^n (H_0, ..., H_n) \, dp^1 \wedge ... \wedge dp^n \]

\[ = \frac{|g|^{1/2}}{m} \left( p^0 - \sum_j p^j \partial_{\rho^j}(p^0) \right) dp^1 \wedge ... \wedge dp^n \quad (4.A.7) \]

since \( det(\Lambda^\sigma_{\alpha} g_{\sigma\delta} \Lambda^\delta_{\beta}) = 1 \). In the coordinate system on \( P_{m,x} \)

\[ (p^j) \rightarrow (p^0(x^\alpha, p^j), p^1, ..., p^n), \]

\[ p^0 = -g_{0j}(x) p^j / g_{00}(x) + \left((g_{0j}(x) p^j / g_{00}(x))^2 + (m^2 - g_{ij}(x) p^i p^j) / g_{00}(x) \right)^{1/2}. \]

(4.A.8) the same calculation as above gives the formula

\[ \overline{dV}_{m,x} = \frac{m|g|^{1/2}}{p_0} dp^1 \wedge ... \wedge dp^n. \]

(4.A.9)
Chapter 5

BOLTZMANN EQUATION SOLVER ADAPTED TO EMERGENT CHEMICAL NON-EQUILIBRIUM

Having completed our brief geometrical interlude, we now return to our study of neutrino freeze-out. The analysis in chapter 2 was based on exact chemical and kinetic equilibrium and sharp freeze-out transitions at $T_{ch}$ and $T_k$, but these are only approximations. The Boltzmann equation is a more precise model of the dynamics of the freeze-out process and furthermore, given the collision dynamics it is capable of capturing in a quantitative manner the non-thermal distortions from equilibrium, for example the emergence of actual distributions and the approximate values of $T_{ch}$, $T_k$, and $\Upsilon$. Indeed, in such a dynamical description no hypothesis about the presence of kinetic or chemical (non) equilibrium needs to be made, as the distribution close to Eq. (2.2.10) with $\Upsilon \neq 1$ emerges naturally as the outcome of collision processes, even when the particle system approaches the freeze-out temperature domain in chemical equilibrium.

Considering the natural way in which chemical non-equilibrium emerges from chemical equilibrium during freeze-out, it is striking that the literature on Boltzmann solvers does not reflect on the accommodation of emergent chemical non-equilibrium into the method of solution. For an all-numerical solver this may not be a necessary step as long as there are no constraints that preclude development of a general non-equilibrium solution. However, when strong chemical non-equilibrium is present either in the intermediate time period or/and at the end of the evolution, a brute force approach could be very costly in computer time. Motivated by this circumstance and past work with physical environments in which chemical non-equilibrium arose, we introduce here a spectral method for solving the Boltzmann equation that utilizes a
dynamical basis of orthogonal polynomials which is adapted to the case of emerging chemical non-equilibrium. We validate our method via a model problem that captures the essential physical characteristics of interest and use it to highlight the type of situation where this new method exhibits its advantages.

In the cosmological neutrino freeze-out context, the general relativistic Boltzmann equation has been used to study neutrino freeze-out in the early universe and has been successfully solved using both discretization in momentum space \[10, 12, 15\] and a spectral method based on a fixed basis of orthogonal polynomials \[13, 14\]. In Refs. \[60, 61\] the non-relativistic Boltzmann equation was solved via a spectral method similar in one important mathematical idea to the approach we present here. For near equilibrium solutions, the spectral methods have the advantage of requiring a relatively small number of modes to obtain an accurate solution, as opposed to momentum space discretization which in general leads to a large highly coupled nonlinear system of odes irrespective of the near equilibrium nature of the system.

The efficacy of the spectral method used in \[13, 14\] can largely be attributed to the fact that, under the conditions considered there, the true solution is very close to a chemical equilibrium distribution, Eq. (2.2.9), where the temperature is controlled by the dilution of the system. However, as we have discussed, the Planck CMB results \[1\] indicate the possibility that neutrinos participated in reheating to a greater degree than previously believed, leading to a more pronounced chemical non-equilibrium and reheating. Efficiently obtaining this emergent chemical non-equilibrium within realm of kinetic theory motivates the development of a new numerical method that adapts to this new circumstance.

In section 5.1 we give a basic overview of the relativistic Boltzmann equation in an FRW Universe. In section 5.2 we discuss our modified spectral method in detail. In subsection 5.2.1 we recall the orthogonal polynomial basis used in \[13, 14\] and in subsection 5.2.2 we introduce our modified basis and characterize precisely the differences in the method we propose. We compare these two bases in subsection
5.2.3 In subsection 5.2.4 we use the Boltzmann equation to derive the dynamics of the mode coefficients and identify physically motivated evolution equations for the effective temperature and fugacity. In section 5.3 we validate the method using a model problem. In section 5.4 we give further details on the construction of the parametrized family orthogonal polynomials we use to solve the Boltzmann equation. The work presented in this chapter can be found in our paper [62].

5.1 Relativistic Boltzmann Equation

Recall the general relativistic Boltzmann equation introduced in chapter 2

\[ p^\alpha \partial_{x^\alpha} f - \Gamma_{\mu \nu}^j p^\mu p^\nu \partial_{p^j} f = C[f]. \] (5.1.1)

As discussed above, the left hand side expresses the fact that particles undergo geodesic motion in between point collisions. The term \( C[f] \) on the right hand side of the Boltzmann equation is called the collision operator and models the short range scattering processes that cause deviations from geodesic motion. For \( 2 \leftrightarrow 2 \) reactions between fermions, such as neutrinos and \( e^\pm \), the collision operator takes the form

\[
C[f_i] = \frac{1}{2} \int F(p_1, p_2, p_3, p_4) S |\mathcal{M}|^2 (2\pi)^4 \delta(\Delta p) \prod_{i=2}^4 \delta_0(p_i^2 - m_i^2) \frac{d^4 p_i}{(2\pi)^3}, \tag{5.1.2}
\]

\[
F = f_3(p_3) f_4(p_4) f^1(p_1) f^2(p_2) - f_1(p_1) f_2(p_2) f^3(p_3) f^4(p_4),
\]

\[
f^i = 1 - f_i.
\]

Here \( |\mathcal{M}|^2 \) is the process amplitude or matrix element, \( S \) is a numerical factor that incorporates symmetries and prevents over-counting, \( f^i \) are the fermi blocking factors, \( \delta(\Delta p) \) enforces four-momentum conservation in the reactions, and the \( \delta_0(p_i^2 - m_i^2) \) restrict the four momenta to the future timelike mass shells.

The matrix element for a \( 2 \leftrightarrow 2 \) reaction is some function of the Mandelstam vari-
ables $s, t, u$, of which only two are independent, defined by

$$s = (p_1 + p_2)^2 = (p_3 + p_4)^2, \quad (5.1.3)$$
$$t = (p_3 - p_1)^2 = (p_2 - p_4)^2, \quad (5.1.4)$$
$$u = (p_3 - p_2)^2 = (p_1 - p_4)^2. \quad (5.1.5)$$

$$s + t + u = \sum_i m_i^2. \quad (5.1.6)$$

We will return to a study of 2-2 scattering kernels for neutrino processes in chapter 6. When testing our method in this chapter, we will use a simplified model to avoid any application specific details.

We now restrict our attention to systems of fermions under the assumption of homogeneity and isotropy. We assume that the particle are effectively massless, i.e. the temperature is much greater than the mass scale. Homogeneity and isotropy imply that the distribution function of each particle species under consideration has the form $f = f(t, p)$ where $p$ is the magnitude of the spacial component of the four momentum. In a flat FRW universe the Boltzmann equation reduces to

$$\partial_t f - pH \partial_p f = \frac{1}{E} C[f], \quad H = \frac{\dot{a}}{a}. \quad (5.1.7)$$

The Boltzmann equation Eq. (5.1.7) can be simplified by the method of characteristics. Writing $f(p, t) = g(a(t)p, t)$ and reverting back to call the new distribution $g \rightarrow f$, the 2nd term in Eq. (5.1.7) cancels out and the evolution in time can be studied directly. Using the formulas for the moments of $f$ Eq. (2.2.4), this transformation implies for the rate of change in the number density and energy density

$$\frac{1}{a^3} \frac{d}{dt} (a^3 n_1) = \frac{g_p}{(2\pi)^3} \int C[f_1] \frac{d^3 p}{E}. \quad (5.1.8)$$
$$\frac{1}{a^4} \frac{d}{dt} (a^4 \rho_1) = \frac{g_p}{(2\pi)^3} \int C[f_1] d^3 p. \quad (5.1.9)$$

For free-streaming particles the vanishing of the collision operator implies conservation of ‘comoving’ particle number of species 1. From the associated powers of $a$
in Eq. (5.1.8) and Eq. (5.1.9) we see that the energy per free streaming particle as measured by an observer scales as $1/a$, a manifestation or redshift.

5.2 Spectral Methods

5.2.1 Polynomials for systems close to kinetic and chemical equilibrium

Here we outline the approach for solving Eq. (5.2.1) used in [13, 14] in order to contrast it with our approach as presented in subsection 5.2.2. As just discussed, the Boltzmann equation is a linear first order partial differential equation and can be reduced using a new variable $y = a(t)p$ via the method of characteristics and exactly solved in the collision free ($C[f] = 0$) limit. This motivates a change of variables from $p$ to $y$ which eliminates the momentum derivative, leaving the simplified equation

$$\partial_t f = \frac{1}{E} C[f]. \tag{5.2.1}$$

We let $\hat{\chi}_i$ be the orthonormal polynomial basis on the interval $[0, \infty)$ with respect to the weight function

$$f_{ch} = \frac{1}{e^y + 1}, \tag{5.2.2}$$

constructed as in [5.1]. $f_{ch}$ is the Fermi-Dirac chemical equilibrium distribution for massless fermions and temperature $T = 1/a$. Therefore this ansatz is well suited to distributions that are manifestly in chemical equilibrium ($\Upsilon = 1$) or remain close and with $T \propto 1/a$, which we call dilution temperature scaling. Assuming that $f$ is such a distribution motivates the decomposition

$$f = f_{ch} \chi, \quad \chi = \sum_i d^i \hat{\chi}_i. \tag{5.2.3}$$

Using this ansatz equation Eq. (5.2.1) becomes

$$\frac{d^k}{dt} = \int_0^\infty \frac{1}{E} \hat{\chi}_k C[f] dy. \tag{5.2.4}$$

Because of Eq. (5.2.3), we call this the chemical equilibrium method.
We also have the following expressions for the particle number density and energy density

\[
    n = \frac{g_p}{2\pi^2 a^3} \sum_0^2 d^i \int_0^\infty f_{ch} \hat{\chi}_i y^2 dy,
\]

(5.2.5)

\[
    \rho = \frac{g_p}{2\pi^2 a^4} \sum_0^3 d^i \int_0^\infty f_{ch} \hat{\chi}_i y^3 dy.
\]

(5.2.6)

Note that the sums truncate at 3 and 4 terms respectively, due to the fact that \( \hat{\chi}_k \) is orthogonal to all polynomials of degree less than \( k \). This implies that in general, at least four modes are required to capture both the particle number and energy flow. More modes are needed if the non-thermal distortions are large and the back reaction of higher modes on lower modes is significant.

### 5.2.2 Polynomials for systems not close to chemical equilibrium

Our primary interest is in solving Eq. (5.2.16) for systems close to the kinetic equilibrium distribution Eq. (2.2.10) but not necessarily in chemical equilibrium, a task for which the method in the previous section is not well suited in general. For a general kinetic equilibrium distribution, the temperature does not necessarily scale as \( T \propto 1/a \) i.e. the temperature is not controlled solely by dilution. For this reason, we will find it more useful to make the change of variables \( z = p/T(t) \) rather than the scaling used in Eq. (5.2.1). Here \( T(t) \) is to be viewed as the time dependent effective temperature of the distribution \( f \), a notion we will make precise later. With this change of variables, the Boltzmann equation becomes

\[
    \partial_t f - z \left( H + \frac{\dot{T}}{T} \right) \partial_z f = \frac{1}{E} C[f].
\]

(5.2.7)

To model a distribution close to kinetic equilibrium at temperature \( T \) and fugacity \( \Upsilon \), we assume

\[
    f(t, z) = f_T(t, z) \psi(t, z), \quad f_T(z) = \frac{1}{\Upsilon^{-1} e^z + 1}
\]

(5.2.8)
where the kinetic equilibrium distribution $f_T$ depends on $t$ because we are assuming $\Upsilon$ is time dependent (with dynamics to be specified later).

We will solve Eq. (5.2.7) by expanding $\psi$ in the basis of orthogonal polynomials generated by the parametrized weight function

$$w(z) \equiv w_\Upsilon(z) \equiv z^2 f_\Upsilon(z) = \frac{z^2}{\Upsilon^{-1} e^z + 1} \quad (5.2.9)$$

on the interval $[0, \infty)$. See 5.A for details on the construction of these polynomials and their dependence on the parameter $\Upsilon$. This choice of weight is physically motivated by the fact that we are interested in solutions that describe massless particles not too far from kinetic equilibrium, but (potentially) far from chemical equilibrium. We call this the chemical non-equilibrium method.

We emphasize that we have made three important changes as compared to the chemical equilibrium method:

1. We allow a general time dependence of the effective temperature parameter $T$ i.e. we do not assume dilution temperature scaling $T = 1/a$.

2. We have replaced the chemical equilibrium distribution in the weight Eq. (5.2.2) with a chemical non-equilibrium distribution $f_T$ i.e. we introduced $\Upsilon$.

3. We have introduced an additional factor of $z^2$ to the functional form of the weight as proposed in a different context in Refs. [60,61].

We note that the authors of [13] did consider the case of fixed chemical potential imposed as an initial condition. This is not the same as an emergent chemical non-equilibrium, i.e. time dependent $\Upsilon$, that we study here, nor do they consider a $z^2$ factor in the weight. We borrowed the idea for the $z^2$ prefactor from Ref. [61], where it was found that including a $z^2$ factor along with the non-relativistic chemical equilibrium distribution in the weight improved the accuracy of their method. Fortuitously, this will also allow us to capture the particle number and energy flow with fewer terms.
than required by the chemical equilibrium method. A suitably modified weight and method allows us to maintain these advantages when a particle mass scale becomes relevant. However, there are some additional qualifications and subtleties that arise in such a program and so we return to this problem in a subsequent work.

5.2.3 Comparison of Bases

Before deriving the dynamical equations for the method outlined in section 5.2.2, we illustrate the error inherent in approximating the chemical non-equilibrium distribution Eq. (2.2.10) with a chemical equilibrium distribution Eq. (2.2.9) whose temperature is $T = 1/a$. Given a chemical non-equilibrium distribution

$$f_\Upsilon(y) = \frac{1}{Y^{-1}e^{y/(aT)} + 1},$$

we can attempt to write it as a perturbation of the chemical equilibrium distribution,

$$f_\Upsilon = f_\text{ch} \chi$$

as we would need to when using the method of section 5.2.1. We expand $\chi = \sum_i d^i \hat{\chi}_i$ in the orthonormal basis generated by $f_\text{ch}$ and, using $N$ terms, form the $N$-mode approximation $f_N^\Upsilon$ to $f_\Upsilon$. The $d^i$ are obtained by taking the $L^2(f_\text{ch}dy)$ inner product of $\chi$ with the basis function $\hat{\chi}_i$,

$$d^i = \int \hat{\chi}_i \chi f_\text{ch}dy = \int \hat{\chi}_i f_\Upsilon dy.$$  

Figures 5.1 and 5.2 show the normalized $L^1(dx)$ errors between $f_N^\Upsilon$ and $f_\Upsilon$, computed via

$$\text{error}_N = \frac{\int_0^\infty |f_\Upsilon - f_N^\Upsilon|dy}{\int_0^\infty |f_\Upsilon|dy}.$$  

We note the appearance of the reheating ratio

$$R \equiv aT$$
in the denominator of Eq. (5.2.10), which comes from changing variables from \( z = p/T \) in Eq. (5.2.9) to \( y = ap \) in order to compare with Eq. (5.2.2). Physically, \( R \) is the ratio of the physical temperature \( T \) to the dilution controlled temperature scaling of \( 1/a \).

In physical situations, including cosmology, \( R \) can vary from unity when dimensioned energy scales influence dynamical equations for \( a \). From the error plots we see that for \( R \) sufficiently close to 1, the approximation performs well with a small number of terms, even with \( \Upsilon \neq 1 \).

**Figure 5.1.** Errors in expansion of Eq. (5.2.10) as a function of number of modes, \( \Upsilon = 0.5 \).

**Figure 5.2.** Errors in expansion of Eq. (5.2.10) as a function of number of modes, \( \Upsilon = 1.5 \).

In the case of large reheating, we find that when \( R \) approaches and surpasses 2, large spurious oscillations begin to appear in the expansion and they persist even when a large number of terms are used, as seen in figures 5.3 and 5.4, where we compare \( f_1/f_{ch}^{1/2} \) with \( f_1^N/f_{ch}^{1/2} \) for \( \Upsilon = 1 \) and \( N = 20 \). See Ref. [62] for further discussion of the origin of these oscillations. This demonstrates that the chemical equilibrium method with dilution temperature scaling will perform extremely poorly in situations that experience a large degree of reheating. For \( R \approx 1 \), the benefit of including fugacity is not as striking, as the chemical equilibrium basis is able to approximate Eq. (5.2.10) reasonably well. However, for more stringent error tolerances including \( \Upsilon \) can reduce
the number of required modes in cases where the degree of chemical non-equilibrium is large.

**Figure 5.3.** Approximation to Eq. (5.2.10) for $\Upsilon = 1$ and $R = 1.85$ using the first 20 basis elements generated by Eq. (5.2.2).

**Figure 5.4.** Approximation to Eq. (5.2.10) for $\Upsilon = 1$ and $R = 2$ using the first 20 basis elements generated by Eq. (5.2.2).

### 5.2.4 Dynamics

In this section we derive the dynamical equations for the method outlined in section 5.2.2. In particular, we identify physically motivated dynamics for the effective temperature and fugacity. Using Eq. (5.2.7) and the definition of $\psi$ from Eq. (5.2.8) we have

$$
\partial_t \psi + \frac{1}{f_T} \frac{\partial f_T}{\partial \Upsilon} \dot{\Upsilon} \psi - \frac{z}{f_T} \left( H + \dot{T} \right) (\psi \partial_\Upsilon f_T + f_T \partial_\Upsilon \psi) = \frac{1}{f_T E} C[f_T \psi].
$$

Denote the monic orthogonal polynomial basis generated by the weight Eq. (5.2.9) by $\psi_n$, $n = 0, 1, ...$ where $\psi_n$ is degree $n$ and call the normalized versions $\hat{\psi}_n$. Recall that $\hat{\psi}_n$ depend on $t$ due to the $\Upsilon$ dependence of the weight function used in the construction. Consider the space of polynomial of degree less than or equal to $N$, spanned by $\hat{\psi}_n$, $n = 0, ..., N$. For $\psi$ in this subspace, we expand $\psi = \sum_{j=0}^N b_j \hat{\psi}_j$ and use
Eq. (5.2.15) to obtain
\[ \sum_i \dot{b}_i \hat{\psi}_i = \sum_i \dot{b}_i \left( H + \frac{T}{T} \right) \left( \partial_z (f_T \hat{\psi}_i) + f_T \partial_z \hat{\psi}_i \right) - \sum_i \dot{b}_i \hat{\psi}_i + \frac{1}{f_T} \partial f_T \hat{\psi}_i + \frac{1}{f_T} E C[f]. \]
\[(5.2.16)\]

From this we see that the equations obtained from the Boltzmann equation by projecting onto the finite dimensional subspace are
\[ \dot{b}_k = \sum_i \dot{b}_i \left( \left( \frac{z}{f_T} \hat{\psi}_i \partial_z f_T, \hat{\psi}_k \right) + \left( \partial_z \hat{\psi}_i, \hat{\psi}_k \right) \right) - \sum_i \dot{b}_i \hat{\psi}_i + \frac{1}{f_T} \partial f_T \hat{\psi}_i + \frac{1}{f_T} E C[f], \hat{\psi}_k \]
\[(5.2.17)\]

where \( \langle \cdot, \cdot \rangle \) denotes the inner product defined by the weight function Eq. (5.2.9)
\[ \langle h_1, h_2 \rangle = \int_0^\infty h_1(z) h_2(z) w_T(z) dz. \]
\[(5.2.18)\]

The term in brackets comprises the linear part of the system, while the collision term contains polynomial nonlinearities when multiple coupled distribution are being modeled using a 2-2 collision operator Eq. (5.1.2).

To isolate the linear part, we define matrices
\[ A^k(\Upsilon) = \left( \frac{z}{f_T} \hat{\psi}_i \partial_z f_T, \hat{\psi}_k \right) + \left( \partial_z \hat{\psi}_i, \hat{\psi}_k \right), \]
\[ B^k(\Upsilon) = C^k(\Upsilon) + D^k(\Upsilon), \quad C^k_i \equiv \Upsilon \left( \frac{1}{f_T} \partial f_T \hat{\psi}_i, \hat{\psi}_k \right), \quad D^k_i \equiv \Upsilon \left( \partial \hat{\psi}_i, \hat{\psi}_k \right). \]
\[(5.2.19)\]

With these definitions, the equations for the \( b^k \) become
\[ \dot{b}^k = \left( H + \frac{T}{T} \right) \sum_i A^k_i(\Upsilon) b^i - \frac{\dot{\Upsilon}}{\Upsilon} \sum_i B^k_i(\Upsilon) b^i + \left( \frac{1}{f_T} E C[f], \hat{\psi}_k \right). \]
\[(5.2.21)\]

See 5.A.1 for details on how to recursively construct the \( \partial_z \hat{\psi}_i \). We show how to compute the inner products \( \langle \hat{\psi}_k, \partial_T \hat{\psi}_k \rangle \) in 5.A.2. In 5.A.3 we prove that that both \( A \) and \( B \) are lower triangular and show that the only inner products involving the
\( \partial_T \hat{\psi}_i \) that are required in order to compute \( A \) and \( B \) are those the above mentioned diagonal elements, \( \langle \hat{\psi}_k, \partial_T \hat{\psi}_k \rangle \).

We fix the dynamics of \( T \) and \( \Upsilon \) by imposing the conditions

\[
b^0(t) \hat{\psi}_0(t) = 1, \quad b^1(t) = 0. \tag{5.2.22}
\]

In other words,

\[
f(t, z) = f_T(t, z) (1 + \phi(t, z)), \quad \phi = \sum_{i=2}^{N} b^i \hat{\psi}_i. \tag{5.2.23}
\]

This reduces the number of degrees of freedom in Eq. (5.2.21) from \( N + 3 \) to \( N + 1 \).

In other words, after enforcing Eq. (5.2.22), Eq. (5.2.21) constitutes \( N + 1 \) equations for the remaining \( N + 1 \) unknowns, \( b^2, ..., b^N, \Upsilon, \) and \( T \). We will call \( T \) and \( \Upsilon \) the first two “modes”, as their dynamics arise from imposing the conditions Eq. (5.2.22) on the zeroth and first order coefficients in the expansion. We will solve for their dynamics explicitly below.

To see the physical motivation for the choices Eq. (5.2.22), consider the particle number density and energy density. Using orthonormality of the \( \hat{\psi}_i \) and Eq. (5.2.22) we have

\[
n = \frac{g_p T^3}{2\pi^2} \sum_i b^i \int_0^{\infty} f_T \hat{\psi}_i z^2 dz = \frac{g_p T^3}{2\pi^2} \sum_i b^i \langle \hat{\psi}_i, 1 \rangle \tag{5.2.24}
\]

\[
= \frac{g_p T^3}{2\pi^2} b^0 \langle \hat{\psi}_0, 1 \rangle = \frac{g_p T^3}{2\pi^2} (1, 1), \tag{5.2.25}
\]

\[
\rho = \frac{g_p T^4}{2\pi^2} \sum_i b^i \int_0^{\infty} f_T \hat{\psi}_i z^3 dz = \frac{g_p T^4}{2\pi^2} \sum_i b^i \langle \hat{\psi}_i, z \rangle \tag{5.2.26}
\]

\[
= \frac{g_p T^4}{2\pi^2} \left( b^0 \langle \hat{\psi}_0, z \rangle + b^1 \langle \hat{\psi}_1, z \rangle \right) = \frac{g_p T^4}{2\pi^2} (1, z). \tag{5.2.27}
\]

Using these together with the definition of the weight function Eq. (5.2.9) we find

\[
n = \frac{g_p T^3}{2\pi^2} \int_0^{\infty} f_T z^2 dz, \tag{5.2.28}
\]

\[
\rho = \frac{g_p T^4}{2\pi^2} \int_0^{\infty} f_T z^3 dz. \tag{5.2.29}
\]

Equations (5.2.28) and (5.2.29) show that the first two modes, \( T \) and \( \Upsilon \), with time evolution fixed by Eq. (5.2.22) combine with the chemical non-equilibrium distribution
capture the number density and energy density of the system exactly. This fact is very significant, as it implies that within the chemical non-equilibrium approach as long as the back-reaction from the non-thermal distortions is small (meaning that the evolution of $T(t)$ and $\Upsilon(t)$ is not changed significantly when more modes are included), all the effects relevant to the computation of particle and energy flow are modeled by the time evolution of $T$ and $\Upsilon$ alone and no further modes are necessary. This gives a clear separation between the averaged physical quantities, characterized by $f_T$, and the momentum dependent non-thermal distortions as contained in

$$\phi = \sum_{i=2}^{N} b^i \hat{\psi}_i.$$  \hfill (5.2.30)

One should contrast this chemical non-equilibrium behavior with the chemical equilibrium situation, where a minimum of four modes is required to describe the number and energy densities, as shown in Eq. (5.2.5). Moreover we will show that convergence to the desired precision is faster in the chemical non-equilibrium approach as compared to chemical equilibrium. Due to the high cost of numerically integrating realistic collision integrals of the form Eq. (5.1.2), this fact can be very significant in applications. We remark that the relations Eq. (5.2.28) are the physical motivation for including the $z^2$ factor in the weight function. All three modifications we have made in constructing our new method, the introduction of an effective temperature i.e. $R \neq 1$, the generalization to chemical non-equilibrium $f_T$, and the introduction of $z^2$ to the weight, Eq. (5.2.14), were needed to obtain the properties Eq. (5.2.28), but it is the introduction of $z^2$ that reduces the number of required modes and hence reduces the computational cost.

With $b^0$ and $b^1$ fixed as in Eq. (5.2.22) we can solve the equations for $\dot{b}^0$ and $\dot{b}^1$ from Eq. (5.2.21) for $\dot{\Upsilon}$ and $\dot{T}$ to obtain
\[
\dot{\Upsilon}/\Upsilon = (Ab)^1 \left( (\frac{1}{f_{1\Upsilon E}} C[f], \hat{\psi}_0) - (Ab)^0 \left( \frac{1}{f_{1\Upsilon E}} C[f], \hat{\psi}_1 \right) \right)
\]
\[
\left[ \Upsilon \partial_\Upsilon (1, 1)/f(2||\psi_0||) + (Bb)^0 \right] (Ab)^1 - (Ab)^0 (Bb)^1,
\] (5.2.31)

\[
\dot{T}/T = (Bb)^1 \left( \frac{1}{f_{1\Upsilon E}} C[f], \hat{\psi}_0 \right) - \left( \frac{1}{f_{1\Upsilon E}} C[f], \hat{\psi}_1 \right) [\Upsilon \partial_\Upsilon (1, 1)/f(2||\psi_0||) + (Bb)^0] (Ab)^1 - (Ab)^0 (Bb)^1 - H
\]
\[
= \frac{1}{(Ab)^1} \left( (Bb)^1 \dot{\Upsilon}/\Upsilon - \left( \frac{1}{f_{1\Upsilon E}} C[f], \hat{\psi}_1 \right) \right) - H. \] (5.2.32)

Here \((Ab)^n = \sum_{j=0}^{N} A_j^n b_j\) and similarly for \(B\) and \(\|\cdot\|\) is the norm induced by \((\cdot, \cdot)\).

In deriving this, we used
\[
\dot{b}^0 = \frac{1}{2||\psi_0||} \Upsilon \partial_\Upsilon (1, 1), \quad \partial_\Upsilon (1, 1) = \int_0^\infty \frac{z^2}{(e^{z/2} + \Upsilon e^{-z/2})^2} dz \] (5.2.33)

which comes from differentiating Eq. (5.2.22).

It is easy to check that when the collision operator vanishes, then the above system is solved by
\[
\Upsilon = \text{constant}, \quad \frac{\dot{T}}{T} = -H, \quad b^n = \text{constant}, \quad n > 2 \] (5.2.34)
i.e. the fugacity and non-thermal distortions are ‘frozen’ into the distribution and the temperature satisfies dilution scaling \(T \propto 1/a\).

When the collision term becomes small, Eq. (5.2.34) motivates another change of variables. Letting \(T = (1 + \epsilon)/a\) gives the equation
\[
\dot{\epsilon} = \frac{1 + \epsilon}{(Ab)^1} \left( (Bb)^1 \dot{\Upsilon}/\Upsilon - \left( \frac{1}{f_{1\Upsilon E}} C[f], \hat{\psi}_1 \right) \right). \] (5.2.35)

Solving this in place of Eq. (5.2.32) when the collision terms are small avoids having to numerically track the free-streaming evolution. In particular this will ensure conservation of comoving particle number, which equals a function of \(\Upsilon\) multiplied by \((aT)^3\), to much greater precision in this regime as well as resolve the freeze-out temperatures more accurately.
Projected Dynamics are Well-defined:

The following calculation shows that, for a distribution initially in kinetic equilibrium, the determinant factor in the denominator of Eq. (5.2.31) is nonzero and hence the dynamics for $T$ and $\Upsilon$, as well as the remainder of the projected system, are well-defined, at least for sufficiently small times.

Kinetic equilibrium implies the initial conditions $b^0 = \|\psi_0\|$, $b^i = 0$, $i > 0$. Therefore we have

$$K \equiv (\Upsilon \partial_T (1, 1)/(2\|\psi_0\|)) + (Bb)^0 (Ab)^1 - (Ab)^0 (Bb)^1$$

(5.2.36)

$$= (C_0^0 A_0^1 - A_0^0 C_0^1) (b^0)^2 + [(D_0^0 A_0^1 - A_0^0 D_0^1) (b^0)^2 + \Upsilon \partial_T (1, 1)/(2\|\psi_0\|) A_0^1 b^0]$$

$$\equiv K_1 + K_2.$$  

(5.2.37)

Inserting the formula for $\hat{\psi}_1$ from Eq. (5.A.1) we find

$$K_1 = (\frac{1}{1 + \Upsilon e^{-z}}, 1) (\frac{-z}{1 + \Upsilon e^{-z}} \hat{\psi}_1, \hat{\psi}_0) - (\frac{-z}{1 + \Upsilon e^{-z}} \hat{\psi}_0) (\frac{1}{1 + \Upsilon e^{-z}} \hat{\psi}_1, 1).$$

(5.2.38)

The Cauchy-Schwarz inequality applied to the inner product with weight function

$$\hat{w} = \frac{w}{1 + \Upsilon e^{-z}} \hat{\psi}_0$$

(5.2.39)

together with linear independence of 1 and $z$ implies that the term in brackets is positive and so $K_1 < 0$ at $t = 0$. For the second term, noting that $D_0^1 = 0$ by orthogonality and using Eq. (5.A.10), we have

$$K_2 = [\langle \partial_T \hat{\psi}_0, \hat{\psi}_0 \rangle \|\psi_0\| + \partial_T (1, 1)/(2\|\psi_0\|) \Upsilon A_0^1 \|\psi_0\|]$$

$$= 0.$$  

(5.2.40)

This proves that $K$ is nonzero at $t = 0$. 

5.3 Validation

We will validate our numerical method on an exactly solvable model problem

\[ \partial_t f - p H \partial_p f = \frac{1}{M} \left( \frac{1}{\Upsilon \exp[p/T_{eq}] + 1} - f(p,t) \right), \quad f(p,0) = \frac{1}{\exp[p/T_{eq}(0)] + 1} \] (5.3.1)

where \( M \) is a constant with units of energy and we choose units in which it is equal to 1. This model describes a distribution that is attracted to a given equilibrium distribution at a prescribed time dependent temperature \( T_{eq}(t) \) and fugacity \( \Upsilon \). This type of an idealized scattering operator, without fugacity, was first introduced in [63].

By changing coordinates \( y = a(t)p \) we find

\[ \partial_t f(y,t) = \frac{1}{\Upsilon^{-1} \exp[y/(a(t)T_{eq}(t))] + 1} - f(y,t). \] (5.3.2)

which has as solution

\[ f(y,t) = \int_0^t \frac{e^{s-t}}{\Upsilon^{-1} \exp[y/(a(s)T_{eq}(s))] + 1} ds + \frac{e^{-t}}{\exp[y/(a(0)T_{eq}(0))] + 1}. \] (5.3.3)

We now transform to \( z = p/T(t) \) where the temperature \( T \) of the distribution \( f \) is defined as in section [5.2.4]. Therefore, we have the exact solution to

\[ \partial_t f - z \left( H + \frac{\dot{T}}{T} \right) \partial_z f = \frac{1}{\Upsilon^{-1} \exp[z/(a(s)T_{eq}(s))] + 1} - f(z,t) \] (5.3.4)

given by

\[ f(z,t) = \int_0^t \frac{e^{s-t}}{\Upsilon^{-1} \exp[a(t)\dot{T}(t)z/(a(s)T_{eq}(s))] + 1} ds + \frac{e^{-t}}{\exp[a(t)\dot{T}(t)z/(a(0)T_{eq}(0))] + 1}. \] (5.3.5)

We use this to test the chemical equilibrium and chemical non-equilibrium methods under two different conditions.

5.3.1 Reheating Test

First we test the two methods we have outlined in a scenario that exhibits reheating. Motivated by applications to cosmology, we choose a scale factor evolving as in the
radiation dominated era, a fugacity $\Upsilon = 1$, and choose an equilibrium temperature that exhibits reheating like behavior with $aT_{eq}$ increasing for a period of time,

$$a(t) = \left(\frac{t + b}{b}\right)^{1/2}, \quad T_{eq}(t) = \frac{1}{a(t)} \left(1 + \frac{1}{e^{-t} + 1}(R - 1)\right) \quad (5.3.6)$$

where $R$ is the desired reheating ratio. Note that $(aT_{eq})(0) = 1$ and $(aT_{eq})(t) \to R$ as $t \to \infty$. Qualitatively, this is reminiscent of the dynamics of neutrino freeze-out, but the range of reheating ratio for which we will test our method is larger than found there.

We solved Eq. (5.3.2) and Eq. (5.3.4) numerically using the chemical equilibrium and chemical non-equilibrium methods respectively for $t \in [0, 10]$ and $b = 5$ and the cases $R = 1.1$, $R = 1.4$, as well as the more extreme ratio of $R = 2$. The bases of orthogonal polynomials were generated numerically using the recursion relations from 5.A. For the applications we are considering, where the solution is a small perturbation of equilibrium, only a small number of terms are required and so the numerical challenges associated with generating a large number of such orthogonal polynomials are not an issue.

**Chemical Equilibrium Method:**

We solved Eq. (5.3.2) using the chemical equilibrium method, with the orthonormal basis defined by the weight function Eq. (5.2.2) for $N = 2, \ldots, 10$ modes (mode numbers $n = 0, \ldots, N - 1$) and prescribed single step relative and absolute error tolerances of $10^{-13}$ for the numerical integration, and with asymptotic reheating ratios of $R = 1.1$, $R = 1.4$, and $R = 2$.

In figures 5.1 and 5.2 we show the maximum relative error in the number densities and energy densities respectively over the time interval $[0, 10]$ for various numbers of computed modes. The particle number density and energy density are accurate, up to the integration tolerance level, for 3 or more and 4 or more modes respectively. This is consistent with Eq. (5.2.5) which shows the number of modes required to capture
each of these quantities. However, fewer modes than these minimum values lead to a large error in the corresponding moment of the distribution function.

\[ R = 1.1 \]
\[ R = 1.4 \]
\[ R = 2 \]

**Figure 5.1.** Maximum relative error in particle number density.

**Figure 5.2.** Maximum relative error in energy density.

**Figure 5.3.** Maximum error in mode coefficients.

**Figure 5.4.** Maximum ratio of $L^1$ error between computed and exact solutions to $L^1$ norm of the exact solution.

To show that the numerical integration accurately captures the mode coefficients of the exact solution, Eq. (5.3.3), we show the error between the computed coefficients...
and actual coefficients, denoted by \( \tilde{b}_n \) and \( b_n \) respectively

\[
\text{error}_n = \max_t |\tilde{b}_n(t) - b_n(t)|, \quad (5.3.7)
\]

in figure 5.3, where the evolution of the system was computed using \( N = 10 \) modes.

In figure 5.4 we show the error between the exact solution \( f \), and the numerical solution \( f^N \) computed using \( N = 2, \ldots, 10 \) modes over the solution time interval, where we define the error by

\[
\text{error}_N = \max_t \frac{\int |f - f^N| dy}{\int |f| dy}. \quad (5.3.8)
\]

For \( R = 1 \) and \( R = 1.4 \) the chemical equilibrium method works reasonably well (as long as the number of modes is at least 4, so that the energy and number densities are properly captured) but for \( R = 2 \) the approximate solution exhibits spurious oscillations, as seen in figure 5.5 and has poor \( L^1 \) error.

![Figure 5.5](image)

**Figure 5.5.** Approximate and exact solution for a reheating ratio \( R = 2 \) and \( N = 10 \) modes.

![Figure 5.6](image)

**Figure 5.6.** \( L^1 \) error ratio as a function of time for \( N = 10 \) modes.

This poor behavior is expected based on the results in section 5.2.3. This is even clearer in figure 5.6 where we show the \( L^1 \) error ratio as a function of time for \( N = 10 \) modes. In the \( R = 2 \) case we see that the error increases as the reheating ratio approaches its asymptotic value of \( R = 2 \) as \( t \to \infty \). As we will see, our methods achieves
a much higher accuracy for a small number of terms in the case of large reheating ratio due to the replacement of dilution temperature scaling with the dynamical effective temperature $T$.

**Chemical Non-Equilibrium Method:**

We now solve Eq. (5.3.2) using the chemical non-equilibrium method, with the orthonormal basis defined by the weight function Eq. (5.2.9) for $N = 2, \ldots, 10$ modes, a prescribed numerical integration tolerance of $10^{-13}$, and asymptotic reheating ratios of $R = 1.1$, $R = 1.4$, and $R = 2$. Recall that we are referring to $T$ and $\Upsilon$ as the first two modes ($n = 0$ and $n = 1$).

![Figure 5.7. Maximum relative error in particle number density.](image1)

![Figure 5.8. Maximum relative error in energy density.](image2)

In figures 5.9 and 5.10 we show the maximum relative error over the time interval $[0, 10]$ in the number densities and energy densities respectively for various numbers of computed modes. Even for only 2 modes, the number and energy densities are accurate up to the integration tolerance level. This is in agreement with the analytical expressions in Eq. (5.2.28).
To show that the numerical integration accurately captures the mode coefficients of the exact solution, Eq. (5.3.3), we give the error in the computed mode coefficients Eq. (5.3.7), where the evolution of the system was computed using \( N = 10 \) modes, in figure 5.11.

In figure 5.12 we show the error between the approximate and exact solutions,
computed as in Eq. (5.3.9) for $N = 2, ..., 10$ and $R = 1.1, 1.4$, and $R = 2$ respectively. For most mode numbers and $R$ values, the error using 2 modes is substantially less than the error from the chemical equilibrium method using 4 modes. The result is most dramatic for the case of large reheating, $R = 2$, where the spurious oscillations from the chemical equilibrium solution are absent, as seen in figure 5.13 as compared to the chemical equilibrium method in figure 5.5. Note that we plot from $z \in [0, 15]$ in comparison to $y \in [0, 30]$ in figure 5.13 due to the relation $z = y/R$ as discussed in section 5.2.3. Additionally, the error no longer increases as $t \to \infty$, as it did for the chemical equilibrium method, see figure 5.14. In fact it decreases since the exact solution approaches chemical equilibrium at a reheated temperature and hence can be better approximated by $f_\Upsilon$.

In summary, in addition to the reduction in the computational cost when going from 4 to 2 modes, we also reduce the error compared to the chemical equilibrium method, all while still capturing the number and energy densities. We emphasize that the error in the number and energy densities is limited by the integration tolerance and not the number of modes (so long as the neglected, higher modes have a negligible impact on the first two modes, as is often the case).

**Figure 5.13.** Approximate and exact solution for $R = 2$ obtained with two modes. **Figure 5.14.** $L^1$ error ratio as a function of time for $n = 10$ modes.
5.3.2 Chemical Non-equilibrium Attractor

The model problem above with $\Upsilon = 1$ is reminiscent of the way that chemical equilibrium can emerge from chemical non-equilibrium in practice; the distribution of interest is attracted to some chemical equilibrium distribution but the particle creation/annihilation processes are not able to keep up with the momentum exchange and maintain an equilibrium particle yield, and so a fugacity $\Upsilon < 1$ develops. However, in order to isolate the effects of the fugacity on the solutions, we will now solve Eq. (5.3.1) under the condition where our distribution is attracted to a fixed chemical non-equilibrium distribution. More specifically, we take $T_{eq}(t) = 1/a(t)$ and fugacities $\Upsilon = 1.5, \Upsilon = 0.9, \Upsilon = 0.75, \Upsilon = 0.5$ with $a(t)$ defined as in Eq. (5.3.6).

Figure 5.15. Maximum ratio of $L^1$ error between computed and exact solutions to $L^1$ norm of the exact solution using the chemical equilibrium method.

Figure 5.16. Maximum ratio of $L^1$ error between computed and exact solutions to $L^1$ norm of the exact solution using the chemical non-equilibrium method.

The behavior of the energy and number density errors are essentially the same as in the reheating test presented above and the mode coefficients are accurately captured, so we do not show these quantities here. Instead we show the maximum $L^1$ error, computed as in Eq. (5.3.9) in figure 5.15 for the chemical equilibrium method and in figure 5.16 for the chemical non-equilibrium method. The error when using
the latter method with only two terms is comparable to the former with four terms.

In figure 5.17 we show the final value of the relative $L^1$ error,

$$\text{error}_n = \frac{\int |f - \tilde{f}| dy}{\int |f| dy}. \quad (5.3.9)$$

where the distribution functions are evaluated at $t = t_f = 10$. This figure is for the chemical non-equilibrium method applied to the chemical non-equilibrium attractor with tol=$10^{-10}$ – the error tolerance was chosen small enough to disentangle integration error from the error due to the number of modes. The chemical non-equilibrium ansatz is able to represent the final asymptotic state accurately and so the final error is much smaller than the maximum error in figure 5.16. For the chemical equilibrium ansatz the final error is nearly the same as the maximum error and so we don’t show it here.

![Figure 5.17. Final value of the ratio of $L^1$ error between computed and exact solutions to $L^1$ norm of the exact solution using the chemical non-equilibrium method.](image)

### 5.4 Summary and Outlook

We have presented a spectral method for solving the Relativistic Boltzmann equation for a system of massless fermions diluting in time based on a dynamical basis of orthogonal polynomials. The method is adapted to systems evolving near kinetic
equilibrium, but allows for potentially strong chemical non-equilibrium in a transient and/or final state as well as strong reheating i.e. decoupling of temperature scaling from dilution scaling.

The method depends on two time dependent parameters, the effective temperature \( T(t) \) and phase space occupancy or fugacity \( \Upsilon(t) \), whose dynamics are isolated by the requirement that the lowest modes capture the energy and particle number densities. This gives the method a natural physical interpretation. In particular, the dynamical fugacity is capable of naturally expressing the emergence of chemical non-equilibrium during the freeze-out process while the effective temperature captures any reheating phenomenon. Any system in approximate kinetic equilibrium that undergoes reheating and/or transitions to chemical non-equilibrium is a good match for this method. In fact it is almost assured that our method will be considerably more computationally economical than the chemical equilibrium spectral method for any physical system in which the cost of computing the collision terms is high.

We validated the method on a model problem that exhibits the physical characteristics of reheating and chemical non-equilibrium. We demonstrated that particle number and energy densities are captured accurately using only two degrees of freedom, the effective temperature and fugacity. In general, this will hold so long as the back reaction from non-thermal distortions is small i.e. as long as kinetic equilibrium is a good approximation.

The method presented here should be compared to the spectral method used in [13, 14], which uses a fixed basis of orthogonal polynomials and is adapted to systems that are close to chemical equilibrium with dilution temperature scaling. In addition to more closely mirroring the physics of systems that exhibit reheating and chemical non-equilibrium, the method presented here has a computational advantage over the chemical equilibrium method. Even when the system is close to chemical equilibrium with dilution temperature scaling, as is the case for the problem studied in [13, 14], the method presented here reduces the minimum number of degrees of
freedom needed to capture the particle number and energy densities from four to two. In turn, this reduces the minimum number of collision integrals that must be evaluated by more than half.

Numerical evaluation of collision operators for realistic interactions is a costly operation and so the new ‘emergent chemical non-equilibrium’ approach we have presented here constitutes a significant reduction in the numerical cost of obtaining solutions. Moreover, even if the chemical equilibrium approach were to be properly modified to gain mathematical advantages we show in our chemical non-equilibrium approach, it is not at all clear that the chemical equilibrium method can, with comparable numerical effort, achieve a precise solution under conditions where transient or final chemical non-equilibrium and reheating are strong.

5.A Orthogonal Polynomials

5.A.1 Generalities

Let \( w : (a, b) \to [0, \infty) \) be a weight function where \((a, b)\) is a (possibly unbounded) interval and consider the Hilbert space \( L^2(wdx) \). We will consider weights such that \( x^n \in L^2(wdx) \) for all \( n \in \mathbb{N} \). We denote the inner product by \( \langle \cdot, \cdot \rangle \), the norm by \( \| \cdot \| \), and for a vector \( \psi \in L^2 \) we let \( \hat{\psi} \equiv \psi/\|\psi\| \). The classical three term recurrence formula can be used to define a set of orthonormal polynomials \( \hat{\psi}_i \) using this weight function, for example see [64],

\[
\psi_0 = 1, \quad \psi_1 = \|\psi_0\| \left( x - \langle x \hat{\psi}_0, \hat{\psi}_0 \rangle \right) \hat{\psi}_0, \tag{5.A.1}
\]

\[
\psi_{n+1} = \|\psi_n\| \left[ \left( x - \langle x \hat{\psi}_n, \hat{\psi}_n \rangle \right) \hat{\psi}_n - \langle x \hat{\psi}_n, \hat{\psi}_{n-1} \rangle \hat{\psi}_{n-1} \right]. \tag{5.A.2}
\]
One can also derive recursion relations for the derivatives of $\psi_n$ with respect to $x$, denoted with a prime,

$$
\psi_0' = 0, \quad \hat{\psi}_1' = \frac{\|\psi_0\|}{\|\psi_1\|} \hat{\psi}_0, \quad (5.3.3)
$$

$$
\hat{\psi}_{n+1}' = \frac{\|\psi_n\|}{\|\psi_{n+1}\|} \left[ \hat{\psi}_n + (x - (x\hat{\psi}_n, \hat{\psi}_n)) \hat{\psi}_n - (x\hat{\psi}_n, \hat{\psi}_{n-1}) \hat{\psi}_{n-1}' \right]. \quad (5.3.4)
$$

Since $\hat{\psi}_n'$ is a degree $n - 1$ polynomial, we have the expansion

$$
\hat{\psi}_n' = \sum_{k<n} a_k^n \hat{\psi}_k. \quad (5.3.5)
$$

Using Eq. (5.3.3) we obtain a recursion relation for the $a_k^n$

$$
a^k_{n+1} = \frac{\|\psi_n\|}{\|\psi_{n+1}\|} \left( \delta_{n,k} - (x\hat{\psi}_n, \hat{\psi}_n) a^k_n - (x\hat{\psi}_n, \hat{\psi}_{n-1}) a^k_{n-1} + \sum_{l<n} a^l_n (x\hat{\psi}_l, \hat{\psi}_k) \right),
$$

$$a^0_1 = \frac{\|\psi_0\|}{\|\psi_1\|}. \quad (5.3.6)
$$

### 5.3.2 Parametrized Families of Orthogonal Polynomials

Our method requires not just a single set of orthogonal polynomials, but rather a parametrized family of orthogonal polynomial generated by a weight function $w_t(x)$ that is a $C^1$ function of both $x \in (a, b)$ and some parameter $t$. To emphasize this, we write $g_t(\cdot, \cdot)$ for $\{\cdot, \cdot\}$. We will assume that $\partial_t w$ is dominated by some $L^1(dx)$ function of $x$ only that decays exponentially as $x \to \pm \infty$ (if the interval is unbounded). In particular, this holds for the weight function Eq. (5.2.9).

Given the above assumption about the decay of $\partial_t w$, the dominated convergence theorem implies that $(p, q)$ is a $C^1$ function of $t$ for all polynomials $p$ and $q$ and justifies differentiation under the integral sign. By induction, it also implies that the $\hat{\psi}_i$ have coefficients that are $C^1$ functions of $t$. Therefore, for any polynomials $p, q$ whose coefficients are $C^1$ functions of $t$ we have

$$
\frac{d}{dt} g_t(p, q) = \dot{g}_t(p, q) + g_t(q, \dot{p}) + g_t(p, \dot{q}). \quad (5.3.7)
$$
where a dot denotes differentiation with respect to $t$ and we use $\dot{g}_t(\cdot, \cdot)$ to denote the inner product with respect to the weight $\dot{w}$.

Eq. (5.2.21) for the mode coefficients requires us to compute $g(\hat{\psi}_i, \hat{\psi}_j)$. Differentiating the relation

$$\delta_{ij} = g_t(\hat{\psi}_i, \hat{\psi}_j)$$

(5.A.8)
yields

$$0 = \dot{g}_t(\hat{\psi}_i, \hat{\psi}_j) + g_t(\hat{\psi}_i, \hat{\psi}_j) + g_t(\hat{\psi}_i, \hat{\psi}_j).$$

(5.A.9)

For $i = j$ we obtain

$$g_t(\hat{\psi}_i, \hat{\psi}_i) = -\frac{1}{2} \dot{g}_t(\hat{\psi}_i, \hat{\psi}_i).$$

(5.A.10)

For $i < j$, $\hat{\psi}_i$ is a degree $i$ polynomial and so it is orthogonal to $\hat{\psi}_j$. Therefore Eq. (5.A.9) simplifies to

$$g_t(\hat{\psi}_i, \hat{\psi}_j) = -\dot{g}_t(\hat{\psi}_i, \hat{\psi}_j), \quad i \neq j.$$ 

(5.A.11)

### 5.A.3 Proof of Lower Triangularity

Here we prove that the matrices that define the dynamics of the mode coefficients $b^k$ are lower triangular. Recall the definitions

$$A^k(\Upsilon) \equiv \left( \frac{z}{f_T} \right) \hat{\psi}_i \partial_z f_T, \hat{\psi}_k \right) + \left( z \partial_z \hat{\psi}_i, \hat{\psi}_k \right),$$

(5.A.12)

$$B^k(\Upsilon) \equiv \Upsilon \left( \left( \frac{1}{f_T} \partial f_T \right) \hat{\psi}_i, \hat{\psi}_k \right) + \left( \partial \hat{\psi}_i, \partial \hat{\psi}_k \right),$$

(5.A.13)

Using integration by parts, we see that

$$A^k = -3(\hat{\psi}_i, \hat{\psi}_k) - (\hat{\psi}_i, z \partial_z \hat{\psi}_k).$$

(5.A.14)

Since $\hat{\psi}_i$ is orthogonal to all polynomials of degree less than $i$ we have $A^k = 0$ for $k < i$.

$B^k$ can be simplified as follows. First differentiate

$$\delta_{ik} = \langle \hat{\psi}_i, \hat{\psi}_j \rangle$$

(5.A.15)
with respect to $\Upsilon$ to obtain

$$0 = \int \hat{\psi}_i \hat{\psi}_k \partial_{\Upsilon} w dz + (\partial_{\Upsilon} \hat{\psi}_i, \hat{\psi}_k) + (\hat{\psi}_i, \partial_{\Upsilon} \hat{\psi}_k) \quad (5.\text{A.16})$$

$$= \left( \frac{\hat{\psi}_i}{f_{\Upsilon}} \partial_{\Upsilon} f_{\Upsilon}, \hat{\psi}_k \right) + (\partial_{\Upsilon} \hat{\psi}_i, \hat{\psi}_k) + (\hat{\psi}_i, \partial_{\Upsilon} \hat{\psi}_k) \quad (5.\text{A.17})$$

Therefore

$$B^k_i = -\Upsilon(\hat{\psi}_i, \partial_{\Upsilon} \hat{\psi}_k). \quad (5.\text{A.18})$$

$\partial_{\Upsilon} \hat{\psi}_k$ is a degree $k$ polynomial, hence $B^k_i = 0$ for $k < i$ as desired.
Chapter 6

COLLISION INTEGRALS

6.1 Collision Integral Inner Products

Having detailed our method for solving the Boltzmann equation in chapter 5, we must now address the computation of collision integrals for neutrino processes. See also our paper [56]. To solve for the mode coefficients using Eq. (5.2.21), we must evaluate the collision operator inner products

\[
R_k \equiv \frac{1}{f_Y E_1} C[f_i], \psi_k = \int_0^\infty \hat{\psi}_k(z_1) C[f_i](z_1) \frac{z_1^2}{E_1} dz_1
\]

(6.1.1)

\[
= \frac{1}{2} \int \hat{\psi}_k(z_1) \int \left[ f_3(p_3) f_4(p^4) f^1(p_1) f^2(p_2) - f_1(p_1) f_2(p_2) f^3(p_3) f^4(p^4) \right] \times S|\mathcal{M}|^2(s, t)(2\pi)^4 \delta(\Delta p) \prod_{i=2}^4 \frac{d^3p_i}{2(2\pi)^3 E_i},
\]

(6.1.2)

\[
= \frac{2(2\pi)^3}{8\pi} T_1^{-3} \int G_k(p_1, p_2, p_3, p_4) S|\mathcal{M}|^2(s, t)(2\pi)^4 \delta(\Delta p) \prod_{i=1}^4 \frac{d^3p_i}{2(2\pi)^3 E_i} \delta_0(p_i^2 - m_i^2),
\]

(6.1.3)

\[
= 2\pi^2 T_1^{-3} \int G_k(p_1, p_2, p_3, p_4) S|\mathcal{M}|^2(s, t)(2\pi)^4 \delta(\Delta p) \prod_{i=1}^4 \delta_0(p_i^2 - m_i^2) \frac{d^4p_k}{(2\pi)^3},
\]

(6.1.4)

\[
G_k = \hat{\psi}_k(z_1) \left[ f_3(p_3) f_4(p_4) f^1(p_1) f^2(p_2) - f_1(p_1) f_2(p_2) f^3(p_3) f^4(p_4) \right], \quad f^i = 1 - f_i.
\]

(6.1.5)

Note that \( R_k \) only uses information about the distributions at a single spacetime point, and so we can work in a local orthonormal basis for the momentum. Among other things, this implies that \( p^2 = p^\alpha p^\beta \eta_{\alpha\beta} \) where \( \eta \) is the Minkowski metric

\[
\eta_{\alpha\beta} = \text{diag}(1, -1, -1, -1).
\]

(6.1.6)

From Eq. (6.1.1), we see that a crucial aspect of our spectral method is the ability to numerically compute integrals of the type

\[
M \equiv \int G(p_1, p_2, p_3, p_4) S|\mathcal{M}|^2(s, t)(2\pi)^4 \delta(\Delta p) \prod_{i=1}^4 \delta_0(p_i^2 - m_i^2) \frac{d^4p_k}{(2\pi)^3},
\]

(6.1.7)

\[
G(p_1, p_2, p_3, p_4) = g_1(p_1) g_2(p_2) g_3(p_3) g_4(p_4)
\]

(6.1.8)
for some functions $g_i$.

Even after eliminating the delta functions in Eq. (6.1.7), we are still left with an 8 dimensional integral. To facilitate numerical computation, we must analytically reduce this expression down to fewer dimensions. Fortunately, the systems we are interested in have a large amount of symmetry that we can utilize for this purpose.

The distribution functions we are concerned with are isotropic in some frame defined by a unit timelike vector $U$, i.e. they depend only on the four-momentum only through $p_i \cdot U$. The same is true of the basis functions $\psi_k$, and hence the $g_i$ depend only on $p_i \cdot U$ as well. In [10, 11] approaches are outlined that reduce integrals of this type down to 3 dimensions. We outline the method from [11], as applied to our spectral method solver, in appendix 6.A. However, the integrand one obtains from these methods is only piecewise smooth or has an integration domain with a complicated geometry. This presents difficulties for the integration routine we employ, which utilizes adaptive mesh refinement to ensure the desired error tolerance. We take an alternative approach that, for the scattering kernels found in $e^\pm$, neutrino interactions, reduces the problem to three iterated integrals (but not quite to a three dimensional integral) and results in an integrand with better smoothness properties. In our comparison with the method in [11], the resulting formula evaluates significantly faster under the numerical integration scheme we used. The derivation presented expands on what is found in [65].

6.2 Simplifying the Collision Integral

Our strategy for simplifying the collision integrals is as follows. We first make a change of variables designed to put the 4-momentum conserving delta function in a particularly simple form and allowing us to analytically use that delta function to reduce the integral from 16 to 12 dimensions. The remaining four delta functions, which impose the mass shell constraints, are then seen to reduce to integration over
a product of spheres. The simple form of the submanifold that these delta functions restrict us to allows us to use the method in chapter 4 to analytically evaluate all four of the remaining delta functions simultaneously. During this process, the isotropy of the system in the frame given by the 4-vector \( U \) allows us to reduce the dimensionality further, by analytically evaluating several of the angular integrals.

The change of variables that simplifies the 4-momentum conserving delta function is given by

\[
p = p_1 + p_2, \quad q = p_1 - p_2, \quad p' = p_3 + p_4, \quad q' = p_3 - p_4.
\]

(6.2.1)

The Jacobian of this transformation is \( 1/2^8 \). Therefore using lemma 4.3.1 we find

\[
M = \frac{1}{256(2\pi)^8} \int 1_{\rho' > 0} 1_{\rho > 0} G((p + q) \cdot U/2, (p - q) \cdot U/2, (p' + q') \cdot U/2, (p' - q') \cdot U/2) \\
\times S|\mathcal{M}|^2 \delta(p - p') \delta((p + q)^2/4 - m_1^2) \delta((p - q)^2/4 - m_2^2) \delta((p' + q')^2/4 - m_3^2) \\
\times \delta((p' - q')^2/4 - m_4^2) d^4 p d^4 q d^4 p' d^4 q'.
\]

(6.2.2)

First eliminate the integration over \( p' \) using \( \delta(p - p') \) and then use Fubini’s theorem to write

\[
M = \frac{1}{256(2\pi)^8} \int \left[ \int G((p + q) \cdot U/2, (p - q) \cdot U/2, (p' + q') \cdot U/2, (p' - q') \cdot U/2) \\
\times 1_{\rho' > 0} 1_{\rho > 0} S|\mathcal{M}|^2 \delta((p + q)^2/4 - m_1^2) \delta((p - q)^2/4 - m_2^2) \\
\times \delta((p + q')^2/4 - m_3^2) \delta((p - q')^2/4 - m_4^2) d^4 q d^4 q' \right] d^4 p.
\]

(6.2.3)

Subsequent computations will justify this use of Fubini’s theorem.

Since \( p^0 > 0 \) we have \( dp \neq 0 \) and so we can use the corollary of the coarea formula, 4.3.1 to decompose this into an integral over the center of mass energy \( s = p^2 \)

\[
M = \frac{1}{256(2\pi)^8} \int_{s_0}^\infty \delta(p^2 - s) \left[ \int 1_{\rho' > 0} 1_{\rho > 0} S|\mathcal{M}|^2 F(p, q, q') \delta((p + q)^2/4 - m_1^2) \\
\times \delta((p - q)^2/4 - m_2^2) \delta((p + q')^2/4 - m_3^2) \delta((p - q')^2/4 - m_4^2) d^4 q d^4 q' \right] d^4 p ds,
\]

\[
F(p, q, q') = G((p + q) \cdot U/2, (p - q) \cdot U/2, (p + q') \cdot U/2, (p - q') \cdot U/2),
\]

\[
s_0 = \max\{(m_1 + m_2)^2, (m_3 + m_4)^2\}.
\]

(6.2.4)

The lower bound on \( s \) comes from the fact that both \( p_1 \) and \( p_2 \) are future timelike
and hence
\[ p^2 = m_1^2 + m_2^2 + 2p_1 \cdot p_2 \geq m_1^2 + m_2^2 + 2m_1 m_2 = (m_1 + m_2)^2. \] (6.2.5)

The other inequality is obtained by using \( p = p' \).

Note that the integral in brackets in Eq. (6.2.4) is invariant under \( SO(3) \) rotations of \( p \) in the frame defined by \( U \). Therefore we obtain

\[
M = \frac{1}{256(2\pi)^8} \int_{s_0}^{\infty} \int_{0}^{\infty} K(s,p) \frac{4\pi|\vec{p}|^2}{2\mu^0} d|\vec{p}| ds, \quad p^0 = p \cdot U = \sqrt{|\vec{p}|^2 + s}, \quad (6.2.6)
\]

\[
K(s,p) = \int 1_{p^0>|q^0|} 1_{p^0>|q'^0|} S[\mathcal{M}]^2 F(p,q,q') \delta((p+q)^2/4 - m_1^2) \delta((p-q)^2/4 - m_2^2) \times \delta((p+q')^2/4 - m_3^2) \delta((p-q')^2/4 - m_4^2) d^4q d^4q' \quad (6.2.7)
\]

where \(|\vec{p}|\) denotes the norm of the spatial component of \( p \) and in the formula for \( K(s,p) \), \( p \) is any four vector whose spatial component has norm \(|\vec{p}|\) and timelike component \( \sqrt{|\vec{p}|^2 + s} \). Note that in integrating over \( \delta(p^2 - s)dp^0 \), only the positive root was taken, due to the indicator functions in the \( K(s,p) \).

We now simplify \( K(s,p) \) for fixed but arbitrary \( p \) and \( s \) that satisfy \( p^0 = \sqrt{|\vec{p}|^2 + s} \) and \( s > s_0 \). These conditions imply \( p \) is future timelike, hence we can we can change variables in \( q, q' \) by an element of \( SO(1,3) \) so that

\[
p = (\sqrt{s},0,0,0), \quad U = (\alpha,0,0,\delta) \quad (6.2.8)
\]

where

\[
\alpha = \frac{p \cdot U}{\sqrt{s}}, \quad \delta = \frac{1}{\sqrt{s}} \left((p \cdot U)^2 - s\right)^{1/2}. \quad (6.2.9)
\]

Note that the delta functions in the integrand imply \( p \pm q \) is timelike (or null if the corresponding mass is zero). Therefore \( p^0 > \pm q^0 \) iff \( p \mp q \) is future timelike (or null). This condition is preserved by \( SO(1,3) \) hence \( p^0 > |q^0| \) in one frame iff it holds in every frame. Similar comments apply to \( p^0 > |(q')^0| \) and so \( K(s,p) \) has the same formula in the transformed frame as well.
We now evaluate the measure that is induced by the delta functions, using the method given in chapter 4. We have the constraint function

\[ \Phi(q,q') = \frac{(p+q)^2}{4} - m_1^2, \frac{(p-q)^2}{4} - m_2^2, \frac{(p+q')^2}{4} - m_3^2, \frac{(p-q')^2}{4} - m_4^2 \]  

(6.2.10)

and must compute the solution set \( \Phi(q,q') = 0 \). Adding and subtracting the first two components and the last two respectively, we have the equivalent conditions

\[ \frac{s + q^2}{2} = m_1^2 + m_2^2, \quad p \cdot q = m_1^2 - m_2^2, \quad \frac{s + (q')^2}{2} = m_3^2 + m_4^2, \quad p \cdot q' = m_3^2 - m_4^2. \]  

(6.2.11)

If we let \((q^0, q), ((q')^0, q')\) denote the spacial components in the frame defined by \(p = (\sqrt{s}, 0, 0, 0)\) we have another set of equivalent conditions

\[ q^0 = \frac{m_1^2 - m_2^2}{\sqrt{s}}, \quad |q|^2 = \frac{(m_1^2 - m_2^2)^2}{s} + s - 2(m_1^2 + m_2^2), \]  

(6.2.12)

\[ (q')^0 = \frac{m_3^2 - m_4^2}{\sqrt{s}}, \quad |q'|^2 = \frac{(m_3^2 - m_4^2)^2}{s} + s - 2(m_3^2 + m_4^2). \]  

(6.2.13)

Note that if these hold then using \(s \geq s_0\) we obtain

\[ \frac{|q^0|}{p^0} \leq \frac{|m_1^2 - m_2^2|}{(m_1 + m_2)^2} < 1 \]  

(6.2.14)

and similarly for \(q'\). Hence the conditions in the indicator functions are satisfied and we can drop them from the formula for \(K(s,p)\).

The conditions Eq. (6.2.12) imply that our solution set is a product of spheres in \(\tilde{q}\) and \(\tilde{q}'\), as long as the conditions are consistent i.e. so long as \(|\tilde{q}|, |\tilde{q}'| > 0\). To see that this holds for almost every \(s\), first note

\[ \frac{d}{ds}|\tilde{q}|^2 = 1 - \frac{(m_1^2 - m_2^2)^2}{s^2} > 0 \]  

(6.2.15)

since \(s \geq (m_1 + m_2)^2\). At \(s = (m_1 + m_2)^2\), \(|\tilde{q}|^2 = 0\). Therefore, for \(s > s_0\) we have \(|\tilde{q}| > 0\) and similarly for \(\tilde{q}'\). Hence we have the result

\[ \Phi^{-1}(0) = \{q^0\} \times B_{|\tilde{q}|} \times \{(q')^0\} \times B_{|\tilde{q}'|}. \]  

(6.2.16)
where $B_r$ denotes the radius $r$ ball centered at 0. We will parametrize this by spherical angular coordinates in $q$ and $q'$. We now compute the induced volume form. First consider the differential

$$D\Phi = \left( \begin{array}{c} \frac{1}{2}(q + p)^\alpha \eta_{\alpha\beta} dq^\beta \\ \frac{1}{2}(q - p)^\alpha \eta_{\alpha\beta} dq^\beta \\ \frac{1}{2}(q' + p)^\alpha \eta_{\alpha\beta} dq'^\beta \\ \frac{1}{2}(q' - p)^\alpha \eta_{\alpha\beta} dq'^\beta \end{array} \right). \tag{6.2.17}$$

Evaluating this on the coordinate vector fields $\partial_{q^0}, \partial_r$ we obtain

$$D\Phi(\partial_{q^0}) = \left( \begin{array}{c} \frac{1}{2}(q^0 + \sqrt{s}) \\ \frac{1}{2}(q^0 - \sqrt{s}) \\ 0 \\ 0 \end{array} \right), \quad D\Phi(\partial_r) = \left( \begin{array}{c} -\frac{1}{2} |q| \\ -\frac{1}{2} |q| \\ 0 \\ 0 \end{array} \right) = \left( \begin{array}{c} -\frac{1}{2} r \\ -\frac{1}{2} r \\ 0 \\ 0 \end{array} \right). \tag{6.2.18}$$

Similar results hold for $q'$. Therefore we have the determinant

$$\det \left( \begin{array}{cccc} D\Phi(\partial_{q^0}) & D\Phi(\partial_r) & D\Phi(\partial_{q'^0}) & D\Phi(\partial_{r'}) \end{array} \right) = \frac{s}{4}rr'. \tag{6.2.19}$$

Note that this determinant being nonzero implies that our use of Fubini’s theorem in Eq. (6.2.3) was justified.

By Eq. (4.1.18) and Eq. (4.3.1), the above computations imply that the induced volume measure is

$$\delta((p + q)^2/4 - m_1^2)\delta((p - q)^2/4 - m_2^2)\delta((p + q')^2/4 - m_3^2)\delta((p - q')^2/4 - m_4^2)d^4qd^4q' \tag{6.2.20}$$

$$= \frac{4}{srr'} \int_{\partial_\phi, \partial_\sigma, \partial_{(q'^0)}, \partial_{r'}} (r^2 \sin(\phi)dq^0 dr d\theta d\phi) \wedge ((r')^2 \sin(\phi')d(q')^0 dr' d\theta' d\phi') \tag{6.2.21}$$

$$= \frac{4r'r'}{s} \sin(\phi) \sin(\phi')d\theta d\phi d\theta' d\phi' \tag{6.2.22}$$

where

$$r = \frac{1}{\sqrt{s}} \sqrt{(s - (m_1 + m_2)^2)(s - (m_1 - m_2)^2)}, \quad r' = \frac{1}{\sqrt{s}} \sqrt{(s - (m_3 + m_4)^2)(s - (m_3 - m_4)^2)}. \tag{6.2.23}$$
Consistent with our interest in the Boltzmann equation, we assume $F$ factors as

\[ F(p, q, q') = F_{12}((p + q) \cdot U/2, (p - q) \cdot U/2) F_{34}((p + q') \cdot U/2, (p - q') \cdot U/2) \]  

(6.2.24)

\[ \equiv G_{12}(p \cdot U, q \cdot U) G_{34}(p \cdot U, q' \cdot U). \]  

(6.2.25)

For now, we suppress the dependence on $p$, as it is not of immediate concern. In our chosen coordinates where $U = (\alpha, 0, 0, \delta)$ we have

\[ q \cdot U = q^0 \alpha - r\delta \cos(\phi) \]  

(6.2.26)

and similarly for $q'$. To compute

\[ K(s, p) = \frac{4rr'}{s} \int_{-1}^{1} \left[ \int_{-\pi}^{\pi} S|M|^2(s, t) G_{34}(s, t) \sin(\phi') d\theta' d\phi' \right] G_{12}(s, t) d\theta d\phi \]  

(6.2.27)

first recall

\[ t = (p_1 - p_3)^2 = \frac{1}{4}(q - q')^2 = \frac{1}{4}(q^2 + (q')^2 - 2(q^0(q')^0 - q \cdot q')), \]  

(6.2.28)

\[ q \cdot q' = rr'(\cos(\theta - \theta') \sin(\phi) \sin(\phi') + \cos(\phi) \cos(\phi')). \]  

(6.2.29)

Together, these imply that the integral in brackets in Eq. (6.2.27) equals

\[ \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} S|M|^2(s, t) (\cos(\theta - \theta') \sin(\phi) \sin(\phi') + \cos(\phi) \cos(\phi')) \]  

(6.2.30)

\[ \times G_{34}(s, t) d\theta' d\phi' \]  

\[ = \int_{-1}^{1} \int_{-\pi}^{\pi} S|M|^2(s, t) (\cos(\phi) \sin(\phi'')) \sqrt{1 - y^2 + \cos(\phi) y}) G_{34}(s, t) d\theta' d\phi' \]  

(6.2.31)

Therefore

\[ K(s, p) = \frac{8\pi rr'}{s} \int_{-1}^{1} \left[ \int_{-\pi}^{\pi} S|M|^2(s, t) (\cos(\phi) \sin(\phi'')) \sqrt{1 - y^2 + \cos(\phi) y}) d\psi \right] G_{12} q^0 \alpha - r\delta dz \]  

(6.2.32)

\[ \times G_{34}(s, t) (\cos(\phi) \sin(\phi'')) \sqrt{1 - y^2 + \cos(\phi) y}) d\psi \]  

(6.2.33)

where

\[ t(x) = \frac{1}{4} ((q^0)^2 - r^2 + (q')^2 - (r')^2 - 2q^0(q')^0 + 2rr' x), \]  

(6.2.34)

\[ = \frac{1}{4} ((q^0 - (q')^0)^2 - r^2 + (r')^2 + 2rr' x). \]  

(6.2.35)
6.3 Electron and Neutrino Collision Integrals

In this section, we compute various integrals of the scattering matrix element that appear in the scattering kernels for processes involving $e^\pm$ and neutrinos. For reference, we collect the important results from section 6.2 on evaluation of the scattering kernel integrals Eq. (6.1.1).

\[ M = \frac{1}{256(2\pi)^7} \int_{s_0}^{\infty} \int_{0}^{\infty} K(s,p) \frac{p^2}{p^0} dp ds, \quad (6.3.1) \]

\[ K(s,p) = \frac{8\pi r r'}{s} \int_{-1}^{1} \left[ \int_{0}^{\gamma} [S|\mathcal{M}|^2(s,t)(\cos(\psi)\sqrt{1-y^2\sqrt{1-z^2+y^2})d\psi) \right. \]

\[ \times G_{34}((q')^0 \alpha - r' \delta y)dy \left] G_{12}(q^0 \alpha - r \delta z)dz. \quad (6.3.3) \]

where

\[ p^0 = \sqrt{p^2 + s}, \quad \alpha = \frac{p^0}{\sqrt{s}}, \quad \delta = \frac{p}{\sqrt{s}}, \quad q^0 = \frac{m_1^2 - m_2^2}{\sqrt{s}}, \quad (q')^0 = \frac{m_3^2 - m_4^2}{\sqrt{s}}, \quad (6.3.4) \]

\[ r = \frac{1}{\sqrt{s}} \sqrt{(s - (m_1 + m_2)^2)(s - (m_1 - m_2)^2)}; \quad (6.3.5) \]

\[ r' = \frac{1}{\sqrt{s}} \sqrt{(s - (m_3 + m_4)^2)(s - (m_3 - m_4)^2)}; \quad (6.3.6) \]

\[ t(x) = \frac{1}{4}((q^0 - (q')^0)^2 - r^2 - (r')^2 + 2rr' x), \quad (6.3.7) \]

\[ s_0 = \max\{(m_1 + m_2)^2, (m_3 + m_4)^2\}. \quad (6.3.8) \]

and

\[ F(p,q,q') = F_{12}((p + q) \cdot U/2, (p - q) \cdot U/2) F_{34}((p + q') \cdot U/2, (p - q') \cdot U/2) \]

\[ = G_{12}(p \cdot U, q \cdot U) G_{34}(p \cdot U, q' \cdot U). \quad (6.3.9) \]

This is as far as we can simplify things without more information about the form of the matrix elements. The matrix elements for weak force scattering processes involving neutrinos and $e^\pm$ in the limit $|p| \ll M_W, M_Z$, taken from [11], are as follows
\begin{table}[h]
\centering
\begin{tabular}{|c|c|}
\hline
Process & $S|\mathcal{M}|^2$ \\
\hline
$\nu_e + \bar{\nu}_e \rightarrow \nu_e + \bar{\nu}_e$ & $128\left[G_F^2(p_1 \cdot p_4)(p_2 \cdot p_3) + g_L^2(p_1 \cdot p_3)(p_2 \cdot p_4) + g_R m_e^2(p_1 \cdot p_2)\right]$ \\
\hline
$\nu_e + \nu_e \rightarrow \nu_e + \nu_e$ & $64G_F^2(p_1 \cdot p_2)(p_3 \cdot p_4)$ \\
\hline
$\nu_e + \nu_e \rightarrow \nu_e + \bar{\nu}_j$ & $32G_F^2(p_1 \cdot p_4)(p_2 \cdot p_3)$ \\
\hline
$\nu_e + \bar{\nu}_j \rightarrow \nu_e + \bar{\nu}_j$ & $32G_F^2(p_1 \cdot p_4)(p_2 \cdot p_3)$ \\
\hline
$\nu_e + \bar{\nu}_j \rightarrow \nu_e + \nu_j$ & $32G_F^2(p_1 \cdot p_4)(p_2 \cdot p_3)$ \\
\hline
$\nu_e + \nu_j \rightarrow \nu_e + \nu_j$ & $32G_F^2(p_1 \cdot p_4)(p_2 \cdot p_3)$ \\
\hline
$\nu_e + \nu_j \rightarrow \nu_e + \bar{\nu}_j$ & $32G_F^2(p_1 \cdot p_4)(p_2 \cdot p_3)$ \\
\hline
$\nu_e + \bar{\nu}_e \rightarrow e^+ + e^-$ & $128G_F^2\left[\left(g_L^2(p_1 \cdot p_4)(p_2 \cdot p_3) + g_R^2(p_1 \cdot p_3)(p_2 \cdot p_4) + g_L g_R m_e^2(p_1 \cdot p_2)\right) - g_L g_R m_e^2(p_1 \cdot p_3)\right]$ \\
\hline
$\nu_e + e^- \rightarrow \nu_e + e^-$ & $128G_F^2\left[\left(g_L^2(p_1 \cdot p_4)(p_2 \cdot p_3) + g_R^2(p_1 \cdot p_3)(p_2 \cdot p_4) + g_L g_R m_e^2(p_1 \cdot p_2)\right) - g_L g_R m_e^2(p_1 \cdot p_3)\right]$ \\
\hline
$\nu_e + e^+ \rightarrow \nu_e + e^+$ & $128G_F^2\left[\left(g_L^2(p_1 \cdot p_4)(p_2 \cdot p_3) + g_R^2(p_1 \cdot p_3)(p_2 \cdot p_4) + g_L g_R m_e^2(p_1 \cdot p_2)\right) - g_L g_R m_e^2(p_1 \cdot p_3)\right]$ \\
\hline
\end{tabular}
\caption{Matrix elements for electron neutrino processes where $j = \mu, \tau$, $g_L = \frac{1}{2} + \sin^2 \theta_W$, $g_R = \sin^2 \theta_W$, $\sin^2(\theta_W) \approx 0.23$ is the Weinberg angle, and $G_F = 1.16637 \times 10^{-5}\text{GeV}^{-2}$ is Fermi’s constant.}
\end{table}

\begin{table}[h]
\centering
\begin{tabular}{|c|c|}
\hline
Process & $S|\mathcal{M}|^2$ \\
\hline
$\nu_i + \bar{\nu}_i \rightarrow \nu_i + \bar{\nu}_i$ & $128G_F^2(p_1 \cdot p_4)(p_2 \cdot p_3)$ \\
\hline
$\nu_i + \nu_i \rightarrow \nu_i + \nu_i$ & $64G_F^2(p_1 \cdot p_2)(p_3 \cdot p_4)$ \\
\hline
$\nu_i + \nu_i \rightarrow \nu_i + \nu_j$ & $32G_F^2(p_1 \cdot p_4)(p_2 \cdot p_3)$ \\
\hline
$\nu_i + \nu_j \rightarrow \nu_i + \nu_j$ & $32G_F^2(p_1 \cdot p_4)(p_2 \cdot p_3)$ \\
\hline
$\nu_i + \nu_j \rightarrow \nu_i + \nu_j$ & $32G_F^2(p_1 \cdot p_4)(p_2 \cdot p_3)$ \\
\hline
$\nu_i + \nu_j \rightarrow \nu_i + \nu_j$ & $32G_F^2(p_1 \cdot p_4)(p_2 \cdot p_3)$ \\
\hline
$\nu_i + \nu_j \rightarrow e^+ + e^-$ & $128G_F^2\left[\left(g_L^2(p_1 \cdot p_4)(p_2 \cdot p_3) + g_R^2(p_1 \cdot p_3)(p_2 \cdot p_4) + g_L g_R m_e^2(p_1 \cdot p_2)\right) - g_L g_R m_e^2(p_1 \cdot p_3)\right]$ \\
\hline
$\nu_i + e^- \rightarrow \nu_i + e^-$ & $128G_F^2\left[\left(g_L^2(p_1 \cdot p_4)(p_2 \cdot p_3) + g_R^2(p_1 \cdot p_3)(p_2 \cdot p_4) + g_L g_R m_e^2(p_1 \cdot p_2)\right) - g_L g_R m_e^2(p_1 \cdot p_3)\right]$ \\
\hline
$\nu_i + e^+ \rightarrow \nu_i + e^+$ & $128G_F^2\left[\left(g_L^2(p_1 \cdot p_4)(p_2 \cdot p_3) + g_R^2(p_1 \cdot p_3)(p_2 \cdot p_4) + g_L g_R m_e^2(p_1 \cdot p_2)\right) - g_L g_R m_e^2(p_1 \cdot p_3)\right]$ \\
\hline
\end{tabular}
\caption{Matrix elements for $\mu$ and $\tau$ neutrino processes where $i = \mu, \tau$, $j = e, \mu, \tau$, $j \neq i$, $g_L = g_L - 1 = -\frac{1}{2} + \sin^2 \theta_W$, $g_R = \sin^2 \theta_W$, $\sin^2(\theta_W) \approx 0.23$ is the Weinberg angle, and $G_F = 1.16637 \times 10^{-5}\text{GeV}^{-2}$ is Fermi’s constant.}
\end{table}

In the following subsections, we will analytically simplify Eq. [6.3.33] for each of these processes as much as possible.

### 6.3.1 $\nu \nu \rightarrow \nu \nu$

Using Eq. [5.1.3], the matrix elements for neutrino–neutrino scattering can be simplified to

$$S|\mathcal{M}|^2 = C(p_1 \cdot p_2)(p_3 \cdot p_4) = C\frac{s^2}{4}$$

(6.3.10)
where the coefficient $C$ is given in table 6.3.

| Process                                      | $C$               |
|----------------------------------------------|-------------------|
| $\nu_i + \nu_i \rightarrow \nu_i + \nu_i$, $i \in \{e, \mu, \tau\}$ | $64G_F^2$         |
| $\nu_i + \nu_j \rightarrow \nu_i + \nu_j$, $i \neq j$, $i, j \in \{e, \mu, \tau\}$ | $32G_F^2$         |

Table 6.3. Matrix element coefficients for neutrino neutrino scattering processes.

From here we obtain

$$K(s,p) = \frac{8\pi rr'}{s} \int_{-1}^{1} \left[ \int_{-1}^{1} S|M|^2(s, t(\cos(\psi)\sqrt{1-y^2}\sqrt{1-z^2}+yz))d\psi \right]$$

$$\times G_{34}((q')^0\alpha - r'\delta y)dy \left[ G_{12}(q^0\alpha - r\delta z)dz \right] \quad (6.3.11)$$

$$= 4\pi^2 Crr's \int_{-1}^{1} G_{12}(q^0\alpha - r\delta z)dz \int_{-1}^{1} G_{34}((q')^0\alpha - r'\delta y)dy. \quad (6.3.12)$$

$$M_{\nu\nu\rightarrow\nu\nu} = \frac{C}{256(2\pi)^5} \int_{s_0}^{\infty} s^2 \int_{0}^{\infty} G_{12}(q^0\alpha - r\delta z)dz \int_{-1}^{1} G_{34}((q')^0\alpha - r'\delta y)dy \frac{p^2}{p^0}dpds, \quad (6.3.13)$$

$$= \frac{C}{256(2\pi)^5} T^8 \int_{0}^{\infty} s^2 \int_{0}^{\infty} \left[ \int_{-1}^{1} \tilde{G}_{12}(-\tilde{p}z)dz \int_{-1}^{1} \tilde{G}_{34}(\tilde{p}y)dy \right] \frac{\tilde{p}^2}{\tilde{p}^0}d\tilde{p}d\tilde{s} \quad (6.3.14)$$

where the tilde quantities are obtained by non-dimensionalizing via scaling by $T$. If we want to emphasize the role of $C$ then we write $M_{\nu\nu\rightarrow\nu\nu}(C)$.

### 6.3.2 $\nu\bar{\nu} \rightarrow \nu\bar{\nu}$

Using Eq. (5.1.3), the matrix elements for neutrino anti-neutrino scattering can be simplified to

$$S|M|^2 = C\left(\frac{s + t}{2}\right)^2 \quad (6.3.15)$$

where the coefficient $C$ is given in table 6.4.
| Process                                                                 | $C$       |
|------------------------------------------------------------------------|-----------|
| $\nu_i + \bar{\nu}_i \rightarrow \nu_i + \bar{\nu}_i, \ i \in \{e, \mu, \tau\}$ | $128G_F^2$ |
| $\nu_i + \bar{\nu}_i \rightarrow \nu_j + \bar{\nu}_j, \ i \neq j, \ i, j \in \{e, \mu, \tau\}$ | $32G_F^2$ |
| $\nu_i + \bar{\nu}_j \rightarrow \nu_i + \bar{\nu}_j, \ i \neq j, \ i, j \in \{e, \mu, \tau\}$ | $32G_F^2$ |

Table 6.4. Matrix element coefficients for neutrino neutrino scattering processes.

Using this we find

$$\int_0^{2\pi} S|\mathcal{M}|^2(s, t(\cos(\psi)\sqrt{1 - y^2}\sqrt{1 - z^2} + yz))d\psi = \frac{\pi C}{16} s^2(3 + 4yz - y^2 - z^2 + 3y^2z^2) \equiv \frac{\pi C}{16} s^2 q(y, z), \quad (6.3.16)$$

$$K(s, p) = \frac{\pi C}{2} s^2 \int_{-1}^{1} \left[ \int_{-1}^{1} q(y, z) G_{34}(-py)dy \right] G_{12}(-pz)dz, \quad (6.3.17)$$

$$M_{\nu\bar{\nu} \rightarrow e^+ e^-} = \frac{C}{2048(2\pi)^5} T^8 \int_0^\infty \int_0^\infty s^2 \left[ \int_{-1}^{1} \int_{-1}^{1} q(y, z) \tilde{G}_{34}(-\tilde{p}y)\tilde{G}_{12}(-\tilde{p}z)dydz \right] \frac{\tilde{p}^2}{\tilde{p}^0} d\tilde{p} \tilde{d}s. \quad (6.3.18)$$

If we want to emphasize the role of $C$ then we write $M_{\nu\bar{\nu} \rightarrow e^+ e^-}(C)$. Note that due to the polynomial form of the matrix element integral, the double integral in brackets breaks into a linear combination of products of one dimensional integrals, meaning that the nesting of integrals is only three deep.

### 6.3.3 $\nu \bar{\nu} \rightarrow e^+ e^-$

Using Eq. (5.1.3), the matrix elements for neutrino anti-neutrino annihilation into $e^\pm$ can be simplified to

$$S|\mathcal{M}|^2 = A \left(\frac{s + t - m_e^2}{2}\right)^2 + B \left(\frac{m_e^2 - t}{2}\right)^2 + C m_e^2 s \quad (6.3.19)$$

where the coefficients $A, B, C$ are given in table 6.5.
The integral of each of these terms is

\[
\int_0^{2\pi} \frac{(s + t|\psi| - m_e^2)^2}{4} d\psi = \frac{\pi}{16} s(3s - 4m_e^2) + \frac{\pi}{4} s^{3/2} \sqrt{s - 4m_e^2yz} \quad (6.3.20)
\]

\[
- \frac{\pi}{16} s(s - 4m_e^2)(y^2 + z^2) + \frac{3\pi}{16} s(s - 4m_e^2)y^2z^2,
\]

\[
\int_0^{2\pi} \frac{(m_e^2 - t|\psi|)^2}{4} d\psi = \frac{\pi}{16} s(3s - 4m_e^2) - \frac{\pi}{4} s^{3/2} \sqrt{s - 4m_e^2yz} \quad (6.3.21)
\]

\[
- \frac{\pi}{16} s(s - 4m_e^2)(y^2 + z^2) + \frac{3\pi}{16} s(s - 4m_e^2)y^2z^2, \quad (6.3.22)
\]

\[
\int_0^{2\pi} \frac{m_e^2 s}{2} d\psi = \pi m_e^2 s. \quad (6.3.23)
\]

Therefore

\[
\int_0^{2\pi} S|\mathcal{M}|^2(s, t|\psi|)d\psi = \frac{\pi}{16} s[3s(A + B) + 4m_e^2(4C - A - B)] + \frac{\pi}{4} s^{3/2} \sqrt{s - 4m_e^2}(A - B)yz
\]

\[
- \frac{\pi}{16} s(s - 4m_e^2)(A + B)(y^2 + z^2) + \frac{3\pi}{16} s(s - 4m_e^2)(A + B)y^2z^2
\]

\[
\equiv \pi q(m_e, s, y, z). \quad (6.3.24)
\]

\[
M_{\nu\bar{\nu} \rightarrow e^+e^-} = \frac{1}{128(2\pi)^5} \int_{4m_e^2}^{\infty} \int_0^{\infty} \sqrt{1 - 4m_e^2/s} \left[ \int_1^{-1} \int_1^{-1} q(s, y, z, m_e) G_{34}(-\sqrt{1 - 4m_e^2/s}py) \right.
\]

\[
\times G_{12}(-pz)dydz \left. \int_{p^2}^{p_0^2} dpds, \right. 
\]

\[
= \frac{T^8}{128(2\pi)^5} \int_{4\tilde{m}_e^2}^{\infty} \int_0^{\infty} \sqrt{1 - 4\tilde{m}_e^2/s} \left[ \int_1^{-1} \int_1^{-1} q(\tilde{s}, y, z, \tilde{m}_e) \tilde{G}_{34}(-\sqrt{1 - 4\tilde{m}_e^2/s}\tilde{p}y) \right.
\]

\[
\times \tilde{G}_{12}(-\tilde{p}z)dydz \left. \int_{\tilde{p}^2}^{\tilde{p}_0^2} d\tilde{p}d\tilde{s}, \right. \quad (6.3.25)
\]

where \( \tilde{m}_e = m_e/T \). If we want to emphasize the role of \( \mathcal{A}, \mathcal{B}, \mathcal{C} \) then we write \( M_{\nu\bar{\nu} \rightarrow e^+e^-}(\mathcal{A}, \mathcal{B}, \mathcal{C}) \). Note that this expression is linear in \( (\mathcal{A}, \mathcal{B}, \mathcal{C}) \in \mathbb{R}^3 \). Also note that, under our assumptions that the distributions of \( e^+ \) and \( e^- \) are the same, the \( G_{ij} \) terms that contain the product of \( e^+ \) distributions are even functions. Hence the term involving the integral of \( yz \) vanishes by antisymmetry.
6.3.4 \( \nu e^\pm \rightarrow \nu e^\pm \)

Using Eq. (5.1.3), the matrix elements for neutrino \( e^\pm \) scattering can be simplified to

\[
S|\mathcal{M}|^2 = A \left( \frac{s - m_e^2}{2} \right)^2 + B \left( \frac{s + t - m_e^2}{2} \right)^2 + C m_e^2 t \quad (6.3.26)
\]

where the coefficients \( A, B, C \) are given in Table 6.6.

| Process                        | \( A \)                  | \( B \)                  | \( C \)                  |
|--------------------------------|--------------------------|--------------------------|--------------------------|
| \( \nu_e + e^- \rightarrow \nu_e + e^- \) | \( 128 G_R^2 g_{L}^2 \) | \( 128 G_R^2 g_{L}^2 \) | \( 128 G_R^2 g_{L} g_{R} \) |
| \( \nu_i + e^- \rightarrow \nu_i + e^- \), \( i \in \{ \mu, \tau \} \) | \( 128 G_R^2 g_{L}^2 \) | \( 128 G_R^2 g_{L}^2 \) | \( 128 G_R^2 g_{L} g_{R} \) |
| \( \nu_e + e^+ \rightarrow \nu_e + e^+ \) | \( 128 G_R^2 g_{R}^2 \) | \( 128 G_R^2 g_{L}^2 \) | \( 128 G_R^2 g_{L} g_{R} \) |
| \( \nu_i + e^+ \rightarrow \nu_i + e^+ \), \( i \in \{ \mu, \tau \} \) | \( 128 G_R^2 g_{R}^2 \) | \( 128 G_R^2 g_{L}^2 \) | \( 128 G_R^2 g_{L} g_{R} \) |

Table 6.6. Matrix element coefficients for neutrino \( e^\pm \) scattering.

The integral of each of these terms is

\[
\int_0^{2\pi} \frac{(s - m_e^2)^2}{4} d\psi = \frac{\pi (s - m_e^2)^2}{2}, \quad (6.3.27)
\]

\[
\int_0^{2\pi} \frac{(s + t(\psi) - m_e^2)^2}{4} d\psi = \frac{\pi}{16s^2} (s - m_e^2)^2 (3m_e^4 + 2m_e^2 s + 3s^2) + \frac{\pi}{4s^2} (s - m_e^2)^3 (s + m_e^2) yz,
\]

\[
- \frac{\pi}{16s^2} (s - m_e^2)^4 (y^2 + z^2) + \frac{3\pi}{16s^2} (s - m_e^2)^4 y^2 z^2,
\]

\[
\int_0^{2\pi} \frac{m_e^2 t(\psi)}{2} d\psi = -\frac{\pi}{2s} m_e^2 (s - m_e^2)^2 (1 - yz). \quad (6.3.29)
\]

Therefore we have

\[
\int_0^{2\pi} S|\mathcal{M}|^2(s, t(\psi)) d\psi = \pi \left[ \frac{A}{2} + \frac{B}{16s^2} (3m_e^4 + 2m_e^2 s + 3s^2) - \frac{C}{2s} m_e^2 \right] (s - m_e^2)^2
\]

\[
+ \pi \left[ \frac{B}{4s^2} (s - m_e^2) (s + m_e^2) + \frac{C}{2s} m_e^2 \right] (s - m_e^2)^2 yz
\]

\[
- B \frac{\pi}{16s^2} (s - m_e^2)^4 (y^2 + z^2) + B \frac{3\pi}{16s^2} (s - m_e^2)^4 y^2 z^2
\]

\[
\equiv \pi q(m_e, s, y, z) \quad (6.3.30)
\]
and
\[ K(s, p) = \frac{8\pi^2 r'}{s} \int_{-1}^{1} \left[ \int_{-1}^{1} q(m_e, s, y, z) G_{34}((q')^0\alpha - r'\delta y) dy \right] G_{12}(q^0\alpha - r\delta z) dz, \]

\[ r = r' = \frac{s - m_e^2}{\sqrt{s}}, \quad q^0 = (q')^0 = -\frac{m_e^2}{\sqrt{s}}, \quad \delta = \frac{p}{\sqrt{s}}, \quad \alpha = \frac{p^0}{\sqrt{s}}. \]

(6.3.31)

\[ M_{\nu_e\bar{\nu}_e} = \frac{1}{128(2\pi)^5} \int_{m_e^2}^{\infty} \int_0^{\infty} (1 - m_e^2/s)^2 \left( \int_{-1}^{1} \int_{-1}^{1} q(m_e, s, y, z) G_{34}((q')^0\alpha - r'\delta y) \right) \]
\[ \times G_{12}(q^0\alpha - r\delta z) dy dz \frac{p^2}{p^0} dp ds. \]

(6.3.32)

As above, after scaling all masses by \( T \), we obtain a prefactor of \( T^8 \). If we want to emphasize the role of \( A, B, C \) then we write \( M_{\nu_e\bar{\nu}_e}(A, B, C) \). Note that this expression is also linear in \( (A, B, C) \in \mathbb{R}^3 \).

### 6.3.5 Total Collision Integral

We now give the total collision integrals for neutrinos. In the following, we indicate which distributions are used in each of the four types of scattering integrals discussed above by using the appropriate subscripts. For example, to compute \( M_{\nu_e\bar{\nu}_e\rightarrow\nu_e\bar{\nu}_e} \) we set \( G_{1,2} = \hat{\psi}_j f^1 f^2 \), \( G_{3,4} = f_3 f_4 \), \( f_1 = f_{\nu_e} \), \( f_3 = f_{\nu_e} \), and \( f_2 = f_4 = f_{\bar{\nu}_e} \) in the expression for \( M_{\nu_\nu\rightarrow\nu_\nu} \) from section 6.3.3 and then, to include the reverse direction of the process, we must subtract the analogous expression whose only difference is \( G_{1,2} = \hat{\psi}_j f_1 f_2 \), \( G_{3,4} = f_3^2 f_4^2 \). With this notation the collision integral for \( \nu_e \) is

\[ M_{\nu_e} = [M_{\nu_e\nu_e\rightarrow\nu_e\nu_e} + M_{\nu_{\mu}\nu_{\mu}\rightarrow\nu_e\nu_e} + M_{\nu_{\tau}\nu_{\tau}\rightarrow\nu_e\nu_e}] \]
\[ + [M_{\nu_e\nu_e\rightarrow\nu_{\mu}\nu_{\mu}} + M_{\nu_{\mu}\nu_{\mu}\rightarrow\nu_e\nu_e} + M_{\nu_e\nu_{\tau}\rightarrow\nu_e\nu_e} + M_{\nu_{\mu}\nu_{\tau}\rightarrow\nu_e\nu_e} + M_{\nu_{\tau}\nu_{\tau}\rightarrow\nu_e\nu_e}] \]
\[ + M_{\nu_e\nu_e\rightarrow\nu_{e^+}e^-} + [M_{\nu_{e^-}\rightarrow\nu_e\nu_e} + M_{\nu_{e^+}\rightarrow\nu_e\nu_e}]. \]

(6.3.34)

Symmetry among the interactions implies that the distributions of \( \nu_{\mu} \) and \( \nu_{\tau} \) are equal. We also neglect the small matter anti-matter asymmetry and so we take the
distribution of each particle to be equal to that of the corresponding antiparticle. Therefore there are only three independent distributions, \( f_{\nu_{\mu}} \), \( f_{\nu_{\tau}} \), and \( f_e \) and so we can combine some of the terms in Eq. \( (6.3.34) \) to obtain

\[
M_{\nu_{\mu}} = M_{\nu_{\mu}\nu_{\mu} \rightarrow \nu_{\mu}\nu_{\mu}} (64G_F^2 + 32G_F^2) + M_{\nu_{\mu}\nu_{\mu} \rightarrow \nu_{\mu}\bar{\nu}_{\mu}} (128G_F^2 + 32G_F^2 + 32G_F^2) \\
+ M_{\nu_{\mu}\bar{\nu}_{\mu} \rightarrow \nu_{\mu}\bar{\nu}_{\mu}} (2 \times 32G_F^2) + M_{\nu_{\mu}\bar{\nu}_{\mu} \rightarrow \nu_{\mu}\bar{\nu}_{\mu}} (2 \times 32G_F^2) \\
+ M_{\nu_{\mu}\bar{\nu}_{\mu} \rightarrow e^+e^-} (128G_F^2 g_L^2, 128G_F^2 g_R^2, 128G_F^2 g_L g_R) \\
+ M_{\nu_{\mu}\bar{\nu}_{\mu} \rightarrow e^+e^-} (128G_F^2 (g_L^2 + g_R^2), 128G_F^2 (g_L^2 + g_R^2), 256G_F^2 g_L g_R).
\]

Introducing one more piece of notation, we use a subscript \( k \) to denote the orthogonal polynomial basis element that multiplies \( f_1 \) or \( f^1 \) in the inner product. The inner product of the \( k \)th basis element with the total scattering operator for electron neutrinos is therefore

\[
R_k = 2\pi^2 T^{-3} M_{k,\nu_{e}}. \tag{6.3.37}
\]

Under these same assumptions and conventions, the total collision integral for the combined \( \nu_{\mu}, \nu_{\tau} \) distribution (which we label \( \nu_\mu \)) is

\[
M_{\nu_\mu} = M_{\nu_\mu\nu_\mu \rightarrow \nu_\mu\nu_\mu} (64G_F^2 + 32G_F^2) + M_{\nu_\mu\nu_\mu \rightarrow \nu_\mu\bar{\nu}_{\mu}} (128G_F^2 + 32G_F^2 + 32G_F^2) \\
+ M_{\nu_\mu\bar{\nu}_{\mu} \rightarrow \nu_\mu\bar{\nu}_{\mu}} (32G_F^2 + 32G_F^2) + M_{\nu_\mu\bar{\nu}_{\mu} \rightarrow \nu_\mu\bar{\nu}_{\mu}} (32G_F^2) \\
+ M_{\nu_\mu\bar{\nu}_{\mu} \rightarrow e^+e^-} (128G_F^2 \bar{g}_L^2, 128G_F^2 g_R^2, 128G_F^2 \bar{g}_L g_R) \\
+ M_{\nu_\mu\bar{\nu}_{\mu} \rightarrow e^+e^-} (128G_F^2 (\bar{g}_L^2 + g_R^2), 128G_F^2 (\bar{g}_L^2 + g_R^2), 256G_F^2 \bar{g}_L g_R), \tag{6.3.38}
\]

\[
R_k = 2\pi^2 T^{-3} M_{k,\nu_\mu}. \tag{6.3.39}
\]

### 6.3.6 Neutrino Freeze-out Test

Now that we have the above expressions for the neutrino scattering integrals, we can abandon the model problem used to test our method in chapter 5 and compare the chemical equilibrium and non-equilibrium methods on the problem of neutrino
freeze-out using the full 2-2 scattering kernels for neutrino processes. We solve the Boltzmann equation, Eq. (5.1.1), for both the electron neutrino distribution and the combined $\mu$, $\tau$ neutrino distribution, including all of the processes outlined above in the scattering operator, together with the Hubble equation for $a(t)$, Eq. (1.1.11). The total energy density appearing in the Hubble equation consists of the contributions from both independent neutrino distributions as well as chemical equilibrium $e^\pm$ and photon distributions at some common temperature $T_\gamma$, all computed using Eq. (2.2.4). The dynamics of $T_\gamma$ are fixed by the divergence freedom condition of the total stress energy tensor, Eq. (1.1.10), implied by Einstein’s equations. In addition, we include the QED corrections to the $e^\pm$ and photon equations of state from appendix 6.B.

To compare our results with Ref. [15], where neutrino freeze-out was simulated using $\sin^2(\theta_W) = 0.23$ and $\eta = \eta_0$, in table 6.3.6 we present $N_{\nu}$ together with the following quantities

$$z_{fin} = T_\gamma a, \quad \rho_{\nu 0} = \frac{7}{120} \pi^2 a^{-4}, \quad \delta \rho_{\nu} = \frac{\rho_{\nu}}{\rho_{\nu 0}} - 1.$$  

The quantities were introduced in Ref. [15], but some additional discussion of their significance is in order. The normalization of the scale factor $a$ is chosen so that at the start of the computation $T_\gamma = 1/a$. This means that $1/a$ is the temperature of a (hypothetical) particle species that is completely decoupled throughout the computation. Here we will call it the free-streaming temperature.

$z_{fin}$ is the ratio of photon temperature to the free-streaming temperature. It is a measure of the amount of reheating that photons underwent due to the annihilation of $e^\pm$. For completely decoupled neutrinos, whose temperature is the free-streaming temperature, the well known value can be computed from conservation of entropy

$$z_{fin} = (11/4)^{1/3} \approx 1.401.$$  

For coupled neutrinos, one expects this value to be slightly reduced, due to the transfer of some entropy from annihilating $e^\pm$ into neutrinos. This is reflected in table 6.3.6.
\( \rho_{\nu 0} \) is the energy density of a massless fermion with two degrees of freedom and temperature equal to the free-streaming temperature. In other words, it is the energy density of a single neutrino species, assuming it decoupled before reheating. Consequently, \( \delta \rho_{\nu} \) is the fractional increase in the energy density of a coupled neutrino species, due to its participation in reheating.

We compute the above using both the chemical equilibrium and non-equilibrium methods. For the following results, we used \( \sin^2(\theta_W) = 0.23 \) and \( \eta = \eta_0 \). We see that

| Method           | Modes | \( z_{\text{fin}} \) | \( \delta \rho_{\nu_e} \) | \( \delta \rho_{\nu_{\mu,\tau}} \) | \( N_\nu \) |
|------------------|-------|----------------------|--------------------------|-------------------------------|------------|
| Chemical Eq      | 4     | 1.39785              | 0.009230                 | 0.003792                       | 3.044269  |
| Chemical Non-Eq  | 2     | 1.39784              | 0.009269                 | 0.003799                       | 3.044383  |
| Chemical Non-Eq  | 3     | 1.39785              | 0.009230                 | 0.003791                       | 3.044264  |

\( \Delta N_\nu \equiv N_\nu - 3 \) agrees to 2 digits and 4 digits when using 2 and 3 modes respectively for the chemical non-equilibrium method, and similar behavior holds for the other quantities. Due to the reduction in the required number of modes, the chemical non-equilibrium method with the minimum number of required modes (2 modes) is more than 20\( \times \) faster than the chemical equilibrium method with its minimum number of required modes (4 modes), a very significant speed-up when the minimum number of modes meets the required precision. The value of \( N_\nu \) we obtain agrees with that found by \cite{15}, up to their cited error tolerance of \( \pm 0.002 \).

### 6.4 Conservation Laws and Scattering Integrals

For some processes, some of the \( R_k \)'s vanish exactly. As we now show, this is an expression of various conservation laws. First consider processes in which \( f_1 = f_3 \) and \( f_2 = f_4 \), such as kinetic scattering processes. Since \( m_1 = m_3 \) and \( m_2 = m_4 \) we have \( r = r' \), \( q^0 = (q')^0 \). The scattering terms are all two dimensional integrals of some function of \( s \) and \( p \) multiplied by
By the above, we know that
\[ R \]
and leads to a further reduction in cost of the method, beyond just the reduction in minimum number of modes.

We note that the corresponding scattering integrals do not vanish for the chemical equilibrium spectral method. This is another advantage of the method developed in chapter 5 and leads to a further reduction in cost of the method, beyond just the reduction in minimum number of modes.

\[
I_k = \int_{-1}^{1} \left[ \int_{-1}^{1} \left( \int_{0}^{2\pi} S|\mathcal{M}|^2(s, t(\cos(\psi)\sqrt{1 - y^2}\sqrt{1 - z^2} + yz)) d\psi \right) f_1(h_1(y)) f_2(h_2(y)) dy \right] 
\times f_1^2(h_1(z)) f_2^2(h_2(z)) dz 
- \int_{-1}^{1} \left[ \int_{-1}^{1} \left( \int_{0}^{2\pi} S|\mathcal{M}|^2(s, t(\cos(\psi)\sqrt{1 - y^2}\sqrt{1 - z^2} + yz)) d\psi \right) f_1^2(h_1(y)) f_2^2(h_2(y)) dy \right] 
\times f_1^2(h_1(z)) f_2^2(h_2(z)) dz.
\] (6.4.1)
Finally, we point out how the vanishing of these inner products is a reflection of certain conservation laws. From Eq. (5.1.8), Eq. (6.1.1), and the fact that \( \hat{\psi}_0, \hat{\psi}_1 \) span the space of polynomials of degree \( \leq 1 \), we have the following expressions for the change in number density and energy density of a massless particle:

\[
\begin{align*}
\frac{1}{a^3} \frac{d}{dt} (a^3 n) &= \frac{g_\nu}{2\pi^2} \int \frac{1}{E} C[f] p^2 dp = c_0 R_0, \\
\frac{1}{a^4} \frac{d}{dt} (a^4 \rho) &= \frac{g_\nu}{2\pi^2} \int C[f] p^2 dp = d_0 R_0 + d_1 R_1
\end{align*}
\]

for some \( c_0, d_0, d_1 \). Therefore, the vanishing of \( R_0 \) is equivalent to conservation of comoving particle number. The vanishing of \( R_0 \) and \( R_1 \) implies \( \rho \propto 1/a^4 \) i.e. that the reduction in energy density is due entirely to redshift; energy is not lost from the distribution due to scattering. These findings match the situations above where we found one or both of \( R_0 = 0, R_1 = 0 \). \( R_0 \) vanished for all kinetic scattering processes and we know that all such processes conserve comoving particle number. Both \( R_0 \) and \( R_1 \) vanished for a distribution scattering from itself and in such a process one expects that no energy is lost from the distribution by scattering, it is only redistributed among the particles corresponding to that distribution.

### 6.5 Freeze-Out Temperature and Relaxation Time

To make a connection with our development from chapter [2] we now give a definition of the kinetic freeze-out temperature that is applicable to the Boltzmann equation model. Any such definition will be only approximate, as the freeze-out process is not a sharp transition. Our definition is motivated in part the treatment in [21].

We first define a characteristic length between scatterings. Recalling the formula Eq. (5.1.8), we obtain the fractional rate of change of comoving particle number

\[
\frac{d}{dt} \left( \frac{a^3 n}{a^3 n} \right) = \frac{g_\nu}{2\pi^2 n} \int C[f] p^2 / E dp.
\]

Here we don’t want the net change, but rather to count the number of interactions. For that reason, we imagine that only one direction of the process is operational and
define the relaxation rate

\[ \Gamma \equiv \frac{g_\nu}{2\pi^2n} T^2 \int \tilde{C}[f] z dz \]  

(6.5.2)

where the one way collision is \( \tilde{C}[f] \) is computed as in Eq. (5.1.2) except with \( F \) replaced by

\[ \tilde{F} = f_1(p_1)f_2(p_2)f_3(p_3)f_4(p_4). \]  

(6.5.3)

If particle type 1 also participates in the reverse of the reaction \( 1 + 2 \to 3 + 4 \) then a corresponding term for the reverse reaction must also be added. The key difference is there is no minus sign—we are counting reactions, not net particle number change.

Using the average velocity, which for neutrinos is \( \bar{v} = c = 1 \), we obtain what we call the scattering length

\[ L \equiv \frac{\bar{v}}{\Gamma} = \frac{1}{\int_0^\infty \frac{1}{|1-e^{x^2}|} z^2 dz} \]  

(6.5.4)

This can be compared to the Hubble length \( L_H = c/H \) and the temperature at which \( L = L_H \) we call the freeze-out temperature for that reaction. Figure 6.1 shows the scattering length and \( L_H \) for various types of neutrino reactions. The solid line corresponds to the annihilation process \( e^+e^- \to \nu\bar{\nu} \), the dashed line corresponds to the scattering \( \nu e^\pm \to \nu e^\pm \), and the dot-dashed line corresponds to the combination of all processes involving only neutrinos. The freeze-out temperatures in MeV are given in table 6.1

| \( e^+e^- \to \nu\bar{\nu} \) | \( \nu e^\pm \to \nu e^\pm \) | \( \nu\)-only processes |
|---|---|---|
| \( \nu_e \) | 2.29 | 1.15 | 0.910 |
| \( \nu_{\mu,\tau} \) | 3.83 | 1.78 | 0.903 |

Table 6.1. Freeze-out temperatures in MeV for electron neutrinos and for \( \mu,\tau \) neutrinos.

We now consider the the relaxation time for a given reaction, defined by \( \tau = 1/\Gamma \). Suppose we have a time interval \( t_f > t_i \) and corresponding temperature interval
Figure 6.1. Comparison of Hubble parameter to neutrino scattering length for various types of processes for $\sin^2(\theta_W) = .23$.

$T_f < T_i$ during which there is no reheating and the Universe is radiation dominated. Normalizing time so $t = 0$ corresponds to the temperature $T_i$ we have

$$\frac{\dot{a}}{a} = -\frac{\dot{T}}{T}, \quad H = \frac{C}{2Ct + T_i^2} \propto T^2$$  \hspace{1cm} (6.5.5)

where $C$ is a constant that depends on the energy density and the Planck mass. Its precise form will not be significant for us. Note that Eq. (6.5.5) implies

$$\frac{1}{H(t)} - \frac{1}{H(0)} = 2t.$$  \hspace{1cm} (6.5.6)

At $T \gg m_e$, the rates for reactions under consideration from tables 6.1 and 6.2 scale as $\Gamma \propto T^5$. Therefore, supposing $H(T_f)/\Gamma(T_f) = 1$ (which occurs at $T_f = O(1 \text{ MeV})$ as seen in the above figures), at any time $t_f > t > t_i$ we find

$$\tau(t)/t = \frac{2}{\Gamma(t)} \left( \frac{1}{H(t)} - \frac{1}{H(0)} \right)^{-1} = \frac{2T_f^5}{\Gamma(T_f)T^5} \left( \frac{T_f^2}{H(T_f)T^2} - \frac{T_f^2}{H(T_f)T_i^2} \right)^{-1}$$ \hspace{1cm} (6.5.7)

$$= \frac{2T_f^3}{T^3} \left( 1 - \frac{T_i^2}{T_f^2} \right)^{-1}.$$ \hspace{1cm} (6.5.8)

Therefore, given any time $t_i < t_0 < t_f$ we have

$$\tau(t) < \tau(t_0) = \frac{2T_f^3}{T_0^3} \left( 1 - \frac{T_0^2}{T_i^2} \right)^{-1} \Delta t$$ for all $t < t_0$.  \hspace{1cm} (6.5.9)
where $\Delta t = t_0 - t_i = t_0$.

The first reheating period that precedes neutrino freeze-out is the disappearance of muons and pions around $O(100 \text{ MeV})$, as seen in figure 1.3, and so we let $T_i = 100 \text{ MeV}$. Eq. (6.5.9) is minimized at $T_0 \approx 77.5 \text{ MeV}$ at which point we have

$$\tau(t) < 10^{-5}\Delta t_0 \text{ for } t < t_0. \quad (6.5.10)$$

This shows that the relaxation time during the period between 100 MeV and 77.5 MeV is at least five orders of magnitude smaller than the corresponding time interval. Therefore the system has sufficient time to relax back to equilibrium after any potential non-equilibrium aspects developed during the reheating period. Thus justifies our assumption that the neutrino distribution has the equilibrium Fermi Dirac form at $T = O(10 \text{ MeV})$ when we begin our numerical simulation.

We demonstrate this numerically in figure 6.2 where we have initialized the system at $T_\gamma = 12 \text{ MeV}$ with a non-equilibrium distribution of $\mu$ and $\tau$ neutrinos, giving them $\Upsilon = 0.9$, and let them evolve. We see that after approximately $10^{-3}$ seconds the system relaxes back to equilibrium, well before neutrino freeze-out near $t = 1\text{s}$.

The attentive reader will notice that we have omitted here a discussion of flavor
neutrino oscillations. If it weren’t for the differences between the matrix elements for the interactions between $e^\pm$ and $\nu_e$ on one hand and $e^\pm$ and $\nu_\mu, \nu_\tau$ on the other, oscillations would have no effect on the flow of entropy into neutrinos and hence no effect on $N_\nu$, but these differences do lead to a modification of $N_\nu$. In [15] the impact of oscillations on neutrino freeze-out for the present day measured values of $\theta_W$ and $\eta$ was investigated. It was found that while oscillations redistributed energy amongst the neutrino flavors, the impact on $N_\nu$ was negligible. We have neglected oscillations in our study and so, once the relevant neutrino properties are fully understood, the precision of the results could be improved by incorporating the effect of oscillations.

6.A Another Method for Computing Scattering Integrals

As a comparison and consistency check for our method of computing the scattering integrals, in this appendix we analytically reduce the collision integral down to 3 dimensions by a method adapted from [11]. The only difference between our treatment in this section and theirs being that they solved the Boltzmann equation numerically on a grid in momentum space and not via a spectral method. Therefore we must take an inner product of the collision operator with a basis function and hence we are integrating over all particle momenta, whereas they integrate over all momenta except that of particle one. For completeness we give a detailed discussion of their method.

Writing the conservation of four-momentum enforcing delta function

$$\delta(\Delta p) = \frac{1}{(2\pi)^3}\delta(\Delta E) e^{i\vec{z}\cdot\Delta\vec{p}} d^3z, \quad \text{(6.A.1)}$$

where the arrow denoted the spatial component, we can simplify the collision integral
producing $K$ integral can always rotate coordinates so that

$$R \equiv \int G(E_1, E_2, E_3, E_4)|\mathcal{M}|^2(s, t)(2\pi)^4\delta(\Delta p)\prod_{i=1}^{4} \frac{d^3p_i}{2(2\pi)^3E_i}$$  \hspace{1cm} (6.A.2)

$$= \frac{1}{16(2\pi)^{11}} \int G(E_i)|\mathcal{M}|^2(s, t)\delta(\Delta E)e^{i\vec{z} \cdot \Delta \vec{p}} \prod_{i=1}^{4} \frac{d^3p_i}{E_i}d^3z$$  \hspace{1cm} (6.A.3)

$$= \frac{2}{(2\pi)^{6}} \int G(E_i) K(E_i) \delta(\Delta E) \prod_{i=1}^{4} \frac{p_i}{E_i} dp_i z^2dz,$$  \hspace{1cm} (6.A.4)

$$K = \frac{p_1 p_2 p_3 p_4}{(4\pi)^{2}} \int |\mathcal{M}|^2(s, t)e^{i\vec{z} \cdot \Delta \vec{p}} \prod_{i=1}^{4} d\Omega_i d\Omega_z.$$  \hspace{1cm} (6.A.5)

We can change variables from $p_i$ to $E_i$ in the outer integrals and use the delta function to eliminate the integration over $E_4$ to obtain

$$R = \frac{2}{(2\pi)^{6}} \int 1_{E_1+E_2-E_3>m_4} G(E_i) \left[ \int_{0}^{\infty} K(z, E_i) z^2dz \right] dE_1dE_2dE_3,$$  \hspace{1cm} (6.A.6)

$$p_i = \sqrt{E_i^2 - m_i^2}, \hspace{0.5cm} E_4 = E_1 + E_2 - E_3.$$  \hspace{1cm} (6.A.7)

From tables 6.1 and 6.2 we see that the matrix elements for weak scattering involving neutrinos are linear combinations of the terms

$$p_1 \cdot p_2, \hspace{0.2cm} p_1 \cdot p_3, \hspace{0.2cm} (p_1 \cdot p_4)(p_2 \cdot p_3), \hspace{0.2cm} (p_1 \cdot p_2)(p_3 \cdot p_4), \hspace{0.2cm} (p_1 \cdot p_3)(p_2 \cdot p_4).$$  \hspace{1cm} (6.A.8)

Therefore we must compute the angular integral term $K$ with $|\mathcal{M}|^2$ replaced by elements from the following list

$$1, \hspace{0.2cm} \vec{p}_1 \cdot \vec{p}_2, \hspace{0.2cm} \vec{p}_1 \cdot \vec{p}_3, \hspace{0.2cm} \vec{p}_1 \cdot \vec{p}_4, \hspace{0.2cm} \vec{p}_2 \cdot \vec{p}_3, \hspace{0.2cm} \vec{p}_2 \cdot \vec{p}_4, \hspace{0.2cm} \vec{p}_3 \cdot \vec{p}_4,$$  \hspace{1cm} (6.A.9)

$$(\vec{p}_1 \cdot \vec{p}_2)(\vec{p}_3 \cdot \vec{p}_4), \hspace{0.2cm} (\vec{p}_1 \cdot \vec{p}_4)(\vec{p}_2 \cdot \vec{p}_3), \hspace{0.2cm} (\vec{p}_1 \cdot \vec{p}_3)(\vec{p}_2 \cdot \vec{p}_4),$$  \hspace{1cm} (6.A.10)

producing $K_0, K_{12}, K_{13}, ..., K_{1324}$. All of these are rotationally invariant, and so we can always rotate coordinates so that $\hat{z} = z\hat{z}$. This allows us to evaluate the $z$ angular integral

$$K = \frac{p_1 p_2 p_3 p_4}{(4\pi)^{4}} \int |\mathcal{M}|^2(s, t)e^{i\vec{z} \cdot \Delta \vec{p}} \prod_{i=1}^{4} d\Omega_i.$$  \hspace{1cm} (6.A.11)
The remaining angular integrals are straightforward to evaluate analytically for each expression in Eq. (6.A.9):

\[ K_0 = \prod_{i=1}^{4} \frac{\sin(p_i z)}{z^2}, \quad (6.A.12) \]

\[ K_{12} = -\frac{(\sin(p_1 z) - p_1 z \cos(p_1 z))(\sin(p_2 z) - p_2 z \cos(p_2 z)) \sin(p_3 z) \sin(p_4 z)}{z^6}, \quad (6.A.13) \]

\[ K_{13} = \frac{(\sin(p_1 z) - p_1 z \cos(p_1 z)) \sin(p_2 z)(\sin(p_3 z) - p_3 z \cos(p_3 z)) \sin(p_4 z)}{z^6}, \quad (6.A.14) \]

\[ K_{14} = \frac{(\sin(p_1 z) - p_1 z \cos(p_1 z)) \sin(p_2 z) \sin(p_3 z)(\sin(p_4 z) - p_4 z \cos(p_4 z))}{z^6}, \quad (6.A.15) \]

\[ K_{23} = \frac{\sin(p_1 z)(\sin(p_2 z) - p_2 z \cos(p_2 z)) \sin(p_3 z) \sin(p_4 z)}{z^6}, \quad (6.A.16) \]

\[ K_{24} = \frac{\sin(p_1 z)(\sin(p_2 z) - p_2 z \cos(p_2 z)) \sin(p_3 z)(\sin(p_4 z) - p_4 z \cos(p_4 z))}{z^6}, \quad (6.A.17) \]

\[ K_{34} = -\frac{\sin(p_1 z) \sin(p_2 z)(\sin(p_3 z) - p_3 z \cos(p_3 z))(\sin(p_4 z) - p_4 z \cos(p_4 z))}{z^6}, \quad (6.A.18) \]

\[ K_{1234} = K_{1423} = K_{1324} = \prod_{i=1}^{4} \frac{\sin(p_i z) - p_i z \cos(p_i z)}{z^2}. \quad (6.A.19) \]

To compute \( \int_0^{\infty} K(z) z^2 dz \) we need to evaluate the following three integrals:

\[ D_1 = \int_0^{\infty} \frac{\sin(p_1 z) \sin(p_2 z) \sin(p_3 z) \sin(p_4 z)}{z^2} \, dz, \quad (6.A.20) \]

\[ D_2 = \int_0^{\infty} \frac{\sin(p_1 z) \sin(p_2 z)(\sin(p_3 z) - p_3 z \cos(p_3 z))(\sin(p_4 z) - p_4 z \cos(p_4 z))}{z^4} \, dz, \quad (6.A.21) \]

\[ D_3 = \int_0^{\infty} \frac{\prod_{i=1}^{4} (\sin(p_i z) - p_i z \cos(p_i z))}{z^6} \, dz. \quad (6.A.22) \]

These expressions are symmetric under \( 1 \leftrightarrow 2 \) and \( 3 \leftrightarrow 4 \) and so without loss of generality we can assume \( p_1 \geq p_2, p_3 \geq p_4 \). We require \( p_1 \leq p_2 + p_3 + p_4 \) (and cyclic permutations) by conservation of energy. In the case where the above conditions all hold, we separate things into four additional cases in which the integrals can be evaluated analytically, as given in [11].
\( p_1 + p_2 > p_3 + p_4 \), \( p_1 + p_4 > p_2 + p_3 \):

\[
D_1 = \frac{\pi}{8} (p_2 + p_3 + p_4 - p_1), \tag{6.A.23}
\]
\[
D_2 = \frac{\pi}{48} ((p_1 - p_2)^3 + 2(p_3^2 + p_4^2) - 3(p_1 - p_2)(p_3^2 + p_4^2)), \tag{6.A.24}
\]
\[
D_3 = \frac{\pi}{240} (p_1^5 - p_2^5 + 5p_2^3(p_3^2 + p_4^2) - 5p_2^3(p_2^2 + p_3^2 + p_4^2) - (p_3 + p_4)^3(p_3^2 - 3p_3p_4 + p_4^2)
+ 5p_2^2(p_3^2 + p_4^2) + 5p_1^2(p_3^2 + p_3^2 + p_4^2)). \tag{6.A.25}
\]

\( p_1 + p_2 < p_3 + p_4 \), \( p_1 + p_4 > p_2 + p_3 \):

\[
D_1 = \frac{\pi}{4} p_2, \tag{6.A.26}
\]
\[
D_2 = \frac{\pi}{24} p_2 (3(p_3^2 + p_4^2) - p_2^2), \tag{6.A.27}
\]
\[
D_3 = \frac{\pi}{120} p_2^3 (5(p_1^2 + p_3^2 + p_4^2) - p_2^2). \tag{6.A.28}
\]

\( p_1 + p_2 > p_3 + p_4 \), \( p_1 + p_4 < p_2 + p_3 \):

\[
D_1 = \frac{\pi}{4} p_4, \tag{6.A.29}
\]
\[
D_2 = \frac{\pi}{12} p_4^3, \tag{6.A.30}
\]
\[
D_3 = \frac{\pi}{120} p_4^3 (5(p_1^2 + p_2^2 + p_3^2) - p_3^2). \tag{6.A.31}
\]

\( p_1 + p_2 < p_3 + p_4 \), \( p_1 + p_4 < p_2 + p_3 \):

\[
D_1 = \frac{\pi}{8} (p_1 + p_2 + p_4 - p_3), \tag{6.A.32}
\]
\[
D_2 = \frac{\pi}{48} ((-p_1 + p_2)^3 - 2p_3^3 + 2p_4^3 + 3(p_1 + p_2)(p_3^2 + p_4^2)), \tag{6.A.33}
\]
\[
D_3 = \frac{\pi}{240} (p_3^5 - p_4^5 - (p_1 + p_2)^3(p_2^2 + 3p_1p_2 + p_4^2) + 5(p_1^3 + p_3^2)p_3^2 - 5(p_1^2 + p_2^2)p_3^3)
+ 5(p_1^3 + p_2^3 - p_3^2)p_4^2 + 5(p_1^2 + p_2^2 + p_3^2)p_4^3). \tag{6.A.34}
\]

We computed the remaining integrals numerically in several test cases for each of the reaction types in section 6.3 and obtained agreement between this method and ours, up to the integration tolerance used. However, the method we have developed in this chapter has the distinct advantage of resulting in a smooth integrand which
then must be evaluated numerically. The expressions obtained here are only piecewise smooth and therefore much costlier to integrate numerically. In tests, the difference in integration time was found to be 1000 times longer in some instances for the non-smooth integrand using an adaptive mesh integration method. Since the cost of numerically solving the Boltzmann equation is dominated by the cost of computing the collision integrals, this is a very significant optimization.

6.B QED Corrections to Equation of State

At the time of neutrino freeze-out, the universe is at sufficiently high temperature for photons and $e^{\pm}$ to be in chemical and kinetic equilibrium. The temperature is also sufficiently high for QED corrections to the photon and $e^{\pm}$ equation of state to be non-negligible. We use the results given in [14,66] to include these in our computation by modifying the combined photon, $e^{\pm}$ equation of state

$$P = P^0 + P^{\text{int}}, \quad \rho = -P + T \frac{dP}{dT} \quad (6.6.1)$$

where

$$P^{\text{int}} = -\frac{1}{2\pi^2} \int_0^\infty \left[ \frac{k^2}{E_k} \frac{\delta m_e^2}{e^{E_k/T} + 1} + \frac{k}{2} \frac{\delta m_{\gamma}^2}{e^{k/T} - 1} \right] dk, \quad E_k = \sqrt{k^2 + m_e^2} \quad (6.6.2)$$

$$\delta m_e^2 = \frac{2\pi\alpha^2}{3} + \frac{4\alpha}{\pi} \int_0^\infty \frac{k^2}{E_k e^{E_k/T} + 1} dk, \quad \delta m_{\gamma}^2 = \frac{8\alpha}{\pi} \int_0^\infty \frac{k^2}{E_k e^{E_k/T} + 1} dk. \quad (6.6.3)$$

and $P^0$ is the pressure of a noninteracting gas of photons and $e^{\pm}$ in chemical equilibrium.
Having developed an improved method for solving the Boltzmann equation and computing scattering integrals that greatly reduces the computational cost, we are now able to characterize the dependence of neutrino freeze-out on parameters. This will allow us to identify potential avenues by which the tension between observed and theoretical values of $N_\nu$ may be alleviated. See also our paper [56].

Our study will also allow us to constrain the time and/or temperature variation of certain natural constants by comparing the results with measurements of $N_\nu$. The topic of time variation of natural constants is a very active field with a long history. For a comprehensive review of this area, with which we make only slight contact, see [67].

### 7.1 Weinberg Angle

As mentioned above, the Weinberg angle is one of the standard model parameters that impacts the neutrino freeze-out process. More specifically, it is found in the matrix elements of weak force processes, including the reactions $e^+e^- \rightarrow \nu\bar{\nu}$ and $\nu e^\pm \rightarrow \nu e^\pm$ found in tables 6.1 and 6.2. It is determined by the $SU(2) \times U(1)$ coupling constants $g$, $g'$ by

$$\sin(\theta_W) = \frac{g'}{\sqrt{g^2 + (g')^2}}. \quad (7.1.1)$$

It is also related to the mass of the $W$ and $Z$ bosons and the Higgs vacuum expectation value $v$ by

$$M_Z = \frac{1}{2} \sqrt{g^2 + (g')^2} v, \quad M_W = \frac{1}{2} g v, \quad \cos(\theta_W) = \frac{M_W}{M_Z} \quad (7.1.2)$$
as well as the electromagnetic coupling strength

\[ e = 2M_W \sin(\theta_W)/v = \frac{g g'}{\sqrt{g^2 + (g')^2}}. \] (7.1.3)

It has a measured value in vacuum \( \theta_W \approx 30^\circ \), giving \( \sin(\theta_W) \approx 1/2 \), but its value is not fixed within the Standard Model. For this reason, a time or temperature variation can be envisioned and this would have an observable impact on the neutrino freeze-out process, as measured by \( N_\nu \).

In letting \( \sin(\theta_W) \), and hence \( g \) and \( g' \), vary we must fix the electromagnetic coupling \( e \) so as not to impact sensitive cosmological observables such as Big Bang Nucleosynthesis. Fixing \( v \), the smallest \( M_W \) can become is when \( \sin(\theta_W) = 1 \), yielding a reduction in \( M_W \) by a factor of 2. This implies that \( M_Z > M_W \gg |p| \) for neutrino momentum \( p \) in the energy range of neutrino freeze-out, around 1 MeV, even as we vary \( \sin(\theta_W) \). This approximation is inherent in the formulas for the matrix elements in tables 6.1 and 6.2 and continues to be valid here. We will characterize the dependence of \( N_\nu \) on \( \sin(\theta_W) \) in section 7.3 below, but first we identify the remaining parameter dependence in the Einstein Boltzmann system

### 7.2 Interaction Strength

In order to isolate the dependence of the Einstein Boltzmann system for neutrino freeze-out on dimensioned quantities, we now convert it to dimensionless form. Letting \( m_e \) be the mass scale and \( M_p/m_e^2 \) be the time scale the Einstein equations take the form

\[ H^2 = \frac{\rho}{3}, \quad \dot{\rho} = -3H(\rho + P). \] (7.2.1)

Since \( e^* \) are the only (effectively) massive particles in the system, by scaling all energies, momenta, energy densities, pressures, and temperatures by \( m_e \) we have removed all scale dependent parameters from the Einstein equations. The Boltzmann
equation becomes
\[ \partial_t f - pH \partial_p f = \eta C[f] \quad \eta \equiv M_p m_e^3 G_F^2 \]  
(7.2.2)
where we have also factored out of \( C[f] \) the \( G_F^2 \) term that is common to all of the neutrino interaction matrix elements.

Aside from the \( \theta_W \) dependence of the matrix elements seen in tables 6.1 and 6.2 the complete dependence on natural constants is now contained in a single dimensionless interaction strength parameter \( \eta \) with the vacuum present day value,

\[ \eta_0 \equiv \left. M_p m_e^3 G_F^2 \right|_0 = 0.04421. \]  
(7.2.3)
In the following section we characterize the dependence of \( N_\nu \) on the interaction strength.

### 7.3 Dependence of \( N_\nu \) on Parameters

The main result of this chapter is the dependence of \( N_\nu \) on the SM parameters \( \sin^2 \theta_W \) and \( \eta \). These results are shown in figure 7.1 presented as a function of Weinberg angle \( \sin^2 \theta_W \) for \( \eta/\eta_0 = 1, 2, 5, 10 \). The effects of an increase in both parameters above the vacuum values superpose in the parameter range considered, amplifying the effect and generating a significant increase in \( N_\nu \to 3.5 \). The present day vacuum value of Weinberg angle puts the \( \nu_\mu, \nu_\tau \) freeze-out temperature, seen in the right pane of figure 7.A.3, near its maximum value. This is why a comparatively large change in \( \sin^2(\theta_W) \) is needed to produce a change in \( N_\nu \) for \( \sin^2(\theta_W) \approx 0.23 \).

We performed a least squares fit of \( N_\nu \) over the range \( 0 \leq \sin^2(\theta_W) \leq 1 \), \( 1 \leq \eta/\eta_0 \leq 10 \) shown in figure 7.1 obtaining a result with relative error less than 0.2%,

\[ N_\nu = 3.003 - 0.095 \sin^2 \theta_W + 0.222 \sin^4 \theta_W - 0.164 \sin^6 \theta_W \]
\[ + \sqrt{\frac{\eta}{\eta_0}} \left( 0.043 + 0.011 \sin^2 \theta_W + 0.103 \sin^4 \theta_W \right). \]  
(7.3.1)
\[ N_\nu \] is monotonically increasing in \( \eta/\eta_0 \) with dominant behavior scaling as \( \sqrt{\eta/\eta_0} \). Monotonicity is to be expected, as increasing \( \eta \) decreases the freeze-out temperature and the longer neutrinos are able to remain coupled to \( e^\pm \), the more energy and entropy from annihilation is transferred to neutrinos.

We complement this with fits to the photon to neutrino temperature ratios \( T_\gamma/T_{\nu_e}, T_\gamma/T_{\nu_\mu} = T_\gamma/T_{\nu_\tau} \), and the neutrino fugacities, \( \Upsilon_{\nu_e}, \Upsilon_{\nu_\mu} = \Upsilon_{\nu_\tau} \), again with relative error less than 0.2%

\[
\frac{T_\gamma}{T_{\nu_\mu}} = 1.401 + 0.015x - 0.040x^2 + 0.029x^3 - 0.0065y + 0.0040xy - 0.017x^2y, \quad (7.3.2)
\]
\[
\Upsilon_{\nu_e} = 1.001 + 0.011x - 0.024x^2 + 0.013x^3 - 0.005y - 0.016xy + 0.0006x^2y, \quad (7.3.3)
\]
\[
\frac{T_\gamma}{T_{\nu_e}} = 1.401 + 0.015x - 0.034x^2 + 0.021x^3 - 0.0066y - 0.015xy - 0.0045x^2y, \quad (7.3.4)
\]
\[
\Upsilon_{\nu_\mu} = 1.001 + 0.011x - 0.032x^2 + 0.023x^3 - 0.0052y + 0.0057xy - 0.014x^2y. \quad (7.3.5)
\]

where

\[
x \equiv \sin^2 \theta_W, \quad y \equiv \sqrt{\frac{\eta}{\eta_0}}. \quad (7.3.6)
\]
Figure 7.2. $N_\nu$ bounds in the $\eta/\eta_0, \sin^2(\theta_W)$ plane. Dark (green) for $N_\nu \in (3.03, 3.57)$ corresponding to Ref. [1] CMB+BAO analysis and light (teal) extends the region to $N_\nu < 3.87$ i.e. to CMB+$H_0$. Dot-dashed line delimits the 1s.d. lower boundary of the second analysis.

The bounds on $N_\nu$ from the Planck analysis [1] can be used to constrain time or temperature variation of $\sin^2 \theta_W$ and $\eta$. In Figure 7.2 the dark (green) color shows the combined range of variation of natural constants compatible with CMB+BAO and the light (teal) color shows the extension in the range of variation of natural constants for CMB+$H_0$, both at a 68% confidence level. The dot-dashed line within the dark (green) color delimits this latter domain. The dotted line shows the limit of a 5% change in $N_\nu$. Any increase in $\eta/\eta_0$ and/or $\sin^2(\theta_W)$ moves the value of $N_\nu$ into the domain favored by current experimental results. Further parameter study is found in 7.A and 7.B.
7.4 Summary, Discussion, and Conclusions

We have employed a novel spectral method Boltzmann solver and a new procedure for evaluating the Boltzmann scattering integrals in order to characterize the impact of a potential time and/or temperature variation of SM parameters on the effective number of neutrinos. Specifically, we identified a dimensionless combination of $m_e$, $M_p$, and $G_F$, called the interaction strength $\eta$, that, along with the Weinberg angle $\sin^2 \theta_W$, control neutrino freeze-out and the resulting value of the effective number of neutrinos, $N_\nu$.

7.4.1 Primordial Variation of Natural Constants

The question which we addressed in this section is: What neutrino decoupling in the early Universe can tell us about the values of natural constants when the Universe was about one second old and at an ambient temperature near to 1 MeV (11.6 billion degrees K). Our results were presented assuming that the Universe contains no other effectively massless particles but the three left handed neutrinos and corresponding, three right handed anti-neutrinos.

We found that near to the physical value of the Weinberg angle $\sin^2 \theta_W \simeq 0.23$ the effect of changing $\sin^2 \theta_W$ on the decoupling of neutrinos is small. Thus as seen in Figure 7.1 the dominant variance is due to the change in the coupling strength $\eta/\eta_0$, Eq. (7.2.2) and Eq. (7.2.3). The dotted line in Figure 7.2 shows that in order to achieve a change in $N_\nu$ at the level of up to 5% that is $N_\nu \lesssim 3.2$ both $\sin^2 \theta_W$ and $\eta/\eta_0$ must change significantly, with e.g. $\eta$ increasing by an order of magnitude.

Let us look closer at what an increase in the strength parameter $\eta$ by factor 10 means, looking case by case on all the natural constant contributions as if each were responsible for the entire change:

- Considering that $\eta \propto M_p \propto G_N^{-1/2}$ this translates into a decrease in the strength of Gravity at neutrino freeze-out by a factor 100. This effect would need to
become much smaller by the time the age of the Universe is 1000 times longer (1s compared to 10 min) for Big Bang nucleosynthesis to be unaffected. This presumably means that, conversely, as we go further back in time we would need the gravity to continue to rapidly become very much weaker yet. In models of emergent gravity we can imagine a ‘melting’ of gravity in the hot primordial Universe. Whether such a model can be realized will be a topic for future consideration. The attractive aspect of Gravity weakening rapidly with increasing temperature is that for exponentially disappearing $G_N \to 0$ as $t \to 0$ and/or $T \to \infty$ the dynamics can be arranged to be similar to an inflationary Universe.

- Since $\eta \propto m_e^3$ electron mass would need to go up ‘only’ by factor 2.15. Compared to all other particles the electron mass has an anomalously low value. Appearance of a mechanism just when $T \approx m_e$ that ‘restores’ the electron mass to where intuition would like it to be, a few MeV, arising from the systematics of other Yukawa Higgs coupling $g_{Ye}$ compared to the Yukawa coupling of other charged light particles, where $m_e = g_{Ye} v$ seems to us also a possible scenario. Interestingly, laboratory limits for these conditions could be attainable in the foreseeable future.

- Since $\eta \propto G_F^2 \propto 1/v^4$ we would need to find a mechanism that would decrease the vacuum value $v_0 \approx 246$ GeV by factor 1.8 already at temperature $T \approx m_e$. Allowing three powers of $v$ to cancel by using the Higgs minimal coupling formula for electron mass we need to change $v$ by an order of magnitude near to $T \approx m_e$. This appears impossible.

While ideas justifying strong variation of $\eta$ can be developed as two of the above three cases argue, a model for temperature or time dependence of $\sin^2 \theta_W$ seems at this time without a theoretical anchor point, mainly so since we do not have a valid grand unified theoretical framework in which the electro-weak mixing or equivalently the masses $M_W, M_Z$ would be anchored.
7.4.2 Two Different Ways to Change $N_\nu$

However, there are additional challenges we have not at this time addressed. This
is so since the immediate observable is the energy content of the invisible Universe
as defined by the effective number of neutrinos $N_\nu$. Considering a value of $N_\nu > 3$,
there could be a contribution from presently not discovered, more weakly interacting
massless particles that decoupled even before neutrinos, and which therefore could
contribute fractionally to $N_\nu$, see our discussion in Ref. [68].

Of particular relevance could be a so called light sterile neutrino [69], possibly the
right handed complement to the left handed neutrinos. If such particles exist and
freeze-out well before regular neutrinos, their contribution to $N_\nu$ would be subject to
dilution by reheating [68] and thus their contribution to $N_\nu$ would depend on when
precisely they begin free-streaming.

These unknown dark ‘radiation’ particles as well as neutrinos could have a mass
that is at the scale of the temperature of photon decoupling $T_{\gamma 0} = 0.25$ eV, for which
an analysis of the Universe density fluctuations akin to Planck [1] would need to be
adapted. We have discussed in Ref. [27] a consistent treatment of neutrino mass and
$N_\nu$, in the case of a particular type of delayed massive neutrino freeze-out. This
approach is exactly the same as would be the case for dark radiation: Near to $T_{\gamma 0} =
0.25$ eV massive neutrinos are indistinguishable from massive dark radiation, which
contributes as an additional particle with reduced contribution to $N_\nu$ [68].

The alternative explanation of $N_\nu > 3$ in terms of variation of of natural constants
that we have presented comprises speculative beyond the standard model ideas akin
in this aspect to new dark ‘radiation’ particles. We believe that our present contribu-
tion provides a viable alternative mechanism capable of influencing $N_\nu$. In order
to achieve an increase in $N_\nu$ the change in natural constants must cause a delay in
neutrino freeze-out and thus a greater participation of neutrinos in reheating during
$e^\pm$ annihilation. The changes in the natural constants which are required to make a
large and visible contribution in $N_\nu$ appear at first sight to reach beyond a variation that one could tolerate at the time of big bang nucleosynthesis only a factor 1000 in time later. We have argued that a change in the electron mass $m_e$ by factor larger than two, and/or Newtons constant $G_N$ even by several orders of magnitude could be present.

7.A Weinberg Angle Plots

**Figure 7.A.1.** Fractional increase in neutrino energy (left) and neutrino fugacities (right), as functions of Weinberg angle. Vertical line is $\sin^2(\theta_W) = 0.23$.

**Figure 7.A.2.** Dependence on Weinberg angle of photon reheating (left) and photon-neutrino temperature ratios (right) after freeze-out. Vertical line is $\sin^2(\theta_W) = 0.23$. 
Figure 7.A.3. Freeze-out temperatures for electron neutrinos (left) and $\mu$, $\tau$ neutrinos (right) for various types of processes, as functions of Weinberg angle. Vertical line is $\sin^2(\theta_W) = 0.23$.

7.B Interaction Strength Plots

Figure 7.B.1. Fractional increase in neutrino energy (left) and neutrino fugacities (right), as functions of interaction strength.
Figure 7.B.2. Dependence on interaction strength of photon reheating (left) and photon-neutrino temperature ratios (right) after freeze-out.

Figure 7.B.3. Freeze-out temperatures for electron neutrinos (left) and $\mu, \tau$ neutrinos (right) for various types of processes, as functions of interaction strength.
Chapter 8

SUMMARY AND FUTURE WORK

We have studied the evolution of the relic neutrino background, focusing on the deviation from equilibrium, starting at freeze-out and moving to the present day. In the first part of this dissertation we focused on chemical non-equilibrium and characterized the neutrino distribution after freeze-out by a model independent approach that used only conservation laws and was independent of the details of the scattering processes. In particular, we computed the dependence on the kinetic freeze-out temperature $T_k$ of the reheating ratio $T_\gamma/T_\nu$, the effective number of neutrinos $N_\nu$, and the deviation from chemical equilibrium captured by the fugacity $\Upsilon$. In this model a measurement of $N_\nu$ constitutes a measurement of $T_k$ and we found that a modified freeze-out temperature is capable of matching a value of $N_\nu > 3.046$ as seen in the Planck CMB data. We also characterized the free-streaming neutrino distribution today, as seen from Earth, a small step towards detector design. In particular, we computed the drag force on a millimeter sized coherent detector due to the anisotropy of the neutrino distribution induced by the relative Earth-CMB motion.

In the second part of this dissertation we focused on the aspects of neutrino freeze-out that depend on the details of the scattering processes and hence require solution of the full general relativistic Boltzmann equation. Such a description is needed in order to model the non-thermal distortions of the neutrino distribution and eliminates the need to estimate $T_k$ or treat it as a free parameter, as we did in part one. We developed a novel spectral method for solving the Boltzmann equation that is adapted to emergent chemical non-equilibrium. The method incorporates three key improvements over the spectral method used by previous authors: a modified weight function, which reduces the minimum required number of modes from 4 to 2, together
with a dynamical effective temperature and fugacity. We also developed an improved method for analytically simplifying the scattering integrals that substantially reduces the numerical integration cost.

Finally, we used our improved method to perform parametric studies of the dependence of neutrino freeze-out on the Weinberg angle, weak force interaction strength, the strength of gravity, and the electron mass in order to identify which mechanisms in the neutrino freeze-out process are capable of leading to the measured value of $N_\nu$ in the environment of a hot Universe in which freeze-out occurs. Furthermore, our study allows us to constrain time and/or temperature variation of these parameters using measurements of $N_\nu$.

In the future, we will refine our study of neutrino freeze-out by investigating the impact of collective plasma effects on the system. For example, we are in the process of including photon decay due to the nonzero photon plasma mass, a process which has been overlooked in prior work. We also hope to better understand the limits on the variation of natural constants set by neutrino freeze-out, especially as the precision of measurements of $N_\nu$ improves.

Extending beyond the realm of neutrino freeze-out, we plan to adapt our spectral method for solving the Boltzmann equation to systems of massive bosons/fermions as well as to spatially varying systems with the hope of generalizing the method to form a broadly applicable method for studying the emergence of chemical non-equilibrium in systems of bosons and fermions that is also capable of capturing non-thermal distortions. In particular, we will use this to study the dynamics of massive quarks in Quark Gluon Plasma, both as found in the laboratory and in the early Universe.
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FUGACITY AND REHEATING OF PRIMORDIAL NEUTRINOS.
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Summary

In this paper we studied numerically the dependence of the neutrino distribution, including fugacity $\Upsilon$, effective number of neutrinos $N_\nu$, and reheating ratio $T_\gamma/T_\nu$ on the kinetic freezeout temperature $T_k$ under the assumption of kinetic equilibrium. In particular, we showed that a measurement of $N_\nu$ constitutes a measurement of $T_k$ in this model. We demonstrated that the instantaneous chemical freeze-out approximation, and hence entropy conservation, holds to a good approximation for a subset of the neutrino reactions. We also numerically identified an approximate power law relation between $\Upsilon$ and $T_\gamma/T_\nu$.

Others worked on deriving the neutrino reaction rates, but I was responsible for deriving all other equations, numerically simulating the system, and producing both figures. I was also responsible for the creation of the initial draft of the manuscript.
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We clarify in a quantitative way the impact that distinct chemical $T_c$ and kinetic $T_k$ freeze-out temperatures have on the reduction of the neutrino fugacity $\Upsilon_\nu$ below equilibrium, i.e. $\Upsilon_\nu < 1$, and the increase of the neutrino temperature $T_\nu$ via partial reheating. We establish the connection between $\Upsilon_\nu$ and $T_k$ via the modified reheating relation $T_\nu/(T_\nu)_\gamma = T_\gamma$, where $T_\gamma$ is the temperature of the background radiation. Our results demonstrate that one must introduce the chemical nonequilibrium parameter, i.e. the fugacity, $\Upsilon_\nu$, as an additional standard cosmological model parameter in the evaluation of CMB fluctuations as its value allows measurement of $T_k$.
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1. Introduction

The free-streaming relic neutrino distribution is an important input into structure formation in the universe and the calculation of CMB fluctuations. Recent results from the nine-year WMAP observations, Table 7 of Ref. 2 and another independent study of BBN favor an effective number of neutrinos at BBN of $N_\nu = 3.55^{+0.49}_{-0.48}$ and $N_\nu = 3.71^{+0.47}_{-0.45}$, respectively, while the newly released Planck data finds $N_\nu = 3.30 \pm 0.27$. However, this fit produces a 2.5 s.d. tension with direct astrophysical
measurements of the Hubble constant. Including priors from SN surveys removes this tension and result in $N_\nu = 3.62 \pm 0.25$.

Much work has been done to compute the modification of the neutrino distribution due to two-body interactions between neutrinos and $e^+e^-$ in general relativistic kinetic theory. Standard electroweak interactions give rise\(^{5-7}\) to $N_\nu = 3.046$ while a study of modified neutrino–electron interactions leads to $N_\nu = 3.12$.\(^8\) Current observational data does not have tight enough error bounds to either confirm or show incompleteness of the standard picture of neutrino freeze-out, but the deviation of the central value determined by Planck and others from the computed value suggests that one consider additional factors capable of modifying the neutrino distribution and thereby increasing $N_\nu$.

One such mechanism is the interaction of neutrinos with collective degrees of freedom in the $e^+e^-$ plasma. The calculations referenced above assume that the freeze-out process is dominated by two-body scattering, but scattering against collective degrees of freedom is often a significant factor in plasma dynamics. If such an effect is relevant here, the result would be a lower neutrino kinetic freeze-out temperature $T_k$ and, as we will show, a larger value of $N_\nu$. We do not attempt to model the multi-body scattering processes that could lead to a reduction in $T_k$. Rather, we perform a parametric study of the effect that the reduction of $T_k$ has on the neutrino distribution and photon–neutrino reheating ratio within a simple model that emphasizes the physics of interest. We discover a new effect that accumulates during the temporary reduction of the deceleration parameter $q$ caused by the electron mass, which has a significant effect on the neutrino distribution when $T_k \approx m_e$.

Our study relies on the following two properties of the dynamical evolution of the primordial $e^+, e^-, \nu, \bar{\nu}, \gamma$ plasma:

(a) The chemical and kinetic, often called thermal, freeze-out conditions are distinctively different. Once the universe temperature drops below the chemical freeze-out temperature $T_c$, there are no reactions that, in a noteworthy fashion, can change the neutrino abundance. We will find that the precise value of $T_c$ is immaterial to the present study as long as $T_c > 2m_e$, which is the consensus of all evaluations\(^9,10\) — in our own detailed study, we find $T_c \simeq 2.7m_e$.\(^11\) As the universe cools further, at some point neutrinos begin to free-stream.\(^12\) This is the kinetic freeze-out and $T_k$ is the key parameter in determining the neutrino momentum distribution. Note that particle creation, which determines $T_c$, is a hard process while exchange of momentum, which determines $T_k$, is soft. Hence $T_c$ does not have the same complications involving collective phenomena as $T_k$ does. This allows us to treat $T_c$ as being determined by two-body interactions while $T_k$ will be treated as an unknown parameter.

(b) There exists a brief time window when the temperature of the universe $T < 2m_e$, during which the deceleration parameter $q$ drops mildly from that for the pure radiative universe because the electron–positron mass becomes
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significant and affects the dynamics of the expansion. This lasts until the density of \( e^+e^- \) pairs becomes negligible and the fully radiative expansion resumes at \( T < 0.15m_e \).

We find that these effects combine to produce a photon–neutrino temperature ratio \( T_\gamma/T_\nu \) that is closer to 1, a known “neutrino reheating” effect.\(^5\) However, it has thus far escaped attention that reheating of neutrinos can be accompanied by a significant underpopulation of neutrino phase space relative to an equilibrium distribution, characterized by a little-known cosmological model parameter which will be called neutrino fugacity, \( \Upsilon_\nu \). Its significance for neutrino cosmology has been previously recognized\(^13\) but is not widely appreciated.

We relate \( T_\gamma/T_\nu \) to \( \Upsilon_\nu \) and discuss how a significant deviation of \( \Upsilon_\nu < 1 \) alters the neutrino momentum distribution at the time of recombination. Our findings will demonstrate that \( \Upsilon_\nu \) should be included among the standard cosmological model parameters governing the experimental CMB observables, especially with regard to neutrino mass constraints.

2. Neutrino Energy Spectrum and Moments

Consider a particle with degeneracy \( g_p \), mass \( m \), and chemical freeze-out temperature \( T_c \). Prior to chemical freeze-out, the distribution function has the usual Bose–Einstein or Fermi–Dirac chemical equilibrium form. After chemical but prior to kinetic freeze-out at \( T_k \), collisions between particles maintain a maximum entropy distribution, but particle number changing processes are no longer able to occur. The number of particle–antiparticle pairs is therefore conserved. To achieve particle conservation in an environment in which temperature changes, another parameter is needed: \( \Upsilon \). The momentum distribution and thus value of \( \Upsilon \) is found by maximizing entropy at fixed particle number, antiparticle number, and energy.

The thermal (kinetic) equilibrium momentum distribution functions are applicable down to kinetic freeze-out \( T_k \)

\[
\begin{align*}
\f_{\text{eq},k} &= \frac{g_p}{8\pi^3} \frac{1}{\Upsilon^{-1}e^{(E-\mu_t)/T} \pm 1},
\end{align*}
\]

where \( \Upsilon = 1 \) for \( T > T_c \) and \( \Upsilon \neq 1 \) for \( T \in [T_c, T_k] \) is the same for both particles and antiparticles. One can also write

\[
\mu = T \ln \Upsilon + \mu_t .
\]

\( \Upsilon \) controls the number of particle–antiparticle pairs available to fill the phase space. In the absence of (measurable) true chemical potentials \( \mu_t \) originated from conserved quantities such as lepton number, \( \Upsilon \) is identical to the complete particle fugacity. Therefore, in this situation an effective chemical potential \( \mu \) is derivable from \( \Upsilon \) through Eq. (2) alone. Chemical nonequilibrium is characterized by \( \Upsilon \neq 1 \), i.e. for \( \mu_t \simeq 0 \) but \( \mu \neq 0 \). For fermions the limit \( \Upsilon \gg 1 \) approaches a degenerate Fermi distribution, while for \( \Upsilon \to 0 \) the Boltzmann limit may be used.
The moments of Eq. (1) define the energy density $\rho$, pressure $P$, number density $n$, and entropy density $s$ of a distribution in kinetic equilibrium Eq. (1). Standard thermodynamic identities, such as the Gibbs–Durham relations, remain valid down to the kinetic freeze-out stage in the evolution of the universe. In principle, once the neutrinos start free-streaming, these relations do not apply anymore. However, in a radiation dominant universe a significant violation occurs only when the mass of the neutrino becomes a significant scale.

3. Modeling Universe Expansion

The neutrino oscillations are fast compared to the dynamics of the universe for $T \simeq T_k \simeq m_e$. Thus each neutrino spends $\frac{1}{3}$ of its time in each of the three flavor states and its kinetic reactivity will be the arithmetic average of the three relevant rates. Additionally, neutrinos and antineutrinos in a practically matter–antimatter symmetric universe are subject to the same dynamics. Finally, at the temperature scale of interest the neutrino masses are negligible. Together, these factors imply a common value of $\Upsilon_\nu$ for all three flavors of neutrinos and their antiparticles. Hence we can collect them all into a single distribution function, with a degeneracy $g_\nu = 6$.

The three relevant dynamical quantities are thus the temperature $T$ of the $\gamma$, $e^+e^-$, $\nu$, $\bar{\nu}$ system, the common neutrino fugacity $\Upsilon_\nu$, and the scale factor $a$ of a homogeneous, isotropic, and spatially flat universe:

$$ds^2 = dt^2 - a(t)^2(dx^2 + dy^2 + dz^2).$$

(3)

The dynamics are determined by:

(a) The Einstein equation. For a flat FRW universe we integrate

$$H^2 \equiv \left(\frac{\dot{a}}{a}\right)^2 = \frac{\rho}{3M_p^2}, \quad M_p = \frac{1}{\sqrt{8\pi G}},$$

(4)

where $\rho$ is the total energy density of photons, $e^+e^-$, and neutrinos.

(b) Divergence freedom of the total stress–energy tensor (which is implicit in the Einstein equation). Using the Gibbs–Durham relations, we find that divergence freedom of the stress–energy tensor,

$$\nabla_\mu T^{\mu 0} = \dot{\rho} + 3(\rho + P)\frac{\dot{a}}{a} = 0,$$

(5)

is equivalent to

$$T \frac{d}{dt}(a^3 s) + \sum_i \mu_i \frac{d}{dt}(a^3 n_i) = 0.$$  

(6)

(c) A dynamical equation governing the neutrino-number-changing process,

$$e^+ + e^- \leftrightarrow \nu_e + \bar{\nu}_e,$$

(7)
which reads

\[ \dot{\Upsilon}_\nu + 3\Upsilon_\nu \left( H + \frac{\dot{T}}{T} \right) \frac{n_\nu}{\Upsilon_\nu} \frac{\partial n_\nu}{\partial \Upsilon_\nu} = \left( \Upsilon_e^2 - \Upsilon_\nu^2 \right) \frac{1}{\tau_e}, \]

(8)

Here, \( \Upsilon_e^2 \to 1 \). For further details of the derivation of Eq. (8) see Eq. (7.290) in Ref. 14, of which this is a slight modification, as well as Refs. 15 and 16.

Neutrino oscillations allow us to collect all three neutrino flavors into a single distribution for which the dominant reaction strength is that in Eq. (7), which is the reaction most responsible for chemical equilibrium as it is the only rate that contains charged current (exchange of \( W^\pm \)), with small contributions by the neutral current (\( Z^0 \)) mediated \( e^+e^- \) annihilation, which also feeds into \( \nu_\mu \) and \( \nu_\tau \). Since each of the three neutrino flavors can be fed in \( e^+e^- \) annihilation, the total relaxation time is

\[ \frac{1}{\tau} = \frac{1}{\tau_e} + \frac{1}{\tau_\mu} + \frac{1}{\tau_\tau} \simeq \frac{1}{\tau_e}, \]

(9)

where the electron rate dominates within the precision required in our approach.

The rate constant \( \tau_e(T) \) is obtained by conventional kinetic methods described in Ref. 14; see Ref. 11 for more details. Our electroweak amplitudes and invariant rates agree with those presented in Refs. 9 and 10. We obtain, to better than 5% precision in Boltzmann approximation, the result

\[ \frac{1}{\tau_e} \simeq \frac{2^{-5} G_F^2 T^8}{1 + (2m_e/T)^2 e^{0.29(2m_e/T-16)}} \left( \frac{\partial n_\nu}{\partial \Upsilon_\nu} \right)^{-1}, \]

(10)

where \( G_F \) is the Fermi coupling constant. The neutrino degeneracy in the last normalizing term in Eq. (10) is \( g_\nu = 2 \times 3_f \). Note that the flavor factor \( 3_f \) averages the rate constant shown in Eq. (9) and thus the effective rate of chemical equilibration is \( \frac{1}{3} \) of that for \( \nu_e \) alone in the absence of neutrino oscillations.

This kinetic theory model describes a smooth chemical freeze-out process, as is inherent in Eq. (8). This is in contrast to the instantaneous transition approximation, in which at some temperature \( T_c \) it is assumed that all neutrino number changing processes cease completely. Under this “sudden” approximation, the two terms in Eq. (6) are separately zero and Eqs. (6) and (8) are replaced by the independent conservation of comoving entropy and neutrino number.

In the more precise “smooth” model of Eq. (8), comoving entropy is not exactly conserved. In general, particle number changing processes occurring outside chemical equilibrium, i.e. \( \Upsilon \neq 1 \), are entropy generating processes. We verified that in our case in ultrarelativistic plasma, the conversion of \( e^+e^- \) pairs into neutrino pairs is practically entropy-conserving. This explains why under the entropy-conserving approximation, \( \Upsilon_\nu(T) \) remains accurate to within a few percent, a point we will demonstrate explicitly. Thus, in principle there is no need to model the chemical freeze-out in detail for the purpose of the discussion carried out below and we are justified in assuming exact conservation of entropy when convenient. This would of course be anyone’s first guess but considering the issues of reheating we address,
Fig. 1. Neutrino fugacity $\Upsilon_\nu$ as a function of neutrino kinetic freeze-out temperature $T_k/m_e$. The solid line corresponds to the exact numerical solution for $\Upsilon_\nu$ and the dot-dashed line closely following it is the entropy conserving freeze-out approximation; see the text for details. Dashed line (scale on right) is the deceleration parameter.

we have convinced ourselves by modeling the smooth chemical freeze-out that this is an accurate model assumption.

4. Effect of Electron Mass

If all relevant particles have negligible mass then both entropy and number density scale with $T^3$, hence the solutions to Eqs. (6) and (8) are simply

$$\Upsilon_\nu = 1, \quad T \propto \frac{1}{a}.$$  \hspace{1cm} (11)

However, the proximity of $T_c$ and $T_k$ to the electron mass modifies the situation. As the temperature passes through the electron mass, the deceleration parameter in the expansion of the Universe,

$$q = -\frac{a\ddot{a}}{a^2}$$  \hspace{1cm} (12)

displays a small deviation from the pure radiation dominant value of $q = 1$, decreasing slightly towards the matter dominant value of $q = \frac{1}{2}$, indicating a temporary period of matter relevance. It is this drop in $q$ that causes $\Upsilon_\nu$ to decrease and the neutrino phase space to become underpopulated. Though the magnitude of the drop in $q$ (right scale in Fig. 1) is not large, the effect on $\Upsilon_\nu$ is cumulative.

We obtain a quantitative measure of this underpopulation effect by numerically solving Eqs. (4), (6) and (8) to obtain $\Upsilon_\nu(T_k)$ for each choice of the neutrino kinetic freeze-out temperature $T_k$, which we treat as a free parameter. We begin at a temperature high enough, e.g. $T = 10m_e$, for the universe to be fully radiation dominant and neutrinos to be in chemical equilibrium with $\Upsilon_\nu = 1$, and integrate across $T_c$ until $T = T_k$, at which point the neutrinos become free-streaming. The result is shown as a solid line in Fig. 1. We also show the result of the entropy conserving
chemical freeze-out approximation as a dot-dashed line, which closely parallels the solid line. In the entropy conserving approximation, the calculation is insensitive to the precise value used for the neutrino chemical freeze-out temperature $T_c$, as long as it is several times the electron mass, i.e., larger than the temperature where $\Upsilon_\nu$ begins to deviate from 1. This is so since neutrino chemical freeze-out occurs in the nearly exact radiation dominant era of the universe and prior to the temperature where the influence of the electron mass on the universe dynamics takes effect. In this domain the neutrino distribution evolves as in Eq. (11) irrespective of whether or not it is in chemical equilibrium. The difference between these two calculations is less than 1%, so for the purposes of this work, the approximate model is valid.

Delaying the thermal freeze-out condition until it is close to or below the electron mass results in neutrinos acquiring energy liberated by $e^+e^-$ annihilation via scattering and thus are reheated, along with photons, down to $T_k$. Once thermal freeze-out occurs, only photons are reheated and from that point on $T_\gamma > T_\nu$. At $T_k$ neutrinos begin to free stream and the neutrino entropy is conserved independently of the entropy in photons and $e^+e^-$, as shown in Ref. 12. We make the approximation that the total comoving entropy is exactly conserved, hence whatever entropy remains in $e^+e^-$ at $T_k$ goes solely into reheating the photon temperature.

The calculation of the resulting photon–neutrino temperature ratio $T_\gamma/T_\nu$ is the same as that used to derive the traditional reheating ratio of $(11/4)^{1/3}$, only that here one starts with less comoving entropy in $e^+e^-$ since by the time $T = T_k$, some of the entropy has already been transferred to neutrinos. We carry out this procedure numerically and find a simple power-law relation to better than 1% between the reheating ratio $T_\gamma/T_\nu$ and $\Upsilon_\nu$:

$$\Upsilon_\nu = 0.420 \left(\frac{T_\gamma}{T_\nu}\right)^{2.57}. \quad (13)$$

Note that for $\Upsilon_\nu \to 1$, we obtain the standard reheating ratio $T_\gamma/T_\nu = (11/4)^{1/3}$, as expected. Reducing $T_k$ leads to a reduction of $T_\gamma/T_\nu$ compared to standard reheating, and introduces a significant deviation of $\Upsilon_\nu$ from unity, an effect which has not been recognized before.

5. Momentum Distribution at Recombination

In Ref. 12 we consider and solve the Einstein–Vlasov equation for the free-streaming form of the neutrino momentum distribution after kinetic freeze-out. Using the fact that $m_\nu \ll T_k$, the result is

$$f_\nu(t, p) = \frac{g_\nu}{8\pi^3} \frac{1}{\Upsilon_\nu^{-1} e^{p/T_\nu} + 1}, \quad (14)$$

where the neutrino temperature $T_\nu$ is obtained by solving Eq. (13). This is a nonequilibrium distribution for two reasons:

(a) The appearance of an effective chemical potential Eq. (2): $\mu_\nu = T_\nu \ln \Upsilon_\nu$. 
(b) The absence of the neutrino mass in the exponential means that when the
temperature approaches and drops below \( m_\nu \), the distribution is no longer of
the kinetic equilibrium form.

Depending on the ratio of neutrino mass to recombination temperat ure, one or
both of these effects may be significant. From Eq. \((14)\) we see that the number
density is calculated as if the neutrino were massless, but to comput e the energy
density or momentum, one weights the energy or momentum of a massive particle
with an effectively massless distribution function at a temperature \( T_\nu \). A fugacity
\( \Upsilon_\nu \neq 1 \) together with the modified reheating ratio \( T_\gamma/T_\nu(\Upsilon_\nu) \) imply that the effect
of the neutrino mass being close to the recombination temperature is altered from
the standard result when \( T_k \) is reduced.

6. Interpretation of Planck Results (Ref. 4)

To explain a value \( N_\nu = 3.62 \pm 0.25 \) at ion-electron recombination, we find \( T_k = 0.19^{+0.07}_{-0.04} \) MeV and \( \Upsilon_\nu = 0.71^{+0.1}_{-0.08} \). The value of effective chemical potential \( \mu_\nu \) at
recombination, Eq. \((2)\), follows, noting that \( \Upsilon_\nu \) is preserved in the free-streaming
neutrino momentum distribution and hence it continues to be present at the time
of recombination. We find \( \mu_\nu \simeq -0.086 \) eV.

The above estimates explicitly assume that the effect we present here is the
only one available to explain the Planck results (with priors) for \( N_\nu \). Furthermore,
we reinterpret the fitted \( N_\nu \) rather than performing a fit in which \( \Upsilon_\nu \neq 1 \) and
the reheating constraint Eq. \((13)\) is included. The neutrino momentum distribution
that would enter such a fit would be a background gas with a smaller neutrino
number density and greater momentum than currently assumed. Incorporating \( \Upsilon_\nu \)
together with the modified reheating ratio, Eq. \((13)\), into fits of CMB data has the
potential to constrain the magnitude of the neutrino mass with greater consistency.

To interpret the literature value \( N_\nu = 3.046 \), we require \( T_k^{(0)} = 0.806 \) MeV,
which leads to an effective chemical potential \( \mu_\nu = T_\nu \ln \Upsilon_\nu \simeq -2.2 \times 10^{-2} T_\nu \). The value \( T_k \) we find to interpret a value \( N_\nu \simeq 3 \) is very sensitive to the method of
achieving the kinetic decoupling; it corresponds to \( T_k^{col} = 0.7864 \) MeV obtained by
computing directly the two-body collision freeze-out condition.\(^{11}\) The theoretical
understanding of how a reduction from the lowest order standard model two-body
scattering value \( T_k^{col} \simeq 0.8 \) MeV to \( T_k \simeq 0.2 \) MeV is possible, is a question requiring
further study.

7. Summary and Conclusions

We have derived the dependence of the background cosmic neutrino distribution
and reheating ratio on the neutrino thermal freeze-out temperature \( T_k \). The drop
in the deceleration parameter of the universe when the electron mass becomes a
relevant scale, \( T \simeq m_e \), combined with distinct neutrino freeze-out temperatures
that satisfy the condition \( T_c > m_e > T_k \), where \( T_c \) is the neutrino chemical freeze-
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out temperature, result in a deviation of the neutrino distribution from equilibrium. This effect is described by a primordial neutrino fugacity $\Upsilon_{\nu}$ different from unity.

The standard cosmological model determines neutrino freeze-out by two-body microscopic scattering.\(^6\) However, currently a value of $3.6 > N_\nu > 3$ is favored by BBN related observations\(^2\)\(^-\)\(^3\) and the recent Planck fit\(^4\) with priors. The proposed modification of $T_k$ from a two-body scattering value is motivated by the mechanism of neutrino scattering against collective degrees of freedom in the $e^+e^-$ plasma, but in this work $T_k$ was left as a free-parameter.

We determined the magnitude of the fugacity $\Upsilon_{\nu}$ as a function of $T_k$, see Fig. 1. We established a modified reheating relation between the current photon and neutrino temperatures required by $\Upsilon_{\nu} \neq 1$, Eq. (13), and thus demonstrated a possible large modification of the primordial neutrino momentum distribution. $\Upsilon_{\nu}$ should thus serve as a cosmological model parameter, hitherto presumed to be close to unity, in the evaluation of CMB fluctuations.

A value well above $N_\nu \simeq 3$ would support a lower kinetic freeze-out temperature $T_k$ and hence a larger effective chemical potential in absolute value, up to $\mu_{\nu} \simeq -0.87T_\nu$, maybe required. The neutrino distribution evolves after freeze-out as a free-streaming gas\(^12\) and this preserves the value of $\Upsilon_{\nu}$, implying that neutrinos have a temperature-dependent effective chemical potential $\mu_{\nu} = T_\nu \ln \Upsilon_{\nu}$ after freeze-out. One must note that at the recombination temperature $T_r = 0.25$ eV, this effective chemical potential is on the order of the neutrino mass limit and is therefore non-negligible.
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Appendix B

RElic Neutrinos: Physically Consistent Treatment of Effective Number of Neutrinos and Neutrino Mass.
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Summary

In this paper, we performed a model independent characterization of the neutrino distribution after freeze-out as a function of the kinetic freeze-out temperature $T_k$. We showed how chemical non-equilibrium, in the form of a fugacity $\Upsilon < 1$, emerges during freeze-out as a result of $T_k$ being on the order of the electron mass, the period when $e^\pm$ annihilation begins in earnest.

Using conservation of energy and entropy we were able to compute the neutrino fugacity, the photon to neutrino reheating temperature ratio $T_\gamma/T_\nu$, and the effective number of neutrinos $N_\nu$, all as functions of $T_k$. In particular, we presented an analytic derivation of an approximate power law relation between the reheating ratio and the fugacity. We also showed that a delayed neutrino freeze-out is capable of matching the value of $N_\nu > 3$, as seen in the recent Planck CMB results.

We also derived an analytic expression for the free-streaming neutrino distribution after freeze-out and used that to find fits of the neutrino energy density and pressure as functions of both the observed value of $N_\nu$ and the neutrino mass. Such a parameterization is required in order to include the effects of both neutrino mass and neutrino reheating, $N_\nu > 3$, into CMB studies in a physically consistent way. These constitute a new insight that was made possible by the model independent approach.
Prior studies had difficulty when attempting to include both effects simultaneously.
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I. INTRODUCTION

The relic (i.e., background cosmic) neutrinos have not been directly measured [1,2]. Their presence and properties are inferred from reaction dynamics throughout the history of the Universe [3,4]. Important properties of the free-streaming relic neutrino background include

1. The number of neutrino flavors, $N_f = 3$ [5].
2. Ratio of photon to neutrino temperature $T_{\gamma}/T_\nu$ (reheating ratio).
3. Nonthermal distortions of the neutrino distribution, which in the present work are captured by the neutrino fugacity $\Upsilon$.
4. Neutrino handedness, including effects of mass captured in terms of solution of Einstein-Vlasov equation for massive neutrinos (see Sec. IV).

For the purpose of computing the dynamics of the Universe, all of these effects (excluding mass but including neutrino handedness) can be summarized as an effective number of neutrinos, a cosmological parameter defined for relativistic neutrinos by comparing the total neutrino energy density to the energy density of a massless fermion with two degrees of freedom and standard photon reheating ratio,

$$N_c^f \equiv \frac{\rho_\nu}{\frac{1}{120} \pi^2 \left(\frac{4}{11}\right)^{4/3} T_\gamma^4 \Upsilon}.$$  

(1)

We emphasize that the cosmological effective number of neutrinos is distinct from the number of neutrino flavors, $N_f = 3$, though the latter certainly would impact the former should there be any doubt about the value of $N_c^f$.

The standard reheating ratio $T_{\gamma}/T_\nu = (11/4)^{1/3}$ implied in Eq. (1) arises from assuming that the entropy from $e^\pm$ annihilation flows solely into photons. $N_c^f$ is normalized such that in the simplified model where there are no nonthermal distortions and standard reheating holds, $N_c^r = N_c^f = 3$. From now on, we will refer to $N_c^f$ simply as $N_c$, while $N_c^f$ will be taken to be the standard model value of $N_c^f = 3$ [5], and from now on will be absorbed into the neutrino degeneracy factor.

As we will show, the noninteger number of neutrino degrees of freedom $N_c$ reported experimentally [6] can be interpreted as an effect of neutrino freeze-out and reheating. This motivates a full reexamination of the neutrino freeze-out process employing the methods developed in the context of particle freeze-out in quark-gluon plasma hadronization [7,8]. Our approach allows for us, in a model independent way, to relate the neutrino kinetic freeze-out temperature to $N_c$.

Our model independent approach also allows us to derive formulas for the neutrino energy density and pressure after freeze-out as functions of both the effective number of neutrinos and the neutrino masses. These allow for a self-consistent study of the combined effects that a noninteger effective number of neutrinos and nonzero neutrino masses have on cosmological observables, a problem that, as discussed in [9], has proven difficult to approach.
The standard theory of neutrino freeze-out, based on the Einstein-Boltzmann equation with two body scattering and standard neutrino weak interactions [10–13], calculates a (small) nonthermal distortion of the neutrino distribution after freeze-out. The current state-of-the-art computation results in a slight deviation of \( N_\nu \) from 3 due to the participation of the high-energy tail of the neutrino distribution in reheating, and hence a small entropy transfer from \( e^\pm \) into neutrinos, together with the effect of neutrino oscillations, leading to \( N_\nu^0 = 3.046 \) [12].

The experimental results suggest a larger value of \( N_\nu \). The extended cosmic microwave background (CMB) data set (eCMB), baryon acoustic oscillation (BAO), and Hubble measurements \( (H_0) \), denoted by WMAP + eCMB + BAO + \( H_0 \) in Table 7 of the nine-year WMAP [14] favor an effective number of neutrinos \( N_\nu = 3.55_{-0.49}^{+0.49} \). An analysis based on big bang nucleosynthesis leads to \( N_\nu = 3.71_{-0.47}^{+0.47} \) [15]. Several results are presented by the Planck Collaboration [6]: Planck CMB-only data give \( N_\nu = 3.36 \pm 0.34 \); Planck + other CMB + BAO leads to \( N_\nu = 3.30 \pm 0.27 \). However, these two fits produce a 2.5 s.d. tension with direct astrophysical measurements of the Hubble constant. Including a prior on the value of \( H_0 \) (determined in supernovae and cepheids surveys), while omitting BAO information, the Planck Collaboration finds \( N_\nu = 3.62 \pm 0.25 \). All bounds are at the 68% confidence level.

There is currently a significant degree of interest in the precise value of \( N_\nu \), due to its impact on the spectrum of CMB fluctuations. At the current level of precision, it is certainly possible that the above measurements by these different methods agree, and agree with the theoretical result \( N_\nu^0 \). Though far from definitive, these results suggest the alternate possibility that some mechanism in addition to standard two-body scattering leads to a greater entropy flow into neutrinos than predicted by standard weak interactions and hence a value of \( N_\nu > 3.046 \).

Several scenarios for nonstandard neutrino interactions have been investigated, including neutrino electromagnetic properties [16–24] and nonstandard neutrino electron coupling [25]. In this paper we are not proposing a new mechanism for a modified neutrino freeze-out, but rather performing a model independent analysis of the impact of a delayed freeze-out on the neutrino momentum distribution—motivated by the question of what precisely the measurement of \( N_\nu = 3.62 \pm 0.25 \) means for the neutrino momentum distribution.

We work under the assumption that the increase in \( N_\nu \) is due to the presence of conventional but not easily identified interactions that keep neutrinos in equilibrium with the background \( e^\pm, \gamma \) plasma down to a lower temperature. In other words, we treat the kinetic freeze-out temperature, denoted by \( T_k \), as a free parameter determined by the unknown physics and perform a parametric study of the dependence of the neutrino distribution on \( T_k \). We show that a reduction in \( T_k \), by whatever mechanism, leads to an increase in \( N_\nu \) and is capable of achieving the values seen in the Planck data.

There are two physical effects that combine in our analysis to yield the end result:

1. Chemical freeze-out, \( T_{ch} \), the temperature at which particle number changing processes such as \( e^+e^- \leftrightarrow u\bar{u} \) effectively cease, and kinetic freeze-out, the temperature \( T_k \) at which all momentum exchanging processes such as \( e^\pm \nu \leftrightarrow e^\pm \nu \) cease, are distinct. Once the Universe’s temperature drops below the chemical freeze-out temperature \( T_{ch} \), there are no reactions that, in a noteworthy fashion, can change the neutrino abundance, and so particle number is conserved. However, the distribution remains in kinetic equilibrium, and hence exchanges momentum with \( e^\pm \), down to \( T = T_k \).

2. Our effect requires that the temperature interval \( T_k < T < T_{ch} \) overlaps with \( T \approx m_e \) when the electron-positron mass becomes a significant scale and reheating occurs. This allows annihilation of \( e^\pm \) to feed energy and entropy into neutrinos and reduce the photon-neutrino temperature ratio \( T_{\chi}/T_{\nu} \). As we will see, the freeze-out temperature for standard model neutrino scattering processes is on the border of this regime.

That “neutrino reheating” leads to an increase in \( N_\nu \) is quite well known [10–12], as it is precisely this effect that leads to the standard value of \( N_\nu = 3.046 \). However, it is not well known that reheating of neutrinos is accompanied by an underpopulation of neutrino phase space relative to an equilibrium distribution. This underpopulation is characterized in the present context by a little-known cosmological model parameter, the neutrino fugacity \( \Upsilon_{\nu} \). Its significance for neutrino cosmology has been previously recognized [26,27] but is not widely appreciated. On the other hand, in other physical processes that involve decoupling and freeze-out, such chemical parameters are in daily use as already noted [7].

Since we ask how the kinetic freeze-out \( T_k \) needs to be modified in order to explain a given value \( N_\nu \), in principle one can wonder if \( T_{ch} \) should also change. The general experience from other areas of physics is that it is much more difficult to find changes in \( T_{ch} \) beyond two-body interaction processes. The reason that \( T_k \) is more easily modified is the possible appearance of collective coherent scattering processes of the neutrino-pasmon scattering type, which add to elastic scattering and thus alter \( T_k \) but normally vanish in particle changing processes, leaving \( T_{ch} \) unchanged. Therefore, in our analysis, we consider the chemical freeze-out process to be fixed by standard model weak interactions. In addition to the above motivation, even if \( T_{ch} \) were modified, its precise value is entirely immaterial to the present study as long as \( T_{ch} \) occurs before \( e^\pm \) annihilation begins in earnest, as demonstrated in [28].
Under this assumption, we examine the effect that a nonstandard neutrino kinetic freeze-out temperature $T_k$ has on the form of the cosmic neutrino distribution and effective number of neutrinos after decoupling in a model independent fashion (i.e., treating $T_k$ as a free parameter).

In Sec. II we discuss the general form of the non-equilibrium neutrino distribution, including the significance of the fugacity parameter. In II B we derive the form of the free-streaming neutrino distribution using the Einstein-Vlasov equation. In II C we compute various moments of the distribution. In Sec. III we compute the relation between neutrino fugacity, the reheating temperature ratio, and the kinetic freeze-out temperature. In Sec. III C we discuss the impact on the effective number of neutrinos. We discuss the combined impact of neutrino mass and fugacity parameters when the temperature is on the order of the neutrino mass in Sec. IV. We present our conclusions and discussion in Sec. V.

II. NONEQUILIBRIUM NEUTRINOS

A. Chemical and kinetic equilibrium

Prior to the neutrino chemical freeze-out temperature, $T_{\text{ch}}$, number-changing processes are significant and keep neutrinos in chemical (and thermal) equilibrium, implying that the distribution function of each neutrino flavor has the Fermi-Dirac form, obtained by maximizing entropy at fixed energy,

$$f_{\nu}(t, E) = \frac{1}{\exp(E/T) + 1}, \quad \text{for } T(t) > T_{\text{ch}}.$$  \hfill (2)

When $T_k < T(t) < T_{\text{ch}}$, the number-changing process no longer occurs rapidly enough to keep the distribution in chemical equilibrium but there is still sufficient momentum exchange to keep the distribution in thermal equilibrium. The distribution function is therefore obtained by maximizing entropy, with a fixed energy, particle number, and antiparticle number separately, implying that the distribution function has the form

$$f_{\nu}(t, E) = \frac{1}{\Upsilon_{\nu}^{-1}\exp(E/T) + 1}, \quad \text{for } T_k < T(t) < T_{\text{ch}}.$$  \hfill (3)

The fugacity, $\Upsilon_{\nu}(t) = e^{\sigma(t)}$, controls the occupancy of phase space and is necessary once $T(t) < T_{\text{ch}}$ in order to conserve particle number. The effect of $\sigma$ is similar after that of chemical potential $\mu$, except that $\sigma$ is equal for particles and antiparticles, and not opposite, as noted in [26,27]. This means $\sigma > 0$ ($\Upsilon_{\nu} > 1$) increases the density of both particles and antiparticles, rather than increasing one and decreasing the other as is common when the chemical potential is associated with conservation laws such as lepton number. Similarly, $\sigma < 0$ ($\Upsilon_{\nu} < 1$) decreases both. The fact that $\sigma$ is not opposite for particles and antiparticles reflects the fact that both the number of particles and the number of antiparticles are conserved after chemical freeze-out, and not just their difference. The equality reflects the fact that any process that modifies the distribution would affect both particle and antiparticle distributions in the same fashion.

The use of $\Upsilon_{\nu}(t)$ to account for the processes that feed into neutrinos is nearly exact in the temperature interval after chemical and before kinetic freeze-out, since scattering processes reequilibrate the momentum distribution to this shape in order to maximize the entropy content. However, it is an approximation when the additional particle feeding occurs near kinetic freeze-out, where the energy dependence of the neutrino cross sections becomes significant, leading to an energy-dependent freeze-out and therefore additional nonthermal distortions. These could be thought of as allowing $\Upsilon_k$ to be momentum dependent. In the particular case investigated in [12], these nonthermal distortions are small, below 5%. In this work, we will restrict our attention to the simplified model of a momentum-independent $\Upsilon_{\nu}(t)$.

B. Einstein-Vlasov equation in FRW spacetime

We begin our analysis with the simplest regime (from the neutrino perspective), $T < T_k$, when both number-changing and momentum-exchanging interactions have ceased and neutrinos begin to freely stream. The general relativistic Boltzmann equation describes the dynamics of a gas of particles that travel freely in between point interactions in an arbitrary spacetime [29–32],

$$p^a \partial_a f - \Gamma^{j}_{\mu \nu} p^\mu p^\nu \partial_j f = C[f].$$  \hfill (4)

Here $\Gamma^{\mu}_{\nu \rho}$ is the affine connection (Christoffel symbol), and $f$ is a function on the mass shell,

$$g_{\alpha \beta} p^\alpha p^\beta = m^2;$$  \hfill (5)

hence, greek indices are summed from 0 to 3 whereas $j$ is only summed from 1 to 3. When collisions are negligible, such as for $T < T_k$, we have $C[f] = 0$ and all particles move on geodesics, yielding the Einstein-Vlasov equation.

We now specialize to collision-free homogeneous isotropic cosmological solutions and therefore assume the flat FRW ansatz for the spacetime metric

$$g = dt^2 - a(t)^2(dx^2 + dy^2 + dz^2).$$  \hfill (6)

We will make the simplifying assumption of a perfectly homogeneous universe. See [33] for a review of the results and challenges associated with the study of inhomogeneities.

Due to homogeneity and isotropy, the neutrino distribution function depends on $t$ and $p^0 = E$ only. Therefore Eq. (4) becomes
\[
E \partial_t f + (m^2 - E^2) \frac{\partial}{\partial a} \partial_x f = 0. \tag{7}
\]

The general solution to Eq. (7) is known. For an example, see [31] or [33],

\[
f(t, E) = K(x), \quad x = \frac{a(t)^2}{D^2} (E^2 - m^2), \tag{8}
\]

where \( K \) is an arbitrary smooth function and \( D \) is an arbitrary constant with units of mass. To continue the evolution beyond the freeze-out time, \( t_k \), we must choose \( K \) to match at \( t_k \) the equilibrium distribution Eq. (2).

With this in mind, we let

\[
K(x) = \frac{1}{\gamma_{\nu}^{-1} e^{\sqrt{x + m^2/T_0^2}} + 1} \tag{9}
\]

and \( D = T_k a(t_k) \) to match Eq. (3) at freeze-out. The Fermi-Dirac-Einstein-Vlasov (FDEV) distribution function for neutrinos after freeze-out is then

\[
f(t, E) = \frac{1}{\gamma_{\nu}^{-1} e^{\sqrt{(E^2 - m^2)/T_k^2 + m^2/T_k^2}} + 1}, \tag{10}
\]

Equation (10) provides the distribution function that describes a gas of neutrinos that have been free streaming in an expanding universe since they froze out at \( T_v(t_k) = T_k \). We will call \( T_v \) in Eq. (11) the neutrino background temperature, even though the distribution of free-streaming particles has a thermal shape only for \( m = 0 \). This language is, however, reasonable since apart from the reheating factor of photons due to \( e^+ e^- \) annihilation, which we discuss in Sec. III, \( T_v \) tracks the photon background temperature.

### C. Moments of FDEV distribution

Here we compute the stress energy tensor, number current, and entropy current associated with the distribution Eq. (10),

\[
T_{\mu \nu} = \frac{g_{\nu}}{8\pi^2} \int f \frac{p^\mu p^\nu}{p_0} \sqrt{-g} d^3 p, \tag{12}
\]

\[
n^\nu = \frac{g_{\nu}}{8\pi^2} \int f \frac{p^\nu}{p_0} \sqrt{-g} d^3 p, \tag{13}
\]

\[
s^\nu = -\frac{g_{\nu}}{8\pi^2} \int h \frac{p^\mu}{p_0} \sqrt{-g} d^3 p, \tag{14}
\]

\[
h = f \ln(f) + (1 - f) \ln(1 - f),
\]

where \( g_{\nu} \) is the neutrino degeneracy (not to be confused with the metric factor \( \sqrt{-g} = a^3 \)). We first work with the general form of \( f \) given in Eq. (8) and later specialize to the explicit form Eq. (10).

Isotropy of the metric and of \( f \) in momentum space implies that the off-diagonal elements of the stress energy tensor and spacial components of the particle number and entropy currents vanish and that the pressure is isotropic. Hence we must compute

\[
T^{00} = a^3 \frac{g_{\nu}}{8\pi^2} \int f E d^3 p, \tag{15}
\]

\[
T^{ii} = \frac{1}{3} a^3 \frac{g_{\nu}}{8\pi^2} \int f \frac{|p|^2}{E} d^3 p, \quad i = 1, 3, \tag{16}
\]

\[
n^0 = a^3 \frac{g_{\nu}}{8\pi^2} \int f d^3 p, \tag{17}
\]

\[
s^0 = -a^3 \frac{g_{\nu}}{8\pi^2} \int h d^3 p, \tag{18}
\]

where \( |p| \) is the Euclidean norm of the spatial components of \( p^\mu \) and \( E = p^0 \) is given by

\[
m_p^2 = E^2 - a(t)^2 |p|^2. \tag{19}
\]

Computing \( T^{00} \) we find

\[
T^{00} = \frac{g_{\nu} a^3}{2\pi^2} \int_0^{\infty} K((E^2 - m_p^2)/T_v^2) E |p|^2 d|p|
\]

\[
= \frac{g_{\nu} a^3}{2\pi^2} \int_0^{\infty} K(a^2 p^2/T_v^2)(m_p^2 + a^2 p^2)^{1/2} |p|^2 d|p|
\]

\[
= \frac{g_{\nu}}{2\pi^2} \int_0^{\infty} K(z^2/T_v^2)(m_p^2 + z^2)^{1/2} z^2 dz, \tag{20}
\]

where we made a change of variables \( z = a(t)|p| \). Note that \( z \) is the physically measured momentum. Similarly

\[
T^{ii} = \frac{g_{\nu}}{6\pi^2 a^2} \int_0^{\infty} K(z^2/T_v^2)(m_p^2 + z^2)^{-1/2} z^2 dz, \tag{21}
\]

\[
n^0 = \frac{g_{\nu}}{2\pi^2} \int_0^{\infty} K(z^2/T_v^2) z^2 dz, \tag{22}
\]

\[
s^0 = -\frac{g_{\nu}}{2\pi^2} \int_0^{\infty} H(z^2/T_v^2) z^2 dz, \tag{23}
\]

\[H = K \ln K + (1 - K) \ln(1 - K). \tag{24}\]

We now rename \( z \) to \( p \), so that \( p \) represents the magnitude of the physical momentum, drop the superscripts, and insert Eq. (9) for \( K \), giving the energy density, pressure, and number density for each neutrino flavor,
\[ \rho = \frac{g_\nu}{2\pi^2} \int_0^\infty \frac{(m_\nu^2 + p^2)^{1/2} p^2 dp}{\Upsilon_\nu^{-1} e^{p^2/T_k^2} + 1}, \]  
(25)

\[ P = \frac{g_\nu}{6\pi^2} \int_0^\infty \frac{(m_\nu^2 + p^2)^{-1/2} p^4 dp}{\Upsilon_\nu^{-1} e^{p^2/T_k^2} + m_\nu^2/T_k^4 + 1}, \]  
(26)

\[ n = \frac{g_\nu}{2\pi^2} \int_0^\infty \frac{p^2 dp}{\Upsilon_\nu^{-1} e^{p^2/T_k^2} + m_\nu^2/T_k^4 + 1}. \]  
(27)

These differ from the corresponding expressions for an equilibrium distribution in Minkowski space by the replacement \( m \rightarrow m T_k \) only in the exponential.

By making a change of variables \( u = p/T_k \), one sees that both \( n \) and \( s \) are proportional to \( T_k^3 \). By definition, \( T_k \) is inversely proportional to \( a \); hence,

\[ a^3 n = \text{constant} \quad \text{and} \quad a^3 s = \text{constant}. \]  
(28)

This proves that the particle number and entropy in a comoving volume are conserved. We emphasize that this result does not depend on the particular form of \( K \) that defines the shape of the momentum distribution at freeze-out. Note further that since an eV scale or below neutrino mass is at least 6 orders of magnitude smaller than \( T_k \), we can ignore the neutrino mass in the exponent. This remark does not extend to the energy factor multiplying the Fermi-Dirac distribution in the calculation of energy density or pressure, and therefore Eq. (25) and Eq. (26) have unusual properties, while Eq. (27) is just what one may naively expect, remembering that the mass term in this expression is completely negligible.

### III. NEUTRINO FUGACITY AND PHOTON-TO-NEUTRINO TEMPERATURE RATIO

To complete our characterization of the neutrino distribution as it would have evolved from decoupling until recombination, we must understand the relation between the kinetic freeze-out temperature, photon to neutrino temperature ratio, and the fugacity. To that end, we now focus on the regime between chemical and kinetic freeze-out, \( T_k < T < T_{\text{ch}} \).

Before the reheating period, neutrinos, photons, electrons, and positrons have the same temperature. When the temperature approaches and drops below the electron mass, the electrons and positrons annihilate. After photon reheating, both the neutrino and photon temperatures evolve inversely proportional to \( a \), so their ratio after reheating equals their ratio today. The resulting ratio of photon to neutrino temperatures has often been studied, but not the type of model independent study of the \( T_k \) parameter space that we present here. In the following we use subscripts 1 and 2 to denote quantities before and after reheating, respectively.

We first outline the physics of the situation qualitatively. For \( T_k < T < T_{\text{ch}} \), the evolution of the temperature of the common \( e^\pm, \gamma, \nu \) plasma and the neutrino fugacity are determined by conservation of comoving neutrino number (since \( T < T_{\text{ch}} \)) and conservation of entropy. The latter condition is not exactly correct once one drops the assumption of an instantaneous chemical freeze-out, but it is a very good approximation as shown in [28]. As shown in Sec. II, after thermal freeze-out the neutrinos begin to free-stream, and therefore \( T_\nu \) is constant, the neutrino temperature evolves as \( 1/a \), and the comoving neutrino entropy and neutrino number are exactly conserved Eq. (28). The photon temperature then evolves to conserve the comoving entropy in photons, electrons, and positrons. As annihilation occurs, entropy from \( e^+e^- \) is fed into photons, leading to reheating. We now make this analysis quantitative in order to derive a relation between the reheating temperature ratio and neutrino fugacity.

When the (common) temperature \( T_1 \) is much larger than the electron mass and \( T_\nu \), the entropy in a given comoving volume, \( V_1 \), is the sum of relativistic neutrinos (with \( \Upsilon_\nu = 1 \)), electrons, positrons, and photons,

\[ S(T_1) = \left( \frac{7}{8} g_e + \frac{7}{8} g_{e^\pm} + g_\gamma \right) \frac{2\pi^2}{45} T_1^3 V_1, \]  
(29)

where \( T_1 \) is the common neutrino, \( e^+e^- \), and \( \gamma \) temperature. The number of neutrinos and antineutrinos in this same volume is

\[ N_\nu(T_1) = \frac{3g_\nu}{4\pi^2} \zeta(3) T_1^3 V_1. \]  
(30)

The particle-antiparticle, flavor, and spin-helicity statistical factors are \( g_\nu = 6, \ g_{e^\pm} = 4, \ g_\gamma = 2 \).

As discussed above, distinct chemical and thermal freeze-out temperatures lead to a nonequilibrium modification of the neutrino distribution in the form of a fugacity factor \( \Upsilon_\nu \). This leads to the following expressions for neutrino entropy and number at \( T = T_k \) in the comoving volume:

\[ S(T_k) = \frac{2\pi^2}{45} g_\gamma T_k^3 + S_{e^\pm}(T_k) + S_\nu(T_k) \]  
(31)

\[ N_\nu(T_k) = \frac{g_\nu}{2\pi^2} \int_0^\infty \frac{u^2 du}{T_\nu(T_k) e^u + 1} T_k^3 V_k. \]  
(32)

After neutrino kinetic freeze-out and when \( T \ll m_\nu \), i.e., after reheating has completed and almost all of the \( e^+e^- \) have annihilated, the entropy in neutrinos is conserved independently of the other particle species, the electron entropy is negligible, and the photon entropy is
\[ S_\gamma(T_2) = \frac{2\pi^2}{45} g_\gamma T_{\gamma,2}^3 V_2. \] (33)

Note that we must now distinguish between the neutrino and photon temperatures.

Conservation arguments give the following three relations:

1. Conservation of comoving neutrino number,
   \[ \frac{T_1^3 V_1}{T_k^3 V_k} = \frac{2}{3\zeta(3)} \int_0^\infty \frac{u^2 du}{\Gamma_{\nu}(T_k) e^u + 1}. \] (34)

2. Conservation of \( e^\pm, \gamma, \text{neutrino entropy before neutrino freeze-out}, \)
   \[ \left( \frac{7}{8} g_\nu + \frac{7}{8} g_{e^\pm} + g_\gamma \right) \frac{2\pi^2}{45} T_1^3 V_1 \]
   \[ = \left( S_\nu(T_k) + S_{e^\pm}(T_k) + \frac{2\pi^2}{45} g_\gamma T_k^3 \right) V_k. \] (35)

3. Conservation of \( e^\pm, \gamma \text{entropy after neutrino freeze-out} \) (at this point, neutrino entropy is conserved independently),
   \[ \frac{2\pi^2}{45} g_\nu T_{\gamma,2}^3 V_2 = \left( \frac{2\pi^2}{45} g_\gamma T_k^3 + S_{e^\pm}(T_k) \right) V_k. \] (36)

These relations allow us to solve for the fugacity, reheating ratio, and effective number of neutrinos in terms of the freeze-out temperature, irrespective of the details of the dynamics that leads to a particular freeze-out temperature.

### A. Neutrino fugacity

For \( T \gg m_\nu \) the Universe is radiation dominated and \( T \propto 1/a \). Therefore we can normalize the scale factor so that \( T_1^3 V_1 \rightarrow 1 \) as \( T_1 \rightarrow \infty \). With this normalization, Eqs. (34) and (35) become two equations that can be solved numerically for \( \Gamma_\nu(T_k) \), shown in Fig. 1, and \( a(T_k) = V_1^{1/3} \). We emphasize that \( \Gamma_\nu \neq 1 \) is an unavoidable consequence of the freeze-out process, whenever the interval \( T_k < T < T_{ch} \) contains temperatures on the order of the electron mass. This latter condition is critical. If freeze-out occurs while \( e^\pm \) are still effectively massless, then after setting \( m/T_k = 0 \) in Eq. (35), we see that \( T_1^3 V_1 = T_k^3 V_k \), i.e., the temperature evolves as \( T = 1/a \). Inserting this into Eq. (34) then implies that \( \Gamma_\nu = 1 \). This behavior is seen in Fig. 1 when \( T_k/m_\nu \) is large. When \( T_k/m_\nu = O(1) \) this argument no longer holds; there is no longer any solution with \( \Gamma_\nu = 1 \). From Fig. 1 we see \( \Gamma_\nu \) is monotonically decreasing with \( T_k \), indicating an under-population of phase space compared to equilibrium.

### B. Reheating ratio

We now derive the relation between the reheating temperature ratio and neutrino fugacity. Using Eqs. (35) and (36) we can eliminate \( S_{e^\pm}(T_k) \) and obtain

\[ \left( \frac{7}{8} g_\nu + \frac{7}{8} g_{e^\pm} + g_\gamma \right) \frac{2\pi^2}{45} T_1^3 V_1 - S_\nu(T_k)V_k = \frac{2\pi^2}{45} g_\gamma T_k^3 V_2. \] (38)

Note that this by no means implies that the entropy remaining in \( e^+e^- \) at freeze-out plays no role in our
discussion; it was crucial for computing $\Upsilon_\nu(T_k)$, shown in Fig. 1.

Dividing both sides of Eq. (38) by $\frac{a^2}{8\pi^2} g_T T_k^3 V_k$ and using Eq. (34), we find

$$2 \frac{3}{\zeta(3)} \left( 1 + \frac{7g_\nu + g_e^+}{8g_T} \right) \int_0^\infty \frac{u^2 du}{T_k^{-1} e^u + 1}$$

$$- \frac{45}{2\pi^2 g_T} S_\nu(T_k)/T_k^3 = \frac{T_k^3}{T_k^3 V_k}.$$  \hspace{1cm} (39)

From Eq. (11), the neutrino temperature after kinetic freeze-out is

$$T_{\nu,2} = \frac{a(t_k)}{a(t_2)} = \left( \frac{V_k T_k^3}{V_2} \right)^{1/3}.$$  \hspace{1cm} (40)

Therefore Eq. (39) gives the photon-to-neutrino temperature ratio after freeze-out as a function of the neutrino fugacity

$$2 \frac{3}{\zeta(3)} \left( 1 + \frac{7g_\nu + g_e^+}{8g_T} \right) \int_0^\infty \frac{u^2 du}{T_k^{-1} e^u + 1}$$

$$- \frac{45}{2\pi^2 g_T} S_\nu(T_k)/T_k^3 = \left( \frac{T_k}{T_\nu} \right)^3.$$  \hspace{1cm} (41)

We emphasize that $S_\nu(T_k)$ scales as $T_k^3$ and so $S_\nu(T_k)/T_k^3$ depends only on $T_\nu$. We now write $\Upsilon_\nu = e^\sigma$ and Taylor expand $\log(T_\nu/T_\nu)$ about $\sigma = 0$ to obtain

$$\frac{T_\nu}{T_\nu} = a \Upsilon_\nu^b (1 + c \sigma^2 + O(\sigma^3)),$$  \hspace{1cm} (42)

$$a = \left( 1 + \frac{7g_\nu e^+}{8g_T} \right)^{1/3} = \left( \frac{11}{4} \right)^{1/3} \approx 1.4010,$$  \hspace{1cm} (43)

$$b = \frac{\pi^2}{27\zeta(3)} \frac{1 + \frac{7g_\nu + g_e^+}{8g_T} - \frac{3645}{32\pi^2} \zeta(3) \frac{g_\nu}{g_T}}{1 + \frac{7g_\nu + g_e^+}{8g_T}}$$

$$\approx 0.367,$$  \hspace{1cm} (44)

$$c \approx -0.0209.$$  \hspace{1cm} (45)

The second-order coefficient, $c$, is significantly smaller than $b$, making the power law approximation very accurate (to within 2% relative error) in the region of interest $A \leq \Upsilon_\nu \leq 1$. For additional precision we have included the second-order term as well, bringing the relative error down to less than $5 \times 10^{-4}$ over the same range of $\Upsilon$.

The above analytic discussion presents another perspective on the power law obtained in [28], using the more complex model of a smooth chemical freeze-out. There, we found the nearly identical relation

$$\frac{T_\nu}{T_\nu} = \tilde{a} \Upsilon_\nu^\tilde{b}, \quad \tilde{a} \approx 1.4015, \quad \tilde{b} \approx 0.389.$$  \hspace{1cm} (48)

C. Effective number of neutrinos

For (effectively) massless neutrinos, a deviation of the distribution function from the equilibrium form with standard reheating is summarized by the effective number of neutrinos, $N_\nu$, defined in Eq. (1). As discussed above, the currently accepted theoretical value is $N_\nu = 3.046$ [12] after reheating, while Planck data give $N_\nu = 3.36 \pm 0.34$ (CMB only) and $N_\nu = 3.62 \pm 0.25$ (CMB + H0) [6].

After reheating, both $T_\gamma$ and $T_\nu$ evolve inversely proportional to the scale factor, and so the reheating ratio remains constant. Combining this with the fact that massless neutrinos, $\rho_\nu$ is proportional to $T_\nu^4$, implies $N_\nu = \text{constant}$ after reheating, at least until the temperature reaches the neutrino mass scale, at which point the definition Eq. (1) becomes inappropriate for characterizing the number of massless degrees of freedom. Even after the neutrino mass scale does become relevant, we will still use $N_\nu$ to refer to the value of the effective number of neutrinos that was established at freeze-out, even though the relation Eq. (1) will no longer hold.

Using Eq. (42) and $\Upsilon_\nu(T_k)$ from Fig. 1 we obtain $T_\gamma/T_\nu$ and $N_\nu$ after reheating as a function of $T_k$. Most importantly, note that the decrease in the reheating ratio is able to overcome the drop in phase space occupancy $\Upsilon_\nu < 1$, the combined effect being an increase in $N_\nu$ as shown in Fig. 2.
It saturates for small $T_k$ since both $\Upsilon_\nu$ and the reheating ratio do.

We see that the effect of a delayed freeze-out is capable of matching a noninteger number of neutrinos in the range that is currently favored by Planck. In Fig. 2 the vertical lines indicate the value of the freeze-out temperature that corresponds to the indicated value of $N_\nu$. A measurement of $N_\nu$ therefore is demonstrated here as being a measurement of the kinetic freeze-out temperature. Moreover, the measurement of $N_\nu$ also determines the reheating temperature ratio between photons and neutrinos, shown in the solid line in Fig. 3. Here the horizontal lines guide the eye.

Figure 4 shows the effective number of neutrinos after reheating, as a function of photon-to-neutrino ratio. Here the horizontal lines guide the eye. Figure 4 shows the effective number of neutrinos after reheating, as a function of photons-to-neutrino ratio. We see that the effect of a delayed freeze-out is capable of matching a noninteger number of neutrinos in the range that is currently favored by Planck. In Fig. 2 the vertical lines indicate the value of the freeze-out temperature that corresponds to the indicated value of $N_\nu$. A measurement of $N_\nu$ therefore is demonstrated here as being a measurement of the kinetic freeze-out temperature. Moreover, the measurement of $N_\nu$ also determines the reheating temperature ratio between photons and neutrinos, shown in the solid line in Fig. 3. Here the horizontal lines guide the eye.

IV. NEUTRINO MASS AND FUGACITY IN ION RECOMBINATION ERA

To this point, we have characterized the freeze-out process in terms of the kinetic freeze-out temperature $T_k$ and obtained the form of neutrino momentum distribution that results. In Sec. II B we presented a solution of the free-streaming dynamics of neutrinos, which allows us to obtain the form of neutrino distribution at any later epoch.

The precise form of the neutrino distribution and in particular the fugacity parameter $\Upsilon_\nu = e^\sigma$ we introduced in this paper can be used physically relevant when the Universe’s temperature approaches and drops below the neutrino mass. This is so since as long as the neutrino mass is negligible, the shape of the neutrino distribution as determined in this work has no impact on expansion dynamics of the Universe, considering that, in the absence of a scale parameter, there is no modification of the equation of state. We now characterize the regime when the mass of neutrinos becomes a relevant scale including the effects of fugacity $\Upsilon_\nu$.

To compare the energy density Eq. (25) and pressure Eq. (26) to that of a massless particle distribution with $\Upsilon = 1$, we make a change of variables $u = p/T_\nu$ and neglect terms involving $m/T_k \ll 1$,

$$\rho^{\text{EV}} = \frac{g_\nu T_\nu^4}{2\pi^2} \int_0^\infty \frac{u^3}{e^{uT_\nu} + 1} \frac{1}{T_\nu \Upsilon} \exp(u) + 1 \, du,$$

$$p^{\text{EV}} = \frac{g_\nu T_\nu^4}{6\pi^2} \int_0^\infty \frac{m_\nu^2}{e^{uT_\nu} + 1} \frac{1}{T_\nu \Upsilon} \exp(u) + 1 \, du,$$

where the upper index “EV” reminds us that we have used the Einstein-Vlasov free-streaming solution for the neutrino distribution. For $m \ll T_\nu$ the massless equation of state $\rho^{\text{EV}} = 3p^{\text{EV}}$ holds, but when $T_\nu$ is on the order of the mass, the mass term becomes important and modifies the equation of state. The lack of a mass term in the exponential gives this a distinctly different behavior from the equilibrium Fermi-Dirac distribution.

To illustrate the effect of fugacity and neutrino mass on the equation of state, we examine the energy density and pressure of the neutrino distribution. We separate off the zero mass, $\Upsilon_\nu = 1$ contributions from a single neutrino flavor with standard reheating by defining...
\[ \rho_0 = \frac{7\pi^2}{120} \left( \frac{4}{11} \right)^{1/3} T_T^4, \quad P_0 = \rho_0/3. \quad (52) \]

We note that \( \rho^{\text{EV}}/\rho_0 \) and \( P^{\text{EV}}/P_0 \) are functions of \( \langle m/T \rangle^2 \), and \( N_\nu, \) where the latter dependence is obtained by inverting both \( \Upsilon(T_T/T_\nu) \) from Eq. (42) and \( N_\nu(\Upsilon) \) from Eq. (49) in order to obtain \( T_T/T_\nu(\Upsilon) \) and \( \Upsilon(N_\nu) \). In practice, these inversions are best done numerically. Thus the quantities of interest are \( \rho^{\text{EV}}/\rho_0 \) from Eq. (50) and Eq. (52) and the corresponding expressions for the pressure, both as functions of \( \delta N_\nu = N_\nu - 3 \) and \( \beta = m_\nu/T_T \).

Again, we emphasize that here \( N_\nu \) refers to the value of the effective number of neutrinos that was established at neutrino freeze-out when neutrinos were still effectively massless. At the temperatures we are now considering, Eq. (1) no longer applies.

The functional dependence of the energy density and pressure that we find is best characterized by a simple polynomial representation that arises from a least squares fit,

\[
\rho^{\text{EV}}/\rho_0 = N_\nu + 0.1016 \sum_i \beta_i^2 + 0.00156N_\nu \sum_i \beta_i^2 - 0.0001\delta N_\nu^2 \sum_i \beta_i^2 - 0.0022 \sum_i \beta_i^4, \quad (53)
\]

\[
P^{\text{EV}}/P_0 = N_\nu - 0.0616 \sum_i \beta_i^2 - 0.0049 \delta N_\nu \sum_i \beta_i^2 + 0.0005 \delta N_\nu^2 \sum_i \beta_i^2 + 0.0022 \sum_i \beta_i^4. \quad (54)
\]

For a single massive neutrino, these fits are valid to within 2% and 5% relative error, respectively, in the region \( 3 \leq N_\nu \leq 5, \quad 0 \leq m_\nu/T_T \leq 4 \). Note that the upper limit is sufficient to cover the era of electron-ion recombination at \( T_T = O(0.3) \) eV and neutrino masses less than the upper bound \( \sum_i m_i < 0.23 \) eV reported in [6].

For small mass-to-temperature ratios, the fit depends only on the sum of neutrino masses squared, \( \sum_i \beta_i^2 \equiv \langle \sum_i m_i^2 \rangle/T_T^2 \). However, the fourth-order term is not negligible over the chosen fitting region. Removing that term results in a maximum relative error between the fit and the exact result of greater than 25%. This indicates that one may be able to use a fit to cosmic data to constrain the hierarchy structure of the neutrino mass spectrum using the fitted values of \( \sum_i m_i^2 \) and \( \sum_i m_i^4 \).

The formulas in Eq. (53), or the more precise quantities Eqs. (50) and (42) that we fit in order to obtain them, should be used when exploring the combined effects of \( N_\nu \neq 3 \) and neutrino mass on cosmological observables as they properly capture the interplay between neutrino mass and the shape of the neutrino distribution in terms of physical observables. In particular, they can be used to extract fits to \( \sum_i m_i^2 \) and \( \sum_i m_i^4 \) while separating off the effects of the confounding variable \( N_\nu \).

\[ n_{\text{today}} = (0.1993 + 0.02429\delta N_\nu)T_T^3. \quad (55) \]

In the present-day Universe, at \( T_T = T_{\text{CMB}} = 0.2349 \) meV, we show both the exact and linearized results in Fig. 5. We note that at \( \delta N_\nu = 0 \) we find 112.6 cm\(^{-3} \) per flavor, in close agreement with [33].

V. DISCUSSION

The cosmic neutrino momentum distribution is a critical input into our understanding of the spectrum of CMB fluctuations and arguably its understanding is a prerequisite for the consideration of cosmic neutrino detection opportunities. Motivated by hints of a tension between the Planck results and the standard theory of neutrino freeze-out expressed by a noticeably noninteger value of the effective number of neutrinos \( N_\nu \), we have undertaken a model independent study of the effect of a delayed kinetic freeze-out on \( N_\nu \), and more generally on the form of the neutrino momentum distribution. The search for reaction mechanisms that can produce a reduction in the neutrino freeze-out temperature \( T_k \) from a value near \( T_k/m_c \approx 1.1 \) to a value perhaps as small as \( T_k/m_c \approx 0.35 \) (see Fig. 2) is a topic for future investigation.

Possible participation of neutrinos in \( e^\pm \) annihilation reheating and hence a ratio of photon-to-neutrino temperature that is closer to one, and thus \( N_\nu > 3 \), is a well-known fact [12]. However, less appreciated is the impact of neutrino reheating on neutrino fugacity \( \Upsilon_\nu \), the factor
describing the neutrino distribution compared to chemical equilibrium \( \Upsilon_\nu = 1 \).

We have shown how an increase in \( N_\nu \) is naturally interpreted to be due to a delayed neutrino kinetic freeze-out temperature \( T_k \). We derived an approximate power law relation, Eq. (42), between the fugacity factor and the photon to neutrino temperature ratio that arises from a delayed freeze-out. We found a fugacity \( \Upsilon_\nu \) less than unity, and thus an underpopulation of phase space compared to chemical equilibrium.

After freeze-out, neutrinos freely stream through the expanding universe. The nonthermal modification from the fugacity factor is frozen into the shape of the distribution. We derived how this modified neutrino distribution evolves as the Universe expands and explored how the energy density and pressure are modified, including in this study the interplay of fugacity and neutrino mass. We note that these effects impact the cosmological study of the question of neutrino mass hierarchy: the effects we present in Eqs. (53) and (54) produce a functional dependence on both \( \sum_i m^7_i \) and \( \sum_i m^5_i \).

The fits Eqs. (53) and (54) of the exact but intractable Eqs. (50) and (51) show how the energy density and pressure are self-consistently modified when both neutrino mass and a noninteger \( N_\nu \) are present. The latter dependence is expressed by using \( T_k / T_\gamma (N_\nu) \) and \( \Upsilon_\nu (N_\nu) \) in Eqs. (50) and (51) as discussed in Sec. IV. This polynomial presentation of the cosmic neutrino energy density and pressure resolves an old problem of cosmic neutrino physics by allowing a physically consistent treatment of the combined effects of neutrino mass and \( \delta N_\nu \) as long as the magnitude of \( \delta N_\nu \) follows from neutrino freeze-out dynamics.
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