F2Net: Learning to Focus on the Foreground for Unsupervised Video Object Segmentation
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Abstract
Although deep learning based methods have achieved great progress in unsupervised video object segmentation, difficult scenarios (e.g., visual similarity, occlusions, and appearance changing) are still not well-handled. To alleviate these issues, we propose a novel Focus on Foreground Network (F2Net), which delves into the intra-inter frame details for the foreground objects and thus effectively improve the segmentation performance. Specifically, our proposed network consists of three main parts: Siamese Encoder Module, Center Guiding Appearance Diffusion Module, and Dynamic Information Fusion Module. Firstly, we take a siamese encoder to extract the feature representations of paired frames (reference frame and current frame). Then, a Center Guiding Appearance Diffusion Module is designed to capture the inter-frame feature (dense correspondences between reference frame and current frame), intra-frame feature (dense correspondences in current frame), and original semantic feature of current frame. Specifically, we establish a Center Prediction Branch to predict the center location of the foreground object in current frame and leverage the center point information as spatial guidance prior to enhance the inter-frame and intra-frame feature extraction, and thus the feature representation considerably focus on the foreground objects. Finally, we propose a Dynamic Information Fusion Module to automatically select relatively important features through three aforementioned different level features. Extensive experiments on DAVIS2016, Youtube-object, and FBMS datasets show that our proposed F2Net achieves the state-of-the-art performance with significant improvement.

Introduction
Unsupervised video object segmentation (UVOS) aims to separate foreground objects from their background in a video sequence without any prior information. Due to the lack of prior knowledge about the foreground objects, this task not only suffers from the common challenges (e.g., object deformation and occlusion) in other video-related tasks, but also faces huge difficulties in accurately discovering the most prominent and distinct objects across video frames from a complex and diverse background.
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stream network MAT (Zhou et al. 2020), it only segments part of the occluded object in the second video because optical flow is not robustness to the object occlusion. The above methods pay less attention to the foreground object, leading to the inaccurate segmentation result. Considering center point can be taken as the spatial prior guidance (Zhou, Wang, and Krähenbühl 2019; Zhou, Koltun, and Krähenbühl 2020; Wang et al. 2020), we tend to firstly predict the center point of the primary object and then segment the mask from such point to its surroundings. Therefore, our network can focus more on the foreground object, and alleviate the visually similarity, occlusion and appearance changing problems.

Towards this end, we propose a novel Focus on Foreground Network (F2Net) for unsupervised video object segmentation, which exploits center point information to focus on the foreground object. Different from the common appearance matching based methods, we additionally establish a Center Prediction Branch to estimate the center location of the primary object. Then, we encode the predicted center point into a gauss map as the spatial guidance prior to enhance the intra-frame and inter-frame feature matching in our Center Guiding Appearance Diffusion Module, leading the model to focus on the foreground object. After the appearance matching process, we can get three kinds of information flows: inter-frame features, intra-frame features, and original semantic features of current frame. Instead of fusing these features by simple concatenation like previous methods, an attention based Dynamic Information Fusion Module is developed to automatically select the most discriminative features across the three features, providing more optimal representations for final segmentation.

To summarize, our main contributions are three-folds:

• To the best of our knowledge, we are the first to take center point information into UVOS task for spatial guidance prior, which helps model focus on the foreground object. Specifically, our proposed Center Guiding Appearance Diffusion Module leverages the center prior in appearance matching procedure to extract foreground attentive representations.

• We develop a Dynamic Information Fusion Module to aggregate information from different level features, which generates more discriminative representations for the final foreground object segmentation.

• Extensive experiments are conducted on three popular UVOS benchmarks, DAVIS2016, FBMS, and Youtube-Objects. Compared to the state-of-the-art methods, we achieve the significant improvement with a large margin.

Related Work
Unsupervised Video Object Segmentation. UVOS aims to automatically separate foreground object(s) from their background in a video without any human intervention. Early methods typically utilize handcrafted features (e.g., color, optical flow) (Papazoglou and Ferrari 2013; Faktor and Irani 2014; Tsai, Yang, and Black 2016; Hu, Huang, and Schwing 2018). Recently, benefiting from the large datasets (Perazzi et al. 2016), more research efforts have been devoted to tackling this task in deep learning frameworks. Tokmakov et al. (Tokmakov, Alahari, and Schmid 2017) proposed a purely optical flow based network that discards appearance modeling and casts segmentation as foreground motion prediction, thus poorly deals with static foreground objects. To address this problem, two-stream networks are introduced to fuse appearance and motion information (Li et al. 2018a; Jain, Xiong, and Grauman 2017; Cheng et al. 2017; Li et al. 2018c; Zhou et al. 2020). However, above methods utilize optical flow information, and significantly suffer from not only the large computation of the optical flows, but also the deterioration in the quality of their predictions over time. Targeting this issue, several approaches (Wang et al. 2019; Yang et al. 2019; Lu et al. 2019; Chen et al. 2018; Fathi et al. 2017; Li et al. 2018b; Oh et al. 2019) tackle video object segmentation by simply learning similarities between pixel embeddings without motion contexts. AGNN (Wang et al. 2019) provides an unified, end-to-end trainable network to capture the higher-order correlated information with graph attention network. AnDiff (Yang et al. 2019) performs appearance similarity learning, feature propagation and binary segmentation in a single network. COS (Lu et al. 2019) utilizes co-attention to comprehensively use the rich, inherent correlation information within videos.

Although these appearance matching based methods achieve state-of-the-arts performance, they only consider the matched pixels across the frame where the visual similar objects or surroundings may be wrongly taken as the foreground. To tackle this issue, we propose a Center Guiding Appearance Diffusion Module to match the pixel embeddings with the guidance of the center point information. It helps our model focus more on the pixels of actual foreground, thus filters out the background noise. In addition, it can alleviate the occlusion and appearance changing.

Attention Mechanism. Differentiable attentions have been widely used in recent neural networks for various tasks, such as visual question answering (Lu et al. 2016), human pose estimation (Chu et al. 2017; Su et al. 2019), and image classification (Hu, Shen, and Sun 2018; Li et al. 2019). It allows networks to focus on the most informative parts of the inputs. Latest appearance matching methods in UVOS (Wang et al. 2019; Yang et al. 2019; Lu et al. 2019) generally match the pixel embeddings across the whole frame based on attention mechanism, thus may wrongly segment the visually similar backgrounds. They also fuse the matched features by simple concatenation which may lose fine-grained details. To pay more attention on the foreground, we predict the foreground object center and encode it to a spatial gauss map. Such spatial guidance is injected into the attention mechanism to selectively focus on the foreground pixels. Besides, instead of fusing features by simply concatenation, we devise an attention based Dynamic Information Fusion Module to aggregate information from different level features.

Method
Overview
UVOS aims to automatically segment the primary object(s) from videos. To focus on the foreground and neglect the background, we propose the Focus on Foreground Network
After that, we develop a Center Guiding Appearance Diffusion Module to first predict the center point of the foreground object in current frame, and then generate a gauss map as spatial guidance prior for the following up appearance matching procedure. At last, we devise a Dynamic Information Fusion Module to aggregate different level features for foreground object segmentation.

**Center Guiding Appearance Diffusion**

To focus more on the foreground object, we delve into the intra-inter features with center point information. In detail, we build a Center Prediction Branch to detect the object center point, and then utilize it as spatial guidance prior for further Spatial-Prior Guided Appearance Matching.

**Center Prediction Branch.** This branch tends to predict the center point of the foreground object. Specially, following [Tompson et al. 2014], we transform the point prediction into a heatmap $H^t$ estimation task, which consists of two main steps: Feature Upsampling and Heatmap Generation. In Feature Upsampling, we adopt an upsample module to efficiently merge features of different res-blocks (res2, res3, res4, res5) in different scales to enhance the information for high-resolution features. As shown in Figure 2, we illustrate the detailed structure of upsample block. The input of previous layer is first upsampled to the same size to the skip-connection features, and then both inputs are element-wise added. The final output of the whole upsampling blocks can be denoted as $U_t \in \mathbb{R}^{W \times H \times D}$, where $D$ is the channel number. In Heatmap Generation, to predict the final point-wise heatmap $H_t \in \mathbb{R}^{W \times H \times 1}$, we consider two aspects as shown in Figure 3: 1) Spatial clues from previous frame: we propagate previous gauss map $G_{t-1}$ to current frame for better locating the foreground (if the current frame is the first frame, we utilize a zero map as the previous gauss map). We concatenate the current embedding $U_t$ and the spatial clues $G_{t-1}$ to learn $S, b \in \mathbb{R}^{W \times H \times 1}$, which are scale and bias parameters [Yang et al. 2018] to control the weight to adjust the $G_{t-1}$ under the guidance of the appearance information of current frame. We can formulate such process as:

$$S = \text{Conv2d}([U_t, G_{t-1}]),$$

$$b = \text{Conv2d}([U_t, G_{t-1}]),$$

$$\hat{G}_{t-1} = \text{Sigmoid}(S) \odot G_{t-1} + \text{Sigmoid}(b),$$
where \( \odot \) denotes the element-wise product. 2) Semantic information from current feature: Since \( U_i \) also contains enough information to predict the target center point, we can directly estimate the heatmap \( F_i \) on \( U_i \) by applying a 3 \( \times \) 3 convolutional layer with ReLU, followed by a 1 \( \times \) 1 convolutional layer. At last, we add this two estimation branch into one with a sigmoid function by:

\[
H_i = \text{Sigmoid}(G_{t-1} + F_i).  
\]  

To choose the best center point \( o_t = (x_t, y_t) \in \mathbb{R}^2 \) from \( H_i \), instead of directly choosing the point with the maximum score, we additionally consider the motion clues across the sequential frames for better accuracy. We first rank top \( K \) points using NMS (Lin et al. 2017) from \( H_i \) as candidates, and then utilize a motion mechanism (Xu et al. 2019) to predict a coarse center point \( p_t = p_{t-1} + \frac{1}{n} \sum_{m=t-n}^{t-1} (p_m - p_{m-1}) \) using \( n \) history object centers in previous frames. At last, we compute the distance from each candidate to \( p_t \), and choose the closest one as the final center \( o_t \) of the foreground object in current frame. In our experiments, we find it can achieve better performance than the maximum strategy.

**Spatial-Prior Guided Appearance Matching.** To determine the foreground object, there are two essential properties: 1) distinguishable in an individual frame (locally saliency), and 2) frequently appearing throughout the video sequence (globally consistent). To achieve the first goal, we apply a non-local operation (Wang et al. 2018) on the current feature \( V_t \) to locate the salient object in an intra-frame matching way. To achieve our second goal, we utilize another non-local operation on both current and the reference features \( V_t, V_0 \) to capture the inter-frame correlated information for alleviating appearance drift. We also employ a skip-connection on current feature \( V_t \) to preserve the semantic information. All three features contain different level information as shown in Figure 2. To focus on the foreground, we encode the predicted center point \( o_t \) into a gauss map \( G_t \) as spatial guidance prior for the intra-frame and inter-frame appearance matching. Compared to other appearance matching methods, the key difference of our method is that the encoded feature representation is weighted by the gaussian spatial prior.

As shown in Figure 2, given the intra-frame and inter-frame feature pairs \( (V_t, V_i) \) and \( (V_0, V_i) \), we first flatten \( V_0, V_i \) into shape \( \frac{W \times H}{64} \times C \), then compute the gauss-guided correlation matrices \( M_{\text{intra}}, M_{\text{inter}} \in \mathbb{R}^{\frac{W \times H}{64} \times \frac{W \times H}{64}} \) as:

\[
M_{\text{intra}} = \text{Softmax}(\frac{1}{C} V_i (V_i \odot G_t)^T),  
\]

\[
M_{\text{inter}} = \text{Softmax}(\frac{1}{C} V_0 (V_i \odot G_i)^T),  
\]

where \( C \) is the channel number of \( V_i \). After that, we reconstruct feature \( V_i \) in which the pixel embeddings are weighted according to their similarity with the foreground:

\[
\hat{V}_{t,\text{intra}} = M_{\text{intra}} V_t,  
\]

\[
\hat{V}_{t,\text{inter}} = M_{\text{inter}} V_t.  
\]

At last, we can get three kinds of information flows and reshape them back to a 3D tensor with the size of \( \frac{W}{3} \times \frac{H}{3} \times C \) for further segmentation: 1) initial current feature \( \hat{V}_t \) by a skip connection (He et al. 2016), 2) intra-frame feature \( \hat{V}_{t,\text{intra}} \) for intra-frame discriminability and 3) inter-frame feature \( \hat{V}_{t,\text{inter}} \) for inter-frame consistency.

**Dynamic Information Fusion**

Original current feature \( V_t \) only contains a coarse clue for inferring the target foreground object without a global view. Intra-frame feature \( \hat{V}_{t,\text{intra}} \) contains more accurate salient object information in current frame, but fails to address the appearance changes in a video sequence. Inter-frame feature \( \hat{V}_{t,\text{inter}} \) contains more contexts to adapt to the appearance changes of the foreground objects. Instead of directly fusing these three features by simple concatenation (Lu et al. 2019; Yang et al. 2019), we need to selectively aggregate them to generate more discriminative features. According to the above analysis, we develop a Dynamic Information Fusion Module to emphasize meaningful features along both channel and spatial dimensions with attention mechanism.

**Channel-wise attention.** The basic idea of channel-wise attention is to use gates to control the information flows from three-level features in channel dimension. To achieve this goal, the gates need to integrate information from all features. As shown in Figure 3, we first fuse three kinds of features by an element-wise addition as:

\[
\tilde{V}_t = V_t + \hat{V}_{t,\text{intra}} + \hat{V}_{t,\text{inter}}.  
\]

Then we utilize global average pooling on \( \tilde{V}_t \) to conduct spatial squeeze, where each element is calculated by shrinking \( V_t \) through spatial dimensions. We further apply a simple fully connected (FC) on the squeezed feature to enable the guidance for adaptive selection. After that, we employ another three FC layers to generate the gate vectors \( \{Z_1, Z_2, Z_3\} \in \mathbb{R}^{1 \times 1 \times C} \) for \( \{V_t, \hat{V}_{t,\text{intra}}, \hat{V}_{t,\text{inter}}\} \), respectively, and utilize channel-wise softmax function to generate adaptive weights \( \{W_1, W_2, W_3\} \in \mathbb{R}^{1 \times 1 \times C} \) corresponding to different level features \( \{Z_1, Z_2, Z_3\} \) as:

\[
W_i^c = \frac{\exp(Z_i^c)}{\sum_{j=1}^{3} \exp(Z_j^c)}, \quad i \in \{1, 2, 3\},  
\]

in which, \( W_i^c \) represents relative importance of feature \( Z_i \) at channel \( c \in C \), and \( \sum_{c=1}^{3} W_i^c = 1 \). The gated feature
Spatial-wise attention. Similar to the channel-wise attention, we also first fuse three features by element-wise addition. To strengthen the information on the spatial dimension, we then employ $1 \times 1$ convolutional filters to conduct the channel squeeze and compress the channels to 3, where the feature map of each channel corresponding to the spatial weights for each level feature. After that, a softmax operation is conducted across channels to rescale activations and the rescaled activations are sliced along the channel dimension to generate pixel-wise adaptive weights. At last, we sum the rescaled activations are sliced along the channel dimension is conducted across channels to rescale activations and the feature map of each channel corresponding to the spatial dimension is comprised of 59 video sequences (29 training and 20 for validation) with pixel-wise annotations for every frame. Three evaluation criteria are used following the standard evaluation protocol (Perazzi et al. 2016): region similarity $\mathcal{F}$, boundary accuracy $\mathcal{J}$, and time stability $\mathcal{T}$.

Experimental Setup

We conduct experiments on three well-known datasets: DAVIS2016 (Perazzi et al. 2016), Youtube-Objects (Prest et al. 2012), and FBMS (Ochs, Malik, and Brox 2013). DAVIS2016 is a challenging video object segmentation dataset which consists of 50 videos in total (30 for training and 20 for validation) with pixel-wise annotations for every frame. The entire network is trained using the SGD optimizer with an initial learning rate of $2.5 \times 10^{-4}$. We set the batchsize as 16. All the experiments are conducted using 4 V100 GPUs on a server. The overall training time is about 9 hours, and it takes about 0.1s with one image in a forward pass.

Ablation Study

We conduct the ablation study on DAVIS2016 dataset as shown in Table 1 and 2 where the baseline model is a the DeepLabV3 network. How does the gauss based spatial guidance help? We first investigate the effectiveness of the proposed Center Guiding Appearance Diffusion (CGAD) Module, which relies on the
Table 3: Quantitative results of UVOS methods on the DAVIS2016 validation set. All the results are borrowed from the public leaderboard maintained by the DAVIS challenge. The best scores are marked in bold.

| Method | FSEG | UOVOS | LVO | ARP | PDB | LSMO | MoA | EpO | AGS | COS | AnDiff | MAT | Ours |
|--------|------|-------|-----|-----|-----|------|-----|-----|-----|-----|--------|-----|------|
| $J$ & $F$ Mean↑ | 68.0 | 70.9 | 74.0 | 73.4 | 75.9 | 77.1 | 77.3 | 78.1 | 78.6 | 80.0 | 81.1 | 81.5 | 83.7 |
| $J$ Mean↑ | 70.7 | 73.9 | 75.9 | 76.2 | 77.2 | 78.2 | 77.2 | 80.6 | 79.7 | 80.5 | 81.7 | 82.4 | 83.1 |
| Recall↑ | 83.5 | 88.5 | 89.1 | 91.1 | 90.1 | 89.1 | 87.8 | 95.2 | 91.1 | 93.1 | 90.9 | 94.5 | 95.7 |
| Decay↓ | 1.5 | 0.6 | 0.0 | 7.0 | 9.0 | 4.1 | 5.0 | 2.2 | 1.9 | 4.4 | 2.2 | 5.5 | 0.0 |
| $F$ Mean↑ | 65.3 | 68.0 | 72.1 | 70.6 | 74.5 | 75.9 | 77.4 | 75.7 | 79.5 | 80.5 | 80.7 | 84.4 |    |
| Recall↑ | 73.8 | 80.6 | 83.4 | 83.5 | 84.4 | 84.7 | 84.4 | 87.9 | 85.8 | 89.5 | 85.1 | 90.2 | 92.3 |
| Decay↓ | 1.5 | 0.7 | 1.3 | 7.9 | -0.2 | 3.5 | 3.3 | 2.4 | 1.6 | 5.0 | 0.6 | 4.5 | 0.8 |
| $T$ Mean↓ | 32.8 | 39.0 | 26.5 | 39.3 | 29.1 | 21.2 | 27.9 | 19.3 | 26.7 | 18.4 | 21.4 | 21.6 | 20.9 |

How does the dynamic information fusion help? The Dynamic Information Fusion Module consists of channel-wise and spatial-wise attention mechanisms. Here, we do the comparison on four variants: spatial attention only (SA), channel attention only (CA), first spatial attention then channel attention (SCA), and first channel attention then spatial attention (CSA). Detailed experiments on different variant attentions can be found in Table 1. Compared to CGAD, SA can bring improvements of 0.2 on $J$ and 2.2 on $F$ which indicates the effectiveness of the general appearance matching based method. Compare to it, our CGAD outperforms AD by 2.9 on $J$ and 3.9 on $F$ with a large margin. It demonstrates the effectiveness of the gauss based spatial prior, which helps to focus on the foreground and thus alleviates the challenges in common appearance matching based methods.

How to select the center point from a heatmap? Besides, we also do the ablation study on different strategies to choose the center point from the heatmap $H$ in Eq. (4). Specifically, we compare two methods in Table 2: 1) We directly choose the the center point in heatmap with the maximum score. 2) We exploit a motion mechanism (Xu et al. 2019) to choose the center point with motion history information under the parameter settings $K = 5$, $n = 10$. We can find that the motion mechanism performs relatively better. It reveals that the motion mechanism can help locate more accurate position of object based on the motion history, whether objects move fast or slow in the video.

Comparison with State-of-the-arts

Evaluation on DAVIS2016. We compare our F2Net with the top performing UVOS methods in the public leaderboard on DAVIS2016 dataset. As shown in Table 3 our method outperforms all the reported methods across most metrics. Compared with the second best method MAT (Zhou et al. 2020), our model achieves gains of 2.2 in terms of $J$ & $F$.

Evaluation on Youtube-Objects. Table 4 illustrates the results of all compared methods for different categories on Youtube-Objects dataset. Our approach brings improvement of 5.1 on $J$ than the second best method COS (Lu et al. 2019) by a large margin. It is also worth to note that we outperform all compared methods on almost all categories. The main reason lies in two folds: First, for optical guided methods, COS and EPO (Faisal et al. 2019) which utilize both appearance information and motion cues, our model outperforms them by only utilizing appearance information. In our experiments, we find that the above methods may fail to distinguish the visually similar pixels from both foreground and background. Due to the center based gaussian map, our model consider spatial prior during the appearance matching procedure, which helps filter out the background noise and focus more on the foreground object boundary construction (improving $F$). Besides, the Dynamic Information Fusion Module also can aggregate discriminative features across different level for the final segmentation.
Figure 5: Qualitative results on three datasets. From top to bottom: breakdance from the DAVIS2016 dataset, cat01 from the FBMS dataset, and dog0006 from the Youtube-Objects dataset.

Table 5: Quantitative results on FBMS test set over Mean $J$.

| Method     | NLC | FST | SFL | APR | MSTP | FSEG |
|------------|-----|-----|-----|-----|------|------|
| Mean,$J$ ↑ | 44.5| 55.5| 56.0| 59.8| 60.8 | 68.4 |
| Method     | IET | OBN | PDB | COS | MAT  | Ours |
| Mean,$J$ ↑ | 71.9| 73.9| 74.0| 75.6| 76.1 | 77.5 |

our estimated center point provides the spatial prior for better segmentation focusing more on the actual foreground.

Evaluation on FBMS. As shown in Table 5, we also conduct experiments on FBMS for completeness. Compared to others, our method performs the best result with 77.5 over the Mean $J$, outperforming the second best one by 1.4. Considering lots of foreground objects in FBMS share similar appearance with the background, our Center Guiding Appearance Diffusion Module exploits center information to focus on the foreground objects and filter out the visually similar background ones for better segmentation.

Qualitative Results

Does center prediction branch estimate the center point well? To investigate the performance of Center Prediction Branch, we give some visualization results on the generated center point heatmap, especially for the first frame of each video sequence. As shown in Figure 6, there are four challenging sequences in which the surroundings has a similar appearance to the foreground object. Without any previous motion history, our Center Prediction Branch can still estimate relatively accurate object center point of the first frame mainly based on the semantic features. It demonstrates that our Center Prediction Branch can effectively capture the contextual information across the frame to locate the target point. In the latter frames, besides the current semantic features, the center point based gauss map from previous frame is additionally fed to refine the point position, which provides more precisely center point estimation.

Segmentation visualization. Figure 5 shows qualitative results sampled from the three datasets. The breakdance sequence from DAVIS2016 contains many challenging factors, such as fast motion, deformation and multiple instances of the same category. We can find that our method is robust to such complex scenarios and can accurately segment out primary objects from the cluttered background. The effectiveness is further proved in the cat01 sequence of FBMS dataset. In addition, our method performs well in the dog0006 sequence of Youtube-Objects, in which the target suffers from large scale variations.

Conclusion

In this paper, we propose a novel Focus on Foreground Network (F2Net) for unsupervised video object segmentation. Compared to recent appearance matching based methods, we additionally estimate the center point of the foreground object and encode it into a gauss map as spatial guidance for the appearance matching procedure. This Center Guiding Appearance Diffusion Module is flexible and can be easily adapted to other segmentation frameworks. We also develop a Dynamic Information Fusion Module to aggregate multi-level features for generating more discriminative features for final segmentation. Extensive results on three public datasets demonstrate the effectiveness of our proposed method.
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