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ABSTRACT Millimeter wave (mmWave) massive multiple-input multiple-output (MIMO) systems can obtain sufficient beamforming gains to combat severe path loss in signal propagation. The hybrid (analog/digital) beamforming with multiple data streams can be utilized to further improve mmWave spectral efficiency. In this paper, we focus on the hybrid beamforming design of a downlink mmWave massive multi-user MIMO (MU-MIMO) system based on full-connected structure, and aim to maximize the sum rate of the overall system as an objective function. In the analog beamforming stage, a piecewise successive iterative approximation (PSIA) algorithm is proposed to design the analog beamformer and combiner. This algorithm not only has a linear property, but also can obtain closed-form solutions. In the digital beamforming stage, the piecewise successive approximation method is utilized to design the digital beamforming based on the criterion to avoid the loss of information, which can help reduce the computational complexity and is also implemented simply. The results show that the proposed scheme achieves good sum-rate performance in the mmWave massive MU-MIMO system, and outperforms the state-of-the-art MIMO hybrid beamforming design schemes, even when the number of base station antennas is not very large.

INDEX TERMS Millimeter wave, massive MIMO, multi-user, hybrid beamforming, sum rate.

I. INTRODUCTION

The developments of traditional wireless communication technologies seem to encounter bottleneck constraints due to the limited bandwidths. To meet the great requirements of wireless communication, millimeter wave (mmWave) communication has been considered as a key technology for the next-generation wireless communication systems [1], [2].

MmWave communication generally corresponds to 30–300 GHz tremendous frequency bands available to support Gigabits per second (Gb/s) data rate transmission. This has gained considerable attention in wireless fronthaul/backhaul, indoor, cellular (hotspot and small cell), device-to-device (D2D) communications, etc [3], [4]. However, the inherent shortcoming of the short wavelength of mmWave is that it has very different channel propagation characteristics such as the severe propagation path loss (PL), rain attenuation, high penetration loss, high delay resolution, high directivity, and human blockage [5]–[7]. Therefore, it is challenging for mmWave to implement in practice. Fortunately, the tremendously reduced wavelength enables the equipment to put the large-scale antenna arrays in a much smaller space. Thus, mmWave systems can integrate massive multiple-input multiple-output (MIMO) transceiver elements to provide a sufficiently powerful received signal, which can enhance the signal gain and spectral efficiency [8], [9].
In addition, the high directivity can help the design of beamforming techniques to direct the signal in a certain direction, which overcomes the high PL problem and establishes reasonable signal-to-noise ratio (SNR) links [10].

Although the rationales of beamforming are the same regardless of the carrier frequency, signal processing in mmWave systems is subject to a set of important practical constraints. For example, traditional MIMO systems often perform digital linear beamforming at baseband, which enables controlling both the signal’s phase and amplitude and supporting multi-stream multi-users communications [11], [12]. However, the baseband beamforming (the digital beamforming) requires not only dedicated baseband processor, but also radio frequency (RF) hardware and analog-to-digital converter (ADC) for each antenna element. When a large number of antennas is deployed, the high hardware cost, complexity, and power consumption of digital beamforming architecture become unaffordable to be implemented in practice. Therefore, it forces mmWave systems to rely heavily on the analog or RF beamforming processing [13]. Both beamforming and combining of analog beamforming processing are implemented by a network of analog phase shifters controlling the phase of the transmitted signal at each antenna element in the RF domain, which have been applied to mmWave wireless local area network (WLAN) systems to provide a simpler architecture [14], [15]. Compared to the digital beamforming processing, since the substantially reduced number of RF chains, there are implementation benefits in terms of lower hardware complexity and lower power consumption. However, the analog beamforming is subject to additional constraints, e.g., spatial multiplexing of the beams is impossible, an RF chain only shapes one beam in a cycle and is only applied to one data stream scenario, which cannot improve the spectral efficiency. Moreover, the phase shifters are controlled digitally and obtain only quantized phase values. Therefore, these constraints limit the development of analog beamforming. For a better tradeoff between the performance and costs, a hybrid beamforming approach that combines analog and digital beamforming is proposed for the mmWave massive MIMO systems. Since the hybrid beamforming achieves similar performance to the full-digital one with much lower power consumption and hardware complexity, it has attracted a great deal of research attention [16], [17].

The achievable sum rate and the mean squared error (MSE) are two important optimization objectives for the hybrid beamforming design problems [18], [19]. Since the former is an important performance evaluation standard in mmWave systems, the design aims to maximize the sum rate for hybrid beamforming in this paper. However, many challenges have arisen from maximizing data rates under the constraints derived from the hybrid architecture. Currently, this problem is solved by two methods in the existing research work. One is to jointly design the analog and digital beamformer/combiner and the other is a two-stage method, wherein the analog beamformer/combiner is designed separately from the digital beamformer/combiner.

The joint design methods are widely used for hybrid beamforming to approach full-digital performance for single-user MIMO (SU-MIMO) and multi-user MIMO (MU-MIMO) scenarios. For SU-MIMO systems, by fully exploiting the sparsity of the channel, a least square (LS) and an approach utilizing matching pursuit (MP) can decompose full-digital beamforming into a separate analog and digital beamforming for mmWave channels [20], [21]. Based on employing an iterative algorithm and approaching the non-convex optimization with a convex problem, the method aiming at full-digital single-user solutions can be utilized to jointly design an analog and digital precoder/combiner [22]. For MU-MIMO systems, a weighted sum mean square error (WSMSE) minimization approach is proposed to jointly design analog and digital beamforming, which aims to approximate the performance of the block diagonalization (BD) solution for full-digital beamforming [23]. An over-sampling codebook (OSC)-based hybrid minimum sum-mean-square-error (min-SMSE) precoding scheme for mmWave MU-MIMO systems to optimize the BER is proposed in [24].

The two-stage method is widely utilized for designing hybrid beamforming for MU-MIMO communications to approximate the capacity. Specifically, most MU schemes prefer harvesting energy based on the channel matrix in the analog stage, and further eliminating the inter-user interference based on the baseband beamformer which takes the influences of the channel matrix and the RF beamformer into account in the following digital stage. The widely used method is the zero forcing (ZF). For example, a low-complexity hybrid BD scheme is proposed to harvest the large array gain through the RF beamforming and combining, and then digital BD processing is performed by the generalized ZF in conjunction with an equal gain transmission (EGT) scheme [25]. A hybrid beamforming design method based on the Modified Generalized Low Rank Approximation of Matrices (MGLRAM) is proposed to perform the ZF combined with an iterative procedure [26]. Further, maximizing the sum rate of the equivalent baseband channel in the analog stage, followed by excluding inter-user interference in the digital stage, is investigated in [27] and [28]. The proposed hybrid regularized channel diagonalization (HRCD) scheme is utilized by simple non-iterative processing for digital beamforming, and EGT method for analog beamforming [29]. Furthermore, an approach based on the criterion of minimizing mean square error to maximize the signal-to-leakage-plus-noise ratio of each user in the digital stage is studied in [30]. Beside the above design criterion, the authors of [31] introduced a method based on leveraging BD technology to eliminate the inter-user interference in the analog stage and minimize the mean square error of each data stream to harvest energy in the digital stage. Note that there are other schemes that utilize the two-stage method to design SU-MIMO communications. For instance, a method
that maximizes the single-user spectral rate by optimizing analog processing with fixed digital processing is proposed in [32]. A low-complexity iterative matrix decomposition based hybrid beamforming (IMD-HBF) scheme is proposed to obtain the optimal analog and digital solutions [33]. Among the above two-stage design schemes, hybrid beamforming can realize the optimal full-digital beamforming if and only if the number of RF chains is twice the number of data streams, e.g., the method is presented and discussed in [28], but this approach is implemented at the expense of high power consumption and costs. Then, the method of leveraging the BD technology to eliminate the inter-user interference will reduce the system performance since the overlap of the row subspace of each user channel matrix becomes significant when the number of users is large. Although the method presented in [33] outperforms the BD technology, it has a high number of iterations, which enhances the computational complexity of the system.

In this current paper, we focus on the hybrid beamforming design of mmWave massive MU-MIMO system with full-connected structure, where the single BS equipped with a large antenna array is assumed to serve several multi-antenna multi-stream users. Employing the two-stage method, perfect channel state information (CSI) is derived to design the analog and digital beamformer/combiner. The main contributions of this paper can be summarized as follows.

- In the analog beamforming stage, we minimize the MSE between the equivalent analog transceiver signals to reduce the information loss of signals in the analog channel transmission, which can achieve the purpose of maximizing the mutual information of the analog transceiver signals. Meanwhile, a piecewise successive iterative approximation PSIA) algorithm is proposed to design the analog beamforming in the internal iteration. The proposed design scheme can obtain the optimal saturation value with fewer iterations.

- In the digital beamforming stage, the piecewise successive approximation method is utilized to design the digital beamformer and combiner, which is based on the criterion to avoid the loss of information at each stage. The complexity of the proposed design method is lower than that of the baseband BD technology which is combined to design digital beamforming by the state-of-the art schemes such as EGT-BD [25], MGLRAM [26], HyEB [27], and HySBD [28], etc. In addition, the performance of the proposed design method is superior to the baseband BD technology in terms of eliminating the inner-user and inter-user interferences.

- Under the condition that the number of RF chains is the same as the number of data streams, the performance of the proposed hybrid beamforming system outperforms the state-of-the-art for hybrid beamforming systems. Further, the proposed design scheme has higher and more stable power efficiency than the existing schemes. Even when the number of BS antennas is not very large, the proposed design also shows superior performance in terms of sum rate. In addition, the solutions obtained in this paper are closed-form ones.

The remainder of this paper is organized as follows. Section II briefly introduces the channel and system models of the mmWave massive MU-MIMO system. The original problem of the system design is formulated and discussed in Section III. Section IV presents and discusses the simulation results of the proposed hybrid beamforming design scheme. Finally, conclusions are drawn in Section V.

**Notations:** Bold upper-case and lower-case letters represent matrices and column vectors, respectively; $(\cdot)^{-1}, (\cdot)^T$, and $(\cdot)^H$ denote inversion, transpose, and conjugate transpose, respectively; $\mathbf{F}$ is the Frobenius norm of the matrix $\mathbf{A}$ and the 2-norm of the vector $\mathbf{a}$ are expressed as $\|\mathbf{A}\|_F$ and $\|\mathbf{a}\|_2$, respectively. $\mathbf{A}(i,j), \mathbf{A}(:,j)$, and $\mathbf{A}(i,:)$ respectively denote the $(i,j)$th complex element, $j$th column vector, and $i$th row vector of matrix $\mathbf{A}$, and $[\mathbf{A}(i,j)]$ is the amplitude; $\mathbf{A}(i,:,j)$ and $\mathbf{A}(:,i:,j)$ represent the matrix consists of vectors from rows $i$ to $j$ and columns $i$ to $j$ of the matrix $\mathbf{A}$, respectively; $\mathbf{I}_N$ is the identity matrix of size $N \times N$; $\mathbf{C}(\sigma^2)$ is the complex Gaussian distribution with mean 0 and the variance $\sigma^2$; $\angle \mathbf{A}$ denotes the operation of getting the angle of each entry in matrix $\mathbf{A}$; $\mathbb{D}^{l \times l}$ and $\mathbb{C}^{m \times n}$ describe a real diagonal matrix of dimension $l \times l$ and a complex matrix of dimension $m \times n$, respectively; $\text{tr}\{\cdot\}$ and $\text{Re}\{\cdot\}$ indicate the trace and real part taking operators, respectively; $\text{vec}\{\cdot\}$ and $\text{unvec}_{m \times n}\{\cdot\}$ are the vectorization and maximization, respectively; $(\cdot)_{\ell,:}$ denotes the $\ell$th diagonal element of a matrix. Expectation operator is denoted by $\mathbb{E}\{\cdot\}$. The determinant and block diagonalization operation of a matrix are respectively expressed as $|\cdot|$ and $\text{blk}(\cdot)$.

II. SYSTEM DESCRIPTION

In this section, we present the mmWave signal and channel model considered in this paper.

A. SYSTEM MODEL

Consider the downlink of the mmWave massive MU-MIMO system with full-connected subarray structure shown in Fig. 1 in which a BS serves $K$ users simultaneously. The BS is equipped with a large number, $N_{BS}$, of antennas and

![FIGURE 1. Block diagram of the mmWave massive MU-MIMO system with hybrid beamforming structure.](image-url)
M_BS RF chains, and each user is equipped with N_MS antennas and M_MS RF chains to support N_s data streams in a parallel mode. To enable multi-stream communication and reduce the complexity of the hardware, the number of RF chains is constrained by K N_s ≤ M_BS ≤ N_HS for the BS and N_s ≤ M_MS ≤ N_MS for each user. As can be seen in Fig. 1, the transmitted symbol s with the total transmit power constraint P_t first passes through a diagonal power allocation matrix P ∈ ℂ^{K N S × K N S} which distributes power to the transmitted symbol s_k of each user and satisfies \| P \|_F^2 = P_t. Then, the symbol s after power allocation is processed by digital beamforming using a baseband beamformer \( \mathbf{F}_{(d)} \in \mathbb{C}^{M_B \times K N_S} \). After beamforming in the baseband domain, an RF beamformer \( \mathbf{F}_{RF} \in \mathbb{C}^{N_S \times M_B} \) is applied for analog beamforming. Therefore, the discrete-time transmitted signal is finally represented as \( \mathbf{x} = \mathbf{F}_{RF} \mathbf{F}_{BB} \mathbf{P} \), where the transmit power of s = \{s_1, \ldots, s_{N_S}\}^T \in \mathbb{C}^{K N_S \times 1} is supposed to be normalized such that \( E[\mathbf{ss}^H] = \frac{1}{K N_S} \mathbf{I}_{K N_S} \). Since \( \mathbf{F}_{RF} \) is implemented by using analog phase shifters, its elements are constrained to satisfy \( \mathbf{F}_{RF}(i,:), \mathbf{F}_{RF}(i,:) \in \mathbb{C}^{N_S \times 1}, \) i.e., all elements of \( \mathbf{F}_{RF} \) have the same amplitude. To guarantee the total transmitted power constraint, \( \mathbf{F}_{BB} \) is normalized to satisfy \( \| \mathbf{F}_{RF} \mathbf{F}_{BB} \|_F^2 = K N_S \). Meanwhile, no other hardware-related constraints are placed on the baseband beamformer.

For simplicity, we consider a block fading channel model [34], e.g., the narrowband flat fading channel model, which yields a received signal of each user

\[
y_k = \mathbf{h}_k \mathbf{x}_k \mathbf{F}_{RF} \mathbf{F}_{BB} \mathbf{P} + \mathbf{n}_k,
\]

where \( \mathbf{y}_k \in \mathbb{C}^{N_S \times 1} \) is the kth received vector, \( \mathbf{h}_k \in \mathbb{C}^{N_S \times N_B} \) is the channel matrix from BS to the kth user, and \( \mathbf{n}_k \in \mathbb{C}^{N_S \times 1} \) is the corresponding complex additive white Gaussian noise vector in which the elements follow the independent and identically distributed (i.i.d.) complex Gaussian distribution with zero mean and variance \( \sigma^2 \), i.e., \( \mathbf{n}_k \sim \mathcal{C}\mathcal{N}(0, \sigma^2) \). To enable beamforming, we assume that the CSI is known perfectly and instantaneously to both the BS and each user. In practical systems, CSI at the receiver can be obtained via training, then shared with the BS via limited feedback from the receiver to the BS [35].

At the receiver, each user employs its analog phase shifters and digital combiner to obtain the processed received signal

\[
\hat{s}_k = \mathbf{w}_{RF}^H \mathbf{w}_{RF}^H \mathbf{h}_k \mathbf{x}_k \mathbf{F}_{RF} \mathbf{F}_{BB} \mathbf{P} + \mathbf{w}_{RF}^H \mathbf{w}_{RF}^H \mathbf{n}_k,
\]

where \( \mathbf{w}_{RF} \in \mathbb{C}^{N_B \times N_S} \) is the analog combining matrix and \( \mathbf{w}_{RF} \in \mathbb{C}^{N_S \times N_S} \) is the digital combining matrix for the kth user. Similar to analog beamforming, the analog combining is implemented by using phase shifters. Therefore, \( \mathbf{w}_{RF} \) also satisfies the constant amplitude constraint \( \mathbf{w}_{RF}^H \mathbf{w}_{RF} = \mathbf{I}_{N_B} \). When Gaussian symbols are transmitted over the mmWave channel, the achievable sum rate is given by [36]

\[
R = \log_2 \left( \left| I_{K N_S} + \frac{1}{K N_S} \mathbf{R}_n \mathbf{H} \mathbf{H}^H \right| \right),
\]

where \( \mathbf{H} = \mathbf{H}^H \mathbf{H} \mathbf{F}_{RF} \mathbf{F}_{BB} \mathbf{P} \), and \( \mathbf{R}_n = \sigma^2 \mathbf{w}_{RF}^H \mathbf{w}_{RF} \) is the noise covariance matrix after combining. \( \mathbf{W}_{RF} = \text{blk} (\mathbf{W}_{RF}, \ldots, \mathbf{W}_{RF}) \) and \( \mathbf{W}_{BB} = \text{blk} (\mathbf{W}_{BB}, \ldots, \mathbf{W}_{BB}) \) are the analog and digital combiners of K users, respectively. \( \mathbf{H} = [\mathbf{H}_1^H, \ldots, \mathbf{H}_K^H]^H \) is the total channel matrix. Defining the baseband channel of the kth user as \( \mathbf{h}_k = \mathbf{w}_{RF}^H \mathbf{h}_k \mathbf{F}_{RF} \), the transmitted ith data stream of the kth user, \( \hat{s}_{k,i} \), can be further expressed as

\[
\hat{s}_{k,i} = \mathbf{w}_{RF}^H (i,:) \mathbf{h}_k (i,:) \mathbf{F}_{RF} (i,:) \mathbf{P}_{k,i} s_k,
\]

where \( s_k = (k - 1)N_S + i, s_k \) is the ith entry of the signal \( s_k \) of the kth user sent by BS, and \( \mathbf{P}_{k,i} \) is the corresponding power allocation. The first term on the right side of (4) indicates the desired signal, and the other three terms represent inner-user interference, inter-user interference, and noise, respectively. Hence, the sum rate in (3) can be rewritten as

\[
R = \sum_{k=1}^K \sum_{i=1}^{N_S} \log_2 (1 + \text{SINR}_{k,i}),
\]

where SINR_{k,i} is the signal to interference to noise ratio (SINR) of the signal \( \hat{s}_{k,i} \), which can be calculated by the ratio of the desired signal energy in (4) to the interference plus noise energy of the remaining terms. The SINR_{k,i} is formulated as

\[
\text{SINR}_{k,i} = \frac{\mathbf{P}_{k,i}^{\mathbf{h}_k (i,:) \mathbf{F}_{RF} (i,:) \mathbf{P}_{k,i} s_k}}{\mathbf{P}_{k,i}^{\mathbf{h}_k (i,:) \mathbf{F}_{RF} (i,:) \mathbf{P}_{k,i} s_k}}.
\]

\[
\tilde{I}_{k,i} = \sum_{j=1}^{N_S} \mathbf{w}_{BB}^H (i,:) \mathbf{h}_k (i,:) \mathbf{F}_{RF} (i,:) \mathbf{P}_{k,j} s_j + \sum_{m=1}^{K} \sum_{i=1}^{N_S} \mathbf{w}_{RF}^H (i,:) \mathbf{h}_k (i,:) \mathbf{F}_{RF} (i,:) \mathbf{P}_{m,i} s_m
\]

B. CHANNEL MODEL

The mmWave propagation has limited spatial selectivity or scattering, which will lead to high free-space path loss. However, traditional MIMO channel models cannot accurately reflect this characteristic. Similarly, the massive tightly-packed antenna arrays adopted in mmWave transceivers lead to high levels of antenna correlation. If the statistical fading distribution in traditional MIMO analysis is
used in the mmWave channel modeling, it becomes inaccurate [11]. Therefore, we adopt a narrow band channel model with uniform linear arrays (ULAs), such as the extended Saleh-Valenzuela model, to obtain the mathematical structure of mmWave channel accurately [37].

We assume that the scattering channel has \(N_s\) scattering clusters, each of which consists of \(N_p\) propagation paths. Therefore, the discrete-time narrowband channel matrix of the \(k\)th user can be expressed as

\[
\mathbf{H}_k = \gamma \sum_{i=1}^{N_c} \sum_{l=1}^{N_p} \alpha_{il}^k \Lambda_{MS} \left( \theta_{il}^k \right) \mathbf{A}_{BS}(\phi_{il}^k) \mathbf{a}_{MS}(\theta_{il}^k) \mathbf{a}_{BS}(\phi_{il}^k)^H ,
\]

(7)

where \(\gamma = \sqrt{\frac{N_p}{N_c}}\) is a normalization factor, and the channel matrix satisfies \(\mathbb{E} \left[ \|\mathbf{H}_k\|_2^2 \right] = N_{BS} N_{MS}\). \(\alpha_{il}^k\) is the complex gain of the \(l\)th ray in the \(i\)th scattering cluster for the \(k\)th user, which follows the independent Gaussian distribution, i.e., \(\alpha_{il}^k \sim C \mathbb{C} \left(0, 1\right)\). \(\theta_{il}^k\) and \(\phi_{il}^k\) represent the azimuth angles of arrival/departure (AoAs/AoDs) of the \(l\)th ray in the \(i\)th scattering cluster for the \(k\)th user, which obey the truncated Laplacian distribution [25]. The functions \(\Lambda_{MS} (\theta_{il}^k)\) and \(\Lambda_{BS} (\phi_{il}^k)\) denote the transmit and receive antenna array gain at the corresponding angles of departure and arrival. Finally, \(\mathbf{a}_{MS}(\theta_{il}^k)\) and \(\mathbf{a}_{BS}(\phi_{il}^k)\) are the normalized antenna array response vectors at an azimuth angle of \(\theta_{il}^k\) and \(\phi_{il}^k\), respectively. For the sake of simplicity but without loss of generality, we assume that when both the BS and each user adopt ULAs, the array response vector \(\mathbf{a}_{MS}(\theta_{il}^k)\) and \(\mathbf{a}_{BS}(\phi_{il}^k)\) can be presented as [37]

\[
\mathbf{a}_{MS}(\theta_{il}^k) = \frac{1}{\sqrt{N_{MS}}} \left[ 1, e^{j \beta d \sin(\theta_{il}^k)}, \ldots, e^{j (N_{MS} - 1) \beta d \sin(\theta_{il}^k)} \right]^T ,
\]

(8)

\[
\mathbf{a}_{BS}(\phi_{il}^k) = \frac{1}{\sqrt{N_{BS}}} \left[ 1, e^{j \beta d \sin(\theta_{il}^k)}, \ldots, e^{j (N_{BS} - 1) \beta d \sin(\theta_{il}^k)} \right]^T ,
\]

(9)

where \(j = \sqrt{-1}\), \(\beta = \frac{2 \pi}{\lambda}\), \(\lambda\) is the carrier wavelength of the signal, and \(d\) is the inter-element spacing, e.g., \(d = \frac{\lambda}{2}\).

III. MULTIUSER HYBRID BEAMFORMING DESIGN

This section discusses the hybrid beamforming design of the downlink mmWave massive MU-MIMO system with the full-connected structure. The design goal is to maximize the sum rate of the system expressed in (3), hence the optimization problem can be formulated as

\[
\begin{align*}
(F_{RF}, W_{RF}, F_{BB}, W_{BB}, P) &= \arg \max_{(F_{RF}, W_{RF}, F_{BB}, W_{BB}, P)} R \\
\text{s.t.} & \quad F_{RF} (i,j) \in \mathcal{F}_{RF}, W_{RF} (i,j) \in \mathcal{W}_{RF}, \forall i,j, \\
& \quad W_{RF} = \text{blk} \left[ W_{RF}^1, \ldots, W_{RF}^K \right], \\
& \quad W_{BB} = \text{blk} \left[ W_{BB}^1, \ldots, W_{BB}^K \right], \\
& \quad \|P\|_F^2 = P, \\
& \quad \|F_{RF}F_{BB}\|_F^2 = K_Ns,
\end{align*}
\]

(10)

where \(\mathcal{F}_{RF}\) and \(\mathcal{W}_{RF}\) are the feasible sets of constant-modulus complex numbers of \(F_{RF}\) and \(W_{RF}\), respectively. Since both the objective function and the constraints are nonconvex, the original problem in (10) is nonconvex. Solving the original problem in (10) directly, the five matrix variables \((F_{RF}, F_{BB}, W_{RF}, W_{BB}, P)\) need to be jointly optimized, and finding the global optima of the joint optimization problems with similar constraints is intractable for the MU-MIMO case [38]. Therefore, we utilize the two-stage design method to obtain the analog and digital beamforming solutions of the original problem, thereby reducing the difficulty of the solution process. The proposed PSIA method is utilized to obtain the closed-form optimization solutions of \(F_{RF}\) and \(W_{RF}\), where each total iteration includes one external and \(m\) internal iterations. Then, the equivalent baseband channel \(\hat{H}\) is exploited to design the optimal digital beamformer \(F_{BB}\) and combiner \(W_{BB}\). Finally, the power allocation matrix \(P\) is designed by using waterfilling.

A. DESIGN OF INITIAL ANALOG COMBINING MATRIX

Assuming the signal transmission mode can be described as \(s \rightarrow x \rightarrow \hat{x} \rightarrow s\), where \(x\) is the transmitted symbol in the analog stage, i.e., \(x = F_{BB}p_s\), and \(\hat{x}\) is the corresponding received signal, i.e., \(\hat{x} = W_{RF}^H F_{RF}x + W_{RF}^H n\). Due to \(F_{BB}\) obtained by the piecewise successive approximation method in the digital stage is a unitary matrix, i.e., \(F_{BB}^H F_{BB} = I_{K_Ns}\), \(\mathbb{E} \|x\|_2^2 = \sum_{i=1}^{K_Ns} p_i^2\) can be derived. To avoid the data loss, we firstly utilize the minimum MSE (MMSE) between \(x\) and \(\hat{x}\) in the analog stage as the objective function to obtain the analog combining matrix \(W_{RF-init}\) with the optimal phase. Then \(W_{RF-init}\) is used as the initial value of the analog beamforming design to maximize the baseband channel capacity, so as to reduce the number of internal iterations of the design in the analog stage.

According to the previous analysis, the analog combiner \(W_{RF-init}\) is not only constrained to be constant-modulus, but also constrained to be block-diagonal. Therefore, the MMSE-based analog combining problem is formulated as follows

\[
W_{RF-init} = \min_{W_{RF-init}} \mathbb{E} \left[ \|x - \hat{x}\|_2^2 \right] \\
\text{s.t.} & \quad W_{RF-init} (i,j) \in \mathcal{W}_{RF-init}, \forall i,j, \\
& \quad W_{RF-init} = \text{blk} \left[ W_{RF-init}^1, \ldots, W_{RF-init}^K \right],
\]

(11)

It is worth noting that the expectation operation in (11) is difficult to be handled. For this reason, we first assume the analog beamformer \(F_{RF}\) is fixed, then the objective function in (11) can be rewritten as

\[
\mathbb{E} \left[ \|x - \hat{x}\|_2^2 \right] = \mathbb{E} \left[ \|x - W_{RF-init}^H yx\|_2^2 \right] \\
= \text{tr} \left( \mathbb{E} \left[ xx^H \right] - 2 \text{Re} \left( \mathbb{E} [yx^H] W_{RF-init}^H \right) \right. \\
+ \left. W_{RF-init}^H \mathbb{E} \left[ yy^H \right] W_{RF-init} \right),
\]

(12)
where $y_x = HF_{RF}x + n$. By introducing a constant matrix $W = \mathbb{E}[y_x y_x^H] \mathbb{E}[y_x y_x^H]^{-1}$, the second term of (12) can be re-expressed as
\[
\mathbb{E} [y_x y_x^H] W_{RF, init} = \hat{W} \mathbb{E} [y_x y_x^H] W_{RF, init}
\]
(13)
Since $\hat{W} \mathbb{E} [y_x y_x^H]$ is a constant value, (12) can be reformulated by using (13) as follows
\[
\text{tr} \left( \hat{W} \mathbb{E} [y_x y_x^H] \hat{W}^H - 2 \text{Re} (\hat{W} \mathbb{E} [y_x y_x^H] W_{RF, init}) \right)
+ W_{RF, init}^H \mathbb{E} [y_x y_x^H] W_{RF, init} + \mathbb{E} [x x^H] - \hat{W} \mathbb{E} [y_x y_x^H] \hat{W}^H \right)
= \left\| \tilde{W} R_x^2 - W_{RF, init} R_x^2 \right\|^2_F + \text{constant}
\]
(14)
It can be seen from (14) that the solution of the objective function is independent of the constant term, by removing the constant term in (14), the minimization problem in (12) can be equivalent to solving the following problem as
\[
(\mathcal{P}) \ W_{RF, init} = \arg \min_{\tilde{W} \in \mathbb{R}^{M \times K}} \left\| \tilde{W} R_x^2 - W_{RF, init} R_x^2 \right\|^2_F
\text{s.t.} W_{RF, init}^k (i, j) \in \mathbb{R}^{M \times K}, \forall i, j,
W_{RF, init} = \text{blk} \left[ W_{RF, init}^1, \ldots, W_{RF, init}^K \right],
\]
where
\[
\left\{ \begin{array}{l}
\tilde{W} = \mathbb{E} [y_x y_x^H] \mathbb{E} [y_x y_x^H]^{-1} \\
= F_{RF}^H H_{RF}^H \left( \frac{P_1}{K N_S} HF_{RF} F_{RF}^H H + \sigma^2 I_{K N_S}, \right)^{-1}
\end{array} \right.
\]
(15)
Although (11) has been transformed into the problem with no-expectation operation, there are still other constraints in (\mathcal{P}). To tackle the block-diagonal constraint in $W_{RF, init}$, the matrix operator can be converted into a vector operator, based on the properties of Kronecker product: vec $(X G Y) = (Y^T \otimes X) \text{vec} (G)$, where $\otimes$ represents the Kronecker product between two matrices. Meanwhile, to satisfy the constant-modulus constraints, we initialize $W_{RF, init}^k (i, j) = 1$. The problem (\mathcal{P}) can be reformulated as
\[
W_{RF, init} = \arg \min_{\tilde{W} \in \mathbb{R}^{M \times K}} \| d - A W_{RF, init} \|_2^2
\text{s.t.} W_{RF, init}^k (i, j) = 1, \forall i, j,
W_{RF, init} = \text{vec} \left( \text{blk} \left[ W_{RF, init}^1, \ldots, W_{RF, init}^K \right] \right)^H,
\]
(16)
where $d = \text{vec} (\tilde{W} R_x^2)$ and $A = \left( R_x^2 \right)^H \otimes I_{K M_S}$. It is observed from (16) that the variable $W_{RF, init}$ has many zero elements. Since these zero elements do not contribute anything in the procedure of matrix multiplication, hence that the zero elements in $w_{RF, init}$ can be removed [18]. The new variable vector is given by
\[
\hat{w}_{RF, init} = \text{vec} \left( \hat{w}_{RF, init}^1, \ldots, \hat{w}_{RF, init}^K \right),
\]
(17)
where $\hat{w}_{RF, init}^k = \text{vec} (W_{RF, init}^k), k = 1, \ldots, K$. Replacing $w_{RF, init}$ by $\hat{w}_{RF, init}$, the block-diagonal constraint in (16) is eliminated. Therefore, (16) can be rewritten as
\[
\min \bar{x} \left\| \bar{d} - \bar{A} \bar{x} \right\|_2^2
\text{s.t.} \bar{x} = 1.
\]
(18)
where $\bar{d}$ and $\bar{A}$ are respectively the vectors and matrices generated from $d$ and $A$ after removing the columns corresponding to the zero elements in $w_{RF, init}$. $\tilde{x} = \hat{w}_{RF, init}$, and the vector "$1" denotes the all-one vector. Inspired by the SCF algorithm [39], the constant-modulus constraint can be eliminated by considering (18) in real domain. Hence, consider the sequence of constraint
\[
\text{Re} (B(n) \tilde{x}) = 1.
\]
(19)
with
\[
B(n) (i, j) = \left\{ \begin{array}{ll}
\omega l_1^n, & \text{if } i = j = l, \\
0, & \text{otherwise}
\end{array} \right.
\]
(20)
where $\tilde{x}_l^n, l = 1, 2, \ldots, L$ is the $l$th element of $\tilde{x}_l^n, L = K N_S M_S$, and $(n)$ denotes the $n$th optimization procedure. Replacing the constant-modulus constraint in (18) by (19), (18) can be rewritten as
\[
\left( Q(n) \right) \min \bar{x} \left\| \bar{d} - \bar{A} \bar{x} \right\|_2^2
\text{s.t.} \text{Re} (B(n) \tilde{x}) = 1.
\]
(21)
To illustrate the constraint (19) is adjusted to satisfy the constant-modulus constraint, let $\tilde{x}_l^{(n-1)}$ be the solution which satisfies the constraint $\text{Re} (B(n-1) \tilde{x}_l^{(n-1)}) = 1$, and the constant-modulus affine solution of $\tilde{x}_l^{(n-1)}$ is given by $\tilde{x}_l^{(n-1)} = \omega \tilde{x}_l^{(n-1)}$. If $\tilde{x}_l^{(n-1)} = \tilde{x}_l^{(n-1)}$, then $B(n) = B(n+1)$, and the constraints of the next problem $Q(n+1)$ are the same as problem $Q(n)$, i.e., $\text{Re} (B(n+1) \tilde{x}_l^{(n+1)}) = 1$ and $\text{Re} (B(n+1) \tilde{x}_l^{(n+1)}) = 1$ are equivalent. Thus, $\tilde{x}_l^{(n-1)} = \tilde{x}_l^{(n)}$ is derived which means the algorithm converges. Otherwise, the constraint is updated through the constant-modulus affine solution of $\tilde{x}_l^{(n)}$ according to (20). As a conclusion, the obtained solution converges to a constant-modulus one by the adaptive constraint.
For transforming the cost function into the completely equivalent real-valued version, let $\tilde{\tilde{x}}_l^{(n)} = \left[ \text{Re} (\tilde{x}_l^{(n)}) \right]^T \text{Im} (\tilde{x}_l^{(n)})^T$ be the optimal solution of $Q(n)$ and $\tilde{\tilde{x}}_l^{(n)}$ be the complex version defined as
\[
\tilde{\tilde{x}}_l^{(n)} = \tilde{x}_l^{(n)} + j \tilde{y}_l^{(n)}, \quad l = 1, 2, \ldots, L.
\]
where \( \hat{s}_{n}^{(i)} \) is the \( i \)-th element of \( \hat{s}^{(n)} \). In this case, the matrix \( B^{(n)} \) is defined as
\[
B^{(n)}(i, j) = \begin{cases} 
\cos(\bar{\hat{\lambda}}_{i}^{(n-1)}), & \text{if } i = j = l, \\
\sin(\bar{\hat{\lambda}}_{i}^{(n-1)}), & \text{if } i = l, j = l + L, \\
0, & \text{otherwise}.
\end{cases}
\]
Accordingly, the optimal solution of complex-valued problem \( \bar{Q}^{(n)} \) can be obtained by solving the completely equivalent real-valued problem as follows
\[
\min_{\hat{s}} \left\| \hat{d} - \hat{A} \hat{s} \right\|_{2}^{2}, \quad \text{s.t.} \quad B^{(n)} \hat{s} = \mathbf{1}, \tag{24}
\]
where
\[
\hat{d} = \begin{bmatrix} \text{Re}(\hat{d})^T \\ \text{Im}(\hat{d})^T \end{bmatrix}, \\
\hat{A} = \begin{bmatrix} \text{Re}(\hat{A}) & -\text{Im}(\hat{A}) \\ \text{Im}(\hat{A}) & \text{Re}(\hat{A}) \end{bmatrix}.
\]
Note that, \( \bar{Q}^{(n)} \) is a convex optimization problem with linear equality constraints. Therefore, according to (24), the Lagrange function of \( \bar{Q}^{(n)} \) is given by
\[
L (\hat{s}, \lambda) = \left\| \hat{d} - \hat{A} \hat{s} \right\|_{2}^{2} - \lambda^H (B^{(n)} \hat{s} - \mathbf{1}) = \text{tr} \left\{ (\hat{d} - \hat{A} \hat{s})^H (\hat{d} - \hat{A} \hat{s}) - \lambda^H (B^{(n)} \hat{s} - \mathbf{1}) \right\} = 2 \hat{A}^H \hat{A} \hat{s} - 2 \hat{A}^H \hat{d} + \hat{d}^H \hat{d} - \lambda^H (B^{(n)} \hat{s} - \mathbf{1}). \tag{25}
\]
where \( \lambda \) is the Lagrange multiplier. Let the partial derivative of (25) with respect to \( \hat{s} \) and \( \lambda \) are \( \frac{\partial L (\hat{s}, \lambda)}{\partial \hat{s}} = 0 \) and \( \frac{\partial L (\hat{s}, \lambda)}{\partial \lambda} = 0 \), respectively. Thus, we have the equation set as follows
\[
\begin{bmatrix} 2 \hat{A}^H \hat{A} & - (B^{(n)} \hat{s})^H \\ -B^{(n)} & 0 \end{bmatrix} \begin{bmatrix} \hat{s} \\ \lambda \end{bmatrix} = \begin{bmatrix} 2 \hat{A}^H \hat{d} \\ \mathbf{1} \end{bmatrix}. \tag{26}
\]
Since the coefficient matrix (Lagrange matrix) of the equation set is non-singular, Lagrange matrix is invertible. Then the inverse matrix can be expressed as
\[
\begin{bmatrix} 2 \hat{A}^H \hat{A} & - (B^{(n)} \hat{s})^H \\ -B^{(n)} & 0 \end{bmatrix}^{-1} = \begin{bmatrix} C & -D^H \\ -D & Z \end{bmatrix}. \tag{27}
\]
Based on the properties of inverse matrix: \( \mathbf{X}^{-1} \mathbf{X} = \mathbf{I} \), we can derive
\[
\begin{bmatrix} 2 \hat{A}^H \hat{A} & - (B^{(n)} \hat{s})^H \\ -B^{(n)} & 0 \end{bmatrix} \begin{bmatrix} C \\ -D \end{bmatrix} = \begin{bmatrix} \mathbf{1}_{2KN_{MS}M_{MS}} \\ \mathbf{0}_{2KN_{MS}M_{MS} \times 2KN_{MS}M_{MS}} \end{bmatrix}
\]
\[
\begin{bmatrix} -B^{(n)} \hat{C} \\ B^{(n)} \hat{D} \end{bmatrix} = \begin{bmatrix} \mathbf{0}_{2KN_{MS}M_{MS} \times 2KN_{MS}M_{MS}} \\ \mathbf{I}_{2KN_{MS}M_{MS}} \end{bmatrix}
\]
Since \( \hat{A}^H \hat{A} \) is the Hermitian matrix, its inverse matrix exists. Then \( C, D, \) and \( Z \) can be expressed as
\[
\begin{align*}
C &= \left( 2 \hat{A}^H \hat{A} \right)^{-1} - \left( 2 \hat{A}^H \hat{A} \right)^{-1} (B^{(n)})^H \\
D &= (B^{(n)})^H \left( 2 \hat{A}^H \hat{A} \right)^{-1} (B^{(n)})^H \\
Z &= - (B^{(n)})^H \left( 2 \hat{A}^H \hat{A} \right)^{-1} (B^{(n)})^H 
\end{align*}
\tag{29}
\]
Both sides of (26) are multiplied by the inverse of the Lagrange matrix, the solution of \( \bar{Q}^{(n)} \) can be obtained as
\[
\hat{s}^{(n)} = 2 \hat{C} \hat{A}^H \hat{d} + \hat{D}^H \mathbf{1}, \tag{30}
\]
where \( \lambda = -2 \hat{D} \hat{A}^H \hat{d} - Z \mathbf{1} \). Although the problem in (30) cannot obtain an optimal amplitude solution, an optimal phase solution can be obtained.

### B. Analog Beamforming and Combining Matrices Design

In the previous subsection, the analog combining matrix \( W_{RF, init} \) with optimal phase has been obtained. Thus, the PSIA method is utilized to solve the optimal analog beamforming \( F_{RF}^{opt} \) and combining \( W_{RF}^{opt} \) in this subsection.

According to the rationale of information theory, when the inner-user and inter-user interference are eliminated and the downlink broadcast channel capacity of the overall baseband channel \( H \) can be reached, the capacity of the system is equal to the mutual information between \( x \) and \( \hat{x} \), i.e., \( R = I (x, \hat{x}) \) [28]. Since the proposed digital beamforming is designed based on SVD, the resulting solutions are unitary matrices and can make the baseband channels of different users mutually orthogonal. In addition, the digital beamforming matrix satisfies \( ||F_{RF} F_{BB}||_F^2 = KN_{S} \). Therefore, maximizing the capacity of the overall system can be approximately equal to maximizing \( I (x, \hat{x}) \), i.e., \( R \approx I (x, \hat{x}) \), and the expression of \( I (x, \hat{x}) \) is described as
\[
I (x, \hat{x}) = \log_2 \left( ||I_{K_{MS}}||_F \right) + \frac{P_t}{\sigma^2 K_{NS}} \left( W_{RF}^H W_{RF} \right)^{-1} W_{RF}^H H_{RF} F_{RF}^H H_{RF}^H W_{RF} \tag{31}
\]
Assuming the designed analog combining matrix is a unitary matrix, i.e., \( W_{RF}^H W_{RF} = \mathbf{1} \), (31) can be rewritten as
\[
I (x, \hat{x}) = \log_2 \left( ||I_{K_{MS}} + \frac{P_t}{\sigma^2 K_{NS}} W_{RF}^H H_{RF} F_{RF}^H H_{RF}^H W_{RF}||_F \right) \tag{32}
\]
It can be seen from (32) that maximizing \( I (x, \hat{x}) \) is equivalent to maximizing \( W_{RF}^H H_{RF} F_{RF}^H H_{RF}^H W_{RF} \), which means that the maximum equivalent baseband channel is only related to the
solution of analog beamforming $F_{RF}^{opt}$ with $W_{RF}$ is fixed. Thus, the problem of analog beamforming can be formulated as

$$(P_1) \quad F_{RF} = \arg \max_{F_{RF}} \left\| H_{comp} F_{RF} \right\|_F^2$$

s.t. $F_{RF} (i,j) \in \mathcal{F}_{RF}$, \quad $\forall i,j$. \quad (33)

where $H_{comp} = W_{RF, int}^H H$. Inspired by the method which tries to avoid the loss of information [28], the SVD of composite channel is defined as $\frac{1}{\sqrt{N_{BS}}} H_{comp} = U_{comp} \Sigma_{comp} V_{comp}^H$, where $U_{comp}$ and $V_{comp}$ are the left and right singular value matrix vectors, respectively, and $\Sigma_{comp}$ is the singular value vector matrix sorted by descending order. Therefore, the objective function in (33) can be reformulated as

$$\left\| H_{comp} F_{RF} \right\|_F^2 = N_{BS} \left\| \frac{1}{\sqrt{N_{BS}}} H_{comp} F_{RF} \right\|_F^2 = N_{BS} \text{tr} \left\{ \Sigma_{comp}^2 V_{comp}^H F_{RF}^H F_{RF} V_{comp} \right\}. \quad (34)$$

Further, we define the following two partitions of the matrices $\Sigma_{comp}$ and $V_{comp}$ as

$$\Sigma_{comp} = \begin{bmatrix} \Sigma_{comp}^1 & 0 \\ 0 & \Sigma_{comp}^2 \end{bmatrix}, \quad V_{comp} = \begin{bmatrix} V_{comp}^1 & V_{comp}^2 \end{bmatrix},$$

(35)

where $\Sigma_{comp}^1 \in \mathbb{C}^{K \times M_{BS}}$ and $V_{comp}^1 \in \mathbb{C}^{N_{BS} \times M_{BS}}$. Substituting (35) into (34) gives rise to the following approximate expression of (34)

$$\text{tr} \left\{ \Sigma_{comp}^2 V_{comp}^H F_{RF}^H F_{RF} V_{comp} \right\} \simeq \text{tr} \left\{ \Sigma_{comp}^2 V_{comp}^{1H} F_{RF}^H F_{RF} V_{comp}^1 \right\}. \quad (36)$$

As can be seen obviously from (36) that the objective function $\text{tr} \left\{ \Sigma_{comp}^2 V_{comp}^{1H} F_{RF}^H F_{RF} V_{comp}^1 \right\}$ is maximized when the unconstrained analog beamforming $F_{RF} = V_{comp}^1$. Unfortunately, $V_{comp}^1$ does not satisfy constant-modulus constraint. However, the Frobenius norm can be employed to compute the distance between the unconstrained and the constrained solutions. Therefore, $F_{RF}$ can be obtained by solving

$$\min_{F_{RF}} \left\| V_{comp}^1 - F_{RF} \right\|_F^2$$

s.t. $F_{RF} (i,j) \in \mathcal{F}_{RF}$, \quad $\forall i,j$. \quad (37)

Then, the objective function in (37) is expanded as follows

$$\left\| V_{comp}^1 - F_{RF} \right\|_F^2 = \text{tr} \left\{ (V_{comp}^1 - F_{RF})^H (V_{comp}^1 - F_{RF}) \right\} = 2M_{BS} - \text{tr} \left\{ 2 \text{Re} \left( F_{RF}^H V_{comp}^1 \right) \right\} = 2M_{BS} - 2 \sum_{j=1}^{M_{BS}} \sum_{i=1}^{N_{BS}} \text{Re} \left\{ |F_{RF} (i,j)| \left| V_{comp}^1 (i,j) \right| e^{j\phi (i,j)} \right\}$$

(38)

where $\phi (i,j) = \angle F_{RF} (i,j) - \angle V_{comp}^1 (i,j)$. From (38), we observe that when $\phi (i,j) = 0$, i.e., $\angle F_{RF} (i,j) = \angle V_{comp}^1 (i,j)$, the objective function $\left\| V_{comp}^1 - F_{RF} \right\|_F^2$ is minimized. Therefore, the optimal beamforming matrix can be expressed as

$$F_{RF} = \frac{1}{\sqrt{N_{BS}}} \hat{\varphi}_l V_{comp}^1$$

(39)

Next, the obtained $F_{RF}$ is substituted into the objective function of maximizing the equivalent baseband channel to solve the optimal analog combining $W_{RF}$. Since $W_{RF}$ is block-diagonal, the objective function is formulated as

$$(P_2) \quad W_{RF}^k = \arg \max_{W_{RF}} \left\| W_{RF}^k \hat{H}_{comp}^k \right\|_F^2$$

s.t. $W_{RF} (i,j) \in \mathcal{W}_{RF}$, \quad $\forall i,j$. \quad (40)

where $\hat{H}_{comp}^k = H_{RF} F_{RF}$. The SVD of $\hat{H}_{comp}^k$ is defined as $\frac{1}{\sqrt{N_{MS}}} \hat{H}_{comp}^k = \hat{U}_{comp}^H \hat{\Sigma}_{comp}^k \hat{V}_{comp}^H$. Moreover, $\hat{U}_{comp}$ is expressed as the first $M_{MS}$ columns of matrix $\hat{U}_{comp}^k$. Substituting this decomposition into (40) gives rise to the following approximate expression

$$\text{tr} \left\{ \hat{\Sigma}_{comp}^k \hat{U}_{comp}^H W_{RF}^k \hat{W}_{RF}^k \hat{U}_{comp}^k \right\} \simeq \text{tr} \left\{ \hat{\Sigma}_{comp}^k \hat{U}_{comp}^H \hat{U}_{comp}^k \right\}, \quad (41)$$

where $\hat{\Sigma}_{comp}^k$ is an $M_{MS} \times M_{MS}$ diagonal matrix. Compared (41) with (36), they are similar in nature. Hence, the optimal solution of matrix $W_{RF}^k$ can be expressed as

$$W_{RF}^k = \frac{1}{\sqrt{N_{MS}}} \hat{\varphi}_l \hat{U}_{comp}^k$$

(42)

Then, the total analog combining matrix $W_{RF}$ is obtained by block diagonalization. It is worth noting that the initial value of subproblems $\{ P_{i}^{(n)} \}_{i=1}^{2}$ (internal iteration) derives from the problem $P$ (external iteration). In the $n$th internal iteration of the $n$th external iteration, the subproblem $P_{i}^{(n+1)}$ is updated by the results of $P_{i}^{(n+1)}$, and the subproblem $P_{2}^{(n+1)}$ is updated by the results of $P_{1}^{(n+1)}$. Therefore, the monotonically non-increasing of the sequences produced by the subproblems $\{ P_{i}^{(n)} \}_{i=1}^{2}$ satisfy $f_{i}^{(n+1)} \leq f_{i}^{(n)}$, and eventually the objective values converge [18]. Then, the convergence of $P_{i}^{(n)}$ can be guaranteed by $b_{i}^{(n)}$. Therefore, the proposed analog beamforming design method is monotonically non-increase and eventually converges. In addition, the stop criterion of the external iteration for the proposed method is set as $|f^{(n+1)} - f^{(n)}| \leq \epsilon$, where $\epsilon$ is a small factor, and $f^{(n)}$ is the objective value of (11) in the $n$th external iteration, namely,

$$f^{(n)} = \text{tr} \left( E \left[ x x^H \right] - 2 \text{Re} \left( E \left[ x y x^H W_{RF, int} \right] \right) + W_{RF, int}^H E \left[ y y^H \right] W_{RF, int} \right)$$

(43)
In conclusion, the advantages of the analog beamformer and combiner designed by the above methods are that the channel information can be utilized more adequately to improve the sum rate of system. The overall procedure of the proposed analog beamforming scheme is summarized as Algorithm 1.

Algorithm 1 The Proposed Analog Beamforming Design Scheme

1. **Input:** $H, N_{\text{iter}}$.
2. Randomly generate the initial matrix $F_{\text{RF}}$ (satisfied with the constant-modulus constraint);
3. while $|f^{(n+1)} - f^{(n)}| > \varepsilon$ do;
4. Set $n = 1$;
5. Compute $B^{(n)}$ according to (23);
6. Compute $s^{(n)}$ according to (30);
7. Set $\tilde{x}^{(n)}_i = x^{(n)}_i + j\tilde{s}^{(n)}_i, i = 1, 2, \ldots, L$;
8. Get $W_{\text{RF, init}} = \text{blk} \left[ \text{unvec}_{M_K \times N_M S} (e^{j(\angle \tilde{x}^{(n)})}) \right]^H$ and assign $W_{\text{RF}}^{(n)} = W_{\text{RF, init}}$;
9. for $m = 1$ to $N_{\text{iter}}$ do
10. Compute $F_{\text{RF}}^{(m+1)} = \frac{1}{\sqrt{N_M S}} e^{j \angle \tilde{V}_{\text{comp}, (1:M_K S)}}$, where $V_{\text{comp}}$ is derived by
11. for $k = 1$ to $K$ do
12. Compute $(W_{\text{RF}}^{(m)})^{(n)} = \frac{1}{\sqrt{N_M S}} e^{j \angle \tilde{U}_{\text{comp}, (1:M_K S)}}$, where $U_{\text{comp}}$ is derived by
13. end for
14. Obtain the total matrix $W_{\text{RF}}^{(m+1)} = \text{blk} \left[ (W_{\text{RF}}^{(1)})^{(m)} , \ldots , (W_{\text{RF}}^{(K)})^{(m)} \right]$;
15. end for
16. Set $n = n + 1$;
17. end while
18. **Output:** $F_{\text{RF}}, W_{\text{RF}}$

C. DIGITAL BEAMFORMING AND COMBINING MATRICES DESIGN

This subsection discusses the design of digital beamforming and combing matrices based on the analog beamforming and combing matrices obtained in the previous subsection. Considering the baseband BD scheme, which employs ZF to eliminate inter-user interference by the null space orthogonal bases of baseband channels of different users and ensure zero inner-user interference by digital combiner in the digital beamforming stage. Thus, a MU-MIMO downlink channel can be decomposed into multiple parallel independent SU-MIMO channels [40]. However, when the number of users is large, the overlap of the row subspace of channel matrix per user becomes significant, which results in a quite poor performance [41]. Moreover, the operational dimension of baseband BD scheme also becomes large, thereby increasing the computational complexity. However, in [28], the criterion for trying to avoid the loss of information is proposed to design the analog beamforming, which can reduce the computational complexity. Therefore, inspired by the scheme proposed in [25] and [28], we design the digital beamforming and combining matrices by employing the criterion which tries to avoid the loss of information. Meanwhile, the complexity analysis shows the advantages over the baseband BD scheme.

The equivalent baseband channel is defined as $\tilde{H} = W_{\text{RF}}^H H F_{\text{RF}}$. According to (3) and (10), the problem of digital beamforming design can be formulated as

$$(F_{\text{RF}}, W_{\text{RF}}) = \arg \max_{(F_{\text{RF}}, W_{\text{RF}})} \log_2 \left( \left| I_{K_N S} + \frac{1}{K_N S} R_{n}^{-1} W_{\text{RF}}^H \tilde{H} F_{\text{RF}} P_{\text{RF}} F_{\text{RF}}^H W_{\text{RF}} \tilde{H}^H \right| \right)$$

s.t. $W_{\text{RF}} = \text{blk} \left[ W_{\text{RF}, 1}^T, \ldots, W_{\text{RF}, K}^T \right]$, $\|F_{\text{RF}} F_{\text{RF}}^H\|_F^2 = K_N S$. (44)

Based on the criterion proposed in [28], the SVD of equivalent baseband channel of each user is expressed as

$$\tilde{H}_k = \tilde{U}_k \Sigma_k \tilde{V}_k^H$$

Design the digital combining matrix $W_k$ as the first $N_S$ column vector of $\tilde{U}_k$, i.e., $W_{\text{RF}}^{(k)} = \tilde{U}_k(:, 1:N_S), k \in \{1, \ldots, K\}$, and bring it into (44), then the objective function can be rewritten as

$$F_{\text{BB}} = \arg \max_{F_{\text{BB}}} \log_2 \left( \left| I_{K_N S} + \frac{N_{\text{BS}}}{K_N S} R_{n}^{-1} \tilde{H}_{\text{comp}} F_{\text{BB}} P_{\text{RF}} F_{\text{RF}}^H \tilde{H}_{\text{comp}}^H \right| \right)$$

where

$$\tilde{H}_{\text{comp}} = \frac{1}{\sqrt{N_{\text{BS}}}} W_{\text{RF}}^H \tilde{H}$$

$$= \frac{1}{\sqrt{N_{\text{BS}}}} \begin{bmatrix} W_{\text{RF}}^H & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & W_{\text{RF}}^H \\ \tilde{H}_1 & \cdots & \tilde{H}_K \end{bmatrix}$$

The power allocation obtained by utilizing waterfilling will be approximately performed by equal power allocation in the digital stage, i.e., $P_{\text{RF}} \approx \frac{P_{\text{BS}}}{K_N S}$ for $N_{\text{BS}}$ approaches infinity. Due to $W_{\text{RF}}$ derived in the above subsection is a para-unitary matrix (i.e., $W_{\text{RF}}^H W_{\text{RF}} = I_{M_{\text{BS}}}$), we can obtain

$$R_{n} = \sigma^2 W_{\text{RF}}^H W_{\text{RF}}^H W_{\text{RF}} W_{\text{RF}} = \sigma^2 I_{K_N S}$$

Thus, (46) can be further written as

$$F_{\text{RF}} = \arg \max_{F_{\text{RF}}} \log_2 \left( \left| I_{K_N S} + \frac{N_{\text{BS}} P_{\text{RF}}}{\sigma^2 K_N S} F_{\text{RF}}^H \tilde{H}_{\text{comp}} F_{\text{RF}} \right| \right)$$

(49)
It can be seen from (49) that the optimal digital beamforming $\mathbf{F}_{BB}$ of the maximized objective function can be obtained by the first $KN_S$ columns of the right singular vector of $\mathbf{H}_{\text{comp}}$. Defining the SVD of $\mathbf{H}_{\text{comp}}$ as $\mathbf{H}_{\text{comp}} = \tilde{\mathbf{U}}_{\text{comp}} \tilde{\Sigma}_{\text{comp}} \tilde{\mathbf{V}}_{\text{comp}}^H$, then we set $\mathbf{F}_{BB} = \tilde{\mathbf{V}}_{\text{comp}} (:, 1 : KN_S)$.

Up to now, the optimal digital beamforming $\mathbf{F}_{BB}$ and combining $\mathbf{W}_{BB}$ obtained to eliminate inter and inner-interference can be illustrated in the following.

For a massive MIMO system with multi-antenna users, the asymptotic orthogonality of different user channels has been proven as the number of BS antennas is large [28]. Here, we extend the conclusion to the baseband channel model, then the correlation matrix of different user baseband channels follows

$$
\lim_{N_{BS} \to \infty} \frac{1}{N_{BS}} \tilde{\mathbf{H}}_p \tilde{\mathbf{H}}_q^H = 0_{M_{MS} \times M_{MS}}, \quad p, q \in \{1, \ldots, K\}, \quad \forall p \neq q.
$$

(50)

**Proof:** For a massive MIMO system with multi-antenna users, the correlation matrices of different user analog channels satisfy the following asymptotic orthogonality [28]

$$
\lim_{N_{BS} \to \infty} \frac{1}{N_{BS}} \mathbf{H}_p \mathbf{H}_q^H = 0_{N_{BS} \times N_{BS}}, \quad p, q \in \{1, \ldots, K\}, \quad \forall p \neq q.
$$

(51)

Then the correlation matrix of different user baseband channels can be expressed as

$$
\lim_{N_{BS} \to \infty} \frac{1}{N_{BS}} \tilde{\mathbf{H}}_p \tilde{\mathbf{H}}_q^H = \lim_{N_{BS} \to \infty} \frac{1}{N_{BS}} \mathbf{W}_{RF}^H \mathbf{F}_p \mathbf{F}_q \mathbf{F}_{RF}^H \mathbf{H}_p \mathbf{H}_q^H \mathbf{W}_{RF}, \quad p, q \in \{1, \ldots, K\}, \quad \forall p \neq q.
$$

(52)

Since the obtained analog beamforming $\mathbf{F}_{RF}$ is a unitary matrix, i.e., $\mathbf{F}_{RF} \mathbf{F}_{RF}^H = \mathbf{I}_{N_{BS} \times N_{BS}}$, according to the properties of (51), (50) holds up.

Substituting (45) into (50), (50) can be rewritten as

$$
\lim_{N_{BS} \to \infty} \frac{1}{N_{BS}} \tilde{\mathbf{H}}_p \tilde{\mathbf{H}}_q^H = \lim_{N_{BS} \to \infty} \tilde{\mathbf{U}}_p \tilde{\Sigma}_p \tilde{\mathbf{V}}_q \tilde{\mathbf{V}}_q^H \tilde{\Sigma}_q^H \tilde{\mathbf{V}}_q^H = 0_{M_{MS} \times M_{MS}}.
$$

(53)

Since $\tilde{\mathbf{U}}_p$ is a unitary matrix, (53) can be further written as

$$
\lim_{N_{BS} \to \infty} \tilde{\Sigma}_p \tilde{\mathbf{V}}_q \tilde{\mathbf{V}}_q^H \tilde{\Sigma}_q^H = 0_{M_{MS} \times M_{MS}}.
$$

(54)

Defining the following two partitions of matrices $\tilde{\mathbf{S}}_k$ and $\tilde{\mathbf{V}}_k$

$$
\tilde{\mathbf{S}}_k = \begin{bmatrix} \tilde{\mathbf{S}}_k^1 & \mathbf{0} \\ \mathbf{0} & \tilde{\mathbf{S}}_k^2 \end{bmatrix}, \quad \tilde{\mathbf{V}}_k = \begin{bmatrix} \tilde{\mathbf{V}}_k^1 \\ \tilde{\mathbf{V}}_k^2 \end{bmatrix}, \quad k = 1, \ldots, K,
$$

(55)

where $\tilde{\mathbf{S}}_k^1 = \tilde{\mathbf{S}}_k (1 : N_S, 1 : N_S)$ and $\tilde{\mathbf{V}}_k^1 = \tilde{\mathbf{V}}_k (:, 1 : N_S)$. Substituting (55) into (54), we have

$$
\lim_{N_{BS} \to \infty} \tilde{\Sigma}_p \tilde{\mathbf{V}}_q \tilde{\mathbf{V}}_q^H \tilde{\Sigma}_q^H = \lim_{N_{BS} \to \infty} \tilde{\Sigma}_p \tilde{\mathbf{V}}_q \tilde{\mathbf{V}}_q^H \tilde{\mathbf{V}}_q \tilde{\mathbf{V}}_q^H \tilde{\Sigma}_q^H \tilde{\mathbf{V}}_q \tilde{\mathbf{V}}_q^H = 0_{M_{MS} \times M_{MS}}.
$$

(56)

Since $N_S \leq \text{rank}(\mathbf{H}_k)$, then $\tilde{\Sigma}_k^1 \neq 0_{N_S \times N_S}$. Hence, we can obtain

$$
\lim_{N_{BS} \to \infty} \tilde{\mathbf{V}}_p^H \mathbf{1} (1 : N_S, :) \tilde{\mathbf{V}}_q (1 : N_S) = 0_{N_S \times N_S}
$$

(57)

i.e., every of the first $N_S$ right singular vectors belonged to two different user equivalent baseband channels are asymptotically mutual orthogonal in massive MIMO regime.

Using $\mathbf{W}_{BB}^* = \tilde{\mathbf{U}}_k (:, 1 : N_S), \quad k = 1, \ldots, K$, (45), and (47), we can obtain

$$
\tilde{\mathbf{H}}_{\text{comp}} = \begin{bmatrix} \tilde{\Sigma}_1 (1 : N_S, :) \tilde{\mathbf{V}}_1^H \\ \vdots \\ \tilde{\Sigma}_K (1 : N_S, :) \tilde{\mathbf{V}}_K^H \end{bmatrix} = \begin{bmatrix} \tilde{\Sigma}_1 \cdots 0 \\ \vdots \\ 0 \cdots \tilde{\Sigma}_K \end{bmatrix} \begin{bmatrix} \tilde{\mathbf{V}}_1^H \\ \vdots \\ \tilde{\mathbf{V}}_K^H \end{bmatrix} = \mathbf{I}_{KN_S} \tilde{\mathbf{V}}_k^H,
$$

(58)

where $\tilde{\Sigma}_k = \tilde{\Sigma}_k (1 : N_S, 1 : N_S), \quad \tilde{\mathbf{V}}_k = \tilde{\mathbf{V}}_k (:, 1 : N_S), \quad k = 1, \ldots, K$. Due to $\tilde{\mathbf{V}}$ is $KN_S$-order square matrix, and leveraging the conclusion of (57), it can be deduced that $\tilde{\mathbf{V}}$ is the right singular vectors of $\tilde{\mathbf{H}}_{\text{comp}}$ in massive MIMO regime, i.e., $\tilde{\mathbf{V}}_{\text{comp}} (:, 1 : KN_S) = [\tilde{\mathbf{V}}_1 (:, 1 : N_S), \ldots, \tilde{\mathbf{V}}_K (:, 1 : N_S)]$ as the number of antennas at BS approaches infinity.

To sum up, when $\mathbf{F}_{BB} = \tilde{\mathbf{V}}_{\text{comp}} (:, 1 : KN_S)$, we have

$$
\tilde{\mathbf{H}}_k \mathbf{F}_{BB} = \tilde{\mathbf{U}}_k \tilde{\mathbf{S}}_k, \quad k = 1, \ldots, K.
$$

(59)

In other words, the data streams of different users can be independently transmitted on subchannel $\mathbf{H}_k \tilde{\mathbf{V}}_k$, so as to eliminate inter-interference in baseband channel. In addition, let $\mathbf{W}_{BB}^* = \tilde{\mathbf{U}}_k (:, 1 : N_S), \quad k = 1, \ldots, K$, the inner-interference can also be eliminated. For satisfying the constraint $\| \mathbf{F}_{RF} \mathbf{F}_{BB}^\dagger \|^2 = KN_S$, we adjust each column of $\mathbf{F}_{BB}$ to be $\mathbf{F}_{BB} (:, i) = \mathbf{F}_{BB}(i, :) \mathbf{F}_{RF}(i, :)^\dagger$, $i \in \{1, \ldots, KN_S\}$. Therefore, all the constraints in (44) are satisfied and the specific procedure is summarized as Algorithm 2.

Then, we compare the computational complexity of the proposed digital beamforming design method and the baseband BD scheme in [25]. Since both of them need to compute the equivalent baseband channel of each user, we compare computational complexity from the solution procedure of digital beamforming and combining.

It can be found from Algorithm 2 that the complexity of the proposed scheme except computing the baseband channels mainly comes from steps 4, 7, and 8. In step 4, the equivalent baseband channel $\mathbf{H}_k \in \mathbb{C}^{M_{MS} \times M_{BS}}$ of each user performs SVD to obtain the digital combining matrix, and the corresponding complexity is $O(KM_{MS}^2 M_{BS})$ [42]. In step 7, the composite matrix $\mathbf{H}_{\text{comp}}$ is obtained by one multiplication of two matrices, hence the complexity is $O(K^2 M_{MS} N_S M_{BS})$. The last one originates from computing the digital beamforming matrix $\mathbf{F}_{BB}$ in step 8. Since this part
Algorithm 2 The Proposed Digital Beamforming Design Scheme

1: Input: $H$, $FR$, $WR$;
2: for $k = 1$ to $K$ do
3: Compute the baseband channel for each user $h_k = W_{RF}H_kF_{RF}$;
4: $W_{BB} = U_k(:, 1: N_3)$, where $U_k$ is derived by (39);
5: end for
6: Compute $W_{BB} = blk[W_{BB}^1, ..., W_{BB}^K]$;
7: Obtain the composite channel $H_{comp} = \frac{1}{\sqrt{N_{BS}}}W_{BB}^H H_i$;
8: Compute $F_{BB} = \tilde{V}_{comp}(:, 1: K N_3)$, where $\tilde{V}_{comp}$ is derived by $H_{comp} = \tilde{U}_{comp} \tilde{\Sigma}_{comp} \tilde{V}_{comp}^H$;
9: Adjust each column of $F_{BB}$ to be $F_{BB}(; i) = \frac{F_{BB}(; i)}{{\| F_{BB}(; i) \|}_{2}}$; $i \in \{1, ..., K N_3\}$;
10: Obtain the total equivalent baseband channel $H_{total} = W_{BB}^H H F_{BB}$;
11: Compute $P$ by using waterfilling power allocation of the total equivalent channel $H_{total}$;
12: Output: $F_{BB}, W_{BB}, P$

requires one SVD of the composite matrix $\tilde{H}_{comp}$, the complexity is $O(K^2 N_3^2 M_{BS})$.

To sum up, the overall computational complexity of the proposed digital beamforming design scheme is $O(K^2 N_3^2 M_{BS})$. In contrast, since the baseband BD scheme proposed in [25] performs SVD for the matrix with dimension $(K - 1) M_{MS} \times M_{BS}$ to obtain the null space orthogonal basis of each user channel under the same parameter configuration, the corresponding computational complexity is $O(K(K - 1)^2 M_{MS}^2 M_{BS})$. In addition, due to the same method is utilized to obtain the digital beamformer and combiner in [26]–[28], the corresponding computational complexity required by each literature for designing digital beamforming is also $O(K(K - 1)^2 M_{MS}^2 M_{BS})$. Therefore, the proposed design method enjoys much lower computational complexity compared with baseband BD scheme.

**IV. NUMERICAL SIMULATION**

To evaluate the performance of the proposed hybrid beamforming design scheme, the corresponding simulation results are presented in this section. All simulation results are obtained by averaging over 1,000 random channel realizations based on MATLAB platform. For simplicity, the propagation environment is modeled as a $N_c = 8$ cluster with $N_p = 10$ rays per cluster. The AoAs/AoDs of all channels are assumed to follow the uniform distribution within $[0, 2\pi]$. In the simulation, we consider that the BS with $N_{BS} = 256$ antennas and $M_{BS} = 16$ RF chains serves $K = 8$ users, where each user is equipped with $N_{MS} = 16$ antennas and $M_{MS} = 2$ RF chains to support $N_3 = 2$ data streams simultaneously. The noise variance at each user is $\sigma^2 = 1$, and the SNR is defined as $P_\gamma / \sigma^2$. Furthermore, we set the maximum number of iterations as $N_{iter} = 7$, and the factor in Algorithm 1 is set as $\varepsilon = 10^{-6}$ [18].

It is worth noting that we focus on the hybrid beamforming design of massive MIMO system with full-connected structure in the paper. We compare the performance of the proposed scheme and the state-of-the-art hybrid beamforming design schemes, which include the least number of RF chains (the least number of RF chains is equal to the number of the transmitted streams) based HySBD scheme [28], the full-digital dirty paper coding (DPC) method [43], the EGT-BD based scheme [25], the iterative based MGLRAM method [26] and HyEB approach [27]. Since the DPC implemented with the iterative waterfilling algorithm has been certified to be capacity-reaching in the broadcast channel, it is used as the performance upper bound of the hybrid ones.

**A. PERFORMANCE FOR SUM RATE**

Fig. 2 compares the sum rate performance of different beamforming schemes versus SNR when the number of BS antennas is large ($N_{BS} = 256$). In the simulation, the number of iterations is set to 20 in the MGLRAM and HyEB schemes. It can be seen from this figure, since the baseband BD technology leads that the overlap of the row subspace of each user channel matrix becomes significant, the performance of the system decreases as the number of users increases. However, the analog hybrid beamforming design scheme in Algorithm 1 improves the capacity of the equivalent baseband channel, and the digital hybrid beamforming derived in massive MIMO regimen can eliminate both inner-user and inter-user interferences. Therefore, we can observe from Fig. 2 that the proposed hybrid beamforming design scheme is superior to the state-of-the-art hybrid beamforming ones. Meanwhile, the result also verifies the effectiveness of the proposed design scheme in BS with a large number of antennas. In addition, the HySBD is slightly better than MGLRAM with the least number of RF chains.

To further investigate the performance of the proposed design scheme in small antenna arrays, Fig. 3 demonstrates the sum rate comparison for different beamforming schemes versus SNR when the number of BS antennas is small.
FIGURE 3. Sum rate comparison for different beamforming schemes versus SNR, where $N_{BS} = 32$.

($N_{BS} = 32$). We assume the BS with $M_{BS} = 16$ RF chains, each user with $N_{MS} = 4$ antennas, and the least number of RF chains $M_{MS} = 2$. As can be seen from the figure that although the proposed design scheme is derived from the theoretical analysis for a massive MIMO regimen, it is outstanding compared with the state-of-the art schemes even if the number of BS antennas is not very large.

B. PERFORMANCE FOR NUMBER OF BS ANTENNAS

Fig. 4 compares the sum rate performance of different beamforming schemes versus the BS antennas, where SNR = 0dB. As can be seen from this figure, the sum rate performance of different design schemes improves correspondingly as the number of BS antennas increase, where the proposed design scheme is better than others. When the number of BS antennas is large, the performance gap between the proposed beamforming and other hybrid beamforming schemes (except for HyEB) is small. However, compared with the small number of BS antennas, the performance gap between the proposed beamforming scheme and the DPC scheme is larger. Furthermore, although the proposed scheme is derived from the massive MIMO system, it works relatively well even with not a very large number of BS antennas. For illustration, the sum rate of the proposed beamforming scheme with $N_{BS} = 64$ and $N_{BS} = 96$ respectively approaches 86% and 88% of that reached by the DPC scheme, while the sum rate of HySBD with the same settings only approaches about 66% and 74%.

C. PERFORMANCE FOR NUMBER OF USERS

Fig. 5 compares the sum rate performance of different beamforming schemes versus the number of users, where the number of users changes from 2 to 15, and the transmission SNR is SNR = 0dB. We can observe from the figure that the gap between different design schemes is very small when the number of users is small (except for HyEB), e.g., $k \leq 3$, and the performance of all schemes is closer to that of the DPC scheme. As the number of users increases, the sum rate performance of different design schemes becomes large, where the proposed design scheme is better than others. Furthermore, it can also be explained that with the increase of the scale of the system, the proposed design scheme effectively eliminates the inner and inter-user interference, so as to improve the performance of system.

D. PERFORMANCE FOR DATA STREAMS PER USER

Fig. 6 plots the sum rates achieved by different beamforming schemes when the number of data streams per user is different, where $N_S = 1, 2, \text{ and } 4$. Considering the costs and power consumption, the simulation environment of the BS and each user is set as the number of RF chains is equal to the number
of data streams, i.e., $M_{MS} = N_S$, and $M_{BS} = KM_{MS}$. We find that the performance of all different beamforming schemes is similar and very close to that of the DPC scheme as the number of data streams per user is small, i.e., $N_S = 1$. When the number of data streams supported by the system increases, the gaps between the sum rates of different schemes become larger correspondingly. However, the proposed hybrid beamforming scheme outperforms other schemes when the number of data streams is different.

### E. PERFORMANCE FOR POWER EFFICIENCY

As mentioned in Sec. I, the power consumption is a key issue which deserves our consideration for different hybrid beamforming schemes. In this subsection, we aim to compare the power efficiency performance of different hybrid beamforming design schemes [44]. Considering the hybrid beamforming design based on full-connected structure, the power consumption mainly includes the following parts: a) the power amplifier (PA) connected to each antenna at the BS; b) the low noise amplifier (LNA) at the receiver; c) the phase shifter (PS) and the RF chain on both receiver and transmitter sides; d) the digital baseband (BB) processor; e) the digital-to-analog converter (DAC) on the receiver side and the ADC on the transmitter side.

Considering the full-digital beamforming for MIMO, there is a DAC, an RF chain, a PS and a PA for each antenna at the BS. Then, a BB which adapts all the data streams to the transmit antennas is required. At the receiver, each antenna is equipped with an ADC, an RF chain, a PS, and an LNA, plus a baseband digital combiner that combines all the outputs of ADC to obtain the soft estimate of the transmitted symbols. Therefore, the amounts of power consumed by BS and users in full-connected MIMO architecture are expressed respectively as

\[
\begin{align*}
P_{DPC, BS} &= N_S (P_{RF} + P_{DAC} + P_{PA}) + P_{BB}, \\
P_{DPC, MS} &= K (N_M (P_{RF} + P_{ADC} + P_{LNA}) + P_{BB}).
\end{align*}
\]

where $P_{BB}$, $P_{RF}$, $P_{LNA}$, $P_{PA}$, $P_{PS}$, $P_{DAC}$, and $P_{ADC}$ are the power of BB, the power of each RF chain, the power of each LNA, the power of each PA, the power of each PS, the power of each DAC, and the power of each ADC, respectively. Different from the full-digital beamforming for MIMO, each RF chain requires the same number of phase shifters as that of all antennas to control the phase of all antennas in the full-connected structure. Therefore, the amounts of power consumed by BS and users in full-connected MIMO architecture are expressed respectively as

\[
\begin{align*}
P_{TOTAL, BS} &= M_S (P_{RF} + P_{DAC} + N_{BS} P_{PS}) \\
&\quad + N_{BS} P_{PA} + P_{BB} , \\
P_{TOTAL, MS} &= K (M_M (P_{RF} + P_{ADC} + N_{MS} P_{PS}) \\
&\quad + N_{MS} P_{LNA} + P_{BB}).
\end{align*}
\]

To better compare the performance of different hybrid beamforming design schemes, the power efficiency $\eta$ is used as the standard of measurement, which is expressed as follows:

\[
\eta = \frac{R}{P} \text{ (bps/Hz/J)},
\]

where $P$ is the total power consumption of the system.

---

**FIGURE 7.** Power efficient comparison for different beamforming schemes versus SNR.

Fig. 7 presents the power efficiency performance of different beamforming design schemes versus SNR. The simulation parameters according to [44] are set as follows: $P_{BB} = 243$ mW, $P_{RF} = 40$ mW, $P_{LNA} = 30$ mW, $P_{PA} = 16$ mW, $P_{DAC} = 110$ mW, and $P_{ADC} = 200$ mW. Furthermore, the power consumed by each PS is assumed to be $10$ mW as in [45]. It can be seen clearly that the proposed scheme can transmit the signal more efficiently with the same SNR and power consumption, which means it has higher power efficiency. Further, since the full-digital MIMO architecture requires more hardware and produces higher power consumption, its power efficiency performance is relatively low compared with the full-connected architecture. Therefore, the full-digital MIMO architecture is rarely used for signal propagation in practical applications. In addition, as shown in Fig. 2, based on the fact that the sum rates of the system achieved by the HySBD and MGLRAM algorithms are similar, hence the power efficiencies of the two algorithms are approximate with the same power consumption.
Figs. 8 and 9 compare the power efficiency performance of different beamforming schemes versus the number of BS and each user antennas, respectively, where SNR = 0dB. The number of each user antennas is set as \( N_{MS} = 4 \) for different the number of BS antennas. It can be seen from (60) and (62) that the power consumption of the PS is dominant when the number of BS antennas increases. Thus, under the number of large-scale BS antennas, the power consumption of the full-connected structure is higher than that of the full-digital structure. According to the simulation results shown in Fig.4, the power efficiency of different schemes is lower than that of the full-digital DPC scheme. The number of BS antennas is set as \( N_{BS} = 256 \) for different the number of each user antennas. It can be seen from (61) and (63) that the power consumption of the DAC is dominant when the number of each user antennas increases. Since the sum rate increases with more power consumption for the full-digital DPC scheme, its power efficiency declines considerably as the number of each user antennas increases. In summary, the proposed hybrid beamforming design scheme has stable and high power efficiency regardless of changing the number of the BS and each user antennas.

F. PERFORMANCE FOR ITERATION

Fig. 10 shows the convergence of the proposed PSIA algorithm in terms of the sum rate versus the increasing of the number of iteration \( N_{\text{iter}} \), where \( K = 4 \). As can be seen from the figure that the proposed PSIA algorithm converges tremendously regardless of the number of BS antennas and the value of SNR. Especially, the sum rate performance of the system reaches 90% of the convergence value after one iteration. In addition, after 7 iterations, the sum rate performance of the system tends to saturate and no longer grows, reaching the maximum value. Therefore, the maximum number of iterations is set as \( N_{\text{iter}} = 7 \) in all simulations.

V. CONCLUSION

In this paper, we have investigated the hybrid beamforming design of a downlink mmWave massive MU-MIMO system with full-connected structure. A two-stage linear hybrid beamforming design scheme has been proposed to obtain optimal close-form solutions. The criterion of trying to avoid the loss of information has been adopted for the sub-procedure of each communication in both analog and digital stages to approach the performance of full-digital as far as possible. Further, we have solved the initial problem by approximating different optimal targets in the analog and digital stages, respectively, which not only ensured the maximum channel capacity in each stage, but also maximized the overall capacity of system. Finally, the simulation results show that the performance of the proposed hybrid beamforming design scheme outperforms the existing methods regardless of whether BS is equipped with large or small antenna arrays. Since the proposed scheme for the hybrid beamforming system is based on perfect CSI, perspectives of this work include an extension to consider the case of imperfect CSI as in [46], which is more practical in future applications. In addition, considering the huge available bandwidth of mmWave communications, the hybrid beamforming design for massive MU-MIMO orthogonal frequency-division multiplexing (OFDM) systems can also be considered for our future work.
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