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\textbf{Abstract}

An \textit{hp} version of interface penalty finite element method (\textit{hp}-IPFEM) is proposed for elliptic interface problems in two and three dimensions on unfitted meshes. Error estimates in broken $H^1$ norm, which are optimal with respect to $h$ and suboptimal with respect to $p$ by half an order of $p$, are derived. Both symmetric and non-symmetric IPFEM are considered. Error estimates in $L^2$ norm are proved by the duality argument.
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\section{Introduction}

Let $\Omega = \Omega_1 \cup \Gamma \cup \Omega_2$ be a bounded and convex polygonal or polyhedral domain in $\mathbb{R}^d, d = 2$ or $3$, where $\Omega_1$ and $\Omega_2$ are two subdomains of $\Omega$ and $\Gamma = \partial \Omega_1 \cap \partial \Omega_2$ is a $C^2$-smooth interface (see Fig. 1). Consider the following elliptic interface problem:

\begin{equation}
\begin{cases}
- \nabla \cdot (a(x) \nabla u) = f, & \text{in } \Omega_1 \cup \Omega_2, \\
[u] = g_D, & \text{on } \Gamma, \\
[(a(x) \nabla u) \cdot n] = g_N, & \text{on } \Gamma, \\
u = 0, & \text{on } \partial \Omega,
\end{cases}
\end{equation}

where $[v] = v|_{\Omega_1} - v|_{\Omega_2}$ denotes the jump of $v$ across the interface $\Gamma$, $n$ is the unit outward normal to the boundary of $\Omega_1$, and $a(x)$ is bounded from below and above by some positive constants. Note that $a(x)$ is allowed to be discontinuous across the interface $\Gamma$.

It is well known that the finite difference method (FDM) compared to the finite element method (FEM) is easy to implement since it discretizes the PDEs on simple meshes. But it is not easy to construct high order FDMs when the
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geometries are complicated. By contrast, the FEM provides a systematic way to design high order schemes for problems with complicated geometries, while the classical FEMs require that the interfaces and boundaries are fitted well enough by underlying meshes in order to achieve optimal convergence rates (cf. [7, 12, 27]). Therefore it has always been attractive to develop systematic ways for constructing high order numerical methods on simple unfitted meshes. Unfitted mesh techniques are particularly convenient for time-dependent problems when moving interfaces are involved. One could just use the same mesh on the domain for different times instead of repeatedly remeshing the domain to fit the moving interfaces. Another motivation for developing unfitted methods is from the adaptive finite element methods. We know that in an adaptive finite element procedure, the meshes are locally refined repeatedly to equidistribute the error. But it is readily to encounter the “inverted elements”, i.e., the elements with negative directional areas/volumes (cf. [37]), near curved interfaces during interface-fitted local refinements, in particular, in the three dimensional case.

Various finite difference schemes have been proposed on unfitted Cartesian grids, for example, the immersed boundary method by Peskin [34], the ghost fluid method by Osher and his coworkers [17], the immersed interface method by LeVeque and Li [26], and the matched interface and boundary method by Zhou, et al. [41]. These methods have the first order, second order or higher order truncation errors near the interfaces. They have been generalized in various ways and applied to many problems [30, 31, 38, 32, 24, 25, 29, 40, etc].

The existing finite element schemes on unfitted meshes are usually designed
by proper modifications of the standard finite element methods near the interfaces. The immersed finite element method by Li, et al. [28, 19] modifies the basis functions for nodal points near the interfaces to satisfy the homogeneous jump conditions. The linear immersed finite element method is optimally convergent in $H^1$ and $L^2$ norms for two dimensional problems [13]. We refer to [11] for adaptive immersed interface finite element methods for solving elliptic and Maxwell interface problems with singularities. The multiscale finite element method by Chu, Graham, and Hou [14] modifies the basis functions near the interface by solving appropriately designed subgrid problems. The method was proved, for the two dimensional case, to be of first-order accuracy in $H^1$ norm and of second-order accuracy in $L^2$ norm. Note that when the interface intersects an element in a straight line, the multiscale finite element method coincides with the linear immersed finite element method (cf. [14]). The penalty finite element method proposed by Babuška [4] modifies the bilinear form near the interface by penalizing the jump of the solution value across the interface. The method may use high order elements but is suboptimally convergent in $h$. The linear case of the method was analyzed again by Barrett and Elliott [7] and was proved to be optimally convergent in $h$ under more regularity assumptions on the exact solution. We remark that the idea of adding penalty terms is widely used in the interior penalty Galerkin methods [2, 3, 6, 16, 18, 35, etc]. The unfitted finite element method proposed by A. Hansbo and P. Hansbo [23] can be viewed as an improvement of the linear version of the Babuška’s method. This unfitted method was proved, for two dimensional elliptic interface problems, to be optimally $h$-convergent in both $H^1$ and $L^2$ norms and the error estimates are uniform with respect to the relative position of the interface to the unfitted grid. The key idea of their method is using weighted average flux across the interface in the bilinear form instead of using the arithmetic average one as in the standard interior penalty discontinuous Galerkin methods. In their method, the weights along the intersection of the interface and a grid element are chosen according to the areas of the two parts of the element separated by the interface. More recently, Massjung [33] proposed an $hp$-unfitted discontinuous Galerkin method for Problem (1) which uses weighted average flux across the interface and penalizes not only the jump condition on the solution value but also the jump condition on the flux. It was proved that, for the two dimensional case, the method converges in broken $H^1$ norm at an optimal rate with respect to $h$ and at a suboptimal rate with respect to $p$ by a factor of $p$. The flux penalty term is not essential in the convergence analysis but helpful for numerical stability (cf. [33]). We also refer to [8, 22] for recent more studies on the discontinuous Galerkin methods for elliptic interface problems.

In this paper we propose an $hp$-interface penalty finite element method ($hp$-IPFEM) for the interface problem (1). In this method we penalize the jump conditions on the solution value as well as the flux across the interface and adopt the arithmetic average flux across the interface in the bilinear form. We provide a rigorous analysis to show that, for both two and three dimensional cases, the error estimates in broken $H^1$ norm are optimal with respect to $h$ and suboptimal with respect to $p$ by a half order of $p$. Both symmetric and non-symmetric
IPFEM are considered. Some $hp$-error estimates in $L^2$ norm are also derived by the duality argument. We would like to mention that our tricks on dealing with discontinuities across the interface are common in the standard interior penalty discontinuous Galerkin methods. They are adopted by \cite{23,33} except the arithmetic average one. Sure we do not add penalty terms on edges/faces of elements away from the interface as the standard interior penalty discontinuous Galerkin methods do.

For any intersection segment/patch $e$ between the interface and a grid element $K^e$, let $K^e_i = K^e \cap \Omega_i, i = 1, 2$, be the two parts of $K^e$ separated by the interface. The key idea of our analysis is the use of the following straightforward identity on $e$:

$$\frac{v_1 + v_2}{2} = v_i + \frac{(-1)^i}{2}(v_1 - v_2), \text{ where } v_i = (a\nabla v_h)|_{K^e_i} \cdot n, \quad i = 1, 2.$$ 

By this we may bound the term of the arithmetic average flux (i.e. $\frac{v_1 + v_2}{2}$) by any component in the average (say $v_i$, $i =$ either 1 or 2) and the jump of flux (i.e. $v_1 - v_2$) which is controlled by the flux penalty term. This component is then estimated by a local inverse trace inequality on the corresponding part of the interface element. As a result, it suffices to prove the local inverse trace inequality on either $K^e_1$ or $K^e_2$ instead of on both of them as treated in \cite{33}. Therefore we avoid discussing various relative positions of the interface to an element $K^e$ which are already complicated in two dimensional case since $K^e_1$ or $K^e_2$ may not be shape regular. This makes our analysis much simpler and easy to apply to the three dimensional case. To the best of our knowledge, our results give the first $hp$ a priori error estimates for interface problems in three dimensions and the best in two dimensions.

The rest of our paper is organized as follows. We formulate the $hp$-interface penalty finite element methods in Section 2 and list some preliminary lemmas in Section 3. The $H^1$- and $L^2$- error estimates of the symmetric interface penalty finite element methods are given in Section 4. The error estimates of the non-symmetric interface penalty finite element methods are given in Section 5. Section 6 is devoted to the proofs of the local trace inequality and the local inverse trace inequality.

Throughout the paper, $C$ is used to denote a generic positive constant which is independent of $h$, $p$, and the penalty parameters. We also use the shorthand notation $A \lesssim B$ and $B \gtrsim A$ for the inequality $A \leq CB$ and $B \geq CA$. $A \approx B$ is for the statement $A \lesssim B$ and $B \lesssim A$. Note that the constants in this paper may depend on the jump of the coefficient $a(x)$ across the interface. Although it is an interesting topic to derive error estimates with explicit dependence on the jump of the coefficient $a(x)$, it may bury our basic idea in a more complicated analysis. We leave this issue to future work.
2 Formulation of \( hp \)-interface penalty finite element methods

To formulate our \( hp \)-IPFEMs, we need to introduce some notation. The space, norm and inner product notation used in this paper are all standard, we refer to [9, 15] for their precise definitions.

Let \( \{ M_h \} \) be a family of conforming, quasi-uniform, and regular partitions of the domain \( \Omega \) (cf. [9]) into triangles and parallelograms/tetrahedrons and parallelepipeds. For any \( K \in M_h \), we define \( h_K := \text{diam}(K) \). Let \( h := \max_{K \in M_h} h_K \). Then \( h_K \approx h \). Note that any element \( K \in M_h \) is considered as closed. Obviously, each partition \( M_h \) induces a partition, denoted by \( I_h \), of the interface \( \Gamma \) (cf. Fig. 1). Note that any interface segment/patch \( e \in I_h \) is either contained entirely in one element in \( M_h \) and has nonempty intersection with its interior, or is the common edge/face of two neighboring elements in \( M_h \). For any \( e \in I_h \), let \( K^e \in M_h \) be one of the element(s) containing \( e \) and let \( K^e_i = K^e \cap \Omega_i, i = 1, 2 \).

Introduce the “energy” space
\[
V := \{ v : v|_{\Omega_i} = v_i, \text{ where } v_i \in H^1(\Omega), v_i|_K \in H^2(K), \forall K \in M_h, i = 1, 2 \}.
\]

For any \( K \in M_h \), let \( P_p(K) \) denote the set of all polynomials whose degrees in all variables (total degrees) do not exceed \( p \) if \( K \) is a triangle/tetrahedron, and the set of all polynomials whose degrees in each variable (separate degrees) \( \leq p \) if \( K \) is a parallelogram/parallelepiped. Denote by \( U^p_h \) the \( hp \)-continuous finite element space, that is,
\[
U^p_h := \{ v_h \in H^1_0(\Omega) : v_h|_K \in P_p(K), \forall K \in M_h \}.
\]

We define our interface penalty finite element approximation space \( V^p_h \) as
\[
V^p_h := \{ v_h : v_h|_{\Omega_i} = v_i, \text{ where } v_i \in U^p_h, i = 1, 2 \}.
\]

Clearly, \( V^p_h \subset V \subset L^2(\Omega) \). But \( V^p_h \not\subset H^1(\Omega) \).

We also define the jump \([v]\) and average \(\{v\}\) of \( v \) on the interface \( \Gamma \) as
\[
[v] := v|_{\Omega_1} - v|_{\Omega_2}, \quad \{v\} := \frac{v|_{\Omega_1} + v|_{\Omega_2}}{2}.
\]

Testing the elliptic problem (1) by any \( v \in V \), using integration by parts, and using the identity \([vw] = \{v\}[w] + [v]\{w\}\), we obtain
\[
\sum_{i=1}^2 \int_{\Omega_i} a \nabla u \cdot \nabla v - \int_{\Gamma} \{a \nabla u \cdot \mathbf{n}\}[v] - \int_{\Gamma} g_N \{v\} = \int_{\Omega} f v.
\]
Define the bilinear form \( a_h(\cdot, \cdot) \) on \( V \times V \):

\[
(6) \quad a_h(u, v) := \sum_{i=1}^{2} \int_{\Omega_i} a \nabla u \cdot \nabla v - \sum_{e \in I_h} \int_e \left( \{a \nabla u \cdot n\} [v] + \beta [u] \{a \nabla v \cdot n\} \right) + J_0(u, v) + J_1(u, v),
\]

where \( \beta \) is a real number, \( \gamma_0 \) and \( \gamma_1 \) are nonnegative numbers to be specified later. Define further the linear form \( F_h(\cdot) \) on \( V \):

\[
(9) \quad F_h(v) := \int_{\Omega} f v + \int_{\Gamma} g_N \{v\} - \beta \int_{\Gamma} g_D \{a \nabla v \cdot n\} + J_D(v) + J_N(v),
\]

\[
(10) \quad J_D(v) := \sum_{e \in I_h} \frac{\gamma_0 p^2}{h_{K^e}} \int_e [v],
\]

\[
(11) \quad J_N(v) := \sum_{e \in I_h} \frac{\gamma_1 h_{K^e}}{p^2} \int_e \{a \nabla v \cdot n\}.
\]

It is easy to check that the solution \( u \) to the problem (1) satisfies the following formulation:

\[
(12) \quad a_h(u, v) = F_h(v), \quad \forall v \in V.
\]

We are now ready to define our \( hp \)-interface penalty finite element methods inspired by the formulation (12): Find \( u_h \in V_h^p \) such that

\[
(13) \quad a_h(u_h, v_h) = F_h(v_h), \quad \forall v_h \in V_h^p.
\]

**Remark 2.1.**

(i) The above tricks on dealing with the discontinuities are from the interior penalty discontinuous or continuous Galerkin methods (see, e.g., [2, 18, 10]). When \( \beta = 1 \), \( a_h(\cdot, \cdot) \) is symmetric, that is, \( a_h(v, w) = a_h(w, v) \), the method is termed as the symmetric interface penalty finite element method (SIPFEM), which corresponds to the symmetric interior penalty Galerkin method [2, 39]. On the other hand, when \( \beta \neq 1 \), \( a_h(\cdot, \cdot) \) is non-symmetric. In particular, when \( \beta = -1 \), the method is called the non-symmetric interface penalty finite element method (NIPFEM), which would correspond to the non-symmetric interior penalty Galerkin method studied in [35]. In this paper, for the ease of presentation, we only consider the case \( \beta = 1 \) and \( \beta = -1 \), nevertheless the ideas of this paper also apply to the case \( \beta \neq \pm 1 \).

(ii) The unfitted finite element method given in [23] does not include the penalty term \( J_1 \) and uses a weighted average \( \{v\} = \kappa_1 v|_{\Omega_1} + \kappa_2 v|_{\Omega_2} \) instead of the arithmetic one in (5), where \( \kappa_i = |K_i^e| / |K| \). Optimal error
estimates in both $H^1$ and $L^2$ norms were derived in [23] for the linear element ($p = 1$) in two dimensions.

(iii) Massjung [33] proposed an $hp$-unfitted discontinuous Galerkin method for Problem (1) which uses weighted averages similar as in [23] and penalizes both the jump of the solution value and that of the flux. It was proved that, for the two dimensional case, the method converges in broken $H^1$ norm at an optimal rate with respect to $h$ and at a suboptimal rate with respect to $p$ by a factor of $p$.

Next, we introduce the following broken (semi-)norms on the space $V$:

\begin{equation}
\|v\|_{1,h} := \left( \sum_{i=1}^{2} \left\| a^{1/2} \nabla v \right\|_{L^2(\Omega_i)}^2 + \sum_{e \in \mathcal{I}_h} \frac{\gamma_0}{h_{K_e}} \left\| [v] \right\|_{L^2(e)}^2 \right)^{1/2} + \sum_{e \in \mathcal{I}_h} \frac{\gamma_1}{h_{K_e}} \frac{h_{K_e}}{p^2} \left\| a \nabla v \cdot n \right\|_{L^2(e)}^2)^{1/2},
\end{equation}

\begin{equation}
\|v\|_{1,h} := \left( \left\| v \right\|_{1,h}^2 + \sum_{e \in \mathcal{I}_h} \frac{h_{K_e}}{\gamma_0 p^2} \left\| a \nabla v \cdot n \right\|_{L^2(e)}^2 \right)^{1/2}.
\end{equation}

3 Some preliminary lemmas

Recall that, for any interface segment/patch $e \in \mathcal{I}_h$, $K^e \in \mathcal{M}_h$ is an element containing $e$ and $K^e_i = K^e \cap \Omega_i$, $i = 1, 2$. We have the following lemma, which gives the trace and inverse trace inequalities on $K^e$, whose proof will be given in Section 6.

**Lemma 3.1.** There exists a positive constant $h_0$ depending only on the interface $\Gamma$ and the shape regularity of the meshes, such that for all $h \in (0, h_0]$ and any interface segment/patch $e \in \mathcal{I}_h$, the following estimates hold for either $i_e = 1$ or $i_e = 2$:

(i) For any $v \in H^1(K^e_i)$,

\begin{equation}
\|v\|_{L^2(e)} \lesssim h_{K^e}^{-1/2} \|v\|_{L^2(K^e_i)} + \|v\|_{L^2(K^e_i)}^{1/2} \|\nabla v\|_{L^2(K^e_i)}^{1/2}.
\end{equation}

(ii) For any $v_h \in P_p(K^e)$,

\begin{equation}
\|v_h\|_{L^2(e)} \lesssim \frac{p}{h_{K^e}} \|v_h\|_{L^2(K^e_i)}.
\end{equation}

We remark that, if $e \subset \partial K^e$, then the result (i) in the above lemma is a direct consequence of the standard local trace inequality, and the estimate in (ii) is already known (cf. [10]).

The error analysis relies on the following well-known $hp$ approximation properties (cf. [5, 20, 21]):
Lemma 3.2. Suppose $w \in H^s(\Omega) \cap H^1_0(\Omega), s \geq 2$. Let $\mu = \min \{p + 1, s\}$.

(i) There exists a piecewise polynomial $\hat{w}_h, \hat{w}_h|_K \in P_p(K)$, such that, for $j = 0, 1, \cdots, s$,

$$\|w - \hat{w}_h\|_{H^j(K)} \lesssim \frac{h^{\mu-j}}{p^{s-j}} \|w\|_{H^s(K)}, \quad \forall K \in \mathcal{M}_h.$$ 

(ii) There exists $\hat{w}_h \in U^p_h$ such that

$$\|w - \hat{w}_h\|_{H^j(\Omega)} \lesssim \frac{h^{\mu-j}}{p^{s-j}} \|w\|_{H^s(\Omega)}, \quad j = 0, 1.$$

Here the invisible constants in the above two inequalities depend on $s$ but are independent of $h$ and $p$. $U^p_h$ is the $hp$-continuous finite element space defined in (3). The following lemma is from the standard Sobolev extension property (cf. [1]).

Lemma 3.3. Let $s \geq 2$. There exist two extension operators $E_1 : H^s(\Omega_1) \mapsto H^s(\Omega) \cap H^1_0(\Omega)$ and $E_2 : \{w \in H^s(\Omega_2) : w|_{\partial \Omega} = 0\} \mapsto H^s(\Omega) \cap H^1_0(\Omega)$ such that

$$(E_iw)|_{\Omega_i} = w \quad \text{and} \quad \|E_iw\|_{H^s(\Omega)} \lesssim \|w\|_{H^s(\Omega_i)}, \quad i = 1, 2,$$

where $w \in H^s(\Omega_1)$ for $i = 1$ and $w \in H^s(\Omega_2), w|_{\partial \Omega} = 0$ for $i = 2$ (cf. Fig. 1).

4 Error estimates for the symmetric interface penalty finite element method

In this section we derive the $H^1$- and $L^2$- error estimates for the $hp$-SIPFEM (i.e. the case $\beta = 1$). The following lemma gives the continuity and coercivity of the bilinear form $a_h(\cdot, \cdot)$ for the SIPFEM.

Lemma 4.1. We have

(18) $$|a_h(v, w)| \leq 2 \|v\|_{1,h} \|w\|_{1,h}, \quad \forall v, w \in V.$$

For any $0 < \gamma_1 \lesssim 1$ and $0 < \varepsilon < 1$, there exists a constant $\alpha_{0,\varepsilon}$ independent of $h$, $p$, and the penalty parameters such that, if $\gamma_0 \geq \alpha_{0,\varepsilon}/\gamma_1$, then, for $0 < h \leq h_0$,

(19) $$a_h(v_h, v_h) \geq (1 - \varepsilon) \|v_h\|_{1,h}^2, \quad \forall v_h \in V^p_h,$$

where the constant $h_0$ is from Lemma 3.3.
Proof. (18) is a direct consequence of the definitions (6)–(8), (14)–(15), and the Cauchy-Schwarz inequality. It remains to prove (19). We have,

\[
\begin{align*}
    a_h(v_h, v_h) &= \sum_{i=1}^{2} \left\| a^{1/2} \nabla v_h \right\|_{L^2(\Omega_i)}^2 - 2 \sum_{e \in \mathcal{I}_h} \int_e \{ a \nabla v_h \cdot n \} [v_h] \\
    &\quad + \sum_{e \in \mathcal{I}_h} \left( \frac{\gamma_0 p^2}{h_{K^e}} \left\| [v_h] \right\|_{L^2(e)}^2 + \frac{\gamma_1 h_{K^e}}{p^2} \left\| [a \nabla v_h \cdot n] \right\|_{L^2(e)}^2 \right) \\
    &= \left\| v_h \right\|_{1, h}^2 - \sum_{e \in \mathcal{I}_h} \frac{h_{K^e}}{\gamma_0 p^2} \left\| [a \nabla v_h \cdot n] \right\|_{L^2(e)}^2 \\
    &\quad - 2 \sum_{e \in \mathcal{I}_h} \int_e \{ a \nabla v_h \cdot n \} [v_h].
\end{align*}
\]

It is clear that, for any \( e \in \mathcal{I}_h \),

\[
\left\{ a \nabla v_h \cdot n \right\} |_e = (a \nabla v_h) |_{K^e} \cdot n + \frac{(-1)^i_e}{2} [a \nabla v_h \cdot n] |_e,
\]

where \( i_e \) is specified in Lemma 3.1. From Lemma 3.1 (ii), there exists a constant \( C_1 \) such that,

\[
\left\| (a \nabla v_h) |_{K^e} \cdot n \right\|_{L^2(e)} \leq \frac{p}{h_{K^e}} \left\| \nabla v_h \right\|_{L^2(K^e)} \leq C_1 \frac{p}{h_{K^e}} \left\| a^{1/2} \nabla v_h \right\|_{L^2(K^e)}.
\]

Therefore, from (21) and (22),

\[
\begin{align*}
    \sum_{e \in \mathcal{I}_h} \frac{h_{K^e}}{\gamma_0 p^2} \left\| [a \nabla v_h \cdot n] \right\|_{L^2(e)}^2 &\leq \sum_{e \in \mathcal{I}_h} \left( \left\| (a \nabla v_h) |_{K^e} \cdot n \right\|_{L^2(e)}^2 + \frac{1}{4} \left\| [a \nabla v_h \cdot n] \right\|_{L^2(e)}^2 \right) \\
    &\leq 2 \sum_{e \in \mathcal{I}_h} \frac{2C_1^2}{\gamma_0} \left\| a^{1/2} \nabla v_h \right\|_{L^2(K^e)}^2 + \sum_{e \in \mathcal{I}_h} \frac{h_{K^e}}{\gamma_0 p^2} \left\| [a \nabla v_h \cdot n] \right\|_{L^2(e)}^2 \\
    &\leq \max \left( \frac{2C_1^2}{\gamma_0}, \frac{1}{2\gamma_0 \gamma_1} \right) \left\| v_h \right\|_{1, h}^2.
\end{align*}
\]
Lemma 4.2. The following lemma is an analogue of the Cea’s lemma for finite element methods.

Lemma 4.2. There exists a constant $a_0$ independent of $h$, $p$, and the penalty parameters such that for $0 < \gamma_1 \leq 1$, $\gamma_0 \geq a_0/\gamma_1$, and $0 < h \leq h_0$, the following error estimate holds.

$$\|u - u_h\|_{1,h} \lesssim \inf_{z_h \in V_h^p} \|u - z_h\|_{1,h},$$

where the constant $h_0$ is from Lemma 3.1.

Proof. From (12) and (13), we have the following Galerkin orthogonality

$$(25) \quad a_h(u - u_h, v_h) = 0, \quad \forall v_h \in V_h^p.$$ 

For any $z_h \in V_h^p$, let $\eta_h = u_h - z_h$. By letting $\varepsilon = 1/2$ and in Lemma 4.1 denoting by $a_0 = a_0, 1/2$, and using (25), we have, for $0 < \gamma_1 \leq 1$ and $\gamma_0 \geq \alpha_0/\gamma_1$,

$$\|\eta_h\|_{1,h}^2 \leq 2 a_h(\eta_h, \eta_h) = 2 a_h(u - z_h, \eta_h) \leq 4 \|u - z_h\|_{1,h} \|\eta_h\|_{1,h},$$

and hence,

$$\|u_h - z_h\|_{1,h} \leq 4 \|u - z_h\|_{1,h},$$

which implies that

$$\|u - u_h\|_{1,h} = \|u - z_h + z_h - u_h\|_{1,h} \leq 5 \|u - z_h\|_{1,h}.$$ 

This completes the proof of the lemma. □
The following lemma gives some approximation properties of the space $V_h^p$.

**Lemma 4.3.** Let $s \geq 2$ be an integer and let $\mu = \min \{p + 1, s\}$. Suppose the solution to the elliptic interface problem $u$ satisfies $u|_{\Omega_i} \in H^s(\Omega_i), i = 1, 2$. Then there exists $\hat{u}_h \in V_h^p$ such that, for $0 < h \leq h_0$,

\[
\| u - \hat{u}_h \|_{L^2(\Omega)} \lesssim \frac{h^\mu}{p^s} \left( \sum_{i=1}^2 \| u \|_{H^s(\Omega_i)}^2 \right)^{1/2},
\]

\[
\| u - \hat{u}_h \|_{1,h} \lesssim \left( \frac{1}{p} + \frac{\gamma_0}{\gamma_0 p} + \frac{\gamma_1}{p} \right)^{1/2} \frac{h^{\mu-1}}{p^{s-3/2}} \left( \sum_{i=1}^2 \| u \|_{H^s(\Omega_i)}^2 \right)^{1/2},
\]

where the constant $h_0$ is from Lemma 3.1.

**Proof.** Let $u_i = E_i u$, where $E_i, i = 1, 2$ are the extension operators from Lemma 3.3. Then

\[
\| u_i - \hat{u}_{ih} \|_{H^s(\Omega)} \lesssim \frac{h^{\mu-j}}{p^{s-j}} \| u \|_{H^s(\Omega)}, \quad j = 0, 1.
\]

Define $\hat{u}_h \in V_h^p$ by $\hat{u}_h|_{\Omega_i} = \hat{u}_{ih}|_{\Omega_i}, i = 1, 2$. It is clear that (20) holds.

Denote by $\zeta = u - \hat{u}_h$ and by $\zeta_i = u_i - \hat{u}_{ih}, i = 1, 2$. Obviously, $\zeta|_{\Omega_i} = \zeta_i|_{\Omega_i}, i = 1, 2$. Next we estimate each term in $\| \zeta \|_{1,h}$ (cf. (14)–(15)). Clearly,

\[
\sum_{i=1}^2 \| \mu^{1/2} \nabla \zeta \|_{L^2(\Omega_i)} \lesssim \frac{h^{2\mu-2}}{p^{2s-2}} \left( \sum_{i=1}^2 \| u \|_{H^s(\Omega_i)}^2 \right).
\]

From Lemma 3.1 (i) and (29),

\[
\sum_{e \in \mathcal{I}_h} \frac{\gamma_0 p^2}{h_K} \| \zeta \|_{L^2(e)}^2 \lesssim \sum_{e \in \mathcal{I}_h} \frac{\gamma_0 p^2}{h_K} \sum_{i=1}^2 \| \zeta_i \|_{L^2(e)}^2 \lesssim \sum_{e \in \mathcal{I}_h} \frac{\gamma_0 p^2}{h_K} \sum_{i=1}^2 \left( h_K^{1/2} \| \zeta_i \|_{L^2(K)}^2 + \| \zeta_i \|_{L^2(K_e)} \| \nabla \zeta_i \|_{L^2(K)} \right)
\]

\[
\lesssim \sum_{e \in \mathcal{I}_h} \frac{\gamma_0 p^2}{h_K} \sum_{i=1}^2 \left( h_K^{1/2} \| \zeta_i \|_{L^2(K)}^2 + \| \zeta_i \|_{L^2(K_e)} \| \nabla \zeta_i \|_{L^2(K)} \right)
\]

\[
\lesssim \frac{\gamma_0 p^{2\mu-2}}{h} \left( \sum_{i=1}^2 \| u \|_{H^s(\Omega_i)}^2 \right).
\]

To estimate the remaining terms, we estimate $\| (a \nabla \zeta)|_{\Omega_i} \cdot n \|_{L^2(e)}^2, i = 1, 2, e \in \mathcal{I}_h$. From Lemma 3.2 (i), there exist piecewise polynomials $\tilde{u}_{ih}, \tilde{u}_{ih} \in P_p(K)$,
such that
\[ \| u_i - \tilde{u}_{ih} \|_{H^j(K)} \lesssim \frac{h^{\mu_j}}{p^{\gamma_j}} \| u_i \|_{H^{s}(\Omega_i)}, \quad \forall j = 0, 1, 2, \quad i = 1, 2, \quad K \in \mathcal{M}_h. \]
Therefore from Lemma 3.1
\[ \| (a \nabla \zeta)_{|\Omega_i} \cdot n \|_{L^2(e)}^2 \lesssim \| \nabla (u_i - \tilde{u}_{ih}) \|_{L^2(e)}^2 + \| \nabla (\tilde{u}_{ih} - \tilde{u}_{ih}) \|_{L^2(e)}^2 \lesssim \frac{h^{2\mu_j}}{p^{2\gamma_j}} \| (a \nabla \zeta)_{|\Omega_i} \cdot n \|_{L^2(e)}^2 \]
\[ + \| \nabla (u_i - \tilde{u}_{ih}) \|_{L^2(K_e)} \| u_i - \tilde{u}_{ih} \|_{H^2(K_e)} \]
\[ + \frac{p^2}{h_{K_e}} \| \nabla (\tilde{u}_{ih} - u_i + u_i - \tilde{u}_{ih}) \|_{L^2(K_e)}^2 \]
\[ \lesssim \frac{h^{2\mu_j}}{p^{2\gamma_j}} \| u_i \|_{H^2(K_e)}^2 + \frac{p^2}{h} \| \nabla (u_i - \tilde{u}_{ih}) \|_{L^2(K_e)}^2. \]

It follows from (28) and (29) that
\[ \sum_{e \in I_h} \| (a \nabla \zeta)_{|\Omega_i} \cdot n \|_{L^2(e)}^2 \lesssim \frac{h^{2\mu_j}}{p^{2\gamma_j}} \| u_i \|_{H^2(\Omega_i)}^2. \]
Thus,
\[ \sum_{e \in I_h} \left( \frac{\gamma_1 h_{K_e}}{p^2} \| (a \nabla \zeta)_{|\Omega_i} \cdot n \|_{L^2(e)}^2 + \frac{h_{K_e}}{\gamma_0 p^2} \| \{ a \nabla \zeta \cdot n \} \|_{L^2(e)}^2 \right) \]
\[ \lesssim \left( \gamma_1 + \frac{1}{\gamma_0} \right) \frac{h^{2\mu_j}}{p^{2\gamma_j}} \left( \sum_{i=1}^2 \| u_i \|_{H^s(\Omega_i)}^2 \right) \]
Then (27) follows by combining (30)–(32). This completes the proof of the lemma.

By combining Lemma 4.2 and Lemma 4.3 we have the following theorem which gives error estimate in the norm \( \| \cdot \|_{1,h} \) for the SIPFEM. The proof is straightforward and is omitted.

**Theorem 4.4.** Let \( s \geq 2 \) be an integer and let \( \mu = \min \{ p + 1, s \} \). Suppose the solution to the elliptic interface problem satisfies \( u_{|\Omega_i} \in H^s(\Omega_i), i = 1, 2 \). Then there exists a constant \( \alpha_0 \) independent of \( h, p, \) and the penalty parameters such that for \( 0 < \gamma_1 \lesssim 1 \) and \( \gamma_0 \geq \alpha_0/\gamma_1 \), the following error estimate holds:
\[ \| u - u_h \|_{1,h} \lesssim \gamma_0^{1/2} \frac{h^{\mu-1}}{p^{\gamma-3/2}} \left( \sum_{i=1}^2 \| u_i \|_{H^s(\Omega_i)}^2 \right)^{1/2}, \quad \forall 0 < h \leq h_0, \]
where the constant \( h_0 \) from Lemma 3.1 depends only on the interface \( \Gamma \) and the shape regularity of the meshes.
Next we derive the $L^2$-error estimate by using the Nitsche’s duality argument (cf. [15]). Consider the following auxiliary problem:

$$
\begin{cases}
- \nabla \cdot (a(x) \nabla w) = u - u_h, & \text{in } \Omega_1 \cup \Omega_2, \\
[w] = 0, & \text{on } \Gamma, \\
[(a(x) \nabla w) \cdot n] = 0, & \text{on } \partial \Omega, \\
w = 0, & \text{on } \partial \Omega,
\end{cases}
$$

(33)

It can be shown that $w$ satisfies (cf. [4])

$$
\|w\|_{H^2(\Omega_1)} + \|w\|_{H^2(\Omega_2)} \lesssim \|u - u_h\|_{L^2(\Omega)}.
$$

(34)

Theorem 4.5. Under the conditions of Theorem 4.4, there holds the following estimate for the SIPFEM.

$$
\|u - u_h\|_{L^2(\Omega)} \lesssim \gamma_0 h^{\frac{p}{p+1}} \left( \sum_{i=1}^{2} \|u\|^2_{H^s(\Omega_i)} \right)^{\frac{1}{2}}, \quad 0 < h \leq h_0,
$$

where the constant $h_0$ is from Lemma 3.1.

Proof. Let $\eta = u - u_h$. Testing (33) by $\eta$ and using (25) we get

$$
\|\eta\|^2_{L^2(\Omega)} = a_h(w, \eta) = \sum_{i=1}^{2} \|u\|_{H^s(\Omega_i)}^2 + \max(\gamma_1, 1) \|\eta\|_{L^2(\Omega)} \|\eta\|_{L^2(\Omega)}.
$$

(35)

Therefore from (18) and (34),

$$
\|u - u_h\|_{L^2(\Omega)} \lesssim \gamma_0 \frac{h^{\frac{p}{p+1}}}{p^{\frac{1}{2}}} \sum_{i=1}^{2} \|u\|_{H^s(\Omega_i)}^2,
$$

(36)

that is $\|\eta\|_{L^2(\Omega)} \lesssim \gamma_0 \frac{h^{\frac{1}{2}}}{p^{\frac{1}{2}}} \|\eta\|_{L^2(\Omega)} \|\eta\|_{L^2(\Omega)}$, which completes the proof of Theorem 4.5 by using Theorem 4.4.

5 Error estimates for the non-symmetric interface penalty finite element methods

In this section we derive the $H^1$- and $L^2$-error estimates for the $hp$-NIPFEM (i.e. the case $\beta = -1$). The following lemma gives the continuity and coercivity of the bilinear form $a_h(\cdot, \cdot)$ for the NIPFEM.

Lemma 5.1. We have, for the NIPFEM ($\beta = -1$),

$$
a_h(v, w) \leq 2 \frac{1}{2} \|v\|_{1,h} \|w\|_{1,h}, \quad \forall v, w \in V.
$$

(37)

$$
a_h(v_h, v_h) \geq \frac{\gamma_0 \gamma_1}{\gamma_0 \gamma_1 + \max(\gamma_1, 1)} \|v_h\|_{1,h}^2, \quad \forall v_h \in V_h^p, \quad 0 < h \leq h_0,
$$

(38)

where the constant $h_0$ is from Lemma 3.1.
Proof. \((37)\) is a direct consequence of the definitions \((6)-(8)\), \((14)-(15)\), and the Cauchy-Schwarz inequality. From \((23)\),

\[
\|v_h\|_{1,h}^2 \leq \left(1 + \max(\frac{2C_1^2}{\gamma_0}, \frac{1}{2\gamma_0\gamma_1})\right) \|v_h\|_{1,h}^2.
\]

Then \((38)\) follows from the identity \(a_h(v_h, v_h) = \|v_h\|_{1,h}^2\). This completes the proof of the lemma.

Following the argument of Theorem 4.4 we have the following error estimate in the norm \(\|\cdot\|_{1,h}\) for the \(hp\)-NIPFEM. The proof is omitted.

**Theorem 5.2.** Let \(s \geq 2\) be an integer and let \(\mu = \min\{p + 1, s\}\). Suppose the solution to the elliptic interface problem \((1)\) satisfies \(u|_{\Omega_i} \in H^s(\Omega_i), i = 1, 2\). For \(0 < \gamma_1 \lesssim 1\) and \(\gamma_0 \gtrsim 1/\gamma_1\), the following error estimate holds.

\[
\|u - u_h\|_{1,h} \lesssim \frac{\gamma_0}{\gamma_1^{1/2}} \frac{h^{\mu-1}}{p^{s-3/2}} \left(\sum_{i=1}^{2} \|u\|_{H^s(\Omega_i)}^2\right)^{1/2}, \quad \forall 0 < h \leq h_0,
\]

where the constant \(h_0\) is from Lemma 3.1.

The following theorem gives the \(L^2\)-error estimate for the \(hp\)-NIPFEM.

**Theorem 5.3.** Under the conditions of Theorem 5.2 there holds the following estimate for the NIPFEM.

\[
\|u - u_h\|_{L^2(\Omega)} \lesssim \left(\frac{\gamma_0}{p^{s-1}} + \frac{h^{\mu-1/2}}{p^{s-1/2}}\right) \left(\sum_{i=1}^{2} \|u\|_{H^s(\Omega_i)}^2\right)^{1/2}, \quad \forall 0 < h \leq h_0,
\]

where the constant \(h_0\) is from Lemma 3.1.

Proof. The proof is similar to that of Theorem 4.5. So we only sketch the differences here. \((39)\) becomes

\[
\|\eta\|^2_{L^2(\Omega)} = a_h(w, \eta) = a_h(\eta, w) - 2 \sum_{e \in I_h} \int_e [\eta] \{a\nabla w \cdot n\} = a_h(\eta, w - \hat{w}_h) - 2 \sum_{e \in I_h} \int_e [\eta] \{a\nabla (w - \hat{w}_h) \cdot n\},
\]

where \(\eta = u - u_h\), \(w\) is defined in \((33)\), and \(\hat{w}_h \in V_h^p\) satisfies the estimate in \((36)\). From \((37), (44)\), and \((36)\),

\[
a_h(\eta, w - \hat{w}_h) \lesssim \frac{\gamma_0}{p^{s-1/2}} \|\eta\|_{L^2(\Omega)} \|\eta\|_{1,h},
\]
The last term in (39) is bounded by using the Cauchy-Schwarz inequality and the trace inequality:

\[ -2 \sum_{e \in I_h} \int_e [\eta] (a \nabla w \cdot n) \leq \sum_{e \in I_h} \| [\eta] \|_{L^2(e)} \| a \nabla w \cdot n \|_{L^2(e)} \]

\[ \leq J_0(\eta, \eta)^{1/2} \left( \sum_{e \in I_h} \frac{h K_e}{\gamma_0 p} \| \nabla w \|_{L^2(e)}^2 \right)^{1/2} \]

\[ \leq \frac{h^{1/2}}{\gamma_0^2} J_0(\eta, \eta)^{1/2} \| \nabla w \|_{L^2(\Gamma)} \]

\[ \leq \frac{h^{1/2}}{\gamma_0^2} J_0(\eta, \eta)^{1/2} \left( \| \nabla w \|_{L^2(\Omega_1)} \| \nabla w \|_{H^1(\Omega_1)} \right)^{1/2} \]

\[ \leq \frac{h^{1/2}}{\gamma_0^2} \| \eta \|_{L^2(\Omega)} \| \eta \|_{L^2(\Omega_1)}, \]

where we have used (34) to derive the last inequality. By combining (39)–(41) we conclude that

\[ \| \eta \|_{L^2(\Omega)} \lesssim \left( \frac{h^{1/2}}{\gamma_0^2} \frac{h}{p^{1/2}} + \frac{h^{1/2}}{\gamma_0^2} \right) \| \eta \|_{L^2(\Omega_1)}, \]

which completes the proof of Theorem 5.3 by using Theorem 5.2.

**Remark 5.1.** Here is a brief comparison between the SIPFEM and the NIPFEM:

- The stiffness matrix of the SIPFEM is symmetric while that of the NIPFEM is not.
- Both methods require that the penalty parameters satisfy \( \gamma_0 \gamma_1 \geq C \) but \( C \) is a problem dependent constant for the SIPFEM while \( C \) can be an arbitrary positive constant for the NIPFEM.
- The \( L^2 \)-error estimate for the SIPFEM is optimal with respect to \( h \) while that for the NIPFEM is not.

6 Proof of Lemma 3.1

In this section we prove the local trace inequality and the local inverse trace inequality in Lemma 3.1. The proof is divided into two cases, the two dimensional case and the three dimensional case. Recall that, \( e \in I_h \) is an interface segment/patch, \( K^e \in \mathcal{M}_h \) is an element containing \( e \), and \( K^e_i = K^e \cap \Omega_i, i = 1, 2 \).

6.1 Two dimensional case

Since \( \Gamma \) is a \( C^2 \) boundary of \( \Omega_1 \), it can be expressed as a union of open subsegments \( \Gamma_i, i \in \Lambda := \{1, 2, \cdots, N\} \) such that each \( \Gamma_i \) is parameterized by some
function \( x = r_i(\xi) \in [C^2(I_i)]^2 \) satisfying \( |r'_i(\xi)| \neq 0 \), where \( I_i \) is an open interval. Since \( \Gamma_i \cap \Gamma_j \) is either empty or an open subsegment of \( \Gamma \), \( e \) is contained entirely in some \( \Gamma_k \) if \( h_{K^e} \) is small enough, and hence \( e \) is parameterized by \( x = r(\xi), \xi \in I \) with \( r(\xi) = r_k(\xi) \) and \( I \subset I_k \). It is clear that the length of \( I \lesssim h_{K^e} \).
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Figure 2: An interface segment \( e \) and the element \( K^e \) in 2D

Let \( P_0 \) be any fixed point on \( e \) and let \( \Gamma_{P_0} \) be the tangent line to \( \Gamma \) at \( P_0 \). Let \( P \) be a point in \( K^e \) which achieves the maximum distance, denoted by \( h_{K^e} \), from the tangent line \( \Gamma_{P_0} \). Denote by \( \rho_{K^e} \) the diameter of the largest disk contained in \( K^e \). Clearly, we have \( h_{K^e} \geq \rho_{K^e}/2 \geq h_{K^e} \) (see Fig. 2) otherwise \( K^e \) would be completely contained in a strip of width less than \( \rho_{K^e} \) along the axis \( \Gamma_{P_0} \), which causes a contradiction. Now, we may choose \( K^e_{i_e} \) to be the one of two subregions \( K^e_1 \) and \( K^e_2 \) which contains the point \( P \) (in Fig. 2 for instance, \( K^e_{i_e} = K^e_1 \)). Without loss of generality, we assume \( P \) is the origin. Suppose \( P_0 \) corresponds to the parameter \( \xi = \xi_0 \). Then the vector \( \overrightarrow{PP_0} = r(\xi_0) \). It is clear that

\[
(42) \quad |r(\xi_0)| \leq h_{K^e}, \quad |r'(\xi_0)| \approx 1.
\]

We have the following Taylor’s expansions at \( \xi_0 \),

\[
(43) \quad r(\xi) = r(\xi_0) + r'(\xi_0)(\xi - \xi_0) + O(h_{K^e}^2),
\]

\[
(44) \quad r'(\xi) = r'(\xi_0) + O(h_{K^e}).
\]

To proceed, we need to bound the following term \( G(\xi) \) from below:

\[
G(\xi) := \frac{|r(\xi) \times r'(\xi)|}{|r'(\xi)|},
\]

where \( a \times b = a_1b_2 - a_2b_1 \) denotes the scalar cross product of two dimensional vectors. Recall that \( |a \times b| = |a||b| \sin\langle a, b \rangle \). Note that \( G(\xi_0) = \frac{|r(\xi_0) \times r'(\xi_0)|}{|r'(\xi_0)|} \)
equals to the distance from $P$ to $\Gamma_{P_0}$, thus
\[ G(\xi_0) = \hat{h} \gtrsim h_{K^e}. \]

By combining (42)–(44), we derive that
\[ G(\xi) = \left| \frac{r(\xi_0) \times r'(\xi_0) + O(h_{K^e}^2)}{r'(\xi_0) + O(h_{K^e})} \right| = G(\xi_0) + O(h_{K^e}^2). \]

Then there exists a positive constant $h_0$ depending only on the interface $\Gamma$ and the shape regularity of $K^e$, such that if $0 < h_{K^e} \leq h_0$, then
\[ (45) \quad G(\xi) \gtrsim h_{K^e}, \quad \text{for all } \xi \in I. \]

Next we prove the trace inequality (16). Let $\tilde{K}^e$ be a fan-like region in $K^e_i$, with $e \cup PD \cup PE$ as its boundary (cf. Fig. 2), that is,
\[ \tilde{K}^e := \{ x : x = t \cdot r(\xi), \ t \in [0,1], \xi \in I \}. \]

Let $v \in C^1(K^e_i)$ and consider its restriction on $e$ as follows,
\[ (46) \quad v^2(r(\xi)) = \int_0^1 \frac{\partial}{\partial t} \left( t^2 v^2(t \cdot r(\xi)) \right) dt = \int_0^1 2(t^2 v v_t + t v^2) dt. \]

From $v_t = \nabla v \cdot r$, we have
\[ v^2(r(\xi)) \leq \int_0^1 2(|v|\|\nabla v\||r| + v^2) dt. \]

Integrating along $e$, we find
\[ (47) \int_e v^2 \, ds = \int_I v^2(r(\xi))|r'(\xi)| \, d\xi \]
\[ \leq 2 \int_I \int_0^1 (|v|\|\nabla v\||r| + v^2) t|r'(\xi)| \, dt \, d\xi \]
\[ = 2 \int_I \int_0^1 (|v|\|\nabla v\||r| + v^2) \cdot t|r(\xi) \times r'(\xi)| \cdot \frac{1}{G(\xi)} \, dt \, d\xi \]
\[ \lesssim \frac{1}{\inf_{\xi \in I} G(\xi)} \int_I \int_0^1 (|v|\|\nabla v\| h_{K^e} + v^2) \cdot t|r(\xi) \times r'(\xi)| \, dt \, d\xi, \]

where we have used $|r(\xi)| \lesssim h_{K^e}$ to derive the last inequality. By noting that $t|r(\xi) \times r'(\xi)|$ is the absolute value of the Jacobian determinant of the mapping $x = t \cdot r(\xi)$ and using (45), we obtain that
\[ (48) \quad \|v\|_{L^2(e)}^2 \lesssim \frac{1}{\inf_{\xi \in I} G(\xi)} \int_{K^e} (|v|\|\nabla v\| h_{K^e} + v^2) \, dx \]
\[ \lesssim \|v\|_{L^2(K^e)} \|\nabla v\|_{L^2(K^e)} + h_{K^e}^{-1} \|v\|_{L^2(K^e)}^2. \]
Since \( K^e \subseteq K^e_k \), we conclude that
\[
\|v\|_{L^2(e)} \lesssim h_{K^e}^{\frac{1}{2}} \|v\|_{L^2(K^e_k)} + \|v\|_{L^2(K^e_k)} \|
abla v\|_{L^2(K^e_k)}.
\]

By a density argument, the above inequality is also valid for \( v \in H^1(K^e_k) \). This completes the proof of (16).

It remains to prove the inverse trace inequality (17). We need the following inverse inequality on \( P_p([0, 1]) \) (cf. (50)):
\[
(49) \quad \|w'_h\|_{L^2([0, 1])} \lesssim p^2 \|w_h\|_{L^2([0, 1])} \quad \forall w_h \in P_p([0, 1]).
\]

By noting that \( v_h(t \cdot r(\xi)) \) is a polynomial in \( t \) of degree \( p \) if \( K^e \) is a triangle and of degree \( \leq 2p \) if \( K^e \) is a parallelogram, we have from the above inverse inequality that
\[
(50) \quad v^2_h(r(\xi)) = \int_0^1 \frac{\partial}{\partial t}(t^2 v^2_h(t \cdot r(\xi))) \, dt = 2 \int_0^1 t v_h(t \cdot r(\xi)) \frac{\partial}{\partial t} \left( tv_h(t \cdot r(\xi)) \right) \, dt
\]
\[
\quad \leq 2 \left( \int_0^1 (tv_h(t \cdot r(\xi)))^2 \right)^{\frac{1}{2}} \left( \int_0^1 \left( \frac{\partial}{\partial t}(tv_h(t \cdot r(\xi))) \right)^2 \right)^{\frac{1}{2}}
\]
\[
\quad \lesssim p^2 \int_0^1 t^2 v^2_h(t \cdot r(\xi)) \, dt.
\]

Following the same guidelines of (17) and (48), we derive that
\[
(51) \quad \|v_h\|^2_{L^2(e)} = \int_{\Gamma^c} v^2_h(r(\xi))|r'(\xi)| \, d\xi \lesssim p^2 \int_0^1 \int_0^1 v^2_h(t \cdot r(\xi)) t |r'(\xi)| \, dt \, d\xi
\]
\[
\quad \lesssim \inf_{\xi \in I} G(\xi) \int_{K^e} v^2_h \, dx \lesssim \frac{p^2}{h_{K^e}} \|v_h\|^2_{L^2(K^e)},
\]
which yields the conclusion of (17).

### 6.2 Three dimensional case

The argument for the two dimensional case is readily extended to the three dimensional one. We only sketch the proof by indicating the necessary modifications in the proof for the two dimensional case.

Since \( \Gamma \) is a \( C^2 \) interface, it can be expressed as a union of open subpatches \( \Gamma_i, i \in \Lambda := \{1, 2, \cdots, N\} \) such that each \( \Gamma_i \) is parameterized by some function \( x = r_i(\xi, \eta) \in [C^2(U_i)]^3 \) satisfying \( |r_{i\xi} \times r_{i\eta}| \neq 0 \), where \( U_i \) is an open domain in \( \mathbb{R}^2 \). Since \( \Gamma_i \cap \Gamma_j \) is either empty or an open subpatch of \( \Gamma, e \) is contained entirely in some \( \Gamma_k \) if \( h_{K^e} \) is small enough, and hence \( e \) is parameterized by \( x = r(\xi, \eta), (\xi, \eta) \in U \) with \( r(\xi, \eta) = r_k(\xi, \eta) \) and \( U \subseteq U_k \). It is clear that the diameter of \( U \lesssim h_{K^e} \).

Let \( P_0 \) be any fixed point on \( e \) and let \( \Gamma_{P_0} \) be the tangent plane to \( \Gamma \) at \( P_0 \). Then there exists a point \( P \in K^e \) such that the distance from \( P \) to \( \Gamma_{P_0} \gtrsim h_{K^e} \).
Without loss of generality, we assume $P$ is the origin. Suppose $P_0$ corresponds to the parameter $(\xi, \eta) = (\xi_0, \eta_0)$. We have

\begin{equation}
|\mathbf{r}(\xi_0, \eta_0)| \leq h_{K^e}, \quad |\mathbf{r}_\xi(\xi_0, \eta_0) \times \mathbf{r}_\eta(\xi_0, \eta_0)| \approx 1.
\end{equation}

\begin{equation}
\mathbf{r}(\xi, \eta) = \mathbf{r}(\xi_0, \eta_0) + \mathbf{r}_\xi(\xi_0, \eta_0)(\xi - \xi_0) + \mathbf{r}_\eta(\xi_0, \eta_0)(\eta - \eta_0) + O(h_{K^e}^2),
\end{equation}

\begin{equation}
\mathbf{r}_\xi(\xi, \eta) \times \mathbf{r}_\eta(\xi, \eta) = \mathbf{r}_\xi(\xi_0, \eta_0) \times \mathbf{r}_\eta(\xi_0, \eta_0) + O(h_{K^e}).
\end{equation}

Let

\[ G(\xi, \eta) := \left| \frac{\mathbf{r}(\xi, \eta) \cdot (\mathbf{r}_\xi(\xi, \eta) \times \mathbf{r}_\eta(\xi, \eta))}{|\mathbf{r}_\xi(\xi, \eta) \times \mathbf{r}_\eta(\xi, \eta)|} \right|. \]

By noting that $G(\xi_0, \eta_0)$ is the distance from $P$ to $\Gamma_{P_0}$, we have $G(\xi_0, \eta_0) \gtrsim h_{K^e}$. From (52)–(54), there exists a positive constant $h_0$ depending only on the interface $\Gamma$ and the shape regularity of $K^e$, such that if $0 < h_{K^e} \leq h_0$, then

\begin{equation}
G(\xi, \eta) \gtrsim h_{K^e} \quad \forall (\xi, \eta) \in \Omega.
\end{equation}

Next we prove the trace inequality \cite{16}. Let $\tilde{K}^e$ be the cone with apex $P$ and curved base $e$ as shown in Fig. 3 i.e.,

\[ \tilde{K}^e := \{ x : x = t \cdot \mathbf{r}(\xi, \eta), \quad t \in [0, 1], \quad (\xi, \eta) \in U \}. \]

We have

\begin{equation}
v^2(\mathbf{r}(\xi, \eta)) = \int_0^1 \frac{\partial}{\partial t} (t^3 v^2(t \cdot \mathbf{r}(\xi, \eta))) dt = \int_0^1 (2t^3 v v_t + 3t^2 v^2) dt.
\end{equation}

Therefore, from $|\mathbf{r}| \lesssim h_{K^e}$ and the fact that $t^2 |\mathbf{r}(\xi, \eta) \cdot (\mathbf{r}_\xi(\xi, \eta) \times \mathbf{r}_\eta(\xi, \eta))|$ is the absolute value of the Jacobian determinant of the mapping $x = t \cdot \mathbf{r}(\xi, \eta)$,
we conclude that

\[(57)\]
\[
\int v^2 \, d\sigma = \int_U v^2(\mathbf{r}(\xi, \eta)) |\mathbf{r}_\xi(\xi, \eta) \times \mathbf{r}_\eta(\xi, \eta)| \, d\xi \, d\eta
\]
\[
\lesssim \int_U \int_0^1 \left( |v||\nabla v| + v^2 \right) t^2 |\mathbf{r}(\xi, \eta) \times \mathbf{r}_\eta(\xi, \eta)| \, dt \, d\xi \, d\eta
\]
\[
\lesssim \int_U \int_0^1 \left( |v||\nabla v|h_{K^*} + v^2 \right) t^2 \left| \mathbf{r}(\xi, \eta) \cdot (\mathbf{r}_\xi(\xi, \eta) \times \mathbf{r}_\eta(\xi, \eta)) \right| \frac{1}{G(\xi, \eta)} \, dt \, d\xi \, d\eta
\]
\[
\lesssim \frac{1}{\inf_{(\xi, \eta) \in U} G(\xi, \eta)} \int_{K^*} (|v||\nabla v|h_{K^*} + v^2) \, dx
\]
\[
\lesssim \|v\|_{L^2(K^*)}^2 \|\nabla v\|_{L^2(\tilde{K}^*)} + h_{K^*}^{-1} \|v\|_{L^2(\tilde{K}^*)}^2
\]

which implies that (16) holds.

It remains to prove (17). By following the proof of (50), we have

\[(58)\]
\[
v^2_h(\mathbf{r}(\xi, \eta)) \lesssim p^2 \int_0^1 t^2 v^2_h(t \cdot \mathbf{r}(\xi, \eta)) \, dt.
\]

Then, from (55),

\[(58)\]
\[
\int v^2_h \, d\sigma = \int_U v^2_h(\mathbf{r}(\xi, \eta)) |\mathbf{r}_\xi(\xi, \eta) \times \mathbf{r}_\eta(\xi, \eta)| \, d\xi \, d\eta
\]
\[
\lesssim p^2 \int_U \int_0^1 v^2_h(t \cdot \mathbf{r}(\xi, \eta)) t^2 |\mathbf{r}(\xi, \eta) \times \mathbf{r}_\eta(\xi, \eta)| \, dt \, d\xi \, d\eta
\]
\[
\lesssim \frac{p^2}{\inf_{(\xi, \eta) \in U} G(\xi, \eta)} \int_{\tilde{K}^*} v^2 \, dx \lesssim p^2 h_{K^*}^{-1} \|v_h\|_{L^2(\tilde{K}^*)}^2,
\]

which implies that (17) holds. This completes the proof of Lemma 3.1.
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