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Abstract Spatial data exhibits the property that nearby points are correlated. This also holds for learnt representations across layers, but not for commonly used weight initialization methods. Our theoretical analysis quantifies the learning behavior of weights of a single spatial filter. It is thus in contrast to a large body of work that discusses statistical properties of weights. It shows that uncorrelated initialization (i) might lead to poor convergence behavior and (ii) training of (some) parameters is likely subject to slow convergence. Empirical analysis shows that these findings for a single spatial filter extend to networks with many spatial filters. The impact of (correlated) initialization depends strongly on learning rates and l2-regularization.
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1 Introduction

Highly non-linear models such as deep learning networks are commonly subject to iterative numerical optimization, often sensitive to initialization. Ideally, weights of a network are initialized at the global optimum, rendering any form of optimization unnecessary. In the worst case, initialization is such that iterative optimization schemes either do not converge or give inferior solutions. However, deep learning networks, in general, are difficult to understand [19]. Thus, an important question in deep learning is How to initialize weights of a network? This question has led to multiple works [7, 8, 20, 23, 29]. These papers commonly draw motivation by investigating behavior across layers to foster gradient flow based on aggregate properties of weights of a layer. In contrast,
this paper derives across-layer behavior from focusing on a single spatial filter, often consisting of $3 \times 3$ weights in modern convolutional neural networks (CNNs). We discuss the behavior of individual weights within a spatial filter. CNNs encode the assumption that nearby (input) locations are more relevant to learn representations than distant ones. This is justified largely by the observation that inputs are spatially correlated, meaning that there are fewer dependencies between distant than between nearby locations. However, learnt representations might show strong differences between nearby locations. For example, they might represent Gabor filters [6] for edge detection. Still, overall correlation between adjacent filter weights is clearly positive, as indicated in Figure 1. Correlation decreases with distance and increases with layers.

We provide theoretical insights on convergence behavior showing that non-correlated initialization can drastically reduce gradient flow across layers and might require longer training until convergence compared to correlated initialization in the absence of batch normalization. We also discuss common regularization schemes with respect to their impact on spatial correlation showing that L2-regularization fosters spatial correlation. The developed theory suggests that spatial weights of $k \times k$ filters should also initially be spatially correlated. We propose multiple methods for correlated initialization that yield large improvements of several percent on accuracy for CNNs in the absence of L2-regularization and low learning rates and smaller, but still significant improvements with L2-regularization in place and large learning rates.

The paper is organized as follows: We begin with discussing related work (Section 2) and a theoretical investigation of a single spatial filter in Section 3, which we extend to multiple layers in Section 4. The theoretical underpinnings inform our correlated initialization algorithm developed in Section 5, which we evaluate empirically in Section 6. Finally, we reflect on our work in Section 7 and state our conclusions in Section 8.

2 Related Work

Initialization schemes have often been designed to allow training of very deep networks. [7] monitored activations and gradients and utilized the idea that variance of layer (inputs) should stay the same across layers to encourage flow of information through the network. The derivation in [7] does not account for non-linearities. Formally, using Glorot a single parameter $w_{i,j}$ is initialized using the normal distribution:

$$w_{i,j} \sim N(0, \sqrt{\frac{2}{f_{in} + f_{out}}})$$
Fig. 1 Distance-dependent correlation of weights of 3 × 3 filters for ResNet50 trained on ImageNet.

Fig. 2 Left: Setup: 3 training samples $X$, $X'$, and $X''$ and spatial filter $w = (w_0, w_1)$. Right: Training for one sample starting at $w^{(0)}$. The final solution $w^\infty$ is far from the optimal $w^\star$.

Fig. 3 Training of two weights of a spatial filter for two training samples. Right: Rotated coordinate system with distances.
where $f_{in}$ and $f_{out}$ denotes the fan-in and fan-out of the layer the weight $w_{i,j}$ resides in. A uniform distribution may also be used (adjusting the normalization constant from 2 to 6).

It has been criticized for neglecting non-linearities [16]. Altering the derivation including rectified linear units (ReLU) led to the Kaiming (also known as “He”) initialization [11]. Kaiming initialization seems also to be favorably related to over-parameterization of networks [3]. Kaiming initialization using a normal distribution is given by:

$$w_{i,j} \sim N(0, \sqrt{\frac{2}{f_{in}}})$$

Similar to these early works, more recent work has also considered activation scale [9] and gradients [4] as well as dynamical isometry properties [23, 28]. In contrast, we are not primarily concerned with depth, e.g., the vanishing and exploding gradient problem, but focus on deriving initialization for a single spatial filter.

Initializing networks by training on another dataset is common in transfer learning or by directly extracting information from data and activation maps [14]. It has been said to yield better performance and faster training. Recent work [10] has challenged this wisdom by providing examples where random initialization leads to as good performance as pre-training and fine-tuning, albeit at a potential longer training time. This is aligned with our findings since we also observe larger gain in accuracy for shorter training times. Using some form of data-dependent initialization can also improve convergence speed [2, 10].

There is also a relationship between batch normalization [13] and weight initialization. [20] extends an orthonormal initialization [23] with unit-variance. They perform batch normalization only on the very first mini-batch given orthonormal initialization. This allows them to avoid the computational costs of batch-normalization, but they do not claim any accuracy gains compared to relying on batch-normalization only. [29] shows that using proper initialization instead of normalization (layers) for residual networks yields equal performance. The focus is primarily on avoiding issues in training due to exploding or vanishing gradients. Theoretical underpinnings for batch normalization are still subject to discussion. Its success has been attributed to internal covariate shift [13], and smoother loss surface [21]. [17] claims that regularization in the context of batch-normalization is accomplished due to noise injection on inputs.

Furthermore, input-output correlations can also be analyzed based on matrix calculations, e.g., using eigenvectors [4]. However, overall this analysis often focuses on large-scale statistical properties. In contrast, we investigate more tangible cases focusing separately on layer to layer dynamics and behavior of weights within a spatial filter. We believe that both approaches are valuable, and we view our approach as adding to the toolbox of theoreticians. [24] derived a regularization scheme arguing that central weights in a spatial filter should be regularized less. They briefly mention initializing weights nearer to
the center of a spatial filter with larger values, which is also a form of correlated initialization. There have been extensive discussions on how information flows from the input through the network and how it is transformed [22]. Correlated initialization facilitates the flow of information through the network from input to output. Furthermore, the impact of correlated samples, i.e., samples within a batch are correlated, has also been investigated for Gaussian processes [3]. We focus more on the correlation of attributes within a sample. The impact of initialization scale has also been investigated [18] showing interesting effects such as memorization of training data for certain activation functions such as “sine”. Scaling is not a key concern in our paper, i.e., we perform standard scaling using fan-In as in [11].

3 Within Layer, Single Filter Convergence

We discuss the interdependence of training data and gradient descent for a single $k \times k$ spatial filter $w$ with ReLU activation and quadratic loss function, i.e., $\hat{y} := \max(w \cdot X, 0)$ and $L(X, w) := (y - \hat{y})^2$. The optimal weights are denoted as $w^\star$. We use $y(X) = w^\star X$. This essentially expresses the assumption that the spatial $k \times k$ filter followed by a ReLU is a suitable model. We discuss two scenarios: (i) The number of training samples is less than the number of parameters (under-determined system) and (ii) the number of training samples is at least as large as the number of parameters.

3.1 Under-determined system

Gradient descent can only explore the parameter space that is given by a linear combination of the base vectors (= span) of the training vectors with the initial vector added to it as a bias. The initialization expresses the prior belief of where a good solution is likely to be found. This belief also restricts the possible solutions that can be found. Thus, initialization has a profound impact on the quality of the solution. This can be seen by looking at the possible directions that a weight vector can be changed using gradient descent. The derivative of an aggregation layer $w \cdot x$ with respect to weight $w_i$ is given by the input, i.e., $dy/dw_i = x_i$. The derivative of the loss with respect to weight $w_i$ is: $dL/dw_i = dL/dy \cdot dy/dw_i = dL/dy \cdot x_i$. Thus, $dL/dy$ provides the magnitude of change and the inputs $x_i$ provide the direction of the gradient vector $\nabla L_w$. The weights $w_i$ do not impact direction at all and the possible directions are entirely given by $\nabla L_w$ that depends only on the training samples. The convergence behavior of an under-determined system is illustrated in the left panel of Figure 2 for a single training sample $(X, y) = (X, w^\star X)$ and two weight vectors. Note that axis for weight dimensions $w_j$ and inputs $X_j$ overlap. Since there is only one training example the change of $w$ can only be in the direction of the sample $X$. Thus, starting from an initial vector $w^{(0)}$ the

\[^1\text{We might also assume a distorted } w^\star X, \text{ i.e., } w^\star X + \epsilon, \text{ as discussed in more detail later.}\]
vector $w$ converges towards $w^{(\infty)}$ following a straight line. The final weights $w^{(\infty)}$ achieve zero training error, i.e., $\hat{y} = w^{(\infty)} \cdot X = w^* \cdot X = y$. Still, they are dissimilar from the optimal weights $w^*$. Therefore, performance on unseen examples is likely non-satisfactory.

3.2 (Over)-determined system

If the training samples span the entire parameter space then convergence of $w$ to the optimal $w^*$ is ensured for (adequate learning rates) due to the convex nature of the problem. However, the number of iterations to get close to the optimal solution is dependent on the initial conditions. This is indicated for two training samples and two weight vectors in Figure 3. In the right panel, each coordinate $w_j$ moves towards the optimal coordinate $w^*_j$ in either a “zig-zag” or “straight” manner. (Zig-zagging is likely to happen, if points are not evenly distributed around $w^*$.) Both coordinates start out moving straight. Once the weight vector $w$ has crossed the normal towards $X'$, the zig-zagging begins. As shown in Figure 3 this indicates slow convergence. To keep it to a minimum, ideally, the initial vector $w^{(0)}$ and $w^*$ point in the same direction, and samples $X$ and $X'$ are at a large angle to $w^*$. Therefore, given that weights $w^*$ are correlated, correlated initialization provides faster convergence.

Let us formalize and analyze a generalized scenario of the right panel in Figure 3. For the optimal solution holds without loss of generality (wlog): $w^* = (w^*_0, 0, \ldots, 0) = (1, 0, \ldots, 0)$. The following technical assumptions are helpful to derive a closed form expression. We shall discuss loosening them after proving Theorem 1.

Assumptions:

1. We assume that samples $X \in S$ have positive coordinates. This assumption is fulfilled for the prevalent CNN architectures using batch-normalization followed by a ReLU unit.
2. We assume a $p \geq 2$ dimensional space with $2^p$ training samples $S = \{(X, y)\}$ that are symmetric around $w^*$, i.e., $X = (1 + a_0, a_1, a_2, \ldots, a_{p-1})$, where $a_i \in \{-d_i, d_i\}$ for constants $d_i \in [0, 1]$. A distance $d_i$ quantifies how much coordinate $i$ of a sample $X$ deviates from the optimal representation $w^*$. Small distances $d_i$ imply strong correlation between inputs, since in this case all samples are similar to $w^*$.
3. We (still) assume $y(X) = w^* X$.
4. We assume that all points are active, i.e., a point $X$ is active, if $w \cdot X > 0$ for all samples $X \in S$. An active point contributes to the gradient.
We consider gradient descent on samples $S$ for a fixed learning rate $\lambda$ that is sufficiently small to ensure convergence:

$$w^{(i+1)} = w^{(i)} - \frac{\lambda}{|S|} \sum_{X \in S} \nabla_w f(X, w)$$  \hspace{1cm} (1)

$$\nabla_w f(X, w) = \begin{cases} 
-2((w^* - w) \cdot X) \cdot X, & \text{if } w \cdot X > 0 \\
0, & \text{otherwise}
\end{cases}$$ \hspace{1cm} (2)

After proving the following theorem we explain its implications and how to loosen its assumptions:

**Theorem 1** For weight updates during backpropagation holds:

$$w_0^{(k+1)} = w_0^{(k)} + 2\lambda(1 + d_0^2)(w_0^* - w_0^{(k)})$$ \hspace{1cm} (3)

$$w_{i}^{(k+1)} = w_{i}^{(k)} - 2\lambda(2(w_0^* - w_0)d_i + w_i (d_i)^2) \cdot w_i^{(k)} \text{ for } i > 0$$ \hspace{1cm} (4)

**Proof** Using $w^* = (w_0^*, 0, \ldots, 0)$ in Equation (2) yields the following weight updates $\nabla_w f(X, w)$:

$$-\nabla_w f(X, w) = 2((w_0^* - w_0)X_0 - \sum_{i>0} w_iX_i)X_j$$ \hspace{1cm} (5)

Next, we evaluate Equations (1) and (5) for samples $S$. We consider the following subsets of $S$: All points $X \in S_{+,0} \subseteq S$ with the coordinate $a_i$ having non-negative sign for $d_i$, i.e., for $i = 0$ we have $a_0 = 1 + d_0$ and for $i > 0$, we have $a_i = d_i$ as well as point set $S \setminus S_{+,i}$, where the sign is negative.

We use Equation (5) and investigate $w_0$ first:

$$- \sum_{X \in S} \nabla_w f(X, w) = - \sum_{X \in S_{+,0}} \nabla_w f(X, w) - \sum_{X \in S \setminus S_{+,0}} \nabla_w f(X, w)$$

$$= 2 \sum_{X \in S_{+,0}} ((w_0^* - w_0)(1 + d_0) - \sum_{i>0} w_i a_i) \cdot (1 + d_0)$$

$$+ 2 \sum_{X \in S \setminus S_{+,0}} ((w_0^* - w_0)(1 - d_0) - \sum_{i>0} w_i a_i) \cdot (1 - d_0)$$ \hspace{1cm} (6)

By definition of $S$ and $S_{+,i}$ there exists for each point $X = (1 + a_0, a_1, \ldots, a_i, \ldots, a_{d-1}) \in S_{+,j}$ with $i \neq j$ a point $X' = (1 + a_0, a_1, \ldots, -a_i, \ldots, a_{d-1}) \in S_{+,j}$. The same holds for $S \setminus S_{+,i}$). Thus, the contribution of coordinates $a_i$ cancels in sums $\sum_{i>0} w_i a_i$ in Equation (6), i.e.,
\[-\nabla_{w_0} f(X, w)\]
\[= 2 \sum_{X \in S_{+,0}} (w_0^* - w_0)(1 + d_0) \cdot (1 + d_0) + 2 \sum_{X \in S, S_{+,0}} (w_0^* - w_0)(1 - d_0) \cdot (1 - d_0)\]
\[= 2|S_{+,0}|(w_0^* - w_0)(1 + d_0)^2 + 2|S \setminus S_{+,0}|(w_0^* - w_0)(1 - d_0)^2\]
\[= 2|S|(w_0^* - w_0)(1 + d_0^0) \tag{7}\]

Similarly for \(w_{i>0}\):

\[-\nabla_{w_i} f(X, w) = 2 \sum_{X \in S_{+,i}} ((w_0^* - w_0)(1 + a_0) - \sum_{j \neq i, j>0} w_j a_j - w_i(-d_i)) \cdot (-d_i)\]
\[+ 2 \sum_{X \in S \setminus S_{+,i}} ((w_0^* - w_0)(1 + a_0) - \sum_{j \neq i, j>0} w_j a_j - w_i(d_i)) \cdot d_i\]
\[= -2|S|(2(w_0^* - w_0) + w_i d_i) \cdot d_i \tag{8}\]

As before the contribution of coordinates \(j \neq i\) cancels for \(i > 0\). For the first coordinate \(w_0\) it holds \((w_0^* - w_0)(1 + d_0^0) + (1 - d_0) = 2(w_0^* - w_0)\).

\[-\nabla_{w_i} f(X, w) = 2 \sum_{X \in S_{+,i}} (2(w_0^* - w_0) - w_i(-d_i)) \cdot (-d_i)\]
\[+ 2 \sum_{X \in S \setminus S_{+,i}} (2(w_0^* - w_0) - w_i(d_i)) \cdot d_i\]
\[= -2|S|(2(w_0^* - w_0) + w_i d_i) \cdot d_i \tag{9}\]

Plugging Equations (7) and (9) into Equation (1) completes the proof.

**Explanation of Theorem 1:** From Equations (3) and (4), it becomes apparent that the magnitude of change of the coordinates \(w_0\) and \(w_i\) (for \(i > 0\)) can differ strongly. For \(i > 0\), the factor of \(d_i\) in Equation (4) implies that for small \(d_i\), \(w_i\) moves slowly towards \(w_i^* = 0\) (in the orthogonal direction of \(w^*\)). In contrast, even for small \(d_0\), \(w_0\) tends to move more quickly towards the optimal \(w_0^*\). This follows from Equation (3) due to the term \((1 + d_0^2)\): The change of \(w_0\) is always at least proportional to the gap \(w_0^* - w_0\) irrespective of \(d_0\). Thus, dimensions, where the optimal vector \(w^*\) is large, converge quickly, whereas dimensions, where the optimal vector \(w^*\) is small, converge more slowly. Noisy dimensions (irrelevant dimensions, where the optimal vector is small) take a long time to be “eliminated”. From the perspective of correlated initialization, a difference in length of the initial and the optimal vector is not a major concern since this gap can be fairly quickly reduced. This shows that it is preferable if the initial vector points in the same direction as the optimal. Correlation of weights implies that weights are similar. Therefore, if an optimal weight vector has similar weights, initial weights should also have similar weights, i.e., weights should be correlated.
Loosening Assumptions of Theorem 1: The assumptions made for Theorem 1 allow deriving intuitive, fairly simple closed-form expressions. We shall discuss the implications of loosening them in relation to Theorem 1.

Loosening Assumption (2): The assumption says that samples are placed symmetrically on a grid, i.e., a coordinate \( a_i \) can have only two values \( a_i \in \{-d_i, d_i\} \). This helps in ensuring symmetry, i.e., technically they lead to cancellation of terms in Equation (6), since \( \sum_{X=(a_0,\ldots,a_{p-1})\in \mathbb{R}^p} a_i = 0 \) for all \( i > 0 \).

Breaking symmetry for a coordinate \( a_i \) (by adding more points on one side or changing values of samples or both) might either increase or decrease convergence speed (for all other coordinates). If the average distance to the initial weight vector \( w_0 \) increases, it is increased. Compared to a symmetric distribution, more points are further away from \( w_0 \). Otherwise, it decreases. This follows from Equation (6), where contributions of individual coordinates do not cancel, but residual terms capturing the asymmetry remain. Considering all coordinates, the impact of a non-symmetric distribution is likely small since some coordinates increase convergence speed, and others are expected to decrease it.

Loosening Assumption (3): We assume that ground truth values \( y \) can (in principle) be exactly reconstructed by the model, i.e., \( y(X) = w^* X \).

Adding noise or highly non-linear terms \( f(X) \) to the outputs, i.e., assuming \( y(X) = w^* X + f(X) \), can break locality. That is, two points \( X, X' \) that are near each other (\( |X - X'| \) small) might have a very different impact on the gradient. Technically, another term is added in Equation (2) for \( w \cdot X > 0 \), i.e., \(-2f(X) \cdot X \). In general, the overall impact on convergence speed for a fixed initial condition \( w_0 \) cannot be anticipated without knowing \( f \). For random noise, the overall impact might be small, since noise terms cancel.

Loosening Assumption (4): We assumed that initially all samples \( X \in S \) are active, i.e., \( w \cdot X > 0 \). Since \( X_i \) might be said to be larger 0 because they are often the outcome of applying a ReLU unit, the assumption boils down to assuming that all coordinates \( w_i \) are non-negative throughout the optimization process. That is, in particular, the optimal solution \( w^* \) has non-negative coordinates \( w^*_i \). Setting the initial coordinate \( w_0(0) \) to a negative value might violate the assumption that input samples are active, i.e., \( w \cdot X > 0 \). If for all \( X \) holds \( w \cdot X \leq 0 \), there are no updates (known as “dead ReLU”) and \( w \) does not converge to \( w^* \). Let the number of active samples be \( |S_A| \), i.e., samples \( X \in S_A \) fulfill \( w \cdot X > 0 \). Generally, the fewer active samples (the
smaller $|S_A|$ the slower convergence is. Let us derive this using Equation (1):

$$
\begin{align*}
   w^{(i+1)} &= w^{(i)} - \frac{\lambda}{|S|} \sum_{X \in S} \nabla_w f(X, w) \\
   &= w^{(i)} - \frac{\lambda}{|S|} \left( \sum_{X \in S_A} \nabla_w f(X, w) + \sum_{X \in S \setminus S_A} \nabla_w f(X, w) \right) \\
   &= w^{(i)} - \frac{\lambda}{|S|} \left( \sum_{X \in S_A} \nabla_w f(X, w) + \sum_{X \in S \setminus S_A} 0 \right) \text{ (Using Equation (2))} \\
   &= w^{(i)} - \frac{\lambda}{|S|} \sum_{X \in S_A} \nabla_w f(X, w) 
\end{align*}
$$

Therefore, for a concentrated set $S$ and $w$ being far away from the convex hull of $S_A$, it holds that updates to weights are roughly proportional to $|S_A|/|S|$ as seen in Equation (10). Thus, convergence is slow for few active samples $|S_A|$. In the case of many initially inactive samples, convergence might become faster and then slower again. It becomes faster since samples might eventually become active. It slows down when the vector is roughly of final length, but direction is not yet very well aligned.

4 Multi Layer Variance

We investigate variance of outputs of the final layer $\text{Var}[y_l]$ for four scenarios (w/o perfect correlation of inputs, w/o perfect correlated initialization) shown in Table 1. We show that in case both inputs and initialization are perfectly correlated, variance is significantly higher than for any other scenario, i.e., it is the squared value. Thus, our results indicate that if both inputs and initialization are correlated, variance of outputs increases. Prior work [11] made the assumption that inputs and initialization are uncorrelated, which led to the conclusion that weights should be initialized so that $\text{Var}[w_{i,j}] = 2/k^2$, where $i$ denotes the layer index, $j$ the index of the weight and $k$ being the filter width (and height). In the light of our following derivation, the variance should be less, i.e., in between $[2/k^4, 2/k^2]$. In practice, due to batch normalization and the fact that correlation of weights within a layer (see Figure 1) and initialization is typically far from perfectly correlated, the impact is small, and the benefits of adjusting the variance might be limited. Still, the insights are interesting from a theoretical perspective.

We consider a similar model with similar analysis as in [11]. For ease of notation (avoiding another index), we consider a single spatial filter. That is, inputs have just one channel, and outputs consist of a single channel. A response of a convolutional layer is:

$$
y_l := W_l x_l + b_l
$$

where $x_l$ is a $k^2$-by-1 vector that represented co-located $k \times k$ pixels for filters of width $k$ and $c$ input channels. $W_l$ is a $1 \times k^2$ matrix. $b$ are the biases,
for filter width \( k \) and \( \eta := \text{Var}[y_{l,1}](1/2 \cdot \text{Var}[w_{0,j}])^{l} \)

| Initialization | Perfect Corr. | Uncorrelated |
|----------------|--------------|--------------|
| Inputs to 1st layer | \( \eta \cdot k^{2} \) | \( \eta \cdot k^{2} \) |
| (A) | \( \eta \cdot k^{2} \) | \( \eta \cdot k^{2} \) |
| (B) | \( \eta \cdot k^{2} \) | \( \eta \cdot k^{2} \) |
| (C) | \( \eta \cdot k^{2} \) | \( \eta \cdot k^{2} \) |

**Table 1** Variance of layer \( l \) depending on correlation of initialization and inputs to network

which are initialized to 0, and the \( y \) is the response at a pixel of the output map. \( l \) denotes the layer. The input to layer \( l \) is given by \( x_{l} := f(y_{l-1}) \), where \( f \) is the activation. We shall use ReLU \( f(x) = \max(x,0) \). All weights \( W_{l} \) have the same distribution with mean 0, being symmetric around the mean. Weights \( W_{l} \) and inputs \( x_{l} \) are independent. We start by investigating the scenario, where inputs to the network are perfectly correlated (per channel), i.e., \( x_{0,j} = x_{0,j'} \) for any \( j, j' \). Since the inputs \( x_{0} \) to the first layer are perfectly correlated, also the inputs \( x_{t} \) to any other layer are perfectly correlated, i.e., \( x_{l,j} = x_{l,j'} \) \( \forall l, j, j' \). Note, this holds irrespective of how weights are initialized. To see, consider the second layer. It holds: \( y_{l,1} = \sum_{t<k} \sum_{j'<k} x_{0,j} \cdot W_{0,j,j'} = x_{0,0} \sum_{j'<k} W_{0,j,j'} \). Therefore, the output \( x_{1,j} = \max(y_{1,j},0) \) is the same irrespective of the position \( j \).

We use the following fundamental laws:

\[
\text{Var}(aX) = a^2 \text{Var}(X) \\
\text{Var}(XY) = \text{E}[X^2]\text{E}[Y^2] - \text{E}[X]^2\text{E}[Y]^2 \quad \text{(if } X, Y \text{ independent)}
\]

We start with analyzing the variance of the final layer for correlated inputs and initialization (Case (A) in Table 1):

\[
\text{Var}[y_{l+1,j}] = \text{Var}\left[\sum_{t<k} x_{i,j+t} \cdot w_{i,t}\right] = \text{Var}[k^2x_{i,0} \cdot w_{i,0}]
\]

\[
= k^4\text{Var}[x_{i,0} \cdot w_{i,0}] \quad \text{(Equation 11)}
\]

\[
= k^4\text{E}[(x_{i,0})^2]\text{E}[(w_{i,0})^2] \quad \text{(Equation 12)}
\]

Since \( w_{i,j} \) has zero mean, it holds \( \text{E}[(w_{i,j})^2] = \text{Var}[w_{i,j}] \). Since \( w_{i-1,j} \) is assumed to be symmetric around its mean, \( x_{i-1,j} \) has zero mean and is symmetric around zero. This implies for \( x_{i,j} \): \( \text{E}[(x_{i,j})^2] = \text{Var}[y_{l-1,j}]^2/2 \). Furthermore, since weights \( w_{i,j} \) of all layers are distributed equally, it holds \( \text{Var}[w_{i,j}] = \text{Var}[w_{0,j}] \):

\[
\text{Var}[y_{l+1,j}] = k^2\text{E}[(x_{i,j})^2]\text{E}[(w_{i,j})^2] = k^4/2\text{Var}[w_{i,j}]\text{Var}[y_{l,j}]
\]

\[
\text{Var}[y_{l,j}] = \text{Var}[y_{l+1,j}](k^4/2\text{Var}[w_{0,j}])^l
\]

Cases (B), (C), and (D) in Table 1 where either inputs, weights or both are correlated are analyzed analogously. The key difference lies in the derivation of Equation 13. For each case, at least one of two conditions \( x_{i,0} = x_{i,j+t} \) and
\( w_{i,t} = w_{i,0} \) is violated. In turn, we cannot use Equation [11]. For Case (B) we get:

\[
\text{\textit{Var}}[y_{i+1,j}] = \text{\textit{Var}}[\sum_{t<k^2} x_{i,j+t} w_{i,t}] = \text{\textit{Var}}[x_{i,j} \sum_{t<k^2} w_{i,t}]
\]

\[
= E[(x_{i,j})^2]E[(\sum_{t<k^2} w_{i,t})^2]
\]

Using Equation [12] with \( Y = \sum_{t<k^2} w_{i,t} \)

\[
= E[(x_{i,j})^2](\sum_{t,t' < k^2} E[w_{i,t} \cdot w_{i,t'})]
\]

\[
= E[(x_{i,j})^2](\sum_{t<k^2} E[(w_{i,t})^2] + \sum_{t,t' < k^2, t \neq t'} E[w_{i,t}]E[w_{i,t']])
\]

\[
= k^2 E[(x_{i,j})^2]E[(w_{i,t})^2] \quad \text{since} \quad E[w_{i,t}] = 0 \quad (15)
\]

The only difference between Equation [13] and Equation [15] is the factor \( k \). Equation [15] is used to derive an expression for \( \text{\textit{Var}}[y_{i,j}] \) with the same steps as the derivation of Equation [14].

\[
\text{\textit{Var}}[y_{i+1,j}] = k^2 E[(x_{i,j})^2]E[(w_{i,t})^2] = k^2/2 \text{\textit{Var}}[w_{i,j}] \text{\textit{Var}}[y_{i,j}]
\]

\[
\text{\textit{Var}}[y_{i,j}] = \text{\textit{Var}}[y_{1,j}](k^2/2 \text{\textit{Var}}[w_{0,j}])^t \quad (16)
\]

Case (C) is analogous. Case (D) is identical to [11].

5 Correlated Initialization

We propose correlated initialization for a single spatial \( k \times k \) filter. According to theory (Theorem [1]) correlation of initialized weights should be similar to the final filter. Therefore, we estimate the correlation matrix \( R \) of filters across layers of the entire network and use it to initialize filters. For computing the correlation matrix \( R \) we utilize a trained network. We shall show that correlation matrices tend to be transferable across networks and datasets. Algorithm [15] illustrates the initialization for one spatial filter. These can be stacked to obtain the initialization of an entire layer. It uses standard statistical techniques to obtain samples using a correlation matrix. It requires the correlation matrix \( R \) as input, which is computed based on weights of (single) filters as observations from an arbitrary trained network. The correlated (initialization) matrix is computed by decomposing the correlation matrix \( R \) into \( R = C \cdot C^T \) and then multiplying \( C \) with the matrix \( \text{\textit{S_{uncorr}}} \) consisting of independently chosen random elements. Correlated initialization impacts variance. The variance of layer outputs should be 1, so that variance remains constant.

\(^2\) Since correlation varies across layers (Figure [1]) one might also employ a layer-wise estimation.
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across layers as commonly done, e.g. [11] and [7]. We scale by \( \text{Var}(w) \), computed under the assumption that weights are initialized using the Gaussian distribution \( N(0, 1) \) and the correlation matrix \( R \). For a spatial \( k \times k \) filter \( w \) holds:

\[
\text{Var}(w) = \sum_{i,j,l,m<k} \text{Cov}(w_{i,j}, w_{l,m}) = \sum_{i,j<k^2} R(i,j) = \sum_{i,j<k^2, i\neq j} R(i,j)
\]

\[
= k^2 + \sum_{i,j<k^2, i\neq j} R(i,j)
\]

In Equation (17) the first term \( k^2 \) is identical for uncorrelated initialization, i.e. it is just the sum of variances of individual weights \( \sum_{i<k} \text{Var}(w_{i,i}) = \sum_{i,j<k} \text{Var}(w_{i,j}) \), while the second term is due to the fact that weights are not initialized independently.

\begin{algorithm}
\caption{Correlated Init for Single Spatial Filter with He [11] scaling}
\textbf{Input:} KernelSize \( k \), In-channels \( n_{in} \), Correlation matrix \( R \)
\textbf{Output:} Initialization for a \( k \times k \) filter

1: Solve \( CC^T = R \) to get \( C \) (e.g. using Cholesky Decomposition)
2: \( \text{SunCorr} := k \times k \) matrix initialized with independent random numbers from \( N(0, 1) \)
3: \( \text{Scor} := C \cdot \text{SunCorr} \) \{(Unscaled) Correlated Initialization\}
4: \( \text{Var}(\text{Scor}) := \sum_{i,j<k} \text{Corr}(i,j) \) \{For [11], [7] this is \( k^2 \)\}
5: \( \text{Sc} := \sqrt{\text{Var}(\text{Scor})}n_{in} \) \{Scaling using fan-In as for [11]\}
6: return \( \text{Sc} \)
\end{algorithm}

6 Experiments and Evaluation

Our experiments aim to test possible conclusions from our theory by empirically analyzing properties of networks such as convergence and generalization as well as the interaction of initialization with other relevant design options and hyper-parameters such as learning rate and L2-regularization. In particular, we investigate the impact of the “zig-zag” behavior of parameter updates, meaning that after an initial phase, where learning is fast, gradients start to change signs between iterations. Based on Theorem 1 (for a single filter) we conjecture the following:

(i): Generalization is better for correlated initialization. Bad initialization might lead to getting stuck in worse local minima than correlated initialization. With correlation initialization, the movement towards an optimum is more direct. The ‘zig-zag’ phase poses a risk of getting stuck at a poor local optimum.

(ii): Convergence is slower for uncorrelated initialization. Correlated initialization should converge to a steady-state before uncorrelated initialization since the ‘zig-zag’ phase is shorter.
(iii): Both (i) and (ii) underlie the assumption that ‘zig-zag’ of weights is more profound for uncorrelated initialization than for correlated initialization. Formally, we measure the ‘zig-zag’ by computing the percentage of sign changes of the gradient $\nabla_w f(X, w)$ of all parameters $w \in \mathbb{R}^d$, between consecutive updates $i$ an $i+1$. The function $\text{sign}$ returns 1 for positive numbers, -1 for negative and 0 for the number 0. It is applied element-wise for each weight of the $d$ entries in $\nabla W$. Formally, we sum up:

$$\text{GradientSignChanges} := \frac{1}{2d} \sum_{j=0}^{d-1} |\text{sign}(\nabla_{w_j} f(X, w^{(i)})) - \text{sign}(\nabla_{w_j} f(X, w^{(i+1)}))|$$

(iv): Large learning rates diminish returns of correlated initialization. If learning rates are large, it might take just one step to reach the ‘zig-zag’ behavior for (all) parameters. That is, gradients change signs commonly between updates of parameters. For large learning rates most parameters might zig-zag very early on, independent of initialization. Large learning rates are expected to make initialization less influential, i.e., reduce gains in generalization. Since poor local minima that might arise due to bad initialization (as conjectured in (i)) can be escaped more easily.

(v): L2 regularization diminishes returns of correlated initialization. L2 regularization makes weights more uniform, i.e., it increases their correlation. Thus, it helps to push initially uncorrelated weights towards solutions that generalize better, i.e., ones where weights are correlated.

We also compare correlation matrices computed from various trained networks and vary the degree of correlation with other initialization methods. A comparison of the impact of increased network depth and width is also added, but it did not affect differences between the two initialization schemes strongly.

6.1 Setup and Analysis

We used a default setup that was varied in one or more aspects for individual experiments. Changes to the default setup are described for each experiment together with outcomes. SGD with momentum 0.8 with batch size 256 served for training without l2-regularization for 40 epochs. This was sufficient to achieve convergence (see plots of accuracy in Figure 4, 5, 6). Since overfitting has been no significant concern, we report test performance for the fully trained network. We employed CIFAR-10 [15] without data augmentation and pre-defined split into training and test data. As networks, we used a VGG-8 [27] and a Resnet-10 [12] and VGG-16 and Resnet-18 to compare with deeper networks [3] We trained 5 networks for each configuration, i.e., hyperparameter setting. We report average accuracy and standard deviation (indicated as

3 Details of networks can be found in code under https://drive.google.com/file/d/1lu93Y TC8sXpXcblybCrA1rflU6uGvXk/view?usp=sharing since code could not be submitted and repository links are often not allowed due to anonymity policies; the default network size scaling for ‘netSize’, i.e., neurons per layer, was 0.5 (and 1.5 for wide networks); batch-normalization ‘bn’ was True.
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Fig. 4 Gradient sign changes, gradient magnitude, and accuracy for VGG on CIFAR-100 using learning rate 0.005 (top row) and 0.1 (bottom row). The area within one standard deviation from mean is shaded in all plots. Correlated and uncorrelated initialization differ substantially showing behaviors aligned with theory.

6.2 Results

A comparison of uncorrelated and correlated initialization for accuracy, gradient sign changes and gradient magnitudes can be seen for VGG on CIFAR-10 and CIFAR-100 using a low learning rate of 0.005 and a high learning rate of 0.1 in Figures 4 and 5 and for Resnet-10 for CIFAR-100 in Figure 6 (CIFAR-10 behaves similarly for ResNet). We show quantitative results for CIFAR-10 and ResNet).

Uncorrelated and correlated initialization for low learning rate: For VGG, the rightmost panel in the top row of Figures 4 and 5 shows that generalization is significantly better for correlated initialization for a low learning rate, hinting that the initial solution is closer to a good local optimum that the parameters converge to. Training accuracy is also constantly higher. The early gap in accuracy is essentially maintained throughout training. Furthermore, the average gradient magnitude is larger (central panel) for correlated initialization in the first few epochs. At the same time, the zig-zagging, i.e.,
sign changes between two continuous updates, is lower. Thus, uncorrelated initialization leads to smaller, seemingly more random updates lacking a consistent direction. For Resnet-10 the qualitative behavior is similar though less profound, as shown in Figure 6 in the upper plots for low learning rate. In particular, differences in gradient sign changes in the initial phase can only be seen upon very careful investigation. Smaller differences are not unexpected since for Resnets we compute for each block $y(X) = F(X) + X$. The addition of $X$ naturally encourages correlation between inputs and outputs. Note that $y(X) = X$ leads to a correlation of 1. Therefore, given that for $y(X) = F(X)$ we have that $y(X)$ and $F(X)$ are not or only weakly correlated, the addition of $X$ increases correlation.

**Impact of learning rate:** For a low learning rate (top rows in Figures 4, 5 and 6) differences between both initialization schemes are more pronounced than for high learning rates (bottom rows in Figures 4, 5 and 6). This is expected since for high learning rates also correlated initialization quickly ends up in a zig-zagging phase. Visually speaking, in the right panel of Figure 3 less iterations are needed until the weight vector ends up moving mainly back and forth and only slowly towards the optimal solution. However, differences in generalization behavior remain, i.e. correlated initialization still outperforms. Numbers are shown for both datasets and networks for high learning rates in Table 2.
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Fig. 6 Gradient sign changes, gradient magnitude, and accuracy for ResNet on CIFAR-100 using learning rate 0.005 (top row) and 0.1 (bottom row). The area within one standard deviation from mean is shaded in all plots. Correlated and uncorrelated initialization differ substantially showing behaviors aligned with theory.

L2 Regularization

Table 2 Impact of L2-regularization. L2-regularization is more beneficial for uncorrelated initialization.

| L2 Regularization Parameter $\lambda$ | ResNet-10 | VGG-8 |
|----------------------------------------|-----------|-------|
| 0 (Correlated)                         | 0.826 ± 0.002 | 0.536 ± 0.004 |
| 0.001 (Uncorrelated)                   | 0.815 ± 0.002 | 0.52 ± 0.002 |
| 0.001 (Correlated)                     | 0.849 ± 0.001 | 0.534 ± 0.004 |
| 0.001 (Uncorrelated)                   | 0.851 ± 0.002 | 0.548 ± 0.002 |

Comparing Initialization Methods

Table 3 Comparison of Initialization Methods

| Initialization Method                  | ResNet-10 | VGG-8 |
|----------------------------------------|-----------|-------|
| kaiming-normal (Correlated)            | 0.826 ± 0.002 | 0.536 ± 0.004 |
| kaiming-normal (Uncorrelated)          | 0.815 ± 0.002 | 0.52 ± 0.002 |
| orthogonal                              | 0.814 ± 0.003 | 0.521 ± 0.005 |
| xavier-normal                           | 0.811 ± 0.002 | 0.521 ± 0.004 |

L2-regularization: Adding L2 regularization leads to slower convergence; therefore, we increased the number of epochs to 80 for positive regularization parameter $\lambda = 0.001$ to ensure convergence. Table 2 shows that adding L2-regularization leads to gains for uncorrelated and correlated initialization, but as expected, uncorrelated initialization benefits more.

Comparing Initialization Methods: Table 3 shows a comparison with other common initialization methods. Correlated initialization performs best for both datasets and architectures. All uncorrelated initialization methods
Table 4: Comparison of impact of source for correlation matrix $R$ in Algo. 1

| Source for correlation matrix $R$ | ResNet-10 CIFAR-100 | VGG-8 CIFAR-100 |
|----------------------------------|---------------------|-----------------|
| VGG-8 trained on CIFAR-10        | 0.814 ± 0.002       | 0.524 ± 0.005   |
| ResNet-10 trained on CIFAR-10    | 0.826 ± 0.002       | 0.536 ± 0.004   |
| None (Uncorrelated)              | 0.815 ± 0.002       | 0.52 ± 0.002    |

Table 5: Impact of correlation strength, i.e. modifying off diagonal entries in matrix $R$ by factor $\alpha$

| Strength Factor $\alpha$ | ResNet-10 CIFAR-100 | VGG-8 CIFAR-100 |
|--------------------------|---------------------|-----------------|
| 1.5                      | 0.822±0.004         | 0.581±0.005     |
| 1.0                      | 0.821±0.004         | 0.581±0.004     |
| 0.5                      | 0.817±0.004         | 0.582±0.003     |
| 0.25                     | 0.816±0.004         | 0.582±0.003     |

Performing similarly well except for CIFAR-100 and VGG-8, where Kaiming-normal with uncorrelated initialization performed clearly worst.

Comparing Correlation Matrices: Table 4 shows a comparison with correlation matrices estimated from either VGG trained on CIFAR-10 or Resnet trained on CIFAR-10. Correlated initialization based on Resnet performs best for both datasets and architectures. Initialization based on VGG differences are marginal for CIFAR-10 and only significant for CIFAR-100 compared to uncorrelated initialization. We found that the correlations for Resnet are overall significantly stronger. The correlation between two locations $(i,j), (k,l)$ in a spatial filter are 0.26 for Resnet and only 0.18 for VGG. Furthermore, VGG also exhibits more and slightly stronger negative correlations, e.g., 50% vs 20% and 0.04 vs. 0.05. This suggests that increasing correlations beyond the level found in trained networks might be beneficial. Also, we conjecture that Resnets exhibit better localization than VGG, e.g., location information of features is more precise due to the use of residual layers that skip layers.

Comparing Correlation Strength: Table 5 shows a comparison with correlation matrices of different strengths. We used the base correlation matrix $R$ and multiplied all entries by a factor $\alpha$ (except diagonal entries that remain 1, i.e., they indicate correlation of entry with itself). The table indicates that a stronger correlation leads to better results.

Impact of network width and depth: Table 6 shows a comparison for deeper networks, i.e., ResNet-18 and VGG-16, and wider networks. Increasing depth and width improves performance for both initialization types. However, the gap between correlated and uncorrelated initialization remains. Table 7 shows a comparison for even deeper networks, i.e., ResNet-34 and VGG-19 with and without L2-regularization and reduced correlation. We found that networks with correlated initialization still outperform though differences can be small for such deep networks. Furthermore, it can be advantageous to use weaker correlation.
ResNet-10 & VGG-8 \\
| CIFAR-10 | CIFAR-100 | CIFAR-10 | CIFAR-100 |
|----------|-----------|----------|-----------|
| Correlated Init | 0.826 ± 0.002 | 0.636 ± 0.004 | 0.827 ± 0.002 | 0.544 ± 0.004 |
| Uncorrelated | 0.815 ± 0.002 | 0.52 ± 0.002 | 0.813 ± 0.003 | 0.556 ± 0.002 |

| Number of neurons per layer multiplied by 3 |
| ResNet-10 | VGG-8 |
|----------|-----------|
| Correlated Init | 0.87 ± 0.001 | 0.602 ± 0.001 | 0.846 ± 0.003 | 0.622 ± 0.003 |
| Uncorrelated | 0.837 ± 0.002 | 0.579 ± 0.0 | 0.84 ± 0.001 | 0.606 ± 0.001 |

Deeper networks

| ResNet-18 | VGG-16 |
|----------|-----------|
| Correlated Init | 0.849 ± 0.002 | 0.579 ± 0.004 | 0.856 ± 0.002 | 0.571 ± 0.004 |
| Uncorrelated | 0.831 ± 0.003 | 0.545 ± 0.002 | 0.841 ± 0.003 | 0.559 ± 0.002 |

Table 6: Impact of network width and depth. Differences of correlated initialization are not strongly impacted— in particular compared to other hyper-parameters such as learning rate and L2-regularization.

| No L2-regularization: λ = 0 | ResNet-34 | VGG-19 |
|-----------------------------|-----------|-----------|
| CIFAR-10 | CIFAR-100 | CIFAR-10 | CIFAR-100 |
| Correlated Init | 0.828 ± 0.012 | 0.581 ± 0.008 | 0.867 ± 0.005 | 0.567 ± 0.009 |
| Correlated Init α = 0.25 | 0.836 ± 0.014 | 0.573 ± 0.012 | 0.869 ± 0.004 | 0.568 ± 0.007 |
| Uncorrelated | 0.827 ± 0.014 | 0.566 ± 0.008 | 0.867 ± 0.004 | 0.568 ± 0.007 |

| L2-regularization: λ = 0.001 | ResNet-34 | VGG-19 |
|-----------------------------|-----------|-----------|
| CIFAR-10 | CIFAR-100 | CIFAR-10 | CIFAR-100 |
| Correlated Init | 0.877 ± 0.004 | 0.592 ± 0.014 | 0.890 ± 0.003 | 0.659 ± 0.004 |
| Correlated Init α = 0.25 | 0.878 ± 0.004 | 0.601 ± 0.007 | 0.890 ± 0.003 | 0.634 ± 0.006 |
| Uncorrelated | 0.874 ± 0.006 | 0.599 ± 0.007 | 0.894 ± 0.002 | 0.628 ± 0.005 |

Table 7: Deep networks w/o L2-regularization and correlation weakened by factor α. Weak correlation always matches or exceeds performance of uncorrelated networks.

7 Discussion

Deep learning is in need of theory to make sense of its behavior. We believe that ad-hoc methods from XAI [19, 25, 26] are helpful. For example, it might be interesting to understand through visualization what information is retained in the network [26] depending on the initialization. But only works that aim to understand models and their training on a deeper, theoretical level can mitigate this issue. Our work is one of the rather few works investigating training dynamics of networks focusing on single works rather than on a statistical level, e.g., as in [22]. Thus, it might inspire future works in this direction through designing and analyzing even more realistic scenarios, and models are difficult. Initialization is highly important though techniques such as batch-normalization and for correlated initialization, L2-regularization diminish their relevance or, put differently, compensate for poor initialization.
8 Conclusions

This work used theoretical and empirical analysis to deepen the understanding of networks leveraging correlated data. Our theory is one of the few that formalizes the learning dynamics of single weights. For a single spatial filter, we show that correlated initialization leads to fewer updates of parameters that are undone in the next update (‘zig-zag’). Theory also shows that it can lead to better generalization. Across layers, correlated initialization leads to larger variance in updates that must be accounted for by scaling weights. Our empirical analysis confirms that correlated initialization can lead to faster training and better generalization. The impact of correlated initialization is diminished for large learning rates and L2-regularization.
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