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Abstract
Wildfire spread is a stochastic phenomenon driven by a multitude of geophysical and anthropogenic factors. In this study, we propose a spatiotemporal data-driven risk assessment framework to understand the effect of various geophysical/anthropogenic factors on wildfire size, leveraging a systematic machine learning approach. We apply this framework in the state of California—the most vulnerable US state to wildfires. Using county-level annual wildfire data from 2001–2015, and various geophysical (e.g., land cover, wind, surface temperature) and anthropogenic features (e.g., population density, housing type), we trained, tested, and validated a suite of ensemble tree-based learning algorithms to identify and evaluate the key factors associated with wildfire size. The Extreme Gradient Boosting (XGBoost) algorithm outperformed all the other models in terms of generalization performance, categorization of important features, and risk performance. We found that standard deviations of meteorological variables with long-tailed distributions play a key role in predicting wildfire size. Specifically, the top ten factors associated with high risk of larger wildfires include larger standard deviations of surface temperature and vapor pressure deficit, higher wind gust, more grassy and barren land covers, lower night-time boundary layer height and higher population density. Our proposed risk assessment framework will help federal/state decision-makers to adequately plan for wildfire risk mitigation and resource allocation strategies.
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1 Introduction

Wildfire is a highly dynamic phenomenon comprising of various physical interactions at different spatiotemporal scales. Just after the initial ignition, various environmental conditions (e.g., wind, fuel type and moisture) may impact the fire spread. Moreover, there are several, often coupled, factors such as updraft plume and released moisture that influence these conditions. Therefore, computational cost of simulating a wildfire spread highly depends on the level of complexity considered in the analysis as well as the spatial scale of the simulation. Nonetheless, there exist sufficiently-detailed, accurate simulation tools that leverage numerical models like the Coupled Atmosphere-Wildland Fire Environment (CAWFE) model (Coen 2013; Coen et al. 2020) and WRF – SFIRE or simply SFIRE (Spread FIRE) model (Mandel et al. 2011, 2014) to simulate the spread of a single wildfire incident. Although
these models are useful in understanding behavior of specific wildfire events, they cannot be used in studying wildfire spread patterns in a large area (e.g., a state, a country, or a continent) due to prohibitive computational cost. To address this issue, models like the large-fire simulator system (Finney et al. 2011) are used to investigate wildfire spread in larger areas. Such models comprise of simplified equations and assume fire-driving variables spatially or temporally invariant to keep the computational costs manageable. These models run comparatively faster; thus, stochastic studies can be conducted and probabilistic maps can be produced leveraging such models (Thompson et al. 2011).

Modeling a specific wildfire incident at different stages is subject to a range of uncertainties, mostly associated with the representation of surrounding environment and weather conditions along with anthropogenic factors (Thompson and Calkin 2011; Boulanger et al. 2018; Daniel et al. 2017; Amatulli et al. 2007). Given these uncertainties and stochastic nature of wildfires, looking at a single fire incident that occurs at a certain time and location usually is not instructive enough to represent the general fire activities and their patterns in a region. Thus, to better understand the patterns of wildfire activities in a region, a macro-level, regional, probabilistic model needs to be developed to help informing decision-makers about the risk of wildfire spread in a region, given its environmental conditions.

Recently, there is an expansion in data-driven research studying different aspects of wildfires including modeling the uncertainties and understanding the patterns of wildfire activities in a region. This has been facilitated by the availability of informative, robust and reliable datasets along with cheaper computational costs (Jain et al. 2020). Some studies focus on understanding and predicting the occurrence of wildfire incidents (Sayad et al. 2019). Other studies investigate the number of incidents or final size of fires that have occurred within a specific region or during a particular time-period (Yang et al. 2015; McCandless et al. 2020; Bendick and Hoylman 2020). From a methodological perspective, different statistical methods such as regression models, cluster analyses, and time-series models have been implemented (Cortez and Morais 2005; Rodrigues and de la Riva 2014). Given the complexity of factors influencing a wildfire spread, diverse features have been explored. Anthropogenic factors like population, roads, power lines, and developments and geophysical variables such as meteorological and climatic factors (e.g., temperature, precipitation, drought, wind), vegetation type and density, and topography are considered in most of the existing studies (Amraoui et al. 2015; Costafreda-Aumedes et al. 2018; Rodrigues et al. 2018; Shen et al. 2019).

Although data-driven studies are gaining popularity, they are still beset with a number of challenges. One of the foremost challenges is the significant variation in the spatial and temporal scales of wildfire characteristics. For example, there are large wildfires that burn hundreds of thousands of acres over weeks or months (e.g., Mendocino Complex Fire occurred in 2018, California, U.S.), and there are small fires that burn a few acres in the matter of hours and then put out naturally. Moreover, environmental features that are known to be influential in wildfire studies are highly heterogeneous both spatially and temporally. This heterogeneity signifies the importance of scales in which the features are reported in. As an example, topography is known to affect the wildfire behavior by influencing wind flow (Nelson 2002; Viegas 2004; Linn et al. 2007). A high-resolution digital elevation model (DEM) is necessary to capture the complex terrain effects on fire spread. In contrast to the static DEM, high temporal resolution is essential for meteorological drivers of fire spread. Hence, the effect of spatiotemporal scales renders it to be a labyrinthine process to capture a wildfire and its surrounding setting’s information, adequately.

In addition, when data-driven studies are conducted at a scale that is large enough for managerial purposes (e.g., provincial, nationwide), they usually analyze spatially and temporally aggregated clusters of wildfires. The results from such analyses are proven to be sensitive to the extent of aggregation (Juan et al. 2012; Costafreda-Aumedes et al. 2016; Koutsias et al. 2010; Gedalof et al. 2005; Crimmins and Comrie 2005). Correspondingly, features are also clustered, and given their inherent heterogeneity, the levels of spatially and temporally averaging will impact the explainability of the features. The temporal variations across feature clusters (e.g., seasonality) are demonstrated to be especially important and their consequential effects are usually referred to as ‘preconditioning’ (Urbiet et al. 2015; Trigo et al. 2016; Littell et al. 2009; Gedalof et al. 2005; Crimmins and Comrie 2005).

To address the aforementioned challenges, our proposed framework introduces a generalized data-driven approach that is flexible to accommodate features with different spatial and temporal resolutions. More specifically, this wildfire risk assessment framework will: (i) capture the stochastic behavior of the wildfire activities; (ii) identify the key geophysical and anthropogenic factors that drive wildfire spread; and (iii) understand their impacts on the size of the wildfire. Assembling a comprehensive dataset and leveraging a suite of non-parametric ensemble tree-based machine learning algorithms, we perform a county-level analysis with an objective to model the nexus between extent of acres burnt annually in each county and the corresponding geophysical and anthropogenic factors (e.g., land cover, surface temperature, wind, population density, etc.). The proposed framework goes beyond the existing deterministic models with linear architecture, and
uses the state-of-the-art statistical learning techniques to identify and assess the key factors associated with the wildfire spread within various counties in the state of California, while accounting for the uncertainties for the future. The models’ performance is evaluated based on both goodness-of-fit and out-of-sample predictive accuracy to ensure high generalization performance as well as its ability to explain the variance in the historical data. Then, the model with the best performance in terms of generalizability and goodness-of-fit is used to characterize the relationships between the geophysical and anthropogenic factors and the extent of wildfire spread in California. We selected the state of California as a case study to establish our framework because:

- California is the third largest state by area and the most populated state in the U.S. (U.S. Census Bureau 2012) and experiences numerous wildfire incidents of varied sizes annually (Short 2017; California Department of Forestry and Fire Protection 2020a). This enables us to capture a wide variation of information in both space and time.
- Wildfires in California are becoming more destructive and some of the costliest wildfire incidents in the U.S. has been recorded in this state (California Department of Forestry and Fire Protection 2020b; Insurance Information Institute 2020).

However, although we established our framework for the state of California, it is generalizable to other states (or any region/scale of interest), given the availability of the data.

The remaining of the paper is structured in the following way: Sect. 2 presents description of the data used, their format and the sources from which data is collected. Sect. 3 describes the methodology and research framework. This includes illustration of different steps involved in data processing, implementing algorithms, choosing a set of candidate models, selection of the final model, and methods used for statistical inference. In this section, the steps corresponding to the case study are also discussed. Section 4 presents the results of our case study. Finally, limitations and future work of the study along with the concluding remarks are summarized in Sects. 5 and 6.

2 Data description

In this section, we describe the data (response and input/predictor variables) used in this study. We also provide an overview of the various data pre-processing steps leveraged to obtain the final dataset used for consecutive analysis, i.e., predicting the wildfire size and evaluating the key anthropogenic and geophysical factors that increase the risk of wildfire burnt acres.

2.1 Geographic boundaries

California Geographic Boundaries dataset in Shapefile format (California Department of Technology 2019) provides the perimeter of counties which is used for different geospatial calculations such as assignment of wildfire incidents, calculating the land area in each county, the percent of the land covered by a specific type of vegetation, etc. Details of data pre-processing are provided in the Sect. 3.1.3.

2.2 Response variable: wildfire-induced burnt acres

We calculate the total number of acres burned annually in each county using Fire Program Analysis fire-occurrence database (FPA-FOD). This database provides consistent information on historical wildfire events and their characteristics such as ignition date and coordinate, size, confinement date, etc., which are reported by different agencies across the United States (Short 2017).

2.3 Input/predictor variables: anthropogenic and geophysical factors

Estimates of population and number of houses in a county are used in this study as indicators of anthropogenic activities. The annual estimates of these features are provided by the State Department of Finance. Three types of housing accommodations are reported in this dataset—single-family, multi-family and mobile houses, along with the number of occupied houses (Department of Finance, California 2020a, 2012a). In addition, Rural Urban Continuum Codes (RUCC) (United States Department of Agriculture 2013) is used as another indicator of human activity and development. RUCC categorizes counties into nine different types—three levels of metropolitan and six levels of non-metropolitan divisions.

Data on fuel types across the state are acquired from the Moderate Resolution Imaging Spectroradiometer (MODIS) Land Cover Type Product “MCD12Q1” (Friedl and Sulla-Menashe 2019). This product is based on the International Geosphere–Biosphere Programme (IGBP) land cover classification. This annual-level data is available in rasters with a resolution of 500 meters. The IGBP classification partitions the Earth cover into seventeen classes, and accounts for urban areas, barren lands, water bodies, croplands, permanent icy lands, and different types of vegetation including the various kinds and their densities. More details can be found in Loveland and Belward (1997) and Belward et al. (1999). For topography, Global Multi-
resolution Terrain Elevation Data (GMTED2010) at ~1 km spatial resolution (Danielson and Gesch 2011) is used.

Drought information is obtained from the United States Drought Monitor (USDM) (USDM 2020). This dataset is available on a weekly basis at various spatial scales and in different formats. There are five categories of droughts describing different levels—D0, D1, D2, D3 and D4, representing abnormally dry, moderate drought, severe drought, extreme drought and exceptional drought, respectively. Also, a category exists for no drought condition (i.e., none). More information can be found in Svoboda et al. (2002). For this study, weekly categorical data are extracted for each county. Values in the dataset represent percent of the area in each county that has experienced the corresponding level of drought. Moreover, the USDM introduces an index called Drought Severity and Coverage Index (DSCI) (Akyuz 2017), which is a score derived from weighted accumulation of categorical drought levels, and can be calculated by Eq. (1). Therefore, seven variables (no drought, five levels of drought, and DSCI) are used in this study to characterize the drought condition of each county.

\[
(1 \times D0) + (2 \times D1) + (3 \times D2) + (4 \times D3) + (5 \times D4) = DSCI
\]  

(1)

Other than drought, which is considered as an indicator of long-term climatic effects, a range of meteorological variables are obtained from ERA5 dataset. ERA5 is the most recent climate reanalysis model developed by the European Centre for Medium-Range Weather Forecasts (ECMWF), and provides hourly data on regular raster grids at 0.25° resolution. Variables used for this study include boundary layer height, eastward and northward components of wind at the height of 10m above surface, maximum wind gust at the height of 10m above surface, air temperature and dew point temperature at the height of 2m, surface temperature, rate of precipitation at the surface, and volume of water in first soil layer (0 – 7cm). Detailed information on ERA5 data set can be found in Hersbach et al. (2020).

It is noteworthy that all the datasets used in this study are publicly available. Time period of analysis considered in the case study is decided by the availability of certain data types. For example, the land cover data is available since year 2001, while the FPA-FOD data is available until year 2015. The final time period of our study spans from 2001 – 2015, limited by the start time of the land cover data and the end time of FPA-FOD. Figure 1 provides a schematic of the time span that each data source covers, and Table 1 summarizes the features collected, time frequency and spatial resolution of the raw data used in our analysis.

3 Methodology

In this section, we describe our proposed research framework in three general steps.

- **Data collection and pre-processing**: Data are collected and processed to the spatiotemporal resolution of interest. Different subsets of the variables are tested as predictors as described in Sect. 3.1.4.
- **Implementing statistical learning models**: Algorithms are implemented on different subsets of the variables, and candidates for the “best” model are selected based on the defined criteria as described in Sect. 3.2.
- **Final model selection and inference**: More in-depth comparisons are conducted to select the final model, followed by hyper-tuning of the selected model, which is then used for statistical inference as described in Sect. 3.3.

Figure 2 summarizes the proposed framework, and the details are discussed in the subsequent sub-sections.

3.1 Data collection and pre-processing

Data collection and pre-processing is a vital step of any data-driven study. Since different features are collected from different sources with diverse formats, pre-processing of the data is conducted to have all the variables in compatible resolutions.

3.1.1 Determining spatiotemporal resolution of the study

The first step in conducting data-driven spatiotemporal research is determining the spatial and temporal scales of the response variable. From the perspective of risk analysis, depending on the assets at risk and/or interest of the stakeholder, one can focus on investigating the risk associated with just a single incident and limit the study area to the regions affected by that fire, or can analyze the risk patterns associated with multiple fire incidents occurring across a large region (e.g., a state or a country). In fact, selecting the optimal spatiotemporal scale that is compatible with the decision-makers’ objectives and help adequately addressing the research gaps is the key for any data-driven risk assessment approach (Fontecha et al. 2021). Hence, there is a wide range of spatial scales from which the relevant one needs to be chosen for the analysis to address the specific research gaps.

In this study, we conduct the analysis on the wildfire-induced acres burned (i.e., extent of the wildfire spread) where the spatial unit is county and the temporal unit is year. It means fires that have occurred in a specific county in a particular year are aggregated to represent one observation of our training data set. County-level analysis is
suitable for identifying regional wildfire-induced vulnerabilities, and thus help with risk-informed decision making.

### 3.1.2 Collection of data

As we already explained in details in Sect. 2, various data types were collected from multiple sources. They provide a comprehensive representative set of different influencing factors on wildfire occurrence and spread including meteorological factors, topography, land cover, and anthropogenic features. It should be noted that selecting a particular data source/format for a feature, from the available ones, depends mainly on the spatiotemporal resolution of study. It is ideal to use features with resolutions finer than (or at most equal to) targeted spatial and temporal resolutions of the study. Aggregating the features leaves us with more flexibility compared to interpolation.

### 3.1.3 Pre-processing of collected data

Because the raw data are in diverse formats and resolutions, features are processed to develop a set of variables with homogenized spatiotemporal resolutions. The objective of this step is to condense each feature to a single value assigned to each spatiotemporal unit. If the scale of a feature is coarser than or equal to that of the target spatiotemporal unit, then its value is linearly interpolated to the centroids of the study’s units. If a feature is available in a temporal resolution finer than the target unit, first we conduct the temporal aggregation and extract different statistics measures (e.g., mean, standard deviation) of our interest, which are then used to represent their corresponding feature. Next, if the feature is also available in a spatial resolution finer than the study’s spatial unit (i.e., county), a weighted average is calculated using the values of the grid cells that constitute the spatial unit. In this procedure, the estimated weight is the percentage of the cells overlapping with the spatial unit. Figure 3 depicts a schematic of the procedure for this spatiotemporal
aggregation. Details of the spatial aggregation is also illustrated using a hypothetical example in the “Appendix” in Sect. 7.1.

In this research, the state of California was selected as a case study, and a county in a particular year was considered as the smallest spatiotemporal unit, which was assigned a value for each predictor variable. Fire incidents were also clustered within each county on an annual basis. California is partitioned into 58 counties. This study compiled diverse data sets with wide range of temporal resolutions (from hourly to annually). Annual-level variables (anthropogenic and land cover features) were used directly, while the drought levels (available on a weekly basis) were aggregated to annual averages. On the other hand, variables with higher frequencies (hourly meteorological features) were aggregated to quarters of a year. More details of this
procedure and the processing of different features are explained later in this sub-section.

From FPA-FOD, subset of fires labeled for the state of California were filtered, and based on the reported ignition date and coordinate, a county and a year was assigned to each incident. Acres burned by wildfires associated to the same county in a year were summed together. Herein, the term “acres burned” corresponds to the total number of reported acres that have been burned in each county of California over a year. Fires are aggregated to annual values because there is a huge variation in the time, resources and efforts required to contain different wildfires. Moreover, it also retains the practicality of the study for decision-making. Figure 4 demonstrates how the county-level acres burned varies across the state (top left) and over the years (top right). For optimal decision-making, it is desirable that the risk models capture the long tails of the distribution (i.e., the extreme incidents), since they are the most resource-demanding incidents that significantly influence the fire management decisions and logistics. However, since these incidents are high-impact, low-probability events, it is difficult for the learning algorithms to be well-trained on such extreme cases. Therefore, to address this serious issue of the right skewed data, logarithmic transformation has been conducted on the acres burned variable leveraging Eq. \(2\). The resultant transformed variable was then used as the response variable for our analysis. The distribution of the actual acres burned and the log-transformed distribution is also illustrated in Fig. 4 (bottom). Four cases (i.e., county in a particular year) had no fire reported and were removed from the study.

\[
\text{response variable} = \log(\text{acres burned})
\]

Data on population, housing, RUCC, and drought had the same spatial unit as that of the county. They are also available annually, except for drought, so no temporal or spatial aggregation was required. Data on drought was
available on a weekly basis, and its annual average was calculated such that it matched the study’s target temporal resolution (i.e., annual). Population and housing densities were calculated by normalizing the population and housing count per 10,000 acres of each county. Housing data contain the percentage of five different categories of housing types in a county. The categories include single-family, multi-family, mobile houses, total houses, and occupied houses. RUCC data is provided every ten years. We used the latest RUCC published in 2013 for all the counties during the period 2008 — 2015. The previous version published in 2003 was used for the years 2001 to 2007.

Annual land cover data from MODIS is available in raster format with regular grids of 500 meters. Each pixel of the raster has a value from 1 to 17 indicating a specific type of cover (missing values are labeled as 255). Hence, there are seventeen variables which characterize the land coverage of the counties. In this study, the area within a county covered by each land cover type was calculated for each year and then normalized by area of the county.

Availability of meteorological data on hourly basis, which is significantly finer than the target temporal unit of this study (i.e., year), provides a great opportunity to aggregate and extract information at different levels. For each of the downloaded parameters from ERA5, hourly rasters were compiled over each quarter of the year, and different statistics measures (mean, standard deviation, minimum, 1st, 5th, 10th, 25th, median, 75th, 90th, 95th, 99th-percentiles, and maximum) were evaluated at pixel-level, resulting in a raster for each statistics measure. Given the accumulative nature of the precipitation, an additional

Fig. 4 Processed information on wildfires. Top left: Total acres burned in each county over the duration of the study. Top right: Total annual acres burned across California. Bottom left: Distribution of acres burned. Bottom right: Transformed distribution of acres burned. This distribution is used in training algorithms.
raster of total precipitation over each quarter was also calculated. Finally, across each county, weighted spatial average of the pixel values overlapping with county was calculated. It should be noted that meteorological features are not aggregated annually. This process was conducted to capture the effect of seasonality and preconditioning (Urbie et al. 2015; Trigo et al. 2016; Littell et al. 2009; Gedalof et al. 2005; Crimmins and Comrie 2005). Moreover, (Masoudvaziri et al. 2020) also provides evidence that aggregating this data to a finer temporal resolution (e.g., monthly) does not provide any significant advantage. Details of these calculations are presented in Fig. 3.

Over the time span of this study (15 years), topography of the region can be considered to be unchanged naturally. Since, we have varying annual values of acres burned, a constant feature would not be useful in training the algorithms. Thus, in this study, we combined topography with wind for two reasons. First, the combined effect of wind and topography on wildfire spread has been established in wildland fires literature (Weise and Biging 1994, 1996; Viegas 2004; Silvani et al. 2012). Studies indicate that upslope and wind facilitate the fire spread. Moreover, leveraging this technique, we could incorporate the effect of topography on the fire spread in a dynamic way. From the elevation raster, slope and aspects were calculated for each pixel (Burrough et al. 2015). We introduced the variable “wind-topo” in the study, which was calculated using Eq. (3) on the coinciding pixels of the four rasters (slope, aspect, eastward and northward 10m wind rasters).

\[
wind – topo = s \left( u \cos \left( \frac{\pi(90 + a)}{180} \right) - v \sin \left( \frac{\pi(90 - a)}{180} \right) \right) 
\]

In this Eq. 3, \( s \) and \( a \) represent pixel values of slope and aspect rasters, \( u \) and \( v \) represent eastward and northward wind, in [m/s], respectively. Equation 3 is the negative of dot product of two vectors (horizontal wind and topography gradient). Topography vector is represented by aspect (determining direction) and slope (determining magnitude). It should be noted that aspect is measured clockwise starting from North, and is in the unit of degrees. Furthermore, resolution of wind raster was coarser than elevation raster by a factor of 25. Hence, wind rasters were linearly interpolated to render four rasters with the same resolution.

In addition to surface temperature and volume of water in the first soil layer, which can be a good indicator of vegetation conditions, the feature vapor pressure deficit (VPD) was also calculated at 2m above ground level, using air and dew point temperature at the height of 2m. Detailed procedure can be found in Prenger and Ling (2001).

### 3.1.4 Creating predictor subsets

In this study, our focus was to use a wide range of predictors that could explain the variations in the acres burned and let the model choose the key predictors best explaining the response variable—thus, not imposing any biases by considering only a handful of specific features. To satisfy this objective, we extracted as many statistics measures as we could during data pre-processing step. As a result, a large number of features were generated, some being highly correlated with others. Although presence of highly-correlated variables in a statistical learning algorithm does not affect the predictive performance of the models, it might affect the statistical inferencing process as presence of a highly correlated variable often masks the effect of another key variable. This has been established in previous studies as well (Mukherjee and Nateghi 2017, 2019; Mukherjee et al. 2019; Nateghi and Mukherjee 2017; Alipour et al. 2019; Obringer et al. 2020). Thus, keeping all the highly correlated variables in the model might affect one of our main objectives that is to identify the key factors and understand their associations with the wildfire spread for the specific spatiotemporal resolution of interest. Therefore, it is necessary to select features subsets comprising of variables that were not significantly correlated with each other. To conduct this dimensionality reduction, three methods were incorporated in this study as follows:

- **Principal component analysis (PCA):** This method was applied on clusters of predictors corresponding to a set of features (e.g., population, housing, drought, land cover, each meteorological feature). To bring more depth to the analysis, since the number of meteorological predictors was comparatively larger than other predictors and as expected they were strongly correlated, these variables were further categorized in three different ways: (a) including all the meteorological features at quarterly-level, i.e., all the meteorological features and their associated statistics recorded during a particular quarter of a year; (b) including all the variables associated with a meteorological feature during a year, i.e., all the statistics associated with a meteorological feature recorded during a particular year; (c) including only a particular meteorological feature and its associated statistics measured during a particular quarter of a year (unlike (a) where all the meteorological variables are used at a time). PCA was applied on each predictor clusters (a, b, and c) with different thresholds on the percentage of variation explained by principal components (10%, 20%, 40%, 70%) and different thresholds on the total rotation—proportion of the principal components explained by
variables—(10\%, 20\%, 40\%, 70\%). Thresholds affect the number of variables selected for each subset.

- **Descriptive statistics analysis:** We estimated different statistics measures of meteorological features, obtained during data pre-processing, and four groups of statistics were created to be used during each iteration of the analysis: (a) mean and standard deviation; (b) different percentiles (minimum, 25th, median, 75th, maximum); (c) combination of the previous two; (d) extremes (5th- and 95th-percentiles). These groups added with non-meteorological variables yielded four variable subsets which were analyzed separately (in four different iterations) in our study.

- **Correlation screening:** Correlation screening has been established as an efficient process of variable subset selection as well (Mukherjee and Nateghi 2017). This process is performed to select representatives of highly correlated variables. The selected features were uncorrelated with each other, but had a meaningful correlation with the response variable.

### Algorithm 1: Variable Selection

**Input:** The high dimensional data set $D$ with multiple categories $(C = \{C_1, C_2, ..., C_k\})$ of variables with several quarters $(Q_c = \{Q_{c1}, Q_{c2}, ..., Q_{cq}\})$ for each category of the variable and several variables $(V_{cq} = \{V_{cq1}, V_{cq2}, ..., V_{cqm}\})$ in each quarter of a particular category $q \in Q; \ c \in C$.

**Output:** Data set with reduced dimension

```
begin
1  Set threshold $t$ of variance explained
2  Final_Variables = {φ}
3  All_Variables = {φ}
4  for $c$ in $C$ do
5     All_Variables ← All_Variables ∪ $c$
6  for $q$ in $Q$ do
7     All_Variables ← All_Variables ∪ $q$
8  for $v$ in $V$ do
9     All_Variables ← All_Variables ∪ $v$
10    PC ← PCA(All_Variables);
11    PC_top ← Top principal components with total variance ≥ $t$
12    for $p$ in $PC_{top}$ do
13       $I' ←$ the top variables of $p$ based on threshold of PCA rotation;
14       Final_Variables ← Final_Variables ∪ $I'$
```

### 3.2 Statistical learning for risk analysis

In this section, we present a brief background on the statistical supervised learning and the various modeling techniques that we adopted in our research.

#### 3.2.1 Overview of statistical supervised learning

The supervised statistical learning algorithms establish a relation between a given response variable (say $Y$) and $p$ different predictor or independent variables (Hastie et al. 2009; James et al. 2013), $X = X_1, X_2, ..., X_p$ which can be represented as,

$$Y = f(X) + \epsilon$$  \hspace{1cm} (4)

Here $f$ is some unknown function, and $\epsilon$ is the irreducible error term that arises from unobserved heterogeneity and thus can’t be measured. $\epsilon$ is independent of $X$ and assumed to be normally distributed $N(\mu, \sigma^2)$ where, $\mu = \text{mean and } \sigma^2 = \text{variance}$. To predict the response values $Y$ corresponding to the unknown $X$ values, and to generate inference from the data set, the statistical learning algorithm tries to estimate the unknown function $f$ (Hastie et al. 2009; James et al. 2013). A model is trained on a subset of data, known as training data. Then the model performance is evaluated on another subset of data, known as test data.

The statistical learning models can be broadly classified into three classes, namely: (i) parametric models, (ii) semiparametric models, and (iii) non-parametric models (Hastie et al. 2009; James et al. 2013). For parametric models, the
unknown function $f$ is estimated using a set of parameters characterizing the function by assuming a pre-defined structural form of the function. On the other hand, the non-parametric methods make no assumptions about the functional form and try to fit the closest function that matches $f$. A semi-parametric model is a hybrid of parametric and non-parametric models.

In this research, several non-parametric, tree-based algorithms viz. Random Forest (RF) (Breiman 2001), Gradient Boosting Method (GBM) (Friedman 2001), Extreme Gradient Boosting (XGBoost), and Bayesian Additive Regression Trees (BART) (Chipman et al. 2010; Kapelner and Bleich 2016), are investigated. In our preliminary work (Masoudvaziri et al. 2020), it is demonstrated that for such a problem, tree-based algorithms outperform linear models.

### 3.3 Model selection and statistical inference

In this study, we employ a hierarchical process of selecting the best model as described below. For our case study, 275 models are developed and assessed.

#### 3.3.1 Model selection criteria

The generalization performance of a predictive model is measured by how accurately the model is able to predict the response values for some unseen data (low bias) while having minimum overfitting of the learning algorithm in the training data (low variance). The bias of a predictive model is the deviation of the predicted functional form $\hat{f}$ from the actual function $f$. A model is termed to have high variance if a small change in the training data can result in a significant change in the predicted function (Hastie et al. 2009; James et al. 2013).

One of the major criteria for selecting the best model are the in-sample and out-of-sample root mean squared errors, herein named as $\text{RMSE}_{\text{in}}$ and $\text{RMSE}_{\text{out}}$ respectively. Since evaluating the wildfire spread risk at county-level spatial scale is prioritized over its prediction in this study, we selected the best model based on the goodness of fit of the models, i.e., lower $\text{RMSE}_{\text{in}}$. However, we also evaluated the $\text{RMSE}_{\text{out}}$ to ensure that the models do not overfit the data. Mathematically, the in-sample mean squared error is given by (Alipour et al. 2019):

$$MSE_{\text{in sample}} = \frac{1}{k} \left[ \sum_{j=1}^{k} \frac{1}{m} \left( \sum_{i=1}^{m} (y_{ij} - \hat{y}_{ij})^2 \right) \right]$$

$k=\text{number of times cross validation performed}; \ m=\text{number of observations in the training data during each cross validation } y_{ij}=\text{ith actual observation that was randomly selected for training during the } j^{th} \text{ cross-validation, } \hat{y}_{ij}=\text{predicted } i^{th} \text{ observation for the training set data during the } j^{th} \text{ cross validation}. On the other hand, the out-of-sample $MSE$ can be defined as follows (Alipour et al. 2019):

$$MSE_{\text{out of sample}} = \frac{1}{k} \left[ \sum_{j=1}^{k} \frac{1}{m} \left( \sum_{i=1}^{m} (y_{ij} - \hat{y}_{ij})^2 \right) \right]$$

$k=\text{number of times cross validation performed}; \ m=\text{number of observations in the holdout data during each cross validation } y_{ij}=\text{ith actual observation that was randomly holdout during the } j^{th} \text{ cross-validation, } \hat{y}_{ij}=\text{predicted } i^{th} \text{ observation during the } j^{th} \text{ cross validation using the model}$

---

**Table 2** Summary of variables processed for this study

| Data                                    | Period | Number of variables |
|-----------------------------------------|--------|---------------------|
| Acres burned (FPA-FOD)                  | Year   | 1                   |
| Population density                      | Year   | 1                   |
| Housing types density                   | Year   | 5                   |
| Rural-Urban Continuum Codes (RUCC)      | Year   | 1                   |
| Drought                                 | Year   | 7                   |
| Land cover percentage                   | Year   | 17 (-1)             |

Meteorological variables:
- Rate of precipitation at the surface
- Boundary layer height
- Maximum wind gust at the height of 10 meters above surface
- Surface temperature
- Volume of water in first soil layer (0 – 7 cm)
- Wind-topo
- Vapor pressure deficit at 2m above surface

Minus signs indicate number of items removed due to zero values.
developed using the training set data during the $j$th cross validation.

Once the models are implemented and the candidate models with best generalization performance are selected, their performances are further evaluated. Three additional criteria are used: (a) a detailed comparison of errors; (b) variable importance plots (VIP) and partial dependence plots (PDP); and, (c) performance on the validation set (dataset not used for training or testing of the algorithms). Details of each of these criteria are described as follows:

- First, the model errors are compared. Observational data points are divided into three groups: small fire incidents falling in the first quartile ($size \leq 25th$ percentile), large fire incidents falling in the third quartile ($size \geq 75th$ percentile), and medium fire incidents ($size \geq 25th$ percentile through $size \leq 75th$ percentile), based on the fire size (acres burned). In each division, estimations by models are evaluated in four ways: (1) total error; (2) percentage of the total errors; (3) number of cases that are underestimated and overestimated; (4) percentage of errors due to underestimation and overestimation. The ideal result should provide a closer match between every observation and the corresponding estimated acres burnt by the model. Note, in the context of risk assessment, when errors are close to each other, overestimation is preferred to underestimation.

- Second, the characteristic of the models to distinctly differentiate the predictors in terms of their importance is considered.

- Third, since data points in validation set have not been incorporated in any stage of the training and testing of the algorithms, it can be used to evaluate the candidate model’s performances. By implementing the models on the validation set, the corresponding predicted values are compared to the actual observations from the validation set. This validation set data is also used for validation of the final model.

Further, if the model selection result obtained after applying these criteria are not unanimous, then the criterion are prioritized as follows: (1) detailed model error analysis; (2) distinct stratification in variable importance; and (3) performance on validation set. The rationale is that the validation set will be different as time passes, and new data points become available. Also, investigating the model errors and variable importance are directly aligned with the objectives of the framework. All the models are compared with the “mean-only” or the “null” model. The “mean-only” model uses mean of the response variable instead of a statistical model, which is a common benchmark used in statistics to identify the power of statistical models in explaining the variance of the response (Mukherjee and Nateghi 2019; Mukherjee et al. 2019; Ganguly and Mukherjee 2021).

After the final model is chosen, hyperparameter tuning is conducted and the performance of the final model is validated leveraging the validation set. Finally, important geophysical and anthropological factors are obtained from the variable importance plots, and their relationship with log of acres burned are investigated using the partial dependence plots.

In a nutshell, besides the generalization performance of the learning models, we considered model complexity and ability of the models to distinctly classify the risk factors as the other important criteria for model selection. We performed a step-by-step model filtering strategy described in Fig. 5 for identifying the best model. Essentially, the best model has the best generalization performance compared to the other models, as well as a lower complexity while distinctly classifying the risk factors in terms of their importance.

### 3.3.2 Algorithm description of extreme gradient boosting (the final model)

Extreme Gradient Boosting (XGBoost) was found to outperform all the other models based on the three different criteria described in the previous Sect. 3.3. In this section, a brief description of the gradient boosting method is provided (details of other models are provided in the “Appendix” in Sect. 7.2). The Gradient Boosting method is a non-parametric statistical learning algorithm that combines several weak learners to create a predictive model (Hastie et al. 2009; James et al. 2013). The algorithm develops on the empirical observation that takes lots of small steps towards the right direction and makes better prediction on an unseen data. In a regression setting, the model starts with a constant value (e.g. mean of the response variable) as a predicted value of the response. A shallow regression tree is then added based on the residual

![Fig. 5 A framework for selecting the best model](image-url)
of the previously predicted value and the tree’s contribution is scaled by a learning rate to reduce the variance. Following this step, new residuals are calculated, another shallow regression tree is fitted to predict these new residuals, and the contribution of this tree is scaled as previous. This process is repeated several times. The formal algorithm proposed by Friedman (2001) is described below. XGBoost is an extension of the normal gradient boosting algorithm to enhance the performance.

4 Results

Leveraging the methodology described in the previous section, we implemented the research framework for the state of California. The results are described in the following subsections.

4.1 Variable subset selection

Our analysis for the case study spans over fifteen years (2001 to 2015) and for the 58 counties in the state of California. For counties where no fire incident is observed in a year, that particular observation is removed. Four of such instances, indicating no fire incident, were observed in the dataset and thus, were not included in the study. Therefore, the study is conducted on a total of 866 observations \( \binom{15}{2} = 58 \). The data pre-processing step yields a dataset of 376 variables. Table 2 summarizes the number of variables that correspond to each of the collected features and the time span that they cover. It should be noted that one land cover and 19 precipitation variables were removed from the data set because all of their values were zero. The rationale behind removing these variables is that a constant feature vector with no variation would not be useful for learning algorithms.

4.2 Implementing candidate models

The library of ensemble tree-based algorithms were implemented using all the variable subsets and their performances were compared leveraging the three criteria proposed in our study (see Sect. 3.3). Figure 6 display the relative improvement in models’ performances compared to the null model for each data subset.

First, it is observed that RF and XGBoost outperform other algorithms at the in-sample RMSE criterion. The rationale for not selecting XGBoost as the best algorithm at this step based on its superior in-sample RMSE is that, it performs poorer in terms of out-of-sample RMSE (compared to the RF which has the second best in-sample RMSE results), implying a possible overfitting.

Second, it is observed that PCA does not cause significant changes to the models’ performances, advocating that not all the variables assembled can provide significant information for training the models, which aligns with one of our objectives that is to let the algorithms decide the useful input features. Moreover, between the three categories of input features for PCA, category c yields lower errors (which is expected since this category includes more variables). In addition, the gradual increasing trend in the performance with higher thresholds of PCA (i.e., when number of variables are increased) is noteworthy and it is also well-expected.
Third, among all the subsets, it is observed that subsets based on different statistics yielded better results compared to the PCA subsets. We observe that the subset correlation 1 yields a top performing model, while being remarkably simpler (fifty-eight variables). It is noteworthy that the simplest subset correlation 2, which is the outcome of a more restricted correlation screening (with only fifteen variables), causes a significant loss in performance. Thus, following Occam’s Razor rule, “the simpler one is the better one”, we select the simplest subset that yielded comparable results with the top performing complex models. Overall, the two models, XGBoost and RF, yielding comparable results on the variable subset correlation 1 are selected as candidates.

4.3 Final model

Following the criteria described in Sect. 3.3, model errors are calculated and compared. The analysis is provided in Table 3. It is observed that XGBoost produces less error, a larger portion of which originates from overestimation. Moreover, when both models are applied on the validation set, their estimations are found to be close to each other, but XGBoost follows the real values more closely than the RF (see Fig. 7). A significant difference between candidate models are observed when comparing variable importance plots, where XGBoost clearly differentiates the variables in terms of their importance, which substantially varies. In contrast, many features in RF have similar importance.
measures, indicating that the model has high variance and
adding new observations to the model might change the
rankings significantly, which is not aligned with our
objective of data-driven discovery of the influential
variables. The RF’s variable importance plot also explains
the unique behavior and insensitivity of the algorithm
towards the different variable subsets (Fig. 6), which can
be attributed to its inability to effectively isolate the key

Table 3 Performance of the
candidate models based on
estimated values

|                | Small fires | Medium fires | Large fires |
|----------------|-------------|--------------|-------------|
|                | RF          | XGBoost      | RF          | XGBoost      | RF          | XGBoost      |
| Squared errors (SE) | 155.87      | 56.6         | 69.5        | 61.29        | 173.48      | 127.64       |
| Percent of total SE | 39          | 23           | 17          | 25           | 43          | 52           |
| Number of underestimated cases | 25          | 21           | 175         | 164          | 180         | 177          |
| Number of overestimated cases | 177         | 181          | 229         | 240          | 22          | 25           |
| Percent of SE underestimated | 2           | 1.2          | 41.8        | 37.8         | 99.2        | 98.9         |
| Percent of SE overestimated | 98          | 98.8         | 58.2        | 62.2         | 0.8         | 1.1          |

Fig. 7 In-depth comparison of the performance of XGBoost and RF
on the data set “correlation 1”: a Performance of the models on
validation set; b Comparing the estimations made on training data by
XGBoost and RF (i.e., years 2001 to 2014); c Variable Importance
Plot of XGBoost; d Variable Importance Plot of RF
features. Since both models are applied on the same data-set, this specifically becomes a useful criterion. Based on these observations, we selected XGBoost model developed using the variable subset Correlation 1 as the final one for our case study.

Grid search is leveraged for conducting hyperparameter tuning of the final XGBoost model. A combination of parameters — $\eta = (0.01, 0.05, 0.1, 0.3, 0.5)$, number of trees (500, 1000, 2000, 4000), maximum depth of trees (4, 6, 8, 10), and $\gamma = (0.001, 0.005, 0.01, 0.05)$ are investigated. The results are demonstrated in Fig. 8. Considering the errors as well as simplicity of the models, the combination of $\eta = 0.01$, number of trees = 2000, maximum depth = 6, and $\gamma = 0.001$ is selected as the final parameters of the XGBoost model and then used for statistical inference. It should be noted that effect of $\gamma$ was insignificant. The final model is validated leveraging the validation data set and compared to the observed values in Fig. 8.

4.4 Statistical inferencing

Figure 9 depicts the variable importance of the top ten most important features obtained from our final model. The variable importance of all the variables included in our analysis is provided in Fig. 18 (see “Appendix”). We observe that various geophysical features and an anthropogenic factor are included in this set of variables. This is an indicator of the diverse factors contributing to the acres burned.

![XGB Hyperparameter Tuning](image)

**Fig. 8** Final model: XGBoost implemented on the data set “correlation 1”. Top: Tuning of XGBoost hyperparameters. Bottom: Performance of the final model compared to the validation set (year 2015) and average of the training set (years 2001 to 2014).
4.4.1 Key geophysical factors

The effect of the key geophysical factors are described below.

1. **Surface/skin temperature** The most influencing variables associated with the wildfire-induced acres burned (i.e., the wildfire spread) are the standard deviation in surface temperature for months April to September (i.e., quarters 2 and 3) as shown in Fig. 10. We observe that larger variations are associated with widespread wildfires (i.e., larger acres burned). Our results, thus emphasize that the variations in surface temperatures are the more important than their absolute values. This is because it is an important indicator of the “preconditioning” that is discussed in the literature (Urbieta et al. 2015; Trigo et al. 2016; Littell et al. 2009; Gedalof et al. 2005; Crimmins and Comrie 2005).

2. **Wind gust** Wind gust is another important feature known to affect acres burned during a wildfire event, mostly attributed to its direct effect on the rate of wildfire spread (Fovell and Gallagher 2018; Mitchell 2013). Its importance is apparent since three variables representing wind gust is among the top 10 variables (see Fig. 9). It can be observed from Fig. 11 that stronger gust is associated with larger acres burned in general. One interesting observation is that wind gust is an important feature almost throughout the entire year as we have variables representing wind gust from three different quarters and all ranked among the top 10 important variables.

3. **Land cover** Our results show that counties with higher coverage of barren lands usually experience larger acres burned. Although it may seem counter-intuitive at first as barren lands generally contain less fuels, it should be noted that barren land also coincides with climatic conditions with high temperature and dry air, which facilitates the spread of fire.

The Woody Savannas land cover (see Fig. 12) is also found to be an important feature. However, a careful observation reveals that only for certain counties this land cover type has an association with the acres burned.

4. **Vapor pressure deficit** Similar to the skin temperature, a higher variation in the vapor pressure deficit during the second quarter, and not necessarily the absolute value, is associated with a larger wildfire spread (see Fig. 13).

5. **Boundary layer height** As observed from Fig. 14, there is a clear inverse relationship between acres burned and the height of atmospheric boundary layer (in m). Many parameters and features affect the boundary layer height, making it difficult to conclude about its causal
relationships with the acres burned. The large burnt area at low boundary layer height is likely due to the associated dominance of large scale high pressure system that is fire-prone.

4.4.2 Key anthropological factors

Overall, as expected, anthropological factors are found to be relatively less important to the extent of wildfire spread when compared to the geophysical factors. Only population density is in the top-10 list of the key risk factors. The association of population density with the acres burned is given below.

1. Population density As depicted in Fig. 15, increase in population density is positively associated with the wildfire-induced acres burned. This can be attributed to the fact that large proportion of wildfire occurrences are started by humans (Balch et al. 2017), and anthropogenic factors such as land-use modifications (causing change in fuel structure and load) and suppressive activities directly affect the acres burned (Syphard et al. 2007; Bowman et al. 2011; Fusco et al. 2016).

5 Limitations and future work

The proposed framework presented in this study focuses on augmenting new variables, especially for geophysical features. The rationale behind this is not to just rely on common statistics (like mean, median, maximum, etc.) of the variables, but also to consider their entire distribution and then identify the important features using statistical learning algorithms. One of the challenges in this method is the two types of correlation amongst the variables: (1) the correlation among variables that are drawn from the same distribution (e.g. different percentiles); and (2) the inherent correlation between meteorological features. Although this does not present any challenge for predicting the wildfire spread, it needs to be addressed if statistical inferencing is one of the major objectives. However, as explained in Sect. 3.2, various variable reduction techniques can be considered to overcome this issue.

High level of spatiotemporal randomness inherited to the wildfire spread phenomenon (see Fig. 4) imposes challenge to understanding the causal effect of the key features on the wildfire-induced acres burned. Although predicting the acres burned is not the prime objective of this study, models with less error and higher accuracy would be ideal, as then inference of features can be done with higher confidence. Consider our case study’s validation set (i.e., year 2015) as an example. It is not the utmost
year during the interval of the study overall (ranked 4th based on the total acres burned). As observed in Fig. 8, although the model captures the average of the acres burned in each county over the years 2001 to 2014 (by a dashed blue line), we see some serious differences between model’s estimations and the real values for validation set (by red solid line). A closer look into the top nine counties with the largest burnt areas (presented in Fig. 16) reveals that for most of these cases, acres burned in 2015 is unprecedented in the corresponding county. If data for recent years become available, extreme incidents in 2017, 2018, and 2020 are expected to change the distribution of burned areas significantly, hence change the behavior of models.

The criteria and procedure used in the framework filter the candidate models adequately. However, it should be noted that these criteria help comparing the models, and quantitative thresholds and measures for selecting the final model are not introduced. The reason is that by changing the spatiotemporal scales, algorithms, and input features, different results might be obtained and further insights gained. Future studies can examine these effects. Also, VIP and PDP used in inference are based on variation of single variables while keeping the rest unchanged. Although this is a conventional way to investigate the sensitivity of models, we know that there exists a complicated dynamic and inter-connection between most of the variables.

Additionally, given the ultimate objective of the work that is to provide the decision and policy makers with beneficial information, the annual time scale and the county boundaries are selected as they conform well with administrative work-frames. However, a large fire
Fig. 12  PDPs of important land cover variables

Fig. 13  PDP of important vapor pressure deficit variable

Fig. 14  PDP of important boundary layer height variable
sometimes burns across several counties. Given the flexibility of the pre-processing stage, future research may leverage the perimeters of such regions affected by the fire, instead of specific county borders.

Moreover, considering more features to represent long-term effects in the future and patterns in the past may also improve our understanding of the problem. Since a complex dynamic phenomenon is associated with a wildfire spread, assessing synoptic climate activities, time-series analysis, and spatial dependencies can be conducted in future. Finally, data on response strategies can be included in the future to understand whether the emergency response time and the amount of resources allocated can significantly affect the wildfire spread risk.
6 Conclusion

A data-driven spatiotemporal wildfire risk assessment approach is introduced in this study to help policy makers capturing county-level wildfire spread behavior, and identifying the associated key contributing factors. The proposed framework is composed of three steps: (i) data collection and pre-processing; (ii) predictor subset selection; (iii) final model selection and statistical inference.

To showcase the applicability of the framework, a case study is conducted at county-level for the state of California, spanning a 15-year period (2001 to 2015). In this study, wildfire-induced acres burnt per year are aggregated at county-level and different geophysical and anthropogenic features associated with the extent of wildfire spread have been investigated. The Extreme Gradient Boosting (XGBoost) algorithm is found to outperform the other models in terms of generalization performance and simplicity (i.e., having a fewer number of features). The top ten factors associated with the wildfire-induced acres burned include standard deviations of surface temperature and vapor pressure deficit, wind gust, grassy and barren land covers, night-time boundary layer height and population density in counties.

One of the important characteristics of this framework is the proposed data pre-processing approach can be conducted over a range of spatiotemporal scales. The framework’s flexibility facilitates incorporation of different additional data sources and its adaptation at various spatial and temporal scales. The combination of input data in raster format and vector format of perimeters (e.g., boundary of the counties in the case study) create the opportunity to investigate different features from various sources as needed for the specific research study and/or pertaining to the interest of the stakeholder/decision-maker. For example, a fine-scale application of this framework may use the perimeters of the wildfires directly as the boundaries of interest. This framework will help the decision-makers to adequately plan for wildfire risk mitigation and resource allocation strategies.

Appendix

Spatial aggregation of predictor variables

As discussed in Section 3.1.3, the weighted average of the predictor variables depicting a spatial unit’s (i.e., a county) characteristics are estimated using spatial aggregation. The spatial aggregation is conducted using a weighted averaging method as depicted in Fig. 17.

Background on statistical learning methods

In this section, the methodological backgrounds of the other algorithms used in the study besides Extreme Gradient Boosting (XGBoost), i.e., Random forest (RF) and Bayesian Additive Regression Trees (BART) are discussed.

Random Forest (RF)

Random Forest is a non-parametric ensemble tree based method. The method ensembles $B$ bootstrapped regression trees ($T_b$) where $B$ is selected based on cross-validation. The final estimate is made by averaging the predictions across all trees as shown in the equation below.

$$f_B(X) = \frac{1}{B} \sum_{b=1}^{B} T_b(X)$$

The random forest are low bias techniques, i.e they can capture the pattern of the data very well. However, these models have high variance and sensitive to outliers.

Bayesian additive regression trees (BART)

Bayesian Additive Regression Tree is a sum-of-trees model where the outputs from $m$ ‘small’ decision trees are aggregated with an underlying Bayesian probability model to generate the response function Chipman et al. (2010); Kapelner and Bleich (2016). Mathematically, BART can be expressed as,

$$\text{value for spatial unit} = \frac{1 \times A + 1 \times B + 0.25 \times C + 0.5 \times D}{1 + 1 + 0.25 + 0.5}$$
There are $m$ distinct regression trees $T_j$ with their terminal node parameters $M_j$. The function $g(X; T_j, M_j)$ assigns the leaf node parameters $M$ of tree $T$ to the independent variables $X$ for all $m$ trees. The main difference of BART compared to other tree ensemble methods is that, BART develops on an underlying Bayesian probability model and consists of a prior, likelihood and posterior probability space. The prior terms are responsible for the tree structure, model complexity, regularization and incorporating expert knowledge in the model. Generally, the Metropolis-Hastings algorithm is used to generate draws from the posterior probability space.

$$
Y = \left[ \sum_{j=1}^{m} g(X; T_j, M_j) \right] + \epsilon \quad \epsilon \sim N(0, \sigma^2) \quad (7)
$$

There are $m$ distinct regression trees $T_j$ with their terminal node parameters $M_j$. The function $g(X; T_j, M_j)$ assigns the leaf node parameters $M$ of tree $T$ to the independent variables $X$ for all $m$ trees. The main difference of BART compared to other tree ensemble methods is that, BART develops on an underlying Bayesian probability model and consists of a prior, likelihood and posterior probability space. The prior terms are responsible for the tree structure, model complexity, regularization and incorporating expert knowledge in the model. Generally, the Metropolis-Hastings algorithm is used to generate draws from the posterior probability space.

Table 4: Naming of Subsets and Number of Variables in Subsets based on PCA (including the response variable)

| Meteorological variable categories | Variance explained (%) | Rotation |
|-----------------------------------|------------------------|----------|
| Both                              |                        |          |
|                                    | 10%                    | PCA_01, 56 PCA_04, 85 PCA_07, 146 PCA_10, 253 |
|                                    | 20%                    | PCA_13, 56 PCA_16, 85 PCA_19, 146 PCA_22, 253 |
|                                    | 40%                    | PCA_25, 57 PCA_28, 86 PCA_31, 147 PCA_34, 254 |
|                                    | 70%                    | PCA_37, 58 PCA_40, 88 PCA_43, 150 PCA_46, 260 |
| Parameter                         |                        |          |
|                                    | 10%                    | PCA_02, 38 PCA_05, 68 PCA_07, 146 PCA_10, 253 |
|                                    | 20%                    | PCA_14, 38 PCA_17, 68 PCA_20, 131 PCA_23, 234 |
|                                    | 40%                    | PCA_26, 39 PCA_29, 69 PCA_32, 132 PCA_35, 235 |
|                                    | 70%                    | PCA_38, 39 PCA_41, 73 PCA_44, 143 PCA_47, 250 |
| Parameter                         |                        |          |
|                                    | 10%                    | PCA_02, 38 PCA_05, 68 PCA_07, 146 PCA_10, 253 |
|                                    | 20%                    | PCA_14, 38 PCA_17, 68 PCA_20, 131 PCA_23, 234 |
|                                    | 40%                    | PCA_26, 39 PCA_29, 69 PCA_32, 132 PCA_35, 235 |
|                                    | 70%                    | PCA_38, 39 PCA_41, 73 PCA_44, 143 PCA_47, 250 |
| Quarter                           |                        |          |
|                                    | 10%                    | PCA_03, 28 PCA_06, 54 PCA_09, 108 PCA_12, 204 |
|                                    | 20%                    | PCA_15, 28 PCA_18, 54 PCA_21, 108 PCA_24, 204 |
|                                    | 40%                    | PCA_27, 33 PCA_30, 59 PCA_33, 118 PCA_36, 219 |
|                                    | 70%                    | PCA_39, 37 PCA_42, 68 PCA_45, 136 PCA_48, 244 |

Table 5: Naming of Subsets and Number of Variables in Subsets based on PCA (including the response variable)

| Name               | Variables included                                                                 | Number of Variables |
|--------------------|-------------------------------------------------------------------------------------|---------------------|
| Mean + sd          | Variables representing mean and standard deviation of meteorological features in every quarter + all variables representing population and housing, drought, land cover + response variable | 87                  |
| Percentiles        | Variables representing minimum, maximum, median, first and third quartiles of meteorological features in every quarter + all variables representing population and housing, drought, land cover + response variable | 164                 |
| Extremes           | Variables representing median, 5th and 95th percentiles of meteorological features in every quarter + all variables representing population and housing, drought, land cover + response variable | 111                 |
| Mean + sd + percentiles | Union of “mean+sd” and “percentiles” variables                                           | 220                 |

Number of variables

Here, number of variables available in each variable subset is provided. Also, list of the variables in the final model is delivered (Tables 4 and 5).

List of variables comprised in the final subset (Correlation 1)

[1] Response variable, [2] Population density, [3] D0, [4] DSCI, [5] LC4, [6] LC8, [7] LC10, [8] LC16, [9] LC17, [10] Precipitation - Median - Q1, [11] Precipitation - 99th percentile - Q1, [12] Precipitation - Standard Deviation - Q2, [13] Precipitation - Standard Deviation - Q3, [14] Precipitation - 75th percentile - Q3, [15] Precipitation - Median - Q4, [16] Precipitation - Maximum - Q4, [17] Boundary layer height - 5th percentile - Q1, [18] Boundary
Fig. 18 Variable importance plot of the final model

layer height - Standard Deviation - Q1, [19] Boundary layer height - 5th percentile - Q2, [20] Boundary layer height - Mean - Q2, [21] Boundary layer height - 10th percentile - Q3, [22] Boundary layer height - Mean - Q3, [23] Boundary layer height - 25th percentile - Q4, [24] Boundary layer height - 90th percentile - Q4, [25] Skin
Temperature - 25th percentile - Q1, [26] Skin Temperature - Standard Deviation - Q1, [27] Skin Temperature - Minimum - Q2, [28] Skin Temperature - Standard Deviation - Q2, [29] Skin Temperature - Minimum - Q3, [30] Skin Temperature - Standard Deviation - Q3, [31] Skin Temperature - Median - Q4, [32] Skin Temperature - Standard Deviation - Q4, [33] Volume of water in first soil layer - Mean - Q1, [34] Volume of water in first soil layer - 75th percentile - Q2, [35] Volume of water in first soil layer, 99th percentile - Q3, [36] Volume of water in first soil layer - Maximum - Q4, [37] Maximum wind gust at the height of10 meters above surface - 1st percentile - Q1, [38] Maximum wind gust at the height of10 meters above surface - Minimum - Q2, [39] Maximum wind gust at the height of10 meters above surface - Median - Q2, [40] Maximum wind gust at the height of10 meters above surface - Minimum - Q3, [41] Maximum wind gust at the height of10 meters above surface - Median - Q3, [42] Maximum wind gust at the height of10 meters above surface - Minimum - Q4, [43] Maximum wind gust at the height of10 meters above surface - Maximum - Q4, [44] Vapor pressure deficit at 2m above surface - 25th percentile - Q1, [45] Vapor pressure deficit at 2m above surface - Minimum - Q2, [46] Vapor pressure deficit at 2m above surface - Standard deviation - Q2, [47] Vapor pressure deficit at 2m above surface - Minimum - Q3, [48] Vapor pressure deficit at 2m above surface - Standard deviation - Q3, [49] Vapor pressure deficit at 2m above surface - 25th percentile - Q4, [50] Vapor pressure deficit at 2m above surface - 95th percentile - Q4, [51] Wind-topo - 25th percentile - Q1, [52] Wind-topo - Mean - Q1, [53] Wind-topo - 25th percentile - Q2, [54] Wind-topo - Mean - Q2, [55] Wind-topo - 25th percentile - Q3, [56] Wind-topo - Mean - Q3, [57] Wind-topo - 25th percentile - Q4, [58] Wind-topo - Mean - Q4 (Fig. 18).
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