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Abstract—With the emergence of large-scale decentralized applications, a scalable and efficient Byzantine Fault Tolerant (BFT) protocol of hundreds of replicas is desirable. Although the throughput of existing leader-based BFT protocols has reached a high level of $10^6$ requests per second for a small scale of replicas, it drops significantly when the number of replicas increases, which leads to a lack of practicality. This paper focuses on the scalability of BFT protocols and identifies a major bottleneck to leader-based BFT protocols due to the excessive workload of the leader at large scales. A new metric of scaling factor is defined to capture whether a BFT protocol will get stuck when it scales out, which can be used to measure the performance of efficiency and scalability of BFT protocols. We propose “Leopard”, the first leader-based BFT protocol that scales to multiple hundreds of replicas, and more importantly, preserves a high efficiency. We remove the bottleneck by introducing a technique of achieving constant scaling factor, which takes full advantage of the idle resource and adaptively balances the workload of the leader among all replicas. We implement Leopard and evaluate its performance compared to HotStuff, the state-of-the-art BFT protocol. We run extensive experiments on the two systems with up to 600 replicas. The results show that Leopard achieves significant performance improvements both on throughput and scalability. In particular, the throughput of Leopard remains at a high level of $10^6$ when the system scales out to 600 replicas. It achieves a $5\times$ throughput over HotStuff when the scale is 300 (which is already the largest scale we can see the progress of the latter in our experiments), and the gap becomes wider as the number of replicas further increases.

I. INTRODUCTION

Byzantine fault tolerance (BFT) protocols aim to enable a set of replicas to reach consensus, and endure arbitrary failures (a.k.a. Byzantine faults) from a subset of these replicas. As a fundamental primitive in distributed computing, it has been studied for decades in many classical works, e.g., [41], [51], [50], [15]. In general, BFT protocols reach consensus through several rounds of voting among all replicas. Two basic security properties are safety that honest replicas’ outputs are consistent, and liveness that honest inputs will be output by every honest replica.

BFT protocols have received a lot attentions showing substantial progress in both security [24], [27], [35] and efficiency [15], [11], [46], [31]. In particular, the optimal resilience bound ($1/3$) of Byzantine fault while ensuring safety and liveness can be achieved simultaneously in the partially synchronous network model where a known bound of message transmission holds after some unknown global stabilization time (GST) [24]. Traditional BFT solutions that guarantee the two security properties while achieving the optimal resilience bound normally support for a small scale of replicas (e.g., a dozen replicas) with a moderate throughput (e.g., a few thousand operations per second) [15], [30], [2]. This is mostly due to the heavy communication cost in every voting round.

Since the emergence of decentralized applications on the Internet started from Bitcoin [47], even consortium blockchain may have a large number of peers (e.g., in a global supply-chain); moreover, BFT protocols are often adopted as an important component for the permissionless consensus (e.g., [25], [44], [37]) and proof-of-stake protocols (e.g., Algorand [28]), in which a large number of committee members (thousands) are chosen to run a BFT protocol. It follows that BFT protocols that can support a large number of replicas have become highly demanded. A practical BFT protocol should thus perform well on efficiency and scalability simultaneously, i.e., preserving a high throughput when the number of replicas increases.

Great efforts have been made to reduce the communication cost for improving scalability and efficiency. Current progress adopts the ideas such as cutting down the number of voting rounds [45], [39], lowering the number of required votes for each confirmation [1], [52], et al. While some of them achieving a better efficiency at the cost of weakening the ability to resist Byzantine faults [45], [1], [52], [39], there are major improvements recently that combine several optimization techniques both in protocol’s design and implementation, have realized a linear communication complexity without sacrificing the resilience ability [29], [58]. Evaluations show that they achieve a high throughput of confirming $10^6$ requests per second [59].

Unfortunately, the latest evaluation results (Fig.1) of the state-of-the-art BFT proposals, HotStuff [58] and BFT-SMaRt [8], with at most 128 replicas show that the high throughput is only achieved on a small scale of replicas; when the number of replicas increases, the throughput drops sharply! It follows that those BFT protocols still face a scalability-efficiency dilemma.

BFT protocols are protocols that run on a distributed set of nodes. An intuitive idea to conquer the dilemma is to use
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1 Algorand [28] provides a “scalable” BFT solution that supports thousands of nodes. However, the throughput is only about 1000, while we would like to have both scalability and high efficiency.
two common methods in distributed systems for improving scalability and efficiency, namely scaling out (or horizontal scaling) and scaling up (or vertical scaling). One popular approach to design a “scale-out” system is by sharding [44], [37], [61]. By partitioning the replicas into multiple subsets (or shards) that each processes a disjoint set of pending requests in parallel, the processing capacity scales horizontally with the number of replicas. To endure Byzantine faults, replicas in each shard run a BFT protocol to confirm pending requests. However, to guarantee a secure confirmation in each shard, it is necessary for the BFT protocol to support a large scale (thousands) of replicas [23]. Therefore, a BFT protocol supporting large-scale replicas, while preserving high efficiency is still out of reach. Scaling up is to improve the efficiency of the protocol by adding more resources to each replica. Since resources are usually costly [5], [4], using scaling up to improve the protocol makes sense only if the efficiency’s improvement is significant. However, we find out (shown in §V) that the increased throughput in the state-of-the-art BFT protocols approaches 0 when the protocol’s scale is large.

These observations motivate us to consider the following main question of the paper:

Can we design a BFT protocol that is scalable (to at least several hundreds or more) and realizes a linear communication cost for most of the time, more importantly, preserves high efficiency and enables an effective scaling up?

A. Our Contributions

Most of the efficient BFT protocols (such as HotStuff) are leader-based constructions where a leader replica generates and disseminates consensus proposals (e.g., new blocks) each containing a bunch of requests to initiate the agreement. In this paper, we focus on scalable and efficient leader-based (partially synchronous) BFT protocols. Our contributions are three-fold:

Identifying the major bottleneck. The state-of-the-art BFT solutions have significantly reduced the communication cost of the protocol. They use techniques including vote aggregation (reduces the quadratic communication complexity caused by the all-to-all voting pattern to linear [58], [29]), a chained consensus ledger (simplifies the complicated Byzantine leader recovery mechanism [53], [16], [58]), the pipelined paradigm (reduces the average number of voting rounds to one for each confirmation [13]).

While those protocols mainly focus on reducing the cost of the protocol overall, one crucial but often neglected aspect in a leader-based BFT protocol is that the leader might be overloaded. To validate this in practice, we conducted an experimental evaluation of the leader’s workload\(^2\) with an increasing number of replicas. The result in Fig. 2 shows that the leader’s workload increases dramatically as the protocol’s scale getting larger.

Recall that the leader serves as disseminating every pending request in consensus proposals to all the other \(n - 1\) replicas, and each non-leader replica only needs to process the requests received from the leader. Let \(\Lambda\) be the throughput (the number of requests confirmed per second) that we want to achieve, and \(\text{payload}\) denote the number of bits per request. As such, the workload of the leader during the dissemination for confirming \(\Lambda\) requests can be estimated by \(\Lambda \times \text{payload} \times (n - 1)\), whereas a non-leader replica’s workload is \(\Lambda \times \text{payload}\). Let \(C\) be the processing capacity, i.e. the number of bits that can be processed per second at each replica, and we have

\[
\Lambda \times \text{payload} \times (n - 1) \leq C
\]

holds for the leader\(^3\). Since a replica’s processing capacity is bounded by \(C\), it comes that the achievable throughput will drop when \(n\) gets larger.

Therefore, to preserve the efficiency when the protocol’s scale increases, any replica’s workload should not become a bottleneck. To capture this, we define a performance metric called scaling factor to be the heaviest workload for confirming a bit of request among all honest replicas, i.e.

\[
SF = \max_{1 \leq i \leq n} \{W_i\}.
\]

where \(W_i\) denotes the workload of replica \(i\).

Let’s take HotStuff as an example to evaluate the scaling factor \((SF)\) of previous BFT solutions. Let \(W_{\text{leader}}\) (resp.

\(^2\)We use the leader’s bandwidth utilization to indicate its workload since it can be easily measured. We chose HotStuff [58] as a typical example of the state-of-the-art leader-based BFT protocol to do the evaluation.

\(^3\)A conventional optimization with engineering was running the consensus on the digest of requests to reduce the workload. However, this equals confirming requests with a lower payload size. The increase of leader’s workload with an increasing \(n\) still remains, and it cannot help to achieve a constant scaling factor (defined later).
A scalable and efficient BFT. We present “Leopard”, a scalable and efficient BFT protocol in the partially synchronous network model. Leopard addresses the main question of the paper while ensuring safety and liveness without relaxing the optimal resilience bound: It preserves the efficiency when the protocol’s scale increases, and it achieves the desirable scaling factor that is irrelevant to the scale of the protocol. Meanwhile, Leopard enables an effective scaling up with a constant $\frac{1}{2}$ improvement of throughput by doubling the configured resources. In addition, the communication complexity of Leopard is linear when the leader is honest, and the protocol features the hallmark of optimistic responsiveness [49]. The above characteristics make Leopard a desirable high-efficient leader-based BFT protocol. Let us briefly walk through the ideas.

Balancing the workload. The excessively unbalanced workload between the leader and each non-leader replica in most previous leader-based BFT protocols makes the leader be the “Achilles heel” of these protocols when the scale increases. In Leopard, it amortizes the leader’s workload by taking full advantage of the idle resource of other replicas and balances the workload among all replicas.

To achieve this while preserving the leader-based BFT paradigm, we decouple a BFT consensus proposal into two planes: Pending requests and indexes each to a package of pending requests. Every non-leader replica packs the pending requests in its buffer and disseminates the package to all the others, whereby the leader only has to include an index to each outstanding package in consensus proposals.

By spreading the total $O(n)$ overhead during the request dissemination to $O(n)$ replicas, it enables that each replica’s workload remains constant as the protocol’s scale getting larger. Every replica can receive all requests as before, which ensures that the subsequent confirmation on those requests will not be affected, and although it also introduces a vulnerability to Byzantine replicas, we discuss how to defend using the network-level technique from the existing literature [18]. Each index disseminated by an honest leader corresponds to a package of requests on which the leader has initiated an agreement among replicas. We instantiate the index by the use of the collision-resistant hash function to guarantee its uniqueness.

In this case, let $\alpha$ be the number of bits per package and $\beta$ be the size of an index, and the scaling factor of Leopard is

$$SF^{ours} = \max\{ SF^{ours - send}, SF^{ours - recv} \}$$

$$= \max\{ W_{ours - send}^{leader} + W_{ours - recv}^{non-leader}, W_{ours - send}^{non-leader} + W_{ours - recv}^{leader} \}$$

$$\approx \max\{ \beta \frac{\Lambda \times \text{payload} + \alpha}{\alpha} + \frac{\Lambda \times \text{payload}}{\alpha} \}$$

$$= \max\{ \beta \frac{(n - 1)}{\alpha} + 2 + \frac{\beta}{\alpha} \}.$$

Note that, $\alpha$ is a parameter of the protocol satisfying $\alpha \geq 1$. When the scale of the protocol increases, we can adaptively adjust $\alpha$ with a larger value in order to counteract the effect by increasing $n$. Hence, the scaling factor of Leopard can remain constant as $n$ increases, which achieves the ideal result of this metric.

Also, Leopard supports an effective scaling up with $\gamma$ constant to $\frac{1}{2}$ for all scales of the protocol. It achieves a significant improvement that is substantially higher than the $\frac{1}{n}$ value of previous BFT solutions which approaches 0 as $n$ getting larger.

Further improvements of the protocol’s design. Having the main advantage as stated above, we still need to make the remaining part of the protocol enable high efficiency and friendly to support a large scale of replicas.

In Leopard, an agreement is reached via two rounds of voting after it has been initiated by the leader. Each voting round collects sufficient $\left( \frac{\gamma}{3} n + 1 \right)$ votes to avoid safety-violation by the potential $1/3$ fraction of Byzantine faults. Agreements on different consensus proposals are executed in parallel to help to reduce the confirmation latency. Also, we leverage the known technique of threshold signature schemes [10], [54] to reduce the communication complexity during voting by one order of $n$. Each vote in Leopard is instantiated by a threshold signature share, while the proof for the completion of a voting round is an aggregated threshold signature that combines $\frac{\gamma}{3} n + 1$ threshold signature shares. When setting a collector to collect and distribute combined signatures, the communication complexity of the agreement step can drop to linear. Since there is no waiting for any extra delay for a normal agreement, it is optimistic responsiveness that in the optimistic

\footnote{Another common technique to balance the workload of a specific node on disseminating is reliable broadcast (RBC) with erasure codes. However, the quadratic communication complexity in existing schemes [14], [48], [22] is not friendly to support a large scale of replicas.}
case of an honest leader, the protocol proceeds as fast as the messages can be delivered in the network.

For most of the time, the protocol processes and confirms requests under an honest leader, which is known as the normal-case mode. We still need a mechanism (a.k.a. the view-change) to replace the Byzantine leader and guarantee the liveness. By the use of threshold signature schemes, we can obtain a quadratic view-change solution instead of the cubic communication complexity in the traditional BFT protocols such as PBFT [15]. We emphasize the impact of the design choices in Leopard compared with the current BFT protocols with a linear view-change such as HotStuff [58]. HotStuff’s agreement is limited in a sequential execution way via three voting rounds. Leopard allows a parallel-executed agreement with one less voting round, and hence it favors high efficiency in the normal-case mode, which mainly decides the efficiency of the protocol and happens most of the time.

Implementation and experimental evaluations. We design and implement a prototype BFT system based on Leopard. We evaluate its performance with up to 600 replicas. For a fair comparison, we deploy both Leopard and HotStuff back-to-back in the same environment of (c5.xlarge) Amazon EC2 instances. Since current HotStuff implementation by its authors [59] can hardly work when \( n > 300 \), we only compare the results of HotStuff with \( n \) up to 300.

Although the throughput of Leopard can be well preserved with an increasing package size \( \alpha \) when \( n \) grows, the latency will decrease when \( n \) is getting larger. This is due to that more requests should be collected before a package is generated and a larger package can cost a longer time for delivery. Therefore, we balance the throughput and latency when choosing the package size. Fig. 3 presents the main result of this paper. It shows that the throughput of Leopard remains almost flat and achieves around 10\(^{11}\) for the replica number varies up to 600 (left in Fig. 3). Compared to HotStuff, Leopard achieves 5\( \times \) throughput when \( n \) is 300, and the gap becomes wider with the growth of the scale. Meanwhile, we tested the effect of scaling up in both systems by adding the bandwidth from 20-200 Mbps at each replica, and the result (right in Fig. 3) shows that the throughputs of both systems grow proportionally. However, the growth rate of throughput in HotStuff approaches 0 as the scale getting larger, whereas Leopard remains at a high value of about 1/2 with all tested scales. More details of the above two evaluations are shown in §V-B1 and §V-B3, respectively.

We further carry out a variety of experiments including the leader’s bandwidth usage in both systems to compare their leaders’ workloads (§V-B2), breakdowns about latency and network bandwidth (§V-B1 and §V-B2). In particular, to see the performance when the protocol suffers from a Byzantine leader, we evaluate the time and communication costs for a view-change with a varying \( n \) (§V-B4). The result shows that it costs less than 6 seconds for the completion of a view-change (measured from a view-change has been triggered to a new view has been started) when \( n = 400 \). This confirms that the complete protocol of Leopard will not get stuck like some other schemes (see Fig. 1) when the protocol’s scale is large. It can work well when the scale of the system is at least hundreds.

B. Outline

We first present the preliminaries in §II. The protocol description is given in §III, followed by the analysis in §IV. §V gives the implementation and four types of experimental evaluations of Leopard. The further present a extensive comparison with some related work, which is shown in §VI. The paper is concluded in §VII.

II. Preliminaries

A. Threat & Network Model

We consider a system consisting of a fixed set of \( n = 3f + 1 \) replicas, indexed by \( i \in [n] \), where at most \( f \) replicas are Byzantine and others are honest. Each replica holds two signature key pairs \((pk_i, sk_i)\) and \((tpk_i, tspk_i)\). The identities of replicas and their public keys are known to all. We will often refer to Byzantine replicas as being coordinated and fully controlled by an adversary. The adversary also knows the secret keys and internal states of all Byzantine replicas.

Partially synchronous network. Network communication among replicas is point-to-point, authenticated, and reliable. We adopt the partially synchronous network model of Dwork et al. [24], where a known bound \( \Delta \) on message delivery holds after some unknown time point called the global stabilization time (GST). Time before GST is fully asynchronous with no bound on message delivery, i.e., the adversary can arbitrarily delay. Time after GST is synchronous. This model follows that of many BFT protocols, especially HotStuff [58] and PBFT [15].
B. Design goals.

We aim to design a leader-based BFT protocol that preserves high efficiency when the protocol’s scale increases. It should satisfy the following efficiency and security goals under the above-defined threat and network model.

The efficiency goals. The efficiency goal of our protocol is measured by the following metrics:

- **Constant scaling factor**: We require that the scaling factor of the protocol, i.e., the heaviest workload for confirming a bit of request among all replicas when they follow the protocol, is constant to $n$.

- **Optimistic responsiveness**: When the leader is honest and after GST, the confirmation latency of a request only depends on the actual network delay, rather than any known upper bound of the network delay.

The security goals. A secure BFT protocol satisfies the following two properties:

- **Safety**: The requests recorded in the same position of two output logs from honest replicas are identical.

- **Liveness**: A client request will eventually receive a response.

C. Cryptographic Notations.

We make standard cryptographic assumptions and we use the following cryptographic constructions. $H(m)$ is a collision-resistant cryptographic hash function, producing a hash value for the input message $m$. $S = (\text{Sig, Vrf})$ is a regular signature scheme. $\text{Sig}(sk_i, m)$ is the signature algorithm on inputting secret key $sk_i$ of replica $i$ and message $m$, it outputs the corresponding signature $\sigma_i$. $\text{Vrf}(pk_i, \sigma_i, m)$ is the verification algorithm on inputting public key $pk_i$ of replica $i$ and signature-message pair $(\sigma_i, m)$, it outputs 1 if $\sigma_i$ is a valid signature of $m$ under $sk_i$; otherwise, it outputs 0. $\mathcal{T}S = (\text{TSig, TVrf, TSR})$ is a threshold signature scheme. $\text{TSig}(tsk_i, m)$ is the threshold signature algorithm on inputting secret key $tsk_i$ of replica $i$ and message $m$, it outputs the corresponding signature share $\hat{\sigma}_i$. $\text{TVrf}(tpk_i, \hat{\sigma}_i, m)$ is the verification algorithm on inputting public key $tpk_i$ and signature-message pair $(\hat{\sigma}_i, m)$, it outputs 1 if $\hat{\sigma}_i$ is a valid threshold signature share of $m$ under $tsk_i$; otherwise, it outputs 0. $\text{TSR}(S)$ is the recovery algorithm on inputting a set $S$ of $2f + 1$ valid signature shares of message $m$, it outputs a combined signature $\hat{\sigma}$. The combined signature $\hat{\sigma}$ can be verified by $\text{TVrf}(tpk, \hat{\sigma}, m)$ as $tpk$ is the master public key of $\mathcal{T}S$ which is known to all.

III. PROTOCOL OF LEOPARD

A. Overview

The protocol proceeds in successive views starting from 1. Each view consists of multiple agreement instances and a view-change. An agreement instance is for confirming a consensus
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*In addition to constant scaling factor and optimistic responsiveness, we also want to have a protocol whose throughput’s improvement is proportionally and significantly large to the added resources. Since it is hard to define a value to capture the effectiveness of scaling up, we omit its formal definition as an efficiency goal here. Nevertheless, an analysis of the effectiveness when scaling up the protocol is shown in §IV.*
execution of request’s dissemination and confirmation which has not been reflected in Fig. 5.

To avoid the inconsistency of the output logs at different honest replicas which breaks safety, we assign each BFTblock a unique serial number and let replicas perform a uniqueness verification on each BFTblock before casting a vote. Since the network is partially synchronous, the order of messages received at a replica may not be consistent with the order they sent. To ensure high efficiency in spite of the disordered message delivery, a BFTblock in Leopard is allowed to be processed even if the former BFTblock has not started to process, and different BFTblocks can be processed in parallel to increase the processing rate. Notice that, every phase in an agreement instance is event-driven on the completion of its previous phase without waiting for any delay. This makes Leopard responsive during the normal-case mode.

As agreement instances are initiated by the leader, a Byzantine leader can obstruct the progress of the protocol by just being silent. Hence, we need a view-change mechanism to recover from this fault and reboot the normal-case mode at a new leader in the new view. This ensures the liveness of the protocol. As in [15], we let the client re-send the request that has not received a response for a long time after it has been submitted. This is to expose the potential Byzantine leader to every replica. A view-change is then triggered by a valid exposure of Byzantine behavior from the current leader.

B. Block Structure

Before presenting the detail of the protocol, we first define the newly introduced blocks: datablock and BFTblock.

(i) Datablock: A datablock is generated by a non-leader replica using requests from its mempool. The formation of a datablock is: \((\text{datablock}, \text{header}, \mathcal{R})\), where \(\mathcal{R}\) is a set of requests. Let \(\text{header} \equiv (i, (\text{dgt}, \text{counter}), \sigma_i)\), where \(i\) denotes the identity of its generator, \(\text{dgt}\) is the digest of \(\mathcal{R}\), \(\text{counter}\) shows the number of datablocks having been generated by \(i\), and \(\sigma_i\) is a signature by \(i\) on the datablock.

(ii) BFTblock: The BFTblock is what replicas actually agree on. It is generated by the leader of the current view using received datablocks in its datablockPool. A BFTblock only contains the link (or hash) of the involved datablock. The formation of a BFTblock is: \((\text{BFTblock}, (v, sn), ct)\), where \(v\) is the view number when creating the BFTblock, \(sn\) is the serial number assigned by the leader, and \(ct\) is the content of the BFTblock (i.e., links of datablocks). A BFTblock has two states: notarized and confirmed. A BFTblock is notarized if it has completed the 1st round of voting in an agreement instance, thus a corresponding notarization proof exists; a BFTblock is confirmed if it has completed the 2nd round of voting, thus a corresponding confirmation proof exists. Replicas change the state of BFTblocks on a valid proof’s receipt.

C. Protocol Description

Leopard is composed of a suite of tiered components to reach a consensus on pending requests. The output is a growing log of confirmed requests.

The protocol switches between two modes: the normal-case mode and the view-change mode. The normal-case mode is designed to achieve agreements on requests lead by the current view leader. Each view has a unique leader known to all. The view-change mode is designed for replacing Byzantine leaders and advancing to the next view if a Byzantine leader appears.

We assume the current view number is \(v\) and denote the view leader as \(L_v\). We now describe the protocol in a modular way that consists of datablock preparation, normal-case, and view-change.

■ Datablock preparation. Datablock preparation is to synchronize pending requests among replicas, completing the request dissemination with the help of every non-leader replica, thus balances the workload among replicas. Since the message delivery delay at different replicas may vary and in order to take full advantage of replicas, this process occurs on an ongoing basis and proceeds independently at each replica.

The algorithm for datablock’s generation and verification is simple and shown in Algorithm 1. Every replica records a counter \(d\) initiated by 1. For each non-leader replica \(i, i \in [n]\), it extracts requests from its mempool which stores pending requests collected from the client. \(i\) computes a hash value on the extracted set \(\mathcal{R}\) of requests as its digest \(\text{dgt}\). A new datablock \(m\) is then generated with \(i\)’s signature on \(\text{dgt}\) and the current counter \(d\). After \(m\) has been multicast, the counter increases by 1 indicating that a new datablock has been generated. On receiving a datablock \(m\) from replica \(i\), the receiver puts \(m\) into its datablockPool if \(m\) contains a valid signature from \(i\) and no datablock with a repetitive counter has been received (line 18).

In a large-scale environment, geo-distributed replicas are likely to receive different requests from their neighbor clients, which makes the datablocks of a replica disjoint from others. However, a Byzantine replica may drop a received request to prevent it from being confirmed, i.e., censor the request. A client is thus allowed to send a request to \(s\) (at most \(f + 1\) randomly chosen replicas. As about 1/3 fraction of replicas is Byzantine, a small \(s = 9\) is sufficient to obtain an over 99.99% probability such that at least one replica is honest\(^7\). The honest replica will then guarantee the delivery of the request. To identify the responsible replicas for processing a given request \(req\), each client can execute a deterministic function \(\mu(req)\) which returns \(s\) identifiers of replicas. \(req\) is sent to those \(s\) replicas by the client, and every replica can also use \(\mu(req)\) to evaluate whether to process \(req\). A simple instantiation of \(\mu(req)\) is by checking the equality of \(H(req) \mod q = H(i) \mod q\), where \(q = \frac{2^n-1}{s}\). In general, when setting \(s = 1\), we can achieve the best possible performance since there is no repetition of requests among replicas. There is a tradeoff between higher efficiency and better fault resistance. A countermeasure to split the difference is to let the client send a request to \(s\) replicas only if no response has been received after it has been sent to a replica for a long period of time.

■ Normal-case: agreeing on BFTblocks. Requests are getting confirmed during the normal-case mode of the protocol. This is achieved by invoking agreement instances. An agreement instance consists of two-round voting by executing the normal-case protocol (see Algorithm 2), and multiple agreement instances each carrying a BFTblock can be conducted in

\(^7\)The probability can be calculated by \(Pr = 1 - (\frac{1}{s})^s\).
Algorithm 1 Datablock Generation & Verification

1: // Datablock generation
2: (for each non-leader replica $i, i \in [n]$)
3: Init: $d \leftarrow 1$
4: while () do
5: let $R$ be a set of requests extracted from its mempool
6: $dgt \leftarrow H(R)$
7: $\sigma_i \leftarrow \text{Sig}(sk_i, (dgt, d))$
8: $\text{header} \leftarrow \langle i, (dgt, d), \sigma_i \rangle$
9: $m \leftarrow \langle \text{datablock, header, } R \rangle$
10: multicast $m$ to all replicas
11: $d \leftarrow d + 1$
12: mempool $\leftarrow \text{mempoool} \setminus R$ \> remove packed requests to avoid repetition
13: end while
14: // Datablock verification
15: (for all replicas)
16: upon receiving a datablock $m$ from replica $i$
17: $dgt' \leftarrow H(m,R)$ \> check the integrity of content
18: if $(\text{Vrf}(pk_i, m, \text{header, } \sigma_i, (dgt', m, \text{header, } d)) \rightarrow 0))$ \{a valid datablock with the same $d$ has been received from $i$\} // then
19: return $\text{reject}$
20: else \> the datablock is valid
21: datablockPool $\leftarrow$ datablockPool $\cup \{m\}$
22: return $\text{accept}$

This enables handling new requests without waiting for the completion of previous ones. We limit the number of parallel-executed BFTblocks to $k$, in case a Byzantine leader picks a number that is so high to exhaust the space of serial numbers. As in [15], we set a lower watermark $lw$ and a higher watermark $lw+k$ to limit the region of a valid serial number of BFTblock. Since $k$ can be large enough and the parameter $lw$ will be advanced (due to the checkpoint mechanism introduced below), the process of agreeing will not stall waiting for the completion of previous BFTblocks, thus the parallel execution will be maintained.

In the protocol, BFTblocks are processed (lines 2-40) in parallel. Since a BFTblock contains links (or hashes) to datablocks and a datablock contains requests, the confirmation of a BFTblock is equivalent to the confirmation of all its linked requests. Once a BFTblock is confirmed at replica $i$, it will store the BFTblock in its local log following the order of $m$’s serial number. Hence the corresponding requests are also logically stored in the log, where requests linked by a BFTblock can be ordered in alphabetical order.

Instead of the all-to-all voting pattern as in [15] which brings a quadratic communication complexity, we adopt the threshold signature scheme $T\text{Sig}$ to reduce the communication complexity to linear. Letting each vote be a signature share generated by the $T\text{Sig}$ algorithm (lines 6, 18, and 29), a notarization/confirmation proof of a BFTblock can be generated by the $\text{TSR}$ algorithm on inputting sufficient (i.e., $2f+1$) shares to obtain a combined signature (lines 23 and 35). Due to that the replica that combines votes is critical for the completion of the agreement, we let the leader do this job since a Byzantine leader will be replaced anyway (by the view-change protocol below).

Response to the client: As BFTblocks are processed in parallel agreement instances, the order of their confirmations may not follow the order of the serial numbers, and the confirmation order at different replicas may also differ. This can happen even the current leader is honest since the network is partially synchronous. However, the execution of requests must follow a sequential order at each replica to obtain a consistent execution state. Therefore, we require that only the confirmed BFTblocks (i.e., the linked requests) with sequential serial numbers can be executed. In spite of this, to let the protocol well suited for different requirements in applications, there are two options of when to create an acknowledgment for the client: If the request needs a fast response as in some fast payment application, a replica can send the acknowledgment as long as the BFTblock has been confirmed, since a confirmed BFTblock will be executed anyway (show in the proof for safety); otherwise, if the client needs to know the final execution state, the acknowledgment can only be created until the BFTblock having been executed.

Normal-case: making checkpoints. To reduce the storage
overhead of replicas, a.k.a., the garbage collection, it would be better if we could remove all executed requests from the buffer. As in [15], [29], we periodically (every $k/2$) invoke a checkpoint protocol on the latest executed BFT block, denoted as $B$. The generation of a valid checkpoint is a one-round voting process. In this way, the requests related to every BFT block with the serial number lower than $B$'s can be removed from the buffer. Meanwhile, we advance the lower watermark $lw$ in Algorithm 2 to the serial number of $B$. Due to the space limitation, we leave the detailed checkpoint protocol to appendix A.

**View-change: replacing Byzantine leaders.** The view-change aims to replace Byzantine leaders and reboot the normal-case mode at a new leader in the next view. The protocol contains three steps: view-change trigger, leader rotation, and state synchronization. View-change trigger decides when to invoke the view-change protocol. Leader rotation appoints the identity of the new leader. State synchronization synchronizes the state of the current view among replicas to avoid safety-violation in the new view.

We adopt a simple round-robin policy as in [17], [29], [36] for the leader election, where the $(v \mod n)$-th replica is the eligible leader of view $v$. The view-change trigger and state synchronization steps in Leopard are similar to PBFT [15]. A view-change is triggered by a time-out request. Once the client finds out a request that has not received a response for a long period of time after its submission, the client sends a special tag on it, to non-leader replicas which are then disseminated within datablocks as a normal request. However, a timer will be set at each replica on receiving a time-out request. And if the timer expires before the request being confirmed, the view-change progress is triggered. After that, each replica sends a new-view message, containing every notarized and confirmed BFT block (together with its proof) whose serial number is larger than $lw$, to the next view leader $L_{v+1}$. When $2f+1$ valid new-view messages have been received, $L_{v+1}$ collects them and multicasts to other replicas. When replicas receive a valid response from $L_{v+1}$, they advance to view $v+1$ by first redoing the agreement for each BFT block contained in the response. More details about the view-change protocol are deferred to appendix A.

**Remarks:** We discuss some potential malicious behaviors and the corresponding defenses with the help of common network-level techniques. For a Byzantine replica, it may try to deliver conflict datablocks with the same counter and cause an inconsistency among replicas, or refuse to send datablocks to some specific replicas. However, since Leopard is a leader-based BFT protocol, the content of each agreement instance is decided by the leader. As such, only the datablock received by the leader will be confirmed. Also, a missing datablock can be obtained via sending a request to ask the leader for the datablock. Since each datablock contains the identity of its generator, together with a counter, the malicious behavior of the Byzantine replica can be detected by others. Also, the counter in the datablock can be used to limit the number of datablocks received from a replica, which is a common balancer-aware strategy of throttling to prevent network-level attacks (e.g., DoS) [18], [42] or exhausting the space of numbers.

We note that this paper focuses on reaching consensus among replicas like many other BFT protocols [15], [46], [58], it doesn’t check the validity of the request. When the protocol is applied to some application scenarios, an application-specific verification function $\text{verify}(\cdot)$ should be invoked to verify client requests before casting the first round of voting. Since we require the receival of linked datablocks before casting a vote (line 16 in Algorithm 2), the verification can be directly added in the protocol. Also, a similar technique as in [19] can be used to reconcile conflicted requests before the output.

In addition, the communication complexity of the view-change in current protocol is quadratic (see §IV), the same as PBFT and LibraBFT [7]. However, one can also use our technique of decoupling on top of the scheme like HotStuff to enjoy its linear view-change. We emphasize that this, however, will lose the parallel execution as in Leopard (see §VI).

**IV. Analysis**

**Efficiency analysis.** In this part, we analyze the two main efficiency goals of our protocol, namely scaling factor and optimistic responsiveness. We also give an analysis of the effectiveness when scaling up the protocol.

Recall that, the optimistic responsiveness requires the confirmation latency of a request only depends on the actual network delay $\delta$ rather than any known upper bound of the message delay, if in the optimistic case that the leader is honest and after GST. The protocol is optimistic responsiveness because there is no waiting for any extra delay in the normal-case mode as depicted in Algorithm 2 and Fig. 5. In this optimistic case, it will cost 7δ before a request being confirmed after being submitted by the client, where $\delta$ is the network delay after GST.

Next, we analyze the scaling factor of our protocol. To simplify the analysis, we first focus on the heavy part related to request dissemination. Notice that when all replicas follow the protocol, the view-change protocol will not be triggered. In the best case that datablocks are disjoint, the workload of request dissemination will be amortized evenly by the $n-1$ non-leader replicas. Let $\Lambda_r$ be the total number of pending requests, and payload denote the payload size per request. Hence, each non-leader replica will process $\frac{\Lambda_r \times \text{payload}}{n-1}$ bits of requests.

Let $\alpha$ be the number of bits per datablock and $\beta$ be the size of a hash value. When processing $\Lambda_r$ requests, it will generate $\frac{\Lambda_r \times \text{payload}}{\alpha}$ datablocks in total. Since a BFT block only contains the hashes of datablocks, we have that the total bits of corresponding BFT blocks will be $\frac{\Lambda_r \times \text{payload}}{\alpha} \times \beta$.

According to the protocol, a leader receives datablocks from $n-1$ non-leader replicas, generates and sends BFT blocks to others. Hence, the leader’s workload $W_L$ is estimated by,

$$
W_L = W_{\text{leader}}^{\text{recv}} + W_{\text{leader}}^{\text{send}} = \frac{\Lambda_r \times \text{payload}}{n-1} \times (n-1) + \frac{\Lambda_r \times \text{payload}}{\alpha} \times \beta \times (n-1) = (\beta(n-1) + 1) \times (\Lambda_r \times \text{payload}).
$$

For each non-leader replica, it will first receive $\frac{\Lambda_r \times \text{payload}}{n-1}$ bits of requests from the client. It then sends the generated $\frac{\Lambda_r \times \text{payload}}{\alpha}$ datablocks to other $n-1$ replicas including the
leader, and receives datablocks from other \( n - 2 \) non-leader replicas. The replica also receives BFTblocks send from the leader. Hence, a non-leader replica’s workload \( W_R \) is estimated by

\[
W_R = W_{\text{recv}}^\text{non-leader} + W_{\text{send}}^\text{non-leader} = \frac{\Lambda_r \times \text{payload}}{n - 1} + \frac{\Lambda_r \times \text{payload}}{n - 1} \times (n - 1)
\]

\[
+ \frac{\Lambda_r \times \text{payload}}{\alpha} \times \beta + \frac{\Lambda_r \times \text{payload}}{n - 1} \times (n - 2)
\]

\[
= (2 + \frac{\beta}{\alpha} \cdot (\Lambda_r \times \text{payload})).
\]

From the above, we have that the scaling factor, i.e., the heaviest workload for confirming a bit of request among all replicas when following the protocol, can be estimated by

\[
SF = \max\{W_L, W_R\}/\text{payload}
\]

\[
= \max\{\frac{\beta(n - 1)}{\alpha} + 1, 2 + \frac{\beta}{\alpha}\}.
\]

Notice that, \( \alpha \) is a system parameter denoting the datablock size. When we let \( \alpha = \lambda(n - 1) \) where \( \lambda \) is a constant positive number, then we can have a constant \( SF \) with respect to \( n \). While if in the case that the client sends a request to \( s \) replicas to avoid Byzantine replica’s censorship, the request will be repetitively disseminated at most \( s \) times. This makes each replica’s workload increase by a factor of \( s \). As long as \( s \) is constant (which has been discussed in §III), the increase of the workload will not impede the protocol to achieve a constant scaling factor.

We then evaluate the workload after the agreement has been initiated. Since the workload is mainly for the two-round voting for each BFTblock and each BFTblock links to at least one datablock, we have that the workload for the leader is no more than \( \frac{\Lambda_r \times \text{payload}}{\alpha} \times 4\theta \times (n - 1) \) on both receiving and sending votes. Since each non-leader replica’s only has to send votes to the leader, its workload can be estimated by \( \frac{\Lambda_r \times \text{payload}}{\alpha} \times 4\theta \). When the size of a datablock \( \alpha = \lambda(n - 1) \), we have that the heaviest workload among replicas remains constant to \( n \).

Now we give an analysis of the effectiveness when scaling up the protocol. When adding more resources to each replica, the processing capacity is increased. Let \( \Lambda^\Delta_b \) denote the increased bits of requests that can be processed by the protocol, and \( W^\Delta \) denote the increased workload on dealing with \( \Lambda^\Delta_b \) bits. If \( \beta < \lambda \) is satisfied, we have that \( \frac{\beta(n - 1)}{\alpha} = \frac{\beta(n - 1)}{\lambda(n - 1)} < 1 \).

Usually, \( \beta \) is in dozens of bytes and a request is in hundreds of bytes. When the protocol scales to a large number like several thousand, we have that each datablock should contain several hundreds of requests in order to satisfy the condition \( \beta < \lambda \). We emphasize that the block in many existing consensus protocols already contains hundreds of requests [32], which means \( \beta < \lambda \) can be well satisfied. Hence, \( \beta \ll \alpha \) is also holds with a large \( n \) since \( \alpha = \lambda(n - 1) \). From the above, we deduce that

\[
\frac{\Lambda^\Delta_b}{W^\Delta} = \frac{\Lambda^\Delta_b}{\max\{W_L, W_R\}}
\]

\[
= \frac{1}{\max\{\frac{\beta(n - 1)}{\alpha} + 1, 2 + \frac{\beta}{\alpha}\}}
\]

\[
= \frac{1}{2 + \frac{\beta}{\alpha}}
\]

which is about 1/2. Therefore, Leopard enables scaling up with 1/2 improvement of throughput by doubling the configured resources.

**Remark:** We didn’t consider some excessive malicious conditions here as discussed in §III-C since this paper mostly focuses on the efficiency of the protocol in the normal-case. We note that the considered malicious conditions can be resolved by common network-level solutions.

**Communication complexity analysis.** According to the above analysis, the communication cost of the leader is \((\frac{\beta(n - 1)}{\alpha} + 1 + \frac{4\beta(n - 1)}{\alpha}) \cdot (\Lambda_r \times \text{payload})\) during the normal-case mode. For the case \( \alpha = O(n) \), we obtain that the communication complexity of the leader is \( O(1) \). The communication cost of each non-leader replica is \((2 + \frac{\beta}{\alpha} + \frac{4\beta}{\alpha}) \cdot (\Lambda_r \times \text{payload})\), thus its communication complexity is \( O(1) \). Since there are \( O(n) \) non-leader replicas in total, the communication complexity of the protocol in the normal-case mode is \( O(n) \).

In the view-change mode, the new view leader should collect \((\frac{3}{4}n + 1)\) new-view messages, each contains at most \( k \) BFTblocks where \( k \) is constant. These messages will then send to \( n \) replicas, which makes the communication complexity of the protocol in the view-change mode be \( O(n^2) \).

**Security analysis.** Leopard satisfies safety, captured in Theorem 1, and liveness, captured in Theorem 2. Since the proofs of safety and liveness are similar to that of PBFT [15], we defer the proofs for the following theorems to appendix B.

**Theorem 1** (Safety). If two distinct requests exist on the same position of two output logs, then the two logs cannot be both from honest replicas.

**Theorem 2** (Liveness). After GST, the confirmation for a client request must be completed.

V. IMPLEMENTATION & EVALUATION

A. Implementation

We have implemented a prototype of Leopard in Golang within roughly 5,600 lines of code. The system architecture is illustrated in Fig. 6. We encapsulate the mechanism for ensuring safety and liveness in a modular approach.

The system can be divided into seven modules: Execution engine is to pass a newly received message to the following modules for verification and it casts votes on valid messages. Block manager is mainly to verify the validity of blocks with the help of cryptographic algorithms provided by crypto toolkit. Block pool is to store outstanding blocks. Log manager is to record notarized of confirmed BFTblocks. View transfer is to do the view-change. Reliable and authenticated channel is for transmitting messages to/from others.
Since a high throughput and a large scale of replicas are expected, there will be a large number of message exchanges. To avoid a frequent handshake between replicas which may affect the performance, we realize the communication channel by a point-to-point HTTP persistent connection based on TCP [57]. Notice that the heaviest part of the communication is from the datablock dissemination, but the one that decides an agreement is for the BFTblock (and its votes). We use two channels in Golang to process BFTblocks (channel ①) and datablocks (channel ②), respectively. To avoid congestion from datablocks, we set messages via channel ① a higher priority when processing. It ensures the progress of the agreement.

B. Experimental Evaluation

In the below, we show that our implementation of Leopard preserves a high throughput of $10^5$ when it scales to 600 replicas. We compare the performance of Leopard to HotStuff, its closest competitor, using the implementation by its authors [60]. Since we mainly focus on the consensus, we only evaluated the performances of both systems without any application-specific verification of requests. We emphasize that there are several other systems like BFT-SMaRt [8], Tendermint [11] and SBFT [29]. However, to save the cost for large-scale experiments, we only compare with the state-of-the-art solution, HotStuff.

We ran four types of experiments, all with the number of Byzantine replicas to the largest possible one (i.e., touching the 1/3 optimal resilience bound). This is for testing the performance with the highest achievable fault tolerance: (i) we varied the number of replicas up to 600 to evaluate the scalability (§V-B1); (ii) we evaluated the bandwidth usages on a varying $n$ (§V-B2); (iii) we varied the configured bandwidth on each replica to evaluate the effectiveness of scaling up (§V-B3); (iv) we further evaluated the time and communication costs on the view-change of Leopard (§V-B4).

The experiments were conducted on Amazon EC2 virtual machine (c5.xlarge) instances, each has 4 vCPUs and less than 9.8 Gbps TCP bandwidth measured by iperf among several randomly selected instances. We ran each replica on a single EC2 instance. All the EC2 instances are connected via a point-to-point network. Every experimental result is averaged over 3 runs, each lasting until the measurement is stabilized.

1) Scalability: To compare the scalability of the two systems, we examined the throughput and latency with a fixed 128-byte payload size and an increasing number of replicas. This shows how fast they could go. We measured the latency as the time elapsed from the client submitting the request to having received $f+1$ valid acknowledgments. This captures the time used for a request from its generation to its finalization and no other measurement leads to a longer result. The throughput is measured from the leader’s side. Since the leader in both systems generates the confirmation proof and sends it to other replicas, the leader will output ahead of others. This seems that the throughput measured from the leader may be higher than measured from other replicas. However, our evaluation result is an average of several runs each was collected when the system had been stabilized. We observed that the two measurement results are almost the same.

Intuitively, increasing the block batch size can better amortize the cost and leads to a higher throughput. However, a larger batch size will result in an increase of the latency since it should wait for more requests and a longer time will be spent to deliver a large block. Therefore, we first measured the throughput and latency on varying the batch sizes with 32-600 replicas. Results show that throughput goes up as we increase the batch size, but it almost stops growing after a certain batch size value. This confirms that the throughput cannot be improved just by setting a larger batch size, the same as in other works [19], [59], [11]. The latency keeps increasing when the batch size gets larger. Hence, we chose the batch sizes after balancing the throughput and latency. The detailed result is shown in appendix C and Table I presents the batch sizes we used in all the following experiments.

![Fig. 6. Architecture of Leopard implementation.](image)

![Fig. 7. Throughput vs. Batch size for Leopard and HotStuff.](image)

To further evaluate the latency, we broke the latency down to different components and measured the usage of time on different steps during an agreement in Leopard’s implementation. The result in Table II shows that, Leopard’s implementation costs over 60% on the datablock preparation. In particular, over 50% is spent on the dissemination of datablocks. This means that dissemination
dominates the latency. It indicates the correctness of our design concept, i.e., to allow replicas disseminating datablocks on an ongoing basis without being impeded by each other which makes full use of the resource. We note that various engineering optimizations like parallel TCP connections, more aggressive TCP congestion control strategies and parallelization for validating burst incoming data can further optimize the current implementation. We leave it as our future work.

2) Bandwidth usage: Since the leader’s overhead is the major bottleneck in existing leader-based BFT protocols, we evaluate the leader’s bandwidth usage for both systems, and the result is depicted in Fig. 8. It shows that the leader’s bandwidth usage in Leopard has been greatly reduced to lower than 0.5 Gbps for all tested scales, where the bandwidth usage of HotStuff rises rapidly when \( n \) increases.

3) Effectiveness of Scaling Up: A common way in practice to make a system perform better is to configure with more physical resources, a.k.a, scaling up the system. A natural question is: whether the throughput’s drop can be mitigated or even conquered by configuring with more resources. We evaluate how Leopard and HotStuff perform with an increasing available bandwidth at each replica to verify this conjecture.

We throttled the available bandwidth at each replica from 20 to 200 Mbps using NetEm [43]. Fig. 9 depicts the throughput under different available bandwidths for both Leopard and HotStuff with a varying \( n \). For all tested scales, the throughput grows proportionally with the available bandwidth. Therefore, the throughput of both Leopard and HotStuff can be improved by configuring with more bandwidth resources. However, when \( n \) becomes larger, the ratio of increased throughput over the other replicas but only receives \( n - 2 \) replicas’ datablocks (since the leader is excluded from generating the datablock). Notice that the bandwidth used on receiving requests (both from other replicas and the client) takes up about 50% bandwidth usage at a non-leader replica. Since the throughput is limited by the number of requests received per second, this indicates that the effective network bandwidth usage ratio is 1/2 in Leopard. Moreover, just a small percentage (less than 1%) of bandwidth is spent on dealing with votes. This confirms that using vote-complexity to measure the efficiency of a leader-based BFT protocol as in previous works is defective.
increased bandwidth approaches 0 in HotStuff. This means that the throughput of HotStuff cannot be improved effectively under a large \( n \), which indicates the above conjecture is wrong. As a comparison, the effective network bandwidth usage ratio of Leopard remains at about 1/2. This is consistent with the result in §V-B2. Because of the significant difference for all tested scales, we conclude that the effectiveness when scaling up Leopard is significantly superior to HotStuff.

4) View Change: It is generally conjectured that the heavy view-change may hinder the support for large-scale replicas. Meanwhile, a Byzantine leader can obstruct the confirmation of request and decreases the efficiency of the system by letting the protocol switch to the view-change mode. In this part, we measure the performance of the view-change in Leopard with up to 400 replicas to evaluate its time and communication costs. The result is measured after a view-change has been triggered since the expired time for triggering a view-change may vary in different applications. In our evaluation, we randomly stop the leader to trigger a view-change.

Fig. 10 depicts the results. It shows that when the protocol’s scale increases, both the time and total communication cost increase. However, when the protocol scale goes up to hundreds (400), the time cost of a view-change state synchronization period can be still in seconds (less than 6s). The total communication cost when \( n = 400 \) is less than 100MB, and most of the communication cost is produced by the leader (for sending a new-view message that contains \( 2f + 1 \) view-change messages to all \( n \) replicas). In addition, since the view-change is triggered randomly in this experiment, the number of pending BFTBlocks varies and this leads to a varied evaluation result in different runs.

We note that the cost on a view-change is mainly for processing BFTBlocks that are not included in the latest checkpoint. Although the view-change protocol of Leopard is mostly based on PBFT, the number of pending BFTBlocks could be small since the number of requests linked by a BFTBlock in Leopard is large. This helps to reduce the cost of a view-change. Also, since the view-change only happens occasionally, the above evaluation result indicates that Leopard can work well when the scale of the system is in hundreds.

VI. RELATED WORK

Reaching consensus in the face of Byzantine failures was first introduced by Lamport et al. in the 1980s [50], [41].
[11], [12], [58], [53], [16] adopt these ideas to improve the efficiency. In particular, HotStuff adopts both ideas and follows the framework of Tendermint [11], [12] and Casper [13], it achieves a linear view-change and optimistic responsiveness. However, the drawback of the protocols using the chain-based idea is that it requires consensus proposals to get confirmed in a sequential manner. Thus, those protocols lose the ability of the parallel execution which can be beneficial to increase resource utilization as well as efficiency. This is why we give up this idea when designing the view-change mode. We ensure a parallelly executed agreement during the normal-case mode since it happens most of the time. The communication cost for a view-change in our protocol is the same as LibraBFT [7], the consensus protocol of Facebook’s Diem [3].

After all of these efforts, the throughput of existing leader-based BFT protocols still drops significantly when the protocol’s scale increases. We observed (and verified in experiments) that the neglected but crucial data delivery step is the bottleneck for efficiency when the protocol’s scale is large. There are several other works [19], [55], [33] notify this. However, they bypassed the problem via leader-less BFT protocols [19], [55], [46], [31]. We elaborately analyzed and locates the step that gets stuck (§§). We amortized the cost of the leader by taking full advantage of the idle bandwidth resources of other replicas, which gives us a solution that confronts this problem directly. Experiment shows that our solution is effective. We were made aware of a concurrent work [21] which appeared recently. [21] identifies the critical path of consensus as in this paper, and it presents a protocol to deal with the data dissemination. However, [21] targets on designing a BFT protocol with a better throughput. In contrast, Leopard aims at preserving the efficiency when the protocol’s scale increases.

Table IV compares the communication complexity of Leopard to some of its most prominent alternatives. The comparison is limited in the normal-case mode where the leader is honest since the high efficiency of those protocols mainly comes from this mode. It shows that Leopard preserves the linear communication of the protocol overall and reduces the cost to the leader. The communication complexity of each replica in Leopard remains constant with respect to $n$. Hence, the protocol will not get stuck at some specific node when the scale increases.

| Protocol  | Communication complexity | Responsiveness |
|-----------|--------------------------|----------------|
|           | Total | Leader | Non-leader |                      |
| PBFT [15] | $O(n^2)$ | $O(n)$ | $O(n)$ | yes |
| Tendermint [12] | $O(n^2)$ | $O(n)$ | $O(n)$ | no  |
| Casper [13] | $O(n^2)$ | $O(n)$ | $O(n)$ | no  |
| SBFT [29] | $O(n)$ | $O(n)$ | $O(1)$ | yes |
| HotStuff [58] | $O(n)$ | $O(n)$ | $O(1)$ | yes |
| Leopard | $O(n)$ | $O(1)$ | $O(1)$ | yes |

The idea of decoupling consensus proposals is not new. There are several blockchain protocols, such as Bitcoin-NG [25], ByzCoin [38] and Prism [6], have adopted this idea to improve efficiency. In particular, Prism [6] presents an excellent blockchain protocol based on Bitcoin by deconstructing blocks to obtain a smaller block size thus shortens the block interval and increases the efficiency. Leopard is inspired by this technique but with a different purpose. It aims at balancing the workload of replicas and removing the bottleneck of the leader-based BFT protocol. Besides, Leopard is a BFT protocol that provides deterministic safety and liveness guarantees. The above blockchain protocols, however, can only provide probabilistic security that may be exploited by adversaries to cause confusion, fraudulent transactions and distrust [40], [26], [34].

There are other techniques to balance the workload of a specific node on disseminating messages, for example, the broadcast tree [56] and the reliable broadcast (RBC) with erasure codes [14]. When using the broadcast tree to do the dissemination, replicas establish a tree on which each node resides a replica and the sender is on the root. A message is delivered from the root downward layer-by-layer, and each replica only has to deliver the message to its children. However, when all replicas are honest, it still costs $O(\log n)$ time complexity per message delivery. Even worse, this technique is quite susceptible to faults, since any Byzantine node can simply stop passing the message to its children, letting all replicas reside on the subtree rooted by the Byzantine node fail to receive the message. In addition, the well-known RBC with erasure codes scheme [14] used in many existing protocols [46], [31] has a communication complexity of $O(nM|\log n| + \kappa n^2)$ where $\kappa$ is the security parameter and $|M|$ is the message size. Although it has been improved by removing the $\log n$ item, the quadratic communication complexity is still not friendly to support a large scale of replicas. Besides, the message size $|M|$ in [14] is $\Omega(n \log n)$ due to the usage of erasure codes. This means the batch size is excessively large with a large $n$, and no tradeoff between throughput and latency is possible as in ours.

VII. CONCLUSION

The scalability and efficiency are two key metrics for a practical BFT protocol. However, the throughput of most existing leader-based BFT protocols drops significantly as the scale increasing. They thus face a scalability-efficiency dilemma. In this paper, we analyzed the bottleneck to this problem and defined a new metric called “scaling factor” to capture whether a BFT protocol can preserve the efficiency when the number of replicas increases. We presented a leader-based BFT protocol called “Leopard”. Our protocol enables preserving high throughput when the scale grows. It obtains the ideal scaling factor that is constant to $n$, and supports a more effective scaling up with 1/2 improvement of throughput by doubling the configured bandwidth at each replica. This is achieved by amortizing the workload of the leader to other replicas and taking full advantage of the idle resources. We conducted a variety of experiments on the implementation of Leopard with up to 600 replicas. The evaluation shows the throughput of Leopard remains almost flat at $10^5$ and it achieves significant multi-sided performance improvements to the state-of-the-art BFT solution, HotStuff.
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Algorithm 3 Making a checkpoint

1: (for replica $i$)
2: let $sn$ be the serial number of the latest executed BFTblock and
3:         $st$ be the related execution state
4: if ($sn \mod k/2 = 0$) then 
5:         produce a checkpoint
6: $cp ← \{\text{checkpoint}, sn, H(st)\}$
7: $σ_i ← TSig(tsk_i, cp)$
8: send $(cp, σ_i)$ to $Lv$
9: (for leader $Lv$)
10: wait for $2f + 1$ valid checkpoint messages
11: $σ ← \{TSR(\{σ_i\}_{j=1}^{2f+1})\}$
12: create a proof for $cp$
13: multicast $(cp, σ)$ to all replicas
14: $lw ← sn$
15: advance the lower water mark $lw$

APPENDIX A

PROTOCOLS OF CHECKPOINT AND VIEW-CHANGE

The detailed checkpoint protocol for generating a checkpoint is presented in Algorithm 3.

Next, we present the view-change protocol. The protocol contains three steps: view-change trigger, leader rotation, and state synchronization. View-change trigger decides when to invoke the view-change protocol. Leader rotation appoints the identity of the new leader. State synchronization synchronizes the state of the current view among replicas to avoid safety-violation in the new view.

We adopt a simple round-robin policy as in [17], [29], [36] for the leader election, where the ($v \mod n$)-th replica is the eligible leader of view $v$. The view-change trigger and state synchronization steps of the protocol are as follows:

- **View-change trigger**: A client randomly selects $s$ replicas (like in the datablock preparation) and re-sends a timeout request to the chosen replicas, in which the honest replica will propagate the request (with a special tag) in a datablock. A replica starts a timer when it receives a re-sent request, either from the client or inside a datablock from another replica. The replica $i$ triggers a view change either (1) a timer expires and no acknowledgment of the request have been sent, and in this case, $i$ sends a timeout message ($timeout, v$), together with $i$’s signature on it, to all replicas, or (2) $i$ receives a proof that the leader is faulty either via a publicly verifiable contradiction or when received $f + 1$ timeout messages from other replicas. The replica then stops executing the normal-case protocol (Algorithm 2 and 3) of the current view $v$. As in PBFT, it requires that the timer for triggering a view-change should be set appropriately. This is to avoid switching to a new view too frequently due to the actual network delay.

- **State synchronization**: Each replica $i$ collects all notarized BFTBlocks with a serial number higher than $lw$. Replica $i$ sends a view-change message $m = \{\text{view-change}, v+1, lc, B\}$, together with $i$’s signature on $m$, to the leader of the next view $v+1$. $B$ is a set containing hashes of collected BFTBlocks and their notarization proofs.

The next view leader $Lv+1$ waits for $2f + 1$ valid view-change messages. $Lv+1$ then multicasts a new-view message $n = \{\text{new-view}, v+1, V\}$, together with $Lv+1$’s threshold signature on $n$, to all replicas. $V$ is the set of $2f + 1$ view-change messages.

When a valid view-change message is received, such that it is signed by the eligible leader and contains $2f + 1$ valid new-view messages, $i$ advances to view $v+1$. Replicas restart the normal-case mode under view $v+1$ by first redoing the agreement for each BFTBlock linked in $V$ without re-executing them. The empty position between BFTBlocks is filled with a dummy BFTBlock with empty content.
APPENDIX B
SECURITY PROOFS

The protocol satisfies safety, captured in Theorem 3, and liveness, captured in Theorem 4. We first give and prove Lemma 1 and Lemma 2 before presenting the proof of safety.

**Lemma 1 (Uniqueness).** Assume the threshold signature scheme is secure. If two BFTblocks \( B_1 \) and \( B_2 \) both with the same serial number are notarized in the same view, then it must be the case that \( B_1 = B_2 \).

**Proof:** Since \( B_1 \) is notarized and by the definition of the protocol, there must be a set \( R \) containing \( 2f + 1 \) distinct replicas who have signed \( B_1 \); otherwise, a reduction can be built to break the unforgeability of the threshold signature scheme. As there is at most \( f \) Byzantine replicas, at least \( f + 1 \) honest replicas are contained in \( R \). Similarly, we have that at least \( f + 1 \) honest replicas have signed \( B_2 \). Since there are \( 3f + 1 \) replicas in total and by the pigeon-hole principle, at least one honest replica has signed both \( B_1 \) and \( B_2 \). Since an honest replica will only sign one BFTblock with a specific serial number, it holds that \( B_1 = B_2 \).

**Lemma 2.** For any serial number \( sn \), if any two honest replicas have two BFTblocks with the serial number equals to \( sn \) in their output logs, the contents of the two BFTblocks are the same.

**Proof:** We denote the two BFTblocks from the two honest replicas' logs as \( B \) and \( B' \), respectively. Due to Lemma 1, if \( B \) and \( B' \) are added into the logs in the same view, then it holds \( B = B' \). We now consider the case that they are added into the logs in different views \( v \) and \( v' \), respectively. W.l.o.g., we assume \( v < v' \).

Following Algorithm 2 (line 40), \( B \) (resp. \( B' \)) is added into the log in view \( v \) (resp. \( v' \)) since it gets confirmed. Hence, there must be \( 2f + 1 \) replicas who signs \( B \) (resp. \( B' \)) is notarized. If the serial number of \( B \) is lower than the lower watermark \( lw \), the execution state after \( B \) has been included in the latest checkpoint message. Hence, an honest replica will never accept a different BFTblock from \( B \) with the serial number \( sn \) following Algorithm 2 (line 15). Otherwise, since the new-view message for advancing to view \( v' \) contains \( 2f + 1 \) view-change messages and there are at most \( f \) Byzantine replicas, at least one honest replica \( i \) satisfies (1) \( B \) is notarized at \( i \), and (2) the new-view message contains the view-change message from \( i \). Hence, the protocol will redo the \( B \) in view \( v' \) with the same serial number \( sn \), only with a new view number \( v' \). Hence, the contents of \( B \) and \( B' \) remains the same.

**Theorem 3 (Restatement of Theorem 1).** If two distinct requests exist on the same position of two output logs, then the two logs cannot be both from honest replicas.

**Proof:** Since a BFTblock contains links to datablocks and each datablock contains requests, Theorem 3 follows directly from Lemma 2.

Due to the FLP impossibility [27], the liveness of Leopard relies on the synchronous assumption, where synchrony is achieved after GST in the standard partially synchronous network model adopted in this paper.

**Theorem 4 (Restatement of Theorem 2).** After GST, the confirmation for a pending request must be completed.

**Proof:** In the optimistic case that both the leader and the replica \( i \) who receives a pending request \( req \) from the client are honest, the leader will link the datablock sent by \( i \), which contains \( req \), into a BFTblock. After a period of another \( 5\Delta \), the BFTblock that logically links \( req \) will be confirmed hence \( req \) gets confirmed too.

If the replica \( i \) is faulty and it ignores \( req \), the client will re-send \( req \) to at most \( f + 1 \) replicas within which at least one honest replica exists who will disseminate \( req \) in a newly generated datablock to all replicas including the leader. This then reduces to the optimistic case in the above.

If the leader is faulty and it ignores datablocks containing \( req \) when generating a BFTblock, the re-sent request will trigger a view-change due to the timeout mechanism in the view-change protocol. Since there is at most \( f \) Byzantine replicas, after at most another \( f - 1 \) new views, there must be a view with an honest leader. This then reduces to the above case.

APPENDIX C
MORE DETAILS ABOUT THE EXPERIMENTS

A. Experimental Results on Varying the Batch Sizes

We present the detailed experimental results on the measures of batch sizes with a varying \( n \) for both our system and HotStuff.

![Fig. 11. Throughput of HotStuff on varying batch sizes.](image)

Notice that in HotStuff, as well as other BFT solutions, there is only one batch and it is for batching requests into a consensus proposal (i.e., a block). Fig. 11 depicts the throughput with different batch sizes for five replica numbers (32, 64, 128, 256, 300) in HotStuff. Results show that throughput goes up as we increase the batch size, but it stops to grow after a certain batch size value. We let the batch size at this point be the implementation parameter of HotStuff. We remark that, the latency still goes up if we keeps increasing the batch size.

Different from HotStuff, there are two batch sizes in our system, namely BFTblock size (or BFTsize) and datablock size (or \( \alpha \)). We varied one batch sizes while fixing the other one at different \( n \) between 32 and 600. Fig. 12 depicts the throughput and latency of our system with different datablock sizes and BFTsizes when \( n = 64 \) as an example. We use a red box in Fig. 12 to show the batch size we choose after balancing...
the throughput and the latency. Since the results with other $n$ values present a similar tendency to $n = 64$, we omit the experimental results.

Fig. 12. Performance of our system on varying batch sizes with $n = 64$. 