Accelerating Deep Reinforcement Learning for Digital Twin Network Optimization with Evolutionary Strategies
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Abstract—The recent growth of emergent network applications (e.g., satellite networks, vehicular networks) is increasing the complexity of managing modern communication networks. As a result, the community proposed the Digital Twin Networks (DTN) as a key enabler of efficient network management. Network operators can leverage the DTN to perform different optimization tasks (e.g., Traffic Engineering, Network Planning).

Deep Reinforcement Learning (DRL) showed a high performance when applied to solve network optimization problems. In the context of DTN, DRL can be leveraged to solve optimization problems without directly impacting the real-world network behavior. However, DRL scales poorly with the problem size and complexity. In this paper, we explore the use of Evolutionary Strategies (ES) to train DRL agents for solving a routing optimization problem. The experimental results show that ES achieved a training time speed-up of 128 and 6 for the NSFNET and GEANT2 topologies respectively.

Index Terms—Deep Reinforcement Learning, Digital Twin Network, Optimization, Evolutionary Strategies

I. INTRODUCTION

In the last years, different industry sectors adapted the digital twin paradigm to model complex systems. A digital twin can be seen as a digital representation of a real-world system or phenomena. In a networking context, the community proposed the Digital Twin Network (DTN) as a key technology to enable efficient operation in modern networks [1], [2]. The DTN is a digital representation of the physical network that enables operators to design high performance optimization solutions for complex scenarios, to efficiently plan the next network upgrades or to perform troubleshooting, among others [2].

Modern networks have seen a growing trend in network traffic, number of connected devices and a proliferation of emergent network applications (e.g., vehicular networks, IoT) [3]. These trends made modern networks become highly dynamic and heterogeneous, increasing the complexity of efficient network management. In addition, network applications impose different requirements on the real-world network (e.g., low latency, high throughput). However, these applications share the underlying network’s limited resources, making it difficult for the network operator to fulfill different requirements at the same time.

The DTN is a key enabler for efficient optimization in modern networks [2]. In particular, the DTN models the real-world network dynamics such as the growing trend in network traffic or users. This enables the network operator to manage the network taking into account the underlying network events. For example, the network operator can efficiently plan the network or perform traffic engineering considering the network’s traffic trends. In other words, the DTN created new sprouts of network applications that they don’t only take into account the current network state, but also the past and the future.

Network optimization consists in operating the network with the goal of using the network resources efficiently. In the DTN context, the optimization process consists in the interaction between a network optimizer and the DTN. The role of the DTN is to estimate the real-world network performance metrics (e.g., end-to-end delay). These metrics are used to guide the network optimizer towards high quality solutions (e.g., routing configurations, scheduling policies).

Deep Reinforcement Learning (DRL) is a technology that showed high performance when applied on solving network optimization problems [4]–[7]. DRL differs from traditional optimization solutions (e.g., ILP, CP) because it leverages the knowledge learned in past optimizations, which is beneficial for optimizing in highly dynamic scenarios. In addition, DRL enables high performance and real-time network operation in large network optimization scenarios (e.g., large network topologies) [5].

The main issue with DRL-based solutions is that they scale poorly. The DRL agent learns from a sequential interaction with an environment. When DRL is applied to large optimization scenarios (e.g., large network topologies) or highly complex optimization problems (e.g., Traffic Engineering), the interaction with the environment becomes computationally intensive. For example, we implemented the DRL solution meant for solving network routing optimization from [8] using the PPO algorithm [9]. The DRL agent took 3 minutes to train in the 14-node NSFNET topology [10], but when trained on the 24-node GEANT2 topology [11] it took nearly an hour. Hence, a simple exponential regression estimates that to train in a 300-node topology would take around two weeks. This illustrates how applying DRL for solving real-world problems
is limited by its sequential nature.

In this paper, we explore an alternative method to train DRL agents using Evolution Strategies (ES) [12]. Specifically, ES removes the traditional backpropagation from the DRL agent’s training process and applies a highly parallelizable weight optimization algorithm to find the best set of weights of a Neural Network (NN). In addition, we integrated a Graph Neural Network (GNN) in the DRL agent to enable efficient optimization on graphs (i.e., network topology).

To showcase the capabilities of combining ES with DRL on graph-based optimization problems, we apply it on a routing optimization scenario in Optical Transport Networks (OTN). Specifically, we implemented the DQN algorithm from [8] using PPO, which corresponds to our computational time baseline. We applied ES to the PPO algorithm version and executed it using up to 64 processes.

II. PROBLEM STATEMENT

In the DRL context, the training process requires a DRL agent and an environment. The DRL agent acts on the environment, changing its internal state. The environment defines the problem at hand that needs to be solved. After each action, the environment returns a new state and a reward, indicating the DRL agent if the action performed was good or bad.

Generally, the training process is composed by two main phases. First, the DRL agent interacts with the environment and collects all the states and rewards returned by the environment. These interactions are stored and later on are used by different DRL algorithms to make the agent converge to a good policy [9], [13]. Second, the stored experiences are used to train the NN weights following a supervised learning fashion. Traditionally, the training process of DRL agents follows a sequential pattern that alternates between these two phases, which is illustrated in Figure 1.

The NN weights of the DRL agent are typically trained using gradient descent with a backpropagation algorithm. Therefore, the second phase can be easily accelerated using GPUs. However, to accelerate the first phase is challenging. Specifically, the sequential nature of the interaction between the DRL agent and the environment cannot be broken. In addition, the first phase scales poorly with the problem size. This is because when the optimization problem becomes larger or grows in complexity, it typically requires larger interactions with the environment.

III. NETWORK OPTIMIZATION PROBLEM

To showcase the capabilities of applying ES to accelerate the training of DRL agents, we train a DRL agent in a routing optimization use case. Particularly, we consider a SDN-based scenario where the DRL agent is placed in the control plane and is provided with a global view of the real-world Optical Transport Network (OTN) [14]. The goal of the DRL agent is to optimize the routing configuration by efficiently using the network’s resources.

The optimization problem can be described as a classical resource allocation problem [8], [15], [16]. It is defined by an OTN whose links have a limited bandwidth capacity and a set of traffic demands, defined by the tuple \((src, dst, bandwidth)\). These demands need to be routed through a particular sequence of links that connect the source and the destination nodes. Once routed, the traffic demand occupies the links’ utilization, and the resources are not freed until the end of a DRL episode. Therefore, the problem consists of allocating the maximum traffic volume in the network. A traffic demand cannot be allocated when the bandwidth is larger than the available link capacity for any possible path, indicating the end of a DRL episode.

IV. PROPOSED SOLUTION

In this paper, we adapt Evolutionary Strategies (ES) [12] to accelerate the training of a DRL agent that performs routing optimization. ES are a set of optimization algorithms that are part of the family of evolutionary algorithms [12]. Specifically, ES follow an iterative method that tries to converge to a set of NN weights that maximizes some objective function.

At the beginning of the optimization process, the objective function and a set of initial NN weights \(\theta_{\text{init}}\) are given. Then, these weights are perturbed, creating multiple mutations of the original weights. Each mutation is then evaluated and has associated a score, indicating how good or bad are the weights to satisfy the objective function. Afterwards, the mutations are combined into one update using natural gradient ascent. The optimization process starts again using the new weights \(\theta_{\text{new}}\), and continues until convergence. Intuitively, the weights are updated to become similar to those of the better performing mutations. By the end of the ES algorithm, the NN weights...
Algorithm 1 Improved Parallelized NES

Require: Learning rate $\alpha$, noise standard deviation for mutations $\sigma$, initial policy parameters $\theta_0$, fitness function $F$, number of mutations $k$
1: for each worker $i = 1, ..., n$ do
2: Obtain assigned number of mutations $k_i$
3: if worker $i$ is coordinator then $\triangleright$ Coordinator thread
4: for $t = 0, 1, 2, ...$ do
5: Sample global perturbations $\epsilon_1, ..., \epsilon_k; \epsilon \sim \mathcal{N}(0, I)$
6: Compute local returns $F' \leftarrow F(\theta_t + \sigma \epsilon_k), \epsilon_k \in k_i$
7: Receive and aggregate returns other workers: $\hat{F}$
8: Obtain solution update $\Delta \theta \leftarrow \alpha \frac{1}{n} \sum_{j=1}^{n} \hat{F} \epsilon_j$
9: Send $\Delta \theta$ to all worker threads
10: Update solution $\theta_{t+1} \leftarrow \theta_t + \Delta \theta$
11: else $\triangleright$ Worker thread
12: for $t = 0, 1, 2, ...$ do
13: Sample local perturbations $\epsilon_1, \epsilon_2, ..., \epsilon_k; \epsilon \sim \mathcal{N}(0, I)$
14: Compute returns $F' \leftarrow F(\theta_t + \sigma \epsilon_k), \epsilon_k \in k_i$
15: Send returns $F'$ to coordinator thread
16: Receive $\Delta \theta$ and Update Solution $\theta_{t+1} \leftarrow \theta_t + \Delta \theta$

$\theta_{final}$ will converge to a point where no mutations can be generated that obtain higher scores.

A. Design

In a DRL context, the initial weights for the DRL agent policy are obtained using some well-established method [17]. The weight perturbations are created using noise sampled from a multivariate Gaussian distribution. The number of mutations is a hyperparameter that has a trade-off between the quality of exploration (i.e., large number of mutations) and speed (i.e., low number of mutations). Each mutation defines a new DRL agent policy that is evaluated by making it interact with the environment. The resulting sum of rewards from each mutation is used to obtain the evaluation score. Figure 2 shows a general overview of ES applied to DRL.

The particularities of our graph-based optimization problem forced us to make some adaptations to the original ES method [12]. Originally, the algorithm was totally distributed, where each worker updates its weights independently. Instead, we designed a centralized version, where only one of the workers performs the weight updates and propagates the main NN weights to the other workers. We refer to this worker as the coordinator.

With the centralized method it is no longer necessary for the perturbations to be replicated across all workers. This drastically reduces the memory cost. In our work, the workers only communicate with the coordinator, which results in less messages being sent.

We also include some of the optional improvements proposed by the original paper, including fitness shaping, mirrored sampling and added noise to the action probabilities distribution of the agent [12].

Algorithm 1 describes the training process of a DRL agent using ES. The role of the workers is to sample the perturbations, evaluate the mutations, send the returns to the coordinator and update the solution. The coordinator has a more complex task which starts by generating the perturbations. Once these have been evaluated by the workers, the coordinator retrieves the scores and computes the new NN weights. This new set of weights is then sent to all the workers.

V. EXPERIMENTAL RESULTS

In this section we train a DRL agent using ES to efficiently allocate traffic demands in the OTN routing scenario described in Section III. Specifically, we adapt the code from an existing solution and implement it so we can train DRL agents with PPO [8] and ES. We use the PPO implementation as the baseline. Specifically, we train two different agents on the 14-node NSFNET [10] and the 24-node GÉANT2 topologies [11]. We also train a third agent over both topologies simultaneously, so it learns to optimize both at the same time. Then compare the training times of the agents when using PPO and ES. We also perform preliminary experiments to find the proper hyperparameters such as number of perturbations or standard deviation of the mutations.

We execute the DRL agent with ES with varying number of workers according to the hardware resources available. First, we execute ES in a local server with 16 CPU cores with support for 32 concurrent threads of execution, where we use ES with 1, 2, 4, 8, 16 and 32 workers. Second, we execute ES on an Amazon Web Services (AWS) c5a.16xlarge instance with 64 CPU cores, where we use ES with 16, 32 and 64 workers.

The source code is written in Python, with the usage of libraries such as NumPy for vector computation [18], Tensorflow for representing the GNN [19], NetworkX for representing the network state [20], the OpenAI Gym framework
Training speed-up with ES (relative to PPO)

The source code, together with all the training and evaluation results presented in this paper, are publicly available.

A. Training time speed-up

In this experiment we want to see the impact of the number of workers in the training time of the DRL agent with ES. Figure 3 shows the experimental results based on the time spent per epoch to evaluate all the mutations across all configurations. The experimental results show that an increasing the number of workers results in a linear decrease in time spent interacting with the environment, resulting in lower training times.

Figure 4 shows the relative amount of training time dedicated solely to interact with the environment. In other words, it indicates the percentage of time dedicated to evaluate the mutations. The results indicate that increasing the number of workers decreased the amount of time spent interacting with the environment. However, the training process is still dominated by performing these interactions. Even for the case with lowest percentage (i.e., NSFNET topology with 64 workers), interacting with the environment still accounted for over 98% of training time. As a result, we could increase the number of workers even further than we did in our experiments.

B. Training speed-up relative to PPO

In this experiment we compare the training time of the ES method against the traditional PPO with backpropagation. First, we measure the reward at which PPO converges. This is done by running PPO with a redundant number of iterations, and then take the average reward during the last 50 evaluations. Then, we compare how long does it take for the ES to reach PPO’s performance in convergence.

In Figure 5 we can observe the experimental results. The y-axis indicates how much faster is the DRL agent trained with ES than the traditional PPO to converge. The horizontal dotted line at the value of x/1 represents the break-even point where both techniques train just as fast. In other words, if ES’s performance is above the line it means that ES is faster than PPO. When the performance is below it means that PPO is faster than ES. For example, when using 2 workers to train a DRL agent on NSFNET, ES are almost two times faster than the traditional PPO.

The general trend indicates that a higher number of workers leads to a better performance relative to PPO. However, there is a clear difference between the models being trained on the NSFNET topology and on the GÉANT2 topology. The results from the NSFNET topology indicate that ES surpasses PPO with only 2 workers. The speed-up only stalls when it reaches 16 workers. This can be attributed to ES’s reliance in randomness to update the solution. As a result, the model trained with 16 workers required more iterations before it reached PPO’s performance due to the poor quality of the perturbations. When considering the executions in the remote server we see that increasing the number of workers still results in an even more accelerated training.

The evaluation results on the GÉANT2 topology and on the mixed scenario with GÉANT2 and NSFNET show a more modest speed-up. Specifically, the results indicate that more workers are needed to surpass PPO than in the case of training only on NSFNET. The performance gap between these scenarios highlights the weakness of ES: larger network optimization scenarios involve an increased training time for ES methods. This is because the GNN becomes larger, resulting in an increased number of mutations needed to try in each iteration.

VI. DISCUSSION

Training methods that use ES have several advantages compared to other traditional DRL techniques. First and utmost, it is trivial to parallelize training in ES. This is because the task of evaluating the mutations, the most expensive part of the algorithm, can be split across multiple workers. ES also has less hyperparameters to fine-tune, being the number of mutations the most significant one. This results in a faster experiment setup. Additionally, ES benefits in avoiding several pitfalls of DRL. For example, ES do not have issues with environments with sparse rewards or they do not need for future rewards discount.

However, ES have two major disadvantages when compared to DRL. First, as it learns from sets of episodes rather than individual interactions, it also means that ES take a longer effort to update its solution. Also, ES cannot be executed in environments with potentially infinite episodes, as ES requires for the episode to end to evaluate its mutations. In practice a maximum episode length can be forced, but that means that the agent is not guaranteed to perform correctly after that point.

VII. RELATED WORK

The first initial attempts to accelerate DRL’s training was with A3C [23], in which several workers combined efforts to train a single centralized network. Shortly thereafter it was improved into A2C [24], a synchronous version of A3C which proved to perform better. There was also GA3C [25], which consisted in adapting A3C for it to take advantage of GPUs.

1https://github.com/BNN-UPC/DRL-ES-OTN
From the most recent related work, Ape-X [26], D4PG [27] and IMPALA [28] are among the most widely used methods to accelerate DRL. While Ape-X is based on DQN and the others on actor-critic models, all three share the same paradigm: to accelerate interactions by having multiple actors interacting with the environment, all feeding a common experiences buffer so a learner can train the model.

This is in contrast to the use of ES, which replaces the need for a buffer altogether and it is not based on any of the original RL models, instead opting for an approach using evolutionary algorithms for optimization.

VIII. CONCLUSION

In this paper we explored the use of ES to accelerate DRL agents for network optimization. The experimental results showed that increasing the number the workers resulted in a linear decrease in the training time of the DRL agent. Specifically, the results showed that we achieved over a 128-fold speed-up for the NSFNET topology, and a 6-fold speed-up for the GÉANT2 topology. On top of that, ES provides additional advantages, such as requiring fewer hyperparameters and mitigating problems with RL algorithms, such as the ones associated with sparse rewards and non-MDP environments.

As a result, ES should be considered as a viable alternative to accelerate DRL algorithms. However, results also suggest that ES does not scale to larger problems as we initially hoped. As a result, choosing which approach may be better to accelerate the DRL training may depend on the nature of the environment, as well as on the number of trainable parameters of the DRL agent.
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