Holographic quenches in a confined phase
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Abstract
We investigate quenches of holographic theories in a confined phase, where the energy injected is insufficient to reach the deconfined phase. In such quenches, thermalization is not associated with gravitational collapse and the formation of a black hole. Nevertheless, we attempt to characterize the late-time state of this scenario. We check a number of notions of thermalization that do not require horizon formation, and find no evidence for thermalization, or even equilibration, for our chosen parameters and initial states.

We find that the post-quench behaviour of both local and nonlocal observables exhibit oscillatory behaviour rather than decaying towards equilibrium. We generally find that the response of the nonlocal observables is smoother than that of the local ones. We discuss mechanisms which generate such smoothing, as well as ‘beats’ which appear in the time-dependence of the nonlocal operators for certain classes of quenches. When tuning the quench parameters such that the smoothing is ineffective, we are able to perform 'entanglement spectroscopy, recovering the spectrum of the confined phase of the theory from the time dependence of the entanglement entropy, as well as other nonlocal observables.

Keywords: gauge/gravity duality, quantum quench, thermalization

(Some figures may appear in colour only in the online journal)

1. Introduction

The study of quantum many-body systems in far-from-equilibrium settings is a challenging and fascinating subject. In particular, recent advances in cold atom experiments have stimulated a vigorous research programme into quantum quenches, e.g. [1–4]. Although such quenches are well understood in the context of quantum mechanics [5], much less is known about such processes for many-body systems, as in quantum field theories. Theoretical
progress has been made in more specialized systems, including two-dimensional conformal field theories, e.g. [6–9], (nearly) free field theories, e.g. [9–14], and integrable models, e.g. [10, 15–18]. However, it seems that we are still far from the goal of understanding general organizing principles governing the far-from-equilibrium behaviour of many-body systems. Further, there is an absence of theoretical techniques that provide an efficient description of these quenches in a broad variety of systems.

Gauge/gravity duality provides a promising framework where questions about certain strongly coupled field theories are recast into questions about classical gravity, e.g. [19]. Such holographic models are especially well-suited for the study of quantum quenches since, with relatively modest efforts, one is able to study a broad range of quench protocols, beginning either in the ground state or at finite temperature, for a wide variety of strongly coupled quantum field theories in general spacetime dimensions. Indeed, holographic techniques have been used in many previous investigations of quantum quenches, e.g. [20–28] and the related issue of ‘thermalization’ [29–42]. In work somewhat related to the present project, thermalization times were recently studied for nonconformal and confining holographic models [43–48]. Further, the utility of holographic studies was demonstrated by [26–28] with the discovery of new universal behaviour in rapid quenches, which was subsequently shown to apply for general quantum field theories [49–52]. A common feature of most of these previous holographic studies is that thermalization in the boundary theory is described by gravitational collapse and the formation of a black hole in the bulk gravity theory. However, in this paper, we instead study holographic quenches where an event horizon does not appear in the gravitational solution.

Our study can be motivated by the non-holographic studies presented in [53], which investigates global quenches of a one-dimensional spin chain. In particular, these quenches were made with the Ising chain in both transverse and longitudinal magnetic fields, which has the distinguishing feature of making the system confined. That is, the otherwise free spinless Majorana fermions found at the critical point are bound as pairs in meson excitations. We will compare their results to those found with quenches in a simple holographic framework which also exhibits confinement.

In terms of the boundary theory, the holographic model corresponds to a four-dimensional supersymmetric gauge theory compactified with supersymmetry-breaking boundary conditions to produce an effective three-dimensional theory which is confined in the IR [54]. The confining ground state is described in the bulk by a particular gravitational solution, known as the AdS soliton [55], which does not possess an event horizon. We add here that quenches in this gravitational background were already considered by [29].

Importantly, the holographic theory has a mass gap, so quenches that inject less energy than this gap cannot form black holes and will remain in the confined phase. Since there is no stationary black hole geometry with this final energy (which is conserved after the quench), characterizing the final state itself is interesting, even before discussing the long time dynamics leading to that state. While black hole collapse is prevented, the bulk geometry undergoes strong nonlinear dynamics on long time scales. Analyzing these dynamics is one motivation of the present work.

We study quenches within this holographic model by numerically evolving the classical bulk gravity equations of motion, subject to a time-dependent boundary condition representative of a quench. We begin by studying weak quenches, where our analysis of the response functions recovers the spectrum of normal modes of the AdS soliton geometry. This behaviour is expected from perturbation theory, and serves as a reassuring check on our methods.

3 For other previous studies of holographic quenches in confining models, see [56–59].
We then study the time-series of these local observables for stronger quenches, and for longer times. In such cases, the above linear analysis is insufficient as non-linearities in the (bulk) equations of motion governing the time evolution become significant, and thus we refer to such quenches as ‘nonlinear quenches’ below. Indeed, we find that the time series of the expectation values of local operators shows erratic behaviour characteristic of nonlinear dynamical systems.

One of our main motivations is deciding whether, and in what sense, the system eventually thermalizes, or even equilibrates, in the long time limit. As we noted, the question of thermalization in our context is distinct from black hole formation. Instead, we focus on the changes in the power spectra of the time-series of local observables, as the system evolves. What we find is that in all cases there is an initial phase where the excitation energy drifts towards high frequency modes, which we interpret as an initial trend towards thermalization. However, we find that this initial progression reverses itself and in fact, the power spectrum of the response exhibits an oscillatory behaviour on long time scales. We discuss the implications of that behaviour for various definitions and measures of thermalization, e.g. see \[3, 60, 61\]. Our evidence indicates that for the range of parameters we probed, and for the duration of time evolution we have considered, the system does not thermalize, or it does not even relax to any equilibrium configuration.

An additional goal in this paper is to examine the time-dependence of nonlocal observables. Our investigation considers holographic observables which are analogous to the nonlocal operators studied by \[53\] on a one-dimensional spin system. In some respects we find similar results: some qualitative details discovered by \[53\] are reproduced in our higher dimensional holographic context. This includes the suppression of ‘light-cone spreading’ of correlations and the appearance instead of oscillatory behaviour in a variety of observables. In particular, we investigate the entanglement entropy and compare to the discussion in \[53\]. We find that the entanglement entropy of half space is again oscillatory, just as for the one-dimensional spin chain. Further, at least in a particular class of weak quenches, for which the smoothing we discuss presently is ineffective, this quantity reveals the spectrum of normal mode excitations. This generalizes the idea of \emph{entanglement spectroscopy} introduced in \[53\] to higher-dimensional holographic field theories, and to various nonlocal observables.

However, we also find some interesting differences from \[53\]. Most importantly, there is a significant smoothing of the response of the nonlocal operators in comparison to the expectation values of local operators. We find a number of different mechanisms contribute to the filtering of the high frequency features. Most importantly, the dual holographic constructions of the various nonlocal observables probe deep into the bulk geometry. For example, the entanglement entropy of half space is calculated with an extremal bulk surface that reaches from the asymptotic boundary down to the minimum radius in the bulk. We demonstrate this smoothing and other features of the time-dependence applies for a number of different nonlocal observables in our holographic model.

Our paper is structured as follows: in section 2 we describe the setup, the equations of motion, and the method for their solution. We describe the basic features of the geometry and the resulting boundary observables. This consists of an oscillatory behaviour with a fundamental frequency, which we relate to the geometry and the spectrum of excitations in the boundary theory. This sets the stage for a more detailed exploration of the time dependence of observables following the quench. In section 3, we discuss the basic observables, time-dependent expectation values of local operators. We perform time-frequency analysis of that

\footnote{See section 3.2 for details regarding our time-frequency analysis, and the observed long-time oscillations in frequency space, and also more precise notions of thermalization.}
time dependence, and discuss the question of thermalization in our setup. In section 4, we perform a similar analysis of the time-dependence of nonlocal observables, such as two-point correlation functions and entanglement entropy. We discuss the various smoothing mechanisms for those nonlocal observables, and perform spectroscopy of those observables. We present a brief discussion of our results and of future directions in section 5.

2. Setup and static solutions

As described above, we will be studying quenches in a holographic framework which was first considered by [54] to describe a confined phase of $\mathcal{N} = 4$ super-Yang–Mills theory. One of the spatial directions in this four-dimensional theory is compactified, i.e. the boundary theory is placed on $\mathbb{R}^{(1,2)} \times S^1$, and the fermions are given anti-periodic boundary conditions of the compact direction. These boundary conditions break supersymmetry and the effective three-dimensional theory is confining in the IR.

The bulk theory for our studies consists of a metric $g$ and a scalar field $\phi$, and is defined by the five-dimensional action

$$S = \frac{1}{16\pi G} \int d^5 x \sqrt{-g} \left( R + \frac{12}{L^2} - 2(\nabla \phi)^2 \right).$$

(2.1)

Here, we have the standard Einstein–Hilbert term given by $R$, the Ricci curvature scalar, and we have expressed the cosmological constant in terms of $L$, the curvature scale of the corresponding anti–de Sitter (AdS) space. Finally, of course, $G$ is the Newton’s constant in our five-dimensional bulk theory. This action yields the equations of motion

$$\nabla^2 \phi = 0, \quad R_{ab} + \frac{4}{L^2} g_{ab} - 2\nabla_a \phi \nabla_b \phi = 0.$$  

(2.2)

The gravitational solution corresponding to the confining ground state on $\mathbb{R}^{(1,2)} \times S^1$ is a static geometry known as the AdS soliton [55]. This background has a vanishing scalar $\phi = 0$ and the metric is given by

$$ds^2 = \frac{L^2}{z^2} \left( -dt^2 + \frac{dz^2}{1 - z^4/z_0^4} + dx_1^2 + dx_2^2 + \left( 1 - z^4/z_0^4 \right) d\theta^2/4 \right).$$

(2.3)

This geometry can be obtained by a double Wick rotation of a planar AdS black hole. Considering the asymptotic geometry, i.e. the limit $z \to 0$, we find that the boundary metric is naturally given as

$$ds_0^2 = -dt^2 + dx_1^2 + dx_2^2 + d\theta^2/4.$$  

(2.4)

As the notation suggests, $\theta$ is the compact direction. Further, examining equation (2.3), we see that the proper distance along this compact $\theta$ direction shrinks to zero at $z = z_0$. Hence, $z = z_0$ specifies the location where the bulk geometry closes off in the IR. Regularity at $z = z_0$ enforces the coordinate $\theta$ to have period $\Delta \theta = 2\pi z_0$. With the metric (2.4), the proper distance around the compact dimension is $L_c = \Delta \theta/2$. This ‘compactification scale’ sets the confinement scale in the boundary theory, e.g. the deconfinement temperature is given by $T = 1/L_c$.

Compared to the AdS vacuum, this gravitational solution (2.3) has a negative energy [55].

5 In fact, the scalar can take any constant value and we take advantage of this freedom in describing the holographic quenches below.
where $V_2$ denotes the spatial volume of the $x_1$ and $x_2$ directions. In the second expression, we have used the standard AdS/CFT dictionary and $N$ corresponds to the rank of the $SU(N)$ gauge group in the dual SYM theory. This negative energy provides a mass gap for black holes, which exist only for positive energies.

By a scaling symmetry, we are free to set $z_0 = 1$ without loss of generality. For simplicity, we make this choice in all of our numerical studies of holographic quenches in the following. Since the scale of the confining gap is determined by the size of the circle, this choice is equivalent to fixing the confinement scale.

2.1. Quench metric ansatz

Now let us discuss our numerical methods for quenching this system. To begin, we emphasize that we are only considering global quenches. That is, the variation of the couplings is uniform across all of the spatial boundary directions, $(x_1, x_2, \theta)$ in equation (2.3). Of course, this choice greatly simplifies the analysis of the holographic quenches since the corresponding bulk metric only depends on two coordinates: the radial coordinate in the bulk and time.

As described above, the AdS soliton has a negative energy (2.5). If enough energy is injected into the system so that the total energy becomes positive, there will be a phase transition to a deconfined phase described by a planar black hole [29]. For our purposes, we only consider quenches that leave us in the confining phase, which places an upper bound on the energy density injected into the system. While this upper bound prevents black hole formation, we will see that for sufficiently strong quenches, the dynamics is still highly nonlinear.

Our conventions are similar, but not identical to those in [29]. We will work with two different metric ansatze. The first of these is used to describe the actual quench process, as follows

$$ds^2 = \frac{L^2}{(1 - r^2)^2} \left( -e^{2b} e^{-fr} dr^2 + \frac{e^{2b}}{g(r)} \left( e^{-fr} d\theta^2 + e^{-fr} d\theta^2 + r^2 e^{2b} g(r) d\phi^2 \right) \right),$$

where $g(r) = \frac{1}{2\pi} \left( 1 - (1 - r^2)^4 \right)$. This ansatz is similar to the one found in [29]. The metric functions $h, f, b$ and the scalar field $\phi$ depend on both the radial coordinate $r$ and time $t$, as befits a global quench. In this coordinate system, the conformal boundary is at $r = 1$, and the IR endpoint, where the circle closes off smoothly, is at $r = 0$.

Near the IR cap-off point $r = 0$, the metric in the $(r, \theta)$-plane describes a Euclidean plane in polar coordinates. Since $g(r = 0) = 1$ by construction, regularity requires $f(r = 0) + b(r = 0) = 0$, with $\Delta \theta = 2\pi$—see footnote 7. Furthermore, as our initial condition, we choose $f(r) = -b(r)$, which satisfies that regularity condition and therefore it is sufficient to require $\frac{\partial f}{\partial r}(t, r = 0) + \frac{\partial b}{\partial r}(t, r = 0) = 0$ for the time derivatives of the fields at $r = 0$. In our numerical simulations, we impose this boundary condition at each time step. As for the scalar field, regularity requires $\partial_r \phi(r = 0) = 0$.

---

6The full four-dimensional stress tensor is given by $T_{ab} = \frac{3}{8\pi G} \text{diag}(-1, 1, 1, -3/4)$, using the boundary metric in equation (2.4) [62].

7In our previous conventions and those of [29], we have implicitly set $z_0 = 1$ and hence $\Delta \theta = 2\pi$. The solution (2.3) is then recovered with the simple coordinate transformation $z = 1 - r^2$, as well as setting $h = f = b = 0$ (and also $\phi = 0$).
With our symmetries, we have two ways of quenching this system. We can vary the confinement scale (relative to the scale set by the choice $z_0 = 1$), and we can provide a source for a scalar operator. These are implemented holographically as asymptotic boundary conditions (at $r = 1$) for the metric and scalar field—see further details below. Examining the asymptotic geometry in equation (2.6), i.e. taking $r \to 1$, we can read off the conformal boundary metric

$$\begin{align*}
\text{ds}_\mathcal{O}^2 &= -dr^2 + e^{-b(r=1)}(dx_1^2 + dx_2^2) + \frac{e^{2b(r=1)}}{4} \, d\theta^2,
\end{align*}$$

(2.7) where we have used $h(r = 1) = 0$, which is imposed as a boundary condition in our simulations. We may choose to vary $b(r = 1)$ in time as a means of quenching the system. Note, however, that (before or) after the quench, we keep $b(r = 1)$ constant, in which case the boundary metric (2.7) can be rescaled to recover the original boundary metric (2.4). Since the size of the compact circle in equation (2.7) is given by $L_c(t) = \pi e^{b(r=1)} L$, such quenches vary the compactification scale and hence also the confinement scale. Additionally, we may quench the scalar field by varying $\phi(r = 1)$ in time.

It is straightforward to write out the bulk equations of motion (2.2) in terms of the fields in this ansatz (2.6), however, the results are rather lengthy and provide no insight. Hence we do not present the equations of motion here, but the interested reader may look at the gravitational equations given in [29], which uses a similar ansatz to equation (2.6). However, let us add that for numerical purposes, we work with the fields

$$\begin{align*}
B(t, r) &= b'(t, r) \quad P(t, r) = \exp(f-h) b(t, r) \\
\Phi(t, r) &= \phi'(t, r) \quad \Pi(t, r) = \exp(f-h) \phi(t, r),
\end{align*}$$

(2.8) which produce a set of first-order differential equations. These equations are used evaluated how the system is initially excited by the boundary quench, as described in the next section. However, after this initial stage, we work in a different coordinate system to evaluate long-time evolution, as described in section 2.3. The new coordinates and metric functions are essential for describing this latter stage because the corresponding equations of motion have much greater numerical stability.

For the purpose of describing the quench process, using the present variables, we use a constrained evolution scheme in which we propagate the independent dynamical fields $B, P, \Phi, \Pi$ and $f$, and determine the field $h$ by solving a constraint at each time step. As initial condition for the dynamical fields we use the AdS soliton, (2.3). If needed, the original fields $b, \phi$ can be obtained by a simple radial integration. We use sixth order finite difference discretization, with a grid of a thousand points to discretize the radial coordinate, and fourth order Runge–Kutta evolution, with an adaptive step size. To stabilize the evolution of the system using the present coordinates (2.6), we need to use some of the tricks discussed in [63], as well as in [29].

2.2. Holographic quenches

Given the framework above, we follow a standard approach to studying holographic quenches. We provide a brief sketch of the essential elements here, but the interested reader may find more extensive descriptions in e.g. [26, 27]. To begin, we have the massless bulk scalar $\phi$, which is dual to a marginal scalar operator $\mathcal{O}(y)$ in the boundary theory. The bulk equation of motion (2.2) yields two independent solutions, which can be characterized by their radial behaviour in the asymptotic region, i.e. $\phi \simeq \phi_0 + \phi_1 (1 - r^2)^4 + \cdots$ as $r \to 1$ in the coordinates of equation (2.6). As usual, these two coefficients have an interpretation in the boundary

\[8\text{Further, we explicitly present the bulk equations of motion for the post-quench coordinates (2.10) in section 2.3.} \]

\[9\text{This scheme will be described in greater detail after we introduce post-quench coordinates.} \]
theory as a source for the scalar operator and its expectation value (for example, see [19]), i.e. \( \phi_0 \sim \lambda \) and \( \phi_1 \sim \langle \mathcal{O} \rangle \). Hence, for our holographic quenches, the system starts with the static solution (the AdS soliton) described in equation (2.3)\(^{10}\), and we then drive the system by changing the boundary condition of the bulk scalar, i.e. we set \( \phi_0(t) \sim \lambda(t) \) with the specific profile given below\(^{11}\). Of course, one of the ways in which we study the response of the system is to examine the evolution of \( \phi_1(t) \sim \langle \mathcal{O} \rangle(t) \) in the subsequent bulk solution——see section 3. We will study a variety of nonlocal observables in section 4 as well.

As mentioned above, we will consider to two independent ways to drive the quenches. As described above, the first corresponds to quenching by driving the system with a source \( \lambda(t) \) for the marginal operator dual to the bulk scalar \( \phi \). The second approach will be to changing the boundary geometry by driving the anisotropy function \( b(r = 1, t) \) in the boundary metric (2.7). From the bulk perspective, this corresponds to varying the boundary condition for the function \( b(r, t) \) appearing in the metric (2.6). Similarly, this metric function also has a normalizable mode (again, decaying asymptotically as \( (1 - r^2)^3 \)), which in this case, corresponds to the expectation value of a combination of stress tensor components: \( \langle (T_{511} + T_{555} + 8T_{00}) \rangle(t) \). We have indicated that this expectation value is a function of time here, in anticipation of the fact that it will become another probe of our holographic quenches in section 3. In general, we will also consider quenches where we drive the system with both \( \lambda(t) \) and \( b(r = 1, t) \) at the same time.

For each of these sources, we choose the boundary condition on the bulk field to follow a quench profile of the form

\[
q(t) = \frac{a}{2} \left( \tanh \frac{t - t_0}{\delta t} - 1 \right). \tag{2.9}
\]

That is, we set \( \phi_1(t) = q(t) \) and/or \( b(r = 1, t) = q(t) \)\(^{12}\). This profile rises gradually, on a time scale of order the duration \( \delta t \), from the initial value \(-a\) to the final value which we fixed to be zero. The total change during the quench is then given by the amplitude \( a \). The transition occurs in the vicinity of \( t = t_0 \) and this parameter is chosen for numerical convenience, to ensure the quench is sufficiently gradual. All results quoted are for times well after the quench time at \( t = t_0 \). We will examine the response to our holographic quenches both as a function of the amplitude \( a \) and of the rate \( 1/\delta t \).

The coordinate system we have described above in equation (2.6) is used to quench the system, as described in the present section. During the quench, the boundary values of the fields \( b \) and \( \phi \) (and their related first-order counterparts in equation (2.8)) will change in time. After the quench, however, these boundary values return to being fixed constants, e.g. both \( \phi_0 \) and \( b(r = 1) \) vanish. At this point, we take advantage of the vanishing of the sources to construct a new set of coordinates and metric functions, which are more suitable for long-time evolution. As mentioned above, these new description of the metric is essential to describing the long-time evolution because they produce equations of motion which are much more stable numerically. We describe this new coordinate system in the next section.

### 2.3. Post-quench coordinates

The coordinate system described previously is useful for quenching the system and is adequate for short or intermediate time evolution. However, as noted above, we found that for the purpose

---

\(^{10}\) As discussed in footnote 7, equation (2.3) is precisely reproduced by setting \( h = f = b = \phi = 0 \), however, our initial conditions here will actually shift some of these fields by a constant.

\(^{11}\) That is, we are modifying the action of the boundary theory by adding \( \delta I = \int d^4y \lambda(t)\mathcal{O}(y) \).

\(^{12}\) Generally, the two amplitudes \( a_0 \) and \( a_1 \) will chosen independently.
of obtaining long-time evolution, it is advantageous to transform to a different set of variables where the fields are explicitly unsourced. Therefore, we introduce the second metric ansatz:

\[
dx^2 = \frac{2L^2}{1 + x} \left[ -e^{2\delta} dt^2 + \frac{e^{2\delta} dx^2}{2(1 - x^2)(3 + x)} + e^{-\delta}(dx_1^2 + dx_2^2) + \frac{(1 - x)(3 + x)}{16} e^{2\delta} d\theta^2 \right]. \tag{2.10}
\]

In comparison to equation (2.6), we have simply re-expressed the metric with a new radial coordinate using

\[
\frac{1 + x}{2} = (1 - r^2)^{3/2}, \tag{2.11}
\]

and hence the asymptotic boundary now lies at \( x = -1 \) while the circle caps off at \( x = 1 \). Generally, the metric functions \( h, f, b, \) as well as the scalar field \( \phi \), are now taken to depend on \( x \) and \( t \). As before, the AdS soliton geometry (2.3) is recovered by setting \( h = f = b = 0 \). We have implicitly set \( z_0 = 1 \) here and hence the geometry is regular if \( \theta \) has period \( \Delta \theta = 2 \pi \).

Now to produce our improved equations of motion, we redefine the metric functions and scalar field as

\[
e^{-2\beta} = 1 - x_p^2 \alpha, \quad e^b = 1 + x_p^2 \beta, \quad e^{f+h} = 1 - x_p^2 \delta, \quad \phi = x_p^2 \varphi, \tag{2.12}
\]

where for convenience, we have defined

\[
x_m = \frac{1 - x}{2}, \quad x_p = \frac{1 + x}{2}. \tag{2.13}
\]

The definitions (2.12) essentially enforce the asymptotic boundary behaviour of the metric functions and scalar field (i.e. as \( x \to -1 \)), assuming that they are no longer driven\(^\text{13}\), as is appropriate for times well after the quench has been completed, i.e. well after \( t = t_0 \). Indeed, the boundary metric is the same as that of the AdS soliton (2.4). These boundary conditions are guaranteed to be satisfied, so long as \( \alpha, \beta, \) and \( \delta \) remain finite, which will always be true when performing numerics.

At this point, let us define the first-order functions

\[
Q = \frac{1}{2} x_p(3 + x) \beta' + \beta, \quad \Phi = \frac{1}{2} x_p(3 + x) \varphi' + \varphi, \quad P = \frac{1}{4} e^{f+h} \beta, \quad \Pi = \frac{1}{4} e^{f+h} \varphi. \tag{2.14}
\]

The evolution equations for the first-order variables are given by

\[
\dot{Q} = \partial_\alpha \left[ 2x_p(3 + x)(1 - x_p^2 \delta)(1 - x_p^2 \alpha) P \right] - 2x(1 - x_p^2 \alpha)(1 - x_p^2 \delta) P \tag{2.15a}
\]

\[
\dot{\Phi} = \partial_\alpha \left[ 2x_p(3 + x)(1 - x_p^2 \delta)(1 - x_p^2 \alpha) \Pi \right] - 2x(1 - x_p^2 \alpha)(1 - x_p^2 \delta) \Pi \tag{2.15b}
\]

\[
\dot{P} = \partial_\alpha [4x_m(1 - x_p^2 \delta)(1 - x_p^2 \alpha) Q] + \frac{2(1 - x_p^2 \delta)}{(3 + x)(1 + x_p^2 \beta)} \left[ 2(1 - x_p^2 \delta) [2x_m(1 - x_p^2 \beta) Q - 2x_m x_p \dot{Q}^2 + x_p^2(3 + x) P^2] - \beta \left[ (2 + x + x^2) + x_p^2(3 + x) \beta \right] + x_p \alpha \left[ 8(3 + x) + x_p^2(5 - x)(2 + x)(1 + 6x + x^2) \beta + x_p^2(3 + x)(3 + 14x - x^2) \beta \right] \right] \tag{2.15c}
\]

\[
\dot{\Pi} = \partial_\alpha [4x_m(1 - x_p^2 \delta)(1 - x_p^2 \alpha) \Phi] + \frac{2(1 - x_p^2 \delta)}{3 + x} \left[ 4x_m(1 - x_p^2 \alpha) \Phi - \left( 2 + x(1 + x) + \frac{x_p^2[7 + x(2 - x)][2 - x(5 + x)]}{11 - x(2 + x)} \right) \varphi \right]. \tag{2.15d}
\]

\(^\text{13}\) Comparing to our previous discussion in section 2.2, we have set \( \phi_1 = 0 = b(r = 1) \) in equation (2.12).
The constraints are given by
\[ \frac{1}{2} x_p (3 + x) \beta' + \beta = Q \tag{2.16a} \]
\[ \frac{1}{2} x_p (3 + x) \varphi' + \varphi = \Phi \tag{2.16b} \]
\[ \alpha' - x_p \left( x_p^2 S + \frac{4}{11 - x(2 + x)} \right) \alpha = -x_p S \tag{2.16c} \]
\[ x_p \delta' + (2 + x_p^4) \delta = S, \tag{2.16d} \]
where the quantity \( S \) is given by
\[
S = \frac{8}{11 - x(2 + x)} \left[ \frac{3 x_p P^2}{(1 + x_p^2 \beta)^2} - \frac{(x_p \beta + Q)(4 - x_p(1 - 5x)\beta - 6x_m Q)}{(3 + x)(1 + x_p^2 \beta)^2} \right. \\
\left. + 4 x_p^3 \Pi^2 + \frac{8 x_m (x_p \varphi + \Phi)^2}{3 + x} \right]. \tag{2.17} \]

Finally, we have the following evolution equations, which are implied by the previous set of equations:
\[ \dot{\beta} = 4(1 - x_p^2 \alpha)(1 - x_p^4 \delta)P \tag{2.18a} \]
\[ \dot{\varphi} = 4(1 - x_p^2 \alpha)(1 - x_p^4 \delta)\Pi \tag{2.18b} \]
\[ \dot{\alpha} = \frac{32 x_p^7 (1 - x_p^2 \alpha)^2 (1 - x_p^4 \delta)}{11 - x(2 + x)} \left[ \frac{2[1 - x_p(1 - 2x)\beta - 3x_m Q]}{(1 + x_p^2 \beta)^2} - 8 x_m \Pi (x_p \varphi + \Phi) \right]. \tag{2.18c} \]

These equations have a number of advantages over the previous ones used for quenching. First, there are no singularities present in the equations, which improves numerical stability. In particular, we are able to use spectral discretization of the radial direction. Second, asymptotic quantities can be read directly from these functions without taking any derivatives. The energy, for example is read directly from the function \( E \propto \alpha \rvert_{x = -1} \), which is manifestly conserved from equation (2.18c). Both of those advantages greatly improve both stability and accuracy of our numerics.

Initial data is supplied for the functions \( Q, \Phi, P, \Pi \), and the remaining functions are obtained by integrating (2.16). We evolve the system by repeatedly solving equations (2.15) and (2.16) within a Runge–Kutta algorithm. Only one of these equations (2.16c) requires a boundary condition. We take
\[ \alpha(t, x = 1) = 1 - \frac{1}{[1 + \beta(t, x = 1)]^2} \tag{2.19} \]
which sets regularity at the origin, assuming that \( \theta \) has period \( \Delta \theta = 2\pi \). All remaining boundary conditions have been set by the definition of our evolution variables. We use a Chebyshev pseudo-spectral method for spatial discretization, solving equation (2.16) by LU decomposition. We monitor equation (2.18), particularly energy conservation as a numerical check.

The present coordinates are constructed with the assumption that the system is no longer being driven—see the comment after equation (2.13). They are therefore suitable (and
effective) for describing the long time evolution after the quench is completed, whereas the quench itself is performed using the coordinate system (2.6). Thus, we take the configuration created by a quench, in the coordinate system (2.6), translated to the present coordinates, as the initial configuration for long post-quench evolution. One could also imagine other types of initial configurations for long time evolution, corresponding to other types of excited states. For example such configurations could be generated as some linear combination of the normal modes, but those would not necessarily have a quench interpretation. We leave exploration of the long time evolution resulting from different types of initial configurations for future work.

2.4. Bulk solutions—basic features

Quenching the AdS soliton is quite different from quenching a black hole geometry, or even a geometry which collapses to black hole at late time (e.g. the Vaydia geometry). As we shall see later, those differences are apparent within the boundary observables. Here, however, we will comment on the basic features of the bulk geometry. Rather than describing the features of one specific quench, we focus on qualitative features typical of all quenches.

In figure 1, we display the scalar field and a typical metric function for times following one particular quench. As we inject energy into the confining geometry, the most prominent characteristic of the subsequent evolution is the bouncing of the excitation back and forth between the asymptotic boundary and the IR cap-off point. This bouncing frequency has a simple interpretation we now explain.

For weak, rapid quenches, the geometry remains close to the AdS soliton. Consider then the probe limit where a massless scalar field propagates on a fixed AdS soliton background (2.3). Null geodesics in this geometry approximate the trajectory of a narrow energy pulse, and are given by \( \frac{dz}{\alpha} = \sqrt{1 - z^2/z_0^2} \). Thus the period of a bounce from the asymptotic boundary to the cap-off point and back is

\[ T_{\text{fun}} = 2.622 \]

Figure 1. Metric and scalar field for times following the quench. The most prominent feature is the approximately periodic behaviour with a period of roughly \( T_{\text{fun}} = 2.622 \). The coordinates are those given in equation (2.6) and in particular, \( r = 0 \) and \( r = 1 \) correspond to the IR cap-off point and the asymptotic boundary, respectively.

14 For an alternative interpretation of the bounces as ‘revivals’, see [58, 64]. Below we will identify a longer time scale, of bouncing in frequency space, which might serve as a more natural time scale for revivals in CFTs [65, 66]. We leave that speculative direction for future work.
Recall that $L_c$ is the size of the compact direction in the boundary theory. This bounce period $T_{\text{fun}}$ is closely related to the frequencies of the linearized excitations in the AdS soliton background (2.3), as we now show.

Consider the normal modes for a free massless scalar field $\phi$ in this geometry. They satisfy

$$z^3 \partial_z \left[ \frac{1 - z^4/z_0^4}{z^4} \partial_z \phi \right] = -\omega^2 \phi.$$  \hspace{1cm} (2.21)

To identify the behaviour of high level modes, we can solve this equation with a WKB ansatz $\phi \sim e^{S'/\hbar}$, where $\hbar$ is a formal small parameter. As usual, the derivatives act only on the exponent to leading order in $\hbar$, which then gives $S' = \frac{\hbar \omega}{\sqrt{1-z^4/z_0^4}}$. The quantization condition for normal modes then becomes (setting $\hbar = 1$)

$$\omega \int_0^{z_0} \frac{dz}{\sqrt{1 - z^4/z_0^4}} = \pi n + C,$$ \hspace{1cm} (2.22)

where the constant $C$ depends on the precise boundary conditions which we impose on the normal modes, and $n$ is an arbitrary integer. We expect equation (2.22) to be accurate for large values of $n$ and comparing this result to the period (2.20) of bouncing of a null geodesic. We see that the level spacing of the higher normal modes by is

$$\Delta \omega = \frac{2\pi}{T_{\text{fun}}} \simeq 2.396 \frac{280,470}{L_c} \frac{\pi}{L_c}.$$ \hspace{1cm} (2.23)

Hence we can anticipate that this bouncing period (2.20) also sets the basic frequency for the response of the field excitations in our holographic quenches (both for the scalar modes analyzed above, and for the metric modes).

More accurate results for the normal mode frequencies can be determined with a more precise WKB analysis [67, 68]. However, one can also solve numerically for the energies of the lowest lying modes, as shown in table 1. To do that, one constructs the operator of linearized fluctuations around the AdS soliton background, and find its eigenvalues (and eigenfunctions, if desired). In the table, we show the lowest lying frequencies for linearized excitations of the massless scalar field and the ‘scalar’ graviton mode associated with the metric anisotropy, which are the two fields excited in our holographic quenches. In terms of the boundary theory, these both correspond to $0^{++}$ glueballs in nomenclature of [69, 70]. As one can see from the table, when measured in units of the fundamental frequency

| Level  | Scalar | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
|--------|--------|---|---|---|---|---|---|---|---|---|
|        | Metric | 0.9749 | 2.3025 | 3.3677 | 4.3995 | 5.4187 | 6.4316 | 7.4410 | 8.4480 | 9.4536 |
|        |        | 1.4206 | 2.4521 | 3.4658 | 4.4734 | 5.4783 | 6.4816 | 7.4841 | 8.4860 | 9.4874 |

| $T_{\text{fun}} = 2 \int_0^{z_0} \frac{dz}{\sqrt{1 - z^4/z_0^4}} = 2z_0 \frac{\sqrt{\pi} \Gamma(5/4)}{\Gamma(3/4)} \simeq 2.622 \frac{554 \text{ L}_c}{\pi} \quad (2.20)$ |
\[ \omega_{\text{fun}} = \frac{2\pi}{T_{\text{fun}}} \simeq 2.396 \times \frac{\pi}{L_c}, \]
the higher modes differ in near-integer values, confirming the validity of the WKB approximation.

2.5. Boundary observables—time series

We have identified the time scale \( T_{\text{fun}} \) in the system associated geometrically with the bouncing of excitations between the two ends of the geometry. The time scale of the bounces is essentially the shortest time scale associated with the AdS soliton. With \( L_c = \pi \) (i.e. \( z_0 = 1 \)), we have roughly \( T_{\text{fun}} \simeq 2.622 \), as given in equation (2.20), and the associated frequency is \( \omega_{\text{fun}} = \frac{2\pi}{T_{\text{fun}}} \simeq 2.396 \). This same frequency essentially sets the frequencies of the normal modes in the AdS soliton geometry, e.g. see table 1 and also the asymptotic level spacing in equation (2.23).

The time series of observables inherits this fundamental frequency, but shows many more features, both on short and long time scales. In figure 2, we show a typical example of a time series of boundary observables. On short time scales, we see that as the signal bounces back and forth in the geometry, it is deformed in an erratic way. On the right panel, we see that the same signal has interesting features on long time scales as well. In the rest of the paper, we analyze the time series of various observables and extract from it interesting statements about the dynamics of the theory following the initial quench.

For the sake of an easy interpretation of subsequent dynamics, we will always choose sufficiently short quench durations. That is, we take \( \delta t \ll T_{\text{fun}} \simeq 2.622 \). For slower quenches, there is no separation between the time scale of the quench and that of the bouncing in the geometry (or as we saw, the lowest normal mode frequencies), which complicates the analysis. Further we expect that for such slow quenches, it would be very difficult to unravel any kind of universal behaviour\(^{15}\).

\(^{15}\) The opposite limit, \( \delta t \gg T_{\text{fun}} \), corresponds to driving, rather than quenching, the system. Periodic driving can lead to interesting universal results, e.g. see \([71, 72]\) for holographic examples.
3. One-point functions

Let us now discuss the one-point functions extracted from the bulk scalar and gravitational fields following the quench. These correspond to the time-dependent expectation values of the scalar operator and the boundary stress tensor, respectively. To be precise, the normalizable mode of the bulk scalar yields \( \langle O \rangle(t) \) where \( O \) is the marginal scalar operator in the boundary theory dual to \( \phi \). Similarly the anisotropy field (i.e. the normalizable mode of \( b \) in the quench metric (2.6), or simply \( \beta \) in post-quench coordinates) yields a combination of stress tensor components: \( \langle (4T_{\theta\theta} - 3T_{tt}) \rangle(t) \). With our symmetries, the stress tensor is fully characterized by the (total) energy (which is conserved after the quench and therefore contains no dynamics) and the anisotropy field. The output of our numerical simulations contains a time series for these boundary observables, which we now analyze using various tools.

3.1. Weak quenches

We start by quenching the system weakly. When the amplitude \( a \) (i.e. in equation (2.9)) is sufficiently small, we inject a small energy density into the bulk, and a linearized analysis should provide a valid description of the dynamics. In this limit, the system is described by the normal modes of the bulk fields, i.e. glueballs in the boundary theory, which propagate almost freely. This picture breaks down for sufficiently strong quenches, or for a sufficiently long time evolution.

One way of doing a spectral analysis of our solution is to directly project the spatial data into a spectrum of normal modes. However, since the normal mode frequencies and the corresponding eigenfunctions are not available analytically, we will instead analyze the spectral properties of our solutions by taking a Fourier transform of the time series for our one-point functions. This method also has the added advantage that the fundamental time scales can be captured for nonlinear quenches that necessarily differ from the normal modes of the AdS soliton, as we will see below when we analyze these strong quenches.

To demonstrate that this method adequately captures the spectrum of normal modes, we show the Fourier transform of the time series for the one-point functions of the scalar field (in the left panel) and of the anisotropy field (in the right panel), in figure 3. We plot the power spectra following two separate weak quenches. We see that indeed, those power spectra have peaks corresponding to the spectrum of normal modes, e.g. see table 1. Our results here can be compared to the quench spectroscopy of [53]. There, the one-point function of the order parameter showed oscillatory behaviour after quenching the spin chain and the dominant frequencies in the corresponding power spectra matched the masses of various mesonic bound states in the confining phase.

We note that the shape of the power spectrum changes little when we vary the amplitude \( a \) of the quench, as long it remains weak, i.e. \( a \ll 1 \). There is also little variation if we quench the scalar field, the metric, or both. Otherwise, the response of the system in the weak regime depends mostly on the quench duration \( \delta t \). Hence it is instructive to look at the shape of the spectra for different \( \delta t \). In figure 4, we plot the dominant frequency, the location of the maximum of the frequency distribution, as function of that duration, for a few weak quenches. We see that the dominant frequency varies roughly as \( 1/\delta t \), for weak quenches (of fixed

---

16 This is given by the undetermined coefficient of the scalar \( \phi \) in an expansion off the AdS boundary.

17 Of course, we can express this in terms of other linear combinations by making use of the vanishing trace of the stress tensor. In any event, one can easily verify that the expectation value of the above combination vanishes in the (static) confining phase—see footnote 6.

18 Of course, if we do not excite the scalar field, it stays zero at all subsequent times.
Figure 3. Power spectrum of the scalar response (left) or the pressure anisotropy (right) following two particular weak quenches. The power spectra shown with blue x’s follow a quench with amplitudes $a_b = a_\phi = 10^{-5}$, and duration $\delta t = 0.1$. The power spectra with magenta diamonds follow a quench with amplitudes $a_b = a_\phi = 10^{-5}$, and duration $\delta t = 0.3$. We measure frequencies in units of the fundamental frequency $\omega_{\text{fun}} \approx 2.396$. To focus on the shape of those spectra, we have chosen normalization such that the two spectra have a common maximum. In both cases, the vertical lines correspond to the normal modes of the unperturbed background. The data points are obtained from a Fourier transform of the time evolution, taken at interval $\Delta t = 100$ immediately following the quench. Note that for a wider quench (i.e. with larger $\delta t$), as expected, the power spectrum is concentrated in lower normal modes.

Figure 4. The dominant frequency in the response of the system for various weak quenches with $a_b = a_\phi = 10^{-5}$, as function of the duration $\delta t$. The magenta dots and black x’s correspond to the response of the scalar and anisotropy fields, respectively. The log-log plot was fit with a line of slope –1, and the fit seems quite reasonable with deviations likely due to quantization of normal mode frequencies.
amplitude). A similar trend can be seen for the width of the frequency distribution, although the data for that quantity contains more noise.

Finally let us note that the state produced in these quenches are not generic, e.g. we do not find a Boltzmann distribution among all of the normal modes. Hence we might expect some form of thermalization to take place in the subsequent evolution. However, such thermalization would require the gravitational interactions to play the role of redistributing the energy amongst the various normal modes. Let us re-iterate that the weak quench excites various normal modes in the AdS soliton background and these modes evolve freely, i.e. their interactions are negligible. We will, of course, see differences between the real time evolution and the ‘simple’ oscillations of linearized fluctuations when the quench is sufficiently strong, but the nonlinearities can also become important if the system evolves in time for a very long period. In the weak quench regime, a simple estimate of the interaction time scale produced by the nonlinearities of the bulk equations of motion would be roughly $T_{\text{fun}}/a$, where $a$ is the (dimensionless) quench amplitude in equation (2.9). It is less clear what the subsequent thermalization time scale would be, but this certainly indicates that it is impractical to look for thermalization in the weak quench regime with our numerical simulations. A better setting in which to investigate this issue will the nonlinear quenches discussed in the next section. In fact, we will see some indications that the states produced by those quenches do not thermalize (or equilibrate) even at very long times after the quench.

3.2. Nonlinear quenches

We have seen that focusing on the power spectrum of the response, as measured by the one-point functions, is a good way to summarize the information contained in the time series. In the case of weak quenches, that power spectrum remains constant in time (at least for sufficiently short time scales—recall the discussion in the introduction of this section). We now turn to stronger quenches19, where mode mixing leads to interesting dynamics as can be seen by the time dependence of the power spectrum.

From the perspective of the bulk theory, we are injecting sufficient energy to produce interesting nonlinear gravitational dynamics. From the perspective of the boundary theory, we are injecting an energy of order $N^2$ into the system, but it is still insufficient to reach the deconfined phase of the theory. Hence the number of low energy degrees of freedom (i.e. glueballs) remains of order one, and so those glueball states are highly occupied. These large occupation numbers explain how we can have nontrivial dynamics or interactions of the glueballs in the classical large $N$ limit.

A useful tool for exhibiting the change in the power spectrum as function of time is a windowed Fourier transform20. Roughly speaking, one divides the time series into a series of (possibly overlapping) windows of some fixed duration and then calculates the Fourier power spectrum in each window separately. More specifically, we use the so-called ‘Hamming’ windows (e.g. see [73]), with 25% overlap between successive intervals. Varying the window size is a tradeoff between accuracy in time or frequency, we will focus on results that do not depend on the window size, nor on the overlap between successive windows. However, we emphasize that fine grained details of the figures presented below do depend on these choices.

The nonlinear quenches start out by initially exciting the system’s normal modes with a profile similar to what is exhibited in figure 3. But due to strong nonlinear dynamics in the bulk, these modes interact and mix. Varying parameters, we find a wide range of behaviours

---

19 With injected energy around 40% of the mass gap.
20 We have also used various wavelet transforms that yield similar results.
which we only partially explore. We can characterize the behaviour by dividing the subsequent evolution into moderate and long times (compared to the fundamental period $T_{\text{fun}} \simeq 2.622$, given in equation (2.20)), and we discuss them separately.

### Moderate times

At sufficiently short times, but still long compared to the fundamental bouncing time $T_{\text{fun}} \simeq 2.622$, we observe that the strong nonlinearities always lead to a 'direct cascade' where some of the initial power moves to higher frequency modes. We might expect that this behaviour is related to some form of thermalization. As described above the energy is of order $N^2$ while the number of degrees of freedom is only order one, and therefore we would expect that the effective temperature would diverge in the large $N$ limit. Hence we would expect that with thermalization, the power would continue to be transferred to arbitrarily high frequencies. This behaviour might be taken as an operational definition of 'thermalization' in a closed system evolving unitarily—see further discussion of thermalization below.

In figure 5, we demonstrate the direct cascade in a particularly clear example, where that initial phase lasts for a relatively long time. We see that in this example, the power is progressively transferred to higher frequencies as function of time\(^{21}\). The details of this cascade process depend on choice the parameters, but the initial spread of power to higher frequencies seems universal in sufficiently strong quenches.

As described above, this initial phase is what we expect from thermalizing systems, which leads to a natural question of whether the system actually thermalizes after a long time

\[^{21}\text{Note that the granularity of frequencies in figure 5 is due to the finite window size we use in the short-time Fourier transform; those fine details depend on the precise way that transform is performed. In particular, this discreteness is unrelated to the spectrum of normal modes in the geometry.}\]

---

**Figure 5.** Short time Fourier transform (spectrogram) for the response of the scalar field, for quench of duration $\delta t = 0.5$ and amplitudes $a_\phi = a_\phi = 0.05$. This shows the power spectrum, colour coded, for each frequency (represented on the vertical axis), as function of time. Blue represents low amplitudes whereas warmer colours represent larger power. We see that the some of the power initially contained in a few low lying resonances is gradually transferred to higher frequency modes, representing a ‘direct cascade’. But this process stops and power returns to lower frequencies in later times.
evolution. While we cannot give a definite answer using a numerical simulation, which necessarily evolves for a finite duration, we see some interesting phenomena which point to a rich variety of potential long-time behaviours. We leave the complete discussion of the asymptotically long time behaviour (which would necessitate much longer time simulations than what we have attempted here) for future research, and present here a few preliminary comments.

**Long times and (non)thermalization.** As we mentioned previously, holographic quenches in a confining phase have be studied previously in [29, 56–59]. In studying a ‘hard wall’ model [57], it was noticed that the response of the one-point functions remained oscillatory over a long period of time after the quench and it was first suggested there that the system may not thermalize. We would like to pursue this question in more detail here for our holographic quenches, and so we begin by being more precise about defining thermalization.

Strictly speaking for the system to thermalize, we would demand that after a sufficiently long time, the density matrix of subsystems becomes indistinguishable (in some suitable sense) from a thermal equilibrium state [60, 61]. Following the terminology of [74], we refer to this phenomenon as *strong* thermalization, however, since neither the quantum state nor the reduced density matrix of subsystems are accessible in our holographic framework, we can only test this notion by asking if various observables relax to their expected thermal values. However, given the observations above, e.g. the continuing oscillations in the power spectrum, it is clear that the system does not thermalize in this strong sense after our holographic quenches.

One might also consider a notion of *weak* thermalization (again in the terminology of [74]). The latter only demands that the system equilibrates so that time-averaged observables exhibit (approximately) thermal behaviour. We comment on this possibility for our holographic quenches below. However, let us note that [74] investigated both weak and strong thermalization for a non-integrable model and found that depending on parameters, one or the other might be achieved, as well as no thermalization at all in certain instances.

Beyond either of these notions of thermalization, we can ask if the system relaxes to an equilibrium configuration in any sense [60, 61]. That is, we can investigate if the long-time averages of observables become approximately time-independent, regardless of whether or not those averages are described by a thermal ensemble. Such a nonthermal steady state could indicate that extra conserved quantities are present in the system, and in that case, the steady state may be described by a generalized Gibbs ensemble [15, 75, 76]. In a holographic context, this question was studied in [30, 31].

As we have mentioned, for strong quenches in our system, the power spectrum initially drifts towards higher frequencies, as expected in a thermalizing system. However, at later times, we inevitably see an ‘inverse cascade’, where the spectrum returns to lower frequencies. A spectrogram demonstrating such long time behaviour is exhibited in figure 6, where we show the subsequent time evolution of a quench similar to the one depicted in figure 5. We see a series of direct cascades alternating with *inverse* cascades, where power drifts to higher frequencies and then returns to lower frequencies. The evolution of the power spectrum on these long time scales is erratic and quasi-periodic.

We note in passing that the modulation present in the long-time behaviour found here is different from that observed in [29]. They also examined the time series of the one-point functions, albeit in weak and purely scalar quenches. The phenomena observed there was explained in terms of ‘beats’ in driven harmonic oscillators. We emphasize however that the quasi-periodic behaviour in the power spectrum, which was found in our nonlinear quenches, is distinct from the phenomena of ‘beats’, where the frequency content for the system would simply be dominated by two nearby frequencies. Further, the modulation which we see is
irregular, and thus is not explainable by a simple pattern of superposition of small number of oscillatory modes. We will return to the ‘beat’ phenomena observed in [29] in the next section.

The structure of alternating direct and inverse cascades is reminiscent of the holographic results of [30, 31, 77] in the case of collapse in global AdS space. In the so-called ‘islands
of stability’ where black holes do not seem to form in the long time limit, and even in some cases where a black hole eventually forms at late time, the same pattern of direct and inverse cascades appears, resulting in the periodic ‘sloshing’ of the power spectrum back and forth between high and low frequencies. In our system, the precise period for this behaviour depends on the details of our choice of quench parameters, but it is always much larger than that fundamental period $T_{\text{fun}}$: $T_{\text{fun}} \approx 2.622$.

Following [30, 31], we examine the notions of weak thermalization and equilibration by averaging the power in each mode over time. These averages will saturate after a sufficiently long time for a system that relaxes to an equilibrium as discussed above, i.e. in the sense that long-time averages are time-independent, but for equilibration we do not require that they take the naively thermal values. In figure 7, we depict the long-time averages of the power in a few representative frequencies for the quench whose power spectrum is depicted in figure 6. We find that for longer time scales, the average power spectrum stabilizes for some frequencies, but not for all! Note that even for the frequencies that look stabilized in figure 7, some oscillations remain, even in the long-time limit. The amplitude of these oscillations being relatively small may simply be an artifact of the fact that we are averaging over very long times.

We can conclude that at least in the time regime that we were able to probe here, i.e. roughly $400 T_{\text{fun}}$ after the quench, the system does not thermalize in the weak sense, nor does it equilibrate, for our nonlinear quenches. While we cannot be sure of the results for asymptotically long times, the quasi-periodic structure we observed, e.g. in figure 6, where tendency towards thermalization stops, suggests that the system will not thermalize even on much longer time scales.

4. Nonlocal probes

In [53], global quenches of a one-dimensional spin chain in a confining phase were also examined with various nonlocal probes, e.g. entanglement entropy and two-point correlation functions, and the response of these probes exhibited a rich and interesting structure. Hence we now turn to examining analogous probes in our holographic quenches.

4.1. Entanglement entropy

One such probe considered in [53] was the entanglement entropy of half space. There the entanglement entropy was found to exhibit an interesting oscillatory behaviour, where the corresponding power spectra showed peaks at frequencies related to the energies of many of the bound states of the system. This was dubbed entanglement spectroscopy, and is somewhat analogous to discovering the glueball spectrum using the one-point response function, as shown in figure 3.

Here, we will begin by discussing the entanglement entropy of a strip of width $\ell$, as function of time, but we quickly focus on the simpler case of the entanglement of half space, for reasons described below. To apply the Ryu–Takayanagi formula [78, 79], or more precisely its covariant extension [80], we find an extremal bulk surface which ends on entangling surface corresponding to the specified boundary strip at fixed time. Below, we start the discussion by describing the calculation and reviewing the results for the static case.

4.1.1. Initial state. In the static soliton background (2.3), narrow strips with small width $\ell$ have an entanglement entropy which is the (regularized) area of the connected minimal surface staying close to the boundary. As we increase the width of the boundary strip, those surfaces
go deeper and deeper into the bulk. In the left panel of figure 8, we plot the relation between the bulk depth of the connected extremal surfaces and the width of the corresponding boundary strip. In contrast to geodesics which will be discussed in the next section, we see that relation is not monotonic. For each boundary width $\ell$, there are two connected bulk surfaces ending on the appropriate boundary strip. Further, for sufficiently wide strips, no such connected extremal surface exists.

This behaviour led the authors of [81] to identify a phase transition in the holographic entanglement entropy. For narrow strips, the entanglement entropy is determined by the shallower connected surface (since it has the minimal area) in the left panel of figure 8. The corresponding entanglement entropy for these narrow strips is shown in the right panel in figure 8, as a function of $\ell$.

However, for sufficiently wide strips, the holographic entanglement entropy is given by two disconnected bulk surfaces, which simply fall straight into the bulk and close off at the IR cap-off point [81]. Hence, the entanglement entropy is independent of $\ell$ in this regime. For later purposes, we observe that the area of one such extremal surface yields the entanglement entropy of half of a constant time slice in the boundary theory.

Let us note that the connected surfaces, which reach deep into the IR, play no role in determining the entanglement entropy for either the narrow or wide strips. Hence the connected surfaces, which are relevant for relatively small $\ell$, do not probe the deep IR of the bulk. While some time dependence is seen in the area of such surfaces, the probe with the most interesting time-dependence is that of the disconnected surfaces which go deep into the bulk geometry. For this reason, we restrict our discussion below to the entropy of half-space, given by the regularized area\textsuperscript{22} of a single disconnected surface.

\textsuperscript{22} In the following, we regulate the areas by subtracting the area of the corresponding extremal surface in the static background (with the same compactification scale $L_c$).
To calculate the entanglement entropy of half space, as a function of time, we begin with the background geometry (2.6) and seek extremal surfaces starting at \( r = 0 \) at some \( t = t_0 \). Then integrating out through this dynamic geometry towards the boundary at \( r = 1 \), we find that the extremal surface typically reaches the boundary at some later time \( t_b \geq t_0 \). In the various plots when we display the regularized area, it is as function of this boundary time \( t_b \).

We can broadly classify the response according to the type of quench that is performed. In particular, there are three distinct behaviours according to whether it is a weak scalar quench (in which only the scalar field is sourced) or a weak gravitational quench (in which the amplitude of the metric source is larger or equal to that of the scalar) or nonlinear quenches (with either scalar or metric sources). Of course, there are no sharp boundaries separating these

**Figure 9.** In the top panel, we show the entanglement entropy of half-space for a weak scalar quench with \( a_0 = 10^{-4}, \ a_b = 0 \) and \( \delta t = 0.05 \). We see distinct ‘beats’ in the time series, where the oscillatory behaviour with \( \omega \sim \omega_{\text{fun}} \) is modulated on a longer time scale. In the bottom panels, we see a somewhat more irregular pattern in the metric one-point response for the same quench. The bottom right panel, which zooms in on a short time interval, emphasizes that this response consists of a combination of slow oscillations with \( \omega \sim \omega_{\text{fun}} \) and series of pulses, similar to those shown in figure 2. The bottom left panel shows that the amplitude of the one-point response also shows some modulation on longer time scales, similar to the entanglement entropy.

### 4.1.2. Time dependence

To calculate the entanglement entropy of half space, as a function of time, we begin with the background geometry (2.6) and seek extremal surfaces starting at \( r = 0 \) at some \( t = t_0 \). Then integrating out through this dynamic geometry towards the boundary at \( r = 1 \), we find that the extremal surface typically reaches the boundary at some later time \( t_b \geq t_0 \). In the various plots when we display the regularized area, it is as function of this boundary time \( t_b \).

We can broadly classify the response according to the type of quench that is performed. In particular, there are three distinct behaviours according to whether it is a weak scalar quench (in which only the scalar field is sourced) or a weak gravitational quench (in which the amplitude of the metric source is larger or equal to that of the scalar) or nonlinear quenches (with either scalar or metric sources). Of course, there are no sharp boundaries separating these
three regimes and the corresponding responses, but we give an illustrative example of each of the three cases below. Following the description of those cases, we attempt to interpret the differences in terms of different mechanisms of smoothing the nonlocal observables, relative to the one-point function described above, in the next section.

First, in the top panel of figure 9, we show the time-series for the entanglement entropy of half-space for a weak scalar quench. We see that the response here is relatively smooth and regular. It is entirely dominated by oscillations with $\omega \sim \omega_{\text{fun}}$, however, these oscillations are in turn modulated on longer time-scales. This ‘beat’ phenomena is similar to what was observed by [29] in the one-point functions and we return to a discussion of this feature below. We contrast the smooth behaviour seen for the entanglement entropy with the response seen in the one-point function of the anisotropy field for the same quench, which is shown in the bottom two panels. This one-point function exhibits oscillations with $\omega \sim \omega_{\text{fun}}$ but it also has structure on shorter time-scales, with the pulses characteristic of the bounces illustrated with figure 2. However, the bottom left panel also shows that the amplitude has some modulation on longer time scales, similar to the entanglement entropy. In any event, the short-time structure indicates that the one-point function has a much richer power spectrum than the entanglement entropy.

In figure 10, we turn to a weak gravitational quench, where both the scalar and anisotropy field were sourced. The left panel shows the time-series for the entanglement entropy of half-space and we see that this response is somewhat more irregular than found for the weak scalar quench. However, we can also compare this response to the one-point function of the anisotropy field for the same quench, shown in the right panel. The latter response clearly shows a great deal of structure at high frequencies and so we can conclude that the response in the entanglement entropy is still relatively smooth, in comparison. That is, the short-time structure in the one-point function will produce in a much richer power spectrum than for the entanglement entropy.

So far we have shown examples where the entanglement entropy for weak quenches is smoothed out, as compared to the one-point functions. We return to describing different mechanisms for this behaviour below. However, we must add that in the weak gravitational quenches, the smoothing becomes ineffective for certain choices of quench parameters, i.e.
when the duration $\delta t$ is sufficiently short, so as to excite mostly high frequency normal modes. In figure 11, we exhibit the time-series and power spectrum of the entanglement entropy for an example of such a quench. We see that the signal has complicated short-time features, and its power spectrum reveals a wide range of the normal modes of the background geometry. The latter is similar to what we found in studying the one-point functions of the weak quenches in section 3.1. It also is also an illustration of entanglement spectroscopy as suggested in [53], and hence we can confirm that this spectroscopy works at least for certain classes of higher-dimensional quenches as well. We discuss the power spectra of the time-series exhibited in figure 11 in more detail below.

Finally, the behaviour of the entanglement entropy is distinct for nonlinear quenches, as shown in figure 12. The time variation of entanglement entropy is again dominated by

Figure 11. The entanglement entropy of half-space for a weak gravitational quench with $a_b = a_\phi = 10^{-5}$ and $\delta t = 0.1$. In this case the filtering described in the text is ineffective, and the time-series of the entanglement entropy, shown on the left, shows a great deal of short-time structure. Indeed, the power spectrum, shown on the right, is focused on the spectrum of normal modes of the metric excitation, similar to figure 3.

Figure 12. In the left panel, we show the entanglement entropy of half-space for a nonlinear gravitational quench with $a_b = 0.05$, $a_\phi = 0.05$ and $\delta t = 0.5$. In the right panel we see a somewhat more erratic response in the metric one-point for the same quench. Again, we emphasize that the response in the right panel consists of a series of pulses, similar to those shown in left panel of figure 2. The scalar one-point response for this quench is similar to that of the metric in the right panel.
smooth oscillations with $\omega \sim \omega_{\text{fun}}$, as for the weak scalar quenches, however, we see that the ‘beat’ modulation on longer time scales is again absent. Further, this response is again much smoother than the response in the one-point functions, which shows the usual pulse structure. The amplitude of the pulses in the one-point response also shows some modulation on longer time scales, at least in the initial period of time shown in the right panel. However, we observe that the period of this modulation is quite different from that of the beats in figure 9, with a scalar quench. On the other hand, this period does match (at least, roughly) the time required for the direct cascade and subsequent inverse cascade found in the power spectrum shown in figure 5, for the same quench. Hence the long-time modulation seems to have a different origin here than in weak scalar quenches. We emphasize that the amplitude of the oscillations in the entanglement entropy is remarkably stable here. Comparing to figure 5 for the scalar one-point function, we note that there is very little variation and, in fact, very little power in the vicinity of $\omega \sim \omega_{\text{fun}}$.

These three examples are characteristic of the response of the entanglement entropy in the three distinct regimes. In particular, the beat phenomenon is a general feature of weak scalar quenches. As the amplitude of the scalar quenches is increased, the beats become less prominent and essentially disappear in the nonlinear regime. In the nonlinear regime for either scalar or gravitational quenches, we found that the response is again dominated by smooth oscillations, but with frequencies unrelated to $\omega_{\text{fun}}$. However we must say that our exploration of the nonlinear regime was necessarily incomplete, and other features may also emerge in different corners of the parameter space for nonlinear quenches. In contrast, for weak gravitational quenches, the response of the entanglement entropy may be smoother than the corresponding one-point functions but it still shows somewhat more structure than found in either the weak scalar or nonlinear quenches. In particular, the precise character of the response depends on the details of the quench, e.g. the duration $\delta t$. Further, when parameters are tuned in a weak gravitational quench to avoid an efficient smoothing of the entanglement entropy signal, one may recover the spectrum of the theory, i.e. perform entanglement spectroscopy along the lines of [53].

4.1.3. Smoothing mechanisms. We have examined the response of the holographic entanglement entropy for a variety of different global quenches. A key feature in all of these was a smoothing of the time-series results in comparison to that for the one-point functions, studied in section 3. That is, short time features or high frequency contributions are filtered out in the response of the entanglement entropy. As shown by the different appearance of the responses, the details of this filtering differs in the three different types of quenches. As we explain below, there are three different mechanisms at play in the filtering and in each case, the interplay of different mechanisms produces the qualitatively different results seen above. The three filtering mechanisms are: (i) radial integration; (ii) near resonant driving; and (iii) nonlinear cascade.

(i) Radial integration: an important feature distinguishing the holographic entanglement entropy and other nonlocal boundary observables from the one-point functions is the nonlocal structure of the dual holographic construction in the bulk. That is, evaluating the holographic entanglement entropy requires performing a integral over all bulk radii from the IR to UV.

To explain the role of this radial integration in the filtering of the response, we begin by adapting the calculation of the holographic entanglement entropy to the post-quench coordinates (2.10), which yields
\[ S_{EE} = \frac{1}{4G} \int d^3 \sigma \sqrt{h} = \frac{L^3 L_{\alpha} L_{\beta}}{4G} \int_{-1}^{1} dx \frac{1}{(1 + x)^2} \left( \frac{\hat{B}}{\hat{A}} \right)^{1/2} \]  

where \( h_{ab} \) is the induced metric on the extremal bulk surface. Implicitly, we are examining the entanglement entropy for the half-space defined by \( x_2 > 0 \) and \( t = 0 \), and so \( \sigma^a = \{x, x_1, \theta\} \). We have also regulated the \( x_1 \) integral by introducing the transverse length \( L_{\alpha} \) and we have used \( \Delta \theta = 2L_{\alpha} \). Further recall that in these coordinates, the asymptotic boundary corresponds to \( x = -1 \) while the IR cap-off point is at \( x = +1 \).

Now for simplicity, let us examine the response of \( S_{EE} \) to a weak quench. The latter produces small metric perturbations in the bulk, which satisfy the linearized equations of motion. That is, the quench will deform \( \hat{B} \) and \( \hat{A} \) with normal mode excitations in \( \beta \) and \( \alpha \)—see equation (2.12). We find that the leading order response of the entanglement entropy is then simply given by\(^{23}\)

\[
\delta S_{EE}(t) = \frac{\pi L^3 L_{\alpha}}{32G} \int_{-1}^{1} dx \left( \beta(t, x) + \alpha(t, x) \right). 
\]

Now again, working to linear order in the bulk excitations, the integrand above can be expanded terms of the metric normal modes. The normal modes of \( \beta \) are determined by solving the linearized versions of equations (2.15a) and (2.15b), which can be written as:

\[
\frac{2}{(1 + x)^2} \frac{d}{dx} \left[ (1 + x)^3 (1 - x)(3 + x) \beta' \right] - \frac{8(1 - x^2)(3 + x)(5 - x)(7 + x)}{(12 - (1 + x)^2)^2} \beta = -\omega^2 \beta, 
\]

where we have assumed a product form \( \beta(x, t) = e^{-i\omega t} \beta(x) \). Therefore this defines a Sturm–Liouville system, whose inner product has weight \((1 + x)^2\).\(^{24}\) For each normal mode, this yields the radial profile \( \beta_n(x) \) and the frequency \( \omega_n \), given in table 1. For simplicity, let us assume that each of these mode profiles is normalized to be one at the asymptotic boundary, i.e. \( \beta_n(x = -1) = +1 \). Then if we expand this anisotropy field after a global quench as \( \beta(t, x) = \sum b_n e^{-i\omega_n t} \beta_n(x) \), the corresponding one-point function is proportional to

\[
\beta(t, x = -1) = \sum b_n e^{-i\omega_n t}. 
\]

Now to evaluate equation (4.2), we must also consider the excitations of \( \alpha \) but it turns out that these are not independent. Rather given a normal mode of \( \beta \), the corresponding profile for \( \alpha \) would be determined by the linearized versions of the constraint in equation (2.16c) and the evolution equation in equation (2.18c), as well as the boundary condition (2.19). With this linearized analysis, the time dependence is given by the same normal mode frequency \( \omega_n \) and the radial profile is given by

\[
\alpha_n(x) = \frac{4(1 + x)^2}{12 - (1 + x)^2} \beta_n(x). 
\]

The integrand in equation (4.2) then has the normal mode expansion

\(^{23}\) We should also add that equation (4.2) ignores the variation in the profile of the extremal surface. This is valid when calculating the leading contribution in a perturbative expansion of \( \delta S_{EE} \) [82].

\(^{24}\) That is, the normal modes are orthogonal with the inner product: \( \int_{-1}^{1} dx (1 + x)^2 \beta_n \beta_m \sim \delta_{nm} \).
\[ \beta(t, x) + \alpha(t, x) = \left[ 1 + \frac{4(1 + x)^2}{12 - (1 + x)^2} \right] \sum b_n e^{-i\omega_n t} \beta_n(x). \quad (4.6) \]

Therefore in the response \( \delta S_{EE} \), each of the normal modes \( \beta_n(x) \) is integrated against a particular profile in the bulk. We can define the coefficients
\[ s_n = \int_{-1}^{1} dx \left[ 1 + \frac{4(1 + x)^2}{12 - (1 + x)^2} \right] \beta_n(x) \]

as a measure of the relative sensitivity of \( \delta S_{EE} \) to each of the normal modes. In particular, with the expansion above equation (4.4), the response of the entanglement entropy becomes
\[ \delta S_{EE}(t) \sim \sum s_n b_n e^{-i\omega_n t}. \quad (4.8) \]

Hence, the contribution of each mode to the power spectrum of the entanglement entropy is multiplied by a factor of \( |s_n|^2 \), as compared to its contribution in the power spectrum of the metric one-point function.

As a explicit illustration of this filtering mechanism, we analyze the power spectrum of the entanglement entropy depicted in figure 11. We can then compare that spectrum to the power spectrum of the metric one-point function, shown in figure 3, multiplied by the appropriate filtering factor discussed above. Namely, we expect \( R_n = P_{EE}^n / (P_{1pt}^n s_n^2) \) to be a constant.

In figure 13, we plot this ratio versus the frequency for the normal modes and
find that the ratios remain fairly constant\textsuperscript{25}. However, the figure shows a definite trend that $R_n$ decreases with increasing $n$. We expect that primary source of this systematic discrepancy at high modes is due to our numerical imprecision in obtaining the power spectrum from the time-series.

One can repeat a similar exercise for the quench illustrated in figure 10. Since that quench is wider (i.e. $\delta t = 0.3$), fewer modes are excited and the power of the entanglement entropy (i.e. the filtered response) is concentrated predominantly in the lowest two modes. We find that in the power spectrum of the entanglement entropy $P_2/P_1 = 2.23 \times 10^{-2}$, whereas our expectations based on the metric one-point function and the filtering coefficients in table 2 are $P_2/P_1 = 2.67 \times 10^{-2}$. Hence we again find good agreement and the dominant source of discrepancy is in extracting the power spectrum from the time-series.

Given the coefficients and the ratios $s_n/s_1$ in table 2, we see that the radial integration against the profile in equation (4.6) naturally acts as a low frequency filter. That is, in comparison to the one-point function in equation (4.4), the response measured by $\delta S_{EE}$ is amplified in the lowest lying mode of the metric perturbation and suppressed in all higher modes. Indeed, this radial integration appears in evaluating $\delta S_{EE}$ irrespective of the quench protocol and we expect that it plays an important role for all of the different quenches in removing much of the short time scale structure, in comparison to the corresponding one-point functions. However, the radial integration is the only smoothing mechanism for the weak gravitational quench, whereas our mechanisms also come into play for the weak scalar and nonlinear quenches (as described below). Our two examples, shown in figures 10 and 11, illustrate that this low frequency filtering may or may not be particularly effective on its own depending on the details of the quench parameters for the weak gravitational quenches. In particular, as we found in section 3.1, when $\delta t$ becomes smaller, the quench primarily excites modes with higher frequencies and there is little power in the lowest modes. As comparing figures 3 and 11 illustrates, in these situations, the radial filtering certainly reshapes the power spectrum suppressing the relative power in the high frequencies, but it still leaves the response in $\delta S_{EE}$ with significant power across a broad range of normal modes.

(ii) Near resonant driving: as well as the smoothing or filtering of the response, another distinctive feature of $\delta S_{EE}$ was the appearance of ‘beats’ for weak scalar quenches, as is seen very clearly in the top panel of figure 9. Near resonant driving is the mechanism responsible for this phenomenon and then becomes the main mechanism responsible for smoothing out the response for these quenches. Since the beat phenomenon arises for weak quenches, we can frame our explanation in terms of the scalar and metric normal modes, as in the previous discussion.

\textsuperscript{25}The ratios are not close to one because the two spectra in figures 3 and 11 each have an arbitrary normalization.
The holographic entanglement entropy probes the metric perturbations, but the metric is not directly sourced in a scalar quench. Rather the metric is only excited at second order in a perturbative expansion, through the stress tensor in the Einstein equation (2.2). Further as described above, $\delta S_{EE}$ is most sensitive to the excitation in the lowest metric mode with frequency $\omega_1 \simeq 0.9748 \omega_{fun}$, as given in table 1. While the metric modes in this table were determined by the source-free linearized Einstein equations, the response here comes from the same linearized equation but with a source, the stress tensor, which is quadratic in the scalar field perturbations. This means that in the Fourier decomposition of that source, we get not only the frequencies of the individual normal modes of the scalar field, but also the sums and differences of these frequencies. Of course, prominent among the differences of these normal mode frequencies is the asymptotic level spacing $\Delta \omega \simeq \omega_{fun}$, especially for quenches sourcing the higher frequency modes of the scalar field26 (i.e. quenches with smaller $\delta t$). Since $\Delta \omega$ is the lowest frequency in the source and since it is very close to the metric normal mode frequency $\omega_1$, this defines the component of the source that is primarily responsible for exciting the lowest metric mode, and hence for producing the dominant response in $\delta S_{EE}$. The small splitting between the source and normal mode frequencies is also responsible for the beat phenomenon observed in figure 9. In particular, we have $\omega_{modu} = \Delta \omega - \omega_1 \simeq 0.0251 \omega_{fun}$.

The above explanation provides good quantitative agreement with the results shown in figure 9. For the scalar quench shown there, the Fourier decomposition of the time series for $\delta S_{EE}$ over $0 \leq t \leq 500$ shows two dominant frequencies of approximately $\omega_{fast} \simeq 2.40 \simeq \omega_{fun}$ and $\omega_{slow} \simeq 2.335 \simeq \omega_1$, with an error of roughly $10^{-2}$ and again, in good agreement with the previous discussion.

Let us consider the driving of the metric perturbations by the scalar field in more detail—see also discussion in [29]. We can model any of the metric normal modes as a simple harmonic oscillator and the stress tensor as a sinusoidal driving force. That is, we consider the simpler (and well-known) problem $\ddot{x} + \omega_0^2 x = f(t) \sin(\omega t)$, where we introduce a theta-function with $f(t) = f_0 \theta(t)$ so that the source suddenly turns on as in our quenches. With the initial conditions $x(t=0) = 0$ and $\dot{x}(t=0) = 0$, it is straightforward to show that the response is given by

$$x(t) = \frac{f_0}{\omega_0^2 - \omega^2} \left[ \sin(\omega t) - \frac{\omega}{\omega_0} \sin(\omega_0 t) \right].$$

The most important feature of this solution is that the amplitude diverges as $\omega \to \omega_0$. That is, when the driving frequency approaches the resonant frequency of the oscillator, the amplitude of the response becomes arbitrarily large. In our holographic quenches, we effectively have many oscillator frequencies and many driving frequencies, however, $\Delta \omega - \omega_1$ gives by far the smallest splitting. Hence the corresponding response becomes the dominant contribution in $\delta S_{EE}$ and we only observe the two overlapping oscillations in equation (4.9) for this smallest splitting. Of course, as noted above, these two oscillations give rise to the distinctive beats found in the response for these weak scalar quenches, e.g. see figure 9. Another feature illustrated by this model (4.9) is that with $\omega/\omega_0 \simeq 1$, the amplitude of the two oscillations is nearly equal and as a result, the beat modulation almost completely extinguishes the signal at its minimum, just as is shown in figure 9.

The effectiveness of this near resonant driving of the metric excitations in the weak scalar quenches can also seen in the metric one-point function, as shown in the bottom right panel in figure 9. Here, we see the short time structure of the pulses that are typical of

26 For the quench depicted in figure 9, the maximal power is in the twelfth scalar normal mode.
the one-point functions but these pulses appear on the background of a smoothly modulated oscillation with \( \omega \sim \omega_{\text{fun}} \). The latter is again the contribution produced by the near resonant driving and as the figure shows, its amplitude is comparable to the amplitude of the pulses. As described above, the radial integration filters out the very high frequencies and so prevents a pulse-like response from appearing in the \( \delta S_{\text{EE}} \). Hence it is actually a combination of the amplification of the lowest mode produced by the near resonant driving and the filtering provided by the radial integration that leads to the very smooth response observed in the holographic entanglement entropy.

The beat phenomena is a common feature for weak scalar quenches, with varying amplitudes and durations. We have observed that as the amplitude of the scalar quenches increases, the beats become less prominent and essentially disappear in the nonlinear regime. This can be anticipated because the normal modes do not play a central role in defining the response to nonlinear quenches, e.g. as illustrated in figure 5. Hence we cannot expect a precise alignment of frequencies between the metric response and the scalar source in Einstein’s equations. Given the above discussion, it is also clear why these beats do not appear in gravitational quenches, where either the metric or both the scalar and the metric are sourced—see the example in figure 12. In such quenches, the metric is excited at first order and while the process described above is still active for weak quenches, it only produces beats at second order in the perturbative expansion. Hence the beats are no longer observable.

The beats found here are essentially the same as those observed by \cite{29} in the one-point functions after a scalar quench. However, the key difference is that there the beats were revealed by artificially evaluating the overlap of the metric response with the profile of the lowest lying mode. Here, as we explained above, this same filtering is naturally achieved by the radial integration involved in evaluating the holographic entanglement entropy. In the following, we find that a similar filtering occurs quite generally for nonlocal probes and therefore, the beat phenomena observed here for scalar quenches also appears in the response of other nonlocal observables.

(iii) Nonlinear cascade: the final case where we need to consider the smoothing is the nonlinear quenches. To begin, we expect that the filtering effect of the radial integration is still in effect for the nonlinear quenches, even though the description above involving expanding in terms of linearized modes no longer applies in this situation. However, in comparing responses in figures 10 and 12, we observe that the holographic entanglement entropy is smoother for the nonlinear quench than the weak gravitational quench. Hence another mechanism must also be in operation for the nonlinear quenches. In particular, we found in section 3.2 that at least on moderate time scales, the nonlinear dynamics of the bulk fields produced a quasi-periodic series of direct cascades, where much of the power is swept to higher frequencies, followed by inverse cascades, where the spectrum returns to lower frequencies, as illustrated in figures 5 and 6. A close examination of either of these figures shows that the spectrum is relatively stable in the vicinity of \( \omega \sim \omega_{\text{fun}} \) and that for the most part, the power transfer in these cascades is taking place at much higher frequencies. Therefore the nonlinear cascades sweep the power out of the low frequency regime but also keeps the most of power in the high frequency domain. Therefore we expect that in the nonlinear quenches, the smoothing is again produced by a combination of the two mechanisms: the cascades which carry most of the power to high frequencies and the low frequency filtering provided by the radial integration. However, we must reiterate that our explorations of the nonlinear regime have been necessarily incomplete, and we are not sure to what extent these results are sensitive to the precise choice of quench parameters.
Our holographic results in this section can also be compared with the results of [53], which considered the entanglement entropy of half space for global quenches of a one-dimensional spin chain (in a confining phase). There the entanglement entropy was also found to exhibit oscillatory behaviour and the corresponding power spectra showed a rich structure with peaks at frequencies related to the energies of many of the bound states of the system. In our holographic model, the response of entanglement entropy is a smoother quantity and does not exhibit a very rich power spectrum in weak scalar quenches or in nonlinear quenches. However, in some weak gravitational quenches, even though the low frequency filtering of the radial integration smooths the signal somewhat, the response is still rich enough that we can extract the normal mode frequencies of a broad range of excitations, as shown in figure 11. Hence for this particular class of quenches, we can perform the same entanglement spectroscopy as introduced for the quenches of spin chains in [53]. To close, let us add that below we will find that the smoothing of the response is a general feature found for all of the nonlocal probes which we examine in this holographic model.

4.2. Correlation functions

A second probe examined in [53] was the two-point correlator, which showed the most dramatic effect of confinement. Recall that in the study of global quenches to gapless phases, one finds ‘light-cone’ spreading of correlations and entanglement. For example, for global quenches in two-dimensional CFTs, the entanglement entropy rises linearly, as if it was carried by entangled pairs of free massless particles created by the quench [10]. Similar behaviour has been found in higher dimensions as well, in both holographic and QFT models, e.g. [83–87]. For the confining phase studied in [53], the two-point correlator revealed a similar spreading but it relied on the formation of mesonic bound states in the quench. Therefore the spreading was highly suppressed in these quenches, and further the ‘light-cone’ boundaries were defined by the meson velocity, which was distinct from the free particle (domain wall) velocity in the unconfined phase. Here we will examine our holographic model for similar features.

In the following, we consider the two-point correlation function of two operators separated by a fixed distance $\ell$, as function of time following a global quench. To simplify the gravitational computations, we will consider operators in the boundary theory with large conformal dimension, i.e. $\Delta \sim \sqrt{N}$. The corresponding correlators can be calculated in the geometric optics limit as the length of a spacelike geodesic connecting the boundary insertions of the two operators [88, 89]. The boundary correlator is then $\langle \mathcal{O}(\ell)\mathcal{O}(0) \rangle_t \sim e^{-S(\ell,t)}$ where $S(\ell,t)$ denotes the regulated length of the corresponding geodesic. We will calculate the geodesics and their length numerically, using methods developed and explained in [21, 72, 90].

4.2.1. Initial state. We start by discussing the results for the initial state, i.e. the AdS soliton. To find the geodesic, we integrate out to the asymptotic boundary from the minimal radius reached by the geodesic. That is, we start at some radial position $r = r_0$ in the bulk with a horizontal boundary condition, i.e. $r' = 0$, and evolve the geodesic equation until the geodesic approaches close to the boundary at $r = 1$. The spatial separation of the endpoints of the geodesic as it reaches the boundary determines $\ell$ for corresponding two-point correlator.

27 Since the geodesic connects two points on the asymptotic AdS geometry, the length naturally diverges. In figure 14, which shows the two-point correlator for the AdS soliton geometry, we eliminate the UV divergence by subtracting the geodesic length for a fixed reference separation $\ell_0$, i.e. we evaluate $- \log \left( \frac{\langle \mathcal{O}(\ell)\mathcal{O}(0) \rangle_{\text{vac}}}{\langle \mathcal{O}(\ell_0)\mathcal{O}(0) \rangle_{\text{vac}}} \right)$. Figure 15 makes a similar subtraction to produce a finite result—see equation (4.10).
In the left panel of figure 14, we plot the relation between the initial radial position $r_0$ and the boundary separation $\ell$. We see that the deeper the geodesics goes into the bulk, the larger the separation of the boundary operators grows. In particular, that relation is monotonic, and covers all possible values of $\ell$ as we take $r_0 \to 0$.
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Figure 14. Two-point correlation function for the AdS soliton geometry. In the left panel, we display the boundary separation as function of radial depth, we see that the relation is monotonic. In particular asymptotically wide separations are obtained from geodesics grazing the cap-off point $r = 0$. In the right panel, we show the logarithm of the correlator $-\log\langle O(\ell)O(0) \rangle$ as function of the separation $\ell$. We see that for large separations this quantity becomes linear, exhibiting the exponential decay expected for a gapped or confined phase.
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Figure 15. Time-dependent two-point correlation function for a quench with $a_0 = 0.05$, $a_0 = 0.05$ and $\delta t = 0.5$. To enhance the time-dependent features, we divide by the static correlator (which decays exponentially for large separations) and display the logarithm of that ratio in the left panel. The result exhibits oscillatory behaviour in the tails of the correlator, i.e. at large separations. The right panel shows several slices at fixed separation (see inset) running through the 3D plot on the left. We see that the overall amplitude of our observable grows with larger separation, but also that the structure on short-time scales is more and more smoothed out.

In the left panel of figure 14, we plot the relation between the initial radial position $r_0$ and the boundary separation $\ell$. We see that the deeper the geodesics goes into the bulk, the larger the separation of the boundary operators grows. In particular, that relation is monotonic, and covers all possible values of $\ell$ as we take $r_0 \to 0$.

As a result, there is a difference here from the holographic entanglement entropy. Recall that for the entanglement entropy, the connected surfaces, which reached deep into the IR, simply played no role, i.e. these surfaces were not the minimal area surfaces for either the narrow or wide strips.
In the right panel of figure 14, we plot $-\log\langle O(\ell)O(0)\rangle$ as function of the separation $\ell$. In particular, we see that for sufficiently large $\ell$, this quantity grows linearly, as expected for the exponentially decaying correlators in a gapped phase. From the figure, we may observe that the correlator exhibits this exponential decay for $\ell \gtrsim T_{\text{fun}} \simeq 2.622$, i.e. when the separation exceeds the correlation length associated with confinement. In that regime, we are probing the IR regions of the bulk geometry, where the geodesic stays close to $r = 0$ for much of its evolution.

These holographic results are a variant of the well-known results for the Wilson line in confining theories—see discussion in the next section. As noted above, the exponential decay of the correlator is expected from the interpretation of the theory as being in a gapped or confined phase. We now explore the time dependence of the correlator following our quench.

4.2.2. Time dependence. In our holographic calculations, we see that in contrast that the light-cone spreading of correlations described above is replaced by an oscillatory behaviour. However, we observe that in general, the correlator is not very sensitive to the time dependence for small $\ell$. This simply reflects that the correlator becomes very large as $\ell \to 0$ and so the time-dependent excitations become a tiny fraction of the total. On the other hand, for large separations where the correlator is naturally small, and our computations show that the oscillatory component comprises a larger relative contribution to the total correlator, i.e. the (regulated) geodesic length becomes more sensitive to the time-dependence in the geometry at large separations. The time-dependence of the correlator is thus more pronounced in the tails of the correlator (which actually decays exponentially with distance in the confined phase). Hence to enhance the time-dependent features of the correlator, we normalized the time-dependent correlator by the correlator in the static vacuum (with the same $\ell$) in figure 15, i.e. we are plotting

$$-\log\left[\frac{\langle O(\ell)O(0)\rangle(t)}{\langle O(\ell)O(0)\rangle_{\text{vac}}}\right] \sim S(\ell, t) - S_{\text{vac}}(\ell)$$

(4.10)

where $S(\ell, t)$ denotes the length of the corresponding geodesics in the bulk. The left panel shows a 3D plot of the normalized correlator at a function of both $\ell$ and $t$, while the right panel shows time sequences at fixed separation running through the 3D plot on the left. We see that the overall amplitude of the time-dependence in the normalized correlator grows with larger separation, but also that the structure on short-time scales is more and more smoothed out as $\ell$ increases.

We expect that this ‘tuneable filtering’, exhibited in the right panel of figure 15, has an explanation that is more or less the same as discussed for the entanglement entropy. The holographic two-point correlator again has a nonlocal structure in the bulk so that this observable samples the metric excitations by integrating them against a profile which is determined by the geodesic. As the separation in the correlator is increased, the geodesic probes deeper into the bulk geometry and the corresponding profile becomes less sensitive to the higher modes in the metric perturbation. As a result, at large $\ell$, the short time structure is almost completely filtered out and the response in the two-point correlator is completely dominated by the oscillations of the lowest lying metric mode. As in the previous section, it is straightforward to set up a framework where the filtering can be quantitatively evaluated for weak gravitational quenches. However, we do not pursue this direction here because we did not think that it adds very much to our investigation.

However, we can add that the above interpretation is further supported by the appearance of the same ‘beat’ phenomenon in the two-point correlator for weak scalar quenches, in the
same pattern as found for the holographic entanglement entropy. That is, for large separations, weak scalar quenches exhibit prominent beats, analogous to those shown in figure 9. However, they become washed out as the amplitude is increased and the quench goes into the nonlinear regime. In contrast, the gravitational quenches (where the metric is also sourced directly) show stable oscillations with $\omega \sim \omega_{\text{fun}}$, but do not exhibit beats—again for gravitational quenches in both the weak and nonlinear regimes.

We can compare our holographic results for the two-point correlator with those of [53] for global quenches in a one-dimensional spin chain (in a confining phase). There, the two-point correlator showed ‘light-cone’ spreading which was propagated by entangled pairs of mesonic bound states produced in the quench. In contrast, we found no evidence of such ‘light-cone’ spreading in our holographic quenches, which would have appeared as a ridge extending diagonally across the $(t,\ell)$-plane in the left panel of figure 15. However, if we recall the spectra for weak quenches as shown in figure 3, we observe that although our holographic quenches excite many individual glueball states with zero momentum, there are no pairs (with equal and opposite momenta) being created. If the latter were created, the power spectra would include a continuum of excitations beyond twice the lowest normal mode frequency, i.e. for $\omega > 2\omega_1$. Of course, the spectra reveals the excitation of individual glueball states in this energy range, but our holographic quench protocol simply does not excite pairs of such bound states. From the bulk perspective, this failure to excite pairs is a reflection of the consistency of solving the equations of motion within the translation invariant ansatz of equations (2.6) or (2.10). In other words, the translation invariant backgrounds form a super-selection sector in our theory and a perfectly homogeneous source can not excite modes (even pairs of modes) carrying nonvanishing momentum. Hence we can expect that this suppression extends to the nonlinear regime, such as in the quench for which we show the two-point correlator in figure 15.

Clearly, the oscillatory behaviour shown there indicates that the glueball excitations effect the two-point correlator in a nontrivial way. However, our holographic quenches do not exhibit the physical propagation of correlations by pairs of bound-state particles through the confining phase, as was found in [53]. We expect that this feature could be changed by modifying the quench protocol so that the source was not completely uniform in our holographic model. For example, in holographic local quenches, one can see that the influence of the quench at length scale $\ell$ is felt mainly at time $t$, such that $\ell \propto t$ with the constant being the analogue of a Lieb-Robinson velocity [21].

Another feature of the ‘light-cone’ spreading found in [53] was that the boundaries of the ‘light-cone’ were defined by the velocity of the mesons, which was distinct from the free particle velocity in the unconfined phase. However, in our holographic model, we expect that all of the glueball states will still propagate at the usual speed of light, e.g. the bulk metric (2.3) maintains Lorentz invariance in the $(t,x_1,x_2)$ subspace for all values of $z$. However, there are holographic models where quenches may show this kind of behaviour, e.g. in certain models the velocity of meson excitations lies below the speed of light when propagating through a thermal plasma [91, 92].

4.3. String tension

Wilson lines are another interesting family of observables in our holographic model [93, 94]. The holographic calculation of these nonlocal observables is again similar to that of the entanglement entropy or the two-point correlation functions. The latter involve evaluating the ‘area’

29 Note that in this figure, the quench profile (2.9) is centred at $t = b_0 = 5$ with $\delta t = 0.5$ and hence we might expect to see a fairly wide ridge around this time.
of extremal three- and one-dimensional surfaces in the bulk, while the Wilson lines require evaluating the area of two-dimensional extremal surfaces.

In particular, the holographic calculation of the correlator of two parallel Wilson lines is very similar to that for the two-point correlator, in the previous section. Technically, the corresponding integrand differs from that for the geodesic calculation by a factor of $\sqrt{g_{x_1x_1}}$, for two parallel Wilson lines extending along the $x_2$-direction. Since that metric component is bounded and nonvanishing in the soliton geometry, qualitative features of our previous results will extend to the Wilson line calculation.

Another interesting Wilson line would be that surrounding the compact direction, which acquires a nonvanishing expectation value in this confining phase [54]. This calculation would be a close analog of the half-space entanglement entropy, which was carried out above. In this case, the technical difference between the two calculations is that the integrand for the

---

**Figure 16.** In the left panel, we exhibit the time dependence of the string tension for a weak scalar quench with $a_\phi = 10^{-4}$, $a_\theta = 0$ and $\delta t = 0.05$. We see beats in the time series, where the oscillatory behaviour is modulated on a long time scale. This is, of course, similar to the behaviour seen for weak scalar quenches with the entanglement entropy and the two-point correlator—note $\delta S_{EE}$ for the same quench appears in figure 9. In the right panel, we exhibit the time-dependence for the string tension for a weak gravitational quench with $a_\theta = a_\phi = 10^{-5}$ and $\delta t = 0.1$. The ‘beats’ are notably absent and there is significantly more structure on short-time scales—note the change in scale on the time axis. In the bottom figure we performs spectroscopy on that signal, showing the excitations overlap chiefly with the normal modes of the geometry. Again, this behaviour is similar to that seen other nonlocal probes—note $\delta S_{EE}$ (and the corresponding power spectrum for the same quench appears in figure 11.)
entanglement entropy has an extra factor of \( \sqrt{g_{x1x1}} \), for the half-space defined by \( x_2 > 0 \) (and \( t = 0 \))—see equation (4.1). However, we again expect that the qualitative features of our previous results for the entanglement entropy given in section 4.1 will extend to this Wilson line calculation.

Given these similarities, we focus the following discussion of Wilson lines to examining the behaviour of string tension after a holographic quench. The string tension gives the strength of the linear potential between two static quarks at large separations in the confining phase. Alternatively, we can describe the string tension as characterizing the linear growth of the expectation value of two parallel (time-like) Wilson lines at large separations. In our holographic framework, this tension becomes the tension of a fundamental string stretched out along the IR cap-off radius in the bulk geometry. For example, in the unperturbed AdS soliton (2.3), this tension is given by

\[
T_{\text{string}} = \frac{\sqrt{8\pi g_{44}}|_{z=z_0}}{2\pi \alpha'} = \frac{2\pi L^2}{L_s^2} \frac{1}{\Delta \phi} = \frac{8\pi}{L_s^2} \sqrt{2\lambda} \tag{4.11}
\]

where \( \lambda \) denotes the ’t Hooft coupling in the boundary theory\(^{30}\).

In figure 16, we show the string tension as function of time after two different weak quenches. Since these are weak quenches, we can evaluate the change in the string tension perturbatively and to linear order, equation (4.11) yields\(^{31}\)

\[
\delta T_{\text{string}} = \frac{1}{2\pi \alpha'} (\delta g_{44})|_{x=+1} = -\frac{L^2}{2\pi \alpha'} (\beta + \alpha + 2\delta)|_{x=+1} \tag{4.12}
\]

using the post-quench coordinates (2.10).

The left panel of figure 16 shows the string tension after a weak scalar quench. In this case, we observe a smooth response with the same ‘beat’ phenomenon that was observed for the entanglement entropy and the two-point correlator. This feature again appears quite generally for weak scalar quenches but we expect that it is washed out when the amplitude is increased to produce quenches in the nonlinear regime.

As noted above, the nonlocal quantities are much smoother than the local ones, as is clearly the case here for the string tension for the scalar quench. The same is true for weak gravitational quenches (and for nonlinear quenches, we expect), following the discussion in section 4.1.3 for the entanglement entropy. However, similar to that case as well, one can tune the duration \( \delta t \) for weak gravitational quenches as to make the smoothing of nonlocal quantities less effective. As an example, the right panel of figure 16 shows the string tension after a weak

\(^{30}\) The standard AdS/CFT dictionary allows us to translate \( L^4 = 2\lambda L_s^4 \).

\(^{31}\) Evaluating the string tension for nonlinear quenches is somewhat more challenging because of the time shift between the turning point at the maximal bulk radius of the extremal surface and where it reaches the asymptotic boundary. Of course, this effect arises for all of the nonlocal observables which were considered in this section.
gravitational quench. While the response is smoothed somewhat in comparison to the corresponding one-point function, it still shows significant structure on short time scales. Indeed, one can examine the power spectrum of the time-series in the right panel of figure 16, and once again recover the normal mode frequencies for the AdS soliton geometry. This is shown in the bottom panel of figure 16.

We can examine the smoothing mechanism for the string tension in greater detail by applying a linear mode analysis, similar to what was done in section 4.1.3. From equation (4.12), we see that we must consider excitations of \( \alpha \) and \( \delta \), as well as \( \beta \). However, neither of these gives an independent variation of the metric (2.10). In particular, we already found that in the linear regime that \( \alpha(t, x) \) is directly proportional to \( \beta(t, x) \), as given in equation (4.5). Evaluating the latter at the IR cap-off point, as required in equation (4.11), we find the radial profiles \( \delta_n(x) \) satisfy

\[
\alpha_n(x = 1) = 2\beta_n(x = 1). \tag{4.13}
\]

Similarly, \( \delta(t, x) \) can be evaluated in terms of \( \beta(t, x) \) by solving the linearized version of the constraint in equation (2.16d). Focusing on a particular normal mode \( \beta = e^{-i\omega_n t}\beta_n(x) \) and the linearized solution has the same time dependence and the radial profile takes the form

\[
\delta_n(x) = -\frac{16\beta_n(x)}{12 - (1 + x)^2} + \frac{384}{(1 + x)^4} \int_{-1}^{x} dx \frac{(1 + \tilde{x})^3 \beta_n(\tilde{x})}{12 - (1 + \tilde{x})^2} \tag{4.14}
\]

For the string tension, we evaluate this radial profile at the IR cap-off point to find

\[
\delta_n(x = 1) = -2\beta_n(x = 1) + 24 \int_{-1}^{1} dx \frac{(1 + x)^3 \beta_n(x)}{12 - (1 + x)^2}. \tag{4.15}
\]

Now with an expansion of the metric excitation as \( \beta(t, x) = \sum b_n e^{-i\omega_n t}\beta_n(x) \), equation (4.11) yields the response of the string tension as

\[
\delta T \sim \sum r_n b_n e^{-i\omega_n t}, \tag{4.16}
\]

where we have combine equations (4.13) and (4.15) to define

\[
r_n \equiv -\beta_n(x = 1) + 24 \int_{-1}^{1} dx \frac{(1 + x)^3 \beta_n(x)}{12 - (1 + x)^2}. \tag{4.17}
\]

Figure 17. The radial profiles \( \beta_n(x) \) for the first five normal modes of the anisotropy field. Note that these profiles are normalized such that \( \beta_n(x = -1) = 1 \) at the asymptotic boundary.
Recall that the corresponding one-point function is given by equation (4.4). Hence the above coefficients (4.17) measure the relative sensitivity of $\delta T$ to the normal modes. The values of $r_n$ for the first few normal modes are given in table 3 and we see that the non-local geometric structure of $\delta T$ again acts like a low frequency filter. That is, in comparison to the one-point function in equation (4.4), the response measured by $\delta T$ is slightly amplified in the lowest lying mode and suppressed in all higher modes. This behaviour can be understood as follows. The integral on the left-hand side of equation (4.17) is a Sturm–Liouville inner product of a smooth function with $\beta_n$—see footnote 24. This integral therefore rapidly decreases exponentially with increasing mode number for the normal modes $\beta_n$. The contribution for higher modes is therefore dominated by the first term $-\beta_n(x = 1)$. Recall that we normalized the radial profiles of the normal modes at the asymptotic boundary such that $\beta_n(x = -1) = 1$. With this normalization, figure 17 illustrates that the normal modes generally have a much smaller amplitude at the IR cap-off point, i.e. at $x = +1$. The only exception to this statement is the lowest lying mode at $n = 1$, which is roughly constant across the entire radial direction. We also show the corresponding values of the radial profiles for the first few normal modes in table 3.

Next we present an explicit illustration of the present filtering mechanism similar to the discussion of filtering in the context of the entanglement entropy. In particular, the power spectrum of the string tension is given in (the bottom panel of) figure 16 for the quench depicted in the top right panel. Our expectation is that this spectrum should match the power spectrum of $\delta S_{EE}$. The individual power spectra for the metric one-point function and for the string tension are shown in figures 3 and 16, respectively, while the filtering coefficients $r_n$ are given in table 3. The vertical lines indicate the normal mode frequencies. We expect these ratios to be constant and so the horizontal line is imply drawn as a guide to the eye. The latter is a best fit horizontal line for the four modes with the most power.

Recall that the corresponding one-point function is given by equation (4.4). Hence the above coefficients (4.17) measure the relative sensitivity of $\delta T$ to the normal modes.

The values of $r_n$ for the first few normal modes are given in table 3 and we see that the non-local geometric structure of $\delta T$ again acts like a low frequency filter. That is, in comparison to the one-point function in equation (4.4), the response measured by $\delta T$ is slightly amplified in the lowest lying mode and suppressed in all higher modes. This behaviour can be understood as follows. The integral on the left-hand side of equation (4.17) is a Sturm–Liouville inner product of a smooth function with $\beta_n$—see footnote 24. This integral therefore rapidly decreases exponentially with increasing mode number for the normal modes $\beta_n$. The contribution for higher modes is therefore dominated by the first term $-\beta_n(x = 1)$. Recall that we normalized the radial profiles of the normal modes at the asymptotic boundary such that $\beta_n(x = -1) = 1$. With this normalization, figure 17 illustrates that the normal modes generally have a much smaller amplitude at the IR cap-off point, i.e. at $x = +1$. The only exception to this statement is the lowest lying mode at $n = 1$, which is roughly constant across the entire radial direction. We also show the corresponding values of the radial profiles for the first few normal modes in table 3.

Next we present an explicit illustration of the present filtering mechanism similar to the discussion of filtering in the context of the entanglement entropy. In particular, the power spectrum of the string tension is given in (the bottom panel of) figure 16 for the quench depicted in the top right panel. Our expectation is that this spectrum should match the power spectrum of $\delta S_{EE}$.

Regarding the coefficients in table 2, we found that $\beta_n(x = 1)/\beta_1(x = 1) = (-)^{n+1}s_n/s_1$. While we have no explanation for this surprising match, we found that the agreement extends to the machine precision of our numerical calculations. An amusing consequence is as follows: Consider the string tension for two spacelike Wilson lines at a fixed time and, e.g. extended along the $x_2$ direction while separated in the $x_1$ direction. In this case, equation (4.12) is replaced by $\delta T_{space} = -\frac{d}{dx_1} \beta(t, x = 1)$. Hence the power spectrum for the string tension would be identical to that for $\delta S_{EE}$.
the metric one-point function, shown in figure 3, multiplied by the filtering factor $r_n^2$. That is, we expect $\tilde{R}_n = P_n^1 / (P_n^{1n} r_n^2)$ to be a constant. In figure 18, we plot these ratios versus the frequency for each of the normal modes and find that the ratios remain fairly constant\(^{33}\). There is again a trend for $\tilde{R}_n$ to decrease with increasing $n$ but this is less pronounced than in figure 13 for the entanglement entropy. We again expect that the deviation for the high modes is likely due to numerical imprecision in obtaining the spectrum.

As noted above, the nonlocal geometric structure of $\delta \mathcal{T}$ again acts like a low frequency filter. To compare the present filtering mechanism with that from the radial integration for $\delta S_{EE}$, table 3 also shows the ratios $r_n / r_1$, which can be compared to the analogous ratios $s_n / s_1$ in table 2. While $\delta \mathcal{T}$ is somewhat more effective at suppressing the $n = 2$ and 3 modes, we see that both mechanisms have more or less the same effect on the higher modes.

5. Discussion

We now summarize our main results. We have studied holographic quenches in the confining phase defined by the AdS soliton geometry. In particular, we focused on quenches where the energy injected was insufficient to reach the deconfined phase.

We began by examining the time-series representing the response in the expectation value of local operators in section 3. For weak quenches, the spectrum of these one-point functions was stable and revealed the normal mode frequencies of glueball excitations in the confining phase. The response was more interesting in strong quenches where the dynamics of the bulk fields became nonlinear. In this case, the spectra of the one-point functions initially exhibit a direct cascade, where the energy shifts towards higher frequencies, but this was followed by a shift of energies back to lower frequencies in an inverse cascade process. The quasi-periodic sequence of direct and inverse cascades repeats, seemingly indefinitely. We discussed various notions of thermalization and equilibration. Up to the timescale that we have studied, we find no evidence of thermalization, or even equilibration, in our holographic model.

In section 4, we also investigated the behaviour of nonlocal boundary observables: the entanglement entropy of half-space, two-point correlations functions of heavy operators and the string tension. A common feature in all of these was that the time series was smoothed out in comparison to the one-point functions. A general feature that played a role in this smoothing of the response was the nonlocal structure of the corresponding holographic construction in the bulk. For example, the holographic entanglement entropy is given by the area of an extremal surface in the bulk which extends from the asymptotic boundary to the IR cap-off point. We demonstrated in section 4.1.3 that the radial integral effectively acts as a low frequency filter suppressing the contribution of the high frequency excitations in the bulk.

Two other interesting effects were also observed in particular classes of quenches. In weak scalar quenches, the metric normal modes are driven by the excitations injected into the scalar field by the quench. There is a near degeneracy between the frequency of the lowest metric mode and the driving frequency $\Delta \omega$, corresponding to the splitting of the higher normal frequencies of the scalar. Hence there is a near resonant driving of this lowest mode, which greatly amplifies its amplitude compared to the other modes. Combined with the low frequency filtering, this mechanism produces a distinctive response exhibiting beats for the nonlocal observables in these quenches, as shown in figures 9 and 16.

In the nonlinear quenches, the cascades mentioned above sweep most of the energy to high frequencies and while there is an interesting nonlinear dynamics at these high frequencies,\(^{33}\) The ratios are not close to one because the two spectra in figures 3 and 11 each have a different normalization.
the excitations at low frequencies remain relatively stable. Combined again with the low frequency filtering, this mechanism produces a generally smooth response in the nonlocal observables. Another mechanism which may play a role in smoothing the response for nonlinear quenches is as follows: Generally the dual holographic construction began by determining an extremal surface in the bulk (of dimension three, two and one for entanglement entropy, Wilson lines and two-point correlators, respectively). In a strongly dynamic background, these extremal surfaces will extend over some finite time interval. That is, in the coordinates of equation (2.6), if the surface starts at the minimum radius at \( t = t_0 \), it will generally reach the asymptotic boundary at some later time \( t = t_b \). Of course, this effect is a negligible second order effect for weak quenches. However, for nonlinear quenches, the feature that the bulk surfaces extend over a finite time may play a role in smoothing of the time-series for the corresponding nonlocal boundary observables.

To a large extent, our present study was motivated by [53], which investigated global quenches in the confining phase of a one-dimensional spin chain. With our confining holographic model, we are investigating a higher dimensional version of these quenches and we were able to study the response of a similar set of observables. We found that quench spectroscopy was a feature of both systems, at least in the appropriate regime. That is, observables such as the one-point functions or half-space entanglement entropy exhibited oscillatory behaviour after a quench and the dominant frequencies in the corresponding power spectra matched the masses of various bound states in the confining phase. In the holographic framework, this spectroscopy applied to the weak quenches where the ‘glueball’ states in the boundary theory could be associated with the normal mode excitations of the bulk fields. In the nonlinear regime, these normal modes are not useful in describing the gravitational dynamics in the bulk but of course, the power spectra were still very useful to characterize the post-quench behaviour.

The main effect of confinement observed in [53] was a dramatic change of the ‘light-cone’ structure in the spreading of correlations. In our holographic studies, we can certainly say that this spreading was suppressed, in agreement with the results for the spin chain. However, the two-point correlator in [53] showed ‘light-cone’ spreading which was propagated by entangled pairs of mesonic bound states produced in the quench. Unfortunately, it is an feature of our model that global quenches do not produce such pairs of bound states and so we did not observe this effect—see further discussion below.

Note that while we expect this feature to arise in other holographic models, it is unlikely to be found in more generic quantum field theory models of quenches where the source is perfectly homogeneous.

We would add that the smoothing of the response of nonlocal observables in comparison to the one-point functions observed in our holographic model does not seem to have a counterpart in the spin chain quenches of [53]. A key factor for producing this low frequency filtering effect seemed to be nonlocal radial character of the dual holographic constructions of the nonlocal observables. Roughly, we can translate this feature into a statement that the nonlocal observables are sensitive to many different energy scales in the boundary theory, but in particular, they seem to be most sensitive to IR excitations near the gap of the confining phase. This structure may be an effect of the strong coupling or large central charge limits, which are implicit in our holographic framework.

However, it may still be interesting to examine the spin chain quenches in more detail to see if any evidence can be found for a similar smoothing of the response of the nonlocal observables.

Generally, for holographic investigations such as those presented here, it is difficult to distinguish which effects are quite general and which are tied to the strong coupling and large
central charge limits. However, we wish to impress upon readers less familiar with the AdS/CFT correspondence that explorations of phenomena in a holographic framework have proven to be exceptionally fruitful in the past. One simple example in the context of holographic quenches would be the universal early-time behaviour for rapid quenches discovered in [26–28]. Originally, it was expected that this behaviour must arise because of the strong coupling and large central charge limits. However, subsequent studies found precisely the same behaviour was reproduced in simple free quantum field theories [49, 50]. The latter then motivated the formulation of general arguments to show that it would arise for general quantum field theories [49–52]. While it is not clear which of the phenomena found here in our holographic quenches will survive in such generality, we hope that our results provide a useful starting point for further investigations of, e.g. quench spectroscopy.

We now turn to discussing some directions for future research: It is interesting to explain the long time scale emerging in our analysis of time dependence of the geometry, as some aspects of the nonlinear long time dynamics. On the one hand, it looks like the initial signal, after each cycle of direct and inverse cascades, reconstructs itself momentarily. This is reminiscent of the story of ‘revivals’ [65, 66]; if so, it would be interesting to make the connection more explicit. On the other hand, similar emergence of long time scale in the context of AdS instability was observed in the two-timescale formalism of [30]. It would be interesting to apply that formalism to the present context, though that may be more difficult here since the normal mode spectrum is not known analytically.

It would be interesting to understand in what sense late time features of the system become stationary, at least for some initial states and some observables. Such features will also characterize the final state of a quantum quench past a quantum critical point, and into a gapped phase. Indeed, probing criticality at zero temperature, with various protocols of quenching or driving, shows interesting universal results in the the post-quench late time physics, at least in some instances (see for example [95, 96] for the case of quenching, and [97] for the case of a periodic drive). We expect holography to be a useful tool for such investigations.

Finally, one other future direction would be the study of inhomogeneous quenches in our holographic model. The present investigation was enormously simplified because translation invariant solutions form a superselection sector for the bulk equations of motion. This feature was highlighted in our comparison of two-point correlation functions in our holographic model with analogous correlators in the spin chain in [53]. In particular, we did not observe the spreading of correlations found there because our homogeneous holographic quenches did not produce (pairs of) bound state excitations carrying nonvanishing momentum. It is also very likely that the homogeneity plays an important role in the failure of the holographic system to thermalize on the time scales which we were able to simulate. In particular, with an inhomogeneous quench, we might expect to see the formation of local black holes. Of course, a ‘partially thermalized’ phase of local plasma balls [98, 99] would be interesting in its own right. Hence it would be very interesting to consider inhomogeneous quenches to see which of the behaviours observed in our present study of homogeneous solutions survive for more generic holographic quenches.
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