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Abstract

Pruning is an effective method to reduce the memory footprint and computational cost associated with large natural language processing models. However, current approaches either only explore head pruning, which has a limited pruning ratio, or only focus on unstructured pruning, which has negligible effects on the real inference time and/or power consumption. To address these challenges, we develop a novel MultiLevel structured Pruning (MLPruning) framework, which uses three different levels of structured pruning: head pruning, row pruning, and block-wise sparse pruning. We propose using a learnable Top-k threshold, which employs an adaptive regularization to adjust the regularization magnitude adaptively, to select appropriate pruning ratios for different weight matrices. We also propose a two-step pipeline to combine block-wise pruning with head/row pruning to achieve high structured pruning ratios with minimum accuracy degradation. Our empirical results show that for BERT\(_{\text{base}}\), with \(~20\%\) of remaining weights, MLPruning can achieve an accuracy that is comparable to the full model on QQP/MNLI/SQuAD, with up to \(~3.69\times\) speedup. Our framework has been open sourced [1].

1 Introduction

Since the development of self-attention models [43], the number of parameters for natural language processing (NLP) models has become much larger, e.g., BERT\(_{\text{Large}}\) (330M) [8], Megatron-LM (8.3B) [38], T5 (11B) [32], and GPT3 (170B) [4]. Although larger models tend to exhibit better generalization ability for downstream tasks, the inference time and associated power consumption become important bottlenecks to deploying those models on both cloud and edge devices.

One of the promising approaches for addressing the inference time and power consumption issues of these large models is pruning [36, 27, 44]. Most of the previous pruning work in NLP has focused on unstructured pruning [36, 7, 50, 31, 57], rather than structured pruning [27, 11]. Although unstructured pruning can reduce the number of weight parameters in the inference model, it is hard to get substantial speedups, since unstructured sparsity leads to sparse matrix multiplications (MatMul). These are typically memory bandwidth bound [5, 14] and hence have small performance advantages with moderate size sparsity. On the other hand, structured pruning can reduce the memory footprint, power consumption, and real inference time, but it usually cannot reach as high compression ratios as unstructured pruning.

Motivated by these issues, we propose a MultiLevel structured Pruning (MLPruning) framework, which takes into consideration different levels of model structure when pruning the model. The following are our contributions.

- We propose MLPruning, which consists of three different levels of structured pruning: (i) Head pruning (HPruning) for multi-head attention (MHA); (ii) Row pruning (RPruning) for general fully-connected layers; and (iii) block-wise sparsity pruning (BPruning) for all weight matrices. See § 3.1.
• We propose a learnable threshold for Top-k pruning, which adjusts the pruning ratio of different weight matrices based on an importance score. To control the regularization loss better, we design a novel adaptive regularization. The magnitude of the regularization loss is automatically adjusted to be large (small) when the current pruning ratio is far away (close to) the final ratio. See § 3.2.

• We propose a two-step pipeline to incorporate BPruning with HPruning and RPruning in a seamless way. Our results show that using BPruning on top of HPruning and RPruning can significantly reduce the accuracy degradation, while still achieving high speedup. See § 3.3.

• We benchmark our pruned model (with/without BPruning) based on the implementation on top of PyTorch [30]. In particular, we make use of the block-sparse MatMul kernel from Triton [42], and we show that block sparsity can reduce both memory footprint and inference time. See § 3.4.

Our empirical results demonstrate that MLPruning can reduce the model size of BERT\textsubscript{base} by ~80%, while achieving minimal accuracy degradation on QQP/MNLI/SQuAD. In terms of speedup, our pruned QQP model with 14.19% of remaining weights and less than 1% performance degradation achieves up to 3.69x more throughput than its full-model counterpart. We also discuss in detail the effectiveness of our learnable threshold method, compared to a brute-force grid search method, the impact of head/row pruning on MHA, the impact of using different teacher models for BPruning, and the comparison between MLPruning and pure BPruning.

## 2 Related Work

Different approaches have been proposed to compress large pre-trained NLP models. These efforts can be generally categorized as follows: (i) knowledge distillation [21, 41, 35, 39]; (ii) quantization [3, 54, 37, 12, 53, 55, 2, 10]; (iii) new architecture design [40, 19, 23, 22, 45]; and (iv) pruning. Pruning can be broadly categorized into unstructured pruning [9, 24, 49, 29, 15, 36] and structured pruning [26, 16, 51, 25, 18, 56, 52, 27]. Here, we briefly discuss the related pruning work in NLP.

For unstructured pruning, [50, 7, 31] explore the lottery-ticket hypothesis [13] for transformer-based models; [57] shows that pruning is an alternative effective way to fine-tune pre-trained language models on downstream tasks; and [36] proposes so-called movement pruning, which considers the changes in weights during fine-tuning for a better pruning strategy, and which achieves significant accuracy improvements in high sparsity regimes. However, none of these shows inference time speedup in practice.

For structured pruning, [11, 34] uses LayerDrop to train the model and observes that small/efficient models can be extracted from the pre-trained model; [46] uses a low-rank factorization of the weight matrix and adaptively removes rank-1 components during training; and [27] tests head drop for multi-head attention and concludes that a large percentage of attention heads can be removed during inference without significantly affecting the performance. Similar to [27], MLPruning also uses head pruning; however, MLPruning jointly removes heads and rows at the same time. Also, MLPruning prunes all heads during the training, while [27] does iterative pruning for high head pruning ratios. Finally, [28, 47, 6] study row and block-wise pruning for LSTM [17]. However, none of them considers different sparse levels together or works on transformer-based models; and the algorithms underlying [28, 47, 6] are very different than the pruning algorithm used in MLPruning.

## 3 Methodology

The basic ingredients of transformer-based models are multi-headed attention (MHA) and fully-connected (FC) layers. Here, we briefly review the structures of MHA.\footnote{For simplicity, we use the encoder block in BERT as an example, and we ignore all bias terms, non-linear operators, and residual connections.} In MHA, $H$ independently parameterized
Figure 1: The illustration of different levels of structured pruning, i.e., head pruning (HPruning), row pruning (RPruning), and block-wise pruning (BPruning). Blue colored cells represent the pruned weights.

attention heads are applied to obtain the final result:

\[
\text{MHA}(x, q) = \sum_{h=1}^{H} \text{Att}_{W_{q,h}, W_{k,h}, W_{v,h}, W_{o,h}}(x, q) \equiv \sum_{h=1}^{H} \text{Att}_h(x, q),
\]

\[
\text{Att}_{W_{q,h}, W_{k,h}, W_{v,h}, W_{o,h}}(x, q) = W_{o,h} \sum_{i=1}^{n} \alpha_i W_{v,h} x_i \quad \text{and} \quad \alpha_i = \text{softmax}\left(\frac{q^T W_{q,h} W_{k,h} x_i}{\sqrt{d}}\right),
\]

where \(x = [x_1, \ldots, x_n] \in \mathbb{R}^{n \times d}\) is the input sequence feature map, \(W_{\{q,k,v\},h} \in \mathbb{R}^{d_h \times d}\) and \(W_{o,h} \in \mathbb{R}^{d \times d_h}\) are weight matrices, and \(q \in \mathbb{R}^d\) is the query vector. To allow different attention heads to interact with each other, transformers apply two FC layers over the MHA’s output, i.e.,

\[
\text{FC}_2(\text{FC}_1(\text{MHA}(x, q))) = W_{fc2} W_{fc1} \text{MHA}(x, q),
\]

where \(W_{fc1} \in \mathbb{R}^{d \times d}\) and \(W_{fc2} \in \mathbb{R}^{d \times 4d}\).

### 3.1 The Multilevel Structured Pruning Framework

Let \(W \in \mathbb{R}^{d \times d}\) refer to a generic weight matrix (\(W\) could be a non-square matrix/tensor), \(S\) refer to the associated importance score matrix of \(W\) with the proper shape, and \(M\) refer to the mask matrix of \(W\) with the same shape as \(S\). For inference, the weight matrix \(W\) is masked by \(M\). (See Appendix A for masking details.)

To compute \(M\), we use the Top-k threshold of weights by the importance of \(S\), i.e.,

\[
M = \text{Top}_k(S), \quad \text{where} \quad \text{Top}_k(S_{i,j}) = \begin{cases} 1 & \text{if } S_{i,j} \text{ is in the top-k region,} \\ 0 & \text{otherwise.} \end{cases}
\]

Different importance score matrices \(S\) have been proposed; and here we use a variant of the learnable \(S\) from [58], where \(S\) is updated during training. Different than [58], which applies the technique to unstructured pruning, we extend this algorithm to structured pruning. In addition, instead of fixing the thresholds for all weight matrices, one of our contributions (see § 3.2) is that we introduce a novel algorithm for a learnable threshold for Top-k selection.

We discuss the three main different levels (i.e., head, row, and block-wise sparse pruning) of structured pruning as follows. By grouping different parts in \(W\), we can get different structured pruning mechanisms.
We refer to this method as MLPruning and illustrate this in Figure B.2. When \( M \) where the Sigmoid function is used to map the row thresholds of tend to make learnable threshold is HPruning and RPruning together, which one should be dominant is unclear from [58, 36].

thresholds are hard to decide when applying hybrid pruning techniques. For example, when we apply insensitive layers, and vice versa. Another disadvantage of using a fixed target pruning ratio is that the different tolerances/sensitivities to pruning, meaning that a high pruning ratio needs to be applied for
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as 0. This is illustrated in the right panel of Figure 1.

By combining different pruning levels together, we have the following two multi-level structured pruning methods.

MLPruning-Partial. As a result of HPruning and RPruning, some corresponding columns of weight matrices (\( W_{o,fc1} \)) can also be pruned since the outputs of MHA and FC1 have fewer dimensions, as compared to their full counterpart. (For other weight matrices, this cannot be applied due to the residual connection.) We refer to this method as MLPruning-Partial and illustrate this in Figure B.1.

MLPruning. As a result of all three pruning methods, all weight matrices become smaller as compared to the original full counterparts and they are also block-wise sparse. We refer to this method as MLPruning and illustrate this in Figure B.2.

Learnable Top-k Selection and Adaptive Regularization for Pruning

In [58, 36], the Top-k threshold is fixed for all weight matrices. However, different weight matrices have different tolerances/sensitivities to pruning, meaning that a high pruning ratio needs to be applied for insensitive layers, and vice versa. Another disadvantage of using a fixed target pruning ratio is that the thresholds are hard to decide when applying hybrid pruning techniques. For example, when we apply HPruning and RPruning together, which one should be dominant is unclear from [58, 36].

In order to resolve these issues, we propose an algorithm to learn the Top-k threshold. Suppose the learnable threshold is \( \sigma \) of a weight matrix \( W \). Then the parameter \( k \) is defined as

\[
k = \text{Sigmoid}(\sigma),
\]

where the Sigmoid function is used to map \( \sigma \) to be in the range of \((0, 1)\). However, directly applying this will tend to make \( k \) always close to 1, since the model prefers no pruning. Therefore, we introduce a regularization term to compensate for this.

For the \( i \)-th layer, suppose that the head threshold of \( W_{q,k,v} \) is \( k_h^i \), the row threshold of \( W_o \) is \( k_r^i \), and the row thresholds of \( W_{fc1} \) and \( W_{fc2} \) are \( k_f^i/k_r^i \).

Then the number of remaining parameters of the \( i \)-th layer is

\[
N_i = 3k_h^iN_h + k_h^iN_o + k_r^iN_f + k_f^iN_s,
\]

For simplicity, we will drop the superscript when there is no confusion.
where \( N_h, N_o, N_f \) and \( N_s \) are the number of parameters of \( W_{\{q,k,v\}}, W_o, W_{fc1}, \) and \( W_{fc2} \) of the layer, respectively. For the entire encoder, the remaining parameter ratio can be computed as

\[
R = \left( \sum_{i=1}^{L} N^i \right) / \left( L (3N_h + N_o + N_f + N_s) \right).
\]  

Suppose that our target ratio is \( R_{\text{target}} \). We propose the following regularization loss,

\[
L_{\text{reg}} = \begin{cases} 
(R - R_{\text{target}})^2 & R \geq R_{\text{target}}, \\
0 & \text{else}.
\end{cases}
\]  

Given this, we then rewrite the training objective as

\[
\mathcal{L} = \mathcal{L}_{\text{obj}} + \lambda_{\text{reg}} L_{\text{reg}},
\]  

where \( \mathcal{L}_{\text{obj}} \) is the original training loss and \( \lambda_{\text{reg}} \) is the regularization magnitude.

Generally, for different pruning regularization methods (e.g., \( L_1/L_0 \) regularization), \( \lambda_{\text{reg}} \) needs to be carefully tuned for both initial values and its schedule [36]. To resolve this tuning issue, we propose an adaptive formula to choose the value of \( \lambda_{\text{reg}} \),

\[
\lambda_{\text{reg}} = \max \left\{ \lambda_{\text{max}}, \frac{L_{\text{reg}}}{(1 - R_{\text{target}})^2}, \lambda_{\text{min}} \right\},
\]  

where \( \lambda_{\text{max}}/\lambda_{\text{min}} \) are pre-chosen hyperparameters.\(^3\) (We have found that our results are not sensitive to the choice of these hyperparameters; and we have kept them the same on each dataset in all of our results.) The idea of Eq. 9 is that when \( R \) is far away from the \( R_{\text{target}} \), \( \lambda_{\text{reg}} \) is chosen that is close to \( \lambda_{\text{max}} \) (when \( R = 1 \), it is indeed \( \lambda_{\text{max}} \)) so that we can have a strong regularization effect; and when \( R \) is close to \( R_{\text{target}} \), then we do not have to stress the regularization term (Eq. 7) too much.

### 3.3 Two-step Pipeline

If BPruning is performed concurrently with MLPruning-Partial, there will be sparse blocks overlapping with head/row pruning. This not only causes the measurement of the remaining parameters to be hard to compute, but it also makes the hardware deployment challenging since the hardware needs to deal with nonuniform sparse block sizes, even within a single weight matrix.

Therefore, in our experiments, we propose a two-step pipeline for MLPruning. In the first step, we only do HPruning and RPruning over the model. In the second step, we remove those pruned heads/rows from the model, and then we apply BPruning. For BPruning, we use the same method as mentioned in § 3.2. The only difference is that for \( W_o \) and \( W_{fc2} \), there is no column pruning contribution from MHA or FC\(_1\) anymore, so that Eq. 5 needs to be modified as

\[
N^i = k_{q,r} N_{q,r} + k_{k,r} N_{k,r} + k_{v,r} N_{v,r} + k_{o,r} N_{o,r} + k_{f,r} N_{f,r} + k_{s,r} N_{s,r},
\]  

where \( k_{*,r} \) is the threshold of \( W_*, \) and \( N_{s,r} \) is the current number of parameters of \( W_\ast \) after MLPruning-Partial. Moreover, we add padding to the input matrices for BPruning when the row/column size is not divisible by the block size. For example, if the matrix has size 100x768 (with original size 768x768) after RPruning and the block size is 16x16, we use the important score \( S \) to get another 12 rows to pad the matrix to be in the size of 112x768 so that we can successfully partition the weight matrix with block size 16x16.

### 3.4 Hardware Deployment for Block Sparsity

Although fewer parameters can help reducing the memory footprint, it alone is not a good indicator of efficiency, e.g., inference time and power consumption. Compared to the general sparsity pattern, block sparsity allows for a higher degree of parallelizability. Optimized block-sparse kernels can bring substantial

\(^3\)Note that \( L_{\text{reg}} \) here is just used as a scalar value, which does not affect the computation of gradient. For instance, in PyTorch/TensorFlow, we need to detach it from the computational graph.
Table 1: Performance of MLPruning-Partial on different datasets. For the last performance column, we report the mean of F1 and accuracy score on QQP, the accuracy for MNLI-M/MM on MNLI, and the exact match (EM) and F1 on SQuAD.

| Dataset | Remaining Weight % | Remaining Heads (W_{q,k,v}) % | Remaining FC Weight % | Performance |
|---------|---------------------|-----------------------------|---------------------|-------------|
|         |                     |                             | W_o | W_{fc1} | W_{fc2} |             |
| QQP     | 100                 | 100                         | 100 | 100     | 100     | 89.91       |
|         | 44.27               | 61.81                       | 42.82 | 54.16 | 21.49   | 89.22       |
|         | 39.87               | 61.81                       | 35.90 | 38.53 | 25.65   | 89.06       |
|         | 28.82               | 54.17                       | 34.88 | 19.22 | 17.78   | 88.67       |
|         | 22.12               | 54.17                       | 34.02 | 8.58  | 8.53    | 88.24       |
| MNLI    | 100                 | 100                         | 100 | 100     | 100     | 84.47/84.83 |
|         | 48.54               | 77.08                       | 51.98 | 42.95 | 31.76   | 83.51/84.03 |
|         | 41.40               | 69.44                       | 51.31 | 29.83 | 29.37   | 83.25/83.81 |
|         | 30.91               | 54.17                       | 43.23 | 20.75 | 20.43   | 82.53/82.96 |
|         | 21.78               | 46.53                       | 35.04 | 10.82 | 10.73   | 81.81/81.99 |
| SQuAD   | 100                 | 100                         | 100 | 100     | 100     | 80.92/88.52 |
|         | 60.45               | 77.78                       | 73.37 | 54.91 | 49.38   | 81.02/88.30 |
|         | 51.33               | 77.08                       | 72.20 | 41.56 | 36.47   | 80.26/87.91 |
|         | 40.72               | 67.36                       | 60.85 | 28.24 | 28.04   | 79.35/86.98 |
|         | 31.49               | 68.75                       | 60.73 | 13.79 | 13.78   | 78.62/86.66 |
|         | 21.98               | 63.19                       | 54.74 | 2.66  | 2.64    | 74.60/83.81 |

speedups compared to dense kernels with moderate sparsity (more than 70\%\(^4\)). In our experiments, we leverage the optimized block sparse MatMul kernel provided by Triton [42], a compiler for tiled neural network computation on GPUs, to accelerate our pruned model after BPPruning.

We evaluate the performance with block sizes 16x16 and 32x32 on a T4 GPU. Larger block sizes result in slightly larger accuracy degradation, while smaller block sizes (e.g., 4x4 or 8x8) cannot be efficiently deployed on GPU tensor cores and are not supported by Triton. However, those small block sizes can definitely be used for other accelerators, e.g., CPU and FPGA. Also, note that our BPPruning can also be used with non-square block sizes, e.g., 16x32.

For each linear layer, we use the block sparse MatMul kernel provided by Triton if the sparsity is higher than a pre-defined threshold, and we use the dense MatMul kernel in PyTorch otherwise. The threshold is set as 0.8 when the block size is 16x16 and 0.6 when the block size is 32x32; and the numbers are picked so that block sparse kernels offer real speedups for most of the MatMul configurations.

4 Results

4.1 Experimental Setup

We apply MLPruning with task-specific pruning for BERT\(_{base}\) [8] on three monolingual (English) tasks: question answer (SQuAD v1.1) [33]; sentence similarity (QQP) [20]; and natural language inference (MNLI) [48]. For SQuAD/QQP/MNLI, there are 88K, 364K, 392K training examples.

For all tasks, we perform distillation to boost the performance. In particular, we simplify the distillation pipeline from [21]. Rather than using a two-step task-specific distillation (i.e., intermediate layer distillation

---

\(^4\)The data comes from https://developer.nvidia.com/blog/accelerating-matrix-multiplication-with-block-sparse-format-and-nvidia-tensor-cores/.
followed by prediction layer distillation), we directly combine these two steps together, i.e., we use
\[ \mathcal{L} = (1 - \alpha) \mathcal{L}_{CE} + \alpha (\mathcal{L}_{DS} + \mathcal{L}_{MHA} + \mathcal{L}_{hidden}) + \lambda_{reg} \mathcal{L}_{reg}. \] (11)
Here, \( \mathcal{L}_{DS} \) is the KL-divergence between the predictions of the student and the teacher, \( \mathcal{L}_{MHA} \) is the attention alignment loss, \( \mathcal{L}_{hidden} \) is the hidden feature (the output of \( W_o \) with residual connection) alignment loss, and \( \alpha \) is the hyperparameter that balances the importance of the cross-entropy loss and the distillation loss. For MLPruning-Partial, we use the full model as the teacher. For BPruning after MLPruning-Partial, we use the pruned model after MLPruning-Partial as the teacher. For all of our results, we choose \( \alpha = 0.9 \). (One might be able to improve the results further with more careful hyperparameter tuning and more sophisticated distillation methods.) For more training details, see Appendix C.

4.2 Results of MLPruning-Partial

We start with MLPruning-Partial with different pruning ratios on different datasets. Results are shown in Table 1. As can be seen, with 39.87/41.40/51.33% of remaining weights, MLPruning-Partial can achieve ~1% performance degradation on QQP/MNLI/SQuAD. Furthermore, reducing the number of parameters generally results in a large accuracy drop on all datasets. However, for a relatively simple task, e.g., QQP, the performance degradation is smaller than other relatively harder tasks (MNLI/SQuAD). In particular, for ~20% of remaining weights, the performance degradation of QQP is ~1.7, which is much smaller than ~6.3 (EM) or ~4.7 (F1) of SQuAD.

We also report the number of remaining parameters of each type of weight matrices in Table 1. Note that for MHA, the \( W_{\{q,k,v\}} \) are correlated with each other, and so we combine the results of them into one column. There are several interesting findings: (i) \( W_{\{q,k,v\}} \) are less pruned than other matrices, particularly for high pruning ratio (i.e., fewer remaining weights); (ii) the row pruning ratio of \( W_o \) is no larger than 50%; and although the remaining weights of \( W_o \) are less than 35% (e.g., last row on QQP), the majority parameter reduction is contributed by column pruning (Figure B.1); (iii) the row pruning ratio of \( W_{fc1} \) is extremely high for high pruning ratios; and (iv) there is almost no row pruning applied to \( W_{fc2} \). Similar to the observation (ii), almost all weight reduction of \( W_{fc2} \) comes from the column pruning which is related to \( W_{fc1} \).

4.3 Results of MLPruning

Here, we discuss the results of BPruning built on top of MLPruning-Partial (i.e., MLPruning) with various block sparsity levels on QQP/MNLI/SQuAD. In particular, the models used for BPruning are the ones with 44.27%, 48.54%, and 60.45% of remaining weights on QQP, MNLI, and SQuAD, as shown in Table 1, respectively.

The results of MLPruning are presented in Table 2. For each dataset, there are three sections. The first section shows results for MLPruning-Partial. In the second/third section of rows, we show results for MLPruning with block size 16x16/32x32. Notice that using BPruning along with MLPruning-Partial can achieve better performance, compared to using just MLPruning-Partial. In particular, on SQuAD, with ~20% of remaining weights, MLPruning achieves 0.82/0.64 better F1 score than MLPruning-Partial with block size 16x16/32x32. Additionally, note that smaller block size generally results in better performance. For more block size settings and block sparsity settings, see Appendix D.

Table 2 also shows results for the block density, which is the percentage of dense/unpruned blocks in the matrix, for each type of weight matrix. Again, some interesting findings can be seen: (i) \( W_k \) is generally less pruned than all other matrices; (ii) \( W_{fc1,fc2} \) are the most heavily pruned weight matrices, particularly for high sparsity levels; (iii) more \( W_o \) parameters will remain when a high pruning ratio is applied for the entire model; and (iv) the correlations between the sparsity of \( W_q/W_k \) and \( W_k \) have very different behaviors, depending on whether the task is text classification or question answering. For instance, when the task is text classification, i.e., QQP/MNLI, the sparsity of \( W_q \) has the same trend as \( W_k \), which usually has more weight left as compared to \( W_v \). However, for question answering, i.e., SQuAD, the opposite happens. This may be caused by the longer sequences in SQuAD and/or other difference in the problem structure.
Table 2: Performance of MLPruning on different datasets. For the last performance column, we report the mean of F1 and accuracy score on QQP, the accuracy for MNLI-M/MNLI-MM on MNLI, and the exact match (EM) and F1 on SQuAD. Here we only report two pruning ratios for each block size. See Table D.1 for all the results.

| Dataset | Block Size | Remaining Weight % | Block Density % | Performance |
|---------|------------|---------------------|-----------------|-------------|
|         |            |                     | W_q W_k W_v W_o W_{fc1} W_{fc2} |             |
| QQP     | –          | 44.27               | 100 100 100 100 100 100 | 89.22       |
|         | –          | 22.12               | 100 100 100 100 100 100 | 88.24       |
|         | 16x16      | 34.76               | 90.48 95.28 59.98 33.45 75.81 97.23 | 89.09       |
|         | 16x16      | 11.97               | 56.33 56.35 41.18 60.30 4.49 13.49 | 88.46       |
|         | 32x32      | 34.75               | 87.97 95.58 64.42 38.35 83.12 72.88 | 88.99       |
|         | 32x32      | 14.28               | 71.14 62.27 51.40 64.70 6.39 16.01 | 88.56       |
| MNLI    | –          | 48.54               | 100 100 100 100 100 100 | 83.51/84.03 |
|         | –          | 21.78               | 100 100 100 100 100 100 | 81.81/81.99 |
|         | 16x16      | 37.74               | 99.78 99.69 63.76 52.57 89.29 54.48 | 82.57/83.12 |
|         | 16x16      | 20.31               | 71.01 71.75 47.44 69.93 18.28 23.06 | 81.71/82.59 |
|         | 32x32      | 36.89               | 92.23 99.77 59.53 53.61 88.23 53.35 | 82.51/83.19 |
|         | 32x32      | 20.40               | 71.00 71.67 47.45 69.93 18.34 23.05 | 81.71/82.49 |
| SQuAD   | –          | 60.45               | 100 100 100 100 100 100 | 81.02/88.30 |
|         | –          | 21.98               | 100 100 100 100 100 100 | 74.60/83.81 |
|         | 16x16      | 48.30               | 95.52 98.15 78.97 71.69 81.94 66.84 | 80.83/88.11 |
|         | 16x16      | 20.97               | 48.53 80.38 80.53 90.58 4.85 4.22 | 75.70/84.63 |
|         | 32x32      | 45.13               | 93.51 97.25 77.32 70.52 70.20 62.50 | 80.56/87.85 |
|         | 32x32      | 20.47               | 50.17 80.59 80.68 79.93 4.94 4.26 | 75.49/84.45 |

4.4 Real Hardware Deployment

We show the speedups of our methods compared to the baseline (full model) on a T4 GPU in Table 3. As can be seen, for larger batch size and/or longer sequence length, both MLPruning-Partial and MLPruning can achieve significant speedups, compared to the full model counterpart. In particular, for MLPruning-Partial, while still achieving 89.06% accuracy (within 1% lower than baseline), it can increase the throughput by 1.71x with batch size 1 and sequence length 512, or by 2.21x with batch size 32 and sequence length 128. For MLPruning, large speedups (up to 3.69x) are achieved when the block size is 16x16, batch size is 32, and the accuracy is 88.46% (within 1.5% accuracy degradation). In general, larger sparsity and larger block size (32x32) offer larger speedups.

One interesting finding here is that when batch size is 1 and sequence length is 128, there is no speedup for MLPruning at all, and the sparse kernel is actually slower than its dense counterpart. The small batch size and short sequence length mean that the input matrices to MatMul kernels have small sizes. This means that the GEMM floating point operations per second (flop/s) will decrease when the entire matrix size decreases. Since block sparse MatMul kernels internally call smaller-sized GEMM, their flop/s are much smaller than the large dense kernels. In this case, the computational cost advantage cannot make up for the flop/s slow down, making the block sparse kernels inefficient.

5 Additional Discussion

Learned Threshold versus Hard Threshold. To show the effectiveness of our learned threshold, we compare the performance of MLPruning-Partial to uniform hard threshold on QQP/MNLI. In particular, for
Table 3: Speedup of different models trained on QQP with various settings. The second row shows the percents of remaining weights, and the third row shows the average of accuracy and F1 score. Here, we abbreviate Batch Size as “Batch”, Sequence Length as “Seq”, Block Size as “BS”. We report the relative speedup for all models, and we report the inference throughput (sentences per second) of the full model in the parenthesis.

| Batch/Seq | Full Model | MLPruning-Partial | Brute Force | Full Model |
|-----------|------------|-------------------|-------------|------------|
| 1/128     | 1.0 (62.8) | 1.13 1.11 1.15 1.16 | 1.15 0.92 0.89 0.83 | 1.06 0.90 0.89 0.89 |
| 32/128    | 1.0 (152.7)| 2.03 2.21 2.84 3.36 | 2.04 2.32 2.73 3.69 | 2.09 2.93 3.23 |
| 1/256     | 1.0 (51.5) | 1.32 1.30 1.34 1.36 | 1.28 1.07 1.05 0.96 | 1.19 1.12 1.03 |
| 32/256    | 1.0 (72.0) | 2.05 2.20 2.81 3.31 | 2.02 2.28 2.65 3.56 | 2.07 2.83 3.13 |
| 1/384     | 1.0 (37.5) | 1.48 1.52 1.65 1.73 | 1.49 1.31 1.32 1.29 | 1.46 1.42 1.35 |
| 32/384    | 1.0 (45.0) | 2.00 2.16 2.73 3.19 | 1.94 2.22 2.54 3.35 | 2.02 2.69 2.99 |
| 1/512     | 1.0 (28.7) | 1.62 1.71 1.89 2.01 | 1.62 1.50 1.53 1.56 | 1.59 1.64 1.60 |
| 32/512    | 1.0 (32.0) | 1.96 2.11 2.63 2.98 | 1.87 2.19 2.46 3.19 | 1.94 2.60 2.86 |

Figure 2: Comparison between our learnable threshold (§ 3.2) and brute-force search for different head/row pruning ratios on QQP/MNLI-M/MNLI-MM. See Appendix E for all brute force results.

hard threshold, we set a uniform head pruning ratio for all $W\{q,k,v\}$ and uniform row pruning ratio for all $W\{o,fc_1,fc_2\}$, and we use brute-force grid search to get all possible configurations. See Appendix E for more details. Results are shown in Figure 2. As can be seen, for both QQP/MNLI, our learnable threshold method achieves better accuracy than grid search.

One Full Head is Better than Two Half Heads. Although we use HPruning for $W\{q,k,v\}$, it is possible to use RPruning as well. However, we find out that for MHA, HPruning is more efficient than RPruning. That is to say, with similar pruning ratios, HPruning can achieve higher accuracy than RPruning. We conduct experiments for those two pruning strategies on QQP, and the results are shown in Table 4. Note that $W\{fc_1,fc_2\}$ are unpruned. As can be seen, HPruning can consistently achieve better performance on all cases.

Different Teacher Models for BPruning. Different teacher models can be used for BPruning after MLPruning-Partial, including the original full model and the pruned model after MLPruning-Partial. Here, we study the accuracy difference by using those two different types of teacher models. In particular, when we use the full model as the teacher, since the model used for BPruning has fewer heads in MHA, we have to remove the attention loss from Eq. 11 for distillation. Results are shown in Table 5. As can be seen, using the pruned model after MLPruning-Partial as the teacher can achieve better accuracy across different pruning ratios and different sparse block sizes. In particular, for high pruning ratio (<20% of remaining weights), using MLPruning-Partial as the teacher has much better accuracy than using the full model.
Table 4: Comparison between using RPruning and using HPruning for MHA. We report the mean of F1 and accuracy on QQP. Here, only the MHAs are pruned, i.e., FC\textsubscript{1} and FC\textsubscript{2} are in the full format. Also, the percentage reported in the first row are the remaining weights of MHA.

| Method   | 92%  | 83%  | 75%  | 67%  | 58%  | 50%  | 42%  | 33%  | 25%  | 17%  | 8%  |
|----------|------|------|------|------|------|------|------|------|------|------|------|
| RPruning | 89.73| 89.62| 89.51| 89.41| 89.17| 88.70| 88.68| 88.77| 88.33| 87.93| 86.97|
| HPruning | 89.88| 89.95| 89.84| 89.55| 89.32| 89.31| 89.24| 89.21| 88.79| 88.53| 87.01|

Table 5: Performance of different teachers for BPruning after MLPruning-Partial on QQP.

| Teacher               | Block Size | Remaining Parameters % | Average of F1&Acc |
|-----------------------|------------|------------------------|-------------------|
| MLPruning-Partial Model | 4x4        | 35.51                  | 89.36             |
| Full Model             | 4x4        | 35.57                  | 89.34             |
| MLPruning-Partial Model | 4x4        | 14.13                  | 89.10             |
| Full Model             | 4x4        | 18.55                  | 88.65             |
| MLPruning-Partial Model | 8x8        | 35.54                  | 89.22             |
| Full Model             | 8x8        | 35.58                  | 89.09             |
| MLPruning-Partial Model | 8x8        | 14.15                  | 89.02             |
| Full Model             | 8x8        | 18.57                  | 88.81             |
| MLPruning-Partial Model | 16x16      | 34.76                  | 89.09             |
| Full Model             | 16x16      | 34.76                  | 89.07             |
| MLPruning-Partial Model | 16x16      | 14.19                  | 89.01             |
| Full Model             | 16x16      | 18.62                  | 88.69             |
| MLPruning-Partial Model | 32x32      | 34.75                  | 88.99             |
| Full Model             | 32x32      | 35.86                  | 88.81             |
| MLPruning-Partial Model | 32x32      | 14.28                  | 88.56             |
| Full Model             | 32x32      | 18.74                  | 88.43             |

Comparison with Pure BPruning. One extreme case of our MLPruning is only using BPruning for all weight matrices instead of using multi-level structured pruning. This has several drawbacks: (i) there is almost no column pruning for \(W_{(o,fc2)}\) as shown in Figure B.1 and Eq. 5, since column pruning is contributed from the head/row pruning of the previous matrices; and this makes the high pruning ratio more challenging; (ii) for MHA, the computation of Softmax (\(\alpha_i\)) and the following \(\alpha_iW_{v,h}\) in Eq. 1b can hardly be reduced; and (iii) it may result in less speedup, compared to MLPruning.

As to the first drawback, we find that pure BPruning actually leads to sub-optimal performance as compared to our MLPruning. Results for QQP/MNLI are shown in Figure 3. Note that for pure BPruning, we still use our learnable threshold with adaptive regularization, and we use the full model as the teacher for distillation. As can be seen, the performance of pure BPruning is significantly worse than that of MLPruning. In particular, for higher pruning ratios, the gap between pure BPruning and MLPruning becomes larger.

6 Conclusions

In this work, we present MLPruning, a multilevel structured pruning framework for transformer-based models. To select the pruning ratios for different weight matrices, we propose a learnable threshold with adaptive regularization to adjust the pruning ratio for (in-)sensitive layers. Moreover, we use a two-step pipeline to combine seamlessly BPruning with head/row pruning. We show that MLPruning can achieve performance comparable to the full model, while reaching extremely high structured pruning ratios. We also directly deploy the pruned models and measured the end-to-end inference throughput, showing that those pruned models can achieve up to 3.69× speedup on a Tesla T4 GPU than the full model counterpart. Our analysis
shows that different components used in MLPruning are necessary to achieve high performance with high compression ratios.
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The row pruning of $W_{fc1}$ reduces the feature dimension of the input of $W_{fc2}$, which results in column pruning of $W_{fc2}$.

Figure B.1: Illustration of MLPruning-Partial. Blue colored cells represent the pruned weights.

A How to Mask

When we apply HPruning, RPruning, and BPruning, the shape of $S/M$ is not the same as $W$. Here, we use BERT$_{base}$ as an example to discuss, for different pruning methods, what the shape of $S$ is ($M$ has the same shape as $S$), and how we apply $M$ to mask $W$.

For HPruning, since there are twelve heads, $S$ is in $R^{12}$. When we apply $M$ to mask $W$, we basically make the $i$-th head pruned if $M[i] = 0$.

For RPruning, suppose there are $d$ rows in $W$, then $S$ is in $R^{d}$. When we apply $M$ to mask $W$, we basically make the $i$-th row pruned if $M[i] = 0$.

For BPruning, suppose $W \in R^{d_1 \times d_2}$, and the block size is $a \times b$, so that there are $c \times d = \frac{d_1}{a} \times \frac{d_2}{b}$ blocks. Then the shape of $S \in R^{c \times d}$. When we apply $M$ to mask $W$, we basically make the block at $i$-th row and $j$-th column pruned if $M[i,j] = 0$.

B Illustration of MLPruning-Partial and MLPruning

The illustrations of MLPruning-Partial and MLPruning are shown in Figure B.1 and Figure B.2, respectively.
The row pruning of $W_{fc1}$ reduces the feature dimension of the input of $W_{fc2}$, which results in column pruning of $W_{fc2}$.

Figure B.2: Pipeline illustration of MLPruning. Blue colored cells represent the pruned weights.

### C Training Details

**QQP/MNLI.** The temperature parameter used to compute $L_{DS}$ is 2 (i.e., the temperature used to compute the KL divergence loss between the teacher model and the student model). For BPruning, since it has fewer heads in MHA than the full model, we use the model after MLPruning-Partial as the teacher model to do the knowledge distillation. In § 5, we show that using the full model (in this case, we need to remove the $L_{MHA}$) gets worse results, as compared to our method.

For our adaptive regularization, we choose $\lambda_{max} = 20000$, and $\lambda_{min} = 50$ for QQP/MNLI. Meanwhile, for all experiments, we fine-tune the pre-trained model for 20 epochs. We use a batch size 32 and a sequence 128 for QQP/MNLI, and we use 11000/12000 warmup steps (about 1 epoch) for learning rate. We use a learning rate of 3e-5 (1e-2) for the original weights (for pruning-rated parameters, i.e., $S$ and $\sigma$) for QQP/MNLI. The initialization of $S/\sigma$ is 0/10. Note that all the models are trained using FP16 with PyTorch on a Titan RTX GPU (locally) or A100 GPU (AWS p4 instance).

**SQuAD.** For our adaptive regularization, we choose $\lambda_{max} = 10000$, and $\lambda_{min} = 50$. Meanwhile, for all experiments, we fine-tune the pre-trained model for 10 epochs. We use a batch size 12 and a sequence 384, and we use 7300 warmup steps (about 1 epoch) for the learning rate. For pruning rated parameters ($S$ and...
We use a learning rate of 1e-2. We tune the learning rate from \{3e-5, 4e-5, 5e-5\} for weight parameters, and tune the temperature used to compute $\mathcal{L}_{DS}$ from \{10, 20\} for MLPruning-Partial (from \{5, 10\} for BPruning). We report the best result from those six hyperparameters. The initialization of $S/\sigma$ is 0/10. Note that all the models are trained using FP16 with PyTorch on a Titan RTX GPU (locally) or A100 GPU (AWS p4 instance).

**Hardware Deployment.** Our inference performances are collected on top of an NVIDIA T4 GPU (AWS g4dn.xlarge instance), which has 16 GB GDDR6 memory and a 70W maximum power limit. For each inference throughput result, we first run the inference experiment 10 times as a warm-up. Then we run the inference 100 times, and we report the mean performance.

**D More BPruning Results**

Here, we report more BPruning results on QQP, MNLI, and SQuAD. In particular, the BPruning results with block size 4x4 and 8x8 are also shown in Table D.1. Note that, although Triton cannot support sparse-dense MatMul for block size smaller than 16x16, those block sizes can still get significant speedup gain on other accelerators, e.g., CPU and FPGA. Supporting all hardware is beyond the scope of our work.

**E Brute Force Results**

Here, we report all the results using brute-force (grid-search) method for the combination of HPruning and RPruning. Note that for different layers, the head pruning ratio and the row pruning are the same. During training, we are following the strategy in [36, Eq. 5] to warm up and cool down the pruning threshold. We directly use the hyperparameters provided by [36] to train the model on QQP/MNLI.5

The remaining weights after pruning are provided in Table E.1, and the final accuracy of QQP/MNLI are shown in Table E.2/E.3.

**F Limitations and Future Work**

We believe it is critical for every work to state clearly its limitations, especially in this area. An important limitation is that for the second step of our two-step pipeline pruning algorithm, we still need to fully retrain the model. This adds some computational overhead. (Although, this is currently common for model compression methods.) It is an interesting direction to find a more efficient fine-tuning algorithm for the second step. Another limitation is that in this work we solely focused on BERT models, but it would be interesting to see how MLPruning would perform for other NLP problems, e.g., neural machine translation. Finally, in this work, we only explore the effect of MLPruning on static inference (i.e., the model architecture is fixed during inference). However, the dynamical inference is another interesting direction that can be studied.

---

5The parameters are provided by authors at [https://docs.google.com/spreadsheets/d/17JgRq_0FFTniUrz6EZWWq87djPfK](https://docs.google.com/spreadsheets/d/17JgRq_0FFTniUrz6EZWWq87djPfK). For MNLI, we increase the training epochs to 10, increase the initial_warmup to 2, and increase the final_warmup to 3.
Table D.1: Performance of MLPruning on different datasets. For the last performance column, we report the mean of F1 and accuracy on QQP, the accuracy for MNLI-M/MNLI-MM on MNLI, and exact match (EM) and F1 on SQuAD.

| Dataset | Block Size | Remaining Weight % W_q W_k W_v W_o W_{fc1} W_{fc2} | Performance |
|---------|------------|--------------------------------------------|-------------|
| QQP     | 4x4        | 35.51 96.17 99.02 52.45 34.22 88.77 75.76 | 89.36       |
|         | 4x4        | 22.97 75.69 77.90 34.42 42.02 37.46 68.93 | 89.27       |
|         | 4x4        | 14.13 59.45 59.63 38.54 59.19 10.66 26.34 | 89.10       |
|         | 4x4        | 11.95 56.30 56.31 42.48 59.57 4.40 12.63 | 88.75       |
|         | 8x8        | 35.54 94.36 98.85 57.32 33.17 79.02 98.36 | 89.22       |
|         | 8x8        | 22.80 81.68 91.18 45.08 53.88 38.60 36.04 | 89.10       |
|         | 8x8        | 18.57 73.20 73.62 39.82 66.71 25.31 26.66 | 89.08       |
|         | 8x8        | 14.15 59.37 59.46 49.53 65.22 4.40 12.63 | 89.02       |
|         | 8x8        | 10.90 56.57 44.30 30.99 61.41 4.79 13.40 | 88.61       |
|         | 16x16      | 34.76 90.48 95.28 59.98 33.45 75.81 97.23 | 89.09       |
|         | 16x16      | 18.55 73.81 75.33 41.03 65.17 8.44 21.35 | 89.02       |
|         | 16x16      | 14.19 59.37 59.46 49.53 65.22 4.40 12.63 | 88.46       |
|         | 16x16      | 11.97 56.33 56.35 41.18 60.30 4.49 13.49 | 88.56       |
|         | 32x32      | 34.75 95.58 64.42 38.35 83.12 72.88 | 89.99       |
|         | 32x32      | 18.73 74.91 65.17 64.70 21.42 19.43 | 89.01       |
|         | 32x32      | 14.28 67.14 62.27 51.40 64.70 6.39 16.01 | 88.56       |
| MNLI    | 4x4        | 38.79 98.84 99.86 63.23 40.09 95.40 62.94 | 83.21/83.77 |
|         | 4x4        | 25.08 80.41 73.11 50.22 55.01 39.02 38.42 | 82.86/83.18 |
|         | 4x4        | 20.25 68.96 69.09 48.15 56.32 21.24 26.78 | 81.97/82.95 |
|         | 4x4        | 15.83 67.40 67.42 45.74 69.03 4.75 13.49 | 81.80/82.48 |
|         | 8x8        | 38.29 99.77 63.01 41.64 95.02 57.77 | 82.86/83.44 |
|         | 8x8        | 25.10 72.73 74.76 50.53 56.17 37.73 43.10 | 82.50/83.01 |
|         | 8x8        | 20.27 69.14 69.29 47.37 69.96 19.42 24.02 | 81.85/82.67 |
|         | 8x8        | 15.68 67.38 67.43 46.08 67.40 3.70 5.96 | 81.17/81.77 |
|         | 16x16      | 37.74 99.78 63.76 52.57 98.99 54.84 | 82.57/83.12 |
|         | 16x16      | 25.15 72.17 73.54 49.19 55.36 36.21 47.51 | 82.40/82.96 |
|         | 16x16      | 20.31 69.14 69.29 47.37 69.96 19.42 24.02 | 81.85/82.67 |
|         | 16x16      | 15.91 67.38 67.43 46.08 67.40 3.70 5.96 | 80.98/81.49 |
|         | 32x32      | 36.89 99.77 59.53 53.61 88.23 53.35 | 82.51/83.19 |
|         | 32x32      | 25.25 73.66 74.98 46.76 54.33 36.06 48.10 | 82.42/82.75 |
|         | 32x32      | 20.40 71.00 71.67 47.45 69.93 18.34 23.05 | 81.71/82.49 |
| SQuAD   | 16x16      | 48.30 98.15 78.97 71.69 81.94 66.84 | 80.83/88.11 |
|         | 16x16      | 36.84 95.60 99.17 88.66 79.80 40.46 36.08 | 80.17/87.60 |
|         | 16x16      | 31.23 94.77 99.46 98.99 84.27 17.90 21.24 | 78.30/86.46 |
|         | 16x16      | 25.21 92.74 91.55 90.58 82.20 5.98 5.92 | 77.81/86.10 |
|         | 16x16      | 20.97 80.38 80.53 90.58 4.85 4.22 4.22 | 75.70/84.63 |
|         | 32x32      | 45.13 97.32 77.32 70.52 62.50 80.56/87.85 |
|         | 32x32      | 36.60 81.31 81.31 78.52 40.33 36.99 79.72/87.38 |
|         | 32x32      | 25.32 92.35 92.35 81.39 5.72 5.34 5.34 | 77.00/85.79 |
|         | 32x32      | 20.47 80.59 80.68 79.93 4.94 4.26 4.26 | 75.49/84.45 |
Table E.1: Remaining parameters when using brute-force (grid-search) method to find the combination of HPruning and RPruning. Here, the first column means the remaining head number, and the first row means the remaining FC weight parameters. The numbers reported here are the percents of remaining parameters. Note that for different layers, the pruning ratios are uniform and fixed.

| Layer | 100% | 90% | 80% | 70% | 60% | 50% | 40% | 30% | 20% | 10% |
|-------|------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 12    | 100.0| 90.32| 81.33| 73.00| 65.34| 58.37| 52.03| 46.37| 41.37| 37.04|
| 11    | 97.22| 87.54| 78.55| 70.22| 62.56| 55.59| 49.25| 43.59| 38.59| 34.27|
| 10    | 94.45| 84.77| 75.77| 67.45| 59.79| 52.82| 46.47| 40.81| 35.82| 31.49|
| 9     | 91.67| 81.99| 73.00| 64.67| 57.01| 50.04| 43.70| 38.04| 33.04| 28.71|
| 8     | 88.89| 79.21| 70.22| 61.89| 54.23| 47.26| 40.92| 35.26| 30.26| 25.94|
| 7     | 86.12| 76.44| 67.44| 59.12| 51.46| 44.49| 38.14| 32.48| 27.49| 23.16|
| 6     | 83.34| 73.66| 64.76| 56.34| 48.68| 41.71| 35.37| 29.71| 24.71| 20.38|
| 5     | 80.56| 70.88| 61.89| 53.56| 45.90| 38.93| 32.59| 26.93| 21.94| 17.61|
| 4     | 77.79| 68.11| 59.11| 50.79| 43.13| 36.16| 29.81| 24.15| 19.16| 14.83|
| 3     | 75.01| 65.33| 56.34| 48.01| 40.35| 33.38| 27.04| 21.38| 16.38| 12.05|
| 2     | 72.23| 62.55| 53.56| 45.23| 37.57| 30.60| 24.26| 18.60| 13.61| 9.280|
| 1     | 69.46| 59.78| 50.78| 42.46| 34.80| 27.83| 21.48| 15.82| 10.83| 6.50 |

Table E.2: Using brute-force (grid-search) method to find the combination of HPruning and RPruning on QQP. The reported numbers are the mean of F1 and accuracy. Here, the first column means the remaining head number, and the first row means the remaining FC weight parameters. All experiments are using distillation as we used in the main text. Note that for different layers, the pruning ratios are uniform and fixed.

| Layer | 100% | 90% | 80% | 70% | 60% | 50% | 40% | 30% | 20% | 10% |
|-------|------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 12    | –    | 89.89| 89.69| 89.34| 89.01| 89.03| 88.98| 88.77| 88.61| 88.46|
| 11    | 89.88| 89.56| 89.65| 89.57| 89.27| 88.94| 88.89| 88.80| 88.62| 88.39|
| 10    | 89.95| 89.51| 89.31| 89.31| 89.27| 88.94| 88.77| 88.70| 88.57| 88.39|
| 9     | 89.84| 89.58| 89.37| 89.12| 89.02| 89.09| 88.79| 88.56| 88.29| 88.33|
| 8     | 89.55| 89.41| 89.60| 89.32| 88.96| 88.64| 88.64| 88.42| 88.29| 88.13|
| 7     | 89.32| 89.23| 89.38| 89.10| 88.84| 88.63| 88.27| 88.27| 88.07| 87.95|
| 6     | 89.31| 89.11| 89.14| 88.97| 88.77| 88.50| 88.29| 87.84| 88.04| 87.71|
| 5     | 89.24| 89.02| 88.79| 88.77| 88.45| 88.11| 87.87| 87.75| 87.64| 87.48|
| 4     | 89.21| 88.95| 88.84| 88.70| 88.02| 87.99| 87.63| 87.64| 87.27| 87.02|
| 3     | 88.79| 88.44| 88.47| 88.06| 87.88| 87.34| 87.31| 87.06| 86.67| 86.12|
| 2     | 88.53| 88.19| 87.42| 87.45| 87.18| 86.72| 86.10| 86.42| 85.51| 84.76|
| 1     | 87.01| 86.56| 86.39| 86.07| 85.68| 85.16| 84.88| 84.54| 84.39| 83.63|
Table E.3: Using brute-force (grid-search) method to find the combination of HPruning and RPruning on MNLI. The reported numbers are the accuracy for MNLI-M and MNLI-MM. Here, the first column means the remaining head number, and the first row means the remaining FC weight parameters. All experiments are using distillation as we used in the main text. Note that for different layers, the pruning ratios are uniform and fixed.

|   | 100% | 90% | 80% | 70% | 60% | 50% | 40% | 30% | 20% | 10% |
|---|------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 12 | 84.92/84.93 | 84.71/84.64 | 84.01/84.37 | 83.77/84.27 | 83.78/84.65 | 82.87/83.65 | 82.30/82.99 | 81.74/82.57 |
| 11 | 85.20/85.44 | 84.81/85.04 | 84.10/84.68 | 83.78/84.19 | 83.37/84.03 | 82.86/83.48 | 82.24/82.75 | 81.78/82.29 |
| 10 | 84.90/85.10 | 84.54/84.76 | 84.44/84.84 | 84.06/84.52 | 83.82/84.08 | 82.78/83.50 | 82.64/83.22 | 82.06/82.95 | 81.58/82.41 |
| 9  | 84.81/85.06 | 84.32/84.86 | 84.16/84.78 | 83.86/84.32 | 83.32/84.05 | 82.78/83.27 | 82.33/82.80 | 81.66/82.27 | 80.98/82.18 |
| 8  | 84.41/85.10 | 84.25/84.44 | 83.73/84.10 | 83.68/84.06 | 83.58/83.69 | 82.25/82.57 | 81.62/82.27 | 81.31/82.01 | 80.87/81.50 |
| 7  | 84.34/84.63 | 84.03/84.60 | 83.36/83.93 | 83.61/84.05 | 82.81/83.09 | 82.52/82.29 | 81.74/82.56 | 81.38/82.15 | 81.05/82.02 |
| 6  | 83.95/84.42 | 83.76/83.88 | 83.41/84.21 | 83.12/83.90 | 82.74/83.20 | 82.33/83.09 | 81.48/81.98 | 81.01/81.54 | 80.48/80.99 |
| 5  | 83.91/84.01 | 83.03/83.59 | 83.05/83.13 | 82.67/83.79 | 82.67/83.09 | 81.93/82.57 | 81.27/82.39 | 81.14/81.80 | 80.82/81.56 | 80.30/80.75 |
| 4  | 82.86/83.98 | 82.90/83.39 | 82.51/83.41 | 82.42/82.83 | 81.60/82.32 | 81.28/81.94 | 81.17/81.88 | 80.79/81.12 | 80.17/81.04 | 79.65/80.23 |
| 3  | 82.98/83.16 | 82.66/82.84 | 81.95/82.33 | 81.99/82.08 | 81.50/82.15 | 80.91/82.00 | 80.26/81.12 | 80.23/80.18 | 80.22/80.66 | 79.38/79.52 |
| 2  | 81.07/81.28 | 81.43/81.09 | 80.88/81.04 | 80.41/80.80 | 80.63/80.64 | 80.07/80.71 | 79.83/79.86 | 78.56/78.54 | 77.94/78.37 | 78.43/79.00 |
| 1  | 79.08/79.02 | 77.94/78.21 | 77.15/77.51 | 77.21/77.59 | 76.54/76.83 | 76.58/76.69 | 75.93/77.10 | 75.21/76.05 | 74.30/75.56 | 73.63/73.75 |