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Abstract—This paper studies the problem of accurately recovering a structured signal from a small number of corrupted sub-Gaussian measurements. We consider three different procedures to reconstruct signal and corruption when different kinds of prior knowledge are available. In each case, we provide conditions for stable signal recovery from structured corruption with added unstructured noise. The key ingredient in our analysis is an extended matrix deviation inequality for isotropic sub-Gaussian matrices.

Index Terms—Corrupted sensing, compressed sensing, signal separation, sub-Gaussian, Gaussian width, extended matrix deviation inequality.

I. INTRODUCTION

Corrupted sensing concerns the problem of recovering a structured signal from a relatively small number of corrupted measurements

\[ y = \Phi x^* + v^* + z, \]  

where \( \Phi \in \mathbb{R}^{m \times n} \) is the sensing matrix with \( m \ll n \), \( x^* \in \mathbb{R}^n \) is the structured signal, \( v^* \in \mathbb{R}^m \) is the structured corruption, and \( z \in \mathbb{R}^m \) is the unstructured observation noise. The goal is to estimate \( x^* \) and \( v^* \) from given knowledge of \( y \) and \( \Phi \).

This problem has received increasing attention recently with many interesting practical applications as well as theoretical consideration. Examples of applications include face recognition [1], subspace clustering [2], sensor network [3], and so on. Examples of theoretical guarantees include sparse signal recovery from sparse corruption [4, 5, 6, 7, 8, 9, 10] and structured signal recovery from structured corruption [11]. It is worth noting that this model (1) also includes the signal separation (or demixing) problem [12] in which \( v^* \) might actually contain useful information and thus is necessary to be recovered. In particular, if there is no corruption \( (v^* = 0) \), this model (1) reduces to the standard compressed sensing problem.

Since this problem is generally ill-posed, recovery is possible when both signal and corruption are suitably structured. Let \( f(\cdot) \) and \( g(\cdot) \) be suitable norms which promote structures for signal and corruption respectively. We consider three different convex optimization approaches to disentangle signal and corruption when different kinds of prior information are available. Specifically, when prior knowledge of either signal \( f(x^*) \) or corruption \( g(v^*) \) is available and the noise level \( \delta \) (in terms of \( \ell_2 \)-norm) is known, it is natural to consider the following constrained convex recovery procedures

\[
\min_{x, v} f(x), \quad \text{s.t.} \ g(v) \leq g(v^*), \quad \|y - \Phi x - v\|_2 \leq \delta \quad (2)
\]

and

\[
\min_{x, v} g(v), \quad \text{s.t.} \ f(x) \leq f(x^*), \quad \|y - \Phi x - v\|_2 \leq \delta. \quad (3)
\]

When only the noise level \( \delta \) is known, it is convenient to use the partially penalized convex recovery procedure

\[
\min_{x, v} f(x) + \lambda \cdot g(v), \quad \text{s.t.} \quad \|y - \Phi x - v\|_2 \leq \delta, \quad (4)
\]

where \( \lambda > 0 \) is a tradeoff parameter. When there is no prior knowledge available, it is practical to utilize the fully penalized convex recovery procedure

\[
\min_{x, v} \frac{1}{2} \|y - \Phi x - v\|_2^2 + \tau_1 \cdot f(x) + \tau_2 \cdot g(v), \quad (5)
\]

where \( \tau_1, \tau_2 > 0 \) are some tradeoff parameters.

This paper considers the problem of recovering a structured signal from corrupted sub-Gaussian measurements. The contribution of this paper is threefold:

(1): First, we consider sub-Gaussian measurements in model (1). Specifically, we assume that each row \( \Phi_i \) of the sensing matrix \( \Phi \) is independent, centered, and sub-Gaussian random vector with

\[
\|\Phi_i\|_{\psi_2} \leq K/\sqrt{m} \quad \text{and} \quad \mathbb{E} \Phi_i^T \Phi_i = I_n/m, \quad (6)
\]

where \( \|\cdot\|_{\psi_2} \) denotes the sub-Gaussian norm and \( I_n \) is the \( n \)-dimensional identity matrix.

(2): Second, the unstructured noise \( z \) is assumed to be bounded \( (\|z\|_2 \leq \delta) \) or be a random vector with independent centered sub-Gaussian entries satisfying

\[
\|z\|_{\psi_2} \leq L \quad \text{and} \quad \mathbb{E} z_i^2 = 1. \quad (7)
\]

(3): Third, under the above conditions, we establish performance guarantees for all three convex recovery procedures.

It is worth noting that in [12] only the constrained convex recovery procedures (2) and (3) were considered under random orthogonal measurements \( (m = n) \) and noise-free case \( (\delta = 0) \). In [11], both the constrained convex recovery procedures (2) and (3) and the partially penalized convex recovery procedure (4) were analyzed under Gaussian measurements and bounded noise case. The results in this paper solve a series of open problems in [11] (e.g., allowing non-Gaussian measurements and stochastic unstructured noise in
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model \( \mathbb{1} \) and analyzing the fully penalized convex recovery procedure \( \mathbb{5} \).

II. PRELIMINARIES

In this section, we review some preliminaries that underlie our analysis.

The subdifferential of \( f \) at \( x \) is the set of vectors
\[
\partial f(x) = \{ u \in \mathbb{R}^n : f(x+\delta u) \leq f(x) + \langle u, \delta \rangle \text{ for all } \delta \in \mathbb{R}^n \}.
\]

The constrained convex recovery procedures \( \mathbb{2} \) and \( \mathbb{3} \). Our first result shows that, with high probability, approximately
\[
CK^4, \omega^2(T_f(x^*) \cap S^{n-1}) + CK^4, \omega^2(T_g(v^*) \cap S^{m-1})
\]

III. MAIN RESULTS

In this section, we present our main results. We use \( c, C, C', C'' \), and \( \epsilon \) to denote generic absolute constants.

A. Recovery via Constrained Optimization

We start with analyzing the constrained convex recovery procedures \( \mathbb{2} \) and \( \mathbb{3} \). Our first result shows that, with high probability, approximately
\[
CK^4, \omega^2(T_f(x^*) \cap S^{n-1}) + CK^4, \omega^2(T_g(v^*) \cap S^{m-1})
\]
corrugated measurements suffice to recover \( (x^*, v^*) \) exactly in the absence of noise and stably in the presence of noise, via either of the procedures \( \mathbb{2} \) or \( \mathbb{3} \).

Before stating our result, we need to define the error set
\[
E_1(x^*, v^*) := \{(a, b) \in \mathbb{R}^n \times \mathbb{R}^m : f(x^* + a) \leq f(x^*) \text{ and } g(v^* + b) \leq g(v^*) \},
\]
in which the error vector \( (\hat{x} - x^*, \hat{v} - v^*) \) lives. By the convexity of \( f \) and \( g \), \( E_1(x^*, v^*) \) belongs to the following convex cone
\[
C_1(x^*, v^*) := \{(a, b) \in \mathbb{R}^n \times \mathbb{R}^m : \langle a, u \rangle \leq 0 \text{ and } \langle b, s \rangle \leq 0 \text{ for any } u \in \partial f(x^*) \text{ and } s \in \partial g(v^*) \},
\]
which is equivalent to
\[
\{(a, b) \in \mathbb{R}^n \times \mathbb{R}^m : a \in T_f(x^*) \text{ and } b \in T_g(v^*) \}.
\]

Then we have the following results.

Theorem 1 (Constrained Recovery). Let \( (\hat{x}, \hat{v}) \) be the solution to either of the constrained optimization problems \( \mathbb{2} \) or \( \mathbb{3} \). If the number of measurements
\[
\sqrt{m} \geq CK^2\gamma(C_1(x^*, v^*) \cap S^{n+m-1}) + \epsilon,
\]
then
\[
\sqrt{\|\hat{x} - x^*\|_2^2 + \|\hat{v} - v^*\|_2^2} \leq 2\delta \sqrt{m} \epsilon
\]
with probability at least \( 1 - \exp\{-\gamma^2(C_1 \cap S^{n+m-1})\} \).

Proof. Since \( (\hat{x}, \hat{v}) \) solves \( \mathbb{2} \) or \( \mathbb{3} \), we have \( f(\hat{x}) \leq f(x^*) \) and \( g(\hat{v}) \leq g(v^*) \). This implies \( (\hat{x} - x^*, \hat{v} - v^*) \in E_1(x^*, v^*) \subset C_1(x^*, v^*) \). Then it follows from Proposition \( \mathbb{1} \) and \( \mathbb{13} \) that the event
\[
\min_{(a, b) \in C_1(x^*, v^*)} \sqrt{m} \Phi a + b \|_2
\]
holds with probability at least \( 1 - \exp\{-\gamma^2(C_1 \cap S^{n+m-1})\} \).

On the other hand, since both \( (\hat{x}, \hat{v}) \) and \( (x^*, v^*) \) are feasible, by triangle inequality, we have
\[
\|\Phi(\hat{x} - x^*) + (\hat{v} - v^*)\|_2 \leq \|y - \Phi \hat{x} - \hat{v}\|_2 + \|y - \Phi x^* - v^*\|_2 \leq 2\delta.
\]

Combining \( \mathbb{15} \) and \( \mathbb{16} \) completes the proof. \( \square \)
To obtain interpretable sample size bound \([\mathcal{I}]\) in terms of familiar parameters, it is necessary to bound \(\gamma(C_1(x^*, v^*) \cap \mathbb{S}^{n+m-1})\).

**Lemma 1.** The Gaussian complexity of \(C_1(x^*, v^*) \cap \mathbb{S}^{n+m-1}\) satisfies
\[
\gamma(C_1(x^*, v^*) \cap \mathbb{S}^{n+m-1}) \leq 2[\omega(T_f(x^*) \cap \mathbb{S}^{n-1}) + \omega(T_g(x^*) \cap \mathbb{S}^{m-1}) + 1].
\]

**Proof.** The proof is similar to that of Theorem [1](#).

Let \(\eta_f^2 = \eta^2(\lambda_1 \cdot \partial f(x^*))\) and \(\eta_g^2 = \eta^2(\lambda_2 \cdot \partial g(v^*))\). We can bound \(\gamma(C_2(x^*, v^*) \cap \mathbb{S}^{n+m-1})\) as follows.

**Lemma 2.** The Gaussian complexity of \(C_2(x^*, v^*) \cap \mathbb{S}^{n+m-1}\) satisfies
\[
\gamma(C_2(x^*, v^*) \cap \mathbb{S}^{n+m-1}) \leq 2\eta_f^2 + \eta_g^2 + 1.
\]

**Proof.** For any point \((a, b) \in C_2(x^*, v^*)\), we have
\[
(a, u) + \lambda(b, s) \leq 0
\]
for any \(u \in \partial f(x^*)\) and \(s \in \partial g(v^*)\). Multiplying both sides by \(\lambda_1\) yields
\[
(a, \lambda_1 u) + \langle b, \lambda_2 s \rangle \leq 0.
\]
For any \(g \in \mathbb{R}^n\) and \(h \in \mathbb{R}^m\), by Cauchy-Schwarz inequality, we have
\[
\langle a, g \rangle + \langle b, h \rangle \leq \|a\|_2 \|g - \lambda_1 u\|_2 + \|b\|_2 \|h - \lambda_2 s\|_2.
\]
Choosing suitable \(u \in \partial f(x^*)\) and \(s \in \partial g(v^*)\) such that \(\|g - \lambda_1 u\|_2 = \text{dist}(g, \lambda_1 \partial f(x^*))\) and \(\|h - \lambda_2 s\|_2 = \text{dist}(h, \lambda_2 \partial g(v^*))\), we obtain
\[
\langle a, g \rangle + \langle b, h \rangle \leq \|a\|_2 \cdot \text{dist}(g, \lambda_1 \partial f(x^*)) + \|b\|_2 \cdot \text{dist}(h, \lambda_2 \partial g(v^*)) = d_f \|a\|_2 + d_g \|b\|_2,
\]
where \(d_f := \text{dist}(g, \lambda_1 \partial f(x^*))\) and \(d_g := \text{dist}(h, \lambda_2 \partial g(v^*))\). Therefore,
\[
\omega(C_2(x^*, v^*) \cap \mathbb{S}^{n+m-1}) = \frac{m}{K^2} \frac{\eta^2(\lambda_1 \cdot \partial f(x^*)) + \eta^2(\lambda_2 \cdot \partial g(v^*))}{\sqrt{d_f^2 + d_g^2}} \leq \sqrt{\text{dist}(g, \lambda_1 \partial f(x^*))^2 + \text{dist}(h, \lambda_2 \partial g(v^*))^2}.
\]

The second and the third inequalities follow from Cauchy-Schwarz and Jensen’s inequalities respectively. By \([8]\), we complete the proof.

Thus, \([7]\) follows from Theorem \([4]\) and Lemma \([2]\).

**B. Recovery via Partially Penalized Optimization**

We next present performance analysis for the partially penalized optimization problem \([3]\). Let \(\lambda = \lambda_2/\lambda_1\), \(\lambda_1\) and \(\lambda_2\) are absolute constants. Our second result shows that, with high probability, approximately
\[
CK^4\eta^2(\lambda_1 \cdot \partial f(x^*)) + CK^4\eta^2(\lambda_2 \cdot \partial g(v^*))
\]
corrupted measurements suffice to recover \((x^*, v^*)\) exactly in the absence of noise and stably in the presence of noise, via the procedure \([4]\).

In this case, we define the following error set
\[
\mathcal{E}_2(x^*, v^*):= \{(a, b) \in \mathbb{R}^n \times \mathbb{R}^m : \|g(x^* + a) + \lambda \cdot g(v^* + b) \leq f(x^*) + \lambda \cdot g(v^*)\}.
\]
By the convexity of \(f\) and \(g\), \(\mathcal{E}_2(x^*, v^*)\) belongs to the following convex cone
\[
\mathcal{C}_2(x^*, v^*):= \{(a, b) \in \mathbb{R}^n \times \mathbb{R}^m : (a, u) + \lambda(b, s) \leq 0 \text{ for any } u \in \partial f(x^*) \text{ and } s \in \partial g(v^*)\}.
\]
Then we have the following results.

**Theorem 2** \[(4)\]

Let \((\hat{x}, \hat{v})\) be the solution to the partially penalized optimization problem \([3]\). If the number of measurements
\[
\sqrt{n} \geq CK^2\gamma(C_2(x^*, v^*) \cap \mathbb{S}^{n+m-1}) + \epsilon,
\]
then
\[
\sqrt{m} \geq 2\sqrt{\frac{\gamma(C_2(x^*, v^*) \cap \mathbb{S}^{n+m-1})}{\epsilon}}
\]
with probability at least \(1 - \exp\{-\gamma^2(C_2 \cap \mathbb{S}^{n+m-1})\}\).

**C. Recovery via Fully Penalized Optimization**

Finally, we analyze the fully penalized optimization problem \([5]\). In this case, we require regularization parameters \(\tau_1\) and \(\tau_2\) to satisfy the following assumption:

**Assumption 1.**
\[
\tau_1 \geq \beta f^*(\Phi^T z) \text{ and } \tau_2 \geq \beta g^*(z),
\]
for any \(\beta > 1\).
Our third result shows that, with high probability, approximately
\[
C K^4 \left( \frac{\sqrt{\eta^2 (\tau_1 \cdot \partial f(x^*))} + \eta^2 (\tau_2 \cdot \partial g(v^*))}{\beta} + \frac{\tau_1 \alpha_f + \tau_2 \alpha_g}{\beta} \right)^2
\]
corrupted measurements suffice to recover \((x^*, v^*)\) exactly in the absence of noise and stably in the presence of noise, via the procedure [5].

Similarly, define the error set
\[
\mathcal{E}_3(x^*, v^*) := \{(a, b) \in \mathbb{R}^n \times \mathbb{R}^m : \tau_1 f(x^* + a) + \tau_2 g(v^* + b) \\
\leq \tau_1 f(x^*) + \tau_2 g(v^*) + \frac{1}{\beta} [\tau_1 f(a) + \tau_2 g(b)] \}
\]
for and \(u \in \partial f(x^*)\) and \(s \in \partial g(v^*)\). Then we have the following result.

**Theorem 3 (Fully Penalized Recovery).** Let \((\hat{x}, \hat{v})\) be the solution to the fully penalized optimization problem \([5]\) with \(\tau_1\) and \(\tau_2\) satisfying Assumption 1\([1]\) if the number of measurements
\[
\sqrt{m} \geq C K^2 \gamma (C_3(x^*, v^*) \cap \mathbb{S}^{n+m-1}) + \epsilon,
\]
then
\[
\sqrt{\| \hat{x} - x^* \|^2 + \| \hat{v} - v^* \|^2} \leq 2m \cdot \frac{\beta + 1}{\beta} \cdot \frac{\tau_1 \alpha_f + \tau_2 \alpha_g}{\epsilon^2}
\]
with probability at least \(1 - \exp \{-\gamma^2 (C_3 \cap \mathbb{S}^{n+m-1})\}\).

**Proof.** Since \((\hat{x}, \hat{v})\) solves \([5]\), we have
\[
\frac{1}{2} \| y - \Phi \hat{x} - \hat{v} \|^2 + \tau_1 f(\hat{x}) + \tau_2 g(\hat{v}) \\
\leq \frac{1}{2} \| y - \Phi x^* - v^* \|^2 + \tau_1 f(x^*) + \tau_2 g(v^*).
\]
Observe that
\[
\frac{1}{2} \| y - \Phi \hat{x} - \hat{v} \|^2 = \frac{1}{2} \| \Phi(\hat{x} - x^*) + (\hat{v} - v^*) \|^2 \\
+ \frac{1}{2} \| z \|^2 - \langle \Phi(\hat{x} - x^*), z \rangle - \langle \hat{v} - v^*, z \rangle .
\]
Substituting this into (22) yields
\[
\tau_1 f(\hat{x}) + \tau_2 g(\hat{v}) \\
\leq \frac{1}{2} \| \Phi(\hat{x} - x^*) + (\hat{v} - v^*) \|^2 \\
+ \tau_2 [g(\hat{v}) - g(v^*)] + \langle \Phi(\hat{x} - x^*), z \rangle + \langle \hat{v} - v^*, z \rangle .
\]
Since \(\tau_1 f(x^*) + (\hat{v} - v^*) \|^2 \geq 0\), we have
\[
\tau_1 f(\hat{x}) + \tau_2 g(\hat{v}) \\
\leq \tau_1 f(x^*) + \tau_2 g(v^*) + \langle \Phi(\hat{x} - x^*), z \rangle + \langle \hat{v} - v^*, z \rangle \\
\leq \tau_1 f(x^*) + \tau_2 g(v^*) + f^*(\Phi^T z) \cdot f(\hat{x} - x^*) \\
+ g^*(z) \cdot g(\hat{v} - v^*) \\
\leq \tau_1 f(x^*) + \tau_2 g(v^*) + \frac{\tau_1}{\beta} \cdot f(\hat{x} - x^*) + \frac{\tau_2}{\beta} \cdot g(\hat{v} - v^*) ,
\]
where \(f^*(\cdot)\) and \(g^*(\cdot)\) denotes the dual norms of \(f(\cdot)\) and \(g(\cdot)\) respectively. The second inequality follows from generalized Hölder’s inequality. The last inequality holds because of Assumption 1. This implies \((\hat{x} - x^*, \hat{v} - v^*) \in \mathcal{E}_3(x^*, v^*) \subset C_3(x^*, v^*)\). It then follows from Proposition [1] and (21) that the event
\[
\min_{(a, b) \in C_3(x^*, v^*) \cap \mathbb{S}^{n+m-1}} \sqrt{m} \|\Phi a + b\|_2 \\
\geq \sqrt{m} - C K^2 \gamma (C_3(x^*, v^*) \cap \mathbb{S}^{n+m-1}) \geq \epsilon
\]
holds with probability at least \(1 - \exp \{-\gamma^2 (C_3(x^*, v^*) \cap \mathbb{S}^{n+m-1})\}\).

On the other hand, it follows from (24) that
\[
\frac{1}{2} \| \Phi(\hat{x} - x^*) + (\hat{v} - v^*) \|^2 \\
\leq \frac{\tau_1}{\beta} \cdot f(\hat{x} - x^*) + \frac{\tau_2}{\beta} \cdot g(\hat{v} - v^*) + \tau_1 \cdot f(\hat{x} - x^*) \\
+ \tau_2 \cdot g(\hat{v} - v^*) \\
= \frac{\beta + 1}{\beta} \left( \tau_1 \cdot f(\hat{x} - x^*) + \tau_2 \cdot g(\hat{v} - v^*) \right) \\
= \frac{\beta + 1}{\beta} \left( \alpha f \tau_1 \cdot \| \hat{x} - x^* \|^2 + \alpha_g \tau_2 \cdot \| \hat{v} - v^* \|^2 \right) \\
\leq \frac{\beta + 1}{\beta} \left( \alpha f \tau_1 + \alpha_g \tau_2 \right) \sqrt{\| \hat{x} - x^* \|^2 + \| \hat{v} - v^* \|^2},
\]
where \(\alpha f = \sup_{u \neq 0} \frac{f(u)}{\| u \|} \) and \(\alpha_g = \sup_{u \neq 0} \frac{g(u)}{\| u \|} \) are compatibility constants. The first inequality follows from triangle inequality. In the last inequality, we have used Cauchy-Schwarz inequality.

Combining (24) and (25) completes the proof. □

To bound the Gaussian complexity of \(C_3(x^*, v^*) \cap \mathbb{S}^{n+m-1}\), we have

**Lemma 3.**
\[
\gamma (C_3(x^*, v^*) \cap \mathbb{S}^{n+m-1}) \leq 2 \left( \sqrt{\eta_f^2 + \eta_g^2} + \frac{\tau_1 \alpha_f + \tau_2 \alpha_g}{\beta} \right) + 1.
\]

**Proof.** By (19), we obtain
\[
\omega (C_3(x^*, v^*) \cap \mathbb{S}^{n+m-1}) = E_{(a, b) \in C_3(x^*, v^*) \cap \mathbb{S}^{n+m-1}} \left[ (g, a) + (h, b) \right] \\
\leq E \left[ \| a \|_2 \cdot d_f + \| b \|_2 \cdot d_g + \frac{1}{\beta} \tau_1 \cdot f(a) + \frac{1}{\beta} \tau_2 \cdot g(b) \right] \\
\leq \sqrt{\eta_f^2 + \eta_g^2} + \frac{\tau_1 \alpha_f + \tau_2 \alpha_g}{\beta}.
\]

The following Lemma indicates how to choose regularization parameters \(\tau_1\) and \(\tau_2\) in Assumption 1.

**Lemma 4.** Let \(A\) be an \(m \times n\) matrix whose rows \(A_i\) are independent centered isotropic sub-Gaussian vectors with \(\| A_i \|_2 \leq K\), and \(w\) be any fixed vector. Let \(T\) be any bounded subset \(\mathbb{R}^n\). Then, for any \(t \geq 0\), the event
\[
\sup_{u \in T} \langle Au, u \rangle \leq C K \| u \|_2 \left[ \gamma(T) + t \cdot \text{rad}(T) \right]
\]
holds with probability at least $1 - \exp\{-t^2\}$, where $\text{rad}(T) := \sup_{u \in T} \|u\|_2$.

Proof. Define the random process

$$X_u := (Au, w), \text{ for any } u \in T,$$

which has sub-Gaussian increments

$$\|X_u - X_{u'}\|_{\psi_2} = \|\langle A(u - u'), w \rangle\|_{\psi_2} \leq \|w\|_2 \|A(u - u')\|_{\psi_2} \leq CK \|w\|_2 \|u - u'\|_2$$

for any $u, u' \in T$. The last inequality follows from Lemma 3.4.3. Define $T_T := T \cup \{0\}$. It follows from Tala-grand’s Majorizing Measure Theorem [15] Theorem 4.1] that the event

$$\sup_{u \in T} (Au, w) \leq \sup_{u \in T} |\langle Au, u \rangle| = \sup_{u \in T} |\langle Au, w \rangle| \leq \sup_{u, u' \in T} |\langle Au, w \rangle - \langle Au', w \rangle| \leq C' \text{diam}(T) \sup_{u \in T} \|w\|_2 (\omega(T) + t \text{diam}(T)) \leq C'' \text{diam}(T) \sup_{u \in T} \|w\|_2 (\gamma(T) + t \text{rad}(T))$$

holds with probability at least $1 - \exp\{-t^2\}$, where $\text{diam}(T) := \sup_{u, u' \in T} \|u - u'\|_2$. In the last inequality, we have used the facts that $\omega(T) \leq \gamma(T)$ and $\text{diam}(T) \leq 2 \text{rad}(T)$. This completes the proof.

When the noise is bounded $(\|z\|_2 \leq \delta)$, we have the event

$$f^*(\Phi T z) = \sup_{u \in \mathbb{B}_T^n} \langle \Phi u, z \rangle \leq \frac{CK\delta}{\sqrt{m}} \sqrt{\|B_j^{\gamma}\|} + \sqrt{m \cdot r_f}$$

holds with probability at least $1 - \exp\{m\}$, where $B_T^n = \{ u \in \mathbb{R}^n : f(u) \leq 1 \}$ and $r_f = \sup_{u \in \mathbb{B}_T^n} \|u\|_2 : u \in \mathbb{B}_T^n \}$. Thus it is safe to choose $\gamma_1 \geq \frac{\sqrt{m}}{C K} \sqrt{\|B_j^{\gamma}\|} + \sqrt{m \cdot r_f}$. In addition, we have $g^*(z) = \sup_{u \in \mathbb{B}_T^n} \langle z, x \rangle \leq \delta \sup_{u \in \mathbb{B}_T^n} \|u\|_2 = \delta \cdot r_g$, where $B_T^n = \{ s \in \mathbb{R}^n : g(s) \leq 1 \}$ and $r_g = \sup_{s \in \mathbb{B}_T^n} \|s\|_2 : s \in \mathbb{B}_T^n \}$. Therefore, we can choose $\beta_2 = \frac{2\delta \cdot r_g}{g^*(z)}$.

When $z$ is a sub-Gaussian random vector such that \[1\] holds, then $\|z\|_2$ concentrates near the value $\sqrt{m}$ [14] Theorem 3.1.1], that is $\|z\|_2 - \sqrt{m} \|_{\psi_2} \leq CK^2$. This implies

$$\mathbb{P}\left\{ \|z\|_2 \geq (L^2 + 1) \sqrt{m} \right\} \leq \mathbb{P}\left\{ \|z\|_2 - \sqrt{m} \|_{\psi_2} \leq L^2 \sqrt{m} - \sqrt{m} \right\} \leq 2e^{-cm}.$$

Combining this with Lemma [14] and taking union bound yields

$$f^*(\Phi T z) = \sup_{u \in \mathbb{B}_T^n} \langle \Phi u, z \rangle \leq CK(1 + L^2)[\gamma(B_j^{\gamma}) + \sqrt{m \cdot r_f}]$$

with probability at least $1 - 3e^{-cm}$. Moreover, it is not hard to show the event

$$g^*(z) = \sup_{u \in \mathbb{B}_T^n} \langle z, u \rangle \leq CK[\gamma(B_j^{\gamma}) + \sqrt{m \cdot r_f}]$$

holds with probability at least $1 - \exp\{-m\}$. In order to satisfy the Assumption [14] we can choose $\gamma_1 \geq CK(1 + L^2)[\gamma(B_j^{\gamma})] + \sqrt{m \cdot r_f}$ and $\gamma_2 \geq CK\beta[\gamma(B_j^{\gamma}) + \sqrt{m \cdot r_f}]$ in the sub-Gaussian noise case.

IV. CONCLUSION

In this paper, we have presented performance analysis for three convex recovery procedures which are used to recover a structured signal from corrupted sub-Gaussian measurements. We considered both bounded and stochastic noise cases. Our results have shown that, under mild conditions, these approaches reconstruct both signal and corruption exactly in the absence of noise and stably in the presence of noise. For future work, it would be of great interest to exploit the relationship among these procedures and their phase transition phenomenon [16].
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