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Abstract

Gradient methods have applications in multiple fields, including signal processing, image processing, and dynamic systems. In this paper, we present a nonlinear gradient method for solving convex supra-quadratic functions by developing the search direction, that done by hybridizing between the two conjugate coefficients HRM [2] and NHS [1]. The numerical results proved the effectiveness of the presented method by applying it to solve standard problems and reaching the exact solution if the objective function is quadratic convex. Also presented in this article, an application to the problem of named entities in the Arabic medical language, as it proved the stability of the proposed method and its efficiency in terms of execution time.
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1. Introduction

Several nonlinear conjugate gradient methods have been presented for solving high-dimensional unconstrained optimization problems which are given as [3]:

\[ \min f(x) \quad ; \quad x \in \mathbb{R}^n \]  

(1)

To solve problem (1), we start with the following iterative relationship:

\[ x_{(k+1)} = x_k + \alpha_k d_k, \quad k = 0, 1, 2, \]  

(2)

where \( \alpha_k > 0 \) is a step size, that is calculated by strong Wolfe-Powell’s conditions [4]

\[ f(x_k + \alpha_k d_k) \leq f(x_k) + \delta \alpha_k g_k^T d_k, \]  

\[ |g(x_k + \alpha_k d_k)^T d_k| \leq \sigma |g_k^T d_k| \]  

(3)

where \( 0 < \delta < \sigma < 1 \)

\( d_k \) is the search direction that is computed as follow [3]

\[ d_{k+1} = \begin{cases} -g_k, & \text{if } k = 0 \\ -g_{k+1} + \beta_k d_k, & \text{if } k \geq 1 \end{cases} \]  

(4)

Where \( g_k = g(x_k) = \nabla f(x_k) \) represent the gradient vector for \( f(x) \) at the point \( x_k \), \( \beta_k \in \mathbb{R} \) is known as CG coefficient that characterizes different CG methods. Some classical methods such below:
$$\beta^H_k = \frac{g^T_k(g_k - g_{k-1})}{(g_k - g_{k-1})^T d_{k-1}}$$  \hspace{1cm} \text{HS [4]}

$$\beta^F_k = \frac{g_k^T g_k}{\|g_{k-1}\|^2}$$  \hspace{1cm} \text{FR [5]}

$$\beta^{PRP}_k = \frac{g_k^T(g_k - g_{k-1})}{\|g_{k-1}\|^2}$$  \hspace{1cm} \text{PRP [6, 7]}

$$\beta^{HRM}_k = \frac{g_k^T\left(g_k - \frac{\|g_k\|}{\|g_{k-1}\|} g_{k-1}\right)}{\tau\|g_{k-1}\|^2 + (1 - \tau)\|d_{k-1}\|^2}; \quad \tau = 0.4$$  \hspace{1cm} \text{HRM [2]}

$$\beta^{NHS}_k = \frac{\|g_k\|^2 - \frac{\|g_k\|}{\|g_{k-1}\|} \max 0, g_k^T g_{k-1}}{\max \{\max 0, u g_k^T d_{k-1} + \|g_{k-1}\|^2, d_k^T y_{k-1}\}}; \quad u = 1.1$$ \hspace{1cm} \text{NHS [1]}

The iterative solution stops when we reach a point $x_k$ where the condition $\|g_k\| \leq \epsilon$ is fulfilled, where $\epsilon$ is a very small positive number. Among the most common methods that rely on the aforementioned strategy are Newton's methods [9], quasi-Newton methods [10, 11, 12], trust region methods [13, 14], and conjugated gradient methods [15, 16].

On the other hand, the optimization techniques and methods play one of the most important roles in training neural networks (NN), because it is used to reduce the losses by changing the attributes of NN such as weights and learning rate.

The effect of choosing one optimization algorithm over another has been studied previously by many researchers, and despite the continuous development of this aspect, the widespread platforms that are used in the field of machine learning and deep learning depend on a specific group of these algorithms such as ADAM [22], SGD with momentum [23], and RMSprop [24], but these platforms come with the possibility of creating our own optimizer.

In [25], the named entity problem was studied on Arabic medical text taken from three medical volumes issued by the Arab Medical Encyclopedia, the researchers used a BERT model [26] that was introduced by Google.

As an application of the presented method, we implement our optimizer on the same dataset and show the results of comparison with the previous one.

During the following sections, a hybrid method for solving Problem (1) will be presented, and then its convergence will be studied, the numerical results of the mentioned method will be presented, and in the end, an application in the field of Arabic medical text processing will prove the efficiency of the method.

2. The formula and its convergence

In the following, we show a nonlinear gradient method for solving convex functions with high dimensions by hybridizing two CG formulas [28], and the new formula is given as:

$$\beta^AWHM_k = (1 - \theta_k)\beta^NHS_k + \theta_k\beta^{HRM}_k$$  \hspace{1cm} (5)

From (5) we distinguish the following cases:

- Case 1: if $\theta_k = 0$ then $\beta^AWHM_k = \beta^NHS_k$. 

• Case 2: if $0 < \theta_k < 1$ then we find the new value for $\theta_k$ by using the search direction that was introduced by [16] as below:

$$d_{k+1}^T y_k = -ts_k^T g_{k+1}; \quad t > 0$$  \hfill (6)

Where $y_k = g_{k+1} - g_k$ and $s_k = x_{k+1} - x_k$.

The new search direction is given by relation:

$$d_{k+1} = -g_{k+1} + \beta_k^{AWHM} d_k$$  \hfill (7)

From (5) and (7) we find that:

$$d_{k+1} = -g_{k+1} + \left( (1 - \theta_k) \beta_k^{NHS} + \theta_k \beta_k^{HRM} \right) d_k$$  \hfill (8)

And from (8) and (6) we find that:

$$-g_{k+1}^T y_k + (1 - \theta_k) \beta_k^{NHS} d_k^T y_k + \theta_k \beta_k^{HRM} d_k^T y_k = -ts_k^T g_{k+1}$$

$$\theta_k (\beta_k^{HRM} - \beta_k^{NHS}) d_k^T y_k = -ts_k^T g_{k+1} + g_{k+1}^T y_k - \beta_k^{NHS} d_k^T y_k$$

$$\theta_k^{new} = \frac{-ts_k^T g_{k+1} + g_{k+1}^T y_k - \beta_k^{NHS} d_k^T y_k}{(\beta_k^{HRM} - \beta_k^{NHS}) d_k^T y_k}$$  \hfill (9)

• Case 3: if $\theta_k = 1$ then $\beta_k^{AWHM} = \beta_k^{HRM}$.

2.1 Algorithms steps

Input: $x_0 \in \mathbb{R}^n$ a start point, $f$ a goal function, and $\epsilon > 0$.

Step 0: calculate the gradient vector $g_0 = \nabla f (x_0)$, the initial search direction $d_0 = -g_0$, and the step size $\lambda_0 = 1/\|g_0\|$, then we put $k = 0$, if $\|g_k\| \leq \epsilon$ we stop, else we go to step 1.

Step 1: we calculate the new search direction that satisfied the strong Wolfe-Powell conditions.

$$f(x_k + \lambda_k d_k) - f_k \leq \delta \lambda_k g_k^T d_k$$

$$|g(x_k + \lambda_k d_k)^T d_k| \leq -\sigma g_k^T d_k$$

Where $\delta \in (0,0.5)$, $\sigma \in (\delta,1)$.

Step 2: set a new point $x_{k+1} = x_k + \lambda_k d_k$, if $\|g_k\| \leq \epsilon$ we stop else go to step 3.

Step 3: calculate $s_k = x_{k+1} - x_k$, $y_k = g_{k+1} - g_k$.

Step 4: find the value of each of $\beta_k^{NHS}$, $\beta_k^{HRM}$ from below relations:

$$\beta_k^{HRM} = \frac{g_k^T \left( g_k - \frac{\|g_k\|}{\|g_{k-1}\|} g_{k-1} \right)}{\tau \|g_{k-1}\|^2 + (1 - \tau) \|g_{k-1}\|^2}; \quad \tau = 0.4.$$  \hfill (8)

$$\beta_k^{NHS} = \frac{\|g_k\|^2 - \frac{\|g_k\|}{\|g_{k-1}\|} \max 0, g_k^T g_{k-1}}{\max \{ \max 0, u g_k^T d_{k-1}, \|g_{k-1}\|^2, d_{k-1}^T y_{k-1} \}}; \quad u = 1.1.$$  \hfill (9)

Step 5: calculate $\theta_k^{new}$ by the relation below:

$$\theta_k^{new} = \frac{-ts_k^T g_{k+1} + g_{k+1}^T y_k - \beta_k^{NHS} d_k^T y_k}{(\beta_k^{HRM} - \beta_k^{NHS}) d_k^T y_k}$$

Step 6: if $0 < \theta_k^{new} < 1$ then calculate the $\beta_k^{AWHM}$ as below:
\[
\beta_k = \beta_k^{AWHM} = (1 - \theta_k)\beta_k^{NHS} + \theta_k\beta_k^{HRM}
\]

If \(\theta_k^{new} = 0\) then \(\beta_k = \beta_k^{NHS}\)
If \(\theta_k^{new} = 1\) then \(\beta_k = \beta_k^{HRM}\)

Step 7: set the new search direction with the relation:
\[
d_{new} = -g_{k+1} + \beta_k d_k
\]

Step 8: if \(\|g_{k+1}^T g_k\| \geq 0.2\|g_{k+1}\|^2\) then \(d_{k+1} = -g_{k+1}\) else \(d_{k+1} = d_{new}\), after that find
\[
\lambda_{k+1} = \lambda_k \times \frac{\|d_k\|}{\|d_{k+1}\|}
\]

Step 9: set \(k = k + 1\) and go to step 1.

2.2 Convergence analysis

The following assumptions are often used in previous studies of the conjugate gradient methods: [2, 18]

Assumption A:
\(f(x)\) is bounded from below on the level set \(\Omega = \{x \in \mathbb{R}^n \mid f(x) \leq f(x_0)\}\), where \(x_0\) is the starting point.

Assumption B:
In some neighbourhood \(N\) of \(\Omega\), the objective function is continuously differentiable, and its gradient is Lipschitz continuous, that is, there exists a constant \(L > 0\) such that
\[
\|g(x) - g(y)\| \leq L\|x - y\| \quad \forall \ x, y \in N
\]

Assumption C:
\[
\forall x \in \Omega \|g(x)\| \leq \Gamma; \quad \Gamma \geq 0
\]

Theorem 1:
Suppose that the sequences \(\{g_k\}\) and \(\{d_k\}\) are generated by the presented method. Then the sequence \(\{d_k\}\) possesses as the sufficient descent condition
\[
g_k^T d_k \leq c\|g_k\|^2 \quad \forall k \geq 0, \quad c > 0
\]

Proof:
For \(k = 0\) the relation (10) is fulfilled, because:
\[
g_0^T d_0 = -\|g_0\|^2
\]

For \(k \geq 1\)
\[
d_{k+1} = -g_{k+1} + \beta_k^{AWHM} d_k
\]
\[
d_{k+1} = -g_{k+1} + \left((1 - \theta_k)\beta_k^{NHS} + \theta_k\beta_k^{HRM}\right) d_k
\]
\[
d_{k+1} = -(\theta_k g_{k+1} + (1 - \theta_k) g_{k+1}) + \left((1 - \theta_k)\beta_k^{NHS} + \theta_k\beta_k^{HRM}\right) d_k
\]
\[
d_{k+1} = \theta_k(-g_{k+1} + \beta_k^{HRM} d_k) + (1 - \theta_k)(-g_{k+1} + \beta_k^{NHC} d_k)
\]
\[
d_{k+1} = \theta_k d_{k+1}^{HRM} + (1 - \theta_k) d_{k+1}^{NHC}
\]

We discuss according to the value of \(\theta_k\) we find:
i. If \( \theta_k = 0 \) then \( d_{k+1}^{NHC} = d_{k+1}^{NHC} \)

\[
g_{k+1}^T d_{k+1}^{NHC} = g_{k+1}^T d_{k+1}^{NHC} = g_{k+1}^T (-g_{k+1} + \beta_k^{NHC} d_k) \leq c_1 \| g_{k+1} \|^2
\]

where \( c_1 = (1 - \frac{1}{\mu}) ; \mu = 1.1 \)

ii. If \( \theta_k = 1 \) then \( d_{k+1}^{HRM} = d_{k+1}^{HRM} \)

\[
g_{k+1}^T d_{k+1}^{HRM} = g_{k+1}^T d_{k+1}^{HRM} = g_{k+1}^T (-g_{k+1} + \beta_k^{HRM} d_k) \leq c_2 \| g_{k+1} \|^2
\]

where \( c_2 = (2 - \frac{1}{1 - 5\sigma}) ; \sigma = 0.001 \)

iii. If \( 0 < \theta_k < 1 \) then we suppose that: \( 0 < m_1 \leq \theta_k \leq m_2 < 1 \)

\[
g_{k+1}^T d_{k+1} = \theta_k g_{k+1}^T d_{k+1}^{HRM} + (1 - \theta_k) g_{k+1}^T d_{k+1}^{NHC}
\]

\[
g_{k+1}^T d_{k+1} \leq m_1 g_{k+1}^T d_{k+1}^{HRM} + (1 - m_2) g_{k+1}^T d_{k+1}^{NHC}
\]

\[
g_{k+1}^T d_{k+1} \leq m_1 c_2 \| g_{k+1} \|^2 + (1 - m_2) c_1 \| g_{k+1} \|^2
\]

\[
g_{k+1}^T d_{k+1} \leq c \| g_{k+1} \|^2, \quad c = m_1 c_2 + (1 - m_2) c_1
\]

**Theorem 2:**

If the assumptions are fulfilled, and since the search direction fulfills the condition of sufficient descent condition, then the presented method fulfills the property of global convergence. That is, if the following relationship is fulfilled:

\[
\sum_{k=1} \frac{1}{\| d_{k+1} \|^2} = \infty
\]

Then

\[
\lim_{k \to \infty} (\inf \| g_{k+1} \|) = 0
\]

**Proof:**

If the gradient vector \( g_k \neq 0 \) then there is a constant \( r > 0 \) where \( \| g_k \| > r \ \forall \ k \geq 0 \), then from (5) and by using Lipschitz condition and Assumption C, we find:

\[
|\beta_k^{AWHM}| \leq |\beta_k^{NHC}| + |\beta_k^{HRM}|
\]

According to [1]:

\[
0 < \beta_k^{NHC} \leq \frac{g_{k+1}^T d_{k+1}}{g_k^T d_k}
\]

And according to [2]:

\[
0 < |\beta_k^{HRM}| \leq \frac{1}{2b}, \quad b = \frac{5\gamma^2 (\gamma + \tilde{\gamma})}{2y^3} > 1
\]

\[
0 < |\beta_k^{AWHM}| \leq \frac{g_{k+1}^T d_{k+1}}{g_k^T d_k} + \frac{1}{2b} \leq c_1 \| g_{k+1} \|^2 + \frac{1}{2b} \leq \frac{c_1 r^2}{c_3 r^2 + 1} = \omega
\]

From the iterative relation:
\[ x_{k+1} = x_k + \lambda_k d_k \Rightarrow x_{k+1} - x_k = \lambda_k d_k \Rightarrow s_k = \lambda_k d_k \Rightarrow d_k = \frac{s_k}{\lambda_k} \]

\[ \lambda_k \geq \lambda^* > 0 \quad \Rightarrow \quad \frac{1}{\lambda_k} \leq \frac{1}{\lambda^*} \]

According to our search direction

\[ d_{k+1} = -g_{k+1} + \beta_k^{AWHM} d_k \]

\[ \| d_{k+1} \| = \| -g_{k+1} + \beta_k^{AWHM} d_k \| \leq \| g_{k+1} \| + \| \beta_k^{AWHM} \| \| d_k \| \]

\[ \| d_{k+1} \| \leq \Gamma + \omega \| \frac{s_k}{\lambda_k} \| \]

\[ \| d_{k+1} \| \leq \Gamma + \omega \frac{h}{\lambda^*} = e \Rightarrow \sum_{k=1}^{\infty} \frac{1}{\| d_{k+1} \|^2} = \infty \]

Thus, we find that the global convergence property is fulfilled.

### 3. Result and Discussion

The proposed method was used to solve non-linear convex functions with high dimensions. The comparison was made with the two basic methods that were used in the hybridization process. The comparison was made in terms of execution time and the number of iterations. The efficiency of the method was demonstrated by solving 109 standard problems out of 110 taken from the following references [19, 20]. Figure 1 and figure 2 are prepared according to the Dolan and Moré [21] standard.

The values of the parameters adopted for calculating the step length according to the strong Wolff-Powell conditions: \( \delta = 10^{-4}, \sigma = 0.9 \)

![Fig. 1. Comparison of the proposed method with the two basic methods M1 (HRM) and M2 (NHS) in terms of number of iterations](image)
Fig. 2. Comparison of the proposed method with the two basic methods M1 (HRM) and M2 (NHS) in terms of execution time.

3.1 Application on Arabic medical text

As an application to this new optimizer, we fine-tuned the BERT model on the Arabic medical dataset [25], in the following, the description of the BERT model and the dataset used.

3.1.1 Dataset

The dataset was obtained from three medical volumes (Respiratory System Diseases, Cardiovascular Diseases, and Skin Diseases) issued by the Arabic Encyclopaedia in Syria. The volume of respiratory system diseases volume contains 28 articles with 6691 sentences, where the volume of cardiovascular diseases contains 33 articles with 9464 sentences, and the skin diseases volume contains 22 articles with 5921 sentences [25].

The annotation of entities (disease name, organ name, disease symptoms, and drug name) was done by some Syrian medical students in Syrian universities. Figure 3 shows a screenshot from the dataset.

3.1.2 BERT Model

BERT uses the transformer [27] that includes two separate mechanisms (encoder and decoder), where is an encoder reads the text input, the decoder produces a prediction for the task. But since the BERT's goal is to generate a language model, only the encoder is necessary.
The Transformer encoder reads the entire sequence of words at once, not (left-to-right or right-to-left), so it is considered bidirectional.

BERT uses two training strategies, first, one is called "Masked LM" where the model replaces 15% of the words in each sequence with a [MASK] token and attempts to predict the original value of the masked words. The second strategy is called "Next Sentence Prediction (NSP)" where the model receives pairs of sentences and attempts to predict if the second sentence in the pair is subsequent in the original document.

**BERT Fine-tuning**

In the NER task, the model receives a text sequence and is required to mark the various types of entities, as an example in our application (disease name, organ name, disease symptoms, drug name). Using BERT, the model can be trained by feeding the output vector of each token into a classification layer that predicts the NER label. Usually, in the fine-tuning training, most hyper-parameters stay the same as in BERT training. But we have modified the optimizer used in the classification layer that we have added from Adam to our own optimizer. Figure 4 shows the BERT architecture with a fully connected classification layer with the BIO system for the NER task.

![BERT architecture](image)

**Fig. 4.** BERT architecture with a fully connected classification layer with the BIO system for our NER task.

### 3.2 Result of the application

We measure the accuracy of the model by using f1 score:

$$F1 = 2 \cdot \frac{Precision \cdot Recall}{Precision + Recall}$$

Where the precision computed by the following equation:

$$Precision = \frac{TP}{TP + FP}$$

And the recall computed by the following equation:

$$Recall = \frac{TP}{TP + FN}$$

Where TP denotes to true positive, FP to false positive, and FN to false negative. The results were compared with previous results in the following table:

| Model Name                  | Disease Name | Organ Name | Disease Symptoms | Drug Name |
|-----------------------------|--------------|------------|------------------|-----------|
| BERT with Adam optimizer    | 87.7102      | 86.3021    | 69.8519          | 77.4986   |
| BERT with new optimizer     | 87.9014      | 85.9351    | 68.4125          | 78.0147   |
The results in terms of accuracy show the stability of the proposed method, while the positive results came in terms of execution time.

The same machine was used in the two applications, with 32 batch size, and 4 epochs. The results show an improvement of 18.9 percent over the previous model.

Table 2. Performance Summary

| Method                        | Epochs | Train Time |
|-------------------------------|--------|------------|
| BERT with Adam optimizer      | 4      | 9.25 hours |
| BERT with new optimizer       | 4      | 7.5 hours  |

Conclusion
Among the most important results that were reached:
- Introducing a new nonlinear gradient method for solving high-dimensional convex functions.
- Study the convergence analysis of the method.
- Demonstrate the effectiveness of the presented method through 110 standard problems of various dimensions and compare it with previous methods.
- Demonstrate the efficiency of the method through direct application to the problem NER in the Arabic medical language, as the results showed the stability of the method and the speed efficiency.
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