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A theory for laser-driven electron dynamics and high-harmonic generation in bulk solids with two lattice sites per unit cell of arbitrary dimension is formulated. In tight-binding approximation, such solids can be described by $2 \times 2$ Bloch-Hamiltonians. Our theory is able to fully capture topological effects in high-harmonic generation by such systems because no simplifications beyond tight-binding, dipole approximation, and negligible depletion of the valence band are made. An explicit, analytical expression for the electron velocity is given. Exemplarily, the theory is applied to the Su-Schrieffer-Heeger chain and the Haldane model in strong laser fields.

I. INTRODUCTION

Topological phase transitions are intimately related to the closing and reopening of band gaps [1–3] as a function of parameters in the Hamiltonian. Above and below such a phase transition, the electronic dynamics of the system may qualitatively change drastically, e.g., from clockwise to counter-clockwise motion. It is not surprising that such changes affect the radiation emitted by the electrons.

The light emitted by intense-laser-driven electrons may contain high harmonics of the incident laser pulse’s carrier frequency. High-harmonic generation (HHG) by isolated atoms or molecules in the gas phase has been extensively studied over the last decades and is the basis for the synthesis of attosecond pulses, which then can be used to explore ultrafast dynamics directly in the time domain [4]. HHG in solids was observed at modest laser intensities below the destruction threshold [5, 6]. It was soon shown that the harmonics contain structural information and thus allows for an all-optical probing of condensed matter [7, 8], including the measurement of Berry curvature [9, 10]. Very recently, it has been shown that the valence electron density can be probed by HHG [11], complementing the conventional crystallographic methods that probe the ion positions.

A wide area of modern condensed matter physics is concerned with geometrical phases and topology [12–14]. Hence, from the strong-field, attosecond perspective, the natural question arises whether topological effects can be probed using, e.g., HHG, or exploited to affect the strong-field electron dynamics. While predictions are difficult, the ultrafast steering of currents by lasers [15–18], in particular topologically protected edge currents [19], the modification of topological properties via laser dressing [20, 21], and ultrafast valleytronics [22] are probably the most promising mergers of modern condensed matter physics and strong-field attosecond science so far.

As topological phase transitions are related to the closing and reopening of band gaps, the simplest but nontrivial systems have two bands. It is further known that topologically nontrivial phases in the bulk lead to edge states in the corresponding finite system (“bulk-boundary correspondence” [2, 14]). However, HHG in finite solids with explicit edge states, while definitely very interesting and with huge topological effects in HHG found numerically [23, 24], is hardly accessible analytically. Hence, in this work, we concentrate on the bulk so that a Bloch ansatz can be made, reducing the problem to a $2 \times 2$ Bloch-Hamiltonian. Prominent examples covered by this approach are, e.g., the Su-Schrieffer-Heeger (SSH) chain [2, 25], graphene [27], the Haldane [28] or the Qi-Wu-Zhang [29] model. While the electronic structure of these systems and their topological properties are well studied, the investigation of ultrashort, strong-field electron dynamics and HHG in them have started only recently [9, 10, 22, 25, 30, 31].

In this paper, we aim at providing the theoretical minimum of laser-driven electron dynamics and HHG in solids. Besides restricting ourselves to two bands neither assumptions about, e.g., the dimensionality, are made nor do we approximate transition matrix elements because this may sweep topological effects under the rug. The main result of this paper is an explicit expression for the laser-driven electron velocity as a function of the system-specific three-vector $d(k)$ (see equation (15) below) and the driving laser field. The HHG spectrum can then be calculated from the Fourier-transform of the velocity, acceleration, or current [32, 33].

The outline of the paper is as follows. In Section II, we introduce our theory, including quick reminders about tight-binding, Bloch-Hamiltonians, and the coupling of tight-binding Hamiltonians to laser fields. In Section II C, we also derive the equations of motion to be solved for the calculation of HHG spectra. The electron velocity is calculated in Section II D before, in Section II E, the analogies to gas-phase HHG are briefly discussed. In Sections II A and II B, we use our theory to calculate HHG spectra for the SSH and Haldane model, respectively. The purpose of these results is twofold. First, we had to check that our main result, i.e., the analytical expression for the laser-driven electron velocity, is correct by comparison with the numerical solutions of the equations of motion in position or $k$ space. Second, we want to trigger more interest in “topological HHG” by illustrating the counter-intuitive electron motion in con-
densed matter. We conclude in Section IV and give some
details on the proper choice of the Bloch ansatz and the
Haldane model in the Appendix.

II. THEORY

In the following subsections we introduce the theory
underlying our calculations of high-harmonic spectra
from solids and set the stage notation wise. Atomic units
h = |e| = mec = 1 are used unless indicated otherwise.

A. Tight-binding

Starting from a continuous description of a solid, a
lattice Hamiltonian is obtained by a tight-binding ansatz
\[ H_{\alpha\beta}(r) = \phi_{\alpha}(r - R - \tau_\alpha), \quad \alpha = 1, 2, \ldots, M. \] (1)

Here, \( R = R_{\alpha_1} \ldots R_{\alpha_D} = \sum_j n_j a_j \) is a lattice vector point-
ing to some unit cell defined by the basis vectors \( a_j, \)
\( j = 1, 2, \ldots, D, \) of the \( D \)-dimensional system, the index \( \alpha \)
labels the \( M \) orbitals \( \phi_{\alpha} \) per unit cell, with \( \tau_\alpha \)
fixing their position within the unit cell. We assume
\[ \langle \phi_{\alpha}(r) \phi^\dagger_{\beta}(r') \rangle = \delta_{\alpha\beta}, \] (2)
i.e., the orbitals should be orthonormal both within a
unit cell and across unit cells. Making use of the discrete
translational invariance of \( H \) one can write the Hamiltonian
\[ \hat{H} = \sum R_{\alpha} |\phi_{\alpha}\rangle \langle \phi_{\alpha}| \sum R'_{\beta} |\phi_{\beta}\rangle \langle \phi_{\beta}| \] in
"hopping form"
\[ \hat{H} = \sum_{\Delta R} \sum_{\alpha\beta} H_{\alpha\beta}(\Delta R) \sum R |\phi_{\alpha}\rangle \langle \phi_{\alpha}| \delta_{\Delta R} R R', \] (3)
where \( \Delta R = R' - R \) and \( H_{\alpha\beta}(\Delta R) = \langle \phi_{\alpha}| \hat{H} |\phi_{\beta}\rangle. \)
The Hamiltonian (3) is a sum over hoppings from cell
\( R + \Delta R \) and orbital \( \beta \) to cell \( R \) and orbital \( \alpha, \)
weighted by the matrix element \( H_{\alpha\beta}(\Delta R). \)

With the Bloch ansatz
\[ |\phi_{\alpha}(R)| = \sum_R e^{i\mathbf{k}\cdot(\mathbf{R} + \mathbf{\tau}_\alpha)} |\phi_{\alpha}(R)|, \] (4)
i.e.,
\[ |\phi_{\alpha}(R)| = \frac{V_{\text{cell}}}{(2\pi)^D} \int_{_{\mathbf{BZ}}} d^D R e^{-i\mathbf{k}\cdot(\mathbf{R} + \mathbf{\tau}_\alpha)} |\phi_{\alpha}(R)| \] (5)
and
\[ \langle \phi_{\alpha}(R)| \phi_{\alpha}(R') \rangle = \frac{(2\pi)^D}{V_{\text{cell}}} \delta^{D}(\mathbf{k} - \mathbf{k}') \delta_{\alpha\beta}, \] (6)
where \( \int_{\mathbf{BZ}} d^D R \) is the integral over the Brillouin zone and
\( V_{\text{cell}} \) is the volume of the \( D \)-dimensional unit cell, follows
\[ \hat{H} = \frac{V_{\text{cell}}}{(2\pi)^D} \int_{_{\mathbf{BZ}}} d^D R \sum_{\alpha\beta} H_{\alpha\beta}(\mathbf{R}) |\phi_{\alpha}(R)| \langle \phi_{\beta}(R)|, \] (7)
where
\[ H_{\alpha\beta}(k) = \sum_{\Delta R} H_{\alpha\beta}(\Delta R) e^{i\mathbf{k}\cdot(\Delta R + \mathbf{\tau}_\beta - \mathbf{\tau}_\alpha)} \] (8)
is the tight-binding Bloch-Hamiltonian.

The eigenvalues \( E_n(k) \) of \( H_{\alpha\beta}(k) \) for all \( k \) within the
first Brillouin zone will give the band structure consisting,
in general, of \( n = 1, 2, \ldots, M \) bands. We can expand the
eigenstates as
\[ |\psi_{nk}(k)| = \sum_{\alpha} C_{\alpha n}(k)|\phi_{\alpha n}(k)|, \] (9)
where \( n \) is the band index. We normalize \( \sum_{\alpha} |C_{\alpha n}(k)|^2 = 1 \)
so that
\[ \langle \psi_{nk}(k)| \psi_{nk}(k) \rangle = \frac{(2\pi)^D}{V_{\text{cell}}} \delta^{D}(\mathbf{k} - \mathbf{k}'). \] (10)

Plugging this into the time-independent Schrödinger equation
\[ E_n(k)|\psi_{nk}(k)| = \hat{H}|\psi_{nk}(k)| \] (11)
with the Hamiltonian (7), using equation (6), and multi-
plification from the left by \( \langle \phi_{\alpha n}| \) leads to
\[ E_n(k)C_{\alpha n}(k) = \sum_{\gamma} H_{\alpha\gamma}(k) C_{\gamma n}(k) \] (12)
or, in matrix notation,
\[ E_n(k)C_{\alpha n}(k) = \mathbf{H}(k)C_{\alpha n}(k). \] (13)

B. Case of a \( 2 \times 2 \) Bloch-Hamiltonian

If there are only two orbitals \( \alpha = 1, 2 \) per unit cell
in (4), may they be the two ground states of two atoms
at different positions \( \tau_\alpha \) or the lowest two states in one
atom per unit cell, the Bloch-Hamiltonian matrix \( \mathbf{H}(k) \)
in (13) is \( 2 \times 2 \), leading to two bands. Topological effects
arise because of the closing and reopening of a band gap
as a function of some parameter in \( \mathbf{H}(k) \). Hence, the
study of the two bands whose band gap closes and re-
opens and the corresponding \( 2 \times 2 \) Bloch-Hamiltonian is
usually sufficient. Prime examples for such systems de-
scribed by \( 2 \times 2 \) Bloch-Hamiltonians are the SSH chain
[2, 26] and the Haldane model [28] both of which will be
discussed in this work in the context of HHG.

Writing \( n = \pm \) instead of \( n = 1, 2 \) for the two bands,
where + denotes the energetically higher conduction
band and − the lower valence band, the eigenvalue equation (13)
becomes
\[ E_{\pm}(k)C_{\pm}(k) = \mathbf{H}(k)C_{\pm}(k). \] (14)
The hermitian \( 2 \times 2 \) Bloch-Hamiltonian can be expanded in
Pauli matrices,
\[ \mathbf{H}(k) = d(k) \cdot \mathbf{\sigma} \] (15)
where $d(k) = (d_x(k), d_y(k), d_z(k))^T ∈ ℜ^3$ is a three-component vector, and $σ = (σ_x, σ_y, σ_z)^T$ is the three-component vector of Pauli matrices

$$σ_x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad σ_y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad σ_z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.\tag{16}$$

There could be also a term $d_0 1$ proportional to the $2 \times 2$ unity matrix. However, in this work we only discuss systems with $d_0 = 0$. Further, we consider only hermitian $H(k)$ in this work so that $d(k)$ is real.

The tight-binding representation of the system in position space might be of arbitrary dimension $D$, resulting in $D$ components of the lattice momentum $k$. For the SSH model, $k$ has just one component $k$, and for the Haldane model, $k ∈ ℜ^2$. Anyhow, we can write

$$H(k) = \begin{pmatrix} d_z(k) & d_x(k) - id_y(k) \\ d_x(k) + id_y(k) & -d_z(k) \end{pmatrix} \tag{17}$$

with eigenvalues

$$E_{±}(k) = ±|d(k)| = ±d(k). \tag{18}$$

We recognize that the specific information about the actual system under consideration lies in the dependence of $d$ on $k$. As long as we are general, we will suppress the $k$-dependence in the expressions, i.e.,

$$H(d) = \begin{pmatrix} d_z & d_x - id_y \\ d_x + id_y & -d_z \end{pmatrix} \tag{19}$$

with eigenvalues

$$E_{±}(d) = ±d. \tag{20}$$

We assume the eigenvectors $C_{±}(k)$ to be normalized, which still leaves the structure-gauge freedom [35] that allows for transformations

$$C_{±}'(k) = \exp[iχ±(k)]C_{±}(k), \tag{21}$$

with some real, differentiable functions $χ±(k)$, without affecting observables such as velocity or current. A possible eigenvector belonging to $E_{±}(d)$ is

$$C_{±}(d) = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 + d_z/d ± d \sqrt{1 - d_z/d} \\ 1 + d_z/d ± d \sqrt{1 - d_z/d} \end{pmatrix}, \tag{22}$$

and for $E_{±}(d)$

$$C_{±}(d) = C_{±}(-d) = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 - d_z/d ± d \sqrt{1 + d_z/d} \\ 1 - d_z/d ± d \sqrt{1 + d_z/d} \end{pmatrix}, \tag{23}$$

where $d = \sqrt{d_x^2 + d_y^2}$. In the literature, the topological properties of the $2 \times 2$ Bloch-Hamiltonian are conveniently discussed using the Bloch-sphere angles $θ, φ$, i.e., $\cos θ = d_z/d$ and $e^{iφ} = (d_x + id_y)/(d \sin θ)$ [2]. However, there is no benefit in doing so for our purpose, hence we stick with the Cartesian representation in $d$ space.

C. Coupling to an external laser field and equations of motion

If an explicitly time-dependent driver, e.g., a laser, is added to the original Hamiltonian $H$ the hopping elements in the Hamiltonian $H_{αβ}(ΔR)$ in (2) become time-dependent too, and the time-dependent Schrödinger equation reads

$$i\dot{d}|Ψ(t)⟩ = \sum_{ΔRαβ} H_{αβ}(ΔR,t) ΔR \sum |ϕ_{ΔRα}⟩⟨ϕ_{ΔR+Rβ}|Ψ(t)⟩. \tag{24}$$

Care has to be exercised to ensure that the tight-binding hopping Hamiltonian leads to gauge-invariant results with respect to the coupling to external fields [3]. The fact that the usual Peierls substitution obeys this gauge-invariance of length and velocity gauge for finite SSH chains was shown explicitly in [25].

If the Bloch ansatz is chosen properly, the coupling to a laser field in dipole approximation amounts to the replacement

$$k → k(t) = k + A(t) \tag{25}$$

in the Bloch-Hamiltonian, where $A(t)$ is the vector potential. In Appendix $A$, we show exemplarily for the SSH chain that this does not hold for the “wrong” Bloch ansatz without the $τ_n$ in (1) sometimes adopted in the literature. Moreover, the ansatz without the $τ_n$ in (1) complicates the calculation of the correct velocity or current responsible for HHG because both are then not simply proportional to the expectation value of $∇_k H(k)$.

Given that we choose the proper Bloch ansatz (1), the time-dependent Schrödinger equation (24) boils down to

$$iC(k,t) = H(d)C(k,t), \quad d = d(k|t⟩). \tag{26}$$

Typically, the propagation for a given $k$ starts at $t = 0$ with the electron in the valence band, $C(k,0) = C_{−}(k)$. The expectation value of the velocity in direction $j = 1, 2, . . ., 3D$ is given by (see Sec. 11D)

$$v_j(k,t) = C_{±}(k,t)∂_k H(d)C(k,t). \tag{27}$$

HHG spectra can then be calculated by Fourier-transforming the $k$-integrated acceleration $v_j(t)$ [32] [33], where

$$v_j(t) = V_{cell} \frac{(2π)^D}{|BZ|} \int_B d^Dk v_j(k,t). \tag{28}$$

While equation (26) is, from the numerical point of view, most convenient to solve and, in fact, is used to obtain reference results for HHG spectra, it is not yet suited to gain insight into the HHG process, let alone to identify nontrivial topological effects. We therefore proceed and expand in quasistatic states,

$$C(k,t) = α_{k−}(t)C_{−}(d) + α_{k+}(t)C_{+}(d), \tag{29}$$
where the adiabatic states $C_{\pm}(\vec{d})$ fulfill

$$E_{\pm}(\vec{d})C_{\pm}(\vec{d}) = H(\vec{d})C_{\pm}(\vec{d}).$$

(30)

Now we could perform a gauge transformation of the equations are found for observables such as velocities or currents. Hence we keep \([22, 23]\) and do not assume $iC_{\pm}(\vec{d}) \cdot C_{\pm}(\vec{d}) = 0$. The diagonal elements can be transformed away by the substitution

$$\alpha_{k\pm}(t) = \eta_{k\pm}(t) e^{-i \int (E_{\pm}(\vec{d}) - iC_{\pm}(\vec{d}) \cdot C_{\pm}(\vec{d}))dt},$$

(32)

where, under the integral in the exponent, $\vec{d} = d[k(t')]$, leading to

$$-A_{-\pm}(\vec{d}) e^{i \int (\Delta E(\vec{d}) - \Delta A(\vec{d}))dt'} \left( \begin{array}{c} \eta_{-\pm}(t) \\ \eta_{-\pm}(t) \end{array} \right).$$

(33)

D. Electron velocity

With the proper Bloch ansatz, the velocity operator for an initial $k$ and in direction $j$ becomes the $2 \times 2$-matrix

$$v_j(\vec{d}) = \partial_{k_j} H(\vec{d}) = \partial_{k_j} \vec{d} \cdot \sigma.$$  

(44)

Since $\vec{d} = d[k(t')] = d[k + A(t)]$ we understand that $\partial_{k_j} H(\vec{d}) = \partial_{k_j} H(k)|_{k+\Delta k}$. The expectation value for the velocity in direction $j$ of a laser-driven electron starting at lattice momentum $k$ thus is

$$v_j(k, t) = C_j^\dagger(k, t) v_j(\vec{d}) C(k, t)$$

$$= v_j^- (k, t) + v_j^+ (k, t) + v_j^- (k, t) + v_j^+ (k, t)$$

(45)

(46)
where, using \([29]\) and \([32]\),

\[
\begin{align*}
\v_j^-(k, t) &= |\eta_{k^+}(t)|^2 C_\perp^+(\mathbf{d}) \v_j(\mathbf{d}) \text{C}_\perp^-(\mathbf{d}), \\
\v_j^+(k, t) &= |\eta_{k^+}(t)|^2 C_\perp^+(\mathbf{d}) \v_j(\mathbf{d}) \text{C}_\perp^+(\mathbf{d}),
\end{align*}
\]

and

\[
\begin{align*}
\v_j^+(k, t) &= \eta_{k^+}(t) \eta_{k^+}(t) e^{-i \int \left[ \Delta E(\mathbf{d}) - \Delta A(\mathbf{d}) \right] dt'} \\
&\quad \times C_\perp^-(\mathbf{d}) \v_j(\mathbf{d}) \text{C}_\perp^+(\mathbf{d}), \\
\v_j^-(k, t) &= \left[ \v_j^+(k, t) \right]^*.
\end{align*}
\]

After a cumbersome but straightforward calculation, we obtain

\[
\begin{align*}
\v_j^\pm(k, t) &= \pm|\eta_{k^\pm}(t)|^2 \partial_{k^\pm} \mathbf{d}, \\
\v_j^+(k, t) &= -\eta_{k^+}^*(t) \eta_{k^+}(t) e^{-i \int \left[ 2 \mathbf{d} - \Delta A(\mathbf{d}) \right] dt'} \\
&\quad \times \frac{1}{d^\perp} \left[ D_j(\mathbf{d}_z, \mathbf{d}) + i D_j(\mathbf{d}_x, \mathbf{d}_y) \right], \\
\v_j^-(k, t) &= \left[ \v_j^+(k, t) \right]^*.
\end{align*}
\]

The velocity components (51) do not mix \(\eta_{k^+}(t)\) and \(\eta_{k^-}(t)\) and hence might be called intraband velocities. We see that these two intraband velocities are in opposite directions because of the symmetry in the dispersion relation \(E^\pm(k) = \pm d(k)\). The weighting factors \(|\eta_{k^\pm}(t)|^2\) account for the populations of the two bands. Berry curvature effects come into play through the velocity contributions (52) that do mix \(\eta_{k^+}(t)\) and \(\eta_{k^-}(t)\), and thus might be called interband velocities. A similar observation has been made in [30] [35] for the relation between dipole transition matrix elements and the Berry curvature. The total \(k\)-resolved velocity expectation value in direction \(j\) is

\[
v_j(k, t) = \left( |\eta_{k^+}(t)|^2 - |\eta_{k^-}(t)|^2 \right) \partial_{k^\pm} \mathbf{d} + 2 \text{Re} \ v_j^+(k, t).
\]

The first term is the expected group velocity, the second term is the anomalous velocity, including all topological effects. Integration over the Brillouin zone yields the total velocity in direction \(j\)

\[
v_j(t) = \frac{V_{\text{cell}}}{(2\pi)^D} \int_{BZ} d^D k \ v_j(k, t),
\]

which is proportional to the current if the correct Bloch ansatz is chosen.

### E. Lewenstein-like model for high-harmonic generation in two-band systems

The intraband velocities have the simple form of the populations \(|\eta_{k^\pm}(t)|^2\) in the respective bands times the corresponding group velocities \([\partial_{k^\pm} E^\pm(k)]_{k^\pm A(t)} = \pm \partial_{k^\pm} \mathbf{d}\).

Harmonic generation by the interband velocity \(2 \text{Re} \ v_j^+(k, t)\) might be viewed similar to the three-step HHG in atomic gas targets [37]. (i) the electron makes a vertical transition from the valence to the conduction band, (ii) the electron oscillates in the conduction band, and (iii) the electron recombines into the valence band upon emission of a photon whose energy equals the band gap at the \(k\)-point where recombination takes place. In that picture, it is assumed that the laser field does not strongly affect the band structure so that harmonics up to the maximum field-free band gap are expected.

Intuitively, one might think that harmonic spectra calculated from the intraband velocity alone do not show a plateau up to the maximum energy gap but only low-order harmonics. However, this is not true, as the energy gap \(2d(k)\) enters the expression for \(\eta_{k^+}(t)\), see equation [56].

The initial conditions, describing a fully occupied valence band and an empty conduction band, read \(\alpha_{k^+}(0) = \eta_{k^+}(0) = 0\) and \(\alpha_{k^-}(0) = \eta_{k^-}(0) = 1\). The assumption in the Lewenstein paper on gas HHG [38] that depletion of the population in the electronic ground state is negligible in the parameter regime of interest translates to \(\eta_{k^+}(t) \simeq 1\). Note that the assumption \(\alpha_{k^-}(t) \simeq 1\) is not valid because of the complex phase that \(\alpha_{k^-}(t)\) accumulates (even without laser). With \(\eta_{k^-}(t) \simeq 1\) at all times we find [39]

\[
\eta_{k^+}(t) = i \int \left[ A_{k^-}(d) e^{i \int \left[ 2d - \Delta A(d) \right] dt'} \right] dt''.
\]

As a consequence, eq. (54) becomes

\[
v_j(k, t) \simeq \left( |\eta_{k^+}(t)|^2 - 1 \right) \partial_{k^\pm} \mathbf{d} + 2 \text{Re} \ v_j^+(k, t)
\]

with

\[
v_j^+(k, t) \simeq \tilde{A}_{k^+}^+(d) \int \left[ A_{k^-}(d) e^{-i S(k, t', t)} \right] dt'
\]

where

\[
\tilde{A}_{k^+}^+(d) = \tilde{A}_{k^+}^+(d) = \frac{1}{d^\perp} \left[ D_j(d_z, d_y) - i D_j(d_x, d_y) \right]
\]

and the action \(S(k, t', t)\) is

\[
S(k, t', t) = \int_{t'}^{t} \left[ 2d - \Delta A(d) \right] dt''.
\]

The set of equations (56)-(60) for the \((k\)-resolved\) electron velocity is the main result of this work. It provides an explicit expression of the total velocity in terms of \(d(k)\) defining the system under consideration. Topological effects are included via the interband velocity [38]. Hence, topologically interesting changes in the chirality of the current (e.g., clockwise or counter-clockwise around a certain \(k\)-point) can be analyzed. One may also “reverse engineer” a topologically interesting system by defining \(d\) such that the interband current yields the
desired (laser-driven) electron dynamics. Of course, a system designed in such a way may correspond to weird hoppings in position space (an example being the Qi-Wu-Zhang toy model \[2, 29\] with a simple \(d\) but complicated position-space hoppings).

Note that we did neither apply a single-band approximation or semi-classical wave-packet dynamics nor is our result restricted to particular dimensions. As a consequence, the velocity \(\vec{v} = \nabla_{\vec{k}} E(\vec{k}) - \vec{k} \times \Omega(\vec{k})\) \([10, 41]\), where \(\Omega(\vec{k})\) is the Berry curvature.

The \(\vec{k}\)-integrated interband velocity that will, after Fourier transformation, contribute to interband HHG, reads \(2 \text{Re} v_j^{+}(t)\) with

\[
v_j^{+}(t) \simeq \frac{V_{\text{cell}}}{(2\pi)^D} \int_{BZ} d^D k \mathcal{A}_{j- \rightarrow}(\vec{d}) \times \int_{t'}^{t} \mathcal{A}_{j- \rightarrow}(\vec{d}) e^{-iS(\vec{k}, t', t)} dt'. \tag{61}\]

The structure of this expression is the same as for the dipole in the celebrated Lewenstein paper on HHG in gases \([38]\) so that one could embark on transferring all steps outlined there to solids.

The analogy between the three-step model in gas HHG and interband HHG in solids is well known \([37]\). In \([12]\), a mixed Wannier-Bloch representation is employed for the valence band (Wannier) and conduction band (Bloch), which elucidates the similarity between gas-phase and solid HHG most clearly because Wannier functions are localized in position space (like the ground state wave function in atomic HHG). In that way one can follow where electrons start and recombine in position space. However, the for all practical purposes crucial differences between gas-phase HHG and HHG in solids are the following. First, the action in the gas-phase HHG is simple and reads \(S(\vec{p}, t') = \int_{t'}^{t} (\vec{p} + \mathcal{A}(t''))^2/2 \text{I}p_\text{z}\) where \(\vec{p}\) is the canonical momentum of the electron and \(\text{I}p_\text{z}\) is the ionization potential of the atom. Instead, the functional \(S\) and reads

\[
\nabla_{\vec{k}} S(\vec{k}, t', t) = 0. \tag{62}\]

If there was not the \(\Delta A(\vec{d})\)-term in the action \(60\) we would obtain

\[
0 = \nabla_{\vec{k}} S(\vec{k}, t', t) = 2 \int_{t'}^{t} \nabla_{\vec{k}} \vec{d} dt'' = -2 \int_{t'}^{t} v^{--}(\vec{k}, t'') dt''
\]

from which follows

\[
\vec{r}(\vec{k}, t) - \vec{r}(\vec{k}, t') = 0
\]

where we have defined formally a position

\[
\vec{r}(\vec{k}, t) = \int_{t'}^{t} v^{--}(\vec{k}, \tau) d\tau'.
\]

Hence, we find formally the same result as for HHG in atoms: the semi-classical electron trajectory returns to its starting point in position space. This semi-classical viewpoint also emerged in the studies of HHG in solids based on optical Bloch equations \([37]\). However, incomplete returns also contribute to HHG in solids \([33]\).

In atomic HHG, the saddle-point equation \(\nabla_{\vec{p}} S(\vec{p}, t', t) = 0\) can be easily evaluated and solved explicitly for the stationary momentum \(\vec{p}_\text{st}(t, t')\). Due to the more involved dispersion relations and the possible presence of the Berry term \(\Delta A(\vec{d})\) in the case of solids, it is not possible to find explicit expressions for \(\vec{k}_\text{st}(t, t')\). If the laser field is sufficiently weak such that \(\mathcal{A}(t)\) is much smaller than the dimensions of the Brillouin zone, one may expand the integrand in \(S(\vec{k}, t', t)\) up to \(\mathcal{A}^2(t'')\) and perform the time integral over \(t''\). In that way it is possible to factorize \(\vec{k}\)-dependence and time-dependence in the action. Yet, the result will still have a too complicated dependence on \(\vec{k}\) to find explicit expressions for \(\vec{k}_\text{st}(t, t')\). However, a graphical or numerical solution would yield, for given excitation and recombination times \(t', t\), the dominating \(\vec{k}\), which might be useful for the analysis or interpretation of numerically obtained results. The numerical calculation of entire HHG spectra in this way is not recommended, as it would be much less efficient than simply solving the differential equation \([20]\) numerically.
III. RESULTS

We now test the validity of our theory by applying it to two prime examples of model systems described by 2×2 Bloch-Hamiltonians: the SSH chain and the Haldane model.

A. SSH case

In Appendix A we introduce the position-space representation of the SSH Hamiltonian and derive the Bloch-Hamiltonian

\[ H(k) = \begin{pmatrix} 0 & \psi \epsilon / 2 + w e^{-i k / 2} \\ \psi \epsilon / 2 + w e^{-i k / 2} & 0 \end{pmatrix} \]

\[ = (v + w) \cos(k/2) \sigma_x + (w - v) \sin(k/2) \sigma_y \]

such that the velocity operator is indeed \( \partial_t H(d) \), and the current is proportional to it. We choose real \( v \) and \( w \), and a lattice constant \( a = 1 \). Obviously,

\[ d = \begin{pmatrix} (w + v) \cos(k/2) \\ (w - v) \sin(k/2) \\ 0 \end{pmatrix} \]

(64)

the dispersion relation is

\[ E_\pm(k) = \pm d = \pm \sqrt{w^2 + v^2 + 2 w v \cos k} \]

(65)

and \( d = d_\perp \). There is only one direction \( j = 1 \), and the driver \( A \) is necessarily parallel to it. Equation (56) becomes in this case

\[ \eta_{k+}(t) = \frac{i (w^2 - v^2)}{4} \int_0^t dt' \frac{\dot{A}(t')}{E_\pm^2(k + A(t'))} \times e^{i \int_{t'}^t 2 E_\pm(k + A(t'')) dt''} \]

and eq. (58) reads

\[ v^{+}(k, t) \simeq \frac{(w^2 - v^2)^2}{8 E_\pm(k + A(t))} \int_0^t dt' \frac{\dot{A}(t')}{E_\pm^2(k + A(t'))} \times e^{-i \int_{t'}^t 2 E_\pm(k + A(t'')) dt''} \]

(66)

This interband velocity is inserted into (57).

It is known that the topological phase transition of the SSH chain occurs at \( w = v \), with \( w > v \) giving rise to the nontrivial topological phase, with edge states in finite SSH chains [2]. However, both the intraband velocity \( |\eta_{k+}(t)|^2 \partial_k d \) and the interband velocity \( \dot{\eta}_{k+}(t) \) are proportional to \( (w^2 - v^2)^2 \), i.e., completely symmetric under an exchange \( w \leftrightarrow v \) so that there is no way to distinguish the trivial and the nontrivial topological phase via HHG in SSH bulk. In fact, for periodic boundary conditions the dangling sites for \( w > v \) in a finite chain pair-up, and the velocity expectation value should be invariant under the exchange \( v \leftrightarrow w \). In contrast, in finite systems, where the edge states show up explicitly in the topologically nontrivial SSH phase \( w > v \), huge differences in the HHG yield between trivial and nontrivial topological phase are observed [23, 24].

The \( k \)-integration required in (61) is performed numerically by sampling the Brillouin zone \([-\pi, \pi] \) with \( N_k \) equidistant \( k \) values. The result should be the same as that for a calculation in position space with \( N = N_k \) unit cells and periodic boundary condition.

Fig. 1 shows the HHG spectrum for the SSH chain with \( v = -e^{-1.7} \simeq -0.1827, w = -e^{-2.3} \simeq -0.1003 \) in a laser field of the form

\[ A(t) = A_0 \sin^2 \left( \frac{\omega t}{2 \nu_{cyc}} \right) \sin \omega t \]

(67)

with \( A_0 = 0.1, \omega = 0.0075, \nu_{cyc} = 5 \), calculated by Fourier-transforming the first time-derivative of the velocity expectation value (i.e., the acceleration). We have checked that the calculations (i) directly in position space for a chain with \( N = 50 \) unit cells and periodic boundary conditions (see Appendix A), (ii) according eqs. (26), (27), and (28) (with the \( k \)-integral replaced by a discrete sum over \( N_k = 50 \) equidistant \( k \)-values in the Brillouin zone), and (iii) according (57) all give the same spectrum, which shows that, first, the equations of motions are correct, second, that the Bloch ansatz chosen in Appendix A is consistent with the velocity operator \( \partial_k H(d) \), and third, that the assumption of negligible depletion, i.e., \( \eta_{k-}(t) \simeq 1 \) is valid. The HHG spectrum displays the known features [25] of rapidly dropping low-order harmonics, followed by a plateau of emission in the photon energy interval \([\min(2d), \max(2d)]\).

B. Haldane case

The 2 × 2 Bloch-Hamiltonian for the Haldane model is derived in Appendix B and reads

\[ A(t) = A_0 \sin^2 \left( \frac{\omega t}{2 \nu_{cyc}} \right) \sin \omega t \]

(67)
\[ \mathbf{H}(k) = \begin{pmatrix} M + t_2 \sum_n e^{-ik \cdot g_n} + t_2^* \sum_n e^{ik \cdot g_n} & t_1 \sum_n e^{ik \cdot \delta_n} \\ t_1^* \sum_n e^{-ik \cdot \delta_n} & -M + t_2 \sum_n e^{ik \cdot g_n} + t_2^* \sum_n e^{-ik \cdot g_n} \end{pmatrix} \]

\[ = 2\text{Re}(t_2) \sum_n \cos(k \cdot g_n) \mathbf{1} + t_1 \sum_n \cos(k \cdot \delta_n) \sigma_x - t_1^* \sum_n \sin(k \cdot \delta_n) \sigma_y + \left( M + 2\text{Im}(t_2) \sum_n \sin(k \cdot g_n) \right) \sigma_z. \]

(68)

The real part of the next-nearest neighbor hopping amplitude \( t_2 \) shifts the energy but does not change the energy difference between both bands. As a consequence, the derivative of the band structure might be influenced, which changes the intraband velocity. However, in this work we choose a purely imaginary \( t_2 \) which changes the intraband velocity. Further studies might investigate the influence of a non-vanishing real part of \( t_2 \). We obtain for the \( \mathbf{d} \)-vector in (15)

\[ \mathbf{d}(k) = \begin{pmatrix} t_1 \sum_n \cos(k \cdot \delta_n) \\ -t_1^* \sum_n \sin(k \cdot \delta_n) \\ M + 2\text{Im}(t_2) \sum_n \sin(k \cdot g_n) \end{pmatrix}, \]

and

\[ d_\perp = \sqrt{|t_1|^2 \left( 3 + 2 \sum_n \cos(k \cdot g_n) \right)}, \]

(70)

\[ d = \sqrt{d_\perp^2 + \left( M + 2\text{Im}(t_2) \sum_n \sin(k \cdot g_n) \right)^2}. \]

(71)

In the following, we show exemplarily results for HHG due to laser-driven electron dynamics around the K point and the K’ point for the topologically trivial and nontrivial phase. Both for the testing of our theory and for a better understanding it is instructive to look at the contributions from specific \( \mathbf{k} \)-points separately. Afterwards, an integration over the Brillouin zone is performed to obtain measurable HHG spectra.

The Haldane model parameters are \( a = 2.683 \), \( M = 0.026 \), \( t_1 = -0.1 \), and \( t_2 = -0.0013i \) (trivial) and \( t_2 = -0.0087i \) (nontrivial). The laser pulse is the same as in the SSH example (67) and polarized in \( \Gamma \)-direction. Fig. 2 shows the band structure for the two parameter sets. The values for \( t_2 \) were chosen such that the smallest band gap, which is at the K point, is the same below and above the topological phase transition, corresponding to \( \approx 5 \) times the laser frequency.

The HHG spectra calculated from the acceleration of the electron initially at the K point are presented in Fig. 3(a,b). In Fig. 3(a) the HHG spectra in the trivial and nontrivial topological phase (Haldane model parameters as in Fig. 2) calculated from the acceleration parallel to the incoming laser field (\( \hat{v}_\parallel \)) are shown. We have checked that the calculation according (i) (26), (27), according (ii) (54), and (iii) assuming no depletion (57) give the same spectra. Fig. 3(b) shows the corresponding spectra calculated from the acceleration perpendicular to the incoming laser field (\( \hat{v}_\perp \)). The respective phase difference

\[ \Delta \varphi = \text{arg} (\text{FFT}[\hat{v}_\parallel]) - \text{arg} (\text{FFT}[\hat{v}_\perp]) \]

is color-coded in all panels of Fig. 3. It determines the helicity of the emitted light. The phase differences 0 and \( \pi \) (or, equivalently, \( -\pi \)) mean that the emitted harmonics are linearly polarized. Other phase differences define (together with the magnitudes of the emission polarized along \( x \) and \( y \)) the ellipticity (or helicity) of the emitted harmonics. It is clearly seen that the phase difference of most of the harmonics flips from \( -\pi/2 \) in the trivial topological phase to \( +\pi/2 \) in the nontrivial phase, i.e. the helicity changes. Even the fundamental flips in that way, which seems in contradiction with the findings in [31]. However, note that the polarization axes of the lasers are different in both papers. Even harmonics polarized perpendicular to the incoming laser field appear in Fig. 3(b), with the 2nd behaving anomalously in having a helicity opposite to those of the other harmonics in the trivial phase.

Fig. 4(a,b) shows the actual electron trajectories for the electron starting from the K point in the \( v_x, v_y \) plane (i.e., \( v_\parallel, v_\perp \) plane) in the trivial and nontrivial phase, respectively. The time is color-coded. It is clearly seen that the orientation of the trajectory changes from clockwise in the trivial phase to counter-clockwise in the nontrivial topological phase. Note that the velocity components
Figure 3. HHG spectra generated by the electron initially at the K point (a,b) and the K' point (c,d). (a,c) HHG spectra calculated from the acceleration parallel to the polarization direction of the incoming laser field for the trivial phase (upper curve, multiplied by 1000) and the nontrivial topological phase (lower curve). (b,d) Respective spectra from the acceleration perpendicular to the polarization direction of the incoming laser field. The phase difference (72) of integer harmonics is color-coded in each panel. The Haldane model parameters are the same as in Fig. 2.

Figure 4. Electron velocity for the electron initially at the K point (a,b) and K' point (c,d) in the \( v_x, v_y \) (i.e., \( v_{||}, v_{\perp} \)) plane in the topologically trivial phase (a,c) and the nontrivial phase (b,d). Haldane model parameters as in Fig. 2. Time is color-coded.

\( v_{||}, v_{\perp} \) at the K point are similar in magnitude despite the linear polarization of the incoming pulse along \( v_{||} \). This leads to a particularly high ellipticity of the emitted harmonics and even a helicity flip of the fundamental when passing the phase transition.

The corresponding results for the K' point are shown in Figs. 3 (c.d) and 4 (c,d). The HHG spectra in Fig. 3 (c,d) differ more in shape than those for the K point because the band gaps at the K' point in the trivial and the nontrivial topological phase differ significantly (see Fig. 2). This is why, in the nontrivial topological phase (where the band gap is larger), the characteristic band-gap dip around harmonic order 13 appears. To the left of the dip, the harmonics roll off exponentially, to the right of the dip the harmonics plateau starts to form (at higher laser intensity it would broaden). The helicity flip at the K' point is also very different from the K point. The phase difference of all harmonics is \( +\pi/2 \) in the trivial phase, and almost every other harmonic flips in the nontrivial topological phase (the fundamental does not flip, the 2nd harmonic does, 3rd, 4th, and 5th do not flip, the 6th does, etc.).

The velocities of the laser-driven electron that starts from the K' point for the trivial and the nontrivial topological phase are shown in Fig. 4 (c) and (d), respectively. Note that the velocity components in perpendicular direction are much smaller than at the K point. The electron dynamics is very much aligned along the laser polarization direction. There is no switch from clockwise to counter-clockwise electron motion below and above the topological phase transition at the K' point. The motion is counter-clockwise in both cases. The trajectory looks more regular in the nontrivial topological phase, with the electron returning to zero velocity after the laser pulse. This is because of the larger band gap at the K' point in the nontrivial topological phase for the choice of our Haldane model parameters. For an increased laser intensity the electron dynamics would also look more “chaotic”.

Fig. 5(a,b) shows HHG spectra calculated from the total electron velocity, integrated over the first Brillouin zone. (a) HHG spectra calculated from the acceleration parallel to the polarization direction of the incoming laser field for the trivial phase (upper curve, multiplied by 1000) and the nontrivial topological phase (lower curve). (b) Respective spectra from the acceleration perpendicular to the polarization direction of the incoming laser field. The phase difference (72) of integer harmonics is color-coded in each panel. Haldane model parameters as in Fig. 2.

\[ \Delta \phi = \pi \]
IV. SUMMARY AND CONCLUSIONS

We derived the equation for the velocity of a laser-driven electron in a two-band solid explicitly in terms of the system-specific three-vector \( \mathbf{a}(k) \) and the laser field’s vector potential \( \mathbf{A}(t) \) in dipole approximation. Besides tight-binding, dipole approximation, and negligible depletion, we did not make further assumptions such as single-band approximation, semi-classical dynamics, or simplified transition matrix elements (that may break gauge invariance or suppress topological effects). We calculated harmonic spectra by Fourier-transforming the acceleration exemplarily for the Su-Schrieffer-Heeger chain and the Haldane model in intense laser fields. While for the Su-Schrieffer-Heeger chain there was no difference in the harmonic spectra above and below the topological phase transition if periodic boundary conditions are used, the helicity of the harmonics may change in the Haldane model driven by a linearly polarized laser field. The helicity changed differently for different harmonics, depending on the initial \( k \) point of the electron. In the overall spectrum a helicity flip for each harmonic is observed. The complex electron dynamics was illustrated by electron trajectories in the velocity plane whose orientation (i.e., chirality) swapped from clockwise to counterclockwise at the \( K \) point but did not swap at the \( K' \) point. Our analytical formula for the electron velocity allows to analyze and predict the laser-driven electron dynamics, for instance, whether chirality swaps are expected or not. We carefully checked that our analytical equation for the velocity leads to the same results as those obtained by solving directly the differential equations of motion either in position space or \( k \) space. Although we applied our theory to harmonic generation, other strong-field or few-cycle pulse effects could be studied as well, for instance laser-driven valleytronics or transient absorption spectroscopy of topologically nontrivial matter.
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Appendix A: How the choice of the Bloch ansatz affects the coupling to external fields in Bloch-Hamiltonians and the current operator in \( k \)-space for the SSH chain

The simplest solid-state-like system that displays topological features is the SSH chain \([2, 26]\). The tight-binding Hamiltonian \([3]\) for the SSH chain takes into account two orbitals per unit cell and only intracell \((\Delta \mathbf{R} = 0)\) and intercell hoppings \((\Delta \mathbf{R} = a_1)\) with amplitude \( v \) and \( w \), respectively,

\[
\hat{H} = \sum_m \left( v|m, 2\right) \langle m, 1| + w|m + 1, 1\rangle \langle m, 2\rangle + \text{h.c.}. \quad (A1)
\]

Here, we simplified the notation, i.e., \( |\phi_{\mathbf{R}_0}\rangle \rightarrow |m, \alpha\rangle \) where the cell index \( m \) corresponds to \( \mathbf{R} \rightarrow m \mathbf{a}_1 \) in 1D, and \( \alpha = 1, 2 \). Just given a tight-binding Hamiltonian like \([A1]\), we have some freedom to make contact to actual position-space coordinates. The SSH model is usually thought of describing a dimerized chain where, starting from an equidistant atom distribution with a distance \( a/2 \), the atoms are shifted alternatingly by a small amount \( \delta \) to the right and to the left, thus doubling the primitive cell to size \( a \). As long as \( \delta \ll a \) we can write \( r_{m2} - r_{m1} \simeq r_{m+1,1} - r_{m2} \simeq a/2 \) (where \( r_{m'\alpha'} - r_{m\alpha} \) are the respective distances to hop). The Bloch ansatz \([4]\) then reads

\[
|k, \alpha\rangle = \sum_n e^{i(n + (\alpha - 1)/2)ak} |n, \alpha\rangle, \quad \alpha = 1, 2, \quad (A2)
\]
i.e., the two sites within a unit cell are at positions \( \tau_1 = 0 \) and \( \tau_2 = a/2 \). Equation \([9]\) becomes

\[
|\pm, k\rangle = \sum_{n\alpha} C_\pm(n) e^{i(n + (\alpha - 1)/2)ak} |n, \alpha\rangle, \quad (A3)
\]
and insertion into the position-space Hamiltonian \([A1]\) yields

\[
E_\pm(k) C_\pm(k) = \hat{H}(k) C_\pm(k), \quad (A4)
\]
where

\[
\hat{H}(k) = \begin{pmatrix}
0 & s^*(k) \\
s(k) & 0
\end{pmatrix} \quad (A5)
\]
with

\[
s(k) = re^{-iak/2} + we^{iak/2}. \quad (A6)
\]
The dispersion relation is

\[
E_\pm(k) = \pm \sqrt{s(k)s^*(k)}, \quad (A7)
\]
possible normalized eigenvectors are

\[
C_\pm(k) = \frac{1}{\sqrt{2}} \begin{pmatrix}
1 \\
\mp\frac{E_\pm(k)}{s(k)}
\end{pmatrix}. \quad (A8)
\]

It can be shown \([30]\) that the usual "minimal substitution" \( \hat{p} \rightarrow \hat{p} + \hat{A}(r, t) \) to couple an electron to an external driver described by a vector potential \( \hat{A}(r, t) \) in the continuous case amounts in tight binding to the replacement of the hopping elements

\[
|m', \alpha'\rangle \langle m, \alpha| \rightarrow e^{-i(r_{m'\alpha'} - r_{m\alpha})(A_{m'\alpha'}(t) + A_{m\alpha}(t))/2} |m', \alpha'\rangle \langle m, \alpha|
\]
where \( A_{m\alpha}(t) \) is the vector potential at position \( r_{m\alpha} \). In dipole approximation, \( A_{m\alpha}(t) = \hat{A}(t) \) is independent of space such that the time-dependent Hamiltonian reads

\[
\hat{H}(t) = \sum_m \left( v(t)|m, 2\rangle \langle m, 1| + w(t)|m + 1, 1\rangle \langle m, 2\rangle + \text{h.c.}\right) \quad (A9)
\]
with
\[ v(t) = v e^{-i \alpha A(t)/2}, \quad w(t) = w e^{-i \alpha A(t)/2}. \]  
(A10)

We now try the ansatz \([A3]\) but time-dependent,
\[ |\Psi(k, t)\rangle = \sum_{n, \alpha} \tilde{C}^\alpha(k, t) e^{i(n+(\alpha-1)/2)ak} |n, \alpha\rangle, \]  
(A11)

for the time-dependent Schrödinger equation
\[ i\hbar \partial_t |\Psi(t)\rangle = \hat{H}(t) |\Psi(t)\rangle \]  
(A12)

and find, indeed,
\[ i\hat{C}(k, t) = \hat{H}(k, t) \hat{C}(k, t) \]  
(A13)

with
\[ \hat{H}(k, t) = \left( \begin{array}{cc} 0 & s^*(k, t) \\ s(k, t) & 0 \end{array} \right), \quad s(k, t) = s[k + A(t)]. \]  
(A14)

As expected, the laser is coupled by replacing \( k \rightarrow k + A(t) \) in the Bloch-Hamiltonian. With the initial condition \( \hat{C}(k, 0) = \tilde{C}_\pm(k) \) we can follow how a Bloch state \( \tilde{C}_\pm(k) \) evolves in the laser field.

The informed reader may notice that the Bloch-Hamiltonian \([A5]\) is not the one usually discussed in the literature when it comes to the topological properties of the SSH model \([2,20]\). The reason is that a simpler Bloch ansatz is often used, namely
\[ |k, \alpha\rangle = \sum_n e^{iak} |n, \alpha\rangle, \quad \alpha = 1, 2 \]  
(A15)

instead of \([A2]\). This Bloch ansatz leads to the same form of the Bloch-Hamiltonian \([A5]\) but with \( s(k) \) replaced by
\[ \tilde{s}(k) = v + e^{ik} w^*, \]  
(A16)
i.e.,
\[ \tilde{H}(k) = \left( \begin{array}{cc} 0 & \tilde{s}^*(k) \\ \tilde{s}(k) & 0 \end{array} \right). \]  
(A17)

Because
\[ s(k) = e^{-iak/2} \tilde{s}(k) \]  
(A18)

the eigenvalues do not change, \( E_{\pm}(k) = \pm \sqrt{\tilde{s}(k)s^*(k)} = \pm \sqrt{s(k)s^*(k)} \) but the eigenvectors do,
\[ \tilde{C}_\pm(k) = \frac{1}{\sqrt{2}} \left( \begin{array}{c} \frac{1}{\sqrt{E_{\pm}(k)}} \\ \pm \frac{1}{\sqrt{s(k)}} \end{array} \right). \]  
(A19)

In the time-dependent case, \([A11]\) becomes
\[ |\Psi(k, t)\rangle = \sum_{n, \alpha} \tilde{C}^\alpha(k, t) e^{iak} |n, \alpha\rangle. \]  
(A20)

In order to calculate SSH spectra, we need to evaluate the (time-derivative of) the current or the velocity expectation value. The current can be derived from the continuity equation using Gauss law and the Heisenberg equation of motion for the density operator \([2]\). Because there is only nearest-neighbor hopping and only two sites per unit cell, the intracell current for the SSH chain is simple and reads
\[ \hat{j}_m(t) = -i(v^*(t)|m, 1\rangle \langle m, 2| - v(t)|m, 2\rangle \langle m, 1|). \]  
(A21)

Here, the subscript \( m \) indicates that this is the current between sites 1 and 2 within unit cell \( m \). The intercell current through the boundary at \( (m + 1/2)a \) (i.e., to the right of cell \( m \)) reads
\[ \hat{j}_{m+1/2}(t) = -i(w^*(t)|m, 2\rangle \langle m + 1, 1| - w(t)|m + 1, 1\rangle \langle m, 2|). \]  
(A22)

Note that the current operators are time-dependent. With the state \([A11]\) follows for the expectation value of the total current
\[ \langle \hat{j}(t) \rangle(t) = -\frac{2}{a} \langle \tilde{C}^\dagger(k, t) [\partial_k \hat{H}(k)]_{k + A(t)} \rangle \hat{C}(k, t), \]  
(A23)

which has the expected form \( j = -env \) where \( n \) is the particle density (in this case particles per length), \( v = \dot{x} = \partial_k H \) is the velocity, and \( -e \) is the electron charge (\(-1\) in a.u.).

Instead, with the Bloch ansatz \([A15]\) and \([A20]\) one obtains for the intercell current
\[ \langle \hat{j}_{m+1/2}(t) \rangle(t) = -\frac{1}{a} \tilde{C}^\dagger(k, t) [\partial_k \hat{H}(k)]_{k + A(t)/2} \hat{C}(k, t). \]  
(A24)

and for the intracell current
\[ \langle \hat{j}_m(t) \rangle(t) = \tilde{C}^\dagger(k, t) \hat{J}_{\text{intracell}}(k, t) \hat{C}(k, t) \]  
(A25)

where
\[ \hat{J}_{\text{intracell}}(k, t) = \left( \begin{array}{cc} 0 & -iv^*(t) \\ iv(t) & 0 \end{array} \right). \]  
(A26)

We see that, employing the Bloch ansatz \([A15]\), the intercell current is related to \( \partial_k \hat{H}(k) \). However, the replacement is \( k \rightarrow k + A(t)/2 \), and the intracell current is not captured by \( \partial_k \hat{H}(k) \). The conclusion thus is that one should use the Bloch ansatz \([A2]\) because only with this ansatz the coupling to an external field is correctly implemented by the replacement \( k \rightarrow k + A(t) \) in the field-free Bloch-Hamiltonian, and the current calculated using the time-dependent Bloch-Hamiltonian agrees with the physically meaningful current derived from the continuity equation in position space.

In the book by Vanderbilt \([11]\), Sec. 2.2.3, the choice for the Bloch ansatz \([A2]\) is referred to as "convention I" while the ansatz \([A15]\) (i.e., the omission of the intracell...
Figure 6. Geometry of the hexagonal lattice used in the Haldane model. The unit cell consists of two sites $A$ (light gray) and $B$ (dark gray), each contributing one (tight-binding) orbital. The $a_i, i = 1, 2, 3$, are lattice vectors and connect next-nearest neighbors, the $\delta_i, i = 1, 2, 3$, connect nearest neighbors.

positions $\tau_\alpha$ in (4) is “convention II”. The choice of the convention not only has consequences for the consistent coupling of the Bloch-Hamiltonian to external fields but also for the calculation of topological invariants, as discussed in 14 as well. In the case of the SSH chain, a winding number can be defined that counts how many times the origin in $d$-space is encircled while $k$ sweeps through the Brillouin zone from $-\pi/a$ to $\pi/a$. This picture works well with convention II, because for $v, w \in \mathbb{R}$ we have $d_x = v + w \cos(ak), d_y = v + w \sin(ak), d_z = 0$ so that $d(k)$ indeed describes a circle of radius $w$ centered at $d = (v, 0, 0)$. It is then easy to see that for $w > v$, the origin is encircled once while for $v > w$ the origin lies outside the circle. In finite SSH chains, $w > v$ implies dangling sites at the chain’s edges, leading to edge states. In that sense, the winding number—defined for the bulk—is a topological invariant, as it “predicts” the presence of edge states in the corresponding finite system. This is an example for the so-called “bulk-boundary correspondence” 14.

Of course, from a pragmatic view-point a Bloch ansatz is just a mathematical trick to switch from position space to $k$-space where the problem simplifies to an (in our case) $2 \times 2$ Bloch-Hamiltonian (for each $k$). One can choose either convention for the Bloch ansatz. While convention II might be more convenient for the discussion of topological properties, convention I is simpler and less error-prone for the coupling to external fields and when the calculation of physically meaningful currents $\sim \langle \nabla_k \mathbf{H}(k) \rangle|_{k = \pm A(t)}$ is required.

### Appendix B: Haldane model

The Haldane model describes a 2D hexagonal system with broken inversion and broken time-reversal symmetry such that it displays topological effects (without external magnetic field) 28. The hexagonal lattice with two orbitals $A$ and $B$ per unit cell is shown in Fig. 6. The lattice vectors are

$$a_1 = \frac{a}{2} \left( \frac{3}{\sqrt{3}} \right), \quad a_2 = \frac{a}{2} \left( \frac{3}{-\sqrt{3}} \right) \quad (B1)$$

with the lattice constant $a$. The nearest-neighbor vectors are

$$\delta_1 = \frac{a}{2} \left( \frac{1}{\sqrt{3}} \right), \quad \delta_2 = \frac{a}{2} \left( \frac{1}{-\sqrt{3}} \right), \quad \delta_3 = -a \left( \begin{array}{c} 1 \\ 0 \end{array} \right). \quad (B2)$$

The tight-binding Hamiltonian is

$$\hat{H} = \sum_i M (|i, A\rangle\langle i, A| - |i, B\rangle\langle i, B|) + \sum_{\langle i,j \rangle} t_1 (|i, A\rangle\langle j, A| + \text{h.c.}) + \sum_{\langle\langle i,j \rangle\rangle} \sum_{\alpha \in \{A,B\}} (t_2 |j, \alpha\rangle\langle i, \alpha| + \text{h.c.}) \quad (B3)$$

with an alternating onsite potential $M$ for the orbitals in the first sum (breaking inversion symmetry), nearest-neighbor hopping with the real amplitude $t_1$ in the second sum, and complex next-nearest neighbor hopping with the amplitude $t_2$ (breaking time-reversal symmetry) in the third sum. We choose the next-nearest-neighbor hopping such that the term with $t_2$ describes counterclockwise hopping while the term with $t_2^*$ describes clockwise hopping within one hexagon.

As discussed in Appendix A, convention I is simpler for the coupling to external fields and therefore intracell
the Bloch-Hamiltonian [68] is obtained. Introducing
\[
\tau(k) = t_1 \sum_n e^{i \delta_n \cdot k},
\]
\[
\kappa(k) = 2 \text{Re} \left( t_2 \right) \sum_n \cos(g_n \cdot k),
\]
\[
\sigma(k) = M + 2 \text{Im} \left( t_2 \right) \sum_n \sin(g_n \cdot k),
\]
the Bloch-Hamiltonian can be written as
\[
H(k) = \begin{pmatrix} \kappa + \sigma & \tau \\ \tau^* & \kappa - \sigma \end{pmatrix}, \tag{B7}
\]
and the dispersion relation is
\[
E_{\pm}(k) = \kappa \pm \sqrt{|\tau|^2 + \sigma^2}. \tag{B8}
\]
Two possible sets of normalized eigenvectors are
\[
C_+^>(k) = \frac{1}{\sqrt{|C^>|^2}} \left( \sigma + \sqrt{|\tau|^2 + \sigma^2} \right) \tau^*
\]
\[
C_-^>(k) = \frac{1}{\sqrt{|C^-|>|^2}} \left( -\sigma + \sqrt{|\tau|^2 + \sigma^2} \right)
\]
with
\[
|C^>|^2 = 2\sqrt{|\tau|^2 + \sigma^2} \left( \sigma + \sqrt{|\tau|^2 + \sigma^2} \right)
\]
\[
|C^-|<^2 = 2\sqrt{|\tau|^2 + \sigma^2} \left( -\sigma + \sqrt{|\tau|^2 + \sigma^2} \right)
\]
where \( C^> \) is used for \( \sigma > 0 \) and \( C^- \) for \( \sigma < 0 \). This distinction based on the sign of \( \sigma \) is convenient to handle the limit \( |\tau| \to 0 \) numerically.

The coupling to an external driver described by a vector potential is performed with the Peierls substitution as in Appendix A. Using the dipole approximation, the laser is again coupled by replacing \( k \to k + A(t) \) in the Bloch-Hamiltonian.
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