Maximizers in Lipschitz spacetimes are either timelike or null

Maximizers in Lipschitz spacetimes are either timelike or null. This question was posed in Sämann and Steinbauer (2017 arXiv:1710.10887) since bubbling regions in $C^{0,\alpha}$ spacetimes ($\alpha < 1$) can produce causal maximizers that contain a segment which is timelike and a segment which is null, see Chruściel and Grant (2012 Class. Quantum Grav. 29 145001).

While $C^{0,1}$ spacetimes do not produce bubbling regions, the causal character of maximizers for spacetimes with regularity at least $C^{0,1}$ but less than $C^{1,1}$ was unknown until now. As an application we show that timelike geodesically complete spacetimes are $C^{0,1}$-inextendible.
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$C^2$-inextendible). Dafermos [4, 5] demonstrated the $C^0$-extendibility of the maximal globally hyperbolic development of solutions to the spherically symmetric Einstein–Maxwell–scalar field system arising from small perturbations of Reissner–Nordström initial data. In fact, more recently, Dafermos and Luk [6] have given a proof, without symmetry assumptions, of the $C^0$ stability of the Kerr-Cauchy horizon. This gives firm evidence that the strong cosmic censorship conjecture is false in the $C^0$ setting. The current suggestion for the statement of the strong cosmic censorship conjecture is to require inextendibility as a Lorentzian manifold with a continuous metric and Christoffel symbols locally in $L^2$ [2, 6].

Still, there are some interesting new results establishing the $C^0$-inextendibility of spacetimes without any symmetry assumptions of the extension. The first such example was given by Sbierski [18] with his proof of the $C^0$-inextendibility of the Schwarzschild spacetime. Further advancements have been made in this direction [8], and our second application adds to the list of these inextendibility results.

A systematic study of general relativity in low regularity began with the influential paper [3] where the authors studied causal theory in spacetimes where the regularity of the metric was less than $C^2$. Since then further advancements have established that most of classical causal theory remains valid for $C^{1,1}$ spacetimes [11, 12, 16] and even the singularity theorems hold in this regularity class [9, 13, 14]. Therefore spacetimes with $C^{1,1}$ metrics can be seen as the threshold to where classical causality theory applies.

Once the regularity drops below $C^{1,1}$, causality theory departs significantly from classical theory. Example 1.11 in [3] shows that the push-up lemma (i.e. $I^+(J^+(\Omega)) = I^+(\Omega)$) does not necessarily hold in $C^{0,\alpha}$ spacetimes, $\alpha \in (0, 1)$. This led the authors to define the so-called bubbling regions for these spacetimes. From example 1.11 it is readily seen that any causal curve from the origin to a point $p$ in the bubbling region must begin null on some interval. Thus any causal curve which maximizes the Lorentzian length between the origin and $p$ is null on an interval, hence not timelike. However, since these points have positive Lorentzian distance, it must be timelike on a set of non-zero measure, so it cannot be null. This deviates drastically from classical (at least $C^{1,1}$) theory where maximizers must be geodesics and hence either timelike or null.

On the other hand [3, corollary 1.17] shows that $C^{0,1}$ spacetimes (i.e. spacetimes with a Lipschitz continuous metric) do not admit bubbling regions. This leaves open the question of whether maximizers in $C^{0,1}$ spacetimes must be either timelike or null. In fact this question was posed in [17]. In this paper we prove the following theorem which answers the question affirmatively.

**Theorem 1.1.** Let $(M, g)$ be a Lipschitz spacetime. If $p, q \in M$ with $q \in J^+(p)$, then any maximizing causal curve from $p$ to $q$ is either timelike or null.

As an application we show

**Theorem 1.2.** Let $(M, g)$ be a smooth timelike geodesically complete spacetime. Then $(M, g)$ is $C^{0,1}$-inextendible.

This provides a partial answer to a question raised in [18] which asks whether timelike geodesically complete spacetimes are $C^0$-inextendible. Together with the corresponding result from [8], which states that smooth timelike geodesically complete globally hyperbolic spacetimes are $C^0$-inextendible, this shows that if $(M_{ext}, g_{ext})$ is a $C^0$ extension of a timelike geodesically complete spacetime $(M, g)$, then $(M, g)$ is not globally hyperbolic and $g_{ext}$ is not Lipschitz.

We also note that this establishes that strongly causal Lipschitz spacetimes are examples of regular Lorentzian length spaces as introduced in [10].
2. Proofs of theorems 1.1 and 1.2

Our definitions for a $C^{k,a}$ spacetime and future causal curves $\gamma: I \to M$ follow that of [3]. In particular we use Lipschitz causal curves which implies that the derivative $\dot{\gamma}$ of $\gamma$ exists almost everywhere and $\dot{\gamma}$ is locally in $L^\infty$. We say a Lipschitz curve is future causal if $\dot{\gamma}$ is future causal almost everywhere. A future causal curve is timelike if $\dot{\gamma}$ is timelike almost everywhere and it is null if $\dot{\gamma}$ is null almost everywhere. The Lorentzian length of a future causal curve $\gamma: I \to M$ is the integral $L(\gamma) = \int_I \sqrt{-g(\dot{\gamma},\dot{\gamma})}$ and $\gamma$ is said to be maximizing or a maximizer if $L(\gamma) \geq L(\lambda)$ for any future causal curve $\lambda$ whose endpoints agree with those of $\gamma$.

**Proof of theorem 1.1.** Suppose $\gamma: I \to M$ is a maximizing future directed causal curve from $p$ to $q$ which is not null. We will prove that $\gamma$ is timelike. Seeking a contradiction, suppose the set $N_I := \{ s \in I : \dot{\gamma}(s) \text{ exists and is null} \} \subseteq I$ has positive measure. Below we will construct another causal curve from $p$ to $q$ which is longer than $\gamma$, and hence contradicting the fact that $\gamma$ is a maximizer.

To do this, we first want to localize the situation. By compactness we may cover $I$ by finitely many open intervals $I_k$ (half open intervals on the endpoints of $I$) such that each $\gamma_{|I_k}$ is contained in a relatively compact chart domain $(U_k, \varphi_k)$ on which $g(\partial_0^\alpha, \partial_0^\beta) < c_k < 0$. We are now going to show that for at least one of these $I_k$, we have $0 < \mu(N_{I_k}) < \mu(I_k)$ where $\mu$ is the usual Lebesgue measure on $\mathbb{R}$. That is we will show there is a $k$ such that $\gamma_{|I_k}$ is causal but neither timelike nor null. Assume for the moment that $\mu(N_{I_k}) > 0$. Then, since the intersection of the neighbouring intervals $I_{j-1}$ and $I_{j+1}$ with $I_k$ must be non-empty and open, either one of those has the desired property or $\mu(N_{I_{j-1}}) = \mu(N_{I_{j+1}}) = 0$. The existence of a suitable $I_k$ now follows by induction and noting that $\mu(N_I) \neq 0$. If instead $\mu(N_{I_k}) = \mu(I_k)$, one proceeds the same way, using $\mu(N_{I_k}) \neq \mu(I_k)$ in the end.

This shows that we may assume w.l.o.g. that $\gamma(I)$ is contained in such a chart domain $(U, \varphi)$. By reparametrizing $\gamma$ we may further assume that $\dot{\gamma}(0)$ exists and is timelike. Using a linear change of coordinates corresponding to a Gram–Schmidt orthogonalization process of $\{\partial_0^\alpha, \ldots, \partial_n^\alpha\}|_{\gamma(0)}$ and a translation we get new coordinates $\psi$ on $U$ for which $\partial_0^\alpha \propto \partial_0^\alpha$ (and hence $g(\partial_0^\alpha, \partial_0^\beta) < c < 0$) on $U$. Then $\gamma^0(0) = 0$ and $g^\psi(0) = \eta$ where $\eta$ is the Minkowski metric.

To sum up, we need only consider the case $M = \mathbb{R}^n$, $\gamma: [a, b] \to U \subseteq \mathbb{R}^n$, $\gamma(0) = 0$, $\gamma$ is differentiable at 0 and $\dot{\gamma}(0)$ is timelike, $\mu(N_{[a,0]}) > 0$ (if instead $\mu(N_{[0,b]}) > 0$ one just needs to reverse the time orientation), $g(0) = \eta$ and $\partial_0$ (uniformly) timelike on $U$.

We first look at $\gamma_1 := \gamma|_{[a,0]}$. As in [3, lemma 1.15], given a Lipschitz function $f: [a,0] \to [0,\infty)$, we define a new Lipschitz curve $\Gamma_1: [a,0] \to \mathbb{R}^n$ by $\Gamma_1^n(s) := \gamma^n_0(s) + ef(s)T^n$ where $T^n$ is defined via $\partial_0 T^n = T^n \partial_0$, i.e. $T^n = 1$ and $T^n = 0$ for $\mu \neq 0$.

Then the proof of [3, lemma 1.15] shows that for a Lipschitz metric one can find a specific $f \in C^{0,1}([a,0])$ such that $\Gamma_1 \subseteq U$, $\Gamma_1(a) = \gamma_1(a)$, $\Gamma_1(0) = (ef(0),0,\ldots,0)$ and

$$g_{\gamma_1}(\dot{\Gamma}_1,\dot{\Gamma}_1) \leq g_{\gamma_1}(\dot{\gamma}_1,\dot{\gamma}_1) - \frac{\varepsilon}{2}$$

(2.1)
a.e. on $[a,0]$ for all $\varepsilon$ less than some $\varepsilon_0$. This gives the following estimate for the lengths of $\gamma_1$ and $\Gamma_1$:

$$L(\Gamma_1) = \int_a^0 \sqrt{-g_{\gamma_1}(\dot{\Gamma}_1,\dot{\Gamma}_1)} = \int_{N_{[a,0]}} \sqrt{-g_{\gamma_1}(\dot{\Gamma}_1,\dot{\Gamma}_1)} + \int_{[a,0] \setminus N_{[a,0]}} \sqrt{-g_{\gamma_1}(\dot{\Gamma}_1,\dot{\Gamma}_1)}$$

(2.2)

$$\geq \frac{\mu(N_{[a,0]})}{\sqrt{2}} \sqrt{\varepsilon} + \int_{[a,0] \setminus N_{[a,0]}} \sqrt{-g_{\gamma_1}(\dot{\Gamma}_1,\dot{\Gamma}_1)}$$

(2.3)
Note that this not only shows that \( L(\Gamma_1) \geq L(\gamma_1) \) but more importantly that the length difference is bounded from below by an expression that scales like \( \sqrt{\varepsilon} \) as \( \varepsilon \to 0 \).

We now turn to \( \gamma|_{[0,\beta]} \) and assume that \( \gamma|_{[0,\beta]} \) is parametrized by the \( x^0 \)-coordinate. The chain rule ensures that \( \gamma(0) \) exists under this reparameterization and hence remains time-like. Since \( \Gamma_1(0) \neq \gamma(0) \) we have to find \( \tau_\varepsilon > 0 \) and a future directed causal curve \( \Gamma_2 \) from \( \Gamma_1(0) = (\varepsilon f(0),0) \) to \( \tau_\varepsilon \gamma(\tau_\varepsilon) = (\tau_\varepsilon, \gamma(\tau_\varepsilon)) \in \mathbb{R} \times \mathbb{R}^{n-1} \) (see figure 1) and such that for \( \varepsilon \)

small enough \( L(\Gamma_1) + L(\Gamma_2) > L(\gamma_1) + L(\gamma_2) \) where \( \gamma_2 := \gamma|_{[0,\tau_\varepsilon]} \). It should be noted that the segment \( \gamma_2 \) of \( \gamma \) depends on \( \tau_\varepsilon \) and hence depends on \( \varepsilon \) itself. It suffices to show \( L(\Gamma_1) > L(\gamma_1) + L(\gamma_2) \). And using (2.2) we see that this holds if \( L(\gamma_2) \) has an upper bound that scales like \( \varepsilon^k \) for some \( k > \frac{1}{2} \) as \( \varepsilon \to 0 \). Below we will show this is true for \( k = 1 \).

Since \( \gamma \) is differentiable at \( s = 0 \), Taylor’s theorem gives

\[
\gamma(s) = \gamma(0) + \dot{\gamma}(0)s + h(s)s = (\dot{\gamma}(0) + h(s))s,
\]

where \( h(s) \to 0 \) as \( s \to 0 \). Since we further assumed \( \dot{\gamma}(0) = (v^0, \theta) \) to be timelike and \( g(0) = \eta \), we can choose \( \alpha > 1 \) such that \( \frac{\beta^0}{\sqrt{\beta^0}} > \alpha \) where \( | \cdot |_e \) is the usual Euclidean norm.

Together with (2.5) this shows that there exists \( s_0 > 0 \) such that \( s = \gamma^0(s) > \alpha|\dot{\gamma}(s)|_e \) for all \( s < s_0 \). Choose \( 1 < \beta < 2 \) and let \( C_{\beta,d} \) denote the future cone with slope \( \beta \) that has its tip in \( (d,0) \), i.e. \( C_{\beta,d} = \{ (\beta|x|_e + d, \bar{x}) : \bar{x} \in \mathbb{R}^{n-1} \} \). Since \( \beta > 1 \) and \( g(0) = \eta \) the continuity of \( g \) allows us to find a small neighbourhood \( V \) of 0 such that \( C_{\beta,d} \cap V \subseteq \mathbb{R}^n \). Since \( s > \alpha|\dot{\gamma}(s)|_e \) we have \( s - \beta|\dot{\gamma}(s)|_e > s(1 - \alpha^2) \) which shows that \( (s, \dot{\gamma}(s)) \in I^+((s(1-\beta^2),0)) \) for small \( s \). Thus \( \gamma(\tau_\varepsilon) = (\tau_\varepsilon, \gamma(\tau_\varepsilon)) \in I^+((\varepsilon f(0),0)) \) for \( \tau_\varepsilon = \frac{f(0)}{\varepsilon} e \) if \( \varepsilon \) is small enough. Therefore we have demonstrated that we can construct \( \Gamma_2 \) from \( \Gamma_1(0) \) to \( \gamma(\tau_\varepsilon) \) for small \( \varepsilon \). Finally, for \( L(\gamma_2) \) an estimate from the proof of theorem 3.3 in [8] shows that, if \( \gamma_2 \subseteq V \), where \( V \) is a neighborhood of 0 on which \( |g_{\mu
u} - \eta_{\mu\nu}| < \delta \), then

\[
L(\gamma_2) \leq \tau_\varepsilon \sqrt{1 + \delta + 4(n-1)^2 \delta} = \varepsilon \frac{f(0)}{1 - \frac{\beta^2}{\alpha^2}} \sqrt{1 + \delta + 4(n-1)^2 \delta}.
\]

So \( L(\gamma_2) \) is indeed bounded from above by a term of order \( \varepsilon \). Now choose \( \varepsilon \) small enough so that

\[
\frac{\mu(N_{\alpha,0})}{\sqrt{\varepsilon}} \geq \varepsilon \frac{f(0)}{1 - \frac{\beta^2}{\alpha^2}} \sqrt{1 + \delta + 4(n-1)^2 \delta},
\]

then we have

\[
L(\Gamma_1) + L(\Gamma_2) \geq L(\Gamma_1) + L(\gamma_1) + \frac{\mu(N_{\alpha,0})}{\sqrt{\varepsilon}} \geq L(\gamma_1) + \varepsilon \frac{f(0)}{1 - \frac{\beta^2}{\alpha^2}} \sqrt{1 + \delta + 4(n-1)^2 \delta} \geq L(\gamma_1) + L(\gamma_2),
\]

and so we are done.
Remark. Our proof also shows if $\gamma$ is a maximizing null curve between two points, then $\gamma$ does not contain a single timelike tangent. This result is also obtained in [15, theorem 18] under much weaker differentiability assumptions.

Proof of theorem 1.2. Seeking a contradiction, suppose such a Lipschitz extension $(M_{\text{ext}}, g_{\text{ext}})$ exists. Following the proof of [8, theorem 3.3], the future causal curve $\alpha$ is a maximizer from $q \in M$ to $p \in \partial^+ M$ within a small globally hyperbolic set $V$ containing $q$ and $p$. Since $q$ and $p$ are timelike separated within $V$, the curve $\alpha$ is timelike by theorem 1.1. Since $\alpha$ is a timelike maximizer and leaves $M$, the portion of $\alpha$ that lies in $M$ is an inextendible (within $M$) timelike geodesic. Then timelike geodesic completeness of $(M, g)$ implies $L(\alpha) = \infty$, contradicting $L(\alpha) = d_V(q, p) < \infty$.

Lastly we remark that in [17], it was suggested that if maximizers in $C^1$ spacetimes are timelike, then it may be possible to apply the du Bois-Reymond-trick to show that the maximizers must be $C^2$ timelike geodesics. However it seems like the du Bois-Reymond-trick does not apply for timelike maximizers in the Lorentzian setting. This is because one can not ensure that the variation of the maximizer is timelike, since the tangent of a Lipschitz timelike curve may still come arbitrarily close to being null. This is not an issue in the Riemannian setting since there is no causal distinction between the curves.
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