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ABSTRACT

Eliciting informative prior distributions for Bayesian inference can often be complex and challenging. While popular methods rely on asking experts probability based questions to quantify uncertainty, these methods are not without their drawbacks and many alternative elicitation methods exist. This paper explores methods for eliciting informative priors categorized by type and briefly discusses their strengths and limitations. Most of the review literature in this field focuses on a particular type of elicitation approach. The primary aim of this work, however, is to provide a more complete yet macro view of the state of the art by highlighting new (and old) approaches in one clear, easy to read article. Two representative applications are used throughout to explore the suitability, or lack thereof, of the existing methods; one of which, highlights a challenge that has not been addressed in the literature yet. We identify some of the gaps in the present work and discuss directions for future research.
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1 Introduction

Bayesian inference can be thought of as the process of updating prior knowledge once the data, \( y \), has been observed. Bayes’ rule gives

\[ p(\theta|y) \propto p(\theta)p(y|\theta), \]  

where \( p(\theta) \) is the prior distribution on parameters of interest, \( \theta \), and \( p(y|\theta) \) is the likelihood function for data, \( y \). The prior distribution could be considered to be informative, that is, elicited based on available information and beliefs, or non-informative, where no such prior information or beliefs may be available. If there is a large amount of data then the inference will be influenced more by the likelihood function. The opposite of this is also true; if there is a limited amount of data, information from the likelihood will be weak and the inference will be influenced more by the prior distribution. In this case, the choice of the prior, \( p(\theta) \) is of greater importance. Ideally, an informative prior would be used, because the decision making and inference for this problem will primarily rely on the prior.

A simple example of when an informative prior may be required is as follows,
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Example 1 A pharmaceutical company wishes to predict whether or not patients will develop blood clots after taking a new drug they are developing. Let $Y \in \{1, 0\}$, therefore $Y \sim \text{Bernoulli}(\theta)$, where $\theta$ is the probability of a patient developing blood clots after taking the new drug. Data on existing patients is limited due to the new formula of the molecule. The goal is to obtain a prior distribution on $\theta$ which can be used for further research.

For Example 1, a common approach for obtaining an informative prior distribution would be to elicit information from an expert, i.e., to perform expert prior elicitation. The process may require multiple individuals with different expertise and roles. A set of standard definitions of these, as used throughout this paper, can be found in Table 1. Although obtaining information from experts may seem straightforward at first glance, it often is anything but. Several challenges may arise, complicating the process. We discuss the key challenges below.

Table 1: Definitions

| Name             | Description                                                                 |
|------------------|-----------------------------------------------------------------------------|
| Prior Elicitation| This paper refers to prior elicitation as the process of obtaining knowledge from a source to form a prior distribution which can be used for further Bayesian analysis. Also referred to in texts as "Probability Encoding". |
| Expert           | An expert is an individual who has extensive knowledge on a certain subject matter. Also referred to in texts as a "judge". |
| Analyst          | An analyst is an individual who performs the task of forming a prior distribution using prior elicitation techniques. |
| Facilitator      | A facilitator is an individual who performs the task of eliciting knowledge. In some cases the Facilitator and the Analyst may be the same individual. |

1.1 Challenges in the Elicitation Process

Cognitive Biases

[1] pointed out that natural thought processes may create inaccuracies in the obtained priors by introducing cognitive biases not observable by the analyst. As these cognitive biases are present in the mind of the expert it is often complicated to adjust for them in the elicited distribution. While many methods have been proposed to mitigate these biases, it could be argued that the biases can never be completely eliminated. An overview of key cognitive biases and bias reduction methods for prior elicitation are outlined in Section 2.

Using Multiple Experts to Elicit Priors

It is good practice to use multiple experts to elicit a prior distribution [2, 3]. Doing so may ensure that the elicited distribution is better aligned with the entire field of interest, and that individual biases present in one expert are reduced. The process of obtaining a prior distribution that aggregates the inputs from multiple experts provides a new set of challenges. Two main approaches to aggregating the prior beliefs of multiple experts have been proposed. Each approach has its benefits and drawbacks; these are discussed in Section 6.

Dealing with Little or No Updating Data

Many applications exhibit non-trivial complications. These include applications where there is unlikely to be much data available to update prior beliefs as needed when using Bayes’ theorem. The absence of data for updating can occur because the data collection mechanism is too complex or expensive or because the data pertains to an occurrence of a highly undesirable event (e.g., a major accident or a security threat, etc.). In such situations, the decision making will be predominantly based on the elicited prior distributions since the data will have very little or no influence. A simple example is a problem in the security field:

Example 2 A company wishes to predict whether or not their new security system will fail. $Y \in \{1, 0\}$. Therefore $Y \sim \text{Bernoulli}(\theta)$ where $\theta$ is the probability of a system fail. For inference, data on how well the system performs is not present because that would mean security threats have already happened. If the security threat was to materialize,
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Figure 1: Graph showing the model structure.

this will result in a single observation on Y. While \( p(\theta|y) \) can now be computed, it is likely to be only slightly different to \( p(\theta) \). Further, in practice, such a breach of the security system will likely result in changes being made so as to prevent such occurrence in the future. This may mean that the circumstances on which the original prior was elicited are no longer present and therefore eliciting a fresh set of prior distributions could be considered more appropriate rather than using the posterior obtained on the original prior.

Another important facet of such applications is that while it may not be possible to update the prior beliefs on \( \theta \), there likely exists some background/ additional information, \( x \), that may help in eliciting \( p(\theta) \). Hence, \( p(\theta) \) can be written as a function of \( x \) and other model parameters \( \beta \). That is, \( p(\theta) = g(x, \beta) \) (see Figure 1). This could be thought of as a standard regression problem; however, there may be situations where background information, \( x \), is disjointed and can contain different data types; such as image data, text data and expert opinion. Also, some of this information may only be vaguely relevant. Therefore, treating this example as an elicitation process may seem more reasonable. It is important to note that this type of application does not seem to be discussed much in the prior elicitation literature. Yet, it represents a practical decision theoretic problem whose solution may rely on the elicited probabilities.

Example 2 (contd.). The company brings in experts to provide information on system failure. The company provides the experts with all information on their system (e.g., system type, location,...). The experts are able to give opinion on system failure based on the information provided and historical information they have obtained from other establishments and different security systems, \( x \). Because each establishment is unique, what happened elsewhere may only be vaguely relevant to this company. The experts would aim to utilise all this related information to elicit a prior distribution on system failure.

1.2 Motivation

This paper outlines methods used for eliciting informative priors and the benefits and drawbacks of these methods. Review articles in this field tend to focus on direct interrogation methods (Section 3.1) (see for example [4, 5, 6] and [7]), without exploring the other available methods presented in the literature. Other review articles focus on "good practice" and answering questions which may arise in the overall elicitation process but do not expand on actual methods for eliciting priors [8]. To the best of our knowledge, there has been no work to date that outlines all of the available approaches and provides an overview of the current state of art. In this paper we aim to provide such an overview and also to identify some of the gaps in the current literature.
1.3 Outline

The elicitation methods are classified into three approaches: Interrogation Methods (Section 3), Graphical/Visual Methods (Section 4), and Historical Information Methods (Section 5). Interrogation methods are elicitation methods that involve asking an expert questions to obtain a probability distribution. Graphical/Visual Methods involve plots of distributions or data that the expert can visualise and thus compare with their individual knowledge. Methods that are labelled Historic Information Methods are those that may not rely on expert input and instead utilise information from past research studies. An overview of cognitive biases is presented in Section 2. Techniques for combining information from multiple experts are reviewed in Section 6. The paper concludes in Section 7 by discussing some of the persistent challenges of informative prior elicitation and proposing further research paths.

2 Cognitive Biases in Expert Knowledge Elicitation

The following are considered key cognitive biases that may be present in the expert elicitation process (for a comprehensive list of issues which arise in human judgement see 9).

- **Judgement by Representativeness**: this may be present with questions such as “What is the probability that an object A belongs to a class B?” 10. Often with these questions, the expert will focus on the conditional probability and completely ignore the unconditional probabilities. 11 outline a clear example of Judgement of Representativeness in assigning the probability of an individual having a certain job, when the expert knows the individual’s personality. The expert ignores the number of people in the population in the jobs and instead relies solely on the conditional probability, that is, they judge the probability of an individual having a certain job given the fit between the individual’s personality and the job 11.

- **Judgement by Availability**: this is when an event is given a higher probability based solely on the fact that it occurred more recently for the expert 11, so they are able to easily bring it to mind. Considering Example 1, an expert may have recently come across a case where a patient developed blood clots from the new drug. Even though the example may be rare, because it is fresh in their mind, the expert may believe that the risk of developing blood clots is higher, in turn, influencing the elicited prior.

- **Anchoring and Adjustment**: here an expert is given some value (the anchor) and adjusts it to achieve what they think is the correct value. Experiments have shown that an expert who starts with a higher anchor is more likely to give higher estimates than experts who start with lower anchors 11. In Example 1 if the facilitator states a value for the mean of the probability of a patient obtaining blood clots, the expert may then adjust this value to what they think is suitable, producing results that are inaccurate due to the initial anchor value presented to them.

- **Over Confidence** of the expert; Overconfidence is easily observed in studies where experts were asked for an interval 12. For example, where experts were asked for 95% probability intervals, it was found that as little as 65% of those intervals actually contained the true values 2. Thus, the expert often narrows down their judgment of uncertainty, displaying overconfidence. 12 gives an overview and comparison of methods which help evaluate an experts overconfidence, which may be helpful to researchers.

- **Range Frequency**: this bias is seen when an expert is asked to assign the probability of each category and they evenly assign probabilities between categories 13 2. This means that categories believed to be more likely are given less probability than required and others are given more, creating a significant bias. For Example 1 an example could be when asking for the probabilities for a male developing blood clots and a female developing blood clots; the expert assigns equal probability to each group.

- **Expert Fatigue.** When an expert is required to take in and store copious amounts of information or complex information to complete the elicitation process, the process can become cognitively tiresome and time consuming for the expert 14. Analysts can reduce this burden by simplifying the models parameters, by splitting the task up into different parts and by explaining complex quantities in layman’s terms for the expert 14. All the while, analysts must keep in mind the trade-off between easing expert fatigue and still having models that represent the real world complexities. Expert fatigue varies from expert to expert and is heavily
dependent on the level of expertise needed for the task [15].

Because cognitive biases are present in any human thought process, one goal of the expert elicitation methods should be to reduce these biases as much as possible. These cognitive biases can be reduced by changing the types of questions asked [16]. However, the way questions are asked may still affect the elicited prior. Another approach to reducing cognitive biases is a calibration technique, first introduced by [17]. The goal of this technique is to calibrate the expert’s opinion based on the biases that they have shown in past opinions they have provided [18, 19]. The technique involves using information from past estimates given by the expert where the true value is now known. [19] use hierarchical Gaussian processes to model the expert’s biases from their past estimates. The models are trained on the calibration data (historical estimates and the true values) and then used to correct for bias in the new estimates given by the expert [19]. Although a promising technique, the obvious disadvantage is, when calibration data is limited or non-existent, that this technique becomes impossible.

Others have suggested that the best way to address cognitive biases is to give the expert feedback and make them accountable for their responses [20]. Training them to give more appropriate responses in the future [18]. Cognitive biases have been outlined in detail in terms of expert prior elicitation in [10, 2, 8]. Methods to elicit an informative prior, discussed in Sections 3, 4 and 5, aim to reduce such biases; however, the biases above may still occur in each method.

3 Interrogation Methods

Interrogation methods are those in which an expert is interviewed to obtain knowledge on a parameter of interest [21].

3.1 Direct Interrogation

Distribution or probability based questioning is the most common form of prior elicitation [5, 7]. Classified as direct interrogation methods, these techniques use a questionnaire or interview with an expert, with questions that are specifically related to probabilities and/or distributions. [22] provide a systematic review of papers that involve direct interrogation methods for prior elicitation, outlining specific papers and the questions used. [16] outline procedures for researchers to create their own questions for their specific task and refine them where necessary, taking into account potential biases that may arise. Techniques for direct interrogation include:

- **Questions on Probabilities**: Asking questions on probabilities that could directly link to the Cumulative Distribution Function (CDF) or Probability Density Function (PDF) [6]. For instance, when eliciting a prior for Example 1, a possible question could be “What is the probability that the proportion of those who get blood clots is less than or equal to 0.3?”, i.e., \( P(Y \leq 0.3) \). Once a few points have been collected, the researcher can obtain an outline of the CDF or PDF.

- **Questions on Distribution Quantiles**: Asking questions on the quantiles of the CDF or PDF [23]. In the case of Example 1, a possible question could be “At what value is the probability of a patient obtaining blood clots equally likely to be less than or greater than that value?” (i.e., estimate the median).

Under each of these techniques, the facilitator can either ask the expert to give a value for the variable given a fixed probability or ask the expert to give a probability for a fixed value or ask questions where to expert is expected to give both probability and value [24]. Some analysts prefer to ask questions directly on the parameter of interest. This is known as *Structural Elicitation* [25], this should not be confused with *Structured Elicitation* which is a step-by-step process of elicitation which may contain *Structural Elicitation*. [6] (Chapter 5) give an extensive review of such techniques, detailing acceptable methods and how to use the expert’s responses to form a probability distribution (also summarised in [10]). Tools such as SHELF [26] and MATCH [27] are suitable for forming distributions from this line of questioning. These tools also provide instant visual feedback of the expert’s opinions in the forms of fitting a distribution which has been found to be beneficial to the elicitation process [6, 22]. Techniques which directly involve graphical and visual components are discussed separately in Section 4 of this paper.
Some experts may find it hard to understand the real-world applications of model parameters, while some experts may find it difficult to form a belief on the parameter’s behaviour. Therefore, questions should be asked on observable values, i.e., the predictive distribution. This approach is known as Predictive Elicitation. While some experts may find it hard to understand the real-world applications of model parameters, experts should, by definition, have copious knowledge on the field of expertise data. Predictive Elicitation has been explored further in 

Applying direct interrogation methods to Examples 1 and 2 may be appropriate if the expert has good comprehension when each technique is appropriate. 

Representativeness

Probability-based questioning is not the only form of questioning in interrogation techniques. There are approaches to eliciting a prior from experts, discussed next in Section 3.2. Some other relevant methods are discussed in Sections 4

The goal of elicitation, as we see it, is to make it as easy as possible for subject-matter experts to tell us what they believe, in probabilistic terms, while reducing how much they need to know about probability theory to do so”. Hence, other types of interrogation methods exist that can reduce the statistical knowledge required to complete the task of eliciting a prior from experts, discussed next in Section 3.2. Some other relevant methods are discussed in Sections 4 and 5.

3.2 Indirect Interrogation

Probability-based questioning is not the only form of questioning in interrogation techniques. There are approaches to form distributions from other types of questioning, known as indirect interrogation techniques.

Betting method: In this method, a series of bets are placed to form a distribution. The process starts by presenting the expert with two bets and asking the expert to select the bet based on the event they believe is more likely to occur. An example from is as follows: Let Bet One be “Win $A if Event E occurs, lose $B if E doesn’t occur” and Bet Two be “Win $B if E doesn’t occur, lose $A if E occurs”. The expected values of each will be Bet One: $A - B(1 - p)$, Bet Two: $B(1 - p) - A$. If the expert chooses Bet One, then for this expert $A - B(1 - p) \geq B(1 - p) - A \Rightarrow p \geq B/(A + B)$. By letting Event, E, be any combination on the real line, analysts can elicit information on a probability distribution. Another approach is to use a probability wheel, split into two colours, where an expert can select between two scenarios; either they win $X$ if the probability wheel lands in a grey area or they win $X$ if an event occurs. The facilitator then changes the area of the grey area and/or the event specifications to present a new question to the expert. This is repeated until the expert finds both situations equally likely. The number of bets to form an appropriate distribution could be relatively large, causing expert fatigue; to avoid this, betting can also be used alongside direct interrogation methods to check the certainty of assessed probabilities. Using the betting method for both Example 1 and 2 may require extensive thought and time. Setting up suitable bets will be the first obstacle, but then the analysts must create enough bets to form a more complex distribution, which can be time consuming. Betting situations may prove more useful in the case where an analyst needs to elicit an individual probability rather than a complete distribution.

Pair-wise Comparison: In this approach, experts compare pairs of categories and quantify their beliefs regarding which category is more likely. This action is carried out for each possible pair in the study. An Analytic Hierarchy Process (AHP) is a pair-wise comparison process which can also be used for prior elicitation. For comparisons, experts are asked to give a number on a scale (from 1 - 9) based on which event they believe is more likely to occur. Using Example 2, an AHP approach could be used to obtain prior distributions for different locations of sites where the security system is used. For example, let building
location be the set \{“Country”, “City Centre”, “Suburbia”, “Industrial”\}. The expert can then compare which system is more likely to fail for each pair of building locations. This forms an opinion matrix, as shown in Table 2.

| Building Location | Country | City Centre | Suburbia | Industrial |
|-------------------|---------|-------------|----------|------------|
| Country           | 1       | 1/3         | 1/3      | 1/7        |
| City Centre       | 3       | 1           | 1        | 1/5        |
| Suburbia          | 3       | 1           | 1        | 1/5        |
| Industrial        | 7       | 5           | 5        | 1          |

Line four in the opinion matrix reads [35] that the expert believes buildings in Industrial areas are very strongly more probable to have security failure than buildings in Country areas and strongly more probable to have security failure than buildings in the City Centre and Suburbia areas. By taking the maximum eigenvalue of the opinion matrix above and calculating the associated eigenvector, the analyst can obtain the vector of weights of the building areas [33, 34], where the weights are the expert’s security failure likelihood (or propensity-to-failure in [35]) for each building location. [35] then calculated the mean and standard deviation of the expert’s opinions and used these to obtain the parameters of a Gamma distribution for each class. Although there may be some use for this method in the case of Example 2 (where there is potential for sub-classes and experts have observed examples from each class), for Example 1, reducing the case down to specific sub-classes may not necessarily be possible. This method obviously becomes impractical when there are no sub-classes in the research task.

- **Ranking/Rating Method**: in this method, experts are asked to rank or give a rating on the likelihood of events presented to them [36, 37, 38] give an appropriate example of this method in terms of decision analysis. In the application of understanding terrorist attacks, they asked intelligence officers to rank the attractiveness of selected potential targets. They then used probabilistic inversion and Bayesian density estimation to elicit the distributions [38]. This method can also be used for prior elicitation under time pressure [39]. A ranking method may be hard to implement for Example 1 where the analyst may find it difficult to split the problem into sub-groups that would be rank-able. For Example 2 this method may work quite well. The analyst has the additional information on the property so they could come up with other properties that have different attributes to the property of interest and ask the expert to rank a list of properties.

These techniques are designed to avoid having to teach the experts about statistical concepts, which can be a drawback of direct interrogation methods [38]. They can also simplify the process, however, analysts need a strong grasp on the subject matter to be able to form a suitable set up for elicitation (e.g., forming sub-groups and different attributes which may effect the elicited distribution). Indirect interrogation methods also clearly remove the cognitive biases of Judgement of Representativeness and Range Frequency, by not asking questions relating to probabilities. However, other cognitive biases may still be present.

### 4 Graphical/Visual Methods:

Graphical/Visual Methods are methods which involve graphical representations of the probability distribution and/or data which may be used to form a distribution.

- **Trial Roulette method**: First established by [40], this method involves a graphical representation of the parameter space of the parameter of interest being split into subsections. The expert then assigns blocks to the subsections, essentially building their own probability distribution. The trial roulette method has been used in practice in [41]. In Example 1 the online tool MATCH [27] can be used to elicit the expert’s belief via the Trial Roulette Method. The MATCH tool for the Trial Roulette method is shown in Figure 2. In the particular example scenario considered in Figure 2, the expert has placed the majority of the blocks towards the zero end of the scale, meaning they believe the probability of someone developing blood clots is small. They still, however,
have some uncertainty, having placed blocks as far out as 0.5 to cover this uncertainty regarding the location of the true value. In this scenario, the tool has found the \textit{Gamma}(1.03, 6.25) distribution to be an appropriate fit for the expert’s distribution. The user may change this distribution if desired, and select (say) a Scaled-Beta which may be considered to be more appropriate given its support and conjugacy to the Bernoulli likelihood. Although the Trial Roulette method is a great visual tool, it still requires the expert to have sufficient statistical knowledge to be able to place the blocks to form an appropriate distribution. Also, the user needs to understand probability distributions to avoid inaccuracies in the default selections. For instance, in the example discussed above, conceptually, a Gamma distribution is not appropriate for proportions as it can take values greater than one.

Figure 2: Online Tool MATCH displaying the Trial Roulette Method

- **Graphical Prior Elicitation:** [42] outline a simple graphical tool for prior elicitation in univariate models. This tool initially teaches the expert about the different distribution types and what effect the distribution parameters have on the them. Explaining this method with Example [1], the user begins by selecting an initial model distribution; the distribution on $Y$, a Bernoulli distribution. The tool automatically selects a conjugate prior distribution on the parameter, a Beta Distribution. The user will then select the expected number of successes out of 100, automatically generating plots of what the number of successes vs. failures would look like, see Figure [3]. Changing the number of successes, the expert can then see how the resulting plots will change. This can be thought of as a Predictive Elicitation technique as the user is observing plots of the data, not the parameter. After training the expert, the tool then displays a collection of sample data histograms of which the expert must select those that are similar to what they believe the data would be. From there, the
prior distribution is formed from the selected histograms. [42] suggest this method simplifies the statistical knowledge required to produce a prior distribution, significantly reduces the time of training the expert and the processing time of forming a prior distribution. However, experts still need partial statistical understanding to complete the task of outputting a prior that is consistent with their beliefs.

- **Interactive Excel Spreadsheet:** Starting with a plot of a selected prior distribution (for example, the user may have selected a Gaussian distribution), this method involves the expert moving the “sliders”, in the corresponding excel spreadsheet, to see the effect of changing the value of the parameters on the prior distribution [43]. This approach allows the expert to adjust the parameters until they find their ideal prior distribution. For the case where parameters are not “intuitively meaningful” [43], the interactive spreadsheet, used in this method can show multiple plots of the observable quantity’s distributions, allowing the user to see the effects of changes to these distributions when parameters of the original prior distribution are changed. This variation can be thought of as a Predictive Elicitation form of this method. This spreadsheet based method is similar to the Graphical Prior Elicitation Method in that it allows for experts to first learn the effects of distribution parameters on the given distribution. Also, like the Graphical Prior Elicitation Method, experts still need to have comprehensive knowledge of statistical concepts to be able to understand the distributions themselves, including knowledge of which distribution to initially select. [43] provide example spreadsheets in their supplementary materials and give an overview of different applications where this technique has been applied.

- **Computer Simulated Data:** [44] introduce a method which involves a plot of simulated data. They illustrate two techniques; in the first technique, the expert observes a plot of simulated data and responds as to whether or not this data could be from a real data set. The second is where pairs of simulated data are compared to one another. Again, this can be thought of as a Predictive Elicitation technique. From there, the expert’s responses are used to train a Gaussian Process (GP) classifier that captures the expert’s belief [44]. Exploring the first technique further, an expert is shown a simulation $Y_\theta \sim p(Y | \theta, M)$, conditional on model parameters $\theta$, drawn from model $M$. The response from the expert is binary, $z_E = 1$ or 0. These responses are then used to

![Figure 3: Training Step of the Graphical Elicitation Method.](image)
train a GP classifier, $C$, to model $p(z|\theta)$ [44]. Using Bayes theorem, Thomas et al. describe how they can estimate $p(\theta|z = 1, C, z_E, M)$. GP classifiers work by placing a GP prior over a latent function, $f$, and then applying a logistic function, $\sigma$, to $f$ to obtain a prior for class probabilities, $\pi$, that is $\pi(x) = \sigma(f(x))$. This method is similar to Graphical Elicitation. The main difference is the selection of the prior distribution type, as this method does not assume a conjugate prior. It is noteworthy that in this method, the expert does not need a strong knowledge of statistical concepts to obtain an accurate prior distribution; as they should have a strong understanding of subject matter data.

Although graphical methods are helpful in providing instant visual feedback to the expert, and, in some cases, simplifying the statistical knowledge required to perform the task, they are still subject to the cognitive biases discussed in Section 2. The Computer Simulated Data method and the Graphical Elicitation Method, are interesting approaches, because they aim to generate a distribution by modelling the decisions of the expert. This may be an interesting topic for further research.

5 Using Historical Information

Methods discussed thus far aim to elicit the uncertainty that the expert has into a probability distribution. Thus, they could be considered to be similar to a standard translation tool, with the objective of translating the expert’s knowledge, including their quantified uncertainty, into a probability distribution. In practice, a standard translation tool that translates a text from one language into another, requires the text to be available in the first place. In the same way, the prior elicitation methods discussed so far require the expert to quantify their uncertainty first. However, there are applications where relevant historical data exists, and the analyst may prefer to quantify uncertainty using such data instead. In this section, methods that elicit prior distributions using available past research are reviewed. The main theme of these methods is that they require minimal human intervention to obtain a prior distribution.

- **Utilising Historical Research Posteriors**: One way to obtain a prior without expert intervention is from similar historical research that provides a posterior distribution. This posterior distribution can then be used as a prior distribution in a new study [45]. However, many similar studies will not provide a concrete posterior distribution, but may have similar data.

- **Power Prior**: The power prior [46] provides a way to obtain a prior from historical data, $D_0 = (n_0, y_0, X_0)$, where $n_0$ denotes the sample size, $y_0$ denotes the response vector and $X_0$ denotes the matrix of the covariates. In a basic form, the power prior is the likelihood of the historical data, $L(D_0|\theta)$, to the power of a scalar, $a_0$, multiplied by an initial prior $\pi_0(\theta|c_0)$,

$$\pi(\theta|D_0, a_0) \propto L(D_0|\theta)^{a_0}\pi_0(\theta|c_0).$$ (2)

The scalar, $a_0$, quantifies the uncertainty in the data, $D_0$. It allows the analyst to control how much the historical data influences the prior. The initial prior parameter, $c_0$, allows the analyst to control the influence of the initial prior on the prior, i.e., how much information from the initial prior is influencing the power prior. As selection of these parameters can change the final power prior, analysts should take careful consideration when deciding these values [46]. Other variations of the power prior [47] may be of use to some practitioners, along with methods to form priors from not only historical data but also historical research that only provides summary statistics of the data [48].

These methods help mitigate cognitive biases as they do not rely on the human thought processes to quantify uncertainty. For instance, in Example 1 before releasing the drug for human tests, the drug must be taken through animal trials [49]. The trials done on animals could be relevant historical data, which could help formulate a prior distribution for human patients. Similarly, data from Phase I clinical trials can be used to formulate a prior distribution for Phase II/III clinical trials, and so on. It could be argued, however, that biases may have arisen in the creation of the historical model and data selection.

The disadvantage of these techniques is that they require access to similar research and/or historical data. Many subject fields may not have similar studies to the current research task and/or access to historical data is restricted, rendering these methods futile. The problem of not having access to historical data is relevant to Example 2. Although it may be possible to find information on a similar security failure in a similar organisation, the amount of data needed to form
an appropriate distribution may be lacking. Also, as stated in Section 1.1, once a security threat has been observed, 
the system may be altered, making the new system of the similar organisation different to the original system in any 
potential historical data.

6 Eliciting Priors from Multiple Experts

The methods outlined in Sections 3-4 give an overview of appropriate techniques to elicit prior distributions from 
an individual expert. However, as outlined in Section 1.1, analysts should use multiple experts to form a probability 
distribution representative of the whole field of research [2, 3]. When selecting an appropriate method, the analyst must 
trade off simplicity of method and likely accuracy of the resulting prior. Extensive reviews of methods for combining 
multiple expert beliefs can be found in [50, 51, 6] and [52]. A comparison of some aggregation techniques can be 
found in [3].

An overview of methods to combine information from multiple experts follows.

**Behavioural Aggregation Methods:** These methods involve groups of experts discussing their beliefs and, in some 
cases, reaching a consensus.

- **Delphi Method [53]:** This method most commonly starts with a questionnaire that is sent out to all the 
selected experts. Opinions from the initial questionnaire are then sent out to the same experts along with a new 
questionnaire, thus giving experts the option to update their own opinions based on their peers responses [54]. 
This process may be repeated until consensus is reached [50].

- **Interactive Group Methods:** In these methods, experts and a facilitator meet to discuss and come to a 
consensus on a probability distribution [50, 6]. The SHELF method [26] is a very common interactive group 
method. It is a framework for facilitators to follow that allows experts to reach a consensus.

Although behavioural aggregation may appear to be an ideal way to aggregate expert opinion because it allows for 
shared expertise, the goal of reaching a ‘consensus’ can be problematic. This is because social psychological factors can 
distort the process of reaching consensus [55]. Interactive groups are particularly vulnerable to group think, seniority, 
titles or social hierarchy. For example, people who are high on personality characteristics such as social dominance or 
who are considered by other experts in the group to have more expertise (e.g., more citations) can influence a consensus 
prior so that it resembles the dominant individual’s prior and doesn’t actually capture the variability in certainty across 
the group. This problem can be overcome in some variants of the Delphi method where experts are anonymous to each 
other (e.g., online methods).

Over-confidence may also be an issue for consensus priors from behavioural aggregation. In an evaluation of methods 
of aggregation, [3] compared the SHELF method with mathematical methods. They speculated that over-confidence 
may have been present in the SHELF method because it yielded narrower distributions. Moreover, not only is forming 
a consensus difficult, but the whole process of behavioural aggregation can take time [3]. For the interactive group 
technique there can be difficulty in aligning work schedules, deciding on an optimal time to meet and the discussion 
itself. For the Delphi Method, there may be significant wait time during the process of having to send responses back 
and forth to expert group members. All of these issues may be resolved through mathematical aggregation discussed 
below.

**Mathematical Aggregation Methods:** These methods involve mathematical techniques to combine individual expert 
priors elicited by methods in the sections above.

- **Bayesian Method:** This approach treats each expert’s prior as new data. The analyst updates their prior with 
the “new data”. The resulting posterior consists of the combined prior beliefs [55, 57, 58]. This process can be 
complex and time consuming [6].

- **Opinion Pooling:** These methods form a consensus distribution $f(\theta)$ as a function of the individual distribu-
tions $(f_1(\theta), f_2(\theta), ...)$ [6, 59]. A simple example of this is Linear Pooling where the consensus distribution is
equal to the weighted sum of the individual distributions. That is,

\[ f(\theta) = \sum_{i=1}^{n} w_i f_i(\theta) \]  

(3)

where \( n \) is the number of experts. Other common pooling methods can be found in [6]. Key methods for finding weights are listed below:

- **Equal Weighting**: Give each distribution the same weight, \( 1/n \).
- **Self-Weighting**: Each expert gives themselves the appropriate weighting.
- **Expertise/Performance weighting**: Not all experts may be considered equal. Some methods suggest weighting experts based on their expertise or performance in their field [51, 6, 60]. As an example, an analyst may decide that the longer someone has been working in the field, the higher the weight their prior receives. Cooke’s Method [61], is a performance weighting method that gives the experts an added task (a smaller elicitation process where the subject matter parameter is known) to assess performance. An application of Cooke’s method is outlined in [62].
- **AHP Weighting**: Also encountered in Section 3, an Analytic Hierarchy Process [33] is a process where an analyst can compare all solutions against a decision criterion [63]. In the case of weighting expert priors, [63] used three criteria for expert assessment: “years of experience”, “number of observed failures”, and “level of training”. The weights obtained from the process are used in two ways: firstly, to create a shortlist of potential experts and secondly, as the weights for the aggregation process.

Selection of weights is a very important aspect of mathematical aggregation. Selection methods like equal weighting and self weighting are the easiest methods to apply. However, equal weighting treats all experts as being equally knowledgeable on the subject matter, which is generally not applicable to real life. Self-weighting methods can also be inaccurate. It has been found in the past that with self-weighting, women ranked their expertise lower than men [64]. This is still the case today where men tend to be more self-promoting than women [65]. Also, with overconfidence already being a bias present in expert elicitation, it may become particularly detrimental in this selection method. In contrast, methods based on performance, or some other objective criterion seem appropriate, as they take into account the level of expertise of any given expert in a less subjective manner. For an overview of selecting weights, in mathematical aggregation, see [50].

**Hybrid Methods:**
To utilise the benefits of behavioural aggregation and mitigate the drawbacks, there have been hybrid methods created which incorporate both behavioural and mathematical aggregation techniques [66]. One such protocol is the IDEA protocol [67]. “It encourages experts to Investigate and estimate individual first round responses, Discuss, Estimate second round responses, following which judgements are combined using mathematical Aggregation” [67].

7 **Summary and Conclusion**

When information from the likelihood is limited, obtaining an accurate and informative prior distribution is especially critical. This paper outlines some of the important approaches for eliciting prior distributions along with their merits and limitations. Each elicitation task is unique and so are the experts involved in that elicitation. Therefore, while it may be possible to find a suitable and appropriate prior elicitation approach for a given task, none of the approaches is arguably superior overall [25]. Moreover, there could be applications for which none of the existing methods are appropriate.

7.1 **Persistent Challenges**

Where expert involvement is required, there will always be persistent challenges in obtaining an informative prior. This paper does not address the issues surrounding selecting experts. However, experts need to be highly knowledgeable in the relevant content area, and for a number of the methods, they also need to both understand the relevant statistical concepts, and be able to think in a statistically valid manner.

Another related area of challenge is in minimising the influence of the common cognitive biases outlined in Section 2.
They are part of natural human thought processes that have proved adaptive in other contexts, particularly when making decisions under pressure. It is not realistic to expect that they can be eliminated. But a key goal of any expert elicitation method should be to reduce them as much as possible.

Recall Example 2 where the task is to elicit a prior distribution using related information \( x \) that could be heterogeneous both in type and relevance. Common methods discussed in Section 3 and 4 look at getting information solely from an expert, methods in Section 5 look at solely getting information from the data. However, methods that enable the analyst to elicit a prior distribution using all of the heterogeneous relevant information available, as well as including expert knowledge, do not yet exist.

Translating the uncertainty of an expert into a probability distribution may always remain a challenging problem. As discussed, there are many ways to do this. However, the most suitable method is usually task specific and should be thought of as such. There is no one superior way to quantify someone’s uncertainty. The process used for each elicitation task should be selected based on the problem at hand, the resources available, the experts available, and their ability to quantify their uncertainty, as well as, the availability of any past research/data or relevant information.

It is possible that an elicited prior distribution may not accurately capture the expert’s beliefs and can be considered to be only an approximation at best. Importantly, it may never be possible to ascertain how accurately a prior distribution reflects an expert’s beliefs. Inaccurate elicitation of prior distributions may lead to inaccurate posterior inference and therefore, to inaccurate data analysis. This problem is exacerbated when the prior dominates the likelihood because of insufficient data.

A possible solution to inaccurately elicited prior distributions is to implement a prior robustness analysis. This, typically involves defining a class of prior distributions which encompass the uncertainty around the original prior \( \theta \). Prior robustness analysis studies the sensitivity of the posterior distribution to the choice of prior distribution. Several prior robustness approaches have been developed, see [69] for a general introduction to prior robustness analysis and an overview of various approaches therein. A recent approach to implement prior robustness, which is also straightforward to implement, uses distortion functions \( \Phi \) to form a distorted band class of priors. One of the challenges in implementing a prior robustness analysis is in quantifying the uncertainty in the elicitation of the original prior. Methods to quantify such uncertainty have also been proposed. For the distorted band class of priors, \( \Phi \) suggest a simple interrogation approach that can determine the length of the distorted band class of priors to accurately quantify the expert’s uncertainty around the original prior distribution.

In this manuscript the focus is on how an informative prior can be elicited, that is, capturing expert’s beliefs to form a probability distribution. This should not be confused with obtaining forecasts or estimates from an expert, which although can contain aspects of what is discussed in this paper, is not forming a probability distribution from their beliefs. For approaches of this nature, we suggest the reader look into the “Good Judgement Project” and the research related to it [72, 73, 74].

### 7.2 Future Research

Persistent challenges open the way for research into new methods. Suggestions for potential research avenues are as follows.

There is a need to find the most appropriate method for a given task. Therefore, the field of prior elicitation could benefit from having more research into comparisons of different methods. Although some research on comparing different methods is available, it often focuses only on one type of elicitation technique, see for example [25, 32] or [5]. More research into comparisons of a range of approaches will not only help practitioners gauge which method is more appropriate for their task, but it will allow for continual discussion on the topic of elicitation.

Research could also consider situations similar to the specific case of Example 2 where data for the likelihood is unlikely to occur and when it does occur, it leads to system change. This implies that the initial prior needs to be reliable and, may need to be updated as the system changes. Redoing the same initial elicitation process could be a solution, but this process will be time consuming and not always a viable option, so, other methods should be explored. Additionally, how to incorporate all the heterogeneous information available for the elicitation, would be an interesting topic for exploration.

New prior elicitation techniques that focus on addressing some of the key challenges should also be researched further. One such technique could be on producing priors from modelling the expert decision making process. There do exist methods that model a simple decision making task, such as the graphical elicitation method discussed in Section 4 and also methods briefly considered in Section 3.2 (e.g. the ranking method). However, these methods rely on hypothetical decision making; that is, making decisions on circumstances that are not real. Research could instead focus on eliciting priors from real life decision making.

Using real situations could lead to a more realistic prior than a hypothetical decision making task, because decisions
made in real life carry far greater consequences than those in hypothetical situations, leading experts to make more effort to be accurate in the information they provide. It is worth noting that this decision making task may not be performed under the scope of prior elicitation; there may be past decisions that have been made that can be used to elicit priors from the decision makers. Using past decisions could help in creating a calibration technique, like those discussed in Section 2 as the data may include the real life outcome after the expert’s decision. This could allow for the analyst to compare the decision against the actual outcome and adjust for any biases that may arise in the decision making process, resulting in a fair prior. Another benefit of such a method is that the expert requires no statistical knowledge to elicit a prior, which can be a drawback of other methods.

The role of prior robustness in prior elicitation should also be explored further. Focus could be directed towards the expert’s uncertainty surrounding their prior and using different approaches to obtain this uncertainty to form bounds on the elicited prior distribution. One way could be to use a performance based criterion, like those discussed when combining multiple expert priors (Section 6), in which experts who are considered “more knowledgeable” in the field will have narrower bounds on their elicited prior.

References

[1] Amos Tversky and Daniel Kahneman. Judgment under uncertainty: Heuristics and biases. *Science*, 185(4157):1124–1131, 1974.

[2] Anthony O’Hagan. Expert knowledge elicitation: subjective but scientific. *The American Statistician*, 73(sup1):69–81, 2019.

[3] Cameron J Williams, Kevin J Wilson, and Nina Wilson. A comparison of prior elicitation aggregation using the classical method and shelf. *Journal of the Royal Statistical Society: Series A (Statistics in Society)*, 2021.

[4] Anca M Hanea, Victoria Hemming, and Gabriela F Nane. Uncertainty quantification with experts: present status and research needs. *Risk Analysis*, 2021.

[5] Lionel A Galway. Subjective probability distribution elicitation in cost risk analysis: A review. 2007.

[6] Anthony O’Hagan, Caitlin E Buck, Alireza Daneshkhah, J Richard Eiser, Paul H Garthwaite, David J Jenkinson, Jeremy E Oakley, and Tim Rakow. *Uncertain judgements: eliciting experts’ probabilities*. John Wiley & Sons, 2006.

[7] David Jenkinson. The elicitation of probabilities: A review of the statistical literature. Technical report, Citeseer, 2005.

[8] Angelika M Stefan, Nathan J Evans, and Eric-Jan Wagenmakers. Practical challenges and methodological flexibility in prior elicitation. *Psychological Methods*, 2020.

[9] R Hogarth. Judgement and choice wiley. *New York*, 1987.

[10] Paul H Garthwaite, Joseph B Kadane, and Anthony O’Hagan. Statistical methods for eliciting probability distributions. *Journal of the American Statistical Association*, 100(470):680–701, 2005.

[11] Jack B Soll and Joshua Klayman. Overconfidence in interval estimates. *Journal of Experimental Psychology: Learning, Memory, and Cognition*, 30(2):299, 2004.

[12] Joshua Klayman, Jack B Soll, Claudia Gonzalez-Vallejo, and Sema Barlas. Overconfidence: It depends on how, what, and whom you ask. *Organizational behavior and human decision processes*, 79(3):216–247, 1999.

[13] Allen Parducci. Range-frequency compromise in judgment. *Psychological Monographs: General and Applied*, 77(2):1, 1963.

[14] Christoph Werner, Tim Bedford, Roger M Cooke, Anca M Hanea, and Oswaldo Morales-Napoles. Expert judgement for dependence in probabilistic modelling: A systematic literature review and future research directions. *European Journal of Operational Research*, 258(3):801–819, 2017.

[15] Martine J Barons, Steven Mascaro, and Anca M Hanea. Balancing the elicitation burden and the richness of expert input when quantifying discrete bayesian networks. *Risk Analysis*, 2021.

[16] Mary A Meyer and Jane M Booker. *Eliciting and analyzing expert judgment: a practical guide*. SIAM, 2001.

[17] DV Lindley. The improvement of probability judgements. *Journal of the Royal Statistical Society: Series A (General)*, 145(1):117–126, 1982.

[18] Sarah Lichtenstein, Baruch Fischhoff, and Lawrence D Phillips. Calibration of probabilities: The state of the art. *Decision making and change in human affairs*, pages 275–324, 1977.
Methods for Eliciting Informative Prior Distributions: A Critical Review

[19] Tommi Perälä, Jarno Vanhatalo, Anna Chrysafi, et al. Calibrating expert assessments using hierarchical gaussian process models. *Bayesian analysis*, 15(4):1251–1280, 2020.

[20] J Edward Russo and Paul JH Schoemaker. Managing overconfidence. *Sloan management review*, 33(2):7–17, 1992.

[21] GR Chesley. Elicitation of subjective probabilities: A review. *The Accounting Review*, 50(2):325–337, 1975.

[22] Sindhu R Johnson, George A Tomlinson, Gillian A Hawker, John T Granton, and Brian M Feldman. Methods to elicit beliefs for bayesian priors: a systematic review. *Journal of clinical epidemiology*, 63(4):355–369, 2010.

[23] Robert L Winkler. The assessment of prior distributions in bayesian analysis. *Journal of the American Statistical association*, 62(319):776–800, 1967.

[24] Carl S Spetzler and CS Stael Von Holstein. *Probability encoding in decision analysis*. Stanford Res. Inst., 1972.

[25] Joseph Kadane and Lara J Wolfson. Experiences in elicitation: [read before the royal statistical society at a meeting on’elicitation *on wednesday, april 16th, 1997, the president, professor afm smith in the chair*]. *Journal of the Royal Statistical Society: Series D (The Statistician)*, 47(1):3–19, 1998.

[26] Jeremy E Oakley and Anthony O’Hagan. Shelf: the sheffield elicitation framework (version 2.0). *School of Mathematics and Statistics, University of Sheffield, UK (http://tonyohagan. co. uk/shelf)*, 2010.

[27] David E Morris, Jeremy E Oakley, and John A Crowe. A web-based tool for eliciting probability distributions from experts. *Environmental Modelling & Software*, 52:1–4, 2014.

[28] Joseph B Kadane, James M Dickey, Robert L Winkler, Wayne S Smith, and Stephen C Peters. Interactive elicitation of opinion for a normal linear model. *Journal of the American Statistical Association*, 75(372):845–854, 1980.

[29] Artur Akbarov et al. *Probability elicitation: Predictive approach*. PhD thesis, University of Salford, 2009.

[30] Marcelo Hartmann, Georgi Agiashvili, Paul Bürkner, and Arto Klami. Flexible prior elicitation via the prior predictive distribution. In *Conference on Uncertainty in Artificial Intelligence*, pages 1129–1138. PMLR, 2020.

[31] Robert L Winkler. The quantification of judgment: Some methodological suggestions. *Journal of the American Statistical Association*, 62(320):1105–1120, 1967.

[32] Ali E Abbas, David V Budescu, Hsiu-Ting Yu, and Ryan Haggerty. A comparison of two probability encoding methods: Fixed probability vs. fixed variable values. *Decision Analysis*, 5(4):190–202, 2008.

[33] Roseanna W Saaty. The analytic hierarchy process—what it is and how it is used. *Mathematical modelling*, 9(3-5):161–176, 1987.

[34] TL Saaty. The analytic hierarchy process mcgraw hill, new york. *Agricultural Economics Review*, 70, 1980.

[35] Enrico Cagno, Franco Caron, Mauro Mancini, and Fabrizio Ruggeri. Using ahp in determining the prior distributions on gas pipeline failures in a robust bayesian approach. *Reliability Engineering & System Safety*, 67(3):275–284, 2000.

[36] Robert T Eckenrode. Weighting multiple criteria. *Management science*, 12(3):180–192, 1965.

[37] Ward Edwards and F Hutton Barron. Smarts and smarter: Improved simple methods for multiattribute utility measurement. *Organizational behavior and human decision processes*, 60(3):306–325, 1994.

[38] Chen Wang and Vicki M Bier. Expert elicitation of adversary preferences using ordinal judgments. *Operations Research*, 61(2):372–385, 2013.

[39] Johannes G Jaspersen and Gilberto Montibeller. Probability elicitation under severe time pressure: A rank-based method. *Risk Analysis*, 35(7):1317–1335, 2015.

[40] Sheila M Gore. Biostatistics and the medical research council. *Medical Research Council News*, 35:19–20, 1987.

[41] Ivan R Diamond, Robert C Grant, Brian M Feldman, George A Tomlinson, Paul B Pencharz, Simon C Ling, Aideen M Moore, and Paul W Wales. Expert beliefs regarding novel lipid-based approaches to pediatric intestinal failure–associated liver disease. *Journal of Parenteral and Enteral Nutrition*, 38(6):702–710, 2014.

[42] Christopher J Casement and David J Kahle. Graphical prior elicitation in univariate models. *Communications in Statistics-Simulation and Computation*, 47(10):2906–2924, 2018.

[43] Geoffrey Jones and Wesley O Johnson. Prior elicitation: Interactive spreadsheet graphics with sliders can be fun, and informative. *The American Statistician*, 68(1):42–51, 2014.

[44] Owen Thomas, Henri Pesonen, and Jukka Corander. Probabilistic elicitation of expert knowledge through assessment of computer simulations. *arXiv preprint arXiv:2002.10902*, 2020.
[45] S James Press. Subjective and objective Bayesian statistics: Principles, models, and applications, volume 590. John Wiley & Sons, 2009.

[46] Joseph G Ibrahim, Ming-Hui Chen, et al. Power prior distributions for regression models. Statistical Science, 15(1):46–60, 2000.

[47] Joseph G Ibrahim, Ming-Hui Chen, Yeongjin Gwon, and Fang Chen. The power prior: theory and applications. Statistics in medicine, 34(28):3724–3749, 2015.

[48] Ming-Hui Chen, Amita K Manatunga, and Christopher J Williams. Heritability estimates from human twin data by incorporating historical prior information. Biometrics, pages 1348–1362, 1998.

[49] J Rick Turner. New drug development: an introduction to clinical trials. Springer Science & Business Media, 2010.

[50] Jonathan Rougier, Lisa J Hill, and Robert Stephen John Sparks. Risk and uncertainty assessment for natural hazards. Cambridge University Press, 2013.

[51] Robert L Winkler. The consensus of subjective probability distributions. Management science, 15(2):B–61, 1968.

[52] Robert T Clemen and Robert L Winkler. Combining probability distributions from experts in risk analysis. Risk analysis, 19(2):187–203, 1999.

[53] Olaf Helmer. Analysis of the future: The delphi method. Technical report, Rand Corp Santa Monica CA, 1967.

[54] Marlen Niederberger and Julia Spranger. Delphi technique in health sciences: A map. Frontiers in public health, 8:457, 2020.

[55] Robert S Baron. So right it’s wrong: Groupthink and the ubiquitous nature of polarized group decision making. Advances in experimental social psychology, 37(2):219–253, 2005.

[56] Peter A Morris. Decision analysis expert use. Management Science, 20(9):1233–1241, 1974.

[57] Dennis Lindley. Reconciliation of probability distributions. Operations Research, 31(5):866–880, 1983.

[58] Isabelle Albert, Sophie Donnet, Chantal Guihenneuc-Jouyaux, Samantha Low-Choy, Kerrie Mengersen, and Judith Rousseau. Combining expert opinions in prior elicitation. Bayesian Analysis, 7(3):503–532, 2012.

[59] Christian Genest and James V Zidek. Combining probability distributions: A critique and an annotated bibliography. Statistical Science, 1(1):114–135, 1986.

[60] Dennis V Lindley and Nozer D Singpurwalla. Reliability (and fault tree) analysis using expert opinions. Journal of the American Statistical Association, 81(393):87–90, 1986.

[61] Roger Cooke et al. Experts in uncertainty: opinion and subjective probability in science. Oxford University Press on Demand, 1991.

[62] Willy Aspinall. A route to more tractable expert advice. Nature, 463(7279):294–295, 2010.

[63] Zaki Syed, Oleg Shabarchin, and Yuri Lawryshyn. A novel tool for bayesian reliability analysis using ahp as a framework for prior elicitation. Journal of Loss Prevention in the Process Industries, 64:104024, 2020.

[64] Klaus Brockhoff. IV . E. The Performance of Forecasting Groups in Computer Dialogue and Face-to-face Discussion, volume 68. Addison Wesley Publishing Company, 1975.

[65] Christine L Exley and Judd B Kessler. The gender gap in self-promotion. Technical report, National Bureau of Economic Research, 2019.

[66] William R Ferrell. Discrete subjective probabilities and decision analysis: Elicitation, calibration and combination. 1994.

[67] AM Hanea, MF McBride, MA Burgman, and BC Wintle. Classical meets modern in the idea protocol for structured expert judgement. Journal of Risk Research, 21(4):417–433, 2018.

[68] Sanjib Basu. Variations of posterior expectations for symmetric unimodal priors in a distribution band. Sankhya: The Indian Journal of Statistics, Series A, pages 320–334, 1994.

[69] D. Ríos Insua and F. Ruggeri. Robust Bayesian Analysis. Springer, New York, 2000.

[70] J Pablo Arias-Nicolás, Fabrizio Ruggeri, and Alfonso Suárez-Llorens. New classes of priors based on stochastic orders and distortion functions. Bayesian Analysis, 11(4):1107–1136, 2016.

[71] Chaitanya Joshi, Fabrizio Ruggeri, and Simon P Wilson. Prior robustness for bayesian implementation of the fault tree analysis. IEEE Transactions on Reliability, 67(1):170–183, 2017.

[72] Philip E Tetlock and Dan Gardner. Superforecasting: The art and science of prediction. Random House, 2016.
[73] Lyle Ungar, Barbara Mellers, Ville Satopää, Philip Tetlock, and Jon Baron. The good judgment project: A large scale test of different methods of combining expert predictions. In 2012 AAAI Fall Symposium Series, 2012.

[74] Barbara Mellers, Lyle Ungar, Jonathan Baron, Jaime Ramos, Burcu Gürçay, Katrina Fincher, Sydney E Scott, Don Moore, Pavel Atanasov, Samuel A Swift, et al. Psychological strategies for winning a geopolitical forecasting tournament. Psychological science, 25(5):1106–1115, 2014.