Redshift-space distortions from vector perturbations II: Anisotropic signal
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We study the impact on the galaxy correlation function of the presence of a vector component in the tracers’ peculiar velocities, in the case in which statistical isotropy is violated. We present a general framework – based on the bipolar spherical harmonics expansion – to study this effect in a model independent way, without any hypothesis on the origin or the properties of these vector modes. We construct six new observables, that can be directly measured in galaxy catalogs in addition to the standard monopole, quadrupole and hexadecapole, and we show that they completely describe any deviations from isotropy. We then perform a Fisher analysis in order to quantify the constraining power of future galaxy surveys. As an example, we show that the SKA2 would be able to detect anisotropic rotational velocities with amplitudes as low as 1% of that of the vorticity generated during shell-crossing in standard dark matter scenarios.
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I. INTRODUCTION

Mechanisms such as topological defects [1–3], magnetic fields [4], inflation with vector fields [5, 6], or vector-field-based models of modified gravity [7–10], but also the shell-crossing present in concordance cosmology, can generate vector perturbations throughout the history of the Universe and on a wide range of scales. It is important to properly characterize the signature of these vector degrees of freedom on the observables of large scale galaxy surveys. The reason for this is twofold. On the one hand, the presence of such vector perturbations – if not properly taken into account – will ‘pollute’ (i.e. bias) the measurement of the scalar degrees of freedom and act as a source of systematic error. On the other hand vector degrees of freedom can leave their imprint on observables which, in turn, can be used to constrain their properties and to study the mechanism that generated them.

Various approaches exist in the literature with the aim of constraining vector-type deviations of the metric and they have mostly focused on the Cosmic Microwave Background (CMB). They can be grouped into three categories: (i) introducing dynamical vector degrees of freedom in the early universe while maintaining isotropy and homogeneity at the background level. Then, one can either maintain statistical isotropy and homogeneity of the perturbations or allow for statistically anisotropic perturbations [11, 12]. Alternatively (ii), one can deform the isotropy of the cosmological background and therefore constrain its anisotropy, while keeping the matter content standard, making sure that this anisotropy decays with time [13]. Finally (iii), one can introduce an anisotropy directly in the primordial power spectrum (through some interactions in the early universe, e.g. [14, 15]). One then tries to look for ‘anomalies’ in the CMB, such as in, for example, [16]. Signatures of this primordial signal in galaxy surveys have been analyzed in [17–20].

Additionally, late time non-linear evolution, as simulated in N-body codes, is found to generate vector perturbations of both the metric [21, 22] and the fluid vorticity [23, 24]. It is interesting to develop statistical tools to measure these vector modes, which are present also in standard ΛCDM cosmology, and to distinguish them, e.g. from an intrinsic, global anisotropy.

In [25] some of us considered the impact of statistically isotropic vector modes in the peculiar velocity field of galaxies and in particular on the redshift-space distortion (RSD) observed in galaxy surveys. We have found that vector contributions to RSD enter in the monopole, quadrupole and hexadecapole of the galaxy correlation function. While the impact of vector perturbations from topological defects is very small, those from non-linear clustering affect especially the hexadecapole
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quite strongly, contributing up to 20% of the total signal on scales smaller than $5h^{-1}$Mpc. This additional contribution should in principle be detectable with next generation surveys, such as Euclid or the SKA.

In this paper we consider a vector component of the peculiar velocities, which violates statistical isotropy, and study its impact on the galaxy correlation function. This is a natural generalization of the study in [25]. We present a general framework suitable specifically to study this effect, with no assumptions on the origin or properties of these vector modes. We show that the anisotropic signal can be completely characterised by six new observables, that can be directly extracted from galaxy catalogs. General results regarding the Fisher analysis of these types of models are also discussed. We investigate the detectability of these contributions, for a specific example, with planned or futuristic galaxy surveys.

This paper can be considered as a contribution to testing the cosmological principle. In particular we want to develop tests of statistical isotropy using large-scale structure (LSS) observations. While it is clear that our Universe is not strongly anisotropic, a small anisotropy is still compatible with, if not favoured by the analysis of CMB anisotropies and polarisation [16]. This might be due to e.g. a small global magnetic field or some slight anisotropy which remained after inflation. In this work we do not make assumptions on the model responsible for the global anisotropy in the vector sector but we want to investigate its observational consequences. We study the situation where scalar perturbations are still statistically isotropic but vector perturbations are not. It will be interesting not only to study whether LSS also favours a slight anisotropy of the Universe but whether the characteristics of any such anisotropy are in agreement with the one of the CMB. Furthermore, LSS observations allow for a tomographic approach, i.e. we can observe many different redshifts, making it easier to overcome limitations from cosmic variance.

The paper is structured as follows: In section II we detail the general anisotropic structure of vector perturbations. In III we study the effects of a vector component in the velocity field on the two-point function and present a suitable decomposition to describe it. Finally, in section IV, we forecast the constraints on the anisotropic parameters for upcoming clustering surveys.

II. VECTOR CONTRIBUTION TO GALAXY VELOCITIES

In this work we assume that our Universe shows signs of a violation of statistical isotropy, manifesting itself by the presence of vector modes in the peculiar velocity of tracers. We investigate how galaxy catalogs can be used, independently from other probes, to constrain the amplitude of these anisotropies. We therefore model our Universe as a perturbed Friedman-Lemaître universe, with a metric given by

$$ds^2 = a^2\left[-(1+2\Psi)dt^2 - \Sigma_idrdx^i + (1-2\Phi)dx_1dx_2\right].$$  \hspace{1cm} (1)

Here $\Phi$ and $\Psi$ are the standard Newtonian-gauge scalar potentials, and $\Sigma_i$ is a pure vector fluctuation, $\partial_i\Sigma^i = 0$, related to frame dragging$^1$. We define $\mathcal{H} = \dot{a}/a = aH$ to be the conformal Hubble parameter.

The general velocity field for galaxies located at position $r$ at conformal time $\tau$, $v^i(r, \tau)$, can be decomposed into a scalar (potential) part, $v$, and a pure vector part, $\Omega^i$, with $\partial_i\Omega^i = 0$,

$$v_i \equiv \partial_i v + \Omega_i. \hspace{1cm} (2)$$

The gauge-invariant relativistic vorticity [26] can be obtained by lowering the index of $\Omega$ with the perturbed metric. The relativistic vorticity is often denoted $\Omega_i$ (e.g. in [26, 27]) and it is an additional rotational velocity over and above the frame-dragging effect. In this paper we denote it by $\tilde{\Omega}_i \equiv \epsilon_{ij}\Omega^j/a = a\delta_{ij}(\Omega^i - \Sigma^i)$ for clarity$^2$. We mainly concentrate on $\Omega^i$ as it is the velocity with an upper index that is relevant for us and we use the notation $\Omega_i = \delta_{ij}\Omega^j \equiv \Omega^i$.

We assume that galaxies move on time-like geodesics of the metric, i.e. they obey the Euler equation. Then, to first order in perturbation theory we can write, for perfect fluids,

$$\dot{\Omega}_i - \dot{\Sigma}_i + \mathcal{H}(\Omega_i - \Sigma_i) = 0, \hspace{1cm} (3)$$

which is equivalent to $\partial_\tau \tilde{\Omega}_i = 0$. Hence vorticity is conserved. This is not only true within linear perturbation theory but also in full General Relativity as long as matter can be described as a perfect fluid [27]. The $\Omega_i$ component of the energy momentum tensor of a perfect fluid is given by

$$T^{ij}_0 = \epsilon_{ijk}[(\rho + P)v^j]_k = T^{ij}_0 - T^{ij}_0(S). \hspace{1cm} (4)$$

Taking the curl of this equation the scalar part vanishes and we obtain

$$\epsilon_{ijk}(T^{ij}_0)_{,k} = \epsilon_{ijk}[(\rho + P)v^j]_{,k} = (v \wedge (\rho + P))_i + (\rho + P)(\nabla \wedge v)_i. \hspace{1cm} (5)$$

Only the vector velocity $\Omega^i$ contributes to the second term, while the first term is non-vanishing when the gradient of the density fluctuations in not parallel to the

---

$^1$ We have fixed the gauge such that the $\Omega_i$ component of the metric has no scalar contribution and the vector part of the $ij$ component vanishes. We also neglect gravitational waves (tensor perturbations).

$^2$ The difference between $\Omega_i$ and $\tilde{\Omega}_i$ is only relevant on large scales.
velocity. This also happens in perfect fluids at second order in perturbation theory, see e.g. [22]. At second order therefore, despite vorticity conservation, vector perturbations of the metric are generated, which induce effects like frame dragging. It has been shown recently [24] that the vector potential found in relativistic numerical simulations is actually mainly due to the first term of (5) and not to vorticity which is also induced in N-body simulations.

The perfect fluid description is just an approximation when we want to describe the motion of dark matter (or galaxies). In the real Universe, dark matter particles are free-streaming, i.e. they move on geodesics. As soon as shell crossing occurs, velocity dispersion can no longer be neglected and vorticity is generated for the fluid of the averaged dark matter particles (or galaxies). In [28], the vorticity generation from large-scale structure was modelled by including velocity dispersion using a perturbative approach.

Clearly, even if in the standard ΛCDM model vector perturbations are generated by non-linearities, they are statistically isotropic. In this work we assume that the perturbations are generated by non-linearities, they are averaged dark matter particles (or galaxies). In [28], the perturbations this paper.

The tensors $W_{ij}$ and $\alpha_{ij}$ are, respectively, symmetric and anti-symmetric tensors, that encode the dependence on direction. Since $\Omega_i$ is a pure vector field, $W_{ij}$ and $\alpha_{ij}$ must satisfy $k^i W_{ij} = k^j W_{ij} = k^i \alpha_{ij} = k^j \alpha_{ij} = 0$. The $P_A$-term is parity odd while the $P_T$-term is parity even. If no parity violating processes occur in the Universe we may set $P_A = 0$. The tensorial form for $\alpha_{ij}$ is completely fixed by anti-symmetry and transversality,

$$\alpha_{ij} = \alpha \varepsilon_{ijmn} \hat{k}^m .$$

The most general form for $W_{ij}$ is then

$$W_{ij} = \frac{\omega}{2} \left( \delta_{ij} - \hat{k}_i \hat{k}_j \right) + \omega^A_{ij} ,$$

where we have decomposed the tensor into its trace $\omega$ and trace-free part

$$\omega^A_{ij} = \omega_{ij} - \omega \delta_{ij} \hat{k}_i \hat{k}_j - \omega_{ij} \hat{k}_i \hat{k}_j + \omega_{lm} \hat{k}^l \hat{k}^m \hat{k}_i \hat{k}_j ,$$

with $\omega^I_0 = 0$. As usual $\hat{k}$ denotes the unit vector in the direction of the vector $k$. The first term of (9) respects statistical homogeneity and isotropy, whereas the second one is non-zero only when isotropy is violated. In what follows, we absorb the trace $\omega$ into the normalisation of the power spectrum $P_\Omega$ in Eq. (7). Note that in general the isotropic and anisotropic contribution do not need to have the same amplitude $P_\Omega(k)$: in this sense one can use $\omega(k)$ to parametrise the difference between $P_\Omega^{(iso)}$ and $P_\Omega^{(ani)}$. Interestingly, the only possible parity odd term given in (8) is statistically isotropic.

The symmetric tensor $\omega_{ij}$ can be diagonalised or, equivalently, decomposed into a sum of the tensor products of its orthonormal eigenvectors $\tilde{\omega}^I_{ij}$,

$$\omega_{ij} = \sum_{I=1}^{3} \lambda_I \tilde{\omega}_{ij}^I ,$$

where the eigenvalues satisfy $\sum_I \lambda_I = 0$.

2. The cross-correlation with dark matter can be non-zero only if statistical isotropy is violated. Assuming that the vector field is fluctuating in some fixed direction $\hat{\omega}$, the cross-correlation takes the form

$$\langle \delta_m(k) \Omega_i(k') \rangle = (2\pi)^3 W_i P_\Omega(k) \delta^{(3)}(k + k') ,$$

where $W_i$ is transverse since $\Omega_i$ is a pure vector field i.e. divergence free. A non-vanishing $\langle \delta_m \Omega_i \rangle$ always defines a preferred spatial direction $\hat{\omega}$ and therefore violates statistical isotropy.
Galaxy number counts are observed in redshift-space, rather than in real-space. The leading correction arising from the fact that we observe on the light-cone is the Kaiser term, or redshift-space distortion [29], which is included in the number counts $\Delta$ as

$$\Delta(r) = \delta_g(r) - \frac{1}{H} n^4 \partial_i(n^i v_j(r)).$$

(13)

Here $\delta_g$ is the tracer’s density perturbation, related to the dark matter density perturbation via the bias expansion $\delta_g \simeq b \cdot \delta_m + ...$, and $v_i$ is the peculiar velocity field. We have also defined the line-of-sight direction $n$ as

$$n \equiv \frac{r}{r},$$

(14)

i.e. the unit vector in the direction of the galaxy lying at $r$, with the observer located at $r=0$. Splitting the velocity into the scalar and vector parts, as in Eq. (2), we have

$$\Delta(r) = \delta_g(r) - \frac{1}{H} n^i n^j (\delta_i \partial_j v(r) + \partial_i \Omega_j(r)).$$

(15)

The effects of vector perturbations in the general relativistic number counts were derived in [30] and studied in detail in [31], where it was found that – akin to scalar perturbations – redshift-space distortion is the dominant effect. Since in the relativistic angular power spectra, $C_{\ell}(z_1, z_2)$, the RSD cannot easily be extracted, we study here the impact of the vector modes on the two-point correlation function of galaxies. In this study we neglect both the sub-dominant vector relativistic corrections from [31] and the scalar relativistic corrections derived in [32–36].

The two-point correlation function is defined as

$$\xi(r_1, r_2, z_1, z_2) = \langle \Delta(r_1, z_1) \Delta(r_2, z_2) \rangle.$$ 

(16)

Without redshift-space distortion, and neglecting sub-dominant evolution effects, the correlation function depends only on the galaxies’ separation

$$x \equiv |r_1 - r_2|,$$

(17)

and on the mean distance of the pair from the observer $\bar{r} = \frac{1}{2}(r_1 + r_2)$ or, equivalently, its mean redshift $\bar{z} = \frac{1}{2}(z_1 + z_2)$. Redshift-space distortion introduces an additional dependence on the orientation of the pair with respect to the line-of-sight $n$ (we work in the small angle or flat-sky limit where we neglect the difference between the line-of-sight to $r_1$ and $r_2$). It is customary to expand $\xi$ in a basis of Legendre polynomials so that, in the flat-sky approximation, $n_1 = n_2 = n$ we can write

$$\xi(\bar{z}, x, n) = \sum_{\ell} P_\ell(x) \xi(\bar{z}, x) \cdot n,$$

(18)

where $P_\ell$ is the Legendre polynomial of degree $\ell$ and $\mu = n \cdot \hat{x}$, with $\hat{x}$ being the direction of the vector connecting the two galaxies.

Let us now review the standard flat-sky expression for the correlation function in the presence of scalar perturbations (see e.g. [37] for details). We will use this result both for comparison with the vector case and to compute our covariance matrix in section IV. Including the Kaiser term we write

$$C_{\ell}(\bar{z}, x, \mu) = c_0(\bar{z})C_0(\bar{z}, x) + c_2(\bar{z})C_2(\bar{z}, x)P_2(\mu) + c_4(\bar{z})C_4(\bar{z}, x)P_4(\mu).$$

(19)

We can identify the multipole coefficients in Eq. (18) as

$$\xi_\ell(\bar{z}, \bar{x}) = \ell^2 c_\ell(\bar{z})C_\ell(\bar{z}, \bar{x}).$$

(20)

We have also defined

$$C_\ell(\bar{z}, \bar{x}) = \int \frac{dk}{2\pi^2} k^2 P(\bar{z}, k) j_\ell(kx),$$

(21)

together with the coefficients:

$$c_0 = b^2 + \frac{2}{3}b^2f + \frac{f^2}{5},$$

(22)

$$c_2 = \frac{4}{3}bf + \frac{4}{5}f^2,$$

(23)

$$c_4 = \frac{8}{35}f^2.$$ 

(24)

Here $j_n$ is the $n$-order spherical Bessel function, $f$ is the growth rate, $f \equiv d \ln D_1/d \ln a$ (with $D_1$ being the linear growth function), and $P(\bar{z}, k)$ is the matter power spectrum at redshift $\bar{z}$. We have made the standard assumption that the galaxy bias $b$ is deterministic and, like the growth rate $f$ in $\Lambda$CDM, it is scale independent.

We now turn to the study of the vector component. We split the vector contribution to the correlation function into a statistically isotropic and anisotropic part

$$\xi_{(v)} = \xi_{(\text{iso})} + \xi_{(\text{ani})},$$

(25)

where we have emphasized that the source of violation of statical isotropy comes from the vector sector. First, we summarise the structure of the isotropic contributions to the correlation function coming from vector perturbations and we then propose a general framework to compute the anisotropic part.

The new vector contribution to the correlation function in Eq. (25) comprises three terms:

1. Cross-correlation with the density
2. Cross-correlation with the scalar velocity
3. Auto-correlation.

The first two vanish in flat sky since they are odd under $n \rightarrow -n$ and $\xi$ is evidently even, see [25]. Hence combining Eqs. (15) and (16) we write

$$\xi_{(v)}(x) = \frac{1}{H(z_1)H(z_2)} \int \frac{dk}{(2\pi)^3} k^2 (n_1 \cdot \hat{k})(n_2 \cdot \hat{k})$$

$$\times n_1^i W_{ij}(\hat{k}) n_2^j P_{\ell}(k)e^{ikx}. $$

(26)
This object has a complicated tensor structure, which characterises the anisotropy of the vector field. However, when isotropy is assumed we simply write $W_{ij} = \delta_{ij} - \hat{k}_i \hat{k}_j$, so that, see [25],

$$\xi^{\text{iso}}_{(v)} = \frac{1}{\mathcal{H}^2} \int \frac{d^3 k}{(2\pi)^3} k^2 (n \cdot \hat{k})^2 (1 + (n \cdot \hat{k})^2) \times P_2(k) e^{i k \cdot x}.$$  

Rewriting the $n \cdot \hat{k}$ contributions in terms of Legendre polynomials and integrating over the direction of $\hat{k}$, we obtain for the isotropic contribution [25]

$$\xi^{\text{iso}}_{(v)}(\hat{x}, x, \mu) = \frac{2}{15} P_0(\mu) C_0^2(x) - \frac{2}{21} P_2(\mu) C_2^2(x) - \frac{8}{35} P_4(\mu) C_4^2(x),$$

with

$$C_n^2(x) = \frac{1}{2\pi^2 \mathcal{H}^2} \int \! dk \, k^4 P_0(k) j_n(kx).$$

Notice here the extra $k^2$ factor multiplying $P_0$, which is absorbed in the scalar case when the velocity power spectrum is re-expressed in terms of the density power spectrum.

Statistically isotropic vector perturbations modify the shape of the multipoles coefficients in the Legendre expansion of $\xi$. One can estimate this effect and study its detectability. This was the strategy followed in [25]. In the anisotropic case however, the standard multipole expansion fails to capture the additional angular dependence encoded in $W_{ij}$. In the next section we therefore consider the decomposition of this dependence into bipolar spherical harmonics (BipoSH) [38].

A. Statistically anisotropic contribution

When statistical isotropy is violated, the correlation function is no longer only a function of $\mu = n \cdot \hat{x}$. Therefore, the standard expansion in Legendre polynomials does not properly describe the angular dependence of $\xi$. The correlation function can however be expanded in terms of the orthonormal set of bipolar spherical harmonics (BipoSH). Since this approach captures an arbitrary angular dependence of the observable under consideration, it has been used in cosmology to analyse CMB [39–44] and LSS [15, 19, 20, 45–50] data.

In the small angle approximation the correlation function depends on two directions $\xi(n, x)$, we hence expand

$$\xi(x, n, \bar{z}) = \sum_{\ell \ell' M M'} \xi^{JM}_{\ell \ell'}(x, \bar{z}) X^{JM}_{\ell \ell'}(\hat{x}, n),$$

with

$$X^{JM}_{\ell \ell'}(\hat{x}, n) = \{Y_\ell(\hat{x}) \otimes Y_{\ell'}(n)\}_{JM} = \sum_{m m'} C_{JM}^{J_{\ell m'} m, J_{\ell' m'} m'} Y_{\ell m'}(\hat{x}) Y_{\ell' m'}(n),$$

where $C_{JM}^{J_{\ell m'} m, J_{\ell' m'} m'}$ are the Clebsch Gordan coefficients which are related to the Wigner 3j symbols by, see [51],

$$C_{JM}^{J_{\ell m'} m, J_{\ell' m'} m'} = (-1)^{\ell - \ell' + M} \sqrt{2J + 1 \over 4 \ell J} \begin{pmatrix} \ell & \ell' & J \\ m & m' & -M \end{pmatrix}.$$

In other words, $X^{JM}_{\ell \ell'}(\hat{x}, n)$ isolates the total angular momentum $J$ and helicity $M$ contribution. The useful property of the BipoSH $X^{JM}_{\ell \ell'}$ is that they filter the isotropic signal into the $J = 0$ mode and any non-zero coefficient with $J > 0$ indicates anisotropy. In fact, if there is no anisotropic signal in the power spectrum, i.e. if $\xi$ depends on $n$ only via $\mu = \hat{x} \cdot n$, we can compute the coefficients via

$$\xi^{JM}_{\ell \ell'} = \int d\Omega n \int d\Omega x \xi(x, n, \bar{z}) X^{JM}_{\ell \ell'}(x, \bar{z}).$$

and we simply obtain

$$\xi^{JM}_{\ell \ell'}(\hat{x}, \bar{z}) = \frac{4\pi}{\sqrt{2\ell + 1}} \xi^{\text{iso}}(\hat{x}, \bar{z}) \delta_{\ell \ell'} \delta_{M, 0} \delta_{\ell, \ell'} \delta_{\ell, \ell'},$$

recovering the expansion of Eq. (18). In particular, we see that no off-diagonal component is generated (we have $\ell = \ell'$) and that all the isotropic signal is contained in the $J = 0$ coefficient. On the other hand if anisotropy is included we will generate $J \geq 1$ and $\ell \neq \ell'$ modes. Therefore, to search for anisotropy we only look at the $J \geq 1$ modes, and we set $\xi = \xi^{\text{an}}_{(v)}$ in the expansion of Eq. (30).

We focus on the computation of the statistically anisotropic contribution to the galaxy correlation function (16). To this end, it is useful to compute the anisotropic contribution to the power spectrum of (13) and then Fourier transform it. Explicitly, the Fourier transformation of galaxy number counts in the Kaiser approximation, Eq. (13), is given by

$$(\bar{\Delta}(k, n, \bar{z}) \bar{\Delta}(k', n, \bar{z})) = (2\pi)^3 P(k, n, \bar{z}) \delta(k + \bar{k}),$$

where the power spectrum is given by (omitting the dependence on $n, \bar{z}$)

$$P(k) = P^{\text{iso}}_{(v)} + P^{\text{iso}}_{(v)} + P^{\text{ani}}_{(v)}$$

$$= (b + f(n \cdot \bar{k})^2)^2 P_{\delta \delta}(k) - \frac{k^2}{\mathcal{H}^2} (\omega(n \cdot \bar{k})^2 (1 - n \cdot \bar{k}^2)^2 P_{\Omega \Omega}(k)$$

$$- \frac{k^2}{\mathcal{H}^2} (n \cdot \bar{k})^2 \bar{n} \cdot \bar{n} \omega_{ij}^{\text{J}} P_{\Omega j}(k),$$

where all the isotropic contribution is in the first two lines and the anisotropic one, $P^{\text{ani}}_{(v)}$, is in the last line. The tensor $\omega_{ij}^{\text{J}}$ is defined in Eq. (10). The isotropic contribution depends on directions only through the angle between the mode $k$ and the line-of-sight, i.e. it can be expanded in a basis of Legendre polynomials as

$$P^{\text{iso}}_{(v)}(k, n, \bar{z}) = \sum_{\ell} P_{\ell}(k, \bar{z}) P_{\ell}(n \cdot \bar{k}).$$
We observe that this is not a specific property of redshift-space distortions but simply a consequence of statistical isotropy. Hence Eq. (37) holds for all the relativistic contributions to the galaxy number counts.

When statistical isotropy is violated, we expand the power spectrum in terms of the orthonormal set of bipolar spherical harmonics, as

\[ P_{\text{ani}}(k, n, z) = \sum_{\ell \ell' J M} \pi_{\ell \ell'}^{JM}(\hat{k}, \hat{n}) X_{\ell \ell'}^{JM}(\hat{k}, \hat{n}), \quad (38) \]

where

\[ X_{\ell \ell'}^{JM}(\hat{k}, n) = \sum_{m m'} C_{\ell m \ell' m'} Y_{\ell m}(\hat{k}) Y_{\ell' m'}(n). \quad (39) \]

In the case where there is not anisotropic signal in the power spectrum, the coefficients \( \pi_{\ell \ell'}^{JM} \) simply reduce to

\[ \pi_{\ell \ell'}^{JM} = \frac{4\pi}{\sqrt{2\ell + 1}} p_{\ell}(k) \delta_{J,0} \delta_{M,0} \delta_{\ell,\ell'}, \quad (40) \]

and we recover the expansion of Eq. (37).

For convenience, we can split the anisotropic contribution to the power spectrum (36) in three contributions

\[ P^{\text{ani}}_{(v)}(k) = -\frac{k^2}{H^2} (n \cdot \hat{k})^2 \hat{n}^i \hat{n}^j \omega^A_{ij} P_3(k) \]

where we have separated the three cases:

(a) \( \omega^A_{ij} = \omega_{ij} \),

(b) \( \omega^A_{ij} = -\omega_{il} \hat{k}^l \hat{k}_j - \omega_{ij} \hat{k}^l \hat{k}_l \),

(c) \( \omega^A_{ij} = \omega_{im} \hat{k}^l \hat{k}^m \hat{k}_i \hat{k}_j \),

so that

\[ P^{\text{ani}}_{(v)}(k, n, z) = \sum_{\ell \ell' J M} \left( \pi_{\ell \ell'}^{JM(a)} + \pi_{\ell \ell'}^{JM(b)} + \pi_{\ell \ell'}^{JM(c)} \right) X_{\ell \ell'}^{JM}(\hat{k}, \hat{n}). \quad (42) \]

Note that this splitting has no direct physical interpretation: each contribution has a scalar component which however disappears in the sum of Eq. (42). These contributions can be written in terms of the eigenvectors and eigenvalues \( \hat{\omega}^J \) and \( \lambda_j \). After a long but straightforward computation we find

\[
\begin{align*}
\pi_{\ell \ell'}^{JM(a)} &= -\frac{16\pi^{3/2}}{45} k^2 P_3(k) \sum_l \lambda_l Y_{2M}^*(\hat{\omega}_l) \left[ \delta_{\ell,0} \delta_{\ell',2} + 2\sqrt{2(2\ell + 1)} (\frac{2}{5} \frac{2\ell + 1}{2} \frac{2\ell'}{5} \delta_{\ell,2} \right] \delta_{J,2},
\pi_{\ell \ell'}^{JM(b)} &= -\frac{16\pi^{3/2}}{5} k^2 P_3(k) \sqrt{2(2\ell + 1)(2\ell' + 1)} \sqrt{2 \frac{2}{15} \sum_l \lambda_l Y_{2M}^*(\hat{\omega}_l)
\times \left[ 2 \begin{pmatrix} 3 & 3 & \ell \ 0 & 0 & 0 \end{pmatrix} \begin{pmatrix} 3 & 3 & \ell' \ 0 & 0 & 0 \end{pmatrix} \begin{pmatrix} 1 & 2 & 1 \ 0 & 0 & 0 \end{pmatrix} + 3 \begin{pmatrix} 1 & 1 & \ell \ 0 & 0 & 0 \end{pmatrix} \begin{pmatrix} 1 & 1 & \ell' \ 0 & 0 & 0 \end{pmatrix} \begin{pmatrix} 1 & 2 & 1 \ 0 & 0 & 0 \end{pmatrix} \right] \delta_{J,2} \right],
\pi_{\ell \ell'}^{JM(c)} &= -\frac{16\pi^{3/2}}{15} k^2 P_3(k) \sum_l \lambda_l Y_{2M}^*(\hat{\omega}_l) \left[ \frac{1}{5} \delta_{\ell,2} \delta_{\ell',0} + \frac{8}{105} \sqrt{2(2\ell + 1)} (\frac{2}{5} \frac{2\ell + 1}{2} \frac{2\ell'}{5} \delta_{\ell',4} \right] \delta_{J,2},
\end{align*}
\]

where curly brackets \{\} denote the Wigner 6j-symbols, see e.g. [52]. We first note that vector anisotropies can only generate \( J = 2 \) modes. This is not surprising as they are the product of two \( j = 1 \) states which can give either \( J = 0 \) which is isotropic or \( J = 2 \). The triangular relation imposed by the 3j and 6j symbols determines the limits of the sum in the expansion in Eq. (42). It is easy to see that both \( \ell \) and \( \ell' \) have to be even and, more precisely, in \{0, 2, 4, 6\}. We can now reconstruct the correlation function (16) from the power spectrum. This is similar to the isotropic case in which the Fourier- and real-space coefficients in the Legendre expansion are related by

\[ \xi_\ell(x) = i \int k^2 dk j_\ell(kx) p_\ell(k). \quad (46) \]

Explicitly, the coefficients of the BipoSH expansion of the correlation function, Eq. (30), are related to the ones of...
the power spectrum, Eq. (38) by

\[
\xi^{JM}_{\ell\ell'}(x) = i^\ell \int \frac{k^2 dk}{2\pi^2} f(k) x \pi^{JM}_{\ell\ell'}(k). \tag{47}
\]

where \(\xi^{JM}_{\ell\ell'} = C^{JM}_{\ell\ell'}(z,x)\). Equation (48) is one of the main results of this paper. It shows in complete generality that any anisotropic signal induced by redshift-space distortion in the galaxy correlation function is encoded in the functions \(C^{JM}_{\ell\ell'}\) (which depend in principle on redshift and on galaxy separation). The six non-zero coefficients \(\xi^{JM}_{\ell\ell'}\) are therefore the equivalent of the monopole, quadrupole and hexadecapole that are measured in standard redshift surveys, when anisotropies are assumed to be absent. As we will show below, these six coefficients can be directly extracted from catalogs of galaxies, by averaging over pairs of galaxies with an appropriate weighting. A detection of a non-zero \(\xi^{JM}_{\ell\ell'}\) would represent a smoking gun for the presence of anisotropies in the galaxies peculiar velocities. Note that the dependence of the \(\xi^{JM}_{\ell\ell'}\) on the model responsible for the anisotropies is encoded in the \(C^{JM}_{\ell\ell'}(z,x)\) and in the eigenvectors \(\hat{\omega}_I\) and eigenvalues \(\lambda_I\). In the following, we construct estimators for the six non-zero coefficients \(\xi\) and we forecast the detectability of these coefficients with future surveys.

IV. FORECAST FOR LSS SURVEYS

We now forecast the constraints on the anisotropy parameters – which we define later – as expected from future redshift surveys. In the next section we define our estimators for the BipoSH coefficients and compute their covariance matrix.

A. Estimator & covariance

To estimate the expansion coefficients the obvious choice is to weight the correlation function by \(X^{JM}_{\ell\ell'}\), in the same way that we weight the two-point function by the Legendre polynomials \(P_l\) to estimate the multipoles.

With this we can rewrite the real-space version of Eqs. (43)-(45) in terms of the \(C^{JM}_{\ell\ell'}\), which we defer to an appendix: Eqs. (C1)-(C3). The sum of the three contributions can be cast in matrix form as (remember all terms with \(J \neq 2\) vanish)

\[
\left(\xi^{2M}_{\ell\ell'} = \frac{16\pi^{3/2}}{5} \sum_l \lambda_I Y^{2M}_{\ell\ell'}(\hat{\omega}_I) \right)
\]

In a binned survey the estimator is

\[
\hat{\xi}^{2M}_{\ell\ell'}(x) = a_N \sum_{i,j} \Delta_i \Delta_j X^{2M}_{\ell\ell'}(\hat{x}_{ij}, \hat{n}_{ij}) \delta_K(x_{ij} - x), \tag{49}
\]

where \(\delta_K\) is the Kronecker delta, \(\Delta_i\) the galaxy overdensity in the bin labelled by the index \(i\) and we have defined \(x_{ij} = x_i - x_j, n_{ij} = 1/2(x_i + x_j)\). The normalization factor \(a_N\) is found by imposing that the estimator is unbiased,

\[
\langle \hat{\xi}^{2M}_{\ell\ell'} \rangle = \xi^{2M}_{\ell\ell'}, \tag{50}
\]

in the continuous limit

\[
\sum_i \rightarrow \frac{1}{L_p^3} \int d^3 x_i, \quad \delta_K(x_{ij} - x) \rightarrow L_p \delta_D(x_{ij} - x), \tag{51}
\]

where \(L_p\) denotes the pixel size and \(V\) is the total volume of the survey. We obtain

\[
a_N = \frac{3L_p^5}{Vx^2}. \tag{52}
\]

We also have \(a_N = 1/N(x)\), where \(N(x)\) is the number of pixels which contribute to the estimator. The variance of the estimator is defined as

\[
\text{var} \left(\hat{\xi}^{2M}_{\ell\ell'}\right) = \text{var}^{M}_{\ell\ell'} = \left\langle \hat{\xi}^{2M}_{\ell\ell'} \rightangle^2 - \left\langle \hat{\xi}^{2M}_{\ell\ell'}\right\rangle^2, \tag{53}
\]

and we recall that \(\langle \Delta_i \Delta_j \rangle\) contains a Poisson noise contribution and a cosmic variance (CV) contribution,

\[
\langle \Delta_i \Delta_j \rangle = \frac{1}{d n_i} \delta_{ij} + C^{\Delta}_{ij}, \tag{54}
\]

where \(d n_i\) is the mean number of galaxies per pixel. The correlation \(C^{\Delta}_\Delta\) is due both to the scalar and vector parts of \(\Delta\). However, the scalar component strongly dominates over the vector one, so that we can neglect the...
latter. Physically, this reflects the fact that even though the coefficients \( \xi_{ij}^{\ell m} \) are constructed to remove the scalar isotropic signal and to isolate the vector anisotropic signal, the covariance of these coefficients is still affected (and dominated) by the scalar contribution. We then obtain three different contributions to the variance which are understood respectively as the Poisson term \( (P) \), the mixed term \( (M) \) and the CV term \( (C) \). Explicitly, we find

\[
\text{var}_P(x,x') = \frac{6V}{x^2 N_{\text{tot}}^2} \delta_D(x - x'),
\]

\[
\text{var}_M(x,x') = \frac{24}{\pi N_{\text{tot}}} \int dk k^2 P(k, \tilde{z}) j_{\ell j}(kx) j_{\ell j}(kx') \times \sum_w c_w \beta^w_{\ell \ell'},
\]

\[
\text{var}_C(x,x') = \frac{12}{\pi V} \int dk k^2 P^2(k, \tilde{z}) j_{\ell j}(kx) j_{\ell j}(kx') \times \sum_{\sigma} \beta^\sigma_{\ell \ell'},
\]

where \( N_{\text{tot}} \) is the total number of tracers in the catalog and the indices \( w, \sigma \) take values \( w = 0, 2, 4 \) and \( \sigma = 0, 2, 4, 6, 8 \). The explicit form of the coefficients \( \beta^w_{\ell \ell'} \) and details on the derivation of the various contributions of the variance can be found in appendix A, where we also compute the covariance matrix of the estimator, defined as

\[
\text{cov} \left( \xi_{\ell_1 \ell'_1}^{2M_1}, \xi_{\ell_2 \ell'_2}^{2M_2} \right) \equiv \text{cov}_{\ell_1 \ell'_1 \ell_2 \ell'_2}^{M_1 M_2} = \left\langle \xi_{\ell_1 \ell'_1}^{2M_1} \xi_{\ell_2 \ell'_2}^{2M_2} \right\rangle - \left\langle \xi_{\ell_1 \ell'_1}^{2M_1} \right\rangle \left\langle \xi_{\ell_2 \ell'_2}^{2M_2} \right\rangle .
\]

**B. Fisher forecasts**

We now want to forecast the constraints on the anisotropic parameters from a survey. Given a model for the anisotropy power spectrum, i.e. a parametrization for \( P_{\omega} \), we are left with the 5 degrees of freedom (d.o.f.) of the symmetric traceless tensor \( \omega_{ij} \) and an overall amplitude \( A_{\omega} \) for the vector power spectrum, which can be reabsorbed in a redefinition of \( \omega_{ij} \). Following our decomposition in Eq. (11) we identify the d.o.f. as the eigenvalues and eigenvectors of \( \omega_{ij} \). On the one hand the eigenvalues are of zero-sum so that we can pick the first two \( \lambda_1, \lambda_2 \) as independent and the third one is fixed to \(- (\lambda_1 + \lambda_2) \). On the other hand we find it convenient to parametrize the three orthonormal eigenvectors \( \hat{\omega}_I \) in terms of the three angles of an Euler-rotation which rotates the canonical basis of \( \mathbb{R}^3 \) into the \( \omega_I \),

\[
\hat{\omega}_I \equiv R(\alpha, \beta, \gamma) \cdot \hat{e}_I ,
\]

where \( \hat{e}_I \) are the three orthonormal vectors of \( \mathbb{R}^3 \) and \( R(\alpha, \beta, \gamma) \) is the rotation matrix with Euler angles \( \alpha, \beta, \gamma \). Furthermore we can absorb the amplitude \( A_{\omega} \) in the eigenvalues by defining \( \tilde{\lambda}_I = A_{\omega} \lambda_I \). In summary the 5 d.o.f. of the tensor \( \omega_{ij} \) and the overall amplitude \( A_{\omega} \) are encoded in our parameter space

\[
\theta = \left\{ \tilde{\lambda}_1, \tilde{\lambda}_2, \alpha, \beta, \gamma \right\} .
\]

The Fisher matrix is defined as

\[
F_{\theta \theta'} \equiv \frac{1}{2} \frac{\partial^2 \chi^2}{\partial \theta \partial \theta'} = \sum_{A, A'} \frac{\partial \langle \hat{\xi}_A \rangle}{\partial \theta} \left|_{\text{fid}} \right| \text{cov}_{A A'}^{-1} \frac{\partial \langle \hat{\xi}_{A'} \rangle}{\partial \theta'} \left|_{\text{fid}} \right|
\]

where, schematically, \( A = \{ \ell_1, \ell'_1, M_1, x_1, z_1 \} \), \( A' = \{ \ell_2, \ell'_2, M_2, x_2, z_2 \} \), and the derivatives are evaluated at the fiducial model. The Fisher matrix contains therefore a sum over the six non-zero coefficients which constitute our data, over all pixels separations \( x_i, x_j \) and over all bins of redshifts \( z_i, z_j \). The covariance matrix properly accounts for all correlations between these quantities, except for the correlations between different redshift bins.
directions, i.e. on the direction of the anisotropy. The constraints on which we can measure the eigenvalues does not depend on the fiducial values of both the eigenvalues and the eigenvectors of $\tilde{\omega}_{ij}$. However, this direction dependence is somewhat artificial, as we could have chosen our basis directions differently. Instead of considering each direction independently, it makes more sense to compute the volume of the ellipsoid described by the constraints on $(\alpha, \beta, \gamma)$, using the Haar measure $d\mu = \sin \beta d\alpha d\beta d\gamma$. Note that with this non-normalized Haar measure, the volume of the rotation group $SO(3)$ is $2(2\pi)^2 \approx 79$. We can think of this uncertainty volume as the inverse of a ‘figure of merit’ for the average accuracy with which we can recover the directional information. This combined direction constraint has the great advantage that it does not depend on the fiducial model for the directions, but only on the choice of the eigenvalues’ ratio $\lambda_1/\lambda_2$ and the vector amplitude $A_V$. This remaining dependence is physical and simply reflects the fact that the precision with which we can measure the direction of the anisotropy does obviously depend on how large it is.

C. A model for vector perturbations

To illustrate how our general formalism can be used, we consider an explicit model in which a non-isotropic vector contribution to the galaxy peculiar velocities gives new contributions to the correlation function. We derive constraints on the directions and amplitudes of anisotropies for both a Euclid-like and SKA2-like survey. The specifications for these surveys are taken from [53] and [54] respectively: the two redshift ranges are $z \in [0.7, 2.0]$ for Euclid and $z \in [0.1, 2.0]$ for SKA2 and we split them into 14 and 19 bins of thickness $\Delta z = 0.1$ respectively, with $L_p = \text{2 Mpc}/h$. This choice of $L_p$ is motivated by the fact that this pixel size gives the best constraints in [25]. Note that in the isotropic case, exploiting separations as small as $2 \text{Mpc}/h$ does require a good understanding of the scalar non-linear signal at those scales, which is highly non-trivial. In the anisotropic case however, since the scalar part does
not contribute to the estimators $\ell_2^M$, but only to the covariance, we can exploit very small separations even without a very precise modelling of the scalar behaviour at those scales. As maximum separation we choose 40 Mpc/h.

Until this point our formalism has been model independent but, clearly, to forecast the detectability of the anisotropy parameters we have to assume a shape for $P_\Omega(k)$. As an example we choose the isotropic vorticity power spectrum from N-body simulations while we note that, as we have stated before, the isotropic and anisotropic $P_\Omega$ can in principle be different.

According to the numerical simulations of Ref. [23, 24], the vorticity power spectrum appears to evolve as $H(z)^2 f(z)^2 D_1(z)^7$ at large scales. At small scales, the evolution has an additional scale-dependence, leading to a suppression of power at small scales at late times, see Fig. 4 of [23]. In the following we will ignore this small-scale dependence and assume that the power spectrum at redshift $z$ is given by

$$P_\Omega(k, z) = P_\Omega(k, z = 0) \left( \frac{H(z) f(z)}{H_0 f(z = 0)} \right)^2 \left( \frac{D_1(z)}{D_1(z = 0)} \right)^7.$$  

We use the vorticity power spectrum plotted in Fig. 4 of [23] to construct the following fit for $P_\Omega$,

$$P_\Omega(k, z = 0) = A_V \frac{(k/k_s)^{n_t}}{[1 + (k/k_s)]^{n_t + n_s}} (\text{Mpc}/h)^3, \quad (68)$$

where the power at large scales is given by $n_t = 1.3$, the power at small scales by $n_s = 4.3$ and the transition scale by $k_s = 0.7 h$/Mpc. From Fig. 4 of [23] we find that the predicted amplitude for $P_\Omega$ is $A_V = 10^{-5}$.

In Fig. 1 we use this spectrum to estimate the constraints on the eigenvalues $\lambda_i$. Note that there is no dependence on the fiducial values of the parameters $\lambda_i$ since they enter linearly in the estimator $\tilde{\xi}_{ij}$. Furthermore the constraints do not depend on the orientation of the eigenvectors due to the block diagonal structure of the Fisher matrix. The 1σ-constraints on the amplitude of the eigenvalues are $\sigma_\lambda \approx 6 \times 10^{-6}$ with Euclid and even $\sigma_\lambda \approx 1 \times 10^{-7}$ with SKA2. It is also interesting to note that the constraints are better if both eigenvalues have the same sign. This is of course owing to the fact that then the norm of the third eigenvalue is larger. With the SKA and optimistic assumptions we should therefore be able to constrain an anisotropic vector signal with amplitude of 1% of the amplitude of the vorticity generated by shell-crossing in cold dark matter $A_V, \text{iso} \sim 10^{-5}$ [23].

In Fig. 2 we show the volume of the ellipsoid described by the constraints on $(\alpha, \beta, \gamma)$. As we discussed above the constraint does not depend on the fiducial directions but it depends on the fiducial values of $\lambda_{1,2}$ or, equivalently, on the choice of $A_V$ and the ratio $\lambda_1/\lambda_2$. In the plot we fix the biggest eigenvalue to $\lambda_{1,2} = A_V = 10^{-5}$. The features in the plot can be explained intuitively as follows. We first note that the constraint asymptotes to a constant for $\lambda_1/\lambda_2 > 1$: this is a result of two concurrent effects. On one hand, as we keep the largest eigenvalue, $\lambda_1$, fixed, the other, $\lambda_2$, becomes smaller, reducing the overall signature of the anisotropy. On the other hand, as the ratio increases, the departure from isotropy is more pronounced yielding better constraints. Note that we could have fixed the smallest eigenvalue equal to $A_V$: in this case as the ratio becomes bigger the overall signature of anisotropy increases and the two effects add up to give better constraints. Secondly the constraints are worst for $\lambda_1/\lambda_2 = 1$ or $-1/2$. In both cases this is because we approach a degeneracy: $\lambda_1 = \lambda_2$ or $\lambda_1 = \lambda_3$.  

Note that the constraints obtained in this way are conservative, because we underestimate the vorticity power spectrum at small scales for large redshift.
respectively. Note that the constraints are slightly better in $\lambda_1 = \lambda_2$ w.r.t. the second case as the overall amplitude is bigger in this case. The absolute values of the volume show that Euclid constrains the direction of the anisotropy only loosely, while the constraints from SKA2 are excellent, for our choice of amplitude $A_V = 10^{-5}$. Note that the constraint on the volume scales as $A_V^3$, so that decreasing $A_V$ by an order of magnitude would degrade the bounds in Fig. 2 by a factor 10.

V. CONCLUSIONS

In this paper we have discussed the effects of an anisotropic vector component in the peculiar velocity field, focusing on the redshift-space distortions induced in the galaxy correlation function. We have presented a general method to isolate the anisotropic signal through a decomposition in bipolar spherical harmonics. We provide an analytical expression for the coefficients of this expansion which does not require the adoption of a specific model. We then show how one can practically use this approach to forecast constraints on the anisotropic sector for two upcoming redshift surveys.

We derive two types of constraints, both on the total amplitude of the anisotropy and on the preferred direction (in terms of the $SO(3)$ volume of its Euler angles). We can compare our results with the constraints found in [25] for the isotropic case which of course has no preferred direction. Given the block-diagonal form of the Fisher matrix, we find that we are able to achieve similar constraints on the amplitude of the vector modes (since we also assume the same shape for the spectrum). Let us however note that even though the constraints are similar, the interpretation of the result in the anisotropic case is cleaner, since in this case the scalar degrees of freedom do not contribute to the estimators and therefore they do not need to be accurately modelled.

This work is meant as a study of the feasibility of detecting an anisotropic vector signal in the galaxy two-point function and together with the analysis carried out in [25], it represents a comprehensive study of the detectability of vector modes in the correlation function.

Given a model for the anisotropy, one needs to determine not only the eigenvalues and the directions of its eigenvectors, but also the corresponding vector power spectrum. Here we just assumed this to be given by the vorticity spectrum generated by non-linear structure formation. This corresponds to a model where an anisotropy only affects the direction but not the strength of the generated vorticity, which is of course not true in general. In full generality the power spectrum could be reconstructed from the data as a function of multipole and redshift, at the price of much larger error bars.
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The variance of the estimator $\hat{\xi}_{ij}^{2M}$ is given by
\[
\text{var} \left( \hat{\xi}_{ij}^{2M} \right) = a_N^2 \sum_{ij} \sum_{km} \langle \Delta_i \Delta_j \Delta_k \Delta_m \rangle X_{ij}^{2M}(\hat{x}_{ij}, \hat{n}_{ij}) X_{km}^{2M}(\hat{x}_{km}, \hat{n}_{km}) \delta_K(x_{ij} - x) \delta_K(x_{km} - x')
\]
\[
= \text{var}_P + \text{var}_M + \text{var}_C .
\]

Since $\langle \Delta_i \Delta_j \rangle$ contains a Poisson noise contributions and a cosmic variance (CV) contribution
\[
\langle \Delta_i \Delta_j \rangle = \frac{1}{d \bar{n}} \delta_{ij} + C_{\Delta}^i j ,
\]
where $d \bar{n}$ is the mean number of galaxies per pixel, the three different contributions to the variance are understood respectively as the Poisson term, the mixed term and the CV term. The first terms is easily found
\[
\text{var}_P(x, x') = \frac{18L_p^{10}}{V^2(x'x)^2} \frac{1}{d \bar{n}^2} \sum_{ij} \sum_{km} \delta_{ik} \delta_{jm} X_{ij}^{2M}(\hat{x}_{ij}, \hat{n}_{ij}) X_{km}^{2M}(\hat{x}_{km}, \hat{n}_{km}) \delta_K(x_{ij} - x) \delta_K(x_{km} - x')
\]
\[
= \frac{6V}{x^2 N_{tot}^2} \delta_D(x - x') ,
\]

where we have set the factor $(1 + (-1)^\ell) = 2$ as only even $\ell$ appear in the expansion. The mixed term is
\[
\text{var}_M(x, x') = \frac{18L_p^{10}}{V^2(x'x)^2} \frac{1}{d \bar{n}^2} \sum_{ij} \sum_{km} \left( \delta_{ik} C_{jm}^\Delta + \delta_{jm} C_{ik}^\Delta \right) X_{ij}^{2M}(\hat{x}_{ij}, \hat{n}_{ij}) X_{km}^{2M}(\hat{x}_{km}, \hat{n}_{km}) \delta_K(x_{ij} - x) \delta_K(x_{km} - x')
\]
\[
= \frac{18L_p^{10}}{V^2(x'x)^2} \frac{2}{d \bar{n}^2} \sum_{ij} \sum_{km} C_{ij}^\Delta X_{ij}^{2M}(\hat{x}_{ij}, \hat{n}_{ij}) X_{km}^{2M}(\hat{x}_{km}, \hat{n}_{km}) \delta_K(x_{ij} - x) \delta_K(x_{km} - x')
\]

We use the flat-sky expression for $C_{ij}^\Delta$
\[
C_{ij}^\Delta(\hat{z}) = \frac{1}{(2\pi)^3} \int d^3 k \; e^{i k \cdot (x_i - x_j)} P(k, \hat{z}) \left( c_0 P_0(\hat{n} \cdot \hat{k}) + c_2 P_2(\hat{n} \cdot \hat{k}) + c_4 P_4(\hat{n} \cdot \hat{k}) \right) ,
\]

and we perform (in the continuous limit) the following change of variables $y_j = x_j - x_i, y_m = x_m - x_i$ together with $x_i = n$. We obtain
\[
\text{var}_M(x, x') = \frac{24}{\pi N_{tot}^2} \int dk k^2 P(k, \hat{z}) j_\ell(kx_j) j_\ell(kx') \left( c_0 \beta_0^{2\ell} + c_2 \beta_2^{2\ell} + c_4 \beta_4^{2\ell} \right) ,
\]

where we have defined the coefficients
\[
\beta_{2\ell} = (2\ell + 1)(2\ell' + 1) \begin{pmatrix} \sigma & \ell & \ell' \\ 0 & 0 & 0 \end{pmatrix} \begin{pmatrix} \sigma & \ell & \ell' \\ 0 & 0 & 0 \end{pmatrix} \begin{pmatrix} \ell & \ell' & 2 \end{pmatrix} ,
\]

Finally the CV term is given by
\[
\text{var}_C(x, x') = \frac{18L_p^{10}}{V^2(x'x)^2} \sum_{ij} \sum_{km} C_{ij}^\Delta C_{km}^\Delta X_{ij}^{2M}(\hat{x}_{ij}, \hat{n}_{ij}) X_{km}^{2M}(\hat{x}_{km}, \hat{n}_{km}) \delta_K(x_{ij} - x) \delta_K(x_{km} - x') ,
\]

we can perform a similar change of variable as above $y_j = x_j - x_i, y_m = x_m - x_i$ so that, after substituting Eq. (A.4) twice, the two exponentials are written
\[
e^{i k (x_m - x_i)} e^{i k' (x_k - x_i)} \rightarrow e^{i k (y_m - y_i)} e^{i (k + k') (x_k - x_i)} ,
\]

and the integral over $x_k$ enforces $k = -k'$. The angular integrals are performed with the properties of BiPoSH as before and we obtain
\[
\text{var}_C(x, x') = \frac{12}{\pi V} \int dk k^2 P^2(k, \hat{z}) j_\ell(kx_j) j_\ell(kx') \sum_\sigma \tilde{c}_\sigma \beta_{2\ell} ,
\]
where
\begin{align}
\tilde{c}_0 &= c_0^2 + \frac{c_1^2}{5} + \frac{c_2^2}{9}, \\
\tilde{c}_2 &= \frac{2}{7} c_2 (7c_0 + c_2) + \frac{4}{7} c_2 c_4 + \frac{100}{693} c_2^2, \\
\tilde{c}_4 &= \frac{18}{35} c_4^2 + 2 c_0 c_4 + \frac{40}{77} c_2 c_4 + \frac{162}{1001} c_4^2, \\
\tilde{c}_6 &= \frac{10}{99} c_4 (9 c_2 + 2 c_4), \\
\tilde{c}_8 &= \frac{490}{1287} c_4^2. 
\end{align}

The computation for the off-diagonal covariance matrix, defined in Eq. (58), follows the same steps with the exception that Poisson noise does not contribute for off-diagonal components as it is proportional to \( \delta_{i\lambda} \delta_{j\lambda} \delta_{M, M} \). Furthermore the mixed and Cosmic contributions are proportional to \( \delta_{i\lambda} \delta_{j\lambda} \delta_{M, M} \) and the general case is obtained from Eqs. (A5) and (A9) by substituting the product of spherical Bessel functions inside the integral with the integral with \( j_{\ell_i}(x)j_{\ell_2}(x') \) and redefining the \( \beta \) coefficients as
\begin{equation}
\beta_{\ell_i,\ell'_i,\ell_2,\ell_2} = i^{\ell_2-\ell_1} \left( 2\ell_1 + 1 \right)^{\frac{1}{2}} \sqrt{2\ell_1 + 1} \left( 2\ell_2 + 1 \right) \begin{pmatrix} \sigma & \ell_1 & \ell_2 \\ 0 & 0 & 0 \end{pmatrix} \begin{pmatrix} \ell'_1 & \ell'_2 & 2 \\ 0 & 0 & \sigma \end{pmatrix}.
\end{equation}

**Appendix B: Fisher matrix**

In this appendix we sketch a proof of why the off-diagonal blocks of the Fisher matrix (67) vanish, i.e. \( F_{\lambda, \alpha_i} = 0 \). We have
\begin{equation}
F_{\lambda, \alpha_i} = \sum_{\{\ell_{i,\ell,\ell,\ell}\}} \sum_{i, j} \sum_{i, \ell_i, \ell_i, \ell_2} \sum_{M} \frac{\partial \xi_{\ell_i, \ell_i}(x, z)}{\partial \lambda_{\alpha_i}} \frac{\partial \xi_{\ell_i, \ell_i}(x, z)}{\partial \lambda_{\alpha_i}} \frac{\partial \xi_{\ell_2, \ell_2}(x, z)}{\partial \lambda_{\alpha_i}} \frac{\partial \xi_{\ell_2, \ell_2}(x, z)}{\partial \lambda_{\alpha_i}} Y_{2M}(\hat{\omega}_1),
\end{equation}
with
\begin{equation}
\frac{\partial}{\partial \lambda_{\alpha_i}} \left( \sum_{\ell} \lambda_{\ell} Y_{2\ell}(\hat{\omega}_1) \right) = \sum_{\ell} \lambda_{\ell} \left( \frac{\partial \theta_1}{\partial \lambda_{\alpha_i}} + \frac{\partial \phi_1}{\partial \lambda_{\alpha_i}} \right) Y_{2\ell}(\theta_1, \phi_1),
\end{equation}
and \( (\theta_1, \phi_1) \) are the polar angles defining the directions of \( \hat{\omega}_1 \). We recall that
\begin{align}
\partial_\theta Y_{2\ell}(\theta, \phi) &= -\left( \frac{\theta + \theta'}{2} \right) Y_{2\ell}(\theta, \phi) = -\sqrt{6} \left( 1 Y_{2\ell}(\theta, \phi) \right), \\
\partial_\phi Y_{2\ell}(\theta, \phi) &= i \sin \theta \left( \frac{\theta - \theta'}{2} \right) Y_{2\ell}(\theta, \phi) = i \sin \theta \sqrt{6} \left( 1 Y_{2\ell}(\theta, \phi) \right),
\end{align}
and for definiteness, let us consider the case \( \lambda_{\alpha} = \lambda_1 \) and \( \alpha_i = \alpha \) in Eq. (B1). One has
\begin{equation}
F_{\lambda, \alpha} = i \frac{\sqrt{6}}{2} \sum_{\ell} \left( Y_{2\ell}(\hat{\omega}_1) - Y_{2\ell}(\hat{\omega}_1) \right) \sum_{\ell} \lambda_{\ell} \sin \theta \left( 1 Y_{2\ell}(\hat{\omega}_1) \right) \left[ \ldots \right],
\end{equation}
where the \( \left[ \ldots \right] \) represents the part of the Fisher matrix (B1) which does not depend on \( \hat{\omega}_1 \). We recall
\begin{equation}
\sqrt{\frac{4\pi}{2\ell + 1}} \sum_{m} \eta_{\ell m}(\theta_1, \phi_1) \eta_{\ell m}(\theta_2, \phi_2) = \eta_{\ell - \ell}(\beta, \alpha) \epsilon^{\alpha \gamma},
\end{equation}
where here \( (\alpha, \beta, \gamma) \) are the Euler angles of the rotation rotating the direction \( (\theta_2, \phi_2) \) in \( (\theta_1, \phi_1) \) and not the angles defined in Eq. (59). In Eq. (B4) the products is between two harmonics evaluated either at the same directions or...
at orthogonal directions. In our case we have $\ell = 2$, $s = 0$ and $m = 1$. Furthermore $(\beta, \alpha, \gamma)$ denotes a rotation by either 0 or $\pi/2$ since either $\omega_1 = \omega_2$ or they enclose an angle of $\pi/2$. In other words, $R(\beta, \alpha, \gamma)e_3 = \pm e_I$ where $I \in \{1, 2, 3\}$ and $Y_{\ell m}(\beta, \alpha) = Y_{\ell m}(R^{-1}(\beta, \alpha, \gamma)e_3) = Y_{\ell m}(\pm e_I)$, see [55]. The Euler angle $\gamma$ is irrelevant here since a rotation around $e_2$ leaves $e_3$ invariant. But for the cartesian axes $e_I$, $\theta$ is either 0 or $\pi/2$ and $Y_{21}(\theta, \varphi) \propto \sin \theta \cos \theta$ vanishes. This completes the proof that the off-diagonal boxes in the Fisher matrix vanish.

Appendix C: $\xi_{\ell e}^{2M}$

The explicit expressions for the real-space version of Eqs. (43)-(45) are given by

\[
\xi_{\ell e}^{2M(a)} = -\frac{16\pi^{3/2}}{45} C_{\ell}(z, x) \sum_{I} \lambda_{I} Y_{2M}^{*}(\varpi_{I}) \left(\delta_{\ell,0}\delta_{\ell',2} + 2\sqrt{\frac{2\ell + 1}{5}} \begin{pmatrix} 2 & 2 & \ell' \\ 0 & 0 & 0 \end{pmatrix} \delta_{\ell,2}\right),
\]

(C1)

\[
\xi_{\ell e}^{2M(b)} = -\frac{16\pi^{3/2}}{5} C_{\ell}(z, x) \sqrt{(2\ell + 1)(2\ell' + 1)} \frac{2}{15} \sum_{I} \lambda_{I} Y_{2M}^{*}(\varpi_{I}) \times \left[ 2 \begin{pmatrix} 3 & 1 & \ell \\ 0 & 0 & 0 \end{pmatrix} \begin{pmatrix} 3 & 1 & \ell' \\ 0 & 0 & 0 \end{pmatrix} \begin{pmatrix} 1 & 2 & 1 \\ \ell & 3 & \ell' \end{pmatrix} + 3 \begin{pmatrix} 1 & 1 & \ell \\ 0 & 0 & 0 \end{pmatrix} \begin{pmatrix} 1 & 1 & \ell \\ 0 & 0 & 0 \end{pmatrix} \begin{pmatrix} 1 & 2 & 1 \\ \ell & 1 & \ell' \end{pmatrix} \right],
\]

(C2)

\[
\xi_{\ell e}^{2M(c)} = -\frac{16\pi^{3/2}}{15} C_{\ell}(z, x) \sum_{I} \lambda_{I} Y_{2M}^{*}(\varpi_{I}) \left[ \frac{1}{5} \delta_{\ell,2}\delta_{\ell',0} + \frac{8}{105} \sqrt{2\ell + 1} \begin{pmatrix} 4 & 2 & \ell \\ 0 & 0 & 0 \end{pmatrix} \delta_{\ell',4} \right] + \frac{4}{7\sqrt{5}} \sqrt{2\ell + 1} \begin{pmatrix} 2 & 2 & \ell \\ 0 & 0 & 0 \end{pmatrix} \delta_{\ell,2}.
\]

(C3)
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