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Abstract. In this paper, we define a fractional negative binomial process (FNBP) by replacing the Poisson process by a fractional Poisson process (FPP) in the gamma subordinated form of the negative binomial process. The long-range dependence of the FNBP and the infinite divisibility of the FPP and the FNBP are investigated. Also, the space fractional Polya process (SFPP) is defined by replacing the rate parameter $\lambda$ by a gamma random variable in the space fractional Poisson process. The properties of the FNBP and the SFPP and the connections to pde’s governing the density of FNBP and SFPP are also investigated.

1. Introduction

The fractional generalizations of classical stochastic processes have received considerable attention by researchers in the recent years. These generalizations have found applications in several disciplines such as control theory, quantum physics, option pricing, actuarial science and reliability. For example, fractional Poisson process (FPP) has been used recently in [15] to define a new family of quantum coherent states and also fractional generalization of Bell polynomials, Bell numbers and Stirling’s numbers of second kind. Also, a new renewal risk model, which is non-stationary and has long-range dependence property, is defined using the FPP in [5]. In this paper, we define a fractional generalization of negative binomial process and a space fractional version of Polya process. Quite recently, a fractional generalization of the negative binomial process is defined in [3] and [4]. We introduce here a different, but a natural generalization of the negative binomial process. It is known that negative binomial process can be viewed as subordinated Poisson process via a gamma subordinator. Let $\alpha > 0$, $p > 0$ and $\{\Gamma(t)\}_{t \geq 0}$ be a gamma process, where $\Gamma(t) \sim G(\alpha, pt)$, the gamma distribution with scale parameter $\alpha^{-1}$ and shape parameter $pt$. Let

$$Q(t, \lambda) = N(\Gamma(t), \lambda),$$

where $\{N(t, \lambda)\}_{t \geq 0}$ is the Poisson process with intensity $\lambda > 0$. Then $\{Q(t, \lambda)\}_{t \geq 0}$ is called a negative binomial process and $Q(t, \lambda) \sim NB(t|pt, \eta)$, the negative binomial distribution with parameters $\eta = \lambda/(\alpha + \lambda)$ and $pt$. For $0 < \beta < 1$, let $\{D_{\beta}(t)\}_{t \geq 0}$ be a $\beta$-stable
subordinator with index $0 < \beta < 1$, and $\{E_\beta(t)\}_{t \geq 0}$ be its (right-continuous) inverse stable subordinator defined by

\begin{equation}
E_\beta(t) = \inf\{s > 0 : D_\beta(s) > t\}, \quad t > 0.
\end{equation}

A natural generalization of $Q(t, \lambda)$ is to consider $Q_\beta(t, \lambda) = N_\beta(\Gamma(t), \lambda)$, where $\{N_\beta(t, \lambda)\}_{t \geq 0}$ is the FPP (see [14, 21]), and we call $\{Q_\beta(t, \lambda)\}_{t \geq 0}$ the fractional negative binomial process (FNBP). We will show that this process is different from the FNBP discussed in [3] and [4]. It is known that the Polya process is obtained by replacing parameter $\lambda$ by a gamma random variable in the definition of the Poisson process $\{N(t, \lambda)\}$. Let $\Gamma \sim G(\alpha, p)$ and $W_\Gamma(t) = N(t, \Gamma)$, where $\Gamma$ is independent of $N$. Then $\{W_\Gamma(t)\}_{t \geq 0}$ is called the Polya process. However, a fractional version of the Polya process has not been addressed in the literature. Recently, in [22], a space fractional Poisson process $\{\tilde{N}_\beta(t, \lambda)\}_{t \geq 0}$, where $\tilde{N}_\beta(t, \lambda) = N(D_\beta(t), \lambda)$, is introduced and its properties are investigated. We here introduce space fractional Polya process (SFPP), as a fractional generalization of Polya process, defined by the process $\{\tilde{W}_\Gamma(t)\}_{t \geq 0}$, where $\tilde{W}_\Gamma(t) = \tilde{N}_\beta(t, \Gamma)$. The time fractional version of the Polya process does not exist.

The paper is organized as follows. In Section 2 some preliminary notation and results are stated. In Section 3 we discuss the infinite divisibility of the FPP $\{N_\beta(t, \lambda)\}_{t \geq 0}$ and also that of $\{N(E_\beta^{\ast n}(t, \lambda))\}_{t \geq 0}$, where $E_\beta^{\ast n}(t)$ is the $n$-fold convolution of inverse stable subordinator $E_\beta(t)$. In Section 4 we define the FNBP, compute its one-dimensional distributions and discuss their properties. It is shown in particular that their one-dimensional distributions are not infinitely divisible, and they solve certain fractional pde’s. It is also shown that the FNBP exhibits long-range dependence property. In Section 5 we define the SFPP and show that it has the stationary increments and is stochastically continuous. However, it does not have independent increments and hence is not a Lévy process. The fractional pde’s governed by the SFPP with respect to both the variables $t$ and $p$ are also discussed.

2. Preliminaries

In this section, we introduce the preliminary notations and the results that will be used later. Let $\mathbb{Z}_+ = \{0, 1, \ldots, \}$ be the set of nonnegative integers.

2.1. Some special functions. We start with some special functions that will be required later.

The Mittag-Leffler function $L_\beta(z)$ is defined as (see [8])

\begin{equation}
L_\beta(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(1 + \beta k)}, \quad \beta, z \in \mathbb{C} \text{ and } \Re(\beta) > 0.
\end{equation}

The M-Wright function $M_\beta(z)$ (see [10, 17]) is defined as

\begin{equation}
M_\beta(z) = \sum_{n=0}^{\infty} \frac{(-z)^n}{n! \Gamma(-\beta n + (1 - \beta))} = \frac{1}{\pi} \sum_{n=1}^{\infty} \frac{(-z)^{n-1}}{(n-1)!} \Gamma(\beta n) \sin(\pi \beta n), \quad z \in \mathbb{C}, \quad 0 < \beta < 1.
\end{equation}
Let \( p, q \in \mathbb{Z}_+ \setminus \{0\} \). Also, for \( 1 \leq i \leq p, 1 \leq j \leq q \), let \( a_i, b_j, z \in \mathbb{C} \) and \( A_i, B_j \) are positive reals.

(i) The generalized Wright function (see [28, 7, 11]) is defined as

\[
(2.2) \quad \psi_p^q \left[ z \right] = \left( a_1, A_1 \right)_{1,p} \left( b_1, B_1 \right)_{1,q} \sum_{k=0}^{\infty} \prod_{i=1}^{p} \frac{\Gamma(a_i + A_i k)}{k!} \left( \frac{z^k}{k!} \right).
\]

(ii) An \( H \)-function [10, Section 1.2] is defined in terms of the Mellin-Barnes type integral as

\[
(2.3) \quad H_{m,n}^{m,n}(z) = \frac{z}{2\pi i} \int_L \chi_{m,n}^{m,n}(s)z^{-s}ds,
\]

where \( z \neq 0 \) and \( z^{-s} = \exp[-s\{\ln|z| + i\arg(z)\}] \). Here, \( \ln|z| \) represents the natural logarithm of \(|z|\) and \( \arg(z) \) is not necessarily the principal value. Also, an empty product is interpreted as unity and

\[
\chi_{m,n}^{m,n}(s) = \prod_{j=1}^{m} \Gamma(b_j + B_j s) \prod_{j=1}^{n} \Gamma(1 - a_j - A_j s) \prod_{j=m+1}^{q} \Gamma(1 - b_j - B_j s) \prod_{j=n+1}^{p} \Gamma(a_j + A_j s),
\]

where \( m, n, p, q \) are nonnegative integers such that \( 1 \leq n \leq p, 1 \leq m \leq q \) and

\( A_i(b_j + v) \neq B_j(a_i - k - 1) \)

for \( v, k \in \mathbb{Z}_+, j = 1, \ldots, m \) and \( i = 1, \ldots, n \). The contour \( L \) in (2.3) separate the points \( s = -\left( \frac{b_j + v}{B_j} \right) \) which are the poles of \( \Gamma(b_j + B_j s) \) from the points \( s = \left( \frac{1 - a_i + k}{A_i} \right) \) which are the poles of \( \Gamma(1 - a_i - A_i s) \), where \( 1 \leq j \leq m, 1 \leq i \leq n, \) and \( \nu \in \mathbb{Z}_+ \).

It is known that the generalized Wright function \( \psi_p^q \) given in (2.2) satisfies

\[
(2.4) \quad \psi_p^q \left[ z \left( \alpha_1, A_1 \right), \ldots, \left( \alpha_p, A_p \right) \right] = H_{1,p}^{1,p+1} \left[ z \left( 1 - \alpha_1, A_1 \right), \ldots, \left( 1 - \alpha_p, A_p \right) \right],
\]

(see [11, eq. (5.2)]).

2.2. Some elementary distributions. Let \( \{N(t, \lambda)\}_{t \geq 0} \) be the Poisson process with rate \( \lambda > 0 \), so that

\[
p(n|t, \lambda) = \mathbb{P}[N(t, \lambda) = n] = \frac{(\lambda t)^n e^{-\lambda t}}{n!}, \quad n \in \mathbb{Z}_+.
\]

For \( \alpha > 0, p > 0 \), let \( \{\Gamma(t)\}_{t \geq 0} \) be the gamma process, where \( \Gamma(t) \sim G(\alpha, pt) \) with density

\[
g(y|\alpha, pt) = \frac{\alpha^{pt}}{\Gamma(pt)} y^{pt-1} e^{-\alpha y}, \quad y > 0.
\]

\[
(2.5)
\]
We say a random variable $X$ follows a negative binomial distribution with parameters $\alpha > 0$ and $0 < \eta < 1$, denoted by $NB(\alpha, \eta)$, if

\begin{equation}
\mathbb{P}(X = n) = \binom{n + \alpha - 1}{n} \eta^n (1 - \eta)^\alpha, \quad n \in \mathbb{Z}_+.
\end{equation}

When $\alpha$ is a natural number, then $X$ denotes the number of successes before $\alpha$-th failure, in a sequence of Bernoulli trials with success probability $\eta$.

We say $X$ follows a logarithmic series distribution with parameter $\eta$, denoted by $LS(\eta)$ if

\begin{equation}
\mathbb{P}(X = n) = \frac{-(\eta)^n}{n \ln(1 - \eta)}, \quad n \in \mathbb{Z}_+ \setminus \{0\}.
\end{equation}

Let $\{D_\beta(t)\}_{t \geq 0}$ be the $\beta$-stable subordinator. Then the density of $D_\beta(t)$ is (see [10, eq. (4.7)])

\begin{equation}
g_\beta(x; t) = \beta t x^{-(\beta+1)} M_\beta(tx^{-\beta}), \quad x > 0.
\end{equation}

Let $\{E_\beta(t)\}_{t \geq 0}$ be the inverse $\beta$-stable subordinator defined in (1.1). Then the density of $E_\beta(t)$ is (see [10, eq. (5.7)])

\begin{equation}
h_\beta(x; t) = t^{-\beta} M_\beta(t^{-\beta} x), \quad x > 0.
\end{equation}

2.3. Some fractional derivatives. Let $AC[a, b]$ be the space of functions $f$ which are absolutely continuous on $[a, b]$ and

\begin{equation}
AC^m[a, b] = \left\{ f : [a, b] \rightarrow \mathbb{R}; \frac{d^{m-1}}{dt^{m-1}} f(t) \in AC[a, b] \right\},
\end{equation}

where $AC^1[a, b] = AC[a, b]$.

**Definition 2.1** (Riemann-Liouville fractional derivative). Let $m \in \mathbb{Z}_+ \setminus \{0\}$ and $\nu \geq 0$. If $f(t) \in AC^{m-1}[0, T], 0 \leq t \leq T$, then the (left-hand) Riemann-Liouville (R-L) fractional derivative $\partial^\nu_\tau (\cdot)$ (see [23, p. 37]) is defined by

\begin{equation}
\partial^\nu_\tau f(t) :=
\begin{cases}
\frac{1}{\Gamma(m - \nu)} \frac{d^m}{dt^m} \int_0^t \frac{f(s)}{(t-s)^{\nu+1-m}} ds, & m - 1 < \nu < m, \\
\frac{d^m}{dt^m} f(t), & \nu = m.
\end{cases}
\end{equation}

**Definition 2.2** (Caputo fractional derivative). Let $m \in \mathbb{Z}_+ \setminus \{0\}$ and $\nu \geq 0$. If $f(t) \in AC^{m}[0, T], 0 \leq t \leq T$, then the (left-hand) Caputo fractional derivative (see [12, Theorem 2.1]) $D^\nu_\tau (\cdot)$ is defined by

\begin{equation}
D^\nu_\tau f(t) :=
\begin{cases}
\frac{1}{\Gamma(m - \nu)} \int_0^t \frac{f^{(m)}(s)}{(t-s)^{\nu+1-m}} ds, & m - 1 < \nu < m, \\
\frac{d^m}{dt^m} f(t), & \nu = m.
\end{cases}
\end{equation}
The relation between R-L fractional derivative and Caputo fractional derivative is (see [12, eq. (2.4.6)])

$$\partial_\nu^\nu t f(t) = D_\nu^\nu t f(t) + \sum_{k=0}^{m-1} \frac{t^{k-\nu}}{\Gamma(k-\nu+1)} f^{(k)}(0^+),$$

where $f^{(k)}$ denotes the $k$-th derivative of $f$.

3. Fractional Poisson process

Let $0 < \beta \leq 1$. The fractional Poisson process (FPP) $\{N_\beta(t, \lambda)\}_{t \geq 0}$, which is a generalization of the Poisson process $\{N(t, \lambda)\}_{t \geq 0}$, solves the following fractional difference-differential equation (see [14, 18, 21]):

$$D_\beta^\beta t p_\beta(n|t, \lambda) = -\lambda p_\beta(n|t, \lambda) + \lambda p_\beta(n-1|t, \lambda),$$

for $n \geq 1$, (3.1)

$$D_\beta^\beta t p_\beta(0|t, \lambda) = -\lambda p_\beta(0|t, \lambda),$$

with $p_\beta(n|0, \lambda) = 1$, if $n = 0$, and is zero if $n \geq 1$. Here, $p_\beta(n|t, \lambda) = \mathbb{P}\{N_\beta(t, \lambda) = n\}$ and $D_\beta^\beta$ denotes the Caputo fractional derivative defined in (2.11). The pmf $p_\beta(n|t, \lambda)$ for the FPP is given by (see [14, 21])

$$p_\beta(n|t, \lambda) = \frac{(\lambda t^\beta)^n}{n!} \sum_{k=0}^{\infty} \frac{(n+k)!}{k!} \frac{(-\lambda t^\beta)^k}{\Gamma(\beta(k+n)+1)}.$$  (3.2)

Note that equation (3.2) can also be represented as

$$p_\beta(n|t, \lambda) = \frac{(\lambda t^\beta)^n}{n!} \psi_1\left[ -\lambda t^\beta \left| \begin{array}{c} (n+1,1) \\ (n+\beta+1, \beta) \end{array} \right| \right],$$

using the generalized Wright function defined in [22].

The mean and variance of FPP are given by (see [14])

$$\mathbb{E}N_\beta(t, \lambda) = \frac{\lambda t^\beta}{\Gamma(\beta + 1)};$$

(3.3)

$$\text{Var}(N_\beta(t, \lambda)) = \frac{\lambda t^\beta}{\Gamma(\beta + 1)} \left(1 + \frac{\lambda t^\beta}{\Gamma(\beta + 1)} \left(\frac{\beta B(\beta, 1/2)}{2^{\beta-1}} - 1\right)\right),$$

(3.4)

where $B(a, b)$ denotes the beta function. An alternative form for $\text{Var}(N_\beta(t, \lambda))$ is given in [2, eq. (2.8)] as

$$\text{Var}(N_\beta(t, \lambda)) = \frac{\lambda t^\beta}{\Gamma(\beta + 1)} + \frac{(\lambda t^\beta)^2}{\beta} \left(\frac{1}{\Gamma(2\beta)} - \frac{1}{\beta \Gamma^2(\beta)}\right).$$

(3.5)

It is also known that (see [21]) when $0 < \beta < 1$,

$$N_\beta(t, \lambda) = N(E_\beta(t), \lambda),$$

(3.6)

where $\{E_\beta(t)\}_{t \geq 0}$ is the inverse $\beta$-stable subordinator.

First we establish an important property of the FPP.

**Theorem 3.1.** Let $0 < \beta < 1$. The one-dimensional distributions of the FPP $\{N_\beta(t, \lambda)\}_{t \geq 0}$ are not infinitely divisible (i.d.).
Proof. Since the sample paths of \( \{D_\beta(t)\}_{t \geq 0} \) are strictly increasing, the process \( \{E_\beta(t)\}_{t \geq 0} \) has continuous sample paths. Further,

\[
P(E_\beta(t) \leq x) = P(D_\beta(x) \geq t).
\]

Let \( c > 0 \). It is well known that if \( D_\beta(t) \) is a \( \beta \)-stable process, then it is also self-similar with index \( 1/\beta \), that is,

\[
D_\beta(ct) \overset{d}{=} c^{1/\beta} D_\beta(t).
\]

Hence,

\[
P(E_\beta(ct) \leq x) = P(D_\beta(x) \geq ct) = P\left( \frac{1}{c} D_\beta(x) \geq t \right) = P\left( D_\beta\left( \frac{x}{ct} \right) \geq t \right)
\]

\[
= P\left( E_\beta(t) \leq \frac{x}{ct} \right) = P(c^\beta E_\beta(t) \leq x).
\]

That is,

\[
(3.7) \quad E_\beta(ct) \overset{d}{=} c^\beta E_\beta(t),
\]

showing that \( E_\beta(t) \) is also self-similar with index \( \beta \).

Observe now that

\[
N_\beta(t, \lambda) = N(E_\beta(t), \lambda) \overset{d}{=} N(t^\beta E_\beta(1), \lambda).
\]

By renewal theorem for the Poisson process,

\[
\lim_{t \to \infty} \frac{N(t, \lambda)}{t} = \frac{1}{\lambda}, \quad \text{a.s.}
\]

This implies, when \( E_\beta(t) \) is independent of \( N \),

\[
(3.8) \quad \lim_{t \to \infty} \frac{N(t^\beta E_\beta(1), \lambda)}{t^\beta} = E_\beta(1) \lim_{t \to \infty} \frac{N(t^\beta E_\beta(1), \lambda)}{t^\beta E_\beta(1)} = \frac{E_\beta(1)}{\lambda} \quad \text{a.s.}
\]

since \( E_\beta(1) > 0 \) a.s. Hence, for \( 0 < \beta < 1 \),

\[
\frac{N_\beta(t, \lambda)}{t^\beta} \overset{\mathcal{L}}{\to} \frac{E_\beta(1)}{\lambda},
\]

where \( \mathcal{L} \) denote the convergence in law. Assume now that \( N_\beta(t, \lambda) \) is i.d., then \( N_\beta(t, \lambda)/t^\beta \) is also i.d. for each \( t \). Since the limit of a sequence of i.d. random variable is also i.d. (see [24, Lemma 7.8, p. 34]), it follows that \( \frac{E_\beta(1)}{\lambda} \) or equivalently \( E_\beta(1) \) is i.d., which is a contradiction since, \( E_\beta(t) \) is not i.d. for \( t > 0 \) (see [26]). Hence, the result follows. \( \square \)

Let \( \{E_{\beta_1}(t)\}, \{E_{\beta_2}(t)\}, \ldots, \{E_{\beta_n}(t)\} \) be the corresponding inverse stable processes. Consider the process \( \{E_{\beta_n}^*(t)\} \), where \( E_{\beta_n}^*(t) = E_{\beta_1} \circ E_{\beta_2} \circ \ldots \circ E_{\beta_n}(t) \). By [26, Remark 2.5], we have that \( E_{\beta_n}^*(t) \) is not i.d. We have the following result for the Poisson process with time change \( E_{\beta_n}^*(t) \).

**Theorem 3.2.** The one-dimensional distributions of the subordinated Poisson process \( \{N(E_{\beta_n}^*(t), \lambda)\}_{t \geq 0} \) are not i.d.

**Proof.** For some \( c > 0 \) and using (3.7), we have

\[
E_{\beta_1}(E_{\beta_2}(ct)) \overset{d}{=} E_{\beta_1}(c^{\beta_2} E_{\beta_2}(t)) \overset{d}{=} c^{\beta_1 \beta_2} E_{\beta_1}(E_{\beta_2}(t)).
\]
Thus, in general, we have \( E^{*n}_{\beta}(ct) = c^\beta E^{*n}_{\beta}(t) \) and hence
\[
\frac{N(E^{*n}_{\beta}(t), \lambda)}{t^\beta} \xrightarrow{\text{L}} E^{*n}_{\beta}(1) \lambda.
\]
which is not i.d. and hence the result follows.

4. Fractional Negative Binomial Process

4.1. Definition and Properties. Let \( \{\Gamma(t)\}_{t \geq 0} \) be the gamma process, where \( \Gamma(t) \sim G(\alpha, pt) \) given in (2.5). The negative binomial process \( \{Q(t, \lambda)\}_{t \geq 0} = \{N(\Gamma(t), \lambda)\}_{t \geq 0} \) is a subordinated Poisson process (see [3, 13]) with
\[
\mathbb{P}[Q(t, \lambda) = n] = \delta(n|\alpha, pt, \lambda) = \frac{\alpha^pt^n}{n!\Gamma(pt)} \int_0^{\infty} y^{n+pt-1} e^{-y(\alpha+\lambda)} dy
\]

\[
= \left(\frac{pt + n - 1}{n}\right) \left(\frac{\alpha}{\alpha + \lambda}\right)^pt \left(\frac{\lambda}{\alpha + \lambda}\right)^n = \left(\frac{pt + n - 1}{n}\right) \eta^n(1 - \eta)^{pt},
\]
where \( \eta = \lambda/(\alpha + \lambda) \). That is, \( Q(t, \lambda) \sim NB(pt, \eta) \), for \( t > 0 \), defined in (2.6).

Let \( t \geq 0 \). We define the fractional negative binomial process (FNBP) as \( \{Q_\beta(t, \lambda)\} = \{N_\beta(\Gamma(t), \lambda)\} \), where \( \{N_\beta(t, \lambda)\} \) is the FPP. Let \( g(y|\alpha, pt) \) denotes the pdf of \( \Gamma(t) \) given in (2.5). Then,
\[
\mathbb{P}[Q_\beta(t, \lambda) = n] = \delta_\beta(n|\alpha, pt, \lambda) = \int_0^{\infty} p_\beta(n|y, \lambda)g(y|\alpha, pt) dy
\]

\[
= \frac{\lambda^n}{n!} \sum_{k=0}^{\infty} (-\lambda)^k \frac{(n+k)!}{k!} \frac{1}{\Gamma(\beta(n+k)+1)} \frac{\alpha^pt}{\Gamma(pt)} \int_0^{\infty} e^{-\alpha y^{(n+k)\beta+pt-1} dy}
\]

\[
= \frac{\lambda^n}{n!} \sum_{k=0}^{\infty} (-\lambda)^k \frac{(n+k)!}{k!} \frac{1}{\Gamma(\beta(n+k)+1)} \frac{\alpha^pt}{\Gamma(pt)} \frac{\Gamma((n+k)\beta+pt)}{\alpha^{(n+k)\beta+pt}}
\]

\[
= \left(\frac{\lambda}{\alpha^\beta}\right)^n \frac{1}{n!} \sum_{k=0}^{\infty} \frac{(n+k)!}{k!} \frac{1}{\Gamma(\beta(n+k)+1)} \frac{\Gamma((n+k)\beta+pt)}{\alpha^{(n+k)\beta+pt}} \left(\frac{-\lambda}{\alpha^\beta}\right)^k
\]

\[
(4.1)
\]

Assume \( |\frac{\lambda}{\alpha^\beta}| < 1 \). Then, by [11, Theorem 1(b)] and with \( \delta = 1^{-1}\beta^{-\beta}\beta^\beta = 1, \Delta = \beta - \beta - 1 = -1 \), the associated series of \( _2\psi_1 \) function in (4.1) converges. Thus, we have proved the following result.

Theorem 4.1. Let \( 0 < \beta \leq 1 \) and \( 0 < \lambda < \alpha^\beta \), where \( \alpha > 0 \). Then the FNBP \( \{Q_\beta(t, \lambda)\}_{t \geq 0} \) has the one-dimensional distributions, for \( n \in \mathbb{Z}_+ \), as
\[
\delta_\beta(n|\alpha, pt, \lambda) = \frac{1}{\Gamma(pt)n!} \left(\frac{\lambda}{\alpha^\beta}\right)^n _2\psi_1 \left[ \frac{-\lambda}{\alpha^\beta} (n+1, 1), \frac{\lambda}{\alpha^\beta} (n\beta+pt, \beta) \right] (n+1, 1, (n\beta+pt, \beta))
\]

\[
= \frac{1}{\Gamma(pt)n!} \left(\frac{\lambda}{\alpha^\beta}\right)^n H_{2,2}^{1,2} \left[ \frac{\lambda}{\alpha^\beta} (0, 1), \frac{\lambda}{\alpha^\beta} (-n, 1), \frac{\lambda}{\alpha^\beta} (1-n\beta-pt, \beta) \right] (-n, 1, \beta, (1-n\beta-pt, \beta)),
\]
which follows from (2.4).

When \( \beta = 1 \), we can see that \( \delta_{\beta}(n|\alpha, \beta, \lambda) \) reduces to the pmf of NB\((p, \eta)\) distribution.

We next check that \( \delta_{\beta}(n|\alpha, \beta, \lambda) \) is indeed a pmf for \( 0 < \beta < 1 \) also. Note that

\[
\sum_{n=0}^{\infty} \delta_{\beta}(n|\alpha, \beta, \lambda) = \sum_{n=0}^{\infty} \left( \frac{\lambda}{\alpha^\beta} \right)^n \sum_{k=0}^{\infty} \binom{n+k-1}{k} \frac{\Gamma((n+k)\beta + \alpha \beta)}{\Gamma((n+k)\beta + \alpha \beta + 1)} \left( -\frac{\lambda}{\alpha^\beta} \right)^k
\]

\[
= \sum_{n=0}^{\infty} \left( \frac{\lambda/\alpha^\beta}{n! \Gamma(pt)} \right)^n \sum_{k=n}^{\infty} \frac{(k)!}{(k-n)! \Gamma(k\beta + 1)} \left( -\frac{\lambda}{\alpha^\beta} \right)^{k-n}
\]

\[
= \frac{1}{\Gamma(pt)} \sum_{n=0}^{\infty} \frac{\Gamma(k\beta + pt)}{\Gamma(k\beta + 1)} \sum_{k=0}^{\infty} \binom{k}{n} \left( \frac{\lambda}{\alpha^\beta} \right)^n \left( -\frac{\lambda}{\alpha^\beta} \right)^{k-n} = 1,
\]

since only the polynomial term corresponding to \( k = 0 \) remains.

**Remark 4.1.** Let \( 0 < \alpha^\beta < \lambda \). Then, using the representation given in (3.6) and from (2.9), we obtain also

\[
\delta_{\beta}(n|\alpha, \beta, \lambda) = \int_0^\infty \int_0^\infty p(n|x, \lambda)h_{\beta}(x, y)g(y|\alpha, pt)dx\,dy
\]

\[
= \frac{\alpha^\beta}{\lambda \Gamma(pt)} \sum_{k=0}^{\infty} \binom{n+k}{n} \frac{\Gamma(pt - \beta - \beta k)}{\Gamma(-\beta k + (1 - \beta))} \left( -\frac{\lambda}{\alpha^\beta} \right)^k
\]

\[
= \frac{\alpha^\beta}{n! \lambda \Gamma(pt)^2} \psi_1\left[ \frac{-\alpha^\beta}{\lambda}, \binom{n+1, 1}{1 - \beta, -\beta} \right].
\]

**Remark 4.2.** Using a conditioning argument and using (3.3), we get

\[
\mathbb{E}Q_{\beta}(t, \lambda) = \frac{\lambda}{\alpha^\beta \Gamma(\beta + 1)} \frac{\Gamma(pt + \beta)}{\Gamma(pt)} = \frac{\lambda}{\alpha^\beta} \frac{1}{\beta B(\beta, pt)}.
\]

By Stirling’s formula, \( \Gamma(pt + \beta)/\Gamma(pt) \sim (pt/e)^\beta \), for large \( t \), we get \( \mathbb{E}N_{\beta}(\Gamma(t), \lambda) \sim \left( \frac{\lambda}{\alpha^\beta} \right)^\beta \mathbb{E}N_{\beta}(t, \lambda) \).

Also, using (3.4),

\[
\text{Var}(Q_{\beta}(t, \lambda)) = \frac{\lambda}{\Gamma(\beta + 1)} \frac{\Gamma(pt + \beta)}{\alpha^\beta \Gamma(pt)} + \left( \frac{\alpha^{-\beta} \lambda}{\Gamma(\beta + 1)} \right)^2
\]

\[
\times \left[ \frac{\beta B(\beta, 1/2) \Gamma(pt + 2\beta)}{2^{1-\beta} \Gamma(pt)} - \left( \frac{\Gamma(pt + \beta)}{\Gamma(pt)} \right)^2 \right].
\]

Again, using (3.5), we get

\[
\text{Var}(Q_{\beta}(t, \lambda)) = \frac{\lambda}{\Gamma(\beta + 1)} \frac{\Gamma(pt + \beta)}{\alpha^\beta \Gamma(pt)} + \frac{\lambda^2 \Gamma(pt + 2\beta)}{\beta \alpha^2 \Gamma(pt)} \left( \frac{1}{\Gamma(2\beta)} - \frac{1}{\beta \Gamma^2(\beta)} \right).
\]

Note now

\[
\text{Var}(Q_{\beta}(t, \lambda)) - \mathbb{E}[Q_{\beta}(t, \lambda)] = \frac{\lambda^2}{\Gamma(2\beta + 1)} \frac{\Gamma(pt + 2\beta)}{\Gamma(pt)} - \left( \frac{\lambda}{\Gamma(\beta + 1) \alpha^\beta \Gamma(pt)} \right)^2.
\]
\[ = \left( \frac{\lambda}{\alpha^\beta} \right)^2 \frac{1}{\Gamma(pt)} \left[ \frac{\Gamma(pt + 2\beta)}{\Gamma(2\beta + 1)} - \left( \frac{\Gamma(pt + \beta)}{\Gamma(\beta + 1)} \right)^2 \frac{1}{\Gamma(pt)} \right], \]

which is computed in Mathematica, for \(\lambda = 1, \alpha = 1, \beta = 0.5, p = 1\) and \(t \in [0, 3]\), using the following code

\[
\text{Plot} \left[ \frac{1}{\Gamma(t)} \left( \frac{\Gamma(t + 2 \times 0.5)}{\Gamma(2 \times 0.5 + 1)} - \frac{1}{\Gamma(t)} \left( \frac{\Gamma(t + 0.5)}{\Gamma(1 + 0.5)} \right)^2 \right), \{t, 0, 3\}, \text{PlotRange} \rightarrow 0.2 \right].
\]

The following graph (see Figure 1) is obtained, which clearly shows that FNBP is not overdispersed.

Theorem 4.2. The one-dimensional distributions of the FNBP \(\{Q_\beta(t, \lambda)\}_{t \geq 0}\) are not i.d.

Proof. Since \(E_\beta(t) \overset{d}{=} t^\beta E_\beta(1)\), we have

\[ Q_\beta(t, \lambda) = N(E_\beta(\Gamma(t)), \lambda) \overset{d}{=} N((\Gamma(t))^\beta E_\beta(1), \lambda). \]

Using \(\text{Binomial}^2\),

\[
\lim_{t \to \infty} \frac{N((\Gamma(t))^\beta E_\beta(1), \lambda)}{t^\beta} = \lim_{t \to \infty} \frac{N((\Gamma(t))^\beta E_\beta(1), \lambda)}{(\Gamma(t))^\beta} \left( \frac{\Gamma(t)}{t} \right)^\beta = \frac{E_\beta(1)}{\lambda} (\mathbb{E}(\Gamma(1))^\beta = \frac{E_\beta(1)}{\lambda} \left( \frac{p}{\alpha} \right)^\beta, \ a.s.,
\]

since \(\Gamma(t) \to \infty\) and \(\Gamma(t)/t \to \mathbb{E}(\Gamma(1))\ a.s., \) as \(t \to \infty\). The result follow by contradiction, since \(E_\beta(1)\) is not i.d. \(\Box\)

Remark 4.3. (i) In fact, this can be generalized for any subordinator \(T(t)\), with \(\mathbb{E}(T(1)) < \infty\). For a subordinator, SLLN for Lévy processes yields \(\lim_{t \to \infty} \frac{T(t)}{t} = \mathbb{E} T(1)\ a.s.\) Thus,
Hence, substituting in (4.8), we get

\[
\frac{N_{\beta}(\Gamma(t), \lambda)}{t^{\beta}} \xrightarrow{\mathcal{L}} \frac{E(1)}{\lambda} (\mathbb{E}T(1))^\beta \text{ which is not i.d.}
\]

(ii) Since,

\[
\frac{N_{\beta}(\Gamma(t), \lambda)}{t^{\beta_1}t^{\beta_2} \cdots t^{\beta_n}} \xrightarrow{\mathcal{L}} \frac{E(1)}{\lambda^i} (\mathbb{E}T(1))^\frac{1}{\beta_1 + \beta_2 + \cdots + \beta_n}, \quad \text{as } t \to \infty,
\]

it follows that the distributions of \( \{N_{\beta}(\Gamma(t), \lambda)\}_{t \geq 0} \) are also not i.d.

**Theorem 4.3.** The FNBP \( \{Q_{\beta}(t, \lambda)\}_{t \geq 0} \) has long-range dependence (LRD) property.

**Proof.** For simplicity, let \( \{N_{\beta}(t)\} = \{N_{\beta}(t, \lambda)\} \) be the fractional Poisson process. Then from [16, eq. (14)],

\[
\text{Cov}(N_{\beta}(s), N_{\beta}(t)) = q s^\beta + q^2 [s^2 s \beta B(\beta, 1 + \beta) + \beta t \beta^2 B(\beta, 1 + \beta; s/t) - (st)^\beta], \quad 0 < s \leq t,
\]

where \( q = \frac{\lambda}{\Gamma(1 + \beta)} \) and \( B(a, b; x) = \int_0^x t^{a-1}(1 - t)^{b-1}dt, \ 0 < x < 1, \) is the incomplete beta function. Hence, from (3.3),

\[
E[N_{\beta}(s)N_{\beta}(t)] = q s^\beta + q^2 [s^2 s \beta B(\beta, 1 + \beta) + t \beta^2 B(\beta, 1 + \beta; s/t)].
\]

Let \( \{Q_{\beta}(t)\} = \{Q_{\beta}(t, \lambda)\} \) be the FNBP. Then from (4.7),

\[
E[Q_{\beta}(s)Q_{\beta}(t)] = E[E[N_{\beta}(\Gamma(s))N_{\beta}(\Gamma(t))]|\Gamma(s)\Gamma(t)]
\]

\[
= qE[\Gamma(s)^\beta] + q^2 E[\Gamma(s)^{2\beta}] \beta B(\beta, 1 + \beta) + q^2 \beta \int_0^\infty \int_0^\infty v^{\beta} B(\beta, 1 + \beta; \frac{u}{v}) l(u, v) du dv,
\]

where

\[
l(u, v) = \frac{\partial^2}{\partial u \partial v} \mathbb{P}(\Gamma(s) \leq u, \Gamma(t) \leq v)
\]

is the joint density of \((\Gamma(s), \Gamma(t))\). Since \( \{\Gamma(t)\} \) is a Lévy process and using (2.5),

\[
\mathbb{P}[\Gamma(s) \leq u, \Gamma(t) \leq v] = \mathbb{P}[\Gamma(s) \leq u, (\Gamma(t) - \Gamma(s)) \leq v - \Gamma(s)],
\]

\[
= \int_{x=0}^{u} g(x|\alpha, ps) \int_{y=0}^{v-x} g(y|\alpha, p(t-s)) dy dx.
\]

Hence,

\[
l(u, v) = g(u|\alpha, ps) g(v - u|\alpha, p(t-s)).
\]

Substituting in (4.8), we get

\[
E[Q_{\beta}(s)Q_{\beta}(t)] = qE[\Gamma(s)^\beta] + q^2 E[\Gamma(s)^{2\beta}] \beta B(\beta, 1 + \beta)
\]

\[
+ q^2 \beta \int_0^\infty \int_0^\infty v^{\beta} B(\beta, 1 + \beta; \frac{u}{v}) g(u|\alpha, ps) g(v - u|\alpha, p(t-s)) du dv.
\]

Hence, from (4.4)

\[
\text{Cov}(Q_{\beta}(s), Q_{\beta}(t)) = qE[\Gamma(s)^\beta] + q^2 E[\Gamma(s)^{2\beta}] \beta B(\beta, 1 + \beta) - \beta^2 E[\Gamma(s)^{3\beta}] E[\Gamma(t)^\beta]
\]

\[
+ q^2 \beta \int_0^\infty \int_0^\infty v^{\beta} B(\beta, 1 + \beta; \frac{u}{v}) g(u|\alpha, ps) g(v - u|\alpha, p(t-s)) du dv,
\]

(4.9)
which is the autocovariance function of the FNBP. It can be seen that, by Stirling’s approximation,
\[
\mathbb{E}(\Gamma(t)^\beta) = \frac{1}{\alpha^\beta} \frac{\Gamma(pt + \beta)}{\Gamma(pt)} \approx \left( \frac{pt}{e\alpha} \right)^\beta, \quad \text{for large } t.
\]
Since \(\lim_{t \to \infty} g(x|\alpha, t) = 0\), we have \(\lim_{t \to \infty} g(v - u|\alpha, p(t - s)) = 0\), for \(p > 0\) and fixed \(s > 0\). Therefore, (4.9) becomes, for large \(t\),
\[
\text{(4.10)} \quad \text{Cov}(Q_\beta(s), Q_\beta(t)) \approx q\mathbb{E}[\Gamma(s)^\beta] + q^2\mathbb{E}[\Gamma(s)^{2\beta}]B(\beta, 1 + \beta) - q^2\mathbb{E}[\Gamma(s)^\beta] \left( \frac{pt}{e\alpha} \right)^\beta.
\]
Similarly, for large \(t\),
\[
\text{Var}(Q_\beta(t)) \approx q \left( \frac{pt}{e\alpha} \right)^\beta + \frac{\lambda^2}{\Gamma(2\beta + 1)} \left( \frac{pt}{e\alpha} \right)^{2\beta} - q^2 \left( \frac{pt}{e\alpha} \right)^{2\beta} \\
= t^{2\beta} \left\{ q \left( \frac{p}{te\alpha} \right)^\beta + \frac{\lambda^2}{\Gamma(2\beta + 1)} \left( \frac{p}{e\alpha} \right)^{2\beta} - q^2 \left( \frac{p}{e\alpha} \right)^{2\beta} \right\} \\
\approx t^{2\beta} \left( \frac{p}{e\alpha} \right)^{2\beta} \left\{ \frac{\lambda^2}{\Gamma(2\beta + 1)} - q^2 \right\}.
\]
(4.11)
Thus, from (4.10) and (4.11), the correlation between \(Q_\beta(s)\) and \(Q_\beta(t)\), for large \(t > s\), is
\[
\text{Corr}(Q_\beta(s), Q_\beta(t)) \approx \frac{q\mathbb{E}[\Gamma(s)^\beta] + q^2\mathbb{E}[\Gamma(s)^{2\beta}]B(\beta, 1 + \beta) - q^2\mathbb{E}[\Gamma(s)^\beta] \left( \frac{pt}{e\alpha} \right)^\beta}{\sqrt{t^{2\beta} \left\{ \frac{\lambda^2}{\Gamma(2\beta + 1)} - q^2 \right\} \sqrt{\text{Var}(Q_\beta(s))}}} \\
= t^{-\beta} \left( \frac{q\mathbb{E}[\Gamma(s)^\beta] + q^2\mathbb{E}[\Gamma(s)^{2\beta}]B(\beta, 1 + \beta)}{\sqrt{\frac{\lambda^2}{\Gamma(2\beta + 1)} - q^2} \sqrt{\text{Var}(Q_\beta(s))}} \right) \\
- \frac{q^2\mathbb{E}[\Gamma(s)^\beta]}{\sqrt{\frac{\lambda^2}{\Gamma(2\beta + 1)} - q^2} \sqrt{\text{Var}(Q_\beta(s))}}
\]
which decays like the power law \(t^{-\beta}\). Hence, the FNBP exhibits LRD property. \(\square\)

Recently, Beghin [3] and Beghin and Macci [4] also studied the FNBP. For \(0 < \beta < 1\) and \(0 < \eta < 1\), they define FNBP as
\[
X_1(t) = \sum_{i=1}^{N_\beta(t,-\ln(1-\eta))} Y_i \quad \text{and} \quad X_2(t) = N(\Gamma_\beta^*(t), 1),
\]
in [4] and [3] respectively, where \(Y_i\)’s are logarithmic series \(LS(\eta)\) random variables, \(\{\Gamma_\beta^*(t)\}_{\geq 0} = \{\Gamma^*(E_\beta(t))\}_{\geq 0}\) is the fractional gamma process (see [3]) and \(\Gamma^* \sim G(\alpha, t)\). Note when \(\beta = 1\),
\[
X_1(t) \sim NB(t, \eta) \quad \text{and} \quad X_2 \sim \left(t, \frac{1}{1+\alpha}\right).
\]
Observe that, our definition of the FNBP is
\[
\text{(4.12)} \quad Q_\beta(t, \lambda) := N_\beta(\Gamma(t), \lambda) \overset{d}{=} N(E_\beta(\Gamma(t)), \lambda),
\]
which is a more natural extension of the negative binomial process. Note that subordinating the FPP to a gamma subordinator is more natural than subordinating the Poisson process to a fractional gamma subordinator. Also, our definition of the FNBP allows us to compute the one-dimensional distributions which exhibit LRD property. When $\beta = 1$, $Q_1(t, \lambda) = N(\Gamma(t), \lambda) \sim NB(pt, \frac{1}{\lambda+\alpha}), t > 0$ (see e.g. [27]). Let, for $i \geq 1$, $Y_i^* \sim LS \left( \frac{1}{\alpha+\lambda} \right)$. Then it can be seen that

$$Q_1(t, \lambda) = \sum_{i=1}^{N(p,t,-\ln\left(\frac{t}{\alpha+\lambda}\right))} Y_i^*.$$ 

The following result shows that our process is different from theirs.

**Lemma 4.1.** Let $0 < \beta < 1$. Then the process $\{N(\Gamma_\beta(t), \lambda)\}_{t \geq 0}$ and $\{Q_\beta(t, \lambda)\}_{t \geq 0}$ are different.

**Proof.** It is sufficient to prove that the one-dimensional distributions of the processes $\{E_\beta(\Gamma(t))\}_{t \geq 0}$ and $\{\Gamma(E_\beta(t))\}_{t \geq 0}$ are different. To see this, let $p(x, t)$ be pdf of $\Gamma(E_\beta(t))$, $q(x, t)$ be the pdf of $E_\beta(\Gamma(t))$ and $h_\beta(x, t)$ be the pdf of $E_\beta(t)$. Now, the Laplace transform of $p(x, t)$ in the space variable $x$ is

$$\tilde{p}(s, t) = \int_0^\infty e^{-sx} p(x, t) dx = \int_0^\infty e^{-sx} \int_0^\infty g(x|\alpha, py) h_\beta(y, t) dy dx$$

(4.13)

$$= \int_0^\infty \left( \frac{\alpha}{\alpha + s} \right)^{py} h_\beta(y, t) dy = \mathbb{E} \left[ \left( \frac{\alpha}{\alpha + s} \right)^{pE_\beta(t)} \right].$$

It is known (see [20, 6]) that $\mathbb{E}[e^{-sE_\beta(t)}] = L_\beta[-st^\beta]$ so that, with $u = e^{-s}$, $\tilde{p}(s, t) = \mathbb{E}[u^{E_\beta(t)}] = L_\beta[t^\beta \log u]$, where $L_\beta(z)$ is the Mittag-Leffler function defined in (2.1). So, (4.13) simplifies to

$$L_\beta[t^\beta \log \left( \frac{\alpha}{\alpha + s} \right)] = \sum_{k=0}^{\infty} \frac{(t^\beta p \log(\frac{\alpha}{\alpha + s}))^k}{\Gamma(\beta k + 1)}.$$

Similarly, the Laplace transform of $q(x, t)$ w.r.t. variable $x$ is

$$\tilde{q}(s, t) = \int_0^\infty e^{-sx} q(x, t) dx = \int_0^\infty \int_0^\infty e^{-sx} h_\beta(x, y) g(y|\alpha, pt) dy dx$$

$$= \int_0^\infty L_\beta(-sy^\beta) g(y|\alpha, pt) dy = \sum_{k=0}^{\infty} \frac{\Gamma(\beta k + pt)}{\Gamma(pt)\Gamma(1 + \beta k)} \left( \frac{-s}{\alpha^\beta} \right)^k$$

(4.15)

$$= \frac{1}{\Gamma(pt)}^2 \psi_1 \left[ \frac{-s}{\alpha^\beta}, (1, 1), (1, 1) \right].$$

It can be seen that (4.14) and (4.15) are different. For example, taking $\beta = 1/2, \alpha = 2, \lambda = 1, p = 1, s = 1$ and $t = 1$, the series in the right-hand side of (4.14) reduces to

$$\sum_{k=0}^{\infty} \frac{(\log 2/3)^k}{\Gamma(k/2 + 1)} = -e^{2\log(3/2)}(-1 + \text{Erf}[\log(3/2)])$$

(4.16)

where $\text{Erf}(z) = \frac{2}{\sqrt{\pi}} \int_0^z e^{-t^2} dt$. But, the right-hand side of (4.15) reduces to

$$\sum_{k=0}^{\infty} \left( -\frac{1}{\sqrt{2}} \right)^k = 2 - \sqrt{2}.$$
Clearly, \([4.16]\) and \([4.17]\) are different, which proves the result.

\[\square\]

### 4.2. Connections to pde's.

In this section, we discuss pde's governed by the one-dimensional distributions of the FNBP.

**Theorem 4.4.** Let \(r \in \mathbb{Z}_+ \setminus \{0\}\). The pmf \([4.2]\) of FNBP solves the following pde:

\[
\frac{\partial^r}{\partial \lambda^r} \delta_r(n|\alpha, pt, \lambda) = \frac{1}{\alpha^\beta \Gamma(pt)n!} \sum_{i=0}^{\infty} \binom{\lambda}{\alpha^\beta} \binom{\lambda}{\alpha^\beta} \left[ (n, 1), (1 - n\beta - pt, \beta) \right]
\]

with

\[
\delta_r(n|\alpha, 0, \lambda) = \begin{cases} 1, & n = 0, \\ 0, & n \geq 1. \end{cases} \quad \text{and} \quad \delta_r(n|\alpha, pt, \lambda) = 0, \forall n < 0.
\]

**Proof.** Note first the \(H\)-function satisfies (see \([19, \text{eq. (1.4.1)}]\)), for \(r \in \mathbb{Z}_+ \setminus \{0\}\),

\[
\frac{\partial^r}{\partial z^r} \left\{ z^{-(\beta_1/B_1)} H_{p,q}^{m,n} \left[ \binom{\alpha_1, A_1, \ldots, (\alpha_p, A_p)}{\beta_1, B_1, \ldots, (\beta_q, B_q)} \right] \right\}
= \left( -\frac{\gamma}{B_1} \right) z^{-r-(\beta_1/B_1)} H_{p,q}^{m,n} \left[ \binom{\alpha_1, A_1, \ldots, (\alpha_p, A_p)}{\beta_1, B_1, \ldots, (\beta_q, B_q)} \right].
\]

Taking \(p = 2, q = 2, m = 1, n = 2, \alpha_1 = -n, \alpha_2 = 1 - n\beta - pt, \beta_1 = 0, \beta_2 = -n\beta, A_1 = B_1 = 1, A_2 = B_2 = 2\) and \(\gamma = 1\) we get

\[
\frac{\partial^r}{\partial z^r} H_{2,2}^{1,2} \left[ \binom{(-n, 1), (1 - n\beta - pt, \beta)}{(0, 1), (-n\beta, \beta)} \right] = (-1)^r z^{-r} H_{2,2}^{1,2} \left[ \binom{(-n, 1), (1 - n\beta - pt, \beta)}{(r, 1), (-n\beta, \beta)} \right]
\]

Now, differentiate \(r\) times the rhs of \([4.3]\) with respect to \(\lambda\), use \([4.20]\) and the Leibniz rule

\[
\frac{d^r}{dx^r} [u(x)v(x)] = \sum_{i=0}^{r} \binom{r}{i} \frac{d^i}{dx^i} [u(x)] \frac{d^{r-i}}{dx^{r-i}} [v(x)],
\]

to obtain the result in \([4.18]\).

\[\square\]

**Remark 4.4.** When \(r = 1\), we get

\[
\frac{\partial}{\partial \lambda} \delta_1(n|\alpha, pt, \lambda) = \frac{n}{\lambda} \delta_1(n|\alpha, pt, \lambda) - \frac{1}{\lambda \Gamma(pt)n!} \left[ \binom{\lambda}{\alpha^\beta} \right]^n H_{2,2}^{1,2} \left[ \binom{-n, 1, (1 - n\beta - pt, \beta)}{(1, 1), (1 - n\beta, \beta)} \right],
\]

with the initial condition given in \([4.19]\).

Next, we obtain the fractional pde in time variable \(t\) solved by FNBP distributions.

**Lemma 4.2.** The density \([2.5]\) of gamma process \(\Gamma(t) \sim G(\alpha, pt)\) satisfies the following fractional differential equation

\[
\partial_t^\gamma g(y|\alpha, pt) = p\partial_t^{-1} (\log(\alpha y) - \psi(pt)) g(y|\alpha, pt), \quad y > 0,
\]

\[
g(y|\alpha, 0) = 0,
\]

where \(\psi(x) := \Gamma'(x)/\Gamma(x)\) is the digamma function and \(\partial_t^\gamma (\cdot)\) is R-L derivative defined in \([2.10]\).
Proof. Note first that (see [25, eq. (3.6)])

\[ \frac{1}{\Gamma(t)} = \frac{1}{2\pi i} \int_{C} e^{z}e^{-t}dz, \]

where \( C \) is the Hankel contour given below:

![Fig. Hankel Contour](image)

Also,

\[ \int_{0}^{t} \frac{\left(\alpha y/z\right)^{ps}}{(t-s)^{\nu+1-m}}ds = \left(\frac{\alpha y}{z}\right)^{pt}\left(p \log \frac{\alpha y}{z}\right)^{\nu-m} \{ \Gamma(m-\nu) - \Gamma(m-\nu, pt \log \frac{\alpha y}{z}) \} \]

and

\[ \frac{d}{dt} \Gamma(m-\nu, pt \log \frac{\alpha y}{z}) = -p \left(\frac{\alpha y}{z}\right)^{pt} \log \frac{\alpha y}{z} \left(p \log \frac{\alpha y}{z}\right)^{m-1-\nu}, \]

which can be checked using Mathematica 8.0. Now, by definition,

\[
\partial_n g(y|\alpha, pt) = \frac{1}{\Gamma(m-\nu)} \frac{d^{m-1}}{dt^{m-1}} \left[ \int_{0}^{t} \frac{\left(\alpha y/z\right)^{ps}}{(t-s)^{\nu+1-m}}ds \right] \cdot \frac{e^{z}e^{-ay}}{\Gamma(ps)(t-s)^{\nu+1-m}}dz ds \\
= \frac{(ye^{ay})^{-1}}{\Gamma(m-\nu)} \frac{d^{m-1}}{dt^{m-1}} \left[ \int_{0}^{t} \frac{\left(\alpha y/z\right)^{ps}}{(t-s)^{\nu+1-m}} \frac{1}{2\pi i} \int_{C} e^{z}e^{-ps}dz ds \right] \\
= \frac{(ye^{ay})^{-1}}{\Gamma(m-\nu)} \frac{d^{m-1}}{dt^{m-1}} \left[ \frac{1}{2\pi i} \int_{C} e^{z} \left(\frac{\alpha y}{z}\right)^{pt} \left(p \log \frac{\alpha y}{z}\right)^{\nu-m} \right. \\
\left. \times \{ \Gamma(m-\nu) - \Gamma(m-\nu, pt \log \frac{\alpha y}{z}) \} \right] dz \\
= p \frac{(ye^{ay})^{-1}}{\Gamma(m-\nu)} \frac{d^{m-1}}{dt^{m-1}} \left[ \frac{1}{2\pi i} \int_{C} e^{z} \left(\frac{\alpha y}{z}\right)^{pt} \log \frac{\alpha y}{z} \left(p \log \frac{\alpha y}{z}\right)^{\nu-m} \right] \]
Corollary 4.1. The density (2.5) of gamma process $\Gamma(\nu, \beta)$ in time variable $t > \delta$, where

\[ \frac{p}{\Gamma(m - \nu)} \frac{d^{m-1}}{dt^{m-1}} \frac{1}{2\pi i} \int_C e^{\alpha y} \left( \frac{\alpha y}{z} \right)^{pt} \left( \log \left( \frac{\alpha y}{z} \right) \right)^{m-1-\nu} \]

\[ \times \left\{ -p \left( \frac{\alpha y}{z} \right)^{-\nu} \log \frac{\alpha y}{z} \left( \log \left( \frac{\alpha y}{z} \right) \right)^{m-1-\nu} \right\} \, dz \]  

(from (4.25))

\[ = \frac{p}{\Gamma(m - \nu)} \frac{d^{m-1}}{dt^{m-1}} \frac{1}{2\pi i} \int_C e^{\alpha y} \left( \frac{\alpha y}{z} \right)^{pt} \left( \log \left( \frac{\alpha y}{z} \right) \right)^{m-1-\nu} \]

\[ \times \left\{ \Gamma(m - \nu) - \Gamma \left( m - \nu, pt \log \frac{\alpha y}{z} \right) \right\} \, dz + \frac{p}{\Gamma(m - \nu)} \frac{d^{m-1}}{dt^{m-1}} \frac{1}{2\pi i} \int_C e^{\alpha y} \, dz \]

\[ = p \log(\alpha y) \frac{d^{m-1}}{dt^{m-1}} \frac{1}{2\pi i} \int_C e^{\alpha y} \left( \frac{\alpha y}{z} \right)^{pt} \left( \log \left( \frac{\alpha y}{z} \right) \right)^{m-1-\nu} \]

\[ \times \left\{ \Gamma(m - \nu) - \Gamma \left( m - \nu, pt \log \frac{\alpha y}{z} \right) \right\} \, dz \]

\[ = p \log(\alpha y) \frac{d^{m-1}}{dt^{m-1}} \frac{1}{2\pi i} \int_C e^{\alpha y} \left( \frac{\alpha y}{z} \right)^{pt} \log(z) \left( \log \left( \frac{\alpha y}{z} \right) \right)^{m-1-\nu} \]

\[ \times \left\{ \Gamma(m - \nu) - \Gamma \left( m - \nu, pt \log \frac{\alpha y}{z} \right) \right\} \, dz \quad \therefore \int_C e^{\alpha y} \, dz = 0 \]

\[ = p \log(\alpha y) \frac{d^{m-1}}{dt^{m-1}} \frac{1}{2\pi i} \int_C e^{\alpha y} \left( \frac{\alpha y}{z} \right)^{pt} \log(z) \left( \log \left( \frac{\alpha y}{z} \right) \right)^{m-1-\nu} \]

\[ \times \left\{ \Gamma(m - \nu) - \Gamma \left( m - \nu, pt \log \frac{\alpha y}{z} \right) \right\} \, dz \]

which proves the result.

The following corollary corresponds to the case $\nu = 1$.

**Corollary 4.1.** The density (2.5) of gamma process $\Gamma(t) \sim G(\alpha, pt)$ solves the following pde, in time variable $t > 0$ (with $g(y|\alpha,0) = 0$ ),

\[ \frac{\partial}{\partial t} g(y|\alpha, pt) = p \left( \log(\alpha y) - \psi(pt) \right) g(y|\alpha, pt), \; y > 0. \]

**Theorem 4.5.** The pmf (1.2) of FNBP solves the following fractional pde in time variable $t > 0$:

\[ \frac{1}{p} \partial_t^\nu \delta_\nu(n|\alpha, pt, \lambda) = \partial_t^{\nu-1} \left( \log(\alpha) - \psi(pt) \right) \delta_\nu(n|\alpha, pt, \lambda) + \int_0^\infty p_s(n|y, \lambda) \log(y) \partial_t^{\nu-1} g(y|\alpha, pt) \, dy, \]

where $\delta_\nu(n|\alpha, 0, \lambda) = 1$ if $n = 0$ and zero otherwise.

**Proof.** Let $m - 1 < \nu < m$, where $m$ is a positive integer. Then

\[ \delta_\nu(n|\alpha, pt, \lambda) = \partial_t^\nu \int_0^\infty p_s(n|y, \lambda) g(y|\alpha, pt) \, dy \]
we have as follows: The change in order of integration in (4.26) can be justified, using Fubini-Tonelli theorem,

Further, using (5.1), we have

for \( n \geq 0 \), with \( \eta \). Since the polynomial process satisfies by an independent gamma random variable \( \Gamma \sim G(\alpha, p) \) with density \( g(x|\alpha, p) \) given in (2.5). Then the pmf \( \eta(n|\alpha, p) = \mathbb{P}(W^T(t) = n) \) of the Polya process is given by

\[
\eta(n|\alpha, p) = \int_0^{\infty} p(n|t, x) g(x|\alpha, p) dx = \frac{t^n \Gamma(n + p)}{n! \Gamma(p)} \frac{\alpha^p}{(t + \alpha)^{p+n}},
\]

which is the pmf of \( \text{NB}(p, \frac{t}{\alpha + t}) \). Since the pmf \( p(n|t, \lambda) \) of the Poisson process satisfies

we have

Further, using (5.1), we have

\[
\int_0^{\infty} xp(n|t, x) g(x|\alpha, p) dx = \frac{n + p}{t + \alpha} \eta(n|t, \alpha, p) \quad ; \quad n \in \mathbb{Z}_+.
\]

Substituting (5.3) in (5.2), we obtain

for \( n \geq 0 \), with \( \eta(n|t, \alpha, p) = 0 \) for \( n < 0 \), is the underlying difference-differential equation satisfied by the Polya process.

Observe that the negative binomial process \( \{Q(t, \lambda)\}_{t \geq 0} \) is a Lévy process (see [13, 9]) so
that it has independent increments. However, the Polya process \( \{W^T(t)\}_{t \geq 0} \) is not a Lévy process, as it does not have independent increments (see Remark 5.2).

5.2. **Space fractional Polya process.** The space fractional Poisson process \( \{\tilde{N}_\beta(t, \lambda)\}_{t \geq 0} \), which is a generalization of the Poisson process \( \{N(t, \lambda)\}_{t \geq 0} \), defined in [22], can be viewed as (see [22, Remark 2.3])

\[
\tilde{N}_\beta(t, \lambda) \overset{d}{=} N(D_\beta(t), \lambda),
\]

where \( D_\beta(t) \) is the \( \beta \)-stable subordinator \( 0 < \beta < 1 \). The pmf of space fractional Poisson process is given by (see [22, Theorem 2.2])

\[
(5.4) \quad \tilde{p}_\beta(n|t, \lambda) = \mathbb{P}[\tilde{N}_\beta(t, \lambda) = n] = \frac{(-1)^n}{n!} \sum_{k=0}^{\infty} \frac{(-\lambda^\beta t)^k}{k!} \frac{\Gamma(\beta k + 1)}{\Gamma(\beta k + 1 - n)}, \quad t \geq 0, \ k \geq 0.
\]

It solves the following fractional difference-differential equation ([22, eq. (2.4)]).

\[
(5.5) \quad \frac{\partial}{\partial t} \tilde{p}_\beta(n|t, \lambda) = -\lambda^\beta (1 - B_n)^{\beta} \tilde{p}_\beta(n|t, \lambda), \quad \beta \in (0, 1],
\]

\[
\tilde{p}_\beta(n|0, \lambda, \beta) = \begin{cases} 
1, & \text{for } n = 0, \\
0, & \text{for } n > 0,
\end{cases}
\]

where \( B_x \) is the backward shift operator \( B_x u(x, t) = u(x - 1, t) \).

We replace \( \lambda \) in \( \tilde{N}_\beta(t, \lambda) \) by a gamma random variable \( \Gamma \sim G(\alpha, p) \), independent of \( \{D_\beta(t)\}_{t \geq 0} \) and \( N \), to obtain

\[
\tilde{W}_\beta^T(t) := \tilde{N}_\beta(t, \Gamma) = N(D_\beta(t), \Gamma),
\]

and call the process \( \{\tilde{W}_\beta^T(t)\}_{t \geq 0} \) the space fractional Polya process (SFPP).

**Theorem 5.1.** Let \( 0 < \beta \leq 1 \). The one-dimensional distributions of SFPP are

\[
(5.6) \quad \tilde{\eta}_\beta(n|t, \alpha, p) = \mathbb{P}[\tilde{W}_\beta^T(t) = n] = \frac{1}{\Gamma(p)} \frac{(-1)^n}{n!} \psi_1 \left[ \frac{t}{\alpha^\beta} \right] \left( 1, \beta \right), \quad (p, \beta) \quad \text{for } n \in \mathbb{Z}_+.
\]

**Proof.** Observe that

\[
(5.7) \quad \tilde{\eta}_\beta(n|t, \alpha, p) = \mathbb{E}[\mathbb{P}[\tilde{W}_\beta^T(t) = n]|\Gamma] = \int_0^\infty \tilde{p}_\beta(n|t, y) g(y|\alpha, p) dy
\]

\[
= \int_0^\infty \frac{(-1)^n}{n!} \sum_{k=0}^{\infty} \frac{(-y^\beta)^k}{k!} \frac{\Gamma(\beta k + 1)}{\Gamma(\beta k + 1 - n)} \frac{\alpha^p}{\Gamma(p)} y^{p-1} e^{-\alpha y} dy
\]

\[
= \frac{(-1)^n}{n!} \sum_{k=0}^{\infty} \frac{(-t)^k}{k!} \frac{\Gamma(\beta k + 1)}{\Gamma(\beta k + 1 - n)} \frac{\alpha^p}{\Gamma(p)} \int_0^\infty y^{\beta k+p-1} e^{-\alpha y} dy
\]

\[
= \frac{1}{\Gamma(p)} \frac{(-1)^n}{n!} \sum_{k=0}^{\infty} \frac{\Gamma(\beta k + 1)\Gamma(\beta k + p)}{\Gamma(\beta k + 1 - n)} \frac{(-t/\alpha^\beta)^k}{k!}
\]
\[
= \frac{1}{\Gamma(p)} \frac{(-1)^n}{n!} z^{\psi_1} \left[ -\frac{t}{\alpha^\beta} \Gamma(1-n, \beta) (1-n, \beta) \right].
\]

When \( \beta = 1 \), we get
\[
\overline{\eta}_1(n|t, \alpha, p) = \frac{1}{\Gamma(p)} \frac{(-1)^n}{n!} \sum_{k=0}^{\infty} \frac{\Gamma(k+1)\Gamma(k+p)(-t/\alpha)^k}{(k-n)! k!}
\]
\[
= \frac{1}{\Gamma(p)} \frac{(-1)^n}{n!} \sum_{k=0}^{\infty} \frac{\Gamma(k+p)}{(k-n)!} \left( \frac{-t}{\alpha} \right)^k \text{ (put } j = k - n) 
\]
\[
= \frac{1}{\Gamma(p)} \frac{(-1)^n}{n!} \sum_{n+j=0}^{\infty} \frac{\Gamma(n+j+p)}{j!} \left( \frac{-t}{\alpha} \right)^j 
= \frac{\Gamma(n+p)}{\Gamma(p)\alpha^n n!} \sum_{j=0}^{\infty} \frac{\Gamma(n+j+p)}{\Gamma(j+1)\Gamma(n+p)} \left( \frac{-t}{\alpha} \right)^j 
= \frac{t^n \Gamma(n+p)}{n! \Gamma(p)} \frac{\alpha^p}{(t+\alpha)^{p+n}},
\]
which is the pmf of NB\((p, \frac{t}{\alpha+t})\), as expected.

**Remark 5.1.** The time fractional generalization of Polya process, namely \( \{N(E_{\beta}(t), \Gamma)\}_{t \geq 0} \) seems not possible. For, the pmf of time fractional Polya process is given by
\[
P(N_{\beta}(t, \Gamma) = n) = \int_0^{\infty} p_{\beta}(n|t, x) g(x|\alpha, p) dx 
= \frac{t^\beta n}{\Gamma(p)n!\alpha^n} \sum_{k=0}^{\infty} \frac{\Gamma(n+1+k)\Gamma(n+p+k)}{\Gamma(\beta n+1+\beta k)\Gamma(1+k)} \left( \frac{-t^\beta}{\alpha} \right)^k 
\]
\[
= \frac{t^\beta n}{\Gamma(p)n!\alpha^n} \sum_{k=0}^{\infty} c_k,
\]
where
\[
c_k = \frac{\Gamma(n+1+k)\Gamma(n+p+k)}{\Gamma(\beta n+1+\beta k)\Gamma(1+k)} \left( \frac{-t^\beta}{\alpha} \right)^k.
\]
Using the Stirling approximation formula (for large \( z \)),
\[
\Gamma(z) \sim (2\pi)^{1/2} z^{1/2} e^{-z},
\]
we get, for large \( k \),
\[
c_k \sim \frac{\sqrt{2\pi} e^{-(n+1)(k/e)^k k^{n+1/2}} \sqrt{2\pi} e^{-(n+p)(k/e)^k k^{n+p-1/2}}}{2\pi^{1/2} \beta^{n+1/2+\beta k} e^{-(1+\beta n)(k/e)^{\beta k} k^{\beta n+1/2}} 2\pi^{1/2} (k/e)^{k^{1/2}} \left( \frac{-t^\beta}{\alpha} \right)^k 
= Ak^{(2n+p+\beta n-1/2)(k/e)^k (1-\beta) \beta - \beta k} \left( \frac{-t^\beta}{\alpha} \right)^k ,
\]
where \( A = e^{-(2n+p+\beta n)} \beta^{-(\beta n+1/2)} \). Applying the root test for the series in (5.8), we get
\[
\lim_{k \to \infty} \sqrt[k]{|c_k|} = \lim_{k \to \infty} |A^{1/k}(k^{1/k})^{(2n+p+\beta n-1/2)} \beta^{-\beta}(k/e)^{(1-\beta)(t/\alpha)}| = \infty,
\]
since \( 1 - \beta > 0 \). Hence, the series in (5.8) diverges and so the pmf of \( N(E_{\beta}(t), \Gamma) \) does not exist.
Theorem 5.2. The SFPP $\{\tilde{W}_\beta^\Gamma(t)\}_{t \geq 0}$ has stationary increments and is stochastically continuous.

Proof. Consider first the Polya process $\{W^\Gamma(t)\}_{t \geq 0}$.

(i) Stationary increments: Let $B$ be a Borel set. Then for $t \geq 0, s > 0$,
\[
\mathbb{P}[W^\Gamma(t + s) - W^\Gamma(s) \in B] = \mathbb{E}[\mathbb{P}[N(t + s, \Gamma) - N(s, \Gamma) \in B] | \Gamma] = \mathbb{E}[\mathbb{P}[N(t, \Gamma) \in B] | \Gamma] = \mathbb{P}[W^\Gamma(t) \in B],
\]
showing that $\{W^\Gamma(t)\}$ has stationary increments. It is known that the time change of a process with stationary increments by a process with stationary increments has stationary increments (see [1, Theorem 1.3.25]). Since $\{D_\beta(t)\}_{t \geq 0}$ has stationary increments, $\{\tilde{W}_\beta^\Gamma(t)\}_{t \geq 0}$ also has stationary increments.

(ii) Stochastic continuity: Note first that for any stationary processes $\{X(t)\}_{t \geq 0}$,
\[
\lim_{t \to s} \mathbb{P}[\|X(t) - X(s)\| > a] = 0 \Rightarrow \lim_{t \to 0} \mathbb{P}[\|X(t)\| > a] = 0, \quad \text{for } a > 0.
\]
Since the Poisson process $\{N(t, \lambda)\}_{t \geq 0}$ is stochastically continuous, we have for $a > 0$ and given $\epsilon > 0$, $\exists a \delta > 0$ such that $\mathbb{P}[\|N(t, \lambda)\| > a] < \epsilon, \forall t \in (0, \delta)$. Now, suppose $W^\Gamma(t) = N(t, \Gamma)$ is not stochastically continuous. Then $\exists a t_0 \in (0, \delta)$ such that $\mathbb{P}[\|W^\Gamma(t_0)\| > a] \geq \epsilon$. Again,
\[
\mathbb{P}[\|W^\Gamma(t_0)\| > a] = \mathbb{E}[\mathbb{P}[\|N(t_0, \Gamma)\| > a] | \Gamma], \quad \text{for } t_0 \in (0, \delta)
\]
\[
= \int_0^\infty \mathbb{P}[\|N(t_0, \lambda)\| > a] g(\lambda | \alpha, \delta) d\lambda, \quad \text{for } t_0 \in (0, \delta)
\]
\[
< \epsilon \int_0^\infty g(\lambda | \alpha, \delta) d\lambda \leq \epsilon.
\]
which is a contradiction. Hence, $\{W^\Gamma(t)\}$ is stochastically continuous. Also, by the similar conditioning arguments, it follows that $\{\tilde{W}_\beta^\Gamma(t)\}_{t \geq 0}$ is stochastically continuous. □

Remark 5.2. The Polya process $\{W^\Gamma(t)\}_{t \geq 0}$ and the SFPP $\{\tilde{W}_\beta^\Gamma(t)\}_{t \geq 0}$ are not Lévy processes, since they do not have independent increments. To see this, let $0 \leq t_1 < t_2 < t_3 < \infty$ and $B_1, B_2$ be Borel sets. Then
\[
\mathbb{P}[W^\Gamma(t_2) - W^\Gamma(t_1) \in B_1, W^\Gamma(t_3) - W^\Gamma(t_2) \in B_2] = \mathbb{E}[\mathbb{P}[N(t_3, \Gamma) - N(t_2, \Gamma) \in B_1, N(t_2, \Gamma) - N(t_1, \Gamma) \in B_2] | \Gamma]
\]
(5.9)
\[
\neq \mathbb{E}[\mathbb{P}[N(t_3, \Gamma) - N(t_2, \Gamma) \in B_1] \mathbb{E}[\mathbb{P}[N(t_2, \Gamma) - N(t_1, \Gamma) \in B_2] | \Gamma] \mathbb{E}[\mathbb{P}[N(t_2, \Gamma) - N(t_1, \Gamma) \in B_1] | \Gamma].
\]
(5.10)
Also, it is straightforward to check that the rhs of (5.9) $\neq$ rhs of (5.10). For example, when $t_1 = 1, t_2 = 2, t_3 = 3$, we get the rhs of (5.9) and (5.10) as
\[
\frac{1}{n!m! \Gamma(p)} \frac{\alpha^p}{\Gamma(n + m + p)} \Gamma(n + m + p) (\alpha + 2)^{n+m+p} \quad \text{and}
\]
Now repeating above computation \(k\) times, we get the desired result.

**Remark 5.3.** The mean \(\mathbb{E}(\tilde{W}_\beta^T(t))\) is infinite, which can be seen as follows. Consider the pgf of \(\tilde{W}_\beta^T(t)\) given by

\[
\mathbb{E}[u^{\tilde{W}_\beta^T(t)}] = \int_0^\infty G_\beta(u, t, \lambda) g(\lambda|\alpha, p) d\lambda,
\]

where \(G_\beta(u, t, \lambda) = \mathbb{E}[u^{\tilde{N}_\beta(t, \lambda)}] = e^{-\lambda^\beta t(1-u)}\), \(|u| \leq 1\) (see [22, eq. (2.12)]). Now differentiate with respect to \(u\), and let \(u \rightarrow 1\) to obtain infinity.

### 5.3. Connections to pde’s

We here discuss some pde connections associated with the distributions of the SFPP.

First, we establish a result for the process \(\{\tilde{W}_\beta^T(t)\}_{t \geq 0}\), similar to (5.5).

**Theorem 5.3.** The pmf \((5.6)\) satisfies the following pde in time variable \(t\):

\[
\frac{\partial^k}{\partial t^k} \tilde{\eta}_\beta(n|t, \alpha, p) = \left(1 - \frac{1 - B_n}{\alpha^\beta \Gamma(p)}\right)^k \tilde{\eta}_\beta(n|t, \alpha, p + k\beta)
\]

with \(\tilde{\eta}_\beta(n|0, \alpha, p) = 1\) if \(n = 0\) and zero otherwise.

**Proof.** Note from (5.7),

\[
\frac{\partial}{\partial t} \tilde{\eta}_\beta(n|t, \alpha, p) = \frac{\partial}{\partial t} \int_0^\infty \tilde{p}_\beta(n|t, y) g(y|\alpha, p) dy = \int_0^\infty \frac{\partial}{\partial t} \tilde{p}_\beta(n|t, y) g(y|\alpha, p) dy
\]

\[= \int_0^\infty -y^\beta (1 - B_n)^\beta \tilde{p}_\beta(n|t, y) g(y|\alpha, p) dy \text{ (Using (5.5))}
\]

\[= -(1 - B_n)^\beta \int_0^\infty y^\beta \tilde{p}_\beta(n|t, y) g(y|\alpha, p) dy \text{ (Using (5.13))}
\]

\[
(5.12)
\]

The last step is due to the fact

\[y^\beta g(y|\alpha, p) = \frac{\Gamma(p+\beta)}{\alpha^\beta \Gamma(p)} g(y|\alpha, p+\beta).
\]

Now repeating above computation \(k\)-times, we get the desired result. \(\square\)

**Corollary 5.1.** The pgf \(G_\beta(u, t, \alpha, p) = \mathbb{E}[u^{\tilde{W}_\beta^T(t)}], \ |u| \leq 1,\) satisfies the following \(k\)-th order pde:

\[
\frac{\partial^k}{\partial t^k} G_\beta(u|t, \alpha, p) = \left(1 - \frac{1 - u}{\alpha^\beta \Gamma(p)}\right)^k G_\beta(u|t, \alpha, p + k\beta),
\]

where \(G_\beta(u, 0, \alpha, p) = 1\), and \(k \in \mathbb{Z}_+ \setminus \{0\}\).
\textbf{Proof.} Note that

\[(1 - B_n)^\beta = \sum_{r=0}^{\infty} \frac{\Gamma(\beta + 1)}{\Gamma(j + 1)\Gamma(\beta - j + 1)} (-1)^r B_n^r.\]

From (5.11),

\[
\frac{\partial}{\partial t} G_\beta(u, t, \alpha, p) = \frac{\partial}{\partial t} \sum_{n=0}^{\infty} u^n \tilde{\eta}_\beta(n|t, \alpha, p) = \sum_{n=0}^{\infty} u^n \left( - (1 - B_n)^\beta \frac{\Gamma(p + \beta)}{\alpha^\beta \Gamma(p)} \right) \tilde{\eta}_\beta(n|t, \alpha, p + \beta)
\]

\[
= - \frac{\Gamma(p + \beta)}{\alpha^\beta \Gamma(p)} \sum_{n=0}^{\infty} u^n (1 - B_n)^\beta \tilde{\eta}_\beta(n|t, \alpha, p + \beta)
\]

\[
= - \frac{\Gamma(p + \beta)}{\alpha^\beta \Gamma(p)} \sum_{n=0}^{\infty} u^n \sum_{r=0}^{\infty} \frac{\Gamma(\beta + 1)}{\Gamma(j + 1)\Gamma(\beta - j + 1)} (-1)^r B_n^r \tilde{\eta}_\beta(n|t, \alpha, p + \beta)
\]

\[
= - \frac{\Gamma(p + \beta)}{\alpha^\beta \Gamma(p)} \sum_{r=0}^{\infty} \frac{\Gamma(\beta + 1)}{\Gamma(j + 1)\Gamma(\beta - j + 1)} (-1)^r \sum_{n=r}^{\infty} u^n \tilde{\eta}_\beta(n - r|t, \alpha, p + \beta)
\]

\[
= - (1 - u)^\beta \frac{\Gamma(p + \beta)}{\alpha^\beta \Gamma(p)} G_\beta(u|t, \alpha, p + \beta).
\]

Taking the derivative \(k\)-times, we get the result. \(\Box\)

Finally, we obtain the following result in variable \(p\).

\textbf{Theorem 5.4.} The pmf (5.6) satisfies the following fractional pde:

\[(5.15)\]

\[\partial_p^\nu \tilde{\eta}_\beta(n|t, \alpha, p) = \partial_p^{\nu - 1}(\log(\alpha) - \psi(p))\tilde{\eta}_\beta(n|t, \alpha, p) + \int_0^\infty \tilde{\eta}_\beta(n|t, \lambda) \log(\lambda) \partial_p^{\nu - 1} g(\lambda|\alpha, p) d\lambda,
\]

where \(\tilde{\eta}_\beta(n|0, \alpha, p) = 1\) if \(n = 0\) and zero otherwise.

\textbf{Proof.} Note that

\[\partial_p^\nu \tilde{\eta}_\beta(n|t, \alpha, p) = \partial_p^\nu \int_0^\infty \tilde{\eta}_\beta(n|t, \lambda) g(\lambda|\alpha, p) d\lambda = \int_0^\infty \tilde{\eta}_\beta(n|t, \lambda) \partial_p^\nu g(\lambda|\alpha, p) d\lambda,
\]

and the proof now follows from Lemma 4.2. \(\Box\)
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