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Abstract
We present our submission to the End-to-End Multi-Domain Dialog Challenge Track of the Eighth Dialog System Technology Challenge. Our proposed dialog system adopts a pipeline architecture, with distinct components for Natural Language Understanding, Dialog State Tracking, Dialog Management and Natural Language Generation. At the core of our system is a reinforcement learning algorithm which uses Deep Q-learning from Demonstrations to learn a dialog policy with the help of expert examples. We find that demonstrations are essential to training an accurate dialog policy where both state and action spaces are large. Evaluation of our Dialog Management component shows that our approach is effective - beating supervised and reinforcement learning baselines.

1 Introduction
Conversational AI is an area of Natural Language Processing (NLP) that deals with the modelling of user-agent dialogues. Over the years, the Dialog System Technology Challenge (DSTC) has provided valuable research impulses for this community, and the release of large-scale multi-domain datasets like MultiWOZ (Budzianowski et al. 2018; Eric et al. 2019) has enabled the development of high performing multi-domain dialog systems. Conversational AI can be broadly divided into three categories: task-oriented, question-answering, and chit-chat systems (Gao et al. 2019). Chit-chat systems aim to mimic the flow of human conversation, and have no goal other than to keep the user engaged. Question-answering systems have the specific aim of answering user questions, often pertaining to information encoded in a knowledge-graph. Finally, the aim of task-oriented systems is the successful simulation of a dialog agent to help users achieve a certain task, such as booking flights or hotels. More recently, simulations of users have attracted attention\textsuperscript{1}, and some work has even tried to simulate both sides of the full dialog (Das et al. 2017).

At the highest level, task-oriented systems can be grouped into “monolithic” and “pipelined” approaches. In the latter group, the overall problem is broken down into smaller components, with systems typically having separate modules for Natural Language Understanding (NLU), Dialog State Tracking (DST), Dialog Management (DM), and Natural Language Generation (NLG). Each of these modules can have its own architecture and training regime. For example, a pipeline system could consist of pre-trained neural network NLU and DM components, a rule-based DST, and template NLG. Monolithic systems, on the other hand, tackle the dialog problem at once, modelling the internals of the system as latent states, and only use natural language input-output data pairs for training. Figure 1 illustrates these two general approaches.

The Eighth Dialog System Technology Challenge (DSTC8; Kim et al. 2019) prominently features an End-to-End Multi-Domain Dialog Challenge Track, which requires participants to build a task-oriented agent simulation. The agent’s task is to help the user plan and book a trip around a city, a problem that spans multiple domains ranging from recommending attractions for sight-seeing, to booking transportation (taxi and train) and hotel accommodation. The challenge builds upon two main sources: (i) the MultiWOZ dataset, providing 10,000 human-human interactions in the challenge’s target domains, which can be exploited for tasks such as pre-training or system validation; (ii) ConvLab (Lee et al. 2019), a novel dialog system framework with special focus on reinforcement learning (RL) algorithms, enabling direct comparison between the many possible architectures for dialog systems thanks to its end-to-end evaluation.

For the track, we adopt a pipelined approach to task-oriented dialog systems, and focus on improving the DM component. DM is the decision-making module of the larger dialog system. It uses a policy to choose the next system action given the state of the dialog. The canonical approach is to use rule-based policies, but the problem has also been tackled with supervised and reinforcement learning (Wen et al. 2016; Li et al. 2017). While rule-based approaches can achieve good performance based on sophisticated, hand-written heuristics, these naturally come at a high develop-
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ment cost: skilled experts are needed to write good rules, and have to stay on hand to extend them to new domains or tasks. On the other hand, RL employs random exploration of a search space to find successful dialog strategies, overcoming the need for hand-crafted rules. However, relying on random discovery of good behaviour can yield limited success in environments where the search space is sufficiently large. For example, in the ConvLab environment provided as part of DSTC8, the state and action spaces are extensive ($2^{392}$ possible states and 300 actions), and the probability of finding paths that lead to successful dialogs through random actions is low.

The contributions presented in this paper are two-fold: (i) We adapt Deep Q-Learning from Demonstrations (DQfD; Hester et al. 2017), an RL algorithm that has achieved high scores in Atari game environments, to the dialog domain. We employ DQfD to overcome the problem of having to randomly explore a large conversational search space, using its ability to learn to imitate an “expert” demonstrator. (ii) We show that DQfD can be successfully used to train dialog agents by leveraging demonstrations that come either from strong rule-based or weaker data-driven experts.

2 Related Work

There is a long history of pipeline approaches to task-oriented dialog systems (Levin, Pieraccini, and Eckert 2000; Walker 2000). Recently, systems that use neural networks as the basis for one or all of their components have been widely explored (Gao et al. 2019). Especially for Natural Language Understanding (NLU), pattern recognition techniques such as those involving neural networks are essential. A variety of network architectures have been employed for NLU, including those using conditional random fields (Xu and Sarikaya 2013), attention mechanisms (Liu and Lane 2016) and Capsule Networks (Xia et al. 2018).

For Dialog State Tracking and Natural Language Generation components, neural networks save the dialog developer from laboriously writing sets of rules and templates. In the case of DST, approaches range from heuristic trackers – filling state slots by matching NLU output – to neural architectures. In particular, long short-term memory (LSTM) networks (Zhong, Xiong, and Socher 2018) and pointer-networks (Wu et al. 2019) have recently been used to directly learn a mapping from natural language to dialog state. Similarly, seq-to-seq models have been applied to NLG to improve the fluency and variety of system utterances over previous approaches (Wen et al. 2015; Mei, Bansal, and Walter 2016).

Supervised learning has been used to learn a policy for the Dialog Management module (Wen et al. 2016). But, because DM can be seen as a problem of optimal decision making – in which past predictions affect future states – the use of RL is well-established (Young et al. 2013). Recently, neural network based deep RL (Mnih et al. 2015) has been used to deal with the combinatorial explosion of possible system states without resorting to feature-engineering (Su et al. 2017). Li et al. (2017) use a deep Q-network (DQN) to model the policy, whereas Fatemi et al. (2016) find that an actor-critic architecture converges more quickly than DQN.

Despite these improvements in efficiency, using deep RL to learn a dialog policy from scratch is slow, and can fail completely. Training can be bootstrapped by using supervised learning on an in-domain dialog corpus to pre-train the agent’s policy (Su et al. 2017). Lipton et al. (2018) show that pre-filling the replay buffer with transitions from a rule-based agent improves the chances of DQN converging to a successful dialog policy.

Another barrier to using deep RL for dialog is that the reward is either ill-defined or too sparse. Reward shaping is an active line of research. Su et al. (2015) train an RNN to predict intermediate rewards, whereas Takanobu, Zhu, and Huang (2019) use inverse RL to learn a dense reward based on a dialog corpus. Sparse rewards have been tackled in the video games domain. Hester et al. (2017) use expert demonstrations to solve sparse Atari games that had stumped earlier RL approaches while Salimans and Chen (2018) learn the notoriously difficult Montezuma’s Revenge from a single expert demonstration. More efficient exploration has also been shown to improve performance when rewards are sparse (Bellemare et al. 2016; Pathak et al. 2017). Burda et al. (2018) give the agent an additional reward when it visits unfamiliar states.

3 Method

For this submission to DSTC8 Track 1, we treat dialog as a modular problem with components specifically designed to handle user input, state tracking, system action prediction, and sentence generation, as illustrated in Figure 1 (left). This allows for a more direct attribution of changes in sys-
tem performance to different components than is possible in monolithic systems with latent internal states. We focus our efforts on using RL for the DM module, and keep the other system components fixed, with only minor adjustments to the NLU and NLG modules.

The left-hand side of Figure 1 outlines the general components of a pipelined end-to-end dialog system. End-to-end here refers to the system taking a natural language sentence as input, making decisions based upon this input and current system state, and returning a natural language output sentence. Typically, the individual modules of an end-to-end system internally employ quite different structures for input and output. In particular, the DM component relies on information being represented in terms of dialog acts and system states.

Dialog acts (DAs) are abstract representations of information relevant to the dialog. Typically, DAs will encode the dialog domain that a particular piece of information is in, as well as associated slots and entities. For example, the natural language sentence “I would like to book a hotel in London.” would be represented by the following DA: {Hotel-Inform: [city: London]}. The dialog state is a representation of all the (valid) information collected over the course of a given conversation. Crucially for DSTC8 Track 1, in ConvLab/MultiWOZ notation the state can be sub-divided into information collected by domain, e.g., pertaining to Hotel or Train. Each domain can specify a variety of slots that are required to “complete” it. For example, the Train section of a state may require, amongst others, a date of travel, as well as origin and destination cities.

We describe our approach to learning a dialog policy in 3.1, where we adapt Deep Q-Learning from Demonstrations (DQfD) to the task-oriented dialog domain. The rest of our proposed architecture, including modules for NLU and NLG, is outlined in 3.2.

3.1 Dialog Management

The policy of a dialog system is responsible for selecting an appropriate system action, e.g., asking for a specific piece of information, given the current state of the conversation. There are many ways to engineer a policy to take the right action, ranging from hand-written rules and heuristics, to machine-learning with data-driven methods or RL. For hand-crafted policies, it can be challenging to specify how a “good” system should behave, and it often is time-consuming (and potentially expensive) for human experts to write complex rules to cover all the base- and edge-cases that are needed to achieve the system’s desired behaviour. This problem is aggravated in systems that deal with multiple domains at the same time, as is the case for the MultiWOZ-based “travel agent” system in ConvLab. Therefore we focus on machine-learning approaches to Dialog Management.

ConvLab offers two ways of training and integrating policies into the dialog system. The first, referred to as “External Policy”, includes policies that are trained “outside” of the full system. This includes rule-based policies (which do not require training), as well as policies trained on in-domain dialog datasets. In terms of neural policy architectures, ConvLab also provides a policy called VMLE (a feed-forward network), as well as an associated “state featurizer” used to turn an explicit dialog state into a binary vector representation suitable for input to a neural network model. The second approach to training a policy in ConvLab is to use RL, during which the dialog agent is exposed to a conversation environment in which it interacts with a simulated user trying to achieve a goal, i.e. successfully organizing a city trip.

One potential advantage of RL over supervised learning is that it is able to discover – and resolve – conversation paths that are rare or, more severely, not even present in available dialog datasets. A well-trained RL agent is therefore likely to outperform its data-driven counterpart, even if only due to the fact that it has been exposed to a larger set of conversational situations.

Reinforcement Learning In RL for dialog an agent is exposed to a learning environment that assigns a reward $r$ to each of its actions. This environment consists of an agenda-based user-simulator (Schatzmann et al. 2007) which typically uses a set of rules to mimic a human user trying to achieve a set of goals through talking to the agent. User goals include requesting information (e.g. the price of an attraction) and booking a restaurant, hotel, train or taxi subject to a set of constraints (e.g. number of stars, or train departure time). The more of these goals that the agent satisfies, the higher the reward it receives. The agent does not have access to user goals.

Through interaction with the environment, the agent learns a policy $\pi$ that maps the current state $s_t$ into an action $a_t = \pi(s_t)$. The agent’s goal is to maximize its discounted future rewards over the course of a whole dialog. Q-learning (Watkins and Dayan 1992) is a well-established RL algorithm in which the expected total reward of taking an action $a$ in a state $s$ is estimated by the Q-function:

$$Q(s, a) = \mathbb{E}_\pi \left[ \sum_{k=0}^{T-t} \gamma^k r_{t+k} | s_t = s, a_t = a \right]$$

$$\pi^*(s) = \arg \max_a Q^*(s, a)$$

where $T$ is the maximum length of the dialog, $t$ is the current dialog turn, and $\gamma$ is a discount factor for future rewards. The goal of Q-learning is to find the optimal Q-function $Q^*(s, a)$ with which the expected total reward at each state $s$ is maximized. Given the optimal function $Q^*$, $\pi^*(s)$ is that optimal policy which is obtained by acting greedily in each state according to $Q^*$.

Deep Q-network (DQN; Mnih et al. 2015) is a Q-learning variant that approximates $Q(s, a)$ with a neural network. During training, the agent generates dialogs by acting according to its current policy $\pi$, and stores individual state-action transitions in a replay buffer in the form $(s_t, a_t, r_t, s_{t+1})$. However, instead of always acting according to $\pi$, an $\epsilon$-greedy strategy is employed in which the agent sometimes takes a random action according to an “exploration” parameter $\epsilon$. This forces the agent to diverge from what it currently deems to be the best policy and to explore the state-action transitions.
search space. Acting $\epsilon$-greedy helps to prevent the agent from getting stuck in local minima by discovering conversation paths with higher total rewards. The transitions aggregated in the replay buffer are then sampled uniformly at regular intervals and used as training examples to update the current estimate of $Q(s, a)$ via the loss:

$$J_{DQ}(Q) = (R(s, a) + \gamma Q(s_{t+1}, a_{t+1}^{\text{max}}; \theta') - Q(s, a; \theta))^2$$

Through $\epsilon$-greedy exploration, DQN will eventually find dialogs that yield a high total reward, but it finds them randomly. This is problematic where the search space is sufficiently large because the agent will likely need to take a large number of random actions to find even a few high return dialogs. This is further aggravated in environments in which rewards are sparse, where the agent has to wait until the end of a conversation to discover whether it has responded to the user appropriately, rather than receiving feedback at every step. It has been shown that otherwise high performing RL algorithms struggle in environments with sparse rewards (Burda et al. 2018).

The ConvLab environment has both a large state and action space, and sparse rewards. Its default state featureizer converts the explicit dialog state into a 392 dimensional bi- nary vector with $2^{392}$ possible states; furthermore, there are 300 dialog actions available to the agent at each step in the dialog. Additionally, the agent receives a small penalty to encourage it to minimize dialog length and only receives a large positive or negative reward (depending on whether the user goals were satisfied) at the end of the dialog. Only a small number of randomly chosen state-action combinations will eventually lead to a dialog with a high total reward, so we suspect that $\epsilon$-greedy exploration alone will struggle to converge to good DM performance.

Therefore, we adapt a DQN variant that has been successfully employed to overcome the difficulties of a large state-action space and sparse rewards in a very different domain – Atari video games.

**Learning Dialog Strategies via Deep Q-Learning from Demonstrations** We use Deep Q-learning from Demonstrations (DQfD; Hester et al. 2017), an extension to DQN that uses expert demonstrations to guide the learning process. In this setup, during a pre-training phase a portion of the replay buffer is filled with transitions from an expert demonstrator. The agent learns to imitate these demonstration transitions with the DQN loss function augmented with a large margin classification term:

$$J(Q) = J_{DQ}(Q) + \max_{a \in A} [Q(s, a) + l(a_E, a)] - Q(s, a_E)$$

where $a_E$ is the action the expert demonstrator took in $s$, and $l(a_E, a)$ is 0 when the agent’s chosen action is the same as the action taken by the expert demonstrator, and a positive constant $\tau$ otherwise:

$$l(a_E, a) = \begin{cases} 0, & \text{if } a = a_E; \\ \tau, & \text{otherwise}. \end{cases}$$

After the pre-training phase the agent acts $\epsilon$-greedily according to its current policy and adds its own experience to the replay buffer. By mixing the buffer with demonstration and agent transitions, the agent can learn not just to mimic the expert, but to exceed its performance. Crucially, we keep the portion of the buffer containing expert transitions from being overwritten by newly explored ones. Finally, rather than sampling uniformly from the replay buffer we use a prioritized replay buffer to sample in proportion to the training error of a transition (Schaul et al. 2015). We follow Hester et al. (2017) and increase the priority of expert transitions in order to increase their frequency of being sampled during network training. We explore using different experts for DQfD training further in section 4.

**3.2 System Architecture**

In addition to a policy, a dialog system requires a number of other key components to fully function. Here we briefly describe the remaining modules we combine with the policy described above, to form our proposed system architecture.

**Natural Language Understanding** The first component of our pipelined architecture, the NLU module, utilizes the Multi-intent Language Understanding (MILU) model (Lee et al. 2019), one of the reference NLU models provided by ConvLab. MILU is an extension of OneNet (Kim, Lee, and Stratos 2017), a unified neural network that jointly performs domain, intent, and slot prediction. The original OneNet network has three layers: a character embedding layer which is aggregated using a bidirectional LSTM (BiLSTM); a word-aware layer which combines word embeddings of the aggregated character layer with another BiLSTM; and a multi-output layer which performs domain, intent and slot prediction independently, and is trained by minimizing the joint loss. While OneNet is able to predict a single intent per utterance, MILU represents a multi-intent extension of OneNet with a few additional changes: first, the model replaces the character-based BiLSTM with a CNN layer. It then removes the domain-specific output from OneNet and combines each domain+intent pair into a single output tag. Finally, on top of the word-based BiLSTM, two attention layers are added for both the slot and the domain+intent outputs.

We change the original MILU, replacing the default 50-dimensional GloVe word embeddings (Pennington, Socher, and Manning 2014) with contextualized BERT embeddings (Devlin et al. 2018). Specifically we use the cased BERT-base model, which consists of a 12-layer Transformer architecture with 768 hidden dimensions and 12 attentions heads. The character encoder remained untouched, employing 16-dimensional embeddings combined with a CNN layer with 128 filters of size 3, and ReLU activations.

Table 1 shows the performance in terms of precision, recall, and F1-score of our trained MILU BERT NLU on the MultiWOZ test set, as well as ConvLab’s original MILU and OneNet systems. Both MILU-based systems clearly outperform the OneNet NLU, which only achieves around 66%
Table 1: Evaluation results of NLU modules trained and tested on MultiWOZ. Reported scores are Precision, Recall, and F1-Score.

|          | Prec | Rec | F1  |
|----------|------|-----|-----|
| OneNet   | 76.64| 58.15|66.13|
| MILU     | 76.15| 81.31|78.65|
| MILU BERT| 77.79| 81.81|79.75|

Table 2: BLEU-4 results of NLG modules trained and tested on MultiWOZ.

|          | BLEU-4 |
|----------|--------|
| Template | 33.13  |
| SC-LSTM  | 49.01  |
| Seq-2-Seq Attn | 58.69  |

The employed attention-based seq-to-seq NLG architectures are prone to producing “hallucinations”, i.e., they often generate partial output pertaining to slots that are not part of the input dialog act. To ameliorate hallucination in the NLG output, we modify the decoding to never consider output variables that are irrelevant to the input, e.g., we force it to never consider outputting an “X-price” variable if the “price” slot is not present in the input. Additionally, in order to increase the variety of the output sentences, we use nucleus sampling (Holtzman et al. 2019) during decoding.

Table 2 reports BLEU-4 scores (Papineni et al. 2002) achieved on the MultiWOZ test set, for our sequence-to-sequence model as well as ConvLab’s template-based NLG, and a semantically-conditioned LSTM (Wen et al. 2015). The trainable systems were trained on the MultiWOZ training data. It can be clearly seen that the attention-based seq-2-seq architecture is able to out-perform the two competitor systems in terms of BLEU-4. While both neural systems beat the template-based baseline by a large margin, seq-2-seq further improves upon the SC-LSTM approach by almost 10 BLEU points.

4 Experiments

4.1 Experimental Setup

We train and evaluate a variety of baselines and target systems, while concentrating heavily on the Dialog Management component. Baselines include a rule-based DM as well as a DQN agent, as provided by ConvLab. We also train a VMLE on the MultiWOZ dataset, for use as system policy. The final trained VMLE achieves accuracy scores of 21.53 (acc@1), 46.96 (acc@3), and 59.06 (acc@5) on the MultiWOZ test set. For DQfD, we experiment with two kinds of experts to provide initial state-action transitions: the rule-based MultiWOZ bot, and an expert using the action predictions of the pre-trained VMLE policy.

We train all RL systems in a DA-to-DA way. In this setup, both the agent and user contain no NLU or NLG components, instead exchanging dialog acts. This effectively makes the system behave as if it was run with “perfect” NLU and NLG modules, allowing it to learn a dialog strategy under optimal conditions. We run training or 2.5 million frames (user-system turn pairs) with 392-dimensional state feature vector inputs, and 300 target actions. We use ϵ-greedy action exploration and linearly decay ϵ from 0.1 at the beginning of training to 0.01 after 500k frames. We use a discount factor γ of 0.9, and train on 2000 sampled batches of size 32 every 1000 frames. We use a prioritized replay buffer with $\epsilon_p = 0.001$, $\alpha = 0.6$, $\beta = 0.4$ and a maximum buffer size of 100,000 transitions. For DQfD,
all transitions generated during pre-training are stored permanently in the buffer, and cannot be overwritten by subsequent agent transitions. All our networks have a single hidden layer of size 100 with a ReLU activation function, have a dueling network structure, and make use of the double DQN loss (Van Hasselt, Guez, and Silver 2016; Wang et al. 2015). We use the RAdam optimizer (Liu et al. 2019) with a learning rate of 0.01, and a step-wise learning rate scheduler. We found that n-step returns do not perform well in the ConvLab environment and drop the n-step term from the DQfD loss as specified by (Hester et al. 2017). We apply L2 regularization with a weight of $10^{-5}$ and set $\tau$ to a constant 0.8.

4.2 Results

We run two sets of evaluation, to assess the agent’s learned Dialog Management component in isolation, as well as the full end-to-end system.

In order to evaluate the system’s ability to manage the dialog, i.e., react to user inputs and requests with appropriate system actions, we run the first set of experiment in DA-to-DA mode. Since this effectively means that we observe perfect input to the Dialog Management, it means that any performance issues encountered can be attributed to deficits in the management module.

For the second set of experiments we use the NLU and NLG modules as outlined in the previous section, and run the evaluation end-to-end with natural language input and output. As we know how the Dialog Management setups behave in “perfect” conditions, any drop in performance in the end-to-end setup is likely to stem from either the system misinterpreting user input, or generating hard to understand output sentences.

For both DA-to-DA and end-to-end setups, all systems were evaluated using the user simulator provided by ConvLab. Evaluation results are shown in Tables 3 and 4, for the fully rule-based “perfect” baseline (row: rule), the MultiWOZ-trained VMLE policy, ConvLab’s standard DQN RL agent, as well as two DQfD variants using a rule-based expert (Rule DQfD) and a VMLE-based expert (VMLE DQfD) respectively. Results in Table 3 are with disabled NLU and NLG modules to test system performance on “perfect” dialog acts. Table 4 reports results for systems where the user simulator uses the official testing configuration.

For RL agents, we evaluate the system at the checkpoint with the best moving average return, over three training sessions. We report the average number of turns, average returned reward, precision, recall, and F1-Score of required user goal slots, as well as percentage success and book rates.

DA-to-DA As can be seen from Table 3, the fully rule-based agent achieves “perfect” ceiling performance, with 100% success rate (SR) and book rate (BR) in the DA-to-DA setup. This serves as a sanity check to ensure the overall system performs as expected. The VMLE network that has been trained on the MultiWOZ dataset shows a significantly worse performance, completing only 61% of dialogs successfully, while leading to just above half the book-rate of the rule-based agent. Crucially, the bottom three rows of Table 3 show the drastic performance differences between RL agents trained via standard DQN and the proposed DQfD approaches. It can be clearly seen how even when trained DA-to-DA, DQN fails to learn a meaningful policy. After the full 2.5 million frames it only successfully completes 15% of dialogs. As we hypothesized in section 3.1 this is likely a consequence of the large state and action space, and the sparsity of indicative rewards. DQN rarely experiences
|       | Rule   | VMLE   | DQN    | DQfD-R | DQfD-V |
|-------|--------|--------|--------|--------|--------|
| Turns | 5.25   | 11.67  | 18.79  | 5.33   | 6.81   |
| Return| 76.75  | 23.53  | -42.57 | 74.67  | 65.19  |
| Prec  | 91.00  | 86.00  | 37.00  | 88.00  | 83.67  |
| Rec   | 100    | 80.00  | 26.00  | 99.33  | 91.00  |
| F1    | 94.00  | 81.00  | 29.00  | 92.33  | 85.67  |
| SR    | 100    | 61.00  | 15.00  | 98.33  | 85.00  |
| BR    | 100    | 52.63  | 15.35  | 97.07  | 88.20  |

Table 3: Evaluation results of submitted systems using the ConvLab user simulator, in DA-to-DA setup, for 100 test episodes. Reported scores are average number of dialog Turns, average total Return, Precision, Recall, and F1-Score of required user goal slots, as well as percentage Success and Book Rates (SR and BR).

The systems’ performance decreases when they are evaluated end-to-end, as can be seen in Table 4, even with a rule-based DM component, which in isolation satisfies 100% of the user simulator’s goals, the overall system succeeds only 50% of the time. The overall trend in system performance reflects the same pattern as in the DA-to-DA evaluation. The fully rule-based systems perform best overall, while the agent trained via DQN is unable to find a good dialog strategy. Both DQfD agent variants seem to have learned some good strategies, and the agent trained on VMLE-based expert demonstrations is able to outperform the purely data-driven VMLE policy. Interestingly, the DQfD agent using rule-based demonstrations seems to be able to slightly out-perform the fully rule-based system on certain metrics (precision and book rate). However, overall, it still falls behind on most metrics.

### End-to-End

The systems’ performance decreases when they are evaluated end-to-end, as can be seen in Table 4.
In this work we have presented our approach to Conversational AI, within the setting of Track 1 of the Eighth Dialog System Technology Challenge (DSTC8). We have shown how we adapted and successfully applied Deep Q-Learning from Demonstrations (DQfD), originally devised for reinforcement learning in Atari video game environments, to the dialog domain. Experiments confirmed the importance of expert demonstrations to RL dialog training. While standard deep reinforcement learning failed to navigate ConvLab’s large state and action space and struggled with its sparse rewards, DQfD effectively made use of an expert, which it learned to imitate and eventually outperform. The main advantage of DQfD is that with the expert’s help, it can overcome the problem of an RL agent not experiencing vital positive rewards early on in the training process. Furthermore, we have shown that these results hold even when using a relatively weak expert. A DQfD agent using the VMLE expert trained on in-domain data learned to considerably exceed its performance, showcasing the fact that DQfD is not constrained by the quality of the underlying demonstrator.

In future, we would like to further explore the type of “expert” needed to successfully train an RL agent via DQfD. While we have shown that an imperfect data-driven expert can be used to train a reliable RL policy, it would be interesting to see how DQfD behaves with even less reliable demonstrations.

5 Conclusions and Future Work

In this work we have presented our approach to Conversational AI, within the setting of Track 1 of the Eighth Dialog System Technology Challenge (DSTC8). We have shown how we adapted and successfully applied Deep Q-Learning from Demonstrations (DQfD), originally devised for reinforcement learning in Atari video game environments, to the dialog domain. Experiments confirmed the importance of expert demonstrations to RL dialog training. While standard deep reinforcement learning failed to navigate ConvLab’s large state and action space and struggled with its sparse rewards, DQfD effectively made use of an expert, which it learned to imitate and eventually outperform. The main advantage of DQfD is that with the expert’s help, it can overcome the problem of an RL agent not experiencing vital positive rewards early on in the training process. Furthermore, we have shown that these results hold even when using a relatively weak expert. A DQfD agent using the VMLE expert trained on in-domain data learned to considerably exceed its performance, showcasing the fact that DQfD is not constrained by the quality of the underlying demonstrator.

In future, we would like to further explore the type of “expert” needed to successfully train an RL agent via DQfD. While we have shown that an imperfect data-driven expert can be used to train a reliable RL policy, it would be interesting to see how DQfD behaves with even less reliable demonstrations.
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