Machine learning-based optimization of pre-symptomatic COVID-19 detection through smartwatch
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Patients with weak or no symptoms accelerate the spread of COVID-19 through various mutations and require more aggressive and active means of validating the COVID-19 infection. More than 30% of patients are reported as asymptomatic infection after the delta mutation spread in Korea. It means that there is a need for a means to more actively and accurately validate the infection of the epidemic via pre-symptomatic detection, besides confirming the infection via the symptoms. Mishara et al. (Nat Biomed Eng 4, 1208–1220, 2020) reported that physiological data collected from smartwatches could be an indicator to suspect COVID-19 infection. It shows that it is possible to identify an abnormal state suspected of COVID-19 by applying an anomaly detection method for the smartwatch’s physiological data and identifying the subject’s abnormal state to be observed. This paper proposes to apply the One Class-Support Vector Machine (OC-SVM) for pre-symptomatic COVID-19 detection. We show that OC-SVM can provide better performance than the Mahalanobis distance-based method used by Mishara et al. (Nat Biomed Eng 4, 1208–1220, 2020) in three aspects: earlier (23.5–40% earlier) and more detection (13.2–19.1% relative better) and fewer false positives. As a result, we could conclude that OC-SVM using Resting Heart Rate (RHR) with 350 and 300 moving average size is the most recommended technique for COVID-19 pre-symptomatic detection based on physiological data from the smartwatch.

More than 5 million people have died by the end of 2021 since the severe acute respiratory syndrome COVID-19 virus outbreaks in 2020 as a global pandemic (https://covid19.who.int). The disease caused by this virus typically presents as a lower respiratory infection, followed by many atypical presentations2. In particular, a previously unexposed population has been affected by the high transmissibility of this virus and still undergone a significant health challenge even after recovering from the diseases caused by this virus.

Recently, COVID-19 infection by asymptomatic and pre-symptomatic patient keeps increasing. In particular, OMICRON, a mutant of COVID-19, accelerates the spread of COVID-19. In the case of South Korea, one out of five cases of COVID-19 infection is the patient infected by asymptomatic patients. The disease is highly contagious. According to one model, it begins to be contagious 2.3 days and peaks 0.7 days prior to the onset of symptoms. Thus, a great deal of effort is underway to potentially diagnose COVID-19 early2.

Some studies have reported that consumer devices, such as smartwatches, can effectively detect signs of illness by measuring the patient’s respiration rate, heart rate, and heart rate variability (HRV). A 1 °C rise in body temperature can increase heart rate by 8.5 beats per minute (b.p.m.) on average2, and breathing rate increases when the patient has a fever4. HRV, the variability of the time between successive heartbeats, can be used as a valuable indicator of the non-invasive probe of the autonomic nervous system5. The lowered values of HRV are indicative of increased mortality7 and may provide early diagnosis of infection7. In particular, measuring the resting heart rate or heart rate during sleep can therefore be a practical diagnostic means. In addition to those above studies, Mishara et al.1 and Aravind et al.2 show that the variability of heart rate and steps measured by smartwatch can predict the onset of COVID-19. In particular, they used human steps and heart rate as a health
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metric to predict the onset of COVID-19. Interestingly, it showed effectiveness by detecting 63% of COVID-19 cases before symptom onset. The technique that Mishara et al. used is the anomaly detection based on Mahalanobis distance, one of the classical techniques for finding multivariate outliers, which indicates unusual combinations of two or more variables.

This paper reports optimization of COVID-19 detection of the anomaly detection using health metrics from the smartwatch by using a machine learning, One Class-Support Vector Machine (OC-SVM). OC-SVM is an unsupervised algorithm that learns a decision function for novelty detection: classifying new data as similar or different to the training set. This paper shows the improvement of the anomaly detection performance of pre-symptomatic COVID-19 detecting in two aspects by using OC-SVM. We also apply MD-MCD and OC-SVM for COVID-19 negative participants to show the suppression of false positives.

### Results

This section provides three results from applying our approach for the same data of Mishara et al.: (1) Early detection of COVID-19, (2) shortening the minimum period of sampling data for valid anomaly detection, and (3) suppressing false-positive anomaly detection. In this study, our goal of applying OC-SVM is to detect COVID-19 sooner and find more valid anomaly detection instances by proposing an earlier time point based on a smaller size of datasets.

Table 1 presents abbreviations of this paper and their explanations. The abbreviations combine sampling models (e.g. RHR or HROS) and methods (MD or OC-SVM).

| Abbreviation | Explanations          |
|--------------|-----------------------|
| RHR-MD       | Resting heart rate mahalanobis distance |
| RHR-OC-SVM   | Resting heart rate one class support vector machine |
| HROS-MD      | Heart rate of steps mahalanobis distance |
| HROS-OC-SVM  | Heart rate of steps one class support vector machine |

### Optimization of anomaly detection of COVID-19.

In this sub-section, we compare the number of detected outliers and the time point of reporting anomaly obtained by applying OC-SVM to the RHR and HROS models of Mishara et al.

In the rest of this paper, we compare four combinations of model-method (RHR-MD, RHR-OC-SVM, HROS-MD, and HROS-OC-SVM). RHR-MD denotes a case in which MD-MCD method is applied to RHR model, and RHR-OC-SVM indicates a case in which OC-SVM is applied to RHR model.

Table 3 shows the results of applying the combinations of MD-MCD and OC-SVM and RHR and HROS models for 29 participants of COVID-19 positive. It marks anomaly detection points, i.e., outliers, three weeks before participants report COVID-19 symptoms onset and identifies four combinations of MD-MCD and OC-SVM, RHR, and HROS models with three colored dots. Blue dots are outliers found by OC-SVM, red dots are outliers found by MD-MCD, and orange dots are outliers found by OC-SVM and MD-MCD. Table 2 summarizes Table 3 in three aspects: the number of participants from which methods found outliers, the average number of outliers per participant, and the average time distance from the first outlier occurrence to the time point for participants to report COVID-19 symptoms onset.

First, the results of applying the RHR model to MD-MCD and OC-SVM methods are as follows: MD-MCD using RHR model (RHR-MD) in Mishara et al. detects outliers from 15 participants out of 32 COVID-19 positive participants, excluding three error cases, and the average of the detected outliers per participant was 21.66%. OC-SVM using the RHR model (RHR-OC-SVM) detects outliers from 21 participants and finds outliers from 6 more participants (AYWIEKR, A4E0D03, ATHKM6V, AQC0L71, AJMQUVV, AFPB8J2) than Mishara et al. The number of outliers found by RHR-OC-SVM averages 20.76 per patient for the same participants. It is noteworthy that OC-SVM detects outliers from more patients than MD-MCD, but the average number of outliers found for 29 patients is about 0.9 less than MD-MCD. The time differences between the participant’s symptom (occurrence) reporting date and the first outlier occurrence are 7 days 2 h for MD-MCD and 11 days 12 h for OC-SVM.
| Participant ID | RHR model | HROS |
|----------------|-----------|------|
| AJWW31Y        | ![Graph](image1) | ![Graph](image2) |
| AOYM4KG        | ![Graph](image3) | ![Graph](image4) |
| AKXN5ZZ        | ![Graph](image5) | ![Graph](image6) |
| A0VFT1N        | ![Graph](image7) | ![Graph](image8) |
| AS2MVDL        | ![Graph](image9) | ![Graph](image10) |
| AHYIJDV        | ![Graph](image11) | ![Graph](image12) |
| A1K5DRI        | ![Graph](image13) | ![Graph](image14) |
| AAXAA7Z        | ![Graph](image15) | ![Graph](image16) |
| AYWIEKR        | ![Graph](image17) | ![Graph](image18) |
| AA2KP1S        | ![Graph](image19) | ![Graph](image20) |
| A4E0D03        | ![Graph](image21) | ![Graph](image22) |

Table 3. (continued)
| AZIK4ZA   | ![Graph](image1.png) |
|-----------|----------------------|
| A0NVTRV   | ![Graph](image2.png) |
| AV2GF3B   | ![Graph](image3.png) |
| AIFDJZB   | ![Graph](image4.png) |
| ASFODQR   | ![Graph](image5.png) |
| A4G0044   | ![Graph](image6.png) |
| A1ZJ41O   | ![Graph](image7.png) |
| APGIB2T   | ![Graph](image8.png) |
| A7EM0B6   | ![Graph](image9.png) |
| ATHKM6V   | ![Graph](image10.png) |
| A3OU183   | ![Graph](image11.png) |
| AMV7EQF   | ![Graph](image12.png) |

Table 3. (continued)
2 h for OC-SVM, respectively. OC-SVM using RHR model reports the outlier about 4 days earlier on average than MD-MCD.

Second, the results of applying HROS model to MD-MCD and OC-SVM methods are as follows: Mishara et al.\(^1\) finds outliers from 17 participants out of 29 participants, and the average number of outliers per participant is 25.31. OC-SVM using HROS model (HROS-OC-SVM) finds outliers from 24 participants, of which 7 are participants (AS2MVDL, A0NVTTRV, AW2GF3B, APGIB2T, ATHKMT, A3OU183) from which Mishara et al.\(^1\) finds no outliers. The number of outliers found by HROS-OC-SVM averages 21.41 per participant.

It is noteworthy that OC-SVM detects more outliers than MD-MCD and generates 3.9 fewer outliers on average.

Table 3. Comparison of anomaly detection instances of RHR-MD, RHR-OC-SVM, HROS-MD, and HROS-OC-SVM: blue dots are outliers found by OC-SVM, red dots are outliers found by MD-MCD, and orange dots are outliers found by both OC-SVM and MD-MCD.

![Confusion matrix](image)

**Figure 1.** (a) A confusion matrix of the relative accuracy rates of the anomaly detection techniques. (b) The average the relative accuracy rate of each technique w.r.t the other techniques.
the same as RHR-OC-SVM. The time point differences of the first outlier occurrence from the time points for participants to report COVID-19 symptom onset are 11 days for MD-MCD and 11 days 12 h for OC-SVM on average, respectively. From these two comparisons, we could conclude that OC-SVM using both RHR or HROS models detects anomalies from more participants earlier than MD-MCD.

Figure 1a is a confusion matrix of the relative detection accuracy that shows a relative detection ability of four techniques with respect to (w.r.t) each other. The value of a cell in Fig. 1a is the ratio of detection cases estimated by the combinations of models and methods on the x-axis to the detection cases confirmed by the combination of models and methods on the y-axis. For example, 0.933 in the cell of the first row and the second column indicates that the ratio of the cases that RHR-MD estimates COVID-19 positive is 0.933 for all the cases that RHR-OC-SVM confirms COVID-19 positive. Actually, for the 15 cases confirmed by RHR-MD, RHR-OC-SVM finds anomalies from 14 cases. RHR-MD detects 70%, 64.7%, and 62.5% of all COVID-19 confirmed cases found by RHR-OC-SVM, HROS-MD, and HROS-OC-SVM; thus the average ratio of the relative detection accuracy of RHR-MD is 66.7%. RHR-OC-SVM detected 93.3%, 76.5%, and 75% of all confirmed cases found in RHR-MD, HROS-MD, and HROS-OC-SVM, respectively. It has a relative detection accuracy of 81.6% compared to all other techniques found.

Figure 1b shows the average relative detection accuracy rate of each technique w.r.t the other techniques: RHR-OC-SVM and HROS-OC-SVM using RHR-MD and HROS-MD models show the relative detection accuracy 15–20% and 30–35%, respectively, higher than MD-MCD methods using the same models. Note that it does not take into account false positives. We will explain the performance evaluation of the relative detection accuracy rate, including consideration of false positives in section "Optimization of false-positive suppression."

Optimization of the initial detection period. The minimum anomaly detection period (MADP) refers to a period when the minimum data required for initial effective anomaly detection is collected. The shorter the MADP period, the faster the detection begins to be meaningful. Our experiments minimize MADP by minimizing the data window size required when calculating the moving average of anomaly detection for faster detection of COVID-19. The data window size is called moving average size in this paper. A moving average is a set of averages computed over a specific size $k$ of a subset of time series data by moving a specific time step. The reason for using a moving average is that it can easily distinguish between normal time series data and anomalous data by showing the trend of data with many abnormalities, such as heavy, irregular fluctuations. Reducing the moving average size should not affect the accuracy of detection i.e., detection rate and false-positive rate. An optimal moving average size $k$ maximizes the anomaly detection with the smallest $k$ without increasing the false positives.

This experiment compares the number of outliers reported three weeks prior to participants’ reporting of COVID-19 symptom onset and the time point of the first outlier occurrence, depending on the moving average size. In this paper, we find an optimal $k$ to group a dataset by reducing the value by 50 from $k = 400$ used in Mishara et al.1. As mentioned earlier, shrinking the value of $k$ should not decrease the rate of anomaly detection or increase the rate of false positives. We combine 12 techniques (12 combinations of models, methods, and moving average sizes) by applying three moving average sizes (400, 350, and 300) to each technique of RHR-MD, RHR-OC-SVM, HROS-MD, and HROS-OC-SVM. RHR-MD-400 and HROS-MD-400 are the techniques used by Mishara et al.1. The number following the abbreviations in Table 1 denotes a window size of sampling data. For example, RHR-MD-400 represents the technique that combines the Resting Heart Rate (RHR) model, Mahalanobis Distance method using the moving average size of 400.

For three different moving average size $k$, we apply each combination of models and methods for the same data sets. Figure 2 shows (1) the number of COVID-19 confirmed cases detected by each model-method the 3 weeks prior to participants’ reporting of COVID-19 symptoms onset, and (2) the average distances between the first anomaly detection points and the time points of reporting COVID-19 symptoms by each participant.
A technique i.e., a combination of model-technique-moving average $k$ can be said to be better than others when it finds more confirmed cases from the same data as soon as possible. In the previous section, for $k = 400$, RHR-OC-SVM and HROS-OS-SVM reported more COVID-19 confirmations earlier than the other two model techniques. For $k = 350$, it can be seen that the overall number of infected people increases, and anomalies are detected earlier. In particular, in the case of MD-MCD, performance improvement can be seen in both models, and OC-SVM can also see a slight performance improvement in RHR model. In the case of a moving average of $k = 300$, only the HROS-OC-SVM with $k = 350$ can see an improvement in the number of infected people or the

|    | RHR MD 400 | RHR OC-SVM 400 | HROS MD 400 | HROS OC-SVM 400 | RHR MD 350 | RHR OC-SVM 350 | HROS MD 350 | HROS OC-SVM 350 | RHR MD 300 | RHR OC-SVM 300 | HROS MD 300 | HROS OC-SVM 300 |
|----|------------|----------------|------------|----------------|------------|----------------|------------|----------------|------------|----------------|------------|----------------|
| RHR MD 400 | 1 | 0.93 | 0.73 | 1 | 1 | 1 | 0.73 | 1 | 1 | 1 | 0.8 | 1 |
| RHR OC-SVM 400 | 0.7 | 1 | 0.65 | 0.9 | 0.9 | 0.9 | 0.7 | 0.9 | 0.9 | 0.9 | 0.85 | 1 |
| HROS MD 400 | 0.64 | 0.76 | 1 | 1 | 0.82 | 0.82 | 1 | 1 | 0.82 | 0.62 | 1 | 1 |
| HROS OC-SVM 400 | 0.62 | 0.75 | 0.70 | 1 | 0.75 | 0.79 | 0.70 | 1 | 0.75 | 0.79 | 0.83 | 1 |
| RHR MD 350 | 0.78 | 0.94 | 0.73 | 0.94 | 1 | 0.89 | 0.78 | 0.94 | 1 | 0.89 | 0.84 | 1 |
| RHR OC-SVM 350 | 0.71 | 0.85 | 0.66 | 0.90 | 0.81 | 1 | 0.66 | 0.95 | 0.81 | 1 | 0.81 | 0.95 |
| HROS MD 350 | 0.61 | 0.77 | 0.94 | 0.94 | 0.83 | 0.77 | 1 | 0.94 | 0.83 | 0.77 | 1 | 1 |
| HROS OC-SVM 350 | 0.62 | 0.75 | 0.70 | 1 | 0.75 | 0.79 | 0.70 | 1 | 0.75 | 0.79 | 0.79 | 1 |
| RHR MD 300 | 0.78 | 0.94 | 0.73 | 0.94 | 1 | 0.89 | 0.78 | 0.94 | 1 | 0.89 | 0.84 | 1 |
| RHR OC-SVM 300 | 0.71 | 0.85 | 0.66 | 0.90 | 0.81 | 1 | 0.76 | 0.90 | 0.81 | 1 | 0.81 | 0.95 |
| HROS MD 300 | 0.57 | 0.76 | 0.81 | 0.90 | 0.76 | 0.81 | 0.85 | 0.90 | 0.76 | 0.81 | 1 | 1 |
| HROS OC-SVM 300 | 0.57 | 0.76 | 0.65 | 0.92 | 0.73 | 0.76 | 0.69 | 0.92 | 0.73 | 0.76 | 0.80 | 1 |

Figure 3. (a) A confusion matrix of the relative accuracy rate of anomaly detection for each combination of models, methods, and the moving average sizes. (b) The average of the relative accuracy rate of each technique w.r.t. the other techniques.
performance at the time of detection. If the size of the moving average $k$ is reduced in this way, the moving average (data) size may be biased toward specific data. Therefore, in this paper, the false positive rate of non-infected persons is corrected. The $k$ value with the smallest moving average size and the false positive rate is selected.

Figure 3a is a relative detection accuracy confusion matrix comparing the detection accuracy of the number of patients with respect to each other for various combinations of model-technique-moving average $k$-values. The value of each cell is the ratio of the number of patients detected by the model-method-$k$ value on the x-axis to the number of patients detected by the model-method-$k$ value on the y-axis.

Figure 3b shows the average of the performance of comparison (detection) accuracy for anomalies detected by other methods except for the corresponding method for each model-method-$k$ value combination based on summarizes Fig. 3a. For example, to obtain the performance of RHR-MD with $k = 400$, it is the average of the sum of the accuracy of 11 methods except for the RHR-MD-400 method in the first row and first column of Fig. 3b. Therefore, the mean change in accuracy compared to confirmed patients increased by an average of 6.05% at $k = 350$ compared to $k = 400$, and by an average of 9.53% at $k = 300$ compared to $k = 400$. In Fig. 3b, it can be seen that the overall performance improves as the value of $k$ decreases. However, it can be seen that HROS-OC-SVM rises from 93.8 to 99.1%, and RHR-OC-SVM has a comparison accuracy of 85.6% at $k = 350$, and then the comparison accuracy does not increase further at $k = 350$. Other MD-MCD methods also show that the comparison accuracy is improved from at least about 12% to about 18%.

Figure 4a shows the average number of outliers over the three weeks after symptom onset for 29 confirmed cases of COVID-19. The x-axis is the anomaly detection method, and the y-axis is the average number of outliers produced by each technique. Diagonal striped bars for $k = 400$, grid bars for $k = 350$, blue bars for $k = 300$. From Fig. 4a, RHR-OC-SVM and HROS-OC-SVM detect fewer outliers but detect outliers from more participants than RHR-MD-MCD and HROS-MD. In particular, we observe that RHR-OC-SVM is not significantly affected by the small moving average size.

The moving average size affects the MADP. That is, if the size of the moving average is large, the MADP becomes longer, which may delay the initial detection of anomalies. Thus, RHR-OC-SVM is relatively less affected by the moving average size and more stable than other methods. Compared to the other methods, it less suffers the overfitting issue where a model is biased to specific data. Also, RHR-OC-SVM finds more COVID-19 infected ones but reported fewer outliers than MD-MCD using the same data sizes and periods. It might imply that RHR-OC-SVM has fewer false positives compared to other techniques.

Figure 4b shows the minimum learning time required for the techniques of 12 combinations of model-technique-moving average $k$ to report outliers based on the data of 29 confirmed COVID-19 patients. The minimum learning time can be computed by repeatedly setting the data size and testing until a technique under testing produces no error in detecting outliers. In this graph, techniques using HROS generally require more minimum learning time. The reason is that RHR treats only the data in this case where the steps are 0 as valid data, and HROS treats the collected data as valid data regardless of the steps. Therefore, it takes more time to collect enough data of the RHR model for the anomaly detection, so the minimum learning time for the technique using the RHR model is longer than the technique using the HROS model. Nevertheless, once the method’s learning via the RHR model is over, the outliers emerge faster and more accurately than the HROS model.

In the next section, we evaluate the performance of each method against false positives through the results of 74 non-infected patients with COVID-19 for each technique of model-method-moving average $k$.

**Optimization of false-positive suppression.** In this section, we present the results of applying 12 techniques combining the model-method-moving average $k$ to 74 COVID-19 negative participants to see the ability for each technique to suppress the false-positive detection.

From Fig. 3b, HROS-OC-SVM technique using the moving average size $k = 300$ shows the best anomaly detection rate, 99.1%. However, it may not be suitable for distinguishing uncertainties because it becomes too
sensitive to the trend of the data variation due to a small moving average size of data, and the false positive
detection rate also becomes high. Therefore, in this section, we aim to find the model-method-moving average
$k$ with the least outliers for the data of 74 COVID-19 negative participants.

Figure 5 plots the number of outliers detected by applying 12 methods combining model-method-moving average $k$ for 74 participants of COVID-19 negative. In the previous experiment, we used the data of COVID-19 confirmed cases for only 3 weeks. In contrast, in this experiment, each method was applied to all the data submitted by 74 participants of COVID-19 negative. The reason is to maximize the sensitivity to anomaly detection for each method. In Fig. 5, we have each model-method combination on the $x$-axis and the average number of detected anomalies from 74 participants on the $y$-axis. Since each method is applied to a COVID-19 negative individual, the $y$ value indicates the number of false positives. 74 participants of COVID-19 negative did not report any COVID-19 symptoms or underlying disorders. Thus, the outliers from the data of 74 participants could be regarded as false positives.

| Models/methods | RHR-MD | RHR-OC-SVM | HROS-MD | HROS-OC-SVM | average |
|----------------|--------|------------|---------|-------------|---------|
| RHR-MD         | 49.82  | 39.99      | 43.41   | 53.11       | 46.58   |
| RHR-Iso-Forest*| 50.93  | 39.96      | 43.18   | 53.26       | 46.83   |
| RHR-OC-SVM     | 52.01  | 40.36      | 43.73   | 51.10       | 46.80   |
| HROS-MD        | 50.92  | 40.10      | 43.44   | 52.49       | -       |
| HROS-OC-SVM    | 51.78  | 39.96      | 43.41   | 50.85       | 65.26   |

Table 4. Comparison between 3 methods, MD-MCD, OC-SVM, isolation forest (Iso-Forest). ** RHR-Iso-Forest* and HROS-Iso-Forest* set 0.1 to the contamination parameter and RHR-Iso-Forest* and HROS-Iso-Forest* set ‘auto’ to the contamination parameter.

*Figure 5. The total number of outliers from COVID-19 negative participants.*
As shown in Fig. 5, RHR-OC-SVM reported the lowest number of false-positive detection from the same 74 participants. Note that HROS-OC-SVM in the previous section shows the best performance in most comparisons, but it reports the most false positive in this experiment. In addition, RHR-MD reports similar false positives with HROS-OC-SVM, and HROS-MD reports relatively few false positives compared with RHR-MD and HROS-OC-SVM. This experiment could show that RHR-OC-SVM is not better than HROS-OC-SVM for detecting COVID-19 confirmed cases, but it makes fewer false positives. Thus, RHR-OC-SVM can offer better performance than other techniques in reality. Similar to the results applied to the previous COVID-19 confirmed cases with varying the moving average size, we, from this experiment, could conclude that RHR-OC-SVM suffers less from the over-fitting problem than the others.

Overall comparison with another technique.

Table 4 extends the comparison between MD-MCD and OC-SVM methods, including Isolation Forest, from a broad point of view. The comparison is performed in three aspects: The relative detection accuracy, the number of outliers (COVID-19 Positive, COVID-19 Negative), the early detection time, and the minimum data collection time. The minimum data collection time refers to the minimum collection time of sufficient data for meaningful initial detection. The anomaly detection techniques in this paper do not require computation time nor GPU, an additional computation device, once they build a detection model after collecting sufficient training data. This means that anomaly detection can be performed immediately when sufficient training data is ready. The MD-MCD methods (RHR-MD and HROS-MD) are set to the same parameter values used in Mishara et al. and work as a baseline in this comparison. The OS-SVM method and the Isolation Forest method are set to the best parameter values showing the best performance. For example, the MD-MCD methods set the moving average to 400, but the others set it to 350. The Isolation Forest method sets the contamination parameters to 0.1 or ‘auto’. Those hyper-parameters for the best performance are selected by the try-and-error method and all evaluation results are presented through Supplementary Information. The Isolation Forest with ‘auto’ as the contamination parameter determines the contamination value as if the original paper on Isolation Forest. The OC-SVM method sets 0.1 to \( \nu \) and 0.15 to \( \gamma \).

In this comparison, the number of outliers for the COVID-positive and negative cannot be used to evaluate the overall performance of the methods since none of them always outperform the others. However, the comparison in the aspects of the relative detection accuracy, the early detection time, and the minimum data collection time evidently shows that OC-SVM method outperforms the others, MD-MCD and Isolation Forest methods, in most cases. The relative detection accuracy including the Isolation Forest method is also computed based on the confusion matrix like Fig. 3a in our paper. The confusion matrix to compute the relative detection accuracy of methods including the Isolation Forest is also found from our Supplementary Information.

Discussion

Our experiments showed that the anomaly detection using OC-SVM to detect COVID-19 infection provides better performance in three aspects: earlier and more detection, and fewer false positives. We showed that RHR-OC-SVM and RHR-OC-SVM-300 detected outliers 96 h and 12 h, respectively, earlier than RHR-MD and HROS-MD-400 using MD-MCD, and the detection rate for the COVID-19 confirmed is improved, 40% and 23.5%, respectively. We also observed that RHR-OC-SVM-350 and RHR-OC-SVM-300 better detect COVID-19 with fewer data. As shown in Fig. 3b, the relative anomaly detection accuracy of each technique for each other methods shows that those of RHR-MD-400 and HROS-MD-400 are 66.5% and 72.4%, respectively, but those of RHR-OC-SVM-300 and RHR-OC-SVM-350 are 85.6%, a better relative detection accuracy, w.r.t to other techniques. It implies that RHR-OC-SVM-300 and RHR-OC-SVM-350 can detect more COVID-19 infection cases. Figure 2b shows that RHR-MD-400 and HROS-MD-400 report detection of outliers 170 and 264 hours before reporting COVID-19 symptoms onset, whereas RHR-OC-SVM-350 and RHR-OC-SVM-300 method detects anomalies 283 hours before reporting COVID-19 symptoms onset, showing 113 hours and 19 hours faster detection performance than MD-MCD used by Mishara et al.. In the ability to suppress false positives, as can be seen from Fig. 5, RHR-MD-400 reported 49.82 and HROS-MD-400 43.41 outliers for 74 COVID-19 negative participants, but RHR-OC-SVM-350 and RHR-OC-SVM-300 report relatively fewer false positives, with 39.96 and 40.36, respectively.

Conclusively, RHR-OC-SVM-350 and RHR-OC-SVM-300 reported more (23.5–40%) COVID-19 positive earlier (12 h–4 days) with fewer data and less false detection than others.

The initial learning period of the technique using HROS is shorter than that of the method using RHR since RHR data discards the data of the step more significant than 0. However, once learning using RHR data is over, it is observed that the technique using RHR is more accurate and agile in reporting COVID-19 outliers.

In using OC-SVM, the value of \( \nu \) denotes the maximum ratio of data outside the hyper-plan as if MD-MCD parameter values in the section of OC-SVM-based Detection. Both OC-SVM and MD-MCD produce an anomaly detection mode-specific solely for a single person. Thus, it is necessary to develop a novel model general enough for all cases.

Zhu et al. compares the detection accuracy of smartphone-reported symptoms and self-reported symptoms, showing that the COVID-19 detection by smartphone-reported symptoms is more accurate (0.09 in AUC) than self-reported symptoms in detecting COVID-19. However, to the best of our knowledge, no literature discusses the fatality of COVID-19 detected by smartphone-reported symptoms.
Related work
Medical diagnosis using physiological information is one of the oldest and most popular diagnostic methods. For example, the time-series characteristics of heart rate are closely related to the prevalence of several diseases such as metabolic syndrome, diabetes, hypertension, and myocardial infarction. Li et al. presented a Lyme disease prediction system that measures physiological indicators, such as abnormal blood oxygen concentration, heart rate, and skin, based on physiological data sampled over 250,000 a day through smartwatches from 43 people. It showed that Lyme disease and inflammation could be predicted through statistical analysis of temperature changes.

Recently, many researchers have studied the use of physiological information obtained from wearable devices, such as a smartwatch, to predict diseases or infectious diseases and accurately understand patients’ current status in real-time. In particular, as sensors of wearable devices become cheaper than before, provide more accurate physiological information, and obtain participant data in real-time through various communication networks, wearable devices are being actively used for various diseases and health management. For example, Powers et al. introduced a monitoring system that was constructed by measuring 225 people for more than 6 months from wearable inertial sensor information to determine the dosage per patient with Parkinson’s disease. Kim et al. constructed a cardiovascular disease prediction model using wearable physiological information from 6170 people. They applied three models (logistic regression, artificial neural network, and support vector machine) to compare the suitability of the algorithm. As a result, the support vector machine-classified cardiovascular diseases and obtained well-predicted results from the test datasets.

In many cases, a mobile device, e.g. smartwatch, is used as a real-time physiological monitoring system to monitor health and disease status of the patients, such as Li et al., Kruizinga et al., Ding et al., Rodrigues et al., Gruwez et al., Perino et al., Avram et al., and Nasarre et al. Li et al. shows the validity of measurements by smartwatches for 6 Minutes Walking Tests and consistency between Walking distances measured by doctors and by smartwatches. Ding et al. and Perino et al. present the use of a smartwatch and application that demonstrate reasonable accuracy for Atrial fibrillation detection and high usability. Avram et al. describes the estimation of the sensitivity and specificity of atrial fibrillation in the user’s sinus rhythm in the user’s daily life using a smartwatch. Rodrigues et al. shows the usability of detecting the position of Alzheimer’s patients lost away. Gruwez et al. shows the usability of the AI algorithm analyzing continuous out-of-hospital PPG tracings from smartwatch annotating heartbeats by comparing it with continuous ECG monitoring, both during AF and non-AF rhythms in a heterogeneous patient population. Nasarre et al. explains how to prevent a heart attack and to detect sudden abnormal symptoms of the user by using the smartwatch’s electrocardiogram. Kruizinga et al. shows that the physiological data from smartwatches can be used as digital biomarkers, physical activity, and HR and shows promise for quantifying postdischarge recovery in a non-invasive manner, which can be helpful in pediatric clinical trials and clinical care.

In particular, one of the practical applications of smartwatches for disease diagnosis is to predict infectious disease prediction, such as COVID-19, which is of much value in such a global pandemic. Mishra et al. showed the applicability of physiological information from smartwatches for the pre-symptomatic detection of COVID-19. They used a classical time-series data analysis, Mahalanobis Distance computation, and dictated COVID-19 positive of participants with 63% of accuracy, based on heart rate and steps from smartwatches. Natarajan et al. obtained respiratory rate, heart rate, Root Mean Square of the Successive Differences (RMSSD), and entropy from 2745 out of 30,534 people who received PCR test by collecting respiratory rate, heart rate, and heart rate variability data from a COVID-19 proton smartwatch. The entropy data are used as training data to determine the severity of COVID-19 patients in 1D-CNN. As a result, the seriousness of 196 cases requiring hospitalization among 2745 points is accurately predicted in this paper. Similar to our approach, Bogu et al. have reported more advanced results. Instead of probabilistic, machine learning-based anomaly detection techniques, Bogu proposed a method to predict COVID-19 infection by detecting outliers in resting heart rate (when the step is 0) using Long Short Term Memory (LSTM) and Autoencoder. As a result, 23 out of a total of 29 people tested positive for COVID-19.

Compared to Mishra et al., this paper shows the better performance of our approach using OC-SVM in three aspects: earlier and more detection, and fewer false positives. Compared to Bogu et al., this paper shows that OC-SVM can bound the minimum period of training OC-SVM to make accurate detection as shown in Fig. 4b.

Methods
Study design. All datasets used in this paper are from the accessible datasets in https://www.nature.com/articles/s41551-020-00640-6. The datasets used in this paper are open access data approved by Stanford University Institutional Review Board. The procedures used in this study followed the principles of the Declaration of Helsinki.

Details of methods. In this paper, we present an optimization of the anomaly detection of pre-symptomatic COVID-19 detection through smartwatch by using machine learning (ML), i.e., One Class-Support Vector Machine (OC-SVM). Our approach to optimizing the anomaly detection using OC-SVM is carried out with comparing OC-SVM with Mahalanobis Distance-Minimized Covariance Determinant (MD-MCD) of Mishara et al. [In this paper, Mahalanobis Distance-Minimized Covariance Determinant (MD-MCD) is represented by MD in short]. Both methods create individual anomaly detection models solely for each participant.

In other words, the anomaly detection model built by the methods must be applied only for the participant who provided the data and cannot be applied for others.

Our optimization is performed in the following steps: First, OC-SVM is applied for the same data sets of Mishara et al. As a result, we show that OC-SVM has a better anomaly detection performance in that, from the
same datasets of COVID-19, it has detected at sooner time points and found more the anomaly than the previous work. We compare the two anomaly detection approaches: Mahalanobis Distance from Mishara et al. and OS-SVM that we propose. In particular, we use two different physiological models: Resting Heart Rate (RHR) and Heart Rate of Steps (HROS). Consequently, we compare four different combinations of models and methods: Resting Heart Rate (RHR)-Mahalanobis Distance (MD), One Class-Support Vector Machine (RHR-OC-SVM), Heart Rate of Steps (HROS)-MD, and HROS-OC-SVM. Those comparisons are in terms of (1) the number of outliers that could indicate a COVID-19 infection and (2) the distance between the occurrence date of the first outlier and the confirmation date of COVID-19 infection.

Second, we vary the length of data sampling periods, i.e., the moving average size of time-series data, in order to find the minimum sample size that is still as capable of detecting COVID-19 infection as the sample data size of the previous work. Our goal is to find a smaller size of sample data that can detect COVID-19 and shorten the initial detection period of COVID-19.

Third, we compare the suppression of false positives of each approach. The exact anomaly detection should carry out not only early and exact detection with a small size of data but also the suppression of false positives. To show the suppression of false positives, we test each combination of models and methods for 74 non-COVID-19-infected ones and check how many outliers each technique produces for the same datasets of non-infected ones. The datasets used by our experiment are the COVID-19-related data from Mishara et al. The datasets that Mishara et al. collect are from 4652 participants who own a smartwatch. We utilize the datasets of 32 COVID-19 positive confirmed participants and 74 COVID-19 negative participants. The data of three participants from COVID-19 confirmed 32 participants are excluded from our experiment since one of the three participants has too small amount of data collected (less than 2 days) and the other two participants had not reported the onset of their COVID-19 symptoms until they were confirmed to be COVID-19 positive. The data are time series data consisting of the number of steps and heart rate on time, the time point of reporting COVID-19 symptoms onset, and the time point of COVID-19 confirmation. The time-series dataset for each participant is sampled every 4 s, 5 s, or 1 min. In our experiment, we use only heart rate and step data from COVID-19-positive patients. This experiment is performed using Scikit-learn.

The anomaly detection we adopt to this paper is performed as follows:

- Mishara et al. uses heart rate/steps as time series data. In particular, let the resting heart rate (RHR) be the resting heart rate when the number of steps is 0, and the heart rate of the resting heart rate and the heart rate when the number of steps is greater than 1 is referred to as Heart Rate Of Steps (HROS). As in Mishara et al., this paper also performed anomaly detection for COVID-19 detection using RHR and HROS.
- To calculate the time series mean of the data for one patient, the time series data are smoothed by a moving average (MA) and downsampling and the Z-score is further normalized.
- For patients, the moving average is calculated to calculate the time series average.
- We downsample the moving average of a patient to obtain the Z-score of the smoothed moving average.
- The propensity and residual values are taken from the Z-score and the additive method is used to correct the periodicity of the Z-score.
- Finally, the above Z-scores are normalized to mean 0 and variance to 1.
- With the above steps, anomaly detection is performed on time series data of individual COVID-19 patients.

**Mahalanobis distance-anomaly detection.** Mahalanobis distance is a generalized distance measurement useful for determining the similarity between an unknown sample and a set of known samples in consideration of the correlation between variables. It is a multi-dimensional generalization of the idea of measuring how many standard deviations away a point $P$ is from the mean of a distribution $D$. Mahalanobis distance $MD$ is computed by

$$MD = \left( (x_B - x_A)^T \cdot C^{-1} \cdot (x_B - x_A) \right)^{\frac{1}{2}},$$

where $x_A$ and $x_B$ is a pair of value points and $C$ is the sample covariance matrix.

MD-MCD classifies out the outlier data that is over a threshold that is related to $\chi^2$-square. For the multivariate normal distribution with $p$ random variables, the squared $MD$ value is a $\chi^2$-square distribution with $p$ degrees of freedom. When the square value of $MD$ for the test data is calculated, it is defined as a threshold value using the quantile of the $\chi^2$-square distribution. In this study, the number of parameter is used $p = 2$ with the predetermined threshold is defined as the 90.0% quantile of a $\chi^2$-square distribution with 2 degrees of freedom. The Mahalanobis Distance problem is that when extreme outliers occur, it can mess up the covariance matrix and measure irrational distances The threshold is determined by $\chi^2$-square. The Mahalanobis Distance problem is that when extreme outliers occur, it can mess up the covariance matrix and measure irrational distances. For this reason, MD-MCD extracts and uses the data that can minimize the determinants of the covariance matrix of the data sample in finding the variance or mean of data. In this study, the threshold value is 0.1 and the data extraction ratio to minimize the determinants of the covariance matrix of the data sample is 0.7.

In our experiments, we use the class `sklearn.covariance.EllipticEnvelope` of scikit-learn packages to implement the anomaly detection method based on Mahalanobis Distance (MD) used in Mishara et al. As mentioned early, the threshold is set to 0.1, which is given by the argument contamination of the class, and the data extraction ratio is set to 0.7, which is given by the argument support_fraction of the same class.
OC-SVM-based detection. Support Vector Machine (SVM) basically separates all the data points from the origin (in feature space F) and maximizes the distance from this hyper-plane to the origin. OC-SVM is a one-class classifier that introduces to SVM the maximum ratio of data outside the hyper-plane, denoted by $\nu$. The class sklearn.svm is a machine learning class providing SVM and OC-SVM as well. Constructing a hyper-plane needs to determine $\gamma$ that is a coefficient for Radial Basic Function (RBF) and Gaussian kernel. If $\gamma$ is large, the data close to the origin is considered as a support vector, otherwise, the data far from the origin is considered as a support vector. That is, the larger $\gamma$ is, the closer data to the origin compose a support vector. $\nu$ determines the maximum proportion of data outside the hyper-plane. In our setting, $\gamma$ is set to 0.15 and $\nu$ is set to 0.1.

The parameters $\nu$ and $\gamma$ are set to specific values by the try-and-error method. We use three aspects of OC-SVM method to identify which values of $\nu$ and $\gamma$ show the best performances: The number of outliers, The early detection time, and the relative detection accuracy. The values of $\nu$ varies from 0.1 to 0.5 by increasing 0.1 and the value of $\gamma$ varies from 0.05 to 0.5 by increasing 0.05. As a result, 0.1 for $\nu$ and 0.15 for $\gamma$ show the best performance in the above three aspects. The testing results to identify the best values of parameters $\nu$ and $\gamma$ are found in our Supplementary Information. Figure 6 is an example data set for wine recognition provided by scikit-learn. The x-axis represents malic acid, and the y-axis represents ashes. The pink line is the boundary circle generated by the class covariance.EllipticEnvelope providing MD-MCD, and the green line is the boundary circle generated by the class sklearn.svm providing OC-SVM. The boundary circles created for each class serve as a criterion for distinguishing normal from abnormal. If the data points are inside the circle, they are labeled as normal. Otherwise, they are labeled as abnormal.

As shown in Fig. 6, the hyper-plane created by OC-SVM on the green line creates a more sophisticated boundary closer to the given data than the one created by Mahalanobis distance technique. It shows that OC-SVM distinguishes the boundaries of clustered points better than Mahalanobis Distance.

Ethical approval and consent to participate. The original data used in this study were anonymised before its use and this study has no specific information on participants.

Conclusions
The recent spread of the COVID-19 pandemic is mainly by asymptomatic patients. In particular, Quarantine in Korea, which focuses on controlling the cause of transmission through the transmission route, is inevitably helpless for these asymptomatic patients. The advanced medical functions and the cheapness make the smartwatch a valuable means for the preliminary medical diagnosis of such asymptomatic patients. Recently, the spreading of OMICRON, one strain of COVID-19, shows that early detection and diagnosis of COVID-19 is still vital in overcoming the pandemic situation of COVID-19.

This paper proposed an optimization of pre-symptomatic COVID-19 detection based on physiological data from a smartwatch using OC-SVM, a machine-learning-based anomaly detection. We showed that OC-SVM presents a better anomaly detection performance in three aspects than MD-MCD than the previous work of Mishara et al.\(^1\).

In particular, we conclude that RHR-OC-SVM-300 and RHR-OC-SVM-350 using OC-SVM are the most effective model-technique-moving average size combination than the other techniques.

Data availability
The original data we have used for this study are originally all available in https://www.nature.com/articles/s41551-020-00640-6, and the public access to the database is open. According to\(^1\), the de-identified raw heart rate, steps and sleep data used in this study can be downloaded from the study data repository (https://storage.
Received: 6 January 2022; Accepted: 20 April 2022
Published online: 12 May 2022

References
1. Mishra, T. et al. Pre-symptomatic detection of covid-19 from smartwatch data. Nat. Biomed. Eng. 4, 1208–1220 (2020).
2. Natarajan, A., Su, H.-W. & Heneghan, C. Assessment of physiological signs associated with covid-19 measured using wearable devices. NPJ Digit. Med. 3, 1–8 (2020).
3. Karjalainen, J. & Viitasalo, M. Fever and cardiac rhythm. Arch. Intern. Med. 146, 1169–1171 (1986).
4. Jensen, M. M., Kellett, J. G., Hallas, P. & Brabrond, M. Fever increases heart rate and respiratory rate: A prospective observational study of acutely admitted medical patients. Acute Med. 18, 141–143 (2019).
5. Shaffer, F., McCratty, R. & Zerr, C. L. A healthy heart is not a metronome: An integrative review of the heart’s anatomy and heart rate variability. Front. Psychol. 5, 1040 (2014).
6. Shaffer, F. & Ginsberg, J. P. An overview of heart rate variability metrics and norms. Front. Public Health 258 (2017).
7. Tsuji, H. et al. Reduced heart rate variability and mortality risk in an elderly cohort. The Framingham heart study. Circulation 90, 878–883 (1994).
8. Liu, F. T., Ting, K. M. & Zhou, Z.-H. Isolation forest. In booktitle2008 eighth IEEE international conference on data mining, pp 413–422. https://doi.org/10.1109/ICDM.2008.17 (2008).
9. sklearn.covariance.EllipticEnvelope—scikit-learn.org. https://scikit-learn.org/stable/modules/generated/sklearn.covariance.EllipticEnvelope.html. Accessed 14 Apr 2022
10. Zhu, T., Watkinson, P. & Clifton, D. A. Smartwatch data help detect covid-19. Nat. Biomed. Eng. 4, 1125–1127 (2020).
11. Dong, Hyuck Park, W. C. J. Y. J. & Sung-Hyun, H. Higher resting heart rate and lower relative grip strength is associated with increased risk of diabetes in Korean elderly population: Korean national health and nutrition examination survey 2015–2018. Exerc. Sci. (in Korean) 29, 416–426 (2020).
12. Li, X. et al. Digital health: Tracking physiomes and activity using wearable biosensors reveals useful health-related information. PLoS Biol. 15, e2004102 (2017).
13. Powers, R. et al. Smartwatch inertial sensors continuously monitor real-world motor fluctuations in Parkinson’s disease. Sci. Transl. Med. 13, eabd7865 (2021).
14. Kim, M.-J. Building a cardiovascular disease prediction model for smartwatch users using machine learning: Based on the Korea national health and nutrition examination survey. Biosensors 11, 228 (2021).
15. Li, W., Guo, J., Wang, L. & Chen, Y. Smartwatch-based 6 minutes walking distance measurement in pulmonary hypertension patients: A pilot study. Circulation 144, A9212–A9212 (2021).
16. Kruizinga, M. D. et al. Postdischarge recovery after acute pediatric lung disease can be quantified with digital biomarkers. Respiration 100, 1–10 (2021).
17. Ding, E. Y. et al. Use of a smartwatch and app designed by stroke survivors for atrial fibrillation detection in older adults after stroke/transient ischemic event: Preliminary findings from an ongoing randomized clinical trial. Circulation 144, A9886–A9886 (2021).
18. Rodrigues, D., Luis-Ferreira, F., Sarraipa, J. & Goncalves, R. Behavioural monitoring of alzheimer patients with smartwatch based system. In booktitle2018 international conference on intelligent systems (IS), 771–775 (organizationIEEE, 2018).
19. Gruwez, H. et al. Assessment of heart rate agreement on continuous photoplethysmography monitoring using a smartwatch versus beat-to-beat synchronized ecg monitoring. Eur. Heart J. 42, ehab724-0319 (2021).
20. Perino, A. C. et al. Arrhythmias other than atrial fibrillation in those with an irregular pulse detected with a smartwatch: Findings from the apple heart study. Circ. Arrhythm. Electrophysiol. 14, e010063 (2021).
21. Avram, R. et al. Validation of an algorithm for continuous monitoring of atrial fibrillation using a consumer smartwatch. Heart Rhythm 18, 1482–1490 (2021).
22. Nasarre, M. et al. Using a smartwatch electrocardiogram to detect abnormalities associated with sudden cardiac arrest in young adults. EP Europace 24, 406–12 (2021).
23. Bogu, G. K. & Snyder, M. P. Deep learning-based detection of covid-19 using wearables data. MedRxiv (2021).

Acknowledgements
This research was funded by Regional Innovation Strategy (RIS) through the National Research Foundation of Korea(NRF) funded by the Ministry of Education (MOE)(2021RIS-003) and National Research Foundation of Korea (NRF) grant funded by the Korea government(MSIT) (No. 2020R1A2C1014855).

Author contributions
J.H.K. supervised the whole project related to this paper and the writing of this paper. He wrote the main manuscript text. H.R.C. created most experiment results, figures, and tables, and wrote a part of this paper. H.R.Y. supported the writing of this paper and prepared figures and tables. Also, she helped revision of this paper and prepared to submit this paper. Y.S.H. and T.S.K. revised the introduction and the conclusion of this paper. H.C. supported the writing of this paper and prepared figures and tables. Also, she helped revision of this paper and prepared to submit this paper. Y.S.H. and T.S.K. revised the introduction and the conclusion of this paper. H.C. and S.L. validated the main idea of this paper.

Competing interests
The authors declare no competing interests.

Additional information
Supplementary Information The online version contains supplementary material available at https://doi.org/10.1038/s41598-022-11329-y.
Correspondence and requests for materials should be addressed to J.H.K.
Reprints and permissions information is available at www.nature.com/reprints.
Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.
