Selective and robust time-optimal rotations of spin systems

Quentin Ansel1,∗, Steffen J Glaser2,3 and Dominique Sugny4

1 Institut UTINAM, UMR 6213 CNRS-Université de Bourgogne-Franche-Comté, Observatoire de Besançon, 41 bis Avenue de l’Observatoire, BP1615, 25010 Besançon cedex, France
2 Munich Center for Quantum Science and Technology (MCQST), Schellingstr. 4, D-80799, Munich, Germany
3 Department of Chemistry, Technical University of Munich, Lichtenbergstrasse 4, D-85747 Garching, Germany
4 Laboratoire Interdisciplinaire Carnot de Bourgogne (ICB), UMR 6303 CNRS-Université de Bourgogne- Franche-Comté, 9 Av. A. Savary, BP 47 870, F-21078 DIJON Cedex, France

E-mail: quentin.ansel@univ-fcomte.fr

Received 26 October 2020, revised 11 January 2021
Accepted for publication 13 January 2021
Published 5 February 2021

Abstract
We study the selective and robust time-optimal rotation control of several spin-1/2 particles with different offset terms. For that purpose, the Pontryagin maximum principle is applied to a model of two spins, which is simple enough for analytic computations and sufficiently complex to describe inhomogeneity effects. We find that selective and robust controls are respectively described by singular and regular trajectories. Using a geometric analysis combined with numerical simulations, we determine the optimal solutions of different control problems. Selective and robust controls can be derived analytically without numerical optimization. We show the optimality of several standard control mechanisms in Nuclear Magnetic Resonance, but new robust controls are also designed.
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1. Introduction

In recent years, progress in quantum control (QC) [1–5] has emerged through the introduction of appropriate and powerful tools coming from mathematical control theory [6–15]. These developments have been recognized as an essential requirement for the future application of quantum technologies [1, 16]. In this context, optimal control theory (OCT) has been successfully developed and applied since the eighties to become nowadays a standard tool in quantum physics [1, 2]. The practical use of OCT is far from being trivial and each control problem has to be analyzed using either geometric or numerical methods for low or high dimensional systems, respectively [6, 14, 15]. The different methods are based on the Pontryagin maximum principle (PMP) which is one of the main mathematical tools in control theory. The geometric approach is well adapted to the description of ideal or simple quantum systems. This method leads to a complete geometric understanding of the control problem, from which, one can deduce the structure of the optimal solution, a proof of the global optimality, and the physical limits of a given process such as the minimum time to reach the target state. Such results can be determined essentially analytically or at least with a very high numerical precision. Issues of increasing difficulty have been recently solved for closed [17–20] and open quantum systems [21–24], but also for unitary transformations [25–28]. From a numerical point of view, several optimization algorithms have been developed in QC [1, 29–31]. They are able to account for experimental constraints, or robustness and selectivity issues. In spite of their efficiency, such methods have some limitations. Only local optimal solutions can be derived and they do not provide the underlying mechanisms of the control process. For improving robustness or selectivity of non-adiabatic control pulses, a standard scenario consists in controlling an ensemble of systems which differ from the values of one or several constant parameters [32, 33]. This approach has been widely explored in QC, mainly by OCT [34–38], but also by learning algorithms [39, 40]. Recently, different studies have put forward some geometric properties of such control fields using OCT, composite pulses, shortcut to adiabaticity or specific parameterizations (see e.g. to mention a few [41–50]). Analytical expressions of the control pulses have been also derived.

We propose in this study to follow this direction, and to investigate the selective and robust time-optimal control of rotations on spin systems. Rotation corresponds in this study to SO(3)-transformation. In nuclear magnetic resonance (NMR) [51, 52], the control of an inhomogeneous ensemble of spin 1/2 particles with different offsets represents a benchmark example [53, 54]. This can be used as a building block for more complex processes. The mathematical analysis is guided by a simple control mechanism in NMR which involves two spins with different Larmor frequencies. The difference of frequency, noted \( \Delta_1 \), is called below by the offset. In the rotating frame of the first spin, a rectangular pulse (with constant amplitude and phase) can rotate the first spin by an angle \( \phi \) (usually \( \phi = \pi \) or \( \pi/2 \)), while rotating the second spin by multiples of \( 2\pi \). This rotation brings back the second spin to its initial position. For a rectangular pulse with amplitude \( \omega \), and duration \( T \), the smallest offset difference \( \Delta_1 \) which realizes this control task can be computed using the relation: \( T \sqrt{\omega^2 + \Delta_1^2} \leq 2\pi \) [55]. In other words, the target state is reached for specific values of the offset parameter. This control mechanism is the starting point of the study and is closely related to the time-optimal processes derived from the PMP. As shown below, it corresponds to the time-optimal solution of the selective rotation of the two spins. Robust pulses can be constructed with a similar approach, but they require more complex control. A key point of the results obtained in this paper is that all the pulses can be expressed in a completely analytical way as a function of
system parameters without numerical optimization. This analysis therefore provides a family of control solutions for the selective and robust control of the rotation of spin systems. As a byproduct of this study, we show the optimality of several standard control mechanisms in NMR and we design new control processes, which could be interesting for experimental applications.

This paper is organized as follows. In section 2, the model system and the application of the PMP are presented. In section 3, we compute and characterize time-optimal selective control fields. In section 4, we consider the case of time-optimal robust controls. Conclusion and prospective views are given in section 5. Technical details and additional control problems are presented in the appendices.

2. Pontryagin maximum principle

In this section, we present the model system and the application of the PMP to the design of SO(3)-transformations. We characterize singular and regular trajectories of Pontryagin’s Hamiltonian and we show that the system cannot switch from regular to singular extremals.

2.1. Ensemble of SO(3)-transformations

We consider an inhomogeneous ensemble of uncoupled spin-1/2 particles with different offsets $\Delta$ in a given rotating frame. The offset is a frequency difference between the frequency of the spin and the one of the rotating frame. This later is defined implicitly by $\Delta = 0$ for one spin of the ensemble. SO(3)-transformations are generated for a specific isochromat by the Bloch equation [32, 52]:

$$\frac{d\hat{U}(\Delta, t)}{dt} = \begin{pmatrix} 0 & \Delta & -\omega_y \\ -\Delta & 0 & \omega_y(t) \\ \omega_y & -\omega_y(t) & 0 \end{pmatrix} \hat{U}(\Delta, t)$$

$$= \left( \omega_x \hat{\epsilon}_x + \omega_y \hat{\epsilon}_y + \Delta \hat{\epsilon}_z \right) \hat{U}(\Delta, t),$$

where $\omega_x$ and $\omega_y$ are two time-dependent control inputs with the constraint $\omega_x^2 + \omega_y^2 \leq \omega_0^2$, $\omega_0$ being the bound of the control field. $I$ denotes the identity matrix. In this study, we investigate the case $\omega_y(t) \in [-\omega_0, \omega_0]$ and $\omega_y = 0$, for which analytic results can be derived. The symbols $\hat{\epsilon}_x$, $\hat{\epsilon}_y$, and $\hat{\epsilon}_z$ denote generators of the $so(3)$ algebra [11, 56]. The skew-symmetric matrices $\hat{\epsilon}_x, \hat{\epsilon}_y, \hat{\epsilon}_z$ verify the commutation relations $[\hat{\epsilon}_x, \hat{\epsilon}_y] = -\hat{\epsilon}_z$, $[\hat{\epsilon}_y, \hat{\epsilon}_z] = -\hat{\epsilon}_x$, and $[\hat{\epsilon}_z, \hat{\epsilon}_x] = -\hat{\epsilon}_y$. They play the same role as Pauli matrices for the group SU(2). Arbitrary dimensionless units are used throughout the paper.

The robustness of a control process can be defined either locally [44, 47] or globally by considering a collection of quantum systems [34, 36]. The local robustness is generally defined from a cost function, $F(\Delta)$ which models the fidelity of the transformation with respect to the parameter $\Delta$ at the final control time. The aim is to cancel the first-order derivatives of $F$ around a specific value of $\Delta$, i.e. $\frac{\partial F}{\partial \Delta}|_{\Delta=\Delta_0} = 0$, $n = 1, 2, \ldots, n_{\text{max}}$. The global (or broadband) robustness is based on a discretization of the parameter space. This defines an ensemble of systems which differ by the value of the parameter. The goal is then to control simultaneously each element of the ensemble toward the same target state. At the final time, we have $F(\Delta_{(n)}) = F_0$ for any offset $\Delta_{(n)}$ in the discretized interval.

In this paper, we combine these two approaches with the specificity that distinct target states are used to describe selective control. Following the control mechanism presented in the
introduction, we consider two spins with offsets such that \( C_\Delta = \{ \Delta(0) = 0, \Delta(1) = \Delta_1 \} \). The target states are defined by a rotation of angle \( \phi \) around the axis \( \hat{x} \) for the offset of frequency 0 (the spin in resonance), and the identity transformation for the offset \( \Delta_1 \):

\[
\hat{U}_{\text{target}}(0) = e^{i \phi \hat{\epsilon}_x}, \\
\hat{U}_{\text{target}}(\Delta_1) = \hat{I}.
\]

The set of target states is denoted \( C_{\hat{U}} \). Note that any transformation generated by the control \( \omega(t) \) is symmetric with respect to the sign of the offset, hence we assume \( \Delta_1 > 0 \) without loss of generality. The generalization to more elaborated situations is briefly investigated in appendix B. To quantify the robustness of a control field, we introduce the following function:

\[
F(\Delta) = \| \hat{U}(\Delta, T, \omega) - \hat{U}_{\text{target}}(\Delta = 0) \|^2,
\]

where \( \| \cdot \| \) is the Frobenius norm. The parametrization described here allows us to design selective or robust control fields. This idea is illustrated in figure 1. From a qualitative point of view, the transformation is said to be selective if the curve around \( \Delta = 0 \) is squeezed, or equivalently if \( \Delta_1 \) is minimized (i.e. \( \Delta_1 \to 0 \)) such that \( F(\Delta_1) \) remains an extremum. Inversely, a robust transformation is achieved by taking a large offset \( \Delta_1 \) (i.e. \( \Delta_1 \to \infty \)), while keeping the curve as flat as possible around \( \Delta = 0 \). Mathematically, a strong condition to generate a robust process is to nullify the first derivatives of the cost function \( F \). However, we will see that optimal solutions could be determined without computing explicitly the different derivatives.

A point to clarify is the use of the identity transformation as target state of the offset \( \Delta_1 \), instead of \( e^{i \phi \hat{\epsilon}_x} \). We emphasize that, for any control field, there exists \( \Delta_1 \) outside the interval of robustness that produces the identity transformation. The position of this offset depends non-trivially on the control field. The control problem is very difficult to solve with the usual approach, but computations are drastically simplified if we consider the condition \( \hat{U}(\Delta_1) = \hat{I} \).
2.2. Classification of optimal trajectories

The PMP describes the optimal control problem by using a Hamiltonian formalism [6, 12]. This approach allows us to derive a set of solutions which are candidates to optimality. In the case of a time-optimal problem, we define the following Pontryagin Hamiltonian:

\[ H_p = \sum_{n=1}^{N} (\dot{P}_n|d_t \ddot{U}_n) = \langle \dot{P}_n | \omega \dot{\xi} + \Delta_{\omega} \xi \rangle | \ddot{U}_n \rangle, \]

where \( \hat{P}_n \) are so(3)-matrices, called adjoint states of \( \hat{U}_n \). We use the notation \( \langle A|B \rangle = \text{Tr}[A^T B] \) for the matrix scalar product. We consider \( N = 2 \) offsets, as described in section 2.1, but this approach can be generalized to any set \( C_\Delta = \{ \Delta(0), \Delta(1), \ldots, \Delta(N) \} \). Examples with more than two offsets are considered in appendix B. Equation (4) can be written as follows:

\[ H_p = \sum_{n=1}^{N} [\omega \dot{I}_n^x + \omega \dot{I}_n^y + \Delta_{\omega} \dot{I}_n^z], \]

where \( \dot{I}_n^a = \langle \dot{P}_n | \dot{e}_a \dot{U}_n \rangle, a = x, y, z \). Introducing \( I_n = \sum_n \dot{I}_n \), \( \bar{I} = (I_x, I_y, I_z) \) and \( \bar{I}_n = (I_n^x, I_n^y, I_n^z) \), a compact expression of the Hamiltonian can be derived:

\[ H_p = \omega \dot{I}_x + \omega \dot{I}_y + \sum_n \Delta_{\omega} \dot{I}_n^z. \]

The PMP states that the optimal trajectories satisfy Hamilton equations:

\[ d_t \dot{U}_n(t) = \frac{\partial H_p}{\partial \dot{P}_n(t)}; \quad d_t \dot{P}_n(t) = -\frac{\partial H_p}{\partial U_n(t)}. \]

The efficiency of a control field is determined from the following cost functional:

\[ C = \frac{1}{3N} \sum_{n=1}^{N} \| \dot{U}_n(T, \omega_t) - \dot{U}_{n, \text{target}} \|^2. \]

By construction, the optimal trajectory verifies \( C = 0 \). The application of the PMP leads to three possible types of trajectories [6, 57]:

(a) Singular trajectories defined by the relation \( \frac{\partial H_p}{\partial \omega} = 0 \), and such that \( |\omega(t)| \leq \omega_0 \).

(b) Regular trajectories for which \( \omega = \omega_0 \times \text{sign} \left( \sum_{n=1}^{N} \langle \dot{P}_n | \dot{e}_a | \dot{U}_n \rangle \right) \). The control field is a piecewise constant function which switches from \( \pm \omega_0 \) to \( \mp \omega_0 \) when the switching function \( I_x = \sum_{n=1}^{N} \langle \dot{P}_n | \dot{e}_a | \dot{U}_n \rangle \) is equal to 0.

(c) Any concatenation of both solutions.

A portion of the trajectory on an interval \( I = [t_0, t_1] \) is called an arc. An arc is singular when the trajectory is singular for all \( t \in I \). It is denoted with an S. Similarly, an arc is regular when the trajectory is regular for any \( t \in I \). A regular arc for which \( t_0 \) and \( t_1 \) are two neighboring switching times is called a bang, and it is denoted with a B. Concatenation of arcs is symbolized with a ‘–’, as for example: \( B–B, B–B–B, B–S, \) etc.

We study below the different cases in order to select the corresponding optimal trajectory. This last step is performed in sections 3 and 4, for respectively selective and robust transformations.
2.2.1. **Singular arcs.** Singular arcs of this control problem are quite simple:

**Proposition 1.** In the case of two offsets 0 and \( \Delta_1 \), singular arcs are given by constant controls of amplitude \( |\omega_S| < \omega_0 \).

**Proof.** First, we write (4) as follows:

\[
H_P = \omega_x l_x + \Delta_1 l_z.
\]

Singular arcs cannot be directly derived from \( H_P \) since they satisfy \( l_x(t) = 0 \) in a non-zero time interval \([t_0, t_1]\). We deduce that \( dt_l_x = d^2 t_l_x = 0 \) in \([t_0, t_1]\). An explicit computation leads to:

\[
\begin{align*}
    l_x &= l_x^0 + l_x^1 = 0 \\
    dl_x &= -\Delta_1 l_z^1 = 0 \\
    d^2 l_x &= -\Delta_1^2 l_z^1 + \omega_S l_z^1 = 0,
\end{align*}
\]

where \( \omega_S \) is a singular control field. Since \( H_P = \Delta_1 l_z^1 \) and \( l_x^0 \) are constants of the motion (\( H_P \) is different from zero), we obtain that the singular control field is a constant function. An admissible field is obtained when the absolute value of the field amplitude is smaller than \( \omega_0 \).

The trajectories generated by the singular field of amplitude \( \omega_S \) and duration \( T_S \), are given by the corresponding evolution operator:

\[
\hat{U}(\Delta, T_S) = e^{\frac{T_S}{2} \omega_S (\hat{c}_x \hat{c}_x + \hat{c}_z \hat{c}_z)} = e^{\frac{T_S}{2} \sqrt{\omega_S^2 + \Delta_1^2}} \hat{c}_x \hat{c}_x + \hat{c}_z \hat{c}_z,
\]

where \( \vec{n} = (n_x, n_z) \) is a unit vector, and \( \Delta \) is an arbitrary offset. This transformation is a rotation of angle \( \phi \) at resonance and the identity for the offset \( \Delta_1 \) if:

\[
\begin{align*}
    T_S \omega_S &= \phi \\
    T_S \sqrt{\omega_S^2 + \Delta_1^2} &= 2k\pi, \quad k \in \mathbb{N}.
\end{align*}
\]

The smallest offset solution of these equations is:

\[
\Delta_1 = \frac{\sqrt{4\pi^2 - \phi^2}}{T_S}.
\]

As could be expected, the smaller the offset, the longer the control duration is. In the rest of the paper, we denote by \( \Delta_0 \) the offset associated with a constant regular control of amplitude \( \omega_0 \) and duration \( T_0 \). This result is commonly used in NMR, and it can be heuristically deduced using Fourier transforms [58]. From a linear approximation of the Bloch equation (1) which is valid around the equilibrium point, we deduce that the control duration is the Fourier dual of the offset frequency. They are connected by the relation \( \Delta T = 2\pi \). Hence, we expect that \( \Delta \simeq 1/T \).

2.2.2. **Regular arcs.** We now investigate in detail the structure of regular arcs. From Hamilton equation (7), we deduce the dynamics of the Hamiltonian lift \( \vec{l} \) (which is a continuous function):

\[
\begin{pmatrix}
    \dot{l}_x \\
    \dot{l}_y \\
    \dot{l}_z
\end{pmatrix} = \begin{pmatrix}
    -\Delta_1 l_z^1 \\
    \Delta_1 l_z^1 - \omega_S F \\
    \omega_S F
\end{pmatrix}.
\]
where $\omega_x = \omega_0 \text{ sign}(l)$. An example of regular control is displayed in figure 2.

We introduce the switching times $t_{s1} < t_{s2} < \cdots < t_{sN}$ of the control field and the bang duration $t_i = t_{s1} + t_i$. Using (13), we arrive at:

$$l_i'(t_i + t) = l_i(t_i') \cos(\Omega t) + \frac{l_i(t_i') \Delta_1 - l_i(t_i') \omega_1}{\Omega} \sin(\Omega t),$$

with $t \in [0, t_{s1} + t_i]$, $\omega_x = \pm \omega_0$ and $\Omega = \sqrt{\omega_0^2 + \Delta_1^2}$. The integration of (14) allows us to determine $l_i'(t_i)$ as a function of $I_{i1}$:

$$l_i(t_i + t) = l_i(t_i') - \frac{\Delta_1}{\Omega} \left[ l_i(t_i') \sin(\Omega t) + \frac{l_i(t_i') \Delta_1 - l_i(t_i') \omega_1}{\Omega} (1 - \cos(\Omega t)) \right].$$

Note that a switching time $t_i$ is characterized by $l_i'(t_i) = 0$ and $l_i(t_i' \neq 0$. The general form of the control field as a function of the system state at time $t_i$ is deduced from (15) by:

$$\omega_x(t_i + t) = \omega_0 \text{ sign}[l_i(t_i + t)].$$

The control is entirely determined by $I_{i1}(t_i)$ at the switching time $t_i$, but a similar equation can be derived using the initial conditions $I_{i1}(t_0)$, $t_0$ arbitrary. In fact, it is not necessary to fix $I_{i1}$ at the initial time, we can fix the system state at any time, and integrate the dynamics forward or backward in time. It is also interesting to notice that the periodicity of (15) implies the presence of past and future switchings, if there is at least one switching. This parameterization is particularly useful to study concatenation of regular and singular arcs.

2.2.3. Concatenation of regular and singular arcs. We explore here the third set of extremal trajectories, i.e. the concatenation of regular and singular arcs.

**Proposition 2.** Let a regular arc $B$ defined at the switching time $t_{i1}$. At the next switching time $t_{i1+1}$, the system cannot switch to a singular arc $S$. Then, trajectories of the type $B-B-S-\cdots$, $B-B-B-S-\cdots$, etc., are not optimal.

This proposition could also hold for $B-S$ cases if the initial time is chosen during the second bang (hence, the first bang and the beginning of the second one are defined on $t < 0$). It follows that only a trajectory of the type $B-S$ is actually used in the dynamics of the system.

**Proof.** We assume the existence of at least one switching. We start from the knowledge of the state at the switching time $t_i$, and we examine if the system can switch to a singular arc at the
next switching (if it does not occur at infinity). Note that we can have $t'_i < 0$. From equations of section 2.2, we deduce that $t_i$ is solution of:

$$\sin(\Omega t_i) + A(1 - \cos(\Omega t_i)) = 0,$$

with,

$$A = \frac{l^2_i(t'_i)\Delta_1 - l^2_i(t'_i)\omega_y}{l^2_i(t'_i)\Omega}.$$  \hspace{1cm} (18)

This is the unique solution because $l^2_i(t'_i) = 0$ and $A = 0$ correspond to singular trajectories. A straightforward calculation leads to:

$$t_i = \min_{k>0} \left[ \frac{2}{\Omega} \left( k\pi, k\pi - \arctan \left( \frac{1}{A} \right) \right) \right], \quad t_i > 0.$$  \hspace{1cm} (19)

A possible switching from $B$ to $S$ arcs can be described by this analysis. Indeed, the singular set is defined by $l_x = dt_x = 0$. We deduce that a time $t$ on this set verifies $l_x(t) = l^2_i(t'_i) = 0$, that is:

$$\cos(\Omega t) + A \sin(\Omega t) = 0,$$

which leads to:

$$t = \frac{1}{\Omega} \left[ k\pi - \arctan \left( \frac{1}{A} \right) \right].$$  \hspace{1cm} (20)

Equations (19) and (20) do not have joint solutions. Due to the time-reversal symmetry, and the freedom to choose the initial state at a switching time with $t'_i < 0$, the analysis covers the cases $B\rightarrow S\rightarrow B\rightarrow B\rightarrow S$, etc [see (15) and the comments below].

More cautions have to be made for $S\rightarrow B$ trajectories. Inserting conditions (9) into (15), we obtain a possible solution characterized by:

$$l_i(t'_i + t) = \frac{\Delta^2}{\Omega^2} l^2_i(t'_i) \left( 1 - \frac{\omega_x}{\omega_S} (1 - \cos(\Omega t)) \right).$$  \hspace{1cm} (21)

The duration of this arc is given by $t = 2\pi/\omega = T_0$. The optimality of this trajectory is discussed in section 4.

3. Time-optimal selective transformations

The goal of this section is to determine the time-optimal solution in the selective case. Selective and robust controls can be seen as two opposite properties, therefore we respectively refer to the selective and robust problems when $\Delta_1 < \Delta_0$ and $\Delta_1 \geq \Delta_0$. The reason that motivates this choice becomes clearer in the next paragraphs.

The aim of the time-optimal selective control problem is to determine the shortest control field that generates the target state (2) when $\Delta_1 < \Delta_0$. From section 2.2, we know that $B\rightarrow \cdots \rightarrow B\rightarrow S\rightarrow \cdots$ trajectories are not optimal. We present below analytic and numerical results supporting the following conjecture:
Figure 3. (a) Two rotation axes involved in a regular control. (b) Example of a $B-B-B-B$ trajectory. Each bang is characterized by an angle $\gamma_i$ and a vector $\vec{n}_i$. The product of consecutive bangs gives effective angles $\gamma_{i+j} + \cdots$ and effective vectors $\vec{n}_{i+j} + \cdots$. In this example, $t_+ = t_1 + t_3$ and $t_- = t_2 + t_4$.

Conjecture 1. Time-optimal selective transformations are given by singular trajectories of Pontryagin Hamiltonian.

3.1. Analytic computations

We show here the non-optimality of regular controls when the number of switchings is fixed. Since the number of possible cases to consider is infinite, we consider only the cases with one, two, and three switchings (i.e. $B-B$, $B+B-B$ and $B-B-B-B$ trajectories). We also prove the non-optimality of $S-B$ and $B-S$ controls, and the fact that a singular control can be asymptotically approximated by a regular solution with an infinite number of switchings. On the basis of these different results, we conjecture that singular trajectories are the time-optimal solutions (conjecture 1).

In the following, we use extensively the result established in appendix A. We consider a regular trajectory of duration $T_S$, which has the same duration as a singular trajectory of amplitude $|\omega_s| < \omega_0$. Each bang is associated with a rotation angle $\gamma_i = t_i \sqrt{\omega_0^2 + \Delta^2}$ around an axis $\vec{n}_i$ (see figure 3). We introduce the notation $\gamma_{i+j+k+\cdots}$ and $\vec{n}_{i+j+k+\cdots}$ to denote effective rotation angles and rotation axes produced by the composition of several bangs, $i, j, k, \ldots$. We also introduce the cumulative duration of bangs with positive and negative amplitudes, denoted respectively by $t_+$ and $t_-$. We have $t_+ + t_- = T_S$ and $t_+ - t_- = T_0$.

The one-switching case. Following appendix A, and using the fact that the identity operator is parameterized by the unit quaternion, we deduce that $\gamma_{1+2} = 2m\pi$ only if $\frac{\Delta^2}{\omega_0^2} = k\pi$ and $\frac{\Delta^2}{\omega_0^2} = n\pi$. These are the only solutions because $\vec{n}_1$ and $\vec{n}_2$ are not collinear (see figure 3). We arrive at:

\begin{align}
(t_1 - t_2) \sqrt{\omega_0^2 + \Delta^2} &= 2k\pi, \quad k \geq 1 \tag{22}
\end{align}

\begin{align}
(t_1 + t_2) \sqrt{\omega_0^2 + \Delta^2} &= 2n\pi, \quad n \geq 1 \tag{23}
\end{align}

Inserting the constraint $t_1 - t_2 = T_0$ into (22) leads to:
The smallest offset solution of (24) is by definition $\Delta_0$. Consequently, there is no offset $\Delta_1 < \Delta_0$ solution of the control problem with a $B-B$ control of duration $T_S < T_0$.

The two-switching case. This computation is more involved since the first two bangs can generate a rotation about an axis collinear to the last rotation axis. More precisely, we have to consider the following solutions:

\begin{align}
\vec{n}_{1+2} &\neq \pm \vec{n}_3 \quad (25) \\
\vec{n}_{1+2} &= \pm \vec{n}_3. \quad (26)
\end{align}

In the first case, we have:

\begin{align}
\begin{cases}
\gamma_{1+2} + \gamma_3 &= 2k\pi \\
\gamma_{1+2} - \gamma_3 &= 2n\pi
\end{cases}
\Rightarrow \begin{cases}
\gamma_{1+2} &= 2k'\pi \\
\gamma_3 &= 2n'\pi
\end{cases}. \quad (27)
\end{align}

The condition $\gamma_{1+2} = 2k'\pi$ is similar to the one-switching case. Then we can add (22) and $\gamma_3 = 2n'\pi$ in order to obtain:

\begin{align}
(t_1 - t_2 + t_3)\sqrt{\omega_0^2 + \Delta_1^2} &= 2(k' + n')\pi \\
\Rightarrow T_0 \sqrt{\omega_0^2 + \Delta_1^2} &= 2l\pi. \quad (28)
\end{align}

The smallest offset is obtained for $l = 1$, which corresponds to $\Delta_0$. It remains to analyze the situation in which the rotation axes are collinear. An explicit computation of the product of evolution operators gives:

$$
\text{Tr}[\hat{U}_{1+2+3}] = \frac{1}{4} \left[ 8 \cos(2\theta) \sin^2 \left( \frac{7\pi}{2} \right) \cos^2 \left( \frac{7\pi}{2} \right) - 8 \cos(\theta) \sin(\gamma_2) \sin(\gamma_3) \\
+ 3 \cos(\gamma_1 - \gamma_2 + \gamma_3) + 3 \cos(\gamma_1 + \gamma_2 + \gamma_3) \\
+ 2 \cos(\gamma_1 + \gamma_3) + 2 \cos(\gamma_2) + 2 \right].
$$

A necessary condition to obtain $\text{Tr}[\hat{U}_{1+2+3}] = 3$ is: $\gamma_2 = 2k\pi$. The same result can be deduced by computing the real part of the product of three unit quaternions:

$$
\text{Re} \left[ \hat{q}_{1+2+3} \right] = \cos(\gamma_1) \left( \cos(\gamma_2) \cos(\gamma_3) - \sin \left( \frac{7\pi}{2} \right) \cos(\theta) \right) \\
- \sin(\gamma_1) \left( \sin \left( \frac{7\pi}{2} \right) \cos(\gamma_3) \cos(\theta) + \cos(\gamma_2) \sin \left( \frac{7\pi}{2} \right) \right).
$$

The composition rules of the two other angles give: $\gamma_1 + \gamma_3 = 2n\pi$. We can now use $T_0 = t_+ - t_-$ to determine:

\begin{align}
(t_+ - t_-)\sqrt{\omega_0^2 + \Delta_1^2} &= \pm 2(l - m)\pi \\
\Rightarrow T_0 \sqrt{\omega_0^2 + \Delta_1^2} &= 2n\pi \\
\Rightarrow \min \Delta_1 &= \Delta_0. \quad (29)
\end{align}
**The three-switching case.** We decompose the control into two different parts and we study the rotations $1 + 2$ and $3 + 4$ as single blocks. The conditions to produce the identity are:

$$\bar{n}_{1+2} \neq \pm \bar{n}_{3+4} \Rightarrow \begin{cases} \gamma_{1+2} = 2k\pi \\ \gamma_{3+4} = 2n\pi \end{cases}$$  \hspace{1cm} (30)$$

$$\bar{n}_{1+2} = \pm \bar{n}_{3+4} \Rightarrow \gamma_{1+2} + \gamma_{3+4} = 2m\pi.$$  \hspace{1cm} (31)

For the first case, we proceed as in (28), and we prove that there is no solution. Therefore, as for the two-switching case, the only non-trivial situation corresponds to collinear axes. From appendix A, we deduce that two products of two rotations generate an effective rotation around the same axis only if the angles are equal modulo $2k\pi$ (up to a sign, but here, all angles are positive). Therefore, we arrive at:

$$\gamma_1 = \gamma_3; \quad \gamma_2 = \gamma_4$$  \hspace{1cm} (32)

and

$$\gamma_{1+2} = \gamma_{3+4} = \pi.$$  \hspace{1cm} (33)

This is possible only if:

$$\gamma_1 + \gamma_2 = (2k + 1)\pi$$  \hspace{1cm} (34)

$$\gamma_1 - \gamma_2 = (2n + 1)\pi,$$  \hspace{1cm} (35)

and we deduce that:

$$(t_+ - t_-)\sqrt{\frac{\omega_S^2}{\omega_0^2} + \frac{\Delta_1^2}{\omega_0^2}} = 2m\pi.$$  \hspace{1cm} (36)

Finally, we recover the same result as in the other cases.

**S–B trajectory.** We proceed similarly as in the previous situations, except that we fix the offset, and we compare the control duration $T_S$ of a singular control with the duration $T = t_1 + t_2$ of an $S–B$ control. Here, $t_1$ and $t_2$ are the respective durations of the singular and regular arcs. We set $T_S = \omega_S\phi$, $T_S\sqrt{\frac{\omega_S^2}{\omega_0^2} + \frac{\Delta_1^2}{\omega_0^2}} = 2\pi$ to characterize the singular trajectory, and $t_1\omega_S + t_2\omega_0 = \phi$, $\gamma_{1+2} = 2\pi$ for the regular one. Using $t_1\omega_S + t_2\omega_0 = T_S\omega_S$, we obtain that $T < T_S$, because $\omega_S < \omega_0$, but the second constraint has to be taken into account. Rotation axes associated with each part of the $S–B$ control are not collinear, and as usual $\gamma_1 \pm \gamma_2 = 2k\pm\pi$. This equation leads to:

$$t_1\sqrt{\frac{\omega_S^2}{\omega_0^2} + \frac{\Delta_1^2}{\omega_0^2}} = 2k\pi$$  \hspace{1cm} (37)

$$t_2\sqrt{\frac{\omega_S^2}{\omega_0^2} + \frac{\Delta_1^2}{\omega_0^2}} = 2n\pi.$$  \hspace{1cm} (38)

Inserting these equations into the condition at resonance gives:

$$k\pi\frac{\omega_S}{\sqrt{\omega_S^2 + \Delta_1^2}} + n\pi\frac{\omega_0}{\sqrt{\omega_0^2 + \Delta_1^2}} = 2\pi\frac{\omega_S}{\sqrt{\omega_S^2 + \Delta_1^2}}$$  \hspace{1cm} (39)

$$\Rightarrow 2 - k = \frac{2n}{\sqrt{\frac{\omega_0^2}{\omega_S^2} \frac{\omega_S^2}{\omega_0^2} + \frac{\Delta_1^2}{\omega_0^2}}}.$$  \hspace{1cm} (40)
We have \( \frac{\omega_0^2}{\omega_0^2 + \Delta^2_1} > 1 \) because \( \omega_0 > \omega_S \), hence the only possible solutions are \( k = 0 \) or \( (n = 0, k = 2) \). The first case is non-physical while the second corresponds to a single singular arc. These calculations are extended easily to the case \( B-S \) by permuting the definition of \( t_1 \) and \( t_2 \). Therefore, the concatenation of a singular arc with a regular one is not optimal.

We can also continue calculations with \( B-S-B \) trajectories. They are optimal in some selective state-to-state transfers of spin systems [41]. For conciseness, we do not present this case in this paper, but we obtain a similar conclusion as \( S-B \) and \( B-B-\cdots \) trajectories. We finally obtain that all admissible trajectories are longer than the singular one.

**Continuum limit.** The computations with more than three switchings become quickly arduous due to the large amount of possible new cases to consider. However, it seems that we always find the same conditions, giving \( \Delta_0 \) as the smallest offset to realize the identity transformation with regular arcs. Another argument supporting this conjecture is provided by an analysis of the continuum limit. This result is known in the context of average Hamiltonian theory [59]. We assume that the interval \([0, \bar{T}_S]\) is divided in \( M \) equal parts. We have:

\[
\mathbb{T} e^{\int_0^{\bar{T}_S} i(\omega (t)\hat{\sigma}_z + \Delta(t)\hat{\epsilon}_z)} = e^{T_S \omega_1 \hat{\sigma}_z / M + \alpha T_S^2 / M^2} e^{T_S \Delta_1 \hat{\epsilon}_z / M + \alpha T_S^2 / M^2},
\]

with \( \omega_1 \) the average of the control field in the interval \( \sigma \), and \( \mathbb{T} \) the time ordering operator. In the limit \( M \to \infty \), we can use the Trotter formula [60], which gives \( U(T_S) = e^{T_S (\omega_1 \hat{\sigma}_z + \Delta_1 \hat{\epsilon}_z)} \). This is the solution given by singular controls. A regular trajectory with a large number of switchings can therefore approximate a singular trajectory.

### 3.2. Numerical computations

We perform numerical simulations in order to verify conjecture 1. The goal is to solve the problem by ‘brute force’ minimization of \( C \) [see (8)] with the GRAPE algorithm [30]. Here, there is no assumption about the structure of the control field, which is not constrained to be singular or regular. It is a piecewise constant function such that \( |\omega_1(t)| \leq \omega_0 \). GRAPE is an iterative algorithm which improves step by step a test solution using gradient descent. By construction, such control fields do not verify \( C = 0 \), i.e. they do not reach the target state exactly, but a state as close as possible to the target state. Transversality conditions at the final time (which is fixed) are taken into account in the numerical algorithm. Then, the minimum time of the process is given by the shortest time for which the target state is reached with a sufficiently small precision.

In order to highlight the relation between control duration and offset selectivity, several optimizations at fixed final time have been performed for different offset values. Results are presented in figure 4(a). We observe that the curve of equation \( T_1 = \frac{1}{\sqrt{4 \pi^2 \Phi^2}} \) defines the global minimum of \( C \), and that a better selectivity cannot be achieved. This curve characterizes singular solutions [see (12)]. For \( \Delta_1 > \sqrt{3} \) (the value of \( \Delta_0 \) in figure 4), the optimization algorithm does not find good solutions around the singular trajectory. This is due to the limited amplitude of the control field. Longer controls with more complicated structures are required, as emphasized by the other black areas of figure 4(a). For these controls, the numerical solution is close to a regular control (bang-bang structure).

The general character of these results is verified by several optimizations with different rotation angles and control duration (the offsets are fixed). The corresponding results are presented in figure 4(b), in which we also observe the optimality of singular constant controls. These numerical simulations are in agreement with the previous analytic results, and they support our conjecture.
4. Time-optimal robust transformations

In this section, we focus on the analytic computation of time-optimal robust controls. We also compare these results with some published solutions [42]. The goal of the time-optimal robust control problem is to determine the shortest control field, which generates the target states (2) when $\Delta_1 \geq \Delta_0$, with the smallest variations of $F(\Delta)$ near the offset $\Delta = 0$: $\frac{\partial F}{\partial \Delta}|_{\Delta = 0} = 0, n = 1, 2, \ldots$. Since there is no singular control associated to $\Delta_1 \geq \Delta_0$, we consider only regular trajectories.

The general expression for the evolution operator with a regular control is:

$$\hat{U} = \prod_{j=1}^{N_T} e^{i(\omega_j t_j + \Delta \hat{\epsilon}_z)},$$

(41)

where $\omega_j = \pm \omega_0$. We determine precisely the admissible set of values $t_j$ generating the target states for a fixed number of switchings. For that purpose, we use the computation already performed in section 3.1. We recall the results here. We have respectively:

$$(t_1 - t_2)\sqrt{\omega_0^2 + \Delta_1^2} = 2k\pi \quad k \geq 1$$

(42)

$$(t_1 + t_2)\sqrt{\omega_0^2 + \Delta_1^2} = 2n\pi \quad n \geq 1,$$

(43)

for the one-switching case, and

$$(t_1 - t_2 + t_3)\sqrt{\omega_0^2 + \Delta_1^2} = 2k\pi \quad k \geq 1$$

(44)

or

$$t_2 \sqrt{\omega_0^2 + \Delta_1^2} = 2n\pi \quad n \geq 1$$

(45)

Figure 4. Panel (a): plot of the cost $C$ as a function of the control duration $T$ and the offset $\Delta_1$, for a selective rotation of angle $\phi = \pi$ and $\omega_0 = 1$. Panel (b): plot of $C$ as a function of $T$ and the angle of rotation $\phi$. We set $\omega_0 = 1$ and $\Delta_1 = \sqrt{3}$. In the two cases, each point of the contour plot corresponds to a numerical optimization (see the text for details). Blue solid lines are defined by the equation (12).
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In this section, we focus on the analytic computation of time-optimal robust controls. We also compare these results with some published solutions [42]. The goal of the time-optimal robust control problem is to determine the shortest control field, which generates the target states (2) when $\Delta_1 \geq \Delta_0$, with the smallest variations of $F(\Delta)$ near the offset $\Delta = 0$: $\frac{\partial F}{\partial \Delta}|_{\Delta = 0} = 0, n = 1, 2, \ldots$. Since there is no singular control associated to $\Delta_1 \geq \Delta_0$, we consider only regular trajectories.

The general expression for the evolution operator with a regular control is:

$$\hat{U} = \prod_{j=1}^{N_T} e^{i(\omega_j t_j + \Delta \hat{\epsilon}_z)},$$

(41)

where $\omega_j = \pm \omega_0$. We determine precisely the admissible set of values $t_j$ generating the target states for a fixed number of switchings. For that purpose, we use the computation already performed in section 3.1. We recall the results here. We have respectively:

$$(t_1 - t_2)\sqrt{\omega_0^2 + \Delta_1^2} = 2k\pi \quad k \geq 1$$

(42)

$$(t_1 + t_2)\sqrt{\omega_0^2 + \Delta_1^2} = 2n\pi \quad n \geq 1,$$
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Figure 5. Plot of the cost $F$ for one [panel (a)] and two switchings [panel (b)] as a function of $\phi$ and $\Delta$ for different values of $(n, k)$. In the two-switching case, we set $\alpha = 1$.

\[(t_1 + t_3)\sqrt{\omega_0^2 + \Delta^2} = 2l\pi \quad l \geq 1, \quad (46)\]

for two switchings. For more switchings, we refer to section 3.1. By inserting $\sum_{j=1}^{N_{\phi}} t_j \omega_j = \phi$ in the conditions above, we determine the following structure for optimal regular controls. In the one-switching case, we have:

\[t_1 = t_2 + \frac{\phi}{\omega_0}; \quad t_2 = \frac{\phi}{2\omega_0} \left( \frac{n}{k} - 1 \right) \quad (47)\]

and for two switchings:

\[t_1 + t_3 = \frac{\phi}{\omega_0} \left( \frac{n}{k} - 1 \right); \quad t_1 = \alpha t_3; \quad t_2 = (t_1 + t_3) + \phi/\omega_0. \quad (48)\]

Other solutions exist in the two-switching case, but they cannot be time-optimal, because of their long duration. The condition $\omega_x(0) = -\omega_0$ is used to determine (48).

To summarize, in the first situation, the optimization consists of finding two integers, $(n, k)$ and in the second case, the goal is to determine two integers, and one real number $\alpha$. By plotting the cost function for the first values of $(n, k, \alpha)$, we deduce which solution is optimal, as illustrated in figure 5. As an example, for $\phi = \pi/2$, the solution $n = k = 1, \alpha = 1$ is the most robust one, while the solution $n = 3$ and $k = 2, \alpha = 1$ is better for $\phi = \pi$. We could also compute the derivatives of $F(\Delta)$ near $\Delta = 0$, but generally, a simple observation is sufficient to find a solution.

The computation of derivatives is generally necessary for the evaluation of the optimal value of $\alpha$. Further analytic calculations are possible if $\phi$ is fixed. Here, we investigate the case $\phi = \pi$. The optimal value is computed with the solution of $\frac{\partial^2 F}{\partial \Delta^2}(0)$ (the first derivative is always zero). A straightforward (but lengthy) computation gives:

\[\frac{\partial^2 F}{\partial \Delta^2}(0) = \left[ \frac{\partial^2}{\partial \Delta^2} \sqrt{e^{-\pi \xi_0} - \hat{U}(\Delta)} \right]_{\Delta = 0} \]

\[= 16(3 - 2 \cos(\omega_0 t_1) - 2 \cos(\omega_0 t_3) + 2 \cos(\omega_0 (t_1 + t_3))) \quad (49)\]

\[= 16(3 - 2 \cos(\omega_0 t_1) - 2 \cos(\omega_0 t_3) + 2 \cos(\omega_0 (t_1 + t_3))) \quad (50)\]
where the relations $t_2 = + (t_1 + t_3)$ and $\omega_0 = -\omega_0$ have been used. This solution is the one that produces the smallest control times, required for time optimality. To proceed further, we make the following change of variables:

$$t_1 = t - a, \quad t_3 = t + a,$$

and we have:

$$3 - 4 \cos(\omega_0 a) \cos(\omega_0 t) + 2 \cos(2\omega_0 t) = 0 \quad (52)$$

$$\Rightarrow \omega_0 a = \pm \arccos \left( \frac{3 + 2 \cos(2\omega_0 t)}{4 \cos(\omega_0 t)} \right) + 2m\pi; \quad m \in \mathbb{Z}. \quad (53)$$

We obtain $\omega_0 \alpha \in \mathbb{C}$, except for particular points where it is real. The real values are: $\omega_0 a = 2m'\pi$ with $m' \in \mathbb{Z}$. Then, the solutions with the shortest control durations are given by $a = 0$, or equivalently $\alpha = 1 \Rightarrow t_1 = t_3$. This symmetry has been observed in many different studies [34, 36, 37, 42].

Robust $\pi$-pulses have been studied extensively [1]. Here we compare our approach with the solutions of [42]. We consider two optimal solutions of this study. The first one consists in a robust state-to-state transfer from the north pole of the Bloch sphere to the south pole, while the second one is a robust SO(3)-transformation of angle $\phi = \pi$. In order to compare the results, we use $\omega_0 = 1$. In the first case, the optimal solution is given by a $B-B$ control. In figure 6, we observe that the robustness is not improved by such a control. However this concerns the full rotation matrix. If we restrict the transformation to the $z$-axis only, we observe an enhancement of the robustness. The optimal solution is given by $k = 1$ and $n = 2$, which gives $t_1 = 3\pi/2$ and $t_2 = \pi/2$, in agreement with the results obtained in [42]. For the robust $\pi$-pulse, we have to consider the two-switching case. We found the optimal values $(n = 5, k = 3, \alpha = 1)$, which correspond to the result obtained numerically in [42]. Note that other similar solutions can be derived from this approach. In particular, we point out the solution $(n = 3, k = 2, \alpha = 1)$ which is less robust around $\Delta = 0$, but more robust in average. This new control field is shorter than the reference one ($2\pi$ instead of $2.34\pi$). The fidelity of some solutions, and their corresponding control fields are displayed in figure 6.

The three-switching case has also been studied, and no better solution has been found. With four switchings and more, the number of cases becomes larger and additional constraints have to be accounted for in practical computations. A natural way to introduce such constraints is to incorporate other offsets in the optimization process. For example, one could consider:
Figure 7. Transition from the area of selective controls characterized by singular solutions of the PMP, to the area of robust controls characterized by regular trajectories.

\[ C_\Delta = \{0, \Delta_1/2, \Delta_1\} \text{ or } C_\Delta = \{0, \Delta_1/3, 2\Delta_1/3, \Delta_1\}, \ldots \]  

Note that a way to improve locally the robustness is to consider a selective control with a local robustness, as the one considered in appendix B. The idea is to consider an offset \( \Delta_2 < \Delta_1 \) different from 0 that produces the rotation of angle \( \phi \). If \( \Delta_2 \) is close to zero, the robustness on the interval \([-\Delta_1, \Delta_1]\) is very good, even if the rotation is not exact at resonance. With this system, computation can be performed in the two-switching case.

5. Conclusion

We have presented different tools for the design of selective and robust SO(3)-transformations. Our computations are based on a model of two spins with different offsets. The first offset (at resonance) is supposed to realize the desired SO(3)-transformation, while the second offset produces the identity transformation. This allows us to derive a list of constraints on the control field that reduces considerably the number of variables required to parameterize the optimal solution. We prove different results supporting the optimality of singular trajectories in the selective case. Hence, we can conjecture the existence of a link between singular trajectories and selective controls and between regular trajectories and robust controls. The change of behavior between the two control problems occurs for \( \Delta_1 = \Delta_0 \). This corresponds to the offset value for which the set of singular trajectories reaches the set of regular trajectories. This point is summarized in figure 7.

We have found that time-optimal selective controls are given by constant controls of amplitude \( |\omega_S| < \omega_0 \), and time-optimal robust controls have been determined analytically by calculating the evolution operator up to two switchings. Several known control protocols have been found and new solutions have been also highlighted.

The extension of such methods to more switchings or to the general case of two-input control fields represent the main perspective of this study. The change of structure in the time-optimal solution for more than two switchings has been observed several times [36, 37, 41] (e.g. a transition from a bang-bang control to a smooth control with two inputs when the robustness increases). It could be interesting to explain analytically these numerical observations with the framework presented in this paper. Finally, we mention that calculations of second order variations in the sense of [61] shall provide additional information on the optimality of singular or regular trajectories.
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Appendix A. Product of rotations with quaternions

We consider, in this paragraph, the product of two rotations with different axes. We refer to references [62, 63] for further details. Let $\alpha$ and $\beta$ be two rotation angles around the respective axes $\vec{n}_1$ and $\vec{n}_2$. The composition of the two rotations gives an effective angle of rotation $\gamma$ around an axis $\vec{n}_3$, which can be expressed as:

$$\cos \left( \frac{\gamma}{2} \right) = \cos \left( \frac{\alpha - \beta}{2} \right) \sin^2 \left( \frac{\theta}{2} \right) + \cos \left( \frac{\alpha + \beta}{2} \right) \cos^2 \left( \frac{\theta}{2} \right)$$

(A.1)

$$\vec{n}_3 = \frac{\left( \cos(\alpha/2) \sin (\beta/2) \vec{n}_2 + \cos(\beta/2) \sin(\alpha/2) \vec{n}_1 - \sin(\alpha/2) \sin(\beta/2) \vec{n}_1 \wedge \vec{n}_2 \right)}{\sin(\gamma/2)},$$

(A.2)

where $\vec{n}_1, \vec{n}_2 = \cos(\theta)$. A detailed proof is given only for the computation of the rotation angle. The computation of the rotation axis can be done along the same line [62, 63]. For the sake of simplicity, we use the quaternion representation of rotations. A rotation of angle $\alpha$ around an axis $\vec{n}$ is described by the quaternion $q = \cos(\alpha/2) - \sin(\alpha/2)(n_x i + n_y j + n_z k)$. We can only focus on the real part of the quaternion to determine the rotation angle. A straightforward computation gives:

$$\Re[q_1 q_2] = \cos \left( \frac{\alpha}{2} \right) \cos \left( \frac{\beta}{2} \right) - \sin \left( \frac{\alpha}{2} \right) \sin \left( \frac{\beta}{2} \right) \vec{n}_1 \cdot \vec{n}_2,$$

where $\Re[\cdot]$ is the real part of the quaternion. Using $\Re[q_1 q_2] = \cos(\gamma/2)$, we obtain:

$$\cos \left( \frac{\gamma}{2} \right) = \cos \left( \frac{\alpha}{2} \right) \cos \left( \frac{\beta}{2} \right) - \sin \left( \frac{\alpha}{2} \right) \sin \left( \frac{\beta}{2} \right) \cos(\theta),$$

and simple algebra leads to:

$$\cos \left( \frac{\gamma}{2} \right) = \cos \left( \frac{\alpha - \beta}{2} \right) \sin^2 \left( \frac{\theta}{2} \right) + \cos \left( \frac{\alpha + \beta}{2} \right) \cos^2 \left( \frac{\theta}{2} \right).$$

Appendix B. Selective controls with local robustness

In this appendix, we briefly present the extension of the main model to two other situations for which the notion of selectivity and robustness are combined. Here, the goal is to produce a selective transformation, but with a small interval of robustness. This interval is defined by two neighborhood offsets associated with the same target state. Since the problem complexity increases quickly with $N$, we focus on numerical simulations.
Figure B1. Plot of $C$ as a function of the control duration $T$ and the offset $\Delta_2$, for a locally-broadband selective rotation of angle $\phi = \pi$. Each point of the contour plot corresponds to an optimization. Blue curves are given by (B.2) for different values of $k$. Parameters are set to $\Delta_1 = 0.5$, $\omega_0 = 1$ and $\phi = \pi$.

For the first example, we choose the following ensemble of offsets:

$$C_\Delta = \{-\Delta_2, -\Delta_1, \Delta_1, \Delta_2\},$$

and the corresponding target transformations:

$$C_{\hat{U}} = \{\hat{I}, e^{i\phi} \hat{\epsilon}_x, e^{i\phi} \hat{\epsilon}_x, \hat{I}\}.$$ 

The optimal field required to generate $e^{i\phi} \hat{\epsilon}_x$ with $\Delta_1 \neq 0$ is a regular control with potentially several switchings [17, 64]. For simplicity, we study here a solution with at most one switching (more switchings can also be considered, as in the main text). Hence, the control is characterized by two bangs of durations $t_1$ and $t_2$. We also define $T = t_1 + t_2$. The phase of the control is chosen to be positive at the origin. Following the computations of section 3.1, we found the conditions to produce the identity:

$$(t_1 - t_2) \sqrt{\omega_0^2 + \Delta_2^2} = 2k\pi$$ \hspace{1cm} (B.1)

$$(t_1 + t_2) \sqrt{\omega_0^2 + \Delta_1^2} = 2n\pi.$$ \hspace{1cm} (B.2)

From a given value of $\Delta_1$, we get $t_1$ and $t_2$, the ratio $k/n$ and $\Delta_2$. The optimality of the pulse sequence is obtained by using the same method as in section 3.2. The cost function $C$ is minimized numerically with GRAPE [30] for a wide range of system parameters and the results are compared with analytic computations. Results are displayed in figure B1. We observe that (B.1) and (B.2) describe the minima of $C$.

The second example is defined by:

$$C_\Delta = \{-\Delta_2, -\Delta_1, 0, \Delta_1, \Delta_2\},$$

$$C_{\hat{U}} = \{\hat{I}, \hat{I}, e^{i\phi} \hat{\epsilon}_x, \hat{I}, \hat{I}\}.$$
There is a trivial solution for $\Delta = \sqrt{(2k\pi)^2 - \phi^2} / T$, so we impose that $T|\Delta_2| \in [\sqrt{(2\pi)^2 - \phi^2}, \sqrt{(4\pi)^2 - \phi^2}]$. In this case, there is no analytic solution and we start directly with a numerical optimization. The minimum of $C$ as a function of $\Delta_2$ is plotted in figure B2, with $\omega_0 = 1$, $\Delta_1 = \sqrt{3}$, and $\phi = \pi$. We observe a time-optimal upper bound approximately given by:

$$T = \frac{1}{\Delta_2} \sqrt{4\pi^2 - \phi^2} \left( \frac{1}{\Delta_1} + \frac{1}{\Delta_2 - \Delta_1} \right).$$  (B.3)

This equation is deduced heuristically from the following assumption. The time required by the full transformation is given by the minimum time to reach the target state for $\Delta_1$ [see (12)], plus the one to get the target state for $\Delta_2$, in the rotating frame centered in $\Delta_1$. This time is also given by (12), but the offset is replaced by the offset difference $\Delta_2 - \Delta_1$.

Interesting solutions are also found below the curve of (B.3). The control landscape has a complex structure with areas of extremely small costs ($< 10^{-13}$) surrounded by areas of extremely large costs. Additionally, the transition between such areas is generally not smooth. Areas of high and low fidelities can be described qualitatively by two functions. The first one is:

$$T = \frac{1}{\Delta_2} \sqrt{4\pi^2 - \phi^2},$$  (B.4)

while the second one is the control phase switching in the optimal control of a single offset (see proposition 6 in [26]):

$$T = -\frac{(4n \pm 1)\pi}{\Delta_2}.$$  (B.5)

These two equations approximate respectively low and high values of $C$ near $\Delta_2 \simeq \Delta_1$, and near (B.3).
We also observe other discontinuities in the landscape, which are not fully understood yet. From numerical observation, it seems that the discontinuity occurs by a change of the optimal field from singular to regular extremal trajectories, and reciprocally. Further investigations are required to confirm this point.
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