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Abstract
Let $G$ be an $n$-vertex graph, where $\delta(G) \geq \delta n$ for some $\delta := \delta(n)$. A result of Bohman, Frieze and Martin from 2003 asserts that if $\alpha(G) = O\left(\delta^2 n\right)$, then perturbing $G$ via the addition of $\omega\left(\frac{\log(1/\delta)}{\delta^3}\right)$ random edges, a.a.s. yields a Hamiltonian graph. We prove several improvements and extensions of the aforementioned result. In particular, keeping the bound on $\alpha(G)$ as above and allowing for $\delta = \Omega(n^{-1/3})$, we determine the correct order of magnitude of the number of random edges whose addition to $G$ a.a.s. yields a pancyclic graph. Moreover, we prove similar results for sparser graphs, and assuming the correctness of Chvátal’s toughness conjecture, we handle graphs having larger independent sets. Finally, under milder conditions, we determine the correct order of magnitude of the number of random edges whose addition to $G$ a.a.s. yields a graph containing an almost spanning cycle.
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1 | INTRODUCTION

A Hamilton cycle in a graph $G$ is a cycle passing through all vertices of $G$. A graph is said to be Hamiltonian if it contains a Hamilton cycle. Hamiltonicity is one of the most central notions in graph theory, and has been studied extensively in the last 70 years. Considerable effort has been devoted to obtaining sufficient conditions for the existence of a Hamilton cycle (an effective necessary and sufficient condition should not be expected however, as deciding whether a given graph contains a Hamilton cycle is known to be NP-complete). One of the earliest results in this direction is the celebrated theorem of Dirac [16], asserting that every $n$-vertex graph $H$ (on at least three vertices)
with minimum degree \( \delta(H) \geq n/2 \) is Hamiltonian. Since then, many other sufficient conditions that deal with dense graphs were obtained (see, e.g., the comprehensive references [26,29]). When looking into the Hamiltonicity of sparser graphs, it is natural to consider random graphs with an appropriate edge probability. Erdős and Rényi [21] raised the problem of determining the threshold probability of Hamiltonicity in the binomial random graph model \( G(n,p) \). Following a series of efforts by various researchers, including Korshunov [32] and Pósa [38], the problem was finally solved by Komlós and Szemerédi [31] and independently by Bollobás [8], who proved that if \( p := p(n) \geq (\log n + \log \log n + o(1))/n \), where the \( o(1) \) term tends to infinity with \( n \) arbitrarily slow \(^1\), then \( G \sim G(n,p) \) is asymptotically almost surely (a.a.s.: for brevity, hereafter) Hamiltonian. This is best possible since for \( p \leq (\log n + \log n - o(1))/n \) a.a.s. there are vertices of degree at most one in \( G \sim G(n,p) \).

An \( n \)-vertex graph is said to be pancyclic if it contains a cycle of length \( \ell \) for every \( 3 \leq \ell \leq n \). Every pancyclic graph is Hamiltonian whereas the converse implication does not hold in general. A meta-conjecture of Bondy [11] asserts that almost any non-trivial sufficient condition for Hamiltonicity ensures pancyclicity as well (a simple family of exceptional graphs may exist). This turns out to be true for the condition appearing in Dirac’s theorem—it was proved by Bondy himself [10] that every \( n \)-vertex graph \( H \) with minimum degree \( \delta(H) \geq n/2 \) is either \( K_{n/2,n/2} \) or pancyclic. Bondy’s meta-conjecture holds true for random graphs as well—Cooper and Frieze [15] proved that \( G \sim G(n,p) \) is a.a.s. pancyclic whenever \( p := p(n) \geq (\log n + \log \log n + o(1))/n \).

The aforementioned theorem of Dirac is optimal in terms of the minimum degree, that is, for every \( 0 < \delta := \delta(n) < 1/2 \), there are non-Hamiltonian graphs with minimum degree at most \( \delta n \). Nevertheless, Bohman, Frieze, and Martin [6] discovered that once slightly randomly perturbed, graphs with linear minimum degree become Hamiltonian asymptotically almost surely. Formally, they proved that for every constant \( \delta > 0 \) there exists a constant \( C := C(\delta) \) such that \( H \cup R \) is a.a.s. Hamiltonian, whenever \( H \) is an \( n \)-vertex graph with minimum degree at least \( \delta n \) and \( R \sim G(n,C/n) \); undershooting the threshold for Hamiltonicity in \( G(n,p) \) by a logarithmic factor. Such a result can be seen as bridging between results regarding the Hamiltonicity of dense graphs and the emergence of such cycles in random graphs. Numerous results related to Hamiltonicity of randomly perturbed graphs (and hypergraphs) have since appeared; see, for example, [1, 2, 4, 19, 28, 34, 37].

Bohman, Frieze, and Martin noted in [6] that their aforementioned result is tight (up to a constant factor) as there are \( n \)-vertex graphs with minimum degree \( \Omega(n) \) which cannot be made Hamiltonian (even deterministically) by the addition of \( cn \) edges for some sufficiently small constant \( c > 0 \). Indeed, consider for example the complete bipartite graph \( G := K_{n/3,2n/3} \). It is evident that \( e(H) \geq n/3 \) for any graph \( H \) with vertex-set \( V(G) \) for which \( G \cup H \) is Hamiltonian. It is suggested in [6] that the reason for \( K_{n/3,2n/3} \) requiring so many additional edges to become Hamiltonian is that it admits a large independent set. Subsequently, they have proved the following result.

**Theorem 1.1** (Theorem 2 in [6]—abridged). Let \( G \) be an \( n \)-vertex graph with minimum degree at least \( \delta n \) for some \( \delta = \delta(n) \). Let \( R \sim G(n,p) \), where \( p := p(n) = o\left(\frac{\log(1/\delta)}{\delta^2 n^2}\right) \). If \( \alpha(G) < \delta^2 n/2 \), then \( G \cup R \) is a.a.s. Hamiltonian.

The bound on \( p \) stated in Theorem 1.1 is sharp whenever \( \delta \) is constant. However, it turns out that it is not sharp for \( \delta = o(1) \). In particular, it is easy to see that for \( \delta = O(n^{-1/3}) \), this bound is larger than the threshold for Hamiltonicity in \( G(n,p) \), making it useless in this regime. Our first result determines

\(^1\)Throughout this article, we adhere to the convention that whenever the base of the logarithm is omitted, it refers to the natural logarithm.
the correct value of \( p \). With some abuse of notation, throughout the article, we denote a union of the form \( G \cup R \), where \( G \) is a given \( n \)-vertex graph and \( R \sim \mathbb{G}(n,p) \), by \( G \cup \mathbb{G}(n,p) \).

**Theorem 1.** There exist positive constants \( c_1, c_2, c_3, \) and \( c_4 \) such that the following hold.

(a) Let \( G \) be an \( n \)-vertex graph with minimum degree at least \( \delta \) for some \( \delta \geq \delta(n) \geq c_1 n^{-1/3} \). If \( \alpha(G) \leq c_2 \delta^2 n \) and \( p := p(n) = \max \left\{ \frac{1}{n^2}, \frac{c_3 \log(1/\delta)}{\delta n} \right\} \), then \( G \cup \mathbb{G}(n,p) \) is a.a.s. pancyclic.

(b) There exists an \( n \)-vertex graph \( H \) with minimum degree \( \delta \) such that \( \alpha(H) = 2 \) such that if \( H \cup \mathbb{G}(n,p) \) is a.a.s. Hamiltonian, then \( p := p(n) = o(n^{-2}) \).

(c) For every \( \Omega(n^{1/3}) = \delta := \delta(n) = o(1) \) there exists an \( n \)-vertex graph \( H \) with minimum degree at least \( \delta n \) satisfying \( \alpha(H) = O(\delta^2 n) \) such that \( \alpha(G) \) is a.a.s. \( H \cup \mathbb{G}(n,p) \) is not Hamiltonian, whenever \( p := p(n) \leq \frac{c_4 \log(1/\delta)}{\delta n^2} \).

Extending another result of Bohman, Frieze, and Martin from [6], it was proved in [27] that if \( G \) is an \( n \)-vertex graph with minimum degree at least \( \delta \) for some \( \delta > 0 \) and \( p \geq c \log(1/\delta)/n \) for some constant \( c > 0 \), then \( G \cup \mathbb{G}(n,p) \) is a.a.s. Hamiltonian; moreover, this result is tight up to the constant factor \( c \). This bound is larger than the bound on \( p \) stated in Theorem 1(a) by a multiplicative factor of \( \Theta(\delta n) \), attesting to the significance of the upper bound imposed on \( \alpha(G) \).

Parts (b) and (c) of the statement of Theorem 1 show that, given the assumptions \( \alpha(G) = O(\delta^2 n) \) and \( \delta = \Omega(n^{1/3}) \), the lower bounds on \( p \) stated in Part (a) are essentially best possible. Moreover, given that \( \Delta(G) = O(\delta(G)) = O(\delta n) \), the assumption \( \delta = \Omega(n^{1/3}) \) is also essentially best possible. Indeed, if \( \Delta(G) = O(\delta(G)) = O(\delta n) \), then \( \alpha(G) \geq \frac{n}{\Delta(G)+1} = \Omega(1/\delta) \) and thus the assumption \( \alpha(G) = O(\delta^2 n) \) implies that \( \delta = \Omega(n^{1/3}) \). In other words, if \( \delta = o(n^{1/3}) \) and \( \alpha(G) = O(\delta^2 n) \), then the degree of \( (1-o(1))n \) of the vertices of \( G \) is \( o(\delta n) \). Nevertheless, considering smaller values of \( \delta \) is a worthwhile endeavor. Our next result applies to graphs whose minimum degree is as low as \( \Omega((\log n)^2) \).

**Theorem 2.** There exist positive constants \( c_1, c_2, \) and \( c_3 \) such that the following hold.

(a) Let \( G = (V,E) \) be an \( n \)-vertex graph satisfying \( \alpha(G) \delta(G) = O(n) \) and \( \delta(G) > c_1 (\alpha(G) \log n)^2 \). Then, \( G \cup \mathbb{G}(n,p) \) is a.a.s. pancyclic, whenever \( p := p(n) \geq \frac{c_1 \log n \log(\alpha(G) \log n)}{n \delta(G)} \).

(b) For all integers \( d := d(n) \geq 1 \) and \( k := k(n) = o(n) \) satisfying \( k(d+1) \leq n \), there exists an \( n \)-vertex graph \( H \) satisfying \( \alpha(H) = k \) and \( \delta(H) = d \) such that \( \alpha(G) \) is a.a.s. \( H \cup \mathbb{G}(n,p) \) is not Hamiltonian, whenever \( p := p(n) \leq \frac{c_1 \log k}{da} \).

The lower and upper bounds on \( p \), stated in parts (a) and (b) of Theorem 2, are only a polynomial-logarithmic factor apart. Ignoring polynomial-logarithmic factors, Theorems 1(a) and 2(a) together cover the entire range of possible values for the minimum degree of the seed graph \( G \). At their “meeting point,” that is, when \( \delta(G) = \Omega(n^{2/3}) \) and \( \alpha(G) = \Omega(n^{1/3}) \), both theorems provide very similar bounds on \( p \).

The assumption \( \alpha(G) = O(\delta^2 n) \) appearing in the statement of Theorem 1 is essentially the same as the one made in Theorem 1.1. However, it is not clear that such a restriction on \( \alpha(G) \) is required. In fact, the following result suggests that this assumption can be significantly mitigated, provided that Chvátal’s toughness conjecture is true. A graph \( G \) is said to be \( t \)-tough if for every \( S \subseteq V(G) \) the number of connected components of \( G \setminus S \) is at most \( \max\{1,|S|/t\} \). Chvátal observed that any Hamiltonian graph is 1-tough and, subsequently, made the following intriguing conjecture.

**Conjecture 1.2** ([13]). There exists a constant \( t \geq 1 \) such that any \( t \)-tough graph is Hamiltonian.

Despite considerable effort (see, e.g., [3] and the many references therein), Conjecture 1.2 is still open. Our next result reads as follows.
Theorem 3.

(a) Suppose that Conjecture 1.2 holds for some constant \( t_0 \). Then there exist positive constants \( c_1 = c_1(t_0) \) and \( c_2 = c_2(t_0) \) such that the following holds. Let \( G \) be an \( n \)-vertex graph with minimum degree \( k \). If \( \alpha(G) \leq c_2 k \), then \( G \cup \overline{G}(n, p) \) is a.a.s. pancyclic whenever \( p \geq \frac{c_1 \log n}{nk} \).

(b) For every sufficiently large integer \( n \), constant \( 0 < \epsilon < 1/2 \), integer \( n^\epsilon \leq k \leq n^{1-\epsilon} \), and constant \( 0 < c < 1 \), there exist a constant \( c' > 0 \) and an \( n \)-vertex graph \( H \) satisfying \( \delta(H) = k \) and \( \alpha(H) \leq c k \) such that \( H \cup \overline{G}(n, p) \) is a.a.s. not Hamiltonian, whenever \( p : = p(n) \leq \frac{c' \log n}{nk} \).

(c) For every sufficiently large integer \( n \) and every integer \( \omega_0(1) = k : = k(n) \leq n/2 \), there exists an \( n \)-vertex graph \( H \) satisfying \( \alpha(H) = k \) and \( \delta(H) \geq k/2 \) such that \( H \cup \overline{G}(n, p) \) is a.a.s. not Hamiltonian, whenever \( p : = p(n) \leq \frac{1}{3n} \).

Part (b) of Theorem 3 shows that, assuming \( \delta(G) \) is not too small or too large, the bounds on \( \alpha(G) \) and \( p \) stated in Part (a) of this theorem are both tight up to a constant factor. Part (c) of Theorem 3 shows that, increasing the bound on \( \alpha(G) \) stated in Part (a) of this theorem by a constant factor, would require significantly increasing \( p \).

Our next result asserts that the assumptions on \( \alpha(G) \) and \( \delta(G) \) appearing in our previous theorems can be mitigated further (even without assuming the correctness of Conjecture 1.2) if one replaces Hamiltonicity with the existence of a nearly spanning cycle (naturally, the bound on \( p \) can then be reduced as well).

Theorem 4.

(a) For every \( \epsilon > 0 \) there exist positive constants \( c_1 \) and \( c_2 \) such that the following holds. Let \( G \) be an \( n \)-vertex graph. If \( p : = p(n) \geq \max \left\{ \omega \left( n^{-2} \right), \frac{c_2 \alpha(G)}{n^2} \right\} \), then a.a.s. \( G \cup \overline{G}(n, p) \) contains a cycle \( C \) of length at least \( (1 - \epsilon)n \). If, additionally, \( \alpha(G) \leq c_2 \sqrt{n} \), then a.a.s. \( (G \cup \overline{G}(n, p))[C] \) is pancyclic.

(b) For every constant \( 0 < c \leq 1 \) and all integers \( c^{-1} < m \leq n \), there exists an \( n \)-vertex graph \( H \) satisfying \( \alpha(H) = m \) such that for every \( n \)-vertex graph \( R \) having fewer than \( cm/2 \) edges, the circumference of \( H \cup R \) is less than \( cn \).

Part (b) of Theorem 4 shows that the lower bounds on \( p \), stated in Part (a) of this theorem, are tight up to a constant factor, even if the perturbation is not random. Note that if \( \alpha(G) \leq \frac{c n \log n}{\delta(G)} \) for an appropriate constant \( c > 0 \), then the lower bound on \( p \) stated in Theorem 4(a) is smaller than the lower bound on \( p \) stated in Theorem 3(a).

The following table roughly summarizes the restrictions imposed on \( \delta(G) \) and \( \alpha(G) \), and the lower bounds on \( p \) stated in our main results.

| \( \delta(G) \) | \( \alpha(G) \) | \( p \) | Remarks |
|-----------------|----------------|-------|---------|
| Theorem 1 | \( \delta(G) = \delta n \) and \( \delta = \Omega(n^{-1/3}) \) | \( \Omega(\delta^2 n) \) | \( \Omega \left( \frac{\log(1/\delta)}{\delta \alpha(G)} \right) \) | If \( \delta = \Omega(1) \), then \( p = \alpha(n^{-2}) \) |
| Theorem 2 | \( \Omega \left( \left( \alpha(G) \log n \right)^2 \right) \) | \( \Omega \left( \frac{\log n}{\alpha(G) \log n} \right) \) | Additionally, we require \( \alpha(G) \delta(G) = O(n) \) |
| Theorem 3 | \( \alpha(G) = O(\delta(G)) \) | \( \Omega \left( \frac{\log n}{\alpha(G) \log n} \right) \) | Assuming Chvátal’s conjecture is true |
| Theorem 4 | \( \alpha(G) = O(\delta(G)) \) | \( \Omega \left( \frac{\log n}{\alpha(G) \log n} \right) \) | If \( \alpha(G) = O(1) \), then \( p = \alpha(n^{-2}) \) |

The rest of this article is organized as follows. In Section 2, we collect several results that facilitate our proofs. In Section 3, we prove Theorems 1 and 2. Theorems 3 and 4 are proved in Sections 4 and 5, respectively. Finally, in Section 6, we discuss possible directions for future research.
2 | PRELIMINARIES

In this section, we collect several known results, as well as a few new ones, that will be useful in proving our main theorems. In particular, we state and prove a sufficient condition for a graph to admit a spanning system of pairwise disjoint paths whose endpoints have been predetermined (see Theorem 2.15 in Section 2.3); this result may be of independent interest. Since there are quite a few such results and they vary in nature, this section is divided into several subsections.

2.1 | Matchings and cycles in random graphs and digraphs

Let $D(n, p)$ denote the probability space of random directed graphs, that is, $D \sim D(n, p)$ is a digraph with vertex-set $[n] := \{1, \ldots, n\}$ such that, for every $1 \leq i \neq j \leq n$, the ordered pair $(i, j)$ is an arc of $D$ with probability $p := p(n)$, independently of all other pairs. The threshold for Hamiltonicity in $D(n, p)$ is known; the following is sufficient for our purposes.

**Theorem 2.1** ([24]—abridged). If $p \geq (\log n + \omega(1))/n$, then a.a.s. $D(n, p)$ contains a directed Hamilton cycle.

For the emergence of nearly spanning cycles, a smaller probability suffices.

**Theorem 2.2** ([5], see also [33]). Let $k < n$ be positive integers. Let $G = (V, E)$ be a directed graph on $n$ vertices, such that for any ordered pair of disjoint subsets $S, T \subseteq V$ of size $|S| = |T| = k$, $G$ has a directed edge from $S$ to $T$. Then $G$ admits a directed path of length $n - 2k + 1$ and a directed cycle of length at least $n - 4k + 4$.

**Corollary 2.3.** For every $\epsilon > 0$, there exists a constant $c > 0$ such that $D(n, p)$ a.a.s. admits a directed cycle of length at least $(1 - \epsilon)n$, whenever $p := p(n) \geq c/n$.

The assertion of Corollary 2.3 is well-known and follows from several fairly old results. In fact, more accurate results are known [35]. Nevertheless, for completeness, we include a short simple proof.

**Proof of Corollary 2.3.** Let $D \sim D(n, p)$ and let $k = \epsilon n/4$. The probability that there exists an ordered pair $(S, T)$ of disjoint subsets of $V(D)$ of size $|S| = |T| = k$ such that $E_D(S, T) = \emptyset$ is at most

$$\binom{n}{k} \binom{n-k}{k} (1-p)^{k^2} \leq 4^n \exp \left\{-\frac{c}{n} \cdot \frac{\epsilon^2 n^2}{16}\right\} = o(1),$$

where the last equality holds for a sufficiently large constant $c := c(\epsilon)$. It thus follows, by Theorem 2.2, that $D$ a.a.s. admits a directed cycle of length at least $n - 4k = (1 - \epsilon)n$. □

The following theorem is an immediate corollary of a classical result due to Erdős and Rényi [22].

**Theorem 2.4.** Let $1 \leq r \leq m$ be integers, and let $G$ be a random subgraph of $K_{r,m}$, obtained by keeping each of its edges independently with probability $p := p(m)$. Then, a.a.s. $G$ admits a matching of size $r$, whenever $p \geq \frac{\log m + \omega(1)}{m}$. □

2.2 | Connectivity, independence and cycles

A graph $G$ is said to be Hamilton-connected if, for any two distinct vertices $u, v \in V(G)$, it contains a Hamilton path whose endpoints are $u$ and $v$. The (vertex) connectivity of $G$, denoted
\( \kappa(G) \), is the smallest size of a set \( S \subseteq V(G) \) for which \( G \setminus S \) is disconnected (or a single vertex).

**Theorem 2.5** ([14]). If \( G \) is a graph satisfying \( \kappa(G) > \alpha(G) \), then \( G \) is Hamilton-connected.

The following two results provide sufficient conditions for the pancyclicity of Hamiltonian graphs. The first was obtained as part of an attempt to prove that the Chvátal-Erdős condition implies pancyclicity (significant progress in this avenue was recently obtained in [18]).

**Theorem 2.6** ([30]). If \( G \) is a Hamiltonian graph with \( \delta(G) \geq 600 \alpha(G) \), then \( G \) is pancyclic.

Confirming a conjecture of Erdős, the second asserts that a Hamiltonian graph whose independence number is small with respect to its order is pancyclic.

**Theorem 2.7** ([17]). Every Hamiltonian graph \( G \) with \( \alpha(G) \leq k \) and at least \( (2 + o(1))k^2 \) vertices is pancyclic.

### 2.3 Connectivity and linkage

The following two results ensure the existence of a highly connected subgraph in a given graph.

**Theorem 2.8** ([36]). Every graph of average degree at least \( k \) admits a \( k/4 \)-connected subgraph.

**Observation 2.9.** Let \( G = (V, E) \) be an \( n \)-vertex graph. Then there exists a set \( A \subseteq V \) such that \( G[A] \) is \( \frac{n}{5\alpha(G)} \)-connected.

**Proof.** It follows by Turán’s theorem that the average degree in \( G \) is at least \( \frac{n}{\alpha(G)} - 1 \). It then follows by Theorem 2.8 that there exists a set \( A \subseteq V \) such that \( G[A] \) is \( \frac{n}{5\alpha(G)} \)-connected. \( \blacksquare \)

The following simple observation allows one to add vertices to a graph while maintaining high connectivity.

**Observation 2.10.** Let \( G = (V, E) \) be a \( k \)-connected graph. Let \( x \notin V \) and \( u_1, \ldots, u_k \in V \) be arbitrary vertices. Then, \( G' := (V \cup \{x\}, E \cup \{xu_i : i \in [k]\}) \) is \( k \)-connected.

The following result allows one to partition a graph into large highly connected subgraphs.

**Lemma 2.11** ([7]). Let \( H = (V, E) \) be an \( n \)-vertex graph with minimum degree \( k > 0 \). Then, there exists a partition \( V = V_1 \cup \cdots \cup V_t \) such that, for every \( i \in [t] \), the subgraph \( H[V_i] \) is \( k^2/(16n) \)-connected and \( |V_i| \geq k/8 \).

The following result is a variation of Lemma 2.11 that is better suited for some of our proofs.

**Lemma 2.12.** Let \( G = (V, E) \) be an \( n \)-vertex graph. There exists a partition \( V_1 \cup \cdots \cup V_t \) of \( V \) such that the following properties hold.

\[
\begin{align*}
(i) \quad t & \leq 16\alpha(G) \log n; \\
(ii) \quad \sum_{i \in J} |V_i| & \geq n/2, \text{ where } J := \{i \in [t] : |V_i| \geq 0.1n/\alpha(G)\}; \\
(iii) \quad |V_i| & \geq \delta(G)/\log n \text{ for every } i \in [t]; \\
(iv) \quad \kappa(G[V_i]) & \geq \frac{\delta(G)}{20\alpha(G)\log n} \text{ for every } i \in [t].
\end{align*}
\]
Proof. Let \(U_1 \subseteq V\) be a set of maximum size such that \(G[U_1]\) is \((\delta(G) / \log n)\)-connected; such a set exists by Theorem 2.8. Similarly, let \(U_2 \subseteq V \setminus U_1\) be a set of maximum size such that \(G[U_2]\) is \((\delta(G) / \log n)\)-connected (it is possible that no such set \(U_2\) exists, in which case the process ends with \(U_1\)). Continuing in this manner for as long as possible, let \(U_1, \ldots, U_t\) be sets where, for every \(i \in [t]\), the set \(U_i \subseteq V \setminus (U_1 \cup \cdots \cup U_{i-1})\) is of maximum size such that \(G[U_i]\) is \((\delta(G) / \log n)\)-connected.

Let \(k\) denote the smallest integer for which \(2^{-k}n \leq \alpha(G)\delta(G)\); note that \(k \leq \log_2 n\). For every \(j \in [k]\), let \(I_j = \{i \in [t] : 2^{-j}n \leq |V \setminus (U_1 \cup \cdots \cup U_{i-1})| \leq 2^{-j+1}n\}\); note that \(I_j = \emptyset\) is possible. Since \(\alpha(G[V \setminus (U_1 \cup \cdots \cup U_{i-1})]) \leq \alpha(G)\) for every \(i \in [t]\), it follows by Observation 2.9 and by the definition of \(k\) that \(|U_i| \geq \frac{n}{2^{1-5\alpha(G)}}\) holds for every \(j \in [k]\) and every \(i \in I_j\). Hence,

\[
|U_i| \geq \frac{n}{10\alpha(G)} \quad \text{for every } i \in I_1,
\]

and \(|I_j| \leq \frac{2^{1-j}n - 2^{-5\alpha(G)n}}{n} = 10\alpha(G)\) for every \(j \in [k]\). Moreover, since \(|U_i| \geq \delta(G) / \log n\) holds by construction for every \(i \in [t]\), it follows by the definition of \(k\) that \(t - |I_1 \cup \cdots \cup I_k| \leq \alpha(G)\log n\). We conclude that

\[
t \leq 10\alpha(G)k + \alpha(G)\log n \leq \alpha(G) \left[ 10 \cdot \frac{\log n}{\log 2} + \log n \right] \leq 16\alpha(G)\log n.
\]  

Let \(W = V \setminus (U_1 \cup \cdots \cup U_t)\). It follows by the construction of \(U_1, \ldots, U_t\) and by Theorem 2.8 that \(G[W]\) is \((4\delta(G) / \log n)\)-degenerate; let \(w_1, \ldots, w_{\ell}\) be an ordering of the vertices of \(W\) such that \(\deg_G(w_i, \{w_{i+1}, \ldots, w_{\ell}\}) \leq 4\delta(G) / \log n\) for every \(i \in [\ell]\). Define the required sets \(V_1, \ldots, V_{\ell}\) by adding the vertices of \(W\) to \(U_1 \cup \cdots \cup U_t\) one by one as follows. For every \(j \in [\ell] \cup \{0\}\), define sets \(U_j(j), \ldots, U_{j}(j)\) such that \(U_{j}(j) \cup \cdots \cup U_{j}(j) = U_1 \cup \cdots \cup U_t \cup \{w_1, \ldots, w_j\}\). For every \(i \in [t]\), we start this process with \(U_i(0) := U_i\) and end it with \(V_i := U_i(\ell)\). Suppose that, for some \(j \in [\ell]\), we have already defined \(U_i(j-1), \ldots, U_i(j-1)\) and now wish to define \(U_i(j), \ldots, U_i(j)\). Let \(i \in [t]\) be the smallest index for which \(\deg_G(w_j, U_i(j-1)) \geq \frac{\delta(G)}{20\alpha(G)\log n}\); such an index must exist since \(\deg_G(w_j, \{w_{j+1}, \ldots, w_{\ell}\}) \leq 4\delta(G) / \log n\) and \(t \leq 16\alpha(G)\log n\). Set \(U_i(j) = U_i(j-1) \cup \{w_j\}\), and for every \(r \in [t] \setminus \{i\}\), set \(U_i(j) = U_i(j-1)\).

Note that, by construction, \(V_1 \cup \cdots \cup V_{\ell}\) is a partition of \(V\); in view of (1) and (2), the proof of (i) and (ii) is thus complete. Recalling that \(G[U_i]\) is \((\delta(G) / \log n)\)-connected for every \(i \in [t]\), we note that \(|V_i| \geq |U_i| \geq \delta(G) / \log n\) for every \(i \in [t]\); this proves (iii). Finally, it follows by Observation 2.10 that \(\kappa(G[V_i]) \geq \frac{\delta(G)}{20\alpha(G)\log n}\) for every \(i \in [t]\); this proves (iv).

The following result asserts that a random induced subgraph of a graph \(G\) inherits, with high probability, some of the connectivity of \(G\).

**Theorem 2.13** (Theorem 1 in [12]—abridged). Let \(G = (V, E)\) be a \(k\)-connected graph on \(n\) vertices, and let \(S\) be a randomly sampled subset of \(V\), where each vertex \(v \in V\) is included in \(S\) independently with probability \(p := p(n) = \alpha \sqrt{\log n / k}\), for a sufficiently large constant \(\alpha\). Then, \(\kappa(G[S]) = \Omega(kp^2)\) holds with probability \(1 - \exp\{-\Omega(kp^2)\}\).

Improving earlier results by Robertson and Seymour [39] and by Bollobás and Thomason [9], it was proved by Thomas and Wollan [40] that highly connected graphs are also highly linked.
Theorem 2.14 ([40]). Let $G$ be a graph and let $x_1, y_1, \ldots, x_r, y_r$ be $2r$ distinct vertices of $G$. If $\kappa(G) \geq 10r$, then $G$ admits pairwise vertex-disjoint paths $P_1, \ldots, P_r$ such that, for every $i \in [r]$, the endpoints of $P_i$ are $x_i$ and $y_i$.

We prove a spanning variation of Theorem 2.14. It may potentially be used to extend a partial embedding of some spanning graph; in the present paper, it is used to extend a matching to a Hamilton cycle.

Theorem 2.15. Let $G = (V, E)$ be an $n$-vertex graph and let $x_1, y_1, \ldots, x_r, y_r$ be $2r$ distinct vertices of $G$. There exists a constant $c > 0$ such that if $\kappa(G) \geq c \max\{a(G), \log n, r\}$, then $G$ admits pairwise vertex-disjoint paths $P_1, \ldots, P_r$ such that $V(P_1) \cup \cdots \cup V(P_r) = V$ and, for every $i \in [r]$, the endpoints of $P_i$ are $x_i$ and $y_i$.

Proof. Let $G' = G \setminus \{x_1, y_1, \ldots, x_r, y_r\}$; note that $\kappa(G') \geq \kappa(G) - 2r = \Theta(\kappa(G))$, where the equality holds since $\kappa(G) \geq cr$ and $c$ can be chosen to be sufficiently large. Let $S$ be a randomly sampled subset of $V(G')$, where each vertex $v \in V(G')$ is included in $S$ independently with probability $1/2$. Since $\kappa(G) \geq c \log n$ and $c$ can be chosen to be sufficiently large, it follows by Theorem 2.13 that a.a.s. $\kappa(G[S]) = \Omega(\kappa(G')) = \Omega(\kappa(G))$. Additionally, by Chernoff’s inequality (see, e.g., Corollary 21.7 in [25]), the probability that there exists a vertex $u \in V(G)$ satisfying $\deg_G(u, S) < (\deg_G(u) - 2r)/3$ is at most $n \exp\{-\Omega(\delta(G) - 2r)\}$; owing to $\delta(G) \geq \kappa(G) \geq c \max\{\log n, r\}$ and to $c$ being sufficiently large, this probability is $o(1)$. The same two claims hold for $V(G') \setminus S$ as well, as it is also a randomly sampled subset of $V(G')$, where each vertex is included in it independently with probability $1/2$. It follows that there exists a partition $S_1 \cup S_2$ of $V(G')$ such that for $j \in \{1, 2\}$ we have

(i) $\kappa(G[S_j]) = \Omega(\kappa(G))$ and

(ii) $\deg_G(u, S_j) \geq \kappa(G)/4$ for every $u \in V(G)$.

Set $G_1 = G[S_1 \cup \{x_1, y_1, \ldots, x_{r-1}, y_{r-1}\}]$ and note that $\kappa(G_1) = \Omega(\kappa(G))$ holds by properties (i) and (ii) and by Observation 2.10. Moreover, since $\kappa(G) \geq cr$ and $c$ is sufficiently large, it follows by Theorem 2.14 that $G_1$ admits pairwise vertex-disjoint paths $P_1, \ldots, P_{r-1}$ such that, for every $i \in [r - 1]$, the endpoints of $P_i$ are $x_i$ and $y_i$. Let $G_2 = G \setminus (V(P_1) \cup \cdots \cup V(P_{r-1}))$ and note that $S_2 \cup \{x_r, y_r\} \subseteq V(G_2)$. It then follows by properties (i) and (ii) and by Observation 2.10, that $\kappa(G_2) = \Omega(\kappa(G))$. Since, additionally, $\kappa(G) \geq ca(G)$ and $c$ is sufficiently large, it follows by Theorem 2.5 that $G_2$ admits a Hamilton path $P_r$ with endpoints $x_r$ and $y_r$ (see Figure 1).

3 | PANCYCLICITY

Proof of Theorem 1. Starting with (a), let $R \sim G(n, p)$, where $p := p(n) \geq n^{-2}$. We first prove that $G \cup R$ is a.a.s. Hamiltonian. If $\delta = \Theta(1)$, then since $p = \omega(n^{-2})$, our claim follows by Theorem 1.1. Assume then that $\delta = o(1)$. Applying Lemma 2.11 we obtain a partition $V(G) = V_1 \cup \cdots \cup V_s$ such that, for every $i \in [s]$, the subgraph $G[V_i]$ is $(\delta n^2/16)$-connected and $|V_i| \geq \delta n/8$.

For every $i \in [s]$, let $A_{j_1} \cup \cdots \cup A_{j_m}$ be an arbitrary partition of $V_i$ such that $\delta n/16 \leq |A_{j_i}| \leq \delta n/8$ for every $j \in [m]$. Let $m = \sum_{j=m}^1 m_i$ denote the total number of sets $A_{j_i}$; note that $8/\delta \leq m \leq 16/\delta$. For every $i \in [s]$ and $j \in [m]$, let $B_{ij} \cup B_{ij}^i$ be an arbitrary
The pairs in \( \{ x_i, y_i : i \in [r-1] \} \) are connected via a collection of pairwise disjoint paths in \( G_1 \). Subsequently, \( x_r \) and \( y_r \) are connected via a Hamilton path of \( G_2 \).

Partition of \( A_{ij} \) satisfying \( |B_{ij}^1| \leq |B_{ij}^2| \leq |B_{ij}^1| + 1 \). For all distinct pairs \((i_1, j_1) \in [t] \times [m_j]\) and \((i_2, j_2) \in [t] \times [m_j]\), it holds that

\[
\mathbb{P} \left( E_R \left( B_{i_1j_1}^1, B_{i_2j_2}^2 \right) \neq \emptyset \right) = 1 - (1 - p)\left| B_{i_1j_1}^1 \right| \left| B_{i_2j_2}^2 \right| \geq 1 - \exp \left\{ -\frac{p \delta^2 n^2}{33^2} \right\} \geq \frac{2 \log m}{m},
\]

where the penultimate inequality holds since \( 1 - x \leq e^{-x} \) and the last inequality holds since \( m \geq 8/\delta = o(1), p \geq \frac{c_1 \log(1/\delta)}{\delta n^2} \) for a sufficiently large constant \( c_3 \), and \( 1 - e^{-x} \approx x \) holds whenever \( x \) tends to 0.

Consider the auxiliary random directed graph \( D \) with vertex-set \( \{ v_{ij} : i \in [t], j \in [m_i] \} \) such that \( (v_{ij_1}, v_{i_2j_2}) \) is an arc of \( D \) if and only if \( E_R \left( B_{i_1j_1}^1, B_{i_2j_2}^2 \right) \neq \emptyset \). It follows by (3) and by Theorem 2.1 that \( D \) is a.a.s. Hamiltonian; let \( C \) be a directed Hamilton cycle of \( D \). By construction, for every \( i \in [t] \) and every \( j \in [m_i] \), there are (two distinct) vertices \( x_{ij} \in B_{ij}^1 \) and \( y_{ij} \in B_{ij}^2 \) which correspond to the vertex \( v_{ij} \in C \), that is, some edge of \( R \) which is incident with \( y_{ij} \) corresponds to the arc of \( C \) that enters \( v_{ij} \) and some edge of \( R \) which is incident with \( x_{ij} \) corresponds to the arc of \( C \) that exits \( v_{ij} \).

Let \( c \) be the constant whose existence is ensured by Theorem 2.15. Fix any \( i \in [t] \). Note that \( \kappa(G[V_i]) \geq \delta^2 n / 16 \geq c \max \{ \kappa(G[V_i]), \log n, m_i \} \) holds by the premise of the theorem for appropriately chosen constants \( c_1 \) and \( c_2 \), and since \( m_i \leq m \leq 16/\delta \) and \( \delta \geq c_1 n^{-1/3} \).

It thus follows by Theorem 2.15 that, for every \( i \in [t] \), there are pairwise vertex-disjoint paths \( P_{i_1}^j, \ldots, P_{i_m}^j \) such that \( V(P_{i_1}^j) \cup \cdots \cup V(P_{i_m}^j) = V_i \) and, for every \( j \in [m_i] \), the endpoints of \( P_{ij}^j \) are \( x_{ij} \) and \( y_{ij} \). Replacing every vertex \( v_{ij} \) in \( C \) with the corresponding path \( P_{ij}^j \) and replacing every arc of \( C \) with the corresponding edge of \( R \) yields a Hamilton cycle of \( G \cup R \) (see Figure 2). Finally, since \( \kappa(G \cup R) \leq \kappa(G) \leq \delta n / 600 \leq \delta(G \cup R) / 600 \) holds for sufficiently small \( c_2 \), it follows by Theorem 2.6 that \( G \cup R \) is in fact a.a.s. pancyclic.

\[ \text{FIGURE 1} \] The pairs in \( \{ x_i, y_i : i \in [r-1] \} \) are connected via a collection of pairwise disjoint paths in \( G_1 \). Subsequently, \( x_r \) and \( y_r \) are connected via a Hamilton path of \( G_2 \).
Next, we prove (b). Let \( H \) be the disjoint union of \( K_{[n/2]} \) and \( K_{[n/2]} \). Note that \( \delta(H) = [n/2] - 1 \) and \( \alpha(H) = 2 \). Moreover, for any constant \( c > 0 \), if \( p = cn^{-2} \), then the probability that \( R \sim \mathbb{G}(n, p) \) has no edges is bounded away from 0. Hence, the probability that \( H \cup R = H \) is disconnected and thus, in particular, not Hamiltonian, is bounded away from 0.

Finally, we prove (c). Let \( \Omega(n^{-1/3}) = \delta := \delta(n) = o(1) \). Let \( H \) be an \( n \)-vertex graph consisting of \( k = (1 + o(1))\delta^{-1} \) pairwise disjoint cliques \( Q_1, \ldots, Q_k \) satisfying \( \delta n + 1 \leq |V(Q_1)| \leq \cdots \leq |V(Q_k)| \leq |V(Q_1)| + 1 \). It follows that \( \delta(H) \geq \delta n \) and that \( \alpha(H) = k = (1 + o(1))\delta^{-1} = O(\delta^2 n) \). Let \( R \sim \mathbb{G}(n, p) \), where \( p := p(n) \leq \frac{c_4 \log(1/\delta)}{\delta^2 n} \).

Consider the auxiliary random graph \( G = (V, E) \), where \( V = \{u_1, \ldots, u_k\} \) and \( u_i u_j \in E \) if and only if \( E_R(V(Q_i), V(Q_j)) \neq \emptyset \). Hence, for every two distinct indices \( i, j \in [k] \), the probability that \( u_i u_j \in E \) is

\[
1 - (1 - p)^{|V(Q_i)||V(Q_j)|} \leq 1 - (1 - p |V(Q_i)| |V(Q_j)|) \leq \frac{c_4 \log(1/\delta)}{\delta^2 n} (2\delta n)^2 \leq \log k \quad \frac{2k}{k^2},
\]

where the first inequality holds by Bernoulli’s inequality, the second inequality holds since \( p \leq \frac{c_4 \log(1/\delta)}{\delta^2 n} \), and the last inequality holds for a sufficiently small constant \( c_4 \) since \( \delta = (1 + o(1))k^{-1} \) and \( k = o(1) \). It thus follows by monotonicity and a classical result of Erdős and Rényi [20] that a.a.s. \( G \) admits an isolated vertex. It follows, by construction, that a.a.s. there exists some \( i \in [k] \) such that \( E_R(V(Q_i), V(H) \setminus V(Q_i)) = \emptyset \). We conclude that a.a.s. \( H \cup R \) is disconnected and, in particular, not Hamiltonian.

**Proof of Theorem 2.** Starting with (a), Let \( c \) be the constant whose existence is ensured by Theorem 2.15. Let \( V_1 \cup \cdots \cup V_t \) be a partition of \( V \) as in the statement of Lemma 2.12. Let

\[
S = \left\{ i \in [t] : |V_i| < \frac{n}{100\alpha(G) \log n} \right\}.
\]
If $S \neq \emptyset$, then assume without loss of generality (by relabeling) that $S = [s]$ for some $s \in [t]$. For every $i \in [s]$, let $B_1^i \cup B_2^i$ be a partition of $V_i$ such that $|B_1^i| \leq |B_2^i| \leq |B_1^i| + 1$. For every $i \in [t] \setminus [s]$, let $A_1^i \cup \cdots \cup A_m^i$ be an arbitrary equipartition (that is, $|A_1^i| \leq \cdots \leq |A_{m_1}^i| \leq |A_1^i| + 1$) of $V_i$, where $m_i$ is the smallest positive integer for which $|A_1^i| \geq \frac{n}{200\alpha(G)\log n}$ for every $i \in [t] \setminus [s]$ and every $j \in [m_i]$; in particular, $m_i \leq 200\alpha(G)\log n$ for every $i \in [t] \setminus [s]$. Let $L = \{A_1^i : i \in [t] \setminus [s], j \in [m_i]\}$.

Let $q = 2\alpha$ and let $X_1, \ldots, X_q$ be an ordering of the sets in $\{B_1^i : i \in [s], k \in \{1, 2\}\}$ such that $X_{2i-1} = B_1^i$ and $X_{2i} = B_2^i$ for every $i \in [s]$. Note that $|X_i| \geq \delta(G)/(2\log n)$ holds for every $i \in [q]$ by Lemma 2.12(iii). Let $Y_1, \ldots, Y_{q'}$ be an arbitrary ordering of the sets in $L$; note that $|Y_i| \geq \frac{n}{200\alpha(G)\log n}$ holds for every $i \in [q']$. Additionally, $q' \geq 50\alpha(G)\log n \geq 2t \geq q$ holds by the definitions of $S$ and $L$ and by assertions (i) and (ii) of Lemma 2.12. Let $R \sim \mathcal{G}(n, p)$, where $p := p(n) \geq c_2 \log n \log(\alpha(G)\log n)^2$ for $n \delta(G)$ for a sufficiently large constant $c_2$. Exposing first only the edges of $R$ with one endpoint in $\bigcup_{i=1}^q X_i$ and the other in $\bigcup_{j=t}^{q'} Y_j$, consider the auxiliary random bipartite graph $H$ with parts $X = \{x_1, \ldots, x_q\}$ and $Y = \{y_1, \ldots, y_{q'}\}$, where for every $i \in [q]$ and $j \in [q']$ there is an edge of $H$ connecting $x_i$ and $y_j$ if and only if $E_R(X_i, Y_j) \neq \emptyset$. For every $i \in [q]$ and $j \in [q']$ it holds that

$$\mathbb{P}(E_R(X_i, Y_j) \neq \emptyset) = 1 - (1 - p)^{|X_i||Y_j|} \geq 1 - \exp \left\{ -p \frac{n\delta(G)}{400\alpha(G)\log n^2} \right\} \geq \frac{2 \log q'}{q'},$$

where the last inequality holds since $q' \geq 50\alpha(G)\log n$, $p \geq c_2 \log n \log(\alpha(G)\log n)^2$ for a sufficiently large constant $c_2$, and $1 - e^{-x} \approx x$ holds whenever $x$ tends to $0$. Since, moreover, $q' \geq q$, it follows by Theorem 2.4 that a.a.s. $H$ admits a matching of size $q'$; conditioning on this event, assume without loss of generality that $\mathcal{M} = \{x_iy_i : i \in [q]\}$ is such a matching. For every $i \in [q]$, let $u_i \in X_i$ and $v_i \in Y_i$ be vertices for which $u_iv_i \in E(R)$.

Let $\ell' = q' - s$. For every $i \in [\ell']$, define sets $Z_i, L_i$ and $R_i$ as follows. If $i \in [s]$, then $Z_i := Y_{2i-1} \cup X_{2i-1} \cup X_{2i} \cup Y_{2i}$ (see Figure 3), $L_i := Y_{2i-1} \setminus \{v_{2i-1}\}$, and $R_i := Y_{2i} \setminus \{v_{2i}\}$.

![Figure 3](image-url) The matching $\mathcal{M}$, the vertices $u_i$ and $v_i$, and the sets $Z_i$ for $i \in [s]$. 
otherwise \( Z_i := Y_{i,s} \) and \( L_i \cup R_i \) is an arbitrary partition of \( Z_i \) such that \( |L_i| \leq |R_i| \leq |L_i| + 1 \). Exposing the remaining edges of \( R \), for every two distinct indices \( i, j \in [\ell'] \), it holds that

\[
\mathbb{P}(E_R(R_i, L_j) \neq \emptyset) = 1 - (1 - p)^{|R_i||L_j|} \geq 1 - \exp \left\{ -p \left( \frac{n}{400a(G) \log n} \right)^2 \right\} \geq \frac{2 \log \ell}{\ell}, \quad (4)
\]

where the last inequality holds since \( \ell' \geq 30a(G) \log n, \ a(G)\delta(G) = O(n), \ p \geq c_2 \log n \log \alpha(G) \log n \) for a sufficiently large constant \( c_2 \), and \( 1 - e^{-x} \approx x \) holds whenever \( x \) tends to 0.

Consider the auxiliary random directed graph \( D \) with vertex-set \( \{z_i : i \in [\ell']\} \) such that \( (z_i, z_j) \) is an arc of \( D \) if and only if \( E_R(R_i, L_j) \neq \emptyset \). It follows by (4) and by Theorem 2.1 that \( D \) is a.a.s. Hamiltonian; let \( C \) be a directed Hamilton cycle of \( D \). By construction, for every \( i \in [\ell'] \) there are vertices \( a_i \in R_i \) and \( b_i \in L_i \) which correspond to the vertex \( z_i \in C \), that is, some edge of \( R \) which is incident with \( b_i \) corresponds to the arc of \( C \) that enters \( z_i \) and some edge of \( R \) which is incident with \( a_i \) corresponds to the arc of \( C \) that exits \( z_i \).

For every \( i \in [s] \), it follows by Lemma 2.12(iv) and by the premise of the theorem that \( \kappa(G[V_i]) \geq \frac{\delta(G)}{20a(G) \log n} > a(G) \geq \alpha(G[V_i]) \). It thus follows by Theorem 2.5 that for every \( i \in [s] \) the graph \( G[V_i] \) admits a Hamilton path \( P_i \), whose endpoints are \( u_{2i-1} \) and \( u_{2i} \).

Next, fix an arbitrary \( i \in [t] \setminus [s] \). For every \( j \in [m_i] \), let \( r_j \in [q'] \) be the unique integer for which \( A_{i,j} = Y_{q_j} \). Note that \( \kappa(G[V_i]) \geq \frac{\delta(G)}{20a(G) \log n} > c \max \{a(G), \log n, m_i\} \) holds by Lemma 2.12(iv), by the premise of the theorem for a sufficiently large constant \( c_1 \), and since \( m_i \leq 200a(G) \log n \). It thus follows by Theorem 2.15 that there are pairwise vertex-disjoint paths \( P^1_i, \ldots, P^{m_i}_i \) such that \( V(P^1_i) \cup \cdots \cup V(P^{m_i}_i) = V_i \), and for every \( j \in [m_i] \), the endpoints of \( P^j_i \) are

\begin{align*}
(1) & \ a_j \text{ and } v_{j} \text{ if } r_j \in [q] \text{ is even.} \\
(2) & \ b_j \text{ and } v_{j} \text{ if } r_j \in [q] \text{ is odd.} \\
(3) & \ a_j \text{ and } b_j \text{ if } r_j \in [q'] \setminus [q].
\end{align*}

Replacing every vertex \( z_i \) in \( C \), where \( i \in [q] \), with the corresponding path

\[
b_{2i-1}P^j_{a_j}v_{2i-1}u_{2i-1}Q_iu_{2i}v_{2i}P^j_{b_j}a_{2i}
\]

(see Figure 4), replacing every vertex \( z_i \) in \( C \), where \( i \in [q'] \setminus [q] \), with the corresponding path \( P^j_i \), and replacing every arc of \( C \) with the corresponding edge of \( R \), yields a Hamilton cycle of \( G \cup R \).

Finally, since \( a(G \cup R) \leq a(G) = o(\delta(G)) = o(\delta(G \cup R)) \), it follows by Theorem 2.6 that \( G \cup R \) is in fact a.a.s. pancyclic.

Next, we prove (b). Let \( d := d(n) \geq 1 \) and \( k := k(n) = \omega_n(1) \) be integers satisfying \( k(d + 1) \leq n \). Let \( H \) be a graph consisting of \( k \) pairwise disjoint cliques \( Q_1, \ldots, Q_k \) satisfying \( |V(Q_1)| = \cdots = |V(Q_{k-1})| = d + 1 \) and \( |V(Q_k)| = n - (k - 1)(d + 1) \geq d + 1 \). It follows that \( |V(H)| = n, \ \delta(H) = d, \) and \( a(H) = k \). Let \( R \sim \mathbb{G}(n, p) \), where \( p \leq \frac{c_2 \log k}{dn} \). Consider the auxiliary random graph \( G = (V, E) \), where \( V = \{u_1, \ldots, u_k\} \) and \( u_iu_j \in E \) if and only if \( E_R(V(Q_i), V(Q_j)) \neq \emptyset \). We aim to prove that a.a.s. \( G \) has an isolated vertex. Since \( Q_i \) may be significantly larger than \( Q \), for \( i \in [k - 1] \), rendering the random graph \( G \) inhomogeneous, we cannot use the result of Erdős and Rényi [20] as a black box. We can however follow their proof. For every \( j \in [k - 1] \), let \( I_j \) be the indicator random variable for the event “\( u_j \) is isolated in \( G \)” and let \( X = \sum_{j=1}^{k-1} I_j \). Standard calculations show
FIGURE 4  The Hamilton path of $G[V_i]$, where $i \in [s]$, with endpoints $u_{2i-1}$ and $u_{2i}$ is $Q_i$. Moreover, $Y_{2i-1} \subseteq V_i$ and $Y_{2i} \subseteq V_i$ for some, not necessarily distinct, indices $k, z \in [t] \setminus [s]$.

that $E(X) = \omega_n(1)$ and that $\text{Var}(X) = o\left((E(X))^2\right)$. It thus follows by the second moment method that a.a.s. $G$ admits an isolated vertex. It then follows, by construction, that a.a.s. there exists some $i \in [k-1]$ such that $ER(V(Q_i), V(H) \setminus V(Q_i)) = \emptyset$. We conclude that a.a.s. $H \cup R$ is disconnected and, in particular, not Hamiltonian.

4  TOUGHNESS

Proof of Theorem 3. Starting with (a), we expose $R \sim \mathbb{G}(n, p)$ in two rounds, that is, $R = R_1 \cup R_2$, where $R_i \sim \mathbb{G}(n, q)$ for $i \in \{1, 2\}$ and $q$ satisfying $(1 - q)^2 = 1 - p$; note that $q \geq p/2$. Assuming that $c_2 \leq 1/600$, it follows by Theorem 2.6 that if $G \cup R$ is Hamiltonian, then it is in fact pancyclic. Hence, it remains to prove that $G \cup R$ is a.a.s. Hamiltonian. Our aim is to prove that $G \cup R$ is a.a.s. $\eta_0$-tough, that is, that a.a.s., for every $S \subseteq V(G)$, the number of connected components of $(G \cup R) \setminus S$ is at most $\max\{1, |S|/\eta_0\}$. Let $S \subseteq V(G)$ be an arbitrary set, and let $r$ denote the number of connected components of $G \setminus S$; note that the number of connected components of $(G \cup R) \setminus S$ is at most $r$. If $|S| \geq k/2$, then $r \leq \alpha(G \setminus S) \leq \alpha(G) \leq c_2k \leq |S|/\eta_0$, where the last inequality holds for $c_2 \leq 1/200$. Assume then that $|S| \leq k/2$. Since $\delta(G) = k$, it follows that $|S| \leq k/2$. Hence $r \leq \frac{n-|S|}{\delta(G) + 1} \leq \frac{2n}{k}$. We may thus assume that $|S| \leq \frac{2n_0}{k}$. Fix an arbitrary integer $1 \leq s \leq \frac{2n_0}{k}$ and an arbitrary subset $S \subseteq V(G)$ of size $s$.

Expose $R_1$. Let $C_1, \ldots, C_r$ denote the connected components of $G \setminus S$. We claim that with very high probability (properly quantified below) $(G \cup R_1) \setminus S$ admits a connected
component spanning at least $n/3$ vertices. Indeed, otherwise there is a partition $[r] = I_1 \cup I_2$ such that $n/3 \leq |\bigcup_{i \in I_1} V(C_i)| \leq 2n/3$ and there are no edges of $R_1$ between $\bigcup_{i \in I_1} V(C_i)$ and $\bigcup_{i \in I_2} V(C_i)$. Since, moreover, there are at most $2^r$ partitions of $C_1, \ldots, C_r$ into two sets, the probability that the order of every connected component of $(G \cup R_1) \setminus S$ is smaller than $n/3$ is at most

$$2^r(1 - q)^{n/3(n/3 - s)} = o\left(n \left(\frac{n}{s}\right)^{-1}\right),$$

where the equality holds since $s \leq 2nt_0/k$ and $q \geq p/2 \geq \frac{c_1 \log n}{2nk}$ for a sufficiently large constant $c_1 := c_1(t_0)$.

Suppose now that $(G \cup R_1) \setminus S$ has a connected component $C$ such that $|V(C)| \geq n/3$. Let $Q_1, \ldots, Q_r$ denote the connected components of $(G \cup R_1) \setminus (S \cup C)$; note that $r_1 < r$. Expose $R_2$. If $(G \cup R) \setminus S$ has more than $r' \geq \max\{1, s/t_0\}$ connected components, then there are connected components $Q_1, \ldots, Q_{r'}$ of $(G \cup R_1) \setminus (S \cup C)$ such that $E_{R_2}(V(C), V(Q_i)) \cup \cdots \cup V(Q_{i,r}) = \emptyset$. The probability of this event is at most

$$(r_1 \cdot r') \left(1 - q\right)^{n/3 \sum_{j=1}^{r'} |V(Q_j)|} \leq n^{r'} \exp \left\{-q \cdot \frac{n}{s} \cdot \frac{s}{t_0} \cdot \frac{k}{2}\right\} = o\left(n \left(\frac{n}{s}\right)^{-1}\right),$$

where the inequality holds since any connected component of $G \setminus S$ (and therefore also of $(G \cup R) \setminus S$) is of order at least $k/2$ and the equality holds since $s \leq 2nt_0/k$ and $q \geq p/2 \geq \frac{c_1 \log n}{2nk}$ for a sufficiently large constant $c_1 := c_1(t_0)$.

Combining (5) and (6) we conclude that the probability that there exists a subset $S \subseteq V(G)$ for which the number of connected components of $(G \cup R) \setminus S$ is larger than $\max\{1, |S|/t_0\}$ is at most

$$\sum_{s=1}^{2nt_0/k} \left\lfloor \frac{n}{s}\right\rfloor \left[\underbrace{o\left(n \left(\frac{n}{s}\right)^{-1}\right)}_{\text{for } s \leq \gamma n/3} + o\left(n \left(\frac{n}{s}\right)^{-1}\right)_{\text{for } s \geq \gamma n/3}\right] = o(1).$$

Next, we prove (b). Let $H$ be an $n$-vertex graph consisting of $r := \min\{\lfloor ck \rfloor, \lfloor n/(k + 1)\rfloor\} - 1$ pairwise disjoint cliques $Q_1, \ldots, Q_r$ of size $|V(Q_1)| = \cdots = |V(Q_r)| = k + 1$ and one additional clique with vertex-set $V(H) \setminus (V(Q_1) \cup \cdots \cup V(Q_r))$. Note that $\delta(H) = k$ and $\alpha(H) \leq ck$. Let $R \sim \mathcal{G}(n,p)$, where $p \leq \frac{c' \log n}{nk}$ and $c' > 0$ is taken to be sufficiently small. For every $i \in [r]$, let $I_i$ be the indicator random variable for the event “$E_R(V(Q_i), V(H) \setminus V(Q_i)) = \emptyset$,” and let $X = \sum_{i=1}^{r'} I_i$. Standard calculations show that $\mathbb{E}(X) = \alpha(n)(1)$ and that $\text{Var}(X) = o\left((\mathbb{E}(X))^2\right)$. It thus follows by the second moment method that a.a.s. $E_R(V(Q_i), V(H) \setminus V(Q_i)) = \emptyset$ for some $i \in [r]$. We conclude that a.a.s. $H \cup R$ is disconnected and, in particular, not Hamiltonian.

Finally, we prove (c). Let $V$ be a set of size $n$ and let $I \cup A \cup B$ be a partition of $V$ such that $|I| = k - 1$ and $|A| = \lfloor k/2 \rfloor$. Let $H = (V, E)$ be a graph, where

$$E = \{xy : x \in I \text{ and } y \in A\} \cup \{xy : x \neq y \text{ and } \{x,y\} \subseteq A \cup B\}.$$

Observe that $\alpha(H) = |I| + 1 = k$ and $\delta(H) = |A| \geq k/2$. Deleting $A$ partitions $H[I \cup B]$ into $k$ connected components. It follows that if $R$ is any graph with vertex-set $V$ such that $H \cup R$ is Hamiltonian and thus, in particular, 1-tough, then $r := |\{u \in I : \exists v \in A \cup B \text{ and } \{u,v\} \in R\}|$.

\( I \cup B \) such that \( uv \in E(R) \) for \( |uv| \geq k/2 \). However, a straightforward calculation shows that a.a.s. \( r < k/2 \) whenever \( R \sim \mathbb{G}(n, p) \) for \( p \leq \frac{1}{3n} \).

**Remark 4.1.** While Conjecture 1.2, on which the assertion of Theorem 3(a) relies, is still open, it is well-known [3] that any \( t \)-tough graph on \( n \geq t + 1 \) vertices, where \( t \) is even, admits a \( t \)-factor. In particular, it thus follows from our proof of Theorem 3, that \( G \cup \mathbb{G}(n, p) \) a.a.s. admits a perfect matching, whenever \( \mathbb{G}(n, p) \) discards vertices of degree at most \( 4 \).

### 5 Long Cycles

**Proof of Theorem 4.** Starting with (a), let \( m = \alpha(G) \). Assume first that \( m \geq cn \) for some sufficiently small constant \( c := c(\epsilon) > 0 \). Then, for a sufficiently large constant \( c_1 := c_1(\epsilon) \), a.a.s. \( \mathbb{G}(n, p) \) (and thus also \( G \cup \mathbb{G}(n, p) \)) admits a cycle of length at least \((1 - \epsilon)n \) (see, e.g., Theorem 6.8 in [25]).

Next, assume that \( m = O(1) \), and let \( G' \) be the graph obtained from \( G \) by repeatedly discarding vertices of degree at most \( \delta n \), where \( \delta := \epsilon/(2m) \). Then, \( \delta(G') \geq \delta n \) and \( \alpha(G') \leq m \). Moreover, \( |V(G')| \geq (1 - \epsilon)n \). Indeed, let \( S = V(G) \setminus V(G') \) and assume for a contradiction that \( |S| \geq \epsilon n \). Observe that \( G[S] \) is \( \delta n \)-degenerate, implying that

\[
m = \alpha(G) \geq \alpha(G[S]) \geq \frac{|S|}{\delta n + 1} \geq \frac{\epsilon n}{\epsilon n/(2m) + 1} > m,
\]

which is a contradiction. Since \( p = \omega(n^{-2}) \), it follows by Theorem 1 that a.a.s. \( G \cup \mathbb{G}(n, p)(V(G')) \) is pancyclic.

We may assume the remainder of the proof that \( \omega(1) = m \leq cn \). Let \( \ell' = \epsilon n/(4m) \) and let \( r = 4(1 - \epsilon/3)\epsilon^{-1}m \). We claim that \( G \) admits pairwise vertex-disjoint paths \( P_1, \ldots, P_r \), each of length \( \ell' - 1 \). Indeed, assuming that for some \( i \in \{2, \ldots, r\} \), the paths \( P_1, \ldots, P_{i-1} \) have already been constructed, the path \( P_i \) is found as follows. Let \( G_i = G \setminus (V(P_1) \cup \cdots \cup V(P_{i-1})) \), so that \( |V(G_i)| = n - (i - 1)\ell' \geq n - r\ell' = \epsilon n/3 \). Let \( G'_i \) be the graph obtained from \( G_i \) by repeatedly discarding vertices of degree at most \( \ell' - 1 \). Note that \( \alpha(G'_i) \leq m \). Moreover, \( G'_i \) is non-empty and thus \( \delta(G'_i) \geq \ell' \) holds by construction. Indeed, let \( S = V(G_i) \setminus V(G'_i) \) and assume for a contradiction that \( |S| \geq \epsilon n/3 \). Observe that \( G_i[S] \) is \( (\ell' - 1)\)-degenerate, implying that

\[
m = \alpha(G) \geq \alpha(G_i[S]) \geq \frac{|S|}{\ell'} \geq \frac{\epsilon n/3}{\epsilon n/(4m)} > m,
\]

which is a contradiction. It follows that \( G'_i \) contains a path of length \( \ell' - 1 \) which we denote by \( P_i \).

For every \( i \in \{2, \ldots, r\} \), let \( X_i \) denote the set of the first \( \epsilon \ell' / 6 \) vertices of \( P_i \) (according to an arbitrary consistent orientation) and let \( Y_i \) denote the set of the last \( \epsilon \ell' / 6 \) vertices of \( P_i \). Let \( R \sim \mathbb{G}(n, p) \), where \( p := p(n) \geq \frac{c/m}{n^2} \). Consider the auxiliary random directed graph
D, where \( V(D) = \{u_1, \ldots, u_r\} \) and \((u_i, u_j) \in E(D)\) if and only if \( E_R(Y_i, X_j) \neq \emptyset\). For every two distinct indices \( i, j \in [r] \), the probability that \((u_i, u_j) \in E(D)\) is

\[
1 - (1 - p)^{|Y_i||X_j|} \geq 1 - \exp \left\{ -\varepsilon^2 \ell^2 p/40 \right\} \geq 1 - \exp \left\{ -c_1 \varepsilon^4 / (640m) \right\} \geq \frac{c_1 \varepsilon^4}{650m} \geq \frac{c_1 \varepsilon^3}{250r},
\]

where the second inequality holds since \( p \geq \frac{c_1 m}{n^2} \) and \( \ell = \varepsilon n/(4m) \) and the penultimate inequality holds since \( m = \alpha(1) \) and since \( 1 - e^{-x} \approx x \) holds whenever \( x \) tends to 0.

For a sufficiently large constant \( c_1 \), it follows by Corollary 2.3, that \( D \) contains a directed cycle \( C \) of length at least \((1 - \varepsilon/3)r\); assume without loss of generality that \( u_1, \ldots, u_r \) are the vertices of \( C \). By construction, for every \( i \in [t] \), there are vertices \( x_i \in X_i \) and \( y_i \in Y_i \) which correspond to the vertex \( u_i \in C \), that is, some edge of \( R \) which is incident with \( x_i \) corresponds to the arc of \( C \) that enters \( u_i \) and some edge of \( R \) which is incident with \( y_i \) corresponds to the arc of \( C \) that exits \( u_i \). Replacing every vertex \( u_i \) of \( C \) with the corresponding subpath of \( P_i \) connecting \( x_i \) and \( y_i \) (note that this subpath is non-empty since \( m \leq cn \) for a sufficiently small constant \( c := c(\varepsilon) \)) and replacing every arc of \( C \) with the corresponding edge of \( R \) yields a cycle \( C' \) of \( G \cup R \) of length at least \( t(1 - \varepsilon/3)\ell \geq (1 - \varepsilon)n \). Finally, note that if, in addition, \( a(G) \leq c_2 \sqrt{n} \), then \((G \cup R)[C']\) is pancyclic by Theorem 2.7.

Next, we prove (b). Let \( H \) be an \( n \)-vertex graph consisting of \( m \) pairwise disjoint cliques \( Q_1, \ldots, Q_m \) satisfying \( |V(Q_i)| \leq \cdots \leq |V(Q_m)| \leq |V(Q_1)| + 1 \). It is evident that in order to obtain a cycle of length at least \( cn \), one has to add at least \( \frac{cm}{n^m} \geq cm/2 \) edges to \( H \). $\blacksquare$

### 6 | POSSIBLE DIRECTIONS FOR FUTURE RESEARCH

As noted in the introduction, it is suggested in [6] that the reason for \( K_{n/3,2n/3} \) requiring linearly many additional edges to become Hamiltonian is that it admits a large independent set; this observation has led to the statement and proof of Theorem 1.1. However, there may be other explanations for this phenomenon. For example, regularity is sometimes beneficial for Hamiltonicity (see, e.g., [29] and references therein) and \( K_{n/3,2n/3} \) is far from being regular in the sense that its maximum degree is significantly larger than its minimum degree. The following result asserts that regular graphs can be made Hamiltonian by the addition of relatively few random edges.

**Theorem 5.** Let \( G \) be an \( r \)-regular graph on \( n \) vertices. Then, there exists a constant \( c > 0 \) such that \( G \cup \mathbb{G}(n, p) \) is a.a.s. Hamiltonian, whenever \( p := p(n) \geq \min \left\{ \frac{(1 + o(1)) \log n}{n}, \frac{c \sqrt{n} \log n}{r^3} \right\} \).

Note that Theorem 5 is only useful if \( r = \Omega \left( \frac{n^{5/6}}{(\log n)^{1/6}} \right) \), as otherwise \( p \geq (1 + o(1)) \log n/n \), implying that \( \mathbb{G}(n, p) \) itself is a.a.s. Hamiltonian.

Our proof of Theorem 5 makes use of the following result which we believe to be of independent interest.

**Theorem 6.1.** Let \( G \) be a \((\gamma n, 2)\)-expander$^2$ on \( n \) vertices, for some \( \gamma := \gamma(n) \). Let \( C_1, \ldots, C_k \), where \( k := k(n) \), be pairwise vertex-disjoint cycles in \( G \)

\(^2A \) graph \( G \) is said to be a \((k, d)\)-expander if \( |N_G(S)| \geq d|S| \) holds for every subset \( S \subseteq V(G) \) of size at most \( k \).
and let \( p' = p(n) \geq \begin{cases} \omega \left( \frac{(\gamma n)^2}{c(k+\ell)} \right) & \text{if } k + \ell = O(1), \\ \end{cases} \)

where \( c \) is a sufficiently large constant.

One may prove Theorem 6.1 via a fairly straightforward adaptation of the main part of the proof of Theorem 2 in [6]; we omit the details. Theorem 6.1 suggests the following course of action: find a small number of pairwise vertex-disjoint cycles in a given graph, covering most of its vertices, and then connect them and the remaining vertices so as to obtain one spanning cycle. The following result asserts that such a collection of cycles exists in regular graphs which are not too sparse.

**Theorem 6.2.** Let \( G \) be an \( r \)-regular \( n \)-vertex graph, where \( r := r(n) = \omega \left( \sqrt{n \log n} \right) \). Then, \( G \) contains pairwise vertex-disjoint cycles \( C_1, \ldots, C_k \) such that \( k + |V(G) \setminus (V(C_1) \cup \cdots \cup V(C_k))| \leq 2\sqrt{n^{3} \log n}/r \).

The proof of Theorem 6.2 is a straightforward adaptation of the proof of Corollary 2.8 in [23] where the same result is proved for \( r \) which is linear in \( n \); we omit the details.

**Proof of Theorem 5.** If \( p \geq (1 + o(1)) \log n/n \), then \( \mathbb{G}(n,p) \) is a.a.s. Hamiltonian and thus so is \( G \cup \mathbb{G}(n,p) \). Assume then that \( p = \frac{c(n^3 \log n)}{r^3} < \frac{(1+o(1)) \log n}{n} \), implying that \( r = \Omega \left( \frac{n^{5/6}}{(\log n)^{1/6}} \right) \). Applying Theorem 6.2 to \( G \) implies that it contains pairwise vertex-disjoint cycles \( C_1, \ldots, C_k \) such that \( k + |V(G) \setminus (V(C_1) \cup \cdots \cup V(C_k))| \leq 2\sqrt{n^{3} \log n}/r \). Since, moreover, \( G \) is clearly an \((r/3,2)\)-expander, it follows by Theorem 6.1 that \( G \cup \mathbb{G}(n,p) \) is a.a.s. Hamiltonian.

It would be interesting to find additional properties of \( G \) (other than having a large minimum degree, a small independence number, or being regular) for which \( G \cup \mathbb{G}(n,p) \) is a.a.s. Hamiltonian (or even pancyclic) for relatively small values of \( p := p(n) \).
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