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Abstract
In the context of the Anthropocene, the decoupling of carbon emissions from electricity generation is critical. South Africa has an ageing coal power fleet, which will gradually be decommissioned over the next 30 years. This creates substantial opportunity for a just transition towards a future energy mix with a high renewable energy penetration. Offshore wind technology is a clean electricity generation alternative that presents great power security and decarbonisation opportunity for South Africa. This study estimated the offshore wind energy resource available within South Africa’s exclusive economic zone (EEZ), using a geographic information system methodology. The available resource was estimated under four developmental scenarios. This study revealed that South Africa has an annual offshore wind energy production potential of 44.52 TWh at ocean depths of less than 50 m (Scenario 1) and 2387.08 TWh at depths less than 1000 m (Scenario 2). Furthermore, a GIS-based multi-criteria evaluation was conducted to determine the most suitable locations for offshore wind farm development within the South African EEZ. The following suitable offshore wind development regions were identified: Richards Bay, KwaDukuza, Durban, and Struis Bay. Based on South Africa’s annual electricity consumption of 297.8 TWh in 2018, OWE could theoretically supply approximately 15% and 800% of South Africa’s annual electricity demand with offshore wind development Scenario 1 and 2 respectively.
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1. Introduction

The International Energy Agency (IEA, 2016) predicts that global electricity demand will increase by approximately 56% by 2050. Empirical data highlights that electricity generation contributes to more than 40% of global energy-related CO₂ emissions (Ang & Su, 2016). To prevent negative irreversible environmental impact, it was agreed on at the 2015 Paris Climate Conference (COP 21) to limit global temperature increases to below 1.5 °C above preindustrial levels (UNFCCC, 2015). It has been estimated that in order to guarantee a 50% probability of global temperatures remaining below the 2 °C limit, global CO₂ emissions must remain below 1440 gigatons between 2000 and 2050 (McGlade & Ekins, 2015). Achieving the goal of emitting less than 1440 gigatons of CO₂ by 2050 will not be possible without the partial or full decoupling of CO₂ emission from electricity generation (Meinshausen et al., 2009).

During the COP21, South Africa was one of many nations that signed an intended nationally determined contribution (INDC) to commit to reducing carbon emissions. South Africa has pledged to decrease carbon emissions by a significant 42% by 2025 (Fakir, 2015). According to the Department of Environmental Affairs (DEA, 2015), reducing South Africa’s dependence on coal-fired power generation and increasing its renewable energy (RE) fleet is the most logical and feasible means of South Africa achieving its decarbonisation goal.

The urgency for decarbonisation, coupled with both the price reduction and abundance of wind and solar resources in South Africa, makes investment in these technologies an obvious decarbonisation strategy. South Africa currently has the Renewable Energy Independent Power Producer Procurement Programme (RE14P) in place for the procurement of RE projects. The RE14P successfully procured 6 400 MW of power in its first four bid windows (DOE, 2019), but is yet to exploit or consider the abundance of offshore wind energy (OWE) resources available to South Africa. This study quantifies these OWE resources, to inform key stakeholders of this significant untapped resource.

1.1 OWE resource assessment

The increase in the number of earth observation satellites has stimulated the collection of global-scale atmospheric data (Bosch, Staffell & Hawkes, 2018). Globally, wind data is now available from either meteorological models or via satellite observation (Elsner, 2019). The increase in large atmospheric data has allowed for OWE resource assessment studies to be conducted using a bottom-up approach (Bosch et al., 2018; Dupont, Koppelaar & Jeanmart, 2018). Four average wind speed satellite observation datasets, which have been used in similar resource assessment studies, are compared in Table 1.

| Parameter                      | This study              | Elsner (2019)            | Bosch et al. (2018)          |
|-------------------------------|-------------------------|--------------------------|------------------------------|
| Wind data source              | ERA5 reanalysis         | Blended sea winds (BSW)  | NASA MERRA-2 & DTU global wind atlas |
| Wind data spatial resolution  | 0.25° x 0.25°           | 0.25° x 0.25°            | 0.625° x 0.5° & 0.5° x 0.5°  |
| Wind data temporal resolution | Monthly average wind speeds aggregated to annual averages. From 1988 to 2018 (30 years) | Monthly average wind speeds aggregated to annual averages. From 1995 to 2005 (10 years) | Hourly wind data time sliced into various levels. From 1980 to 2015 (35 years) |
| Selected turbine              | Vestas V164-8 MW        | Vestas V164-8 MW         | RE power 5 MW                |
| Hub height                    | 100 m                   | 100 m                    | 100 m                        |
| Scaling technique             | Logarithmic wind power law | Logarithmic wind power law | Logarithmic wind power law |
| Wind speed minimum quality    | • No cut-off            | 7.5 m/s at 100 ASL       | 20% capacity factor (CF)    |
|                              | • 7 m/s at 100 above sea level (ASL) |                                  |                              |
| Array density                 | 2.974 MW/km²            | 5.1 MW/Km²               | 3.14 MW/Km²                  |
Offshore wind is a clean energy generation technology that holds significant resource potential to many coastal nations. Elsner (2019) conducted a continental-scale offshore wind resource assessment of Africa, his results showing a gross OWE resources capacity of 26 968 GW. Hence, OWE has significant potential to play a pivotal role in Africa’s large-scale energy-sector decarbonisation.

Recently, there has been emphasis within academia to quantify OWE resources (Bosch et al., 2018; Elsner, 2019; Musial, Heimiller, Beiter, Scott & Draxl, 2016). These referenced studies quantify OWE resources using similar methodologies on multiple scales, ranging from local to global. Table 1 offers an in-depth comparison of the methodologies, data inputs and assumptions of this study, against similar assessments. Bosch et al. (2018) and Elsner (2019), were selected as comparative studies as they both provide an offshore annual energy production (AEP) estimate for South Africa, allowing the direct comparison of methodologies and results. Elsner and Bosch et al. both indicate that South Africa has significant OWE resource potential. Bosch et al. calculated an AEP estimate for South Africa of 3100 TWh; Elsner arrived at a more conservative estimate of 2 821 TWh. The variation in results are derived from the methodology and data discrepancies highlighted in Table 1, but despite the difference, these studies both clearly highlight the significant potential for OWE development in South Africa.

1.2 Scope and limitations
OWE resource assessment studies are essential for the development of local offshore wind industries. Quantifying the OWE resource is a fundamental first step for the development of OWE markets, and offers valuable insight for national-level energy system planning and private sector investment (Bosch et al., 2018). This study quantifies the OWE resource available to South Africa under four developmental scenarios, and identifies the most suitable wind farm development regions within the South African exclusive economic zone (EEZ) – the first study to do so. The study is further unique, as the first OWE resource assessment to focus exclusively on the South African context. The wind speed dataset used is the ERA5 climate reanalysis dataset. This presented some limitation, as this dataset has a resolution of 0.25° x 0.25°, which created small data gaps within the study area at points where the dataset met the study area borders, such as the EEZ and terrestrial boundaries. Furthermore, this study did not consider the effect of shipping lanes on resource potential and site selection.

| Parameter                        | This study       | Elsner (2019)                      | Bosch et al. (2018) |
|----------------------------------|------------------|-----------------------------------|---------------------|
| Turbine availability            | 97%              | An overall loss of 41.2% is assumed. | 97%                 |
| Array efficiency                 | 87.4%            |                                    | 88.55%              |
| Other losses considered          | Performance: 2%  |                                    | N/A                 |
|                                  | Electrical: 3%   |                                    |                     |
| Final array density (after losses) | 2.397 MW/km²  | 3 MW/km²                          | 2.78 MW/km²         |
| Exclusion layers                 | Scenario 1: >50 m depth, protected areas, <7 m/s annual average wind speed at 100m ASL | Shallow water: >50 m depth, >50 nm from the coast, protected areas, <7.5 m/s annual average wind speed | Shallow water: >25 m depth, protected regions, <20% CF |
|                                 | Scenario 2: >1000 m depth, protected areas, <7 m/s annual average wind speed at 100m ASL | Deep water: >800 m depth, entire EEZ, marine protected areas, <7.5 m/s annual average wind speed | Transitional water: <25 m & >60 m depth, protected regions, <20% CF |
|                                 | Deep water: <60 m & >1000 m depth, protected regions, <20% CF | Deep water: <60 m & >1000 m depth, protected regions, <20% CF |                     |

## 2. Data inputs

### 2.1 Wind

The ERA5 climate reanalysis dataset is developed by the Copernicus Climate Change Service (C3S). Data processing for the ERA5 is carried out using ECMWF’s Earth System Model IFS (Hennermann, 2019). The reanalysis methodology combines satellite observations into globally complete fields. The native resolution of the ERA5 atmosphere and land reanalysis is 31 km on a reduced Gaussian grid. This reanalysis data has been re-gridded onto a regular lat-lon grid of 0.25° x 0.25°. The re-gridded resolution has an uncertainty estimate of between 0.5° and 1° (Hennermann, 2019). The ERA5 reanalysis
provides data at a three-hour time resolution. To facilitate climatic operations, this data was been pre-calculated by C3S to display monthly averages.

To accurately simulate a long-term wind resource, a 30-year time series of monthly average wind speeds from January 1988 to January 2018 was required as the raw wind speed dataset for this study (C3S, 2017). This raw dataset was subject to various forms of processing, including statistical averaging, boundary reduction, and vertical extrapolation. A data processing software called Climate Data Operator (CDO) was employed to calculate a single monthly wind speed average per raster pixel. A time average function on CDO was used to determine a statistical monthly wind speed average from the 30-years of monthly wind speed data, at a 0.25° x 0.25° pixel resolution. Figure 1 illustrates the average monthly wind speeds at 10 m above sea level (ASL), displayed on a 0.25° x 0.25° raster pixel resolution. Figure 1 was developed using a NetCDF graphical display application called Panoply.

As shown in Table 2, a cut-off wind speed of 7 m/s was introduced in this study, as, according to Musial et al. (2016), areas with wind speeds less than 7 m/s become economically unfeasible for offshore wind development.

2.2 Bathymetry

Ocean bathymetry data is critical to this study, as it allows for the determination of suitable offshore wind development regions. It would be inaccurate to assume the entire EEZ as the potential development area as there are certain OWE technology constraints.

The OWE industry has experienced significant technological advancements in terms of offshore wind turbine (OWT) foundations. The development of floating OWT foundations allow OWTs to be commissioned at significant depths. Previous OWE resource assessment studies have used an ocean depth upper limit of 800–1 000 m when defining their development scenarios (Bosch et al., 2018; Elsner, 2019; Musial et al., 2016). The industry upper limit for feasible deployment depths has been set at 1 000 m (Musial et al., 2016). This depth has been accepted as a rational upper operational limit after the Hywind floating wind farm was constructed at a depth of 800 m (Equinor, 2017).

![0.25° x 0.25° resolution wind speed averages at 10 m above sea level (contains Modified Copernicus Climate Change Data Service Information, 2017).](image)

Table 2: Scenario exclusion criteria.

| Scenario         | Water depth | Excluded areas     | Wind speed       | Distance to shore |
|------------------|-------------|--------------------|------------------|-------------------|
| 1 – Shallow water| > 50 m      | Marine protected areas | < 7 m/s at 100 m ASL | N/A               |
| 2 – Deep water   | > 1000 m    | Marine protected areas | < 7 m/s at 100 m ASL | N/A               |
| 1<sup>a</sup>    | > 50 m      | Marine protected areas | < 7 m/s at 100 m ASL | < 10 km to shore   |
| 2<sup>a</sup>    | > 1000 m    | Marine protected areas | < 7 m/s at 100 m ASL | < 10 km to shore   |
The ocean bathymetry data for this study was sourced from the General Bathymetric Chart of the Oceans (GEBCO). This study uses the GEBCO_2014 dataset, which has a spatial resolution of 30 arc seconds - this was the most up-to-date and accurate ocean bathymetry dataset available.

2.3 EEZ and marine protected regions
This study uses global EEZ data accessed from Flanders Marine Institute (2014) data depository. As previously mentioned, the entire EEZ is not feasible for OWE generation, due to bathymetry and to land-use restrictions including marine protected areas, such as national parks and heritage sites. Such regions are removed from the study area and their respective OWE generation potentials are not included in the final AEP estimations. The protected region data was sourced from the World Database on Protected Areas, the most comprehensive database on terrestrial and marine protected areas (UNEP-WCMC, 2019).

2.4 Scenario modelling
Four unique development scenarios were created to assess the OWE resource potential available to South Africa. These scenarios have unique developmental regions which were defined by the spatial constraints listed in Table 2. The methodology of creating developmental scenarios has been used in a wide range of OWE resource assessment literature (Bosch et al., 2018; Dupont et al., 2018; Elsner, 2019; Hong & Möller, 2011; Musial et al., 2016). This study explores two primary developmental scenarios, namely, Scenarios 1 and 2, for deep water and shallow water analysis. These scenarios are modelled in order to quantify the OWE resource potential available to fixed bottom and floating OWT technologies respectively.

Mature European OWE markets have implemented policy that keeps OWE development out of a 10 km buffer from the coastline (Bosch et al., 2018), to prevent undesirable visual impacts which can negatively affect tourism, natural aesthetics and the value of coastal real estate. This study adopts a similar approach to that made by Bosch et al. (2018) to model the effects of restrictive policy. This study creates a developmental restrictive buffer area that extends 10 km orthogonally from the coastline, removing the generation potential within this buffer from the final AEP estimations. By doing so, this study quantifies the effect that developmental restrictive policy will have on the OWE resource potential available to South Africa, as it is likely that the future South African OWE industry will implement policy similar to that of mature industries. Scenarios 1\(^a\) and 2\(^a\), derivatives of Scenario 1 and 2, were created to account for the visual impacts created by offshore wind farms. Table 2 gives details of the four developmental scenarios used in this study, showing the exclusion criteria used.

3. Methodology
3.1 Overview
The methodology adopted for this study is a bottom-up approach, which has been broadly accepted and exercised in this field of academia (Bosch et al., 2018; Dupont et al., 2018; Elsner, 2019). The bottom-up approach calculates the CF per raster pixel using spatially accurate wind speed data and turbine specifications. A diagrammatic outline of the methodology used to calculate the various scenario AEPs is given in Figure 2.

The Vestas V164 – 8 MW turbine was selected for this study because, firstly, at the time of the study it represented the current state of art offshore turbine technology; secondly, for supply chain reasons – Vestas already has a large footprint in the South African wind energy industry.

The ERA5 wind data was vertically extrapolated to the Vestas V164 – 8 MW hub height of 100 m, using the logarithmic profile law. To account for the annual distribution of wind speeds, Rayleigh’s frequency distribution was assumed and applied to the spatially accurate average wind speed raster file.

Once average wind speeds and annual distributions were determined at a pixel resolution, power outputs per average wind speed were calculated using the Vestas V164 – 8 MW power curve. The capacity factor is the ratio of actual annual turbine power output to the annual rated power output. Once the relationship between average wind speed and CF was determined, it was used in GIS to generate a new, spatially accurate CF raster file using the raster calculator tool.

To calculate the wind energy generation potential, a farm layout was assumed. From this, an array density in MW/km\(^2\) was calculated. Losses, such as wake losses, electrical losses, and O&M losses, were all factored in during this step to determine the final turbine array density. The CF per pixel was multiplied by the array density to arrive at a wind energy generation potential per pixel. The estimated AEP of individual pixels within the South African EEZ were summed together to determine the final estimated AEP per scenario.

3.2 Wind data processing
The ERA5 dataset utilised up to this point of the study described wind speed data at 10 m ASL. It was necessary to height adjust these wind speeds to the V164 – 8 MW turbine hub height of 100 m. The wind speed height adjustment was achieved using the logarithmic wind profile law illustrated in Equation 1:
Figure 2: Diagrammatic outline of the methodology used to determine scenario AEPs. Intermediate model outputs (blue) are in order of the programmatic process flow. Collected (rectangular) or calculated (diamond) input parameters are shown in green.

$$V_h = V_{10} \left( \frac{\ln(h)}{\ln(z)} \right)$$

where $V_h$ is the velocity of wind at the height of $h$; $z$ is the surface roughness coefficient; and $V_{10}$ is the wind velocity at a height of 10 m.

A standard value for ocean surface roughness of $2 \times 10^{-4}$ m was applied (Dvorak, Archer & Jacobson, 2010). This equation was used in the raster calculator tool on ArcGIS to create a new raster file that displayed wind speeds at 100 m ASL. Figure 3 shows the South African EEZ average wind speeds at 100 m ASL at a 0.25° x 0.25° spatial resolution. The data created in this new shapefile was used in the next section to determine the relationship between capacity factor and average monthly wind at 100 m ASL.

### 3.3 Capacity factor

This section explains the methodology, inspired by Elsner (2019), that was used to determine the CF at each 0.25° x 0.25° raster pixel within the study area. Figure 4 illustrates the methodology. Further, the steps listed below offer a detailed breakdown of the methodology required to determine the CF per pixel resolution.
1. To calculate the CF, it was necessary to estimate the probability of occurrence $f(v)$ of specific wind speeds $V$. This was achieved with the use of the Weibull probability density function, expressed in Equation 2:

$$f(v) = \frac{k}{c} \left(\frac{v}{c}\right)^{k-1} \exp\left(-\left(\frac{v}{c}\right)^k\right)$$

where $c$ is the scale parameter in m/s, and $k$ is the dimensionless form-parameter that specifies the shape of the Weibull distribution. A large value for $k$ indicates constant winds and a low value represents variable winds (Elsner, 2019). As this study has a large area of interest, it was challenging to parameterise $c$ and $k$ values. It is commonly assumed that the shape factor has a value of $k = 2$, as this describes the frequency distribution relatively well (Elsner, 2019). Allowing $k = 2$ is an approach that has been used in a number of wind energy resource assessments conducted on large study areas.
areas (Andrews & Jelley 2007; Elsner, 2019; Yamaguchi & Ishihara 2014). According to Elsner (2019), adopting a shape factor of $k = 2$ has the additional benefit of simplifying the Weibull distribution into a Rayleigh frequency distribution, which defines the probability distribution is terms of an average wind speed $u$. The Rayleigh distribution defines the frequency $f_r(v)$ of wind speed $v$ occurring in a region experiencing average wind speed $u$. This is illustrated in Equation 3, where $V^2$ and $u^2$ are the square of the wind speed and average wind speed respectively.

$$f_r(v) = \frac{\pi}{2} \times \frac{v}{u} \times \exp\left(-\frac{\pi}{4} \times \frac{V^2}{u^2}\right)$$ (3)

As illustrated by Busby (2012), this equation can be modified to convert the frequency from a percentage of time to a number of hours per year, $H$, by multiplying the equation by 8 760. This is illustrated in Equation 4.

$$H = 8760 \times \frac{\pi}{2} \times \frac{v}{u} \times \exp\left(-\frac{\pi}{4} \times \frac{V^2}{u^2}\right)$$ (4)

2. Next, Equation 4 was used in conjunction with the range of average wind speeds found within the South African EEZ at a height of 100 m ASL. The average wind speed range of the study area is 3–11 m/s (see Figure 2).

3. The output of Step 2 yielded a unique probability density distribution for each of the aforementioned average wind speeds (Figure 5).

4. Next, the power at each wind speed was determined using the V164-8 MW power curve, which is illustrated in Figure 6.

5. After the power at each wind speed was quantified, the AEP at each wind speed was calculated by multiplying the power of each wind speed by the number of annual hours the respective wind speed was predicted to blow. After the power at each wind speed was quantified, the AEP at each wind speed was calculated and presented in Table 1.
by multiplying the power of each wind speed by the number of annual hours the respective wind speed was predicted to blow (this step yielded energy values in MWh). The AEP for each average wind speed was determined by summing the energy values of all the wind speeds \( V \) that existed in each average wind speed \( u \) (the range of wind speeds, \( V \), that exist in each average wind speed, \( u \), are shown in Figure 4). The full and detailed calculations can be found in Rae (2019).

6. The CF was calculated using Equation 5.

\[
CF = \frac{E_{\text{gen}}}{E_{\text{rated}}}
\]

where \( E_{\text{gen}} \) is the total annual energy in MWh generated at each individual average wind speed; and \( E_{\text{rated}} \) is the theoretical maximum energy that the V164 – 8 MW turbine could produce in a year. As shown in the flow diagram, \( E_{\text{rated}} \) was required as an input for this step. The \( E_{\text{rated}} \) was calculated by multiplying the \( P_{\text{rated}} \) of the V164 – 8 MW by the number of hours in a given year. This assumes the turbine will be running at \( P_{\text{rated}} \) for 100% of the year.

The V164 – 8 MW has an \( E_{\text{rated}} \) of 70,080 MWh/year. The \( E_{\text{gen}} \) for each average wind speed is divided by the \( E_{\text{rated}} \) to determine a CF for each average wind speed. Figure 7 shows the relationship between the average wind speeds and their respective CFs.

A trend line was added to the graph in Figure 7 and a 4th order polynomial relationship was generated to accurately depict the relationship between \( u \) and CF. This relationship is illustrated in Equation 6.

\[
CF = 0.012u^4 - 0.4515u^3 + 5.65u^2 - 20.076u + 22.954
\]

This relationship was applied to the previous spatially accurate average wind speed map of the study area at 100 m (Figure 2) and yielded a 0.25° x 0.25° resolution, spatially accurate CF map of the study area. This result is displayed in Figure 8.

### 3.4 Array density

This study assumed a 10 x 10 turbine array size with a 10-rotor diameter (RD) spacing. The array density was numerically determined by considering the Vestas V164 – 8 MW turbine specifications with a 10 RD array spacing. The numerical computation of the array density was conducted as it is believed to be more accurate than applying the 3 MW/km² industry array density benchmark, which has been used in previous works (Elsner, 2019; Musial et al., 2016). Figure 9 illustrates the theoretical wind farm layout used in this study.

Using the array layout in Figure 9 in conjunction with Equation 7, the array density \( \rho \) was calculated to be 2.974 MW/Km².

\[
\rho = \frac{n \times P_{\text{rated}}}{A}
\]

where \( n \) is the number of turbines; \( P_{\text{rated}} \) is the rated power of the V164 – 8 MW turbine; and \( A \) is the area of the wind farm.

To accurately determine the array density, the relevant efficiency losses experienced within a typical wind farm were considered. The efficiency losses assumed for this study are given in Table 3.

According to Musial et al. (2016), the total efficiency losses \( L_{\text{Total}} \) can be calculated using Equation 8. This equation results in a total wind farm loss of 19.41%. It must be noted that the wind farm losses are highly dependent on the wind farm layout and location. For simplicity, this study used an \( L_{\text{Total}} \) of 19.41% for all locations. This \( L_{\text{Total}} \) is validated by...
Figure 8: Spatially accurate capacity factor map of South Africa’s exclusive economic zone.

Table 3: Wind farm losses.

| Array loss                  | Value                  | Reference       |
|-----------------------------|------------------------|-----------------|
| Wake losses ($L_w$)         | (100% – 87.4%) = 12.6% | Gustavson (1979) |
| Electrical losses ($L_e$)   | 3%                     | Musial et al. (2016) |
| Other losses ($L_o$)        | 2%                     | Beiter et al. (2016) |
| O&M/availability losses ($L_a$) | 97%                 | Bosch et al. (2018) |

Figure 9: 10 x 10 array layout with a 10 V164 – 8 MW turbine rotor diameter spacing.

Musial et al. (2016) who published a standard $L_{\text{Total}}$ range of 12–23%. Applying this $L_{\text{Total}}$ to the array density of 2.974 MW/Km², calculated in Equation 7, yielded a more accurate array density of 2.397 MW/Km², which factors in all wind farm losses. This array density was used to determine the final AEP of the four developmental scenarios.

$$L_{\text{Total}} = 1 - (1 - L_e) \times (1 - L_w) \times (1 - L_o) \times L_a$$  \hspace{1cm} (8)

3.5 Annual energy production

The AEP estimate for each of the scenarios was made using Equation 9.

$$\text{AEP} = \sum (\text{CF} \times \eta_p \times \rho_L)$$  \hspace{1cm} (9)

where AEP is the annual energy production; CF is the pixel capacity factor; $\eta_p$ is the number of pixels with a specific CF; and $\rho_L$ is the array density after losses.

Table 4 shows a summary of the AEP estimates determined in this study, with the final AEP estimation for each scenario, as well as the power resource before and after wind farm losses are considered. The final AEP estimations for each of the scenarios is the AEP after subtracting the inaccessible resources that exists in protected regions.

4. Model validation and discussion

For the purpose of model and methodology validation, the AEP results generated in this study were compared against the AEP estimates from the OWE resource assessment studies in Table 1. It is expected that final AEP estimates will vary from study to study due to the methodology differences previously noted. Figure 10 compares the deep water AEP results generated from this study against those...
of Elsner (2019) and Bosch et al. (2018). This study estimated a similar South African deep water OWE resource to both of those. It was expected that this study would generate lower AEP values than both Elsner and Bosch et al. as it used a significantly lower final array density (see Table 1). The various other discrepancies in methodologies and input data highlighted in Table 1 led to variation in AEP results.

Eurek et al. (2017), in order to validate their computational model, compared the outputs generated from their computational model against the actual AEP results of similar studies. A similar validation approach was used here, where the inputs of this study were synced with those of Elsner. Elsner’s final array density and minimum wind speed quality (3 MW/km² and 7.5 m/s at 100 m ASL respectively) were modelled as new inputs into the current study’s AEP computational model. The result from this iteration was a final AEP estimation of 2 889 TWh, which is a mere 2.4% higher than Elsner’s actual AEP estimation. This served as a fair validation of the methodologies and computational model used in the current study. The negligible difference of 2.4% can be ascribed to other differences between the two studies, such as wind data sources and scenario depth limits.

A similar validation procedure was performed using input parameters from Bosch et al. (2018). When using their input parameters in the current study’s AEP computational model, the output AEP value determined was 6.8% lower than that calculated by Bosch et al. This too, served as a fair validation of this study’s methodology and computational model. The results of the validation procedure are displayed in Figure 11.

5. **Offshore wind farm site selection**

This paper adopted a GIS-based multi-criteria evaluation (MCE) technique to identify the most suitable offshore wind development sites within the South African EEZ. The MCE methodology shown in Figure 12 generates a spatially accurate suitability map, which pinpoints the most suitable offshore wind development regions. The suitability map essentially displays a unique suitability score for each

---

### Table 4: Final energy and power results per scenario.

|                | 1 - Shallow water | 2 - Deep water | 1a | 2a |
|----------------|-------------------|----------------|----|----|
| **No wind speed constraints** |                   |                |    |    |
| Power – before losses (GW)   | 11.22             | 360.61         | 2.75| 342.51 |
| Power – after losses (GW)    | 9.04              | 290.64         | 2.22| 276.07 |
| AEP (TWh/annum)              | 67.13             | 2520.00        | 19.42| 2414.13 |
| **With wind speed constraint (> 7 m/s @ 100m ASL)** |                   |                |    |    |
| Power – before losses (GW)   | 7.28              | 340.12         | 2.18| 328.94 |
| Power – after losses (GW)    | 5.87              | 274.14         | 1.76| 265.25 |
| Final AEP (TWh/annum)        | 44.52             | 2387.08        | 15.42| 2321.54 |

---

**Figure 10: AEP values of deep water scenarios (Scenario 2).**
Figure 11: Validation of computational mode

Figure 12: Multi-criteria evaluation methodology.

pixel resolution. The pixel specific suitability scores were used for the fabrication of the suitable development region site maps shown in Figures 14, 15 and 16.

Input data layers used in the MCE were: capacity factor, ocean bathymetry, distance from existing Eskom transmission grid, and distance to commercial harbours. The input data layers were resampled using the nearest-neighbour technique in ArcGIS to match the pixel size of the highest resolution input data layer. The input data layers were resampled to the ERA5 wind speed pixel resolution of 461.5 m x 461.5 m (in the WGS_1984_UTM_Zone_35S coordinate system). Next, these input layers were reclassified to a common suitability scale of 1–10, with 1 being the least suitable and 10 being the most suitable. The reclassification of the input layers was performed according to Table 5.

The MCE methodology required the combination of spatial and non-spatial data (inputs) for the computation of a resultant decision (output). The procedure involves using geographical data, and the decision-maker's preferences (Malczewski, 2004). The reclassification shown in Table 5 represents the author's (decision-maker's) subjective data reclassification. The most suitable values of each of the data layers received a reclassified suitability score of 10/10; similarly the least suitable values of each input data layer received a reclassified suitability score of 1/10. The intermediate data values were reclassified on an approximate linear scale, with the exception of ocean depth which followed a rough logarithmic scale.

The reclassified input layers were then weighted according to importance. The layer weightings were determined using the analytical hierarchy process (AHP) methodology, as it offers a structured approach to rating criteria according to importance (Saaty, 1980). The AHP generates a weighting for each evaluation criterion according to the decision-maker's pairwise comparison of the criteria. Saaty (1980) offers a fundamental rating scale ranging from 1–9, with 1 representing equal importance and 9 representing superior importance. The pairwise comparison used in this study is shown in Table 6.

Maintaining the structure of Table 6, the initial comparison matrix was constructed. This comparison matrix labelled A is displayed in Equation 10. To determine the final layer weightings, each column was first normalised, by dividing each column by its respective summations.
Table 5: Reclassification of input layers.

| Reclassified suitability score | CF (%) | Ocean depth (m) | Distance to Eskom grid (km) | Distance to commercial port (km) |
|-------------------------------|--------|----------------|-----------------------------|---------------------------------|
| 10 (Most suitable)            | 55–60  | 0–20           | 0–25                        | 0–25                            |
| 9                             | 50–55  | 20–40          | 25–50                       | 25–50                           |
| 8                             | 45–50  | 40–60          | 50–100                      | 50–100                          |
| 7                             | 40–45  | 60–80          | 100–150                     | 100–150                         |
| 6                             | 35–40  | 80–100         | 150–200                     | 150–200                         |
| 5                             | 30–35  | 100–200        | 200–250                     | 200–250                         |
| 4                             | 25–30  | 200–300        | 250–300                     | 250–300                         |
| 3                             | 20–25  | 300–400        | 300–350                     | 300–350                         |
| 2                             | 10–20  | 400–500        | 350–400                     | 350–400                         |
| 1 (Least suitable)            | 0–10   | 500–1000       | 400–450                     | 400–450                         |

Table 6: Pairwise comparison of the input layers.

| CF (%) | Depth (m) | Distance to grid (km) | Distance to harbour (km) |
|--------|-----------|-----------------------|--------------------------|
| CF (%) | 1         | 2                     | 7                        | 9                         |
| Depth (m) | 1/2       | 1                     | 5                        | 7                         |
| Distance to grid (km) | 1/7       | 1/5                   | 1                        | 5                         |
| Distance to harbour (km) | 1/9       | 1/7                   | 1/5                      | 1                         |
| Sum   | 221/126   | 117/35                | 66/5                     | 22                       |

The final step of the MCE was accomplished using the weighted sum overlaying tool in ArcGIS. This tool stacks a series of input raster layers on top of one another to determine the most suitable raster pixels. Thus, each pixel in the input layers had a unique spatial coordinate, reclassified suitability value and relative importance weighting. The weighted sum overlay tool generated a final suitability factor map, technically known as a weighted-average map, by numerically combining both the reclassified suitability value of each pixel and its relative importance weighting \( w \), whilst maintaining each pixel’s spatial accuracy. This gives the final weighted average value \( \bar{w} \) for each pixel, numerically illustrated in Equation 11.

\[
\bar{w} = \frac{\sum (s \times w)}{\sum (w)} \tag{11}
\]

The final weighted average/suitability map is shown in Figure 13. This map shows the suitability of each pixel, in percentage, for the development of offshore wind. Due to the technical reasons already explained, pixels at depths of greater than 1 000 m are not included in this map. The areas of darker orange and red represent the most suitable locations for the development of offshore wind within South Africa’s EEZ.

Figure 14 reveals the most suitable region for offshore wind development within the South African EEZ, the Richards Bay area. It illustrates suitability factors of up to 98% within close proximity to the coastline. Other data layers, such as protected regions and policy constraints, need to be considered in conjunction with the suitability map for the selection of suitable offshore wind development sites. The map displays protected regions, and the
10 km buffer accounted for earlier, but it still displays significant potential for OWE development as there remain suitability pixel values of between 91% and 98% beyond the buffer. Highly suitable pixels between 91% and 98% exist in the waters between Richards Bay and KwaDukuza just beyond the 10 km buffer. Furthermore, these potential OWE developmental pixels are in a relatively shallow low depth range of 40–60 m. This will allow the deployment of cheaper fixed-bottom OWE foundations, thus increasing the attractiveness of this site.

Figure 15 shows another of the regions with significant opportunity. Based on the high suitability percentages shown in Figure 15, the waters around Durban are arguably the second-best location for offshore wind development. The map reveals an ab-
Undance of pixels with suitability scores of 83–91% between Durban and KwaDukuza just beyond the 10 km buffer. Figure 16 shows the third suitable location for OWE development. East-southeast of Struis Bay lies a collection of pixels approximately 10 km x 10 km with a suitability factor of 83–91%.

6. Conclusions
This study is based on the importance of decoupling carbon emissions from electricity generation. South Africa has an ageing coal power fleet, which, over the next 30 years, will slowly be decommissioned. This creates significant opportunity for this electricity generation gap to be filled with renewable energy technologies. The global offshore wind energy (OWE) industry is currently on the rise, with significant growth occurring in Europe and Asia.
The industry growth is maturing the technology and slowly reducing costs.

Due to the development of this industry, a number of global OWE resource assessments studies have been conducted. A number of these studies highlight the OWE resource potential available to South Africa (Bosch et al., 2018; Elsner, 2019; Eurek, Sullivan, Gleason, Hettinger, Heimiller & Lopez, 2017). This study conducted an OWE resource assessment of South Africa with the goal of validating, expanding on and potentially improving the existing OWE resource assessment literature.

This study has established that there is significant OWE resource available within South Africa’s exclusive economic zone (EEZ). The OWE resources available to South Africa have been quantified under four unique developmental scenarios. Scenario 1 reveals the OWE resources available to South Africa within shallow waters. These resources can be harnessed using fixed-bottom OWT technology. Scenario 2 illustrates the OWE resources in deep waters; the majority of the resources available in Scenario 2 would need to be harnessed using floating OWT technology. Scenario 1 and Scenario 2 illustrate the OWE resources available once, and if, a restrictive policy is implemented. The annual energy production (AEP) estimates determined by this study are summarised below. They were calculated with the minimum wind quality limitations applied:

- **Scenario 1**: 44.52 TWh available at depths less than 50 m.
- **Scenario 2**: 2 387.08 TWh available at depths less than 1 000 m.

- **Scenario 1**: 15.42 TWh available at depths less than 50 m with the restrictive policy applied.
- **Scenario 2**: 2 321.54 TWh available at depths less than 50 m with the restrictive policy applied.

According to Eskom (2019), South Africa’s annual electricity consumption is approximately 297.8 TWh. By converting the above AEP figures to a percentage of South Africa’s annual electricity consumption, it is calculated that the estimated AEP for Scenario 1 could theoretically meet 14.9% of South Africa’s electricity demand. Similarly, the estimated AEP available in Scenario 2 could theoretically satisfy South Africa’s annual electricity demand eight times over. Based on the findings of this study, it is clear that OWE has significant potential to play a fundamental role in South Africa’s future power security and decarbonisation strategies.
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