Evidence for C, O, Al and Mg variations in the GD-1 stellar stream
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ABSTRACT
Dynamically cold stellar streams are the relics left over from globular cluster dissolution. These relics offer a unique insight into a now fully disrupted population of ancient clusters in our Galaxy. Using a combination of Gaia eDR3 proper motions, optical and near-UV colours we select a sample of likely Red Giant Branch stars from the GD-1 stream for medium-low resolution spectroscopic follow-up. Based on radial velocity and metallicity, we are able to find 14 new members of GD-1, 5 of which are associated with the spur and blob/cocoon off-stream features. We measured C-abundances to probe for the abundance variations known to exist in globular clusters. These variations are expected to manifest in a subtle way in globular clusters with such low masses (~10^4 M☉) and metallicities ([Fe/H] ~ −2.1 dex). We find that the C-abundances of the stars in our sample display a small but significant (3σ level) spread. Furthermore, we find ≥ 4σ variations in Al- and Mg-abundances as well as a ~ 2σ O-abundance variation among the stars in our sample that have been observed by APOGEE. These abundance patterns match the ones found in Galactic globular clusters of similar metallicity. Our results suggest that GD-1 represents the first fully disrupted globular cluster where light-element abundance spreads have been found.
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1 INTRODUCTION
Among the myriad of substructure present in the Milky Way (MW) halo, stellar streams stand out as being spatial and kinematic cohesive structures which in some cases span hundreds of degrees on the sky. In recent years, dozens of new streams have been discovered (e.g. Bernard et al. 2016; Balbinot et al. 2016; Malhan et al. 2018; Shipp et al. 2018; Ibata et al. 2019) and the community has exploited their properties to refine our knowledge about the mass and shape of the Galaxy as well as its accretion history (e.g. Küpper et al. 2015; Bonaca & Hogg 2018; Massari et al. 2019).

Streams are classified as hot or cold, based on the dynamical temperature (i.e. velocity dispersion) of their progenitor. The low velocity dispersion of their progenitor make cold stellar streams intrinsically thin (~100 pc), pointing to globular clusters (GCs) as their precursors. Palomar 5 offers a spectacular example of a cold stream with tidal tails radiating from a still bound cluster (e.g. Odenkirchen et al. 2001). However, in our Galaxy, cold streams like Palomar 5 are rare.

In fact, in the Milky Way most cold streams are progenitor-less (e.g. Shipp et al. 2018), this means that their GC progenitors are now completely dissolved. Yet, vast majority of GCs in the Galaxy show no signs of having streams in formation (e.g. Kuzma et al. 2018; Sollima 2020).

It is natural to ask the origin of such disparity between the numbers of GC with streams and progenitor-less cold streams. It is entirely possible that the GCs that gave rise to the population of progenitor-less streams were sampled from a distribution of long gone GCs that differ from present-day MW GCs. One way of producing these fast dissolving GCs is by retaining a large fraction of stellar mass black holes, as demonstrated by Gieles et al. (2021). The authors propose two natural pathways, a low initial density or a flatter initial mass function; as well as nurture pathways, such as tidal heating and mass stripping during accretion. In this context, progenitor-less streams could be probing a population of intrinsically distinct GCs than the present-day ones in the MW. Alternatively, their progenitors may have formed in a host galaxy that is now accreted into the MW. In any of these cases, studying their remnants (stellar streams) may provide insight into population of GCs no longer available in our Galaxy.

Although historically described as simple stellar populations, in reality GC are far from it. The abundances of light elements like e.g. He, C, N, O are known change from star-to-star within a cluster (e.g. Charbonnel 2016; Gratton et al. 2019). These multiple stellar populations (MPS) seem ubiquitous in high mass GCs (~10^8 M☉) with ages ≥ 2 Gyr but its presence has not been established in younger low mass systems like Galactic open clusters (e.g. Car-
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rera & Martínez-Vázquez 2013; MacLean et al. 2015). The current interpretation for this is that the mechanism responsible for these abundance variations require high-mass and/or density and/or redshift to operate (see Bastian & Lardo 2018, and references therein). Unfortunately, very little is known about the presence/absence of MPs in low mass old (∼10 Gyr) stellar clusters (Salinas & Strader 2015; Bragaglia et al. 2017). The reason for this is that such systems are very rare as their chances to get disrupted/dissolved are very high in these timescales. However, evidence for MPs in these type of systems would provide valuable insights into the mechanism responsible for their origin (which remains not very well understood). Additionally the MPs are known to be spatially segregated in many GCs (e.g. Lardo et al. 2011a; Larsen et al. 2015; Dale Sanders et al. 2019) and simulations show that the two populations can remain unmixed during most of a GC lifetime (e.g. Hénault-Brunet et al. 2015). If that is the case, the outer population will escape first, leaving this spatial segregation imprinted on the distribution of stream stars. This could be exploited to pinpoint the position of the fully dissolved progenitor, ultimately leading to better dynamical models for the stream formation.

The GD-1 stream was discovered using Sloan Digital Sky Survey (SDSS; Eisenstein et al. 2011) by Grillmair & Dionatos (2006) and in recent years attracted much attention thanks to the Gaia DR2 (Gaia Collaboration et al. 2018) which allowed it to be studied in unprecedented detail (Price-Whelan & Bonaca 2018). Using collisional N-Body simulations Webb & Bovy (2019) model the dissolution process of GD-1, and conclude its progenitor must have been a very low-mass GC (a few 10^4 M⊙), that dissolved at most in the last 3 Gyrs. Their conclusions would place the progenitor of GD-1 in the low-mass edge of the mass distribution of MW GCs and that the GD-1 progenitor would fully dissolve in a fraction of a Hubble time, possibly pointing to an extragalactic origin or atypically GC evolution/formation. The dynamical mass estimate is supported by observational constraints on the total luminous mass of GD-1 by de Boer et al. (2020), who report a mass of 1.58 ± 0.07 × 10^5 M⊙.

The peculiar characteristics of the GD-1 progenitor place it in a mass–age regime that is not accessible in the present population of GCs. Thus, it is interesting to investigate other properties unique to GCs. As mentioned above, some hypothesis propose that the conditions similar to the ones found in the discs of high redshift galaxies (i.e. large gas fractions, high gas densities, high turbulent speeds) enable the mechanisms responsible for producing the MPs characteristic of GCs (e.g. D’Encre et al. 2016; Elmegreen 2017; Gieles et al. 2018; Johnson et al. 2019). The implication is that stars that form in low density environments should not host MPs.

In section 2 we present the data used to select GD-1 candidate members. In section 3 we follow-up these candidates and obtain spectra to derive radial velocities, metallicities, and abundance information. In section 4 we discuss other chemical signatures found in GD-1. And in section 5 we discuss our results and their implications.

2 DATA

To select GD-1 members, we use the Gaia Data Early Release 3 (eDR3; Gaia Collaboration et al. 2020), where we cross-match with LAMOST DR6 1 (including the subsample from Li et al. 2018).

1 http://dr6.lamost.org/v2.0/

SDSS DR13 photometry (Eisenstein et al. 2011), Pan-STARSS DR1 (Chambers et al. 2016), and 2MASS (Skrutskie et al. 2006).

For the astrometric catalogue of Gaia eDR3, we adopt the following quality cut: R/W/ E < 1.4 & visibility_periods_used > 3. We remove some foreground stars using a parallax < 1 selection. We limit our catalogue to the reported region occupied by GD-1 as reported by de Boer et al. (2018). All magnitudes in our sample were corrected for extinction using Schlegel et al. (1998) maps and Cardelli et al. (1989) extinction law, with RV = 3.1.

The LAMOST/SDSS sample from Li et al. (2018) contains multiple observations of some stars. For these duplicates we compute the average of their line-of-sight velocities and metallicities (when available). Uncertainties were propagated accordingly.

For our analysis, it is useful to define a rotated coordinate system
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(\phi_1, \phi_2) where the equator is approximately aligned with the GD-1. This system is defined via a rotation matrix given by Koposov et al. (2010). We adopt the distances from this same work to correct the proper motions (PMs) for the Solar reflex motion. The Schönrich et al. (2010) reflex motion is used, while the Sun’s distance to the Galactic centre is assumed to be 8.3 kpc (Gillessen et al. 2009). We also use the best-fit 3D position of the stream to bring the stars to a common distance of 8.3 kpc, which is the stream distance at its midpoint. Throughout this paper, we use only distance normalised and de-reddened magnitudes. We also prefer Pan-STARRS magnitudes when not using the u-band.

2.1 Membership selection

Following a similar procedure as outlined by Price-Whelan & Bonaca (2018) we define a polygon cut in PM space. This polygon was constructed based on a sample main-sequence stars selected from a CMD cut and distance to the stream track (as defined by de Boer et al. 2018) less than 2" (i.e. |\phi_2 - f(\phi_1)| < 2"; where f(\phi_1) is the interpolated stream track). In order to define a more robust colour-magnitude selection, that includes Red Giant Branch (RGB) stars, we use the PM selected sample and the spectroscopically confirmed sample to define a narrow colour-magnitude cut. When compared to the PM selection from Price-Whelan & Bonaca (2018), or selection is more restrictive, mainly due to RGB stars being brighter, thus having lower astrometric uncertainties. We also note that some spectroscopically confirmed members are not included in our PM selection, these members are typically close to the lower limit in \phi_2, which was not favoured in our selection due to observability constraints (see Sec. 3).

In Figure 1 we show a summary of our selection process. In the top panel the PM selection polygon is shown, while the sample from Li et al. (2018) is over-plotted. The colour-scale indicate the radial velocity value. On the bottom panel, the colour-magnitude diagram (CMD) for the PM-selected sample is shown. To define a CMD selection around likely GD-1 members we use the PARSEC isochrone (Bressan et al. 2012). Our best-fit isochrone is defined as the one that well represents the main-sequence, and is able to reproduce the observed RGB members from Li et al. (2018). It is out of the scope of this paper to produce a robust isochrone fit, we are interested only in defining a region of the CMD that contains likely GD-1 member stars. A range of colours around the best-fit isochrone is defined based on the photometric uncertainties, while allowing for a wider range in colours at bright magnitudes in order to include regions of the CMD where confirmed GD-1 members occupy. In the same Figure we also define a new PM selection based on the spectroscopic members, as discussed above.

In the literature, combinations of filters have often been used to pick up the variations in specific spectral features characteristic of the MPs phenomena (e.g. Marino et al. 2008; Lardo et al. 2011b; Monelli et al. 2013). Here we exploit the C_{u,gi} colour index, which is sensitive to CN molecular bands around 385 nm originating from cold stellar atmospheres. This index is defined as:

\[ C_{u,gi} = (u - g) - (g - i) \]  
\[ \sigma_{u,gi} = \sqrt{\sigma_u^2 + 2\sigma_g^2 + \sigma_i^2} \]

where \(\sigma_{u,gi}\) is the photometric uncertainty propagated from the uncertainties in \(u\), \(g\), and \(i\).

Besides being an indicator for MPs, this colour index is also highly sensitive to metallicity. In Figure 2 we show the C_{u,gi} CMD for stars selected based on PM (narrow selection) and optical CMD (see Figure 1). We show the CMD for an on-stream regions (top left panel), defined as |\phi_2 - f(\phi_1)| < 2", and an off-stream region (top right panel), defined as |\phi_2 - f(\phi_1) - 4"| < 2". The off-stream shows the CMD locus occupied by MW field stars that comply with both our PM and CMD cuts. Based on the best-fit isochrone, we define a region where contaminants are likely to be found (highlighted in yellow). Notice that due to the uncertainty of the isochrone fit, we allow for a broader range in colour at brighter magnitudes. To confirm that these stars are contaminants we show their radial velocity distribution as a function of \phi_1 (i.e. along the stream). When compared to the best-fit orbit from Koposov et al. (2010) (dashed line) we see that many of the stars have velocities incompatible with the stream. A few stars overlap with the expected velocity trend, but on closer inspection, their metallicity is inconsistent with the bulk of the GD-1 stars (bottom right panel). We find that the C_{u,gi} selection is able to remove most of the contaminants, and the few ones left either have incompatible velocities and/or metallicities. We also note the existence of a few LAMOST DR6 stars that could be GD-1 members and that are not in the Li et al. (2018) sample. We follow-up these potential members in the more recent LAMOST DR7 and find that several of these stars have multiple epoch observations. We compute their averaged spectra, metallicities, and velocities from the LAMOST database. We select GD-1 members with radial velocities consistent (< 3sigma_{V_r}) with the stream orbit and [Fe/H] < -1.75. We use this data in conjunction with the newly obtained spectra presented in the following section.

3 SPECTROSCOPIC FOLLOW-UP

Using the bright high-probability RGB sample defined above we obtained spectra using the Intermediate-Derivation Spectrograph and Imaging System (ISIS) at the 4.2m William Herschel Telescope (WHT; program 2020A05). We use the R300B configuration for the blue-arm, yielding a R~300 in the wavelength range of [325, 520] nm. The red-arm was setup in the R1200R mode, yielding a R~5000 in the Calcium Triplet spectral region ([830, 890] nm). The exposure time was adjusted such as to yield a S/N of at least 10 at 338nm in the blue-arm.

We targeted 23 stars based on the membership selection outlined in Section 2.1, these were observed in the course of two nights in December 2019. Standard long-slit reduction was performed using IRAF, wavelength calibration was done using CuThAr arc-exposures taken at after each exposure and at the end and beginning of the night. We note that at the time of the observations, only Gaia DR2 data was available, and 23 targets were selected for observation, out of which only the 16 higher priority stars were observed due to scheduling and weather. Coincidentally the stars that were not observed turned out to not pass our selection criteria with the updated Gaia eDR3 data. For completeness and compatibility with the observing proposal data, we chose to keep the star ids running from 1 to 23, even though only 16 stars were observed.

We derived the effective temperature and gravity for the stars in our sample with the code Brutus2 (Speagle et al. 2021), using as input the Pan-STARRS and 2MASS photometry and a prior on the distance coming from the stream track (with 0.5 kpc uncertainties). These values are reported in Table 1.

As sanity check, we also use the our spectra to get independent
estimates for the temperatures and gravities of these stars. For this analyses we used the one-dimensional reduced and calibrated spectra using 

| ID | source_id | φ₁ deg | φ₂ deg | G mag | Tₐff,blue | log g,blue | Tₐff,phot | log g,phot | V₁₀₀ | [Fe/H] | des |
|----|------------|--------|--------|------|----------|-----------|----------|-----------|------|-------|------|
| 4  | 686849456285087460 | 0.1519  | 15.43  | 5240.52 | 2.35 ± 0.15 | 2.14 ± 0.22 | 536 ± 38  | 2.71 ± 0.04 | 98.39 ± 0.34 | −2.10 ± 0.32 |
| 6  | 696138061798355840 | −0.2659 | 14.55  | 5138.37 | 1.82 ± 0.65 | 2.21 ± 0.65 | 518 ± 41  | 2.32 ± 0.05 | 49.87 ± 0.01 | −2.03 ± 0.07 |
| 9  | 796286217046157312 | 0.1716  | 15.29  | 5555.61 | 2.43 ± 0.32 | 2.65 ± 0.32 | 529 ± 79  | 2.65 ± 0.66 | −13.31 ± 0.54 | −2.30 ± 0.43 |
| 796212466927051681 | 0.13156  | 13.42  | 529.27 | 2.07 ± 0.03 | 2.00 ± 0.03 | 491 ± 12  | 1.86 ± 0.06 | −11.75 ± 0.54 | −2.00 ± 0.02 |
| 796217998924250624 | 0.3845281  | 15.56  | 5255.58 | 2.03 ± 0.36 | 2.03 ± 0.36 | 535 ± 46  | 2.80 ± 0.05 | −23.28 ± 2.71 | −2.24 ± 0.48 |
| 805457553127957168 | 0.3291261  | 13.310  | 5036.36 | 1.00 ± 0.25 | 1.00 ± 0.25 | 483 ± 58  | 1.64 ± 0.05 | −64.71 ± 1.08 | −1.99 ± 0.10 |
| 832804125707772108 | 0.251829  | 14.45  | 5051.73 | 1.03 ± 0.90 | 1.03 ± 0.90 | 512 ± 62  | 2.18 ± 0.05 | −114.73 ± 0.99 | −2.01 ± 0.03 |
| 16 | 840073411200929126 | −10.2189  | 15.13  | 5164.101 | 1.62 ± 0.63 | 1.62 ± 0.63 | 5216 ± 44 | 2.46 ± 0.06 | −175.37 ± 1.53 | −2.06 ± 0.18 |
| 79691567343704928 | −10.5848  | 14.78  | 570.35 | 2.50 ± 0.39 | 2.50 ± 0.39 | 547 ± 56  | 2.34 ± 0.06 | −169.52 ± 2.16 | −2.19 ± 0.39 |
| 840851382965153504 | −12.8769  | 15.61  | 5208.57 | 1.74 ± 0.16 | 1.74 ± 0.16 | 573 ± 71  | 2.62 ± 0.06 | −190.59 ± 2.74 | −2.17 ± 0.28 |
| 840277809395651952 | −12.5046  | 15.14  | 5252.34 | 2.35 ± 0.19 | 2.35 ± 0.19 | 529 ± 25  | 2.42 ± 0.05 | −189.35 ± 2.27 | −2.22 ± 0.20 |
| 15733450071507456 | −10.91051  | −0.7373 | 15.65  | 5894.34 | 2.50 ± 0.22 | 2.50 ± 0.22 | 538 ± 31  | 2.65 ± 0.05 | −201.09 ± 2.73 | −2.36 ± 0.40 |
| 157548050827130472 | −1.48422  | −2.5857 | 13.72  | 5058.109 | 1.02 ± 0.92 | 1.02 ± 0.92 | 590 ± 45  | 1.67 ± 0.05 | −233.72 ± 0.80 | −1.99 ± 0.05 |

**LAMOST DR7**

| ID | source_id | φ₁ deg | φ₂ deg | G mag | Tₐff,blue | log g,blue | Tₐff,phot | log g,phot | V₁₀₀ | [Fe/H] | des |
|----|------------|--------|--------|------|----------|-----------|----------|-----------|------|-------|------|
| 793009399891751040 | −45.7182  | 0.08422 | 15.92  | – | 2.90 ± 0.02 | 2.90 ± 0.02 | 4890 ± 55 | 1.52 ± 0.06 | 49.77 ± 0.34 | −1.20 ± 0.09 |
| 793910480317752648 | −44.6576  | 0.09744 | 15.62  | – | 2.90 ± 0.04 | 2.90 ± 0.04 | 4825 ± 25 | 1.76 ± 0.06 | 94.09 ± 0.68 | −1.35 ± 0.11 |
| 802849692435599872 | −37.8670  | 0.43362 | 15.88  | – | 2.90 ± 0.03 | 2.90 ± 0.03 | 5490 ± 37 | 2.93 ± 0.05 | −27.48 ± 1.74 | −2.21 ± 0.10 |
| 802954274771612800 | −27.34571  | 0.17882 | 15.99  | – | 2.90 ± 0.06 | 2.90 ± 0.06 | 5316 ± 50 | 2.89 ± 0.06 | −102.87 ± 3.66 | −1.79 ± 0.05 |
| 8320272178144386192 | −22.00544  | −0.03170 | 15.97  | – | 2.90 ± 0.06 | 2.90 ± 0.06 | 5346 ± 62 | 2.85 ± 0.06 | −142.68 ± 2.86 | −2.08 ± 0.13 |
| 157376236757747472 | −10.41675  | −0.24961 | 15.74  | – | 2.90 ± 0.06 | 2.90 ± 0.06 | 506 ± 46  | 1.67 ± 0.05 | −207.65 ± 4.63 | −2.30 ± 0.03 |

In Figure 4 we show the spatial distribution high-probability RGB members. Confirmed RGB members from Li et al. (2018) are shown, as well as all the stars where ISIS or LAMOST DR7 spectra is not available, however only the former has labels corresponding to their ID (see Tab. 1). We limit the spectroscopic samples to the magnitude range of the RGB. We also allow for a fainter selection (black dots) which illustrates the location of the bulk of the SDG-1 stars.

We find two members in the spur region, star #12 which is reported by Li et al. (2018), and #8 closer to the main stream track. We also find stars #16, #17, and #23 to be in the region associated the (lobb/cockoon; Price-Whelan & Bonaca 2018; Malhan et al. 2018). Stars #17, and #23 are the most track deviant GD-1 confirmed member ever detected. We note that very few RGB candidates remain to be followed up in the main body of GD-1, possibly indicating that most RGB belonging to this stream have been found already.
Evidence for C, O, Al and Mg variations in GD1

Table 2. Measured CH and CN indices, derived carbon abundances and corrections (Placco et al. 2014).

| ID | CN  | CH  | A(C) | ΔA(C)corr |
|----|-----|-----|------|-----------|
|    | mag | mag | dex  | dex       |

|    |    |   |   |   |
|----|----|---|---|---|
| 4  | 0.13 ± 0.03 | -0.42 ± 0.04 | 6.67 ± 0.09 | 0.01 |
| 6  | -0.19 ± 0.02 | -0.43 ± 0.03 | 5.62 ± 0.08 | 0.01 |
| 8  | -0.19 ± 0.02 | -0.45 ± 0.04 | 4.42 ± 0.13 | 0.01 |
| 9  | -0.17 ± 0.02 | -0.47 ± 0.02 | 5.39 ± 0.07 | 0.13 |
| 10 | -0.20 ± 0.02 | -0.43 ± 0.03 | 6.99 ± 0.11 | 0.01 |
| 12 | -0.16 ± 0.02 | -0.41 ± 0.02 | 6.09 ± 0.11 | 0.40 |
| 13 | -0.18 ± 0.02 | -0.38 ± 0.03 | 6.47 ± 0.10 | 0.01 |
| 16 | -0.18 ± 0.02 | -0.42 ± 0.03 | 6.43 ± 0.08 | 0.01 |
| 17 | -0.18 ± 0.02 | -0.43 ± 0.03 | 6.76 ± 0.12 | 0.01 |
| 18 | -0.19 ± 0.03 | -0.44 ± 0.04 | 6.74 ± 0.09 | 0.01 |
| 19 | -0.19 ± 0.04 | -0.42 ± 0.04 | 6.64 ± 0.09 | 0.01 |
| 20 | -0.16 ± 0.03 | -0.45 ± 0.04 | 6.50 ± 0.06 | 0.01 |
| 23 | -0.16 ± 0.02 | -0.40 ± 0.03 | 6.39 ± 0.08 | 0.33 |

|    |    |   |   |   |
|----|----|---|---|---|
| 696138a | -0.03 ± 0.10 | -0.40 ± 0.07 | 6.62 ± 0.13 | 0.01 |
| 793099  | -0.13 ± 0.06 | -0.45 ± 0.03 | 6.91 ± 0.13 | 0.01 |
| 793910  | -0.12 ± 0.04 | -0.44 ± 0.04 | 6.73 ± 0.15 | 0.01 |
| 802849  | -0.15 ± 0.05 | -0.44 ± 0.05 | 6.76 ± 0.13 | 0.01 |
| 829645  | -0.15 ± 0.04 | -0.46 ± 0.03 | 6.65 ± 0.19 | 0.01 |
| 832022  | -0.20 ± 0.06 | -0.34 ± 0.04 | 7.14 ± 0.16 | 0.01 |
| 832080b | -0.12 ± 0.04 | -0.44 ± 0.02 | 6.46 ± 0.14 | 0.01 |
| 157376  | -0.12 ± 0.04 | -0.43 ± 0.02 | 6.57 ± 0.15 | 0.01 |
| 157640c | -0.10 ± 0.03 | -0.42 ± 0.03 | 6.43 ± 0.14 | 0.33 |

3 star no. 6 in the ISIS sample, b star no. 13 in the ISIS sample, c star no. 23 in the ISIS sample.

31 CN, CH and Carbon abundances

We have calculated the band strengths S33883 (CN) and CH4300 (CH) to investigate the presence of multiple populations in GD1. This technique has been extensively used for GCs in the Galaxy (e.g. Kayser et al. 2008; Martell & Smith 2009; Pancino et al. 2010; Lardo et al. 2013) and in clusters in dwarf satellites (e.g. Holley-Hock et al. 2017, 2018, 2019; Martocchia et al. 2021). Indicative sensitive to absorption by the 4300Å CH and the 3883Å CN bands were measured as described in Norris & Freeman (1979) and Norris et al. (1981)3. Errors on measurements are calculated assuming Poisson statistics, following Vollmann & Eversberg (2006).

3 The blue-arm ISIS spectra extends to wavelengths where in principle the NH indices could be measured, however the spectra is of too low S/N at those wavelengths.
the case for the CN index. The top left-hand panel of Figure 5 shows that the $y$-intercept of the best fit linear model ($b_0$) is clearly different for the two samples ($b_0 = 0.117 \pm 0.013$ and $-0.033 \pm 0.044$ for ISIS and LAMOST, respectively), whereas its slope is virtually identical. This is likely because the the “one-sided” CN index is more sensitive to factors such as e.g. spectral resolution and quality of the flux calibration than the the “two-sided” CH index. Differences between the measured $\Delta S_{3883}$ (CN) index from the ISIS and LAMOST spectra are of the order of $\Delta S_{3883}$ (CN)$_{\text{ISIS-LAMOST}} = -0.65$ mag for both ISIS stars #13 and #23 (stars 832080 and 157640 in LAMOST, respectively), which is comparable to the observed zero-point between the two data-sets. A larger difference is observed for ISIS star #6 (star 696138 in LAMOST). However the index measurements for this star are also characterised by very large errors, so the observed discrepancy is likely due to the lower quality of the LAMOST spectrum.

Indices corrected for temperature and gravity effects (denoted as $\Delta$CN and $\Delta$CH) have been obtained by subtracting the robust linear models shown in Figure 5 from the computed $S_{3883}$ (CN) and CH4300 indices. Their distribution is plotted in the right-hand panels of Figure 5. In the same panels the $\Delta$CN kernel density distribution is also shown along with the best fit Gaussian. No evidence for intrinsic $\Delta$CN and $\Delta$CH variations that exceed measurement errors can be derived from a careful inspection of the right-hand panels of Figure 5.

We further investigate the presence of any spreads by modelling the distribution in $\Delta$CN, and $\Delta$CH as a 1D normal distribution to our data. Here we assume that for each data point a total dispersion can be computed in the form of $\sigma^2 = \sigma^2_\text{int} + \sigma^2_\text{meas}$, i.e. the sum in quadrature of an intrinsic dispersion and the uncertainty in each $j$-th data point. We fit this distributions to compute a likelihood that is maximized using emcee (Foreman-Mackey et al. 2013). We find and intrinsic dispersion of $\sigma_{\Delta \text{CN}} = 0.011 \pm 0.008$ for $\Delta$CH; and $\sigma_{\Delta \text{CN}} = 0.008 \pm 0.007$ for $\Delta$CN. Both these dispersions are consistent with zero at the a 3-$\sigma$ level. Thus, it is not possible to reveal any sign of CN or CH intrinsic variations among GD1 stars from low-resolution spectra.

Although our ISIS spectra does not have the SNR to provide a reliable nitrogen abundance, it was good enough to derive carbon abundances. These were inferred by fitting observed spectra with synthetic ones in the spectral window from 4200 to 4400 Å. To compute synthetic templates, we adopted the atmospheric parameters and metallicities derived in Sec. 3 and listed in Table 1. Atomic and molecular line lists were taken from the most recent Kurucz compilation from F. Castelli’s website. Model atmospheres were calculated with the ATLAS9 code (Castelli & Kurucz 2004) using the appropriate temperature and surface gravity for each star. We assumed a microturbulent velocity $v_t = 2$ km/s for all the stars. Finally, Kurucz’s SYNTHE code (Kurucz 2005) was used to produce model spectra, which were used in a $\chi^2$ minimisation with the observed spectra to find the absolute carbon abundances, A(C). In order to calculate uncertainties from the fit parameters, we iteratively change

---

4 To produce histograms and kernel distributions for the corrected indices shown in the right-hand panels of Figure 5 we kept measurements from the ISIS data-set only for stars with spectra available in LAMOST.

5 https://wwwuser.oats.inaf.it/castelli/
one parameter by its associated uncertainty and repeat the abundance analysis. Finally, errors introduced by the fitting procedure were estimated by re-fitting a sample of 100 spectra for each star after the introduction of Poissonian noise in the best-fit template.

In the top panel of Figure 6 we show absolute carbon abundances A(C) plotted against surface gravity. Increasing carbon depletion with rising luminosity is clearly observed in the data. This can be interpreted as a signature of a “deep mixing” process that mixes partially processed (carbon-depleted) material of the stellar interior with the unprocessed material at the surface (e.g. Swope & Mengel 1979a; Gratton et al. 2000; Denissenkov & Vandenberg 2003; Martell et al. 2008b). According to Placco et al. (2014), carbon corrections are extremely small (ΔA(C) ≤ 0.02) for the majority of the stars analysed here. Larger corrections (spanning values between ΔA(C) = 0.13-0.40) are only expected for the three brightest stars in the sample. We list the index measurements, carbon abundances along with their associated uncertainties for all targets in Table 2. In the same table we also list a evolutionary phase correction for carbon using the results from Placco et al. (2014).

The distribution of the carbon abundances corrected for evolutionary mixing effects, A(C)cor, is shown in the middle panel of Figure 6 along with its associated kernel distribution and the Gaussian distribution which best fits the data. While most of the stars have A(C)cor values around the median value A(C)cor=6.67 with a small dispersion, there is a clear outlier (star #9) with A(C)cor=5.52±0.07. In the bottom panel of Figure 6 we show the spectrum of star #9 around the CH absorption at 4300Å as well as the spectrum of a star with similar atmospheric parameters but different C abundance (star #12, with A(C)cor=6.49±0.11). The CH band of star #9 looks very weak compared to the stronger absorption observed in star #12. We also show in the same panel the spectra of two fainter objects (star #18 and #20) with nearly identical stellar parameters yet different C content (A(C)cor=6.75±0.09 and A(C)cor=6.51±0.06 for star #18 and #20, respectively). A difference in the CH absorption region is observed also in this case. Visual inspection of the bottom panel of Figure 6 suggests that the intrinsic variations in carbon abundances may be present in the analysed sample. We define C-rich/poor with respect to the median A(C)cor value and use different symbols to plot C-rich and C-poor stars in the top panel of Figure 6.

In order to quantitatively assess the presence of an intrinsic spread in carbon, we also repeated our 1-D normal distribution model fit to the corrected A(C) measurements. This time we find that an intrinsic dispersion of σ_{O,C} = 0.32 ± 0.06. Given that star #9 is an outlier, we also repeat the fit without it, and find σ_{O,C} = 0.13 ± 0.04. This point towards some intrinsic dispersion in the C-abundance of GD-1 stars at a ∼ 3σ level.

To summarise, we found no statistically significant spreads in the CN and CH indices among the observed RGB stars of GD-1. However, we find evidence for a significant C-abundance spread.

Finally we note that we found no obvious evidence for a spatial segregation of stars with high/low C-abundance. This is supported by a 2-sample Kolmogorov–Smirnov i (KS) test, which suggested that the C-poor and rich populations are drawn from the same distribution in φ₁ and φ₂ = f(φ₁). This would indicate that GD-1’s progenitor was fully mixed by the time it started forming the stream. Although a deeper and more homogeneous coverage of the stream would be desirable to investigate this further.

**Figure 6.** The top panels shows the measured absolute carbon abundances A(C) for all red giants in the sample, with stars identified as C-rich/poor with respect to the median A(C)cor value (see text) shown as filled/empty symbols. The three large squares represent the mean and standard error in the luminosity bins: log(g) > 2.75, 2.0 ≤ log(g) ≤ 2.75, and log(g) < 2.0. There is evidence for some deep mixing: stars in the brightest bin have on average lower carbon abundances than fainter stars. The middle panel shows the histograms and the associated kernel distribution (solid black line) of the absolute carbon abundances corrected for evolutionary effects as in Placco et al. (2014). The dashed line represents the Gaussian distribution that best fits the data. The bottom panel shows spectra of stars with similar atmospheric parameters yet very different C content (see legend). C-rich star spectra are in black, whereas the spectra of C-poor stars are plotted in grey.

**4 APOGEE ABUNDANCES**

When we crossmatched our sample of bona fide GD-1 RGB candidates with the DR16 catalogue of APOGEE (Majewski et al. 2017; Ahumada et al. 2020) we found two GD-1 stars in common, stars #4 and #9 (both of these have also blue spectra, see Table 1). Unfortunately APOGEE does not report [C/Fe] or [N/Fe] measurements for these stars. However, it does provide measurements for [O/Fe], [Al/Fe] and [Mg/Fe] (also know to change from star to star in globular clusters). In Table 3 we summarize the relevant parameters inferred by APOGEE. Overall we found that the stellar parameters and velocities inferred by APOGEE are consistent with our independent measurements described in the previous sections.

The APOGEE abundances of these GD-1 stars show variations
Table 3. APOGEE parameters.

| ID    | T_\text{eff} | log\,g | V_\text{hel} | [Fe/H] | [Mg/Fe] | [Al/Fe] |
|-------|---------------|--------|---------------|--------|---------|---------|
| 4     | 5099 ± 1.6G   | 2.9 ± 0.11 | 18.35 ± 0.11 | -2.18 ± 0.02 | 0.73 ± 0.03 | 0.55 ± 0.04 | -0.11 ± 0.01 |
| 8     | 4549 ± 0.8G   | 2.72 ± 0.10 | 12.38 ± 0.11 | -2.27 ± 0.04 | 0.30 ± 0.11 | 0.23 ± 0.07 | 0.10 ± 0.07 |

Figure 7. Al, Mg and O abundance from APOGEE DR16. In colour, we show a sample of metal-poor globular cluster stars. In white symbols show GD-1 members #4 and #9. Star #9 is also the one with the lowest C-abundance in our sample.

in [O/Fe], [Mg/Fe] and [Al/Fe] at the ∼ 2.0σ, ∼ 4.0σ and ∼ 4.3σ levels. In Figure 7 we show the abundances of these GD-1 stars (white symbols) as well as the APOGEE abundances of some Galactic globular clusters with similar metallicity (coloured symbols). This figure shows that the abundance patterns found in GD-1 and Galactic globular clusters of similar metallicity follow a similar behaviour. In particular we note that star #9, i.e. the star with the lowest C-abundance (see previous section), is also the one with the lowest [O/Fe] and [Mg/Fe] and highest [Al/Fe] as expected in globular cluster stars (see Charbonnel 2016; Bastian & Lardo 2018; Gratton et al. 2019).

5 DISCUSSION AND CONCLUSION

We demonstrate that a selection method using a combination of optical and (near) UV colours is very successful in identifying RGB members of GD-1, selected according to Gaia eDR3 PM. In this particular case, we have an 81% success rate, which we attribute to the relatively low-metallicity of GD-1 rendering its RGB colour bluer than the bulk of the field population.

We are able to find members associated with off-stream features (spur and bolo cocoon). We highlight star #23 and #17, which lie 1.9° and 2.6° away from GD-1 respectively. These two stars are the furthest any confirmed GD-1 member has ever been found. Albeit being far from the stream we find no significant velocity offset between the literature GD-1 orbit and these off-stream stars. There are several scenarios for the formation of such features (e.g. Erkal et al. 2016; Bonaca & Hogg 2018; Malhan et al. 2018), these all predict very small velocity offset, which is in agreement with what we observe here.

The study of Galactic and M31 globular clusters have revealed that the more massive clusters show stronger signs of abundance variations than low mass clusters (e.g. Monelli et al. 2013; Schiavon et al. 2013). This is likely a consequence that for the most massive clusters the fraction of stars with anomalous abundance is larger and the magnitude of the abundance variations is stronger (see Milone et al. 2017). The scaling relation between the way the MPs manifest and the mass of a GC could serve as an independent proxy for stream progenitor masses in the future.

Similarly, it has also been shown that for metal poor GCs, smaller variations in CN are expected as a consequence of the inefficiency to form this molecule (Martell et al. 2008a). Both effects combined, i.e. a low ∼ 10^5 M_\odot mass and low metallicity [Fe/H] ∼ −2.1 dex, forecast that any manifestations of the MPs in GD-1 are likely to be subtle.

In our analysis, we find no evidence for a significant spread in CN or CH with the current (large) uncertainties. However, we do find evidence for an intrinsic spread in C-abundances, this detection is significant (at the ∼ 99% level) even when we remove star #9, which seems to be an outlier in A(C). We observed no evidence for spatial segregation of stars with different C-abundances in our sample, however, future studies with a more homogeneous coverage of the stream should be able to address this more robustly.

The lack of detectable nitrogen variations in stars with intrinsic spread in carbon is not surprising. First, double-metal molecules like CN are particularly difficult to observe at the overall low-metallicity of GD-1 because their absorption strengths rapidly decline with decreasing metallicity and their formation may be partially inhibited even in the presence of substantial [C/Fe] and [N/Fe] differences (e.g. Sneden 1974; Langer et al. 1992). Secondly, their formation depends both on carbon and nitrogen abundances. Deep mixing scenarios predict that mixing efficiency should be high at low-metallicities (e.g. Sweigart & Mengel 1979b). Thus, evolved stars in a low-metallicity cluster like GD-1 will be also depleted in carbon and enhanced in nitrogen because of the dredge-up of CNO processed material. If nitrogen becomes more abundant than carbon as a result of this process, the CN band strength no longer scale monotonically with N abundance and can even decline with rising luminosity (e.g. Smith & Bell 1986; Martell et al. 2008a; Lee & Sneden 2021). As a consequence, in the low-metallicity regime, the CN index has only limited sensitivity to variations in nitrogen (see Fig. 9 of Martell et al. 2008a). On the contrary, absorption features of single-metal molecules like CH do not weaken as much with decreasing metallicity, thus they still trace carbon variations at metallicities [Fe/H] < −2.0.

We find that two of our confirmed GD-1 members are in the APOGEE DR16 sample. These stars show similar O, Mg and Al abundance variations as the ones found in metal poor Galactic globular clusters in APOGEE. With the GD-1 star with the highest Al abundance also being the one with the lowest C, O and Mg abundances. This suggests that GD-1 also manifests the multiple stellar population phenomenon characteristic of more massive, undissolved globular clusters.

If the MPs signal is confirmed, it would make GD-1 the lowest mass GC in the [Fe/H] < −2.0 regime to have displayed the phenomenon. This has implications both to the different scenarios for MPs and to the origin of GD-1. In some scenarios (e.g. Elmegreen 2017; Gieles et al. 2018), the formation of MPs is closely tied to a high gas density/pressure environment, thus not allowing for such a low initial mass system as GD-1 to have formed in those conditions. One could argue that GD-1’s initial mass – as inferred by Webb & Bovy (2019) or de Boer et al. (2020) – depends on the mass-loss while orbiting the Galaxy. It is possible that GD-1 belonged to an accreted host galaxy, and had some of its mass stripped while in the original host. In this case, it could place it in an initial mass range compatible with Galactic GCs. To confirm the accreted scenario, observing the remnant of the host would be crucial to date the time of accretion and host mass, allowing for stronger constraints on GD-1’s initial mass.
Evidence for C, O, Al and Mg variations in GD1

Even though Gaia helped immensely the target selection for streams, looking for additional evidence of light element spreads and for the possible host galaxy that brought GD-1 into the Galaxy will be a task for future large high multiplexing spectroscopic surveys. In the near-future, we expect WEAVE (Dalton et al. 2016), to observe all of GD-1’s RGB members in high/medium resolution, and provide insight into MPs in this stream and their spatial distribution. Using the same target selection technique used here, we expect to target up to 100 GD-1 members per linear degree in WEAVE’s low-resolution halo survey. This work is the first study of the MPs phenomena for a completely dissolved GC and we show the potential for using streams to open up a new region of parameters space, not available in the local Universe population of GCs.

We also point out, that for more metal rich streams, where the CN band is stronger, may be promising targets since their RGBs will split into multiple components in C\text{CN} space, allowing for the study of the distribution of different populations along the stream using photometry alone.

Finally, we would like to mention that our findings support the idea that the small number (few percent) of halo field stars known to display chemical patterns characteristic of globular cluster stars, originated from disrupted/disrupting globular cluster (e.g. Martell et al. 2016; Schiavon et al. 2017; Koch et al. 2019; Hanke et al. 2020; Horta et al. 2021).
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