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ABSTRACT

Several recent studies have demonstrated that attention-based networks, such as Vision Transformer (ViT), can outperform Convolutional Neural Networks (CNNs) on several computer vision tasks without using convolutional layers. This naturally leads to the following questions: Can a self-attention layer of ViT express any convolution operation? In this work, we prove that a single ViT layer with image patches as the input can perform any convolution operation constructively, where the multi-head attention mechanism and the relative positional encoding play essential roles. We further provide a lower bound on the number of heads for Vision Transformers to express CNNs. Corresponding with our analysis, experimental results show that the construction in our proof can help inject convolutional bias into Transformers and significantly improve the performance of ViT in low data regimes.

1 Introduction

Recently, the Transformer (Vaswani et al., 2017) architecture has achieved great success in vision after it dominates the language domain (Devlin et al., 2019; Liu et al., 2019). Equipped with large-scale pre-training or several improved training strategies, the Vision Transformer (ViT) can outperform CNNs on a variety of challenging vision tasks (Dosovitskiy et al., 2021; Touvron et al., 2021; Liu et al., 2021; Chen et al., 2021). As Transformer takes 1D sequences of tokens as input, the common manner to transform a 2D image into such a 1D sequence is introduced by Dosovitskiy et al. (2021): An image \( X \in \mathbb{R}^{H \times W \times C} \) is reshaped into a sequence of flattened patches \( \tilde{X} \in \mathbb{R}^{N \times P^2 \times C} \), where \( H, W, C \) are the image height, width, channel, \( P \) is the patch resolution, and \( N = HW/P^2 \) is the sequence length. By using specific positional encoding to encode spatial relationship between patches, a standard Transformer can therefore be used in the vision domain.

It has been observed that when there is sufficient training data, ViT can dramatically outperform convolution-based neural network models (Dosovitskiy et al., 2021) (e.g., 85.6% vs 83.3% ImageNet top-1 accuracy for ViT-L/16 and ResNet-152x2 when pre-trained on JFT-300M). However, ViT still performs worse than CNN when trained on smaller-scale datasets such as CIFAR-100. Motivated by these observations, it becomes natural to compare the expressive power of Transformer and CNN. Intuitively, a Transformer layer is more powerful since the self-attention mechanism enables context-dependent weighting while a convolution can only capture local features. However, it is still unclear whether a Transformer layer is strictly more powerful than convolution. In other words:

Can a self-attention layer of ViT (with image patches as input) express any convolution operation?

A partial answer has been given by Cordonnier et al. (2020). They showed that a self-attention layer with a sufficient number of heads can express convolution, but they only focused on the settings where the input to the attention layer is the representations of pixels, which is impractical due to extremely long input sequence and huge memory cost. In Vision Transformer and most of its variants (Touvron et al., 2021; Dosovitskiy et al., 2021; D’Ascoli et al., 2021), the input is the representations of non-overlapping image patches instead of pixels. As a convolution operation can
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involves pixels across patch boundaries, whether a self-attention layer in ViT can express convolution is still unknown.

In this work, we give an affirmative answer to the above-mentioned question. We formally prove that a ViT layer with relative positional encoding and sufficient attention heads can express any convolution even when the input is image patches. This implies that the poor performance of ViT on small datasets is mainly due to its generalization ability instead of expressive power. We further provide a lower bound on the number of heads required for transforming convolution into a self-attention layer. Based on our theoretical findings, we propose a two-phase training pipeline to inject convolutional bias into Vision Transformers, and empirically demonstrate its effectiveness in low data regimes.

The contributions of this paper are summarized below.

- We provide a constructive proof to show that a 9-head self-attention layer in Vision Transformers with image patch as the input can perform any convolution operation, where the key insight is to leverage the multi-head attention mechanism and relative positional encoding to aggregate features for computing convolution.
- We prove lower bounds on the number of heads for self-attention layers to express convolution operation, for both the patch input and the pixel input setting. This result shows that the construction in the above-mentioned constructive proof is optimal in terms of the number of heads. Specifically, we show that 9 heads are both necessary and sufficient for a self-attention layer with patch input to express convolution with a $K \times K$ kernel, while a self-attention layer with pixel input must need $K^2$ heads to do so. Therefore, Vision Transformers with patch input are more head-efficient than pixel input when expressing convolution.
- We propose a two-phase training pipeline for Vision Transformers. The key component in this pipeline is to initialize ViT from a well-trained CNN using the construction in our theoretical proof. We empirically show that with the proposed training pipeline that explicitly injects the convolutional bias, ViT can achieve much better performance compared with models trained with random initialization in low data regimes.

2 Preliminaries

In this section, we recap the preliminaries of Convolutional Neural Networks and Vision Transformers, and define the notations used in our theoretical analysis. We use bold upper-case letters to denote matrices and tensors, and bold lower-case letters to denote vectors. Let $[m] = \{1, 2, \cdots, m\}$. The indicator function of $A$ is denoted by $1_A$.

2.1 Convolutional Neural Networks

Convolutional Neural Networks (CNNs) are widely used in computer vision tasks, in which the convolutional layer is the key component.

**Convolutional layer.** Given an image $X \in \mathbb{R}^{H \times W \times C}$, the output of a convolutional layer for pixel $(i, j)$ is given by

$$\text{Conv}(X)_{i,j} = \sum_{(\delta_1, \delta_2) \in \Delta} X_{i+\delta_1, j+\delta_2} W^C_{\delta_1, \delta_2, \cdots, \cdot}$$  \hspace{1cm} (1)

where $W^C \in \mathbb{R}^{K \times K \times C \times D_{out}}$ is the learnable convolutional kernel, $K$ is the size of the kernel and the set $\Delta = \{-[K/2], \cdots, [K/2]\} \times \{-[K/2], \cdots, [K/2]\}$ is the receptive field.

2.2 Vision Transformers

A Vision Transformer takes sequences of image patches as input. It usually begins with a patch projection layer, followed by a stack of Transformer layers. A Transformer layer contains two sub-layers: the multi-head self-attention (MHSA) sub-layer and the feed-forward network (FFN) sub-layer. Residual connection [He et al., 2016] and layer normalization [Lei Ba et al., 2016] are applied for both sub-layers individually. Some important components are detailed as follows:
**Patch input.** Consider an input image $X \in \mathbb{R}^{H \times W \times C}$, where $H, W, C$ is the image height, width and channel. To feed it into a Vision Transformer, it is reshaped into a sequence of flattened patches $\tilde{X} \in \mathbb{R}^{N \times P^2 C}$, where $P$ is the patch resolution, and $N = HW/P^2$ is the sequence length. Formally, a flattened patch is defined as $\tilde{X}_{i, \cdot} = \text{concat}(X_{h_{i1}, w_{i1}}, \ldots, X_{h_{iP}, w_{iP}}, \ldots)$, where $(h_{i1}, w_{i1}), \ldots, (h_{iP}, w_{iP})$ are the positions of pixels in the $i$-th patch. Then a linear projection is applied on all flattened patches to obtain the input to the Transformer.

**Multi-head self-attention (MHSA) layer.** The attention module is formulated as querying a dictionary with key-value pairs, i.e., $\text{Attention}(Q, K, V) = \text{softmax}\left(\frac{QK^\top}{\sqrt{d}}\right)V$, where $d$ is the dimension of the hidden representations, and $Q, K, V$ are referred to as queries, keys and values that are all produced by linearly projecting the output of the previous layer. The multi-head variant of the attention module is popularly used because it allows the model to jointly learn the information from different representation sub-spaces. Formally, an MHSA layer with input $H \in \mathbb{R}^{N \times d}$ is defined as:

$$\text{MHSA}(H) = \text{concat}(\text{SA}_1(H), \ldots, \text{SA}_{N_H}(H))W^O = \sum_{k=1}^{N_H} \text{SA}_k(H)W^O_k$$ (2)

$$\text{SA}_k(H) = \text{Attention}(HW^Q_k, HW^K_k, HW^V_k)$$ (3)

where $W^Q_k, W^K_k, W^V_k \in \mathbb{R}^{d \times d_H}$ and $W^O = (W^O_1, \ldots, W^O_{N_H})^\top \in \mathbb{R}^{N_H d_H \times d_O}$ are learnable projection matrices. $N_H$ is the number of heads, $d_H$ is the size of each head, and $d_O$ is the dimensionality of the output.

**Relative positional encoding.** Many Vision Transformer models adopt a learnable relative position bias term in computing self-attention scores: $\text{Attention}(Q, K, V) = \text{softmax}\left(\frac{QK^\top}{\sqrt{d}} + B\right)V$, (4)

where $B_{i,j}$ only depends on the relative position between the $i$-th patch (query patch) and the $j$-th patch (key patch). More specifically, assume the position of the $i$-th patch is $(x_i, y_i)$, then $B_{i,j} = b(x_i - x_j, y_i - y_j)$. For $-\frac{H}{P} + 1 \leq x \leq \frac{H}{P} - 1$ and $-\frac{W}{P} + 1 \leq y \leq \frac{W}{P} - 1$, $b(x, y)$ is a trainable scalar.

### 3 Expressing Convolution with the MHSA Layer

In this section, we consider the question of using the MHSA layer in Vision Transformers to express a convolutional layer. We mainly focus on the patch-input setting, which is more realistic for current ViTs. First, we show that a MHSA layer in Vision Transformers can express a convolutional layer in the patch-input setting (Theorem 1). Second, we prove lower bounds on the number of heads for self-attention layers to express the convolution operation for both patch and pixel input settings, which demonstrates that the number of heads required in Theorem 1 is optimal. Putting the representation theorem and the lower bounds together, we conclude that MHSA layers with patch input are more head-efficient in expressing convolutions. The dependency on the number of heads is more feasible in the patch-input setting for Vision Transformers in practice.

#### 3.1 An MHSA Layer with Enough Heads Can Express a Convolutional Layer

Our main result in this subsection is that an MHSA layer can express convolution under mild assumptions in the patch-input setting. To be precise, we present the following theorem:

**Theorem 1.** In the patch-input setting, assume $d_H \geq d$ and $d_O \geq P^2 D_{out}$. Then a multi-head self-attention layer with $N_H = \left(2 \left\lceil \frac{K-1}{2P} \right\rceil + 1\right)^2$ heads and relative positional encoding can express any convolutional layer of kernel size $K \times K$, and $D_{out}$ output channels.

---

For simplicity, the bias terms of linear projections are omitted.
The patch input poses the major difficulty in proving this result: The convolution operation can involve pixels across patch boundaries, which makes the problem complicated. To address this, we first aggregate the information from all the relevant patches for calculating the convolution by leveraging the relative positional encoding and multi-head mechanism, and then apply a linear projection on the aggregated features. This idea leads to a constructive proof.

**Proof sketch of Theorem 1** Note that the attention calculation with relative positional encoding can be dissected into a context-aware part (which depends on all the input tokens) and a positional attention part (which is agnostic to the input): In Equation 1, \( QK^\top \) and \( B \) correspond to the context-aware part and the positional attention part respectively. Since convolution is context-agnostic by nature, we set \( W^Q_k = W^K_k = 0 \) (\( \forall k \in [N_H] \)) and purely rely on the positional attention in the proof. Given any relative position \( \delta \) between two patches, we force the query patch to focus on *exactly one key patch*, such that the relative position between the query and the key is \( \delta \). We elaborate on this argument in Lemma 2.

**Lemma 2.** For any relative position \( \delta \) between two patches, there exists a relative positional encoding scheme \( B \) such that softmax(\( B_{q,k} \)) = 1{\( q = k\delta \)}, where \( q, k \) are the index of the query/key patch.

Let the receptive field of a given patch in \( K \times K \) convolution be the set of patches that contain at least one pixel in the receptive field of any pixel in the given patch. Then it’s easy to see that the relative position between a given patch and the patches in its receptive field are

\[
\Delta = \left\{ -\left\lceil \frac{K-1}{2P} \right\rceil, \ldots, -\left\lfloor \frac{K-1}{2P} \right\rfloor \right\} \times \left\{ -\left\lceil \frac{K-1}{2P} \right\rceil, \ldots, -\left\lfloor \frac{K-1}{2P} \right\rfloor \right\}.
\]

With Lemma 2 we can force the query patch to attend to the patch at a given relative position in \( \Delta \) in each head. By setting \( W^O_k = (I_d, 0_{d \times (d_H - d)}) \), the hidden representation (before the final projection \( W^O \)) of the query patch contains the features of all the patches in its receptive field.

Finally, by the linearity of convolution, we can properly set the weights in \( W^O \) based on the convolution kernel, such that the final output is equivalent to that of the convolution for any pixel, which concludes the proof. We refer the readers interested in a formal proof to Appendix A.2.

**Remark on the positional encoding.** In this result, we focus on a specific form of relative positional encoding. In fact, Theorem 1 holds as long as the positional encoding satisfies the property in Lemma 2. It’s easy to check that a wide range of positional encoding have such property (Dai et al., 2019; Raffel et al., 2020; Ke et al., 2020; Liu et al., 2021), so our result is general.

However, our construction does not apply to MHSA layers that only use absolute positional encoding. In the proof, we need a separate context-agnostic term in calculating attention scores. However, absolute positional encoding, which is typically added to the input representation, cannot be separated from context-dependent information and generate the desired attention pattern in Lemma 2.

**Remark on the pixel-input setting.** It should be noted that the pixel-input setting is a special case of the analyzed patch-input setting, since patches become pixels when patch resolution \( P = 1 \). Therefore, the result in Cordonnier et al. (2020) can be viewed as a natural corollary of Theorem 1.

**Corollary 3.** In the pixel-input setting, a multi-head self-attention layer with \( N_H = K^2 \) heads of dimension \( d_H \), output dimension \( d_O \) and relative positional encodings can express any convolutional layer of kernel size \( K \times K \) and \( \min\{d_H, d_O\} \) output channels.

**Practical implications of Theorem 1.** For Vision Transformers and CNNs used in practice, we typically have \( K < 2P \), e.g., \( P \geq 16 \) in most Vision Transformers, and \( K = 3, 5, 7 \) in most CNNs. Thus, the following corollary is more practical:

**Corollary 4.** In the patch-input setting, assume \( K < 2P \), \( d_H \geq d \) and \( d_O \geq P^2 D_{out} \). Then a multi-head self-attention layer with 9 heads and relative positional encoding can express any convolutional layer of kernel size \( K \times K \) and \( D_{out} \) output channels.
Another thing that would be important from a practical perspective is that Theorem 1 can be generalized to other forms of convolution operations, although we focus on the simplest formulation defined in Equation 1. For example, people sometimes use convolution with stride greater than 1, or dilated convolution (Yu & Koltun, 2015) in practice. This theorem can be easily generalized to these cases. Intuitively, we only use the linearity of convolution in our proof, so any variant of convolution that preserves this property can be expressed by MHSA layers according to our construction.

3.2 AN MHSA LAYER WITH INSUFFICIENT HEADS CANNOT EXPRESS CONVOLUTION

It’s noticeable that the multi-head mechanism plays an essential role in the constructive proof of Theorem 1. Thus, it’s natural to ask whether the dependency on the number of heads is optimal in the theorem. In this part, we present lower bounds on the number of heads required for an MHSA layer to express convolution in both pixel-input and patch-input setting, highlighting the importance of the multi-head mechanism and showing the optimality of our construction in the previous proof.

3.2.1 THE PIXEL-INPUT SETTING

We first show that the dependency on the number of heads in Corollary 3 is optimal, i.e., an MHSA layer must need $K^2$ heads to express convolution of kernel size $K \times K$.

**Theorem 5.** In the pixel-input setting, suppose $N_H < \min\{K^2, d\}$. There exists a convolutional kernel weight $W^C \in \mathbb{R}^{K \times K \times d \times D_{out}}$ such that any MHSA layer with $N_H$ heads and relative positional encoding cannot express $\text{conv}(\cdot; W^C)$.

**Proof.** We will prove the theorem in the case where $D_{out} = 1$ by contradiction, and consequently the result will hold for any $D_{out} \in \mathbb{N}^*$. Since $D_{out} = 1$, we view $W^C$ as a three-dimensional tensor. In the convolutional layer, consider the output representation of the pixel at position $\gamma \in [H] \times [W]$: 

$$\text{conv}(X; W^C)_\gamma = \sum_{\delta} \sum_{i = 1}^{d} X_{\gamma + \delta,i} W^C_{\delta,i},$$

(6)

where $\Delta = \{-[K/2], \cdots, [K/2]\} \times \{-[K/2], \cdots, [K/2]\}$.

In the MHSA layer, assume the attention score between the query pixel $\gamma$ and the key pixel $\gamma + \delta$ in the $k$-th head is $a^k_\delta(\gamma)$. Let $W^k\gamma W^O_k = w^k = (w^k_1, \cdots, w^k_D) \in \mathbb{R}^{d \times D_{out}}$ (recall that $C_{out} = 1$). Then, the output representation of the pixel at position $\gamma \in [H] \times [W]$ is

$$\text{MHSA}(X)_\gamma = \sum_{k = 1}^{N_H} \sum_{\delta} a^k_\delta(\gamma) \sum_{i = 1}^{d} X_{\gamma + \delta,i} w^k_i = \sum_{\delta} \sum_{i = 1}^{d} X_{\gamma + \delta,i} \sum_{k = 1}^{N_H} a^k_\delta(\gamma) w^k_i.$$ 

(7)

Putting Equation 6 and 7 together, in order to ensure $\text{conv}(X, W^C)_\gamma = \text{MHSA}(X)_\gamma$, we have

$$W^C_{\delta,i} = \sum_{k = 1}^{N_H} a^k_\delta(\gamma) w^k_i \quad (\forall \delta \in \Delta, i \in [d]) \Rightarrow \tilde{W}^C = \sum_{k = 1}^{N_H} a^k(\gamma) w^{kT},$$

(8)

where $a^k(\gamma) = (a^k_\delta(\gamma))_{\delta \in \Delta} \in \mathbb{R}^{K^2}$ is a row vector for any $k \in [N_H]$, and $\tilde{W}^C \in \mathbb{R}^{K^2 \times d}$ is reshaped from the weights $W^C \in \mathbb{R}^{K \times K \times d \times 1}$.

Note that

$$\text{rank} \left( \sum_{k = 1}^{N_H} a^k(\gamma) w^{kT} \right) \leq N_H < \min\{K^2, d\}.$$ 

(9)

By properly choosing convolutional kernel weights $W^C$ such that $\text{rank}(\tilde{W}^C) = \min\{K^2, d\}$, we conclude the proof by contradiction. $\square$

**Remark.** For Vision Transformers and CNNs used in practice, we typically have $\min\{K^2, d\} = K^2$. Thus this result shows that $K^2$ heads are necessary, and Corollary 3 is optimal in terms of the number of heads.
3.2.2 The Patch-Input Setting

In the patch-input setting, we show that at least 9 heads are needed for MHSA layers to perform convolution.

**Theorem 6.** In the patch-input setting, suppose \( K \geq 3 \) and \( N_H \leq 8 \). There exists a convolutional kernel weight \( W^C \in \mathbb{R}^{K \times K \times d_I \times d_{out}} \), such that any MHSA layer with \( N_H \) heads and relative positional encoding cannot express \( \text{conv}(\cdot; W^C) \).

Similar to Theorem 5, this theorem is also proven with a rank-based argument. However, the proof requires more complicated techniques to deal with the patch input, so we defer it to Appendix A.3.

**Remark.** This result shows that Corollary 4 is also optimal in terms of the number of heads in practical cases.

Discussions on the theoretical findings. Our findings clearly demonstrate the difference between the pixel-input and patch-input setting: patch input makes self-attention require less heads to perform convolution compared to pixel input, especially when \( K \) is large. For example, according to Theorem 5, MHSA layers with pixel input need at least 25 heads to perform \( 5 \times 5 \) convolution, while those with patch input only need 9 heads. Usually the number of heads in a MHSA layer is small in Vision Transformers, e.g., there are only 12 heads in ViT-base. Therefore, our theory is realistic and aligns well with practical settings.

4 Two-Phase Training of Vision Transformers

Our theoretical results provide a construction that allows MHSA layers to express convolution. In this section, we propose a two-phase training pipeline for Vision Transformers which takes advantage of the construction. Then we conduct experiments using this pipeline and demonstrate that our theoretical insight can be used to inject convolutional bias to Vision Transformers and improve their performance in low data regimes. We also discuss additional benefits of the proposed training pipeline from the optimization perspective. Finally, we conclude this section with a discussion on the limitation of our method.

4.1 Method and Implementation Details

**Two-phase training pipeline.** Inspired by the theoretical findings, we propose a two-phase training pipeline for Vision Transformers in the low data regime, which is illustrated in Figure 1. Specifically, we first train a “convolutional” variant of Vision Transformers, where the MHSA layer is replaced by a \( K \times K \) convolutional layer. We refer to this as the convolution phase of training. After that, we transfer the weights in the pre-trained model to a Transformer model, and continue training the model on the same dataset. We refer to this as the self-attention phase of training. The non-trivial step in the pipeline is to initialize MHSA layers from well-trained convolutional layers, and we utilize the construction in the proof of Theorem 1 to do so. Due to the existence of the convolution phase, we cannot use a \([\text{cls}]\) token for classification. Instead, we follow Liu et al. (2021) to perform image classification by applying global average pooling over the output of the last layer, followed by a linear classifier. This method is commonly used in CNNs for image classification.

Intuitively, in the convolution phase, the model learns a “convolutional neural network” on the data and enjoys the inductive bias including locality and spatial invariance which makes learning easier. In the self-attention phase, the model mimics the pre-trained CNN in the beginning, and gradually learns to leverage the flexibility and strong expressive power of self-attention.

**Implementation details.** While our theory focuses on a single MHSA layer, we experiment with 6-layer Vision Transformers to show that our theoretical insight still applies when there are stacked Transformer layers. We focus on the low-data regime and train our model on CIFAR-100 (Krizhevsky et al., 2009). The input resolution is set to 224, and the patch resolution \( P \) is set to 16.

In the convolution phase, we experiment models with convolutional kernel size \( K = 3 \) and \( 5 \). To apply our theory, in the self-attention phase, the number of attention heads \( N_H \) is set to 9. The input and output dimension of MHSA layers \( d \) and \( d_{out} \) are both set to 768. The size of each head \( d_H \) is
set to 768. The dimension of feed-forward layer $d_{FFN}$ is set to 3072. Detailed descriptions of the experimental settings are presented in Appendix B.

### 4.2 Experimental Results

For ease of illustration, we name our models as CMHSA-$K$ (Convolutionalized MHSA) where $K$ is the size of the convolutional kernel in the first training phase. To demonstrate the effectiveness of our approach, we choose several baselines models for comparison:

- ViT-base proposed in (Dosovitskiy et al., 2021), which applies Transformers on image classification straightforwardly.
- DeiT-small and DeiT-base proposed in Touvron et al. (2021), which largely improve the performance of ViT using strong data augmentation and sophisticated regularization.
- CMHSA trained only in convolution phase or self-attention phase. When training directly in self-attention phase, the model is initialized randomly. In Table 1, CMHSA-$K$ (1st phase) refers to models trained only in convolution phase, and CMHSA (2nd phase) refers to models trained only in self-attention phase (Note that $K$ is irrelevant in this case).

To ensure a fair comparison, all the baseline models are trained for 400 epochs, while our models are trained for 200 epochs in each phase.

The experimental results are shown in Table 1. We evaluate the performance of the models in terms of both test accuracy and training cost, and make the following observations on the results:

**The proposed two-phase training pipeline largely improves performance.** It’s easy to see that DeiTs clearly outperform ViT, demonstrating the effectiveness of the training strategy employed by DeiT. Furthermore, our models with two-phase training pipeline outperform DeiTs by a large margin, e.g., the top-1 accuracy of our CMHSA-5 model is nearly 9% higher than that of DeiT-base. This demonstrates that the proposed training pipeline can provide further performance gain on top of the data augmentation and regularization techniques in the low-data regime.

**Both training phases are important.** From the last 5 rows of Table 1, we can see that under the same number of epochs, CMHSAs trained with only one phase always underperform those trained with both two phases. The test accuracy of CMHSA (2nd phase), which is a randomly initialized CMHSA trained for 400 epochs, is much lower than that of our final models (which are trained in both two phases). Therefore, the convolutional bias transferred from the first phase is crucial for the model to achieve good performance. Besides, the models trained only in the first phase are also
Table 1: Experimental results on CIFAR-100 dataset.

| Model            | L  | $N_H$ | $d$  | $d_{FFN}$ | Top-1 | Top-5 | Training time |
|------------------|----|-------|------|-----------|-------|-------|---------------|
| ViT-base         | 12 | 12    | 768  | 3072      | 60.90 | 86.66 | 1.00×         |
| DeiT-small       | 12 | 6     | 384  | 1536      | 71.83 | 90.99 | 0.57×         |
| DeiT-base        | 12 | 12    | 768  | 3072      | 69.98 | 88.91 | 1.00×         |
| CMHSA-3 (1st phase) | 6 | —     | 768  | 3072      | 76.07 | 93.03 | 0.45×         |
| CMHSA-5 (1st phase) | 6 | —     | 768  | 3072      | 76.12 | 93.13 | 0.49×         |
| CMHSA (2nd phase) | 6 | 9     | 768  | 3072      | 69.83 | 91.39 | 1.48×         |
| CMHSA-3 (ours)   | 6 | 9     | 768  | 3072      | 76.72 | 93.74 | 0.96×         |
| CMHSA-5 (ours)   | 6 | 9     | 768  | 3072      | 78.74 | 94.40 | 0.98×         |

worse than our final models. For example, CMHSA-5 outperforms CMHSA-5 (1st phase) by 2.62%. This shows that the second phase enables the model to utilize the flexibility of MHSA layers to learn better representations, achieving further improvements upon the convolutional inductive bias.

The convolutional phase helps to accelerate training. Training of Transformers is usually time-consuming due to the high computational complexity of the MHSA module. In contrast, CNNs enjoy much faster training and inference speed. In our proposed training pipeline, the convolution phase is very efficient. Although the self-attention phase is slightly slower, we can still finish 400 epochs of training using less time compared with DeiT-base. In Table 1 it is clear that our model significantly outperforms other models with a comparable training time.

4.3 ADDITIONAL BENEFITS OF THE TWO-PHASE TRAINING PIPELINE

As mentioned above, the two-phase training pipeline helps improve training efficiency and test accuracy of Vision Transformers. In this subsection we emphasize an additional benefit of the method:

The injected convolutional bias makes the optimization process easier, allowing us to remove the warm-up epochs in training.

The warm-up stage is crucial to stabilize the training of Transformers and improve the final performance, but it also slows down the optimization and brings more hyperparameter tuning. We empirically show that, when initialized with a pretrained CNN, our CMHSA model can be trained without warm-up and still obtains competitive performance.

We train CMHSA in the self-attention phase with pretrained convolution-phase initialization and random initialization, and show the loss curves of the first 100 epochs in Figure 2. In the figure, the x-axis indicates the number of epoch and the y-axis indicates the validation loss. "Convolutional Initialization" refers to the models initialized from a pretrained convolution-phase, while "Random Initialization" refers to the models initialized randomly. The only difference in experimental setting between the “w/o warm up” and “w/ warm up” curves is whether a warm-up stage is applied, and all the other hyperparameters are unchanged.

From Figure 2 we can see that when CMHSA is initialized randomly in the self-attention phase, the training is ineffective without the warm-up stage. For example, it takes nearly 80 epochs for the model without warm-up stage to reach the same validation loss achieved in the 20th epoch of the model with warm-up. In contrast, when initialized from the pretrained convolution phase, the validation losses are similar for models with and without the warm-up stage. After 200 epochs’ training, the model without warm-up stage achieves 78.90% top-1 accuracy, slightly outperforming the model with warm-up stage (78.74%). Therefore, the proposed two-phase training pipeline can take advantage of the convolutional inductive bias and make training of Vision Transformers easier, while enables to remove the warm-up stage and eases the efforts of hyperparameter tuning.

Limitations. Finally, we point out that our current method cannot enable any ViTs to mimic CNNs since we have some constraints on the ViT architecture. In particular, we require sufficient number of heads ($\geq 9$). As suggested by our theory, an exact mapping doesn’t exist for smaller number of heads, and it would be interesting to study how to properly initialize ViT from CNN even when the exact mapping is not applicable.
5 RELATED WORK AND DISCUSSIONS

5.1 EXPRESSIVE POWER OF SELF-ATTENTION LAYERS AND TRANSFORMERS

As Transformers become increasingly popular, many theoretical results have emerged to study their expressive power. Transformers are Turing complete (under certain assumptions) (Pérez et al., 2019) and universal approximators (Yun et al., 2019), and these results have been extended to Transformer variants with sparse attention (Zaheer et al., 2020; Yun et al., 2020). Levine et al. (2020); Wies et al. (2021) study how the depth, width and embedding dimension affect the expressive power of Transformers. Dong et al. (2021) analyze the limitations of a pure self-attention Transformer, illustrating the importance of FFN layers and skip connections.

There are also some works focusing on a single self-attention layer or the self-attention matrices. Bhojanapalli et al. (2020) identify a low-rank bottleneck in attention heads when the size of each head is small. Likhosherstov et al. (2021) proves that a fixed self-attention module can approximate arbitrary sparse patterns depending on the input when the size of each head \(d = O(\log N)\), where \(N\) denotes the sequence length.

Our work is motivated by the recent success of Vision Transformers, and aims to compare a layer in Transformers and in CNNs, which is different from the works mentioned above. The most relevant work is (Cordonnier et al., 2020), which shows that a MHSA layer with \(K^2\) heads can express a convolution of kernel size \(K\). However, this result only focuses on the pixel-input setting, which is infeasible for current Vision Transformers to apply, especially on high-resolution images. We study the more realistic patch-input setting (of which the pixel-input setting is a special case). We also derive lower bounds on the number of heads for such expressiveness, showing the optimality of our result. Therefore, our work provides a more precise picture showing how a MHSA layer in current ViTs can express convolution.

5.2 TRAINING VISION TRANSFORMERS

Despite Vision Transformers reveal extraordinary performance when pre-trained on large-scale datasets (e.g., ImageNet-21k and JFT-300M), they usually lay behind CNNs when trained from scratch on ImageNet, let alone smaller datasets like CIFAR-10/100. Previous methods usually employ strong augmentations (Touvron et al., 2021) or sophisticated optimizer (Chen et al., 2021) as rescues. For instance, Chen et al. (2021) observe that enforcing the sharpness constraint during training can dramatically enhance the performance of Vision Transformers. Touvron et al. (2021) stack multiple data augmentation strategies to manually inject inductive biases. They also propose to enhance the accuracy by distilling Vision Transformers from pre-trained CNN teachers.

Supported by our theoretical analysis, we propose a two-phase training pipeline to inject convolutional bias into ViTs. The most relevant work to our approach is (D’Ascoli et al., 2021), D’Ascoli et al. (2021) propose a variant of ViT called ConViT, and they also try to inject convolutional bias into the model by initializing it following the construction in (Cordonnier et al., 2020) so that the model can perform convolution operation at initialization, which resembles the second phase of our training pipeline. However, their work differs from ours in several aspects: First, their initialization strategy only applies in the pixel-input setting. Thus the models can only perform convolution on images which are \(16\times\) downsampled. By contrast, our construction enables MHSA layers with patch input to perform convolution on the original image. Second, they only initialize the attention module to express a random convolution, while our method explicitly transfers information from a well-learned CNN into a ViT. Third, ConViT makes architectural changes by introducing Gated Positional Self-Attention layers, while we keep the MHSA module unmodified.

6 CONCLUSION

In this work, we prove that a single ViT layer can perform any convolution operation constructively, and we further provide a lower bound on the number of heads for Vision Transformers to express CNNs. Corresponding with our analysis, we propose a two phase training pipeline to help inject convolutional bias into Transformers, which improves test accuracy, training efficiency and optimization stability of ViTs in the low data regimes.
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APPENDIX

A OMITTED PROOFS OF THEORETICAL RESULTS

A.1 PROOF OF LEMMA[2]

Proof. Recall that \( B_{i,j} = b(x_i - x_j, y_i - y_j) \) where \((x_i, y_i)\) denotes the position the \( \ell \)-th patch. Set \( b_{\delta_0} = M \) and \( b_{\delta} = 0(\delta \neq \delta_0) \), where \( M \) is a scalar. Then

\[
\text{softmax}(B_{q,:})_k = \begin{cases} \frac{\exp \left( \frac{k_q - \delta}{M + N - 1} \right)}{\exp \left( \frac{k_q - \delta}{M + N - 1} \right) + \exp \left( \frac{k_q + \delta}{M + N - 1} \right)}, & k_q \neq \delta \\ 1, & k_q = \delta \end{cases}
\]

(Note that \( M \rightarrow +\infty \), \( e^M + N - 1 \rightarrow 1 \).

}\]

Therefore, we only need to set \( M \) to a sufficiently large number to conclude the proof. For example, by setting \( M = 40 \) we will have \( \text{softmax}(B_{q,:})_k = 1(q-k=\delta) \) up to machine precision.

A.2 PROOF OF THEOREM[1]

Proof. Assume the input (sequence of flattened image patches) is \( X \). We only need to prove the result for \( d_H = d \) and \( d_O = F^2D_{out} \), since an MHSA layer with larger \( d_H \) or \( d_O \) is at least as expressive as the one with \( d_H = d \) and \( d_O = F^2D_{out} \).

Define the receptive field of a given patch in \( K \times K \) convolution be the set of patches which contain at least one pixel in the receptive field of any pixel in the given patch. Then it’s easy to see that the relative position between a given patch and the patches in its receptive field are

\[
\tilde{\Delta} = \left\{ -\left[ \frac{K - 1}{2P} \right], \ldots, \left[ \frac{K - 1}{2P} \right] \right\} \times \left\{ -\left[ \frac{K - 1}{2P} \right], \ldots, \left[ \frac{K - 1}{2P} \right] \right\}.
\]

Note that \( N_H = |\tilde{\Delta}| \). Therefore, for any relative position index \( \delta \in \tilde{\Delta} \), we can assign an attention head for it, such that the query patch always attends to the patch at the given relative position \( \delta \) in this head. We further set \( W_k = (I_q) \) (recall that \( d_H = d \)). Consequently, the hidden representation (before the final projection \( \mathbf{W}^O \)) of the query patch is the concatenation of the input features of all the patches in its receptive field. Precisely speaking, in Equation[2] we have

\[
\text{concat}(\text{SA}_1(X), \ldots, \text{SA}_{N_H}(X))_{q,:} = \text{concat}(X_{q+\delta,:})_{\delta \in \tilde{\Delta}}.
\]

In the convolutional layer defined by \( \mathbf{W}^C \), the output feature of any pixel in the \( q \)-th patch is a linear function of \( \text{concat}(X_{q+\delta,:})_{\delta \in \tilde{\Delta}} \). So the output feature of the whole patch is also a linear function of \( \text{concat}(X_{q+\delta,:})_{\delta \in \tilde{\Delta}} \). Therefore, there exists a linear projection matrix \( \mathbf{W}^O \) such that

\[
\text{MHSA}(X)_q = \text{concat}(X_{q+\delta,:})_{\delta \in \tilde{\Delta}} \mathbf{W}^O = \text{conv}(X)_q
\]

Moreover, due to the translation invariance property of the convolution operation, the linear projection matrix \( \mathbf{W}^O \) does not depend on \( q \). Therefore, \( \text{MHSA}(X)_q = \text{conv}(X)_q \) holds for any \( q \). In other words, \( \text{MHSA}(X) = \text{conv}(X) \).

Remark. Indeed, we can presents \( \mathbf{W}^O \) constructively: Assume \( r \in [N_H]; s, t \in [P^2]; i \in [D_{in}]; j \in [D_{out}] \). Then \( \mathbf{W}^O_{(r-1)d_x+(s-1)d_y+i, (r-1)d_y+j} = \mathbf{W}^C_{x(r,s,t), y(r,s,t), i, j} \), where \( x(r,s,t), y(r,s,t) \in [K] \cup \{0\} \) are defined as follows:

Let \( q \) be a patch on the image, and let \( \tilde{\Delta} = \{\delta_1, \ldots, \delta_{N_H}\} \). When the \( s,t \)-th pixel in the \((q+\delta_r)\)-th patch is in the receptive field of the \( \ell \)-th pixel in the \( q \)-th patch, we use \((x(r,s,t), y(r,s,t))\) to
denote its location in the receptive field. Otherwise, we let \((x(r, s), y(r, s), i, j) = (0, 0)\), and define \(W^C_{x(r, s, t), y(r, s, t), i, j} = 0\) in this case.

This construction will be useful in our experiment, which requires to transfer the knowledge of a convolutional layer into an MHSA layer (Section 4.1).

A.3 Proof of Theorem 6

**Proof.** We will prove the theorem in the case where \(D_{out} = 1\), and consequently the result will hold for any \(D_{out} \in \mathbb{N}^+\). Furthermore, we assume that \(D_{in} = 1\) since we can set \(W^C_{..., z, ...} \in \mathbb{R}^{K \times K \times (D_{in} - 1) \times D_{out}}\) if \(D_{in} > 1\). In this way, the convolution computation will ignore all but the first channel.

Assume the input (sequence of flattened image patches) is \(X\). Recall that a flattened patch is defined as the concatenation of the features of all the pixels in it, i.e.,

\[
X_{i,:} = \text{concat} (X_{h_{i,1},w_{i,1},:}, \ldots, X_{h_{i,p},w_{i,p},:})
\]  

(16)

Since we have assumed that \(D_{in} = 1\), the feature of a pixel \(X_{h_{i,p},w_{i,p},:}\) is actually a scalar. Thus \(X_{i,:} \in \mathbb{R}^{P^2}\), i.e., \(d = P^2\).

If the output of the MHSA layer could express convolution, the output representation of a patch must contain the output representations of all the pixels in the convolutional layer. Again, since \(D_{out} = 1\), we can assume that the output dimension of the MHSA layer \(d_{out} = P^2\). In other words, the output representation of a patch is the concatenation of the output representations of all its pixels.

Therefore, \(W^V_k W^O_k \in \mathbb{R}^{P^2 \times P^2} (\forall k \in [N_H])\), and we let \(W^V_k W^O_k = (w^k_{pq})_{p,q \in [P^2]}\).

In the MHSA layer, assume the attention distribution of query patch \(\gamma\) in the \(k\)-th head is \(\alpha^k(\gamma) = (a^k_{\delta}(\gamma))_{\gamma + \delta \in [H] \times [W]}\), where \(\delta\) stands for the relative position between the query patch and the key patch. Consider the output feature of the pixel at position \(q\) in patch \(\gamma\) (\(q\) denotes the location of the pixel on the patch, and \(\gamma\) denotes the location of the patch on the image). We have

\[
\text{MHSA}(X)_{\gamma,q} = \sum_{k=1}^{N_H} \sum_{\delta} \alpha^k(\gamma) \sum_{q=1}^{P^2} X_{\gamma + \delta,q} w^k_{pq}
\]  

(17)

\[
= \sum_{\delta} \sum_{q=1}^{P^2} X_{\gamma + \delta,q} \sum_{k=1}^{N_H} \alpha^k(\gamma) w^k_{pq}
\]  

(18)

The above expression is a linear transformation of \(X\). In the convolutional layer, only pixels in the 9 neighboring patches (including the center patch itself) can be relevant, since \(P > K\). Thus, \(\alpha^k(\gamma) > 0\) only for \(\delta \in \Delta = \{ -1, 0, 1 \}^2 \equiv \{ \delta_1, \ldots, \delta_9 \}\).

Let the (flattened) convolutional kernel \(W^C = (w^C_{11}, \ldots, w^C_{K2}) \in \mathbb{R}^{K^2}\), and additionally let \(w^C_0 = 0\). Then for any \(p, q \in \mathbb{R}^{P^2}, \delta \in \Delta\), we have

\[
\sum_{h=1}^{N_H} \alpha^h_{\delta}(\gamma) w^h_{pq} = w^C_{k(p,q,\delta)},
\]  

(19)

where \(k(p,q,\delta) \in [K^2] \cup \{0\}\) is an index dependent on \(p, q, \delta\). \(k(p,q,\delta) \neq 0\) if and only if the \(q\)-th pixel in the \(\gamma + \delta\)-th patch is in the receptive field of the \(p\)-th pixel in the \(\gamma\)-th patch. When \(k(p,q,\delta) \neq 0\), the value of \(k(p,q,\delta)\) only depends on the relative position between the two pixels.

Let \(w_{pq} = (w^1_{pq}, \ldots, w^{N_H}_{pq})\), and

\[
W = \begin{pmatrix}
w_{11} \\
w_{12} \\
\vdots \\
w_{pp}
\end{pmatrix}, A = \begin{pmatrix}
a^1_{\delta_1} & \cdots & a^1_{\delta_9} \\
a^2_{\delta_1} & \cdots & a^2_{\delta_9} \\
\vdots & \ddots & \vdots \\
 a^N_H_{\delta_1} & \cdots & a^N_H_{\delta_9}
\end{pmatrix}, \tilde{W}^C = \begin{pmatrix}
w^C_{k(1,1,\delta_1)} & \cdots & w^C_{k(1,1,\delta_9)} \\
w^C_{k(1,\delta_1)} & \cdots & w^C_{k(1,\delta_9)} \\
\vdots & \ddots & \vdots \\
w^C_{k(\delta_1,\delta_1)} & \cdots & w^C_{k(\delta_1,\delta_9)}
\end{pmatrix}.
\]  

(20)
Then Eqn 19 can be written in matrix form as $WA = \tilde{W}C$.

Since $P \geq K$, all the column in $\tilde{W}C$ is either a one-hot or a zero vector (pixels at the same position in the patches cannot be in the receptive field of one pixel). Besides, none of the 9 rows is zero since they are all needed for the convolution computation. Therefore, we can select 9 columns in $\tilde{W}C$ and reorder them properly to form a diagonal sub-matrix of $\tilde{W}C$, which implies $\text{rank}(\tilde{W}C) = 9$ as long as all the entries in the convolutional kernel is non-zero.

On the other hand, $\text{rank}(WA) \leq \text{rank}(W) \leq N_H \leq 8$, which leads to a contradiction and concludes the proof.

\section*{B Details on the experiment settings}

In the experiments, we evaluate our CMHSA-3/5 models on CIFAR-100 \cite{krizhevsky2009learning}, using the proposed two-phase training pipeline. In both phases, the model is trained for 200 epochs with a 5-epoch warm-up stage followed by a cosine decay learning rate scheduler. In the convolutional phase, the patch projection layer is fixed as identity.

To train our models, we AdamW use as the optimizer, and set its hyperparameter $\epsilon$ to $1e^{-8}$ and $(\beta_1, \beta_2)$ to $(0, 9.999)$ \cite{Loshchilov2018DecoupledDW}. We experiment with peak learning rate in $\{1e^{-4}, 3e^{-4}, 5e^{-4}\}$ in the convolution phase, and $\{1e^{-5}, 3e^{-5}, 5e^{-5}, 7e^{-5}\}$ in the self-attention phase. The batch size is set to 128 in both phases. We employ all the data augmentation and regularization strategies of \cite{touvron2021training}, and remain all the relevant hyperparameters unmodified.

Our codes are implemented based on PyTorch \cite{Paszke2019PyTorchAC} and the timm library \cite{Wightman2019} All the models are trained on 4 NVIDIA Tesla V100 GPUs with 16GB memory and the reported training time is also measured on these machines.