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ABSTRACT. In a 2004 paper by V. M. Buchstaber and D. V. Leykin, published in “Functional Analysis and Its Applications,” for each $g > 0$, a system of $2g$ multidimensional heat equations in a nonholonomic frame was constructed. The sigma function of the universal hyperelliptic curve of genus $g$ is a solution of this system. In our previous work, published in “Functional Analysis and Its Applications,” explicit expressions for the Schrödinger operators that define the equations of this system were obtained in the hyperelliptic case.

In this work we use these results to show that if the initial condition of the system is polynomial, then its solution is uniquely determined up to a constant factor. This has important applications in the well-known problem of series expansion for the hyperelliptic sigma function. We give an explicit description of the connection between such solutions and the well-known Burchnall–Chaundy polynomials and Adler–Moser polynomials. We find a system of linear second-order differential equations that determines the corresponding Adler–Moser polynomial.
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1. Introduction

Let $g \in \mathbb{N}$. Given a meromorphic function $f$ on $\mathbb{C}^g$, a vector $\omega \in \mathbb{C}^g$ is a period if $f(z + \omega) = f(z)$ for all $z \in \mathbb{C}^g$. If a meromorphic function $f$ has $2g$ independent periods in $\mathbb{C}^g$, then $f$ is called an Abelian function. Thus, an Abelian function is a meromorphic function on the complex torus $T^g = \mathbb{C}^g/\Gamma$, where $\Gamma$ is the lattice formed by the periods.

We work with the universal hyperelliptic curve of genus $g$ in the model

$$V_\lambda = \{(x, y) \in \mathbb{C}^2 : y^2 = x^{2g+1} + \lambda_4 x^{2g-1} + \lambda_6 x^{2g-2} + \cdots + \lambda_{4g} x + \lambda_{4g+2}\}.$$ 

Each curve is defined by specification of the parameters $\lambda = (\lambda_4, \lambda_6, \ldots, \lambda_{4g}, \lambda_{4g+2}) \in \mathbb{C}^{2g}$. Let $B \subset \mathbb{C}^{2g}$ be the subspace of parameters such that the curve $V_\lambda$ is nonsingular for $\lambda \in B$. Then we have $B = \mathbb{C}^{2g} \setminus \Sigma$, where $\Sigma$ is the discriminant hypersurface of the universal curve.

For each $\lambda \in B$, the set of periods of holomorphic differentials on the curve $V_\lambda$ generates a lattice $\Gamma_\lambda$ of rank $2g$ in $\mathbb{C}^g$. A hyperelliptic function of genus $g$ (see [1]–[3]) is a meromorphic function on $\mathbb{C}^g \times B$ such that, for each $\lambda \in B$, its restriction to $\mathbb{C}^g \times \lambda$ is an Abelian function. Here the torus $T^g$ is the Jacobian variety $\mathcal{J}_\lambda = \mathbb{C}^g/\Gamma_\lambda$ of the curve $V_\lambda$. We denote by $\mathcal{F}$ the field of hyperelliptic functions of genus $g$. Properties of this field, see [2] and [3].

We use the theory of hyperelliptic Kleinian functions (see [2], [4]–[6], and [7] for elliptic functions). Take coordinates $(z, \lambda)$ in $\mathbb{C}^g \times B \subset \mathbb{C}^{3g}$. Let $\sigma(z, \lambda)$ be the hyperelliptic sigma function (or the elliptic sigma function in the case of the genus $g = 1$). We denote $\partial_k = \partial/\partial z_k$. Following [1], [3], and [8], we use the notation

$$\zeta_k = \partial_k \ln \sigma(z, \lambda), \quad \varphi_{k_1, \ldots, k_n} = -\partial_{k_1} \cdots \partial_{k_n} \ln \sigma(z, \lambda),$$

where $n \geq 2$ and $k_s \in \{1, 3, \ldots, 2g - 1\}$. The functions $\varphi_{k_1, \ldots, k_n}$ give examples of hyperelliptic functions. The field $\mathcal{F}$ is the field of fractions of the polynomial ring $\mathcal{P}$ generated by the functions $\varphi_{k_1, \ldots, k_n}$, where $n \geq 2$ and $k_s \in \{1, 3, \ldots, 2g - 1\}$; see also [9].
Note that we denote the coordinates in $\mathbb{C}^g$ by $z = (z_1, z_3, \ldots, z_{2g-1})$. The indices of coordinates $z = (z_1, z_3, \ldots, z_{2g-1}) \in \mathbb{C}^g$ and of parameters $\lambda = (\lambda_4, \lambda_6, \ldots, \lambda_{4g}, \lambda_{4g+2}) \in \mathbb{C}^{2g}$ determine their weights; namely, $\text{wt } z_k = -k$ and $\text{wt } \lambda_k = k$. For suitable weights of all the other variables, all the equations in this paper are of homogeneous weight.

We note a property of the hyperelliptic sigma function $\sigma(z, \lambda)$ that holds also for the more general case of $(n, s)$-curves [10]; at $z = 0$ it can be expanded in a homogeneous series of degree $-\frac{1}{2}g(g + 1)$ in $z$ with coefficients polynomial in $\lambda$ as

$$\sigma(z, \lambda) = \sum_{|I|>0} \sigma_I(\lambda) z^I,$$

where $I = (i_1, i_3, \ldots, i_{2g-1}) \in \mathbb{Z}_2^g$, $z^I = z_1^{i_1} \cdots z_{2g-1}^{i_{2g-1}}$, and $\sigma_I(\lambda) \in \mathbb{Q}[\lambda]$. In this work we normalize the hyperelliptic sigma function by the condition

$$\sigma(z, \lambda) = z_1^{(g+1)/2} + \ldots.$$

In the case $g = 1$, we obtain the elliptic Weierstrass sigma function with $g_2 = -4\lambda_4$ and $g_3 = -4\lambda_6$:

$$\sigma(z, \lambda) = z_1 - \frac{g_2}{2} \frac{z_1^5}{5!} - 6g_3 \frac{z_1^7}{7!} + \ldots.$$

In the case $g = 2$, we obtain the hyperelliptic Kleinian sigma function

$$\sigma(z, \lambda) = z_1^3 - 3z_3 + \frac{1}{420} \lambda_4 z_1^7 + \frac{1}{4} \lambda_4 z_1^4 z_3 - \frac{1}{1890} \lambda_6 z_1^9 + \frac{1}{30} \lambda_6 z_1^6 z_3 + \frac{1}{2} \lambda_6 z_1^3 z_3^2 - \frac{1}{2} \lambda_6 z_3^3 + \ldots.$$

For $g = 1$ and $2$, there exist efficient algorithms for recursive calculation of the coefficients $\sigma_I(\lambda)$ in the series $\sigma(z, \lambda)$; see [11] and [12]. For any $g \geq 1$, the construction of the series $\sigma(z, \lambda)$ is known; see [13]. This construction can be implemented for any curve $V_\lambda$, including singular curves; see [14] and [11].

In the case of the most singular curve, namely, the curve

$$V_0 = \{(x, y) \in \mathbb{C}^2 : y^2 = x^{2g+1}\},$$

the sigma function is given by the homogeneous polynomial $\sigma(z, 0)$, which is called the rational limit of the sigma function.

Let us define the polynomial Lie algebra of vector fields tangent to the discriminant hypersurface $\Sigma$ in $\mathbb{C}^{2g}$. We denote it by $\mathcal{L}_L$. For this polynomial Lie algebra [15], the generators $\{L_0, L_2, L_4, \ldots, L_{4g-2}\}$ are the vector fields

$$L_{2k} = \sum_{s=2}^{2g+1} v_{2k+2,2s-2}(\lambda) \frac{\partial}{\partial \lambda_{2k}},$$

where $v_{2k+2,2s-2}(\lambda) \in P$ and $P$ is the ring of polynomials in $\lambda \in \mathcal{B} \subset \mathbb{C}^{2g}$. At a point $\lambda \in \mathcal{B}$ these vector fields determine a $2g$-dimensional nonholonomic frame.

The structure of a Lie algebra as a $P$-module with generators $1, L_0, L_2, L_4, \ldots, L_{4g-2}$ is determined by the polynomial matrices $V(\lambda) = (v_{2i,2j}(\lambda))$, where $i, j = 1, \ldots, 2g$, and $C(\lambda) = (c_{2i,2j}^{2k}(\lambda))$, where $i, j, k = 0, \ldots, 2g - 1$, such that

$$[L_{2i}, L_{2j}] = \sum_{k=0}^{2g-1} c_{2i,2j}^{2k}(\lambda)L_{2k}, \quad [L_{2i}, \lambda_{2q}] = v_{2i+2,2q-2}(\lambda), \quad [\lambda_{2q}, \lambda_{2r}] = 0.$$
Here $\lambda_q$ is the operator of multiplication by the function $\lambda_q$ in $P$.

In the case of the Lie algebra $L_L$, explicit expressions for the matrix $V(\lambda)$ can be found in Section 4.1 of [16] (see also [15] and Lemma 3.1 in [12]). The elements of this matrix are given by the following formulas. For convenience, we assume that $\lambda_s = 0$ for all $s \not\in \{0, 4, 6, \ldots, 4g, 4g + 2\}$ and $\lambda_0 = 1$. Let $k, m \in \{1, \ldots, 2g\}$. If $k \leq m$, then we set

$$v_{2k,2m}(\lambda) = \sum_{s=0}^{k-1} 2(k + m - 2s)\lambda_s \lambda_{2(k+m-s)} - \frac{2k(2g - m + 1)}{2g + 1} \lambda_{2k} \lambda_{2m},$$

and if $k > m$, then we set $v_{2k,2m}(\lambda) = v_{2m,2k}(\lambda)$. The structure polynomials $c_{2i,2j}^2(\lambda)$ are described in Theorem 2.5 of [14].

The vector field $L_0$ is the Euler vector field; namely, since $\text{wt} \lambda_{2k} = 2k$, we have

$$[L_0, \lambda_{2k}] = 2k \lambda_{2k}, \quad [L_0, L_{2k}] = 2k L_{2k}.$$ 

This determines the weights of the vector fields $L_k$, namely, $\text{wt} L_{2k} = 2k$.

The classical Lie–Witt algebra $W_0$ (see [17]) over the field $\mathbb{C}$ of complex numbers is generated by operators $l_{2i}$, where $i = 0, 1, 2, \ldots$, with the commutation relations

$$[l_{2i}, l_{2j}] = 2(j - i) l_{2(i+j)}.$$

With respect to the bracket $[\cdot, \cdot]$ the Lie–Witt algebra $W_0$ is generated by the three operators $l_0$, $l_2$, and $l_4$. The graded polynomial Lie algebra $L_L$ over $P$ is a deformation of the Lie–Witt algebra $W_0$. It is also generated by only three operators, $L_0$, $L_2$, and $L_4$. The following relation holds (see Lemma 3.3 in [18]):

$$[L_2, L_{2k}] = 2(k - 1)L_{2k+2} + \frac{4(2g - k)}{2g + 1} (\lambda_{2k+2} L_0 - \lambda_4 L_{2k-2}).$$

Now we introduce Schrödinger operators. We consider the space $\mathbb{C}^{3g}$ with coordinates $(z, \lambda)$ and let $C(z, \lambda)$ denote the ring of differentiable functions in $z$ and $\lambda$. We set

$$Q_{2k} = L_{2k} - H_{2k}, \quad k = 0, 1, \ldots, 2g - 1,$$

where

$$H_{2k} = \frac{1}{2} \sum (\alpha_{ab}^{(k)}(\lambda) \partial_a \partial_b + 2\beta_{ab}^{(k)}(\lambda) z_a \partial_b + \gamma_{ab}^{(k)}(\lambda) z_a z_b) + \delta^{(k)}(\lambda),$$

the summation is over odd $a$ and $b$ from 1 to $2g - 1$, and $\alpha_{ab}^{(k)}(\lambda)$, $\beta_{ab}^{(k)}(\lambda)$, $\gamma_{ab}^{(k)}(\lambda)$, and $\delta^{(k)}(\lambda)$ are polynomials in $\lambda$.

**Definition 1.1.** The system of equations

$$Q_{2k} \psi = 0$$

for $\psi = \psi(z, \lambda)$ is called the system of heat equations in the nonholonomic frame $L_k$. The operators $Q_{2k}$ are called Schrödinger operators.

In [14] a solution to the following problem was given.

**Problem 1.1.** Find sufficient conditions on $\{\alpha^{(i)}(\lambda), \beta^{(i)}(\lambda), \gamma^{(i)}(\lambda), \delta^{(i)}(\lambda)\}$ for the operators (1) to give a representation of the Lie algebra $L_L$ in the ring of operators on $C(z, \lambda)$.
As shown in [14], the system of heat equations with Schrödinger operators \( Q_{2k} \) that give a solution to Problem 1.1 determines the hyperelliptic sigma function \( \sigma(z, \lambda) \). This makes it possible to construct the theory of hyperelliptic Kleinian functions starting from such a system. In what follows, we denote by \( Q_{2k} \) the Schrödinger operators that give a solution to Problem 1.1. A construction of these operators is given in [14].

In this work we show that, for any solution \( \psi(z, \lambda) \) of (3) such that the expression \( \psi(z, 0) \) is a polynomial, this polynomial coincides with the rational limit of the sigma function \( \sigma(z, 0) \) up to a constant factor. The condition \( \psi(1, 0, \ldots, 0) = 1 \) normalizes this constant factor.

By Theorem 2.6 in [14], if \( \psi(z, \lambda) \) is an entire function such that \( \psi(z, 0) = \sigma(z, 0) \), then it coincides with the hyperelliptic sigma function \( \sigma(z, \lambda) \). Therefore, we obtain the following result.

**Theorem 1.2.** If an entire function \( \psi(z, \lambda) \) is a solution of the system (3) of heat equations with Schrödinger operators \( Q_{2k} \) that give a solution to Problem 1.1 and \( \psi(z, 0) \) is a polynomial with \( \psi(1, 0, \ldots, 0) = 1 \), then \( \psi(z, \lambda) \) is the hyperelliptic sigma function.

Let us note that, for the sigma function \( \sigma(z, \lambda) \) of a nonsingular curve \( \mathcal{V}_\lambda \) on the Jacobian variety of this curve, the Abelian function

\[
\varphi_{1,1}(z, \lambda) = -\frac{\partial^2}{\partial z_1^2} \ln \sigma(z, \lambda)
\]

determines a solution of the form \( u(z) = 2\varphi_{1,1}(z, \lambda) \) of the Korteweg–de Vries (KdV) hierarchy; see [6]. In [19] the inverse problem was posed and solved. Namely, in the notation of [19], the equation

\[
2\partial_z^2 \log f = -u,
\]

where \( u \) is a solution of the stationary \( g \)-KdV equation, was considered. The problem of supplementing (4) with natural conditions under which its solution is unique was solved. This problem is deeply connected with the problem of expressing the sigma function in terms of tau functions [20]. In [21] tau functions were introduced by using Eq. (4).

In [22] the so-called Adler–Moser polynomials were introduced. They give solutions to the stationary \( g \)-KdV hierarchy. The construction of these polynomials uses a recurrent sequence of inhomogeneous first-order differential equations with polynomial coefficients, which was introduced by Burchnall and Chaundy in [23]. The remarkable property of this sequence is that it has polynomial solutions. These solutions naturally arise in a number of problems (see [24]) and are called the Burchnall–Chaundy polynomials.

The rational limit \( \sigma(z, 0) \) also determines a solution \( -2\partial_z^2 \ln \sigma(z, 0) \) of the KdV hierarchy (the proof uses the fact that all coefficients \( \sigma_1(\lambda) \) of the series \( \sigma(z, \lambda) \) are polynomials in \( \lambda \)). This naturally leads to the problem of describing a relationship between the polynomial \( \sigma(z, 0) \) and Adler–Moser polynomials [22]. We give a solution to this problem more precise than the result presented in [25].

The work is organized as follows.

In Section 2 we give explicit formulas for the operators \( H_{2k} \) that were found in [18].

In Section 3 we give the corresponding examples in the cases \( g = 1, 2, 3 \), and 4.

Section 4 contains results aimed at proving Theorem 1.2. For \( k = 0, 1, \ldots, 2g - 1 \), we set

\[
\hat{H}_{2k} = H_{2k}|_{\lambda=0}.
\]

These second-order linear differential operators act on functions in \( z = (z_1, \ldots, z_{2g-1}) \). A direct verification shows that the operators \( -\hat{H}_{2k} \) determine a representation of the Lie–Witt algebra, namely, \( [\hat{H}_2, \hat{H}_{2k-2}] = 2(k - 2)\hat{H}_{2k} \).

The main result of Section 4 is Theorem 4.6: For each genus \( g \), any polynomial solution \( \psi(z) \) of the system

\[
\hat{H}_0 \psi(z) = 0, \quad \hat{H}_2 \psi(z) = 0, \quad \hat{H}_4 \psi(z) = 0
\]

(5)
coincides with the rational limit of the sigma function up to a multiplicative constant.

In Section 5 we introduce differential operators $A_{2k}$ with $k \geq 0$. These operators act on the ring of functions of an infinite number of variables $z_1, z_3, \ldots, z_{2k-1}, \ldots$. Note that all $A_{2k}$ for $k > 0$ are operators of second order. It follows directly from the formulas for $A_{2k}$, $k \geq 0$, that if $z_{2s-1} = 0$ and $\partial_{2s-1} = 0$ for $s > g$, then $A_{2k} = -\hat{H}_{2k}$. We show that the Lie algebra with generators $A_{2k}$, $k \geq 0$, over the field $\mathbb{Q}$ of rational numbers coincides with the Lie–Witt algebra $W_0$ generated by the operators $A_0$, $A_2$, and $A_4$.

In Section 6 we consider the problem of constructing the Lie algebra of derivations of $\mathcal{F}$. This Lie algebra has $3g$ generators: $\mathcal{L}_{2k-1}$, where $k = 1, \ldots, g$, and $\mathcal{L}_{2k}$, where $k = 0, \ldots, 2g - 1$. Here $\mathcal{L}_{2k-1} = \partial/\partial z_{2k-1}$. The operators $\mathcal{L}_{2k}$ contain, as summands, the operators $L_{2k}$ of differentiation over the parameters $\lambda$. In general form, the method for constructing the operators $\mathcal{L}_{2k}$ is given in [26] and [27]. Here we specify the explicit form of the operators $\mathcal{L}_0$, $\mathcal{L}_2$, and $\mathcal{L}_4$ for all $g \geq 1$. The cases $g = 1, 2, 3, 4$ are considered in detail.

In Section 7 we describe the construction of polynomial dynamical systems that correspond to the differential operators $\mathcal{L}_{2k}$. We focus on the relationship with the KdV equation.

In Section 8 we give examples of such systems in the case of the genus $g = 3$.

In Section 9 we describe the connection of polynomial solutions of system (5) with the Burchall–Chaundy polynomials ([23], [24]) and Adler–Moser polynomials ([22], [25]).

2. Explicit Expressions for Schrödinger Operators That Determine Hyperelliptic Sigma Functions

The construction of the operators $Q_{2k}$ in [14] uses the condition (see Eq. (1.3) in [14]) that the commutator $[Q_{2i}, Q_{2j}]$ is determined by a formula over $P$ with the same coefficients as the formula for $[L_{2i}, L_{2j}]$. In other words, the Lie algebra generated by the operators $Q_{2i}$ with $i = 0, 1, \ldots$ is yet another realization of a deformation of the Lie–Witt algebra $W_0$. To effectively describe this Lie algebra, one needs to obtain explicit formulas for $Q_0$, $Q_2$, and $Q_4$. These formulas were found in [18]. For $Q_{2k} = L_{2k} - H_{2k}$, we obtain

$$H_0 = \sum_{s=1}^{g} (2s-1) z_{2s-1} \partial_{2s-1} - \frac{g(g+1)}{2},$$

$$H_2 = \frac{1}{2} \partial_1^2 + \sum_{s=1}^{g-1} (2s-1) z_{2s-1} \partial_{2s+1} - \frac{4}{2g+1} \lambda_4 \sum_{s=1}^{g-1} (g-s) z_{2s+1} \partial_{2s-1}$$

$$+ \sum_{s=1}^{g} \left( \frac{2s-1}{2} \lambda_{4s} - \frac{2(g-s+1)}{2g+1} \lambda_4 \lambda_{4s-4} \right) z_{2s-1}^2,$$

$$H_4 = \partial_1 \partial_3 + \sum_{s=1}^{g-2} (2s-1) z_{2s-1} \partial_{2s+3} + \lambda_4 \sum_{s=1}^{g-1} (2s-1) z_{2s+1} \partial_{2s+1} - \frac{6}{2g+1} \lambda_6 \sum_{s=1}^{g-1} (g-s) z_{2s+1} \partial_{2s-1}$$

$$+ \sum_{s=1}^{g} \left( (2s-1) \lambda_{4s+2} - \frac{3(g-s+1)}{2g+1} \lambda_6 \lambda_{4s-4} \right) z_{2s-1}^2$$

$$+ \sum_{s=1}^{g-1} (2s-1) \lambda_{4s+4} z_{2s-1} z_{2s+1} - \frac{g(g-1)}{2} \lambda_4.$$

Here $\lambda_s = 0$ for all $s \notin \{0, 4, 6, \ldots, 4g, 4g+2\}$ and $\lambda_0 = 1$. 
Lemma 2.1 (Lemmas 3.1 and 4.2 in [18]). For Schrödinger operators, the coefficients in (2) are

\[
\alpha_{a,b}^{(k)}(\lambda) = 1 \text{ if } a + b = 2k \text{ and } a, b \in 2\mathbb{N} + 1,
\]

\[
\alpha_{a,b}^{(k)}(\lambda) = 0 \text{ if } a + b \neq 2k \text{ and } a, b \in 2\mathbb{N} + 1,
\]

\[
\beta_{a,b}^{(k)}(\lambda) \text{ is a linear function in } \lambda,
\]

\[
\gamma_{a,b}^{(k)}(\lambda) \text{ is a quadratic function in } \lambda,
\]

\[
\delta^{(k)}(\lambda) = \left( -\frac{1}{4}(2g - k + 1)(2g - k) + \frac{1}{2} \left( g + \left\lfloor \frac{k + 1}{2} \right\rfloor - k \right) \left( g - \left\lfloor \frac{k + 1}{2} \right\rfloor \right) \right) \lambda_{2k}.
\]

Corollary 2.2 (Corollary 4.4 in [18]). For \( k = 3, 4, 5, \ldots, 2g - 1 \),

\[
Q_{2k} = \frac{1}{2(k - 2)}[Q_2, Q_{2k-2}] - \frac{2(2g - k + 1)}{(k - 2)(2g + 1)}(\lambda_{2k}Q_0 - \lambda_4 Q_{2k-4}).
\]

This relation recursively defines the operators \( Q_{2k} \) for \( k = 3, 4, 5, \ldots, 2g - 1 \) and yields explicit expressions for these operators.

3. Explicit Formulas in the Case of \( g = 1, 2, 3, 4 \)

In this section, to illustrate the results of Section 2, we give the operators \( H_0, H_2, \) and \( H_4 \) for \( g = 1, 2, 3, 4 \). The explicit forms of all operators \( H_{2k} \) for these \( g \) is given in [18].

3.1. The Schrödinger operators for the genus \( g = 1 \). In this case, the explicit formulas for \( \{H_{2k}\} \) in (1) are

\[
H_0 = z_1 \partial_1 - 1, \quad H_2 = \frac{1}{2} \partial_1^2 - \frac{1}{6} \lambda_4 z_1^2.
\]

3.2. The Schrödinger operators for the genus \( g = 2 \). In this case, the explicit formulas for \( \{H_{2k}\} \) in (1) are

\[
H_0 = z_1 \partial_1 + 3z_2 \partial_3 - 3,
\]

\[
H_2 = \frac{1}{2} \partial_1^2 - \frac{4}{5} \lambda_4 z_3 \partial_1 + z_1 \partial_3 - \frac{3}{10} \lambda_4 z_1^2 + \left( \frac{3}{2} \lambda_8 - \frac{2}{5} \lambda_4^2 \right) z_3^2,
\]

\[
H_4 = \partial_1 \partial_3 - \frac{6}{5} \lambda_6 z_3 \partial_1 + \lambda_4 z_3 \partial_3 - \frac{1}{5} \lambda_6 z_1^2 + \lambda_8 z_1 z_3 + \left( 3 \lambda_{10} - \frac{3}{5} \lambda_4 \lambda_6 \right) z_3^2 - \lambda_4.
\]

3.3. The Schrödinger operators for the genus \( g = 3 \). In this case, the explicit formulas for \( \{H_{2k}\} \) in (1) are

\[
H_0 = z_1 \partial_1 + 3z_3 \partial_3 + 5z_5 \partial_5 - 6,
\]

\[
H_2 = \frac{1}{2} \partial_1^2 - \frac{8}{7} \lambda_4 \partial_3 + \left( z_1 - \frac{4}{7} \lambda_4 z_5 \right) \partial_3 + 3z_3 \partial_5 - \frac{5}{14} \lambda_4 z_1^2 + \left( \frac{3}{2} \lambda_8 - \frac{4}{7} \lambda_4^2 \right) z_3^2 + \left( \frac{5}{2} \lambda_{12} - \frac{2}{7} \lambda_4 \lambda_8 \right) z_5^2,
\]

\[
H_4 = \partial_1 \partial_3 - \frac{12}{7} \lambda_6 z_3 \partial_1 + \left( \lambda_4 z_3 - \frac{6}{7} \lambda_6 z_5 \right) \partial_3 + (z_1 + 3 \lambda_4 z_5) \partial_5 - \frac{2}{7} \lambda_6 z_1^2 + \lambda_8 z_1 z_3 + \left( 3 \lambda_{10} - \frac{6}{7} \lambda_4 \lambda_6 \right) z_3^2 + 3 \lambda_1 z_3 z_5 + \left( 5 \lambda_{14} - \frac{3}{7} \lambda_6 \lambda_8 \right) z_5^2 - 3 \lambda_4.
\]
3.4. The Schrödinger operators for the genus $g = 4$. In this case, the explicit formulas for $\{H_{2k}\}$ in (1) are

$$
H_0 = z_1 \partial_1 + 3z_3 \partial_3 + 5z_5 \partial_5 + 7z_7 \partial_7 - 10,
H_2 = \frac{1}{2} \partial_1^2 + z_1 \partial_1 + 3z_3 \partial_3 + 5z_5 \partial_5 - \frac{4}{9} \lambda_4 (3z_3 \partial_1 + 2z_5 \partial_3 + z_7 \partial_5) - \frac{7}{18} \lambda_4 z_1^2
+ \left(\frac{3}{2} \lambda_8 - \frac{2}{3} \lambda_4^2\right) z_3^2 + \frac{5}{2} \lambda_12 - \frac{4}{9} \lambda_4 \lambda_8) z_5^2 + \left(\frac{7}{2} \lambda_16 - \frac{2}{9} \lambda_4 \lambda_{12}\right) z_7^2,
$$

$$
H_4 = \partial_1 \partial_3 + z_1 \partial_5 + 3z_3 \partial_7 + \lambda_4(z_3 \partial_3 + 3z_5 \partial_5 + 5z_7 \partial_7) - \frac{2}{3} \lambda_6 (3z_3 \partial_1 + 2z_5 \partial_3 + z_7 \partial_5)
- \frac{1}{3} \lambda_6 z_1^2 + \lambda_8 z_1 z_3 + \left(3 \lambda_{10} - \lambda_4 \lambda_6\right) z_3^2 + 3 \lambda_12 z_3 z_5 + \left(5 \lambda_{14} - \frac{2}{3} \lambda_6 \lambda_8\right) z_5^2
+ 5 \lambda_16 z_5 z_7 + \left(7 \lambda_{18} - \frac{1}{3} \lambda_6 \lambda_{12}\right) z_7^2 - 6 \lambda_4.
$$

4. Adler–Moser Polynomials and the Rational Limit of Sigma Functions

Let $\psi(z, \lambda)$ be a solution of the system (3) of heat equations. We have

$$
L_{2k} \psi(z, \lambda) = H_{2k} \psi(z, \lambda)
$$

for $k = 0, 1, \ldots, 2g - 1$. Note that from the form of the operators $L_{2k}$ it follows that, for $\lambda = 0$, we have $L_{2k} \psi(z, 0) = 0$ for all $k$. Thus, the equations

$$
H_{2k} \psi(z, 0) = 0
$$

hold for $k = 0, 1, \ldots, 2g - 1$.

By the rational limit of the operators $H_{2k}$ we denote the operators

$$
\hat{H}_{2k} = H_{2k} |_{\lambda = 0}.
$$

From the form of the operators $H_{2k}$ it follows that

$$
(H_{2k} \psi)(z, 0) = \hat{H}_{2k} (\psi(z, 0)).
$$

Therefore, the function $\psi(z, 0)$ is a solution of the system of rational limit heat equations

$$
\hat{H}_{2k} \psi = 0,
$$

where $k = 0, 1, \ldots, 2g - 1$. We consider its subsystem for $k = 0, 1, 2$.

For a genus $g$, we denote by $m_g(z)$ a polynomial solution $m_g(z) = \psi(z)$ of the system

$$
\hat{H}_0 \psi(z) = 0, \quad \hat{H}_2 \psi(z) = 0, \quad \hat{H}_4 \psi(z) = 0
$$

with initial conditions $m_g(1, 0, \ldots, 0) = 1$.

**Example 4.1.** We have $m_1(z) = z_1$.

**Example 4.2.** We have $m_2(z) = z_1^3 - 3z_3$.

**Example 4.3.** We have $m_3(z) = z_1^6 - 15z_1^2 z_3 + 45z_1 z_5 - 45z_3^2$.

**Example 4.4.** We have $m_4(z) = z_1^{10} - 45z_1^7 z_3 + 315z_1^5 z_5 - 1575z_1^3 z_7 + 4725z_1^2 z_3 z_5 - 4725z_1 z_3 z_7 + 4725z_3 z_7 - 4725z_5^2$. 
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Example 4.5. We have
\[ m_5(z) = z_1^{15} - 105z_1^{12}z_3 + 1260z_1^{10}z_5 + 1575z_1^9z_3^2 - 14175z_1^8z_7 + 14175z_1^7z_3z_5 - 33075z_1^6z_3^3 + 99225z_1^5z_9 - 297675z_1^4z_3z_7 - 297675z_1^3z_5^2 + 1488375z_1^4z_3^2z_5 - 992250z_1^3z_3^4 - 1488375z_1^3z_9z_5 + 1488375z_1^3z_5z_7 + 446125z_1^2z_3^2z_7 - 446125z_1^2z_3z_5^2 - 1488375z_1z_3^3z_5 + 446125z_1z_5z_9 - 446125z_1^2z_3^2 + 1488375z_3^3z_5 - 446125z_3^2z_9 + 8930250z_3z_5z_7 - 446125z_3^2z_5^3. \]

We will show further on that the polynomials \( m_g(z) \) satisfy the differential equation
\[ m'_{g+1}m_{g-1} - m_{g+1}m'_{g-1} = (2g + 1)m_g^2, \]
where the prime denotes differentiation with respect to \( z_1 \) and \( m_0(z) = 1 \). This coincides with the description of the polynomials \( \theta_k \) in [22], which were later called Adler–Moser polynomials. Their second logarithmic derivatives with respect to \( z_1 \) give rational solutions of the Korteweg–de Vries equation; see Section 9 for more detailed definitions and results.

Remark 4.6. In [22] the variables of the polynomials \( \theta_k(\tau_1, \ldots, \tau_k) \) were determined by the relation \( \tau_1 = z_1 \) and the normalization condition that the coefficient of \( z_1^{k(k-1)/2} \) in \( \theta_{k+1} \) is equal to \( \tau_{k+1} \). From Examples 4.1–4.5 we see that, for \( g = 1, 2, 3, 4, 5, \)
\[ m_g(z) = \theta_g(\tau_1, \ldots, \tau_g), \]
where \( \tau_1 = z_1, \tau_2 = -3z_3, \tau_3 = 45z_5, \tau_4 = -1575z_7, \) and \( \tau_5 = -33075z_3^3 + 99225z_9 \).

Lemma 4.1. The following expressions for rational limits hold:
\[ \hat{H}_0 = -\frac{g(g + 1)}{2} + \sum_{s=1}^{g} (2s - 1)z_{2s-1}\partial_{2s-1}, \]
\[ \hat{H}_2 = \frac{1}{2}\partial_1^2 + \sum_{s=1}^{g-1} (2s - 1)z_{2s-1}\partial_{2s+1}, \]
\[ \hat{H}_4 = \partial_1\partial_3 + \sum_{s=1}^{g-2} (2s - 1)z_{2s-1}\partial_{2s+3}. \]

This lemma is a direct corollary of the formulas of Section 2.

From Corollary 2.2 for \( k = 3, 4, 5, \ldots, 2g - 1 \) we obtain
\[ -2(k - 2)\hat{H}_{2k} = [\hat{H}_2, \hat{H}_{2k-2}]. \tag{6} \]

Lemma 4.2. The following expressions for rational limits hold:
\[ \hat{H}_{2k} = \frac{1}{2} \sum_{s=1}^{k} \partial_{2s-1}\partial_{2k+1-2s} + \sum_{s=1}^{g-k} (2s - 1)z_{2s-1}\partial_{2s+2k-1} \]
for \( k = 1, 2, 3, 4, 5, \ldots, 2g - 1 \). Here \( \partial_s = 0 \) if \( s > 2g - 1 \).

Proof. For \( k = 1 \) and \( k = 2 \), this formula holds by Lemma 4.1. For \( k = 3, 4, 5, \ldots, 2g - 1 \), it follows from (6). \( \square \)

This lemma leads us to the operators that we will consider in the next section of this paper.
Lemma 4.3. The conditions
\[ \hat{H}_0m_g(z) = \hat{H}_2m_g(z) = \hat{H}_4m_g(z) = 0 \]
and \( m_g(1, 0, \ldots, 0) = 1 \) determine the polynomial \( m_g(z) \) uniquely.

Proof. We set
\[ m_g(z) = \sum_{i_1, i_3, \ldots, i_{2g-1}} a(i_1, i_3, \ldots, i_{2g-1})z_1^{i_1}z_3^{i_3} \cdots z_{2g-1}^{i_{2g-1}}. \]

The equation \( \hat{H}_0m_g(z) = 0 \) implies
\[ a(i_1, i_3, \ldots, i_{2g-1}) = 0 \quad \text{for} \quad i_1 + 3i_3 + \cdots + (2g-1)i_{2g-1} \neq \frac{g(g+1)}{2}. \]

Let us find the coefficients with \( i_1 + 3i_3 + \cdots + (2g-1)i_{2g-1} = g(g+1)/2 \).

We have \( a(g(g+1)/2, 0, \ldots, 0) = 1 \), because \( m_g(1, 0, \ldots, 0) = 1 \). We find the other coefficients \( a(i_1, i_3, \ldots, i_{2g-1}) \) by induction on the weight
\[ \text{wt}(i_1, i_3, \ldots, i_{2g-1}) = i_1 + i_3 + \cdots + i_{2g-1}, \]
moving from the highest weight to lower ones. Among the coefficients of the same weight we find first the coefficients with \( i_{2g-1} \neq 0 \), then with \( i_{2g-2} = 0 \), \( i_{2g-3} \neq 0 \), and so on; at the \( k \)th step we find the coefficients \( a(i_1, i_3, \ldots, i_{2g-2k+1}, 0, \ldots, 0) \), where \( i_{2g-2k+1} \neq 0 \).

Consider the operator (see Lemma 4.2)
\[ \hat{H}_{2(g-k)} = \frac{1}{2} \sum_{s=1}^{g-k} \partial_{2s-1}\partial_{2g-2k-2s+1} + z_1\partial_{2g-2k+1} + \sum_{s=2}^{k} (2s-1)z_{2s-1}\partial_{2g-2k+2s-1}. \]

By (6) we have \( \hat{H}_{2(g-k)}m_g(z) = 0 \). The coefficient of
\[ z_1^{i_1+1}z_3^{i_3} \cdots z_{2g-2k+1}^{i_{2g-2k+1}-1} \]
in this equation gives a relation between \( a(i_1, i_3, \ldots, i_{2g-2k+1}, 0, \ldots, 0) \) and the coefficients \( a(j_1, j_3, \ldots, j_{2g-1}) \), where either
\[ \text{wt}(j_1, j_3, \ldots, j_{2g-1}) = \text{wt}(i_1, i_3, \ldots, i_{2g-2k+1}, 0, \ldots, 0) + 2 \]
or \( j_p = 1 \) for some \( p > 2g-2k+1 \). In fact, it gives an expression for
\[ i_{2g-2k+1}a(i_1, i_3, \ldots, i_{2g-2k+1}, 0, \ldots, 0) \]
as a polynomial with integer coefficients in \( a(j_1, j_3, \ldots, j_{2g-1}) \), where the conditions on \( (j_1, j_3, \ldots, j_{2g-1}) \) are given above. This provides the induction step and thus proves the lemma.

Corollary 4.4. There is no nonzero polynomial solution \( m_g^0(z) = \psi(z) \) to the system
\[ \tilde{H}_0\psi(z) = 0, \quad \tilde{H}_2\psi(z) = 0, \quad \tilde{H}_4\psi(z) = 0 \]
with condition \( m_g^0(1, 0, \ldots, 0) = 0 \).

Proof. For a solution \( m_g(z) \) of Lemma 4.3, the expression \( m_g(z) + m_g^0(z) \) gives another solution, as the problem is linear. This contradicts the statement of the lemma. \( \square \)
Corollary 4.5. The conditions
\[ \hat{H}_0 \psi(z) = 0, \quad \hat{H}_2 \psi(z) = 0, \quad \hat{H}_4 \psi(z) = 0 \]
determine the polynomial \( m_g^c(z) = \psi(z) \) uniquely up to a multiplicative constant.

Proof. Let \( m_g^c(1, 0, \ldots, 0) = c \). By Corollary 4.4 we have \( c \neq 0 \) for a nonzero polynomial \( m_g^c(z) \), and thus we have \( m_g^c(z) = cm_g(z) \) for the solution \( m_g(z) \) of Lemma 4.3.

Theorem 4.6. For each genus \( g \), any polynomial solution \( \psi(z) \) of the system
\[ \hat{H}_0 \psi(z) = 0, \quad \hat{H}_2 \psi(z) = 0, \quad \hat{H}_4 \psi(z) = 0 \] (7)
coincides with the rational limit of the sigma function up to a multiplicative constant.

Proof. By Theorem 2.6 in [14] the function \( \sigma(z, \lambda) \) is a solution of the system (3) of heat equations. Thus, \( \sigma(z, 0) \) is a polynomial solution of the system (7), and by Corollary 4.5 it coincides with any other polynomial solution up to a multiplicative constant. \( \square \)

Theorem 4.7. For each genus \( g \), any polynomial solution \( \psi(z) \) of the system
\[ \hat{H}_0 \psi(z) = 0, \quad \hat{H}_2 \psi(z) = 0, \quad \hat{H}_4 \psi(z) = 0 \]
coincides with the corresponding Adler–Moser polynomial up to a multiplicative constant and a change of variables.

Proof. This result follows from the relationship between Adler–Moser polynomials, the Schur–Weierstrass polynomials, and rational limits of sigma functions. These results will be discussed in detail in Section 9; see also Theorem 6.3 in [25] and Exercise 7.35(c) in [28].

5. Lie Subalgebra of the Witt Algebra

For \( k = 0, 1, 2, \ldots \), we set
\[ A_{2k} = -\frac{1}{2} \sum_{s=1}^{k} \partial_{2s-1} \partial_{2k+1-2s} \sum_{s=1}^{\infty} (2s-1) z_{2s-1} \partial_{2s+2k-1}. \] (8)

Note that \( A_0 \) is the Euler vector field:
\[ A_0 = -\sum_{s=1}^{\infty} (2s-1) z_{2s-1} \partial_{2s-1}. \]

Given \( g \), we set \( z_{2s-1} \equiv 0 \) for \( s > g \); thus, for each \( g \), the sum in (8) is finite. Setting \( \partial_s = 0 \) for \( s > 2g - 1 \), we obtain the following relations between \( A_{2k} \) and rational limits of the operators \( \hat{H}_{2k} \):
\[ A_{2k} = -\hat{H}_{2k} \]
for \( k = 1, \ldots, 2g - 1 \) and
\[ A_0 = -\hat{H}_0 - \frac{g(g + 1)}{2}. \]

The following lemma shows that the operators \( A_{2k} \) are generators of the Lie subalgebra \( W_0 \) of the Witt algebra. In [17] the Lie subalgebra \( W_{-1} \) of the Witt algebra appears in a closely related construction.

Lemma 5.1. The following commutation relation holds:
\[ [A_{2i}, A_{2j}] = 2(j - i) A_{2(i+j)}. \]
In this section we give explicitly a part of a solution of the problem of constructing the Lie algebra of derivations of \( \mathcal{F} \), i.e., of finding \( 3g \) independent differential operators \( \mathcal{L} \) such that \( \mathcal{L} \mathcal{F} \subset \mathcal{F} \). The setting of the problem, as well as a general approach to the solution, can be found in [26] and [27]. An overview is given in [3]. In [29], [1], [8], and [30] an explicit solution of this problem was obtained for \( g = 1, 2, 3, 4 \).

For any \( g \), the operators \( \mathcal{L}_{2i-1} = \partial_{2i-1}, i \in \{1, \ldots, g\} \), belong to the set of generators of this Lie algebra. Here we give explicitly three of its other generators.

6. Derivations of the Field of Genus-\( g \) Hyperelliptic Functions

We have

\[
\sum_{s=1}^{i} (2s - 1) \partial_{2i+1-2s} \partial_{2s+2j-1} - \sum_{s=1}^{j} (2s - 1) \partial_{2j+1-2s} \partial_{2s+2i-1} \\
= \sum_{s=1}^{i} (2i - 2s + 1) \partial_{2s-1} \partial_{2i+2j-2s+1} - \sum_{s=1}^{j} (2j - 2s + 1) \partial_{2s-1} \partial_{2i+2j-2s+1} \\
= 2(i - j) \sum_{s=1}^{\min(i,j)} \partial_{2s-1} \partial_{2i+2j-2s+1} + \text{sign}(i - j) \sum_{s=1}^{\max(i,j)} (2s - 1) \partial_{2s-1} \partial_{2i+2j-2s+1} \\
+ \frac{1}{2} \text{sign}(i - j) \sum_{s=1}^{\max(i,j)} (2s - 1) \partial_{2s-1} \partial_{2i+2j-2s+1} \\
+ \frac{1}{2} \text{sign}(i - j) \sum_{s=1}^{\max(i,j)} (2s - 1) \partial_{2s-1} \partial_{2i+2j-2s+1} \\
= (i - j) \sum_{s=1}^{\min(i,j)} \partial_{2s-1} \partial_{2i+2j+1-2s} \\
\]

therefore,

\[
[A_{2i}, A_{2j}] = \sum_{s=1}^{i} (2s - 1) \partial_{2i+1-2s} \partial_{2s+2j-1} - \sum_{s=1}^{j} (2s - 1) \partial_{2j+1-2s} \partial_{2s+2i-1} \\
+ \sum_{s=1}^{\infty} (2s + 2i - 1) (2s - 1) \partial_{2s-1} \partial_{2i+2j-1} \\
- \sum_{s=1}^{\infty} (2s + 2j - 1) (2s - 1) \partial_{2s-1} \partial_{2s+2i+2j-1} \\
= (i - j) \sum_{s=1}^{i+j} \partial_{2s-1} \partial_{2i+2j+1-2s} + 2(i - j) \sum_{s=1}^{\infty} (2s - 1) \partial_{2s-1} \partial_{2s+2i+2j-1} \\
= 2(j - i) A_{2(i+j)}.
\]
Theorem 6.1. The operators

\[ \mathcal{L}_0 = L_0 - \sum_{s=1}^{g} (2s-1)z_{2s-1}\partial_{2s-1}, \]

\[ \mathcal{L}_2 = L_2 - \zeta_1 \partial_1 - \sum_{s=1}^{g-1} (2s-1)z_{2s-1}\partial_{2s+1} + \frac{4}{2g+1} \lambda_4 \sum_{s=1}^{g-1} (g-s)z_{2s+1}\partial_{2s-1}, \]

\[ \mathcal{L}_4 = L_4 - \zeta_3 \partial_1 - \zeta_1 \partial_3 - \sum_{s=1}^{g-2} (2s-1)z_{2s-1}\partial_{2s+3} \]

\[ - \lambda_4 \sum_{s=1}^{g-1} (2s-1)z_{2s+1}\partial_{2s+1} + \frac{6}{2g+1} \lambda_6 \sum_{s=1}^{g-1} (g-s)z_{2s+1}\partial_{2s-1} \]

belong to the Lie algebra of derivations of \( \mathcal{F} \).

Proof. The theorem follows directly from the explicit formulas given in Section 2 and Theorems 13 and 14 of [27]. □

Let us give, for illustration, formulas for the corresponding operators for \( g = 1, 2, 3, 4 \) (cf. [29], [1], [8], and [30]). They follow from formulas of Section 3.

6.1. Differential operators for the genus \( g = 1 \).

\[ \mathcal{L}_0 = L_0 - z_1 \partial_1, \quad \mathcal{L}_2 = L_2 - \zeta_1 \partial_1. \]

6.2. Differential operators for the genus \( g = 2 \).

\[ \mathcal{L}_0 = L_0 - z_1 \partial_1 - 3z_3 \partial_3, \quad \mathcal{L}_2 = L_2 - \zeta_1 \partial_1 + \frac{4}{5} \lambda_4 z_3 \partial_1 - z_1 \partial_3, \]

\[ \mathcal{L}_4 = L_4 - \zeta_3 \partial_1 - \zeta_1 \partial_3 + \frac{6}{5} \lambda_6 z_3 \partial_1 - \lambda_4 z_3 \partial_3. \]

6.3. Differential operators for the genus \( g = 3 \).

\[ \mathcal{L}_0 = L_0 - z_1 \partial_1 - 3z_3 \partial_3 - 5z_5 \partial_5, \]

\[ \mathcal{L}_2 = L_2 - \zeta_1 \partial_1 + \frac{4}{7} \lambda_4 z_3 \partial_1 - z_1 \partial_3 + \frac{4}{7} \lambda_4 z_5 \partial_3 - 3z_3 \partial_5, \]

\[ \mathcal{L}_4 = L_4 - \zeta_3 \partial_1 - \zeta_1 \partial_3 + \frac{12}{7} \lambda_6 z_3 \partial_1 - \lambda_4 z_3 \partial_3 + \frac{6}{7} \lambda_6 z_5 \partial_3 - z_1 \partial_5 - 3\lambda_4 z_5 \partial_5. \]

6.4. Differential operators for the genus \( g = 4 \).

\[ \mathcal{L}_0 = L_0 - z_1 \partial_1 - 3z_3 \partial_3 - 5z_5 \partial_5 - 7z_7 \partial_7, \]

\[ \mathcal{L}_2 = L_2 - \zeta_1 \partial_1 - z_1 \partial_3 - 3z_3 \partial_3 - 5z_5 \partial_5 - 7z_7 \partial_7 + \frac{4}{9} \lambda_4 (3z_3 \partial_1 + 2z_5 \partial_3 + z_7 \partial_5), \]

\[ \mathcal{L}_4 = L_4 - \zeta_3 \partial_1 - \zeta_1 \partial_3 - z_1 \partial_5 - 3z_3 \partial_7 \]

\[ - \lambda_4 (3z_3 \partial_3 + 3z_5 \partial_5 + 5z_7 \partial_7) + \frac{2}{3} \lambda_6 (3z_3 \partial_1 + 2z_5 \partial_3 + z_7 \partial_5). \]

7. Polynomial Dynamical Systems and the Korteweg–de Vries Equation

Consider the complex linear space \( \mathbb{C}^{3g} \) with coordinates \( \{x_{i,j}\} \), where \( i \in \{1, 2, 3\} \) and \( j \in \{1, 3, \ldots, 2g - 1\} \). In the notation of Section 1, we define the map \( \mathbb{C}^g \times \mathcal{B} \to \mathbb{C}^{3g} \) by the relations

\[ (x_{1,j} \quad x_{2,j} \quad x_{3,j}) = (\varphi_{1,j}(z, \lambda) \quad \varphi_{1,1,j}(z, \lambda) \quad \varphi_{1,1,1,j}(z, \lambda)) \]
for all \( j \in \{1, 3, \ldots, 2g-1\} \). Under this map the rational functions on \( \mathbb{C}^{3g} \) correspond to hyperelliptic functions of genus \( g \) (see Section 5 in [8] for details). The map associates the differential operators \( \mathcal{L}_0, \mathcal{L}_2, \mathcal{L}_4, \) and \( \mathcal{L}_{2k-1}, k \in \{1, \ldots, g\} \), from Section 6 with polynomial vector fields \( \mathcal{D}_0, \mathcal{D}_2, \mathcal{D}_4, \) and \( \mathcal{D}_{2k-1}, k \in \{1, \ldots, g\} \), in \( \mathbb{C}^{3g} \). In the cases \( g = 1, 2, 3, 4 \), these vector fields are given explicitly in [1], [8], and [30].

For any genus \( g \), we have (see Eq. (22) in [8])

\[
\mathcal{D}_0 = \sum_j (j+1)x_{1,j} \frac{\partial}{\partial x_{1,j}} + (j+2)x_{2,j} \frac{\partial}{\partial x_{2,j}} + (j+3)x_{3,j} \frac{\partial}{\partial x_{3,j}}
\]

and (see Eq. (23) in [8])

\[
\mathcal{D}_1 = \sum_j x_{2,j} \frac{\partial}{\partial x_{1,j}} + x_{3,j} \frac{\partial}{\partial x_{2,j}} + 4(2x_{1,1}x_{2,j} + x_{2,1}x_{1,j} + x_{2,j+2}) \frac{\partial}{\partial x_{3,j}},
\]

where \( x_{2,2g+1} = 0 \).

Let us describe the graded homogeneous dynamical systems in \( \mathbb{C}^{3g} \) determined by these vector fields. Here we follow the approach of [1], where such a description was given in the case of the genus \( g = 2 \).

The dynamical system \( S_0 \), which corresponds to the Euler vector field \( \mathcal{D}_0 \), has the form

\[
\frac{\partial}{\partial \tau_0} x_{i,j} = (i+j)x_{i,j}, \quad i = 1, 2, 3, \quad j = 1, 3, \ldots, 2g-1.
\]

The dynamical system \( S_1 \) corresponding to the vector field \( \mathcal{D}_1 \) has the form

\[
\frac{\partial}{\partial \tau_1} x_{i,j} = x_{i+1,j}, \quad i = 1, 2, \quad j = 1, 3, \ldots, 2g-1,
\]

\[
\frac{\partial}{\partial \tau_1} x_{3,j} = 4(2x_{1,1}x_{2,j} + x_{2,1}x_{1,j} + x_{2,j+2}), \quad j = 1, 3, \ldots, 2g-1,
\]

where \( x_{2,2g+1} = 0 \). Relation (10) implies

\[
\frac{\partial}{\partial \tau_1} x_{3,1} = 4(3x_{1,1}x_{2,1} + x_{2,3}).
\]

The map (9) takes \( \partial/\partial \tau_1 \) to \( \partial_1 \) and \( x_{i,j} \) to the corresponding hyperelliptic \( \wp \)-functions. This gives the KdV equation

\[
4\partial_3 \wp_{1,1} = \partial_1 (\partial_1^2 \wp_{1,1} - 6\wp_{1,1}^2).
\]

The same result can be obtained directly from the algebraic relations between hyperelliptic \( \wp \)-functions; see Corollary 8 in [9].

Using results of Section 4, we see that in the rational limit as \( \lambda \to 0 \) this gives the KdV equation

\[
4\partial_3 \hat{\wp} = \partial_1 (\partial_1^2 \hat{\wp} - 6\hat{\wp}^2)
\]

for the function \( \hat{\wp} = -\partial_1 \partial_1 \ln \hat{\sigma} \), where \( \hat{\sigma} \) is the rational limit of the sigma function.

8. Examples: Polynomial Dynamical Systems Corresponding to Derivations of Hyperelliptic Functions of Genus \( g = 3 \)

The dynamical system \( S_0 \) corresponding to the Euler vector field \( \mathcal{D}_0 \) has the form

\[
\frac{\partial}{\partial \tau_0} x_{i,j} = (i+j)x_{i,j}, \quad i = 1, 2, 3, \quad j = 1, 3, 5.
\]
The dynamical system $S_1$ corresponding to the vector field $D_1$ has the form
\[
\frac{\partial}{\partial \tau_1} x_{i,j} = x_{i+1,j}, \quad i = 1, 2, \quad j = 1, 3, 5,
\]
\[
\frac{\partial}{\partial \tau_1} x_{3,j} = 4(2x_{1,1}x_{2,j} + x_{2,1}x_{1,j} + x_{2,j+2}), \quad j = 1, 3, 5,
\]
where $x_{2,7} = 0$.

The dynamical system $S_2$ corresponding to the vector field $D_2$ has the form
\[
\frac{\partial}{\partial \tau_2} x_{1,1} = \frac{12}{7} \lambda_4 + 2x_{1,1}^2 + 4x_{1,3},
\]
\[
\frac{\partial}{\partial \tau_2} x_{2,1} = 3x_{1,1}x_{2,1} + 5x_{2,3},
\]
\[
\frac{\partial}{\partial \tau_2} x_{3,1} = 3x_{2,1}^2 + 2x_{1,1}x_{3,1} + 6x_{3,3},
\]
\[
\frac{\partial}{\partial \tau_2} x_{1,3} = -\frac{8}{7} \lambda_4 x_{1,1} + 2x_{1,1}x_{1,3} + 6x_{1,5},
\]
\[
\frac{\partial}{\partial \tau_2} x_{2,3} = -\frac{8}{7} \lambda_4 x_{2,1} + 3x_{2,1}x_{1,3} + 7x_{2,5},
\]
\[
\frac{\partial}{\partial \tau_2} x_{3,3} = -\frac{8}{7} \lambda_4 x_{3,1} + 4x_{3,1}x_{1,3} + 3x_{2,1}x_{2,3} - 2x_{1,1}x_{3,3} + 8x_{3,5},
\]
\[
\frac{\partial}{\partial \tau_2} x_{1,5} = -\frac{4}{7} \lambda_4 x_{1,3} + 2x_{1,1}x_{1,5},
\]
\[
\frac{\partial}{\partial \tau_2} x_{2,5} = -\frac{4}{7} \lambda_4 x_{2,3} + 3x_{2,1}x_{1,5},
\]
\[
\frac{\partial}{\partial \tau_2} x_{3,5} = -\frac{4}{7} \lambda_4 x_{3,3} + 4x_{3,1}x_{1,5} + 3x_{2,1}x_{2,5} - 2x_{1,1}x_{3,5},
\]
where
\[
\lambda_4 = -3x_{1,1} + \frac{1}{2} x_{3,1} - 2x_{1,3}.
\]

The calculation of this system is based on results of [8].

9. Appendix. Hyperelliptic Schur–Weierstrass Polynomials, Adler–Moser Polynomials, and the Rational Limit of Sigma Functions

We denote by $e = (e_1, e_2, \ldots)$ the infinite vector with coordinates $e_k$. For convenience, we assume that $e_0 = 1$ and $e_k = 0$ for $k < 0$. We introduce the $g \times g$ matrices $E_g = (e_{g-2i+j+1})$, where $1 \leq i, j \leq g$. We set $\text{wt}(e_k) = -k$.

**Definition 9.1.** The genus-$g$ hyperelliptic Schur polynomial is the polynomial
\[
\text{Sh}_g(e) = \det E_g.
\]
This is a homogeneous polynomial of weight $\frac{1}{2}g(g+1)$ in the $2g - 1$ variables $(e_1, \ldots, e_{2g-1})$.

**Example 9.2.** $E_2 = \begin{pmatrix} e_2 & e_3 \\ 1 & e_1 \end{pmatrix}$, $\text{Sh}_2(e) = e_2 e_1 - e_3$.

**Example 9.3.** $E_3 = \begin{pmatrix} e_3 & e_4 & e_5 \\ e_1 & e_2 & e_3 \\ 0 & 1 & e_1 \end{pmatrix}$, $\text{Sh}_3(e) = e_3 e_2 e_1 + e_5 e_1 - e_4 e_1^2 - e_3^2$. 
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Now we consider each coordinate $e_k$ as the $k$th elementary symmetric polynomial in infinitely many variables $x = (x_1, x_2, \ldots)$. We set $\text{wt}(x_i) = -1$. The generating series for $e_k(x)$ is

$$E(x, t) = 1 + \sum_{k \geq 0} e_k(x)t^k = \prod_{i > 0}(1 + x_i t).$$

We denote by $\text{Sym}$ the ring of symmetric polynomials in $x$ over the field $\mathbb{Q}$ of rational numbers. There is an isomorphism of graded rings $\text{Sym} \cong \mathbb{Q}[e_1, e_2, \ldots]$. Another multiplicative homogeneous basis in $\text{Sym}$ is given by the Newton polynomials $p_1, \ldots, p_k, \ldots$, where

$$p_k = \sum_{i > 0} x_i^k.$$

We denote by $p = (p_1, p_2, \ldots)$ the infinite vector with coordinates $p_k$. The transition from the basis $\{e_k\}$ to the basis $\{p_k\}$ is described by the following relation between the generating series:

$$E(x, t) = \exp \mathcal{N}(x, t),$$

where $\mathcal{N}(x, t) = \sum_{n > 0} (-1)^{n-1} p_n(x)t^n/n$. We have $\text{wt}(p_k) = -k$.

One can express $e_k(x)$ as a polynomial in $p_1, \ldots, p_k$. It follows from (12) that

$$e_k(x) = \frac{1}{k!} p_k^k + \cdots + (-1)^{k-1} \frac{1}{k} p_k$$

and

$$\frac{\partial e_k(x)}{\partial p_n} = (-1)^{n-1} \frac{1}{n} e_{k-n}(x).$$

**Example 9.4.** $e_2(x) = \frac{1}{2} (p_1^2 - p_2)$.

**Example 9.5.** $e_3(x) = \frac{1}{3} (p_1^3 - 3p_2 p_1 + 2p_3)$.

The general Schur–Weierstrass polynomials were introduced in [25]. They correspond to a more general case of $(n, s)$-curves than that of hyperelliptic curves considered here.

**Definition 9.6.** The Schur polynomial $\text{Sh}_g(e)$, written as a polynomial in multiplicative generators $p_1, p_2, \ldots$, is called the genus-$g$ hyperelliptic Schur–Weierstrass polynomial $\text{ShW}_g(p)$.

**Lemma 9.1 (see [25]).** The Schur–Weierstrass polynomial $\text{ShW}_g(p)$ is a polynomial in $g$ variables $p_{2k-1}, k = 1, \ldots, g$.

**Example 9.7.** $\text{ShW}_2(p) = \frac{1}{3} (p_1^3 - p_3)$.

**Example 9.8.** $\text{ShW}_3(p) = \frac{1}{4} (p_1^6 - 5p_1^3 p_3 + 9p_1 p_5 - 5p_3^2)$.

We set $\text{ShW}_0(p) = 1$. We have $\text{ShW}_1(p) = p_1$. To describe properties of the sequence of polynomials $\text{ShW}_g(p), g = 0, 1, 2, \ldots$, we need some results about Wronskians. We will mainly follow the notation of [22]. Consider a sequence $\{\psi_k(x)\}$, where $k = 0, 1, \ldots$, of smooth functions in $x$, in which $\psi_0(x) = 1$ and $\psi_1(x) = x$. We set $D = d/dx$. The Wronskian of a set of functions $\psi_1, \psi_2, \ldots, \psi_k$ is the determinant $W_k = W_k(\psi_1, \ldots, \psi_k) = \det(D^{i-1} \psi_j), 1 \leq i, j \leq k$, of the Wronski matrix $(D^{i-1} \psi_j)$. We obtain a sequence of smooth functions $W_k = W_k(x), k = 1, 2, \ldots, W_1 = x$. We set $W_0 = 1$ and $f' = Df$.

**Lemma 9.2 ([22], Eq. (2.23)).** Let $\psi_j'' = \psi_{j-1}$. Then the sequence $W_k(\psi_1, \ldots, \psi_k), k = 0, 1, 2, \ldots$, of Wronskians satisfies the system of functional differential equations

$$W_{k+1} W_{k-1} - W_{k+1} W_{k-1}' = W_k^2.$$

**Definition 9.9.** The Burchall–Chaundy equations are the system of functional differential equations

$$\varphi_{k+1} \varphi_{k-1} - \varphi_{k+1} \varphi_{k-1}' = \varphi_k^2$$

with initial conditions $\varphi_0 = 1$ and $\varphi_1 = x$. 193
Burchnell and Chaundy showed in [23] that a sequence of smooth functions \( \varphi_k(x) \), \( k = 0, 1, 2, \ldots \), that gives a solution of system (14) with initial conditions \( \varphi_0 = 1 \) and \( \varphi_1 = x \) is polynomial and each polynomial \( \varphi_k \), where \( k > 1 \), has \( k - 1 \) free parameters. These equations arise naturally in various problems; see, e.g., [24]. In works on this topic the polynomials \( \varphi_k(x) \) are called the Burchnell–Chaundy polynomials.

**Lemma 9.3.** The sequence \( \text{ShW}_g(p) \) of Schur–Weierstrass polynomials considered as a sequence of polynomials \( \varphi_g(x) \), where \( x = p_1 \) and \( p_3, \ldots, p_{2g-1} \) are fixed, is the sequence of Burchnell–Chaundy polynomials.

**Proof.** Consider the polynomials \( e_k(x) \), \( k = 0, 1, 2, \ldots \), as polynomials in \( x = p_1 \) with fixed \( p_3, \ldots, p_{2k-1} \). According to (13), we have \( e'_k = e_{k-1} \). Therefore, the matrix \( E_g \) can be written as \((D^{k-1}e_{g-i+j}(x))\). Thus, the Schur–Weierstrass polynomial \( \text{ShW}_k(p) \) coincides with the Wronskian \( W_k(e_{2g-1}(x), \ldots, e_1(x)) \). Since \( e''_k = e_{k-2} \), the application of Lemma 9.2 completes the proof. \( \Box \)

**Definition 9.10.** A sequence of polynomials \( \theta_k(x), k = 0, 1, 2, \ldots \), where \( \theta_0(x) = 1 \) and \( \theta_1(x) = x = \tau_1 \), satisfying the system of functional differential equations

\[
\theta'_{k+1} \theta_{k-1} - \theta_{k+1} \theta'_{k-1} = (2k+1)\theta_k^2 \tag{15}
\]

is called an Adler–Moser sequence.

We set \( \mu_0 = \mu_1 = 1 \) and

\[
\mu_k = 3^{k-1} \cdot 5^{k-2} \cdots (2k - 1) = \prod_{j=1}^{k} (2k - 2j + 1)^j, \quad k > 1.
\]

A direct verification proves the following lemma.

**Lemma 9.4.** Let \( \varphi_k(x), k = 0, 1, 2, \ldots \), be a solution of the system of equations (14) with initial conditions \( \varphi_0 = 1 \) and \( \varphi_1 = x \). Then the sequence of functions \( \theta_k(x) = \mu_k \varphi_k(x) \) determines a solution of the system (15) with initial conditions \( \theta_0 = 1 \) and \( \theta_1 = x \).

In [22] it was shown that a general solution of the system of equations (15) has the form \( \theta_k = \theta_k(x, \tau_2, \ldots, \tau_k) \), where \( \tau_2, \ldots, \tau_k \) are free parameters not depending on \( x \).

From Eqs. (15) it follows that the choice of parameters \( \tau_k \), \( k \geq 2 \), becomes unambiguous if we fix the normalization

\[
\theta_k(x) = x^{k(k+1)/2} + \cdots, \quad k \geq 0, \tag{16}
\]

\[
\frac{\partial \theta_k(x, \tau_2, \ldots, \tau_k)}{\partial \tau_k} = x^{(k-2)(k-1)/2} + \cdots, \quad k \geq 2. \tag{17}
\]

This allows us to introduce the following notion.

**Definition 9.11.** Universal Adler–Moser polynomials are polynomials \( \theta_k(\tau_1, \ldots, \tau_k) \) in \( k \) independent variables, where \( k = 0, 1, 2, \ldots \), such that in \( x = \tau_1 \) they give a general solution of the system of equations (15) and satisfy (16) and (17).

The polynomials introduced by Adler and Moser in [22] are a specialization of the universal Adler–Moser polynomials from Definition 9.11.

Using formula (13) with \( k \geq 2 \), we obtain

\[
\frac{\partial \text{ShW}_k(p)}{\partial p_{2k-1}} = (-1)^{k+1} \text{ShW}_{k-2}(p).
\]
Theorem 9.5. The Schur–Weierstrass polynomials $\text{ShW}_k(p)$ are uniquely determined by the condition that they satisfy the system of equations (14) and the initial conditions

$$\text{ShW}_k(p) = \mu_k p_1^{k+1/2} + \ldots, \quad k \geq 0,$$

$$\frac{\partial \text{ShW}_k(p)}{\partial p_{2k-1}} = (-1)^{k+1} \frac{1}{2k-1} \mu_{k-2} p_1^{(k-2)(k-1)/2} + \ldots, \quad k \geq 2.$$

Proof. Using Lemma 9.4 and Definition 9.11, we obtain the theorem.

Corollary 9.6. The following expression holds:

$$\text{ShW}_g(p) = \frac{1}{\mu_g} \theta_g(\tau_1, \ldots, \tau_g), \quad \text{where} \quad \tau_k = (-1)^{k+1} \frac{1}{2k-1} \frac{\mu_k}{\mu_{k-2}} p_{2k-1}.$$

Example 9.12. $\tau_2 = -p_3$, $\tau_3 = 9p_5$.

We set $\hat{\tau} = (\tau_2, \ldots, \tau_g)$, $g \geq 2$, and

$$u_g(x, \hat{\tau}) = -\frac{\partial^2}{\partial x^2} \ln \theta_g(x, \hat{\tau}).$$

Theorem 9.7 (cf. [22]). There is a uniquely determined change of variables $\hat{\tau} \rightarrow \hat{\tau}^*$: $\tau_k = b_k \tau_k^* + h_{2k-1}(\tau^*)$, where $b_k \in \mathbb{Q}$ and $h_{2k-1}(\tau^*)$ is a homogeneous polynomial of weight $2k-1$, such that the function $u_g(x, \hat{\tau}^*)$ satisfies the KdV hierarchy corresponding to the operator $L_g = \partial^2/\partial x^2 + u_g(x, \hat{\tau}^*)$.

Theorem 9.8 (see [31]). The change of variables $\hat{\tau} \rightarrow \hat{\tau}^*$ is described by the following relation between the generating series:

$$\sum_{i \geq 2} \frac{\tau_i}{\alpha_{2i-1}} t^{2i-1} = \text{th}\left( \sum_{i \geq 2} \tau_i^* t^{2i-1} \right), \quad (18)$$

where $\alpha_{2i-1} = (-1)^{i-1} 3^2 \cdots (2i-3)^2 (2i-1)$.

The hyperbolic tangent $\text{tanh}(t)$ is the exponential of the formal group over the ring of integers $\mathbb{Z}$ with the addition law

$$t_1 \oplus \text{tanh} \ t_2 = \frac{t_1 + t_2}{1 + t_1 t_2}.$$

Therefore, formula (18) can be rewritten as

$$\sum_{i \geq 2} \frac{\tau_i}{\alpha_{2i-1}} t^{2i-1} = \bigoplus_{i \geq 2} \text{tanh} \ Z_{2i-1}(t),$$

where $Z_{2i-1}(t) = \text{tanh}(\tau_i^* t^{2i-1})$.

We set $\hat{p} = (p_3, \ldots, p_{2g-1})$ and $\hat{z} = (z_3, \ldots, z_{2g-1})$ and denote by $\hat{\sigma}(z_1, \hat{z})$ the rational limit of the genus-$g$ hyperelliptic sigma function.

Theorem 9.9 (cf. [25]). There is a uniquely determined change of variables $\hat{p} \rightarrow \hat{z}$: $p_{2k-1} = \beta_k z_{2k-1} + q_{2k-1}(\hat{z})$, where $\beta_k \in \mathbb{Q}$ and $q_{2k-1}(\hat{z})$ is a homogeneous polynomial, such that

$$\hat{\sigma}(z_1, \hat{z}) = \text{ShW}_g(p_1, \hat{p}), \quad z_1 = p_1.$$
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