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Abstract. Structure and evolution of networks have been areas of growing interest in recent years, especially with the emergence of Social Network Analysis (SNA) and its application in numerous fields. Researches on diffusion are focusing on network modeling for studying spreading phenomena. While the impact of network properties on spreading is now widely studied, involvement of network dynamicity is very little known. In this paper, we address the epidemiology context and study the consequences of network evolutions on spread of diseases. Experiments are conducted by comparing incidence curves obtained by evolution strategies applied on two generated and two real networks. Results are then analyzed by investigating network properties and discussed in order to explain how network evolution influences the spread. We present the MIDEN framework, an approach to measure impact of basic changes in network structure, and DynSpread, a 2D simulation tool designed to replay infections scenarios on evolving networks.
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1 Introduction

Network modeling involves a set of items, represented by nodes (also called vertexes), that are linked by connections. While seminal works were first conducted in mathematics through the graph theory, this domain has known a significant growth in recent years.

In last decades, network analysis has been the subject of an active research domain, so-called “Science of Networks” [215], an emerging scientific discipline that focuses on relationships maintained between entities, and not on entities themselves. Social science, with the occurrence of WEB 2.0 and Social Network Analysis (SNA), has provided the most popular works, with Milgram [19] on small world phenomenon, or Bott [4] on families. Other domains are also related to network analysis, such as biology [16], ethology [11] or computer science [3],
since this kind of representation is particularly fitted to understand information spreading phenomena. For instance spreading of viruses, diseases, rumors, knowledge or fashion behave very similarly [5,12].

This work is focused on diffusion phenomenon and addresses the particular issue of spread of diseases. Indeed, in numerous cases of disease spreading, social contacts seem to be main factors of transmission. Sexual Transmitted Diseases (STDs) are a good example of diseases that depend solely on personal contacts for dissemination. Thus, several studies have focused on social networks and have demonstrated their relevance in disease spreading [18,9,7]. However, although the effect of network properties on spreading is now widely studied, the impact of network changes is an emerging field. One obvious pitfall is the lack of real data and most works commonly handle snapshots of a network at a given time, that do not fully reflect real world networks.

In this paper, we address the issue of dissemination in dynamic networks. Unlike methods that study spreading on static networks, we propose a framework to assess impact of evolving mechanisms, by selecting and comparing some typical evolution strategies. Experiments are conducted by comparing incidence curves obtained with several evolution strategies and are then analyzed by investigating network properties. In this first stage, we have restricted the analysis to strategies that only create new links. Our results provide an original insight about how and why network evolution impacts the spread. We show indeed that new links appearing in the social network generally emphasize the epidemic spread and speed up the process. Of course this assertion has to be modulated according to the evolution strategy applied. In epidemiology, understanding such implications is essential to help public health officials in the prevention and the development of appropriate strategies taking into account changes occurring on real world networks.

This paper is organized in 7 sections as follows. In Section 2 we present main previous works on networks, with particular emphasis on their application in epidemiology. Section 3 presents our motivations and objectives, and details the framework we propose to measure the involvement of network dynamics. Experiments and results are presented in Section 4. In Section 5, we discuss these results by investigating both effects of evolution strategies and changes on network properties. Section 6 is devoted to DynSpread, the 2D simulation tool that implements our framework. We conclude and present future directions in Section 7.

2 Previous Works

Epidemiology is the science that focuses on infectious diseases. De and Das [12] defined epidemic theory as being “the study of the dynamics of how contagious diseases spread in a population, resulting in an epidemic”. More formally, epidemiology is the study of patterns of health and illness and associated factors at population or individual level. It refers to all methods of modeling [24], analysis [22] or monitoring [7] of the spread in a given system, for identifying risk factors and determining optimal intervention approaches to clinical practice and preventative medicine.
2.1 Compartment Models

Although the biological interest for this phenomenon is undeniable, other scientific communities have contributed to its understanding: anthropology [4], mathematics [17] or computer science [10,3].

Mathematicians were the first to address modeling issues, through compartment models [24]. This kind of models assume that (1) a population can be divided into a set of compartments, according to the level of the disease development, and (2) individuals have equal probability to change compartment. The two main compartment models defined in epidemic literature are Susceptible – Infected Model (SI Model), that assumes individuals may become infected with probability $\beta$ and SIR Model, which adds a Recover state reached by infected individuals with a certain probability $\gamma$. On the same paradigm, many other models [24] can be found in the literature: SIS, SIRS, etc.

![Fig. 1. Two Examples of Compartments Models](image)

However, such approaches remain very simple and do not reflect the real complexity of human interactions. Indeed, in real world people are actually connected to a small portion of individuals, and this portion is obviously not chosen randomly. Introduced by pioneering works of Klovdahl [18] on AIDS, network modeling have found various applications in epidemiology, since a significant factor of the outbreak and the behavior of diseases is the structure and the nature of human interactions through which it spreads.

2.2 Networks and Epidemics

Traditionally, a network is described by a graph $G$, defined $G = (V,E)$, where $V$ is the set of vertexes and $E$ the set of edges in the graph $E \subseteq V \times V$. The neighbors $N(i)$ of vertex $i$ is defined as $N(i) = \{j \mid ij \in E\}$. Other individual measures prove to be interesting for networks of very different types [20]. The Degree is the number of neighbors of a vertex. More formally, the degree $d_i$ of node $i$ is the cardinality of the set of its neighbors, i.e. $d_i = |N(i)|$. The Clustering Coefficient $C_i$ of a node $i$ indicates how close the neighbors of node $i$ are to being a clique, $C_i = \frac{2t_i}{d_i(d_i-1)}$, where $t_i$ is the number of triangles for which node $i$ is a part.

Initially, networks were studied with the objective to understand various real systems in disciplines ranging from communication networks to ecological webs. Newman [20] classifies works according to three categories: Node-Based Measure, Statistical Properties of Networks and Dynamics of Networks.

At node level, networks are characterized by some individual properties of their nodes. Typical works try to classify or identify the role of nodes by
understanding which individuals are more connected to others or have most influence, or whether and how individuals are connected to one another through the network, etc. In epidemiology, such measures have been used to identify high-risk individuals. For example, Christley et al. [9] compare various node-based measures to identify this kind of individuals. Chen et al. [6] show the changes in the degree of nodes according to several kinds of interactions and their role for the transmission.

At global level, scientists try to classify networks focusing on the distribution of given properties. A typical example is the network classification we can found in the literature [1,20]. In epidemiology, works have been conducted to understand the propagation phenomena [14] and propose intervention strategies taking into account network topology [22,7].

According to the dynamic point of view, many recent studies try to understand and reproduce the manner in which a network evolves [25]. Thus, several models have been proposed to reflect growth processes inducing to particular structural features observed on real world networks [20,13]. However, it is interesting to note that the issues of dynamics of networks and the dynamics on networks are still independent fields. Indeed, the impact of network evolution on spread of infectious diseases is a very new research axis. In this area, the mathematical approach of Gross et al. [15] studies the impact of links deletion on spreading. Read et al. [21] show how changes in the frequency of encounters between individuals may impact the dissemination. More recently, Christensen et al. [8] have measured the effect of changes in demographic attributes within population on the disease transmission.

In this paper, we focus on this last issue of dynamicity in networks. The next section is devoted to the method we propose to understand how different changes in a network have consequences on the transmission of disease.

3 Objectives and Method

Networks are alive and animated objects, in which nodes can appear and disappear, links can be created, removed, or can even evolve. Thus, focusing on the dynamic issue in networks inevitably raises multiple questions, both on networks and on information diffusion: How does a network evolve? What do the changes operate on its properties? How is the network topology influenced by the way the network evolves and how does it affect the spread behavior?

3.1 Motivations and Objectives

Among social networks, we can identify on one hand, static structures that do not meet much evolution. For instance, co-author networks have few new links created. But on the other hand, networks based on geographic contacts are likely to meet much evolution with frequent deletion and creation of links, according to individual mobility. We focus on this kind of networks.

In epidemiology, a concrete motivation to study this question is demonstrated by intervention strategies that are currently proposed and are generally focused
on node-based measures. For example, the intervention strategy that gives best results is to vaccinating individuals with the highest degree. However, it is realistic to think that individuals with the highest degree at time $t$ will probably not be in the same state at time $(t + 1)$, due to changes that occur in the network. Therefore, dynamic appears to have a strong and real impact on the spread, and may be an essential factor for the behavior of a disease.

Nevertheless, to the best our knowledge, no empirical or even comparative studies to assess the effect of different network evolutions are available. Indeed, we may assume that dynamic plays an important role in the diffusion of information through the network, and therefore should be taken into account to understand diseases behavior in evolving networks and propose suitable strategies to prevent and control epidemics. Thus, our objectives are define a framework to assess impacts of network evolution measure and compare the impact of network dynamic, by comparing the incidence curves induced by several evolution strategies, and understand causes and effects at global and individual levels.

3.2 Evolution Strategies

In order to carry out such a work, we compare the effects of four well known evolution models, accepted in the literature as reproducing changes observed in real world networks. These strategies are highlighted by schemes on Figure 2.

**Random (R)** is a process that creates links randomly between nodes. This evolution mechanism is particularly used to model evolution of networks for which we have no knowledge on the development.

**Triadic Closure (TD)** is one of the first social networking concepts. It can be expressed as “friends of my friends become my friends”. More formally, it is the process through which a node is likely to create a link with the neighbors of its neighbors.

**Global Connection (GC)** corresponds to an abstracted mechanism of social link formation, through which a node creates links solely outside of its circle of close friends i.e. beyond friends of its friends.

**Preferential Attachment (PA)** is a kind of evolution in which a node is more likely to connect to one with high degree. Although it is fairly recent, it is now widely studied, particularly in social science where it makes sense. Indeed it is more likely for a person to connect to someone with a large number of connections, as those people tend to be more social and popular.

3.3 Studied Networks

In this work, we focus on four networks: two generated networks GEN1, GEN2 and two real networks HS and PL. We have chosen these networks because they are representative of different types of networks currently referenced in the literature.
Fig. 2. Starting from a reference network, examples of links generated with (a) Random, (b) Triadic Closure, (c) Global Connection, (d) Preferential Attachment.

- **GEN1** and **GEN2** are respectively obtained by Erdos-Renyi [13] and Barabasi-Albert [20] models. GEN1 is a classic random network that has been the subject of intensive researches. GEN2 represents the kind of network most commonly observed in real-world networks, such as the Internet, telephone calls network, sexual network or friendship network, known as scale-free network.

- **HS** and **PL** are respectively obtained by real and synthetic situations. HS correspond directly to the high school interactions graph proposed by Salathe [23] and PL represents a synthetic population of the city of Portland extracted from EpiSims, an epidemiological simulation system prior to Episimdemics [3].

Generated networks are used because the work we are conducting is not confined to epidemiology, since mechanisms of transmission of information, or rumors are very similar. Therefore, it is important to understand how the disease behaves on evolving generic networks, to transpose it in other paradigms. Figure 3 details the main characteristics of the networks described above (#comp is the number of connected components and cc is the clustering coefficient of the network).

### 3.4 MIDEN Framework

For each network, we have no a priori knowledge about their evolutions. This allows us to make several assumptions about its development by fitting the network with evolution mechanisms. Thus, to assess the impact of network changes, we apply each evolution strategy (R, TD, GC and PA) to these networks, and compare their effect. In this preliminary work, we study the dynamics in an empirical manner, by setting the number of nodes and by considering the dynamic through the addition of new links only.

Let us give $T = \langle t_0, t_1, \ldots, t_m \rangle$, as the time sequence over which the disease transmission is studied with $\forall j \in [0..m]$, $t_j < t_{j+1}$ and $G = \langle G_{t_0}, G_{t_1}, \ldots, G_{t_m} \rangle$ as the sequence of networks, where each $G_{t_j} = (V, E_{t_j})$ represents the state of
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| Networks | GEN1 | GEN2 | HS    | PL    |
|----------|------|------|-------|-------|
| Origins  | Generated | Generated | High School | Portland |
| #nodes   | 4771 | 3233 | 788   | 4829  |
| #links   | 7481 | 5154 | 26801 | 7455  |
| Density  | 0.000657 | 0.000986 | 0.086873 | 0.0006395 |
| #comp    | 17   | 1    | 1     | 1     |

| avg degree | 3.136 | 3.188 | 68.195 | 3.087 |
| max degree | 11    | 118   | 174    | 17    |

Fig. 3. Detailed Networks Features

the network at time \( t_j \), with \( t_j \in T \). \( V \) is the set of individuals and \( E_{t_j} \) is the set of edges present in the network at time \( t_j \), with \( E_{t(j-1)} \subseteq E_{t_j} \subseteq V \times V \).

Transmission of an infectious agent is simulated according to the Susceptible – Infectious – Recover model.

Let us denote \( F_{t_j} \) the function that returns the state of a node \( i \) at time \( t_j \), \( F_{t_j} : V \rightarrow \{S, I, R\} \). Thus, at each time \( t_j \) of \( T \), we have the set of infected nodes \( I_{t_j} = \{v \in V | F_{t_j}(v) = I\} \). Let us also define \( N_{t_j}^i \) as the set of infected neighbors of the node \( i \), \( N_{t_j}^i = \{v \in V | iv \in E_{t_j} \text{ and } F_{t_j}(v) = I\} \) at \( t_j \).

Let \( \beta \) be the probability of transmission per contact and \( \gamma \) the probability of recover. We denote \( W \) the applied evolution strategy and \( Q \) the speed of evolution, i.e. the number of links created at each iteration.

1. Outbreak: Before introduction of the infectious agent, at \( t_0 \), the entire population is assumed to be susceptible and we assume that no link is created yet in the network \( G_{t_0} \). We begin by selecting the patient zero, the first individual that will be contaminated by the pathogen. This step simply consists in randomly selecting an individual, \( z \), among the population and change his state \( S \) to \( I \), i.e. \( \exists! z \in V, F_{t_0}(z) = I \text{ and } \forall v \in V - \{z\}, F_{t_0}(v) = S \).

2. Wave Transmission \( (S \rightarrow I) \): Once the patient zero is infected, disease can spread, with a certain probability, from an infected individual to a susceptible individual if there exists an edge between them. More formally, if a susceptible node \( n_i \) has \( k_i \) infected neighbors at time \( t_j \), it can become infected with the probability \( 1 - (1 - \beta)^k_i \) with \( k_i = |N_{t_j}^i| \). In this way, the probability of being infected increases with the number of infected neighbors.

3. Network evolution: After the wave transmission, the proportion of infected individuals is stored and the network evolves to the \( G_{(t_j+1)} \) state, where \( (t_j + 1) \in T \). The evolution is carried out according to the strategy \( W \) chosen and the evolution speed \( Q \). In practical terms, \( Q \) nodes are randomly selected from the network and link building is applied from these nodes.
4. **Recovery** ($I \to R$): Each infected individual has a probability $\gamma$ to recover. Once the node is in $R$ state, it cannot transmit the infectious agent again. Its immunity is supposed to be permanent and it cannot return in the $S$ state.

Processes 2, 3 and 4 are repeated until susceptible individuals become fully extinct, i.e. $I_t = \emptyset$. Once the epidemic is over, duration of infection is stored. The algorithm below sums up the proposed approach.

| Data: Probability of transmission $\beta$, and probability of recover $\gamma$ |
|-----------------------------------|
| Input: Network $G$, Strategy $W$, and Evolution Speed $Q$ |
| Result: List $L$, of infected individuals during $T$ |

```plaintext
Function MIDEN($G$ : Network, $W$ : Strategy, $Q$ : Speed) : List

$L : List ← \emptyset$
$t : Time ← 0$

Infect Patient Zero

While ($I_t \neq \emptyset$) do

Infect $S$-nodes $i$ with probability $1 - (1 - \beta)^{k_i}$, with $k_i = |N_i|$

add $\frac{I(t)}{|V|} \times |V|$ to $L$

Network evolves to $G(t+1)$ according to $W$ and $Q$

Recover $I$-nodes $i$ with probability $\gamma$

$t ← t + 1$

End

return $L$
```

**Algorithm 1:** MIDEN(framework for Measure Impacts of Dynamic on Epidemic Networks)

4 Experiments and Results

The framework described above was experimented to analyze effects of these different evolution strategies. As a first step, this section shows and analyzes the direct effects of the different strategies on the strength of the epidemic and its appearance in time. Afterwards, in the next section, we deepen our analytical work by investigating explanations on the side of changes in network properties.

4.1 **Test Bed**

Disease behavior depends on many parameters such as the number of initial infected individuals, the probability of transmission or the probability of recover. However, changes in these parameters often influence only the virulence of the epidemic and are quite well known. In the issue we address, the most relevant parameter seems to be the evolution speed of the network. Thus to study the implication of this parameter on the behavior of a disease, we vary the network, the evolution strategy, and the evolution speed.

Epidemics may have varying durations, so we set $T = 120$. Thus the data collection was restricted over a period of 120 iterations. The probability of
transmission was set at 0.1 and the probability of recover was set at 0.2, i.e. \( \beta = 0.1 \) and \( \gamma = 0.2 \). Each test was performed upon 100 runs. Then, the average of the result obtained was calculated. For each test, a single evolution strategy was applied and the evolution speed of the network remained constant. All tests were performed by DynSpread, our simulation tool presented in Section 6 and were conducted with the following simulation environment: Intel Core 2 Duo P8600 2.4Ghz, 3Go Ram, Microsoft Windows Vista 32Bits, Java JDK 1.6.

4.2 Results

Figure 4 plots resulting an incidence curve for each strategy, according to the kind of network and the speed of evolution (x axis). For a given network and a given speed, results obtained by the four strategies are presented on the same scheme, through curves representing the percentage of infected nodes at each iteration of the MIDEN algorithm, also called incidence curves. The incidence curves obtained by epidemic without evolution strategy are always plotted as a reference to compare to the others.

If we first underline common characteristics observed on GEN1, GEN2 and PL, we obviously observe the direct impact of evolution speed. Creating new links obviously emphasizes the epidemic spread. More precisely, two main observations can be made on: (1) The virulence of the epidemic, since for these three networks, peaks values increase with the speed. (2) The timing of epidemics, since we can observe that when the evolution speed increases, epidemic peaks appear earlier.

We can observe specific behavior, depending on speed evolution for each kind of network. GEN1 and PL behave rather similarly. For example, we can observe that a speed of 10 links per iteration is not sufficient to generate an epidemic in networks GEN1 and PL. However, when the speed is set at 50, PA is the only strategy able to generate an epidemic on these two networks. We notice that after a speed threshold approximately equals to 100, all strategies generate an epidemic peak that is increasing according to the speed.

Although all strategies generate an epidemic on network GEN2, at speed 10, the difference between strategies is insignificant and results remain very close to those obtained without evolution. From speed 50, the same trends, as for GEN1 and PL, are observed: epidemic peak increases according to the speed.

The case of HS network is unusual. To understand why different strategies have no effect, we must address the data collection process. Data were collected by wireless sensors grafted on individuals, and interactions were recorded when two sensors were close enough. Although only interactions above 1 min were considered, the resulting network is very dense and thus allows a good spreading of the disease (in our test bed). We can conclude that for this kind of network, impact of dynamic is negligible. Moreover, it was impossible to generate the results for strategy GC, since all nodes rapidly become directly connected.

Finally, when the dynamic is high enough, common trends can be observed: PA strategy generally gives an epidemic curve with a peak that systematically is higher than in the others three strategies. It induces the earliest occurrence of the epidemic. R and GC strategies are always very close, since they have
Fig. 4. Incidence curves according to the Network and the Evolution Speed
epidemic curves that follow the same variations in time. The peak obtained by TD strategy is always the lowest.

5 Discussion

Since the impact of the dynamic appears quite obviously in the results presented above, we investigate now the question and tend to explain what happens at the network level. For this, we focus on changes that occur on network features. As shown in Figure 4, there is a strong difference between strategies beginning from speed 100. Thus we have compared changes occurred on network features according to each strategy $R$, $TC$, $GC$ and $PA$, after an epidemic diffusion with speed 100 and at time $t_{120}$ (since we consider 120 iterations on MIDEN algorithm). Results are shown in Figure 5 and were obtained by averaging 100 runs. Degree distribution, for each evolution strategy, is plotted for GEN1 $5(a)$, GEN2 $5(b)$ and PL $5(c)$ and features are depicted on $5(d)$.

In order to explain the results, we discuss first the effect of strategies on the network properties (1) and then consequences on spread (2).

(1) Direct effects on network properties. First of all, by comparing features of original networks presented on Figure 3 and those obtained on Figure 5, it is easy to observe direct effects of evolution strategies. While it is expected that the average degree increases, as our approach only considers the addition of new links, significant differences can be observed on degree distribution and clustering coefficient resulting from each strategy.

"Random" seems to tend towards a normal degree distribution, as we can particularly observe on Figure 5(b). For all networks, a high proportion of individuals moderately connected and a lower proportion of individuals weakly
and strongly connected can be observed. Indeed Figures \(5(a), (b), (c)\) present an higher proportion of nodes with degree between 5 and 10 with this strategy. The most significant results is obtained for GEN2, where a notable change from the original distribution is highlighted.

“Triadic Closure” allows neighbors of a same node to become neighbor themselves. It strengthens links within groups of nodes that result in a significant increase in the overall clustering coefficient: from 0.00056 to 0.2874 for GEN1 and from 0.00427 to 0.3036 for GEN2. Unlike TC other strategies may even reduce cc. For example, it is the case of network PL: at \(t_0\) cc is 0.60880, with R, GC and PA, it respectively takes values 0.3882, 0.3763 and 0.4588 at \(t_{120}\).

“Global Connection” allows a node to connect with any node outside its immediate community (\(\text{friends of friends}\)). This explains that, except for cc, observed properties with R and GC strategies are very close. Obviously, cc is low for this kind of evolution, since as shown on cc values of Figure 5 it does not allow creating “triangles” as the R strategy is likely to do. For example, at \(t_{120}\) in GEN1, cc is 0.0002 for GC, and is 0.0010 for R.

“Preferential Attachment” reinforces links of most connected nodes, since nodes prefer to make connections with most popular nodes, as observed on the growth of max degree. For example, at \(t_0\), max degree of PL is 17 (Figure 3), against 18.88 for R, 23.40 for TC, 18.77 for GC and 33.31 for PA at \(t_{120}\).

\[(2)\] Consequences on spread. As expected, strategies R and GC provide very similar results on spreading, since their effects on network properties prove to be very similar, as shown on Figure 5.

For networks GEN1 and PL, and speed 50, as seen in Section 4.2, PA is the only strategy able to generate an epidemic (see Figure 4), because it enables emergence of individuals sufficiently connected to allow the transmission of disease within the network. Indeed, strategies R, GC and TD maintain, at same speed, low connected nodes that do not allow spreading in the network.

Beginning from speed 100, the trend is accentuated for PA that shows the earliest occurrence of the epidemic peak (see Figure 4, column 100 and 150). This peak is higher than with other strategies because the max degree is always very high, as shown on Figure 5 42.36 for GEN1, 142.65 for GEN2 and 33.31 for PL. While the strategy TC allows the emergence of highly connected nodes, it also generates a network with a high clustering coefficient. So the epidemic is less virulent, since the transmission occurs mainly within a same community.

Network GEN2 contains highly connected nodes at \(t_0\) (see Fig. 3), as a scale free network. Its max degree is 118 against 11 for GEN1 and 17 for PL. For such a network, even without evolution, epidemic spreads and strategies R, GC, TD, and PA show different impacts although this is not noticeable before speed 50.

An issue not yet discussed remains the case of the occurrence of the epidemic peak when the network evolves according to TC strategy. As shown on Figure 4 the timings of epidemic peaks obtained with TC, for networks GEN2 and PL, are close to PA peak. However in network GEN1, this trend is not confirmed, as we can observe on Figure 4: TC epidemic peak appears approximately at the same time than R and GC peaks. This phenomenon is due to the connected
components contained in GEN1 (17 for GEN1 as shown on Figure 3). Indeed, the TC strategy does not allow creating links between components. For such an evolution, an epidemic can spread only through the component of patient zero.

Results presented on this section were confirmed even when we vary values of the two parameters transmission or recover probability between 0.1 and 1.

6 DynSpread Tool

Common tools designed for simulating spread of diseases in networks do not integrate the ability to manage the evolution of networks. For this reason, we designed DynSpread\(^1\), a tool for studying the “Dynamic of Spreading”, with the purpose of providing an experimental environment for simulating spread of diseases in evolving networks.

Fig. 6. Screenshot of DynSpread interface showing an epidemic in High School Network

DynSpread is a graphical application that shows two panels: one is used to load the network and calibrate the simulation, the other allows user to monitor the simulation either through a 2D view or a verbose mode. Green nodes correspond to susceptible individuals, red nodes to infected and white nodes to recovered. The MIDEN framework described in Section 3 was integrated in DynSpread and all tests presented in previous sections were performed with the tool. An example of the DynSpread interface, used for simulate the introduction of a disease in High School Network, is shown in Figure 6.

The tool is fully customizable and flexible. First, it is possible to load a network. Afterwards, user can define the probability of transmission, the probability of recover, the evolution strategy, the evolution speed and the simulation speed.

\(^1\) DynSpread: [http://erickstattner.com/DynSpread/](http://erickstattner.com/DynSpread/)
7 Conclusion and Future Works

In this work, we have addressed the question of information spreading and we have focused on the particular issue of disease spreading. Unlike works that handle static networks, we have tackled the emerging and fundamental issue of spreading in evolving networks. Our objectives were to understand how and why the evolution of networks could affect the spread. Our results provide an original contribution on three subjects:

**About dynamic networks**, we have provided original insight on evolution impact on network properties, by showing and comparing changes at features level, according to several network evolution strategies that have been restricted to link creation. We have shown that nodes degree and clustering coefficient can be differently modified from one strategy to another.

**About epidemiology**, this work gives an interesting view about the way a disease spreads through an evolving network. We have highlighted information on the impact of the network dynamics upon epidemics characteristics that should be useful for prevention campaign into communities.

**About information diffusion**, the _MIDEN_ framework we have defined to measure impact of basic changes in network structure and the _DynSpread_ tool that implements _MIDEN_ to simulate diffusion in dynamic networks are flexible enough to fit similar spreading cases such as spreading of rumors, knowledge or fashion. Let us indeed refer to Borner et al.\[5\] who explained “If we are interested in the spreading of computer viruses, then epidemiological models can be readily applied even though the virus host is now a computer instead of a living being”.

Moreover, _DynSpread_ should help scientists and health professionals to have a better understanding of spread mechanisms in real world networks. Our future works in a very short term will be devoted to extending this study in order to capture full evolution strategies with link and node creation/deletion, inspired by real world networks.
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