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Abstract—Identification is a communication paradigm that promises exponential advantages over transmission for applications that do not actually require all messages to be reliably transmitted. Notably, the identification capacity theorems prove exponentially larger rates compared to classical transmission. However, there exist additional trade-offs that are not captured by these theorems and which become relevant for the deployment of identification in practical communication settings. In particular, in this paper we evaluate the latency introduced by computations at the encoder and decoder when employing identification codes. For this, we implement them using an explicit code construction based on Reed-Solomon codes and integrate it into a single carrier transmission system using software-defined radios. Our evaluation of the practical aspects of identification codes show that unless care is taken, these trade-offs can compromise the theoretical advantage given by the exponentially large identification rates.

Index Terms—Identification codes, software-defined radios, post-Shannon communications

I. INTRODUCTION

Shannon’s transmission theory of communication [1] along with technological advancements have allowed unparalleled progress in communication systems and increased the speed of information transmission. Much of this progress is still ongoing today [2] and only recently it has started to reach its own limits in some areas [3]. While Shannon’s transmission models have been traditionally applied in any setting where messages need to be reliably transmitted from a sender to a receiver, there do exist other models of communication beyond this. Such models are collectively called post-Shannon theory [4], and identification is one such example [5], [6].

In identification, the goal is to safeguard the receiver’s ability to reliably verify whether he has chosen the same identity as the one used by the sender for the communication, while renouncing its ability to decode the content of it. If the receiver were additionally tasked with reliably retrieving the value of such identity, then we would fall back into the classical transmission scenario discussed before. Thus, we can think of identification as a relaxation of transmission. Namely, transmission codes satisfy the conditions of identification codes, but not vice versa.

One of the main advantages of the identification paradigm lies in its scalability. That is, as we move onto identification codes that do not allow for transmission, or otherwise said, if we sacrifice the receiver’s ability to decode and only preserve its ability to verify, then we find an exponential increase in the number of identities that can be reliably verified. More precisely, this means a doubly-exponential number of identities in the block length of the channel [5].

When regarded in the opposite direction, i.e., for a given set of identities and messages of the same size, this result translates into an exponential reduction in the needed block length to be sent when using identification compared to the transmission case. Thus identification can potentially find application scenarios within control systems [7], watermarking [8], [9], the automotive domain [10], recommendation systems [11], and in general in any setting characterized by the need for quick or small checks, leading to unprecedented capabilities and the reduction of bottlenecks, as well as channel congestion.

Despite these promising theoretical results, the practicability of identification still needs to be demonstrated. This paper thus represents an additional contribution towards this objective. Here, we take the composition of Reed-Solomon codes introduced in [12], as described in [11], and use it to perform identification across wireless communication. Except for a subset of parameters with fast computation time, we find that the computational overhead in terms of latency introduced by this approach is a few orders of magnitude above the transmission time.

Although the identification code construction that we analyze herein achieves the aforementioned double exponential increase, it does so at a high computational cost, as shown by our results. This stresses the notion that theoretical code constructions that fulfill the requirements posed by identification must be additionally accompanied with performance analysis of their implementations in order to assess their feasibility for integration into practical applications. Further, our results also emphasizes the need to find other code constructions that can be efficiently implemented, such as the work presented in [13].

The main contribution of this paper are therefore twofold:

1) We integrate a Reed-Solomon implementation of identification codes into an experimental wireless setup and evaluate its suitability for practical applications
2) We assess the system-level performance overhead introduced by such integration and identify practical aspects that are relevant for future implementations

The paper is structured as follows. In Section II, we overview identification, its coding, and the identification codes consid-
II. IDENTIFICATION

A. System Model

Identification can be reduced to transmission via a pre-processing step at the sender and a post-processing step at the receiver [5], which without loss of generality we can think of as a random “challenge” sent by the sender with identity \( i \) and verified at the receiver with identity \( j \). In order to create the challenge, to each identity \( i \) is associated a function \( t_i \).

The challenge is composed of a randomly chosen input \( r \) (the randomness) and the output \( t_i(r) \) \([6]\), which we call a tag \([1]\). This randomness-tag pair is the challenge and is sent to the receiver via a transmission code (to avoid transmission errors) which outputs \( r', t' \). The receiver with identity \( j \) then verifies the challenge by recomputing the tag on the received randomness \( r' \) with \( t_j \), which concludes that \( j = i \) (accept) if the computed and received tags are the same (\( t_j(r') = t' \)) and concludes that \( i \neq j \) (reject) otherwise. The system model used here that summarizes these relationships is shown in Fig. 1.

The collection of these functions is sometimes itself known as an identification code, since it alone defines the whole identification code. We will thus refer to it as a noiseless identification code, or 0-ID code since it corresponds to \( \varepsilon_1 = 0 \) below.

B. Mathematical Notation

Formally, such an identification code looks as follow. We use the notation \([N] := \{0,...,N-1\}\) for any integer \( N > 0 \) and \( WV(z|x) = \sum_y W(y|x)V(z|y) \) for channel composition. Let \( I, R \) and \( T \) be integers and let \( M = RT \). Let \( \{t_i : [R] \to [T]\}_{i \in [I]} \) be a collection of functions such that for any two functions the fraction of overlaps (collisions) is bounded by \( \varepsilon_2 \leq 1 \), namely such that for any \( i \neq j \in [I] \) we have \( \sum_{r \in [R]} \delta_{t_i(r),t_j(r)}/R \leq \varepsilon_2 \), where \( \delta \) is the Kronecker delta. This defines an \((n = \log M, I, \varepsilon_2)\) 0-ID code via the \( n \)-bits noiseless identity channel, where for every identity \( i \in [I] \) the stochastic encoder \( E(m|i) \) picks \( r \in [R] \) uniformly at random and sends the challenge \( m = (r, t_i(r)) \) and the verifier \( V(v(r,t),j) \) accepts (\( v = 1 \)) if \( t_j(r) = t' \) and rejects (\( v = 0 \)) otherwise. The false reject error (concluding that the identities differ even though they are equal) and false accept error (concluding that the identities are the same even though they are different) satisfy

\[
EV(0|i,i) = 0 \leq \varepsilon_2, \quad EV(1|i,j) \leq \varepsilon_2, \quad \forall i \neq j.
\]

In the general case of a noisy channel, a transmission code with error \( \varepsilon_1 \) can be concatenated with the 0-ID code to obtain an \((n, I, \varepsilon_1 + \varepsilon_2)\) identification code. The most important result in identification theory is that such ID codes allow to achieve an identification rate equal to the transmission rate and thus the identification capacity is as large as the Shannon capacity of the channel. However, the rate of an identification code is defined as \( \frac{1}{n} \log \log I \) instead of \( \frac{1}{n} \log I \), thus the identification capacity theorem says that the number of identities that can be achieved while sending the errors to zero is doubly exponential in the block length with rate equal to the Shannon capacity.

C. Explicit Constructions of Identification Codes

Given a capacity achieving transmission code, explicit constructions of capacity achieving identification codes are known \([12]\). The double exponential growth means that already at practical block lengths the identification code sizes will be beyond the size of the universe. But it also means that for the encoder and verifier to access an identity, they need to access an exponential number of bits, which is already computationally inefficient without counting any computation after that. Still, the result can also be used in the opposite direction: for a given code size, we see an exponential reduction in block length with respect to transmission. The goal is to show this advantage practically.

As observed in \([11]\) the 0-ID codes are in one-to-one correspondence to error correction codes (ECC), by mapping any codeword \( c_i \) to the function \( t_i(r) = c_{ir} \) outputting the symbols of the codeword when given a symbol location, and vice versa. A minimum distance \( d \) on the ECC is then a bound \( \varepsilon_2 = 1 - d/M \) on the fraction of collisions of the 0-ID code. For Reed-Solomon codes, that are already themselves generated by the output of polynomials over finite fields, the identity functions are these polynomials \([8],[11],[12]\).

In this paper we continue the study of the 0-ID code introduced in \([12]\), obtained by concatenating two maximal sizes Reed-Solomon codes, moving from prime fields to bitstring fields. Let \([q,k]_{RS} \) be the Reed-Solomon code over the field of size \( q \) generated by the polynomials with degree less than \( k \). Given parameters \( q > k > \delta \), we concatenate, as explained in Remark 1 below, a \([q^k,q^{k-\delta}]_{RS} \) with a \([q,k]_{RS} \) to obtain \( I = q^{k-\delta} \) functions from \( \mathbb{F}_q \times \mathbb{F}_q \) to \( \mathbb{F}_q \) (thus \( R = q^{k+1} \) and \( T = q \), with \( 1 - \varepsilon_2 = (1 - \frac{k+1}{q})(1 - \frac{1}{q} + \frac{1}{q^2}) \). We call it the RS2 0-ID code. A challenge thus has \( k + 2 \) symbols in \( \mathbb{F}_q \), with \( k + 1 \) of randomness and only one of tag.

Remark 1. We can view the concatenation of ECCs as a concatenation of 0-ID codes. Namely, if \( c_i' \) is a codeword of blocklength \( R' \) and every symbol of \( c_i' \) is encoded by the codewords \( c_i'' \) of blocklength \( R'' \), then the resulting codeword and function \( c_i \) from the concatenation are

\[
c_i = c_{i_1}' \cdots c_{i_{k}}', \quad c_i(r',r'') = c_{i_1}''(r',r''),
\]
where the codeword has block length $R' \cdot R''$ and the randomness pair $r', r'' \in [R'] \times [R'']$ is the input to the function. Functional composition is recovered if we let the randomness itself be a function on the codewords as $r(c_i) := c_{ir}$, then:

$$c_i(r', r'') = r''(r'(c_i)) = r'' \circ r'(c_i).$$  \hspace{1cm} (2)

The challenges of such concatenated 0-ID codes then look like

$$\left(r', r'', r'' \circ r'(c_i)\right),$$  \hspace{1cm} (3)

namely a sequence of random inputs, one for each code in the concatenation, with a final concatenation-computed tag. Since the size of identities can be a drawback, such a trick can allow the tag to be computed as the identity is being streamed in the verifier, as is the case for Reed-Solomon 0-ID codes.

III. Scenarios involving multiple receivers

We can use the identities to encode data or identify multiple receivers. A positive verification can then be used to trigger further action. For example, we could use an identification code to hail a receiver among many, and subsequently the stream of status data from the identified receiver. However, not all such scenarios display an advantage over simply transmitting a unique string identifying the receiver. If all possible identities verify the challenge, then exponentially many of them will verify a false positive. Since the tag is the only element differentiating the identities in the verification process, the average fraction of identities accepting a tag is exactly $1/T$. Indeed, let $I_i/I$ be the fraction of identities producing the tag $t$ at a certain randomness, then the average of the possible tags is exactly $\frac{1}{T} \sum I_i = 1/T$

For the identification codes that we consider, the situation is even simpler: the fraction of identities that accept any given tag is exactly $1/T = 1/q$. This means that for any number $n_c$ of challenges sent, the fraction of identities that will accept will be exactly $1/q^{n_c}$ with only one of them being a true accept. This is a general property of identification codes created by maximum-distance separable codes, as shown in the following observation.

**Observation 2.** To show that the fraction of identities is always uniformly $1/q^{n_c}$, consider any full rank $n_c \times k$ matrix with $n_c \leq k$. The range of such matrix is $(\mathbb{F}_q)^{n_c}$ and every element in it appears exactly $q^{k-n_c}$ times, which is the size of the the null space of the maximum-distance separable codes, as shown in the following observation.

where challenges can be generated before it becomes shorter to simply send the $k \cdot q^{k-\delta}$ symbols determining the identity, but the penalty incurred by computing the multiple identities will degrade any advantage long before reaching this bound.

If the goal is to avoid any false positive and the set of receivers is fixed, then identification cannot be an advantage over transmission in this multiple-receivers scenario. Indeed, for an advantage to exist the number of receivers must be at least $M = RT$ otherwise we can simply assign a unique identifier for each receiver with the same communication overhead. However, at that point the probability of false positive will be large (especially for codes achieving identification capacity where $R \gg T$ and even $\log R \gg \log T$). Thus implementations such as [15] may not show an advantage without additional considerations.

Instead, identification might show an advantage if the set of receivers is a variable subset in a larger set of total possible receivers. Even the size of the set of receivers itself can be variable, since we can send multiple challenges to accommodate for a larger number of receivers. A number of challenges $n_c$ will see an average fraction $1/T^{n_c}$ of identities accepting all the challenges.

A. Use Case 1: Infrastructure-based V2X Communications

A scenario displaying multiple receivers in variable numbers is the case of autonomous driving. Given the response time of an autonomous car and the amount of traffic, the number and the set of other cars that are relevant for consideration is variable. A fast identification code could allow for faster response times of the cars and prevent congestion and latency in future networks with many autonomous cars interacting with each other. The overhead incurred by the transmission of the randomness can be mitigated using time- or location-based common randomness or pseudo-randomness. Much like one-time-password soft tokens, the randomness can be synchronized among all the senders and receivers, since no information about the identity is contained in the randomness. If all identities generate challenges on the same randomness, then by the birthday paradox this will increase the overall amount of false positives, thus a compromise between synchronized and transmitted randomness might need to be considered. The use of common randomness will be subject of future work.

B. Use Case 2: Next Generation Cellular Networks

Another scenario that could benefit from identification is the next generation 6G mobile cellular network, where the number of connected devices will increase manifold in comparison with 5G networks. By using identification, not only spectral efficiency but also security in the radio access network can be further improved. Under this paradigm, each user equipment (UE), regardless of whether it is a human or a machine, will be assigned an identity $i$, while its associated tag $t_i(r)$ can be used as a secure means for wireless communication with the base station (BS), similar to the classical identifiers assigned to handsets today, e.g., the International Mobile Equipment Identity (IMEI) and Subscriber Permanent and Concealed

For the RS2 0-ID code used here each challenge is $k + 2$ symbols in $\mathbb{F}_q$, while a unique identity is determined by $k \cdot q^{k-\delta}$ symbols. This means that

$$\frac{k}{k+2} q^{k-\delta}$$  \hspace{1cm} (4)
Identity (SUPI/SUCI). In paging scenarios, the search for a UE within the subset of identities in a tracking area code (TAC) will be void of potential collisions caused by $\varepsilon_2$ if the NR Cell Identity (NCI) of a random BS in the TAC is used for generating the randomness $r$. Furthermore, the changing nature of $t_i(r)$ according to random NCI and TAC addresses the long-standing IMSI catching security breach in a more efficient way without employing computation-intensive encryption methods, such as the elliptic curve integrated encryption scheme in 5G.

C. Use Case 3: Deep-space communication

As can be seen in Fig. 5 today’s impressive data rates are the reason why identification might not be interesting for many of today’s applications. One can say that a practical implementation of identification could have been interesting 20 years ago, but there at least one application where small data rates and large latency will be fundamental and that is deep-space communication. While identification cannot help in the transmission of images and data from a satellite or a rover, it may allow for more frequent verification of the status of the device. A well integrated and low power identification encoder could send a tag of the system or of the decisions made by the device and use minimal power in the communication, as the challenge only consists of a few bits (see Table II for some examples). The control center on Earth could then verify that tags are the ones expected during correct operation and only take further action when a tag is rejected, hinting at a possible problem.

In such applications, identification can exponentially reduce the load on the transmission network. However, if power consumption and latency are also key performance indicators, then the advantage of identification is dependent on whether the challenge generation incurs less latency or power consumption with respect to simply transmitting a unique identifier. The computation time of the RS2 0-ID code was considered in [17]. In the next section, we expand the set of explored parameters and implement it on real hardware.

IV. EXPERIMENTAL SETUP

Our experimental setup is implemented using multiple software defined-radios (SDR) consisting of universal software radio peripherals (USRP) 2954R connected with servers where the bit and signal processing take place. In order to demonstrate experimentally the advantages of identification in wireless networks, we deploy a single-carrier transmission system.

A. Single carrier transmission system

Under this paradigm, the identification encoder has been abstracted at the transmitter side using an application programming interface for the challenge generation, which outputs a variable-length codeword containing the computed tag, $t_i(r)$, for constant values of $k$ and $\delta$.

This codeword is next encapsulated into a payload whose size matches the tag length at all times. In order to minimize regular transmission errors, i.e., errors of the first kind represented as $\varepsilon_1$, a preamble is attached to each payload for countering channel effects at the receiver. Our setup uses two 13-symbol long Barker codes for frame synchronization [16], and pilot signals carrying a 128-symbol long Gold sequence [17] for channel equalization. Once the frame is assembled, its preamble is modulated using BPSK, while the QPSK is used for the payload. The lower modulation order for the synchronization signals increases the robustness against errors of the first kind. The modulated I/Q samples are then pulse shaped at baseband before being upconverted to the carrier frequency $f_c$ and sent over the channel. The steps at the transmitter are shown in Fig. 2.

At the receiver end, the SDR filters the amplified received signal and digitalizes it at a rate $f_s$. We use phase-locked loop based algorithms for carrier frequency and phase offset estimation before matched filtering. For symbol synchronization, a timing error detector based on the zero-crossing method [18] is used, while frame synchronization is realized using a cross-correlation algorithm that exploits the autocorrelation properties of the Barker code in the preamble. Once the beginning of the frame is identified, the pilot symbols are used for phase ambiguity resolution, as well as for channel estimation using a least-squares approach. The equalized symbols are finally demodulated into a bitstream that is fed for the verification step in identification. Fig. 3 summarizes these procedures.

Parallel bit- and signal-processing tasks as well as queue management for transmissions via the SDR care for a continuous operation of our setup. The parameters used in our experiments are summarized in Table I.

B. Transmission latency measurements

In order to transmit the frames over the wireless channel using the SDR, once the bit and signal processing steps are
carried out, the I/Q samples to be transmitted are passed onto the USRP hardware driver (UHD) via a shared buffer. We measure the time it takes for the UHD to empty this buffer using the parameters given in Table II in order to calculate the transmission latency at the transmitter, as depicted in Fig. 4.

C. Encoding and decoding latency measurements

We integrate the identification codes into our experimental setup, thus also transmitting the challenge. However, due to limitations between the software interfaces, such integration presents an overhead of a few seconds, which will need to be improved in future work. Therefore here we compare the computation time of the challenge only, estimated offline.

The RS2 0-ID codes were implemented in Python and Sagemath, which uses three different C libraries (Givaro, NTL, PARI) depending on the finite field size. For sizes less that 16 bits, Sagemath uses Givaro’s Zech’s table of logarithms to speed up multiplications to times similar to additions.

V. MEASUREMENT RESULTS INVOLVING A SINGLE CHALLENGE

A. Trade-Offs in Identification vs. Transmission

In this section, we discuss and compare the case of generating a single instance of identification, i.e., sending the challenge \( (r, t_r(r)) \), against the scenario of sending the whole corresponding identity \( i \) instead, as we would do in the classical transmission case.

We consider a \( [2^m, k, \delta]_{RS2} \) 0-ID code which generates a challenge directly composed of \( m \cdot (k + 2) \) bits. The length of this 0-ID code is the size of the first Reed-Solomon code, thus \( \log q^{k \cdot 2^{m(k-\delta)}} = m \cdot k \cdot 2^m(k-\delta) \) bits are needed to define an identity. Due to time constraints, we limit ourselves to instances with a challenge computation time \( 2 \cdot \Delta t_{ID} \) of \( 2 \cdot 10^4 \text{ s} \approx 6 \text{ h} \) (cf. Fig. 5). The maximum number of identities achieved with this constraint is \( [2^{13}, 7, 5]_{RS2} \) at roughly \( 5.7 \text{ Gibits} \), where 1 Gibit = \( 2^{30} \) bits, for which the challenge is just 117 bits.

In this respect, the identification code puts an undetectable load on the network. As displayed in Fig. 5 and showcased for a few cases in Table II, this come at the cost of an exponential computational load at the sender and receiver. The parameter \( \delta \) determines a trade-off between the computation time and the size of the identification code, for example \( [2^{13}, 7, 6]_{RS2} \) reduces exponentially the computation time but just decreases quadratically the number of identities. Similarly for \( m \), with the addition that \( m \) is also a trade-off between the challenge length and the false accept probability (which scales as \( k/2^m + 1/2^m \delta \) [11, Eq. 45]).

Fig. 5. Time needed to compute a challenge or to send the full identity. Since a tag must be computed both at the sender and at the receiver the computation time is doubled. The computation time is compared to the time needed to send the unique identifier of an identity (green data points). Some constant data rates (red) are plotted for reference.

TABLE II

| Sample subset of used parameters for a \([2^m, k, \delta]_{RS2} \) 0-ID code |
|-------------------------|----------------|----------------|-----------------|-----------------|-----------------|
| \( m \) | \( k \) | \( \delta \) | 0-ID code length | Challenge length | \( 2 \cdot \Delta t_{ID} \) | \( \Delta t_{tx} \) |
| 3 | 3 | 2 | 72 bit | 15 bit | \( \sim 0.6 \text{ ms} \) | \( \sim 0.62 \text{ ms} \) |
| 25 | 3 | 2 | 2400 Mbit | 125 bit | \( \sim 4 \text{ h} \) | \( \sim 53.7 \text{ s} \) |
| 13 | 7 | 6 | 728 Kibit | 117 bit | \( \sim 4 \text{ s} \) | \( \sim 0.63 \text{ ms} \) |
| 13 | 7 | 5 | 5824 Mbit | 117 bit | \( \sim 6 \text{ h} \) | \( - \) |

B. Latency Overhead

We compare the time spent generating and verifying the challenge \( 2 \cdot \Delta t_{ID} \) (which for simplicity we calculate as twice the computation time) with the transmission time \( \Delta t_{tx} \) needed to send the \( m \cdot k \cdot 2^m(k-\delta) \) bits of identity directly.

As shown in Fig. 5 we find that for \( m \cdot k < 16 \), highlighted by the blue data points, the identification codes perform much faster than the other parameters, but most importantly its computation time is comparable, although still slower, to the latency introduced by transmission. Depending on the
application, such small latency overhead might be justifiable in order to achieve the reduction in the network load obtained by sending these exponentially smaller challenges. For the largest of these identification codes, $[2^k, 5, 1]_{RS^2}$, we have identities of size 60 Kibits with challenges of size 56 bits.

VI. CONCLUSION

Identification promises potential exponential advantages for applications where classical transmission is not strictly necessary. This is reminiscent of recommendation systems, where an exponential speedup is possible if one requires only samples rather than the whole recommendation vector \cite{19}. However, in order to showcase the advantages of identification, the computation time introduced by the 0-ID codes needs to be accounted.

In our experiments we have seen that identification can incur exponentially large computation times compared to transmission, which can affect the viability depending on the application. In particular, we find the importance of fast implementations of the involved operations, which, when available, allow for time performances comparable to transmission and thus allow to achieve the exponential reduction in the permit traffic with small compromise.

The use of Zech’s table allows the RS2 0-ID code to achieve computation times comparable with transmission times, but are not scalable to larger fields sizes. Instead, switching to 0-ID codes based on Reed-Muller codes, namely adding variables to the polynomials, can increase the size of the identification code while keeping low the size of the finite field, and thus the computation time. This goal was indeed achieved during the revision of this manuscript in \cite{13}. Regardless, the small tags and the randomness being independent of the identities allow for other advantages like the use of common randomness and information-theoretic security.

Recently, some efficient functions have been shown to provide semantic security \cite{20}, which is necessary to provide secure identification. Thus, future work will be devoted to exploring these security functions and more efficient 0-ID codes.
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