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Abstract: This paper focuses on the nonlinear system identification problem, which is a basic premise of control and fault diagnosis. For Hammerstein output-error nonlinear systems, we propose an auxiliary model-based multi-innovation fractional stochastic gradient method. The scalar innovation is extended to the innovation vector for increasing the data use based on the multi-innovation identification theory. By establishing appropriate auxiliary models, the unknown variables are estimated and the improvement in the performance of parameter estimation is achieved owing to the fractional-order calculus theory. Compared with the conventional multi-innovation stochastic gradient algorithm, the proposed method is validated to obtain better estimation accuracy by the simulation results.
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1. Introduction

The accuracy of a system model affects the performance and safety of industrial control systems [1–5], and system identification is a theory and method for constructing mathematical model of systems and has been widely implemented in practice [6–9]. The behavior of most modern industrial control systems and synthetic systems are nonlinear by nature. Presently, an important research field in modern signal processing is the research of parameter identification for nonlinear systems, in which the block-structure systems, such as the Hammerstein model, are among the most current nonlinear systems due to their efficiency and accuracy to model complex nonlinear systems [10–12]. The representative feature of a Hammerstein model is that its architecture consists of two blocks: a static nonlinear model followed by a linear dynamic model. The simplicity in structure makes it provide a good compromise between the accuracy of nonlinear systems and the tractability of linear systems, and thus promoting its use in different nonlinear applications such as automatic control [13–15], fault detection and diagnosis [16–18], and so on.

Recently, several new system identification methods and theories have been developed for nonlinear models in the literature, including the least squares methods [19], the gradient-based methods [20], the iterative methods [21], the subspace identification methods [22], the hierarchical identification theory [23], the auxiliary model and the multi-innovation (MI) identification theories [24]. One well-known algorithm is the stochastic gradient (SG) algorithm, which has lower computational cost and complexity than the recursive least squares algorithm, whereas slow-convergence phenomena are often observed. Therefore, different modifications of the SG algorithm were developed to enhance its performance [25–30]. In particular, by extending scalar innovation into innovation vectors, the MI identification theory was proposed to improve the convergence speed and estimation accuracy in [31], and the fractional-order calculus method was introduced to show that it can achieve more satisfactory performance in [32,33].
To the best of our knowledge, different fractional-order gradient methods have been produced [34–36]. For example, in [37], a fractional-order SG algorithm was designed to identify the Hammerstein nonlinear ARMAX systems by an improved fractional-order gradient method. Based on the MI theory and the fractional-order calculus, an MI fractional least mean squares identification algorithm was presented for the Hammerstein controlled autoregressive systems, where the update mechanism was composed of the first-order gradient and the fractional gradient [38]. However, the above-discussed papers only consider the Hammerstein equation-error systems, and the cross-products between the parameters in the linear block and nonlinear block can lead to many redundant parameters. When the dimensions of parameter vectors are large, it will cause high computational complexity and deteriorate the identification accuracy.

In this work, we study the identification problem of the Hammerstein output-error moving average (OEMA) systems, which have been less studied due to the difficulty in identification [39,40]. To avoid estimating the redundant parameters, the Hammerstein model is parameterized using the key-term separation principle [41]. Furthermore, based on the identification model, the fractional-order SG algorithm is extended to the identification of Hammerstein OEMA systems and an auxiliary model-based multi-innovation fractional stochastic gradient (AM-MIFSG) algorithm is presented by the auxiliary model identification idea. The proposed algorithm can generate higher estimation accuracy than the common multi-innovation stochastic gradient (MISG) algorithm, with fewer parameters required to be estimated.

The paper is structured as follows. Section 2 gives a description for Hammerstein OEMA systems. Section 3 introduces the multi-innovation identification theory and drives an auxiliary model-based multi-innovation stochastic gradient (AM-MISG) identification algorithm for a comparison purpose. Section 4 presents the AM-MIFSG identification algorithm for the Hammerstein OEMA systems. Section 5 gives the convergence analysis of Hammerstein equation-error systems, and the cross-products between the parameters in the linear block and nonlinear block can lead to many redundant parameters. When the dimensions of parameter vectors are large, it will cause high computational complexity and deteriorate the identification accuracy.

The paper is structured as follows. Section 2 gives a description for Hammerstein OEMA systems. Section 3 introduces the multi-innovation identification theory and drives an auxiliary model-based multi-innovation stochastic gradient (AM-MISG) identification algorithm for a comparison purpose. Section 4 presents the AM-MIFSG identification algorithm for the Hammerstein OEMA systems. Section 5 gives the convergence analysis of the proposed AM-MIFSG algorithm. Section 6 verifies the results in this paper using a simulation example. Finally, concluding remarks are given in Section 7.

2. The System Description

Consider the Hammerstein OEMA systems shown in Figure 1,

\[ y_k = \frac{B(z)}{A(z)} \hat{u}_k + D(z)v_k, \]

\[ \hat{u}_k = c_1f_1(u_k) + c_2f_2(u_k) + \ldots + c_mf_m(u_k), \]

where \{\{u_k\}\} and \{\{y_k\}\} are the input and output sequences of the system, \{\{\hat{u}_k\}\} is the output sequence of the nonlinear block, and it can be represented as a linear combination of a known basis \(f(u_k) := \{f_1(u_k), f_2(u_k), \ldots, f_m(u_k)\}\) with unknown coefficients \(c_i (i = 1, 2, \ldots, m)\), \{\{v_k\}\} is a stochastic white noise sequence with zero mean and variance \(\sigma^2\), \(A(z)\), \(B(z)\) and \(D(z)\) are the polynomials in the unit backward shift operator \(z^{-1}\) \([z^{-1}y_k = y_{k-1}]\), and defined as

\[ A(z) := 1 + a_1z^{-1} + a_2z^{-2} + \ldots + a_{n_a}z^{-n_a}, \]
\[ B(z) := 1 + b_1z^{-1} + b_2z^{-2} + \ldots + b_{n_b}z^{-n_b}, \]
\[ D(z) := 1 + d_1z^{-1} + d_2z^{-2} + \ldots + d_{n_d}z^{-n_d}. \]

Assume that the orders of these polynomials \(n_a, n_b\) and \(n_d\) are known and \(u_k = 0\), \(y_k = 0\) and \(v_k = 0\) for \(k \leq 0\).
Parameters in the linear and nonlinear blocks are separated. This means there is no need to identify redundant parameters. This paper aims to present an AM-MIFSG algorithm for Hammerstein OEMA systems to improve the parameter estimation accuracy.

Define the intermediate variables \( x_k \) and \( w_k \) as follows:

\[
x_k := \frac{B(z)}{A(z)} \bar{u}_k
= \left[1 - A(z)\right] x_k + B(z) \bar{u}_k
= \bar{u}_k - \sum_{i=1}^{n_a} a_i x_{k-i} + \sum_{i=1}^{n_b} b_i \bar{u}_{k-i},
\]

\[
w_k := D(z) v_k
= \sum_{i=1}^{n_d} d_i v_{k-i} + v_k.
\]

Take the first variable \( \bar{u}_k \) on the right-hand side of (3) as a separated key-term. Based on the principle of key-term separation [42,43], substituting \( \bar{u}_k \) in (2) into (3) gives

\[
x_k = \sum_{i=1}^{m} c_i f_i(u_k) - \sum_{i=1}^{n_a} a_i x_{k-i} + \sum_{i=1}^{n_b} b_i \bar{u}_{k-i}.
\]

Define the following related parameter vectors:

\[
\theta := \begin{bmatrix} \theta_k \\ \theta_s \end{bmatrix} \in \mathbb{R}^{n}, \quad n := n_a + n_b + n_d + m,
\]

\[
\theta_s := [a^T, b^T, c^T]^T \in \mathbb{R}^{n_a + n_b + m},
\]

\[
a := [a_1, a_2, \cdots, a_{n_a}]^T \in \mathbb{R}^{n_a}, \quad b := [b_1, b_2, \cdots, b_{n_b}]^T \in \mathbb{R}^{n_b},
\]

\[
c := [c_1, c_2, \cdots, c_{n_d}]^T \in \mathbb{R}^{n_d}, \quad d := [d_1, d_2, \cdots, d_{n_d}]^T \in \mathbb{R}^{n_d},
\]

and the information vectors:

\[
\varphi_k := \begin{bmatrix} \varphi_{s,k} \\ \varphi_{n,k} \end{bmatrix} \in \mathbb{R}^n,
\]

\[
\varphi_{s,k} := [-x_{k-1}, -x_{k-2}, \cdots, -x_{k-n_a}, \bar{u}_{k-1}, \bar{u}_{k-2}, \cdots, \bar{u}_{k-n_b}, f(u_k)]^T \in \mathbb{R}^{n_a + n_b + m},
\]

\[
\varphi_{n,k} := [v_{k-1}, v_{k-2}, \cdots, v_{k-n_d}]^T \in \mathbb{R}^{n_d}.
\]

From (1)–(5), we have

\[
y_k = x_k + w_k
= \varphi_{s,k}^T \theta_s + \varphi_{n,k}^T d + v_k
= \varphi_k^T \theta + v_k.
\]

Equation (6) is the identification model of the Hammerstein OEMA system. Please note that the parameter vector \( \theta \) contains all the parameters of the system in (1)–(2), and the parameters in the linear and nonlinear blocks are separated. This means there is no need to identify redundant parameters. This paper aims to present an AM-MIFSG algorithm for Hammerstein OEMA systems to improve the parameter estimation accuracy.
3. The AM-MISG Algorithm

In this section, we introduce the auxiliary model and multi-innovation identification theories briefly, and derive the AM-MISG algorithm for the Hammerstein OEMA system.

Let \( \hat{\theta}_k \) denote the estimate of \( \theta \). Based on the search principle of negative gradient, defining and minimizing the cost function

\[
J(\theta) := \frac{1}{2} \sum_{j=1}^{k} [y_j - \varphi_j' \theta]^2,
\]

the following SG algorithm can be obtained for estimating the parameter vector \( \theta \):

\[
\hat{\theta}_k = \hat{\theta}_{k-1} - \mu_1 \frac{\partial J(\theta)}{\partial \theta} = \hat{\theta}_{k-1} + \frac{\varphi_k}{s_k} \varepsilon_k,
\]

(7)

\[
\varepsilon_k = y_k - \varphi_k' \hat{\theta}_{k-1},
\]

(8)

\[
s_k = s_{k-1} + \| \varphi_k \|^2.
\]

(9)

where \( \mu_1 \) is the step size for the SG algorithm, which is taken as \( \frac{1}{s_k} \), and \( s_0 = 1 \).

However, it is worth noting that the variables \( x_{k-i}, u_{k-i} \) and \( \varepsilon_{k-i} \) in \( \varphi_k \) are unknown, and thus the algorithms in (7)–(9) cannot be implemented directly. The solution is to use the idea of the auxiliary model to build the following auxiliary models based on the parameter estimate \( \hat{\theta}_k \):

\[
\hat{s}_k = \hat{\varphi}_{i,k} \hat{\theta}_{k,i},
\]

\[
\hat{a}_k = \hat{\varphi}_{i,k} \hat{\theta}_{k,i} + \hat{\varphi}_{i,k} \hat{\theta}_{k,i} + \cdots + \hat{\varphi}_{i,k} \hat{\theta}_{k,i},
\]

\[
\hat{\varphi}_k = y_k - \hat{\varphi}_{i,k} \hat{\theta}_{k,i},
\]

and use the outputs \( \hat{s}_{k-i}, \hat{a}_{k-i} \) and \( \hat{\varphi}_{k-i} \) of the auxiliary models instead of the unknown variables \( x_{k-i}, u_{k-i} \) and \( \varepsilon_{k-i} \) to construct the estimates of the information vectors:

\[
\hat{\varphi}_k = \begin{bmatrix} \hat{\varphi}_{h,k} \\ \hat{\varphi}_{n,k} \end{bmatrix},
\]

\[
\hat{\varphi}_{h,k} = \begin{bmatrix} -\hat{s}_{k-i}, -\hat{s}_{k-i}, \cdots, -\hat{s}_{k-i}, \hat{a}_{k-1}, \hat{a}_{k-2}, \cdots, \hat{a}_{k-n_p}, f(u_k) \end{bmatrix}^T,
\]

\[
\hat{\varphi}_{n,k} = \begin{bmatrix} \hat{\varphi}_{k-1}, \hat{\varphi}_{k-2}, \cdots, \hat{\varphi}_{k-n_p} \end{bmatrix}^T.
\]

The SG algorithm update the parameter estimate using the current data information, thus its computational complexity is low, but estimation accuracy needs to be improved. Based on the multi-innovation identification theory \([44,45]\), a slide window of length \( p \) (i.e., innovation length) is built to improve the estimation performance of the SG algorithm, which contains the data information from the current time \( k \) to \( k - p + 1 \), i.e.,

\[
E_{p,k} = [y_k - \hat{\varphi}_k' \hat{\theta}_{k-1}, y_{k-1} - \hat{\varphi}_k' \hat{\theta}_{k-1}, \cdots, y_{k-p+1} - \hat{\varphi}_k' \hat{\theta}_{k-p+1}]^T.
\]

(10)

Define the stacked output vector \( Y_{p,k} \) and information matrix \( \Phi_{p,k} \) as

\[
Y_{p,k} := [y_k, y_{k-1}, \cdots, y_{k-p+1}]^T \in \mathbb{R}^p,
\]

\[
\Phi_{p,k} := [\hat{\varphi}_k, \hat{\varphi}_{k-1}, \cdots, \hat{\varphi}_{k-p+1}] \in \mathbb{R}^{n \times p}.
\]

In principle, the estimate \( \hat{\theta}_{i-1} \) is closer to the optimal value \( \theta \) than \( \hat{\theta}_{i-1} \) for \( i = 2, \cdots, p \), then Equation (10) can be approximated by

\[
E_{p,k} = Y_{p,k} - \Phi_{p,k} \hat{\theta}_{k-1}.
\]
In summary, we can obtain the AM-MISG algorithm as follows:

\[
\hat{\theta}_k = \hat{\theta}_{k-1} + \frac{\phi_{p,k}}{s_k} E_{p,k}, \quad (11)
\]

\[
E_{p,k} = Y_{p,k} - \Phi_{p,k} \hat{\theta}_{k-1}, \quad (12)
\]

\[
s_k = s_{k-1} + \|\phi_k\|^2, \quad s_0 = 1, \quad (13)
\]

\[
Y_{p,k} = [y_k, y_{k-1}, \ldots, y_{k-p+1}]^T, \quad (14)
\]

\[
\Phi_{p,k} = [\phi_k, \phi_{k-1}, \ldots, \phi_{k-p+1}], \quad (15)
\]

\[
\hat{s}_k = \hat{\phi}_{s,k} \hat{\theta}_{s,k}, \quad (16)
\]

\[
\hat{\varphi}_k = f(u_k) \hat{\varphi}_{s,k}, \quad (17)
\]

\[
f(u_k) = [f_1(u_k), f_2(u_k), \cdots, f_m(u_k)], \quad (19)
\]

\[
\Phi_{s,k} = \left[ \begin{array}{c} \phi_{s,k} \\ \Phi_{s,k} \end{array} \right], \quad (20)
\]

\[
\hat{\Phi}_{s,k} = \left[ \begin{array}{c} -\hat{s}_{k-1}, -\hat{s}_{k-2}, \cdots, -\hat{s}_{k-n_d}, \hat{\theta}_{k-1}, \hat{\theta}_{k-2}, \cdots, \hat{\theta}_{k-n_d}, f(u_k) \end{array} \right]^T, \quad (21)
\]

\[
\Phi_{n,k} = \left[ \begin{array}{c} \hat{\theta}_{k-1}, \hat{\theta}_{k-2}, \cdots, \hat{\theta}_{k-n_d} \end{array} \right]^T, \quad (22)
\]

\[
\hat{\theta}_k = \left[ \begin{array}{c} \hat{\varphi}_{s,k} \\ \hat{\theta}_k \end{array} \right], \quad (23)
\]

\[
\hat{\varphi}_{s,k} = \left[ \begin{array}{c} \hat{\varphi}_{s,k} \\ \hat{\varphi}_{s,k} \end{array} \right] \quad (24)
\]

Please note that the AM-MISG algorithm will reduce to the auxiliary model-based stochastic gradient (AM-SG) algorithm when \( p = 1 \).

4. The AM-MIFSG Algorithm

This section deduces an AM-MIFSG algorithm to improve the parameter estimation performance of above AM-MISG identification algorithm.

In (7), the first-order gradient is used to update the parameter vector. In contrast to the integer order, for the quadratic objective function, the derivative of a fractional-order near a point is uncertain, so its essential property is nonlocal. This excellent property enables the fractional-order gradient method to jump out of local optimum and reach global minimum point more quicker. Here, we propose to add the fractional-order gradient in addition to the first-order gradient, and the final update relation is written as:

\[
\hat{\theta}_k = \hat{\theta}_{k-1} - \mu_1 \frac{\partial f(\theta)}{\partial \theta} - \mu_2 \frac{\partial^{\alpha} f(\theta)}{\partial \theta}, \quad (25)
\]

where \( \mu_1 \) is the step size for the factional order derivative \( \partial^{\alpha} \). According to the Caputo and Riemann–Liouville definition [46,47], the fractional derivation of a power function \( f(t) = t^n \) (\( n > -1 \))is defined as:

\[
D^\alpha_t t^n = \frac{\Gamma(n+1)}{\Gamma(n+1-\alpha)} t^{n-\alpha}, \quad (26)
\]

where \( D^\alpha_t \) is the fractional derivative operator of order \( \alpha \) and \( \Gamma \) is the gamma function which defined as \( \Gamma(n) = (n-1)! \).

According to (26), the fractional-order gradient in Equation (25) can be written as follows:

\[
\frac{\partial^{\alpha} f(\theta)}{\partial \theta} = -\varphi_k \left( \frac{\partial^{\alpha} \theta}{\partial \theta} \right) = -\varphi_k \left( \frac{\Gamma(2)}{\Gamma(2-\alpha)} \theta^{1-\alpha} \right), \quad (27)
\]
where $\Gamma(2) = 1$. Then Equation (25) can be approximated as follows:

\[
\dot{\theta}_k = \dot{\theta}_{k-1} + \frac{\Phi_{p,k}}{s_k} \epsilon_k + \frac{\Psi_{p,k}}{s_{a,k}} \epsilon_{t,k}, \quad 0 < \alpha < 1, \tag{28}
\]

\[
s_{a,k} = s_{a,k-1} + \|\Psi_k\|^2, \quad s_{a,0} = 1, \tag{29}
\]

\[
\Psi_k = \frac{\text{diag}(\varphi_k)(|\theta_k|^{1-\alpha})}{\Gamma(2-\alpha)}. \tag{30}
\]

Please note that the absolute value of $\theta$ is used to avoid complex values, this is a common way of dealing with fractional-order gradient [38]. The introduction of fractional-order parameter $\alpha$ provides additional degrees of freedom and increases the flexibility of the parameter estimation.

Similar to the AM-MISG algorithm in Section 3, expanding the information vector $\Psi_k$ to the information matrix

\[
\Psi_{p,k} = \begin{bmatrix} \Psi_k, \Psi_{k-1}, \cdots, \Psi_{k-p+1}\end{bmatrix},
\]

and applying the auxiliary model identification idea, we can obtain the following AM-MIFSG algorithm:

\[
\dot{\theta}_k = \dot{\theta}_{k-1} + \left( \frac{\Phi_{p,k}}{s_k} + \frac{\Psi_{p,k}}{s_{a,k}} \right) E_{p,k}, \tag{31}
\]

\[
E_{p,k} = Y_{p,k} - \Phi_{p,k}^T \dot{\theta}_{k-1}, \tag{32}
\]

\[
s_k = s_{k-1} + \|\dot{\phi}_k\|^2, \quad s_0 = 1, \tag{33}
\]

\[
s_{a,k} = s_{a,k-1} + \|\dot{\phi}_k\|^2, \quad s_{a,0} = 1, \tag{34}
\]

\[
Y_{p,k} = [y_k, y_{k-1}, \cdots, y_{k-p+1}]^T, \tag{35}
\]

\[
\Phi_{p,k} = [\dot{\phi}_k, \dot{\phi}_{k-1}, \cdots, \dot{\phi}_{k-p+1}], \tag{36}
\]

\[
\Psi_{p,k} = [\dot{\psi}_k, \dot{\psi}_{k-1}, \cdots, \dot{\psi}_{k-p+1}], \tag{37}
\]

\[
\dot{\psi}_j = \frac{\text{diag}(\dot{\phi}_j)(|\theta_k|^{1-\alpha})}{\Gamma(2-\alpha)}, \quad j = k, k-1, \cdots, k-p+1, \tag{38}
\]

\[
\delta_k = f(u_k) \bar{\epsilon}_k, \tag{39}
\]

\[
\hat{s}_k = \dot{\phi}_{s,k}^T \dot{\theta}_{s,k}, \tag{40}
\]

\[
\hat{\delta}_k = y_k - \dot{\phi}_k \dot{\theta}_k, \tag{41}
\]

\[
f(u_k) = [f_1(u_k), f_2(u_k), \cdots, f_m(u_k)], \tag{42}
\]

\[
\hat{\phi}_k = \begin{bmatrix} \hat{\phi}_{s,k} \\ \hat{\phi}_{n,k} \end{bmatrix}, \tag{43}
\]

\[
\hat{\phi}_{s,k} = [-\hat{s}_{k-1}, -\hat{s}_{k-2}, \cdots, -\hat{s}_{k-n_d}, \hat{u}_{k-1}, \hat{u}_{k-2}, \cdots, \hat{u}_{k-n_d}, f(u_k)], \tag{44}
\]

\[
\hat{\phi}_{n,k} = [\hat{\delta}_{k-1}, \hat{\delta}_{k-2}, \cdots, \hat{\delta}_{k-n_d}], \tag{45}
\]

\[
\hat{\theta}_k = \begin{bmatrix} \hat{\theta}_{s,k} \\ \hat{\delta}_k \end{bmatrix}, \tag{46}
\]

\[
\hat{\theta}_{s,k} = [\hat{a}_{k}, \hat{b}_k, \epsilon_k]^T. \tag{47}
\]

Here, the above AM-MIFSG algorithm reduces to the auxiliary model-based fractional stochastic gradient (AM-FSG) algorithm when $p = 1$.

**Remark 1.** In general, as the innovation length $p$ increases, the collected data are being used more fully, and therefore the estimation accuracy is gradually improved. However, the computational amount increases at the same time. How to choose optimal innovation $p$ is an open problem to be solved. In practice, we often choose $p < n$. 
Remark 2. The differential order $\alpha$ is chose in the range of $(0,1)$. The orders may show different characteristics for different systems, and can be adjusted during the procedure as needed.

The implementation of the AM-MIFSG algorithm is listed as follows.

1. Choose $p$, $\alpha$ and initialize: let $k = 1$, $\hat{\theta}_0 = \left[ \frac{\hat{d}_{k,0}}{d_0} \right] = 1_{n/p_0}$, $s_0 = 1$, $s_{a,0} = 1$, and set $\hat{x}_i = 1/p_0$, $\hat{d}_i = 1/p_0$ and $\hat{v}_i = 1/p_0$ for $i \lessgtr 0$, $p_0 = 10^6$, and give the base function $f_i(\cdot)$.

2. Collect the input-output data $u_k$ and $y_k$, form the basis function vector $f(u_k)$ by (42), and the information vectors $\hat{\phi}_k$ by (43), $\hat{\phi}_{a,k}$ by (44) and $\hat{\phi}_{n,k}$ by (45).

3. Compute $\hat{\varphi}_j$ by (38). Form the stacked output vector $Y_{p,k}$ by (35), the information matrices $\Phi_{p,k}$ and $\Psi_{p,k}$ by (36) and (37).

4. Compute the innovation vector $E_{p,k}$ by (32), $s_k$ by (33) and $s_{a,k}$ by (34).

5. Update the parameter estimate $\hat{\theta}_k$ by (31), compute the estimates $\hat{\theta}_k$ by (39), $\hat{x}_k$ by (40), $\hat{d}_k$ by (41).

6. Increase $k$ by 1, go to step 2.

The algorithm obtained above combined with the method in [48–53] can cope with linear and nonlinear systems with different disturbances. Furthermore, prediction models or soft sensor models can be obtained with the assistance of other parameter estimation algorithms [54–59] and can be applied to process control and other fields [60–65].

5. Convergence Analysis

Theorem 1. For the system in (1)–(2) and the AM-MIFSG algorithm in (31)–(47), assume that the noise sequence $\{v_k\}$ satisfies

\[
\text{(A1) } E[v_k|F_t] = 0, \text{ a.s., } E[v_k^2|F_t] \leq c^2 < \infty, \text{ a.s.,}
\]

and there exist an integer $N_k$ and a positive constant $q$ independent of $k$ such that the following persistent excitation condition holds,

\[
\text{(A2) } \sum_{i=0}^{N_k} \Phi_{a,p,k+i}^\top \Phi_{a,p,k+i} s_{k+i} \geq qI, \text{ a.s.,} \tag{48}
\]

where $\Phi_{a,p,k} = [\hat{\phi}_0 \otimes \theta_a, \hat{\phi}_{a,1} \otimes \theta_a, \ldots, \hat{\phi}_{a,p-1} \otimes \theta_a]$, $\theta_a := 1_n + \hat{\theta}_{a,0}^{1\otimes n}$, $\otimes$ denotes an element-by-element multiplication of vectors. Then the parameter estimation error given by the AM-MIFSG algorithm satisfies $\lim_{k \to \infty} E[||\hat{\theta}_k - \theta||^2] \rightarrow 0$.

Proof. Define the parameter estimation error $\hat{\theta}_k = \hat{\theta}_k - \theta \in \mathbb{R}^n$. To simplify the proof, assuming $s_{a,k} = s_k/T(2 - \alpha)$. Inserting (32) into (31) and rearranging, we have

\[
\hat{\theta}_k = \hat{\theta}_{k-1} + \frac{\hat{\Phi}_{p,k}}{s_k} [Y_{p,k} - \hat{\Phi}_{p,k} \hat{\theta}_{k-1}] \otimes \theta_a
\]

\[
= \hat{\theta}_{k-1} + \frac{\hat{\Phi}_{p,k}}{s_k} \left[ \phi_{p,k}^{\top} \theta_{k-1} + V_{p,k} - \hat{\phi}_{p,k}^{\top} \hat{\theta}_{k-1} \right] \otimes \theta_a
\]

\[
= \hat{\theta}_{k-1} + \frac{\hat{\Phi}_{p,k}}{s_k} \left[ \mu_{p,k} - \epsilon_{p,k} + V_{p,k} \right] \otimes \theta_a, \tag{49}
\]

where

$\mu_{q,t} := [\Phi_{p,k} - \hat{\Phi}_{p,k}]^\top \theta \in \mathbb{R}^p$, $\epsilon_{q,t} := \hat{\Phi}_{p,k}^{\top} \hat{\theta}_{k-1} \in \mathbb{R}^p$,

$V_{p,k} := [v_k, v_{k-1}, \ldots, v_{k-p+1}] \in \mathbb{R}^p$. 
Pre-multiplying (49) by $\hat{\theta}_k^*$ gives

$$\hat{\theta}_k^* \bar{\theta}_k = \hat{\theta}_{k-1}^* \bar{\theta}_{k-1} + \frac{2}{s_k} \hat{\theta}_{k-1}^* \Phi_{a,p,k} [\mu_{p,k} - \varsigma_{p,k} + V_{p,k}]$$

$$+ \frac{1}{r_k^2} [\mu_{p,k} - \varsigma_{p,k} + V_{p,k}]^T \hat{\Phi}_{a,p,k} \hat{\theta}_{k-1}^* \Phi_{a,p,k} [\mu_{p,k} - \varsigma_{p,k} + V_{p,k}].$$

The rest can be proved in a similar to the way in [66].

6. Examples

Consider the following Hammerstein OEMA system:

$$y_k = B(z) \hat{a}_k + D(z) \bar{v}_k,$$

$$A(z) = 1 + a_1 z^{-1} + a_2 z^{-2} = 1 + 0.45 z^{-1} + 0.56 z^{-2},$$

$$B(z) = 1 + b_1 z^{-1} + b_2 z^{-2} = 1 + 0.25 z^{-1} - 0.35 z^{-2},$$

$$D(z) = 1 + d_1 z^{-1} = 1 - 0.54 z^{-1},$$

$$\hat{a}_k = c_1 u_k + c_2 u_k^2 + c_3 u_k^3 = 0.52 u_k + 0.54 u_k^2 + 0.82 u_k^3,$$

$$\theta = [a_1, a_2, b_1, b_2, c_1, c_2, c_3, d_1]^T = [0.45, 0.56, 0.25, -0.35, 0.52, 0.54, 0.82, -0.54]^T.$$

In this example, the input $\{u_k\}$ is a persistently excited signal sequence and $\{v_k\}$ is a white noise sequence with zero mean and variances $\sigma^2 = 0.80^2$. The data length is taken as $L = 4000$, where the first 3500 samples are assigned for system identification and the remaining 500 samples are assigned for prediction and validation. The details are as follows.

1. Firstly, applying the AM-MISG algorithm and the AM-MIFSG algorithm with $\alpha = 0.94$ to estimate the parameters of considered system. Tables 1 and 2 show the parameter estimates and their errors with $p = 1, 2, 4$ and 6. Figures 2 and 3 indicate the parameter estimation errors $\delta := \| \hat{\theta}_k - \theta \| / \| \theta \|$ versus $k$.

Figure 2. The AM-MISG estimation error $\delta$ versus $k$ with $p = 1, 2, 4$ and 6 and the AM-MIFSG estimation error $\delta$ versus $k$ with $p = 2$ and 6.
Figure 3. The AM-MIFSG estimation error $\delta$ versus $k$ with $p = 1, 2, 4$ and 6.

Table 1. The AM-MISG estimates and errors $p = 1, 2, 4$ and 6.

| $p$ | $k$ | $a_1$   | $a_2$   | $b_1$    | $b_2$    | $c_1$    | $c_2$    | $c_3$    | $d_1$    | $\delta$ (%) |
|-----|-----|---------|---------|----------|----------|----------|----------|----------|----------|--------------|
| 1   | 100 | 0.03695 | 0.23553 | -0.03327 | -0.20875 | 0.27338  | 0.03195  | 0.49278  | -0.31825 | 61.82507     |
|     | 200 | 0.07113 | 0.34613 | -0.03653 | -0.29482 | 0.32261  | 0.07100  | 0.59507  | -0.37276 | 52.41770     |
|     | 500 | 0.10951 | 0.42150 | -0.04098 | -0.34040 | 0.35083  | 0.10812  | 0.64790  | -0.39006 | 46.76773     |
|     | 1000| 0.13632 | 0.46020 | -0.03759 | -0.36082 | 0.36386  | 0.12852  | 0.67688  | -0.39765 | 43.71611     |
|     | 2000| 0.16601 | 0.49396 | -0.03164 | -0.38052 | 0.37629  | 0.14894  | 0.70178  | -0.40765 | 40.77833     |
|     | 3000| 0.18127 | 0.50703 | -0.02857 | -0.38630 | 0.38212  | 0.15952  | 0.71245  | -0.41028 | 39.42179     |
| 2   | 100 | 0.08718 | 0.45055 | -0.02857 | -0.34926 | 0.38250  | 0.12367  | 0.64113  | -0.44165 | 45.20563     |
|     | 200 | 0.21252 | 0.53700 | -0.00743 | -0.40687 | 0.43140  | 0.19230  | 0.74170  | -0.46339 | 34.63613     |
|     | 500 | 0.27602 | 0.53381 | 0.01178  | -0.39497 | 0.44676  | 0.23408  | 0.76740  | -0.46163 | 29.78555     |
|     | 1000| 0.29539 | 0.53658 | 0.03287  | -0.38875 | 0.45350  | 0.26006  | 0.78181  | -0.45922 | 27.12588     |
|     | 2000| 0.31601 | 0.54589 | 0.05191  | -0.39039 | 0.45935  | 0.28327  | 0.79322  | -0.46058 | 24.67852     |
|     | 3000| 0.32385 | 0.54810 | 0.06104  | -0.38751 | 0.46189  | 0.29484  | 0.79696  | -0.46005 | 23.55453     |
| 4   | 100 | 0.27486 | 0.60968 | 0.03978  | -0.39097 | 0.50049  | 0.23079  | 0.79164  | -0.50729 | 28.18166     |
|     | 200 | 0.37933 | 0.57741 | 0.09918  | -0.37644 | 0.52086  | 0.30714  | 0.83586  | -0.48517 | 19.67676     |
|     | 500 | 0.38912 | 0.54069 | 0.13209  | -0.34877 | 0.51837  | 0.35074  | 0.82239  | -0.48274 | 16.01070     |
|     | 1000| 0.38933 | 0.54894 | 0.15511  | -0.34580 | 0.51921  | 0.37894  | 0.82425  | -0.48325 | 13.73325     |
|     | 2000| 0.40081 | 0.55745 | 0.17376  | -0.34949 | 0.51943  | 0.40309  | 0.82417  | -0.48612 | 11.58755     |
|     | 3000| 0.40202 | 0.55950 | 0.18102  | -0.34717 | 0.51845  | 0.41433  | 0.82086  | -0.48675 | 10.74226     |
| 6   | 100 | 0.35169 | 0.61755 | 0.08824  | -0.35474 | 0.53581  | 0.30223  | 0.83886  | -0.52654 | 20.81443     |
|     | 200 | 0.40866 | 0.59002 | 0.16182  | -0.34923 | 0.53654  | 0.37953  | 0.84693  | -0.50426 | 13.13328     |
|     | 500 | 0.42035 | 0.54952 | 0.18298  | -0.32811 | 0.52821  | 0.42093  | 0.81930  | -0.50377 | 9.82957      |
|     | 1000| 0.41823 | 0.56425 | 0.20204  | -0.33346 | 0.53010  | 0.44667  | 0.82367  | -0.50609 | 7.80786      |
|     | 2000| 0.42981 | 0.56613 | 0.21766  | -0.34005 | 0.52962  | 0.46847  | 0.82213  | -0.50962 | 5.89007      |
|     | 3000| 0.42678 | 0.56730 | 0.22265  | -0.33911 | 0.52764  | 0.47733  | 0.81677  | -0.51053 | 5.32836      |

True values | 0.45000 | 0.56000 | 0.25000 | -0.35000 | 0.52000 | 0.54000 | 0.82000 | -0.54000
Table 2. The AM-MIFSG estimates and errors with $p = 1, 2, 4$ and $6$.

| $p$ | $k$  | $a_1$   | $a_2$   | $b_1$   | $b_2$   | $c_1$   | $c_2$   | $c_3$   | $d_1$   | $\delta$ (%) |
|-----|------|---------|---------|---------|---------|---------|---------|---------|---------|-------------|
| 1   | 100  | 0.15708 | 0.59506 | -0.10818| -0.36395| 0.38627 | 0.08191| 0.73420 | -0.36577| 46.47154    |
|     | 200  | 0.27641 | 0.58549 | -0.07338| -0.37468| 0.42517 | 0.13842| 0.81526 | -0.37310| 38.73219    |
|     | 500  | 0.29432 | 0.55031 | -0.03625| -0.35604| 0.43184 | 0.17816| 0.82178 | -0.37342| 34.99604    |
|     | 1000 | 0.29755 | 0.54549 | -0.01005| -0.35097| 0.43470 | 0.20499| 0.82736 | -0.37378| 32.70875    |
|     | 2000 | 0.30878 | 0.55280 | 0.01095 | -0.35501| 0.43788 | 0.22916| 0.83306 | -0.37827| 30.47638    |
|     | 3000 | 0.31387 | 0.55453 | 0.02109 | -0.35366| 0.43918 | 0.24158| 0.83822 | -0.37952| 29.40027    |
| 2   | 100  | 0.35829 | 0.62744 | 0.15273 | -0.37663| 0.55109 | 0.23357| 0.78715 | -0.59971| 23.46638    |
|     | 200  | 0.42746 | 0.58770 | 0.19005 | -0.36598| 0.56024 | 0.31456| 0.81037 | -0.55565| 16.12428    |
|     | 500  | 0.43121 | 0.55375 | 0.20459 | -0.34652| 0.55703 | 0.35970| 0.79703 | -0.54665| 12.87485    |
|     | 1000 | 0.42642 | 0.56004 | 0.21858 | -0.34550| 0.55880 | 0.38789| 0.80138 | -0.54408| 10.92266    |
|     | 2000 | 0.43305 | 0.56476 | 0.22928 | -0.34967| 0.55980 | 0.41208| 0.80204 | -0.54336| 9.22414     |
|     | 3000 | 0.43194 | 0.56535 | 0.23216 | -0.34777| 0.55770 | 0.42313| 0.79911 | -0.54236| 8.52773     |
| 4   | 100  | 0.37614 | 0.62528 | 0.15435 | -0.35937| 0.56108 | 0.31419| 0.83373 | -0.62653| 18.87062    |
|     | 200  | 0.43032 | 0.60035 | 0.22302 | -0.36272| 0.55406 | 0.42250| 0.82836 | -0.56139| 9.08948     |
|     | 500  | 0.44845 | 0.55152 | 0.22616 | -0.33881| 0.54491 | 0.46286| 0.79775 | -0.55411| 6.00591     |
|     | 1000 | 0.44218 | 0.56900 | 0.23948 | -0.34615| 0.55133 | 0.48607| 0.81308 | -0.55361| 4.43982     |
|     | 2000 | 0.44975 | 0.56313 | 0.24931 | -0.35057| 0.55048 | 0.50632| 0.81111 | -0.55405| 3.24848     |
|     | 3000 | 0.44202 | 0.56473 | 0.25018 | -0.34923| 0.54786 | 0.51266| 0.80477 | -0.55341| 3.01322     |
| 6   | 100  | 0.37154 | 0.63684 | 0.14344 | -0.33325| 0.54734 | 0.38404| 0.84946 | -0.62029| 15.86854    |
|     | 200  | 0.43128 | 0.61835 | 0.23888 | -0.36493| 0.53142 | 0.48850| 0.83328 | -0.55888| 7.57068     |
|     | 500  | 0.45536 | 0.55467 | 0.23160 | -0.34012| 0.52315 | 0.50947| 0.79826 | -0.55434| 3.08071     |
|     | 1000 | 0.44922 | 0.57123 | 0.24453 | -0.35088| 0.53625 | 0.52485| 0.82763 | -0.55500| 2.04837     |
|     | 2000 | 0.45296 | 0.55918 | 0.25328 | -0.35400| 0.53417 | 0.53985| 0.82120 | -0.55601| 1.49579     |
|     | 3000 | 0.44123 | 0.56369 | 0.25237 | -0.35328| 0.53073 | 0.54151| 0.81199 | -0.55532| 1.53252     |

True values: 0.45000, 0.56000, 0.25000, -0.35000, 0.52000, 0.54000, 0.82000, -0.54000

2. Secondly, to validate the influence of the fraction order $\alpha$, in the AM-MIFSG algorithm, we take $p = 5$ and 6, and $\alpha = 0.80, 0.90$ and 0.92, respectively, the simulation results are shown in Tables 3 and 4, and Figures 4 and 5.

3. In the end, a different data set ($L_e = 500$ samples from $k = 3501$ to 4000) and the estimated model obtained by the AM-MIFSG algorithm with $p = 6$ and $\alpha = 0.92$ are used for model validation. The predicted output and true output are plotted in Figure 6 from $k = 3501$ to 3700 and Figure 7 from $k = 3501$ to 4000, where the average predicted output error is

$$\delta_e = \frac{1}{L_e} \left[ \sum_{k=3501}^{4000} (\hat{y}_k - y_k)^2 \right]^{1/2} = 0.0658,$$

and the dot line is the output $\hat{y}_k$ of the estimated model and the solid line is the true output $y_k$.

From Tables 1–4 and Figures 2–7, we can draw the following conclusions: (1) with the innovation length $p$ increases, both the AM-MISG and the AM-MIFSG algorithm can give higher parameter estimation accuracy; (2) in general, the AM-MIFSG algorithm has a faster convergence rate than the AM-MISG algorithm in the same situation, and the introduction of the fractional-order can improve the parameter estimation accuracy; (3) the convergence rate of the AM-MIFSG increases as the fractional-order $\alpha$ increases, the $\alpha$ within the range of [0.90, 0.95] seems to be an appropriate choice which can give better estimation results for the Hammerstein output-error systems; (4) the estimated model obtained by the AM-MIFSG algorithm can well capture system dynamics.
Table 3. The AM-MIFSG estimates and errors with $\alpha = 0.80$, 0.90 and 0.92 ($p = 5$).

| $\alpha$ | $k$ | $a_1$  | $a_2$  | $b_1$  | $b_2$  | $c_1$  | $c_2$  | $c_3$  | $d_1$  | $\delta$ (%) |
|----------|-----|--------|--------|--------|--------|--------|--------|--------|--------|-------------|
| 0.80     | 100 | 0.23581| 0.59985| 0.09673| -0.40126| 0.35249| 0.1777 | 0.82055| -0.48512| 32.54342 |
| 0.90     | 100 | 0.29565| 0.58762| 0.16306| -0.43646| 0.41011| 0.32565| 0.75782| -0.62289| 23.25864 |
| 0.92     | 100 | 0.36347| 0.63518| 0.16075| -0.38255| 0.49377| 0.31352| 0.84459| -0.60486| 18.82927 |

Table 4. The AM-MIFSG estimates and errors with $\alpha = 0.80$, 0.90 and 0.92 ($p = 6$).

| $\alpha$ | $k$ | $a_1$  | $a_2$  | $b_1$  | $b_2$  | $c_1$  | $c_2$  | $c_3$  | $d_1$  | $\delta$ (%) |
|----------|-----|--------|--------|--------|--------|--------|--------|--------|--------|-------------|
| 0.80     | 100 | 0.26215| 0.64436| 0.06610| -0.35700| 0.41270| 0.26270| 0.84456| -0.55007| 27.25073 |
| 0.90     | 100 | 0.32475| 0.62263| 0.16067| -0.40949| 0.45832| 0.35530| 0.80222| -0.63261| 18.70725 |
| 0.92     | 100 | 0.38062| 0.64556| 0.16445| -0.36053| 0.51634| 0.33828| 0.85954| -0.61558| 17.41472 |

True values 0.45000 0.56000 0.25000 −0.35000 0.52000 0.54000 0.82000 −0.54000
Figure 4. The AM-MIFSG estimation error $\delta$ versus $k$ with $\alpha = 0.80, 0.90$ and $0.92$ ($p = 5$).

Figure 5. The AM-MIFSG estimation error $\delta$ versus $k$ with $\alpha = 0.80, 0.90$ and $0.92$ ($p = 6$).

Figure 6. The predicted output $\hat{y}_k$ and true output $y_k$ from $k = 3501$ to $3700$. Solid line: the true output $y_k$, dots: the predicted output $\hat{y}_k$. 
7. Conclusions

This paper derives an AM-MIFSG estimation algorithm for Hammerstein output-error systems based on the key-term separation principle and auxiliary model identification idea. By means of the key-term separation principle, all the parameters in the linear and nonlinear blocks are separated, and the unknown variables in the identification model are replaced by the outputs of the auxiliary models. The analysis of the simulation results shows that the proposed algorithm obtains better parameter estimation performance than the AM-MISG algorithm. However, there also exist many topics that need to be further discussed. For example, is this algorithm still effective for systems with missing data? And is the performance of the algorithm can be improved by introducing a time-varying differential order $\alpha$? These topics remain as open problems for future studies.
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