Active machine learning for spatio-temporal predictions using feature embedding
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Abstract

Active learning (AL) could contribute to solving critical environmental problems through improved spatio-temporal predictions. Yet such predictions involve high-dimensional feature spaces with mixed data types and missing data, which existing methods have difficulties dealing with. Here, we propose a novel batch AL method that fills this gap. We encode and cluster features of candidate data points, and query the best data based on the distance of embedded features to their cluster centers. We introduce a new metric of informativeness that we call embedding entropy and a general class of neural networks that we call embedding networks for using it. Empirical tests on forecasting electricity demand show a simultaneous reduction in average prediction RMSE by up to 63-88% and data usage by up to 50-69% compared to passive learning (PL) benchmarks.
Solving many of the world’s most critical problems, especially environmental ones, involves the accurate prediction of some value of interest [1]. Examples include the electricity consumption of buildings, required to operate sustainable power grids; the travel time between city zones, required for the smart charging of electric vehicles; and meteorological conditions, required for weather-based forecasting of wind and solar electricity generation. Sensing and labeling the ground truth data that is necessary for making these predictions in time and space usually comes at a high cost. This cost constrains the total number of sensors that we can place and use to query new data. A fundamental question that arises for many spatio-temporal prediction tasks is where and when to measure and query the data required to make the best possible predictions while staying within a maximum budget for sensors and data.

Active learning (AL) provides solutions to this question. It deals with the task of making accurate predictions using limited data when measuring and labeling data is expensive, and the amount of candidate data points for training a prediction model is very large and/or unequally distributed. In contrast, passive learning (PL) represents the widely used method in which candidate data points for training a prediction model are chosen at random. Existing AL methods have the goal to query the most informative unlabeled data point(s), and can roughly be categorized into two groups [2, 3, 4]: a first group of methods tries to shrink the space of candidate prediction models as fast as possible, while a second group of methods tries to exploit patterns in the underlying data. The first group of methods can further be categorized into uncertainty [5, 6, 7, 8, 9, 10, 11, 12], disagreement [13, 14, 15, 16, 17, 18, 19], variance reduction [20, 21, 22, 23, 24, 25], error reduction [26, 27, 28, 29] and model change based [30, 31] methods. The second group of methods is less studied and distinguishes mainly density weighted [30, 31] and clustering based [32, 33, 34] methods.

Each of these existing AL methods has its own strengths and limitations, but none of them are applicable to spatio-temporal prediction problems in which (i) uncertainty measures are missing, such as in most regression models, (ii) the underlying data are heterogeneous and high-dimensional, such as data consisting of both time-series and images, (iii) the parameter space of candidate prediction models is large, such as with deep (recurrent/convolutional) neural networks, and (iv) not only labels but also features can be missing, and must be queried at a potentially high cost, such as with high resolution aerial imagery. While all methods referred to above become infeasible under (iv), each of the remaining properties prevents one set of methods from being feasible: uncertainty based methods require explicit measures of uncertainty about a prediction which is not given under (i); disagreement based methods need to simultaneously train several models, which becomes expensive under (ii); variance reduction based methods must calculate the inverse of a K X K matrix where K is the number of model parameters, which becomes impractical under (iii); model change and error reduction based methods need to evaluate model weights and predictions for each candidate data point, which becomes expensive under (ii) and (iii). The second group of methods becomes mainly impractical under (ii) if there
exists mutual information between features of different data types that cannot
be compared in the raw feature space.

Here, we propose a novel AL approach in which the distances between the
features of candidate data points in an embedded vector space are used to
create priors on the true labels of candidates for clustering and querying the
most informative data. We call this metric the embedding entropy of candidate
data points and introduce a class of neural networks that we call embedding
networks for using it. The algorithm that we propose is motivated by the
observation that vector distances of embedded features preserve an increasing
amount of information about the context of the data by which they are trained
[35, 36, 37, 38, 39, 40]. It combines the strengths of both worlds of currently
existing AL methods, making effective data queries feasible for a wider range
of prediction tasks including those outlined in (i) - (iv). Figure 1 provides an
overview of our method, including the general architecture of an embedding
network (a.) and different variants of the embedding entropy that we use for
querying candidate data points (b.-d.).

We test the performance of our AL algorithm against PL scenarios when
predicting the electric load profile of a building \( y_{t,s} \) given an aerial image of
that building \( x_s \), the meteorological conditions at that building \( x_{st} \) and a time
stamp \( x_t \), which together shape our joint feature vector \( x_{t,s} \). This is a real-world
problem to which the characteristics of (i)-(iv) apply. We start with a prediction
model that has learnt this relationship for a few buildings and times. In each
iteration of our AL algorithm, we query a batch of new data points from a
candidate data pool for training a neural network prediction model. We assume
our data budget to be 50% of the size of our candidate data pool, and perform
10 iterations of AL where we query 10% of our data budget in each iteration. We
distinguish between three prediction types: spatial (load in a building without
a sensor but where we have simultaneous data from other buildings), temporal
(load in a building that has a sensor but for a future time period) and spatio-
temporal (load for times and buildings where we have no data available at all).
For each prediction type, we distinguish between the feature vectors \( x_t, x_s, x_{st} \)
and \( x_{t,s} \) that we can encode for querying candidate data points. We further test
AL for querying candidates based on the embedding entropy of their true labels
\( y_{t,s} \), representing the optimal priors that we can build using our features and the
optimal queries that we can make using our metric. We refer to these as our AL
variables. In each experiment, we test our algorithm for randomizing (Figure
1, b.), maximizing (Figure 1, c.) and minimizing (Figure 1, d.) the embedding
entropy of candidate data points in the queried data batch. We refer to these
as our AL variants.

**Numeric results**

We can reduce our data demand by up to 50-69% while making up to 63-88%
more accurate predictions compared to PL benchmarks. When we exploit our
entire data budget, we make up to 82-86% more accurate predictions compared
to the PL benchmarks, and up to 73-79% more accurate predictions compared
Figure 1: An overview of our AL method. a.) A general embedding network architecture where the abbreviation ANN stands for a densely connected, CNN for a convolutional, RNN for a recurrent and CRNN for a convolutional and recurrent neural network architecture. b.) - d.) represent the candidate data points that are encoded using one of the encoders from the embedding network for a queried batch size of three and embedded feature vectors of dimension two. Points of the same color are equally clustered. Squares represent cluster centers. Crosses describe which data points are chosen when b.) randomizing, c.) maximizing and d.) minimizing the embedding entropy of a queried data batch in an iteration of our algorithm.
to when saving data. We find that a reduced sensor demand of 2-8% is possible with priors on the true labels of candidate data points but is not achieved by our algorithm in practice when using embedded features for querying data points. The improved prediction accuracy that we report refers to the average root mean squared error (RMSE) between predicted and true electric load profiles of data points that remain unqueried after our AL algorithm terminates. We refer to these as our test losses. Figure 1 visualizes the performance of our initial model, a passively extended model and an actively extended model on exemplar data points. While both passively and actively trained models make significant improvements compared to our initial model, we can observe that we catch trends better with AL than with PL.

Table 1 contains the numeric results of the experiments that we conduct for each prediction type, AL variable and AL variant. We remove queried data points from the candidate data pool at a rate $\delta$. Keeping queried points, i.e. allowing the algorithm to re-use them, lets us implicitly remove any initial or ongoing bias from our model and further reduce data usage. We can observe that when removing all queried data points from the candidate data pool ($\delta = 1$), our algorithm primarily reduces the testing loss. When keeping all queried data points in the candidate data pool ($\delta = 0$), it mainly reduces data usage. The decrease in both data usage and testing loss is similar across all prediction types. The only exception is for temporal predictions and the AL variables $x_{t,s}$ and $y_{t,s}$, where the decrease in testing loss is significantly larger compared to their PL benchmark, mainly because of a weak performance of PL. Hence we neglect these results in the improvements that we report.

We observe that the AL variable $x_{t,s}$ generally gets closest to these optimal results. When using $x_{st}$ as our AL variable, we achieve no or only a small decrease of the testing loss with the same data usage ($\delta = 1$), or a significant decrease of the data usage ($\delta = 0$) at a strongly decreased (spatial), moderately decreased (spatio-temporal) and partly increased (temporal) testing loss. With the AL variables $x_t$ and $x_s$, we generally make equally good or slightly worse predictions than the PL benchmark. For $\delta = 0$, $x_t$ and $x_s$ either use the same amount of data as the PL benchmark (random $H^{NN}$), or an amount of data that is close to the batch size of data points that we query in each iteration of the algorithm (max/min $H^{NN}$). For $\delta = 1$, all AL variants for $x_t$ and $x_s$ perform similar to PL. This is because the diversities of $x_t$ and $x_s$ are smaller than the batch size and number of clusters in the data points that we query in each iteration of our AL algorithm. Therefore our algorithm performs identical to the PL benchmarks for these variables with $\delta = 1$. For $\delta = 0$, when we collect candidate data points evenly distributed from all clusters, we also collect data points uniformly at random from the entire candidate data pool and hence proceed equal to PL. If instead we maximize or minimize the embedding entropy of candidate data points, we choose about the same set of data points in each iteration and hence observe a data usage that is close to the batch size of the data that we query in a single iteration (10-15%).

The largest decrease in testing loss with prior knowledge on true labels $y_{t,s}$ is generally achieved for the AL variant of maximizing embedding entropy (max
Figure 2: Exemplar spatio-temporal predictions prior to extending model on candidate data (Initial model), once after passively extending model (Passive learning), and once after actively extending model with randomized embedding entropy (max $H^{NN}$) of jointly encoded features $x_{t,s}$ (Active learning). Each row contains the same true load profile (blue line) but different predictions of it (orange line).
The largest practical decrease in testing loss is achieved for \( x_{t,s} \) and the AL variant of choosing embedding entropy evenly at random (random \( H^{NN} \)). The largest decrease in data usage, without increasing testing loss compared to our PL benchmark, is generally achieved for the AL variants of maximizing (max \( H^{NN} \)) and minimizing (min \( H^{NN} \)) embedding entropy. In all cases, the AL variant of choosing the embedding entropy of the candidate data batch uniformly at random (random \( H^{NN} \)) achieves a lower prediction loss at the price of a higher data usage compared to the other AL variants. Among the AL variants of the same AL variable, we can observe a trade-off between higher data usage and lower testing losses. In the following, we focus on the results for the AL variables \( x_{st}, x_{t,s} \) and \( y_{t,s} \), and the most difficult of all three prediction types: spatio-temporal.

**Training & validation losses for removing queried data \((\delta = 1)\)**

For validations on unqueried data points during training, Figure 2 shows the training and validation losses of our AL variables and variants for spatio-temporal predictions in which we remove queried data points from the candidate data set \((\delta = 1)\) compared to our PL benchmark (dashed blue line). All AL variants of the same AL variables behave identical. In the case of querying candidate data based on labels \( y_{t,s} \), we observe the largest training losses in the first iterations of the algorithm compared to the other AL variables. Training losses decline towards their PL benchmark values, while validation losses are constantly lower than the PL benchmark; they build an increasing gap to PL losses with each iteration of the algorithm. Validation losses drop step-wise at the beginning of each iteration of the algorithm and converge to their respective test loss.

Training and validation losses of the AL variables \( x_{st} \) and \( x_{t,s} \) are similar in the first iteration of the algorithm. Training losses are higher than the PL benchmark and decrease at the same rate as for the PL benchmark. Validation losses are slightly smaller than for PL and also decrease at the same rate as for PL. In the following iterations, training and validation losses continue to decrease for \( x_{st} \) until the training losses become smaller than for PL and the gap of validation losses to the PL benchmark increases. For \( x_{t,s} \), we observe a leap in training loss and a simultaneous drop of validation loss at the beginning of each iteration. These leaps and drops of training and validation loss become smaller in magnitude with each iteration of the algorithm. Hence we implicitly regularize our model weights as our AL model does not overfit to the queried data points and makes overall better predictions on unqueried points than our PL model.

**Training & validation losses for keeping queried data \((\delta = 0)\)**

For validations on unqueried data points during training, Figure 3 shows the training and validation losses for keeping queried data points in the candidate data pool \((\delta = 0)\) compared to our PL benchmark (dashed blue line). Unlike in the case of removing candidates \((\delta = 1)\), the training loss of querying data
Table 1: The numeric results of our AL experiments for each prediction type, AL variable and AL variant. AL variables describe which (partial) feature vector is encoded, clustered and used to calculate the embedding entropy $H_{NN}$ of candidate data points. AL variants describes whether the embedding entropy of candidate data points in each queried batch is randomized, maximized or minimized. The table states results for removing ($\delta = 1$) and keeping ($\delta = 0$) queried data in the candidate data pool. The columns named 'data' present how much of the data budget is used, 'sensors' state how many new sensors are used compared to how many new sensors are initially available in the candidate data pool, and 'test loss' shows the average RMSE between predicted and true electric load profiles for all candidate data points whose labels have not been queried when our AL algorithm terminates.

| prediction type | AL variable | AL variant | Removing queried data ($\delta = 1$) | Keeping queried data ($\delta = 0$) |
|-----------------|-------------|------------|--------------------------------------|--------------------------------------|
|                 |             |            | data sensors test loss [kW]          | data sensors test loss [kW]          |
| Spatial         | $x_t$       | random $H_{NN}$ | 100% 100% 0.1952 80% 100% 0.7165 | 100% 100% 0.218 12% 100% 0.9644 |
|                 | $\max H_{NN}$ | 100% 100% 0.2208 12% 100% 1.1369 | 100% 100% 0.218 12% 100% 0.9745 |
|                 | $\min H_{NN}$ | 100% 100% 0.2288 10% 100% 1.1469 | 100% 100% 0.2288 10% 100% 1.1369 |
|                 | $x_{st}$    | random $H_{NN}$ | 100% 100% 0.2117 13% 100% 0.4248 | 100% 100% 0.219 13% 100% 0.4296 |
|                 | $\max H_{NN}$ | 100% 100% 0.2117 13% 100% 0.4248 | 100% 100% 0.2125 13% 100% 0.4142 |
|                 | $\min H_{NN}$ | 100% 100% 0.2002 9% 100% 0.3295 | 100% 100% 0.2002 9% 100% 0.3295 |
| passive learning (PL) benchmark | 100% 100% 0.2129 80% 100% 0.8479 |
| Temporal        | $x_t$       | random $H_{NN}$ | 100% 0% 1.7072 80% 0% 0.379 | 100% 0% 1.3521 40% 0% 0.7889 |
|                 | $\max H_{NN}$ | 100% 0% 1.6284 15% 0% 0.7006 | 100% 0% 1.6284 15% 0% 0.7006 |
|                 | $\min H_{NN}$ | 100% 0% 1.6734 81% 0% 0.5507 | 100% 0% 1.6734 81% 0% 0.5507 |
|                 | $x_{st}$    | random $H_{NN}$ | 100% 0% 1.6998 10% 0% 0.7793 | 100% 0% 1.6998 10% 0% 0.7793 |
|                 | $\max H_{NN}$ | 100% 0% 1.6799 75% 0% 0.4434 | 100% 0% 1.6799 75% 0% 0.4434 |
|                 | $\min H_{NN}$ | 100% 0% 1.3421 13% 0% 0.6447 | 100% 0% 1.3421 13% 0% 0.6447 |
|                 | $x_{t,s}$   | random $H_{NN}$ | 100% 0% 1.176 12% 0% 0.6408 | 100% 0% 1.176 12% 0% 0.6408 |
|                 | $\max H_{NN}$ | 100% 0% 0.0692 51% 0% 0.2109 | 100% 0% 0.0692 51% 0% 0.2109 |
|                 | $\min H_{NN}$ | 100% 0% 0.0733 40% 0% 0.3409 | 100% 0% 0.0733 40% 0% 0.3409 |
| passive learning (PL) benchmark | 100% 0% 1.9526 80% 0% 0.5713 |
| Spatio-temporal | $x_t$       | random $H_{NN}$ | 100% 100% 0.475 80% 100% 0.9756 | 100% 100% 0.4428 12% 100% 1.0156 |
|                 | $\max H_{NN}$ | 100% 100% 0.4576 12% 100% 0.9974 | 100% 100% 0.4576 12% 100% 0.9974 |
|                 | $\min H_{NN}$ | 100% 100% 0.4292 80% 100% 0.9034 | 100% 100% 0.4292 80% 100% 0.9034 |
|                 | $x_{st}$    | random $H_{NN}$ | 100% 100% 0.4647 16% 100% 1.0077 | 100% 100% 0.4647 16% 100% 1.0077 |
|                 | $\max H_{NN}$ | 100% 100% 0.3533 57% 100% 0.7125 | 100% 100% 0.3533 57% 100% 0.7125 |
|                 | $\min H_{NN}$ | 100% 100% 0.3477 12% 100% 0.8577 | 100% 100% 0.3477 12% 100% 0.8577 |
|                 | $x_{t,s}$   | random $H_{NN}$ | 100% 100% 0.3463 12% 100% 0.9064 | 100% 100% 0.3463 12% 100% 0.9064 |
|                 | $\max H_{NN}$ | 100% 100% 0.0614 36% 100% 0.2679 | 100% 100% 0.0614 36% 100% 0.2679 |
|                 | $\min H_{NN}$ | 100% 100% 0.0641 31% 100% 0.2628 | 100% 100% 0.0641 31% 100% 0.2628 |
| passive learning (PL) benchmark | 100% 100% 0.4442 81% 100% 0.9340 |
Figure 3: Training and validation losses of the AL variables $x_{st}$, $x_{ls}$, and $y_{ls}$, and all AL variants compared to the PL benchmark (dashed blue lines) where every queried data point is removed from the candidate data pool for future AL iterations ($\delta = 1$) exemplary shown for spatio-temporal predictions. The line legends for training losses show how many iterations of AL are performed and how much time they need to execute. The line legends for validation losses show which share of the data and sensor budget is used, and how large the testing losses are. Training stops at different epochs due to stochastic effects of early stopping (patience 10).
points based on the embedding entropy of their true labels $y_{t,s}$ converges to a value that is higher than the PL benchmark. Validation losses stay about constant for the AL variants of maximized (cluster-far) and minimized (cluster-close) embedding entropy and only decline for randomized embedding entropy (cluster-rnd) after the first iteration of the algorithm. The initial gaps between the validation loss of the PL benchmark and all AL variants, however, is larger than when removing candidates ($\delta = 1$).

Similar to our experimental tests with prior knowledge on the true labels $y_{t,s}$, the validation losses for $x_{t,s}$ and $x_{st}$ only decline for randomized embedding entropy (cluster-rnd) after the initial iterations of the algorithm. Unlike in the case of removing queried data ($\delta = 1$), the training losses for $x_{t,s}$ converge to a value that is larger than for the PL benchmark, and validation losses for $x_{st}$ converge to similar values as for the PL benchmark when maximizing (cluster-far) and minimizing (cluster-close) embedding entropy.

**Validation losses against queried and unqueried candidate data**

We now also consider the case of validating on both queried and unqueried data points during training. Figure 4 shows the validation losses for both removing ($\delta = 1$) and keeping ($\delta = 0$) queried data in the candidate pool for this case. For $\delta = 1$, we observe a different behaviour than when validating against the unqueried candidate data points only. Losses decrease along for $x_{st}$ or below the PL benchmark for $x_{t,s}$ and $y_{t,s}$ during the first iterations of the algorithm and increase slightly for $x_{st}$ or strongly for $x_{t,s}$ and $y_{t,s}$ above the PL benchmark values towards the last iterations of the algorithm. We create a bias towards the remaining candidate data points, which makes predictions on already queried data points less accurate.

When keeping queried candidates ($\delta = 0$), validation losses for $x_{st}$ decrease equal to the PL benchmark for randomized embedding entropy (cluster-rnd) and stay about constant after the first iteration of the algorithm for maximized (cluster-far) and minimized (cluster-close) embedding entropy. This is different to when validating against the unqueried data only, as validation losses for maximized (cluster-far) and minimized (cluster-close) embedding entropy are not equal to the PL benchmark anymore but higher, and losses for randomized embedding entropy (cluster-rnd) do not decrease below the PL benchmark but are identical to it. For $x_{t,s}$ and $y_{t,s}$, validation losses behave identical to when validating against unqueried candidates. Hence we correct the bias of our model towards remaining candidate data points and improve predictions on unqueried data points compared to when removing queried candidates ($\delta = 1$).

**Discussion**

We investigate whether embedded feature vectors can provide a useful metric of informativeness for reducing the data demand in spatio-temporal prediction tasks in which (i) uncertainty measures are missing, (ii) the underlying data is mixed and high dimensional, (iii) the parameter space of candidate prediction
Figure 4: Training and validation losses of the AL variables $x_{st}$, $x_{t,s}$ and $y_{t,s}$, and all AL variants compared to the PL benchmark (dashed blue lines) where every queried data point is removed from the candidate data pool for future AL iterations ($\delta = 0$) exemplary shown for spatio-temporal predictions. The line legends for training losses show how many iterations of AL are performed and how much time they need to execute. The line legends for validation losses show which share of the data and sensor budget is used, and how large the testing losses are. Training stops at different epochs due to stochastic effects of early stopping (patience 10).
Figure 5: Validation losses against both queried and unqueried candidate data points of the AL variables $x_{st}$, $x_{t,s}$, and $y_{t,s}$, and all AL variants compared to their PL benchmarks (dashed blue lines) when removing ($\delta = 1$) and keeping ($\delta = 0$) queried data points in the candidate data pool for spatio-temporal predictions. The line legends show which share of the data and sensor budget is used, and how large the testing losses are. Training stops at different epochs due to stochastic effects of early stopping (patience 10).
models is large, and (iv) not only labels but also features are missing or must be queried at a high cost. We find that clusters in embedded feature vectors can provide such a metric, and that the distance between encoded feature vectors and their cluster centers can be used to query informative data from a large pool of candidate points. AL has not been studied for the settings in (i) - (iv), so our findings are the first answer to this research question. Our results suggest that AL could contribute to solving spatio-temporal prediction tasks that will help tackle climate change and other urgent environmental problems: electricity demand, as in our example application, but also many other problems such as the generation of electricity under fluctuating renewable energy sources which is important for faster decarbonizing our grids. This encourages further research on how to use machine learning and artificial intelligence more generally in this and many of the related domains as it is also suggested by [1].

We observe that the prediction accuracy of our model can be increased using fewer data points compared to PL benchmarks. This is consistent with the findings of recent studies, where a higher classification accuracy is achieved with the same or a smaller amount of data points using similar AL methods such as density clustering and other variants of information entropy [41, 42, 43]. However, none of these studies report improvements in prediction accuracy that are as large as we find here. We further find that large improvements can be achieved using less sensors, and when querying data points based on the embedding entropy of single feature parts only. Hence we suspect our algorithm provides the first AL method that can deal with missing data in the feature space, and which suggests that not only the demand for data but also the demand for sensors can be reduced in spatio-temporal prediction tasks.

The metric that we propose has many similarities to existing AL methods. When we randomize the embedding entropy of our queried data batch (Figure 1, b.), our algorithm performs importance sampling, with the difference that we can decide on the importance of learned feature maps in the context of our prediction problem instead of our raw data [44]. When we maximize embedding entropy, our algorithm performs uncertainty sampling, with the difference that we do not need an explicit metric of uncertainty as it is the case for Gaussian processes for instance. We likely sample data points at our decision boundaries (Figure 1, c.), with the difference that unlike in classification problems, we do not need explicit decision boundaries [45]. When we minimize embedding entropy, our algorithm queries data points that are most representative for each cluster in our candidate data (Figure 1, d.), which is similar to performing core-set sampling [46]. When we query candidates based on the embedding entropy of predicted labels, this is similar to pursuing G-optimality in optimal experimental design [47, 48]. It implies that our metric uses elements of model change and error reduction based methods where a prediction model, which is optimized using gradient decent, is considered to be uncertain if knowing the label induces a large gradient of the loss and a large update to model parameters [49].

The prediction task and the data that we use for our tests are specific. To make general statements about our algorithm’s reliability, the performance of our algorithm and our metric of entropy must be tested on other datasets.
and prediction tasks. One study that has proposed a similar method finds consistently high performance across different datasets and architectures [49]. [49] find that their method outperforms or performs at least as well as existing AL methods where these are applicable. The method that they propose clusters and queries samples based on gradients of a deep learning network’s last layer embedding of candidate data points. This is equal to the case in our method in which we randomize the embedding entropy of the entire feature vector, and our joint encoder contains all except the last layer of our embedding network (Figure 1, a.). The results from [49] thus encourage further research on applying our method to prediction types beyond the scope of spatio-temporal ones.

Further research should explore the existence of theoretical guarantees for the batch AL algorithm and embedding entropy that we propose. We show that sensor savings are possible with prior knowledge about the labels of candidate data points, but more work is needed on how these results can be practically achieved. Optimal strategies can be developed for removing queried data points from the candidate data pool so as to balance the trade-off between our desire to lower sensor and data demand on the one hand, and retaining an acceptable prediction accuracy on the other hand. Using an adaptive drop-out rate $\delta$ may provide more control over correction of bias towards queried data. Finally, we may reduce the computational complexity of our algorithm through for instance transforming our AL problem to a stream-based one as suggested by [50].

Methods

Given the aerial image of a building, the meteorological conditions in the region of that building and a time stamp, we want to predict the electric load profile of the building for the next 24 hours in 15 min steps. We start with a prediction model that has learnt this relationship for a few buildings and times. Our features are all remotely sensed and assumed to be available for every building and point in time at no cost. For every new load profile that we collect, we assume to experience some cost and are constrained in the total number of profiles that we can collect by some budget $n_{\text{budget}}$. Our goal is to collect further ground truth data, i.e. the electric load profiles at different times and buildings, so as to make the best possible predictions for buildings and times, for which we do not have load profiles available, without exceeding $n_{\text{budget}}$.

In each iteration of the AL algorithm that we propose, we query a batch of candidate data points. First, we encode the features of candidate data points into an embedded vector space using a modular neural network prediction model that is trained on initially available data points. We then cluster candidate data points based on their vector distances to each other in this encoded space. Next, we use the distance of the vector of each encoded data point to its cluster center to introduce a new metric of informativeness that we call the embedding entropy. Candidate data points whose embedded feature vectors are further away from their cluster’s center are expected to be more diverse than other members and therefore have a larger embedding entropy. We expect to be more uncertain
about these points, as they are more likely to be true members of another cluster: we likely explore the data that is close to our decision boundaries, if not outliers, and expect a larger surprise from querying labels for these data points. When querying labels of data points that are close to their cluster centers, we expect these to be more representative of their clusters and all our entire candidate data, respectively. We test our method for randomized (random $H^{NN}$), maximized (max $H^{NN}$) and minimized (min $H^{NN}$) embedding entropy, and refer to these as our AL variants. 

We evaluate the performance of our algorithm for spatial, temporal and spatio-temporal predictions compared to a PL benchmark. In this context, temporal predictions mean that we predict the load profile for buildings in which a sensor is placed, but for a time period into the past or future, for which we do not have measured data available. Spatial predictions mean that we predict a load profile for buildings in which a sensor is not placed, but for a time period in which we do have load profiles available for other buildings. Spatio-temporal predictions respectively refer to the most difficult problem of predicting load profiles for times and buildings, for which we do not have any load profiles available at all. We refer to these three variants as prediction types. 

For each prediction type that we evaluate, we further distinguish between the type of features that we can encode for querying candidate data points. We distinguish between features that are variant in time $x_t$ (time stamp), space $x_s$ (building image), and both time and space $x_{st}$ (meteorological data), as well as the entire feature vector $x_{t,s}$ which is concatenated from these three vectors. In a further test, we use the embedding entropy of our labels $y_{t,s}$ for querying candidate data points so as to see how our proposed metric performs with priors on the true labels of candidate data. We refer to these vectors as AL variables.

**The spatio-temporal prediction problem**

Given a map of the Earth, we want to predict some value of interest $y_{t,s} \in \mathbb{R}^D_y$ of dimension $D_y \in \mathbb{Z}^+$ in time $t \in \mathbb{N}$ and space $s \in \mathbb{R}^2$ such that $s = (lat, long)$, with $lat \in [-90, 90]$ and $long \in [-180, 180]$. The ranges of the variables lat and long refer to the possible values of geographic latitudinal and longitudinal coordinates. Hereby, the starting point in time, and the accuracy in both time and space are application dependent and can be chosen arbitrarily. The set of all $y_{t,s}$, hereafter called labels, is referred to as $\mathcal{Y}$. Each label hence a vector 

$$y_{t,s} = \left( \begin{array}{c} y_{t,s,1} \\ \vdots \\ y_{t,s,D_y} \end{array} \right)$$

(1)

Given the features $x_{t,s} \in \mathbb{R}^{D_x}$ of dimension $D_x \in \mathbb{Z}^+$ for each label, we want to predict labels for particular points of interest in time and space. We refer to the set of all features as $\mathcal{X}$. Each label hence has a corresponding feature vector
\[ x_{t,s} = \begin{pmatrix} x_{t,s,1} \\ \vdots \\ x_{t,s,D_s} \end{pmatrix} \]  \hspace{1cm} (2)

We can further classify the single entries of \( x_{t,s} \) as space, time and space-time variant features. Features that are constant in time \( t \) but variant in space \( s \) are referred to as space variant features \( x_s \in \mathbb{R}^{D_s} \) of dimension \( D_s \in \mathbb{N} \) such that \( D_s \leq D_x \):

\[ x_s = \begin{pmatrix} x_{t,s,1} \\ \vdots \\ x_{t,s,D_s} \end{pmatrix} = \begin{pmatrix} x_{t+i,s,1} \\ \vdots \\ x_{t+i,s,D_s} \end{pmatrix} \quad \forall i \in \mathbb{Z} : 0 \leq t + i \]  \hspace{1cm} (3)

Features that are constant in space \( s \) but variant in time \( t \) are referred to as time variant features \( x_t \in \mathbb{R}^{D_t} \) of dimension \( D_t \in \mathbb{N} \) such that \( D_t \leq D_x \):

\[ x_t = \begin{pmatrix} x_{t,s,D_s+1} \\ \vdots \\ x_{t,s,D_s+D_t} \end{pmatrix} = \begin{pmatrix} x_{t+s,D_s+1} \\ \vdots \\ x_{t+s,D_s+D_t} \end{pmatrix} \quad \forall s \in \mathbb{R}^2 : \text{lat + lat} \in [-90, 90] \wedge \text{long + long} \in [0, 180] \]  \hspace{1cm} (4)

Features that are variant in both time \( t \) and space \( s \) are referred to as space-time variant features \( x_{st} \in \mathbb{R}^{D_{st}} \) of dimension \( D_{st} \in \mathbb{N} \) such that \( D_{st} \leq D_x \):

\[ x_{st} = \begin{pmatrix} x_{t,s,D_s+D_t+1} \\ \vdots \\ x_{t,s,D_s+D_t+D_{st}} \end{pmatrix} \neq \begin{pmatrix} x_{t+i,s+\hat{s},D_s+D_t+1} \\ \vdots \\ x_{t+i,s+\hat{s},D_s+D_t+D_{st}} \end{pmatrix} \quad \forall i \in \mathbb{Z}, \hat{s} \in \mathbb{R}^2 : 0 \leq t + \hat{i} \wedge \text{lat + lat} \in [-90, 90] \wedge \text{long + long} \in [0, 180] \]  \hspace{1cm} (5)

For the above to be valid, it further has to hold that

\[ D_s + D_t + D_{st} = D_x \]  \hspace{1cm} (6)

and

\[ x_{t,s} = \begin{pmatrix} x_t \\ x_s \\ x_{st} \end{pmatrix} \]  \hspace{1cm} (7)

We can further distinguish the type of predictions that we make in the same fashion. Let \( Y_{\text{avail}} \subset Y \) be a subset of all labels that are available to us, i.e. the ground truth values that we have already measured. Then, for a given point \( s \) in space, if we use any knowledge about \( y_{t_1,s} \) such that \( t_1 \) is represented in elements of \( Y_{\text{avail}} \) to make predictions about any \( y_{t_2,s} \) such that \( t_2 \) is not represented
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by elements of $Y_{\text{avail}}$, we call this a temporal prediction. Similarly, for a given point $t$ in time, if we use any knowledge about $y_{t,s_1}$ such that $s_1$ is represented by elements of $Y_{\text{avail}}$ to make predictions about any $y_{t,s_2}$ such that $s_2$ is not represented by elements of $Y_{\text{avail}}$, we call this a spatial prediction. In contrast, if we make predictions about any $y_{t,s}$ such that $(t,s)$, is not represented by elements of $Y_{\text{avail}}$, we call this a spatio-temporal prediction.

Furthermore, let $X_{\text{avail}}$ be the set of features that are complement to each element of $Y_{\text{avail}}$. Then, we let $D = (X,Y)$ be the dataset that consists of all feature-label pairs that exist and $D_{\text{avail}} = (X_{\text{avail}},Y_{\text{avail}}) \subset D$ be the subset that is available to us.

### Embedding networks

Assuming that our dataset $D_{\text{avail}}$ is representative for all values of interest $y_{t,s}$, i.e. that samples from $D_{\text{avail}}$ are identically and independently distributed (iid) with some probability distribution $P(x_{t,s}, y_{t,s})$, allows us to learn a functional relationship $f : X \rightarrow Y$ using gradient descent algorithms. Our goal is then to generalize as well as possible on data points that are not in $D_{\text{avail}}$, i.e. we want to perform well on spatial, temporal and spatio-temporal prediction tasks. Here, we consider modular neural network prediction models. For each individual application and its feature types, a large variety of architectures can be sensible. The architectures that we consider require a multi-input structure with at least one separate input for each of the feature types $x_t, x_s$ and $x_{st}$, as far as these are available for the application at hand.

Figure 1, a.) shows a general neural network architecture of this type that we refer to as an embedding network. Subsets of in-between layers can be used to shape encoders that embed features into a vector space of arbitrary dimension. The last layer of each encoder is referred to as an embedding layer. Let $N(e) \in \mathbb{Z}^+$ with $(e) \in \{t,s,st,x\}$ be the dimension of the vectors into which $x_{t,s}$ can be embedded, i.e. the number of nodes of each embedding layer, and $U_i$ be the sets of all embedded vectors in their respective vector spaces with $(i) \in \{\text{time, space, space-time, joint}\}$. With the proposed network architecture, we can then define the prediction model and its feature encoders as functions

$$f_{\text{NN}} : X \rightarrow Y$$

(8)

$$\text{enc}_{(i)} : X \rightarrow U_{(i)}$$

(9)

### The data selection problem

Given $D_{\text{avail}}$ there usually exists a much larger set of data points that are not available to us. We refer to these as the candidate features $X_{\text{cand}}$ and their complement labels $Y_{\text{cand}}$ which together shape the set of candidate data points $D_{\text{cand}} = (X_{\text{cand}}, Y_{\text{cand}})$. Our goal is to choose the most informative subset of labels $Y_{\text{choice}}$ from the large pool of candidate labels $Y_{\text{cand}}$ such that our overall generalization error decreases the most, without exceeding a given
number of labels, which we refer to as our data budget \( n_{budget} \). During the data selection process, we assume to have complete access to all existing features \( \mathcal{X} \), the available labels \( \mathcal{Y}_{avail} \), but not to any labels from \( \mathcal{Y}_{cand} \). It hence has to hold that

\[
\mathcal{D}_{avail} \cup \mathcal{D}_{cand} = \mathcal{D}
\]  
(10)

\[
\mathcal{D}_{avail} \cap \mathcal{D}_{cand} = \emptyset
\]  
(11)

\[
\mathcal{Y}_{choice(\ast)} \subset \mathcal{Y}_{cand}
\]  
(12)

The subset of labels that we eventually query without prior information about their values is likely to deviate from the optimal subset \( \mathcal{Y}_{choice} \); we refer to the actually queried subset of labels with \( \mathcal{Y}_{choice} \). The feature-label pairs of queried data points are respectively referred to as \( \mathcal{D}_{choice} = (\mathcal{X}_{choice}, \mathcal{Y}_{choice}) \).

One way to query labels is to do so one by one. Another, computationally more effective way to do this, is to use batches of data queries, particularly because we also train our neural network models with batches of data points between each AL iteration. We define the batch size, or number of labels, that are queried in each step of an AL process as \( n_{batch} \in \mathbb{Z}^+ \) and the total number of data selection steps as \( n_{iter} \in \mathbb{Z}^+ \). It hence has to hold that

\[
n_{iter} \cdot n_{batch} \leq n_{budget}
\]  
(13)

**Embedded feature vectors**

Given any of the encoders \( enc_{(i)} \) that \( f_{NN} \) incorporates, we can encode each feature vector \( x_{t,s} \), and single parts of it (\( x_t, x_s, x_{st} \)), into their embedded vector spaces. Ideally, we expect the distances of these vectors to each other to become increasingly meaningful in the context of our overarching prediction task as we train the actual prediction model \( f_{NN} \) [35, 36, 37, 38, 39]. As our encoders are modules of our prediction model, they are automatically trained each time we apply backpropagation through gradient descent on \( f_{NN} \). For every feature vector \( x_{t,s} \) and \( (i) \in \{time, space, space-time, joint\} \), we can write

\[
\forall x_{t,s} = \begin{pmatrix} x_t \\ x_s \\ x_{st} \end{pmatrix} \in \mathcal{X} \exists (x_{(j)} = enc_{(i)}(x_{(j)}))_{(j) \in \{(t,s),t,s,\ast\}}
\]  
(14)

We refer to predicted labels of data points as

\[
\hat{y}_{t,s} = f_{NN}(x_{t,s})
\]  
(15)
Clusters in embedded feature vectors

Given a set of vectors of the same dimension, we can calculate clusters based on the distances of these vectors to each other using algorithms like K-means or affinity propagation. In order to execute most clustering algorithms, we need to determine the number of desired clusters or a minimum distance of members beforehand. In order to avoid assumptions regarding common distances in the embedded vector spaces, we only consider clustering methods that require a definition of the number of clusters beforehand. We refer to the number of clusters that we set for performing any of these clustering methods with $n_{\text{clusters}}$.

Let $n_{\text{diverse}}^{(i)}$ further be the number of distinct elements in the vector set $\mathcal{U}^{(i)}$. For a clustering of embedded vectors to be valid it hence has to hold that

$$n_{\text{clusters}} < n_{\text{diverse}}^{(i)} \quad (16)$$

and for data queries to be sensible furthermore that

$$n_{\text{clusters}} << n_{\text{diverse}}^{(i)} \quad (17)$$

After clustering the elements of any embedded vector set $\mathcal{U}^{(i)}$ with $(i) \in \{\text{time, space, space-time, joint}\}$, we get a first set of vectors $c_l^{(i)}$ which describe the center of each cluster with $l = 1...n_{\text{clusters}}$, and a set of values $m_k^{(i)}$ which describe the membership IDs for each clustered data point with $k = 1...|\mathcal{U}^{(i)}|$.

Distance between features and cluster centers

The distance between any two vectors of the same dimension can be calculated using inner products through e.g. kernel functions or other metrics such as the cosine similarity. Using any of these metrics, we can calculate the distance $d_{(j)}$ of every embedded vector $\hat{x}_j$ to its corresponding cluster center $c_{m_k^{(i)}}$ with $(i) \in \{\text{time, space, space-time, joint}\}$, $(j) \in \{t, s, st, (t, s)\}$, and $k = 1, ..., |\mathcal{U}^{(i)}|$ being the element ID that corresponds to the point $(t, s)$. Each complete feature vector can be embedded into multiple vector spaces. It further has to hold that

$$0 \leq d_{(j)} \leq 1 \quad (18)$$

Embedding entropy

Given the distance of embedded features to their respective cluster centers, we can derive uncertainty measures that we refer to as the embedding entropy of each data point. We write the embedding entropy $H_{(j)}^{NN}$ according to the embedding of the neural network prediction model $f_{NN}$ for $x_{t,s} \in \mathcal{X}^{\text{rand}}$ as

$$H_{(j)}^{NN} = d_{(j)} \quad (19)$$

where $(j) \in \{t, s, st, (t, s)\}$. We name this entropy due to its similarities to existing definitions of thermodynamic system and Shannon entropy. The further
an embedded and clustered feature vector is away from its cluster center, the weaker we assume its membership to this cluster to be. We assume it then to be more likely that a data point belongs to other clusters, hence we are likely closer to a decision boundary and uncertain about its embedding (Figure 1, c.).

**Batch active learning**

Given our metric of informativeness $H^{NN}_{(j)}$, we create a pool-based AL method that queries a batch of labels $y_{t,s} \in \mathcal{Y}_{\text{cand}}$ from the candidate data pool in each iteration. Algorithm 1 shows the pseudo-code for this method.

Starting with a pre-trained prediction model $f^{NN}$ and all feature encoders that it incorporates (1.), we can choose which feature type and corresponding encoder we want to use for querying candidate data points (2.). Given some data budget $n_{\text{budget}}$ and a maximum number of iterations $n_{\text{iter}}$, we create a data counter $c_{\text{budget}}$ and an iteration counter $c_{\text{iter}}$ that we set to zero, and leave the set of queried data points empty prior to performing AL (3.). We start our AL iterations by encoding each candidate data point (4.1). If the set of candidate data points is too large for this to be computationally feasible, we can sample a subset of candidate data points uniformly at random. Next, we cluster all embedded feature vectors (4.2) and compute the distances to their respective cluster centers (4.3). We can then calculate the embedding entropy for each candidate point (4.4) and pick the most informative data point from each cluster (4.5). The chosen subset of data points is then used for training our prediction model $f_{NN}$ (4.6). Next, we remove queried data points from the candidate data pool at a rate $\delta \in \mathbb{R}$ with $0 \leq \delta \leq 1$ (4.7). Here, the rate $\delta$ is the probability with which we remove a queried data point. A value of $\delta = 1$ means that all queried data points are removed and a value of $\delta = 0$ respectively means that all queried data points are kept. Before we continue with the next iteration, we increment our iteration counter by one and our data point counter by the number of newly queried labels among the chosen data points (4.8 - 4.10).

We can highlight two major differences to existing AL methods. First, we remove queried data points from the candidate data set at some rate $\delta$ only; this allows us to re-use data points so as to implicitly remove any ongoing and initial bias of our model. Second, we set the number of clusters in our features equal to the batch size of data points that we want to query in each iteration; this allows us to implicitly add an instance of importance sampling by building more clusters where data points are densely populated, but also allows us to cope with imbalanced data by choosing batch sizes sufficiently small.
1. Train $f^{NN}$ on $D^{avail}$.
2. Choose one $(j) \in \{t, s, st, (t,s)\}$ and set its corresponding $(i) \in \{time, space, space-time, joint\}$.
3. $c_{budget} = 0; c_{iter} = 0; D^{choice} = \emptyset$.
while $c_{budget} < n_{budget}$ and $c_{iter} \leq n_{iter}$ do
    if $|X^{cand}| >> n_{budget}$ then
        $X^{cand} \leftarrow X^{subset} \subset X^{cand}$
    end
4.1 $\hat{x}(j) = enc(i)(x(j)) \forall x_{t,s} \in X^{cand}$
4.2 Cluster $\hat{x}(j)$ with $n_{clusters} = n_{batch}$. 
4.3 Compute distances $d_{j}$ to cluster centers.
4.4 $H_{(j)}^{NN} \leftarrow d_{(j)}$.
4.5 $Y^{choice}(c_{iter}) = \{\hat{x}(j)\}_{k=1}^{n_{batch}}$ uniformly from all clusters.
4.6 Train $f_{NN}$ on $D^{choice} = (X^{choice}(c_{iter}), Y^{choice}(c_{iter}))$.
4.7 $D^{cand} \leftarrow D^{cand} \setminus D^{choice}$ at rate $\delta$
4.8 $D^{choice} \leftarrow D^{choice} \cup D^{choice}(c_{iter})$
4.9 $c_{budget} \leftarrow |D^{choice}|$
4.10 $c_{iter} \leftarrow c_{iter} + 1$
end

Algorithm 1: A pseudo-code of the proposed batch AL method

Central hypothesis

Let $error(\hat{y}_{t,s}, y_{t,s})$ be the loss function that is used to evaluate our model performance and update model weights through backpropagation on $f_{NN}$ based on the true labels $y_{t,s} \in Y$ and their complement predictions $\hat{y}_{t,s} = f_{NN}(x_{t,s})$. We hypothesise that if

1. a neural network model $f_{NN}$ is trained to learn $f_{NN} : X^{avail} \rightarrow Y^{avail}$
2. any modules of $f_{NN}$ can be used to create feature encoders $enc(i)$

then it holds that

$$\exists enc(i) : \sum_{k=1}^{|D^{cand}\setminus D^{choice}|} error(f^{AL(i)}_{NN}(x_{k}), y_{k}) \leq \sum_{k=1}^{|D^{cand}\setminus D^{choice}|} error(f^{PL}_{NN}(x_{k}), y_{k})$$

while

$$|Y^{choice}_{AL(i)}| \leq |Y^{choice}_{PL}|$$

with $(x_{k}, y_{k}) \in D^{cand} \setminus D^{choice}$, $(i) \in \{time, space, space-time, joint\}$ and $f^{PL}_{NN}$ being a copy of $f_{NN}$ that is trained on data that is randomly chosen from $D^{cand}$ representing PL, and $f^{AL(i)}_{NN}$ being a copy of $f_{NN}$ that is trained using
Algorithm 1 representing AL. The sets $Y_{AL(i)}$ and $Y_{PL}$ respectively refer to the queried labels when applying AL with Algorithm 1 and the PL benchmark.

**Empirical tests of central hypothesis**

We test our central hypothesis empirically. In the supplementary information, we document the executed code for producing the numeric and visual results of our hypothesis test in form of Jupyter notebook sessions saved in .html format. Here, we describe our data and how we split it into training, validation and testing sets, our prediction model, our loss function, and the details of the experiments that we conduct.

**Feature and label data**

We are given the electric consumption measurements of about 100 buildings in Switzerland in 15-min steps from local distribution system operators. Using the geographic coordinates of these buildings, we further collect aerial imagery of each building with a resolution of 25 cm per pixel [51]. We then cluster all buildings that are in a distance of at most 1 km to each other. For each cluster of buildings, we calculate the cluster centers and collect a total of nine meteorological time-series measurements from reanalysis data for each of these clusters with one hour accuracy [52, 53]. The meteorological values that we use consist of air density in kg/m³, cloud cover, precipitation in mm/hour, ground-level solar irradiance in W/m², top of atmosphere solar irradiance W/m², air temperature in °C, snowfall in mm/hour, snow mass in kg/m² and wind speed.

We predict the next 24 hours of electric consumption. For each of the nine meteorological conditions, we consider a historic time window of 24 hours. Time stamps are ordinal encoded, and contain information about the month, day, hour and quarter-hour in which the corresponding electric consumption of a building occurs. Images of buildings are processed using histograms of their pixel values with 100 bins for each image channel (red, green, blue). We can hence set the dimensions of the feature and label vectors to

$$D_y = 4 \cdot 24 = 96$$  \hspace{1cm} (22)

$$D_t = 4$$  \hspace{1cm} (23)

$$D_s = 3 \cdot 100 = 300$$  \hspace{1cm} (24)

$$D_{st} = 9 \cdot 24 = 216$$  \hspace{1cm} (25)

$$D_x = 4 + 300 + 216 = 520$$  \hspace{1cm} (26)

Different than in spatio-temporal point processes, we do not condition our predictions on any historic events about the labels [54]. This means that we
do not use any past values of our labels as features for making predictions. It allows us to make predictions about any point in time and space, without having ground truth data a priori after an initial training of our prediction model.

**Training, validation and testing data**

Given a number of data points that are available to us, we create training, validation and testing data for our hypothesis test. The training data is used to fit our prediction model prior to performing AL. The validation data is used to avoid that we overfit our model to the training data through early stopping. The testing data is used as the candidate data pool on which we perform AL to extend our prediction model. We separate our testing data into spatial, temporal and spatio-temporal prediction tests. We use 3% of our data for initial training, 6% for validation, and 91% for testing. We further split our testing data such that 23% of it represent spatial predictions, another 23% temporal predictions and 54% spatio-temporal predictions. In the following, we will refer to training, validation and testing data with $D_{\text{train}}$, $D_{\text{val}}$ and $D_{\text{test}}$. We let $D$ be our entire feature-label space and can write for initially available and candidate data that

$$\frac{|D_{\text{avail}}|}{|D|} = 0.03$$

$$\frac{|D_{\text{cand}}|}{|D|} = 0.91$$

**Neural network prediction models and feature encoders**

We construct our neural network prediction model from multiple subnetworks (Figure 1, a.). The modular network which processes our meteorological data consists of an one-dimensional convolutional neural network layer with 16 filters. The modular networks which process the time stamp data and the histograms of building image pixels each contain one densely connected hidden layer with 1,000 nodes. The joint encoder concatenates the outputs of each of these modular networks and adds another densely connected hidden layer with 1,000 nodes. All embedding layers consist of 100 nodes. The entire prediction model then takes the output of the joint encoder and adds another layer of 1,000 densely connected nodes before mapping the joint inputs to the desired output with 96 densely connected nodes. In total, our model contains 10,744,600 trainable and zero non-trainable parameters. For the encoder outputs of all $(e) \in \{t, s, st, x\}$, we can write

$$N_{(e)} = 100$$

**Loss function**

We use the root mean squared error (RMSE) between predicted ($\hat{y}_{t,s}$) and true labels ($y_{t,s}$) as our loss $\text{error}(\hat{y}_{t,s}, y_{t,s})$. In each epoch of training and validation,
as well as for each test, we calculate the total loss function $\text{loss}(D^{(d)})$ as the average loss of all data points in the respective data sets $D^{(d)}$, where $(d) \in \{\text{train}, \text{val}, \text{test}\}$. With $j = 1, \ldots, |D^{(d)}|$ being the element ID that corresponds to the point $(t, s)$ in $D^{(d)}$, we can write for all pairs of $(\hat{y}_j, y_j) \in D^{(d)}$ that

$$\text{error}(\hat{y}_{t,s}, y_{t,s}) = \sqrt{\sum_{k=1}^{D_y} (y_{t,s,k} - \hat{y}_{t,s,k})^2}$$

(30)

and

$$\text{loss}(D^{(d)}) = \frac{\sum_{j=1}^{|D^{(d)}|} \text{error}(\hat{y}_j, y_j)}{|D^{(d)}|}$$

(31)

**Experiments**

We assume our data budget to be 50% of the size of our candidate data pool, i.e. we want to choose the more informative half of candidate data points. We perform ten iterations of the above Algorithm 1 where we query 10% of our data budget in each iteration. We train our prediction model for 30 epochs and use an early stopping patience of 10 epochs when training our prediction model on the initially available data and in each iteration of Algorithm 1. We can write

$$n_{\text{budget}} = 0.5 \cdot |D^{\text{cand}}|$$

(32)

$$n_{\text{iter}} = 10$$

(33)

$$n_{\text{clusters}} = n_{\text{batch}} = 0.1 \cdot n_{\text{budget}} = 0.05 \cdot |D^{\text{cand}}|$$

(34)

We use the K-means++ algorithm to cluster embedded feature vectors, and the Gaussian kernel to calculate the distance between each embedded feature vector and its cluster center. Using the Gaussian kernel is equivalent to using the Euclidean distance for the performance of Algorithm 1 as both lead to the same hierarchy of vector distances. Given the embedded vector set $U^{(i)}$ with $(i) \in \{\text{time, space, space-time, joint}\}$, the vectors that describe the center of each cluster $c^{(i)}_l$ with $l = 1 \ldots n_{\text{clusters}}$ and a membership ID $m^{(i)}_k$ for each embedded feature $k = 1 \ldots |U^{(i)}|$, we calculate the embedding entropy $H^{NN}_{(j)}$ for every feature type $(j) \in \{t, s, st, (t, s)\}$ and point in time-space $(t, s)$ as

$$H^{NN}_{(j)} = d_{(j)} = \exp\left(-\frac{||\hat{x}_{(j)} - c^{(i)}_{m^{(i)}_k}||^2}{N_{(i)}}\right)$$

(35)

We test Algorithm 1 for every partial feature vector, and the entire feature vector separately. Since our labels have a similar dimension $(D_y = 96)$ as our embedded features $(N_e = 100)$, we use the predicted labels $(\hat{y}_{t,s})$ as our jointly embedded feature vectors $(\hat{x}_{t,s})$. Alternatively, one can also design the joint.
feature encoder to contain all layers of the entire prediction network except for the output layer as proposed in [49] to achieve similar results. We also evaluate a scenario in which we query candidate data points based on the embedding entropy of their true labels $y_{t,s}$. We conduct our tests for the two cases that we mainly distinguish: first, we remove each queried point from the candidate data pool at the end of each AL iteration ($\delta = 1$); second, we keep queried data points in the candidate pool throughout all AL iterations ($\delta = 0$).

The experiments that we conduct are extensively documented and provided in four supplementary files. These files are named with 'HypothesisTest1.html' to 'HypothesisTest4.html'. The first two files contain the experiments that we conduct for $\delta = 1$ and $\delta = 0$ when we validate our average RMSE against unqueried candidate data points. The remaining two files respectively contain the experiments for $\delta = 1$ and $\delta = 0$ when we validate our average RMSE against queried and unqueried candidate data points. Furthermore, we make our result figures and tables reproducible through an additional supplementary file that is named 'ResultFigures.html'.

**Data availability**

The electric consumption data and aerial imagery of buildings that we use in our empirical tests are privacy breaching and are therefore not made available. Meteorological data can be downloaded from the renewables.ninja website [55].

**Code availability**

We provide step-by-step instructions for implementing the algorithm that we propose and the prediction models that it contains as a Jupyter notebook session under a MIT license on Github [56].
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