Hippocampus-heuristic Character Recognition Network for Zero-shot Learning in Chinese Character Recognition
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Abstract—The recognition of Chinese characters has always been a challenging task due to their huge variety and complex structures. The latest research proves that such an enormous character set can be decomposed into a collection of about 500 fundamental Chinese radicals, and based on which this problem can be solved effectively. While with the constant advent of novel Chinese characters, the number of basic radicals is also expanding. The current methods that entirely rely on existing radicals are not flexible for identifying these novel characters and fail to recognize these Chinese characters without learning all of their radicals in the training stage. To this end, this paper proposes a novel Hippocampus-heuristic Character Recognition Network (HCRN), which references the way of hippocampus thinking, and can recognize unseen Chinese characters (namely zero-shot learning) only by training part of radicals. More specifically, the network architecture of HCRN is a new pseudo-siamese network designed by us, which can learn features from pairs of input training character samples and use them to predict unseen Chinese characters. The experimental results show that HCRN is robust and effective. It can accurately predict about 16,330 unseen testing Chinese characters relied on only 500 trained Chinese characters. The recognition accuracy of HCRN outperforms the state-of-the-art Chinese radical recognition approach by 15% (from 85.1% to 99.9%) for recognizing unseen Chinese characters.

I. INTRODUCTION

Traditional approaches to recognize Chinese characters require each character sample to be treated as a whole and labeled before training the model. As a result, the huge number of existing categories leads to so many parameters that need to be optimized. RAN [1] utilizes the method [2], [3] based on radicals learning and cleverly grasps the similarity among different characters. Within this method, the size of categorizes is largely reduced in comparison to the conventional whole-character-based approaches, and the model has the capability of handling unseen or newly created characters. However, there are still some improvements in RAN: 1) Radical Equalization: It is unable to recognize the character that contains some radicals not learning from the training set; 2) Model Generalization: It only verifies the model’s ability to recognize printed unseen characters and there is no public report on effectively applying this method to the recognition of more complex font styles.

Hippocampus-heuristic Character Recognition Network (HCRN) is inspired by the working mechanism of the hippocampus in the brain, and effectively solves the problem of radical equalization by taking advantage of the fact that people can memorize and summarize the character features, then use them to recognize other new characters, so the step of each radical must appear in the training stage doesn’t matter. HCRN is improved based on the siamese network [4] and supplements a novel pseudo-siamese network with multiple losses. Fig.1 illustrates a clear comparison among traditional classified methods, radicals based RAN and proposed HCRN.
according to our own split strategy in the preprocessing stage, and each radical will act as an independent category. However, the difference between RAN and HCRN is that we don’t need to formulate the structure information of each Chinese character in the label. In the testing stage, when HCRN meets some unseen character, it will memorize that character and its radicals. These memories will be added to the prior knowledge for the next recognition task. Thus, HCRN has the ability to recognize unseen characters by only learning partial radicals.

To show its performance benefits and scalability, we evaluate it in three experiments. Surprisingly, HCRN has an excellent performance in each experiment. The main contributions of HCRN can be summarized as follows:

- HCRN can recognize unseen Chinese characters with only partial radicals, solving the problem of radical equalization.
- HCRN is robust and adapt for the recognition of Chinese characters with complex font styles or rotated angles.
- We will announce the final radical splitting strategy used in the experiment for reference, which RAN didn’t do that.

II. WORKING MECHANISM

A. Hippocampus-thinking

The hippocampus of the brain is the main area that helps humans deal with long-term learning and memory events such as sound, light, and taste. According to some researches [7], there are more than 100 billion neurons in the human brain, and each neuron stores a small piece of information (memories), similar to storing a character in a computer. And these neurons are connected to each other (nerve fibers), like a spider web. When we want to recall something, we essentially mobilize each neuron, let them gather information, and form a large information block through nerve fibers. These types of content like storing memories or searching for memories are exactly what the hippocampus does for us.

A more specific example about Chinese characters is as follows: When a learner meets a new Chinese character and its radicals, this information will be stored in a neuron as short-term memory. While encountering another new Chinese character, the hippocampus will help him find some connections (such as the same radicals) in the brain related to that character. The search scope includes the previously stored knowledge and short-term memory just stored. From this example, we can see that humans can learn new knowledge and use it at the same time. This performance in the computer can be described to give a model the ability to remember something new characteristics just learned in the testing stage and use them for later unseen character recognition in the same testing stage.

B. No Structural Label Information

In addition to the learning way of thinking like humans mentioned in the previous section, another highlight of HCRN is that we do not need to label the structural information of Chinese characters when we discompose them. RAN adopts an attention-based method and it needs to label the structural information. However, the method of attention mechanism is complicated, and it is time-consuming to mark structural information for each Chinese character. To avoid this unnecessary waste of resources and time, HCRN mainly adopts the ACE [8] method.

The ACE based model can exhibit a spatial distribution highly similar to the characters in the original text image after recognition. Fig.2 shows the process of tag generation in HCRN. The left part of the figure is an example of decomposing a character, the right-top part is one of the expected recognition results, and the rest right-bottom part refers to more details about the radical labels.

III. NETWORK ARCHITECTURE

A. Backbone Network

The overall architecture of HCRN is illustrated in the left part of Fig.3. We use the human brain as a schematic diagram to show the operating principle of HCRN. First, the model receives a pair of input samples which is composed of training data and target data. Next, the input samples will execute several processing steps. It is worth noting that the “training data” has executed through one more step than the “target data”, which we call extra thinking (ET). Then the model will be measured through multiple loss functions we set, and finally applied to the verification task of text recognition.

As shown in the right part of Fig.3, we choose ResNet V2 [9] as the main cell of the backbone network in HCRN instead of ResNet V1 [10]. In terms of activation function, after many comparison experiments among ReLU, FReLU[11], and PReLU[12], PReLU was finally selected as the final configuration of the model.

B. Multiple Loss Functions

In HCRN, five independent loss functions form the final total loss function and more details will be presented in the following sections.

1) Hippocampus Position-wise Embedding Loss Function:
The loss function in this section represents the part of “Layer hpe “ in Fig.3. It mainly extracts the feature vector, position, and other information of the input character.
Assuming that the CNN layer extracts high-level visual representations denoted by a three-dimensional array of size $H \times W \times C$. Then, the CNN output can be described as follows:

$$A = L_{hpe} = \{a_{111}, \ldots, a_{ijk}\}, A \in \mathbb{R}$$ \hspace{1cm} (1)

where $i \in H, j \in W, k \in C$, and assume that the $L_{hpe}$ of the input target data refers to $A^t$, the input training data refers to $A^d$, then the loss function can be summarized as follows:

$$Loss_{hpe} = \sum_{i}^{H} \sum_{j}^{W} \sum_{k}^{C} \frac{1}{2} (a_{ijk}^d - a_{ijk}^t)^2$$ \hspace{1cm} (2)

where $a_{ijk}^d$ denotes the feature vector of the input training data, and $a_{ijk}^t$ denotes the input target data. Note that, here we use Mean Squared Error(MSE) to calculate the loss. Since the input data pair is two identical characters, which is essentially a regression task, so in such a scenario task, the MSE loss is a good loss function choice.

2) Known Character Classes Loss Function.: This section of loss function represents the part of “Layer kcls” in Fig.3. The output $K$ is presented by a sequence of one-hot encoded characters.

$$K = L_{kcls} = \{k_1, \ldots, k_m\}, k_m \in [0, 1]$$ \hspace{1cm} (3)

where $K = L_{kcls} \in n \text{ vector}$, $n$ is the number of known characters, and $k_m$ refers to the probability of the $m$-th character.

Assuming that the prediction of training data denotes $k_m^d$, and target data denotes $k_m^t$, then their relative label denotes $k_m^d$ and $k_m^t$.

The loss function of “training data” can be summarized as follows:

$$Loss_{kcls}^d = - \sum_{m}^{n} k_m^d \log k_m^d$$ \hspace{1cm} (4)

Similarly, the loss function of “target data” can be summarized as follows:

$$Loss_{kcls}^t = - \sum_{m}^{n} k_m^t \log k_m^t$$ \hspace{1cm} (5)

Note that, this part is a traditional classified recognition task, so we utilize the cross-entropy loss function to calculate the loss. The performance in Fig.3 is we use a flatten layer and then connect with a full connection layer.

3) Center Loss Function.: Center Loss[13] is first proposed to improve the discriminative power of the deeply learned features. Intuitively, it can minimize the intra-class distance and maximize the inter-class distance. We apply the loss function to this paper, as formulated in Eq.6.

$$Loss_{center} = \sum_{i}^{H} \sum_{j}^{W} \sum_{k}^{C} \frac{1}{2} (a_{ijk}^t - C_{ijk}^t)^2$$ \hspace{1cm} (6)

where $a_{ijk}^t$ refers to the target data mentioned in Eq.2, $C_{ijk}^t$ denotes the center of $a_{ijk}^t$. The update of centers is consistent with the original center loss function, namely, we perform the update based on mini-batch instead of the entire dataset, and we also use a scalar $\alpha$ to control the learning rate of the centers.

Note that, we only calculate the center loss of target data, which is shown in Fig.3 (green dash line).

4) Radical Aggregation Cross-Entropy Loss Function.: In this section, we adopt the ACE method to calculate the loss of radicals. Assuming that the size of input is $H \times W \times C$, then we use a $1 \times 1$ Conv layer to convert the channel from “C” to “N”. The output can be represented as follows:

$$R = L_{race} = \{r_{111}, \ldots, r_{ijk}\}, R \in \mathbb{R}$$ \hspace{1cm} (7)

where $i \in H, j \in W, k \in N$, namely the output shape of $R$ is a three-dimensional array of size $H \times W \times N, N$ is set to “radicals + 1", as is shown in “Layer race" of Fig.3, where “radicals” refers to the number of total radicals we use in the training stage and the rest “1” denotes the blank label to represent the unknown character.

Note that, we only calculate the loss of target data, and assume that the prediction of the target data denotes $r_{ijk}^t$, the accumulative radical probability of that target data denotes $p_k^t$ ($p_k^t = \sum_{i=1}^{H} \sum_{j=1}^{W} r_{ijk}^t$), which means the number of times that the $k$-th radical occurs in the current sequence recognition. We set $Label_k^t = \{l_k^t\}$, which means the true number of times that $k$-th radical appears in the label.

We first normalize the accumulative probability of the $k$-th radical $p_k^t$ to $\hat{p}_k^t = p_k^t / T$, where $T = H \times W$. Then we normalize the relative labels $l_k^t$ to $\bar{l}_k^t = l_k^t / T$. Finally, the cross-entropy between $\bar{p}_k^t$ and $\bar{l}_k^t$ is expressed as:

$$Loss_{race} = - \sum_{k}^{N} \bar{l}_k^t \log \bar{p}_k^t = - \sum_{k}^{N} \frac{l_k^t}{H \times W} \log \frac{p_k^t}{H \times W}$$ \hspace{1cm} (8)
TABLE I: Comparison of Accuracy Rate(AR %) between RAN and HCRN with the same Song font style, and the performance of HCRN in recognizing complex Li font style.

|       | 500  | 1000 | 2000 | 3000 | 4000 | 5000 | 6000 | 7000 | 8000 | 9000 | 10000 |
|-------|------|------|------|------|------|------|------|------|------|------|-------|
| RAN + Song | -    | -    | 55.3 | 69.1 | 74.4 | 77.3 | 78.6 | 82.5 | 83.3 | 84.2 | 85.1  |
| HCRN + Song | 93.4 | 97.8 | 99.1 | 99.1 | 99.5 | 99.6 | 99.6 | 99.7 | 99.8 | 99.8 | 99.9  |
| HCRN + Li   | 56.1 | 80.0 | 92.6 | 95.3 | 95.9 | 96.3 | 97.0 | 97.2 | 97.7 | 98.0 | 98.1  |

Fig. 4: Configuration visualization for the experiment of recognizing unseen Chinese characters. The ordinate axis represents the font style used in the experiment, and the abscissa axis represents the description of dividing into a training set, validation set, and testing set.

Overall, the total loss of HCRN can be described as follows:

\[
\text{Loss}_{\text{total}} = \text{Loss}_{\text{hpe}} + 0.01 \times \text{Loss}_{\text{kcls}}^d + 0.01 \times \text{Loss}_{\text{kcls}}^t + 0.003 \times \text{Loss}_{\text{center}} + \text{Loss}_{\text{race}}
\]  

(9)

where 0.01 and 0.003 denote the hyperparameters we set for the loss function (\text{Loss}_{\text{kcls}}^d, \text{Loss}_{\text{kcls}}^t, \text{Loss}_{\text{center}}, \text{Loss}_{\text{race}}), and the hyperparameters of other loss functions are set to 1.

C. Inference for HCRN

We evaluate the performance of HCRN on the embedding layer of \( L_{\text{hpe}} \). As mentioned in Eq.1, \( L_{\text{hpe}} = A = \{a_{ijk}\} \). Assuming that \( A^{\text{test}}(\{a^{\text{test}}_{ijk}\}) \) denotes the testing data, all the target data (means all used characters including training and testing data) we set as \( H^t \), and \( H^t = \{A^t\} = \{a^t_{ckijk}\} \), where \( c \) denotes the index of total characters. The evaluation method can be summarized as follows:

\[
D = \sum_{ijk} \left| a^t_{ckijk} - a^{\text{test}}_{ckijk} \right|
\]

(10)

\[
\text{index} = \arg\min \{D\}
\]

(11)

where \( D \) denotes the difference between the current target data and testing data, “index” denotes the index of character which is the expected value of the model.

IV. EVALUATION

A. Implementation Details

1) Training Scene.: All experiments are implemented on an Ubuntu workstation with a 24-core Intel CPU, 4 NVIDIA TITAN RTX GPU, and 64G RAM.

2) Dataset and Training Strategy.: All the Chinese characters we use as datasets are taken from Unicode and generated with different font styles. In terms of the input data of the model, we use Hei font style as the font of “target data”, which is fixed, and Song font style as the font of “training data”, which is variable, because we also verify more complex font styles in subsequent experiments.

B. Results on Recognizing Unseen Characters

We will verify the effectiveness of HCRN on recognizing unseen Chinese characters by comparing RAN in this section. In the experiment, for a fair comparison, we choose 27484 Chinese characters with Song font style like RAN does that, but the difference is we only use 299 radicals to represent the whole character set, while RAN has used 361 radicals and more than 30 structures. As is shown in Fig.4, we divide the character set into a training set, validation set, and testing set. We gradually increase the training set from 500 to 10000 Chinese characters. We choose 2000 characters as the validation set and 15,484 characters as the testing set, which is consistent with RAN. Note that, due to the particularity of our model, in addition to using Song font as the font style of the “train data”, we also use Hei font as the font style of the “target data”.

The performance of HCRN is illustrated in Tab.I, where only 500 training Chinese characters can successfully recognize about 93.4% unseen 15,484 Chinese characters. However, the best accuracy of RAN by using 10,000 training Chinese characters can only achieve 85.1%. Surprisingly, the recognition rate of HCRN is directly proportional to the growth of the
TABLE II: Comparison of Accuracy Rate(AR %) among traditional whole-characters based approaches(Zhong, VGG14), RAN and HCRN.

|               | 0-shot | 1-shot | 2-shot | 3-shot | 4-shot | 5-shot | 6-shot | 10-shot | 14-shot | 18-shot | 22-shot |
|---------------|--------|--------|--------|--------|--------|--------|--------|---------|---------|---------|---------|
| Zhong         | -      | 4.0    | 16.3   | 43.7   | 62.4   | 73.1   | 74     | 84.7    | 87.9    | 89.7    | 91.3    |
| VGG14         | -      | 23.4   | 58.4   | 74.3   | 82.2   | 83.1   | 86.4   | 90.3    | 90.7    | 92.9    | 95.4    |
| RAN           | -      | 80.7   | 85.7   | 87.9   | 88.3   | 89.9   | 91.3   | 94.1    | 94.6    | 95.6    | 96.2    |
| HCRN          | 95.6   | 94.4   | 95.0   | 95.4   | 95.3   | 95.4   | 95.3   | 96.0    | 96.0    | 96.2    | 96.9    |

TABLE III: The performance evaluation of ET’s effect in HCRN and HCRN’s generalization ability by adding Gaussian Blur(GB) and random rotation for characters.

| GB(0.5) | Random Rotation | Accuracy |
|---------|-----------------|----------|
| [-15,15] | [30,30] | [45,45] | ✓ | ET | ✓ | ET | MB |
| ✓ | 99.14 | 99.08 | 0.06 |
| ✓ | 99.41 | 99.35 | 0.06 |
| ✓ | 98.92 | 98.81 | 0.11 |
| ✓ | ✓ | 97.74 | 96.66 | 1.08 |
| ✓ | ✓ | 95.53 | 91.64 | 3.89 |

D. Results on Generalization Research

In this section, we will evaluate the value of Extra Thinking(ET) and the performance of HCRN to recognize the rotated Chinese characters.

As is shown in Fig.3, Extra Thinking(ET) is a module in HCRN. It is worth noting that if we remove the module of ET, the whole architecture of HCRN degenerates into a siamese network.

As is shown in Tab.III, we can get the conclusion that HCRN with ET can recognize about 99.14% unseen 1900 characters and about 99.08% of accuracy without ET. Although ET improves the performance of HCRN, the improvement is a little weak. Thus, we make some more experiments on recognizing rotated Chinese characters to find out the value of ET and the scalability of HCRN. More details are illustrated in Tab.III. We add the Gaussian blur with the coefficient of 0.5 and random rotation angles to the characters.

We can draw the following conclusions from the chart:

- Although ET has little effect on original recognition tasks, with added blur and increased rotated angle, the differ-
ence in recognition accuracy between ET and without ET reaches 3.89.

- HCRN still performs excellently on recognizing rotated Chinese characters. While with 1855 characters for training, it can successfully identify about 95.53% unseen 1900 Chinese characters.

E. Results on Loss Function Research

In this section, we verify the impact of four loss functions on the HCRN recognition results. The experimental configuration we use is the same as the verification experiment on ET. More details are illustrated in Tab.IV and the observations are as follows:

- From row 1 to 4 in the table, we see that $loss_{kcls}$ performs best in the case of a single loss function.
- From row 5 to 10 in the table, we see that the combination of $loss_{hpe}$ and $loss_{race}$ performs best in the case of pairwise loss function combination.
- From row 11 to 14 in the table, we see that the combination of $loss_{hpe}$, $loss_{kcls}$, and $loss_{race}$ performs best in the case of three pairs of the loss function.
- Row 8, 12, and 13 compare the impact of adding other loss functions on recognition accuracy under the premise of fixing the two loss functions of $loss_{hpe}$ and $loss_{race}$. We can conclude that only the combination of $loss_{hpe}$ and $loss_{race}$ or adding extra loss of $loss_{kcls}$ performs best. Notice that the accuracy gets worse when we add extra loss of $loss_{center}$.
- Row 15 in the table shows that when we use all the loss functions, HCRN achieves the best results compared with the previous cases, which also proves the importance of these four loss functions.

F. Complexity Analysis

In Tab.V, we show the parameter, runtime memory, and speed of HCRN. The results are statistically calculated based on two experiments (unseen and seen characters). From col 2 we can see that HCRN consumes much memory on processing each character in both two experiments. The main reason for that is HCRN needs a lot of parameter calculation in the post-processing stage.

V. CONCLUSIONS

In this paper, we propose a novel method named HCRN to achieve smarter Chinese character recognition. One of the advantages of HCRN is that it can identify the whole characters by training partial radicals. To achieve this effect, we build a pseudo-siamese network to help the model to recognize unseen characters. Another advantage of HCRN is we don’t need to label each structure information of characters. We also evaluate the generalization performance of HCRN by identifying rotated characters. In the future, we plan to investigate HCRN’s ability to recognize Chinese characters in natural scenes and look for the way to reduce the complexity of HCRN.
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