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Abstract— Face alignment is one of the vital research areas to be explored specifically face tasks like face recognition, face verification, face reconstruction, and facial expression analysis. Hence, the need for robust face alignment is still in demand. Numerous classic methods have used the 2D image for the detection of facial landmarks but this task is challenging due to several reasons, for instance, large poses, semi-frontal images, and facial expression. Abundant techniques have been established to mitigate all these challenges but there are far from being solved. Hence this mini-review discussed the face alignment methods based on the classic method to the state-of-the-art that includes the 2D-face alignment along with the 3D-face alignment approach. Based on the review done, the 3D model could combat large poses, facial expressions, and semi-frontal images however some of the facial landmarks are not visible and stack together for occluded face images. Hence, this will be the research area to be explored further in ensuring robustness and better accuracy in the face alignment area.

Index Terms—Face Alignment, Deep Learning, 2D-face alignment, 3D-face alignment

I. INTRODUCTION

COMPUTER VISION has become a very popular research area which includes object detection, face recognition, face detection, face alignment, image-to-image translation, text-to-image translation, medical image translation, super-resolution, and many more. Amongst these areas, face alignment is one of the vital areas [1] along with an image-to-image translation, facial expression analysis, and face editing that depends on good face alignment techniques to achieve good performance [2]. Note that face alignment is a process to localize and detect facial landmarks on an image [2].

Face alignment is not new in computer vision since face alignment is the first step or a starting point for all face analysis tasks. In addition, face alignment plays an important role in face recognition tasks [3], [4], facial expression recognition [5], and face attributes [6]. In addition, face alignment is also widely used during face recognition analysis to improve and enhance the algorithm against pose variation [7], [8]. Moreover, in facial expression recognition, face alignment is used to extract features of the face based on several facial expressions [9]. Conversely, face attributes tasks such as eyeglasses use specific positions of the face in determining the facial landmarks via the face alignment process [10]. Therefore, studies related to this area are still in demand in ensuring accurate and robust face alignment. Numerous techniques and methods are established to address various problems such as large poses [11], [12], semi-frontal image [13], as well as face expression [14].

Most of the approaches related to face alignment involve poses, semi-frontal image, and facial expression of a 2D-face alignment are still not robust in resolving the challenges encountered, therefore face alignment is evolving from the 2D-face alignment to the 3D-face alignment. Here, the 3D-face alignment focuses on constructing the face to provide a more dense face alignment [13]. With the 3D-face alignment, images with large poses, expressions, and semi-frontal images can be reconstructed [2], [13], [14]. Note that face alignment can be divided into two methods specifically the classic method approaches that include Active Appearance Model (AAM) [15], [16], Active Shape Model (ASM) [17], Constrained Local Model (CLM) [5], [18], [19], cascade regression [20] and the recent technique is the deep learning approach [21], [22], [23]. An example of a classic method is using the cascade classifier, regression technique, and analysis-by-synthesis. As for deep learning (DL), this approach uses the artificial neural network (ANN) deep learning (DL) technique where many models can be fit to solve the face alignment problem.

Hence in this study, a mini-review of the face alignment technique from the classic method followed by the DL approach will be conducted. The evolution of face alignment from the classic method to the most recent technique will be elaborated, reviewed, and discussed accordingly.
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II. LITERATURE SEARCH OVERVIEW

In the classical method, the approach elaborates all the techniques used in face alignment excluding the DL technique. As for the DL, it comprised face alignment discussion related to the DL or based on the enhancement of classical method with DL. Article search was done systematically using IEEE Xplore, Google Scholar, and Web of Science (WOS) for over 20 years period of time. The keywords used to search are face alignment model and face alignment deep network. After screening, the total articles obtained are more than 200 articles, and using our protocol of exclusion and inclusion criteria, for the final set of articles, a total of 56 articles are identified. Unlike the recent review from Gogic et al. [24] that only focused on the regression based-model of face alignment, this mini-review focuses on the classical method and DL-based model. Specifically, this mini-review emphasize on the face alignment technique from a 2D to a 3D-based approach. This mini-review discussed various techniques and shows how each of the techniques improves toward years. The scope of this review includes the two most popular methods namely AAM and CLM because these two models are widely used by most researchers to solve the face alignment problem. The literature search began from the initial work done by Cootes et al. [15] using the AAM technique in the year 2001.

For the DL face alignment-based approach, the review comprised of the 2D-face alignment and the 3D-face alignment technique. DL is already known for its ability in solving complex tasks in the computer vision area including face alignment tasks. As mentioned earlier, the 2D-face alignment era is now towards the 3D-face alignment since the 3D-face alignment can solve issues related to large poses and semi-frontal image problems. Table 1 shows the two categories related to this mini-review which are classical and DL techniques.

![Table 1: Scope of the Classical and DL Techniques in the Mini-Review](image)

III. OVERVIEW

This section will discuss and detail each of the articles under the selection criteria mentioned earlier.

A. Face alignment based on Classical Approaches

A classical approach is an approach without using artificial intelligence. Even though many classical methods are already being modified and enhanced based on DL or artificial intelligence but for this section, any deep learning approach is excluded while AAM and CLM are discussed as classical methods in this section on how the modeling and fitting are done for each of the methods respectively.

i. Active Appearance Model (AAM)

The active appearance model or AAM is a linear statistical model proposed by Cootes et al. [25]. This model was widely used in computer vision tasks. In the face alignment field, AAM was utilized for over a decade and the most well-known method was the generative model family [15], [25]–[28].

AAM Modeling. AAM is built by combining the shape model, the appearance model, and the motion model [25], [28]. For the shape model, ground truth labeling is needed to label the landmark points. The landmark points are a 2D coordinate, where it can be defined as $s_l = (x_1, y_1, x_2, y_2, \ldots, x_N, y_N)$ for each of the training images $\{I_i\}$ and then PCA is applied to obtained the linear shape model. Then the linear shape model can be mathematically derived in Eq (1) [25], [27]:

$$s = s_0 + \sum_{i=1}^{M} p_i s_i$$

where $s_0$ is the mean shape, $p_i$ is the shape parameter and $s_i$ is the matrix of the landmark's facial point.

The appearance model is obtained by warping each of the training images using the mean shape, $s_0$ as the reference frame followed by PCA into the warped appearance [25], [28]. The appearance model is defined in Eq (2) as:

$$T(u) = T_0(u) + \sum_{i=1}^{l} \lambda_i T_i(u)$$

The appearance model is based on the mean shape, $s_0$ base mesh where there is a set of pixels $u = (x, y)^N$ lies in the base mesh $s_0$. Then a set of training images is defined as $T(u)$ over the pixel values $u \in s_0$. Since the appearance model is a linear variation, the appearance model, $T(u)$ can be defined as $T_0(u)$ plus a linear combination of $l$ appearance images $T_i(u)$. The coefficient $\lambda_i$ is the appearance parameter.

The motion model is a model to produce a shape-free texture between the images and the ground truth labeling. It is a warp function so that the model points lie on the image points [15].

AAM Fitting. The objective of the AAM fitting is to minimize the sum of the square differences between the appearance model, $T(u)$, and the warp training images that are warp back into the base mesh, $I(N(W(u;p);q))$ [27].

$$\sum_{u \in T_0} [T_0(u) + \sum_{i=1}^{l} \lambda_i T_i(u) - I(N(W(u;p);q))]$$

AAM fitting aims to minimize Eq (3). There are two different approaches for AAM fitting. The first approach is to
learn the relationship between image and parameter using the regression approach. The work from Cootes et al. [25], assumes a linear relationship learned by the linear regression. However, as discussed in [16], a non-linear approach in fitting the model was used and showed improvement in the results. The second approach is to minimize Eq (3) using Lucas-Kanade image alignment [26]. Even though this approach performed faster, but for an unseen image, the algorithm generalized poorly [27].

**Advance AAM.** AAM has been widely used as a simple framework due to its flexibility [29]. Several types of research that focused to improve AAM performance include work on AAM fitting algorithms that performed well in the constrained dataset [30] but not on the face-in-the-wild dataset. Next, as discussed in [28], using the face-in-the-wild dataset, AAM successfully generalized the unseen images using non-normalized images pixel as features. Other studies as reported in [28], [31] have improved the model fitting algorithm to determine a more robust AAM.

This section has reviewed the general and the enhancement work on AAM. The classic method is very popular but some enhancements need to be done for improvement in terms of its performance that include AAM efficiency for real-time implementation, lack of robustness under uncontrolled conditions, and less discrimination for segmentation and detection systems [29].

**ii. Constrained Local Model (CLM)**

The first work of CLM was proposed by Cristinacce and Cootes where CLM is extended from AAM [19]. CLM is a discriminative approach that utilized a non-rigid registration [18]. CLM used a non-rigid object registration in the training session to independently determine the facial point and optimize the model to determine the best model shape fit during the testing session [18], [32]. CLM can be classified as a discriminative method based on the local detector utilized. In [5] and [33], different types of shape models were used. As elaborated in [5], the CLM used Point Distribution Model (PDM) based shape model. However, the methodology used was similar as in [5] which was based on the combination of the independent local detector with any kind of shape model as CLM.

**CLM Modeling.** In CLM there are two crucial factors: (i) accurate facial points detection and (ii) a shape model to capture face feature deformations. The detector task is to detect the facial points and provide the probability of the occurrence points at a particular position. The local detector can be further divided into three namely: generative approach, discriminative classifier, and regression-voting approach [34]. A generative approach is an approach that uses image local patches at the annotated facial landmark points. The discriminative classifier approach learns a binary classifier of each facial landmark point with annotated image patches to discriminate whether the target point is aligned or not [5], [35]. On the other hand, the regression-voting approach depends on the vote of the target point from the nearby region followed by computing the probabilities based on the accumulated votes from the different region part [17].

The local detector is typically not very accurate because in training sessions there are many variations and the correct location for facial landmarks will not always be located at the same place. Therefore, the global shape model is required to regularize the detection of the local detector. Conventional CLM used the PDM-based shape model as a global shape model where this model normalized the face shape as multivariate Gaussian followed by approximation using Principal Component Analysis (PCA) [34]. In another work, instead of using the PCA, the ICA-based CLM was used [36].

**CLM Fitting.** PDM-based CLM is to determine the best shape parameter, $s$ that maximizes the probability of its points corresponding to consistent locations of the facial landmarks. PDM-based CLM can be written as Eq (4):

$$s^* = \arg \max_s \{s \mid \{I_i = 1\}_{i=1}^N, l\}$$
$$= \arg \max_s \{s \mid I_l = 1 \mid x_l(s), l\}$$  

where $l$ is the image and $s$ is the optimal shape parameter. $x_l(s)$ is the location of the facial landmarks in the $l$th point generated by the shape model, $l \in \{1, -1\}$ is the random variable to determine whether the $i$th point is aligned or not. $s(s)$ is the distribution to be determined by estimating the training data.

CLM fitting PDM-based is an iterative process that involves convolving the local detector with the training image to obtain the response maps and performing the optimization for the global shape model using the response maps.

**Advance CLM.** Nowadays, the CLM method has been improved based on three aspects: better local detectors, best fitting approach, and using other shape models. Typically, conventional CLM used Support Vector Machine (SVM) [37] and logistic regression [5] to train the local detector. Until recently, other local detectors were proposed, such as Minimum Output Some of Squared Error (MOSSE) [38] and Local Neural Field (LNF) [39] that performed better. These two detectors can extract and detect more complex features using pixel values and produced higher accuracy during detection. For the best fitting approach, Asthana et al. [37] have proposed a novel Discriminative Response Map Fitting (DRMF) where this fitting outperformed the Regularized Landmark Mean-Shift (RLMS) fitting method [35] in the wild dataset. RLMS fitting method used the Gauss-Newton optimization and DRMF method to estimate the DPM parameter using response maps based texture model [34]. Another improvement was based on using a different type of shape model. The biggest problem with PDM is that the model flexibility is determined using the PCA dimension. Some other researchers improved the CLM using a different type of shape model. For instance, in [36], the ICA-based CLM was used and the model outperformed the PCA-based CLM. Belhumeur et al. proposed combining the output from the local detector with a non-parametric exemplar shape model [40]. Jin and Tan proposed an extended exemplar-based CLM with Hough voting [41]. The main aim is to ensure a stable facial point to be the anchor point to reduce the ambiguity during localizing an unstable facial point.
detectors.
This section discussed the general CLM method along with the improvement method using CLM. The disadvantage of the general CLM was the local detector used to detect the facial landmarks was less effective, the fitting models based on the PDM models need to be improved to perform better in the face wild dataset and the shape model that was based on the PCA constrain. Several studies have proposed to overcome the limitations of CLM by focusing on three criteria namely changing the local detector, using a different fitting approach, and using other shape models. It was proven that changing some of these criteria has improved the CLM performance.

B. Face alignment related to Deep Learning Approach
Deep learning is based on the ANN where the algorithm is inspired by the human brain [42]. The DL is a computational model that consists of many hidden layers to learn the data representation and gather knowledge [43], [44]. Recently, DL has become more popular because there are many open-source platforms such as TensorFlow, PyTorch, Keras, Caffe, and many more that can be utilized to build the deep learning model. Furthermore, DL has a very large community where the codes and libraries can be obtained online such as the Github website. Because of that, DL has become popular in many research areas.

Figure 1(a) shows the ANN for machine learning whilst Figure 1(b) is the architecture for the DL. The architecture difference between machine learning and DL is the machine learning can consist of one or several hidden layers, however, the DL can have more than one hidden layers that also comprised of layers like max-pooling, ReLu, Recurrent, and Fully Connected Layer [42].

Figure 1(a): Machine Learning Artificial Neural Network[42]

Figure 2(b): Deep Learning Artificial Neural Network [42]

DL especially the Convolutional Neural Network (CNN) is good in extracting image features such as image classification, face recognition, and object detection that has successfully shown good performance based on CNN. CNN can solve a non-linear relationship between face shape and facial appearance. In the classical approach, most of the techniques used the 2D face shape for face alignment, however using the DL approach, the 3D-face alignment can be utilized as elaborated below.

2D-Face Alignment. In the face alignment area, numerous studies used the DL to either enhance the classic method with DL or using the DL as a new way for face alignment. However, applying DL directly for face alignment is not significant because the DL like CNN is meant for image classification, and the chance of over-fitting is high. To overcome this, Sun et al. proposed a cascade CNN where the network is carefully built for the face alignment task [21]. The network consists of a three-layer CNN and the output of each layer is used for face prediction. The first layer of the network used the face image as input and predict the face shape. Then the other two networks are to define each point of the facial landmarks for better accuracy.

Another work that used a cascade classifier with the DL was Zhang et al. [22] which is the extended work from Sun et al. [21]. In [22], the researcher built a model called the cascade deep model, where this model consists of four layers of a convolutional cascade. Each of the networks was trained to refine the facial landmarks generated by the previous network [22]. Other work on the deep convolutional cascade model was proposed by Dapogny et al. called DeCaFa [23]. DeCaFa model used an end-to-end CNN with cascade classifier where each of the layers sustained the image spatial resolution throughout the cascade. Between each of the cascade layers, a multiple chained transfer layer with softmax is applied to produce a facial landmarks-wise. Park et al. proposed a combination of heatmap and coordinate regression network with spatial attention [45]. Park et al. implemented combination of different face alignment techniques to boost the model performance namely the accuracy and stability. This method was known as the Attentional Combine Network (ACN) which showed an impressive result in aligning face image with occlusion.

All the above techniques focused on 2D-face alignment but the DL technique enhanced further for 3D-face alignment. Next, the 3D face alignment technique approach is discussed.

3D-Face Alignment. Most of the techniques focused on the 2D-face alignment that treated the face image as a 2D object. 2D-face alignment focused on frontal or medium poses. However, if the image in the wild or non-frontal image, facial landmarks detection will be difficult and most of the algorithms only estimated the facial landmarks point [34]. In a 3D-face alignment, a 360° face orientation can be done while still maintain the correspondence. A 3D-face alignment offers better head pose estimation [46] and facial pose visibility [47]. Hence, the 3D-face alignment can offer a better solution to address the face alignment’s large pose problem.

A 3D-face alignment requires a 3D face annotation for facial landmark points. However, most existing face datasets only have the 2D facial landmarks point annotation without the 3D information. However, a 2D face image can be regarded as a projection of a 3D face on the image plane [48]. From a 2D face shape, a 3D face shape can be constructed using the model-based structure-from-motion technique [47], [49]. Through this, a 2D face image can be used for 3D-face alignment. Most 3D-face alignment is based on the model regression approach.
for instance cascade regression. In this mini-review, the 3D-face alignment will be divided into two categories; firstly, the 3D-face alignment shape regression and the 3D-face alignment dense model fitting.

i- 3D-Face Alignment Shape Regression

Captivated by the success of 2D shape regression [50], researchers further explored the face alignment tasks using 3D shape regression as the 3D-face alignment using either cascade regression technique or CNN that is based on regression approach. The 2D shape regression state-of-the-art shows higher accuracy so the 3D-face alignment inherits the advantage from the 2D shape regression. From a single image, there are three ways to regress it to a 3D face shape. First, by extending the 2D regression method depth dimension by augmenting the output vector. In [46], the cascade classifier regression approach was used that estimated the facial landmarks in the 3D form and successfully predicted the actual facial landmark’s position even though there are occluded due to face rotation. Another work from Valle et al. utilized a coarse-to-fine cascade that assembled the regression tree to a robust face alignment algorithm [51]. Both studies [46], [52] showed that regressing the shape into a 3D format improved the accuracy and produced a more robust face alignment algorithm for better performance.

Next, is the estimation of the facial landmark points using a 2D face image projection [47], [53]–[55]. Jouarbloo and Liu proposed a cascade coupled regressor for estimating both the 2D and 3D facial landmarks automatically [47]. Additionally, the 3D model can be used to estimate the 2D facial landmarks visibilities via surface normal. Conversely, Bittencourt Zavan et al. presented that only the nose region was required as an input to estimate other landmark points and head pose [53]. Based on the nose location, a generic face model is obtained by averaging the training images as either rotated, scaled, or translated into the face image in estimating the head pose. Ruan et al. proposed an end-to-end framework called Self-Aligned Dual face Regression Network (SADRNet) specifically a self-aligned model that generated a 3D output [55]. SADRNet was a combination of two regression modules called pose independent and pose dependent face shape estimation. Additionally, SADRNet also contain an Attention Network to detect occlusion in the face image and this model was more robust.

Finally, the third approach is based on the 3D-face alignment into two steps: the 2D regression (x and y) and the depth regression; z [45], [50], [56], [57]. The first step is to estimate the x and y coordinates for each of the facial landmarks using convolutional heatmap regression. The output from the first step is a 2D heatmap for each of the facial landmarks. Then, the output of the 2D heatmap and the face image will be the input to the deep network trained via residual learning for regressing the z coordinate.

All third approach in the 3D-face alignment shape regression shows an impressive result in aligning face in 3-dimensional space. Even though some of the models have some deficiencies and disadvantages but mostly achieved a good result in terms of accuracy and stability.

ii- 3D-Face Alignment Dense Model Fitting

Furthermore, for 3D-face alignment is to consider the 3D surface reconstruction and fitting a dense model to the image. The major problem with the 3D face alignment is the labeling task. As proposed and discussed by [12], the solution for the labeling task is based on the dense 3D face model with cascade CNN to regress the 3D Morphable Model (3DMM) parameters [58]. The 3DMM is a 3D face textured by transforming the texture and shape of the image into a space vector [59]. The 3DMM using PCA is as described in Eq (5) [12]:

\[ X = \bar{X} + Y_{id}\alpha_{id} + Y_{exp}\alpha_{exp} \]  

where \( X \) is the 3D face and \( \bar{X} \) is the mean shape. The \( Y_{id} \) is the identity basis and \( Y_{exp} \) is the expression basis. Next, \( \alpha_{id} \) and \( \alpha_{exp} \) is the shape parameter and expression parameter respectively. Blanz and Vetter are the first to propose the 3DMM algorithm [59] where the classic 3DMM is inefficient and 2D facial landmark point was required before synthesizing [34]. Classic 3DMM is a linear basis model [59], [60], where the linear model can be very limited if there are many types of training data [61]. Due to that problem, many researchers investigated the discriminative fitting approach to improve the classic 3DMM technique using non-linear model fitting [12], [47], [61]. The 3D dense model fitting showed a complete 3D shape face and not only localizing the facial landmark points.

Due to the limitation of the classical 3DMM, Guo et al. proposed a dense regression framework using 3DMM parameters [62]. The enhancement based on the developed regression framework include the stability, speed, and accuracy [12]. The framework outperformed the state-of-the-art framework with 50fps on a single CPU core. Even though this model was a 2D-face alignment approach it has shown better accuracy as compared to the 3D-face alignment approach. Further as reported in [63], Zhu et al. suggested a method beyond 3DMM space specifically the Fine-Grained Reconstruction Network (FGNet) that focused on shape modification by warping the input and output in the UV space.

As compared to the conventional method, the 3D dense model fitting can estimate many more facial landmark points because the number of estimated facial landmarks is dependent on the number produced by the 3DMM parameters. Table 2 detailed the strength and limitation of each technique namely the AAM, CLM and DL.

C. Discussion

As stated earlier, two major discussions in this mini-review are the evolvement of the face alignment tasks from the 2D-face alignment to the 3D-face alignment. In addition, the classic method specifically the AAM and CLM methods are discussed and reviewed as well. The drawbacks and limitations of both AAM and CLM are elaborated too.

Conversely, some challenges related to the face alignment process that can be further explored and investigated for better accuracy and performance include (i) dataset acquisition, (ii) multi-task learning, (iii) feature learning, and (iv) 3D-face alignment.
i. **Challenges on data acquisition**

Another challenging part in face alignment is the dataset and annotation of large facial datasets captured in the wild. Nowadays, many standard datasets can be obtained freely online, for example, Labeled Face in the Wild (LFW), Labeled Face Parts in the Wild (LFPW), UTKFace, YoutubeFace, and many more. But, most of the images include occlusions such as facial expression, semi-frontal image, and large poses [34]. Because of these occlusions, it can degrade the face alignment performance. Therefore, many researchers extended the 2D-face alignment to the 3D-face alignment to overcome all the occlusions mentioned above [11], [47], [49], [50], [53]. Even though the 3D-face alignment performed better to overcome the occlusions, some parts of the occlusions cannot be solved. For example, an image with large poses and a semi-frontal image specifically an image that tilts more than 90° needs to be solved using the 3D-face alignment technique. In addition, several 3D-face alignment models need 3D annotation and not many online datasets can provide this [34]. This is required to train the model using more images as a database and to improve the model performance too.

ii. **Multi-task learning**

The multi-task learning goal is to improve the performance of the multiple tasks by learning simultaneously. In face alignment, many factors need to be considered such as large poses, facial expression, and occlusion where all these factors can be a great challenge for multi-tasking. For example, with the face recognition or verification model and face alignment model, this needs to be done separately due to the high computational time required to process both tasks. Some studies utilized the hierarchical method [64]–[66] but mostly omitted the face alignment part. This is because both face alignment and face recognition and verification models required a powerful hardware platform for processing both tasks simultaneously. In other work, instead of increasing the face alignment model performance, the facial landmarks detection technique was improved, and this eventually increased the face alignment performance [22], [67], [68]. These studies showed that the multi-task required to learn the facial landmarks and conducted face alignment too. Results showed that the power of multi-task learning in DL architecture improved the face alignment model performance as compared to a single-task model-based and multi-task learning remains a promising direction for face alignment in future research.

i. **Feature Learning**

Feature learning is the most important task in machine learning image analysis. In any face alignment area, feature learning can be treated as shallow feature learning, or using DL has achieved state-of-the-art performance [34]. Feature learning can be utilized to overcome the limitation in face alignment. A classic method relies on a manually labeled image to learn the feature in an image. Conversely, DL approach, the feature learning is automatically done by the DL algorithm [53]. In the DL, the most popular feature learning technique is the CNN [13], [56]. CNN has been widely used and showed good results in extracting crucial features from an image. In addition, for face alignment, CNN has been used as the feature extractor to extract the facial landmarks for instance the nose, eye, and mouth. CNN is also used with other techniques to build a good face alignment model. The feature learning technique is important in any face alignment that can handle more occlusion with different scenarios.

### IV. Conclusion

In conclusion, face alignment models are discussed by highlighting the strength and limitations for each model and based on the mini-review conducted the 3D-face alignment model is the recent approach and performed better as compared to the 2D-face alignment model using either the classical or DL method. In addition, the 3D model can also resolve large poses, facial expression, semi-frontal image occlusion, and robust as well as high precision in aligning the faces under analysis. Even though the 3D-face alignment showed the better result, there is some limitation in this area that include occlusions, for instance, large poses, semi-frontal image, and facial expression since some of the facial landmarks are not visible and stick together. Thus, a 3D annotation is required for initially labeling the facial landmarks. Finally, although face alignment may solve most of the challenges mentioned earlier, face alignment remains an interesting field in computer vision to be explored to produce a much more stable and robust model with better accuracy.
| Methods                          | Reference & Year | Methodology Developed                                                                 | Strength                                                                                                                                  | Limitation                                                                                                                                                                                                 |
|---------------------------------|------------------|----------------------------------------------------------------------------------------|------------------------------------------------------------------------------------------------------------------------------------------|-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| Active Appearance Model (AAM)   | [15] - 2001      | Pioneer works on AAM using the linear statistical model approach.                       | A flexible model framework comprised of three models specifically the shape, appearance and motion model that was able to enhance the AAM efficiency. | The approximation achieved by the developed algorithm attained an average error of 8.4 as compared to the ground truth.                                                                                                  |
|                                 | [26] - 2004      | An efficient fitting algorithm based on inverse compositional.                          | Enhancement of AAM fitting algorithm based on [15].                                                                                       | The mean error attained was \( \leq 1.0 \) but longer iterations process for computational of the face alignment.                                                                                               |
|                                 | [16] - 2007      | Improvement of the basic AAM method using a non-linear discriminative-based approach.  | Enhancement of non-linear discriminative AAM framework as compared to the linear-based approach with an accuracy of 99.7%.               | Less effective in analyzing the semi-frontal and large poses images since the training database consists of less than 10° of rotational images.                                                              |
|                                 | [28] - 2013      | Improvement of AAM using a different fitting model called Active Orientation Model (AOM). | Development of a 2D-face alignment generative model framework based on AAM that was suitable for the pose image with an accuracy of more than 80%. | Not suitable for large poses and semi-frontal images that further degraded the model performance.                                                                                                           |
| Constrained Local Model (CLM)   | [19] - 2006      | Development of CLM using different appearance models based on the enhancement of the AAM proposed earlier by [15] to improve the performance in a real-time scenario. | The global shape model was utilized to regularize the local detector for a more robust face alignment model.                            | The local detectors used were less effective in detecting facial landmark points.                                                                                                                             |
|                                 | [18] - 2008      | Optimization of the global detector to improve the CLM efficiency.                      | Manage to align all non-rigid objects using the developed optimization algorithm by enforcing convexity at each local patch response surface. | The linear SVM was used that could not handle the complex problems and the efficiency decreased.                                                                                                             |
|                                 | [32] - 2009      | Improve the CLM performance in real-time for non-rigid face alignment.                  | Enhance the non-rigid face alignment with a more simplified optimization algorithm called Exhaustive Local Search (ELS).               | The linear SVM was used that reduced the model performance.                                                                                                                                                |
| Convolutional Neural Network (CNN) & Other DL | [21] - 2013      | Utilized a more accurate CNN for facial landmarks detection.                            | Can predict more facial landmarks in semi-frontal or large poses image as compared to the classical method.                             | The average error obtained was more than 2% in detecting 5 points of facial landmarks.                                                                                                                   |
|                                 | [69] - 2014      | The model was developed using the coarse-to-fine auto-encoder network (CFAN) that was cascaded with several stacked auto-encoder networks (SAN). | Suitable for realization in real-time.                                                                                                   | The complexity of the networks contributed to a higher mean average error specifically 5.53 using the HELEN dataset.                                                                                       |
|                                 | [47] - 2015      | Combination of a cascade regression model with DL for detection and aligning the large pose image in the 3D surface. | Detection of facial landmarks in large pose images was achieved.                                                                       | The mean average error attained was 4.75 as compared to the ground truth.                                                                                                                                  |
The CNN was built with heat-map regression based on the fusion of two DL CNN and residual networks. Suitable for detection of facial landmarks in both 2D and 3D surfaces using the developed heat-map regression.

The nose region was used as the first landmark for detection purposes followed by the head pose estimation.

Deep Alignment Network (DAN) that consists of multiple stages, where each of the stages has improved the location estimated by the previous stage.

Detection of facial landmarks in large poses images can be achieved.

Reconstruction of the 3D facial structure and dense alignment.

Construction of the 3D facial structure and light-weighted network that was independent of any shape model and perform faster.

The model was developed based on a coarse-to-fine cascade using ensembles of regression trees.

Suitable for both large face rotation and large pose images.

More complex than other approaches. This method used two deep networks to detect facial landmarks. The average error obtained was 4.6% as compared to the ground truth point.

Not suitable for semi-frontal and large poses images if the nose is not visible and further decreased the model performance. The average error obtained was more than 10% as compared to the ground truth point.

The mean error rate attained for estimation of the facial landmarks point was 4.32 using the 300W as the dataset.

The mean error rate attained was 3.9625 for facial landmark estimation using the AFLW2000 as the dataset.

The error rate improved for facial landmarks points estimation with an average mean error of 2.26.
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