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The prevalence of new technologies and social media has amplified the effects of misinformation on our societies. Thus, it is necessary to create computational tools to mitigate their effects effectively. This study aims to provide a critical overview of computational approaches concerned with combating misinformation. To this aim, I offer an overview of scholarly definitions of misinformation. I adopt a framework for studying misinformation that suggests paying attention to the source, content, and consumers as the three main elements involved in the process of misinformation and I provide an overview of literature from disciplines of psychology, media studies, and cognitive sciences that deal with each of these elements. Using the framework, I overview the existing computational methods that deal with 1) misinformation detection and fact-checking using Content 2) Identifying untrustworthy Sources and social bots, and 3) Consumer-facing tools and methods aiming to make humans resilient to misinformation. I find that the vast majority of works in computer science and information technology is concerned with the crucial tasks of detection and verification of content and sources of misinformation. Moreover, I find that computational research focusing on Consumers of Misinformation in Human-Computer Interaction (HCI) and related fields are very sparse and often do not deal with the subtleties of this process. The majority of existing interfaces and systems are less concerned with the usability of the tools rather than the robustness and accuracy of the detection methods. Using this survey, I call for an interdisciplinary approach towards human-misinformation interaction that focuses on building methods and tools that robustly deal with such complex psychological/social phenomena.
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INTRODUCTION

Throughout history, misinformation, or information that is false, has been used intentionally to manipulate people’s opinions and beliefs [116]. Technological advancements have been a crucial element in the development of misinformation. Its earliest traces can be traced back to societies with the earliest writing systems through which rulers would falsify written record to glorify themselves and demean enemies [69, 106]. The effects of information manipulation for political or economic gain only increased...
by the invention of new technologies such as print, press, and later in the 20th century by the explosive utilization of mass media such as television and the radio [17, 52, 106]. The birth of the Internet, Information Communication Technologies (ICTs), and social media drastically increased the rate and means of information production, curation, and sharing.

Consequently, this massive amounts of misinformation affect a large number of people on a global scale [15, 53, 65, 74]. Prevalence of false information in societies has the potential of making democracies ungovernable [22]. As the advancements in computation and communication technologies have played a significant role in the growth of misinformation and its threats to our societies, we now face a dire need to develop new technological efforts and tools for effectively battling this growing problem.

The issue of misinformation today is more complex and multi-faceted than ever. Individuals and organizations can now easily create and disseminate information on social media. Numerous agents with malicious or non-malicious intents participate in creating a phenomenon often labeled as “fake news” [65, 116]. Furthermore, sources of misinformation can use automated/semi-automated bots on social media platforms to rapidly spread misinformation [37, 95]. Consumers are likely to believe and share without rigorous fact-checking. Cognitive scientists have highlighted various factors such as prior exposure to news [80], selective exposure, and confirmation bias causing audiences to believe misinformation [65]. News outlets take advantage of these psychological factors and introduce slants, falsities, or political biases into the content of their news [14, 17].

Additionally, social media platforms tend to introduce algorithms to curate information that has been shown to create filter bubbles or echo chambers through which audiences are less likely to be exposed to news they do not agree with [19, 78]. There are many terms used by scholars, journalists, and politicians that refer to the accuracy and intentions of information and media including propaganda, disinformation, misinformation and fake news. However, there are no agreed-upon definitions for these types of information manipulations [56, 105, 116]. These complexities in sources, types, means of production, and definitions of misinformation along with different psychological and social factors highlight the need for a comprehensive and multi-disciplinary approach towards preventing and intervening misinformation.

Even though the issue of misinformation and combating it is at the forefront of many political, journalistic, and scholarly discussions, the landscape of attempts on computationally combating misinformation is still inadequate. Most of the existing approaches fall under Automatic Fact Checking (AFC) and detection of misinformation that include automatic or semi-automatic identification, verification, and correction of misinformation. To date, the effectiveness of these methods without human supervision remains very limited [46]. Furthermore, correcting information does not necessarily result in a change in belief [41, 70, 75]; while repeating misinformation even for fact-checking might prove to be counterproductive [102]. Lazer et al. suggest the necessity of a comprehensive strategy on education, empowering individuals, along with a collaborative approach between industry and academia on battling misinformation [65].

The structure of this survey is as follows: in section 1.1 I offer an overview of different terms and definitions related to misinformation. In section 1.2, I describe my adopted framework for studying misinformation which calls for broadening our focus from fact-checking the content of misinformation to include interactions between content, sources, and consumers of misinformation. In section 1.3, I overview related literature from psychology, cognitive and social sciences categorized by each element. In section 2, I survey existing misinformation-related literature in computer science related to content
(section 2.1), sources (section 2.2), and consumers (section 2.3). Finally, in section 3, I discuss the lacking areas of the current literature on computation and misinformation and propose an agenda for future interdisciplinary research.

1 A FRAMEWORK FOR STUDYING MISINFORMATION

In this section, I propose a framework for studying and categorizing misinformation. I do so by first describing the different definitions needed to describe the misinformation phenomena better. These definitions help us understand how we can categorize misinformation. Then, I describe the different elements involved in the production and consumption of misinformation including producers, the content of misinformation, and the audience. By combining different definitions and recognizing the elements involved in misinformation, we will be able to critically analyze the existing literature involving computation and misinformation.

1.1 Defining Misinformation

After United State’s presidential election at 2016, the term “fake news” has become a topic of interest in many journalistic and political circles around the globe [85, 93, 116]. Fake news has been defined as “deliberately constructed lies, in the form of news articles, meant to mislead the public” [100]. Many scholars from different disciplines have elected to use this term as they discuss the problem of misinformation [15, 61, 65, 114]. A survey of 34 scholarly articles using the term fake news showed that it is used to describe a wide range of concepts including news satire, news parody, news fabrication, photo manipulation, advertising in the guise of news reports, and propaganda. The authors conclude that the common feature between all mentions of “fake news” is that they all "appropriate the look and feel of real news; from how websites look; to how articles are written; to how photos include attributions." [105].

Other scholars suggest refraining from using the term fake news; as it generally fails in correctly and accurately describing the complexities of misinformation [56, 100, 115, 116, 120]. Starbird focuses on a dichotomy of "alternative" and "mainstream" media outlets. She utilizes conspiracy theories and alternative facts as the term to describe misinformation and "fake news" [99]. However, scholars such as Castells and Chomsky have shown various ways mainstream media utilize misinformation to influence peoples’ opinions [17, 52]. Caroline Jack from Data and Society calls for more accurate terminology for discussing "problematic information" because each word might infer assumptions about the producer, the type of message, and the persons receiving the information. The report emphasizes the importance of paying attention to these factors as they greatly affect the strategies needed for combating them. She differentiates between misinformation and disinformation by defining misinformation as “information whose inaccuracy is unintentional” while disinformation describes “purposefully falsifying information”. She also highlights the difficulties in differentiating between publicity and propaganda. While both are geared towards influencing audiences, propaganda is often referred to as attempts to deliberately manipulate or deceive people. Moreover, Jackson describes a third category which differs from disinformation or propaganda. While these concepts mostly aim to gain support for different beliefs or idea, some events, described by the term “gaslighting” use falsified information to create uncertainty and tension in various societies. [56].
A report on “Information Disorder” by Wardell and Derakhshan produced for the Council of Europe, categorizes problematic information into three groups by asking two questions: Whether a piece of information is harmful or not and whether it is false. These categories are Misinformation, Disinformation, and Malinformation [116]. Misinformation is information that is false but is not produced with an intent to harm. It is created when journalists or individuals share misinterpretation about an event or a rumor without realizing the information is not accurate. For example, after the Bombing at the Ariana Grande concert in Manchester, images of several individuals were tweeted by multiple agencies as missing. Several of those individuals, in reality, had nothing to do with the bombings [117]. Disinformation, on the other hand, is false information that is created with the intention to harm groups or individuals. A well-known example of Disinformation was a conspiracy known as Pizzagate created by Alex Jones of Infowars that Hillary Clinton had sexually abused children in satanic rituals [90]. Malinformation is information that is not false but is released, often illegally, with the intent to harm. Two examples of such malinformation are the release of personal emails before two elections in the United States from Hillary Clinton, which is believed to have affected the results of the presidential election, and Emanuel Macron, which was not effective in its intent [12]. Figure 1 shows the three categories as defined by Wardell and Derakhshan. [] As noted by many scholars whose work involves misinformation, fake news is not an adequate terminology for describing the complexity of the problem. For consistency with these suggestions, I define misinformation as information that is false, with or without the intent to harm or manipulate consumers. My definitions corresponds to the combined definition of Misinformation and Disinformation offered by Wardell et al. [116]. In the next section, I describe the elements involved in the production of misinformation that serve as a framework for studying related computational methods addressing this phenomenon.

1.2 Elements involved in the production of misinformation

The defining factor in the study of misinformation is its relationship to “facts” and “truth”. Most technology companies and news outlets approach misinformation by providing rigorous analysis and “fact-checking” of news. However, Lazer et al. suggest that communicating the results of fact-checking by itself is not enough and in some cases can prove to be counterproductive [65]. One of the biggest challenges in addressing the problem of misinformation is the multiplicity of elements involved in the process of production and consumption of misinformation. Scholars from multiple disciplines have highlighted these elements.

In an analysis of the social production of misinformation in the United States during the Iraq War in 2004, Arsenault and Castells describe a complex model of misinformation that includes media organizations, political actors, general psychological climate, and the mental frames of the audience. One of the interesting factors they discuss is misinformation producers’ usage of specific language using framing, biases, slants, and metaphors. The authors discuss in detail, how these elements synthesize and result in social misperceptions [17]. The significance of their study is how they describe a model of misinformation that involves the producers of misinformation, their agenda, their usage of emotions and language, and the audiences emotional and mental state. In a study of “fake news” in the US presidential election of 2016, Bakir and McStay argue that we should see the current social media driven landscape of misinformation in light of the systematic, political and commercial efforts in liberal democracies to influence opinions and beliefs of populations through propaganda. They count five main
elements as crucial in the current landscape of misinformation: "The financial decline of legacy news; the news cycle’s increasing immediacy; the rapid circulation of misinformation and disinformation via user-generated content and propagandists; the increasingly emotionalized nature of online discourse; and the growing number of people financially capitalizing on algorithms used by social media platforms and internet search engines" [18]. They also recognize the multiplicity of elements and the importance of observing the economic benefits and intentions of sources of misinformation, as well as the emotional state of the audience.

Vargo et al. study the agenda-setting power of "fake news" and consider partisan media, "fake news" media, and fact-checkers as three separate entities that influence people’s opinions consequently have power in setting domestic and international policy agenda [109]. Lazer et al. emphasize the importance of focusing not only on the message but also paying attention to the source of misinformation as well as taking an educational approach to address the consumers of misinformation [65, 70]. Wardell and Derakhshan, describe three essential elements including Agent (or creator) of misinformation, the message, and the interpreter. For each of these elements, the authors describe multiple vital factors to consider including the intent and type of agent, the emotional content and type of the message, and the mental state of the interpreter [116].

In the report by Wardel and Derakhshan curated for the council for Europe, the authors define three main elements in the process of “information disorder”: 1) The agent or the actors who initially distribute the message, 2) the message which is the content of misinformation and encompasses text, images, and other types of media, 3) and the interpreter who is the person consuming the message. Inspired
by these three elements while taking into account other scholarly definitions [17, 65, 70, 105], I adopt three main elements of misinformation for conducting critical analysis on means of computationallly battling misinformation: source, content, and consumers of misinformation. The reason I chose this terminology is that it more accurately represents different elements of misinformation. In contrast to Wardel and Derakhshan who describe the agent as actors who initially "create and produce and distribute the message" [116]; I use the term source to more broadly describe any source including bots and redistributors of misinformation that have not initially created a message. I also use content to more broadly refer to the textual, visual and multimedia content of misinformation. Finally, I use consumers as a broader definition to include groups or individuals who might be the target of misinformation.

- **Source:** The outlet through which misinformation is being consumed. These outlets can include:
  - professional News accounts or agencies
  - Journalists, bloggers, social media personalities, or news aggregates
  - Bots that disseminate information whether detected or undetected.
  - Other individuals who share misinformation

- **Content:** The content of misinformation that is being distributed. The content can include:
  - textual messages on social media
  - news online from news agencies and blog
  - visual information including images and videos

- **Consumer:** Individuals or groups who are exposed to or effected by misinformation who make various decisions in regards to misinformation:
  - they make many decisions when exposed to these content: to trust the content, to trust the source, and to share and propagate the content.

Using these elements as a framework for analyzing misinformation allows us to systematically study misinformation from creation or dissemination by sources to consumption by the audience. Through inquiries about the relationship between these elements, we can raise important questions about misinformation. By looking at the relationship between sources and contents of misinformation, we can start to question the means, and methods sources use to create misinformation. Also, by looking at the relationship between consumers and the content, we can explore the psychological and social factors of why individuals believe in misinformation. In the next sections, I explore literature related to each of these elements.

1.3 Elements of misinformation and their relationships

1.3.1 *content-truth relationship: facts, fact-checking, and truth.* The relationship between misinformation and facts is likely the most prominent aspect of fighting misinformation. Fact-checking is the primary means of dealing with this relationship and is the main approach by social media platforms, technology companies, media outlets, and third-party organizations that specialize in this task. Social Media platforms take part in the process by taking various measures such as employing third party fact-checkers and developing new technologies to automatically detect fake news [1, 8, 10]. Many third-party organizations exist that specialize in flagging misinformation content and sources and communicating the results with consumers [4–6, 9]. These organizations provide a variety of information such as different scales of rating and labeling news pieces. They cover political statements, claims, TV ads,
and articles. These organizations tag news pieces as suspicious, completely false, misleading, or out of context. There are also numerous fact-checking attempts that use crowd-sourcing as their primary means of battling misinformation[3, 7]. These systems are still early in development, and their efficacy is yet to be examined. Even though fact-checking misinformation is a critical task, its effectiveness in battling misinformation has been questioned [38, 64, 65].

1.3.2 source-consumer relationship: sources’ intent. When studying Misinformation from the perspective of sources, the first question that comes to mind is the intent of source or why the source is delivering misinformation to consumers. Lazer et al. argue that understanding the intent of sources is a primary factor in understanding misinformation and should be given prevalence over the factuality of a single news story [65]. Different motivations and intents have been identified about sources of misinformation. These include financial, economic, and advertisement [17, 18, 24, 52, 104]; ideological or partisan[15, 103]; political and power [17, 103, 105], and satire and parody[21, 31, 116]. Based on these intents, sources take different strategies of content propagation and manipulation to influence Consumers.

1.3.3 Source-content relationship: means of propagation, verbal and visual frames, strategies. The means of which sources propagate misinformation can be an indicator of its intentions. Besides prominent misinformation sources with strong editorial staff, many take extensive use of social bots. Social bots are emerging phenomena that act as sources of misinformation [23]. They impersonate real sources of misinformation and are often automatic or semi-automatic. They have the power to rapidly propagate misinformation and pollute the information space [37]. Social bots are active in the early stages in the life cycle of misinformation and also interact with high profile accounts on social media [95]. Social bots tend to behave similarly to real individuals and sources on social media by liking, sharing, and commenting on other sources of news [65]. By amplifying the spread of misinformation, social bots take part in the creation of echo-chambers and activating consumers’ cognitive biases [64].

Sources do not treat information uniformly, and they take different manipulation strategies and framing techniques to produce believable stories. News media that produce misinformation often share information in a biased manner. They focus on partisan topics and issues, as well as inflammatory topics, emotional content, specific moral foundations, or specific geographies and political figures. They often focus on topics from online partisan news media and also have the power to set the issue agenda for those accounts[108]. Moreover, these sources tend to disseminate news about topics that are important to specific populations. These focuses include biases towards extreme ideologies, political parties and figures, and inflammatory issues[15, 17, 98]. These topics are chosen based on the psychological climate of audiences often focusing on fear-mongering, amplifying anger and outrage in consumers.[17, 18]. Sources of Misinformation, often focus on specific moral visions and foundations of different groups, to take advantage of their mental framing.[17, 35, 63]. Moreover, they tend to cover news related to only a subset of geographic places, as well as political figures [14, 15].

Misinformation sources take extensive use of visual information and images to mislead consumers. They use images to convey different biases not necessarily detectable in textual content[42]. Images contain implicit visual propositioning that can communicate various ideological or stereotypical messages that might receive greater resistance when are put in words. Thus viewers and consumers are more likely to be unaware of the implicit biases and frames in visual content. [13, 71]. This powerful tool has been used in various contexts including the negative portrayal of different political candidates from different parties[44], out-of-context usage and altering of images[68], or by merging multiple images
to change the implicit message [25]. Images of people, either prominent or not, has significant effects on consumers’ opinions. It has been shown that altering images can produce significant differences in people’s assessments of a political figure [28].

1.3.4 Consumer-content relationship: social factors and cognitive processes. Sources produce misinformation with different intents and using different strategies. However, the reason they are often successful in communicating their stories is only partially due to their approach. Humans are affected by multiple social, cognitive, and psychological processes that make them prone to believe and further share misinformation.

Various social phenomena have been identified to influence consumers’ opinions and decisions toward misinformation. Allcott and colleagues showed that propagation and belief of misinformation were influenced by ideological polarization of consumers [15]. Moreover, Pennycook and Rand’s research on individuals receptivity towards fake news showed that conservative, right-leaning individuals were more likely to believe misinformation [83]. This polarization can be a direct result of “echo chambers” influenced by the “filter bubble” phenomenon where algorithms by technology companies shape the information consumers are exposed to [98]. Even though some studies show that there is no reliable evidence for the existence of filter bubbles [121] we can find many examples of echo chambers on various social media platforms [20, 39, 101]. Moreover, individuals are more likely to be affected by misinformation when in a social setting[43]. Moreover, a study on students’ tendencies to share misinformation showed that many social reasons such as “sharing eye-catching messages” or “interacting with friends” ranked high as causes of sharing misinformation [27]. Overall, it has been noted that we are more likely to believe a piece of information if our social circles also accept them [34, 64, 97].

Many causes of why consumers believe misinformation, has been attributed to psychological and cognitive factors. These factors include different cognitive biases as well as different degrees of analytical thinking. Kahneman and Tversky describe a form of cognitive bias popularized as Availability Bias in which a person evaluates a probability based on how easily relevant information come to mind [98, 107]. This form of bias highlights how access and exposure to specific information can have an impact on opinions and decisions. On a study on causes of misinformation, Pennycook and colleagues showed that prior exposure indeed significantly affects consumers perception of the accuracy of misinformation [81]. Another aspect of why consumers believe misinformation is selective exposure which can be described as consumers’ tendency to believe information that aligns well with their views and beliefs and also avoid information that is against their pre-conceived notions [59, 64, 98]. One of the main causes of this selective exposure is known to be confirmation bias, or our tendency to privilege evidence that confirms our existing hypothesis over all possible hypotheses [64, 72]. Consumers’ emotional proximity to different topics and events also increases their susceptibility to believing misinformation [54]. In contrast to consumer’s cognitive and emotional state, the ability to perform analytically thinking and problem-solving has been shown to increase our resiliency to misinformation [82, 83].

Focusing on elements involved in the production and consumption of misinformation and their relationships provides us with a systematic framework derived from multiple disciplines to study how we can use computation to battle misinformation (see figure 2). In the next section, I provide a summary of the state-of-the-art literature in computation related fields that focus on the problem of fake news and
2 MISINFORMATION AND COMPUTATION: CURRENT APPROACHES

In this section, I provide an overview of the current scholarly studies on misinformation within the fields related to Computer Science and Information Technology. Each section follows the categorization based on the framework and elements discussed in the previous section. It is important to note that many of the mentioned methods focus on multiple elements of misinformation. However, the categorization is based on whether the primary focus of the scholarly work was on either of the elements. In the coming section, I first discuss efforts on Automatic Fact-checking as well as fake news detection. Next, I provide research that focuses on sources of misinformation and their relationship to misinformation. Finally, I focus on research that focuses on the human aspects of misinformation and computation.
2.1 Content: Automatic Fact-Checking and Misinformation detection

One of the main topics in the mainstream media in regards to misinformation is fact-checking the veracity and credibility of news articles. The report for the Reuters Institute for the study of journalism defines Automatic Fact-Checking (AFC) as using technologies to “deciding the truth of public claims and separating legitimate views from misinformation.” This task, also dubbed as deception detection is defined as the “prediction of the chances of a particular news article (e.g., news report, editorial, expose) being intentionally deceptive (fake, fabricated, staged news, or a hoax)” [92]. In the report, three main elements are defined for Automated Fact-Checking: 1) Identification which involves monitoring news media and sources, identifying factual statements, and prioritizing claims to check; 2) verification which involves checking with other existing fact-checks, checking against authoritative sources, and unstructured credibility scoring; and 3) correction which involves flagging repeated falsehoods, providing contextual data, and publishing new fact-checks [45]. Several systems exist that try to address one or more from these categories.

A unique example of a system that provides claim detection, verification, and correction is ClaimBuster which combines a combination of Natural Language Processing and Supervised Learning to classify and score whether sentences are “check-worthy” or not [50, 51]. They classify claims by presidential candidates into Non-Factual Sentences, Unimportant Factual Sentences, and Check-worthy Factual Sentences. The system produces a score that reflects the extent to which a sentence belongs to the check-worthy group. They extract features from text and use Random Forest to find the most discriminating ones. They use an SVM model combined with words, Part of Speech tags and Entity extractions and achieve a precision of 72% and a recall of 67% [50]. Later iterations of the System, assesses check-worthy claims with databases of third-party fact-checks based on similarity. Moreover, it provides supporting and debunking evidence from knowledge bases and web [51]. Other attempts in fact-checking generally use external sources to check specific claims or news pieces [96]. They use either open web sources using statistical scoring [67] or knowledge graphs that can act as ground-truth for misinformation claims [33].

Other approaches to misinformation detection deviate from fact-checking and focus on categorizing news based on features from their content. Numerous research projects have used writing styles and language features visible in the text. A group of scholarly work uses a “bag of words” representation to analyze and distinguish misinformation [91]. These methods include lexicon based dictionaries of moral foundations and subjectivity [79, 111, 112] and location-based words [77]. Other works have used more complex syntactic analysis such as the concept of deep syntax [84] to detect deception with high accuracy in multiple datasets [36]. Another approach to using linguistic features of news content is by building classifiers based on various language features. Oraby et al. compare an automated bootstrapping method of extracting discriminating features from annotated “fact” vs. “feeling” arguments with a Naive Bayes classifier and show that both methods perform well in discriminating these features [76].

Potthast et al. have used a modified version of unmasking, a method to determine whether to articles are from a single author or not [86]. The method iteratively removes most distinguishing features from two articles and observes the rates of which cross-validation accuracy drops [62]. The authors show that various stylistic features can distinguish real news content from hyper-partisan media, satire, and fake news. Bourgonje, Schneider, and Rehm approach the problem of misinformation by focusing on Headlines [24]. They use a logistic regression classifier for detecting the stance of headlines concerning
the body of their articles. Various word level features including punctuation marks and part of speech
tags were used to train an SVM classifier for predicting satire and real news articles with 82% accuracy
[91].

Scholars have also been able to detect misinformation based on features extracted from their visual
information. A few studies so far have attempted to detect misinformation based on image information.
Gupta et al. used a dataset of “fake” images distributed during hurricane sandy [49]. The authors used
only non-visual features such as URLs, propagation patterns, user features, as well as tweet features.
Using these features, they were able to achieve high accuracy in predicting fake images from real
images, although the authors discuss that this high accuracy might be due to the similarity of many
images. Another notable study uses visual attributes from tweet images to classify real and fake news
images.

Another notable example is research by Jin et al., focuses on features extracted from images [58]. In
their study, the authors use images in the context of news events. They define news events as mentions
of certain keywords in a specific time span. They then extracts a set of features from images including
visual clarity (distribution difference between two image sets), Visual Coherence (how coherent images
in specific news event are), Visual Similarity (pairwise similarity distribution histogram in an event),
visual diversity (visual difference in the image set of a target news event), and Visual Clustering (number
of clusters in a news event). They use four classification models: SVM, Logistic Regression, KStar, and
Random forest. The authors were able to achieve an accuracy of 83.6 percent using the Random Forest
algorithm which hints towards the promise of using image features from misinformation. However, in
non-computer science literature, it has been shown that many other more complex contextual features
might be good signals for deception and fake news including facial features and emotions [71].

Another approach to analyzing the content of misinformation is through patterns of diffusion and
propagation. These approaches are often conducted through temporal analysis of news sharing or
through building different types of networks [96]. Liang Wu and Huan Liu developed a message
characterization method that focuses purely on content propagation [118]. They propose an LSTM-RNN
model that purely uses social proximity and community structures as features to characterize fake
news. In another study, unsupervised topic models were used to construct a network of stance-based
network and mining conflicting viewpoints; while using an iterative method, the authors would score
characterize news with high levels of conflicting topics[57]. Also without looking at the verbal content
of news, Ma et al. argue that focusing on temporal patterns and time series of news spread can be
an essential feature in detecting rumors [66]. Their method, called Dynamic-Series-Time Structure
explores the variation of various social context features over time and can be used to detect suspicious
news from credible news.

These examples, are among the methods of using news content or relationships between content to
categorize specific pieces of news as misinformation or not. These methods include supervised models,
network models, network and temporal models, and they use both text and image features to achieve
the goal of categorizing news content. As mentioned in the previous sections, the source and consumers
of misinformation are also essential elements in the process of misinformation. In the next section, we
study computational approaches in categorizing and understanding sources of misinformation.
2.2 Measuring and categorizing trustworthiness and veracity of sources

As emphasized by Lazer et al. focusing on sources of misinformation can be more useful in combating misinformation because often repeating misinformation even in the context of fact-checking might prove to be damaging [65, 80]. Even though the majority of computational approaches specifically focus on content, various scholars have put their primary focus on understanding and categorizing sources of misinformation.

One of the most significant red flags in regards to sources of misinformation is whether the sources use automated methods to propagate news. Social bots amplify the reach of misinformation and are built to exploit consumers’ cognitive and social biases [64]. These bots are built with different intents. They are often benign and have been proved to be helpful in certain situations [37]. However, more often than not, bots distribute information without verification and can result in circulating false accusations [48]. In some cases, bots have been shown to focus on specific topics supporting specific political parties or candidates [88]. Moreover, bots can behave similarly to humans by liking and sharing news as well as communicating with humans [55]. These behaviors and features have been used to develop many different computational methods to detect and battle social bots.

Ferrera et al. propose a taxonomy of social bot detection systems that include graph-based, crowdsourced, and feature-based bot detection methods [37]. Graph-based methods often take advantage of the fact that malicious bot accounts are highly connected to other malicious accounts and have used community detection algorithms to detect clusters of social bots. However, in networks with well-formed clusters, these community detection methods perform poorly [110]. Alvisi et al. take note of these shortcomings and offer a community detection that takes a local approach rather than a global community detection algorithm that is more resilient to real-world social bot clusters [16]. Crowd-sourced methods assume a human’s ability to differentiate social bots and legitimate accounts [37]. Wang et al. conduct a study using both experts and Mechanical Turk and find that while Mechanical Turk workers vary in their efficiency, experts achieve “near-optimal” accuracy in detecting bots [113]. This is the reason why many large companies hire groups of experts to take charge of detecting social bots. However, using crowd-sourced information is not always cost-effective. The Feature-based category focuses on feature engineering from bots’ behaviors and content and uses Machine Learning to predict Social Bots. “Bot or Not?” is a well-known example that utilizes such methods [30]. The system uses a combination of linguistic and sentiment features with a Random Forest model to score the likelihood of a Twitter account being a bot or not.

Other scholars have developed computational methods to go beyond the concept of social bots. Less concerned with misinformation, in an attempt to help journalism experts detect and assess sources of misinformation at the time of breaking news, Diakopoulos et al. create two classifiers. The first classifier categorizes sources into organizations, journalists/blogger and ordinary people [32]. A second classifier uses a dictionary-based approach to identify eyewitnesses and achieves low false-positive rates (89% precision) but a high false negative rate (32% recall). The authors provide other cues to help users with the task of source classification including named entities, URL categorization, and spatial information [32]. Castillo et al. combine features from the content of tweets with source level features such as registration age. Statuses count, the number of followers and friends, their verified status, and the existence of description and URL in their user profile to classify news accounts into credible or not
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Other source based features such as the location of users and also the client used to produce news are also shown to be useful in predicting the credibility of sources [119].

Volkova et al. created a neural network classifier that utilizes various linguistic features including Biased Language, Subjectivity, and Moral Foundations, along with signals from the news sources’ social activities on Twitter to predict Suspicious Vs. Real news as well as multiple misinformation categories such as clickbaits, Hoaxes, and propaganda [111]. They developed a Convolutional Neural Network model that achieves high levels of accuracy at the binary classification of misinformation sources (real vs. fake). In their model, including mention/retweet interactions between sources greatly improved the performance of the results. The authors also found differences in language cues between different types of accounts. For example, “verified” news sources contain significantly fewer markers for bias language, as well as harm, loyalty, and authority moral cues. The authors also find that users retweeting misinformation sources, send high volumes of tweets of shorter periods of time. Inspired by the findings of Volkova et al. [111], Karduni et al. developed a model using a random forest classifier to separate misinformation from real news and found features such as fear, anger, and negativity to be highly correlated with misinformation account, while features such as fairness and loyalty were highly correlated with real news accounts [59].

Characterizing sources of misinformation has been the primary goal of various computational methods. Network-based, crowd-sourced based and feature based methods have been used to detect malicious social bots. Others focused on building classifiers using source related features that can categorize other sources of misinformation based on their behavior and usage of content. Developing robust methods to detect and characterize the source and content of misinformation is extremely valuable. However, the question of whether these methods can be useful to reduce the harm of misinformation remains unanswered. Some user-facing tools have been created that aim to assist general users or experts in detecting and rebuking misinformation. These systems were evaluated based on different criteria. In the next section, I move to the third element in the triad of misinformation. By focusing on Consumers, I offer an overview of the existing user-facing systems and their evaluation attempts.

2.3 Human-Misinformation interaction: Interactive tools, Visual Analytic Systems, Cognitive bias mitigation efforts

The vast majority of computational efforts on battling misinformation has been in detecting misinformation from content and source perspective. However, arguably, the ultimate goal of misinformation mitigation and detection efforts would be to help reduce the effect of the information on users. It has been suggested that providing automated or authoritative fact-checking results along with misinformation might prove counterproductive [64, 65]. There have been numerous studies in the fields of psychology, cognitive science, and social sciences that highlight the complexities of the relationship between humans and misinformation [15, 17, 80, 82, 83]. However, the efforts in the fields of computation have mostly neglected the human aspects dealing with information. In this section, I offer a highlight of some of the notable efforts in human-computer-interaction (HCI). Moreover, I also introduce notable interactive interfaces built to combat misinformation.

Some studies have examined how users ability to detect misinformation while using computational tools. Flintham et al. conducted a survey and set of interviews to understand consumer behavior and attitude, as well as their strategies to detect misinformation on social media. Within their study, they
ask users to find "fake news" on Facebook while thinking aloud. Using a thematic analysis of qualitative data, they found that users had different approaches towards sources of misinformation, some giving complete primacy to the authenticity of the source, while others decided to disregard the source's reputation. The authors also found that authors interest in a specific "kind" of news played an important role in their interest in separating facts from fake news. Finally, they found that their participants were reluctant to trust a tool that would allow them to determine the veracity of misinformation on social media [40]. Pourghomi et al. study the interaction techniques utilizes by Facebook to help users fact-check news posts and compare those methods with another proposed method called "right click authenticate". The method presents facts related and editorial pieces formatted similar to Wikipedia and suggests that it might be more useful to engage in authenticating news themselves rather than relying on third-party fact-checkers [87]. In another notable study, Kasra et al. conduct a focus group study on users to understand how well they can detect and rebuke doctored and faked images. Their findings suggest that users do not perform well at identifying fake online images. They also found that the users main strategy to rebuke images was to refer to non-visual attributes such as the source and the accompanying description. Moreover, they found that users failed to identify cues in images when specifically asked for [60].

To build a visual system to help journalists assess sources of news, Diakopoulos et al. develop an interface specifically built for journalism experts. The interface offers a variety of information regarding sources including the number of friends and followers, the location they mostly tweet from, Whether the account is an eyewitness to specific news, and named entities extracted from the content of the tweets. They conducted a series of expert interviews and found intriguing results concerning their needs. Even though the system was not built explicitly for sources of misinformation, the interviewees expressed their interest in features to detect misinformation [32]. Narwal et al. develop an automated assistant called UnbiassedCrowd that aims to help users understand biases in visual information on Twitter. The system collects images, clusters them using by extracting fisher vectors and K-Means clustering. The system then allows users to highlight biases and share to others using automated bots or manually. The authors conducted a study with experts and the general public. One of the interesting findings was the need for providing context to clustered images. Moreover, their general public study found two groups, one who actively propagated the information about biased images and a group that took a defensive stance which highlights users different strategies towards content verification [73].

Several systems and interfaces have been developed with varying amounts of interactivity. Gupta et al. develop TweetCred that provides real-time credibility assessment of content on Twitter. The system uses an SVM classifier on produces a visual score between 1 and 7 for the credibility of each news content on Twitter. The system does not offer other interactive tools for users to deal with misinformation[47]. Emergent is a dataset of rumors and a real-time rumor tracking website. The system mostly serves as a fact-checking source that offers fact-checking by simply tagging claims as True, False, or unverified and offering users extra information such as the originating source, number of shares, and topic tags [2].

Twittertrails is an interactive web-based system that affords users to view fact-checking information on specific claims. The system allows for searching based on keywords, category, and levels of spread and skepticism. Linearly, each claim is tagged with two radial encoding, one for the spread and one for skepticism. Selecting each rumor opens a new page that provides different interactive visualizations and discussions on propagation, temporal nature, level of visibility, topics related to the rumor, and images used in tweets related to the rumor. The system does not go beyond fact-checking to test
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usability and relationship to how consumers would use the system[11]. RumorLens is one of the first systems that combine computational tools such as keyword-based classifiers for rumors with interactive visualizations to help humans in the task of rumor detection. The system includes a network diagram for highlighting the propagation of rumors, a snaky diagram paired with a timeline of the lifetime of the rumor. The system allows users to explore the progression of a rumor detected from twitter using a combination of different visualizations [89]. Hoaxy is a search engine and a dashboard that combines various scores on misinformation accounts, as well as interactive visualizations of the timeline of propagation and a network visualization to allow users to explore misinformation on social media. Hoaxy offers information on Accounts that share misinformation as well as information about the content of misinformation from these accounts [94]. Finally, RumorFlow is a Visual Analytics tool for understanding and analyzing how rumors are disseminated and discussed by users of social media. It uses Reddit as a source for data. It uses semantic similarity, sentiment analysis, and Wikipedia Entity Linking as methods of extracting extra information form the content. The visual analytics system includes a theme river visualization to highlight the development of rumors, a word cloud, and topic cloud, as well as a snaky diagram showing relationships between topics related to rumors [29].

Most of these systems and studies share a common goal: they provide preliminary studies on how consumers approach misinformation and offer computational tools in the form of interfaces that offer a combination of automated scores, basic visualizations, and contextual information. However, the majority of the efforts do not include efforts to understand the usefulness of the system. Moreover, none of these efforts go in-depth into the issues that cause consumers to be affected by misinformation. Overall, there seems to be a real gap in computer science literature that utilize computational efforts to help the complex decision-making process of consumers. Future efforts, require careful studies on how computational methods and tools can be used in a real-world context to help consumers make informed decisions about misinformation online.

In the next section, I offer some discussions on the overall landscape of misinformation research in computer science and information technology and conclude with remarks on some potential interdisciplinary research paths for combating misinformation.

3 DISCUSSION AND CONCLUSION

Studying computational methods of battling misinformation through a systematic framework with three main elements of Source, Content, and Consumer allows us to categorize these approaches into three categories of work. The first category, which comprises majority of computational effort, is misinformation detection and verification. These works generally focus purely on determining the veracity of news content. The work in this category generally focus on a combination of tasks: To Automatically fact-check claims and provide scores, context, alternative claims, etc; and to detect and classify verbal and visual misinformation of various kinds (deception, clickbaits, rumors, propaganda, etc). Automatic Fact-checking which has proved to be a very difficult task [46] can be done though crowdsourcing, checking with external sources, or a combination of classifiers and knowledge-bases [46]. On the other hand, detection approaches have used a variety of methods to distinguish misinformation. These methods include using language and styles and features as a signal, using visual features, and through temporal and propagation patterns of misinformation.
Another group of studies focus on determining and verifying sources of misinformation. As one of the biggest modern challenges of misinformation is utilization of social bots, in this category of work, a lot of effort has been put on developing methods to automatically classify sources as bot or human accounts. Bot detection is approached using graph-based methods, crowd-sourced methods, and by creating classifiers that use sources’ behavior and aggregate content as features. A group of scholars have also developed methods to score and classify the trustworthiness of news sources. These works utilize aggregate signals from the content of different sources including language and writing styles, features extracted from social network behavior of sources, as well as other metadata such as location and registration age.

The third category which arguably can be the most important one, is consumer-facing systems and studies. These works aim to provide tools to users to understand, detect, and mitigate the effects of misinformation. A number of interactive systems have been developed that mostly allow users to fact-check misinformation as well as to visualize the behavior of sources. Empirical studies on the usefulness and efficacy of these systems and methods are extremely sparse. Moreover, the existing studies do not deal with findings from other disciplines that are known to be extremely important in the process of battling misinformation. These findings include confirmation biases, prior exposure, social and peer pressure, echo-chambers and filter bubbles.

Even though the potential of using computational methods to battle misinformation has been discussed [64, 65], there still hasn’t been studies that provide insights on how computational tools and visual systems can be used to moderate the effects of multiple cognitive biases and social pressures. Even though there has been great advancements in computational detection of misinformation content and sources, in order to truly battle misinformation through computational tools, one of the biggest next steps should be to develop methods and tools that are designed to deal with the complex psychological and social process of how humans consume misinformation and why they are effected by it. This, in fact, requires a collaborative interdisciplinary attempt bringing together experts from psychology, cognitive sciences, education, social and political sciences, and computer science.
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