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Background: Underwater images, in general, suffer from low contrast and high color distortions due to the non-uniform attenuation of the light as it propagates through the water. In addition, the degree of attenuation varies with the wavelength resulting in the asymmetric traversing of colors. Despite the prolific works for underwater image restoration (UIR) using deep learning, the above asymmetricity has not been addressed in the respective network engineering.

Contributions: As the first novelty, this paper shows that attributing the right receptive field size (context) based on the traversing range of the color channel may lead to a substantial performance gain for the task of UIR. Further, it is important to suppress the irrelevant multi-contextual features and increase the representational power of the model. Therefore, as a second novelty, we have incorporated an attentive skip mechanism to adaptively refine the learned multi-contextual features. The proposed framework, called Deep WaveNet, is optimized using the traditional pixel-wise and feature-based cost functions. An extensive set of experiments have been carried out to show the efficacy of the proposed scheme over existing best-published literature on benchmark datasets. More importantly, we have demonstrated a comprehensive validation of enhanced images across various high-level vision tasks, e.g., underwater image semantic segmentation, and diver’s 2D pose estimation. A sample video to exhibit our real-world performance is available at https://tinyurl.com/yzcrup9n. Also, we have open-sourced our framework at https://github.com/pksvision/Deep-WaveNet-Underwater-Image-Restoration.
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Marine ecosystem exploration, over the years, undoubtedly has been more adverse than the terrestrial due to the lack of survival endurance. The need for exploration includes oceanography, marine warfare, information navigation, and the analysis of marine life. Over the past few years, underwater exploration has gained significant attention from the machine vision research community. The study on the needs mentioned above has been conducted by performing high-level vision tasks, e.g., semantic segmentation, classification etc., on underwater images and videos. Deep convolutional neural networks (CNNs) have shown exceptional performance gain over the prior-based methods on these high-level vision tasks [34]. However, they, in general, yield undesirable performances when input with seen/unseen noisy data [44]. Also, a few studies have shown that the deep CNNs can be deluded by an imperceivable noise perturbation for high-level vision tasks [64]. One straightforward solution to these problems has been the pre-processing of noisy data using low-level vision tasks such as image de-noising and restoration [43, 76].

Unlike outdoor, underwater images inhere complicated lighting conditions and environment, color casts, making restoration a more challenging task. One of the main reasons behind such visual distortions is the non-uniform attenuation of the light that varies with the wavelength [6]. Further, the visibility of the underwater ecosystem through the lens heavily depends on the marine snow that increases the light scattering effect [37]. A detailed analysis exhibiting the differences between ordinary vs. underwater image restoration has been presented in Section 1 of the supplementary material. We encourage the readers to refer it.

To solve these problems, recent efforts [16, 26, 28, 29, 37, 47, 67, 74] have been afoot towards deep learning-based methods that have shown remarkable results in other low-level vision tasks. It has been observed that most of the best-published UIR schemes (to name a few, [16, 26, 28, 29, 37]) process color channels of the degraded images with equal receptive field sizes (alias context). However, similar receptive fields for different color channels may not be a beneficial setting typically for underwater scenarios. To elaborate, consider Fig. 1, wherein it has been shown that the blue color, due to its shortest wavelength, traverses longer in the water compared to red color [11]. This type of traverse phenomenon results in most of the underwater images influenced by the blue color. It may also be concluded that the dominance of the blue color may have a direct effect on the efficiency of the high-level vision tasks, such as semantic segmentation.

It has been widely established that the larger receptive field plays a vital role in high-level vision tasks, especially classification and segmentation that includes dense per-pixel predictions [54]. Moreover, it has been mentioned earlier that the efficiency of such high-level vision tasks depends on how well the noisy input has been pre-processed by the low-level vision frameworks. Although, usage of the larger receptive field may be directly related to the efficiency of the low-level vision tasks [46]. However, this work dedicates the larger context to a specific color channel considering its vital role in the efficiency of high-level vision tasks. Given that a larger receptive field may be computationally expensive, one may also utilize the dilated filtering [85] to add the element of multi-contextual essence. However, due to its sparse sampling, the dilated filtering may induce
the gridding effect [71] in the restored images, leading to a significant reduction in performance [46]. For a deep CNN (without pooling), the spatial context can also be enlarged by increasing the depth of the network. However, such engineering may sometimes be inefficient, resulting in a higher computational cost. Another way of adding multi-contextual flavor in the network engineering is to process the whole RGB image, in parallel, with multiple convolution layers having different context sizes. Even though such a formulation may address the local and global coherence spatially, but may fail to address the same channel-wise. We have considered the designs mentioned above in Section 7 to show the potential of the proposed Deep WaveNet’s engineering.

To summarize, in an underwater scenario, efficient network engineering for UIR may help in improving the performance of underwater high-level vision tasks. Knowing that the blue color may directly influence the efficiency of high-level vision tasks, and the dominance of the blue color is because of its shortest wavelength, the high-level vision tasks may require a larger receptive field for better performance. Therefore, one may assign a larger receptive field to the blue color channel of the degraded underwater image for the task of UIR.

To the best of our knowledge, this is the first work that presents a wavelength-driven multi-contextual design of the deep CNNs for the task of UIR. For this, we have considered two of the main low-level vision tasks for the UIR, namely, image enhancement and super-resolution (SR). We have shown that the Deep WaveNet outperforms the best-published works and outputs visually pleasant enhanced underwater images, which further boosts the efficiency on high-level vision tasks, as shown in Fig. 2. Additionally, we have incorporated the attention mechanism [79] to improve the efficiency of the proposed Deep WaveNet. However, instead of its traditional usage just after the convolution layers [79], we propose to utilize it for adaptive residual learning to filter out the irrelevant features from the previous layers intelligently. It should be mentioned that both wavelength-driven multi-contextual design and attentive residual learning have not been proposed for UIR. We have presented a detailed study on how the performances of a few high-level vision tasks, such as diver’s 2D pose estimation and underwater semantic segmentation, have been improved when presented with the enhanced images produced by Deep WaveNet.

2 RELATED RESEARCH: AN OVERVIEW

This section briefly introduces the existing literature on UIR, categorized into underwater (a) image enhancement and (b) single image super-resolution. Further, we have classified the recent research based on (i) Non-Physical and Physical-model based methods, and (ii) Data-driven based approaches.

Underwater Image Enhancement: Non-Physical model-based approaches address the pixels to enhance the degraded perceptual quality of the image. In this line, Ancuti et al. [2] proposed a fusion-based scheme for enhancing the degraded underwater videos using temporal coherence. In [3], the authors presented an efficient technique built upon the fusion of two images distilled from the color compensated and white-balanced variants of the degraded underwater images. Later, Li et al. [41] utilized the robust retinex framework and optimized it using the augmented Lagrange multiplier-based Alternating Direction Minimization. Ma et al. [50] proposed to enhance the
the degraded underwater images in decorrelated color spaces such as YIQ and HSI, and then utilized Sobel edge detection algorithm to fuse them.

On the other hand, **physical-model based** methods follow the inverse approach by assuming the optical model formulation and estimating its latent parameters from a given degraded underwater image. In this line, Chiang et al. [11] proposed a systematic approach towards UIR by first incorporating the dehazing module to predict the depth map. The produced depth map is then utilized to perform the color change compensation to estimate the enhanced image. Wen et al. [78] proposed to utilize the dark channel in underwater images for predicting the scattering rate and background light in the optical model for image enhancement. Subsequently, Peng et al. [56] suggested incorporating the image blurriness for estimating the depth map for color correction. Li et al. [38] proposed a contrast correction scheme by utilizing the histogram distribution as a prior for UIR. The authors of [55] presented a depth estimation-based framework by utilizing blurriness and light absorption to enhance the degraded underwater images. Later, in [73], the authors proposed to utilize the attenuation-curve prior for underwater single image enhancement. Li et al. [40] suggested incorporating the image blurriness for estimating the depth map for color correction. Li et al. [38] proposed a contrast correction scheme by utilizing the histogram distribution as a prior for UIR. The proposed model considers the blue and green channels for de-hazing, whereas the red channel for color enhancement for estimating the artifacts-free underwater images. Ultimately proved to be one of our earliest motivations of separately localizing the attentive residuals of color channels. The authors of [70] proposed to recover the depth maps using the maximum-attenuation identification. Yang et al. [81] proposed a structure-texture decomposition-based framework that splits the degraded images into the structure and texture layers. The texture layer is denoised using gradient residual minimization and appended to the structure layer to produce the enhanced image. In [68], the authors proposed an $L_p$ norm-based minimization for single underwater image restoration. Yang et al. [83] proposed to utilize the dark channel prior [22] for an effective background light estimation. Huo et al. [23] designed a method that estimates the transmission map across each channel of the degraded image to obtain the enhanced image. Further, Bai et al. [5] proposed to utilize the local as well as global equalization of the histogram and fusion-based strategies for UIR. Berman et al. [6] proposed to utilize the concept of haze lines for the task of UIR and presented a new quantitative dataset as well.

**Data-driven Approaches:** Coming to learning-based schemes, Xu et al. [80] presented one of the earliest yet effective methods based on the Wavelet Neural Networks [1] for UIR. In [74], the authors proposed a deep CNN for the color-correction and haze removal in underwater images. Li et al. [39] adopted the weakly supervised learning paradigm for UIR. Liu et al. [45] proposed a CycleGAN [90] and VDSR [32] based joint approach for the task of UIR. Later, Guo et al. [20] utilized the generative adversarial network (GAN) [19] based framework for single image restoration. Subsequently, in [47], the authors proposed a multi-scale deep CNN, which has been built upon the conditional GAN framework. Dudhane et al. [16] proposed to utilize the concepts of channel-wise features extraction for UIR. Wang et al. [67] introduced an attention [66] mechanism-based conditional GAN framework for the task of UIR. The authors of [21] proposed the spiral GAN-based framework for the task of underwater image enhancement. Recently, Chen et al. [9] proposed a deep learning-based scheme that utilizes the physical priors for a perceptual enhancement of the degraded underwater images. Fabbri et al. [17] utilized the GANs for the task of UIR. In [37], authors proposed to utilize the white-balanced (WB), gamma-corrected (GC), and histogram equalized (HE) versions of degraded underwater images using a gated-fusion deep CNN.

**Underwater Single Image Super-resolution:** Single image super-resolution (SISR) aims to restore the higher resolution (HR) counterpart of the lower resolution (LR) input [30, 65, 84, 89]. The authors of [42] proposed a multi-layer perceptron and color features-based method, namely SRCNN, for underwater image super-resolution. Chen et al. [10] utilized the Wavelet-based
deep CNN for underwater single image super-resolution and reconstruction. In [49], the LR version of the underwater image is first processed with spatial and frequency domain constraints. The final HR version is later restored by employing a convex fusion rule. The authors of [27] utilized the generative residual learning-based approach for underwater image super-resolution. Recently, in [26], the authors proposed a multi-modal objective function that considers the chrominance-specific degradations, image sharpness, and global contrast enhancement for underwater SISR.

Major Observations: Despite the prolific literature of prior and deep learning-based methods, existing works suffer from visual artifacts, such as color distortion, in the enhanced underwater images. One of the primary reasons may be the direct plug and play of deep CNNs without properly supervising the contextual formulation of receptive fields across the channels based on their traversing ranges. As we have described, in Section 1 of the supplementary material, unlike outdoor images, underwater images require special considerations due to different attenuation ranges across the channels. Hence, the direct plug and play of outdoor models may not be suitable in underwater scenario. Moreover, it has been observed in one [40] of the earlier works that a few channels contribute more towards de-hazing while the other helps in spatial color enhancement. Due to the semantic difference between the sub-tasks mentioned above, the channels may require different receptive field sizes. Further, a majority of the methods [17, 20, 21, 27, 29, 45, 47, 67] rely on adversarial training [19], which may lead to instability during training. Particularly, due to adversarial learning, if not carefully crafted, the generator model may quickly start to generate the images to confuse the discriminator rather than producing the enhanced or de-noised underwater images [13]. Also, unlike [36, 37], the proposed approach does not utilize any priors, e.g., WB, GC, HE, for estimating the enhanced images. Such priors may help avoid learning a model that may not perform well on unseen data due to a lack of semantic guidance and a large-scale dataset. An analogy can be borrowed from the case of predicting alpha matte from a single image only without using any prior, which is quite difficult to achieve [87]. Whereas the Deep WaveNet is relatively self-sufficient in learning those semantic features without using any prior and simultaneously estimates both the enhanced and super-resolved versions of the degraded underwater image. In addition, Deep WaveNet does not comprises multiple residual dense blocks [89] and multi-modal loss functions, as in [26]. We show that the right formulation of contextual sizes and proper use of attention modules are sufficient to generate notable performance gains in both enhancement and underwater SISR.

Our Contributions: Considering the drawbacks mentioned above, we propose a multi-stage CNN, namely Deep WaveNet, that simultaneously enhances and improves the spatial resolution of the degraded underwater images. For this, we have supervised the receptive field size based on the attenuation-guided local and global coherence of the color channels. It is a well-known fact that a receptive field with a larger (smaller) size may learn the global (local) features in an image better. The global coherence in a generic underwater image mostly aligns with blue color. Whereas marine life closely aligns with green color. Therefore, based on our earlier observations of the wavelength-driven contextual size relationship, we decide to assign a larger receptive field to the blue color channel and whereas a smaller one to green and further reduced the size for red. In addition, we have also adopted a block attention-based [79] skip refinement mechanism to adaptively regulate the channel-specific information flow across the proposed Deep WaveNet. Our key contributions are summarized as follows:

- We propose a multi-stage deep CNN framework for underwater image restoration (see Section 3). The first stage supervises the color channels of the degraded input image with different contextual sizes considering its local and global semantics based on its attenuation range. The intermediate stages aggregate the learned multi-contextual features and suppress
Overview of the CBAM module. It has been used in the Deep WaveNet to adaptively refine the learned multi-contextual features.

The irrelevant color-localized skip information from the previous layers using an attention mechanism. The final stage focuses on the reconstruction of the enhanced image.

- Although the magnitude of such innovations may look simplistic, sometimes this is what one may all need to achieve the best performance, e.g., [4].
- For training, we have utilized the feature reconstruction loss [31] along with the traditional Mean Squared Error (see Section 3).
- To show the efficacy, we have presented a comprehensive set of experiments against nearly 20 existing best-published works on underwater image enhancement and super-resolution on over 12 image quality metrics (see Sections 4, 5). Also, an ablation study has been presented at the end to demonstrate the effect of various cost functions and network modules (see Section 7).
- To demonstrate the robustness of the proposed model across a variety of tasks, we have shown the comparative results on underwater image semantic segmentation and 2D divers pose estimation (see Section 6).

3 THE APPROACH DESCRIPTION

3.1 Convolutional Block Attention Module (CBAM)

Woo et al. [79] proposed the CBAM module, which has been incorporated to extract the channel and spatial attention features in the proposed architecture for the given intermediate feature map as the input. The obtained attention maps are then multiplied with the given input features for the adaptive refinement, as shown in Fig. 3. Instead of its conventional usage just after the convolution layer, in Deep WaveNet, we leverage the CBAM’s potential by utilizing it after color-localized skip connections of stages 2 and 4.

To formally describe its working principle, let $M_s(J)$ and $M_c(J)$ be the spatial and channel attention maps for the intermediate feature map $J$, which can be computed as follows:

$$
M_s(J) = \sigma(p^{7 \times 7}([A(J); M(J)])) = \sigma(p^{7 \times 7}([J^{s}_{\text{avg}}; J^{s}_{\text{max}}]))$$

$$
M_c(J) = \sigma(F^c(J^{c}_{\text{avg}}) + F^c(J^{c}_{\text{max}})),$$

where $p^{7 \times 7}$, $\sigma$, $F^c$ refer to a convolution operation with a kernel of size 7X7, Sigmoidal function, and a multi-layer perceptron with 1 hidden layer, respectively. $M$, $A$ denote the max and average pooling, respectively. Then the final refined feature $J'$ can be written as

$$
H = M_c(J) \otimes J
$$

$$
J' = M_s(H) \otimes H,
$$
Fig. 4. Dataflow of the proposed model for the simultaneous underwater image enhancement and super-resolution. CBAM and Pixel-shuffle operations are described in Section 3. The proposed model takes the degraded underwater image as input and outputs the visually and spatially enhanced image.

We encourage the readers to refer [79] for more details. We have shown that the refined features have been beneficial in constructing the visually pleasant enhanced underwater images in Section 7.2.

3.2 Network Architecture

Goal: Learn a unified deep learning-based model ($W(\theta)$) for simultaneous enhancement and super-resolution of degraded underwater images, as shown in Fig. 4.

Notations: Let $D$, $E$ be the degraded and enhanced underwater images, respectively. We also denote the red, blue, and green color channels of $D$ as $D_R$, $D_G$, and $D_B$, respectively. We denote the contextual features channel $c$ at stage $i$ with receptive field size $s$ as $f^i_{c,s}$. Below, we describe the regimes of operations of each stage of the proposed Deep WaveNet. While $\odot$ denotes channel-wise concatenation, $\oplus$ refers to pixel-wise addition of the features.

3.2.1 Stage 1. The first stage aims to generate the channel-specific features with wavelength-driven contextual sizes. For this, we input the degraded underwater image $D$, channel-wise, and obtain the multi-contextual features as

$$M^1_{<3,5,7>} = f^1_{R,3} \odot f^1_{G,5} \odot f^1_{B,7},$$

where, the above color-specific features can be estimated as

$$f^1_{R,3} = g(bn(p^{3x3}(D_R)))$$
$$f^1_{G,5} = g(bn(p^{5x5}(D_G)))$$
$$f^1_{B,7} = g(bn(p^{7x7}(D_B))),$$

with $bn$, $g$ denote batch normalization [24] and parametric ReLU layers, respectively.

3.2.2 Stage 2. The first layer of stage 2, similar to stage 1, consists of a stack of convolutional layers with different receptive fields. More specifically, stage 2 aims to generate the color-specific distortion residuals from the learned stage 1 multi-contextual features as

$$f^2_{R,3} = g(bn(p^{3x3}(M^1_{<3,5,7>}))) \odot f^1_{R,3}$$
$$f^2_{G,5} = g(bn(p^{5x5}(M^1_{<3,5,7>}))) \odot f^1_{G,5}$$
$$f^2_{B,7} = g(bn(p^{7x7}(M^1_{<3,5,7>}))) \odot f^1_{B,7}. $$
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The obtained residuals are further adaptively refined using CBAM [79] modules as

\[
\begin{align*}
  f^2_{R,3} &= CBAM(f^2_{R,3}) \\
  f^2_{G,5} &= CBAM(f^2_{G,5}) \\
  f^2_{B,7} &= CBAM(f^2_{B,7}).
\end{align*}
\]  

(6)

It has been done to ensure the two-fold goals: (a) the color-specific noisy features from stage 1 should not be propagated further to subsequent stages, and (b) towards predicting "global color correction residual", the model should not ignore the color-specific details, which it might while processing the whole input image at one go. The output of stage 2 can be defined as

\[
M^2_{<3,5,7>} = f^2_{R,3} \odot f^2_{G,5} \odot f^2_{B,7}.
\]  

(7)

3.2.3 Stage 3. Stage 3 takes the intermediate multi-contextual attentive residuals as input and outputs the global color-correction residual map as

\[
M^3_{<3,5,7>} = f^3_{R,3} \odot f^3_{G,5} \odot f^3_{B,7},
\]  

(8)

where

\[
\begin{align*}
  f^3_{R,3} &= g(bn(p^{3\times3}(M^2_{<3,5,7>}))) \odot D_{R} \\
  f^3_{G,5} &= g(bn(p^{5\times5}(M^2_{<3,5,7>}))) \odot D_{G} \\
  f^3_{B,7} &= g(bn(p^{7\times7}(M^2_{<3,5,7>}))) \odot D_{B}.
\end{align*}
\]  

(9)

3.2.4 Stage 4. The final stage acts as the reconstruction module, consisting of a deconvolution layer, followed by an attentive residual block and final deconvolution layer. Stage 4 takes global color-correction residual as input and outputs the enhanced underwater image. The regimes of operations of stage 4 are as follows:

\[
\begin{align*}
  f^4 &= g(bn(w^{3\times3}(M^3_{<3,5,7>}))) \odot M^2_{<3,5,7>} \\
  f^4 &= CBAM(f^4) \\
  E &= g(bn(w^{3\times3}(f^4))),
\end{align*}
\]  

(10)

where \( w^{3\times3} \) denotes the 2D transpose convolution operation.

Before deep-diving into the super-resolution sub-stage, note that the proposed work is dedicated to underwater image restoration, which includes either image enhancement, spatial super-resolution, or both. Given a paired dataset for underwater image enhancement, the proposed network can be trained till stage 4 without improving the spatial resolution of the enhanced image. In that case, the number of output channels in Eq. 10 must be set to 3.

However, if the degraded input images of the dataset mentioned above can be transformed into the lower-resolution images using interpolation techniques, then it can be used for both underwater image enhancement and spatial super-resolution. In that case, to add the super-resolution sub-stage in the proposed model after stage 4 of the enhancement module, the output channels in Eq. 10 must be set to \( 3s^2 \), where \( s \) denotes the scale factor by which the spatial resolution is to be enhanced. The detailed regimes of operations of the super-resolution sub-stage are explained below.

3.2.5 The Super-Resolution Sub-stage. Once stage 4 outputs the enhanced image \( E \), the post-processing layers consist of 2D convolution, and pixel-shuffle [61] operations aim to improve the spatial resolution of the image. The other way to improve the resolution of the input features from the downsampling or max-pooling layers is to utilize the transpose convolution, widely known as deconvolution [88] or backward convolution [48]. The deconvolution operator with a functional stride \( st = 1 \) behaves identically to convolution [14, 86]. However, with the \( st > 1 \), the
computational cost increases, and the deconvolution operation induces the visual artifacts in the spatially super-resolved features [61]. Therefore, instead of employing deconvolution, we leverage the pixel-shuffle operation for spatial upscaling of the input features. The in-depth assessment of the efficiency of the sub-pixel convolution and pixel-shuffle operations over deconvolution is beyond the scope of this work. Hence, we encourage the readers to refer [61] for more details.

To formally define the super-resolution stage, given the stage 4 output, let $E \in \mathbb{R}^{h \times w \times 3 \times s^2}$ be the lower-resolution image or feature maps. With a spatial scale factor $s$, this stage aims to produce the higher-resolution image or features $\hat{E} \in \mathbb{R}^{s \times h \times s \times w \times 3}$. For simplicity of the notations, let $\hat{E}$ be denoted as $E$. Then, the higher-resolution $E^{s \times h \times s \times w \times 3}$ can be written as

$$E^{s \times h \times s \times w \times 3} = \mathcal{P}S(E^{h \times w \times 3 \times s^2}),$$

(11)

where $\mathcal{P}S$ denotes the pixel-shuffle operation. It periodically re-arranges the features of shape $h \times w \times k \times s^2$ into $s \times h \times s \times w \times k$ where $k = 3$ (an RGB image). It can be mathematically defined as

$$\mathcal{P}S(Z)_{u, v, k} = Z_{\lfloor u/s \rfloor, \lfloor v/s \rfloor, k, s \times s \times (v \mod s) + (k \mod s)},$$

(12)

where $u, v$ are output pixel coordinates in higher-resolution space. We have designed the post-processing layers to incorporate 2x, 3x and 4x spatial scale resolution. It should be mentioned that the flexibility of setting number of output channels in Eq. 10 shows the conceptual modularity of the proposed work across different UIR tasks.

### 3.3 Model Learning

Following the existing image restoration works [58, 59], to train the Deep WaveNet, we first have incorporated the traditional Mean Squared Error ($\ell_2$) as,

$$\mathcal{L}_2(\theta) = \frac{1}{b} \sum_{j=1}^{b} ||\mathcal{W}(\theta; D_j) - O_j||_2^2,$$

(13)

where $O$ is the original clean and higher-resolution underwater image. It is a widely known fact that the $\ell_2$-norm based minimization may suffer from blurry artefacts in the restored images.

Therefore, to overcome this drawback, we have also incorporated the Perceptual loss [31] function that helps in retaining the high-frequency details of the image. For this, we have utilized VGG16 ($V(\Theta)$) [63] model pre-trained on ImageNet [12] dataset. We define the $\ell_p$ norm between the relu2_2 features obtained by using predicted enhanced image and ground truth underwater image, as cost function, and can be written as,

$$\mathcal{L}_p(\theta) = \frac{1}{b} \sum_{j=1}^{b} ||V(\mathcal{W}(\theta; D_j); \Theta) - V(O_j; \Theta)||_2^2.$$

(14)

In addition to $\mathcal{L}_2$ and $\mathcal{L}_p$ losses, we have also utilized the Structural Similarity Index Measure (SSIM) [75] as a loss function to minimize the structural differences between $E$ and $O$. The SSIM reflects the similarity between two images and can be written as

$$SSIM(r) = \frac{2\mu_m \mu_n + Z_1}{\mu_m^2 + \mu_n^2 + Z_1}, \frac{2\sigma_{mn} + Z_2}{\sigma_m^2 + \sigma_n^2 + Z_2},$$

(15)

where $m, n$ are patches from $E$, and $O$, respectively, $\mu$, $\sigma$, and $\sigma_{mn}$ denote mean, std-dev and covariance, given $r$ the center of patches $m, n, Z_1, Z_2$ are fixed parameters. Then, the incorporated SSIM loss can be written as

$$\mathcal{L}_{SSIM}(\theta) = \frac{1}{2b} \sum_{j=1}^{b} \left(1 - SSIM(\mathcal{W}(\theta; D_j), O_j)\right)$$

(16)
Finally, the proposed scheme is optimized using the following objective function

$$\arg\min_{\theta \in \mathbb{R}} L_2(\cdot) + \lambda_P L_P(\cdot) + \lambda_S L_{SSIM}(\cdot),$$

(17)

where $\lambda_P$, $\lambda_S$ have been empirically set to $0.02$, $0.5$, respectively.

During our experimentation, it has been observed that the $L_2$ and $L_P$ losses are sufficient for the task of underwater image enhancement alone. However, for simultaneous image enhancement and super-resolution, $L_{SSIM}$ loss has to be incorporated for better performance. Therefore, for better utilization of computing resources, $\lambda_S$ is set to 0 when trained for image enhancement. Also, intuitively, the addition of $L_{SSIM}$ loss for the task of image enhancement, which mostly relates to color-correction, may not be much useful in the underwater scenario.

4 EXPERIMENTAL SETUP

4.1 Datasets and Training Setup

We have utilized the publicly available underwater image enhancement and super-resolution benchmarks, namely UIEB [37], EUVP [28], and UFO-120 [26]. For the enhancement task, we have adopted the EUVP training dataset that comprises of $11435$ paired underwater images, each of size $256 \times 256$. The EUVP test-set consists of $515$ image pairs of the same size. To show the results on the UIEB dataset, we have finetuned the pre-trained model learned using the EUVP dataset.

The UIEB dataset consists of $890$ paired images. Following the [37], a random subset of $800$ images is used as the training set, and the rest $90$ images are utilized as the test-set. We have resized the training images to a size of $512 \times 512$ given the memory constraint. Note that the chosen test-set may not align with the author’s original test-set. Therefore, we have followed 5-fold cross-validation for a fair comparison and reported the mean results. We have also utilized the Challenge set of the UIEB dataset that consists of $60$ degraded underwater images without ground truth references.

For simultaneous enhancement and super-resolution, we have utilized the UFO-120 dataset that comprises $1500$ paired images for training and $120$ images for testing. The ground truth images are of shape $640 \times 480$. Furthermore, we have modularized the proposed Deep WaveNet to assist $2\times$, $3\times$, and $4\times$ SR configurations.

We have trained the proposed model using Pytorch [53] framework with Adam [33] optimization and an initial learning rate of $2e - 4$ on Nvidia Tesla V100 GPU. The training progressed for about $2.3K$ iterations. The model takes $\sim 5$ GB of memory with a batch size of $5$. Our proposed Deep WaveNet is a lightweight model of size just $3.23$ MB, and can process an image of shape $640 \times 480$ within $0.38$ seconds.

4.2 Competing Methods

4.2.1 Underwater Image Enhancement: For this task, we have compared the proposed scheme with following existing best-published works: (i) Fusion-based [2] (CVPR’12), (ii) Retinex-based [18] (ICIP’14), (iii) Histogram Prior [38] (TIP’16), (iv) Blurriness-based [55] (TIP’17), (v) GDCP [57] (TIP’18), (vi) Water CycleGAN [39] (SPL’18), (vii) Dense GAN [20] (OE’19), (viii) Water-Net [37] (TIP’19), (ix) Haze Lines [6] (TPAMI’20), (x) UGAN [17] (ICRA’18), (xi) Funie-GAN [29] (RAL’2020), (xii) Deep SESR [26] (RSS’2020), (xiii) Ucolor [36] (TIP’21).

4.2.2 Underwater Image Super-Resolution: For the task of single image super-resolution, we have compared the proposed work with the following state-of-the-art baselines: (i) SRCNN [15] (TPAMI’16), (ii) SRRResNet [35] (CVPR’17), (iii) SRGAN [35] (CVPR’17), (iv) SRDRM [27] (ICRA’20), (v) SRDRM-GAN [27] (ICRA’20), (vi) Deep SESR [26] (RSS’20).
Table 1. Comparison against the best-published works on EUVP dataset for the task of image enhancement. ▽ denotes lower is better. Best and second-best results are shown in red and blue colors, respectively.

| Methods       | MSE  | PSNR | SSIM | UIQM | NIQE | PCQI | UISM | VIF | E  | AG | UIConM | UCIQE |
|---------------|------|------|------|------|------|------|------|-----|----|----|--------|--------|
| UGAN [17]     | .36  | 26.55| .80  | 2.89 | .90  | .700 | 6.84 | 4.02| 7.52| .48| .79    | .581   |
| UGAN-P [17]   | .36  | 26.54| .80  | 2.93 | .51  | .704 | 6.83 | .40 | 7.54| .58| .79    | .590   |
| Funie-GAN [29]| .39  | 26.22| .79  | 2.97 | .51  | .706 | 6.90 | .38 | 7.55| 8.58| .64    | .500   |
| Funie-GAN-UP  | .60  | 25.22| .78  | 2.93 | .87  | .702 | 6.86 | .39 | 7.50| .78| .79    | .588   |
| Deep SESR [26]| .34  | 27.08| .80  | 3.09 | .56  | .679 | 7.06 | .38 | 7.40| 7.57| .78    | .572   |
| Deep WaveNet  | .29  | 28.62| .83  | 3.04 | 4.49 | .694 | 7.06 | .43 | 7.38| 7.00| .77    | .559   |

Table 2. Comparison against the best-published works on UIEB dataset for the task of image enhancement. Best and second-best results are shown in red and blue colors, respectively.

| Methods                                | MSE  | PSNR | SSIM | UIQM | NIQE |
|----------------------------------------|------|------|------|------|------|
| Input                                  | 1.29 | 17.11| .61  |      |      |
| Fusion-based [2]                       | 0.91 | 21.23| .78  |      |      |
| Histogram Prior [38]                   | 1.70 | 15.85| .53  |      |      |
| Retinex-based [18]                     | 1.34 | 17.66| .61  |      |      |
| GDCP [57]                              | 3.33 | 13.86| .55  |      |      |
| Blurriness-based [55]                  | 1.91 | 15.31| .60  |      |      |
| Water CycleGAN [39]                    | 1.72 | 15.75| .52  |      |      |
| DenseGAN [20]                          | 1.21 | 17.28| .44  |      |      |
| WaterNet [37]                          | 0.79 | 19.11| .79  |      |      |
| Hazelines [6]                          | 2.44 | 15.17| .57  |      |      |
| Deep SESR [26]                         | 1.70 | 16.65| .57  |      |      |
| Deep WaveNet                           | 0.60 | 21.57| .80  |      |      |

Table 3. Comparison against the best-published works on Challenge set for the task of image enhancement. Best and second-best results are shown in red and blue colors, respectively.

| Measure       | Input | Fusion-based [2] | Histogram Prior [38] | Blurriness-based [55] | GDCP [57] | DenseGAN [20] | Water CycleGAN [39] | WaterNet [37] | Ucolor [36] | Deep WaveNet |
|---------------|-------|------------------|----------------------|-----------------------|-----------|---------------|---------------------|---------------|-------------|---------------|
| UIQM          | 0.84  | 1.22             | 1.27                 | 1.13                  | 1.07      | 1.11          | 0.91                | 0.97          | 0.86        | 2.14          |
| NIQE          | 7.14  | 6.94             | 5.32                 | 6.01                  | 5.92      | 5.73          | 7.67                | 6.04          | 6.21        | 3.98          |

4.3 Evaluation Metrics

We have incorporated both reference and reference-less image quality metrics for a robust comparison of the proposed scheme, as follows: Mean-Squared Error (MSE), Peak Signal-to-Noise Ratio (PSNR), SSIM, Underwater Image Quality Measure (UIQM) [52], Natural Image Quality Evaluator (NIQE) [51], Patch-based Contrast Quality Index (PCQI) [72], Underwater Image Sharpness Measure (UISM) [52], Visual Information Fidelity (VIF) [60], Average Entropy (E), Average Gradient, Underwater Image Contrast Measure (UIConM) [52], Underwater Color Image Quality Evaluation (UCIQE) [82].

5 RESULTS

Quantitative results have been presented in Tables 1, 2 and 4. A comprehensive comparison against best-published works for underwater image enhancement has been presented in Tables 1 and 2. Whereas the results on underwater single image super-resolution have been given in Table 4. It can be observed from Table 1 that the proposed model has outperformed the existing works on
Table 4. Comparison against the best-published works on UFO-120 dataset for the task of underwater image super-resolution. Best and second-best results are shown in red and blue colors, respectively.

| Methods                  | PSNR 2x | SSIM 2x | UIQM 2x | PSNR 3x | SSIM 3x | UIQM 3x | PSNR 4x | SSIM 4x | UIQM 4x |
|--------------------------|---------|---------|---------|---------|---------|---------|---------|---------|---------|
| SRCNN [15]               | 24.75 ± 3.7 | 22.22 ± 3.9 | 19.05 ± 2.3 | .72 ± .07 | .65 ± .09 | 2.39 ± 0.35 | 2.24 ± 0.17 | 2.02 ± 0.47 |
| SRResNet [35]            | 25.23 ± 4.1 | 23.85 ± 2.8 | 19.13 ± 2.4 | .74 ± .08 | .68 ± .07 | 2.42 ± 0.37 | 2.18 ± 0.26 | 2.09 ± 0.30 |
| SRGAN [35]               | 26.11 ± 3.9 | 23.87 ± 4.2 | 21.08 ± 2.3 | .75 ± .06 | .70 ± .05 | 2.44 ± 0.28 | 2.39 ± 0.25 | 2.26 ± 0.17 |
| SRDRM [27]^‡             | 24.62 ± 2.8 | −        | 23.15 ± 2.9 | .72 ± .17 | −        | 2.67 ± 0.19 | 2.59 ± 0.64 | −        | 2.56 ± 0.63 |
| SRDRM-GAN [27]^‡          | 24.61 ± 2.8 | −        | 23.26 ± 2.8 | .72 ± .17 | −        | 2.67 ± 0.19 | 2.59 ± 0.64 | −        | 2.57 ± 0.63 |
| Deep SESR [26]           | 25.70 ± 3.2 | 26.86 ± 4.1 | 24.75 ± 2.8 | .75 ± .08 | .75 ± .06 | 2.66 ± 0.05 | 2.15 ± 0.48 | 2.87 ± 0.39 | 2.55 ± 0.35 |
| Deep WaveNet             | 25.71 ± 3.0 | 25.23 ± 2.7 | 25.08 ± 2.9 | .77 ± .07 | .76 ± .07 | 2.99 ± 0.57 | 2.96 ± 0.60 | 2.97 ± 0.59 |

Fig. 5. Qualitative comparison against the best-published works for the task of underwater image enhancement on UIEB dataset. Results, shown in last two rows, are obtained using UIEB Challenge test-set.

almost all adopted image quality metrics. While on PSNR and SSIM, the proposed work has shown a significant improvement of 5.68%, 3.75%, respectively, a notable increment of ~ .7 and ~ 11 has been observed in terms of VIF and NIQE over one of the most recent works in UIR, namely Deep
SSIM: 0.4016
PSNR: 18.68

SSIM: 0.3604
PSNR: 18.41

SSIM: 0.3605
PSNR: 18.40

SSIM: 0.6540
PSNR: 23.24

SSIM: 1
PSNR: ∞

SSIM: 0.0932
PSNR: 14.84

SSIM: 0.0921
PSNR: 14.70

SSIM: 0.0763
PSNR: 14.64

SSIM: 0.6948
PSNR: 21.72

SSIM: 0.6948
PSNR: 21.72

SSIM: 0.8440
PSNR: 20.81

SSIM: 1
PSNR: ∞

Fig. 6. Qualitative comparison of the proposed method against existing works on underwater single image super-resolution. More results are shown in supplementary material.
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Fig. 7. Qualitative demonstration of the segmentation maps obtained by using the enhanced images from various UIR existing works. ● Human divers, ● Wrecks and ruins, ● Robots and instruments, ● Fish and vertebrates, ● Reefs and invertebrates.

SESR [26]. It can also be observed that the proposed model has procured supremacy on 7 out of 12 adopted image quality metrics in the case of underwater image enhancement. The quantitative comparison on UIEB test set has been shown in Table 2. It can be observed from Table 2 that the proposed scheme has significantly outperformed the existing best-published works on the UIEB test set in terms of all mentioned metrics. Especially in the case of PSNR, on which the proposed model has shown a notable improvement of 13% over WaterNet [37].
We have also presented the visual comparison of the proposed work against existing methods in Figure 5. It can be observed from Figure 5 that the existing methods Retinex [18] and Haze Lines [6] suffer from under and over-saturation of colors in enhanced images. While the methods like GDCP [57] and Fusion-based [2] fail to recover the degraded images, the proposed method outputs the most visually pleasant enhanced images. We have shown the qualitative results of UIEB Challenge test-set as well. It can be observed that the enhanced results obtained by utilizing the proposed work retain the bluish essence of the water better than the existing works such as Ucolor [36]. The quantitative result on Challenge set has been shown in Table 3. It can be observed that the proposed Deep WaveNet model has outperformed the existing best-published works on underwater image enhancement with a significant improvement in terms of UIQM and NIQE. It may be due to the wavelength-specific receptive field sizes of the kernels dedicated to each color channel and adaptive usage in residual learning.

Table 4 presents the quantitative results on the underwater single image super-resolution task (SISR). Note that all the enlisted best-published methods for traditional SISR in Table 4 have been trained and tested on the underwater dataset. However, due to the unavailability of the executable codes, we have directly presented the values mentioned in Deep SESR [26] for SRCNN, SRResNet, and SRGAN. It can be observed from Table 4 that the proposed wavelength-specific multi-contextual deep CNN has outperformed the existing best-published works for the task of underwater SISR. Even though a slight underperformance has been observed in PSNR, a significant performance gain has been observed in terms of SSIM and UIQM. Particularly, in the case of 4×, where the proposed work has outperformed the Deep SESR [26] by an improvement of ~ 12% in SSIM.

A qualitative comparison has also been given in Fig. 6 for the task of underwater SISR. It can be observed that the results produced by SRDRM [27] and SRDRM-GAN [27] do not entirely remove the color distortions in the enhanced images. Further, the results obtained by using Deep SESR [26] still comprise of original noise traces. Whereas the enhanced images generated by using Deep WaveNet are artifacts-free and perceptually similar to ground truth images. More quantitative and qualitative results on underwater image enhancement and SISR are given in the provided supplementary material. We encourage the readers to refer it.
6 EFFECT ON HIGH-LEVEL VISION TASKS

We have also verified the robustness of the enhanced images produced by the Deep WaveNet against existing UIR methods on a few underwater high-level vision tasks. For this, in particular, we have considered underwater single image semantic segmentation and diver’s 2D pose estimation tasks.

6.1 Underwater Image Semantic Segmentation

Semantic segmentation deals with scene understanding by assigning the dense labels to all pixels in an image [69]. Its applications span from ground-level autonomous driving to satellite remote sensing. For the task of underwater image semantic segmentation, we have considered the recent work SUIM\(^1\) [25] that assigns each pixel in one of the five groups, namely: (a) Human divers, (b) Wrecks and ruins, (c) Robots and instruments, (d) Fish and vertebrates, and (e) Reefs and invertebrates. It can be observed from Fig. 7 that the segmentation maps generated by utilizing the enhanced images of the proposed method are more refined than those of other existing best-published works. It may be due to attributing a larger contextual size to the blue channel that reflects the global coherence, resulting in quantitatively enhanced underwater images.

6.2 Underwater Divers 2D Pose Estimation

In addition, we have also considered one of the most challenging high-level vision tasks, i.e., diver’s 2D pose estimation, in underwater imaging. For this, following [29], we have utilized OpenPose\(^2\) [7, 8, 62, 77] method to estimate the 2D pose of the human body in an image. Particularly, we have utilized enhanced images generated by the proposed model and existing works for this task, as shown in Fig. 8. It can be observed that the pose key points reflected in the enhanced images of the proposed model are more accurate than those of the existing works [2, 6, 18, 26, 57] and original degraded images. Further, it can be concluded that an efficient model for a low-level vision task may also help in improving the performance of the relevant high-level vision tasks.

6.3 Failure Case

We have found some inconsistent samples where enhancement declines the high-level vision performance. To elaborate, consider Figure 9, where top-row denotes the degraded underwater images, middle-row shows the enhanced underwater images by using Deep WaveNet and bottom-row presents the clean underwater images. Each image presents the detected 2D pose of the human body using OpenPose framework. OpenPose is a multi-person system to jointly detect the human body, hand, facial, and foot key points (in total 135 key points) on single images.

It can be observed from Figure 9 (a) that OpenPose detected the 2D pose of a fish (a human alike diver) in the degraded image (top-row; shown using a black box). Whereas the same framework detected a random background object as human in the enhanced image (middle-row) instead of fish. While the enhancement helps in alleviating the false positive of 2D pose detected for fish, it also induces another false positive of 2D pose detected for random-illusion being human-alike. Such a phenomenon can also be observed in Figures 9 (c, d, f, and g). It can also be observed from Figure 9 (b) that although OpenPose detected the hand part of the diver in enhanced image, it missed out the leg part which has been earlier detected in degraded underwater image, as shown in white-box. It may be because OpenPose has not seen the human-alike objects, such as fish, during its learning. Therefore, it may have generated those false positives in the degraded and enhanced images. However, for the cases like Figure 9 (b), the enhancement declined the high-level

---

\(^1\)https://github.com/xahidbuffon/SUIM

\(^2\)https://github.com/CMU-Perceptual-Computing-Lab/openpose
Fig. 9. **Failure case:** Visual demonstration of the cases where enhancement declines the high-level vision performance. *Top:* Degraded underwater images, *middle:* enhanced images using Deep WaveNet, and *bottom:* clean underwater images.

Table 5. Quantitative results achieved using different cost functions on EUVP and UIEB datasets for the task of underwater image enhancement.

| Metrics | EUVP | UIEB |
|---------|------|------|
|         | $L_2$ | $L_2 + \lambda_P L_P$ | $L_2$ | $L_2 + \lambda_P L_P$ |
| MSE     | .59   | .29  | .68   | .60   |
| PSNR    | 27.51 | 28.62| 21.29 | 21.57 |
| SSIM    | .79   | .83  | .79   | .80   |

Table 6. Quantitative results achieved using different cost functions on UFO-120 dataset for underwater image super-resolution.

| Methods                  | PSNR     | SSIM     | UIQM     |
|--------------------------|----------|----------|----------|
|                          | 2x       | 3x       | 4x       | 2x       | 3x       | 4x       | 2x       | 3x       | 4x       |
| $L_2$                    | 22.95 ± 2.9 | 24.78 ± 2.4 | 24.32 ± 2.6 | .74 ± .06 | .71 ± .07 | .70 ± .08 | 2.72 ± 0.60 | 2.95 ± 0.48 | 2.73 ± 0.60 |
| $L_2 + \lambda_P L_P$   | 24.38 ± 2.3 | 24.62 ± 2.5 | 24.60 ± 2.6 | .73 ± .09 | .72 ± .09 | .69 ± .08 | 2.83 ± 0.63 | 2.97 ± 0.55 | 2.86 ± 0.61 |
| $L_2 + \lambda_P L_P + \lambda_S L_{SSIM}$ | 25.71 ± 3.0 | 25.23 ± 2.7 | 25.08 ± 2.9 | .77 ± .07 | .76 ± .07 | .74 ± .07 | 2.99 ± 0.57 | 2.96 ± 0.60 | 2.97 ± 0.59 |

vision performance. It may be because of several reasons, including (i) local/global change in the distribution of color/texture of the underwater image after enhancement or (ii) a completely new environment (underwater) for OpenPose, which in general expects the outdoor images as inputs. As it can be observed from Figure 9 (e), even OpenPose could not identify the humans in any version of the underwater image. The more robust framework for 2D pose estimation of human divers in the underwater scenario will be our future goal towards this direction.
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7 ABLATION STUDY

7.1 Effect of cost functions

To demonstrate the effect of various loss functions incorporated in the proposed model, we have performed the following set of baselines:

- $L_2$: The proposed model is trained for the task of underwater image enhancement on EUVP and UIEB datasets, as shown in Table 5, using $L_2$ loss only.
- $L_2$: The proposed model is trained for the task of underwater image super-resolution on UFO-120 dataset, as shown in Table 6, using $L_2$ loss only.
- $L_2 + \lambda P_L$: The proposed model is trained for the task of underwater image super-resolution on UFO-120 dataset, as shown in Table 6, using $L_2 + \lambda P_L$ loss only.

A significant improvement can be observed due to the addition of $P_L$ over $L_2$ for the task of underwater image enhancement. The perceptual loss might have helped in retaining the low-level features in the enhanced images. Coming to underwater SISR, it has been observed (see Table 6) that the $L_2$ yields minimal performance due to its widely known behavior of inducing blurriness in the denoised images. Although the inclusion of perceptual loss $P_L$ over $L_2$ significantly improved the PSNR in all resolution configurations, there has not been much increment in SSIM values. Interestingly, the addition of SSIM-based loss function $L_{SSIM}$ has remarkably improved both the SSIM and PSNR values over earlier cost functions.

7.2 Effect of Wavelength-driven Contextual Sizes and CBAM

To show the effect of wavelength-driven contextual size formulation and CBAM [79], we have performed the following baselines on EUVP dataset

Fig. 10. Qualitative demonstration of results obtained by utilizing different baseline modules as mentioned in Section 7.2. Deep WaveNet (DW)-* Res. denotes learned global color correction residual $M_{<3,5,7>}$ (see Section 3) using the respective baseline. (a) Degraded, (b) Deep WaveNet-1, (c) DW-1 Res., (d) Deep WaveNet-2, (e) DW-2 Res., (f) Deep WaveNet-3, (g) DW-3 Res., (h) Deep WaveNet-M, (i) DW-M Res., (j) Deep WaveNet, (k) DW Res. Please zoom the figures to observe the difference.
Table 7. Comparison against different baselines on EUVP dataset for the task of image enhancement. ▽ denotes lower is better.

| Methods          | Wavelength-driven | CBAM | MSE | PSNR | SSIM |
|------------------|-------------------|------|-----|------|------|
| Deep WaveNet-1   | ✗                 | ✗    | .37 | 27.45| .80  |
| Deep WaveNet-2   | ✓                 | ✗    | .37 | 27.62| .81  |
| Deep WaveNet-3   | ✗                 | ✓    | .36 | 27.99| .82  |
| Deep WaveNet-M   | ✗                 | ✓    | .57 | 28.02| .81  |
| Deep WaveNet     | ✓                 | ✓    | .29 | 28.62| .83  |

(1) Deep WaveNet-1: The proposed model (see Fig. 4, Section 3), where a contextual size of $3 \times 3$ has been set for every layer. Further, the CBAM [79] modules have been removed throughout.

(2) Deep WaveNet-2: The proposed model (see Fig. 4, Section 3), where the wavelength-driven contextual setting has been used without any CBAM [79] module.

(3) Deep WaveNet-3: The proposed model (see Fig. 4, Section 3), where a contextual size of $3 \times 3$ has been set for every layer without removing the CBAM [79] modules.

(4) Deep WaveNet-M: Similar to the proposed model in Fig. 4, except in stage 1, where instead of processing individual channels, each convolution layer ($3 \times 3$, $5 \times 5$, $7 \times 7$) process the whole RGB input image. This can be another approach of utilizing multi-contextual features.

For simplicity, we have given a categorical description of each baseline in Table 7. To summarize, it has been observed that the model (Deep WaveNet-1) with the homogeneous contextual size of $3 \times 3$ without CBAM [79] has a comparatively minimum performance. Over Deep WaveNet-1, there has been a significant improvement due to the addition of wavelength-driven multi-contextual formulation (Deep WaveNet-2). However, the performance further notably improved when incorporated with CBAM [79] module (Deep WaveNet). To justify the role of wavelength-driven multi-contextual formulation and CBAM [79] module, consider Fig. 10, where we have shown the global color-correction residuals $M_{3,5,7}$ (see Section 3) learned by the proposed baselines. It can be clearly observed that the residuals (Deep WaveNet-1 Res.) learned by the proposed baseline Deep WaveNet-1 do not comprise of much useful details that can help in improving the end performance. Similarly, adding wavelength-driven multi-contextual setting (Deep WaveNet-2 Res.) or CBAM [79] (Deep WaveNet-3 Res.) may not convey much about what the network is trying to learn for the end enhancement.

Deep WaveNet-M is architecturally similar to Deep WaveNet (see Fig. 3). However, in stage 1, it processes the whole RGB image with different contexts instead of channel-wise processing. As a result, although the multi-contextual formulation may learn local and global coherence spatially. But it may fail to address the same channel-wise. As each channel of the image is being processed by a homogeneous contextual size. This formulation may be reasonable in natural outdoor images where light attenuation is assumed to be uniform [6]. Whereas it is not the case with underwater images (see Fig. 1). As evident from Fig. 10 and Table 7, the residuals learned by the Deep WaveNet-M are unrefined compared to Deep WaveNet, hence delivered a slight under-performance. When the Deep WaveNet-1 is reinforced with wavelength-driven multi-contextual design and CBAM [79] module, it can be said that the proposed model is trying to retain the blueish and greenish essence of water and marine life (see Deep WaveNet Res.). For e.g., the blueness around the turtle in Fig. 10 (Row 2, DW Res.), or segmenting water and marine life in (Row 3, DW Res.). Therefore, it may be concluded that the addition of both wavelength-driven multi-contextual design and CBAM [79] module may have helped the proposed model in learning essential features for an efficient UIR.

7.2.1 Run-time and Memory Usages of Different Baselines: We have already presented the qualitative and quantitative results of different baselines of Deep WaveNet in above section. We now present
the memory usage and computational overhead of each baseline during training and inference in Table 8. The experiments have been conducted using Nvidia P100 16 GB GPU. Note that images of size $256 \times 256$ have been used with batch size of 5 and 1 during training and testing, respectively.

### Table 8. Computational overhead of different baselines in terms of run-time and memory usage.

| Baseline       | Training | Inference |
|----------------|----------|-----------|
|                | Time (per epoch in minutes) | Memory (per batch in GB) | Time (per image in seconds) | Memory (per image in GB) |
| Deep WaveNet-1 | 5.71     | 3.43      | 0.01      | 1.51          |
| Deep WaveNet-2 | 17.83    | 3.67      | 0.05      | 1.75          |
| Deep WaveNet-3 | 11.87    | 4.02      | 0.03      | 2.21          |
| Deep WaveNet-M | 40.17    | 4.74      | 0.13      | 2.73          |
| Deep WaveNet   | 36.74    | 4.50      | 0.10      | 2.64          |

### 8 CONCLUSIONS

In this paper, we proposed a novel deep learning-based model for simultaneous underwater image enhancement and super-resolution. We proposed to utilize the distinctive receptive field size specific to each channel of the image, driven by its wavelength. We showed that such a type of multi-contextual formulation helps in learning the diverse local and global features of each channel of the underwater images. Further, the learned features are adaptively refined using a block attention mechanism that remarkably enhanced the performance of the proposed scheme. Our proposed model is architecturally extensible to support spatial super-resolution of the enhanced underwater images. We have shown the supremacy of the proposed scheme across various benchmark datasets over existing best-published works. We also provided extensive ablation experiments to justify the contributions of different modules. In the future, we would like to extend this approach for underwater video enhancement and super-resolution.
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