Abstract. The paper aims to introduce the cyclotomic $q$-Schur superalgebra via the permutation supermodules of the cyclotomic Hecke algebra and investigate its structure. In particular, we show that the cyclotomic $q$-Schur superalgebra is a cellular superalgebra and establish the double centralizer property between the cyclotomic Hecke algebra and the cyclotomic $q$-Schur superalgebra.

1. Introduction

In [9], Dipper, James and Mathas introduced the cyclotomic $q$-Schur algebra for the Ariki-Koike algebra or so-called the cyclotomic Hecke algebra associated to the complex reflection group of type $G(m, 1, n)$, which is a natural generalization of Dipper and James’ $q$-Schur algebra [8] for the Iwahori-Hecke algebra of type $A$. They showed the cyclotomic $q$-Schur algebra is a cellular algebra in the sense of Graham and Lehrer [11] and Mathas [15, Theorem 5.3] showed the Schur-Weyl duality (i.e., the double centralizer property) holds between the cyclotomic Hecke algebra and the cyclotomic $q$-Schur algebra under certain conditions.

Motivated by the quantum Schur-Weyl duality between quantum superalgebra and Iwahori-Hecke algebra of type $A$ proved in [16, 17], Du and Rui [10] introduced the quantum Schur superalgebra for the Iwahori-Hecke algebra of type $A$ and showed it is a cellular (super)algebra. In [22], the author establishes the super Schur-Weyl reciprocity between quantum superalgebra and cyclotomic Hecke algebra, which is a super analogue of the Schur-Weyl reciprocity proved independently by Sakamoto and Shoji [18] and Hu [12].

Inspired by the aforementioned works, the aim of this paper is to introduce the cyclotomic $q$-Schur superalgebra and study its properties along the line of [9]. More precisely, we first define the “permutation supermodule” of the cyclotomic Hecke algebra (see Definition 4.1) and describe its basis explicitly (see Theorem 4.8). Then the cyclotomic $q$-Schur superalgebra is defined as the endomorphism (super)algebra of the direct sum of all “permutation supermodules” (see Definition 5.1), which is a natural generalization of Dipper-James-Mathas’ cyclotomic $q$-Schur algebra and Du-Rui’s quantum Schur superalgebra.

Further we show that the cyclotomic $q$-Schur superalgebra enjoies many properties in common with the cyclotomic $q$-Schur algebra and the quantum Schur superalgebra. In particular, we show that the cyclotomic $q$-Schur superalgebra is a cellular (super)algebras (see Theorem 5.16), which enables us to get the classification of (ordinary) irreducible representations and prove that the cyclotomic $q$-Schur superalgebra is quasi-hereditary by applying Graham and Lehrer’s theory on cellular algebras. We also establish the double centralizer property between the cyclotomic Hecke algebra and the cyclotomic $q$-Schur superalgebra (see Theorem 6.6).

Let us remark that there are various cyclotomic $q$-Schur algebras: Ariki [1] introduced a cyclotomic $q$-Schur algebra as the endomorphism algebra of the action of cyclotomic Hecke algebra on a $q$-tensor space and showed that this cyclotomic $q$-Schur algebra is a quotient of a quantum algebra; Lin and Rui [13] defined a special cyclotomic $q$-Schur

\begin{flushleft}
2020 Mathematics Subject Classification. Primary 16W55, 16G99; Secondary 05A99, 20C99.

Key words and phrases. Cyclotomic Hecke algebras; (Cyclotomic) $q$-Schur algebras; Semistandard tableaux; Cellular algebras.
\end{flushleft}
algebra via the affine tensor space and showed it is a quotient of an affine quantum group; Sawada and Shoji [19] defined the cyclotomic $q$-Schur algebra as the endomorphism algebra of the action of the modified Ariki-Koike algebra on a $q$-tensor space; Deng et al. [7] introduced the slim cyclotomic $q$-Schur algebra and constructed its basis via the symmetric polynomials in Jucys-Murphy elements of the cyclotomic Hecke algebra. It may be interesting to formulate the super-versions of the aforementioned cyclotomic $q$-Schur algebras.

This paper is organized as follows. After a brief review of the definition of the cyclotomic Hecke algebra and its cellular basis in Section 2, we begin to fix the combinatoric notations and give some useful facts on semistandard tableaux in Section 3. The permutation supermodule of the cyclotomic Hecke algebra is defined and its basis is described explicitly in Section 4. Section 5 devotes to introduce the cyclotomic $q$-Schur superalgebra and to show its cellularity. We study the representations of the cyclotomic $q$-Schur superalgebra via its cellularity and establish the Schur-Weyl duality between the cyclotomic Hecke algebra and the cyclotomic $q$-Schur superalgebra in the last section.

Throughout the paper, $m, n$ are fixed positive integers not less than one; $k, \ell$ are non-negative integers with $k + \ell > 0$, $k_1, \ldots, k_m$, $\ell_1, \ldots, \ell_m$ are non-negative integers such that $\sum_{i=1}^{m} k_i = k$ and $\sum_{i=1}^{m} \ell_i = \ell$. We denote by $k = (k_1, \ldots, k_m)$, $\ell = (\ell_1, \ldots, \ell_m)$ and write $k|\ell = (k_1|\ell_1, \ldots, k_m|\ell_m)$.
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2. CYCLOTONIC HECKE ALGEBRAS

In this section, we recall the definition of the cyclotomic Hecke algebra and review briefly its cellular basis and some related facts. The main references for this section are [2] and [9].

2.1. Definition ([2, 6]). Let $R$ be an integral domain with unitary and let $q, Q_1, \ldots, Q_m$ be elements of $R$ with $q$ invertible. The cyclotomic Hecke algebra $H$ is the unital associative $R$-algebra generated by $T_0, T_1, \ldots, T_{n-1}$ and subject to relations

\[
(T_0 - Q_1) \cdots (T_0 - Q_m) = 0,
\]

\[
T_0 T_1 T_0 T_1 = T_1 T_0 T_1 T_0,
\]

\[
T_i^2 = (q - 1)T_i + q \quad \text{for } 1 \leq i < n,
\]

\[
T_i T_j = T_j T_i \quad \text{for } |i - j| > 1,
\]

\[
T_i T_{i+1} T_i = T_{i+1} T_i T_{i+1} \quad \text{for } 1 \leq i < n - 1.
\]

Remark that if $\xi \in R$ is a primitive $m$-th root of 1, $q = 1$, and $Q_i = \xi^i$ for $i = 1, \ldots, m$. Then $H$ is isomorphic to the group algebra $R \mathfrak{S}_n \ltimes (\mathbb{Z}/m \mathbb{Z})^n$ of the wreath product of the cyclic group $\mathbb{Z}/m \mathbb{Z}$ with the symmetric group $\mathfrak{S}_n$ on $n$ letters.

For a finite set $X$, let $\mathfrak{S}_X$ be the group of all permutations of $X$. Thus $\mathfrak{S}_n = \mathfrak{S}_{\{1, 2, \ldots, n\}}$ with simple transposes $s_i = (i, i + 1)$, $i = 1, \ldots, n - 1$. Let $s_{i_1} s_{i_2} \cdots s_{i_k}$ be a reduced expression for $w \in \mathfrak{S}_n$. Then $T_w := T_{i_1} T_{i_2} \cdots T_{i_k}$ is independent of the choice of reduced expression of $w$ and $\{T_w | w \in \mathfrak{S}_n\}$ is linear basis of the Iwahori-Hecke algebra associated to $\mathfrak{S}_n$, which is the subalgebra of $H$ generated by $T_1, \ldots, T_{n-1}$. 
Following [9], we define inductively the *Jucys-Murphy elements* of $H$ as following

\[ J_1 := T_0 \quad \text{and} \quad J_{i+1} := q^{-1}T_i J_i T_i, \quad i = 1, \ldots, n-1, \]

that is, $J_i = q^{1-i}T_{i-1} \cdots T_1 T_0 T_1 \cdots T_{i-1}$ for $i = 1, \ldots, n$.

It is easy to show the following facts.

2.2. **Lemma** ([9, (2.1)]). Assume that $1 \leq i < n$ and $1 \leq j \leq n$. Then

(i) $J_i J_j = J_j J_i$.
(ii) $T_i J_j = J_j T_i$ if $i \neq j - 1, j$.
(iii) $T_i (J_i J_{i+1}) = (J_i J_{i+1}) T_i$ and $T_i (J_i + J_{i+1}) = (J_i + J_{i+1}) T_i$.
(iv) If $a \in R$ and $i \neq j$ then $T_i$ commutes with $(J_1 - a)(J_2 - a) \cdots (J_j - a)$.

The following fact gives a basis for $H$.

2.3. **Theorem** ([2, Theorem 3.10]). The algebra $H$ is a free $R$-module with basis

\[ \{J_1^{c_1} J_2^{c_2} \cdots J_n^{c_n} T_w | w \in \mathfrak{S}_n, 0 \leq c_i < m \text{ for } i = 1, \ldots, n\}. \]

In particular, $H$ is a free $R$-module of rank $H = m^n n!$.

Now let $\ast$ be the anti-automorphism of $H$ determined by $T_i^\ast = T_i$ for $i = 0, 1, \ldots, n-1$. Then $T_i^\ast = T_{i-1}$ for $w \in \mathfrak{S}_n$ and $J_i^\ast = J_i$ for $i = 1, 2, \ldots, n$. Thus Theorem 2.3 shows that $H$ is a free $R$-module with basis

\[ \{T_w J_1^{c_1} J_2^{c_2} \cdots J_n^{c_n} | w \in \mathfrak{S}_n, 0 \leq c_i < m \text{ for } i = 1, \ldots, n\}. \]

Then for any right $H$-module $M$, the anti-automorphism $\ast$ enables us to yield a left $H$-module $M^\ast$ such that $M^\ast = M$ as free $R$-modules, and $h m^\ast$ for $h \in H, m \in M^\ast$.

2.5. Recall that a *composition* (resp. *partition*) $\lambda = (\lambda_1, \lambda_2, \ldots)$ of $n$, denote $\lambda \vdash n$ (resp. $\lambda \vdash n$), is a sequence (resp. weakly decreasing sequence) of non-negative integers such that $|\lambda| = \sum_{i \geq 1} \lambda_i = n$ and we write $\ell(\lambda)$ the length of $\lambda$, i.e., the number of nonzero parts of $\lambda$. The *Young diagram* of a composition $\lambda = (\lambda_1, \lambda_2, \ldots)$ is the set

\[ \lambda := \{(i, j) | 1 \leq i \text{ and } 1 \leq j \leq \lambda_i\}, \]

which regards as a collection of boxes arranged in left-justified row with $\lambda_i$ boxes in the $i$-th row. The conjugate of a partition $\lambda$ is the partition $\lambda'$ whose Young diagram is the transpose of the Young diagram of $\lambda$.

A *multipartition* (resp. *multipartition*) of $n$ is an ordered $m$-tuple $\lambda = (\lambda^{(1)}, \ldots, \lambda^{(m)})$ of compositions (resp. partitions) $\lambda^{(i)}$ such that $n = \sum_{i=1}^m |\lambda^{(i)}|$. We call $\lambda^{(i)}$ the $i$-th component of $\lambda$ and denote by $\mathcal{P}_{m,n}$ (resp. $\mathcal{P}_{m,n}$) the set of all multipartitions (resp. multipartitions) of $n$. Then $\mathcal{P}_{m,n}$ is a poset under dominance $\succeq$, where

\[ \lambda \succeq \mu \iff \sum_{a=1}^{i-1} |\lambda^{(a)}| + \sum_{b=1}^{j} \lambda^{(i)}_b \geq \sum_{a=1}^{i-1} |\mu^{(a)}| + \sum_{b=1}^{j} \mu^{(i)}_b \quad \text{for all } 1 \leq i \leq m \text{ and } j \geq 1. \]

We write $\lambda \succeq \mu$ if $\lambda \succeq \mu$ and $\lambda \neq \mu$.

The *Young diagram* of a multipartition $\lambda$ is the ordered $m$-tuple of the diagrams of its components, or equivalently, the set

\[ \lambda := \{(i, j, c) \in \mathbb{Z}_{\geq 0} \times \mathbb{Z}_{\geq 0} \times \{1, \ldots, m\} | 1 \leq j \leq \lambda^{(c)}_i\}. \]

We may and will identify $\lambda$ with its Young diagram.
2.6. For $\lambda \in P_{m,n}$, a $\lambda$-tableau $t = (t^{(1)}; \ldots; t^{(m)})$ is obtained from $\lambda$ by inserting the number $1,2,\ldots,n$ into its boxes. We may and will identify a tableau $t$ with an $m$-tuple of tableaux $t = (t^{(1)}; \ldots; t^{(m)})$, where the $c$-component $t^{(c)}$ of $t$ is a $\lambda^{(c)}$-tableau for $c = 1, \ldots, m$. We write $\text{Shape}(t) = \lambda$ if $t$ is a $\lambda$-tableau.

A $\lambda$-tableau $t = (t^{(1)}; \ldots; t^{(m)})$ is row (resp. column) standard if the entries of $t^{(c)}$ are strictly increasing in each row (resp. column) for $c = 1, \ldots, m$. A $\lambda$-tableau is standard if it is both row standard and column standard and we denote by $\text{Std}(\lambda)$ the set of all standard $\lambda$-tableaux. For example, let $t^\lambda$ (resp. $t_\lambda$) be the $\lambda$-tableau with the numbers $1,2,\ldots,n$ entered in order first along the rows (resp. columns) of the first component, and then along the rows (resp. columns) of the second component, and so on. Then $t^\lambda$ and $t_\lambda$ are standard $\lambda$-tableaux.

For a composition $\lambda^{(i)} = (\lambda_1^{(i)}, \lambda_2^{(i)}, \ldots)$, the Young subgroup associated to $\lambda^{(i)}$ is the subgroup 
$$G_{\lambda^{(i)}} = G_{\{1,\ldots,\lambda_1^{(i)}\}} \times G_{\{\lambda_1^{(i)}+1,\ldots,\lambda_2^{(i)}\}} \times \cdots$$

of $G_{\{1,\ldots,\lambda^{(n)}\}}$. Similarly, the Young subgroup associated to $\lambda = (\lambda^{(1)}; \ldots; \lambda^{(m)}) \in P_{m,n}$ is the subgroup $G_\lambda = G_{\lambda^{(1)}} \times G_{\lambda^{(2)}} \times \cdots \times G_{\lambda^{(m)}}$ of $G_n$.

Now the symmetric group $S_n$ acts from the right on the set of $\lambda$-tableaux by permuting its entries in each tableau. Clearly the row stabilizer of $t^\lambda$ is the Young subgroup of $G_\lambda$ of $G_n$. For a row standard $\lambda$-tableau $s$, let $d(s)$ be the element of $G_n$ such that $s = t^\lambda d(s)$. Then $d(s)$ is a distinguished right coset representative of $G_\lambda$ in $G_n$ and there is a correspondence between the set of row standard $\lambda$-tableaux and the set of right coset representatives of $G_\lambda$ in $G_n$.

2.7. Example. Let $\lambda = ((3,2);(1^2);(2,1))$. Then the Young diagram of $\lambda$ is

$$\lambda = \begin{array}{|c|c|c|c|}
\hline
& & & \\
\hline
\hline
& & & \\
\hline
\end{array}$$

The standard tableaux $t^\lambda$ and $t_\lambda$ are

$$t^\lambda = \begin{array}{|c|c|c|c|}
1 & 2 & 3 & \\
4 & 5 & & \\
& 6 & 8 & 9 \\
\end{array},$$

$$t_\lambda = \begin{array}{|c|c|c|c|}
1 & 3 & 5 & \\
2 & 4 & & \\
& 6 & 8 & 10 \\
\end{array}.$$ 

Given a standard $\lambda$-tableau $s = \begin{array}{|c|c|c|c|}
2 & 5 & 7 & \\
3 & 8 & & \\
& 1 & 4 & 9 \\
\end{array}$, we have

$$G_\lambda = G_{\{1,2,3\}} \times G_{\{4,5\}} \times G_{\{6\}} \times G_{\{7\}} \times G_{\{8,9\}} \times G_{\{10\}},$$

$$d(s) = (1\ 2\ 5\ 8\ 6)(3\ 7\ 4)(9\ 10).$$

2.8. Definition. For $\lambda \in P_{m,n}$, let $a_i = |\lambda^{(1)}| + \cdots + |\lambda^{(i-1)}|$ for $1 \leq i \leq m$ with $a_1 = 0$. We define $m_\lambda = u^+_\lambda x_\lambda$ and $n_\lambda = u^-_\lambda y_\lambda$, where

$$x_\lambda = \sum_{w \in G_\lambda} T_w, \quad u^+_\lambda = \prod_{i=2}^{m} \prod_{j=1}^{a_i} (J_j - Q_i);$$

$$y_\lambda = \sum_{w \in G_\lambda} (-q)^{-\ell(w)} T_w, \quad u^-_\lambda = \prod_{i=2}^{m} \prod_{j=1}^{a_i} (J_j - Q_{m-i+1}).$$

For $s, t \in \text{Std}(\lambda)$, we define

$$m_{st} = T_{d(s)}^+ m_\lambda T_{d(t)}, \quad n_{st} = (-q)^{-\ell(d(s)) - \ell(d(t))} T_{d(s)}^+ n_\lambda T_{d(t)}.$$
Lemma 2.2 shows \( m_\lambda = u_\lambda^+ x_\lambda = x_\lambda u_\lambda^+ \) and \( n_\lambda = u_\lambda^- y_\lambda = y_\lambda u_\lambda^- \). Hence \( m_\lambda^* = m_\lambda \) and \( n_\lambda^* = n_\lambda \). Note that \( m_\lambda = m_{s_1 + \lambda} \), \( m_\lambda^{st} = m_{t_5} \), and \( n_\lambda^{st} = n_{t_5} \).

2.9. Remark. Clearly \( x_\lambda, y_\lambda, u_\lambda^+ \) are also well-defined when \( \lambda \) is a multicomposition. Thus \( m_{st} \) and \( n_{st} \) are well-defined for row standard \( \lambda \)-tableaux \( s, t \).

2.10. Theorem ([9, Theorem 3.26], [14, (3.1)]). The algebra \( H \) is a free \( R \)-module with cellular basis \( \mathcal{M} = \{ m_{st} | s, t \in \text{std}(\lambda) \text{ for } \lambda \vdash n \} \) and \( \mathcal{N} = \{ n_{st} | s, t \in \text{std}(\lambda) \text{ for } \lambda \vdash n \} \).

3. (\( k, \ell \))-Semistandard Tableaux

In this section, we define the \((k, \ell)\)-semistandard tableaux associated to \((\ell, k)\)-hook multipartitions of \( n \), which play an important role in later sections. Let us remark that we are in the classical settings when \( \ell = 0 \).

3.1. Let \( \mathbb{N} \) be the set of non-negative integers. Denote by \( C(k + \ell, n) \) and by \( P(k + \ell, n) \) the set of compositions and partitions of \( n \) with \( k + \ell \) parts respectively. For \( n_1, n_2 \in \mathbb{N}, \lambda \in C(k, n_1) \) and \( \mu \in C(\ell, n_2) \), we set

\[
\lambda \lor \mu = (\lambda ; \mu) \in C(k + \ell, n_1 + n_2).
\]

Every element in \( C(k + \ell, n) \) has the form \( \lambda \lor \mu \) for some \( \lambda \in C(k, n_1), \mu \in C(\ell, n_2) \) with \( n_1 + n_2 = n \). Furthermore, we let

\[
C(k|\ell; n) = \{ \lambda|\mu : \exists n_1, n_2 \in \mathbb{N}, \lambda \in C(k, n_1), \mu \in C(\ell, n_2), \lambda \lor \mu \in C(k + \ell, n) \},
\]

\[
P(k|\ell; n) = \{ \lambda|\mu \in C(k|\ell; n) : \lambda, \mu \text{ are partitions} \}.
\]

Clearly the map \( \lambda|\mu \mapsto \lambda \lor \mu \) is a bijection between \( C(k|\ell; n) \) and \( C(k + \ell, n) \).

Following [5, Definition 2.3], a partition \( \lambda = (\lambda_1, \lambda_2, \ldots) \vdash n \) is said to be a \((k, \ell)\)-hook partition of \( n \) if \( \lambda_{k+1} \leq \ell \). We let \( H(k|\ell; n) \) denote the set of all \((k, \ell)\)-hook partitions of \( n \) and let

\[
P^+(k|\ell; n) = \{ \mu|\nu \in P(k|\ell; n) : \mu_k \geq \ell(\nu) \}.
\]

The following fact will be useful.

3.2. Lemma ([4]). Keeping notations as above. Then there is a bijection between \( H(k|\ell; n) \) and \( P^+(k|\ell; n) \) given by \( \lambda \mapsto \lambda^*_s|\lambda^* \), where

\[
\lambda^*_s = (\lambda_1, \ldots, \lambda_k), \quad \lambda^* = (\lambda_{k+1}, \lambda_{k+2}, \ldots)'.
\]

3.3. Let \( x, y \) be sets of \( k, \ell \) symbols respectively as follows

\[
x^{(i)} = \{ x_1^{(i)}, \ldots, x_k^{(i)} \}, \quad 1 \leq i \leq m;
\]

\[
y^{(i)} = \{ y_1^{(i)}, \ldots, y_\ell^{(i)} \}, \quad 1 \leq i \leq m;
\]

\[
x = x^{(1)} \cup \cdots \cup x^{(m)};
\]

\[
y = y^{(1)} \cup \cdots \cup y^{(m)}.
\]

We say that the symbols in \( x^{(i)} \cup y^{(i)} \) are of color \( i \) and define a linearly order on \( x \cup y \):

\[
x_{s}^{(i)} < y_{s}^{(i)} < x_{s}^{(i+1)} \quad \text{for } 1 \leq i < m;
\]

\[
x_{a}^{(i)} < x_{b}^{(j)} \quad \text{if and only if } i < j \text{ or } i = j \text{ and } a < b;
\]

\[
y_{a}^{(i)} < y_{b}^{(j)} \quad \text{if and only if } i < j \text{ or } i = j \text{ and } a < b.
\]

For simplicity we write \( x = \{ x_1, \ldots, x_k \} \) and \( y = \{ y_1, \ldots, y_\ell \} \) when \( m = 1 \).
Recall that a *skew diagram* is a diagram obtained by removing a smaller Young diagram from a large one that contains it. Thus a Young diagram can be viewed as a special case of a skew Young diagram. In other words, if \( \lambda = (\alpha_1, \alpha_2, \ldots), \beta = (\beta_1, \beta_2, \ldots) \) are partitions with \( \ell(\lambda) \leq \ell(\beta) \) and \( \alpha_i \leq \beta_i \) for \( i = 1, \ldots, \ell(\alpha) \), then the set-theoretic difference \( \beta \setminus \alpha \) of the corresponding diagrams forms a so-called *skew diagram*.

A \((k, \ell)\)-*skew tableau* \( T \) of shape \( \beta \setminus \alpha \) is a tableau obtained from the skew Young diagram \( \beta \setminus \alpha \) by filling the boxes with elements of \( x \cup y \), allowing repetitions. By a \((k, \ell)\)-*tableau* \( T \) of shape \( \lambda \), we mean a tableau obtained from the Young diagram \( \lambda \) by filling the boxes with elements \( x \cup y \), allowing repetitions.

### 3.4. Definition

We say a \((k, \ell)\)-tableau \( T \) is \((k, \ell)\)-*semistandard* if

(a) The \( x \)-part \( T_x \) (i.e., the boxes filled with symbols \( x \)) of \( T \) is a tableau (thus its \( y \)-part \( T_y \) is a skew tableau);

(b) the entries of \( T_x \) are nondecreasing in rows, strictly increasing in columns, that is, \( T_x \) is a *row-semistandard tableau*;

(c) the entries of \( T_y \) are nondecreasing in columns, strictly increasing in rows, that is, \( T_y \) is a *column-semistandard skew tableau*.

It is known that a \( \lambda \)-tableau can be a \((k, \ell)\)-semistandard tableau if and only if \( \lambda \) is \((k, \ell)\)-hook partition (see [5, §4.2] or [3, Lemma 4.2]).

### 3.5. Example

For \( \lambda = (3, 3, 2, 2, 1) \in H(2|2; 11) \), we let

\[
T = \begin{array}{cccc}
  x_1 & x_1 & y_1 & x_1 \\
  y_2 & y_1 & y_2 & y_2 \\
  y_1 & y_2 & y_1 & y_1 \\
\end{array} \quad \text{and} \quad S = \begin{array}{cccc}
  x_1 & x_1 & x_1 & x_2 \\
  y_1 & y_1 & y_2 & y_2 \\
\end{array}
\]

Then \( T \) is a \((2,2)\)-semistandard \( \lambda \)-tableau, while \( S \) is not a \((2,2)\)-semistandard \( \lambda \)-tableau.

### 3.6. Definition

Let \( \lambda \) be a partition of \( n \) and \( \mu \| \nu \in \mathcal{C}(k|\ell; n) \). A \((k, \ell)\)-tableau \( T \) of shape \( \lambda \) is said to be of type \( \mu \| \nu \) if the number of the symbol \( x_i \) (resp. \( y_i \)) occurring in \( T \) is \( \mu_i \) (resp. \( \nu_i \)). We say that a \((k, \ell)\)-tableau \( T \) of type \( \mu \| \nu \) is a \((k, \ell)\)-*semistandard tableau* of type \( \mu \| \nu \) if \( T_x \) is a row-semistandard tableau of type \( \mu \) (thus \( T_y \) is a column-semistandard skew tableau of type \( \nu \)).

We let \( \text{Std}(\lambda, \mu \| \nu) \) be the set of all \((k, \ell)\)-semistandard \( \lambda \)-tableaux of type \( \mu \| \nu \). Note that if \( \nu = 0 \) then a \((k, \ell)\)-semistandard \( \lambda \)-tableau \( S \) of type \( \mu \| \nu \) is exactly a semistandard \( \lambda \)-tableau of type \( \mu \) filling elements in \( x \) in the classical setting. Moreover, if \( T \in \text{Std}(\lambda, \mu \| \nu) \) then the subtableau obtained by removing the top \( k \) rows from \( T \) is a column-semistandard tableau filling elements in \( y \). Clearly, a \((k, \ell)\)-semistandard \( \lambda \)-tableau is a \((k, \ell)\)-semistandard \( \lambda \)-tableau of type \( \mu \| \nu \) for some \( \mu \| \nu \in \mathcal{C}(k|\ell; n) \).

Note that if \( \lambda \in H(k|\ell; n) \), then there is a unique \((k, \ell)\)-semistandard \( \lambda \)-tableau \( T^\lambda \) of type \( \lambda_2 \| \lambda_\ast \). Furthermore, we have the following fact, which is well-known (see [20, Theorem 2] or [10, Lemma 4.2]).

### 3.7. Lemma

For a partition \( \lambda \) of \( n \), \( \text{Std}(\lambda, \mu \| \nu) \neq \emptyset \) for some \( \mu \| \nu \in \mathcal{C}(k|\ell; n) \) if and only if \( \lambda \in H(k|\ell; n) \).

### 3.8. Example

Let \( \lambda = (3, 3, 2, 2, 1) \in H(2|2; 11) \). Then \( (\lambda_2; \lambda_\ast) = ((3, 3); (3, 2)) \) and

\[
T^\lambda = \begin{array}{cccc}
  x_1 & x_1 & x_1 & y_1 \\
  y_2 & y_2 & y_2 & y_2 \\
  y_1 & y_1 & y_2 & y_2 \\
\end{array}
\]
3.9. Let $C(k; n)$ and $P(k; n)$ be the sets of all multicompositions and of all multipartitions $\lambda = (\lambda^{(1)}, \ldots ; \lambda^{(m)})$ of $n$ such that $\lambda^{(i)}$ having $k_i$ parts $i = 1, \ldots, m$, respectively. For $n_1, n_2 \in \mathbb{N}$, $\lambda \in C(k; n_1)$ and $\mu \in C(\ell; n_2)$, we set

$$\lambda \cup \mu = (\lambda^{(1)} \cup \mu^{(1)}; \ldots ; \lambda^{(m)} \cup \mu^{(m)}) \in C(k + \ell; n_1 + n_2).$$

Further we let

$$C(k|\ell; n) = \{\lambda|\mu : \exists n_1, n_2 \in \mathbb{N}, \lambda \in C(k; n_1), \mu \in C(\ell; n_2), \lambda \cup \mu \in C(k + \ell; n)\},$$

$$P(k|\ell; n) = \{\lambda|\mu \in C(k|\ell; n) : \lambda, \mu \text{ are multipartitions}\}.$$

Note that there is a bijection between $C(k|\ell; n)$ and $C(k + \ell; n)$ defined by $\lambda|\mu \mapsto \lambda \cup \mu$.

A multipartition $\lambda = (\lambda^{(1)}, \ldots ; \lambda^{(m)})$ of $n$ is said to be a $(k, \ell)$-hook multipartition of $n$ if $\lambda^{(i)}$ is a $(k_i, \ell_i)$-hook partition for $i = 1, \ldots, m$. We denote by $H(k|\ell; n)$ the set of all $(k, \ell)$-hook multipartitions of $n$. A $(k, \ell)$-tableau $T = (T^{(1)}; \ldots ; T^{(m)})$ of shape $\lambda$ is obtained from the diagram of $\lambda$ by inserting the symbols $x \cup y$ into its boxes, allowing repetitions.

3.10. Definition. A $(k, \ell)$-tableau $T = (T^{(1)}; \ldots ; T^{(m)})$ is called $(k, \ell)$-semistandard if

(a) the $x$-part $T_x = (T_{x}^{(1)}; \ldots ; T_{x}^{(m)})$ of $T$ is a tableau with entries in $x$ (thus its $y$-part $T_y = (T_y^{(1)}; \ldots ; T_y^{(m)})$ is a skew tableau with entries in $y$); and

(b) $T_x^{(i)}$ is a row-semistandard tableau and $T_y^{(i)}$ is a column-semistandard skew tableaux for $i = 1, \ldots, m$; and

(c) for each $i$ with $1 \leq i \leq m$, the color of the symbols in $T^{(i)}$ is $i$.

Thus a $(k, \ell)$-tableau $T = (T^{(1)}; \ldots ; T^{(m)})$ of shape $\lambda$ is $(k, \ell)$-semistandard means that for each $i$ with $1 \leq i \leq m$, $T^{(i)}$ is a $(k_i, \ell_i)$-semistandard tableau with entries of $x^{(i)} \cup y^{(i)}$.

Thanks to [5, §4.2] (see also [3, Lemma 4.2]), a $\lambda$-tableau with entries $x \cup y$ can be made into a $(k, \ell)$-semistandard tableau if and only if $\lambda$ is a $(k, \ell)$-hook multipartition.

3.11. Example. Let $\lambda = ((2, 1, 1); (3, 2, 2, 1); (4, 3, 1) \in H(k|\ell; 20)$ with $k|\ell = (1|1, 1|2, 1|3)$. Then $x = \{x_1^{(1)}, x_1^{(2)}, x_1^{(3)}\}$, $y = \{y_1^{(1)}, y_1^{(2)}, y_1^{(3)}\}$, and

$$T^\lambda = \begin{pmatrix} x_1^{(1)} & x_1^{(2)} & x_1^{(3)} \\ y_1^{(1)} & y_1^{(2)} & y_1^{(3)} \end{pmatrix} \quad \text{and} \quad \begin{pmatrix} x_1^{(3)} & x_1^{(3)} & x_1^{(3)} \\ y_1^{(3)} & y_1^{(3)} & y_1^{(3)} \end{pmatrix}$$

is a $(k, \ell)$-semistandard $\lambda$-tableau.

3.12. Definition. For $\lambda \in \mathcal{P}_{m,n}$ and $\mu|\nu \in C(k|\ell; n)$, we say that a $(k, \ell)$-tableau $T = (T^{(1)}; \ldots ; T^{(m)})$ of shape $\lambda$ is of type $\mu|\nu$ if $\lambda^{(i)}$ is of type $\mu|\nu^{(i)}$. If for $a = 1, \ldots, m$, the number of the symbol $x_i^{(a)}$, $i = 1, \ldots, k_a$, (resp. $y_j^{(a)}$, $j = 1, \ldots, \ell_a$) occurring in $T$ is $\mu_i^{(a)}$ (resp. $\nu_j^{(a)}$).

A $(k, \ell)$-tableau $T = (T^{(1)}; \ldots ; T^{(m)})$ of type $\mu|\nu$ is $(k, \ell)$-semistandard if

(a) the $x$-part $T_x = (T_{x}^{(1)}; \ldots ; T_{x}^{(m)})$ of $T$ is a tableau (thus its $y$-part $T_y = (T_y^{(1)}; \ldots ; T_y^{(m)})$ is a skew tableau);

(b) for $i = 1, \ldots, m$, $T_x^{(i)}$ and $T_y^{(i)}$ are row-semistandard tableaux and column-semistandard skew tableaux respectively;

(c) for $i = 1, \ldots, m$, the colors of the symbols in $T^{(i)}$ are not less than $i$.

Denote by $\text{Std}(\lambda, \mu|\nu)$ the set of $(k, \ell)$-semistandard $\lambda$-tableau of type $\mu|\nu$. Clearly $\text{Std}(\lambda, \mu|\emptyset)$ is the set of all semistandard $\lambda$-tableau of type $\mu$ in the sense of [9, Definition 4.4]. For $S \in \text{Std}(\lambda, \mu|\nu)$, we let $S_x$ and $S_y$ be its $x$-part and $y$-part respectively. Then $S_x$ is a row-semistandard tableau of type $\mu$ and $S_y$ satisfies
(1) \( \text{Shape}(S_y) = \lambda \setminus \text{Shape}(S_x) \) is a skew diagram;
(2) For \( a = 1, \ldots, m \), the number of \( y_{aj}^{(a)} \), \( j = 1, \ldots, \ell_a \), occurring in \( S_y \) is \( \nu_{aj}^{(a)} \);
(3) the entries of \( S_y \) are nondecreasing in columns, strictly increasing in rows;
(4) the colors of the symbols in \( S_y^{(i)} \) are not less than \( i \), \( i = 1, \ldots, m \),

that is, \( S_y \) is a column-semistandard skew tableau of type \( \nu \). Sometimes we write \( S = S_x | S_y \).

3.13. **Example.** For \( \lambda \in H(k|\ell; n) \), there is a unique \((k, \ell)\)-semistandard \( \lambda \)-tableau \( T^\lambda \) of type \( \lambda_{SD} | \lambda_s \). For example, let \( \lambda = ((2, 1, 1); (3, 2, 2, 1); (4, 3, 1) \in H(k|\ell; 20) \) with \( k|\ell = (1|1, 1|2, 1|3) \). Then \( \lambda_{SD} = ((2); (3, 3); (2, 1)), \lambda_s = ((2); (3, 2); (2, 1, 1)) \), and \( T^\lambda \) is exactly the ones in Example 3.11.

3.14. **Remark.** If \( \lambda \in H(k|\ell; n) \) then \( \text{Std}(\lambda, \mu|\nu) \neq \emptyset \) for some \( \mu|\nu \in C(k|\ell; n) \). Indeed, if \( \lambda \in H(k|\ell; n) \) then \( \text{Std}(\lambda, \lambda_{SD} | \lambda_s) = \{T^\lambda\} \neq \emptyset \). It is natural to expect the converse also holds, that is, if \( \text{Std}(\lambda, \lambda_{SD} | \lambda_s) \neq \emptyset \) for some \( \mu|\nu \in C(k|\ell; n) \), then \( \lambda \in H(k|\ell; n) \).

For \( \mu|\nu \in C(k|\ell; n) \), we let \( T^{\mu|\nu} \) be the unique \((k, \ell)\)-tableau of shape \( \mu|\nu \) with the symbols \( x_{aj}^{(i)} \) (resp. \( y_{bj}^{(i)} \)) entered in the \( a \)-th (resp. \( b \)-th) row of \( \mu^{(i)} \) (resp. \( \nu^{(i)} \)) for \( a = 1, \ldots, \ell_a \) (resp. \( b = 1, \ldots, \ell_b \)) and \( i = 1, \ldots, m \).

3.15. **Definition.** Suppose that \( \lambda \in H(k|\ell; n) \) and \( \mu|\nu \in C(k|\ell; n) \). For \( s \in \text{Std}(\lambda) \), we define \( \mu|\nu(s) \) to be the \((k, \ell)\)-tableau of shape \( \lambda \) obtained from \( s \) by replacing each entries \( i \in s \) by the symbol of \( T^{\mu|\nu} \) filled in the same box of \( T^{\mu|\nu} \) filled \( i \).

3.16. **Example.** Let \( k|\ell = (1|1, 1|2) \), \( \lambda = ((3, 1, 1); (2, 2, 1)) \in H(k|\ell; 10) \) and let \( \mu|\nu = ((2); (3)) | ((2); (2, 1)) \). Then
\[
\begin{array}{cccc}
1 & 2 & 5 & 6 \\
3 & 4 & 7 & 8 \\
9 & 10 &  & \\
\end{array}
\]
\[
\begin{array}{cccc}
1 & 2 & 5 & 6 \\
3 & 4 & 7 & 8 \\
9 & 10 &  & \\
\end{array}
\]

Now suppose that
\[
\begin{array}{cccc}
1 & 2 & 3 & 5 \\
3 & 4 & 6 & 7 \\
9 & 10 &  & \\
\end{array}
\]
\[
\begin{array}{cccc}
1 & 2 & 3 & 5 \\
3 & 4 & 6 & 7 \\
9 & 10 &  & \\
\end{array}
\]

Then
\[
\mu|\nu(s) = \mu|\nu(\tilde{s}) = \begin{pmatrix}
\begin{array}{ccc}
1 & 2 & 5 \\
3 & 4 & 7 \\
9 & 10 &  & \\
\end{array}
\end{pmatrix}
\]
\[
\begin{array}{cccc}
1 & 2 & 3 & 5 \\
3 & 4 & 6 & 7 \\
9 & 10 &  & \\
\end{array}
\]

It is easy to see that \( \mu|\nu(s), \mu|\nu(\tilde{s}) \) are \((k, \ell)\)-semistandard \( \lambda \)-tableaux of type \( \mu|\nu \) and \( \mu|\nu(s_1), \mu|\nu(s_2) \) are not \((k, \ell)\)-semistandard \( \lambda \)-tableaux.

3.17. **Definition.** For \( s \in \text{Std}(\lambda) \) and \( 1 \leq i \leq n \), if \( i = (a, b, c) \in s \) then let
\[
\text{rows}_s(i) = \begin{cases}
 x_{aj}^{(c)} & \text{if } a \leq k_c; \\
y_{bj}^{(c)} & \text{otherwise}.
\end{cases}
\]
3.18. Remark. If $\lambda \in H(\mathbb{k}|\ell;m)$ and $S \in \text{Std}(\lambda, \mu|\nu)$, then there exists a standard $\lambda$-tableau $s$ with $S = \mu|\nu(s)$. Furthermore, the function $\text{row}_s$ enables us to recover the standard $\lambda$-tableau $s$. In this case, we write $s = s_\mu \mid s_\nu$ where $s_\mu$ and $s_\nu$ are the subtableau and skew subtableau of $s$ such that $\mu(s_\mu) = S_x$ and $\nu(s_\nu) = S_y$ respectively.

For $s \in \text{Std}(\lambda)$ and $i = 1, \ldots, n$, it is clear that the nodes of $s$ filling entries $1, \ldots, i$ is a Young diagram of a multipartition and denote it by $s \downarrow i$. For $s, t \in \text{Std}(\lambda)$, we write $s \preceq t$ if $s \downarrow i \preceq t \downarrow i$ for all $i = 1, \ldots, n$ and write $s \preceq t$ if $s \preceq t$ and $s \neq t$.

3.19. Corollary. Let $S \in \text{Std}(\lambda, \mu|\nu)$. Then there exist standard $\lambda$-tableaux $\text{first}(S)$ and $\text{last}(S)$ such that

\begin{enumerate}
  \item $\mu|\nu(\text{first}(S)) = \mu|\nu(\text{last}(S)) = S$ and
  \item if $s \in \text{std}(\lambda)$ such that $\mu|\nu(s) = S$ then $\text{first}(S) \supseteq s \supseteq \text{last}(S)$.
\end{enumerate}

Proof. Thanks to Remark 3.18, there exists a standard $\lambda$-tableau $s$ such that $\mu|\nu(s) = S$. Now if there exists an integer $i$ such that $\text{row}_s(i) \neq \text{row}_s(i + 1)$ and $i, i + 1$ are in the same row of $\mu|\nu$, then the nodes of $s$ filled with entries $i, i + 1$ are not in the same row (column) of a component of $s$. In fact, if $i, i + 1$ are in the same row of a component of $s$, then $\text{row}_s(i) \neq \text{row}_s(i + 1)$ means $\text{row}_s(i) \cup \text{row}_s(i + 1) \in y$, which implies that $i, i + 1$ are not in the same row of $\mu|\nu$ owing to $\mu|\nu(s) \in \text{Std}(\lambda, \mu|\nu)$; While they are in the same column of a component of $s$, then $\text{row}_s(i) \neq \text{row}_s(i + 1)$ means either $\text{row}_s(i) \cup \text{row}_s(i + 1) \in x$ or $\text{row}_s(i) \in x$ and $\text{row}_s(i + 1) \in y$, which implies that $i, i + 1$ are not in the same column of $\mu|\nu$ due to $\mu|\nu(s) \in \text{Std}(\lambda, \mu|\nu)$. As a consequence, the tableau $\tilde{s} = s(i, i + 1)$ is standard and $\mu|\nu(\tilde{s}) = S$. Also, $s \succeq \tilde{s}$ if $\text{row}_s(i) < \text{row}_s(i + 1)$ and $\tilde{s} \succeq s$ otherwise. Therefore we complete the proof. \hfill $\square$

4. Permutation Supermodules

This section introduces the permutation supermodules of the cyclotomic Hecke algebra and provide a special (homogeneous) basis of these modules, which will used to determine the homomorphisms between permutation supermodules in §5.

4.1. Definition. For a multicomposition $\mu$, we write $\tilde{\mu} = (1^{\mu(1)}; \ldots; 1^{\mu(m)})$. For $\mu|\nu \in C(\mathbb{k}|\ell;n)$, we let $\mathcal{G}_{\mu|\nu} := \mathcal{G}_{\mu\nu} \cong \mathcal{G}_\mu \times \mathcal{G}_\nu$. $\mu^* := \mu|\nu$ and $\nu^* := \tilde{\nu}|\nu$. Define

$$x_{\mu*} = \sum_{w \in \mathcal{G}_{\mu^*}} T_w \quad \text{and} \quad y_{\nu^*} = \sum_{w \in \mathcal{G}_{\nu^*}} (-q)^{f(w)} T_w.$$

The $H$-module $M_{\mu|\nu} = m_{\mu^*} n_{\nu^*}, H$ is called the permutation supermodule of $H$.

Clearly $\mathcal{G}_{\mu|\nu} = \mathcal{G}_{\mu^*} \mathcal{G}_{\nu^*}$ and $x_{\mu^*} y_{\nu^*} = y_{\nu^*} x_{\mu^*}$. Let us remark that the permutation supermodule $M_{\mu|\nu}$ is generated by $n_{\mu^*} = m_{\mu^*} n_{\nu^*}$, which is a super analogues of [9, Definition 3.8], or a cyclotomic analogues of the signed $q$-permutation modules of $H_n(q)$ defined in [10, §5].

4.2. Given $\lambda \in \mathcal{P}_{m,n}$ and $S \in \text{Std}(\lambda, \mu|\nu)$, if $S = \mu|\nu(s)$ for some $s \in \text{std}(\lambda)$ then, thanks to Remark 3.18, we may write $s = s_\mu \mid s_\nu$ such that $\mu(s_\mu) = S_x$ and $\nu(s_\nu) = S_y$. For $t \in \text{std}(\lambda)$, we denote by $t_\mu$ (resp. $t_\nu$) the standard subtableau (resp. standard skew subtableau) of $t$ with shape $\text{shape}(s_\mu)$ (resp. shape($s_\nu$)). Note that the standard (sub)tableau $t_\mu$ may and will be viewed as the unique row-standard shape($t_\mu$) $\mid$ $\tilde{\nu}$-tableau $t_\mu | \tilde{\nu}^\circ$, where $\tilde{\nu}^\circ$ is the $\tilde{\nu}$-tableau with the numbers occurring in $t_\mu$ entered in order first along the rows of the first component of $\tilde{\nu}$, and then along the rows of the second component, and so on. Similarly, the standard skew subtableau $t_\nu$ may and will be viewed as the unique row-standard $\tilde{\mu}$ $\mid$ shape($t_\nu$)-tableau $t_\nu | \tilde{\mu}^\circ$, where $\tilde{\mu}^\circ$ is the $\tilde{\mu}$-tableau with the numbers occurring in $t_\nu$ entered in order first along the rows of the first component of
\( \nu \), and then along the rows of the second component, and so on. Thus we may and will write \( t = t_{\mu}[t_{\nu}] \) with \( \text{shape}(t_{\mu}) = \text{shape}(s_{\mu}) \) and \( \text{shape}(t_{\nu}) = \text{shape}(s_{\nu}) \).

Now we let \( t_{\text{shape}(t_{\nu})} \) (resp. \( t_{\text{shape}(t_{\nu})} \)) be the \( \text{shape}(t_{\mu}) \)-tableau (resp. skew \( \text{shape}(t_{\nu}) \)-tableau) with the numbers occurring in the subtableau \( t_{\mu} \) (resp. skew subtableau \( t_{\nu} \)) entered in order first along the rows of the first component, and then along the rows of the second component, and so on. Finally, let \( d(t_{\mu}) \) (resp. \( d(t_{\nu}) \)) be the element of \( \mathcal{G}_{\text{shape}(t_{\mu})} \) (resp. \( \mathcal{G}_{\text{shape}(t_{\nu})} \)) such that \( t_{\mu} = d(t_{\mu}) t_{\text{shape}(t_{\mu})} \) (resp. \( t_{\nu} = d(t_{\nu}) t_{\text{shape}(t_{\nu})} \)). Clearly, \( d(t_{\mu}) \) (resp. \( d(t_{\nu}) \)) is exactly the element of \( \mathcal{G}_{\text{shape}(t_{\mu})} \) (resp. \( \mathcal{G}_{\text{shape}(t_{\nu})} \)) such that \( t_{\mu} t_{\nu} = d(t_{\mu}) t_{\text{shape}(t_{\mu})} t_{\nu} \) (resp. \( t_{\nu} t_{\mu} = d(t_{\nu}) t_{\text{shape}(t_{\nu})} t_{\mu} \)).

The following easy verified fact will be useful.

4.3. Lemma. Let \( \lambda \in \mathcal{P}_{m,n} \) and \( \mu|\nu \in C(k|\ell,n) \). If \( s, t \) are standard \( \lambda \)-tableaux satisfying \( \mu|\nu(s) = \mu|\nu(t) = S \in \text{Std}(\lambda, \mu|\nu) \), then \( \text{shape}(s_{\mu}) = \text{shape}(t_{\mu}) \) and \( \text{shape}(s_{\nu}) = \text{shape}(t_{\nu}) \).

Proof. It suffices to show that \( \text{shape}(s_{\mu}) = \text{shape}(t_{\mu}) \). Thanks to Corollary 3.19, there exist first(S), last(S) \in \text{Std}(\lambda) \) such that \( \mu|\nu(\text{first}(S)) = \mu|\nu(\text{last}(S)) = S \) and \( \text{first}(S) \geq s, t \geq \text{last}(S) \). Thus there exist \( w_{s}, w_{t} \in \mathcal{G}_{n} \) such that \( s = \text{first}(S) w_{s} \) and \( t = \text{first}(S) w_{t} \), this shows \( t = s w \) for some \( w \in \mathcal{G}_{n} \). Now let \( s_{i_{1}} \cdots s_{i_{j}} \) be a reduced expression of \( w \). Then \( t_{a} = s_{i_{1}} \cdots s_{i_{j}}, a = 1, \ldots, j \), are standard \( \lambda \)-tableau such that \( \mu|\nu(t_{a}) = S \). Therefore we may assume that \( t = s(s_{a+1}) \) for some \( s \) such that \( i, i + 1 \) in the same row of \( t_{\mu|\nu} \). Note that the symbols filled in the same row of \( t_{\mu|\nu} \) are same. Therefore \( \text{shape}(s_{\mu}) = \text{shape}(t_{\mu}) \).

Thanks to Corollary 3.19 and Remark 2.9, we can get the following definition, which is a super analogue of [9, Definition 4.8].

4.4. Definition. For \( S \in \text{Std}(\lambda, \mu|\nu) \) and \( t \in \text{std}(\lambda) \), we define

\[
m_{S_{t}} := \sum_{s \in \text{std}(\lambda, \mu|\nu(s) = S)} m_{s_{\mu} t_{\mu}} \sum_{s \in \text{std}(\lambda, \mu|\nu(s) = S)} n_{s_{\nu} t_{\nu}}.
\]

4.5. Example. Assumptions and notations being as in Example 3.16, let

\[
\begin{bmatrix}
1 & 2 & 5 \\
3 & 4 & 9 \\
6 & 7 & 8 \\
9 & 10 & 7
\end{bmatrix}
\in \text{Std}(\lambda, \mu|\nu).
\]

Then there are three standard \( \lambda \)-tableaux \( s \) such that \( \mu|\nu(s) = S \):

\[
\begin{align*}
a_{\mu} &= \begin{bmatrix}
1 & 2 & 5 \\
3 & 4 & 9 \\
6 & 7 & 8 \\
9 & 10 & 7
\end{bmatrix}, \\
b_{\mu} &= \begin{bmatrix}
1 & 2 & 6 \\
3 & 4 & 9 \\
5 & 7 & 8 \\
6 & 10 & 7
\end{bmatrix}, \\
c_{\mu} &= \begin{bmatrix}
1 & 2 & 7 \\
3 & 4 & 9 \\
5 & 6 & 8 \\
7 & 10 & 8
\end{bmatrix}.
\end{align*}
\]

Therefore, according to §4.2, we yield

\[
\begin{align*}
a_{\mu} &= \begin{bmatrix}
1 & 2 & 5 \\
3 & 4 & 9 \\
6 & 7 & 8 \\
9 & 10 & 7
\end{bmatrix}, \\
b_{\mu} &= \begin{bmatrix}
1 & 2 & 6 \\
3 & 4 & 9 \\
5 & 7 & 8 \\
6 & 10 & 7
\end{bmatrix}, \\
c_{\mu} &= \begin{bmatrix}
1 & 2 & 7 \\
3 & 4 & 9 \\
5 & 6 & 8 \\
7 & 10 & 8
\end{bmatrix}.
\end{align*}
\]
\[ \mathbf{c}_\mu = \begin{pmatrix} 1 & 2 & 7 & 3 & 6 \\ 3 & 4 & 8 & 10 \end{pmatrix}, \mathbf{c}_\nu = \begin{pmatrix} 3 & 8 & 9 \\ 4 & 7 & 8 & 10 \end{pmatrix}. \]

So, for any \( t \in \text{Std}(\lambda) \), we have
\[ m_{st} = (m_{s\mu} t_\mu + m_{\mu t_\mu} + m_{\mu t_\nu})(n_{a_\nu} t_\nu + n_{b_\nu} t_\nu + n_{c_\nu} t_\nu). \]

4.6. Lemma. Suppose that \( \lambda \) is a \((k,\ell)\)-hook multipartition and \( \mu|\nu \in C(k|\ell;n) \). If \( S \in \text{Std}(\lambda, \mu|\nu) \) and \( t \in \text{Std}(\lambda) \) then \( m_{st} \in M_{\mu|\nu} \).

Proof. Thanks to Lemma 4.3, we assume that \( \alpha = \text{shape}(s_\mu) \) and \( \beta = \text{shape}(s_\nu) \) for all \( s \in \text{std}(\lambda) \) such that \( \mu|\nu(s) = S \), where \( \alpha \) is a multipartition of \(|\mu|\) and \( \beta \) is a multicomposition of \(|\nu|\). Furthermore, according to §4.2, we will identify \( \alpha \) and \( \beta \) with \( \alpha^* \) and \( \beta_* \), respectively. Notice that the proof of [9, Lemma 4.10] shows there exists \( h \in H \), which commutes with \( y_\nu, u_\nu^- \), such that
\[ \sum_{s \in \text{std}(\lambda)} \frac{T_{d(s_\mu)}^* x_{\alpha^*} u_{\alpha^*}^+ T_{d(t_\mu)}}{\mu|\nu(s) = S} = x_{\mu^*} u_{\mu^*}^+ h. \]

Similarly there exists \( h' \in H \), which commutes with \( x_{\mu} u_{\mu}^+ \), such that
\[ \sum_{s \in \text{std}(\lambda)} \frac{T_{d(s_\nu)}^* y_\beta u_{\beta}^- T_{d(t_\nu)}}{\mu|\nu(s) = S} = y_\nu u_\nu^- h'. \]

Now by Definitions 4.4 and 2.8, we have
\[ m_{st} = \sum_{s \in \text{std}(\lambda)} m_{s\mu} t_\mu \sum_{s \in \text{std}(\lambda)} n_{s\nu} t_\nu = \sum_{s \in \text{std}(\lambda)} T_{d(s_\mu)}^* x_{\alpha^*} u_{\alpha^*}^+ T_{d(t_\mu)} \sum_{s \in \text{std}(\lambda)} \frac{T_{d(s_\nu)}^* y_\beta u_{\beta}^- T_{d(t_\nu)}}{\mu|\nu(s) = S} = (x_{\mu^*} u_{\mu^*}^+) (y_\nu u_\nu^- h) = (x_{\mu^*} u_{\mu^*}^+) (y_\nu u_\nu^-) hh'. \]

Thus we prove that \( m_{st} \in M_{\mu|\nu} \). \( \square \)

For \( h \in H \), we let \( h = \sum_{s,t} a_{st} m_{st} = \sum_{s,t} b_{st} n_{st} \), where \( a_{st}, b_{st} \in R \), be the unique expression for \( h \) in terms of standard basis owing to Theorem 2.10. We say that \( m_{st} \) (resp. \( n_{st} \)) is involved in \( h \) if \( a_{st} \neq 0 \) (resp. \( b_{st} \neq 0 \)).

4.7. Corollary. For \( \mu|\nu \in C(k|\ell;n) \), \( u_{\mu^-}^+ H \cap x_{\mu^-} H \cap u_{\nu^-}^- H \cap y_\nu H \) is spanned by
\[ \{ m_{st} | S \in \text{Std}(\lambda, \mu|\nu), t \in \text{std}(\lambda) \text{ for some } \lambda \in H(k|\ell;n) \} \]

In particular, \( M_{\mu|\nu} = u_{\mu^-}^+ H \cap x_{\mu^-} H \cap u_{\nu^-}^- H \cap y_\nu H \).

Proof. For each multipartition \( \lambda \) let
\[ \text{Std}_{\text{last}}(\lambda, \mu|\nu) = \{ s \in \text{std}(\lambda)|\mu|\nu(s) = \text{last}(S) \text{ for some } S \in \text{Std}(\lambda, \mu|\nu) \}. \]

Thanks to [9, Lemma 4.11], every non-zero element \( h \in u_{\mu^-}^+ H \cap x_{\mu^-} H \) involves a standard basis element \( m_{s\mu} t_\mu \) with \( s \in \text{Std}_{\text{last}}(\lambda, \mu|\nu) \) and \( t \in \text{Std}(\lambda) \) for some multipartition \( \lambda \).

So there is a non-zero element of \( u_{\nu^-}^- H \cap y_\nu H \) involves an element \( n_{s\nu} t_\nu \).
Now suppose that $h \in u^+_\mu H \cap x_\mu H \cap u^-_\nu H \cap y_\nu H$ and $h = \sum a_{ab, uv} m_{ab} n_{uv}$ with $a_{ab, uv} \in R$. Let
\[
\tilde{h} = h - \sum_{\lambda \in \mathcal{T}_{\text{last}}(\lambda, \mu|\nu)} \sum_{t \in \text{std}(\lambda)} r_{st} m_{s_{\mu}, t_{\nu}} n_{s_{\nu}, t_{\nu}}.
\]
Then $\tilde{h} \in u^+_\mu H \cap x_\mu H \cap u^-_\nu H \cap y_\nu H$, while $\tilde{h}$ does not involve any term $m_{s_{\mu}, t_{\nu}} n_{s_{\nu}, t_{\nu}}$ for any $s \in \mathcal{T}_{\text{last}}(\lambda, \mu|\nu)$. Therefore, $\tilde{h} = 0$ and the first assertion follows.

Lemma 4.6 shows $m_\mathcal{S} \in M_{\mu|\nu}$. Note that
\[
M_{\mu|\nu} = u^+_\mu x_\mu y^-_\nu H \subset u^+_\mu H \cap x_\mu H \cap u^-_\nu H \cap y_\nu H.
\]
As a consequence, we yield $M_{\mu|\nu} = u^+_\mu H \cap x_\mu H \cap u^-_\nu H \cap y_\nu H$.

Let us remark that [9, Corollary 4.13] proves $u^+_\mu x_\mu y^-_\nu H = u^+_\mu H \cap x_\mu H$. Similarly we have $u^-_\nu y_\nu H = u^-_\nu H \cap y_\nu H$. Thus $M_{\mu|\nu} = u^+_\mu x_\mu H \cap u^-_\nu y_\nu H = M_{\mu^* \cap M_{\nu^*}}$ where $M_{\mu^*} = m_{\mu^*} H$ and $M_{\nu^*} = m_{\nu^*} H$.

Due to [9, Proposition 3.22], for a multipartition $\lambda$ of $n$, the $R$-module
\[
N^{\lambda^\rightarrow \lambda} := \text{Span}_R \{m_{ab}|a, b \in \text{std}(\alpha)\} \text{ for multipartition } \alpha \text{ of } n \text{ with } \alpha \triangleright \lambda
\]
is a two-sided ideal of $H$.

Further we let $z_\lambda = (N^{\lambda^\rightarrow \lambda} + m_\lambda)/N^{\lambda^\rightarrow \lambda}$. The Specht module $S^\lambda$ is the submodule of $H/N^{\lambda^\rightarrow \lambda}$ generated by $z_\lambda$, which is a free $R$-module with basis $\{z_\lambda t_d(1)|t \in \text{std}(\lambda)\}$.

The next fact is a super-version of [9, Theorem 4.14 and Corollary 4.15] or a cyclotomic analogue of [10, Proposition 5.2].

4.8. Theorem. Given $\mu|\nu \in C(k|\ell; n)$, $M_{\mu|\nu}$ is a free $R$-module with basis
\[
\{m_{s\mathcal{S}}|S \in \text{std}(\lambda, \mu|\nu), t \in \text{std}(\lambda)\} \text{ for some } \lambda \in \mathcal{P}_{m,n}.
\]
Furthermore, there exists a filtration of $M_{\mu|\nu}$
\[
M_{\mu|\nu} = M_1 > M_2 > \cdots > M_{r+1} = 0
\]
such that for each $i$ with $1 \leq i \leq r$, $M_i/M_{i+1} \cong S^\lambda_i$ for some $\lambda_i \triangleright \lambda$. Moreover, if $\lambda \in H(k|\ell; n)$ then the cardinality of $S^\lambda$ in $M_{\mu|\nu}$ is $|\text{std}(\lambda, \mu|\nu)|$.

Proof. The first part of the theorem follows by applying Lemma 4.6 and Corollary 4.7. For the second part, we choose an ordering $S_1 > S_2 > \cdots > S_r$ on the set of $(k, \ell)$-semistandard tableaux of type $\mu|\nu$ such that $j > i$ if $\lambda_i \triangleright \lambda_j$ where $S_i \in \text{std}(\lambda_i, \mu|\nu)$ and $S_j \in \text{std}(\lambda_j, \mu|\nu)$. Let $M_i$ be the $R$-submodule of $M_{\mu|\nu}$ with basis $\{m_{S_i}|j \geq i, t \in \text{std}(\lambda_j)\}$. Then
\[
M_{\mu|\nu} = M_1 > M_2 > \cdots > M_{r+1} = 0
\]
and each $M_i$ is a right ideal due to Theorem 2.10.

For $i = 1, \ldots, r$, we have $M_i \cap N^{\lambda^\rightarrow \lambda} \subseteq M_{i+1}$. So there is a well-defined $H$-homomorphism
\[
\theta : S^\lambda_i \rightarrow M_i/M_{i+1}, \quad z_{\lambda_i} \mapsto m_{S_i|\lambda_i} + M_{i+1}.
\]
Since both $S^\lambda_i$ and $M_i/M_{i+1}$ have the rank equal to the number of standard $\lambda_i$-tableaux, $\theta$ is an isomorphism. It completes the proof.

5. The Cyclotomic $q$-Schur Superalgebra

This section devotes to introduce the cyclotomic $q$-Schur superalgebra and show it is a cellular (super)algebra based on the description of homomorphisms between permutation supermodules.
5.1. **Definition.** The **cyclo
tomic \( q \)-Schur superalgebra** is the endomorphism algebra
\[
\mathcal{S}(\mathfrak{k}|\mathfrak{l}; n) := \text{End}_H \left( \bigoplus_{\mu|\nu \in \mathcal{C}(\mathfrak{k}|\mathfrak{l}; n)} m_{\mu|\nu} H \right)
\]
with \( \mathbb{Z}_2 \)-grading defined by setting
\[
\mathcal{S}(\mathfrak{k}|\mathfrak{l}; n)_i = \bigoplus_{|\nu|+|\beta| \equiv i \mod 2} \text{Hom}_H (m_{\mu|\nu} H, m_{\alpha|\beta} H), \quad i = 0, 1.
\]

5.2. **Remark.**
(i) Clearly \( \mathcal{S}(\mathfrak{k}|\mathfrak{l}; n) \cong \bigoplus_{\mu|\nu, \alpha|\beta \in \mathcal{C}(\mathfrak{k}|\mathfrak{l}; n)} \text{Hom}_H (M_{\mu|\nu}, M_{\alpha|\beta}) \) and \( \mathcal{S}(\mathfrak{k}|\mathfrak{l}; n) \)
dependents only upon the set \( \mathcal{P}(\mathfrak{k}|\mathfrak{l}; n) \) (and not on \( \mathcal{C}(\mathfrak{k}|\mathfrak{l}; n) \)) up to Morita equivalence.

(ii) Given a saturated subset \( \Lambda \) of \( \mathcal{C}(\mathfrak{k}|\mathfrak{l}; n) \), that is, \( \Lambda \) is finite and whenever \( \lambda \) is a multipartition such that \( \lambda \geq \mu \) for some \( \mu \in \Lambda \) then \( \lambda \in \Lambda \), we may define the cyclo
tomic \( q \)-Schur superalgebra associated to \( \Lambda \) as following
\[
\mathcal{S}(\mathfrak{k}|\mathfrak{l}; \Lambda) := \text{End}_H \left( \bigoplus_{\mu|\nu \in \Lambda} m_{\mu|\nu} H \right)
\]
with \( \mathbb{Z}_2 \)-grading defined by setting
\[
\mathcal{S}(\mathfrak{k}|\mathfrak{l}; \Lambda)_i = \bigoplus_{|\nu|+|\beta| \equiv i \mod 2} \text{Hom}_H (m_{\mu|\nu} H, m_{\alpha|\beta} H), \quad i = 0, 1.
\]

(iii) Clearly \( \mathcal{S}(\mathfrak{k}|\mathfrak{l}; n) = \mathcal{S}(\mathfrak{k}|\mathfrak{l}; \mathcal{C}(\mathfrak{k}|\mathfrak{l}; n)) \) is the Dipper-James-Mathas’ cyclo
tomic \( q \)-Schur algebra in [9].

(iv) \( \mathcal{S}(\mathfrak{k}|\mathfrak{l}; n) \) is the Du-Rui’s quantum Schur superalgebra in [10] when \( m = 1 \).

Now we discuss the homomorphisms between permutation supermodules, which enable us to give a cellular basis of the cyclo
tomic \( q \)-Schur superalgebra.

5.3. **Definition.** Suppose \( S \) is a subset of \( H \) and define
\[ R(S) = \{ h \in H | Sh = 0 \} \text{ and } L(S) = \{ h \in H | hS = 0 \}. \]
The **double annihilator** of \( S \) is \( L(R(S)) \).

It is easy to see that if \( \mu \) be a multicomposition of \( n \) then
\[
H_{u_{\mu}^+ x_{\mu}} \subseteq LR(u_{\mu}^+ x_{\mu}) \text{ and } LR(u_{\mu}^+ x_{\mu}) \subseteq LR(u_{\mu}^+) \cap LR(x_{\mu}).
\]
Furthermore, we have the following fact.

5.4. **Lemma.** Let \( \mu \) be a multicomposition of \( n \). Then
\[ LR(u_{\mu}^+ x_{\mu}) = Hu_{\mu}^+ x_{\mu} \text{ and } LR(u_{\mu}^- y_{\mu}) = Hu_{\mu}^- y_{\mu}. \]

**Proof.** The first assertion is exactly [9, Theorem 5.16]. The second assertion follows by applying a similar argument as the one of [9, Theorem 5.16]. \( \square \)

Now we can determine the double annihilators of permutation supermodules.

5.5. **Theorem.** Assume that \( \mu|\nu \in \mathcal{C}(\mathfrak{k}|\mathfrak{l}; n) \). Then \( LR(m_{\mu|\nu}) = H m_{\mu|\nu} \).

**Proof.** By applying Lemma 5.4, we get
\[
H m_{\mu|\nu} = Hu_{\mu}^+ x_{\mu} u_{\nu}^- y_{\nu}, \subseteq LR(m_{\mu|\nu}) \subseteq LR(m_{\mu^*} \cap LR(n_{\nu}^*)) = H m_{\mu^*} \cap H n_{\nu}. \]

While Corollary 4.7 implies \( (m_{\mu^*} H \cap n_{\nu} H)^* = (m_{\mu|\nu} H)^* \). Hence the equality holds and \( LR(m_{\mu|\nu}) = H m_{\mu|\nu}. \) \( \square \)
Now the homomorphisms between permutation supermodules can be completely determined by the following

5.6. **Corollary.** Assume that $\mu|\nu, \alpha|\beta \in \mathcal{C}(k; n)$. Then

(i) For every $\varphi \in \text{Hom}_H(M_{\mu|\nu}, M_{\alpha|\beta})$ there exists $h_\varphi \in H$ such that $\varphi(m_{\mu|\nu}) = h_\varphi m_{\mu|\nu}$; in particular, $\varphi(m_{\mu|\nu}) \in M^*_{\mu|\nu} \cap M_{\alpha|\beta}$.

(ii) $\text{Hom}_H(M_{\mu|\nu}, M_{\alpha|\beta}) \cong M^*_{\mu|\nu} \cap M_{\alpha|\beta}$.

**Proof.** Theorem 5.5 and [9, Lemma 5.2(ii)] imply that $\varphi(m_{\mu|\nu}) = h_\varphi m_{\mu|\nu}$ for some $h_\varphi \in H$. Thus $\varphi(m_{\mu|\nu}) \in M^*_{\mu|\nu}$. Clearly $\varphi(m_{\mu|\nu}) \in M_{\alpha|\beta}$ and we prove (i). (ii) follows from [9, Lemma 5.2(ii)] via an explicit isomorphism given by $\varphi \mapsto \varphi(m_{\mu|\nu})$. \qed

5.7. Now we are ready to construct a basis of $M^*_{\mu|\nu} \cap M_{\alpha|\beta}$, or equivalently a basis of $\text{Hom}_H(M_{\mu|\nu}, M_{\alpha|\beta})$ according to Corollary 5.6(ii). To do that we need more notations. Suppose that $\mu|\nu, \alpha|\beta \in \mathcal{C}(k; n)$, $\lambda \in H(k; n)$, $S \in \text{Std}(\lambda, \mu|\nu)$ and $T \in \text{Std}(\lambda, \alpha|\beta)$. If $s, t$ are standard $\lambda$-tableaux such that $\mu|\nu(s) = S$ and $\alpha|\beta(t) = T$, then we denote by $s_{\mu|\nu}$ (resp. $t_{\mu|\nu}$) the standard subtableau of $s$ (resp. $t$) with shape $\text{shape}(s_{\mu|\nu}) \cap \text{shape}(t_{\alpha|\beta})$ and by $s_{\nu|\beta}$ (resp. $t_{\nu|\beta}$) the standard skew-subtableau of $s$ (resp. $t$) of shape $\lambda/\text{shape}(s_{\mu|\nu})$. Let us remark that, thanks to Lemma 4.3, $\text{shape}(s_{\mu|\nu}) \cap \text{shape}(t_{\alpha|\beta})$ and $\lambda/\text{shape}(s_{\mu|\nu})$ depend only on S and T.

Suppose that $\text{shape}(s_{\mu|\nu}) = \kappa$ and $\lambda/\text{shape}(s_{\mu|\nu}) = \tau$. Following §4.2, we may and will identify the standard (sub)tableau $s_{\mu|\nu}$ (resp. $t_{\mu|\nu}$) with the unique row-standard $\kappa|\tau$-tableau $s_{\mu|\nu}|t_{\tau}$ (resp. $t_{\mu|\nu}|t_{\tau}$), where $t_{\tau}$ is the $\tau$-tableau with the numbers occurring in $s_{\nu|\beta}$ (resp. $t_{\nu|\beta}$) entered in order first along the rows of the first component of $\tau$, and then along the rows of the second, and so on. Similarly, the standard skew tableau $s_{\nu|\beta}$ (resp. $t_{\nu|\beta}$) may and will be viewed as the unique row-standard $\kappa|\tau$-tableau $t_{\kappa}|s_{\nu|\beta}$ (resp. $t_{\kappa}|t_{\nu|\beta}$), where $t_{\kappa}$ is the unique row standard $\kappa$-tableau with the numbers occurring in $s_{\mu|\nu}$ (resp. $t_{\mu|\nu}$) entered in order first along the rows of the first component of $\kappa$, and then along the rows of the second component, and so on.

5.8. **Example.** Assumptions and notations being as in Example 4.5, assume that $\alpha|\beta = ((2); (2))|((2); (2, 2))$ and

\[
T = \begin{pmatrix}
1 & 2 & 5 & 6 & 9 \\
3 & 7 & 10 \\
4 & 8 \\
\end{pmatrix}
\begin{pmatrix}
1 & 2 & 5 & 6 & 9 \\
3 & 7 & 10 \\
4 & 8 \\
\end{pmatrix}
\in \text{Std}(\lambda, \alpha|\beta).
\]

Then there are two standard $\lambda$-tableaux $t$ such that $\alpha|\beta(t) = T$:

\[
\tilde{a} = \begin{pmatrix}
1 & 2 & 5 & 6 & 9 \\
3 & 7 & 10 \\
4 & 8 \\
\end{pmatrix}, \quad \tilde{b} = \begin{pmatrix}
1 & 2 & 6 & 9 & 10 \\
3 & 7 & 10 \\
4 & 8 \\
\end{pmatrix}.
\]

Hence, according to §4.2, we obtain

\[
a_{\mu|\nu} = \tilde{a}_{\mu|\nu} = \begin{pmatrix}
1 & 2 & 5 & 6 \\
3 & 7 & 10 \\
4 & 9 \\
\end{pmatrix},
\]

\[
a_{\nu|\beta} = \tilde{a}_{\nu|\beta} = \begin{pmatrix}
3 & 4 & 9 & 7 & 10 \\
5 & 8 \\
\end{pmatrix}.
\]
5.9. Definition. Assumptions and notations being as in §5.7, we define
\[ m_{ST} = \sum_{s,t \in \text{Std}(\lambda)} m_{s \mu_\alpha t \mu_\alpha} + \sum_{s,t \in \text{Std}(\lambda)} n_{s \nu_\beta t \nu_\beta}. \]

5.10. Example. Assumptions and notations being as in Examples 3.16 and 5.8. Then
\[ m_{ST} = \sum_{s \in \{a,b,c\}} m_{s \mu_\alpha t \mu_\alpha} + \sum_{s \in \{a,b,c\}} n_{s \nu_\beta t \nu_\beta}. \]

5.11. Remark. For any \( s, t \in \text{Std}(\lambda) \) such that \( \mu|\nu(s) = S \) and \( \alpha|\beta(t) = T \), \( m_{s \mu_\alpha t \mu_\alpha} \) commutes with \( n_{s \nu_\beta t \nu_\beta} \). Therefore, we yield that
\[ m_{ST} = m_{TS}. \]

5.12. Proposition. Assume that \( \mu|\nu, \alpha|\beta \in \mathcal{C}(k|\ell; n) \). Then
\[ \{m_{ST}|S \in \text{Std}(\lambda, \mu|\nu), T \in \text{Std}(\lambda, \alpha|\beta) \text{ for some } \lambda \in H(k|\ell; n)\} \]
is a basis of \( M_{\alpha|\beta}^* \cap M_{\mu|\nu} \).

Proof. By Definition 5.9 and Lemma 4.6, we obtain that \( m_{ST} \in M_{\alpha|\beta}^* \cap M_{\mu|\nu} \). Moreover, \( m_{ST} \) are linearly independent since the elements \( m_{s \mu_\alpha t \mu_\alpha} + n_{s \nu_\beta t \nu_\beta} \) are linearly independent for \( s, t \in \text{Std}(\lambda) \) such that \( \mu|\nu(s) = S \) and \( \alpha|\beta(t) = T \). Now suppose that \( x \in M_{\alpha|\beta}^* \cap M_{\mu|\nu} \). Since \( M_{\alpha|\beta}^* = (m_{\alpha|\beta})^* = Hm_{\alpha|\beta} \) and \( M_{\mu|\nu} = m_{\mu|\nu} \), thanks to Theorem 2.10, we write \( Hm_{\alpha|\beta} = \sum_{a, b} r_{a, b} m_{ab} \) and \( n_{\beta} = \sum_{a, b} \tilde{r}_{a, b} n_{ab} \). Similarly, we write \( m_{\mu|\nu} = \sum_{a, b} r_{a, b} m_{ab} \) and \( n_{\nu, H} = \sum_{a, b} \tilde{n}_{a, b} \). Thus we may assume that
\[ x = a_{\tilde{a}, \tilde{b}} \sum_{a, b, \tilde{a}, \tilde{b}} m_{ab} n_{ab} \]
where \( a_{\tilde{a}, \tilde{b}} \in R \). Since \( x \in M_{\mu|\nu} \), we have \( a = s_{\mu}, b = t_{\mu}, \tilde{a} = s_{\nu} \) and \( \tilde{b} = t_{\nu} \) for some \( s, t \in \text{Std}(\lambda) \) such that \( \mu|\nu(s) = S \). Moreover, we have \( a_{\tilde{a}, \tilde{b}} = a_{\tilde{a}, \tilde{b}} \) whenever \( a = s_{\mu} \) and \( a' = s'_{\mu} \) for some \( s, s' \in \text{Std}(\lambda) \) such that \( \mu|\nu(s) = \mu|\nu(s') = S \) due to Theorem 4.8. Conversely, \( x \in M_{\alpha|\beta}^* \) implies \( a_{\tilde{a}, \tilde{b}} = a_{\tilde{a}, \tilde{b}} \) whenever \( b = t_{\alpha} \) and \( b' = t'_{\alpha} \) for some \( t, t' \in \text{Std}(\lambda) \) such that \( \alpha|\beta(t) = \alpha|\beta(t') = T \). Thus if \( a = s_{\mu}, a' = s'_{\mu} \) for some \( s, s' \in \text{Std}(\lambda) \) with \( \mu|\nu(s) = \mu|\nu(s') = S \) and \( \beta(t) = T \), we may assume that \( a = s_{\mu}, \tilde{a} = s_{\nu}, b = t_{\mu} \) and \( \tilde{b} = t_{\nu} \). It completes the proof.

Proposition 5.12 and Corollary 5.6 show that the following definition is well-defined.

5.13. Definition. Suppose that \( \mu|\nu, \alpha|\beta \in \mathcal{C}(k|\ell; n) \) and \( \lambda \in H(k|\ell; n) \). For \( S \in \text{Std}(\lambda, \mu|\nu) \) and \( T \in \text{Std}(\lambda, \alpha|\beta) \), we define a homomorphism \( \varphi_{ST} \in \text{Hom}_H(M_{\alpha|\beta}, M_{\mu|\nu}) \) by
\[ \varphi_{ST}(m_{\alpha|\beta} h) = m_{ST} h \]
for all \( h \in H \). Note that \( \varphi_{ST} \) is a homogeneous homomorphism with degree \( |\nu| + |\beta|(\text{mod} \ 2) \) and we can extend \( \varphi_{ST} \) to an element of the cyclotomic \( q \)-Schur superalgebra \( \mathcal{S}(k|\ell) \) by defining \( \varphi_{ST}(m_{k|\tau}) = 0 \) when \( k|\tau \neq \alpha|\beta \).
5.14. **Definition.** For $\lambda \in H(k|\ell; n)$, we define $\mathcal{F}(k|\ell; n)_\lambda$ to be the $R$-submodule of $\mathcal{F}(k|\ell; n)$ spanned by

$$\left\{ \varphi_{ST} \mid S \in \text{Std}(\tilde{\lambda}, \mu|\nu), T \in \text{Std}(\tilde{\lambda}, \alpha|\beta) \text{ for some } \mu|\nu, \right\}.$$ 

Now we can state the main results of the paper.

5.15. **Theorem.** (i) The cyclotomic $q$-Schur superalgebra $\mathcal{F}(k|\ell; n)$ is a free $R$-module with homogeneous basis

$$\left\{ \varphi_{ST} \mid S \in \text{Std}(\lambda, \mu|\nu), T \in \text{Std}(\lambda, \alpha|\beta) \text{ for some } \mu|\nu, \right\}.$$ 

(ii) Suppose that $\mu|\nu, \alpha|\beta \in C(k|\ell; n)$ and $\lambda \in H(k|\ell; n)$ and let $\varphi \in \mathcal{F}(k|\ell; n)$. Then for every $\alpha|\beta \in C(k|\ell; n)$ and $U \in \text{Std}(\lambda, \alpha|\beta)$ there exists $r_U \in R$ such that for all $S \in \text{Std}(\lambda, \mu|\nu)$ and $T \in \text{Std}(\lambda, \alpha|\beta)$, we have

$$\varphi_{ST}\varphi = \sum_{\kappa|\tau \in C(k|\ell; n)} \sum_{U \in \text{Std}(\lambda, \kappa|\tau)} r_U \varphi_{SU\text{mod} \mathcal{F}(k|\ell; n)_\lambda}.$$ 

**Proof.** (i) Corollary 5.6(ii) implies that the morphism $\varphi \mapsto \varphi(m_{\mu|\nu})$ gives an isomorphism between $\text{Hom}_H(M_{\alpha|\beta}, M_{\mu|\nu})$ and $M_{\alpha|\beta}^* \cap M_{\mu|\nu}$. Thus Proposition 5.12 and Definition 5.14 shows the set $\{ \varphi_{ST}\}$ is a basis of $\mathcal{F}(k|\ell; n)$.

(ii) We may assume that $\varphi \in \text{Hom}_H(M_{\kappa|\tau}, M_{\alpha|\beta})$ for some $\kappa|\tau \in C(k|\ell; n)$. Suppose that $\varphi(m_{\kappa|\tau}) = m_{\alpha|\beta} h$ for some $h \in H$. Then, for all $S \in \text{Std}(\lambda, \mu|\nu)$ and $T \in \text{Std}(\lambda, \alpha|\beta)$, we have

$$\varphi_{ST}\varphi(m_{\kappa|\tau}) = m_{ST} h \in M_{\kappa|\tau}^* \cap M_{\mu|\nu}.$$ 

By applying Proposition 5.12, there exists $\tilde{\lambda} \in H(k|\ell; n)$, $r_{UV} \in R$ such that

$$m_{ST} h = \sum_{U \in \text{Std}(\lambda, \mu|\nu), V \in \text{Std}(\lambda, \kappa|\tau)} r_{UV} m_{ST}.$$ 

Thank to Remark 5.11, [9, Proposition 3.25] shows

$$m_{ST} h = \sum_{T \in \text{Std}(\lambda, \kappa|\tau)} r_T m_{ST} \varphi_{\tilde{\lambda}|\tilde{\tau}} + \sum_{U \in \text{Std}(\lambda, \kappa|\tau)} r_{UV} m_{ST},$$

where $r_T, r_{UV} \in R$ and the second sum is over U $\in \text{Std}(\tilde{\lambda}, \mu|\nu)$ and V $\in \text{Std}(\tilde{\lambda}, \kappa|\tau)$ for some $\tilde{\lambda} \in H(k|\ell; n)$ with $\tilde{\lambda} \triangleright \lambda$. So

$$\varphi_{ST}\varphi = \sum_{\tilde{T} \in \text{Std}(\lambda, \kappa|\tau)} r_{\tilde{T}} m_{ST} \varphi_{\tilde{T}|\tilde{\mu}} \mathcal{F}(k|\ell; n)_{\lambda}.$$ 

It completes the proof.

5.16. **Theorem.** $\mathcal{F}(k|\ell; n)$ is a cellular algebra with (homogeneous) cellular basis

$$\left\{ \varphi_{ST} \mid S \in \text{Std}(\lambda, \mu|\nu), T \in \text{Std}(\lambda, \alpha|\beta) \text{ for some } \mu|\nu, \right\}.$$ 

and anti-involution $*$ defined by $\varphi_{ST}^* = \varphi_{TS}$.

**Proof.** Recall that the the anti-automorphism $*$ of $H$ defined in §2.4. Then $m_{\mu|\nu}^* = m_{\mu|\nu}$ for all $\nu|\mu \in C(k|\ell; n)$. Furthermore, for $S \in \text{Std}(\lambda, \mu|\nu)$ and $T \in \text{Std}(\lambda, \alpha|\beta)$ for some $\mu|\nu, \alpha|\beta \in C(k|\ell; n)$, $\lambda \in H(k|\ell; n)$, we have

$$\varphi_{ST}(m_{\alpha|\beta}) = m_{ST} = m_{ST}^* = \varphi_{TS}(m_{\mu|\nu})^*.$$ 

Therefore [9, Lemma 6.10] shows $*$ is the anti-automorphism of $\mathcal{F}(k|\ell; n)$. 


Now Theorem 5.15(ii) shows that $S(k|ℓ;n)_λ$ is a right ideal of $S(k|ℓ;n)$. By applying the anti-automorphism $*$, we deduce that it is also a left ideal of $S(k|ℓ;n)$. Hence the theorem follows by applying Theorem 5.15.

6. Applications

This section deals with the representation theory of $S(k|ℓ;n)$ by applying the theory of cellular algebras. We also establish the Schur-Weyl duality between the cyclotomic Hecke algebra and the cyclotomic $q$-Schur superalgebra at the end of the section.

For $λ ∈ H(k|ℓ;n)$, if we let $T^λ = λ|λ_*(t^λ)$ (see Definition 3.15), then $T^λ$ is the unique $(k, ℓ)$-semistandard $λ$-tableau of type $λ|λ_*$ (see Example 4.5). Define $ϕ_λ = ϕ_{TT_λ}$, then $ϕ_λ$ is the identity map on $M_{λ|λ_*}$.

6.1. Definition. For $λ ∈ H(k|ℓ;n)$, we define the Weyl supermodule $W_λ$ to be the submodule of $S(k|ℓ;n)/S(k|ℓ;n)_λ$ generated by $ϕ_λ$.

For a $(k, ℓ)$-semistandard $λ$-tableau $S$, we define

$$ϕ_S := ϕ_{ST_λ}(ϕ_λ + S(k|ℓ;n)_λ) = ϕ_{ST_λ} + S(k|ℓ;n)_λ.$$ 

The following result follows directly by applying Theorem 5.16.

6.2. Corollary. The Weyl supermodule $W_λ$ is a free $R$-supermodule with homogeneous basis

$$\{ϕ_S|S ∈ \text{Std}(λ, µ|ν) \text{ for some } µ|ν ∈ C(k|ℓ;n)\}.$$ 

Now we define a bilinear form $⟨\cdot, \cdot⟩$ on $W_λ$ by letting

$$ϕ_{S,T}ϕ_{S,T_λ} ≡ ⟨ϕ_S, ϕ_T⟩ \mod S(k|ℓ;n)_λ$$

for all $(k, ℓ)$-semistandard $λ$-tableaux $S$ and $T$. Then this bilinear form is well-defined and symmetric, and also satisfies $⟨ϕ, ψ⟩ = ⟨ϕ, φ^*ψ⟩$ for all $ϕ, ψ ∈ W_λ$ and $φ ∈ S(k|ℓ;n)$ (see [11, Proposition 2.4]). Consequently,

$$\text{rad } W_λ = \{ϕ ∈ W_λ | ⟨ϕ, ψ⟩ = 0 \text{ for all } ψ ∈ W_λ\}$$

is a submodule of $W_λ$. Now we define $F_λ = W_λ/\text{rad } (W_λ)$.

6.3. Theorem. Notations being as above and suppose that $R$ is a field. Then

$$\{F_λ|λ ∈ H(k|ℓ;n)\}$$

is a complete set of non-isomorphic irreducible $S(k|ℓ;n)$-modules. Moreover, each $F_λ$ is absolutely irreducible.

Proof. For $λ ∈ H(k|ℓ;n)$, we have

$$ϕ_{T_λT_λ}ϕ_{T_λT_λ} ≡ ⟨ϕ_{T_λ}, ϕ_{T_λ}⟩ \mod S(k|ℓ;n)_λ.$$ 

While $ϕ_{T_λT_λ}ϕ_{T_λT_λ} = ϕ_λ$ is the identity on $M_{λ|λ_*}$, thus $⟨ϕ_{T_λ}, ϕ_{T_λ}⟩ = 1$ and $F_λ$ is irreducible.

6.4. Remark. For $λ, µ ∈ H(k|ℓ;n)$, we denote $d_{λ,λ}$ the composition multiplicity of $F_µ$ as a composition factor of $W_λ$. Then $(d_{λ,λ})_{λ,µ ∈ H(k|ℓ;n)}$ is the decomposition matrix of $S(k|ℓ;n)$. The theory of cellular algebras [11, Proposition 3.6] shows the decomposition matrix of $S(k|ℓ;n)$ is unitriangular. Finally, combining Theorem 6.3 and [11, Remark 3.10], we yield that the cyclotomic $q$-Schur superalgebra is quasi-hereditary.

6.5. Remark. By applying similar argument, we can show that the cyclotomic $q$-Schur superalgebra $S(k|ℓ;λ)$ has the same properties as those of $S(k|ℓ;n)$ for any saturated subset $Λ$ of $C(k|ℓ;n)$.  
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The following fact can be proved by applying a similar argument as that of [15, Theorem 5.3] (see also [21, §7]).

6.6. Theorem (Double centralizer property). Notations being as above. Then

$$\mathcal{J}(k|\ell;n) \cong \text{End}_H \left( \bigoplus_{\mu|\nu \in C(k|\ell;n)} M_{\mu|\nu} \right) \quad \text{and} \quad H \cong \text{End}_{\mathcal{J}(k|\ell;n)} \left( \bigoplus_{\mu|\nu \in C(k|\ell;n)} M_{\mu|\nu} \right).$$

We remark in closing that there are various cyclotomic $q$-Schur algebras. Let us mention some of them: Ariki [1] introduced a cyclotomic $q$-Schur algebra as the endomorphism algebra of the action of $H$ on a $q$-tensor space, which is a quotient of the quantum algebra; Lin and Rui [13] defined a cyclotomic $q$-Schur algebra via the affine tensor space, which is a quotient of the affine quantum algebra; Sawada and Shoji [19] defined the cyclotomic $q$-Schur algebra as the endomorphism algebra of the action of modified Ariki-Koike algebras on the $q$-tensor space; Deng et al. [7] introduce the slim cyclotomic $q$-Schur algebra. It may be interesting to formulate the super-versions of these cyclotomic $q$-Schur algebras.
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