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Abstract—The Contrastive Language-Image Pre-training (CLIP) Model is a recently proposed large-scale pre-train model which attracts increasing attention in the computer vision community. Benefiting from its gigantic image-text training set, the CLIP model has learned outstanding capabilities in zero-shot learning and image-text matching. To boost the recognition performance of CLIP on some target visual concepts, it is often desirable to further update the CLIP model by fine-tuning some classes-of-interest on extra training data. This operation, however, raises an important concern: will the update hurt the zero-shot learning or image-text matching capability of the CLIP, i.e., the catastrophic forgetting issue? If yes, could existing continual learning algorithms be adapted to alleviate the risk of catastrophic forgetting? To answer these questions, this work conducts a systemic study on the continual learning issue of the CLIP model. We construct evaluation protocols to measure the impact of fine-tuning updates and explore different ways to upgrade existing continual learning methods to mitigate the forgetting issue of the CLIP model. Our study reveals the particular challenges of CLIP continual learning problem and lays a foundation for further researches. Moreover, we propose a new algorithm, dubbed Learning without Forgetting via Replayed Vocabulary (VR-LwF), which shows exact effectiveness for alleviating the forgetting issue of the CLIP model.

Index Terms—Continual learning, vision-and-language, CLIP model, knowledge distillation.

I. INTRODUCTION

Motivated by the success of pre-trained language models like Bidirectional Encoder Representation from Transformers (BERT) [1] and Generate Pre-Training Model (GPT) [2] in natural language processing, the vision-language community has started to embrace the idea of pre-training large neural networks on huge datasets. Various methods, such as ViLBERT [3] and LXMERT [4], have been developed in recent years. Contrastive Language-Image pre-training (CLIP) [5] is one of the latest advances in this direction. CLIP is optimized by the contrastive loss over a training set of 400 million noisy image-text pairs crawled from the Internet. The final model demonstrates unprecedented zero-shot classification capacity.

The training and inference pipelines are illustrated in Fig. 1. The zero-shot inference is applied by text prompt technology, the name of a class will be transformed into a sentence, such as “this is a photo of [Class Name].”, and then contrast with images (details are explained in Sec. II-A). Under the circumstances, the CLIP tackles any classes which can be described by language and outperforms state-of-the-art fully-supervised baselines on 16 datasets without using any labeled data. The model quickly sparks attention since its release, which has been successfully applied in zero-shot detection [6], open set detection [7] and video retrieval [8]–[10].

However, even with its gigantic volume of training data and wide coverage of visual concepts, the CLIP model still cannot attain satisfying performance in some visual categories. A practical solution is to fine-tune CLIP on extra training examples collected for categories where CLIP falls short of expectation. However, this naive solution raises a concern on whether fine-tuning CLIP would hurt its zero-shot learning and/or image-text matching capabilities. This concern is related to the catastrophic forgetting problem that has been intensively studied in continual learning with the context of image classification. Thus a natural follow-up question is whether existing continual learning approaches could help alleviate the potential forgetting issue.

Those two questions motivate this paper. We conduct a systematic study on the continual learning problem of the CLIP model, focusing on the impact of additional fine-tuning on the zero-shot and text-image matching performance of the CLIP model. Our study shows that the CLIP model also suffers from the catastrophic forgetting problem: the zero-shot learning and image-text matching capabilities would be significantly damaged after fine-tuning. We further investigate whether existing continual learning approaches can be adapted as a solution. We explore this possibility by modifying four representative continual learning approaches, i.e., LwF [11], GeoDL [12], IMM [13], and RKR [14], from three commonly used families of continual learning. Moreover, we propose a new solution to address the forgetting issue of the CLIP model. Our key idea is to enforce the prediction logits for a set of randomly synthesized classes before and after the model update. Despite its simplicity, this approach demonstrates excellent performance in our experimental study and outperforms the direct extensions of existing continual learning approaches. It can mitigate the forgetting issue while making the CLIP still be benefited from fine-tuning.

1We use the “ViT-B/32” CLIP model in this paper.
To sum up, the main contributions of this paper are threefold:

- We present a systematic study of continual learning problem for the CLIP model. An evaluation protocol is designed to assess the learning and forgetting after fine-tuning the original CLIP.
- We explore the extension of popular existing continual learning algorithms on the CLIP model.
- We propose a simple-but-effective solution named Learning without Forgetting via Replayed Vocabulary (VR-LwF), which largely alleviates the catastrophic forgetting after CLIP fine-tuning.

\[ p(y = c|x) = \frac{\exp(\tau \cdot \langle f, t^c \rangle)}{\sum_{j=1}^{K} \exp(\tau \cdot \langle f, t^j \rangle)}, \]
\[ f = \text{CLIP}_i(x; \theta_i), \]
\[ t^c = \text{CLIP}_t(\text{Prompt}(y^c); \theta_i), \]
\[ \text{where } x \text{ and } y^c \text{ denote the input image and class name of the } c\text{-th class, respectively. CLIP}_i(\cdot) \text{ and CLIP}_t(\cdot) \text{ are image encoder and text encoder, } f \text{ and } t^c \text{ are derived visual and textual embeddings. Prompt}(y^c) \text{ denotes the prompt extension of class name } y^c. \text{ For simplicity, we omit Prompt}(\cdot) \text{ and use } y^c \text{ in the following sections. } \tau \text{ is a logit scaling factor and } \langle \cdot, \cdot \rangle \text{ is the inner product between two normalized embedding vectors.} \]

The framework of original CLIP is illustrated in Fig. 1.

II. BACKGROUND AND RELATED WORK

A. The CLIP Model

Motivated by the success of pre-trained language models in NLP, e.g., BERT [1], several vision-language-based pre-training models have been proposed recently. Early attempts [3, 4, 15--18] usually learn with a strategy that is similar to the mask language modeling in BERT. More recently, CLIP [5], and several similar works [19, 20] adopt the contrastive learning strategy and a dual-tower structure to build the model. They utilize an image encoder and a text encoder to process the input images and the input sentence separately. After obtaining their embeddings, a contrastive-learning-alike loss is utilized to encourage correct matching across modalities.

Although being trained for image-text matching, the CLIP model shows an outstanding capability in zero-shot classification. To perform zero-shot classification, CLIP employs a prompt to convert the classification problem into text matching. For example, the candidate class names are filled into a textual prompt like “this is a photo of [Class Name].”, then the prompt text is encoded to match the visual feature. By comparing similarities between image and text embeddings, the probability of assigning an image to a candidate class is calculated as

Continual learning (CL) aims at solving the catastrophic forgetting problem [21], which refers to the performance drop of preceding tasks when learning on a new task, i.e., forgetting previously acquired knowledge. Continual learning has been considerably interested in many areas, such as classification [23], reinforcement learning [24], and online learning [25]. Main solutions can be grouped into four categories: adaptive-plasticity-based methods, distillation-based methods, replay-based methods, and architecture-based methods.

Adaptive-plasticity-based methods learn different levels of plasticity for the model parameters, expecting important parameters of former tasks could be retained as much as possible. EWC [22] is a typical study, authors use Fisher information matrix to measure the importance of parameters, the higher Fisher information brings higher penalty on plasticity. But EWC preserves the penalties on all previous tasks, which will cost heavy when task number is large. Online-EWC [26] is a further research, where looses the penalty only on the last old task. MAS [27] and SI [28] estimate the neuron importance by observing the influence of small parameter perturbation respectively on network output and loss value. NPC [29] assigns the stable neurons lower learning rates rather than restriction to retain knowledge. IMM [13] uses the framework...
of Bayesian network and proposes two methods, IMM-Mean and IMM-Mode. IMM-Mean simply average the parameters of new and old models, IMM-Mode combines two networks with Laplacian approximation \cite{30}.

Distillation-based methods usually equip with knowledge distilling technique \cite{31}. The current model is trained with supervision from both the new task and a teacher model, which is usually the old model. LwF \cite{11}, LwM \cite{32}, PODNet \cite{33} and MCIL \cite{34} representative works in this family. LwF distills the output logits from the old model. LwM keeps both the Grad-CAM \cite{35} attention maps and logits. PODNet distills feature maps with a mixture of different pooling types. PODNet and MCIL both distill knowledge from a exemplar set. But MCIL proposes to learn at exemplar-level, the exemplars are adjusted at each task.

Replay-based methods have to store a small number of samples from the previous tasks \cite{36}–\cite{38} or learn to generate synthetic data \cite{39}, \cite{40}. SER \cite{36} uses reservoir sampling strategy to store the experiences. iTARL \cite{37} builds a fixed K memory budget to store former tasks’ exemplars. Samples which is best approximate to the class prototypes are inputted to the budget first. When new classes are added, exemplars at the end of each class will be removed. Approaches using synthetic data also called pseudo-replay methods. DGR \cite{39} employs generative adversarial network (GAN) \cite{42}. The GAN is updated by current data and replayed synthetic data at each task so as to generate replayed sample in the future task session. CCL-GM \cite{40} is designed with variational autoencoder (VAE) \cite{43} architecture, the previous model can be directly used as a generator.

Architecture-based methods modify the network architecture, such as dynamically expanding the model parameters \cite{44}, \cite{45} or masking different parameters for different tasks \cite{47}. It is notable that due to the costing pre-training of CLIP, many continual learning methods are limited to fine-tune the CLIP. Methods with exemplars and regularization methods need the previous training information are not optimal for CLIP continual learning.

III. CONTINUOUS LEARNING FOR THE CLIP MODEL

A. Challenges

The zero-shot learning capability of CLIP comes from the massive amount of image-text pairs in its training set. However, due to the impossibility of covering all visual concepts in a single training stage, it is not surprising that CLIP fails to produce a satisfactory classification performance on some categories. A practical solution is to fine-tune the CLIP with extra training data for the target classes. However, this may lead to the catastrophic forgetting issue. That is, the zero-shot capability of CLIP may be damaged after fine-tuning. Thus, we may need continual learning methods to overcome this issue.

Compared with the standard-setting in the existing literature of continual learning, the continual learning problem on CLIP (denoted as the CL-CLIP problem hereafter) has the two major differences:

- For CL-CLIP problems, we expect to maintain the zero-shot learning capability of the model while making the model still benefit from fine-tuning with extra training data. In contrast, the traditional CL problem tries to maintain the classification capability of previously learned image categories.
- The CLIP training is conducted on image-text pairs. There is no explicit “class” concept, and the visual patterns covered by CLIP are several orders larger than existing CL settings.

The above differences make the CL-CLIP problem particularly challenging. For example, since in zero-shot classification, the classes are not directly trained at the training stage, the logits difference between a true class and the other classes may be small. Thus a slight change in the model may lead to a wrong prediction, and therefore the model might forget the zero-shot learning capability more easily. The second difference prevents us from directly using replay methods to solve the CL-CLIP problem because we cannot directly store exemplar images for the learned “classes”. Besides, some adaptive-plasticity-based methods are impracticable, such as EWC \cite{22}, SI \cite{28}, and MAS \cite{27}. These methods need previous training procedure to provide information, like Fisher information in EWC and importance estimation in SI and MAS, for continual learning. However, the pre-training of CLIP is costly (400 million data).

B. Evaluation of the CL-CLIP

Since the CL-CLIP is a new problem and there is no existing evaluation benchmark. We conduct a systematic study on the CL-CLIP problem. The goal of a CL-CLIP algorithm is twofold: (1) When fine-tuning on new training data of to-be-enhanced classes, called updated task or updated classes, the classification performance is supposed to be improved. (2) Zero-shot learning performance of the fine-tuned model should be largely maintained or even improved compared to the original CLIP. Hence, in our study, we use additional training data to first update the CLIP model. Then we evaluate the updated model by its performance on updated classes, zero-shot learning, and image-text matching tasks. In other words, there are one training set and three test datasets (demonstrated in Fig.\ref{fig:protocol}). In the following part, we elaborate on our evaluation protocol.

a) Data for Updated Task: We use MSCOCO \cite{49} to construct the training data of the updated classes. 80-way objects are cropped by their bounding-boxes to build the classification task. To be specific, training images are from the standard MSCOCO training set, while the test set is from the images of the matching task described below. There are 596,974 cropped training images and 35,360 testing images in total. We also preserve a validation set from the 5000 validation images in Karpathy’s split \cite{50} of MSCOCO.

b) Data for Zero-shot Learning: We use tiered-ImageNet \cite{51} dataset, a subset of ImageNet \cite{52}, as the evaluation set for zero-shot learning performance. 351 classes with 100
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Fig. 2. Overview of our proposed evaluation protocols. The CLIP model is fine-tuned with a constructed object classification dataset. After fine-tuning, the updated task, zero-shot classification and image-text retrieval task are evaluated.

TABLE I

| Session | Class Names | Number of Samples |
|---------|-------------|-------------------|
| 1       | person, bicycle, car, motorcycle, airplane, bus, train, truck, boat, traffic light | 258,719 / 14,886 |
| 2       | fire hydrant, stop sign, parking meter, bench, bird, cat, dog, horse, sheep, cow | 41,024 / 2,678 |
| 3       | elephant, bear, zebra, giraffe, backpack, umbrella, handbag, tie, suitcase, frisbee | 45,049 / 2,643 |
| 4       | skis, snowboard, sports ball, kite, baseball bat, baseball glove, skateboard, surfboard, tennis racket, bottle | 49,939 / 3,048 |
| 5       | wine glass, cup, fork, knife, spoon, bowl, banana, apple, sandwich, orange | 62,360 / 3,801 |
| 6       | broccoli, carrot, hot dog, pizza, donut, cake, chair, couch, potted plant, bed | 65,932 / 3,947 |
| 7       | dining table, toilet, tv, laptop, mouse, remote, keyboard, cell phone, microwave, oven | 36,776 / 2,127 |
| 8       | toaster, sink, refrigerator, book, clock, vase, scissors, teddy bear, hair drier, toothbrush | 37,175 / 2,230 |

The session splits for MSCOCO multi-session training. The amounts of training and testing samples are listed in the third column.

IV. CONTINUOUS LEARNING METHOD EXTENSIONS

A. Building Options

Unlike standard image classification networks, the CLIP model comprises an image encoder and a text encoder. The dual encoder structure gives additional flexibility in designing continual learning algorithms. One could choose to update only the image encoder, or only the text encoder, or both of them, named as Whole Model (WM), Image Only (IO), and Text Only (TO). In the following parts, we first discuss the extension of existing continual learning approaches for CL-CLIP and then describe a simple-but-effective strategy proposed in this work.

B. Extensions for CL-CLIP

In this section, we consider the extension of four existing methods for the CL-CLIP problem, including LwF [11], GeoDL [12], IMM [13] and RKR [14], where LwF and GeoDL (we only use the distillation in GeoDL, described below) represent the distillation-based approach, IMM is an adaptive-plasticity-based approach, and RKR is an architecture-based approach.

a) LwF [11]: LwF is a classic distillation-based continual learning method. LwF adds an additional distillation loss to encourage the posterior probabilities predicted from the updated model to be similar to the previous model. Specifically, it employs the following loss term:

\[ \mathcal{L} = \mathcal{L}_{CE} + \beta \cdot \mathcal{L}_{LwF}, \]

\[ \mathcal{L}_{LwF} (p_{new}, p_{old}) = - \sum_{c=1}^{K_p} p_{new}^c \cdot \log (p_{old}^c), \]

where \( p_{new} \) and \( p_{old} \) are posterior probabilities estimated from the updated model and the original model. \( p_{new}^c \) is the probability of class \( c \) and \( K_p \) denotes the number of previous classes. \( \beta \) is the trade-off weight between the two losses.

CL-CLIP extension: During training, the images and class prompts are encoded by previous and updated CLIP respectively, estimating \( p_{new} \) and \( p_{old} \) via Eq. 4. It is notable that there is no explicit “class” for original CLIP, we have to perform distillation on updated classes. For one-session training, the total 80 classes are trained with classification samples in each class are utilized for zero-shot evaluation. Since our target is to examine the CL-CLIP methods, not pursuing the careful prompt engineering, we use a basic prompt text: “this is a photo of [Class Name].” The rest 160 classes of tiered-ImageNet are reserved for validation.

c) Data for Image-text Matching: Besides classification, MSCOCO [49] is also used as an image-text retrieval dataset. Three are 5,000 testing images and 25,000 captions (Karpathy’s test split), which are usually tested by averaging over five folds of 1,000 images. Note that the updated classes are included in the retrieval texts. We deliberately maintain this overlap and expect a perfect CL-CLIP algorithm can lead to improved performance on image-text matching since the modeling of the overlapped visual concepts is improved via fine-tuning.

d) One-Session and Multi-Session Training: Apart from the dataset, two fine-tuning settings are designed for evaluating CL-CLIP methods, One-Session Training (OST) and Multi-Session Training (MST). One-session training only updates the model with one more prompt, where all training data is accessible at the same time. Multi-session training provides training classes sequentially, which is similar to the typical setting of continual learning. Specifically, 80 classes are divided into 8 sessions (the splits are listed in Tab. 1). Data from each session are used to sequentially update the model. This is regarded as a complex situation of CL-CLIP.
and distillation simultaneously. For multi-session training, the classification number is 10 because training data is limited on a session. But the distilled classes are both current classes and previous classes.

b) GeoDL [12]: GeoDL is recently proposed knowledge distillation-based CL method. It first constructs low-dimensional manifolds for the features extracted from the previous and current models. Then GeoDL minimizes the representation dissimilarity by the geodesic similarity rather than the Euclidean similarity. We denote feature representation dissimilarity by the geodesic similarity rather than the Euclidean similarity. We denote feature $z \in \{t, f\}$ as CLIP visual or textual feature, $z_{old}$ and $z_{new}$, are from the old and new model, respectively. The feature matrices ($Z_{old}$ and $Z_{new}$), which is usually stacked by visual or textual features in a batch, are decomposed to obtain subspaces $P_{old}$ and $P_{new}$. After the estimation of geodesic flow $\Pi$ from the subspaces, the inner product of $z_{old}$ and $z_{new}$ are computed along $\Pi$:

$$\Pi(\nu) = \begin{bmatrix} P_{old} & R \end{bmatrix} \begin{bmatrix} U_1 \Gamma(\nu) & -U_2 \Sigma(\nu) \end{bmatrix},$$

$$Q = \int_0^1 \Pi(\nu) \Pi(\nu)^\top d\nu,$$

$$g_{\Pi}(z_{old}, z_{new}) = z_{new}^\top Q z_{old},$$

where $R$ is orthogonal complement of $P_{old}$, $\Gamma(\nu)$ and $\Sigma(\nu)$ are two diagonal matrices. $g_{\Pi}(\cdot, \cdot)$ is the inner product. $Q$ is the matrix which defines the manifold structure between features of two phases. Details and proofs can be found in its original paper [12].

CL-CLIP extension: The original GeoDL method is conducted with replaying samples, which is not applicable for CL-CLIP. Thus, we only treat it as a distillation method and perform it for both the text and image embeddings. During training, the images and prompts are inputs to old model and new model, extracting feature matrices, $F_{old}, F_{new}$ and $T_{old}, T_{new}$, for vision and text respectively. Notice that for MST, the text feature matrix only contains current and previous classes, which is the same as LwF. Then the subspaces and manifolds $Q^t, Q^f$ are estimated, where $Q^t$ is manifold between old and new image features and $Q^f$ is for text. The GeoDL distillation aims to minimize the inner product of image and text features between old and new model:

$$\mathcal{L}_{GeoDL}^i = - \frac{f_{new}^\top Q^f f_{old}}{\|Q^{1/2} f_{new}\| \|Q^{1/2} f_{old}\|},$$

$$\mathcal{L}_{GeoDL}^t = - \frac{t_{new}^\top Q^t t_{old}}{\|Q^{1/2} t_{new}\| \|Q^{1/2} t_{old}\|},$$

where $f$ is visual embedding and $t^c$ is textual embedding of class $c$. The distillation losses are combined with classification loss by $\mathcal{L} = \mathcal{L}_{CE} + \beta \cdot \mathcal{L}_{GeoDL}^i + \beta \cdot \mathcal{L}_{GeoDL}^t$.

c) IMM [13]: IMM is a adaptive-plasticity-based continual learning method. There are two variants in IMM (i.e., IMM-Mean and IMM-Mode). IMM-Mode combines two networks with the Laplacian approximation [30], but requires the training information of previous phases, which is expensive for the CL-CLIP model. IMM-Mean simply averages the parameters of current and preceding models, which suits CL-CLIP well. The IMM-mean approach is also employed in a recent work called WiSE-FT [48] to benefit out-of-distribution generalization of CLIP. In WiSE-FT [48], the IMM-mean is slightly modified to leverage the weighted-combination rather than a direct average. Please note that WiSE-FT [48] and our method are targeting different problems, i.e., they try to improve CLIP’s domain generalization capability while we are targeting the CL-CLIP problem.

Fig. 3. The framework of the proposed VR-LwF method. The pseudo vocabulary sequences are fed into both previous and current text encoders. The logits of the replayed classes are enforced. The model is trained with the combination of cross-entropy classification loss and replaying distillation loss. The grey part in the figure indicates the previous model and its outputs.
**CL-CLIP extension**: IMM can be applied to the text-encoder and/or image encoder. In all cases, we generate the final model by taking the weighted average of fine-tuned CLIP and the original CLIP:

\[
\begin{align*}
\theta_w &= \theta_w + r_w, \\
o_w &= o_w \cdot s_w,
\end{align*}
\]

where \(\theta_w\) is the frozen parameter for layer \(w\), \(r_w\) is generated weight rectification, \(o_w\) is the output of layer and it is scaled by learned \(s_w\).

**CL-CLIP extension**: Both the text encoder and image encoder of the CLIP are transformer [53] architectures. We only add RG to linear layers in the transformer, but according to our experiments, the RG causes the severe forgetting of zero-shot ability. So we only apply SFG to each block’s output and it is scaled by learned \(s_w\).

V. METHOD

One of the most successful families of continual learning algorithms is the replaying-based approach. Specifically, it stores a few samples from each previously learned class in a replaying memory. The replaying method tries to maintain their corresponding outputs from the old model when training on a new task. Unfortunately, for the CL-CLIP problem, the replaying method is not suitable for two reasons: (1) In the CLIP, there is no explicit “class” concept. (2) CLIP covers a huge number of visual concepts, which is memory-consuming to store the exemplars. However, we recognize that the replaying scheme could be applied to the text encoder, which creates a solution for CL-CLIP. The idea is motivated by the fact that the classifier of classes is derived from the text encoder by prompted sentences, the text encoder is a mapping function from class names to classifier weights (see Eq. [3]). The input of this mapping function is essentially the combination of tokens from a vocabulary set, which is available without the need for images. Thus, we can generate sentences from the vocabularies and perform distillation – this allows us to simulate the zero-shot and previous classes during training, alleviating the catastrophic forgetting. To be specific, the replayed vocabularies can be regarded as pseudo-classes, we implement distillation on their logits. This is similar to the LwF method, but LwF is executed on true classes while our method utilizes replayed classes. Hence, the method is entitled Learning without Forgetting via Replayed Vocabularies (VR-LwF).

A problem for this idea is how can we generate sentences from the existing vocabularies, e.g., should we follow certain grammar structure? In our work, we take a crude approximation by completely ignoring the grammar. This scheme is motivated by the following observation: we observe that by randomly shuffling the word order of a sentence, the text-to-image retrieval capability of CLIP can be largely preserved. As seen from Tab. [I] by shuffling the word order, the TR@1 of the retrieval performance can still be quite reasonable and can even be competitive to an existing retrieval approach VSE++ [54]. This inspires us to generate (pseudo-)sentences by directly stacking randomly chosen tokens from the vocabulary. Formally, we arbitrarily sample \(M\) words from the CLIP vocabulary to constitute a text input \(y^s\), as shown in Alg. [I] The pseudo-sentence is fed into both the current text encoder and the original text encoder to obtain the embeddings \(t^s_{new}\) and \(t^s_{old}\). Meanwhile, the image embeddings of current model and previous model are \(f_{new}\) and \(f_{old}\). Then a distillation loss is applied:

\[
\begin{align*}
L^{VR}_{LwF}(p^s_{new}, p^s_{old}) &= - \sum_{s=1}^{K_s} p^s_{new} \cdot \log(p^s_{old}),
\end{align*}
\]

where \(p^s_{new}\) and \(p^s_{old}\) are probability distribution among the
pseudo classes, \( p_s^* \) is the probability of class \( s \) and \( K \) is the number of replayed classes. Combining with the cross-entropy loss for training the updated classes, the final loss function is given by \( \mathcal{L} = \mathcal{L}_{CE} + \beta \cdot \mathcal{L}_{LwF}^{VR} \). The illustration is shown in Fig. 3. The replayed vocabularies act as unseen and previous classes, but for MST, it is a more effective way to directly append former classes to the replayed vocabularies. The loss function would be \( \mathcal{L} = \mathcal{L}_{CE} + \beta \cdot \left( \mathcal{L}_{LwF}^{VR} + \mathcal{L}_{LwF}^{Pre} \right) \), where \( \mathcal{L}_{LwF}^{Pre} \) is a LwF loss on old session classes. Note that this is different with LwF in Eq. (3), the LwF extension distills on all seen classes (including previous classes and current classes), while ours only contains previous classes. It is not a good choice for LwF extension to use only previous classes, since it will degenerate to direct fine-tuning at the first session, but VR-LwF can still use other replayed classes.

**VI. EXPERIMENTS**

This section presents our experimental studies on the CL-CLIP problem. We started by introducing the implementation details and evaluation metrics. Then, we conduct a series of experiments to answer the following questions: (1) Whether the CLIP model suffers from the catastrophic forgetting issue? (2) Can current continual learning methods, at least the four selected representative methods, be extended to alleviate the forgetting issue? (3) What experiences are explored under the two training settings? (4) Can the proposed VR-LwF method lead to improved performance? If yes, what is the impact of the hyper-parameters in the proposed method?

**A. Implementation Details and Evaluation Metrics**

- **a) Training Details:** As mentioned above, we evaluate CL-CLIP under two settings: one-session training (OST) and multi-session training (MST). We fine-tune 15 epochs for OST, the initial learning rate is 1e-6 and it will decay by 0.1 after 10 epochs. The number of epochs for each MST session is 10, where are 80 epochs in total. Though this is much more than OST, the training step is only equivalent to 10-epoch OST. The learning rate of MST is 1e-6 for each session, without decline. All compared methods are optimized with Adam [55] optimizer, and we set the batch size as 100. For our VR-LwF, the length of pseudo-sentence is 10, and the number of pseudo-sentences is 100 per batch.

- **b) Evaluation Metrics:** We use the following metric to evaluate the performance of the updated model with different CL-CLIP methods:

  - **UT-Acc:** the model accuracy of the updated task test set. We expect a high UT-Acc when the model has successfully fine-tuned from the update-task training data. Please note that in OST, the accuracy is overall accuracy (calculated by the percentage of the correct prediction versus the total number of samples). For the MST setting, UT-Acc is calculated by averaging over all sessions. Due to the number of samples being different for each session in MST, the UT-Acc of MST is not directly comparable with that of OST even for the same set of predictions (25.36% and 39.80% in Tab. III and Tab. IV).

  - **ZS-Acc:** the zero-shot learning test accuracy. Generally speaking, there is a trade-off between UT-Acc and ZS-Acc, a model that achieves high UT-Acc may come with sacrificing its zero-shot learning capability and result in a low ZS-Acc.

  - **R@k:** Recall at 1 and 5 (TR@1, TR@5 for text retrieval and IR@1, IR@5 for image retrieval) are used to evaluate the image-text and text-image matching capability.

  - **Bwt:** backward transfer is only conducted for MST. It is the average drop of accuracy on previous sessions after fine-tuning with the current task, which is defined in [56]: \( Bwt = \frac{1}{S - 1} \sum_{i=1}^{S} Acc_{S,i} - Acc_{i,i} \), where \( S \) is the current session number, \( Acc_{S,i} \) is the accuracy of session \( i \) classes after current fine-tuning and \( Acc_{i,i} \) is the accuracy of task \( i \) after the \( i \)-th session training. As the forgetting often appears in continual learning, Bwt is usually small than 0, and the smaller the Bwt, the worse the forgetting.

- **A-Acc:** the average of UT-Acc and ZS-Acc. Since there is a trade-off between UT-Acc and ZS-Acc, it will be less convenient to judge the performance of an algorithm by examining two accuracies. We thus use their average accuracy as a single indicator for the goodness of CL-CLIP algorithms.

- **c) Hyper-parameter Choices:** Hyper-parameters of each method are searched from the validation set. Specifically, we choose the hyper-parameter that brings the highest A-Acc on the validation set. The hyper-parameters to be optimized are the combination weight \( \alpha \) in IMM, and the trade-off weights \( \beta \) for the distillation terms in LwF, GeoDL, VR-LwF.

- **d) Compared Methods:** As discussed in Sec. IV, we can extend an existing CL method with three options, that is, updating the whole model (WM), only the image encoder (IO), or only the text encoder (TO). We apply those three options to both the fine-tuning baseline (FT) and the four CL methods, *i.e.*, LwF, GeoDL, IMM, and RKR. We use the notation “method-WM/IO/TO” to denote these variants, including our VR-LwF.

**B. Experimental Results**

In this section, we compare different CL-CLIP approaches. Tab. III presents an overview of one-session training results. Tab. IV presents the results of MST, which reports after the training of the last session. We also introduce the accuracy curves in Fig. 4, note that the UT-Acc in the figure is overall accuracy rather than average accuracy. We summarize our findings as follows:

- **a) CLIP suffers from catastrophic forgetting:** We firstly focus on FT, *i.e.*, directly fine-tuning the model without applying any continue learning algorithms. From the results in Tab. III we can find that fine-tuning leads to significantly improved performance on the updated task as expected. However, it causes damage to the zero-shot learning and image-text matching capabilities. We observe a sharp performance

3This is same as continual learning literature, the average accuracy and Bwt are usually reported in the table, like Tab. IV and overall accuracy is for curves.
Generally, the TO variant is slightly safer updated module would significantly impact the performance. Observed from Tab. III and Tab. IV, the choice of the to-be-session training. That the previously learned classes are forgotten after new Tab. IV, the MST setting. The small Bwt also demonstrates from catastrophic forgetting. Likewise, this can be seen in Tab. IV the MST setting. The small Bwt also demonstrates that the previously learned classes are forgotten after new session training.

b) Different updating options perform dissimilarly: As observed from Tab. III and Tab. IV, the choice of the to-be-updated module would significantly impact the performance. Generally, the TO variant is slightly safer than the other two, but the accuracy of updated task is limited. Taking FT-TO as an example, its ZS-Acc only drops from 62.62% to 56.44%/55.45% (OST/MST), which is the best among FT variants. But the UT-Acc is 64.86% (OST, since the UT-Acc of MST is also influenced by forgetting, its UT-Acc is higher than WM and IO), lower than FT-IO and FT-WM (74.21%/74.11%). On the contrary, IO variant suffers from the worst forgetting among all variants, the ZS-Acc of almost all methods is lower than WM and TO. A possible explanation for this might be that the gradient of TO fine-tuning loss solely propagates to the discrete tokens (the prompt and class names) in the vocabulary set, so it does not impact other vocabularies. However, the performance still declines because model parameter change brings the mismatch with these vocabularies. But texts are more discrete than images, which means there would be more space for the shift of text embeddings, hence the performance loss of TO variant is lower than IO. What is interesting about the retrieval metrics is that the TR@k of IO and IR@k of TO usually decline more. Finally for the WM variant, only fine-tuning is not the best choice (A-Acc of FT-WM is worse than FT-TO’s). But the WM variant performs best by cooperating with CL methods. This means that when fine-tuning text encoder and image encoder simultaneously, the change of two parts can be slighter than forcing only one part to update, with the help of CL methods. This also indicates that it is able to get better performance by fine-tuning more parameters.

c) There are CL methods to alleviate the forgetting issue, but only for OST: Closer inspection of the Tab. III shows GeoDL is the best CL method, whose performance is better than others except for our VR-LwF. GeoDL-WM even gets the superior A-Acc, which is close to ours (67.43% vs. 67.4%). But under MST setting, it is incapable for forgetting challenge, the gap with VR-LwF is blown-up and it is worse than IMM. This can be inferred from the ZS-Acc drop in OST. ZS-Acc of GeoDL-WM decreases around 2% (60.50% vs. 62.62%), comparing with Original CLIP. This forgetting will be further distinguished when training tasks sequentially. Previous classes will become zero-shot classes in current session, which means they prone to be forgotten, resulting in the inferior UT-Acc. It can be observed that the ZS-Acc of GeoDL-WM is near between OST and MST, so the gap is mainly caused by UT-Acc. It also happens on the second-best CL method (in OST) LwF. This illustrates that existing CL methods may alleviate the forgetting in one session training but they are weak for multi-session CL-CLIP.

d) CL-CLIP is different from traditional continual learning: In Fig. 4 we plot the performance curves of compared methods. For updated task, We introduce Original CLIP and Joint-FT as the lower and upper-performance bounds. The Joint-FT is built, as same as CL literature, by fine-tuning with all seen data. Its average accuracy of session 8 is the same as it in Tab. IV. In the bottom charts, the grey line presents Original CLIP ZS-Acc (62.62%). There are some interesting findings. First of all, some UT-Acc curves even increase, such as LwF, IMM, and RKR, which is strange in continual learning. The


main reason lies in the paradigm of CLIP, that the classifier weights are not independent. As introduced above, the text encoder (classifier) of CLIP is a mapping function, so the change of this mapping would bring changes to all classes, this is different from the fully-connected classifier whose weights are independent. The rising curve means the subsequent training improves the former classification. However, this property also leads to a problem that, to keep the zero-shot capability, CL methods limit the performance of updated classes. The CL updating is effective partly, as we can see that all methods beat the Original CLIP for UT-Acc. But compared with FT, their gain of ZS-Acc is much higher than UT-Acc. And some CL methods are limiting on updated task. This is apparent on IMM, it is the third-best method on ZS-Acc, while its UT-Acc is low-rank among CL methods. This finding is consistent with the above discussion that the loss of CL methods on MST is mainly caused by the drop of UT-Acc. The proposed VR-LwF is superior to CL extensions. The ZS-Acc is equal to the Original CLIP and UT-Acc is the best. Unfortunately, VR-LwF is still around 15% lower than the Joint-FT. A further study with more focus on increasing the performance of updated classes is therefore suggested.

e) RKR keeps the original performance best, but learns least: Surprisingly, the RKR method was found to get the best zero-shot performance. The ZS-Acc and retrieval recalls are all the best in each variant group and each training setting (underlined in Tab. III and Tab. IV means the best in each group). Some of them are even higher than the original CLIP model, such as ZS-Acc and IR. These results are related to RKR which keeps the CLIP model frozen and trains additional parameters. Furthermore, it should be noted that RKR’s updated task performance is the worst among all methods, usually 10% lower than others. The major factor is also the adding parameters, as mentioned before, the RKR extension only contains the scaling factor part. This is lacking compared with other fine-tuning methods, but adding the rectification part makes the CLIP forget all zero-shot abilities.

f) The proposed VR-LwF achieves the overall best performance: Tab. III and Tab. IV are quite revealing in the superior performance of our proposed VR-LwF method. The best A-Acc of OST and MST both belong to VR-LwF-WM.
(67.43% and 60.97%). Also, for each VR-LwF variant, they all get the best A-Acc in their group. But the performance trend is consistent with former discussion, where TO is safer, IO is substandard, and WM is capable. For zero-shot abilities, their ZS-Acc and recalls are usually the second best, which is only below the RKR discussed before. The only difference between VR-LwF and LwF extension is to distill on which classes. For example in OST, LwF distills on updated classes and VR-LwF distills on replayed classes, comparing their outcomes, replaying is more advantageous. Though LwF is higher on UT-Acc (74.41% vs. 72.82%), VR-LwF’s ZS-Acc is better (62.03% vs. 58.75%), it can be seen that the recalls of LwF are worse too. Moreover, as mentioned above, the gap is distinct in MST.

C. Ablations

In the VR-LwF methods, the pseudo-sentence is generated from a set of randomly sampled words. A crucial question is whether the random replaying is enough? To answer this, we build a caption replaying method, which is randomly sampling image captions from MSCOCO dataset. This variant ensures that the sampled sentence is a meaningful natural sentence. Once the sentences are sampled, the rest part is identical to the VR-LwF. We report the experimental comparisons in Tab. V and Tab. VII, for OST and MST respectively. Caption-replaying for OST is slightly better on ZS-Acc and retrieval recalls but not very significant. This somehow suggests that grammar does not play a predominant role. As for MST, the caption-replaying is even worse than random sampling. We also examine the effect of sampling length $M$, in Tab. V and Tab. VII, it is seen that $M$ is not influential for the results either. The longer length seems better for MST, but the zero-shot performance of OST drops a little. The drop may be explained by the long random-sampling causes more noise. As for replaying number $K_s$, Tab. VI and Tab. VIII illustrate that the difference is not distinct. However, the large number leads to a heavy cost of training time.

To evaluate the transferability of the experimental results,
we also report the retrieval performance of Flickr30k dataset [57]. In Fig. 5 the Flickr results present the same distribution as COCO retrieval, which suggests the generalization of our method and conducted protocol.

VII. CONCLUSION

This paper presents the first study on the continual learning problem for large pre-trained CLIP models. We propose an evaluation benchmark with detailed protocols for our study and future research. We explore the extensions of existing continual learning algorithms to address the forgetting issues of CLIP fine-tuning. Our study shows that the CL-CLIP is different from traditional continual learning problem and the model update scheme, e.g., fixing some parts of model parameters, impacts the performance largely. The extension of existing CL methods alleviates the forgetting issue but sacrifices the fine-tuning performance. Moreover, we propose a new method called Learning without Forgetting via Replayed Vocabularies (VR-LwF), which can largely maintain the zero-shot learning capability while making the CLIP model benefit from fine-tuning. To our knowledge, our study complies with general ethical conduct and does not have any ethical issues.
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