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Abstract—Motion and dynamic environments, especially under challenging lighting conditions, are still an open issue for real-time, low-latency, 6 degrees-of-freedom pose estimation of fiducial markers. Instead of achieving a pose estimation through a conventional frame-based approach, we employ the high-speed abilities of event-based sensors to directly refine the spatial transformation, using consecutive events. Furthermore, we introduce a novel two-way verification process for detecting tracking errors by backtracking the estimated pose, allowing us to evaluate the quality of our tracking. This approach allows us to achieve pose estimation at a rate up to 156 kHz, while only relying on CPU resources. The average end-to-end latency of our method is 3 ms. Experimental results demonstrate outstanding potential for robotic tasks, such as visual servoing in fast action-perception loops.

I. INTRODUCTION

Recent advancements in event-based sensor technology open new exciting possibilities for applications of event-based vision in robotics. Manufacturers (e.g., Prophesee [1], Samsung [2], CelePixel [3]) drastically advanced sensor quality in the past two years. Among the most important improvements lie an increased resolution, as well as a decreased noise level. The current generation of those cameras provides resolutions much closer to conventional frame-based sensors (up to 720p). Given the main advantages of event-based sensors, namely high dynamic range and high temporal resolution, they can be useful for many high-speed robotics applications, thus breaching the gap in real-time fast action-perception loops.

Object pose estimation is essential in a variety of robotic tasks. The performance of those algorithms has a significant impact on the overall outcome of robotic solutions [4]. Current state-of-the-art algorithms [5] improved substantially over the last few years. However, most of them are not well suited for dynamic scenes due to high execution time and motion blur in the signal. Additional delay introduced by the acquisition and recognition steps makes them unsuited for real-time scenarios.

Nonetheless, not every task requires the pose estimation of an object. In some cases, only the reference frame is required; the problem can then be simplified by employing visual markers, in order to get fast and reliable pose estimations.

Newer markers, such as AprilTags [6], STags [7], CCTags [8], and currently the most popular ArUco markers [9], show improvements in various fronts: speed, robustness, and precision. To obtain a reference position in dynamic scenes, however, motion blur, challenging lighting conditions and estimation speed have to be taken into account.

In this paper, we propose a real-time method for ArUco marker tracking and refinement using an event-based sensor. In the presented method, tracking is achieved through direct updates of the 6 degrees of freedom (6-DOF) pose using consecutive events instead of an accumulated representation [10]. To control and verify the quality of the tracking, we introduce a two-way verification process by backtracking the estimated pose. To generate the initial guess, we rely on the well-known method for ArUco marker detection [9], using a binned representation of the events. Given the high dynamic range and temporal resolution of the sensor, our system can detect and estimate poses of markers in challenging lighting conditions (Figure 1) as well as during fast motion.

The main contributions of this paper can be summarized in the following points:

- An efficient method of pose tracking for fiducial markers using an event-based sensor.
- A method to estimate the quality of tracking using two-way verification.

To strengthen our position, we include a comparison with an OptiTrack [11] ground truth, in order to assess accuracy in well-established robotic solutions.
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In the following, Section II describes the current state-of-the-art in the field of pose estimation, fiducial marker detection using RGB cameras and event-based sensors. Details of the algorithm and implementation are given in Section III. Section IV describes the experimental methodology and presents results. Finally, Section V summarizes the work and shows possible extensions and applications.

II. RELATED WORK

A. Fiducial markers

Fiducial markers are a well-known solution for pose estimation tasks, current applications varying from indoor localization [12], augmented reality [13], swarm robotics [14] and many more. One of the most popular marker type is the square binary marker. Those markers use edges and corners detectors to extract the outer shape of the object and encode their unique identification using high contrast (typically black and white) cells. The earliest notable type of markers, proposed in 2005, are ARTags [15]. The presented approach uses grayscale images to detect the markers by extraction of the edges and grouping them into a form of quadrilaterals. Proposed improvements also include a verification method using checksum and error correction algorithms.

The next significant improvement was achieved with the introduction of the ArUco marker [9], which generates the markers pattern in a way to reduce the similarity distance between different IDs. However, this approach requires high-quality images (without challenging lighting conditions or motion blur) in order to successfully detect and recognize the marker. Those limitations were discussed and partially solved in previous work, employing deep learning methods to improve robustness [16], [17]. Experimental results showed major improvements, under challenging conditions, in terms of detection quality but at the cost of an increased processing time.

While square markers depend on corner detections, which may be hard under dynamic conditions, circular markers can rely on the estimation of the center of mass. A solution to that problem was proposed by [18], reducing the influence of the motion blur on the detection performance using the recognized blur direction. However, it was not possible to estimate the 6-DOF based on a single tag. Some of the proposed circular markers (arrays of circles), RuneTag [19] and Pi-Tag [20] showed improved performance in noisy, blurred scenes. However, the performance of such markers, due to the small size of a single circle, drops significantly while the distance increases.

To the best of our knowledge, the most recent state-of-the-art markers are the TopoTags [21]. This new tag version refers to approaches that accumulate, over time, events in a frame, in order to use it similarly as RGB frames in standard computer vision algorithms. The main advantage of that approach is an improved signal-to-noise ratio. Accumulated representations are used in cases where a global context is required. The frame-based algorithms introduce an additional processing delay due to the accumulation scheme. The recent advancements in this field include end-to-end detection pipeline [22], iterative pose estimation using RGB data, enhanced with depth (RGB-D) and/or event-based sensor [23], as well as image reconstruction [24].

In opposition to the previously mentioned approach is the event-by-event paradigm, focusing on the online processing of the events. It was shown that it can be applied to multiple different tasks, such as filtering methods [25], algorithms based on particle filter [26], SLAM algorithms [27] or pose tracking [28]. All of these methods rely on an iterative update of a current estimation.

More recently, in [10] was introduced a detection method for binary square fiducial markers. The presented results highlighted possible advantages of the event-base approach in cases of high motion blur. However, their detection algorithm highly depends on the direction of the motion and the processing time required for a resolution of 128x128 pixels is worse than the RGB based detection [9]. Moreover, the mentioned paper does not include the pose estimation.

III. METHODOLOGY

Our proposed solution can be divided into three major stages. First, we operate a marker detection; the tracker is initialized using the pose obtained from the corners of the detected marker for every new ID. Then, we assign each event to the closest edge which is assumed to have generated the event. For every assigned event, an incremental update of the 6-DOF (translation and rotation) is calculated. To verify the pose, detect a loss of tracking and determine the tracking quality, we employ a reverse tracking approach. A general overview is presented in Figure 2.

To track markers, we are solely relying on the stream of events. Every event $e_k$ is defined as $e_k = (u_k, t_k, p_k)^T$, where $u_k = (x_k, y_k)^T$ represents the location of the event on the focal plane, $t_k$ its camera timestamp (time of generation) and $p_k$ its polarity, signaling an increase or decrease of luminosity.

A. Preprocessing

In order to minimize delays and required computational resources, we limit the number of events by using a noise filter. This spatiotemporal filter reduces the number of events by filtering out the ones which are not supported by another neighborhood event within a given period of time. Here, we considered a time constant of $2000\mu s$.

B. Detection

The initial marker detection is achieved following a standard frame-based approach [9]. Exploiting the highly contrasting colors of the ArUco marker allows for a simple
event representation. In order to avoid facing issues while determining an accumulation time, our frame aggregates the polarity of the last event for every pixel. Such representation does not require synchronisation, and the current state can be asynchronously updated with every incoming event. Such event frames are presented in Figure 3.

The standard detection algorithm [9] works well with this particular frame representation, even with the background noise generated by our sensor. The detector works asynchronously to the tracking algorithm. Only the detected candidates with an ID which is not currently being tracked are taken into account. In this paper, we are not focusing on the performance of the detection algorithm. In Figure 3 some examples of positive detections are presented. All the intermediate events between the start of the detection and the detection output are stored and passed to the initialized tracker in order to avoid event loss.

Once the marker has been detected and identified, its initial pose is estimated via the standard Perspective-n-Point (PnP) solver (based on the Levenberg-Marquardt optimization procedure), using the corners of the detected marker and the camera’s known intrinsic matrix $K$.

### C. Tracking

Our tracking algorithm follows previous work on iterative tracking methods, where, for every event, a transformation update is calculated based on the current estimation and the location of the incoming event. This tracking of a known 3D shape was presented in [28] and later extended in the [29].

1) Initialization: Using the known marker 3D model, we can define the vertices’ coordinates $V_i = (X_i, Y_i, Z_i)^T$. We can then calculate the position $v_i$ of every vertex on the camera’s focal plane, using the pinhole camera model projection. We define the 3D position of the segment $S_{i,j}$ between two 3D vertices $V_i$ and $V_j$. The marker pose is initialized by the detector output (See III-B). We will be referring to the initial pose as the rotation and translation pair $(R^0, T^0)$.

2) Segment matching: For every incoming event $e_k$, we compute its distance to every segment $S_{i,j}$. We then select the closest segment with a minimal distance $d_{i,j}(u_k)$ defined as follows:

$$d_{i,j}(u_k) = \frac{\left\| (u_k - v_i) \times (v_j - v_i) \right\|}{\left\| v_j - v_i \right\|}$$

(1)

If the distance is higher than a given threshold (typical 2 pixels), the event is discarded. We can then define the line of sight $M_k$ (Equation 2) of an event using the known camera matrix $K$. This line of sight can be seen as a 3D line originating from the optical center of the camera and passing through the location of the event $u_k$ on the focal plane.

$$M_k = K^{-1} \begin{pmatrix} u_k \\ 1 \end{pmatrix}$$

(2)

---

Fig. 2. Overview of the general pipeline. The detector initializes a new tracker for every newly detected marker. When the distance between the tracked and backtracked poses is greater than a given threshold, the detector deregisters the given tracker.

Fig. 3. Examples of positive detections: a) Close-range without rotation, b) Close-range with high rotation angle, c) Mid-range $\sim 1$m, d) Mid-range with high rotation angle, e) Far-range $\sim 2$m f) Example of detections with a misalignment due to noise.
We define the point $F_k$ as the 3D point which generates the event $e_k$. We can also define its closest point on the 3D model as a $E_k$. Let’s assume that the event $e_k$ was induced by the transformation moving $E_k$ to $F_k$. Both of those values can be computed as [29]:

$$F_k = \alpha_1 M_k$$

(3)

$$E_k = V_j + \alpha_2 S_{i,j}$$

(4)

where $\alpha_1$ and $\alpha_2$ are scalar parameters. To determine $\alpha_2$, we compute the vector $E_k - F_k$, which is perpendicular to the line of sight $M_k$ and to the $S_{i,j}$. This results in:

$$\begin{pmatrix}
-M_k^T M_k & M_k^T S_{i,j} \\
-M_k^T S_{i,j} & S_{i,j}^T S_{i,j}
\end{pmatrix}
\begin{pmatrix}
\alpha_1 \\
\alpha_2
\end{pmatrix}
= \begin{pmatrix}
-V_j^T M_k \\
-V_j^T S_{i,j}
\end{pmatrix}$$

(5)

As indicated in [28], the small transformation assumption from $E_k$ to $F_k$ holds only due to the high temporal resolution of the signal.

3) Translation update: After matching the generated event to the 3D edge, the last step comprises calculating the iterative update of the pose induced by this event. Due to the high event-rate generated by the sensor (up to 20 Mega Events per second, MEv/s), the pose of the object cannot be updated with every event. To improve performance, we update the pose every $N$ steps (update rate parameter, typical 100 steps). The pose of the object cannot be updated with every event. To improve performance, we update the pose every $N$ consecutive events. We will denote the current estimation as $(R^*, T^*)$.

We can define the line of sight projection matrix $L_k$ as follows:

$$L_k = \frac{M_k M_k^T}{M_k^T M_k}$$

(6)

Then, we can define the optimal update $\Delta T_k$ to the translation component $T^*$, for a given rotation $R^*$ as follows [30]:

$$\Delta T_k(R^*, T^*) = A_k^{-1} B_k$$

(7)

Where $A_k$ and $B_k$ are approximated, such as in [29]:

$$A_k \approx w_0 (I_3 - L_k) + (1 - w_0) A_{k-1}$$

(8)

$$B_k \approx w_0 (L_k - I_3) F_k + (1 - w_0) B_{k-1}$$

(9)

$A_{k-1}$ and $B_{k-1}$ are previous estimates, and $w_0$ is a tunable hyper-parameter (typical 0.1). In comparison to the method presented in [30], our approach can be used in real-time operations.

Every $n$ steps (update rate parameter, typical 100), the estimation of the translation $T^*$ is updated in the following way:

$$T^* = T_{k-1} + \lambda_T \Delta T_k$$

(10)

where $\lambda_T > 0$ is an update rate for the translation component (typical 1.4).

4) Rotation update: The iterative update of the rotation component proposed in [29] is inspired by the virtual mechanical system with the only possible rotation in its origin point. It can be represented as a spherical joint. Using the system of virtual springs to stabilise it, the resulting torque can be approximated as follows:

$$\Gamma \approx w_0 R^* F_i \times (L_k - I_3) F_i^* + (1 - w_0) \Gamma_{k-1}$$

(11)

In the same way as for the translation update, the estimated rotation is updated every $n$ steps using (typical 100):

$$r = \lambda_r \Gamma_k$$

(12)

where $\lambda_r > 0$ is an update rate for the rotation (typical 0.003). We then can define the rotation matrix $\Delta R_k$ corresponding to the rotation $r$ and update directly the rotation estimation $R_k^*$ as follows:

$$R^* = \Delta R_k R_{k-1}$$

(13)

D. Backtracking

To assess the tracking quality, we introduce a two-way verification process by backtracking the estimated pose. To validate the performance of the tracker between update $n$ and $n + k$, given the initial transformation $P_n = (T_n, R_n)$, we introduce a forward ($P_{FW}$) and backward pose ($P_{BW}$). $P_{BW}$ is computed as the transformation originating from $P_{FW}$ and being induced by the events between $n$ and $n + k$, in the reverse order:

$$P_{FW} = P_n + \Delta P_{FW}$$

(14)

$$P_{BW} = P_{FW} + \Delta P_{BW}$$

(15)

We can then calculate the translation error between these two poses ($P_{FW}$ and $P_{BW}$) using the projections of the center of the marker:

$$d_T(n, n + k) = |x - x'| + |y - y'|$$

(16)

where $(x, y)$ (respectively $(x', y')$) are the projected coordinates of the center using the forward (resp. backward) tracking. For the rotational error, we calculate the sum of errors for every axis using Euler angles.

$$d_R(n, n + k) = |\alpha - \alpha'| + |\beta - \beta'| + |\gamma - \gamma'|$$

(17)

where $(\alpha, \beta, \gamma)$ (respectively $(\alpha', \beta', \gamma')$) are roll, pitch, heading angles estimated using the forward (resp. backward) tracking. Then, using the threshold values $\epsilon_T$ (typical 5) and $\epsilon_R$ (typical 0.15), we can then check if the tracking was lost. The $k$ value was determined empirically, and its value was set to 100 updates.

E. Performance optimization

To reduce processing time and delays, all the events are processed in an online fashion. We relied on the open source framework OpenEB [31] for low-level camera communication. To achieve real-time performance, the processing pipeline was divided into 4 independent camera pipelines. All the threads
Fig. 4. 6-DOF comparison to ground truth data. Ground truth data was recorded using an external positioning device (OptiTrack). (a-c) Translation values for the 3 axes. The average translation error achieved here is $3.76 \pm 1.66$ mm. (d-f) Rotation values for the 3 axes. (g-h) Zoom on 2 specific regions. (i) Instantaneous update rate. Due to the asynchronous nature of the sensor, this update rate is not constant. For this example, we achieve an update rate of up to 15 kHz.

are connected using a shared queue as an event buffer. The detector runs asynchronously to the event stream pulling, with the current state of the representation frame. All the active trackers are running in parallel to the detection loop.

IV. Experiments

To characterize and quantify different aspects of the performance of our algorithm, we conducted three different experiments. All of them used the Prophesee Gen3 EVK (resolution 640x480) [32], which in comparison to the sensors used in [29], [28], [10], generates much higher event rate [33]. We used a 8mm 1:1.3 lens. The optical system was calibrated using the pinhole model. All the tests were performed using a computer with a high-end CPU (Intel i7-9800X) and 64GB of RAM.

A. Accuracy

In order to measure the accuracy of our approach, high-speed ground truth signal was obtained using an OptiTrack system [11]. This motion capture system allows to capture the 6-DOF pose of a rigid body up to 360Hz. In our setup, infrared markers were tracked using 6 OptiTrack Prime 17W cameras. To reduce the noise generated by the blinking infrared LEDs, we mounted an infra-red filter in front of our optical system. However, due to the filter properties, a slight noise was still noticeable in the signal.

In Figure 4 we can see the performance of our tracking under fast motion. As we can observe, the performance of the tracking algorithm degrades with the increased distance from the camera. Due to the limited resolution of the sensor, the operating distance (for our optical configuration) is up to approximately 1.75m. The average translation error, for the shown trajectory, is $3.76 \pm 1.66$ mm.

As our approach estimates the 6-DOF pose in an asynchronous manner, we performed a linear interpolation of our data in order to temporally align the two data flux.

B. Efficiency

To measure the end-to-end delay of the whole pipeline, we used an external trigger system in order to synchronise the internal clock of the camera and our computer. Measured processing time includes camera processing delay, transport and processing time. The measured delay and the output rate are presented in Figure 5.

The initial delay of the tracker is due to the initialization time, as well as the processing time required to process the buffered events such as explained in Section III-B. Average delay is here $2.058 \pm 0.551$ ms.

C. Tracking quality estimation and fail cases

To show the limitations of our tracking algorithm, We present in Figure 6 standard fail cases of the tracking, as well as verification signal for those trajectories. As shown, we can use the error signal to determine if the tracking was lost.
Fig. 6. Backtracking error signal for different common scenarios. For initial updates, the noisy signal is generated due to the refinement of the initial guess. We ignore the first N updates. In red is highlighted the detected lost tracking signal. (a) For a good initial estimation, the tracker follows easily the marker, the error signal remains in the reasonable range throughout the whole recording. (b,c) For a bad initial estimation, the tracker follows the object. However, if the tracker will not refine its initial pose, trackers are lost during the fast motion. (d) Partial occlusion or extreme rotation (small area of the marker) in the trajectory. In this case, if the tracker does not catch up on next updates, the tracker tends to stay in the rotated position.

D. Limits

In order to visualize the trade-off between the signal rate and the performance, Figure 7 presents the impact of different update rates on the computation time. Data for this figure has been collected processing the same recording with different update rates (n). Real-time performance is achieved for every point below the x = y line; the pose output timestamp is then lower than the events timestamp. As we can see, for every n < 5, a real-time operation cannot be achieved, due to heavy computational load. The maximum real-time update rate is here 156 kHz. It has to be mentioned that a smaller update rate parameter will result in an increased delay, due to an heavier computational load. Also, a bigger update rate parameter will lower the tracking accuracy, while, however, improving robustness for non-perfect hyper-parameters. This analysis suggests that, given the shown margins, our approach will be viable for higher resolution sensors. Due to the parallel architecture of our solution, multiple marker tracking can be achieved using 2 threads per marker, without any delay increase. For our setup (8 cores processor), we were able to track up to 5 markers at the same time.

V. CONCLUSION AND FUTURE WORK

In this paper, we presented a novel approach for real-time fiducial marker tracking, using an event-based sensor.
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