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Abstract. We propose a new numerical technique to deal with nonlinear terms in gradient flows. By introducing a scalar auxiliary variable (SAV), we construct efficient and robust energy stable schemes for a large class of gradient flows. The SAV approach is not restricted to specific forms of the nonlinear part of the free energy, and only requires to solve decoupled linear equations with constant coefficients. We use this technique to deal with several challenging applications which cannot be easily handled by existing approaches, and present convincing numerical results to show that our schemes are not only much more efficient and easy to implement, but can also better capture the physical properties in these models. Based on this SAV approach, we can construct unconditionally second-order energy stable schemes; and we can easily construct even third or fourth order BDF schemes, although not unconditionally stable, which are very robust in practice. In particular, when coupled with an adaptive time stepping strategy, the SAV approach can be extremely efficient and accurate.
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1. Introduction. Gradient flows are dynamics driven by a free energy. Many physical problems can be modeled by PDEs that take the form of gradient flows, which are often derived from the second law of thermodynamics. Examples of these problems include interface dynamics [4, 38, 42, 48, 49, 72], crystallization [24, 23, 25], thin films [34, 53], polymers [52, 30, 31, 32] and liquid crystals [45, 20, 43, 44, 29, 28, 55, 71].

A gradient flow is determined not only by the driving free energy, but also the dissipation mechanism. Given a free energy functional $\mathcal{E}[\phi(x)]$ bounded from below. Denote its variational derivative as $\mu = \delta\mathcal{E}/\delta\phi$. The general form of the gradient flow can be written as

$$\frac{\partial \phi}{\partial t} = \mathcal{G}\mu,$$

supplemented with suitable boundary conditions. To simplify the presentation, we assume throughout the paper that the boundary conditions are chosen such that all boundary terms will vanish when integrating by parts are performed. This is true with periodic boundary conditions or homogeneous Neumann boundary conditions.

In the above, a non-positive symmetric operator $\mathcal{G}$ gives the dissipation mechanism. The commonly adopted dissipation mechanisms include the $L^2$ gradient flow where $\mathcal{G} = -I$, the $H^{-1}$ gradient flow where $\mathcal{G} = \Delta$, or more generally non-local $H^{-\alpha}$ gradient flow where $\mathcal{G} = -(-\Delta)^\alpha$ ($0 < \alpha < 1$) (cf. [1]). For more complicated dissipation mechanisms, $\mathcal{G}$ may be nonlinear and may depend on $\phi$. An example is the Wasserstein gradient flow for $\phi > 0$, where $\mathcal{G}\mu = \nabla \cdot (\phi \nabla \mu)$ (cf. [20, 40]). As long as $\mathcal{G}$ is non-positive, the free energy is non-increasing,

$$\frac{d\mathcal{E}[\phi]}{dt} = \frac{\delta\mathcal{E}}{\delta\phi} \cdot \frac{\partial \phi}{\partial t} = (\mu, \mathcal{G}\mu) \leq 0,$$
where \((\phi, \psi) = \int_\Omega \phi \psi \mathrm{d}x\). In this paper, we will focus on the case where \(G\) is non-positive, linear and independent of \(\phi\).

Although gradient flows take various forms, from the numerical perspective, a scheme is generally evaluated from the following aspects:

(i) whether the scheme keeps the energy dissipation;
(ii) the order of its accuracy;
(iii) its efficiency;
(iv) whether the scheme is easy to implement.

Among these the first aspect is particularly important, and is crucial to eliminating numerical results that are not physical. Oftentimes, if this is not put into thorough consideration when constructing the scheme, it may require a time step extremely small to keep the energy dissipation.

Usually, the free energy functional contains a quadratic term, which we write explicitly as

\[
E[\phi] = \frac{1}{2}(\phi, L\phi) + E_1[\phi],
\]

where \(L\) is a symmetric non-negative linear operator (also independent of \(\phi\)), and \(E_1[\phi]\) are nonlinear but with only lower-order derivatives than \(L\). To obtain an energy dissipative scheme, the linear term is usually treated implicitly in some manners, while different approaches have to be used for nonlinear terms. In the next few paragraphs, we briefly review the existing approaches for dealing with the nonlinear terms.

The first approach is the convex splitting method which was perhaps first introduced in [26] but popularized by [27]. If we can express the free energy as the difference of two convex functional, namely \(E = E_c - E_e\) where both \(E_c\) and \(E_e\) are convex about \(\phi\), then a simple convex splitting scheme reads

\[
\frac{\phi^{n+1} - \phi^n}{\Delta t} = G \left( \frac{\delta E_c}{\delta \phi}[\phi^{n+1}] - \frac{\delta E_c}{\delta \phi}[\phi^n] \right).
\]

By using the property of convex functional,

\[
E_c[\phi_2] - E_c[\phi_1] \geq \frac{\delta E_c}{\delta \phi}[\phi_1](\phi_2 - \phi_1),
\]

and multiplying (1.4) with \((\delta E_c/\delta \phi)[\phi^{n+1}] - (\delta E_c/\delta \phi)[\phi^n]\), it is easy to check that the scheme satisfies the discrete energy law \(E[\phi^{n+1}] \leq E[\phi^n]\) unconditionally. Because the implicit part \(\delta F_c/\delta \phi\) is usually nonlinear about \(\phi\), we need to solve nonlinear equations at each time step, which can be expensive. The scheme (1.4) is only first-order. While it is possible to construct second-order convex splitting schemes for certain situations on a case by case basis (see, for instance, [60, 8, 68]), a general formulation of second-order convex splitting schemes is not available.

The second approach is the so-called stabilization method which treats the nonlinear terms explicitly, and add a stabilization term to avoid strict time step constraint [75, 64]. More precisely, if we can find a simple linear operator \(\tilde{L}\) such that both \(\tilde{L}\) and \(\tilde{L} - (\delta^2 E_1/\delta \phi^2)[\phi]\) are positive, then we may choose a particular convex splitting,

\[
E_c = \frac{1}{2}(\phi, L\phi) + \frac{1}{2}(\phi, \tilde{L}\phi), \quad E_e = \frac{1}{2}(\phi, \tilde{L}\phi) + E_1[\phi],
\]

which leads to the following unconditionally energy stable scheme:

\[
\frac{\phi^{n+1} - \phi^n}{\Delta t} = G \left( L\phi^{n+1} + \frac{\delta E_1}{\delta \phi}[\phi^n] + \tilde{L}(\phi^{n+1} - \phi^n) \right).
\]
Hence, the stabilization method is in fact a special class of convex splitting method. A common choice of $\tilde{\mathcal{L}}$ is

$$\tilde{\mathcal{L}} = a_0 + a_1(-\Delta) + a_2(-\Delta)^2 + \ldots.$$ 

The advantage of the stabilization method is that when the dissipation operator $\mathcal{G}$ is also linear, we only need to solve a linear system like $(1 - \Delta t \mathcal{G}(\mathcal{L} + \tilde{\mathcal{L}}))\phi^{n+1} = b^n$ at each time step. However, it is not always the case that $\tilde{\mathcal{L}}$ can be found. The stabilization method can be extended to second-order schemes, but in general it can not be unconditionally energy stable, see however a recent work in [47]. On the other hand, a related method is the exponential time differencing (ETD) approach in which the operator $\tilde{\mathcal{L}}$ is integrated exactly (see, for instance, [41] for an example on related applications).

The third approach is the method of invariant energy quadratization (IEQ), which was proposed very recently in [70, 73]. This method is a generalization of the method of Lagrange multipliers or of auxiliary variables originally proposed in [6, 37]. In this approach, $\mathcal{E}_1$ is assumed to take the form $\mathcal{E}_1[\phi] = \int_{\Omega} g(\phi) d\mathbf{x}$ where $g(\phi) \geq -C_0$ for some $C_0 > 0$. One then introduces an auxiliary variable $q = \sqrt{g + C_0}$, and transform (1.1) into a equivalent system,

\begin{align*}
\frac{\partial \phi}{\partial t} &= \mathcal{G} \left( \mathcal{L} \phi + \frac{q}{\sqrt{g(\phi) + C_0}} g'(\phi) \right), \\
\frac{\partial q}{\partial t} &= \frac{g'(\phi)}{2\sqrt{g(\phi) + C_0}} \frac{\partial \phi}{\partial t}.
\end{align*}

Using the fact that $\mathcal{E}_1[\phi] = \int_{\Omega} q^2 d\mathbf{x}$ is convex about $q$, we can easily construct simple and linear energy stable schemes. For instance, a first-order scheme is given by

\begin{align*}
\frac{\phi^{n+1} - \phi^n}{\Delta t} &= \mathcal{G} \mu^{n+1}, \\
\mu^{n+1} &= \mathcal{L} \phi^{n+1} + \frac{q^{n+1}}{\sqrt{g(\phi^n) + C_0}} g'(\phi^n), \\
\frac{q^{n+1} - q^n}{\Delta t} &= \frac{g'(\phi^n)}{2\sqrt{g(\phi^n) + C_0}} \frac{\phi^{n+1} - \phi^n}{\Delta t}.
\end{align*}

One can easily show that the above scheme is unconditionally energy stable. Furthermore, eliminating $q^{n+1}$ and $\mu^{n+1}$, we obtain a linear system for $\phi^{n+1}$ in the following form:

$$\left( \frac{1}{\Delta t} - \mathcal{G} \mathcal{L} - \frac{g'(\phi^n)^2}{2g(\phi^n)} \right) \phi^{n+1} = b^n.$$ 

Similarly, one can also construct unconditionally energy stable second-order schemes. The IEQ approach is remarkable as it allows us to construct linear, unconditionally stable, and second-order unconditionally energy stable schemes for a large class of gradient flows. However, it still suffer from the following drawbacks:

- Although one only needs to solve a linear system at each time step, the linear system usually involves variable coefficients which change at each time step.
- For gradient flows with multiple components, the IEQ approach will lead to coupled systems with variable coefficients.
- It requires that the energy density function $g(\phi)$ is bounded from below, while in some case, one can only assume that $\mathcal{E}_1[\phi] = \int_{\Omega} g(\phi) d\mathbf{x}$ is bounded from below.
In [62], we introduced the so-called scalar auxiliary variable (SAV) approach, which inherits all advantages of IEQ approach but also overcome most of its shortcomings. More precisely, by using the Cahn-Hilliard equation and a system of Cahn-Hilliard equations as examples, we showed that the SAV approach has the following advantages:

(i) For single-component gradient flows, it leads to, at each time step, linear equations with constant coefficients so it is remarkably easy to implement.

(ii) For multi-component gradient flows, it leads to, at each time step, decoupled linear equations with constant coefficients, one for each component.

The main goals of this paper are (i) to expand the SAV approach to a more general setting, and apply it to several challenging applications, such as non-local phase field crystals, Molecular beam epitaxial without slope section, a Q-tensor model for liquid crystals, a phase-field model for two-phase incompressible flows; (ii) to show that, besides its simplicity and efficiency, the novel schemes present better accuracy compared with other schemes; and (iii) to validate the effectiveness and robustness of the SAV approach coupled with high-order BDF schemes and adaptive time stepping.

We emphasize that the schemes are formulated in a general form that are applicable to a large class of gradient flows. We also suggest some criteria on the choice of $\mathcal{L}$ and $\mathcal{E}_1$, which is useful when attempting to construct numerical schemes for particular gradient flows.

The rest of paper is organized as follows. In Section 2, we describe the construction of SAV schemes for gradient flows in a general form. In Section 3, we present several numerical examples to validate the SAV approach. In Section 4, we describe how to construct higher-order SAV schemes and how to implement adaptive time stepping. We then apply the SAV approach to construct second-order unconditionally stable, decoupled linear schemes for several challenging situations in Section 5, followed by some concluding remarks in Section 6.

2. SAV approach for constructing energy stable schemes. In this section, we formulate the SAV approach introduced in [62] for a class of general gradient flows.

2.1. Gradient flows of a single function. We consider (1.1) with free energy in the form of (1.3) such that $\mathcal{E}_1[\phi]$ is bounded from below. Without loss of generality, we assume that $\mathcal{E}_1[\phi] \geq C_0 > 0$, otherwise we may add a constant to $\mathcal{E}_1$ without altering the gradient flow. We introduce a scalar auxiliary variable $r = \sqrt{\mathcal{E}_1}$, and rewrite the gradient flow (1.1) as

\begin{align}
\frac{\partial \phi}{\partial t} &= \mathcal{G}\mu, \\
\mu &= \mathcal{L}\phi + \frac{r}{\sqrt{\mathcal{E}_1[\phi]}} U[\phi], \\
\frac{\partial r}{\partial t} &= \frac{1}{2} \frac{1}{\sqrt{\mathcal{E}_1[\phi]}} \int_{\Omega} U[\phi] \phi_t d\mathbf{x},
\end{align}

where

\begin{equation}
U[\phi] = \frac{\delta \mathcal{E}_1}{\delta \phi}.
\end{equation}

Taking the inner products of the above with $\mu$, $\frac{\partial \phi}{\partial t}$ and $2r$, respectively, we obtain the energy dissipation law for (2.1):

\begin{equation}
\frac{d}{dt} \left( (\phi, \mathcal{L}\phi) + r^2 \right) = (\mu, \mathcal{G}\mu).
\end{equation}
Note that this equivalent system (2.1) is similar to the system (1.6a) and (1.6b) in the IEQ approach, except that a scalar auxiliary variable \( r \) is introduced instead of a function \( q(\phi) \).

To illustrate the advantage of SAV over IEQ, we start from a first-order scheme:

\[
\begin{align*}
(2.4a) & \quad \frac{\phi^{n+1} - \phi^n}{\Delta t} = \mathcal{G} \mu^{n+1}, \\
(2.4b) & \quad \mu^{n+1} = \mathcal{L} \phi^{n+1} + \frac{r^{n+1}}{\sqrt{\mathcal{E}_1[\phi^n]}} U[\phi^n], \\
(2.4c) & \quad \frac{r^{n+1} - r^n}{\Delta t} = \frac{1}{2} \frac{1}{\sqrt{\mathcal{E}_1[\phi^n]}} \int_{\Omega} U[\phi^n] \frac{\phi^{n+1} - \phi^n}{\Delta t} \, dx.
\end{align*}
\]

Multiplying the three equations with \( \mu^{n+1}, (\phi^{n+1} - \phi^n)/\Delta t, 2r^{n+1} \), integrating the first two equations, and adding them together, we obtain the discrete energy law:

\[
\frac{1}{\Delta t} \left[ \tilde{\mathcal{E}}(\phi^{n+1}, r^{n+1}) - \tilde{\mathcal{E}}(\phi^n, r^n) \right] + \frac{1}{\Delta t} \frac{1}{2} (\phi^{n+1} - \phi^n, \mathcal{L}(\phi^{n+1} - \phi^n)) + (r^{n+1} - r^n)^2 = (\mu^{n+1}, \mathcal{G} \mu^{n+1}),
\]

where we defined a modified energy

\[
\tilde{\mathcal{E}}(\phi, r) = \frac{1}{2} (\phi, \mathcal{L}\phi) + r^2.
\]

Thus, the scheme is unconditionally energy stable with the modified energy. Note that, while \( r = \sqrt{\mathcal{E}(\phi)} \), we do not have \( r^n = \sqrt{\mathcal{E}(\phi^n)} \) so the modified energy \( \tilde{\mathcal{E}}(\phi^n, r^n) \) is different from the original energy \( \mathcal{E}(\phi^n) \).

**Remark 2.1.** Notice that the SAV scheme (2.4) is unconditionally energy stable (with a modified energy) for arbitrary energy splitting in (1.3) as long as \( \mathcal{E}_1 \) is bounded from below. One might wonder why not taking \( \mathcal{L} = 0 \)? Then, the scheme (2.4) would be totally explicit, i.e., without having to solve any equation, but unconditionally energy stable (with a modified energy \( r^2(t) \)). However, energy stability alone is not sufficient for convergence. Such scheme will not be able to produce meaningful results, since the modified energy (2.5) reduces to \( r^2(t) \) which can not control any oscillation due to derivative terms. Hence, it is necessary that \( \mathcal{L} \) contains enough dissipative terms (with at least linearized highest derivative terms).

An important fact is that the SAV scheme (2.4) is easy to implement. Indeed, taking (2.4b) and (2.4c) into (2.4a), we obtain

\[
\frac{\phi^{n+1} - \phi^n}{\Delta t} = \mathcal{G} \left[ \mathcal{L} \phi^{n+1} + \frac{U[\phi^n]}{\sqrt{\mathcal{E}_1[\phi^n]}} \left( r^n + \int_{\Omega} \frac{U[\phi^n]}{2 \sqrt{\mathcal{E}_1[\phi^n]}} (\phi^{n+1} - \phi^n) \, dx \right) \right].
\]

Denote

\[
b^n = U[\phi^n]/\sqrt{\mathcal{E}_1[\phi^n]}.
\]

Then the above equation can be written as

\[
(2.7) \quad (I - \Delta t \mathcal{G} \mathcal{L}) \phi^{n+1} - \frac{\Delta t}{2} \mathcal{G} b^n = \phi^n + r^n \mathcal{G} b^n - \frac{\Delta t}{2} (b^n, \phi^n) \mathcal{G} b^n.
\]

The above equation can be solved using the Sherman–Morrison–Woodbury formula [35]:

\[
(2.8) \quad (A + UV^T)^{-1} = A^{-1} - A^{-1}U(I + V^T A^{-1} U)^{-1} V^T A^{-1},
\]
where $A$ is an $n \times n$ matrix, $U$ and $V$ are $n \times k$ matrices, and $I$ is the $k \times k$ identity matrix. We note that if $k \ll n$ and $A$ can be inverted efficiently, the Sherman–Morrison–Woodbury formula provides an efficient algorithm to invert the perturbed matrix $A + UV^T$. The system (2.7) corresponds to a case with $U$ and $V$ being $n \times 1$ vectors, so it can be efficiently solved by using (2.8). For the reader’s convenience, we write down explicitly the procedure below.

Denote the righthand side of (2.7) by $c^n$. Multiplying (2.7) with $(I - \Delta t^2 GL)^{-1}$, then taking the inner product with $b^n$, we obtain

$$(2.9) \quad (b^n, \phi^{n+1}) + \frac{\Delta t^2}{2} \gamma^n (b^n, \phi^{n+1}) = (b^n, (I - \Delta t^2 GL)^{-1} c^n),$$

where $\gamma^n = -(b^n, (I - \Delta t^2 GL)^{-1} G b^n) = (b^n, (-G^{-1} + \Delta t L)^{-1} b^n) > 0$, if we assume that $G$ is negative definite and $L$ is non-negative. Hence

$$(2.10) \quad (b^n, \phi^{n+1}) = \frac{(b^n, (I - \Delta t^2 GL)^{-1} c^n)}{1 + \Delta t \gamma^n / 2}.$$ 

To summarize, we implement (2.4) as follows:

(i) Compute $b^n$ and $c^n$ (the righthand side of (2.7));
(ii) Compute $(b^n, \phi^{n+1})$ from (2.10);
(iii) Compute $\phi^{n+1}$ from (2.7).

Note that in (ii) and (iii) of the above procedure, we only need to solve, twice, a linear equation with constant coefficients of the form

$$(2.11) \quad (I - \Delta t^2 GL) \bar{x} = \bar{b}.$$ 

Therefore, the above procedure is extremely efficient. In particular, if $L = -\Delta$ and $G = -1$ or $-\Delta$, with a tensor-product domain $\Omega$, fast solvers are available. In contrast, the convex splitting schemes usually require solving a nonlinear system, the IEQ scheme requires solving (1.8) which involves variable coefficients.

A main advantage of the SAV approach (as well as the IEQ approach) is that linear second- or even higher-order energy stable schemes can be easily constructed. We start by a semi-implicit second-order scheme based on Crank–Nicolson, which we denote as SAV/CN:

$$(2.12a) \quad \frac{\phi^{n+1} - \phi^n}{\Delta t} = G \mu^{n+1/2},$$

$$(2.12b) \quad \mu^{n+1/2} = \xi \frac{1}{2} (\phi^{n+1} + \phi^n) + \frac{r^{n+1} + r^n}{2 \sqrt{E_1[\phi^{n+1/2}]}} U[\bar{\phi}^{n+1/2}],$$

$$(2.12c) \quad r^{n+1} - r^n = \int_\Omega \frac{U[\bar{\phi}^{n+1/2}]}{2 \sqrt{E_1[\bar{\phi}^{n+1/2}]}} (\phi^{n+1} - \phi^n) d\mathbf{x}.$$ 

In the above, $\bar{\phi}^{n+1/2}$ can be any explicit approximation of $\phi(t^{n+1/2})$ with an error of $O(\Delta t^2)$. For instance, we may let

$$(2.13) \quad \bar{\phi}^{n+1/2} = \frac{1}{2} (3 \phi^n - \phi^{n-1})$$

be the extrapolation; or we can use a simple first-order scheme to obtain it, such as the semi-implicit scheme

$$(2.14) \quad \frac{\bar{\phi}^{n+1/2} - \phi^n}{\Delta t/2} = G \left( L \bar{\phi}^{n+1/2} + U[\phi^n] \right).$$
which has a local truncation error of $O(\Delta t^2)$.

Just as in the first-order scheme, one can eliminate $\mu^{n+1}$ and $r^{n+1}$ from the second-order schemes (2.12) to obtain a linear equation for $\phi$ similar to (2.7), so it can be solved by using the Sherman–Morrison–Woodbury formula (2.8) which only involves two linear equations with constant coefficients of the form (2.11).

Regardless of how we obtain $\tilde{\phi}^{n+1/2}$, multiplying the three equations with $\mu^{n+1/2}$, $(\phi^{n+1} - \phi^n)/\Delta t$, $(r^{n+1} + r^n)/\Delta t$, we derive the following:

**Theorem 2.1.** The scheme (2.12) is second-order accurate, unconditionally energy stable in the sense that

$$\frac{1}{\Delta t}\left[\tilde{E}^{n+1} - \tilde{E}^n\right] = -(\mu^{n+1/2}, G\mu^{n+1/2}),$$

where $\tilde{E}$ is the modified energy defined in (2.5), and one can obtain $(\phi^{n+1}, \mu^{n+1}, r^{n+1})$ by solving two linear equations with constant coefficients of the form (2.11).

We can also construct semi-implicit second-order scheme based on BDF formula, which we denote as SAV/BDF:

\begin{align}
3\phi^{n+1} - 4\phi^n + \phi^{n-1} &= G\mu^{n+1}, \\
\mu^{n+1} &= L\phi^{n+1} + \frac{r^{n+1}}{\sqrt{\tilde{E}[\phi^{n+1}]}} U[\tilde{E}^{n+1}], \\
3r^{n+1} - 4r^n + r^{n-1} &= \int_\Omega \frac{U[\tilde{E}^{n+1}]}{2\sqrt{\tilde{E}[\phi^{n+1}]}} (3\phi^{n+1} - 4\phi^n + \phi^{n-1})dx.
\end{align}

Here, $\tilde{\phi}^{n+1}$ can be any explicit approximation of $\phi(t^{n+1})$ with an error of $O(\Delta t^2)$. Multiplying the three equations with $\mu^{n+1}$, $(3\phi^{n+1} - 4\phi^n + \phi^{n-1})/\Delta t$, $r^{n+1}/\Delta t$ and integrating the first two equations, and using the identity:

$$2(a^{k+1}, 3a^{k+1} - 4a^k + a^{k-1}) = |a^{k+1}|^2 + |2a^{k+1} - a^k|^2 + |a^{k+1} - 2a^k + a^{k-1}|^2 - |a^k|^2 - |2a^k - a^{k-1}|^2,$$

we obtain the following:

**Theorem 2.2.** The scheme (2.15) is second-order accurate, unconditionally energy stable in the sense that

$$\frac{1}{\Delta t}\left\{\tilde{E}[(\phi^{n+1}, r^{n+1}), (\phi^n, r^n)] - \tilde{E}[(\phi^n, r^n), (\phi^{n-1}, r^{n-1})]\right\}
+ \frac{1}{\Delta t}\left\{\frac{1}{4}(\phi^{n+1} - 2\phi^n + \phi^{n-1}, L(\phi^{n+1} - 2\phi^n + \phi^{n-1}))
+ \frac{1}{2}(r^{n+1} - 2r^n + r^{n-1})^2\right\} = (\mu^{n+1}, G\mu^{n+1}),$$

where the modified discrete energy is defined as

$$\tilde{E}[(\phi^{n+1}, r^{n+1}), (\phi^n, r^n)] = \frac{1}{4}(\phi^{n+1}, L\phi^{n+1}) + (2\phi^{n+1} - \phi^n, L(2\phi^{n+1} - \phi^n))
+ \frac{1}{2}((r^{n+1})^2 + (2r^{n+1} - r^n)^2),$$

and one can obtain $(\phi^{n+1}, \mu^{n+1}, r^{n+1})$ by solving two linear equations with constant coefficients of the form (2.11).

We observe that the modified energy $\tilde{E}[(\phi^{n+1}, r^{n+1}, (\phi^n, r^n)]$ is an approximation of the original energy $E(\phi^{n+1})$ if $(r^{n+1})^2$ is an approximation of $E_1(\phi^{n+1})$. 
2.2. Gradient flows of multiple functions. We describe below the SAV approach for gradient flows of multiple functions $\phi_1, \ldots, \phi_k$:

\begin{equation}
E[\phi_1, \ldots, \phi_k] = \sum_{i,j=1}^{k} d_{ij}(\phi_i, L\phi_j) + E_1[\phi_1, \ldots, \phi_k],
\end{equation}

where $L$ is a self-adjoint non-negative linear operator, the constant matrix $A = (d_{ij})$ is symmetric positive definite. Also we assume that $E_1 \geq C_1 > 0$. A simple case with decoupled linear terms, i.e. $d_{ij} = \delta_{ij}$, is considered in [62]. However, some applications (cf. for example [14, 9, 21]) involve coupled linear operators which render the problem very difficult to solve numerically by existing methods.

Denote $U_i = \delta E_1 / \delta \phi_i$, and introduce $r(t) = \sqrt{E_1}$ as the scalar auxiliary variable. With a dissipation operator $G$ for $\phi_i$, the gradient flow is then given by

\begin{align}
(2.18a) & \quad \frac{\partial \phi_i}{\partial t} = G \mu_i, \\
(2.18b) & \quad \mu_i = \sum_{j=1}^{k} d_{ij} L \phi_j + \frac{r}{\sqrt{E_1}} U_i, \\
(2.18c) & \quad r_t = \frac{1}{2 \sqrt{E_1}} \int_{\Omega} U_i \frac{\partial \phi_i}{\partial t} d\mathbf{x}.
\end{align}

Taking the inner products of the above three equations with $\mu_i$, $\frac{\partial \phi_i}{\partial t}$ and $2r$, summing over $i$ and using the facts that $L$ is self-adjoint and $d_{ij} = d_{ji}$, we obtain the energy law:

\begin{equation}
\frac{d}{dt} E[\phi_1, \ldots, \phi_k] = \sum_{i=1}^{k} (G \mu_i, \mu_i).
\end{equation}

Consider, for example, the following second-order SAV/CN scheme:

\begin{align}
(2.20a) & \quad \frac{\phi_i^{n+1} - \phi_i^n}{\Delta t} = G \mu_i^{n+1/2}, \\
(2.20b) & \quad \mu_i^{n+1/2} = \frac{1}{2} \sum_{j=1}^{k} d_{ij} L (\phi_j^{n+1} + \phi_j^n) + \frac{U_i[\bar{\phi}_1^{n+1/2}, \ldots, \bar{\phi}_k^{n+1/2}]}{2 \sqrt{E_1[\bar{\phi}_1^{n+1/2}, \ldots, \bar{\phi}_k^{n+1/2}]}} (r^{n+1} + r^n), \\
(2.20c) & \quad r^{n+1} - r^n = \int_{\Omega} \sum_{j=1}^{k} \frac{U_j[\bar{\phi}_1^{n+1/2}, \ldots, \bar{\phi}_k^{n+1/2}]}{2 \sqrt{E_1[\bar{\phi}_1^{n+1/2}, \ldots, \bar{\phi}_k^{n+1/2}]}} (\phi_j^{n+1} - \phi_j^n) d\mathbf{x},
\end{align}

where $\bar{\phi}_j^{n+1/2}$ can be any second-order explicit approximation of $\phi(t^{n+1/2})$. We Multiply the above three equations with $\Delta t \mu_i^{n+1/2}$, $\phi_i^{n+1} - \phi_i^n$, $r^{n+1} + r^n$ and take the sum over $i$. Since $L$ is self-adjoint and $d_{ij} = d_{ji}$, we have

\begin{equation}
\frac{1}{2} \sum_{j=1}^{k} d_{ij} L (\phi_j^{n+1} + \phi_j^n) (\phi_i^{n+1} - \phi_i^n) = \frac{1}{2} \sum_{j=1}^{k} d_{ij} [(L \phi_j^{n+1}, \phi_i^{n+1}) - (L \phi_j^n, \phi_i^n)],
\end{equation}

which immediately leads to energy stability. Next, we describe how to implement (2.20) efficiently.
Denote
\[ p^n_i = \frac{U_i[\phi^{n+1/2}_i, \cdots, \phi^{n+1/2}_k]}{\sqrt{E_1[\phi^{n+1/2}_1, \cdots, \phi^{n+1/2}_k]}} \]
and substitute (2.20b) and (2.20c) into (2.20a), we can eliminate \( \psi \) to obtain a coupled linear system of \( k \) equations of the following form
\[ (2.21) \quad \phi^{n+1}_i - \frac{\Delta t}{2} \sum_{j=1}^{k} d_{ij} G \phi^{n+1}_j - \frac{1}{2} \sum_{j=1}^{k} (\phi^{n+1}_j, p^n_j) G p^n_i = b^n_i, \quad i = 1, \ldots, k, \]
where \( b^n_i \) includes all known terms in the previous time steps. Let us denote
\[ \tilde{\phi}^{n+1} = (\phi^{n+1}_1, \cdots, \phi^{n+1}_k)^T, \quad \tilde{b}^n = (b^n_1, \cdots, b^n_k)^T, \]
\[ \tilde{u} = \frac{1}{2} (G p^n_1, \cdots, G p^n_k), \quad \tilde{v} = (p^n_1, \cdots, p^n_k). \]
Let us denote \( D = (\frac{\Delta t}{2} d_{ij})_{i,j=1,\ldots,k} \). The above system can be written in the following matrix form:
\[ (2.23) \quad (A + \tilde{u} \tilde{v}^T) \tilde{\phi}^{n+1} = \tilde{b}^n, \]
where the operator \( A \) is defined by
\[ (2.24) \quad A \tilde{\phi}^{n+1} = \tilde{\phi}^{n+1} - GLD \tilde{\phi}^{n+1}. \]
Hence, by using (2.8), the solution of (2.21) can be obtained by solving two linear systems of the form \( A \tilde{\phi} = \tilde{b} \).

It remains to describe how to solve the linear system \( A \tilde{\phi} = \tilde{b} \) efficiently. Since \( D \) is symmetric positive definite, we can compute an orthonormal eigen-matrix \( E \) such that \( D = E \Lambda E^T \) where \( \Lambda = \text{diag}(\lambda_1, \cdots, \lambda_k) \). Setting \( \tilde{\psi} = E^T \tilde{\phi} \), we have
\[ A \tilde{\phi} = \tilde{\phi} - GLE \Lambda E^T \tilde{\phi} = E(I - GLE) \tilde{\psi}. \]
Hence, \( A \tilde{\phi} = \tilde{b} \) decouples into a sequence of elliptic equations:
\[ (2.25) \quad \psi_i - \lambda_i GLE \psi_i = (E^T \tilde{b})_i, \quad i = 1, \ldots, k. \]
To summarize, \( A \tilde{\phi} = \tilde{b} \) can be efficiently solved as follows:
- Compute the eigen-pair \((E, \Lambda)\);
- Compute \( E^T \tilde{b} \);
- Solve the decoupled equations (2.25);
- Finally, the solution is: \( \tilde{\phi} = E \tilde{\psi} \).
In summary:

**Theorem 2.3.** The scheme (2.20) is second-order accurate, unconditionally energy stable in the sense that
\[ \frac{1}{2\Delta t} \left[ \sum_{j=1}^{k} d_{ij} (L \phi^{n+1}_j, \phi^{n+1}_i) + (r^{n+1})^2 \right] - \frac{1}{2\Delta t} \left[ \sum_{j=1}^{k} d_{ij} (L \phi^n_j, \phi^n_i) + (r^n)^2 \right] = \sum_{i=1}^{k} (G \mu_i, \mu_i), \]
and one can obtain \( r^{n+1} \) and \( (\phi^{n+1}_j, \mu^{n+1}_j)_{1 \leq j \leq k} \) by solving two sequences of decoupled linear equations with constant coefficients of the form (2.25).
2.3. Full discretization. To simplify the presentation, we have only discussed the time discretization in the above. However, since the stability proofs of SAV schemes are all variational, they can be straightforwardly extended to full discrete SAV schemes with Galerkin finite element methods or Galerkin spectral methods or even finite difference methods with summation by parts.

3. Numerical validation. In this section, we apply the SAV/CN and SAV/BDF schemes to several gradient flows to demonstrate the efficiency and accuracy of the SAV approach. In all examples, we assume periodic boundary conditions and use a Fourier-spectral method for space variables.

3.1. Allen-Cahn, Cahn-Hilliard and fractional Cahn-Hilliard equations. The Allen-Cahn [2] and Cahn-Hilliard equations [11, 12], are widely used in the study of interfacial dynamics [2, 57, 4, 38, 42, 48, 49, 72, 1]. They are built with the free energy

\[ E[\phi] = \frac{1}{2} \int \left( |\nabla \phi|^2 + \frac{1}{4\epsilon^2} (1 - \phi^2)^2 \right) dx. \]

We consider the $H^{-s}$ gradient flow, which leads to the fractional Cahn–Hilliard equation:

\[ \frac{\partial \phi}{\partial t} = -\gamma (-\Delta)^s (-\Delta \phi - \frac{1}{\epsilon^2} \phi (1 - \phi^2)), \quad 0 \leq s \leq 1. \]

Here, the fractional Laplacian operator $(-\Delta)^s$ is defined via Fourier expansion. More precisely, if $\Omega = (0, 2\pi)^2$, then we can express $u \in L^2(\Omega)$ as

\[ u = \sum_{m,n} \hat{u}_{mn} e^{imx+iny}, \]

so the fractional Laplacian is defined as

\[ (-\Delta)^s u = \sum (m^2 + n^2)^s \hat{u}_{mn} e^{imx+iny}, \]

When $s = 0$ ($L^2$ gradient flow), (3.2) is the standard Allen–Cahn equation; when $s = 1$, it becomes the standard Cahn–Hilliard equation.

To apply our schemes (2.12) or (2.15) to (3.2), we specify the operators $L, G$ and the energy $\mathcal{E}_1$ as

\[ \mathcal{L} = -\Delta + \beta \frac{1}{\epsilon^2}, \quad \mathcal{G} = -(-\Delta)^s, \quad \mathcal{E}_1 = \frac{1}{4\epsilon^2} \int_{\Omega} (\phi^2 - 1 - \beta)^2 dx, \]

where $\beta$ is a positive number to be chosen. Then we have

\[ U[\phi] = \frac{\delta \mathcal{E}_1}{\delta \phi} = \frac{1}{\epsilon^2} \phi (\phi^2 - 1 - \beta). \]

Example 1. (Convergence rate of SAV/CN scheme for the standard Cahn-Hilliard equation) We choose the computational domain as $[0, 2\pi]^2$, $\epsilon = 0.1$, and $\gamma = 1$. The initial data is chosen as smooth one $u_0(x, y) = 0.05 \sin(x) \sin(y)$.

We use the Fourier Galerkin method for spatial discretization with $N = 2^7$, and choose $\beta = 1$. To compute a reference solution, we use the fourth-order exponential time differencing Runge-Kutta method (ETDRK4)\(^1\) [18] with $\Delta t$ sufficiently small. The numerical errors at $t = 0.032$ for SAV/CN and SAV/BDF are shown in TABLE 1, where we can observe the second-order convergence for both schemes.

\(^1\)Although ETDRK4 has higher order of accuracy, it does not guarantees energy stability, and the implementation can be difficult since it requires to calculate matrix exponential.
Example 2. We solve a benchmark problem for the Allen–Cahn equation (see [15]). Consider a two-dimensional domain \((-128,128)^2\) with a circle of radius \(R_0 = 100\). In other words, the initial condition is given by

\[
\phi(x,y,0) = \begin{cases} 
1, & x^2 + y^2 < 100^2, \\
0, & x^2 + y^2 \geq 100^2.
\end{cases}
\]

By mapping the domain to \((-1,1)^2\), the parameters in the Allen-Cahn equation are given by \(\gamma = 6.10351 \times 10^{-5}\) and \(\epsilon = 0.0078\).

In the sharp interface limit (\(\epsilon \to 0\), which is suitable because the chosen \(\epsilon\) is small), the radius at the time \(t\) is given by

\[
R = \sqrt{R_0^2 - 2t}.
\]

We use the Fourier Galerkin method to express \(\phi\) as

\[
\phi = \sum_{n_1,n_2 \leq N} \hat{\phi}_{n_1n_2} e^{i\pi(n_1x + n_2y)},
\]

with \(N = 2^9\). We choose \(\beta = 0.1\) and let the time step \(\Delta t\) vary. The computed radius \(R(t)\) using the SAV/CN scheme is plotted in FIG. 1. We observe that \(R(t)\) keeps monotonously decreasing and very close to the sharp interface limit value, even when we choose a relatively large \(\Delta t\). In [64] this benchmark problem is solved using different stabilization methods. Our result proves to be much better than the result in that work, where the oscillation around the limit value is apparent, even if the time step has been reduced to \(\Delta t = 10^{-3}\).

We also plot the original energy and the modified energy \((\phi^n, L\phi^n) + (r^n)^2\) in FIG. 1 for \(\Delta t = 0.5\), and find that they are very close.

Example 3. (Comparison of SAV/CN and IEQ/CN schemes for the Allen–Cahn equation in 1D) The parameters are the same as the first example. The domain is chosen as \([0,2\pi]\), discretized by the finite difference method with \(N = 2^{10}\). The initial condition \(\phi(x,0)\) is now a randomly generated function. The reference solution is also obtained using ETDRK4.

We plot the numerical results at \(T = 0.1\) and \(T = 1\) by SAV/CN and IEQ/CN schemes in FIG. 2. We used two different time steps \(\Delta t = 10^{-4}, 10^{-3}\). We observe that with \(\Delta t = 10^{-4}\), both SAV/CN scheme and IEQ/CN scheme agree well with the reference solution. However, with \(\Delta t = 10^{-3}\), the solution by SAV/CN scheme still agree well with the reference solution at both \(T = 0.1\) and \(T = 1\), while the solution obtained by SAV/CN scheme has visible differences with the reference solution, and violates the maximum principle \(|\phi| \leq 1\). This example clearly indicates that the SAV/CN scheme is more accurate than the IEQ/CN scheme, in addition to its easy implementation.
Example 4. We examine the effect of fractional dissipation mechanism on the phase separation and coarsening process. Consider the fractional Cahn–Hilliard equation in \([0, 2\pi]^2\). We fix \(c = 0.04\) and take \(s\) to be 0.1, 0.5, 1, respectively. We use the Fourier Galerkin method with \(N = 2^7\), and the time step \(\Delta t = 8 \times 10^{-6}\). The initial value is the sum of a randomly generated function \(\phi_0(x, y)\) with the average of \(\phi\):

\[
\bar{\phi} = \frac{1}{4\pi^2} \int_{0 \leq x, y \leq 2\pi} \phi \, dx dy,
\]

For the free energy, \(\Delta t = 0.5\).
Fig. 3. (Example 4) Configurations at time $T = 0.032$ with random initial condition for different values of fractional order $\alpha$ and means $\bar{\phi}$.

chosen as $0.25$, $0$, $-0.25$, respectively.

We used the SAV/BDF scheme to compute the configuration at $T = 0.032$, which is shown in FIG. 3. We observe that regardless of $\bar{\phi}$, when $\alpha$ is smaller, the phase separation and coarsening process is slower, which is consistent with the results in [1].

3.2. Phase field crystals. We now consider gradient flows of $\phi(x)$ that describes modulated structures. Free energy of this kind was first found in Brazovskii’s work [10], known as the Landau-Brazovskii model. Since then, the free energy, including many variants, has been adopted to study various physical systems (see for example [33, 3, 36, 69]). A usual free energy takes the form,

$$\mathcal{E}(\phi) = \int_{\Omega} \left\{ \frac{1}{4} \phi^4 + \frac{1 - \epsilon}{2} \phi^2 - |\nabla \phi|^2 + \frac{1}{2} (\Delta \phi)^2 \right\} dx,$$

subjected to a constraint that the average $\bar{\phi}$ remains to be a constant. This constraint can be automatically satisfied with an $H^{-1}$ gradient flow, which is also referred to as phase field crystals model because it is widely adopted in the dynamics of crystallization [24, 23, 25]. To demonstrate the flexibility of SAV approach, we will focus on a free energy with a nonlocal
kernel. Specifically, we replace the Laplacian by a nonlocal linear operator $L_δ$ [67]:

$$L_δ φ(x) = \int_{B(x,δ)} \rho_δ(|y - x|)(φ(y) - φ(x))dy,$$

leading to the free energy,

$$(3.8) \quad E(φ) = \int_Ω \left\{ \frac{1}{4} φ^4 + \frac{1 - ε}{2} φ^2 + φL_δ φ + \frac{1}{2}(L_δ φ)^2 \right\} dx.$$

Let the dissipation mechanism be given by $G = L_δ$. Then we obtain the following gradient flow,

$$(3.9) \quad \frac{∂φ}{∂t} = L_δ(L_δ^2 φ + 2L_δ φ + (1 - ε)φ + φ^3).$$

For the above problem, it is difficult to solve the linear system resulted from the IEQ approach, but it can be easily implemented with the SAV approach.

Let $Ω$ be a rectangular domain $[0, 2π]^2$ with periodic boundary conditions, the eigenvalues of $L$ can be expressed explicitly. In fact, it is easy to check that for any integers $m$ and $n$, $e^{imx + iny}$ is an eigenfunction of $L_δ$, and the corresponding eigenvalue is given by

$$\lambda_δ(m, n) = \int_0^δ rρ_δ(r) \int_0^{2π} (cos (r (m cos θ + n cos θ)) - 1) dθdr,$$

which can be evaluated efficiently using a hybrid algorithm [22]. We choose

$$ρ_δ(|x - x'|) = c_1 \frac{2(4 - α_1)}{π} \frac{1}{δ^{4-α_1}α_1} - c_2 \frac{2(4 - α_2)}{π} \frac{1}{δ^{4-α_2}α_2},$$

with $c_1 = 20$, $c_2 = 19$, $α_1 = 3$, $α_2 = 0$ and $δ = 2$. Numerical results indicate that all eigenvalues are negative, which ensures the nonlocal operator $L_δ$ is negative-semidefinite.

We applied the SAV/CN and SAV/BDF schemes to (3.9). As a comparison, we also implemented the following stabilized semi-implicit (SSI) scheme used in [17]:

$$\frac{φ^{n+1} - φ^n}{Δt} = (1 - ε)L_δ φ^{n+1} + 2L_δ^2 φ^{n+1} + L_δ^3 φ^{n+1} + (φ^n)^3$$

$$+ a_1(1 - ε)L_δ(φ^{n+1} - φ^n) - 2a_2L_δ^2(φ^{n+1} - φ^n) + a_3L_δ^3(φ^{n+1} - φ^n).$$

Specifically, we choose $a_1 = 0$, $a_2 = 1$ and $a_3 = 0$ which satisfy the parameters constraints provided in [17].

For the SAV schemes, we specify the linear non-negative operator as $L = L_δ^3 + 2L_δ + I$. The time step is fixed at $Δt = 1$.

Example 5. We consider (3.9) in the two-dimensional domain $[0, 50] × [0, 50]$ with periodic boundary conditions. Fix $ε = 0.025$ and $φ = 0.07$. The Fourier Galerkin methods is used for spatial discretization with $N = 2^7$.

The initial value possesses a square structure, drawn in the first row in FIG. 4, and the configurations at $T = 2400$ and 4800 are shown in the other two rows. There is no visible difference between the results for all three schemes at $T = 2400$. However, for both SAV schemes, the system eventually evolves to a stable hexagonal structure, while for the SSI scheme it remains to be the unstable square structure. We also plot the free energy and residual as functions of time for the three schemes (see FIG. 5). For the SSI scheme,
the residue started to increase when $T > 3000$, and the free energy eventually increases, violating the energy law. On the other hand, the free energy curves for both SAV schemes remain to be dissipative, with no visible difference between them. This example clearly shows that our SAV schemes have much better stability and accuracy than the SSI scheme for the nonlocal model (3.9).

4. Higher order SAV schemes and adaptive time stepping. We describe below how to construct higher order schemes for gradient flows by combining the SAV approach with higher order BDF schemes, and how to implement adaptive time stepping to further increase the computational efficiency.

4.1. Higher order SAV schemes. For the reformulated system (2.1c)-(2.1b), we can easily use the SAV approach to construct BDF-$k$ ($k \geq 3$) schemes. Since BDF-$k$ ($k \geq 3$) schemes are not A-stable for ODEs, they will not be unconditionally stable. We will focus on BDF3 and BDF4 schemes below, as for $k > 4$, the resulting BDF-$k$ schemes do not appear to be stable.

The SAV/BDF3 scheme is given by

$$
\frac{11\phi^{n+1} - 18\phi^n + 9\phi^{n-1} - 2\phi^{n-2}}{6\Delta t} = \mathcal{G}\mu^{n+1},
$$
\[ \mu^{n+1} = \mathcal{L}\phi^{n+1} + \frac{r^{n+1}}{\sqrt{\mathcal{E}_1[\phi^{n+1}]}} U[\tilde{\phi}^{n+1}], \]
\[ 11r^{n+1} - 18r^n + 9r^{n-1} - 2r^{n-2} = \int_\Omega \frac{U[\tilde{\phi}^{n+1}]}{2\sqrt{\mathcal{E}_1[\phi^{n+1}]}} (11\phi^{n+1} - 18\phi^n + 9\phi^{n-1} - 2\phi^{n-2}) \, dx, \]

where \( \tilde{\phi}^{n+1} \) is a third-order explicit approximation to \( \phi(t_{n+1}) \). The SAV/BDF4 scheme is given by
\[ \frac{25\phi^{n+1} - 48\phi^n + 36\phi^{n-1} - 16\phi^{n-2} + 3\phi^{n-3}}{12\Delta t} = G\mu^{n+1}, \]
\[ \mu^{n+1} = \mathcal{L}\phi^{n+1} + \frac{r^{n+1}}{\sqrt{\mathcal{E}_1[\phi^{n+1}]}} U[\tilde{\phi}^{n+1}], \]
\[ 25r^{n+1} - 48r^n + 36r^{n-1} - 16r^{n-2} + 3r^{n-3} = \int_\Omega \frac{U[\tilde{\phi}^{n+1}]}{2\sqrt{\mathcal{E}_1[\phi^{n+1}]}} (25\phi^{n+1} - 48\phi^n + 36\phi^{n-1} - 16\phi^{n-2} + 3\phi^{n-3}) \, dx, \]

where \( \tilde{\phi}^{n+1} \) is a fourth-order explicit approximation to \( \phi(t_{n+1}) \).

To obtain \( \tilde{\phi}^{n+1} \) in BDF3, we can use the extrapolation (BDF3A):
\[ \tilde{\phi}^{n+1} = 3\phi^n - 3\phi^{n-1} + \phi^{n-2}, \]
or prediction by one BDF2 step (BDF3B):
\[ \tilde{\phi}^{n+1} = \text{BDF2}\{\phi^n, \phi^{n-1}, \Delta t\}. \]

Similarly, to get \( \tilde{\phi}^{n+1} \) in BDF4, we can do the extrapolation (BDF4A):
\[ \tilde{\phi}^{n+1} = 4\phi^n - 6\phi^{n-1} + 4\phi^{n-2} - \phi^{n-3}, \]
or prediction with one step of BDF3A (BDF4B):
\[ \tilde{\phi}^{n+1} = \text{BDF3}\{\phi^n, \phi^{n-1}, \phi^{n-2}, \Delta t\}. \]

It is noticed that using the prediction with a lower order BDF step will double the total computation cost.
Example 6. We take Cahn–Hilliard equation as an example to demonstrate the numerical performances of SAV/BDF3 and SAV/BDF4 schemes. We fix the computational domain as $[0, 2\pi)^2$ and $\epsilon = 0.1$. We use the Fourier Galerkin method for spatial discretization with $N = 2^7$. The initial data is $u_0(x, y) = 0.05 \sin(x) \sin(y)$.

We first examine the energy evolution of BDF3A, BDF3B, BDF4A, and BDF4B with $\Delta t = 10^{-3}$ and $\Delta t = 10^{-4}$, respectively. The numerical results are shown in Fig. 6. We find that BDF4A is unstable, and BDF3A shows oscillations in energy with $\Delta t = 10^{-3}$. Hence, in the following parts, we will focus on BDF3B and BDF4B, which, in what follows, are denoted in abbreviation by BDF3 and BDF4.

Then, we examine the numerical errors of BDF3 and BDF4, plotted in Fig. 7. The reference solution is obtained by ETDRK4 with a sufficiently small time step. It is observed that BDF3 and BDF4 schemes achieve the third-order and fourth-order convergence rates, respectively.

Next, we compare the numerical results of BDF2, BDF3 and BDF4. The energy evolution and the configuration at $t = 0.016$ are shown in FIG. 8 (for the first row $\Delta t = 10^{-3}$, and for the second row $\Delta t = 10^{-4}$). We observe that at $\Delta t = 10^{-4}$, all schemes lead to the correct solution although there is some visible difference in the energy evolution between BDF2 and the other higher-order schemes, but at $\Delta t = 10^{-3}$, only BDF4 leads to the correct solution. The above results indicate that higher-order SAV schemes can be used to improve accuracy.

4.2. Adaptive time stepping. In many situations, the energy and solution of gradient flows can vary drastically in a certain time interval, but only slightly elsewhere. A main advantage of unconditional energy stable schemes is that they can be easily implemented with an adaptive time stepping strategy so that the time step is only dictated by accuracy rather than by stability as with conditionally stable schemes.

There are several adaptive strategies for the gradient flows. Here, we follow the adaptive time-stepping strategy in [59], which has been shown to be effective for Allen–Cahn equations. We update the time step size by using the formula

$$A_\Phi(e, \tau) = \rho \left( \frac{tol}{e} \right)^{1/2} \tau,$$

where $\rho$ is a default safety coefficient, $tol$ is a reference tolerance, and $e$ is the relative error.
at each time level. In this example, we choose \( \rho = 0.9 \) and \( \text{tol} = 10^{-3} \). The minimum and maximum time steps are taken as \( \tau_{\text{min}} = 10^{-5} \) and \( \tau_{\text{max}} = 10^{-2} \), respectively. The initial time step is taken as \( \tau_{\text{min}} \).

We take the 2D Cahn–Hilliard equation as an example to demonstrate the performance of the time adaptivity.

**Example 7.** Consider the 2D Cahn–Hilliard equation on \([0, 2\pi] \times [0, 2\pi]\) with periodic boundary conditions and random initial data. We take \( \epsilon = 0.1 \), and use the Fourier spectral method with \( N_x = N_y = 256 \).

For comparison, we compute a reference solution by the SAV/CN scheme a small uniform time step \( \tau = 10^{-5} \) and a large uniform time step \( \tau = 10^{-3} \). Snapshots of phase evolutions, original energy evolutions and modified energy evolution, and the size of time steps in the adaptive experiment are shown in Fig. 9. It is observed that the adaptive-time solutions given in the middle row are in good agreement with the reference solution presented in the top row. However, the solutions with large time step are far way from the reference solution. This is also indicated by both the original energy evolutions and modified energy evolutions. Note also that the time step changes accordingly with the energy evolution. There are almost three-orders of magnitude variation in the time step, which
indicates that the adaptive time stepping for the SAV schemes is very effective.

5. Various applications of the SAV approach. We emphasize that the SAV approach can be applied to a large class of gradient flows. In this section, we shall apply the SAV approach to several challenging gradient flows with different characteristics and show that the SAV approach leads to very efficient and accurate energy stable numerical schemes.
Algorithm 1 Time step and stabilized coefficient adaptive procedure

Given: $U^n$, $\tau_n$ and stabilized parameter $S_n$.

Step 1. Compute $U_1^{n+1}$ by the first order SAV scheme with $\tau_n$.

Step 2. Compute $U_2^{n+1}$ by the second order SAV scheme with $\tau_n$.

Step 3. Calculate $e_{n+1} = \frac{||U_1^{n+1} - U_2^{n+1}||}{||U_2^{n+1}||}$.

Step 4. if $e_{n+1} > \text{tol}$, then

Recalculate time step $\tau_n \leftarrow \max\{\tau_{\text{min}}, \min\{A_{\text{dp}}(e_{n+1}, \tau_n), \tau_{\text{max}}\}\}$.

Step 5. goto Step 1

Step 6. else

Update time step $\tau_{n+1} \leftarrow \max\{\tau_{\text{min}}, \min\{A_{\text{dp}}(e_{n+1}, \tau_n), \tau_{\text{max}}\}\}$.

Step 7. endif

for these problems and those with similar characteristics.

5.1. Gradient flows with nonlocal free energy. In most gradient flows, the governing free energy is local, i.e. can be written as an integral of functions about order parameters and their derivatives on a domain $\Omega$. Actually, many of these models can be derived as approximations of density functional theory (DFT) (see for example [50]) that takes a non-local form. Recently, there have been growing interests in nonlocal models, aiming to describe phenomena that is difficult to be captured in local models. Examples include peridynamics [67] and quasicrystals [5, 7, 39].

Although more complicated forms are possible, we consider the following free energy functional that covers those in the models mentioned above,

$$ E[\phi] = \int_\Omega \left( F(\phi) + \frac{1}{2} \phi \mathcal{L}\phi \right) dx + \frac{1}{2} \int_\Omega \int_\Omega K(|x-x'|)\phi(x)\phi(x')dx'dx $$

(5.1)

$$ \phi_t = \mathcal{G}(\phi + \mathcal{L}\phi + f(\phi)), $$

(5.3)

where $\mathcal{L}$ is a local symmetric positive differential operator, $K(|x-x'|)$ is a kernel function, $F(\phi)$ is a nonlinear (local) free energy density, and the operator $\mathcal{L}_n$ is given by

$$ (\mathcal{L}_n\phi)(x) = \int K(|x-x'|)\phi(x')dx'. $$

Then, the corresponding gradient flow associated with energy dissipation $\mathcal{G}$ is

$$ E_1(\phi) = \frac{1}{2} (\phi, \mathcal{L}_n\phi) + \frac{1}{2} (\phi, \mathcal{L}_n\phi) + (F(\phi), 1), $$

where we assume that $\mathcal{L}_n$ is positive and $E_n(\phi) \geq C_0 > 0$. We introduce a scalar auxiliary variable

$$ r(t) = \sqrt{E_n(\phi)}. $$
and rewrite the gradient flow (5.3) as

\[
\begin{align*}
\phi_t &= \mathcal{G} \left( (\mathcal{L} + \mathcal{L}_{n1})\phi + \frac{r}{\mathcal{E}_{n}(\phi)} (\mathcal{L}_{n2}\phi + f(\phi)) \right), \\
r_t &= \frac{1}{2\sqrt{\mathcal{E}_{n}(\phi)}} (\phi_t, \mathcal{L}_{n2}\phi + f(\phi)).
\end{align*}
\]

Then the second-order BDF scheme based on SAV approach is:

\[
\begin{align*}
3\phi^{n+1} - 4\phi^n + \phi^{n-1} &= 2\Delta t \mathcal{G} (\mathcal{L} + \mathcal{L}_{n1})\phi^n + \frac{r}{\mathcal{E}_{n}(\phi)} (\mathcal{L}_{n2}\phi^n + f(\phi^n)), \\
\mu^{n+1} &= (\mathcal{L} + \mathcal{L}_{n1})\phi^{n+1} + \frac{r^{n+1}}{\sqrt{\mathcal{E}_{n}(\phi^{n+1})}} (\mathcal{L}_{n2}\phi^{n+1} + f(\phi^{n+1})), \\
3r^{n+1} - 4r^n + r^{n-1} &= \frac{1}{2\sqrt{\mathcal{E}_{n}(\phi^{n+1})}} \left( \mathcal{L}_{n2}\phi^{n+1} + f(\phi^{n+1}), 3\phi^{n+1} - 4\phi^n + \phi^{n-1} \right).
\end{align*}
\]

Similarly, it is easy to show that the above scheme is unconditionally energy stable, and that the scheme only requires, at each time step, solving two linear systems of the form:

\[
(I - \lambda \Delta t \mathcal{G} (\mathcal{L} + \mathcal{L}_{n1}))\phi = f.
\]

In particular, if \(\mathcal{L} > \mathcal{L}_n\), a good choice can be \(\mathcal{L}_{n1} = 0\) and \(\mathcal{L}_{n2} = \mathcal{L}_n\), and only need to solve equations with common differential operators. Note also that the phase field crystal model considered in Subsection 3.2 is a special case with \(\mathcal{L} = 0\) and \(\mathcal{L}_{n2} = 0\).

Note that the above problem cannot be easily treated with convex splitting or IEQ approaches.

5.2. Molecular beam epitaxial (MBE) without slope selection. The energy functional for molecular beam epitaxial (MBE) without slope selection is given by [46]:

\[
\mathcal{E}(\phi) = \int_{\Omega} \left[ -\frac{1}{2} \ln(1 + |\nabla \phi|^2) + \frac{\eta^2}{2} |\Delta \phi|^2 \right] dx.
\]

A main difficulty is that the first part of the energy density, \(-\frac{1}{2} \ln(1 + |\nabla \phi|^2)\), is unbounded from below, so the IEQ approach cannot be applied. However, one can show that [16] for any \(\alpha_0 > 0\), there exist \(C_0 > 0\) such that

\[
\mathcal{E}_1(\phi) = \int_{\Omega} \left[ -\frac{1}{2} \ln(1 + |\Delta \phi|^2) + \frac{\alpha}{2} |\Delta \phi|^2 \right] dx \geq -C_0, \quad \forall \alpha \geq \alpha_0 > 0.
\]

Hence, we can choose \(\alpha_0 < \alpha < \eta^2\), and split \(\mathcal{E}(\phi)\) as

\[
\mathcal{E}(\phi) = \mathcal{E}_1(\phi) + \int_{\Omega} \frac{\eta^2 - \alpha}{2} |\Delta \phi|^2 dx.
\]

Now we introduce a scalar auxiliary variable

\[
r(t) = \sqrt{\int_{\Omega} \frac{\alpha}{2} |\Delta \phi|^2 - \frac{1}{2} \log(1 + |\nabla \phi|^2) dx + C_0},
\]

and rewrite the gradient flow for MBE as

\[
\phi_t + M[(\eta^2 - \alpha)\Delta^2 \phi + G(\phi)r(t)] = 0,
\]
\[ r_t = \frac{1}{2} \int_\Omega G(\phi) \phi_t dx, \]

where
\[
G(\phi) = \frac{\delta E_1(\phi)}{\delta \phi} \sqrt{\int_\Omega \frac{\alpha}{2} |\nabla \phi|^2 - \frac{\alpha}{2} \log(1 + |\nabla \phi|^2) dx + C_0.}
\]

Therefore, we can use the SAV approach to construct, for (5.9), second-order, linear, unconditionally energy stable schemes which only require, at each time step, solving two linear equations of the form
\[
(I + \Delta t \Delta^2) \phi = f.
\]

It is clear that this above approach is much more efficient and easier to implement than existing schemes (cf., for instance, \([46, 60, 56]\)).

5.3. Q-tensor model for rod-like liquid crystals. In many liquid crystal models, a symmetric traceless second-order tensor \( Q \in \mathbb{R}^{3\times3} \) is used to described the orientational order. We consider the Landau-de Gennes free energy \([19]\) that has been applied to study various phenomena, both analytically (see for example \([51, 54]\)) and numerically (see for example \([66, 58, 74]\)). It can be written as \( E[Q(x)] = E_b + E_e \), where

\[
E_b = \int_\Omega f_b(Q) dx = \int_\Omega \left[ \frac{a}{2} \text{tr}(Q^2) - \frac{b}{3} \text{tr}(Q^3) + \frac{c}{4} (\text{tr}(Q^2))^2 \right] dx,
\]

\[
E_e = \int_\Omega \left[ \frac{L_1}{2} |\nabla Q|^2 + \frac{L_2}{2} \partial_i Q_{ik} \partial_j Q_{jk} + \frac{L_3}{2} \partial_i Q_{jk} \partial_j Q_{ik} \right] dx.
\]

To ensure the lower-boundedness, it requires \( c > 0, \ L_1, L_1 + L_2 + L_3 > 0 \) so that we have \( E_b, E_e \geq 0 \).

We consider the \( L^2 \) gradient flow,

\[
\frac{\partial Q_{ij}}{\partial t} = - \frac{\delta E}{\delta Q_{ij}}, \quad 1 \leq i, j \leq 3,
\]

with

\[
\frac{\delta E_b}{\delta Q_{ij}} = a Q_{ij} - b Q_{ik} Q_{kj} + (c + \frac{b}{3}) Q_{ij} \text{tr}(Q)^2,
\]

\[
\frac{\delta E_e}{\delta Q_{ij}} = - L_1 \Delta Q_{ij} - \frac{L_2 + L_3}{2} (\partial_i Q_{jk} + \partial_j Q_{ik} - \frac{2}{3} (\partial_{kl} Q_{kl}) \delta_{ij}).
\]

We can see that the components of \( Q \) are coupled both in \( E_b \) and \( E_e \), which makes it difficult to deal with numerically.

Since we have a positive quartic term \( c(\text{tr}Q^2)^2 \), we can choose \( a_1, C_0 > 0 \) such that \( f_b(Q) - a_1 \text{tr}(Q^2)/2 + C_0 > 0 \). We introduce a scalar auxiliary variable

\[ r(t) = \sqrt{E_1} := \sqrt{E_b(Q) - \int_\Omega \frac{a_1}{2} \text{tr}(Q^2) dx + C_0.} \]

Let \( \mathcal{L} \) be defined as

\[ \mathcal{L} Q = a_1 Q + \frac{\delta E_e}{\delta Q}, \]
where \( \delta E / \delta Q \) defines a linear operator on \( Q \). Hence, we can rewrite (5.12) as:

\[
\frac{\partial Q}{\partial t} = -\mu,
\]

\[
\mu = \mathcal{L}Q + \frac{r(t)}{\sqrt{\mathcal{E}_1}} \frac{\delta E_1}{\delta Q};
\]

\[
r_t = \frac{1}{2} \int_{\Omega} \frac{\delta E_1}{\delta Q} : Q_1 \, dx.
\]

Then, the SAV/CN scheme for (5.15) is:

\[
\begin{align*}
Q^{n+1} - Q^n &= -\mu^{n+1/2}, \\
\mu^{n+1/2} &= \mathcal{L}_1 \left( \frac{1}{2} (Q^{n+1} + Q^n) + \frac{r^{n+1} + r^n}{2\sqrt{\mathcal{E}_1} (Q^{n+1/2})} \frac{\delta E_1}{\delta Q} \right) [\bar{Q}^{n+1/2}], \\
r^{n+1} - r^n &= \int_{\Omega} \frac{1}{2 \sqrt{\mathcal{E}_1} (Q^{n+1/2})} \left( \frac{\delta E_1}{\delta Q} [\bar{Q}^{n+1/2}] \right)_{ij} (Q_{ij}^{n+1} - Q_{ij}^n) \, dx.
\end{align*}
\]

One can easily show that the above scheme is unconditionally energy stable. Below, we describe how to implement it efficiently.

Denoting

\[
S_{ij} = \frac{1}{2 \sqrt{\mathcal{E}_1} (Q^{n+1/2})} \left( \frac{\delta E_1}{\delta Q} [\bar{Q}^{n+1/2}] \right)_{ij}, \quad S = (S_{ij}),
\]

we can rewrite (5.16) into a coupled linear system of the form

\[
(1 + \lambda \mathcal{L}) Q^{n+1}_{ij} + S_{ij} \alpha^{n+1} = b^n_{ij}, \quad 1 \leq i, j \leq 3,
\]

where \( \lambda = \frac{\Delta t}{2} \), and the scalar \( \alpha^{n+1} = \sum_{k,l} (S_{kl}, Q^{n+1}_{kl}) \) can be solved explicitly as follows. Multiplying (5.17) with \( (1 + \lambda \mathcal{L})^{-1} \), we get

\[
Q^{n+1}_{ij} + \alpha^{n+1} \left( (1 + \lambda \mathcal{L})^{-1} S \right)_{ij} = \left( (1 + \lambda \mathcal{L})^{-1} b^n \right)_{ij}, \quad 1 \leq i, j \leq 3.
\]

Then taking the inner product of the above with \( S \), we obtain

\[
\alpha^{n+1} \left( 1 + \sum_{i,j} \left( S_{ij}, ((1 + \lambda \mathcal{L})^{-1} S)_{ij} ) \right) \right) = \sum_{i,j} \left( (1 + \lambda \mathcal{L})^{-1} b^n \right)_{ij}.
\]

Thus, we can find \( \alpha^{n+1} \) by solving, for each \( i, j \), two equations of the form

\[
(I + \lambda \mathcal{L}) Q_{ij} = g_{ij},
\]

which can be efficiently solved since they are simply coupled second-order equations with constant coefficients. For example, in the case of periodic boundary conditions, we can write down the solution explicitly as follows. Because \( Q \) is symmetric and traceless, we choose \( \mathbf{x} = (Q_{11}, Q_{22}, Q_{12}, Q_{13}, Q_{23})^T \) as independent variables. We expand the above five variables by Fourier series,

\[
Q_{ij} = \sum_{k_1, k_2, k_3} \hat{Q}^{k_1,k_2,k_3}_{ij} \exp(i(k_1x_1 + k_2x_2 + k_3x_3)).
\]
Then, when solving the linear equation (5.20), only the Fourier coefficients with the same indices \((k_1, k_2, k_3)\) are coupled. More precisely, for each \((k_1, k_2, k_3)\), and the coefficient matrix for the unknowns \(\hat{\phi}_{ij}^{k_1,k_2,k_3}\) with \((ij = 11, 22, 12, 13, 23)\) is given by

\[
A_{k_1,k_2,k_3} = 1 + \lambda(a_1 + L_1(k_1^2 + k_2^2 + k_3^2))I - \frac{L_2 + L_3}{2} \left( \begin{array}{cccc}
-\frac{1}{2}k_1^2 - \frac{1}{2}k_3^2 & \frac{1}{2}k_1^2 - \frac{1}{2}k_3^2 & -\frac{1}{2}k_1k_2 & -\frac{1}{2}k_1k_3 & -\frac{1}{2}k_2k_3 \\
\frac{1}{2}k_1^2 - \frac{1}{2}k_3^2 & -\frac{1}{2}k_1^2 - \frac{1}{2}k_3^2 & \frac{1}{2}k_1k_2 & \frac{1}{2}k_1k_3 & \frac{1}{2}k_2k_3 \\
-\frac{1}{2}k_1k_2 & -\frac{1}{2}k_1k_2 & \frac{3}{2}k_1k_2 & -\frac{1}{2}k_2k_3 & \frac{1}{2}k_2k_3 \\
0 & \frac{1}{2}k_1k_3 & -\frac{1}{2}k_1k_3 & 0 & -\frac{1}{2}k_1k_3 \\
\frac{1}{2}k_2k_3 & 0 & -\frac{1}{2}k_1k_3 & -\frac{1}{2}k_1k_3 & -\frac{1}{2}k_2k_3 \\
\end{array} \right).
\]

Hence, we can obtain the Fourier coefficients \(\hat{\phi}_{ij}^{k_1,k_2,k_3}\), for each \(i, j\), by inverting the above \(5 \times 5\) matrix.

### 5.4. Phase-field model of two phase incompressible flows.

We consider here a phase-field model for the mixture of two incompressible, immiscible fluids [65]. Let \(\phi\) be a labeling function to identify the two fluids, i.e.,

\[
\phi(x, t) = \begin{cases} 
1 & x \text{ in fluid 1,} \\
-1 & x \text{ in fluid 2,} 
\end{cases}
\]

with a smooth interfacial layer of thickness \(\eta\). Consider a mixing free energy

\[
E_{mix}(\phi) = \lambda \int_\Omega \left( \frac{1}{2} |\nabla \phi|^2 + F(\phi) \right) dx = \lambda \int_\Omega \frac{1}{2} |\nabla \phi|^2 dx + E_1(\phi),
\]

with \(F(\phi) = \frac{1}{4\eta^2}(\phi^2 - 1)^2\). For the sake of simplicity, we consider the two fluids having the same density \(\rho_0\). Then, the Navier-Stokes Cahn-Hilliard phase field model for the two-phase incompressible flow is as follows (cf., for instance, [4, 48]):

\[
\phi_t + (u \cdot \nabla)\phi = \nabla \cdot (\gamma \nabla \mu),
\]

(5.23)

\[
\mu = \frac{\delta E_{mix}}{\delta \phi} = -\lambda \nabla \phi + \lambda F'(\phi);
\]

and

\[
\rho_0(u_t + (u \cdot \nabla)u) = \nu \Delta u - \nabla p + \mu \nabla \phi;
\]

and

\[
\nabla \cdot u = 0;
\]

subject to suitable boundary conditions for \(\phi, \mu, u\). In the above, \(\lambda\) is a mixing coefficient, \(\gamma\) is a relaxation coefficients and \(\nu\) is the viscosity coefficient; the unknown are \(\phi, \mu, u, p\) with \(u\) being the velocity and \(p\) the pressure. Taking the inner product of (5.22), (5.23) and (5.24) with \(\phi_t\) and \(u\), respectively, we obtain the following energy dissipation law:

\[
\frac{d}{dt} \int_\Omega \left( \frac{\rho_0}{2} |u|^2 + \frac{\lambda}{2} |\nabla \phi|^2 + \lambda F(\phi) \right) = - \int_\Omega \{\nu |\nabla u|^2 + \gamma |\nabla \mu|^2\}.
\]

To apply the SAV approach, we introduce \(r(t) = \sqrt{E_1(\phi)} + \delta\), and replace (5.23) by

\[
\mu = -\lambda \nabla \phi + \lambda \frac{r(t)}{\sqrt{E_1(\phi)} + \delta} F'(\phi),
\]

(5.26)

\[
r_t = \frac{1}{2\sqrt{E_1(\phi)} + \delta} \int_\Omega F'(\phi) \phi_t dx.
\]
Let us denote $\tilde{\phi}^{n+1} := 2\phi^n - \phi^{n-1}$ and $\tilde{u}^{n+1} := 2u^n - u^{n-1}$. Then, we can modify the scheme (3.9) in [63] to construct the SAV/BDF2 scheme for (5.22)-(5.26)-(5.24)-(5.25):

\begin{align}
\frac{3\phi^{n+1} - 4\phi^n + \phi^{n-1}}{2\Delta t} + \tilde{u}^{n+1} \cdot \nabla \tilde{\phi}^{n+1} &= \gamma \Delta \mu^{n+1}, \\
\mu^{n+1} &= -\lambda \Delta \phi^{n+1} + \frac{\lambda \phi^{n+1}}{\sqrt{E_1[\phi^{n+1}] + \delta}} F'(\tilde{\phi}^{n+1}), \\
\frac{3r^{n+1} - 4r^n - r^{n-1}}{2\Delta t} &= \int_O \frac{F'(\tilde{\phi}^{n+1})}{2\sqrt{E_1[\phi^{n+1}] + \delta}} \frac{3\phi^{n+1} - 4\phi^n + \phi^{n-1}}{2\Delta t} \, dx,
\end{align}

where $\tilde{u}^{n+1} = \tilde{u}^{n+1}$ or $\tilde{u}^{n+1} = 2u^n - u^{n-1}$;

\begin{align}
\rho_0 \left\{ \frac{3\tilde{u}^{n+1} - 4u^n + u^{n-1}}{2\Delta t} + \tilde{u}^{n+1} \cdot \nabla \tilde{u}^{n+1} \right\} - \nu \Delta \tilde{u}^{n+1} + \nabla p^n - \mu^{n+1} \nabla \tilde{\phi}^{n+1} &= 0; \\
(5.29)\quad \nabla (p^{n+1} - p^n) &= \frac{3\rho_0}{2\Delta t} \nabla \cdot \tilde{u}^{n+1}, \quad \partial_n (p^{n+1} - p^n)|_{\partial \Omega} = 0; \\
\quad u^{n+1} &= u^{n+1} - \frac{2\Delta t}{3\rho_0} \nabla (p^{n+1} - p^n).
\end{align}

Several remarks are in order:

- The pressure is decoupled from the rest by a pressure-correction projection method; $r^{n+1}$ can be eliminated from (5.27).
- If we take $\tilde{u}^{n+1} = \tilde{u}^{n+1}$, one can show, similarly as in [63], that the scheme is unconditionally stable, linear and second-order, but weakly coupled between $(\phi^{n+1}, u^{n+1}, \tilde{u}^{n+1})$ by the term $\tilde{u}^{n+1} \cdot \nabla \tilde{\phi}^{n+1}$. It is easy to see that the weakly coupled linear system is positive definite.
- On the other hand, if we take $\tilde{u}^{n+1} = 2u^n - u^{n-1}$, the scheme is linear, decoupled and second-order, only requires solving a sequence of Poisson type equations at each time step, but not unconditionally energy stable.
- One can use the decoupled scheme with $\tilde{u}^{n+1} = 2u^n - u^{n-1}$ as a preconditioner for the coupled scheme with $\tilde{u}^{n+1} = \tilde{u}^{n+1}$.

6. Conclusion. We proposed a new SAV approach for dealing with a large class of gradient flows. This approach keeps all advantages of the IEQ approach, namely, the schemes are unconditionally energy stable, linear and second-order accurate, while offers the following additional advantages:

- It greatly simplifies the implementation and is much more efficient: at each time step of the SAV schemes, the computation of the scalar auxiliary variable $r^{n+1}$ and the original unknowns are totally decoupled and only requires solving linear systems with constant coefficients.
- It only requires $E_1(\phi) := \int_O F(\phi) \, dx$, instead of $F(\phi)$, be bounded from below. It also allows the energy functional contains multiple integrals. Thus it applies to a larger class of gradient flows.
- It offers an effective approach to deal with gradient flows with non-local free energy. Furthermore, we can even construct higher-order stiffly stable, albeit not unconditionally stable, schemes with all the above attributes by combining SAV approach with higher-order BDF schemes.
When coupled with a suitable time adaptive strategy, the SAV schemes are extremely efficient and applicable to a large class of gradient flows. Our numerical results show that the SAV schemes are not only more efficient, but are also more accurate than other schemes. Although the SAV approach appears to be applicable and very effective for a large class of gradient flows, an essential requirement for the SAV approach to produce physically consistent results is that $\mathcal{L}$ in the energy splitting (1.3) contains enough dissipative terms (with at least linearized highest derivative terms). To be specific, $\mathcal{E}_1[\phi]$ shall not include all terms with the highest derivatives in $\mathcal{E}[\phi]$, i.e., $\mathcal{L}$ has to include a term, if not all, with the highest derivatives.

We have focused in this paper on gradient flows with linear dissipative mechanisms. For problems with highly nonlinear dissipative mechanisms, e.g., $\mathcal{G}_\mu = \nabla \cdot (a(\phi) \nabla \mu)$ with degenerate or singular $a(\phi)$ such as in Wasserstein gradient flows or gradient flows with strong anisotropic free energy [13], the direct application of SAV approach may not be the most efficient as it leads to degenerate or singular nonlinear equations to solve at each time step. In [61], we developed an efficient predictor-corrector strategy to deal with this type of problems without the need to solving nonlinear equations.

While it is important that numerical schemes for gradient flows obey a discrete energy dissipation law, the energy dissipation itself does not guarantee the convergence. In a future work, we shall conduct an error analysis for the SAV approach and identify sufficient conditions under which the SAV schemes will converge, with an error estimate, to the exact solution of the original problem.
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