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Solving Delay Differential Equations by an Accurate Method with Interpolation
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We use the reproducing kernel method (RKM) with interpolation for finding approximate solutions of delay differential equations. Interpolation for delay differential equations has not been used by this method till now. The numerical approximation to the exact solution is computed. The comparison of the results with exact ones is made to confirm the validity and efficiency.

1. Introduction

In this paper we consider delay differential equations in the reproducing kernel space:

\[
\frac{1}{s(x)} u''(t(x)) + \frac{1}{p(x)} u'(h(x)) + \frac{1}{q(x)} u(m(x)) = g(x), \quad 0 < x < 1, \tag{1}
\]

\[
u(0) = A, \quad u(1) = B,
\]

where \(u(x) \in W^2_2[0,1]\) and \(g(x) \in W^1_2[0,1]\).

The theory of reproducing kernels [1] was used for the first time at the beginning of the 20th century by S. Zaremba in his work on boundary value problems for harmonic and biharmonic functions. In recent years, a lot of attention has been devoted to the study of RKM to investigate various scientific models. The RKM which accurately computes the series solution is of great interest to applied sciences. The method provides the solution in a rapidly convergent series with components that can be elegantly computed. The book [2] provides excellent overviews of the existing reproducing kernel methods for solving various model problems such as integral and integrodifferential equations.

The efficiency of the method was used by many authors to investigate several scientific applications. Geng and Cui [3] applied the RKM to handle the second-order boundary value problems. Wang et al. [4] investigated a class of singular boundary value problems by this method and the obtained results were good. Zhou et al. [5] used the RKM effectively to solve second-order boundary value problems. In [6], the method was used to solve nonlinear infinite-delay-differential equations. Wang and Chao [7] and Zhou and Cui [8] independently employed the RKM to variable-coefficient partial differential equations. Geng and Cui [9] and Du and Cui [10] researched the approximate solution of the forced Duffing equation with integral boundary conditions by combining the homotopy perturbation method and the RKM. Wu and Li [11] applied iterative reproducing kernel method to obtain the analytical approximate solution of a nonlinear oscillator with discontinuities. Yang et al. [12] used this method for solving the system of the linear Volterra integral equations with variable coefficients. A particular singular integral equation was solved by Du and Shen [13]. Barbieri and Meo [14] have studied evaluation of the integral terms in reproducing kernel methods. Third-order three-point boundary value problems were considered by Wu and Li [15]. Chen and Chen [16] investigated the exact solution of system of linear operator equations in reproducing kernel
spaces. Akgül has investigated fractional order boundary value problems by RKM [17]. Inc et al. have solved ordinary and partial differential equations by RKM [18–20].

The paper is organized as follows. Section 2 introduces several reproducing kernel spaces. The associated linear operator is presented in Section 3. Section 4 provides the main results. The exact and approximate solutions of problems and an iterative method are developed in the reproducing kernel space in this section. We have proved that the approximate solutions converge to the exact solutions uniformly. Some numerical experiments are illustrated in Section 5. Some conclusions are given in Section 6.

2. Preliminaries

2.1. Reproducing Kernel Spaces. In this section, we define some useful reproducing kernel spaces.

**Definition 1** (reproducing kernel function). Let $E \neq \emptyset$. A function $K: E \times E \to \mathbb{C}$ is called a reproducing kernel function of the Hilbert space $H$ if and only if

(a) $K(\cdot, t) \in H$ for all $t \in E$;

(b) $\langle \varphi, K(\cdot, t) \rangle = \varphi(t)$ for all $t \in E$ and all $\varphi \in H$.

The last condition is called “the reproducing property” as the value of the function $\varphi$ at the point $t$ is reproduced by the inner product of $\varphi$ with $K(\cdot, t)$.

**Definition 2.** We define the space $W^3_2[0, 1]$ by

$$W^3_2[0, 1] = \{ u \in AC[0, 1] : u', u'' \in AC[0, 1], \quad u^{(3)} \in L^2[0, 1], u(0) = u(1) = 0 \}.$$  (2)

The third derivative of $u$ exists almost everywhere since $u''$ is absolutely continuous. The inner product and the norm in $W^3_2[0, 1]$ are defined by

$$\langle u, g \rangle_{W^3_2} = \sum_{i=0}^{2} u^{(i)}(0) g^{(i)}(0) + \int_{0}^{1} u^{(3)}(x) g^{(3)}(x) \, dx,$$

$$\|u\|_{W^3_2} = \sqrt{\langle u, u \rangle_{W^3_2}}, \quad u \in W^3_2[0, 1].$$  (3)

The space $W^3_2[0, 1]$ is called a reproducing kernel space, as, for each fixed $y \in [0, 1]$ and any $u \in W^3_2[0, 1]$, there exists a function $R_y$ such that

$$u(y) = \langle u, R_y \rangle_{W^3_2}.$$  (4)

**Definition 3.** We define the space $W^1_2[0, 1]$ by

$$W^1_2[0, 1] = \{ u \in AC[0, 1] : u' \in L^2[0, 1] \}.$$  (5)

The inner product and the norm in $W^1_2[0, 1]$ are defined by

$$\langle u, g \rangle_{W^1_2} = \int_{0}^{1} u(x) g(x) + u'(x) g'(x) \, dx,$$

$$\|u\|_{W^1_2} = \sqrt{\langle u, u \rangle_{W^1_2}}, \quad u, g \in G^1_2[0, 1],$$  (6)

$$\|u\|_{W^1_2} = \sqrt{\langle u, u \rangle_{W^1_2}}, \quad u \in W^1_2[0, 1].$$

The space $W^3_2[0, 1]$ is a reproducing kernel space, and its reproducing kernel function $T_x$ is given by Cui and Lin [21]:

$$T_x(y) = \frac{1}{2} \frac{\cosh(x + y - 1) + \cosh(|x - y| - 1)}{\sinh(1)}.$$  (7)

**Lemma 4** (see [21]). The space $W^3_2[0, 1]$ is a reproducing kernel space, and its reproducing kernel function $R_y$ is given by

$$R_y(x) = \begin{cases} \sum_{i=0}^{6} c_i(y) x^{i-1}, & x \leq y, \\ \sum_{i=0}^{6} d_i(y) x^{i-1}, & x > y, \end{cases}$$  (8)

where $c_i(y)$ and $d_i(y)$ coefficients can be found by Maple 16.

3. Solution Representation in $W^3_2[0, 1]$

In this section, the solution of (1) is considered in the reproducing kernel space $W^3_2[0, 1]$. On defining the linear operator $L: W^3_2[0, 1] \to W^3_2[0, 1]$ as

$$Lv(x) = \frac{1}{s(x)} v''(x) + \frac{1}{p(x)} v'(h(x)) + \frac{1}{q(x)} v(m(x)),$$  (9)

model problem (1) takes the form

$$Lv = f(x, v), \quad x \in [0, 1],$$

$$v(0) = v(1) = 0.$$  (10)

In (9), since $v(x)$ is sufficiently smooth, we see that $L : W^3_2[0, 1] \to W^3_2[0, 1]$ is a bounded linear operator. For convenience, we write $u$ instead of $v$ in (10).

**Theorem 5.** The linear operator $L$ defined by (9) is a bounded linear operator.

**Proof.** We only need to prove $\|Lu\|_{W^3_2} \leq M\|u\|_{W^3_2}$, where $M > 0$ is a positive constant. By (6), we have

$$\|Lu\|_{W^3_2} = \langle Lu, Lu \rangle_{W^3_2} = \int_{0}^{1} [Lu(x)]^2 + [Lu'(x)]^2 \, dx.$$  (11)

By reproducing property, we have

$$u(x) = \langle u(\cdot), R_x(\cdot) \rangle_{W^3_2},$$

$$Lu(x) = \langle u(\cdot), LR_x(\cdot) \rangle_{W^3_2}.$$  (12)
From (9), it is clear that
\[ |Lu(x)| \leq \|u\|_{W^2_1}^2 \|LR_x\|_{W^2_1} = M_1 \|u\|_{W^2_1}, \tag{13} \]
where \(M_1 > 0\) is a positive constant; thus,
\[ \int_0^1 [(Lu)(x)]^2 \, dx \leq M_1^2 \|u\|_{W^2_1}^2. \tag{14} \]
Since
\[ (Lu)'(x) = \langle u(\cdot), (LR_x)'(\cdot) \rangle_{W^2_1}, \tag{15} \]
we have
\[ \|Lu\|^2_{W^2_1} \leq \|Lu\|^2_{W^2_1} \|LR_x\|^2_{W^2_1} = M_2 \|u\|^2_{W^2_1}, \tag{16} \]
where \(M_2 > 0\) is a positive constant, so we have
\[ [(Lu)'(t)]^2 \leq M_2^2 \|u\|_{W^2_1}^2, \tag{17} \]
\[ \int_0^1 [(Lu)'(x)]^2 \, dx \leq M_2^2 \|u\|_{W^2_1}^2, \tag{18} \]
that is
\[ \|Lu\|_{W^2_1} \leq \left( \int_0^1 \left( [(Lu)(x)]^2 + [(Lu)'(x)]^2 \right) \, dx \right)^{1/2} \leq (M_1^2 + M_2^2) \|u\|_{W^2_1}, \tag{19} \]
where \(M = M_1^2 + M_2^2 > 0\) is a positive constant. This completes the proof. \(\square\)

4. The Structure of the Solution and the Main Results

From (9), it is clear that \(L : W^2_2[0,1] \to W^2_2[0,1]\) is a bounded linear operator. Put \(\varphi(x) = T_x(y)\) and \(\psi(x) = \varphi^*(x)\), where \(\varphi^*\) is conjugate operator of \(L\). The orthonormal system \(\{\widetilde{\psi}_i(x)\}_{i=1}^{\infty}\) of \(W^2_2[0,1]\) can be derived from Gram-Schmidt orthogonalization process of \(\{\psi_i(x)\}_{i=1}^{\infty}\):
\[ \widetilde{\psi}_i(x) = \sum_{k=1}^{i} \beta_{ik} \varphi_k(x), \quad (\beta_{ik} > 0, i = 1, 2, \ldots). \tag{19} \]

**Theorem 6.** Let \(\{x_i\}_{i=1}^{\infty}\) be dense in \([0,1]\) and \(\varphi_i(x) = L_y R_x(y)\). Then the sequence \(\{\psi_i(x)\}_{i=1}^{\infty}\) is a complete system in \(W^2_2[0,1]\).

**Proof.** We have
\[ \psi_i(x) = \langle L^* \varphi_i, (L^* \varphi_j)(y), R_x(y) \rangle_{y=x_i} \tag{20} \]
\[ = \langle \varphi_i(y), Ly R_x(y) \rangle_{y=x_i}. \]

The subscript \(y\) by the operator \(L\) indicates that the operator \(L\) applies to the function of \(y\). Clearly, \(\psi(x) \in W^2_2[0,1]\).

For each fixed \(u(x) \in W^2_2[0,1]\), let \(\langle u(x), \psi_i(x) \rangle = 0, (i = 1, 2, \ldots)\), which means that
\[ \langle u(x), (L^* \varphi_i)(x) \rangle = \langle Lu(\cdot), \varphi_i(\cdot) \rangle = \langle Lu(x) \rangle = 0. \tag{21} \]

Note that \(\{x_i\}_{i=1}^{\infty}\) is dense in \([0,1]\); hence, \((Lu)(x) = 0\). It follows that \(u \equiv 0\) from the existence of \(L^{-1}\). So the proof of Theorem 6 is completed. \(\square\)

**Theorem 7.** If \(u(x)\) is the exact solution of (10), then
\[ u(x) = \sum_{i=1}^{\infty} \sum_{k=1}^{i} \beta_{ik} f(x_k, u_k) \psi_i(x), \tag{22} \]
where \(\{x_i\}_{i=1}^{\infty}\) is dense in \([0,1]\).

**Proof.** From (19) and uniqueness of solution of (10), we have
\[ u(x) = \sum_{i=1}^{\infty} \sum_{k=1}^{i} \beta_{ik} f(x_k, u_k) \psi_i(x) \]
\[ = \sum_{i=1}^{\infty} \sum_{k=1}^{i} \beta_{ik} \langle u(x), \psi_k(x) \rangle_{W^2_2} \psi_i(x) \]
\[ = \sum_{i=1}^{\infty} \sum_{k=1}^{i} \beta_{ik} \langle u(x), L^* \varphi_k(x) \rangle_{W^2_1} \psi_i(x) \]
\[ = \sum_{i=1}^{\infty} \sum_{k=1}^{i} \beta_{ik} \langle L u(x), \varphi_k(x) \rangle_{W^2_1} \psi_i(x) \]
\[ = \sum_{i=1}^{\infty} \sum_{k=1}^{i} \beta_{ik} \langle f(x, u), T_{x_k} \psi_i(x) \rangle \]
\[ = \sum_{i=1}^{\infty} \sum_{k=1}^{i} \beta_{ik} f(x_k, u_k) \psi_i(x). \tag{23} \]

This completes the proof. \(\square\)

Now the approximate solution \(u_n(x)\) can be obtained from the \(n\)-term intercept of the exact solution \(u\) and
\[ u_n(x) = \sum_{i=1}^{n} \sum_{k=1}^{i} \beta_{ik} f(x_k, u_k) \psi_i(x). \tag{24} \]

**Lemma 8** (see [22]). If \(\|u_n - u\|_{W^2_2} \to 0, x_n \to x, (n \to \infty)\), and \(f(x, u)\) is continuous for \(x \in [0,1]\), then
\[ f(x_n, u_{n-1}(x_n)) \to f(x, u(x)) \text{ as } n \to \infty. \tag{25} \]

**Lemma 9** (see [23]). For any fixed \(u_0(x) \in W^2_2[0,1]\), suppose the following conditions are satisfied:
(i) \(u_n(x) = \sum_{i=1}^{n} A_i \psi_i(x), \tag{26} \]
(ii) \(\|u_n\|_{W^2_2}\) is bounded;
(iii) \(\{x_i\}_{i=1}^{\infty}\) is dense in \([0,1]\);
(iv) \(f(x, u) \in W^2_2[0,1]\) for any \(u(x) \in W^2_2[0,1]\).
Moreover, a sequence \(u_n(x)\) in iterative formula (26) converges to the exact solution of (22) in \(W^2_2[0,1]\) and

\[
u(x) = \sum_{i=1}^\infty A_i \hat{\psi}_i(x),
\]

where \(A_i\) is given by (27).

We assume that \(\{x_i\}_{i=1}^\infty\) is dense in \([0,1]\). Let \(u(x)\) be the exact solution of (1) and let \(u_n(x)\) be the \(n\)-term approximation solution of (1). We set

\[
\|u\|_C = \max_{x \in [0,1]} |u(x)|.
\]

**Theorem 10.** If \(u \in W^2_2[0,1]\), then

\[
\|u_n - u\|_{W^2_2} \to 0, \quad n \to \infty.
\]

Moreover, a sequence \(\|u_n - u\|_{W^2_2}\) is monotonically decreasing in \(n\).

**Proof.** From (22) and (24), it follows that

\[
\|u_n - u\|_{W^2_2} = \left\| \sum_{i=n+1}^\infty \sum_{k=1}^i \beta_{ik} f(x_k, u_k) \hat{\psi}_i \right\|_{W^2_2}.
\]

Thus,

\[
\|u_n - u\|_{W^2_2} \to 0, \quad n \to \infty.
\]

In addition,

\[
\|u_n - u\|^2_{W^2_2} = \left\| \sum_{i=n+1}^\infty \sum_{k=1}^i \beta_{ik} f(x_k, u_k) \hat{\psi}_i \right\|^2_{W^2_2}.
\]

\[
= \sum_{i=n+1}^\infty \left( \sum_{k=1}^i \beta_{ik} f(x_k, u_k) \right)^2.
\]

Clearly, \(\|u_n - u\|_{W^2_2}\) is monotonically decreasing in \(n\). \(\square\)

**Remark 11.** Let us consider countable dense set \(\{x_1, x_2, \ldots\} \in [0,1]\) and define

\[
\phi_i = T_{x_i}, \quad \Psi_i = L^* \phi_i, \quad \hat{\psi}_i = \sum_{k=1}^i \beta_{ik} \Psi_k.
\]

Then \(\beta_{ik}\) coefficients can be found by

\[
\beta_{11} = \frac{1}{\|\Psi_1\|}, \quad \beta_{ij} = \frac{1}{\sqrt{\|\Psi_i\|^2 - \sum_{k=1}^{j-1} \beta_{ik}^2}}
\]

\[
\beta_{ij} = \frac{-\sum_{k=1}^{j-1} c_{ik} \beta_{kj}}{\sqrt{\|\Psi_i\|^2 - \sum_{k=1}^{j-1} c_{ik}^2}}, \quad c_{ik} = \langle \Psi_i, \hat{\psi}_k \rangle.
\]

4.1. **Interpolation for Reproducing Kernel Method.** We used interpolation to find the numerical results by RKM with

\[
u(x) = \frac{(x-a)(x-c)}{(a-b)(c-a)} u(a) + \frac{(x-a)(x-c)}{(b-a)(c-b)} u(b) + \frac{(x-a)(x-b)}{(c-b)(c-a)} u(c),
\]

where \(0.1 \leq a < x < b < c \leq 1\). More details for interpolation can be found in [24].

5. **Numerical Results**

In this section, four numerical examples are provided to show the accuracy of the present method. We used interpolation for Examples 12–14. The RKM does not require discretization of the variables, that is, time and space; it is not effected by computation round-off errors and one is not faced with necessity of large computer memory and time. The accuracy of the RKM for the delay differential equation is controllable and absolute errors are small with present choice of \(x\) (see Tables 1–6). The numerical results we obtained justify the advantage of this methodology.
Table 4: Numerical results of Example 15.

| $x$  | Exact solution | Approximate solution ($m = 20$) | Approximate solution ($m = 40$) |
|------|----------------|----------------------------------|----------------------------------|
| 0.1  | 0.001          | 0.0009077646155341838803         | 0.00098904754340427120243        |
| 0.2  | 0.008          | 0.007925400478910215967          | 0.007991893639289622866          |
| 0.3  | 0.027          | 0.026940356780732013097          | 0.02699411062098332384           |
| 0.4  | 0.064          | 0.063953086850948970952          | 0.063996421220125258843          |
| 0.5  | 0.125          | 0.12496400548134986886           | 0.1249989894400479331            |
| 0.6  | 0.216          | 0.2159734959447118257            | 0.2159952248650893754            |
| 0.7  | 0.343          | 0.34298191656657066034           | 0.343300765213362709             |
| 0.8  | 0.512          | 0.5119860694198087943            | 0.51200189692520825458           |
| 0.9  | 0.729          | 0.7289968938856873182            | 0.72900298512674395795           |
| 1.0  | 1.000          | 1.000                            | 1.000                            |

Table 5: Absolute error for Example 15.

| $x$  | Absolute error ($m = 20$) | Absolute error ($m = 40$) |
|------|--------------------------|--------------------------|
| 0.1  | $9.223538446581461197 \times 10^{-5}$ | $1.095245659572879757 \times 10^{-5}$ |
| 0.2  | $7.45995210189784033 \times 10^{-5}$ | $8.0160636071037714 \times 10^{-6}$ |
| 0.3  | $5.9643219267986903 \times 10^{-5}$  | $5.58937901667616 \times 10^{-6}$   |
| 0.4  | $4.691349510129048 \times 10^{-5}$  | $3.57879874741157 \times 10^{-6}$   |
| 0.5  | $3.599451865103114 \times 10^{-5}$  | $1.9010599520669 \times 10^{-6}$    |
| 0.6  | $2.65045528817473 \times 10^{-5}$   | $4.7751349106246 \times 10^{-7}$    |
| 0.7  | $1.808343342939666 \times 10^{-5}$  | $7.65213362790 \times 10^{-7}$      |
| 0.8  | $1.039305801912057 \times 10^{-5}$  | $1.8969250825458 \times 10^{-6}$    |
| 0.9  | $3.106143126818 \times 10^{-6}$     | $2.98512674395795 \times 10^{-6}$  |
| 1.0  | 0.0                      | 0.0                       |

Example 12. Consider the equation

$$
\frac{1}{p(x)} u'(g(x)) + \frac{1}{q(x)} u(h(x)) + \frac{1}{r(x)} u + \frac{1}{s(x)} u' = F(x),
$$

where

$$
g(x) = \sqrt{x}, \quad h(x) = \sqrt[3]{x}, \quad p(x) = x, \quad q(x) = x^2, \quad r(x) = x - 1, \quad s(x) = x + 1, \quad F(x) = \exp(x).
$$

We use transformation

$$
u(x) = u(x) - x(\exp(1)) - 1
$$

Example 13. We take notice of equation

$$
u''(x) = u(x^2)
$$

Thus, if the method described above is applied, then we find Table 2.

We use transformation

$$
v(x) = u(x) - x
$$

Example 14. We regard the following equation:

$$
u''(x) = u(x^2),
$$

Thus, if the method described above is applied, then we find Table 2.

We use transformation
Table 6: Relative error for Example 15.

| x    | Relative error \( m = 20 \) | Relative error \( m = 40 \) |
|------|-------------------------------|-------------------------------|
| 0.1  | \( 9.2235844658146197 \times 10^{-2} \) | \( 1.09524565972879757 \times 10^{-2} \) |
| 0.2  | \( 1.0200795088797425 \times 10^{-3} \) | \( 2.06997700617655556 \times 10^{-3} \) |
| 0.3  | \( 7.33017953922328875 \times 10^{-4} \) | \( 5.59184355428305781 \times 10^{-4} \) |
| 0.4  | \( 2.8795614920824912 \times 10^{-4} \) | \( 1.520844796165352 \times 10^{-5} \) |
| 0.5  | \( 1.227039596674756018 \times 10^{-4} \) | \( 2.2107106067706481481 \times 10^{-6} \) |
| 0.6  | \( 5.2721380260622915452 \times 10^{-5} \) | \( 2.2309427484227405248 \times 10^{-6} \) |
| 0.7  | \( 2.0298941443594863281 \times 10^{-5} \) | \( 3.7049320473722265625 \times 10^{-6} \) |
| 0.8  | \( 4.2607878088905075446 \times 10^{-6} \) | \( 4.0948240657859396433 \times 10^{-6} \) |
| 0.9  | 0.0                            | 0.0                            |
| 1.0  | 0.0                            | 0.0                            |
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