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Abstract

This study introduces the concept of finite element network analysis (FENA) which is a physics-informed, machine-learning-based, computational framework for the simulation of complex physical systems. The framework leverages the extreme computational speed of trained neural networks and the unique transfer knowledge property of bidirectional recurrent neural networks (BRNN) to provide a uniquely powerful and flexible computing platform. One of the most remarkable properties of this framework consists in its ability to simulate the response of complex systems, made of multiple interconnected components, by combining individually pre-trained network models that do not require any further training following the assembly phase. This remarkable result is achieved via the use of key concepts such as transfer knowledge and network concatenation. Although the computational framework is illustrated and numerically validated for the case of a mechanical system under static loading, the conceptual structure of the framework has broad applicability and could be extended to the most diverse field of computational science. The framework is numerically validated against the solution provided by traditional finite element analysis and the results highlight the outstanding performance of this new concept of computational platform.
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1 Introduction

Numerical simulations of complex systems play a vital role in computational physics and engineering. Over the past many decades, a plethora of numerical methodologies have been developed in support of the most diverse fields of science. Arguably one of the most popular and versatile approach to the numerical simulations of linear and nonlinear systems has been the finite element method (FEM). The literature on this topic is extensive but excellent summaries of fundamental and seminal works can be found in [1–4]. From a general perspective, FEM owes its popularity to the great versatility and ability to model complex systems via a straightforward decomposition in elements of the entire computational domain. This approach allows a very natural treatment of multiple dissimilar elements, complex geometries, and diverse boundary conditions. Although FEM has proven to be a powerful and reliable method to model a variety of physical phenomena mathematically described by integer-order differential equations, its computational cost increases very rapidly with the number of degrees of freedom (DOF) [5]. In fact, while FEM models are proven to converge to the exact solution during a mesh refinement process, the price to pay is a rapid increase in resources and computational time due to increased number of DOFs. This fundamental characteristic of FE analysis is also at the basis of some important limitations, particularly in the area of large scale models and multiscale analysis [6]. A few relevant examples include multiscale mechanics (such as damage initiation and propagation [7, 8],
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nonlocal and scale effects \([9,10]\), turbulent flows \([11]\), high-frequency wave propagation \([12]\), and contact dynamics \([13]\).

The need for better performance in these demanding areas has led the scientific community to explore modified versions of finite element analysis (FEA) that could address more directly and efficiently these important shortcomings. Formulations like the spectral finite elements \([14]\), hp-FEM \([15]\), model reduction and super-elements \([16]\), and extended FEM \([17]\) have specifically targeted both large scale and multiscale computations. Although many of these methods have been extremely successful in significantly expanding the capabilities of FEA, and despite the outstanding advances in computational resources and methods (e.g. parallel or distributed memory), there are several classes of problems that are still out of reach for FEA. A few examples include multiscale problems spanning a wide range of spatial (e.g. porous materials, biomedical tissues and bones, damage initiation and evolution) and temporal scales (e.g. high frequency wave propagation, impacts, contacts) \([18,19]\).

We merely note that, although the above discussion was cast in a perspective of FE methods, most of the mentioned limitations readily extend to other popular numerical techniques such as boundary element methods, finite difference method, and spectral methods \([14,20,21]\).

It appears that a paradigm shift is needed in order to develop computational methods that, while retaining the many advantages of FEA (particularly, the ability to solve systems of differential equations over domains having complex geometries and boundary conditions), are capable of extreme computational efficiency over large (potentially multiscale) domains. In other terms, a new class of computational methods should allow extreme scalability with minimum impact on the computational time, a property that we refer to as \textit{embarrassingly scalable} models. Most of these computational challenges of the methods previously described are rooted in the same practical issue: the rapid increase in the size of the system of governing equations with the increasing number of degrees of freedom. It follows that a possible route towards a powerful computational framework could be to bypass entirely the direct numerical solution of the governing equations. Analytical solutions could certainly be very powerful alternative but they are typically not achievable on complex shaped domains and boundary conditions. Therefore, the fundamental question of how to efficiently solve these systems of equations remains open.

In recent years, the advent of machine learning algorithms and the ongoing revolution in data-driven techniques has offered an outstanding opportunity to pursue novel directions for numerical simulations \([22–25]\). Several recent studies have shown that trained neural network (NN) models can efficiently predict the response of large, complex, and even nonlinear systems with unprecedented computational efficiency \([22,26]\). This result is enabled by the intrinsic nature of a neural network which, once trained to mimic the response of a physical system, does not require to solve an actual system of differential equations in order to evaluate the response of the system to a new set of input. To-date, many different architectures of neural networks have been proposed to solve a wide range of problems \([27,28]\). Most data-driven training methods for NN require extensive training data sets and can only simulate very specific conditions \([29]\). In order to compensate for the limited flexibility of trained networks in modeling different systems, some researchers explored the possibility to combine the concepts of FEA as a general solver and of a neural network as a computationally efficient framework. This approach gave rise to the idea of finite element neural networks (FENN) \([30–32]\). Takeuchi \textit{et al.} \([32]\) embedded the FE conceptual approach into the network formulation and described how to construct the network architecture based on different finite elements and shape functions. Along a similar direction, Xu \textit{et al.} \([33]\) used a deep network to solve Maxwell’s equations and simulate the magnetic flux leakage, while Liu \textit{et al.} \([34]\) modeled a heterogeneous material response to external load using an assembly of multiple NNs. In all these approaches, the network architecture was pre-determined and constrained by the element types. Hence, every change made to the structural model (e.g. mesh size, boundary conditions, and material properties) required updating the entire architecture and re-training the network. This is a critical aspect because it is well-known that the training phase is the most time demanding operation in NN applications. We also mention that, in FENN, the total number of neurons scales with $N^2$, where $N$ is the total number of FE nodes \([33]\). It follows that this approach becomes quickly unmanageable for large scale computations because it gives rise to NN with an extremely large number of neurons. From a general perspective, trained neural networks are very computationally efficient when used for the prediction of the response of physical systems. This is due to the fact that a trained NN effectively provides an equivalent transfer function of the system (even in presence of complex interconnected and nonlinear systems) which does not require any further solution of the governing equations. Despite this undeniable computational advantage, the main barrier limiting the large scale deployment of NN for computations lies in the need to redesign and retrain the network every time the physical parameters of the systems are changed. It is well-known that the training phase is particularly cumbersome and requires large data sets in order
to obtain networks that are well representative of the physical systems. Evidently, this latter aspect is very detrimental in a perspective of developing a generic NN-based computational framework for the simulation of complex physical systems.

For NN-based computations to become a viable alternative to FE techniques, the modeling strategy should be sufficiently flexible to allow interconnecting pre-trained NN models (representative of selected physical behaviors or systems) in order to build complex assemblies without any further training. In other terms, one could envision a general modeling approach where pre-trained NN models capable of simulating the physical behavior of selected structural elements (e.g. beams, plates, and shells) are available in an existing database. When assembling a model of a physical system, individual pre-trained NN modules can be selected from the database and interconnected together in order to create the final system assembly. This strategy is, of course, reminiscent of the general modeling approach in classical FEA where elements (described mathematically by shape functions, kinematic, and constitutive relations) are selected from a library and used to assemble complex models.

However, when using NN as fundamental building blocks of a physical system, the main obstacle consists in the need for a dedicated training phase for any given system configuration. Recall that NNs are typically trained under very strict conditions including, but not limited to, a specific configuration of the physical system and a fixed number of input variables. It follows that trained NNs typically do not allow for changes to the number and type of parameters that had not been previously defined as input. More recently, this problem was addressed by a new class of networks, known as recurrent neural networks (RNN) [35], capable of learning the recursive logic of a given output parameter sequence with respect to independent sequential input. A practical example can be the ability to account for the temporal or spatial dependencies in the physical response of a system. This feature of RNNs is particularly suitable to develop network models that can handle a variable input size. In this way, the input can be adjusted based on the specific requirements of the system to be simulated including variable numbers of external loads, boundary conditions, and even constitutive components.

While the basic RNN relaxes the constraint on the fixed number of input, the network still operates according to a preferential direction of the flow of information. This fixed direction reflects the causality of the system modeled by the network. From the general perspective of the development of a computational tool, this unidirectional flow of information poses a significant constraint because it introduces an insensitivity with respect to future states of an independent variable. As an example, when the states are used to represent the time variable, the unidirectional flow does not pose an important limitation because causality must be respected. However, when the states are used to represent a spatial variable the unidirectionality can result in an insensitivity to boundary conditions. This constraint on the flow of information was overcome by the more recent development of Bidirectional Recurrent Neural Networks (BRNN) [36, 37] that allow a two-way propagation of the information through the network (i.e. both forward and backward). We will show how this bidirectionality property is critical for the successful realization of a NN-based computational framework for complex physical systems.

In general, training RNNs is a challenging task due to the presence of internal state feedback [35] within the architecture. Successful training could become more challenging when a complex physical problem is modeled via these networks, particularly if accurate predictions are expected. However, the quality of the prediction can be greatly improved by using customized multi-objective loss functions during the network training phase. Although at the early stages of NN analysis custom loss functions were not commonly used, the idea of a multi-objective loss function has attracted considerable interest particularly in physics-based NN modeling [38–40]. This aspect will be discussed in the following sections.

The remainder of this paper is organized as follows. First, we briefly introduce some fundamental concepts and properties of the BRNN architecture. Then, in § 3 we present the general conceptual approach at the basis of the proposed computational framework. In order to facilitate the understanding of the methodology and to provide a tangible example of the performance, we specialize the framework for application to a specific class of physical problems consisting in the static response of one-dimensional inhomogeneous structural systems (i.e. a non-uniform bar) subject to a distributed axial loads.

2 Bidirectional recurrent neural network

In this section, we briefly introduce the BRNN architecture [35], its basic components, and the role of key features within the context of the numerical solver. The general structure of a BRNN is shown in Figure 1. A typical BRNN is composed of two sets of RNN cells (labeled RNNF and RNNB) each one processing the sequence of input data In in opposite directions, that is forward (left to right) and
backward (right to left). For each input sequence state $i$, the RNN cells use two input, that are $\text{In}_i$ and the internal hidden state (HS), in order to calculate the output from both the forward (F-Out$_i$) and backward (B-Out$_i$) RNNs path, and to update the internal HS for the next step $i + 1$. Note that the internal HS provides information about the previous steps. The output of the RNN cells in each direction is then combined to calculate the global output following each input state $1, 2, ..., n$. Among the several different properties of BRNNs, two stand out when analyzed in reference to the specific computational application proposed in this study. These two properties are:

- **Variable input sequence size**: BRNN is able to learn the sequential logic behind an input-output sequence. Thus, for problem domains with different sizes (hence with variable input sequence size), BRNN is still capable of processing the input data and predict the output.
- **Bidirectionality**: the basic RNN determines the current state of the output only based on all the input prior to the current state (an implicit assumption of output sequence causality). It follows that an output at a given state cannot be affected by the future states of the input (or, equivalently, it does not depend on future events). While this observation is perfectly consistent with our understanding of causality in physical systems (that is when the states define a temporal sequence), this same condition turns into a very limiting constraint when the states represent an independent variable such as space. In this latter case, the unidirectional flow of information would result in an insensitivity with respect to certain input and physical boundaries. It follows that, in order to be amenable to the solution of physical problems defined in a spatio-temporal domain, the network must receive feedback from either previous or future states. This feedback requirement is enabled by the concept of BRNN which allows two opposite paths of propagation of the information: forward and backward.

### 3 Finite Element Network Analysis (FENA): basic concepts and fundamental modeling strategy

In this section, we introduce the general concept that enables building predictive computational models of complex physical systems based on interconnected pre-trained NN. In the following, this approach will be referred to as **Finite Element Network Analysis (FENA)** in order to highlight one of the major characteristics of this method that is the ability to build complex models by combining existing (and pre-trained) neural networks mimicking specific physical behaviors. FENA builds upon four major components (or modules): a Library of Elements (LE) module, a Finite Concatenated Element (FCE) module, a Numerical Simulator (NS) module, and a Model Assessment (MA) module. A conceptual view of FENA’s inner structure is provided in the schematic of Figure 2 while the role of the fundamental components is discussed hereafter. In an attempt to facilitate the understanding of this novel conceptual approach to physical simulations, Figure 2 compares the different steps in FENA to conceptually equivalent steps in a more classical finite element approach. From a high-level perspective, the four modules of FENA are identified as follows:

- **Library of Elements (LE)**: LE is a database that includes an ensemble of pre-trained physics-informed BRNN, whose role is to simulate the response of selected physical components or systems.
As previously mentioned, this study will illustrate the computational methodology in the context of structural analysis, hence the library will focus on neural networks mimicking the behavior and response of structural elements. For the sake of this work, structural elements will be limited to 1D elastic bars. From a conceptual perspective, LE takes the role that element types and shape functions have in classical finite element analysis.

- **Finite Concatenated Element (FCE) module**: the FCE module allows connecting multiple BRNN elements in order to assemble models of complex systems. This functionality serves two main roles: 1) it allows combining networks that simulate different parts of a complex physical system including different material and geometric properties, boundary conditions, even different physics, and 2) it provides a unique foundation to the efficient simulation of very large systems. This latter capability is somewhat reminiscent of dynamic condensation and sub-structuring approaches that are well-known in FEA [41].

- **Numerical Simulator (NS) module**: this module executes the network in order to produce the actual numerical solution. All the problem-specific input (such as loads and boundary conditions) is applied at this stage. Then, the pre-trained network model is numerically executed to produce an estimate of the output variables. In terms of functionalities, NS is reminiscent of the numerical solution of the system of equations in FEM.

- **Model Assessment (MA) module**: once the response of the system is calculated by the NS module, the MA module provides a series of tools to assess the reliability and accuracy of the numerical results. Recall that the network training is a probabilistic process due to both stochastic initialization and selection of the training batch. During training, weights are determined to minimize its loss function and maximize prediction accuracy for a given training data set. The main goal of this module is to assess the performance and the accuracy of the resulting network model and its ability to correctly simulate the response of a given system under different conditions (e.g. loads, materials, geometry, and constraints).

![Figure 2](image)

**Figure 2**: Conceptual view presenting the main modules of the finite element network analysis (FENA) framework and the logical sequence of operations to build a model and produce a numerical solution. The logical flow of operations is exemplified for the structural analysis of a stiffened panel under specified loads and boundary conditions. In order to facilitate the understanding of the FENA framework, the logical process is directly compared with that required to assemble a similar computational model in a more traditional FEM framework. Assuming a target problem consisting, for example, in the calculation of the static response of a stiffened panel under prescribed loads and boundary conditions, pre-trained network models for beam and plate elements are selected from the existing library LE (Step 1). If necessary, multiple network element can be concatenated to create complex assemblies of the fundamental elements (Step 2). Following Step 2, a network model of the complex structural assembly is available and ready for the calculation of the solution according to the selected physics (static response in this case). The network predicts the output in terms of the static displacement profile (Step 3), and any other output quantity the individual network elements in LE were designed to provide; for example stresses and strains. Finally, the MA module is used to assess the reliability and accuracy of the calculated solution (Step 4).

Given these four modules, the following four-step procedure (Figure 2) should be implemented in order to build the model of a physical system and to perform numerical simulations in FENA:

**Step 1**: Select from the library LE the appropriate network elements to represent the various components of the physical system. Note that a BRNN network element does not map typically to a single finite element but instead it represents entire sub-components of the system.
Step 2: Depending on the properties and size of the physical domain to be simulated, the FCE module may be used in order to create complex assemblies (i.e., combinations of multiple sub-domains). FCE is used to combine sub-domains (i.e., different BRNN elements) when the computational domain is described by, for example, different physical behaviors, governing equations, geometric and material properties, and spatial scales. From a more practical perspective, the LE and FCE modules are applied concurrently to build the model of the physical system. This operation bears some similarity with the FE meshing process where the system is discretized and prepared for the numerical solution.

Step 3: Once the equivalent network model is assembled, and provided the sequence of problem-specific input (e.g., input loads and boundary conditions), the network is executed in order to compute the output. This operation is conceptually equivalent to the numerical solution of the system of algebraic equations performed in FEA. However, it is this step that leads to the most significant differences in the required computational time and resources between the two methods. In fact, while the matrix inversion involved in the classical FE solution is one of the most expensive computational tasks, no matrix inversion is required in FENA. Besides, the evaluation of a trained network is an extremely fast and efficient process that requires only a fraction of the time needed by FEA. Quantitative details will be provided in the numerical example below.

Step 4: Once the output of the network (i.e., the response of the physical system) is calculated, the final step involves the use of the MA module in order to analyze the accuracy and reliability of the solution produced by the network.

4 FENA for structural analysis

In this section, we discuss the technical details of the methodology by illustrating its application to the case of structural analysis. More specifically, we illustrate the general procedure to develop a deep learning-based numerical analysis framework for structural analysis. In the following section, we will apply this framework to solve representative numerical problems and to discuss results and performance.

We focus on implementing the methodology for the static analysis of a bar subject to distributed axial loads. The bar can have variable cross-section, different material properties and boundary conditions, as well as it can be subject to an arbitrary distribution of axial load. All these elements can be specified as input when building the model. A schematic view of the selected structure is presented in Figure 3a and it is represented by an elastic bar with fixed boundary conditions (end sections highlighted in gray) and subject to a distributed axial load (black arrows). The bar is divided into segments, each with potentially different material and geometric characteristics.

The LE contains the fundamental set of elements that can be used to assemble the model of the physical system. In the present case, only elements mimicking the static response of bars are needed.

To be able to simulate a general elastic bar via BRNN, we first divide the computational domain into n elements (Figure 3a). This operation is needed to prepare the input sequence for the BRNN, because the external input (in this case the axial load) can be applied only at the nodes of the BRNN (see SI, §2.1). Given that BRNN can learn the recursive logic behind input and output sequence regardless of the sequence size, this is a critical step to obtain a general solver which is not limited to a fixed size domain. Similar to meshing strategy in FEM, the number of these elements is connected to the desired output prediction accuracy and to the location of (network) output nodes. In other terms, it controls the access to either input or output nodal quantities (e.g., external loads or displacements). Nevertheless, contrarily to the concept of FE mesh, the nodal response can be very accurate even when the discretization is very coarse (this is due to the fact that the calculation in NN is based on complex transfer functions between nodes). At the same time, as in FE analysis, a coarser discretization can still alias the response, therefore introducing significant error.

Considering these factors, the partitioning can be determined. The goal is to find the left and right endpoints (nodes) displacements $u_{i,l}$ and $u_{i,r}$, with $i = 1, 2, ..., n$ and $n$ is the number of elements of the problem. The response depends on applied nodal loads $F_{i,l}$ and $F_{i,r}$, the element material and geometric properties here considered isotropic and expressed only in terms of the Young’s modulus $E_i$, the cross-sectional area $A_i$, and the length $l_i$ (Figure 3b). The BRNN representing the bar element receives as input sequence these known parameters $F_{i,l}, F_{i,r}, E_i, A_i, l_i$ and returns the nodal displacements $u_{i,l}, u_{i,r}$.
The BRNN input sequence is processed in a recursive manner in both directions and the corresponding data (analog to internal nodal loads in FEA) between adjacent elements are transferred via the internal hidden states of the forward and backward RNN.

In addition to the applied external loads, the bar response depends also on the boundary conditions (Figure 3c). Together with the external loads, this is one of the most challenging conditions to manage with network-based models. The main reason is that loads and boundary conditions are analysis-specific input that strongly affects the response of either the individual elements or the whole system. While passing different numerical values to a pre-trained network is a trivial operation, the application of a different number of loads and boundary conditions (or any change to their points of application) is a much more complicated task to manage (because it implies a change in the size and structure of the input sequence) and typically require a complete retraining of the network.

For a generic elastic bar BRNN, the elements cross-sectional area, Young’s modulus, start and endpoint coordinates (which determines the element length $l_i$), boundary stiffness, and the applied loads form the network input. The input sequence is passed through three layers with [14,14,42] number of neurons before being processed by the forward and backward RNN cells contained in the BRNN layer. The left and right boundary conditions are first passed through two fully connected layers which, in turn, define the hidden states for both forward and backward directions (Figure 3d) RNN. The BRNN layer is composed of 30 connected to long-short term memory (LSTM) cells [42] in each direction (Detail of LSTM cells are presented in SI § 1) and its output is connected to 5 fully connected layers, the first of which counts 50 neurons while the remaining four count 60 neurons. The specific size of the different parts of the network architecture was obtained via a trial and error procedure with particular attention to the numerical stability of the training process and to the overall accuracy of the prediction.

In order to ensure that accurate predictions could be achieved for a broad range of output (i.e. ranges of amplitude of the nodal displacement), a tailored loss function was defined to include three equally
weighted and normalized terms: 1) a mean square error of the predicted nodal displacement, 2) a nodal displacement continuity condition, and 3) a physical law. The first term is the commonly used cost function when solving regression problems via NN. The second term enforces the continuity of the physical displacement between adjacent nodes of two neighboring elements. The third term helps the network identifying solutions that satisfy the equilibrium equation for the specific physical system (in this case, and elastic bar). The networks are trained using ADAM algorithm [43] with a variable learning rate initialized at 0.0001, using FEM generated training sets. The SI § 2 provide in depth details of the network architecture, the training data set parameters, and the training procedure.

4.2 FCE - network assembly

The previous section described the procedure to build a library of predictive NN-based models capable of simulating the behavior of elastic bars. The networks are general enough to accept a variable-size sequence of input parameters defining both material and geometric properties, as well as external loads and boundary conditions. To some extent, these networks can be seen as surrogate models of the physical elements. The modeling of complex systems requires the ability to combine multiple dissimilar components (representing, for example, different physics or mechanical behavior) into a cohesive assembly. The ability to create these assemblies with NN-based models requires dedicated strategies allowing interfacing and integrating different networks. A successful network integration is also the key towards the analysis of large scale systems. In fact, the basic network discussed in § 4.1 gradually loses accuracy as the domain total number of elements exceeds the range used in the training data set, hence it works well to simulate sections but it cannot be used by itself to simulate arbitrarily large systems.

To overcome this important issue, we propose the concept of network concatenation, which is schematically illustrated in Figure 4a for the case of a three-section bar structure. Initially, each section is considered as a standalone element with its own boundary conditions; essentially each element corresponds to the fundamental network available in LE, as described in § 4.1. The element boundaries are indicated by a finite stiffness of generic value $k_0$ and can be thought as virtual boundaries because they will be used to implement either boundary or continuity conditions depending on the position of each element within the concatenated structure. To clarify this point, in the example of Figure 4a the left virtual boundary of section 1 will be used to set a true boundary condition, while the right virtual boundary of section 1 will be used to set a continuity condition with the adjacent section 2.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.png}
\caption{Schematic illustrating the concept of network concatenation (FCE) for the case of an elastic bar. (a) This example considers a bar of length $L$ obtained by combining three subsections of respective length $L_1$, $L_2$, and $L_3$ each subdivided in $n_1$, $n_2$, and $n_3$ total number of elements. The continuity conditions between adjacent network elements is obtained via a corrective load strategy $F_c$. (b) Schematic view indicating the main displacement and load variables for the interface between subsections $s$ and $s+1$. $k$ and $k_0$ are the element and the virtual boundary stiffness. The corrective forces $F_{c_1}^{(s)}$ and $F_{c_1}^{(s+1)}$ allows implementing the continuity conditions between adjacent network elements when forming the assembly.}
\end{figure}

In order to achieve efficient concatenation of the networks selected from LE, we adopt a corrective load strategy. The corrective load $F_c$ is a virtual load that is added to the boundary node of each section to enforce continuity. In practice, the corrective load mimics the internal forces that arise from the continuity of adjacent sections. However, $F_c$ is not exactly coincident with the internal load because it also accounts for the effect of the virtual boundary stiffness $k_0$. It follows that boundary nodes on each subsection are under the combined effect of both externally applied and corrective loads.
Figure 4b shows a conceptual schematic of the different sections being connected at boundary nodes and marks the corresponding corrective loads. The corrective load at a generic interface (Figure 4b) connecting sections \( s \) and \( s + 1 \) can be estimated imposing a classical Newtonian equilibrium. The equilibrium is given by:

\[
F_{c,r}^{(s)} = k(u_{n_s,r}^{(s)} - u_{n_s,l}^{(s)}) + k_0u_{n_s,l}^{(s)} - F_{n_s}^{(s)} \\
F_{c,l}^{(s+1)} = k(u_{n_{s+1},l}^{(s+1)} - u_{n_{s+1},r}^{(s+1)}) + k_0u_{n_{s+1},r}^{(s+1)} - F_{n_{s+1}}^{(s+1)}
\]

where the superscripts \((s)\) and \((s + 1)\) indicate the section number, while the two subscripts indicate the element number within each section (e.g. \( n_s \) indicate the \( n \)-th element in section \( s \), and \( 1_{s+1} \) indicate the first element in section \( s + 1 \)) and the node of application within that element (either \( l = \text{left} \) or \( r = \text{right} \)). Also, \( k \) is the element stiffness that while formally should have the same indicial format \( k_{n_s,l} \) we assumed as a constant for all sections in this example. Further, \( k_0 \) is the virtual arbitrary boundary stiffness, \( F_{n_s}^{(s)} = F_{1_{s+1}}^{(s+1)} \) is the external load at the interface between section \( s \) and \( s + 1 \), \( F_{c,r}^{(s)} \) and \( F_{c,l}^{(s+1)} \) are the corrective loads at the same interface, and \( u_{n_s,l} \) is the nodal displacement. When network elements are concatenated, the corresponding corrective loads at the interfaces are estimated via an optimization process. For a domain divided into a total of \( S \) sections (with \( S - 1 \) interfaces) the optimization cost function \( J \) is defined as:

\[
J = a \times J_1 + b \times J_2 + c \times J_3
\]

\[
J_1 = k^2 \sum_{s=1}^{S-1} \left( u_{s,r}^{(s)} - u_{1_{s+1},l}^{(s+1)} \right)^2, \quad J_2 = \sum_{s=1}^{S-1} \left( EA \frac{\partial u^{(s)}}{\partial x} - EA \frac{\partial u_{1_{s+1},l}^{(s+1)}}{\partial x} - F_{n_s,r}^{(s)} \right)^2
\]

\[
J_3 = \sum_{s=1}^{S} \left( u_{1_{s},l}^{(s)} + u_{n_s,r}^{(s)}k - \sum_{j \in \text{nodes of section } s} F_j \right)^2
\]

where \( a, b, \) and \( c \) are the weighting factors, \( J_1 \) and \( J_2 \) enforce continuity of the displacement and forces at the section interfaces, while \( J_3 \) imposes the equilibrium of the entire system as a whole. In \( J_1 \), the coefficient \( k \) is the average element stiffness that is added for dimensional consistency. The corrective loads do not appear explicitly in the cost function \( J \), however they enter the problem via their effect on the displacement field at each section (Figure 4). To solve for the value of the corrective load \( F_c \), we apply the Newton Conjugate Gradient (Newton-CG) method, which was selected for its fast convergence rate. It is worth mentioning that this part of the process could be replaced by other possibly more efficient approaches and it is not limited to the Newton-CG method.

### 4.3 Accuracy assessment

The present method uses neural networks to predict the response of physical systems. As discussed in § 3, dedicated metrics need to be developed to assess both accuracy and reliability of the predictions. The availability of these metrics is particularly important when the networks are used for predictive purposes, such as in the case of FENA. These metrics must indicate the level of confidence in a given prediction. In the following, we introduce four evaluation metrics and discuss their relevance and use in the context of FENA. The four metrics are: 1) MC index, 2) equilibrium satisfaction index (ESI), 3) linearity index, and 4) similarity index (model ensemble). The first metric is supposed to be used when building the surrogate models to populate the LE database. The metric provides a preliminary estimate of the expected accuracy for each pre-trained network in LE. The remaining metrics are applied to estimate the accuracy of solutions calculated by FENA.

The first metric is based on the Monte Carlo (MC) sampling method [44]. This metric takes sample simulations from the trained network (by solving multiple sample problems subject to randomly defined loading and boundary conditions) and calculates the expected mean relative error and its standard deviation. The relative percentage error at the \( i \)-th element is defined as \( \left( u_{i,j}^{\text{pred}} - u_{i,j}^{\text{true}} \right) / \max(u_{i,j}^{\text{true}}) \times 100 \), \( j = l, r \), where \( u_{i,j}^{\text{pred}} \) is the network prediction, \( u_{i,j}^{\text{true}} \) is the exact solution, and \( \max(u_{i,j}^{\text{true}}) \) is the maximum nodal displacement encountered in the simulation. The expected accuracy can be classified based on the order of magnitude of the output. The lower the expected relative percentage error, the higher the accuracy of network predictions. Note that this metric requires either a fast algorithm for
estimating the ground truth (i.e. $u^{true}$) given the sampled input parameters or a very large dataset (which may not be available in complex practical applications).

The second index builds upon the existence of governing equations describing the specific physical problem. An Equilibrium Satisfaction Index (ESI) can be defined as:

$$ESI = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{F_{i,r} - (u_{i,r} - u_{i,l}) \times k_i}{\text{Internal load at element } i} + (u_{i+1,r} - u_{i+1,l}) \times k_{i+1} \text{ Internal load at element } i+1 \right)^2$$

Equation 3 is built around the concept of Newtonian equilibrium (enforced at all nodes) and it estimates the error in satisfying the governing equations. A zero value of the ESI would indicate the predicted and exact solution coincide. Although this metric provide an estimate of the goodness of the solution, there is no unique approach to define threshold values to determine how good a solution is, hence ad hoc threshold should be set based on the physical understanding of the problem. Also, additional metrics should be used in conjunction with ESI to estimate the accuracy of the solution. It follows that this metric is recommended to be used to discard network predictions but not to assess the overall accuracy.

The third metric is the linearity index, which utilizes expert knowledge on certain characteristics of the system (in this case, the linear behavior) to evaluate the overall network performance to a given input sequence. In linear systems, correlated output is obtained following scaled input sequences. Using the Pearson product-moment correlation coefficient (PPMCC), which is a scale-free measure of the linear correlation (i.e. of the similarity), this index verifies if predicted network output sequences at multiple scaled input are correlated. The closer this index is to unity (for multiple solutions), the more reliable the output predictions. This index can also be used to detect a threshold on values of the input beyond which the network output starts deviating and accumulating error. It is worth mentioning that the basis of the linearity index is the concept that only a properly trained and accurate network returns correlated output for scaled input. If, for a given input sequence, the network accuracy is poor then it is highly probable that the predictions are uncorrelated due to the non-linearity of the network. In the case of the static linear elastic response of a bar, the transfer function between the output nodal displacement and the input force is linear. In order to use the linearity index, we calculate the network output for input loads scaled by different factors. These factors should be chosen in a way that the scaled nodal loads remain in the same range as those defined for the network training. The PPMCC matrix is then calculated for all the possible output solutions obtained for different scaling factors. If the PPMCC is close to unity, it is expected that the same displacement profile is obtained for all the scaled input.

The last metric employs an ensemble of neural networks to analyze the prediction accuracy by assessing similarity in their responses. It is only applicable when multiple trained network models are available for a problem. It is known that an ensemble of surrogate models can be used to improve the overall quality of the prediction [45]. As an example, in the case of neural networks applied to regression problems, different networks can be simultaneously trained and the average of their respective predictions is used to predict the overall output (this process is similar to voting in classification applications [46]). Special care must be taken when using network ensemble averaging because a few highly erroneous predictions can severely compromise the whole average. In general, it is more appropriate to inspect first the predicted output from individual networks (for instance comparing them using the PPMCC) and then to selectively decide the networks to be retained for the averaging process.

Note that in a linear problem the linearity index and the model ensemble method can be combined. To evaluate the quality of the predicted response with a combined index, first a problem is simulated via multiple networks and the PPMCC matrix of the responses is formed. If all the results are highly correlated the average prediction is accepted as the problem solution. If the solutions are not correlated, we keep scaling the input load and recalculate the output to obtain a scaled solution at which all the predictions by the network models in the ensemble are highly correlated. We will apply this combined method on the sample problems of § 5.

5 Static analysis of an elastic bar

In this section, we present and discuss the application of FENA to a practical problem consisting in the solution of the static response of an elastic bar under a distributed axial load. The intent of this section
is to demonstrate the potential of FENA for structural simulations and to provide an assessment of its performance.

We consider the general problem of the static response of a homogeneous uniform bar with finite stiffness boundaries at both ends, under an external distributed axial load. Four sample cases will be considered and their properties are presented in Table 1. The area, Young’s modulus, and total number of elements are arbitrarily chosen from a uniform distribution within the ranges used to generate the training data sets (see SI § 2.2).

| Case 1 | Case 2 | Case 3 | Case 4 |
|--------|--------|--------|--------|
| Fig. 6a | Fig. 6b | Fig. 7a | Fig. 8 |
| E [kPa] | 176.0 | 97.7 | 100.0 | 97.4 |
| A [m²] | 1.6×10⁻⁴ | 8.6×10⁻⁵ | 1×10⁻⁴ | 5.1×10⁻⁵ |
| left boundary stiffness [N/m] | 104 | 961 | 697 | 698 |
| right boundary stiffness [N/m] | 1120 | 1400 | 1165 | 1170 |
| L [m] | 3.60 | 5.70 | 25 | 6.43 |
| n, number of elements | 27 | 45 | 240 | 45 |

Table 1: Numerical values of material and geometric parameters selected for the four sample cases. The most significant differences between these four cases consist in the different total length of the bar and in the number of total network elements used.

The four cases were selected in the following way. Case 1 and 2 are meant to illustrate in detail the implementation of the solution procedure and that accurate structural mechanics solutions can be achieved via FENA. The main difference between these two cases are their domain properties and the spatial distribution of the applied load, that is arbitrary in case 1 and sinusoidal in case 2. Also, the two cases employ different domain parameters in order to show the accuracy of the pre-trained models under different problem conditions. Both cases can be simulated using a single BRNN network element, hence not requiring the application of the FCE module. Case 3 is conceived to illustrate the application of the FCE method on large scale structures. Note that the term large scale is used here to indicate any system whose number of elements exceeds the maximum number of elements set for the BRNN network elements during the training phase. Finally, case 4 focuses on the implementation of the MA module in a case where unreliable results are predicted by the network. This latter problem was specifically selected to show how model assessment strategies should be used to assess both reliability and accuracy of the solution and, in case of unreliable results, to adjust the problem parameters for better predictions. The remainder of this section will describe the specific approach to structural analysis.

5.1 Building LE for elastic bar elements

In order to simulate the response of a bar under a static axial load, we built and trained four network models (indicated below by the label M#). All the models used the same network architecture (see § 4) but were trained under different conditions as described in Table 2.

| Model name | Training data set No. | Loss function |
|------------|-----------------------|---------------|
| M1         | #1                    | No physical law |
| M2         | #1                    | physical-law informed |
| M3         | #2                    | No physical law |
| M4         | #2                    | physical-law informed |

Table 2: Four different network element models were developed to simulate the response of an elastic bar. These models formed the available LE for the numerical example. The four models differ based on the data set used for training and on the specific form of the loss functions, as reported in the table.

All of the four models were trained using the same training hyper-parameters (complete details on networks architecture, loss function formulation, training and validation data set generation, and the models training results are provided in SI).

The quality of the four different models can be assessed in terms of their ability to capture the structural response of the bar elements. As discussed in § 4.3, this assessment is performed via the MA module. Once the basic element networks are trained, the MC index can be applied to estimate both the performance and expected error for each network. Note that this index is applicable since, at this stage, we assume the exact solution to be available via another methodology (i.e. a commercial FE solver). This assumption was made only to demonstrate, in this initial step, the ability of the network models
selected for LE to simulate the physical response of the structural systems. Once the LE is available and validated, no reference solution is needed.

To demonstrate the procedure, we applied the MA module to models M1 and M2. Ten thousand sample problems were defined by assuming uniform distribution for each input parameter in the selected ranges. The percentage error on the predicted nodal displacement field was calculated and divided into six different categories (ranging from $10^{-4}$ to 1) based on the order of magnitude of $|u|$. For each category, the expected value of the percentage error and its variance (95% confidence bands, see shaded area) were calculated using the MC method (Figure 5). It is seen that any predicted nodal displacement with an absolute value greater than $10^{-4}$ is expected to have less than 2.5% error. We note that the expected error value did not converge for displacement ranges below $10^{-4}$, which implicates unreliability of results within that range. We highlight that numerical cases involving displacement ranges smaller than $10^{-4}$ can be solved by properly scaling the input so that the resulting displacement values fall within the reliable prediction regions. The procedure discussed above leads to the formation of the LE with an established record of performance and reliability for the available elements. At this stage, the elements are available and ready to be used to build actual structural models. Note that, for future practical application and deployment of the FENA platform, the LE for a selected class of physical problems is expected to be previously built and available for use (hence taking an equivalent role to the library of elements and shape functions in FEM).

5.2 Case 1 and 2: static response under distributed loads

In this section, we discuss the procedure to build the model and simulate the static response of the elastic bar under the conditions of cases 1 and 2.

**Pre-processing:** the first step consists in assembling the network model representative of the physical system. Recall that case 1 and 2 consider a bar whose length can be represented by a single network, hence not requiring any concatenation via the FCE module. The numerical values of the parameters for case 1 and 2 were provided in Table 1. To this end, BRNN networks are selected from LE based on the necessary range of parameters that are deemed appropriate for the simulation.

In both configurations, the bar is subject to an axial distributed load as shown by the red dashed curve in Figure 6. In case 1, the axial force is applied at 28 randomly distributed points within the bar length (Figure 6a) and in case 2 it is applied at 46 points (Figure 6b). The amplitude of the load is also generated randomly at these locations. Similar to FEM, the external load is always applied in correspondence to a node (in this case a node within the BRNN unwrapped structure). This spacing between the loads affects the meshing (in FENA the sectioning) size. For case 1 and 2, the distance...

![Figure 5: Sampling error obtained via the MC index for Model M1 (solid line) and model M2 (dashed line). The total sample number is the total number of nodes, across all the sampled problems, whose displacement is within the specified category. The shaded areas around each curve represent the 95% confidence bands. The error plots are categorized by the range of displacement amplitude as reported in the label above each figure.](image-url)
between each point of application of the nodal loads is within the range of element length used for
training in all the four models types (M1-M4). Therefore, only one network element can be used to
represent the whole system. In other terms, the FCE module is not needed for case 1 and 2. Note that,
if either the total bar length or the total number of elements needed to solve a problem exceeds the
ranges of the elements in LE, then more network elements must be combined together, hence requiring
the FCE module.
Numerical solution: the previous step provides a network model that represents the physical system
at hand. The model is now ready to be passed to the NS module which prepares the input sequence
(including cross-section areas, Young’s moduli, length of each section, and nodal load), apply them to
the network, and evaluate the network in order to simulate the response. Case 1 and 2 were solved using
all four models. The distribution of input load as well as the numerical predictions from M1 and M2 are
shown in Figure 6a-b (See SI § 3.2 for the results of M3 and M4). Both models provide a very accurate
prediction of the static response of the elastic bar with a maximum error less than 2.5% at each node
(consistent with the assessment of the general performance of the elements in LE). The error is calculated
with respect to a reference solution obtained via finite element analysis (performed via in-house FEM
code).
Post-processing: The final step of the simulation requires an assessment of the models’ predictions.
Clearly, in these sample problems this step appears to be redundant because we have access to a reference
solution that serves as ground truth. However, a reference solution is typically not available hence
the reliability and accuracy of the results must be assessed independently. Note that this assessment
procedure can be thought as an operation equivalent to convergence analysis in FEM, wherein different
mesh sizes are tested to ensure the FEM results are accurate. According to the assessment strategy
outlined in § 4.3, we can calculate the ESI index. For case 1, it is found that $ESI_{M1} = 0.098$ and
$ESI_{M2} = 0.023$ for model M1 and M2, respectively. In case 2, this index is equal to $ESI_{M1} = 0.096$
and $ESI_{M2} = 0.060$. Low values of the ESI index highlight limited reliability of the results. However, as
previously mentioned in § 4.3, the ESI index cannot be used independently in order to accept or discard
solutions. Therefore, we solve the problem with all the available four models and calculate the similarity
index. The PPMCC matrices for these two problems are equal to:

\[
\begin{pmatrix}
1 & 0.999 & 0.999 & 0.999 \\
1 & 0.999 & 0.999 & 0.999 \\
1 & 0.998 & 0.998 & 0.998 \\
1 & 1 & 1 & 1
\end{pmatrix}
\]

Case 1: $\begin{pmatrix}
M1 & M2 & M3 & M4 \\
1 & 0.997 & 0.993 & 0.998 \\
1 & 0.997 & 0.998 & 0.998 \\
1 & 0.994 & 0.994 & 0.994 \\
1 & 1 & 1 & 1
\end{pmatrix}$

Case 2: $\begin{pmatrix}
M1 & M2 & M3 & M4 \\
1 & 0.997 & 0.993 & 0.998 \\
1 & 0.997 & 0.998 & 0.998 \\
1 & 0.994 & 0.994 & 0.994 \\
1 & 1 & 1 & 1
\end{pmatrix}$

Different rows and columns are labeled with the corresponding model names and each element in
the matrices represents the correlation coefficient between the selected model pairs. Results indicate
that the output from different models correlate with each other within a 0.7% error. This high level of
correlation of the results indicates good reliability and accuracy of the predictions.

5.3 Case 3: element network Assembly via FCE methodology

In this section, we apply FENA to the solution of case 3 which requires the application of the FCE
module. As summarized in Table 1, case 3 considers a bar having a length $L = 24 [m]$ and subject to
a distributed axial load applied every 0.1 $[m]$. The specific external load being applied at each section
is arbitrarily chosen and it is shown in Figure 7a. The discretization of the load requires 240 elements
which exceeds by a factor of three the maximum number of elements in the training samples. Thus, in
order to build the model of this specific structure the FCE algorithm must be employed.

To assemble the model, the domain was divided into six sections containing $[n_1, n_2, ..., n_6] = [40, 40, 40,$
$40, 40, 40]$ elements, respectively. The number of elements in each section was chosen to be $n_s \leq 60$, that
is less than the maximum element size utilized during the training phase. Note that, at this stage, the
choice of sectioning was arbitrary and several alternative options could be envisioned without exceeding
the maximum element number $n_s = 60$.

Each of the six sections was independently represented by a dedicated BRNN receiving the input load
(corresponding to that specific section of the full-length structure (Figure 4). These individual sections
were linked together via the FCE algorithm.

In order to connect the six sections, ten (virtual) corrective loads were needed (two loads per inter-
face). Based on the formulations presented in § 4.2, a cost function consisting of a weighted summation

\[
\sum_{i=1}^{6} \left( \sum_{j=1}^{10} \frac{1}{(j-1)^2} \right)
\]
of the three terms given by Eq. 2 was assembled and a minimization procedure was used to determine the corrective loads to guarantee continuity of the sections. The weight factors of the cost function terms were selected as $a = 0.25$, $b = 1$, and $c = 0.125$. The specific values of the weights were obtained by a combination of physical considerations and a trial and error process that showed how accurate results could be obtained over a wide range of problem sizes. The weights can be set when building LE and do not need to be determined again for a specific analysis. The minimization procedure was performed via the Newton-CG method (using python Scipy package) and converged in eight steps. Figure 7a shows the numerical results obtained using the FCE approach based on the set of pre-trained networks. It is worth recalling that the network were not re-trained for the specific system configuration but simply extracted from LE. As in previous cases, the results were compared with the predictions from a finite element solution considered as ground truth. In addition, also the prediction obtained using a single BRNN network (hence, without using FCE) was obtained. The direct comparison of the three results shows that the single network fail to accurately predict the bar response, while the FCE method provides a result within a 2% margin of error compared to the FEM solution.

As previously mentioned, while FCE is a fundamental methodology to create complex physical models by interconnecting pre-trained networks, it is also a key approach to the efficient simulation of large scale systems. We illustrate this capability in the following example where the structure in case 3 was solved with different number of elements by using both conventional FEM and FENA with FCE. The resulting performance is compared based on simulation (CPU) time. More specifically, Figure 7b reports the results of the computational time needed to simulate the same physical system discretized with an increasing number of elements ($n$) ranging from 300 to 35700 in increments of 300. Each problem was solved using both an in-house FEM code and FENA. The decision to use an in-house FEM code was motivated by the need to use the sample platform (i.e. Python) in order to enforce consistency of test conditions. Simulations were performed on the same machine, an Intel Xeon E5-2660 CPU with 256 Gb of memory. Figure 7b presents the results in terms of the ratio $t_r = t_{FENA}/t_{FEM}$ of the computational time of both FENA and FEM. It appears that, under the specified conditions, FCE tends to be less efficient than FEM for small size problems ($\approx 10^4$), but it outperforms FEM for large size problems.

Note that an important reason for the lower performance of FENA for small size systems is the
time required to solve the minimization problem involved in FCE. The strategy used to achieve the continuity of different sections was not optimized for performance but simply to show the feasibility of the concept. It is easy to envision that, for smaller size systems, it would be a much more efficient approach to use larger size BRNN elements. Clearly, these are all considerations related to the formation of a comprehensive LE module capable of approaching a variety of problems. Also, other strategies could be envisioned to perform the concatenation that do not rely on a numerical optimization method. While the present study focuses on introducing the concept of a network-based computational framework, future studies will have to focus more directly on performance improvements.

5.4 Case 4: assessing accuracy and reliability via the MA

While previous sections illustrated the use of FENA and its performance, this section will show how the quality of the solution can be assessed via the MA module. This functionality is illustrated via case 4 that considers a bar subject to a distributed load discretized in forty-six nodal loads, as shown in Figure 8. This case can be solved using a single BRNN, hence applying a solution procedure equivalent to that discussed for cases 1 and 2. Figure 8 shows the results in terms of calculated nodal displacements obtained from both models 1 and 2, and compared directly with the FEM solution. At some nodes, the percentage relative error is greater than 10%.

**Model assessment:** for case 4, the ESI index for the two models is $ESI_{M1} = 0.62$, $ESI_{M2} = 0.27$. Compared to cases 1 and 2, there is a significant increase in ESI value, which can be a sign of inaccurate predictions. As discussed in § 4.3, in these situations a possible strategy is to simulate the problem via multiple models at different scales and then to perform a voting operation in order to obtain an accurate prediction.

Considering the linearity characteristic of the problem, we can apply the combined linearity and similarity index. Thus, we solved the problem using the four models with input load scaled in two different ways: 1) the original scale, and 2) a reduced scale by a factor of 5. The resulting PPMCC matrices were calculated as:

$$
\begin{bmatrix}
M1 & M2 & M3 & M4 \\
1 & 0.986 & 0.987 & 0.993 & M1 \\
1 & 0.983 & 0.977 & M2 \\
1 & 0.984 & M3 \\
\end{bmatrix}
\begin{bmatrix}
M1 & M2 & M3 & M4 \\
1 & 0.999 & 0.999 & 0.998 & M1 \\
1 & 0.998 & 0.998 & M2 \\
1 & 0.998 & M3 \\
\end{bmatrix}
\begin{bmatrix}
M1 & M2 & M3 & M4 \\
1 & 0.984 & 1. & M4 \\
\end{bmatrix}
\begin{bmatrix}
M1 & M2 & M3 & M4 \\
1 & 0.998 & 1. & M4 \\
\end{bmatrix}

(5)
similar to Eq. 4, each element of the matrices represents the correlation between model pairs. By comparing the results of the two indices, we observe that while the correlation is relatively low when the input load at the original scale (i.e. scale=1) is used, the correlation increases significantly for the scaled down input (i.e. scale=0.2). Hence, we conclude that at scale=1 all the models are unreliable, while for the scaled input the results are reliable and their average should be considered as the model ensemble prediction. For case 4, the averaged scaled response yields a maximum nodal displacement error of 2% (see SI § 3.3 for a summary of the displacement and error values of each model at the two scales). Note that, even if only one of the four models was available, the linearity index could still be applied to different input scales in order to assess the accuracy and convergence of the model.

**Figure 8:** Numerical results showing the performance of models M1 and M2 for case 4 under the original (i.e. unscaled) input load. (top) The displacement profile is reported for both models M1 and M2 and for a reference solution obtained via a converged FE model. (bottom) The percentage relative nodal error obtained by comparing the predictions from models M1 and M2 with the reference FE solution. At this scale, some nodes exhibit an error larger than 10%.

### 6 Conclusions

This study introduces the concept of network-based computational framework for the simulation of complex physical systems. The most remarkable aspect of this framework includes the ability to simulate complex systems made of multiple components by simply interconnecting pre-trained networks available in a library and acting as surrogate models for specific system’s functionalities. In other terms, pre-trained networks can be connected to assemble a model of a complex system without requiring any further training after the assembly phase. The close conceptual analogy between this property and the strategy used in classical finite element analysis to build complex models, lead to the definition of Finite Element Network Analysis (FENA). This terminology highlights the modular nature of the approach (from this perspective, analogous to FEA) where traditional finite elements are replaced by pre-trained network elements.

Another outstanding property of FENA is the potential for extreme computational efficiency that draws directly from the properties of trained neural networks. This efficiency can be particularly significant when approaching traditionally challenging problems including multiscale and large size (i.e. high number of degrees of freedom) models. These unique properties of FENA are possible thanks to a library of fundamental building blocks (i.e. the finite element networks) built on the architecture of deep bidirectional recurrent neural networks (BRNN). BRNNs allow important features, like variable input sequence size and bidirectional flow of information, that serve as the foundation to enable physical modeling. As an example, forcing and boundary conditions are problem-dependent characteristics that cannot be generalized during the training phase and that, with classical network architectures, would require dedicated and repeating training.

This study focuses on presenting the fundamental concept behind FENA and its core structure. While the framework is general and can be applied potentially to the simulation of any physical system (given the development of the appropriate library of surrogate elements to simulate the physics of interest), we exemplified its application for the static analysis of 1D elastic structure under axial loads.

The concept was tested via numerical examples designed to showcase unique functionalities of the framework ranging from the application of different loading and boundary conditions without the need for network re-training, to the ability to concatenate finite networks together in order to assemble models of complex interconnected systems. The direct comparison of the numerical results with those obtained
from a traditional finite element approach indicated the remarkable capability of FENA to accurately solve generalized problems under the most diverse system sizes, external loads, and boundary conditions. While the present framework was developed and validated for the specific case of 1D structural analysis, the concept is general and can be extended and applied either to more complex (e.g. 2D and 3D) structural analysis and to any branch of computational physics.
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