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Abstract: Fractional Calculus is usually applied to control systems by means of the well-known PI₁Dµ scheme, which adopts integral and derivative components of non-integer orders λ and µ. An alternative approach is to add equally distributed fractional-order terms to the PID scheme instead of replacing the integer-order terms (Distributed Order PID, DOPID). This work analyzes the properties of the DOPID scheme with five terms, that is the PII₁/₂DD₁/₂ (the half-integral and the half-derivative components are added to the classical PID). The frequency domain responses of the PID, PI₁Dµ and PII₁/₂DD₁/₂ controllers are compared, then stability features of the PII₁/₂DD₁/₂ controller are discussed. A Bode plot-based tuning method for the PII₁/₂DD₁/₂ controller is proposed and then applied to the position control of a mechatronic axis. The closed-loop behaviours of PID and PII₁/₂DD₁/₂ are compared by simulation and by experimental tests. The results show that the PII₁/₂DD₁/₂ scheme with the proposed tuning criterium allows remarkable reduction in the position error with respect to the PID, with a similar control effort and maximum torque. For the considered mechatronic axis and trapezoidal speed law, the reduction in maximum tracking error is −71% and the reduction in mean tracking error is −77%, in correspondence to a limited increase in maximum torque (+5%) and in control effort (+4%).
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1. Introduction

Fractional Calculus (FC) is the generalization of the concepts of derivative and integral from integer to non-integer order [1]. The origin of FC dates back even to the seventeenth century: as a matter of fact, it was discussed by De L’Hospital, Leibniz, Euler, Fourier, Liouville and Riemann. The birth and the historical development of FC are outlined in [2]. After a long period of being forgotten, in the last few decades there has been a renewed research interest in FC, also due to the discovered relationship with the chaos theory. Some real systems can be better modelled by Fractional Order (FO) equations than by Integer Order (IO) ones, in particular in the case of multi-scale problems, with wide dimensional or time scales, as found, for example, in viscoelasticity problems [3,4]. FC is used to provide more accurate models in mechanics [3], physics [6] and biology [7]. Recently, FC has been used to model the evolution of the COVID-19 pandemic [8,9].

Nowadays FC is not only used as modelling tool, but also in engineering applications, and in particular in the field of control system design. Most control algorithms are based on IO derivatives and integrals of the error; the extension to FO derivatives and integrals introduces additional parameters which can be tuned to improve the closed-loop system performance.
The most widespread approach to apply FC to control system design is the well-known PI\(^\lambda\)D\(^\mu\) scheme, which adopts integral and derivative terms of non-integer orders \(\lambda\) and \(\mu\) [10]. Design techniques, optimization tools and practical applications of PI\(^\lambda\)D\(^\mu\) controllers are widely discussed in the scientific literature. Some approaches are derived from classical tuning criteria: in [11] tuning is obtained by modified Ziegler–Nichols and Astrom–Hågglund methods, while in [12] the classical isodamping condition is generalized for the PI\(^\lambda\)D\(^\mu\) controller. Other approaches are based on numerical optimization techniques, for example Artificial Bee Colony algorithms [13], Particle Swarm Optimization [14] or optimal shaping of the Bode plot to achieve robustness [15]. In [16] a population-based optimization approach named the Sine–Cosine Algorithm is applied to PI\(^\lambda\)D\(^\mu\) generation control in wind farms. In [17] an optimized PI\(^\lambda\)D\(^\mu\) controller is compared to the Linear Quadratic Gaussian and \(H\)\(_\infty\) controllers. The robustness to parametric uncertainties and the rejection of external disturbances is considered in [18,19].

The application of PI\(^\lambda\)D\(^\mu\) can greatly improve the performance in the transient behavior for motion control applications, for example in case of mechatronic devices actuated by DC motors. In [20] PI\(^\lambda\)D\(^\mu\) is used for speed control of a buck converter-fed DC motor. In [21] an analog implementation exploiting the Operational Transconductance Amplifier is used for controlling a DC motor. In [22] PI\(^\lambda\)D\(^\mu\) is applied to speed control of a chopper-fed DC motor drive. Chaotic Atom Search Optimization [23] and Flower Pollination Algorithms [24] are proposed to tune the PI\(^\lambda\)D\(^\mu\) parameters for DC motor speed control. In [25] a methodology for the quantitative robustness evaluation of PI\(^\lambda\)D\(^\mu\) controllers employed in DC motors is proposed. In [26] an inertial load elastically connected to a DC motor is studied, comparing IO and FO controllers. Other works are related to the application of PI\(^\lambda\)D\(^\mu\) to different actuators, for example synchronous motors [27], linear motors [28,29], linear positioning systems [30].

Besides the PI\(^\lambda\)D\(^\mu\) scheme, FC can be profitably applied to control system design in different ways, for example for enhancing the performance of sliding mode control by applying a FO disturbance observer [31]. In [32], a sliding mode backstepping control method is proposed, which involves the use of a fractional-order command filter, a fuzzy logic system approximator, and a grey wolf and weighted whale optimization algorithm for multi-input multi-output nonlinear dynamic systems.

Instead of replacing the IO terms as in the PI\(^\lambda\)D\(^\mu\) scheme, an alternative way to apply FC to control systems is to add FO terms to the PID scheme. This approach was introduced in 2009 by Bruzzone et al. [33] with the PDD\(^{1/2}\) scheme, in which a half-derivative term is added to the classical PD controller. In [34] the dynamic behavior of the PDD\(^{1/2}\) control in combination with a purely inertial system is discussed, adopting a nondimensional approach. In [35] the PDD\(^{1/2}\) scheme is applied in simulation to position control of a non-linear multi-input multi-output plant (a Parallel Kinematics Machine). The effectiveness of the PDD\(^{1/2}\) scheme has been experimentally validated in the position control of a micrometric linear axis [36] and of a rotor [37]. In [38] the PD, PD\(^\mu\) and PDD\(^{1/2}\) controls of a purely inertial system are compared by simulation, and the results indicate that the two FO schemes have similar performance, but the PDD\(^{1/2}\) is characterized by a slightly better readiness and a slightly higher overshoot. In [39] the comparison among PD, PD\(^\mu\) and PDD\(^{1/2}\) is validated by experimental tests, highlighting the benefits of the proposed control approach in real working conditions, not limited to the classical step response.

The proposed PDD\(^{1/2}\) scheme did not include an integral action, as the focus of the research was the optimization of the transient behavior of the system. Compared to the PD performances, with the same control effort, the introduction of the half-derivative term reduces the transient tracking error, also in case of complex MIMO nonlinear mechanical systems, with possible applications in position, force or impedance control [40] of serial and parallel robots.

In 2017, a similar approach has been proposed by Jakovljevic et al. and named Distributed Order PID (DOPID) [41], and then applied to the control of permanent magnet synchronous motor drives [42,43]. In the DOPID\(_N\), the control action is given by the linear
combination of an odd number $n$ (with $n \geq 3$) of differintegrators of equally spaced orders ranging from $-1$ to $+1$. Accordingly, for $n = 3$, the DOPID$_3$ corresponds to the classical PID, since the three differintegration orders are $-1, 0, +1$. For $n = 5$, the DOPID$_5$ orders are $-1, -1/2, 0, +1/2, +1$, etc. The PDD$^{1/2}$ scheme is a subcase of DOPID$_5$ with null integral gains.

In the present paper the integral terms are added to the PDD$^{1/2}$ controller, to obtain a more general control scheme, capable of providing the required accuracy also in a steady state. Therefore, three control schemes are compared: the classical integer-order PID, the fractional-order PI$^\lambda$D$^\mu$ and the PII$^{1/2}$DD$^{1/2}$, which corresponds to DOPID$_5$, while in [41–43] the DOPID$_7$ is mainly considered.

In the following of the paper:
- the integro-differential operator and its discrete-time approximation are recalled in Section 2;
- the formulation of the PII$^{1/2}$DD$^{1/2}$ control scheme is outlined and its transfer function is compared to the ones of PID and PI$^\lambda$D$^\mu$ in Section 3;
- the frequency domain response of the three controllers is discussed in Section 4;
- Section 5 debates the stability properties of closed-loop systems with IO plant and PII$^{1/2}$DD$^{1/2}$ control;
- a Bode plot-based tuning method for the PII$^{1/2}$DD$^{1/2}$ control is proposed (Section 6) and then applied to position control of a rotor, comparing the performances of PID and PII$^{1/2}$DD$^{1/2}$ by continuous-time simulation (Section 7);
- for the same case study, the performances of the controllers are then compared considering a real implementation with finite sampling time and finite memory length of the digital filters; this analysis is carried out both by discrete-time simulation and by experimental tests (Section 8);
- Sections 9 and 10 outline conclusions, related work, and future developments.

2. The Integro-Differential Operator

In FC the same continuous integro-differential operator $aD^\alpha_t$ represents both integration and differentiation to a non-integer order:

$$
aD^\alpha_t = \begin{cases} 
\frac{d^\alpha}{dt^\alpha} & \text{Re}(\alpha) > 0 \\
1 & \text{Re}(\alpha) = 0 \\
\int_a^t (\tau)^{-\alpha} & \text{Re}(\alpha) < 0 
\end{cases} (1)
$$

In Equation (1) $a$ and $t$ are the limits of the operation and $\alpha$ is the order, which can be real or complex; in the following, $\alpha \in \mathbb{R}$. In the scientific literature several definitions of the integro-differential operator have been proposed (Grünwald–Letnikov, Riemann–Liouville, Tustin, Simpson, Caputo, among the others) [2], but all of these are proved to be equivalent [44]. In the following the Grünwald–Letnikov definition is adopted, since it leads to a robust discrete-time implementation [45].

According to the Grünwald–Letnikov definition, the differentiation of fractional order $\alpha$ (if $\alpha > 0$) or the integration of fractional order $-\alpha$ (if $\alpha < 0$) of a function of time $x(t)$ is defined as:

$$
aD^\alpha_t x(t) = \lim_{h \to 0} \left[ \frac{1}{h^\alpha} \sum_{k=0}^{\left\lfloor \frac{t}{h} \right\rfloor} (-1)^k \frac{\Gamma(\alpha+1)}{\Gamma(k+1)\Gamma(\alpha-k+1)} x(t-kh) \right] (2)
$$

where $h$ is the time increment and $\Gamma$ is the Gamma function, which extends the factorial function to real and complex numbers and is defined by the following equation:

$$
\Gamma(z) = \int_0^{\infty} t^{z-1}e^{-t}dt (3)
$$
In order to understand intuitively the meaning of FO derivatives and integrals, independently of their mathematical definition, we can consider the following properties:

- similarly to IO derivatives and integrals, if an FO derivative/integral of order \(a\) is applied twice to a function of time, the resulting function is the derivative of order \(2a\); for example, the derivative of order \(1/2\) of the derivative of order \(1/2\) is the first-order derivative, and the integral of order \(1/2\) of the integral of order \(1/2\) is the first-order integral;

- for sinusoidal functions, similarly to IO derivatives/integrals, FO derivatives/integrals of order \(a\) produce a phase shift of \(a\pi/2\); for example, the first-order derivative causes a positive phase shift of \(\pi/2\), while the derivative of order \(1/2\) causes a negative phase shift of \(\pi/4\); the first-order integral causes a negative phase shift of \(\pi/2\), while the integral of order \(1/2\) causes a negative phase shift of \(\pi/4\).

In Equation (2) the number of terms of the sum tends towards infinity, since \(h\) tends towards zero; for a discrete-time numerical computation, Equation (2) can be rewritten adopting a small but finite sampling time \(T_s\), in order to obtain the following discrete-time approximation [46]:

\[
D^\frac{a}{2}x(t) \approx D^a x_k = \left[ \frac{1}{T_s^a} \sum_{j=0}^{k} w^a_j x(t - jT_s) \right]
\]  

where \(k = (t - a)/T_s\) is the current step and:

\[
w^a_0 = 1,

w^a_j = \left(1 - \frac{a+1}{T} \right) w^a_{j-1}, \quad j = 1, 2, \ldots
\]  

For real-time implementation on a digital controller, for \(t \gg a\) the number of addends becomes too large; therefore, it is necessary to limit the number of considered steps, in order to have a computational burden compatible with the controller CPU. Therefore, at each time step a fixed number \(n\) of previous steps is considered in (4), with \(n < k\); this corresponds to the application of a \(n\)th order digital filter, which can be rewritten in terms of \(z\)-transfer notation:

\[
D^a(z) = \left[ \frac{1}{T_s^a} \sum_{j=0}^{n} w^a_j z^{-j} \right]
\]  

The memory length of this filter, \(L = nT_s\), is fixed; fortunately, as time advances, the oldest part of the history of the function \(x(t)\) becomes negligible for the short-memory principle [2], therefore taking into account only the recent past of the function, in the interval \([t - L, t]\), which does not introduce relevant approximations in the evaluation of the FO derivatives and integrals.

### 3. The \(\text{PII}^{1/2}\text{DD}^{1/2}\) Control Scheme

To introduce the proposed \(\text{PII}^{1/2}\text{DD}^{1/2}\) control, let us consider a second-order plant (Figure 1). Many mechatronic systems in which friction can be considered viscous can be suitably modelled by a second-order linear system. In the following a rotor with inertia \(J\) and viscous coefficient \(B\) driven by a torque \(M\) commanded by the controller will be considered.

![Figure 1. Closed-loop system with a second-order plant.](image-url)
The open-loop plant dynamics is expressed by the following differential equation:

$$\frac{d^2 \theta}{dt^2} + B \frac{d \theta}{dt} = M(e_\theta)$$

where $M$ is the controller output, calculated as a function of the error $e_\theta$, difference between the set-point angle $\theta_s$ and the current angle $\theta$.

In the following, for the closed-loop control scheme of Figure 1, three control laws will be considered: the integer-order PID, the fractional-order PI$^\lambda$M and the proposed PI$^{1/2}$DD$^{1/2}$.

The classical PID control law is based on the well-known proportional, integral and derivative gains $K_p$, $K_i$, $K_d$:

$$M(e_\theta) = \left( K_p + K_i D^{-1} + K_d D^1 \right) e_\theta$$

In case of PI$^\lambda$D$^\mu$, the control law is given by:

$$M(e_\theta) = \left( K_p + K_{fi} D^{-\lambda} + K_{fd} D^{\mu} \right) e_\theta$$

where $K_p$, $K_{fi}$ and $K_{fd}$ are the proportional, fractional-order integral and fractional-order derivative gains, $\lambda$ is the fractional integral order and $\mu$ is the fractional derivative order [10].

Similarly to the PDD$^{1/2}$ concept, in which the half-derivative term is added to the derivative one instead of replacing it with an FO derivative term, in the proposed PI$^{1/2}$DD$^{1/2}$ control the half-derivative and the half-integral terms are added to the PID; therefore, the PI$^{1/2}$DD$^{1/2}$ control law is:

$$M(e_\theta) = \left( K_p + K_i D^{-1} + K_{hi} D^{-1/2} + K_d D^1 + K_{hd} D^{1/2} \right) e_\theta$$

where $K_{hd}$ is the half-derivative gain and $K_{hi}$ is the half-integral gain.

Applying a Laplace transform to Equations (8) to (10) with null initial condition, the transfer functions of the three controllers can be expressed by:

$$G_{c,PID}(s) = K_p + K_i s + K_d s = K_i \left( 1 + \left( K_p / K_i \right) s + \left( K_d / K_i \right) s^2 \right)$$

$$G_{c,PI^\lambda D^\mu}(s) = K_p + K_{fi} s^{-\lambda} + K_{fd} s^{\mu} = K_{fi} \left( 1 + \left( K_p / K_{fi} \right) s^\lambda + \left( K_{fd} / K_{fi} \right) s^{\lambda+\mu} \right)$$

$$G_{c,PI^{1/2}DD^{1/2}}(s) = K_p + K_i s + K_{hi} s^{3/2} + K_d s + K_{hd} s^{1/2} = K_i \left( 1 + \left( K_p / K_i \right) s^{1/2} + \left( K_d / K_i \right) s + \left( K_{hi} / K_i \right) s^{3/2} + \left( K_{hd} / K_i \right) s^2 \right)$$

Let us note that while the PID has three degrees of freedom for tuning (the three gains), both the FO controls have five degrees of freedom for tuning: three gains and two orders for PI$^\lambda$D$^\mu$, five gains for PI$^{1/2}$DD$^{1/2}$.

4. Frequency Domain Response of PID, PI$^\lambda$D$^\mu$ and PI$^{1/2}$DD$^{1/2}$ Controllers

4.1. Factorization of Commensurate-Order Fractional-Order System

If all the orders of differintegration of an FO system are integer multiples of a base order $q$, with $q \in \mathbb{R}^+$; the system is of commensurate-order $q$ [47]. As for IO controllers, the frequency response of FO controllers can be obtained by evaluating the transfer function for $s = j \omega$, with $\omega \in (0, \infty)$. In particular, for systems with commensurate-order $q$ it is
possible to obtain Bode plots by addition of individual contributions of terms of order $q$ resulting from the following factorization [47]:

$$G_c(s) = k \frac{\prod_{i=0}^{m} (s^q - z_i)}{\prod_{j=0}^{m} (s^q - p_j)}, \quad z_i \neq p_i$$  \hspace{1cm} (14)

For each term $(s^q - r)^{\pm1}$ with $r \neq 0$, the magnitude plot has a slope which starts at zero and tends towards $\pm20 \text{ dB/dec}$ for frequencies higher than the corner frequency $|r|^{1/q}$, while the phase plot starts at 0 and tends towards $\pmq\pi/2$ for frequencies higher than $|r|^{1/q}$; there is resonance for $q > 1$.

Given these premises, let us compare the frequency response of PID, PI$^1$D$^\mu$ and PII$^{1/2}$DD$^{1/2}$.

4.2. PID Frequency Response

The integer-order PID controller can be considered a system with commensurate order $q = 1$. Usually, the three gains are selected in order to produce two real zeros; in this case, its transfer function (11) can be rewritten as follows:

$$G_{c,\text{PID}}(s) = k \frac{(s - z_1)(s - z_2)}{s}$$  \hspace{1cm} (15)

Tuning the three gains $K_p$, $K_i$ and $K_d$, it is possible to modify the placement of the low frequency asymptotical slope and the two corner frequencies $-z_1$ and $-z_2$ of the magnitude plot, and consequently the phase plot. Figure 2 shows in blue the PID controller frequency response for $k = 10^{-3}$, $z_1 = -10 \text{ rad/s}$, $z_2 = -1000 \text{ rad/s}$, as an example. In the range between the two corner frequencies ($10 \div 1000 \text{ rad/s}$) the asymptotic magnitude plot is constant.

![Bode Diagram](image)

**Figure 2.** Example frequency responses of PID (blue), PI$^1$D$^\mu$ (yellow) and PII$^{1/2}$DD$^{1/2}$ (red) controllers.
4.3. PI$^\lambda$D$^\mu$ Frequency Response

In general, the PI$^\lambda$D$^\mu$ controller is not a commensurate-order system, especially if $\lambda$ and $\mu$ are obtained by optimization. However, even if the factorization (14) cannot be applied, for low frequencies the magnitude slope tends towards $-\lambda \pi/2 \text{ rad}$ and the phase to $-\lambda \pi/2 \text{ rad}$, while for high frequencies the magnitude slope tends towards $+\mu \pi/2 \text{ rad}$. 

Tuning the three gains $K_p$, $K_i$, and $K_d$ and the two orders $\lambda$ and $\mu$ it is possible to modify the magnitude plot, with independent slopes at low and high frequencies, and consequently the phase plot, with independent asymptotic values at low and high frequencies. Figure 2 shows in yellow the PI$^\lambda$D$^\mu$ controller frequency response for $K_p = 1$, $K_i = 4$, $K_d = 0.015$, $\lambda = 0.8$ and $\mu = 0.6$. These example parameters provide a frequency response which is comparable to the one of the PID of Section 4.2 (blue) in the range $10 \div 1000 \text{ rad/s}$, but with different magnitude slopes and asymptotic phase outside this range.

4.4. PI$^{1/2}$DD$^{1/2}$ Frequency Response

The PI$^{1/2}$DD$^{1/2}$ controller is a commensurate-order system, with order $q = 1/2$, and this represents an advantage with respect to the PI$^\lambda$D$^\mu$. First of all, if this controller is used in combination with an IO plant, the closed-loop transfer function has also commensurate order $q = 1/2$; therefore, the Matignon’s stability theorem [48] can be applied and the roots location in the complex plane gives relevant information about the system behaviour, as it will be discussed in Section 5.

The transfer function (13), applying the factorization (14), can be rewritten as follows:

$$G_{c,PI^{1/2}DD^{1/2}}(s) = \frac{k^4}{s} \prod_{i=1}^{4} \left( \frac{s^{1/2} - z_i}{1 - s^{1/2} z_i} \right)$$

(16)

The asymptotic Bode plot is characterized by an initial magnitude slope of $-20 \text{ dB/dec}$ and an initial phase of $-\pi/2 \text{ rad}$ at low frequencies; after each corner frequency $\omega_{c,i} = |z_i|^2$ the magnitude slope increases by $10 \text{ dB/dec}$, therefore at frequencies over the highest corner frequency the magnitude slope tends towards $+20 \text{ dB/dec}$; the phase increases by $\pi/4 \text{ rad}$ after each corner frequency, and tends towards $\pi/2 \text{ rad}$ at frequencies over the highest corner frequency.

Expanding the product of Equation (16), it is possible to find a relation between the half-zeros $z_i$ and the controller gains:

$$K_{hi} = K_i \left( -\frac{1}{z_1} - \frac{1}{z_2} - \frac{1}{z_3} - \frac{1}{z_4} \right)$$

(17)

$$K_p = K_i \left( \frac{1}{z_1 z_2} + \frac{1}{z_1 z_3} + \frac{1}{z_1 z_4} + \frac{1}{z_2 z_3} + \frac{1}{z_2 z_4} + \frac{1}{z_3 z_4} \right)$$

(18)

$$K_{hd} = K_i \left( -\frac{1}{z_1 z_2 z_3} - \frac{1}{z_1 z_2 z_4} - \frac{1}{z_1 z_3 z_4} - \frac{1}{z_2 z_3 z_4} \right)$$

(19)

$$K_d = \frac{K_i}{z_1 z_2 z_3 z_4}$$

(20)

Using Equations (17) to (20) it is possible to select $K_i$ and $\omega_{c,i}$, $i = 1 \ldots 4$, and then to obtain the remaining four gains. Figure 2 shows in red the PI$^{1/2}$DD$^{1/2}$ controller frequency response for $K_i = 1.6$, $\omega_{c,1} = 1 \text{ rad/s}$, $\omega_{c,2} = 10 \text{ rad/s}$, $\omega_{c,3} = 10^3 \text{ rad/s}$, $\omega_{c,4} = 10^4 \text{ rad/s}$. Assuming these example parameters, the two central corner frequencies correspond to the two corner frequencies of the PID considered in Section 4.2 (blue); therefore, the two controllers have the same central range ($10 \div 1000 \text{ rad/s}$) with a constant asymptotic magnitude plot.
Let us note that the PID frequency response is symmetrical with respect to $10^2 \text{rad/s}$, since its two corner frequencies are placed at $10^1 \text{rad/s}$ and $10^3 \text{rad/s}$; furthermore, the PI\textsuperscript{1/2}DD\textsuperscript{1/2} frequency response is symmetrical with respect to $10^2 \text{rad/s}$, since its four corner frequencies are placed symmetrically with respect to this value in logarithmic scale.

In general, while the PID frequency response is always symmetric with respect to the middle frequency in logarithmic scale between the two zeros, the PI\textsuperscript{λ}D\textsuperscript{µ} frequency response is symmetric only if $\lambda = \mu$; as regards the PI\textsuperscript{1/2}DD\textsuperscript{1/2} frequency response, it is evident that it is symmetric if the four corner frequencies are symmetrically placed in logarithmic scale; this condition is verified if:

$$\frac{\omega_{c2}}{\omega_{c1}} = \frac{\omega_{c4}}{\omega_{c3}}$$  \hspace{1cm} (21)

5. Stability of Closed-Loop Systems with Integer-Order Plant and PI\textsuperscript{1/2}DD\textsuperscript{1/2} Control

If the closed-loop control scheme of Figure 1 is implemented adopting a PI\textsuperscript{1/2}DD\textsuperscript{1/2} controller in combination with an IO plant, it is easy to verify that the closed-loop transfer function has commensurate order $q = 1/2$. According to Matignon’s stability theorem [48], a fractional transfer function $G(s) = Z(s)/P(s)$ of a linear time-invariant system with fractional commensurate order $q$ is stable if and only if the following condition is satisfied in the $\sigma$-plane:

$$|\text{arg}(\sigma)| > \frac{q\pi}{2}, \forall \sigma \in C, P(\sigma) = 0$$  \hspace{1cm} (22)

For $q = 1$ (integer-order systems), this theorem defines the well-known requirement of pole location in the complex plane: for stability, no pole must be in the right half plane, and the stability boundary is the imaginary axis.

For $q = 1/2$, the region with $|\text{arg}(\sigma)| > \frac{\pi}{4}$ corresponds to the stable behaviour; moreover, it is possible to demonstrate that [2]:

- the region with $\frac{\pi}{4} < |\text{arg}(\sigma)| < \frac{3\pi}{4}$ corresponds to stable under-damped behaviour;
- the pair of lines with $|\text{arg}(\sigma)| = \frac{\pi}{2}$ correspond to stable over-damped behaviour;
- the region with $\frac{3\pi}{4} < |\text{arg}(\sigma)| < \pi$ corresponds to stable hyper-damped behaviour;
- the negative real axis ($|\text{arg}(\sigma)| = \pi$) corresponds to stable ultra-damped behaviour.

Within the stability region, the time response is oscillatory if there are roots in the under-damped region. In the case of fractional order systems, the amount of damping cannot be quantified by only one dimensionless damping ratio, as for complex poles of integer-order systems; for example, in the implementation of the PI\textsuperscript{1/2}DD\textsuperscript{1/2} control scheme, damping is associated both to the derivative term (damping of integer order 1) and to the half-derivative term (damping of order 1/2). The two dimensionless damping ratios related to these damping terms and their effects are discussed in [36,39].

The stability regions of fractional order systems with fractional commensurate order $q = 1/2$ are represented in Figure 3. This is a clear advantage of the PI\textsuperscript{1/2}DD\textsuperscript{1/2} over the PI\textsuperscript{λ}D\textsuperscript{µ} scheme, since the PI\textsuperscript{1/2}DD\textsuperscript{1/2} in combination with IO plants always gives rise to systems with commensurate order 1/2, and therefore it is possible to use the map of Figure 3 to evaluate stability and type of behaviour of the closed-loop system. On the contrary, the determination of the stability conditions for non-commensurate order system is a more challenging problem [49].
6. Bode Plot Based Tuning of PII$^{1/2}$DD$^{1/2}$ Control

In order to assess the possible benefits of replacing a classical PID control with a PII$^{1/2}$DD$^{1/2}$, it is necessary to define a tuning criterium. A possible approach is to derive the PII$^{1/2}$DD$^{1/2}$ control parameters starting from the Bode plot of a given PID control.

In Figure 4 the asymptotic magnitude Bode plot of a generic PID controller with two real negative zeros is represented in blue. Comparing Equations (11) and (15) it is easy to obtain that the two PID zeros are given by the following expression:

$$z_{1,2} = -\frac{K_p \pm \sqrt{K_p^2 - 4K_dK_i}}{2K_d}$$  \hspace{1cm} (23)

Equation (23) allows the attainment of the two corner frequencies of the PID magnitude plot of Figure 4, with $\omega_{c1} = -z_1 < \omega_{c2} = -z_2$. The plot is symmetrical with respect to the frequency $\omega_{min} = (\omega_{c1}, \omega_{c2})^{1/2}$, where the amplitude Bode diagram has its minimum $\min_{PID}$ (Figure 4).

The asymptotic Bode magnitude plot of a PII$^{1/2}$DD$^{1/2}$ controller is characterized by five zones with slopes of $-20$ dB/dec, $-10$ dB/dec, $0$ dB/dec, $+10$ dB/dec and $+20$ dB/dec, as discussed in Section 4.4.
A viable tuning criterium ($C_H$) to derive the PII$^{1/2}$DD$^{1/2}$ control parameters from the parameters of a given PID is to impose:

1. symmetry of the magnitude plot with respect to $\omega_{\text{min}}$;
2. the coincidence of the initial and final asymptotes, with slopes of $-20 \, \text{dB/dec}$ and $+20 \, \text{dB/dec}$;
3. the amplitude of the central zone with null slope.

This is shown in Figure 4, where the PII$^{1/2}$DD$^{1/2}$ Bode plot with tuning $C_H$ is represented in red.

Since an equal distance between two frequencies in the logarithmic scale corresponds to an equal ratio between them, the Bode magnitude plot of a PII$^{1/2}$DD$^{1/2}$ controller is symmetric when the condition expressed by Equation (21) is verified. Observing the blue and red plots of Figure 4, it is possible to note that the PII$^{1/2}$DD$^{1/2}$ plot with tuning $C_H$ can be obtained from the PID by imposing:

- the same integral gain of the PID controller;
- the following relations between the corner frequencies:

\[
\omega_c' = \frac{\omega_c}{\rho}; \quad \omega_c'' = \rho \omega_c; \quad \omega_c''' = \frac{\omega_c'}{\rho}; \quad \omega_c'''' = \rho \omega_c''
\]  

(24)

with $1 < \rho < \rho_{\text{max}} = (\omega_c'2/\omega_c1)^{1/2}$; for $\rho = \rho_{\text{max}}$, $\omega_c'2 = \omega_c'' = \omega_{\text{min}}$.

Therefore, once the ratio $\rho$ is selected, the four corner frequencies of the PII$^{1/2}$DD$^{1/2}$ control can be calculated by Equation (24) and then, considering that $z_i = -(\omega_c'1)^{1/2}$, it is possible to obtain the half-zeros and then the gains $K_p, K_{hi}, K_d, K_{hd}$ by Equations (17)–(20). The influence of the parameter $\rho$ on the controller frequency response will be discussed in Section 7.2.

As shown in Figure 4, the asymptotic gain of the PII$^{1/2}$DD$^{1/2}$ controller with tuning $C_H$ is higher than the one of the PID in two ranges of frequencies ($\omega_c'1 < \omega < \omega_c'2$ and $\omega_c''3 < \omega < \omega_c''4$) and this results in a higher minimum magnitude $\min_{\text{DDP}}$ of the exact gain; thus, a second conceivable tuning criterium ($C_L$) is to lower the PII$^{1/2}$DD$^{1/2}$ plot obtained by the tuning $C_H$ by multiplying all the control gains by the ratio $\min_{\text{PID}}/\min_{\text{PIIDD}}$; the resulting PII$^{1/2}$DD$^{1/2}$ controller has the same minimum magnitude of the PID controller, as shown in Figure 4.

Therefore, the procedure for the proposed tuning methods of the PII$^{1/2}$DD$^{1/2}$ controller can be summarized as follows:

1. tune the PID gains starting from the given plant to obtain a closed-loop behaviour with adequate bandwidth and phase margin;
2. obtain the two PID corner frequencies $\omega_c1$ and $\omega_c2$ by equation (23);
3. select $\rho$, with $1 < \rho < \rho_{\text{max}} = (\omega_c'2/\omega_c1)^{1/2}$, and obtain the four PII$^{1/2}$DD$^{1/2}$ corner frequencies by equation (24);
4. set the PII$^{1/2}$DD$^{1/2}$ integral gain $K_i$ to the same value of the PID integral gain tuned at step 1)
5. obtain the remaining gains $K_p, K_{hi}, K_d, K_{hd}$ by Equations (17)–(20);
6. if (tuning criterium = $C_H$) tuning is complete, else multiply all the five PII$^{1/2}$DD$^{1/2}$ gains ($K_p, K_i, K_{hi}, K_d, K_{hd}$) by the ratio $\min_{\text{PID}}/\min_{\text{PIIDD}}$ to obtain the gains with tuning $C_L$.

In the rest of the paper, the PID and the PII$^{1/2}$DD$^{1/2}$ with tuning $C_H$ and $C_L$ will be compared considering the closed-loop system of Figure 1 in terms of their frequency and step responses (Section 7); then the control performance will be tested on a real mechatronic system (Section 8).
7. Case Study: Position Control of a Rotor by PII\textsuperscript{1/2}DD\textsuperscript{1/2} Control

7.1. Comparison of PID and PII\textsuperscript{1/2}DD\textsuperscript{1/2} Control in Frequency Domain and Time Domain

Let us consider the position control of a rotor with inertia \( J \) and viscous coefficient \( B \), according to the closed-loop scheme of Section 3. The numerical values of \( J = 1.04 \times 10^{-3} \) kg·m\(^2\) and \( B = 1.45 \times 10^{-3} \) Nms/rad are related to the test bench that will be used in the experimental tests (Section 8). Let us start from the following PID control gains:

\[
K_p = 0.25 \text{ Nm/rad}, \quad K_i = 0.005 \text{ Nm/rad·s}, \quad K_d = 0.035 \text{ Nms/rad},
\]

which provide a closed-loop stable behavior, with a phase margin of 80.5° and a bandwidth of 34 rad/s. The two zeros of the PID transfer function can be calculated by Equation (23) and their opposites are the corner frequencies \( \omega_{c1} = 2.01 \times 10^{-2} \) rad/s and \( \omega_{c2} = 7.12 \) rad/s; according to the considerations developed in the next section, we choose \( \rho = 4 \), and consequently the four corner frequencies of the PII\textsuperscript{1/2}DD\textsuperscript{1/2} control can be calculated by equations (24): \( \omega'_{c1} = 5 \times 10^{-3} \) rad/s, \( \omega'_{c2} = 8.04 \times 10^{-2} \) rad/s, \( \omega'_{c3} = 1.78 \) rad/s, \( \omega'_{c4} = 28.5 \) rad/s, and are equal for the two tuning criteria \( C_H \) and \( C_L \).

The gains of the controllers for the two tuning criteria have been calculated by the procedure discussed in Section 6 and are collected in Table 1.

Table 1. PII\textsuperscript{1/2}DD\textsuperscript{1/2} control parameters.

| Tuning   | \( K_p \) (Nm/rad) | \( K_i \) (Nm/rad·s) | \( K_H \) (Nm/rad·s\(^{1/2}\)) | \( K_d \) (Nms/rad) | \( K_{hd} \) (Nms\(^{1/2}\)/rad) |
|----------|---------------------|----------------------|-------------------------------|----------------------|-------------------------------|
| Tuning \( C_H \) | 3.3 \times 10^{-1}   | 5.0 \times 10^{-3}   | 9.3 \times 10^{-2}           | 3.5 \times 10^{-2}   | 2.5 \times 10^{-1}           |
| Tuning \( C_L \) | 1.5 \times 10^{-1}   | 2.3 \times 10^{-3}   | 4.2 \times 10^{-2}           | 1.6 \times 10^{-2}   | 1.1 \times 10^{-1}           |

Figures 5–7 compare the three controllers: PID (blue), PII\textsuperscript{1/2}DD\textsuperscript{1/2} with tuning \( C_H \) (PII\textsuperscript{1/2}DD\textsuperscript{1/2} \( H \), red), PII\textsuperscript{1/2}DD\textsuperscript{1/2} with tuning \( C_L \) (PII\textsuperscript{1/2}DD\textsuperscript{1/2} \( L \), green). The Bode plots of the controllers are represented in Figure 5. All the plots of the controller as symmetrical with respect to the frequency \( \omega_{\min} = 3.78 \times 10^{-1} \) rad/s. The two PII\textsuperscript{1/2}DD\textsuperscript{1/2} controllers have the same phase plots since their transfer functions are only shifted in magnitude.

![Bode Diagram](image-url)

**Figure 5.** Comparison of the controller Bode plots: PID (blue); PII\textsuperscript{1/2}DD\textsuperscript{1/2} \( H \) (red); PII\textsuperscript{1/2}DD\textsuperscript{1/2} \( L \) (green); the phase plots of the two PII\textsuperscript{1/2}DD\textsuperscript{1/2} controllers are equal.
domain, as shown by the step response (Figure 7). This is well understandable for the $\text{PII}^{1/2}\text{DD}^{1/2}_H$, which has a higher gain at all the frequencies (Figure 5), but not so obvious for the $\text{PII}^{1/2}\text{DD}^{1/2}_L$.

Figure 6. Comparison of the closed-loop system Bode plots: PID (blue); PII$^{1/2}$DD$^{1/2}_H$ (red); PII$^{1/2}$DD$^{1/2}_L$ (green).

Figure 7. Comparison of the unit step responses of the closed-loop systems: PID (blue); PII$^{1/2}$DD$^{1/2}_H$ (red); PII$^{1/2}$DD$^{1/2}_L$ (green).

Figure 6 shows the Bode plot of the closed-loop system; both the PII$^{1/2}$DD$^{1/2}$ controllers exhibit a larger bandwidth, which is correlated to an improved readiness in the time domain, as shown by the step response (Figure 7). This is well understandable for the PII$^{1/2}$DD$^{1/2}_H$, which has a higher gain at all the frequencies (Figure 5), but not so obvious for the PII$^{1/2}$DD$^{1/2}_L$. 
7.2. Influence of the Ratio $\rho$ on the PII$^{1/2}$DD$^{1/2}$ Controller Frequency Response

In Section 7.1, a ratio $\rho = 4$ was chosen to evaluate the four corner frequencies from Equation (24). Figure 8 shows the influence of this ratio on the controller response frequency for the case study of Section 7.1. This figure shows the Bode plots of the PID controller and of the PII$^{1/2}$DD$^{1/2}$ controllers with $\rho = 1, 4, 10, 50, 200, \rho_{\text{max}} = 355.1$. The PII$^{1/2}$DD$^{1/2}$ controllers are not represented since the phase plot is the same and the magnitude plot is simply shifted to have the same minimum of the PID controller.

![Bode Diagram](image)

**Figure 8.** Influence of the ratio $\rho$ of the controller Bode plots: PID (blue) and PII$^{1/2}$DD$^{1/2}$ (red), for $\rho = 1, 4, 10, 50, 200, \rho_{\text{max}} = 355.1$.

It is possible to note that:

- the influence on the frequency response of $\rho$ for $1 < \rho < 10$ is moderate; therefore, in the example of Section 7.1, a value in the middle of this range was selected;
- the PII$^{1/2}$DD$^{1/2}$ with $\rho = 1$ does not correspond to the PID, even if its corner frequencies are paired two by two and correspond to the ones of the PID ($\omega'_c_1 = \omega'_c_2 = \omega_c_1$; $\omega'_c_3 = \omega'_c_4 = \omega_c_2$), and consequently the asymptotic bode plots are the same (the $-10$ dB/dec and $+10$ dB/dec sections have null length).

The second point may seem counterintuitive, as it comes from the fact that, as indicated by the following equation,

$$\left(1 + \frac{s^{1/2}}{\omega_c^{1/2}}\right)\left(1 + \frac{s^{1/2}}{\omega_c^{1/2}}\right) \neq \left(1 + \frac{s}{\omega_c}\right)$$  \hspace{1cm} (25)

two half-zero terms with the same corner frequency $\omega_c$ do not have the same transfer function and frequency response of a zero term with corner frequency $\omega_c$, even if the asymptotic Bode plots are the same, with a change of slope from 0 dB/dec to +20 dB/dec in $\omega_c$.

For example, Figure 9 shows the Bode plots of (i) a half-zero term with corner frequency of 100 rad/s (blue); (ii) two half-zero terms with corner frequency of 100 rad/s
(red); (iii) a zero term with corner frequency of 100 rad/s (yellow). It is possible to note that the first and third plots have the same asymptotic trends for magnitude and phase, but the plot of the zero term is closer to the asymptotic plots than the one of the two half-zeros. This explains why the gain of the PII\textsuperscript{1/2}DD\textsuperscript{1/2} with $\rho = 1$ is higher than the one of the PID in Figure 8.

![Bode Diagram](image)

**Figure 9.** Bode plots of: a half-zero term with corner frequency of 100 rad/s (blue); two half-zero terms with corner frequency of 100 rad/s (red); a zero term with corner frequency of 100 rad/s (yellow).

8. **Case Study: Position Control of a Rotor by PII\textsuperscript{1/2}DD\textsuperscript{1/2} Control in Discrete Time**

8.1. Digital Implementation of the PII\textsuperscript{1/2}DD\textsuperscript{1/2} Position Control

In Section 7.1, the comparison of the controllers in the time domain (step response, Figure 7) has been carried out considering continuous-time systems (continuous-time simulation, CTS). In real applications, control algorithms are implemented digitally in discrete time with sampling time $T_s$; in particular, FO derivatives and integrals are evaluated by digital filters with finite memory length $n$ by Equation (6), with $T_s$ and $n$ limited by the computing performance of the controller. In this section the real performance of the controllers will be compared in two steps: by carrying out simulations with discrete-time and limited memory implementations of the controllers (discrete-time simulations, DTS, Section 8.2), and by experimental tests on the physical prototype (ET, Section 8.3).

Moreover, finite displacements of position-controlled mechatronic devices are never performed using step inputs for the position set point, to avoid an abrupt increase in the error and the subsequent saturation of the control output. On the contrary, a trapezoidal speed law of the position set-point is usually adopted: a first phase with constant acceleration, then a second phase with constant speed, and finally a third phase with constant deceleration. Therefore, a trapezoidal position reference will be considered in the rest of the section.

8.2. **Comparison of PID and PII\textsuperscript{1/2}DD\textsuperscript{1/2} Controls in Discrete-Time Simulation**

Let us consider the same closed-loop system discussed in Section 7.1, with the same values of $J$ and $B$, and the same control gains for the three controllers (PID, PII\textsuperscript{1/2}DD\textsuperscript{1/2}\textsubscript{H} and PII\textsuperscript{1/2}DD\textsuperscript{1/2}\textsubscript{L}). For the discrete-time implementation of the controllers, the half-derivatives...
and the half-integrals are calculated by means of sixth order digital filters, according to Equation (6), adopting a sampling time $T_s = 0.006$ s. These values of filter order and sampling time are compatible with the computational capability of the digital controller used for the experimental validation (Section 8.3).

The considered trapezoidal position reference is characterized by: (i) a first phase with acceleration of 500 rad/s$^2$ and duration of 0.2 s, (ii) a second phase with a constant speed of 100 rad/s and duration of 0.6 s, and (iii) a third phase with deceleration of $-500$ rad/s$^2$ and duration of 0.2 s; consequently, the setpoint varies from 0 to 80 rad in 1 s.

The discrete-time simulations, performed by Simulink, confirm that the PII$^{1/2}$DD$^{1/2}$ controllers exhibit a better readiness than the PID control, as already shown by the continuous-time step response (Figure 7). Figure 10 represents the time histories of the angle $\theta$, of the error $\theta_e$ and of the motor torque $M$. These results will be validated by experimental tests (Section 8.3) and then discussed (Section 8.4).

![Figure 10. Trapezoidal speed law response, discrete-time simulation: angle $\theta$ (a), error $\theta_e$ (b) and motor torque $M$ (c); PID: blue; PII$^{1/2}$DD$^{1/2}$H: red; PII$^{1/2}$DD$^{1/2}$L: green; set-point: black.](image)

### 8.3. Comparison of PID and PII$^{1/2}$DD$^{1/2}$ Controls by Experimental Tests

The simulation results of Section 8.2 were verified by means of the experimental set-up in Figure 11a, composed of a flywheel (inertial load) directly connected to a DC motor Kollmorgen AKM42G, with maximum continuous torque of 3.4 Nm. The overall moment of inertia of the rotor, composed of the motor rotor, joint, shaft, and flywheel, is $J = 1.04 \times 10^{-3}$ kg·m$^2$. The no-load torque/speed characteristics of the rotor (i.e., the torque necessary to drive the rotor at constant speed) was measured and approximated by a linear characteristic with coefficient $B = 1.45 \times 10^{-3}$ Nms/rad. Therefore, the experimental setup is characterized by the same values of $J$ and $B$ considered in the simulations.

The three controllers discussed in the previous sections were implemented in Simulink Desktop Real Time running on a PC. The same Simulink model performs the DTS and the ET by means of two parallel subsystems (Figure 11b). The overall control layout is shown in Figure 12: a National Instrument PCI-6259 DAQ card, driven by Simulink Desktop Real Time, reads the encoder signal $\theta$ and generates the reference torque signal $M$, which is sent to a Kollmorgen driver AKD-P00606; the current reference is obtained dividing $M$ by the torque constant $k_t$, and then used in the driver current loop.
The three controllers discussed in the previous sections were implemented in Simulink. The discrete-time simulations, performed by Simulink, confirm that the PII1/2DD1/2 controllers exhibit a better readiness than the PID control, as already shown by the continuous-time step response (Figure 7). Figure 10 represents the time histories of the angle \( \theta \), of the error \( e_{\theta} \), maximum tracking error \( e_{\theta,\text{max}} \), mean tracking error \( e_{\theta,\text{mean}} \), maximum torque \( M_{\text{max}} \), and control effort \( E_c \). These results will be validated by experimental tests.

Table 2 summarizes the main results in terms of maximum and mean tracking error \( (e_{\theta,\text{max}} \text{ and } e_{\theta,\text{mean}}) \), maximum torque \( (M_{\text{max}}) \), and control effort \( (E_c) \). \( e_{\theta,\text{max}} \) is the maximum absolute value of the error, \( e_{\theta,\text{mean}} \) is the average absolute value of the error, and \( E_c \) is defined according to the following equation:

\[
E_c = \int_{0}^{\infty} M^2 dt
\]

(26)
Figure 13. Trapezoidal speed law response, comparison of ET (continuous line) and DTS (dashed line): angle $\theta$ (a), error $e_\theta$ (b) and motor torque $M$ (c); PID: blue; $\text{PII}^{1/2}\text{DD}^{1/2}_H$: red; $\text{PII}^{1/2}\text{DD}^{1/2}_L$: green; set-point: black.

Table 2. Comparison of simulation results with PD, $\text{PII}^{1/2}\text{DD}^{1/2}_H$, and $\text{PII}^{1/2}\text{DD}^{1/2}_L$; for $\text{PII}^{1/2}\text{DD}^{1/2}_H$ and $\text{PII}^{1/2}\text{DD}^{1/2}_L$ the variations with respect to PID are reported.

|                | $e_{\theta,\text{max}}$ (rad) | $e_{\theta,\text{mean}}$ (rad) | $M_{\text{max}}$ (Nm) | $E_c$ (N²m²s) |
|----------------|-------------------------------|-------------------------------|-----------------------|---------------|
| PID            |                               |                               |                       |               |
| DTS            | 1.903                         | 0.532                         | 0.693                 | 0.1400        |
| ET             | 1.661                         | 0.445                         | 0.617                 | 0.1040        |
| $\text{PII}^{1/2}\text{DD}^{1/2}_H$ |                               |                               |                       |               |
| DTS            | 0.556                         | 0.126                         | 0.759                 | 0.1437        |
| ET             | −70.78%                       | −76.32%                       | +9.52%                | +2.61%        |
| $\text{PII}^{1/2}\text{DD}^{1/2}_L$ |                               |                               |                       |               |
| DTS            | 0.478                         | 0.101                         | 0.649                 | 0.1086        |
| ET             | −71.22%                       | −77.30%                       | +5.19%                | +4.39%        |

8.4. Discussion of the Results

Starting from the results presented in Sections 8.2 and 8.3 we can draw the following conclusions:

- The DTS and ET experimental results are in good agreement; therefore, DTS can be considered a valuable tool for the tuning of mechatronic systems with FO controllers.
- Both the $\text{PII}^{1/2}\text{DD}^{1/2}$ controllers decrease the tracking error remarkably (Table 2, ET, maximum tracking error: −71% for $\text{PII}^{1/2}\text{DD}^{1/2}_H$ and −34% for $\text{PII}^{1/2}\text{DD}^{1/2}_L$, with respect to PID; mean tracking error: −77% for $\text{PII}^{1/2}\text{DD}^{1/2}_H$ and −49% for $\text{PII}^{1/2}\text{DD}^{1/2}_L$ with respect to PID), even if the increase in maximum torque and control effort is limited (ET, maximum torque: +5% for $\text{PII}^{1/2}\text{DD}^{1/2}_H$ and +10% for $\text{PII}^{1/2}\text{DD}^{1/2}_L$ with respect to PID; control effort: +4% for $\text{PII}^{1/2}\text{DD}^{1/2}_H$ and +14% for $\text{PII}^{1/2}\text{DD}^{1/2}_L$).
- The error reduction is higher with the tuning $C_H$, which is not surprising, since the gains are higher, but surprisingly the maximum torque and control effort are lower with the tuning $C_H$. As a matter of fact, observing the torque time histories (Figures 10 and 13) it is possible to note that, with the addition of the half-order terms, the torque is delivered with lower delay even with the discrete-time calculation, consequently...
reducing the tracking error. This positive effect of the half-order terms is higher with the $\text{PII}^{1/2}\text{DD}^{1/2}H$ tuning: observing the detail zooms of Figure 13c, it is possible to notice that the torque peaks are more anticipated with the $\text{PII}^{1/2}\text{DD}^{1/2}H$ tuning with respect to the $\text{PII}^{1/2}\text{DD}^{1/2}L$ tuning.

- This confirms the better control readiness of the $\text{PII}^{1/2}\text{DD}^{1/2}$ controller, already shown by the continuous-time simulations of Section 7.

9. Conclusions

In the paper, the properties of the $\text{PII}^{1/2}\text{DD}^{1/2}$ controller are analyzed. Then, the controller was applied to position control of a second-order plant (inertial load with viscous friction). The frequency responses of the PID, $\text{PI}^{\lambda}\text{D}^{\mu}$ and $\text{PII}^{1/2}\text{DD}^{1/2}$ controllers and their asymptotic Bode plots are compared. Then, the advantages of the $\text{PII}^{1/2}\text{DD}^{1/2}$ controller (which is of commensurate order 1/2) over the $\text{PI}^{\lambda}\text{D}^{\mu}$ in the stability evaluation by means of the Matignon’s theorem are highlighted.

A method for tuning the $\text{PII}^{1/2}\text{DD}^{1/2}$ controller is proposed. It is based on the derivation of the $\text{PII}^{1/2}\text{DD}^{1/2}$ asymptotic Bode plot starting from the one of a reference PID. The closed-loop frequency response, the continuous-time step response, the discrete-time simulations and the experimental tests with trapezoidal speed law demonstrate that replacement of the PID with the derived $\text{PII}^{1/2}\text{DD}^{1/2}$ can bring remarkable benefits in terms of system readiness and tracking error, with a limited increase in maximum torque and control effort. For the considered mechatronic axis and trapezoidal speed law, the reduction in maximum tracking error is $-71\%$ and the reduction in mean tracking error is $-77\%$ with the $\text{PII}^{1/2}\text{DD}^{1/2}H$ tuning, in correspondence with a limited increase in maximum torque ($+5\%$) and control effort ($+4\%$).

In particular, the experimental validation demonstrated that the $\text{PII}^{1/2}\text{DD}^{1/2}$ scheme does not require a high computational burden (the half-integral and half-derivative terms are evaluated by sixth order digital filters), and therefore can be considered as an effective and almost cost-free solution to improve the trajectory-tracking performance of position-controlled mechatronic devices, easily implementable on commercial motion control drives.

10. Related Work and Future Developments

The main limitation of this study is the lack of generality due to the fact that the performance improvement obtained by means of the $\text{PII}^{1/2}\text{DD}^{1/2}$ scheme with respect to PID was evaluated only for a case study with specific system parameters and starting from an arbitrary initial set of PID gains. In the work that follows, the comparison among the PID, $\text{PII}^{1/2}\text{DD}^{1/2}$ and $\text{PI}^{\lambda}\text{D}^{\mu}$ controllers will be performed using a non-dimensional approach, as already done in [39] for the PD, PDD$^{1/2}$ and PD$^{\mu}$ controllers, without integral actions. This will provide more general results and indications on possible tuning criteria for the control of second-order linear systems, a category which may include with good approximation of many automation devices.

Moreover, in the present work only second-order plants with inertial and viscous terms and null stiffness are considered, since this linear model is adequate for most mechatronic axes; nevertheless, a possible extension is the application of the proposed control to second-order plants with non-null stiffness.

As discussed in the previous section, the proposed scheme can replace the classical PID in position control of automatic machines without significant hardware modifications; therefore, the potential field of application is very wide. In the following work, the $\text{PII}^{1/2}\text{DD}^{1/2}$ scheme will be applied not only to a single motor, but to more complex, multi-axis machines: CNC machine tools, industrial robots, and service robots, for example Unmanned Underwater Vehicles. For this kind of automatic vehicle, motion control strategies based on Deterministic Artificial Intelligence have been proposed [50], and a possible research direction is the application of FO algorithms in combination with these adaptive control techniques.
The discussed methodology and future directions of the work are outlined in the block diagram of Figure 14, where the green and red blocks represent, respectively, the present achievements and the prospective developments.

Figure 14. Block diagram of the research methodology and future research directions (green blocks: present achievements; red blocks: prospective developments).
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