The transition to Earth-like torsional oscillations in magnetoconvection simulations
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ABSTRACT

Evidence for torsional oscillations (TOs) operating within the Earth’s fluid outer core has been found in the secular variation of the geomagnetic field. These waves arise via disturbances to the predominant (magnetostrophic) force balance believed to exist in the core. The coupling of the core and mantle allow TOs to affect the length-of-day of the Earth via angular momentum conservation.

Encouraged by previous work, where we were able to observe TOs in geodynamo simulations, we perform 3-D magnetoconvection simulations in a spherical shell in order to reach more Earth-like parameter regimes that proved hitherto elusive.

At large Ekman numbers we find that TOs can be present but are typically only a small fraction of the overall dynamics and are often driven by Reynolds forcing at various locations throughout the domain. However, as the Ekman number is reduced to more Earth-like values, TOs become more apparent and can make up the dominant portion of the short timescale flow. This coincides with a transition to regimes where excitation is found only at the tangent cylinder, is delivered by the Lorentz force and gives rise to a periodic Earth-like wave pattern, approximately operating on a 4 to 5 year timescale. The core travel times of our waves also become independent of rotation at low Ekman number with many converging to Earth-like values of around 4 years.

© 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

The geodynamo, which operates in the Earth’s iron-rich outer core and continuously replenishes its magnetic field, is believed to be one of a number of planetary dynamos that exists under a quasi-magnetostrophic regime (see, for example, Jones et al., 2011). Specifically, this suggests that, owing to the rapidly rotating nature of the Earth, the predominant force balance within the core is between Lorentz, Archimedean and Coriolis forces; this is commonly known as the MAC balance. One consequence of the magnetostrophic regime is that the averaged azimuthal Lorentz force is compelled to vanish on cylinders aligned with the rotation axis, leaving the system in a Taylor state (Taylor, 1963). Violations of Taylor’s constraint manifest themselves as the acceleration of concentric cylinders with a restoring Lorentz force acting like a torsional spring that attempts to reimpose the Taylor state (Braginsky, 1970). This process ultimately leads to the excitation of torsional oscillations (TOs), which are the only Alfvén waves (Alfvén, 1942) in the core that act at large lengthscales, propagating in the cylindrical radial direction.

Theory has been complemented, in recent years, by improved observational data although there have been conflicting estimates of the timescale on which TOs operate. Braginsky (1984) first suggested a 60-year timescale, however, this has now been superseded by recent core flow models (Gillet et al., 2010) as well as signals in length-of-day data (Holme and Viron, 2013; Chao et al., 2014), which indicate a 6 year operational timescale. Indeed, TOs have long been presented as an explanation for certain changes in the Earth’s length-of-day via the coupling of solid and fluid regions at the core–mantle boundary (CMB) by angular momentum conservation (Jault et al., 1988; Jackson, 1997; Roberts and Aurnou, 2012), and may be connected with other features such as geomagnetic jerks (Bloxham et al., 2002; Brown et al., 2013).

Direct observation of TOs is inhibited by the inability to probe the Earth’s magnetic interior beneath the CMB (Gubbins and Bloxham, 1985), though it is believed that the TO velocity field can be seen in the recent secular variation data (Gillet et al., 2010). However, further theoretical progress can be made; in particular, improved computing resources in recent years has allowed for the
identification of TOs in numerical simulations (Dumberry and Bloxham, 2003; Busse and Simitev, 2005; Wicht and Christensen, 2010; Teed et al., 2014). Wicht and Christensen (2010) provided evidence of TOs operating in the region outside the tangent cylinder (OTC) and in a recent study we (from this point on referred to as TJT, Teed et al., 2014) extended this to include the region inside the tangent cylinder (ITC) where we observed waves crossing the tangent cylinder (TC). The exact excitation mechanism of TOs, both in simulations and the Earth itself, remains unclear but progress has been made in identifying the forcing terms involved (Wicht and Christensen, 2010), which are directly calculable in numerical models. Indeed the Lorentz and Reynolds forces are shown (TJT) to be important in simulations and it is likely that they can be in Earth’s core also, although other excitation mechanisms are possible (Mound and Buffett, 2006; Légaut, 2005).

As is the case with all numerical models of the Earth’s core, the search for TOs is currently hindered by our inability to reach the actual parameter values of the core. The ratio of viscous to Coriolis forces is tiny in the core and it is not possible to get close to the quasi-magnetostrophic regime for dynamo calculations. Having reached the numerical limits of our code in TJT, a new approach has been necessary to continue our investigation of TOs in simulations and this is the topic of the work presented here. Very long runs are needed to establish the growth and equilibration of a dynamo driven magnetic field. Since we are now confident that numerical dynamos giving a field similar to the geomagnetic field exist in the appropriate region of parameter space, we can make significant computational savings by imposing the dipole component of the magnetic field at the CMB. The transient field state is then much shorter, and this allows us to reach more Earth-like parameters in this work. Also, magnetoconvection simulations provide the additional benefit of allowing us to vary the imposed magnetic field strength as an input parameter to allow for a systematic exploration of the dependence of TOs on field strength.

We identify a condition for the observation of TOs in the presence of overlying convection in simulations, based on an output parameter, the short time-scale geostrophy parameter, introduced in TJT. We explore the driving forces, based on the novel approach used in TJT of separating the Lorentz force into its restoring and driving components, as well as the driving locations of the waves as we move into new parameter regimes inaccessible to us hitherto. Core travel times based on the Alfvén speed are also calculated.

2. Mathematical formulation and methods

2.1. Mathematical model

The model we employ is adapted for magnetoconvection from that used in TJT where dynamo runs were performed. Hence, using a spherical coordinate system \((r, \theta, \phi)\), we consider a fluid filled spherical shell that rotates about the vertical with rotation rate \(\Omega\) \((\Omega = \Omega\hat{z})\). Gravity acts radially inward \((g = -gr)\) and the fluid is modelled using the Boussinesq approximation with constant values of \(\rho, \nu, \kappa\) and \(\eta\), the outer core density, kinematic viscosity, thermal diffusivity and magnetic diffusivity respectively.

The geomagnetic field is frequently decomposed into spherical harmonics, and in our numerical code the magnetic field is separated into poloidal and toroidal parts with each part being split into spherical harmonics (see, for example, Roberts, 2007). At an insulating boundary there is a matching condition between each poloidal component and its normal derivative so it is therefore convenient to implement magnetoconvection by setting the amplitude of the axial dipole component, \(Y^0_2\), so that this component gives \(B_0 = (2B_0 \cos \theta, B_0 \sin \theta, 0)\) on the CMB at \(r = r_0\). On all the remaining components of the field, both at \(r = r_0\) and at \(r = r_i\), we use the standard form of insulating magnetic boundary conditions (for further details see the Supplementary Material).

We previously (TJT) implemented fixed flux thermal boundary conditions; this was to promote Earth-like dynamo regimes, which, under magnetoconvection, is no longer a requirement. Therefore, in a change from TJT, we return to the simpler choice of fixed temperature conditions so that convection is instigated by differential heating. We also impose rigid (no-slip) kinematic boundary conditions at both boundaries.

The system of coupled equations for velocity, \(\mathbf{u}\), magnetic field, \(\mathbf{B}\), temperature, \(T\), and pressure, \(p\) are:

\[
\frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \cdot \nabla) \mathbf{u} = -\frac{\nabla p}{\mu} + \frac{Pr \eta}{\kappa} \nabla^2 \mathbf{u},
\]

\[
\frac{\partial T}{\partial t} + (\mathbf{u} \cdot \nabla) T = \frac{Pm \kappa}{\nu} \nabla^2 T,
\]

\[
\frac{\partial \mathbf{B}}{\partial t} - \nabla \times (\mathbf{u} \times \mathbf{B}) = \nabla \times \mathbf{E} + \frac{\epsilon_0}{\mu_0} \frac{\partial \mathbf{B}}{\partial t},
\]

\[
\nabla \times \mathbf{B} = 0,
\]

\[
\nabla \cdot \mathbf{B} = 0,
\]

where we have nondimensionalised using length scale, \(D = r_0 - r_i\), magnetic timescale, \(D^2/\eta\), temperature scale, \(\Delta T\), and magnetic scale, \(\sqrt{\mu_0 \Omega \Delta T \eta}\).

The nondimensional parameters appearing in our equations are the Rayleigh number, \(Ra\), Ekman number, \(\nu\), Prandtl number, \(Pr\), and magnetic Prandtl number, \(Pm\), defined by:

\[
Ra = \frac{g \alpha \Delta T D^3}{\nu \kappa}, \quad E = \frac{\nu}{\Omega D^2}, \quad Pr = \frac{\nu}{\kappa}, \quad Pm = \frac{\nu}{\eta}.
\]

We take the value of the aspect ratio of the spherical shell, given by \(r_i/r_o\), to be 0.35 throughout, which is apt for a model of the Earth’s core.

2.2. TO theory

The observation of TOs requires the definition of various spatial and temporal averages in a cylindrical coordinate system: \((s, \phi, z)\). We continue the notation from TJT so, for any scalar field, \(A(t, s, \phi, z)\), we define

\[
\langle A(t, s, \phi, z) \rangle = \frac{1}{\Delta s} \int_{-\Delta s}^{\Delta s} A(s', \phi, z) \, ds' \quad \text{and} \quad \langle A(t, s, \phi, z) \rangle = \frac{1}{\Delta z} \int_{-\Delta z}^{\Delta z} \langle A(t, s, \phi, z') \rangle \, dz',
\]

for spatial averages over \(\phi\) and \(z\), where \(z_+ = \sqrt{z_o^2 - s^2} - z_0\) arises at this stage in TJT, where multiple definitions of the \(z\)-average were required to account for the separation of hemispheres by the inner core and the inhomogeneous nature of the fields in the dynamo runs, when \(s < r_i\). Although the current geometry maintains this separation, we find that in practice the imposition of a dipolar magnetic field on the outer boundary creates a restriction so that the dynamics in the two hemispheres are very similar. The requirement for different definitions of the \(z\)-average OTC and ITC is therefore lifted and our \(z\)-averages in this work are calculated across the entire domain for all values of \(s\), in TJT we found it helpful to introduce
a time $\tau$, longer than the TO travel time, over which we can average and distinguish the oscillating parts from the steady parts of the flow, so we define:

$$\bar{A}(s, \phi, z) = \frac{1}{\tau} \int_0^\tau \! A(t, s, \phi, z) \, dt \quad \text{and} \quad A'(t, s, \phi, z) = A - \bar{A},$$

(8)

to indicate the (temporal) mean and fluctuating parts of $A$ respectively, and

$$\|A\| = \frac{1}{\tau V_C} \int_0^\tau \! \int_0^C \! A \, dv \, dr$$

(9)

to denote the volume average over the whole outer core, $V_C$ being the outer core volume, averaged over the whole time interval of selected run-time.

TOs oscillate in the azimuthal direction and act on cylinders and thus we consider the $\phi$ and $z$-average of the $\phi$-component of (1), noting that the Coriolis and buoyancy forces vanish during integration, to leave an equation describing the acceleration of geostrophic cylinders:

$$\frac{\partial (\bar{u}_\phi)}{\partial t} = -\langle \bar{\phi} \cdot (\nabla \cdot u) \rangle + PmE^{-1} \langle \bar{\phi} \cdot ((\nabla \times B) \times B) \rangle$$

$$+ \text{ PM} \langle \phi \cdot \nabla^2 u \rangle.$$  

(10)

As previously discussed by Wicht and Christensen (2010), the three forces on the right-hand-side of (10) can be identified as the Reynolds force, $F_R$, the Lorentz force, $F_L$, and the viscous force, $F_V$. A system operating under magnetostrophic balance ($F_L \gg F_R, F_V$), subject to (10) then results in Taylor's constraint (Taylor, 1963), $F_L = 0$, when averaged over long timescales. Deviations to, and the reinforcement of, the Taylor state produce azimuthal oscillations of concentric cylinders as a torsional wave propagating radially; Roberts and Wu (2014) have recently investigated what they refer to as the 'modified Taylor state' where inertia, which leads to TOs, is retained in the derivation.

When analysing TOs, the general procedure is to split the velocity and magnetic field into mean and fluctuating parts in order to separate the timescale that TOs operate on from that of the convection. Some earlier work (Wicht and Christensen, 2010; Roberts and Aurnou, 2012) makes the assumption that the mean quantities are the principal parts of the Taylor state, about which TOs operate, and that the fluctuating quantities are perturbations giving rise to TOs. However, this also makes the implicit assumption that the fluctuating part of the flow is exclusively geostrophic (as noted by Taylor, 1963) since TOs operate on geostrophic cylinders. In TJT, we argued that the fluctuating part of the flow should also include an ageostrophic component since in the Earth's core, as well as in our numerical models, convection will operate, to some degree, on all timescales. This ageostrophic fluctuating velocity component could contribute to excitation and we therefore split the fluctuating part of $u$ into separate geostrophic and ageostrophic parts by writing

$$u = \bar{u} + u' = \bar{u} + \xi' \phi(t) \phi + \xi' u, \quad B = \bar{B} + B,'$$

(11)

where $\bar{u}$ is the mean part of the velocity and $\xi' \phi(t) \phi$ and $\xi' u'$ are the geostrophic and ageostrophic parts of the fluctuating velocity, $u'$, respectively. Additionally $\bar{B}$ and $B'$ are the mean and fluctuating parts of the magnetic field respectively. By splitting the velocity and magnetic fields in this way we are able (see TJT) to identify the part of the Lorentz force that can act as a driving force for TOs (separately from the restoring force) by writing $\dot{F}_L = \dot{F}_{LR} + \dot{F}_{LD}$ where

$$\dot{F}_{LR} = \frac{1}{h^2} \int_0^\tau \frac{\partial}{\partial s} \left( \mathfrak{s}^2 h U_A^2 \frac{\partial \xi'}{\partial s} \right), \quad U_A = \sqrt{\frac{Pm}{E} \frac{B_L^2}{E}},$$

(12)

is the time derivative of the restoring Lorentz force and $U_A$ is the Alfvén speed. With the canonical torsional wave equation (Braginsky, 1970) then given by $\dot{s} \xi' = \dot{F}_{LR}$ we found that (10) could be written as

$$\dot{s} \xi' - F_{LR} = \dot{F}_{LD} + \tau R + F_V;$$

(13)

see Section 3.1 of TJT for the full details.

2.3. Methods

In this work we perform many magnetoconvection simulations using the Leeds spherical dynamo code (Willis et al., 2007; Jones et al., 2011) with the mathematical set-up described in Section 2.1. We cover a broad range of parameter space in $E, Pm$ and $B_0$, whilst keeping the Prandtl number and the level of supercriticality constant for all runs: $Pr = 1$ and $Ra = 5Ra_c$, with the values of $Ra_c$ used being those appropriate for the onset of convection in the non-magnetic case (see, for example, Dormy et al., 2004).

Simulations are run from an initial random state, past any transient and allowed to reach statistical equilibrium before being analysed for evidence of TOs over the time, $\tau$. Further information, including a complete table of all runs performed can be found in the Supplementary Material.

2.4. Output parameters

We output several quantities from our simulations. The magnetic Reynolds number, Elsasser number and Rossby number are defined by

$$Rm = \sqrt{\|\bar{u}\|^2}, \quad \Lambda = \|\bar{B}\|^2, \quad Ra = \frac{E \|\bar{u}\|^2}{\text{Pm}},$$

(14)

respectively. In these definitions, the velocity and magnetic field are the nondimensional quantities and hence $Rm$ and $\Lambda$ can be thought of as the non-dimensional velocity and square of the magnetic field because of our choice of non-dimensionalisation. We additionally define further output parameters useful in our study:

$$\ell_u = \sum_{\ell} \frac{\ell \|u_{\ell} - u\|}{\|u\|}, \quad Ra_\ell = Ra \ell_u, \quad \ell_u = \frac{\ell \|u_{\ell} - u\|}{\|u\|},$$

(15)

$$U_C' = \sqrt{\frac{\|u_{\ell}^2\|^2}{\|u_{\ell}^2\|^2}} = \sqrt{\frac{\|u_{\ell}^2\|^2}{\|u_{\ell}^2\|^2} - \frac{\|u_{\ell}^2\|^2}{\|u_{\ell}^2\|^2}}, \quad Rm^2 - Rm^2,$$

(16)

$$r_{c} = \frac{D u_A (r_0)}{U_A^2} \tau_c.$$  

(17)

The local Rossby number, $Ra_\ell$, is based on a local convective length scale (the characteristic harmonic degree of the fluid velocity, $\ell_u$) rather than the global length scale and its definition here is consistent with that of previous studies such as Christensen and Aubert (2006). The geostrophy parameter, $U_C'$, introduced in TJT, is the ratio of the root mean square fluctuating geostrophic flow to the root mean square total fluctuating flow, so it is a measure of the geostrophy of the short timescale flow and therefore indicates the dominance of TOs in the flow. The precise definition of the geostrophy parameter depends on $\tau$, but we found that provided $\tau$ is long enough, as in Table A.1 in the Supplementary Material,
the geostrophy parameter becomes insensitive to \( \tau \). The quantity \( U_C \) measures the ratio of the root mean square fluctuating geostrophic flow to the total flow. This quantity is not quite so useful as \( U_C^* \), but it is easier to estimate in the core, because the fluctuating geostrophic flow can be estimated from length-of-day changes. Gillet et al. (2010) give 0.4 km yr\(^{-1} \) as its amplitude over the 6 year period currently expected for TOs, and the core flow estimated from secular variation studies is typically 15 km yr\(^{-1} \). However, over decadal periods of time the fluctuating flow may be as large as 5 km yr\(^{-1} \) (Zatman and Bloxham, 1997) and could be even larger with longer data samples. Thus when the fluctuating part is defined over a short enough timescale (for example, in this study of TOs), it is likely that only a small fraction of the core flow resides in the fluctuating part, so \( U_C^* \) may be significantly larger than \( U_C \) as we find in our simulations. Finally, \( \tau_C \) is the dimensional (outer) core travel time of TOs in years and is calculated from its dimensionless counterpart, \( \tau_C \), which in turn is calculated using the Alfvén speed, \( U_A(s) \). In order to convert between the dimensionless and dimensional versions of the core travel time we have matched the Alfvén speed at the outer boundary in our simulations, \( U_A(s) \), to that of the Earth at the CMB, \( U_A \approx 1.784 \times 10^{-2} \) m s\(^{-1} \), which is appropriate given the focus of this study. This conversion was used in TTT and explains the factors appearing in (17).

3. Numerical results

In this section we discuss the numerical results from our simulations by way of a series of plots against the magnetic Ekman number: \( E = \eta / 2D^2 = E/Pm \). Each point in each plot represents a time averaged quantity from a single simulation (see Table A.1 for the numerical values) and the same symbol and colour coding is used for each plot. Different symbols indicate various values of the magnetic Prandtl number whereas points are colour-coded by \( B_0 \) strength. Note that black points represent dynamos runs from TTT, which are included for reference only. In addition, filled points represent simulations for which we were able to identify TOs and the converse is true of the unfilled points.

3.1. Dynamics

The magnetic Reynolds number increases as the magnetic Ekman number is reduced as indicated by Fig. 1a and this is to be expected from the increased convective vigour at larger rotation rates arising from our choice of fixed supercriticality, \( Ra = 5Ra_c \), rather than fixed Rayleigh number. Points are grouped neatly by symbol with larger \( Rm \) being permissible at larger values of \( Pm \), and in each \( Pm \)-case a stronger imposed field lowers \( Rm \). Runs where TOs were not observed (indicated by unfilled points) tend to be found at low values of \( Rm \), perhaps indicating that the convective driving is then too small to overcome the ohmic dissipation. There does not, however, appear to be a clear critical value of \( Rm \) below which TOs can never be found since there is evidence of the waves at quite low \( Rm \) so long as the magnetic Ekman number is also sufficiently small.

Fig. 1b shows an increase in magnetic field strength with reduced \( E \) although points with the same value of the magnetic Prandtl number are not grouped together as clearly in this case. It is not surprising to see that \( \Lambda \) also increases with \( B_0 \) as more magnetic energy is imposed; this is most clearly evidenced by the grouping of blue points at large values of the Elsasser number.

Unsurprisingly, the local Rossby number, displayed in Fig. 2a, is small and is found to decrease as the magnetic Ekman number is reduced, since rotation dominates inertia at the parameters used in our suite of runs. However, the local Rossby number does provide insight in two areas. Firstly, it has been shown in previous work (Olson and Christensen, 2006) that \( Ro_k \) provides a good indication of the transition from multipolar to dipolar solutions with the latter being found as \( Ro_k \) passes below \( \approx 0.1 \). The values of \( Ro_k \) displayed in Fig. 2a suggest that our simulations been run as dynamo, rather than magnetoconvection, simulations they would fall into the dipolar (and thus more Earth-like) regime. Secondly, although the local Rossby number is small, it is consistently (approximately) one order of magnitude larger than the Rossby number, the values of which can be found in Table A.1. Therefore, even though the role of rotation is pre-eminent both globally and locally, inertia plays a more significant role on the (local) convective length scales than the (global) system length scale. This suggests that even at small magnetic Ekman numbers inertia may remain important at small enough scales and, crucially, may influence the driving of TOs at certain locations in the domain through Reynolds forcing or ageostrophic convection acting via the Lorentz force.
Table 1
Table displaying the input and output parameter sets used for five selected simulations from our complete suite. Note that all runs have Pr = 1 and Ra = 5R0, and rigid, isothermal, magnetically insulating boundary conditions.

| Run     | E   | Pm | B0 | Ra  | τ   | Rm  | R0 | Ro | Λ  | Uc  | Uc′ | τc  | τc′ | TOs |
|---------|-----|----|----|-----|-----|-----|----|----|----|-----|-----|-----|-----|-----|
| E5P5d   | 10^{-2} | 5 | 10 | 1.705 × 10^5 | 0.05 | 80.38 | 0.0161 | 0.0339 | 114.80 | 0.113 | 0.545 | 0.010 | 3.44 | Y   |
| E5P2a   | 10^{-5} | 2 | 0.1 | 6.008 × 10^2 | 0.002 | 253.62 | 0.0009 | 0.0039 | 22.40 | 0.125 | 0.551 | 0.001 | 7.87 | Y   |
| 5E6P1d  | 5 × 10^{-6} | 0.1 | 10 | 1.498 × 10^6 | 0.03 | 13.92 | 0.0007 | 0.0084 | 99.75 | 0.155 | 0.848 | 0.018 | 14.84 | Y   |
| E5P5a   | 10^{-6} | 0.5 | 0.1 | 6.405 × 10^{-3} | 0.0038 | 193.84 | 0.0005 | 0.0110 | 0.47 | 0.163 | 0.772 | 0.005 | 5.23 | Y   |
| 5E5P2d  | 5 × 10^{-5} | 2 | 10 | 6.393 × 10^{-7} | 0.005 | 115.33 | 0.0029 | 0.0154 | 104.86 | 0.041 | 0.259 | 0.004 | 3.77 | N   |

3.2. TO identification

We identify TOs as structures in \( \langle \nabla_0 \phi \rangle / \) travelling at the Alfvén speed, \( U_A \). We previously found, in TJT, that TOs could be observed in dynamo simulations when the geostrophic parameter, \( U_c \), was greater than approximately 0.4, although \( U_c \) never exceeded \( \approx 0.65 \) at the Ekman numbers that could be used. We see from Fig. 2b that \( U_c \) remains a good output parameter to indicate the detectability of TOs in simulations in our current work also, where we have managed to reach lower Ekman numbers. Recall that filled symbols indicate that TOs can be identified so, with unfilled points lying almost exclusively below the line \( U_c = 0.4 \), it is helpful to think of \( U_c = 0.4 \) as a critical value that must be exceeded for a given simulation to clearly exhibit TOs. The typical value of \( U_c \) in the core is thought to be approximately 0.45 (N. Gillet, private communication) and it is therefore of a similar size to values found in many of our simulations.

Fig. 2b also shows a general trend for the short timescale flow to become more geostrophic as the magnetic Ekman number is reduced and we would therefore expect TOs to be more apparent in these runs with large \( U_c \). This trend is noticeably more apparent if the data are plotted against \( E_n \) rather than against \( E \), which is why we display these results as functions of \( E_n \) rather than \( E \). This indicates that the magnetic diffusion is low enough, \( E_n < 10^{-9} \), TOs are always observed. For comparison, in the Earth’s core \( E_n \approx 3 \times 10^{-9} \). Unsurprisingly, at high Ekman numbers only runs with large enough values of \( Pm \) or \( B_0 \) are found to have TOs with the remaining simulations falling below the critical value of \( U_c \). As \( E \) is reduced the value of \( U_c \) increases but only when the Ekman number reaches a sufficiently small value (\( E \approx 5 \times 10^{-7} \)) do we consistently find TOs in runs with \( Pm < 0.1 \). However, at these small Ekman numbers, numerical constraints limit the range of \( Pm \) or \( B_0 \) (and, equivalently, \( \Lambda \)). If we were able to extend our parameter space to lower Ekman numbers whilst retaining large values of \( Pm \) and \( B_0 \) we might expect to find even larger values of \( U_c \). There is no consistent dependence of \( U_c \) on magnetic field strength and, so no consistent dependence on Lehnert number \( \lambda = \sqrt{E/\Lambda /Pm} \). This is slightly surprising, as it is known that convection on the short timescales considered here becomes more quasi-geostrophic (i.e. more columnar) as \( \lambda \) is reduced (Jault, 2008; Gillet et al., 2011). However, the TOs depend on magnetic field for their existence and the magnetic field plays an important role in exciting TOs, so that although reducing \( \lambda \) reduces the fluctuating ageostrophic components of the flow, it also reduces the TO signal too. There is therefore no simple dependence of their ratio, \( U_c/\lambda \), on \( \lambda \).

We have performed a wide range of simulations to display evidence of TOs that we have observed though we now focus on just five specific runs (the data of which are also shown in Table 1) with contrasting TO-qualities. We plot, in Fig. 3, the (normalised) Alfvén speed for the five runs and the spatial field of \( U_A(s) \) (shown in a specific field and cylindrical radius only and in Fig. 4 we display colour-coded density plots of \( \langle \nabla_0 \phi \rangle / \) against \( t \) and \( s \). These plots are overlaid with white curves that indicate the trajectory taken by an Alfvén wave given by \( U_A(s) \) and thus we highlight features in \( \langle \nabla_0 \phi \rangle / \) with these curves.

At large Ekman numbers (\( E \approx 5 \times 10^{-5} \)) TOs are often not observed but when they are the geostrophic parameter remains relatively small (\( U_c \leq 0.55 \)) indicating that ageostrophic motions remain important. This is highlighted by Fig. 4a, for run E5P5d, where waves can be seen travelling inwards but convective motions of a similar magnitude are also occurring on the same scale. As the Ekman number is reduced, and geostrophic motions form a larger component of the short timescale flow, TOs become more evident in our runs with the plots of Figs. 4b to 4d showing these three cases. In these runs the waves are clearly excited at the TC and can propagate either inwards or outwards from this location. Fig. 4c, for run 5E6P1d, in particular, shows a striking periodic nature of waves excited at the TC and propagating outwards to the outer boundary. This plot is reminiscent of observational data of TOs (Gillet et al., 2010) although we are only able to replicate waves OTC whereas observations appear to show waves travelling in both directions from the TC. Nevertheless we believe this is the first evidence, in simulations, of waves travelling from the TC to the outer boundary at the correct Alfvén speed in a periodic Earth-like pattern. The period of the oscillation in this run is approximately 0.005 dimensionless time units and this corresponds (using (17)) to a period of around 4 to 5 years, which is of the same order as the 6 year length-of-day signal found from observations (Holme and de Viron, 2013).

The lack of flow ITC may be explained by our imposition of a dipolar field which naturally creates a strong field in this region and inhibits convection. Simulations with a large \( B_0 \) were found to have very little flow ITC whereas we are sometimes able to observe convection and TOs in runs with a smaller imposed field strength; for Fig. 4b, for run E5P2a, displays waves propagating ITC. In our previous work (TJT), the magnetic field strength and morphology was mostly controlled by \( Pm \) allowing for TOs and convective motions to manifest within the TC as the field was then either less strong or less dipolar. The inhibition of flow ITC at low Ekman numbers and strong field strengths also has a consequence for the direction waves are able to travel since, with the location...
of excitation being the TC at low $E$, waves are only able to travel outwards, unless $B_0$ is small. We therefore see waves travelling outwards in Figs. 4c (large $B_0$) and 4d (small $E$), but inwards in Fig. 4b, with all three simulations having excitation of waves at the TC. In runs at larger Ekman numbers we find that both inwards and outwards propagating waves occur even with large imposed fields because the excitation location is not restricted to the TC and thus, in Fig. 4a, waves travel inwards within the region OTM.

Fig. 4c, for run 5ESP2a, is included as an example where TOs were not present (note that this run has $U'_c = 0.259 < 0.4$). No structures in $\langle \vec{u} \rangle'$ were found to follow the paths taken by a wave travelling at the Alfvén speed and in this plot the white curves are only included to show possible examples of wave trajectories.

The reflection of waves incident on the CMB at the equator is a complicated topic as illustrated by Schaeffer et al. (2012) who found that reflection is related to the boundary conditions imposed and also the value of $Pm$. Under the boundary conditions used in our simulations Schaeffer et al. (2012) predict that it would only be possible to observe reflection in runs with $Pm < 0.3$. Nevertheless, we do not observe any clear evidence of wave reflection in our simulations, even at $Pm = 0.05$.

3.3. Excitation

Having identified TOs in a majority of our runs we now consider the properties of excitation of TOs in each simulation. The driving and dissipation of waves is controlled by the terms on the right-hand-side of (13), namely Lorentz, Reynolds and viscous forcing. In TJT we were unable to identify conclusively which of these terms was ultimately responsible for the excitation of TOs. We found that, although the Reynolds force was weak, it could be locally strong and had a better correlation with the excitation locations of TOs than the larger Lorentz force. Viscous forcing was found to be small at excitation locations but could be large within the TC and on the outer boundary and thus contribute to the dissipation of waves at those locations.

In this work we aim to clarify the driving location and driving force of TOs in various parameter regimes. To do this we survey our simulations and, based on the strength of the force and its correlation with the TO excitation location, we are able, in many runs, to identify the driving force of the TOs with a high degree of confidence. The results of this process are displayed in Fig. 5a with black and white points indicating excitation by $F_W$ and $F_R$, respectively. In several of our runs, however, the Lorentz and Reynolds forces are found to be of a similar order of magnitude indicating that there are two contributors to the driving; these cases are displayed as grey points in Fig. 5a.

It is clear from Fig. 5a that there is a transition in the driving force as the Ekman number is reduced, or, equivalently, as the geostrophy parameter increases. In Figs. 5a and 5b we found that it is small $E$ rather than small $E_r$ which gives the clearest in-
Fig. 5. Parameter space plot of $U_C$ against Ekman number for all runs showing predominant driving mechanism/location. (a) Black/white points indicate driving by Lorentz/Reynolds force. (b) Black/white points indicate driving exclusively at the TC/away from the TC. Grey points are those for which the driving mechanism/location is unclear.

indication of the transition from Lorentz driving to Reynolds stress driving. Since $E$ depends on viscosity, this suggests that Reynolds stress driving is an artefact of the enhanced viscosity present in dynamo simulations, which is put in for numerical stability reasons rather than physical reasons. TOs driven by the Reynolds force occupy the region of parameter space where $E$ is large and $U_C$ small (white points), whereas as $E$ decreases and the short timescale flow is more geostrophic there is a change to a regime where TOs are driven by the Lorentz force (black points). Between the two regimes is a region of parameter space inhabited by grey points and it is here that the two forces are of a similar magnitude, or the correlation is unclear, and we are unable to distinguish exactly which acts as the driving force.

Dynamo runs from TTI were found to be driven by the Reynolds force and, given that the Lorentz driving regime is located at smaller Ekman numbers and larger field strengths than were accessible in dynamo simulations, this also explains why we were unable to observe TOs driven by $F_D$ previously.

Complementing the regime diagram of driving mechanisms is a similar plot for the driving location of TOs (shown in Fig. 5b), again determined by surveying our full set of simulations over their time period $\tau$. Here black points indicate runs where TOs were found to exclusively originate at the TC, white points are runs where TOs were never found to be driven at the TC, and grey points are the remaining runs (i.e. driving both at, and away from, the TC). As the Ekman number is reduced there is a transition in the driving location from one regime to the other, mirroring the property of the driving mechanism. We briefly commented in Section 3.2 that a low Ekman number favoured excitation at the TC and this is confirmed in Fig. 5b, which clearly shows this preference. At larger Ekman numbers, where $U_C$ is also smaller, excitation can occur away from the TC and, in fact, at large enough values of $E$ the role of the TC is greatly diminished as we were unable to find driving there at all.

In order to complement Figs. 5a and 5b we plot colour-coded density plots of $F_A$ and $F_D$, in Fig. 6, for the four runs of Table 1 that displayed TOs. The same white curves that were displayed in Fig. 4 are again overlaid on these plots although we now expect to see features in $F_A$ and $F_D$ at the origin of these curves, rather than features travelling along the curves themselves.

Figs. 6a and 6b show the approximate parity in magnitude between $F_A$ and $F_D$ in runs with large Ekman number, as well as evidence for excitation of waves throughout the region OTC. Conversely, the remaining plots in Fig. 6 show a clear preference for driving, exclusively at the TC, by one of the two forces. By comparing Figs. 6c and 6d it is clear from the correlation that driving is orchestrated by the Reynolds force, which is also approximately an order of magnitude larger than the Lorentz force. However, driving at the TC by $F_D$ becomes preferable when smaller Ekman numbers are considered as evidenced by comparing Figs. 6e and 6f, as well as Figs. 6g and 6h. With the reduction in Ekman number the Reynolds force is now drowned by the Lorentz force throughout the domain and, in particular, at the TC where the consistent correlation between $F_D$ and wave excitation is extremely clear in Fig. 6f.

As expected, Fig. 6 displays a change of TO-regime with reduced Ekman number that was indicated in Fig. 5. The plots of $F_A$ and $F_D$ help to show just how stark the transition is from a regime with TOs driven by the Reynolds (and possibly Lorentz) force throughout the core at large $E$ to a regime where waves are driven exclusively at the TC by the Lorentz force.

3.4. Core travel times

Observational evidence has suggested that the time taken for TOs to travel across the Earth’s outer core is 4 years (Gillet et al., 2010) and hence we calculate the equivalent value from our simulations ($\tau^E_F$, as defined by (17)) to enable the identification of Earth-like travel times in our work. Fig. 7 shows the core travel time, in years, against the Ekman number, separated into individual plots for each $Pm$ to aid clarity.

There are two striking features immediately apparent from Fig. 7. First, many of our simulations permit TOs travelling across the core on Earth-like timescales, and this is true at various values of $Pm$ and $B_0$. Secondly, it is also clear, at least for the smaller values of $Pm$, that, for a given field strength and magnetic Prandtl number, the value of $\tau^F_E$ becomes independent of $E$ at low Ekman number. This saturation of $\tau^F_E$ with $E$ is less clear at larger values of $Pm$ (see Figs. 7d and 7e) because these regimes are inhibited by the inability to reach small enough values of the Ekman number in our simulations. However, this intriguing result may be true at the various values of the parameters used across our set of simulations with the saturation of $\tau^F_E$ possibly becoming apparent at the relatively large Ekman numbers used for $Pm = 5$, see Fig. 7e. Independence from the Ekman number occurs earliest for weaker fields and hence the convergence is perhaps most clear in the $B_0 = 0.1$ cases for $Pm = 0.05$, in Fig. 7a, and $Pm = 0.1$, in Fig. 7b, which are also aided by their ability to reach the smallest $E$s. Since our travel times are normalised on the Alfvén speed at the CMB, this independence of $E$ suggests that the distribution of $U_A$ as a function of $s$ (see Fig. 3) does not change dramatically even when $E$ is lowered to very small values.

4. Discussion

Our magnetoconvection study in this paper has allowed us to perform a large number of simulations and probe parameter space unattainable in previous dynamo studies (Wicht and Christensen, 2010; Teed et al., 2014) and therefore we have been able to explore the dynamics and excitation of TOs under new conditions. Across the set of runs we found the geostrophy parameter, $U_C$, was able to give an excellent indication of the ability to observe TOs in any given simulation. Perturbations of a quasi-Taylor state leading to TOs may, on some level, always be possible, but TOs must account for ~40% of the short timescale flow, in order for the waves to be observed over convection. There was evidence of the geostrophy parameter indicating an onset value for TOs in previous work (TTI) but we have now been able to cement its role by writing $U_C^{\text{crit}} \approx 0.4$. The stability of $U_C^{\text{crit}}$ even as the Ekman num-
Fig. 6. Reynolds force, $F_R$ (left column) and Lorentz force, $F_{LD}$ (right column) as a function of distance, $s$, from the rotation axis and time, $t$, in magnetic diffusion units. White curves (which are the same curves as those used in Fig. 4) indicate the trajectory of a particle travelling at the Alfvén speed, $U_A(s)$. We look for features in $F_R$ and $F_{LD}$ that appear at the origin of these curves. (For interpretation of the references to colour in this figure, the reader is referred to the web version of this article.)

number is reduced suggests it may continue to be a good measure of a critical value for TO onset at more Earth-like parameter regimes.

Within the suite of runs performed we have been able to identify two regimes for TOs and a transition between them. At large Ekman numbers TOs are only found when the magnetic field strength is also large; this can be achieved via large $Pm$, large $B_0$, or a combination of the two. This regime is characterised by TOs generated by the Reynolds force throughout the region OTC, which are of a similar strength to the freely occurring convection. The geostrophy parameter is therefore close to the critical value for TO observation so that a small tweak of the input parameters can lead to a state without the dominance of TOs. Excitation of TOs can be controlled by the Reynolds force, regularly the largest forcing term, because the relatively large rotation rates both contribute to larger convection velocities and inhibit large magnetic field strength leading to a relatively weak Lorentz force.

In the second regime, which exists at significantly larger rotation rates, TOs can be found in simulations at smaller values of the magnetic Prandtl number but the Ekman number needs to fall below $\approx 10^{-6}$, values difficult to achieve in dynamo simulations currently. The regime is typified by a large Lorentz force at a radially thin region at the TC, which can, in several runs, lead to periodic excitation of TOs from the TC that propagate outwards through the outer core. The reduction in Ekman number leading to this regime suppresses the Reynolds force and boosts the Lorentz force so that excitation (on timescales relevant to TOs) only occurs at the TC.
across the TC (Livermore and Hollerbach, 2012). From our current work it is unclear which terms are the largest in the complicated definition of \( F_{LD} \) and therefore the exact physical mechanism, and periodic nature, of wave excitation using these terms must be examined in future work. Associated with the low Ekman number regime are core travel times that are independent of \( E \) itself and, encouragingly for many parameter sets, these travel times converge to values close to the 4 years expected for TOs in the Earth.

There also exists a region of parameter space where the two regimes overlap and in these cases the driving mechanism is often unclear because of an approximate parity between Reynolds and Lorentz forcing. However, in this region there can also be systems where driving is controlled by Reynolds forcing at the TC irrespective of the size of the Lorentz force, which, indeed, may be the larger of the two forces. This type of system, identified by a good correlation between \( F_R \) and the origin of waves at the TC, was previously found in TJJ and it consequently restricted the conclusions on excitation mechanisms in that work. It now appears that this type of system is at the edge of the numerically achievable parameter space of geodynamo simulations and we believe that the Lorentz forced regime, identified in our current magnetoconvection simulations, would become apparent if the parameters could be pushed to more Earth-like values.

The imposition of a dipolar field on the outer boundary in our simulations may have created the effect of suppressing flow ITC due to the concentration of magnetic field near the poles. Consequently, TOs operating within, as well as crossing, the TC are rare in our current set of simulations although they were previously found in dynamo simulations. Increasing preference for generation of TOs at the TC at low \( E \) suggests that waves crossing the TC may not exist in the Earth, a hypothesis supported by observational data (Gillet et al., 2010). Nevertheless, it seems to be possible for TOs to arise at the TC and propagate inwards ITC although this was often not the case in these magnetoconvection simulations perhaps due to our choice of imposed field morphology. The simplified choice of magnetic boundary condition at the inner boundary may additionally complicate the problem.

In summary, our current work has shown that as the Ekman number becomes smaller, the driving part of the Lorentz force triggers TOs at the TC with core travel times that are independent of \( E \) itself. Additionally, TOs can manifest in an Earth-like quasi-periodic fashion, with a period of around 4 to 5 years, reminiscent of observation results based on core flow models. The discovery of these key results has only been possible with the implementation of magnetoconvection since the parameter regimes necessary are currently inaccessible in dynamo models. However, it remains to be seen which aspects of our results are artefacts of our choice of a dipolar field, which is a logical harmonic to choose for a first investigation. For instance, adjusting the imposed field to one made up of different spherical harmonics, or using conducting boundary conditions could promote flow, and therefore TOs, within the TC as well as affect the convergence of core travel times at low Ekman number. These ideas should be the subject of future investigations.
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