Double optimal density gradients for harmonic generation from relativistically oscillating plasma surfaces
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ABSTRACT

The influence of plasma density gradients on the harmonic generation process from relativistically oscillating mirror (ROM) is studied experimentally. It is observed that the harmonic intensities from orders of 21st to 24th first drop and then reach the maximum value with the increase of plasma scale length $L$. 2D particle-in-cell simulations are performed to investigate the intensities of high-order harmonics at different $L$ values, which show that there are two optimal scale lengths $L_{opt}$ for efficient ROM harmonic generation. The two optimal $L_{opt}$ values are interpreted by a quasi-1D analytical model. By matching the potential energies provided by laser pulse and charge displacement in the plasma with an exponential distributed density profile, the model can quantitatively predict the optimal $L_{opt}$ at the given laser incidence angle and intensity. Our work is beneficial for better understanding the role of $L$ in ROM harmonic generation and the parameters affecting the optimal $L_{opt}$.
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I. INTRODUCTION

High-order harmonic generation (HHG) by reflection of intense laser pulses from overdense plasma surfaces has been a subject of considerable interest in recent decades. The main motivation that drives such a field is to obtain coherent extreme ultraviolet (EUV) or x-ray radiation.

In the time domain, the superposition of harmonics leads to the generation of attosecond (as) pulse trains. Recently, it has been further extended to generation of single isolated attosecond pulse by various gating techniques. In the relativistic regime, where the normalized vector potential $a_0 = eE/m_0c^2 \geq 1$ ($e$ and $m_0$ are the electron charge and mass, $E$ and $\omega_0$ are the amplitude and frequency of the laser pulse electric field, and $c$ is the light velocity in vacuum), the harmonic generation process can be described by the relativistically oscillating mirror (ROM) mechanism. In this mechanism, the plasma surface is driven to oscillate periodically by the laser pulse with velocity $v \sim c$. High order harmonics are generated when the incident pulse is reflected by this relativistically oscillating surface. According to the $\gamma$-spike model based on the ultrarelativistic similarity theory, the conversion efficiency $\eta$ of the ROM harmonics decays as $\eta \sim H^{-8/3}$ up to the cutoff frequency $\omega_{cutf} \sim 8^{1/3} \gamma_{max}^3 \omega_0$. Here, $H$ is the harmonic order and $\gamma_{max}$ is the maximum Lorentz factor of the plasma surface.

In the relativistic regime, where the normalized vector potential $a_0 = eE/m_0c^2 \geq 1$ ($e$ and $m_0$ are the electron charge and mass, $E$ and $\omega_0$ are the amplitude and frequency of the laser pulse electric field, and $c$ is the light velocity in vacuum), the harmonic generation process can be described by the relativistically oscillating mirror (ROM) mechanism. In this mechanism, the plasma surface is driven to oscillate periodically by the laser pulse with velocity $v \sim c$. High order harmonics are generated when the incident pulse is reflected by this relativistically oscillating surface. According to the $\gamma$-spike model based on the ultrarelativistic similarity theory, the conversion efficiency $\eta$ of the ROM harmonics decays as $\eta \sim H^{-8/3}$ up to the cutoff frequency $\omega_{cutf} \sim 8^{1/3} \gamma_{max}^3 \omega_0$. Here, $H$ is the harmonic order and $\gamma_{max}$ is the maximum Lorentz factor of the plasma surface.

A crucial parameter for HHG from the ROM mechanism is the steepness of the density gradient at the plasma-vacuum interface. In the theoretical model, the plasma density profile is treated as a steplike function. In experiment, the harmonic emission is...
Recent results show that a step-like density profile is not beneficial for the ROM harmonic generation and a steep density gradient with scale length \( L \) in the range of \( 0 < L < \lambda \) is preferred, \(^{20,21}\) where \( \lambda \) is the laser wavelength. Dollar et al. proved that the generation efficiency is spectrally structured; ROM harmonics are optimized around \( L = c/\omega_0 \) in experiments and simulations. KAkalý et al. continuously tuned \( L \) in the range of \( 0 < L < 0.15 \lambda \) to investigate the role of \( L \) experimentally. They demonstrate that there is an optimal scale length \( L_{\text{opt}} \) in the range of \( 0.05\lambda < L < 0.1\lambda \) for the ROM harmonics. The influence of \( L \) on ROM harmonics can be understood qualitatively. If \( L \) is too short, the restoring force of ions is so large that the electrons cannot obtain enough energies. With longer \( L \), the restoring force becomes weaker. The momenta of outgoing electrons become larger, and the ROM harmonics can be generated efficiently. If \( L \) is further increased, the thickness of the electron sheet at the plasma surface becomes larger. The surface cannot be regarded as a mirror, which makes the emission incoherent. Thus, there is an optimal \( L_{\text{opt}} \) for efficient ROM harmonic generation.

In this article, we experimentally investigate the effect of the plasma density gradient on harmonic generation dominated by the ROM mechanism. Different from the results mentioned above, we find that with \( L \) increasing, the harmonic intensities from orders of 21st to 24th first decrease to reach a minimal value and then increase to the maximum value. 2D particle-in-cell (PIC) simulations are also carried out. In simulations, two optimal \( L_{\text{opt}} \) values are obtained; one is shorter than 0.1\( \lambda \), and the other is longer than 0.1\( \lambda \). The upper optimal \( L_{\text{opt}} \) is very close to the value observed in our experiments. The experimental and simulation results are explained by a quasi-1D analytical model. By matching the potential energies provided by laser pulse and charge displacement in the plasma with an exponential distribution density profile, the two optimal \( L_{\text{opt}} \) values can be quantitatively estimated for efficient ROM harmonic generation at the given laser incidence angle and intensity.

II. EXPERIMENTS

The experimental setup is shown in Fig. 1. We use the 200 TW Ti:sapphire laser system (800 nm, 29 fs) at the Laboratory for Laser Plasmas of Shanghai Jiao Tong University. The laser temporal contrast is improved to be better than \( \sim 10^{-11} \) at 10 ps prior to the main peak by combining a single plasma mirror (PM) system \(^{28}\) and a cross-polarized wave (XPW) generation technique. \(^{29}\) The p-polarized laser beam with an energy of 460 mJ is used in the experiments and focused onto polished fused silica plates by an \( f/4 \) off-axis parabola (OAP) mirror with a focal spot diameter of 6 \( \mu \)m (full width at half maximum, FWHM). The calculated peak intensity of the laser pulse on the target is \( I = 1.9 \times 10^{19} \) W/cm\(^2\) (\( a_0 = 3 \)). The incidence angle of the laser beam is 40.8°, and the high-order harmonic radiation is measured using a flat-field spectrometer.

In order to control \( L \) when the main pulse arrives, a prepulse with the same duration as the main pulse and peak intensity of \( I = 3.2 \times 10^{17} \) W/cm\(^2\) (\( a_0 = 0.4 \)) is introduced to ionize the target. \( L \) could be continuously controlled by adjusting the delay \( T \) between the prepulse and the main pulse. \(^{26,27}\) 1D PIC simulations with mobile ions are utilized to calculate the temporal evolution of the plasma density profile at the target surface after prepulse irradiation, so that \( L \) at different prepulse delays \( T \) from 0 ps to 5 ps could be obtained.

The influence of \( L \) on harmonics of the coherent wake emission (CWE) mechanism \(^{30}\) was investigated experimentally and numerically in our previous research. \(^{31}\) It was found that there is an optimal \( L_{\text{opt}} \) for CWE harmonics around \( L = 0.1\lambda \). In this article, we concentrate on the effect of \( L \) on ROM harmonics \((H > 20h)\). The typical raw image (top panel) and its integrated harmonic spectrum (bottom panel) are shown in Fig. 2(a) at \( L = 0.17\lambda \). The integrated harmonic intensities from orders of 21st to 24th as a function of \( L \) (bottom axis) and the corresponding \( T \) (top axis) are plotted in Fig. 2(b). It can be clearly seen that when \( L \) increases from 0.08\( \lambda \) to 0.36\( \lambda \), the harmonic intensities first drop to reach a minimal value at \( L = 0.11\lambda \). Then, the intensities increase to the highest value at \( L = 0.17\lambda \). When \( L > 0.17\lambda \), the intensities decrease again.

III. 2D PIC SIMULATIONS

In order to understand the experimental results, 2D PIC simulations are carried out. The size of the simulation box is \( 6\lambda (x \text{ axis}) \times 18\lambda (y \text{ axis}) \). The plasma density is exponentially increasing along the \( x \) axis until it reaches the maximum of 100\( n_0 \). Then, the plasma density remains constant with a thickness of \( 2\lambda (\lambda = 800 \text{ nm}) \), which occupies \( x > 0 \). The number of particles per cell is 144. A p-polarized Gaussian beam with a duration of 10\( T_0 \) (FWHM) and a waist of 4\( \lambda \) (1/e) obliquely irradiates the plasma at \( \theta = 40° \) with respect to the \( x \) axis, where \( T_0 = \lambda/c \) is the period. The normalized vector potential of the laser pulse is \( a_0 = 3 \). The grid size of the simulation box is \( dx = dy = \lambda/100 \), and the time step is \( dt = T_0/200 \). Using 2D Fourier transform, harmonics in the reflected direction are diagnosed.

Figure 3(a) shows the simulated harmonic intensity of each order with different \( L \) values. In order to investigate the ROM harmonics, the integrated harmonic intensities from orders of 15th to 30th at different \( L \) values are plotted in Fig. 3(b). Two optimal \( L_{\text{opt}} \) values can be found. The harmonic intensities first increase rapidly with \( L \) to reach a
maximum at $L = 0.07\lambda$. After declining to a minimal value at $L = 0.1\lambda$, the harmonic intensities increase again to a second peak at $L = 0.2\lambda$. The evolution of harmonic intensities with $L$ is the same as that observed in experiments. Since the rising edge of our laser pulse inevitably produces preplasma before the main peak arrives even without introducing a prepulse, it prevents us observing the lower optimal $L_{\text{opt}}^1$ shorter than $0.1\lambda$ in the experiments. Recently, Kormin et al. showed a similar dependence of harmonic intensities on $L$.

**IV. THEORETICAL MODEL**

In order to quantitatively explain the role of $L$ in the ROM harmonic generation process and estimate the value of the optimal $L_{\text{opt}}$, a quasi-1D analytical model is developed. In the ROM scenario, electrons near the critical surface are first pushed forward by the ultrashort, relativistic laser pulse and build a restoring force with the immobile ions. At a later half cycle, the laser field direction is reversed and, consequently, both the restoring force and the laser field pull the electrons back. The backward electrons are strongly relativistic. When the velocity of these electrons at the plasma surface approaches $c$ and the $\gamma$ factor of the surface has a sharp peak, high-order harmonics are generated as the laser pulse is reflected by the relativistic electrons.

Let us consider in the laboratory frame (L) that a p-polarized laser pulse with an incidence angle of $\theta$ irradiates a solid-density plasma with an exponential gradient density. The laser pulse is polarized in the x-y plane, and x is the target normal direction. For simplification of analysis, we use a boosted frame (M) to transform the laser...
pulse into normal incidence. The boosted frame moves along the y direction with a velocity of \( c \sin \theta \). After Lorentz transformation, one can find the following relations:

\[
E_y^M = E_y^L \cos \theta, \quad B_x^M = B_x^L \cos \theta, \quad \omega_z^M = \omega_z^L \cos \theta, \quad a_x^M = a_x^L, \quad \gamma^M = 1/\cos \theta, \quad n^M = n^L. \tag{1}
\]

where \( B \) is the magnetic field of the laser pulse, \( \gamma \) is the Lorentz factor, and \( n \) is the plasma density. For convenience, the superscript \( M \) will be omitted. The canonical momentum of electrons in the field is

\[
p_y = p_y^0, \quad \gamma - p_x = \gamma^0.
\tag{2}
\]

where \( p_y = \gamma \beta_y \) and \( p_x = \gamma \beta_x \) are the transverse and longitudinal momentum normalized by \( mc \) and \( p_y^0 \) and \( \gamma^0 \) are the momentum and Lorentz factor before the laser pulse arrives. From Eq. (1), we have \( p_y^0 = -\gamma \tan \theta \) and \( \gamma^0 = 1/\cos \theta \). The longitudinal momentum can be derived from Eq. (2), using \( \gamma = (1 + p_x^2 + p_y^2)^{1/2} \).

Therefore, averaging Eq. (3) in the pushing (or pulling) half cycle, \( \Phi_L \) is

\[
\Phi_L = \left( \frac{a_x^2 \cos \theta \pm 2 a_0 \sin \theta}{4} \right) mc^2. \tag{4}
\]

where “+” represents the pushing phase and “−” represents the pulling phase. It is clear that the first term in Eq. (4) is the ponderomotive potential energy in the longitudinal direction, while the second term is the electric potential energy.

On the other hand, the potential energy \( \Phi_R \) generated by charge displacement in plasma is built up at the critical surface during the electron oscillation. The plasma density \( n \) at the critical surface satisfies \( \omega_z^2 = e^2 n/\epsilon_0 \omega_b \) in the boosted frame. After transforming back to the laboratory frame, the position is determined by \( n = n_c \cos^2 \theta \), where \( n_c \) is the critical density in the laboratory frame. If we define this point as \( x = 0 \), the density profile of the plasma is \( n(x) = n_c \cos^2 \theta \exp \left( x/L \right) \). Due to the push-out of electrons, \( \Phi_R \) is given by the Poisson equation

\[
-\nabla^2 \Phi_R = -e^2 n/\epsilon_0.
\]

Integrating the 1D plasma density profile, \( \Phi_R \) is

\[
\Phi_R(x) = \frac{c_n}{\epsilon_0} L^2 \cos^2 \theta \exp \left( x/L \right). \tag{5}
\]

In the pushing phase, the maximum longitudinal excursion of relativistic electrons is \( x_c = v_a/\omega_b \cos \theta \approx c/\omega_b \), where \( v_a \) is the typical quivering velocity of electrons in the field. If \( \Phi_R = \Phi_L \) at this point, electrons will be pulled back with maximum energy in the next pulling phase. Hence, the generation of high-order harmonics reaches the optimum.

We define

\[
\Gamma = \frac{\Phi_R(x_c)}{\Phi_L} \tag{6}
\]

as the dimensionless matching parameter between \( \Phi_L \) and \( \Phi_R \). There are three cases, as shown in Fig. 4(a). (i) \( \Gamma = 0 \), \( \Phi_L \) is exactly transformed to \( \Phi_R \), and a thin sheet of electrons is formed at \( x = x_c \). Later, these electrons gain the maximum \( \gamma \) and radiate harmonics coherently in the pulling phase. (ii) \( \Gamma < 0 \). Although the local electrons at \( x = x_c \) could be pulled back by \( \Phi_R \), the electron momentum is relatively low and the harmonic emission is weak. (iii) \( \Gamma > 0 \). Electrons will be bounced back by \( \Phi_R \) before they reach \( x_c \). The electrons will be out of phase with the field after a few cycles of oscillation. Therefore, electrons cannot be stacked into a thin sheet, destroying the coherence of high-order harmonics.

Figure 4(b) shows the dependence of \( \Gamma \) on \( L \) for different incidences angles. From this quasi-1D model, we can estimate the optimal \( L_{opt} \) at the given incidence angle and intensity of the laser pulse. The points at which \( \Gamma = 0 \) correspond to the optimal \( L_{opt} \) for a certain incidence angle at \( a_0 = 3 \). As shown in Fig. 4(b), two optimal \( L_{opt} \) values can be found for efficient harmonic generation, the lower value of \( L_{opt}^1 < 0.1 \lambda \) and the upper value of \( L_{opt}^u > 0.1 \lambda \). Between these two optimal values of \( L_{opt} \) the harmonic intensity first decreases and then increases. Around \( L = 0.1 \lambda \), the harmonic intensity is minimal. Upon increasing the incidence angle, the lower value of \( L_{opt}^1 \) decreases and the upper value of \( L_{opt}^u \) increases. If the incidence angle is 80°, the upper optimal \( L_{opt}^u \) will be much larger than \( \lambda \). The electron sheet thickness would be too large, so that the radiation is incoherent. Therefore, there is only one optimal \( L_{opt} \) in the range of \( 0 < L < \lambda \). In addition, from the model, we can also be derived that with increasing \( a_0 \), the value of \( L_{opt} \) decreases and the value of \( L_{opt}^u \) increases. The optimal \( L_{opt} = 0.17 \lambda \) is found in our experiments, and the optimal \( L_{opt}^u = 0.2 \lambda \) is found in simulations. These two optimal values of \( L_{opt} \) are very close to the optimal \( L_{opt}^u = 0.26 \lambda \) estimated by the quasi-1D model in Fig. 4(b).
Actually, in our model, we regard $\Phi_R$ (matching parameter $\Gamma = 0$) as the maximum harmonic generation efficiency for ROM. All the oscillating electrons are assumed to obtain the maximum energy, regardless of the longitudinal profile of electrons. Therefore, the value of the optimal $L_{opt}$ will be closer to the model when the higher order harmonics are integrated.

To further illustrate the influence of $L$ on ROM harmonics, the electron density distributions $n_i$ in the phase space $(x - p_x)$ when the velocity of electrons is maximum in the pulling phase from the 2D PIC simulations are analyzed in Figs. 5(a)–5(c). The electrons with $\gamma \geq 2$ and along the central normal of the target are selected. To get enough number of electrons for statistics, the electrons falling in an ultrathin stripe with $dy = \lambda / 20$ are counted. In Figs. 5(a) and 5(b), $\Gamma \leq 0$, the electrons are bunched backward and stacked into a thin sheet. However, in Fig. 5(c), $\Gamma > 0$, the electrons are relatively dispersed. The electron layer is not flat; meanwhile, electrons moving forward can also be seen in the figure. The electron distributions agree with the descriptions in Fig. 4(a). As our theoretical analysis, the important merit of $\Gamma = 0$ for HHG is the enhancement on radiation coherence. The electron density profiles of the most energetic electrons are shown in the insets in Figs. 5(a)–5(c). The positions of electron profiles are chosen at $p_x = -1.8$ in Fig. 5(a) and $p_x = -3$ in Figs. 5(b) and 5(c). The beam thickness is $\lambda / 30$ for Fig. 5(a), $\lambda / 50$ for Fig. 5(b), and $\lambda / 20$ for Fig. 5(c). It means that even the 50th harmonics can be coherently generated at $\Gamma \sim 0$. However, the coherent emission of high-order harmonics is limited at $\Gamma \neq 0$.

The shape of the harmonic spectrum is determined by the electron momentum distribution. Figure 5(a) shows a lower momentum of the electron beam compared to Fig. 5(b). Quantitatively, few electrons can be seen in the $|p_x| \geq 2$ ($4\lambda_{max} \geq 16$) region in Fig. 5(a), and so the harmonic intensities for $H > 15$ are low. However, in the $|p_x| < 2$ region, the electron density in Fig. 5(a) is larger, which can produce stronger harmonics for $H < 15$, as shown in Fig. 5(a). In Fig. 5(c), the beam thickness is reduced around $|p_x| = 2.5$ ($4\lambda_{max} = 25$) so that we can see an enhancement of $H = 25 \sim 30$ harmonics on the $L = 0.4\lambda$ spectrum in Fig. 3(a). The local reduction of the beam thickness may be due to the dynamic coupling of $\Phi_R$ and $\Phi_R$, which is not included in our theoretical model.

V. CONCLUSIONS

In conclusion, the role of the plasma density gradient at the solid surface in the HHG by the ROM mechanism has been investigated experimentally. In experiments, at an incidence angle of 40.8° and $a_0 = 3$, we obtain the optimal harmonic intensities at $L_{opt} = 0.17\lambda$ by integrated harmonic orders from 21st to 24th. Meanwhile, the harmonic intensities are minimal at $L_{opt} = 0.11\lambda$. 2D PIC simulations are performed, which show that two optimal $L_{opt}$ values are found, one optimal value at $L_{opt} = 0.07\lambda$, while the other optimal value at $L_{opt} = 0.2\lambda$. At $L = 0.1\lambda$, the harmonic intensities are minimal. The two optimal $L_{opt}$ values for efficient ROM harmonic generation are quantitatively interpreted by a quasi-1D analytical model, when the dimensionless parameter $\Gamma = 0$ at the given incidence angle and intensity of laser pulses for an exponential distributed preplasma density profile. Although the shorter optimal $L_{opt}$ is not reached experimentally owing to the limited laser contrast, the expected tendency of ROM harmonic generation efficiency has been outlined. Our results are beneficial for a quantitative understanding of the role of $L$ in the ROM harmonic generation process, in which the value of the optimal $L_{opt}$ is affected by the laser incidence angle and intensity.
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