Parameter Estimation Based on a Local Ensemble Transform Kalman Filter Applied to El Niño–Southern Oscillation Ensemble Prediction
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Abstract: Parameter estimation plays an important role in reducing model error and thus is of great significance to improve the simulation and prediction capabilities of the model. However, due to filtering divergence, parameter estimation by ensemble-based filters still faces great challenges. Previous studies have shown that a covariance inflation scheme could alleviate the filtering divergence problem by increasing the signal-to-noise ratio of the state-parameter covariance. In this study, we proposed a new inflation scheme based on a local ensemble transform Kalman filter (LETKF). With the new scheme, the Zebiak–Cane (Z-C) model parameters were estimated by assimilating the sea surface temperature anomaly (SSTA) data. The effectiveness of the parameter estimation and its influence on El Niño–Southern Oscillation (ENSO) prediction were evaluated in an observation system simulation experiments (OSSE) framework and real-world scenario, respectively. With the utilization of the OSSE framework, the results showed that the model parameters were successfully estimated. Parameter estimation reduced the model error when compared with only state estimation (onlySE); however, multiple parameter estimation (MPE) further improved the ENSO prediction skill by providing better initial conditions and parameter values than the single parameter estimation (SPE). Parameter estimation could thus alleviate the spring prediction barrier (SPB) phenomenon of ENSO to a certain extent. In real-world experiments, the optimized parameters significantly improved the ENSO forecasting skill, primarily in prediction of warm events. This study provides an effective parameter estimation strategy to improve climate models and further climate predictions in the real world.
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1. Introduction

Many studies have shown that numerical climate prediction models, even the state-of-the-art coupled models, still yield significant errors in predicting the true state of the atmosphere and ocean. Apart from the significant impact of the initial conditions [1–3], model errors greatly reduce the accuracy of climate prediction [4–7]. Generally, model errors stem from three aspects: misfit of the dynamical core, approximation scheme of the physical processes, and errors from the model parameters [8,9]. Due to the difficulty in improving the first two sources, many studies are devoted to reducing model parameter errors [10–12]. Although the parameters cannot be observed directly, their uncertainty can be constrained by observational information. The process of optimizing parameters by assimilating observed data is known as parameter estimation [13,14].
Observation of the ocean and atmosphere has been greatly enhanced in recent decades, such as on site observation and remote sensing observation, which provide a great deal of data for data assimilation. Additionally, the study of parameter estimation in atmospheric, oceanic, or coupled models is evolving rapidly in the development of assimilation methods [15–18]. Parameter estimation is mainly implemented by two methods: the variational method [10,18–23] and ensemble Kalman filter (EnKF) [11,12,21,24,25]. Deriving the linear tangent and adjoint model, the four-dimensional variational method is difficult, even impractical, when implemented in fully coupled circulation models [19,21]. Therefore, EnKF and its variants are widely used, from simple to fully coupled circulation models. Many studies have shown that parameter estimation based on EnKF and its variants can successfully restrain the uncertainty of parameterization schemes, reduce the model bias, and thus improve the predictability of climate models [12,25–28]. However, most of these studies were conducted in perfect scenarios where the truth parameters are known (i.e., assuming that model errors are caused by erroneous parameters). It is a great challenge to perform parameter estimation in the real world, where the true parameters are typically unknown.

Theoretically, any model parameter in conjunction with state variables could be estimated using data assimilation. In practical application, parameter estimation is usually performed by state vector augmentation techniques because there is no direct observation of the parameters [29,30]. Thus, the accuracy of the parameter estimation tends to depend on the quality of the state-parameter covariance [31]. Due to the characteristics of constants or slow changes in the parameters and the limitation of the ensemble samples, the relatively small ensemble spread will further decrease with the assimilation process when using EnKF to estimate parameters for real-world applications; thus, making it difficult for the observations to continue to update the parameter ensembles. This phenomenon is referred to as the filtering divergence problem [32–34]. Filtering divergence impacts the estimate of the state-parameter covariance and degrades the accuracy of the parameter estimation. To enhance the signal-to-noise ratio of the covariance is a challenge for parameter estimation, especially for coupled parameter estimation in the real world [35]. One effective solution to prevent filtering divergence is by the covariance inflation scheme, which increases the signal-to-noise ratio of the covariance to a certain extent to improve the accuracy of the parameter estimation [11,12,33,36–39].

In this study, a new covariance inflation scheme is proposed based on the local ensemble transform Kalman filter (LETKF). With the Zebiak–Cane (Z-C) model, parameter estimation and its impact on El Niño–Southern Oscillation (ENSO) prediction are investigated in an observation system simulation experiments (OSSE) framework and real-world experiments, respectively. The remainder of this paper is arranged as follows: Section 2 briefly introduces the Z-C model, LETKF-based parameter estimation algorithm, parameters to be estimated, and the experimental designs in the OSSE framework and real-world experiments, separately. Results of parameter estimation and ENSO prediction are reported in Section 3. Finally, discussions and conclusions are given in Sections 4 and 5, respectively.

2. Materials and Methods

2.1. Zebiak–Cane Model

The Z-C model, which is a well-known ocean–atmosphere coupled model for the tropical Pacific Ocean, has been widely applied for ENSO study. The description of the model parallels that of Gao et al. (2020) [3], as follows in this section. The atmospheric dynamics follows the Gill model [40], with steady-state, linear shallow-water equations. If the sea surface temperature anomaly (SSTA) with ENSO characteristics, which refer to the positive or negative SSTA in the equatorial central to eastern Pacific, are given, the model can generate the sea surface wind anomaly needed to drive the tropical Pacific Ocean. The oceanic dynamics, which are described by a reduced-gravity model, can generate the SSTA in the tropical Pacific Ocean forced by the sea surface wind stress anomaly. The oceanic thermodynamics describe the sea surface temperature (SST) anomalies and heat flux change using a three-dimensional nonlinear equation. The atmospheric model spans
over the domain of 101.25° E – 286.875° E and 29° S – 29° N, with a grid spacing of 5.625° (longitude) × 2° (latitude). The oceanic dynamics spans over the domain of 125° E – 281° E and 28.75° S – 28.75° N, with a grid spacing of 2° (longitude) × 0.5° (latitude). The oceanic thermodynamics cover the domain of 129.375° E – 275.625° E and 19° S – 19° N, with the same grid as that of the atmospheric model. The model time step is 10 days. More details about the Z-C model can be found in Zebiak and Cane (1987) [41]. Its latest version LDEOs is adopted in this study. The model domain is shown in Figure 1.
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**Figure 1.** Integral domain of the LDEO5 model, including the atmospheric model contoured by solid black lines, oceanic model by blue lines, and SSTA model by red lines. The Niño3.4 region is also labeled by dotted grey lines.

### 2.2. LETKF-Based Parameter Estimation

As a variant of EnKF, LETKF calculates the inverse matrix on the ensemble space when calculating the analysis error covariance, which greatly saves computational expense [34]. This method has been preliminarily applied in the estimation of the model parameters, which reduces the analysis error and improves the simulation capability of the model [39,42]. Thus, we select LETKF to perform the state and parameter estimation in this study. The calculation steps of LETKF are listed as follows.

**Step 1:** Calculate the perturbation of the background in observation space using

$$\tilde{H} = H(\tilde{x}^b) - H(\bar{x}^b)$$

where $\tilde{x}^b$ and $\bar{x}^b$ denote the forecast of the state and their ensemble means, respectively; $H$ denotes the observation operator mapping the model state to observation space.

**Step 2:** Calculate the projection of the analysis error covariance matrix into the ensemble space using

$$\tilde{P}_a = \left[\tilde{H}^T R^{-1} \tilde{H} + (Ne - 1) I\right]^{-1}$$

where $R$ is the observation error covariance matrix, $Ne$ represent the ensemble size, and $I$ is a unit matrix.

**Step 3:** Calculate the Kalman gain matrix using

$$K = X_a \tilde{P}_a^{-1}$$

**Step 4:** The analysis $x^a$ can be composed of two parts: Equation (1) analyzes the mean as $\bar{x}^a$, and Equation (2) analyzes the perturbation as $X^a$, which are briefly introduced here.

$$\bar{x}^a = \tilde{x}^b + K(y^o - H(\bar{x}^b))$$

$$X^a = X^b \left[(Ne - 1) \tilde{P}_a\right]^{1/2}$$

where $y^o$ represents observations. With a state vector augmentation technique, both $\bar{x}^a$ and $X^a$ include states and parameters, so that parameters can be estimated by Equations (1) and (2). It should be noted that $\tilde{H}$ and $\tilde{P}_a$ are only computed in Steps 1 and 2 in the state component. Appendix A provides details of the parameter estimation algorithm based on the state vector augmentation technique.
2.3. Covariance Inflation Scheme

In general, the covariance inflation scheme is implemented through inflating posterior perturbations of the parameters [43], which can be formulated as:

\[ \tilde{\beta}_i = \bar{\beta} + \gamma(\beta_i - \bar{\beta}), \]  

where \( \tilde{\beta}_i \) and \( \beta_i \) denote inflated and posterior parameters, respectively, \( \bar{\beta} \) represents the ensemble mean of \( \beta_i \). \( \gamma \) is called the inflation factor. In previous studies, several inflation schemes were proposed according to different inflation factors, such as the fixed inflation (FI) scheme, conditional covariance inflation (CCI) scheme, and estimated parameter ensemble spread (EPES) scheme. In addition to the above schemes applied in parameter estimation, there are also some schemes applied in state estimation, such as the relaxation-to-prior perturbations (RTPP) scheme and relaxation-to-prior spread (RTPS) scheme. The inflation factors in these schemes are shown in Appendix B. However, most of these inflation schemes take a machinery strategy, namely, the inflation is continuously running during all assimilation steps, resulting in the parameters estimated to converge easily to the wrong values due to over-inflated model errors. In the CCI scheme, the posterior parameter ensemble is inflated only if its ensemble spread is smaller than the threshold.

An ideal inflation scheme should balance under-estimation and over-estimation of model error covariance; i.e., inflation is performed only when necessary. Thus, we propose a new covariance inflation scheme based on the CCI scheme. In the proposed scheme, the posterior ensemble perturbations are inflated at the beginning of parameter estimation, but unchanged when the parameter ensemble spread is smaller than the threshold. The inflation factor in Equation (3) can be written as

\[ \gamma = \begin{cases} \frac{a}{\sigma_{\beta}}, & \sigma_{\beta} \geq b; \\ 1, & \sigma_{\beta} < b. \end{cases} \]  

where \( \sigma_{\beta} \) is the posterior ensemble standard deviation, \( a \) is a fixed factor, and \( b \) is the threshold. Considering that the posterior ensemble standard deviation is constantly changing with the assimilation in nature, the factors of \( a \) and \( b \) in Equation (4) are time-varying and obtained by the trial-and-error method. Compared to the CCI scheme, the proposed scheme implements inflation once the parameter estimation is turned on, and thus is expected to be more effective in preventing the ensemble spread from a rapid decline and the filter from divergence.

Now, the entire assimilation and inflation process can be summarized as follows. In the assimilation stage, the parameter analyses are obtained by Equations (1) and (2). In the inflation stage, the estimated parameters are adjusted by Equations (3) and (4). Following these steps, a group of comparison experiments are conducted to judge whether the new scheme is better or worse than the previous schemes. Gam2 (see the parameters description in Section 2.4), which is the most sensitive parameter, is estimated with the above six inflation schemes. The initial value is obtained by perturbing gam2 with 20% of its truth.

The convergence time of the parameter estimation, the estimated parameter values, and relative errors are shown in Table 1. The convergence time is defined by the time taken to reach the moment when the difference between the estimated value and the truth value fluctuates in the range of \( \pm 10\% \) of the estimated value.

### Table 1. Convergence times, the estimated parameter values, and relative errors in parameter estimation with six inflation schemes.

| Schemes   | FI  | CCI | EPES | RTPS | RTPP | New  |
|-----------|-----|-----|------|------|------|------|
| Convergence times | 296 | 323 | 27   | 312  | 365  | 288  |
| Estimated values | 0.7631 | 0.7793 | 0.8006 | 0.7318 | 0.7249 | 0.7492 |
| Relative errors(%) | 1.75 | 3.91 | 6.75 | 2.42 | 3.35 | 0.11 |
It can be seen that the new proposed scheme achieves the best estimation. Although the EPES scheme has the shortest convergence time, it converges to the worst estimation. For the other schemes, the new scheme converges the fastest. The results indicate that the new scheme is better than any previous schemes. The comparisons are also implemented in joint estimation of multiple parameters, and a similar result is obtained. Therefore, the new proposed scheme is employed to conduct parameter estimation in this study.

2.4. Model Parameters

Referring to the work of Wu et al. (2016) [12], six parameters in the SST tendency equation are selected, as shown in Table 2. The variation in ocean upwelling and subsurface temperature are controlled by these parameters. Thus, they are very important to the SSTA simulation and prediction. The truths refer to the values in the original LDEO5 model used in Chen et al. (2004) [1]. The initial guesses are obtained by perturbing the parameter with 20% or −20% of its truth.

Table 2. List of parameters (Pars.) in the Z-C model and their truths and initial guesses. Here, h represents the upper layer depth.

| Pars. | Physical Meanings | Units | Truths | Initial Guesses |
|-------|------------------|-------|--------|-----------------|
| gam1  | Strength of mean upwelling advection term | - | 0.75   | 0.6             |
| gam2  | Strength of anomalous upwelling advection term | - | 0.75   | 0.6             |
| tda1  | Amplitude of subsurface temperature anomaly +h perturbations | °C | 28     | 22.4            |
| tda2  | Amplitude of subsurface temperature anomaly for −h perturbations | °C | −40    | −48             |
| tdb1  | Affect the nonlinearity of subsurface temperature anomaly for +h perturbations | m\(^{-1}\) | 1.25   | 1.0             |
| tdb2  | Affect the nonlinearity of subsurface temperature anomaly for −h perturbations | m\(^{-1}\) | 3.0    | 2.4             |

2.5. Experimental Designs

2.5.1. Experimental Designs in OSSE Framework

With the above preparation, parameter estimation and ENSO ensemble experiments are carried out in the OSSE framework to investigate the effectiveness of the parameter estimation based on the LETKF and the impact of the parameter estimation on ENSO prediction.

In the OSSE framework, the truth of observation is generated by running the truth model, in which the parameter values are the truth values. Obviously, the truth of the observation contains information about the states and parameters. The truth model is integrated for 150 years from a prescribed initial condition. The SSTA generated by running the truth model shows the ENSO characteristics, such as the amplitude, period, and asymmetry. Besides generating SST observations, the truth model also generates observations for other variables, such as the zonal wind stress anomaly (ZWA), upper layer depth anomaly (ULDA), and subsurface temperature anomaly (TeA), which are used to assess the impact of parameter estimation on the model simulation capabilities.

Considering the estimated parameters are derived from the SST tendency equation in the Z-C model, SSTA data were selected for assimilation. For simplicity, the grids selected from every two grids of the Z-C model were assumed as observation locations. A Gaussian white noise, whose mean and variance were set 0 °C and 0.1 °C, respectively, was added to the true SSTA at the observation locations. The noise simulates the observational error. The mean and variance of the initial ensemble perturbations of each parameter were 0% and 25% of its initial guess (shown in Table 1), respectively. The monthly data were assimilated into the model once a month, and the ensemble size was 100. Parameter estimation started
after a 5-year only state estimation process, when the model reaches a quasi-equilibrium state [8]. Note that parameter estimation is accompanied by state estimation during the entire assimilation process. For simplicity, we omit the term state estimation hereafter.

To further highlight the effect of parameter estimation, single parameter estimation (SPE) and multiple parameter estimation (MPE) experiments were designed. According to the sensitivity study, \( \text{gam2} \) is the most sensitive parameter. Thus, it was selected in the SPE experiment. For comparison, an experiment with only state estimation (onlySE) was also carried out. Thus, there are three groups of assimilation experiments, as shown in Table 3. According to a trial-and-error process, the values of \( a \) and \( b \) in Equation (4) are also listed in Table 3.

Table 3. Experimental designs in the OSSE framework. Note that six parameters are estimated in MPE, so there are six pairs of values of \( a \) and \( b \) in MPE.

| Experiments | Assimilated | Estimated | \((a,b)\) |
|-------------|-------------|-----------|-----------|
| onlySE      | SSTA        | SSTA      | \((-,-)\) |
| SPE         | SSTA        | \text{gam2}\backslash SSTA | \((0.15,0.08)\) |
| MPE         | SSTA        | \text{gam1}\backslash \text{gam2}\backslash \text{tda1}\backslash \text{tda2}\backslash \text{tdb1}\backslash \text{tdb2}\backslash SSTA | \((0.31,0.016),(0.30,0.015),(4.12,1.69),(6.58,3.44)\) |

Accordingly, there are three prediction experiments: the first one is initialized by the analysis of onlySE and uses an initial guess of the model parameters, and the other two are initialized by the analysis of the joint state-parameter estimate (SPE and MPE, respectively) and use the parameter values averaged over the last 100 years, which will be further explained. All prediction experiments were carried out for a period of 150 years, making a monthly forecast, and each forecast lasting for 12 months.

In a noise-free model, stochastic optimals (SOs) [44] are used to capture the effects of stochastic atmospheric processes on model prediction errors. The definitions of SOs followed that in Gao et al. (2020) [3]. For white noise across the interval of time, the SOs are eigenvectors of the operator \( S \), which is expressed as follows:

\[
S = \int_0^T R^* (0, t) R (0, t) dt,
\]

where \( T \) is the forecast interval of interest, \( R (0, t) \) is the forward tangent propagator of the linearized dynamical model that advances the state vector of the system from time 0 to \( t \), and \( R^* \) is the adjoint of \( R \). In this study, the SOs are added to the surface wind anomalies during the entire prediction integration. With the stochastic optimal perturbations, 100 ensemble forecasts were generated in each experiment.

2.5.2. Experimental Designs in the Real World

Since our ultimate purpose of developing a new inflation scheme for parameter estimation is to study the real world, real-world experiments were carried out in this section.

In real-world experiments, parameter estimation and ENSO ensemble prediction experiments were carried out from January 1970 to December 2000. The assimilated SSTA data were obtained from the latest version of the ERSST dataset (ERSST V5, https://www.ncdc.noaa.gov/data-access/marineocean-data/extended-reconstructed-sea-surface-temperature-ersst-v5, accessed on 18 September 2020). In addition, the relevant SODA reanalysis data (http://iridl.ldeo.columbia.edu/SOURCES/.CARTON-GIESE/.SODA/.v2p0p2-4/, accessed on 18 September 2020) were compared with the model results, assessing the simulation capability of the state variables. The other settings, including but not limited to assimilation frequency, ensemble size, and forecast duration, are the same as that in Section 2.5.1.
In theory, MPE is more effective than SPE since it is expected to further reduce model errors and improve model simulation and prediction capabilities. Therefore, only MPE and the corresponding ENSO ensemble prediction experiments were performed in this section. Additionally, as a control experiment, onlySE is carried out. The two experimental designs are listed in Table 4. According to a trial-and-error process, the values of a and b in Equation (4) are also listed in Table 4.

Table 4. Experimental designs in the real world. Note that six parameters are estimated in MPE, so there are six pairs of values of a and b in MPE.

| Experiments | Assimilated | Estimated (a,b) |
|-------------|-------------|-----------------|
| OnlySE      | SSTA        | SSTA (-,-)      |
| MPE         | SSTA        | gam1\gam2\tda1\tda2\tdb1\tdb2\SSTA (0.02,0.01)\(0.02,0.01)\(0.04,0.02)\(0.08,0.04)

It is expected that correlations between any given observation and variable to be estimated decrease with distance in the physical world. Therefore, correlations between observations and variables that are spatially remote may be regarded as spurious. The spurious correlations degrade the quality of the analysis. In order to remove the spurious correlations between the model variables and remote observations, the Gaspi–Cohn function (GC function) [3,45], which is the most widely used function to cut off the long-distance correlations, is used in this study. In this function, the correlation coefficient is 1 when the distance is zero. The coefficient decreases gradually as the distance increases, until it is 0, where the distance is larger than the de-correlation length. After a trial-and-error process, the best result is obtained when the de-correlation length is four times as much as the distance between the adjacent grids.

3. Results

With the preparations and experimental designs in Section 2, the results in the OSSE framework and real-world experiments are reported in this section. To further verify the optimized parameters in the real-world experiment, the validation results are given.

3.1. Results of the OSSE Framework

A successful parameter estimation should gradually adjust the ensemble mean of the parameter from the initial guess to the truth with assimilation. Figure 2 shows the temporal evolution of the estimated gam2, its root mean square error (RMSE) relative to observations, and the ensemble spread with assimilation length in SPE. It is evident that the estimated gam2 converges to a constant value close to the truth of 0.75 after about four decades, in spite of a large initial error. Thus, the estimated parameter value is obtained using the average of the value over the last 100 years, labeled in subplot subfigure (a). As can be seen in subfigure (b), the ensemble spread tends to be stable after decreasing by 2 orders of magnitude, indicating that the ensemble members still contain definite divergence; although the RMSE has an initial shock, it is still very close to the spread after four decades, indicating the success of SPE with the proposed inflation scheme. To examine the validity of the inflation scheme in other parameter estimations, gam1, tda1, tda2, tdb1, and tdb2 were also estimated. Similar results were obtained.
Figure 2. Temporal evolution of (a) estimated gam2, and (b) its RMSE relative to the “observations” and ensemble spread with assimilation length in SPE: bold solid line indicates the ensemble mean of gam2 and the dashed line is the truth in panel (a).

Figure 3 shows the estimated values of the joint estimation of six parameters in MPE. It is noted that all parameters converge to the respective truths after about four decades of adjustment. Specifically, the estimated gam1, tda1, and tdb1 are very close to their truths, while the estimated gam2, tda2, and tdb2 are much closer to the truths than their initial guesses, although they are still not as precise as the truths. Similar to Figure 2a, the estimated parameter values are obtained using the average of the values over the last 100 years, labeled in panels (a) to (f) in Figure 3. These values are used to perform the prediction experiments.

Figure 3. Temporal evolution of six estimated parameters with assimilation length in MPE: (a–f) the six subfigures representing gam1, gam2, tda1, tda2, tdb1, and tdb2, respectively; bold solid lines indicate the ensemble mean of the parameters, and the dashed lines are their truths.
The relative errors of the initial and estimated parameters against the true values are listed in Table 5. It can be seen that the relative errors of the estimated values decrease significantly when compared to the initial values, indicating successful results of MPE with the proposed inflation scheme.

Table 5. Relative errors of the initial and estimated parameters against the true values.

| Relative Errors | gam1 | gam2 | tda1 | tda2 | tdb1 | tdb2 |
|----------------|------|------|------|------|------|------|
| Initial        | −20% | −20% | 20%  | 20%  | 20%  | 20%  |
| Estimated      | 0.03%| −6%  | −2.7%| 10.1%| 0.05%| −6.2%|

The improvement of the state variables in conjunction with parameter estimation is also examined. Figure 4 shows the temporal evolution of RMSE between the simulated state variables and the observed counterparts during the last 100 years in three experiments listed in Table 3. The time averaged RMSE for each experiment is labeled in panels (a) to (d) in Figure 4. It should be mentioned that all RMSEs in the three experiments decrease by one order of magnitude compared with their initial RMSEs, which are 0.4587, 0.3307, 17.3979, and 1.3690, respectively (not shown here). The figure shows that for the four state variables, the MPE gets the smallest RMSE, followed by SPE, and onlySE gets the largest RMSE, showing the high effectiveness in parameter estimation by the newly proposed scheme in improving the state analysis. Since the assimilated data is SSTA, the simulation of SSTA is improved most significantly; other state variables are also improved to some extent through the dynamic model within the framework of coupling assimilation.

Figure 4. Time series of RMSE between the simulated state variables and the corresponding “observed” values during the last 100 years in three experiments: From (a) to (d), the four subfigures represent RMSEs of SSTA, ZWA, ULDA, and TeA, respectively.
The anomaly correlation coefficient (ACC) of the predicted SST anomalies against the true counterparts in Niño3.4 region (shown in Figure 1) is used to evaluate the predictability of ENSO. Because the parameter values used in the three prediction experiments are obtained by the averages of the values over the last 100 years, Figure 5 shows the variation in ACCs with respect to lead time (in months) and start month during the last 100 years. It is shown that MPE obtains the highest prediction skill, SPE gets a slightly worse skill, and onlySE gets the worst skill. This result is not surprising since MPE gives the best parameters and state estimates and onlySE uses biased parameters.

Figure 5. Variation in ACCs averaged over the last 100 years in the three forecasting experiments: (a) onlySE, (b) SPE, and (c) MPE.

The spring predictability barrier (SPB) is a well-known feature of ENSO forecasts, which refers to the phenomenon that the prediction skills of most ENSO prediction models tend to experience a significant decline in April and May (Figure 5) [46,47]. Although considerable progress has been made in investigating the SPB [48–50], its cause remains elusive. Many studies have shown that the SPB is an inherent feature of the ENSO, whereas Chen et al. (2004) [1] suggested that improving initialization could effectively reduce the predictability barrier. Interestingly, Figure 5 shows that compared with SPE and onlySE, MPE alleviates SPB to a certain extent, suggesting that model error also should have an influence on SPB.

The above results showed that the erroneously set parameter values limited the ENSO prediction skill. Parameter estimation with the proposed inflation scheme could reduce the model error and improve the ENSO prediction skill in the Z-C model. More specifically, MPE achieved greater state simulations and ENSO prediction skills than SPE. It is worth mentioning that we found that model error is also one of the reasons for SPB in an ENSO prediction model.
3.2. Results in Real-World Experiments

Figure 6 shows temporal evolution of the six estimated parameters with assimilation length in MPE. All six parameters are relatively stable after years of initial shocks. Following the methodology in Section 3, the estimated parameter values (labeled in subfigures) were obtained using the average of values over the last 20 years. The estimates are close to the respective default values of the model, indicating that the parameter estimation is generally reasonable. However, Hansen and Penland (2007) [30] pointed out that in the case of real-world assimilation, a model parameter may not even have a truth value, or it may not converge to a constant because the model parameter may be heavily dependent on state variables. Therefore, the concept that parameter estimation converges to a certain deterministic value should not be expected. On the contrary, parameter values should vary over time (and space) in order to reflect their trait of being state dependent. The relatively large variation in the estimated parameters, which occurred around 1982/83 and 1997/98 as a result of the two super El-Niño events in Figure 6, further illustrate this concept. This partially explains why climate models whose parameters are never updated often yield poor skills in forecasting ENSO for some periods of time. It should be noted that the variation in the parameters seem to contradict with the conclusion of Zhao et al. (2019) [25]. They suggested that the parameter convergence is robust and tends to be consistent, whereas our results show that the parameters may change as the mean states, even instant states, vary.

The simulated SSTA, ZWA, ULDA, and TeA in MPE and onlySE were compared with the corresponding values in the SODA reanalysis dataset, respectively. Table 6 shows the correlation coefficients and RMSEs of the averaged four state variables over Niño3.4 region during the last 20 years (i.e., from January 1981 to December 2000), respectively. It is shown that all correlation coefficients in MPE are higher than those in onlySE, while all RMSEs in MPE are lower than those in onlySE. All correlation coefficients are statistically significant at the 99% confidence level. The results verify the conclusion that parameter estimation reduces the model error.
Table 6. Averaged correlation coefficients and RMSEs of the simulated SSTA, ZWA, ULDA, and TeA in two experiments against the corresponding counterparts in the SODA reanalysis dataset.

| State Variables | SSTA   | ZWA    | ULDA   | TeA    |
|-----------------|--------|--------|--------|--------|
| Exps.           | onlySE | MPE    | onlySE | MPE    | onlySE | MPE    | onlySE | MPE    |
| Correlation coefficients | 0.9256 | 0.9594 | 0.8248 | 0.8356 | 0.7172 | 0.8205 | 0.7605 | 0.7893 |
| RMSEs           | 0.3071 | 0.2818 | 0.2318 | 0.2271 | 6.6496 | 6.5208 | 0.9197 | 0.9092 |

Figure 7 shows the ACCs and RMSEs of the predicted SST anomalies based on onlySE and MPE against the true counterparts in the Niño3.4 region. It is shown that the prediction skill of MPE is significantly higher than that of onlySE. As described in the OSSE framework, MPE provides better initial conditions and more reasonable parameter values, and it improves the ENSO prediction skill of the model. To confirm the significance of the skill differences between the two experiments, the error bars are shown in panel (a), which indicates that the differences exceed the sampling error beyond the 5-month leads.

Figure 7. The (a) ACCs and (b) RMSEs of the predicted SST anomalies against the true counterparts in the Niño3.4 region during the period 1981–2000.

The observed and predicted SST anomalies averaged over the Niño3.4 region based on MPE are shown in Figure 8. The forecasts fit the observations sufficiently, which indicates that the model is able to predict most of the warm and cold events that occurred during 1981–2000, especially the amplitudes of relatively large El Niños and La Niñas. Over a lead time up to 3 months, the correlation skill is about 0.93; and over a lead time up to 6 months, the correlation skill is about 0.76. These skills are comparable with the current best skills of advanced coupled models.

To further evaluate the prediction of warm and cold events, an El Niño is defined when the Niño3.4 index is greater than 1 °C, whereas a La Niña is defined when the Niño3.4 index is less than −1 °C, which refers to Chen et al. (2004) [1]. Composites of these observed El Niños and La Niñas are displayed in Figure 9, together with the corresponding prediction composites at the leading 3 months based on onlySE and MPE. In general, the
model well captures the spatial patterns of both El Niño and La Niña. However, there are still some differences in amplitude. Compared to onlySE, MPE improves the El Niño predictions in the central and eastern Pacific Oceans, but is not effective for La Niña predictions. Figure 6 showed that the super El Niños that occurred in 1982/83 and 1997/98 affected the parameter estimation; in turn, parameter estimation improves the prediction of warm events, as shown in Figure 9. For La Niñas, the relationship is not obvious. The reason for this phenomenon may be that the intensity of a La Niña is relatively small, resulting in difficulties in improving the parameter estimation and forecasting skill.

**Figure 8.** Retrospective predictions of El Niños and La Niñas during 1981–2000: the red curve is the observed values and the blue curves are the predicted values at a 3-month and 6-month lead in (a) and (b) subfigures, respectively.

**Figure 9.** Composites of El Niños and La Niñas: (a,b) represent composites of observations, (c,d) represent predictions in onlySE, and (e,f) represent predictions in MPE.

The above results showed that, in the real-world scenario, the model parameters converged to new optimal values and the optimized parameters reduced the model error.
and thus improved the ENSO prediction skill, especially for skill with a long lead time. Specifically, parameter estimation was influenced by super El Niños, and as a result it could improve the prediction of warm events.

3.3. Validation of Optimized Parameters

Although the above results indicated that the optimized parameters improved the ENSO prediction skill, the parameter values were estimated by assimilating the observations during the entire period of 1981–2000, which may bring artificial skills in prediction verification (shown in Figure 6). For further verification, we conducted a group of comparative experiments during the period 2001–2020. The first group employs the optimized parameter values, and the other group of experiments utilizes the default parameter values as noted in the Z-C model. The settings of the two experiments are listed in Table 7.

Table 7. Settings of the two experiments during the validation period of 2001–2020.

| Experiments    | Parameter Values (Truncated to Two Decimal Places) |
|----------------|----------------------------------------------------|
| Optimized Pars | \( \text{gam1} = 0.73, \text{gam2} = 0.70, \text{tda1} = 26.24, \text{tda2} = -37.48, \text{tdb1} = 1.17, \text{tdb2} = 2.81 \) |
| Default Pars   | \( \text{gam1} = 0.75, \text{gam2} = 0.75, \text{tda1} = 28.00, \text{tda2} = -40.00, \text{tdb1} = 1.25, \text{tdb2} = 3.00 \) |

Figure 10 shows the ACCs and RMSEs of the predicted SST anomalies against the true counterparts in the Niño3.4 region for the two experiments. When compared to the parameters in the truth model, the optimized parameters improve the ENSO prediction skills for predictions beyond 5–6-month leads, which demonstrates clearly the advantage of parameter estimations in climate prediction. To confirm the significance of the skill differences between the two experiments, the error bars are shown in panel (a), which indicates that the differences exceed the sampling error beyond the 6-month leads.

![Figure 10](image.png)

Figure 10. The (a) ACCs and (b) RMSEs of the predicted SST anomalies against the true counterparts in the Niño3.4 region during the period 2001–2020.
4. Discussion

A large number of studies in perfect scenarios have shown that parameter estimation is of great significance to improve the simulation and prediction capability of the model. Due to the constant or slow-varying characteristics of parameters, parameter estimation in the real world is an urgent and challenging research aim. However, few studies have addressed this problem. Some studies have shown that the covariance inflation scheme could improve the accuracy of parameter estimation. This study proposed a new covariance inflation scheme based on LETKF and employed it in parameter estimation in the Z-C model.

The parameter values in Z-C model were determined several decades ago. In recent decades, the oceanic background circulation and the physical mechanism of ENSO have changed greatly [51–53]; thus, the parameter values are no longer suitable for the present scenario. Our results confirmed this concept. Note that the prediction skill was slightly improved but not significantly improved during the test period (see Figure 10). There are many factors leading to this result, such as only SSTA were assimilated, and the stochastic atmospheric processes were not precisely simulated.

As pointed out in this study, the parameters that depend heavily on the state variables should vary over time (and space). In the real-world scenario, factors affecting the parameters are very complex. For example, strong El Niño events are often accompanied by atmospheric random processes (such as westerly wind bursts). However, the Z-C model still has defects in the expression of these factors, which makes parameter estimation more difficult.

In general, it is interesting to apply multiple source data assimilation and westerly wind bursts for further exploring ENSO predictability in the future.

5. Conclusions

In this study, we proposed a new inflation scheme based on LETKF and assessed its application in parameter estimation and ENSO prediction based on the Z-C model in the OSSE framework and real-world experiments, respectively.

Firstly, parameter estimation and ENSO ensemble prediction experiments were carried out within the OSSE framework. The results showed that both SPE and MPE made the estimated parameters converge to the truths. The simulations of the state variables indicated that parameter estimation reduced the model error, and MPE further reduced the model error than SPE. By providing better initial conditions and parameter values, MPE improved the ENSO prediction skill and alleviated the SPB phenomenon. Secondly, parameter estimation and ENSO ensemble prediction experiments were carried out in real-world experiments. The results showed that the estimated parameters converged to new optimal values except for two abnormal oscillations during the two super El Niño events, indicating that the model parameter depends heavily on the state variable. The optimized parameters improved the ENSO prediction significantly, primarily in prediction of warm events. In addition, the optimized parameters were validated by comparative experiments during a test period that is independent of the parameter. The results indicated that the optimized parameters improved the prediction ability of the Z-C model. In general, this study provided an effective parameter estimation strategy to improve climate models and further climate predictions in the real world.
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Appendix A

The state vector augmentation technique is a useful tool to conduct parameter estimation. The idea of the technique is borrowed from strong coupled data assimilation. Assume the model is composed of several parts, for simplicity, oceanic component and atmospheric component. If there are observations from the two components, strongly coupled based on LETKF are conducted as follows:

Step (1). The $i$th member of $\tilde{H}$ can be calculated by

$$\tilde{H}_i = Hx_i - \bar{H}x_i = \begin{bmatrix} H_\eta \eta_i - \bar{H}_\eta \eta_i \\ H_\xi \xi_i - \bar{H}_\xi \xi_i \end{bmatrix}, \quad (A1)$$

where $\eta$ and $\xi$ represent oceanic and atmospheric components, respectively.

Step (2). The observation error covariance matrix in Step (2) are correspondingly written as

$$R = \begin{bmatrix} R_{\eta \eta} & \bar{R}_{\eta \xi} \\ \bar{R}_{\eta \xi} & R_{\xi \xi} \end{bmatrix}. \quad (A2)$$

Note that, it is generally believed that the observations from different components do not affect each other. Thus, $R_{\eta \xi}$ in Equation (A2) is zero. Based on this, the projection of the analysis error covariance matrix into the ensemble space is calculated, expressed as

$$\tilde{P}^a = \left( \tilde{H}^T R^{-1} \tilde{H} + (Ne - 1)I \right)^{-1}. \quad (A2')$$

Step 3: The $i$th perturbation of the predictions $X^b_i$ can be written as

$$X^b_i = \begin{bmatrix} \eta^b_i - \bar{\eta}^b_i \\ \xi^b_i - \bar{\xi}^b_i \end{bmatrix}. \quad (A3)$$

Based on this, the Kalman gain is calculated, expressed as $K = X^b \tilde{P}^a \tilde{H}^T R^{-1}$.

Step 4: The background mean $\bar{x}^b$ can be written as

$$\bar{x}^b = \begin{bmatrix} \bar{\eta}^b \\ \bar{\xi}^b \end{bmatrix}. \quad (A4)$$

With equations displayed above, the analysis mean $\bar{x}^a$ and perturbation $X^a$ can be calculated using Equations (1) and (2), which are not shown here.

Step 5: The analysis is obtained by adding the analysis perturbation to the mean, expressed as

$$x^a = \bar{x}^a + X^a. \quad (A5)$$

According to the above steps, observations in one component can be used to estimate variables in the other component. Parameters can be recognized as one of the components in a coupled model. Since there is no direct observation of parameters in real scenarios, we can omit the variables in parameter component, for example, variables relative to $\xi$ in Equations (A1) and (A2). However, the variables relative to $\xi$ in (A3) and (A4) should not be omitted.
Appendix B

According to different inflation factors, i.e., $\gamma$ in Equation (3), the previous inflation schemes are introduced as below:

FI scheme:
The simplest scheme is to set $\gamma$ to a fixed inflation (FI) factor that is slightly larger than 1 (Anderson, 2001; Ruiz et al., 2013a, b; Luo et al., 2014; Han et al., 2015; O’Kane et al., 2019).

CCI scheme:
In the CCI scheme, the inflation factor in Equation (3) is expressed as

$$
\gamma = \begin{cases} 
1, & \sigma_\beta \geq b \\
\frac{b}{\sigma_\beta}, & \sigma_\beta < b 
\end{cases}
$$

(A6)

where $\sigma_\beta$ represents the posterior standard deviation of the parameter ensemble, and b is the threshold (Tong and Xue, 2008a, b; Han et al., 2015; Aksoy et al., 2006a, b; Wu et al., 2012a, 2013; Zhao et al., 2019).

EPES scheme:
In the EPES scheme, the inflation factor in Equation (3) can be written as

$$
\gamma = \lambda \sqrt{\frac{Ne}{(Ne-1)\text{tr}(\tilde{P}^a)}}
$$

(A7)

where $\tilde{P}^a$ is the projection of the analysis error covariance matrix into the ensemble space, $\text{tr}$ stands for the matrix trace, $Ne$ is the ensemble number, and $\lambda$ is a multiplying factor that is slightly less than 1 (Ruiz et al., 2013).

RTPP scheme:
In the RTPP scheme, the inflated ensemble can be expressed as

$$
\hat{\beta}_i = \beta^a + (1 - \alpha) \left( \beta^a_i - \beta^b \right) + \alpha \left( \beta^b_i - \beta^b \right)
$$

(A8)

where $\beta_i^a$ and $\beta_i^b$ denote the posterior and prior parameters, and $\beta^a$ and $\beta^b$ denote the ensemble means of $\beta_i^a$ and $\beta_i^b$, respectively. $\alpha$ is a relaxation factor between 0 and 1 (Zhang et al., 2004; Whitaker and Hamill, 2012).

RTPS scheme:
In the RTPS scheme, the inflation factor in Equation (3) can be written as

$$
\gamma = \left( \frac{\sigma^b - \sigma^a}{\sigma^a} + 1 \right)
$$

(A9)

where $\sigma^b$ and $\sigma^a$ denote the prior and posterior ensemble standard deviation at each analysis grid, respectively, and $\alpha$ is a relaxation factor between 0 and 1, but different from that in the RTPP algorithm (Whitaker and Hamill, 2012).
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