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Abstract

New sets of CMS underlying-event parameters ("tunes") are presented for the PYTHIA8 event generator. These tunes use the NNPDF3.1 parton distribution functions (PDFs) at leading (LO), next-to-leading (NLO), or next-to-next-to-leading (NNLO) orders in perturbative quantum chromodynamics, and the strong coupling evolution at LO or NLO. Measurements of charged-particle multiplicity and transverse momentum densities at various hadron collision energies are fit simultaneously to determine the parameters of the tunes. Comparisons of the predictions of the new tunes are provided for observables sensitive to the event shapes at LEP, global underlying event, soft multiparton interactions, and double-parton scattering contributions. In addition, comparisons are made for observables measured in various specific processes, such as multijet, Drell–Yan, and top quark–antiquark pair production including jet substructure observables. The simulation of the underlying event provided by the new tunes is interfaced to a higher-order matrix-element calculation. For the first time, predictions from PYTHIA8 obtained with tunes based on NLO or NNLO PDFs are shown to reliably describe minimum-bias and underlying-event data with a similar level of agreement to predictions from tunes using LO PDF sets.

1 Introduction

Monte Carlo (MC) simulation codes describe hadron-hadron collisions with models based on several components. The hard scattering component of the event consists of particles from the hadronization of partons whose kinematics are predicted using perturbative matrix elements (MEs), along with partons from initial-state radiation (ISR) and final-state radiation (FSR) that are simulated using a showering algorithm. The underlying event (UE) consists of the beam-beam remnants (BBR) and the particles that arise from multiple-parton interactions (MPI). The BBR are what remains after a parton is scattered out of each of the two initial beam hadrons. The MPI are additional soft or semi-hard parton–parton scatterings that occur within the same hadron–hadron collision. Generally, observables sensitive to the UE also receive contributions from the hard-scattering components. Accurately describing observables that are sensitive to the UE not only requires a good description of BBR and MPI, but also a good modeling of hadronization, ISR, and FSR. Standard MC event generators, such as PYTHIA8 [1], HERWIG [2,3], and SHERPA [4] have adjustable parameters to control the behavior of their event modeling. A set of these parameters, which has been adjusted to better fit some aspects of the data, is referred to as a tune.

In a previous study [5], we presented several PYTHIA8 and HERWIG++ UE tunes constructed for a center-of-mass energy \(\sqrt{s}\) lower than 13 TeV. The CMS PYTHIA8 tune CUETP8M1 is based on the Monash tune [6], both using the NNPDF2.3LO parton distribution function (PDF) set [7]. The CMS PYTHIA8 tune CUETP8S1-CTEQ6L1 is based instead on the tune 4C [8]. Both tunes CUETP8M1 and CUETP8S1-CTEQ6L1 were constructed by fitting the CDF UE data at \(\sqrt{s} = 1.96\) TeV [9], together with CMS UE data at \(\sqrt{s} = 7\) TeV [10]. A similar procedure was used for the determination of the HERWIG++ tune (CUETHppS1) with the CTEQ6L1 PDF set [11]. A collection of previously published tunes is documented in [6,8,12,12–15].

In this paper, a new set of tunes for the UE simulation in the PYTHIA8 (version 8.226) event generator is obtained by fitting various measurements sensitive to soft and semi-hard MPI at different hadron collision energies [9,10], including data from \(\sqrt{s} = 13\) TeV [16]. These tunes are constructed with the leading order (LO), next-to-leading order (NLO), and next-to-next-to-leading order (NNLO) versions of the NNPDF3.1 PDF set [17] for the simulation of all UE components. Typically, the values of strong coupling used for the simulation of the hard scattering are chosen consistent with the order of the PDF set used.

The new tunes are obtained by fitting CDF UE data at \(\sqrt{s} = 1.96\) TeV [9], together with CMS UE data at \(\sqrt{s} = 7\) TeV [10] and at 13 TeV [16,18]. For the first time, we show...
that predictions obtained with tunes based on higher-order PDF sets are able to give a reliable description of minimum-bias (MB) and UE measurements with a similar level of agreement to predictions from tunes using LO PDF sets. We also compare the predictions for multijet, Drell–Yan, and top-antiquark (t\(\bar{t}\)) processes from PYTHIA8 with new tunes in ME-parton shower (PS) merged configurations.

In Sect. 2 we describe observables that are sensitive to MB and UE: diffractive processes [19], where one or both protons remain intact after the collision; and double-parton scattering (DPS), where two hard scatterings occur within the same collision. In Sect. 3, we compare the tunes that were constructed before the data at \(\sqrt{s} = 13\) TeV were available (“Pre-13 TeV” tunes) with UE data measured at 13 TeV. Section 4 is dedicated to a general discussion of the choice of PDF sets and strong coupling values for the UE simulation. In Sect. 5 we describe the new tunes. Section 6 shows the validation of the new CMS PYTHIA8 tunes for multijet, Drell–Yan, t\(\bar{t}\), and DPS processes. Section 7 is the summary and conclusions.

2 Observables for characterizing minimum bias, underlying event, and double-parton scattering

Minimum bias is a generic term that refers to inelastic events that are collected with a loose event selection that has the smallest bias possible. The MB observables are constructed from data with little or no additional selection requirements. The majority of MB collisions are soft, with a typical transverse momentum scale \(p_T \lesssim 2\) GeV. The UE is defined as the activity that is not associated with the particles originating from the hard scattering of two partons and is generally studied in events that contain a hard scattering with \(p_T \gtrsim 2\) GeV. The main contribution to the UE comes from color exchanges between the beam partons and is modeled in terms of MPI, BBR, and color reconnection (CR). The MB and UE observables have quite different kinematic properties because they are affected by different mixtures of hard and soft scattering processes.

As illustrated in Fig. 1, one can use the topological structure of a typical hard hadron-hadron collision to study the UE experimentally. On an event-by-event basis, a leading object is used to define regions of \(\eta-\phi\) space that are sensitive to the modeling of the UE, where \(\eta\) is the pseudorapidity and \(\phi\) is the azimuthal scattering angle defined in the \(x\)\(y\) plane. The azimuthal separation between charged particles and the leading object, \(\Delta \phi = \phi - \phi_{\text{max}}\), is used to define the UE-sensitive regions. Here \(\phi_{\text{max}}\) is the azimuth of the leading object and \(\phi\) is the azimuth angle of an outgoing charged particle. The regions are labelled as ‘toward’ (\(|\Delta \phi| \leq 60^\circ\)), ‘away’ (\(|\Delta \phi| > 120^\circ\)), and ‘transverse’ (\(60^\circ < |\Delta \phi| \leq 120^\circ\)). The transverse region can further be separated into transMAX and transMIN. On an event-by-event basis, transMAX (transMIN) is defined as the transverse region having the maximum (minimum) of either the number of charged particles, or scalar \(p_T\) sum of charged particles (\(p_T^{\text{sum}}\)), depending on the quantity under study.

Published UE studies used the charged-particle jet with the largest \(p_T\) [16], the dilepton system in DY [20,21], or t\(\bar{t}\) [22] events as the leading (i.e., the highest \(p_T\)) objects. The tunes from CDF and CMS data [9,10] made use of the charged particle with the largest \(p_T\) (\(p_T^{\text{max}}\)) as the “leading object”, and use only charged particles with \(p_T > 0.5\) GeV and \(|\eta| < 0.8\) to characterize the UE. The toward region contains the leading object, and the away region is expected to include the object recoiling against the leading one. Most of the UE contributions, i.e., PS and MPI, are contained in the two transverse regions. For events with multiple ISR or FSR emissions, transMAX often contains a third hard jet, while both transMAX and transMIN receive contributions from the MPI and BBR components. Typically, the transMIN observables are more sensitive to the MPI and BBR components of the UE.

Observables sensitive to UE contributions are the charged-particle multiplicity and the charged-particle scalar-\(p_T\) sum densities in the \(\eta-\phi\) space, measured in transMIN and transMAX. The tunes that are constructed by fitting such UE-sensitive observables are referred to as “UE tunes”.

The PYTHIA8 MC event generator also simulates single-diffractive (SD) dissociation, double-diffractive (DD) dissociation, central-diffractive (CD), and nondiffractive (ND) processes [23], which contribute to the inelastic cross section.
in hadron-hadron collisions. In SD, CD, and DD events, one or both of the beam particles are excited into color singlet states, which then decay. The SD and DD processes correspond to color singlet exchanges between the beam hadrons, while CD corresponds to double color singlet exchange with a diffractive system produced centrally. For ND processes, color exchanges occur, the outgoing remnants are no longer color singlets, and a multitude of particles is produced. All processes except SD are defined as nonSD (NSD) processes. An NSD-enhanced sample is required to have an energy deposit in both the backward (−5 < η < −3) and the forward (3 < η < 5) regions of the detector. The details of the selection for different types of diffractive events can be found in Ref. [24].

Generally, MC models such as PYTHIA8 regularize the contributions of the primary hard-scattering processes and MPI to the differential cross section by using a threshold parameter $p_T^0$. The primary hard-scattering processes and the MPI are regularized in the same way with this parameter. This threshold is expected to have a dependence on the center-of-mass energy of the hadron-hadron collision, $\sqrt{s}$. The threshold at a reference center-of-mass energy $\sqrt{s} = 7$ TeV is called $p_{T0Ref}$. In PYTHIA8 the energy dependence is parameterized using a power law function with a reference energy parameter $s_0$ and an exponent $\epsilon$. At a given center-of-mass energy, the amount of MPI depends on the threshold $p_T^0$, the PDF, and the overlap of the matter distributions of the two colliding hadrons. Smaller values of $p_T^0$ result in larger MPI contributions because of a higher MPI cross section. Each MPI adds colored partons to the final state, creating a dense net of color lines that spatially overlap with the fields produced by the partons of the hard scattering and with each other. All the generated color lines may connect to each other according to the CR model.

Since PYTHIA8 regularizes both the cross section for MPI and the cross section of collisions with low-$p_T$ exchange using the $p_T^0$ parameter, one can model the overall ND cross section by letting the $p_T$ of the primary hard scattering become small. In this simple approach, the UE in a hard-scattering process is related to MB collisions. At the same center-of-mass energy, the activity in the UE of a hard-scattering process is greater than that of an average MB collision. In PYTHIA8, this is caused by the higher MPI activity in hard-scattering processes compared to a typical MB collision. By demanding a hard scattering, one forces the collision to be more central, i.e., with a small impact parameter between the protons, and this increases the probability of MPI. For MB collisions, peripheral collisions, where the impact parameter between the two colliding protons is large, are most common.

Typically MPI interactions contain particles with substantially lower $p_T$ (“softer”). However, occasionally two hard 2-to-2 parton scatterings can occur within the same hadron-hadron collision. This is referred to as DPS. Tunes that are constructed by fitting DPS-sensitive observables are referred to as “DPS tunes”. Ultimately, one universal tune that simultaneously accurately describes observables in hard scattering events, as well as MB collisions, is desirable.

The goals of this paper are to produce improved 13 TeV PYTHIA8 tunes with well-motivated parameters, and to provide an investigation of the possible choices that can be made in PYTHIA8 which simultaneously describe a wide range of UE and MB measurements and are suitable for merged configurations, where a ME calculation is interfaced to the simulation of UE contributions.

### 3 Comparisons of predictions for UE observables from previous tunes to measurements at 13 TeV

In this section, comparisons are presented between data collected at $\sqrt{s} = 13$ TeV and predictions from tunes obtained using fits to measurements performed at lower center-of-mass energies. Figure 2 displays comparisons of CMS data at 13 TeV [16] for the transMIN and transMAX charged-particle $p_T^{\text{sim}}$ densities, as functions of the leading charged-particle $p_T^{\text{max}}$. The data are compared with predictions from the PYTHIA8 tunes CUETP8S1-CTEQ6L1 [5], CUETP8M1 [5], and Monash [6].

The CMS Monash-based tune CUETP8M1 does not describe the central values of the data at $\sqrt{s} = 13$ TeV well, nor does the original Monash tune. For example, CUETP8M1 and Monash tunes do not predict enough UE activity in the region with $p_T^{\text{max}} > 5$ GeV (the “plateau” region) of transMIN at 13 TeV, with a disagreement of $\approx 10\%$ and $\approx 5\%$, respectively. The transMIN observables are very sensitive to MPI, which suggests that tune CUETP8M1 does not produce enough charged particles at 13 TeV. In addition, CUETP8M1 does not provide a good fit to the jet multiplicity in $t\bar{t}$ production either at 8 TeV or at 13 TeV [25,26]. High jet multiplicity $t\bar{t}$ events are sensitive to the modeling of the ISR. Hence, CUETP8M1 may not have the proper mixture of MPI and ISR. The ATLAS collaboration has also observed some discrepancies between the predictions of the A14 tune [12], used as standard tune for analyses of 7 and 8 TeV data, and the data at 13 TeV [27].

The CMS UE tunes were constructed by fitting CDF UE data at $\sqrt{s} = 900$ GeV and 1.96 TeV, together with CMS UE data at $\sqrt{s} = 7$ TeV. In Fig. 2 the CMS UE tunes provide a fairly good description of the 13 TeV UE data. Because the CMS UE tunes were obtained by fitting UE observables at various collision energies ($\sqrt{s} = 900, 1960,$ and $7000$ GeV), they underestimate the data at $\sqrt{s} = 13$ TeV. This might be an indication of the need to improve the energy extrapolation function implemented in PYTHIA8 [28]. Predictions obtained with the Monash tune, which is the default PYTHIA8 tune,
The (left column) transMin and (right column) transMax charged-particle densities, $\sqrt{s} = 13$ TeV, as a function of the transverse momentum of the leading charged particle ($p_T^{\text{max}}$), from the CMS $\sqrt{s} = 13$ TeV analysis [16]. The data are compared with the PYTHIA tune Monash, the CMS PYTHIA tunes CUETP8M1-CTEQ6L1 and CUETP8M1, and the HERWIG7 (labelled as “H7”) tune UE-MMHT. The ratios of the simulations to the data (MC/Data) are also shown, where the shaded band indicates the total experimental uncertainty in the data. Vertical lines drawn on the data points refer to the total uncertainty in the data. Vertical lines drawn on the MC points refer to the statistical uncertainty in the predictions. Horizontal bars indicate the associated bin width.
slightly worse at describing the UE observables at $\sqrt{s} = 900$ and 1960 GeV than the CMS UE tunes.

Predictions from the HERWIG7.1 tune UE-MMHT [3] are also shown. The H7-UE-MMHT tune was obtained by fitting UE data at $\sqrt{s} = 0.9$ and 7 TeV. This tune is based on the MMHT2014 PDF set [29] and is able to describe the plateau region of the UE observables at $\sqrt{s} = 13$ TeV. The part of the spectrum at $p_T^{\text{max}} > 5$ GeV is not well reproduced in the range of the leading charged-particle $p_T^{\text{max}}$ between 2 and 7 GeV, with differences of up to 30% with respect to the data. The predictions from HERWIG7 achieve an overall good agreement with measurements at $\sqrt{s} = 7$ TeV [30], while the disagreement observed for measurements at $\sqrt{s} = 13$ TeV might indicate the need for further tuning of the new soft MPI model [30]. Since many parameters related to PS changed between HERWIG++ and HERWIG7, the CMS tunes extracted for HERWIG++ with the CTEQ6L1 PDF set and documented in Ref. [5] are not updated and should not be used with HERWIG7.

Since no currently available tune is able to optimally reproduce the UE data at $\sqrt{s} = 13$ TeV, we aim to produce improved PYTHIA8 UE tunes.

### 4 PDF and strong coupling values for the tunes

Two of the basic input parameters to the predictions are the choice of the order of the PDF sets and values of the strong coupling $\alpha_s$. These appear in the hard partonic MEs, the PS model, and the MPI model. The $\alpha_s$ values used in simulations at LO or NLO are typically different. Traditionally, the perturbative order of the PDF is matched to the order of the ME calculation. Merging calculations capture some higher-order corrections with respect to the formal order of the ME calculation. Merging schemes, such as the $k_T$-MLM [31] or CKKW [32,33], allow the combination of predictions of jet production using ME calculations with those from PS emissions for soft and collinear parton radiation at leading-log accuracy without double counting or dead regions. Merging can be applied also for processes generated at NLO. Using the same PDF set and $\alpha_s$ value in the ME calculations and in the simulation of the various components of the PS is advocated in Ref. [34], and by the HERWIG7 and SHERPA Collaborations, especially when the PS simulation is merged with calculations of higher-order MEs. The PDF used for the hard process is constrained by the accuracy of the ME calculation. If we require the PDF to match between the ME and PS, simulations with a (N)NLO ME will also require a (N)NLO PDF in the PS. Depending on the process, this may not have a significant effect. For PS MC event generators, different strategies are adopted; CMS [5] and ATLAS [12] tunes are traditionally based on LO PDFs, PYTHIA8 [6] tunes are mostly based on LO PDFs, new SHERPA [4] tunes are based on NNLO PDFs, and HERWIG7 [30] provide tunes based on NLO PDFs. The usage of a LO PDF set in the UE simulation is motivated by the fact that MPI processes occur at very low energy scales, where a physical (positive) gluon distribution is required by the parton shower. However, there is no consensus on the choice of the order of the PDF. For example, in the NNPDF3.1 set at NNLO, the gluon distribution remains physical even at very low scales.

In the PYTHIA8 tunes produced prior to this paper, the values used for $\alpha_s$ were often not the same as those used in the PDFs. For example, in the Monash tune, the FSR $\alpha_s(m_Z)$, set to 0.1365, is obtained by fitting PYTHIA8 predictions to LEP event-shape measurements [6], the ISR $\alpha_s(m_Z)$ is assumed to be equal to FSR $\alpha_s(m_Z)$, and the hard scattering and MPI $\alpha_s(m_Z)$ is set to 0.13 according to the value used in the LO PDF set. Even though the $\alpha_s$ values are free parameters in event generators and various possibilities are viable, the usual course is to choose them consistent with the value used by the PDF set.

In this paper, a collection of new tunes is presented for PDF sets that are evaluated at different accuracies and tested against observables of MB, UE, and hard processes. The NNPDF3.1 PDF sets at the LO, NLO, and NNLO accuracy are used [17]. The LO PDF set uses an $\alpha_s(m_Z)$ value of 0.13, while 0.118 [35] is the $\alpha_s(m_Z)$ value used for the NLO and NNLO PDF sets. None of the central values of the PDF sets have negative values for any parton flavor in the phase space relevant for comparisons. Special care is required when applying these tunes at high-x regions, where the parton distributions in NNPDF3.1 NLO and NNLO PDF may become negative, which implies an unphysical (negative) value of the calculated cross sections.

The UE simulation is performed by PYTHIA8, together with PS merged with a calculation of a higher-order or a multileg ME provided by external programs, such as POWHEG [36] or MADGRAPH5_AMC@NLO (MG5_AMC) [37]. The issue of combining external ME calculations with PS contributions is addressed by the merging procedure. The procedures considered in this paper are the “FxFx” [38] or the “POWHEG” [39] methods for merging higher-order (NLO) MEs to PS and the “MLM” method [31].

During this study, we also investigated the effect of imposing an additional rapidity ($y$) ordering to ISR in these merging calculations. The PYTHIA8 Monash tune includes a rapidity ordering for both ISR and MPI. The rapidity ordering acts as an extra constraint on the $p_T$-ordered emissions, thus reducing the phase space for parton emission.
5 New CMS PYTHIA8 tunes at 13 TeV

In the following, a set of new 13 TeV PYTHIA8.226 tunes is presented with different choices of values of the strong coupling used in the modeling of the ISR, FSR, hard scattering, and MPI, as well as the order of its evolution as a function of the four-momentum squared $Q^2$. We distinguish the new tunes according to the order of the PDF set used: LO-PDF, NLO-PDF, or NNLO-PDF. The tunes are labeled as CPi, where CP stands for “CMS PYTHIA8” and i is a progressive number from 1 to 5. Only five parameters related to the simulation of MPI, to the overlap matter distribution function [40], and to the amount of CR are constrained for the new CMS tunes. In all tunes, we use the MPI-based CR model [41]. The CP tunes are multipurpose tunes, aiming for the new CMS tunes. In all tunes, we use the MPI-based CR model [41]. The CP tunes are multipurpose tunes, aiming for a consistent description of UE and MB observables at several collision energies and a reliable prediction of the UE simulation in various processes when merged with higher-order ME calculations.

The settings, used in the determination of the new CMS PYTHIA8 UE tunes, are as follows:

- Tune CP1 uses the NNPDF3.1 PDF set at LO, with $\alpha_S$ values used for the simulation of MPI, hard scattering, FSR, and ISR equal to, respectively, 0.13, 0.13, 0.1365, and 0.1365, and running according to an LO evolution.
- Tune CP2 is a slight variation with respect to CP1, uses the NNPDF3.1 PDF set at LO, with $\alpha_S$ values used for the simulation of MPI, hard scattering, FSR, and ISR contributions equal to 0.13, and running according to an LO evolution.
- Tune CP3 uses the NNPDF3.1 PDF set at NLO, with $\alpha_S$ values used for the simulation of MPI, hard scattering, FSR, and ISR contributions equal to 0.118, and running according to an NLO evolution.
- Tune CP4 uses the NNPDF3.1 PDF set at NNLO, with $\alpha_S$ values used for the simulation of MPI, hard scattering, FSR, and ISR contributions equal to 0.118, and running according to an NLO evolution.
- Tune CP5 has the same settings as CP4, but with the ISR emissions ordered according to rapidity.

The parameters related to the simulation of the hadronization and beam remnants are not varied in the fits and are kept fixed to the values of the Monash tune. The overlap distribution between the two colliding protons is modeled according to a double-Gaussian functional form with the parameters $\text{coreRadius}$ and $\text{coreFraction}$. This parametrization of the transverse partonic overlap of two protons identifies an inner, denser part, the so-called core, and an outer less dense part. The $\text{coreRadius}$ parameter represents the width of the core and the $\text{coreFraction}$, the fraction of quark and gluon content enclosed in the core. A double-Gaussian function is preferred for modeling the proton overlap over the negative exponential used in some previous tunes. Tunes using a double-Gaussian function tend to better reproduce the cross sections measured by the CMS experiment at $\sqrt{s} = 7$ TeV [10], simultaneously as a function of charged-particle multiplicity and transverse momenta.

The parameter that determines the amount of simulated CR in the MPI-based model is varied in the fits. A small (large) value of the final-state CR parameter tends to increase (reduce) the final particle multiplicities.

The new CMS PYTHIA8 tunes are extracted by varying the parameters listed in Table 1 and by fitting UE observables at various collision energies. In the fitting procedure, we use the charged-particle and $p_T^{\text{sum}}$ densities, measured in transMIN and transMAX regions as a function of $p_T$, as well as the charged-particle multiplicity as a function of pseudorapidity $\eta$, measured by CMS at $\sqrt{s} = 13$ TeV [16,18]. In addition, we also use the charged-particle and $p_T^{\text{sum}}$ densities as a function of the leading charged-particle $p_T$, measured in transMIN and transMAX by CMS at $\sqrt{s} = 7$ TeV [10] and by CDF at $\sqrt{s} = 1.96$ TeV [9].

Tunes are determined by generating sets of predictions using the RIVET [42] (version 2.5.2) and the PROFESSOR [43] (version 1.4.0) frameworks with around 150 different choices of the five parameter values used in the event simulation. The predictions form a grid in the five-dimensional parameter space which is fitted using a third-order polynomial function. The uncertainty introduced in the fitted parameters due to the interpolation procedure is negligible compared with the quoted tune uncertainty. Results are found to be stable if one decreases this number to 100 or increases to 200, or uses a

| Parameter description | Name in PYTHIA8 | Range considered |
|-----------------------|----------------|-----------------|
| MPI threshold (GeV), $p_T0\text{Ref}$, at $\sqrt{s} = \sqrt{s_0}$ | MultipartonInteractions:pT0Ref | 1.0–3.0 |
| Exponent of $\sqrt{s}$ dependence, $\epsilon$ | MultipartonInteractions:ecmPow | 0.0–0.3 |
| Matter fraction contained in the core | MultipartonInteractions:coreFraction | 0.1–0.95 |
| Radius of the core | MultipartonInteractions:coreRadius | 0.1–0.8 |
| Range of color reconnection probability | ColorReconnection:range | 1.0–9.0 |
fourth-order polynomial function for the grid interpolation. The generated inelastic events include ND and diffractive (DD+SD+CD) contributions. The UE observables used to determine the tunes are sensitive to diffractive contributions only at very small $p_{T}^\text{max}$ values ($<3\text{ GeV}$). The ND component is dominant for $p_{T}^\text{max}$ values greater than $\approx 3\text{ GeV}$, since the cross section of the diffractive components rapidly decreases as a function of the exchanged $p_T$. Minimum-bias observables, such as the inclusive charged-particle multiplicity as a function of $\eta$, are sensitive to all contributions over the whole spectrum.

The fit is performed by minimizing the $\chi^2$ function

$$\chi^2(p) = \sum_{O_j} \sum_{i} \frac{(f_i,O_j(p) - R_i,O_j)^2}{\Delta_i^2, O_j}$$

where the sum runs over each bin $i$ of every observable $O_j$. The $f_i(p)$ functions represent a parametrization of the dependence of the predictions in bin $i$ on the tuning parameters, $R_i$ is the value of the measured observable in bin $i$, and $\Delta_i$ is the total experimental uncertainty of $R_i$. The best fit values of the tuned parameters are shown in Table 2 for CP1 and CP2, i.e., the tunes using LO PDF sets, and in Table 3 for CP3, CP4, CP5, i.e., the tunes using NLO or NNLO PDF sets. Uncertainties in the parameters of these tunes are discussed in Appendix A. No correlation across bins is included in the minimized $\chi^2$ function.

The value of $p_{T0Ref}$ and its energy dependence is very different between tunes based on LO PDF sets and tunes based on NLO or NNLO PDFs. While $p_{T0Ref}$ is around 2.3–2.4 GeV for CP1 and CP2 tunes with $\epsilon \approx 0.14–0.15$, CP3, CP4, and CP5 tunes prefer much lower values for both $p_{T0Ref}$ ($\approx 1.4–1.5$) and $\epsilon$ ($\approx 0.03–0.04$). A value of $\epsilon$ of $\approx 0.03–0.04$ corresponds to a very weak energy dependence of the threshold of the MPI cross section. These results can be understood by considering the shapes of the gluon densities at small $x$ for the different PDF sets. In order to describe the UE observables, the rapidly increasing gluon densities at small $x$ in LO PDF sets favor large values of $p_{T0Ref}$. Meanwhile NLO and NNLO PDF sets, whose gluon densities are more flat at low $x$, need higher contributions of MPI, i.e., a small value of $p_{T0Ref}$. Figure 3 shows the number of MPI observed for the various tunes and the gluon distribution at a reference scale of $\mu = 3\text{ GeV}$ for various NNPDF versions. The larger number of simulated MPI for NLO and NNLO tunes with respect to LO tunes is apparent.

We have found that the values of $p_{T0Ref}$ and $\epsilon$ also depend on the order of the running used for $\alpha_S$. In particular, fits based on NLO or NNLO PDF sets, i.e., CP3, CP4, or CP5, with an LO $\alpha_S$ running prefer even smaller values for both $p_{T0Ref}$ and $\epsilon$ than the ones in the tunes obtained with an NLO $\alpha_S$ running. This is because $\alpha_S$ runs faster at NLO than at LO. When $\alpha_S$ is run from the same value at the same scale ($m_Z$), the effective coupling at low scales is larger for NLO running than for LO running. Therefore, a lower $p_{T0Ref}$ is needed for NLO $\alpha_S$ running than for LO $\alpha_S$ running to obtain a similar number of MPI.

For tunes based on NLO and NNLO PDF sets, the value of $p_{T0Ref}$ is as low as the initial scale of the PDF $Q^2_{\text{min}}$. For interactions occurring at $Q^2$ which are lower than $Q^2_{\text{min}}$, the value of the PDF is left frozen to the value assumed at the initial scale.

The contribution from CR also changes among the different tunes and depends on the choice of PDF and its order. In particular, the amount of CR is also affected by the shape of the PDFs at small fractional momenta $x$.

Parameters related to the overlap matter distribution function differ between the different tunes. They are strongly cor-

| Table 2 CMS PYTHIA8 LO-PDF tunes CP1 and CP2. Both the values at $Q=m_Z$ and the order of running with $Q^2$ of the strong coupling $\alpha_S(m_Z)$ are listed. In these tunes, we use the Schuler-Sjöstrand diffraction model [44] and also include the simulation of CD processes. The number of degrees of freedom for tunes CP1 and CP2 is 63 |
|----------------|----------------|
| PDF Set | CP1 | CP2 |
| NNPDF3.1 LO | 0.130 | 0.130 |
| Off | Off |
| MultipartonInteractions:EcmRef (GeV) | 7000 | 7000 |
| MultipartonInteractions:ecmPow | 0.130/LO | 0.130/LO |
| MultipartonInteractions:coreRadius | 0.54 | 0.38 |
| MultipartonInteractions:coreFraction | 0.68 | 0.33 |
| ColorReconnection:range | 2.63 | 2.32 |
| $\chi^2$/dof | 0.89 | 0.54 |
Table 3 CMS PYTHIA8 NLO-PDF tune CP3 and NNLO-PDF tunes CP4 and CP5. Both the values at $Q = m_Z$ and the order of running with $Q^2$ of the strong coupling $\alpha_S$ are listed. In these tunes, we use the Schuler-Sjöstrand diffraction model [44] and also include the simulation of CD processes. The number of degrees of freedom for tunes CP3, CP4, and CP5 is 63

| PYTHIA8 parameter                  | CP3          | CP4          | CP5          |
|------------------------------------|--------------|--------------|--------------|
| PDF set                            | NNPDF3.1 NLO | NNPDF3.1 NNLO| NNPDF3.1 NNLO|
| $\alpha_S(m_Z)$                    | 0.118        | 0.118        | 0.118        |
| SpaceShower:rapidityOrder          | Off          | Off          | On           |
| MultipartonInteractions:EcmRef (GeV)| 7000         | 7000         | 7000         |
| $\alpha_S^{ISR}(m_Z)$ value/order | 0.118/NLO    | 0.118/NLO    | 0.118/NLO    |
| $\alpha_S^{FSR}(m_Z)$ value/order | 0.118/NLO    | 0.118/NLO    | 0.118/NLO    |
| $\alpha_S^{MPI}(m_Z)$ value/order | 0.118/NLO    | 0.118/NLO    | 0.118/NLO    |
| $\alpha_S^{ME}(m_Z)$ value/order  | 0.118/NLO    | 0.118/NLO    | 0.118/NLO    |
| MultipartonInteractions:pT0Ref (GeV)| 1.52         | 1.48         | 1.41         |
| MultipartonInteractions:ecmPow     | 0.02         | 0.02         | 0.03         |
| MultipartonInteractions:coreRadius | 0.54         | 0.60         | 0.76         |
| MultipartonInteractions:coreFraction | 0.39       | 0.30         | 0.63         |
| ColorReconnection:range            | 4.73         | 5.61         | 5.18         |
| $\chi^2$/dof                       | 0.76         | 0.80         | 1.04         |

Fig. 3 Distribution of number of MPI simulated by the tunes Monash, CP2, CP3, CP4, and CP5 (left). Gluon distribution function at a reference scale of $\mu = 3$ GeV (right) for the NNPDF2.3LO PDF set and the different versions of the NNPDF3.1 PDF set: LO, NLO, and NNLO. The ratio of NNPDF3.1 gluon distribution functions to the NNPDF2.3LO gluon distribution function are also shown.

The $\chi^2$ per degree of freedom (dof) listed in Tables 2 and 3 refers to the quantity $\chi^2(p)$ in Eq. (1), divided by dof in the fit. The eigentunes (Appendix A) correspond to the tunes in which the changes in the $\chi^2 (\Delta\chi^2)$ of the fit relative to the best fit value equals the $\chi^2$ value obtained in the tune, i.e., $\Delta\chi^2_{\text{min}} = \chi^2$. Such a variation of the $\chi^2$ produces a tune whose uncertainty bands are roughly the same as the uncertainties in the fitted data points. This is the

related with the other UE parameters governing the MPI and CR contributions. In general, for a given value of the matter fraction (coreFraction), MPI contributions increase for decreasing values of the core radius (coreRadius). The inclusion of the rapidity ordering for ISR in tune CP5 impacts the UE observables by reducing the number of charged particles, and needs to be compensated by a larger amount of MPI contributions.
Fig. 4 The transMIN (upper left) charged-particle and charged $p_T^{\text{sum}}$ (upper right) densities and the transMAX (lower left) charged-particle and charged $p_T^{\text{sum}}$ (lower right) densities, as a function of the transverse momentum of the leading charged particle, $p_T^{\text{max}}$, from the CMS $\sqrt{s} = 13$ TeV analysis [16]. Charged hadrons are measured with $p_T > 0.5$ GeV in $|\eta| < 2.0$. The transMIN densities are more sensitive to the MPI, whereas the transMAX densities are more sensitive to ISR and FSR. The data are compared with the CMS PYTHIA8 LO-PDF tunes CP1 and CP2. The ratios of the simulations to the data (MC/Data) are also shown, where the shaded band indicates the total experimental uncertainty in the data. Vertical lines drawn on the data points refer to the total uncertainty in the data. Vertical lines drawn on the MC points refer to the statistical uncertainty in the predictions. Horizontal bars indicate the associated bin width.

Figures 4, 5, 6 and 7 show comparisons of the UE observables measured at various collision energies to predictions from the new tunes. Figures 4 and 5 compare the charged-particle and $p_T^{\text{sum}}$ densities measured at $\sqrt{s} = 13$ TeV by the CMS experiment [16] in the transMIN and transMAX regions to predictions from the LO-PDF-based tunes and the higher-order-PDF-based tunes. Figures 6 and 7 compare the charged-particle and $p_T^{\text{sum}}$ densities measured at $\sqrt{s} = 7$ TeV by the CMS experiment [10] in the transMIN and transMAX regions to predictions from the LO-PDF-based tunes and the higher-order-PDF-based tunes. In Figs. 8 and 9 simi-
Fig. 5 The transMIN (upper left) charged-particle and charged $p_T^{\text{sum}}$ (upper right) densities and the transMAX (lower left) charged-particle and charged $p_T^{\text{sum}}$ (lower right) densities, as a function of the transverse momentum of the leading charged particle, $p_T^{\text{max}}$, from the CMS $\sqrt{s} = 13$ TeV analysis [16]. Charged hadrons are measured with $p_T > 0.5$ GeV in $|\eta| < 2.0$. The data are compared with the CMS PYTHIA8 (N)NLO-PDF tunes CP3, CP4, and CP5. The ratios of simulations to the data (MC/Data) are also shown, where the shaded band indicates the total experimental uncertainty in the data. Vertical lines drawn on the data points refer to the total uncertainty in the data. Vertical lines drawn on the MC points refer to the statistical uncertainty in the predictions. Horizontal bars indicate the associated bin width.

Lar comparisons are shown for the observables measured at $\sqrt{s} = 1.96$ TeV by the CDF experiment [9] in the transMIN and transMAX regions. All predictions reproduce well the UE observables at $\sqrt{s} = 1.96$, 7, and 13 TeV. Predictions from LO tunes are slightly better than the higher-order tunes in describing the energy dependence of the considered UE measurements.

In the region of small $p_T^{\text{max}}$ values ($p_T^{\text{max}} < 3$ GeV), where contributions from diffractive processes are relevant, the predictions do not always reproduce the measurements and exhibit discrepancies up to 20%. Predictions from all of the new tunes cannot reproduce the UE data measured at $\sqrt{s} = 300$ and 900 GeV [9].
Fig. 6 The transMIN (upper left) charged-particle and charged \( p_T^{\text{sum}} \) (upper right) densities and the transMAX (lower left) charged-particle and charged \( p_T^{\text{sum}} \) (lower right) densities, as a function of the transverse momentum of the leading charged particle, \( p_T^{\text{max}} \), from the CMS \( \sqrt{s} = 7 \text{ TeV} \) analysis [10]. Charged hadrons are measured with \( p_T > 0.5 \text{ GeV} \) in \( |\eta| < 0.8 \). The data are compared with the CMS pythia8 LO-PDF tunes CP1 and CP2. The ratios of simulations to the data (MC/Data) are also shown, where the shaded band indicates the total experimental uncertainty in the data. Vertical lines drawn on the data points refer to the total uncertainty in the data. Vertical lines drawn on the MC points refer to the statistical uncertainty in the predictions. Horizontal bars indicate the associated bin width.

Figure 10 shows the charged-particle multiplicity as a function of pseudorapidity for charged particles in \( |\eta| < 2 \) measured by the CMS experiment at \( \sqrt{s} = 13 \text{ TeV} \) [18] in MB events. These events were recorded with no magnetic field, so all particles irrespective of their \( p_T \) are measured. Data are compared with the predictions of the new PYTHIA8 tunes. All of them are able to reproduce the measurement at the same level of agreement, independently of the PDF used for the UE simulation. We could not find any MB or UE observable where the level of agreement between data and predictions from the different tunes is significantly different.
Fig. 7 The transMIN (upper left) charged-particle and charged $p_T^{\text{sum}}$ (upper right) densities and the transMAX (lower left) charged-particle and charged $p_T^{\text{sum}}$ (lower right) densities, as a function of the transverse momentum of the leading charged particle, $p_T^{\text{max}}$, from the CMS $\sqrt{s} = 7$ TeV analysis [10]. Charged hadrons are measured with $p_T > 0.5$ GeV in $|\eta| < 0.8$. The data are compared with the CMS pythia8 (N)NLO-PDF tunes CP3, CP4, and CP5. The ratios of simulations to the data (MC/Data) are also shown, where the shaded band indicates the total experimental uncertainty in the data. Vertical lines drawn on the data points refer to the total uncertainty in the data. Vertical lines drawn on the MC points refer to the statistical uncertainty in the predictions. Horizontal bars indicate the associated bin width.

6 Validation of the new PYTHIA8 tunes

In this section, comparisons of the predictions obtained with the new tunes to various experimental measurements performed by the CMS experiment are provided. Unless otherwise stated, the comparisons are made at $\sqrt{s} = 13$ TeV. We compare the CMS UE tunes with MB and UE data measured at central and forward pseudorapidities that are not used in the fits. We examine how well multijet, Drell–Yan, and top quark observables are predicted by MC simulations using higher-order ME generators merged with PYTHIA8 with the various new tunes.
6.1 Comparisons using event-shape observables

In this subsection, predictions of the new tunes are compared to event-shape observables measured at LEP, in electron-positron collisions. These observables are particularly sensitive to the value of $\alpha_{FSR}^{mZ}$. Given the leptonic initial state, there is no effect coming from the values of the MPI, color reconnection, and ISR parameters.

When predictions with PYTHIA 8 are used, an optimal value of $\alpha_{FSR}^{mZ} \sim 0.13$ is found, which best describes these observables, independent of the PDF used for the modeling of the PS evolution.

Figures 11 and 12 display the oblateness ($O$), sphericity ($S$), thrust ($T$), and thrust major ($T_{major}$), measured in $e^+e^- \rightarrow Z\gamma^* \rightarrow q\bar{q}$ final states at $\sqrt{s} = 91.2$ GeV by the ALEPH experiment [45]. These observables measure the
The transMIN (upper left) charged-particle and charged $p_T^{\text{sum}}$ (upper right) densities and the transMAX (lower left) charged-particle and charged $p_T^{\text{sum}}$ (lower right) densities, as a function of the transverse momentum of the leading charged particle, $p_T^{\text{max}}$, from the CDF $\sqrt{s} = 1.96$ TeV analysis [9]. Charged hadrons are measured with $p_T > 0.5$ GeV in $|\eta| < 0.8$. The data are compared with the CMS PYTHIA8 (N)NLO-PDF tunes CP3, CP4, and CP5. The ratios of simulations to the data (MC/Data) are also shown, where the shaded band indicates the total experimental uncertainty in the data. Vertical lines drawn on the data points refer to the total uncertainty in the data. Vertical lines drawn on the MC points refer to the statistical uncertainty in the predictions. Horizontal bars indicate the associated bin width.

Fig. 9 The transMIN (upper left) charged-particle and charged $p_T^{\text{sum}}$ (upper right) densities and the transMAX (lower left) charged-particle and charged $p_T^{\text{sum}}$ (lower right) densities, as a function of the transverse momentum of the leading charged particle, $p_T^{\text{max}}$, from the CDF $\sqrt{s} = 1.96$ TeV analysis [9]. Charged hadrons are measured with $p_T > 0.5$ GeV in $|\eta| < 0.8$. The data are compared with the CMS PYTHIA8 (N)NLO-PDF tunes CP3, CP4, and CP5. The ratios of simulations to the data (MC/Data) are also shown, where the shaded band indicates the total experimental uncertainty in the data. Vertical lines drawn on the data points refer to the total uncertainty in the data. Vertical lines drawn on the MC points refer to the statistical uncertainty in the predictions. Horizontal bars indicate the associated bin width.

topology of the event. An isotropic event would have a value of $T$ close to 0.5, while values of $T$ close to 1 correspond to 2-jet events.

Predictions obtained with MG5_aMC with up to 4 particles in the final state, and interfaced with the UE from the tune CUETP8M1 and the new PYTHIA 8 tunes CP2, CP3, and CP5 are considered (Fig. 11). Predictions using the tune CP2 do not describe the event-shape observables very well, with discrepancies with the data up to 30% in the $T$ and $T_{\text{major}}$. In particular, tune CP2 predicts too many isotropic events. A similar description is obtained for predictions of MG5_aMC+PYTHIA 8 with the tune CUETP8M1. A better agreement in the event-shape variables is observed for predictions using tune CP3 and CP5. A correct description of event-shape observables strongly depends on the value of the FSR strong coupling. The observations above indi-
Fig. 10. The pseudorapidity distribution of charged hadrons measured in $|\eta| < 2$ for an inclusive selection in inelastic proton-proton collisions, with zero magnetic field strength ($B=0$ T), from the CMS $\sqrt{s} = 13$ TeV analysis [18]. The data are compared with the CMS PYTHIA8 LO-PDF tunes CP1 and CP2 (left), and with the CMS PYTHIA8 NLO-PDF tune CP3 and the CMS PYTHIA8 NNLO-PDF tunes CP4 and CP5 (right). The ratios of simulations to the data (MC/Data) are also shown, where the shaded band indicates the total experimental uncertainty in the data. Vertical lines drawn on the data points refer to the total uncertainty in the data. Vertical lines drawn on the MC points refer to the statistical uncertainty in the predictions. Horizontal bars indicate the associated bin width.

cate that when merged configurations are considered, i.e., MG5_aMC + PYTHIA8, where partons at higher multiplicities in the final state are simulated at the ME level, the description of event-shape observables degrades. A value of $\alpha_{FSR}^Z(m_Z) \sim 0.13$ generally overestimates the number of final-state partons, while a lower $\alpha_{FSR}^Z(m_Z) \sim 0.12$ performs better.

At large values of $T$, where the hadronization effects become relevant, we observe a large difference between predictions from tunes using a small $\alpha_{FSR}^Z$ (CP3 and CP5) and tunes using a large $\alpha_{FSR}^Z$ (CP2 and CUETP8M1). These differences may be due to the interplay between the value of the strong coupling and the hadronization. Analyses particularly sensitive to hadronization should carefully evaluate the corresponding systematic uncertainties. In some cases retuning hadronization parameters may be desired.

We also compared MG5_aMC+PYTHIA 8 with CP5, and CP5 with CMW rescaling [46] (Fig. 12). Apart from $T$, for all shape variables considered, CP5 without CMW rescaling describes the data better.

6.2 Comparisons using MB and other UE observables

In this subsection, predictions of the new tunes are compared to the observables measured in MB collisions that are sensitive to contributions from soft emissions and MPI. Figure 13 shows the charged-particle multiplicity as a function of pseudorapidity [24] in NSD-enhanced and SD-enhanced event samples. The details of the selections can be found in Ref. [24]. These observables are sensitive to SD, CD, and DD dissociation. It is observed that predictions from all of the tunes are similar to each other and describe well the measurements for both considered selections. This shows that the number of charged particles produced in diffractive processes and inelastic collisions is simultaneously described by the new CMS tunes. Figure 13 also demonstrates that tunes based on NNPDF3.1 PDF sets at orders higher than LO adequately describe the MB data.

Figure 14 shows the UE observables, i.e., charged-particle multiplicity and $p_T^{\text{sum}}$ densities [16], as a function of the $p_T$ of the leading jet reconstructed using just charged particles. The observables shown in Fig. 14 are from events selected without requiring any NSD- or SD-enhanced selections. The CMS UE tunes describe well UE-sensitive data measured using the leading charged-particle jet for $p_T^{\text{jet}} > 10$ GeV. Tunes based on NLO or NNLO PDF sets, i.e., CP3, CP4, and CP5, describe the region at lower $p_T^{\text{jet}}$ better than CP1 and CP2, which are based on LO PDF sets. Predictions obtained with CP1 and CP2 underestimate the UE observables by about $\approx 15$–$20\%$. Predictions obtained with CP3, CP4, and CP5 describe the UE in events characterized using the leading charged-particle, as well as those characterized by the leading charged-particle jet, quite well.

Predictions for observables measured in the forward region are compared with data and shown in Figs. 15 and 16. The energy flow, defined as the average energy per event [47],
Fig. 11 The normalized cross sections as a function of event-shape variables, oblateness (upper left), sphericity (upper right), thrust (lower left), and thrust major (lower right) from the ALEPH $\sqrt{s} = 91.2$ GeV analysis [45], compared with the predictions by MG5_aMC+PYTHIA8 with $k_T$–MLM merging, for tunes CP2, CP3, and CP5. The ratio of the simulations to the data (MC/Data) is also shown, where the shaded band indicates the total experimental uncertainty in the data. Vertical lines drawn on the data points refer to the total uncertainty in the data. Vertical lines drawn on the MC points refer to the statistical uncertainty in the predictions. Horizontal bars indicate the associated bin width as a function of $\eta$ with the Hadron Forward (HF) calorimeter [48] covering $3.15 < |\eta| < 5.20$ and the CASTOR calorimeter [48] covering $-6.6 < \eta < -5.2$, is well reproduced by all tunes. A different level of agreement is achieved for predictions from the new CMS tunes for the spectrum of the total energy $E$ measured in the CASTOR calorimeter at $\sqrt{s} = 13$ TeV [49], displayed in Fig. 16. In particular, the tunes based on LO PDF sets reproduce the energy spectrum well at large values ($E > 2000$ GeV), but have differences of up to 40% at low values ($E < 800$ GeV). The tunes using higher-order PDF sets are closer to the data at low energy values, with differences up to 20%, but tend to overestimate the energy at large values. This dissimilar behaviour is driven by the different $p_T^{0\text{Ref}}$ values of the tunes. The fiducial inelastic cross sections [50], when two different selections are applied in the forward region, are not well reproduced by any of the new tunes or by CUETP8M1, with differences up to 10%. This might be because of the Schüler–Sjöstrand [44] diffraction model used in the simulation, which might have a suboptimal description of the low-mass diffractive compo-
Fig. 12 The normalized cross sections as a function of event-shape variables, oblateness (upper left), sphericity (upper right), thrust (lower left), and thrust major (lower right) from the ALEPH √s = 91.2 GeV analysis [45], compared with the predictions by mg5_aMC+PYTHIA8 with k_T–MLM merging, for tune CP5, CP5 with CMW rescaling, CP5 FSR up, and CP5 FSR down. The ratio of the simulations to the data (MC/Data) is also shown, where the shaded band indicates the total experimental uncertainty in the data. Vertical lines drawn on the data points refer to the total uncertainty in the data. Vertical lines drawn on the MC points refer to the statistical uncertainty in the predictions. Horizontal bars indicate the associated bin width.

A better description might be provided by tunes using the Donnachie–Landshoff [51] or minimum-bias Rockefeller [52] diffractive models.

6.3 Comparisons using observables in multijet final states

In this subsection, we present comparisons of observables measured in multijet final states. For these studies, the NLO dijet MEs implemented in the POWHEG event generator merged with the PYTHIA8 simulation of the PS and UE are used. The merging between the POWHEG ME calculations and the PYTHIA8 UE simulation is performed using the shower-veto procedure, which rejects showers if their transverse momentum is greater than the minimal p_T of all final-state partons simulated in the ME (parameter p_T\_hard = 2 GeV [53]). Variables in multijet events, such as
Fig. 13 The pseudorapidity distribution ($p_T > 0.5 \text{ GeV}, |\eta| < 2.4$) for the NSD-enhanced (left) and the SD-enhanced (right) event selection of charged particles in inelastic proton-proton collisions, from the CMS $\sqrt{s} = 13 \text{ TeV}$ analysis [24]. The data are compared with the CMS PYTHIA8 LO-PDF tunes CP1 and CP2, the CMS PYTHIA8 NLO-PDF tune CP3, and the CMS PYTHIA8 NNLO-PDF tunes CP4 and CP5. The ratio of the simulations to the data (MC/Data) is also shown, where the shaded band indicates the total experimental uncertainty in the data. Vertical lines drawn on the data points refer to the total uncertainty in the data. Vertical lines drawn on the MC points refer to the statistical uncertainty in the predictions. Horizontal bars indicate the associated bin width.

jet transverse momenta or azimuthal dijet correlations, are expected to be less affected by MPI contributions, since jets at high $p_T (>100 \text{ GeV})$ mainly originate from the hard scattering or additional hard emissions, which are simulated in the POWHEG calculation by the ME formalism. However, the MPI contribution still has some impact because it adds an average energy offset to the event, which is then included in the jet reconstruction [54,55]. The predictions reproduce well inclusive jet cross sections as a function of jet $p_T$ at both central and forward jet rapidities, irrespective of the cone size (0.4 or 0.7) used for the jet clustering algorithm [56].

Figure 17 shows the normalized cross section [57] as a function of the azimuthal difference $\Delta \phi_{1,2}$ between the two leading jets for two different selections on the leading jet $p_T$: $200 < p_T < 300 \text{ GeV}$ and $300 < p_T < 400 \text{ GeV}$. The results indicate that UE tunes based on an NLO evaluation of $\alpha_S(m_Z)$ describe the data better than UE tunes based on LO evolution. In particular, the better agreement is driven by the lower value of $\alpha_S^{\text{NR}}(m_Z)$. In fact, predictions obtained with POWHEG merged with PYTHIA8 with the CUETP8M1 or CP2 tune exhibit a strong jet decorrelation, due to a large contribution from emissions simulated from the PS, and they overestimate the cross sections at small and medium $\Delta \phi_{1,2}$ values ($\Delta \phi_{1,2} < 2.4$). The PS component is reduced by the lower value of $\alpha_S(m_Z)$, which increases the degree of correlation between the selected jets, resulting in a better description of the data by predictions of the CP4 and CP5 tunes. A similar outcome was also observed for an analogous measurement performed at the D0 experiment at $\sqrt{s} = 1.96 \text{ TeV}$ [60]. In general, predictions obtained from POWHEG + PYTHIA8 tend to differ from the data at low and intermediate $\Delta \phi_{1,2}$ values ($\Delta \phi_{1,2} < 2.7$) by 10–40%.

6.4 Comparisons using observables sensitive to double-parton scattering

In this subsection, we present comparisons of predictions of the new tunes to DPS-sensitive observables measured by the CMS experiment at $\sqrt{s} = 7 \text{ TeV}$ in final states with four jets (4j) [61], and with two jets originating from bottom quarks (b jets) [62] and two other jets (2b2j) [63].

The topology in the transverse plane of the physics objects measured in the final state is sensitive to contributions from DPS. In particular, the 4j analysis performed by the CMS experiment requires two jets at high $p_T$ (hard jets) and two jets at low $p_T$ (soft jets); the 2b2j measurement selects two jets originating from b quarks and two other jets (light-flavor jets). Both of them measured the $\Delta S$ observable, defined as:

$$\Delta S = \arccos \left( \frac{\vec{p}_{T,1} \cdot \vec{p}_{T,2}}{|\vec{p}_{T,1}| |\vec{p}_{T,2}|} \right),$$

where $\vec{p}_{T,1}$ refers to the momentum of the hard-jet or bottom jet pair system and $\vec{p}_{T,2}$ to that of the soft-jet or light-flavor jet pair system.
Fig. 14 The transMIN charged-particle multiplicity (left column) and \( p_T \) sum densities (right column) for particles with \( p_T > 0.5 \) GeV in \(|\eta| < 2.0 \) as a function of the transverse momentum of the leading charged-particle jet, \( p_T^{\text{jet}} \), from the CMS \( \sqrt{s} = 13 \) TeV analysis [16]. The upper-row plots show the LO tunes, while the lower-row plots show the higher-order tunes. The ratio of the simulations to the data (MC/Data) is also shown, where the shaded band indicates the total experimental uncertainty in the data. Vertical lines drawn on the data points refer to the total uncertainty in the data. Vertical lines drawn on the MC points refer to the statistical uncertainty in the predictions. Horizontal bars indicate the associated bin width.

jet pair system. This variable relates the production planes of the hard (bottom) jet and soft- (light-flavor) jet pairs. Details of the event selection and of the specific analyses can be found in Refs. [61] and [63].

Assuming that the two hard scatterings occurring within the same collision are completely independent of each other, the DPS cross section for a given process can be expressed through the inclusive partonic cross sections of the two single scatterings and an effective cross section, \( \sigma_{\text{eff}} \). In a geometrical approach, this cross section is related to the transverse size of the proton and to the total inelastic proton-proton (pp) cross section [64,65]. When no correlations among the partons inside the proton are present, \( \sigma_{\text{eff}} \) is similar to the inelastic pp cross section. In this simple factorized approach, one expects \( \sigma_{\text{eff}} \) to be independent of the partonic final states of the two hard processes occurring within the same collision.
Fig. 15  The energy flow measured in an inclusive selection as a function of pseudorapidity, from the CMS $\sqrt{s} = 13$ TeV analysis [47]. The data are compared with the CMS PYTHIA8 LO-PDF tunes CP1 and CP2 (left), and with the CMS PYTHIA8 NLO-PDF tune CP3 and the CMS PYTHIA8 NNLO-PDF tunes CP4 and CP5 (right). The ratio of the simulations to the data (MC/Data) is also shown, where the shaded band indicates the total experimental uncertainty in the data. Vertical lines drawn on the data points refer to the total uncertainty in the data. Vertical lines drawn on the MC points refer to the statistical uncertainty in the predictions. Horizontal bars indicate the associated bin width.

Fig. 16  The total energy spectrum measured in the pseudorapidity interval $-6.6 < \eta < -5.2$, from the CMS $\sqrt{s} = 13$ TeV analysis [49]. The data are compared with the CMS PYTHIA8 LO-PDF tunes CP1 and CP2 (left), and with the CMS PYTHIA8 NLO-PDF tune CP3 and the CMS PYTHIA8 NNLO-PDF tunes CP4 and CP5 (right). The ratio of the simulations to the data (MC/Data) is also shown, where the shaded band indicates the total experimental uncertainty in the data. Vertical lines drawn on the data points refer to the total uncertainty in the data. Vertical lines drawn on the MC points refer to the statistical uncertainty in the predictions. Horizontal bars indicate the associated bin width.
Fig. 17 The azimuthal difference $\Delta \phi_{1,2}$ between the leading two jets with $|\eta| < 2.4$ in dijet events with leading-jet transverse momentum in the range (left) $200 < p_{T}^{\text{lead}} < 300$ GeV and (right) $300 < p_{T}^{\text{lead}} < 400$ GeV, from the CMS $\sqrt{s} = 13$ TeV analysis [57]. The jets are reconstructed using the anti-$k_T$ jet finding algorithm [58,59] with a distance parameter of 0.4. The data are compared with predictions of the NLO dijet ME calculation from POWHEG, interfaced to the PYTHIA8 tunes CUETP8M1, CP2, CP4, and CP5. Tunes CP1 and CP3 are not shown in the plot but present a similar behavior as tunes CP2 and CP4. The ratios of simulations to the data (MC/Data) are also shown, where the shaded band indicates the total experimental uncertainty in the data. Vertical lines drawn on the data points refer to the total uncertainty in the data. Vertical lines drawn on the MC points refer to the statistical uncertainty in the predictions. Horizontal bars indicate the associated bin width.

In PYTHIA8, the value of $\sigma_{\text{eff}}$ is calculated by dividing the ND cross section by the so-called “enhancement factor”, which depends on the parameters of the overlap matter distribution function and on $p_{T0}^{\text{ref}}$ [40]. For central pp collisions, the enhancement factor tends to be large, translating to a lower value of $\sigma_{\text{eff}}$ and a larger DPS contribution. For peripheral interactions, enhancement factors are small, giving large values of $\sigma_{\text{eff}}$ and a small DPS contribution.

Table 4 shows the values of $\sigma_{\text{eff}}$ published by the CMS Collaboration for the 4j and the 2b2j measurements. A previous study [5] concluded that observables sensitive to semi-hard MPI and those sensitive to DPS cannot be described by a single set of parameters. Table 5 displays the $\sigma_{\text{eff}}$ values obtained from the new CMS UE tunes. The central values of $\sigma_{\text{eff}}$ are consistent among the new tunes and are slightly larger than the values of the DPS-based tunes [5].

Figure 18 shows the comparisons of predictions obtained from PYTHIA8 with tunes CUETP8M1, CP2, CP4, and CP5 to the DPS observables measured in the 4j and 2b2j final states. Predictions from the CP2 tune based on a LO PDF set describe the central values better than the CP4 and CP5 tunes based on an NNLO PDF set or the old tune CUETP8M1. This is due to the different $p_{T0}^{\text{ref}}$ value used by CP2, CP4, and CP5, which determines the amount of simulated MPI. The value of the $p_{T0}^{\text{ref}}$ parameter is driven by the distribution of the gluon distribution function at low $x$, which is very different in LO and NNLO PDF sets. Additionally, predictions obtained with CP4 describe the DPS-sensitive observables better than CP5. This is due to the different rapidity ordering used for the PS emissions in the two tunes. By removing the rapidity ordering for the PS emissions (CP4), the simulation produces more radiation and decreases the correlation between the selected jet pairs compared to CP5. This reduced jet correlation tends to mimic a DPS event by producing low values of $\Delta S$. We have checked that the observables sensitive to color coherence, which were measured by the CMS experiment at $\sqrt{s} = 7$ TeV [66], are well described by predictions from both CP4 and CP5 tunes, despite the difference in the rapidity ordering of the PS simulation between the two tunes.
6.5 Comparisons using observables in top quark production

In the following, we investigate how the new PYTHIA8 tunes describe the CMS $t\bar{t}$ data when different ME generators, namely POWHEG and MG5_aMC, are employed. Both ME configurations use the NNPDF3.1 NNLO PDF with $\alpha_S(M_Z) = 0.118$ and assume a top quark mass ($m_t$) value of 172.5 GeV.

In the POWHEG configuration, the ME heavy quark production mode [36,39,68] is used. In this configuration, POWHEG simulates inclusive $t\bar{t}$ production at NLO, where the first additional jet is computed at LO, while MG5_aMC performs the calculation with up to 2 additional jets at NLO, with a third jet simulated at LO. The POWHEG generator scales the real emission cross section by a damping function that controls the ME-PS merging and that regulates the high-$p_T$ radiation.

Table 5 Values of $\sigma_{\text{eff}}$ at $\sqrt{s} = 7$ and $13$ TeV obtained with the new CMS UE tunes

| Tune  | $\sqrt{s} = 7$ TeV $\sigma_{\text{eff}}$ (mb) | $\sqrt{s} = 13$ TeV $\sigma_{\text{eff}}$ (mb) |
|-------|---------------------------------------------|---------------------------------------------|
| CP1   | $26.3^{+1.0}_{-1.7}$                       | $27.8^{+1.1}_{-1.4}$                       |
| CP2   | $24.7_{-1.6}^{+1.0}$                       | $26.0_{-1.3}^{+1.0}$                       |
| CP3   | $24.1_{-1.5}^{+1.0}$                       | $25.2_{-1.3}^{+1.1}$                       |
| CP4   | $23.9_{-1.5}^{+1.0}$                       | $25.3_{-1.4}^{+1.1}$                       |
| CP5   | $24.0_{-1.6}^{+1.0}$                       | $25.3_{-1.3}^{+1.0}$                       |

The damping variable used in the POWHEG simulation is set to 1.379 times $m_t$, a value derived from data at $\sqrt{s} = 8$ TeV in the dilepton channel using a similar ME calculation and assuming the CP5 tune. The factorization and renormalization scales are assumed equal to the transverse mass of the top quark, $m_{T} = \sqrt{m_t^2 + p_T^2}$. The minimum $p_T$ for the emission of light quarks in POWHEG is 0.8 GeV. The $p_{\text{Thard}}$ parameter is set to 0 and the POWHEG hardness criterion, defined by the $p_{\text{Thard}}$ option, is set to 1. The merging scale in MG5_aMC is set to 40 GeV, and the threshold applied to regulate multijet MEs in the MG5_aMC FxFx merging procedure, is 20 GeV.

Distributions [69] in the lepton+jets channel are compared to predictions from different tunes using various settings, namely, POWHEG + PYTHIA8, and MG5_aMC+PYTHIA8 with FxFx merging [38], referred to as MG5_aMC [FxFx] hereafter, with the CUETP8M1, CP2, CP4, and CP5 tunes. Figure 19 (upper panel) displays the normalized $t\bar{t}$ cross section in bins of $p_T$ of the top quark decaying leptonically ($t_\ell$), in data and simulation. For all tunes, POWHEG + PYTHIA8 predictions have deviations below 10% with respect to the central values of the data. The central values of predictions from MG5_aMC [FxFx] and data agree within $\approx 10\%$ for $p_T(t_\ell) < 400$ GeV and within $\approx 20\%$ for higher $p_T$.

Figure 19 (middle panel) shows the normalized $t\bar{t}$ cross section in bins of $m(t\bar{t})$ in data and simulation. Predictions from POWHEG and MG5_aMC [FxFx] with the new tunes simulations to the data (MC/Data) are also shown, where the shaded band indicates the total experimental uncertainty in the data. Vertical lines drawn on the data points refer to the total uncertainty in the data. Vertical lines drawn on the MC points refer to the statistical uncertainty in the predictions. Horizontal bars indicate the associated bin width.
Fig. 19 The normalized $t\bar{t}$ cross section in the lepton+jets channel, as a function of the transverse momentum of the top quark for leptonically decaying top quarks ($t_\ell$) (upper), the invariant mass of the $t\bar{t}$ system, $m(t\bar{t})$ (middle), and in bins of number of additional jets (lower) from CMS $\sqrt{s} = 13$ TeV analysis [69]. The data are compared with the predictions of POWHEG (left) and MG5_aMC [FxFx] (right). In both cases, the PS simulation is done with the PYTHIA8 tunes CUETP8M1, CP2, CP4, or CP5. Tunes CP1 and CP3 are not shown in the plot but present a similar behaviour as, respectively, tunes CP2 and CP4. The ratios of simulations to the data (MC/Data) are also shown, where the shaded band indicates the total experimental uncertainty in the data. Vertical lines drawn on the data points refer to the total uncertainty in the data. Vertical lines drawn on the MC points refer to the statistical uncertainty in the predictions. Horizontal bars indicate the associated bin width.
describe the central values of the data reasonably well. Normalized $\bar{t}t$ cross sections in bins of number of additional jets in data and simulation in the lepton+jets channel at $\sqrt{s} = 13$ TeV are shown in Fig. 19 (lower panel). The cross sections are compared with the predictions of POWHEG and of MG5_aMC (FxFx). The central values predicted by POWHEG + PYTHIA8 are in good agreement with data when CP5 tune is used. The value of $\alpha_S^{ISR}(m_Z)$ in combination with the rapidity ordering for ISR in the PYTHIA8 simulation affects the additional jet distribution in $\bar{t}t$ events. Predictions obtained from POWHEG + PYTHIA8 overestimate the data when a high value of $\alpha_S^{ISR}(m_Z) \approx 0.13$ is used (CUETP8M1 and CP2 tunes) irrespective of rapidity ordering for ISR. It is observed that even when $\alpha_S^{ISR}(m_Z) = 0.118$ is used, predictions from the CP4 tune overshoot the data at high jet multiplicities. A much better agreement of central values is obtained only when rapidity ordering for ISR is switched on in the PYTHIA8 simulation and $\alpha_S^{ISR}(m_Z) = 0.118$ is used as in the CP5 tune. Predictions from MG5_aMC + PYTHIA8 with CUETP8M1, CP2, CP4, and CP5 tunes describe the central values of the data reasonably well.

Comparisons are also made using jet substructure observables in $\bar{t}t$ events in the lepton+jets channel using measurements by CMS at $\sqrt{s} = 13$ TeV [70]. Figure 20 displays two groomed subjets, $\Delta R_g$, which is found to be the most sensitive to $\alpha_S^{FSR}(m_Z)$ [70]. The data are compared to simulations with the tunes CUETP8M1, CP2, CP4, and CP5, as well as CP5 FSR up ($\alpha_S^{FSR}(m_Z) = 0.122$), CP5 FSR down ($\alpha_S^{FSR}(m_Z) = 0.115$), and CP5 with CMW rescaling. It is observed that tunes with higher $\alpha_S^{FSR}(m_Z)$ (CUETP8M1, CP2, and CP5 FSR up) describe the data better. Tune CP5 with CMW rescaling resolves the discrepancy of CP5 at high $\Delta R_g$, but worsens the description at $\Delta R_g \sim 0.27$ compared to CP5. It should be noted that a fit to the $\Delta R_g$ distribution using a b-enriched sample yields $\alpha_S^{FSR}(m_Z) = 0.130 \pm 0.020$ [70] without CMW rescaling, while a fit to the distribution of the UE observable $p_T$ measured in $\bar{t}t$ events yields $\alpha_S^{FSR}(m_Z) = 0.120 \pm 0.006$ [22]. Therefore, in $\bar{t}t$ events, UE and jet substructure observables prefer different central $\alpha_S^{FSR}(m_Z)$ values, but they are compatible within uncertainties.

6.6 Comparisons using observables in W and Z boson production

In this subsection, we present a validation of the new CMS UE tunes for observables measured in events with a W or Z boson in the final state at $\sqrt{s} = 13$ TeV. For the comparisons, we use predictions obtained with MG5_aMC + PYTHIA8 at LO using the $k_T$–MLM merging scheme, and at NLO using the FxFx merging scheme. The $k_T$–MLM merging scale is set to 19 GeV, while for FxFx the corresponding scale is set to...
30 GeV. In both cases the MEs include the final states with 0, 1, 2, and 3 partons, and up to 2 partons are calculated at NLO precision in the FxFx case. To ease the comparison of the different tunes, the same PDF, NNPDF3.1 NNLO, and \( \alpha_S(m_Z) = 0.118 \) are used for the ME calculation independently of the tune.

First, UE observables [21] in Drell–Yan events in an invariant mass window of 81–101 GeV around the Z boson peak for muonic decays are studied. The charged-particle density and transverse momentum sum are measured as a function of the Z boson \( p_T \) in the three regions introduced in Sect. 6.2: toward, away, and transverse. The regions are defined with respect to the Z boson direction. The measurements are compared with FxFx predictions obtained with the CUETP8M1, CP2, CP4, and CP5 tunes in Fig. 21. The measurements are, in general, well-described by all tunes.

The description of the cross section as a function of the jet multiplicity is also investigated in Z \( + \) jets [71] and W \( + \) jets [72] final states. The Z \( + \) jets measurement is restricted to the phase space where the two leptons have \( p_T > 20 \) GeV and \( |y| < 2.4 \) and the dilepton mass lies in a \( \pm 20 \) GeV window around 91 GeV. The momenta of the photons inside a cone of \( \Delta R < 0.1 \) are added to the lepton momentum in order to partly recover the energy lost by FSR. Jets are clustered using the anti-\( k_T \) algorithm with \( R = 0.4 \) and must satisfy the criteria \( p_T > 30 \) GeV and \( |y| < 2.4 \). The distance between the selected leptons and the leading jet \( \Delta R(\ell, j) \) must be greater than 0.4. For the W \( + \) jets measurement, the phase space is restricted by a transverse mass requirement, \( m_T > 50 \) GeV, and by requirements on the muon, \( p_T > 25 \) GeV and \( |y| < 2.4 \). In the Z \( + \) jets measurements the same clustering algorithm, the FSR recovery prescription described above, and the lepton jet separation requirement are applied.

The comparisons of the jet multiplicities to various predictions are shown in Fig. 22. The measurement of the cross section inclusive in the number of jets, \( N \), is not available for the W \( + \) jets analysis and the lower plots start at \( N = 1 \). The \( k_T \)–MLM predictions of the jet multiplicity have little sensitivity to the UE and PS tunes, so all the tunes provide a good description of this observable, with a slightly better agreement observed for the CP2 tune. In the case of the FxFx sample, the CP5 tune predicts fewer events with a jet multiplicity of more than four with respect to the measurement. The deficit increases for increasing jet multiplicities. The CUETP8M1 tune shows a similar behaviour, though.

Predictions using the new CMS UE tunes are also compared with the \( p_T \) balance between the Z boson and the jets with \( p_T > 30 \) GeV and \( |y| < 2.4 \) using the variable \( p_T^{\text{bal}} = |p_T(Z) + \sum_{\text{jets}} \tilde{p}_T(j_i)| \) [71]. This variable is sensitive to PS and UE. The comparison is shown in Fig. 23 for events with at least one jet. Differences between the tunes are significant only in the region below \( \approx 20 \) GeV. The discrepancy in this region for the FxFx samples indicates that the distribution peaks at lower values for CP4 and CP5 than in data.

Results of Ref. [71] are also used to validate the description of the transverse momentum of the weak vector boson in \( Z + \geq 1 \) jet events. The comparison is shown in Fig. 24. The new tunes provide similar descriptions for this distribution. Predictions using \( k_T \)–MLM achieve a poor agreement with the data, independently of the UE tune, with respect to FxFx, which is able to describe the transverse momentum of the Z boson at \( p_T > 10 \) GeV. The region below 10 GeV is poorly described for both FxFx and \( k_T \)–MLM and the new tunes, but is well-described by predictions using the CUETP8M1 tune.

To summarize the study of weak vector boson production, the CP2, CP4, and CP5 tunes provide similar descriptions of the UE observables with a reasonable agreement with the data. In general, the CP2 tune performs better in describing variables such as \( p_T^{\text{bal}} \) and \( p_T \) (Z). For the jet multiplicity, the CP2 and CP4 tunes are equally good in describing the measurement, whereas CP5 tends to undershoot the PS dominated region with at least five jets with a significance of 3.5 standard deviations.

7 Summary and conclusions

A new set of tunes for the underlying-event (UE) simulation in the PYTHIA8 event generator is obtained by fitting various measurements sensitive to soft and semihard multiparton interactions at different collision energies. To derive these tunes, the leading order (LO), next-to-leading order (NLO), or next-to-next-to-leading order (NNLO) versions of the NNPDF3.1 parton distribution function (PDF) set for the simulation of the underlying-event components are used. In these tunes, the values of the strong coupling, \( \alpha_S(m_Z) \), used for the simulation of hard scattering, initial- and final-state radiation, and multiple-parton interactions are chosen consistent with the order of the PDF used. In the LO NNPDF3.1 set, \( \alpha_S(m_Z) = 0.130 \), whereas for the NLO and NNLO NNPDF3.1 sets, \( \alpha_S(m_Z) = 0.118 \). In general, the combination of contributions from multiple-parton interactions and parton-shower emissions is crucial to give a good description of variables measured in soft-collision events. The infrared threshold is relatively independent of center-of-mass energy when using NLO or NNLO PDF sets. Irrespective of the specific PDF used, predictions from the new tunes reproduce well the UE measurements at center-of-mass energies \( \sqrt{s} = 1.96 \) and 7 TeV. A significant improvement in the description of UE measurements at 13 TeV is observed with respect to predictions from old tunes that were extracted using data at lower collision energies. For the first time, predictions based on higher-order PDF sets are shown to give a reliable description of minimum-bias (MB) and UE mea-
Fig. 21 The charged-particle multiplicity (left) and $p_T^{\text{sim}}$ (right) in the toward (upper), transverse (middle), and away (lower) regions measured as a function of the Z boson $p_T$ in Drell–Yan events at $\sqrt{s} = 13$ TeV [21], and compared with the predictions obtained by an inclusive NLO ME calculated by $\text{mg5}$, interfaced to the UE simulation of Pythia8 with the CUETP8M1, CP2, CP4, and CP5 tunes. Tunes CP1 and CP3 are not shown in the plot but present a similar behaviour as, respectively, tunes CP2 and CP4. The ratios of simulations to the data (MC/Data) are also shown, where the shaded band indicates the total experimental uncertainty of the data. Vertical lines drawn on the data points refer to the total uncertainty in the data. Vertical lines drawn on the MC points refer to the statistical uncertainty in the predictions. Horizontal bars indicate the associated bin width.
Fig. 22 Comparison with the measurement [71,72] of the inclusive jet multiplicity in \( Z + \) jets (upper) and \( W + \) jets (lower) events predicted by \( \text{MG}_{\text{aMC}} + \text{PYTHIA8} \) with \( k_T \)-MLM merging (left) and \( \text{FxFx} \) merging (right) for the different tunes. Tunes CP1 and CP3 are not shown in the plot but present a similar behaviour as, respectively, tunes CP2 and CP4. The ratios of simulations to the data (MC/Data) are also shown, where the shaded band indicates the total experimental uncertainty in the data. Vertical lines drawn on the data points refer to the total uncertainty in the data. Vertical lines drawn on the MC points refer to the statistical uncertainty in the predictions. Horizontal bars indicate the associated bin width.

Measurements, with a similar level of agreement as predictions from tunes using LO PDF sets.

Predictions of the new tunes agree well with the data for MB observables measured at pseudorapidities in the central (\(| \eta | < 2.4 \)) and forward (\( 3.2 < | \eta | < 4.7 \)) regions. The new CMS tunes simultaneously describe the number of charged particles produced in diffractive processes and MB collisions. Neither the new CMS tunes nor the \( \text{CUETP8M1} \) tune describe the very forward region (\( -6.6 < \eta < -5.2 \)) well.

Measurements sensitive to double-parton scattering contributions are reproduced better by predictions using the LO PDF set in the UE simulation, without rapidity ordering of the initial-state shower.

The UE simulation provided by the new tunes can be interfaced to higher-order and multileg matrix element genera-
Fig. 23 Comparison with the measurement [71] of the $p_T$ balance predicted by MG5 $_a$ aMC + PYTHIA8 with $k_T$–MLM merging (left) and FxFx merging (right) for the different tunes for events with at least one jet. Tunes CP1 and CP3 are not shown in the plot but they present a similar behaviour as tunes CP2 and CP4, respectively. The ratios of simulations to the data (MC/Data) are also shown, where the shaded band indicates the total experimental uncertainty in the data. Vertical lines drawn on the data points refer to the total uncertainty in the data. Vertical lines drawn on the MC points refer to the statistical uncertainty in the predictions. Horizontal bars indicate the associated bin width.

Fig. 24 Comparison with the measurement [71] of the $p_T$ (Z) predicted by MG5 $_a$ aMC + PYTHIA8 with $k_T$–MLM merging (left) and FxFx merging (right) for the different tunes. Tunes CP1 and CP3 are not shown in the plot but they present a similar behaviour as tunes CP2 and CP4, respectively. The ratios of simulations to the data (MC/Data) are also shown, where the shaded band indicates the total experimental uncertainty in data. Vertical lines drawn on the data points refer to the total uncertainty in data. Vertical lines drawn on the MC points refer to the statistical uncertainty in the predictions. Horizontal bars indicate the associated bin width.
tors, such as POWHEG and MG5_aMC, without degrading the good description of UE observables. Such predictions also reproduce well observables measured in multijet final states, Drell–Yan, and top quark production processes. The central values of the normalized $t\bar{t}$ cross section in bins of the number of additional jets predicted by POWHEG +PYTHIA8 overestimate the data when a high value of $\alpha^2_{\text{ISR}}(m_Z) \gtrsim 0.130$ is used (CMS PYTHIA8 CP1 and CP2 tunes). Even when $\alpha^2_{\text{ISR}}(m_Z) = 0.118$ is used, the CP4 tune overestimates the data at high jet multiplicities. This is cured by the rapidity ordering of the initial-state shower (CP5 tune). Measurements of azimuthal dijet correlations are also better described when a value of $\alpha^2_{\text{ISR}}(m_Z) = 0.118$ is used in predictions obtained with POWHEG merged with PYTHIA8.

Comparisons with LEP event-shape observables and the distribution of the angle between two groomed subjects ($\Delta R_g$) in $t\bar{t}$ events at the LHC show that in ME-PS merged configurations CMW rescaling is disfavored. It is also found that $\Delta R_g$ is better described by tunes with $\alpha^2_{\text{ISR}}(m_Z)$ higher than $\sim 0.120$ while LEP event-shape observables and UE event observables in $t\bar{t}$ events prefer a central value $\sim 0.120$ [22].

All of the new CMS tunes are supplied with their eigenvalues, which can also be used to determine the uncertainties associated with the theoretical predictions. We show that predictions using the new tunes based on PDFs determined at LO, NLO, and NNLO agree reasonably well with the measurements, and that the new tunes can also be applied to LO and NLO calculations merged with parton showers, multiple-parton interactions, and hadronization.
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### A Tables of tune uncertainties

This section provides the values of the parameters corresponding to the uncertainties when the new CMS PYTHIA8 tunes are used. The tune uncertainty is obtained by extracting the eigentunes, which are defined by a change in the $\chi^2$ of the fit that equals the absolute $\chi^2$ value obtained in the tune. The eigentunes refer to the variations of the tunes along each of the maximally independent directions in the parameter space, obtained by using the covariance matrix in the region of the best tune. The number of directions defined in the parameter space equals the number of free parameters $n$ used in the fit and results into $2^n$ parameter variations, i.e., eigentunes. These variations represent a good set of systematic uncertainties in the given tune.

The estimations of the tune uncertainties, which have $2^n$ parameter variations, i.e., 10 for the new CMS PYTHIA8 tunes, are very time consuming in analyses, since for each variation separate samples must be produced. Therefore, a lower number of variations is preferred. Hence, two variations, one “up” and one “down”, are defined. For the definition of the two variations, predictions using the parameters of the eigentunes are implemented for the UE observables at $\sqrt{s} = 13$ TeV and their differences with respect to the central predictions are added in quadrature. This procedure is applied in each bin and tune uncertainties are estimated without any correlation across the different bins. Positive differences between central predictions and tune variations define the upper edge of the bin-by-bin uncertainty, while negative differences define the lower edge of the bin-by-bin uncertainty. By following the same approach used for the extraction of the central values of the new CMS PYTHIA8 tunes, the upper edge is fitted to obtain the “up variation”, while the “down variation” is obtained by fitting the lower edge. The parameters of the up- and down-variations are listed in Table 6 for the tunes using LO PDF sets, and in Table 7 for the tunes using (N)NLO PDF sets. We checked that for a wide range of MB and UE observables at $\sqrt{s} = 13$ TeV predictions from up- and down-variations, obtained by including the full set of eigenvalues, reproduce well the upper and the lower edge of the predic-

| **Table 6** Parameters of the “up-” and “down-” variation eigentunes for the PYTHIA8 CP1, and CP2 tunes |
|---------------------------|----------------|----------------|----------------|----------------|
| **PYTHIA8 parameter**     | **CP1** | **CP1** | **CP2** | **CP2** |
| **Up**                    | **Down** | **Up**  | **Down** |
| MultipartonInteractions:pT0Ref (GeV) | 2.30  | 2.40  | 2.34  | 2.33  |
| MultipartonInteractions:ecmPow  | 0.15  | 0.15  | 0.14  | 0.14  |
| MultipartonInteractions:coreFraction  | 0.51  | 0.39  | 0.51  | 0.23  |
| MultipartonInteractions:coreRadius       | 0.58  | 0.60  | 0.41  | 0.34  |
| ColourReconnection:range                | 8.31  | 8.50  | 1.46  | 2.56  |

| **Table 7** Parameters of the “up-” and “down-” variation eigentunes for the PYTHIA8 CP3, CP4, and CP5 tunes |
|---------------------------|----------------|----------------|----------------|----------------|
| **PYTHIA8 parameter**     | **CP3** | **CP3** | **CP4** | **CP4** |
| **Up**                    | **Down** | **Up**  | **Down** |
| MultipartonInteractions:pT0Ref (GeV) | 1.48  | 1.54  | 1.48  | 1.54  |
| MultipartonInteractions:ecmPow  | 0.02  | 0.02  | 0.02  | 0.03  |
| MultipartonInteractions:coreFraction  | 0.35  | 0.25  | 0.36  | 0.33  |
| MultipartonInteractions:coreRadius       | 0.49  | 0.35  | 0.58  | 0.57  |
| ColourReconnection:range                | 8.15  | 3.96  | 7.93  | 6.88  |

[Author’s comment: Release and preservation of data used by the CMS Collaboration as the basis for publications is guided by the CMS policy as written in its document “CMS data preservation, re-use and open access policy” (https://cmsdocdb.cern.ch/cgi-bin/PublicDocDB/RetrieveFile?docid=6032&filename=CMSDataPolicyV1.2.pdf&version=2).]
Table 8 The correlation matrix, retrieved when extracting the CP5 tune. This is obtained by evaluating the correlation values of the parameter variations obtained in the eigentunes.

|                  | pT0Ref | ecmPow  | coreFraction | coreRadius | range  |
|------------------|--------|---------|--------------|------------|--------|
| pT0Ref           | 1.00   | -0.21   | -0.19        | -0.19      | 0.15   |
| ecmPow           | -0.21  | 1.00    | 0.30         | 0.69       | -0.21  |
| coreFraction     | -0.19  | 0.30    | 1.00         | 0.32       | -0.64  |
| coreRadius       | -0.19  | 0.69    | 0.32         | 1.00       | -0.52  |
| range            | 0.15   | -0.21   | -0.64        | -0.52      | 1.00   |

Table 9 “Up” and “Down” ISR and FSR variations for CP5 when $\alpha_{ISR}(m_{Z})$ or $\alpha_{FSR}(m_{Z})$ is treated as a free parameter.

| PYTHIA8 parameter | Central | Up | Down | $\chi^2$/dof |
|-------------------|---------|----|------|--------------|
| $\alpha_{ISR}(m_{Z})$ value | 0.121   | 0.128 | 0.114 | 0.75 |
| $\alpha_{FSR}(m_{Z})$ value | 0.119   | 0.122 | 0.115 | 0.78 |

Fig. 25 The variations allowed by the CP5 tune when $\alpha_{ISR}(m_{Z})$ (blue band) and $\alpha_{FSR}(m_{Z})$ (red band) are left free in the fit for charged-particle (left) and charged $p_{T}^{\text{sum}}$ (right) density in the transMIN region at $\sqrt{s} = 13$ TeV. Vertical lines drawn on the data points refer to the total uncertainty in the data. The grey band represents the total UE uncertainty for the tune CP5. Horizontal bars indicate the associated bin width.

Varying the values of the ISR and FSR are also studied, in order to check the consistency of the selected $\alpha_{ISR}(m_{Z})$ and $\alpha_{FSR}(m_{Z})$ values selected for the tunes and to estimate the allowed range of $\alpha_{ISR}(m_{Z})$ and $\alpha_{FSR}(m_{Z})$ values in the PS using the CP5 tune. Starting from tune CP5, the value of $\alpha_{ISR}(m_{Z})$ is fitted to UE observables measured by CMS at $\sqrt{s} = 13$ TeV. The same procedure is repeated when $\alpha_{FSR}(m_{Z})$ is fitted. The parameters obtained from the fits are shown in Table 9, along with the up and down variation. Figure 25 shows the predictions of the CP5 tune, with the corresponding variation bands relative to the UE parameters, and the $\alpha_{ISR}(m_{Z})$ and $\alpha_{FSR}(m_{Z})$ values for the charged-particle and $p_{T}^{\text{sum}}$ densities at $\sqrt{s} = 13$ TeV in the transMIN region.
CMS Collaboration

Yerevan Physics Institute, Yerevan, Armenia
A. M. Sirunyan, A. Tumasyan

Institut für Hochenergiephysik, Wien, Austria
W. Adam, F. Ambroggi, E. Asilar, T. Bergauer, J. Brandstetter, M. Dragicevic, J. Erö, A. Escalante Del Valle, M. Flechl, R. Frühwirth1, V. M. Ghete, J. Hrubec, M. Jeitler1, N. Krammer, I. Krátschmer, D. Liko, T. Madlener, I. Mikulec, N. Rad, H. Rohringer, J. Schieck1, R. Schöfbeck, M. Spanring, D. Spitzbart, W. Waltenberger, J. Wittmann, C.-E. Wulz1, M. Zarucki

Institute for Nuclear Problems, Minsk, Belarus
V. Chekhovsky, V. Mossolov, J. Suarez Gonzalez

Universiteit Antwerpen, Antwerpen, Belgium
E. A. De Wolf, D. Di Cocro, X. Janssen, J. Lauwers, M. Pieters, H. Van Haevermaet, P. Van Mechelen, N. Van Remortel

Vrije Universiteit Brussel, Brussel, Belgium
S. Abu Zeid, F. Blekman, J. D’Hondt, J. De Clercq, K. Deroover, G. Flouris, D. Lontkovskyi, S. Lowette, I. Marchesini, S. Moortgat, L. Moreels, Q. Python, S. Tavernier, W. Van Doninck, P. Van Mulders, I. Van Parijs

Université Libre de Bruxelles, Bruxelles, Belgium
D. Beghin, B. Bilin, H. Brun, B. Clerbaux, G. De Lentdecker, H. Delannoy, B. Dorney, G. Fasanella, L. Favart, R. Goldouzian, A. Grebenyuk, A. K. Kalsi, T. Lenzi, J. Luetic, N. Postiau, E. Starling, L. Thomas, C. Vander Velde, P. Vanlaer, D. Vannerom, Q. Wang

Ghent University, Ghent, Belgium
T. Cornelis, D. Dobur, A. Fagot, M. Gul, I. Khvastunov2, D. Poyraz, C. Roskas, D. Trocino, M. Tytgat, W. Verbeke, B. Vermassen, M. Vit, N. Zaganidis

Université Catholique de Louvain, Louvain-la-Neuve, Belgium
H. Bakhshiansohi, O. Bondu, S. Brochet, G. Bruno, C. Caputo, P. David, C. Delaere, M. Delcourt, A. Giammanco, G. Krintiras, V. Lemaitre, A. Magitteri, K. Piotrzkowski, A. Saggio, M. Vidal Marono, P. Vischia, S. Wertz, J. Zobec

Centro Brasileiro de Pesquisas Fisicas, Rio de Janeiro, Brazil
F. L. Alves, G. A. Alves, M. Correa Martins Junior, G. Correia Silva, C. Hensel, A. Moraes, M. E. Pol, P. Rebello Teles

Universidade do Estado do Rio de Janeiro, Rio de Janeiro, Brazil
E. Belchior Batista Das Chagas, W. Carvalho, J. Chinellato3, E. Coelho, E. M. Da Costa, G. G. Da Silveira4, D. De Jesus Damiao, C. De Oliveira Martins, S. Fonseca De Souza, H. Malbouisson, D. Matos Figueiredo, M. Meio De Almeida, C. Mora Herrera, L. Mundim, H. Nogima, W. L. Prado Da Silva, L. J. Sanchez Rosas, A. Santoro, A. Sznajder, M. Thiel, E. J. Tonelli Manganote3, F. Torres Da Silva De Araujo, A. Vilela Pereira

Universidade Estadual Paulistaa, Universidade Federal do ABCb, São Paulo, Brazil
S. Ahuja3, C. A. Bernardes3, L. Calligaris4, T. R. Fernandez Perez Tomei3, E. M. Gregores4, P. G. Mercadante4, S. F. Novaesa, SandraS. Padulaa

Institute for Nuclear Research and Nuclear Energy, Bulgarian Academy of Sciences, Sofia, Bulgaria
A. Aleksandrov, R. Hadjiiska, P. Iaiydiiev, A. Marinov, M. Misheva, M. Rodozov, M. Shopova, G. Sultanov

University of Sofia, Sofia, Bulgaria
A. Dimitrov, L. Litov, B. Pavlov, P. Petkov

Beihang University, Beijing, China
W. Fang5, X. Gao5, L. Yuan

Institute of High Energy Physics, Beijing, China
M. Ahmad, J. G. Bian, G. M. Chen, H. S. Chen, M. Chen, Y. Chen, C. H. Jiang, D. Leggat, H. Liao, Z. Liu, S. M. Shaheen6, A. Spiezia, J. Tao, Z. Wang, E. Yazgan, H. Zhang, S. Zhang6, J. Zhao

Springer
| Institution Name                                                                 | City, Country          |
|---------------------------------------------------------------------------------|------------------------|
| Institute for Research in Fundamental Sciences (IPM), Tehran, Iran              |                         |
| S. Chenarani, E. Eskandari Tavadi, S. M. Etesami, M. Khakzad, M. Mohammadi Najafabadi, M. Naseri, F. Rezaei Hosseinabadi, B. Safarzadeh, M. Zeinali |
| University College Dublin, Dublin, Ireland                                      |                         |
| M. Felcini, M. Grunewald                                                        |                         |
| INFN Sezione di Bari, Università di Bari, Politecnico di Bari, Bari, Italy      |                         |
| M. Abbrescia, C. Calabria, A. Colaleo, D. Creanza, L. Cristella, N. De Filippis, M. De Palma, A. Di Florio, F. Errico, L. Fiore, A. Gelmi, G. Iaselli, M. Ince, S. Lekzij, G. Maggi, G. Miniello, S. My, S. Nuzzo, A. Pompilli, G. Pugliese, R. Radognà, A. Ranieri, G. Selvaggi, A. Sharma, L. Silvestris, R. Venditti, P. Verwilligen |
| INFN Sezione di Bologna, Università di Bologna, Bologna, Italy                  |                         |
| G. Abbiendi, C. Battilana, D. Bonacorsi, L. Borgonovi, S. Braibant-Giacomelli, R. Campanini, P. Capiluppi, A. Castro, F. R. Cavallo, S. S. Chhibra, G. Codispoti, M. Cuffiani, G. M. Dallavalle, F. Fabbrì, A. Fanfani, E. Fontanesi, P. Giacomelli, C. Grandi, L. Guiducci, F. Iemmi, S. Lo Meo, S. Marcellini, G. Masetti, A. Montanari, F. L. Navarria, A. Perrotta, F. Primavera, A. M. Rossia, T. Rovelli, G. P. Sioli, N. Tosi |
| INFN Sezione di Catania, Università di Catania, Catania, Italy                  |                         |
| S. Albergo, A. Di Mattia, R. Potenza, A. Tricomi, C. Tuve, A. Zito              |                         |
| INFN Sezione di Firenze, Università di Firenze, Firenze, Italy                 |                         |
| G. Barbaglia, K. Chatterjee, V. Ciulli, C. Civinini, R. D’Alessandro, E. Focardi, G. Latino, P. Lenzi, M. Meschini, S. Paoletti, L. Russo, G. Sguazzoni, L. Strom, L. Viliani, L. Benussi, S. Bianco, F. Fabbrì, D. Piccolo |
| INFN Laboratori Nazionali di Frascati, Frascati, Italy                         |                         |
| L. Benussi, S. Bianco, F. Fabbrì, D. Piccolo                                   |                         |
| INFN Sezione di Genova, Università di Genova, Genova, Italy                    |                         |
| F. Ferro, R. Mulargia, E. Robutti, S. Tosi                                    |                         |
| INFN Sezione di Milano-Bicocca, Università di Milano-Bicocca, Milano, Italy    |                         |
| A. Benaglia, A. Beschù, F. Brivio, V. Ciriolo, S. Di Guida, M. E. Dinardo, S. Fiorendi, S. Gennai, A. Ghezzi, P. Govoni, M. Malberti, S. Malvezzi, D. Menasce, D. Monti, L. Moroni, M. Paganoni, D. Pedrini, S. Ragazzi, T. Tabarelli de Fatis, D. Zuolo, A. Benaglia, L. Meola, P. Paolucci, E. Sciaccà, E. Voevodina, A. Azzi, N. Bacchetta, D. Bisello, A. Boletti, A. Bragagnolo, R. Carlin, P. Checchia, M. Dall’Osso, P. De Castro Manzano, T. Dorigo, U. Dosselli, F. Gasparini, U. Gasparini, A. Gozzelino, S. Y. Hoh, S. Lacaparra, L. Lujan, M. Margoni, A. T. Meneguzzo, J. Pazzini, M. Presilla, P. Ronchese, R. Rossini, F. Simonetto, A. Tiko, E. Torassa, M. Tosi, M. Zanetti, P. Zotto, G. Zumerle |
| INFN Sezione di Napoli, Università di Napoli ‘Federico II’, Napoli, Italy, Università della Basilicata, Potenza, Italy, Università G. Marconi, Roma, Italy |                         |
| S. Buontempo, A. De Iorio, A. Di Crescenzo, F. Fabozzi, F. Fienga, G. Galati, A. M. Iorio, L. Lista, P. Paolucci, E. Sciaccà, E. Voevodina, A. Azzi, N. Bacchetta, D. Bisello, A. Boletti, A. Bragagnolo, R. Carlin, P. Checchia, M. Dall’Osso, P. De Castro Manzano, T. Dorigo, U. Dosselli, F. Gasparini, U. Gasparini, A. Gozzelino, S. Y. Hoh, S. Lacaparra, L. Lujan, M. Margoni, A. T. Meneguzzo, J. Pazzini, M. Presilla, P. Ronchese, R. Rossini, F. Simonetto, A. Tiko, E. Torassa, M. Tosi, M. Zanetti, P. Zotto, G. Zumerle, A. Bragagnolo, R. Carlin |
| INFN Sezione di Padova, Università di Padova, Padova, Italy, Università di Trento Trento, Italy |                         |
| P. Azzi, N. Bacchetta, D. Bisello, A. Boletti, A. Bragagnolo, R. Carlin, P. Checchia, M. Dall’Osso, P. De Castro Manzano, T. Dorigo, U. Dosselli, F. Gasparini, U. Gasparini, A. Gozzelino, S. Y. Hoh, S. Lacaparra, L. Lujan, M. Margoni, A. T. Meneguzzo, J. Pazzini, M. Presilla, P. Ronchese, R. Rossini, F. Simonetto, A. Tiko, E. Torassa, M. Tosi, M. Zanetti, P. Zotto, G. Zumerle | A. Braghiere, A. Magnani, P. Montagna, S. P. Ratti, V. Re, M. Ressegotti, C. Riccardi, P. Salvini, I. Vai, P. Vitulori |
| INFN Sezione di Perugia, Università di Perugia, Perugia, Italy                 |                         |
| M. Biasini, G. M. Bilei, C. Cecchi, D. Ciangottini, L. Fanò, P. Lariccia, R. Leonardì, E. Manoni, G. Mantovani, V. Marian, M. Menichelli, A. Rossì, A. Santocchia, D. Spiga |
INFN Sezione di Pisa\textsuperscript{a}, Università di Pisa\textsuperscript{b}, Scuola Normale Superiore di Pisa\textsuperscript{c}, Pisa, Italy
K. Androsov\textsuperscript{d}, P. Azzurri\textsuperscript{a}, G. Bagliesi\textsuperscript{a}, L. Bianchini\textsuperscript{a}, T. Boccali\textsuperscript{a}, L. Borrello, R. Castaldi\textsuperscript{a}, M. A. Ciocci\textsuperscript{a,b}, R. DELL’Orso\textsuperscript{a}, G. Fedi\textsuperscript{a}, F. Fiori\textsuperscript{a,c}, L. Giannini\textsuperscript{a,c}, A. Giassi\textsuperscript{a}, M. T. Gipp\textsuperscript{a}, F. Ligabue\textsuperscript{a,c}, E. Manca\textsuperscript{a,c}, G. MANDORLI\textsuperscript{a,c}, A. Messineo\textsuperscript{a,b}, F. Palla\textsuperscript{a}, A. RIZZI\textsuperscript{a,b}, G. Rolandi\textsuperscript{32}, P. Spagnolo\textsuperscript{a}, R. Tenchini\textsuperscript{a}, G. Tonelli\textsuperscript{a,b}, A. Ventura\textsuperscript{a}, P. G. Verdini\textsuperscript{a}

INFN Sezione di Roma\textsuperscript{a}, Sapienza Università di Roma\textsuperscript{b}, Rome, Italy
L. Barone\textsuperscript{a,b}, F. Cavallari\textsuperscript{a}, M. Cipriani\textsuperscript{a,b}, D. Delprete\textsuperscript{a,b}, E. Di Marco\textsuperscript{a,b}, M. Diemoz\textsuperscript{a}, S. Gelli\textsuperscript{a,b}, E. Longo\textsuperscript{a,b}, B. Marzocchi\textsuperscript{a,b}, P. Meridiani\textsuperscript{a}, G. Organtini\textsuperscript{a,b}, F. Pandolfini\textsuperscript{a}, R. Paramatti\textsuperscript{a,b}, F. Preiato\textsuperscript{a,b}, S. Rahatlou\textsuperscript{a,b}, C. Rovella\textsuperscript{a}, F. Santanastasio\textsuperscript{a,b}

INFN Sezione di Torino\textsuperscript{a}, Università di Torino\textsuperscript{b}, Torino, Italy, Università del Piemonte Orientale\textsuperscript{c}, Novara, Italy
N. Amapane\textsuperscript{a,b}, R. Arcidiacono\textsuperscript{a,c}, S. Arigi\textsuperscript{a,b}, M. Arneodo\textsuperscript{a,c}, N. Bartosik\textsuperscript{a}, R. Bellant\textsuperscript{a}, C. Biino\textsuperscript{a}, A. Cappati\textsuperscript{a,b}, N. Cartiglia\textsuperscript{a}, F. Cenna\textsuperscript{a,b}, S. Cometti\textsuperscript{a}, M. Costa\textsuperscript{a,b}, R. Covarelli\textsuperscript{a,b}, N. Demaria\textsuperscript{a}, B. Kiani\textsuperscript{a,b}, C. Mariotti\textsuperscript{a}, S. Maselli\textsuperscript{a}, E. Migliore\textsuperscript{a,b}, V. Monaco\textsuperscript{a,b}, E. Montei\textsuperscript{a,b}, M. Monteno\textsuperscript{a}, M. M. Obertino\textsuperscript{a,b}, L. Pacher\textsuperscript{a,b}, N. Pastrone\textsuperscript{a}, M. Pelliccioni\textsuperscript{a}, G. L. Pinna Angioni\textsuperscript{a,b}, A. Romero\textsuperscript{a,b}, M. RUSPA\textsuperscript{a,c}, R. Salvatico\textsuperscript{a,b}, K. Shchelina\textsuperscript{a,b}, V. Sola\textsuperscript{a}, A. Solano\textsuperscript{a,b}, D. Soldi\textsuperscript{a,b}, A. STAiano\textsuperscript{a}

INFN Sezione di Trieste\textsuperscript{a}, Università di Trieste\textsuperscript{b}, Trieste, Italy
S. Belforte\textsuperscript{a}, V. Candelise\textsuperscript{a,b}, M. Casarsa\textsuperscript{a}, F. Cossutti\textsuperscript{a}, A. DA Rold\textsuperscript{a,b}, G. Della Rica\textsuperscript{a,b}, F. Vazzoler\textsuperscript{a,b}, A. Zanetti\textsuperscript{a}

Kyungpook National University, Daegu, Korea
D. H. Kim, G. N. Kim, M. S. Kim, J. Lee, S. Lee, S. W. Lee, C. S. Moon, Y. D. Oh, S. I. Pak, S. Sekmen, D. C. Son, Y. C. Yang

Chonnam National University, Institute for Nuclear and Elementary Particles, Kwangju, Korea
H. Kim, D. H. Moon, G. Oh

Hanyang University, Seoul, Korea
B. Francois, J. Goh\textsuperscript{33}, T. J. Kim

Korea University, Seoul, Korea
S. Cho, S. Choi, Y. Go, D. Gyun, S. Ha, B. Hong, Y. Jo, K. Lee, K. S. Lee, S. Lee, J. Lim, S. K. Park, Y. Roh

Sejong University, Seoul, Korea
H. S. Kim

Seoul National University, Seoul, Korea
J. Almond, J. Kim, J. S. Kim, H. Lee, K. Lee, K. Nam, S. B. Oh, B. C. Radburn-Smith, S. H. Seo, U. K. Yang, H. D. Yoo, G. B. Yu

University of Seoul, Seoul, Korea
D. Jeon, H. Kim, J. H. Kim, J. S. H. Lee, I. C. Park

Sungkyunkwan University, Suwon, Korea
Y. Choi, C. Hwang, J. Lee, I. Yu

Vilnius University, Vilnius, Lithuania
V. Dudasen, A. Juodagalvis, J. Vaitkus

National Centre for Particle Physics, Universiti Malaya, Kuala Lumpur, Malaysia
Z. A. Ibrahim, M. A. B. Md Ali\textsuperscript{34}, F. Mohamed Idris\textsuperscript{35}, W. A. T. Wan Abdullah, M. N. Yusli, Z. Zolkapli

Universidad de Sonora (UNISON), Hermosillo, Mexico
J. F. Benitez, A. Castaneda Hernandez, J. A. Murillo Quijada

Centro de Investigacion y de Estudios Avanzados del IPN, Mexico City, Mexico
H. Castilla-Valdez, E. De La Cruz-Burelo, M. C. Duran-Osunta, I. Heredia-De La Cruz\textsuperscript{36}, R. Lopez-Fernandez, J. Mejia Guisao, R. I. Rabadan-Trejo, M. Ramirez-Garcia, G. Ramirez-Sanchez, R. Reyes-Almanza, A. Sanchez-Hernandez
Universität Zürich, Zurich, Switzerland
T. K. Aarrestad, C. Amsler51, D. Brzhechko, M. F. Canelli, A. De Cosa, R. Del Burgo, S. Donato, C. Galloni, T. Hreus, B. Kilminster, S. Leontsinis, I. Neutelings, G. Rauco, P. Robmann, D. Salerno, K. Schweiger, C. Seitz, Y. Takahashi, A. Zucchetta

National Central University, Chung-Li, Taiwan
T. H. Doan, R. Khurana, C. M. Kuo, W. Lin, A. Pozdnyakov, S. S. Yu

National Taiwan University (NTU), Taipei, Taiwan
P. Chang, Y. Chao, K. F. Chen, P. H. Chen, W.-S. Hou, Y. F. Liu, R.-S. Lu, E. Paganis, A. Psallidas, A. Steen

Chulalongkorn University, Faculty of Science, Department of Physics, Bangkok, Thailand
B. Asavapibhop, N. Srimanobhas, N. Suwonjandee

Çukurova University, Physics Department, Science and Art Faculty, Adana, Turkey
A. Bat, F. Boran, S. Cerci52, S. Damarseckin, Z. S. Demiroglu, F. Dolek, C. Dozen, E. Eskut, G. Gokbulut, Y. Guler, E. Gurpinar, I. Hos53, C. Isik, E. E. Kangal54, O. Kara, A. Kayis Topaksu, U. Kiminsu, M. Oglakci, G. Onengut, K. Ozdemir55, A. Polatoz, D. Sunar Cerci52, B. Tali52, U. G. Tok, S. Turkcapar, I. S. Zorbakir, C. Zorbilmez

Middle East Technical University, Physics Department, Ankara, Turkey
B. Isildak36, G. Karapinar57, M. Yalvac, M. Zeyrek

Bogazici University, Istanbul, Turkey
I. O. Atakisi, E. Gülmez, M. Kaya58, O. Kaya59, S. Ozkorucuklu60, S. Tekten, E. A. Yetkin61

Istanbul Technical University, Istanbul, Turkey
M. N. Agaras, A. Cakir, K. Cankocak, Y. Komurcu, S. Sen62

Institute for Scintillation Materials of National Academy of Science of Ukraine, Kharkov, Ukraine
B. Grynyov

National Scientific Center, Kharkov Institute of Physics and Technology, Kharkov, Ukraine
L. Levchuk

University of Bristol, Bristol, UK
F. Ball, J. J. Brooke, D. Burns, E. Clement, D. Cussans, O. Davignon, H. Flacher, J. Goldstein, G. P. Heath, H. F. Heath, L. Kreczko, D. M. Newbold63, S. Paramesvaran, B. Penning, T. Sakuma, D. Smith, V. J. Smith, J. Taylor, A. Titterton

Rutherford Appleton Laboratory, Didcot, UK
K. W. Bell, A. Belyaev64, C. Brew, R. M. Brown, D. Cieri, D. J. A. Cockerill, J. A. Coughlan, K. Harder, S. Harper, J. Linacre, K. Manolopoulos, E. Olaiya, D. Petyt, C. H. Shepherd-Themistocles, A. Thea, I. R. Tomalin, T. Williams, W. J. Womersley

Imperial College, London, UK
R. Bainbridge, P. Bloch, J. Borg, S. Breeze, O. Buchmuller, A. Bundock, D. Colling, P. Dauncey, G. Davies, M. Della Negra, R. Di Maria, G. Hall, G. Iles, T. James, M. Komm, L. Lyons, A.-M. Magnan, S. Malik, A. Martelli, J. Nash65, A. Nikitenko66, V. Palladino, M. Pesaresi, D. M. Raymond, A. Richards, A. Rose, E. Scott, C. Seez, A. Shtipliyski, G. Singh, M. Stoye, T. Strebler, S. Summers, A. Tapper, K. Uchida, T. Virdee17, N. Wardle, D. Winterbottom, S. C. Zenz

Brunel University, Uxbridge, UK
J. E. Cole, P. R. Hobson, A. Khan, P. Kyberd, C. K. Mackay, A. Morton, I. D. Reid, L. Teodorescu, S. Zahid

Baylor University, Waco, USA
K. Call, J. Dittmann, K. Hatakeyama, H. Liu, C. Madrid, B. McMaster, N. Pastika, C. Smith

Catholic University of America, Washington, DC, USA
R. Bartek, A. Dominguez

The University of Alabama, Tuscaloosa, USA
A. Buccilli, S. I. Cooper, C. Henderson, P. Rumerio, C. West
Vanderbilt University, Nashville, USA
S. Greene, A. Gurrola, R. Janjam, W. Johns, C. Maguire, A. Melo, H. Ni, K. Padeken, F. Romeo, J. D. Ruiz Alvarez, P. Sheldon, S. Tuo, J. Velkovska, M. Verweij, Q. Xu

University of Virginia, Charlottesville, USA
M. W. Arenton, P. Barria, B. Cox, R. Hirosky, M. Joyce, A. Ledovskoy, H. Li, C. Neu, T. Sinthuprasith, Y. Wang, E. Wolfe, F. Xia

Wayne State University, Detroit, USA
R. Harr, P. E. Karchin, N. Poudyal, J. Sturdy, P. Thapa, S. Zaleski

University of Wisconsin, Madison, Madison, WI, USA
J. Buchanan, C. Caillol, D. Carlsmith, S. Dasu, J. De Bruyn, L. Dodd, B. Gomber, M. Grothe, M. Herndon, A. Hervé, U. Hussain, P. Klabbers, A. Lanaro, K. Long, R. Loveless, T. Ruggles, A. Savin, V. Sharma, N. Smith, W. H. Smith, N. Woods

† Deceased
1: Also at Vienna University of Technology, Vienna, Austria
2: Also at IRFU, CEA, Université Paris-Saclay, Gif-sur-Yvette, France
3: Also at Universidade Estadual de Campinas, Campinas, Brazil
4: Also at Federal University of Rio Grande do Sul, Porto Alegre, Brazil
5: Also at Université Libre de Bruxelles, Bruxelles, Belgium
6: Also at University of Chinese Academy of Sciences, Beijing, China
7: Also at Institute for Theoretical and Experimental Physics, Moscow, Russia
8: Also at Joint Institute for Nuclear Research, Dubna, Russia
9: Now at Helwan University, Cairo, Egypt
10: Now at Fayoum University, El-Fayoum, Egypt
11: Also at British University in Egypt, Cairo, Egypt
12: Now at Ain Shams University, Cairo, Egypt
13: Also at Department of Physics, King Abdulaziz University, Jeddah, Saudi Arabia
14: Also at Université de Haute Alsace, Mulhouse, France
15: Also at Skobeltsyn Institute of Nuclear Physics, Lomonosov Moscow State University, Moscow, Russia
16: Also at Tbilisi State University, Tbilisi, Georgia
17: Also at CERN, European Organization for Nuclear Research, Geneva, Switzerland
18: Also at RWTH Aachen University, III. Physikalisches Institut A, Aachen, Germany
19: Also at University of Hamburg, Hamburg, Germany
20: Also at Brandenburg University of Technology, Cottbus, Germany
21: Also at Institute of Physics, University of Debrecen, Debrecen, Hungary
22: Also at Institute of Nuclear Research ATOMKI, Debrecen, Hungary
23: Also at MTA-ELTE Lendület CMS Particle and Nuclear Physics Group, Eötvös Loránd University, Budapest, Hungary
24: Also at Indian Institute of Technology Bhubaneswar, Bhubaneswar, India
25: Also at Institute of Physics, Bhubaneswar, India
26: Also at Shoolini University, Solan, India
27: Also at University of Visva-Bharati, Santiniketan, India
28: Also at Isfahan University of Technology, Isfahan, Iran
29: Also at Plasma Physics Research Center, Science and Research Branch, Islamic Azad University, Tehran, Iran
30: Also at Italian National Agency for New Technologies, Energy and Sustainable Economic Development, Bologna, Italy
31: Also at Università degli Studi di Siena, Siena, Italy
32: Also at Scuola Normale e Sezione dell’INFN, Pisa, Italy
33: Also at Kyung Hee University, Department of Physics, Seoul, Korea
34: Also at International Islamic University, of Malaysia, Kuala Lumpur, Malaysia
35: Also at Malaysian Nuclear Agency, MOSTI, Kajang, Malaysia
36: Also at Consejo Nacional de Ciencia y Tecnología, Mexico City, Mexico
37: Also at Warsaw University of Technology, Institute of Electronic Systems, Warsaw, Poland
38: Also at Institute for Nuclear Research, Moscow, Russia
39: Now at National Research Nuclear University ‘Moscow Engineering Physics Institute’ (MEPhI), Moscow, Russia
40: Also at St. Petersburg State Polytechnical University, St. Petersburg, Russia
41: Also at University of Florida, Gainesville, USA
42: Also at P.N. Lebedev Physical Institute, Moscow, Russia
43: Also at California Institute of Technology, Pasadena, USA
44: Also at Budker Institute of Nuclear Physics, Novosibirsk, Russia
45: Also at Faculty of Physics, University of Belgrade, Belgrade, Serbia
46: Also at INFN Sezione di Pavia a, Università di Pavia b, Pavia, Italy
47: Also at University of Belgrade, Belgrade, Serbia
48: Also at National and Kapodistrian University of Athens, Athens, Greece
49: Also at Riga Technical University, Riga, Latvia
50: Also at Universität Zürich, Zurich, Switzerland
51: Also at Stefan Meyer Institute for Subatomic Physics (SMI), Vienna, Austria
52: Also at Adiyaman University, Adiyaman, Turkey
53: Also at Istanbul Aydin University, Istanbul, Turkey
54: Also at Mersin University, Mersin, Turkey
55: Also at Piri Reis University, Istanbul, Turkey
56: Also at Ozyegin University, Istanbul, Turkey
57: Also at Izmir Institute of Technology, Izmir, Turkey
58: Also at Marmara University, Istanbul, Turkey
59: Also at Kafkas University, Kars, Turkey
60: Also at Istanbul University, Istanbul, Turkey
61: Also at Istanbul Bilgi University, Istanbul, Turkey
62: Also at Hacettepe University, Ankara, Turkey
63: Also at Rutherford Appleton Laboratory, Didcot, UK
64: Also at School of Physics and Astronomy, University of Southampton, Southampton, UK
65: Also at Faculty of Science, Monash University, Clayton, Australia
66: Also at Bethel University, St. Paul, USA
67: Also at Karamanoğlu Mehmetbey University, Karaman, Turkey
68: Also at Purdue University, West Lafayette, USA
69: Also at Beykent University, Istanbul, Turkey
70: Also at Bingol University, Bingol, Turkey
71: Also at Sinop University, Sinop, Turkey
72: Also at Mimar Sinan University, Istanbul, Istanbul, Turkey
73: Also at Texas A&M University at Qatar, Doha, Qatar
74: Also at Kyungpook National University, Daegu, Korea
75: Also at University of Hyderabad, Hyderabad, India