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Abstract
We describe the automatic conversion of English Penn Treebank (PTB) annotations into Language Neutral Syntax (LNS) (Campbell and Suzuki, 2002a,b). In this paper, we describe LNS and why it is useful, describe the conversion algorithm, present an evaluation of the conversion, and discuss some uses of the converted annotations and the potential for extending the coverage to other languages. The work described here is in the spirit of other automatic re-annotations of PTB trees (e.g. Frank, 2000 and Meyers, 2001), but differs in the nature of the output.

Introduction
In this paper we describe a method of converting annotated trees in the Penn Treebank (PTB) (Marcus et al., 1993) into Language Neutral Syntax (LNS) representations, a representation system for natural language sentences developed at Microsoft Research (Campbell and Suzuki, 2002a,b).

We begin by giving a brief description of LNS; for a detailed description, please see the references given above. We then describe the conversion method itself, along with an evaluation of the conversion. We then discuss possible uses of the new annotation. We close with a discussion of scalability and possible future work.

Language Neutral Syntax (LNS)
An LNS tree is a representation of a natural language sentence that is semantically motivated and abstract, yet sufficiently concrete to effectively and robustly mediate between languages and between applications. LNS is semantically motivated in that it represents the logical arrangement of the parts of a sentence, normalizing such features as word order, function words and inflectional morphology to a language-neutral form. For example, word order in English might indicate logical scope or grammatical function; in LNS, logical scope is represented explicitly as hierarchical order, and grammatical functions are represented by labels on the arcs connecting nodes to their parents; word order per se is neither present nor represented. Similarly, information carried by inflectional morphology and function words is represented in LNS by separate nodes (e.g. tense, negation), or by binary features (e.g. definiteness, aspect). This results in a very different constituency from what occurs in the PTB representation, one which is less dependent on the particulars of English surface syntax and more reflective of logical relations, including scope and (deep) functional relations, which can be assumed to be more constant from one language to another.

As an example of an LNS tree, consider the (made-up) sentence None of the largest American companies are being audited yet; the LNS of which is given in Figure 1 (some details omitted).

![LNS tree diagram](Figure 1: LNS for the sentence None of the largest American companies are being audited yet.)
The LNS diagram is read as follows. The root is in the upper left; nodes are labeled either NOMINAL, FORMULA, or, in the case of terminal nodes, with a lemma (such as company) or abstract symbol (such as _NEG or _MOST); all node names include an integer index to distinguish it from other nodes of the same label. Arcs connecting nodes to their parent are labeled with a relation type, such as “L_Sub” (logical subject) or “SemHeads” (semantic head). A node may have zero or more binary features, indicated in parentheses to the right.

Comparing the LNS in Figure 1 to the PTB-style tree for the same sentence, shown in Figure 2 (some details omitted), we can use this example to illustrate several features of LNS that distinguish it from a PTB tree, as well as from other logical-form-type representations such as QLF (Alshawi et al., 1991) and F-Structure (Bresnan, 2001). In general, logical relations indicated explicitly in the LNS are indicated either indirectly or not at all in the PTB tree.

At a gross level, the PTB tree for this sentence has a relatively flat NP and a complex, branching VP, while the LNS tree has a complex branching NP and a flat predicate. The PTB annotation for this sentence has a complex VP, due to the presence of two auxiliary verbs, each of which heads its own VP. There is no corresponding complex predicate in the LNS for this sentence: instead, the voice features are propagated from head to parent.

Subsequent processing fleshes out the trees in various ways. For example, some preterminal nodes (such as JJS in Figure 2) have no phrasal node associated with them; these are fleshed out at this stage to ensure that every preterminal which corresponds to an LNS node has a phrasal projection. Also at this stage, complex NPs, including coordinate NPs and compounds, are assigned internal structure.

An LNS node is then created for each node in the PTB tree that is to have a corresponding LNS node. This
includes lexical preterminals and their phrasal projections, but excludes many function words such as articles and auxiliaries. The LNS nodes corresponding to preterminals are labeled with the lemma of the corresponding terminal node. A preliminary dependency structure is stitched together using these newly created nodes, and then the basic grammatical function relations, such as L_Sub and L_Attrib, are assigned, some based on evidence gleaned directly from the semantic role tags of the PTB, as mentioned above.

On a separate pass through the tree (now an intermediate LNS tree), abstract nodes, such as the negative operator _NEG illustrated in Figure 1, are created, and logical operators and modifiers are assigned scope, using functions originally designed to work within the NLPWin analysis system developed at Microsoft Research (Heidorn, 2000). Sentence-level logical operators, including sentential negation and modality operators, are typically assigned scope according to their linear order in the string. Some lexically specific exceptions, for example the fact that negation has scope over the modal in the sequence can not, are handled here as well.

A separate function, incorporating the language-independent algorithm described in Campbell (2002), assigns scope to modifiers within NP. This algorithm takes into account not only linear order, but also modifier type: quantifiers and quantifier-like adjectives are assigned wider scope than comparatives and superlatives, which in turn are assigned wider scope than plain adjectives. Post-modifiers, such as English relative clauses, are typically assigned wider scope than simple, premodifying adjectives. The reader is referred to Campbell (2002) for further details.

**Evaluation**

To evaluate the conversion process, we created a reference set of LNS trees by randomly selecting 108 sentences from section 11 of the PTB, and correcting the converter’s output using a tree manipulation tool. Each tree was then stored as a set of ordered triples, consisting of an LNS node, a relation name, and the LNS node that is the value of that relation. Each node N in the LNS tree is in turn identified as a pair consisting of N’s head word and an integer indicating the number of nodes in the path from the head of N to N, not counting the head itself.

As an example, the triple representing the relationship between NOMINAL2 and FORMULA4 in Figure 1 would be represented as follows:

company-2::L_Attrib::large-1

‘company-2’ indicates the node in the projection path of company that is two levels up the tree; i.e., NOMINAL2; similarly, ‘large-1’ indicates the first projection of large, i.e., FORMULA4. The representation above indicates that these two nodes are in the L_Attrib relation. An LNS tree is uniquely identified by the full set of LNS triples of this sort.

We then ran the sentences through the converter, storing the triples as above, and compared the result to the reference, counting only exact matches as correct. The results are given in Table 1.

| Precision | Recall | F1  |
|-----------|--------|-----|
| 92.4      | 93.7   | 93.0 |

Table 1: Accuracy of conversion from PTB trees to LNS trees, expressed as percentage.

Precision (P) here is the percentage of LNS triples proposed by the converter that are in the reference set for that sentence. Recall (R) is the percentage of LNS triples in the reference set that are proposed for that sentence by the converter; and F1 is balanced f-measure, i.e., 2PR/(P+R).

The figures in Table 1 are understandably high, given that the reference set was constructed by correcting the converter’s output; also, there are aspects of LNS (e.g. features of nodes, long-distance relations among nodes) that are not part of the basic tree, and hence not evaluated in this method. Nevertheless, the results indicate that the conversion is reasonably accurate.

**Uses of the converted Treebank**

Given its language-neutral character, LNS serves as a representation from which other application-specific semantic representations can be derived by language-neutral functions. For example, a dependency graph representing basic predicate-argument structure and other lexical dependencies is derived automatically from LNS by a simple language-independent function; an example is shown in Figure 3.

```
audit1 (+Neg)
  Time  --yet1
    Tsub  --X1
   Tobj  --company1
     LOps  --nonel
       Attrib  --American1
         large1 (+PosSupr)
```

Figure 3: Predicate-argument structure of None of the largest American companies are being audited yet.

Predicate-argument structures, derived from the LNSs produced by NLPWin, are used as the transfer representation in the MSR-MT system (Richardson et al., 2001). Other applications make use of other representations derived from LNS. These include work on extraction of bilingual collocations (Wu and Zhou, 2003), multi-document summarization, automatic quiz generation, sentence classification, and document classification. Currently all these applications use NLPWin to produce the LNS representations from which the application-specific representation is derived; but given the ability to convert any PTB-style trees to LNS, the production of LNS-style annotation is no longer limited to the use of the NLPWin parser.

The ability to produce predicate-argument structures automatically and reliably from the Treebank allows one to evaluate the accuracy of systems that produce such representations.
For example, if an analyzer produces predicate argument structures similar to that shown in Figure 3, one could measure its accuracy by comparing to the structures produced from the Treebank itself.

**Conclusion: Scalability and future work**

Aside from features extracted from a dictionary (e.g., the fact that possessive my is based on the pronoun I, or that the determiner no is negative), the converter makes no mention of specific English words other than (a) determiners and auxiliaries realized in LNS as binary features or abstract (e.g., tense) nodes (e.g., the, be, have), (b) words that are not realized in LNS at all (e.g., pleonastic pronouns, auxiliary do). This fact, together with the language-neutral character of LNS, indicates that the converter can be adapted to other languages for which similar treebanks exist, such as Chinese (Xia et al., 2000), experiments we hope to undertake in the future.

The converter described here allows for the conversion of the entire PTB into LNS, which in turn will permit automatic conversion to semantic representations derived from LNS, such as predicate-argument structure.
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