Ihara Zeta functions of infinite weighted graphs

Antonius Deitmar

Abstract: The theory of Ihara zeta functions is extended to infinite graphs which are weighted and of finite total weight. In this case one gets meromorphic instead of rational functions and the classical determinant formulas of Bass and Ihara hold true with Fredholm determinants.
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Introduction

The Ihara zeta function, introduced by Yasutaka Ihara in the nineteen-sixties [Iha66a, Iha66b] is a zeta function counting prime elements in discrete subgroups of rank one $p$-adic groups. It can be interpreted as a geometric zeta function for the corresponding finite graph, which is a quotient of the Bruhat-Tits building attached to the $p$-adic group [Ser03]. Over time it has been generalized in stages by Hashimoto, Bass and Sunada [HH89, Has89, Has90, Has92, Has93, Bas92, KS00]. Comparisons with number theory can be found in the papers of Stark and Terras [ST96, ST00, TS07]. This zeta function is defined as the product

$$Z(u) = \prod_p (1 - u^{l(p)})^{-1},$$

where $p$ runs through the set of prime cycles in a finite graph $X$. The product, being infinite in general, converges to a rational function, actually the inverse of a polynomial, and satisfies the famous Ihara determinant formula

$$Z(u)^{-1} = \det(1 - uA + u^2Q)(1 - u^2)^{-\chi},$$

where $A$ is the adjacency operator of the graph, $Q+1$ is the valency operator and $\chi$ is the Euler number of the graph. One of the most remarkable features of the Ihara formula is, that in the case of $X = \Gamma \backslash Y$, where $Y$ is the Bruhat-Tits building of a $p$-adic group $G$ and $\Gamma$ is a cocompact arithmetic subgroup of $G$, then the right hand side of the Ihara formula equals the non-trivial part of the Hasse-Weil zeta function of the Shimura curve attached to $\Gamma$, thus establishing the only known link between geometric and arithmetic zeta- or $L$-functions.

In recent years, several authors have asked for a generalization of these zeta functions to infinite graphs. The paper [Sch99] considers the arithmetic situation, where the graph is the union of a compact part and finitely many cusps. The zeta function is defined by plainly ignoring the cusps, so indeed, it is a zeta function of a finite graph. In [CMS01] and [Cla09], the zeta function of a finite graph is generalized to an $L^2$-zeta function where a finite trace on a group von-Neumann algebra is used to define a determinant. In [GZ04], an infinite graph is approximated by finite ones and the zeta function is defined as a suitable limit. In [GIL08a, GIL08b], a relative version of the zeta function is considered on an infinite graph which is acted upon by a group with finite quotient. In [CJK], finally, the idea of the Ihara zeta
function is extended to infinite graphs by counting not all cycles, but only those which pass through a given point.

In this paper, infinite weighted graphs of finite total weight are considered. It is shown that the Euler product of the zeta function converges to a meromorphic function without zeros, i.e., the reciprocal of an entire function. Different known proofs of the Ihara formula in the finite case yield, when appropriately transferred to the infinite weighted case, indeed different results, here labelled as the Ihara-Sunada and the Bass-Ihara formula. It is shown that twisting with local systems yields corresponding L-functions with similar properties. In the case of tree lattices [BL01], it may happen, that geodesics are reversed and so partial backtracking is allowed in the quotient graph. We generalize this to arbitrary partial backtracking and find that the results persist in that case, too.

1 Weighted graphs

Definition 1.1. Let \(X\) be a connected graph. So \(X\) consists of a vertex set \(V \times V = V(X)\) and a set \(E \times E = E(X) \subset P(V \times V)\), whose elements are subsets of \(V \times V\) of order two, called edges of the graph. Two vertices \(x, y\) are called adjacent if \(\{x, y\}\) is an edge. For a vertex \(x\) the valency \(\text{val}(x)\) is the number of edges having \(x\) as an endpoint. It can be infinite, and the graph is called locally finite if the valency is finite for every vertex.

In this paper we will only consider graphs of bounded valency, i.e. graphs \(X\) for which there exists a constant \(M > 0\) such that \(\text{val}(x) \leq M\) holds for ever vertex \(x\).

A path in \(X\) is a sequence of vertices \(p = (x_0, x_1, \ldots, x_n)\) such that for each \(0 \leq j \leq n - 1\) the vertices \(x_j\) and \(x_{j+1}\) are adjacent. The path is closed if \(x_n = x_0\). In that case we define the shifted path \(\tau(p)\) as \((x_1, x_2, \ldots, x_n, x_1)\). The path \(p\) is said to be reduced or have no backtracking, if \(x_{j-1} \neq x_{j+1}\) for every \(1 \leq n \leq n - 1\). A closed path \(p = (x_0, \ldots, x_n)\) is said to have a tail, if \(x_1 = x_{n-1}\). On the set of closed paths, we consider the equivalence relation generated by \(p \sim \tau(p)\). A cycle is an equivalence class consisting of regular paths only. It follows that a path in a cycle has no tail. A cycle is called prime, if it is not a power of a shorter one.
**Definition 1.2.** Let \( \text{OE} = \text{OE}(X) \) denote the set of all oriented edges of \( X \). So each edge in \( EX \) give rise to two elements of \( \text{OE} \). For an oriented edge \( e \) we write \( e^{-1} \) for its reverse.

**Definition 1.3.** Let \( w: \text{OE}(X) \rightarrow (0, \infty) \) be a function, called the weight function. The total weight of the graph \( X \) is defined to be

\[
w(X) = \sum_{e \in \text{OE}} w(e),
\]

and we will assume that it is finite, i.e.,

\[w(X) < \infty.\]

If \( e \in EX \) and \( e_1, e_2 \in \text{OE} \) are the two possible orientations of \( e \), then we write

\[W(e) = w(e_1)w(e_2).\]

For each path \( p = (x_0, \ldots, x_n) \) let

\[w(p) = w(x_0, x_1) \cdots w(x_{n-1}, x_n)\]

be the weight of the path. We then have \( w(e^j) = w(e)^j \) for \( j \in \mathbb{N} \) and the weight does not change under equivalence. The length of a cycle \( c \) is the number of edges and will be denoted by \( l(c) \). We have \( l(e^j) = jl(c) \). A prime cycle is a cycle, which is not a power of a shorter one.

**Definition 1.4.** We define the Ihara zeta function of the weighted graph \( X \) as the infinite product

\[
Z(u) = Z_X(u) = \prod_p \left(1 - w(p)u^{l(p)}\right)^{-1},
\]

the product being extended over all prime cycles in \( X \).

**Definition 1.5.** Let \( \ell^2(\text{OE}) \) be the \( \ell^2 \)-space on the set \( \text{OE} \), which we write as the set of all formal linear combinations \( \sum_{e \in \text{OE}} c_ee \) with \( \sum_{e \in \text{OE}} |c_e|^2 < \infty \). On \( \ell^2(\text{OE}) \) define a linear operator \( T \) by

\[
Te \overset{\text{def}}{=} \sum_{e'} w(e')e',
\]

where the sum runs over all oriented edges \( e' \) such that the origin vertex \( o(e') \) of \( e' \) equals the target vertex \( t(e) \) of \( e \), and \( e' \neq e^{-1} \).
Recall that for a trace class operator $T$ on a Hilbert space the Fredholm determinant is defined by

$$\det(1 - T) = \sum_{k=0}^{\infty} (-1)^k \text{tr} \wedge^k(T).$$

Then $\det(1 - S)(1 - T) = \det(1 - S) \det(1 - T)$ and the function

$$u \mapsto \det(1 - uT)$$

is an entire function with zeros at $1/\lambda$, where $\lambda$ is an eigenvalue of $T$. For small values of $u$, the value $\det(1 - uT)$ is close to one and it satisfies

$$\log \det(1 - uT) = \text{tr} \log(1 - uT) = -\sum_{n=1}^{\infty} \frac{u^n \text{tr} T^n}{n}.$$ 

For this see [Sim05].

**Theorem 1.6.** The operator $T$ is of trace class. The infinite product $Z(u)$ converges for $|u|$ sufficiently small. The limit function extends to a meromorphic function on $\mathbb{C}$ without zeros, more precisely, the function $Z(u)^{-1}$ is entire and satisfies

$$Z(u)^{-1} = \det(1 - uT).$$

In the case of a finite graph with weight one this goes back to an idea of Hashimoto [Has89], which later was refined by Bass [Bas92].

**Proof.** We show that the operator $T$ is of trace class, and for every $n \in \mathbb{N}$ we have

$$\text{tr} T^n = \sum_{l(c)=n} l(c_0) w(c),$$

where the sum runs over all cycles $c$ of length $n$ and $c_0$ is the underlying prime to $c$.

For this we consider the natural orthonormal basis of $l^2(\text{OE})$ given by $(e)_{e \in \text{OE}}$. Using this orthonormal basis, one sees that the trace of $T^n$ is as claimed, once we know that $T$ is of trace class. Let $M$ be an upper bound for the valency of the graph $X$, then one has

$$\sum_{e} ||Te|| \leq M \sum_{e} w(e) < \infty.$$
and hence $T$ is of trace class. For small values of $u$ we have

$$\det(1 - uT) = \exp \left( - \sum_{n=1}^{\infty} \frac{u^n}{n} \text{tr} T^n \right)$$

$$= \exp \left( - \sum_{n=1}^{\infty} \frac{u^n}{n} \sum_{l(c)=n} l(c_0) w(c) \right)$$

$$= \exp \left( - \sum_{c_0} \sum_{m=1}^{\infty} \frac{u^{ml(c_0)}}{m} w(c_0)^m \right)$$

$$= \prod_{c_0} \left( 1 - w(c_0) u^{l(c_0)} \right) = Z(u)^{-1}.$$

This a fortiori also proves the convergence of the product. \qed

## 2 The Ihara-Sunada formula

For $m \in \mathbb{N}$ let

$$N_m = \sum_{\substack{l(p) = m \\
\text{regular, closed no tail}}} w(p)$$

where the sum runs over all regular closed paths without tail.

**Lemma 2.1.** For the zeta function $Z(u)$ we have

$$u \frac{Z'(u)}{Z(u)} = \sum_{m=1}^{\infty} N_m u^m.$$

**Proof.** Taking the logarithm, we get

$$\log Z(u) = \sum_{c_0} \sum_{n=1}^{\infty} \frac{w(c_0)^n}{n} u^{ml(c_0)} = \sum_{c} \frac{w(c) u^{l(c)}}{l(c)} l(c_0),$$

where in the first identity, $c_0$ runs through all prime cycles and in the second, $c$ runs through all cycles where $c_0$ denotes the prime underlying $c$. We take the derivative and multiply by $u$ to get

$$u \frac{Z'(u)}{Z(u)} = \sum_{c} w(c) u^{l(c)} l(c_0).$$
Replacing the sum over all cycles with a sum over all regular closed paths without tails, the factor \( l(c_0) \) drops and we get the claim of the lemma.

We form the \( \ell^2 \)-space \( \ell^2(VX) \) of vertices on which we consider the *adjacency operator* \( A_1 \) defined by

\[
A_1(x) = \sum_{x'} w(x, x') x',
\]

where the sum runs over all vertices \( x' \) adjacent to \( x \). As the weight of \( X \) is finite, the adjacency operator is a bounded operator. For \( m \in \mathbb{N} \) we set

\[
A_m(x) = \sum_{l(p)=m} w(p) x_p,
\]

where the sum extends over all regular paths \( p \) of length \( m \), starting in \( x \), where \( x_p \) denotes the endpoint of the path \( p \). We finally put \( A_0 = \text{Id} \), the identity operator.

Further set \( B_0 = \text{Id} \) and let

\[
B_{2n} x = \sum_{x'} W(x, x')^n x, \quad n \geq 1,
\]

\[
B_{2n+1} x = \sum_{x'} W(x, x')^n w(x, x') x', \quad n \geq 0,
\]

where the sums run over all neighbors \( x' \) of \( x \). Note that \( B_1 = A_1 \).

**Lemma 2.2.** For every \( m \in \mathbb{N} \) we have

\[
\sum_{j=0}^{m} (-1)^j A_{m-j} B_j = 0.
\]

This is equivalent to the identity of operator-valued formal power series:

\[
A(u)B(-u) = 1,
\]

where \( A(u) = \sum_{j=0}^{\infty} u^j A_j \) and \( B(u) = \sum_{j=0}^{\infty} u^j B_j \).

**Proof.** One best thinks of the operator \( A \) as sending potentials from a vertex \( v \) to all its neighbors. Accordingly, \( A_m \) sends potentials along all reduced paths. Finally, \( B_{2n} \) may be viewed as sending potentials to all neighbors and then sending them back, where this process is repeated \( n \)-times. The
operator \( A_{m-1}B_1 \) sends potentials first to all neighbors, then in all directions along reduced paths. Hence

\[
A_{m-1}B_1x = \sum_p w(p)x_p,
\]

where the sum runs over all paths \( p \), starting at \( x \), which can have backtracking at the first step, but not later. Hence \( A_{m-1}B_1 - A_m \) sees only paths which have backtracking at the first step. So this operator coincides with \( A_{m-2}B_2 \) except that the latter also sees paths which also have backtracking at the second step. These, again, are taken care of by \( A_{m-3}B_3 \) up to backtracking at the third step and so on. We end up with

\[
A_{m-1}B_1 - A_m = A_{m-2}B_2 - A_{m-3}B_3 + \cdots \pm B_m
\]

which is equivalent to \( A(u)B(-u) = 1 \).

Let \( Q \) be the operator defined by \( Qx = q(x)x \), where the number of neighbors of the vertex \( x \) is \( q(x) + 1 \). In other words, \( Q + 1 \) is the valency operator.

**Lemma 2.3.** Let \( B_{\text{ev}}(u) = \sum_{j \geq 0} w^j B_j \) and \( B_{\text{odd}}(u) = B(u) - B_{\text{ev}}(u) \). For any vertex \( x \) we have

\[
B_{\text{ev}}(u)x = x + \sum_{x'} \left( \frac{u^2 W(x, x')}{1 - u^2 W(x, x')} \right) x
\]

and

\[
B_{\text{odd}}(u)x = \sum_{x'} \left( \frac{uw(x, x')}{1 - u^2 W(x, x')} \right) x'
\]

**Proof.** A calculation.

**Example 2.4.** In the special case of a finite graph with constant weight \( w = 1 \) we get

\[
B(u) = \frac{1}{1 - u^2}(1 + uA_1 + u^2 Q),
\]

and so

\[
A(u) = (1 - u^2)(1 + uA_1 + u^2 Q)^{-1}.
\]
Back to the general case, for $m, n \geq 1$ define the operator $C_{m,n}$ by

$$C_{m,n}x = \sum_{\substack{l(p)=m \text{ regular} \\ x_0=x}} W(x_0,x_1)^n w(p) x_m,$$

where the sum runs over all paths without of length $m$, starting at $x$. Further, $x_0$ and $x_1$ are the first two vertices of the path $p$ and $x_m$ is the last.

**Lemma 2.5.** $N_0 = N_1 = N_2 = 0$, and for $m \geq 3$ we have

$$N_m = \text{tr} A_m - \sum_{j=1}^{\lfloor \frac{m-1}{2} \rfloor} \text{tr} A_{m-2j} B_{2j} + 2 \sum_{j=1}^{\lfloor \frac{m-1}{2} \rfloor} \text{tr} C_{m-2j,j}.$$

**Proof.** We compute

$$N_m = \sum_{l(p)=m \text{ reg. closed} \\ \text{no tail}} w(p) = \text{tr} A_m - \sum_{l(p)=m \text{ reg. closed} \\ \text{with tail}} w(p)$$

$$= \text{tr} A_m - \text{tr} A_{m-2} B_2 + \sum_{x,x'} W(x,x') \sum_{\substack{l(p)=m-2 \\ \text{reg. closed} \\ x_0=x', x_1=x \\ \text{or} \\ x_{m-3}=x}} w(p).$$

The first sum in the last line ranges over all pairs $x, x'$ of neighbored vertices. The last sum contains those contributions, for which only one of the last two conditions is satisfied. By reversing the path, one condition becomes the other, so that we get

$$\ast = 2 \sum_{x,x'} W(x,x') \sum_{l(p)=m-2 \text{ reg. closed} \\ x_0=x', x_1=x, \text{no tail}} w(p)$$

$$+ \sum_{x,x'} W(x,x') \sum_{l(p)=m-2 \text{ reg. closed} \\ x_0=x', x_1=x, \text{with tail}} w(p)$$

$$= 2 \text{tr} C_{m-2,1} - \sum_{x,x'} W(x,x') \sum_{l(p)=m-2 \text{ reg. closed} \\ x_0=x', x_1=x, \text{with tail}} w(p).$$
In the last sum, the tail can be collapsed again, giving another factor of $W(x, x')$, so that we can write it as $\text{tr} A_{m-4} B_4$ minus a contribution of the form $2 \text{tr} C_{m-4,2}$ plus another sum over paths with tails and so on. We end up with the claim. \hfill \Box

**Proposition 2.6.** Let $C(u) = \sum_{m,n=1}^{\infty} u^{m+2n} C_{m,n}$. Then
\[
\frac{Z'(u)}{Z(u)} = \text{tr} \left[ (A(u) - 1)(2 - B_{ev}(u)) + 2C(u) \right].
\]

**Proof.** This is just a reformulation of Lemma 2.5. \hfill \Box

**Lemma 2.7.** For all $m, n \in \mathbb{N}$ one has
\[
\text{tr} C_{m,n} = \sum_{j=0}^{2n} (-1)^j \text{tr} A_{m+j} B_{2n-j}.
\]

**Proof.** We first show that for $m \geq 3$ we have
\[
\text{tr} C_{m,n} = \text{tr} A_{m-1} B_{2n+1} - \text{tr} A_{m-2} B_{2n+2} + \text{tr} C_{m-2,n+1}. \quad (1)
\]
For this we compute
\[
\text{tr} C_{m,n} = \sum_{x,x'} W(x, x')^n \sum_{\text{regular, closed \ } l(p)=m} w(p)
\]
\[
= \text{tr} A_{m-1} B_{2n+1} - \sum_{x,x'} W(x, x')^n \sum_{\text{regular \ } l(p)=m-1} w(p)
\]
\[
= \text{tr} A_{m-1} B_{2n+1} - \text{tr} A_{m-2} B_{2n+2} + \text{tr} C_{m-2,n+1}.
\]
Replacing $m$ with $m+2$ and $n$ with $n-1$ the equation (1) becomes
\[
\text{tr} C_{m,n} = \text{tr} A_{m} B_{2n} - \text{tr} A_{m+1} B_{2n-1} + \text{tr} C_{m+2,n-1}, \quad (2)
\]
which now holds for all $m \geq 1$. Applying equation (2) to the last summand of itself and repeating this step, one gets
\[
\text{tr} C_{m,n} = \text{tr} A_{m} B_{2n} - \text{tr} A_{m+1} B_{2n-1} + \text{tr} C_{m+2,n-1}
\]
\[
= \text{tr} A_{m} B_{2n} - \text{tr} A_{m+1} B_{2n-1} + \text{tr} A_{m+2} B_{2n-2} - \text{tr} A_{m+3} B_{2n-3} + \text{tr} C_{m+4,n-2}
\]
\[
= \sum_{\nu=0}^{2n} (-1)^j \text{tr} A_{m+j} B_{2n-j}. \quad \Box
\]
We write
\[ A'(u) = \sum_{m=1}^{\infty} mu^{m-1}A_m \]
for the formal derivative of \( A(u) \). For \( m \in \mathbb{N} \) we also write
\[ A_{\geq m}(u) = \sum_{j \geq m} u^j A_j. \]

**Lemma 2.8.** We have
\[ \text{tr} \, C(u) = \text{tr} \left[ \frac{u}{2} A'(u) B(-u) + \frac{1}{2} A_{\text{odd}}(u) B(u) - A(u) + 1 \right]. \]

**Proof.** Using Lemma 2.7 we compute
\[
\text{tr} \, C(u) = \sum_{m,n=1}^{\infty} u^{m+2n} \text{tr} \, C_{m,n}
= \sum_{m,n=1}^{\infty} u^{m+2n} \sum_{j=0}^{2n} (-1)^j \text{tr} \, A_{m+j} B_{2n-j}
= \sum_{m=1}^{\infty} u^m \text{tr} \left[ \left( \sum_{i=0}^{\infty} u^i A_{m+i} \right) \left( \sum_{j=0}^{\infty} (-u)^j B_j \right) \right]^{\text{even}} - u^m \text{tr} \, A_m
= \sum_{m=1}^{\infty} u^m \text{tr} \left[ u^{-m} A_{\geq m}(u) B(-u) \right]^{\text{even}} - u^m \text{tr} \, A_m
= \frac{1}{2} \sum_{m \geq 1} u^m \text{tr} \left( u^{-m} A_{\geq m}(u) B(-u) + (-1)^m u^{-m} A_{\geq m}(-u) B(u) \right)
- \text{tr} \, A_{\geq 1}(u)
= \text{tr} \left[ \frac{1}{2} \sum_{m \geq 1} A_{\geq m}(u) B(-u) + \frac{1}{2} \sum_{m \geq 1} (-1)^m A_{\geq m}(-u) B(u) - A_{\geq 1}(u) \right].
\]

Now note that
\[ \sum_{m=1}^{\infty} A_{\geq m}(u) = \sum_{m=1}^{\infty} mu^m A_m = u A'(u) \]
and

$$\sum_{m \geq 1} (-1)^m A_m(-u) = A_{\text{odd}}(u).$$

The claim follows. \qed

**Lemma 2.9.** We have

$$\frac{Z'}{Z}(u) = \text{tr} \left[ \frac{1}{u} [B_{\text{ev}}(u) - 1] + A'(u)B(-u) \right].$$

**Proof.** We compute

$$-\frac{Z'}{Z}(u) = \text{tr} \left[ \frac{1}{u} A_{\geq 1}(u)(B_{\text{ev}}(u) - 2) - \frac{2}{u} C(u) \right]$$

$$= \text{tr} \left[ \frac{1}{u} A_{\geq 1}(u)(B_{\text{ev}}(u) - 2) \right. \right.$$

$$\left. - A'(u)B(-u) - \frac{1}{u} A_{\text{odd}}(u)B(u) + \frac{2}{u} A_{\geq 1}(u) \right]$$

$$= \text{tr} \left[ \frac{1}{u} A_{\geq 1, \text{ev}}(u)B_{\text{ev}}(u) + \frac{1}{u} A_{\text{odd}}(u)B_{\text{ev}}(u) \right.$$\n
$$- \frac{1}{u} A_{\text{odd}}(u)B_{\text{ev}}(u) - \frac{1}{u} A_{\text{odd}}(u)B_{\text{odd}}(u) - A'(u)B(-u) \right]$$

$$= \text{tr} \left[ \frac{1}{u} (A_{\geq 1}(u)B(-u))^{\text{even}} - A'(u)B(-u) \right].$$

By $A_{\geq 1}(u) = A(u) - 1$ and $A(u)B(-u) = 1$, this implies the claim. \qed

The Fredholm determinant can be extended to be applicable to a formal power series of the form

$$1 + T(u) = 1 + T_1 u + T_2 u^2 + \ldots,$$

where each $T_j$ is a trace class operator on some Hilbert space $H$ by defining

$$\det(1 + T(u)) = \sum_{k=0}^{\infty} (-1)^k \text{tr}^{k} T(u),$$

where $\text{tr}^{k} T(u)$ is considered an element of $\mathcal{T}(\wedge^k H)[[u]]$ and $\mathcal{T}$ being the algebra of trace class operators.
For an oriented edge \( e \in \text{OE}(X) \) write \( o(e) \) for its starting vertex and \( \tau(e) \) for its terminal vertex. Write \( C_0 = \ell^2(V X) \) and \( C_1 = \ell^2(\text{OEX}) \) and let \( \sigma : C_0 \to C_1 \) be defined by
\[
\sigma(x) = \sum_{e : o(e) = x} w(e)e.
\]
Further let \( J : C_1 \to C_1 \) be the weighted flip, i.e.,
\[
J(e) = w(e^{-1})e^{-1},
\]
where \( e^{-1} \) is the reverse of the oriented edge \( e \). For \( n \geq 1 \) one has
\[
B_n = \tau J^{n-1} \sigma
\]
and so
\[
B(u) = 1 + u \tau (1 - uJ)^{-1} \sigma.
\]

**Theorem 2.10** (Ihara-Sunada formula). For weighted graphs, which may be infinite, but have finite total weight, the entire function \( Z(u)^{-1} \) can be written as
\[
Z(u)^{-1} = \det \left( 1 - u \tau (1 + uJ)^{-1} \sigma \right) \prod_{e \in E X} \left( 1 - u^2 W(e) \right),
\]
the product over all edges \( e \) converges to an entire function with zeros at \( \pm 1/\sqrt{W(e)} \), where \( e \) runs through the set of edges.

**Proof.** Using the orthogonal basis of \( V X \) given by the vertices, we compute
\[
\text{tr} \left[ \frac{1}{u} (1 - B_{\text{ev}}(u)) \right] = -\frac{1}{u} \sum_x \sum_{x' \sim x} \left( \frac{1}{1 - u^2 W(x, x')} - 1 \right)
\]
\[
= -\frac{2}{u} \sum_e \frac{u^2 W(e)}{1 - u^2 W(e)}
\]
\[
= \sum_e (\log(1 - u^2 W(e)))'
\]
We integrate this function from zero to \( u \) and take the exponential to get the product
\[
\prod_e \left( 1 - u^2 W(e) \right).
\]
Since \( \sum_e W(e) < \infty \), this product converges everywhere to an entire function. Note that \( B(-u) = A(u)^{-1} \), so the first factor can also be written as \( \det(A(u))^{-1} = \det(B(-u)) \). \( \square \)
Remark. In the special case of a finite graph and weight one these factors are
\[ \det(B(-u)) = \det \left( \frac{1 - uA + u^2Q}{1 - u^2} \right) \]
and
\[ \prod_e (1 - u^2W(e)) = (1 - u^2)^{|EX|}, \]
where \( EX \) is the set of edges. So that in total one gets the classical Ihara formula
\[ Z(u)^{-1} = (1 - u^2)^{-\chi} \det(1 - uA + u^2Q), \]
where \( \chi = |VX| - |EX| \) is the Euler number of the graph, which is \( \leq 0 \) if \( X \) is not a tree.

3 The Bass-Ihara formula

In this section we follow the approch of Bass in \[\text{[Bas92]}\] to the Ihara formula. It turns out that in the case of weighted graphs some natural deformation cannot occur and so Bass’s approach leads to a different kind of determinant formula. The title of this section refers to the fact that Bass’s approach can be viewed as a deformation of the homology complex. Let \( C_0 = \ell^2(VX) \) and \( C_1 = \ell^2(OE(X)) \) and consider the weighted flip \( J(e) = w(e^{-1})e^{-1} \) which maps an oriented edge to its inverse times its weight. Consider also the operator \( \sigma : C_0 \to C_1 \) defined by
\[ \sigma(x) = \sum_{e: e(o(e)) = x} w(e)e. \]

**Theorem 3.1** (Bass-Ihara formula). One has
\[ Z(u)^{-1} = \det \left[ 1 + u \begin{pmatrix} uB_2 - A & u\tau J \\ \sigma & J \end{pmatrix} \right]. \]

**Proof.** We consider the following operators on \( C_0 \oplus C_1 \):
\[ L = \begin{pmatrix} 1 & \tau \\ 0 & 1 - uJ \end{pmatrix}, \quad M = \begin{pmatrix} 1 & \tau \\ u\sigma & 1 + uJ \end{pmatrix}. \]
where one stands for the identity operator on the respective spaces. A computation shows

\[
ML = \begin{pmatrix}
1 & 0 \\
\sigma (1 - uT)(1 - uJ)
\end{pmatrix}
\]

and

\[
LM = 1 + u \begin{pmatrix}
-A & 0 \\
\sigma & 0
\end{pmatrix} + u^2 \begin{pmatrix}
B_2 & \tau J^2 \\
J \sigma & J^2
\end{pmatrix}
= \begin{pmatrix}
1 & 0 \\
1 - uJ
\end{pmatrix} \left[ 1 + u \begin{pmatrix}
uB_2 - A & u\tau J \\
\sigma & J
\end{pmatrix} \right].
\]

As \( \det(LM) = \det(ML) \) we conclude the claim. \( \square \)

4 Twisting with local systems

A local system is the same as a locally constant sheaf. To give a local system of complex vector spaces on \( X \) is the same as giving a finite dimensional representation \( \tau : \Gamma \rightarrow \text{GL}(V) \) of the fundamental group \( \Gamma = \pi_1(X) \), which for this purpose may be defined as the group of deck transformations on the universal covering \( \tilde{X} \). In that case the set \( \Gamma \setminus (\tilde{X} \times V) \) is the total space of the sheaf and sections can be described as maps \( s : \tilde{X} \rightarrow V \) satisfying \( s(\gamma x) = \tau(\gamma)s(x) \) for all \( x \in \tilde{X}, \gamma \in \Gamma \). We will only consider hermitean local systems, which means that we assume a given inner product on \( V \) such that the representation \( \tau \) is unitary.

Fixing a basepoint \( x_0 \in X \), the group \( \Gamma \) can be identified with the fundamental group \( \pi_1(X, x_0) \) at the point \( x_0 \) and every closed path \( p \) in \( X \) defines a conjugacy class \( [\gamma_p] \) in \( \Gamma \). The twisting results in a replacement of the zeta function by a so called L-function which is defined to be

\[
L(\tau, u) \overset{\text{def}}{=} \prod_{[p]} \det \left( 1 - w(p)u^{l(p)}\tau(\gamma_p) \right)^{-1},
\]

The results of the previous section generalize to this situation. One only has to make clear how to interpret the statements. One way to view a hermitean local system on a graph \( \tilde{X} \) is to say that one attaches a hermitean vector space \( V_x \) to every vertex \( x \) and for each pair \( x, x' \) of adjacent vertices one has a unitary operator \( T_{x,x'} : V_x \overset{\sim}{\rightarrow} V_{x'} \), called the transfer operator or
parallel transport. One then defines operators $A$ and $B$ on the Hilbert space of square integrable sections $s$ of the system given by

$$As(x) = \sum_{x'} w(x, x') T_{x',x} s(x'),$$

where the sum runs over all vertices $x'$ adjacent to $x$. For any path $p = (x_0, \ldots, x_n)$ one gets a unitary map $T_p : V_{x_0} \to V_{x_n}$ by composing the local transfer operators. Denote by $p^{-1}$ the path in the opposite direction, so $p^{-1} = (x_n, x_{n-1}, \ldots, x_0)$. One sets

$$A_m s(x) = \sum_{p} w(p) T_{p^{-1}} s(x_p).$$

Let $B_0 = \text{Id}$ and let

$$B_{2n} s(x) = \sum_{x'} W(x, x')^n s(x), \quad n \geq 1,$$

$$B_{2n+1} s(x) = \sum_{x'} W(x, x')^n w(x, x') T_{x',x} s(x'), \quad n \geq 0,$$

where the sums run over all neighbors $x'$ of $x$. Finally let $B(u) = \sum_{j=0}^{\infty} u^j B_j$

The hermitean local system also gives a hermitean vector space $V_e$ for each edge $e$ isomorphism $\tilde{\tau}_e : V_e \overset{\cong}{\to} V_{\tau(e)}$ and $\tilde{\sigma}_e : V_e \overset{\cong}{\to} V_{\sigma(e)}$, as well as $V_e \cong V_{e^{-1}}$, the latter being compatible in the obvious way with the former. Let $C_0$ denote the $\ell^2$-sum of all $V_x$ for $x \in VX$ and let $C_1$ denote the $\ell^2$-sum of all $V_e$ with $e \in \text{OEX}$. Let $\sigma : C_0 \to C_1$ be defined by

$$\sigma(v_x) = \sum_{e : o(e) = x} w(e) \tilde{\sigma}^{-1}(v_x), \quad v_x \in V_x.$$

Further let $J : C_1 \to C_1$ be the weighted flip, i.e.,

$$J(v_e) = w(e^{-1})v_{e^{-1}}, \quad v_e \in V_e,$$

where $e^{-1}$ is the reverse of the oriented edge $e$ and $v_{e^{-1}}$ is the vector naturally identified with $v_e$. For $n \geq 1$ one has

$$B_n = \tau J^{n-1} \sigma$$

and so

$$B(u) = 1 + u \tau (1 - uJ)^{-1} \sigma.$$
Theorem 4.1. The product $L(\tau, u)$ converges for $|u|$ small enough to a meromorphic function such that the reciprocal $L(\tau, u)^{-1}$ is entire. One has

$$Z(u)^{-1} = \det \left(1 - u\tau(1 + uJ)^{-1}\sigma\right) \prod_{e \in \mathcal{E}} (1 - u^2W(e))^{\dim V}.$$ 

Proof. The proof of Theorem 2.10 can be applied. \hfill \Box

5 Partial backtracking

A typical case of a weighted graph as above arises in the theory of reductive groups over local fields and their Bruhat-Tits buildings, see [Ser03, Lub89, Lub91]. So let $k$ be a nonarchimedean local field and consider the group $G = \text{SL}_2(k)$. If $\text{char}(k) > 0$ then there can be a lattice $\Gamma \subset G$ which is not uniform. This means that $\Gamma$ is a discrete subgroup of finite covolume $\text{vol}(\Gamma \backslash G) < \infty$. The Bruhat-Tits building $\mathcal{B}$ is a tree which is acted upon by $G$. The stabilizer of an edge is a compact open subgroup $H$ and the vertices decompose into finitely many $G$-orbits. We are interested in the quotient graph $X = \Gamma \backslash \mathcal{B}$. The fact that $\Gamma$ has finite covolume results in

$$\sum_{e \in \mathcal{E}} \frac{1}{|\Gamma_e|} < \infty,$$

where $|\Gamma_e|$ is the finite number of elements of the $\Gamma$-stabilizer of any preimage $\tilde{e}$ in $\mathcal{B}$ of $e$. So in this case there is a natural weight function $w(e) = 1/|\Gamma_e|$. However, there’s more.

In the case when $X$ is finite and $\Gamma$ is fundamental group, then each cycle defines a unique free homotopy class in $[S^1 : X]$. The latter set can be identified with the conjugacy classes $[\gamma]$ in the group $\Gamma$. This results in a bijection between the set of cycles and the set of non-trivial conjugacy classes in $\Gamma$ which can be understood as follows. Let $c$ be a cycle. Its preimage in the universal covering $\tilde{X} \to X$ consists of a union of infinite regular paths, which are all conjugate to each other under $\Gamma$. Pick one of those $p$, then $p$ maps surjectively onto $c$, so, as $c$ is finite, there exists an element $\gamma \in \Gamma$ which maps $p$ to itself and $c \cong p/\langle \gamma \rangle$. The bijection maps $c$ to the conjugacy class $[\gamma]$ of $\gamma$.

Now back to the case of the quotient of a Bruhat-Tits building by a lattice $\Gamma$. In this case, we consider the projection $\mathcal{B} \to X = \Gamma \backslash \mathcal{B}$. It happens that
an infinite regular path \( p \) in \( B \) is mapped to itself by a member \( \gamma \in \Gamma \) which at the same time fixes a point \( x_0 \) on \( p \). Then \( x_0 \) is either a vertex or the mid-point of an edge. In the latter case, we get a loop on \( X \) which can be removed without changing the zeta function by introducing new vertices of weight one. More interesting things happen when \( x_0 \) is a vertex. Then \( p \) is mapped to a path with backtracking, which is to say, that in order to capture all quotients of infinite paths in \( B \), we have to allow partial backtracking. This means that we have to sign out a set \( \mathcal{E} \) of oriented edges at which to allow backtracking. A path \( p = (x_0, \ldots, x_n) \) in \( X \) is called \( \mathcal{E} \)-regular, if, whenever \( x_{j-1} = x_{j+1} \), then the edge \( (x_{j-1}, x_j) \) belongs to \( \mathcal{E} \). By an \( \mathcal{E} \)-cycle we mean an equivalence class of closed paths consisting of \( \mathcal{E} \)-regular paths only. Then we form the zeta function

\[
Z_{\mathcal{E}}(u) \overset{\text{def}}{=} \prod_p \left( 1 - w(p)u^l(p) \right)^{-1},
\]

where the product runs over all prime \( \mathcal{E} \)-cycles. We first form the operator \( T_{\mathcal{E}} \) on the Hilbert space \( \ell^2(OE) \), given by

\[
T_{\mathcal{E}}e \overset{\text{def}}{=} \sum_{e'} w(e')e',
\]

where this time the sum runs over all oriented edges \( e' \) such that \( o(e') = t(e) \), and \( e' \neq e^{-1} \) unless \( e \in \mathcal{E} \).

**Theorem 5.1.** The operator \( T_{\mathcal{E}} \) is of trace class. The infinite product \( Z_{\mathcal{E}}(u) \) converges for \( |u| \) sufficiently small. The limit function extends to a meromorphic function on \( \mathbb{C} \) without zeros, more precisely, the function \( Z_{\mathcal{E}}(u) \) is entire and satisfies

\[
Z_{\mathcal{E}}(u)^{-1} = \det(1 - uT_{\mathcal{E}}).
\]

**Proof.** Same as the proof of Theorem 1.6 \( \square \)

For \( m \in \mathbb{N} \) we set

\[
A_{\mathcal{E}, m}(x) = \sum_{l(p)=m} w(p)x_p,
\]

where the sum extends over all \( \mathcal{E} \)-regular paths \( p \) of length \( m \), starting in \( x \), where \( x_p \) denotes the endpoint of the path \( p \). Finally we define \( A_{\mathcal{E}, 0} \) to be the Identity operator.
Set $B_{\mathcal{E},0} = \text{Id}$ and let 

$$B_{\mathcal{E},1}x = \sum_{x'} w(x, x') x'$$

$$B_{\mathcal{E},2}x = \sum_{x' \xrightarrow{x'} \notin \mathcal{E}} W(x, x') x$$

$$B_{\mathcal{E},2n+1}x = \sum_{x' \xrightarrow{x'} \notin \mathcal{E}, x' \rightarrow x \notin \mathcal{E}} W(x, x')^n w(x, x') x', \quad n \geq 1,$$

$$B_{\mathcal{E},2n}x = \sum_{x' \xrightarrow{x'} \notin \mathcal{E}, x' \rightarrow x \notin \mathcal{E}} W(x, x')^n x, \quad n \geq 2,$$

where the sums run over all neighbors $x'$ of $x$, leaving out those for which $(x, x')$ or $(x', x)$ belongs to $\mathcal{E}$ as indicated. Finally, let $q_{\mathcal{E}}(x) + 1$ denote the number of neighbors $x'$ of $x$ with $(x, x') \notin \mathcal{E}$ and let $Q_{\mathcal{E}}x = q_{\mathcal{E}}(x)x$.

We also define $J_{\mathcal{E}}$ on $C_1 = \ell^2(OE \times X)$ by

$$J_{\mathcal{E}}(e) = \begin{cases} w(e^{-1})e^{-1} & e \notin \mathcal{E} \text{ and } e^{-1} \notin \mathcal{E}, \\ 0 & \text{otherwise.} \end{cases}$$

Then we have

$$B_{\mathcal{E},m} = \tau J_{\mathcal{E}}^{m-1} \sigma$$

for $m \geq 3$, so that

$$B_{\mathcal{E}}(u) = 1 + uB_{\mathcal{E},1} + u^2 B_{\mathcal{E},3} + u^3 \tau J^2 (1 - uJ)^{-1} \sigma.$$ 

**Lemma 5.2.** We have

$$A_{\mathcal{E}}(u) B_{\mathcal{E}}(-u) = 1,$$

where $A_{\mathcal{E}}(u) = \sum_{j=0}^{\infty} u^j A_{\mathcal{E},j}$ and $B_{\mathcal{E}}(u) = \sum_{j=0}^{\infty} u^j B_{\mathcal{E},j}$.

**Proof.** The proof is a straightforward generalization of the proof of Lemma 2.2. \qed

Let $B_{\mathcal{E},\text{ev}}(u) = \sum_{j \geq 0 \text{ even}} u^j B_{\mathcal{E},j}$ and $B_{\mathcal{E},\text{odd}}(u) = B_{\mathcal{E}}(u) - B_{\mathcal{E},\text{ev}}(u)$. A calcula-
tion shows that
\[ B_{\mathcal{E}, \text{ev}}(u)x = x + \sum_{x \to x' \in \mathcal{E}} \left( \frac{u^2 W(x, x')}{1 - u^2 W(x, x')} \right) x \]
\[ - u^2 \sum_{x \to x' \in \mathcal{E}, x' \to x \in \mathcal{E}} W(x, x')x \]
\[ B_{\mathcal{E}, \text{odd}}(u) = \sum_{x \to x' \in \mathcal{E}, x' \to x \in \mathcal{E}} \left( \frac{uw(x, x')}{1 - u^2 W(x, x')} \right) x' - u \sum_{x \to x' \in \mathcal{E}} w(x, x')x'. \]

As in the beginning of Section 2, for \( m \in \mathbb{N} \) we define
\[ N_{\mathcal{E}, m} = \sum_{l(p) = m} w(p). \]
Here we say that a closed path \( p = (x_0, \ldots, x_n) \) has at most an \( \mathcal{E} \)-regular tail, if
\[ x_0 = x_{n-1} \Rightarrow (x_1, x_0) \in \mathcal{E}. \]
Along the lines of Lemma 2.1 we get
\[ u \frac{Z_{\mathcal{E}}'}{Z_{\mathcal{E}}}(u) = \sum_{m=1}^{\infty} N_{\mathcal{E}, m} u^m. \]

**Lemma 5.3.** With
\[ C_{\mathcal{E}, m, n} x = \sum_{l(p) = m, x_0 = x} W(x_0, x_1)^n w(p)x_m \]
we have \( n_{\mathcal{E}, 0} = N_{\mathcal{E}, 1} = 0 \) and for \( m \geq 2 \),
\[ N_{\mathcal{E}, m} = \text{tr} A_{\mathcal{E}, m} - \sum_{j=1}^{[m-1]} \text{tr} A_{\mathcal{E}, m-2j} B_{\mathcal{E}, 2j} + 2 \sum_{j=1}^{[m-1]} \text{tr} C_{\mathcal{E}, m-2j, j}, \]
which with \( C_{\mathcal{E}}(u) = \sum_{m,n=1}^{\infty} u^{m+2n} C_{m,n} \) can be written as
\[ u \frac{Z_{\mathcal{E}}'}{Z_{\mathcal{E}}}(u) = \text{tr} [A_{\mathcal{E}}(u) - 1)(2 - B_{\mathcal{E}, \text{ev}}(u)) + 2C_{\mathcal{E}}(u)]. \]
We end up with

\[ \frac{Z_E'}{Z_E}(u) = \text{tr} \left( \frac{1}{u} [B_{E,\text{ev}}(u) - 1] + A_E(u) (B_E(-u)) \right). \]

The proof is similar to Lemmas 2.5 to 2.9.

**Definition 5.4.** The set \( E \) of exceptional edges contains oriented edges. Let \( \bar{E} \) denote the image of \( E \) in the set \( EX \) of non-oriented edges. Further let

\[ \alpha = \frac{1}{2} \sum_{x \to x' \notin \bar{E}} w(x, x')^2. \]

**Theorem 5.5.** The entire function \( Z_E(u)^{-1} \) can be written as

\[ Z_E(u)^{-1} = \det (B_E(-u)) \prod_{e \notin \bar{E}} \left( 1 - u^2 W(e) \right) e^{-\alpha u^2}, \]

where the first factor can also be expressed as

\[ \det (B_E(-u)) = \det \left( 1 - u B_{E,1} + u^2 B_{E,s} - u^3 \tau J^2 (1 + uJ)^{-1} \sigma \right). \]

**Proof.** The trace of \( \frac{1}{u} [B_{E,\text{ev}}(u) - 1] \) equals the logarithmic derivative of the infinite product minus \( 2\alpha u \). From this we get the claim up to a constant nonzero factor. Setting \( u = 0 \) shows that the factor is one.
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