Differential rotation in convective envelopes: constraints from eclipsing binaries
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ABSTRACT
Over time, tides synchronize the rotation periods of stars in a binary system to the orbital period. However, if the star exhibits differential rotation, then only a portion of it can rotate at the orbital period, so the rotation period at the surface may not match the orbital period. The difference between the rotation and orbital periods can therefore be used to infer the extent of the differential rotation. We use a simple parametrization of differential rotation in stars with convective envelopes in circular orbits to predict the difference between the surface rotation period and the orbital period. Comparing this parametrization to observed eclipsing binary systems, we find that in the surface convection zones of stars in short-period binaries there is very little radial differential rotation, with $|\frac{\partial}{\partial r} \ln \Omega| < 0.02$. This holds even for longer orbital periods, though it is harder to say which systems are synchronized at long periods, and larger differential rotation is degenerate with asynchronous rotation.
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1 INTRODUCTION
Despite much work there remains significant uncertainty as to the primary location of rotational shear in stars. In particular, whether shear is strongest in radiative or convective regions remains an open question (Cantiello et al. 2014; Kissin & Thompson 2015; Eggenberger, Buldgen & Salmon 2019), and one which has significant consequences for the spin periods of compact objects (Hermes et al. 2017). In the Sun, helioseismic inversions provide a measurement of the shear in the convection zone and place some constraints on the upper parts of the radiative interior, though the rotation of the deep interior remains uncertain (Schou et al. 1998; Antia & Basu 2010).

Eclipsing binary systems provide a precision laboratory for studying stellar structure. Their masses, radii, and orbital parameters may be precisely determined from the timing and depths of the eclipses (Southworth, Maxted & Smalley 2004; Torres, Andersen & Giménez 2010). When combined with models, these data may be used to constrain fundamental parameters of stellar structure and evolution (Claret & Torres 2017).

Such constraints are particularly useful in the domain of angular momentum transport, and a number of efforts have been made to study rotation in eclipsing binary systems. Torres et al. (2010) compared $\sin i$ with its pseudo-synchronization value to find that many close binary systems are indeed (pseudo-)synchronized. Gaulme et al. (2014) combined spot timing with orbital measurements of Kepler eclipsing binaries to constrain synchronization of red giants. More recently, Lurie et al. (2017) used the same kinds of data to infer latitudinal differential rotation in solar-type stars.

If a star is differentially rotating, then not all of the star can be rotating synchronously with its orbit. This is shown schematically in Fig. 1. Some regions must be spinning sub-synchronously, and tides act to spin these up. Likewise, other regions must be spinning supersynchronously; tides act to slow these down. In equilibrium the net torque on the star vanishes, and so the star as a whole can be said to be rotating synchronously with the orbit. This means that in equilibrium the surface of the star is likely not synchronized with the orbit. Rather, the surface is either sub- or supersynchronously, and it is only deeper down that the star corotates with the orbit.

We compute the tidal torque on one component of a binary using a simplified model of its internal rotation profile. Setting the net torque to zero allows us to compute the ratio of the surface rotation period to the orbital period as a function of the differential rotation in the star. Assuming that the differential rotation profile is similar for stars with similar rotation periods, we infer both the radial and latitudinal components of the shear from the sample of Lurie et al. (2017). The stars in this sample are of the right spectral types to have significant outer convection zones. Convection redistributes
Consider a binary system with stars labelled $A$ and $B$ in a circular orbit about one another, as shown in Fig. 2. Fluid elements in star $B$ have position $r_B$ relative to the centre of that star. In the frame co-rotating with the binary orbit the position of a fluid element rotates, such that

$$\frac{dr_B}{dt} = (\Omega - \omega) \hat{z} \times r_B,$$

where $\hat{z}$ is the unit vector along the rotation axis of the star, which we assume to be aligned with the orbital axis, $\Omega$ is the local angular velocity, and $\omega$ is the orbital angular velocity. Note that we assume $\Omega$ to be time-independent for each Lagrangian fluid element, so that $\dot{r}_B(t)$ describes an element undergoing rotation at fixed angular velocity.

The gravitational pull of one of the stars may be expanded about the centre of the other to find the tidal potential. To leading order this is a quadrupole, so in the frame co-rotating with the binary orbit,

$$\delta \Phi_{A\to B} = \frac{GM_A r_B^2}{a^3} Y_{2,0}(\psi, \phi),$$

where $\Phi_{A\to B}$ is the tidal potential felt by star $B$ owing to star $A$, $M_A$ is the mass of star $A$, $a$ is the binary separation, $Y_{2,0}$ are the spherical harmonics, and the angles $\psi$ and $\phi$ are the usual spherical coordinates, referenced to the tidal axis, and are shown in Fig. 3.

In response to the tidal potential star $B$ will form a tidal bulge. The full calculation of the tidal displacement is complicated, and we refer the reader to the more complete treatments of Zahn (1975), Zahn (1977), and Ogilvie (2014). For our purposes it suffices to parametrize the bulge by the displacement field $\xi(r_B)$, which specifies the displacement of a fluid element which would be located at $r_B$ in the absence of the tidal potential. The bulge lags out by an angle $\alpha$ relative to the line joining the two stars.

where $\hat{z}$ is the unit vector along the rotation axis of the star, which we assume to be aligned with the orbital axis, $\Omega$ is the local angular velocity, and $\omega$ is the orbital angular velocity. Note that we assume $\Omega$ to be time-independent for each Lagrangian fluid element, so that $\dot{r}_B(t)$ describes an element undergoing rotation at fixed angular velocity.

The gravitational pull of one of the stars may be expanded about the centre of the other to find the tidal potential. To leading order this is a quadrupole, so in the frame co-rotating with the binary orbit,

$$\delta \Phi_{A\to B} = \frac{GM_A r_B^2}{a^3} Y_{2,0}(\psi, \phi),$$

where $\Phi_{A\to B}$ is the tidal potential felt by star $B$ owing to star $A$, $M_A$ is the mass of star $A$, $a$ is the binary separation, $Y_{2,0}$ are the spherical harmonics, and the angles $\psi$ and $\phi$ are the usual spherical coordinates, referenced to the tidal axis, and are shown in Fig. 3.

In response to the tidal potential star $B$ will form a tidal bulge. The full calculation of the tidal displacement is complicated, and we refer the reader to the more complete treatments of Zahn (1975), Zahn (1977), and Ogilvie (2014). For our purposes it suffices to parametrize the bulge by the displacement field $\xi(r_B)$, which specifies the displacement of a fluid element which would be located at $r_B$ in the absence of the tidal potential, as shown in Fig. 3.

The gravitational pull of one of the stars may be expanded about the centre of the other to find the tidal potential. To leading order this is a quadrupole, so in the frame co-rotating with the binary orbit,

$$\delta \Phi_{A\to B} = \frac{GM_A r_B^2}{a^3} Y_{2,0}(\psi, \phi),$$

where $\Phi_{A\to B}$ is the tidal potential felt by star $B$ owing to star $A$, $M_A$ is the mass of star $A$, $a$ is the binary separation, $Y_{2,0}$ are the spherical harmonics, and the angles $\psi$ and $\phi$ are the usual spherical coordinates, referenced to the tidal axis, and are shown in Fig. 3.

In response to the tidal potential star $B$ will form a tidal bulge. The full calculation of the tidal displacement is complicated, and we refer the reader to the more complete treatments of Zahn (1975), Zahn (1977), and Ogilvie (2014). For our purposes it suffices to parametrize the bulge by the displacement field $\xi(r_B)$, which specifies the displacement of a fluid element which would be located at $r_B$ in the absence of the tidal potential, as shown in Fig. 3.

In hydrostatic equilibrium this bulge would be aligned with the axis between the two stars. We denote this equilibrium tide by $\xi_{eq}$, and note that it obeys

$$\xi_{eq,r} = -\frac{\delta \Phi_{A\to B}}{g},$$

and

$$\nabla \cdot \xi_{eq} = 0,$$

where $g$ is the acceleration due to the gravity of star $B$. Note that because $g$ and $\delta \Phi_{A\to B}$ both vary on the length-scale $r_B$, the non-radial component of the displacement ($\xi_{eq,\perp}$) is of order $\xi_{eq,r}$.

The specific torque on each fluid element is

$$\tau = \xi \times \nabla \delta \Phi_{A\to B}.$$ 

By symmetry the net torque is along $\hat{z}$, so we may write the local contribution to the net torque as

$$\tau \approx \xi_{eq}\nabla \delta \Phi_{A\to B} \approx \frac{\xi_{eq}}{r_B} \frac{\delta \Phi_{A\to B}}{g r_B} \approx \left(\frac{GM_A}{a^3}\right)^2 \frac{r_B^3}{g} \frac{\delta \Phi_{A\to B}}{g r_B}.$$
where we have introduced the lag angle \( \alpha \). In this case the derivation is more

\[ \rho B \]

In the case where \( \alpha \) is only a function of radius and not of latitude or longitude on the star, we may integrate over the whole star to find the net torque,

\[ T = \int r \rho \, d m \approx 4 \pi \xi \left( \frac{GM_1}{a} \right)^2 \int_0^{R_B} \rho a r_B^5 g \, dr_B, \]

where \( \rho \) is the unperturbed density of the material in star \( B \) and \( R_B \)

are uniform along the path that material follows as it rotates. Some algebra then yields the result given by equation (A43), namely

\[ T \propto \xi \int_0^{R_B} \int_0^\pi \int_0^{2\pi} r_B^5 \, d \phi \, d \psi \, \sin \psi \left( \cos \psi \left( \cos \psi - 3 \cos^2 \psi - 3 \cos(2\psi) \sin \psi \right) \right. \]

\[ \left. - \frac{1}{4} \sin^2 \phi \sin \psi \left( 6 \cos \psi + 6 \cos(3\psi) + \sin \psi - 3 \sin(3\psi) \right) \right]. \]

(10)

Because we are interested in the case of synchronous rotation, for which there is no net torque, we have dropped constant factors and all dependence on \( \alpha \), because these are not sensitive to the structure and rotation of star \( B \).

3 LAG ANGLE AND \( Q \)

The lag angle is related to the tidal quality factor \( Q \) by (Goldreich &

\[ |\alpha| \approx \frac{1}{2Q}. \]

(11)

If the orbital frequency \( \omega \) exceeds the stellar spin frequency \( \Omega \) then

the bulge runs ahead of the companion star and \( \alpha > 0 \). Otherwise, the

bulge lags behind the companion star and \( \alpha < 0 \). Hence,

\[ \alpha \approx \frac{\text{sign}(\omega - \Omega)}{2Q}. \]

(12)

The quality factor \( Q \) is the ratio of the energy in the tidal bulge to the energy dissipated over one tidal period. The kinetic energy of the bulge is small relative to its potential energy. The latter vanishes at first order in \( \xi \) has characteristic scale set by the potential \( \Phi_B \) of

star \( B \), and varies over the length-scale \( r_B \), so

\[ E \approx \xi^2 \frac{\Phi_B}{r_B} \approx \xi^2 \frac{g}{r_B}, \]

(13)

where \( g \) is the local acceleration due to the gravity of star \( B \). Turbulent viscosity dissipates energy, so that

\[ \frac{dE}{dt} \approx \xi \left( \nabla \cdot \nabla \xi \right) \approx \xi^2 \left| \omega - \Omega \right| \frac{V_c}{r_B}. \]

(14)

where \( V_c \) is the turbulent convective velocity (Goldreich &

Nicholson 1977) and we have approximated time derivatives as producing factors of the tidal frequency and spatial derivatives as producing factors of \( r_B^{-1} \). With this we find (Hubbard 1974),

\[ Q \approx \frac{E|\omega - \Omega|}{dE/dt} \approx \frac{g r_B}{|\omega - \Omega| V_c}. \]

(15)

The turbulent viscosity may be estimated as

\[ V_c \approx \frac{h U_c}{1 + (\omega - \Omega)^2}, \]

(16)

where \( h \) is the pressure scale-height and \( U_c \) is the convective velocity.

The systems of interest are nearly synchronous, so \( |\omega - \Omega| \ll \omega \).

Moreover, because of the factor of \( r_B^5 / g \) in equation (10), the tidal

torque is dominated by the outermost regions of the star. These are

the ones which undergo the fastest convection, and for all of the

systems we shall examine these regions have \( u_c h > \omega \gg |\omega - \Omega| \).

Hence, we may simplify equation (16) to just

\[ V_c \approx h U_c. \]

(17)
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and thereby find
\[ \alpha \propto (\omega - \Omega) \frac{h, c}{g r}. \] (18)

Putting it all together and requiring a zero net tidal torque we find

\[
0 = \int_0^R dR' \int_0^\pi \sin \psi \int_0^{2\pi} d\phi (\omega - \Omega) h u, \rho R' \frac{r_d}{g^2} \left[ \cos \psi (\cos \psi - 3 \cos^3 \psi - 3 \cos(2\psi) \sin \psi) \right. \\
- \left. \frac{1}{4} \sin^2 \phi \sin \psi (6 \cos \psi + 6 \cos(3\psi) + \sin \psi - 3 \sin(3\psi)) \right].
\] (19)

Because \( h, \rho, \) and \( u \) are thermodynamic properties of the star, they are principally functions of \( r \). Likewise, \( g \) is nearly dependent on \( \psi \) and \( \phi \). So our synchronization criterion becomes

\[
0 = \int_0^R dR' \int_0^\pi \sin \psi \int_0^{2\pi} d\phi (\omega - \Omega) \left[ \cos \psi (\cos \psi - 3 \cos^3 \psi - 3 \cos(2\psi) \sin \psi) \right. \\
- \left. \frac{1}{4} \sin^2 \phi \sin \psi (6 \cos \psi + 6 \cos(3\psi) + \sin \psi - 3 \sin(3\psi)) \right].
\] (20)

In order for equation (20) to hold it must be that some parts of the star are rotating at supersynchronous rates, while others are rotating sub-synchronously. There must then be angular momentum transported within the star to ensure local angular momentum equilibrium, as shown in Fig. 1. This is readily achieved: angular momentum is transported by the convection zone on a time-scale of \( h u, \) which is much faster than the synchronization time, so the star is in angular momentum equilibrium.

For the same reason we do not need to worry about the rotation profile of the star being different from that of a single star: convective angular momentum transport acts so much faster than tidal torques that the profile should be nearly the same as that in the absence of tides. As such tides only affect the total angular momentum, not its distribution within the convection zone.

4 ROTATION PROFILE

Using equation (20) combined with a prescription for the spatial variation of \( \Omega \), we may relate the surface rotation rate to the orbital frequency. For this we choose a simple profile of the form

\[ \Omega(r, \theta) = \Omega_0 \left( \frac{r}{R_r} \right)^{\beta} (1 + c_2 P_2(\cos \theta)), \] (21)

where \( \Omega_0 \) sets the overall scale of the rotation, the first factor controls the radial shear and the second controls the latitudinal component. Here \( \theta \) is the angle from the stellar rotation axis, which is related to \( \psi \) and \( \phi \) by

\[ \cos \theta = \sin \psi \cos \phi. \] (22)

The radial dependence of this model is inspired by various theoretical arguments suggesting that rotation in convection zones ought to behave as a power law in radius (Lesaffre et al. 2013; Kissin & Thompson 2015).\(^1\) Neglecting the tidal perturbation, the angular dependence of \( \Omega \) is just the leading order term which is consistent with all of the symmetries of a rotating star.\(^2\) This form is also consistent with theoretical predictions (Kitchatinov & Rüdiger 1999) as well as helioseismic inversions (Schou et al. 1998; Antia & Basu 2010).

The solar rotation profile provides a natural test of this prescription. A helioseismic inversion of the rotation profile in the solar convection zone was obtained from Antia & Chitre (private communication), corresponding to that appearing in Antia, Basu & Chitre (2008). Equation (21) was fit to the solar profile by minimizing the volume-weighted squared difference in \( \Omega \). The result is shown in Fig. 4. The best-fitting parameters are \( \beta = 0.03 \), \( c_2 = -0.18 \), and \( \Omega_0 = 1.004 \Omega_0 \), which result in a root-mean-squared error of 1 per cent. Except near the poles the fit is very good, with residuals less than 3 per cent. Toward the poles the fit worsens, but neither the tides nor star-spots are expected to be sensitive to that region, and that is the region where the helioseismic inversion is most uncertain.

Inserting equation (21) into equation (20) and performing the integration over \( \psi \) and \( \phi \) we find

\[ \frac{\alpha}{\Omega_0} = k_*(\beta) \left( 1 - \frac{2}{\gamma c_2} \right), \] (23)

where

\[ k_*(\beta) \equiv \int_0^R \int_0^\pi \frac{r^{\beta+1}}{\beta} \rho h u, dR d\psi \int_0^{2\pi} d\phi (\omega - \Omega) \] (24)

is a function only of \( \beta \) and the structure of the star. For simplicity, we treat \( \gamma \propto r^{-2} \), having already made this approximation in deriving the tidal torque, and obtain

\[ k_*(\beta) \equiv \int_0^R \int_0^\pi \frac{r^{\beta+1}}{\beta} \rho h u, dR d\psi. \] (25)

The surface rotation rates in our sample come from spot measurements. Assuming a typical spot latitude of 30°, the surface rotation rate at the spot is

\[ \Omega_s = \Omega_0 \left[ 1 + c_2 P_2 \left( \cos \frac{\pi}{6} \right) \right] \] (26)

\[ = \Omega_0 \left( 1 + \frac{5}{3} c_2 \right). \] (27)

So

\[ \frac{\Omega_s}{\omega} \approx k_*(\beta) \frac{1 + \frac{5}{3} c_2}{1 - \frac{1}{3} c_2}. \] (28)

5 DATA

We obtained rotation periods and orbital periods for 816 Kepler eclipsing binary systems from Lurie et al. (2017). We excluded triple-star systems from these samples using the catalogues of Rappaport et al. (2013) and Borkovits et al. (2016). We further exclude the ‘false positive’ systems described by Borkovits et al. (2016) because, despite not being triple systems, these have unusual light curves which could interfere with the inference of rotation periods.

Using equations (1) and (2) of Lurie et al. (2017) as well as eclipse timing from the Kepler Eclipsing Binary catalogue (Matijević et al. factors. We have already included the lowest order non-vanishing spherical harmonic contribution, so we neglect these additional factors.

\(^1\)For simplicity we have treated this as a spherical radial dependence. Changing to a cylindrical dependence would only introduce new latitudinal dependence of \( \Omega \) which is consistent with all of the symmetries of a rotating star.\(^2\) This neglect is justified if the tidal torque does not significantly change the rotation rate over one orbit, which is generally the case.
Figure 4. (Top) The rotation profile of the solar convection zone from Antia et al. (2008), normalized to the volume-averaged solar rotation rate. (Middle) The rotation profile in equation (21) fitted to the solar profile. (Bottom) The residuals between the data and the fit. The angle labels mark latitude. The best-fitting parameters are $\beta = 0.03$, $c_2 = -0.18$, and $\Omega_\odot = 1.004 \Omega_\odot$.

2012; Conroy et al. 2014; LaCourse et al. 2015; Abdul-Masih et al. 2016), we estimated the eccentricities of this sample and excluded all systems with $e > 0.1$. This ensures that the synchronous rotation rate in the absence of differential rotation is close to the orbital period for all remaining systems.

Figure 5. The ratio of the surface rotation rate to the orbital rotation rate, $k_\star(\beta)$, is shown as a function of radial shear $\beta$ for main-sequence stellar models with masses of 0.7, 0.8, 0.9, 1.0, 1.1, and 1.2 $M_\odot$.

6 STELLAR MODELS

Following Lurie et al. (2017), we assume that our sample is mostly comprised of main-sequence stars. We evaluated $k_\star(\beta)$ for several main-sequence stellar models from 0.7 $M_\odot$ to 1.2 $M_\odot$. We treat the lag angle as zero in radiative zones and so only integrate over the convection zones. Fig. 5 shows $k_\star(\beta)$ computed for main-sequence stellar models with masses of 0.7, 0.8, 0.9, 1.0, 1.1, and 1.2 $M_\odot$, as well as a 1 $M_\odot$ red giant at an age of 12 Gyr. The variation in $k_\star$ with $\beta$ becomes larger as the convection zone deepens. This is because $r$ varies more over a deeper convection zone, so the effect of the power-law profile is larger.

Note that $k_\star$ is not sensitive to the overall scale of the stellar radius, mass, or temperature, though it is sensitive to the relative profiles of these. Hence, for stars with similar structures $k_\star$ ought to be similar. Moreover, the overall dynamic range is small, so it suffices to use just our representative sample of stellar models. The stars in our sample are mostly solar-type, so for each star we use $k_\star(\beta)$ computed using the main-sequence model which most closely matches the $T_{\text{eff}}$ of that star. We use the median $T_{\text{eff}}$ reported in the Kepler eclipsing binary catalogue for each star.

These calculations used revision 11 701 of the Modules for Experiments in Stellar Astrophysics (MESA Paxton et al. 2011, 2013, 2015, 2018, 2019). Details of the microphysical inputs are given in Appendix B. Models were created on the main sequence and evolved from there. All other parameter Zooeno.org rs were set to their default values. In particular, no convective overshoot was used, and a simple atmospheric boundary condition approximating optical depth $\tau = 2/3$ was used. The inlists, processing scripts, and model output are available at Zooeno.org.

7 INFERENCE

The data provide access to $P_{\text{orb}}/P_{\star}$. Our aim is to infer $\beta$ and $c_2$. Unfortunately, these are degenerate, so we cannot infer them both, or indeed either, without more information.

3This is also justified if there is minimal shear in radiative zones. Some observations point in this direction, for example Li et al. (2019) find minimal differential rotation in the radiative zones of six $\gamma$ Doradus stars.
Fortunately Lurie et al. (2017, fig. 12) infer $|c_2|$ from the existence of multiple peaks in the periodograms of many stars in their sample. The data appear to follow a rough power-law trend in period. That is, we suggest that their data may be modelled by

$$|c_2| \propto \left( \frac{P_s}{10 \text{d}} \right)^{\gamma},$$

(29)

where $\gamma$ is of order 1. This dependence on period lifts the degeneracy and makes it possible to infer $\beta$, though at the cost that the data are not as informative about $c_2$.

Inspired by equation (29), we perform our inference assuming that

$$c_2 = \lambda \left( \frac{P_s}{10 \text{d}} \right)^{\gamma},$$

(30)

where $\lambda$ and $\gamma$ are taken to be universal across systems. This is a simplification, and in particular neglects the possibility that the shear shifts from being solar to antisolar, but it allows us to approximately infer $c_2$ on average across systems. Moreover, it allows us to infer $\beta$ in a way that accounts for the average effect of latitudinal differential rotation. Note that with this parametrization $\lambda < 0$ corresponds to solar-type latitudinal differential rotation and $\lambda > 0$ to antisolar differential rotation.

We take $\omega$ to be known, as the errors on the binary periods are tiny. We take $\Omega_2$ to be lognormally distributed with variance $\sigma$, which is a model parameter we assume to be universal across all systems in our sample. Our likelihood function is then just the lognormal likelihood distribution of $\Omega_2/\Omega_1 = P_{orb}/P_s$, and our model is equation (28) combined with equation (30).

We exclude scenarios with extremely strong latitudinal differential rotation, specifically $c_2 < -8/5$ or $c_2 > 7/2$, because in these scenarios equation (28) predicts $P_{orb}/P_s < 0$, which seems highly unlikely. Our prior is uniform in $\beta$ on $[-3, 3]$ because there are neither theoretical expectations nor observational indications of stronger radial shear than the extremes of this window. Similarly, our prior is uniform in $\gamma$ on $[-2, 2]$ because this encompasses all observational indications of which we are aware, and we are not aware of theoretical reasons for a more extreme radial variation of the latitudinal shear. Our prior is uniform in $\lambda$ on $[-1, 1]$ because latitudinal shear greater than unity is not expected nor has this been observed to our knowledge. Finally, we take our prior over $\sigma$ to be uniform in $[0, 1]$ because the uncertainty in a period measurement cannot be negative, and $\sigma = 1$ corresponds to 100 per cent uncertainty, which is much greater than the reported observational uncertainties where available. As we shall see none of our parameters exhibit significant posterior probability mass near the boundaries of these prior windows except where such boundaries are logically necessary (e.g. $\sigma > 0$) or where the parameter is very weakly constrained, so it is unlikely that the data favour a region of parameter space outside of our prior.

To study the dependence of differential rotation on rotation rate, as well as to cleanly separate the systems which are likely synchronous from those which may not be, we inferred the posterior distribution for $(\lambda, \beta, \gamma, \sigma)$ on five different period ranges:

- (i) $P_{orb} \in [0, 50]$d,
- (ii) $P_{orb} \in [0, 2]$d,
- (iii) $P_{orb} \in [2, 6]$d,
- (iv) $P_{orb} \in [6, 10]$d,
- (v) $P_{orb} \in [10, 50]$d.

This allows us to explore, for instance, if the preferred sign of $\lambda$ is different for different period windows. For each of these we performed the inference twice. The first time was as described above. The second time we accounted for the possibility of outliers or systems which have been misclassified by assigning each system a prior probability of being an outlier and hence not subject to our model. This probability was set to $10^{-6}$, which places an effective floor of $10^{-6}$ on the likelihood of individual observations. Finally, to check for trends with stellar mass we also performed each of these inferences on two subsets of the data: those with $M \leq 0.9 M_\odot$ and those with $M > 0.9 M_\odot$.

Data were processed in the PYTHON programming language (Rossum 1995) with the NUMPY software package (Oliphant 2006). Posterior sampling was done using the Nested Sampling algorithm (Higson et al. 2017) as implemented in the DYNESTY software package (Speagle 2019). Figures were made with the MATTPLTIB (Hunter 2007) and CORNER (Foreman-Mackey 2016) plotting packages.

8 RESULTS

The results of our inference procedure are summarized in Table 1. These exclude the inferences done on the subsets of our data with $M \leq 0.9 M_\odot$ and $M > 0.9 M_\odot$ because most of these did not show any significant differences in posterior distributions from one another. The cases which do show a difference are discussed in Section 8.4 and shown in Table 2.

An immediate conclusion from Table 1 is that there are indeed outliers in our sample. This follows because the models which exclude outliers favour much smaller $\sigma$ values than those which do not, and that at short periods the former typically favour rotation period errors consistent with the $\sim 7$ per cent reported by Ceillier et al. (2017) from measurements of star-spots on giants.

8.1 Outliers

To better understand which objects our methods label as outliers consider Fig. 6, which shows our analysis of all systems with periods less than 50d. The systems automatically identified as outliers are shown in grey. The bulk of the sample is not labelled as outliers, and the systems which are those with either strongly supersynchronous rotation or the handful at strongly sub-synchronous rotation. That is, there seems to be a clear distinction between the bulk of the systems and the outliers, which suggests that the outliers do not reflect the same population as the bulk.

To test our outlier identification, we compared the outliers identified in Fig. 6 with that identified by a fit on those systems with orbital periods between 2d and 6d. Both the analysis of the full sample and the restricted subset identified the same outliers, suggesting that the outlier identification is robust to the details of the data.

We now focus on just the fits which exclude outliers. The results of the remaining fits are presented in Appendix C (Figures C1-C8).

8.2 $P_{orb} < 2d$

Fig. 7 shows the ratio of $P_{orb}$ to $P_s$ as a function of $P_{orb}$ for those systems with $P_{orb} < 2d$, along with our model for the median parameters fit to these systems. There are three outliers with significantly sub-synchronous rotation. Neglecting those data are tightly clustered about the fit line. Note the scale of the vertical axis: these systems all have orbital periods within 2.5 per cent of their rotation periods. Compared with the large range of period ratios in Fig. 5, this is an extremely narrow window around what we expect.
Table 1. Results are shown for the inference procedures described in Section 7, excluding the mass subset procedure. Values of inferred parameters are posterior medians. Confidence intervals are 68 per cent (1 - σ) and 95 per cent (2 - σ) bounds. The full table, including the mass results subset, is available in the Supporting Information and at Zenodo.org.

| $P_{\text{orb,min}}$ | $P_{\text{orb,max}}$ | Outliers excluded? | $\beta$ | $\beta_{1-\sigma}$ | $\beta_{2-\sigma}$ | $\lambda$ | $\lambda_{1-\sigma}$ | $\lambda_{2-\sigma}$ | $\gamma$ | $\gamma_{1-\sigma}$ | $\gamma_{2-\sigma}$ | $\sigma$ | $\sigma_{1-\sigma}$ | $\sigma_{2-\sigma}$ | $\text{Rotation period uncertainty}$ |
|----------------------|----------------------|-------------------|---------|-----------------|-----------------|---------|-----------------|-----------------|---------|-----------------|-----------------|---------|-----------------|-----------------|---------------------|
| 0                    | 50                   | No                | -0.472  | 0.037           | 0.047           | 0.115  | 0.197           | 0.573           | 1.408  | 1.891           | 0.325           | 0.339  | 0.352           | 0.477           | 0.428               |
| 0                    | 2                    | No                | -0.425  | 0.016           | 0.041           | 0.006  | 0.009           | 1.088           | 1.607  | 1.954           | 0.194           | 0.516  | 0.559           | 0.442           | 0.412               |
| 2                    | 6                    | Yes               | 0.152   | -0.623          | -0.105          | 0.051  | 0.126           | 0.428           | 0.525  | 0.629           | 0.085           | 0.078  | 0.075           | 0.082           | 0.078               |
| 2                    | 2                    | Yes               | -0.000  | -0.010          | -0.079          | 0.014  | 0.028           | 1.571           | 1.803  | 1.987           | 0.008           | 0.009  | 0.010           | 0.008           | 0.007               |
| 6                    | 10                   | Yes               | 0.066   | 0.677           | -0.205          | 0.084  | 0.147           | 1.570           | 1.878  | 1.983           | 0.008           | 0.010  | 0.012           | 0.036           | 0.034               |
| 10                   | 50                   | Yes               | 0.264   | -0.778          | -0.161          | 0.167  | 0.273           | 1.571           | 1.803  | 1.987           | 0.008           | 0.009  | 0.010           | 0.008           | 0.007               |

Table 2. Results are shown for the inference procedures described in Section 7 with outliers excluded and periods restricted to less than 10 d. Values of inferred parameters are posterior medians. Confidence intervals are 68 per cent (1 - σ) and 95 per cent (2 - σ) bounds.

| $P_{\text{orb,min}}$ | $P_{\text{orb,max}}$ | Mass selection | $\beta$ | $\beta_{1-\sigma}$ | $\beta_{2-\sigma}$ | $\lambda$ | $\lambda_{1-\sigma}$ | $\lambda_{2-\sigma}$ | $\gamma$ | $\gamma_{1-\sigma}$ | $\gamma_{2-\sigma}$ | $\sigma$ | $\sigma_{1-\sigma}$ | $\sigma_{2-\sigma}$ | $\text{Rotation period uncertainty}$ |
|----------------------|----------------------|----------------|---------|-----------------|-----------------|---------|-----------------|-----------------|---------|-----------------|-----------------|---------|-----------------|-----------------|---------------------|
| 0                    | 2                    | $\leq0.9 M_\odot$ | -0.014  | 0.014           | 0.092           | 0.211  | 0.368           | 1.270           | 1.816  | 1.971           | 0.007           | 0.008  | 0.009           | 0.008           | 0.007               |
| 0                    | 2                    | $>0.9 M_\odot$   | 0.007   | 0.014           | 0.092           | 0.211  | 0.368           | 1.270           | 1.816  | 1.971           | 0.007           | 0.008  | 0.009           | 0.008           | 0.007               |
| 2                    | 6                    | $\leq0.9 M_\odot$ | -1.291  | 0.409           | 0.236           | 0.490  | 0.634           | -0.149          | -0.275  | -0.561         | 0.044           | 0.049  | 0.055           | 0.036           | 0.036               |
| 2                    | 6                    | $>0.9 M_\odot$   | 0.109   | 0.014           | 0.092           | 0.211  | 0.368           | 1.270           | 1.816  | 1.971           | 0.007           | 0.008  | 0.009           | 0.008           | 0.007               |
| 6                    | 10                   | $\leq0.9 M_\odot$ | -0.261  | 0.014           | -0.079          | 0.014  | 0.028           | 1.573           | 1.894  | 1.986           | 0.010           | 0.011  | 0.013           | 0.009           | 0.008               |
| 6                    | 10                   | $>0.9 M_\odot$   | 0.684   | 0.014           | 0.092           | 0.211  | 0.368           | 1.270           | 1.816  | 1.971           | 0.007           | 0.008  | 0.009           | 0.008           | 0.007               |

for systems without differential rotation. This sharp distribution allows us to place significant constraints on the shear present in these systems.

The 2D marginalized posterior distribution is shown in Fig. 8. The preferred uncertainty (σ) on the data is low, suggesting that the data are consistent with the model, have minimal intrinsic scatter, and have small observational uncertainties.

The distribution of the radial shear $\beta$ is tightly peaked near $\beta = 0$, corresponding to no or minimal radial differential rotation. The preferred latitudinal differential rotation is small and anti-solar, with $\lambda > 0$. This is in tension with what is seen in global 3D hydrodynamical convection simulations (Guerrero et al. 2013; Gastine et al. 2014), where at such short periods the rotation becomes solar-like.

Note that the scaling of this with period, parametrized by $\gamma$, is consistent with the value of $\gamma \approx 1.5$ seen by Lurie et al. (2017), though the uncertainties are large. None the less, at 2 - $\sigma$ confidence we find 0.5 $\leq \gamma < 2$, indicating that latitudinal differential rotation increases with increasing orbital, and hence spin, period.

8.3 $P_{\text{orb}} > 2$ d

For the most part the longer period windows show similar results, so we just summarize them here. The detailed fits and marginalized posterior distributions for each of these fits are provided in Appendix D (Figures D1-D8).

As the orbital period increases the intrinsic scatter in the data, as measured by $\sigma$, increases. For orbital periods greater than 10 d the scatter significantly exceeds typical reported observational uncertainties. At a minimum, this suggests that there may be additional intrinsic scatter in that population beyond what our model captures. This could be due in part to the fact that longer orbital periods systems are less likely to be synchronized. Because our predictions do not apply to such systems, the results for periods above 10 d should be taken with due caution, and we focus our interpretation on the shorter period systems.

Following the trend of increasing scatter with increasing orbital period, the posterior distributions of our model parameters widen as we move to longer periods. Despite this the median values remain quite similar. We find that even at 2 - $\sigma$ the radial shear is small, with even our widest window running from $\beta = -1$ to $\beta = 0.6$.

The latitudinal shear favours a small amount of solar-like differential rotation ($\lambda < 0$) at longer periods, though in all cases the 2 - $\sigma$ confidence intervals allow for anti-solar rotation as well. In actuality, the posterior distribution is bimodal, with one solar mode and one antisol lar mode. This is because at longer periods the data favour faster orbits than surface rotation ($P_{\text{orb}} < P_\odot$). Because tides are sensitive to higher latitudes than the star-spot, measurements that can be achieved either by having the equator rotate slower than the poles ($\lambda > 0$) or by having the interior rotate faster than the surface ($\beta > 0$).

As before, the longer period systems favour increasing latitudinal shear with increasing orbital period, though the uncertainties on the exponent $\gamma$ are large.
Figure 6. The ratio of orbital period to rotation period is shown as a function of the orbital period and stellar mass, indicated by colour. Outliers were identified by the inference procedure as systems with a likelihood at the posterior median parameter values below $10^{-6}$, and are shown as grey circles. The upper panel shows all objects, while the lower excludes outliers. These results are from the inference including systems with orbital periods less than 50 d. The dashed lines indicate the model predictions at the median parameter values for the stellar masses of the same colour. We note that many of the longer period systems are unlikely to be synchronized, accounting for the large differences between our model and the data at long periods.

8.4 Mass dependence

As stellar mass increases the convective envelope becomes shallower and hotter, and so the convective turnover becomes more rapid. This increases the Rossby number, which is thought to result in stronger relative differential rotation (Gastine et al. 2014). Hence, we should expect higher mass stars at the same rotation period to have more shear than lower mass stars.

We see some tentative evidence for this trend, although any conclusive statements are limited by the size of our uncertainties. We show in Table 2 the results of breaking our sample into two mass bins for periods less than 10 d. For the high-mass sample we see that $\beta$ is consistent with zero in the 0–2 d period window and that $\beta > 0$ at nearly $2 - \sigma$ confidence for both the 2–6 d and 6–10 d period windows. The transition around a period of 2 d is on the short end relative to typical convective turnover times of 10 d for these stars, but this is plausibly consistent given the theoretical uncertainties.

We cannot identify a similar trend in the low-mass sample, however, since the uncertainties in each period bin are large, and consistent with either following the high-mass sample or having zero radial shear. If the trend in the higher mass stars is real then the lower mass ones presumably undergo a similar transition to beta greater than zero, but at a longer orbital period. At longer periods our sample is likely not synchronized, however, which may explain why we do not see such a transition.

9 DISCUSSION

Differential rotation in binary star systems creates a difference between the surface rotation rate and the orbital period. We have used this difference along with a parametrized rotation model to infer the radial and latitudinal shear in main-sequence eclipsing
binary systems. Our principle finding is that, for orbital periods less than 10 d, main-sequence K–F stars exhibit little radial or latitudinal shear in their convection zones. Consistent with theoretical expectations, we see tentative evidence of this shear increasing with stellar mass, but remaining small in absolute terms.

In our model, the latitudinal shear is given by

$$|r \partial_r \ln \Omega| \approx c_2 \approx \lambda \left( \frac{P_1}{104} \right) ^\gamma,$$

where our preferred values for $\lambda$ range from 0.2 to 0.1. The variation of this shear with orbital period is parametrized by $\gamma$. For periods less than 2 d, this is positive and lies between 1–2, which is consistent with the findings of Lurie et al. (2017). For longer periods the constraints become weaker and very little can be said about the dependence of latitudinal shear on period.

An interesting comparison is provided by Benomar et al. (2018), who searched for asteroseismic signatures of latitudinal differential rotation in 40 solar-type stars and found evidence of non-zero shear in 13 of them. Of these, 5 have periods below 10 d, so we compare with those. Because none of these objects have periods less than 6 d, the relevant comparison is to our results between 6 and 10 d, where we find $\lambda$ ranging from 0.09 to 0.29 and $\gamma$ between 0.88 and 1.88, giving $c_2$ between −0.03 and −0.29.

Benomar et al. (2018) find shear between the pole and the equator of between −0.7 and −2.1 times the equatorial rotation rate. We can relate this measure to $c_2$ through equation (21), which yields

$$\Omega_{\text{pole}} - \Omega_{\text{equator}} = \frac{3 c_2}{2 - c_2},$$

which means that their range of shear corresponds to $c_2$ ranging from −0.61 to −4.7 with an unweighted average of −2.1. These shears are much larger than anything we find. Even if we average them with the remaining two-thirds of the sample with no significant detection of shear we obtain a value of order −0.7, which is larger than what we obtained in this work.

There are a few possible explanations for this discrepancy. One is that star-spots are preferentially at lower latitudes than we have assumed. That would cause us to underestimate the latitudinal shear. It is also the case that our methods are sensitive to different regions of the star than theirs because the asteroseismic kernel does not have the same form as equation (25). Thus it could be that the large shears they detect occur in a different part of the star than the regions our method probes. In either case this is clearly a discrepancy which merits further investigation.

For the radial shear we find that

$$|r \partial_r \ln \Omega| \approx \beta.$$

For periods less than 2 d we find a particularly strong constraint of $|\beta| < 0.02$, which is somewhat smaller than the result we obtain by fitting our model rotation profile to that of the Sun (see Section 4). This could be a result of these stars having much more rapid rotation rates. Three-dimensional MHD simulations of the convection zones of rapidly rotating solar-type stars show differential rotation, which increases sub-linearly with rotation rate (Augustsson, Mathis & Brun 2016; Brun et al. 2017), such that more rapidly rotating stars exhibit smaller $\beta$. This is consistent with what we see.

Even for longer periods out to 10 d we find $\beta$ ranging from 0 to 0.6. This is significant because Kissin & Thompson (2015) find that steep rotation profiles with $\beta < 1$ are needed to explain the rotation rates of red giant cores if the shear is primarily located in the convection zone. For orbital periods, and hence rotation periods, less than 6 d, we disfavour such steep profiles at $p < 10^{-4}$. For periods less than 10 d, we disfavour $\beta < 1$ with $p < 0.035$. Even for periods greater than 10 d we disfavour steep slopes, though somewhat less strongly in part because we have fewer data points and so less inferential power.

Our data are mostly for main-sequence solar-type stars, with typical convective turnover times of $\tau \approx 10$ d. If $\beta$ is only a function of the convective Rossby number (Lesaffre et al. 2013; Kissin & Thompson 2015), then the spin periods for giants (which have longer typical convective turnover times of $\tau$) are longer. If $\beta$ is a function of the convective Rossby number (Lesaffre et al. 2013; Kissin & Thompson 2015), then the spin periods for giants (which have longer convective turnover times) are longer. In particular the Rossby number scales as

$$\text{Ro} \sim \frac{1}{\text{Ro}} \sim \left( \frac{h}{R_\star} \right)^{\frac{3}{2}} \frac{\nu}{\text{Ro}^{1/2}}.$$

The convective velocity is related to the heat flux $F$ by

$$F \approx \rho \nu c_s^3,$$

so

$$\text{Ro} \sim \left( \frac{h}{R_\star} \right) \left( \frac{F}{\rho \nu c_s^3} \right)^{1/3} \sim \left( \frac{h}{R_\star} \right) \left( \frac{T_{\text{eff}}}{M_{\text{eff}} \nu} \right)^{1/3},$$

where $M$ is the mass of the star. So to hold Ro fixed,

$$P_s \propto M_{\text{eff}}^{1/3} \left( \frac{h}{R_\star} \right).$$

At fixed mass this becomes

$$P_s \propto T_{\text{eff}}^{-4/3} \left( \frac{h}{R_\star} \right).$$

Moving from a solar model where $h/R_\star \sim 0.1$ and $T_{\text{eff}} \sim T_\odot$ to a giant where $h/R_\star \sim 1$ and $T_{\text{eff}} \sim 0.7 T_\odot$, then increases the period by roughly 15-fold.

Hence, for giants with $P_s < 75$ d, the Rossby numbers are similar to those in the solar-type stars studied here, and we thus suggest that there is little radial shear in their convection zones and that the bulk of the core–envelope differential rotation likely lies in
their radiative zones. This is in agreement with the asteroseismic constraints of Klion & Quataert (2017), who find that $\beta > 1$ is inconsistent with the rotational splittings for Kepler-56.

While more data on solar-type stars would be useful in tightening our constraints on both the radial and latitudinal shears, data on red giants may prove even more valuable. Fig. 5 shows that $k_1(\beta)$, which controls the size of the signal we expect, is much larger for red giants than for main-sequence solar-type stars. This is because the former have much deeper convection zones. Hence, stronger constraints may come from such systems even if there are fewer of them. Moreover, for some such systems it may be possible to obtain core rotation rates for these from asteroseismology (see e.g. Beck et al. 2012). With simultaneous core and surface rotation data as well as tidal constraints on shear in the cores of these stars it would be possible to estimate the shear present in the radiative zones, which would provide a valuable test of various theoretical angular momentum transport mechanisms (Spruit 2002; Maeder & Meynet 2003; Cantiello et al. 2014; Bowman et al. 2019; Fuller, Piro & Jermyn 2019)
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APPENDIX A: TORQUE ALGEBRA

We now compute the net torque on the star in the case where the lag angle $\alpha$ may vary with latitude. To do so we cast equation (2) in the form

$$\delta \Phi_{A-B} \propto 3(\hat{r}_{A-B} \cdot r_B)^2 - r_B^2,$$

(A1)

(Zahn 1977), where $\hat{r}_{A-B}$ is the unit vector pointing from the centre of star A to the centre of star B. The tidal acceleration is then

$$\mathbf{f} = -\nabla \delta \Phi_{A-B} \propto 6(\hat{r}_{A-B} \cdot r_B)\hat{r}_{A-B} - 2r_B.$$  

(A2)

The specific torque on this fluid element relative to the centre of mass of star B is then

$$\tau = r_B \times \int f \propto 6(\hat{r}_{A-B} \cdot r_B)r_B \times \hat{r}_{A-B}.$$  

(A3)

We next make the coordinate transformation

$$r_B \rightarrow r_B + \xi(r_B).$$  

(A4)

That is, we identify fluid elements by where they would have been in the absence of the tidal potential and explicitly account for the tidal bulge. With this equation (A3) becomes

$$\tau \propto \left[\hat{r}_{A-B} \cdot (r_B + \xi)\right](r_B + \xi) \times \hat{r}_{A-B},$$  

(A5)

where for notational compactness we have dropped the explicit dependence of $\xi$ on $r_B$.

Using equation (A5), we find the net torque on star B to be

$$\mathbf{T} = \int \mathbf{r} \, \mathbf{d}m \propto \int \left[\hat{r}_{A-B} \cdot (r_B + \xi)\right](r_B + \xi) \times \hat{r}_{A-B} \, \mathbf{d}m.$$  

(A6)

Note that if the tidal displacement were zero the torque integrated over the whole star would vanish, so we may neglect the first term and expand the remaining terms to linear order in the displacement to find

$$\mathbf{T} \propto \hat{r}_{A-B} \cdot \int (r_B \otimes \xi + \xi \otimes r_B) \, \mathbf{d}m \times \hat{r}_{A-B},$$  

(A7)

where $\otimes$ denotes an outer product.

When $\alpha = 0$ the system is symmetric with respect to reflection about $\hat{r}_{A-B}$. It follows that the displacement $\xi_{eq}$ is antisymmetric with respect to reflection about the same. Because the torque on a fluid element is linear in $\xi$, this means that when $\alpha = 0$ the net torque vanishes. Hence,

$$\mathbf{T} = \int \mathbf{T} - \mathbf{T}_{\alpha=0} \, \mathbf{d}m \approx \int \alpha \, \frac{d\mathbf{T}}{d\alpha} \, \mathbf{d}m,$$

(A8)

where we have expanded $\mathbf{T}$ to leading order in $\alpha$.

To compute $d\mathbf{T}/d\alpha|_{\alpha=0}$, we note that in equation (A7) only $\xi$ depends on $\alpha$. Moreover

$$\frac{d\xi}{d\alpha}(r_B, t)\bigg|_{\alpha=0} = \frac{1}{\Omega - \omega} \frac{d\xi}{dt} = \frac{1}{\Omega - \omega} \frac{d\mathbf{r}_B}{dt} \cdot \nabla \xi_{eq}.$$  

(A9)

So

$$\mathbf{T} \propto \hat{r}_{A-B} \cdot \int \left( r_B \otimes \frac{d\xi}{d\alpha}\bigg|_{\alpha=0} + \frac{d\xi}{d\alpha}\bigg|_{\alpha=0} \otimes r_B \right) \, \mathbf{d}m \times \hat{r}_{A-B}.$$  

(A10)

$$= \hat{r}_{A-B} \cdot \int \left( \alpha \, \frac{d\mathbf{r}_B}{d\alpha} \otimes \xi_{eq} + \text{transpose} \right) \, \mathbf{d}m \times \hat{r}_{A-B}.$$  

(A11)

In equilibrium (i.e. with $\hat{r}_{A-B}$, $\Omega$, and $\omega$ time-independent), $\mathbf{T}$ does not depend on time. This is because with equations (1) and (7) the properties of the fluid are time-independent in the Eulerian sense, even as fluid elements travel from place to place. Thus if we expand $d\mathbf{m} = \rho d^3r$ and integrate over space instead of mass, we must obtain a constant.

In fact an even stronger statement holds. Consider the ring of fluid elements which at various points in time each occupy the same position owing to the star’s rotation. Several of these are shown schematically in Fig. A1. Each ring is time-invariant in the Eulerian sense, so the net torque on each must be time-independent too. Because the net torque on such a ring is constant it is unchanged if we average it over a time $2\pi (\Omega - \omega)^{-1}$. Hence,

$$\mathbf{T} \propto \hat{r}_{A-B} \cdot \int \alpha \int_0^{2\pi} \left( r_B \otimes \frac{d\mathbf{r}_B}{d\alpha} \otimes \xi_{eq} + \text{transpose} \right) \, \mathbf{d}m \times \hat{r}_{A-B}.$$  

(A12)

The time integration may be done by parts for each fluid element, so that

$$\int_0^{2\pi} r_B \otimes \frac{d\xi_{eq}}{dt} \, dt = r_B \otimes \xi_{eq} \bigg|_0^{2\pi} - \int_0^{2\pi} \frac{d\mathbf{r}_B}{dt} \otimes \xi_{eq} \, dt.$$  

(A13)

Noting that for any fluid element $r_B$ and $\xi$ are periodic in time with the same period we see that the first term vanishes, so

$$\int_0^{2\pi} r_B \otimes \frac{d\xi_{eq}}{dt} \, dt = -\int_0^{2\pi} \frac{d\mathbf{r}_B}{dt} \otimes \xi_{eq} \, dt.$$  

(A14)

Thus

$$\mathbf{T} \propto \hat{r}_{A-B} \cdot \int \left( \alpha \int_0^{2\pi} \frac{d\mathbf{r}_B}{dt} \otimes \xi_{eq} + \text{transpose} \right) \, \mathbf{d}m \times \hat{r}_{A-B}.$$  

(A15)

Because the integrand is actually time-independent when summed over one of the rings in Fig. A1, and because this summation is done by the integral over $\mathbf{d}m$, we may drop the time average to obtain

$$\mathbf{T} \propto \hat{r}_{A-B} \cdot \int \left( \alpha \, \frac{d\mathbf{r}_B}{dt} \otimes \xi_{eq} + \text{transpose} \right) \, \mathbf{d}m \times \hat{r}_{A-B}.$$  

(A16)

Recalling equation (1) we have

$$\frac{d\mathbf{r}_B}{dt} = (\Omega - \omega) \hat{z} \times r_B,$$

(A17)

so equation (A16) becomes

$$\mathbf{T} \propto \hat{r}_{A-B} \cdot \int \left( \alpha \hat{z} \times r_B \otimes \xi_{eq} + \text{transpose} \right) \, \mathbf{d}m \times \hat{r}_{A-B}.$$  

(A18)

Because we have assumed that the orbital and spin axes are aligned, the torque can only be along $\hat{z}$. It follows that

$$\mathbf{T} \propto \hat{z} \left[ \hat{r}_{A-B} \cdot \int \left( \alpha \hat{z} \times r_B \otimes \xi_{eq} + \text{transpose} \right) \, \mathbf{d}m \times \hat{r}_{A-B} \right] \cdot \hat{z}.$$  

(A19)

The unit vectors $\hat{r}_{A-B}$ and $\hat{z}$ are perpendicular, so the only contribution to this torque comes from components of the integral which are along $\hat{r}_{A-B} \times \hat{z}$, which we shall call $\hat{\mathbf{y}}$ for convenience. Thus

$$\mathbf{T} \propto \hat{z} \left[ \hat{r}_{B-A} \cdot \int \left( \alpha \hat{z} \times r_B \otimes \xi_{eq} + \text{transpose} \right) \, \mathbf{d}m \cdot \hat{\mathbf{y}} \right]$$  

(A20)

$$\propto \hat{z} \left[ \hat{r}_{B-A} \cdot \int \left( \alpha \hat{z} \times r_B \otimes \xi_{eq} + \text{transpose} \right) \, \mathbf{d}m \cdot \hat{\mathbf{y}} \right].$$  

(A21)

where $\hat{r}_{B-A} = -\hat{r}_{A-B}$ is the unit vector pointing from star B to star A.
To proceed we must determine the equilibrium tidal displacement. The radial component is given approximately by
\[
\xi_{r,eq} \approx \frac{\Phi_{A \rightarrow B}}{g_B} \tag{A22}
\]
(Remus et al. 2012), where \(g_B\) is the inward-pointing component of the unperturbed gravitational field of star \(B\). The remaining components are fixed by the condition that
\[
\nabla \cdot \xi_{eq} = 0 \tag{A23}
\]
(Remus et al. 2012). To solve this equation we define \(\psi\) to be the angle between \(r_B\) and \(r_{B \rightarrow A}\), and \(\phi\) to be the rotation angle about \(r_{A \rightarrow B}\) relative to \(\hat{r}\), as shown in Fig. 3. With that,
\[
\delta \Phi_{A \rightarrow B} \propto r_B^2 Y_{2,0} \psi, \phi \propto r_B^2 (3 \cos^2 \psi - 1), \tag{A24}
\]
where \(Y_{lm}\) are the spherical harmonics. We further note that by symmetry there is no displacement about the \(\hat{z}\) axis. So the solution to equation (A23) with equation (A22) yields
\[
\xi_{eq} \propto r_B^2 Y_{2,0} \frac{\hat{r}}{g_B} + \frac{\partial}{\partial r} \left( \frac{\hat{r}}{g_B} \right) \nabla Y_{2,0}. \tag{A25}
\]
Except near the core of the star it is a good approximation to say that \(g \propto r^{-2}\). With this we find
\[
\xi_{eq} \propto \frac{\hat{r}}{g_B} \left( r_B (3 \cos^2 \psi - 1) - 3 \sin(2\psi) \hat{\psi} \right). \tag{A26}
\]
This displacement field is plotted schematically in Fig. A2, showing that this tide consists primarily of material flowing along the \(r_{A \rightarrow B}\) axis away from the centre of mass of star \(B\) in both directions.

To compute the torque then we note that
\[
\hat{r}_B \cdot \hat{r}_{B \rightarrow A} = \cos \psi, \tag{A27}
\]
\[
\hat{r}_B \cdot \hat{\psi} = \sin \psi \sin \phi, \tag{A28}
\]
\[
\hat{r}_B \cdot \hat{z} = \sin \psi \cos \phi, \tag{A29}
\]
\[
(\hat{z} \times \hat{r}_B) \cdot \hat{r}_{B \rightarrow A} = \sin \psi \sin \phi, \tag{A30}
\]
\[
(\hat{z} \times \hat{r}_B) \cdot \hat{\psi} = - \cos \psi. \tag{A31}
\]

Figure A1. Rings of material which rotate into the same Eulerian positions are shown. Note that these may have different rotation rates from one another, but we require that rate must be uniform within each ring.

Figure A2. The surface of the tidally distorted star and the displacement field are plotted schematically, with the amplitude of the distortion exaggerated for clarity. The horizontal axis is \(\hat{r}_{A \rightarrow B}\), the vertical is \(\hat{z}\) (the orbital axis), and the one running into the page is \(\hat{\psi}\).

\[
(r_B \times \hat{r}_B) \cdot \hat{z} = 0, \tag{A32}
\]
\[
\hat{\psi} \cdot \hat{r}_{B \rightarrow A} = - \sin \psi, \tag{A33}
\]
\[
\hat{\psi} \cdot \hat{\psi} = \cos \psi \sin \phi, \tag{A34}
\]
so
\[
\hat{\psi} \cdot \hat{z} = \cos \psi \cos \phi. \tag{A35}
\]

\[
\xi_{eq} \cdot \hat{r}_{B \rightarrow A} \propto \frac{\hat{z}}{g_B} \left( (3 \cos^2 \psi - 1) \cos \psi + 3 \sin(2\psi) \sin \psi \right), \tag{A36}
\]
\[
\xi_{eq} \cdot \hat{\psi} \propto \frac{\hat{z}}{g_B} \left( (3 \cos^2 \psi - 1) \sin \psi \sin \phi - 3 \sin(2\psi) \cos \phi \right), \tag{A37}
\]
\[
\xi_{eq} \cdot \hat{z} \propto \frac{\hat{z}}{g_B} \left( (3 \cos^2 \psi - 1) \sin \psi \cos \phi - 3 \sin(2\psi) \cos \phi \right). \tag{A38}
\]

Inserting this into equation (A21), we find
\[
\mathcal{T} \propto \frac{\hat{z}}{g_B} \left[ r_{B \rightarrow A} \cdot \int \alpha \hat{z} \times r_B \otimes \xi_{eq} \, dm \right] \cdot \dot{\hat{\psi}} + \frac{\hat{z}}{g_B} \left[ r_{B \rightarrow A} \cdot \int \alpha \xi_{eq} \otimes \hat{z} \times r_B \, dm \right] \cdot \dot{\hat{r}} \tag{A39}
\]
\[
\propto \frac{\hat{z}}{g_B} \int \alpha \sin \psi \sin \phi \frac{r_B^3}{8} \left( (3 \cos^2 \psi - 1) \sin \psi \sin \phi - 3 \sin(2\psi) \cos \psi \sin \phi \right), \tag{A40}
\]
\[
\propto \frac{\hat{z}}{g_B} \int \alpha \frac{r_B^3}{8} \left[ (3 \cos^2 \psi - 1) \cos \psi + 3 \sin(2\psi) \sin \psi \right] \cos \psi \sin \phi \, dm. \tag{A41}
\]
Finally using
\[ dm = \rho d^3 r_B = \rho r_B^2 dr_B \sin \psi d\psi d\phi, \]  
we obtain
\[ T \propto \frac{1}{2} R_B \int_0^{2\pi} d\phi \sin \psi \int_0^\pi d\psi \sin \psi \left[ \cos \psi \left( \cos \psi - 3 \cos^3 \psi - 3 \cos(2\psi) \sin \psi \right) \right. \\
\left. - \frac{1}{4} \sin^2 \phi \sin \psi \left( 6 \cos \psi + 6 \cos(3\psi) + \sin \psi - 3 \sin(3\psi) \right) \right], \]  
where \( R_B \) is the outer radius of star \( B \) in the absence of tidal perturbations and \( \rho \) is the unperturbed density.

**APPENDIX B: MICROPHYSICS**

The MESA equation of state (EOS) is a blend of the OPAL (Rogers & Nayfonov 2002), SCVH (Saumon, Chabrier & van Horn 1995), PTEH (Pols et al. 1995), HELM (Timmes & Swesty 2000), and PC (Potekhin & Chabrier 2010) EOSes. Radiative opacities are primarily from OPAL (Iglesias & Rogers 1993, 1996), with low-temperature data from Ferguson et al. (2005) and the high-temperature, Compton-scattering dominated regime by Buchler & Yueh (1976). Electron conduction opacities are from Cassisi et al. (2007). Nuclear reaction rates are from JINA REACLIB (Cyburt et al. 2010) plus additional tabulated weak reaction rates (Fuller, Fowler & Newman 1985; Oda et al. 1994; Langanke & Martínez-Pinedo 2000). Screening is included via the prescription of Chugunov, Dewitt & Yakovlev (2007). Thermal neutrino loss rates are from Itoh et al. (1996).

**APPENDIX C: INCLUSIVE FITS**

Here we provide the results of the fits described in Section 7 which do not exclude outliers.

**Figure C1.** The ratio of orbital period to rotation period is shown as a function of the orbital period various masses, indicated by colour. These results are from the inference including systems with orbital periods less than 2 d. The dashed lines indicate the model predictions at the median parameter values for the stellar masses of the same colour.

**Figure C2.** The marginalized posterior distribution over our model parameters is shown for the inference including systems with orbital periods less than 2 d.

**Figure C3.** The ratio of orbital period to rotation period is shown as a function of the orbital period various masses, indicated by colour. These results are from the inference including systems with orbital periods between 2 and 6 d. The dashed lines indicate the model predictions at the median parameter values for the stellar masses of the same colour.

In each case there are some points which are significantly offset from the model predictions (see e.g. Fig. C1). This suggests that these fits include some systems which are not well-captured by our model. It also explains the large effect the inclusion of these outliers has on the fit parameters (see Table 1).
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Figure C4. The marginalized posterior distribution over our model parameters is shown for the inference including systems with orbital periods between 2 and 6 d.

Figure C5. The ratio of orbital period to rotation period is shown as a function of the orbital period various masses, indicated by colour. These results are from the inference including systems with orbital periods between 6 and 10 d. The dashed lines indicate the model predictions at the median parameter values for the stellar masses of the same colour.

Figure C6. The marginalized posterior distribution over our model parameters is shown for the inference including systems with orbital periods between 6 and 10 d.

Figure C7. The ratio of orbital period to rotation period is shown as a function of the orbital period various masses, indicated by colour. These results are from the inference including systems with orbital periods between 10 and 50 d. The dashed lines indicate the model predictions at the median parameter values for the stellar masses of the same colour.
APPENDIX D: $P_{\text{orb}} > 2d$

Here we provide the results of the fit described in Section 7 for the period windows with $P_{\text{orb}} > 2d$ excluding outliers.

Figure D1. The ratio of orbital period to rotation period is shown as a function of the orbital period and stellar mass, indicated by colour. Outliers were identified by the inference procedure as systems with a likelihood at the posterior median parameter values below $10^{-6}$ and are shown as grey circles. The upper panel shows all objects, while the lower excludes outliers. These results are from the inference including systems with orbital periods between 2 and 6 d. The dashed lines indicate the model predictions at the median parameter values for the stellar masses of the same colour.

Figure C8. The marginalized posterior distribution over our model parameters is shown for the inference including systems with orbital periods between 10 and 50 d.
Figure D2. The marginalized posterior distribution over our model parameters is shown for the inference including systems with orbital periods between 2 and 6 d.

Figure D3. The ratio of orbital period to rotation period is shown as a function of the orbital period and stellar mass, indicated by colour. Outliers were identified by the inference procedure as systems with a likelihood at the posterior median parameter values below $10^{-6}$, and are shown as grey circles. The upper panel shows all objects, while the lower excludes outliers. These results are from the inference including systems with orbital periods between 6 and 10 d. The dashed lines indicate the model predictions at the median parameter values for the stellar masses of the same colour.
Figure D4. The marginalized posterior distribution over our model parameters is shown for the inference including systems with orbital periods between 6 and 10 d.

Figure D5. The ratio of orbital period to rotation period is shown as a function of the orbital period and stellar mass, indicated by colour. Outliers were identified by the inference procedure as systems with a likelihood at the posterior median parameter values below $10^{-6}$, and are shown as grey circles. These results are from the inference including systems with orbital periods between 10 and 50 d. The dashed lines indicate the model predictions at the median parameter values for the stellar masses of the same colour.

Figure D6. The marginalized posterior distribution over our model parameters is shown for the inference including systems with orbital periods between 10 and 50 d.
Figure D7. The ratio of orbital period to rotation period is shown as a function of the orbital period and stellar mass, indicated by colour. Outliers were identified by the inference procedure as systems with a likelihood at the posterior median parameter values below $10^{-6}$, and are shown as grey circles. The upper panel shows all objects, while the lower excludes outliers. These results are from the inference including systems with orbital periods below 50 d. The dashed lines indicate the model predictions at the median parameter values for the stellar masses of the same colour.

Figure D8. The marginalized posterior distribution over our model parameters is shown for the inference including systems with orbital periods below 50 d.
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