A new baseline for retinal vessel segmentation: Numerical identification and correction of methodological inconsistencies affecting 100+ papers
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Abstract

In the last 15 years, the segmentation of vessels in retinal images has become an intensively researched problem in medical imaging with hundreds of algorithms published. One of the de facto benchmarking data sets of vessel segmentation techniques is the DRIVE data set. Since DRIVE contains a predefined split of training and test images, the published performance results of the various segmentation techniques should provide a reliable ranking of the algorithms. Including more than 100 papers in the study, we performed a detailed numerical analysis of the coherence of the published performance scores. We found inconsistencies in the reported scores related to the use of the field of view (FoV), which has a significant impact on the performance scores. We attempted to eliminate the biases using numerical techniques to provide a more realistic picture of the state of the art. Based on the results, we have formulated several findings, most notably: despite the well-defined test set of DRIVE, most rankings in published papers are based on non-comparable figures; in contrast to the near-perfect accuracy scores reported in the literature, the highest accuracy score achieved to date is 0.9582 in the FoV region, which is 1% higher than that of human annotators. The methods we have developed for identifying and eliminating the evaluation biases can be easily applied to other domains where similar problems may arise.
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1. Introduction

Retinal images provide a noninvasive way to detect and monitor various conditions and diseases of the eye and body, such as diabetes-related retinopathies, macular degeneration, glaucoma and hypertension (Abramoff et al., 2010). Consequently, the computer-aided (semi-)automatic analysis and screening of retinal images has become a highly popular field of study in medical imaging, with thousands of papers and algorithms focusing on various anatomical parts and degenerations observable in retinal images (Abramoff et al., 2010; Trucco et al., 2019). The popularity of the field can be illustrated by the numerous challenges on the segmentation and grading of retinal images in recent years, organized by data science competition platforms (such as the Diabetic Retinopathy Challenge on Kaggle), and as special tracks of corresponding conferences (like "IDRiD: Diabetic Retinopathy – Segmentation and Grading Challenge" (Porwal et al., 2020)).

A particularly popular problem in retinal image analysis is the segmentation of retinal vessels (illustrated in Figure 1). The importance of the problem is threefold. On the one hand, the characteristics of the vasculature can aid the early detection of diseases like hypertension (Lui Cheung et al., 2012). On the other hand, the removal of vessels usually precedes the detection of other anatomical parts. For example, the high curvature and junction points of thin vessels have similar visual features to microaneurysms (Long et al., 2020), consequently, the segmentation of the vasculature can indirectly aid the detection of microaneurysms. Finally, the segmented vasculature may serve as a guide for locating other anatomical parts, such as the macula (Yu et al., 2014).

In competitive research fields, where the primary goal is to find the most accurate solution to a problem, the proper comparison of algorithms is crucial. Comparability requires the coordination of evaluation data sets and methodologies that fit the purpose of the problem. As pointed out recently (Maier-Hein et al., 2018), even the grand challenges of recent years tend not to produce robust and reliable rankings. Therefore, the study of evaluations in active research areas such as retinal vessel segmentation is desirable to understand the state of the art.

In a self-organised fashion, three data sets have emerged as the de facto standard for the evaluation of vessel segmentation: DRIVE (Niemeijer et al., 2004), STARE (Hoover et al., 2000) and HRF (Budai et al., 2013). Of these, HRF is relatively new, and many classical algorithms have not yet been evaluated on it. STARE is not split into training and test sets, and the ambiguities of cross-validation lead to uncertain and hardly comparable results. In contrast, DRIVE eliminates many ambiguities of the evaluation by providing a predefined split of training and test images. Because of their long history, DRIVE and STARE continue to be the primary data sets for evaluation in recent work (Jin et al., 2019; Xiuqin et al., 2019), and due to predefined test
set in DRIVE, the results obtained on DRIVE are generally accepted as comparable, which is reflected in the numerous rankings in the papers showing the merits of the newly proposed algorithms. The most commonly reported performance measures are the accuracy, sensitivity and specificity of the segmentation.

In a previous paper of ours (Kovács and Hajdu, 2016), we briefly pointed out that despite the predefined training and test sets in DRIVE, there is a potential methodological flaw in the evaluations, invalidating many rankings and comparisons in the literature. Namely, textual evidence suggests that some authors compute the performance scores in the field-of-view (FoV) region (Figure 1(d)), while others compute the scores for all pixels of the images (the entire rectangular area including the black surroundings of the FoV in Figure 1(d)). This minor difference affects the accuracy and specificity scores enormously. Due to the continued interest in this topic, we found it worthwhile to investigate the evaluation methodologies and their impact on comparability in detail. In this paper, we carry out a detailed numerical analysis of the phenomenon including more than 100 papers from the literature. In order to work with a sufficiently large population and eliminate the ambiguity of cross-validation, we investigate the accuracy, sensitivity and specificity scores reported for the test set of DRIVE. Our main contributions to the field can be summarized as follows:

1. We introduce numerical approaches to uncover some details of the evaluation methodologies used in 100 relevant papers. The results provide inevitable evidence for two main types of methodologies with non-comparable performance scores: evaluation under the FoV mask and evaluation using all pixels.

2. We attempt to eliminate the biases using numerical techniques to produce a more realistic ranking of algorithms.

3. Our results confirm that most rankings in the literature are based on non-comparable figures, the state of the art performance cannot be deduced without the numerical inference and categorization of evaluation methodologies and adjustments of published figures.

4. The techniques we introduce can be transferred to other areas where the identified methodological flaw is potentially present.

5. According to our best knowledge, this is the first study investigating the coherence of a subfield of medical image analysis by numerical techniques.

6. For complete reproducibility, the raw data, the implementation of the analysis and the results are shared in the GitHub repository https://github.com/gykovacs/retina_vessel_segmentation.

The paper is organized as follows. In Section 2, we describe the details of the data set DRIVE and formulate the problem we address by providing textual evidence for its existence. In Section 3, we introduce the numerical methods and present the raw results. Based on the findings of the numerical analysis, we discuss the state of the art in Section 4. Finally, we summarize the paper and draw conclusions in Section 5.

2. Problem formulation

In this section, we describe the main characteristics of the data set DRIVE, the performance scores, and we also discuss and illustrate the root cause of the problem we address.

2.1. The DRIVE data set

The Digital Retinal Images for Vessel Extraction (DRIVE) data set (Niemeijer et al., 2004) contains 20 training and 20 test entries. Images were captured with a Canon CR5 non-mydriatic 3CCD camera with a 45 degree field of view and cropped to 584×565 pixels. Each training entry consists of a retinal image, a binary annotation of vessels (by annotator #1), and a binary mask of the Field of View (FoV) indicating the useful image content. The FoV masks cover 69% of the rectangular images. Each test entry includes an additional manual segmentation by annotator #2, enabling the evaluation of human annotators as a baseline. A complete entry from the test set is visualized in Figure 1.

2.2. Performance metrics

There are numerous metrics in the literature to characterize the performance of image segmentation algorithms. In retinal vessel segmentation, most authors report some metrics of binary classification performance at the pixel level. Particularly, a segmentation is compared to the ground truth image to determine the number of

- true positives (TP) - correctly identified vessel pixels;
- true negatives (TN) - correctly identified non-vessel pixels;
• false positives ($fp$) - non-vessel pixels identified as vessel;
• false negatives ($fn$) - vessel pixels identified as non-vessel;
and introducing $p = tp + fn$ and $n = tn + fp$ for the total number of vessel and non-vessel pixels, respectively, the scores
• accuracy ($acc = (tp + tn)/(p + n)$) - the proportion of all correctly identified pixels to all pixels;
• sensitivity ($sens = tp/p$) - the proportion of correctly identified vessel pixels to all vessel pixels;
• specificity ($spec = tn/n$) - the proportion of correctly identified non-vessel pixels to all non-vessel pixels
are reported at the image level or averaged on all test images. Some authors report the complements of the $sens$ and $spec$ scores known as false negative ($1 - sens$) and false positive ($1 - spec$) rates, respectively. We highlight that vessel segmentation as a binary classification problem is highly imbalanced, i.e., the number of vessel pixels in the FoV region is 15% of the number of non-vessel pixels, leading to high absolute accuracy and specificity scores: a 0.1% improvement in accuracy implies the correct segmentation of about 250 additional pixels, which is 1% of the size of the vasculature.

Since the goal is usually to maximize both sensitivity and specificity (and thus maximize accuracy), some authors report other composite measures of sensitivity and specificity, such as the F$_1$-score (the harmonic mean of $sens$ and $spec$) or the AUC score (Hanley and McNeil [1982]), however, these scores are reported too infrequently to rely a comprehensive analysis on them. Therefore, in the remainder of the paper, we focus on the $acc$, $sens$ and $spec$ scores.

2.3. The source of ambiguity

Although DRIVE specifies dedicated training and test sets, there is some ambiguity regarding the comparability of published performance scores. For example, one of the earliest papers (Staal et al., 2004) explicitly states:

"Since the dark background outside the FOV is easily extracted, in this paper all experiments are done on the FOV only."

On the other hand, (Villalobos-Castaldi et al., 2010) says:

"Based on a total of 329,960 pixels contained in a fundus image of size 565 × 584 pixels, it is possible to obtain the TP, TN, FP, and FN quantities of the segmented image."

Finally, the authors of (Yu et al., 2012) explicitly state that

"It is meaningful that the accuracy and FPR [false positive rate] measures in Jiang [Jiang and Mojón, 2003], Martinez-Perez (Martinez-Perez et al., 2007), and Miri’s (Miri and Mahloojifar, 2010) methods were calculated in the complete image instead of the FOV."

Even this handful of quotations suggests that some authors evaluate performance only in the area covered by the FoV mask, while others use all pixels of the images. The pixels outside the FoV are usually non-vessel pixels accounting for about 31% of all pixels in the images. If they are treated as true negatives, the accuracy and specificity increases tremendously. To illustrate the magnitude of this effect, we evaluate the segmentation of annotator #2 against annotation #1 (as ground truth) under the FoV mask and including all pixels of the images. With the FoV mask, $acc = 0.9473$, $sens = 0.7760$ and $spec = 0.9725$, but using all pixels, $acc = 0.9636$, $sens = 0.7756$ and $spec = 0.9818$. Omitting the FoV mask increased the $acc$ and $spec$ values by more than 1.5% and 1%, respectively. The slight change in sensitivity is due to an average of 15 vessel pixels in the annotations #1 being outside the FoV. Since many authors report 0.1% improvements in accuracy, the variation in the region used for evaluation can cause an enormous bias when algorithms are compared and ranked.

In the rest of the paper, we develop numerical techniques to test the consistency of the published figures with the hypotheses that the authors either evaluated under the FoV mask or used all pixels of the images.

2.4. The need for the numerical analysis

We attempt to investigate the evaluation methodology of dozens of complex image processing pipelines. Collecting original implementations covering 15 years of technological development seems to be unmanageable. On the other hand, implementations of the algorithms are unlikely to reproduce the exact figures shared by the authors as all details of complex image processing pipelines are rarely shared due to length limitations. To avoid further bias and to treat all papers similarly and equally, we decided to base the study only on the shared performance scores. In order to draw conclusions without statistical uncertainties, we decided to rely on numerical analysis to reveal some details of the evaluation methodologies used by the authors.

3. Methods and raw results

In this section, the steps of the numerical analysis are described and the corresponding results are reported. The raw results are turned into insights and discussed in detail in Section 3. We introduce two special notations: The mean of a set of figures is denoted by an overline (such as $\overline{acc}$ standing for the mean of a set of accuracy scores), and asterisk indicates exact values with no uncertainty (such as $tp^*$ standing for the exact number of true positives) that can either be extracted from the publicly available data set or denote unknown but exact values extracted by the authors to calculate the performance scores they reported.

3.1. The papers and algorithms involved

To select a sufficiently large, influential and comprehensive population of algorithms and reported performance scores without subjective bias, we applied the following strategy. We searched for the term "retinal vessel segmentation" in three of the largest scientific publication databases (Elsevier ScienceDirect, IEEE Xplore and ACM Digital Library) and recursively added the most cited ones with all algorithms referenced in them until we reached 90 papers. Finally, 10 recent papers, mainly based on deep learning have been added to represent the latest trends. To maintain quality and achieve the goals of our study, papers that met any of the following exclusion criteria were omitted in the selection process:
3.2. Overview of the numerical analysis

The analysis is based on the interdependence of the scores acc, sens and spec. Particularly, these scores cannot take arbitrary values: they are linear functions of the four unknowns \( tp, tn, fp \) and \( fn \), which need to sum up to the number of positive (vessel) \( p = tp + fn \) and negative (non-vessel) \( n = tn + fp \) pixels, while \( p + n \) needs to match the size of the FoV mask or the size of the image. Consequently, the reported values of a triplet of acc, sens and spec together with the exact number of positive and negative pixels in the images must satisfy certain conditions. In the rest of the section, this idea is developed further to deal with the numerical uncertainties of rounding and averaging, and to allow inferences to be made about the evaluation methodologies.

3.3. Image level analysis

Some authors have reported the acc, sens and spec scores at the image level. In this subsection, we develop a consistency test to decide whether the image level scores were computed in the FoV region or using all pixels of the images.

3.3.1. The image level consistency test

For each image, the true positives \( (tp^*) \) and true negatives \( (tn^*) \) calculated by the authors must satisfy the following inequalities by definition:

\[
sens - \epsilon \leq \frac{tp^*}{p^*} \leq sens + \epsilon, \tag{1}
\]

\[
spec - \epsilon \leq \frac{tn^*}{n^*} \leq spec + \epsilon, \tag{2}
\]

\[
acc - \epsilon \leq \frac{tp^* + tn^*}{p^* + n^*} \leq acc + \epsilon, \tag{3}
\]

\[
0 \leq tp^* \leq p^*, \quad 0 \leq tn^* \leq n^*, \tag{4}
\]

where the total number of positive \( p^* \) (vessel) and negative \( n^* \) (non-vessel) pixels can be determined given the publicly available images, and \( \epsilon \) denotes the numerical uncertainty of the reported figures. The setting \( \epsilon = 10^{-2}/2 \) is the maximum numerical uncertainty when the figures reported to \( k \) decimal places are subject to rounding, and \( \epsilon = 10^{-4}/2 \) is the maximum uncertainty when truncation or ceiling to \( k \) decimal places is assumed.

Eliminating \( tp^* \) and \( tn^* \) from the inequalities gives 6 conditions that must hold for a given triplet of acc, sens and spec scores, regardless of the actual values of \( tp^* \) and \( tn^* \):

\[
0 \geq n^*(acc - sens) + p^* (acc - sens) - 2 \epsilon (p^* + n^*), \\
0 \leq n^*(acc - spec) + p^* (acc - spec) + 2 \epsilon (p^* + n^*), \\
0 \geq p^*(sens - \epsilon - 1), \quad 0 \leq p^*(sens + \epsilon), \\
0 \geq n^*(spec - \epsilon - 1), \quad 0 \leq n^*(spec + \epsilon). \tag{5}
\]

The conditions (5) allow us to test the consistency of a certain triplet of acc, sens and spec reported for an image with \( p^* \) positives and \( n^* \) negatives, with \( \epsilon \) numerical uncertainty. Since we are concerned about two cases (evaluation using the FoV mask or all pixels), one can extract the total number of positives and negatives with and without the FoV and test whether the conditions for either hypothesis are satisfied. For example, treating annotation #1 as ground truth and annotation #2 as a segmentation for the test image in Figure [1] the rounded performance scores with the FoV mask are \( acc = 0.9492, sens = 0.7965, spec = 0.9722 \). In the FoV region, \( p^* = 29412 \) and \( n^* = 194965 \), and substituting these figures into the inequalities (5), all conditions are satisfied. On the other hand, including all pixels of the images, \( p^* = 29440 \) and \( n^* = 300520 \), and with this substitution the conditions fail.

The conditions (5) are sharp in the sense that if the assumptions on \( p^* \) and \( n^* \) are correct, then the conditions must hold; if the assumptions on \( p^* \) and \( n^* \) are sufficiently far the figures used to compute the scores acc, sens and spec, then the test fails. However, due to the numerical uncertainty, scores computed in regions slightly different from the assumptions might also satisfy the conditions (5). This phenomenon is examined in the next subsection.

3.3.2. Sensitivity of the image level consistency test

To quantitatively characterize the sensitivity of the test to changes in the region of evaluation, we carried out a simulation treating annotation #1 as ground truth and annotation #2 as segmentation for all 20 images in the DRIVE test set. The FoV masks were gradually dilated to cover the images; for each mask size, the performance scores were calculated and rounded to 3 and 4 digits; and the tests derived in subsection 3.3.1 were applied to the scores to check whether they were computed under the original FoV masks or using all pixels of the images. The percentages of image level scores passing the tests at certain mask sizes are plotted in Figure [2] along with the average accuracy to illustrate the bias caused by the adjustment of evaluation region. The first thing to observe is that varying the size of the evaluation region has a remarkable effect on the accuracy scores. However, when the performance scores are rounded to 4 digits, a deviation as little as 1% from the assumed region
| Rank | Key | acc  | Num. image level | Num. aggregated | Annotator #2 acc. | Region of eval. | Decimal places | Citations |
|------|-----|------|------------------|----------------|------------------|-----------------|----------------|-----------|
| 1    | Jebaseeli et al. (2019) | .9898 | 1 | F | 4 | 6 | 51 | Meng et al. (2015) |
| 2    | Hassanien (2018) | .9793 | 20 | 1 | 4 | 24 | 52 | Li et al. (2016) |
| 3    | Wang et al. (2015) | .9767 | 20 | 9 | .9464 | 4 | 274 | 53 | Imam et al. (2015) |
| 4    | Villalobos-Castaldi et al. (2016) | .9759 | 1 | 4.9734 | 4 | 70 | 54 | Singh and Srivastava (2016) |
| 5    | Memari et al. (2017) | .9722 | 3 | .9464 | 23 | 4 | 55 | Mo and Zhang (2017) |
| 6    | Park et al. (2020) | .9706 | 1 | 4 | 2 | 56 | Isavand Rahmani et al. (2020) |
| 7    | Jiang et al. (2019) | .9706 | 9 | .9637 | 4 | 9 | 57 | Dasti et al. (2020) |
| 8    | Ali and Gedik (2021) | .9689 | 2 | .9637 | 4 | 3 | 58 | Chalakkal and Abdulla (2017) |
| 9    | Mughnirad et al. (2021) | .9659 | 4 | .9473 | F | 4 | 95 | Meng et al. (2015) |
| 10   | Xu et al. (2019) | .9650 | 1 | 4 | 12 | 60 | Kaur and Mittal (2017) |
| 11   | Escorcia-Gutierrez et al. (2018) | .964 | 20 | 1 | 4 | 24 | 52 | Li et al. (2016) |
| 12   | Xiao et al. (2015) | .9633 | 1 | .9470 | F | 4 | 70 | Shukla et al. (2016) |
| 13   | Kumar et al. (2020) | .9626 | 1 | 4 | 28 | 64 | Khan et al. (2015) |
| 14   | Wangkheerade Kanchanachand et al. (2015) | .9626 | 1 | 4 | 19 | 65 | Meng et al. (2015) |
| 15   | Pan et al. (2017) | .9623 | 1 | 4 | 24 | 66 | Kovacs and Hajdu (2016) |
| 16   | Nakhleh and Maneerat (2019) | .9617 | 20 | 1 | 4 | 274 | 53 | Imam et al. (2015) |
| 17   | Wu et al. (2020) | .9616 | 20 | 1 | 4 | 23 | 68 | Bharkad (2017) |
| 18   | Alom et al. (2019) | .9613 | 20 | 1 | 4 | 23 | 68 | Bharkad (2017) |
| 19   | Huang et al. (2018) | .9613 | 1 | .9470 | 4 | 70 | 53 | Singh and Srivastava (2016) |
| 20   | Thangaraj et al. (2018) | .9611 | 1 | 4 | 28 | 64 | Khan et al. (2015) |
| 21   | Fan et al. (2017) | .9610 | 40 | 2 | .9473 | 4 | 44 | Meng et al. (2015) |
| 22   | Lupascu and Tegolo (2016) | .9606 | 40 | 2 | .9473 | 1 | 4 | 77 | Zhou et al. (2017) |
| 23   | Budai et al. (2013) | .9605 | 20 | 1 | 3 | 13 | 77 | Zhou et al. (2017) |
| 24   | Noh et al. (2019) | .9605 | 1 | 3 | 17 | 93 | Rezaee et al. (2017) |
| 25   | Singh et al. (2016) | .9604 | 20 | 1 | 4 | 24 | 66 | Kovacs and Hajdu (2016) |
| 26   | Wu et al. (2020) | .9603 | 20 | 1 | 4 | 23 | 68 | Bharkad (2017) |
| 27   | Das et al. (2018) | .9603 | 20 | 1 | 4 | 23 | 68 | Bharkad (2017) |
| 28   | Soomro et al. (2018) | .9602 | 20 | 1 | 4 | 22 | 66 | Kovacs and Hajdu (2016) |
| 29   | Wang et al. (2019) | .9601 | 20 | 1 | 4 | 21 | 66 | Kovacs and Hajdu (2016) |
| 30   | Wu et al. (2020) | .9600 | 20 | 1 | 4 | 20 | 66 | Kovacs and Hajdu (2016) |
| 31   | Soomro et al. (2019) | .9600 | 20 | 1 | 4 | 20 | 66 | Kovacs and Hajdu (2016) |
| 32   | Cardona et al. (2019) | .9600 | 20 | 1 | 4 | 20 | 66 | Kovacs and Hajdu (2016) |
| 33   | Soomro et al. (2019) | .9600 | 20 | 1 | 4 | 20 | 66 | Kovacs and Hajdu (2016) |
| 34   | Soomro et al. (2019) | .9600 | 20 | 1 | 4 | 20 | 66 | Kovacs and Hajdu (2016) |
| 35   | Soomro et al. (2019) | .9600 | 20 | 1 | 4 | 20 | 66 | Kovacs and Hajdu (2016) |
| 36   | Soomro et al. (2019) | .9600 | 20 | 1 | 4 | 20 | 66 | Kovacs and Hajdu (2016) |
| 37   | Soomro et al. (2019) | .9600 | 20 | 1 | 4 | 20 | 66 | Kovacs and Hajdu (2016) |
| 38   | Soomro et al. (2019) | .9600 | 20 | 1 | 4 | 20 | 66 | Kovacs and Hajdu (2016) |
| 39   | Soomro et al. (2019) | .9600 | 20 | 1 | 4 | 20 | 66 | Kovacs and Hajdu (2016) |
| 40   | Soomro et al. (2019) | .9600 | 20 | 1 | 4 | 20 | 66 | Kovacs and Hajdu (2016) |
| 41   | Soomro et al. (2019) | .9600 | 20 | 1 | 4 | 20 | 66 | Kovacs and Hajdu (2016) |
| 42   | Soomro et al. (2019) | .9600 | 20 | 1 | 4 | 20 | 66 | Kovacs and Hajdu (2016) |
| 43   | Soomro et al. (2019) | .9600 | 20 | 1 | 4 | 20 | 66 | Kovacs and Hajdu (2016) |
| 44   | Soomro et al. (2019) | .9600 | 20 | 1 | 4 | 20 | 66 | Kovacs and Hajdu (2016) |
| 45   | Soomro et al. (2019) | .9600 | 20 | 1 | 4 | 20 | 66 | Kovacs and Hajdu (2016) |
| 46   | Soomro et al. (2019) | .9600 | 20 | 1 | 4 | 20 | 66 | Kovacs and Hajdu (2016) |
| 47   | Soomro et al. (2019) | .9600 | 20 | 1 | 4 | 20 | 66 | Kovacs and Hajdu (2016) |
| 48   | Soomro et al. (2019) | .9600 | 20 | 1 | 4 | 20 | 66 | Kovacs and Hajdu (2016) |
| 49   | Soomro et al. (2019) | .9600 | 20 | 1 | 4 | 20 | 66 | Kovacs and Hajdu (2016) |
| 50   | Soomro et al. (2019) | .9600 | 20 | 1 | 4 | 20 | 66 | Kovacs and Hajdu (2016) |

Table 1: A summary of the papers included in the study, with columns as follows. "Rank": the rank based on the published accuracy scores; "Key": reference to the paper; " acc": the published accuracy score; "Num. image level": the number of image level figures shared by the authors; "Num. aggregated": the number of aggregated figures shared by the authors; "Region of eval.": the region of evaluation explicitly phrased by authors, 'F' for FoV, 'A' for all pixels, empty when it is not phrased explicitly; "Decimal places": the number of decimal places to which the figures are reported; "Citations": the number of citations at the time of writing this paper.
makes the test fail on more than 50% of the 20 test images, as can be seen by the steep drop in the corresponding dashed lines around the size of the official FoVs (69% of the image size) and at 100% of the image size. The increased uncertainty of rounding to 3 digits widens the acceptance window (solid lines) and about 50% of the scores pass despite a 15% change in the size of the evaluation region. However, the passing rate drops to about 5% at the opposite assumptions, indicating that the two edge cases can still be distinguished by the test. The analysis suggests that the consistency test is able to distinguish the cases where the official (or slightly differing) FoV masks were used from those cases when all (or almost all) pixels of the images were included in the evaluation.

### 3.3.3. Image level results

The image level consistency test was applied to all image level figures shared by 36 authors. To tolerate possible typos in the published figures and minor deviations from the exact

| Key | acc | sens | spec | Num. image level fig. | % passed assum. FoV | % passed assum. all pixels | Decision |
|-----|-----|------|------|-----------------------|-------------------|--------------------------|----------|
| Hassannein (2018) | .9793 | .8981 | .9883 | 4 | 20 | 0 | 5 outlier |
| Wang et al. (2015) | .9767 | .8173 | .9733 | 4 | 20 | 0 | 0 outlier |
| Moghirad et al. (2011) | .9659 | .7852 | .9935 | 4 | 25 | 25 | outlier |
| Escorcia-Gutierrez et al. (2020) | .9640 | .6170 | .9980 | 3 | 20 | 0 | 0 outlier |
| Nakhtianew and Salarzadeh (2019) | .9617 | .6392 | .9920 | 4 | 20 | 0 | 0 outlier |
| Wang et al. (2019) | .9616 | .7397 | .9779 | 4 | 20 | 0 | 90 all pixels |
| Tang et al. (2019) | .9611 | .8174 | .9747 | 4 | 20 | 0 | 0 outlier |
| Tamim et al. (2020) | .9607 | .7542 | .9843 | 4 | 20 | 0 | 0 outlier |
| Zhu et al. (2017) | .9607 | .7140 | .9688 | 4 | 20 | 0 | 0 outlier |
| Tahir et al. (2018) | .9605 | .8353 | .9727 | 4 | 20 | 0 | 10 outlier |
| Lyapascu and Trigoli (2016) | .9597 | .6728 | .9874 | 4 | 20 | 0 | 0 outlier |
| Lippager et al. (2019) | .9595 | .7283 | .9832 | 4 | 20 | 0 | 0 outlier |
| Fallah and Naghib-Nikdel (2013) | .9591 | .7668 | .9877 | 4 | 20 | 0 | 0 outlier |
| Doshi and Bhosse (2018) | .9570 | .7410 | .9860 | 3 | 20 | 0 | 15 outlier |
| Pileci et al. (2016) | .9550 | .6400 | .9850 | 3 | 20 | 0 | 100 all pixels |
| Saroj et al. (2018) | .9544 | .7307 | .9781 | 4 | 20 | 0 | 100 all pixels |
| GeethaRamani and Bal (2016) | .9536 | .7079 | .9778 | 4 | 20 | 0 | 85 all pixels |
| Meng et al. (2017) | .9529 | .7488 | .9818 | 4 | 20 | 0 | 5 outlier |
| Li et al. (2018) | .9527 | .7569 | .9816 | 4 | 20 | 0 | 100 FoV |
| Imam et al. (2015) | .9523 | .7524 | .9753 | 4 | 20 | 0 | 0 outlier |
| Singh and Srivastava (2016) | .9522 | .7594 | .9708 | 4 | 20 | 0 | 0 outlier |
| Singh and Srivastava (2016) | .9521 | .7760 | .9800 | 4 | 20 | 0 | 100 FoV |
| Doshi and Bhosse (2020) | .9520 | .7560 | .9810 | 3 | 20 | 0 | 25 15 outlier |
| Singh and Srivastava (2017) | .9513 | .7171 | .9739 | 4 | 20 | 0 | 100 all pixels |
| Singh and Srivastava (2017) | .9503 | .7278 | .9718 | 4 | 20 | 0 | 100 all pixels |
| Barkiani et al. (2017) | .9502 | .7224 | .9840 | 4 | 4 | 0 | 0 outlier |
| Khan et al. (2016) | .9501 | .7373 | .9670 | 4 | 20 | 0 | 0 outlier |
| Fraz et al. (2015) | .9480 | .7406 | .9807 | 4 | 20 | 0 | 0 outlier |
| Kurup and Thaneja (2014) | .9461 | .7369 | .9707 | 4 | 20 | 0 | 5 outlier |
| Marin et al. (2011) | .9452 | .7067 | .9801 | 4 | 20 | 0 | 100 FoV |
| Alapra et al. (2020) | .9450 | .6994 | .9811 | 4 | 20 | 0 | 100 FoV |
| Khatibi et al. (2020) | .9432 | .7503 | .9717 | 4 | 20 | 0 | 0 FoV |
| Fraz et al. (2016) | .9430 | .7152 | .9769 | 4 | 2 | 0 | 50 outlier |
| Emrani et al. (2018) | .9390 | .7210 | .9710 | 3 | 20 | 100 | 0 FoV |
| Ostremek et al. (2013) | .9340 | .7080 | .9693 | 4 | 20 | 0 | 0 outlier |

Table 2: Results of the image level consistency tests: the percentages indicate the fraction of image level scores passing the consistency test with a particular assumption on the region of evaluation.
assumptions, the image level results are aggregated according to the following permissive rule. If the use of the FoV (all pixels) is confirmed by the majority of the image level scores shared in a paper, the published scores are accepted to be calculated under the FoV (all pixels). If none of the assumptions are confirmed by the majority of the image level scores passing, all results of the paper are marked as outliers in terms of evaluation: in these cases we can state with certainty that the authors evaluated in an unknown way.

The results are summarized in Table 2 and plotted in Figure 3 in the accuracy-specificity plane. Surprisingly, 20 out of the 36 papers with image level scores turned out to be outliers. The ranking in Table 2 shows that almost all papers where the use of all pixels was accepted outperform those evaluating under the FoV mask, clearly showing the expected skew in the evaluations. A similar pattern can be seen in Figure 3: the scores where the use of the FoV mask was accepted tend to have lower accuracy and specificity scores than those where the use of all pixels was confirmed.

3.4. The analysis of aggregated figures

Most authors report only the averages of image level performance scores. In this subsection, we develop consistency tests to take into consideration the numerical uncertainty caused by the averaging.

3.4.1. The consistency test for aggregated figures

The concept of the consistency test for the average scores is similar to that of the image level test. Given the exact number of positive (vessel) and negative (non-vessel) pixels for each image in the DRIVE test set, one can formulate conditions that must be satisfied if the evaluation was performed according to the assumptions about the region of evaluation. Let \(p_i^+, n_i^+, i = 1, \ldots, 20\) denote the number of positive and negative pixels in the manual annotation of the \(i\)th image under a particular assumption (the use of the FoV or all pixels). If the assumption is true, the following conditions must be satisfied for some \(t_{p_i}, m_i, i = 1, \ldots, 20\) unknown integers:

\[
\text{sens} - \epsilon \leq \frac{1}{20} \sum_{i=1}^{20} p_i^+ / p_i^* \leq \text{sens} + \epsilon, \tag{6}
\]

\[
\text{spec} - \epsilon \leq \frac{1}{20} \sum_{i=1}^{20} m_i^+ / n_i^* \leq \text{spec} + \epsilon, \tag{7}
\]

\[
\text{acc} - \epsilon \leq \frac{1}{20} \sum_{i=1}^{20} tp_i + t_{m_i} / p_i^* + n_i^* \leq \text{acc} + \epsilon, \tag{8}
\]

\[
0 \leq t_{p_i} \leq p_i^*, \quad 0 \leq t_{m_i} \leq n_i^+, \quad i = 1, \ldots, 20. \tag{9}
\]

All these conditions are linear functions of the unknowns, thus, (6)–(9) can be interpreted as the condition set of a linear integer programming problem. In order to check if these conditions can be fulfilled, one can exploit any linear integer programming solver with a dummy objective function, and an empty feasibility set returned by the solver indicates that the conditions cannot be satisfied, thus, the aggregated performance scores are not consistent with the test images of DRIVE under the hypothesis (using the FoV or all pixels) which led to the \(p_i^*\) and \(n_i^*\) numbers.

| Key | sens | spec | Decision |
|-----|------|------|----------|
| Jebsaeei et al. (2019) | 9898 | 9807 | outlier |
| Villalobos-Castaneda et al. (2010) | 9799 | 9649 | outlier |
| Mitra et al. (2012) | 9722 | 9726 | outlier |
| Park et al. (2009) | 9706 | 8364 | all pixels |
| Zhu et al. (2019) | 9706 | 8325 | all pixels |
| Ash and Gaeta (2012) | 9689 | 9787 | outlier |
| Xiaqing et al. (2019) | 9690 | 8150 | all pixels |
| Sreejayan and Gopinath (2015) | 9633 | 7132 | all pixels |
| Salesi et al. (2011) | 9630 | 8423 | outlier |
| Kumar et al. (2016) | 9626 | 7098 | all pixels |
| Wevezkayi and Kunachandran (2015) | 9626 | 7290 | all pixels |
| Pandey et al. (2017) | 9623 | 8106 | all pixels |
| Alom et al. (2019) | 9613 | 7661 | all pixels |
| Zhang et al. (2019) | 9613 | 7538 | all pixels |
| Shaha and Venkatakrishnan (2019) | 9669 | 8282 | all pixels |
| Fatt et al. (2017) | 9600 | 7360 | all pixels |
| Wu et al. (2020) | 9582 | 7996 | all pixels |
| Ghamati et al. (2019) | 9570 | 6440 | all pixels |
| Not et al. (2019) | 9569 | 8354 | all pixels |
| Song et al. (2019) | 9560 | 8700 | all pixels |
| Frattini et al. (2017) | 9560 | 6000 | all pixels |
| Van et al. (2018) | 9542 | 7635 | all pixels |
| Zhu et al. (2018b) | 9540 | 7680 | all pixels |
| Pandu et al. (2019a) | 9540 | 7420 | all pixels |
| Andralik et al. (2016) | 9535 | 7811 | all pixels |
| Soominoo et al. (2018) | 9534 | 7592 | all pixels |
| Dasgupta et al. (2017) | 9533 | 7691 | all pixels |
| Hu et al. (2018) | 9533 | 7976 | all pixels |
| Nen and Thm (2017) | 9532 | 7446 | all pixels |
| Yang et al. (2020) | 9532 | 7349 | all pixels |
| Zhuo et al. (2018a) | 9530 | 7440 | all pixels |
| Iswaran Rahmani et al. (2020) | 9521 | 7400 | all pixels |
| Chakmak and Anusorn (2017) | 9520 | 7386 | all pixels |
| Mapisi et al. (2015) | 9511 | 7313 | all pixels |
| Zhang and Chang (2018) | 9504 | 8723 | all pixels |
| Song and Lee (2015) | 9499 | 7501 | all pixels |
| Reckemhout et al. (2015) | 9494 | 7395 | all pixels |
| Kovacs and Hapzip (2016) | 9494 | 7450 | all pixels |
| Bharat et al. (2018) | 9490 | 7820 | all pixels |
| Nazari and Parnia (2013) | 9481 | 7112 | all pixels |
| Abu and Mahdi (2014) | 9480 | 8750 | all pixels |
| Parameswaran et al. (2011) | 9477 | 7305 | all pixels |
| Shah et al. (2017) | 9479 | 7205 | all pixels |
| Zhang et al. (2014) | 9476 | 7743 | all pixels |
| Shin et al. (2019) | 9476 | 7013 | all pixels |
| Cheng et al. (2014) | 9474 | 7252 | all pixels |
| Zhao et al. (2017) | 9469 | 8078 | all pixels |
| Mohan et al. (2015) | 9466 | 7276 | all pixels |
| Petzelt et al. (2017) | 9463 | 7189 | all pixels |
| Mendonca and Cavalcante (2013) | 9463 | 7315 | all pixels |
| Mir and Mahboub (2018) | 9458 | 7352 | all pixels |
| Stynens et al. (2016) | 9454 | 7777 | all pixels |
| Ravi et al. (2017) | 9450 | 7201 | all pixels |
| Stynens et al. (2015) | 9442 | 7655 | all pixels |
| Azzopardi et al. (2015) | 9442 | 7655 | all pixels |
| Shah et al. (2019) | 9441 | 7750 | all pixels |
| You et al. (2017) | 9434 | 7140 | all pixels |
| Soominoo et al. (2017) | 9432 | 7523 | all pixels |
| Dai et al. (2018) | 9418 | 7359 | all pixels |
| Ou et al. (2018) | 9418 | 7226 | all pixels |
| Jafari et al. (2015) | 9412 | 7181 | all pixels |
| Salazar et al. (2014) | 9412 | 7512 | all pixels |
| Zhang et al. (2019) | 9382 | 7120 | all pixels |

Table 3: The results of the consistency tests for aggregated figures, ‘+’ denoting the cases passing the test with a particular assumption.
3.4.2. Sensitivity of the consistency test for aggregated figures

Similarly to the image level analysis, the aggregated figures must pass the test if the assumptions are met. However, due to the increased numerical uncertainty, it is questionable whether the sensitivity of the test is high enough to distinguish the two corner cases we are concerned with. As before, a quantitative characterization of sensitivity can be obtained by varying the size of the evaluation region, but this time checking whether the aggregated figures pass the test with the $p_i^*, n_i^*$, $i = 1, \ldots, 20$ numbers extracted according to the hypotheses. According to the results shown in Figure 4, a 15% deviation in size from the hypothesised region causes the test to fail when the scores are reported to 4 digits. With rounding to 3 digits, the two corner cases are still distinguished by the test. However, if the region of evaluation is between 77%-87% of the image size, the scores can pass the test with either assumption.

3.4.3. The results on aggregated figures

In some papers (such as (Wu et al., 2020)), multiple triplets of aggregated scores are reported to illustrate the effects of the various steps of the proposed methods. Similarly to the image level analysis, the majority rule is applied to make clear decisions about the region of evaluation used by the authors. The results are summarized in Table 3 and plotted in Figure 5. Again, we assigned 3 labels to the papers, in 30 cases the use of the FoV was accepted, in 18 cases the use of all pixels was accepted, and 16 papers were classified as outliers (the scores do not pass the test with either of the hypothesised regions). As before, the ranking in Table 3 and the illustration in Figure 5 confirm the expected bias in the evaluations: the algorithms evaluated on all pixels tend to have higher accuracy and specificity scores, in general.

To assess the sensitivity of the aggregated consistency test compared to the image level test, we compared the categorization based on image level and aggregated figures and found that the aggregated consistency test gave the same result in all cases where the use of the FoV mask or all pixels was confirmed at the image level. However, from the total of 20 outliers identified at the image level, in 15 cases the aggregated scores passed the consistency test with one of the assumptions. This suggests that there can be further outliers among the papers in which only aggregated scores are reported and the consistency test confirmed one of the hypotheses.

3.5. An improved ranking

In this section, we attempt to derive a more realistic ranking of the algorithms by eliminating the bias caused by the differing regions of evaluation. The goal of the method we develop is to map the scores calculated on all pixels into the domain of evaluation with the FoV mask.

The idea is analogous to that of the consistency tests. Let the subscripts $x_F$ and $x_a$ refer to figures computed under the FoV mask and using all pixels, respectively, and let $x_d = x_a - $
\( x_F \) denote the difference. Given a particular triplet of image level scores \( acc_a, sens_a \) and \( spec_a \) reported by the authors with \( \epsilon = 10^{-k} \) numerical uncertainty, we would like to infer on \( acc_F, sens_F \) and \( spec_F \). Substituting the unknowns \( tp'_a = tp'_F + tp'_d \) and \( mn'_a = mn'_F + mn'_d \) into (1)–(4), one gets the conditions

\[
\begin{align*}
sens_a - \epsilon &\leq \frac{tp'_a + tp'_d}{p'_F + p'_d} \leq sens_a + \epsilon \quad &\text{sens}_a \\
spec_a - \epsilon &\leq \frac{mn'_a + mn'_d}{n'_F + n'_d} \leq spec_a + \epsilon, \quad &\text{spec}_a \\
acc_a - \epsilon &\leq \frac{tp'_a + mn'_a + tp'_d + mn'_d}{p'_F + n'_F + p'_d + n'_d} \leq acc_a + \epsilon, \quad &\text{acc}_a \\
tp'_a \in [0, p'_F], \quad mn'_a \in [0, n'_F], \quad tp'_d \in [0, p'_d], \quad mn'_d \in [0, n'_d],
\end{align*}
\tag{10}
\]

which must hold for some integer unknowns \( tp'_F, mn'_F, tp'_d \) and \( mn'_d \). The constants \( p'_F, p'_d, mn'_F \) and \( n'_F \) are known from the publicly available test set. Focusing on the accuracy score \( acc_F = \frac{tp'_F + mn'_F}{p'_F + n'_F} \), first, we are interested in a lower and upper bound on the values it can take under the conditions (10). Recognizing that the conditions (10) with the objective function \( acc_F \) form a linear integer programming problem of the free integer variables \( tp'_F, mn'_F, tp'_d \) and \( mn'_d \), one can determine the minimum \((L)\) and maximum \((U)\) values the objective function can take by exploiting any linear programming solver. These extrema provide a sharp interval estimate for the accuracy score evaluated under the FoV: \( acc'_F \in [L(acc'_F), U(acc'_F)] \). The adjusted accuracy score is defined as the mid-point of the interval and the error of the adjustment is estimated as the half-width of the interval:

\[
acc'_F = \frac{L(acc'_F) + U(acc'_F)}{2}, \quad \epsilon(acc'_F) = \frac{U(acc'_F) - L(acc'_F)}{2}.
\tag{11}
\]

The adjusted image level \( sens'_F \) and \( spec'_F \) scores and corresponding error estimates are determined analogously.

In practice, we found that the formulation (10) leads to wide intervals due to mathematical solutions that are not aligned with the problem. In the formulation (10), the number of true negatives outside the FoV \((n_d)\) can be zero, that is, the linear programming solver considers variable configurations corresponding to segmentations where all pixels outside the FoV are segmented as vessels, which is unlikely. In order to tighten the intervals, the configuration space is reduced by making the natural assumption that no more negative pixels than 1\% of the vasculature are segmented as vessels outside the FoV: \( n_d \in [n'_d - 0.01 p'_F, n'_F] \). With this constraint, the worst-case error of the adjustment when applied to all image level figures reduces to 0.002 with the average of 0.001, which we found sufficiently tight for further analysis.

Similarly to the image level adjustment, for the averaged scores, one can substitute \( tp''_a = tp''_F + tp''_d \) and \( mn''_a = mn''_F + mn''_d, i = 1, \ldots, 20 \) into the conditions (6)–(9) leading to a set of linear integer constraints. Then, minimizing and maximizing the objective function

\[
\overline{acc}_F = \sum_{i=1}^{20} tp'_{F,i} + mn'_{F,i}
\]

in the free integer variables \( tp'_{F,i}, mn'_{F,i}, tp'_{d,i}, mn'_{d,i}, i = 1, \ldots, 20 \), one gets a sharp interval estimate for \( \overline{acc}_F \). The adjusted aggregated score \( \overline{acc}_F \) is determined as the mid-point of the interval and the corresponding error term \( \overline{\epsilon}_{acc} \) as the half-width of the interval. The adjusted \( sens'_F \) and \( spec'_F \) scores are determined analogously.

For illustration, the adjustment was applied to the scores calculated on all pixels and reported in our earlier paper (Kovács and Hajdu 2016). The adjusted scores \( \overline{acc}_F = 0.9500, sens'_F = 0.7447, spec'_F = 0.9802 \) are well aligned with the true scores \( acc_F = 0.9494, sens_F = 0.7446, spec_F = 0.9793 \) calculated in the FoV area, the error of the adjustment is not higher than 0.001 for any of the figures.

The adjustment was applied to the reported scores of all methods we identified to be evaluated using all pixels. The worst case of the adjustment is 0.003 with the average of 0.001. As the errors are in order of magnitude smaller than the bias, we believe that the ranking based on the adjusted scores in Table 2 is a more reliable baseline for the field than the original ranking in Table 1.

4. Insights

Based on the raw results and the adjusted scores, in this section, we provide some detailful insights into the field.

4.1. Insights from the consistency testing

Overall, the use of the FoV mask was accepted in 36 cases, and the scores reported in 28 papers were consistent with the use of all pixels for evaluation. 36 papers were found to be outliers with undoubtful evidence that the evaluation was carried out in an unknown third way. Binomial hypothesis testing at the usual significance levels fails to reject the null hypothesis that the authors have no preference in the choice of the evaluation methodology (p-value: 0.19). Consequently, we can state that neither of the two evaluation methodologies we investigated can be treated as a standard in the field.

Explicit phrasing of the region of evaluation was found only in 29 papers. Out of them, only in 15 cases were the reported scores consistent with the claims of the authors. These inconsistencies indicate that the most reliable source for the region of evaluation is the triplet of performance scores the authors shared.

The results of the consistency tests can be used to verify that the rankings in the papers are valid: if at least two algorithms evaluated in different regions are included in a ranking, it contains non-comparable figures. This phenomenon was confirmed in 91 of the 100 papers. Together with the 10 reviews (Almotiri et al. 2018, Mocchia et al. 2018, Mookiah et al. 2021, Besenczi et al. 2016, Khan et al. 2018, Cetinkaya and Duran 2020, Srinidhi et al. 2017, Singh et al. 2020, Fraz et al. 2012b, Fu et al. 2018) which only recite published figures, the statement
4.2. Insights from the new ranking

The correlation coefficient between the original and the adjusted rankings is 0.18, indicating that the adjustment of scores leads to a substantial change in the recognition of effective vessel segmentation techniques.

The reported scores show that the accuracy of annotator #2 was outperformed by 1% in 2007, and at the time of writing, near-perfect techniques are available with accuracy of 0.98-0.99. In contrast, the adjusted scores show that the accuracy of annotator #2 was only reached in 2014, and the highest accuracy to date is only 1% above it (evaluated under the FoV mask). This phenomenon shows similarities with the field of electrohysterogram classification: the near perfect accuracy scores reported in the literature were caused by a methodological flaw in the evaluations (Vandewiele et al., 2021).

In Figure 6(a), we have plotted the distribution of algorithms and evaluation methodologies in the adjusted accuracy-sensitivity plane. The plot shows that after eliminating the bias, the algorithms evaluated with all pixels have lower accuracy and specificity scores than those evaluated with the FoV mask. The independent two-sample t-test shows that the difference is statistically significant with a p-value of $10^{-8}$. The reason for this surprising phenomenon is that using all pixels to evaluate less effective techniques results in performance scores comparable to or even higher than those of more effective techniques evaluated under the FoV mask, and this brings publicity to less effective approaches.

Finally, we compare the performances of the methods by their operating principles. We have introduced 4 categories: deep learning, classical (thresholding, filtering, morphology, region growing), supervised (feature extraction and supervised machine learning, but not deep learning), and others (dominantly graph-cut based segmentation techniques). The results presented in Figure 6(b) show that deep learning techniques increase the accuracy by almost 1% compared to the best performing classical and supervised techniques.

4.3. A remark on the evaluation of deep learning techniques

From a development perspective, there is an important difference between heuristic image processing pipelines and highly flexible deep learning solutions that calls into question the suitability of current evaluation methodologies in the field. Unlike the heuristic improvement of conventional image processing pipelines, the tuning of hyperparameters in deep neural networks is relatively straightforward (automated in many cases), which increases the risk of overfitting when the performance scores measured on the test set drive the tuning of the network.

Although this could be prevented by using the training images of DRIVE for both training the weights in the network and tuning the network structure, we found evidence that some results are clearly overfitted to the test set: Both (Li et al., 2016)
and (Liskowski and Krawiec, 2016) optimize the network size and hyperparameters on the test images. Despite the obvious overfitting, we did not discard these results for two reasons. First, all other papers using deep learning declare the network structures and the hyperparameters. None of the authors describe how the network was derived from the training data, which risks the overfitting of the network structure to the test images. On the other hand, there is no doubt that deep learning techniques achieve better results than classical approaches. Although some papers may have reported too optimistic scores due to overfitting to the test images, they clearly dominate the field.

Consequently, the development and evaluation of deep learning solutions for retinal vessel segmentation should follow the standards of the deep learning literature by using 3 sets of images (Larochelle et al., 2009): one to train the weights in the network, another to tune the network structure and a final one to test the performance of the optimised network. However, since DRIVE specifies only 2 subsets and further splitting of the training set (20 images) would lead to a nearly insufficient number of images for deep learning, a larger set of images should become the standard in this field.

4.4. Limitations

The analysis we carried out has numerous limitations. Despite the systematic search for influential papers, the selected group may provide a biased representation of the field and the results of the selection process may change over time as the number of citations changes.

The consistency tests for aggregated figures tolerate greater deviation from the hypotheses than do the image level tests. This inherent imbalance in the rigour of the tests implies that some papers that passed the consistency test with aggregated scores might have failed if the authors had reported image level scores.

The adjusted scores have some numerical uncertainty. Although the estimated errors are small, the improved ranking is also uncertain to this degree.

We have focused primarily on the comparability of the reported performance scores. However, higher performance is not the only goal in science. If some methods are easier to understand, maintain, adapt, or are more efficient in terms of runtime, they are still valuable contributions to science. Therefore, the improved ranking does not devalue the contributions of any paper, as all papers provide insights into the capabilities of the implemented approaches.

5. Summary and Conclusions

In this study, we investigated the coherence of reported performance scores in the segmentation of vessels in retinal images. We collected 100 influential papers reporting accuracy, sensitivity, and specificity for the publicly available data set DRIVE. Based on textual references to two corner cases of evaluation methodologies (evaluation under the FoV mask or using all pixels of the images), we developed numerical methods to test the consistency of the reported scores with the two assumed corner cases (subsections 3.3.1, 3.4.1). Based on results of consistency tests, we attempted to remove bias and make the scores comparable to create a new baseline ranking (Section 3.5). Section 4 summarizes various findings and insights and also discusses the limitations of our analysis. The insights clearly show that there is no consensus in the field on the evaluation methodology. However, in most of the papers, including reviews of the field, the rankings and the objective evaluation of operating principles are biased by the direct comparison of non-comparable figures. Based on the papers we selected and the adjustment we implemented, the current state of the art accuracy is 0.9582 (evaluated in the FoV region), which is about 1.1% higher than the performance of annotator #2. Despite the limitations of our method, we believe that the adjusted ranking

Figure 6: The distribution of the adjusted figures in the accuracy-specificity plane: by evaluation methodologies (a); and operating principles (b).
in Table 4 provides a more realistic view of the state of the art than any ranking based on the direct comparison of reported figures.

The findings have numerous implications regarding the suitability and potential improvements of datasets, evaluation methodologies and reporting standards in the field:

- A novel dataset that takes into account the changing requirements of the field is desirable - potentially, this could emerge as a curated fusion of existing vessel segmentation data sets that provides predefined training, test and validation subsets for the reliable evaluation of deep learning techniques, and the sizes of the subsets should be based on well-established principles (Guyon et al., 1998).
- The published average scores on DRIVE usually differ in the 3rd-4th digits. Since these are the averages of only 20 image level scores, one can assume a relatively large variance, which makes the rankings ambiguous. To investigate whether there were statistically significant improvements, the authors should provide image level figures at least as supplementary material and explicitly report more details about the evaluation methodology (e.g., the region they use to calculate the scores).
- Authors should report the Dice score (Elbode et al., 2020, dice = \(2 \cdot tp / (2 \cdot tp + fp + fn)\)), which is a commonly accepted measure of segmentation performance. Since dice is inherently free of the number of true negatives, the bias we study in this paper is naturally eliminated. Treating retinal vessel segmentation as a pixelwise binary classification problem, the AUC score (the standard performance measure for binary classification in machine learning) provides good insight into the trade-off between the sensitivity and specificity of segmentation algorithms - if applicable (the segmentation is based on pixelwise vascularity probabilities), authors should report AUC scores.
- Maximizing some pixelwise performance measures of segmentation does not necessarily improve clinical applications. For example, an algorithm that provides an average accuracy of 0.95 with a small standard deviation may lead to a more reliable grading of disease severity than an algorithm with an average accuracy of 0.96 and a huge standard deviation, which means that it fails under certain conditions. Consequently, the evaluation of vessel segmentation methods should be more closely linked to clinical applications.

The numerical techniques we have developed can be easily adapted to other problems where similar methodological flaws may arise. To allow full reproducibility and further analysis, all raw data, the implementation of the analysis and all results are shared in the GitHub repository [www.github.com/gykovacs/retinal_vessel_segmentation](http://www.github.com/gykovacs/retinal_vessel_segmentation).
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