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Abstract

Cross-language article linking (CLAL) is the task of finding corresponding article pairs across encyclopedias of different languages. In this paper, we present Encyclolink, a web-based CLAL search interface designed to help users find equivalent encyclopedia articles in Baidu Baike for a given English Wikipedia article title query. Encyclolink is powered by our cross-encyclopedia entity embedding CLAL system (0.8 MRR). The browser-based interface provides users with a clear and easily readable preview of the contents of retrieved articles for comparison.

1 Introduction

Online encyclopedias are among the most frequently used Internet services today, providing information summaries on millions of topics in all branches of knowledge. Wikipedia is one of the largest online encyclopedias and has many language versions, but there are alternatives to Wikipedia in some languages. In China, for example, Baidu Baike and Hudong are the largest encyclopedia sites. However, since the various encyclopedias in different languages have no connections to each other, it makes it difficult for searchers to find comprehensive results drawn from multiple online encyclopedias in multiple languages. If all or some of the world’s online encyclopedias were integrated in a “metencyclopedia”, potentially even translated into a user’s local language, it would greatly enrich search and information retrieval, helping users explore multiple viewpoints on a topic from users of other languages.
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In this paper, we introduce Encyclolink, a system that links articles written in two different languages from two different encyclopedia platforms, allowing users to search and browse information from two online encyclopedias in one interface. Encyclolink is based on cross-language article linking (CLAL), the task of creating links between equivalent articles written in different languages from different encyclopedias. Using Encyclolink, a user can input an English query and then see all linked Chinese articles in order of relevance. The user can then browse the English article and its Chinese counterpart side by side for comparison.

2 Related Work

Cross-language article linking is a new research target. The related work can be mainly divided into two groups: CLAL on Wikipedia and CLAL on different encyclopedias.

2.1 CLAL across Wikipedia Language Versions

The first work that aimed to find new cross-language links between English and German is Sorg and Cimiano (2008). They proposed a chain link hypothesis, which assumes that for any two cross-lingual linked articles, there are chain links in many language versions between them. They designed a candidate selection process based on the hypothesis and built a classifier with text-based features to predict the links.

Oh et al. (2008) later designed a language-independent approach. They first converted every English and Japanese Wikipedia article into vectors of the link, text, and context of the article. Then they translated English vectors into Japanese using a dictionary created from existing cross-language links. Finally they adopted BM-25 to compute similarity between these vectors to select candidate links.
Wang et al. (2012), on the other hand, relied solely on link structure between English and Chinese Wikipedia articles. They found out that the more common links or categories there are between two cross-lingual articles, the more likely they are to be equivalent articles. They first created a graph for each Wikipedia version; nodes in the graph represent articles and edges are hyperlinks between articles. Then, they used the cross-language links between two Wikipedia versions to reconnect two graphs in a pair-wise connectivity graph (PCG), which served as the structure of their learning model.

2.2 CLAL between Wikipedia and Baidu Baike

Wang et al. (2012) attempted to integrate two different encyclopedias, English Wikipedia and Chinese Baidu Baike, into one cross-language encyclopedia. They created over 0.2 million links between the encyclopedias, but their approach requires many manually pre-linked article links and category links to create the pair-wise connectivity graph (PCG) model. Furthermore, in the paper, they do not mention how to verify accuracy of the newly discovered cross-language links.

Another relevant work is Wang et al. (2014), which also focuses on linking English Wikipedia and Baidu Baike articles. To select and predict article links, they designed text-related features for an SVM classifier. Their features include bidirectional title matching, title similarity, hypernym translation and English title occurrence.

3 Methods

Given an article from a knowledge base (KB), CLAL aims to find the article’s corresponding article in another KB of a different language. Corresponding articles are defined as articles describing the same entity in different languages. Following Wang et al.’s (2014) example, we also divide CLAL into two stages: candidate selection and candidate ranking. The candidates for each Wikipedia article are selected with the Lucene search engine, and the queries and documents are translated with the Google Translate API. We then train an SVM classifier with the same features described in Wang et al.’s (2014) paper. The given English Wikipedia article and a candidate Baidu article are denoted as \( w \) and \( b \). Wang et al.’s (2014) features are as follows:

- **BM25**: \( w \)’s title is translated into Chinese and then used as a query to retrieve articles from Baidu Baike with the Lucene search engine. The returned BM25 score corresponding to \( b \) is treated as the value of \( b \)’s BM25 feature.
- **Hypernym translation (HT)**: Supposing the given English title is \( e \) and that \( e \)’s hypernym is \( h \), this feature is defined as the log frequency of \( h \)’s Chinese translation in the candidate Chinese article.
- **English translation occurrence (ETO)**: Whether or not \( w \)’s title appears in the first sentence of \( b \) is regarded as the value of \( b \)’s ETO feature.

After replicating Wang et al.’s (2014) system, we add our proposed cross-encyclopedia entity embedding (CEEE) feature, the construction of which is detailed in the following sections.

3.1 Cross-Encyclopedia Entity Embedding Model

Our model is based on Mikolov et al.’s (2013) skip-gram model. The training objective of the skip-gram model is to maximize the probability of predicting the target word given the context, where the target-context pairs are extracted by sliding a window over the entire corpus.

Within an online encyclopedia, each entity is linked with one or more other entities by hyperlinks. For example, the “Food” article in English Wikipedia is linked with the “Plant” article. On the assumption that the entities mentioned in an article are somehow related to the article’s meaning, for a given context article, we treat all entities mentioned in it as target entities. Given a set of target-context entity pairs \( E = \{(t, c)\} \), we learn the embeddings of entities by maximizing the training objective:

\[
L = \frac{1}{|E|} \sum_{(t,c) \in E} \log P(t|c). \tag{1}
\]

The probability of a target entity given a certain context entity is defined with the softmax function to represent the probability distribution over the entity space \( \varepsilon \) of an online encyclopedia:

\[
P(t|c) = \frac{\exp(v_t \odot v_c)}{\sum_{e \in \varepsilon} \exp(v_e \odot v_c)} \tag{2}
\]

where \( v_t, v_c \subset \mathbb{R}^d \) is the embedding of an entity, \( d \) is the embedding size and \( \odot \) is dot product.
3.2 Learning Cross-Encyclopedia Entity Embedding

Since there are millions of entities in both Wikipedia and Baidu, we adopt negative sampling to speed up the training process. We set the negative sample size to 100 during training. We further filter out entities that are only linked to 9 or fewer other entities. We train the model with (1) Baidu as target and Wikipedia as context, (2) Wikipedia as target and Baidu as context, (3) Wikipedia as both target and context, and (4) Baidu as both target and context. During task (3), only $m^w$ is updated, and during task (4), only $m^b$ is updated. Every task iterates through its corresponding set of entity pairs. The four tasks repeat 50 times each. The embeddings are updated by stochastic gradient descent with a batch size of 1280 entity pairs. The learning rate is set to 0.1, and entity embeddings are randomly initialized. We also normalize the embeddings to the unit vector every 10 batches during training as Xing et al. (2015) did to improve entity similarity measurement.

3.3 Cross-Encyclopedia Entity Embedding Feature

After training, the learned embeddings are ready to be used. The similarity score of a Wikipedia entity and a Baidu entity is obtained by calculating the cosine value of their corresponding vectors in the learned embedding. Supposing the embedding vectors corresponding to the English Wikipedia article and the Baidu article are $v^w$ and $v^b$, the feature value is defined as follows:

$$
\begin{cases}
    \frac{v^w \cdot v^b}{|v^w||v^b|} & \text{if both } v^w \text{ and } v^b \text{ are available} \\
    -1 & \text{otherwise}
\end{cases}
$$

4 Demo System

4.1 System Architecture

Our web-based demo system, Encyclolink, is composed of two modules: Web UI and Web Service. The Web UI is mainly written in simple HTML with CSS. The Web UI takes a user’s input as the query. After receiving a query, the UI sends it to the Web Service with a JavaScript function. Then the Web Service will call our main CLAL module, described in Section 3, to retrieve and rank the candidate articles according to their scores. The flowchart of Encyclolink is depicted in Figure 1.

4.2 User Interface and Application

The user interface of Encyclolink is separated into two main areas shown in Figure 2. The upper area contains a preview of the original English Wikipedia page. In the bottom area are the CLAL results given the input query. At the upper left corner of the UI screen, there is a text search field in which users can input a title of an article of interest. After the user presses the “Go” button, a preview of the English article will appear below the search field, including a hyperlink to the original English Wikipedia article. Meanwhile, the input query is sent to Web Service module, which selects and returns 10 candidate articles from Baidu Baike. They are listed in descending order according to their relevance scores to the query. Each of the candidates is also accompanied by a hyperlink, which users can click to open a window to view the contents of the Baidu Baike article. The UI allows users to view the English article alongside the corresponding Baidu Baike article on the same page for comparison.

5 Conclusion

This paper describes the Encyclolink system, a web-based system that can link articles from En-
glish Wikipedia and Chinese Baidu Baike, allowing users to retrieve and examine information from two of the world’s largest online encyclopedias. A Encyclolink user can enter an English query to retrieve the matching English Wikipedia articles and a ranked list of corresponding Chinese articles in Baidu Baike. Encyclolink displays the results in a simple preview interface that lets users compare both English and Chinese encyclopedia articles side by side.
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