Analyzing Web Application Log Files to Find Hit Count Through the Utilization of Hadoop MapReduce in Cloud Computing Environment
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Abstract—MapReduce has been widely applied in various fields of data and compute intensive applications and also it is important programming model for cloud computing. Hadoop is an open-source implementation of MapReduce which operates on terabytes of data using commodity hardware. We have applied this Hadoop MapReduce programming model for analyzing web log files so that we could get hit count of specific web application. This system uses Hadoop file system to store log file and results are evaluated using Map and Reduce function. Experimental results show hit count for each field in log file. Also due to MapReduce runtime parallelization response time is reduced.
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I. INTRODUCTION

Recently the computing world has been undergoing a significant transformation. Many factors have become the motivation for taking interest in cloud computing and these factors are the low cost hardware, storage capacity, increase in computing power and the tremendous growth in data size generating per day. The main challenge in the cloud is how to effectively store, query, analyze, and utilize immense datasets [8]. Some activities requires specialized models in the cloud computing domain in that for processing large datasets in clusters of computers, MapReduce model is used. MapReduce model comes under platform-as-a-service which offers high level of abstraction to make cloud programmable.

Google has successfully implemented data intensive paradigm called MapReduce to solve many large-scale computing problems [1]. The novel way to construct distributed applications for the cloud is to use MapReduce programming model. Its well known open-source implementation is Hadoop which is developed by Doug Cutting. The core of Hadoop includes file System, RPC, and serialization libraries and also it provides the basic services for building a cloud computing environment with commodity hardware. The two fundamental services of Hadoop are Hadoop Distributed File System (HDFS) [3] and MapReduce framework [1][5]. The Hadoop Distributed File System is a distributed file system which stores terabytes or petabytes of data; also it provides high speed access to the application data. It is highly designed to run on clusters of commodity machines. MapReduce framework is for processing large datasets on compute clusters in distributed way. MapReduce framework handles all complexities and distribution of the data as well as of map and reduce task.

The main point in using Hadoop is to handle large datasets efficiently. In this system, we have applied Hadoop MapReduce model to analyze web application log files. Log files are generated at a record rate as people use these web applications available in different areas such as shopping, banking, etc. Log file is a record of list of actions that have been occurred and also it keeps information about everything that goes in and out of the web server. Log files contain tons of information which is useful for making business decisions and future assessment. In order to analyze customer’s behavior, market values for business, how our website is working, we need to process log files. Log file generation rate is nearly in some hundreds of TB’s per day. Such massive amount of log data is difficult to store, analyze and utilize. Hadoop is the best fit in the cloud which can store such large log files and analyze them.

Proposed system uses Hadoop distributed file system to store log file and MapReduce programming model is used to
write application for analyzing log file. First, log file is distributed over the nodes in a cluster and MapReduce is applied over them to get the analyzed results. The framework requires user to define two functions, Map and Reduce. MapReduce operates on each record in the log file and generates (key, value) pair as output where key is the field in the log file and value is the hit count for that particular field. Parallelization of MapReduce tasks makes execution faster. Pig queries aggregates MapReduce output from all the nodes in a cluster and then categorizes results according to the different fields in the log file [4].

All the details of the system are given in upcoming sections. Background details are presented in the next section. Section 3 provides complete view of proposed system and implementation details and results are shown in Section 4. Section 5 presents the conclusions.

II. LITERATURE SURVEY

Cloud computing is the enhanced version of grid or cluster. One of the nitty-gritty of cloud is that it can process with the huge amount of data within fraction of time as compared with the existing processing models. The exponential growth of data has made the world to live into the data age. Many tycoon companies like Yahoo, Google, Microsoft were finding difficulties in handling massive datasets. In 2004, Google introduced MapReduce and Google File System to scale up the data processing needs. Google’s MapReduce is then implemented by many search engines and ultimately adopted by Hadoop. Now, Hadoop has become the core part of computing in many web companies [5][23]. Hadoop can handle terabytes or petabytes of data thus it is called as a Big Data technology.

In today’s scenario, everything is going online which results into generating log files very fast. The way logs stores important information about customer’s behavior and business, companies started storing their log data on a priority basis. Thus, log data has become big data [15]. In order to get more and more customers, they need to analyze which prior customers are interested, where it is more popular, which kind of service people are interested in, etc. Such kind of analysis helps in improving advertise of less popular services, promote popular services in order to make business scale. To analyze historical log files to make sense of the business for whole year, we need to store these log files for that we need reliable storage system. Thus, to solve problem of storing and analyzing large amount of log data, combined solution is needed. Hadoop is a good platform for storing and analyzing these huge log data. Two major components of Hadoop which are Hadoop Distributed File System and MapReduce take care of storage and large-scale data processing. Hadoop distributed file system stores petabytes of data by partitioning the data into small blocks and distributing them over multiple nodes in a cluster [3]. Map Reduce allows the distributed processing of the input log data in PetaBytes and could be able to come up with the result in amazingly less time.

A. Difficulties in Existing Systems

The term Big Data with MapReduce fascinated the big shot companies in the world like Yahoo, Facebook, Cloudera etc. and finally deflected the Moore’s law little bit towards the saturation in the clock speed [5]. Traditionally, primary goal was to increase computing power of single machine. Then evolved distributed system which allowed a single job to run on multiple machines. From many years, High Performance Computing and Grid Computing have been doing data processing using SAN. The main disadvantage of using SAN is the single point of failure. Also at computation time, it copies data to compute node which is well suited for small amount of data only. For massively growing data, moving data to compute nodes is not a good idea. Hadoop MapReduce provides the data locality facility of moving computation to data rather moving data to computation which makes access to data fast [1][5]. And this is the reason for good performance of Hadoop MapReduce. Message Passing Interface used in previous technologies requires user to handle data flow explicitly wherein there is Application Programming Interface provided by the Hadoop works implicitly and embeds the business logic in the Mapper and Reducer Class [1]. Hadoop also provides cost effective storage as it runs over the commodity hardware.

Hadoop MapReduce also differs from traditional relational databases many ways. Relational databases can handle only some gigabytes of data where Hadoop can handle terabytes or petabytes of data. Secondly, relational databases works over structured data only, there is a static schema [5][9][12]. Hadoop MapReduce is suitable for unstructured data such as text file as well as for semi structured data because it interprets the data at processing time.

III. PROPOSED WORK

A. The Workflow of The System

Our proposed system is composed of two phases involving log preprocessing and analysis phase. Block diagram of the system is shown in Figure 1. Input to the system is web application log file of banking server. Log file is a simple text file consisting of URL, date, hit, age, country, state and city. Preprocessing phase involves separation of fields using separator “#” and removing unwanted noisy data which could be multimedia files, style sheets, etc. Log file after preprocessing phase is stored into HDFS. Second phase is the analysis phase which involves distribution of the log file over Hadoop cluster, use of MapReduce algorithm and execution of pig query to integrate and categorize the analyzed results. Each task in analysis phase is explained below:

1) Distribution of log file: Hadoop breaks down input file into smaller blocks of equal size and distributes these blocks over multiple nodes in the Hadoop cluster. MapReduce processes these blocks in a parallel way.
2) MapReduce Algorithm: MapReduce is a simple programming model which is easily scalable over multiple nodes in a Hadoop cluster. MapReduce job is written in Java consisting of Map and Reduce function. MapReduce takes log file as an input and feeds each record in the log file to the Mapper. Mapper processes all the records in the log file and Reducer processes all the outputs from the Mapper and gives final reduced results. Simply, Mapper filters and transforms the input into something that the Reducer can aggregate over. MapReduce execution steps are shown in Figure 2.

a) Map Function: Input to the map method is the InputSplit of log file. It produces intermediate results in (key, value) pairs. For each occurrence of key it emits (key, ‘1’) pair. If there are n occurrences of key, then it produces n (key, ‘1’) pairs. OutputCollector is the utility provided by MapReduce framework to collect output from mapper and reducer and reporter is to report a progress of application.

Map(LongWritable key, Text value, OutputCollector output, Reporter reporter)
{
    For each key in the value;
        EmitIntermediate(key, ‘1’);
}

b) Reduce Function: Input to reduce method is (key, values) pairs. It sums together all counts emitted by map method. If input to the reduce method is (key, (1,1,1,….,n times)) then it aggregates all the values for that key producing output (key, n) pair. OutputCollector and Reporter works in similar way as in map method.

reduce(Text key, Iterator values, OutputCollector output, Reporter reporter)
{
    int sum = 0;
    for each v in values;
        sum += ParseInt(v);
    output.collect(key,(sum));
}

3) Pig Query: Pig queries are written in Pig Latin language. Pig Latin statements are generally organized in the following manner:
   - A LOAD statement reads data from the Hadoop file system.
   - A series of "transformation" statements process the data.
   - A STORE statement writes output to the Hadoop file system.

The example of Pig Latin program which operates on the results of MapReduce to get results of total hits per pages is given below:

A = load '/home/hadoop/output/1/part-00000' using PigStorage('t') AS (page:chararray,hits:int);
B = load '/home/hadoop/output/2/part-00000' using PigStorage('t') AS (page:chararray,hits:int);
X = UNION A, B;
Y = FILTER X BY (page matches '^HitsPage-'*);
X = FOREACH Y GENERATE page,hits;
X =GROUP X by page;
X = FOREACH X GENERATE group , SUM(X.hits);
store X into 'Data/HitsPages' using PigStorage('t','-schema');

B. Three-Tier Architecture of The System

The architecture of the proposed system is a three-tier architecture consisting of user interface, application code and data storage which is shown in Figure 3. The need of the three tier architecture is as it is the system which consists of distributed client - server design. User interface provides a way to the client to interact with the system. Application code is the middle tier between user interface and data store which performs operations on the client’s request and provides results of user query. Third is the data layer which stores business data required by the application.
Architecture is divided into three components as follows:

- **User Interface**: User has provided with the graphical user interface in which he has given provision of running web analytics over single-node cluster or multi-node cluster. User can distribute log file over multi node cluster and results of web analytics over that log file are provided to the user in the form of pie charts and bar charts. So user can check the analyzed results by viewing graphs implemented based on keys in the log file. User can be the web designer, marketing person or administrator. Through the analyzed results they will come to know what changes needs to do in the website or how to advertise and promote low priority services and how to increase performance.

- **Business Logic**: It is the middle tier which executes user’s request by performing operations on the data stored in data store. In this system, user invokes to distribute log file on modes in a Hadoop cluster and run MapReduce in a distributed way. So the logic for these user’s request is provided in this tier. So it distributes log files by dividing them in equal sized blocks over multiple node in a Hadoop cluster, performs Map and Reduce operations over blocks of log file to generate results depending on the key attributes in the log file. Also it does pig query execution over this results to separate out results according to key attributes to generate pie charts and bar charts for them. So when any change occurs we need to change business logic accordingly.

- **Data Store**: This layer provides data availability. Log file is the required data to process in this system. This log file is stored in HDFS by distributing it over a Hadoop cluster. HDFS works well for text files so it is a good fit to store log files in the simple text format.

### IV. Implementation

#### A. Experimental Setup

Log file used in our experiment is application server log file in simple text format. Experimental log file contains 100,000 records in it with each log having different fields as URL, date, hit, age, country, state, city. Log file is first preprocessed separating each field in it using separator “#”. Preprocessed log file is shown in Figure 4.

Hadoop is deployed on two machines creating multi node cluster. One server acts as a cloud server where actual log file is stored and other server works virtually. For parallel execution of MapReduce program log file is distributed evenly on both the nodes, each node having log file with 50,000 records in it. Running MapReduce job on both the nodes alongside, execution time is reduced. For optimizing results, Pig queries are written over the results of MapReduce job. All the experiments are implemented in Java. User can access the system via Internet in which facility is provided to distribute log file and to run MapReduce job over single node cluster or multi node cluster, and results of analysis are shown in the form of pie charts and bar charts.

#### B. Results

Distribution of log file and MapReduce execution is shown in Figure 5 which also shows total time of execution of MapReduce job. Figure 6 shows results of analysis with provision of different charts. Results are provided according to field name in log file also it provides user to view hit count of that particular field in the form of pie chart or bar chart. As there are many fields in log file such as URL, date, hit, age, country, state, city, few outputs are shown in following figures. Figure 7 shows bar chart showing total hits for each city, total hits for quarter of the year in the form of pie chart is shown in Figure 8 and bar chart showing total hits for each page of website is shown in Figure 9.
C. Performance Analysis

Performance parameters of the system are number of records in the log file, number of nodes in the cluster and time required to process these records in the log file depending on the nodes in a cluster. Performance analysis is shown in Figure 11 in which performance graph is plotted against time required to process numbers of records on single node Hadoop cluster as well as multi node Hadoop cluster. Log file consists of 100,000 records so performance is evaluated for 20000, 40000, 60000, 80000 and 100000 records in the log file. Figure 10 shows execution details of different number of records on different clusters. Line graph in Figure 11 shows time required for multi node cluster is less than single node cluster as in multi node cluster tasks are performed in parallel manner so it takes less time to analyze given number of records. In single node cluster single machine performs task of analyzing records so MapReduce also requires time to execute given job.
V. CONCLUSIONS

We have presented best fit Hadoop MapReduce programming model for analyzing web application log files in cloud computing environment. In this system, data storage is provided using HDFS and MapReduce model applied over log files gives analyzed results in minimal response time. To get categorized results of analysis pig query is written over MapReduce result. Statistical record of analysis is shown in various charts as bar chart and pie chart which gives hit count for various parameters in log file. We have tested performance of the system against number of records, number of nodes in the cluster and experimental results show that as the number of nodes in cluster increases performance of the system also increases.

REFERENCES

[1] J. Dean and S. Ghemawat, “MapReduce: Simplified Data Processing on Large Clusters”, Google Research Publication, OSDI’04: 6th Symposium on Operating Systems Design and Implementation, pp. 137-149, 2004.

[2] S. Sathy, M. Victor Jose, “Application of Hadoop MapReduce Technique to Virtual Database System Design”, International Conference on Emerging Trends in Electrical and Computer Technology (ICETECT), pp. 892-896, 2011.

[3] K. Shvachko, H. Kuang, S. Radia, R. Chansler, “The Hadoop Distributed File System”, IEEE 26th Symposium on Mass Storage Systems and Technologies (MSST), Sunnyvale, California USA, vol. 10, pp. 1-10, 2010.

[4] C. Olston, B. Reed, U. Srivastava, R. Kumar, and A. Tomkins, “Pig latin: a not-so-foreign language for data processing”, ACM SIGMOD International conference on Management of data, pp. 1099–1110, 2008.

[5] T. White, “Hadoop: The Definitive Guide”, O’Reilly, Sebastopol, California, 2009.

[6] A. Boucouvalas, C. Aivalic, “An e-shop log file analysis toolbox”, IEEE 7th International Symposium on Communication System Network and Digital Signal Processing (CSNDSP), pp. 289-294, 2010.

[7] B. Chandamouli, J. Goldstein, D. Songyun, “Temporal Analytics on Big Data for Web Advertising”, IEEE 28th International Conference on Data Engineering (ICDE), pp. 90-101, 2012.

[8] R. Buyya, J. Broberg, A. Goscinski, “Cloud Computing: Principles and Paradigms”, Wiley, 2011.

[9] C. Lam, “Hadoop in Action”, Manning, 2011.

[10] M. Zaharia, A. Konwinski, A. Joseph, R. Katz, and I. Stoica, “Improving mapreduce performance in heterogeneous environments”, OSDI’08: 8th USENIX Symposium on Operating Systems Design and Implementation, pp. 29-41, 2008.

[11] A. Gates, O. Natkovich, S. Chopra, P. Kamath, S. Narayananmurthy, C. Olston, B. Reed, S. Srinivasan, U. Srivastava, “Building a High-Level Dataflow System on top of Map-Reduce: The Pig Experience”, VLDB, Section 4, Vol. 2, No. 2, pp. 1414-1425, 2009.

[12] A. Pavlo, E. Paulson, A. Rasin, D. Abadi, D. DeWitt, S. Madden, M. Stonebraker, “A Comparison of Approaches to Large-Scale Data Analysis”, ACM SIGMOD International Conference on Management of data, pp. 165-178, 2009.

[13] X. Cheng, N. Xiao, F. Huang, “Research on HDFS- Based Web Server Cluster”, International Conference on E- Business and E- Government (ICEE), pp. 1-4, 2011.

[14] A. Ganapathi, S. Zhang, “Web Analytics and the Art of Data Summarization”, SLAML, 23rd ACM Symposium on Operating Systems Principles, 2011.

[15] Y. Lee, W. Kang, H. Son, “An Internet Traffic Analysis Method with MapReduce”, IEEE Network Operations and Management Symposium Workshops, pp. 357-361, 2010.

[16] L. Jing-min, H. Guo-hui, “Research of Distributed Database System Based on Hadoop”, IEEE International conference on Information Science and Engineering (ICISE), pp. 1417-1420, 2010.

[17] D. Jiang, B. Ooi, L. Shi, S. Wu, “The Performance of MapReduce: An In-Depth Study”, VLDB Endowment, The 36th International Conference on Very Large Data Bases, Vol. 3, No. 1, pp. 472-483, 2010.

[18] K. Lee, H. Choi, B. Moon, Y. Lee, Y. Chung, “Parallel Data Processing with MapReduce: A Survey”, ACM SIGMOD, Vol. 40, No. 4, pp. 11-20, 2011.

[19] T. Hoff, B. Boebel, “How Rackspace Now Uses MapReduce and Hadoop To Query Terabytes of Data”, 2008.

[20] C. Goncalves, L. Assuncao, J. Cunha, “Data Analytics in The Cloud with Flexible MapReduce Workflows”, 4th IEEE International Conference on Cloud Computing and Science (CloudCom), pp. 427-434, 2012.

[21] Y. Pingle, V. Kohli, S. Kamat, N. Poladia, “Big Data Processing using Apache Hadoop in Cloud System”, National Conference on Emerging Trends in Engineering & Technology, pp. 475-479, 2012.

[22] K. Wottrich, T. Bressoud, “The Performance Characteristics of MapReduce Applications on Scalable Clusters”, MUCRCSM, 2011.

[23] Apache-Hadoop, http://Hadoop.apache.org