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ABSTRACT In this study, a data-driven design method is proposed for a dual-rate system, where the sampling interval of a plant output is restricted and is an integer multiple of the holding interval of a control input. In our proposed method, single-rate virtual reference feedback tuning (S-VRFT), where the holding interval is the same as the sampling interval, is extended to the dual-rate virtual reference feedback tuning (D-VRFT) system. In D-VRFT, a controller is decided using a set of input/output data used in S-VRFT, and it is easy to extend S-VRFT to D-VRFT and implement D-VRFT. In this study, intersample oscillations caused in such a dual-rate control system is prevented because a weighting filter is introduced for penalizing the control input deviation between the sampling instants. The filter is designed as an integrator for weighting the low-frequency domain. The improvement in fast-tracking performance as well as the ripple-free property are demonstrated through both the numerical and experimental results.

INDEX TERMS Data-driven design, dual-rate sampling, intersample, ripple, DC motor.

I. INTRODUCTION

In a control approach, the performance of controllers can be estimated without mathematical models or prior knowledge of the plant [1], [2]. Therefore, data-driven control methods based on the control concept have been attracted in the control engineering filed [3], [4]. In the virtual reference framework, Campi et al. [5] have proposed virtual reference feedback tuning (VRFT). Furthermore, owing to the usefulness of VRFT, non-minimum phase systems [6], multivariable systems [7], and the application for wastewater treatment plant control [8] have been studied.

In recent years, the networked system [9]–[11] has been applied in a wide range of areas: vehicle [12], [13], agriculture [14], construction industry [15], finance [16], healthcare [17], [18], among others. Furthermore, the data-driven approach for networked control systems has been attracted [19], [20]. In networked control systems, multiple devices are connected with networks. Most recent controllers are implemented using microcontrollers or digital signal processors, wherein the clock speed of the central processing unit used in the digital computer is very high, and the control systems can thus be operated at a high frequency. On the contrary, the intervals of the sensor data supplied through networks have insufficient speed compared to digital controllers, and the control and sampling intervals of devices are generally different [21]–[23].

In single-input-single-output (SISO) systems, when the sampling interval of a plant output is the same as the holding interval of a control input, it is referred to as a single-rate system, whereas it is referred as a dual-rate system when the intervals are different. Most of the design methods for dual-rate systems are model-based [24]–[26], and the model-based methods require a mathematical model to
represent the dynamic properties. Since accurate mathematical models are not always available, the control system designed based on the designs based on inaccurate models do not achieve the expected performance. In this study, a dual-rate data-driven design method is proposed for controlling SISO continuous-time systems, wherein discrete-time control input decided by a digital computer is updated at a high frequency whereas the continuous-time plant output is sampled at a low frequency. As a conventional dual-rate data-driven method, the noniterative correlation-based tuning method [27] proposed for the single-rate system has been extended to the dual-rate system [28] using the multivariable methods [29, 30]. However, in the conventional method, as the number of a set of input/output data is the same as the number of input channels, enormous control executions are required for tuning a controller when the ratio between the sampling and holding intervals is increased. In industry, the number of trial work to obtain test data should be reduced as much as possible. In contrast to the conventional dual-rate method, the proposed method, based on the VRFT approach, requires only a set of input/output data. In other words, the proposed dual-rate design method is implemented using the same data used in the conventional VRFT for the single-rate system.

In such dual-rate control systems, the plant output might oscillate between the sampling instants even when there is no steady-state error at sampling instants [31, 32]. To suppress such intersample ripples, a pre-filter is introduced herein in the proposed dual-rate method. An integrator is used for designing the pre-filter such that the difference of the control input between the sampling instants is penalized in the steady state.

The rest of this paper is organized as follows: the conventional single-rate VRFT (S-VRFT) is briefly reviewed, and the motivation of this research is provided in Section II. The design of the proposed dual-rate VRFT (D-VRFT) is realized in Section III. In Section IV, S-VRFT and D-VRFT are applied in numerical examples, respectively, and the effectiveness of D-VRFT is demonstrated. Furthermore, both S-VRFT and D-VRFT are applied to the motor control in Section V. Finally, concluding remarks are given in Section VI.

II. PROBLEM FORMULATION
A controlled plant is a SISO linear time-invariant continuous-time system, and it is controlled by a discrete-time controller. Therefore, discrete-time control input is decided using the discrete-time plant output, wherein the continuous-time plant output is sampled. In such a control system, there are two intervals: holding and sampling intervals. In the present study, the control system is designed under the following assumptions:

- The continuous-time controlled plant is a controllable and minimum phase system.
- The dynamics of the plant are unknown.

- The holding interval of the control, $T_h \in R^+$ is not limited.
- The sampling interval of the plant output, $T_s$ is restricted, and it is assumed that $T_s = lT_h$ ($l \in N^+$).
- The measurement data is not exposed to malicious attacks.

From above, the sampling interval is restricted, whereas the holding interval can be set to less than or equal to the sampling interval. Fig. 1(a) shows a schematic view of an input/output trajectory in a dual-rate system as an example of $T_s = 3T_h$. Contrary to the dual-rate system, a schematic view of an input/output trajectory in the single-rate system is shown in Fig. 2(a), where the holding interval must be increased to be equal to the sampling interval.

Herein, $z^{-1}$ denotes the backward-shift operator, and $z^{-1} y(k) = y(k - 1)$. $\otimes$ and $\odot$ denote the Kronecker and Hadamard products, respectively. $I_n$ and $0_{m,n}$ are an $n \times n$ identity matrix and an $m \times n$ zero matrix, respectively. $N^+$ and $R^+$ denote the spaces of positive integer and positive real numbers, respectively, and $R$ denotes the space of real numbers.
A. SINGLE-RATE DESIGN

In the single-rate system, as shown in Fig. 2(a), \( T_h \) is the same as \( T_s \), and a discrete-time SISO controlled plant model is therefore expressed as follows:

\[
y(k) = P(z^{-1})u(k)
\]

where \( y(k) \in \mathbb{R} \) and \( u(k) \in \mathbb{R} \) are the plant output and control signal, respectively, and \( P(z^{-1}) \) denotes the linear time-invariant discrete-time system.

The plant is controlled using the following control law:

\[
u(k) = C(z^{-1}; \theta_s)e(k)
\]

\[
C(z^{-1}; \theta_s) = \beta(z^{-1})^\top \theta_s
e(k) = r(k) - y(k)
\]

where \( r(k) \in \mathbb{R} \) denotes the reference input to be followed by the discrete-time plant output, \( \beta(z^{-1}) \) and \( \theta_s \) are the controller structure vector and controller parameter vector, respectively, and are provided as follows:

\[
\beta(z^{-1}) = [\beta_1(z^{-1}) \beta_2(z^{-1}) \cdots \beta_n(z^{-1})]^\top
\]

\[
\theta_s = [\theta_1 \theta_2 \cdots \theta_n]^\top
\]

where \( \beta_i(z^{-1}) \) is a given transfer function \( i = 1, \cdots , n(\in \mathbb{N}^+) \), \( n \) denotes the number of elements in \( \beta(z^{-1}) \), and \( \theta_i \in \mathbb{R} \) is a gain. A block diagram of the single-rate control system is shown in Fig. 2(b).

The controller parameter vector is defined based on a model matching problem, and the objective function is defined as follows:

\[
J_{SMR}(\theta_s) = \left\Vert \left( G_s(z^{-1}; \theta_s) - M(z^{-1}) \right) W(z^{-1}) \right\Vert_2^2
\]

\[
G_s(z^{-1}; \theta_s) = \frac{P(z^{-1})C(z^{-1}; \theta_s)}{1+P(z^{-1})C(z^{-1}; \theta_s)}
\]

where \( G_s(z^{-1}; \theta_s) \) denotes the closed-loop system from the reference input to the plant output, \( M(z^{-1}) \) is the reference model, and \( W(z^{-1}) \) is a weighting function.

A common strategy between S-VRFT and D-VRFT involves optimizing the controller parameter vector of the fixed-structured controller using a set of input/output data. The optimization problem of S-VRFT is formulated as follows:

\[
\min_{\theta_s} J_{SMR}(\theta_s)
\]

s.t. given \( \beta(z^{-1}) \).

In S-VRFT, the controller parameter vector is derived by minimizing the following objective function instead of (3):

\[
J_{SVR}^N(\theta_s) = \frac{1}{N} \sum_{k=1}^{N} (u_L(k) - C(z^{-1}; \theta_s)e_L(k))^2
\]

\[
= \frac{1}{N} \sum_{k=1}^{N} (u_L(k) - \varphi_s L(k) \theta_s)^2
\]

\[
u_L(k) = L(z^{-1})u(k)
\]

\[
\varphi_s L(k) = \beta(z^{-1})e_L(k)
\]

\[
e_L(k) = L(z^{-1})e(k)
\]

\[
\tilde{e}(k) = r(k) - y(k)
\]

where \( N \in \mathbb{N}^+ \) denotes the data length. \( \tilde{r}(k) \) is the virtual reference such that \( y(k) = M(z^{-1})\tilde{r}(k) \), and \( L(z^{-1}) \) is a pre-filter. The minimization of (5) provides the controller parameter vector \( \hat{\theta}_s \) as follows:

\[
\hat{\theta}_s = \left[ \sum_{k=1}^{N} \varphi_s L(k) \varphi_s L(k)^\top \right]^{-1} \sum_{k=1}^{N} \varphi_s L(k) u_L(k).
\]

The controller structure is selected by the designer, and the optimal structure is generally unknown. Therefore, even though (5) which is optimized by \( \hat{\theta}_s \), differs from (3), \( C(z^{-1}; \hat{\theta}_s) \) is nearly optimal for (3) by a suitable selection of \( L(z^{-1}) \).

B. MOTIVATION

In the controlled plant, as the control input can be more frequently updated than the restricted sampling interval, the tracking performance can be improved by designing VRFT in the dual-rate system. However, additional control executions to obtain dual-rate input/output data should be avoided. Therefore, D-VRFT is herein designed based on the input/output data in the single-rate system, where the holding and sampling intervals are the same. Furthermore, as intersample ripples are caused by the input deviation between the sampling instants in such a dual-rate system, a dual-rate controller is designed so that the intersample ripples are eliminated in our proposed method.

III. DUAL-RATE DESIGN

The assumption expresses that the control performance can be improved by controlling the plant with a shorter holding interval than the sampling interval as a dual-rate system. In this study, by using the lifting technique [33], the SISO dual-rate system is converted to the \( l \)-input/single-output single-rate system given as follows:

\[
y(k) = P(z^{-1})^\top u(k - l)
\]

\[
P(z^{-1}) = [P_1(z^{-1}) P_2(z^{-1}) \cdots P_l(z^{-1})]^\top
\]

\[
u(k) = [u_1(k) u_2(k) \cdots u_l(k)]^\top
\]

\[
u_i(k) = u(k + i - 1)
\]

where \( P_l(z^{-1}) \) is unknown and denotes the corresponding transfer function between from \( u_i(k) \) to \( y(k) (i = 1, \cdots , l(\in \mathbb{N}^+) \). All holding intervals of \( u_i(k) \) are assumed to be same and is \( T_h \), and the length of one step in discrete time is defined as \( T_h \). Therefore, the control input is updated every step, whereas the plant output is sampled every \( l \) steps. Hence, \( l = T_s/T_h \).

The dual-rate control law designed herein is as follows:

\[
u(k) = C(z^{-1}; \theta_d)e(k)
\]

\[
C(z^{-1}; \theta_d) = B(z^{-1}) \theta_d
\]

\[
B(z^{-1}) = I_l \otimes \beta(z^{-1})^\top.
\]
The above dual-rate control law is straightforwardly extended from the single-rate control law, the controller structure is set to $B(z^{-1})$. As a result, the controller parameter vector $\theta_d$ is the $n_l$-dimensional vector of parameters $(\theta_1, \theta_2, \ldots, \theta_{n_l})^T$, where $n_l = n \times l$.

A block diagram of the dual-rate control system considered herein is shown in Fig. 1(b).

**A. DUAL-RATE DESIGN**

In D-VRFT, the controller parameter vector is decided by solving a model matching problem, where the objective function of D-VRFT is defined as follows:

$$J_{dMM}(\theta_d) = \| (G_d(z^{-1}; \theta_d) - M(z^{-1})) W(z^{-1}) \|_2^2$$

$$G_d(z^{-1}; \theta_d) = \frac{P(z^{-1})}{1 + P(z^{-1})} C(z^{-1}; \theta_d)$$

where $G_d(z^{-1}; \theta_d)$ denotes the closed-loop system in the dual-rate system. Therefore, the optimization problem of the dual-rate system is defined as follows:

$$\min_{\theta_d} J_{dMM}(\theta_d)$$

s.t. given $\beta(z^{-1}).$ (11)

The constrained conditions in (4) and (11) are the same as the controller of D-comprises the controller structure of S-VRFT. Even though the design objectives of S-VRFT and D-VRFT are the same, the representations of the objective functions are (3) and (10) and are different. Therefore, as shown in Fig. 3, the evaluated data in the objective functions of S-VRFT and D-VRFT are also different.

In the same manner as S-VRFT, instead of (10), the controller parameter vector is decided based on the minimization of the following function:

$$J_{dMM}^N(\theta_d) = \frac{1}{N} \sum_{k=1}^{N} \| u_{Ld}(k) - C(z^{-1}; \theta_d) \odot e_{Ld}(k) \|_2^2$$

$$u_{Ld}(k) = L_d(z^{-1}) \odot u(k)$$

$$e_{Ld}(k) = L_d(z^{-1}) \odot \tilde{e}(k)$$

$$L_d(z^{-1}) = [L_1(z^{-1}) L_2(z^{-1}) \cdots L_l(z^{-1})]^T$$

(12)

where $L_d(z^{-1})$ is the lifted vector of $L(z^{-1})$, and hence $L(z^{-1}) = \sum_{i=1}^{l} L_i(z^{-1})$. (12) is rewritten as follows:

$$J_{dMM}^N(\theta_d) = \frac{1}{N} \sum_{k=1}^{N} \| u_{Ld}(k) - \Phi_{Ld}(lk) \theta_d \|_2^2$$

$$\Phi_{Ld}(k) = B_{Ld}(z^{-1}) e(k)$$

$$B_{Ld}(z^{-1}) = \text{block diag} [\beta(z^{-1})] \odot [I(z^{-1}) \cdots \beta(z^{-1})] \odot I(z^{-1})].$$

(13)

By minimizing (13), the controller parameter vector is obtained as follows:

$$\hat{\theta}_{dN} = \left[ \sum_{k=1}^{N} \Phi_{Ld}(lk)^T \Phi_{Ld}(lk) \right]^{-1} \sum_{k=1}^{N} \Phi_{Ld}(lk)^T u_{Ld}(k).$$

(14)

The condition of the pre-filter $L(z^{-1})$ is as the same as the S-VRFT design such that

$$|L(e^{-j\omega})|^2 = |1 - M(e^{-j\omega})|^2 |M(e^{-j\omega})|^2 |W(e^{-j\omega})|^2 \frac{1}{\Phi_u},$$

$$\forall \omega \in [-\pi; \pi]$$

(15)

where $\Phi_u$ is the spectral density of $u(k)$.

**B. RIPPLE-FREE DUAL-RATE DESIGN**

In D-VRFT, as the control input can be changed between the sampling instants, the intersample output might oscillate. To resolve the intersample ripple problem, the deviation of the control input between the sampling instants as well as the control error are evaluated. In this study, by introducing $J_{uMM}(\theta_d)$, wherein input deviation $(u(k) - u(k+1))$ is penalized, the objective function of the dual-rate design is extended as follows:

$$J_{uMM}(\theta_d) = J_{dMM}(\theta_d) + J_{uMM}(\theta_d)$$

(16)

$$J_{uMM}(\theta_d) = \| \tilde{C}(z^{-1}; \theta_d) \|_2^2$$

$$P(z^{-1}) = \sum_{i=1}^{l} P(z^{-1})$$

$$\tilde{C}(z^{-1}; \theta_d) = D_i C(z^{-1}; \theta_d)$$

$$\tilde{C}_l(z^{-1}; \theta_d) = C_l(z^{-1}; \theta_d) - C_{l+1}(z^{-1}; \theta_d)$$

$$D_i = [I_{l-1} - I_{l-1}]$$

(18)
where \( W_0(z^{-1}) \) is a weighting function. In D-VRFT, as the controller parameter vector is optimized to have the sampled output follow the reference model output, the control input vector is generated by evaluating \( C(z^{-1}; \theta_d)(M(z^{-1})u(k) - y(k)) \). Therefore, as the design of \( J_{uVR}^N(\theta_d) \), the evaluation of \( \bar{C}(z^{-1}; \theta_d) \) might be suitable. However, evaluating \( C(z^{-1}; \theta_d) \) is enough. This is because the suppression of control input deviation should be prevented in the transient state for high-tracking performance, and \( M(z^{-1}) \) is designed so that the plant output converges to the reference input in the steady state. Therefore, the evaluation of \( \bar{C}(z^{-1}; \theta_d)M(z^{-1})u(k) \) is useless in \( J_{uVR}^N(\theta_d) \).

As a result, the ripple-free dual-rate controller is designed by solving the following optimization problem:

\[
\min_{\theta_d} J_{uMR}^N(\theta_d) \\
\text{s.t. given } \beta(z^{-1}).
\]  

(19)

As the plant model is included in the objective function (16), the problem cannot be directly solved. Therefore, the controller parameter vector is obtained based on the minimization of the following function:

\[
J_{uVR}^N(\theta_d) = J_{uVR}^N(\theta_d) + J_{uVR}^N(\theta_d)
\]

(20)

\[
J_{uVR}^N(\theta_d) = \frac{1}{N} \sum_{k=1}^{N} \| \bar{C}(z^{-1}; \theta_d) y_L(k) \|_2^2
\]

(21)

\[
y_L(k) = L_0(z^{-1}) y(k)
\]

where \( L_0(z^{-1}) \) is a pre-filter. From the composition of \( C(z^{-1}; \theta_d) \), (20) is rewritten as follows:

\[
J_{uVR}^N(\theta_d) = \frac{1}{N} \sum_{k=1}^{N} \| \Phi_L(k)\theta_d \|_2^2
\]

\[+ \| \Phi_L(k)\theta_d \|_2^2
\]

\[
\hat{\Phi}_L(k) = \bar{B}(z^{-1}) y_L(k)
\]

\[
\bar{B}(z^{-1}) = \begin{bmatrix} I_{l-1} \otimes \beta(z^{-1}) & 0_{l-1,n} \\ 0_{l-1,n} & I_{l-1} \otimes \beta(z^{-1}) \end{bmatrix}
\]

(22)

The minimization of (22) provides the controller parameter vector as follows:

\[
\hat{\theta}_N = \left[ \sum_{k=1}^{N} \Phi_L(k) \Phi_L(k)^\top + \sum_{k=1}^{N} \Phi_L(k) \Phi_L(k)^\top \right]^{-1} \times \sum_{k=1}^{N} \Phi_L(k) u_L(k)
\]

(23)

Filter \( L_0(z^{-1}) \) is decided based on the relation between \( J_{uMR}^N(\theta_d) \) and \( J_{uVR}^N(\theta_d) \). \( J_{uMR}^N(\theta_d) \) is rewritten as follows:

\[
J_{uMR}^N(\theta_d) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \sum_{i=1}^{\pi} |C_i(e^{-j\omega}; \theta_d)|^2 |P(e^{-j\omega})|^2 |W_u(e^{-j\omega})|^2 d\omega
\]

(24)

where the function is simplified by omitting \( e^{-j\omega} \):

\[
J_{uMR}^N(\theta_d) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \sum_{i=1}^{\pi} |C_i(\theta_d)|^2 |P|^2 |W_u|^2 d\omega
\]

(25)

In contrast to \( J_{uMR}^N(\theta_d) \), when \( N \to \infty \), \( J_{uVR}^N(\theta_d) \) is rewritten as follows:

\[
limit_{N \to \infty} J_{uVR}^N(\theta_d) = J_{uVR}(\theta_d) = E[\| \bar{C}(z^{-1}; \theta_d) y_L(k) \|_2^2]
\]

(26)

Furthermore,

\[
J_{uVR}^N(\theta_d) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \sum_{i=1}^{\pi} |C_i(\theta_d)|^2 |L_u|^2 |P|^2 |\Phi_d|^2 d\omega
\]

(27)

The comparison of (24) with (26) provides the condition to be satisfied by \( L_u(z^{-1}) \) as follows:

\[
|L_u|^2 = |W_u|^2 \frac{1}{\Phi_u}, \quad \forall \omega \in [-\pi, \pi]
\]

(28)

where \( W_u(z^{-1}) \) is designed as an integrator to suppress the input deviation in the steady state.

In D-VRFT, when \( l = 1 \), the designed controller of D-VRFT is the same as that of S-VRFT. Therefore, D-VRFT is a generalized method, including S-VRFT. When S-VRFT is designed using D-VRFT, \( J_{uVR}^N \) is not evaluated, and \( J_{uVR}^N = J_{uVR}^N \).

IV. SIMULATION EXAMPLE

Using a set of input/output data, D-VRFT (the proposed dual-rate VRFT) and S-VRFT (the conventional single-rate VRFT) are designed, and the control performance are compared.

Consider a plant model given as follows:

\[
P(s) = \frac{\omega_n^4}{(s^2 + 2\zeta \omega_n s + \omega_n^2)^2}
\]

(29)

where \( \zeta \) and \( \omega_n \) are 0.3 and 5, respectively. In the design of S-VRFT and D-VRFT, the tracking performance is evaluated by using the following reference model:

\[
M(s) = \frac{1}{0.3s + 1}
\]

The gain characteristics of the controlled plant and the reference models are shown in Fig. 4, wherein the dashed and solid lines denote the reference model and plant model characteristics, respectively.

The sampling interval of the plant output, \( T_s \), is assumed to be restricted 0.5 seconds, whereas the holding interval of the control input, \( T_h = T_s \), is not limited. In both S-VRFT and D-VRFT, the controller is designed using the same single-rate data, where \( T_h = T_s \), and a random binary input signal of length \( N = 512 \) is fed to the open-loop plant. Based on the collected input/output data, the controller parameter vector is decided for the reference model. To design the PID control law, the controller structure is

\[
\beta(z^{-1}) = \begin{bmatrix} T_s/(1 - z^{-l}) & (1 - z^{-l})/T_s \end{bmatrix}^\top
\]
FIGURE 4. Gain characteristics of the controlled plant and the reference models.

TABLE 1. Obtained \( \hat{\theta}_N \) (\( \times 10^{-3} \)).

| \( l \) | \( \hat{\theta}_1 \) | \( \hat{\theta}_2 \) | \( \hat{\theta}_3 \) | \( \hat{\theta}_4 \) | \( \hat{\theta}_5 \) | \( \hat{\theta}_6 \) |
|---|---|---|---|---|---|---|
| 1 (S-VRFT) | 85.1 | 138 | 14.9 |  
| 2 (D-VRFT, \( W_u(z^{-1}) = 0 \)) | -249 | 1470 | 63.2 | 2.44 |
| 2 (D-VRFT, \( W_u(z^{-1}) = \frac{1}{1-z^{-1}} \)) | -274 | 387 | 63.2 | 1.13 |
| 5 (D-VRFT, \( W_u(z^{-1}) = \frac{1}{1-z^{-1}} \)) | -98.2 | 551 | 13.5 | 13.2 |

are almost the same. On the other hand, the controller parameters with \( l = 2 \) and \( W(z^{-1}) = 0 \) are considerably different.

Fig. 5 and Fig. 6 show the output and input responses, respectively, and the magnitude Bode plots are shown in Fig. 7. Comparing Fig. 7(a) with Fig. 7(b), Fig. 7(c) and Fig. 7(d), the difference between the reference model with the closed-loop system is the worst for Fig. 7(a). In Fig. 5, the dashed lines denote the discrete-time response of the reference model output and the solid line and the circle denote the intersample output and the sampled output, respectively. Fig. 5(a) shows that S-VRFT (D-VRFT with \( l = 1 \)) is insufficient for fast tracking, although there is no ripple since the control input does not oscillate as shown in Fig. 6(a). Fig. 5(b) shows that the intersample output oscillates at 2Hz since the control input oscillates as shown in Fig. 6(a), although the response of the sampled output is quick. From Fig. 5(c) and Fig. 5(d), there is no intersample ripple as the input deviation is evaluated, and Fig. 6(c) and Fig. 6(d) show that the control input does not oscillate. Furthermore, the output response is improved with large \( l \) by the comparison of Fig. 5(c) with Fig. 5(d).

For a quantitative evaluation, the performance index is defined as follows:

\[
J_d = \frac{1}{N_{data}} \sum_{k=1}^{N_{data}} |M(z^{-1})r(lk) - y(lk)|
\]  (29)

where \( N_{data} \) denotes the number of the sampling step 30 in the simulation. The evaluated values are summarized in Table 2. The table shows that the difference of the tracking performance is large. Furthermore, the index values of the ripple-free design in \( 1 \leq l \leq 50 \) are plotted in Fig. 8. The figure shows that the larger \( l \) is, the better the performance is.

V. EXPERIMENT

S-VRFT and D-VRFT are applied to a motor control system shown in Fig. 9. The components of the system are summarized in Table 3(a). The rotation velocity of the cylinder is measured by the sensor included in Motor 1, and is sent to the controller, the current to be supplied to Motor1 is decided by the controller using the measured data, and Motor1 is actuated by the calculated current supplied by the motor driver. In the system, Motor2 is not actuated and is just load although the cylinder can be rotated by Motor2 as well as Motor1 since Motor2 is connected to the shaft through the belt.

In the present study, D-VRFT with \( W_u(z^{-1}) = \frac{1}{1-z^{-1}} \) is compared with both S-VRFT and D-VRFT with \( W_u(z^{-1}) = 0 \) in V-A and V-B, respectively.
FIGURE 5. Output responses for the fast reference model.

FIGURE 6. Input responses for the fast reference model.
A. RIPPLE SUPPRESSION BY CONTROLLER DESIGN

The PI control law is designed from input/output data so that the rotation velocity of the cylinder is kept to be a specified value. In the pre-experiment to obtain the input/output data for tuning the controller parameter, the rotation system is actuated using the random input signal shown in Fig. 10(b), and the measured rotation velocity is shown in Fig. 10(a). The reference model is given as follows:

\[ M(s) = \frac{-\omega_n^2}{s^2 + 2\zeta \omega_n s + \omega_n^2}. \]  

(30)
where $\zeta$ and $\omega_n$ are 2 and 6, respectively, and the controller structure is given as follows:

$$\beta(z^{-1}) = \begin{bmatrix} 1 & T_s/(1 - z^{-1}) \end{bmatrix}^\top.$$  \hspace{1cm} (31)

To control in the linear domain, the controller parameters are decided using the input/output data after 10 seconds as the initial state. In the system, because the sensor is a rotary encoder, the sampling interval of the measured rotation velocity could not be set less than 0.2 seconds to measure the velocity accurately. On the other hand, the holding interval of the input signal can be less than the sampling interval. Therefore, the holding interval is 0.1 seconds when D-VRFT is used, whereas the holding interval is 0.2 seconds when S-VRFT is used.

The conventional dual-rate data-driven method [28] is not designed using one set of data shown in Fig. 10 since two sets of control data are required. On the other hand, the proposed dual-rate method (D-VRFT) is designed using one set of control data.

The obtained controller parameters are shown in Table 4. In design of D-VRFT, when $W_u(z^{-1}) = 0$, $\theta_1 \neq \theta_3$, and $\theta_2 \neq \theta_4$. On the other hand, when $W_u(z^{-1})$ is designed as an integrator, $\theta_1 = \theta_3$, and $\theta_2 = \theta_4$.

The control results using the tuning parameters are shown in Fig. 11(a), Fig. 11(b) and Fig. 11(c), where the rotation velocity is controlled to be 1200[rpm] from 800[rpm] as the initial state. As shown in Fig. 11(a), the trajectory of the rotation velocity using D-VRFT follows that of the reference model output at sampling instants, and the tracking performance using S-VRFT is degraded compared with D-VRFT. However, since the input signal using D-VRFT
with \( W_u(z^{-1}) = 0 \) oscillates as shown in Fig. 11(c), the intersample response oscillates as shown in Fig. 11(b) even though the sampled output follows the reference model output. On the other hand, \( W_u(z^{-1}) \) is designed an integrator, the intersample output follows to the reference model output without oscillation since the input signal does not oscillate between the sampling instants.

The experimental results are quantitatively evaluated using (29), where \( N_{\text{data}} \) is 1000. The index values are summarized in Table 4. From the table, in the discrete-time domain, D-VRFT is superior than S-VRFT, and D-VRFT with \( W_u(z^{-1}) = 0 \) is the best. Using D-VRFT with \( W_u(z^{-1}) = \frac{1}{1-z^{-1}} \), the intersample response as well as the sampled response are well controlled, although the index value is slightly degraded compared with D-VRFT with \( W_u(z^{-1}) = 0 \).

**TABLE 5. Index values of the experiment.**

| \( l \) | \( J_d \) |
|---|---|
| 1 (S-VRFT) | 39.3 |
| 2 (D-VRFT, \( W_u(z^{-1}) = 0 \)) | 34.7 |
| 2 (D-VRFT, \( W_u(z^{-1}) = \frac{1}{1-z^{-1}} \)) | 35.1 |

**FIGURE 13. Pre-experiment using an additional pulley.**

**B. RIPPLE SUPPRESSION BY HARDWARE MODIFICATION**

In V-A, the intersample ripple occurred using D-VRFT with \( W_u(z^{-1}) = 0 \) is resolved by penalizing the control input deviation, and a software-based solution is given. Contrary to V-A, the experimental setup is modified to suppress the intersample ripple.

By adding a pulley detailed in Table 3(b) to the original system shown as Fig. 12(a), a modified system as shown in Fig. 12(b) is obtained. In the modified system, the tension of the belt is increased because of the added pulley as shown in Fig. 12(c).

On the same controller design conditions as V-A, the input/output data for tuning the controller parameter are obtained as shown in Fig. 13. The tuned controller parameters based on the input/output data and (30) with \( \xi = 2 \) and \( \omega_n = 3 \) are summarized in Table 6.

The controlled results of the modified system are shown in Fig. 14. The output trajectories obtained using D-VRFT, where \( W_u(z^{-1}) = 0 \) and an integrator, respectively, follow the reference trajectory better than S-VRFT. Furthermore, as shown in Fig. 14(b), there is no intersample ripple using
D-VRFT with $W_u(z^{-1}) = 0$. This is because $\theta_1$ is close to $\theta_3$ and $\theta_2$ is also close to $\theta_4$ as shown in Table 6. Fig. 14(c) shows that the control input is larger than Fig. 11(c), even though the target rotation velocity is the same because the rotation load is increased by the added pulley. The evaluated values using (29) are summarized in Table 7. The table shows that D-VRFT is superior than S-VRFT.

**VI. CONCLUSION**

In this study, we proposed a data-driven design method for a SISO time-invariant dual-rate system, wherein the sampling interval is restricted whereas the holding interval is not limited. For such a system, D-VRFT is proposed, where the control input is more frequently updated than the restricted sampling interval. The proposed method has three main features: D-VRFT is

- designed using the same single-rate input/output data used in S-VRFT,
- and is a ripple-free method.

The features are confirmed through numerical as well as experimental examples by designing S-VRFT and D-VRFT, respectively.

Since the computation of the inverse matrix in the proposed method depends on the initial input and output data, the optimization method using regularization is an issue to be considered in the future. In addition, the development of optimization-based control is also an issue for the future.

In this study, all hold intervals between the sampling instants are set to equivalent, whereas non-uniform intervals can be accepted as the multi-rate system. Our future work involves extending our proposed method to non-uniform interval systems.

The performance using the proposed model-free method designed directly from the data can be better than model-based approaches using incorrect model. In reinforcement learning such as Q-learning, a model-free design may improve performance rather than a model-fixed design. Therefore, in the future, it is expected that model-free methods will be developed in the field of reinforcement learning.
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