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Abstract
The ability to generalize experimental results from randomized control trials (RCTs) across locations is crucial for informing policy decisions in targeted regions. Such generalization is often hindered by the lack of identifiability due to unmeasured effect modifiers that compromise direct transport of treatment effect estimates from one location to another. We build upon sensitivity analysis in observational studies and propose an optimization procedure that allows us to get bounds on the treatment effects in targeted regions. Furthermore, we construct more informative bounds by balancing on the moments of covariates. In simulation experiments, we show that the covariate balancing approach is promising in getting sharper identification intervals.

1 Introduction
Randomized control trials (RCTs) have long been the gold standard in evaluating public policy. In order to leverage insights learned from RCTs conducted in one location to drive policy change in other locations, there remains the concern about external validity, namely that the target population affected by the considered policy change may respond to the intervention differently than the population sample included in the RCT study [Cook et al., 2002, Olsen et al., 2013]. For example, perhaps the randomized study was run in Texas, but we want to use results from the study to inform policy across all 50 states. Or perhaps participation in the randomized study was voluntary. As a concrete example, Attanasio et al. [2011] examine the effect of vocational training on labor market outcomes using a randomized study—but participants needed to apply to be part of the study, and so we may be concerned that the effect of vocational training for study participants may differ from the effect of training on the general population.

In cases where any cross-location divergences in populations can be explained away using observed covariates, the generalization problem is addressed by several authors, including Dehejia et al. [2019], Hirshberg et al. [2019], Hotz et al. [2005], Stuart et al. [2011], using ideas that generalize propensity score methods going back to Rosenbaum and Rubin [1983]. In this paper, however, we are most interested in the case where locations differ along unobserved features, and so controlling for observed covariates doesn’t solve the cross-location generalization problem.
As discussed further below, our proposal builds upon the literature on sensitivity analysis in observational studies [Rosenbaum, 2002b], and in particular on recently proposed methods for sensitivity analysis via linear programming [Aronow and Lee, 2012, Miratrix et al., 2017, Zhao et al., 2019]. This literature is focused on cases where a randomized or observational study is confounded by unobserved features, and so the resulting treatment effect estimates do not have internal validity. Here, in contrast, we are not worried about the internal validity of our study; rather, we are concerned about how unobserved features may affect external validity when we aim to extrapolate results from RCT studies to other locations.

Our main finding is that in the cross-study generalization problem we have access to richer information than in the single-study sensitivity analysis problem, and that we can use this information to substantially improve power. At a high level, our approach is driven by the insight that we can collect data on observable features in both the location where the RCT was conducted and the target location we wish to extrapolate to, and that any selection weights that transport treatment effect estimates from one location to the other must respect moments of these observed covariates. As such, our motivation is qualitatively related to recent work on covariate-balancing estimation in causal inference [Athey et al., 2018, Graham et al., 2016, Hainmueller, 2012, Imai and Ratkovic, 2014, Zubizarreta, 2015].

1.1 Related Work

Generalizing results from randomized trials run in one location to other locations has been a central question in economic and healthcare policymaking [e.g., Cole and Stuart, 2010, Gechter, 2015, Hotz et al., 2005]. Several authors have discussed generalizability bias (or transportability bias) that arises when there is either selection bias in a RCT or we try to generalize the results of one RCT to a different location that has a different covariate distribution [Bareinboim and Pearl, 2016, Olsen et al., 2013, Pressler and Kaizar, 2013]. To address covariate shift in the case of no measured confounding, many existing works use the generalized propensity scores for either matching or weighting [Cole and Stuart, 2010, Dehejia et al., 2019, Hirshberg and Wager, 2021, Stuart et al., 2011, Westreich et al., 2017], or covariate matching [e.g., Gretton et al., 2009]. We also note the recent advances in the literature on transportability in causal graphical models that focuses on designing graphical algorithms for identifying whether transportability is feasible from graphs [e.g., Bareinboim and Pearl, 2013, 2014, 2016, Pearl and Bareinboim, 2014]. Our work is complementary to theirs in the sense that we don’t assume transportability is necessarily feasible due to unmeasured effect modifiers, and instead we compute identification intervals whose length varies with the distributional imbalance of these unobserved factors across locations.

We build upon the literature on sensitivity analysis in observational studies [Cornfield et al., 1959, Fogarty and Small, 2016, Imbens, 2003, Rosenbaum, 1987, 2002a,b, 2010, 2011, 2014, Shen et al., 2011, VanderWeele and Ding, 2017] and in particular, the recently developed works on using linear programming [Aronow and Lee, 2012, Miratrix et al., 2017, Yadlowsky et al., 2018, Zhao et al., 2019]. This line of work focuses on using sensitivity analysis to address internal validity of an observational study. On the other hand, our work is focused on addressing external validity of an RCT. The sensitivity model we have employed is closest in connection with the marginal sensitivity model advocated in Tan [2006] and Zhao et al. [2019].

Given that violations of transport assumptions is untestable for generalizing results from RCT to other locations, a few authors have proposed methods that perform a sensitivity analysis on how much violation on this assumption can lead to generalizability bias. An-
drews and Oster [2017] considers the limit of the role of private information, and their approach only applies to the special case where the randomized study population is a subset of the target population we wish to apply a policy intervention to. Gechter [2015] considers the range of distributions of the treated potential outcomes conditioning on the controls potential outcomes. Nguyen et al. [2017] considers the ranges on the mean of the unobservate covariates. We view these approach as complementary to our proposal, as we consider the limit on the ratio of the probability density function on the unobserved covariates among locations, and further exploit covariate balance for improved power.

The core of our proposal is that by leveraging covariate information in the locations of interest, the set of weights for weighting outcomes can be used to balance moments on the covariates between locations. This would shorten identification intervals for the target population compared to prior work. In particular, the idea of covariate balancing has become popular in other contexts such as estimating average treatment effect [Athey et al., 2018, Bennett et al., 2018, Graham et al., 2016, Hainmueller, 2012, Hirshberg and Wager, 2021, Kallus, 2018, Wang and Zubizarreta, 2017, Zhao, 2019, Zubizarreta, 2015].

We note that there is a growing interest in combining observational data with RCTs [Athey et al., 2016, Kaizar, 2011, Kallus et al., 2018, Rosenman et al., 2018] to improve power. In our work, we focus on only using the RCT data, and leave it to future work on how to incorporate observational data in our framework. We also note the interesting and promising direction of using Bayesian hierarchical models for combining RCT results from multiple studies [e.g., Meager, 2016, Vivali, 2016]. They work in the setting of using aggregated experimental data on the study level, whereas our work leverages individual-level data. There is also a growing literature on transfer learning for domain shifts (see, e.g., Bastani [2020] and references therein for a review); in our case, we focus on transfer results from a randomized trial from one location to another.

2 Extrapolating on Observables and Unobservables

2.1 Formal Model and Assumptions

We assume there are two locations (e.g., two cities). In the first location, an RCT has been conducted to evaluate the impact of an intervention on some outcome of interest, e.g., whether a job training program improved participants’ earnings. In the second location, without running an additional RCT tailored for this new population, we want to ask the question of to what extend the previous RCT result is applicable to the new location. In both locations, we observe a set of covariates such as each citizen’s age and marital status, but we might not have access to other important covariates such as their education level.

Formally, we denote the two locations by Location 0 and Location 1. Location 0 is where the RCT is conducted, and we wish to generalize the RCT results to Location 1. Throughout the paper, we use the subscripts of 0 and 1 to denote respective quantities for the two locations. We assume the data are i.i.d generated in each location: $X_i, U_i, W_i, Y_i(0), Y_i(1) \sim P_k$ for $i = 1, \ldots, n_k$ where the subscript $k \in \{0, 1\}$ corresponds to the two locations respectively, $X \in \mathcal{X}$ is the observed covariates, $U \in \mathcal{U}$ is the unmeasured covariates, $W$ is the randomized treatment assignment indicator where $W = 1$ indicates that the treatment is assigned, and $W = 0$ indicates otherwise, and $Y(w)$ for $w = 0, 1$ is the potential outcome corresponding to having received treatment or lack thereof. In Location 0, we observe data $X, Y, W$ with $Y = Y(W)$, and the propensity score $e := P_0(W = 1)$ is a known constant. On the other
hand, in Location 1, we assume we only observe the covariates $X$. The causal estimand is $\tau = \mathbb{E}_1 [Y(1) - Y(0)]$, denoting the average treatment effects in the target Location 1. For convenience, we use $L_i \in \{0, 1\}$ to denote the location indicator for each unit.

We start with a few assumptions.

**Assumption 1** (Conditional location independence). For all $x \in \mathcal{X}$ and for all $u \in \mathcal{U}$, $P_0[Y(1), Y(0) \mid X, U] = P_1[Y(1), Y(0) \mid X, U]$.

This assumption implies that the distribution of the potential outcomes conditioning on the observed variables $X$ and any unmeasured effect modifiers $U$ is the same across the two locations. Most existing works in the literature assume transportability only conditioning on the observed covariates [e.g., Hotz et al., 2005]. Given that the unmeasured effect modifier $U$ can have any association with the potential outcomes $Y(0)$ and $Y(1)$ conditionally on $X$, we note that Assumption 1 does not impose any meaningful restrictions on its own.

**Assumption 2** (Support inclusion), $\text{supp}(P_1(X, U)) \subseteq \text{supp}(P_0(X, U))$. In particular, $P_1(X, U)$ is absolutely continuous with respect to $P_0(X, U)$, where the covariate density ratio $r(X, U) = \frac{dP_1(X, U)}{dP_0(X, U)}$ and the observed covariate density ratio $r(X) = \frac{dP_1(X)}{dP_0(X)}$ exist.

**Proposition 1.** Under Assumptions 1 and 2, we have

$$\tau = \mathbb{E}_1 [Y(1) - Y(0)] = \mathbb{E}_0 \left[ r(X, U) \mathbb{E}_0 \left[ Y(1) - Y(0) \mid X, U \right] \right].$$

(1)

The above proposition shows that if the unmeasured effect modifiers were known and measured in both locations, then the causal quantity of interest $\tau$ is identified. In order to turn the above into an estimator, we could use a standard inverse weighted estimator:

$$\hat{\tau}^* = \frac{1}{n_0} \sum_{i:L_i=0} \frac{r(X_i, U_i)W_iY_i}{P(W_i = 1)} - \frac{1}{n_0} \sum_{i:L_i=0} \frac{r(X_i, U_i)(1 - W_i)Y_i}{P(W_i = 0)}.$$  

(2)

such that $\mathbb{E}_0[\hat{\tau}^*] = \tau$. Since $U$ is unobserved, the above estimator is not feasible. Instead, we further allow sensitivity models detailed in the next subsections which assume bounds on the ratio of the conditional probability density of unmeasured effect modifiers $U$. This would in turn allow us to derive bounds for $\hat{\tau}$ via a linear programming optimization.

### 3 A sensitivity model for domain extrapolation

To relate $r(x, u)$ and $r(x)$, we define the unobserved distribution shift ratio as

$$z^*(x, u) := \frac{r(x, u)}{r(x)}$$

and use the shorthand $z^*_i := z^*(X_i, U_i)$. These $z^*_i$ capture the amount by which the unobserved effect modifiers $U_i$ affect the oracle estimator (2), which we can re-write as

$$\hat{\tau}^* = \frac{1}{n_0} \sum_{i:L_i=0} z^*_i r(X_i)W_iY_i - \frac{1}{n_0} \sum_{i:L_i=0} z^*_i r(X_i)(1 - W_i)Y_i.$$  

(3)

Given we don’t know the density ratio terms $r(X, U)$ in (2) due to the unmeasured effect modifier $U$, we instead aim to get bounds on $\tau$ by estimating $r(X)$ which does not depend on $U$ and by assuming a bound on $z^*(x, u)$. In particular, we assume the following sensitivity model that directly implies a bound on $z(x, u)$.
Assumption 3 (Transport sensitivity model). There exists $\Gamma^* \geq 1$ such that $\Gamma^*-1 \leq P_1(U = u \mid X = x)/P_0(U = u \mid X = x) \leq \Gamma^*$ for all $x \in \mathcal{X}$ and all $u \in \mathcal{U}$.

By Bayes rule, we immediately have the following:

**Proposition 2.** By Assumption 3, $z^*(x,u) \in [\Gamma^*-1, \Gamma^*]$ for all $x \in \mathcal{X}$ and $u \in \mathcal{U}$.

Analogous sensitivity models are common in the sensitivity analysis literature for observational studies [e.g. Rosenbaum, 2002b, Zhao et al., 2019] to assess robustness of findings to unmeasured confounding.

### 4 Bounds via linear programming

With a bound on $z^*(x,u)$ and an estimated density ratio $\hat{r}(\cdot)$, we can derive bounds on $\hat{\tau}$ from (3). Since we don’t know the ground truth value of $\Gamma^*$, we supply a $\Gamma$ value and solve the following optimization problem to get the upper bound $\hat{\tau}^+$:

$$\hat{\tau}^+ = \sup \frac{\sum_{i:L_i=0} W_i Y_i \hat{r}(X_i) z_i}{\sum_{i:L_i=0} W_i} - \frac{\sum_{i:L_i=0} (1 - W_i) Y_i \hat{r}(X_i) z_i}{\sum_{i:L_i=0} (1 - W_i)}$$

$$s.t. \Gamma^{-1} \leq z_i \leq \Gamma, 1 \leq i \leq n_0,$$

To get the lower bound $\hat{\tau}^-$, we instead take the infimum in the optimization above. This key idea of employing a linear program to bound the target estimand when the density ratio is unknown but can vary within some range is also seen in previous literature. For example, Aronow and Lee [2012] and Miratrix et al. [2017] employ similar ideas for identification of a population mean when the sampling selection weight is unknown.

**Remark 1.** In practice, we suggest varying $\Gamma$ across a wide range to report the upper and lower bounds $\hat{\tau}^+$ with domain experts guiding on realistic choices of $\Gamma$. We also note that in the context of potential violations of exogeneity in observational studies, Imbens [2003] proposes leveraging observed covariates to judge the plausibility of sensitivity parameters. We leave it to future work to investigate similar heuristics for guiding choices on $\Gamma$.

The roadmap for the rest of this section is as follows: We first show how to estimate $\hat{r}$ in a way that allows us to achieve sharper bounds. Next, we use the estimate $\hat{r}$ to get the upper bound by (4) (and respectively, the lower bound by taking the infimum of the same optimization) for $\hat{\tau}$. Finally, we conclude with showing the bounds $[\hat{\tau}^-, \hat{\tau}^+]$ gives consistent coverage for the ground truth treatment effect $\tau$ in Location 1.

First, we estimate $\hat{r}(\cdot)$ while (4) takes in $\hat{r}(\cdot)$ from any density ratio estimators, we suggest estimating $r(x)$ directly by moments matching [Bradic et al., 2019, Imai and Ratkovic, 2014, Ning et al., 2017, Qin, 1998, Sugiyama et al., 2012]. Doing so would allow us to effectively shorten the estimation bounds as detailed later in Section 5. To fix ideas, we denote $g(x) = \log r(x)$ and then assume the following:

**Assumption 4.** We have access to basis function $\phi(\cdot) \in \mathbb{R}^p$ such that $\|\phi(\cdot)\|_\infty \in [-M, M]$ for some $M > 0$, and $g(x) = \phi(x) \cdot \beta_\phi$ for some $\beta_\phi \in \mathbb{R}^p$. 


When the basis function $\phi(\cdot)$ is the identity, this simply implies that the density ratio follows a logistic form. On the other hand, we can take $\phi(\cdot)$ to be any bounded basis expansion, which makes the above assumption not as restrictive. In Section 6, we further relax this assumption and incorporate the model misspecification error. For the rest of the paper, we assume $\phi(X_i)$ contains an intercept term.

By Assumption 2 and the fact that an RCT is conducted in Location 0, we have the following covariates balancing moment condition via a change of measure: for $w = 0, 1$,

$$E_0 \left[ \phi(X_i)e^{g(X_i)} \mid W_i = w \right] = E_1 \left[ \phi(X_i) \right]$$  \hspace{1cm} (5)

We exploit the empirical counterpart of the above moment equation to estimate the $l(x)$. Given Assumption 4, we only need to estimate $\beta(w)$. Concretely, we solve the following optimization problem:

$$\hat{\beta}_\phi(w) = \arg\min_\beta \frac{\sum_{i:L_i=0} I_{W_i=w} \exp(\phi(X_i)^T \beta)}{\sum_{i:L_i=1} I_{W_i=w}} - \frac{\sum_{i:L_i=1} \phi(X_i)^T \beta}{n_1},$$  \hspace{1cm} (6)

and then set

$$\hat{g}_\phi(X_i) = \sum_{w=0}^1 I_{W_i=w} \phi(X_i)^T \hat{\beta}_\phi(w).$$  \hspace{1cm} (7)

The reason we fit $\hat{\beta}_\phi(w)$ separately on the treated and control units is that it enables us to exactly match the empirical version of the moment condition in (5) for both treated and control groups (this follows immediately form the first-order condition in (6)):

$$\frac{\sum_{i:L_i=0} I_{W_i=w} \phi(X_i)\hat{g}_\phi(X_i)}{\sum_{i:L_i=0} I_{W_i=w}} = \frac{\sum_{i:L_i=1} \phi(X_i)^T \beta}{n_1}, \text{ for } w = 0, 1.$$  \hspace{1cm} (8)

We note that, if $\beta_\phi$ is unique, then both $\hat{\beta}_\phi(w)$ will eventually converge to $\beta_\phi$ in large samples.

By Assumption 4, the density ratio is identified, and the estimated density ratio is consistent, i.e. $\|\hat{g}_\phi(x) - g(x)\|_\infty \rightarrow_p 0$ [Qin, 1998, Sugiyama et al., 2012]. There is an exact mapping between estimating density ratios and estimating location propensity by treatment locations as random variables. We use a covariate balancing estimator for the density ratio, which corresponds to the covariate balancing estimator for propensity scores if we treated the locations as random variables. In the line of work for propensity score estimation, our covariate balancing approach is closely related to Imai and Ratkovic [2014], Tan [2017, 2018], Zhao [2019]. We can then substitute in $\exp(\hat{g}_\phi(\cdot))$ for $\hat{r}(\cdot)$ in (4) to compute the corresponding upper and lower bounds $\hat{\tau}^+$ and $\hat{\tau}^-$. Next, we show the resulting bounds give consistent coverage:

**Theorem 3.** Under Assumptions 1, 2, 3 and 4 with $\|\hat{r}(\cdot) - r(\cdot)\|_\infty \rightarrow_p 0$, then with any $\Gamma \geq \Gamma^*$ in (4), for any $\epsilon > 0$,

$$\lim_{n_0 \rightarrow \infty} P \left[ \tau \in (\hat{\tau}^- - \epsilon, \hat{\tau}^+ + \epsilon) \right] \rightarrow 1$$  \hspace{1cm} (9)

where $\tau = E_1 [Y(1) - Y(0)]$.  


5 Shorter bounds via covariate balancing

Although the optimization formulation in (4) gives consistent coverage on \( \tau \), the resulting bounds can often be too wide in practice to provide meaningful conclusions about the treatment effect \( \tau \). As a concrete example, assume the age distribution is the same for the location that we have conducted the RCT in and the location we wish to extrapolate findings to. We may find that from the RCT, the treatment effect is largest among the young population. The optimization procedure detailed in the previous section does not leverage information on age distributions in these two locations, and could construct weights \( z_i \) that overweight or underweight the young population leading to wide bounds.

The key contribution of this work is to sharpen the estimation bounds by further leveraging covariate information available in both locations. In particular, similar to (5), we can also balance the following moments using a change of measure that conditions on both the observed \( X \) and the unmeasured effect modifiers \( U \). Let \( g(x,u) = \log r(x,u) \). Then the following moment equation holds: for \( w = 0, 1 \),

\[
E_0 \left[ e^{g(X_i,u_i)} \phi(X_i) \mid W_i = w \right] = E_1 \left[ \phi(X_i) \right].
\]

We then add the empirical counterpart of the moment equality constraints in (10) to (4) as the last two equalities (a) and (b) below.

\[
\hat{\tau}^+ = \sup \sum_{i:L_i=0} W_i z_i e^{\hat{g}_0(X_i)} Y_i - \sum_{i:L_i=0} (1 - W_i) z_i e^{\hat{g}_0(X_i)} Y_i \\
\text{s.t. } \Gamma^{-1} \leq z_i \leq \Gamma, 1 \leq i \leq n_0,
\]

\[
\sum_{i:L_i=0} W_i z_i e^{\hat{g}_0(X_i)} \phi(X_i) \leq \sum_{i:L_i=1} \phi(X_i) \\
\sum_{i:L_i=0} (1 - W_i) z_i e^{\hat{g}_0(X_i)} \phi(X_i) \leq \sum_{i:L_i=1} \phi(X_i)
\]

(11)

We then add the empirical counterpart of the moment equality constraints in (10) to (4) as the last two equalities (a) and (b) below.

\[
\hat{\tau}^- = \inf \sum_{i:L_i=0} W_i z_i e^{\hat{g}_0(X_i)} Y_i - \sum_{i:L_i=0} (1 - W_i) z_i e^{\hat{g}_0(X_i)} Y_i \\
\text{s.t. } \Gamma^{-1} \leq z_i \leq \Gamma, 1 \leq i \leq n_0,
\]

\[
\sum_{i:L_i=0} W_i z_i e^{\hat{g}_0(X_i)} \phi(X_i) \leq \sum_{i:L_i=1} \phi(X_i) \\
\sum_{i:L_i=0} (1 - W_i) z_i e^{\hat{g}_0(X_i)} \phi(X_i) \leq \sum_{i:L_i=1} \phi(X_i)
\]

(11)

Similarly, we can estimate \( \hat{\tau}^- \) by taking infimum of the above optimization with the same set of constraints. Compared to (4), (11) makes a few modifications. First, it substitutes in the estimate \( \exp(\hat{g}_0(\cdot)) \) for \( \hat{r}(\cdot) \) using (7). Second, it adds two equality constraints (a) and (b). By setting the derivative of (a) and (b) to 0 in expectation, we arrive at the moment condition in (10) for \( w = 0, 1 \) respectively.

Covariate balancing via (11) shortens estimation intervals compared to solving (4) due to the added equality constraints which limit the plausible range of \( z_i \)’s. To provide more intuition, we include in the Appendix a more technical comparison in the simple context where the covariates \( X \) are discrete and the link function \( \phi \) is the identity function.

The constructed intervals from the above optimization (11) gives consistent coverage of the underlying treatment effect parameter of interest.

**Theorem 4.** Consider a sequence of data generating processes for both of the two locations with population size \( \{n_0, n_1\} \) such that \( n_0, n_1 \to \infty \) and \( n_0/n_1 \to \eta \) for some constant \( \eta > 0 \).
Under Assumptions 1, 2, 3 and 4 with \( \hat{r}(\cdot) = \exp(\hat{g}_\phi(\cdot)) \) and \( \hat{g}_\phi(\cdot) \) estimated with covariate balancing from (7), then with any \( \Gamma \geq \Gamma^* \) in (11), for any \( \epsilon > 0 \),

\[
\lim_{n_0, n_1 \to \infty} \mathbb{P} \left[ \tau \in (\hat{\tau}^- - \epsilon, \hat{\tau}^+ + \epsilon) \right] \to 1 \tag{12}
\]

where \( \tau = \mathbb{E}_1 [Y(1) - Y(0)] \).

This implies that as the sample size increases, if we employ a \( \Gamma \) value in the optimization that is no less than what is needed for Assumption 3 to hold, then the constructed interval from the balancing estimator eventually covers the true treatment effect in the target location that we wish to apply policy interventions to.

Remark 2. Because we learn the density ratio \( \hat{r}(x) \) via covariate balancing, the optimization (11) is always feasible by taking \( z_i = 1 \). This is a key proof component for Theorem 4, as Slater’s conditions would hold, which allows us to leverage the zero duality gap to complete the proof.

6 Bounds under model misspecification

So far, we have assumed that the density ratio follows a logistic model with a basis expansion \( \phi(\cdot) \) by Assumption 4. In this section, we relax this assumption and develop bounds that take model misspecification error into account.

Given any basis function \( \phi(\cdot) \), let \( \beta^{(w)}(\phi) \) be the population minimizer, i.e. for \( w = 0, 1 \),

\[
\beta^{(w)}(\phi) = \arg\min_{\beta} \mathbb{E}_0 \left[ e^{\beta^T \phi(X_i)} \phi(X_i) \mid W_i = w \right] - \beta^T \mathbb{E}_1 [\phi(X_i)], \tag{13}
\]

and let

\[
g_\phi(X_i) = \sum_{w=0}^1 \mathbb{1}_{W_i = w} \phi(X_i)^T \beta^{(w)}(\phi) \tag{14}
\]

be the logistic approximation to the ground truth density ratio logit function \( g(\cdot) \). For the rest of this section, instead of Assumption 3, we build upon the following sensitivity model instead.

Assumption 5 (Sensitivity model with model misspecification). For a given basis function \( \phi(\cdot) \), \( \Gamma^* e^{g_\phi(x)/e^{g(x)}} \leq P_1(U = u \mid X = x)/P_0(U = u \mid X = x) \leq \Gamma^* e^{g(x)/e^{g_\phi(x)}} \) for all \( x \in X \) and all \( u \in U \).

Then immediately by Bayes rule, we have

Proposition 5. By Assumption 5, \( z^*(x, u) \in [\Gamma^* e^{g(x)/e^{g_\phi(x)}}, \Gamma^* e^{g(x)/e^{g_\phi(x)}}] \) for all \( x \in X \) and \( u \in U \).

In practice, we don’t know the magnitude of \( e^{g(x)/e^{g_\phi(x)}} \). We supply an additional sensitivity parameter \( M \) such that \( M \geq e^{g(1)/e^{g_\phi(\cdot)}} \) based on how much we believe the density ratio is misspecified with a chosen logistic model. We proceed to get bounds on \( \tau \) by estimating \( \hat{g}_\phi(\cdot) \) via (7). We solve for \( \hat{\tau}^+ \) by (11) but we substitute in \( \Gamma M \) for \( \Gamma \), and similarly we take the infimum to derive \( \hat{\tau}^- \). Compared to the previous sections, we relax the constraint that \( g(x) \) is well specified with a logistic form, and we conclude with the same consistency result if we assume Assumption 5 instead of Assumption 3.
Theorem 6 (Consistency under model misspecification). Consider a sequence of data generating processes for both of the two locations with population size \( \{n_0, n_1\} \) such that \( n_0, n_1 \to \infty \) and \( n_0/n_1 \to \eta \) for some constant \( \eta > 0 \). Assume for some basis expansion \( \phi() \), \( \hat{g}_\phi() \) is estimated with covariate balancing from (7), and that Assumptions 1, 2, and 5 hold with sensitivity parameter \( \Gamma^* \), then with any \( \Gamma \geq \Gamma^* \) and \( M \geq e^{g()} / e^{g\phi()} \) in (??), for any \( \epsilon > 0 \),

\[
\lim_{n_0, n_1 \to \infty} \Pr \left[ \tau \in (\hat{\tau}_\phi^-, \hat{\tau}_\phi^+ + \epsilon) \right] \to 1.
\]

where \( \tau = \mathbb{E}_1 [Y(1) - Y(0)] \).

7 California GAIN Program

We apply our proposed estimator to the California Greater Avenue for Independence (GAIN) dataset [Hotz et al., 2006]. A policy analyst may run an RCT in one location and wishes to know the treatment effect in another location without running additional RCTs. By using our proposal, they could get bounds on the estimated treatment effects in the second location directly. We validate this proposal on the GAIN dataset which includes data from independent RCTs conducted in several selected counties in California to evaluate the impact of welfare-to-work programs on an individual’s future income. We focus on two counties: Los Angeles and Riverside. Suppose we had only run the RCT in Los Angeles and would like to extrapolate the results to Riverside. If there are no unmeasured effect modifiers that would affect both the outcome and location likelihood, we can simply use a weighted Hajek-style estimator. The goal is to get an uncertainty quantification of the extrapolated results in Riverside with varying degrees of how strong the unmeasured covariate shift is. Since the GAIN dataset includes the RCT data from Riverside, it allows us to validate the estimated bounds from our proposal against the ground truth treatment effect estimates from the RCT that had been conducted in Riverside.

We run the proposed estimator with covariate balancing to generalize treatment effect bounds from Los Angeles to Riverside and vice versa (referred to as “covariate balance” in Figure 1). For comparison, we also run the proposed estimator without leveraging covariate information (referred to as “no balance” in Figure 1). We use the mean quarter income over a follow-up period of 9 years post experiment as the outcome. For both counties, we use a simple difference-in-means between the the treated and the control groups to compute their ground truth treatment estimates (referred to as “ground truth” in the legend of Figure 1). Let \( \gamma := \log \Gamma \). We quantify the strength of the unmeasured covariate shift by assuming different \( \Gamma \) values in (4) and (11) for the “no balance” and “covariate balance” approaches respectively.

The left plot in Figure 1 shows generalizating the RCT estimate from Los Angeles to Riverside and the right plot shows the generalization results the other way. By varying \( \gamma \) along the x-axis, we vary the assumed bound on the distributional shift of the unmeasured effect modifiers. We see that the “covariate balance” approach meaningfully shortens the estimated bounds compared to the “no balance” approach, and the bounds give coverage to the ground truth estimates as \( \gamma \) increases. To estimate the variance, we generate 1000 bootstrap samples in both locations simultaneously to account for stochastic fluctuations in the data. The dashed lines show the 95% confidence intervals using the percentile bootstrap, following Zhao et al. [2019].
Figure 1: The left plot shows generalizing the RCT estimate from Los Angeles to Riverside, and the right plot shows generalizing the RCT estimate from Riverside to Los Angeles. The green line in both plots shows the difference-in-means estimate in the target location, which we denote by as the “ground truth” treatment effect. The x-axis quantifies the assumed bound on unobserved distributional shift. The red and purples lines is our proposed estimator with and without covariate balancing respectively. We compute the 95% confidence intervals via a percentile bootstrap with 1000 bootstrap samples (shown as dashed lines in the plots).

8 Additional Simulations

We consider the following setups adapted from the simulation study in Yadlowsky et al. [2018]. For some covariate distribution $P$, $X_k \sim P$ for $k = 1, 2, 3, 4$, $S \sim \text{Bernoulli}\left(\frac{1 - \Gamma^* - 1 + (\Gamma^* - 1)\exp(\alpha_0 + x^\top \mu)}{(\Gamma^* - 1)\exp(\alpha_0 + x^\top \mu)}\right)$, $U' \sim \mathcal{N}(0, (1 + 0.5\sin(2.5X_1))^2)$, $U = (2S - 1)|U'|$ $W \sim \text{Bernoulli}(0.5)$ $L \sim \text{Bernoulli}\left\{\frac{\exp(\alpha_0 + x^\top \mu + \log(\Gamma^*)(\mathbf{1}_{U \geq 0} - \mathbf{1}_{U < 0}))}{1 + \exp(\alpha_0 + x^\top \mu + \log(\Gamma^*)(\mathbf{1}_{U \geq 0} - \mathbf{1}_{U < 0}))}\right\}$ $\tau = X_1 + U + 4$ $Y = (X + 4)^\top \beta + U + W\tau + \sigma\epsilon, \quad \epsilon \sim \mathcal{N}(0, 1)$

where $L = 0, 1$ denotes the location indicator. We consider the following two setups:

For Setup A, we let $X_k \sim \text{Beta}(0.5, 0.5)$ for $k = 1, 2, 3, 4$ and $\mu = [2, 2, -2, -2]$ such that $P(X | L)$ highly depends on the location $L$. We vary $\gamma \in [0, 0.1, 0.2, 0.3, 0.4, 0.5]$ and let
Figure 2: The two plots above show generalizing the RCT estimate in Setup A and B respectively for a randomly chosen single realization of the data generating distribution. The x-axis quantifies the assumed bound on unobserved distributional shift. We assume we have access to data in both locations, but not the ground truth treatment effects. The green line in both plots shows the difference-in-means estimate of the ground truth in the target location. The red and purple lines are our proposed estimator with and without covariate balancing respectively. Given the single realization of the data generating distribution, we take 1000 bootstrap samples in both locations simultaneously, and compute the 95% percentile bootstrap confidence intervals (shown as colored dashed lines in the plots). The vertical dotted black line shows the true sensitivity parameter $\gamma^* = \log(\Gamma^*) = 0.2$ in Setup A and $\gamma^* = \log(\Gamma^*) = 0.5$ in Setup B.

$\sigma = 3$ and $\alpha_0 = 0$. We let $\Gamma^* = \exp(0.2)$ be the true sensitivity parameter, but we assume it’s unknown to us. For Setup B, we let $X \sim \text{Uniform}[0,1]^4$, $\Gamma^* = \exp(0.5)$, $\alpha_0 = -2$, $\sigma = 0.5$, and vary the sensitivity parameter $\gamma = \log \Gamma = 0, 0.1, \ldots, 0.7$ in the optimization procedure. We let $\mu = [0.709, 0.438, 0.2, 0.767]$ in Setup B and let $\beta = [0.513, 0.045, 0.7, 0.646]$ in both setups.\footnote{Both parameters are taken from the simulation in Yadlowsky et al. [2018]}

We use the mosek package for optimization, and we compare the percentile bootstrap confidence interval obtained through 1000 bootstrap samples among the difference-in-means estimator in location $L = 1$ and the proposed estimator with covariate balancing. We see that the covariate balancing approach significantly shortens the estimation interval, while Setup A in Figure 2 also shows that our balancing estimator (in red) is not conservative as its confidence interval just covers the ground truth (in green) once the $\gamma$ parameter is increased to $\gamma^* = 0.2$ in this case.

\footnote{We note that for the purpose of this simulation setup, it is natural to define location as an additional random variable in the data generating process to ensure the ground truth sensitivity bound to fall within $[1/\Gamma^*, \Gamma^*]$.}
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### A Proof of Proposition 1

\[
\tau := E_1 [Y(1) - Y(0)] \\
= E_1 [E_1 [Y(1) - Y(0) | X, U]] \\
= E_1 [E_0 [Y(1) - Y(0) | X, U]] \\
= E_0 [r(X, U)E_0 [Y(1) - Y(0) | X, U]]
\]

where the last two equalities used Assumptions 1 and 2 respectively.
B Proof of Theorem 3

Proof. Assume $\Gamma = \Gamma^*$, let $\hat{r}_i(x,u) = \hat{r}_i(x)\Gamma^*$, then $\|\hat{r}(x,u) - r(x,u)\|_\infty \rightarrow p 0$. By Proposition 1,

$$\frac{\sum_{i: L_i = 0} W_i Y_i \hat{r}_i(X_i, U_i)}{\sum_{i: L_i = 0} W_i} \rightarrow_p E_1 [Y(1)].$$

We can then show that

$$\frac{\sum_{i: L_i = 0} W_i Y_i \hat{r}_i(X_i, U_i)}{\sum_{i: L_i = 0} W_i} - \frac{\sum_{i: L_i = 0} (1 - W_i) Y_i \hat{r}_i(X_i, U_i)}{\sum_{i: L_i = 0} (1 - W_i)} \rightarrow_p \tau.$$

Since $\Gamma \geq \Gamma^*$, the conclusion then follows.

C Proof of Theorem 4

Proof. Recall $z^*_i = P_1(U_i \mid X_i)/P_0(U_i \mid X_i)$ is the oracle weight. We note that by Proposition 2 and covariate balancing with the density ratio, taking $z_i = 1$ is always a feasible solution to the optimization formulation (11). Thus, Slater’s conditions hold. Define

$$\gamma_{i,n} = \frac{W_i (1 - L_i) e^{\phi(X_i)}}{\sum_{i: L_i = 0} W_i}.$$

Define $c_{n_1} = \frac{\sum_{i: L_i = 1} \phi(X_i)}{n_1}$. Then we have

$$\inf_{\lambda} \sum_{i: L_i = 0} \gamma_{i,n_0} z^*_i Y_i - \lambda \left( \sum_{i: L_i = 0} \gamma_{i,n_0} z^*_i \phi(X_i) - c_{n_1} \right) \leq \hat{\mu}_1 := \inf_{z_1, \cdots, z_n} \sup_{\lambda} \sum_{i: L_i = 0} \gamma_{i,n_0} z_i Y_i - \lambda \left( \sum_{i: L_i = 0} \gamma_{i,n_0} z_i \phi(X_i) - c_{n_1} \right).$$

By Assumption 4, $\|\hat{g}_\delta(x) - g(x)\|_\infty \rightarrow p 0$ (see e.g. Sugiyama et al. [2012]). By law of large numbers, we have as $n_1 \rightarrow \infty$,

$$c_{n_1} \rightarrow_p E_1 [\phi(X_i)],$$

and as $n_0 \rightarrow \infty$, by (5),

$$\sum_{i: L_i = 0} \gamma_{i,n_0} z^*_i \phi(X_i) \rightarrow_p E_1 [\phi(X_i)],$$

and

$$\sum_{i: L_i = 0} \gamma_{i,n_0} z^*_i Y_i \rightarrow_p \mu_1$$

where $\mu_1 = E_1 [Y(1)]$.

Consider a joint sequence of data generating setups for both locations with $\{n_0, n_1\}$ where $n_0, n_1 \rightarrow \infty$, given $n_0/n_1 \rightarrow \eta$, there must exist $N > 0$ such that for all $n_0, n_1 \geq N$, $\eta/2 \leq n_0/n_1 \leq 2\eta$. From the derivation above, we know that for any $\delta > 0$ and for any $\epsilon > 0$, there
exists $N_1$ such that for all $n_1 \geq N_1$, $P(|c_{n_1} - \mathbb{E}_1[\phi(X_i)]| \geq \epsilon/2) \leq \delta/2$. Similarly, there exists $N_0$ such that for all $n_0 \geq N_0$, $P(|\mathbb{E}_1[\phi(X_i)] - \sum_{i:L_i=0} \gamma_{i,n_0} z_i^* \phi(X_i)| \geq \epsilon/2) \leq \delta/2$. Then, take $N^* = \max\{N, N_0, N_1\}$, we have for $N_0, N_1 \geq N^*$, $P(|c_{n_1} - \sum_{i:L_i=0} \gamma_{i,n_0} z_i^* \phi(X_i)| \geq \epsilon) \leq \delta$.

Thus, taking this joint sequence $\{n_0, n_1\}$ where $n_0, n_1 \to \infty$ and $n_0/n_1 \to \eta$, we have

$$
\sum_{i:L_i=0} \gamma_{i,n_0} z_i^* \phi(X_i) - c_{n_1} \to_p 0.
$$

We then conclude that $\inf_{\lambda} \sum_{i:L_i=0} \gamma_{i,n_0} z_i^* Y_i - \lambda \left( \sum_{i:L_i=0} \gamma_{i,n_0} z_i^* \phi(X_i) - c_{n_1} \right) \to_p \mu_1$.

For any $\epsilon > 0$, we then have $\lim_{n_0,n_1 \to \infty,n_0/n_1 \to \eta} P(\mu_1 - \epsilon \leq \hat{\mu}_1^+) = 1$. Similarly, for any $\epsilon > 0$, we have $\lim_{n_0,n_1 \to \infty,n_0/n_1 \to \eta} P(\mu_1 + \epsilon \geq \hat{\mu}_1^-) = 1$, $\lim_{n_0,n_1 \to \infty,n_0/n_1 \to \eta} P(\mu_0 - \epsilon \leq \hat{\mu}_0^+) = 1$, and $\lim_{n_0,n_1 \to \infty,n_0/n_1 \to \eta} P(\mu_0 + \epsilon \geq \hat{\mu}_0^-) = 1$. We conclude that for any $\epsilon > 0$, $\lim_{n_0,n_1 \to \infty,n_0/n_1 \to \eta} P(\tau = \mu_1 - \mu_0 \in (\hat{\mu}_1^- - \hat{\mu}_0^- - \epsilon, \hat{\mu}_1^+ - \hat{\mu}_0^+ + \epsilon)) = 1$.

\[\square\]

### D An example to show how covariate balancing shortens estimation intervals

To provide more intuition why covariate balancing shortens estimation intervals in Section 5, we consider the simple context where the covariates $X$ are discrete and the link function $\phi$ is the identity function. Consider the following:

Define

$$
\gamma_{i,n_0} = \frac{W_i(1 - L_i)e^{\hat{\gamma}_0(X_i)}}{\sum_{i:L_i=0} W_i},
$$

and define $c_{n_1} = \frac{\sum_{i:L_i=1} \phi(X_i)}{n_1}$. Then we have

$$
\hat{\mu}_1^+ := \inf_{\lambda, \gamma_{1,n_0}, z_{1,n_0}, g_1, \ldots, g_0} \sup_{i:L_i=0} \sum_{i:L_i=0} \gamma_{i,n_0} z_i Y_i + \lambda \left( \sum_{i:L_i=0} \gamma_{i,n_0} z_i \phi(X_i) - c_{n_1} \right) + \sum_{i:L_i=0} h_i(\Gamma - z_i)
$$

$$
+ \sum_{i:L_i=0} g_i(z_i - \Gamma^{-1}).
$$

Now let $\phi$ be identity, and let $X$ be binary, then

$$
\hat{\mu}_1^- := \inf_{\lambda, \gamma_{1,n_0}, z_{1,n_0}, g_1, \ldots, g_0} \sup_{i:L_i=0} \sum_{i:L_i=0} \gamma_{i,n} z_i Y_i + \lambda \left( \sum_{i:L_i=0,X_i=1} \gamma_{i,n} z_i - c_{n_1} \right)
$$

$$
+ \sum_{i:L_i=0} h_i(\Gamma - z_i) + \sum_{i:L_i=0} g_i(z_i - \Gamma^{-1}).
$$

Compared to the approach without covariate balancing,

$$
\hat{\mu}_{1,\text{no bal}}^+ := \inf_{\lambda, \gamma_{1,n_0}, z_{1,n_0}, g_1, \ldots, g_0} \sup_{i:L_i=0} \sum_{i:L_i=0} \gamma_{i,n} z_i Y_i + \sum_{i:L_i=0} h_i(\Gamma - z_i) + \sum_{i:L_i=0} g_i(z_i - \Gamma^{-1}).
$$
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Essentially we want to maximize $\sum_{i:L_i=0} \gamma_{i,n} z_i Y_i$, but with covariate balancing, we limit the sum of certain weights such that $\sum_{i:L_i=0, X_i=1} \gamma_{i,n} z_i = c_n$.

### E Proof of Theorem 6

**Proof.** Recall $z^*_i = P(1 \mid X_i)/P_0(1 \mid X_i)$ is the oracle weight. Given the ground truth sensitivity parameter $\Gamma^* \leq \Gamma$ and $M \geq e^{\phi(0)} / e^{\phi(1)}$, then $\Gamma^{-1} M^{-1} \leq z^*_i \leq \Gamma M$ for all $1 \leq i \leq n_0$ by Proposition 5. We note that by covariate balancing with density ratios, taking $z_i = 1$ is always a feasible solution to the optimization formulation (11). Thus, Slater’s conditions hold. Define

$$
\gamma_{i,n_0} = \frac{W_i(1 - L_i)e^{\phi_1(X_i)}}{\sum_{i:L_i=0} W_i}
$$

Define $c_{n_1} = \frac{\sum_{i:L_i=0} \phi(X_i)}{n_1}$. Then we have

$$
\inf_{\lambda} \sum_{i:L_i=0} \gamma_{i,n_0} z^*_i Y_i - \lambda \left( \sum_{i:L_i=0} \gamma_{i,n_0} z^*_i \phi(X_i) - c_{n_1} \right) 
\leq \hat{\mu}^{+}_{\phi,1} := \inf_{\lambda} \sup_{z_1, \ldots, z_{n_0}} \sum_{i:L_i=0} \gamma_{i,n_0} z_i Y_i - \lambda \left( \sum_{i:L_i=0} \gamma_{i,n_0} \phi(X_i) - c_{n_1} \right).
$$

By law of large numbers, as $n_1 \rightarrow \infty$,

$$
c_{n_1} \rightarrow E_1 \left[ \phi(X_i) \right],
$$

and as $n_0 \rightarrow \infty$,

$$
\sum_{i:L_i=0} \gamma_{i,n_0} z^*_i \phi(X_i) \rightarrow E_1 \left[ \phi(X_i) \right]
$$

by (5), and

$$
\sum_{i=1:L_i=0} \gamma_{i,n_0} z^*_i Y_i \rightarrow_p \mu_1
$$

where $\mu_1 = E_1 [Y(1)]$.

As we take both $n_0, n_1 \rightarrow \infty$ and as $n_0/n_1 \rightarrow \eta$, following a similar argument used in the proof of Theorem 4,

$$
\sum_{i:L_i=0} \gamma_{i,n_0} z^*_i \phi(X_i) - c_{n_1} \rightarrow_p 0.
$$

Thus, $\inf_{\lambda} \sum_{i:L_i=0} \gamma_{i,n_0} z^*_i Y_i - \lambda \left( \sum_{i:L_i=0} \gamma_{i,n_0} z^*_i \phi(X_i) - c_{n_1} \right) \rightarrow_p \mu_1$.

For any $\epsilon > 0$, $\lim_{n_0,n_1 \rightarrow \infty} P(\mu_1 \leq \hat{\mu}^{+}_{\phi,1} + \epsilon) = 1$. Similarly, for any $\epsilon > 0$, we have $\lim_{n_0,n_1 \rightarrow \infty} P(\mu_1 \geq \hat{\mu}_{\phi,1}^+ - \epsilon) = 1$, $\lim_{n_0,n_1 \rightarrow \infty} P(\mu_0 \leq \hat{\mu}^+_{\phi,0} + \epsilon) = 1$, and $\lim_{n_0,n_1 \rightarrow \infty} P(\mu_0 \geq \hat{\mu}^-_{\phi,0} - \epsilon) = 1$. We conclude that $\lim_{n_0,n_1 \rightarrow \infty} P(\tau = \mu_1 - \mu_0 \in (\hat{\mu}_{\phi,1}^- - \hat{\mu}_{\phi,0}^+, \hat{\mu}_{\phi,1}^+ - \hat{\mu}_{\phi,0}^- + \epsilon)) = 1$.

\[ \square \]