Nowcast of an EUV dynamic spectrum during solar flares

Toshiki Kawai *
Shinsuke Imada †
Shohei Nishimoto ‡
Kyoko Watanabe §
Tomoko Kawate ¶

Submitted 29 November 2019; Accepted 30 April, 2020

Abstract

In addition to X-rays, extreme ultraviolet (EUV) rays radiated from solar flares can cause serious problems, such as communication failures and satellite drag. Therefore, methods for forecasting EUV dynamic spectra during flares are urgently required. Recently, however, owing to the lack of instruments, EUV dynamic spectra have rarely been observed. Hence, we develop a new method that converts the soft X-ray light curve observed during large flare events into an EUV dynamic spectrum by using the Solar Dynamics Observatory / Atmospheric Imaging Assembly images, a numerical simulation, and atomic database. The simulation provides the solution for a coronal loop that is heated by a strong flare, and the atomic database calculates its dynamic spectrum, including X-ray and EUV irradiances. The coefficients needed for the conversion can be calculated by comparing the observed soft X-ray light curve with that of the simulation. We apply our new method to three flares that occurred in the active region 12673 on September 06, 2017. The results show similarities to those of the Flare Irradiance Spectral Model, and reconstruct some of the EUV peaks observed by the EUV Variability Experiment onboard the Solar Dynamics Observatory.
1 Introduction

A solar flare, which is a sudden brightening observed in almost all wavelengths from radio waves to gamma rays, was first observed by Richard Carrington in 1859 (Carrington, 1859). Nowadays, it is believed that Solar flare is a result of the rapid release of magnetic energy stored in the solar corona. The energy released by a flare is very large, often reaching $10^{32}$ ergs within an hour. One standard model of flares that is based on magnetic reconnection is the CSHKP model (Carmichael, 1964; Sturrock, 1966; Hirayama, 1974; Kopp and Pneuman, 1976). The characteristics predicted based on these models have been verified by modern observations (e.g., cusp-like structure in soft X-ray images Tsuneta et al. (1992), hard X-ray sources above the flare loop Masuda et al. (1994), chromospheric evaporation Teriaca et al. (2003); Imada et al. (2015), reconnection inflows Yokoyama et al. (2001), reconnection outflows (off limb McKenzie and Hudson (1999); Innes et al. (2003); Imada et al. (2013), on disc Hara et al. (2011), plasmoid ejection Ohyama and Shibata (1998); Liu et al. (2013), and coronal mass ejections Svestka and Cliver (1992); Imada et al. (2007)). X-rays and extreme ultraviolet (EUV) radiation from solar flares sometimes cause serious problems, such as radiation exposure, communication failures, and satellite drag (Lean, 1997). These incidents can make our lives inconvenient, delay space development, and cause significant economic losses. To avoid these problems, it is urgently required that we develop the means to predict large solar flare effects on the earth.

Increases of the terrestrial upper atmosphere density can cause dangerous events for a satellite. Satellite drag is caused by the friction between a satellite in low earth orbit and the upper atmosphere. Drag increases happen when large flares occur because their X-ray and EUV emissions enhance ionization in the upper atmosphere. EUV irradiance, especially that emitted in the transition region and upper chromosphere, contribute significantly to ionization in the F-region ionosphere (Qian et al., 2010). Therefore, it is important to predict not only X-ray but also EUV emissions from solar flares.

Since 2001, the Solar EUV Experiment (SEE: Woods et al., 1998, 2005, 2012) onboard the Thermosphere Ionosphere Mesosphere Energetics and Dynamics (TIMED) has provided sub-daily solar EUV irradiance information from 1 to 2000 Å. The Solar Extreme ultraviolet Monitor (SEM) onboard the Solar and Heliospheric Observatory (SOHO) also has measured solar irradiance from 1 to 770 Å with 60 s cadence (Judge et al., 1998) since 1995. Besides this, the EUV Variability Experiment (EVE: Woods et al., 2012) onboard the Solar Dynamics Observatory (SDO: Pesnell et al., 2012) began to observe solar EUV spectrum from the full disc of the sun and the corona in 2010. EVE is composed of two types of Multiple EUV Grating Spectrographs (MEGS), MEGS-A and MEGS-B, which monitor the EUV spectrum from 50 to 370 Å and from 350 to 1050 Å, respectively. However, the observations of MEGS-A were terminated in 2014 due to a power anomaly, and MEGS-B also has limited daily exposure now because of an unexpected and rapid degradation. In addition to them, the Extreme Ultraviolet Sensors (EUVS: Eparvier et al., 2009) onboard the Geostationary
Operational Environmental Satellite R (GOES-R) series have monitored eight lines and bands between 250 and 2850 Å since 2016. From the EUVS observation, the EUVS model (Thiemann et al., 2019) estimates the solar irradiance spectral between 50 and 1270 Å at 30 s cadence. By contrast, solar soft X-ray irradiance has been monitored by the GOES series since 1974. Each GOES satellite has two X-Ray Sensors (XRS), which observe temporal emission from 0.5 to 4 Å (XRS-A) and from 1 to 8 Å (XRS-B). To understand EUV emission during solar flares, a method of converting X-rays to EUV spectra must first be developed.

The Flare Irradiance Spectral Model (FISM: Chamberlin et al., 2007, 2008) is an empirical model that estimates the spectral emission from 1 to 1900 Å, with a wavelength resolution of 10 Å and a time cadence of 60 s. The solar irradiance for a particular wavelength $\lambda$ at time $t$, $E(\lambda,t)$, is defined as:

$$E(\lambda,t) = E_{\text{min}}(\lambda) + \Delta E_{\text{SC}}(\lambda,t) + \Delta E_{\text{SR}}(\lambda,t) + \Delta E_{\text{GP}}(\lambda,t) + \Delta E_{\text{IP}}(\lambda,t)$$

where $E_{\text{min}}$, $\Delta E_{\text{SC}}$, $\Delta E_{\text{SR}}$, $\Delta E_{\text{GP}}$, and $\Delta E_{\text{IP}}$ represent the minimum spectral values and the variation of solar irradiance due to the solar cycle, solar rotation, and gradual and impulsive phases of the flare, respectively. The FISM succeeded in reproducing well the irradiance variation over timescales ranging from seconds (flares) to years (cycles).

Different from the FISM, some physical models to estimate the EUV irradiance during flares are recently developed. Li et al. (2012) partially succeeded in reproducing some EUV light curves emitted from a M1.0 flare by using zero-dimensional coronal loop model called the Enthalpy Based Thermal Evolution of Loops (EBTEL: Klimchuk et al., 2008; Cargill et al., 2012) model. Thiemann et al. (2017) achieve the limited success in reproducing EUV light curves of some Fe ion lines by using empirical relationships under the assistance of the EBTEL model. However, due to lack of the calculation of the spatial distribution, it is difficult for zero-dimensional model to estimate the emissions from the transition region and lower. These emissions are considered as the important for satellite drag problems.

In this paper, we introduce a new method for estimating the EUV dynamic spectrum during a solar flare from the GOES X-ray light curve by using SDO/AIA images, a numerical simulation, and an atomic database. The simulation calculates the temporal evolution of a coronal loop heated by a flare. The database calculates the X-ray and EUV dynamic spectra of the simulated coronal loop. We estimate the conversion function of calculated XRS-B light curve to the observed one. Applying it to other wavelength emissions, we obtain the X-ray and EUV dynamic spectra of a solar flare. Figure 1 shows the flow of the conversion we describe in the following sections.

2 Soft X-ray observation

We apply our method to three GOES X-class flares, which occurred in AR12673 (S09W42) between 08:50 and 14:40 UT on September 06, 2017. One of them
Figure 1: The flow of conversion method. $R_1$ is calculated from the maximum intensity of simulated XRS-B and the observation (a). $R_2$ is calculated from the convolution of the simulated XRS-B light curve as well as $R_1$ and the observation (b). The dynamic spectrum including an EUV irradiance can be converted by applying $R_1$ and $R_2$ to equation 13.

Table 1: The class and start, peak, and end time of each flare. Each time is obtained from the time derivative of the GOES XRS-B light curve.

| GOES class | start     | peak     | end       |
|------------|-----------|----------|-----------|
| Flare 1    | X2.2      | 08:57:39 | 09:10:25  | 09:23:11  |
| Flare 2    | X9.3      | 11:53:42 | 12:02:12  | 12:24:28  |
| Flare 3    | X2.0      | 12:25:00 | 12:45:41  | 14:22:03  |

is the largest flare observed in solar cycle 24, which scored X9.3. Figure 2 represents GOES XRS-A and XRS-B light curves during the flares. We use the observation of GOES13 instead of 15 because of the lack of data. The GOES data is available from [https://umbra.nascom.nasa.gov](https://umbra.nascom.nasa.gov). We define the start, peak, and end time of each flare by using the time derivative of XRS-B. The times and GOES classes of each flare are given in Table 1. The AR12673 and its eruptive events are reported in several papers (e.g., Yan et al., 2018; Inoue et al., 2018). Moreover, Chamberlin et al. (2018) estimates the dynamic spectra during these flares by using FISM model and compares them with the observations.
Figure 2: Soft X-ray light curves observed during the flares, obtained from XRS-A (blue) and -B (red) onboard GOES13. We focus on three flares from the observations mentioned in Table I.
Figure 3: GOES XRS-B light curve observed during the events (red) and their fitted lines (green), found using the Gauss-Newton method.
3 Method

3.1 Preprocessing

To simplify the analysis, we separate the observed GOES XRS-B light curve into the rising (from start to peak) and decaying (from peak to end) phases. Then, we approximate the light curve of each phase using an exponential curve such as

\[ I(t) = Ae^{\pm t/\tau} + B \]  

(2)

where \( I \) and \( t \) are XRS-B intensity and elapsed time from the start (rising phase) or peak (decaying phase), respectively. There are three free parameters, therefore, we set both ends of each exponential curve to match with the observed values. In this case,

\[ A = \frac{I(t_e) - I(0)}{e^{\pm t_e/\tau} - 1} \]  

(3)

\[ B = I(0) - A \]  

(4)

where \( t_e \) represents the time between start and peak (rising phase) or the peak and end (decaying phase). We estimate the last parameter \( \tau \) using the Gauss-Newton Method, which can solve non-linear least squares problems. We calculate errors for cases where the sign in the exponential is positive (divergent) and negative (convergent), and subsequently obtain \( \tau \) with greater accuracy. Figure 3 represents the observed and fitted light curves during the three flares. The obtained \( \tau \) of the rising and decaying phases of each flare are given in Table 2.

3.2 Coronal loop length measurement

For the numerical simulation, we estimate the coronal loop length that caused these three flares, using the imaging observations. Figure 4 represents some snapshots of the flaring active region, taken by SDO/AIA 1600 Å. The SDO/AIA data is available from [http://jsoc.stanford.edu/ajax/lookdata.html](http://jsoc.stanford.edu/ajax/lookdata.html). Some bright points can be seen in panel (a), which shows the start of the flare events. Panels (b) - (d) represent the flare ribbons when GOES XRS-B approaches the peak of each event. The distance between the ribbons can be estimated as being approximately 32.5 Mm. We derive the loop length as 51 Mm, regarding the ribbon distance as the diameter of a semicircular loop. We apply this value to the numerical simulation described in the next subsection.

3.3 Numerical simulation

To solve for the coronal loops heated by the flare, we use the hydrodynamic simulation of the solar flare model given in the CANS (Coordinated Astronomical Numerical Software) 1D package, developed by T. Yokoyama. The simulation

---

1 The source code and documents are available at the website [http://www.astro.phys.s.chiba-u.ac.jp/netlab/astro/](http://www.astro.phys.s.chiba-u.ac.jp/netlab/astro/)
Figure 4: Some snapshots obtained from the SDO/AIA 1600 Å filter during the flare events. Panel (a) represents the beginning of the first flare. Some brightening points can be seen around the sunspots. Panels (b) - (d) depict the image when the GOES XRS-B light curve reaches the peak of each flare. A pair of flare ribbons exists on the active region in each panel.
set up here is the almost identical to that of Hori et al. (1997) or Imada and Zweibel (2012). The fundamental equations are as follows:

\[
\frac{\partial}{\partial t} (\rho S) + \frac{\partial}{\partial x} (\rho V_x S) = 0 \quad (5)
\]

\[
\frac{\partial}{\partial t} (\rho V_x S) + \frac{\partial}{\partial x} \left[ (\rho V_x^2 + p) S \right] = \rho g S + \frac{\partial}{\partial x} \left[ \left( \frac{\gamma}{\gamma - 1} + \frac{1}{2} \rho V_x^2 \right) S \right] \quad (6)
\]

\[
\frac{\partial}{\partial t} \left[ \left( \frac{\gamma}{\gamma - 1} p + \frac{1}{2} \rho V_x^2 \right) V_x S - \kappa \frac{\partial T}{\partial x} S \right] = \rho g V_x + H - R + H_f \quad (7)
\]

\[
p = \frac{k_B}{m} \rho T \quad (8)
\]

where, \( p, T, v_x, \rho, \gamma = 5/3, S, g, H, R, H_f, k_B, \kappa, \) and \( m \) represent the pressure, temperature, plasma velocity along the loop, density, heat capacity ratio, cross-sectional area, gravitational acceleration, static heating, radiative cooling, flare heating, Boltzmann constant, thermal conductivity, and mean particle mass, respectively. The simulation assumes that the length and cross section of the loop do not change in time, that the cross section is uniform along the loop, that the flow is inviscid and compressible, and that the location where the flare occurs is fixed at the loop top. The loop half-length is about 25.5 Mm, as estimated from the SDO/AIA observation. The Spitzer thermal conductivity (Spitzer, 1956), optically thin radiative cooling, and gravity are taken into account. An approximation to correct the effects of high-density plasma is included in the radiative cooling model (details are written in the CANS documentation). This simulation includes not only the corona but also the transition region and chromosphere. The flare energy input is represented by the following equations:

\[
H_f = H_{f0} \cdot q(t) \cdot f(x) \cdot g(x) \quad (9)
\]

\[
q(t) = \frac{1}{4} \left\{ 1 + \tanh \frac{t}{0.1 \tau_0} \right\} \left\{ 1 - \tanh \left( \frac{t - \tau_f}{0.1 \tau_0} \right) \right\} \quad (10)
\]

\[
f(x) = \frac{1}{\sqrt{2\pi}} \exp \left[ -\frac{(x - L)^2}{2w^2_f} \right] \quad (11)
\]

\[
g(x) = \frac{1}{2} \left\{ 1 + \tanh \left( \frac{x - 20H_0}{3H_0} \right) \right\} \quad (12)
\]

where, \( H_0 = 200 \) km and \( \tau_0 = 20 \) s represent the scale height and sound wave traveling time at the surface \( x = 0 \). The heating rate, \( H_{f0} \), is 120 erg cm\(^{-3}\) s\(^{-1}\) for all observed flares in this paper, which is optimized by comparing observed and estimated XRS-A peak intensities as described in Subsection 3.5. \( q(t) \) is a
function of time to make the heating impulsive. The duration and width along
the loop of the flare, \( \tau_f \) and \( w_f \), are fixed at 60 s and 6000 km, respectively.
The role of \( g(x) \) is to prevent the heat pulse from inputting directly into the
chromosphere. Flare heating begins at the start of the simulation. This simu-
lation uses the modified Lax-Wendroff scheme, which is second-order accurate
in both space and time.

Figure 5 shows the simulation result which is used for all three flares. Each
panel presents the temporal variation and spatial distribution of temperature,
density, pressure, and plasma velocity along the loop, respectively. As each
horizontal axis indicates coordinates along the loop, the left-hand edge (\( x = 0 \))
is the surface and the right-hand edge (\( x \approx 13 \) Mm) is the loop top. The
region where the temperature and pressure change rapidly (\( x \approx 0.3 \) Mm) is the
transition region, and the chromosphere sits to the left of this. The line color
indicates the progress of time in the simulation, from red to yellow. When a flare
occurs at the loop top, the temperature there is increased and is transported
to the foot points of the loop by thermal conduction. Then, the temperature
and pressure of the chromosphere is rapidly increased by the incoming high
temperature plasma. As a result, high-density plasma in the chromosphere is
ejected into the corona by the pressure gradient force, this is referred to as
chromospheric evaporation. Consequently, the coronal loop is filled with high-
density plasma, and emits soft X-ray and EUV irradiances.

3.4 Atomic database

We obtain the temporal variation of the synthetic X-ray and EUV spectra of
the simulated coronal loop, using the atomic database CHIANTI version 8.0
(Del Zanna et al., 2015). The calculated wavelength range is from 0.5 to 1060.5
Å with a 1 Å resolution. To reduce computational cost, we prepare a spectrum
table for each temperature range, which runs from \( 10^{5.0} \) to \( 10^{7.5} \) K with a 0.1
resolution in the logarithmic scale. We obtain the spectrum with the closest-
matching temperature for each time and grid of the loop, and multiply this by
the ratio between the emission measures of the table and those of the simula-
tion result. The emission measure of each grid is assumed to be the density
squared. We calculate the spectrum of the loop only for regions higher than the
transition region, so as to neglect emissions from the transition region and the
chromosphere, because we do not calculate radiative transfer in this paper. We
define the bottom of the corona as the region closest to the surface where the
temperature is larger than 0.1 MK for each time. The abundance file name is
sun_coronal_2012_schmelz and the free-free continuum emission is included.
To simplify the problem, we assume that the intensities of XRS-A and -B are
a summation of the calculated spectrum in the wavelength range from 0.5 to 4
Å and from 1 to 8 Å, respectively.

Figure 6 represents both XRS-A and -B light curves calculated from the
simulation of Figure 5. As mentioned in the simulation result, light curves are
spontaneously increased after the flare occurrence, due to the chromospheric
evaporation, and decay with the cooling of the coronal loop.
Figure 5: Results of the hydrodynamic simulation. Each panel presents the time evolution of the temperature distribution (left-top), density (right-top), pressure (left-bottom), and plasma velocity along the loop (right-bottom) with 30 s cadence. Each horizontal axis represents the loop coordinates from the surface to the loop top. Line color indicates the progress of time (from blue to red).
Figure 6: Light curves of XRS-A and -B calculated from the simulation result depicted in Figure 5 using the atomic database CHIANTI. The light curve duration we use for the conversion runs from $t = 0$ to when the intensity of XRS-B returns to its original value ($t \simeq 1200$).
3.5 Conversion from GOES X-ray to EUV spectrum

We introduce a new method to convert the observed GOES XRS-B light curve to those of other wavelengths, notably EUV irradiances. Figure 4 represents the flow of the conversion. The estimated dynamic spectrum can be described as follows.

\[ I_{\text{estim}}(t, \lambda) = R_2 \sum_{\tau} R_1(\tau) I_{\text{sim}}(t - \tau, \lambda). \]  

\[ (13) \]

\( R_1 \) and \( R_2 \) are conversion coefficients and \( I_{\text{sim}} \) is the dynamic spectrum of the simulated coronal loop. The duration of simulated dynamic spectrum we use for conversion runs from the beginning of the simulation to when the XRS-B intensity returns to its original value (\( t \approx 1200 \)). Before the conversion, we subtract the background XRS-B intensity - that measured at the beginning of the first flare - from the total fitted light curves, to estimate an EUV irradiance only using the flare component. This subtraction hardly changes the results, because the background is negligible for peak intensities, however, the conversion for weaker flares can be affected by the background. The conversion coefficients \( R_1 \) and \( R_2 \) can be calculated using the fitted-observed and simulated XRS-B light curves. Firstly, \( R_1 \) is defined as the ratio between the simulated XRS-B light curve peak and the fitted observation in each observed time (Figure 1a), that is

\[ R_1(t) = \frac{I_{\text{obs}}(t, \lambda_{\text{XRS-B}})}{\text{Max} [I_{\text{sim}}(\tau, \lambda_{\text{XRS-B}})]}. \]  

\[ (14) \]

Secondly, \( I_{\text{sim}}(\tau, \lambda_{\text{XRS-B}}) \) is convolved with \( R_1(t) \). \( R_2 \) is defined as the ratio between the maximum value of the convolved light curve and that of the fitted XRS-B observation (Figure 1b), that is,

\[ R_2 = \frac{\text{Max} [I_{\text{obs}}(t, \lambda_{\text{XRS-B}})]}{\text{Max} [\sum_{\tau} R_1(\tau) I_{\text{sim}}(t - \tau, \lambda_{\text{XRS-B}})]}. \]  

\[ (15) \]

Finally, applying \( R_1 \) and \( R_2 \) to equation 13, the dynamic spectrum of the simulation can be converted to that observed during flare events.

Figure 7 represents the observed XRS-A and -B and the converted XRS-A and -B light curves. Converted curves are only depicted during each flare event, as mentioned in Table 1. We match the peak intensity of the converted XRS-A light curve with that of the observation, by optimizing only the heating rate in the simulation. Both light curves plotted across the duration of flare activity seem to be reconstructed well.

Figure 8 represents the converted dynamic spectra during each flare. The color indicates the intensity of radiation in the logarithmic scale. Each dashed white line represents the fitted GOES XRS-B light curve during flare activity. In the next section, we compare the dynamic spectra and some EUV light curves during flares estimated by our method, FISM, and observed by MEGS-B and discuss the validity of our method.
Table 2: Optimised $\tau$ of rising and decaying phases of each flare, which reproduce the observed XRS-B light curve well using equation (2). $\pm$ represents the sign in the exponent (divergent or convergent).

| Flare 1  | Rising phase $\tau$ [s] | Decaying phase $\tau$ [s] |
|---------|--------------------------|---------------------------|
| +       | 429                      | -                         |
| Flare 2  | +                        | 2757                      |
|         |                          | -                         |
| Flare 3  | -                        | 941                       |

Figure 7: Each solid line represents an estimated light curve of GOES XRS during the flares. The dashed red and blue lines represent the observed light curves obtained from XRS-B and -A, respectively.
Figure 8: Each panel represents the dynamic spectrum during each flare, converted from the observed GOES XRS-B light curves by our method. Color indicates intensity in the logarithmic scale. Each dashed white line represents the fitted GOES XRS-B light curve for each flare.
4 Discussion and Summary

We introduced a new method to convert the GOES XRS-B light curves observed during large flare events into EUV dynamic spectra, using the SDO/AIA images, a coronal loop numerical simulation, and an atomic database. We apply our method to three large flare events (including an X9.3 class event) as shown in Table 1. The estimated dynamic spectra for these events are depicted in Figure 8.

Figure 9 shows the dynamic spectra wavelength range from 1 to 1060 Å during the flares, created by FISM version 1 which is available from http://lasp.colorado.edu/lisird/data/fism. These results include not only flare components but also daily components such as the changes of irradiance due to the solar cycle and rotation, while our method calculates only flaring coronal loops. To compare only flare components, we subtracted the minimum irradiance in each wavelength from the original result (Figure 10). Comparing Figure 8 and Figure 10, it can be seen that the results of our method are similar to those of FISM for wavelengths shorter than approximately 150 Å.

Figure 11 represents the dynamic spectra obtained from the MEGS-B observations of the flares, in wavelengths below 1060 Å, although there are no observations during the first flare. We use the EVE level 2 data version 6 which is available from http://lasp.colorado.edu/eve/data_access. Between the beginning and peak of the second flare, there is a notable increase in the EUV range. According to Chamberlin et al. (2018), this increase is due to the transition region emissions. Similarly to the results of FISM, the minimum irradiance for each wavelength are subtracted from the original, so as to compare only flare components (Figure 12).

Figure 13 shows the light curves of He I (blue), Fe XVI (green), and S XIV (red) observed by MEGS-B (top), estimated by FISM (middle), and our results (bottom) during each flare. Each black dash-dotted line represents the peak of XRS-B observed light curve. Each light curve is normalized by its peak value. He I 584.3, Fe XVI 360.8, and S XIV 445.7 Å are formed around log $T$ ≃ 4.5, 6.8, and 7.1, respectively. The figure shows that we succeeded in reproducing the peak delays of Fe XVI and S XIV lines in the second flare while the FISM cannot reproduce them. The peaks are delayed by approximately 15 min from the flare occurrence, which agrees with typical observations (Woods et al., 2011; Cheng et al., 2019). On the other hand, He I emission has peaks both before and after the soft X-ray peak of the first and second flares. The earlier He I peaks are somewhat consistent with impulsive transition region emission as observed by MEGS-B. However, the later He I peaks seem to be wrong reproductions due to the lack of calculation of radiative transfer. Mostly, in our model, the delay of the peak is defined by the formation temperature of each emission. The higher the formation temperature, the smaller the peak delay. This tendency can be seen even non-flaring coronal loops probably as a result of the nanoflare heating (Viall and Klimchuk, 2012).

Figure 14 represents the time-integrated irradiance of flare components during each flare, for each wavelength. The solid red, green, and blue lines indicate
the values obtained from our method, FISM, and MEGS-B observations, respectively. The integration duration runs from the start to the end of each flare described in Table 1. Due to the lower wavelength resolution, each line intensity estimated by the FISM is obscured. Comparing our method with FISM, we can see that the reported trends are similar to each other, however, the intensities of FISM are generally stronger than those of our method especially for longer wavelengths. This is most likely because some emissions from below the transition region (e.g., the Lyman continuum) are not included in our method. In the second flare, our method reproduces well spectrum observed by MEGS-B, with a higher resolution than FISM. Some of EUV peaks are estimated stronger by our method than the observation because radiative transfer is not calculated in our method. By contrast, in the third flare, the results of both our method and FISM are worse than those of the second flare. This is likely because the properties of the real flare lie outside the parameters used in the numerical simulation, and deviate from the statistics of past events due to its occurrence just after the X9.3 flare.

In this paper, we suggested a new method to estimate the soft X-ray and EUV dynamic spectra produced by a solar flare, using a numerical simulation and an atomic database. The method reproduces well the observed XRS-A and -B light curves and peak delays of EUV irradiances, however, it is notable that the continuum and line emissions emitted from the transition region and lower are not estimated by our method well. This shortcoming need to be modified because the density response of the thermosphere and ionosphere is more sensitive to the emission from the optically thick region than that of optically thin region, which was revealed by comparing two X17 flares occurred at the disc center and the limb (Sutton et al., 2006; Qian et al., 2010). However, the time-integrated dynamic spectra calculated by our method and FISM show similar trends along the wavelength. Moreover, our method is able to reproduce the time-integrated observed line peaks in the EUV irradiance, even for the largest flare in cycle 24.

The method we described is mainly based on the physics of the gradual phase of the flares. However, emissions of some wavelengths in EUV (e.g., 304 Å) are affected by the high energetic electrons accelerated at the impulsive phase of the flares. Exactly, FISM attempts to reconstruct the light curves during impulsive phase by employing the Neupert Effect (Neupert, 1968). To validate the time series, the physics at the impulsive phase should be considered.

We chose these events for estimation because the EUV irradiance emitted from them seemed to have effects on Earth, though observations of them were not carried out. One of the next steps is to input our results into the simulation of the ionosphere, and compare the results with observed events such as the Dellinger Effects, which cause communication failure due to the increase of the electron density in the ionosphere (Dellinger, 1937). This step will help validate our method and facilitate nowcasting/forecasting of the effects of the EUV irradiance on Earth. The another step is to apply our method to other flare events which were observed by MEGS-A to validate the method at the shorter wavelengths.
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Figure 9: Each panel represents the dynamic spectrum created by FISM for each flare. Color indicates intensity in a logarithmic scale. Dashed white lines represent the fitted GOES XRS-B light curve for each flare.
Figure 10: Each panel represents the flare component of FISM’s dynamic spectrum for each flare, it is made by subtracting the minimum intensity in each wavelength (during each flare) from the original result depicted in Figure 9.
Figure 11: Each panel represents the dynamic spectrum for each flare, obtained from SDO/EVE MEGS-B. Color indicates intensity in a logarithmic scale. Dashed black lines represent the fitted GOES XRS-B light curve for each flare. There are no spectral data available for the first flare.
Figure 12: Each panel represents the flare component of MEGS-B’s dynamic spectrum for each flare, which is made by subtracting the minimum intensity for each wavelength (during each flare) from the original result depicted in Figure 11.
Figure 13: Each panel shows the light curves of He I (blue), Fe XVI (green), and S XIV (red) observed by MEGS-B (top), estimated by FISM (middle), and our results (bottom) during each flare. Each black dash-dotted line represents the peak of XRS-B light curve.

References

Cargill, P.J., Bradshaw, S.J., Klimchuk, J.A., 2012. Enthalpy-based Thermal Evolution of Loops. II. Improvements to the Model. *Astrophys. J.* 752, 161. [doi:10.1088/0004-637X/752/2/161](https://doi.org/10.1088/0004-637X/752/2/161) [arXiv:1204.5960](https://arxiv.org/abs/1204.5960).

Carmichael, H., 1964. A Process for Flares. Volume 50. p. 451.

Carrington, R.C., 1859. Description of a Singular Appearance seen in the Sun on September 1, 1859. *Monthly Notices of the Royal Astronomical Society* 20, 13–15. URL: [https://doi.org/10.1093/mnras/20.1.13](https://doi.org/10.1093/mnras/20.1.13).

Chamberlin, P.C., Woods, T.N., Didkovsky, L., Eparvier, F.G., Jones, A.R., Machol, J.L., Mason, J.P., Snow, M., Thiemann, E.M.B., Viereck, R.A., Woodraska, D.L., 2018. Solar Ultraviolet Irradiance Observations of the Solar Flares During the Intense September 2017 Storm Period. *Space Weather* 16, 1470–1487. [doi:10.1029/2018SW001866](https://doi.org/10.1029/2018SW001866).

Chamberlin, P.C., Woods, T.N., Eparvier, F.G., 2007. Flare Irradiance Spectral Model (FISM): Daily component algorithms and results. *Space Weather* 5, S07005. [doi:10.1029/2007SW000316](https://doi.org/10.1029/2007SW000316).

Chamberlin, P.C., Woods, T.N., Eparvier, F.G., 2008. Flare Irradiance Spectral Model (FISM): Flare component algorithms and results. *Space Weather* 6, S05001. [doi:10.1029/2007SW000372](https://doi.org/10.1029/2007SW000372).
Figure 14: Each panel represents the time-integrated irradiance of the flare component for each flare in each wavelength, obtained from our method (red), FISM (green), and MEGS-B observations (blue).
Cheng, Z., Wang, Y., Liu, R., Zhou, Z., Liu, K., 2019. Plasma Motion inside Flaring Regions Revealed by Doppler Shift Information from SDO/EVE Observations. *Astrophys. J.* 875, 93. doi:10.3847/1538-4357/ab0f2d

Del Zanna, G., Dere, K.P., Young, P.R., Landi, E., Mason, H.E., 2015. CHIANTI - An atomic database for emission lines. Version 8. *Astron. Astrophys.* 582, A56. doi:10.1051/0004-6361/201526827 arXiv:1508.07631

Dellinger, J.H., 1937. Sudden Disturbances of the Ionosphere. *Journal of Applied Physics* 8, 732–751. doi:10.1063/1.1710251

Del Zanna, G., Dere, K.P., Young, P.R., Landi, E., Mason, H.E., 2015. CHIANTI - An atomic database for emission lines. Version 8. *Astron. Astrophys.* 582, A56. doi:10.1051/0004-6361/201526827 arXiv:1508.07631

Hara, H., Watanabe, T., Harra, L.K., Culhane, J.L., Young, P.R., 2011. Plasma Motions and Heating by Magnetic Reconnection in a 2007 May 19 Flare. *Astrophys. J.* 741, 107. doi:10.1088/0004-637X/741/2/107

Hirayama, T., 1974. Theoretical Model of Flares and Prominences. I: Evaporating Flare Model. *Solar Phys.* 34, 323–338. doi:10.1007/BF00153671

Hori, K., Yokoyama, T., Kosugi, T., Shibata, K., 1997. Pseudo-Two-dimensional Hydrodynamic Modeling of Solar Flare Loops. *Astrophys. J.* 489, 426–441. doi:10.1086/304754

Hori, K., Yokoyama, T., Kosugi, T., Shibata, K., 1997. Pseudo-Two-dimensional Hydrodynamic Modeling of Solar Flare Loops. *Astrophys. J.* 489, 426–441. doi:10.1086/304754

Innes, D.E., McKenzie, D.E., Wang, T., 2003. Observations of 1000 km s\(^{-1}\) Doppler shifts in 10\(^7\) K solar flare supra-arcade. *Solar Phys.* 217, 267–279. doi:10.1023/B:SOLA.000006874.31799.bc
Inoue, S., Shiota, D., Bamba, Y., Park, S.H., 2018. Magnetohydrodynamic Modeling of a Solar Eruption Associated with an X9.3 Flare Observed in the Active Region 12673. Astrophys. J. 867, 83. doi:10.3847/1538-4357/aae079, arXiv:1809.02309

Judge, D.L., McMullin, D.R., Ogawa, H.S., Hovestadt, D., Klecker, B., Hilchenbach, M., Mobius, E., Canfield, L.R., Vest, R.E., Watts, R., Tarrio, C., Kuehne, M., Wurz, P., 1998. First Solar EUV Irradiances Obtained from SOHO by the CELIAS/SEM. Solar Phys. 177, 161–173. doi:10.1023/A:1004929011427

Klimchuk, J.A., Patsourakos, S., Cargill, P.J., 2008. Highly Efficient Modeling of Dynamic Coronal Loops. Astrophys. J. 682, 1351–1362. doi:10.1086/589426, arXiv:0710.0185

Kopp, R.A., Pneuman, G.W., 1976. Magnetic reconnection in the corona and the loop prominence phenomenon. Solar Phys. 50, 85–98. doi:10.1007/BF00206193

Lean, J., 1997. The Sun’s Variable Radiation and Its Relevance For Earth. Annu. Rev. Astron. Astrophys. 35, 33–67. doi:10.1146/annurev.astro.35.1.33

Li, Y., Qiu, J., Ding, M.D., 2012. Analysis and Modeling of Two Flare Loops Observed by AIA and EIS. Astrophys. J. 758, 52. doi:10.1088/0004-637X/758/1/52, arXiv:1208.5440

Liu, W., Chen, Q., Petrosian, V., 2013. Plasmoid Ejections and Loop Contractions in an Eruptive M7.7 Solar Flare: Evidence of Particle Acceleration and Heating in Magnetic Reconnection Outflows. Astrophys. J. 767, 168. doi:10.1088/0004-637X/767/2/168, arXiv:1303.3321

Masuda, S., Kosugi, T., Hara, H., Tsuneta, S., Ogawara, Y., 1994. A loop-top hard X-ray source in a compact solar flare as evidence for magnetic reconnection. Nature 371, 495–497. doi:10.1038/371495a0

McKenzie, D.E., Hudson, H.S., 1999. X-Ray Observations of Motions and Structure above a Solar Flare Arcade. Astrophys. J. Lett. 519, L93–L96. doi:10.1086/312110

Neupert, W.M., 1968. Comparison of Solar X-Ray Line Emission with Microwave Emission during Flares. Astrophys. J. Lett. 153, L59. doi:10.1086/180220

Ohya, M., Shibata, K., 1998. X-Ray Plasma Ejection Associated with an Impulsive Flare on 1992 October 5: Physical Conditions of X-Ray Plasma Ejection. Astrophys. J. 499, 934–944. doi:10.1086/305652
Pesnell, W.D., Thompson, B.J., Chamberlin, P.C., 2012. The Solar Dynamics Observatory (SDO). Solar Phys. 275, 3–15. doi:10.1007/s11207-011-9841-3

Qian, L., Burns, A.G., Chamberlin, P.C., Solomon, S.C., 2010. Flare location on the solar disk: Modeling the thermosphere and ionosphere response. Journal of Geophysical Research (Space Physics) 115, A09311. doi:10.1029/2009JA015225

Spitzer, L., 1956. Physics of Fully Ionized Gases.

Sturrock, P.A., 1966. Model of the High-Energy Phase of Solar Flares. Nature 211, 695–697. doi:10.1038/211695a0

Sutton, E.K., Forbes, J.M., NEREM, R.S., Woods, T.N., 2006. Neutral density response to the solar flares of October and November, 2003. Geophys. Research Lett. 33, L22101. doi:10.1029/2006GL027737

Svestka, Z., Cliver, E.W., 1992. History and Basic Characteristics of Eruptive Flares. volume 399. p. 1. doi:10.1007/3-540-55246-4_70

Teriaca, L., Falchi, A., Cauzzi, G., Falciani, R., Smaldone, L.A., Andretta, V., 2003. Solar and Heliospheric Observatory/Coronal Diagnostic Spectrograph and Ground-based Observations of a Two-Ribbon Flare: Spatially Resolved Signatures of Chromospheric Evaporation. Astrophys. J. 588, 596–605. doi:10.1086/373946

Thiemann, E.M.B., Eparvier, F.G., Woodraska, D., Chamberlin, P.C., Machol, J., Eden, T., Jones, A.R., Meisner, R., Mueller, S., Snow, M., Viereck, R., Woods, T.N., 2019. The GOES-R EUVS model for EUV irradiance variability. Journal of Space Weather and Space Climate 9, A43. doi:10.1051/swsc/2019041 arXiv:1911.09181

Thiemann, E.M.B., Eparvier, F.G., Woods, T.N., 2017. A time dependent relation between EUV solar flare light-curves from lines with differing formation temperatures. Journal of Space Weather and Space Climate 7, A36. doi:10.1051/swsc/2017037 arXiv:1703.02995

Tsuneta, S., Takahashi, T., Acton, L.W., Brüner, M.E., Harvey, K.L., Ogawara, Y., 1992. Global Restructuring of the Corona Magnetic Fields Observed with the YOHKOH Soft X-Ray Telescope. PASJ 44, L211–L214.

Viall, N.M., Klimchuk, J.A., 2012. Evidence for Widespread Cooling in an Active Region Observed with the SDO Atmospheric Imaging Assembly. Astrophys. J. 753, 35. doi:10.1088/0004-637X/753/1/35 arXiv:1202.4001

Woods, T.N., Bailey, S.M., Eparvier, F.G., Lawrence, G.M., Lean, J., McClintock, W.E., Roble, R.G., Rottman, G.J., Solomon, S.C., Tobiska, W.K., Ucker, G.J., White, O.R., 1998. TIMED solar EUV experiment, in: Korendyke, C.M. (Ed.), Missions to the Sun II, pp. 180–191. doi:10.1117/12.330255
Woods, T.N., Eparvier, F.G., Bailey, S.M., Chamberlin, P.C., Lean, J., Rottman, G.J., Solomon, S.C., Tobiska, W.K., Woodraska, D.L., 2005. Solar EUV Experiment (SEE): Mission overview and first results. Journal of Geophysical Research (Space Physics) 110, A01312. doi:10.1029/2004JA010765

Woods, T.N., Eparvier, F.G., Hock, R., Jones, A.R., Woodraska, D., Judge, D., Didkovsky, L., Lean, J., Mariska, J., Warren, H., McMullin, D., Chamberlin, P., Berthiaume, G., Bailey, S., Fuller-Rowell, T., Sojka, J., Tobiska, W.K., Viereck, R., 2012. Extreme Ultraviolet Variability Experiment (EVE) on the Solar Dynamics Observatory (SDO): Overview of Science Objectives, Instrument Design, Data Products, and Model Developments. Solar Phys. 275, 115–143. doi:10.1007/s11207-009-9487-6

Woods, T.N., Hock, R., Eparvier, F., Jones, A.R., Chamberlin, P.C., Klimchuk, J.A., Didkovsky, L., Judge, D., Mariska, J., Warren, H., Schrijver, C.J., Webb, D.F., Bailey, S., Tobiska, W.K., 2011. New Solar Extreme-ultraviolet Irradiance Observations during Flares. Astrophys. J. 739, 59. doi:10.1088/0004-637X/739/2/59

Yan, X.L., Wang, J.C., Pan, G.M., Kong, D.F., Xue, Z.K., Yang, L.H., Li, Q.L., Feng, X.S., 2018. Successive X-class Flares and Coronal Mass Ejections Driven by Shearing Motion and Sunspot Rotation in Active Region NOAA 12673. Astrophys. J. 856, 79. doi:10.3847/1538-4357/aab153 arXiv:1801.02290

Yokoyama, T., Akita, K., Morimoto, T., Inoue, K., Newmark, J., 2001. Clear Evidence of Reconnection Inflow of a Solar Flare. Astrophys. J. Lett. 546, L69–L72. doi:10.1086/318053

28