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Abstract

Using the example of a cobalt dicarbonyl complex it is shown that two perpendicularly polarized IR laser pulses can be used to trigger an excitation of the delocalized CO stretching modes, which corresponds to an alternating localization of the vibration within one CO bond. The switching time for localization in either of the two bonds is determined by the energy gap between the symmetric and asymmetric fundamental transition frequencies. The phase of the oscillation between the two local bond excitations can be tuned by the relative phase of the two pulses. The extent of control of bond localization is limited by the anharmonicity of the potential energy surfaces leading to wave packet dispersion. This prevents such a simple pulse scheme from being used for laser-driven bond breaking in the considered example.

PACS numbers:
I. INTRODUCTION

Collective vibrations of equal functional groups are a frequent phenomenon in symmetric molecules. They lead to distinct features in infrared (IR) absorption and Raman spectra according to the respective selection rules. While traditional IR spectroscopy had been focused on identifying species or establishing the correlation with structural motifs, ultrafast laser spectroscopy and pulse shaping techniques provide direct access to a broader range of the potential energy surface (PES), covering its anharmonicity as well as bond-breaking channels. For instance, anharmonic couplings between collective normal modes can be studied in quite some detail using ultrafast two-dimensional IR spectroscopy. Taking metal-carbonyl compounds as an example, anharmonic couplings and spectral diffusion have been studied for Mn$_2$(CO)$_{10}$.

Tailoring laser pulses such as to selectively break bonds has been a goal of laser-assisted reaction control for many years. Although there is a considerable number of theoretical studies, experimental realizations are scarce. A pre-requisite for IR selective bond-breaking is mode-specific vibrational ladder climbing. Here, chirped pulse excitation was shown to enhance ladder climbing efficiency since the pulse frequency is adjusted instantaneously to the decreasing vibrational level spacing. This has been demonstrated for a number of relatively small molecules in Refs. With the development of flexible mid-IR pulse shapers based on acousto-optic modulators it became possible to control specific populations beyond what can be achieved with simple linearly chirped pulses. This was demonstrated for the collective CO vibrations in W(CO)$_6$. An extension, now including polarization shaping, was later shown to be able to discriminate between excitation of different carbonyl-stretching modes in MnBr(CO)$_5$. Phase shaping laser control of coherent superposition states corresponding to two different CO vibrations was demonstrated by Ashihara et al. for an iridium dicarbonyl complex in solution. Pushing vibrational ladder climbing towards reaction control it was shown experimentally that rather high excitation levels can be reached such as to enable bond breaking mediated by intramolecular vibrational energy redistribution (IVR) or by direct excitation of the reaction coordinate.

Due to their relevance for many chemical and biological processes breaking metal-carbonyl bonds with laser light is a particular interesting target. Carboxymyoglobin or -hemoglobin are among those systems, which attracted most interest in this respect. Although there is only a single CO group, proposed mechanisms and challenges are char-
acteristic for control of this type of bond motion. In particular current laser sources enable only for an efficient excitation of the CO vibration. Hence, ultrafast metal-carbonyl bond breaking can only occur as a consequence of anharmonic coupling between the metal-carbon and the carbon-oxygen bond. Joffre et al. [15] have been the first to demonstrate coherent vibrational ladder climbing in a protein, exciting the anharmonic CO oscillator up to the $\nu = 6$ level. Even though the energy of this level ($\sim 12700$ cm$^{-1}$) is well above the threshold for Fe-CO bond breaking ($\sim 6000-7500$ cm$^{-1}$), no reaction products could be observed. In order to understand this behavior, an all Cartesian reaction surface model had been developed in Ref. [16]. Based on this model and using the multi-configuration time-dependent Hartree (MCTDH) method [17] wave packet simulations have been performed, mimicking CO stretch vibrational excitation above the Fe-CO bond dissociation threshold. Here, it was found that the wave packet stays localized in the CO-stretch coordinate up to 1.5 ps, what points to lacking anharmonic coupling to the Fe-CO center of mass motion. The same conclusion was reached in [18] based on the analysis of simulations taking into account the chirped pulse explicitly for the model of Ref. [16] and using MnBr(CO)$_5$ as an mimic in Ref. [19]. Vibrational ladder climbing in carboxyhemoglobin was also addressed by Meier and co-workers. In Ref. [20] local control theory (for a review, see Ref. [21]) was applied to a two-dimensional non-reactive model to show that upon extending the pulse duration, the predicted pulse shape changes from a simple chirp to a multiple sweep form, composed of several chirped pulses. This model was later supplemented by the effect of the fluctuating protein environment on the excitation efficiency of the CO-stretching mode [22, 23]. In passing we note that control theory has also been used in a proof of principle study of metal-CO bond dissociation in HCo(CO)$_4$ by direct excitation of the metal-carbonyl bond [24]. Further studies on this molecule focused on the competitive Co-H vs. Co-CO bond breaking [25-27].

Viewed in the context of laser control of molecular dynamics, the collective nature of the CO normal mode vibrations in cases of multiple CO groups introduces even another challenge, i.e. the energy is not deposited into a *single* bond, but spread over *many* bonds within the molecule. This can be expected to make non-statistical bond-breaking impossible. Therefore, a pre-requisite for selective metal-carbonyl bond breaking in compounds with multiple CO groups would be a localization of the vibration along a single CO bond. Whether this can be achieved using femtosecond IR laser pulses is the main topic of this paper.

In Sec. II we first introduce the model system which is a cobalt dicarbonyl complex. In
order to describe the symmetric and antisymmetric carbonyl stretching vibrations as well as possible metal-carbonyl bond breaking a four-dimensional (4D) model is developed. Respective potential (PES) and dipole moment surfaces (DMS) are calculated using density functional theory and the quantum dynamics in the laser field is solved numerically. The results Sec. III starts with a discussion of the potential energy surface and the IR absorption spectra. Their analysis suggests a scheme for the subsequently studied laser-driven localization of vibrations. Finally, the possibility of bond breaking is considered, using wave packets that explore the PES starting from different initial conditions. Conclusions are presented in Sec. IV.

II. METHODS

A. Model System

In order to demonstrate collective mode localization we consider the dicarbonyl complex CpCo(CO)$_2$ (cyclopentadienyl cobalt dicarbonyl, (C$_5$H$_5$)Co(CO)$_2$). This choice is motivated by the relatively low Co-CO bond dissociation energy of this complex. Quantum chemical calculations have been performed using density functional theory (DFT) with the B3LYP functional and the LanL2DZ basis set as implemented in the Gaussian 09 program package [28]. This level of theory had been tested, for instance, in Ref. [29] for the CO ligated heme group. The optimized ground state geometry is shown in Fig. 1. In accordance with electron diffraction data [30] the structure is eclipsed, i.e. the Co(CO)$_2$ plane passes through a ring carbon atom. Equilibrium bond lengths are found to be 1.75 Å and 1.18 Å for the Co-C(1,2) and C(1,2)-O(1,2) bond, respectively. This is in good agreement with electron diffraction data, which give 1.69 Å and 1.19 Å for the two bond lengths [30].

In order to describe metal-carbonyl bond vibration and dissociation a four-dimensional 4D model has been adopted as shown in Fig. 1. This includes the center-of-mass coordinates of the two CO groups with respect to the metal center, $R_1$ and $R_2$, as well as the CO bond coordinates $r_1$ and $r_2$. Below the coordinates will be given with respect to their equilibrium values mentioned above. The motion is assumed to take place along the two bond directions only. PES and DMS are calculated for a combination of the Fourier grid ($R_{1,2}$) and a grid given by the harmonic oscillator discrete variable representation ($r_{1,2}$). For the Fourier grid 80 points in the interval [-1.73:5.11] Å have been used, whereas the
bond motion is described by 17 points in the interval [-0.50:1.00] a.u. Hence there is a total of about 1.85 million grid points. Note that all coordinates, which are not explicitly considered are frozen at their equilibrium values.

B. Quantum Dynamics

The model Hamiltonian is given by

$$H(t) = H_{\text{mol}} + H_{\text{field}}(t)$$

$$= \sum_{i=1}^{2} \left( \frac{p_i^2}{2\mu_{\text{red}}} + \frac{P_i^2}{2M_{\text{CO}}} \right) + V(r_1, r_2, R_1, R_2)$$

$$- d(r_1, r_2, R_1, R_2) \cdot E(t). \quad (1)$$

Here, $V(r_1, r_2, R_1, R_2)$ and $d(r_1, r_2, R_1, R_2)$ are the PES and DMS, respectively, $\mu_{\text{red}}$ is the reduced mass of the CO vibration, and $M_{\text{CO}}$ is the total CO mass.

The time-dependent Schrödinger equation

$$i\hbar \partial_t |\Psi(t)\rangle = (H_{\text{mol}} + H_{\text{field}}(t)) |\Psi(t)\rangle \quad (2)$$

has been solved using the MCTDH method \[17, 31\] as implemented in the Heidelberg program package \[32\]. On the grid specified above, the wave packet is represented by single particle functions (SPFs). Their number differs for the different simulations and will be specified below. Mode combination of $(r_1, r_2)$ and $(R_1, R_2)$ has been used. The integration has been performed within the constant mean field scheme and using a short-iterative Lanczos and a Bulirsch-Stoer integrator for the coefficients and the SPFs, respectively. The PES and DMS have been fit to a product representation using the potfit module of the MCTDH package \[33\].

Besides expectation values of energies and coordinates the IR absorption spectrum will be calculated using \[34\]

$$A(\omega) = A_0 \omega \sum_{\alpha=x,y,z} \text{Re} \int_0^\infty dt e^{i\omega t - \gamma t} \langle \Psi_0 | d_\alpha U(t) d_\alpha | \Psi_0 \rangle. \quad (3)$$

Here, $A_0$ is a normalization constant, $\gamma$ is a parameter that mimics phenomenological broadening, $U(t) = \exp(-iH_{\text{mol}}t/\hbar)$ the molecular time evolution operator, and $|\Psi_0\rangle$ is the ground state, which is obtained by imaginary time propagation.

Further, the reaction yield for bond breaking will be studied. It is defined by means of a step-function operator, placed into the exit channel of the PES, i.e.

$$Y(t) = \langle \Psi(t) | \Theta(R_1 - R_{\text{exit}}) + \Theta(R_2 - R_{\text{exit}}) | \Psi(t) \rangle \quad (4)$$
In Sec. III D the dividing surface is placed at $R_{\text{exit}} = 1.5 \ a_B$, cf. Fig. 2a. Notice, that since no appreciable dissociation was observed absorbing boundary conditions have not been used.

III. RESULTS

A. PES and DMS

Before presenting results of the quantum dynamics simulations, PES and DMS will be discussed. Various cuts of the PES are shown in Fig. 2. In panel (a) the PES along the two dissociation coordinates is shown. The dissociation energy at the end of the grid is 20 365 cm$^{-1}$ along $R_1$ and 20 191 cm$^{-1}$ along $R_2$. The slight difference comes from the fact that in the projection the vector associated with $R_1$ points along the CH bond of the Cp ring, whereas for $R_2$ it bisects a CC bond. The same effect is responsible for the asymmetry with respect to $r_1 = r_2$ of the PES for CO bonding vibrations shown in Fig. 2b. Overall, this figure also illustrates the anharmonicity, which is notable already for the lowest contours. Finally, panel (c) gives the PES along the mixed bond vibration and bond dissociation coordinates. In the limit of large $R_1$ one clearly notices the expected CO bond compression. Further, there is a tilt of the PES around the equilibrium structure which points to the anharmonic coupling between these two coordinates. CO bond dissociation does not occur within the range of $r_1$.

The DMS along the bond vibration coordinates to be used in the excitation schemes below is shown in Fig. 3. The gradient, which is easily discernible from these figures, indicates that IR excitation will yield an $X$-polarized symmetric vibration ($\nu_s$) along the collective coordinate $q_s = (r_1 + r_2)/2$ and an $Y$-polarized antisymmetric vibration ($\nu_a$) along the collective coordinate $q_a = (r_2 - r_1)/2$.

B. IR Spectrum

The harmonic and anharmonic IR spectra (cf. Eq. 3) are given in Fig. 4. The interesting region of the collective CO stretching vibrations is located around 2000 cm$^{-1}$. In harmonic approximation the antisymmetric and symmetric CO vibration are found at 1949 cm$^{-1}$ and 1997 cm$^{-1}$, respectively. Vibrations of the Cp ring are located around 800 cm$^{-1}$ and Co-CO vibrations around 559 cm$^{-1}$. Upon including anharmonicity within the 4D model the CO vibrations change to 1922 cm$^{-1}$ ($Y$-polarized $\nu_a$) and 1968 cm$^{-1}$
(X-polarized $\nu_s$), i.e. as expected their frequency decreases. Further, the model predicts two transitions at 433 and 443 cm$^{-1}$, which are due to the bond dissociation coordinate motion and will not be considered further in the following. For the present gas phase model there are no experimental data available. IR spectra taken in CHCl$_3$ solution yield frequencies of 1967 cm$^{-1}$ and 2028 cm$^{-1}$ [35].

C. Localization of Collective CO Vibrations

In the following we will assume that the molecule is fixed in the laboratory frame according to the model explained in Fig. [1]. Since the Z-component of dipole moment vector of the 4D model doesn’t change, it suffices to consider the $X-Y$ plane only (unit vectors $e_X$ and $e_Y$). The electric field will be assumed to have the form

$$E(t) = \mathcal{E}(t)(e_X \cos(\omega_X t + \phi_X) + e_Y \cos(\omega_Y t + \phi_Y)).$$

Here, $\mathcal{E}(t)$ is the field envelope given by

$$\mathcal{E}(t) = E_0 \exp(-2 \ln 2(t - t_0)^2/\tau^2),$$

where $E_0$ is the field amplitude and $\tau$ is the full width at half maximum of the Gaussian that is centered at $t_0$. Further, Eq. (5) contains the carrier frequencies, $\omega_{X,Y}$, and the phases of the different polarization directions. In fact, only the relative phase, $\Delta \phi = \phi_Y - \phi_X$, will be of interest in the following.

The frequencies have been chosen to be resonant to the fundamental transition of the $\nu_a$ and $\nu_s$ mode, polarized in $Y$ and $X$ direction, respectively. Two different field amplitudes will be considered, each selected such that the expectation value of the 4D molecular Hamiltonian continuously rises up to a certain energy for the given duration $\tau$. The energy uptake of the molecule for the two cases is about 560 and 2230 cm$^{-1}$ as shown in Fig. [3a]; the pulses are given in panel (b) of that figure. In terms of the PES for bond motion in Fig. [2b] these energies are still in the part where the anharmonicity of the PES is modest. Further, these energies are well below the dissociation threshold, i.e. wave packet motion will occur approximately in the range up to the second contour level in Fig. [2].

In Fig. 6 the expectation values of the two bond distance coordinates are given for two different field amplitudes and relative phase $\Delta \phi = 0$. Panel (a) shows the result for a weak-field excitation, i.e. $E_0 = 1.0$ mE$_h$/ea$_B$. Clearly, the bond oscillations are
modulated such that if $\langle r_1 \rangle$ has its minimum $\langle r_2 \rangle$ has a maximum and vice versa. The period of this modulation is about 363 fs. In terms of the dynamics on the bond distance PES this implies that there are certain periods where the motion is essentially along $r_1$ or $r_2$ only. In other words, whereas each pulse separately would excited a collective vibration, i.e. along $q_a$ or $q_s$, a superposition of two pulses leads to an alternating localization of the vibrational motion in the individual CO bonds. The wave packet associated with this localized vibration, however, does not correspond to an eigenstate of the system. Similar to the well-know problem of tunneling in a double well potential, we observe a wave packet motion between two localized vibrations with a time scale for “switching” of $\pi/(\omega_s - \omega_a) = 363$ fs. Starting around 1500 fs we notice that the localization in one coordinate is no longer perfect, i.e. the wave packet become increasingly influenced by the anharmonicity of the potential and the above relation no longer holds. During the propagation the wave packet stays rather compact, what can be seen from Fig. 6b, where the standard deviation of the coordinate is plotted. Moreover, the expectation values of the dissociation coordinates stay almost constant (not shown). This indicates that anharmonicity is still rather modest under these excitation condition.

Increasing the field amplitude to $E_0 = 2.0$ mE$_h$/ea$_B$ more energy is absorbed by the molecular system, cf. Fig. 5a. This comes along with the exploration of the more anharmonic parts of the PES. As a consequence the wave packet dispersion is more pronounced and the simple two state superposition picture should break down. Nevertheless, the weak-field behavior of alternating oscillations is still discernible from Fig. 6c. Notice, however, that in particular the oscillation amplitude of $\langle r_1 \rangle$ decreases. Since the standard deviation increases at the same time (Fig. 6d), the delocalized wave packet is no longer well described by the coordinate expectation value, i.e. the classical picture of a vibrating bond coordinate doesn’t apply.

In order to rationalize this field-induced transient localization, we note that the molecule-field interaction can be written approximately as

$$H_{\text{field}}(t) \approx E(t)(q_s \cos(\omega t) + q_a \cos(\omega t + \Delta\phi)).$$

Hence, for the choice of $\Delta\phi = 0$, the field effectively drives the coordinate $q_s + q_a = r_2$, i.e. the superposition which corresponds to localized motion along $r_2$, cf. Fig. 6. For the case of the weaker field this corresponds to the excitation of a superposition of the fundamental transitions of the $\nu_a$ and $\nu_s$ modes, what explains the observed switching time.
For the alternative choice of $\Delta \phi = 180$ degrees one would expect a driving of $q_s - q_a = r_1$. Indeed, this argument holds as can be seen from Fig. 7a,b. Since there is not much difference in the PES concerning the two directions, a similar behavior is found upon increasing the field amplitude, cf. Fig. 7c,d.

Finally, we note that the broad pulse spectra leave some flexibility concerning the actual carrier frequencies. Exemplary, this has been investigated for the case where the carrier frequencies are both tuned mid-way between the $\omega_a$ and $\omega_s$ transitions. As shown in the Supplementary Material this doesn’t not result in an appreciably change of the bond oscillation pattern.

D. Feasibility of Bond Breaking

The excitation conditions used in the previous section have been such that $\langle \Psi(t) | H_{\text{mol}} | \Psi(t) \rangle$ is well below the dissociation threshold of 20160 cm$^{-1}$ (2.5 eV). Next, following previous work [16], the question will be explored whether the anharmonic coupling of the 4D PES suffices to cause bond dissociation at all. To this end the ground state wave packet will be displaced such that its center is at the positions on the PES given in Fig. 2. These points have been chosen such that the expectation value of the energy is slightly above the dissociation energy, i.e. 20970 cm$^{-1}$ (2.6 eV). This gives the initial state for a field-free wave packet propagation. The reaction yield is calculated according to Eq. (4).

The results are summarized in Fig. 8. Apparently, the reaction yield is rather low on the time scale of 2 ps, i.e. similar to the case of the carboxymyoglobin model of Ref. [16]. In particular, excitation of the carbonyl stretching coordinates, no matter whether it is collective (I) or localized (II) doesn’t lead to a yield larger than $\sim 10^{-5}$. Simultaneous displacement along the Co-CO bond coordinates (III) increases the yield by a factor of two. In fact, only an extreme compression of the Co-CO bond (IV) does give an appreciable reaction yield of about $\sim 10^{-2}$. However, apart from the experimental constraints, driving the metal-carbonyl bond could be complicated by the fact, that in this spectral range modes that are not part of the present model would influence the dynamics, e.g., via IVR processes.
IV. CONCLUSIONS

Previously, we had shown that collective CO vibrations in $\text{Mn}_2(\text{CO})_{10}$ can be manipulated using circularly polarized laser pulses such that the vibrational excitation circles around the molecular axis [36]. Here, we expanded on the topic of manipulating collective carbonyl vibrations and demonstrated the effect of localization of vibrational motion, achieved by two perpendicular linearly polarized laser pulses. The main results can be summarized as follows: (i) Given a pair of IR active symmetric and antisymmetric stretching vibrations, a superposition state can be excited, which corresponds to an alternating oscillation along a local bond stretching coordinate. The time for switching between the two localized vibrations is determined by the inverse of the difference between the symmetric and antisymmetric transition frequency. (ii) By choosing the relative phase between the two overlapping pulses, the initially driven local coordinate can be determined. (iii) The efficiency of this process diminishes with increasing excitation level due to the anharmonicity leading to wave packet dispersion.

The simulations have been performed assuming that the molecule is fixed in space. In principle such condition could be realized, for instance, by immobilization on a surface. In gas phase one could resort to intricate field-driven alignment and orientation schemes such as demonstrated in Ref. [37]. In solution phase one can argue that the ultrashort overlapping pulses would preferentially excite those molecules, which have the proper orientation with respect to the laser polarization directions. Rotational motion during the pulses and even on the time scale considered here can certainly be neglected. Of course, when it comes to experimental observation care needs to be taken of the fact that actually a distribution of differently oriented molecules will be excited. Concerning the experimental signatures of the proposed transient localization we note that Ashihara et al [14] in their laser control experiment attributed an oscillatory signal in transient pump-probe spectroscopy to the creation of a coherent superposition between symmetric and antisymmetric fundamental transitions. How the present dynamics reflects in time-resolved nonlinear spectroscopy remains to be investigated.

Point (iii) above implies that this simple pulse scheme is not suitable for strong excitation of a local CO bond, such that IVR can cause dissociation of the neighboring metal-carbonyl bond. Whether more complicated pulse forms (see, e.g. Ref. [27]) can achieve the goal of keeping the wave packet compact even at high energies remains to be shown. In any case, $\text{CpCo(CO)}_2$ appears to be another example where non-statistical
metal-carbonyl bond breaking cannot be achieved by a reasonable IR excitation of the carbonyl stretching vibration.
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FIG. 1: Equilibrium structure of CpCo(CO)$_2$ at the DFT/B3LYP (LanL2DZ) level of theory. The coordinates for the CO vibration ($r_{1,2}$) and for Co-C bond dissociation ($R_{1,2}$) are defined along the two bond directions. Note that it is assumed that the Co(CO)$_2$ fragment is in the $X – Y$ laboratory frame with the X-axis bisecting the angle C1-Co-C2. The dipole moment is -2.78 D and oriented along the X-direction.
FIG. 2: Cuts of the 4D PES with the other coordinates taken at their equilibrium values. The contour lines in (a) and (c) are from 3000 to 60000 cm$^{-1}$ in steps of 3000 cm$^{-1}$. In panel (b) the contour lines are from 2000 to 32000 cm$^{-1}$ in steps of 2000 cm$^{-1}$. The solid lines in panel (a) mark the range beyond which the dissociation channels start. Points I-IV in panels (b,c) give the different initial displacement for the bond breaking study in Sec. III D.
FIG. 3: DMS along the bond vibration coordinates with $R_{1,2}$ being fixed at their equilibrium values. The upper and lower panel show the $X$ and $Y$ component of the dipole moment vector, respectively. The contours start from -3.2 $\text{e}_B$ and -2.15 $\text{e}_B$ in steps of 0.2 for the $X$- and $Y$-component, respectively. The solid/dashed lines give positive/negative values. Note that the $Z$-component of the dipole moment doesn’t change along these coordinates.
FIG. 4: IR spectrum in harmonic approximation (upper panel, Lorentzian broadening of width 3 cm$^{-1}$) and including anharmonicity according to the present 4D model (lower panel, $\gamma=1.667$ ps$^{-1}$, total propagation time 8 ps). The range around 2000 cm$^{-1}$ is shaped by symmetric and antisymmetric collective CO vibrations (normal mode displacements in insert of upper panel), which are polarized differently. The experimental data are taken from Ref. [35].
FIG. 5: (a) Expectation value of the four-dimensional Hamiltonian for the laser fields given in panel (b). The pulse parameters are $\omega_X = 1968$ cm$^{-1}$, $\omega_Y = 1922$ cm$^{-1}$, $t_0 = 150$ fs, and $\tau = 75$ fs. Two different field amplitudes are used, i.e. $E_0 = 1.0$ mE$_h$/e$a_B$ and $E_0 = 2.0$ mE$_h$/e$a_B$. The relative phase has been set to $\Delta \phi = 0$ degrees; the energy expectation value is not appreciably influenced by the alternative choice of $\Delta \phi = 180$ degrees used below.
FIG. 6: Coordinate expectation values and their standard deviation for CO bond coordinates and two different laser field amplitudes ((a,b): $E_0 = 1.0 \text{ mE}_{\text{h}}/\text{ea}_B$, (c,d): $E_0 = 2.0 \text{ mE}_{\text{h}}/\text{ea}_B$). The relative phase between the X and Y polarized fields is set to zero. For other field parameters, see Fig. 5. The number of SPFs for the combined modes has been 4 and 12 in (a,d) and (c,d), respectively.
FIG. 7: Coordinate expectation values and their standard deviation for CO bond coordinates and two different laser field amplitudes ((a,b): $E_0 = 1.0 \text{ mE}_h/e\text{a}_B$, (c,d): $E_0 = 2.0 \text{ mE}_h/e\text{a}_B$). The relative phase between the $X$ and $Y$ polarized fields is set to 180 degrees. For other field parameters, see Fig. 5. The number of SPFs for the combined modes has been 4 and 12 in (a,d) and (c,d), respectively.
FIG. 8: Reaction yield, Eq. (4), for an initial state where the ground state wave packet is shifted to different positions on the PES as given in Fig. 2. (I) $r_1 = r_2 = 0.35 \text{ a}_B$ (25 SPFs), (II) $r_1 = 0.55 \text{ a}_B$ (10 SPFs), (III) $r_1 = 0.5 \text{ a}_B$ and $R_1 = -0.1 \text{ a}_B$ (12 SPFs), (IV) $R_1 = -0.625 \text{ a}_B$ (8 SPFs). The number of SPFs refers to the two combined modes and has been chosen such that the maximum of the smallest natural orbital population was below $\sim 0.1\%$.\cite{17}