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Abstract

In 1930, Ramsey proved that every infinite graph contains either an infinite clique or an infinite independent set. König proved that every connected infinite graph contains either a ray or a vertex of infinite degree. In this paper, we establish the 2-connected analog of these results.
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1. Introduction

The terms and symbols that are not defined explicitly in this paper will be understood as defined in [9].

Let us begin with the classical Ramsey Theorem, [8].

\textbf{Theorem 1.1.} For every positive integer \( r \), there is an integer \( f_{1,1}(r) \) such that every graph on at least \( f_{1,1}(r) \) vertices contains as an induced subgraph either \( K_r \) or its complement \( \overline{K_r} \).

One analogous of this theorem is the following result for connected graphs, instead of arbitrary graphs.

\textbf{Theorem 1.2.} For every positive integer \( r \), there is an integer \( f_{1,2}(r) \) such that every connected graph on at least \( f_{1,2}(r) \) vertices contains an induced \( K_r, K_{1,r}, \) or \( P_r \).
For higher connectivities, similar results are known, but they use different containment relations on graphs. In particular, for $k = 2, 3, 4$, unavoidable large $k$-connected minors and for $j = 2, 3, j$-connected topological-minors are determined in [7]; the corresponding parallel-minors are determined in [3]. These results are very useful in analyzing graph structures concerning minors. However, they provide very little help in dealing with induced subgraphs. For instance, if we are interested in the behavior of a large 2-connected claw-free graph, then knowing that such a graph has a large $C_n$ or $K_{2,n}$ minor is not of much help. In such a situation, it is desirable to have the unavoidable large 2-connected induced subgraphs. In an earlier paper [1], the authors of this paper determined all these unavoidable graphs, which we describe below.

We define two families of graphs that generalize, respectively, stars and paths in Theorem 1.2. Let $n$ be an integer exceeding two. First, let $\Theta_n$ be the family of graphs $G$ such that $G$ consists of two specified vertices and $n$ pairwise internally disjoint paths between those two vertices. These graphs can be considered as a generalization of stars. Next, let $\Lambda_n$ be the family of graphs $G$ constructed as follows. Let $G_1, \ldots, G_k$ where $k \geq n$ be disjoint graphs, such that each $G_i$ is isomorphic to $K_3$ or $K_4$. For each $i = 1, \ldots, k$, let $e^i$ and $f^i$ be distinct edges of $G_i$, where $e^i$ is not adjacent to $f^i$ if $G_i \cong K_4$. Then $G$ is obtained by identifying $f^i$ with $e^{i+1}$, for all $i = 1, \ldots, k - 1$, and then deleting some (could be all or none) of the identified edges. Note that each cycle of length at least $n + 2$ is a member of $\Lambda_n$. These graphs can be considered as a generalization of paths.

With these definitions in mind, the main result of [1] may be restated as follows.

**Theorem 1.3.** For every integer $r$ exceeding two, there is an integer $f_{1,3}(r)$ such that every 2-connected graph of order at least $f_{1,3}(r)$ contains $K_r$ or a member of $\Theta_r \cup \Lambda_r$ as an induced subgraph.

It is worth pointing out that there are a few similar results for induced subgraphs. In [2], unavoidable large homogeneous-free induced subgraphs are determined, and in [4], unavoidable large doubly-connected induced subgraphs are determined. **Theorem 1.3** is an addition to this line of results.

The goal of this paper is to extend **Theorem 1.3** to infinite graphs. For infinite graphs, the terms *subgraph*, *induced subgraph*, and *subdivision* are defined in the natural way found in [9]. It should be emphasized that when an edge is subdivided, it may be subdivided only finitely many times. This paper will consider only simple graphs. That is, we implicitly assume that every involved graph has no multiple edges and no loops.
Note that Theorem 1.1 has a natural analog for infinite graphs. The theorems for infinite graphs in this paper apply to graphs with arbitrary infinite cardinality. However, the graphs presented as unavoidable induced subgraphs, using the subscript $\infty$, are countably infinite.

**Theorem 1.4.** Every infinite graph contains as an induced subgraph either an infinite complete graph $K_\infty$ or its complement $\overline{K}_\infty$.

Let $G$ be an infinite graph. We call $G$ connected if it has a path between every two of its vertices; we call $G$ 2-connected if $G - v$ is connected for every vertex $v$ of $G$. A ray, denoted $P_\infty$, consists of an infinite sequence of vertices \{v_1, v_2, v_3, \ldots\} with edges of the form $v_i v_{i+1}$ for $i \in \mathbb{N}$. The vertex $v_1$ is the initial vertex of the ray. A graph with no vertices of infinite degree is called locally-finite. In [6], König proved his Infinity Lemma stated below.

**Theorem 1.5.** Every infinite connected graph has a vertex of infinite degree or contains an induced ray.

The following result for infinite connected graphs is an immediate consequence of Theorems 1.4 and 1.5.

**Theorem 1.6.** Every infinite connected graph contains an induced $K_\infty$, $K_{1,\infty}$, or $P_\infty$.

Let $\Theta_\infty$ be the family of graphs $G$ such that $G$ consists of two specified vertices and an infinite number of pairwise internally disjoint paths between those two vertices. Two examples from this family are shown below in Figure 1.1. In all figures in this paper, thin line segments represent single edges, and thick line segments represent paths (which may consist of just a single edge).

![Figure 1.1: Two type of graphs in $\Theta_\infty$](image)

Let $F_\infty$ be the graph obtained from a ray $r_1r_2...$ by adding a new vertex $r$ and joining $r$ with every $r_i$; let $\mathcal{F}_\infty$ be the family of graphs obtained from $F_\infty$ by subdividing each of the edges an arbitrary number, possibly zero, of times; see Figure 1.2a. Let $F^\Delta_\infty$ be obtained
from $F_\infty$ by first subdividing each $rr_i$ and $r_ir_{i+1}$ by $s_i$ and $t_i$, respectively, and then joining $s_i$ with $t_i$ for all $i$; let $\mathcal{F}_\Delta^\infty$ be the family of graphs obtained from $F_\Delta^\infty$ by subdividing each edge that is not in any triangle, an arbitrary number, possibly zero, of times; see Figure 1.2b.

Let $L_\infty$ be the graph obtained from two disjoint rays $p_1p_2...$ and $q_1q_2...$ by joining $p_i$ with $q_i$ for all $i$; we call the rays rails, let $\mathcal{L}_\infty$ be the family of graphs obtained from $L_\infty$ by subdividing each $p_iq_i$ at least once and each of the other edges an arbitrary number, possibly zero, of times; see Figure 1.3a. Let $L_\Delta^\infty$ be obtained from $L_\infty$ by first subdividing each $p_iq_i$ and $q_iq_{i+1}$ by $s_i$ and $t_i$, respectively, and then joining $s_i$ with $t_i$ for all $i$; let $\mathcal{L}_\Delta^\infty$ be the family of graphs obtained from $L_\Delta^\infty$ by subdividing each edge that is not in any triangle, an arbitrary number, possibly zero, of times; see Figure 1.3b.

Let $L_{\nabla\Delta}^\infty$ be obtained from $L_\Delta^\infty$ as follows. We first subdivide each $p_ip_{i+1}$ by $t_i'$. Then, for each $i$, let $s_i'$ be either $s_i$ or a vertex subdividing $p_is_i$. Finally, we add edges $s_i't_i'$ for all $i$. Let $\mathcal{L}_{\nabla\Delta}^\infty$ be the family of graphs obtained from $L_{\nabla\Delta}^\infty$ by subdividing each edge that is not in any triangle, an arbitrary number, possibly zero, of times; see Figure 1.3c. Note that some of the vertical paths could be trivial, by which we mean that the length of the path is zero. In such a case, the path is a vertex and this vertex has degree four in $L_{\nabla\Delta}^\infty$.

Graphs as illustrated in Figure 1.3d are infinite analogs of graphs in $\Lambda_n$. An infinite slim ladder is a locally finite graph that consists of two disjoint rays $p_1p_2...$ and $q_1q_2...$ together with an infinite set of edges of the form $p_iq_j$ (including $p_1q_1$) such that for any two such edges $p_iq_j$ and $p_i'q_j'$ we always have $(i-i')(j-j') \geq -1$. In other words, either $p_iq_j$ and $p_i'q_j'$ do not cross each other (when $(i-i')(j-j') \geq 0$) or they cross in the closest possible way (when $(i-i')(j-j') = -1$).

The main result of the paper is stated below.

**Theorem 1.7.** Let $G$ be a 2-connected infinite graph. Then $G$ contains one of the following as an induced subgraph: $K_\infty$, an infinite slim ladder, or a member of $\Theta_\infty \cup \mathcal{F}_\infty \cup \mathcal{F}_\Delta^\infty \cup \mathcal{L}_\infty \cup L_\Delta^\infty \cup \mathcal{L}_{\nabla\Delta}^\infty$. [4]
Infinite Slim Ladder

Figure 1.3: Four types of ladder-like structures

To make a clear distinction between vertices and edges, we will use subscripts on lowercase letters for vertices such as \( v_i \) and superscripts on lowercase letters for edges such as \( e^i \).

To prove the main theorem, we consider the cases that an infinite 2-connected graph \( G \) either has a vertex of infinite degree or it does not. Section 2 discusses the case that \( G \) has a vertex of infinite degree. The main challenge in going from finite graphs to infinite graphs is in that section. In Section 3, we start with a locally-finite graph and obtain one of the four ladder-like structures from Figure 1.3. In Section 4, we combine the results of Sections 2 and 3 to prove Theorem 1.7 and we present an alternate proof to Theorem 1.3 using Theorem 1.7.

2. Vertex of Infinite Degree

In this section, we present the unavoidable induced subgraphs of an infinite 2-connected graph with a vertex of infinite degree.

Next, we will define notation to make it easier to refer to specific subpaths. The vertices of a ray \( P \) with initial vertex \( p \) have a natural ordering: we write \( u \leq v \) whenever \( u \) lies on the \( p, v \)-subpath of \( P \). We write \( u < v \) whenever \( u \leq v \) and \( u \neq v \). For a ray \( P \), let \( P[u, v] \) be the \( u, v \)-subpath of \( P \), let \( P[u, v) \) be the subpath of \( P \) that consists of vertices \( u \leq x < v \), let \( P(u, v) \) be the subpath of \( P \) that consists of vertices \( u < x < v \), let \( P[u, \infty) \) be the subray of \( P \) has initial vertex \( u \), and let \( P(u, \infty) \) be the subray of \( P \) that consists of vertices \( u < x < \infty \). For the following lemmas, we need to define a tree \( T \) that controls the edges of an infinite connected graph \( G \) that are not in \( T \) and whose endpoints are in \( T \).

**Definition 2.1.** Let \( \mathcal{V} \) be an infinite independent set of vertices of a connected graph \( G \). A \( \mathcal{V} \)-connecting tree is a subgraph \( T \) of \( G \) defined through the following inductive process. Let \( v_1 \) be an arbitrary element of \( \mathcal{V} \), and let \( P^1 \) be the graph consisting of the single vertex, \( v_1 \). To be consistent with all the other \( P^i \)'s defined below, we consider \( P^1 \) as a path with endpoints \( t_1 \) and \( v_1 \) where \( t_1 = v_1 \). Let \( P^2 \) be the shortest path in \( G \) from \( v_1 \) to a vertex in
\( V \setminus \{v_1\} \). Let \( v_2 \) be the endpoint of \( P^2 \) in \( V \setminus \{v_1\} \) and \( t_2 = v_1 \). Suppose now that \( k \) is a natural number and that \( v_i, t_i, \) and \( P^i \) have been defined for all \( i \) in \( \{1, 2, \ldots, k\} \). Every path \( Q \) joining a vertex in \( V \setminus \{v_1, v_2, \ldots, v_k\} \) to a vertex of \( P^1 \cup P^2 \cup \cdots \cup P^k \) will receive a triple \((\gamma_1(Q), \gamma_2(Q), \gamma_3(Q))\) as a grade. In this triple, let \( \gamma_1(Q) \) be the length of \( Q \), let \( \gamma_2(Q) \) be the minimum \( i \) such that the endpoint \( u \) of \( Q \) lies on \( P^i \), and let \( \gamma_3(Q) \) be the length of \( P^i[u, t_i] \).

Let \( P^{k+1} \) be the path with lexicographically minimal grade. Let the endpoint of \( P^{k+1} \) on \( P^i \) be called \( t_{k+1} \) and the endpoint of \( P^{k+1} \) in \( V \setminus \{v_1, v_2, \ldots, v_k\} \) be called \( v_{k+1} \). Let \( T \) be the union of all the paths \( P^k \).

We have the following observations about \( T \).

**Observation 2.2.**

(i) At each step, it is always possible for us to select a path because \( G \) is connected.

(ii) At the \( k \)-th step for \( k > 1 \) in Definition 2.1, we added a path \( P^k \) whose one endpoint, \( t_k \), is on \( P^1 \cup P^2 \cup \cdots \cup P^{k-1} \) and is otherwise disjoint from \( P^1 \cup P^2 \cup \cdots \cup P^{k-1} \).

(iii) By (ii), \( T \) is a tree.

(iv) The tree \( T \) is a union of induced paths in \( G \), but \( T \) is not necessarily induced in \( G \).

(v) Each vertex \( v_k \) belongs to \( V \), and no internal vertices of \( P^k \) belong to \( V \).

(vi) Let \( u \) be the neighbor of \( t_k \) on \( P^k \). Then \( G \) has no edge between \( P^k - t_k - u \) and \( P^1 \cup \cdots \cup P^{k-1} \).

(vii) Let \( u \) be the neighbor of \( t_k \) on \( P^k \), then for any \( j < k \), the set \( N_G(u) \cap V(P^j) \) can be covered by a subpath of \( P^j \) on at most two edges.

For Lemmas 2.3 and 2.4, we assume that \( G \) is an infinite 2-connected graph with a vertex of infinite degree \( v^* \) and no \( K_{\infty} \) as an induced subgraph, that \( V \) is an infinite independent subset of the neighborhood of \( v^* \) in \( G \), that \( T \) is a \( V \)-connecting tree of \( G - v^* \), and that the notation used is that from Definition 2.1. Since \( T \) is infinite and connected, Theorem 1.5 implies that \( T \) contains a vertex of infinite degree or a ray. We address the case that \( T \) has a vertex of infinite degree in Lemma 2.3 and the case that \( T \) contains a ray in Lemma 2.4.

**Lemma 2.3.** If \( T \) has a vertex of infinite degree, then \( G \) contains as an induced subgraph a member of the family \( \Theta_{\infty} \).

**Proof.** Since \( T \) has a vertex of infinite degree, it follows that \( t_i \) is the same vertex of \( G \) for an infinite sub-sequence \( I \) of natural numbers; call this vertex \( x \). For each \( i \in I \), let \( w_i \) be the neighbor of \( v^* \) on \( P^i(x, v_i] \) such that the length of \( P^i(x, w_i] \) is minimal. Let \( x_i \) be the member
of \( N_T(x) \) on the path \( P^* \), let \( \mathcal{I}_1 \) be an infinite sub-sequence of \( \mathcal{I} \) such that \( \{ x_i : i \in \mathcal{I}_1 \} \) is stable in \( G \), and let \( \mathcal{P} = \{ P_i[x, w_i] : i \in \mathcal{I}_1 \} \). Let \( T^1 \) be the sub-tree of \( T \) consisting of the paths in \( \mathcal{P} \). Note that \( T^1 \) is a subdivision of \( K_{1,\infty} \) and that \( T^1 \) is not necessarily induced in \( G \).

Suppose that \( x_i \) is a neighbor of \( v^* \) for infinitely many \( i \) in \( \mathcal{I}_1 \). Let \( \mathcal{I}_{2a} \) be the sub-sequence of \( \mathcal{I}_1 \) of indices \( i \) such that \( x_i \) is a neighbor of \( v^* \). Then the subgraph of \( G \) induced by the vertices \( v^*, x, \) and \( x_i \) for all \( i \in \mathcal{I}_{2a} \) is a member of the family \( \Theta_{\infty} \) where each path at most two edges, and the conclusion follows.

We may therefore assume that \( x_i \) is not a neighbor of \( v^* \) for infinitely many \( i \) in \( \mathcal{I}_1 \); and thus \( P_i[x_i, w_i] \) is non-trivial. Let \( \mathcal{I}_{2b} \) be the sub-sequence of \( \mathcal{I}_1 \) consisting of \( i \) for which \( P_i[x_i, w_i] \) is not trivial, let \( \mathcal{P}^{2b} \) be the sub-sequence of \( \mathcal{P} \) that consists of paths \( P_j[x, w_j] \) for \( j \) in \( \mathcal{I}_{2b} \), and let \( T^{2b} \) be the sub-tree of \( T^1 \) that consists of paths of \( \mathcal{P}^{2b} \). Let \( N_1 = \{ x_i : i \in \mathcal{I}_{2b} \} \), and let \( N_2 = \{ y_j : P_j[x, y_j] \text{ has length } 2 \} \) be the set of vertices of \( T^{2b} \) that are distance two from \( x \) in \( T^{2b} \). By Observation 2.2 (vi) and (vii) if \( e \) is an edge of \( G[V(T^{2b})] \) not in \( T^{2b} \), then \( e = x_i y_j \) with \( j < i \).

Let \( H \) be the subgraph of \( G \) induced by the vertices of \( N_1 \cup N_2 \). Note that \( H \) is infinite and bipartite. We will consider two cases, either \( H \) has a vertex of infinite degree or not. If \( H \) has a vertex of infinite degree, say \( u \), then \( u \in N_2 \), otherwise this would imply that \( j > i \) for some edge \( x_i y_j \).

Suppose \( H \) has a vertex of infinite degree, say \( u \). Let \( N'_1 \) be the subset of \( N_1 \) that consists of vertices \( x_i \) such that \( x_i \in N_1 \) is a neighbor of \( u \). Note that \( N'_1 \) is an independent set of vertices. The subgraph of \( G \) induced by \( u, x, \) and the vertices of \( N'_1 \) is \( K_{2,\infty} \) and thus is a member of the family \( \Theta_{\infty} \), and the conclusion follows.

We may therefore assume that \( H \) is locally-finite. Note that \( H \) has an infinite matching \( M \) consisting of edges of the form \( x_i y_i \) for \( i \in \mathcal{I}_{2b} \). \( M \) has an infinite subset \( M' \) that is an induced matching selected by a greedy process in \( G \) because \( H \) is locally-finite. Let \( J \) be the set of indices \( i \) for which \( x_i y_i \) is an edge of \( M' \). The graph induced by \( v^* \), and the vertices of \( P_j[x, w_j] \) for \( j \) in \( J \) is a member of the family \( \Theta_{\infty} \); and the conclusion follows.

We have considered the case that \( T \) has a vertex of infinite degree. Next, we address the case that \( T \) is locally-finite.

**Lemma 2.4.** If \( T \) is locally-finite, then \( G \) contains a member of \( \mathcal{F}_{\infty} \cup \mathcal{F}^S_{\infty} \) as an induced subgraph.
Proof. Since $T$ is locally-finite, Theorem 1.5 implies that $T$ contains a ray $R$ as a subgraph. Let $\mathcal{I} = \{i : E(P^i \cap R) \neq \emptyset\}$. Then $\mathcal{I}$ is infinite as each $P^i$ is finite. By taking a sub-ray of $R$, if necessary, we assume that the first edge of $R$ belongs to $P^{i_0}$, where $i_0 = \min\{i : i \in \mathcal{I}\}$. Let $T' = \bigcup_{i \in \mathcal{I}} P^i$. To understand the structure of $T'$, we make the following observations.

Let $R = r_1r_2 \ldots$ and let us label each edge $e_n = r_nr_{n+1}$ by $\ell(e_n) := i$, where $e_n \in E(P^i)$. In particular, $\ell(e_1) = i_0$. We claim that the sequence $\ell(e_1), \ell(e_2), \ldots$ is non-decreasing. Suppose otherwise. Then there exists the smallest index $n$ with $\ell(e_n) > \ell(e_{n+1})$. By the minimality of $\ell(e_1)$, we have that $\ell(e_n) \neq i_0$ and there exists $1 < m \leq n$ with $\ell(e_{m-1}) < \ell(e_m) = \ldots = \ell(e_n)$. This means $P^i$, where $i = \ell(e_n)$, intersects $P^1 \cup \cdots \cup P^{i-1}$ on at least two vertices ($r_m$ and $r_{m+1}$), which contradicts Observation 2.2 (ii) and thus it proves our claim. This claim implies that each $P^i \cap R$ is a path, which allows us to assume, without loss of generality, that $t_{i_0}$ is the initial vertex of $R$, see Figure 2.1a. Together with Observation 2.2 (ii), our claim also implies that, if we consider every instance the label increases, $\ell(e_n) < \ell(e_{n+1}) = i$, then $r_{n+1}$, the common vertex of $e_n$ and $e_{n+1}$, is $t_i$. Since $\mathcal{I}$ is a set, we need to define the next term as $i^+ = \min\{k \in \mathcal{I} : k > i\}$ for each $i \in \mathcal{I}$. Then $P^i \cap R = P^i[t_i, t_{i^+}]$. Thus, $R = \bigcup_{i \in \mathcal{I}} P^i[t_i, t_{i^+}]$ and $T$ is the union of $R$ and $\bigcup_{i \in \mathcal{I}} P^i[t_i^+, v_i]$.

![Figure 2.1](image-url)

In general, $T'$ is not an induced subgraph of $G$. However, all extra edges are of a special type. For each $i \in \mathcal{I}$, let $x_i$ and $y_i$ be the neighbors of $t_i$ on $P_i^+$ and $P^i[t_i^+, v_i]$, respectively; let $z_i$ be the neighbor of $y_i$ on $P^i[y_i, v_i]$. Note that $y_i$ (or $z_i$) does not exist if the length of $P^i[t_i^+, v_i]$ is 0 (or $\leq 1$). Since $T'$ is obtained from $P^{i_0}$ by repeatedly adding paths $P^i$ ($i \in \mathcal{I} - i_0$) along $R$, we conclude from Observation 2.2 (vi) and (vii) and the minimality of $\gamma_1(P^i)$ (see Definition 2.1) that every edge of $G$ not in $T'$ but with both ends in $T'$ must be $y_ix_i$ or $z_ix_i$ for some $i \in \mathcal{I}$, see Figure 2.1b. In particular, $R$ is an induced ray of $G$.

We can now find a desired induced subgraph in $G[V(T') \cup \{v^*\}]$. For each $i \in \mathcal{I}$, let $w_i \in N_G(v^*)$ be the vertex on $P^i(t_i, v_i)$ with $P^i[t_i, w_i]$ minimal. Such $w_i$ must exist since
If \( R \) contains infinitely many \( w_i \), then, for a sub-ray \( R' \) of \( R \), the subgraph of \( G \) induced by \( v^* \) and the vertices of \( R' \) is a member of \( \mathcal{F}_\infty \). We may therefore assume, without loss of generality, that no \( w_i \) is contained in \( R \). This means that every \( w_i \) is contained in \( P_i(t_i, w_i) \). For each \( i \in \mathcal{I} \), let \( S_i = P_i[t_i, w_i] \cup \{w_i, v^*\} \). Then \( S_i \) is an induced path of \( G \) between \( v^* \) and \( t_i \). We partition \( \mathcal{I} \) based on \( V(S^i) \cap N_G(x_i+) \). Since this intersection always contains \( t_i \), it is non-empty for each \( i \in \mathcal{I} \). Let

\[
\begin{align*}
\mathcal{I}_1 &= \{i \in \mathcal{I} : V(S^i) \cap N_G(x_i+) = \{t_i\}\}, \\
\mathcal{I}_2 &= \{i \in \mathcal{I} : V(S^i) \cap N_G(x_i+) = \{t_i, y_i\}\}, \text{ and} \\
\mathcal{I}_3 &= \{i \in \mathcal{I} : V(S^i) \cap N_G(x_i+) \supseteq \{t_i, z_i\}\}.
\end{align*}
\]

Since \( (\mathcal{I}_1, \mathcal{I}_2, \mathcal{I}_3) \) forms a partition of \( \mathcal{I} \) and \( \mathcal{I} \) is infinite, it follows that at least one of \( \mathcal{I}_1, \mathcal{I}_2, \mathcal{I}_3 \) is infinite. If \( \mathcal{I}_1 \) is infinite, then, let \( S = \bigcup \{S^i : i \in \mathcal{I}_1\} \), and for a sub-ray \( R' \) of \( R \), the subgraph of \( G \) induced by the vertices of \( R' \) and \( S \) is a member of the family \( \mathcal{F}_\infty \), as desired. If \( \mathcal{I}_2 \) is infinite, then we consider the elements of \( \mathcal{I}_2 \) as an increasing sequence. Let \( \mathcal{I}'_2 \) be the sub-sequence obtained by taking every other element of \( \mathcal{I}_2 \), and let \( S = \bigcup \{S_i : i \in \mathcal{I}'_2\} \). Then, for a sub-ray \( R' \) of \( R \), the subgraph of \( G \) induced by the vertices of \( R \) and \( S \) is a member of the family \( \mathcal{F}_\infty \), as desired. We may therefore assume that \( \mathcal{I}_3 \) is infinite. Note that \( y_i \) may be in \( S^i \). Let \( S = \bigcup \{S^i - y_i : i \in \mathcal{I}_3\} \). Then, for a sub-ray \( R' \) of \( R \), the subgraph of \( G \) induced by the vertices of \( R \) and \( S \) is a member of the family \( \mathcal{F}_\infty \), as desired.

Now, we will describe the unavoidable infinite induced subgraphs of a 2-connected graph that has a vertex of infinite degree.

**Lemma 2.5.** Let \( G \) be a 2-connected graph with a vertex of infinite degree. Then \( G \) contains as an induced subgraph either \( K_\infty \) or a member of \( \Theta_\infty \cup \mathcal{F}_\infty \cup \mathcal{F}_\Delta^\infty \).

**Proof.** Let \( v^* \) be a vertex of infinite degree of \( G \) and let \( N_G(v^*) \) be the neighborhood of \( v^* \). By **Theorem 1.4**, the graph induced by the vertices of \( N_G(v^*) \), contains either \( K_\infty \), and the conclusion follows, or \( \overline{K_\infty} \). Let \( \mathcal{V} \) be the subset of \( N_G(v^*) \) that induces \( \overline{K_\infty} \).

Let \( T \) be a \( \mathcal{V} \)-connecting tree of \( G \) as described in **Definition 2.1**. By **Theorem 1.5**, \( T \) has either a vertex of infinite degree or a ray. If \( T \) has a vertex of infinite degree, then **Lemma 2.3** implies that \( G \) contains as an induced subgraph a member of the family \( \Theta_\infty \), and the conclusion follows. We may therefore assume that \( T \) is locally-finite. **Lemma 2.4** implies that \( G \) contains as an induced subgraph a member of \( \mathcal{F}_\infty \cup \mathcal{F}_\Delta^\infty \), and the conclusion follows. \( \square \)
Note that Lemma 2.5 is no longer true if we require the unavoidable graph to contain a prescribed vertex of infinite degree. For instance, let $H = K_\infty$, let $v^*$ be a specified vertex of $H$, and let $G$ be obtained from $H$ by subdividing at least once every edge that is incident to $v^*$. No induced subgraph of $G$ belongs to $\mathcal{F}_\infty \cup \mathcal{F}_\Delta \cup \Theta_\infty$ and no infinite clique of $G$ contains $v^*$.

3. Locally Finite Graph

In this section, we determine the unavoidable induced subgraphs of an infinite locally finite 2-connected graph. We have seen in Theorem 1.5 that every infinite locally finite connected graph must contain a ray. It turns out that the unavoidable graphs we are looking for are constructed from these rays. In order to identify the most relevant rays, we first need some basic properties of rays, which we present below.

For any two rays $R_1$ and $R_2$ of a graph $G$, we write $R_1 \sim R_2$ if $G$ has infinitely many disjoint paths joining the two rays. It is well known \cite{5} that $R_1 \sim R_2$ if and only if, for any finite $Z \subseteq V(G)$, the infinite component of $R_1 - Z$ and the infinite component of $R_2 - Z$ are contained in the same component of $G - Z$. In addition, $\sim$ is an equivalence relation and each equivalence class is called an end of $G$. It is worth noting that all subrays of a ray belong to the same end.

To display all rays in an end, Halin introduced in \cite{5} a special graph structure, which we call a Halin decomposition of a graph $G$, see Figure 3.1. It is a sequence $\{G_i : i \in \mathbb{N}\}$ of subgraphs of $G$ satisfying

(H1) $G = \cup \{G_i : i \in \mathbb{N}\}$,
(H2) $G_i \cap G_j = \emptyset$; whenever $|j - i| \geq 2$,
(H3) for each $i \in \mathbb{N}$, $S_i := V(G_i \cap G_{i+1})$ is finite, and
(H4) for each $i \in \mathbb{N}$, $G_{i+1}$ has a set, $W_{i+1}$, of $|S_i|$ disjoint paths between $S_i$ and $S_{i+1}$.

It is worth noting, by (H2) that $S_1, S_2, \ldots$ are pairwise disjoint and, by (H1) and (H2) that

(H5) for each $i \in \mathbb{N}$, $A_i := V(G_1 \cup \ldots \cup G_i) - S_i$ and $B_i := V(G_{i+1} \cup G_{i+2} \cup \ldots) - S_i$ form a partition of $V(G) - S_i$ such that $G$ has no edge between $A_i$ and $B_i$.

Also note that the union of all paths in $\bigcup \{W_{i+1} : i \in \mathbb{N}\}$ is a graph that consists of a set $\mathcal{W}$ of disjoint rays. In general, these rays do not have to be in the same end of $G$. If $G$ has an end $\omega$ satisfying
(H6) all rays in $W$ belong to $\omega$.

then the Halin decomposition is called an $\omega$-decomposition. The following result characterizes all rays in an end $\omega$ when $G$ admits an $\omega$-decomposition.

**Theorem 3.1.** Let $\omega$ be an end of a graph $G$ and let $\{G_i : i \in \mathbb{N}\}$ be an $\omega$-decomposition of $G$. Then a ray $R$ of $G$ belongs to $\omega$ if and only if $R$ meets infinitely many $S_i$.

**Proof.** To prove the forward implication, suppose, for a contradiction, that some $R \in \omega$ intersects only finitely many $S_i$. Then, by (H5), $R$ is contained in $G_1 \cup \ldots \cup G_n$ for some $n \in \mathbb{N}$. This, together with (H5), further implies that $S_n$ separates the infinite component of $R - S_n$ from the infinite component of $W - S_n$ for every $W \in W$. Consequently, $R$ and $W$ are not in the same end, which contradicts (H6).

To prove the backward implication, suppose, for a contradiction, that some ray $R \notin \omega$ intersects infinitely many $S_i$. Fix any $W_1 \in W$. Then, as $R$ and $W_1$ belong to different ends, $V(G)$ has a finite subset $Z$ and $G - Z$ has two components $G_r$ and $G_w$ such that $G_r$ contains the infinite component $R'$ of $R - Z$ and $G_w$ contains the infinite component $W'_1$ of $W_1 - Z$. Since $Z$ is finite, by (H1), there exists $n \in \mathbb{N}$ such that $Z$ is contained in $G_1 \cup \ldots \cup G_n$. On the other hand, since $R$ intersects infinitely many $S_i$, there exists an integer $m > n$ such that $R'$ intersects $S_m$. Take any $s \in V(R') \cap S_m$. Then, by (H4), $W$ contains a unique ray $W_2$ that contains $s$. Let $W'_2$ be the subray of $W_2$ that starts with $s$. Since $m > n$, $W'_2$ is disjoint from $Z$. Meanwhile, since $W'_2$ and $R'$ share a common vertex $s$, $W'_2$ must be entirely contained in $G_r$. As a result, despite being from the same end, $W'_1$ and $W'_2$ are separated by $Z$, which is a contradiction. \qed

Halin noted in [? ] that, in an $\omega$-decomposition, graphs $G_i$ don’t have to be connected.
Nevertheless, it is always possible to choose an \( \omega \)-decomposition with this connectivity property, as shown below.

**Theorem 3.2.** Let \( \omega \) be an end of a connected graph \( G \) such that \( G \) admits an \( \omega \)-decomposition. Then \( G \) has an \( \omega \)-decomposition \( \{G_i : i \in \mathbb{N}\} \) such that every \( G_i \) is connected.

**Proof.** We begin with an arbitrary \( \omega \)-decomposition \( \{G_i : i \in \mathbb{N}\} \) of \( G \). We first claim that for any \( i \in \mathbb{N} \) and any \( s_1, s_2 \in S_i \), \( F_i := G_{i+1} \cup G_{i+2} \cup \ldots \) contains an \( s_1s_2 \)-path. By [H4], \( s_k \) (\( k = 1, 2 \)) is contained in a unique ray \( R_k \) of \( \mathcal{W} \). Let \( R_k' \) be the subray of \( R_k \) that starts from \( s_k \). Since \( R_1' \) and \( R_2' \) belong to the same end (by [H6]), \( G \) has infinitely many disjoint paths between them. Let \( P \) be one of such paths that is disjoint from \( S_i \) (path \( P \) must exist since \( S_i \) is finite). Then \( P \) is contained in \( F_i \) and thus \( R_1' \cup R_2' \cup P \) contains an \( s_1s_2 \)-path of \( F_i \), which proves our claim.

For any \( i, j \in \mathbb{N} \) with \( i < j \), let \( F_{i,j} = G_{i+1} \cup G_{i+2} \cup \ldots \cup G_j \). Then the above claim implies that, for each \( i \in \mathbb{N} \), there exists \( j \in \mathbb{N} \) with \( j > i \) and such that, for any two vertices of \( S_i \), \( F_{i,j} \) contains a path between them. In other words, \( S_i \) is entirely contained in a component of \( F_{i,j} \). Let \( \alpha(i) \) denote the smallest \( j \) satisfying this property. Let \( H_1 = G_1 \), \( H_2 = F_{1,\alpha(1)} \), and \( H_i = F_{\alpha(i-2(1),\alpha(i-1(1))}, \) for \( i \geq 3 \). It is routine to verify that \( \{H_i : i \in \mathbb{N}\} \) is an \( \omega \)-decomposition of \( G \). Moreover, the choice of \( \alpha \) also implies that each \( V(H_i \cap H_{i+1}) \) is entirely contained in a component of \( H_{i+1} \). To simplify our notation, let us assume \( H_i = G_i \) for all \( i \in \mathbb{N} \). That is, each \( S_i \) is entirely contained in a component \( G'_{i+1} \) of \( G_{i+1} \). Note that all paths in \( \mathcal{W}_{i+1} \) are contained in \( G'_{i+1} \).

For each \( i \in \mathbb{N} \), let \( G''_{i+1} := G_{i+1} - G'_{i+1} \). Note that \( G''_{i+1} \) could be empty and \( G_{i+1} \) is the disjoint union of \( G'_{i+1} \) and \( G''_{i+1} \). Let \( G''_1 = G_1 \). Then, since \( G \) is connected, each component of \( G''_i \) must intersect \( S_i \). Therefore, \( G^*_i := G''_i \cup G'_{i+1} \) is connected for every \( i \in \mathbb{N} \). Now it is routine to verify that \( \{G^*_i : i \in \mathbb{N}\} \) is an \( \omega \)-decomposition of \( G \), which proves the theorem.

In addition to introducing \( \omega \)-decomposition, Halin also established [? ] its existence for locally finite graphs.

**Theorem 3.3.** Every locally finite connected graph \( G \) admits an \( \omega \)-decomposition for every end \( \omega \) of \( G \).

We may now state and prove the main result of this section.
Theorem 3.4. Let \( \omega \) be an end of an infinite locally-finite 2-connected graph \( G \). Then \( G \) contains as an induced subgraph an infinite slim ladder or a member of \( \mathcal{L}_\infty \cup \mathcal{L}_\Delta \cup \mathcal{L}_\Delta^\infty \) such that its rays are in \( \omega \).

Proof. For any path \( P = v_1v_2\ldots v_n \) of \( G \), we denote by \( \bar{P} = P(v_1, v_n) \). If \( X, Y \subseteq V(G) \) are disjoint, we call \( P \) an \( XY \)-path if \( V(P) \cap X = \{v_1\} \) and \( V(P) \cap Y = \{v_n\} \). We emphasize that, in this case, \( V(\bar{P}) \cap (X \cup Y) = \emptyset \). By Theorems 3.2 and 3.3, \( G \) has an \( \omega \)-decomposition \( \{G_i : i \in \mathbb{N}\} \) such that each \( G_i \) is connected. Let \( F_0 = G_1 \) and \( F_i = G_{3i-1} \cup G_{3i} \cup G_{3i+1} \) for all \( i \in \mathbb{N} \). Note that \( V(F_i \cap F_{i-1}) = S_{3i-2} \) and \( V(F_i \cap F_{i+1}) = S_{3i+1} \). For any disjoint \( S_{3i-2}S_{3i+1} \)-paths \( P, Q \) of \( F_i \), it is clear that both \( \bar{P} \) and \( \bar{Q} \) are contained in \( F_i - (S_{3i-2}\cup S_{3i+1}) \). In addition, since \( G_{3i} \) is connected and, by \([\text{H5}]\) both \( \bar{P} \) and \( \bar{Q} \) meet \( G_{3i} \), we conclude that

**Claim 1.** \( \bar{P} \) and \( \bar{Q} \) are contained in the same component of \( F_i - (S_{3i-2} \cup S_{3i+1}) \).

Since \( G \) is 2-connected, \([\text{H5}]\) implies that \( |S_1| \geq 2 \). This allows us to fix two distinct vertices \( x_1 \) and \( y_1 \) in \( S_1 \). Suppose that distinct \( x_i, y_i \in S_{3i-2} \) have been selected. We choose \( x_{i+1}, y_{i+1} \in S_{3i+1} \) as follows. By \([\text{H4}]\), \( F_i - (S_{3i-2} - \{x_i, y_i\}) \) contains two disjoint paths from \( \{x_i, y_i\} \) to \( S_{3i+1} \). Thus, we can choose in \( F_i \) two disjoint \( S_{3i-2}S_{3i+1} \)-paths \( P_i \) and \( Q_i \) satisfying the following:

(i) \( V(P_i) \cap S_{3i-2} = \{x_i\} \) and \( V(Q_i) \cap S_{3i-2} = \{y_i\} \),

(ii) \( |E(P_i \cup Q_i)| \) is minimal, and

(iii) subject to (i-ii), the distance between \( \bar{P}_i \) and \( \bar{Q}_i \) in \( F_i - (S_{3i-2} \cup S_{3i+1}) \) is minimal

(which can be achieved because of \([\text{Claim 1}]\).

Let \( x_{i+1} \) and \( y_{i+1} \) be the ends of \( P_i \) and \( Q_i \) in \( S_{3i+1} \), respectively. This means we can define inductively \( P_i \) and \( Q_i \) for all \( i \in \mathbb{N} \). Let \( P := \bigcup \{P_i : i \in \mathbb{N}\} \) and \( Q := \bigcup \{Q_i : i \in \mathbb{N}\} \). Then \( P \) and \( Q \) are disjoint rays of \( G \). By \([\text{Theorem 3.1}]\) both \( P \) and \( Q \) belong to \( \omega \). In addition, both \( P \) and \( Q \) are induced rays. To see this, suppose, say, that \( P \) has a chord \( e = uv \). By \([\text{H5}]\), some \( F_i \) contains both \( u \) and \( v \). On the other hand, by \([\text{ii}]\), at least one of \( u \) and \( v \), say, \( u \), is not on \( P_i \). This means that either \( P_{i-1} \) or \( P_{i+1} \), say, \( P_{i+1} \), contains \( u \). As a result, \( V(P_{i+1}) \cap S_{3i+1} = V(P_{i+1} \cap F_i) \supseteq \{u, x_{i+1}\} \), which contradicts \([\text{i}]\) as \( u \neq x_{i+1} \) (and this is because \( u \notin V(P_i) \) but \( x_{i+1} \in V(P_i) \)). Therefore, \( P \) and \( Q \) are disjoint induced rays of \( \omega \).

Let \( P = p_1p_2\ldots \) and \( Q = q_1q_2\ldots \). We first consider the case that \( G \) has infinitely many edges between \( P \) and \( Q \). For each edge \( e = p_mq_n \) of \( G \), we prove that \( G \) does not have an edge \( e' = p_{m'}q_{n'} \) satisfying \( (m-m')(n-n') < -1 \). Suppose such \( e' \) exists. By \([\text{H5}]\), there exists \( i \) such that \( P_i \cup Q_i \) contains both \( p_m \) and \( q_n \). Then \([\text{H5}]\) and \( (m-m')(n-n') < -1 \)
imply that \( P \cup Q \) also contains \( p_m' \) and \( q_n' \). However, replacing \( P[p_m, p_m'] \cup Q[q_n, q_n'] \) in \( P \cup Q \) by \( e \) and \( e' \) would create two disjoint \( S_{3i-2}S_{3i+1} \)-paths of shorter total length, which contradicts (ii). Therefore, \((m - m')(n - n') \geq -1\) holds for all \( e, e' \). Let \( G' \) be the subgraph of \( G \) induced by \( V(P \cup Q) \). If \( p_1q_1 \in E(G) \), then \( G' \) is a slim ladder, and the conclusion follows. Otherwise, \( G' + p_1q_1 \) is a slim ladder, and thus, \( G' \) contains an induced slim ladder. So \( G \) contains an induced slim ladder, and the conclusion follows.

Next, without loss of generality, we assume that \( G \) has no edges between \( P \) and \( Q \). For each \( i \in \mathbb{N} \), let \( R_i = r_1r_2 \ldots r_k \) be one of the shortest paths between \( \tilde{P}_i \) and \( \tilde{Q}_i \) in \( F_i - (S_{3i-2} \cup S_{3i+1}) \), where \( r_1 \in V(P_i) \) and \( r_k \in V(Q_i) \). By \((H5)\), no vertex of \( R_i \) is adjacent to any vertex of \( P \cup Q \) outside \( P_i \cup Q_i \). In addition, since \( R_i \) is the shortest, it is an induced path, and \( r_2 \) is its only vertex with neighbors on \( P_i \) and \( r_{k-1} \) is its only vertex with neighbors on \( Q_i \). Note that \( r_2 = r_{k-1} \) when \( k = 3 \). Let \( p_m \) and \( p_m' \) \((m \leq m')\) be the (possibly identical) two neighbors of \( r_2 \) such that all neighbors of \( r_2 \) on \( P_i \) are contained in \( P[p_m, p_m'] \). If \( m' - m \geq 2 \), then (ii) or (iii) is violated since subpath \( P[p_m, p_m'] \) of \( P_i \) could be replaced by path \( p_mr_2p_m' \). Therefore, \( r_2 \) has either only one neighbor or only two adjacent neighbors on \( P_i \). We may say the same about neighbors of \( r_{k-1} \) on \( Q_i \). As a result, there are four types of \( R_i \) depending on their number of neighbors on \( P \cup Q \). By the pigeon-hole principle, one of these four types happens infinitely often. If there are infinitely many \( i \) such that \( r_i^2 \) has only one neighbor on \( P \) and \( r_{k-1}^i \) has only one neighbor on \( Q \), then \( P \cup Q \cup R_1 \cup R_2 \cup \cdots \) contains a member of \( L_\infty \), and the conclusion follows. If there are infinitely many \( i \) such that \( r_i^2 \) has two neighbors on \( P \) and \( r_{k-1}^i \) has only one neighbor on \( Q \), then \( P \cup Q \cup R_1 \cup R_2 \cup \cdots \) contains a member of \( L_\infty^\Delta \), and the conclusion follows. If there are infinitely many \( i \) such that \( r_i^2 \) has only one neighbor on \( P \) and \( r_{k-1}^i \) has two neighbors on \( Q \), then \( P \cup Q \cup R_1 \cup R_2 \cup \cdots \) contains a member of \( L_\infty^\Delta \), and the conclusion follows. If there are infinitely many \( i \) such that \( r_i^2 \) has two neighbors on \( P \) and \( r_{k-1}^i \) has two neighbors on \( Q \), then \( P \cup Q \cup R_1 \cup R_2 \cup \cdots \) contains a member of \( L_\infty^{\nabla \Delta} \), and the conclusion follows.

4. Proving Theorems 1.3 and 1.7

We can now prove Theorem 1.7 restated below.

**Theorem 1.7.** Let \( G \) be a 2-connected infinite graph. Then \( G \) contains one of the following as an induced subgraph: \( K_\infty \), an infinite slim ladder, or a member of \( \Theta_\infty \cup \mathcal{F}_\infty \cup \mathcal{F}_\Delta \cup L_\infty \cup L_\Delta \cup L_\infty^{\nabla \Delta} \).
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Proof. Let $G$ be an infinite 2-connected graph. If $G$ has a vertex of infinite degree, then

Lemma 2.5 implies that $G$ contains as an induced subgraph either $K_\infty$ or a member of $\mathcal{F}_\infty \cup \mathcal{F}_\infty^\Delta \cup \Theta_\infty$, and the conclusion follows.

We may therefore assume that $G$ is locally-finite. Theorem 3.4 implies that $G$ contains as an induced subgraph either an infinite slim ladder or a member of $\mathcal{L}_\infty \cup \mathcal{L}_\infty^\Delta \cup \Lambda_\infty$, and the conclusion follows.

We now present an alternative proof of Theorem 1.3 to that in [1] using Theorem 1.7. To do this, we need the following:

**Lemma 4.1.** Let $c$ be an integer exceeding two, and let $G$ be a 2-connected finite graph with an $n$-element vertex set $V$, and with no induced cycle of length exceeding $c$. Then $V$ may be enumerated as $v_1, v_2, \ldots, v_n$ so that for each integer $i$ satisfying $c \leq i \leq n$, there is a $j$ such that $i - (c - 3) \leq j \leq i$ and $G[\{v_1, v_2, \ldots, v_j\}]$ is 2-connected.

Proof. Let $c$, $n$, $G$, and $V$ be as described in the theorem. We begin by using induction to construct a sequence of induced cycles $D_0, D_1, \ldots, D_t$ of $G$, as follows. Let $D_0$ be an arbitrary induced cycle of $G$. Such a cycle exists because $G$ is 2-connected. Now assume that the cycles $D_0, D_1, \ldots, D_i$ have been defined so that $G_i = D_0 \cup D_1 \cup \cdots \cup D_i$ is a 2-connected subgraph of $G$. Let $V_i = V[G_i]$. Since $G$ is 2-connected, for every vertex $v$ not in $G_i$ there is a path in $G$ having $v$ as an internal vertex, and meeting $G_i$ only at its endpoints. Moreover, since $G_i$ is connected, every such path may be completed to a cycle by appending a path contained in $G[V_i]$. From among all possible cycles constructed in this way, over all vertices $v$ outside $G_i$, choose one of minimum length and name it $D_i+1$. It follows that $D_i+1$ is induced in $G$, and so its length is at most $c$. Now define $G_{i+1} = G_i \cup D_i+1$ and observe that $G_{i+1}$ is 2-connected and adds to $G_i$ at most $c - 2$ new vertices. If $V(G_{i+1}) = V(G)$, then the inductive process terminates; otherwise it continues.

Now, to enumerate the vertices of $G$, proceed in steps, with the first step being listing the vertices of $D_0$, in arbitrary order, and with step $i$, for $i \geq 1$, consisting of appending to the list the vertices of $D_i$ not yet on the list. Note that each step adds at most $c - 2$ vertices to the list, and at the completion of every step, the list produced thus far induces in $G$ a 2-connected subgraph. The conclusion follows.

We say that a graph is $\{K_r, \Theta_r, \Lambda_r\}$-free if it contains no member of $\{K_r\} \cup \Theta_r \cup \Lambda_r$ as an induced subgraph. We can now present a proof of Theorem 1.3 using Theorem 1.7.
Theorem 1.3. For every integer $r$ exceeding two, there is an integer $f(r)$ such that every 2-connected graph of order at least $f(r)$ contains $K_r$ or a member of $\Theta_r \cup \Lambda_r$ as an induced subgraph.

Proof. We will prove Theorem 1.3 by contradiction. Suppose that $f(r)$ does not exist for some $r$. Then for every $n \geq 3$, there exists a 2-connected graph, $G_n$, of order at least $n$ that is $\{K_r, \Theta_r, \Lambda_r\}$-free.

Note that an induced cycle of order at least $r + 2$ is a member of the family $\Lambda_r$. Thus, we may apply Lemma 4.1 with $c = r + 1$ to each $G_n$. Consider an infinite sequence $v_1, v_2, \ldots$. We use this sequence to label the vertices of each of the $G_n$. Enumerate the vertices of each $G_n$ by $v_1, v_2, \ldots, v_{|V(G_n)|}$ such that for each $i$ satisfying $r < i \leq |V(G_n)|$, there exists a $j$ such that $i - (r - 2) \leq j \leq i$ and $G_n[v_1, v_2, \ldots, v_j]$ is 2-connected.

We will inductively construct an infinite graph $G$ on the vertex set $u_1, u_2, \ldots$ such that for every positive integer $m$, the graph $G[u_1, u_2, \ldots, u_m]$ is isomorphic, using the mapping $\pi : u_j \rightarrow v_j$ for all $j \in \mathbb{N}$, to infinitely many graphs of the form $G_i[v_1, v_2, \ldots, v_m]$ for $i \geq m$. Then we show that $G$ is 2-connected in order to apply Theorem 1.7.

Let $\ell = 1$, then let $I_1 = \mathbb{N} \backslash \{1, 2\}$ and let $G[u_1] \cong G_n[v_1]$ for $n \in I_1$. Inductively, suppose that $I_\ell$ has been defined (and is infinite) and that $G[u_1, u_2, \ldots, u_\ell]$ has been defined so that it is isomorphic under $\pi$ to $G_i[v_1, v_2, \ldots, v_\ell]$ for all $i \in I_\ell$. Since $I_\ell$ is infinite and $|G_i| > \ell$ for all $i > \ell$, it follows that $I_\ell$ contains infinitely many $i$ such that $|G_i| > \ell$. So, there is an infinite $I_{\ell + 1} \subseteq I_\ell$ such that $G_i[v_1, v_2, \ldots, v_{\ell + 1}] = G_j[v_1, v_2, \ldots, v_{\ell + 1}]$ for all $i$ and $j$ in $I_{\ell + 1}$. Let $G[u_1, u_2, \ldots, u_{\ell + 1}]$ be congruent to $G_i[v_1, v_2, \ldots, v_{\ell + 1}]$ under $\pi$ for some $i \in I_{\ell + 1}$. Note that it does not matter which $i \in I_{\ell + 1}$ by selection of $I_{\ell + 1}$. Further, $G[u_1, u_2, \ldots, u_{\ell + 1}]$ is $\{K_r, \Theta_r, \Lambda_r\}$-free because $G_i[v_1, v_2, \ldots, v_{\ell + 1}]$ is $\{K_r, \Theta_r, \Lambda_r\}$-free.

Note that $G$ is $\{K_r, \Theta_r, \Lambda_r\}$-free by construction. To apply Theorem 1.7 it remains to show that $G$ is 2-connected.

At step $t + r$ for a natural number $t$, we have that $I_{t+r} \subseteq \{ j : G_j[v_1, v_2, \ldots, v_{t+r}] \cong G[u_1, u_2, \ldots, u_{t+r}] \}$. So there exists a graph $G_s$ such that $G_s[v_1, v_2, \ldots, v_{t+r}]$ is isomorphic to $G[u_1, u_2, \ldots, u_{t+r}]$. By construction, $G_s[v_1, v_2, \ldots, v_{t+r}]$ for some $2 \leq r' \leq r$ is 2-connected. Since we can do this for any integer $t$ exceeding 2, it follows that $G$ is 2-connected.

Since $G$ is an infinite 2-connected graph, Theorem 1.7 implies that $G$ contains one of the following as an induced subgraph: $K_\infty$, an infinite slim ladder, and a member of one of the
following families: \( \Theta_\infty, \mathcal{F}_\infty, \mathcal{F}_\infty^\Delta, \mathcal{L}_\infty, \mathcal{L}_\infty^\Delta \), and \( \mathcal{L}_\infty^{\nabla\Delta} \).

If \( G \) contains an induced \( K_\infty \), then \( G \) contains an induced \( K_r \); a contradiction. If \( G \) contains an infinite induced slim ladder, then \( G \) contains an induced member of the family \( \Lambda_r \); a contradiction. If \( G \) contains an induced member of the family \( \Theta_\infty \), then \( G \) contains an induced member of the family \( \Theta_r \); a contradiction. If \( G \) contains an induced member of \( \mathcal{F}_\infty^\Delta \cup \mathcal{L}_\infty \cup \mathcal{L}_\infty^\Delta \cup \mathcal{L}_\infty^{\nabla\Delta} \), then \( G \) contains an induced cycle of length at least \( r + 2 \). Thus \( G \) contains an induced member of \( \Lambda_r \); a contradiction. If \( G \) contains an induced member \( G' \) of \( \mathcal{F}_\infty \), then let \( C \) be a cycle of \( G' \) of length at least \( r + 2 \). Then the subgraph of \( G \) of induced by \( V(C) \) is a member of the family \( \Lambda_r \).

Hence, for every positive integer \( r \) exceeding two, there is an integer \( f_{1.3}(r) \) such that every 2-connected graph of order at least \( f_{1.3}(r) \) contains \( K_r \) or a member of \( \Theta_r \cup \Lambda_r \) as an induced subgraph, as required. \( \square \)
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