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Abstract—We study a communication framework for nonlinear multibus DC MicroGrids based on a deliberate modification of the parameters of the primary control and termed power talk. We assess the case in which the information is modulated in the deviations of reference voltages of the primary control loops and show that the outputs of the power talk communication channels can be approximated through linear combinations of the respective inputs. We show that the coefficients of the linear combinations, representing equivalent channel gains, depend on the virtual resistances of the primary control loops, implying that they can be modified such that effective received signal-to-noise ratio (SNR) is increased. On the other hand, we investigate the constraints that power talk incurs on the supplied power deviations. We show that these constraints translate into constraints on the reference voltages and virtual resistances that are imposed on all units in the system. In this regard, we develop an optimization approach to find the set of controllable virtual resistances that maximize SNR under the constraints on the supplied power deviations.

I. INTRODUCTION

MicroGrids (MGs) are localized clusters of small-scale Distributed Generators (DGs) that cover small geographical areas and operate either connected to the main grid or in standalone mode [1]. The MG control plane is divided into hierarchy of three levels, comprising the primary, secondary and tertiary control levels [2]. The primary control enables the basic operation of the system by regulating the electrical parameters (bus voltage and/or frequency) and keeping the supply-demand power balance to guarantee local stability. It is implemented in a decentralized manner using the droop control law [3], [4], relying only on the local measurements of the controllers. The upper, secondary and tertiary control levels optimize the performance of the MG in terms of maximizing the quality of the delivered power under minimal operation cost, and, in order to operate properly, require exchange of local information among the controllers. Recent approaches suggest to avoid use of external communication systems for MG control applications, due to related costs, complexity and reliability issues [2], [3]; rather, the existing power line equipment is also used for communication [4]–[6].

In [8] we introduced power talk - a communication technique over the power lines, developed for direct current (DC) MGs and proposed as an alternative to using external communications for upper layer control. Power talk is an in-band solution that modulates the information into controlled deviations of the parameters of the primary control loops of the DGs. In this way, a communication channel is induced over the DC bus voltage level through which information-carrying deviations of the voltage (or, equivalently, power) are disseminated throughout the system, and received and processed by other DG units. The control frequency of the primary droop controller is typically between 10 – 1000 Hz, which implies that power talk is a narrowband powerline communication (PLC) solution. It exhibits conceptual similarities with other existing low-rate PLC standards for communication in the AC distribution grids, such as Ripple Carrier, TWACS and Turtle [7], which also rely on disturbing the (sinusoidal) voltage wave to transmit information. However, in contrast to these solutions, power talk requires no additional hardware to generate and process the information signals, as it is implemented in the local primary control loop of the power electronic converters that connect the DGs to the DC buses. Thus, power talk exhibits the self-sustainability feature of the MG paradigm, drawing its reliability from the reliability of the MG system itself.

The power talk communication channel shows some challenging characteristics that are not commonly encountered in communication systems: i) non-linear input-output relation, ii) configurations of primary controllers of all communicating units jointly determine the values of the observed channel outputs, i.e., voltage/power levels of MG buses, iii) configurations of primary controllers are also jointly subject to constraints in terms of the allowed supplied power deviations, and iv) dependence of the channel outputs on the configuration of the rest of the system, i.e., distribution line impedances and the instantaneous values of the loads that change randomly. The previous works [8]–[12] investigated the performance of power talk in presence of random load changes, when standard communication techniques, such as line-coding and pilot-sequence based training are applied. In addition, [8]–[12] focused on a simple single bus DC MG system where the effect of the distribution lines can be ignored and all units observe the same output. In this paper we expand the analysis of power talk in several ways, as elaborated below.

Motivation and Contributions

We assume that a general DC MG with $N$ buses, where each bus hosts a single droop controlled DG unit operated as a voltage source, see Fig. 1 (more details on DG operation are provided in Section II-A). Denote the DC voltage level of bus $n$ with $v_n$ and the droop control parameters of the units $x_n$, $r_n$, $n = 1,...,N$, where $x_n$ is the reference voltage and...
$r_n$ is the virtual resistance. We consider a variant of power talk in which the signaling is done only through the reference voltage $x_n$ by modulating it around its nominal value $x_n^n$:

$$x_n = x_n^n + \Delta x_n, \quad n = 1, \ldots, N,$$

i.e., $\Delta x_n$, $n = 1, \ldots, N$, are power talk inputs. The power talk outputs are the deviations of the bus voltages $v_n$ around their nominal values $v_n^n$:

$$v_n = v_n^n + \Delta v_n, \quad n = 1, \ldots, N,$$

where $v_n = v_n(\Delta x_1, \ldots, \Delta x_N)$ is a non-linear function of the inputs. This deviations translate into deviations of the output powers $p_n$ around their nominal values $p_n^n$:

$$p_n = p_n^n + \Delta p_n, \quad n = 1, \ldots, N,$$

where $p_n = p_n(\Delta x_1, \ldots, \Delta x_N)$ is also a non-linear function of the inputs. Further, in order to maintain the quality of the supplied power, which is one of the main goals of the MG operation, the variances of $p_n$ should be bounded:

$$\mathbb{E}[\Delta p_n^2] \leq \pi_n^2, \quad n = 1, \ldots, N,$$

where $\pi_n$ is the power deviation budget of unit $n$.

Under the assumption that the reference voltage deviations are small compared to their nominal values, in this paper we derive the linearized models:

$$\Delta v_n = \sum_{m=1}^{N} \tilde{h}_{n,m} \Delta x_m, \quad n = 1, \ldots, N,$$

$$\mathbb{E}[\Delta p_n^2] = \sum_{m=1}^{N} \phi_{n,m} \mathbb{E}[\Delta x_m^2], \quad n = 1, \ldots, N,$$

where $\tilde{h}_{n,m} = \tilde{h}_{n,m}(r_1, \ldots, r_N)$ and $\phi_{n,m} = \phi_{n,m}(r_1, \ldots, r_N)$, i.e., they are functions of virtual resistances, as shown in Sections II-B and II-C. In other words, the resulting linearized model is such that the units can control the channel gains $\tilde{h}_{n,m}$ through the values of $r_n$, $n, m = 1, \ldots, N$. Moreover, using (4) and (6), we show that constraints on the individual signals $\Delta x_n$ are obtained as solutions of a linear system of inequalities, jointly imposed on droop parameters of all units. In Section III we show how to exploit the above properties to optimize the received SNR of the observations of the channel outputs. Specifically, we show that, when the output $\Delta v_n$ is affected by Gaussian noise, the received SNR can be maximized by optimizing the virtual resistances $r_n$ under power deviation budgets $\pi_n$, $n = 1, \ldots, N$. Finally, in Section III-B, we present an algorithm to obtain the optimal values of the virtual resistances. We conclude by noting that the power talk schemes assessed in [8], [9] can be derived as special instances of the communication framework developed in this paper.

II. SYSTEM MODEL

A. Signal Model

Fig. I depicts the architecture of a bus in a DC MG system with $N$ buses, where $v_n$ denotes the steady state bus voltage. Without loss of generality, we assume that each bus hosts a single DG, connected to the distribution infrastructure through a power electronic converter. On the primary control level, the converter is configured as a voltage source converter (VSC) [8], [6], regulating the bus voltage using the droop law [2]:

$$v_n = x_n - r_n i_n, \quad n = 1, \ldots, N,$$

where $i_n$ is the output current, and $x_n$ and $r_n$ are the reference voltage and the virtual resistance (i.e., droop slope), respectively, whose values are subject to control. The reference voltage $x_n$ corresponds to the rated voltage of the MG [3], while the virtual resistance $r_n$ is set to enable proportional load sharing among the DGs. The nominal values of these parameters, when not using power talk, are denoted with $x_n^n$ and $r_n^n$, corresponding to the nominal bus voltage $v_n^n$.

Each bus also hosts a collection of local loads, modeled by a resistance $r_n^a$, constant current $i_n^c$ and constant power $d_n^p$ components connected in parallel, see Fig. 1; the loads change randomly through time. The buses are interconnected through DC distribution lines. The resistance of the line between buses $n$ and $m$ is denoted with $r_{n,m}$, see Fig. I by convention, $r_{n,m} = \infty$ if $n = m$ or if buses $n$ and $m$ are not directly connected. We write:

$$r_n^{bus} = \left( \frac{1}{r_n^a} + \sum_{m \in N} \frac{1}{r_{n,m}} + \frac{1}{r_n^c} \right)^{-1},$$

to denote the equivalent bus-to-the-ground resistance of bus $n$, including the resistive component of the load. All voltages, currents, powers and impedances in DC systems are real numbers [4].

The physical behavior of the system is governed by the Ohm’s and Kirchoff’s laws: applying them for the system shown in Fig. I, we obtain the following current balance equation for bus $n = 1, \ldots, N$ in steady state [13]:

$$\frac{x_n - v_n}{r_n} = \frac{v_n}{r_n^a} + i_n^c + \frac{d_n^p}{v_n} + \sum_{m \in N} \frac{v_n - v_m}{r_{n,m}},$$
which yields:
$$\frac{1}{n} \sum_{n} \Delta x_{n}^{2} = \left( \frac{v_{n}}{r_{n}} + \sum_{m \in N} \frac{v_{n,m}}{r_{n,m}} - i_{n}^{\infty} \right) v_{n} + d_{n}^{\text{F}} = 0. \quad (10)$$

The unique, physically viable solution to (10) is the positive root; it can be easily verified that the solution is real if the droop parameters satisfy the following condition:
$$x_{n} \geq r_{n} \left( \sqrt{\frac{4d_{n}^{\text{F}}}{r_{n}}} - \sum_{m \in N} \frac{v_{n,m}}{r_{n,m}} \right), \quad n = 1, \ldots, N. \quad (11)$$

This system of inequalities defines the ranges of allowable values for the droop control parameters $x_{n}$ and $r_{n}$.

**B. Discrete Time Linear Signal Model**

We proceed by developing a linearized model for all-to-all full duplex communication scenario, where all VSC units simultaneously transmit and receive data. We assume that the time is slotted in slots of duration $T_{S}$ and the units are slot-synchronized.

In slot $t$, the reference voltage of VSC $n$ is:
$$x_{n}(t) = x_{n}^{\infty} + \Delta x_{n}(t), \quad n = 1, \ldots, N,$$  
with $\Delta x_{n}(t)$ being the input signal. Then, the resulting deviation of the bus voltage in slot $t$ can be written as:
$$v_{n}(t) = v_{n} + \Delta v_{n}(t), \quad (13)$$
where $\Delta v_{n}(t)$ is the output of the communication channel. VSC $n$ samples the noisy version of $\Delta v_{n}(t)$ with frequency $f_{S}$ and uses the average of $N_{S} = T_{S}f_{S}$ samples over the slot $t$ to obtain the observation:
$$\Delta \bar{v}_{n}(t) = \Delta v_{n}(t) + z_{n}(t), \quad (14)$$
where noise $z_{n}(t) \sim \mathcal{N}(0, \sigma_{n}^{2})$ can be modeled as an additive Gaussian noise [15], [16]. Finally, we assume that the loads in the system changes randomly with a rate that is much lower than the signaling rate $T_{S}^{-1}$ and that the signaling is done over a single realization of the load values [1].

Assume that the reference voltage deviations $\Delta x_{n}(t)$, $n = 1, \ldots, N$, are small:
$$\frac{|\Delta x_{n}(t)|}{x_{n}^{\infty}} \ll 1 \Rightarrow \frac{|\Delta v_{n}(t)|}{v_{n}} \ll 1. \quad (15)$$

Under this assumption, we use the first-order Taylor approximation of (10) around $x_{n}$ to obtain the linear model:
$$\Delta v_{n}(t) \approx \frac{\partial \Delta n}{\partial \Delta x_{n}(t)} \Delta x_{n}(t) + \sum_{m \in N} \frac{\partial v_{n,m}}{\partial \Delta v_{n}(t)} \Delta v_{m}(t) = \frac{r_{n}}{r_{n}^{\infty}} \kappa_{n} \Delta x_{n}(t) + \frac{r_{n}}{r_{n}^{\infty}} \sum_{m \in N} \kappa_{n,m} \Delta v_{m}(t), \quad (16)$$

where $\kappa_{n} \geq 1$ is given with:
$$\kappa_{n} = \frac{1}{2} \left( 1 + \frac{x_{n}^{\infty}}{r_{n}} + \sum_{m \in N} \frac{v_{n,m}}{r_{n,m}} - \frac{i_{n}^{\infty}}{r_{n}} \right) \sqrt{\frac{4d_{n}}{r_{n}} + \sum_{m \in N} \frac{v_{n,m}}{r_{n,m}} - \frac{i_{n}^{\infty}}{r_{n}} - 2 - \frac{4d_{n}}{r_{n}}}. \quad (17)$$

We introduce the following notation:
- input $N \times 1$ vector $\Delta x(t) = [\Delta x_{1}(t), \ldots, \Delta x_{N}(t)]^{T}$,
- output $N \times 1$ vector $\Delta v(t) = [\Delta v_{1}(t), \ldots, \Delta v_{N}(t)]^{T}$,
- admittance matrix $\Psi$ of dimension $N \times N$, with entries:
$$\psi_{n,m} = \begin{cases} \sum_{i \in N} \frac{1}{r_{i,m}}, & m = n, \\ -\frac{1}{r_{n,m}}, & n \neq m, \end{cases} \quad (16)$$
- modified admittance matrix $\tilde{\Psi}$ in which each diagonal entry is multiplied by $\kappa_{n}^{-1}$, i.e., $\tilde{\psi}_{n,n} = \frac{\psi_{n,n}}{\kappa_{n}},$
- the $N \times N$ matrix $Y = \text{diag} \{1^{-1}\} \in N_{S} = 1, \ldots, N,$
- the $N \times N$ matrix $Y^{\infty} = \{1^{-1}\} \in N_{S} = 1, \ldots, N,$
- the $N \times N$ matrix $K = \text{diag} \{\kappa_{n}^{-1}\} \in N_{S} = 1, \ldots, N.$

Using (16) and the above notation, the linearized input-output relation can be compactly written as follows:
$$\Delta v(t) \approx \left( \tilde{\Psi} + K^{-1} (Y + Y^{\infty}) \right)^{-1} Y \Delta x(t) \quad (18) = \hat{H} \Delta x(t). \quad (19)$$

We refer to the matrix $\hat{H}$ as the channel matrix of the system. Finally, we obtain the following linear model for the noisy output observed by VSC $n$:
$$\Delta \hat{v}_{n}(t) = \sum_{m = 1}^{N} \hat{h}_{n,m} \Delta x_{m}(t) + z_{n}(t), \quad (20)$$
where $\hat{h}_{n,m}$ is the entry at position $n, m$ of the channel matrix; it can be shown that $\hat{h}_{n,m} > 0$, $\forall n, m$. We conclude by noting that the resulting linearized power talk communication channel (20) is an all-to-all full duplex Gaussian Multiple Access Channel [17], provided that the channel coefficients $\hat{h}_{n,m}$, $m = 1, \ldots, N$, are known.

The channel coefficients $\hat{h}_{n,m}$ determine how strongly the input $\Delta x_{m}$ influences the output observed by VSC $n$; $\hat{h}_{n,m}$ is a function of 1) the instantaneous values of all loads, 2) the line impedances and 3) the virtual resistances of the VSCs, which are controllable. Thus, the values of the channel coefficients can be modified through the virtual resistances:
$$r_{n} = r_{n}^{\infty} + \Delta r_{n}, \quad n = 1, \ldots, N. \quad (21)$$

The optimized values of $r_{n}$, denoted with $r_{n}^{\ast}$, is fixed during the transmission and, in general case, is different from the nominal value $r_{n}^{\infty}$, i.e., $\Delta r_{n} \neq 0$. This phenomenon represents a major difference from standard communication scenarios. In the rest of the paper we assume that the functional relation $\hat{h}_{n,m}(r_{1}, \ldots, r_{N})$ is known $\forall n, m$. This assumption implies knowledge of the impedances of the distribution lines and the values of the loads, i.e., knowledge on the matrices $\Psi$, $Y^{\infty}$ and $K$ for given power demand. Such knowledge can be available a priori (typically, in demand-response scenarios, the load values are available through forecast [13]), or it can be obtained through estimation of $\Psi$, $Y^{\infty}$ and $K$ (this aspect is out of the paper scope).
In the case when the system does not host non-linear loads, i.e., when \( d^2_t = 0 \), \( \forall n \), then \( \kappa_n = 1 \), \( \forall n \) and \( K = I_N \), i.e., it is equal to the \( N \times N \) identity matrix. In this case the linear model (13) is exact and obtains the form:

\[
\Delta v(t) = (\Psi + Y + Y^2)^{-1} Y \Delta x(t) = H \Delta x(t). \tag{22}
\]

**Remark:** From an information-theoretic viewpoint, one can actually send additional information by modulating the virtual resistances. In addition, the channel can also be optimized over the reference voltages. Particularly, generalizing the above communication scheme, we write:

\[
x_n(t) = x^n_0 + \Delta \pi_n + \Delta x_n(t) = \pi_n + \Delta x_n(t), \tag{23}
\]

\[
r_n(t) = r^n_0 + \Delta \pi_n + \Delta r_n(t) = \tau_n + \Delta r_n(t). \tag{24}
\]

Assuming that \( \Delta x_n(t) \) and \( \Delta r_n(t) \) are small, relative to \( \pi_n \) and \( \tau_n \), respectively, and applying Taylor’s expansion we obtain the following linearized model:

\[
\Delta \hat{v}_n(t) = \sum_{m=1}^{N} \left( \tilde{h}_{n,m} \Delta x_m(t) + \tilde{\varphi}_{n,m} \Delta r_m(t) \right), \tag{25}
\]

where \( \tilde{\varphi}_{n,m} \) and \( \tilde{\varphi}_{n,m} \) represent the gains on the channel used to transmit information through the virtual resistances. It can be shown that \( \tilde{h}_{n,m} = \tilde{h}_{n,m}(\tau_1, \ldots, \tau_N, \tau_1, \ldots, \tau_N) \) and \( \tilde{\varphi}_{n,m} = \tilde{\varphi}_{n,m}(\pi_1, \ldots, \pi_N, \pi_1, \ldots, \pi_N) \), i.e., the channel can be optimized over both the virtual resistances and the reference voltages. In this paper, we treat the special case: 1) \( \Delta \pi_n = 0 \), \( \pi_n = x^n_0 \), i.e., the reference voltages are only used for signaling and 2) \( \Delta r_n(t) = 0 \), i.e., the virtual resistances are not information-carrying, and act only as state variables over which the linearized channel is optimized (for notational convenience, we omit the overline symbol in \( \Delta \tau_n = \Delta r_n \)).

**Single Bus System:** We characterize some of the basic properties of the channel coefficients through a simple case of a single bus systems and note that the same observations hold for multibus systems. This system is a special case of the system depicted in Fig. 1 in which the effects of the distribution lines can be neglected and all units are assumed to be connected to a common point and observing the same voltage. In this case (20) transforms into:

\[
\Delta \hat{v}_n(t) = \sum_{m=1}^{N} \left( \hat{h}_{n,m} \Delta x_m(t) + z_n(t) \right), \tag{26}
\]

where the channel coefficients are \( \hat{h}_{n,m} = \tilde{h}_{n,m} r^{-1}_m \) and where:

\[
\hat{h} = r^{\text{bus}} \frac{1}{2} \left( 1 + \frac{\sum_{m=1}^{N} x^n_m}{\sqrt{\left( \sum_{m=1}^{N} x^n_m \right)^2 - d^2}} \right). \tag{27}
\]

We observe that if the system does not host non-linear, constant power load, i.e., if \( d^2_t = 0 \), then \( \kappa = 1 \) and the channel coefficients satisfy \( h_n = r^{-1}_n < 1 \) and \( \sum_{m=1}^{N} h_n < 1 \). In this case, expression (27) reduces to a form used in earlier works on power talk [8, 9]. In general, when \( d^2 \neq 0 \), the above observation is not necessarily true and the channel coefficient, depending on the value \( d^2 \), can be greater than 1. However, the value of \( \kappa \), which appears as a result of linearization, in practice is very close to 1, implying that in most practical cases, \( h_n < 1 \). In fact, from (27), the assumption \( \kappa \approx 1 \) is valid as long as the condition:

\[
r^{\text{bus}} \left( \sum_{n=1}^{N} x^n - i^{cc} \right)^2 \gg 4d^2 \tag{28}
\]

is satisfied. The physical meaning of this condition is that the constant power component of the load constitutes negligible part of the total bus load.

**C. Input Constraints**

Changing the reference voltages and the virtual resistances of VSC units deviates the supplied power. Thus, we consider imposing constraints on the inputs \( \Delta x_n, n = 1, \ldots, N \), in order to limit the related power deviations. The output power that VSC \( n \) is supplying to bus \( n \) is defined as:

\[
p_n = \frac{v_n(x_n - v_r)}{r_n}, \quad n = 1, \ldots, N. \tag{29}
\]

During power talk, the output power \( p_n(t) \) deviates from the nominal \( p^n_0 \) as follows:

\[
p_n(t) = p^n_0 + \Delta p_n(t), \quad n = 1, \ldots, N. \tag{30}
\]

We bound the average power deviation \( \Delta p_n(t) = p_n(t) - p^n_0 \) with respect to the nominal value \( p^n_0 \):

\[
E[(p_n(t) - p^n_0)^2] \leq \pi^2_n, \quad n = 1, \ldots, N, \tag{31}
\]

where \( \pi_n \) is the power deviation budget of VSC \( n \).

The power deviation \( \Delta p_n(t) \) can be decomposed as:

\[
\Delta p_n(t) = \Delta p^\text{ref}_n + \Delta p^\text{var}_n(t), \tag{32}
\]

where \( \Delta p^\text{ref}_n \) is the power deviation due to deviations in the virtual resistances \( \Delta r_n \), see (11), while \( \Delta p^\text{var}_n(t) \) are the power deviations related to the reference voltage deviation \( \Delta x_n(t), n = 1, \ldots, N, \) see (12), respectively. In the proposed communication scheme, the virtual resistances are fixed to their optimized values, such that \( p^n_0 + \Delta p^\text{ref}_n \) is the power supplied by VSC \( m \) in absence of the reference voltage deviations. Afterward, power talk communication through reference
voltage deviations is established around the new power supply level. The key aspect here is that the power deviation bound is defined with respect to the nominal supply level $p_{n}^0$, as formulated in (31).

This is illustrated in Fig. 2. Evidently, if the channel gains are not modified through the virtual resistances, i.e., when $\Delta r_{n} = 0$ and $\Delta p_{n}^{v} = 0$, then the available power budget is allocated only for power talk communication through deviations of the reference voltages. However, after optimizing the channel gains, the available power budget for communication is reduced, as portion of $\pi_{n}$ is allocated to deviate the virtual resistances. This presents a trade-off between the power deviation “investment” into the deviations of reference voltages used for communication and in deviations of virtual resistances used for optimizing channel gains. Section III shows how to optimize this trade-off for a simple one-way communication in order to maximize the received SNR.

For small $\Delta x_{t}(t)$, $n = 1, \ldots, N$, the first-order Taylor approximation of $p_{n}(t)$ around $p_{n}^{0} + \Delta p_{n}^{v}$ is:

$$\Delta p_{n}^{v}(t) \approx \sum_{m=1}^{N} \phi_{n,m} \Delta x_{m}(t), \quad n = 1, \ldots, N,$$

(33)

where:

$$\phi_{n,m} = \begin{cases} \frac{-2h_{n,m} v_{n}}{r_{n}}, & m \neq n, \\ \frac{v_{n}}{r_{n}}, & m = n. \end{cases}$$

(34)

Assuming that $\mathbb{E}[\Delta x_{n}] = 0$ and $\mathbb{E}[\Delta x_{n} \Delta x_{m}] = 0$, for $n$, $m = 1, \ldots, N$, we get:

$$\sum_{m=1}^{N} \phi_{n,m}^{2} \mathbb{E}[\Delta x_{m}^{2}] \leq \pi_{n}^{2} - (\Delta p_{n}^{v})^{2}, \quad n = 1, \ldots, N. $$

(35)

Evidently, all communicating units take part in constraining all inputs. Further, using (35) one can formulate a linear program for maximizing $\mathbb{E}[\Delta x_{t}^{2}]$, $n = 1, \ldots, N$, such that the constraints are met.

We end this section by noting that the developed linear all-to-all full duplex communication model accommodates all possible communication scenarios such as one-way, two-way, broadcast, multicast and multiple access; they can be easily derived from (19) by modifying the respective entries in the input vector $\Delta x(t)$, depending on whether specific VSCs transmit or not.

III. CASE STUDY

In this section we focus on the simple case of one-way communication between two VSC units in the system depicted in Fig. 3. The goal of this example is to illustrate how to take advantage of the property that the channel coefficients can be modified through the virtual resistances.

The system comprises three buses. Buses $A$ and $B$ are generation buses that host only VSCs while bus $C$ is a load bus, hosting only remote load. Bus $C$ is connected to buses $A$ and $B$ through distribution lines. Without loss of generality, the load comprises constant resistance and nonlinear, constant power component and no constant current load. We assume a distance based model for the distribution line resistances, where the resistance of the line is proportional to the line length $L$: $r_{A,C} = \rho L_{A,C}$ and $r_{B,C} = \rho L_{B,C}$, where $\rho = 0.641 \Omega/\text{km}$ [3], [6]. $L_{A,C} = 0.3 \text{ km}$ and $L_{B,C} = 1 \text{ km}$. The nominal reference voltages of the VSCs are $x_{A}^{0} = x_{B}^{0} = 400 \text{ V}$, the nominal virtual resistances $r_{A}^{0} = r_{B}^{0} = 0.39 \Omega$. We assume that the standard deviation of the observation noise, see (13), is $\sigma_{z} = 0.01 \text{ V}$ [18].

A. Communication Model

Assume that VSC $A$ transmits to VSC $B$, while VSC $B$ is silent, i.e. $\Delta x_{B}(t) = 0$. The vectors $\Delta x(t)$ and $\Delta y(t)$ in (19) can be written as $\Delta x(t) = [\Delta x_{A}(t), 0, 0]^{T}$ and $\Delta y(t) = [\Delta v_{A}(t), \Delta v_{B}(t), \Delta v_{C}(t)]^{T}$ while the channel matrix $H$ is given by (26) that is displayed at the bottom of the page, where:

$$\kappa_{C} = \frac{1}{2} \left( 1 + \frac{\frac{v_{A}}{r_{A,C}} + \frac{v_{B}}{r_{B,C}}}{\sqrt{\left( \frac{v_{A}}{r_{A,C}} + \frac{v_{B}}{r_{B,C}} \right)^{2} - \frac{4\psi}{r_{C}}} } \right).$$

(37)

The output observed by VSC $B$ is:

$$\Delta \hat{v}_{B}(t) = \bar{h}_{B,A} \Delta x_{A}(t) + z_{B}(t).$$

(38)

The VSC $B$ employs maximum likelihood detection on the observed channel output, and the effective received SNR is:

$$\text{SNR}_{B} = \frac{\bar{h}_{B,A}^{2} \mathbb{E}[\Delta x^{2}_{A}]}{\sigma_{z}^{2}}.$$  

(39)

$$\bar{H} = \begin{pmatrix} \frac{1}{r_{A,C}} & 0 & -\frac{1}{r_{A,C}} \\ 0 & \frac{1}{r_{B,C}} & -\frac{1}{r_{B,C}} \\ -\frac{1}{r_{A,C}} & \frac{1}{r_{B,C}} & \frac{1}{r_{A,C}} + \frac{1}{r_{B,C}} \end{pmatrix} + \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & \kappa_{C} \end{pmatrix} \begin{pmatrix} \frac{1}{r_{A}} & 0 & 0 \\ 0 & \frac{1}{r_{B}} & 0 \\ 0 & 0 & \frac{1}{r_{C}} \end{pmatrix}^{-1} \begin{pmatrix} \frac{1}{r_{A}} & 0 & 0 \\ 0 & \frac{1}{r_{B}} & 0 \\ 0 & 0 & \frac{1}{r_{C}} \end{pmatrix}.$$  

(36)
The constraints (35) on input $\Delta x_A$ become:

$$\beta^2 \phi_{A,A} E[\Delta x_A^2] \leq \pi_A^2 - (\Delta \rho_A)^2, \quad (40)$$

$$\beta^2 \phi_{B,A} E[\Delta x_A^2] \leq \pi_B^2 - (\Delta \rho_B)^2, \quad (41)$$

from which we obtain the following expression for the received SNR:

$$\text{SNR}_B = \frac{\tilde{h}_B^2}{\sigma_n^2} \min \left\{ \frac{\pi_A^2 - (\Delta \rho_A)^2}{\beta^2 \phi_{A,A}}, \frac{\pi_B^2 - (\Delta \rho_B)^2}{\beta^2 \phi_{B,A}} \right\}. \quad (42)$$

The channel gains $\tilde{h}_{A,A}$ and $\tilde{h}_{B,A}$ can be obtained from $\tilde{H}$ in (36), after which $\phi_{A,A}$ and $\phi_{B,A}$ are calculated from (34).

The “investments” in power deviations due to virtual resistance modifications are calculated as follows:

$$\Delta \rho_n^r = \frac{(x_n^n - v_n) v_n}{r_n^n - 2 \sigma_n^2}, \quad n = A, B, \quad (43)$$

where $v_n$ is given with (44).

**B. SNR Maximization**

We rewrite (42) as:

$$\text{SNR}_B = \frac{1}{\sigma_n^2} \min \left\{ g_A(r_A, r_B), g_B(r_A, r_B) \right\}, \quad (45)$$

where the functions

$$g_A(r_A, r_B) = \tilde{h}_{B,A}^2 \frac{(\pi_A^2 - (\Delta \rho_A)^2)}{\beta^2 \phi_{A,A}}, \quad (46)$$

$$g_B(r_A, r_B) = \tilde{h}_{B,A}^2 \frac{(\pi_B^2 - (\Delta \rho_B)^2)}{\beta^2 \phi_{B,A}}, \quad (47)$$

are introduced for notation convenience. We are interested in the behavior of the received SNR as function of the virtual resistances over the domain $\mathcal{R} = \{(r_A, r_B) : g_A \geq 0, g_B \geq 0\}$, i.e. for pairs $r_A, r_B$ for which the SNR is positive, which is equivalent to the conditions $\Delta \rho_A^2 < \pi_A$ and $\Delta \rho_B^2 < \pi_B$. In this respect, it can be shown that:

- In order to increase the values of the functions $g_A$ and $g_B$, one has to increase $r_A$ and $r_B$ beyond their nominal values.
- By investigating the Hessian of the vector function $[g_A, g_B]^T$ with respect to $[r_A, r_B]^T$, it can be verified that these functions are concave over $\mathcal{R}$.
- Finally, the received SNR is the minimum of $g_A$ and $g_B$, and is therefore also a concave function over $\mathcal{R}$.

Due to the concavity of the SNR, optimal combination $r_A^*, r_B^*$ that maximizes the received SNR subject to the available power deviation budgets can be found. The SNR maximization problem can be formally written as:

$$\max_{r_A, r_B} g_A, \quad \text{s.t.} \quad g_A = g_B, \quad (49)$$

where $r_n^{\text{max}}$ is the upper bound of the allowable dynamic range on the virtual resistances, satisfying (11). In other words, we seek the intersection point of the functions $g_A$ and $g_B$ for which (45) is maximized.

The functions $g_A$ and $g_B$ are nonlinear in the virtual resistances, preventing us from finding a closed form solution to (48). Therefore, we resort to iterative, global optimization solver. In this paper, we employ a grid-search in the region $[r_A^{\text{min}} \leq r_A \leq r_A^{\text{max}}, r_B^{\text{min}} \leq r_B \leq r_B^{\text{max}}]$ for both virtual resistances, to obtain $r_A^*, r_B^*$. Fig. 4 depicts the capacity $C_B$ for given values of the loads $\delta_{n,C}^r$ and $\delta_{n,C}^c$ of the one-way power talk channel (38) before/after SNR maximization, as a function of the power deviation budget when $\pi_A = \pi_B$.

$$C_B = \frac{1}{2} \log(1 + \text{SNR}_B). \quad (51)$$

Evidently, the capacity of the scheme increases as the available power budget increases. However, it is also obvious that a significant gain in the information rate can be achieved after optimizing values of the virtual resistances/maximizing the received SNR.

**IV. Conclusion**

In this paper, we focused on power talk for multibus DC MG systems of arbitrary configuration, investigating the case
in which the information is modulated in the deviations of the reference voltage. To analyze the proposed communication setup, we developed a small signal framework and showed that the communication channel outputs (i.e., bus voltage deviations) are linear in the input signals (i.e., reference voltages), while the channel coefficients are functions of the virtual resistances. Through a case study, we showed how to exploit these properties in order to optimize the virtual resistances such that effective SNR is maximized under the constraints on supplied power deviation.

The focus of our future work will be on the general approach in which both controllable parameters, reference voltage $\alpha_n$ and virtual resistance $r_n$, are jointly optimized in order to maximize the capacity of the derived communication channels. The main challenge in this regard is the highly non-linear relation between the channel output and the inputs, consisting of reference voltage and virtual resistance deviations; thus, further investigation is required to develop analytically tractable model.
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