GAUGE-THEORETIC INVARIANTS FOR TOPOLOGICAL INSULATORS: A BRIDGE BETWEEN BERRY, WESS–ZUMINO, AND FU–KANE–MELE
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ABSTRACT. We establish a connection between two recently-proposed approaches to the understanding of the geometric origin of the Fu–Kane–Mele invariant $\text{FKM} \in \mathbb{Z}_2$, arising in the context of 2-dimensional time-reversal symmetric topological insulators. On the one hand, the $\mathbb{Z}_2$ invariant can be formulated in terms of the Berry connection and the Berry curvature of the Bloch bundle of occupied states over the Brillouin torus. On the other, using techniques from the theory of bundle gerbes it is possible to provide an expression for $\text{FKM}$ containing the square root of the Wess–Zumino amplitude for a certain $U(N)$-valued field over the Brillouin torus.

We link the two formulas by showing directly the equality between the above mentioned Wess–Zumino amplitude and the Berry phase, as well as between their square roots. An essential tool of independent interest is an equivariant version of the adjoint Polyakov–Wiegmann formula for fields $\mathbb{T}^2 \rightarrow U(N)$, of which we provide a proof employing only basic homotopy theory and circumventing the language of bundle gerbes.
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1. Introduction

Introduced by Fu, Kane and Mele to characterize 2-dimensional time-reversal symmetric topological insulators [28, 16], the eponym invariant FKM $\in \mathbb{Z}_2$ has now been investigated for one decade, especially in regard to its geometric interpretation. Despite the fact that Fu and Kane immediately suggested that it captures the existence ($\text{FKM} = 0$) or not ($\text{FKM} = 1$) of a set of compatible Kramer’s pairs over the whole Brillouin torus $\text{BZ} \cong \mathbb{T}^2$, the interpretation of FKM as an obstruction to define a global, smooth, periodic, and time-reversal symmetric Bloch frame for a general family of projectors $P(k)$ for $k \in \text{BZ}$ (which, in applications to topological insulators, projects on the space of occupied Bloch states at fixed crystal momentum $k$) was mathematically established only recently in [13].

![Figure 1](image_url)  

**Figure 1.** The Brillouin zone is periodic in $k_1$ and $k_2$, the effective Brillouin zone (EBZ) is half of it and its boundaries are the two loops $T_0$ and $T_\pi$. The black dots are the four time-reversal invariant momenta, namely the inequivalent points invariant under $k \mapsto -k$.

Besides, the question regarding the explicit computation of FKM for a given model has been also intensively studied. Notice how any formula for the topological invariant should take into account the symmetries of the physical system, namely periodicity and time-reversal symmetry: the former allows to focus one’s attention in $k$-space to the Brillouin zone BZ, while the latter further reduces the relevant points to consider to the effective Brillouin zone EBZ. Topologically, the Brillouin zone is a 2-torus, while the effective Brillouin zone can be regarded a cylinder whose boundary is constituted by the two 1-dimensional tori (or loops) $T_0$ and $T_\pi$ (see Figure 1).

The initial definition of FKM in terms of a Pfaffian formula [16], requiring the evaluation of certain quantities only over the four time-reversal invariant momenta of the Brillouin zone (see Figure 1), has the advantage of being compact and easy to compute, but avoids somehow to take into account the geometric framework behind. In particular, the Pfaffian formula is not well suited for generalizations, such as for example periodically driven or disordered systems. A very different situation occurs for systems with broken time-reversal symmetry, like quantum Hall systems (see [23] and references therein) and Chern insulators [25, 1, 6], where the topological invariant was early recognized to be the (first) Chern number. The latter can be computed through a “local” formula, namely integrating the Berry curvature, defined directly in terms of the family of projectors $P(k)$ as $\mathcal{F} = -i \text{Tr} \left\{ P(dP)^2 \right\}$, over the Brillouin torus (compare (2.6)), and has moreover an interpretation again as a topological obstruction.
to the existence of a global, smooth, and periodic Bloch frame [37, 38, 34]. To overcome the difficulties of the Pfaffian formula for $\text{FKM} \in \mathbb{Z}_2$ and clarify its geometric origins, other approaches have been proposed to compute the Fu–Kane–Mele invariant [40, 41, 24, 42, 10].

From the geometric obstruction formalism mentioned above, a different formula for $\text{FKM}$ can be derived [16, 8, 34], namely

$$\text{FKM} = \delta,$$

where

$$\delta = \frac{1}{2\pi} \left( \oint_{T_\pi} \mathcal{A} - \oint_{T_0} \mathcal{A} \right) - \frac{1}{2\pi} \int_{\text{EBZ}} \mathcal{F} \mod 2,$$  (1.1)

where, in contrast to the Chern number formula (2.6), the Berry curvature $\mathcal{F}$ is integrated only over the effective Brillouin zone EBZ. The extra “boundary” terms involve the Berry connection $\mathcal{A}$, computed with respect to a time-reversal symmetric frame on $T_0/\pi$; the fact that the expression is well-defined mod 2 essentially accounts for the dependence of $\mathcal{A}$ on a gauge preserving time-reversal symmetry of Bloch frames.

In a completely independent way, the Fu–Kane–Mele invariant was recently computed in terms of the uniquely-defined square root of a Wess–Zumino amplitude [5, 19]

$$(-1)^{\text{FKM}} = \sqrt{e^{iS_{\text{WZ}}[U_P]}} \quad \text{where} \quad U_P(k) = 1 - 2P(k) \in U(N).$$  (1.2)

This topological term was defined in the context of quantum field theory as a holonomy over a bundle gerbe [20], a powerful but somewhat heavy formalism that allows to implement time-reversal invariance properly on $S_{\text{WZ}}$ so that the square root of the amplitude is well-defined and ends up coinciding with the Pfaffian formula when computed for the field $U_P$. Moreover, this framework was also used to consider 3-dimensional invariants [19], which as a side effect gives the effective reformulation

$$(-1)^{\text{FKM}} = \mathcal{K}, \quad \text{where} \quad \mathcal{K} := \sqrt{\frac{\exp(iS_{\text{WZ}}[\phi_\pi])}{\exp(iS_{\text{WZ}}[\phi_0])}} \exp\left(\frac{i}{24\pi} \int_{S^1 \times \text{EBZ}} \text{Tr}\{(\Phi^{-1}d\Phi)^3\}\right).$$  (1.3)

where $\Phi(t, k) := \exp(2\pi itP(k)) \in U(N)$ for $(t, k) \in S^1 \times \text{BZ}$ and $\phi_a(t, k) := \Phi(t, a, k)$ for $(t, k) \in S^1 \times \mathbb{T}$ and $a \in \{0, \pi\}$. Additionally, when considering the definition of Wess–Zumino amplitude in terms of extension of fields (see Definition 2.7 below), this formula also gives a concrete expression for the formulation by Moore and Balents of the Fu–Kane–Mele invariant as an extension of the Chern number formula when restricted to the effective Brillouin zone [36].

Noticing that the square roots of the Wess–Zumino amplitudes appearing in (1.3) are computed from restrictions of the family of projectors to the boundaries $T_0/\pi$ of the effective Brillouin zone, and that moreover the integral over $S^1 \times \text{EBZ}$ on the right-hand side can be reduced to the one over EBZ of the Berry curvature $\mathcal{F}$ (see (2.12) below), the formula above bears a strong similarity with a multiplicative version of the invariant $\delta$ defined in (1.1). The aim of this paper is then to deduce expression (1.3) for $\mathcal{K}$ directly from the expression (1.1) for $\delta$, using only differential calculus techniques and Witten’s original definition of Wess–Zumino amplitudes in terms of fields extension [44]. We will do so in Theorem 2.12. In particular, this establishes independently the identity in (1.3) and shows that the two approaches to compute FKM are equivalent by means of elementary tools from topology and differential geometry, without referring to the Pfaffian formula and circumventing the gerbe formalism.

---

1This formula is not explicitly written in [19], but is analogous to formula (II.53) in [19] and its derivation is explained in words at the end of Section II.D, page 22 there.
Our proof of (1.3) is reduced to the following identity, which constitutes the main result of this paper (compare Theorem 2.11, part 2):
\[ \sqrt{\exp (i S_{WZ} \phi_a)} = \sqrt{\exp (-i \oint_{T_a} A)}, \quad a \in \{0, \pi \} \]  
(1.4)
(the square root on the right-hand side is understood in the sense provided by Definition 2.4 below). The above relation, together with the analogue one which holds before taking the square root when time-reversal invariance is broken (compare Theorem 2.11, part 1), is a result of independent interest, providing a simple interpretation of Wess–Zumino amplitudes for fields restricted to some loops in the Brillouin torus.

The paper is organized as follows. In Section 2 we define properly all the quantities mentioned previously and needed to state the main results of the paper. Then Section 3 is dedicated to the proof of some homotopy invariance properties of Wess–Zumino amplitudes: as an interesting byproduct, we are able to show the validity of the (equivariant) adjoint Polyakov–Wiegmann formula, computing the (square root of the) Wess–Zumino amplitude of a product of fields of the form \( g h g^{-1} \), in the specific case of \( U(N) \)-valued fields defined on \( \Sigma = \mathbb{T}^2 \) (Theorem 3.5). This is used in Section 4 to prove the main Theorem 2.11. Finally Section 5 concludes with some possible generalizations and perspectives. The Appendix collects some results concerning the homotopy classes of \( U(N) \)-valued maps defined on the circle or on the 2-torus, which are used several times throughout the paper.

Acknowledgments. The authors thank D. Fiorenza and K. Gawędzki for fruitful discussions and their useful comments about this work. D.M. acknowledges financial support from the German Science Foundation (DFG) within the GRK 1838 “Spectral theory and dynamics of quantum systems”. The work of C.T. was supported by the PRIN project “Mathematical problems in kinetic theory and applications” (prot. 2012AZS52J).

2. Definitions and main results

In what follows we define the different objects that have appeared in the Introduction, and state our main results. All are based on the same input describing the physical model, namely a family \( P(k), k \in \mathbb{R}^2 \), of rank-\( m \) projectors in \( \mathcal{B}(\mathcal{H}) \), \( \mathcal{H} = \mathbb{C}^N \), which is smooth and \( (2\pi \mathbb{Z})^2 \)-periodic in \( k \). Thus \( P(k) \) is effectively defined for \( k \in \mathbb{T}^2 := \mathbb{R}^2/(2\pi \mathbb{Z})^2 \); in the following, we will identify \( \mathbb{T} = \mathbb{R}/2\pi \mathbb{Z} \) with the interval \([−\pi, \pi]\) with endpoints identified. At times, we may also require the family to be time-reversal symmetric with odd time-reversal symmetry, i.e.
\[ P(-k) = \theta P(k) \theta^{-1} \]  
(2.1)
for some antiunitary operator \( \theta: \mathcal{H} \to \mathcal{H} \) such that \( \theta^2 = -1 \). The presence of such operator immediately implies that the dimension of \( \mathcal{H} \) is even, \( N = 2M \), because
\[ (\varphi_1, \varphi_2) := \langle \theta \varphi_1, \varphi_2 \rangle, \quad \varphi_1, \varphi_2 \in \mathcal{H} \]  
(2.2)
defines a symplectic form over \( \mathcal{H} \). Moreover, without loss of generality we may assume [26] that \( \theta \) is of the form \( \theta = JK \), where \( J \) is the symplectic matrix
\[ J = \begin{pmatrix} 0 & 1 & & \ddots & & \ & & 0 & 1 & \ & & & & -1 & 0 \end{pmatrix} \]  
(2.3)
and $K$ denotes the complex conjugation operator (with respect to some basis in $\mathcal{H}$). By a similar argument, also the rank of the projectors $P(k)$ must be even, $m = 2n$: simply consider the restriction of the symplectic form on $\mathcal{H}$ defined above to the invariant subspace $\text{Ran} P(0)$.

In applications to condensed matter systems, such a family of projectors comes from a periodic and time-reversal symmetric Hamiltonian, and selects the occupied Bloch states at fixed crystal momentum $k$ below the Fermi energy, whenever the latter sits in a spectral gap:

$$P(k) = \sum_{n}^{\text{occ}} |\psi_{n,k}\rangle \langle \psi_{n,k}|$$

(see e.g. [35]).

2.1. **Bloch frames, Berry connection, Berry curvature.** We collect here some definitions of geometric objects which can be constructed out of a family of projectors $P(k)$ as above.

**Definition 2.1 (Bloch frame).** A **Bloch frame** for the family of projectors $P(k)$ is a collection of vectors $\{e_{a}(k)\}_{1 \leq a \leq m}$ which give an orthonormal basis of the vector space $\text{Ran} P(k) \subset \mathcal{H}$; equivalently,

$$P(k) = \sum_{a=1}^{m} |e_{a}(k)\rangle \langle e_{a}(k)|.$$ 

A Bloch frame is called **continuous, smooth, or periodic** if the corresponding functions $k \mapsto e_{a}(k)$ are continuous, smooth, or periodic for all $a \in \{1, \ldots, m\}$. A Bloch frame is called **time-reversal symmetric** if

$$e_{2j-1}(-k) = -\theta e_{2j}(k), \quad e_{2j}(-k) = \theta e_{2j-1}(k), \quad 1 \leq j \leq n = m/2.$$ 

The notion of Bloch frames allows to define the Berry connection, Berry phase and Berry curvature associated to $P(k)$, first introduced in [3].

**Definition 2.2 (Berry connection).** Let $\{e_{a}(k)\}_{1 \leq a \leq m}$ be a Bloch frame for the family of projectors $P(k)$. The (**abelian**) **Berry connection** associated to the frame is the 1-form

$$A := -i \sum_{a=1}^{m} \langle e_{a}, de_{a} \rangle.$$ (2.4) ☐

Notice that if $\{e'_{a}(k)\}_{1 \leq a \leq m}$ is another Bloch frame, then the Berry connection $A'$ associated to this frame reads²

$$A' = A - i \text{tr} \{ u^{-1} du \},$$

if $u(k)$ denotes the change-of-basis matrix (also known as the **gauge**) between $\{e_{a}(k)\}$ and $\{e'_{a}(k)\}$, that is,

$$[u(k)]_{ab} := \langle e_{a}(k), e'_{b}(k) \rangle.$$ 

The Berry connection is thus **gauge-dependent**, i.e. it depends on the choice of the Bloch frame.

Observe also that, if $T$ is a loop in $T^{2}$ (say e.g. the one where one of the coordinates $(k_{1}, k_{2})$ stays constant), and if a continuous, periodic Bloch frame on $T$ exists, then

$$\frac{1}{2\pi} \oint_{T} A' = \frac{1}{2\pi} \oint_{T} A + \frac{1}{2\pi i} \oint_{T} \text{tr} \{ u^{-1} du \}.$$ 

---

² We denote by $\text{tr} \{ \cdot \}$ the trace of an $m \times m$ matrix, and by $\text{Tr} \{ \cdot \}$ the trace of an operator on $\mathcal{H}$ (i.e. of an $N \times N$ matrix).
The second summand on the right-hand side of the above equality computes the winding number of the (periodic) map $T \ni k \mapsto \det u(k) \in U(1)$ (see e.g. Lemma A.1 in the Appendix), and is thus an integer. This leads to set the following

**Definition 2.3 (Berry phase).** The gauge-independent quantity

$$\exp\left(-i \oint_T \mathcal{A}\right) \in U(1)$$

is called the *Berry phase*. ◊

When $\{e_a(k)\}$ is a time-reversal symmetric Bloch frame, we may ask how the integral of $\mathcal{A}$ over a loop changes when choosing a different gauge which preserves this symmetry. It is easily verified that the frame $\{e'_a(k)\}$ will be again time-reversal symmetric if the relative gauge $u(k)$ satisfies

$$u(-k) = J^{-1} u(k) J , \quad (2.5)$$

where $J$ is the $m \times m$ symplectic matrix as in (2.3). If now the loop $T$ is left invariant by the involution $k \mapsto -k$ (as is the case for example for the loops $T_{0/\pi}$ in Figure 1), then the above relation implies that the winding number of $k \mapsto \det u(k)$ is an *even* integer (compare part 2 of Lemma A.1). This yields that $\oint_T \mathcal{A}$ is actually well-defined mod $4\pi \mathbb{Z}$, and we can define

**Definition 2.4 (Square root of the Berry phase).** The *square root of the Berry phase* is given by

$$\sqrt{\exp\left(-i \oint_T \mathcal{A}\right)} := \exp\left(-\frac{i}{2} \oint_T \mathcal{A}\right) \in U(1)$$

where $\mathcal{A}$ is computed with respect to a smooth, periodic and time-reversal symmetric Bloch frame. This quantity is invariant under changes of gauge which preserve time-reversal symmetry. ◊

The Berry phase and its square root will play a prominent role in our main results.

**Definition 2.5 (Berry curvature and Chern number).** The *Berry curvature* associated to the family of projectors $P(k)$ is given by$^3$

$$\mathcal{F} := -i \text{Tr} \{ P(dP)^2 \} .$$

The *Chern number* of $P(k)$ is the integer

$$C_1(P) := \frac{1}{2\pi} \int_{T^2} \mathcal{F} \in \mathbb{Z} . \quad (2.6)$$

Since it is expressed directly in terms of the projectors, the Berry curvature (and hence the Chern number) is a gauge-invariant quantity. Moreover, a long but straightforward computation shows that the Berry curvature 2-form is the differential of the Berry connection 1-form, that is, $\mathcal{F} = d\mathcal{A}$. ◊

**Remark 2.6 (Geometric interpretation: Bloch bundle).** To each smooth and periodic family of projectors, one can associate (via the Serre–Swan construction) a vector bundle $\mathcal{E}$ over the Brillouin 2-torus $T^2$, called the *Bloch bundle*. Roughly speaking, $\mathcal{E}$ is determined by requiring that its fiber over the point $k \in T^2$ be the $m$-dimensional vector space $\text{Ran} P(k)$ – see [38, 35] for details.

$^3$The product of differential forms is always the wedge product. Thus $\omega^n := \omega \wedge \cdots \wedge \omega$.

For the definition of the trace $\text{Tr}\{\}$, compare the footnote on page 5.
All the terminology employed in this Section has been borrowed indeed from the language of vector bundles. Bloch frames are nothing but trivializing frames for the Bloch bundle: as such, they are in general only defined locally on $\mathbb{T}^2$. The Berry connection is the trace of the connection 1-form associated to the Grassmann connection, induced by the trivial connection via the obvious inclusion $E \hookrightarrow \mathbb{T}^2 \times \mathbb{C}^m$ or, equivalently, when a smooth and periodic Bloch frame for $P(k)$ exists on the whole $\mathbb{T}^2$ [38]. The gauge invariance of the Berry phase can be also understood from the fact that it equals the determinant of the holonomy associated to the Berry connection along the loop [8, Prop. 4.3] (see also [43, 29, 14]).

The Chern number is a topological invariant associated to the Bloch bundle $E$, and it characterizes its isomorphim class as a bundle over the 2-dimensional torus [38]. In particular, it vanishes exactly when $E$ is trivial (i.e. isomorphic to the product bundle $\mathbb{T}^2 \times \mathbb{C}^m$) or, equivalently, when a smooth and periodic Bloch frame for $P(k)$ exists on the whole $\mathbb{T}^2$ [38]. The fact that the formula (2.6) computes an integer is a non-trivial statement, which can be proved for example using obstruction theory [34]. In applications to solid-state physics, the Chern number appears as a theoretical explanation for the quantization of the Hall conductance in quantum Hall systems, see [23] and references therein.

As a last observation, notice that the Chern number vanishes for time-reversal symmetric families of projectors [38, 35]. Indeed, the Berry curvature can be written as

$$F = \Omega(k) \, dk_1 \wedge dk_2, \quad \text{where} \quad \Omega(k) := -i \, \text{Tr} \{ P(k) [\partial_{k_1} P(k), \partial_{k_2} P(k)] \}.$$  

If $P(k)$ satisfies (2.1), then $\Omega(k) = -\Omega(-k)$ is odd, and hence integrates to zero over $\mathbb{T}^2$.

2.2. Wess–Zumino amplitudes and their square roots. We abandon momentarily the language of families of projectors to discuss the second main character in the results of the present paper, namely the Wess–Zumino amplitude. Here we consider Witten’s original definition of the Wess–Zumino action [44], namely

**Definition 2.7 (Wess–Zumino action).** A field is a smooth map $g : \Sigma \to G$, where $\Sigma$ a 2-dimensional compact and closed surface and $G$ is a (compact, matrix) Lie group. An extension of a field is a map $\tilde{g} : \tilde{\Sigma} \to G$ where $\tilde{\Sigma}$ is a 3-dimensional manifold with boundary $\partial \tilde{\Sigma} = \Sigma$ such that the restriction $\tilde{g}|_{\partial \tilde{\Sigma}} = g$.

The Wess–Zumino action of a field $g$ is then defined by

$$S_{WZ}[g] := \int_{\Sigma} \tilde{g}^* \chi, \quad \text{where} \quad \tilde{g}^* \chi = \frac{1}{2\pi} \, \text{Tr} \{ (\tilde{g}^{-1} d\tilde{g})^3 \}. \quad (2.7)$$

Thus $\tilde{g}^* \chi$ is the pullback via $\tilde{g}$ of the 3-form $\chi$ on the group $G$.  

Let us point out two obvious problems that this definition of $S_{WZ}[g]$ poses:

1. it requires the existence of an extension for the given field $g$;
2. the value it computes could a priori depend on the choice of the extension.

When $G$ is simply connected (like for example $G = SU(N)$), the existence of an extension for any map $g : \Sigma \to G$ to a 3-manifold with boundary $\Sigma$ is guaranteed by the fact that $G$ is 2-connected, as $\pi_2(G) = 0$ for any compact Lie group. However, in the applications we have in mind, the surface $\Sigma$ will always be a 2-dimensional torus $\mathbb{T}^2$, and the Lie group will always be the non-simply-connected unitary group $U(N)$. In this case, the existence of an extension is guaranteed if the winding number of $g$ along one direction of $\Sigma = \mathbb{T} \times \mathbb{T}$ vanishes, as in this case the field can be extended to the solid torus, where the corresponding circle $T$ is “filled”
to a unit disk\(^4\). This will always be the case for the fields considered below. Besides, if \(g\) has non-vanishing winding numbers in both directions, the previous definition is still meaningful using the invariance of the Wess–Zumino action under diffeomorphisms of \(\Sigma\) [17, 20], since a reparametrization of the torus always allows to “unwind” the field in one direction.

As for the second problem with the definition of \(S_{WZ}\), one notices that when \(G = U(N)\) the Wess–Zumino action is properly normalized so that for two different extensions \((\tilde{\Sigma}_1, \tilde{g}_1)\) and \((\tilde{\Sigma}_2, \tilde{g}_2)\) the difference between the two computations\(^5\)

\[
S_{WZ}^{(1)}[g] - S_{WZ}^{(2)}[g] \in 2\pi\mathbb{Z}
\]

so that the corresponding Wess–Zumino amplitude

\[
\exp(iS_{WZ}[g]) \in U(1)
\]
is well-defined.

As a simple example of Wess–Zumino computation, and to see a first relation with the previous Subsection, we provide the following

**Proposition 2.8.** For a smooth family of projectors \(P(k)\) with \(k \in \mathbb{T}^2\), consider the field \(U_P(k) := 1 - 2P(k) \in U(N)\). Then

\[
e^{iS_{WZ}[U_P]} = (-1)^{C_1(P)} \tag{2.8}
\]

where \(C_1(P)\) is the Chern number of \(P(k)\) defined in (2.6).

**Proof.** Consider the following extension: \(\tilde{\Sigma} := [0, 1] \times \mathbb{T}^2\) and

\[
\tilde{U}_P(t, k) := e^{i\pi t P(k)} = e^{i\pi t} P(k) + 1 - P(k)
\]

where the last equality comes from the spectral decomposition of \(P(k)\). Moreover \(\tilde{U}_P(1, k) = U_P(k)\) and \(\tilde{U}_P(0, k) = 1\), so that the boundary \(\{0\} \times \mathbb{T}^2\) gives a trivial contribution in the computation of the Wess–Zumino action. Thus a direct computation shows

\[
\tilde{U}_P^{-1}d\tilde{U}_P = i\pi dt P + (e^{i\pi t} - 1)dP + 2(1 - \cos(\pi t))PdP
\]

where we have used that \((1 - P)P = 0\) since \(P\) is a projector. Hence, after some algebra

\[
\text{Tr} \left( (\tilde{U}_P^{-1}d\tilde{U}_P)^3 \right) = 6i\pi (\cos(\pi t) - 1) \text{dTr} \{P(dP)^2\} \tag{2.9}
\]

where we have used that \(P(dP)P = 0\), so that when integrating over \(t\) we get

\[
S_{WZ}[U_P] = -\frac{i}{2} \int_{\mathbb{T}^2} \text{Tr} \{P(dP)^2\} = \pi C_1(P)
\]

which concludes the proof by taking the corresponding amplitude. \(\square\)

The analogue of the above statement in the context of a time-reversal symmetric topological insulators is (1.2). As was already noticed, when (2.1) is satisfied the Berry curvature is odd and the Chern number vanishes, so that the Wess–Zumino amplitude in (2.8) is always 1. This shows in particular that its square root, which appears in (1.2), belongs to \(\{\pm 1\} = \mathbb{Z}_2\). However the explicit computation of the square root for the Wess–Zumino amplitude of any

\(^4\)Indeed, the vanishing of the winding number along \(T\) implies that the restriction of the field to \(T\) is homotopic to a constant map (Lemma A.1); besides, an homotopy \(F : T \times [0, 1] \to U(N)\) from a constant map \(f_0\) to a map \(f_1\) provides an extension of \(f_1\) to the unit disk by setting \(f(r e^{ih}) := f_1(k), (k, r) \in T \times [0, 1]\).

\(^5\)This fact depends on the proper normalization of \(\chi\) as the unique generator of the third cohomology group \(H^3(U(N); \mathbb{Z})\), see [7, 2, 18]. For more general Lie groups the Wess–Zumino action is not ambiguous only when \(\chi\) is multiplied by specific levels \(k \in \mathbb{Z}\).
time-reversal invariant map requires the technology of (Hermitian line) bundle gerbe with unitary connection, and was already deeply investigated in [5, 19].

Here we would like to circumvent this approach and define the square root of Wess–Zumino amplitudes à-la-Witten, that is, via field extensions, at least for $U(N)$-valued fields. To this end, recall that by a time-reversal symmetry we mean an antiunitary operator $\theta: \mathcal{H} \to \mathcal{H}$ on the Hilbert space $\mathcal{H} = \mathbb{C}^{2M}$ such that $\theta^2 = -1$. The induced adjoint action of the time-reversal symmetry operator on the unitaries over $\mathcal{H}$ will be denoted by

$$\Theta(g) := \theta g \theta^{-1}, \quad g \in U(2M). \quad (2.10)$$

**Definition 2.9 (Equivariant fields and extensions).** A field $g: \Sigma \to U(2M)$ on the 2d compact surface $\Sigma$ will be called $\mathbb{Z}_2$-equivariant (or simply equivariant) if there exists an involution $\vartheta: \Sigma \to \Sigma$ such that $\Theta \circ g = g \circ \vartheta$. By an equivariant extension of the field $g: \Sigma \to U(2M)$ we mean a map $\tilde{g}: \tilde{\Sigma} \to U(2M)$ from a 3d manifold $\tilde{\Sigma}$ with boundary $\partial\tilde{\Sigma} = \Sigma$ such that

- $\tilde{g}|_{\partial\tilde{\Sigma}} \equiv g$, and
- there exists an involution $\tilde{\vartheta}$ on $\tilde{\Sigma}$ such that $\tilde{\vartheta}|_{\partial\tilde{\Sigma}} \equiv \vartheta$ and $\Theta \circ \tilde{g} = \tilde{g} \circ \tilde{\vartheta}$. ♦

For equivariant fields, a finer notion than the Wess–Zumino amplitude can be introduced.

**Definition 2.10 (Square root of the Wess–Zumino amplitude).** For an equivariant field $g: \Sigma \to U(2M)$, the square root of the Wess–Zumino amplitude is defined as

$$\sqrt{\exp(i S_{WZ}[g])} := \exp\left(\frac{i}{2} \int_{\tilde{\Sigma}} \tilde{g}^* \chi\right)$$

where $\tilde{g}$ is an equivariant extension of $g$ and $\chi$ is the 3-form over $U(2M)$ appearing in (2.7). ♦

Notice that equivariance of the extension makes the quantity $\int_{\tilde{\Sigma}} \tilde{g}^* \chi$ well defined mod $4\pi\mathbb{Z}$ rather than mod $2\pi\mathbb{Z}$, see [5] and [19, Prop. 1]. The latter references show also that there exists indeed an equivariant extension for any equivariant field $g: \mathbb{T}^2 \to U(2M)$.

2.3. Main results. We are finally able to state the main results. These concern the evaluation of Wess–Zumino amplitudes for very specific fields that are defined starting from a smooth, periodic, and possibly time-reversal symmetric family of projectors $P(k)$, $k \in \mathbb{R}^2$. These fields appeared in (1.3) and read

$$\phi_a(t, k) := \exp(2\pi i P(a, k)), \quad (t, k) \in S^1 \times \mathbb{T}_a, \quad \text{for } a \in \{0, \pi\} \quad (2.11)$$

where $S^1 = \mathbb{R}/\mathbb{Z}$ and $\mathbb{T}_{0/\pi}$ are the boundaries of the effective Brillouin zone EBZ (see Figure 1). The Wess–Zumino amplitude of $\phi_a$ will be expressed in terms of the Berry phase of the projector along the loop $\mathbb{T}_a$, both in presence and in absence of time-reversal symmetry.

**Theorem 2.11.** Let $P(k)$, $k \in \mathbb{R}^2$, be a smooth and periodic family of projectors on $\mathcal{H} \simeq \mathbb{C}^N$. Define $\phi_a: S^1 \times \mathbb{T}_a \to U(N)$ as in (2.11) for $a \in \{0, \pi\}$.

1. The Wess–Zumino amplitude of the field $\phi_a$ equals the Berry phase of the projectors along $\mathbb{T}_a$, i.e.

$$\exp(i S_{WZ}[\phi_a]) = \exp\left(-i \oint_{\mathbb{T}_a} A\right).$$
(2) If moreover the family of projectors is time-reversal symmetric, then the square root of the Wess–Zumino amplitude of the field $\phi_a$ equals the square root of the Berry phase of the projectors along $T_a$, i.e.

$$\sqrt{\exp(iS_{WZ}[\phi_a])} = \sqrt{\exp\left(-i\oint_{T_a} A\right)}.$$ 

Notice that part of the statement entails the well-posedness of the (square root of the) Berry phase, that is, of the existence of a smooth, periodic (and time-reversal symmetric) Bloch frame for $P(k)$ along $T_a$. Both statements in Theorem 2.11 can be seen as incarnations of a “dimensional reduction”, where an intrinsically 2-dimensional object like the Wess–Zumino amplitude of the specific field $\phi_a$ can be computed by an integration over a 1-dimensional loop, rather than by a 3-dimensional extension. The proof of Theorem 2.11 can be found in Section 4 (compare Theorem 4.1).

As an application of the above result to the context of topological insulators, we are able to show directly the equality between the two formulations (1.1) and (1.3) for the Fu–Kane–Mele invariant $FKM \in \mathbb{Z}_2$. The following statement can be seen as an alternative proof of (1.3), which avoids using the techniques of bundle gerbes adopted in [19].

**Theorem 2.12.** For a smooth, periodic, and time-reversal symmetric family of projectors $P(k)$, $k \in \mathbb{R}^2$, let $\delta$ be defined as in (1.1) and $K$ be defined as in (1.3). Then

$$K = (-1)^\delta.$$ 

**Proof.** Since the expression computing $\delta$ in (1.1) is a well-defined integer mod 2, we can compute

$$(-1)^\delta = (e^{-i\pi})^{\frac{1}{2\pi}}(\oint_{T_\pi} A - \oint_{T_0} A) - \frac{i}{2\pi} \int_{\mathrm{EBZ}} F = \exp\left(\frac{i}{2} \oint_{\mathrm{EBZ}} F\right)$$

which gives

$$K = (-1)^\delta.$$ 

We compare the above expression with formula (1.3) for $K$. Theorem 2.11 gives the equality between the ratio on the right-hand side of the above equation and the one appearing in (1.3). The two exponential terms can instead be compared by noticing that

$$\int_{[0,1] \times \mathrm{EBZ}} \text{Tr} \{ (\Phi^{-1}d\Phi)^3 \} = -12\pi i \int_{\mathrm{EBZ}} \text{Tr} \{ P(dP)^2 \}$$

(2.12) for $\Phi(t,k) = \exp(2\pi i t P(k))$, $(t,k) \in [0,1] \times \mathbb{R}^2$. The above identity follows from an algebraic computation similar to one performed in the proof of Proposition 2.8 (compare $\tilde{U}_P$ and $\Phi$): replacing $t$ by $2t$ in (2.9) and performing the integration over $t \in [0,1]$ leads to the result. This concludes the proof of the Theorem. □

2.4. **Factorization of fields.** To conclude this Section, we make some remarks on the statement of our main Theorem 2.11, that will serve also as a motivation for the study of the Polyakov–Wiegmann formula in the next Section.
To streamline the notation, we consider a smooth, periodic (and possibly time-reversal symmetric) family of projectors \( P(k), k \in \mathbb{T} \equiv \mathbb{R}/2\pi \mathbb{Z} \), and set
\[
\phi(t, k) := \exp (2\pi i t P(k)), \quad (t, k) \in S^1 \times \mathbb{T} \simeq \mathbb{T}^2.
\]
When \( P(k) \) is the restriction of a 2-dimensional family of projectors to the two boundaries \( \mathbb{T}_0 \) and \( \mathbb{T}_\pi \) of the effective Brillouin zone, we end up in the setting of the statement of Theorem 2.11.

It is well known that out of the family of projectors \( P(k) \) one can construct a rank-\( m \) Hermitian vector bundle \( E \) over the circle \( \mathbb{T} \), called the Bloch bundle (compare Remark 2.6). As every vector bundle over the circle, it is isomorphic to the trivial bundle given by the Cartesian product \( \mathbb{T} \times \mathbb{C}^m \). At the level of projectors, this implies the existence of a smooth, periodic family of unitary operators \( W(k) \in U(N) \) such that
\[
P(k) = W(k) P(0) W(k)^*, \quad k \in \mathbb{T}.
\]
Moreover, \( W(k) \) can be normalized so that \( W(0) = 1 \) without loss of generality. When \( P(k) \) is time-reversal symmetric, then \( W(k) \) can be chosen to be time-reversal symmetric as well, meaning that \( W(-k) = \theta W(k) \theta^{-1} \).

**Remark 2.13 (Parallel transport).** Explicitly, such family of unitary operators can be constructed as follows [8]. Define the parallel transport unitary \( T(k) \) as the solution to the operator-valued Cauchy problem
\[
\begin{cases}
  i \partial_k T(k) = G(k) T(k), & G(k) := i[\partial_k P(k), P(k)] = G(k)^*; \\
  T(0) = 1.
\end{cases}
\]
The family of operators \( T(k) \) is smooth (and possibly time-reversal symmetric), and satisfies the intertwining property
\[
P(k) = T(k) P(0) T(k)^*.
\]
However, \( T(k) \) is in general not periodic in \( k \). Write \( T(2\pi) = e^{2\pi i M} \), \( M = M^* \), via spectral decomposition. Then the family of operators
\[
W(k) := T(k)e^{-ikM}
\]
satisfies all the required properties.

The relation (2.14) yields at once that
\[
\phi(t, k) = W(k) \psi(t) W(k)^*, \quad \psi(t) := \exp(2\pi it P(0)).
\]
Thus, in order to compute the Wess–Zumino amplitude of the field \( \phi \) and its square root, appearing in the statement of Theorem 2.11, it is convenient to establish a general principle allowing to express the Wess–Zumino amplitude of a product of fields in terms of its factors. This is exactly what the Polyakov–Wiegmann formula accomplishes.

### 3. Equivariant adjoint Polyakov–Wiegmann formula

We collect in this Section several results concerning the Polyakov–Wiegmann formula that allows to evaluate the Wess–Zumino amplitude of a product of fields. These constitute the main technical tools for the proof of Theorem 2.11, but are also of independent interest.

---

\[\text{Note that, since } \det \phi(k, t) = \det \psi(t) \text{ for all } k \in \mathbb{T}, \text{ the map } \phi \text{ does not wind along the } k\text{-direction. Thus an extension of } \phi \text{ to the solid torus exists, and the corresponding Wess–Zumino action is well-defined through Definition 2.7. However, we won’t need such an explicit extension as we will actually exploit the factorized structure of } \phi \text{ to compute its Wess–Zumino amplitude.}\]
3.1. Derivative of the Wess–Zumino action. We are first interested in the change of the Wess–Zumino action $S_{\text{WZ}}[g]$ under homotopic deformation of the field $g: \Sigma \to G$, where $G$ is any compact Lie group. Recall that two continuous maps $f_0$, $f_1: X \to Y$ between topological spaces are called homotopic if there exists a continuous map $F: X \times [0, 1] \to Y$ such that $F(x, 0) = f_0(x)$ and $F(x, 1) = f_1(x)$ for all $x \in X$. Hereinafter we denote $f_s(x) := F(x, s)$, $(x, s) \in X \times [0, 1]$, if $F$ is an homotopy.

As a preliminary result we prove the following

**Proposition 3.1.** Let $g_0, g_1: \Sigma \to G$ be homotopic fields. Assume that $g_0$ admits an extension $\tilde{g}_0: \tilde{\Sigma} \to G$, in the sense of Definition 2.7. Then there exists a smooth homotopy $F : \Sigma \times [0, 1] \to G$ between $g_0$ and $g_1$ which lifts to a smooth homotopy of extensions $\tilde{F} : \tilde{\Sigma} \times [0, 1] \to G$, that is, the maps $F$ and $\tilde{F}$ are smooth with respect to $s \in [0, 1]$ and moreover $\tilde{f}_s|_{\partial \Sigma} \equiv f_s$.

**Proof.** Pick any (continuous) homotopy $H$ between $g_0$ and $g_1$. By the homotopy extension principle [9, Sec. 6.7], this lifts to a continuous homotopy $\tilde{h}: \tilde{\Sigma} \times [0, 1] \to G$ such that $\tilde{h}_s$ restricted to the boundary of $\tilde{\Sigma}$ coincides with $h_s$ (in particular the restriction of $\tilde{h}_1$ is $g_1$), and $\tilde{h}_0$ is the given $\tilde{g}_0$. The map $\tilde{h}_1: \tilde{\Sigma} \to G$ is a priori only continuous, but by the Whitney approximation theorem [32, Thm. 10.21] it is homotopic to a smooth map relative to $\Sigma = \partial \Sigma$, namely there exists an homotopy $\tilde{H}': \tilde{\Sigma} \times [0, 1] \to G$ with $\tilde{h}_0' \equiv \tilde{h}_1, \tilde{h}_1': \tilde{\Sigma} \to G$ smooth and $\tilde{h}_s'|_{\partial \Sigma} \equiv g_1$ for all $s \in [0, 1]$.

Denote by $\tilde{H}''$ the concatenation of the two homotopies $\tilde{H}' \tilde{H}'$, that is

$$\tilde{h}_s'' := \begin{cases} \tilde{h}_2s & \text{if } s \in [0, 1/2], \\ \tilde{h}_2s-1 & \text{if } s \in [1/2, 1], \end{cases} \text{ s } \in [0, 1].$$

Thus $\tilde{H}'': \tilde{\Sigma} \times [0, 1] \to G$ is a continuous homotopy between the smooth maps $\tilde{h}_0'' = \tilde{g}_0$ and $\tilde{h}_1''$. By standard approximation results [32, Prop. 10.22], $\tilde{H}''$ can be replaced by a smooth homotopy $\tilde{F}$ between the two maps. The restriction $\tilde{f}_s$ of $\tilde{f}_s$ to the boundary of $\tilde{\Sigma}$ provides the desired smooth homotopy between $g_0$ and $g_1$. \qed

In view of the above result, hereinafter we will assume, whenever we speak of homotopic fields and homotopies of their extensions, that the homotopies depend smoothly also on the deformation parameter $s \in [0, 1]$.

Consider now a smooth family of fields $g_s: \Sigma \to G$. We use the smooth extension $\tilde{g}_s: \tilde{\Sigma} \to G$ provided by the above Proposition to define the corresponding action $S_{\text{WZ}}[g_s]$. We want to compute

$$\frac{dS_{\text{WZ}}[g_s]}{ds} = \frac{1}{12\pi} \int_\Sigma \partial_\Sigma \text{Tr} \left\{ (\tilde{g}_s^{-1}d\tilde{g}_s)^3 \right\}.$$

We have

$$\frac{dS_{\text{WZ}}[g_s]}{ds} = \frac{1}{4\pi} \int_\Sigma \text{Tr} \left\{ -\tilde{g}_s^{-1}(\partial_s \tilde{g}_s)\tilde{g}_s^{-1}d\tilde{g}_s + \tilde{g}_s^{-1}d\partial_s \tilde{g}_s \right\}$$

$$= \frac{1}{4\pi} \int_\Sigma \text{Tr} \left\{ -\partial_s \tilde{g}_s \tilde{g}_s^{-1}d\tilde{g}_s + d\partial_s \tilde{g}_s \tilde{g}_s^{-1} \right\}$$

$$= \frac{1}{4\pi} \int_\Sigma \text{Tr} \left\{ d(\partial_s \tilde{g}_s \tilde{g}_s^{-1}) (d\tilde{g}_s \tilde{g}_s^{-1})^2 \right\}.$$
where we have used the cyclicity of the trace in the second line. Then using the fact that 
\[ \frac{d}{ds} \left( dg_s g_s^{-1} \right)^2 = 0 \], we get
\[
\frac{dS_{WZ}[g_s]}{ds} = \frac{1}{4\pi} \int_{\Sigma} d\text{Tr} \left\{ \partial_s g_s g_s^{-1} (dg_s g_s^{-1})^2 \right\} 
\]
or equivalently by cyclicity of the trace
\[
\frac{dS_{WZ}[g_s]}{ds} = \frac{1}{4\pi} \int_{\Sigma} \text{Tr} \left\{ g_s^{-1} \partial_s g_s (g_s^{-1}dg_s)^2 \right\} 
\]
The above formula establishes the required rate of change of the Wess–Zumino action with respect to homotopic changes in the field. In particular, it manifestly shows that the derivative of the Wess–Zumino action is independent of the choice of \( \tilde{\Sigma} \) and of a smooth family \( g_s \) of extension\(^7\).

**Remark 3.2 (Variation of \( S_{WZ} \) under homotopy).** From the previous formula we deduce that for two homotopic fields \( g_0 \) and \( g_1 \) one has
\[
S_{WZ}[g_1] - S_{WZ}[g_0] = \frac{1}{12\pi} \int_{[0,1] \times \Sigma} \text{Tr} \left\{ (\tilde{g}^{-1} d\tilde{g})^3 \right\},
\]
where \( \tilde{g}(s, \sigma) := g_s(\sigma), \ (s, \sigma) \in [0,1] \times \Sigma \). This formula has to be understood modulo \( 2\pi \mathbb{Z} \) in general as it depends on the choice of the homotopy. The above identity can be applied to understand the definition (1.3) of \( K \). Notice that in that case \( \Phi \) provides an homotopy between \( \phi_0 \) and \( \phi_\pi \), the homotopy parameter being \( s = k_1 \in [0,\pi] \). Thus we have in that case
\[
S_{WZ}[\phi_\pi] - S_{WZ}[\phi_0] = -\frac{1}{12\pi} \int_{S^1 \times \text{EBZ}} \text{Tr} \left\{ (\Phi^{-1} d\Phi)^3 \right\},
\]
the minus sign coming from the fact that the homotopy parameter is in second position in \( S^1 \times \text{EBZ} \). This equality provides a direct proof that \( K^2 = 1 \), and suggest an interpretation of \( K \) as an obstruction to the validity a time-reversal equivariant version of the previous equality (indeed the homotopy \( \Phi \) is not equivariant in the sense of (A.1), as \( s \) is sent to \(-s\) under time-reversal symmetry).

\[ \diamond \]

### 3.2. Polyakov–Wiegmann formula

As mentioned above, the Polyakov–Wiegmann formula \([39]\) is used to compute the Wess–Zumino amplitude for the product of two fields \( g, h: \Sigma \to G \) (defined pointwise as \( gh(\sigma) = g(\sigma) h(\sigma) \)) when \( G \) is compact and simply connected, and has been generalized to any compact simple Lie group \([21]\) (compare also Remark 3.6 below). Aiming at applications where \( \Sigma = \mathbb{T}^2 \) and \( G = U(N) \) is neither simple nor simply connected, we investigate this setting by making use of homotopic deformations of the fields.

We start from a general result. Given two fields \( g, h: \Sigma \to G \), we define the **Polyakov–Wiegmann functional**
\[
\text{PW}[g, h] := S_{WZ}[gh] - S_{WZ}[g] - S_{WZ}[h] - \frac{1}{4\pi} \int_{\Sigma} (g \times h)^* \alpha,
\]
where
\[(g \times h)^* \alpha := -\text{Tr}(g^{-1} dg dh h^{-1})\]

\(^7\)From the field theory point of view, it means that the ambiguity appearing in the definition of the Wess–Zumino action vanishes in the corresponding equations of motion.
(i.e. \((g \times h)^* \alpha\) is the pullback via the map \(g \times h : \Sigma \to G \times G\), \((g \times h)(\sigma) = (g(\sigma), h(\sigma))\), of the differential 2-form \(\alpha\) on \(G \times G\) defined by the right-hand side of the above equality).

**Proposition 3.3.** Let \(g_0, g_1 : \Sigma \to G\) and \(h_0, h_1 : \Sigma \to G\) be two pairs of homotopic fields. Then

\[ \text{PW}[g_0, h_0] = \text{PW}[g_1, h_1]. \]

**Proof.** We prove that

\[ \frac{d}{ds} \text{PW}[g_s, h_s] = 0. \]  

(3.2)

The proof of (3.2) just requires formula (3.1) and some differential calculus. In order to have a lighter notation, we drop from here on after the dependence on \(s\), and denote \(g'\) for \(\partial_s g_s\) (and \(d\) is still the total derivative on the \(\Sigma\)-variable). In this notation

\[ \frac{d}{ds} S_{WZ}[gh] = \frac{1}{4\pi} \int_{\Sigma} \text{Tr} \left\{ \frac{h^{-1} g^{-1} (g' h + h' g)}{1} (h^{-1} g^{-1} d(g h) + h^{-1} d h) \right\} \]  

(3.3)

Expanding both kind of derivatives and using the cyclicity of the trace

\[ \text{Tr} \left\{ \frac{h^{-1} g^{-1} (g' h + h' g)}{1} (h^{-1} g^{-1} d(g h) + h^{-1} d h) \right\} \]

\[ = \text{Tr} \left\{ \frac{(h^{-1} g^{-1} g' h + h^{-1} h')(h^{-1} g^{-1} d g h + h^{-1} d h)^2}{1} \right\} \]

\[ = \text{Tr} \left\{ \frac{(h^{-1} g^{-1} g' h + h^{-1} h')(h^{-1} g^{-1} d g h + h^{-1} d h)^2}{1} \right\} \]

\[ = \text{Tr} \left\{ \frac{g^{-1} g' (g^{-1} d g h + h^{-1} h'}{1} + g^{-1} g' g^{-1} d g h + h^{-1} d g h + (g^{-1} d g h)^2}{1} + g^{-1} g' (g^{-1} d g h + h^{-1} h')} \right\}. \]

The first two terms on the right-hand side correspond to the derivative of the Wess–Zumino action for the fields \(g\) and \(h\), see (3.1), so that

\[ \frac{d}{ds} \left( S_{WZ}[gh] - S_{WZ}[g] - S_{WZ}[h] \right) \]

\[ = \frac{1}{4\pi} \int_{\Sigma} \text{Tr} \left\{ \frac{g^{-1} g' (g^{-1} d g h + h^{-1} h')}{1} + g^{-1} g' g^{-1} d g h + h^{-1} d g h + (g^{-1} d g h)^2}{1} + g^{-1} g' (g^{-1} d g h + h^{-1} h') \right\}. \]

(3.4)

Finally,

\[ \frac{d}{ds} \left( - \frac{1}{4\pi} \int_{\Sigma} (g, h)^* \alpha \right) = \frac{1}{4\pi} \int_{\Sigma} \text{Tr} \left\{ (g^{-1} d g dh h^{-1})' \right\} \]

where

\[ \text{Tr} \left\{ (g^{-1} d g dh h^{-1})' \right\} = \text{Tr} \left\{ - g^{-1} g' g^{-1} d g h + g^{-1} d (g') d h \right\}

\[ + g^{-1} d g (h') h^{-1} - g^{-1} d g dh h^{-1} h' \right\}. \]

The first and last terms already cancel the first and fourth ones in (3.4), whereas

\[ \text{Tr} \left\{ g^{-1} d (g') d h h^{-1} \right\} = d \text{Tr} \left\{ g^{-1} g' d h h^{-1} \right\} = \text{Tr} \left\{ - g^{-1} d g g^{-1} g' d h h^{-1} + g^{-1} g' (g d h h^{-1})^2 \right\}. \]

When integrated, the first term is zero using Stokes formula, since \(\partial \Sigma = \emptyset\), and the remaining ones cancel with the second and third of (3.4) since \(\text{Tr} \left\{ - g^{-1} d g g^{-1} g' d h h^{-1} \right\} = \text{Tr} \left\{ g^{-1} g' d h h^{-1} g^{-1} d g \right\}. \) With a similar argument of integration by parts on \(\text{Tr} \left\{ g^{-1} d g (h') h^{-1} \right\}, \) we cancel the last two remaining terms in (3.4) and conclude the proof of (3.2). \(\square\)
3.3. Adjoint Polyakov–Wiegmann formula. We now consider a version of the Polyakov–Wiegmann functional when the product of fields is replaced by the adjoint action, namely we focus on the adjoint Polyakov–Wiegmann functional

\[ \text{APW}[g,h] := \text{SWZ}[ghg^{-1}] - \text{SWZ}[h] - \frac{1}{4\pi} \int_{\Sigma} (g \times h)^* \beta \]

where

\[ (g \times h)^* \beta = - \text{Tr} \left\{ h(g^{-1}dg)h^{-1}(g^{-1}dg) + g^{-1}dg(h^{-1}dh + dh \, h^{-1}) \right\}. \tag{3.5} \]

**Proposition 3.4.** Let \( g_0, g_1 : \Sigma \to G \) and \( h_0, h_1 : \Sigma \to G \) be two pairs of homotopic fields. Then

\[ \text{APW}[g_0, h_0] = \text{APW}[g_1, h_1]. \]

**Proof.** We denote by \( g_s \) and \( h_s \) two smooth homotopies between the fields, but we drop the dependence on \( s \) in what follows to streamline the notation.

Replacing \( h \) with \( hg^{-1} \) in (3.2) we get

\[ \frac{d}{ds} \left( \text{SWZ}[ghg^{-1}] - \text{SWZ}[g] - \text{SWZ}[h] - \frac{1}{4\pi} \int_{\Sigma} (g \times h)^* \alpha \right) = 0. \]

Besides,

\[ \frac{d}{ds} \left( \text{SWZ}[h] - \text{SWZ}[g] - \text{SWZ}[h^*] - \frac{1}{4\pi} \int_{\Sigma} (h \times g)^* \alpha \right) = 0 \]

and \( \text{SWZ}[g^{-1}] = -\text{SWZ}[g] \) as follows from \( \text{Tr} \{ (\bar{g} d(\bar{g}^{-1}))^3 \} = -\text{Tr} \{ (\bar{g}^{-1}d\bar{g})^3 \} \) and Definition 2.7. Summing the two previous equations we obtain

\[ \frac{d}{ds} \left( \text{SWZ}[ghg^{-1}] - \text{SWZ}[h] - \frac{1}{4\pi} \int_{\Sigma} (g \times h)^* \alpha + (h \times g)^* \alpha \right) = 0. \]

Finally

\[ (g \times h)^* \alpha + (h \times g)^* \alpha = - \text{Tr} \left\{ g^{-1}dg(dh^{-1})gh^{-1} \right\} - \text{Tr} \left\{ h^{-1}dh(dg^{-1})g \right\} \]

\[ = - \text{Tr} \left\{ g^{-1}dg d h^{-1} \right\} + \text{Tr} \left\{ g^{-1}dg h^{-1} d g h^{-1} \right\} + \text{Tr} \left\{ h^{-1}dh g^{-1} d g \right\} \]

\[ = - \text{Tr} \left\{ g^{-1}dg d h^{-1} + h^{-1}dg h^{-1} d g h^{-1} \right\} \]

\[ = (g \times h)^* \beta, \]

compare (3.5). We deduce then

\[ \frac{d}{ds} \text{APW}[g_s, h_s] = 0 \tag{3.6} \]

which concludes the proof. \( \square \)

3.4. Equivariant adjoint Polyakov–Wiegmann formula for \( U(N) \)-valued fields on the torus. Using the “normal form” for the (equivariant) homotopy class of a map \( g : T^2 \to U(N) \), provided by Lemma A.2 in the Appendix, we are able to prove the adjoint Polyakov–Wiegmann formula and its equivariant version for \( U(N) \)-valued fields defined on \( \Sigma = T^2 \).

**Theorem 3.5 (Equivariant) adjoint Polyakov–Wiegmann formula.** Let \( g, h : T^2 \to U(N) \) be two fields. Then

\[ \exp \left( i \text{SWZ}[ghg^{-1}] \right) = \exp \left( i \text{SWZ}[h] \right) \exp \left( \frac{i}{4\pi} \int_{\Sigma} (g \times h)^* \beta \right) \tag{3.7} \]

where \( (g \times h)^* \beta \) is as in (3.5).
If moreover the two fields are equivariant, then
\[ \sqrt{\exp \left( i S_{WZ}\left[ g h g^{-1} \right] \right)} = \sqrt{\exp \left( i S_{WZ}[h] \right)} \exp \left( \frac{i}{8\pi} \int_{\Sigma} (g \times h)^* \beta \right). \] (3.8)

Proof. We begin with the non-equivariant case. Each field \( g: \mathbb{T}^2 \to U(N) \) is characterized up to homotopy by the two winding numbers \((n_g, m_g) \in \mathbb{Z}^2\) along the two independent loops in \( \mathbb{T}^2 = \mathbb{T} \times \mathbb{T} \), by virtue of part 1 of Lemma A.2. In particular, \( g \) is homotopic to
\[ g_1(k_1, k_2) := \text{diag} \left( e^{i k_1 n_g + k_2 m_g}, 1, \ldots, 1 \right), \quad (k_1, k_2) \in \mathbb{T}^2. \] (3.9)
Similarly, \( h \) is homotopic to \( h_1 \) of the same form. Since \( g_1 h_1 g_1^{-1} = h_1 \), one can readily compute
\[ \text{APW}[g_1, h_1] = -\frac{1}{4\pi} \int_{\Sigma} (g_1 \times h_1)^* \beta = -2\pi (n_g m_h - m_g n_h) \in 2\pi \mathbb{Z}. \] (3.10)

In view of Proposition (3.4), we have that also \( \text{APW}[g, h] \in 2\pi \mathbb{Z} \), and consequently \( e^{i \text{APW}[g, h]} = 1 \). Spelling out this equality gives exactly (3.7).

A similar argument holds in the equivariant case. In this setting, the “normal form” of the field \( g \) prescribed by part 2 of Lemma A.2 is
\[ g_1(k_1, k_2) := \text{diag} \left( e^{i k_1 n_g + k_2 m_g}, e^{i k_1 n_g + k_2 m_g}, 1, \ldots, 1 \right), \quad (k_1, k_2) \in \mathbb{T}^2, \]
where \( 2n_g \in 2\mathbb{Z} \) and \( 2m_g \in 2\mathbb{Z} \) are the winding numbers of \( \det g \) along the two loops in \( \mathbb{T}^2 = \mathbb{T} \times \mathbb{T} \). The field \( h \) admits an analogous normal form \( h_1 \), and again \( g_1 h_1 g_1^{-1} = h_1 \). A similar computation to (3.10) shows that this time
\[ \text{APW}[g_1, h_1] = -\frac{1}{4\pi} \int_{\Sigma} (g_1 \times h_1)^* \beta = -4\pi (n_g m_h - m_g n_h) \in 4\pi \mathbb{Z}, \]
so that \( \text{APW}[g, h] \in 4\pi \mathbb{Z} \) as well, again in view of Proposition (3.4). Consequently \( \sqrt{e^{i \text{APW}[g, h]}} \) is well-defined and equals 1. This readily implies (3.8). □

Remark 3.6 (Anomaly of the Polyakov–Wiegmann formula). The usual Polyakov–Wiegmann formula [39] can be compactly written as \( e^{i \text{APW}[g, h]} = 1 \), or
\[ S_{WZ}[gh] = S_{WZ}[g] + S_{WZ}[h] + \frac{1}{4\pi} \int_{\Sigma} (g \times h)^* \alpha \mod 2\pi \mathbb{Z}. \]
This formula holds for some compact simple Lie groups under certain cohomological conditions [21], but it may fail for other Lie groups, in the sense that for two given fields \( g, h : \Sigma \to G \) then \( \text{PW}[g, h] \) is not \textit{a priori} in \( 2\pi \mathbb{Z} \). Consequently, the Wess–Zumino amplitude of the product \( gh \) is not simply related to the ones of \( g \) and \( h \) as in the previous Theorem for the adjoint case. For example, in the case where \( \Sigma = \mathbb{T}^2 \) and \( G = U(N) \) we can appeal to Proposition 3.3 to compute the Polyakov–Wiegmann functional for two fields via their normal forms in (3.9).
We end up with
\[ \text{PW}[g, h] = -\pi (m_g n_h - n_g m_h) \]
which is not in \( 2\pi \mathbb{Z} \) unless the above combination of winding numbers is even.

Such an obstruction, or \textit{anomaly}, was already studied in detail for every closed compact \( \Sigma \) and every compact simple Lie group in [21], and Theorem 3.5 above states that the adjoint Polyakov–Wiegmann formula has no anomaly for \( \Sigma = \mathbb{T}^2 \) and \( G = U(N) \). More generally, a detailed classification for simple Lie groups in the context of gauged Wess–Zumino–Witten models shows that the corresponding adjoint version can also be anomalous in some cases [15]. ◊
4. Proof of the main result

We come back to the motivating issue, namely to the proof of Theorem 2.11. We adopt the streamlined notation introduced in Section 2.4; with this, Theorem 2.11 can be restated as

**Theorem 4.1.** Assume that \( P(k) \), \( k \in \mathbb{R} \), is a smooth and periodic family of projectors. Let \( \phi : \mathbb{T}^2 \to U(N) \) be the field defined in (2.13), and let \( \mathcal{A} \) be the Berry connection associated to \( P(k) \). Then

\[
\exp \left( i S_{\text{WZ}}[\phi] \right) = \exp \left( -i \oint_{\mathbb{T}} \mathcal{A} \right). \tag{4.1}
\]

If moreover \( P(k) \) is time-reversal symmetric, then

\[
\sqrt{\exp \left( i S_{\text{WZ}}[\phi] \right)} = \sqrt{\exp \left( -i \oint_{\mathbb{T}} \mathcal{A} \right)}. \tag{4.2}
\]

**Proof.** We compute the two sides of (4.1) and (4.2) independently to show that they coincide.

We start from the Wess–Zumino amplitude of the field \( \phi \). First of all, we notice that the field \( \psi : \mathbb{T}^2 \to U(N) \) has a well-defined Wess–Zumino action, defined according to Definition 2.7. Indeed, since \( \psi : \mathbb{S}^1 \times \mathbb{T} \to U(N) \) is actually independent of \( k \), it can be extended trivially to the solid torus \( \mathbb{S}^1 \times \mathbb{D} \), where \( \mathbb{D} = \{ z = r e^{i k} : r \in [0, 1], k \in \mathbb{T} \} \), by setting \( \tilde{\psi}(t, z) := \psi(t) \).

Using this extension, we see that

\[
S_{\text{WZ}}[\psi] = \int_{\mathbb{S}^1} \tilde{\psi}^* \chi = 0 \mod 2\pi \mathbb{Z}, \tag{4.3}
\]

since the integral vanishes for dimensional reasons. Now we notice that \( \tilde{\phi}(t, k) \) is in the adjoint form (2.15), so that we can appeal to the adjoint Polyakov–Wiegmann identity (3.7) to compute its Wess–Zumino action as

\[
S_{\text{WZ}}[\phi] = S_{\text{WZ}}[W \psi W^{-1}] = S_{\text{WZ}}[\psi] + \frac{1}{4\pi} \int_{\mathbb{S}^1 \times \mathbb{T}} (\psi \times W)^* \beta \mod 2\pi \mathbb{Z},
\]

with \( (\psi \times W)^* \beta \) as in (3.5). In view of (4.3), the above simplifies to

\[
S_{\text{WZ}}[\phi] = -\frac{1}{4\pi} \int_{\mathbb{S}^1 \times \mathbb{T}} \text{Tr} \left\{ \psi(t) (W(k)^{-1} \partial_k W(k) dk) \psi(t)^{-1} (W(k)^{-1} \partial_k W(k) dk) \right\}
\]

\[
- \frac{1}{4\pi} \int_{\mathbb{S}^1 \times \mathbb{T}} \text{Tr} \left\{ (W(k)^{-1} \partial_k W(k) dk) (\psi(t)^{-1} \partial_t \psi(t) + \partial_t \psi(t) \psi(t)^{-1}) dt \right\}
\]

\mod 2\pi \mathbb{Z}.

Again by a dimensional argument, the first summand on the right-hand side of the above equality drops. Upon noticing that

\[
\partial_t \psi(t) = 2\pi i P(0) \psi(t) = 2\pi i \psi(t) P(0)
\]

we are left with

\[
S_{\text{WZ}}[\phi] = i \int_{\mathbb{T}} \text{Tr} \left\{ P(0) W(k)^{-1} \partial_k W(k) \right\} dk \mod 2\pi \mathbb{Z}. \tag{4.4}
\]

Next, we compute the Berry phase on the right-hand side of (4.1). Let \( \{ e_a(0) \}_{1 \leq a \leq m} \) be any orthonormal basis in \( \text{Ran} \ P(0) \cong \mathbb{C}^m \). If \( \{ P(k) \}_{k \in \mathbb{R}} \) satisfies also time-reversal symmetry, we further require that \( \{ e_a(0) \}_{1 \leq a \leq m} \) is a symplectic basis for the restriction to \( \text{Ran} \ P(0) \) of the form defined in (2.2). In view of (2.14), setting

\[
e_a(k) := W(k) e_a(0) \tag{4.5}
\]
defines an orthonormal basis \{e_a(k)\}_{1 \leq a \leq m} of \text{Ran} P(k), which is moreover smooth and periodic (and possibly time-reversal symmetric) because so is \(W(k)\). Computing the Berry connection as in (2.4) with respect to this Bloch frame yields
\[
\mathcal{A} = -i \sum_{a=1}^{m} \langle e_a(0), (W(k)^* \partial_k W(k)) e_a(0) \rangle \, dk = -i \text{Tr} \{ P(0) W(k)^{-1} \partial_k W(k) \} \, dk
\]
owing to the unitarity of \(W(k)\). Integrating both sides of the above equality on \(\mathbb{T}\) and comparing with (4.4) we obtain exactly (4.1).

The proof of (4.2) goes along the same lines, using this time the equivariant adjoint Polyakov–Wiegmann formula (3.8). The rest of the computation stays unchanged, with the only difference that that all relevant objects are defined mod \(4\pi \mathbb{Z}\) rather than \(2\pi \mathbb{Z}\), so that square roots are well-defined.

5. Conclusions and perspectives

Theorem 4.1 links two \(\mathbb{Z}_2\) invariants and brings along its proof various geometrical objects that suggest several connections with other approaches and possible generalizations, both for physics and mathematics.

First it establishes the equality in Theorem 2.12 and thus provides a direct connection between two geometric approaches that have been developed independently to compute the Fu–Kane–Mele \(\mathbb{Z}_2\) invariant. One, given by \(\delta\) from equation (1.1), is based on the Bloch frames associated to the family of projectors \(P(k)\), and the corresponding Berry connection [13, 8]. The other one, given by \(K\) from equation (1.3), is based on the square root of Wess–Zumino amplitudes computed for unitary families associated to \(P(k)\) [19, 5].

Even if the two invariants were already matched through the original Pfaffian formula for FKM [16] and the gerbe formalism which allows to show that \(K\) agrees with (1.2), we proved that the two invariants are actually equal without referring to these aspects. Instead of localizing the formulas on the four time-reversal symmetric points, we computed explicit expressions for the Wess–Zumino amplitudes (and their square roots) of maps localized on the loops at the boundary of the effective Brillouin zone, the crucial point being that on such loops the family \(P(a,k)\) and the corresponding field \(\phi_a\) can be factorized in an adjoint form (compare (2.14) and (2.15)) so that the (square root of the) Wess–Zumino amplitude of \(\phi_a\) can be computed through the (equivariant) adjoint Polyakov–Wiegmann formula.

Note that the effective Brillouin zone was actually introduced by Moore and Balents in [36], where they proposed to contract the Hamiltonian map \(k \mapsto H(k)\) living on the cylinder EBZ to one living on a sphere, where a corresponding Chern number can be defined. By imposing time-reversal invariance along the contraction, they showed that this Chern number was defined modulo 2. In some sense the equivariant field extension from Definition 2.9 gives an explicit realization of such a contraction, but for the unitary operator \(\exp(2\pi i t P(k))\) on \([0,1] \times \text{EBZ}\) rather than the Hamiltonian on EBZ.

Besides, the computation of the Fu–Kane–Mele invariant in terms of loops was also already investigated for a 2-band many-body system [33], where it was shown that FKM can be expressed in terms of \(SU(2)\)-Wilson loops, namely the trace of the path-ordered exponential of the integral of the non-abelian Berry connection:
\[
(-1)^{\text{FKM}} = W[\mathbb{T}_n] W[\mathbb{T}_0], \quad \text{with} \quad W[\mathbb{T}] = \text{tr} \left\{ \mathcal{P} \exp \left( -i \oint_{\mathbb{T}} A \right) \right\},
\]
where \(A_{ab} = -i \langle e_a, de_b \rangle\), so that \(\mathcal{A} = \text{tr} \{A\}\). The path-ordered exponential is a descriptive notation for the holonomy of the Berry connection along the loop \(\mathbb{T}\) [29], which is nothing
but the solution of the Cauchy problem for the parallel transport operator, introduced in Remark 2.13, evaluated at the endpoint of the loop $k = 2\pi$ [22, Sec. 9.12]:

$$\mathcal{P} \exp \left( -i \oint_T A \right) = P(0) T(2\pi) P(0),$$

where the right-hand side should be interpreted as an $m \times m$ matrix acting on $\text{Ran} \ P(0) \cong \mathbb{C}^m$.

As was already mentioned in Remark 2.6, the Berry phase is the determinant of this holonomy, namely

$$\det (P(0) T(2\pi) P(0)) = \exp \left( -i \oint_T \text{tr} \{ A \} \right).$$

The difference between the Berry phase and the Wilson loop is thus that “the trace is taken before the exponential” in the former. While the Wilson loop approach in [33] appears to be restricted to the minimal case $m = 2$ for the rank of the projector, our Theorem 2.12 holds for any $m$. However the comparison between the two approaches might be an interesting direction of investigation.

Finally, the proof of Theorem 4.1 involves the adjoint Polyakov–Wiegmann formula from Theorem 3.5 concerning Wess–Zumino amplitudes for products of fields, which mostly relies on the homotopy classes of the considered maps, characterized by Lemmas A.1 and A.2. As it was pointed out in Remark 3.6, the Polyakov–Wiegmann formula and its adjoint version can be anomalous, so that that the Wess–Zumino amplitude of a product map $gh$ is not easily related to the ones of $g$ and $h$. This part of our work also constitutes a first step towards a classification of anomalies for $U(N)$-valued fields, that generalizes the one for simple Lie groups obtained using gerbe techniques [21, 15], for what concerns the Polyakov–Wiegmann formula, its adjoint version, and beyond.

**Appendix A. Homotopy classes of (equivariant) fields**

In this Appendix, we collect a number of properties concerning homotopy classes of maps $g: \mathbb{T}^2 \to U(N)$. As a preliminary step of independent interest, we will need to compute the (equivariant) homotopy classes of maps $\mathbb{T} \to U(N)$.

Recall that, if $X$ is a topological space endowed with an involution $\vartheta$ (e.g. $X = \mathbb{T}$ or $X = \mathbb{T}^2$ with involution $\vartheta(k) = -k$), then two equivariant maps $f_0, f_1: X \to U(2M)$ are called *equivariantly homotopic* if there exists an homotopy $F: X \times [0,1] \to U(2M)$, $F(x,s) \equiv f_s(x)$, such that

$$\Theta \circ f_s = f_s \circ \vartheta \quad \text{for all} \quad s \in [0,1],$$

where $\Theta$ is defined in (2.10). The homotopy class of the map $f: X \to U(N)$ is denoted by $[f]$, and the set of such homotopy classes will be denoted by $[X, U(N)]$. Analogously, $[f]_{\mathbb{Z}_2}$ denotes the equivariant homotopy class of an equivariant map $f: X \to U(2M)$, while the set of equivariant homotopy classes will be denoted by $[X, U(2M)]_{\mathbb{Z}_2}$.

**Lemma A.1.** For a smooth map $f: \mathbb{T} \to U(N)$ set

$$\deg(\det f) := \frac{1}{2\pi i} \oint_\mathbb{T} \text{Tr} \left\{ f^{-1} df \right\}.$$

(1) The map $[f] \mapsto \deg(\det f)$ establishes a bijection$^8$

$$[\mathbb{T}, U(N)] \xrightarrow{1:1} \mathbb{Z}.$$

$^8$ Actually, this is an isomorphism of groups, but we will not need this fact.
(2) The map \([f]_{\mathbb{Z}_2} \mapsto \deg(\det f)\) establishes a bijection\(^8\)

\[ [T, U(2M)]_{\mathbb{Z}_2} \xleftarrow{1:1} 2\mathbb{Z}. \]

**Proof.** Part 1 of the statement follows from quite standard arguments: we include here a sketch of the proof for the readers’ convenience. Notice first of all that the set \([T, U(N)]\) is nothing but the first homotopy group \(\pi_1(U(N))\) of the unitary group. The short exact sequence of groups

\[ 1 \to SU(N) \to U(N) \xrightarrow{\det} U(1) \to 1 \]

induces an isomorphism \(\pi_1(U(N)) \simeq \pi_1(U(1))\) since the special unitary group is simply connected \([27, \text{Ch. 8, Sec. 12}]\). On the other hand, the homotopy group \(\pi_1(U(1)) = [T, U(1)]\) is isomorphic to the group of integers \(\mathbb{Z}\), the isomorphism being given by the winding number of a map \(\varphi: T \to U(1)\); the latter can be computed by the Cauchy integral \([11, \S 13.4(b)]\)

\[ \deg(\varphi) = \frac{1}{2\pi i} \oint_T \varphi^{-1}d\varphi. \]

When \(\varphi = \det f\) with \(f: T \to U(N)\), the above formula reduces to \((A.2)\) (see e.g. \([8, \text{Lemma 2.12}]\)).

We now come to part 2 of the statement. We begin by noticing that the fixed-point set for the adjoint action \(\Theta\) of \(\mathbb{Z}_2\) on \(U(2M)\) defined by \((2.10)\) is given by the group \(Sp(M) = U(2M) \cap Sp(2M, \mathbb{C})\), the unitary group over the quaternions \([31, \text{Prop. 1.139}]\). Indeed, the condition \(\Theta(g) = g\) for \(g \in U(2M)\) can be rewritten as \(g^T J g = J\), where \(J\) is the symplectic matrix \((2.3)\) and \(T\) denotes transposition: the latter is exactly the condition for a matrix to be symplectic. Notice that matrices in \(Sp(M)\) have determinant equal to 1.

Next we show that the map in part 2 is well-defined and provides a bijection. The set of \(\mathbb{Z}_2\)-equivariant homotopy classes \([T, U(2M)]_{\mathbb{Z}_2}\) lies as a subset of the set of “unconstrained” (i.e. non-equivariant) homotopy classes \([T, U(2M)]\) \(\simeq \pi_1(U(2M)) \simeq \mathbb{Z}\), as we have just shown. Now, if \(f: T \to U(2M)\) is \(\mathbb{Z}_2\)-equivariant, i.e. \(f(-k) = \Theta(f(k))\), then \(f(0)\) and \(f(\pi)\) are fixed points with respect to \(\Theta\), and hence lie in \(Sp(M)\) by the considerations above. In particular, \(\det f(0) = \det f(\pi) = 1\), so that the map \(\det f\) is already periodic on \(T_+ := [0, \pi]\). Moreover, the values it assumes on \(T_+\) completely determine the map \(\det f: T \to U(1)\) as \(\det f(-k) = \overline{\det f(k)}\) in view of the equivariance condition. It follows that for an equivariant map \(f: T \to U(2M)\)

\[ \deg(\det f) = 2 \left( \frac{1}{2\pi i} \oint_{T_+} \text{Tr} \left\{ f^{-1}df \right\} \right) \in 2\mathbb{Z}. \]

Consequently, the map in part 2 of the statement is well-defined: we need to show that it is injective and surjective.

For an equivariant map \(f: T \to U(2M)\), denote by

\[ \deg_+(\det f) := \frac{1}{2\pi i} \oint_{T_+} \text{Tr} \left\{ f^{-1}df \right\} \in \mathbb{Z}. \]

Assume first of all that \(\deg_+(\det f_0) = \deg_+(\det f_1)\). The map \(f_0|_{T_+}: T_+ \to U(2M)\) need not be periodic, even though its determinant is: however, as was already remarked, the matrices \(f_0(0)\) and \(f_0(\pi)\) lie in the fixed-point set \(Sp(M)\) for the action of \(\Theta\) on \(U(2M)\). The group \(Sp(M)\) is path-connected and simply connected \([31, \text{Prop. 1.136}]\), so there exists a contractible loop \(\ell_0: [0, 1] \to Sp(M)\) such that \(\ell_0(0) = f_0(0)\) and \(\ell_0(1) = f_0(\pi)\). Notice that by definition of \(Sp(M)\) the loop \(\ell_0\) is also equivariantly contractible. Consider the
concatenation of maps $\tilde{f}_0 := \ell_0 \circ (f_0|_{\mathbb{T}^+})$: this is now a $U(2M)$-valued periodic map (and we write $\tilde{f}_0: \mathbb{T} \to U(2M)$, where $\mathbb{T}$ is the concatenation of the two intervals $\mathbb{T}^+$ and $[0,1]$ with endpoints identified), so it uniquely determines a class in $\pi_1(U(2M)) \simeq \mathbb{Z}$ via part 1. Since $\det \ell_0 \equiv 1$, this integer coincides exactly with $\deg_+ (\det f_0)$. We argue similarly for $f_1$ and end up with $\tilde{f}_1: \mathbb{T} \to U(2M)$, completely specified up to homotopy by $\deg_+ (\det f_1)$. By assumption the two integers coincide, and hence in view of the isomorphism of part 1 the maps $\tilde{f}_0$ and $\tilde{f}_1$ are homotopic. Let $f_s: \mathbb{T} \to U(2M)$ be an homotopy between them, and define

$$f_s(k) := \begin{cases} \tilde{f}_s(k) & \text{if } k \in \mathbb{T}^+, \\ \theta^{-1} \tilde{f}_s(-k) \theta & \text{if } k \in \mathbb{T} \setminus \mathbb{T}^+. \end{cases}$$

Since the loops $\ell_0$ and $\ell_1$ are equivariantly contractible, the above defines an equivariant homotopy between $f_0$ and $f_1$, and the map $[f]_{\mathbb{Z}_2} \mapsto \deg (\det f)$ is injective.

Finally, to check surjectivity it suffices to notice that

$$f_n(k) := \text{diag}(e^{ink}, e^{ink}, 1, \ldots, 1), \quad n \in \mathbb{Z}$$

defines an equivariant map and has $\deg_+ (\det f_n) = n$. □

The above result is the main building block in studying the homotopy classes of fields $\mathbb{T}^2 \to U(N)$.

**Lemma A.2.** For a map $g: \mathbb{T}^2 \to U(N)$, denote by $g_L: \mathbb{T} \to U(N)$ (resp. $g_R: \mathbb{T} \to U(N)$) the restriction of $g$ to $\mathbb{T} = \mathbb{T} \times \{0\} \subset \mathbb{T} \times \mathbb{T} = \mathbb{T}^2$ (resp. to $\mathbb{T} = \{0\} \times \mathbb{T} \subset \mathbb{T} \times \mathbb{T} = \mathbb{T}^2$).

1. The map $[g] \mapsto (\deg (\det g_L), \deg (\det g_R))$ establishes a bijection

$$[\mathbb{T}^2, U(N)] \xrightarrow{1:1} \mathbb{Z}^2.$$

2. The map $[g]_{\mathbb{Z}_2} \mapsto (\deg (\det g_L), \deg (\det g_R))$ establishes a bijection

$$[\mathbb{T}^2, U(2M)]_{\mathbb{Z}_2} \xrightarrow{1:1} (2\mathbb{Z})^2.$$

**Proof.** In view of Lemma A.1, the restrictions $g_L$ and $g_R$ are completely specified up to homotopy by the winding numbers of their determinants, defined as in (A.2). It is a fundamental result in (equivariant) obstruction theory (see [9, Ch. 7] and [4, Ch. 2]) that the obstruction to lift an (equivariant) homotopy from the 1-skeleton $\mathbb{T}_L \cup \mathbb{T}_R$ of the 2-torus to the whole $\mathbb{T}^2$ is encoded in a cohomology class with coefficients in $\pi_2(U(N))$. Since the latter second homotopy group is trivial [27, Ch. 8, Sec. 12], all homotopies on the 1-skeleton extend to the 2-skeleton, and this concludes the proof. □

**Remark A.3.** The computation of spaces of (equivariant) homotopy maps from $\mathbb{T}^d$ to $U(N)$ are not new in the literature, see for example [30] and references therein (where applications to other classes of topological insulators are also discussed). We decided however to include Lemmas A.1 and A.2 in our presentation because abstract proofs from algebraic topology usually fail to describe explicitly the isomorphisms involved. The characterization of the bijections in Lemmas A.1 and A.2 in terms of winding numbers has been repeatedly used throughout the paper. ⊗
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