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Abstract—Visual fiducial systems are a key component of many robotics and AR/VR applications for 6-DOF monocular relative pose estimation and target identification. This paper presents LFTag, a visual fiducial system based on topological detection and relative position data encoding which optimizes data density within spatial frequency constraints. The marker is constructed to resolve rotational ambiguity, which combined with the robust geometric and topological false positive rejection, allows all marker bits to be used for data.

When compared to existing state-of-the-art square binary markers (AprilTag) and topological markers (TopoTag) in simulation, the proposed fiducial system (LFTag) offers significant advances in dictionary size and range. LFTag 3x3 achieves 546 times the dictionary size of AprilTag 25x9 and LFTag 4x4 achieves 126 thousand times the dictionary size of AprilTag 41x12 while simultaneously achieving longer detection range. LFTag 3x3 also achieves more than twice the detection range of TopoTag 4x4 at the same dictionary size.

Index Terms—Fiducial Marker, Pose Estimation, Topological Filtering, Relative Position Data Encoding, Spatial Frequency

I. INTRODUCTION

Visual fiducial systems consist of a set of markers located in the environment which can be uniquely identified and localized by an algorithm. These systems are often used in virtual/augmented reality as well as robotics applications, as many fiducial systems enable accurate 6-DOF monocular pose estimation.

There also exists many active visual fiducial systems, where the marker is powered [1], or require more hardware in addition to a camera to localize. These systems could include LiDAR [2], or an light source at the camera in addition to retroreflective markers [3]. These systems are not discussed in this paper, as the focus is purely on passive visual fiducial systems with markers which can be cheaply produced on a standard printer.

The challenges of designing a visual fiducial systems is three fold: the amount of unique markers should be high, but simultaneously the markers must be have a low false positive rate and markers must be computationally efficient to detect.

This paper presents a novel visual fiducial system (see example in fig. 1) with high data density while being detectable from a long range. The proposed visual fiducial is tested against state of the art systems in simulation.

II. PREVIOUS WORK

There have been many previous visual fiducial systems, with a multitude of different approaches to marker detection and data encoding. The three general approaches are dense binary markers, relative positioning based markers, and topology based markers, which are described in the following sections.

A. Square Binary Markers

Square binary markers encode data with a binary grid where each square is either black or white, usually delineated from the background with a solid black border.

ARTag [4] uses this structure, with an interior binary grid which varies between 4x4 and 6x6. Detection is done with an image gradient based quad detector. A coding and forward error correction scheme was created which minimized marker cross correlation while correcting for up to two bit errors.

AprilTag [5] improved the coding scheme with a lexicode construction, which maximized the minimum hamming distance within the dictionary. Various minimum complexity metrics were also employed for the binary pattern within the marker [6], which reduced false positives by eliminating likely patterns in the wild, at some cost of dictionary size.

B. Relative Positioning Based Markers

Relative position based markers encode data through the relative positioning of marker elements to other marker elements, which traditionally are circles.

Pi-Tag [7] uses circles arranged with different spacing around the perimeter of a square to encode data. Markers are
detected by first detecting circular features, and then validating combinations of these features with projection invariant properties.

A high rate of false positive rejection can be achieved with this marker design, as the marker elements are localized at a high accuracy and there are strong priors on the locations of the marker elements. However, detection is relatively inefficient, and scales poorly to the amount of detected features. Furthermore, the dictionary size is limited, as the location of markers can only be adjusted in one dimension to maintain the invariants required for detection and decoding.

C. Topology Based Markers

Topological patterns provide an alternative to the edge and quad detection step of the square binary markers, or the circle detector step of the relative positioning markers. Topology based markers have uncommon topological structures which can be filtered for by performing hierarchical connected component analysis on the input image after thresholding.

ReacTIVision \cite{8} is a topological based marker system which allows for both detection and decoding purely from topological information. This allows markers to be laid out flexibly, and can decode makers with high distortion.

TopoTag \cite{9} improved upon ReacTIVision by encoding the ordering of the data bits using geometric information. This leads to more robust false positive rejection, and higher data density. Furthermore, all points within the marker are used for more accurate pose estimation.

III. LFTag Design

LFTag is best described as a fiducial marker which performs data encoding with relative positioning of marker elements and detection through topological information. The marker consists of a black border, white background, and \( n^2 \) (the size of a LFTag is denoted by \( n \times n \), e.g. LFTag 3x3 means \( n = 3 \)) black regions inside the marker. Two of the regions (also called ”baseline” regions) are larger than the others, and are at opposite sides of the top row of the marker. These points are used to resolve rotational ambiguity. The remaining regions are called ”data” regions, and each encode two bits in its relative location. Each data region has 4 possible locations, with the region centroids either shifting up or down, and left or right. The structure is demonstrated graphically in figure 5.

By encoding data with subtle shifts within data region positions as opposed to topological structure in TopoTag, LFTag minimizes the high spatial frequency content within the marker that is required for decoding. This allows for low resolving power cameras, which essentially low pass filter the images collected at long range due to either subpar optics, suboptimal focus, or the limited spatial sampling frequency of the sensor (resolution) to still be decoded.

IV. LFTag Detection, Decoding and Localization

The following sections outline the main steps required to detect and localize LFTags within an image. The main steps are also demonstrated with an example in figure 6.

A. Binarization

Binarization is performed using adaptive thresholding, with the threshold map calculated using a square mean window of \( M \times M \) pixels.
B. Topological Filtering

After binarization, topological connected component analysis is performed on the image, and a tree structure is produced with the nodes representing regions and the parent-children relationships representing regions that enclose other regions. The connected component analysis is performed using a modified version of the SLCCA algorithm [10], which tracks hierarchical relationships and performs image moment calculations (for vertex estimation) for all connected components.

The tree structure produced by topological connected component analysis is significantly smaller than the number of pixels in the image, as there often exists large regions of similar brightness in real-world images.

This tree structure is filtered to find candidate marker regions, with the specific structure of $n^2$ black regions within a white region. Regions with more than $n^2$ black regions are also accepted to account for noise, with the largest $n^2$ regions used for the next stages of processing.

Furthermore, additional constraints are placed to reduce false positives. If the largest interior region’s area is $\tau_1$ times the smallest, the candidate is rejected. The marker design only has an area difference of $1.77x$ between the smallest and largest interior region, but the threshold should be set significantly higher to account for perspective distortion, imperfect thresholding, and lighting variation. This is also called the ”area constraint”.

C. Vertex Estimation

For each candidate marker found, the centroid of each of the $n^2$ interior black regions is found using image moments on an inverted image, after dilation by $\delta$ pixels.

Although this is listed as a separate step, region centroids are actually calculated for all regions during the connected component analysis as part of feature vector collection for efficiency.

D. Key Point Identification

After the candidate marker regions are found, the next step is to identify the four key points located in the corner of the marker, two of them being baseline regions and two of them being data regions in the bottom left and bottom right extent of the marker.

First, the regions are sorted by the inverted zeroth order image moment, after dilation by $\delta$ pixels. The two largest regions are picked as the baseline regions, denoted in arbitrary order by $B_a$ and $B_b$.

$K_0$ and $K_1$ (the top left baseline region and top right baseline region respectively in the canonical marker orientation) corresponds to $B_a$ and $B_b$, although in an unknown order.

In order to disambiguate the order of these two regions, first a vector is found from $B_a$ to $B_b$. Then, for every region in the marker, a vector is also calculated from $B_a$. The angle between these two vectors is calculated for each region and summed. If the sum of the angles is positive, the $B_a$ is $K_0$, otherwise $B_b$ is $K_0$. The remaining baseline region is thus $K_1$. This step is performed again, with $B_a$ and $B_b$ swapped. The region is rejected if the two runs return conflicting results for $K_0$, accounting for false positives with correct topology but incorrect structure. (This is also called the angle constraint)

To locate the remaining two key points, a vector is drawn from $K_0$ to $K_1$, and for each remaining region, a vector is found from $K_0$. The list of candidate regions is sorted by this angle, and the list is truncated to $n - 1$. From this list, the vector that has the longest length is chosen as $K_2$. This process is repeated with $K_0$ and $K_1$ swapped to find $K_3$. 

Fig. 6: The LFTag detection, decoding and localization pipeline.
E. Geometry Filtering

All data points are checked to ensure that all but $n - 2$ data region centroids lie on the same side of the baseline vector. (This is also called the geometry constraint.)

All data and baseline points are also checked to ensure they are not close to being colinear. This is done by performing perpendicular regression, with the region rejected if the residual squared error in pixels is greater than $\tau_2$. (This is also called the collinearity constraint.)

F. Initial Pose Estimation

To decode the marker, the marker’s pose must first be found relative to the camera to locate the data regions within the marker coordinate system. However, as there are only two fixed points within the marker (the centroids of the baseline regions), it is impossible to directly solve for pose at least 4 known marker coordinate to pixel coordinate correspondences as required.

However, as the two data regions which make up the key points each only have 4 possible positions, there is only a total of 16 possible combinations of valid key point locations. This stage produces all 16 possible pose estimations from all combinations of key points using the IPPE [11] method to solve the PnP (Perspective-n-Point) problem using the 4 key points.

G. Initial Pose Evaluation

To test each of the poses estimated in the previous stage, an image gradient based method is used. For each estimated pose, the location of the interior black to white transition is also estimated and projected to back to image space. Along the predicted path, the image gradient is calculated with 3x3 Sobel filters. The magnitude of the image gradient is then averaged over the perimeter length, to produce a metric which evaluates the quality of the particular pose estimation based on the assumed key point locations.

H. Tag Decoding

For each estimated pose, a decoding is also attempted. For each data region, the 4 possible region centroid positions are transformed into camera coordinates, and compared to the list of region centroids calculated from the image during the vertex estimation stage. The best match is taken for each data region, with the residual squared pixel error accumulated.

For each estimated pose, the residual error from marker decoding is normalized by the square root of the area of the white region in the marker. This is then divided by the pose quality metric calculated in the previous stage to produce a final decoding error metric. The decoding which has the best error metric is then chosen as the final decoding. If the decoding error metric is higher than $\tau_2$, the marker is rejected.

I. Final Pose Estimation

After the marker has been decoded, the marker coordinates of all region centroids are known. This allows PnP to be solved (using IPPE as above) with all $n^2$ points in the marker, which results in a more stable and accurate pose.

V. LFTag Evaluation

LFTag is evaluated against AprilTag and TopoTag markers, which represent state of the art in dense binary based and topology based visual fiducial markers respectively. No other markers are evaluated, as AprilTag or TopoTag markers have been shown to perform significantly outperform all other systems in false positive rejection, range or dictionary size to competing markers in [9].

A. Algorithm Setup and Parameters - LFTag

- $M$ - the height and width of the adaptive thresholding mean window is set at 16 pixels.
- $n$ - the height and width of the marker is tested at both 3 and 4. (Although 2 can be used, it is not tested as it only has a dictionary size of 16 and is significantly less robust, as all points are key points.)
- $\delta$ - the dilation used before calculating region centroids is 1, calculated with $L^\infty$ norm.
- $\tau_1$ - the maximum area multiple between the largest and smallest region within a marker before rejection is set at 5.0.
- $\tau_2$ - the minimum perpendicular regression error to reject colinear points is set at 20.0.
- $\tau_3$ - the maximum error metric for marker detection is set at 0.0005 for 3x3 markers and 0.001 for 4x4 markers.

The parameters have not been varied for any test. 30 markers are used for evaluation, randomly selected within the dictionary for each family.

B. Algorithm Implementation and Parameters - AprilTag

The AprilTag 3 detection algorithm was used from the open sourced implementation, with the 16h5, 25h9, 36h11 and 41h12 families evaluated.

All default parameters were used, except for the decimation factor, which was tested at both 2 (default) and 1 (longer range with more compute time) for some experiments.

The first 30 markers of each family were chosen for evaluation (as the markers generation process produces images which are not biased by the data).

C. Algorithm Implementation and Parameters - TopoTag

The released detector binary[1] was used for TopoTag detection, with the 3x3, 4x4 and 5x5 square markers evaluated.

All default parameters were used, and 30 random markers of each family were chosen for evaluation.

D. False Positives

False positives are evaluated with the LabelMe dataset [12], which consists of 266,995 images (at time of writing, May 2020) of highly varied indoor and outdoor scenes, which does not contain any fiducial markers.

The results are shown in table IV and an analysis of the different acceptance rates and cumulative false positives at each stage of the LFTag decoding pipeline is provided in table VIII.

1The TopoTag detector binary is available at [https://herohuyongtao.github.io/research/publications/topo-tag/](https://herohuyongtao.github.io/research/publications/topo-tag/)
TABLE I: False positive results for LFTag, AprilTag and TopoTag on the LabelMe dataset

| Variant | Dictionary size | False positive detections |
|---------|----------------|---------------------------|
| AprilTag (No error correction, decimation = 2) | | |
| 16h5 | 30 | 2,262 | |
| 25h9 | 35 | 3 | |
| 36h11 | 587 | 0 | |
| 41h12 | 2,115 | 0 | |
| AprilTag (1 bit error correction, decimation = 2) | | |
| 16h5 | 30 | 44,577 | |
| 25h9 | 35 | 119 | |
| 36h11 | 587 | 2 | |
| 41h12 | 2,115 | 0 | |
| AprilTag (2 bit error correction, decimation = 2) | | |
| 16h5 | 30 | 412,243 | |
| 25h9 | 35 | 1,430 | |
| 36h11 | 587 | 7 | |
| 41h12 | 2,115 | 3 | |
| TopoTag | | |
| 3x3 | 128 | 0 | |
| 4x4 | 16,384 | 0 | |
| 5x5 | 8,388,608 | 0 | |
| LFTag (Proposed) | | |
| 3x3 | 16,384 | 1 (see figure 7) | |
| 4x4 | 268,435,456 | 0 | |

TABLE II: False positive analysis for LFTag on the LabelMe dataset.

| Detection stage | Stage acceptance | Cumulative false positives |
|-----------------|------------------|---------------------------|
| Input images | | 266,995 |
| Topological filtering | 44.3% | 1,186,431 |
| Area constraint | 36.8% | 436,324 |
| Geometry constraint | 38.6% | 168,552 |
| Angle constraint | 99.94% | 168,452 |
| Collinearity constraint | 49.4% | 83,285 |
| Residual error constraint | 0.0012% | 1 (see figure 7) |

**E. Detection Range**

Detection range is evaluated in a simulated environment. A virtual camera renders 640x480 anti-aliased images of markers, normalized to a one meter side length, with a focal length of 320 pixels. 30 markers are used for each marker type, with correct detection probability recorded at each distance. The range at the first missed detection and 20% missed detection probability threshold is recorded in table III. The dictionary size is also plotted against the distance of the first missed detection, in figure 8. The images for the last successful detection is also shown in figure 9.

**F. Motion Blur**

Motion blur is a significant challenge for fiducial markers, and is often the cause for missed detections in the real world, especially in applications with high rotation or translation rates, and/or insufficient lighting. This is evaluated with a dataset generated by using a uniform linear point spread function of variable length and angle applied to marker images at constant range to generate synthetic motion blur.

The blur is varied between 0°(vertical) to 90°(horizontal), and the magnitude of the blur varies from 0 to 15% the edge length of the marker. 30 markers are used for each marker

---

Fig. 7: The single false positive detection from the LabelMe dataset, which consists of over 250,000 images.

Fig. 8: Dictionary size against the distance of the first missed detection.

Fig. 9: Input images for LFTag detections at maximum range.
TABLE III: Detection range results for LFTag, AprilTag and TopoTag on the synthetic dataset.

| Variant               | Dictionary size | First missed (m) | 20% missed (m) |
|-----------------------|-----------------|------------------|-----------------|
| LFTag (Proposed)      |                 |                  |                 |
| 3x3                   | 16,384          | 27.8             | 27.8            |
| 4x4                   | 268,435,456     | 21.7             | 21.7            |
| AprilTag (2 bit error correction, decimation = 1) | | |
| 16h5                  | 30              | 30.1             | 33.0            |
| 25h9                  | 35              | 25.4             | 27.1            |
| 36h11                 | 587             | 23.4             | 23.9            |
| 41h12                 | 2,115           | 17.5             | 21.7            |
| AprilTag (2 bit correction, decimation = 2) | | |
| 16h5                  | 30              | 19.0             | 19.0            |
| 25h9                  | 35              | 19.7             | 19.7            |
| 36h11                 | 587             | 19.7             | 19.7            |
| 41h12                 | 2,115           | 14.1             | 14.3            |
| TopoTag               |                 |                  |                 |
| 3x3                   | 128             | 13.3             | 13.3            |
| 4x4                   | 16,384          | 10.6             | 10.6            |
| 5x5                   | 8,388,608       | 8.39             | 8.39            |

type, with correct detection probability recorded at each angle and magnitude.

The first missed detection for all markers at all angles is shown graphically in figure 11. The image for the last successful detection is shown in figure 10.

G. Marker Angle

Detection probability is also tested at grazing angles. 30 markers are used for each marker type, with correct detection probability recorded at each angle and magnitude. The angle of the first missed detection is shown in table IV. The image for the last successful detection is shown in figure 12.

H. Detector Performance

Performance is evaluated on a desktop computer, with an AMD Ryzen 7 2700X CPU (8 cores, 16 threads @ 4.30GHz) and 32GB of RAM. All algorithms are run on a single thread.

The LFTag detector is implemented in Rust, and the OpenCV implementation of the IPPE PnP algorithm was used. The detector is single threaded and has not been performance optimized.

Evaluations are performed with 1280x720 images, collected from a webcam where one fiducial marker per type is visible. Input parsing and decompression time is not measured, and
pose estimation is performed for all detected markers for all implementations.

**TABLE V: Performance results for LFTag, AprilTag and TopoTag.**

| Marker                  | Runtime (ms) |
|-------------------------|--------------|
| AprilTag (Decimate=1)   | 32           |
| AprilTag (Decimate=2)   | 10           |
| TopoTag                 | 20           |
| LFTag (Proposed)        | 21           |

**TABLE VI: Performance breakdown for the LFTag detector on 1280x720 images.**

| Stage                | Time (us) | Share of total |
|----------------------|-----------|----------------|
| Adaptive Thresholding| 489       | 2.3%           |
| Topological filtering| 18,285    | 87%            |
| Key point identification | 562     | 2.7%           |
| Geometric filtering  | 118       | 0.5%           |
| Initial pose estimation | 1,320   | 6.3%           |
| Decoding             | 112       | 0.5%           |
| Final pose estimation | 180      | 0.9%           |

**VI. DISCUSSION**

The most prominent result from this paper is the novel detection and encoding scheme. The use of topological filtering produces roughly an order of magnitude less candidate regions compared to state of the art square marker detectors (1.2 million regions with LFTag compared to 9 million quads with the AprilTag 3 detector on the LabelMe dataset). Furthermore, strong geometric filtering schemes means only 7% of these candidate regions attempt to be decoded. The highly accurate vertex localization and strong priors of the locations of the regions inside the marker ensure that all but one false positive is rejected in over 250 thousand images, without sacrificing any data bits for false positive rejection.

Although TopoTag can achieve very low false positive rates without sacrificing any marker bits, the data encoded is fragile to low pass filtering, as the complex topological structure requires multiple nested levels opposite colors. This leads to limited range and robustness compared to LFTag.

Furthermore, the relative position based encoding scheme encodes a large amount of data by efficiently utilizing the limited spatial bandwidth when detecting marker from long range. When combined with the inherent topological and geometric false positive resistance of the marker, all marker bits can be used for data encoding. This leads to a 2-5 order of magnitude improvement in dictionary sizes at a given range and false positive rate.

The robustness of the proposed fiducial markers is also evaluated, and demonstrates usable performance for applications in the real world. Square binary markers perform significantly better than the proposed marker design and TopoTag, as the topological information is relatively easier to disrupt than the edge features used to locate square markers.

The performance of LFTag at grazing angles matches the performance of square binary markers, as the low spatial frequency of the marker enables the markers to still be picked up with very limited vertical resolution.

Although LFTag does not achieve state-of-the-art robustness, it is still usable in the real world, especially considering its significantly higher encoding density.

LFTag is also highly scalable. Although the largest marker tested is only 4x4 in size, the implementation has been tested to work up to at least 8x8. The dense binary encoding allows for large amounts of data (over 100 bits) to be stored per marker, while requiring no expensive dictionary generation step.

However, there are several limitations to the proposed marker design; occlusion and bending of markers.

Due to the topological detection method of the marker, a small amount of occlusion can change the topological structure and prevent detection. Furthermore, occlusion of any key point, even if the topology of the marker is otherwise maintained, means the marker cannot be decoded correctly.

As the marker design relies on accurate priors of the centroids of the marker regions from localizing the key points, the marker is sensitive to bending. When a bent marker attempts to be detected, it is possible the wrong data is read if the region centroids of the bent marker approximates another valid configuration of a flat marker, or the marker detection can be missed if the residual error is too high.

**VII. FUTURE WORK**

There are several interesting aspects of the proposed design which can be improved: false positive and speed with fixed key points, using closed form solutions for initial pose estimation, bent marker resistance by solving for distortion in decoding, error correction, and higher data density with alternative marker structures.

One of the slower stages of marker detection is initial pose estimation, as 16 candidate poses need to be solved for each marker. This can possibly be improved with a small change to the system so one or both of the data carrying key points stay fixed. If one data carrying key point is fixed, a 4x improvement is expected in both the speed of initial pose estimation, and also in false positive rates. This increases to 16x if both data carrying key points are fixed. However, this comes with a corresponding 4x and 16x reduction in dictionary sizes. Conversely, if computation speed and false positive detections are not an issue, one of the baseline regions can be modified to a data region, to achieve 4x larger dictionary sizes.

The IPPE PnP algorithm can be solved for analytically, given known marker points. This has been done for squares in [11], and results in a significant speed improvement for pose estimation.
estimation of square markers. It should also be possible for analytical solutions of all 16 possible key point locations to be calculated, which should result in a corresponding speedup in the initial pose estimation of the LFTag detector algorithm.

Another potential improvement to solve the robustness of markers in bending is to directly solve for the amount of bending during either initial pose estimation from the white to black inner border, or during decoding from residual error. In most cases, bending can be modelled with a two variable model of bend radius and angle, which should significantly improve robustness to bending. However, care needs to be taken to ensure false positive rates remain acceptable, as this weakens the priors on the expected region locations.

The proposed marker currently does not provide any error detection or correction, using all marker bits for data. This is still highly robust as data decoding is based on region centroids, which is very noise resistant. However, for many applications, an even lower false positive rate or partial occlusion resistance is more important, and the current dictionary size too large. The dense binary data encoding is well suited to efficient error correction schemes such as Hamming codes or Reed-Solomon error correction. Furthermore, as there are strong geometric priors for a correctly decoded markers, many errors can be treated as erasures instead, which allows for more bits to be corrected.

Additionally, a square or grid structure is likely not the most optimal arrangement for the data regions to maximize the utilization of spatial bandwidth. This is seen in the motion blur test, where for almost all markers, and especially for LFTag 3x3, the 45 degree axis is more resistant to blurring. Perhaps a hexagonal arrangement can be used to optimize the packing density of the data regions. Furthermore, with a hexagonal arrangement of data regions, each data region can likely encode 6 different possible locations, leading to a higher data density.

This paper only focused on the detection performance of the various fiducial markers, and did not evaluate the quality of the pose estimations. In general, the better the vertex estimation and number of marker-camera correspondences, the lower the pose error and jitter. Combined with empirical evaluations, it is expected that LFTag performs well in this benchmark, but an objective evaluation would be valuable.

VIII. CONCLUSIONS

This paper presents LFTag, a visual fiducial system based on topological detection and relative positioning data encoding. A very low false positive rate was achieved with highly accurate, sub-pixel localization of interior regions combined with strong priors due to the marker construction. The construction of the marker also resolves rotational ambiguity, which combined with the low false positive rate allows for all marker bits to be used for data.

As the relative positioning based data encoding maximizes the use of spatial bandwidth and all marker bits are used for data, significant advancements are made in the dictionary size to detection range tradeoffs of existing fiducial markers, offering 546 times the dictionary size of AprilTag 25b9 with LFTag 3x3 or 126 thousand times the dictionary size of AprilTag 41h12 with LFTag 4x4 while simultaneously achieving longer detection rage, or more than twice the detection range of TopoTag 4x4 at the same dictionary size with LFTag 3x3.
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