Exploiting user preferences to reduce bandwidth requirements for VoD services with client caching
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Abstract
Internet traffic is already dominated by video streaming applications. The quality of transmitted videos and the number of content available online is expected to increase in the upcoming years, which will further pressure the available network infrastructures. In this scenario, Video-on-Demand services require that distribution mechanisms improve the efficiency of video transmission, which impacts the network performance and system scalability. The efficiency of distribution is strongly related to the operating costs of the providers of such services. The most efficient methods available for Video-on-Demand distribution use strategies that combine multicast transmission and the storage capacity of the user’s equipment. This paper presents a new method for Video-on-Demand distribution that explores the client storage capabilities by modelling the users’ preferences with a Hidden Markov Model. The efficiency of the proposed method is demonstrated through computational simulations of different scenarios, including a sample of real users’ activity. Our results indicate that the proposed scheme substantially outperforms the current Video-on-Demand distribution mechanisms in terms of network bandwidth consumption, significantly reducing operation costs by improving the system scalability.

1 | INTRODUCTION

Broadband access technologies have evolved over the years. Today, the availability of high-speed networks changed the way of creating, consuming, and sharing digital media. Video-on-Demand (VoD) has become increasingly popular, making video streaming the most prominent application on the Internet. It is estimated that in 2021 video traffic will correspond to 82% of total Internet traffic [1]. The VoD service improves users interactivity, allowing the users to watch the videos they want at any time, instead of having access only to broadcast transmissions.

The bandwidth efficiency and scalability are important issues in VoD distribution. Several methods have been proposed to address these problems, such as batching [2], pyramid broadcasting [3], skycraper broadcasting [4], harmonic broadcasting [5], delayed buffering broadcast [6], hybrid broadcasting [7], multiplexed harmonic broadcasting [8], patching [9], among others [10]. Readers can find in [11] a survey of three classes of techniques for improving VoD distribution. The paper addresses methods for network load reduction, network interruption mitigation, and network load distribution. Several methods for VoD distribution, including cached delivery, peer-to-peer delivery and segment caching are also described.

Jayasundara et al. [12] proposed a method to improve scalability and efficiency in VoD distribution, called Pre-population Assisted Batching with Multicast Patching (PAB-MP). Results show that the use of PAB-MB significantly reduces the aggregated bandwidth consumption of the VoD server if compared with competing methods available at that time, mainly in high load conditions. Recently, Feng et al. [13] developed a new method for VoD delivery called Client Cache Enabled Multicast Patching (CCE-MP) which exploits the storage capacity of the users’ device. The authors show that CCE-MP overcomes the performance of other methods, including PAB-MP, in terms of resources required on the server and the network.

The methods cited above do not consider user preferences for delivering VoD services. For this reason, we present a new approach based on Hidden Markov Models (HMM) to predict which category of video is most likely to be accessed by the user. The result of this prediction is then used to exploit the allocation of video segments in the user device cache that, along with a multicast transmission strategy, reduce the bandwidth...
The use of unicast transmission for VoD traffic distribution, where a dedicated video stream is sent from the server to each client, is highly inefficient. The first attempts to increase efficiency were based on broadcast, that is, the video is sent to all clients from time to time. Then, new methods have proposed the use of prior knowledge of the video popularity and network multicast capabilities. More recently, methods that explore the storage capacity in the users’ device and the network multicast capabilities simultaneously have been proposed. In this section, we will discuss some of the main available methods for VoD distribution.

### 2.1 Batching

Suppose that the first request for a given video $v_n$ is at time $t_r$. The algorithm waits for a time $T$, called batching window, to start streaming. During this time $[t_r, t_r + T]$, the video server receives requests for $v_n$ before starting the transmission at time $[t_r + T]$. Then, the server starts the streaming using multicast to deliver $v_n$ to multiple users [14]. The requests for $v_n$ received after the end of the batching window will be answered with a new multicast stream.

This algorithm has a good performance for popular videos, for which many requests will be met with only one stream. However, this method is not efficient for non-popular videos, as it tends to become similar to the unicast strategy. Besides that, in this approach, the user may need to wait up to $T$ seconds before starting to watch the video, which may motivate the user to leave the service platform in advance.

### 2.2 Patching

In this algorithm, the storage capacity of user equipment is exploited, so that it can receive the main multicast flow plus a stream called patching. Suppose a user request for video $v_n$ at time $t_r$. If there is an active main multicast stream of $v_n$ at time $t_r$, the server will start sending the missing part of the video through a patching stream [15], otherwise the server immediately initiates a main multicast stream for $v_n$.

The main problem occurs when a request arrives late in relation to the start of the main multicast stream, since the resulting patching stream would be too long. In order to handle this problem, the server should accept patchings as long as the request for video $v_n$ arrives before a time limit from the beginning of the main stream multicast [16]. If it arrives after the time limit, a new main multicast stream should serve this request. Thus, this method ensures zero delay for the user, that is, any time users make a request, they can start watching the video.

### 2.3 Pre-population assisted batching with multicast patching

This algorithm belongs to the class of methods capable of exploring the storage capacity of a user’s device to implement a cache with the initial video segments (IVS) [12]. The user request for video $v_n$ at time $t_r$ is processed as follows. If there...
is an active multicast for \( v_n \), the client joins the group and starts to receive the requested video. In this case, the user starts watching the video using information previously stored locally in the IVS, otherwise client starts a new multicast for \( v_n \).

The size of the IVS defines the batching window. For requests that arrive after this limit, the server starts a multicast patching flow in order to serve a greater number of streams. Requests that arrive after the patching window will be met with a new multicast stream. The IVSs are sent to the user’s device in times of low network and server usage. The use of the Dynamic programming-based Pre-population Lengths Optimisation (DPLO) algorithm was suggested by Jayasundara [12] to determine the size of each IVS to be stored on the user’s device. Additionally, the authors suggest that users’ devices share the locally available IVSs in a peer-to-peer configuration to increase the possibility of finding the requested video. The authors also show that the PAB-MB is more efficient than the previous patching and batching strategies.

2.4 Client cache enabled multicast patching

This approach also exploits the storage capacity of the users’ devices and was proposed by Feng et al. [13, 17]. Considering a request of video \( v_n \) at time \( t_s \), the user’s device immediately starts storing all active segments of multicast streams of \( v_n \). As in the PAB-MB, the user starts watching the video using information previously stored locally in the IVS. The beginning of the transmission of missing segments of \( v_n \) will occur as late as possible in relation to \( t_s \), so that the largest number of users can use the multicast flow of \( v_n \).

Video library consists of \( N \) videos characterised by a tuple \( \{ \text{length}, \text{bitrate}, \text{popularity} \} \). It is assumed that all videos are of equal length and bit rate, denoted by \( L \) and \( r \), respectively. The popularity distribution vector \( p = [p_0, p_1, \ldots, p_{N-1}] \) is assumed to be known \textit{a priori}. The popularity rank of a video \( v_i \) is given by \( i \), where \( p_0 \geq p_1 \geq \ldots \geq p_{N-1} \). Using the Water–Filling algorithm, the IVS for each video can be evaluated as follows:

\[
l_i = \min \left( \left( \beta - \frac{r}{\lambda_i} \right)^+, L \right), \quad i = 0, 1, \ldots, N - 1,
\]

where \( x^+ = \max(x, 0) \) and \( \beta = \frac{r}{\sum_{i=0}^{K} \lambda_i} \), where \( f_B \) is the spectral efficiency and \( \mu \) is the Lagrange multiplier. \( l_i \) and \( \beta \) can be effectively solved by the bisection method under the storage constraint [17].

Simulated results show that CCE-MP outperforms PAB-MP and other competing methods in terms of bandwidth consumption.

3 PRE-POPULATION ASSISTED BATCHING WITH PREDICTION OF USER BEHAVIOUR

The content accessed by users of VoD systems presents a predictable behaviour [18, 19], which is already explored by the recommender systems used by providers [20]. We propose to explore this predictability to perform a clever IVS allocation, improving performance as a whole. To this end, we use an HMM-based model to predict the genre of the next video that will be requested by the user, allowing the server to allocate IVS more efficiently, reducing the bandwidth usage in the network core and also resources in the servers.

3.1 Hidden Markov models

In a Markov chain, each state corresponds to an observable event [21]. The use of Markov chains to synchronise real-time streaming was proposed by [22]. In HMM, the current state of the system is not directly observable. These models have wide application, such as speech recognition, DNA sequence, facial expression recognition, and others. Figure 1 exemplifies a three-state HMM, where \( E_k \), with \( k = [0, 1, 2] \), represents the hidden states, \( p_{kj} \), \( j = [0, 1, 2] \), is the value for the transition probabilities from state \( E_k \) to \( E_j \), and vector \( w_{k,*} = [w_{k0}, w_{k1}, \ldots, w_{k(M-1)}] \) represents the probabilities of observation, also called emission probabilities, of observable event \( m \in \{0, 1, \ldots, M - 1\} \) in a given state \( E_k \). The number of hidden states is given by \( K \), and the number of different video categories is given by \( M \). The initial probability of each state is given by vector \( U \).

3.2 User behaviour forecast

In this subsection, we describe how to use of an HMM to predict the genre of content that will be accessed by the user. Each video \( v_n \), \( n \in \{0, 1, 2, \ldots, N - 1\} \) in the library is denoted by a tuple \( \{ \text{length}, \text{bitrate}, \text{popularity}, \text{category} \} \). As in CCE-MP and PAB-MB, we also assume that all videos are of equal length and bit rate, given, respectively, by \( L \) and \( r \). Additionally, we consider that each video has a unique associated genre from a finite set \( S = \{s_0, s_1, \ldots, s_{M-1}\} \) of categories and that the video server has the ability to track the history of videos accessed by the user. Thus, associated to each state \( E_k \) of a model with \( K \) states, there is an emission probability vector \( w_{k,*} = [w_{k0}, w_{k1}, \ldots, w_{k(M-1)}] \),
where $\sum_{m=0}^{M-1} w_{m} = 1$, which stores the probabilities of occurrence of each video category in that state.

Let $P$ be the $K \times K$ state transition probability matrix and $W$ be the corresponding $K \times M$ emission probability matrix of the HMM. $P$ and $W$ can be obtained from the historical data of video requests using the Baum–Welch algorithm [23]. The resulting probability transition matrix is then used to evaluate the stationary distribution of the Markov Chain given by vector $\pi = [\pi_0, \pi_1, \ldots, \pi_{K-1}]$.

The most probable state for a given user can be evaluated from the observation of the sequence of categories requested using the Viterbi or the forward algorithm [23]. The video server can perform the training periodically to reflect changes in user behaviour.

### 3.3 IVS allocation

From the trained HMM, the Viterbi algorithm can indicate the most likely current state of the user given a sequence of video categories requested by the user. The corresponding vector $w_{k,*}$ can be used to define the cache utilisation in the user equipment. The partitioning of the storage capacity of the user’s device will be proportional to the emission probability for each video category, depending on the most likely state of the user.

Let $C$ be the memory space that can be used in the user’s equipment to store IVSs, so for a given $w_{k,*}$ the capacity $C$ will be allocated among the categories according to the emission probability of HMM for the current user state. That is, for a category $s_m$, the allocated space for the IVSs of this category is given by $c_{km} = C \cdot w_{km}$. Figure 2 illustrates the process for a 3-state HMM with $M = 5$. The server keeps a historical record on all videos requested by users. The Baum–Welch and Viterbi algorithms run in the server, which will decide on the occupation of the available cache area in users’ devices. We use the Water–Filling algorithm to set the length of the IVS for videos of a given category according to Equation (1). The video’s popularity is evaluated by considering the video category and the current state of the user in HMM.

### 4 PERFORMANCE EVALUATION

User behaviour plays a key role in the allocation of IVS. To study the effects of user behaviour on the performance of PAB-UBP, we propose three scenarios:

- **Polarised**: Users have a high probability of continue watching the same category of content, as in the phenomenon of binge watching [24]. This behaviour is described in an HMM model with a transition probability matrix $P$ close to the identity matrix, that is, since the user is in state $E_k$ he/she tends to remain in the same state and the probability vector $w_{k,*}$ is highly polarised, that is, the user has preference for only one category.

- **Random**: Users have no preference for a specific video category and request them randomly. The transition probability matrix follows approximately an uniform distribution. similarly, the vector $w_{k,*}$ has equal probability of issuing between the categories.

- **Sampled Data**: We collected the access history of 50 VoD users totalling 3597 videos watched and more than 40,000 requests in an average range of 2.5 years.

The bandwidth consumption was evaluated using computational simulations, comparing Patching [16], CCE-MP [17], and PAB-UBP. The system performance was studied using different request rates, different trends in video popularity, and different number of hidden states of the Markov chain. The requests that arrive at the video server can be characterised by a Poisson process with request rate $\lambda$ [25]. On the other hand, the popularity of videos is commonly characterised by the Zipf distribution [26], whereby the popularity of a video $i$, ranked from the most popular to the least, stored in a library containing $N$ videos is given by $p_i = (1/\alpha^i)/(\sum_{j=1}^{N} 1/\alpha^j)$, where $\alpha$ is the exponent characterising the distribution.

The simulation considers that the requested video will be entirely watched by the user and that all videos have the same length and transmission rate. These assumptions are also made by the authors of Patching, PAB-MP and CCE-MP, which simplifies the analysis without the loss of generality. In addition, it was considered that the popularity of videos of the same category follows the Zipf distribution with parameter $\alpha$ and the initial state of the HMM was chosen at random. Table 2 shows all the parameters used in the simulations.

In a first experiment, the consumption of bandwidth was considered as a function of the request rate $\lambda$ received by the server. In this test, the parameter $\alpha$ of the Zipf distribution was kept constant at 0.8, which is a typical value reported in the literature.

Figure 3(a) shows the performance of Patching, CCE-MP, and PAB-UBP in terms of average bandwidth consumption. For PAB-UBP, cases of Random and Polarised user
behaviour were considered. It is observed there is no significant difference between the methods for low requests rates. However, as the request rate increases, PAB-UBP outperforms the others regarding Polarised behaviour, since the proposed method present a better hit rate of IVS stored in users’ devices. For Random behaviour, it is possible to notice that the CCE-MP is more efficient. However, the behaviour of real users is much closer to the polarised profile, as illustrated in the next section, which tends to favour PAB-UBP.

In a second experiment, the bandwidth consumption was evaluated as a function of the shape parameter of the Zipf distribution, $\alpha$. Figure 3(b) shows that, when considering the random scenario, CCE-MP only performs similarly to the proposed method for lower values of $\alpha$ (special case where the video popularity follows an uniform distribution). Considering the polarised scenario, there is a saving of 21% in bandwidth consumption.

Some studies show that Zipf’s $\alpha$ parameter varies between 0.5 and 1.0 [12, 27]. Within this range, PAB-UBP has the best performance among all competing methods. For $\alpha > 1.2$, CCE-MP becomes more efficient than PAB-UBP in the Polarised scenario, because for $\alpha > 1.2$ only a small number of videos are requested by users and few videos represent almost 100% of the videos effectively transmitted.

4.1 | Sample data

Sample data from 50 VoD users were used to discover the parameters of the HMM, which was later used in simulations. Each video was manually classified into one of the following 16 categories: Drama, Comedy, Action, Adventure, Animation, Romantic, Sci-Fi, Romance Comedy, Comedy Drama, Action Comedy, Suspense, Thriller, Fantasy, Serie, Documentary and Other. From these data, the HMM was trained using the Baum–Welch algorithm to obtain the transition probability matrix and the probabilities of emission [28]. In this paper, an HMM with 3, 4, 5, and 10 states was considered. The resulting $P$ and $W$ matrices for the 3-state HMM are given, respectively, by

$$P = \begin{bmatrix} 0.98 & 0.00 & 0.02 \\ 0.26 & 0.27 & 0.47 \\ 0.00 & 0.91 & 0.09 \end{bmatrix}, \quad U = \begin{bmatrix} 1/3 & 1/3 & 1/3 \end{bmatrix},$$

$$W = \begin{bmatrix} 0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 \\ 0.11 & 0.08 & 0.11 & 0.03 & 0.06 & 0.04 & 0.04 & 0.06 & 0.04 & 0.02 & 0.05 & 0.04 & 0.03 & 0.15 & 0.07 & 0.06 \\ 0.14 & 0.08 & 0.10 & 0.04 & 0.07 & 0.05 & 0.04 & 0.04 & 0.04 & 0.02 & 0.06 & 0.05 & 0.02 & 0.14 & 0.06 & 0.05 \end{bmatrix}.$$  

A reasonable polarisation is observed in the user behaviour, which favors the efficiency of the proposed method. For instance, it can be seen from $P$ that, if the process is in state $E_i$, there is 98% of probability to remain in the same state in the next request. In this state, the emission probability vector $w_{i,*}$ (first row of $W$) indicates that the user is 97% likely to request only one video category. This behaviour is closer to the polarised profile, which favors PAB-UBP, as it was already shown in previous section.

We assume that, in each category, the videos’ popularity is also modelled by a Zipf distribution. For simulation, it was considered that each category had 320 videos, with a total of 5120 videos in the simulated video library. Figure 4(a) shows the bandwidth consumption as a function of the request rate. Considering a request rate of $\lambda = 8$ req/min, PAB-UBP saved

![Figure 3](image-url) Average bandwidth consumption of the polarised and random scenarios: (a) as a function of the request rate and (b) as a function of $\alpha$. 

**TABLE 2** Simulation parameters

| Parameter | Value |
|-----------|-------|
| $N$       | 100 videos |
| $M$       | 5 categories |
| $K$       | 3 states |
| $r$       | 2 Mbps |
| $L$       | 60 min |
| $C$       | 120 min |
| $f_B$     | 1 bps/Hz |
| $\lambda$ | 10 min$^{-1}$ |
59.53% of the network bandwidth when compared to CCE-MP. This margin tends to increase as the request rate increases due to the better hit rate of IVS.

Figure 4(b) shows the bandwidth consumption as a function of \( \alpha \) for \( \lambda = 10 \text{ req/min} \). At each step, the same value of \( \alpha \) was used for all 16 different video categories to generate the user requests. It is possible to observe that, compared to CCE-MP, the performance of PAB-UBP was considerably better. It can also be observed that the variation of \( \alpha \) leads to a large variation in CCE-MP performance.

To assess the impact of the number of HMM states on the final performance of the system, the training of the HMM was performed considering 3, 4, 5, and 10 states using the sampled data. Figure 5(a) shows the effects of varying the arrival rate \( \lambda \) from 1 to 10 requests per minute. Figure 5(b) presents the effects of varying \( \alpha \) from 0 to 1.1 on the average bandwidth consumption. It can be observed that using a 4-state HMM leads to better performance with lower bandwidth consumption. However, this result is not generalisable because it depends on the dataset under study. The limited number of 50 users in this study allowed a few sets of classes, which should increase if larger populations of users are considered. Results also show that the higher the \( \alpha \), the better the performance of PAB-UBP, as previously illustrated.

Figure 6 shows the bandwidth consumption as a function of the storage capacity of the user’s device. The storage capacity is denoted by \( C/(NL) \), which represents the fraction of all videos available in the library that could be stored locally. It is possible to see that PAB-UBP outperforms CCE-MP for the polarised behaviour. If a user chooses video categories randomly,
CONCLUSIONS

We proposed an HMM-based method to perform the allocation of initial video segments using users’ preferences. Through computational simulations, we showed that the proposed method outperforms the reference model (CCE-MP) in terms of bandwidth consumption, and that it can be used together with multicast transmission and storage of user’s device in order to save bandwidth in the network and improve system scalability.

It is important to note that the gain margin changes as the user’s behaviour changes, which has been demonstrated through the Polarised and Randomised scenarios. We also show that in a real system, the user’s behaviour is expected to be somewhere between these behaviours.
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