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Abstract

A variety of clustering criteria has been applied as an objective function in Evolutionary Multi-Objective Clustering approaches (EMOCs). However, most EMOCs do not provide detailed analysis regarding the choice and usage of the objective functions. Aiming to support a better choice and definition of the objectives in the EMOCs, this paper proposes an analysis of the admissibility of the clustering criteria in evolutionary optimization by examining the search direction and its potential in finding optimal results. As a result, we demonstrate how the admissibility of the objective functions can influence the optimization. Furthermore, we provide insights regarding the combinations and usage of the clustering criteria in the EMOCs.
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1. Introduction

The use of knowledge discovery techniques has become essential to analyze and understand a large volume of data generated in different fields of application (e.g., marketing, medicine, bioinformatics). Clustering analysis has been

\textsuperscript{*}Corresponding author

Email addresses: cristina.morimoto@ufpr.br (Cristina Y. Morimoto), aurora@inf.ufpr.br (Aurora Pozo), marcilio.desouto@univ-orleans.fr (Marcílio C. P. de Souto)
widely studied and adopted for several purposes, including pattern analysis, image segmentation, data mining, and decision-making. Clustering is a type of unsupervised learning whose goal is to find the underlying structures that compose finite sets of data (clusters), in which the objects belonging to a cluster should share some relevant property (similarity) regarding the data domain [1].

In recent years, multi-objective evolutionary algorithms (MOEAs) have become one popular methodology for clustering. However, the design and definition of the clustering problem are still challenges. In particular, issues concerning the definition of the objective functions emerge in evolutionary multi-objective optimization, in addition to other difficulties. For example, there are a variety of clustering criteria being applied in the Evolutionary Multi-Objective Clustering approaches (EMOCs), but most studies do not provide any analysis regarding the choice and combination of the objective functions, in which, fundamentally, the objective functions are selected concerning some desired properties in the data clustering. Thus, in this paper, we propose the analysis of the admissibility of the clustering criteria to support the definition of the objective functions in the EMOCs. Here, we characterize admissible objective functions as having the property of detecting the “natural” ground-truth clustering, in which the ground-truth clustering has an optimal value. In other words, our study introduces an investigation for the admissibility of the objective functions applied to evolutionary multi-objective clustering that supports defining whether the objectives are worth optimizing. It is important to note that we evaluate the admissibility regarding the search direction. This is different from [9], where the authors consider the admissibility of the clustering algorithms by considering the evaluation of the structure of the data essentially.

Other studies have evaluated the objective functions for evolutionary multi-objective data clustering. [10] presents a comparison of four criteria pairs for multi-objective clustering in datasets with different types of clusters. [2] investigated some clustering criteria and analyzed their correlation with the ground truth to develop an evolutionary multi-objective clustering algorithm. However, they do not consider evaluating the admissibility of the objective functions and
the impact of the initial population in the evolutionary optimization.

In particular, this paper presents the analysis of 17 objective functions as for their admissibility in 24 artificial datasets with different data structures. We used the objective functions present in the EMOCs found in the literature to analyze whether they can lead the EMOCs to optimal results. Hence, we analyzed how some initialization methods can affect evolutionary optimization. Furthermore, we correlate the admissibility analysis regarding the clustering results by considering some optimization scenarios with different combinations of objective functions. As a result, our analysis provides insights regarding the choice of the objective functions and the initialization strategy to improve designing EMOCs.

The remainder of this paper is organized as follows. In Section 2, we present the main concepts of evolutionary multi-objective clustering and the clustering criteria used in our experiments. Section 3 describes the datasets considered, the specific configuration and settings of the compared methods, and the performance assessment adopted. Then, in Sections 4 and 5, we present and discuss the results of our experimental evaluation of the objective functions. Finally, Section 6 highlights our main findings and discusses future works.

2. Background

2.1. Preliminaries

The convention adopted in this paper considers the terms: clustering criteria, objective functions, fitness functions, and heuristic functions interchangeably to represent the multi-objective clustering problem’s goals or objectives (i.e., distinct mathematical functions) to be achieved:

- **Clustering Criteria**: A clustering criterion (function) guides the selection of features and clustering schemes in a clustering algorithm.

- **Objective Functions**: An objective function indicates how much each variable contributes to the value to be optimized in the problem. The objective function refers to a criterion that should be maximized or minimized in an optimization problem.
• **Fitness Functions**: A fitness function is a particular type of objective function that quantifies the optimality of a solution. The fitness functions are used in evolutionary approaches to guide the search towards optimal design solutions.

• **Heuristic Functions**: A heuristic is a term adopted in artificial intelligence (AI) that works by guiding search, suggesting behavior, making decisions, or transforming the problem. A heuristic function guides the decision, as a strategy or simplification, to limit the search for solutions in large problem spaces. However, they do not guarantee optimal solutions.

In this study, instead of using the term fitness function, we rely on the general term used in evolutionary multi-objective optimization: the objective function. However, each term is important to facilitate the general understanding of the content of this paper, considering that they relate to different fields of study.

The term **optimal value** in clustering refers to ground-truth clustering, called true partition. In other words, the true partition represents the ideal model partition. As our analysis considered artificial datasets, the true partition was known in advance, making it possible to perform a detailed examination of the underlying structure of the data and relate it to the clustering criteria.

Other important terms applied in our study are regarding multi-objective optimization. It is essential to define the general aspects of objective functions and restrictions to understand the use of admissible or inadmissible objective functions in EMOCs. The **Multi-objective Optimization Problem (MOP)** can be defined as the optimization of the vector function $\mathbf{F}(\pi)$, Eq. 1, that maps a tuple of decision variables ($\pi$) to a tuple of $z$ objectives ($z \geq 2$) and satisfies inequality and equality restrictions (or constraints), Eq. 2. These restrictions are used to determine the feasible region of solutions.

$$\min\max \mathbf{F}(\pi) = (f_1(\pi), f_2(\pi), \ldots, f_z(\pi))$$  \hspace{1cm} (1)
subjected to \( g_i(\pi) \leq 0, \quad i = \{1, \ldots, p\} \), and
\[
    h_j(\pi) = 0, \quad j = \{1, \ldots, q\}
\] (2)

Most multi-objective algorithms select solutions using the **Pareto dominance** relation. Formally, the Pareto dominance is defined as: Let \( \pi_1 \) and \( \pi_2 \) be two feasible solutions; \( \pi_1 \) is said to dominate \( \pi_2 \) (denoted as \( \pi_1 \prec \pi_2 \)), if the following conditions are satisfied [3]: (i) \( \forall i \in \{1, 2, \ldots, z\} : f_i(\pi_1) \leq f_i(\pi_2) \) and (ii) \( \exists j \in \{1, 2, \ldots, z\} : f_j(\pi_1) < f_j(\pi_2) \). In particular, identifying a solution \( \pi \) that is feasible and optimizes the objective at hand is notably challenging when restrictions and objectives have a non-linear, non-convex, discrete, or non-differentiable nature. One common approach to dealing with the restrictions is to treat those restrictions as objective functions. For example, in bi-objective optimization, a constraint can be used as a second objective subjected to multi-objective optimization for the formation of a Pareto front, in which the optimization can be focused on the main objective function.

### 2.2. Admissible Heuristic Functions

In general, an **admissible heuristic function** can be characterized as a function that does not overestimate the cost of reaching the goal. The evaluation of a heuristic function considers the states in the search space, in which the cost of the actual state should be lower than or equal to the estimated cost of finding the optimal solution. Formally, a heuristic \( h(s) \) is admissible if, for every state \( s \), \( h(s) \leq h^*(s) \), where \( h^*(s) \) is the true cost to reach the goal state from \( s \) [31].

In our study, we consider this general admissibility concept in evolutionary optimization. Thus, we verified the potential of the objective functions, as heuristic functions, in finding the optimal results considering the search direction. Here, as above-mentioned, we considered the optimal results as the underlying structure of the data (true partition or ground-truth). It is important to note that our study considered artificial datasets in which the optimal
clustering results were already known. That made it possible to analyze the admissibility of the objective functions in the clustering problem.

In practice, our analysis consists of evaluating the inadmissibility of the objective functions. A heuristic is inadmissible if \( h(s) \geq h^*(s) \) for the maximization problem, and \( h(s) \leq h^*(s) \) for a minimization problem. Fig. 1 illustrates the general case of the inadmissibility applied in our analysis, in which the red point represents the optimal solution, and the blue arrow indicates the search direction. Assuming a minimization problem, \( h(\pi) \) is inadmissible in order to find the optimal solution, in which \( h(\pi) = 7 \) at time 0, and \( h^*(\pi) = 9 \). Furthermore, the optimization of the \( h(\pi) \) worsens this aspect.

Inadmissible functions are not adequate to be optimized; however, they could be applied as restrictions (Eq. 2) to define the feasible region of solutions. In particular, the inadmissible functions can be applied as objective functions to constrain the search in a specific direction.

2.3. Objective Functions

In this section, we present the objective functions used in our study: four compactness criteria (intra-cluster entropy, overall deviation, intra-cluster variance, and total within-cluster variance), two connectedness criteria (connectivity and data continuity degree), four separation criteria (average between-group sum of squares, average separation, separation index, and graph-based separation), and seven compactness and separation criteria (Calinski-Harabasz,
Davies-Bouldin, Dunn, modularity, silhouette, Pakhira-Bandyopadhyay-Maulik, and Xeni-Beny). These objective functions were extracted from the evolutionary multi-objective clustering approaches detailed in Section 2.5.

We used the following notation in the equations presented in this section: \(n\) refers to the number of objects in the dataset \(X\), \(\pi\) denotes a partition, \(k\) denotes the number of clusters in \(\pi\), \(c_i\) refers to the \(i\)th cluster that belongs to \(\pi\), \(x_a\) denotes a generic object, \(n_i\) denotes the number of objects in \(c_i\), \(z_i\) refers to the centroid of cluster \(c_i\), and \(z\) represents the centroid of the dataset. Furthermore, \(d(\ldots)\) denotes the chosen distance function (Euclidean distance).

### 2.3.1. Intra-cluster Entropy

The intra-cluster entropy (\(Ent\)) measures the degree of similarity between each cluster center and the data objects that belong to that cluster, as the probability of grouping all the data objects into that particular cluster. A larger value (maximization) of this index implies better clustering [30]. The \(Ent\) is defined in Eq. 3, in which \(g(z_i)\) is the average similarity between \(z_i\) and the data object belong to cluster \(c_i\), and the \(cos(\ldots)\) denote the cosine distance.

\[
Ent(\pi) = \frac{1}{k} \sum_{i=1}^{k} \left( (1 - H(c_i)) \cdot g(z_i) \right)^{1/k},
\]

where \(H(c_i) = -\left[ (g(z_i) \cdot \log_2 g(z_i)) + (1 - g(z_i)) \cdot \log_2 (1 - g(z_i)) \right] \) and

\[
g(z_i) = \frac{1}{n_i} \sum_{a=1}^{n_i} \left( 0.5 + \frac{\cos(z_i, x_a)}{2} \right)
\]

### 2.3.2. Overall Deviation

The overall deviation (\(Dev\)) is computed as the overall summed distances between data points and their corresponding cluster center, as shown in Eq. 4. \(Dev\) must be minimized in order to obtain compact clusters [12].

\[
Dev(\pi) = \sum_{c_i \in \pi} \sum_{x_a \in c_i} d(x_a, z_i)
\]
2.3.3. Intra-cluster Variance

The intra-cluster variance ($Var$) is conceptually similar to that of $Dev$, as shown in Eq. 5, and it must be minimized as an objective function [10].

$$Var(\pi) = \frac{1}{n} \cdot \sum_{c_i \in \pi} \sum_{x_a \in c_i} d(x_a, z_i)$$  \hspace{1cm} (5)

2.3.4. Total Within-Cluster Variance

The total within-cluster variance ($TWCV$) is also applied to identify sets of compact clusters, as defined in Eq. 6, where $f$ is the size of the dimensional feature space, $x_{ar}$ denotes the $r$th feature value of the $a$th data point, $z_{ir}$ is the centroid of the $i$th cluster of the $r$th feature. Moreover, $w_{ai}$ (with varying $a$) a generic data point that belongs to the $i$th cluster, where $w_{ai} \in [0,1]$ and $\sum_{i=1}^{k} w_{ai} = 1$. The goal is to minimize $TWCV$ to obtain compact clusters [4].

$$TWCV(\pi) = \sum_{i=1}^{k} \sum_{a=1}^{n} w_{ai} \sum_{r=1}^{f} (x_{ar} - z_{ir})^2,$$ where $z_{ir} = \sum_{a=1}^{n} w_{ai} \cdot x_{ar} \sum_{a=1}^{n} w_{ai}$

and $w_{ai} \begin{cases} 1, & \text{if } a^\text{th object belongs to the } i^\text{th cluster} \\ 0, & \text{otherwise} \end{cases}$  \hspace{1cm} (6)

2.3.5. Connectivity Index

The connectivity index ($Con$) [12] evaluates the degree to which neighboring data points have been placed in the same cluster. This index is computed according to Eq. 7 where $L$ is the parameter that determines the number of nearest neighbors that contribute to the connectivity and $o_{ah}$ is the $h$th nearest neighbor of the object $x_a$. $Con$ as objectives must be minimized.

$$Con(\pi) = \sum_{a=1}^{n} \sum_{h=1}^{L} f(x_a, o_{ah}),$$ where $f(x_a, o_{ah}) = \begin{cases} \frac{1}{k}, & \text{if } \#c_i : x_a, o_{ah} \in c_i \\ 0, & \text{otherwise} \end{cases}$  \hspace{1cm} (7)

2.3.6. Data Continuity Degree

The data continuity degree ($DCD$) measures the connectedness of the data in terms of the connectivity factor (the total edges sum for each minimum spanning tree) in a similarity graph. In general, it can be computed in two
steps. First, a similarity function is applied in order to generate a similarity graph, the $k_{size}$-Graph. In this graph, a vertex $v_a$ is connected with the vertex $v_b$ if $v_b$ is among the $k$-nearest neighbors of $v_a$. After that, the total minimal spanning tree edges are computed considering all nodes connected within the neighborhood of the current node and internally — this process is repeated with each connected component due to the graph not being fully connected. The average arithmetic value of the metric (the connectivity factor divided by the number of clusters) is the result of this objective, which must be maximized in the optimization \[25\].

2.3.7. Average Between-Group Sum of Squares

The average between-group sum of squares ($ABGSS$) is computed as the average distance between the centroids of the clusters and the centroid of the data, as defined in Eq. \[8\]. It must be maximized to obtain well-separated clusters \[19\].

$$ABGSS(\pi) = \frac{1}{k} \sum_{i=1}^{k} n_i \cdot d(\mathbf{z}_i, \mathbf{z})$$

(8)

2.3.8. Average Separation Index

The Average Separation index ($Sep_{AL}$) measures the average separation distance between all clusters, as defined in Eq. \[9\]. It must be maximized to improve the clustering separation

$$Sep_{AL}(\pi) = \frac{1}{k(k-1)/2} \sum_{i \neq j}^k d(\mathbf{z}_i, \mathbf{z}_j)$$

(9)

2.3.9. Separation Index

The Separation Index ($Sep_{CL}$) is computed as the sum of the distance between every two tuples (data points) in different clusters, as shown in Eq. \[10\]. It must be maximized to get well-separated clusters \[5\].

$$Sep_{CL}(\pi) = \sum_{\mathbf{x}_a \in c_i, \mathbf{x}_b \in c_j, i \neq j} d(\mathbf{x}_a, \mathbf{x}_b)$$

(10)
2.3.10. Graph-based Separation Index

The graph-based separation index (Sep\textsubscript{graph}) measures the separation between the clusters in terms of a similarity graph. As in the DCD index, it considers the generation of a \( K_{\text{size}} \)-Graph as the first step in computing this index. The Sep\textsubscript{graph} is calculated as the arithmetic average value of the edge weights between the different clusters, as defined in Eq. 11, where \( c \) is a cluster, \( G \) is the \( K_{\text{size}} \)-Graph, \( v_a \) is the vertex \( a \), and \( w_{ab} \) is the edge weight value from node \( a \) to node \( b \). Sep\textsubscript{graph} must be maximized to improve cluster separation \[25\].

\[
\text{Sep}_{\text{graph}} = \left( \frac{\sum_{v_a \in G} \{ w_{ab} | v_a \notin c \}}{G - c} \right) / c
\]

2.3.11. Calinski-Harabasz Index

The Calinski-Harabasz index (\( CH \)) considers the degree of dispersion between clusters to measure how similar an object is to its own cluster compared to other clusters. It can take values in \([0, \infty]\) with higher values indicating better clustering. \( CH \) is computed by the ratio of the sum of between-clusters dispersion and inter-cluster dispersion for all clusters, as shown in Eq. 12 \[22\].

\[
CH(\pi) = \frac{\sum_{i=1}^{k} n_i \cdot d(z_i, \bar{z})}{\sum_{i=1}^{k} \sum_{x_a \in c_i} d(x_a, z_i)} \cdot \frac{(n - k)}{(k - 1)}
\]

2.3.12. Davies-Bouldin Index

The Davies-Bouldin index (\( DB \)) is defined as the average similarity measure of each cluster with its most similar cluster based on the ratio of the sum of within-cluster scatter to between-cluster separation (\( R_i \)). \( DB \) is defined in Eq. 13 \[22\], where \( S_i \) is the scatter within the \( i \)th cluster \[22\]. The minimum value of this \( DB \) is zero, with lower values indicating better clustering.

\[
DB(\pi) = \frac{1}{k} \cdot \sum_{i=1}^{k} \max_{j \neq i} \left\{ \frac{S_i + S_j}{d(z_i, z_j)} \right\}, \text{ where } S_i = \frac{1}{|n_i|} \cdot \sum_{x_a \in c_i} d(x_a, z_i),
\]
2.3.13. Dunn index

The Dunn index is computed as the ratio between the minimum inter-cluster distance \( \delta(c_i, c_j) \) to the maximum cluster diameter \( \max_{j \leq i \leq k} \Delta(c_i) \), as defined in Eq. (14). It is considered that compact and well-separated clusters have a small diameter and a large distance between them. The Dunn index can take values between zero and infinity, and it must be maximized to obtain a well-separated and compact cluster [22].

\[
Dunn(\pi) = \min_{1 \leq i \leq k} \left\{ \min_{1 \leq j \leq k, j \neq i} \left\{ \frac{\delta(c_i, c_j)}{\max_{j \leq i \leq k} \Delta(c_i)} \right\} \right\},
\]

where \( \delta(c_i, c_j) = \min_{x_a \in c_i, x_b \in c_j} \{d(x_a, x_b)\} \), and \( \Delta(c_i) = \max_{x_a, x_b \in c_i} \{d(x_a, x_b)\} \) (14)

2.3.14. Modularity index

The modularity index (Mod) is computed as the total difference between the sum of distances of the objects in the same cluster \( c_i \) (that indicates how closely data similar with others in the same cluster) and the sum of distances considering the objects in the dataset \( X \) (that determines how closely data similar with others in different clusters), as defined in Eq. 15 [21].

\[
Mod(\pi) = \sum_{i=1}^{k} \left[ \left( \frac{\sum_{x_a, x_b \in c_i} d(x_a, x_b)}{\sum_{x_a, x_b \in X} d(x_a, x_b)} \right) - \left( \frac{\sum_{x_a \in c_i, x_b \in X} d(x_a, x_b)}{\sum_{x_a, x_b \in X} d(x_a, x_b)} \right) \right]^2
\]

(15)

2.3.15. Silhouette Index

The Silhouette index (Sil) measures how much each point in the data is similar to its own cluster compared to other clusters, based on the relation of the mean similarity of the objects within a cluster and the mean distance to the objects in the other clusters. Sil is defined in Eq. [16] in which \( ad_a \) refers to the mean distance between a sample \( x_a \) and all other points in the same cluster. Moreover, \( bd_a \) is the mean distance between a sample \( x_a \) and the nearest cluster that \( x_a \) is not a part of. Thus, Sil produces values between −1 and 1. A higher
value corresponds to a better clustering result [28].

\[ Sil(\pi) = \frac{1}{n} \cdot \sum_{a=1}^{n} S(x_a), \text{where} \ S(x_a) = \frac{bd_a - ad_a}{\max \{ad_a, bd_a\}}, \]  
(16)

2.3.16. Pakhira-Bandyopadhyay-Maulik Index

The Pakhira-Bandyopadhyay-Maulik index \( PBM \) is defined in Eq. [17] where \( E \) measures the total within-cluster scatter, \( E_0 \) is the total scatter considering all the samples belonging to one single cluster, and \( D \) is the maximum distance between cluster centers. Furthermore, \( \mu_{ai} \) denotes the membership degree of the objects in a cluster, which can take values between 0 and 1. In our experiments, we considered a hard clustering, in which each object either belongs to a cluster completely \( (\mu_{ai} = 1) \) or not \( (\mu_{ai} = 0) \). The \( PBM \) must be maximized as objective function.

\[ PBM = \frac{1}{k} \cdot \frac{E_0}{E_k} \cdot D_k \text{ where } E_0 = \sum_{a=1}^{n} d(x_a, z), E_k = \sum_{i=1}^{k} E_i, \]
\[ E_i = \sum_{a=1}^{n} \sum_{i=1}^{k} \mu_{ai} \cdot d(x_a, c_i)^2, \text{ and } D_k = \max_{i,j=1,i\neq j} d(z_i, z_j) \]
(17)

2.3.17. Xeni-Beny

The Xeni-Beny index \( XB \) is defined as a function of the ratio of the total fuzzy cluster variance to the minimum separation of the clusters, as defined in Eq. [18] where \( \mu_{ai} \) is the membership degree of the \( a \)th data point to the \( i \)th cluster, and \( m \) is the fuzzy exponent. In the same way as in the \( PMB \) we considered a hard clustering to define the \( \mu_{ai} \) [22]. \( XB \) must be minimized to obtain well-separated and compact clusters.

\[ XB(\pi) = \frac{\sum_{i=1}^{k} \sum_{a=1}^{n} \mu_{ai}^m \cdot d(z_i, x_a)}{n \cdot (\min_{i\neq j} \{d(z_i, z_j)\})}, \]
(18)

2.4. Clustering Algorithms applied in the EMOCs Initialization

Here, we present five clustering algorithms: \( k \)-means, average linkage, single linkage, shared nearest neighbor-based clustering, and minimum spanning tree clustering. These clustering algorithms provide different strategies that allow us to evaluate how they can affect the optimization.
2.4.1. k-means

k-means (KM) [23] is a partitional clustering algorithm applied to detect compact clusters. Its objective is to minimize the distance between the centroid and their respective instances. The k-means starts by choosing a k set of centroids randomly (or based on prior knowledge and associating each object with the nearest centroid), where k is a user-given parameter. After that, the centroids are recomputed based on the current cluster data, followed by a new association of each instance with the nearest centroid; this operation is successively repeated until there is no change in the groups or the stopping criterion is met.

2.4.2. Average linkage and Single linkage

Average linkage (AL) and Single linkage (SL) are hierarchical algorithms applied to detect nested or hierarchical data structures. Each instance starts out standing as an individual cluster in both algorithms, and a sequence of merge operations is executed until it reaches a single cluster with all the instances. The core difference between AL and SL is the distance measure used to compute proximity between the pairs of clusters. This measure is used to define the closest pair of sub-sets that are merged. SL uses the minimal distance between two instances of a cluster pair, and AL applies the average distance of all observations of the clusters pairs [37].

2.4.3. Shared Nearest Neighbor-based clustering

Shared nearest neighbor-based clustering (SNN) [7] is a density-based algorithm. SNN can detect clusters of different sizes, shapes, and densities. In general, the main idea behind this algorithm is to use the concept of similarity based on the shared nearest neighbor. The objects are assigned to a cluster that shares a large number of their nearest neighbors (the density based on the neighborhood). This algorithm begins with the computation of the similarity matrix, which is sparsified by retaining only the k-Nearest Neighbors (KNN). In the following, the shared nearest neighbor graph is constructed, in which
links are created between pairs of objects that have each other in their KNN lists. Then, SNN computes the number of shared neighbors between vertices, considering the links coming from each point in the graph, providing the density factor. This factor is used to identify the noise or core points based on the user-defined thresholds. Then, noisy points are discarded, and the clusters are formed by the core points and the border points (non-noise non-core points) considering all the connected components.

2.4.4. Minimum Spanning Tree clustering

The minimum spanning tree (MST)-clustering is a graph-based algorithm that can identify clusters of arbitrary shapes. Among a variety of versions of this algorithm, we consider here the MST-clustering described in [13]. This algorithm uses the concept of degree of interestingness (DI) and the properties of the MST to find the clusters. The DI defines the neighborhood relationship between the nodes in the MTS, where a link between two nodes is considered interesting if neither of them is a part of the other node’s set of nearest neighbors. Thus, the clusters are generated by removing interesting links in the MST that split it into sub-graphs in which the connected elements represent a cluster.

2.5. Evolutionary Multi-objective Clustering Approaches

In the literature, there are a variety of works that apply multi-objective optimization to clustering. For example, [11] applied a multi-objective Particle Swarm approach to network clustering, [32] used the multi-objective differential evolution approach to document clustering, [34] applied the multi-objective artificial immune algorithm for fuzzy clustering, among other works that used different meta-heuristics (as Artificial Immune system-inspired, Differential Evolution-based, Simulated Annealing-based, Particle swarm-based). In this paper, we adopted the general classification of the metaheuristics presented by [35] to select articles with evolutionary optimization (including memetic and hybrid approaches).

As above-mentioned, in this study, the objective functions and initialization
strategies analyzed were obtained from Evolutionary Multi-Objective Clustering approaches (EMOCs) found in the literature. In the following, we briefly present some aspects of the selected studies. It is important to note that we are focused on analyzing the objective functions and evaluating them regarding the impact of the initial populations in the optimization. Thus, we will not be concerned about the other aspects of the EMOCs (representation, evolutionary operators, and selection method).

We summarize the information regarding the EMOCs used in this paper in Table 1. These EMOCs use different initializations. In [4, 30, 28, 29, 27, 19, 25, 26], they use a random initialization. As pointed out in [17], the random initialization generally provides unfavorable partitions since the clusters are likely to be mixed up to a high degree. However, this strategy is very popular because of its simplicity and effectiveness in testing the algorithms against hard evaluation scenarios. On the other hand, the other approaches [14, 13, 8, 15, 24, 36, 10, 38, 21, 39] consider high-quality partitions in the initialization generated by clustering algorithms. In this article, we evaluate this second strategy, considering the initialization of established EMOCs: MOCLE (Multi-Objective Clustering Ensemble) [8] and MOCK (Multi-Objective Clustering with automatic k-determination) [13]. As for MOCLE [8], it is not linked to a specific initialization strategy, in which it is possible to use different clustering algorithms to generate the initial population; thus, in this paper, we applied the same initialization used in [8], which uses four clustering algorithms: KM, AL, SL, and SNN. MOCK [13] and some derived works presented in [24, 36] considered the initialization based on MST-clustering and KM. MOCK-medoid [14] uses only the KM in the initialization. Most recent works derived from MOCK, such as those in [10, 38, 39], rely solely on MST-clustering to generate the initial population.

Regarding the objective functions, these EMOCs use different combinations of criteria. A popular pair of objective functions is Dev (compactness criterion) and Con (connectedness criterion) used in MOCK [13] and other derived works presented in [24, 36]. Recent works derived from MOCK [10, 38, 39] use Var
instead of Dev as compactness criterion. In [38], the authors included three objective functions: Dunn, DB, and CH, applied along with Var and Con. On the other hand, TWCV and the number of clusters k are optimized in the approach presented by [4]. A particular case occurred in MOCK-medoid [14], in which Dev and Var, two very similar compactness criteria, are applied in order to develop a multi-objective clustering around medoids, where the computation of cluster medoids does not require the presence of feature vectors but can be done for dissimilarity data. In a similar way, Dev and Sil are the objectives employed by [28].

In [19] Con is also applied. However, the authors consider the combination with the Average Within Group Sum of Squares (AWGSS) and ABGSS. This paper does not conduct experiments with AWGSS because it is very similar to Var and Dev in its formulation to detect compact clusters — in fact AWGSS measures the average distance between each object in the cluster and

| Year | EMOC             | Initialization | Objective Functions       |
|------|-----------------|----------------|--------------------------|
| 2005 | MOCK [13]       | MST-clustering and KM | Con and Dev               |
| 2005 | MOCK-medoid [14]| KM             | Var and Dev               |
| 2005 | MOGA-LL [4]     | Random         | TWCV and k                |
| 2006 | VRGGGA [20]     | Random         | Ent and Selpal            |
| 2006 | MOCLE [3]       | KM, AL, SL, SNN| Con and Dev               |
| 2007 | MOGA-medoid [28]| Random         | Dev and Sil               |
| 2007 | MOCK-scalable [24]| MST-clustering and KM | Con and Dev               |
| 2009 | EMOCOC [25]     | Random         | Ent and Selpal            |
| 2009 | MOVGA [27]      | Random         | PBM and XB                |
| 2011 | MOCA [19]       | Random         | AWGSS, ABGSS and Con      |
| 2012 | MIE-MOCK [30]   | MST-clustering and KM | Con and Dev               |
| 2013 | MOGGC [25]      | Random         | sepgraph and DCD          |
| 2014 | CEMOG [25]      | Random         | sepgraph and DCD          |
| 2017 | ∆-MOCK [10]     | MST-clustering | Con and Var               |
| 2018 | ∆-EMaOC [35]    | MST-clustering | Con, Var, Dunn, DB and CH |
| 2018 | MOECDM [21]     | Random and NCUT| Sepcll2 and Selpcll2      |
| 2018 | MOEACDM [21]    | NCUT           | Mod1 and Mod2             |
| 2020 | MOAC-L [39]     | MST-clustering | Con and Var               |
its centroid. In [25, 26], a connectedness criterion, i.e. CDC, is associated with \(sep_{\text{graph}}\), a separation criterion. Other works, such as [30, 29], consider a separation criterion, \(Sep_{\text{AI}}\), and a compactness criterion, \(Ent\), as objective functions. Moreover, [21] presents the use of one criterion (separation or compactness) considering two different distance functions. For example, they use \(Sep_{\text{CL}}\) as an objective function, in which one objective considers the Euclidean distance and the other one the path distance.

It is important to note that besides the EMOCs presented in Table 1 there are other EMOCs in the literature, such as [5, 33, 6], among others. These works use a random initialization. Besides that, [5, 6] use a pair of objective functions considering compactness and separation criteria that are very similar in formulation to other selected clustering criteria. In contrast, [33] presented objective functions applied to a specific application (community detection). These two cases are not considered in our experiments.

3. Experimental Design

3.1. Goals of the experiments

Aiming to support the choice of the objective functions to design the EMOCs, in this paper we propose an analysis of the admissibility of the objective functions. Therefore, the specific goals of our experiments are to answer the following research questions: (i) “Are there existing objective functions that can lead the EMOCs to find the optimal value (true partition)?”, (ii) “Are there specific features or optimizing scenarios that should be considered in the choice and combination of the objective functions to obtain better clustering results?”.

3.2. Experimental setup

In order to answer the first research question, we evaluated the admissibility of each objective function presented in Section 2.3 considering the base partitions obtained from different initialization strategies. Therefore, we used the initialization algorithm of the MOCK and MOCLE, both established and popular approaches, that consider different clustering criteria. Thus, we generated
five initial populations using the clustering algorithm: KM, AL, SL, SNN, and MST-clustering. The general setting applied in the KM, AL, SL, and SNN is the same as reported in [8]. Regarding the MST-clustering, we employed the general setting presented in [15]. Furthermore, we adjusted such algorithms to produce partitions containing clusters in the range \(\{2, 2k^*\}\), where \(k^*\) is the number of clusters in the true partition representing the dataset. This setting is commonly used in MOCK/\(\Delta\)-MOCK’s to define the number of clusters in the partitions of the initial population. In this initial experiment, in particular, we analyze the admissibility by comparing the individuals of the initial populations with the optimal value (true partition) of each dataset. The results of this experiment provide us with information about which objective function and initialization strategy could improve the optimization.

Regarding the second research question, we evaluated different combinations of objective functions and analyzed which conditions could lead the EMOC to provide better results. In particular, we analyze the clustering performance of some promising objective functions found in the first experiment. Experiments were carried out in the new MOCK version, \(\Delta\)-MOCK [10]. We select this EMOC, among others, because it is a recently established approach in which the present features (as the use of MST-clustering in the initialization) contribute to the evaluation in terms of the search direction, demonstrating how admissibility supports the choice of objective functions. Regarding this algorithm setting, we employed the one reported in [10], considering the \(\Delta\)-locus scheme with \(\delta\) settled heuristic \(\sim 5/\sqrt{n}\), where \(n\) is the number of objects in the dataset.

3.3. Datasets

As previously stated, our analysis takes into account the use of the true partition. Thus, we selected 24 artificial datasets, in which we can analyze the relationship between their data structures or cluster shapes and the optimization of the objective functions. Table 2 summarizes the main characteristics of these datasets, in which \(n\) is the number of objects, \(d\) refers to the number of attributes (dimensions), and \(k^*\) is the number of clusters in the true partition.
Table 2: Dataset characteristics

We divided these datasets into four groups (column \( G \) in Table 2), considering similar data structures evaluated in our analysis. In the first group (G1), Fig. 2, we have 8 datasets with gaussian-like clusters and 4 datasets with hyper-spherical shaped clusters. \( \text{R15}, \text{D31}, \text{Engytime}, \text{Sizes5}, \text{Square1}, \text{Square4}, \text{Twenty}, \) and \( \text{Fourty} \) have gaussian-like clusters. \( \text{R15} \) consists of 15 identical-sized clusters with some overlapping points. \( \text{D31} \) has 31 clusters that are slightly overlapping and distributed randomly. \( \text{Engytime} \) has two highly overlapping clusters with different variances. \( \text{Size5} \) has five clusters of varying sizes and the same inter-cluster distance over all clusters. \( \text{Square1} \) and \( \text{Square4} \) consist of four clusters of equal size and spread that vary in the degree of overlap and the relative size of clusters. \( \text{Fourty} \) and \( \text{Twenty} \) consist of well-separated small clusters distributed in 40 and 20 clusters, respectively. \( \text{Sph}_5, \text{Sph}_6, \text{Sph}_9, \text{Sph}_10 \) have hyper-spherical shaped clusters with different proximity between the clusters. Algorithms based on cluster compactness, such as KM, can detect well-separated hyper-spherical shaped clusters; they can also detect gaussian-like clusters when they contain globular (no oblong) and well-separated data structures.

In the second group (G2), Fig. 3, we have the \( ds2c2sc13 \) dataset, which contains three different structures: \( \text{S1}, \text{S2}, \text{S3} \). These structures represent
Figure 2: Datasets with gaussian-like and hyper-spherical shaped clusters

three levels of structures in a nested dataset. In this example, $S_1$ represents two well-separated clusters, which can be found by techniques based on optimizing connectedness or compactness; in contrast, $S_2$ and $S_3$ combine distinct types of clusters that could be hard to find with techniques based only on connectedness or compactness. Hierarchical clustering algorithms, such as SL and AL, are usually applied to detect nested structures.
In the third group (G3), Fig. 4, we have datasets that contain well-separated and elongated cluster shapes that are hard to identify for algorithms based on cluster compactness: Long1, Spiral, and Pat2.

In the last group (G4), Fig. 5, we have shaped datasets that combine different types of clusters: 3MC, DS-850, Aggregation, Complex9, Pat1, Spiralsquare. Aggregation contains 6 clusters with a uniform and compact distribution, and they also have different sizes, and two clusters are linked by a line of points. 3MC contains symmetrical shaped clusters (e.g., ring-shape, ellipsoidal clusters, etc.). Pat1 and Complex9 present clusters surrounding other ones, among other data structures. Spiralsquare combines spirals and square shapes into clusters.

It is important to observe that the use of artificial datasets that provide the true partition and also have well-known data structures makes it possible to analyze in detail the conditions that can affect the optimization in our study. We consider that our study can be a reference base for future analysis considering real-life datasets.
3.4. Performance assessment

In terms of optimization, we evaluated the objective function’s admissibility and analyzed the solutions regarding the dominance of the true partition. The general concepts of both these items (admissibility and dominance) are presented in Section 2. As main indicator of clustering performance, we used the adjusted Rand index (ARI) \[18\]. The ARI measures the similarity between two partitions, in which results close to 0 express no agreement between the partitions, and results close to 1 indicate high similarity between the partitions. ARI is defined in Eq. 19, where \(k^a\) and \(k^b\) are the numbers of clusters of partitions \(\pi^a\) and \(\pi^b\), \(c^a_i\) corresponds to the i-th cluster from partition \(\pi^a\), \(c^b_j\) is the j-th cluster from \(\pi^b\) and \(n\) is the number of objects in the dataset.

\[
ARI = \frac{\sum_{i=1}^{k^a} \sum_{j=1}^{k^b} \binom{|c^a_i \cap c^b_j|}{2} - \left[ \sum_{i=1}^{k^a} \binom{|c^a_i|}{2} \sum_{j=1}^{k^b} \binom{|c^b_j|}{2} \right] / \binom{n}{2}}{\left[ \sum_{i=1}^{k^a} \binom{|c^a_i|}{2} + \sum_{j=1}^{k^b} \binom{|c^b_j|}{2} \right] / 2 - \sum_{i=1}^{k^a} \binom{|c^a_i|}{2} \sum_{j=1}^{k^b} \binom{|c^b_j|}{2} / \binom{n}{2}}
\]  

(19)

4. Experimental Results

As described in Section 3.2, for every individual in each population, we computed the objective function presented in Section 2.3 and compared their results
with the respective values of the true partition to determine their admissibility.

| G | Datasets | Ent | Dev | Var | TWCV | CH | DB | D_{min} | M_{cld} | Sil | XB | ABGSS | Sep | Sep | Sep | Con | DCD |
|---|---------|-----|-----|-----|------|----|----|---------|--------|-----|----|-------|-----|-----|-----|-----|-----|
|   | R15     | x   | x   | x   | x   | ✓  | x  | x       |        |     |     |       |     |     |     |     |     |
|   | D31     | x   | x   | x   | x   |     |     |         |        |     |     |       |     |     |     |     |     |
| G1| Entertime| x   |     |     |     |     |     |         |        |     |     |       |     |     |     |     |     |
|   | Sizes   | x   | x   | x   |     |     |     |         |        | x   |     |       |     |     |     |     |     |
|   | Square1 | x   |     |     |     |     |     |         |        |     |     |       |     |     |     |     |     |
|   | Square4 | x   |     |     |     |     |     |         |        |     | x   |       |     |     |     |     |     |
|   | Twenty  | x   | x   |     |     |     |     |         |        |     |     |       |     |     |     |     |     |
|   | Forty   | x   | x   |     |     |     |     |         |        |     |     |       |     |     |     |     |     |
|   | Sph_5.2 | x   |     |     |     |     |     |         |        |     |     |       |     |     |     |     |     |
|   | Sph_6.2 | x   | x   |     |     |     |     |         |        |     |     |       |     |     |     |     |     |
|   | Sph_9.2 | x   |     |     |     |     |     |         |        |     |     |       |     |     |     |     |     |
|   | Sph_10.2| x   | x   |     |     |     |     |         |        |     |     |       |     |     |     |     |     |
| G2| ds2c2c13_S1 | x | x | x | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
|   | ds2c2c13_S2 | x | x | x | x | x | x | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
|   | ds2c2c13_S3 | x | x | x | x | x | x | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
|   | Long1   | x   |     |     |     |     |     |         |        |     |     |       |     |     |     |     |     |
|   | Pat2    | x   | x   |     |     |     |     |         |        |     |     |       |     |     |     |     |     |
|   | Spiral  | x   | x   |     |     |     |     |         |        |     |     |       |     |     |     |     |     |
| G3| 3MC      | x   | x   | x | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
|   | DB-850  | x   |     | x | x | x |     |         |        |     |     |       |     |     |     |     |     |
|   | Aggregation | x |     | x | x | x | x |     |         |        |     |     |       |     |     |     |     |     |
|   | Complex9| x   | x   | x | x | x | x | x | x | x | x | x | x | x | x | x | x |
|   | Pat1    | x   | x   | x | x | x | x | x | x | x | x | x | x | x | x | x | x |
|   | SpiralSquare | x | x | x | x | x | x | x | x | x | x | x | x | x | x | x | x |

Table 3: Results of the analysis of the admissibility of the objective functions considering an initialization with MST-clustering.

Table 3 and Table 4 present the detailed results of the admissibility in terms of the initialization with MST-clustering and KM, respectively. In these tables, we point out the objective functions that are inadmissible (×) for each dataset. Also, in terms of the potentially admissible objective function, we consider two other classes: (i) the true partition was found in the initial population, where optimization is not required (✓), and (ii) the objective function is admissible and optimizing should be performed to find the optimal solutions (blank cells). For a complementary view, Appendix A presents the box-plot of the ARI results.
of each initialization algorithm.

Table 4: Results of the analysis of the admissibility of the objective functions considering an initialization with KM

Table 5 summarizes the results of all initializations. Since the initialization of the AL, SL, and SNN are comparable with the results of the MST-clustering and KM, we compiled the results by counting the number of datasets in which the objective functions are inadmissible. Column IN denotes the total number of the datasets where each objective function is inadmissible, and column OP refers to the total number of the datasets where the optimal solution is provided in the initial population. For example, the fields IN fulfilled with 24 mean that a specific objective function is inadmissible for any of the analyzed datasets.

| G  | Datasets | Ent | Dev | Var | TWCV | CH | DB | Dros | Med | Sl | PBH | XB | SPC | SKC | Sph | CWr | DCD |
|----|----------|-----|-----|-----|------|----|----|------|-----|----|-----|----|-----|-----|-----|-----|-----|
| G1 | R15      | x   | x   | x   | x    | x  | x  | x    | x   | x  | x    | x  | x   | x   | x   | x   | x   |
|    | D31      | x   | x   | x   | x    | x  | x  | x    | x   | x  | x    | x  | x   | x   | x   | x   | x   |
|    | Ent      | x   | x   | x   | x    | x  | x  | x    | x   | x  | x    | x  | x   | x   | x   | x   | x   |
|    | Dev      | x   | x   | x   | x    | x  | x  | x    | x   | x  | x    | x  | x   | x   | x   | x   | x   |
|    | Var      | x   | x   | x   | x    | x  | x  | x    | x   | x  | x    | x  | x   | x   | x   | x   | x   |
|    | TWCV     | x   | x   | x   | x    | x  | x  | x    | x   | x  | x    | x  | x   | x   | x   | x   | x   |
|    | CH       | x   | x   | x   | x    | x  | x  | x    | x   | x  | x    | x  | x   | x   | x   | x   | x   |
|    | DB       | x   | x   | x   | x    | x  | x  | x    | x   | x  | x    | x  | x   | x   | x   | x   | x   |
|    | Dros     | x   | x   | x   | x    | x  | x  | x    | x   | x  | x    | x  | x   | x   | x   | x   | x   |
|    | Med      | x   | x   | x   | x    | x  | x  | x    | x   | x  | x    | x  | x   | x   | x   | x   | x   |
|    | Sl       | x   | x   | x   | x    | x  | x  | x    | x   | x  | x    | x  | x   | x   | x   | x   | x   |
|    | PBH      | x   | x   | x   | x    | x  | x  | x    | x   | x  | x    | x  | x   | x   | x   | x   | x   |
|    | XB       | x   | x   | x   | x    | x  | x  | x    | x   | x  | x    | x  | x   | x   | x   | x   | x   |
|    | SPC      | x   | x   | x   | x    | x  | x  | x    | x   | x  | x    | x  | x   | x   | x   | x   | x   |
|    | SKC      | x   | x   | x   | x    | x  | x  | x    | x   | x  | x    | x  | x   | x   | x   | x   | x   |
|    | Sph      | x   | x   | x   | x    | x  | x  | x    | x   | x  | x    | x  | x   | x   | x   | x   | x   |
|    | CWr      | x   | x   | x   | x    | x  | x  | x    | x   | x  | x    | x  | x   | x   | x   | x   | x   |
|    | DCD      | x   | x   | x   | x    | x  | x  | x    | x   | x  | x    | x  | x   | x   | x   | x   | x   |

Table 5: Results of all initializations.
## 5. Discussion

By analyzing Table 3, we observed that every connectedness criterion (Con and DCD) provides results in which there is no space to optimize in a such direction since they are inadmissible, or the optimal result was found in the initial population (cells marked with × and ✓). In contrast, some objective functions that take into account the compactness or/and separation criteria could be used in the optimization of the datasets that include the Gaussian-like clusters and hyper-spherical clusters that have some degree of overlap in G1, and heterogeneous data structures with close objects between the clusters in G4 (blank cells). In general, MST-clustering fails in detecting close or overlapping clusters, and the use of a complementary objective function that considers a search in different criteria (direction) covered in the initialization can lead the EMOC to obtain better results.

In terms of the results shown in Table 4, we observe that for most of the
objective functions, there is no space for optimization (cells marked with ✓ or ×) when KM is applied in the initialization. Only the objective functions Dunn, PBM, Sep\_graph, and Con have at least five datasets in which it is possible to improve the results (blank cells). In particular, we observed that Con has space to be optimized in ten datasets, including all datasets present in G3 and G4. In this case, KM fails to detect the elongated clusters, and the use of Con could lead the EMOC to find this kind of structure present in G3 and G4. In general, these results point out that the initializations with KM and AL provide limitations in optimizing most of the compactness or separation criteria for most datasets.

In the initializations with MST-clustering, SNN, and SL, the objective functions present similar behavior. All objective functions are inadmissible or produce the best results for datasets with well-separated clusters. Consequently, there is no space for optimizing any evaluated criteria for these features (well-separated clusters and initialization with MTS, SNN, and SL).

In terms of the EMOCs, we verified an issue in the design of the approaches that consider the same clustering criteria in the initialization strategy and the objective functions, in which the evolutionary optimization could not be adequate. For example, in [12], it is applied the KM in the initialization and the pair of objectives (Var and Dev). In this case, the initial population has solutions that either reach the optimal results or exceed the boundaries of feasible search space to find compacted clusters. Therefore, optimization in this direction would not be necessary. Furthermore, these objective functions are very similar in their formulation, which limits the capabilities of the EMOC in generating a diverse set of solutions. MOCLE, beyond other EMOCs, also presents a similar design, in which every objective function is inadmissible for all the datasets in terms of at least one method used in the initialization.

It is important to note that, in general, EMOCs present in the literature do not use restrictions as defined in Eq. 2 (see Section 2). They usually apply the restrictions as objective functions to maintain good solutions or restrict the search in some direction. This case is different from the above scenario, in which
the initialization strategy limits the search to all the objective functions used in the multi-objective approach.

These results, presented in Table 5, show that for every analyzed initialization, there is no objective function that is admissible in all the datasets, answering our first research question. In the following sub-section, we analyzed the clustering results considering the optimization of the selected objective functions, extending our analysis. We picked the objective functions that presented the lowest results of the inadmissibility considering the initialization with MST-clustering.

5.1. Analysis of the objective functions in the optimization

Aiming to answer the second research question, we analyzed one initialization strategy, considering different scenarios of the combination of objective functions. In particular, we analyze the behavior of the objective functions in order to improve the detection of no well-separated clusters and close clusters in the heterogeneous data structures in terms of the results presented in Table 3. Hence, we selected one objective function per criterion that presented the lowest number of datasets in which they are inadmissible: \( \text{Var} \), \( \text{CH} \), \( \text{Sep}_\text{CL} \), and \( \text{Con} \). Moreover, as described in Section 3, \( \text{\Delta-MOCK} \) was chosen because it is a recent approach based on an established EMOC that provides features that allow us to explore the use of MST-clustering in the initialization.

It should be noted that in this paper we demonstrate how to perform the analysis of the objective functions while considering a particular EMOC and specific goals. Different scenarios, considering other initializations (or even other EMOCs), can lead to different admissibility results and different clustering performance (ARI).

Table 6 presents the average ARI and standard deviation of 30 runs for each dataset generated by the \( \text{\Delta-MOCK} \) considering different combinations of the selected objective function. For a complementary view, Appendix B presents the box-plot of the ARI results for each pair of objective functions. The MST column refers to the best ARI found in the partitions generated by the MST-
clustering. The underlined results point out the objective functions in which the optimization generated solutions that dominate the true partition.

The results point out that, in general, the use of the pairs of objective functions \((\text{Var}, \text{SepCL}), (\text{Ch}, \text{SepCL}), \text{and } (\text{Var}, \text{CH})\) does not provide reliable results, because they lose the relation of connectedness in the solutions when it is not applied any restriction. Besides that, these pairs of objective functions dominate the true partition in most of the datasets.

In contrast, the pairs of the objectives \((\text{CH}, \text{Con}), (\text{SepCL}, \text{Con})\) and \((\text{Var}, \text{Con})\) provide the mean ARI of all datasets above 0.85, as shown in the row Mean in Table 6. The use of \text{Con} as objective function preserves the continuity property of clusters and restricts the search to providing solutions that correspond to the trade-off between this objective and the other objectives \((\text{CH}, \text{Var}, \text{or } \text{SepCL})\). The best results are provided by the pairs \((\text{SepCL}, \text{Con})\) and \((\text{Var}, \text{Con})\), both with a mean ARI above 0.91.

In general, the results relating to the use of \((\text{SepCL}, \text{Con})\) and \((\text{Var}, \text{Con})\) show that the ARI was improved in the no well-separated clusters present in G1 and heterogeneous data structures in G4. Besides that, most of the good solutions found in the initialization were preserved in most datasets. However, we can observe a loss of the ARI for the datasets in G2 when compared with the initial population (MST column). As shown in Table 3, the objective functions \((\text{SepCL}, \text{Con})\) or \((\text{Var}, \text{Con})\) were inadmissible \((\times)\) or obtained the optimal result \((✓)\) for the datasets in G2 and G3, thus the optimization is not required.

In this context, the results in Table 6 confirm our previous results, in which the optimization of these objective functions could only provide a general cost, and it did not afford any improvement in the clustering results. Moreover, the optimization of these objective functions could worsen the clustering performance, as observed in the G2. Furthermore, the optimization of these objective functions has another issue, the domination of the true partitions in most of the datasets in the G1 and G2. In G1, it occurred mainly in the datasets with overlapping clusters. In this case, the size of the neighborhood used in the computation of the \text{Con} and the distribution of the points in the boundaries of the overlapping
| G   | Dataset | MST | (Var, Sph) | (CH, Sph) | (Var, CH) | (CH, Con) | (Var, Con) | (Con, Sph) |
|-----|---------|-----|------------|-----------|-----------|-----------|-----------|-----------|
|     |         |     |            |           |           |           |           |           |
| A1  | Engytime| 0.0369 | ± 0.4945 | ± 0.00E+00 | ± 0.00E+00 | ± 0.00E+00 | ± 0.00E+00 | ± 0.00E+00 |
|     | Square1 | 6.13E-03 | ± 1.74E-02 | ± 7.92E-03 | ± 2.39E-02 | ± 0.3520 | ± 2.56E-02 | ± 8.96E-03 |
|     | G1      | 0.7517 | ± 0.7620 | ± 9.70E-02 | ± 1.0000 | ± 0.00E+00 | ± 0.00E+00 | ± 0.00E+00 |
|     | G2      | 0.8455 | ± 0.8932 | ± 0.5672 | ± 0.00E+00 | ± 0.00E+00 | ± 0.00E+00 | ± 0.00E+00 |
|     | G3      | 0.9139 | ± 0.9952 | ± 0.8713 | ± 0.1722 | ± 0.8059 | ± 0.7739 | ± 0.0076 |
|     | G4      | 0.7590 | ± 0.00E+00 | ± 0.7079 | ± 0.0850 | ± 0.0850 | ± 0.0850 | ± 0.0850 |

Table 6: Average ARI and standard deviation of different pairs of objective functions in Δ-MOCK
clusters may determine the domination of the true partition. In particular, $Con$ computes the continuity of the data based on the neighborhood; however, an overlapping region might have several nearest neighbors in common, making it difficult to determine which cluster each point in the boundaries belongs to. Regarding G2, as reported in [20], the optimization of the dataset $ds2c2sc13$ in $\Delta$-MOCK can produce several solutions with optimal $Con$; as a consequence, for these solutions, the decisions around the evolutionary multi-objective optimization will be taken essentially based on the other criteria, in which the true partition is dominated.

In summary, we observe that the initialization strategy should be correlated with the restrictions applied in the EMOCs. For example, in $\Delta$-MOCK, the objective function $Con$ takes on this role in order to maintain the high quality clusters found in the initialization. Furthermore, optimizing some groups of datasets is not required because the initialization provides the optimal result. However, in $\Delta$-MOCK there are no criteria to prevent the 'optimizing' of the partitions. This general view demonstrates conditions regarding the choice of the objective functions, and we presented a scenario where optimization is not required, answering our second research question.

6. Conclusion

This paper proposed and presented an analysis of the admissibility of clustering criteria, in support to defining objective functions in evolutionary multi-objective clustering approaches. Our experiments demonstrated a lack of objective functions that can be widely admissible in different datasets, making the development of EMOCs for generalized clustering difficult.

Furthermore, we highlighted the importance of aligning the choice of the objective function and the initialization strategy in designing the EMOCs. In general, the use of a traditional clustering algorithm in the initialization provides solutions that reach the boundaries of the search space in terms of some criteria. Thus, optimizing the objective functions that consider such criteria is
not required, thus other complementary criteria should be applied in the optimization. In constrast, the criteria applied in the initialization can be taken as “restrictions”, to determine the feasible search region in EMOCs. It is important to note that, in general, the EMOCs do not use the explicit restrictions (see Eq. 2 in Section 2). In many cases, the “restrictions” are represented as objective functions without prior notice, which could lead to a mistake regarding the understanding of which objectives are optimized. Thus, our study helps the understanding of the concept of admissibility to support the better choice of the objective functions, considering the different roles that the objective function can perform in the evolutionary multi-objective optimization.

For future work, we consider that real-life datasets should be analyzed to expand the admissibility analysis of the objective functions. In this paper, we only used artificial datasets to make it possible to analyze the data structures in the datasets and correlate them with the clustering criteria and the initialization strategy. Moreover, specific clustering criteria regarding application domain features can be explored in the analysis of real-life datasets.

Another interesting direction of research is the improvement of the EMOC design to determine whether the objective functions should be optimized for different datasets or even the definition of new objective functions that could be widely admissible in different datasets.

Acknowledgement

This work was partially supported by the National Council for Scientific and Technological Development (CNPq), Brazil.

References

[1] C. C. Aggarwal, C. K. Reddy, Data clustering, Algorithms and applications. Chapman&Hall/CRC Data mining and Knowledge Discovery series, Londra.
[2] T. Barton, P. Kordík, Evaluation of relative indexes for multi-objective clustering, Vol. 9121, 2015, pp. 465–476. doi:10.1007/978-3-319-19644-2_39

[3] C. A. C. Coello, G. B. Lamont, D. A. V. Veldhuizen, Evolutionary Algorithms for Solving Multi-Objective Problems (Genetic and Evolutionary Computation), Springer-Verlag, Berlin, Heidelberg, 2006. doi:10.1007/978-0-387-36797-2

[4] J. Du, E. E. Korkmaz, R. Alhajj, K. Barker, Alternative clustering by utilizing multi-objective genetic algorithm with linked-list based chromosome encoding, in: P. Perner, A. Imiya (Eds.), Machine Learning and Data Mining in Pattern Recognition, Springer Berlin Heidelberg, Berlin, Heidelberg, 2005, pp. 346–355. doi:10.1007/11510888_34

[5] D. Dutta, P. Dutta, J. Sil, Data clustering with mixed features by multi-objective genetic algorithm, in: 2012 12th International Conference on Hybrid Intelligent Systems (HIS), IEEE, Pune, India, 2012, pp. 336–341. doi:10.1109/HIS.2012.6421357

[6] D. Dutta, J. Sil, P. Dutta, Automatic clustering by multi-objective genetic algorithm with numeric and categorical features, Expert Systems with Applications 137 (2019) 357–379. doi:10.1016/j.eswa.2019.06.056

[7] L. Ertoz, M. Steinbach, V. Kumar, A new shared nearest neighbor clustering algorithm and its applications, in: Workshop on clustering high dimensional data and its applications at 2nd SIAM international conference on data mining, 2002, pp. 105–115.

[8] K. Faceli, A. C. P. L. F. de Carvalho, M. C. P. de Souto, Multi-objective clustering ensemble, in: 2006 Sixth International Conference on Hybrid Intelligent Systems (HIS06), IEEE, Rio de Janeiro, Brazil, 2006, pp. 51–51. doi:10.1109/HIS.2006.264934
[9] L. Fisher, J. W. V. NESS, Admissible clustering procedures, Biometrika 58 (1) (1971) 91–104.

[10] M. Garza-Fabre, J. Handl, J. Knowles, An improved and more scalable evolutionary approach to multiobjective clustering, IEEE Transactions on Evolutionary Computation 22 (4) (2018) 515–535. doi:10.1109/TEVC.2017.2726341

[11] M. Gong, Q. Cai, X. Chen, L. Ma, Complex network clustering by multiobjective discrete particle swarm optimization based on decomposition, IEEE Transactions on evolutionary computation 18 (1) (2013) 82–97.

[12] J. Handl, J. Knowles, Exploiting the trade-off - the benefits of multiple objectives in data clustering, in: C. A. Coello Coello, A. Hernández Aguirre, E. Zitzler (Eds.), Evolutionary Multi-Criterion Optimization, Springer Berlin Heidelberg, Berlin, Heidelberg, 2005, pp. 547–560.

[13] J. Handl, J. Knowles, Improvements to the scalability of multiobjective clustering, in: 2005 IEEE Congress on Evolutionary Computation, Vol. 3, IEEE, Edinburgh, UK, 2005, pp. 2372–2379 Vol. 3. doi:10.1109/CEC.2005.1554990

[14] J. Handl, J. Knowles, Multiobjective clustering around medoids, in: 2005 IEEE Congress on Evolutionary Computation, Vol. 1, IEEE, Edinburgh, UK, 2005, pp. 632–639 Vol.1. doi:10.1109/CEC.2005.1554742

[15] J. Handl, J. Knowles, An evolutionary approach to multiobjective clustering, IEEE Transactions on Evolutionary Computation 11 (1) (2007) 56–76. doi:10.1109/TEVC.2006.877146

[16] J. Handl, J. Knowles, Clustering criteria in multiobjective data clustering, in: C. A. C. Coello, V. Cutello, K. Deb, S. Forrest, G. Nicosia, M. Pavone (Eds.), Parallel Problem Solving from Nature - PPSN XII, Springer, Springer Berlin Heidelberg, Berlin, Heidelberg, 2012, pp. 32–41. doi:10.1007/978-3-642-32964-7\_4
[17] E. R. Hruschka, R. J. G. B. Campello, A. A. Freitas, A. C. P. L. F. de Carvalho, A survey of evolutionary algorithms for clustering, IEEE Transactions on Systems, Man, and Cybernetics, Part C (Applications and Reviews) 39 (2) (2009) 133–155. doi:10.1109/TSMCC.2008.2007252.
URL https://doi.org/10.1109/TSMCC.2008.2007252

[18] L. Hubert, P. Arabie, Comparing partitions, Journal of classification 2 (1) (1985) 193–218.

[19] O. Kirkland, V. J. Rayward-Smith, B. de la Iglesia, A novel multi-objective genetic algorithm for clustering, in: H. Yin, W. Wang, V. Rayward-Smith (Eds.), Intelligent Data Engineering and Automated Learning - IDEAL 2011, Springer Berlin Heidelberg, Berlin, Heidelberg, 2011, pp. 317–326. doi:10.1007/978-3-642-23878-9\_38

[20] A. Kultzak, C. Y. Morimoto, A. Pozo, M. C. de Souto, Multi-objective clustering: A data-driven analysis of MOCLE, MOCK and ∆-MOCK, arXiv preprint arXiv:2110.07521.

[21] C. Liu, J. Liu, D. Peng, C. Wu, A general multiobjective clustering approach based on multiple distance measures, IEEE Access 6 (2018) 41706–41719. doi:10.1109/ACCESS.2018.2860791.

[22] Y. Liu, Z. Li, H. Xiong, X. Gao, J. Wu, Understanding of internal clustering validation measures, in: 2010 IEEE international conference on data mining, IEEE, 2010, pp. 911–916.

[23] J. MacQueen, et al., Some methods for classification and analysis of multivariate observations, in: Proceedings of the fifth Berkeley symposium on mathematical statistics and probability, Vol. 1, Oakland, CA, USA, 1967, pp. 281–297.

[24] N. Matake, T. Hiroyasu, M. Miki, T. Senda, Multiobjective clustering with automatic k-determination for large-scale data, in: Proceedings of the 9th Annual Conference on Genetic and Evolutionary Computation, GECCO
[25] H. D. Menéndez, D. F. Barrero, D. Camacho, A multi-objective genetic graph-based clustering algorithm with memory optimization, in: 2013 IEEE Congress on Evolutionary Computation, IEEE, IEEE, Cancun, Mexico, 2013, pp. 3174–3181.

[26] H. D. Menéndez, D. F. Barrero, D. Camacho, A co-evolutionary multi-objective approach for a k-adaptive graph-based clustering algorithm, in: 2014 IEEE Congress on Evolutionary Computation (CEC), IEEE, Beijing, China, 2014, pp. 2724–2731. doi:10.1109/CEC.2014.6900369.

[27] A. Mukhopadhyay, S. Bandyopadhyay, U. Maulik, Analysis of microarray data using multiobjective variable string length genetic fuzzy clustering, in: 2009 IEEE Congress on Evolutionary Computation, 2009, pp. 1313–1319. doi:10.1109/CEC.2009.4983096.

[28] A. Mukhopadhyay, U. Maulik, Multiobjective approach to categorical data clustering, in: 2007 IEEE Congress on Evolutionary Computation, IEEE, Singapore, 2007, pp. 1296–1303. doi:10.1109/CEC.2007.4424620.

[29] K. S. N. Ripon, M. N. H. Siddique, Evolutionary multi-objective clustering for overlapping clusters detection, in: 2009 IEEE Congress on Evolutionary Computation, IEEE, Trondheim, Norway, 2009, pp. 976–982. doi:10.1109/CEC.2009.4983051.

[30] K. S. N. Ripon, C. Tsang, S. Kwong, Multi-objective data clustering using variable-length real jumping genes genetic algorithm and local search method, in: The 2006 IEEE International Joint Conference on Neural Network Proceedings, IEEE, Vancouver, BC, Canada, 2006, pp. 3609–3616. doi:10.1109/IJCNN.2006.247372.

[31] S. Russell, P. Norvig, Artificial intelligence: a modern approach.
[32] N. Saini, S. Saha, P. Bhattacharyya, Automatic scientific document clustering using self-organized multi-objective differential evolution, Cognitive Computation 11 (2) (2019) 271–293.

[33] R. Shang, S. Luo, W. Zhang, R. Stolkin, L. Jiao, A multiobjective evolutionary algorithm to find community structures based on affinity propagation, Physica A: Statistical Mechanics and its Applications 453 (2016) 203–227.

[34] R. Shang, W. Zhang, F. Li, L. Jiao, R. Stolkin, Multi-objective artificial immune algorithm for fuzzy clustering based on multiple kernels, Swarm and Evolutionary Computation 50 (2019) 100485.

[35] P. Siarry, Extensions of evolutionary algorithms to multimodal and multi-objective optimization, in: Metaheuristics, Springer, 2016, pp. 19–50.

[36] C. Tsai, W. Chen, M. Chiang, A modified multiobjective ea-based clustering algorithm with automatic determination of the number of clusters, in: 2012 IEEE International Conference on Systems, Man, and Cybernetics (SMC), 2012, pp. 2833–2838.

[37] R. Xu, D. Wunsch, Survey of clustering algorithms, IEEE Transactions on neural networks 16 (3) (2005) 645–678.

[38] S. Zhu, L. Xu, L. Cao, A study of automatic clustering based on evolutionary many-objective optimization, in: Proceedings of the Genetic and Evolutionary Computation Conference Companion, GECCO ’18, Association for Computing Machinery, New York, NY, USA, 2018, p. 173–174. doi:10.1145/3205651.3205759

[39] S. Zhu, L. Xu, E. D. Goodman, Evolutionary multi-objective automatic clustering enhanced with quality metrics and ensemble strategy, Knowledge-Based Systems 188 (2020) 105018.

[40] E. Zitzler, L. Thiele, Multiobjective evolutionary algorithms: a comparative case study and the strength pareto approach, IEEE Transactions
Appendix A. The box-plot of the ARI obtained in each initialization algorithm.

The Fig. A.1 presents the box-plot of the ARI considering the different initialization algorithms for each dataset.
Figure A.1: Box-plot of the ARI considering different initialization algorithms for each dataset.
Appendix B. The box-plot of the ARI for the results generated by \( \Delta \)-MOCK.

The Fig. B.1 presents the box-plot of the ARI considering different objective function for each dataset.
Figure B.1: Box-plot of the ARI considering different objective functions for each dataset.