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Abstract

For accurate line-by-line modeling of molecular cross sections several physical processes “beyond Voigt” have to be considered. For the speed-dependent Voigt and Rautian profiles (SDV, SDR) and the Hartmann-Tran profile the difference $w(i_0) - w(i+)$ of two complex error functions (essentially Voigt functions) has to be evaluated where the function arguments $i_0$ are given by the sum and difference of two square roots. These two terms describing $i_0$ can be huge and the default implementation of the difference can lead to large cancellation errors. First we demonstrate that these problems can be avoided by a simple reformulation of $i_0$. Furthermore we show that a single rational approximation of the complex error function valid in the whole complex plane (e.g. by Huml'íček, 1979 or Weideman, 1994) enables computation of the SDV and SDR with four significant digits or better. Our benchmarks indicate that the SDV and SDR functions are about a factor 2.2 slower compared to the Voigt function, but for evaluation of molecular cross sections this time lag does not significantly prolong the overall program execution because speed-dependent parameters are available only for a fraction of strong lines.

Keywords: Complex error function; Voigt profile; Hartmann-Tran profile; Rational approximations

1. Introduction

The Voigt profile [1] accounting for collision (pressure) and Doppler (thermal) broadening has been the standard for high-resolution line-by-line modeling of infrared (IR) and microwave molecular absorption. Inadequacies of this profile have been observed since decades in molecular laboratory spectroscopy [e.g.2], and more recently discrepancies between theory and measurements have also become significant in atmospheric spectroscopy. Collision induced changes of molecular velocity reduce the Doppler broadening, and several profiles have been suggested to describe this collisional (or Dicke) narrowing, e.g. the Rautian profile [3]. Moreover, the speed-dependence of the relaxation rates modifies the Lorentz line shape modeling the collision broadening [4, 5] and can be described by the Speed-Dependent Voigt (SDV) profile. Assuming that these processes are independent leads to the Speed-Dependent Rautian (SDR) profile. The partial correlation of these effects is considered by the partially Correlated quadratic-Speed-Dependent Hard-Collision profile (pCqSDHCP), originally developed by Tran, Ngo, and Hartmann [6] (therefore called Hartmann-Tran or HT profile for short) and recommended for high resolution spectroscopy in a recent IUPAC Technical Report [7].

Using these more sophisticated profiles has been shown to improve the analysis of ground-based Fourier transform IR spectra and space-borne limb occultation measurements of the Atmospheric Chemistry Experiment — Fourier Transform Spectrometer (ACE-FTS) [e.g. 7, 9]. The stringent accuracy and precision requirements of current space-borne carbon dioxide and methane observations (e.g. the Greenhouse Gases Observing Satellite [GOSAT, 10], the Orbiting Carbon Observatory [OCO-2, 11] and the Sentinel-5p TROPOspheric Monitoring Instrument [TROPOMI, 12]) have also highlighted the need for improved molecular spectroscopy in the short-wave IR [e.g. 13-19]. Improved Atmospheric Spectroscopy databases (IAS) have been the objective of a study funded by ESA in the context of the Scientific Exploitation of Operational Missions (SEOM) initiative: SEOM-IAS provides data for CO, CH₄ and H₂O in the TROPOMI 2.3 µm region [20]. Moreover, the HITRAN database has started to include “beyond-Voigt” parameters for selected molecules [21].

Computational aspects of the SDV profile have been discussed in a previous paper [22] (henceforth “CASDV”). Here we extend this discussion to the SDR profile. After a brief survey of available line data we recall some definitions and relations in the following section. We continue with a discussion of some subtleties of the SDV function and then present comparisons of SDR evaluations against a reference code in section 3. Moreover, we provide an extensive assessment of the computational efficiency of the SDV and SDR (floating-point operation counts and time benchmarks). A summary is given in the final section 4.
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For simplicity, pressure-induced line shift, self-broadening, and line mixing will be ignored. Python modules of the SDV and SDR functions along with rational approximations for the complex error function are provided in supplemental files.

2. Line data and models

2.1. Line data

For an assessment of the performance of various line model algorithms and implementations it is useful to recap the range of the function arguments to be expected. In Schreier [23, 24] we concluded that the ratio of the Lorentzian and Gaussian width (the $y$ parameter, see next subsection) can be as small as $10^{-8}$ for atmospheric IR spectroscopy. Even smaller values are possible for large wavenumbers (visible or UV), light molecules (e.g. H$_2$) and warm to hot atmospheres.

Considering the new parameters required by the speed-dependent profiles, a survey of the SEOM-IAS data indicates that the ratio of the collision broadening parameters has a mean value of $\gamma_2/\gamma_0 \approx 0.1$, see Fig. 1. Furthermore, the bottom-right plot of Fig. 1 shows that the frequency of velocity-changing collisions (Dicke narrowing) is about one tenth of the air-broadening parameter, i.e. $\nu_{\text{sc}} \approx 0.01$ cm$^{-1} \approx 0.1 \gamma_0$. Note that in SEOM-IAS the partial correlation between speed-dependence and velocity changes is not considered, i.e. the HT parameter $\eta$ is assumed to be zero and the SDR is sufficient for this database. Furthermore, the line shift’s speed dependence parameter $\delta_2$ is zero for all carbon monoxide and water lines, whereas 12 of the 11905 methane lines have nonzero values with $-0.006545 \leq \delta_2 \leq 0.00316$ cm$^{-1}$.

In the latest version of the HITRAN database, “beyond-VOigt” parameters are available for seven (of 49) molecules according to Table 3 of Gordon et al. [21]. However, these are not necessarily HT or SDV parameters and might describe, for example, line mixing. For H$_2$O there are 2016 (of about 52 000) lines with nonzero $\gamma_2$ in the spectral range 1852–3995 cm$^{-1}$ and a minimum line strength $S = 6.9 \cdot 10^{-25}$ cm$^{-1}$/molec.cm$^{-2}$, see Fig. 2 (left) and Loos et al. [25, 26]: moreover the Dicke narrowing parameter is nonzero for 237 transitions with a mean of 0.0157 cm$^{-1}$. For N$_2$O 80 lines around 2200 cm$^{-1}$ with $S \geq 10^{-19}$ cm$^{-1}$/molec.cm$^{-2}$ are listed (Fig. 2). For both molecules the speed dependence of the line width is about one tenth of the speed-averaged width, and the correlation parameter $\eta$ is zero for all transitions. (For H$_2$ see also [27].)

Similar to HITRAN and GEISA, the SEOM-IAS line parameters are given for a reference pressure $p_{\text{ref}} = 1$ atm and temperature $T_{\text{ref}} = 296$ K. Both broadening parameters are assumed to have the same pressure and temperature dependence, i.e. $\gamma_{0,2} \sim p T^{-n}$ with the temperature exponent $n$ (1/2 according to classical theory), whereas the narrowing parameter is inversely proportional to temperature, $\nu_{\text{sc}} \sim p/T$ [see also 28, 29]. In Earth’s (or a planetary) atmosphere these three parameters are varying over orders of magnitude, but the ratios $\gamma_2/\gamma_0$ and $\nu_{\text{sc}}/\gamma_0$ are approximately constant over pressure (or altitude).

2.2. Line models

Following Varghese and Hanson [3] we distinguish between the Voigt profile $g$ and its generalizations and the Voigt function $K$ and its generalizations

$$ g(\nu; \nu_0, \gamma_L, \gamma_G, \ldots) = \frac{\ln 2/\pi}{\gamma_G} K(x, y, \ldots) \ . \ (1) $$

The profiles $g$ are defined in terms of the physical variables wavenumber $\nu$, center position $\nu_0$, and broadening parameters, all in units of reciprocal wavenumbers [cm$^{-1}$] (in the following all $\gamma$ as well as $\nu_{\text{sc}}$ are considered for the actual pressure and temperature). Division by the Gaussian (Doppler) half width allows to introduce dimensionless variables that reduces the number of arguments by one and is more convenient from a mathematical point:

$$ x \equiv \sqrt{\ln 2(\nu - \nu_0)/\gamma_G} \quad y \equiv \sqrt{\ln 2\gamma_L/\gamma_G} \quad (2a) $$

$$ q \equiv \sqrt{\ln 2\gamma_2/\gamma_G} \quad \zeta \equiv \sqrt{\ln 2\nu_{\text{sc}}/\gamma_G} \ . \ (2b) $$

From a computational point, these profiles and corresponding functions can be calculated readily from the complex error function [30, 32]

$$ w(z) = \frac{i}{\pi} \int_{-\infty}^{\infty} \frac{e^{-t^2}}{z - t} dt \quad (3) $$

$$ = K(x, y) + iL(x, y) \quad \text{with} \quad z = x + iy \ . \ (4) $$

The real part is the “standard” Voigt function, essentially the convolution of a Lorentzian and Gaussian function,

$$ K(x, y) = \frac{y}{\pi} \int_{-\infty}^{\infty} \frac{e^{-t^2}}{(x - t)^2 + y^2} dt \ , \ (5) $$

where $x$ and $y$ are the standard Voigt function parameters [2a] characterizing the distance to the line center at wavenumber $\nu_0$ and the ratio of the Lorentzian and Gaussian widths.

The SDR function is essentially the quotient of the difference of two complex error functions

$$ K_{\text{sdr}}(x, y, q, \zeta) = \text{Re} \left( \frac{w(iz_-) - w(iz_+)}{1 - \sqrt{\pi} \zeta (w(iz_-) - w(iz_+))} \right) \ , \ (6) $$

where the extra parameters $q$ and $\zeta$ are the broadening’s quadratic speed dependence $\gamma_2$ and the frequency of velocity-changing collisions $\nu_{\text{sc}}$ normalized by the Gaussian widths, respectively, Eq. (2a). The arguments of the complex error function are defined by

$$ z_{\pm} = \sqrt{\frac{x + Y \pm \sqrt{X + Y}}{q}} \quad (7) $$

$$ = \sqrt{X + Y} \pm \sqrt{Y} \ . \ (8) $$

The upper case $X$ and $Y$ correspond to the HT notation [5, 6].
Figure 1: Survey of SEOM-IAS line data. Top and bottom left: ratio of the collision broadening parameters, \( \gamma_2 / \gamma_0 \) (the title indicates the number of lines with nonzero \( \gamma_2 \) and the mean value of the ratio). Bottom right: Dicke narrowing parameter \( \nu_{vc} \).

Figure 2: HITRAN H\(_2\)O (left) and N\(_2\)O (right) lines with HT widths defined: Top left: collision broadening parameters (x and + markers, left axis) and their ratio \( \gamma_2 / \gamma_0 \) (red filled circles, right axis). Bottom left: the Voigt parameter \( y \) for ToA @ 120 km.
For vanishing \( \nu_{\text{nc}} \propto \zeta = 0 \) the SDR function reduces to the SDV function

\[
K_{\text{adv}}(x, y, q) = \Re(w(i z_-) - w(i z_+)),
\]
(9)

whereas for zero speed dependence \( \gamma_2 \propto q = 0 \) the Rautian function is obtained,

\[
K_{\nu}(x, y, \zeta) = \Re \left( \frac{w(z)}{1 - \sqrt{\pi} |w(z)|} \right).
\]
(10)

A vast number of algorithms have been developed for the complex error function exploiting a wide variety of numerical techniques. In recent papers we have discussed rational approximations by Humlíček \cite{34,35} and Weideman \cite{36} for the three variants of (11) are all equivalent mathematically. In the wings (larger \( x \)) the three forms show a zigzag behaviour: (11a) and (11c) are quite similar and somewhat smaller than (11b) that oscillates around the Voigt function. Fortunately the function values here are many orders of magnitude smaller compared to the center value and the apparent errors are likely to have no impact on molecular cross sections resulting from the superposition of numerous lines. Note that TNS carefully discuss limiting asymptotic cases and have implemented dedicated algorithms for small and large \(|X|/Y\) in the supplemental Fortran source code.

3. Results

3.1. Computation of the complex square roots

The arguments \( i z_\pm \), Eq. (7), of the complex error functions for (6) and (9) require the computation of a complex square root. In essence

\[
r = \sqrt{\alpha^2 + \beta^2} + \alpha + \text{sign}(\beta) \sqrt{\alpha^2 + \beta^2 - \alpha} \quad (11a)
\]

\[
r = \frac{1}{\sqrt{2}} \sqrt{\alpha^2 + \beta^2 + \alpha} + \frac{i \beta}{\sqrt{2}} \quad (11b)
\]

\[
r = \frac{1}{\sqrt{2}} \sqrt{\alpha^2 + \beta^2 + \alpha} + \frac{i \beta}{\sqrt{2}} \quad (11c)
\]

The three variants of (11) are all equivalent mathematically, but might be different numerically.

Tran, Ngo, and Hartmann [6] (henceforth “TNS”) evaluate the square root of the complex argument using Fortran’s intrinsic function \texttt{CDSQRT}, essentially the right hand side of Eq. (11a), whereas the Boone, Walker, and Bernath [33] (henceforth “BWB”) Fortran implementation is based on Eq. (11b). In CASDV we have indicated that the alternative form (11c) might be advantageous computationally because possible inaccuracies of the difference evaluation can be avoided.

\[
X \equiv (i(\delta - \nu) + \gamma_1 + \nu_{\text{nc}}) / |\gamma_2 - \frac{3}{2}| \quad \text{and} \quad Y \equiv (\gamma_1 / 2\sqrt{\ln 2|\gamma_2|})^2.
\]

Note that \( Y \) is real, a non-vanishing line shift speed-dependence parameter would lead to a complex \( Y \). Boone et al. [33] define two variables \( \alpha \) and \( \beta \) corresponding to the real and imaginary part of \( X \) (with \( \nu_{\text{nc}} = 0 \)), a third variable \( \delta \) is identical to \( Y \). The function \( \Re(A) \) defined in Eq. (7) of Tennyson et al. [3] is identical to the “SDV function” \( K_{\nu,\text{adv}} \), except for a factor \( \sqrt{\ln 2/\gamma_2} \). Note that in footnote 1 of \cite{22} we have incorrectly stated that an Im operator is missing in Eq. (11) of Tran et al. [6].

2This is essentially the square root used by Boone et al. [33] without the \( \delta \) term.

With respect to efficiency, it requires only two instead of three square root evaluations (but an extra division) and there is no need to evaluate the sign function. Note that the Voigt and generalized Voigt functions are symmetric w.r.t. \( x \neq \beta \equiv \Im(X) \), i.e. they depend on \(|\beta| \) only and the \texttt{sign} function can be avoided.

The contour plots of Fig. 3 demonstrate that the three forms are equivalent except for very small \( y \), i.e. the relative differences \(|\Delta K|/K \) are small. However, discrepancies can be observed for \( y < 10^{-6} \). Inspection of the SDV for \( y = 5 \cdot 10^{-8} \) (Fig. 3 bottom right) indicates that (11b) produces discrete steps near the line center (small \( x \)), where the other two forms are indistinguishable. In the wings (larger \( x \)) the three forms show a zigzag behaviour: (11b) and (11c) are quite similar and somewhat smaller than (11a) that oscillates around the Voigt function. Fortunately the function values here are many orders of magnitude smaller compared to the center value and the apparent errors are likely to have no impact on molecular cross sections resulting from the superposition of numerous lines. Note that TNS carefully discuss limiting asymptotic cases and have implemented dedicated algorithms for small and large \(|X|/Y\) in the supplemental Fortran source code.

3.2. Problems with tiny values of \( y \) and \( q \)

Although the direct evaluation of the complex square roots (11a) appears to be better, the zigzag indicates further problems. A closer analysis indicates that these problems are related to the evaluation of \( z_\pm \), i.e. the difference of the complex square root \( \sqrt{X+Y} \) and \( \sqrt{Y} \). For tiny \( y \) (and \( q < y \)) the real valued \( Y = 1/4q^2 \) becomes extremely big, much bigger than the complex valued \( X \), and the standard floating point precision with about 16 significant digits fails to evaluate this difference. To test this hypothesis, the SDV has been implemented using the Python library \texttt{mpmath} \cite{57} allowing real and complex floating-point arithmetic with arbitrary precision. With 32 significant figures (roughly quadruple precision) the square roots, their difference and the complex error function (computed by \( w(z) = \exp(-z^2) \text{erfc}(-iz) \)) can be evaluated reliably even for these extreme cases.

Fig. 4 (left) shows results for \( y = 10^{-8} \) and \( q = 0.1 y \) (some specific numbers for \( x = 10 \) and \( x = 12 \) are listed in the appendix): Whereas \( \alpha = \frac{2}{9} - \frac{2}{3} \) is a small number, \( Y = \delta = 1/4q^2 \) is huge, and with the default double precision accuracy of Python (or C or Fortran) the real part of the first square root in (11) is essentially independent of \( \alpha \). For the \( x \) values considered here \( 0 \leq x \leq 25 \) the imaginary part of \( X+Y \), i.e. \( x/y \) is a moderately large number. However, the real part of the complex square root \( \sqrt{X+Y} \) is identical in double precision for \( x = 10 \) and \( x = 12 \) (but clearly distinct with enhanced precision). Moreover, because \(|X| \ll Y \), the difference of two huge, approximately similar numbers cannot be evaluated correctly, resulting in a stepwise behaviour of \( \Re(\sqrt{X+Y} - \sqrt{Y}) \) (Fig. 4).
\textbf{Figure 3:} Contour plot of relative differences of the SDV function for $\gamma_L/\gamma_2 = 10$: mutual differences of the three versions shown in Eq. (11). Bottom right: the SDV functions for $y = 5 \cdot 10^{-8}$; the curves are plotted twice with the entire $K$ range (left axis) and with the $K$ range limited to small values (right axis).

As a consequence, the evaluation of $w(iz_-)$ is unreliable, too; in particular, the difference of the complex error functions $w(iz_-) - w(iz_+)$ can become negative, indicated by the missing values in Fig. 4 (center-left).

Similar to the reformulation discussed above (Eqs. (11b) and (11c)) the difference of the two roots (8) can also be computed in a reliable way to avoid the subtraction of two similar numbers

$$z_- \equiv \sqrt{X+Y} - \sqrt{Y} = \frac{X}{\sqrt{X+Y} + \sqrt{Y}} = \frac{X}{z_+}. \quad (12)$$

Fig. 4 shows that this safe variant avoids the steps in Re($z_-$) and gives SDV values close to the quadruple precision values; whereas the relative error of the original version is in the percentage range, the cancellation-safe implementation has a maximum relative error of about $10^{-5}$ (bottom-left). The superiority of this approach is also confirmed by the two examples shown on the right of Fig. 4 where the original “naive” computation delivers oscillations with frequent negative SDV values.

3.3. The SDV function again

Both TNH and BWB have emphasized that the computation of the SDV and HT profiles needs to be done carefully when different complex error function approximations are used for the two arguments $iz_\pm$. In particular, the TNH code implements the Humlíček \cite{Humlikcek:2011} \texttt{cpf12} subroutine (with about $10^{-6}$ maximum relative error) that utilizes two different approximations for large and small arguments (in fact augmented with a 15-term asymptotic expansion of $w(z)$ for $|z| > 8$). When the two arguments are close to each other, TNH ensure that they are evaluated with the same method. BWB exploit the Humlíček \cite{Humlikcek:2011} \texttt{w4} code (10^{-4} relative accuracy) with four different approximations: their code uses the higher degree rational

\footnote{See also \url{https://herbie.uwplse.org/}}
approximation for both arguments. However, as discussed in CASDV, this approach is dangerous because the higher degree approximation is not necessarily valid in the region of large function arguments.

Obviously, these problems could be avoided if a complex error function algorithm is used that is valid for the entire \( x, y \) range. Weideman [36] has developed rational approximations that can be used in the entire complex plane. As demonstrated in [23], the \( n = 24 \) approximation has a maximum relative error less than \( 10^{-4} \) for \( y > 10^{-4} \) only; with \( n = 32 \) terms the code is better than \( 9 \cdot 10^{-5} \) for all \( 0 \leq x \leq 20 \) and \( 10^{-6} \leq y \leq 10^2 \) for both the real and imaginary part of \( w \). The region I approximation of the Humlíček \[34\] \texttt{cpf12} code cannot be used for \( y < 10^{-2} \), but a generalization of this 12-term rational approximation applicable to all \((x, y)\) considerably improves the performance [24]: the 16-term approximation \( \texttt{cpf16} \) achieves an accuracy of about \( 10^{-4} \) for \( y > 10^{-8} \), and with 20 terms \( \texttt{cpf20} \) the error can be further reduced by more than a factor ten.

Fig. 5 depicts the relative errors of the SDV computed with these “global” complex error function algorithms (the 16- and 20-term Humlíček [34] and the 24- and 32-term Weideman [36] approximations) for \( \gamma_L/\gamma_2 = y/q = 10 \). As in our previous works we use the \texttt{wofz} complex error function provided by SciPy (module \texttt{scipy.special}) with a stated accuracy of 13 significant digits as a reference code [see also 39, 40]. All implementations work reasonably good for \( y > 10^{-4} \), but for smaller \( y \) problems become apparent especially for the Weideman \( n = 24 \) approximation. The Weideman \( n = 32 \) and the Humlíček 16-term approximation can be used safely for \( y > 10^{-6} \), but only \texttt{cpf20} is able to evaluate the SDV with errors less than \( 5 \cdot 10^{-5} \) for \( 0 \leq x \leq 25 \) and \( 10^{-8} \leq y \leq 10^2 \). Note that the error
patterns for the SDV deviations are similar to the pattern of the complex error function deviations (cf. Fig. 7 in [23] and Fig. 2 and 4 in [24]).

3.4. Beyond-Voigt vs. Voigt

Before analyzing the performance of various complex error function algorithms for the evaluation of the SDR it is instructive to see the relative change of the function due to the inclusion of velocity-changing collisions. Figure 6 shows that the relative change $|K_{\text{sdv}} - K_{\text{vgt}}|/K_{\text{vgt}}$ can be as large as some percent. Differences between SDR and Voigt up to about 4% can be observed in the line center region for $y \approx 1$, whereas for large $x \gg x_{1/2}$ the relative difference is less than $10^{-4}$, i.e. the advanced profiles essentially resemble the Voigt profile asymptotically. Here the Voigt function half width is given by the Whiting [41] approximation $x_{1/2} = \frac{1}{2} \left( y + \sqrt{y^2 + 4 \ln 2} \right)$.

3.5. The SDR function

The relative error of the SDR function computed with the Humlíček [34] or Weideman [36] code is shown in Fig. 7. Interestingly the patterns are quite similar to those of Fig. 5. In particular, for the Weideman $n = 24$ rational approximation the errors can become significant already for moderately small $y$ (low pressure), whereas for 32 terms the approximation shows problems only for tiny $y$. Both versions of the Humlíček complex error function code give reliable results with four and five significant digits for the 16 and 20 term approximation, respectively.

3.6. Performance

For an assessment of the computational efficiency of various implementations we have used IPython’s builtin “magic function” %timeit similar to the tests described in Schreier [24]. First we evaluate the SDV for the “matrix” of 251 $x$ grid points and 101 $y$ grid points used for all contour plots shown so far (see Appendix B). Tab. I shows
Figure 6: Relative differences of the SDR, SDV, and Rautian relative to the Voigt function as a function of $y$ with $y/q = y/r = 0.1$.

Table 1: Execution time for various SDV implementations. (All tests have been performed on a single Intel Core i5-9600 with 3.1 GHz.)

| function   | time  |
|------------|-------|
| cpf16      | 1.46 ms |
| sdv_real_bwb (11b) | 4.37 ms |
| sdv_real_casdv (11c) | 4.47 ms |
| sdv_naive (11a) | 4.91 ms |
| sdv_safe (12) | 4.94 ms |

that the times required for the three different versions of the complex square root (11) and the “cancellation–safe” alternative (12) are approximately identical. Both division and square root are classified as “special function” by Goedecker and Hoisie [42] from a computational point of view, hence the costs of the (11b) and (11c) versions should be roughly identical.

Obviously these advanced line shapes are computationally more expensive. For the following counts of floating-point operations only those required for every $x$ value (corresponding to a wavenumber grid point $\nu$) are considered, i.e. operations executed only once per line (e.g. division by $\gamma_G$) are ignored. For both SDV and SDR two complex error functions have to be evaluated and in addition a complex square root ($z_+$ according to (7)) and a division ($z_-$ according to (12)) is required, a second division for the SDR [5], whereas for the Rautian function (10) there is a single extra division. Tran et al. [6] have discussed the speed of the HT profile and concluded that “the maximum ratio of the computer time needed for this calculation to that for the corresponding Voigt profile can thus reach $2 \times 2.5 = 5$.” Note that for the HT function no further “special function” evaluations are required compared to the SDR.

For a first idea of the computational speed of the various line shapes we count the number of divisions and square roots, i.e. “special function” evaluations in the sense of Goedecker and Hoisie [42]. Assuming a single rational approximation for the complex error function (Humlíček's cpf16 in the following) valid on the whole complex plane one division is required for the Voigt function. Table 2 (second column) indicates that for the SDV and SDR functions a factor of four to five penalty compared to the Voigt function can be expected.

For the timings reported in Tab. 2 (last column) a somewhat more realistic scenario is considered: For line-by-line (lbl) molecular cross sections the contribution of a single spectral transition is usually computed in a finite interval with a fixed wavenumber cutoff (for example up to distances of 25 cm$^{-1}$ from the line center) or a cut at a multiple of the line half width. Here a uniform $x$-grid from 0 to $100x_{1/2}$ and a grid point spacing defined by a
Figure 7: Contour plot of relative differences of the SDR function computed with the Humlˇıcˇek (top) and Weideman complex error function codes compared to the \texttt{wofz} reference code.

fifth of the half width is used. The results demonstrate that the Rautian function is only slightly slower than the Voigt function, and the SDV and SDR are roughly a factor two slower, in contrast to the estimate based on “special function” counts.

These results suggest that the additions and multiplications should also be considered. In fact, with the Horner scheme 23 add-multiply operations are required to compute a Voigt function value with the Humlˇıcˇek [34] rational approximation generalized to 16 terms [24], for the SDV and SDR the number of extra multiplications (in addition to the 46 multiplications for the two \texttt{cpf16} calls) is small (Tab. 2, third column).

Finally we compute cross sections

\[
k(\nu, p, T) = \sum_i S_i(T) g(\nu - \tilde{\nu}_i, \gamma^{(L)}_i(p, T), \gamma^{(G)}_i(T), \ldots )
\]

in the SWIR with line data (position $\tilde{\nu}_i$, strength $S_i$ and broadening parameters) taken from the SEOM-IAS database. The SWIR channels of TROPOMI [12] are exploited for remote sensing of atmospheric carbon monoxide (CO) and methane (CH$_4$). For the retrieval of CO vertical column densities with the Beer InfraRed Retrieval Algorithm (BIRRA) a spectral interval 4277–4303 cm$^{-1}$ is used [18, 43], and in the following we report execution times for cross sections evaluated for a 20 level mid latitude summer atmosphere (with top of atmosphere at 100 km, [44]). For consistency with the continuum cor-

| Function  | Sp. fct. | Mult. | Time   |
|-----------|---------|-------|--------|
| Voigt     | 1       | 23    | 9.04 ms |
| Rautian   | 2       | 24    | 9.49 ms |
| SDV       | 4       | 49    | 19.4 ms |
| SDR       | 5       | 50    | 19.8 ms |
reactions and to allow a convolution of the monochromatic spectrum with the instrumental line shape function an extended spectral interval is considered. The cross sections are computed using the \texttt{lbl2xs} function of the Py4CAtS package [PYthon for Computational ATMospheric Spectroscopy,\cite{Liu2015}].

The results listed in Tab.\ref{tab:execution_time} confirm that the Rautian line shape is slightly more expensive w.r.t. computational speed. SDV and SDR times are approximately identical and larger than the Voigt times. The modest time lag incurred by the speed-dependent profiles appears to be reasonable because only a small fraction of the lines has $\gamma_2$ and/or $\nu_{vc}$ defined, i.e. the standard Voigt profile can be used for the majority of weak lines.

The high quality of the Humlíček\cite{Humlicek1984} 16-term rational approximation is not required in the line wings, and further tests have therefore been conducted with a combination of this \texttt{cpf16} code and the Humlíček\cite{Humlicek1984} asymptotic rational approximation for large complex error function arguments $|z| > 15$ (termed \texttt{hnum1cpf16} in \cite{Humlicek1984}). This combined code provides a significant speed-up for all line shapes, with the relative performance (Voigt vs. speed-dependent profiles) being similar to the previous tests (Tab.\ref{tab:execution_time} third block).

4. Summary

Several line shapes have been recommended as a generalization of the standard Voigt function to model subtle broadening effects. Various computational aspects of the SDV considering the speed-dependence of the line broadening had been discussed in a recent paper\cite{McPheat2013} and here we continue this study including the more advanced SDR that also models collisional narrowing effects. First we present a brief survey of data available in the widely used HITRAN database\cite{Worden2013} and in the new SEOM-IAS database\cite{Hase2013} including a discussion of the parameter range to be expected.

Next we demonstrate that for argument values possible in the upper atmosphere the SDV and SDR function values might suffer from cancellation errors; these numerical problems can be avoided by a simple reformulation, thus eliminating the need for case selections and Taylor expansions etc. Furthermore, the impact of various complex error function algorithms is studied: the \texttt{Humlíc\v{c}ek} rational approximation generalized to 16 terms or the \texttt{Weideman} 32-term approximation deliver SDV and SDR values with four or more significant digits. (Note that in databases such as HITRAN, GEISA, or SEOM-IAS the line parameters are listed with a few digits accuracy only.) Finally an assessment of the execution speed is provided. First we discuss the number of floating point operations required for the various line shape functions: because of the extra divisions and square roots both SDV and SDR are computationally more expensive compared to the Voigt function. However, for “real world” applications (molecular cross sections) the impact on the total code execution time is expected to be small.
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Appendix A. Example of the SDV calculation for small values of $y$ and $q$

To further illustrate the discussion of subsection 3.2 a comparison for two values of $x$ and for $y = 10^{-8}$ and $q = 0.1 y$ is given in Tab. 4. The numbers shown here are copied from the (I)Python shell output without any formatting of the print statement. Note that for the mpmath calculations shown here a “triple precision” has been exploited (mp.dps=24), in contrast to the quadruple precision used for Fig. 4.

Appendix B. Code snippets used for time benchmarks

For the first test assessing the performance of the various ways to evaluate the complex square root and the difference thereof the SDV has been computed on the “matrix” of $x$ and $y$ values used for all contour plots (note that Python is case sensitive):

In [1]: from sdv import *  
In [2]: # standard Voigt variables  
   ....: xx=np.linspace(0.,25.,251) # linear grid  
   ....: yy=np.logspace(-8,2,101) # logarithmic grid  
   ....: # kind of 'matrices' required for contour plots  
   ....: XX, YY = np.meshgrid(xx, yy)  
   ....: ZZ = XX +1j*YY  
In [3]: %timeit sdv_safe(XX, YY, 0.1*YY, cpf16p)

In the second test the SDR has been calculated for the 101 $y$ values as defined above with an equidistant $x$ grid in the interval defined by the Voigt function half width:

In [1]: from sdv import *  
In [2]: # standard Voigt variables  
   ....: xx=np.linspace(0.,25.,251)  
   ....: yy=np.logspace(-8,2,101)  
In [3]: %timeit sdr(xx, y, 0.1*y, 0.1*y, cpf16p)

for y in yy:
    xHalf = whiting(y); xx=arange(0.0,100*xHalf,xHalf/5)  
sdr(xx, y, 0.1*y, 0.1*y, cpf16p)