IDEALS OF CUBIC ALGEBRAS AND AN INVARIANT RING OF THE WEYL ALGEBRA
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Abstract. We classify reflexive graded right ideals, up to isomorphism and shift, of generic cubic three dimensional Artin-Schelter regular algebras. We also determine the possible Hilbert functions of these ideals. These results are obtained by using similar methods as for quadratic Artin-Schelter algebras [17, 18]. In particular our results apply to the enveloping algebra of the Heisenberg-Lie algebra from which we deduce a classification of right ideals of the invariant ring $A_{1}^{\varphi}$ of the first Weyl algebra $A_{1} = k\langle x, y \rangle/(yx - xy - 1)$ under the automorphism $\varphi(x) = -x$, $\varphi(y) = -y$.
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1. Introduction

Let $k$ be an algebraically closed field of characteristic zero and consider the first Weyl algebra $A_{1} = k\langle x, y \rangle/(yx - xy - 1)$. It is well-known that $A_{1}$ is a simple ring, however it is a natural question to describe one-sided ideals of $A_{1}$. In 1994 Cannings and Holland [13] classified right $A_{1}$-ideals by means of the adelic Grassmannian. A few years later Wilson [35] found a relation between the adelic Grassmannian and Calogero-Moser spaces, to obtain the following result (as it was formulated by Berest and Wilson)
Theorem 1.1. [10] Put \( G = \text{Aut}(A_1) \) and let \( R(A_1) \) be the set of isomorphism classes of right \( A_1 \)-ideals. Then the orbits of the natural \( G \)-action on \( R(A_1) \) are indexed by the set of non-negative integers \( \mathbb{N} \), and the orbit corresponding to \( n \in \mathbb{N} \) is in natural bijection with the \( n \)'th Calogero-Moser space

\[
C_n = \{ X, Y \in M_n(\mathbb{C}) \mid \text{rk}(XY - YX - I) \leq 1 \} / \text{GL}_n(\mathbb{C})
\]

where \( \text{GL}_n(\mathbb{C}) \) acts by simultaneous conjugation \( (gXg^{-1}, gYg^{-1}) \). In particular \( C_n \) is a connected smooth affine variety of dimension \( 2n \).

In [11] Berest and Wilson gave a new proof of Theorem 1.1 using noncommutative algebraic geometry [7, 33], by picking up an idea of Le Bruyn [21]. Let us briefly recall how this is done. The idea of Le Bruyn was to relate right \( A_1 \)-ideals with graded right ideals of the homogenized Weyl algebra \( H = \mathbb{C}[x, y, z] / (zx - xz, zy - yz, xy - yx - z^2) \). Such a relation comes from the fact that \( A_1 \) coincides with \( H[z^{-1}]_0 \), the degree zero part of the localisation of \( H \) at the powers of the central element \( z \). Describing \( R(A_1) \) then becomes equivalent to describing certain objects on a noncommutative projective scheme \( \mathbb{P}_q^2 = \text{Proj} H \) in the sense of Artin and Zhang [7] i.e. \( \text{Proj} H \) is the quotient of the abelian category of finitely generated graded right \( H \)-modules by the Serre subcategory of finite dimensional modules. Objects on \( \mathbb{P}_q^2 \) may be used to define moduli spaces, just as in the commutative case.

We next observe there are many more noncommutative projective schemes like \( \text{Proj} H \). The homogenized Weyl algebra \( H \) belongs to a class of algebras which has turned out to be very fruitful: the so-called Artin-Schelter regular algebras \( A \) of global dimension \( d \) [3]. See Section 2 for preliminary definitions. For \( d \leq 3 \) a complete classification is known [4, 5, 29, 30]. They are all noetherian domains of Gelfand-Kirillov dimension \( d \leq 3 \) and may be considered as noncommutative analogues of the polynomial rings. In case \( d = 3 \) and \( A \) is generated in degree one it turns out [3] there are two possibilities for such an algebra \( A \). Either there are three generators \( x, y, z \) and three quadratic relations (we say \( A \) is quadratic) or two generators \( x, y \) and two cubic relations (\( A \) is cubic). If \( A \) is quadratic then \( A \) is Koszul and has Hilbert series \( h_A(t) = 1 + 3t + 6t^2 + 10t^3 + \cdots = 1/(1 - t)^3 \), and we may think of \( \mathbb{P}_q^2 = \text{Proj}(A) \) as a noncommutative projective plane. In case \( A \) is cubic then \( h_A(t) = 1 + 2t + 4t^2 + 6t^3 + \cdots = 1/(1 - t)^2(1 - t^2) \), we then write \( (\mathbb{P}_q^1 \times \mathbb{P}_q^1)_q = \text{Proj}(A) \) which we think of as a noncommutative quadric surface. The generic class of quadratic and cubic Artin-Schelter regular algebras are usually called type \( A \)-algebras [3], in which case the relations are respectively given by

\[
\begin{align*}
axy + byz + cx^2 &= 0 \\
axz + bxz + cy^2 &= 0 \\
axy + byx + cz^2 &= 0
\end{align*}
\quad \text{and} \quad
\begin{align*}
ay^2x + byxy + axy^2 + cx^3 &= 0 \\
ax^2y + bxyz + ayx^2 + cy^3 &= 0
\end{align*}
\]

where \( a, b, c \in k \) are generic scalars. As shown in [4] a three dimensional Artin-Schelter regular algebra \( A \) generated in degree one is completely determined by a triple \( (E, \sigma, j) \) where either

- \( j : E \cong \mathbb{P}_q^2 \) if \( A \) is quadratic, resp. \( j : E \cong \mathbb{P}_q^1 \times \mathbb{P}_q^1 \) if \( A \) is cubic; or
- \( j : E \hookrightarrow \mathbb{P}_q^2 \) is an embedding of a divisor \( E \) of degree three if \( A \) is quadratic, resp. \( j : E \hookrightarrow \mathbb{P}_q^1 \times \mathbb{P}_q^1 \) where \( E \) is a divisor of bidegree \( (2,2) \) if \( A \) is cubic and \( \sigma \in \text{Aut}(E) \). In the first case we say \( A \) is linear, otherwise \( A \) is called elliptic. If \( A \) is of type \( A \) and the divisor \( E \) is a smooth elliptic curve (this is the generic case)
then we say $A$ is of generic type $A$. In that case $\sigma$ is a translation on $E$. Quadratic three dimensional Artin-Schelter regular algebras of generic type $A$ are also called three dimensional Sklyanin algebras.

In [17] Van den Bergh and the first author showed how to extend the ideas in [11, 21] to obtain a classification of reflexive graded right ideals of generic quadratic Artin-Schelter regular algebras. This has been extended in the PhD thesis of the first author. 

**Theorem 1.2.** [17, 15] Assume $k$ is uncountable. Let $A$ be an elliptic quadratic Artin-Schelter regular algebra for which $\sigma$ has infinite order. Let $R(A)$ be the set of reflexive graded right $A$-ideals, considered up to isomorphism and shift of grading. There exist smooth locally closed varieties $D_n$ of dimension $2n$ such that $R(A)$ is naturally in bijection with $\prod_{n \in \mathbb{N}} D_n$. If in addition $A$ is of generic type $A$ i.e. $A$ is a three dimensional Sklyanin algebra then the varieties $D_n$ are affine.

In case $A$ is a three dimensional Sklyanin algebra Theorem 1.2 holds without the hypothesis $k$ is uncountable.

A result similar to Theorem 1.2 was proved by Nevins and Stafford [25] for all quadratic three dimensional Artin-Schelter regular algebras $A$. In addition they showed $D_n$ is an open subset in a projective variety $\text{Hilb}_n(P^2)$ of dimension $2n$, parameterizing graded right $A$-ideals of projective dimension one up to isomorphism and shift of grading. Thus $\text{Hilb}_n(P^2)$ is the analog of the classical Hilbert scheme of points on $P^2$. Furthermore $\text{Hilb}_n(P^2)$ is connected, proved by Nevins and Stafford [25] for almost all $A$ using deformation-theoretic methods and relying on the commutative case $A = k[x, y, z]$. In [18] Van den Bergh and the first author determined the Hilbert series of objects in $\text{Hilb}_n(P^2)$ and deduced an intrinsic proof for the connectedness of $\text{Hilb}_n(P^2)$ for all quadratic Artin-Schelter regular algebras.

In this paper we apply the methods used in [17, 18] to obtain similar results for cubic Artin-Schelter regular algebras. Most of these results may also be found in the PhD thesis of the first author [15].

Let $A$ be a cubic Artin-Schelter regular algebra and let $R(A)$ denote the set of reflexive graded right $A$-ideals, considered up to isomorphism and shift of grading. Define $N = \{(n_e, n_o) \in \mathbb{N}^2 \mid n_e - (n_e - n_o)^2 \geq 0\}$. The main result in this paper is the following analogue of Theorem 1.2.

**Theorem 1.** Assume $k$ is uncountable. Let $A$ be an elliptic cubic Artin-Schelter regular algebra for which $\sigma$ has infinite order. Then for $(n_e, n_o) \in N$ there exists a smooth locally closed variety $D_{(n_e, n_o)}$ of dimension $2(n_e - (n_e - n_o)^2)$ such that $R(A)$ is in natural bijection with $\prod_{(n_e, n_o) \in N} D_{(n_e, n_o)}$. If in addition $A$ is of generic type $A$ then the varieties $D_{(n_e, n_o)}$ are affine.

Theorem 1 will follow from Theorem 8.21 and Theorem 8.25 below, where a description of the appearing varieties $D_{(n_e, n_o)}$ is given. In particular $D_{(0,0)}$ is a point and $D_{(1,1)}$ is the complement of $C = E_{\text{red}}$ under a natural embedding in $P^1 \times P^1$, see Corollary 8.4. In fact $D_{(n_e, n_o)}$ is a point whenever $n_e = (n_e - n_o)^2$.

A crucial part of the proof of Theorem 1 consists in showing that the spaces $D_{(n_e, n_o)}$ are actually nonempty for $(n_e, n_o) \in N$. In contrast to quadratic Artin-Schelter regular algebras [17, 25] this is not entirely straightforward. We will prove this by characterizing the appearing Hilbert series for objects in $R(A)$. In a very similar way as in [18] for quadratic Artin-Schelter regular algebras, we show in
Section 4 that the Hilbert series of graded right $A$-ideals of projective dimension one are characterised by so-called Castelnuovo polynomials [14] $s(t) = \sum_{i=0}^{n} s_i t^i \in \mathbb{Z}[t]$ which are by definition of the form

$$s_0 = 1, s_1 = 2, \ldots, s_{\sigma-1} = \sigma \text{ and } s_{\sigma-1} \geq s_\sigma \geq s_{\sigma+1} \geq \cdots \geq 0$$

for some integer $\sigma \geq 0$. We refer to $\sum_i s_{2i}$ as the even weight of $s(t)$ and $\sum_i s_{2i+1}$ as the odd weight of $s(t)$.

**Example 1.3.** $s(t) = 1 + 2t + 3t^2 + 4t^3 + 5t^4 + 5t^5 + 3t^6 + 2t^7 + t^8 + t^9 + t^{10} + t^{11}$ is a Castelnuovo polynomial of even weight 14 and odd weight 15. The corresponding Castelnuovo diagram is (where the even columns are black)

![Castelnuovo Diagram](image)

Denote $X = \text{Proj}(A) = (\mathbb{P}^1 \times \mathbb{P}^1)_q$. Write $\text{Hilb}_{(n_e,n_o)}(X)$ for the groupoid of the torsion free graded right $A$-modules $I$ of projective dimension one for which

$$\dim_e A_m - \dim_k I_m = \begin{cases} n_e & \text{for } m \text{ even} \\ n_o & \text{for } m \text{ odd} \end{cases} \text{ for } m \gg 0$$

(in particular $I$ has rank one, see §3.3). Any graded right $A$-ideal $I$ of projective dimension one admits an unique shift of grading $I(d)$ for which $I(d) \in \text{Hilb}_{(n_e,n_o)}(X)$. Writing $R_{(n_e,n_o)}(A)$ for the full subcategory of $\text{Hilb}_{(n_e,n_o)}(X)$ consisting of reflexive objects we have $R(A) = \prod R_{(n_e,n_o)}(A)$, and in the setting of Theorem 1 the isoclasses of $R_{(n_e,n_o)}(A)$ are in natural bijection with the points of the variety $D_{(n_e,n_o)}$.

In Section 4 below we prove the following analog of [18, Theorem A].

**Theorem 2.** Let $A$ be a cubic Artin-Schelter regular algebra. There is a bijective correspondence between Castelnuovo polynomials $s(t)$ of even weight $n_e$ and odd weight $n_o$ and Hilbert series $h_I(t)$ of objects $I$ in $\text{Hilb}_{(n_e,n_o)}(X)$, given by

$$h_I(t) = \frac{1}{(1-t)^2(1-t^2)} - \frac{s(t)}{1-t^2}$$

Moreover if $A$ is elliptic for which $\sigma$ has infinite order this correspondence restricts to Hilbert series $h_I(t)$ of objects $I$ in $R_{(n_e,n_o)}(A)$.

By shifting the rows in a Castelnuovo diagram in such a way they are left aligned one sees that the number of Castelnuovo diagrams of even weight $n_e$ and odd weight $n_o$ is equal to the number of partitions $\lambda$ of $n_e + n_o$ with distinct parts, with the additional property that by putting a chessboard pattern on the Ferrers diagram of $\lambda$ the number of black squares is equal to $n_e$ and the number of white squares is equal to $n_o$. Anthony Henderson pointed out to us this number is given by the number of partitions of $n_e - (n_e - n_o)^2$. Alternatively, see [16]. In particular the varieties $D_{(n_e,n_o)}$ in Theorem 1 are nonempty whenever $(n_e, n_o) \in N$.

**Remark 1.4.** In Appendix A we have included the list of Castelnuovo polynomials $s(t)$ of even weight $n_e \leq 3$ and odd weight $n_o \leq 3$, as well as some associated data.
As there exists no commutative cubic Artin-Schelter regular algebra $A$ it seems
difficult to compare our results with the commutative situation. However if $A$ is
a linear cubic Artin-Schelter regular algebra then $\text{Proj}(A)$ is equivalent with the
category of coherent sheaves on the quadric surface $\mathbb{P}^1 \times \mathbb{P}^1$. In Section 5 we discuss
how the (classical) Hilbert scheme of points $\text{Hilb}(\mathbb{P}^1 \times \mathbb{P}^1)$ parameterizes the objects
in $\prod_{(n_1, n_2) \in N} \text{Hilb}_{(n_1, n_2)}(X)$ with the groupoid $\text{Hilb}_{(n_1, n_2)}(X)$ as defined above.

**Remark 1.5.** For cubic Artin-Schelter regular algebras $A$ we expect a similar treatment
as in [25] to show $\text{Hilb}_{(n_1, n_2)}(X)$ is a smooth projective variety of dimension
$2(n_1 - (n_1 - n_2)^2)$. The authors are convinced that using the same methods as in
the proof of [18, Theorem B] will lead to a proof that $\text{Hilb}_{(n_1, n_2)}(X)$ is connected,
hence also $D_{(n_1, n_2)}$ (for elliptic $A$ for which $\sigma$ has infinite order). We hope to come
back on this in a subsequent paper.

As an application, consider the enveloping algebra of the Heisenberg-Lie algebra

$$H_c = k[x, y, z]/(yz - zy, xz - zx, xy - yx - z) = k[x, y]/([y, [y, x]], [x, [x, y]])$$

where $[a, b] = ab - ba$. The graded algebra $H_c$ is a cubic Artin-Schelter regular
algebra. Consider the localisation $\Lambda = H_c[z^{-1}]$ of $H_c$ at the powers of the central
element $z = xy - yx$ and its subalgebra $\Lambda_0$ of elements of degree zero. It was
shown in [5] that $\Lambda_0 = A_1^{(\varphi)}$, the algebra of invariants of the first Weyl algebra

$$A_1 = k[x, y]/(xy - yx - 1)$$

under the automorphism $\varphi$ defined by $\varphi(x) = -x$, $\varphi(y) = -y$. In Section 9 we deduce a classification of right ideals of $A_1^{(\varphi)}$.

**Theorem 3.** The set $R(A_1^{(\varphi)})$ of isomorphism classes of right $A_1^{(\varphi)}$-ideals is in
natural bijection with the points of $\prod_{(n_1, n_2) \in N} D_{(n_1, n_2)}$ where

$$D_{(n_1, n_2)} = \{(X, Y, X', Y') \in M_{n_1 \times n_2}(k)^2 \times M_{n_2 \times n_1}(k)^2 | Y'X - X'Y = I \text{ and } \text{rank}(YXY - X'Y') \leq 1) / \text{Gl}_{n_1}(k) \times \text{Gl}_{n_2}(k)$$

is a smooth affine variety $D_{(n_1, n_2)}$ of dimension $2(n_1 - (n_1 - n_2)^2)$.

Note $\text{Gl}_{n_1}(k) \times \text{Gl}_{n_2}(k)$ acts by conjugation $(gXh^{-1}, gYh^{-1}, hX'g^{-1}, hY'g^{-1})$.
Comparing with Theorem 1.1 it would be interesting to see if the orbits of $R(A_1^{(\varphi)})$
under the automorphism group $\text{Aut}(A_1^{(\varphi)})$ are in bijection to $D_{(n_1, n_2)}$.

Finally, in Section 10 we describe the elements of $R(A)$ by means of filtrations.

**Theorem 4.** Assume $k$ is uncountable. Let $A$ be an elliptic cubic Artin-Schelter
regular algebra and assume $\sigma$ has infinite order. Let $I \in R(A)$. Then there exists
an $m \in \mathbb{N}$ together with a filtration of reflexive graded right $A$-modules of rank one

$$I_0 \supset I_1 \supset \cdots \supset I_m = I$$

with the property that up to finite length modules the quotients are shifted conic
modules i.e. modules of the form $A/bA$ where $b \in A$ has degree two. Moreover $I_0$
admits a minimal resolution of the form

$$0 \rightarrow A(-c - 1)^{c} \rightarrow A(-c)^{c+1} \rightarrow I_0 \rightarrow 0$$

for some integer $c \geq 0$, and $I_0$ is up to isomorphism uniquely determined by $c$.

If $A$ is linear it follows from Proposition 5.1 below that every reflexive graded
right ideal of $A$ admits a resolution of the form (1.1) (up to shift of grading). Hence
Theorem 4 is trivially true for linear cubic Artin-Schelter regular algebras.
Remark 1.6. In case $A$ is of generic type $A$ or $A = H_c$ is the enveloping algebra of the Heisenberg-Lie algebra, Theorems 1 and 4 are proved without the hypothesis $k$ is uncountable.

Most results in this paper are obtained \textit{mutatis mutandis} as for quadratic algebras in [17, 18] and to some extend [11, 21, 25]. However at some points the situation for cubic algebras is more complicated.
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2. Preliminaries

In this section we give some definitions and results used in this paper. These are collected from [3, 4, 5, 6, 7, 17, 23, 24, 28]. Alternatively, see [15, Chapter 1].

Throughout we work over an algebraically closed field $k$ of characteristic zero. We will use

Convention 2.1. Whenever $XyUvw(\cdots)$ denotes an abelian category then $xyuvw(\cdots)$ denotes the full subcategory of $XyUvw(\cdots)$ consisting of noetherian objects.

2.1. Graded algebras and modules. Let $A = \bigoplus_{i\in\mathbb{N}} A_i$ be a connected graded $k$-algebra. We write $\text{GrMod}(A)$ for the category of graded right $A$-modules with morphisms the $A$-module homomorphisms of degree zero. Since $\text{GrMod}(A)$ is an abelian category with enough injective objects we may define the functors $\text{Ext}^n_A(M, -)$ on $\text{GrMod}(A)$ as the right derived functors of $\text{Hom}_A(M, -)$. It is convenient to write $\text{Hom}_A(M, -) = \bigoplus_{d\in\mathbb{Z}} \text{Hom}_A(M, N(d))$ and

$$\text{Ext}^n_A(M, N) := \bigoplus_{d\in\mathbb{Z}} \text{Ext}^n_A(M, N(d)).$$

Let $M$ be a graded right $A$-module. We use the notation $M_{\geq n} = \bigoplus_{d\geq n} M_d$ and $M_{\leq n} = \bigoplus_{d\leq n} M_d$ for all $n \in \mathbb{Z}$. For any integer $n$, define $M(n)$ as the graded $A$-module equal to $M$ with its original $A$ action, but which is graded by $M(n)_i = M_{n+i}$. We refer to the functor $M \mapsto M(n)$ as the $n$-th shift functor.

The $k$-dual of a $k$-vector space $V$ is denoted by $V' = \text{Hom}_k(V, k)$. The graded dual of a graded right $A$-module $M$ is $M^* = \text{Hom}_A(M, A)$ and $M$ is said to be reflexive if $M^{**} = M$. We also write $(-)'$ for the functor on graded $k$-vector spaces which sends $M$ to its Matlis dual $M' = \text{Hom}_k(M, k) = \bigoplus_n M'_{-n}$.

2.2. Tails. Let $A$ be a noetherian connected graded $k$-algebra. We denote by $\tau$ the functor sending a graded right $A$-module to the sum of all its finite dimensional submodules. Denote by $\text{Tors}(A)$ the full subcategory of $\text{GrMod}(A)$ consisting of all modules $M$ such that $\tau M = M$ and write $\text{Tails}(A)$ for the quotient category $\text{GrMod}(A)/\text{Tors}(A)$. Objects in $\text{Tails}(A)$ will be denoted by script letters like $\mathcal{M}$.

The shift functor on $\text{GrMod}(A)$ induces an automorphism $\text{sh} : \mathcal{M} \mapsto \mathcal{M}(1)$ on $\text{Tails}(A)$.
We write $\pi : \text{GrMod}(A) \to \text{Tails}(A)$ for the (exact) quotient functor and $\mathcal{O} = \pi A$. The functor $\pi$ has a right adjoint $\omega$. It is well-known that $\pi \circ \omega = \text{id}$ and $\omega = \text{Hom}_{\text{Tails}(A)}(\mathcal{O}, -)$.

When there is no possible confusion we write $\text{Hom}$ instead of $\text{Hom}_A$ and $\text{Hom}_{\text{Tails}(A)}$. The context will make clear in which category we work.

If $\mathcal{M} \in \text{Tails}(A)$ then $\text{Hom}(\mathcal{M}, -)$ is left exact and since $\text{Tails}(A)$ has enough injectives [7] we may define its right derived functors $\text{Ext}^n(\mathcal{M}, -)$. We also use the notation
\[
\text{Ext}^n(\mathcal{M}, \mathcal{N}) := \bigoplus_{d \in \mathbb{Z}} \text{Ext}^n(\mathcal{M}, \mathcal{N}(d))
\]
and we set $\text{Hom}(\mathcal{M}, \mathcal{N}) = \text{Ext}^0(\mathcal{M}, \mathcal{N})$.

Convention 2.1 fixes the meaning of $\text{grmod}(\mathcal{A})$, $\text{tors}(\mathcal{A})$ and $\text{tails}(\mathcal{A})$. It is easy to see $\text{tors}(\mathcal{A})$ consists of the finite dimensional graded $A$-modules. Furthermore $\text{tails}(\mathcal{A}) = \text{grmod}(\mathcal{A})/\text{tors}(\mathcal{A})$. For $\mathcal{M} \in \text{grmod}(\mathcal{A})$ we have
\[
\text{Ext}^n(\pi \mathcal{M}, \pi \mathcal{N}) \cong \lim_{\to} \text{Ext}^n_{\mathcal{A}}(\mathcal{M}_{\geq m}, \mathcal{N})
\]
for all $\mathcal{N} \in \text{GrMod}(\mathcal{A})$. If $\mathcal{M}$ and $\mathcal{N}$ are both finitely generated, then (2.1) implies
\[
\pi \mathcal{M} \cong \pi \mathcal{N} \text{ in } \text{tails}(\mathcal{A}) \iff \mathcal{M}_{\geq n} \cong \mathcal{N}_{\geq n} \text{ in } \text{grmod}(\mathcal{A}) \text{ for some } n \in \mathbb{Z}
\]
explaining the word “tails”. The right derived functors of $\pi$ are given by $R^i \pi = \lim\text{Ext}^d_{\mathcal{A}}(A/A_{\geq n}, -)$ and for $\mathcal{M} \in \text{GrMod}(\mathcal{A})$ there is an exact sequence
\[
0 \to \tau \mathcal{M} \to \mathcal{M} \to \omega \pi \mathcal{M} \to R^1 \tau \mathcal{M} \to 0.
\]

2.3. Projective schemes. Let $A$ be a noetherian graded $k$-algebra. As suggested by Artin and Zhang [7], define the (polarized) projective scheme $\text{Proj} A$ of $A$ as the triple $(\text{Tails}(A), \mathcal{O}, \text{sh})$. In analogy with classical projective schemes we use the notation $\text{coh}(X) := \text{tails}(A)$, $\text{Qcoh}(X) := \text{Tails}(A)$. We write $\text{Ext}^i_X(\mathcal{M}, \mathcal{N})$ for $\text{Ext}^i_{\text{Tails}(A)}(\mathcal{M}, \mathcal{N})$. We define the cohomology groups of $\mathcal{M} \in \text{Qcoh}(X)$ by $H^n(X, \mathcal{M}) := \text{Ext}^n_X(\mathcal{O}_X, \mathcal{M})$. We refer to the graded right $A$-modules
\[
H^n(X, \mathcal{M}) := \bigoplus_{d \in \mathbb{Z}} H^n(X, \mathcal{M}(d))
\]
as the full cohomology modules of $\mathcal{M}$. The cohomological dimension of $X$ is defined as $\text{cd } X := \max\{n \in \mathbb{N} \mid H^n(X, -) \neq 0\}$. Clearly for $i > \text{cd } X$ we have $\text{Ext}^i_X(\mathcal{M}, \mathcal{N}) = 0$ for all $\mathcal{M}, \mathcal{N} \in \text{Qcoh}(X)$.

2.4. Hilbert series and Grothendieck group. The Hilbert series of a graded $k$-vector space $V$ having finite dimensional components is the formal power series
\[
h_V(t) = \sum_{i=-\infty}^{+\infty} (\dim_k V_i) t^i \in \mathbb{Z}((t)).
\]
Let $A$ be a noetherian connected graded $k$-algebra. Then the Hilbert series $h_M(t)$ of $M \in \text{grmod}(A)$ makes sense since $A$ is right noetherian. Note $h_k(t) = 1$ and $h_{M(t)}(t) = t^{-1}h_M(t)$. Assume moreover $A$ has finite global dimension. We denote by $\text{pd } M$ the projective dimension of $M \in \text{grmod}(A)$. Given a projective resolution of $M \neq 0$
\[
0 \to P^r \to \ldots \to P^1 \to P^0 \to M \to 0
\]
we have \( h_M(t) = \sum_{i=0}^{r} (-1)^i h_{p_i}(t) \). Since \( A \) is connected, left bounded graded right \( A \)-modules are projective if and only if they are free hence isomorphic to a sum of shifts of \( A \). So if we write \( P^i = \oplus_{j=0}^{r} A \langle -i \rangle \) we obtain

\[
q_M(t) := h_M(t)h_A(t)^{-1} = \sum_{i=0}^{r} (-1)^i \sum_{j=0}^{r} t^{ij} \in \mathbb{Z}[t, t^{-1}]
\]

where \( q_M(t) \) is the so-called characteristic polynomial of \( M \). Note \( q_M(1) = t^{-1}q_M(t) \), \( q_A(t) = 1 \) and \( q_k(t) = h_A(t)^{-1} \).

The Grothendieck group \( K_0(\mathcal{C}) \) of an abelian category \( \mathcal{C} \) is the abelian group generated by all objects of \( \mathcal{C} \) (we write \([A] \in K_0(\mathcal{C}) \) for \( A \in \mathcal{C} \) and for which we define \([A] - [B] + [C] = 0 \) whenever there is an exact sequence \( 0 \to A \to B \to C \to 0 \) in \( \mathcal{C} \)). Assume furthermore \( \mathcal{C} \) is \( k \)-linear and \( \text{Ext} \)-finite with finite global dimension. Then the following map defines a bilinear form on \( K_0(\mathcal{C}) \) called the Euler form for \( \mathcal{C} \)

\[
\chi : K_0(\mathcal{C}) \times K_0(\mathcal{C}) \to \mathbb{Z} : ([A], [B]) \mapsto \chi(A, B) = \sum_i (-1)^i \dim_k \text{Ext}^i_{\mathcal{C}}(A, B).
\]

Put \( X = \text{Proj} A \). We will write \( K_0(X) \) for the Grothendieck group \( K_0(\text{coh}(X)) \) of \( \text{coh}(X) \). The shift functor on \( \text{coh}(X) \) induces a group automorphism

\[
\text{sh} : K_0(X) \to K_0(X) : [\mathcal{M}] \mapsto [\mathcal{M}(1)].
\]

We may view \( K_0(X) \) as a \( \mathbb{Z}[t, t^{-1}] \)-module with \( t \) acting as the shift functor \( \text{sh}^{-1} \).

In [23] it was shown that \( K_0(X) \) may be described in terms of Hilbert series.

**Theorem 2.2.** [23, Theorem 2.3] Let \( A \) be a noetherian connected graded \( k \)-algebra of finite global dimension and set \( X = \text{Proj} A \). Then there is an isomorphism of \( \mathbb{Z}[t, t^{-1}] \)-modules

\[
\theta : K_0(X) \stackrel{\cong}{\to} \mathbb{Z}[t, t^{-1}]/(q_k(t))
\]

\[
[M] \mapsto q_M(t) \quad \text{where } M \in \text{grmod}(A), \ M = \pi M.
\]

In particular \([\mathcal{O}(n)]\) is sent to \( t^{-n} \).

2.5. **Cubic three dimensional Artin-Schelter regular algebras.** We now come to the definition of regular algebras, introduced by Artin and Schelter [3] in 1987. They may be considered as noncommutative analogues of polynomial rings.

**Definition 2.3.** [3] A connected graded \( k \)-algebra \( A \) is called an Artin-Schelter regular algebra (or AS-algebra for short) of dimension \( d \) if it has the following properties:

\( \text{(i) } A \) has finite global dimension \( d \);

\( \text{(ii) } A \) has polynomial growth i.e. there are positive real numbers \( c, \epsilon \) such that \( \dim_k A_n \leq cn^\epsilon \) for all positive integers \( n \);

\( \text{(iii) } A \) is Gorenstein, meaning there is an integer \( l \) for which

\[
\text{Ext}^i_A(k, A) \cong \begin{cases} \epsilon k(l) & \text{if } i = d, \\ 0 & \text{otherwise} \end{cases}
\]

where \( l \) is called the Gorenstein parameter of \( A \).
If $A$ is commutative then the condition (i) already implies $A$ is isomorphic to a polynomial ring $k[x_1, \ldots, x_n]$ with some positive grading, if the grading is standard then $n = l$.

The Gorenstein property determines the full cohomology modules of $\mathcal{O}$.

**Theorem 2.4.** [7] Let $A$ be a noetherian AS-algebra of dimension $d = n + 1$ and let $X = \text{Proj} A$. Let $l$ denote the Gorenstein parameter of $A$. Then $\text{cd} X = n$ and the full cohomology modules of $\mathcal{O} = \pi A$ are given by

$$H^i(X, \mathcal{O}) \cong \begin{cases} A & \text{if } i = 0 \\ 0 & \text{if } i \neq 0, n \\ A'(l) & \text{if } i = n \end{cases}$$

There exists a complete classification for Artin-Schelter regular algebras of dimension $d \leq 3$, see [3, 4, 5, 29, 30]. They are all left and right noetherian domains with Hilbert series of a weighted polynomial ring $k[x_1, \ldots, x_d]$. We will be concerned with the case where $d = 3$ and $A$ is generated in degree one. Then there are two possibilities [3], either

- $k_A$ has a minimal resolution of the form
  
  $$0 \to A(-3) \to A(-2)^3 \to A(-1)^3 \to A \to k_A \to 0$$

  thus $A$ has three generators and three defining homogeneous relations in degree two. Hence $A$ is Koszul and the Gorenstein parameter is $l = 3$. We then refer to $A$ as a quadratic AS-algebra.

- $k_A$ has a minimal resolution of the form
  
  $$(2.6) 0 \to A(-4) \to A(-3)^2 \to A(-1)^2 \to A \to k_A \to 0$$

  thus $A$ has two generators and two defining homogeneous relations in degree three. In this case $l = 4$. These algebras are called cubic AS-algebras.

In this article we will restrict ourselves to cubic AS-algebras $A$ and we denote $X = \text{Proj} A$. From (2.6) we easily deduce the Hilbert series of $A$

$$(2.7) h_A(t) = \frac{1}{(1 - t)^2(1 - t^2)}$$

which means that for all integers $n$

$$\dim_k A_n = \begin{cases} (n + 2)^2/4 & \text{if } n \geq 0 \text{ is even}, \\ (n + 1)(n + 3)/4 & \text{if } n \geq 0 \text{ is odd}. \end{cases}$$

The Hilbert series of the Veronese subalgebra $A^{(2)} = k \oplus A_2 \oplus A_4 \oplus \ldots$ of $A$ is the same as the Hilbert series of the commutative ring $k[x_0, x_1, x_2, x_3]/(x_0x_1 - x_2x_3)$ which is the homogeneous coordinate ring of a quadratic surface (quadric) in $\mathbb{P}^3$.

Since [32] $\text{Tails}(A) \cong \text{Tails}(A^{(2)})$ and $\text{cd} X = 2$ we therefore think of $\text{Proj} A$ as a quantum quadric, a noncommutative analogue of the quadric surface $\mathbb{P}^1 \times \mathbb{P}^1$. See also [23].

**Example 2.5.** Consider the first Weyl algebra

$$A_1 = k(x, y)/(xy - yx - 1)$$

and introduce a third variable $z$ of degree two which commutes with $x$ and $y$ and makes the relation $xy - yx - 1$ homogeneous. We obtain the enveloping algebra of
the Heisenberg-Lie algebra
\[
H_c = k\langle x, y, z \rangle/(yz - zy, xz - zx, xy - yx - z)
\]
(2.8)
\[
= k\langle x, y \rangle/(y^2z - 2yxy + yx^2, x^2y - 2xyx + yx^2)
\]
\[
= k\langle x, y \rangle/([y, [y, x]], [x, [x, y]])
\]

It is easy to verify that \(H_c\) is a cubic AS-algebra. We refer to \(H_c\) as the *enveloping algebra* for short.

**Example 2.6.** The generic cubic AS-algebras are the so-called type A-algebras [3], they are of the form \(k\langle x, y \rangle/(f_1, f_2)\) where \(f_1, f_2\) are the cubic equations
\[
\begin{align*}
(f_1) & = ay^2x + byxy + axy^2 + cx^3 \\
(f_2) & = ax^2y + bxyx + ayx^2 + cy^3
\end{align*}
\]
with \((a : b : c) \in \mathbb{P}^2 \setminus F\) where \(F = \{(a : b : c) \in \mathbb{P}^2 \mid a^2 = b^2 = c^2\} \cup \{(0 : 1 : 0), (0 : 0 : 1)\}\. A generic subclass is given by the more restrictive condition \((a : b : c) \in \mathbb{P}^2 \setminus F'\) where
\[
F' = \{(a : b : c) \in \mathbb{P}^2 \mid abc = 0 \text{ or } b^2 = c^2 \text{ or } 4b^2c^2 = (4a^2 - b^2 - c^2)^2\}.
\]

We will refer to cubic AS-algebras \(A\) of type A for which \((a : b : c) \in \mathbb{P}^2 \setminus F'\) as *generic type A*. The particular choice of \(F'\) will become clear in Example 2.9 below.

**Remark 2.7.** Thus the enveloping algebra \(H_c\) from Example 2.5 is a cubic AS-algebra of type A for which \((a : b : c) = (1 : -2 : 0)\) in (2.9). However since \(abc = 0\), \(H_c\) is not of generic type A.

### 2.6. Geometric data associated to cubic AS-algebras.

As before, let \(A\) be a cubic AS-algebra. As shown in [4, 5] \(A\) is completely determined by geometric data \((E, \sigma, \mathcal{L})\) where \(E\) is a divisor on \(\mathbb{P}^1 \times \mathbb{P}^1\), \(\sigma \in \text{Aut}(E)\) and \(\mathcal{L}\) is a line bundle on \(E\). In this section we briefly recall this correspondence.

We start with writing the relations of \(A\) as
\[
\begin{pmatrix}
(f_1) \\
(f_2)
\end{pmatrix}
= M_A \cdot 
\begin{pmatrix}
x \\
y
\end{pmatrix}
\]
(2.10)
where \(M_A = (m_{ij})\) has entries \(m_{ij} \in A_2\). We consider the multilinearizations \(\hat{f}_1\) and \(\hat{f}_2\) of the relations. Let \(\Gamma \subset \mathbb{P}^1 \times \mathbb{P}^1 \times \mathbb{P}^1\) be the locus of common zeroes of \(\hat{f}_1\) and \(\hat{f}_2\) (with its scheme structure). Define the projection
\[
\text{pr}_{12} : \mathbb{P}^1 \times \mathbb{P}^1 \rightarrow \mathbb{P}^1 : (q_1, q_2, q_3) \mapsto (q_1, q_2).
\]
It turns out [4] that \(\Gamma\) is the graph of an automorphism \(\sigma\) of \(E = \text{pr}_{12}(\Gamma)\) and there are two distinguished cases: either \(E = \mathbb{P}^1 \times \mathbb{P}^1\) in which case we call \(A\) *linear*, or \(E\) is a divisor of bidegree \((2, 2)\) in \(\mathbb{P}^1 \times \mathbb{P}^1\). In the latter case we say \(A\) is *elliptic*. Then \(\sigma\) is of the form \(\sigma(q_1, q_2) = (q_2, f(q_1, q_2))\) for some map \(f : E \rightarrow \mathbb{P}^1\).

**Example 2.8.** Consider the enveloping algebra \(H_c\). Then \(E\) is given by \((x_0 : y_0, (x_1 : y_1)) \in \mathbb{P}^1 \times \mathbb{P}^1\) satisfying the relation \((x_0y_1 - x_1y_0)^2\), thus \(E\) is the double diagonal on \(\mathbb{P}^1 \times \mathbb{P}^1\) i.e. the points \((x : y), (x + \epsilon : y + \epsilon)\) such that \(\epsilon^2 = 0\). Thus \(H_c\) is elliptic. One further computes \(\sigma((x : y), (x + \epsilon : y + \epsilon)) = ((x + \epsilon : y + \epsilon), (x + 2\epsilon : y + 2\epsilon))\), whence \(\sigma \in \text{Aut}(E)\) has infinite order.
Example 2.9. Let $A$ be a cubic AS-algebra of type $A$. Then $E$ is given by all 

$$(x_0 : y_0, x_1 : y_1) \in \mathbb{P}^1 \times \mathbb{P}^1$$

for which

$$(c^2 - b^2)x_0y_0x_1y_1 + ax_0^2(cx_1^2 - by_1^2) + ay_0^2(cy_1^2 - bx_1^2) = 0$$

whence $A$ is elliptic. In particular $E$ is smooth unless $abc = 0$ or $b^2 = c^2$ or $4b^2c^2 = (4a^2 - b^2 - c^2)^2$, i.e. $E$ is smooth if and only if $A$ is of generic type $A$. In this case $\sigma$ is given by a translation under the group law of the elliptic curve $E$.

Let $j$ be the inclusion $E \hookrightarrow \mathbb{P}^1 \times \mathbb{P}^1$ and put $\mathcal{O}_E(1) := j^*\mathcal{O}_{\mathbb{P}^1}(1)$. Associated to the geometric data $(E, \sigma, \mathcal{O}_E(1))$ is a so-called twisted homogeneous coordinate ring $B = B(E, \sigma, \mathcal{O}_E(1))$, see [4, 5, 6] or the construction below. If $A$ is linear then $A \cong B$. If $A$ is elliptic then there exists a canonical normal element $g \in A_1$ such that the quotient ring $A/gA$ is isomorphic to the twisted homogeneous coordinate ring $B = B(E, \sigma, \mathcal{O}_E(1))$.

As in [18] the fact that $A$ may be linear or elliptic or $E$ may be non-reduced presents notational problems and difficulties. We therefore define $C = E_{\text{red}}$ if $A$ is elliptic and let $C$ be a $\sigma$ invariant line $\{p\} \times \mathbb{P}^1$ in $\mathbb{P}^1 \times \mathbb{P}^1$ (where $p$ is a point in $\mathbb{P}^1$). The geometric data $(E, \sigma, \mathcal{O}_E(1))$ then restricts to geometric data $(C, \sigma_C, \mathcal{O}_C(1))$.

In the elliptic case, writing $E = \sum_i n_i C_i$ where $C_i$ are the irreducible components of the support of $E$ we have $C = E_{\text{red}} = \sum_i C_i$ and the irreducible components $C_i$ of $C$ form a single $\sigma$-orbit.

It may occur that the order of $\sigma$ is different from the order of $\sigma_C$, being the restriction of $\sigma$ to $C$. For instance when $A = H_c$ is the enveloping algebra, $\sigma$ has infinite order but $\sigma_C$ is the identity.

Warning. To simplify further expressions we write $(C, \sigma_C, \mathcal{O}_C(1))$ for the triple $(C, \sigma_C, \mathcal{O}_C(1))$. Below we will often assume $\sigma$ has infinite order. By this we will always mean the automorphism $\sigma$ in the geometric data $(E, \sigma, \mathcal{O}_E(1))$ has infinite order and not the restriction of $\sigma$ to $C$.

We will now recall the construction of the twisted homogeneous coordinate ring $B(C, \sigma, \mathcal{O}_C(1))$. To simplify notations we will write $\mathcal{L} = \mathcal{O}_C(1)$ and we denote the auto-equivalence $\sigma_*(- \otimes_C \mathcal{L})$ by $- \otimes \mathcal{L}_\sigma$. It is easy to check [28, (3.1)] that for $n \geq 0$ we have $\mathcal{M} \otimes (\mathcal{L}_\sigma)^{\otimes n} = \sigma_n\mathcal{M} \otimes_C \sigma_n^* \mathcal{L} \otimes_C \cdots \otimes_C \mathcal{L}$ and since $(- \otimes \mathcal{L})^{-1} = \sigma^*(-) \otimes \mathcal{L}^{-1}$ one may compute a similar expression for $\mathcal{M} \otimes (\mathcal{L}_\sigma)^{\otimes n}$ for $n < 0$. For $\mathcal{M} \in \text{Qcoh}(X)$ put $\Gamma_x(\mathcal{M}) = \oplus_{n \geq 0} \Gamma(C, \mathcal{M} \otimes (\mathcal{L}_\sigma)^{\otimes n})$ and $D = B(C, \sigma, \mathcal{L}) \overset{\text{def}}{=} \Gamma_C(\mathcal{O}_C)$. Now $D$ has a natural ring structure and $\Gamma_x(\mathcal{M})$ is a right $D$-module. In [5, §5] it is shown that there is a surjective morphism $A \to D : a \to \pi$ of graded $k$-algebras whose kernel is generated by a normalizing element $h$. In the elliptic case $h$ divides $g$ and $D$ is a prime ring. However $D$ may not be a domain since $C$ may have multiple components $C_i$.

By analogy with the commutative case we may say $\text{Proj} A$ contains $\text{Proj} D$ as a “closed” subscheme. Though the structure of $\text{Proj} A$ is somewhat obscure, $\text{Proj} D$ is well understood. Indeed, it follows from [6, 7] that the functor $\Gamma_x : \text{Qcoh}(C) \to \text{GrMod}(D)$ defines an equivalence $\text{Qcoh}(C) \cong \text{Tails}(D)$. The inverse of this equivalence and its composition with $\pi : \text{GrMod}(D) \to \text{Tails}(D)$ are both denoted by $\widehat{\cdot}$.

Notation. It will be convenient below to let the shift functor $-(n)$ on $\text{coh}(C)$ be the one obtained from the equivalence $\text{coh}(C) \cong \text{Tails}(D)$ and not the one coming from the embedding $j : E \hookrightarrow \mathbb{P}^1 \times \mathbb{P}^1$. 

2.7. Dimension, multiplicity and linear modules. Let $A$ be a cubic AS-algebra and let $0 \neq M \in \text{grmod}(A)$. As shown in [5] we may compute the Gelfand-Kirillov dimension $\text{GKdim } M$ as the order of the pole of $h_M(t)$ at $t = 1$. We sometimes refer to $\text{GKdim } M$ as the dimension of $M$. Note (2.7) implies $\text{GKdim } A = 3$.

As usual, a module $M \in \text{grmod}(A)$ is Cohen-Macaulay if $\text{Ext}^1_A(M, A) = 0$ for $i \neq 3 - \text{GKdim } M$, or equivalently $\text{pd } M = 3 - \text{GKdim } M$. We then denote $M' = \text{Ext}^3_{\text{grmod}}(M, A)$. Define for $0 \neq M \in \text{grmod}(A)$

$$e_n(M) = \lim_{t \to 1} (1 - t)^n h_M(t).$$

We have $e_n(M) \geq 0$ and $e_n(M) = 0$ if and only if $\text{GKdim } M < n$. We define

$$\text{rank } M = e_3(M)/e_3(A).$$

For $n = \text{GKdim } M$ we put $e(M) = e_n(M)$ and call this the multiplicity of $M$. Thus $e(M)$ is the first nonvanishing coefficient of the expansion of $h_M(t)$ in powers of $1 - t$. For $0 \neq M \in \text{tails}(A)$ we put $\dim M = \text{GKdim } M - 1$, $e(M) = e(M)$, $\text{rank } M = \text{rank } M$ where $M \in \text{grmod}(A)$, $\pi M = M$.

An object in $\text{grmod}(A)$ or $\text{tails}(A)$ is said to be pure if it contains no subobjects of strictly smaller dimension, and it is called critical if every proper quotient has lower dimension. Note $A$ is critical and for a critical $A$-module $M$ we have $\text{Hom}_A(M, M) = k$, see [5, Proposition 2.30]. We will often use

**Lemma 2.10.** 

1. If $M \in \text{grmod}(A)$ is pure (resp. critical) then $\pi M \in \text{tails}(A)$ is pure (resp. critical).
2. If $M \in \text{tails}(A)$ is pure (resp. critical) then $M = \pi M$ for some pure (resp. critical) object in $\text{grmod}(A)$.
3. Let $M, N \in \text{grmod}(A)$ (resp. tails($A$)) be of the same dimension and assume $M$ is critical and $N$ is pure. Then every non-zero morphism in $\text{Hom}(M, N)$ is injective.

**Proof.** Elementary, see for example [15, Lemma 1.9.3]. □

A linear module of dimension $d$ over $A$ is a cyclic graded right $A$-module generated in degree zero with Hilbert series $(1 - t)^{-d}$. If $d = 1$ such a module is called a point module. Assume furthermore $A$ is elliptic. Then the map $p \mapsto \Gamma_\sigma(\mathcal{O}_p)$ defines a bijection between the points of $C$ (hence the closed points of $E$) and the point modules over $A$. We will denote $N_p = \Gamma_\sigma(\mathcal{O}_p)$ and $N_p = \pi N_p$. In particular all point modules $N_p$ over $A$ are $D$-modules i.e. $N_p h = 0$. We have $N_p(1)_{\geq 0} = N_{\sigma p}$ and a minimal resolution for $N_p$ is of the form

$$0 \to A(-3) \to A(-2) \oplus A(-1) \to A \to N_p \to 0.$$  \hspace{1cm} (2.12)

Point modules are critical modules of GK-dimension zero. In case $\sigma$ has infinite order the converse is also true, up to shift of grading [5].

We refer to linear modules of GK-dimension 2 as conic modules. They are of the form $Q = A/vA$ where $v \in A_2$. A minimal resolution for $Q$ is of the form

$$0 \to A(-2) \to A \to Q \to 0.$$  \hspace{1cm} (2.13)

The name “conic module” is justified from the fact that the multilinearization of $v \in A_2$ determines a curve in $\mathbb{P}^3$ which is the intersection of a hyperplane and a quadric (the embedding of $\mathbb{P}^1 \times \mathbb{P}^1$).

Finally, a line module over $A$ is a quotient module $A/uA$ with $u \in A_1$. There is a bijective correspondence between line modules $A/uA$ and lines $\{u = 0\} \times \mathbb{P}^1$ in
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A line module \( S = A/uA \) has a minimal resolution of the form
\[
0 \rightarrow A(-1) \rightarrow A \rightarrow S \rightarrow 0.
\]
Clearly point, line and conic modules over \( A \) are Cohen-Macaulay modules.

2.8. **Serre duality.** Let \( A \) be a cubic AS-regular algebra. As shown in [17] there is a graded automorphism \( \phi \) of \( A \), passing to an automorphism \((-)\phi \) on \( \text{Tails}(A) \), for which there are natural isomorphisms
\[
\text{Ext}^i_{D^b(\text{coh}(X))}(\mathcal{M}, \mathcal{N}) \cong \text{Ext}^{n-i}_{D^b(\text{coh}(X))}(\mathcal{N}, \mathcal{M}_\phi(-4))' \tag{2.15}
\]
for all objects \( \mathcal{M}, \mathcal{N} \) of the bounded derived category \( D^b(\text{coh}(X)) \) of \( \text{coh}(X) \). However we will look for an algebra \( \hat{A} \) for which \( \text{GrMod}(A) \cong \text{GrMod}(\hat{A}) \) and for which (2.15) takes a more simple form.

As in (2.10) we write the relations \( f \) of \( A \) as \( f = M_A x \). With a suitable choice of the relations \( f \) we have \( x^t M_A = (Q_A f)^t \) for some invertible matrix \( Q_A \) with scalar entries, see [3, Theorem 1.5]. It now turns out there exists a Zhang-twist \([36] A^\tau \) of \( A \) for which \( Q_A\tau \) is the identity matrix. This was pointed out to us by M. Van den Bergh, see also [31]. By [36] we have \( \text{GrMod}(A) \cong \text{GrMod}(A^\tau) \) and \( \text{Tails}(A) \cong \text{Tails}(A^\tau) \) where \( (\pi A)(n) \) is sent to \( (\pi A^\tau)(n) \).

If \( A \) is of type \( A \) then writing the relations as in (2.9) yields \( Q_A = \text{id} \) whence we may put \( A = A^\tau \).

**Convention 2.11.** Whenever \( A \) is a cubic Artin-Schelter algebra we replace \( A \) with a Zhang-twist \( A^\tau \) for which \( Q_A\tau \) is the identity matrix.

**Remark 2.12.** We are allowed to use Convention 2.11 in this paper since we will only specify to linear or elliptic algebras for which we often require \( \sigma \) has infinite order (but these properties are invariant under Zhang-twisting) and we will not rely on the relations of \( A \) except for specific relations (2.9) for algebras of type \( A \) and in particular (2.8) for the enveloping algebra.

Using Convention 2.11 we see (2.15) takes a particularly simple form.

**Theorem 2.13.** (Serre duality) Let \( \mathcal{M}, \mathcal{N} \in D^b(\text{coh}(X)) \). Then there are natural isomorphisms
\[
\text{Ext}^i_{D^b(\text{coh}(X))}(\mathcal{M}, \mathcal{N}) \cong \text{Ext}^{n-i}_{D^b(\text{coh}(X))}(\mathcal{N}, \mathcal{M}(-4))'.
\]
Below we refer to Theorem 2.13 as Serre duality on \( X \).

3. FROM REFLEXIVE IDEALS TO NORMALIZED LINE BUNDLES

Throughout \( A \) will be a cubic AS-algebra as defined in §2.5. We will use the notations from the previous section, so we write \( X = \text{Proj} A, \text{Qcoh}(X) = \text{Tails}(A), \text{coh}(X) = \text{tails}(A), \pi A = \mathcal{O} \).

In this section our first aim is to relate reflexive \( A \)-modules with certain objects on \( X \) (so-called vector bundles). Any shift of such a reflexive module remains reflexive and in the rank one case we will normalize this shift. The corresponding objects in \( \text{coh}(X) \) will be called normalized line bundles. A helpful tool will be the choice of a suitable basis of the Grothendieck group \( K_0(X) \). At the end of this section we will compute partially the cohomology of these normalized line bundles.
3.1. Reflexive modules and vector bundles. An object $M \in \grmod(A)$ is torsion free if $M$ is pure of maximal GK-dimension three. Recall $M$ is called reflexive if $M^{**} = M$. Similarly an object $M \in \coh(X)$ is torsion free if $M$ is pure of maximal dimension two. An object $M \in \coh(X)$ is called reflexive (or a vector bundle on $X$) if $M = \pi M$ for some reflexive $M \in \grmod(A)$. We refer to a vector bundle of rank one as a line bundle. We will need the following lemmas, see [17, Lemma 3.4] and [18, Proposition 3.4.1 and Corollary 3.4.2].

**Lemma 3.1.** Let $M \in \coh(X)$. Then $M$ is a vector bundle on $X$ if and only if $M$ is torsion free and $\Ext^1_X(N, M) = 0$ for all $N \in \coh(X)$ of dimension zero.

**Lemma 3.2.** The functors $\pi$ and $\omega$ define inverse equivalences between the full subcategories of $\grmod(A)$ and $\coh(X)$ with objects

\[
\{\text{torsion free objects in } \grmod(A) \text{ of projective dimension one}\}
\]

and

\[
\{\text{torsion free objects in } \coh(X)\}
\]

Moreover this equivalence restricts to an equivalence between the full subcategories of $\grmod(A)$ and $\coh(X)$ with objects

\[
\{\text{reflexive objects in } \grmod(A)\} \quad \text{and} \quad \{\text{vector bundles on } X\}.
\]

In this paper we are interested in torsion free rank one modules of projective dimension one, or more restrictively, reflexive modules of rank one. Every graded right ideal of $A$ is a torsion free rank one $A$-module. The following proposition shows that, up to shift of grading, the converse is also true.

**Proposition 3.3.** Let $0 \neq I \in \grmod(A)$ be torsion free of rank one. Then there is an integer $n$ such that $I(-n)$ is isomorphic to a graded right ideal of $A$.

**Proof.** By $\GKdim I = 3$, [5, Theorem 4.1] implies $I^* = \Hom_A(I, A) \neq 0$. Thus $(I^*)_n = \Hom_A(I(-n), A) \neq 0$ for some integer $n$. By Lemma 2.10 we are done. $\square$

**Remark 3.4.** The set of all graded right ideals is probably too large to describe, as for any ideal $I$ we may construct numerous other closely related ideals by taking the kernel of any surjective map to a module of GK-dimension zero. We will restrict to graded ideals of projective dimension one (or more restrictively reflexive rank one modules). For such modules $M$ we have $\Ext^1(k, M) = 0$ and therefore $M$ cannot appear as the kernel of such a surjective map.

3.2. The Grothendieck group of $X$. In this part we describe a natural $\mathbb{Z}$-module basis for the Grothendieck group $K_0(X)$ and determine the matrix representation of the Euler form $\chi$ with respect to this basis. To do so, it is convenient to start with a different basis of $K_0(X)$, corresponding to the standard basis of $\mathbb{Z}[t, t^{-1}]/(q_k(t))$ under the isomorphism of Theorem 2.2, and perform a base change afterwards.

**Proposition 3.5.** The set $B = \{[O], [O(-1)], [O(-2)], [O(-3)]\}$ is a $\mathbb{Z}$-module basis of $K_0(X)$. The matrix representations with respect to the basis $B$ of the shift automorphism $\text{sh}$ and the Euler form $\chi$ for $K_0(X)$ are given by

\[
m_{\text{sh}}(B) = \begin{pmatrix} 2 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ -2 & 0 & 0 & 1 \\ 1 & 0 & 0 & 0 \end{pmatrix}, \quad m_{\chi}(B) = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 2 & 1 & 0 & 0 \\ 4 & 2 & 1 & 0 \\ 6 & 4 & 2 & 1 \end{pmatrix}.
\]
Proof. Let \( \theta \) denote the isomorphism (2.5) of Theorem 2.2. Since \( q_{A_{l-1}}(t) = t^l \) we have \( \theta(O(-l)) = \mathcal{O}(l) \) for all integers \( l \). As \( \{1, t, t^2, t^3\} \) is a \( \mathbb{Z} \)-module basis for \( \mathbb{Z}[t, t^{-1}]/(q_k(t)) = \mathbb{Z}[t, t^{-1}]/(1 - t)^2(1 - t^2) \) we deduce \( \mathcal{B} \) is a basis for \( K_0(X) \).

By \( \mathrm{sh}(O(l)) = O(l + 1) \) we find the last three columns of \( m(\mathrm{sh})_{\mathcal{B}} \). Applying the exact functor \( \pi \) to (2.6) yields the exact sequence

\[
0 \to O(-4) \to O(-3)^2 \to O(-1)^2 \to O \to 0
\]

from which we deduce \( [O(1)] = 2[O] - 2[O(-2)] + [O(-3)] \), giving the first column of \( m(\mathrm{sh})_{\mathcal{B}} \). Finally, Theorem 2.4 implies for all integers \( l \)

\[
\chi(O, O(l)) = \dim_k A_l + \dim_k A_{l-4} = \begin{cases} (l + 2)/4 & \text{if } l \text{ is even} \\ (l + 1)(l + 3)/4 & \text{if } l \text{ is odd} \end{cases}
\]

which allows one to compute the matrix \( m(\chi)_{\mathcal{B}} \). This ends the proof. \( \square \)

**Proposition 3.6.** Let \( P \) be a point module, \( S \) a line module and \( Q \) a conic module over \( A \). Denote the corresponding objects in \( \text{coh}(X) \) by \( P, S \) and \( Q \). Then \( \mathcal{B}' = \{[O], [S], [Q], [P]\} \) is a \( \mathbb{Z} \)-module basis of \( K_0(X) \), which does not depend on the particular choice of \( S, Q \) and \( P \). The matrix representations with respect to the basis \( \mathcal{B}' \) of the shift automorphism \( \mathrm{sh} \) and the Euler form \( \chi \) for \( K_0(X) \) are given by

\[
(3.1) \quad m(\mathrm{sh})_{\mathcal{B}'} = \begin{pmatrix}
1 & 0 & 0 & 0 \\
-1 & -1 & 0 & 0 \\
1 & 1 & 1 & 0 \\
1 & 1 & 1 & 1
\end{pmatrix}, \quad m(\chi)_{\mathcal{B}'} = \begin{pmatrix}
1 & 1 & 1 & 1 \\
-1 & 0 & -1 & 0 \\
-3 & -1 & -2 & 0 \\
1 & 0 & 0 & 0
\end{pmatrix}.
\]

**Proof.** Easy by Proposition 3.5, base change and equations (2.12)-(2.14). \( \square \)

From now on we fix such a \( \mathbb{Z} \)-module basis \( \{[O], [S], [Q], [P]\} \) of \( K_0(X) \). For any object \( M \in \text{coh}(X) \) we may write

\[
(3.2) \quad [M] = r[O] + a[S] + b[Q] + c[P]
\]

Writing \( \mathcal{M} = \pi M \) where \( M \in \text{grmod}(A) \), equation (3.2) also follows directly from Theorem 2.2 and the fact that we may expand the characteristic polynomial \( q_M(t) \) of \( M \) as

\[
q_M(t) = r + a(1 - t) + b(1 - t^2) + c(1 - t^2)(1 - t) + f(t)(1 - t^2)(1 - t^2)
\]

for some integers \( a, b, c \in \mathbb{Z} \) and some Laurent polynomial \( f(t) \in \mathbb{Z}[t, t^{-1}] \). Combining (2.3) and (2.7) yields

\[
(3.3) \quad h_M(t) = \frac{r}{(1 - t^2)(1 - t^2)} + \frac{a}{(1 - t)(1 - t^2)} + \frac{b}{(1 - t)^2} + \frac{c}{1 - t} + f(t).
\]

Note \( r = \text{rank } M = \text{rank } \mathcal{M} \). By computing the powers of the matrix \( m(\mathrm{sh})_{\mathcal{B}'} \) in Proposition 3.6 we deduce for any integer \( l \)

\[
(3.4) \quad [M(2l)] = r[O] + a[S] + (rl + b)[Q] + (ll(l + 1)r + a + 2b + c)[P] \\
[M(2l - 1)] = r[O] - (r + a)[S] + (lr + a + b)[Q] + (llr + a + 2b) - b + c)[P]
\]
3.3. Normalized line bundles. Any shift $l$ of a torsion free rank one graded right $A$-module $I$ gives rise to a torsion free rank one object $I(l) = \pi I(l)$ on $X$. We will now normalize this shift. Our choice is motivated by

**Proposition 3.7.** Let $I \in \text{grmod}(A)$, set $I = \pi I$ and write $[I] = r[O] + a[S] + b[Q] + c[P]$. Then the following are equivalent.

1. There exist integers $n_e, n_o$ such that for $l \gg 0$ we have
   \[
   \dim_k A_l - \dim_k I_l = \begin{cases} 
   n_e & \text{if } l \text{ is even,} \\
   n_o & \text{if } l \text{ is odd.}
   \end{cases}
   \]

2. The Hilbert series of $I$ is of the form
   \[
   h_I(t) = h_A(t) - \frac{s(t)}{1 - t^2}
   \]
   for a Laurent polynomial $s(t) \in \mathbb{Z}[t, t^{-1}]$.

3. $I$ has rank one and $a = -2b$.

If these conditions hold then $s(1) = b - 2c$, $s(-1) = b$ and $n_e = b - c$, $n_o = -c$.

**Proof.** By (3.3) we may write

\[
\begin{aligned}
   h_I(t) &= \frac{r}{(1 - t)^2(1 - t^2)} + \frac{a + b(1 + t)}{(1 - t)(1 - t^2)} + \frac{c(1 + t) + f(t)(1 - t^2)}{1 - t^2} \\
   &= \frac{(1 - r)(1 + t)^2}{4 - a(l/2 + 1) - b(l + 1) - c} \quad \text{for } l \text{ even} \\
   &= \frac{(1 - r)(l + 1)(l + 3)}{4 - a(l + 1)/2 - b(l + 1) - c} \quad \text{for } l \text{ odd}
\end{aligned}
\]

from which we deduce the equivalence of (1) and (3), proving what we want. $\square$

We will call a torsion free rank one object in $\text{grmod}(A)$ normalized if it satisfies the equivalent conditions of Proposition 3.7. Similarly, a torsion free rank one object $I$ in $\text{coh}(X)$ is normalized if $[I]$ is of the form

\[
[I] = [O] - 2b[S] + b[Q] + c[P]
\]

for some integers $b, c \in \mathbb{Z}$. We refer to $(n_e, n_o) = (b - c, -c)$ as the invariants of $I$ and $I$ and call $n_e$ the even invariant and $n_o$ the odd invariant of $I$ and $I$. We will prove in Theorem 3.11 below that $n_e$ and $n_o$ are actually positive and characterize the appearing invariants $(n_e, n_o)$ in Section 4.

**Lemma 3.8.** Let $I \in \text{grmod}(A)$ be torsion free of rank one and set $I = \pi I$. Then there is a unique integer $d$ for which $I(d)$ (and hence $I(d)$) is normalized.

**Proof.** Easy by (3.4). $\square$

By Lemma 3.2 the functors $\pi$ and $\omega$ define inverse equivalences between the full subcategories of $\text{grmod}(A)$ and $\text{coh}(X)$ with objects

\[
\text{Hilb}_{(n_e, n_o)}(X) := \{\text{normalized torsion free rank one objects in } \text{grmod}(A) \}
\]

of projective dimension one and invariants $(n_e, n_o)$

and

\[
\{\text{normalized torsion free rank one objects in } \text{coh}(X) \text{ with invariants } (n_e, n_o)\}.
\]
Remark 3.9. We expect \( \prod_{(n_e,n_o)} \text{Hilb}_{(n_e,n_o)}(X) \) to be the correct generalization of the usual Hilbert scheme of points on \( \mathbb{P}^1 \times \mathbb{P}^1 \). In case \( A \) is linear then \( \prod_{(n_e,n_o)} \text{Hilb}_{(n_e,n_o)}(X) \) coincides with the Hilbert scheme of points on \( \mathbb{P}^1 \times \mathbb{P}^1 \), see §3.2 below.

This equivalence restricts to an equivalence between the full subcategories of grmod\((A)\) and coh\((X)\) with objects

\[
R_{(n_e,n_o)}(A) := \{ \text{normalized reflexive rank one objects in grmod}(A) \text{ with invariants } (n_e,n_o) \}
\]

and

\[
\mathcal{R}_{(n_e,n_o)}(X) := \{ \text{normalized line bundles on } X \text{ with invariants } (n_e,n_o) \}.
\]

We obtain a natural bijection between the set \( R(A) \) of reflexive rank one graded right \( A \)-modules considered up to isomorphism and shift, and the isomorphism classes in the categories \( \prod_{(n_e,n_o)} R_{(n_e,n_o)}(A) \) and \( \prod_{(n_e,n_o)} \mathcal{R}_{(n_e,n_o)}(X) \).

Remark 3.10. It is easy to see that the categories \( R_{(n_e,n_o)}(A) \) and \( \mathcal{R}_{(n_e,n_o)}(X) \) are groupoids, i.e. all non-zero morphisms are isomorphisms.

3.4. Cohomology of normalized line bundles. The next theorem describes partially the cohomology of normalized line bundles.

**Theorem 3.11.** Let \( \mathcal{I} \in \text{coh}(X) \) be torsion free of rank one and normalized i.e.

\[
[\mathcal{I}] = [\mathcal{O}] - 2(n_e - n_o)[\mathcal{S}] + (n_e - n_o)[\mathcal{Q}] + n_o[\mathcal{P}]
\]

for some integers \( n_e, n_o \). Assume \( \mathcal{I} \) is not isomorphic to \( \mathcal{O} \). Then

1. \( H^0(X,I(l)) = 0 \) for \( l \leq 0 \)
2. \( H^2(X,I(l)) = 0 \) for \( l \geq -3 \)
3. \( H^j(X,I(l)) = 0 \) for \( j \geq 3 \) and for all integers \( l \)
4. \( \chi(\mathcal{O},I(l)) = \begin{cases} (l+2)^2/4 - n_e & \text{if } l \in \mathbb{Z} \text{ is even} \\ (l+1)(l+3)/4 - n_o & \text{if } l \in \mathbb{Z} \text{ is odd} \end{cases} \)
5. \( \dim_k H^1(X,I) = n_e - 1 \)
6. \( \dim_k H^1(X,I(-1)) = n_o \)
7. \( \dim_k H^1(X,I(-2)) = n_e \)
8. \( \dim_k H^1(X,I(-3)) = n_o \)

As a consequence, \( n_e > 0 \) and \( n_o \geq 0 \). If \( \mathcal{I} \) is a line bundle i.e. \( \mathcal{I} \in \mathcal{R}_{(n_e,n_o)}(X) \) then we have in addition

\[
H^2(X,I(-4)) = 0 \text{ and } \dim_k H^1(X,I(-4)) = n_e - 1.
\]

**Proof.** That \( H^j(X,I(l)) = 0 \) for \( j \geq 3 \) and for all integers \( l \) follows from \( \text{cd} X = 2 \), see Theorem 2.4. The rest of the first statement is proved in a similar way as [18, Theorem 3.5(1)]. See also the proof of the final statement below.

For the second part, compute \( \chi(\mathcal{O},I(l)) \) using (3.4) and the matrix representation \( m(\chi)_{X}^{\mathcal{O}} \) from Proposition 3.6.

Combining the first two statements together with (2.4) yields the third part.

Finally, assume \( \mathcal{I} \) is reflexive. By Theorem 2.13 (Serre duality) we have \( H^2(X,I(-4)) = \text{Ext}_X^2(\mathcal{O},I(-4)) = \text{Hom}_X(I,\mathcal{O})' \). Assume by contradiction there is a non-zero morphism \( f : \mathcal{I} \to \mathcal{O} \). As \( \mathcal{I} \) is critical, \( f \) is injective and we compute \( [\text{coker } f] = 2(n_e - n_o)[\mathcal{S}] - (n_e - n_o)[\mathcal{Q}] + n_o[\mathcal{P}] \). By (2.11) and (3.2)-(3.3) we
deduce $e_1(\text{coker } f) = 0$ hence $\dim \text{coker } f = 0$. Note $\text{coker } f \neq 0$ by the assumption $I \not\cong \mathcal{O}$. Since $I$ is reflexive, $\text{Ext}^1_{\mathcal{X}}(\text{coker } f, I) = 0$ thus the exact sequence $0 \rightarrow I \rightarrow \mathcal{O} \rightarrow \text{coker } f \rightarrow 0$ splits, contradicting the fact that $\mathcal{O}$ is torsion free. □

**Corollary 3.12.** Let $I \in \text{grmod}(A)$ be torsion free of rank one with invariants $(n_e, n_o)$. Then $(n_e, n_o) = (0, 0)$ if and only if $I \cong \mathcal{O}(d)$ for some integer $d$.

**Proof.** If $I \cong \mathcal{O}(d)$ then $[I(-d)] = [\mathcal{O}]$ hence $n_e = n_o = 0$. Assume conversely $(n_e, n_o) = (0, 0)$. We may assume $I$ is normalized. If $I \not\cong \mathcal{O}$ then Theorem 3.11 implies $n_e > 0$. Since $n_e = 0$ we obtain $I \cong \mathcal{O}$ by contraposition. □

At this point one may be tempted to think there are two independent parameters $n_e, n_o \in \mathbb{N}$ associated to an object in $\text{Hilb}_{(n_e, n_o)}(X)$. However

**Lemma 3.13.** Let $I \in \text{grmod}(A)$ be torsion free of rank one with invariants $(n_e, n_o)$ and write $I = \pi I$. Then $\dim_k \text{Ext}^1_{\mathcal{X}}(I, I) = 2(n_e - (n_e - n_o)^2) \geq 0$.

**Proof.** We may clearly assume $I$ is normalized and by Proposition 3.6 we easily find $\chi(I, I) = 1 = 2(n_e - (n_e - n_o)^2)$. As $I$ is critical we have $\text{Hom}_{\mathcal{X}}(I, I) = k$. Hence it will be sufficient to prove $\text{Ext}^2_{\mathcal{X}}(I, I) = 0$. Serre duality implies $\text{Ext}^2_{\mathcal{X}}(I, I) \cong \text{Hom}_{\mathcal{X}}(I, I(-4))'$. Thus assume by contradiction there is a non-zero morphism $f : I \rightarrow I(-4)$. Then $f$ is injective and using (3.4) we have $[I(-4)] = [\mathcal{O}] - 2(n_e - n_o)[\mathcal{S}] + (n_e - n_o - 2)[\mathcal{Q}] + (2 - n_o)[\mathcal{P}]$ hence $\text{coker } f = -2\mathcal{Q} + 2\mathcal{P}$. By (2.11) and (3.2)-(3.3) we deduce $e_2(\text{coker } f) < 0$ which is absurd. □

As a consequence if $\text{Hilb}_{(n_e, n_o)}(X) \neq \emptyset$ for some integers $n_e, n_o$ then $n_e \geq 0$, $n_o \geq 0$ and $n_e - (n_e - n_o)^2 \geq 0$. The converse will be proved in the next section.

4. **Hilbert series of ideals and proof of Theorem 2**

Let $A$ be a quadratic or cubic AS-algebra and let $M$ be a torsion free graded right $A$-module of projective dimension one (so we do not require $M$ to have rank one). Thus $M$ has a minimal resolution of the form

$$0 \rightarrow \bigoplus_i A(-i)^{b_i} \rightarrow \bigoplus_i A(-i)^{a_i} \rightarrow M \rightarrow 0$$

where $(a_i), (b_i)$ are finitely supported sequences of non-negative integers. These numbers are called the Betti numbers of $M$. It is easy to see that the characteristic polynomial of $M$ is given by $q_M(t) = \sum_i (a_i - b_i)t^i$. So by (2.3) the Betti numbers determine the Hilbert series of $M$, but the converse is not true.

For quadratic $A$ the appearing Betti numbers were characterised in [18, Corollary 1.5]. The same technique as in [18] may be used to obtain the same characterisation for cubic $A$. The result is

**Proposition 4.1.** Let $(a_i), (b_i)$ be finitely supported sequences of non-negative integers. Let $a_l$ be the lowest non-zero $a_i$ and put $r = \sum_i (a_i - b_i)$. Then the following are equivalent.

1. $(a_i), (b_i)$ are the Betti numbers of a torsion free graded right module of projective dimension one and rank $r$ over a quadratic AS-algebra,
2. $(a_i), (b_i)$ are the Betti numbers of a torsion free graded right module of projective dimension one and rank $r$ over a cubic AS-algebra,
3. $b_i = 0$ for $i \leq \sigma$ and $\sum_{i \leq \sigma} b_i < \sum_{i > \sigma} a_i$ for $l > \sigma$.

Moreover if $A$ is elliptic and $\sigma$ has infinite order, these modules can be chosen to be reflexive.
Assume for the rest of Section 4 A is a cubic AS-algebra. The previous proposition allows us to describe the Hilbert series of objects in \( \text{Hilb}_{(n_e, n_o)}(X) \). Recall from the introduction a Castelnuovo polynomial [14] \( s(t) = \sum_{i=0}^n s_i t^i \in \mathbb{Z}[t] \) is by definition of the form
\[
(4.1) \quad s_0 = 1, s_1 = 2, \ldots, s_{\sigma - 1} = \sigma \quad \text{and} \quad s_{\sigma - 1} \geq s_{\sigma} \geq s_{\sigma + 1} \geq \cdots \geq 0
\]
for some integer \( \sigma \geq 0 \). We refer to \( \sum_i s_{2i} \) as the \textit{even weight} of \( s \) and \( \sum_i s_{2i+1} \) as the \textit{odd weight} of \( s(t) \). We may now prove Theorem 2.

\textbf{Proof of Theorem 2.} First, let us assume \( I \in \text{Hilb}_{(n_e, n_o)}(X) \) for some integers \( n_e, n_o \). By Proposition 3.7 we may assume that the Hilbert series of \( I \) has the form
\[
h_I(t) = \frac{1}{(1 - t)^2(1 - t^2)} - \frac{s(t)}{1 - t^2}
\]
for a Laurent polynomial \( s(t) \in \mathbb{Z}[t, t^{-1}] \). We deduce \( q_I(t) = (1 - t)^2 h_I(t) = (1 - t)^2 (1 - t^2) = 1/(1 - t) - s(t)(1 - t) \). Writing \( q_I(t) = \sum_i q_i t^i \) it is easy to see Proposition 4.1(3) is equivalent with
\[
\sum_{i \leq l} q_i \begin{cases} 
0 & \text{for } l < \sigma \\
> 0 & \text{for } l \geq \sigma
\end{cases}
\]
from which we deduce \( s(t)(1 - t) \) is of the form
\[
s(t)(1 - t) = 1 + t + t^2 + \cdots + t^{\sigma - 1} + d_{\sigma} t^\sigma + d_{\sigma + 1} t^{\sigma + 1} + \cdots
\]
where \( d_i \leq 0 \) for \( i \geq \sigma \). Multiplying by \( 1/(1 - t) = 1 + t + t^2 + \cdots \) shows this is equivalent to \( s(t) \) being a Castelnuovo polynomial. According to Proposition 3.7, \( (s(1) + s(-1))/2 = n_e \) and \( (s(1) - s(-1))/2 = n_o \) thus \( s(t) \) has even weight \( n_e \) and odd weight \( n_o \).

The converse statement is easily checked. \( \square \)

As an application we may now prove nonemptyness for \( R_{(n_e, n_o)}(A) \). As in the introduction we define
\[
(4.2) \quad N = \{(n_e, n_o) \in \mathbb{N}^2 \mid n_e - (n_e - n_o)^2 \geq 0\}.
\]
It is a simple exercise to check
\[
(4.3) \quad N = \{(k^2 + l, k(k+1) + l) \mid k, l \in \mathbb{N}\} \cup \{(k+1)^2 + l, k(k+1) + l) \mid k, l \in \mathbb{N}\}.
\]

\textbf{Proposition 4.2.} \textit{Let} \( n_e, n_o \) \textit{be any integers. Then} \( \text{Hilb}_{(n_e, n_o)}(X) \) \textit{is nonempty if and only if} \( (n_e, n_o) \in N \).

If \( A \) \textit{is elliptic and} \( \sigma \) \textit{has infinite order then} \( R_{(n_e, n_o)}(A) \) \textit{whence} \( R_{(n_e, n_o)}(X) \) \textit{is nonempty if and only if} \( (n_e, n_o) \in N \).

\textbf{Proof.} Assume \( (n_e, n_o) \in N \). Due to Theorem 2 it will be sufficient to show there exists a Castelnuovo polynomial \( s(t) \) for which the even resp. odd weight of \( s(t) \) is equal to \( n_e \) resp. \( n_o \). Shifting the rows in any Castelnuovo diagram in such a way they are left aligned induces a bijective correspondence between Castelnuovo functions \( s \) and partitions \( \lambda \) of \( n = s(1) \) with distinct parts. For any partition \( \lambda \) we put a chess colouring on the Ferrers graph of \( \lambda \), and write \( b(\lambda) \) resp. \( w(\lambda) \) for the number of black resp. white unit squares. The result follows from the known fact that there exists a partition \( \lambda \) in distinct parts for which \( b(\lambda) = n_e \) and \( w(\lambda) = n_o \) if and only if \( (n_e, n_o) \in N \). See for example [16]. \( \square \)
For \((n_e, n_o) \in N\) there is an unique integer \(l \geq 0\) with the property (see \((4.3)\))
\[(n_e - l, n_o - l) \in N \text{ and } (n_e - l - 1, n_o - l - 1) \notin N.\]
One verifies \((n_e - l', n_o - l') \notin N\) for all \(l' > l\). By \((4.3)\) we distinguish \([16]\)

**Case 1.** \((n_e - l, n_o - l) = (k^2, k(k + 1))\) for \(k \in \mathbb{N}\). The Castelnuovo polynomial
of an object in \(\text{Hilb}_{(n_e - l, n_o - l)}(X)\) is \(s(t) = 1 + 2t + 3t^2 + \cdots + (v - 1)t^v + vt^{v+1}\)
where \(v\) is even. Thus the Castelnuovo diagram is triangular and ends with a white column.

**Case 2.** \((n_e - l, n_o - l) = ((k + 1)^2, k(k + 1))\) for \(k \in \mathbb{N}\). Then the Castelnuovo
polynomial of an object in \(\text{Hilb}_{(n_e - l, n_o - l)}(X)\) is \(s(t) = 1 + 2t + 3t^2 + \cdots + (v - 1)t^v + vt^{v+1}\)
where \(v\) is odd. The Castelnuovo diagram is triangular and ends with a black column.

The next proposition shows that not only the Hilbert series but also the Betti numbers of an object in \(\text{Hilb}_{(n_e - l, n_o - l)}(X)\) are fully determined.

**Proposition 4.3.** Let \((n_e, n_o) \in N\) and let \(l \geq 0\) be as in \((4.4)\). Let \(I_0 \in \text{Hilb}_{(n_e - l, n_o - l)}(X)\). Then \(I_0\) has a minimal resolution of the form
\[0 \to A(-c - 1)^c \to A(-c)^{c+1} \to I_0 \to 0\]
where
\[c = \begin{cases} 
2k & \text{if } (n_e - l, n_o - l) = (k^2, k(k + 1)) \\
2k + 1 & \text{if } (n_e - l, n_o - l) = ((k + 1)^2, k(k + 1))
\end{cases}\]

**Proof.** By Proposition 4.1 and same arguments as in the proof of Theorem 2. \(\square\)

**Remark 4.4.** In the notations of the previous proposition one may compute
\[\dim_k \text{Ext}_A^1(I_0, I_0) = 0\] which indicates that up to isomorphism \(\text{Hilb}_{(n_e - l, n_o - l)}(X) = R_{(n_e - l, n_o - l)}(A)\) consist of only one object. See also §5.1 below for linear \(A\) and the proof of Theorem 4 in Section 10 for generic elliptic \(A\).

5. **Ideals of Linear Cubic Artin-Schelter Regular Algebras**

In this section we let \(A\) be a linear cubic AS-algebra. As \(\text{Tails}(A)\) is equivalent
to \(\text{Qcoh}(\mathbb{P}^1 \times \mathbb{P}^1)\) line bundles on \(X = \text{Proj} A\) are determined by line bundles on
\(\mathbb{P}^1 \times \mathbb{P}^1\). We will briefly recall the description of these objects which will lead
to a characterisation of the set \(R(A)\) of reflexive rank one modules over \(A\), see
Proposition 5.1. We will end with a discussion on the Hilbert scheme of points.

Let \(Y = \mathbb{P}^1 \times \mathbb{P}^1\) denote the quadric surface. Consider for any integers \(m, n\) the
canonical line bundle \(\mathcal{O}_Y(m, n) = \mathcal{O}_{\mathbb{P}^1}(m) \boxtimes \mathcal{O}_{\mathbb{P}^1}(n)\). It is well-known that the map
\[\text{Pic}(Y) \to \mathbb{Z} \oplus \mathbb{Z} : \mathcal{O}_Y(m, n) \mapsto (m, n)\] is a group isomorphism i.e. the objects
\( \mathcal{O}_Y(m,n) \) are the only reflexive rank one sheaves on \( \mathbb{P}^1 \times \mathbb{P}^1 \). Note there are short exact sequences on \( \text{coh}(Y) \)

\[
0 \to \mathcal{O}_Y(m,n-1) \to \mathcal{O}_Y(m,n)^2 \to \mathcal{O}_Y(m,n+1) \to 0
\]

(5.1)

\[
0 \to \mathcal{O}_Y(m-1,n) \to \mathcal{O}_Y(m,n)^2 \to \mathcal{O}_Y(m+1,n) \to 0
\]

for all integers \( m, n \).

5.1. Line bundles. As usual we put \( X = \text{Proj} \ A \) and \( \mathcal{O}_X = \mathcal{O} \). In [31] it is shown there is an equivalence of categories \( \text{Qcoh}(Y) \cong \text{Qcoh}(X) \) such that \( \mathcal{O}_Y(k, k) \) corresponds to \( \mathcal{O}_X(2k) \) and \( \mathcal{O}_Y(k, k+1) \) corresponds to \( \mathcal{O}_X(2k+1) \). See also [28, §11.3]. Further, for any integers \( m, n \) we denote the image of \( \mathcal{O}_Y(m,n) \) under the equivalence \( \text{Qcoh}(Y) \cong \text{Qcoh}(X) \) as \( \mathcal{O}(m,n) \). Clearly these objects \( \mathcal{O}(m,n) \in \text{coh}(X) \) are the only line bundles on \( X \).

From (5.1) we compute the class of \( \mathcal{O}(m,n) \) in \( K_0(X) \)

\[
[\mathcal{O}(m,n)] = [\mathcal{O}] + (m-n)[\mathcal{S}] + n[\mathcal{Q}] + n(m+1)[\mathcal{P}]
\]

for all \( m, n \in \mathbb{Z} \). Using (3.4) we obtain

\[
\mathcal{O}(m,n)(2k) = \mathcal{O}(m+k,n+k), \quad \mathcal{O}(m,n)(2k+1) = \mathcal{O}(n+k,m+k+1)
\]

for all \( m, k \in \mathbb{Z} \). By (3.4) it is easy to see \( \mathcal{O}(m,n)(-m-n) = \mathcal{O}(u,-u) \) is a normalized line bundle where

\[
u = \begin{cases} 
(m-n)/2 & \text{if } m-n \text{ is even} \\
(n-m-1)/2 & \text{if } m-n \text{ is odd}
\end{cases}
\]

Since \( [\mathcal{O}(u,-u)] = [\mathcal{O}] + 2u[\mathcal{S}] - u[\mathcal{Q}] - u(u+1)[\mathcal{P}] \) the invariants \( (n_e, n_o) \) of \( \mathcal{O}(u,-u) \) are given by \( (n_e, n_o) = (u^2, u(u+1)) \). Either \( k = u \geq 0 \) or \( k = -u-1 \geq 0 \). These two possibilities correspond to Cases 1 and 2 of Section 4. In particular \( \mathcal{R}_{(n_e,n_o)}(X) \) is nonempty if and only if \( (n_e, n_o) = (k+1, k(k+1)) \) for some integer \( k \geq 0 \) and in that case \( \mathcal{R}_{(n_e,n_o)}(X) = \{ \mathcal{O}(n_e-n_e, n_o-n_o) \} \).

Proposition 4.3 implies that a minimal resolution for \( \mathcal{O}(m,n) \) is of the form

\[
0 \to \mathcal{O}(2n-1)^{m-n} \to \mathcal{O}(2n)^{m-n+1} \to \mathcal{O}(m,n) \to 0 \quad \text{if } m \geq n,
\]

\[
0 \to \mathcal{O}(2m)^{n-m-1} \to \mathcal{O}(2m+1)^{n-m} \to \mathcal{O}(m,n) \to 0 \quad \text{if } m < n.
\]

We have shown

**Proposition 5.1.** Assume \( A \) is linear and let \( I \in \text{grmod}(A) \) be a reflexive graded right ideal of \( A \). Then \( I \) has a minimal resolution of the form

\[
0 \to A(-c-1)^d \to A(-c)^{c+1} \to I(d) \to 0
\]

(5.2)

for some integers \( d \) and \( c \). As a consequence \( R_{(n_e,n_o)}(A) = \emptyset = R_{(n_e,n_o)}(X) \) unless \( n_e = (n_e-n_o)^2 \) i.e. \( (n_e, n_o) = ((k+1)^2, k(k+1)) \) or \( (n_e, n_o) = (k^2, k(k+1)) \) for some \( k \in \mathbb{N} \).

5.2. Hilbert scheme of points. The Hilbert scheme of points for \( Y = \mathbb{P}^1 \times \mathbb{P}^1 \), which we will denote by \( \text{Hilb}(Y) \), parameterizes the torsion free rank one sheaves on \( Y \) up to shifting. By the category equivalence \( \text{Qcoh}(Y) \cong \text{Qcoh}(X) \) where \( X = \text{Proj} \ A \) we see \( \text{Hilb}(Y) \) also parameterizes the torsion free rank one objects on \( X \) up to shifting. Let \( I \in \text{coh}(X) \) be such an object. Put \( I = \pi I \) where \( I \in \text{grmod}(A) \).
Thus $I^{**} := \pi I^{**}$ is a line bundle on $X$ of rank one hence $I^{**} \cong \mathcal{O}(m, n)$ for some integers $m, n$. By [5, Corollary 4.2] there is an exact sequence

$$0 \to I \to I^{**} \to \mathcal{N} \to 0$$

where $\mathcal{N} \in \text{coh}(X)$ is a zero dimensional object of some degree $l \geq 0$. Since $\mathcal{N}$ admits a filtration by point objects on $X$ we have $[\mathcal{N}] = l[\mathcal{P}]$. Also $I^{**}(d) \cong O(u, -u)$ for some $d, u \in \mathbb{Z}$. Computing the class of $I(d)$ in $K_0(X)$ we find

$$[I(d)] = [\mathcal{O}] + 2u[\mathcal{S}] - u[\mathcal{Q}] - (u(u + 1) - l)[\mathcal{P}]$$

from which we deduce $I(d) \in \text{Hilb}_{(n_e, n_o)}(X)$, as defined in §3.3, where $(n_e, n_o) = (u^2 + l, u(u + 1) + l)$. Again we separate

**Case 1.** $u \geq 0$. Put $k = u$. Then $(n_e, n_o) = (k^2 + l, k(k + 1) + l)$ where $k, l \in \mathbb{N}$. 

**Case 2.** $u < 0$. Put $k = -u - 1$. Then $(n_e, n_o) = ((k + 1)^2 + l, k(k + 1) + l)$ where $k, l \in \mathbb{N}$. 

**Remark 5.2.** By the above discussion we may associate invariants $(n_e, n_o) \in \overline{N} = \{(n_e, n_o) \in \mathbb{N}^2 | n_e - (n_e - n_o)^2 \geq 0\}$ to any object in $\text{Hilb}(Y)$. Let $\text{Hilb}_{(n_e, n_o)}(Y)$ denote the associated parameter space. The dimension of $\text{Hilb}_{(n_e, n_o)}(Y)$ may be deduced as follows. Given $(n_e, n_o) \in \overline{N}$ fixes $l \in \mathbb{N}$ and $u \in \mathbb{Z}$ as above. The number of parameters to choose $O(u, -u)$ is zero. On the other hand, to choose a point in $\mathbb{P}^1 \times \mathbb{P}^1$ we have two parameters. Thus to pick a zero-dimensional subsheaf $\mathcal{N}$ of degree $l$ we have $2l$ parameters since such $\mathcal{N}$ admits a filtration of length $l$ in points of $\mathbb{P}^1 \times \mathbb{P}^1$. Hence the freedom of choice in a normalized torsion free rank one sheaf $I$ is $2l$. Hence dim $\text{Hilb}_{(n_e, n_o)}(Y) = 2l$. Since $l = n_e - (n_e - n_o)^2$ we have dim $\text{Hilb}_{(n_e, n_o)}(Y) = 2(n_e - (n_e - n_o)^2)$.

### 6. Some results on line and conic objects

In this section we gather some additional results on line objects and conic objects on quantum quadrics which will be used later on. These results are obtained by using similar techniques as in [1, 5].

Let $A$ be a cubic AS-algebra. We use the notations of §2.6. In particular $(E, \sigma, \mathcal{O}_E(1)), B = B(E, \sigma, \mathcal{O}_E(1)), (C, \sigma, \mathcal{O}_C(1)), D = D(C, \sigma, \mathcal{O}_C(1)) = \Gamma_1(C, \mathcal{O}_C)$, $g$ and $h$ will have their usual meaning. Recall the isomorphism of $k$-algebras $A/hA \cong D : a \mapsto \overline{a}$. The dimension of objects in grmod($B$), grmod($D$) or tails($B$), tails($D$) will be computed in grmod($A$) or tails($A$). We begin with

**Lemma 6.1.** Let $w \in A_d$ for some integer $d \geq 1$ and put $W = A/wA$, $W = \pi W$.

1. Let $p \in C$. Then $\text{Hom}_X(W, N_p) \neq 0$ if and only if $\overline{w}(p) = 0$.
2. $\dim_k \text{Hom}_X(W, N_p) \leq 1$ for all $p \in C$.

**Proof.** Firstly, if $f : W \to N_p$ is non-zero then $\pi f : W \to N_p$ is non-zero since $N_p$ is socle-free i.e. $\text{Hom}_A(k, N_p) = 0$. Conversely, $\text{Hom}_X(W, N_p) \neq 0$ implies $\text{Hom}_A(W, N_p) \neq 0$. Indeed, a non-zero map $g : W \to N_p$ yields a surjective map $\omega g : W \to (\omega N_p)_{> n}$ for $n \gg 0$. Now $(\omega N_p)_{> n} = N_{np}(-n) \subset N_p$, which yields a non-zero map $W \to N_p$.

So to prove the first statement it is sufficient to show $\text{Hom}_A(W, N_p) \neq 0$ if and only if $\overline{w}(p) = 0$. This is proved in a similar way as [1]. For convenience we shortly
repeat the arguments. Writing down resolutions for $W$, $N_p$ we see there is a non-zero map $f : W \to N_p$ if and only if we may find (non-zero) maps $f_0$, $f_1$ making the following diagram commutative

$$
\begin{array}{cccccc}
0 & \rightarrow & A(-d) & \xrightarrow{w} & A & \xrightarrow{f_1} & W & \rightarrow & 0 \\
& & \downarrow{f_1} & & \downarrow{f_0} & & & & \\
0 & \rightarrow & A(-3) & \rightarrow & A(-1) \oplus A(-2) & \rightarrow & A & \xrightarrow{\theta} & N_p & \rightarrow & 0
\end{array}
$$

The resolutions being projective, this is equivalent with saying there is a non-zero map $f_0$ such that $\theta \circ f_0 \circ w = 0$, i.e. $\overline{w}(p) = 0$.

The second part is shown by applying $\text{Hom}_X(-, N_p)$ to the short exact sequence $0 \to O(-d) \to O \to W \to 0$ and bearing in mind $\text{Hom}_X(O, N_p) = k$. \qed

**Remark 6.2.** It follows from the first part of the previous lemma there exists at least one $p \in C$ for which $\text{Hom}_X(W, N_p) \neq 0$. Moreover any such non-zero morphism is surjective since point objects are simple objects in coh($X$).

### 6.1. Line objects.

Let $u = \lambda x + \mu y \in A_1$. Then $\overline{p} \in D_1 = H^0(C, O_C(1))$ and a point $p = (p_1, p_2) \in C$ vanishes at $\overline{p}$ i.e. $\overline{p}(p) = 0$ if and only if $p_1 = (-\mu : \lambda) \in \mathbb{P}^1$. We have shown

**Lemma 6.3.** Let $p \in C$. There exists, up to isomorphism, a unique line object $S$ on $X$ for which $\text{Hom}_X(S, N_p) \neq 0$.

In case $A$ is elliptic then $E$ is a divisor of bidegree $(2, 2)$ which means that for $u \in A_1$ the line $\{u = 0\} \times \mathbb{P}^1$ meets $C$ in at most two different points $p, q$.

For general $A$ we call two different points $p, q \in C$ collinear if $\overline{7}(p) = \overline{7}(q) = 0$ for some global section in $\overline{7} \in H^0(C, O_C(1)) = D_1$. It follows from the previous discussion that $\text{pr}_1 p = \text{pr}_1 q$.

### 6.2. Conic objects.

We now deduce

**Lemma 6.4.** Let $p, q, r$ be three distinct points in $C$. There exists, up to isomorphism, a unique conic object $Q$ on $X$ for which $\text{Hom}_X(Q, N_p) \neq 0$, $\text{Hom}_X(Q, N_q) \neq 0$ and $\text{Hom}_X(Q, N_r) \neq 0$.

**Proof.** Due to Lemma 6.1 it will be sufficient to prove there exists, up to scalar multiplication, a unique quadratic form $v \in A_2$ for which $\overline{v}(p) = \overline{v}(q) = \overline{v}(r) = 0$.

Writing $v = \lambda_1 x^2 + \lambda_2 xy + \lambda_3 y^2$ where $\lambda_i \in k$ and $p = ((\alpha : \beta), (\alpha' : \beta')) \in C \subset \mathbb{P}^1 \times \mathbb{P}^1$, we see $\overline{v}(p) = 0$ if and only if $\lambda_1 \alpha \alpha' + \lambda_2 \alpha \beta' + \lambda_3 \beta \alpha' + \lambda_4 \beta' = 0$. The condition $\overline{v}(p) = \overline{v}(q) = \overline{v}(r) = 0$ then translates to a system of three linear equations in $\lambda_1, \ldots, \lambda_4$, which admits a non-trivial solution. Moreover, this solution is unique (up to scalar multiplication) unless all maximal minors are zero, which implies that at least two points of $p, q, r$ coincide. \qed

Subobjects of line objects on $X$ are shifted line objects [5]. We may prove a similar result for conic objects.

**Lemma 6.5.** Let $Q$ be a conic object and $p \in C$. Assume $\text{Hom}_X(Q, N_p) \neq 0$.

1. The kernel of a non-zero map $Q \to N_p$ is a shifted conic object $Q'(-1)$.
2. Assume $A$ is elliptic and $\sigma$ has infinite order. If in addition $Q$ is critical then all subobjects $Q$ are shifted critical conic objects.
Proof: Firstly, let \( f \) denote such a non-zero map \( Q \to N'_p \). Since \( N'_p \) is simple, \( f \) is surjective. Putting \( Q = \sigma Q \) where \( Q \) is a conic module over \( A \) it is sufficient to show that the kernel of a surjective map \( Q \to (N_p)_{\geq n} \) is of the form \( Q'(-1) \) for some conic object \( Q' \). This is done by taking the cone of the induced map between resolutions of \( Q \) and \((N_p)_{\geq n}\).

Secondly, as \( Q \) is critical, any quotient of \( Q \) has dimension zero and since \( \sigma \) has infinite order such a quotient admits a filtration by shifted point objects on \( X \), see [5]. By the first part this completes the proof. \( \Box \)

We will also need the dual statement of the previous result.

**Lemma 6.6.** Let \( Q \) be a conic object and \( p \in C \). Assume \( \text{Ext}^1_X(N_p, Q) \neq 0 \).

1. The middle term of a non-zero extension in \( \text{Ext}^1_X(N_p, Q) \) is a shifted conic object \( Q'(1) \).
2. Assume \( A \) is elliptic and \( \sigma \) has infinite order. Then any extension of \( Q \) by a zero dimensional object is a shifted conic object.

Proof. Again the second statement is clear from the first one thus it suffices to prove the first part. Put \( Q = \pi Q \) where \( Q \) is a conic module over \( A \). Let \( J \) denote the middle term of a non-trivial extension i.e. \( 0 \to Q \to J \to N_p \to 0 \). It is easy to see \( J \) is pure and \( \omega J \in \text{coh}(X) \) has projective dimension one, see for example (the proof of) [18, Proposition 3.4.1]. Put \( J = \omega J \). Application of \( \omega \) gives a short exact sequence

\[
0 \to Q \to J \to (N_p)_{\geq n} \to 0.
\]

Applying \( \text{Hom}_A(-, A) \) on (6.1) yields \( 0 \to J' \to Q' \to ((N_p)_{\geq n})' \to 0 \). As \( ((N_p)_{\geq n})' \) is a shifted point module and \( Q' \) is a shifted conic module it follows from Lemma 6.5 that \( J' \) is also a shifted conic module. Hence the same is true for \( J'' \). Consideration of Hilbert series shows \( J'' = Q'(1) \) for some conic module \( Q' \) over \( A \). Since \( \omega J \) is Cohen-Macaulay, [5, Corollary 4.2] implies \( \pi J'' = \pi J = J \).

This finishes the proof. \( \Box \)

**Remark 6.7.** Lemmas 6.5 and 6.6 are in contrast with the situation for quadratic AS-algebras [1, §4] where a non-zero map \( A/\text{v}A \to N'_p \) (where \( \text{v} \in A_2 \) and \( p \in C \)) will yield an exact sequence \( 0 \to Q'(-1) \to A/\text{v}A \to N'_p \to 0 \) for which \( Q' \) has a resolution of the form \( 0 \to A(-1)^2 \to A^2 \to Q' \to 0 \).

Let \( Z \) denote the full subcategory of \( \text{coh}(X) \) whose objects consist of zero dimensional objects of \( \text{coh}(X) \). \( Z \) is a Serre subcategory of \( \text{coh}(X) \), see for example [34]. We say \( M, N \in \text{coh}(X) \) are equivalent up to zero dimensional objects if their images in the quotient category \( \text{coh}(X)/Z \) are isomorphic. We say \( M \) and \( N \) are different modulo zero dimensional objects if they are not equivalent up to zero dimensional objects. Using Lemmas 6.5 and 6.6 one proves

**Lemma 6.8.** Assume \( A \) is elliptic and \( \sigma \) has infinite order. Then two critical conic objects on \( X \) are equivalent up to zero dimensional objects if and only if they have a common subobject.

We now come to a key result which we will need in §8.6 below.

**Lemma 6.9.** Assume \( k \) is uncountable, \( A \) is elliptic and \( \sigma \) has infinite order. Let \( p, p' \in C \) for which \( p, p', \sigma p, \sigma p' \) are pairwise different and non-collinear. Then,
modulo zero dimensional objects, there exist infinitely many critical conic objects \( Q \) for which \( \text{Hom}_X(Q, N_p') \neq 0 \) and \( \text{Hom}_X(Q, N_{p''}) \neq 0 \).

**Proof.** Write \( p = ((\alpha_0 : \beta_0), (\alpha_1 : \beta_1)) \in E \). We prove the lemma in seven steps.

**Step 1.** Let \( d \in \mathbb{N} \) and let \( Q, Q' \) be two critical objects for which \( Q'(-d) \subset Q \). Then there is a filtration \( Q'(-d) = Q_d(-d) \subset Q_{d-1}(-d+1) \subset \cdots \subset Q_1(-1) \subset Q_0 = Q \) where the \( Q_i \) are critical conic objects, and the successive quotients are point objects on \( X \). This follows from the proof of Lemma 6.5.

**Step 2.** Up to isomorphism there are uncountably many conic objects \( Q \) on \( X \) for which \( \text{Hom}_X(Q, N_p) \neq 0 \) and \( \text{Hom}_X(Q, N_{p''}) \neq 0 \). See the proof of Lemma 6.4.

**Step 3.** Let \( A \) denote the set of isoclasses of critical conic objects \( Q \) for which \( \text{Hom}_X(Q, N_p) \neq 0 \), \( \text{Hom}_X(Q, N_{p''}) \neq 0 \). Then \( A \) is an uncountable set. By the previous step it is sufficient to show there are only finitely many non-critical conic objects \( Q \) on \( X \) for which \( \text{Hom}_X(Q, N_p) \neq 0 \), \( \text{Hom}_X(Q, N_{p''}) \neq 0 \). For such an object \( Q \) it is easy to see there exists an exact sequence

\[
0 \to S'(-1) \to Q \to S \to 0
\]

for some line objects \( S, S' \) on \( X \). Also, \( \dim_k \text{Ext}_X^1(S, S'(-1)) \leq 1 \) hence \( Q \) is, up to isomorphism, fully determined by \( S \) and \( S' \). We deduce from (6.2) that either \( \text{Hom}_X(S, N_p) \neq 0 \), \( \text{Hom}_X(S', N_{p''}) \neq 0 \), \( \text{Hom}_X(S, N_{p''}) \neq 0 \), \( \text{Hom}_X(S', N_p) \neq 0 \). By Lemma 6.3 this means there are at most two non-critical conic objects for which \( \text{Hom}_X(Q, N_p) \neq 0 \) and \( \text{Hom}_X(Q, N_{p''}) \neq 0 \).

**Step 4.** Let \( B \subset A \) denote the set of conic objects \( Q = \pi Q \) for which \( Q \) is \( h \)-torsion free. Then \( B \) is uncountable. Indeed, writing \( Q = A/vA \) we find \( Q \) is \( h \)-torsion free (meaning multiplication by \( h \) is injective) unless \( \pi : \mathcal{O}_C(-2) \to \mathcal{O}_C \) is not injective. Hence \( \pi = 0 \) which means that \( v \) and \( h \) have a common divisor. As \( v \) is not a product of linear forms, \( v \) divides \( h \). Up to scalar multiplication there are only finitely many possibilities for such \( v \).

**Step 5.** For any \( Q \in B \) there are, up to isomorphism, only finitely many points objects \( N_p \) for which \( \text{Hom}_X(Q, N_p) \neq 0 \) or \( \text{Ext}_X^1(N_p, Q(-1)) \neq 0 \). To show this, write \( Q = \pi(A/vA) \) and \( Q = A/vA \). Since \( v \) does not divide \( h \), it does not divide \( g \) hence \( Q \) is also \( g \)-torsion free. Thus \( Q/gQ \) is a \( B \)-module of \( G \)-dimension one so \((Q/gQ)^{-1} \) is a finite dimensional \( \mathcal{O}_E \)-module. Writing \( \pi_g \) for the image of \( v \) in \( B \) this implies there are only finitely many points \( p \in E \) such that \( \pi_g(p) = 0 \). By the same methods used in the proof of Lemma 6.1 one may show there are finitely many point objects \( N_p \) on \( X \) for which \( \text{Hom}_X(Q, N_p) \neq 0 \).

For the second part, Serre duality implies \( \text{Ext}_X^1(N_p, Q(-1)) \cong \text{Ext}_X^{2-i}(Q, N_p')' \) for \( i = 0, 1, 2 \) and a suitable point object \( N_p \) on \( X \). By \( \chi(Q, N_p) = 0 \), Lemma 6.1(2) and the first part of Step 5 we are done.

**Step 6.** For any \( Q_i \in B \) and any integer \( d \geq 0 \) the following subset of \( B \) is finite

\[
\mathcal{V}_d(Q_i) = \{ Q \in B \mid Q'(-d) \subset Q \text{ for a conic object } Q' \text{ for which } Q'(-d) \subset Q_i \}
\]

We will prove this for \( d = 1 \), for general \( d \) the same arguments may be used combined with Step 1. Let \( Q'(-1) \subset Q_i \). Note \( Q' \in B \). Clearly any conic object \( Q \) on \( X \) for which \( Q'(-1) \subset Q \) holds is represented by an element of \( \text{Ext}_X^1(N_p', Q'(-1)) \) for some point object \( N_p' \), and two such conic objects \( Q \) are isomorphic if and only if
the corresponding extensions only differ by a scalar. By Step 5 and its proof there are only finitely many such \(Q\), up to isomorphism.

**Step 7.** There exist infinitely many critical conic objects \(Q_0, Q_1, Q_2, \ldots\) for which \(\text{Hom}_X(Q_i, N_{p'}) \neq 0\), \(\text{Hom}_X(Q_i, N_{p'}) \neq 0\) and \(Q_i, Q_j\) do not have a common subobject for all \(j < i\). Indeed, choose \(Q_0 \in \mathcal{B}\) arbitrary and having \(Q_0, Q_1, \ldots, Q_{i-1}\) we pick \(Q_i\) as an element of \(\mathcal{B}\) which does not appear in the countable subset \(\bigcup_{d \in \mathbb{N}, j < i} \mathcal{V}_d(Q_j)\). By Lemma 6.5 subobjects of critical conic objects are shifted critical conic objects hence Step 7 follows.

Combining Step 7 with Lemma 6.8 completes the proof. \(\Box\)

**Remark 6.10.** If \(A\) is of generic type \(A\) for which \(\sigma\) has infinite order then Lemma 6.9 may be proved alternatively by observing that for any conic object \(Q = \pi(A/vA)\) containing a shifted conic object \(Q' = \pi(A/v'A)\) we have

\[
\text{div}((v')) = (\sigma^ap) + (\sigma^bq) + (\sigma^cr) + (\sigma^{a-b-c}r)
\]

for some \(a, b, c \in \mathbb{Z}\)

where we have written \(\text{div}(\tau) = (p) + (q) + (r) + (s)\) for the divisor of zeroes of \(\tau \in D_2\). This observation is proved by using similar methods as in [1], see also [2, Theorem 3.2]. Thus if \(A\) is of generic type \(A\) we do not need the hypothesis \(k\) is uncountable in Lemma 6.9.

### 7. Restriction of Line Bundles to the Divisor \(C\)

In this section \(A\) is an elliptic cubic AS-regular algebra and \(X = \text{Proj} A\). We will need the following lemma which extends [17, Lemma 2.8.2] to \(C = E_{\text{red}}\).

**Lemma 7.1.** Assume \(A\) is elliptic. Let \(M \in \text{grmod}(A)\) be such that \(M/Mh \in \text{tors}(A)\). Then \(\text{GKdim } M \leq 1\). If \(\sigma\) has infinite order then \(M \in \text{tors}(A)\).

**Proof.** Let \(c = \deg h\). Multiplication by \(h\) induces an isomorphism \(M_n \cong M_{n+c}\) for large \(n\). Hence \(\text{GKdim } M \leq 1\).

For the second part it suffices to prove \(Mh = 0\). Assume by contradiction \(Mh \neq 0\). Write \(T \subset M\) for the submodule of \(h\)-torsion elements of \(M\). Then \(M' = M/T\) is a non-zero \(h\)-torsion free module of GK-dimension \(\leq 1\). Write \((M'_h)_0\) for the degree zero part of the localization of \(M'\) at the powers of \(h\). We find that \((M'_h)_0\) is a finite dimensional representation of \((A_{\sigma})_0\). By [5, Proposition 5.18] it is not difficult to see \((A_{\sigma})_0 = (A_{\bar{\sigma}})_0\). If \(\sigma\) has infinite order then \((A_{\bar{\sigma}})_0\) is a simple ring [5]. In particular it has no finite dimensional representations. Thus \((M'_h)_0 = 0\) i.e. there is a positive integer \(i\) for which \(M'h^i = 0\). For such a minimal \(i\) this implies \(0 \neq M'' = M'h^{i-1} \subset M'\) satisfies \(M''h = 0\), a contradiction. \(\Box\)

Define a map of noncommutative schemes \(u : C \rightarrow X\) by

\[
\begin{align*}
    u^*\pi M &= (M \otimes_A D)^- \quad \text{for } M \in \text{GrMod}(A), \\
    u_*\mathcal{M} &= \pi(\Gamma_*(\mathcal{M}))_A \quad \text{for } \mathcal{M} \in \text{Qcoh}(C)
\end{align*}
\]

We refer to \(u^*(\pi M)\) as the *restriction* of \(\pi M\) to \(C\). Note \(u_*\) is an exact functor.

The following result is proved as in [17, Propositions 4.3, 4.4] using Lemma 7.1. See also [25].

**Proposition 7.2.** Let \(A\) be an elliptic cubic AS-regular algebra.

(1) If \(\mathcal{M}\) is a vector bundle in \(X\) then \(L_j u^* \mathcal{M} = 0\) for \(j > 0\) and \(u^* \mathcal{M}\) is a vector bundle on \(C\).
We will denote the composition $\deg$.

Assume Proposition 7.3. Recall the basis $B$. Since $h$ is $u$.

We write $\sigma$ is a translation by some element $\xi \in E$. Thus $\sigma p = p + \xi$. As $E$ is reduced the geometric data $(E, \sigma, \mathcal{O}_E(1))$ and $(C, \sigma, \mathcal{O}_C(1))$ coincide.

We write $o$ for the origin of the group law of $C$. For $p, q, r \in C$ we have $p + q = r$ if and only if the divisors $(p) + (q)$ and $r + (o)$ on $C$ are linearly equivalent [19, Chapter IV §4]. We will use the notations $\det(\mathcal{E}) := \Lambda^\text{rank}(\mathcal{E})\mathcal{E}$ and $\deg(\mathcal{E}) := \deg(\det(\mathcal{E}))$ for vector bundles $\mathcal{E} \in \text{coh}(C)$. The Riemann-Roch theorem states $\chi(\mathcal{O}_C, \mathcal{E}) = \dim \text{Hom}_C(\mathcal{O}_C, \mathcal{E}) - \dim \text{Ext}^1_C(\mathcal{O}_C, \mathcal{E}) = \deg \mathcal{E}$ and Serre duality on $C$ is given by $\text{Ext}_C^1(\mathcal{E}, C) \cong \text{Hom}_C(\mathcal{E}, \mathcal{O}_C)^\vee$. According to [19, Ex II. 6.11] we have a group isomorphism

$$\text{Pic}(C) \oplus \mathbb{Z} \to K_0(C) : (\mathcal{O}(D), r) \mapsto r[\mathcal{O}_C] + \sum_i n_i[\mathcal{O}_{p_i}]$$

where we have written $D = \sum_i n_i(p_i) \in \text{Cl}(C)$. The projection $K_0(C) \to \mathbb{Z}$ is given by the rank and the projection $K_0(C) \to \text{Pic}(C)$ is given by the first Chern class $c_1$. If $\mathcal{E}$ is a vector bundle on $C$ then $c_1(\mathcal{E}) = \deg \mathcal{E}$. We also have $c_1(\mathcal{O}_q) = \mathcal{O}_C(q)$ for $q \in C$. The homomorphism $\deg : \text{Pic}(C) \to \mathbb{Z}$ assigns to a line bundle its degree. We will denote the composition $\deg \circ c_1$ also by $\deg$. If $\mathcal{U}$ is a line bundle then $\deg(\mathcal{U}) := \deg \mathcal{U}$. If $F \in \text{coh}(C)$ has finite length then $\deg(F) = \text{length } F$ [19, Ex II. 6.12].

The functor $u^*$ induces a group homomorphism

$$u^* : K_0(X) \to K_0(C) : [\mathcal{M}] \mapsto \sum_j (-1)^j[L_ju^*\mathcal{M}] = [u^*\mathcal{M}] - [L_1u^*\mathcal{M}]$$

Recall the basis $B' = \{[\mathcal{O}], [\mathcal{S}], [\mathcal{Q}], [\mathcal{P}]\}$ for $K_0(X)$ from §3.2. The image of $B'$ under $u^*$ is computed in the following analogue of [17, Proposition 4.3].

**Proposition 7.3.** Assume $A$ is a cubic AS-algebra of generic type $A$. We have

- $u^*[\mathcal{O}] = [\mathcal{O}_C]$
- $u^*[\mathcal{S}] = [\mathcal{O}_p] + [\mathcal{O}_q]$ if $p, q \in C$ arbitrary but collinear
- $u^*[\mathcal{Q}] = [\mathcal{O}_p] + [\mathcal{O}_q] + [\mathcal{O}_r] + [\mathcal{O}_s]$ if $p, q, r, s \in C$ arbitrary but $p + q + r + s = 2(p' + q' - \xi)$ for some collinear $p', q' \in C$
- $u^*[\mathcal{P}] = [\mathcal{O}_p] - [\mathcal{O}_{\sigma^{-1}p}]$ if $p \in C$ arbitrary

**Proof.** Since $A$ is $h$-torsion free we have $L_1u^*\mathcal{O} = 0$ hence $u^*[\mathcal{O}] = [u^*\mathcal{O}] = [\mathcal{O}_C]$. Second, write $S = A/aA$ for some $a \in A_1$ and $\mathcal{S} = \pi S$. Application of $- \otimes_A D$ on the exact sequence $0 \to A(-1) \xrightarrow{a} A \to S \to 0$ gives $0 \to \text{Tor}_1^A(S, D) \to D(-1) \xrightarrow{\pi} D \to S \otimes_A D \to 0$ since $D$ is a domain the middle map is injective. Hence $\text{Tor}_1^A(S, D) = 0$ (thus $S$ is $h$-torsion-free) and therefore $L_1u^*\mathcal{S} = 0$. Thus $u^*[\mathcal{S}] = [u^*\mathcal{S}]$. From [5] it follows that $u^*S = \mathcal{O}_L$ where $L$ is the scheme-theoretic intersection of $C$ and the line
\{a = 0\} \times \mathbb{P}^1$. Since \(L\) consists of two points \(p, q\) we obtain \([\mathcal{O}_L] = [\mathcal{O}_p] + [\mathcal{O}_q]\). By definition \(p\) and \(q\) are collinear points. This proves the second equality.

Third, same reasoning as above yields \(u^*Q\) is a finite dimensional \(\mathcal{O}_C\)-module which corresponds to a divisor of degree four on \(C\). Thus we may write \([u^*Q] = [\mathcal{O}_p] + [\mathcal{O}_q] + [\mathcal{O}_r] + [\mathcal{O}_s]\) for some \(p, q, r, s \in C\). It is easy to see that \(\mathcal{O}_C(\sigma^{-1}) = \sigma^*\mathcal{O}_C(-1) \otimes_C \mathcal{O}_C(-1)\). Since \(\mathcal{O}_C(-1) = \mathcal{O}_C(-L)\) (from the previous part) we find that its pullback via \(\sigma\) is equal to \(\sigma^*\mathcal{O}_C(-1) = \mathcal{O}_C(-\sigma^{-1}L)\) hence \(\mathcal{O}_C(-2) = \mathcal{O}_C(-L - \sigma^{-1}L)\). This means the divisor of \(u^*Q\) is linearly equivalent to \(L + \sigma^{-1}L\), which means they have the same sum under the group law of \(C\).

Finally we prove the fourth equation. Put \(P = N_p\). Now \(N_p \otimes_A D \cong N_p/N_p h = N_p\) thus \(u^*N_p = \tilde{N}_p = \mathcal{O}_p\). Applying \(N_p \otimes_A -\) to the short exact sequence of \(A\)-bimodules \(0 \to A(-4) \to A \to D \to 0\) we get the exact sequence

\[0 \to \text{Tor}^1_h(N_p, D) \to N_p(-4) \xrightarrow{\text{h}} N_p \to N_p \otimes_A D \to 0\]

As \(\text{h} = 0\) we find \(\text{Tor}^1_h(N_p, D) = N_p(-4) = (N_{\sigma^{-1}p})_{\geq 4}\). Thus \(L_1u^*N_p = \text{Tor}^1_h(N_p, D) = (N_{\sigma^{-1}p})^{-} = \mathcal{O}_{\sigma^{-1}p}\). This ends the proof of the proposition. \(\square\)

Let \(\mathcal{M} \in \text{coh}(X)\) and write \([\mathcal{M}] = r[\mathcal{O}] + a[S] + b[Q] + c[P]\). By the previous proposition

\[(7.1) \quad \text{rank } u^* [\mathcal{M}] = r = \text{rank } \mathcal{M} \quad \text{and } \quad \text{deg } u^* [\mathcal{M}] = 2a + 4b\]

We deduce

**Proposition 7.4.** Let \(A\) be a cubic \(AS\)-algebra of generic type \(A\).

1. If \(\mathcal{I} \) is a line bundle on \(X\) then \(u^* \mathcal{I} \) is a line bundle on \(C\), and \(\mathcal{I}\) is normalized if and only if \(\text{deg } u^* \mathcal{I} = 0\).

2. If \(\mathcal{I} \) is a normalized line bundle on \(X\) with invariants \((n_c, n_o)\) then

\[c_1(u^* \mathcal{I}) = \mathcal{O}_C(\mathcal{O}) - (2(n_c + n_o)\xi)\]

**Proof.** The first statement is immediate from the definition of a normalized line bundle on \(X\). The second part results from a straightforward computation. \(\square\)

**Corollary 7.5.** Let \(A\) be a cubic \(AS\)-regular algebra of generic type \(A\) and assume \(\sigma\) has infinite order. Then the category

\[\mathcal{R}(X) = \bigoplus_{(n_c, n_o) \in N} \mathcal{R}_{(n_c, n_o)}(X) = \{\text{normalized line bundles on } X\} \]

is equivalent to the full subcategory of \(\text{coh}(X)\) with objects

\[\{\mathcal{M} \in \text{coh}(X) \mid u^* \mathcal{M} \text{ is a line bundle on } C \text{ of degree zero}\}\]

**Proof.** Due to Proposition 7.4 it is sufficient to prove that if \(\mathcal{M} \in \text{coh}(X)\) for which \(u^* \mathcal{M} \in \text{coh}(C)\) is a line bundle of degree zero, then \(\mathcal{M}\) is a normalized line bundle on \(X\). Pick \(M \in \text{grmod}(A)\) for which \(\pi M = \mathcal{M}\). We may assume \(M\) contains no subobject in \(\text{tors}(A)\). By Proposition 7.2 and (7.1) it suffices to prove \(Lu^*M = u^*M\) i.e. \(L_1u^*M = 0\).

It is sufficient to prove \(M\) is torsion free, since it then follows that \(M\) is \(h\)-torsion free whence \(L_1u^*M = \ker(M(-4) \to M) = 0\). So let us assume by contradiction \(M\) is not torsion free. Let \(T \subset M\) the maximal torsion submodule of \(M\). Thus \(0 \neq M/T\) is torsion free. Applying \(u^*\) to \(0 \to \pi T \to \mathcal{M} \to \pi(M/T) \to 0\) then gives
the exact sequence \( 0 \to u^* \pi T \to u^* M \to u^* \pi(M/T) \to 0 \) on \( C \). Since \( u^* M \) is a line bundle on \( C \), it is pure hence either \( u^* \pi T \) is a line bundle or \( u^* \pi T = 0 \).

If \( u^* \pi T \) would be a line bundle then \( u^* \pi(M/T) = (M/T \otimes_A D)^\sim \) has rank zero. Thus \( M/T \otimes_A D \in \grmod(D) \) has GK-dimension \( \leq 1 \). But then \( \text{GKdim } M/T \leq 2 \), a contradiction with the fact that \( M/T \in \grmod(A) \) is non-zero and torsion free. Thus \( u^* \pi T = 0 \) i.e. \( (T/hT)^\sim = 0 \). This means \( T/hT = 0 \) hence \( T/hT \in \text{tors}(A) \).

By Lemma 7.1 we deduce \( T \in \text{tors}(A) \) thus \( T = 0 \) since \( M \) contains no subobjects in \( \text{tors}(A) \). This ends the proof. \( \square \)

**Remark 7.6.** Some of the results above may be generalized to other elliptic cubic AS-algebras. For example, if we consider the situation where \( A = H_c \) is the enveloping algebra then one obtains the similar results

- If \( \mathcal{I} \) is a line bundle on \( X \) then \( u^* \mathcal{I} \) is a line bundle on \( C = \Delta \) (the diagonal on \( \mathbb{P}^1 \times \mathbb{P}^1 \)) and \( L_1 u^* \mathcal{I} = 0 \). In addition \( \mathcal{I} \) is normalized if and only if \( u^* \mathcal{I} \) has degree zero, i.e. if and only if \( u^* \mathcal{I} \cong \mathcal{O}_\Delta \) (since \( \text{Pic}(\Delta) \cong \mathbb{Z} \)).

- The category \( \mathcal{R}(X) = \bigoplus_{(n_i, n_j) \in \mathcal{N}} \mathcal{R}_{(n_i, n_j)}(X) \) is equivalent to the full subcategory of \( \text{coh}(X) \) with objects \( \{ M \in \text{coh}(X) \mid u^* M \cong \mathcal{O}_C \} \).

### 8. From normalized line bundles to quiver representations

Throughout Section 8, \( A \) will be a cubic AS-algebra. From §8.3 onwards we will furthermore assume \( A \) is elliptic (and often restrict to the case where \( \sigma \) has infinite order). We recycle the notations of Section 2.6 and write \( u : C \to X \) for the map of noncommutative schemes as defined in Section 7.

#### 8.1. Generalized Beilinson equivalence

We set \( \mathcal{E} = \mathcal{O}(3) \oplus \mathcal{O}(2) \oplus \mathcal{O}(1) \oplus \mathcal{O} \) and \( U = \text{Hom}_X(\mathcal{E}, \mathcal{E}) = \bigoplus_{i,j=0}^3 \text{Hom}_X(\mathcal{O}(i), \mathcal{O}(j)) \). The functor \( \text{Hom}_X(\mathcal{E}, -) \) from \( \text{coh}(X) \) to the category \( \text{mod}(U) \) of right \( U \)-modules extends to an equivalence \( \text{RHom}_X(\mathcal{E}, -) \) of bounded derived categories [12]

\[
\begin{align*}
\mathbb{D}^b(\text{coh}(X)) & \xrightarrow{\text{RHom}_X(\mathcal{E}, -)} \mathbb{D}^b(\text{mod}(U)) \\
& \xleftarrow{\mathcal{L}} \mathbb{D}^b(U \otimes \mathcal{E})
\end{align*}
\]

where the inverse functor is given by \( - \mathcal{L} \mathcal{L} U \mathcal{E} \). For the classical case \( X = \mathbb{P}^n \) such an equivalence was found by Beilinson [9]. We refer to (8.1) as *generalized Beilinson equivalence*. For a non-negative integer \( i \) this equivalence restricts to an equivalence [8] between the full subcategories \( \mathcal{X}_i = \{ M \in \text{coh}(X) \mid \text{Ext}^j_X(\mathcal{E}, M) = 0 \text{ for } j \neq i \} \)

and \( \mathcal{Y}_i = \{ M \in \text{mod}(U) \mid \text{Tor}^U_i(M, \mathcal{E}) = 0 \text{ for } j \neq i \} \). The inverse equivalences are given by \( \text{Ext}^i_X(\mathcal{E}, -) \) and \( \text{Tor}^i_U(-, \mathcal{E}) \).

It is easy to see that \( U \cong k\Gamma/(R) \) where \( k\Gamma \) is the path algebra of the quiver

\[
\begin{array}{c}
X_{-3} \\
Y_{-3} \\
-3 \\
\end{array}
\]

with relations \( R \) reflecting the relations of \( A \). If we write the relations of \( A \) as (2.10) then the relations \( R \) are given by

\[
(X_{-1}, Y_{-1}) \cdot M^t_A(X_{-2}, Y_{-2}, X_{-3}, Y_{-3}) = 0
\]

where \( M^t_A(X_{-2}, Y_{-2}, X_{-3}, Y_{-3}) \) is obtained from the matrix \( M^t_A \) by replacing \( x^2 \), \( xy \), \( yx \) and \( y^3 \) by \( X_{-2}X_{-3}, Y_{-2}X_{-3}, X_{-2}Y_{-3} \) and \( Y_{-2}Y_{-3} \).
We write $\text{Mod}(\Gamma)$ for the category of representations of the quiver $\Gamma$, where representations are assumed to satisfy the relations. For $M \in \text{Mod}(\Gamma)$ we write $M_i$ for the $k$-linear space located at vertex $i$ of $\Gamma$ and $M(X_i), M(Y_i)$ for the linear maps corresponding to arrows $X_i, Y_i$ of $\Gamma$ ($i = -3, \ldots, 0$). We denote $S_i$ for the simple representation corresponding to $i$. Since the category $\text{Mod}(\Gamma)$ of representations of $\Gamma$ is equivalent to the category of right $k\Gamma/(R)$-modules we deduce $\text{Mod}(\Gamma) \cong \text{Mod}(U)$. From now on we write $\text{Mod}(\Gamma)$ instead of $\text{Mod}(U)$. One verifies that the matrix representation of the Euler form $\chi : K_0(\Gamma) \times K_0(\Gamma) \rightarrow \mathbb{Z}$ with respect to the basis $\{S_{-3}, S_{-2}, S_{-1}, S_0\}$ of $K_0(\Gamma)$ is given by
\[
\begin{pmatrix}
1 & -2 & 0 & 2 \\
0 & 1 & -2 & 0 \\
0 & 0 & 1 & -2 \\
0 & 0 & 0 & 1
\end{pmatrix}.
\]

(8.4)

**8.2. Point, line and conic representations.** For further use we determine the representations of $\Gamma$ corresponding to point, line and conic objects on $X$. The following lemmas are proved in the same spirit as [17, Lemmas 5.1.3 and 5.6.1].

**Lemma 8.1.** Let $p \in C$ and put $(\alpha_i : \beta_i) = pr_1(\sigma^p) \in \mathbb{P}^1$.

1. $H^j(X, N_p(m)) = 0$ for all integers $m$ and $j > 0$. In particular $N_p \in X_0$.
2. $\dim_k (\omega N_p)_m = 1$ for all $m$ and $(\omega N_p)_m$ is a shifted point module for all integers $m$. In particular $(\omega N_p)_0 = N_p$.
3. $H^0(X, N_p(m)) = (\omega N_p)_m$ for all integers $m$.
4. Write $\text{RHom}_X(\mathcal{E}, N_p) = p$. Then $\dim p = (1, 1, 1, 1)$ and $p \in \text{mod}(\Gamma)$ corresponds to the representation

\[
\begin{array}{cccc}
\alpha_3 & \beta_3 & k \\
\alpha_2 & \beta_2 & k \\
\alpha_1 & \beta_1 & k
\end{array}
\]

**Lemma 8.2.** Let $n \geq 1$ be an integer, $w \in A_n$ and put $W = \pi(A/wA)$.

1. $H^1(X, W(m)) \cong (A/Aw)'|_{m-2}$ for $m \leq 1$
2. $H^2(X, W(m)) = 0$ for $m \leq 1$ and $m \neq 0$. In particular $\mathcal{W}(-1) \in X_1$.
3. If $\eta \in A_1$ then the induced linear map $H^1(X, W(m)) \longrightarrow H^1(X, W(m + 1))$ corresponds to $(\eta)'$ on $(A/Aw)'$.
4. Write $\text{RHom}_X(\mathcal{E}, W(-1)) = W[-1]$. Then

$$\dim W = \begin{cases} 
(2, 1, 1, 0) & \text{if } n = 1 \\
(3, 2, 1, 0) & \text{if } n = 2 \\
(4, 2, 1, 0) & \text{if } n > 2
\end{cases}$$

and $W \in \text{mod}(\Gamma)$ corresponds to the representation
\[
\begin{array}{cccc}
\langle x \rangle' & \langle w \rangle' & (A/Aw)' & k \\
\langle x \rangle \quad & \langle w \rangle & k & 0
\end{array}
\]

(8.5)

**8.3. First description of $R_{(n_e, n_o)}(X)$.** From now on we assume in Section 8 $A$ is an elliptic cubic AS-algebra. As in (4.2) we put $N = \{(n_e, n_o) \in \mathbb{N}^2 \mid n_e - (n_e - n_o)^2 \geq 0\}$. Recall from §3.3 the set $R(A)$ of reflexive rank one graded right $A$-modules considered up to isomorphism and shift is in natural bijection with the isoclasses in the category $\prod_{(n_e, n_o) \in N} R_{(n_e, n_o)}(X)$ where $R_{(n_e, n_o)}(X)$ is the full subcategory of $\text{coh}(X)$ consisting of the normalized line bundles on $X$ with invariants $(n_e, n_o)$. 

Let $\mathcal{I}$ be an object of $\mathcal{R}_{(n_c,n_o)}(X)$, considered as a complex in $D^b(\text{coh}(X))$ of degree zero. Theorem 3.11 implies $\mathcal{I} \in \mathcal{X}_1$. Thus the image of this complex is concentrated in degree one i.e. $\text{RHom}_X(\mathcal{E}, \mathcal{I}) = M[-1]$ where $M = \text{Ext}^1_X(\mathcal{E}, \mathcal{I})$ is a representation of $\Delta$. By functoriality, multiplication by $x, y$ we denote $C_D$.

Thus $\text{Hom}^{\text{dim}}_\Gamma I \in X$ is a vector bundle on $X$. In particular, $\text{Ext}^1_\Gamma(M, p) = 0, \text{Hom}_\Gamma(p, M) = 0$ for all $p \in C$.

**Theorem 8.3.** Let $A$ be an elliptic cubic AS-algebra where $\sigma$ has infinite order. Let $(n_c,n_o) \in N \setminus \{(0,0)\}$. Then there is an equivalence of categories

\[
\mathcal{R}_{(n_c,n_o)}(X) \xrightarrow{\text{Ext}^1_X(\mathcal{E}, \mathcal{I})} C_{(n_c,n_o)}(\Gamma)
\]

where

\[
C_{(n_c,n_o)}(\Gamma) = \{M \in \text{mod}(\Gamma) \mid \text{dim}M = (n_o, n_c, n_o, n_e - 1) \text{ and } \text{Hom}_\Gamma(M, p) = 0, \text{Hom}_\Gamma(p, M) = 0 \text{ for all } p \in C\}.
\]

**Proof.** First, let $\mathcal{I}$ be an object of $\mathcal{R}_{(n_c,n_o)}(X)$ and write $M = \text{Ext}^1_X(\mathcal{E}, \mathcal{I})$. That $\text{dim}M = (n_o, n_c, n_o, n_e - 1)$ follows from Theorem 3.11. Further, let $p \in C$ and as in Lemma 8.1 we denote $p = \text{Hom}_X(\mathcal{E}, \mathcal{N}_p)$.

Lemma 3.1 implies $\text{Ext}^1_X(\mathcal{I}, \mathcal{N}_p) = 0$ for $i \geq 1$ hence $\chi(\mathcal{I}, \mathcal{N}_p) = 1$ yields $k = \text{RHom}_X(\mathcal{I}, \mathcal{N}_p) \cong \text{RHom}_\Gamma(M[-1], p)$ where we have used (8.1). In particular $\text{Hom}_\Gamma(M, p) = H^1(\text{RHom}_X(M[-1], p)) = 0$. Similarly $k[-2] = \text{RHom}_X(\mathcal{N}_p, \mathcal{I}) \cong \text{RHom}_\Gamma(p, M[-1])$ whence $\text{Hom}_\Gamma(p, M) = 0$.

Conversely let $M \in \text{mod}(\Delta)$ for which $\text{dim}M = (n_o, n_c, n_o, n_e - 1)$ and $\text{Hom}_\Gamma(M, p) = 0$ for all $p \in C$. By Serre duality (Theorem 2.13)

\[
H^2(\text{RHom}_\Gamma(M, p)) = H^2(\text{RHom}_X(M \otimes^L \mathcal{E}, \mathcal{N}_p)) \cong H^0(\text{RHom}_X(\mathcal{N}_{\sigma^*p}, M \otimes^L \mathcal{E})) = H^0(\text{RHom}_\Gamma(\sigma^4 p, M))
\]

Thus $\text{Hom}_\Gamma(M, p) = \text{Ext}^2_\Gamma(M, p) = 0$ for all $p \in C$. Now $\text{gldim}\text{mod}(\Gamma) = 2$ so we may compute $\text{dim}_k \text{Ext}^1_\Gamma(M, p)$ using the Euler form (8.4) on $\text{mod}(\Gamma)$. We obtain $\chi(p, M) = -1$ hence $\text{Ext}^1_\Gamma(M, p) = k$. In other words $\text{RHom}_\Gamma(M[-1], p) = k$.

Put $\mathcal{I} = M[-1] \otimes^L \mathcal{E}$. By the generalized Beilinson equivalence (8.1), $\mathcal{I} \in D^b(\text{coh}(X))$ and $k = \text{RHom}_\Gamma(M[-1], p) = \text{RHom}_X(\mathcal{I}, \mathcal{N}_p)$, giving (by adjointness) $\text{RHom}_C(Lu^*\mathcal{I}, \mathcal{O}_p) = k$. Thus $\text{RHom}_{C \otimes^L} (Lu^*\mathcal{I}, k) = k$ for all $p \in C$. From this we easily deduce $Lu^*\mathcal{I}$ is a line bundle on $C$. Hence by Proposition 7.2 we find $\mathcal{I}$ is a vector bundle on $X$. In particular, $M \in \mathcal{Y}_1$. What is left to check is that $\mathcal{I}$ is a normalized line bundle. The derived equivalence (8.1) gives rise to inverse group.
isomorphisms (see for example [8, Proposition 3.2.3])

\[ \mu : K_0(X) \to K_0(\Gamma) : [N] \mapsto \sum (-1)^i [\text{Ext}^i_X(\mathcal{E}, N)] \]

\[ \nu : K_0(\Gamma) \to K_0(X) : [N] \mapsto \sum (-1)^i [\text{Tor}^i_Y(N, \mathcal{E})] \]

One verifies that the image of the basis \( B' = \{ [\mathcal{O}], [\mathcal{S}], [\mathcal{Q}], [\mathcal{P}] \} \) for \( K_0(X) \) under \( \mu \) is the \( \mathbb{Z} \)-basis \( \{ [S_0], -[S_3] + [S_0], -2[S_3] - [S_2] + [S_0], [S_3] + [S_2] + [S_1] + [S_0] \} \) for \( K_0(\Gamma) \). This may be done by base change from \( B' \) to the basis \( B \) (see Propositions 3.5 and 3.6) and using Theorem 2.4. Since \( M \in \mathcal{Y}_1 \) we have \( \nu[M] = -[\mathcal{I}] \). One now computes \( [\mathcal{I}] = [\mathcal{O}] - 2(n_e - n_a)[\mathcal{S}] + (n_e - n_a)[\mathcal{Q}] - n_o[\mathcal{P}] \). We conclude \( \mathcal{I} \in \mathcal{R}_{(n_e, n_a)}(X) \), completing the proof. \( \square \)

We may now parameterize the line bundles on \( X \) for some low invariants.

**Corollary 8.4.** Let \( A \) be an elliptic cubic AS-algebra where \( \sigma \) has infinite order.

1. The category \( \mathcal{C}(1,0) \) consists of one object namely the simple object \( S_{-2} \)

\[
\begin{array}{ccc}
0 & \overset{0}{\longrightarrow} & k \\
& \overset{0}{\longrightarrow} & 0 \\
& \overset{0}{\longrightarrow} & 0 \\
\end{array}
\]

2. The representations in \( \mathcal{C}(1,1) \) are the representations of \( \Gamma \) of the form

\[
\begin{array}{ccc}
k & \overset{\alpha}{\longrightarrow} & k \\
\beta & \overset{\alpha'}{\longrightarrow} & k \\
& \overset{0}{\longrightarrow} & 0 \\
& \overset{0}{\longrightarrow} & 0 \\
\end{array}
\]

where \( (\alpha : \beta), (\alpha' : \beta') \in (\mathbb{P}^1 \times \mathbb{P}^1) - C \).

**Proof.** This is easy to deduce from Theorem 8.3. \( \square \)

### 8.4. Description of \( \mathcal{R}_{(n_e, n_a)}(X) \) for the enveloping algebra.

In this section we let \( A \) be the enveloping algebra \( H_c \). Thus \( C = E_{\text{red}} \) is the diagonal \( \Delta \) on \( \mathbb{P}^1 \times \mathbb{P}^1 \).

Recall from §8.2 that the restriction \( \sigma_{\Delta} \) is the identity. Our proof of the next lemma is in the same spirit as the proof of [11, Theorem 4.5(i)] for the homogenized Weyl algebra.

**Lemma 8.5.** Let \( \mathcal{I} \in \mathcal{R}_{(n_e, n_a)}(X) \) for some \( (n_e, n_a) \in \mathbb{N} \setminus \{ (0,0) \} \). Consider for any integer \( m \) the linear map \( M(Z_m) \) induced by multiplication by \( z = xy - yx \)

\[ M(Z_m) : H^1(X, \mathcal{I}(-m)) \to H^1(X, \mathcal{I}(-m + 2)) \]

Then \( M(Z_m) \) is surjective for \( m < 4 \) and injective for \( m > 2 \).

**Proof.** Let \( m \) be any integer and put \( \mathcal{Q} = \pi(A/zA) = \pi D \). Then \( u^* \mathcal{Q} = \mathcal{O}_{\Delta} \).

Applying \( \text{Hom}_X(-, \mathcal{I}) \) to \( 0 \to \mathcal{O}_X(m - 2) \to \mathcal{O}_X(m) \to \mathcal{Q}(m) \to 0 \) yields

\[ \text{Ext}^1_X(\mathcal{Q}(m), \mathcal{I}) \to H^1(X, \mathcal{I}(-m)) \to H^1(X, \mathcal{I}(-m + 2)) \to \text{Ext}^2_X(\mathcal{Q}(m), \mathcal{I}). \]

Furthermore Theorem 2.13 (Serre duality) implies

\[ \text{Ext}^1_X(\mathcal{Q}(m), \mathcal{I}) \cong \text{Ext}^1_X(\mathcal{I}, \mathcal{Q}(m - 4))', \quad \text{Ext}^2_X(\mathcal{Q}(m), \mathcal{I}) \cong \text{Hom}_X(\mathcal{I}, \mathcal{Q}(m - 4))'. \]

On the other hand since \( \text{RHom}_X(\mathcal{I}, u_* \mathcal{O}_{\Delta}(m - 4)) \cong \text{RHom}_X(Lu^* \mathcal{I}, \mathcal{O}_{\Delta}(m - 4)) \)

by (8.1) and \( Lu^* \mathcal{I} = \mathcal{O}_{\Delta} \) (see Remark 7.6) we derive

\[ \text{Hom}_X(\mathcal{I}, \mathcal{Q}(m - 4)) = H^0(\Delta, \mathcal{O}_{\Delta}(m - 4)) = D_{m-4} = 0 \text{ for } m < 4 \]
and by Serre duality on $\Delta$

$$\text{Ext}^1_X(I, Q(m-4)) = H^1(\Delta, O_\Delta(m-4)) \cong D'_{m+2} = 0 \text{ for } m > 2$$

which completes the proof.

**Theorem 8.6.** Let $A = H_c$ be the enveloping algebra. Let $(n_e, n_o) \in N \setminus \{(0,0)\}$. Define for any $M \in \text{mod}(\Gamma)$ the linear maps

$$M(Z_{-3}) = M(Y_{-2})M(X_{-3}) - M(X_{-2})M(Y_{-3})$$

$$M(Z_{-2}) = M(Y_{-1})M(X_{-2}) - M(X_{-1})M(Y_{-2})$$

There is an equivalence of categories

$$\mathcal{R}(n_e, n_o)(X) \xrightarrow{\text{Ext}^1_X(-, -)} \mathcal{C}(n_e, n_o)(\Gamma)$$

$$\xrightarrow{\text{Tor}^1_\bullet(-, -)}$$

where

$$\mathcal{C}(n_e, n_o)(\Gamma) = \{ M \in \text{mod}(\Gamma) \mid \dim M = (n_o, n_e, n_o, n_e - 1) \text{ and } M(\mathcal{Z}_{-3}) \text{ isomorphism and } M(\mathcal{Z}_{-2}) \text{ surjective} \}.$$  

**Proof.** Due to Theorem 8.3 it will be sufficient to prove that the descriptions (8.6) (8.7) coincide. One inclusion follows directly from Lemma 8.5, so let us assume $M \in \text{mod}(\Gamma)$ for which $M(Z_{-3})$ is an isomorphism and $M(Z_{-2})$ is surjective. Let $p = ((\alpha : \beta), (\alpha : \beta)) \in \Delta$ and write $p \in \text{mod}(\Gamma)$ for the corresponding representation of the quiver $\Gamma$. Let $\tau = (\tau_{-3}, \tau_{-2}, \tau_{-1}, \tau_0) \in \text{Hom}_\Gamma(p, M)$ be any morphism. Thus we have a commutative diagram in $\text{mod}(k)$

$$\begin{array}{cccccc}
\tau_{-3} & \xrightarrow{\alpha} & \tau_{-2} & \xrightarrow{\beta} & \tau_{-1} & \xrightarrow{\alpha} \\
M_{-3} & \xrightarrow{M(X_{-3})} & M_{-2} & \xrightarrow{M(X_{-2})} & M_{-1} & \xrightarrow{M(X_{-1})} \\
M(Y_{-3}) & \xrightarrow{M(Y_{-2})} & M(Y_{-2}) & \xrightarrow{M(Y_{-1})} & M(Y_{-1}) & \xrightarrow{M(Y_{-1})} \\
\end{array}$$

We claim $\tau_{-3} = 0$. Assume by contradiction this is not the case. Since $M(Z_{-3})$ is an isomorphism we surely have $v = M(Z_{-3})\tau_{-3}(1) \neq 0$. On the other hand, by the commutativity of the above diagram

$$M(Z_{-3})\tau_{-3}(1) = (M(Y_{-2})M(X_{-3}) - M(X_{-2})M(Y_{-3})) \tau_{-3}(1) = \tau_{-1}(\alpha \beta - \beta \alpha) = 0$$

leading to the desired contradiction. Thus $\tau_{-3} = 0$. It follows that $\tau = 0$.

By similar arguments we may show for $\tau = (\tau_{-3}, \tau_{-2}, \tau_{-1}, \tau_0) \in \text{Hom}_\Gamma(M, p)$ we have $\tau_0 = 0$, which implies $\tau = 0$. \hfill $\Box$

**8.5. Restriction to a full subquiver.** Let $A$ be an elliptic cubic AS-algebra. Although the description of $\mathcal{C}(n_e, n_o)(\Gamma)$ in Theorem 8.3 is quite elementary, it is not easy to handle. Similar as in [17, 21] for quadratic AS-algebras we show representations in $\mathcal{C}(n_e, n_o)(\Gamma)$ are completely determined by the four leftmost maps.

Let $\Gamma^0$ be the full subquiver of $\Gamma$ consisting of the vertices $-3, -2, -1$ in (8.2). Let $\text{Res} : \text{Mod}(\Gamma) \to \text{Mod}(\Gamma^0)$ be the obvious restriction functor. $\text{Res}$ has a left adjoint which we denote by $\text{Ind}$. Note $\text{Res} \circ \text{Ind} = \text{id}$. If $M \in \text{Mod}(\Gamma)$ we will denote $\text{Res} M$ by $M^0$. 
In general, two objects $A$ and $B$ of an abelian category $\mathcal{C}$ are called perpendicular, denoted by $A \perp B$, if $\text{Hom}_{\mathcal{C}}(A, B) = \text{Ext}^1_{\mathcal{C}}(A, B) = 0$. For an object $B \in \mathcal{C}_f$ we define $\perp B$ as the full subcategory of $\mathcal{C}_f$ which objects are

$$\perp B = \{ A \in \mathcal{C}_f \mid A \perp B \}.$$ 

Repeating the arguments from the proof of [17, Lemmas 5.1.2] we have $M = \text{Ind} \text{Res} M$ for $M \in \text{mod}(\Gamma)$ if and only if $M \perp S_0$. This means the functors Res and Ind define inverse equivalences [8]

$$\text{mod}(\Gamma) \xrightarrow{\text{Res}} \perp S_0 \xleftarrow{\text{Ind}} \text{mod}(\Gamma^0)$$

(8.8)

**Lemma 8.7.** Let $(n_e, n_o) \in N \setminus \{(0,0)\}$. Then $\mathcal{C}_{(n_e, n_o)}(\Gamma) \subset \perp S_0$.

**Proof.** Similar as the proof of [17, Lemmas 5.5.1 and 5.5.2]. See also [21]. □

**Lemma 8.8.** Let $p \in C$ and $Q$ be a conic object on $X$. Write $p = \text{Hom}_X(\mathcal{E}, \mathcal{N}_p)$ and $Q = \text{Ext}^1_X(\mathcal{E}, \mathcal{Q}(-1))$. Then $p \perp S_0$ and $Q \perp S_0$.

**Proof.** That $p, Q \in \text{mod}(\Gamma)$ follows from Lemmas 8.1 and 8.2. By (8.1) we have

$$\text{Ext}^1_X(p, S_0) \cong \text{Ext}^1_X(\mathcal{N}_p, \mathcal{O}) = 0 \text{ for } i = 0, 1.$$ 

Similarly $\text{Ext}^1_X(Q, S_0) = \text{Ext}^2_X(Q[-1], S_0) \cong \text{Ext}^2_X(Q, \mathcal{O}) = 0$ for $i = 0, 1$. This proves what we want. □

8.6. Stable representations. Our next objective is to show that the representations in $\mathcal{C}_{(n_e, n_o)}(X)$ restricted to $\Gamma^0$ are stable. We first recall some generalities on (semi)stable quiver representations. For more details we refer to [20, 26, 27].

Let $Q$ be a quiver without oriented cycles and let $\theta \in \mathbb{Z}^{Q_0}$ be a dimension vector. A representation $F$ of $Q$ is called $\theta$-semistable (resp. stable) if $\theta \cdot \text{dim} F = 0$ and $\theta \cdot \text{dim} N \geq 0$ (resp. $> 0$) for every non-trivial subrepresentation $N$ of $F$. Here we denote $\cdot$ for the standard scalar product on $\mathbb{Z}^{Q_0}$: $(\alpha, \beta)_\nu = \sum \alpha_i \beta_i$. The full subcategory of $\theta$-semistable representations of $Q$ forms an exact abelian subcategory of $\text{mod}(Q)$ in which the simple objects are precisely the stable representations.

It is known [27, Corollary 1.1] that $F$ is semistable for some $\theta$ if and only there exists an object $G \in \text{mod}(Q)$ for which $F \perp G$. The relation between $\theta$ and $\text{dim} G$ is such that the forms $- \cdot \theta$ and $\chi(-, \text{dim} G)$ are proportional. Associated to $G \in \text{mod}(Q)$ there is a semi-invariant function $\phi_G$ on $\text{Rep}_\theta(Q)$ for which the set

$$\{ F \in \text{Rep}_\theta(Q) \mid F \perp G \}$$

(8.9)

coincides with $\{ \phi_G \neq 0 \}$. In particular (8.9) is affine. Put $Q = \Gamma^0$. The following lemmas are elementary. We omit the proofs.

**Lemma 8.9.** Let $p \in C$. Then $\text{Res} p \in \text{mod}(\Gamma^0)$ is $\theta$-stable for $\theta = (-1, 0, 1)$.

**Lemma 8.10.** Assume $0 \neq F, G \in \text{mod}(\Gamma^0)$ are $\theta$-semistable for $\theta = (-1, 0, 1)$.

1. If $G$ is $\theta$-stable then every non-zero map in $\text{Hom}_{\Gamma^0}(F, G)$ is surjective.
2. If $F$ is $\theta$-stable then every non-zero map in $\text{Hom}_{\Gamma^0}(F, G)$ is injective.

**Proposition 8.11.** Let $Q = \pi(A/\nu A)$ be a conic object on $X$ where $\nu = \alpha x^2 + \beta xy + \gamma yx + \delta y^2 \in A_2$ and write $Q = \text{Ext}^1_X(\mathcal{E}, \mathcal{Q}(-1)) \in \text{mod}(\Gamma)$. Let $(n_e, n_o) \in N \setminus \{(0,0)\}$, $I \in \mathcal{R}_{(n_e, n_o)}(X)$ and write $M = \text{Ext}^1_X(\mathcal{E}, I) \in \text{mod}(\Gamma)$. Then the following are equivalent:

1. $M^0 \perp Q^0$
(2) $\text{Hom}_\Gamma(M^0, Q^0) = 0$
(3) $\text{Hom}_X(I, Q(-1)) = 0$
(4) $I \perp Q(-1)$
(5) The following linear map is an isomorphism

$$f = \alpha M^0(X-2)M^0(X-3) + \beta M^0(Y-2)M^0(Y-3)$$
$$+ \gamma M^0(X-2)M^0(Y-3) + \delta M^0(Y-2)M^0(Y-3) : M_{-3} \to M_{-1}$$

(8.10)

Proof. By definition (1) implies (2) and its converse is seen by $\chi(M^0, Q^0) = 0$. The equivalence $(2) \Leftrightarrow (3)$ follows from (8.1) as

$$\text{Hom}_\Gamma(M^0, Q^0) = \text{Hom}_\Gamma(\text{Ind } M^0, Q) = \text{Hom}_\Gamma(M, Q) = H^0(\text{RHom}_\Gamma(M, Q))$$
$$\cong H^0(\text{RHom}_X(I, Q(-1))) = \text{Hom}_X(I, Q(-1)).$$

To prove $(3) \Rightarrow (4)$, as $I$ is a normalized line bundle with invariants $(n_e, n_o)$ we may write $[I] = [Q - 2(n_e - n_o)S] + (n_e - n_o)[Q - n_oP]$. Furthermore (3.4) yields $[Q(-1)] = [Q - P]$ and using Proposition 3.6 one computes $\chi(I, Q(-1)) = 0$. Since Serre duality gives $\text{Ext}^2_X(I, Q(-1)) \cong \text{Hom}_X(Q(3), I)' = 0$ we conclude $I \perp Q(-1)$ if and only if $\text{Hom}_X(I, Q(-1)) = 0$.

Finally we prove the equivalence between $(4)$ and $(5)$. Applying $\text{Hom}_X(-, I)$ to $0 \to O(1) \to O(3) \to Q(3) \to 0$ gives a long exact sequence of $k$-vector spaces

$$0 \to \text{Ext}^1_X(Q(3), I) \to M_{-3} \xrightarrow{f} M_{-1} \to \text{Ext}^2_X(Q(3), I) \to 0$$

where we have used Theorem 3.11. As the middle map $f$ is an isomorphism if and only if $\text{Ext}^1_X(Q(3), I) = 0 = \text{Ext}^2_X(Q(3), I)$. Invoking Serre duality on $X$ the latter is equivalent with $I \perp Q(-1)$.

Remark 8.12. In case $A = H_c$ is the enveloping algebra we recover the property $M^0(Z-2)$ being an isomorphism (Theorem 8.6), as for the conic object $Q = \pi(H_c/zH_c)$

$$\text{RHom}_X(I, Q(-1)) = \text{RHom}_X(I, u_*O_\Delta(-1)) \cong \text{RHom}_\Delta(Lu^*I, O_\Delta(-1))$$

and since $Lu^*I = O_\Delta$ we obtain $\text{Hom}_X(I, Q(-1)) \cong \text{Hom}_\Delta(O_\Delta, O_\Delta(-1)) = 0$. As a consequence the restriction of the representations in $C_{(n_e, n_o)}(\Gamma)$ to $\Gamma^0$ are $\theta$-semistable for some $\theta \in \mathbb{Z}^3$. Since $\chi(-, \dim Q^0) = - \cdot (-1, 0, 1)$ we may take $\theta = (-1, 0, 1)$.

Inspired by the previous remark one might try to find, for all elliptic cubic AS-algebras $A$, a conic object $Q$ on $X$ for which $\text{Hom}_X(I, Q(-1))$ is zero for all $I \in R_{(n_e, n_o)}(X)$. We did not manage to find such a conic object independent of $I$. However, we are able to prove that for a fixed normalized line bundle $I$ on $X$ there is at least one conic object $Q$ (which depends on $I$) for which $\text{Hom}_X(I, Q(-1)) = 0$. We will then show how this leads to a proof that the representations in $C_{(n_e, n_o)}(X)$ restricted to $\Gamma^0$ are stable.

Proposition 8.13. Assume $k$ is uncountable and $\sigma$ has infinite order. Let $(n_e, n_o) \in N$ such that $(n_e - 1, n_o - 1) \in N$. Let $I \in R_{(n_e, n_o)}$. Then the set of conic objects $Q$ for which $\text{Hom}_X(I, Q(-1)) \neq 0$ is a curve of degree $n_o$ in $\mathbb{P}(A_2)$. In particular this set is non-empty.
Proof. By Proposition 8.11 we have $\text{Hom}_X(\mathcal{I}, Q(-1)) \neq 0$ if and only if $\det f = 0$. This is a homogeneous equation in $(\alpha, \beta, \gamma, \delta)$ of degree $n_o$ and we have to show it is not identically zero, i.e. we have to show there is at least one $Q$ for which $\text{Hom}_X(\mathcal{I}, Q(-1)) = 0$. This follows from Lemma 8.14 and Lemma 6.9 below. □

**Lemma 8.14.** Assume $k$ is uncountable and $\sigma$ has infinite order. Let $(n_e, n_o) \in \mathbb{N}$ and $l \geq 0$ as in (4.4). Let $\mathcal{I} \in \mathcal{R}_{(n_e, n_o)}(X)$. Let $p, p' \in C$ such that $p \neq \sigma^m p'$ for all integers $m$. Modulo zero-dimensional objects, there exist at most $l$ different critical conic objects $Q$ on $X$ for which $\text{Hom}_X(\mathcal{I}, Q(-1)) \neq 0$ and $\text{Hom}_X(\mathcal{Q}, N_p) \neq 0$, $\text{Hom}_X(Q, N_{p'}) \neq 0$.

Proof. That $p \neq \sigma^m p'$ for all integers $m$ assures $\text{Hom}_X(N_p, N_{p'}(m)) = 0$ and $\text{Hom}_X(N_{p'}(m), N_p) = 0$ for all integers $m$, which we will use throughout this proof.

We prove the statement by induction on $l$. First let $l = 0$ and assume by contradiction there is a non-zero map $f : \mathcal{I} \to Q(-1)$. Let $\mathcal{I}'(-2)$ be the kernel of $f$. By Lemma 6.5 the image of $f$ is a shifted conic object $Q'(d)$ where $d \geq 1$. Using (3.4) one computes $[\mathcal{I}'] = [\mathcal{O}] - 2(n_e - n_o)[\mathcal{S}] + (n_e - n_o)[Q] - (n_o - d)[P]$. It follows that $\mathcal{I}'$ is a normalized line bundle on $X$ with invariants $(n_e - d, n_o - d)$. Since $(n_e - d, n_o - d) \not\in \mathbb{N}$ this yields a contradiction with Proposition 4.2.

Let $l > 0$. Let $(Q_i)_{i=1,\ldots,m}$ be different critical conic objects (modulo zero-dimensional objects) satisfying $\text{Hom}_X(\mathcal{I}, Q_i(-1)) \neq 0$ and $\text{Hom}_X(Q_i, N_p) \neq 0$, $\text{Hom}_X(Q_i, N_{p'}) \neq 0$. We will show $m \leq l$. If $m = 0$ then we are done. So assume $m > 0$. Let $Q_i(-1)$ be the kernel of a non-trivial map $Q_i \to N_p$. By Lemma 6.5 $Q_i$ is a critical conic object, and we have an exact sequence

$$0 \to Q_i(-1) \to Q_i \to N_p \to 0.$$ 

Applying $\text{Hom}_X(-, N_{p'})$ we find $\text{Hom}_X(Q_i(-2), N_{p'}(-1)) \neq 0$. Lemma 6.1(2) implies such a map factors through $Q_i(-1)$. Let $Q_i''(-3)$ be the kernel of a non-trivial map $Q_i''(-2) \to N_{p'}(-1)$. Again by Lemma 6.5 $Q_i''$ is a critical conic object, and

$$(8.11) \quad 0 \to Q_i''(-3) \to Q_i''(-2) \xrightarrow{\pi} N_{p'}(-1) \to 0.$$ 

Applying $\text{Hom}_X(-, N_{p'}(-2))$ yields $\text{Hom}_X(Q_i''(1), N_{p'}(-1)) \neq 0$. Furthermore, as (8.11) is non-split, Serre duality (Theorem 2.13) implies $0 \neq \text{Ext}^1_X(N_{p'}(-1), Q_i''(-3)) \cong \text{Ext}^1_X(Q_i''', N_{p'}(-2))'$.

By $\chi(Q_i''', N_{p'}(-2)) = 0$ and again by Serre duality $\text{Ext}^2_X(Q_i''', N_{p'}(-2)) \cong \text{Hom}_X(N_{p'}, Q_i''(-1))' = 0$ we deduce $\text{Hom}_X(Q_i''', N_{p'}(-2)) \neq 0$.

Let $\mathcal{I}'(-2)$ be the kernel of a non-trivial map $\iota : \mathcal{I} \to Q_i(-1)$. As in first part of the proof one may show that $\mathcal{I}'$ is a normalized line bundle on $X$ with invariants $(n_e - d, n_o - d)$ for some $d \geq 1$.

Since $N_{p'}(-1) = w_p \mathcal{O}_{p'}$ for some point $p' \in C$ it follows by adjointness $\dim_k \text{Hom}_X(\mathcal{I}, N_{p'}(-1)) = \dim_k \text{Hom}_C(u^*\mathcal{I}, \mathcal{O}_{p'}) = 1$. Hence for all $i$ the composition $a_1 : \iota \to Q_i(-1) \to N_{p'}(-1)$ is a scalar multiple of $a_1$. Thus for all $i$ the map $a_1 \circ \iota$ is a scalar multiple of $a_1 \circ \iota = 0$. Hence the composition $\mathcal{I}'(-2) \to \mathcal{I} \to Q_i(-1)$ maps $\mathcal{I}'(-2)$ to $Q_i''(-2)$.

As pointed out above the map $\pi$ in (8.11) factors through $Q_i(-1)$. Thus the composition $\mathcal{I}'(-2) \to Q_i''(-2) \to N_{p'}(-1)$ is the same as the composition $b_i : \mathcal{I}'(-2) \to \mathcal{I} \to Q_i(-1) \to N_{p'}(-1)$. Same reasoning as above shows $b_i = 0$ for all $i$ hence the composition $\mathcal{I}'(-2) \to Q_i''(-2)$ maps $\mathcal{I}'(-2)$ to $Q_i''(-3)$.

We claim this map must be non-zero for $i > 1$. If not then there is a non-trivial map $\mathcal{I}/\mathcal{I}'(-2) \to Q_i(-1)$ and since $\mathcal{I}/\mathcal{I}'(-2)$ is also a subobject of $Q_1(-1)$ it
follows that $Q_i$ and $Q_1$ have a common subobject. By Lemma 6.8 this contradicts the assumption $Q_i$ and $Q_1$ being different modulo zero dimensional objects.

Hence $\text{Hom}_X(T, Q_i(-1)) \neq 0$ for $i = 2, \ldots, m$. Since the $Q_i''$ are still different modulo zero dimensional objects and $\text{Hom}_X(Q_i'', N_p(-1)) \neq 0$, $\text{Hom}_X(Q_i''', N_p(-2)) \neq 0$ we obtain by induction hypothesis $m - 1 \leq l - d - 1$ and hence $m \leq l$. □

The following lemma and its proof is inspired on the proof of [17, Theorem 5.5.4].

**Lemma 8.15.** Put $\theta = (-1, 0, 1)$. Let $V \in \text{mod}(G^0)$ and assume the forms $-\theta$ and $\chi(-, \text{dim}V)$ are proportional. Let $F \in \text{mod}(G^0)$ for which $F \perp V$. Then

1. If $F' \subset F$ such that $\text{dim}F' \cdot \theta = 0$ then $F' \perp V$ and $F/F' \perp V$
2. $\text{Hom}_{l=0}(F, \text{Res} p) = \text{Hom}_{l=0}(\text{Res} p, F) = 0$ for all $p \in C$ for which $\text{Res} p$ is not perpendicular to $V$.

**Proof.** Using the Euler form (8.4) on $\Gamma$ it is easy to see $\text{dim}V = (3l, 2l, l)$ for some $l \in \mathbb{N}$. We may assume $V \neq 0$. Let $F \perp V$. This implies that $F$ is $\theta$-semistable and $\text{dim}F = (n_o, n_e, n_o)$ for some $n_e, n_o \in \mathbb{N}$. Since the result trivially holds for $F = 0$ we may assume $(n_e, n_o) \neq (0, 0)$.

To prove (1), let $F' \subset F$ for which $\text{dim}F' \cdot \theta = 0$. Thus $\text{dim}F' = (m_o, m_e, m_o)$ and $\text{dim}F/F' = (n_o - m_o, n_e - m_e, n_o - m_o)$ for some $m_o \leq n_o, m_e \leq n_e$. Applying $\text{Hom}_{l=0}(-, V)$ to $0 \to F' \to F \to F/F' \to 0$ gives the long exact sequence

$$0 \to \text{Hom}_{l=0}(F/F', V) \to \text{Hom}_{l=0}(F, V) \to \text{Hom}_{l=0}(F', V) \to \text{Ext}^1_{l=0}(F', V) \to \text{Ext}^1_{l=0}(F, V) \to 0$$

Since $F \perp V$ we deduce $\text{Hom}_{l=0}(F/F', V) = 0$ and $\text{Ext}^1_{l=0}(F', V) = 0$. Computations show $\chi(F', V) = \chi(F/F', V) = 0$ which yield $\text{Ext}^1_{l=0}(F/F', V) = 0$ and $\text{Hom}_{l=0}(F', V) = 0$. We conclude $F' \perp V$ and $F/F' \perp V$.

To prove (2), let $p \in C$ for which $\text{Res} p$ is not perpendicular to $V$. Recall from Lemma 8.9 that $\text{Res} p$ is $\theta$-stable. If by contradiction $\text{Hom}_{l=0}(F, \text{Res} p) \neq 0$ then by Lemma 8.10 there is an epimorphism $F \to \text{Res} p$. By the first part we obtain $\text{Res} p \perp V$, contradiction. Similarly $\text{Hom}_{l=0}(\text{Res} p, F) \neq 0$, finishing the proof. □

**Lemma 8.16.** Assume $\sigma$ has infinite order. Let $N \in \text{mod}(G^0)$ with dimension vector $(n_o, n_e, n_o)$ and assume $n_e \neq 0$. If $\text{Hom}_{l=0}(N, \text{Res} p) = \text{Hom}_{l=0}(\text{Res} p, N) = 0$ for all $p \in C$ then $\text{dim}_k(\text{Ind} N)_{l=0} \leq n_e - 1$.

**Proof.** This is the same as the proof of [17, Lemma 5.5.3]. □

We now come to the main result of this section.

**Theorem 8.17.** Assume $k$ is uncountable. Let $A$ be an elliptic cubic Artin-Schelter algebra for which $\sigma$ has infinite order. Let $(n_e, n_o) \in \mathcal{N}(\Gamma)$ then $M^0$ is $\theta$-stable for $\theta = (-1, 0, 1)$.

**Proof.** Let $\mathcal{I} \in \mathcal{R}_{(n_e, n_o)}(X)$ such that $M[-1] = \text{RHom}_X(\mathcal{E}, \mathcal{I})$ and write $F = M^0$. By Propositions 8.11 and 8.13 there exists a conic object $Q$ on $X$ for which $F \perp Q^0$, where $Q[-1] = \text{RHom}_X(\mathcal{E}, Q(-1))$. This shows $F$ is $\theta$-semistable for $\theta = (-1, 0, 1)$. Hence there is a representation $F' \subseteq F$ such that $F/F'$ is $\theta$-stable. We will prove $F'$ is necessarily zero, from which the theorem will follow.

Assume by contradiction $F' \neq 0$. Since $F/F'$ is $\theta$-stable we have $\theta \cdot \text{dim}F/F' = 0$ thus we may put $\text{dim}F/F' = (n_o - m_o, n_e - m_e, n_o - m_o)$ for some $m_o \leq n_o, m_e \leq n_e$.
for which \((m_e, m_o) \neq (n_e, n_o)\). Note \(F'\) is \(\theta\)-semistable. We now claim that for all \(p \in C\) we have

\[
\begin{align*}
\Hom_{\Gamma_0}(F', \Res p) &= \Hom_{\Gamma_0}(\Res p, F') = 0, \\
\Hom_{\Gamma_0}(F/F', \Res p) &= \Hom_{\Gamma_0}(\Res p, F/F') = 0.
\end{align*}
\]

(8.12)

To show (8.12), let \(p \in C\). Lemmas 6.9 and 8.14 imply there exists a conic object \(Q'\) on \(X\) for which \(\Hom_X(Q', N_p(-3)) \neq 0\) and \(\Hom_X(I, Q'(-1)) = 0\). Writing \(Q'[-1] = \RHom_X(E, Q'(-1))\) and using Theorem 2.13 yields \(\Ext^1_{\Gamma_0}(p, Q') \neq 0\) and \(F \perp Q'\) by Proposition 8.11. In particular \(\Res p\) is not perpendicular to \(\Res Q'\). The claim (8.12) now follows from Lemma 8.15.

Combining (8.12) with Lemma 8.16 we find \(\dim_k(\Ind F/F')_0 \leq n_e - m_e - 1\) and \(\dim_k(\Ind F')_0 \leq m_e - 1\). Application of the right exact functor \(\Ind\) on 0 gives a long exact sequence in \(\mod(\Gamma)\)

\[
\ldots \rightarrow \Ind F' \rightarrow \Ind F \rightarrow \Ind F/F' \rightarrow 0
\]

and counting dimensions yields

\[
n_e - 1 = \dim_k(\Ind F)_0 \leq \dim_k(\Ind F')_0 + \dim_k(\Ind F/F')_0 \\
\leq (m_e - 1) + (n_e - m_e - 1) = n_e - 2
\]

which is absurd. Thus \(F' = 0\) hence \(F\) is \(\theta\)-stable, finishing the proof.

Remark 8.18. In case \(A\) is of generic type \(A\) and \(\sigma\) has infinite order we do not need the hypothesis \(k\) is uncountable in Theorem 8.17. This is because we may prove Proposition 8.13 without the additional hypothesis on \(k\), using the proof of Lemma 8.14 and Remark 6.10.

Remark 8.19. In case \(A = H_e\) is the enveloping algebra we may choose \(Q = \pi(H_e/\zeta H_e)\) in the proof of Theorem 8.17. See also Remark 8.12. Again we do not need the hypothesis \(k\) is uncountable.

8.7. Second description of \(\mathcal{R}_{(n_e, n_o)}(X)\). For \((n_e, n_o) \in N \setminus \{(0, 0)\}\) we denote \(\mathcal{D}_{(n_e, n_o)}(\Gamma^0)\) for the image of \(\mathcal{C}_{(n_e, n_o)}(\Gamma)\) under the equivalence (8.8).

Theorem 8.20. Assume \(k\) is uncountable. Let \(A\) be an elliptic cubic \(\mathcal{A}\)-algebra for which \(\sigma\) has infinite order. Let \(\theta = (-1, 0, 1)\) and \((n_e, n_o) \in N \setminus \{(0, 0), (1, 1)\}\). Then there is an equivalence of categories

\[
\begin{array}{ccc}
\mathcal{C}_{(n_e, n_o)}(\Gamma) & \xrightarrow{\Res} & \mathcal{D}_{(n_e, n_o)}(\Gamma^0) \\
& \xleftarrow{\Ind} & \\
\end{array}
\]

where

\[
\mathcal{D}_{(n_e, n_o)}(\Gamma^0) = \{ F \in \mod(\Gamma^0) \mid \dim F = (n_o, n_e, n_o), F \text{ is } \theta\text{-stable}, \\
\quad \dim_k(\Ind F)_0 \geq n_e - 1 \}.
\]

Proof. Below we often use the equivalence \(\mathcal{C}_{(n_e, n_o)}(\Gamma) \cong \mathcal{R}_{(n_e, n_o)}(X)\) from Theorem 8.3. We break the proof into five steps.

Step 1. \(\Res(\mathcal{C}_{(n_e, n_o)}(\Gamma)) \subset \mathcal{D}_{(n_e, n_o)}(\Gamma^0)\). This follows from Theorem 8.17 and Lemma 8.16.
Step 2. If $F \in D_{(n_e, n_o)}(\Gamma^0)$ then $\text{Hom}_{\Gamma^0}(F, \text{Res} p) = \text{Hom}_{\Gamma^0}(\text{Res} p, F) = 0$ for all $p \in C$. Indeed, by Lemma 8.9 and Lemma 8.10 any non-zero morphism would yield an isomorphism $F \cong \text{Res} p$, contradicting the assumption $(n_e, n_o) \neq (1, 1)$.

Step 3. If $F \in D_{(n_e, n_o)}(\Gamma^0)$ then $\text{Hom}_{\Gamma}(\text{Ind} F, p) = \text{Hom}_{\Gamma}(p, \text{Ind} F) = 0$ for all $p \in E$. This follows from $0 = \text{Hom}_{\Gamma^0}(F, \text{Res} p) = \text{Hom}_{\Gamma}(\text{Ind} F, p)$ and $0 = \text{Hom}_{\Gamma^0}(\text{Res} p, F) = \text{Hom}_{\Gamma^0}(\text{Res} p, \text{Res} \text{Ind} F) = \text{Hom}_{\Gamma}(\text{Ind} \text{Res} p, \text{Ind} F)$ where we have used Step 2 and $\text{Ind} \text{Res} p = p$ by Lemma 8.8.

Step 4. $\text{Ind}(D_{(n_e, n_o)}(\Gamma^0)) \subseteq C_{(n_e, n_o)}(\Gamma)$. Let $F \in D_{(n_e, n_o)}(\Gamma^0)$. Combining Step 2 with Lemma 8.16 gives $\dim \text{Ind} F = (n_o, n_e, n_e, n_e - 1)$. Now Step 3 shows $\text{Ind} F \in C_{(n_e, n_o)}(\Gamma)$.

Step 5. $\text{Ind}$ and $\text{Res}$ are inverses to each other. To prove this we only need to show $\text{Ind} \text{Res} F = F$ for $F \in C_{(n_e, n_o)}(\Gamma)$. This follows from Lemma 8.7. □

For $(n_e, n_o) \in N \setminus \{(0, 0), (1, 1)\}$ let $\alpha = (n_e, n_e, n_o)$ and put

$$\tilde{D}_{(n_e, n_o)} = \{ F \in \text{Rep}_\alpha(\Gamma^0) \mid F \in D_{(n_e, n_o)}(\Gamma^0) \}$$

(8.13)

$$= \{ F \in \text{Rep}_\alpha(\Gamma^0) \mid F \text{ is } \theta \text{-stable}, \dim_k(\text{Ind} F)_0 \geq n_e - 1 \}.$$

As $\tilde{D}_{(n_e, n_o)}$ is a closed subset of the dense open subset of $\text{Rep}_\alpha(\Gamma^0)$ consisting of all $\theta$-stable representations we obtain that $\tilde{D}_{(n_e, n_o)}$ is locally closed.

Denote $\text{Gl}_\alpha(k) = \text{Gl}_{n_e}(k) \times \text{Gl}_{n_o}(k) \times \text{Gl}_{n_e}(k)$. Put $D_{(n_e, n_o)} = \tilde{D}_{(n_e, n_o)} / \text{Gl}_\alpha(k)$. The next theorem provides the first part of Theorem 1 from the introduction. Our proof is, up to some minor computations, completely analogous to the proof of [17, Theorem 5.5.5]. For convenience of the reader we have included the proof.

**Theorem 8.21.** Assume $k$ is uncountable. Let $A$ be an elliptic cubic AS-algebra for which $\alpha$ has infinite order. Then for $(n_e, n_o) \in N$ there exists a smooth locally closed variety $D_{(n_e, n_o)}$ of dimension $2(n_e - (n_e - n_o)^2)$ such that the isomorphism classes in $D_{(n_e, n_o)}(\Gamma^0)$ (and hence in $R_{(n_e, n_o)}(X)$) are in natural bijection with the points in $D_{(n_e, n_o)}$.

**Proof.** For $(n_e, n_o) = (0, 0)$ or $(1, 1)$ we refer to Corollaries 3.12, 8.4 to see that we may take a point for $D_{(0, 0)}$ and $(\mathbb{P}^1 \times \mathbb{P}^1) - C$ for $D_{(1, 1)}$. So we may assume $(n_e, n_o) \in N \setminus \{(0, 0), (1, 1)\}$ throughout this proof.

Since all representations in $\tilde{D}_{(n_e, n_o)}$ are stable, all $\text{Gl}(\alpha)$-orbits on $\tilde{D}_{(n_e, n_o)}$ are closed and so $D_{(n_e, n_o)}$ is really the orbit space for the $\text{Gl}(\alpha)$ action on $\tilde{D}_{(n_e, n_o)}$. This proves that the isomorphism classes in $D_{(n_e, n_o)}(\Gamma)$ are in natural bijection with the points in $D_{(n_e, n_o)}$.

To prove $D_{(n_e, n_o)}$ is smooth it suffices to prove $\tilde{D}_{(n_e, n_o)}$ is smooth [22]. We first estimate the dimension of $\tilde{D}_{(n_e, n_o)}$. Write the equations of $A$ in the usual form (2.10). For $n_e \times n_o$-matrices $X, Y$ and $n_o \times n_e$-matrices $X', Y'$ let $M^+_A(X', Y', X, Y)$ be obtained from $M^+_A$ by replacing $x^2, xy, yx, y^2$ by $X'X, Y'X, X'Y, Y'Y$ (thus $M^+_A(X', Y', X, Y)$ is a $2n_o \times 2n_o$-matrix). Then $\tilde{D}_{(n_e, n_o)}$ has the following alternative description:

$$\tilde{D}_{(n_e, n_o)} = \{ (X, Y, X', Y') \in M_{n_e \times n_o}(k)^2 \times M_{n_o \times n_e}(k)^2 \mid (X, Y, X', Y') \text{ is } \theta \text{-stable and rank } M_A(X', Y', X, Y) \leq 2n_o - (n_e - 1) \}.$$
By Proposition 4.2, \( \widetilde{D}(n_e, n_o) \) is non-empty. The \((X,Y,X',Y')\) for which the associated representation is stable are a dense open subset of \(M_{n_e \times n_o}(k)^2 \times M_{n_o \times n_e}(k)^2\) and hence they represent a quasi-variety of dimension \(4n_e n_o\). Imposing \(M_A(X',Y',X,Y)\) should have corank \(\geq n_e - 1\) represents \((2n_o - (n_e - (n_e - 1)))^2 = (n_e - 1)^2\) independent conditions. So the irreducible components of \(\widetilde{D}(n_e, n_o)\) have dimension \(\geq 4n_e n_o - (n_e - 1)^2\). Define \(\widetilde{C}(n_e, n_o)\) by

\[ \{ G \in \text{Rep}(\Gamma, \tilde{\alpha}) \mid G \cong \text{Ind Res} G, \text{Res} G \in \widetilde{D}(n_e, n_o) \} \]

where \(\tilde{\alpha} = (n_o, n_e, n_o, n_e - 1)\) (as usual we assume the points of \(\text{Rep}(\Gamma, \tilde{\alpha})\) to satisfy the relation imposed on \(\Gamma\)). To extend \(E \in \widetilde{D}(n_e, n_o)\) to a point in \(\widetilde{C}(n_e, n_o)\) we need to choose a basis in \((\text{Ind} F)_o\). Thus \(\widetilde{C}(n_e, n_o)\) is a principal \(\text{Gl}_{n_e - 1}(k)\) fiber bundle over \(\widetilde{D}(n_e, n_o)\). In particular \(\widetilde{C}(n_e, n_o)\) is smooth if and only \(\widetilde{D}(n_e, n_o)\) is smooth and the irreducible components of \(\widetilde{C}(n_e, n_o)\) have dimension \(\geq 4n_e n_o - (n_e - 1)^2 + (n_e - 1)^2 = 4n_e n_o\). By the description of \(\widetilde{C}(n_e, n_o)\) in Theorem 8.3 it follows that \(\widetilde{C}(n_e, n_o)\) is an open subset of \(\text{Rep}(\Gamma, \tilde{\alpha})\).

Let \(x \in \widetilde{C}(n_e, n_o)\). The stabilizer of \(x\) consists of scalars thus if we put \(G = \text{Gl}(\tilde{\alpha})/k^*\) then we have inclusions \(\text{Lie}(G) \subset T_x(\widetilde{C}(n_e, n_o)) = T_x(\text{Rep}(\Gamma, \tilde{\alpha}))\). Next there is a natural inclusion \(T_x(\text{Rep}(\Gamma, \tilde{\alpha}))/\text{Lie}(G) \hookrightarrow \text{Ext}^1_T(x, x)\). Now \(x\) corresponds to some normalized line bundle \(\mathcal{I}\) on \(X\) and we have \(\text{Ext}^1_T(x, x) = \text{Ext}^1_{\mathcal{I}}(\mathcal{I}, \mathcal{I})\). Lemma 3.13 implies \(\dim \text{Ext}^1_{\mathcal{I}}(\mathcal{I}, \mathcal{I}) = 2(n_e - (n_e - n_o)^2)\). Hence we obtain \(4n_e n_o \leq \dim T_x(\widetilde{C}(n_e, n_o)) \leq \dim \text{Ext}^1_T(x, x) + \dim G\) and the right-hand is equal to \(2(n_e - (n_e - n_o)^2) + (n_o^2 + n_e^2 - (n_e - 1)^2 - 1) = 4n_e n_o\). Thus \(\dim T_x(\widetilde{C}(n_e, n_o)) = 4n_e n_o\) is constant and hence \(\widetilde{C}(n_e, n_o)\) is smooth. We also obtain \(\dim \widetilde{D}(n_e, n_o) = 4n_e n_o - (n_e - 1)^2\). The dimension of \(D(n_e, n_o)\) is equal to

\[ \dim \widetilde{D}(n_e, n_o) - \dim \text{Gl}(\alpha) + 1 = 4n_e n_o - (n_e - 1)^2 - (n_o^2 + n_e^2 + n_o^2) + 1 = 2(n_e - (n_e - n_o)^2). \]

This finishes the proof.

### 8.8. Descriptions of the varieties \(D_{(n_e, n_o)}\) for the enveloping algebra

In case of the enveloping algebra we may further simplify the description of \(D_{(n_e, n_o)}\).

**Theorem 8.22.** Let \(A = H_e\) be the enveloping algebra. Let \((n_e, n_o) \in N\). The isomorphism classes in \(R_{(n_e, n_o)}(A)\) are in natural bijection with the points in the smooth affine variety \(D_{(n_e, n_o)}\) of dimension \(2(n_e - (n_e - n_o)^2)\) where

\[ D_{(n_e, n_o)} = \{(X,Y,X',Y') \in M_{n_e \times n_o}(k)^2 \times M_{n_o \times n_e}(k)^2 \mid Y'X - X'Y \text{ isomorphism,} \]

\[ \text{rank} \begin{pmatrix} Y'Y & Y'X - 2X'Y \\ Y'X - 2Y'X & X'X \end{pmatrix} \leq 2n_o - (n_e - 1) \}/\text{Gl}_o(k) \]

**Proof.** For \((n_e, n_o) = (0, 0)\) or \((1, 1)\) we refer to Corollaries 3.12, 8.4 to see that \(D_{(n_e, n_o)}\) has the description as in the statement of the current theorem. So we may assume \((n_e, n_o) \in N \setminus \{(0, 0), (1, 1)\}\) throughout this proof.

Consider the conic object \(Q = \pi(A/zA)\) on \(X\) where \(z = xy - yx\). Write \(Q = \text{Ext}^1_{\mathcal{I}}(E, Q(-1)) \in \text{mod}(\Gamma)\) (Lemma 8.2) and put \(V = \text{Res} Q\).
It is sufficient to show \( D_{(n_e, n_o)}(\Gamma^0) \) has the alternative description

\[
\mathcal{D}'_{(n_e, n_o)}(\Gamma^0) := \{ F \in \mod(\Gamma^0) \mid \dim F = (n_o, n_e, n_o), \\
\quad F \perp V, \dim_k(\Ind F)_0 \geq n_e - 1 \}.
\]

Indeed, if \( D_{(n_e, n_o)}(\Gamma^0) = \mathcal{D}'_{(n_e, n_o)}(\Gamma^0) \) we then have

\[
\tilde{D}_{(n_e, n_o)} = \{ F \in \Rep_\alpha(\Gamma^0) \mid F \in \mathcal{D}_{(n_e, n_o)}(\Gamma^0) \}
\]

\[
= \{ F \in \Rep_\alpha(\Gamma^0) \mid \phi_V(F) \neq 0, \dim_k(\Ind F)_0 \geq n_e - 1 \}
\]

from which is clear that \( \tilde{D}_{(n_e, n_o)} \) is a closed subset of \( \{ \phi_V \neq 0 \} \) so in particular \( \tilde{D}_{(n_e, n_o)} \) is affine. This means \( D_{(n_e, n_o)} = \tilde{D}_{(n_e, n_o)} / \GL(\alpha) \) is an affine variety. Theorem 8.21 further implies \( D_{(n_e, n_o)} \) is smooth of dimension \( 2(n_e - (n_e - n_o)^2) \) which points are in natural bijection with the isomorphism classes in \( \mathcal{R}_{(n_e, n_o)}(X) \) whence in \( R_{(n_e, n_o)}(A) \) by §3.3. Moreover, as in the proof of Theorem 8.21, \( \tilde{D}_{(n_e, n_o)} \) has the alternative description

\[
\tilde{D}_{(n_e, n_o)} = \{ F = ((X, Y), (X', Y')) \in \Rep_{(n_e, n_o, n_o)}(\Gamma^0) \mid F \perp V \\
\quad \text{and rank } M_A(X', Y', X, Y) \leq 2n_o - (n_e - 1) \}.
\]

As shown in Proposition 8.11 the condition \( (X, Y, X', Y') \perp V \) is equivalent with saying \( Y'X - XY \) is an isomorphism. Explicitly writing down \( M_A \) by (2.10), (2.8) yields the desired description of \( D_{(n_e, n_o)} \).

So to prove the current theorem it remains to prove \( D_{(n_e, n_o)}(\Gamma^0) = \mathcal{D}'_{(n_e, n_o)}(\Gamma^0) \). We will do this by showing that the functors \( \Ind \) and \( \Res \) define inverse equivalences between \( C_{(n_e, n_o)}(\Gamma) \) and \( \mathcal{D}'_{(n_e, n_o)}(\Gamma^0) \).

**Step 1.** \( \Res(C_{(n_e, n_o)}(\Gamma)) \subset \mathcal{D}'_{(n_e, n_o)}(\Gamma^0) \). Let \( M \in C_{(n_e, n_o)}(\Gamma) \). That \( \Res M \perp V \) follows from Proposition 8.11 and Remark 8.12. Further, since \( \Ind \Res M = M \) by Lemma 8.7 we find \( \dim_k(\Ind \Res M)_0 = n_e - 1 \) by Theorem 8.3.

**Step 2.** If \( p \in C \) then \( \Res p \in \mod(\Gamma^0) \) is not perpendicular to \( V \). Indeed, by the equivalences (8.8) and (8.1) one finds \( \RHom_{\Gamma^0}(\Res p, V) = \RHom_{\Gamma^0}(p, Q) = \RHom_{\Gamma^0}(N_p, Q[1]) \). Thus \( \Ext^1_{\Gamma^0}(\Res p, V) = \Ext^2_{\Gamma^0}(N_p, Q) \). Further, Serre duality (Theorem 2.13) yields \( \Ext^2_{\Gamma^0}(N_p, Q) \cong \Hom_{\Gamma^0}(Q, N_{p+p'}) = \Hom_{\Gamma^0}(Q, N_p') \), which is non-zero by Lemma 6.1(1). This proves Step 2.

**Step 3.** \( \Ind(D'_{(n_e, n_o)}(\Gamma^0)) \subset C_{(n_e, n_o)}(\Gamma) \). Let \( F \in \mathcal{D}'_{(n_e, n_o)}(\Gamma^0) \). Combining Step 2 with Lemmas 8.24, 8.15 and 8.16 we obtain \( \dim_k(\Ind F)_0 = n_e - 1 \). It remains to show \( \Hom_{\Gamma^0}(\Ind F, p) = \Hom_{\Gamma^0}(p, \Ind F) = 0 \) for \( p \in C \). By Lemma 8.9 we have \( p = \Ind \Res p \). Thus \( \Hom_{\Gamma^0}(\Ind F, p) = \Hom_{\Gamma^0}(F, \Res p) = 0 \) and similarly

\[
\Hom_{\Gamma^0}(p, \Ind F) = \Hom_{\Gamma^0}(\Res p, \Res \Ind F) = \Hom_{\Gamma^0}(\Res p, F) = 0
\]

where we have used Lemma 8.15 again.

**Step 4.** \( \Ind \) and \( \Res \) are inverses to each other. This follows from Lemma 8.7. \( \square \)

We further simplify the description of \( D_{(n_e, n_o)} \) as
Theorem 8.23. Let $A = H_c$ be the enveloping algebra. Let $(n_e, n_o) \in N$. The isomorphism classes in $R_{(n_e, n_o)}(A)$ are in natural bijection with the points in the smooth affine variety $D_{(n_e, n_o)}$ of dimension $2(n_e - (n_e - n_o)^2)$ where

$$D_{(n_e, n_o)} = \{ (X, Y, X', Y') \in M_{n_e \times n_o}(k)^2 \times M_{n_o \times n_e}(k)^2 \mid Y'X - X'Y = I \text{ and } \rank(YX' - X'Y - I) \leq 1 \} / \text{Gl}_{n_e}(k) \times \text{Gl}_{n_o}(k)$$

Proof. For $(n_e, n_o) = (0, 0)$ or $(1, 1)$ we refer to Corollaries 3.12, 8.4 to see that $D_{(n_e, n_o)}$ has the description as in the statement of the current theorem. So we may assume $(n_e, n_o) \in N \setminus \{(0, 0), (1, 1)\}$.

Similarly as in Theorem 8.6 we define for any $F \in \text{mod}(\Gamma^0)$ the linear map

$$F(Z_0) = F(Y_2)F(X_3) - F(X_3)F(Y_3)$$

In order to prove the current theorem, it is sufficient to show $D_{(n_e, n_o)}(\Gamma^0)$ has the alternative description

$$D'_{(n_e, n_o)}(\Gamma^0) := \{ F \in \text{mod}(\Gamma^0) \mid \dim F = (n_o, n_e, n_o), F(Z_0) \text{ isomorphism, } \rank(F(Y_3)F(Z_3)^{-1}F(X_2) - F(X_3)F(Z_3)^{-1}F(Y_2) - \text{id}) \leq 1 \}.$$

Indeed, if $D_{(n_e, n_o)}(\Gamma^0) = D'_{(n_e, n_o)}(\Gamma^0)$ then

$$\tilde{D}_{(n_e, n_o)} = \{ F \in \text{Rep}_n(\Gamma^0) \mid F \in D_{(n_e, n_o)}(\Gamma^0) \} = \{ (X, Y, X', Y') \in \text{Rep}_n(\Gamma^0) \mid Z := Y'X - X'Y \text{ isomorphism, } \rank(YZ^{-1}X' - XZ^{-1}Y' - \text{id}) \leq 1 \}.$$

and by $D_{(n_e, n_o)} = \tilde{D}_{(n_e, n_o)} / \text{Gl}_{n}(k)$ the statement of the current theorem will follow.

What remains to prove is $D_{(n_e, n_o)}(\Gamma^0) = D'_{(n_e, n_o)}(\Gamma^0)$. We will do this by showing that the functors Res and Ind define inverse equivalences between $C_{(n_e, n_o)}(\Gamma)$ and $D'_{(n_e, n_o)}(\Gamma^0)$. This is done in the following three steps.

Step 1. Res$(C_{(n_e, n_o)}(\Gamma)) \subset D'_{(n_e, n_o)}(\Gamma^0)$. Let $M \in C_{(n_e, n_o)}(\Gamma)$ and put $F = \text{Res} M$. For convenience we denote $X = M(X_3), X' = M(X_2), X'' = M(X_1)$ (similarly for $Y$). Theorem 8.6 already implies $Z = Y'X - X'Y$ is an isomorphism and $Z' = Y''X' - X''Y'$ is surjective. Thus to show Step 1, what remains to prove is $\rank(YZ^{-1}X' - XZ^{-1}Y' - \text{id}) \leq 1$. From (8.3) we deduce

$$(8.14) \begin{align*}
Y''Y'X - 2Y''X'Y + X''Y'Y &= 0 \\
X''Y'X - 2X''Y'X + Y''X'X &= 0
\end{align*}$$

and these equations may be written as $X''Z = Z'X, Y''Z = Z'Y$. Since $Z$ is an isomorphism we find $X'' = Z'XZ^{-1}$ and $Y'' = Z'YZ^{-1}$. Substitution yields

$$Z' = Y''X' - X''Y' = Z'(YZ^{-1}X' - XZ^{-1}Y')$$

thus $Z'(YZ^{-1}X' - XZ^{-1}Y' - \text{id}) = 0$. As $Z'$ is surjective, it has a one dimensional kernel, completing proof of Step 1.

Step 2. Ind$(D'_{(n_e, n_o)}(\Gamma^0)) \subset C_{(n_e, n_o)}(\Gamma)$. To prove so, let $F \in D'_{(n_e, n_o)}(\Gamma^0)$. We will construct a representation $M$ of $\Gamma$ for which $M \in C_{(n_e, n_o)}(\Gamma)$ and $\text{Res} M = F$. For then, $F \in D_{(n_e, n_o)}(\Gamma^0)$ by Theorem 8.20 hence $\text{Ind} F = M \in C_{(n_e, n_o)}(\Gamma)$. 

Infinite order. Let algebra Weyl algebra. Analogous to the proof of Theorem 8.22 where one uses Lemma 8.24.

\[ \text{Theorem 8.25.} \]

Let \( \mathbb{O} \) be a cubic AS-algebra of generic type A for which \( M^0 \bot Q^0 \) for all \( M \in \mathbb{C}_{(n_e, n_o)}(\Gamma) \).

By the construction of \( M \) we have \( \text{Res} M = F \). This proves Step 2.

**Step 3.** Ind and Res are inverses to each other. This follows from Lemma 8.7.

8.9. **Description of the varieties** \( D_{(n_e, n_o)} \) **for generic type A.** In Theorem 8.22 we have simplified the description of the varieties \( D_{(n_e, n_o)} \) for the enveloping algebra. That such a simplification is possible is due to the fact that there exists a conic object \( Q \) on \( X \) for which \( M^0 \bot Q^0 \) for all \( M \in \mathbb{C}_{(n_e, n_o)}(\Gamma) \).

It is therefore natural to ask if, for general cubic AS-algebras A, there exists a conic object \( Q \) on \( X \) for which \( M^0 \bot Q^0 \) for all \( M \in \mathbb{C}_{(n_e, n_o)}(\Gamma) \) where \( Q \) is independent of \( M \). This is unknown (and probably unlikely). However there is another interpretation. In case of the enveloping algebra we relied on fact \( u^*M \cong \mathcal{O}_X \) for all normalized line bundles \( M \) on \( X \). For generic \( A \) we have

**Lemma 8.24.** Let \( A \) be a cubic AS-algebra of generic type A for which \( \sigma \) has infinite order. There exists \( V \in \text{mod}(\Gamma^0) \) with \( \dim V = (6, 4, 2) \) for which

1. for all \( M \in \mathbb{C}_{(n_e, n_o)}(\Gamma) \) we have \( M^0 \bot V \), and
2. if \( p \in C \) then \( \text{Res} p \) is not perpendicular to \( V \).

**Proof.** Obtained by repeating the arguments in [17, Lemma 5.5.1] where, in the current setting, we pick a degree zero line bundle \( U \) on \( C \) which is not of the form \( \mathcal{O}(0) \) for \( n_e, n_o \in \mathbb{N} \), see Proposition 7.4.

**Theorem 8.25.** Let \( A \) be a cubic AS-algebra of generic type A for which \( \sigma \) has infinite order. Let \( V \in \text{mod}(\Gamma^0) \) be as in Lemma 8.24. Let \( (n_e, n_o) \in N \). The isomorphism classes in \( R(n_e, n_o)(A) \) are in natural bijection with the points in the smooth affine variety \( D_{(n_e, n_o)} \) of dimension \( 2(n_e - (n_e - n_o)^2) \) where

\[
D_{(n_e, n_o)} = \{ F = (X, Y, X', Y') \in M_{n_e \times n_o}(k)^2 \times M_{n_o \times n_e}(k)^2 \mid F \bot V, \text{rank} \begin{pmatrix} aY'Y + cX'X \ bX'Y + aY'X \\ bY'X + aY'Y \ aX'X + cY'Y \end{pmatrix} \leq 2n_o - (n_e - 1) \} / \text{Gl}_0(k)
\]

**Proof.** Analogous to the proof of Theorem 8.22 where one uses Lemma 8.24.

9. **Invariant ring of the first Weyl algebra and proof of Theorem 3**

In this section we show how application of the previous results for the enveloping algebra \( H \) may be used to classify the right ideals of an invariant ring of the first Weyl algebra.
Let \( A = H_c \) denote the enveloping algebra and write \( z = xy - yx \in A_2 \). In the notations of §2.6 the canonical normalizing element \( g \) is given by \( z^2 \in A_4 \) and \( h = z \) is central. Consider the graded algebra \( \Lambda = A[h^{-1}] \), the localisation of \( A \) at the powers of \( h = z \), and its subalgebra \( \Lambda_0 \) of elements of degree zero. It is shown in [5, Theorem 8.20] that \( \Lambda_0 = A_1^{(\varphi)} \), the algebra of invariants of the first Weyl algebra \( A_1 = k < x, y > (xy - yx - 1) \) under the automorphism \( \varphi \) defined by \( \varphi(x) = -x \), \( \varphi(y) = -y \).

For any positive integer \( l \), let \( V_l \) be the \( k \)-linear space spanned by the set \( \{ x^i y^j | i + j \text{ even and } i + j \leq 2l \} \). Then \( k = V_0 \subset V_1 \subset \ldots \) endow \( A_1^{(\varphi)} \) with a positive filtration.

The associated Rees ring \( \text{Rees}(A_1^{(\varphi)}) = \bigoplus_{l \in \mathbb{N}} V_l \) is identified with the subring \( \bigoplus_{l \in \mathbb{N}} V_l t^l \) of the ring of Laurent polynomials \( A_1^{(\varphi)}[t, t^{-1}] \), and identifying \( t = h \) we see the Rees ring of \( A_1^{(\varphi)} \) is isomorphic to \( A^{(2)} \), the 2-Veronese of \( A \). The associated graded algebra \( \text{gr}(A_1^{(\varphi)}) = \bigoplus_{l \in \mathbb{N}} V_l/V_{l-1} \) is isomorphic to \( A^{(2)}/hA^{(2)} = k[x,y]^{(2)} \), the 2-Veronese of the commutative polynomial ring \( k[x,y] \).

Similarly, for a filtered \( A_1^{(\varphi)} \)-module \( M \) we write \( \text{Rees}(M) = \bigoplus_{l \in \mathbb{N}} M_l \), which is isomorphic to an object in \( \text{GrMod}(A^{(2)}) \) and \( \text{gr}(M) = \bigoplus_{l \in \mathbb{N}} M_l/M_{l-1} \) for the associated graded module, identified with an object of \( \text{Mod}(k[x,y]^{(2)}) \).

Write \( \text{Filt}(A_1^{(\varphi)}) \) for the category which objects are the filtered right \( A_1^{(\varphi)} \)-modules and morphisms the \( A_1^{(\varphi)} \)-morphisms \( f : M \rightarrow N \) which are strict i.e. \( N_n \cap \text{im}(f) = f(M_n) \) for all \( n \). Write \( \text{GrMod}(A^{(2)})_h \) for the full subcategory of \( \text{GrMod}(A^{(2)}) \) consisting of the \( h \)-torsion free modules. The exact functor

\[
\text{Rees}(-) : \text{Filt}(A_1^{(\varphi)}) \rightarrow \text{GrMod}(A^{(2)})_h
\]

is an equivalence and \( (\text{Rees}(M)[h^{-1}])_0 \cong M \) for all \( M \in \text{Filt}(A_1^{(\varphi)}) \).

Let \( R(A_1^{(\varphi)}) \) denote the set of isomorphism classes of right \( A_1^{(\varphi)} \)-ideals. Note

\[
R(A_1^{(\varphi)}) = \{ M \in \text{mod}(A_1^{(\varphi)}) | M \text{ torsion free of rank one} \}/ \text{iso}
\]

Performing a similar treatment as in [11, §4] yields

**Proposition 9.1.** The set \( R(A_1^{(\varphi)}) \) is in natural bijection with the isomorphism classes in the full subcategory of \( \text{coh}(\Delta) \) with objects

\[
\mathcal{M} \in \text{coh}(X) | u^* \mathcal{M} \cong \mathcal{O}_\Delta
\]

\[
\text{(9.1)}
\]

**Proof.** We will make use of the following commutative diagram

\[
\begin{array}{ccccccccc}
\text{filt}(A_1^{(\varphi)}) & \xrightarrow{\text{Rees}} & \text{grmod}(A^{(2)}) & \xrightarrow{\pi} & \text{tails}(A^{(2)}) & \xrightarrow{\cong} & \text{tails}(A) \\
\cong & & & & & & & \\
\text{filt}(A_1^{(\varphi)}) & \xrightarrow{\text{gr}} & \text{grmod}(k[x,y]^{(2)}) & \xrightarrow{\pi} & \text{tails}(k[x,y]^{(2)}) & \xrightarrow{\cong} & \text{tails}(k[x,y])
\end{array}
\]

Let \( \mathcal{M} \in \text{coh}(X) \) for which \( u^* \mathcal{M} \cong \mathcal{O}_\Delta \). It follows from Remark 7.6 and §3.3 that \( \mathcal{M} = \pi \mathcal{M} \) for some \( M \in \text{grmod}(A) \) which is torsion free of rank one (and therefore critical). Thus \( M[h^{-1}]_0 \) is a critical rank one object i.e. \( M[h^{-1}]_0 \in R(A_1^{(\varphi)}) \). To show this correspondence \( \mathcal{M} \mapsto M[h^{-1}]_0 \) is bijective it suffices to give its inverse.
Let $M \in \text{mod}(A_1^{(\varphi)})$ be torsion free of rank one and let us fix, temporarily, an embedding of $M$ as an ideal of $A_1^{(\varphi)}$. The filtration $V_i$ on $A_1^{(\varphi)}$ induces a filtration $M_i = M \cap V_i$ on $M$. Let us still write $M$ for the associated object in $\text{filt}(A_1^{(\varphi)})$.

Arguing on the bottom half of (9.2) it follows that $\text{gr}(M) \subset k[x, y]^{(2)}$ is a homogeneous ideal and writing $\mathcal{M} \in \text{tails}(k[x, y]) = \text{coh}(\Delta)$ for the image of $\pi \text{gr}(M)$ we deduce $\mathcal{M} \subset \mathcal{O}_\Delta$. As the quotient $\mathcal{O}_\Delta / \mathcal{M}$ has rank zero it is finite dimensional i.e. of the form $\mathcal{O}_D$ for some divisor $D$ on $\Delta$ of degree $d = \deg D \geq 0$. Thus $\mathcal{M} \cong \mathcal{O}_\Delta(-D)$. Redefine the filtration on $M$ by $M^0 := M_{l+d}$ and write $M^0$ for the associated object in $\text{filt}(A_1^{(\varphi)})$. Repeating the arguments we now find $M^0 \cong \mathcal{O}_\Delta$. By the commutativity of the diagram (9.2), $M^0$ now corresponds to an object $M^0 \in \text{tails}(A)$ for which $u^* M^0 \cong \mathcal{O}_\Delta$. This finishes the proof. \hfill \□

We may now prove Theorem 3.

\textbf{Proof of Theorem 3.} Combine Theorem 8.23, Proposition 9.1 and Remark 7.6. \hfill \□

10. Filtrations of line bundles and proof of Theorem 4

Let $A$ be an elliptic cubic AS-algebra for which $\sigma$ has infinite order. The following analogue of [17, Lemma 5.6.5] shows how to reduce the invariants of a line bundle.

\textbf{Lemma 10.1.} Assume $k$ is uncountable and $\sigma$ has infinite order. Let $(n_e, n_o) \in N$ such that $(n_e - 1, n_o - 1) \in N$. Let $I \in \mathcal{R}_{(n_e, n_o)}(X)$. Then there exists a conic object $Q$ on $X$ for which $\text{Ext}^1_X(Q(1), I(-2)) \neq 0$. If $J = \pi J$ is the middle term of a corresponding non-trivial extension and $J^{**} = \pi J^{**}$ then $J^{**} \in \mathcal{R}_{(n_e, n_o)}(X)$ with $m_e < n_e, m_o < n_o$. Furthermore $J^{**} / I(-2)$ is a shifted conic object on $X$.

\textbf{Proof.} We have $\text{Ext}^1_X(Q(1), I(-2)) \cong \text{Ext}^1_X(I(-2), Q(-3))' = \text{Ext}^1_X(I, Q(1))'$ and $\text{Ext}^1_X(I, Q(-1))' \cong \text{Hom}_X(Q(-1), I(-4))' = 0$ by Theorem 2.13 (Serre duality). Thus $\chi(I, Q(-1)) = 0$ shows $\dim \text{Hom}_X(I, Q(-1)) = \dim \text{Ext}^1_X(I, Q(-1))$. Hence it follows from Proposition 8.13 there exist a conic object $Q$ for which $\text{Ext}^1_X(Q(1), I(-2)) \neq 0$.

Let $J = \pi J$ be the middle term of a non-trivial extension of $I(-2)$ by $Q(1)$. It is easy to see $J$ is torsion free, see for example [17, Lemma 5.6.5]. A computation yields $[I(-2)] = [O] - 2(n_e - n_o)[S] + (n_e - n_o - 1)[Q] - n_o[\mathcal{P}]$ hence $[J] = [O] - 2(n_e - n_o)[S] + (n_e - n_o)[Q] - (n_o - 1)[\mathcal{P}]$. Thus $J$ is normalized with invariants $(n_e - 1, n_o - 1)$.

By [5, Corollary 4.2] $\text{GKdim} J^{**} / J \leq 1$. As $\sigma$ has infinite order, any zero dimensional object on $X$ admits a filtration by shifted point objects [5]. Hence $[J^{**} / J] = c[\mathcal{P}]$ for some $c \geq 0$ and therefore $[J^{**}] = [O] - 2(n_e - n_o)[S] + (n_e - n_o)[Q] - (n_o - c - 1)[\mathcal{P}]$. Thus $J^{**} \in \mathcal{R}_{(m_e, m_o)}(X)$ where $m_o = n_o - c - 1 < n_o$ and $m_e = n_e - c - 1$. Let $N = J^{**} / I(-2)$. Then $N$ is pure and furthermore we have $[N] = [Q] + (c + 1)[\mathcal{P}]$. Thus $c(N) = 1$. Moreover $Q \subset N$ and $N / Q$ is zero dimensional. By Lemma 6.6 $N$ is a shifted conic object on $X$. \hfill \□

\textbf{Theorem 10.2.} Assume $k$ is uncountable. Let $A$ be an elliptic cubic AS-algebra and assume $\sigma$ has infinite order. Let $(n_e, n_o) \in N$ and $l$ as in (4.4). Let $I \in \mathcal{R}_{(n_e, n_o)}(X)$. Then there exists an integer $m$, $0 \leq m \leq l$ together with a filtration of line bundles $I_0 \supset I_1 \supset \cdots \supset I_m = I(-2l)$ on $X$ with the property that the $I_i / I_{i+1}$ are shifted conic objects on $X$ and $I_0$ has invariants $(m_e, m_o) = (n_e - l, n_o - l)$. 
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Proof. By Lemma 10.1, (4.4) and downwards induction on $l$. □

We end with the proof of Theorem 4 from the introduction.

Proof of Theorem 4. The first part of Theorem 4 is due to Theorem 10.2 and the equivalence $R(A) = \prod_{(n_c,n_o) \in N} R_{(n_c,n_o)}$ from §3.3. Proposition 4.3 implies $I_0 = \omega I_0$ having a minimal resolution of the form (1.1). By Proposition 4.3 and Remark 4.4, $I_0$ and $\mathcal{I}_0$ are up to isomorphism uniquely determined by $(m_c, m_o)$, and therefore by $(n_c, n_o)$. This finishes the proof. □

Remark 10.3. By Remarks 8.18 and 8.19 we do not need the hypothesis $k$ is uncountable in Theorem 10.2 in case $A = H_c$ is the enveloping algebra or $A$ is of generic type $A$ and $\sigma$ has infinite order. Furthermore it follows from Proposition 5.1 that Theorem 10.2 is (trivially) true in case $A$ is a linear cubic AS-algebra, again without the hypothesis $k$ is uncountable.

APPENDIX A. HILBERT SERIES OF IDEALS UP TO INVARIANTS (3,3)

Let $A$ be a cubic Artin-Schelter algebra, and let $I$ be a normalized rank one torsion free graded right $A$-module of projective dimension one with invariants $(n_c, n_o)$. According to Theorem 2 the Hilbert series of $I$ has the form

$$h_I(t) = \frac{1}{(1-t)^2(1-t^2)} - \frac{s_I(t)}{1 - t^2}$$

where $s_I(t)$ is a Castelnuovo polynomial of even weight $n_c$ and odd weight $n_o$. For $n_c \leq 3$, $n_o \leq 3$ we list the possible Hilbert series for $I$, the corresponding Castelnuovo polynomial, the possible minimal resolutions and $\dim_k \Ext^1_A(I, I)$.

| $(n_c, n_o)$ | $h_I(t)$ | $s_I(t)$ | $\dim_k \Ext^1_A(I, I)$ |
|-------------|-----------|----------|-------------------------|
| $(0, 0)$    | $1 + 2t + 4t^2 + 6t^3 + 9t^4 + 12t^5 + \ldots$ | 0         | 0 → $A$ → $I$ → 0       |
| $(1, 0)$    | $2t + 3t^2 + 6t^3 + 8t^4 + 12t^5 + 15t^6 + \ldots$ | 1         | 0 → $A(-2)$ → $A(-1)^2$ → $I$ → 0 |
| $(1, 1)$    | $t + 3t^2 + 5t^3 + 8t^4 + 11t^5 + 15t^6 + \ldots$ | 1 + $t$  | $\dim_k \Ext^1_A(I, I) = 2$ |
| $(1, 2)$    | $t + 2t^2 + 5t^3 + 7t^4 + 11t^5 + 14t^6 + \ldots$ | 1 + $t$  | $\dim_k \Ext^1_A(I, I) = 2$ |
| $(2, 1)$    | $t + 2t^2 + 5t^3 + 7t^4 + 11t^5 + 14t^6 + \ldots$ | 1 + $t$  | $\dim_k \Ext^1_A(I, I) = 2$ |

$\omega I_0$ is of uncountable.
| $(n_c, n_o)$ | $h_I(t)$ | $s_I(t)$ | $\dim_k \text{Ext}_A^1(I, I)$ | $0 \to A(-4) \to A(-2)^2 \to I \to 0$ | $0 \to A(-3) \oplus A(-4) \to A(-2)^2 \oplus A(-3) \to I \to 0$ |
|----------|----------|----------|-----------------|-------------------------------------|------------------------------------------------|
| $(2, 2)$  | $t^2 + 4t^3 + 7t^4 + 10t^5 + 14t^6 + \ldots$ | $1 + 2t + t^2$ | 4 | $0 \to A(-5) \to A(-1) \oplus A(-4) \to I \to 0$ |
| $(2, 3)$  | $t^2 + 3t^3 + 7t^4 + 9t^5 + 14t^6 + \ldots$ | $1 + 2t + t^2 + t^3$ | 2 | $0 \to A(-6) \to A(-5) \to A(-2)^2 \oplus A(-4) \to I \to 0$ |
| $(3, 2)$  | $t^2 + 4t^3 + 6t^4 + 10t^5 + 13t^6 + \ldots$ | $1 + 2t + 2t^2$ | 4 | $0 \to A(-5) \to A(-2) \oplus A(-3)^2 \to I \to 0$ |
| $(3, 3)$  | $t^2 + 3t^3 + 6t^4 + 9t^5 + 13t^6 + \ldots$ | $1 + 2t + 2t^2 + t^3$ | 6 | $0 \to A(-5) \to A(-2) \oplus A(-3) \to I \to 0$ |
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