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Abstract—Occlusions caused by a robot’s own body is a common problem for closed-loop control methods employed in eye-to-hand camera setups. We propose an optimization-based reactive controller that minimizes self-occlusions while achieving a desired goal pose. The approach allows coordinated control between the robot’s base, arm and head by encoding the line-of-sight visibility to the target as a soft constraint along with other task-related constraints, and solving for feasible joint and base velocities. The generalizability of the approach is demonstrated in simulated and real-world experiments, on robots with fixed or mobile bases, with moving or fixed objects, and multiple objects. The experiments revealed a trade-off between occlusion rates and other task metrics. While a planning-based baseline achieved lower occlusion rates than the proposed controller, it came at the expense of highly inefficient paths and a significant drop in the task success. On the other hand, the proposed controller is shown to improve visibility to the line target object(s) without sacrificing too much from the task success and efficiency. Videos and code can be found at: rhys-newbury.github.io/projects/vmc/.

I. INTRODUCTION

Traditionally, visual sensing and robotic manipulation are combined in an open-loop fashion by first “looking” and then “moving” [1]. Open-loop control is popular due to its simplicity, especially for fixed-base, high-accuracy manipulators operating in static environments [2], [3]. On the other hand, closed-loop control methods such as visual servoing aim to increase the accuracy of the manipulation task by utilizing continuous sensor feedback, and are also robust to dynamically changing environments [4]. Closed-loop vision-based controllers depend on continuous feedback of the target’s position. Therefore, losing visibility of the target is detrimental to the controller performance, which can be caused either by the target being outside the camera’s field-of-view (FoV) or if another object occludes the line-of-sight (LoS) between the camera and the target.

One class of occlusions is self-occlusions, which we define to be LoS occlusions caused by the robot’s own linkages. Examples of self-occlusions are shown in the left column of Fig. 1. Most state-of-the-art approaches to closed-loop manipulation do not explicitly address the self-occlusion problem. A common way to avoid the self-occlusion problem is to use eye-in-hand camera setups which enables an unobstructed view from the end-effector. However, eye-in-hand setups suffer from minimum sensing distance limitations of depth cameras [5] or may not be suitable in situations where global information of the workspace is required [6]. In these cases, fixed eye-to-hand camera setups, or cameras mounted onto a link relatively far from the end-effector, such as a robotic head, are preferred.

Using the redundant degrees of freedom (DoF) of a robotic manipulator, it is possible to perform the task of controlling the manipulator to a target while simultaneously avoiding self-occlusions. For complex robotic systems which include a mobile base or a camera mounted onto an independently controllable end-effector, additional redundant DoFs can be exploited to improve controller performance.

In this paper, we present an optimization-based reactive controller, which aims to maximize the visibility to target(s) by minimizing self-occlusions, while simultaneously reaching a goal configuration. Our work extends the framework of [7]. An objective function is constructed for a robot to perform a reaching task that aims to keep the target in sight and avoid self-occlusions, while keeping the robot away from singularities and joint limits. The controller then solves for the joint velocities that minimize this objective function at each time-step using a quadratic program (QP).

The contributions of this paper are as follows:

• An optimization-based task-space controller to avoid self-occlusions. Our approach generalizes to stationary robot arms as well as mobile manipulators, stationary and controllable camera configurations, and stationary...
or moving objects. The proposed approach achieves coordinated control between a mobile base, robotic arm, and camera, including branched controlled camera configurations.

- Simulated and real-world experiments that validate the performance of the proposed algorithm.

II. RELATED WORK

A. Task-Space Control

Task-space (or operational-space) control formulates the control objective in the task-space of the robot. For redundant robotic manipulators, it is possible to perform multiple tasks simultaneously using the redundant DoFs, such as avoiding collisions with obstacles [8] or maximizing manipulability [9], while simultaneously reaching towards a goal.

There are two main ways to perform task-space control in the literature: stack-of-tasks or an optimization-based approach. The stack-of-tasks approach produces an analytic solution which projects secondary tasks into the null space of a primary task [8]. The optimization-based approach relaxes the strict hierarchy of tasks, and instead combines all tasks into a single optimization problem where each task can be weighted independently [10]. The stack-of-tasks approach guarantees a strict order of priority for tasks, however, it is difficult to directly enforce inequality constraints, such as collision avoidance [11]. A potential field method is a common way to model inequality constraints for stack-of-tasks approaches, however, it does not guarantee that the inequality constraints are satisfied, and can lead to intractable problems in complex environments [12].

Our work uses an optimization-based approach to directly incorporate self-occlusion inequality constraints, and to balance competing objectives to achieve desirable behaviors for different scenarios.

B. Occlusion Avoidance

In papers that address the occlusion avoidance problem, the most common problem definition is to avoid occlusions caused by other stationary or moving objects blocking an object of interest from the camera [13–15]. FoV constraints are also commonly incorporated into visual servoing controllers, either implicitly through controlling the camera towards the target [14], or explicitly by modeling the FoV boundaries as constraints [13]. Another common class of problems are when the object itself partially occludes its own feature points from the camera [16].

A less explored problem class is self-occlusions, which occur when the robotic linkages block the LoS to an object. Compared to other occlusion types, this problem is unique because, in addition to controlling the camera to avoid occluded viewpoints, the robot link causing the occlusions can also be controlled. There are a few previous works that consider the self-occlusion problem. In [17], self-occlusion avoidance is implemented as an application of self-collision avoidance. A stack-of-tasks approach is used where self-collisions are modeled using a potential field method. Similarly, [18] also uses a stack-of-tasks controller, but instead projects the gradient of an occlusion-avoiding objective function into the null space of higher-order tasks. In [19], a model predictive controller (MPC) is presented which can explicitly impose a minimum distance between the robotic arm and LoS in task-space. However, an MPC typically requires a pre-planned trajectory, and is formulated as a complex optimization problem which is computationally demanding particularly for high DoF robotic systems [20]. FoV criteria are incorporated in [18] and [19] in image-space and task-space respectively to ensure the target object remains in frame of the camera.

Our work differs from these previous works in a few ways. Firstly, we achieve self-occlusion avoidance by using a weighted optimization task-space controller, which as opposed to stack-of-tasks approaches allows the controller to smoothly transition between motion towards the target and self-occlusion avoidance, and is able to directly incorporate self-occlusion avoidance inequality constraints. Secondly, prior self-occlusion avoidance works are restricted to a single stationary target object. Our approach is able to account for both multiple objects and moving objects. Thirdly, we apply our approach to different robotic platforms, and empirically measure the benefits that self-occlusion avoidance brings for closed-loop visual servoing.

III. ROBOT MODEL

We model the robot as a mobile manipulator with a controllable eye-to-hand camera mounted onto the mobile base. This framework can easily generalize to simpler cases by removing DoFs of the system. Important reference frames include the world frame $F_w$, the mobile base frame $F_b$, the robotic manipulator end-effector frame $F_e$, the camera head frame $F_c$, and the target frame $F_t$, as depicted in Fig. 2.

In the following, we denote $aT_b \in SE(3)$, $aR_b \in SO(3)$, and $t_b^w \in \mathbb{R}^3$ as the transformation, rotation, and translation from frame $F_a$ to frame $F_b$, respectively. The unit vectors $a x \in \mathbb{R}^3$, $a y \in \mathbb{R}^3$, and $a z \in \mathbb{R}^3$ represent the basis vectors corresponding to the coordinates of frame $F_a$.

The pose of the mobile base $^{w}T_b$ is described by its coordinates $(x_b, y_b)$ and rotation $\theta_b$. To describe the kinematics of the base, a virtual base frame $F_{v}$ is introduced to model infinitesimal rotations $\delta_\theta$ and translations $\delta_x, \delta_y$ about the base $B$. The infinitesimal transforms allow for the base to be included in the holonomic differential kinematics of the mobile manipulator. The forward kinematics of the mobile base can

![Fig. 2: The mobile manipulator is divided into four key frames, including the base frame $F_b$, end-effector frame $F_e$, camera frame $F_c$, and target frame $F_t$. The dashed ray models the LoS of the camera. Red, green, and blue represent the $x$, $y$, and $z$ axes of each frame respectively.](image-url)
be expressed as
\[ wT_b = wT_b(x_b, y_b, \theta_b) bT_b(q_b), \]  
where \( q_b \in \mathbb{R}^3 \) and \( \|q_b\| \to 0 \), where \( \beta \) is the number of degrees of freedom for the robotic base. For a non-holonomic base which can only translate forwards along the \( b x \)-axis \( q_b = [\theta, \delta_x]^T \in \mathbb{R}^2 \).

The forward kinematics of the end-effector and camera can subsequently be derived relative to the base frame, and expressed as
\[ wT_e = wT_b(x_b, y_b, \theta_b, q_b) bT_e(q_e, q_c), \]  

\[ wT_e = wT_b(x_b, y_b, \theta_b, q_b) bT_e(q_e, q_c), \]

where \( q_e \in \mathbb{R}^n \) and \( q_c \in \mathbb{R}^m \) represent the joint variables of the robotic arm and camera head respectively, and \( n \) and \( m \) are the number robotic arm joints and camera head joints respectively. These equations account for branched controlled camera configurations where the manipulator and camera head joints may be coupled. Using the approach in \[21\], the differential kinematics of the end-effector and camera are described by
\[ \nu_e = J_e(x_b, y_b, \theta_b, q_e) \dot{q} \]  
\[ \nu_e = J_e(x_b, y_b, \theta_b, q_c), \]
where \( q = [q_e, q_c]^T \) are all of the joints of the robot, \( \nu_e = [v_x, v_y, v_z, \omega_x, \omega_y, \omega_z]^T \in \mathbb{R}^6 \) is a 6D twist, and \( J_e \in \mathbb{R}^{6 \times N} \) and \( J_c \in \mathbb{R}^{6 \times M} \) represent the Jacobian of the end-effector and the camera respectively, where \( N = \beta + n + m \). These Jacobians can be decomposed into their linear \( J^v \) and angular \( J^\omega \) components, such that \( J = [J^v, J^\omega]^T \).

### IV. VISIBILITY MAXIMIZING CONTROLLER

The proposed reactive Visibility Maximizing Controller (VMC) is an extension of the holistic controller presented in \[7\]. It is expressed as the following QP
\[ \min_{\dot{q}, \epsilon} \frac{1}{2}(q^T \Lambda_q \dot{q} + \epsilon^T \Lambda_\epsilon \epsilon) - (J_e^{m})^T q_c - \theta \delta_b \]  
subject to
\[ J_e \dot{q} - \epsilon_v = \nu_e \]  
\[ J_e^{m} \dot{q} - \epsilon_c = \omega_e \]  
\[ \nu_l(q) \leq \xi \frac{\mu_l - \mu_s}{\mu_l - \mu_s}, \quad l = 1, \ldots, n \]  
\[ \dot{\nu}_l(q) - \epsilon_v \leq \xi \frac{d_l - d_s}{d_l - d_s}, \quad l = 1, \ldots, n \]  
\[ \dot{\nu}_l(q) - \epsilon_v \leq \xi \frac{d_l - d_s}{d_l - d_s}, \quad l = 1, \ldots, n \]  
\[ \epsilon_v \geq 0, \]  
where \( \epsilon = [\epsilon_v^T, \epsilon_c^T, \epsilon_v^T] \) are slack variables used to model soft constraints, and \( \Lambda_{q,l} \) are positive diagonal weight matrices described in more detail in Sec. IV-D.

From \[7\], VMC incorporates joint velocity minimization, manipulability maximization, and base orientation objectives \( [4a] \), where \( J_e^{m} \) is the manipulability matrix of the robotic arm described in \[9\] and \( \theta \) is the angle between the base orientation and the end-effector. An end-effector velocity control constraint \( [4b] \) moves the end-effector towards a target destination, where \( \nu_e \) is the twist which drives the end-effector in a straight line towards the goal. Joint limit constraints \( [4f] \) formulated as a velocity damper where \( \eta \in \mathbb{R}_+ \) adjusts the aggressiveness of the velocity damper, \( \rho_i \) is the distance from the nearest joint limit, \( \rho_s \) is the influence distance at which the velocity damper becomes active, and \( \rho_s \) is the minimum distance allowed from the joint limit, and joint velocity limit constraints \( [4g] \) where \( \dot{q}^- \) and \( \dot{q}^+ \) are the minimum and maximum joint limits respectively, are also adopted. From \[10\], VMC also incorporates obstacle avoidance constraints \( [4d] \), where \( \varepsilon \in \mathbb{R}^+ \) adjusts the aggressiveness of the velocity damper, \( \mu_l \) is the distance between the obstacle and robotic arm, \( \mu_s \) is the influence distance, \( \mu_s \) is minimum distance allowed by the constraint, and \( \nu_l(q) \) is the rate of change of \( \mu_l \).

To achieve the desired occlusion avoidance behavior, the following novel additions are made to the QP. Sec. IV-A introduces the FoV occlusion avoidance constraint \( [4a] \) and Sec. IV-B introduces the self-occlusion avoidance constraints \( [4c] \). Furthermore, a method to relax the end-effector angular velocity equality constraint corresponding to the last three rows of \( [4b] \) into an inequality constraint is presented in Sec. IV-C to allow for more flexible motion of the robot.

#### A. FoV Occlusion Avoidance

When the camera is mounted onto a controllable end-effector or head, it should be controlled to always point towards the target so that it remains within the camera’s FoV. This criteria can be specified as the following desired angular velocity of the camera
\[ \omega_e = \chi \Phi(x, t^c_i), \]
where \( \chi \in \mathbb{R}_+ \) is a positive gain value, \( t^c_i \) is the vector from the camera frame to the target frame, and \( \Phi : \mathbb{R}^3 \times \mathbb{R}^3 \to \mathbb{R}^3 \) is a function which finds the shortest combination of rotations about the \( x, y, \) and \( z \)-axes from the first vector to the second.

The method used to control the end-effector in \[7\] is used to control the camera to achieve this angular velocity. This is done by introducing the soft equality constraint
\[ J_e^{m} \dot{q} - \epsilon_e = \omega_e, \]
where \( \epsilon_e \in \mathbb{R}^3 \) are slack variables for the camera angular velocity, while simultaneously minimizing the magnitude of joint velocities in the objective function. Coordinated control between the camera and the rest of the robot is achieved by incorporating camera control and end-effector control constraints into the same QP.

#### B. Self-Occlusion Avoidance

To prevent the robotic manipulator from intruding into the camera’s FoV and occluding the target, the LoS between the camera and object is treated as a collision. The collision avoidance method between an obstacle and the robot from \[10\] is extended for this application. By treating the LoS similarly to an additional robotic linkage, the avoiding the LoS is analogous to a self-collision avoidance problem.
such that the distance is a function of the joint velocities. From (9) and (10), the rate of change of the distance can be expressed as

\[ \dot{d} = \hat{n}_{av}^\top (\dot{p}_a - \dot{p}_v), \]

where \( \hat{n}_{av} \) is the unit vector pointing from \( p_a \) to \( p_v \). As \( p_a \) is a point on the robotic manipulator, its velocity can be expressed using the differential kinematics (3)

\[ \dot{p}_a = J^v_a \dot{q}, \]

where \( J^v_a \) is the Jacobian relating the linear velocity of the point \( p_a \) on the robotic manipulator to the robot’s joint velocities.

The LoS can be treated as a linkage extending between the camera frame \( F_c \) and the target frame \( F_t \). The velocity \( \dot{p}_v \) can be found using superpositioned similar triangles shown in Fig. 3 as

\[ \dot{p}_v = \kappa J^v_{av} \hat{q} + (1 - \kappa) \dot{p}_t, \quad \kappa = \frac{\|p_v - p_t\|}{\|p_e - p_t\|}, \]

From (9) and (10), the rate of change \( \dot{d} \) can be expressed as a function of the joint velocities.

A velocity damper [22] is used to impose a constraint on \( \dot{d} \) such that the distance \( \dot{d} \) between two collision objects never drops below a stopping distance \( d_s \), by enforcing a limit on \( \dot{d} \) which approaches zero as \( \dot{d} \) approaches \( d_s \). This takes the form

\[ \dot{d}_l \leq \frac{d_l - d_s}{d_l - d_s}, \quad l = 1, \ldots, n, \]

where \( d_l \) is the influence distance at which the velocity damper becomes active, and \( \zeta \in \mathbb{R}_+ \) adjusts the aggressiveness of the velocity damper. A separate constraint exists for each linkage. Substituting in (9), (9) and (11) gives

\[ \hat{n}_{av}^\top (J^v_a - \kappa J^v_e) \hat{q} - \epsilon_v \leq \frac{d - d_s}{d_l - d_s} + (1 - \kappa) \hat{n}_{av}^\top \dot{p}_t, \]

for each linkage. This inequality is formulated as a soft constraint using the slack variable \( \epsilon_v \), as the end-effector will eventually need to enter the LoS to the object when grasping it.

This method is easily generalizable to situations where occlusion avoidance is desired for multiple objects by modeling multiple LoS to each object. Introducing a new slack variable for each additional object encourages the controller to avoid occluding as many obstacles as possible.

### C. End-Effector Orientation

The end-effector objective [25] is originally defined in [7] to move to a specified end-effector orientation. However, in situations where end-effector orientation is not important for the success of the task, the end-effector angular velocity constraints can be removed, which frees up the robotic manipulator’s DoF to give it a better chance to perform occlusion avoidance. This can be particularly advantageous for static-base robotic manipulators and static cameras which typically have fewer DoF. However, it can still be advantageous to constrain the orientations of the end-effector. For example, for top-down grasping, the end-effector must point downwards to avoid collisions with the table.

This constraint is modeled as restricting the forward-facing gripper axis \( g_x \) within a specified cone defined by its half-apex angle \( \psi_{\Delta} \) and normal vector \( \hat{n}_{\Delta} \), as shown in Fig. 4. The angle \( \psi \) from \( \hat{n}_{\Delta} \) to \( g_x \), and the axis \( \hat{n}_{\psi} \) of this angle are found as

\[ \psi = \cos^{-1}(\hat{n}_{\Delta}^\top g_x), \quad \hat{n}_{\psi} = \hat{n}_{\Delta} \times g_x. \]

The velocity of \( \psi \) can be related to the joint velocities as

\[ \dot{\psi} = \hat{n}_{\psi}^\top \hat{n}_{\psi} \omega_c = \hat{n}_{\psi}^\top J^w_{\psi} \dot{\hat{q}}. \]

Subsequently, a velocity damper of the form (11) can be formed to constrain \( \psi \) to be within the specified cone.

\[ \hat{n}_{\psi}^\top J^w_{\psi} \dot{\hat{q}} \leq \frac{\cos(\psi) - \cos(\psi_{\Delta})}{1 - \cos(\psi_{\Delta})}. \]

In addition to constraining the direction the gripper points in, for tasks such as top-down grasping, it is also advantageous to ensure the \( g_y \) axis is parallel to the grasping surface (the world \( xy \) plane). This is equivalent to enforcing a perpendicularity constraint between \( g_y \) and \( w_z \). Using a similar derivation that found (15), we can model this as the following equality constraint

\[ (w_z \times g_y)^\top J^w_{\psi} \dot{\hat{q}} - \epsilon_{\phi} = c \ w_z^\top g_y, \]
where \( c \in \mathbb{R}_+ \) is a gain to adjust the aggressiveness of the constraint, and \( \epsilon_\phi \in \mathbb{R} \) is a slack variable.

### D. Objective Weighting

The objective function is weighted to achieve additional desirable behaviors. The same methods used in \cite{7} to prioritize the base DoF when far away from the target and to prioritize the arm DoF when close to the target, as well as to eliminate steady-state error of the end-effector arising due to the presence of the slack variables, are adopted in VMC’s objective function.

Specific to the self-occlusion problem, the most significant conflict in VMC’s objectives is between end-effector control and self-occlusion avoidance, particularly for grasping scenarios when the end-effector must eventually reach into the LoS to grasp the target object. This may result in local minima when the end-effector must eventually reach into the LoS and self-occlusion avoidance, particularly for grasping scenarios (summarized in Table \ref{table:scenarios}) to validate the generalizability of the proposed approach, with variations on the robot platform, camera setup, and the number of objects the robot is required to avoid occluding.

| Experiment | Task(Sim) | Task(Real) | Robot | Object | # Objs |
|------------|---------|---------|-------|--------|-------|
| Fixed-Base | Reach   | Reach   | Fixed | Fixed  | 5     |
| Moving Object | Track | Track | Fixed | Moving | 1     |
| Mobile Manip. | Reach | Grasp | Mobile | Fixed | 1     |

**TABLE I: Experiment scenarios**

Simulated and real-world experiments are conducted for each scenario. Simulations are run in the Swift Simulator\footnote{https://github.com/jhavl/swift} where the robot has perfect knowledge of the world state. For real-world experiments, the robot state is estimated using internal joint sensors, and additionally base odometry for experiments involving a mobile manipulator. Objects are detected using an RGB-D sensor with a simple color segmentation and point cloud clustering algorithm. In real-world experiments, all approaches model the table that the objects are on as a collision object that must be avoided. ROS is used to facilitate the communication between the robot and sensors. All approaches are implemented in Python using the Robotics Toolbox library \footnote{https://github.com/ompl/ompl}.

Parameters for VMC are tuned separately for each scenario. The performance of VMC is compared against various reactive and planning baseline controllers. These include:

- **NEO \cite{10}**: A reactive controller baseline that does not consider occlusion avoidance.
- **MoveIt**: A planning baseline using the default OMPL planner that does not consider occlusion avoidance.
- **MoveIt+**: A planning baseline that considers self-occlusion avoidance. This is implemented by modeling the LoS as cylindrical collision objects in MoveIt. To improve the plan success rate, a heuristic method is used where the LoS to the grasp object is gradually retracted from the grasp object until a plan is successfully generated.

We note that the reactive approaches are automatically at a disadvantage compared to planning methods, due to their single-step horizon, hence should be considered as a separate category. In experiments where the object is static (Sec. \ref{exp:fixed-base} and Sec. \ref{exp:tracking}), we compare our results to the planning methods only as a reference. For moving object experiments (Sec. \ref{exp:tracking}), the planning baselines cannot be used since the tracking of a moving object requires real-time control.

**A. Experiment 1: Fixed-Base Manipulation**

A Franka Emika Panda serial manipulator is tasked with top-down grasping a single specified object in an environment with 4 other objects that the robot is also required to avoid occluding. The robotic arm always begins in a fixed home position, with a static eye-to-hand camera positioned above the robot to obtain a birds-eye-view of the environment. VMC for this task is implemented by removing the base and camera degrees of freedom from the robotic model introduced in Sec. \ref{sec:robot_model}. The end-effector orientation is constrained using the method described in Sec. \ref{sec:occlusion}. For baseline methods, the end-effector grasp orientation is constrained to be top-down, with the gripper perpendicular to the vector between the robotic base and grasp object.

**Simulation experiments**: The object and camera positions are randomized for each scenario. The camera position is...
run, where the object moves at position, with a static eye-to-hand camera positioned above the row. Similar to Experiment 1, the robot begins in a fixed home is moved using an XY table system shown in Fig. 1, middle 1 are used.

The same end-effector orientation requirements as Experiment 1 are provided. A Franka Emika Panda is tasked with moving to a pre-grasp pose 10 cm above the object before moving straight down towards the final grasp pose.

Real-world experiments: 10 different scenarios shown in Fig. 5 are used, with a fixed camera position. A Kinect v1 RGB-D camera is used to track the objects. The controllers are tasked with moving to a pre-grasp pose 10 cm above the object before moving straight down towards the final grasp pose.

Metrics:

- Occlusion (%): Percentage of frames in which the object is occluded, over all frames for the robot’s trajectory, averaged over 5 objects.
- Task time (s): Time in seconds elapsed to reach the final desired pose, considered only for successful trials.
- Success (%): The percentage of trials in which the end-effector successfully reached the final desired pose.

B. Experiment 2: Moving Object Tracking

A Franka Emika Panda is tasked with tracking a single moving object by keeping its gripper 30 cm above the object. The same end-effector orientation requirements as Experiment 1 are used.

In order to conduct repeatable experiments, the target object is moved using an XY table system shown in Fig. 1 middle row. Similar to Experiment 1, the robot begins in a fixed home position, with a static eye-to-hand camera positioned above the robot. 10 fixed trajectories are created for the object to follow, as shown in Fig. 6. For each trajectory, two experiments are run, where the object moves at 50 mm/s and 100 mm/s. VMC for this task is implemented similarly to Experiment 1.

Simulation experiments: The camera positions are randomized (as described in Experiment 1), and a series of affine transformations (scaling, rotation, translation and skew) are applied to the path. All transformation are designed to keep the trajectory within workspace bounds. We assume that the controller can perfectly detect the position and velocity of the object, regardless of whether it is under occlusion.

Real-world experiments: 20 trials per controller are run (10 trajectories × 2 speeds). Whenever the camera loses sight of the object due to occlusions, we assume it is positioned at the last observed location.

Metrics:

- Occlusion (%): Percentage of frames in which the object is occluded, over all frames for the robot’s trajectory.
- Perception Error (mm): The mean $xy$-distance between the measured position of the object and the ground-truth position. Only defined for real-world experiments since we assume perfect perception in simulation.
- Tracking error (mm): The mean $xy$-distance between the end-effector position and the object position.

C. Experiment 3: Mobile Manipulation

A Fetch Mobile Manipulator, which consists of a non-holonomic mobile base and a Primesense Carmine RGB-D camera mounted within the 2 DoF head, is tasked with grasping an object (real) or reaching to it (sim). The robot’s base begins at a distance away from the target object, and does not necessarily begin pointing towards the object. The Fetch must therefore utilize both its base and arm together to navigate towards, and grasp or reach, the object.

VMC for this task is implemented using the full robot model described in Sec. III. The end-effector is tasked to reach a specific end-effector orientation. The NEO baseline is similarly modified for a mobile manipulator platform [7]. Two methods for camera control are additionally applied for NEO, and treated as separate baselines. The first method is to incorporate coordinated camera control (CCC) using the method in Sec. IV-A. The second method is to incorporate independent camera control (ICC) using a simple proportional controller to control the camera head joints. The MoveIt baselines are implemented by sequentially rotating the base towards the object, driving the base forwards, then using MoveIt to plan a grasp trajectory once the base has stopped. The same ICC method is used throughout the robot’s trajectory.

Simulation Experiments: The robot is tasked with reaching a desired pose. As contact physics is not supported in the Swift simulator, grasping performance is not evaluated. Both the position and orientation of the desired pose are randomized within a $5\times5\times0.5$ m region around the robot. The initial joint configuration is set to a random valid configuration that does not self-collide.

Real-world experiments: The robot is tasked with grasping an object. For all controllers the orientation of the end-effector is constrained to perform a side grasp (parallel to the ground) with the gripper pointing in the direction between the initial robot position and target. We considered a combination of 3 initial arm configurations and 5 initial base positions for a total of 15 trials per controller. To account for initial base positions pointing away from the object, an initial guess of the object position is provided, which is then corrected once the object is in view of the robot. The grasping is performed by first moving the end-effector to a waypoint 10 cm away from the object in the $x$ direction, before reaching straight forwards to perform a side-grasp on the object. The grippers are closed to perform a grasp once the end-effector has reached its goal.

Metrics:

- Occlusion (%): Percentage of frames in which the object is occluded, over all frames for the robot’s trajectory.
- Perception Error (mm): The mean $xy$-distance between the measured position of the object and the ground-truth position. Only defined for real-world experiments since we assume perfect perception in simulation.
- Tracking error (mm): The mean $xy$-distance between the end-effector position and the object position.
VI. RESULTS

A. Experiment 1: Fixed-Base Manipulation

Simulation and real-world experiment results are shown in Table II and Table III respectively. When we compare the performance of reactive methods, for both simulated and real-world experiments, we see that the baseline NEO method resulted in almost 2.5 times more occlusions than VMC. The task time for VMC was slightly higher, which was expected because the robot does more maneuvering to avoid occluding the objects. On the other hand, VMC suffered from a 4.7% drop in success compared to the NEO baseline in simulated experiments, likely due to the additional constraints resulting in a higher chance of the optimizer falling into local minima.

When we compare the reactive methods to planning based methods, the MoveIt baseline scored the lowest occlusion rates by far. However, the success rate was 72.6% in simulation and 80% in real experiments, which is much lower than other methods. This may indicate that the MoveIt baseline is passing on more difficult cases. Moreover, MoveIt+ generates inefficient paths that take 2 to 3 times longer to execute compared to other methods. The default planning method MoveIt was successful in each trial, however the occlusion rate was much higher than VMC as expected (19.4% vs 35.7%).

The fixed-base experiments show that while VMC marked about a 2.5 fold decrease in occlusions compared to the reactive controller baseline, it came at the expense of slightly lower success and increased task time. Compared to the planning baselines, VMC offers a trade-off by keeping the occlusion of the objects relatively low while keeping the success rate high.

B. Experiment 2: Moving Object Tracking

Simulation and real-world experiment results are shown in Table IV and Table V respectively. VMC resulted in much less occlusions, especially for real robot experiments. Particularly from a top-down camera perspective, NEO tends to occlude the object whenever it moves towards it, and new observations can only be made when the object moves outside of the occlusion area. In contrast, VMC was much more successful in avoiding self-occlusions. Brief failure modes for VMC occur when the object makes sudden changes on its trajectory such as on high curvature paths. This is not surprising since our approach does not attempt to predict the future position of the object.

As a result of VMC’s superior self-occlusion avoidance, its perception error in real-world experiments is predominantly made up of measurement noise, as opposed to NEO which suffers due to its large occlusion rate. As expected, VMC has a higher tracking error due to its self-occlusion avoidance requirement, which often prevents the robot from reaching the target pose. However, the difference in tracking error between VMC and NEO is within the 5 cm minimum distance restriction \(d_s\) in Eq. (11) imposed between the end-effector and the LoS for VMC to avoid self-occlusions.

C. Experiment 3: Mobile Manipulation

Simulation and real-world experiment results are shown in Table VI and Table VII respectively. When we compare the performance of reactive methods, VMC suffered from the least amount of occlusions for both real and simulated experiments, with about a 20 percentile points difference. The gain in lower occlusion rates accompanied a slightly longer task time and lower success rate. This finding is consistent with the results from Experiment 1. In simulation, NEO + CCC baseline had the least task time and highest success rate, whereas in real experiments the improved visibility of VMC led to vastly improved grasp success rates in the real-world experiments, which validates the motivation of avoiding occlusions for closed-loop visual servoing. Both simulated and real experiments successfully validate that VMC is able to improve the visibility of the target object in grasping task with a mobile base without sacrificing too much from other task metrics.

When we compare the reactive methods to planning based methods, the MoveIt baseline suffered from a lower grasp...
success rate due to the open-loop nature of the controllers, as errors in the measured position of the object could not be corrected during the course of the arm movement. Similar to Experiment 1, MoveIt+ baseline had the lowest occlusion rate among all methods, however it came at the expense of inefficient paths (as indicated by increased task times) and relatively low task success.

A couple of emergent behaviors were observed when we employed VMC for mobile manipulation. A common behavior was for the base to take a curved path towards the target so that it could obtain a side-on view of the target which is less susceptible to self-occlusions. This behavior is shown in Fig. 1 bottom row. Another common behavior was for the controller to lift the torso up to obtain a higher birds-eye-view.

### VII. Conclusion

We present the Visibility Maximization Controller, a reactive controller to perform self-occlusion avoidance that can be applied to a variety of robotic platforms and scenarios. We propose an approach based on quadratic programming that includes a soft constraint to keep the line of sight between the object(s) and the camera clear, and solves for optimal and feasible joint velocities which holistically control the robot and camera together to prevent the arm from blocking the view of the object.

The performance of the proposed controller is validated in a range of randomized simulation experiments and real-world experiments which include static and mobile bases, static and controlled camera configurations, scenarios with single or multiple, and static or moving objects. These experiments show that the proposed controller successfully reduces self-occlusion rates while remaining robust to complex environments and not sacrificing significantly on task efficiency. Real-world experiments with closed-loop mobile grasping demonstrate the importance of retaining vision of the object to improve the chance of grasp success. The baseline planning-based methods achieved a lower occlusion rate than the proposed reactive controller, at the expense of significantly lowered task success and efficiency. Overall, the results showed that there is a trade-off between the occlusion rates and task efficiency. Future work includes more exploration into this trade-off. Controllers with multi-step horizons or planning-based methods can be useful in generating globally optimal trajectories. Predicting the future motion of the moving objects can further improve the performance. The approach can also be extended to occlusions caused by external obstacles that are interrupting the line of sight, which would result in a more complete occlusion-avoidance control method.
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