Understand the thermometry of hot nuclei from the energy spectra of light charged particles
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In the domain of Fermi energy, the hot nucleus temperature can be determined by using the energy spectra of evaporated light charged particles. But this method of measurement is not without difficulties both theoretical and experimental. The presented study aims to disentangle the respective influences of different factors on the quality of this measurement: the physics, the detection (a 4π detector array as INDRA) and the experimental procedure. This analysis demonstrates the possibility of determining from an energy spectrum, with an accuracy of about 10%, the true apparent temperature felt by a given type of particle emitted by a hot nucleus. Three conditions are however necessary: have a perfect detector of particles, an important statistics and very few secondary emissions. According to the GEMINI event generator, for hot nuclei of intermediate mass, only deuterons and tritons could fill these conditions. This temperature can allow to trace back to the initial temperature by using an appropriate method. This determination may be better than 15%. With a real experimental device, an insufficient angular resolution and topological distortions caused by the detection can damage spectra to the point to make very difficult a correct determination of the apparent temperature. The experimental reconstruction of the frame of the hot nucleus may also be responsible for this deterioration.

PACS numbers: 24.10.-i ; 24.10.Pa ; 24.60.-k ; 25.70.-z ; 25.70.Gh

I. INTRODUCTION

The concept of temperature was introduced in nuclear physics by V. Weisskopf in a statistical model describing the neutron emission by a hot nucleus [1]. In theoretical nuclear physics, two types of temperature are often defined: a temperature called "nuclear", which would correspond to a "microcanonical" temperature and a temperature called "thermodynamic" [2], which would correspond to a canonical or grand canonical temperature. These two temperatures become identical only at the thermodynamic limit. For a hot nucleus, an isolated thermodynamic system with a small number of nucleons, this last condition seems never be fulfilled [3]. The canonical or grand canonical ensemble must be therefore used cautiously depending of the observable to study or of the event sorting chosen [4, 7].

Many methods, used to measure the temperature of a hot nucleus, are nevertheless based on the hypothesis that
the thermodynamics of hot nuclei can be described either by a canonical or by a grand canonical ensemble. Then, we can assert that the measurement of the "nuclear" temperature will be more significant if the studied hot nucleus is constituted of a large number of nucleons.

The concept of temperature needs a priori to admit that nuclei have had enough time to thermalize during the collisions. From the theoretical side it was shown that energy relaxation can be partially or totally fulfilled in the Fermi energy domain, depending on incident energy. Experimental results have confirmed these expectations. Moreover we can also mention that the chaotic character of collisions involved favors a large covering of statistical partitions when an homogeneous event sample is studied.

Even though the conceptual and theoretical bases of the temperature in nuclear physics can seem fragile, its use and importance in nuclear thermodynamics brought us to want to make a "metrology" of a classic nuclear thermometry. We chose to concentrate on the thermometry done by using energetic spectra of light charged particles. The measured temperature by this way seems strongly correlated to the "nuclear" temperature of the hot nucleus. A similar study has already been made for different methods of temperature measurement, but it did not at all take into account the influence of the experimental device on these measurements as done here.

In the first section, we will remind briefly these theoretical bases and we will explain how this thermometry is actually applied. We will define their intrinsic limitations, dependent on physics and assumptions on which it is based. In the second section, we will estimate the effective quality of the temperature measurements by determining relative uncertainties existing on these measures. We will try to identify the different causes of these uncertainties by making a specific methodological analysis.

The main tools for this study are the event generators GEMINI of R.Charity and SIMON, created by D.Durand. These two codes are based on statistical models of evaporation.

To build spectra of evaporated light particles is a very difficult experimental task. We know that the reaction mechanisms have a fundamental importance when we want to characterize a hot nucleus. It is not obvious to disentangle what comes from the collision and what is really due to the de-excitation of the hot nucleus.

The theory, on which is based the nuclear thermometry, assumes that the hot nucleus is isolated. But during the collisions of heavy ions, it is clear that this assumption is false. The process of evaporation will be necessarily disturbed by the Coulomb field of the other participants in the collision and perhaps even by their nuclear field, if they are very close. The use of the experimental data is far from being easy. We do not know the origin of the detected particles. There is a mixture between the particles coming indeed from the hot nucleus of interest and those coming from the pre-equilibrium or from the disintegration of another nucleus.

It is also of course necessary to reconstruct the initial velocity of the emitting nucleus. This reconstruction of the initial frame is done by using a specific experimental procedure. It is important to understand its influence on the construction of the energy spectra and consequently on the measurement of the temperature. Moreover, it is necessary to add the effect of the evaporation cascade. We will study thus what we will call the method effect.

The experimental device of detection has a certain efficiency. It presents a certain potential of identification of charges and masses, thresholds of detection and of identification, an angular resolution and a limited energy resolution, which will generate also distortions of the energy spectra. We will speak in this case about an experimental filter effect.

Another important aspect, often neglected, is the statistics. Indeed, the calorimetric studies require event and particle selections for different reasons. For a correct calorimetry, well detected events are needed. It is necessary also to try to eliminate in a proper way the contributions unevaporated by the studied nucleus. In fact, these different selections can bring geometrical bias concerning the properties of the evaporated light particles. All these different selections can generate important problems of statistics. The estimate of the temperature not being direct, it is necessary to use numerical methods of fit, whose quality depends on the statistics actually present in the experimental spectrum.

To try to understand the influence of each one of these factors, we will follow a specific protocol. With an event generator, we will consider ourselves in the ideal physical case of an isolated hot nucleus whose initial excitation energy and initial velocity are known. This will allow us to get rid of the problems that poses the collision itself. Initially, we will suppose that we have no detection effect. We will thus be able to apply our measurement method in "a perfect way" independently of the formation process of the hot nucleus and of the detection set-up. We will thus study the only effect of the measurement method. We then will try to determine the only influence of the experimental filter on the temperature measurement. For that, we will use the event generators and a software filter simulating the detection of the multi-detector INDA. The quality of this last one was validated for the reactions Xe + Sn at 50 A.MeV.

For the evaporated particles actually detected, then, we will reconstruct the energy spectra in the real frame of the initial hot nucleus. Thus, we will judge only the filter effect. To complete, we will study the simulated and filtered events by reconstructing the initial frame by the usual experimental method. Finally, we will thus test the cumulative effect on the temperature measurement of the used method, of the experimental filter and of the reconstructing protocol of the hot nucleus frame, i.e. the total experimental effect.
II. THEORETICAL BASES AND PRACTICAL APPLICATION OF THE STUDIED THERMOMETRY

A. The Weisskopf’s theory

It should initially be reminded that this theory is based on the Bohr’s assumption of independence between the phase of formation and de-excitation of the hot nucleus. The hot nucleus is assumed to be in thermodynamic equilibrium. The Weisskopf’s theory proposes a statistical description of the process of particle emission by a hot nucleus. For a rather large excitation energy, the nucleus has a continuum of energy states. The transition between states can be described statistically. Weisskopf has shown that the emission probability $\text{Prob}(\varepsilon)d\varepsilon$ of a particle by an initial hot nucleus, with a kinetic energy between $\varepsilon$ and $\varepsilon + d\varepsilon$, is:

$$\text{Prob}(\varepsilon)d\varepsilon = Agp^2 \sigma_C(\varepsilon) \exp\left(-\frac{\varepsilon}{T}\right)d\varepsilon$$

where $g$ is the factor of degeneracy due to the spin, $p$ is the particle linear momentum, $\sigma_C$ is the cross section of capture of the particle by the final nucleus (inverse reaction). $A$ is a factor including different contributions. It is important to note that the temperature $T$ taken here is the one of the nucleus in the final state therefore the one of the residue. In a classical approximation, where one compares the nucleus to a black body absorbing any particle with its geometrical cross section, and where $B$ is the associated Coulomb barrier, we have then:

$$\sigma_C(\varepsilon) = \begin{cases} 0 & \text{si } \varepsilon \leq B \\ \pi R^2 \left(1 - \frac{B}{\varepsilon}\right) & \text{si } \varepsilon > B \end{cases}$$

The use of this cross section in the equation makes it possible to rewrite this equation in a normalized form ($\int \text{Prob}(\varepsilon)d\varepsilon = 1$):

$$\text{Prob}(\varepsilon) = \begin{cases} 0 & \text{si } \varepsilon \leq B \\ C \left(\frac{\varepsilon - B}{T^2}\right)\exp\left(-\frac{B}{T}\right) & \text{si } \varepsilon > B \end{cases}$$

$C$ is a constant of normalization.

The equation leads to a certain number of interesting properties for this energy distribution. We present them below:

- $\text{Prob}(\varepsilon)$ is maximum at $\varepsilon = \varepsilon_{\text{max}} = B + T$
- The mean value of the spectrum is such as:
  $$<\varepsilon> = B + 2T$$
- The standard deviation of such a function is:
  $$\sigma_\varepsilon = \sqrt{2} \times T$$

B. Presentation of the used experimental method of measurement

1. Principle of measurement

We saw in the previous section that the Weisskopf’s theory makes it possible to foresee the awaited form of energy spectra of the particles evaporated by a hot nucleus. We must be able to reproduce the energy spectrum of a given type of particle by the following function:

$$\frac{dN(\varepsilon)}{d\varepsilon} = C \times \frac{(\varepsilon - B)}{T^2} \times \exp\left(-\frac{\varepsilon - B}{T}\right)$$

The shape of the spectrum depends on three parameters $C$, $B$ and $T$. The two important parameters are the temperature $T$ and the barrier $B$. We chose to use two fit tests : the $\chi^2$ test and the Kolmogorov-Smirnov fit test. The procedures of adjustment are detailed in the appendix. This gives us two estimates of the temperature : $T_{\chi^2}$ and $T_{kolmo}$. We have also the possibility of determining the temperature by using the equations and . Indeed, we can deduce from them that

$$T_{\sigma_\varepsilon} = \frac{\sigma_\varepsilon}{\sqrt{2}}$$

$$T_{<\varepsilon>} = <\varepsilon> - \frac{B}{2}$$

For this last one, we need to know the value of $B$. Consequently, we use a value of this variable calculated starting from a weighted average of the values of $B$ obtained by the two fit tests.

2. Intrinsic limitations with the method of measurement

It should be reminded that the temperature which is involved in the equation is not the temperature of the initial nucleus but that of the evaporation residue. This theory is logically valid only for the emission of an unique particle. Therefore, the cascade emission, which appears with high excitation energies, is not treated explicitly. It is therefore necessary to suppose a sequential process in the case of the multiple emission of particles. After each emission, the nucleus loses a part of its excitation energy. It consequently undergoes a progressive cooling. Moreover the Weisskopf’s theory does not treat a possible simultaneous multifragmentation of the nucleus.

The de-excitation moreover generates recoil effects. After each emission, the residual nucleus moves because of the conservation of momentum, which moves it away from its previous position in velocity space. However, all calculations of velocity are performed in the initial frame, therefore inducing a systematic error on the determination of the kinetic energy of the following evaporated particles. We do not know the true order of emission of the
particles, so it is impossible to correct this effect in the presence of a sequence of evaporation.

It should also be noticed that there is, a progressive evolution of the emission probability of a given type of particle during the cooling. The mean time of emission of particles so vary according to their nature.

The particles emitted by the hot nucleus may themselves be excited and therefore decay, giving rise to what is called the "secondary emission". These secondary emissions, when they exist, modify the energy spectra, their frame of emission having no relation with the initial frame of the studied hot nucleus.

There may be also disturbances generated by possible collective effects, such as the expansion or the rotation of the hot nucleus.

To be capable to apply experimentally this method, it is initially necessary to measure the energy spectrum of the evaporated particles in the frame of the emitting nucleus. There are already, for that, two fundamental difficulties: the reconstruction of the initial velocity of the hot nucleus and the identification of the particles effectively evaporated by this hot nucleus.

Since measurements are done at the end of the decay chain, the shape of the spectra will reflect on average all these effects. Consequently, the spectra do not present the same apparent slope regardless the nature of the emitted particle, as we will observe thereafter. There is thus a systematic error due to the manner the temperatures are measured. One of our goals is therefore to understand the links existing between the initial temperature of the hot nucleus and the apparent temperature associated with each studied particle after the de-excitation chain.

III. THE METHODOLOGICAL ANALYSIS

A. Introduction

To simulate the physics of the hot nucleus, we used two statistical models GEMINI and SIMON. The entry parameters used for these two generators are described in the appendix. We initially privileged the use of GEMINI. We worked in a range of excitation energy between 0.5 and 4 A.MeV. We chose as reference the nucleus $^{120}$Sn, because often used by the INDRA collaboration as target. To study the influence of the statistics on all our measures, we generated data sets with 1000, 10000 and 100000 events.

We voluntarily prohibited the emission of intermediate mass fragments ($Z \geq 5$). The used version of GEMINI treats this emission less correctly. The level density parameter was assumed constant and equal to $A/10$.

We will initially present a fast characterization of the evaporation events generated by GEMINI. We will take the maximal available statistics. We present in the figure various energy spectra of the particles emitted by $^{120}$Sn nuclei with an excitation energy per nucleon of 1.5 and 4 A.MeV. These spectra are reconstructed in the initial frame of the hot nucleus (for total emission, primary emission and secondary emission). Since GEMINI can simulate a secondary de-excitation of the unstable excited states of the fragments with a charge lower than 5, it was possible for us to study the respective weights.
of the primary and secondary evaporative contributions for each type of light particles in the total evaporation spectrum.

We would like to observe the influence of the successive recoils of the hot nucleus after each evaporation. We examined also a spectrum, called in the following readjusted, that was deduced after each primary evaporation by recalculating the new frame of the emitting nucleus and calculated the kinetic energy of the following particle emitted in this frame. The effects of recoil generated by the evaporative cascade seem to be weak at 1.5 A.MeV of excitation energy even for the alphas. As it can be seen in figure 1 for this energy, secondary evaporation is consequent only for the alphas. At 4 A.MeV, for all the light particles, the total spectra differ from primary spectra. Conversely, the secondary emissions modify the shape of the spectra especially at low energy. For the alphas, the disturbance is much more important. The secondary emission represents almost the half of the emitted alphas. At this excitation energy, the difference between the readjusted spectrum and the primary spectrum defined in the frame of the initial nucleus becomes more important, mainly for the most massive particles. The effect appears mainly at low energy.

We have already mentioned above the influence of the cooling of the hot nucleus. Whatever the method, we know that we have a measured temperature, which can only be an apparent temperature since the nucleus temperature varies during the evaporation cascade. However, the use of an event generator allows to monitor the evaporation step by step, therefore the evolution of the nucleus temperature. We can thus determine the true value of this apparent temperature for each type of particle. Indeed, we can calculate the mean temperature felt by each type of particle during a sequence of evaporation. With the used event generator, knowing the excitation energy of the hot nucleus and the level density parameter, we can calculate the initial temperature of the hot nuclei. Therefore, an evolution of these true apparent temperatures according to the initial temperatures of the nucleus can be presented in figure 2. We notice that the curves, associated with each type of particles, are divided into three groups: deuteron, triton and helium 3, then proton and alpha and finally neutron alone mainly for the small initial temperatures. For the first group, the relation between the two temperatures appears to be almost linear. For the others, there is a clear variation of the slope according to the initial temperature.

GEMINI provides also the emission time of each evaporated particle. We thus may deduce the mean emission time for each type of particle. We plot on figure 3 the evolution of mean emission times according to the initial temperature. We find the groupings already seen in figure 2. The influence of the barriers on the probability of evaporation and the life times of the unstable nuclei giving place to a secondary emission, are responsible for this temporal hierarchy. That allows to understand the true apparent temperatures and the differences observed among species.

We now will try to find these apparent temperatures by applying the thermometry presented previously.

B. "Perfect thermometry" of a "perfectly detected" hot nucleus

We initially study the ideal case where we detect all the emitted charged particles and, in addition, the spectra are built in the initial frame of the hot nucleus. There-
fore we mention this case as "perfect thermometry". By this type of study, we check the experimental validity of the used thermometry. The various methods used to fit an energy spectrum with a given function, are described in more detail in the appendix \( A \). We used the $\chi^2$ test and the Kolmogorov-Smirnov test in an improved version. For the thermometry deduced from the standard deviation, we use quite simply the expression given by the equation \( 8 \). For the measurement of temperature based on mean energy, we apply the relation \( 9 \) using an estimate of the average barrier deduced from the results of the fits. But as we do not detect the neutrons with INDRA, thereafter we will consider only the light charged particles. We present on figure 4 the results of these various measurements according to the true apparent temperature, for all light charged particles and for the maximum available statistics of events.

It seems that the temperature, measured with the help of the $\chi^2$ and K-S fits (see figures a and b), is approximately equal to the true apparent temperature for all the light charged particles except for the protons. For the latter, the measured temperature is systematically above the true apparent temperature. Moreover, the difference increases with it.

Temperature from the standard deviation (equation 8), gives correct results for the deuterons, tritons and helium 3 (see figure d). On the other hand, the protons and alphas have a systematically over-estimated temperatures. The widening of the observable total spectrum in the figure due to the secondary emissions and the recoil effects, seems to be a possible cause of this trend. The measures obtained from the average kinetic energy (equation 9) (see figure c), seems more problematic, even if a linear correlation between the measured temperature and the true apparent temperature is found for deuterons and tritons. The fact of measuring two quantities like the average energy and the apparent barrier involves an increase of errors, which makes the result more uncertain for the other particles. The estimate of the apparent barrier is difficult as we will see it in the section IV devoted to this measurement.

Figure gives quantitative estimates of the agreement between measured apparent temperatures obtained in different conditions and the true value of the apparent temperature given by the event generator and presented in figure 4. In this figure for protons, the relative errors on the measures of the apparent temperature is plotted as a function of the true apparent temperature. Each row corresponds to a given statistics of events. In appendix one can find this kind of figure for the others particles. At first, for each figure, we will care about the first column, which corresponds to the study of the measurement method, alone. Each column corresponds to one of the experimental situations that we want to study.

For the protons (see figure 5), we find obviously the trend observed in figure 4: the measured temperature is larger than the true apparent temperature, the relative error varies from 20% to approximately 15%. With a

![Figure 4: Graphs of the average temperatures, measured from the energy spectra, according to the true apparent temperature for all the light charged particles. These are obtained by the Kolmogorov’s method(a), the $\chi^2$ fit (b), from the standard deviation (c) and mean energy (d). The detection and the knowledge of the initial kinematics of the hot nucleus are perfect.](image)
Figure 5: Study of the measures of the apparent temperatures from the energy spectra of protons.

weak statistics, the four techniques are relatively coherent. The methods are more differentiated as the statistics increases. The measures from standard deviation are generally largest. The $\chi^2$ fit gives a weaker measure than that of Kolmogorov. We will see that the measure of the barrier gives the opposite trend. The measure deduced from average energy seems more problematic for the largest statistics. That is due mainly to the estimate of the apparent barrier, which is disturbed by the secondary emission, very present at low kinetic energy. The apparent barrier is therefore systematically underestimated for the protons.

For the deuterons (see figure 13 in appendix C), the results appear much better. With low statistics, there are clearly difficulties of adjustment, mainly for the $\chi^2$ fit. That involves fluctuations on the relative errors that can be as high as 20%, but the average behavior is around 0%. That becomes true when the statistics increases. The measures starting from the standard deviation and of the Kolmogorov’s method are even excellent, the relative error being lower than 5%.

For the tritons (see figure 14), we can draw the same conclusions as for the deuterons, except the fact that the measured temperature seems slightly lower than the true apparent temperature. The relative error is around -5%. The coherence between the various methods appears even better than for the deuterons when the statistics is important.

For heli2ums 3 (see figure 15), there is clearly a difficulty related to the statistics. For 100000 events, the best measures are the ones made from the standard deviation and the Kolmogorov’s method. They give between 0 and -5% of relative error. The $\chi^2$ fit seems less good and converges towards the Kolmogorov’s method only for the largest temperatures, therefore for the spectra with the largest statistics.

For the alphas (see figure 16), the methods of adjustment seem to improve with the statistics, whereas the standard deviation and average energy are incorrect whatever the statistics. We find even the apparent temperature with less than 5% as relative error, what is a little surprising considering the strong secondary emission of alphas. This secondary emission, moreover, widens the total spectrum, implying a temperature obtained starting from the standard deviation, which is 10% too large. We notice also the systematic undervaluation of the temperature obtained starting from average energy, which is also linked to the secondary component of evaporation.

C. Thermometry of a "perfectly known hot nucleus" with INDRA

We add now solely the effect of the detector array that we call the filter effect. To be able to filter the events generated by GEMINI, we supposed, for each excitation energy, that the hot nucleus had a certain velocity vector in the frame of the laboratory. For each excitation energy, the polar angle between the velocity vector of the hot nucleus and the initial direction of the beam was defined starting from calculations with the generator Si-MON, for collisions Xe + Sn with 50 A.MeV, giving almost the same excitation energy for compound systems of mass close to 120 amu. The azimuthal angle was determined randomly. The magnitude of the velocity vector was defined starting from the excitation energy by supposing a total dissipation.

After having filtered the events, we then reconstructed the energy spectra of the detected light charged particles in the real initial frame of the emitting nucleus. We can analyze them by studying the central columns of the various figures (see figures 5, 13, 14, 15 et 16). We thus consider the cumulative influences of the measurement method and of the experimental set-up.

For protons (see figure 5), we observe a temperature measured from the standard deviation completely different from the others. This difference decreases when the temperature increases. This is true whatever the statistics. Other methods of measurement give also larger temperatures systematically. The relative error increases by approximately 10%.

For deuterons and tritons (see figures 13 and 14 in appendix C), there is also an increase, but all measures remain coherent. The effect is stronger for the lowest temperatures especially for the deuterons. It thus must be correlated with the kinematics chosen for the hot nuclei. The relative error increases of 20% on average.

For helium 3 nuclei (see figure 15 in appendix C), the effect of the filter is extremely important. Certain
method gives relative errors greater than 60%. Only for \( \chi^2 \) test, with an important statistics, we observe a relative error ranging from 60% to 12% when the apparent temperature increases.

For alphas (see figure 16 in appendix C), there is always a dispersion of the results of the various methods. It is necessary to add a relative error to that which grows 30% overall. This variation decreases with the true apparent temperature, as for the deuterons.

We can conclude that the experimental device apparently strongly distorts thermometries obtained from energy spectra.

### D. Understanding the effect induced by the filter

To better understand the effect of the filter, we display on table I for various excitation energies of interest, a percentage of events, on the one hand for which at least one particle was correctly detected by INDRA and on the other hand for which, at least 70% of the initial linear momentum and 50% of the initial charge, were collected by INDRA. This last selection is called complete events. The SIMON calculations indicate a strong forward focusing of hot nuclei, like in real data [27]. This involves important difficulties of detection for lowest excitation energies, as table I clearly suggests it. The residue goes systematically through the beam hole around zero degrees. Driven by the initial motion of the nucleus, the evaporated particles, with not enough kinetic energy, must be extracted from the hole. At 1.5 A.MeV, at least one charged particle produced in an event is detected, but only 1/3 of the evaporation residues are detected, necessary to obtain a complete event. The strong localization towards the front generates a sampling of particles which is not indifferent concerning the kinetic energy. The energetic spectra are disturbed. We keep only events with evaporated particles having a sufficient kinetic energy, consequently a sufficient linear momentum, to eject the evaporation residue out of the beam hole. This effect has been already observed in real data [27]. It is called the right-left effect.

In figure 6 are shown same spectra for each type of evaporated particle at two different excitation energies, 1.5 and 4 A.MeV. As one can see, figure 6 shows two spectra taken as reference (see previously in figure 1) : the

| \( E^*/A \) in A.MeV | 0.5 | 1  | 1.5 | 2  | 3  | 4  |
|----------------------|-----|----|-----|----|----|----|
| Filtered evts        | 16% | 75%| 97.2%| 99.8%| 100%| 100%|
| Filtered and complete evts | 6.3%| 23.6%| 33.1%| 38%| 43.9%| 49.8%|

Table I: Study of detection efficiency of the GEMINI events by the detector array INDRA.

![GEMINI - Sn 120 - 1.5 A.MeV](image1)

![GEMINI - Sn 120 - 4 A.MeV](image2)

Figure 6: Normalized energy spectra of evaporation of the light particles for excitation energies of 1.5 and 4 A.MeV. The blue spectrum (dotted) is defined in the initial frame and corresponds to the totality of the emitted particles. The red spectrum (dash) is defined in the initial frame and corresponds to the emitted and detected particles. The green spectrum (dash and dotted) is defined in the reconstructed frame for the well detected events. The black spectrum (full) is the ideal spectrum, i.e., primary emission and readjusted after each evaporation.
primary emission readjusted spectrum, being "the ideal spectrum", defined in the frame of the emitting nucleus, recomputed after each evaporation, and the spectrum with all the emitted particles obtained by calculating the kinetic energy in the initial frame of the hot nucleus that is the "ideal experimental spectrum". For these spectra, the detection is perfect as in figure 1.

Two supplementary spectra are also shown: the spectrum of the particles, detected by INDRA, whose kinetic energy is calculated in the initial frame of the emitting nucleus and the one of the same particles, whose kinetic energy is defined in the reconstructed frame. All these spectra are normalized to 1. We can observe a systematic widening of the spectra after the filter. This is more apparent when the particle is heavier. That is obviously the cause of the systematic increase of $T_{\sigma}$. Due to this fact, the spectra display also weaker apparent slopes and therefore larger apparent temperatures.

Hot nuclei, strongly focused forward, as well as the limited angular resolution of INDRA must be partly responsible for that. Indeed, this geometrical limitation generates an important uncertainty concerning the direction of the velocity vector of the particle. This fact plays a role in the calculation of the particle energy in the frame of the initial nucleus. The distortion on this energy is larger as the particle is heavier or is faster. This forward focalization involves also an important probability of double detection in the same telescope. In this case, there is often a bad identification and an incorrect energy. The most sensitive particles to this type of pollution are those characterized by the smallest multiplicities and being able to be "imitated" by a double counting of the most probable emitted particles. This may be the case for nuclei such as helium 3.

To supplement this information, we also plotted in the figure 7 the detection efficiency of each type of particle (ratio of mean detected multiplicity for the studied events over the mean multiplicity for all the generated events) according to the initial temperature. We did it for the maximal available statistics and for the complete events.

We can remark two important facts. First, we have an abnormal apparent efficiency for the weakest initial temperatures for all types of particle. It is associated with the difficulty of completely and correctly detecting the most peripheral collisions. For these collisions, the mean multiplicity is very weak, below unity. Therefore we understand that, mainly the events for which the multiplicity of a type of particle is higher, can more favorably take out the residue of the hole for the beam. This is more evident when the excitation energy is low and the velocity of the evaporation residue is large. For the other collisions, all the particles, with the exception of helium 3, present a roughly constant efficiency around 85 %. It is the expected efficiency for these ones with INDRA [28, 29]. Second, there is clearly an excess of $^4$He nuclei for all temperatures, which can be explained only by a double counting of other particles, more abundant, and which makes it possible to understand the important increase of the high energy contribution of their spectrum, the energies of two detected particles being summed. Obviously, these results are related to the realism of our experimental filter, which tries to take into account most realistically all the phases of the detection up to the experimental method of identification.

**Figure 7: Study of the detection mean efficiency of the various light charged particles.**

**E. Thermometry of a hot nucleus with INDRA**

Finally, we examine the experimental situation corresponding to that encountered when we look at real experimental data. For the events called "complete", we study the energetic spectra of the detected particles whose kinetic energy is calculated in the frame, reconstructed starting from the fragments of charge higher than 3. Thus, we analyze the cumulative effects of the method of measurement, of the experimental filter and finally of the method of reconstruction of the hot nucleus kinematics. All these effects represent the complete experimental protocol as it is applied to real experimental data. All the thermometric measurements, corresponding to this experimental situation, are presented in the last column of each figure associated with each type of particles.

For the protons (see figure 4), there is particularly an increase of the relative error at low temperatures of about 15%. It tends to disappear when the apparent temperature increases.

For deuterons (see figure 5 in appendix C), there is also an additional but smaller effect at low temperatures. The relative error remains lower than 20% for the hottest nuclei. The difference between the various thermometries increases slightly.

For the tritons (see figure 6 in appendix C), there is also an increase at low temperature but there is especially
a clear increase of 10 % at the highest temperatures.

Helium 3 nuclei cannot be used (see figure 15). For alphas (see figure 10) we observe the same trends as for the other particles, with a total drift up to 10 % and an effect which is more pronounced at low temperatures.

F. Understanding the cumulative effect of the filter, the reconstruction procedure and the completeness

There is clearly a distortion at low temperatures for measurements made starting from the energy spectra. The uncertainties related to the reconstruction of the frame of the emitting source increase further the errors in the determination of the particle kinetic energies. These ones always tend to widen the spectrum. We can observe it in figure 6.

It is also necessary to point out the role played by the right-left effect [24, 27], when few particles are emitted, which generates a systematic shift between the true and the reconstructed frame of the emitting nucleus. This effect is amplified by the request that events be complete. This criterion selects events for which the heavy residue was detected. This kind of events form a particular sample, namely all events for which the evaporated light charged particles were able to prevent the residue to fall in the beam hole of the experimental set-up. At low excitation energy, the residue being faster, it is therefore particularly necessary that the light particles are emitted with more energy than normal and often as perpendicular as possible to the initial direction of the hot nucleus. The effect persists when the excitation energy increases, even if more particles are emitted. This explains the systematic shift observed at the right side of figure 6 between the detected particle spectra defined in the real initial frame (red curve) and those defined in the reconstructed frame (green curve) for complete events. The sampling of particles is not the same one as the table I and, especially, figure 7 indicate. Event completeness favors either the events with emitted heavy particles for the less hot nuclei, or events where the multiplicities are more important than normal.

IV. DISCUSSION ON THE EVAPORATION BARRIERS

For the measurement techniques, by adjustment of a functional, it appears important to check that the obtained parameter $B$ is also reasonable. This gives us an additional argument to validate the method. We thus present the values of average barriers obtained by the method of the $\chi^2$ and that of Kolmogorov-Smirnov as a function of the initial temperature. The followed procedure is the same as the one used for the temperatures. Figure 8 concerns the protons. On the first column (before applying filter), we chose to present reference barriers for better understanding the quality of the determination of these apparent barriers. These different reference barriers are calculated, firstly as it is done in GEMINI, secondly by the Parker’s formula [30] and by the systematics of Vaz and Alexander [31]. But, as for the temperature, the evaporation cascade implies a progressive reduction of the size of the emitting nucleus, which involves an evolution of the evaporation barriers. To account for this effect, we calculated the apparent barriers starting from those defined in GEMINI, by Parker and Vaz-Alexander. We thus determined those by making the average between the initial barrier and the final barrier taking into account the average characteristics of evaporation residues for each excitation energy (see the equation 10 below).

$$B_{\text{app}}(A_i, Z_i) = \frac{B(120, 50) + B(A_{\text{Res}} + A_i, Z_{\text{Res}} + Z_i)}{2}$$

It is necessary to point out that the fusion barriers of Vaz-Alexander are empirical barriers obtained from adjustments of experimental fusion cross sections. Those of Parker are obtained by adjustments of evaporation spectra and angular distributions by using the code of evaporation GANES [32] with spherical hot nuclei (angular momentum being also an adjustable parameter). We will study these figures without doing a specific sep-
value is often null. There is a slight increase of the measured barriers with the statistics.

We notice a systematic difference between the two methods when the nucleus is increasingly hot. The Kolmogorov’s method gives a barrier slightly weaker than the method of the $\chi^2$. The measurement of $B$ seems not to be very sensitive to the filter effect and the reconstruction.

For the most important statistics, when we compare the values obtained before filtering with the various values of reference, they appear systematically lower than those expected for fusion or those ones of GEMINI. They decrease relatively in the same way when the initial temperature starts to increase. There is a systematic difference of about 2 MeV. On the other hand, meanwhile, they are larger than those ones of Parker for the weak temperatures. They then seem to decrease and even move under the systematics of Parker for the higher temperatures.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{QP.png}
\caption{Study of barrier measures from the energy spectra of alphas.}
\end{figure}

For alphas (see figure 9), we find the difficulties observed with the other particles for the spectra presenting a weak statistics. The measured barrier seems to increase slightly when statistics increases. The filter seems to have a weak effect; on the other hand, the barriers measured by the Kolmogorov’s method for weakest excitation energies, increase a little when we reconstruct the frame of the emitting nucleus and select complete events. For the largest statistics, the measured barriers are between 2 and 3 MeV lower than those ones of GEMINI or of the systematics of Vaz-Alexander [31]. The difference increases with the excitation energy of the nucleus. Initially equal at low temperature with those ones of Parker, they become lower by almost 2 MeV for the largest temperatures.

V. CONCLUSIONS ON THIS ANALYSIS.

We studied the possibility of measuring the temperature of $^{120}$Sn nuclei starting from spectra of light charged particles. We built on purpose these spectra starting from a sequential de-excitation of $^{120}$Sn nuclei. This task has been accomplished only by evaporation of light particles. It is the type of disintegration which seems the most consistent with the theory on which are mainly based the studied thermometers. We used for that two event generators, GEMINI between 0.5 and 4.5 A.MeV and SIMON between 0.5 and 7 A.MeV. We presented in this paper only results obtained with GEMINI. The two simulations being used under equivalent physical conditions, it appears that the results and the conclusions of this study are independent of the used generator.

By a quite specific protocol, we were able to deconvolute the various physical and experimental effects acting on the estimate of the temperature.

We tested two different methods of measurements: first, the fit by the method of the $\chi^2$ or of Kolmogorov; second, from the measure of the standard deviation $\sigma$ of the kinetic energy distribution. For important statistics, concerning deuterons and the tritons studied by a perfect detector, we built energetic spectra, defined in the true frame of the initial hot nucleus. In this case, the two methods of fits allowed us to measure the true apparent temperature associated with these particles with an accuracy better than 10 %. On the other hand, in the same situation for the protons, the measures are rather between 10 and 20 %. They are less good when one uses the standard deviation of the spectrum. The fact that the protons are emitted in larger quantity and on a longer range of time, disturbs the possible correlations between the spectrum and the true apparent temperature. For the alphas, the apparent temperature is measured with an accuracy better than 10 % even if the spectrum is strongly disturbed by the secondary emission at low energy. Clearly for the alphas, this phenomenon prevents the temperature measurement from the standard deviation.

Even if the used kinematics can be discussed, it was clearly demonstrated that the detection set-up plays a fundamental role on the quality of the temperature measurement.

After the experimental filter, measures appear clearly distorted and doubtful. In the most favorable case, i.e. for deuterons and tritons, we observe from 10 to 30 % approximately of errors for deuterons and 20 to 30 % for tritons. The particle detection accounting for kinematics and for the angular resolution of the detector implies an obvious distortion of the spectra for all types of particle. For deuterons and the tritons, the effect is dominant for the weakest excitation energies and decreases a little for the largest ones. The different methods of measurement are consistent from this point of view. For protons and alphas, these effects are much more important and the temperature measurement from the standard deviation
appears inaccurate.

The reconstruction of the initial frame and the condition of event completeness disturb only very few the measurement in addition. They do it mainly for the weakest excitation energies. This is perhaps related to the choice of prohibiting the emission of fragments of too important size, which therefore favors an emission of more energetic light particles.

We also pointed out the importance of the statistics for this kind of study. We saw that the methods of adjustment cannot be used without thinking. The quality of the adjustment and the values measured depend on actual statistics in the spectrum (number of studied events and multiplicity). The method of the $\chi^2$ requires a minimal statistics. The Kolmogorov’s method can be used for weaker statistics. When statistics increases considerably, it is simpler to use the method of the $\chi^2$ because the criteria of convergence are less drastic. The adjustment is done with a more homogeneous manner for the entire spectrum. We can notice that the measured apparent temperature seems to increase slightly when the statistics decreases.

By the methods of adjustment, the measured apparent barriers appear completely coherent with respect to the measured apparent temperatures, when these ones are correctly measured. They are systematically lower than expected. This effect is more important when the evaporative secondary contribution becomes important. This result is a little surprising, knowing that there are no angular momentum nor deformation of the hot nucleus. It appears not to be coherent with respect to the results presented by R.Charity in the reference [33]. But this could be related to the choice to impose a de-excitation only by light particle emission in GEMINI. Indeed, it favors the emission of excited light particles and thus increases secondary de-excitation. On the other hand, the estimate of the barriers is disturbed apparently little by the influence of the filter or by the experimental method of reconstruction of the energy spectra.

We can deduce from this study that it is possible to measure the true apparent temperature from the energy spectrum of light particles, if those are produced very early in the most limited possible range of time and few during secondary de-excitation. It is indeed the case of deuterons and tritons, for GEMINI and SIMON such that we used them. We need obviously the most important possible statistics. In experiments, we need an angular coverage and an angular resolution better than INDRA. It is necessary as much as possible to limit the size of the hole which lets pass the beam and ideally to use a magnetic spectrometer for the very peripheral collisions. We voluntarily neglected all the collective phenomena, like expansion or rotation, or even the processes of de-excitation, which could move us away from the ideal conditions of applications of our spectral thermometries. They will obviously not improve these measurements.

To finish and complete this analysis, we also made an additional study not presented here, following the same methodology, concerning both standard methods proposed in the literature by Wada [34] and Hagel [35] to trace back to the spectra of first emission and consequently almost to the initial temperature of the hot nucleus. We noticed that the first method does not allow to find the initial temperature of the hot nucleus. In the most favorable situation, corresponding to a perfect detection and a statistics of 100000 events, this one is systematically underestimated whatever is the method of measurement and the type of particles. When the influences of the INDRA filter and of the reconstruction method of the frame of the emitting nucleus are added, the obtained values are overestimated in an important way. The second considered method allows to determine the initial temperatures to better than 15 % for deuterons, 10 % for tritons, helium 3 and alphas by using the Kolmogorov’s method within the framework of a perfect detection and of a statistics of 100000 events. In other situations, it does not seem more useful.

Appendix A: Function adjustments on energetic spectra

1. Introduction

We chose to use two different methods of adjustment to estimate the temperature of the hot nucleus : the classical $\chi^2$ method and the Kolmogorov-Smirnov s' method improved by Kuiper [36]. This choice is due to our will to study the influence of the statistics on the quality of our measure. Indeed the Kolmogorov’s method is very powerful when the statistics becomes weak. These two statistical methods are also of a great interest because it is possible to calculate a probability of compatibility of the experimental distribution with the theoretical distribution. We can thus have a quantitative criterion allowing to judge the quality of the adjustment.

2. Presentation of the two methods

a. Test of the $\chi^2$

Let an experimental distribution $N_i(X)$ of a physical variable $X$, in the form of a histogram of $k$ channels, built from $n$ independent measurements. It is supposed that the distribution of this variable $X$ obeys a certain law of probability $P(X)$ dependent on $p$ known parameters or to determine. The difference between the experimental sample and the expected theoretical distribution can be measured by what is called the distance from the $\chi^2$, $D_{\chi^2}$ defined in the following way :

$$D_{\chi^2} = \sum_{i=1}^{k} \frac{(nP_i(X) - N_i(X))^2}{nP_i(X)}$$  \(A1\)
Under the assumption $H_0$ that the theoretical law of distribution $P(X)$ is indeed that one to which the variable $X$ obeys, the variation $nP(X_i) - N_i(X_i)$ between the theoretical distribution and the experimental distribution is distributed according to a normal statistical law. Under these conditions, $D_{\chi^2}$ tends towards a $\chi^2$ law with $\nu$ degrees of freedom ($\nu = k - 1 - p$). The acceptance region of the $\chi^2$ test, therefore of the assumption $H_0$, is the interval $(0, \chi_{\nu, 1-\alpha})$ such that the probability that a variable $\chi^2$ takes a value in this interval, is equal to $1 - \alpha$. $\alpha$ is called the significance level. It is said that the assumption $H_0$ is accepted with the significance level $\alpha$, if $D_{\chi^2}$ is lower than $\chi_{\nu, 1-\alpha}$.

Taking into account that, we can define an indicator $Proba_{\chi^2}$, called p-value, which makes it possible to quantify the quality of the adjustment. It is calculated in the following way:

$$Proba_{\chi^2} = 1 - \alpha(D_{\chi^2}, \nu) = 1 - f\left(\frac{D_{\chi^2}}{2}, \frac{\nu}{2}\right)$$

with

$$f\left(\frac{D_{\chi^2}}{2}, \frac{\nu}{2}\right) = \frac{1}{\Gamma\left(D_{\chi^2}\right)} \times \int_{0}^{\nu/2} e^{-t} \times t^{D_{\chi^2}-1} dt$$

The closer $Proba_{\chi^2}$ is to 1, the more the assumption $H_0$ appears probable.

3. Kolmogorov-Smirnov’s test

The problematic is the same one as previously above. But for this test, we compare now the empirical function of distribution $F_i(X)$ and the theoretical function of distribution $F_i^*(X)$, that we build in the following way:

$$F_i(X) = \frac{1}{n} \sum_{j=1}^{i} N_j(X)$$

and

$$F_i^*(X) = \sum_{j=1}^{i} P_j(X)$$

(A3)

Here, $i$ ranges from 1 to $k$.

The difference between the two distributions is given by the absolute value $D_+$ of the maximum distance between $F_i(X)$ and $F_i^*(X)$, called Kolmogorov-Smirnov’s distance and defined in the following way:

$$D_+ = \max_{-\infty < X < +\infty} |F_i(X) - F_i^*(X)|$$

(A4)

The Kolmogorov’s test has the defect to have a sensitivity which depends on $X$. To limit this effect, there exist alternatives: the statistics of Anderson-Darling or that of Kuiper [36]. We chose that of Kuiper. We thus calculate now a new distance $V$, which is the maximum sum of the distances when, on the one hand $F_i(X)$ is above $F_i^*(X)$, and on the other hand the opposite:

$$V = D_+ + D_-$$

(A5)

with

$$D_- = \max_{-\infty < X < +\infty} |F_i^*(X) - F_i(X)|$$

It is possible under this statistics also to define an indicator to quantify the quality of the adjustment. This is defined as follows:

$$Proba_{KP} = Q_{KP} \left(\left[0, 155 + 0.24 \frac{\nu}{\sqrt{N_e}}\right] \times V\right)$$

(A6)

with

$$Q_{KP}(\lambda) = 2 \sum_{j=1}^{\infty} \left(4j^2\lambda^2 - 1\right) e^{-2j^2\lambda^2}$$

$$N_e = \sum_{i=1}^{k} N_i(X) = n$$

(A7)

4. Applications of these methods to the temperature measurement

From a practical point of view, we chose to build energy spectra of 250 channels (1 channel having a width in energy of 1 MeV). We decided to adjust only spectra having statistics higher than 150 counts. The energy spectra not exceeding 60 MeV, that leaves reasonable statistics by channel for a major part of the spectrum (a necessary limit of 5 counts per channel is often evoked for the $\chi^2$ test).

Classically, the energy spectra are often adjusted by using only a part of the spectrum, to correct the influence of a possible pollution by particles of pre-equilibrium or particles evaporated by another hot nucleus. We therefore chose to adjust each spectrum between two limiting values $E_{inf}$ and $E_{sup}$. We voluntarily varied these two limits to observe the influence of this choice. Their zones of variation, defined for the method of the $\chi^2$, are presented in the figure [10]. The limits of the zones are given starting from a percentage of the maximum of the spectrum. The taken zone for the variations of $E_{inf}$ is the same one for the two tests. On the other hand, we took a different percentage for the beginning of the zone of variation of $E_{sup}$ when the Kolmogorov’s method is applied: 1% instead of 40%. This one is less sensitive to the actual statistics by channel. For each set of values, we sought a set of parameters $C_{\chi^2}$, $B_{\chi^2}$ and $T_{\chi^2}$, such as $D_{\chi^2}$ is smallest possible and another set of parameters $C_{KP}$, $B_{KP}$ and $T_{KP}$, such as the indicator $Proba_{KP}$ is largest possible. From that, after variations of $E_{inf}$ and $E_{sup}$ in the chosen ranges, we considered two techniques, to determine the apparent temperature and the apparent barrier:
Figure 10: Presentation of the various zones of variation of the limiting values $E_{\text{inf}}$ et $E_{\text{sup}}$ defined within the framework of the $\chi^2$ test.

- First, we took into account the sets of parameters which give the best distance $D_{\chi^2}$ and the best index $\text{Proba}_{KP}$.
- Second, we built spectra of parameters $B_{\chi^2}$, $T_{\chi^2}$, $B_{KP}$ and $T_{KP}$ by incrementing those with the values obtained during each made adjustment (for each value of $E_{\text{inf}}$ and $E_{\text{sup}}$), weighted respectively by $\text{Proba}_{\chi^2}$ and $\text{Proba}_{KP}$. The mean value obtained, for each one of these spectra, is the measured apparent value. These spectra of temperatures are presented in the figure 11 for the deuterons and the heliums 3.

As an example, are presented in the figure 12 the typical results of various adjustments for energy spectra of deuteron, emitted by excited nuclei of $^{120}$Sn with 3 A.MeV of excitation energy per nucleon.

From these last figures, it is possible to draw a certain number of lessons on these procedures of adjustment. It is clear that the test of the $\chi^2$ always does not converge when the statistics is weak. There are no results for the helium 3 nuclei, which have a smaller multiplicity, for 1000 events with 3 A.MeV for example. The adjustments are more sensitive to the selected range of adjustment $(E_{\text{inf}}, E_{\text{sup}})$ when the statistics is weak. Indeed, the values of temperatures obtained are increasingly coherent when the statistics increases (reduction of the standard deviation in the figure 11).

The two measurement techniques (better adjustment and average) in general give equivalent results for the test of Kolmogorov. The agreement between the two techniques is a little less good with the test of the $\chi^2$. It gets better still when the statistics increases.

Now, if we compare the two tests of adjustment, their agreement is all the more correct as the statistics is important. On the other hand, their compatibility seems to depend a bit on the conditions of construction of the spectra, therefore on the shape of the spectra. The agreement is less good when the adjusted spectra are those obtained under the conditions of the experiment, being therefore the more different from the ideal spectrum.

It should be also noticed that the indicator of quality of the adjustment tends to decrease with the statistics.
of events. Fluctuations decreasing with the statistics, the convergence between the experimental distribution and the theoretical distribution should be better. It thus shows us that the convolution of successive de-excitation of the hot nucleus does not give exactly an energy distribution of light particles equivalent to that foreseen by Weisskopf for a single de-excitation. The discrepancy increases even more when are added the experimental distortions.

Appendix B: Description of the conditions of use of the event generators

1. Use of GEMINI

GEMINI [20–22] was used to simulate the sequential emission of a hot nucleus. We imposed that the hot nucleus is spherical with a negligible angular momentum. Angles and the velocity vectors of the decay products are calculated by following a semi-classical mathematical treatment to save computing time. This one took into account partly the angular momentum, when it exists. We chose not to authorize the emission of fragments of intermediate mass. Only particles of charge lower or equal to 5 were emitted. On the other hand, it was taken account of their possible secondary de-excitation. The process of evaporation of particles was treated by following the formalism of Hauser-Feschbach [37]. The calculation of the transmission factors intervening in the estimate of the cross section of the inverse process of evaporation was made within the framework of the model known as (IWBC) suggested by J.Alexander and M.T.Magda [38]. The used level-density parameter is equal to A/10.

2. Use of SIMON

We used the code SIMON [23, 39] by imposing a single source. We chose to have a decay of the hot nucleus by sequential evaporation. The Coulomb propagation of the evaporated particles is followed up to 25000 fm/c. We have frozen the emission of fragments or fission during an extremely long time to emit only the first twenty particles of the mass table used in SIMON. The emitting nucleus is always of spherical form without notable angular momentum. The widths for the various possible ways of decay are calculated by using two different formalisms either the theory of Weisskopf [4] or the theory of the transition state [40, 41]. The latter is used for the emission of particles of size more important than the carbon 12. We chose to use an option which allows to normalize the widths obtained by Weisskopf by taking account of the widths provided by the theory of the transitory state. This makes it possible to ensure a continuity of the emission between light particles and heavier fragments. The secondary de-excitation of the excited light fragments is taken into account. The used level-density parameter is equal to A/10. The conditions of use of SIMON appears completely equivalent to those taken for the use of GEMINI.

Appendix C: Complementary figures on the study of thermometry

Figure 13: Study of measures of the apparent temperatures from the deuteron energy spectra.
Figure 14: Study of measures of the apparent temperatures from the triton energy spectra.

Figure 15: Study of measures of the apparent temperatures from the $^3$He energy spectra.
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