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Abstract

In this paper, we describe a release of a sizeable monolingual Urdu corpus automatically tagged with part-of-speech tags. We extend the work of Jawaid and Bojar (2012) who use three different taggers and then apply a voting scheme to disambiguate among the different choices suggested by each tagger. We run this complex ensemble on a large monolingual corpus and release the tagged corpus. Additionally, we use this data to train a single standalone tagger which will hopefully significantly simplify Urdu processing. The standalone tagger obtains the accuracy of 88.74% on test data.
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1. Introduction

Despite the large number of speakers, Urdu is a resource-poor language when it comes to finding core language processing modules such as morphological analysers, taggers, parsers and so on. We focus on the very first step, obtaining a reasonably accurate but primarily reliable and easy-to-deploy Urdu tagger.

Jawaid and Bojar (2012) made an attempt to use existing taggers of Urdu for annotating a test corpus and observed that the best accuracy was obtained using a rather peculiar combination of existing resources: a manually tagged corpus by CRULP (Center for Research in Urdu Language Processing)\(^1\), and two taggers: (1) morphological analyser of Humayoun (2006), called HUM analyzer in the following, and (2) tagging module of Urdu shallow parser developed by Language Technologies Research Center of IIIT Hyderabad\(^2\), called SH parser in the following. Jawaid and Bojar (2012) use the corpus by CRULP to train a SVM tagger by Giménez and Márquez (2004), obtaining a third tagger.

To annotate the final test corpus, Jawaid and Bojar (2012) run all the three taggers, convert their output into common representation, unify their different tagsets\(^3\) and apply a voting scheme on the combined output of all three taggers to pick the tag with the maximum votes. The maximum accuracy they obtained on the voted data is 87.98%.

In this paper, we try to overcome the practical issues of the setup by Jawaid and Bojar (2012): the need to install and operate three different taggers, output converters and a final voting script. We do so by applying this complex pipeline to a relatively large corpus and then training a “one-shot” tagger from this corpus. Once all final checks are done, we release both the large automatically annotated corpus as well as the trained one-shot tagger.

2. Urdu Monolingual Data Resources

Emille Project (Enabling Minority Language Engineering) is the first one to take the initiative for collecting South Asian language resources (Baker et al., 2002). Besides publishing parallel corpus that contains translations of English into several Indic languages such as Hindi, Urdu, Bengali, Gujarati, and Punjabi, Emille also has published two different monolingual corpora for all covered languages: a spoken corpus and a written corpus.

The Urdu spoken corpus consists of 512,000 (approximately 0.5M) words of Spoken Urdu, transcribed from broadcasts of BBC Asian Network and BBC Radio. The Urdu written corpus (incorporated from the CHL Corpus) contains 1,640,000 (approximately 1.6M) words. These Urdu resources are also manually annotated with a morpho-syntactic tagset Hardie (2003).

3. Data: Our Urdu Corpus

In this section we give an overview of monolingual data we use in this work.

In 2014, we crawled several websites and gathered a large corpus of Urdu text. The collected corpus is a (unlabeled) mix of the following major domains: News, Religion, Blogs, Literature, Science, Education and numerous others. The data is crawled from following web sources: BBC Urdu\(^4\), Digital Urdu Library\(^5\), Minhaj

\(^1\)http://www.crulp.org/software/ling_resources/UrduNepaliEnglishParallelCorpus.htm
\(^2\)http://ltrc.iiit.ac.in/showfile.php?filename=downloads/shallow_parser.php
\(^3\)For the SVM tagger, they actually map the CRULP training data to the unified tagset before training the SVM tagger, so the SVM tagger already operates in the desired tagset instead of cumulating errors of tagging with errors of a subsequent mapping.

\(^4\)http://www.bbc.co.uk/urdu/
\(^5\)http://www.urdulibrary.org/
Books, Faisaliat, Awaz-e-Dost and Urdu Planet. The remaining two data sources, Noman’s Diary and iFastnet were collected in 2010. Table 1 shows the detailed statistics of the collected corpora. The resulting monolingual corpus has around 95.4 million tokens distributed in around 5.4 millions sentences. These figures present the statistics of all the domains whose data we annotate using our joint tagger and release afterwards.

| Corpus          | Sentences | Tokens       | Vocabulary |
|-----------------|-----------|--------------|------------|
| Urdu Planet     | 4,793,736 | 78,045,722   | 536,789    |
| BBC Urdu        | 423,828   | 11,974,394   | 96,008     |
| Urdu Library    | 96,240    | 1,692,948    | 44,812     |
| Minhaj Books    | 83,282    | 2,458,402    | 39,955     |
| iFastnet        | 24,639    | 427,324      | 28,103     |
| Awaz            | 22,031    | 388,498      | 20,591     |
| Noman’s Diary   | 18,664    | 375,531      | 19,770     |
| Faisaliat       | 2,155     | 49,008       | 5,542      |
| **Total**       | **5,464,575** | **95,411,827** | **582,795** |

Table 1: Statistics of our Urdu data after deduplication.

This corpus represents the first main result of this work and it is publicly available online. The corpus can be used for academic research purposes only.

3.1. Data Crawling

Our web crawler is based on Selenium that provides advanced features to interact with web pages and provides the functionality to extract text from specific sections of a web page. This feature helped us to extract pure Urdu contents from web pages, stripping HTML tags and also removing other unrelated text.

For all the web sources except Urdu Planet, we provided the crawler with specific HTML and CSS selection criteria used to mark sections of the pages that contain the relevant Urdu contents. The crawler then extract the data only from the selected HTML sections and discards the rest.

Urdu Planet is our largest extracted corpus. Compared to other data sources, it suffers from the highest level of noise because it is a repository of large number of blogs each with different HTML structure and we were unable to come up with a generic HTML pattern to extract filtered data from this source.

3.2. Data Cleaning

The plain text obtained from our crawler is further cleaned in the following steps:

- All duplicated paragraphs are discarded and only a unique occurrence of each of them is kept.
- A language detection tool is used to discard sentences in a foreign language (data sources of religious domain such as Minhaj Book contains several sentences in Arabic and their English translation whereas rest of the sources contain mix of foreign sentences in English, Arabic and some regional Pakistani languages).
- Data is tokenized using a simple tokenization script by Dan Zeman. The script replaces any control and space characters (including TAB and non-breaking space) by spaces and surrounds punctuation with spaces.
- After tokenizing the data, the paragraphs are split into sentences using Urdu sentence end markers such as full stop and question mark.
- Only sentences with two or more tokens are kept.
- Because each corpus contains numerals written in various styles (mainly Western Arabic as in English but also Eastern Arabic and its variants), we normalized all data sources by converting all numerals to the Western Arabic variant.
- Noise from the data is removed by discarding the tokens such as white stars, left or right arrows, smiley icons, bullets etc. Invalid UTF-8 characters are also removed.
- Foreign sentences (including those not recognized by our language detection tool) such as Sindhi, one of the regional language of Pakistan, are deleted. Up to 50% of the tokens in the sentence are allowed to come from English. Sentences with more foreign words are removed.
- Some checks focus on white space: sentences with no spaces between tokens are deleted. On the other hand, spaces are inserted (if missing) between English and Urdu words.
- Bracketed English phrases in the middle of sentence are also removed because they mostly represent some translation or explanation that should not be part of a natural Urdu sentence.

All the scripts and tools that are used for data cleaning are also released with the data.

---

6. [http://www.minhajbooks.com/urdu/control/Txtformat/](http://www.minhajbooks.com/urdu/control/Txtformat/)
7. [http://shahfaisal.wordpress.com/](http://shahfaisal.wordpress.com/)
8. [http://awaz-e-dost.blogspot.cz/](http://awaz-e-dost.blogspot.cz/)
9. [http://www.urduweb.org/planet/](http://www.urduweb.org/planet/)
10. [http://noumaan.sabza.org/](http://noumaan.sabza.org/)
11. [http://kitaben.ifastnet.com/](http://kitaben.ifastnet.com/)
12. [http://hdl.handle.net/11858/00-097C-0000-0023-65A9-5](http://hdl.handle.net/11858/00-097C-0000-0023-65A9-5)
13. Selenium is a browser automation toolkit that is used primarily for automated web application testing.
14. The language detection tool was developed by the main author during her Master’s thesis.
4. Processing: Three POS Taggers Consolidated

To automatically provide part-of-speech tagging for our corpus, we use the following three taggers: HUM analyser, SH parser and the SVM tagger trained by Jawaid and Bojar (2012).

We first annotate our monolingual corpus described in Section 3, using all the three taggers. Table 2 shows the output of all three taggers. We convert the output of HUM analyser and SH parser to a “|” delimited format, discarding lemma and stripping all the morphological analysis from the annotations. We keep only the word form and POS tag. The output of SVM tagger is also constructed in the required format.

Each of the taggers uses its own tagset, and we follow Jawaid and Bojar (2012) who unify these tagsets to a single tagset proposed by Sajjad and Schmid (2009). The only exception is the output of SVM tagger that does not need to be unified again because the tagger is trained on unified CRULP’s manually annotated data.

5. Our Standalone Tagger

The second main result that is accompanying our submission is a standalone tagger trained on the automatically tagged corpus.

We use SVM Tool (Giménez and Márquez, 2004) for the training of the standalone tagger. Sajjad and Schmid (2009) show a comparison of four state-of-the-art probabilistic taggers (TiT tagger, T reeT agger, RF tagger and SVM tool) for Urdu and report that on a training corpus of 100,000 tokens, SVM tool outperformed the other taggers.

SVM tool comes with the implementation of five different kinds of models for training. We use ‘model 4’ with tagging direction from right-to-left. Compared to other models, the model 4 helps in learning more realistic and refined model by artificially marking some of the words as unknown at training time. Jawaid and Bojar (2012) and Sajjad and Schmid (2009) used the same model for training their SVM taggers.

The test corpus for tagger evaluation consists of tagged 8K tokens from BBC News. The same test set is used for evaluation by Jawaid and Bojar (2012) and Sajjad and Schmid (2009) in their work. We call it Sajjad’s test data in the following.

For training, the monolingual data is combined into two different settings: with and without BBC corpus. The reason of training the tagger on data excluding BBC corpus is to do the fair evaluation of tagger because Sajjad’s test data also comes from BBC Urdu. However, due to time constraint we only train the tagger on data without BBC corpus for now but, we plan to release the final tagger trained on entire monolingual data (except Urdu Planet). Table 6 shows the

| HUM Analyser | UNK| ...| N+NF+P+Voc+Masc| N+NF+SG+NOM+Masc| InterPron3+IntPF3+P+Masc |
| SH Parser | SYM+Punc+poscat=NM| WQ+adv+poscat=NM |
| SVM Tagger | SM_1| ADV_0.713392372067598- | AKP_0.163102676350609- | KP_0.123504951581793 |

Table 2: The output of HUM Analyzer, SH Parser and SVM Tagger converted to the common format.

| After Voting | After Fallback |
|-------------|---------------|
| "WiD| JAV| VB| CC | MUL+VB+NN |
| "WiD| JAV| VB| CC | VB |

Table 4: Concatenated output of all three taggers after applying voting and fallback options.

---

15http://www.cle.org.pk/Downloads/langproc/UrduPOStagger/UrduPOStagset.pdf
16The test set is tagged using Sajjad’s tagset and it is freely available online: http://www.ims.uni-stuttgart.de/~sajjad/resources.html
17http://www.bbc.co.uk/urdu/
statistics of the monolingual data used for the training of the tagger. The row “Unknown tokens” in Table 6 shows that the 105 test tokens were never seen in the training data with BBC and 165 tokens were never seen in the training data without BBC. Similarly, “Unknown Types” shows the unique word count of missing test tokens in the training data.

We train SVM tool on the voted data. The voted data is created using the voting setup that reaches the highest accuracy, i.e. 87.73% correctly tagged tokens of the test corpus. The implementation of the voting strategy in Jawaid and Bojar (2012) that produces the best accuracy setup is as follows: each tagger has the power of 1 vote. If the tagger emits more than one tags for a token, this one vote is split uniformly among all the suggested tags. We take the top 3 options from SVM and normalize their probabilities to sum to the one vote of SVM. In those cases where SVM predicts only 1 tag to express its certainty, we give it a preference over other taggers, i.e. no voting in this case. Votes for the unknown tag (UNK) are discarded.

The tag that receives the highest sum of votes is selected. In case of a voting conflict, i.e. two or more tags receive the same number of votes, we resolve the ambiguity using a static preference list.

6. Evaluation

Jawaid and Bojar (2012) give the comparison of accuracies of individual taggers and the different voting setups. Table 7 shows the overall accuracy of tagger when trained on data without BBC corpus. We also show the tagger accuracy on known and unknown words. We see that the standalone tagger does not decrease the performance at all. In fact, it helps a tiny little bit. Only 45% of the unknown tokens are correctly tagged by our tagger and that is rather lower than expected. The accuracy on test data without using the stand-alone tagger is also presented in Table 7.

Table 8 shows the confusion matrix for the most confused tag pairs.
morpheme that could distinguish them from common nouns (NN). This causes almost a half of PNs incorrectly tagged as NN. PN is usually marked as an adjective (ADJ) if it is used to refer to some property, state, or feature in the context (Ali et al., 2011), making tagger to confuse PN with ADJ.

Similarly, ADJ is marked with NN if head NN is dropped from the sentence. This causes a large number of NNs being tagged as ADJs (see Ali et al. (2011) for examples).

During the analysis of tagger output, we found several cases where we do not agree with the selection of part-of-speech assigned to certain words in the test data. Below we discuss such cases with examples.

**Q as an ADJ:** According to the Sajjad’s tagset, words such as کی are quantifiers. But in the test data, we see examples that mark a few quantifiers as ADJs. In Example 1, the quantifier کی and in Example 2, the quantifier کی is tagged as an ADJ.

1. **Example 1:**
   
   "woh kai saal se patangoñ ke muqâbле dekh rahâ he"

2. **Example 2:**
   
   "her waqt ‘awâmn kā ‘ja ke ‘gafr ‘he dikhâ."

**NN as an ADJ:** There are a few occurrences in which mostly the first or sometimes all nouns in compound noun are marked as ADJ. In Example 3, the first noun of the compound noun خریداری مارکز is tagged as ADJ.

3. **Example 3:**
   
   "mejhâkmah xorâk or pâsko ke xarîdâri maraâkaz per gandum farîxt nah kar sake."

**PN as NN:** We found a few cases where PN is tagged as NN. The frequency of these errors is still unknown and needs to be further investigated. Following are the examples where our tagger correctly predicts the PN but due to the incorrect gold tags, tagger’s output for these nouns is considered wrong. On the contrary, there might be cases where our tagger benefits from the error made in gold tags.

4. **Example 4:**
   
   "inheñ ngjawâñ axbûr fárâs ‘sa’d ali or korêr sarwis ke mulâzım násîr kí halâkat per dilli ðukh pohancâ."

5. **Example 5:**
   
   "is se sâzhâ kír bhí khenêji já sakti he."

6. **Example 6:**
   
   "wâpçâ mulâzım iqbâl ne kahê ke patangoñ kí wajah se itwâr ko synkaroñ bû râldyéd hoti he."

7. **Example 7:**
   
   "nisqal baki ‘akbî ‘mîmi ‘kay ‘sa ‘kû."

8. **Example 8:**
   
   "nañâsal hâki satyêmn meñ jàri qómit hâki kem meñ khîlâri tarbyt meñ mîsrof’ he."

**NN as PN:** Although our tagger performs poorly on identifying proper nouns, especially the names of people and countries, we come across a few examples in the test data where NN are sometimes tagged as PN. In Example 5, کار and in Example 6, ملازم are tagged as PN whereas they are undoubtedly NN.

**Gold Tags | Predicted Tags**

| NN | PN | VB | ADJ | ADV | AA | TA | Q | SC | Total |
|----|----|----|-----|-----|----|----|----|-----|-------|
| NN | -  | 79 | 38  | 174 | 13 | -  | -  | -   | 250   |
| PN | 211| -  | 39  | -   | 14 | -  | -  | -   | 85    |
| VB | 18 | -  | -   | -   | 19 | 6  | -  | -   | 43    |
| ADJ| 52 | 8  | 7   | 14  | -  | -  | -  | 27  | 108   |
| ADV| 29 | 1  | 5   | 31  | -  | -  | -  | 19  | 85    |
7. Conclusion
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