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Abstract—Energy management systems (EMS) rely on (non)-intrusive load monitoring (NILM) to monitor and manage appliances and help residents be more energy efficient and thus more frugal. The robustness as well as the transfer potential of the most promising machine learning solutions for (NILM) is not yet fully understood as they are trained and evaluated on relatively limited data. In this paper, we propose a new approach for load monitoring in building EMS based on dimensionality expansion of time series and transfer learning. We perform an extensive evaluation on 5 different low-frequency datasets. The proposed feature dimensionality expansion using video-like transformation and resource-aware deep learning architecture achieves an average weighted F1 score of 0.88 across the datasets with 29 appliances and is computationally more efficient compared to the state-of-the-art imaging methods. Investigating the proposed method for cross-dataset intra-domain transfer learning, we find that 1) our approach with an average weighted F1 score of 0.80 while requiring 3-times fewer epochs for model training compared to the non-transfer approach, 2) can achieve an F1 score of 0.75 with only 230 data samples, and 3) our transfer approach outperforms the state-of-the-art in precision drop by up to 12 percentage points for unseen appliances.

Index Terms—feature dimensionality expansion, transfer learning, appliance classification, video-like transformation, Gramian angular field, deep learning, load monitoring.

I. INTRODUCTION AND RELATED WORK

INCREASED energy consumption that comes with population growth and technological advances raises environmental concerns globally. The European Union has committed to improving energy efficiency by at least 32.5% by 2030. [1] Next-generation power grids that allow bidirectional transmission of power and data, creating an automated power grid, are seen as one of the enablers of increased efficiency. Among other enablers are microgrids: small energy networks that includes some renewable energy generation units, such as photovoltaic panels, and some households. Both smartgrids and microgrids can operate within the existing power grid or in island mode, providing reliable power to connected households. Their flexible operation is enabled also by Energy Management Systems (EMS) [2], that have been shown to increase residential energy savings by more than 16% per year compared to traditional energy saving methods [3].

While EMS have been around for about four decades, they have been evolving both conceptually and technologically [3]. For instance, some studies show that only providing information about total energy consumption does not significantly change consumers’ energy consumption behavior, however, when providing finer insights, such as into individual appliance consumption, energy saving behavior becomes noticeable [4], [5]. As a result, future EMSs will likely include automatic monitoring and detection of household appliances to identify individual sources of energy consumption. Such capabilities are referred to in the domain as load monitoring and can be grouped into intrusive and non-intrusive techniques [6]. Intrusive Load Monitoring (ILM) assume that each electrical device operating in a building is connected to its own smart energy meter, possibly embedded in the electricity socket, that is subsequently connected to the EMS. Therefore, an ILM solution is more expensive as it requires more metering equipment, however more accurate as per device consumption data can be retrieved. For the case of Non-intrusive load monitoring (NILM), the entire energy consumption is monitored from a single central point in the building where a smart meter that connects to the EMS is installed. As a result, NILM provides a cheaper solution in terms of metering equipment and infrastructure maintenance thus being the preferred option as source of data for the EMS. However consumption data can only be collected in an aggregated form that need to then be processed to extract single device metering data.

Table I summarizes the most relevant state of the art with respect to NILM with the first column listing the authors and referencing the research. From the second column of the table, it can be seen that the state of the art approaches to solving NILM can be divided into three main types: regression/disaggregation, ON/OFF detection and appliance classification.

1) NILM problem type: The regression problem focuses on decomposing the NILM signal into individual components, where each component represents a unique power signature for active appliances [7] as in the first row of Table I. The second type of problem studied refers to appliance ON/OFF classification [9], [10] as per rows two and three of the table. The motivation in these works is to identify whether or not a unique power signature represents an active device. It is important to note that the ON/OFF classification works assume the disaggregated signals are already available, thus the first type of problem is already solved. In some works, such as in rows four to six, the authors solve both type one and type two
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problems, i.e. disaggregation and ON/OFF classification. Finally, the third type of problem is appliance classification listed in the last four lines of the table. This problem also assumes the disaggregated signals are available and aims to classify which device generated each unique power signature disaggregated from the NILM signal. In this paper, we focus on the appliance classification problem type, where we assume that the signal is already disaggregated and therefore our work is intended to complement and build on regression approaches for disaggregation in the second step of NILM.

2) Methods for solving NILM problems: As the analysis of the related work shows, the approaches to solving the NILM involve a two stage process in which first a disaggregation step is required that is then followed by a classification step that performs either activity detection (i.e. ON/OFF classification), automatic appliance identification or both. It can also be seen from the second column of Table I that most research has focused on solving the regression dis-aggregation and ON/OFF classification problem. Over the years, several methods have been proposed, some of which use combinatorial techniques, shallow machine learning such as Hidden Markov Models (HMM), shallow machine learning such as Hidden Markov Models (HMM), Logistic Regression Classifier and Decision Tree.

But as can be observed in the third column of Table I most of the current state-of-the-art techniques are based on Deep Learning (DL) approaches such as recurrent neural networks (RNN), convolutional neural networks (CNN) and autoencoders (AE). A couple of datasets and relatively low number of samples per device may be limited.

According to the fifth column of Table I the open-source NILM datasets used in the related state of the art were collected either with a low-frequency sampling (LF) or with a high-frequency sampling (HF) of 6 seconds or more or with a high-frequency sampling (HF) of 10000Hz or more. The fact that NILM techniques on LF data dominate in the studies summarized in the table may be related to the fact that the European Union and UK technical specifications for smart meters recommends a sampling rate of 10 seconds or less for units installed in ordinary households.

However, as per Table I all the three appliance classification works have employed high-frequency datasets for model training, making the respective models less robust for already collected LF data measured with currently deployed smart meters. To avoid the necessity of buying and installing new HF smart meters and keep utilizing the existing ones whose readings are already accessible through the COSEM interface classes and OBIS Object Identification System, we develop in this paper appliance classification and transfer models for existing LF meters that are directly compatible with the disaggregation works in lines 1-7 of the table in terms of sampling rate and complementary in their functionality.

4) Time-series to image transformations for NILM: Given the breakthroughs in image and object recognition in the last decade, various scientific fields have begun to formulate their domain-specific problems as image problems. Something similar happened in the NILM domain, where several time-series-to-image transformations that expand the 1D time series into a 2D image were considered. For example, transformed high-frequency datasets into a pixelated image of the voltage-current trajectory (VI) to solve the appliance classification.
problem. In [38], the authors proposed weighted recurrence graph plots on the same datasets for the same type of problem. Mottahedi et al. [39] were among the first to propose using Gramian Angular Filed (GAF) representation of NILM signals, solving the regression/disaggregation problem. Both [40] and [41] utilized the same transformation method and attempted to detect the ON/OFF state on a limited number of appliances. The computational complexity of TS to image transformations scales quadratically with the size of the TS window, so most of the listed works reduce the images by averaging them or alternatively choose a smaller window size to start with. The problem with averaging is that some of the information that may be important for solving the defined problem is lost, while choosing smaller window sizes may not capture enough information, resulting in poorer performance. In our work, we propose a new method for converting TS to a higher dimensional representation that scales linearly with the size of the TS window while preserving most of the information.

6) Contributions: Based on the presented related work it can be seen that in general there is a lack of research in NILM on appliance classification on low-frequency datasets, which is an important part in supporting disaggregation algorithms in correctly classifying the appliances. Additionally, for the regression problem type it was shown by [8] that the use of a sequence-to-point DL model can be transferred between two different types of appliances for the regression/disaggregation problem, while [42] disaggregated signals using Generative Adversarial Networks and TL between houses in the same dataset. For appliance classification, both [15] and [16] proposed voltage-current trajectories representation of the signatures of devices on high-frequency data, while they used a convolutional neural network pre-trained on the ImageNet dataset for the backbone model. Their approach can be categorized as cross-domain TL. As shown by [43], intra-domain TL leads to better results than cross-domain TL in most cases. To the best of our knowledge our work is the first attempt at intra-domain TL for appliance classification on low-frequency datasets.

5) Transfer learning for NILM: According to lines 8-10 in Table I, the authors of [14], [13], [19] proposed the transfer learning (TL) method for appliance classification. Additionally, for the regression problem type it was shown by [8] that the use of a sequence-to-point DL model can be transferred between two different types of appliances for the regression/disaggregation problem, while [42] disaggregated signals using Generative Adversarial Networks and TL between houses in the same dataset. For appliance classification, both [15] and [16] proposed voltage-current trajectories representation of the signatures of devices on high-frequency data, while they used a convolutional neural network pre-trained on the ImageNet dataset for the backbone model. Their approach can be categorized as cross-domain TL. As shown by [43], intra-domain TL leads to better results than cross-domain TL in most cases. To the best of our knowledge our work is the first attempt at intra-domain TL for appliance classification on low-frequency datasets.

6) Contributions: Based on the presented related work it can be seen that in general there is a lack of research in NILM on appliance classification on low-frequency datasets, which is an important part in supporting disaggregation algorithms in correctly classifying the appliances based on their disaggregated signals in next generation EMS systems. In this paper, we propose a new approach for appliance classification in low frequency NILM, based on a time-series to sub-window image transformation and deep learning. The contributions of this paper are:

- We perform a first-time analysis of dimensionality expansion based representation for appliance identification and classification on low-frequency NILM signals.
- We introduce a new dimensionality expansion of time series signal through sub-window imaging, namely sub-window GAF, that scales linearly with the size of the TS window. Additionally, we improve upon the original GAF transformation by introducing brightness into the transformed images.
- We elaborate on the design methodology to develop a new resource-aware deep neural network architecture for appliance classification on low-frequency NILM signals and extensively evaluate its performance on 5 different open datasets.
- We perform a first-time analysis of intra-domain transfer learning (energy domain to energy domain) on low-frequency data for appliance classification. We show that the proposed transfer learning (TL) approach performs with an average F1 score of 0.80, while requiring only a third of training epochs compared to training a model from scratch.
- We also perform a first-time analysis on how increase in number of samples and diversity of appliances affect the TL process.

This paper is organized as follows. Section II provides the formal problem statement, while Section III elaborates on the proposed time series transformation. Section IV introduces the proposed deep learning architecture, Section V describes the relevant methodological and experimental details, while Section VI provides thorough analyses of the results. Finally, Section VII concludes the paper.

II. PROBLEM STATEMENT

Assume a new building equipped with a LF smart meter that complies with the European Union and UK technical specifications for smart meters needs to be equipped with an EMS and connected to the smart grid as depicted on the left of Figure 1. Rather than collecting sufficient labeled data to deploy the appliance classification model in the EMS, we propose a new transfer learning (TL) approach for faster model development as depicted in the same figure. As can be seen in Figure 1, there is a generic appliance classification model that has been trained on a larger already collected dataset, also referred to as the backbone model. This model is saved in the model storage. As depicted in Figure 1b, a relatively smaller number of labeled appliance data samples from the new house need to be collected and transformed to fine tune the pre-trained model loaded from the store before deploying it to the new EMS.

A. Model development

In order to populate the model storage from Figure 1b with pre-trained models, appliance classification models need to be developed on sufficient data to achieve satisfactory performance. The required step-by-step training process is depicted in Figure 1a and formalized in Equation 1. Given an input tensor $H_i$ representing energy measurements from households, that has been generated from raw TS measurements $T_i$, there is a function $\Phi_i$ that maps the extracted features to a set of target classes $C_i$ representing different household appliance types, where $i$ denotes one of the datasets.

$$C_i = \Phi_i(H_i)$$  (1)
The classifier $\Phi_i$ is realized using one of the five different datasets to develop the deep learning model able to solve a multi-class classification problem to discriminate between the appliance classes within the selected datasets. The cardinality of the set $C_i$, also denoted as $|C_i|$, denotes the number of classes to be recognized, depending on the number of appliances present in the selected dataset.

**B. Model transfer**

The classifier $\Phi_i$ from Equation 1 can be decomposed into two parts: a backbone function $\Phi_i$ that extracts features from the input and a mapping function $f_i$ that maps those features into the target classes as per Equation 2. This decomposition enables transferring the feature generation part to a new dataset as follows.

$$\Phi_i(H_i) = \Phi_i(\Phi_i(H_i))$$  \hspace{1cm} (2)

Given an input of $H_j$, that is generated by transforming a new time series $T_j$, there is a function $\Phi_j$, that with the process of TL uses the output from the feature extraction function $\Phi_i$ from the function $\Phi_i$, trained on the $i$-th dataset, from the input $H_j$, and then maps it to a set of target classes $C_j$ as depicted in Figure 1 and can be formalized as follows:

$$C_j = \Phi_j(\Phi_i(H_j)), i \neq j$$  \hspace{1cm} (3)

The elements of $C_j$ can be completely different or partially overlap with the ones of $C_i$ and the cardinality $|C_j|$, represents the number of classes to be recognized, depending on the number of appliances in each dataset used in the TL process.

**III. FEATURE DIMENSIONALITY EXPANSION**

We propose a new feature dimensionality expansion approach that converts time series data $T$ into a video-like format represented as tensor $H$ in Figure 1 as follows:

$$H_{(W \times W \times R)} = [F([T]_{(1 \times W)})]_{(R)}, \text{ where } R = \frac{N}{W} \text{ and } R \in \mathbb{N}$$  \hspace{1cm} (4)

where function $F()$ represents the transformation of the time series $T$ into an image, $N$ represents the length of the time-series, $W$ represents the size of the sub-window and $R$ represents the number of sub-windows. When $W = N$, $F()$ is applied to the entire time series resulting in an image transformation such as the ones used in the state-of-the art denoted by $H_{(N \times N \times 1)}$. When $W = 1$, $F()$ is applied to each point of the time series resulting in the original time-series $H_{(1 \times 1 \times N)}$.

For realizing function $F()$ from Eq. 4, we chose an amplitude aware GAF transformation. The standard GAF transformation may take one of two flavours: the Gramian angular summation field (GASF) or the Gramian angular difference field (GADF). In this work we chose to use the GASF representation because there was no difference in performance between the representations. For GASF, the time series needs to be scaled with a min-max normalization and then transformed to a polar coordinate system. The angles $\theta_W$ from the polar plot are used to calculate the GASF therefore. The amplitude aware improvement that we proposed on the existing GAF transformation is to multiply every element of the GAF transformation with the maximum amplitude of the time-series present in the sub-window. This introduces brightness into the transformed images that result in better model discrimination capabilities. The proposed $F([T]_{(1 \times W)})$ is defined as:

$$F([T]_{(1 \times W)}) = MAX([T]_{(1 \times W)}) \ast \left( \begin{array}{cccc}
\cos(\theta_W + \theta_1) & \cos(\theta_W + \theta_2) & \ldots & \cos(\theta_W + \theta_W) \\
\vdots & \vdots & \ddots & \vdots \\
\cos(\theta_2 + \theta_1) & \cos(\theta_2 + \theta_2) & \ldots & \cos(\theta_2 + \theta_W) \\
\cos(\theta_1 + \theta_1) & \cos(\theta_1 + \theta_2) & \ldots & \cos(\theta_1 + \theta_W)
\end{array} \right)$$  \hspace{1cm} (5)

The end result of consecutively applying $F([T]_{(1 \times W)})$ from Eq. 5 to consecutive windows $W$ is a sub-windowed GAF that is computationally less expensive compared to the original transformation. An example of the proposed transformation is depicted in the Figure 2. A TS of length $N = 600$ depicted in Figure 2 is split into $R = 5$ sub-windows of length $W = 120$ as in Figure 2. After applying the proposed transformation $F()$ to the sub-windows a set of images of size $M_R = 120 \times 120$ are concatenated as per Figure 2, forming one sample used for inference for appliance classification.
IV. PROPOSED CLASSIFICATION MODELS

In this section we first describe the proposed model transfer that solved the problem from Section II a and then elaborate on the generic model development to be made available in the model store as discussed in Section II b.

A. Proposed video-like model

The proposed classification model, that will serve as the backbone as per Figure 1 for our TL model, is presented in Figure 3. Considering potential resource restrictions of BEMS, the backbone model was developed according to the design consideration guidelines presented in [44], making the model resource-aware by considering the amount of floating point operations (FLOPs) needed to make a prediction. In their work they proposed the following guidelines for model development:

a) First guideline: is to reduce the number of the layers of the network, by considering the number of layers \( L \) and the computational complexity of each individual layer \( F_1 \) as per Eq. (4)

\[
M_{FLOPs} = \sum_{i=1}^{L} F_i, \tag{6}
\]

b) Second is the optimization of the convolutional layers: that represent a sequence of matrices used to extract features from the input image. The main part of the convolutional layer is a set of kernels of size \( K_x \times K_y \) used to convolve over an input tensor of size \( T_x \times T_y \times C \) with a stride \( S \). The number of all FLOPs per filter \( F_{pf} \) is given by Eq. (7)

\[
F_{pf} = \left( \frac{T_x - K_x + 2P_x}{S_x} + 1 \right) \left( \frac{T_y - K_y + 2P_y}{S_y} + 1 \right) \left( C \cdot K_x \cdot K_y + 1 \right) \tag{7}
\]

The first bracket of the equation gives the height of the output tensor, where \( T_x \) represents the number of the input rows, while \( K_x \) is the number of the filter rows, \( P_x \) is the row padding and \( S_x \) is the row stride size. The second bracket represents the same calculation for the width of the output tensor, where the variables \( T_y, K_y, P_y \) and \( S_y \) correspond to the columns. The last bracket represents the number of computations per filter for each of the input channels \( C \), which can also be considered as the depth of the input tensor and the bias. The number of FLOPs in the convolutional layer is equal to the number of filters times the FLOPs per filter given in Eq. (7), i.e. \( F_{c} = (F_{pf} + N_{pf})N_{f} \). However, in the case of using ReLU, an additional comparison and multiplication are required to calculate the number of FLOPs \( F_{pe} \) used in an epoch. We therefore added the number of FLOPs used for each filter and the number of instances for each filter and then multiplied by the number of all filters \( N_f \):

\[
F_{c} = (F_{pf} + (2CK_xK_y + 1))N_f. \tag{8}
\]

c) The third optimization to consider is the number of LSTM layers and hidden nodes within each: According to the corresponding equation from [45] where \( T \) is the input tensor into LSTM layer and \( N_h \) is the number of hidden units, additionally the equation is multiplied by 4 because an LSTM has 3 gates and 1 memory cell, and by 2 because each weight value causes a multiply–and–addition operation.

\[
F_{lstm} = (T + N_h) \times N_h \times 4 \times 2. \tag{9}
\]

Finally, to compute the FLOPs of Fully Connected (Dense) layers the following equation is utilized:

\[
F_{fc} = 2T \times O + O \tag{10}
\]

The number of operations depends on both the input size \( T \) and the output size \( O \), where \( O \) equals the number of nodes selected in the Dense layer.

During our iteration process we considered:

- The number of convolutional layers \( L_{cnn} \in \{2, 3, \ldots, 24\} \)
- The number of LSTM layers \( L_{lstm} \in \{1, 2, \ldots, 10\} \), with number of nodes \( N_{h} \in \{8, 16, 24, \ldots, 128\} \)

Based on the guidelines and empirical experimentation, the following model was selected since it provided the best ratio between the number of FLOPs and performance of the model. The input sequence of images is first fed into the feature extraction part of the model (\( \Phi \)), that consist of convolutional layer with 16 kernels of size \( 7 \times 7 \), followed by a max pooling layer with pooling size of \( 2 \times 2 \). Next come two similar blocks where each block consists of two convolution layers with 16 kernels of size \( 3 \times 3 \) and max pooling layer with pooling size of \( 2 \times 2 \). The last part of the model starts with a dropout layer of 0.1, followed by two more convolution layers with the same kernel number and size as the previous layers. All of the mentioned convolution layers use ’same’ padding and stride of 1 and use ReLU activation function, while being embedded into the TimeDistributed class from Keras library \(^5\)

The output data from the convolutional part of the model is then flattened and fed into two LSTM layers with 16 nodes which are also the final two layers of the feature extraction

\(^5\)https://keras.io/api/layers/recurrent_layers/time_distributed/
Fig. 3. Deep learning network model for NILM classification

Fig. 4. Deep learning network model for TL NILM classification

part (Φ), of the model. This output is then connected to the classification part (Φ), of the model consisting of only one output layer of size \( Y \), where the softmax activation function is applied and the classification is made. The size of \( Y \) depends on the number of different classes present in the used dataset. Considering an input shape of \( 5 \times 100 \times 100 \) the final FLOPs computation for this proposed model sums up to \( \approx 2.92 \) GFLOPs as listed in the first line of Table II.

| Input Model GFLOPs     |
|------------------------|
| Sub-windowed GAF       |
| Proposed model         | \( \approx 2.92 \) |
| GAF                    | \( \approx 13.3 \)  |
| TS                     | \( \approx 0.14 \)  |
| TS                     | \( \approx 0.27 \)  |

Table II
MODEL FLOPS COMPARISON.

1) State of the art image-like model: To compare how the proposed model fairs against other dimensionality expansion models an image-like model was developed. A series of well known DL architectures were considered in the evaluation and the one with the best performance was selected. AlexNet [36] and VGG11 to VGG16 [46] were all evaluated, due to their similarity to our proposed model, and in the end VGG11 performed the best out of all the evaluated architectures and was selected as baseline model.

The data was sliced into 60 minute long windows and each window was then transformed into Gramian angular summation field (GASF) image. Since the average 60 minute sample of time series transformed into images contains up to 600 samples, a direct transformation would produce larger images of size \( 600 \times 600 \times 1 \) pixels, which require substantial computational power to train. Due to hardware limitations we reduce the size of the input, similar approach was used in other related works as discussed in Section I-A4. A rolling averaging process is applied to the time series that reduces its size to 300 samples, which are then converted to images of size \( 300 \times 300 \) pixels. The final number of FLOPs required for inference of the VGG11 model used is 13.3 GFLOPs, as can be seen in the second line of Table II.

2) Baseline time series model: To ensure the necessity of transforming TS through the proposed dimensionality expansion techniques, a comparison was made with the raw TS deep learning models. Two state of the art deep learning architectures that were shown to have excellent performance on the standard time series benchmarks consisting of 128 datasets [47] were selected: Fully Convolutional Network (FCN) and a modified version of ResNet both proposed by Wang et al. [48]. Each dataset was sliced into 60 minute long windows which ideally resulted in 600 samples per time series window. Since we were working with real world data and there might be missing values a moving average was applied to each sample, resulting in the reduced number of samples per TS window of 550, which was also the size of the input into both raw TS benchmark models, while being consistent with the proposed model. The computational complexity of both models is presented in the third and fourth line in Table II and shows that the ResNet model with \( \approx 0.27 \) GLOPs is almost two times more expensive to compute than the FCN model with \( \approx 0.14 \) GFLOPs. However, both models are significantly less expensive compared to the imaging model VGG11 and our proposed model.

B. Proposed model transfer

For realizing the transfer from an existing model to a new BEMS, we propose the TL model depicted in Figure 4. The feature extraction part (Φ) is obtained from a model available in the model store as depicted in Figure 1. The backbone model is frozen and is not fine tuned during the training process. The features extracted from the backbone are provided as an input to the classification part (Φ) of the model that includes three dense layers, first consisting of 64 nodes, second of 32 nodes while the third has 16 nodes.
All three dense layers use the ReLU activation function. The output from the last dense layer is then fed into the final output layer of size \( Y \), where the final classification is made after the softmax activation function is applied. The size \( Y \) depends on the number of different appliances available in the new household. The number of additional dense layers was selected based on a trial and error iterative approach. During the iterative process we considered:

- The number of additional dense layers \( N_L \in \{1, 2, \ldots, 10\} \)
- The number of nodes in additional dense layers \( N_N \in \{8, 16, 24, \ldots, 256\} \)

The final number of \( N_L \) and \( N_N \) was chosen as a performance to resource awareness trade-off. The model complexity can be seen in the last line of Table II with \( \approx 2.92 \) GFLOPs. Although additional layers were added they did not significantly raise the number of FLOPs compared to the backbone model.

V. METHODOLOGY AND EXPERIMENTAL DETAILS

To present experiment details of our work we first describe the dataset generation procedure and then present details of the model training and results evaluation.

A. Training data preparation

For this study, we selected datasets that are sufficiently large in terms of appliance count and per-appliance measurements while also being public, accepted in the community and be representative of power consumption across different continents. The five sets are UK-DALE\[27\], ECO \[28\], REDD \[29\], IAWE \[30\] and REFIT \[31\]. The traces were preprocessed with the NILMTK toolkit \[49\] that also filters bad sectors from the data and then split into windows \( W \) and sub-windows \( N \) and transformed into GASF images.

Table III provides a summary of the five datasets. The first column shows the dataset name, the second provides the sampling frequency used for collecting the data, while the third column shows the time period over which the samples were collected. It can be seen that all sampling rates have comparable frequency between 1 and 8 s, IAWE collection span is only 73 days while UK-DALE covers more than 4 years. To convert the TS to video-like format as discussed in Section III, the data first had to be resampled to synchronize the sampling rates of the different datasets. UK-DALE was chosen with a sampling rate of 6 seconds between each sample, which resulted in a round number of 10 samples per minute. Next, the data was split into sub-intervals with a fixed window length.

The sub-window length \( W \) was determined based on the empirical testing so that the best ratio between the number of FLOPs and performance results was obtained. Through the experiments we determined that a TS window length \( W \) of 65 minutes that produced \( R = 5 \) sub-windows of length of 13 minutes was the best at capturing appliances operational time. This ideally resulted in \( W = 130 \) samples per sub-window. Only positive samples with activity were selected for the training dataset. Based on the analysis of all the selected datasets we determined that a device is active if the maximum measured value within the TS window was at least 20W. Since we were dealing with the real world data measurements there could be some missing data within the sub-interval due to the data collection process. This would force us to discard a significant portion of the datasets and also some of the selected appliances.

So to compensate for the possible missing values in the interval, moving average was used to reduce the number of samples within a sub-window. Although, this led to a small loss of information, through experiments we observed that the performance drop was not significant in comparison to the averaged datasets, additionally also lowering the computational complexity of the model.

The forth column shows how many different houses were monitored and the fifth column gives information on how many different appliances were measured. It can be seen that IAFE only contains data from one house with 9 appliances, UK-DALE contains 5 houses and 53 appliances while REFIT includes 20 houses and 23 appliances. Columns 6-8 provide the minimum, average and maximum samples that can be extracted for each device using the selected 13 minute sub-window. It can be seen that in all datasets but REFIT, there are devices for which no training example can be generated while the maximum number of samples differ by orders of magnitude, from hundreds in REDD and IAWE to tens of thousands in UK-DALE and REFIT. After the cleaning and sub-windowing, the GASF transformation was applied resulting in images of size 100×100 pixels that subsequently need to be concatenated in strict order. Each image was also multiplied by the maximum value present in the transformed sub-window.

Finally the last column shows the number of appliance classes used in the final dataset after preprocessing and transformation, where certain appliance types were discarded due to low sample size (i.e. missing data). Based on empirical test presented later in Section VI, we excluded all appliance types that had less than 230 samples. By using domain knowledge, we also decided to treat appliances like fridge and freezer as the same type of device, since in its core they operate in the same way. Similar was done for toaster and kettle, since both devices use a similar heating element only the function of what is being heated is different, creating a new appliance type named heating element kitchen appliances (HEKA). This process resulted in only using 12 out of the available 53 appliances in UK-DALE, 11 out of 21 for ECO, 4 out of 17 for REDD, and 15 out of 23 for REFIT. Since IAWE is a small dataset, we allowed 81 samples for this case which led to keeping 4 out of 9 appliances.

B. Model training and evaluation

For training, we shuffled each dataset and split it into a training and a test dataset in an 80:20 ratio. We performed the shuffle split three times and then trained the model on the training set and evaluated it on the test set of each dataset used separately. The results presented are averages of all shuffle split metrics results. Due to the imbalance of the datasets, we weighted the classes during the training process. The goal is to
penalize misclassification by the minority classes by setting a higher class weight while reducing the weight for the majority class. The weights were assigned inversely proportional to the proportion of the class in the dataset, i.e., the classes with the lowest proportion were assigned the highest weight and those with the highest proportion were assigned the lowest weight. The backbone models were trained for 150 epochs and batch size 32, while the TL model was trained for 50 epochs with the same batch size.

For performance evaluation we use the standard metrics precision, recall and F1 score for each class. The metrics are expressed as: Precision = \( \frac{TP}{TP + FP} \), Recall = \( \frac{TP}{TP + FN} \) and F1-score = \( \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision + Recall}} \), where TP, FP and FN stand for true positives, false positives and false negatives.

C. Determining the number of classes and samples needed for transfer learning

To analyze how the number of classes in a dataset used for training a backbone model affects the TL process, a multitude of backbone models were trained, each with a different number of classes present in the subset of training dataset. Since REFIT dataset has the highest number of different classes this was used as the main dataset for generating the subset training datasets. For each subset, the classes were selected at random. The first subset contained two different classes and then, with each iteration, we increased the number of randomly selected appliance types by one until all of the 15 classes was used. Each trained backbone model was then used in the architecture presented in Section IV a and evaluated on the subset of ECO dataset for faster testing. For each iteration an average F1 was recorded.

We also analyzed how the number of positive samples of each class affects the backbone training process. Twelve experiments were conducted, where the number of samples for each class was increasing from 50 to 550 samples with a step of 50. Each backbone model was trained using the architecture presented in Section IV a and evaluated according to methodology presented in Section IV b and an average F1 score was recorded. We were mostly interested in the smallest number of samples needed to train a useful backbone model. For plotting the results and approximating the recorded discrete values, the Savitzky–Golay filter was used with 1st order polynomials and window length of 3.

VI. Results

In this section, we evaluate the relative performance and computational complexity of the proposed feature expansion approach proposed in Section III and designed model proposed in Section IV for solving the (N)ILM classification problem formulated in Section II. The experimental details used to obtain the results are detailed in Section V.

The results for each dataset are presented in Tables IV-VIII where the first column lists the classes \( C_i \), while the remaining columns list the selected metrics of the trained models. In the last column we list the number of samples present in the training and testing sets in model training.

The last row of each table is reserved for the weighted averages of the selected metrics, that compensates for the unbalanced representation of classes and thus enables easier comparison between the results of different methods and datasets.

A. Comparison of the backbone model to imaging baseline

From Table V it can be seen that the proposed model performs with an F1 score starting from 0.90 for most of the classes selected in UK-DALE. In terms of F1 score, our proposed method outperforms the baseline VGG11 method by up to 0.18, except HEKA and microwaves. According to the weighted average of the F1 score, our method overall outperforms the VGG11 by 0.06. Since the computer monitor and desktop computers have a similar pattern and can be easily confused by the models, it can be seen from the table that our method significantly improves upon the results of the baseline model with a difference in F1 score of up to 0.18.

It can be seen from the last row of Table V that in terms of weighted average F1 score, our method is slightly worse compared to the VGG11 baseline model. Although the baseline model outperforms our model for five out of eleven classes, the performance difference is not significant, with the exception of the lamp class. For the lamp class, our model performs with an F1 score of 0.67 compared to 0.85 for the baseline model. At the same time, we can see that our model significantly outperforms the baseline in detecting the microwave class with and F1 score greater by 0.25 and broadband router class that has an F1 score greater by 0.32 which might indicate a superior ability to detect appliances with a short working cycle.

The performance of the model on the REDD dataset, that is smaller than the previous two, can be found in Table VI. In terms of the weighted average F1 score, the baseline model slightly outperforms our proposed model by 0.03. Similar to the ECO dataset, the proposed model is not significantly worse at detecting appliances, with the exception of the microwave class where it considerably outperforms the baseline model.

| Dataset        | Sampl. | Time | Houses | Appliance | Min. | Avg. | Max. | Min. sampl. | Used |
|----------------|--------|------|--------|-----------|------|------|------|-------------|------|
| UK-DALE [27]   | 6s     | 4.3y | 5      | 53        | 0    | 1596 | 15172| 1986        | 12   |
| ECO [28]       | 1s     | 8m   | 6      | 21        | 0    | 117  | 5880 | 236         | 11   |
| REDD [29]      | 1s     | several m$^1$ | 6 | 17        | 0    | 88   | 582  | 275         | 4    |
| IAWE [30]      | 1s     | 73d  | 1      | 9         | 0    | 183  | 747  | 81          | 4    |
| REFIT [31]     | 8s     | 2y   | 20     | 23        | 71   | 12873| 72600| 289         | 15   |

$^1$ Authors claim they collected the data through several months but did not provide an exact number.
| Class             | Proposed model | baseline VGG11 | baseline TS FCN | baseline TS ResNet | Num. samp. | Train | Test |
|-------------------|----------------|---------------|-----------------|--------------------|------------|-------|------|
|                  | Prec.          | Rec.          | F1              | Prec.              | Rec.       | F1    | Prec.  | Rec.  | F1    | Prec.  | Rec.  | F1    | Prec. | Rec.  | F1    | Train | Test |
| HEKA              | 0.95 0.97 0.91 | 0.92 0.93 0.91 | 0.81 0.82 0.81  | 0.72 0.73 0.74     | 0.88 0.89 0.9  | 0.78 0.79 0.8 |           | 0.69 0.70 0.71 | 0.62 0.64 0.66 | 7834 1959 |
| fridge/freezer    | 0.99 0.97 0.96 | 0.97 0.98 0.98 | 0.93 0.94 0.95  | 0.73 0.75 0.76     | 0.83 0.85 0.87 | 0.72 0.74 0.76 | 0.69 0.70 0.71 | 0.62 0.64 0.66 | 7834 1959 |
| HTPC              | 0.95 0.97 0.91 | 0.92 0.93 0.94 | 0.81 0.82 0.84  | 0.72 0.75 0.77     | 0.83 0.85 0.87 | 0.72 0.74 0.76 | 0.69 0.70 0.71 | 0.62 0.64 0.66 | 7834 1959 |
| boiler            | 0.97 0.97 0.97 | 0.92 0.93 0.91 | 0.81 0.82 0.84  | 0.72 0.75 0.77     | 0.83 0.85 0.87 | 0.72 0.74 0.76 | 0.69 0.70 0.71 | 0.62 0.64 0.66 | 7834 1959 |
| computer monitor  | 0.98 0.96 0.94 | 0.92 0.94 0.96 | 0.81 0.82 0.84  | 0.72 0.75 0.77     | 0.83 0.85 0.87 | 0.72 0.74 0.76 | 0.69 0.70 0.71 | 0.62 0.64 0.66 | 7834 1959 |
| HTPC              | 0.95 0.97 0.91 | 0.92 0.93 0.94 | 0.81 0.82 0.84  | 0.72 0.75 0.77     | 0.83 0.85 0.87 | 0.72 0.74 0.76 | 0.69 0.70 0.71 | 0.62 0.64 0.66 | 7834 1959 |
| light             | 0.97 0.98 0.99 | 0.90 0.94 0.98 | 0.81 0.82 0.84  | 0.72 0.75 0.77     | 0.83 0.85 0.87 | 0.72 0.74 0.76 | 0.69 0.70 0.71 | 0.62 0.64 0.66 | 7834 1959 |
| microwave         | 0.97 0.98 0.99 | 0.90 0.94 0.98 | 0.81 0.82 0.84  | 0.72 0.75 0.77     | 0.83 0.85 0.87 | 0.72 0.74 0.76 | 0.69 0.70 0.71 | 0.62 0.64 0.66 | 7834 1959 |
| server computer   | 0.98 0.96 0.97 | 0.95 0.98 0.99 | 0.81 0.90 0.92  | 0.72 0.75 0.77     | 0.83 0.85 0.87 | 0.72 0.74 0.76 | 0.69 0.70 0.71 | 0.62 0.64 0.66 | 7834 1959 |
| television        | 0.96 0.90 0.93 | 0.82 0.84 0.87 | 0.81 0.90 0.92  | 0.72 0.75 0.77     | 0.83 0.85 0.87 | 0.72 0.74 0.76 | 0.69 0.70 0.71 | 0.62 0.64 0.66 | 7834 1959 |
| Weighted avg.     | 0.94 0.94 0.94 | 0.94 0.94 0.94 | 0.94 0.94 0.94     |               |               |       |       |       |       |       |       |       |       |       |
TABLE VII
IAWE CLASSIFICATION RESULTS

| Class          | Proposed model Prec. | Rec. | F1  | baseline VGG11 Prec. | Rec. | F1  | baseline TS FCN Prec. | Rec. | F1  | baseline TS ResNet Prec. | Rec. | F1  | Num. samp. | Train | Test |
|----------------|-----------------------|------|-----|-----------------------|------|-----|------------------------|------|-----|-------------------------|------|-----|------------|-------|------|
| air conditioner| 1.00                  | 1.00 | 1.00| 1.00                  | 0.87 | 0.93| 0.94                    | 0.99 | 0.96| 1.00                    | 0.99 | 0.99| 135        | 34    |      |
| computer       | 0.99                  | 0.98 | 0.98| 0.95                  | 0.96 | 0.95| 0.99                    | 0.87 | 0.93| 0.90                    | 0.93 | 0.92| 366        | 92    |      |
| fridge/freezer | 0.98                  | 0.98 | 0.98| 0.96                  | 0.96 | 0.96| 0.99                    | 0.90 | 0.95| 0.99                    | 0.76 | 0.86| 670        | 167   |      |
| television     | 0.78                  | 0.88 | 0.82| 0.78                  | 0.88 | 0.82| 0.66                    | 1.00 | 0.79| 0.43                    | 0.82 | 0.56| 65         | 16    |      |
| Weighted avg.  | 0.98                  | 0.97 | 0.97| 0.95                  | 0.95 | 0.95| 0.95                    | 0.92 | 0.93| 0.91                    | 0.85 | 0.86|            |       |      |

TABLE VIII
REFIT CLASSIFICATION RESULTS

| Class          | Proposed model Prec. | Rec. | F1  | baseline VGG11 Prec. | Rec. | F1  | baseline TS FCN Prec. | Rec. | F1  | baseline TS ResNet Prec. | Rec. | F1  | Num. samp. | Train | Test |
|----------------|-----------------------|------|-----|-----------------------|------|-----|------------------------|------|-----|-------------------------|------|-----|------------|-------|------|
| HEKA           | 1.00                  | 0.99 | 1.00| 0.89                  | 0.86 | 0.87| 0.78                    | 0.89 | 0.84| 0.29                    | 0.05 | 0.09| 24168      | 6042  |      |
| fridge/freezer | 0.98                  | 0.97 | 0.97| 0.91                  | 0.92 | 0.91| 0.90                    | 0.95 | 0.92| 0.98                    | 0.88 | 0.93| 39304      | 9826  |      |
| audio system   | 0.40                  | 0.89 | 0.55| 0.38                  | 0.43 | 0.40| 0.31                    | 0.66 | 0.42| 0.17                    | 0.82 | 0.28| 1369       | 342   |      |
| bread maker    | 0.90                  | 1.00 | 0.95| 0.62                  | 0.72 | 0.66| 0.99                    | 0.40 | 0.56| 0.94                    | 0.46 | 0.62| 254        | 64    |      |
| broadband router| 0.44                 | 0.87 | 0.58| 0.41                  | 0.45 | 0.43| 0.82                    | 0.17 | 0.28| 0.74                    | 0.34 | 0.46| 1803       | 451   |      |
| computer       | 0.87                  | 0.81 | 0.84| 0.64                  | 0.58 | 0.61| 0.59                    | 0.41 | 0.49| 0.62                    | 0.53 | 0.57| 20574      | 5143  |      |
| dehumidifier   | 0.66                  | 0.95 | 0.78| 0.74                  | 0.69 | 0.70| 0.79                    | 0.74 | 0.71| 0.13                    | 0.67 | 0.22| 490        | 123   |      |
| dish washer    | 0.96                  | 0.98 | 0.97| 0.86                  | 0.86 | 0.86| 0.97                    | 0.39 | 0.56| 0.90                    | 0.47 | 0.62| 3133       | 783   |      |
| electric space heater | 0.71          | 0.88 | 0.78| 0.61                  | 0.60 | 0.60| 0.48                    | 0.09 | 0.15| 0.04                    | 0.08 | 0.07| 747        | 187   |      |
| food processor | 0.77                  | 0.95 | 0.85| 0.70                  | 0.65 | 0.68| 1.00                    | 0.02 | 0.04| 0.27                    | 0.43 | 0.33| 702        | 175   |      |
| pond pump      | 0.78                  | 0.99 | 0.87| 0.72                  | 0.82 | 0.77| 0.53                    | 0.99 | 0.69| 0.65                    | 0.99 | 0.79| 796        | 3186  |      |
| television     | 0.91                  | 0.82 | 0.86| 0.75                  | 0.76 | 0.75| 0.49                    | 0.60 | 0.54| 0.57                    | 0.61 | 0.59| 31629      | 7908  |      |
| tumble dryer   | 0.87                  | 0.84 | 0.86| 0.68                  | 0.70 | 0.69| 0.93                    | 0.50 | 0.65| 0.76                    | 0.54 | 0.63| 1203       | 301   |      |
| washer dryer   | 0.69                  | 0.59 | 0.64| 0.30                  | 0.34 | 0.32| 0.92                    | 0.29 | 0.45| 0.53                    | 0.43 | 0.48| 231        | 58    |      |
| washing machine| 0.88                  | 0.91 | 0.89| 0.83                  | 0.82 | 0.52| 0.42                    | 0.46 | 0.83| 0.39                    | 0.45 | 0.41| 4011       | 1003  |      |
| Weighted avg.  | 0.92                  | 0.91 | 0.91| 0.80                  | 0.79 | 0.79| 0.74                    | 0.73 | 0.73| 0.74                    | 0.68 | 0.70|            |       |      |

The model detects the microwave class with an F1 score of 0.85 which is by 0.27 better than the baseline model. This is consistent with our observation that appliances with short working duration are in general easier to detect with our proposed method compared to the baseline.

The performance results for the IAWE, the smallest dataset, reflected in Table VII, show superior performance compared to the other datasets. According to the weighted average F1 score, our proposed method slightly outperforms the baseline model by 0.02, being better at detecting three out of four classes, and achieving the same F1 score as the baseline model in the detection of the television class.

The evaluation results for REFIT, the largest dataset, are shown in Table VIII. Compared to the baseline, our proposed model significantly outperforms it by 0.12 according to the weighted averaged F1. Considering also the results in Table VII, a trend can be observed that our proposed method starts outperforming the baseline when the number of classes in the dataset increases, therefore having superior discrimination power. In terms of F1 score, our proposed method outperforms the baseline for every class of this dataset. An additional observation is that, in most cases, recall is much higher than precision for the proposed model, that can be explained by the unbalanced nature of the dataset and is subsequently taken into account by the weighted average scores, where we can see that precision slightly outperforms the recall.

When we analyze the results of all datasets, we can see that our proposed method mainly improves the detection of appliances with short working duration such as microwave, HEKA, and others. The reason is that the baseline images are larger than those used in the video-like format. This degrades the resolution of the patterns, which can cause short power spikes to be easily missed by the VGG11 model. This shows that our method provides higher resolution while requiring only \(55\%\) of pixels needed by the images used in the baseline.

B. Comparison of the backbone model to the TS baseline

A glance at the results of both TS baseline models shows that our proposed model significantly outperforms the FCN and ResNet models. Similar it can be also said if the TS baseline models are compared to the VGG11 baseline. The reason for this is that both our proposed model and VGG11 model through the transformation better capture both spatial and temporal correlation between each pair of values from the time series. In general less complex FCN performs better than ResNet model on all datasets but REDD.
From Table [IV] it can be seen that the proposed model with an F1 score from performs significantly better than the two TS baseline models. Looking at the weighted F1 score, it can be seen that our proposed model performs 0.35 better than the FCN baseline model and 0.42 better than the ResNet baseline model. Based on the microwave class, it can be seen that both models have problems especially in detecting short duration activity traces. A similar observation can be made for the other datasets.

Comparing weighted F1 score of our proposed model to the both TS baseline models for the ECO dataset in Table[V] it can again be seen that our proposed model significantly outperforms the TS baseline. Although not comparable to the performance of our model, it can be seen through the fridge/freezer and broadband router classes that in general the baseline models perform the best on traces that have a repetitive long term pattern.

In terms of weighted F1 score for REDD dataset in Table [VI] our proposed method outperforms the baseline FCN by 0.24 and ResNet by 0.11. For example, on IAWE dataset in Table [VII] our model outperforms the FCN by just 0.04 and ResNet by 0.11. In general IAWE is also the best performing dataset for the TS baseline models. Similar to the previous two dataset, also here we can conclude that the the baseline models struggle the most with detection short activity duration appliance traces, while they have much less problems in detecting repetitive pattern traces.

Finally, the comparison of our proposed method to the baseline on the REFIT dataset can be seen in the Table [VIII]. Again, comparing the weighted F1 scores, our model outperforms the baseline FCN and ResNet models by up to 0.21. Similar observations can be made as for the other datasets. Due to better capturing of the time correlations between the time steps within a trace, our model can better detect appliances with shorter duration of activity, such as HEKA. In general our proposed method, and also baseline imaging method, significantly outperform the raw TS baseline with the state of the art architecture. Although, the computational complexity of our proposed model is higher then both baseline TS models, the performance boost we get with sub-window imaging is providing a better ratio between the computational complexity and performance compared to the baseline TS models.

C. Analysis of samples and classes needed for successful backbone training process

Figure 5 presents the effect of the number of samples on backbone training process. It can be seen from the graph that the average F1 score steadily rises with the increase of the number of samples. The elbow of the curve shows at around 150 samples where the F1 score is around 0.70. Performing and evaluating the transfer learning, we selected the minimum number of samples per class at 230 aiming for an F1 score around 0.75.

In Figure 6 the effect that the number of different classes have on TL is presented. The elbow curve occurs between 5 and 6 classes which results in an average F1 score between 0.70 and 0.75. What can also be observed is that the average F1 score steadily increases with the number of different devices present in the dataset. This shows that with the increase in diversity and number of devices, the trained model can extract more general features from the data which can then be easier applied to unseen cases in other datasets.

D. Evaluating the transfer learning model

According to the experimental results in Section VI-C which shows how important the number of different classes is for the classification performance of a model, the model trained on REFIT was chosen for the backbone of our TL model because it had the highest number of classes used in training, while it performed with a similar F1 score as the models trained on UK-DALE and ECO. The number of samples present in the training and testing sets is the same as with training the models from scratch.

Given the increasing popularity of modern loads to combat global climate change, we wanted to see if our proposed TL method could detect photovoltaic panels. To test this, we collected two days of power data from our local photovoltaic array at a sampling rate of 6s. We then randomly selected one appliance from each dataset used in the TL experiments and created a new training dataset, which was then transformed and processed according to the dataset preparation methodology presented in Section V.
The first twelve rows of the Table IX show the results of transferring the backbone model to UK-DALE. In general, it is evident that the model performs with a weighted F1 score of 0.85, which is by 0.09 worse than the model trained from scratch in Table IV. Compared to Table IV, the highest performance drop in terms of F1 score can be observed for the desktop computer and light classes, both of them dropping their F1 score by 0.14, while the laptop computer and washer dryer classes are performing worse by only 0.04.

The next eleven rows of the Table IX show the results of the transferred ECO classifier. According to the weighted F1 score, ECO performs worse by 0.16 compared to the ECO model trained from scratch. Here the worst F1 score can be observed for the broadband router, 0.40, and washing machine class with an F1 drop of 0.41. The best performing class is HEKA which performs with only 0.01 worse F1 score compared to the results in Table V.

The TL model performance for the REDD dataset can be found in the next six rows under the ECO dataset results in Table IX. In general, the performance of the TL model in terms of weighted F1 score is 0.04 worse than that of the model trained from scratch. The model performs best in detecting the microwave class with an F1 score of 0.87 which is by 0.02 better than the model trained from scratch in Table VI. The highest drop, compared to the F1 score in Table VI, can be seen for the electric furnace class which is worse by 0.10. All the remaining classes also perform worse, but their F1 score drop ranges between 0.02 for light and 0.05 for the fridge/freezer class.

Next five rows refer to the IAWE dataset TL model performance results as listed in Table IX. The general observation is that the TL model again achieves the highest weighted average F1 results among all the selected datasets. The model achieves a weighted average F1 score of 0.95, which is 0.02 lower than the model trained from scratch in Table VII. The model is able to classify the air conditioner class with a perfect F1 score of 1.00 which is the same as for the model trained from scratch. In terms of F1 score, both the computer and fridge/freezer classes perform slightly worse than in Table VII with the drop being 0.01 and 0.03, respectively. The classification of the television class is the worst with an F1 score of 0.65, which is by 0.17 worse than in Table VII. Additionally, it can be seen that the TL model also significantly outperforms both baseline TS models. This further emphasises the benefits of our proposed transformation.

The last five rows in the Table IX show our custom made dataset to test whether our proposed TL method can classify photovoltaic modules. Based on the F1 score of 0.79, it can be seen that the TL method can successfully detect photovoltaic modules among other appliances. Precision of both photovoltaic and microwave classes is lower compared to others. This was due to the unstable weather conditions when the photovoltaic data was collected, so the power output and pattern of photovoltaic was similar to microwaves in some cases. In general, the TL method performed with an F1 score of 0.85.

The results show that training a feature extraction model can help simplify model development for the BEMS system with.
the process of transfer learning. Although all four datasets experienced a performance drop compared to the models trained from scratch, the performance was still within acceptable range especially considering it takes 3 times less epochs to train such model. [14] reported in their paper a drop in precision of about 28 percentage points when transferring the model to unseen device types. In our case, four out of five classes in the dataset REDD are not part of the dataset REFIT and the precision drop for these classes was up to 16 percentage points, so compared to [14], our precision drop is up to 12 percentage points lower.

E. Trade-off analysis for computational complexity

As mentioned in the Section IV-A, DL model computational complexity of TS to image transformation methods is their major limitation, especially compared to raw TS DL models. To understand the computational complexity trade-offs of the DL model using the proposed sub-windowed GAF representation compared to the state-of-the-art GAF image transformation and the raw TS model, we performed two different comparisons based on the equations presented in Section IV-A.

1) FLOPs per convolutional layer of sub-windowed GAF vs SotA GAF: The first comparison uses a convolutional layer, where we calculate the number of FLOPs required for a convolution of a TS sample transformed by both our proposed method and the state-of-the-art GAF using Eq. [7]. To make the computation as simple as possible we assume that the convolutional layer has a single kernel of size $k \times k$ and padding of size $\frac{k}{2}$. Additionally, we assume the input channel $C = 1$. This simplifies Eq. [7] to:

$$FLOPs = R \times W \times W \times (k \times k + 1)$$ (11)
$$FLOPs_{proposed} = 5 \times 120 \times 120 \times (7 \times 7 + 1)$$ (12)
$$= 3.6 \text{ MFLOPs}$$ (13)
$$FLOPs_{GAF} = 1 \times 600 \times 600 \times (7 \times 7 + 1)$$ (14)
$$= 18 \text{ MFLOPs}$$ (15)

We fix the kernel size $k \times k = 7 \times 7$, consider $N = 600$, $W = 120$ resulting in $R = 5$ sub-window GAF images of shape $M = 120 \times 120$. State-of-the-art GAF uses the transformation window $W = N = 600$, resulting in $R = 1$ images of shape $M = 600 \times 600$. With these design choices, it can be seen that $FLOPs_{proposed} = 3.6$ MFLOPs and $FLOPs_{GAF} = 18$ MFLOPs, resulting in a 5-time improvement for the proposed model per convolution layer. Corroborated with the discrimination performance evaluated in the previous subsections, this result makes the proposed model a preferred option for dimensionality expansion.

2) FLOPs vs input tensor size: In the second comparison, we investigate how the computational complexity of the model architectures presented in Section IV scales with the size of the model input. The purpose of this comparison is to estimate how sub-window GAF, state-of-the-art GAF, and raw TS shapes of input affect their corresponding models. The FLOPs were calculated according to the guidelines presented in Section IV-A and listed in Table X where each line first contains the size for $H$ followed by the model complexity in GFLOPs.

As can be seen from the first line, the computational complexity of our proposed method scales linearly. By keeping the $W = 100$ and increasing $R \in \{1, 3, 6\}$, the complexity increases to 0.58, 1.75 and 3.50 respectively. The same can be observed for the two TS models FCN and ResNet in lines 4 and 5 of the table. However, if we look at the third row, where the results for the state-of-the-art GAF approach, it can be seen that the computational complexity increases quadratically with input size of $600 \times 600 \times 1$ needing approximately 54.6 GFLOPs for one forward pass. This complexity increase is also the reason why the majority of state of the art architectures, such as AlexNet, VGG11 to 19, Inception and image ResNet, are trained in the literature on images of size up to $300 \times 300$ pixels.

The results in Table X highlight the limitation of the state-of-the-art GAF approach, which becomes too expensive beyond a certain point to be a viable solution for time series analysis, and highlight the advantage of the proposed sub-window GAF transformation.

VII. Conclusion

In this paper we proposed a new approach for appliance classification that has several computational advantages over the state of the art while also showing better performance. The novelty consists of a new dimensionality expansion technique of the time series to sub-window GAF and a tailored deep neural network. We also elaborated on guidelines for tailoring the deep neural network to be resource aware and analysed the computational complexity of appliance classification approaches for the proposed, state-of-the-art GAF and raw TS approaches.

Our experiments show that the proposed approach is able to classify household appliances with an average F1 score of 0.88 across open datasets containing 29 appliances. Our method yields similar performance while requiring only ≈ 55% of pixels needed by the state of the art image transformation models. In addition to being much more computationally efficient compared to the images, the proposed method also significantly outperforms both state-of-the-art TS architectures.
We then studied the suitability of the proposed method for faster model development through cross-dataset intra-domain transfer learning. We found that the proposed transfer learning approach performs with an average F1 score of 0.80, while requiring only a third of training epochs compared to training a model from scratch. We also show that 230 samples of data per class is enough that the model can be transferred to a new building with an F1 score of 0.75. We also found that the model improves the precision drop for unseen devices by up to 12 percentage points compared to the state of the art.
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