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ABSTRACT. A notion of local algebras is introduced in the theory of causal fermion systems. Their properties are studied in the example of the regularized Dirac sea vacuum in Minkowski space. The commutation relations are worked out, and the differences to the canonical commutation relations are discussed. It is shown that the spacetime point operators associated to a Cauchy surface satisfy a time slice axiom. It is proven that the algebra generated by operators in an open set is irreducible as a consequence of Hegerfeldt’s theorem. The light cone structure is recovered by analyzing expectation values of the operators in the algebra in the limit when the regularization is removed. It is shown that every spacetime point operator commutes with the algebras localized away from its null cone, up to small corrections involving the regularization length.
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1
1. Introduction

In the physical theory of causal fermion systems, spacetime and all the structures therein are described by a measure \( \rho \) on a set of linear operators \( \mathcal{F} \) on a Hilbert space \( \mathcal{H} \) (for an introduction and the physical context see the textbook [3] or the survey articles [8, 5]; for the basic definitions see Section 2.1 below). Spacetime \( M \) is defined as the support of this measure,

\[
M := \text{supp } \rho \subset L(\mathcal{H}).
\]

Thus the spacetime points are linear operators on \( \mathcal{H} \). The objective of this paper is to form operator algebras generated by these operators and to analyze their properties. More precisely, we collect all the operators in an open subset \( \Omega \subset M \) of spacetime,

\[
\mathcal{X}_\Omega := \{ x \mid x \in \Omega \},
\]

and smear these operators with continuous test functions of compact support inside \( \Omega \),

\[
A_f := \int_\Omega x f(x) \, d\rho(x), \quad f \in C_0^0(\Omega, \mathbb{C}) \quad (1.1)
\]

(the smearing is preferable for our applications in mind). We then consider the *-algebra \( \mathcal{A}_\Omega \) generated by all these operators. The questions of interest are: What are the commutation relations between algebras localized in different spacetime regions? Is the causal structure encoded in the algebras? How can it be retrieved?

We work out the commutation relations and show that, in contrast to the situation for the algebras of observables in axiomatic quantum field theory, the commutators are in general non-zero even for space-like separation (see Propositions 3.6 and 4.7). This result is not surprising because the causal structure of a causal fermion system is not defined in terms of commutators of spacetime points, but instead by spectral properties of the operator products (see Definition 2.3).

In order to study the connection between the local algebras and the causal structure in more detail, we consider the example of causal fermion systems in Minkowski space referred to as regularized Dirac sea vacua (see Definition 2.16 in Section 2.6). In these examples, the Hilbert space \( (\mathcal{H}, \langle \cdot | \cdot \rangle) \) is formed of all the negative-energy solutions of the Dirac equation in Minkowski space. The causal fermion systems depend on a parameter \( \varepsilon > 0 \) which describes the ultraviolet regularization. More precisely, to every point \( x \) in Minkowski space we associate the corresponding local correlation operator \( F_\varepsilon(x) \in \mathcal{F} \) (for details see (2.23)). Then the measure \( \rho \) on \( \mathcal{F} \) is introduced as the push-forward through \( F_\varepsilon \) of the Lebesgue measure \( d\mu = d^4x \) of Minkowski space,

\[
\rho := (F_\varepsilon)_* \mu.
\]

In these examples, we prove that the operators \( F_\varepsilon(x) \) with \( x \) on a constant-time Cauchy surface fulfill the time slice axiom (see the end of Section 4.1).

Using that the resulting mapping \( F_\varepsilon \) defines a closed homeomorphism to its image (see Theorem 2.15), the open subsets of \( \text{supp } F_\varepsilon(\mu) \) can be identified naturally with the open subsets of Minkowski space. In order to clarify the dependence on the regularization, we denote the corresponding local algebras by \( \mathcal{A}_\Omega \), where \( \Omega \) now is an open
subset of Minkowski space. The smearing in (1.1), now performed with smooth test functions \( f \in C^\infty_0(\Omega, \mathbb{C}) \), has the effect of improving the properties of the algebras in the limit \( \varepsilon \searrow 0 \). Indeed, we can even leave out the regularization and introduce the unregularized algebra \( \mathcal{A}_\Omega^\varepsilon \), although the individual spacetime operators \( F^\varepsilon(x) \) with \( x \in \Omega \) diverge as \( \varepsilon \searrow 0 \).

The algebras \( \mathcal{A}_\Omega^\varepsilon \) and \( \mathcal{A}_\Omega^0 \) turn out to be irreducible as a consequence of Hegerfeldt’s theorem (see Proposition 4.1, Proposition 4.14 and Theorem 5.10). In other words, the von Neumann algebra generated by the smeared operators coincides with \( \mathbb{L}(\mathcal{H}) \). This means that, taking the weak closure of \( \mathcal{A}_\Omega^\varepsilon \), all the information on the set \( \Omega \) gets lost. Taking the uniform closure of the algebras (i.e. the closure in the sup-norm) gives sensible \( \mathcal{C}^* \)-algebras. However, as it is not obvious how to extend all our results to the uniform closure, we shall always restrict attention to the \( \mathcal{C}^* \)-algebras \( \mathcal{A}_\Omega^\varepsilon \) and \( \mathcal{A}_\Omega^0 \).

In order to recover the light cone structure, we study the \( \varepsilon \)-dependence of expectation values of elements of the algebras \( \mathcal{A}_\Omega^\varepsilon \) and \( \mathcal{A}_\Omega^0 \) with vectors \( u^\varepsilon_{x,\chi} \) which are “concentrated” near a spacetime point \( x \) of Minkowski space and develop singularities on the null cone centered at \( x \) as \( \varepsilon \searrow 0 \) (for details see (2.15) and the explanation thereafter). Taking the matrix elements with these vectors,

\[
\langle u^\varepsilon_{x,\chi}|Au^\varepsilon_{x,\zeta}\rangle,
\]

for the unregularized algebras \( \mathcal{A}_\Omega^0 \) we derive the following bounds (see Theorems 5.14 and 5.15):

(i) If \( \Omega \) intersects the null cone centered at \( x \), for some \( A \in \mathcal{A}_\Omega^0 \) and some \( \chi, \zeta \in \mathbb{C}^4 \) there is \( c > 0 \) such that, for sufficiently small \( \varepsilon > 0 \),

\[
|\langle u^\varepsilon_{x,\chi}|Au^\varepsilon_{x,\zeta}\rangle| \geq \frac{1}{c\varepsilon^2}.
\]

(ii) Conversely, if \( \Omega \) does not intersect the null cone centered at \( x \), then for any \( A \in \mathcal{A}_\Omega^0 \) there is a constant \( c(A) > 0 \) such that for all \( \varepsilon > 0 \),

\[
|\langle u^\varepsilon_{x,\chi}|Au^\varepsilon_{x,\zeta}\rangle| \leq c(A) |\chi| |\zeta|
\]

for all \( \chi, \zeta \in \mathbb{C}^4 \).

We also derive similar estimates for the regularized algebras (see Section 4.5).

We also prove that every spacetime operator \( F^\varepsilon(x) \) commutes with the algebra \( \mathcal{A}_\Omega^\varepsilon \) if \( \Omega \) does not intersect the null cone centered at \( x \), up to small corrections involving the regularization length. More precisely, for every \( A \in \mathcal{A}_\Omega^\varepsilon \) there is a constant \( c(A) > 0 \) such that (see Proposition 5.17)

\[
\|[A,F^\varepsilon(x)]\| \leq c(A)\varepsilon^{\frac{3}{2}}\|F^\varepsilon(x)\|.
\]

We also derive corresponding estimates for the regularized algebras (see Theorem 4.16). This estimate is motivated by the notion of “events” in the ETH formulation of quantum theory \([10, 11]\). This connection is explored further in \([4]\).

The paper is organized as follows. Section 2 provides the necessary preliminaries on causal fermion systems in Minkowski space. In Section 3 local algebras for causal fermion systems are introduced abstractly, and the commutation relations are derived. In Section 4 these algebras are worked out more concretely in the example of regularized Dirac sea vacua. In Section 5 unregularized local algebras are defined and analyzed. Finally, in order not to distract from the main ideas, the more technical proofs are given in the appendices.
2. Preliminaries

2.1. Basics on Causal Fermion Systems. We now give a brief summary of the basic mathematical objects in the theory of causal fermion systems. Since we are here interested in Dirac systems in Minkowski space, we restrict attention to the case of spin dimension two.

Definition 2.1. Given a separable complex Hilbert space \((\mathcal{H}, \langle \cdot, \cdot \rangle)\), we let \(\mathcal{F} \subset \text{L}(\mathcal{H})\) be the set of all selfadjoint operators of finite rank which counting multiplicities have at most two positive and two negative eigenvalues.

Note that the set \(\mathcal{F}\) is not a linear space, because the sum of two operators in \(\mathcal{F}\) in general will have rank larger than four. But \(\mathcal{F}\) has the structure of a closed double cone, meaning that \(\mathcal{F}\) is closed in the sup-norm topology and that for every \(A \in \mathcal{F}\), the ray \(\mathbb{R}A\) is also contained in \(\mathcal{F}\).

Next, we let \(\rho\) be a Borel set on \(\mathcal{F}\), where by a Borel measure we always mean a measure on the Borel algebra on \(\mathcal{F}\) (with respect to the sup-norm topology) which is finite on every compact set.

Definition 2.2. The triple \((\mathcal{H}, \mathcal{F}, \rho)\) is referred to as a causal fermion system.

A causal fermion system describes a spacetime together with all structures and objects therein. We only recall those structures which will be needed in this paper (for a more complete account see \([3, \text{Section 1.1}]\)). Spacetime, denoted by \(M\), is defined as the support of \(\rho\),

\[ M := \text{supp} \rho \subset \mathcal{F} . \]

Endowed with the sup-norm topology, \(M\) is a topological space. The fact that the spacetime points are operators gives rise to additional structures: For every \(x \in \mathcal{F}\) we define the spin space \(S_x\) by \(S_x = x(\mathcal{H})\); it is a subspace of \(\mathcal{H}\) of dimension at most four. It is endowed with the spin scalar product defined by

\[ \langle \cdot, \cdot \rangle_x := -\langle \cdot | x | \cdot \rangle : S_x \times S_x \to \mathbb{C} , \quad (2.1) \]

which is an indefinite inner product of signature \((p, q)\) with \(p, q \leq 2\). Moreover, for every \(u \in \mathcal{H}\), we introduce the physical wave function \(\psi^u\) by projecting the vector \(u\) to the corresponding spin spaces,

\[ \psi^u : M \to \mathcal{H} , \quad \psi^u(x) := \pi_x u \in S_x . \]

(\(\pi_x\) is the orthogonal projection on the subspace \(S_x \subset \mathcal{H}\)). In this way, similar to a section of a vector bundle, to any spacetime point we associate a vector in the corresponding spin space. Next, for any \(x, y \in M\) we define the kernel of the fermionic projector \(P(x, y)\) by

\[ P(x, y) = \pi_x y|_{S_y} : S_y \to S_x . \quad (2.2) \]

The kernel of the fermionic projector is a mapping from one spin space to another, thereby inducing relations between different spacetime points. Finally, the closed chain \(A_{xy}\) is defined as the product

\[ A_{xy} = P(x, y) P(y, x) : S_x \to S_x . \quad (2.3) \]

The spectrum of the closed chain gives rise to the following notion of causality:
Definition 2.3. For any \(x, y \in M\), we denote the eigenvalues of the closed chain \(A_{xy}\) (counting algebraic multiplicities) by \(\lambda_{xy}^{1}, \ldots, \lambda_{xy}^{m}\). The points \(x\) and \(y\) are called **space-like** separated if all the \(\lambda_{xy}^{j}\) have the same absolute value. They are said to be **timelike** separated if the \(\lambda_{xy}^{j}\) are all real and do not all have the same absolute value. In all other cases (i.e. if the \(\lambda_{xy}^{j}\) are not all real and do not all have the same absolute value), the points \(x\) and \(y\) are said to be **lightlike** separated.

All the above objects and structures are **inherent** in the sense that we only use information already encoded in the causal fermion system. The correspondence to the usual notions in Minkowski space has been worked out in [3, Section 1.2]. In what follows, we mainly restrict our attention to causal fermion systems in Minkowski space.

In order to make the paper self-contained, we now give the necessary background.

### 2.2. The Dirac Equation in Minkowski Space.

In the present work we mainly focus on causal fermion systems obtained by regularizing the vacuum Dirac sea in Minkowski space \(M\) as analyzed in detail in [14]. For notational simplicity, we work in a fixed reference frame and identify Minkowski space with \(\mathbb{R}^{1,3}\), endowed with the standard Minkowski inner product with signature convention \((+,-,-,-)\), which we denote by \(u \cdot v\). We denote spacetime indices by \(i, j \in \{0, \ldots, 3\}\) and spatial indices by \(\alpha, \beta \in \{1, 2, 3\}\). We use natural units \(h = c = 1\). The Minkowski metric gives rise to a **light cone structure**. The null vectors form the double cone \(L_0 = \{\xi \in M \mid \xi \cdot \xi = 0\}\), referred to as the **null cone**. Physically, the null cone is formed of all light rays through the origin of \(M\). Similarly, the timelike vectors correspond to velocities slower than the speed of light; they form the **interior light cone** \(I_0 = \{\xi \in M \mid \xi \cdot \xi > 0\}\). Finally, we introduce the **closed light cone** \(J_0 = \{\xi \in M \mid \xi \cdot \xi \geq 0\}\). With our conventions, the null cone is the boundary of the closed or interior light cones. By translation, we obtain corresponding cones centered at any spacetime point \(x\). They will be denoted by \(L_x, I_x\) and \(J_x\), respectively.

Our starting point is the vector space of all smooth solutions of the Dirac equation \(i\gamma^j \partial_j \psi = m\psi\) with spatially compact support \(H^s_m \subset C^\infty(\mathbb{R}^{1,3}, \mathbb{C}^4)\). These Dirac solutions can be described by their initial data at time \(t = 0\). More precisely, there is a linear isomorphism

\[
E : C^\infty(\mathbb{R}^{3}, \mathbb{C}^4) \to \mathcal{H}_m^s
\]

which propagates the compactly supported initial data, given for example at time \(t = 0\), to the whole spacetime. The linear space \(\mathcal{H}_m^s\) can be given a pre-Hilbert space structure by equipping it with the \(L^2\) scalar product of the initial data (due to current conservation, integrating over any surface \(\{t = \text{const}\}\) would give the same result),

\[
(f | g) := \int_{\mathbb{R}^3} f(0, x)^\dagger g(0, x) \, d^3x \quad \text{for all } f, g \in \mathcal{H}_m^s,
\]

where the dagger means complex conjugation and transposition. This makes the mapping \(E\) to a linear isometry. The one-particle Hilbert space \((\mathcal{H}_m, (\cdot | \cdot))\) is introduced as the Hilbert space completion of \(\mathcal{H}_m^s\). It coincides with the topological completion of \(\mathcal{H}_m^s\) within \(L^2_{loc}(\mathbb{R}^{1,3}, \mathbb{C}^4)\). As a consequence, the isomorphism \(E\) extends continuously to a unitary operator on \(L^2(\mathbb{R}^3, \mathbb{C}^4)\), again denoted by \(E\). Finally, we remark that the elements of \(\mathcal{H}_m^s\) admit weak derivatives on \(\mathbb{R}^{1,3}\) and satisfy the Dirac equation in the weak sense.

By means of the Fourier transform, to every function \(\psi \in L^2(\mathbb{R}^3, \mathbb{C}^4)\) we associate a three-momentum distribution \(\mathcal{F}(\psi) \in L^2(\mathbb{R}^3, \mathbb{C}^4)\) and vice versa. Typically, it is more
convenient to work in momentum space. In particular, we use the operator
\[ \hat{E} := \mathcal{E} \circ \mathcal{F}^{-1}. \]
(2.4)

Finally, the Hilbert space \( \mathcal{H}_m \) can be decomposed into an orthogonal direct sum of \( \mathcal{H}_m^+ \) and \( \mathcal{H}_m^- \), the positive and negative energy subspaces. This is easily formulated in momentum space by means of the following projection operators,
\[ \hat{P}_\pm \psi := p_\pm \cdot \psi, \quad \psi \in L^2(\mathbb{R}^3, \mathbb{C}^4), \quad p_\pm(k) := \frac{\hat{k} + m}{2k^0} \gamma^0 |_{k^0 = \pm \omega(k)}, \]
(2.5)
where \( \omega(k) := \sqrt{k^2 + m^2} \) and \( \hat{k} := k_j \gamma^j \). A convenient space to work with are the Schwartz functions \( S(\mathbb{R}^3, \mathbb{C}^4) \). It follows from (2.5) that the operators \( \hat{P}_\pm \) map Schwartz functions to themselves and that their image is dense in \( \mathcal{H}_m^\pm \) (for details see [14, Lemma 2.17]). On these functions, the action of the operator (2.4) reads
\[ \hat{E}(\psi)(t, x) = \int_{\mathbb{R}^3} \frac{d^3k}{(2\pi)^{3/2}} \left( \psi_+(k) e^{-i(\omega(k)t - k \cdot x)} + \psi_-(k) e^{-i(-\omega(k)t - k \cdot x)} \right) \]
(2.6)
where \( \psi_\pm := \hat{P}_\pm(\psi) \) (see [14, Proposition 2.19]). Note that \( \hat{E}(\psi) \in \mathcal{H}_m \cap C^\infty(\mathbb{R}^{1,3}, \mathbb{C}^4) \).

We also point out that the space of solutions \( \mathcal{H}_m \) is equipped with a strongly-continuous unitary representation of the group of translations in spacetime:
\[ U_a : \mathcal{H}_m \ni u \mapsto u(\cdot + a) \in \mathcal{H}_m, \quad a \in \mathbb{R}^{1,3}. \]
(2.7)
These operators also preserve the sign of the energy, i.e. \( U_a(\mathcal{H}_m^\pm) \subset \mathcal{H}_m^\pm \) for all \( a \in \mathbb{R}^{1,3} \).

2.3. Regularization by a Smooth Cutoff in Momentum Space. In the context of causal fermion systems, in order to take into account the presence of a minimal length scale, a regularization is introduced. This length parameter \( \varepsilon \) can vary in an interval \((0, \varepsilon_{\text{max}})\). For technical simplicity, we here regularize by multiplying in momentum space by a convergence-generating factor \( e^{-\varepsilon \omega(k)} \) (in [3, §2.4.1] this regularization method is referred to as the \( i\varepsilon \)-regularization). This slightly differs from the regularization scheme used in [14], where a mollification in spacetime was used. Nevertheless, most of the results of this paper could be extended in a straightforward way to the regularizations by mollification.

**Definition 2.4.** The \( i\varepsilon \)-**regularization operator** is defined for every \( \varepsilon \in (0, \varepsilon_{\text{max}}) \) by
\[ \mathcal{R}_\varepsilon : \mathcal{H}_m \ni \hat{E}(\psi) \mapsto \hat{E}(\mathcal{g}_\varepsilon(\psi)) \in \mathcal{H}_m, \]
where the regularization function is \( \mathcal{g}_\varepsilon(k) := e^{-i\varepsilon \omega(k)} \).

As a consequence of the boundedness of the cutoff function, the regularization operators are well-defined continuous linear mappings. Moreover, they map solutions to smooth solutions. Finally they preserve the sign of the energy and in the limit \( \varepsilon \downarrow 0 \) converge strongly to the identity. In more detail, we have the following result:

**Proposition 2.5.** The \( i\varepsilon \)-regularization operators are bounded linear functions and have the following properties:

(i) \( \mathcal{R}_\varepsilon(\mathcal{H}_m^\pm) \subset \mathcal{H}_m^\pm \cap C^\infty(\mathbb{R}^{1,3}, \mathbb{C}^4) \).

(ii) \( \mathcal{R}_\varepsilon \) is selfadjoint.

(iii) \( \ker \mathcal{R}_\varepsilon = \{0\} \) and \( \|\mathcal{R}_\varepsilon\| \leq 1 \).
(iv) \( \mathcal{R}_\varepsilon u \to u \) as \( \varepsilon \downarrow 0 \) for every \( u \in \mathcal{H}_m \).

(v) If \( u \in \hat{E}(\mathcal{S}(\mathbb{R}^3, \mathbb{C}^4)) \), then \( \mathcal{R}_\varepsilon u \to u \) uniformly on compact sets as \( \varepsilon \downarrow 0 \).

The proof is given in Appendix A.

As a final comment, we note that the regularization can be seen as the restriction to the mass shell of the function \( e^{-\varepsilon|k_0|} \) in the four-momentum space. Since this function is always evaluated on the mass shell, it is possible to replace it by a suitable Schwartz function \( \Theta_\varepsilon \), which coincide with the exponential factor on the hyperboloid (for details see [14, Proposition 3.6]). With this in mind, in what follows we always assume that the cutoff function \( \Theta_\varepsilon \) is a Schwartz function.

### 2.4. The Kernel of the Fermionic Projector.

In what follows, we are mainly interested in the negative-energy spectrum. Therefore we focus our attention on \( \mathcal{H}_m^\varepsilon \).

The restriction of the inner product of \( \mathcal{H}_m \) to \( \mathcal{H}_m^\varepsilon \) is denoted by \( \langle \cdot | \cdot \rangle := \langle \cdot | \cdot \rangle |_{\mathcal{H}_m^\varepsilon \times \mathcal{H}_m^\varepsilon} \).

We introduce the following regularized distribution,

\[
P^{n\varepsilon}(x, y) := \int_{\mathbb{R}^4} \frac{d^4k}{(2\pi)^4} (\hat{k} + m) \delta(k^2 - m^2) \Theta(\varepsilon k_0) \Theta_\varepsilon(k)^n e^{-ik \cdot (x-y)} = - \int_{\mathbb{R}^3} \frac{\partial^3 k}{(2\pi)^4} p_-(k) \gamma^0 \Theta_\varepsilon(k)^n e^{-i(-\omega(k)(t_x-t_y) - k \cdot (x-y))}.
\]

In our case of a \( i\varepsilon \)-regularization, the \( n^{th} \) power of the cutoff factor is equivalent to the substitution \( \varepsilon \to n\varepsilon \). We are only interested in \( n = 0, 1, 2 \). The case \( n = 0 \) is well-defined in the distributional sense, while the remaining two cases give well-defined smooth functions. For simplicity, in the case \( n = 0 \) the superscript referring to \( \varepsilon \) will be omitted. Also, we introduce the symbol

\[
\hat{P}(k) := (\hat{k} + m) \delta(k^2 - m^2) \Theta(\kappa_0).
\]

In the next proposition we collect a few properties of these kernels. In particular, we clarify how the regularized kernels converge to the unregularized kernel as the cutoff is removed.

**Proposition 2.6.** The following statements hold:

(i) For any \( f \in \mathcal{S}(\mathbb{R}^{1,3}, \mathbb{C}^4) \), \( \varepsilon \in (0, \varepsilon_{\text{max}}) \) and \( n = 0, 1, 2 \), the integral

\[
P^{n\varepsilon}(x, f) := \int_{\mathbb{R}^4} d^4x P^{n\varepsilon}(x, y) f(y)
\]

is well-defined and gives a smooth solution of the Dirac equation.

(ii) Varying \( f \) in \( \mathcal{S}(\mathbb{R}^{1,3}, \mathbb{C}^4) \), the functions \( P(\cdot, f) \) span a dense subspace of \( \mathcal{H}_m \).

(iii) For any \( \chi \in \mathbb{C}^4 \) and \( y \in \mathbb{R}^{1,3} \),

\[
P^{\varepsilon}(x, y) \chi = P(x, T_y(h_\varepsilon \chi)),
\]

where \( h_\varepsilon := (2\pi)^{-2} F^{-1}(\Theta_\varepsilon) \) and \( T_y(f)(x) := f(x-y) \) is the translation operator.
(iv) For any $f, g \in \mathcal{S}(\mathbb{R}^{1,3}, \mathbb{C}^4)$, $\varepsilon \in (0, \varepsilon_{\text{max}})$ and $n = 0, 1, 2$, the integral
\[
P^{n\varepsilon}(f, g) := \int_{\mathbb{R}^4} d^4x \int_{\mathbb{R}^4} d^4y f(x)^\dagger P^{n\varepsilon}(x, y) g(y) = \int_{\mathbb{R}^4} d^4x f(x)^\dagger P^{n\varepsilon}(x, g)
\]
is well-defined.

(v) There are $c, k > 0$ such that for all $f, g \in \mathcal{S}(\mathbb{R}^{1,3}, \mathbb{C}^4)$, $x \in \mathbb{R}^{1,3}$, $\varepsilon \in (0, \varepsilon_{\text{max}})$ and $n = 0, 1, 2$,
\[
|P^{n\varepsilon}(x, g)| \leq k \|g\|_{6, 4} \quad \text{and} \quad |P^{n\varepsilon}(f, g)| \leq c \|f\|_{6, 0} \|g\|_{6, 4},
\]
(where $\|\cdot\|_{p, q}$ are the usual Schwartz norms).

(vi) For any $f, g \in \mathcal{S}(\mathbb{R}^{1,3}, \mathbb{C}^4)$, $x \in \mathbb{R}^{1,3}$ and $n = 0, 1, 2$,
\[
\lim_{\varepsilon \searrow 0} P^{n\varepsilon}(x, g) = P(x, g) \quad \text{and} \quad \lim_{\varepsilon \searrow 0} P^{n\varepsilon}(f, g) = P(f, g).
\]
The proof is given in Appendix A.

The kernels with different exponents of the cutoff functions are related to each other by the following result. The proof is straightforward.

**Proposition 2.7.** For any $x \in \mathbb{R}^{1,3}$ and $\chi \in \mathbb{C}^4$, the following statements hold:

(i) $\mathfrak{R}_\varepsilon(P(\cdot, f) \chi) = P^{\varepsilon}(\cdot, f) \chi$

(ii) $\mathfrak{R}_\lambda(P^{\varepsilon}(\cdot, x) \chi) = P^{\varepsilon+\delta}(\cdot, x) \chi$

It is worth mentioning that the function $P^{\varepsilon}(\cdot, y)$ can actually be calculated explicitly for sufficiently small (but finite) $\varepsilon$ as follows (the details can be found in [3, Section 1.2.5]). We first pull out the Dirac matrices,
\[
P^{\varepsilon}(x, y) = (i\partial_x + m) T^{\varepsilon}_{m^2}(x, y),
\]
where the function $T^{\varepsilon}_{m^2}$ is smooth and defined by the modified Bessel function as
\[
T^{\varepsilon}_{m^2}(x, y) := \frac{m}{(2\pi)^3} \frac{K_1 \left( m \sqrt{-(y-x) - i\varepsilon \varepsilon_0^2} \right)}{\sqrt{-(y-x) - i\varepsilon \varepsilon_0^2}}
\]
for all $x, y \in \mathbb{R}^{1,3}$,

where $K_1$ and the square root are defined as usual using a branch cut along $(-\infty, 0]$. In what follows, we also make use of the Bessel functions of first and second kind $J_1$ and $Y_1$ (see again [3, Section 1.2.5]) which are analytic in a neighborhood of the positive real line $\mathbb{R}^+_0 + i(-\delta, \delta)$.

Now, focus for simplicity on $y = 0$ and consider two bounded open sets
\[
\Omega_t, \Omega_s \subset \mathbb{R}^{1,3} \quad \text{(where t stands for “time-like” and s for “space-like”)},
\]
whose closures lie inside the interior light cone $I_0$ and outside the closed light cone $J_0$, respectively. For $\varepsilon$ small enough, we have
\[
\begin{align*}
(x + i\varepsilon \varepsilon_0) &\in +x^2 - \varepsilon^2 + 2ix_0\varepsilon & \quad \text{if } x \in \Omega_t &\in \mathbb{R}^0_+ + i(-\delta, \delta) \\
(x + i\varepsilon \varepsilon_0) &\in -x^2 + \varepsilon^2 - 2ix_0\varepsilon & \quad \text{if } x \in \Omega_s
\end{align*}
\]
(where $\{e_j \mid j \in \{0, 1, 2, 3\}\}$ denotes the canonical basis of $\mathbb{R}^{1,3}$). In these cases it is possible to write (for details see [3, Lemma 1.2.9])

\footnote{We adopt the convention $\|\phi\|_{p, q} := \sum_{|a| \leq p} \sum_{|\beta| \leq q} \|x^a D^\beta \phi\|_\infty$.}
\[ T^ε_m^2(x,0) = \begin{cases} 
\frac{m}{16\pi^2} \frac{Y_1(m\sqrt{(x+i\varepsilon\ell_0)^2})}{\sqrt{(x+i\varepsilon\ell_0)^2}} + \frac{im}{16\pi^2} \frac{J_1(m\sqrt{(x+i\varepsilon\ell_0)^2})}{\sqrt{(x+i\varepsilon\ell_0)^2}} \varepsilon(-x^0) & \text{if } x \in \Omega_t \\
\frac{m}{8\pi^3} \frac{K_1(m\sqrt{-(x+i\varepsilon\ell_0)^2})}{\sqrt{-(x+i\varepsilon\ell_0)^2}} & \text{if } x \in \Omega_s.
\end{cases} \]  

(2.11)

This function is well-defined and smooth in the corresponding regions, even in the limiting case \( \varepsilon = 0 \) (in this case, the function is simply denoted by \( T^ε_m^2 \)).

Now, going back to the general case \( y \in \mathbb{R}^{1,3} \), using the above formula, Taylor’s theorem, the fact that the involved functions are analytic and the identity

\[ T^ε_m^2(x,y) = T^ε_m^2(x-y,0) \quad \text{for all } x,y \in \mathbb{R}^{1,3}, \]

one sees that the functions \( T^ε_m^2(\cdot,y) \) converge uniformly on compact subsets \( K \subset \Omega_{t,s} + y \) to the smooth function \( T^ε_m^2(\cdot,y) \), as \( \varepsilon \searrow 0 \),

\[ T^ε_m^2(\cdot,y) \big|_K \Rightarrow T^ε_m^2(\cdot,y) \big|_K. \]

Similar arguments can be used for \( P^ε(\cdot,y) \), taking into account formula (2.10) (in fact, this can be done for derivatives of any order). In particular, it follows that \( P^ε(\cdot,y) \) is smooth in \( \mathbb{R}^{1,3} \setminus L_y \) and coincides with the smooth function \( (i\mathbb{D} + m)T^ε_m^2(\cdot,y) \). We thus obtain the following result.

**Lemma 2.8.** Let \( y \in \mathbb{R}^{1,3} \). In the limit \( \varepsilon \searrow 0 \), the functions \( P^ε(\cdot,y) \) converge uniformly on any compact subset \( K \) of \( \mathbb{R}^{1,3} \setminus L_y \) to the smooth function \( P(\cdot,y) \),

\[ P^ε(\cdot,y) \big|_K \Rightarrow P(\cdot,y) \big|_K. \]

The same holds true for the partial derivatives of any order.

We next derive a few properties of the regularized fermionic projector which will turn out to be useful later on. The smooth function \( P^{2ε}(y,x) \) can be written as

\[ P^{2ε}(y,x) = \sum_{j=0}^{3} v_j(x-y) \gamma^j + \beta(x-y), \quad (2.12) \]

where we introduced the functions

\[ v_0(z) = -\frac{1}{2} \int_{\mathbb{R}^3} \frac{d^3k}{(2\pi)^3} \mathcal{g}_ε(k)^2 e^{-i(\omega(k)\tau_z - k \cdot z)} \]

\[ v_α(z) = \frac{1}{2} \int_{\mathbb{R}^3} \frac{d^3k}{(2\pi)^3} k_α \mathcal{g}_ε(k)^2 e^{-i(\omega(k)\tau_z - k \cdot z)} \quad (2.13) \]

\[ \beta(z) = \frac{1}{2} \int_{\mathbb{R}^3} \frac{d^3k}{(2\pi)^3} \frac{m}{\omega(k)} \mathcal{g}_ε(k)^2 e^{-i(\omega(k)\tau_z - k \cdot z)}. \]

In the next lemma we collect a few basic properties of these functions. We denote the complex conjugate of a complex number \( a \) by \( \overline{a} \).

**Lemma 2.9.** The following statements hold:

(i) The functions \( \beta \) and \( v_μ \) belong to the class \( C^∞(\mathbb{R}^{1,3}, \mathbb{C}) \),

(ii) For every \( z \in \mathbb{R}^{1,3} \) and \( α \in \{1,2,3\} \),

\[ \overline{\beta(x)} = \beta(-x), \quad \overline{v_α(x)} = v_α(-x) \quad \text{and} \quad v_α(0) = 0. \]
(iii) $0 < \beta(0) < |v_0(0)|$.

**Proof.** Point (i) can be proved using Lebesgue’s dominated convergence theorem (or more precisely [13, Theorem 1.88]) and [14, Lemma 8.1]. Point (ii) follows by direct inspection, noting that the integrands of $v_\alpha(0)$ are odd with respect to $k$. Point (iii) follows from the fact that $m/\omega(k) < 1$ on $\mathbb{R}^3 \setminus \{0\}$. □

**Remark 2.10.** As a consequence of point (ii) of the above lemma, we see that the diagonal elements read

$$P^{2\varepsilon}(x, x) = \frac{1}{2(2\pi)^4} \left( -\|g^2\|_{L^1} \gamma^0 + m \left\| \frac{g^2}{\omega} \right\|_{L^1} \right).$$

The eigenvalues of this matrix are given by

$$\nu^\pm(\varepsilon) := \frac{1}{2(2\pi)^4} \left( \pm\|g^2\|_{L^1} + m \left\| \frac{g^2}{\omega} \right\|_{L^1} \right).$$

and fulfill the bounds

$$\nu^+(\varepsilon) > 0, \quad \nu^-(\varepsilon) < 0 \quad \text{and} \quad -\nu^- \varepsilon < \nu^+(\varepsilon).$$

The dependence on the parameter $\varepsilon$ can be made more explicit as follows (see Appendix A). There exist functions $f, g \in \mathcal{O}(1)$ which are strictly positive together with their limits as $\varepsilon \searrow 0$, such that

$$\nu^\pm(\varepsilon) = \pm \frac{1}{\varepsilon^3} g(\varepsilon) + \frac{m}{\varepsilon^2} f(\varepsilon). \quad (2.14)$$

In particular, the leading order of both eigenvalues scales $\sim \varepsilon^{-3}$. It is worth mentioning that a different choice of the regularization operators would only affect the form of the functions $f, g$, but lead to the same scaling behavior as in (2.14).

For the following analysis, it is useful to introduce the wave functions

$$u_{x, \chi}^\varepsilon := P^\varepsilon(\cdot, x) \chi \quad \text{with} \quad \chi \in \mathbb{C}^4 \quad \text{and} \quad x = (x^0, \mathbf{x}) \in \mathbb{R}^{1,3}. \quad (2.15)$$

Clearly, these wave functions are solutions of the Dirac equation. More precisely, they belong to $\mathcal{F}_c \cap C^\infty(\mathbb{R}^{1,3}, \mathbb{C}^4)$ (see Proposition 2.6(i)-(iii)). Without a regularization, these wave functions are singular on the null cone centered at $x$. Indeed, they are the distributional solutions of the Cauchy problem for initial data on the Cauchy surface $\{t = x^0\}$ obtained by projecting the distribution $-\gamma^0 \chi \delta^{(3)}(\mathbf{x})$ to the negative energy subspace (for a few more details see [14, Remark 2.28 (v)]). In this sense, they can be regarded as the Dirac solutions of negative energy which are as far as possible “concentrated” at the spacetime point $x$. With a regularization, this qualitative picture remains valid, except that the solution is “smeared out” on the scale $\varepsilon$.

We proceed by proving a useful few mathematical identities. We denote the usual indefinite inner product on spinors by

$$\langle \psi | \phi \rangle := \psi^\dagger \gamma^0 \phi$$

and refer to it as the spin scalar product.

**Proposition 2.11.** The following statements hold:

(i) For any $\chi, \zeta \in \mathbb{C}^4$ and $x, y \in \mathbb{R}^{1,3}$,

$$2\pi \langle u_{x, \chi}^\varepsilon | u_{y, \zeta}^\varepsilon \rangle = -\langle \chi | P^{2\varepsilon}(x, y) \zeta \rangle.$$


(ii) In particular, for every $\chi \in \mathbb{C}^4$ and $x \in \mathbb{R}^{1,3}$, the norm is bounded by
\[
2\pi \|u_{x,\chi}^\varepsilon\|^2 = -\langle \chi | P^{2\varepsilon}(x, x) \chi \rangle.
\]
Moreover, the following bounds hold,
\[
\sqrt{-\nu^-(\varepsilon)} |\chi| \leq \sqrt{2\pi} \|u_{x,\chi}^\varepsilon\| \leq \sqrt{\nu^+(\varepsilon)} |\chi| \tag{2.17}
\]
(where $|\chi|$ is the norm in $\mathbb{C}^4$ of the spinor $\chi$ and $\nu^\pm(\varepsilon)$ as defined in (2.14))

Proof. We begin with the proof of (i). In preparation, note that $u_{x,\phi}^\varepsilon \in \hat{E}(\mathcal{S}(\mathbb{R}^3, \mathbb{C}^4))$. Indeed, as an immediate consequence of (2.6) and (2.8),
\[
u^\varepsilon_{x,\phi} = \hat{E}(\varphi), \quad \varphi(k) := -(2\pi)^{-5/2} g_\varepsilon p_+^\gamma 0 \phi e^{-i(\omega(k)t_0 + k \cdot x)}
\]
with $\varphi \in \mathcal{S}(\mathbb{R}^3, \mathbb{C}^4)$. Using that the map $\hat{E}$ is an isometry of Hilbert spaces, we have (see also [3, Lemma 1.2.8])
\[
\langle P^\varepsilon(\cdot, x) \chi | P^\varepsilon(\cdot, y) \zeta \rangle = (2\pi)^{-5} \int_{\mathbb{R}^3} g_\varepsilon(k)^2 p_+^\gamma 0 \gamma 0^\gamma 0 \nu^\varepsilon_{x,\chi} = -\frac{(2\pi)^{-1} \nu^\varepsilon_{x,\chi} P^{2\varepsilon}(x, y)}{d^3k}.
\]
This concludes the proof of (i). Since the first statement of (ii) is a direct consequence of (i), let us prove the final inequalities. Writing the norm explicitly, we obtain
\[
\|P^\varepsilon(\cdot, x)\chi\|^2 = -\frac{(2\pi)^{-1} \nu^\varepsilon_{x,\chi} P^{2\varepsilon}(x, x) \chi} = (2\pi)^{-1} \nu^\varepsilon_{x,\chi} (\chi_0^2 + \chi_1^2) + (2\pi)^{-1} \nu^+(\varepsilon) (\chi_0^2 + \chi_1^2).
\]
The inequalities in point (ii) follow immediately by noticing that $-\nu^-(\varepsilon) < \nu^+(\varepsilon)$.

Remark 2.12. The inequalities of Proposition 2.11 (ii) show that the norm of the vector $u_{x,\chi}^\varepsilon$ diverges in the limit $\varepsilon \searrow 0$. The order of this divergence is $\sim \varepsilon^{-3/2}$, as already noted in Remark 2.10.

In the following sections, we will show how the above divergence can be exploited for the detection of the light cone. Acting on these vectors with operators localized away from the null cone, this blow-up can be suppressed. On the other hand, this is no longer possible in a neighborhood of the null cone. This will give a characterization of the light cone in terms of vectors and algebras.

2.5. Basics on the Continuum Limit Analysis with $i\varepsilon$-Regularization. The formalism of the continuum limit gives a systematic procedure for analyzing composite expressions in the regularized kernel $P^\varepsilon(x, y)$ in the limit $\varepsilon \searrow 0$. We now explain a few basic ideas and results from this analysis (for the general context and details see [2, Chapter 4] or [3, Sections 2.4 and 3.5]). The first step is the light-cone expansion, where one expands $P(x, y)$ in orders of the singularity on the light cone (starting from the most singular contribution, then the next lower singularity, etc.). Then one regularizes each term of this expansion. Since every term in the resulting regularized light cone expansion is smooth, one can form composite expressions (like the close chain its eigenvalues and eigenvectors, etc.). In the limit $\varepsilon \searrow 0$, these expressions typically diverge. But with the formalism of the continuum limit one can determine and compute the leading singular behavior on the light cone asymptotically in this limit.
In the Minkowski vacuum, the regularized light cone expansion reads
\[ P^\varepsilon(x, y) = \frac{i\gamma^j \xi^\varepsilon}{2} \sum_{n=0}^{\infty} \frac{m^{2n}}{n!} T_\varepsilon^{(1+n)}(\xi) + \sum_{n=0}^{\infty} \frac{m^{2n+1}}{n!} T_\varepsilon^{(n)}(\xi) + f(\varepsilon, \xi), \]
where we set \( \xi := y - x = (\xi_0, \xi) \) and \( \xi^\varepsilon := \xi - i\varepsilon e_0 \), and \( f \) is a smooth function on \( (-\varepsilon_{\text{max}}, \varepsilon_{\text{max}}) \times \mathbb{R}^{1,3} \). Here the functions \( T_\varepsilon^{(n)} \) are pointwise divergent in the limit \( \varepsilon \rightarrow 0 \). The order of the divergence decreases as \( n \) increases. In particular, the two most divergent terms are (see [3, equations (2.4.7) and (2.4.9)])
\[ T_\varepsilon^{(-1)}(\xi) := -\frac{1}{2\pi^3} \frac{1}{(\xi^\varepsilon \cdot \xi^\varepsilon)^2}, \]
\[ T_\varepsilon^{(0)}(\xi) := -\frac{1}{8\pi^3} \frac{1}{\xi^\varepsilon \cdot \xi^\varepsilon} = -\frac{1}{8\pi^3} \frac{1}{(\xi_0 - i\varepsilon)^2 - \xi^2}. \]
Now one can form the product \( A_{xy}^\varepsilon := P^\varepsilon(x, y) P^\varepsilon(y, x) \) and expand. In particular, expanding up to the linear terms in the mass, we obtain
\[ A_{xy}^\varepsilon = a_0^\varepsilon(\xi) + m a_1^\varepsilon(\xi) \]
where the functions \( a_0^\varepsilon \) and \( a_1^\varepsilon \) are given by
\[ a_0^\varepsilon(\xi) := \frac{\gamma^j \xi^\varepsilon \gamma^j \xi^\varepsilon}{4} T_\varepsilon^{(-1)}(\xi) \frac{T_\varepsilon^{(-1)}(\xi)}{T_\varepsilon^{(0)}(\xi)} \]
\[ a_1^\varepsilon(\xi) := \frac{i\gamma^j}{2} \left[ \xi^\varepsilon T_\varepsilon^{(-1)}(\xi) \frac{T_\varepsilon^{(0)}(\xi)}{T_\varepsilon^{(0)}(\xi)} - \xi^\varepsilon T_\varepsilon^{(-1)}(\xi) \frac{T_\varepsilon^{(0)}(\xi)}{T_\varepsilon^{(0)}(\xi)} \right]. \]
These terms have the same scaling behavior in \( \varepsilon \). In order to justify that the higher orders in the mass can be omitted, a clean and systematic procedure is to use that in the formalism of the continuum limit, these contributions are of lower degree on the light cone (for details see [3, Section 2.4]). For the purpose of this paper, it suffices to note that all contributions of higher order in the mass involve at least one scaling factor \( \varepsilon m \) and can thus be absorbed into the error term in Theorem 2.14 below.

Moreover, for our purposes it suffices to consider the matrix element \( \epsilon_1^\dagger A_{xy}^\varepsilon \epsilon_3 \) (where \( \{ \epsilon_\mu | \mu = 1, 2, 3, 4 \} \) denotes the canonical basis of \( \mathbb{C}^4 \)). Thus our goal is to estimate the \( \varepsilon \)-behavior of integrals of the form
\[ \int_{\mathbb{R}^4} f(y) \epsilon_1^\dagger A_{xy}^\varepsilon \epsilon_3 \, d^4 y, \]
for functions \( f \in C_0^\infty(\mathbb{R}^{1,3}, \mathbb{R}) \) which are supported in a neighborhood of a non-zero null vector. Making use of the definitions (2.18) and noting that \( \epsilon_1 \gamma^j \epsilon_3 = \delta_3^j \) and \( \epsilon_1^\dagger \gamma^j \gamma^i \epsilon_3 = \delta_0^j \delta_3^i - \delta_3^j \delta_0^i \), a direct computation yields
\[ \epsilon_1^\dagger a_0^\varepsilon(\xi) \epsilon_3 = -\frac{i}{8\pi^6} \frac{\varepsilon \delta_3}{((\xi_0 - i\varepsilon)^2 - \xi^2)^4} \]
\[ \epsilon_1^\dagger a_1^\varepsilon(\xi) \epsilon_3 = -\frac{1}{8\pi^6} \frac{\xi_0 \varepsilon \delta_3}{((\xi_0 - i\varepsilon)^2 - \xi^2)^4}. \]
We see that the two terms involving \( a_0^\varepsilon(\xi) \) and \( a_1^\varepsilon(\xi) \) are can be distinguished because the first term is real, whereas the second is purely imaginary. This makes it possible to evaluate the corresponding contributions to the integral (2.19) separately.

In order to analyze the resulting integrals, it is convenient to begin with the following general result.
**Lemma 2.13.** Let \( x_0 \in L_0 \setminus \{0\} \) and \( \delta > 0 \) such that \( 0 \not\in \overline{B_\delta(x_0)} \). Moreover, let \( f \in C_0^\infty(B_r(x_0), \mathbb{R}^+ ) \) such that \( f(x_0) \neq 0 \). Then
\[
\int_{\mathbb{R}^4} \frac{1}{| (t-i\varepsilon)^2 - r^2 |^4} \ d^4 x = h(\varepsilon) \frac{1}{\varepsilon^3} + \mathcal{O}(\varepsilon^{-2}) ,
\]
where \( h \in \mathcal{O}(1) \) and \( \lim_{\varepsilon \searrow 0} h(\varepsilon) \neq 0 \).

**Proof.** For simplicity of notation, we denote the norm \(|x|\) by \(r\). As a first step, we restate the denominator in the integrand in a more convenient way. Also, without loss of generality we can assume that \( x_0 \) belongs to the future-directed half of \( L_0 \). Then
\[
\frac{1}{| (t-i\varepsilon)^2 - r^2 |^4} = \frac{1}{((t-i\varepsilon)^2 - r^2)^2 ((t+i\varepsilon)^2 - r^2)^2} = \frac{1}{(2r)^4} \left( \frac{1}{(t-i\varepsilon) - r} - \frac{1}{(t-i\varepsilon) + r} \right)^2 \left( \frac{1}{(t+i\varepsilon) - r} - \frac{1}{(t+i\varepsilon) + r} \right)^2 = \frac{1}{(2r)^4} \left( \frac{1}{(t-i\varepsilon) - r} \right)^2 \left( \frac{1}{(t+i\varepsilon) - r} \right)^2 .
\]

Now, notice that for any \( \varepsilon \in [0, \varepsilon_{\text{max}}) \), the function \( h_\varepsilon \) is infinitely differentiable on \( B_r(x_0) \) and does not vanish on \( B_r(x_0) \cap L_0 \), i.e. at \( t = r \). In particular we can include the factor \( h_\varepsilon \) into the function \( f \). The product \( f_\varepsilon := fh_\varepsilon \) is still an element of \( C_0^\infty(B_\delta(x_0), \mathbb{R} ) \) and \( fh_\varepsilon(x_0) \neq 0 \). Moreover, the pointwise limit \( \varepsilon \searrow 0 \) of this function together with all its derivatives is well-defined. In particular, for every \( x \in B_\delta(x_0) \) we have
\[
f_\varepsilon(|x|, x) \to \frac{f(|x|, x)}{16|x|^4} \geq 0 \quad \text{as } \varepsilon \searrow 0 ,
\]
which is non-zero at \( x_0 \). Finally, notice that
\[
\sup_{\varepsilon \in [0, \varepsilon_{\text{max}})} \| \partial^\alpha f_\varepsilon \|_\infty < \infty \quad \text{for any multi-index } \alpha .
\]
Therefore, we can focus on the integral
\[
S_\varepsilon := \int_{\mathbb{R}^4} f_\varepsilon(x) \frac{1}{((t-i\varepsilon) - r)^2 ((t+i\varepsilon) - r)^2} d^4 x .
\]
This integral can be factorized into a time and a spatial integral according to Fubini’s theorem,
\[
S_\varepsilon = \int_{B_\delta(x_0)} d^3 x \int_{\mathbb{R}} dt \frac{f_\varepsilon(t, x)}{((t-i\varepsilon) - r)^2 ((t+i\varepsilon) - r)^2} ,
\]
where we chose as effective domain of integration the tube \( \mathbb{R} \times B_\delta(x_0) \). For any \( x \in B_\delta(x_0) \), the intersection \( \mathbb{R} \times \{x\} \cap L_0 \) determines a unique point \((r, x) \in L_0 \), where again \( r := |x| \). We now consider the Taylor expansion of \( f_\varepsilon \) in the time variable on \( \mathbb{R} \) up to the first order around the point \( r \). So, for every \((t, x) \in \mathbb{R} \times \{x\}\) there exists \( c(\varepsilon, t, x) \in \mathbb{R} \) such that
\[
f_\varepsilon(t, x) = f_\varepsilon(r, x) + \partial_0 f_\varepsilon(r, x)(t - r) + \frac{1}{2} \partial_0^2 f_\varepsilon(c(\varepsilon, t, x), x)(t - r)^2 .
\]
where the last summand is the remainder, and we denote it by \( R_\varepsilon(t, x) \). Note that the expression \( \partial_\varepsilon^2 f_\varepsilon(c(\varepsilon, t, x), x) \) can be bounded uniformly from above by some constant \( M \) which is independent of \( x \) and \( \varepsilon \), as follows from (2.21). Using this expansion in (2.22), we obtain

\[
\int_\mathbb{R} \frac{f_\varepsilon(t, x)}{((t - i\varepsilon) - r)^2 ((t + i\varepsilon) - r)^2} \, dt = f_\varepsilon(r, x) I_0(r, \varepsilon) + \partial_\varepsilon f_\varepsilon(r, x) I_1(r, \varepsilon) + R_\varepsilon(x)
\]

where \( R_\varepsilon(x) \) is the part of the integral which contains the remainder, while

\[
I_0(r, \varepsilon) := \int_\mathbb{R} \frac{1}{((t - i\varepsilon) - r)^2 ((t + i\varepsilon) - r)^2} \, dt = \frac{4\pi}{\varepsilon^3}
\]

\[
I_1(r, \varepsilon) := \int_\mathbb{R} \frac{t - r}{((t - i\varepsilon) - r)^2 ((t + i\varepsilon) - r)^2} \, dt = 0,
\]

where the last integrals were computed with residues.

It remains to estimate the remainder. Given \( \delta > 0 \) small enough,

\[
|R_\varepsilon(x)| \leq \int_\mathbb{R} |R_\varepsilon(t, x)| \, dt \leq \frac{M}{2} \int_\mathbb{R} \frac{(t - r)^2}{((t - i\varepsilon) - r)^2 ((t + i\varepsilon) - r)^2} \, dt =
\]

\[
= \frac{M}{2} \int_{r-\delta}^{r+\delta} \frac{(t - r)^2}{(t - r)^2 + \varepsilon^2} \, dt + \frac{M}{2} \int_{\mathbb{R}\setminus[r-\delta,r+\delta]} \frac{(t - r)^2}{(t - r)^2 + \varepsilon^2} \, dt \leq
\]

\[
\leq \frac{M\delta}{\varepsilon^2} + \frac{M}{2} \int_{\mathbb{R}\setminus[r-\delta,r+\delta]} \frac{1}{(t - r)^2} \, dt \leq \frac{M\delta}{\varepsilon^2} + \frac{M}{\delta}.
\]

Using these results in the integral (2.22), we get

\[
S_\varepsilon = \frac{4\pi}{\varepsilon^3} \int_{B_\delta(x_0)} f_\varepsilon(|x|, x) \, d^3x + \int_{B_\delta(x_0)} R_\varepsilon(x) \, d^3x,
\]

where the second integral can be bounded from above by a term proportional to \( \varepsilon^{-2} \), while

\[
\int_{B_\delta(x_0)} f_\varepsilon(|x|, x) \, d^3x \to \int_{B_\delta(x_0)} \frac{f(|x|, x)}{16|x|^4} \, d^3x > 0 \quad \text{as} \ \varepsilon \searrow 0.
\]

This concludes the proof. \( \square \)

This lemma can be applied to the integral (2.19), using the expressions (2.20). Note that in (2.20) an additional \( \varepsilon \) factor appears, which lowers the order of the divergence. We thus obtain the following result.

**Theorem 2.14.** Let \( y_0 \in L_0 \setminus \{0\} \) with \( y_3 \neq 0 \). Let \( \delta > 0 \) such that \( 0 \notin B_\delta(y_0) \). Finally, let \( f \in C_0^\infty(B_\delta(y_0), \mathbb{R}_+) \) such that \( f(y_0) \neq 0 \). Then

\[
\int_{\mathbb{R}_+^3} f(y) e_1^1 A_0^\varepsilon e_3 \, d^4y = h(\varepsilon) \frac{1}{\varepsilon^2} + \mathcal{O}(\varepsilon^{-1}),
\]

where \( h \in \mathcal{O}(1) \) and \( \lim_{\varepsilon \searrow 0} h(\varepsilon) \neq 0. \)
2.6. Causal Fermion Systems in Minkowski Space. From now on, we always restrict attention to the negative energy subspace $\mathcal{H}_m^-$. Once the regularization $\mathcal{R}_\epsilon$ has been introduced, it is possible to define a function

$$F^\epsilon: \mathbb{R}^{1,3} \to L(\mathcal{H}_m^-)$$

which encodes information on the local behavior of the wave functions in $\mathcal{H}_m^-$ at any point $x \in \mathbb{R}^{1,3}$ via the identity

$$\langle u|F^\epsilon(x)v \rangle = -\langle \mathcal{R}_\epsilon u(x) | \mathcal{R}_\epsilon v(x) \rangle$$

for any $u, v \in \mathcal{H}_m^-$. \hfill (2.23)

The function $F^\epsilon$ is referred to as the local correlation map. The construction and a few properties are summarized in the following theorem.

**Theorem 2.15.** There exists a unique function $F^\epsilon : \mathbb{R}^{1,3} \to L(\mathcal{H}_m^-)$ which fulfills (2.23). Moreover the following statements are true.

(i) The image $F^\epsilon(\mathbb{R}^{1,3})$ is closed. Moreover, the mapping $F^\epsilon$ is a homeomorphism to its image.

(ii) The operator $F^\epsilon(x)$ is selfadjoint and

$$F^\epsilon(x) u = 2\pi P^\epsilon(\cdot, x) (\mathcal{R}_\epsilon u)(x).$$

(iii) Its image $\text{ran } F^\epsilon(x) \subset \mathcal{H}_m^-$ is four-dimensional and

$$\text{ran } F^\epsilon(x) = \text{span}\{ u_{x,\chi}^\epsilon \mid \chi \in \mathbb{C}^4 \}.$$  \hfill (2.24)

(iv) The operator $F^\epsilon(x)|_{\text{ran } F^\epsilon(x)}$ has two two-fold degenerate eigenvalues given by $\nu^\pm(\epsilon)$, with corresponding eigenvectors\footnote{For simplicity of notation, we here denote the vector $u_{x,\epsilon,\mu}^\epsilon$ by $u_{x,\mu}^\epsilon$.}

$$u_{x,\mu}^\epsilon : = P^\epsilon(\cdot, x) e_\mu, \quad \mu \in \{1, 2, 3, 4\}$$

$$F^\epsilon(x) u_{x,\mu}^\epsilon = \begin{cases} 2\pi \nu^-(\epsilon) u_{x,\mu}^\epsilon & \mu = 1, 2 \\ 2\pi \nu^+(\epsilon) u_{x,\mu}^\epsilon & \mu = 3, 4 \end{cases}$$

(where $\{ e_\mu \mid \mu \in \{1, 2, 3, 4\} \}$ denotes the canonical basis of $\mathbb{C}^4$). In particular,

$$\|F^\epsilon(x)\| = 2\pi \nu^+(\epsilon).$$

(v) The operator $F^\epsilon(x)$ belongs to $\mathcal{F}$.

(vi) The unitary operators $U_a$ defined in (2.7) describe translations of the operators $F^\epsilon(x)$ by

$$F^\epsilon(x + a) = U_a^\dagger F^\epsilon(x) U_a.$$  \hfill (2.25)

**Proof.** The proof of all the statements can be carried out by adapting the results in \cite{3} Section 1.2 and in \cite{14} Sections 4.2, 5.4 and 6.2.1 to the cutoff function chosen in this paper. \hfill $\square$

From point (iv) we see that every $F^\epsilon(x)$ has the spectral decomposition

$$F^\epsilon(x) = F^\epsilon_+(x) + F^\epsilon_-(x) := 2\pi \nu^+(\epsilon) \pi_x^+ + 2\pi \nu^-(\epsilon) \pi_x^-,$$  \hfill (2.24)

where $\pi_x^\pm$ are the projection operators on the corresponding two-dimensional eigenspaces. In particular, we obtain

$$\text{tr}^\epsilon_{\text{vac}} := \text{tr}(F^\epsilon(x)) = 4\pi (\nu^+(\epsilon) + \nu^-(\epsilon)) = \frac{2m}{(2\pi)^3} \left\| \frac{g_\omega^2}{\omega} \right\|_{L^1} = 8\pi \frac{m}{\epsilon^2} f(\epsilon).$$  \hfill (2.25)
The trace of the local correlation operators is independent of the spacetime point. This is an obvious consequence of translation invariance as made explicit by point (vi) above.

By means of the topological identification of $\mathbb{R}^{1,3}$ and its image under $F^\varepsilon$, it is possible to introduce a causal fermion system by taking the push-forward of the Lebesgue measure of $\mathbb{R}^{1,3}$,

$$\rho_{\text{vac}} := F^\varepsilon_*(\mu).$$

**Definition 2.16.** The causal fermion system $(\mathcal{H}_m^-, \mathcal{F}, \rho_{\text{vac}})$ is referred to as the regularized Dirac sea vacuum.

In particular, thanks to point (i) of Theorem 2.15 we see that the mapping $F^\varepsilon$ gives a one-to-one correspondence between points in Minkowski space and points in the support of the measure $\rho_{\text{vac}}$,

$$M_{\text{vac}} := \text{supp} \rho_{\text{vac}} = F^\varepsilon(\mathbb{R}^{1,3}).$$

Moreover, for every $x \in \mathbb{R}^{1,3}$ there is a canonical identification of the space of Dirac spinors with the spin space at the corresponding point of $F^\varepsilon(x) \in M_{\text{vac}}$

$$\Phi_x : S_{F^\varepsilon(x)} = \text{ran} F^\varepsilon(x) \ni u \mapsto \mathcal{R}_x u(x) \in \mathbb{C}^4$$

(for details see [3, Proposition 1.2.6] or [14, Theorem 4.16]). This identification preserves the spin scalar products as given by (2.1) and (2.16); cf. (2.23). Every spin space $S_{F^\varepsilon(x)}$ is four-dimensional, hence it has maximal rank as an element of $\mathcal{F}$ (see Definition 2.1). This fact is referred to as the regularity of the causal fermion system. Equivalently, this property can be restated as follows (see [14, Lemma 4.17 and Section 5.1]):

For every $x \in \mathbb{R}^{1,3}$ and for every $\mu \in \{1, 2, 3, 4\}$ there exists a smooth $u_\mu \in \mathcal{H}_m^-$ such that $u_\mu(x) = \mathcal{e}_\mu$,

where $\{\mathcal{e}_\mu, \mu \in \{1, 2, 3, 4\}\}$ denotes again the canonical basis of $\mathbb{C}^4$.

As a final remark, we point out that the identification (2.27) allows for an explicit realization of the kernel of the fermionic projector as defined abstractly in (2.2) in terms of the regularized bi-distribution introduced in (2.8) (for details see for example [14, Theorem 5.18]),

$$\Phi_x P(F^\varepsilon(x), F^\varepsilon(y)) \Phi_y^{-1} = 2\pi P^{2\varepsilon}(x, y).$$

(2.28)

This identity will be exploited in the next section in the proof of irreducibility of the local algebras. Indeed, this formula allows us to translate the irreducibility of the Dirac matrices on $\mathbb{C}^4$ which appear in $P^{2\varepsilon}(x, y)$ to irreducibility of the operators $F^\varepsilon(x)$ on $\mathcal{H}_m^-$. The identification (2.28) also gives a corresponding realization of the closed chain $A_{xy}$ as defined in (2.3) in terms of the product of the two regularized bi-distributions,

$$A_{xy}^\varepsilon := P^{2\varepsilon}(x, y) P^{2\varepsilon}(y, x) = (2\pi)^{-2} \Phi_x P(F^\varepsilon(x), F^\varepsilon(y)) \Phi_y^{-1} = \Phi_x \left( (2\pi)^{-2} A_{F^\varepsilon(x)F^\varepsilon(y)} \right) \Phi_y^{-1}.$$  

(2.29)

Computing the eigenvalues of this matrix, one finds that the causal structure of Definition 2.16 agrees with the causal structure of Minkowski space in the limit $\varepsilon \searrow 0$ (see [3, Proposition 1.2.10]).

When working in Minkowski space, we will often make use of the above identifications $x \simeq F^\varepsilon(x)$ and $S_x \simeq \mathbb{C}^4$. For example, the orthogonal projector onto the image
of \( F^c(x) \) will be denoted simply by \( \pi_x \) instead of \( \pi_{F^c(x)} \). Likewise, the the spin spaces will simply be denoted by \( S_x \).

### 3. Local Algebras for Causal Fermions Systems

#### 3.1. Definition of the Local Algebras

Consider a causal fermion system \((\mathcal{H}, \mathcal{F}, \rho)\) and an open set \( \Omega \subset M := \text{supp} \rho \). In view of the later constructions in Minkowski space, it is preferable to denote all the operators corresponding to spacetime points in \( \Omega \) by \( \mathcal{X}_\Omega := \{ x \mid x \in \Omega \} \).

In order to construct an algebra generated by these operators, it is of technical advantage to smear out the operators by continuous functions with compact support within \( \Omega \),

\[
A_f := \int_M f(x) x \, d\rho(x) \quad f \in C^0_0(\Omega, \mathbb{C})
\]

(in the sense of a Bochner integral). It is actually not necessary to consider the whole class of compactly supported continuous functions on \( \Omega \). In general, it suffices to consider a subset of \( C^0_0(\Omega, \mathbb{C}) \) which is rich enough to allow for a reconstruction of the operators \( x \) as limit points, as we now explain.

**Definition 3.1.** Given \( x_0 \in M \), a **Dirac sequence** at \( x_0 \) is a sequence \((f_n)_{n \in \mathbb{N}}\) of functions in \( C^0_0(M, \mathbb{R}^+) \) such that \( \|f_n\|_{L^1} = 1 \) and \( \text{supp} f_n \subset B_{1/n}(x_0) \).

It is always possible to construct such an object. Indeed, choosing a mollifier \( h \in C^\infty_0((-1, 1)) \), the function

\[
f_n(x) := \frac{h(n \|x - x_0\|)}{\int_M h(n \|x - x_0\|) \, d\rho(x)}
\]

is a Dirac sequence at \( x_0 \).

We choose a subspace \( C^0_0(\Omega, \mathbb{C}) \) in \( C^0_0(\Omega, \mathbb{C}) \) (which later on will be the smooth functions in Minkowski space) which contains a Dirac sequence at every point of \( \Omega \) and introduce the set

\[
L_\Omega := \{ A_f \mid f \in C^0_0(\Omega, \mathbb{C}) \}.
\]

We now take the \(^*\)-algebra generated by this set, defined for a generic subset \( A \subset \text{L}(\mathcal{H}) \) by

\[
\langle A \rangle := \left\{ \sum_{k=1}^{N} \sum_{i_1, \ldots, i_k=1}^{n_k} \lambda^{i_1, \ldots, i_k} A_{i_1} \cdots A_{i_k} \mid N, n_k \in \mathbb{N}, A_i \in A \right\}.
\]

**Remark 3.2.** Note that the identity operator is not included in this definition of generated \(^*\)-algebra \( \langle A \rangle \). This will be crucial later in the analysis of the connection between the local algebras and the light-cone structure in Minkowski space (see for example Remark 5.13).

**Definition 3.3.** Let \( \Omega \subset M \) be open, then the \(^*\)-algebra

\[
\mathcal{A}_\Omega := \langle L_\Omega \rangle
\]

is referred to as the **local algebra** corresponding to \( C^0_0(\Omega, \mathbb{C}) \subset C^0_0(\Omega, \mathbb{C}) \).

We now prove that the uniform closure of this local algebra contains all spacetime operators of \( \mathcal{X}_\Omega \).
Proposition 3.4. The uniform closures of $\mathcal{A}_\Omega$ contains $\mathcal{F}_\Omega$. Even more, $$\overline{\mathcal{A}_\Omega} = \overline{\langle \mathcal{F}_\Omega \rangle} \subset K(\mathcal{H}),$$
where $K(\mathcal{H})$ are the compact operators on $\mathcal{H}$.

Proof. We first show that $\mathcal{F}_\Omega \subset \overline{\mathcal{L}_\Omega}$. This will imply that $\langle \mathcal{F}_\Omega \rangle \subset \overline{\langle \mathcal{L}_\Omega \rangle} \subset \overline{\mathcal{A}_\Omega}$, where the last inclusion follows from the fact that the closure of a *-algebra is again a *-algebra. For any $x_0 \in \Omega$, we choose a Dirac sequence $f_n$. Then

$$\|A_{f_n} - x_0\| = \left\| \int_\Omega f_n(x) x \, d\rho(x) - \int_\Omega f_n(x) x_0 \, d\rho(x) \right\| = \left\| \int_\Omega f_n(x)(x - x_0) \, d\rho(x) \right\| \leq \int_\Omega f_n(x) \|x - x_0\| \, d\rho(x).$$

Since the function $f$ is supported in $B(x_0, 1/n)$, it is easy to see that the right-hand side above converges to zero as $n \to \infty$. This proves that $x_0 \in \overline{\mathcal{L}_\Omega}$.

The opposite inclusion follows immediately, once we have shown that $\mathcal{L}_\Omega \subset \overline{\mathcal{F}_\Omega}$. So, let $f \in C^0(\Omega, \mathbb{C})$. For simplicity of notation, let us denote the (compact) support of $f$ by $R$. Since the function $F : M \ni x \mapsto f(x) \in \mathcal{F}$ is continuous on the compact set $R$, it is also uniformly continuous, i.e. for any $\varepsilon > 0$ there exists $\delta > 0$ such that for any $x, y \in R$, $\|x - y\| \leq \delta$ implies $\|F(x) - F(y)\| \leq \varepsilon$. Now, choose for any $n \in \mathbb{N}$ a set of points $\{x_i\}_{i=1,\ldots,n} \subset R$ such that $\{B(x_i, 1/n)\}_{i=1,\ldots,n}$ covers $R$ (this can always be done, thanks to the compactness of $R$). Define the measurable sets $C_{n,i} := R \cap B(x_i, 1/n) \setminus \bigcup_{k=1}^{i-1} B(x_k, 1/n)$. These sets give a partition of $R$ into disjoint measurable sets. At this point we define the measurable step function on $M$:

$$S_n := \sum_{i=1}^{N_n} F(x_i) \chi_{C_{n,i}}.$$  

We claim that $S_n$ converges pointwise to $F$. Indeed, if $x \notin R$, then both $S_n(x)$ and $F(x)$ vanish, so there is nothing to prove. Suppose instead that $x \in R$ and fix $\varepsilon$. Let $\delta > 0$ given as above and choose $\hat{n}$ in a way that $1/\hat{n} < \delta$. Then $x \in C_{\hat{n},i_0}$ for some index $i_0$. Then $\|x - x_{i_0}\| \leq 1/\hat{n} < \delta$ and so:

$$\|S_{\hat{n}}(x) - F(x)\| = \|F(x_{i_0}) - F(x)\| \leq \varepsilon.$$  

The same is of course true for any $n \geq \hat{n}$, showing that $S_n(x)$ converges to $F(x)$. Finally, notice that $\sup_{x \in R} ||S_n(x)|| \leq \sup_{x \in R} ||F(x)|| < \infty$, again by continuity of $F$ and compactness of $R$. Since $R$ is compact and $\rho$ is finite on compact sets, we can apply Lebesgue's dominated convergence theorem and prove that

$$\sum_{i=1}^{N_n} x_i f(x_i) \rho(C_{n,i}) = \sum_{i=1}^{N_n} F(x_i) \rho(C_{n,i}) = \int_\Omega S_n(x) \, d\rho(x) \to \int_\Omega F(x) \, d\rho(x) = A_f.$$  

Since the elements on the left-hand side belong to $\langle \mathcal{F}_\Omega \rangle$, the result follows.

It remains to show that the operators in $\overline{\langle \mathcal{F}_\Omega \rangle}$ are compact. All operators in $\mathcal{F}_\Omega$ have finite rank. Therefore, also the operators in $\overline{\langle \mathcal{F}_\Omega \rangle}$ have finite rank. Taking their closure, we obtain compact operators.

Remark 3.5. We point out that, if $\mathcal{H}$ is infinite-dimensional, then the closures of the *-algebras $\mathcal{A}_\Omega$ and $\mathcal{F}_\Omega$ do not contain the identity operator. This follows immediately from the fact that the identity is not a compact operator.
3.2. The Commutation Relations. In this short section we compute the abstract
commutation relations between different spacetime points of $M$.

**Proposition 3.6.** For any $u \in \mathcal{H}$ and $x, y \in M$,
\[
\langle u \mid [x, y] u \rangle = -2i \operatorname{Im} \langle \psi^u(x) \mid P(x, y) \psi^u(y) \rangle_x.
\]

**Proof.** The identity follows from the computation
\[
\langle u \mid xy u \rangle = -\langle \pi_x u \mid \pi_x y \pi_y u \rangle_x = -\langle \psi^u(x) \mid P(x, y) \psi^u(y) \rangle_x
\]
\[
\langle u \mid yx u \rangle = \langle xy u \mid u \rangle = (u \mid xy u) = -\langle \psi^u(x) \mid P(x, y) \psi^u(y) \rangle_x.
\]
\[
\square
\]

In the next sections we analyze the local algebras and the commutation relations in
the example of the regularized Dirac sea vacuum. In this example, we shall see that
the operators corresponding to spacelike separated points do in general not commute.
This illustrates that our local algebras are not to be interpreted as algebras of local
observables as considered in quantum field theory. A major difference between our
algebras and the usual algebras of local observables is that our algebras act on the
one-particle Hilbert space instead of the Fock space. As we shall see, despite these
major differences, also our local algebras encode information on the causal structure.
However, this information is not retrieved by looking at the commutation relations,
but instead by considering suitable expectation values.

We remark that the usual algebras of local observables can also be introduced in the
setting of causal fermion systems starting from the Fock space constructions in [7, 6].
For bosonic fields, one gets the usual canonical commutation relations, which vanish
for spacelike separated points (see [7, Section 7.2]). But these constructions have a
different meaning and purpose than the algebras constructed here.

4. Regularized Local Algebras in Minkowski Space

Using the identifications (2.26) and (2.27), for the case of the regularized Dirac
sea vacuum we can work directly in Minkowski space $\mathbb{R}^{1,3}$. Therefore, in this concrete
example the set $\Omega$ will always refer to an open subset of $\mathbb{R}^{1,3}$. Bearing this identification
in mind, we keep the notation $X_\Omega$ and $A_\Omega$.

4.1. The Local Set of Spacetime Operators and the Time Slice Axiom.

Following our general construction, we collect all the local correlation operators which
belong to a given set $\Sigma \subset \mathbb{R}^{1,3}$,
\[
X^\Sigma \subset \{ F^x(x) \mid x \in \Sigma \} \subset L(H_m).
\]

We are interested in understanding how much information of the system can be ex-
tracted from this collection of operators. What could one expect? Recall that the
negative-energy solutions of the Dirac equation share a quite strong common feature: they vanish almost nowhere:

**Proposition 4.1.** Let $\Sigma \subset \mathbb{R}^{1,3}$ be an open set or a Cauchy surface. Moreover,
let $u \in \mathcal{H}_m^\Sigma \cap C^\infty(\mathbb{R}^{1,3}, \mathbb{C}^4)$ be a smooth solution of the Dirac equation which vanishes
on $\Sigma$. Then $u$ vanishes identically,
\[
u |_{\Sigma} = 0 \quad \implies \quad u = 0.
\]

In particular, if two smooth solutions $u, v \in \mathcal{H}_m^\Sigma$ coincide on $\Sigma$, then they coincide
everywhere.
Proof. In the case that \( \Sigma \) is a Cauchy surface, the result follows from the existence and uniqueness of global solutions of linear hyperbolic systems. The case of \( \Sigma \) being an open set is a special case of Hegerfeldt’s theorem \cite{12}. A nice proof in the context of the Dirac equation can be found in \cite{15}, Section 1.8.4]. □

This result shows that the knowledge of negative-energy solutions of the Dirac equation on any fixed open set suffices to characterize them globally. This statement is no longer true if the restriction to negative-energy solutions is dropped. The statement in the case that \( \Sigma \) is a Cauchy surface, however, remains true for any subspace of Dirac solutions.

The next two results show that the above property is also true on the operator level when a regularization is involved.

**Lemma 4.2.** Let \( \Sigma \subset \mathbb{R}^{1,3} \) be either an open set or the Cauchy surface \( \{ t = \text{const} \} \). Then the spin spaces on \( \Sigma \) span a dense subspace of \( \mathcal{H}_m^- \).

\[
\text{span} \bigcup_{x \in \Sigma} S_x = \mathcal{H}_m^- .
\]

**Proof.** Let \( S_\Sigma \) denote the closure of the span of the spin spaces on \( \Sigma \) and suppose there is \( v \in (S_\Sigma)'^\perp \). Then for every \( x \in \Sigma \) and every \( u \in \mathcal{H}_m^- \), we have \( 0 = (v|F^\varepsilon(x)u) = -(\mathcal{R}_x v(x)|u) \). Since the regularized Dirac see vacuum is regular (see the end of Section 2.6), for every \( x \in \Sigma \) there exist \( u_\mu \in \mathcal{H}_m^- \) with \( \mathcal{R}_x u_\mu(x) = \epsilon_\mu \) for \( \mu \in \{1, 2, 3, 4\} \).

Plugging these vectors in the identity above we see that \( \mathcal{R}_x v(x) = 0 \) for all \( x \in \Sigma \). Now, since \( v \in \mathcal{H}_m^- \) we have \( \mathcal{R}_x v \in \mathcal{H}_m^- \cap C^\infty(\mathbb{R}^{1,3}, \mathbb{C}) \) (see Proposition 2.5 (i)) and therefore \( \mathcal{R}_x v \) is a smooth solution of the Dirac equation. Since it vanishes on a Cauchy surface or on a open set, it must vanish everywhere in spacetime and thus \( \mathcal{R}_x v = 0 \). Finally, since \( \ker \mathcal{R}_x = \{0\} \) (see Proposition 2.5 (iii)), it follows that \( v = 0 \), concluding the proof. □

In the language of operator algebras, this result can be stated in terms of local correlation operators as follows.

**Theorem 4.3.** Let \( \Sigma \subset \mathbb{R}^{1,3} \) be either an open set or the Cauchy surface \( \{ t = \text{const} \} \). Then the set \( \mathcal{X}_\Sigma^\varepsilon \) is irreducible, i.e. \( (\mathcal{X}_\Sigma^\varepsilon)' = \mathbb{C} \mathbb{I} \).

The proof is given in Appendix B.

As a direct corollary, we conclude that the von Neumann algebra generated by an open set or a Cauchy surface \( \Sigma \subset \mathbb{R}^{1,3} \) is maximal. Before stating the result, we introduce the following notation. For a given subset \( \mathcal{A} \subset L(\mathcal{H}) \) we define

\[
\mathcal{A}(\mathcal{H}) := \{ Au \mid A \in \mathcal{A}, u \in \mathcal{H} \} = \bigcup_{A \in \mathcal{A}} \text{ran} A(\mathcal{H})
\]

**Corollary 4.4.** Let \( \Sigma \subset \mathbb{R}^{1,3} \) be either an open set or the Cauchy surface \( \{ t = \text{const} \} \). Then

(i) \( \mathcal{H}_m^- = \text{span} \mathcal{X}_\Sigma^\varepsilon(\mathcal{H}_m^-) \)

(ii) \( (\mathcal{X}_\Sigma^\varepsilon)' = (\mathcal{X}_\Sigma^\varepsilon)' = (\mathcal{X}_\Sigma^\varepsilon)' = L(\mathcal{H}_m^-) \).

**Remark 4.5.** We remind the reader that the identity operator is not included in the definition of generated *-algebra (see also Remark 3.2). Otherwise, point (ii) of the above result would be an immediate consequence of von Neumann’s double commutant...
theorem. Nevertheless, point (i) shows that the identity lies in the strong closure of the $\ast$-algebra generated by the local operators.

**Proof of Corollary 4.4.** By construction, $(\mathcal{X}_\Sigma^\varepsilon)$ is a $\ast$-algebra. Applying Lemma 1.2 we obtain

$$\mathcal{H}_m = \text{span} \bigcup_{x \in \Sigma} \text{ran } F^\varepsilon(x) = \text{span } \mathcal{X}_\Omega^\varepsilon(\mathcal{H}_m) \subset \text{span } (\mathcal{X}_\varepsilon)(\mathcal{H}_m).$$

At this point, we can apply Corollary 1 on page 45 in [1] to infer that $(\mathcal{X}_\varepsilon)$ is a $\ast$-algebra. Applying Lemma 4.2, we obtain

$$\mathcal{H}_m = \text{span } \bigcup_{x \in \Sigma} \text{ran } F^\varepsilon(x) = \text{span } \mathcal{X}_\Omega^\varepsilon(\mathcal{H}_m) \subset \text{span } (\mathcal{X}_\varepsilon)(\mathcal{H}_m).$$

This concludes the proof. $\square$

In the case of a Cauchy surface, the above results can be understood as a version of the

**Time Slice Axiom:** The von Neumann algebra generated by a Cauchy surface $\Sigma$ (or an open neighborhood $U$ thereof) coincides with the algebra generated by the whole spacetime:

$$(\mathcal{X}_\Sigma^\varepsilon)' = (\mathcal{X}_\Sigma^\varepsilon)' = (\mathcal{X}_\varepsilon)' = L(\mathcal{H}_m).$$

This version of the time slice axiom remains true if the Hilbert space is extended to also contain all positive-energy solutions. On the other hand, in this case the algebra associated with a generic open set no longer needs to be irreducible.

### 4.2. The Commutation Relations.

In this section we go back to the analysis of the commutation relations started in Section 3.2 and study it in the concrete example of the regularized Dirac sea vacuum. More precisely, given two points $x, y \in \mathbb{R}^{1,3}$, we want to evaluate the expectation values of the commutator of the corresponding operators $F^\varepsilon(x)$ and $F^\varepsilon(y)$ making use of Proposition 3.6.

As a first step, we make the form the physical wave functions more explicit. As one might expect, in this concrete example the abstract physical wave functions $\psi^u$ should coincide with the vectors $u$, modulo the action of the regularization operator. In order to compare them, it is useful to consider again the identification mapping $\Phi_x$ introduced in (2.27). A proof of the following result can be found in [3, Proposition 1.2.6].

**Proposition 4.6.** Let $u \in \mathcal{H}_m$, then for every $x \in \mathbb{R}^{1,3}$,

$$\psi^u(F^\varepsilon(x)) = (\Phi_x)^{-1}(\mathcal{R}_x u(x)).$$

At this point, we can apply Proposition 3.6 to any $u \in \mathcal{H}_m^+$ and get:

$$\langle u \mid [F^\varepsilon(x), F^\varepsilon(y)] u \rangle = -2i \text{ Im } \langle \psi^u(x) \mid P(x, y) \psi^u(y) \rangle_x =$$

$$= -2i \text{ Im } \langle (\Phi_x)^{-1}(\mathcal{R}_x u(x)) \mid P(F^\varepsilon(x), F^\varepsilon(y)) (\Phi_y)^{-1}(\mathcal{R}_y u(y)) \rangle_x =$$

$$= -2(2\pi i) \text{ Im } \langle \mathcal{R}_x u(x) \mid P^{2\varepsilon}(x, y) \mathcal{R}_y u(y) \rangle$$

where we used (2.28) and the fact that the function $\Phi_x$ is a unitary operator with respect to the corresponding indefinite inner products. Our results are summarized as follows.

**Proposition 4.7.** For any $u \in \mathcal{H}_m$ and for any $x, y \in \mathbb{R}^{1,3}$,

$$\langle u \mid [F^\varepsilon(x), F^\varepsilon(y)] u \rangle = -2(2\pi i) \text{ Im } \langle \mathcal{R}_x u(x) \mid P^{2\varepsilon}(x, y) \mathcal{R}_y u(y) \rangle.$$
From (2.10) and (2.11) one sees that $P^{2\varepsilon}(x, y)$ does not vanish in spacelike direction. As a consequence, the above commutator is in general non-zero, even if $x$ and $y$ are spacelike separated and have distance much larger than $\varepsilon$. At least, using the asymptotics of the Bessel functions in (2.11), one sees that the commutator decays exponentially for large distances like

$$P(x, y) \sim \exp(-m \sqrt{\left|y-x\right|^2}).$$

Clearly, this exponential tail is again a manifestation of Hegerfeldt’s theorem.

We finally remark that, using the method in the proof of Proposition 3.6 iteratively, one could also compute the commutator between arbitrary elements of the local algebras.

4.3. Where is the Light Cone? In preparation of the analysis of the algebras, we prove that and explain why the underlying light-cone structure is already encoded in the local correlation operators. Due to translation invariance (see Theorem 2.15 (vi)), there is no loss of generality in restricting our analysis to the origin of $\mathbb{R}^{1,3}$. The question is: is it possible to reconstruct the null cone centered at the origin by looking at the matrix elements of the selfadjoint operator $F^{\varepsilon}(x)$ on the spin space $S_0$. The vectors of $S_0$, i.e. the states

$$u^{\varepsilon}_0,\chi := P^{\varepsilon}(\cdot, 0)\chi \quad \text{for} \quad \chi \in \mathbb{C}^4 \quad (4.1)$$

are the wave functions which are as far as possible localized at the origin and as such they will propagate almost with the speed of light (see the discussion after Remark 2.10). As a consequence, their contribution to the local correlation operators $F^{\varepsilon}(x)$ corresponding to spacetime points $x$ which lie away from the null cone $L_0$ is expected to be negligible compared to their contribution on $L_0$. Of course, we do not expect these contributions to be identically zero for points $x$ which are spatially separated from the origin, due to fact that a regularization parameter is introduced and that we restrict our attention to negative-energy solutions, which have infinite tails as a consequence of Hegerfeldt’s theorem (see Proposition 4.1 and Proposition 4.7). Finally, we point out that the system under consideration has strictly positive mass $m > 0$. Therefore, the Huygens principle applies only approximately, giving rise to small but non-vanishing contributions away from the null cone. This qualitative picture is made more precise by considering the following cases:

(a) The spacetime point $x$ does not belong to null cone $L_0$.

As mentioned in the discussion before Lemma 2.8, the function $P(\cdot, 0)$ is smooth on the complement of $L_0$. Moreover, $P^{2\varepsilon}(\cdot, 0)$ converges uniformly to $P(\cdot, 0)$ on any compact set $B \subset \mathbb{R}^{1,3} \setminus L_0$ in the limit $\varepsilon \searrow 0$ (see Lemma 2.8). Therefore, there exists a constant $c_B$ which does not depend on $\varepsilon$ such that, for any $x \in B$,

$$|\langle u^{\varepsilon}_0,\chi | F^{\varepsilon}(x) u^{\varepsilon}_0,\zeta \rangle| \leq \left| P^{2\varepsilon}(x, 0)\chi \right| \left| P^{2\varepsilon}(x, 0)\zeta \right| \leq c_B \left| \chi \right| \left| \zeta \right|,$$

where we used the definition of $F^{\varepsilon}(x)$ and Proposition 2.7. If the regularization is removed, the right side remains finite, although each individual factor on the left diverges,

$$\left\| u^{\varepsilon}_0,\chi \right\|, \left\| u^{\varepsilon}_0,\zeta \right\| \to \infty \quad \text{and} \quad \left\| F^{\varepsilon}(x) \right\| \to \infty \quad as \quad \varepsilon \searrow 0$$

This can be inferred from Theorem 2.15, Proposition 2.11 and Remark 2.10.
(b) The spacetime $x$ point does belong to the null cone $L_0$ and $x_3 \neq 0$.

In this case, the matrix elements can be written in terms of the closed chain as

$$\\langle u_\mu^0, x^0, \chi \rangle = -\langle \chi \mid P^{2\varepsilon}(0, x) P^{2\varepsilon}(x, 0) \zeta \rangle = -\langle \chi \mid A_{0x}^{2\varepsilon} \zeta \rangle,$$

(4.2)

where we exploited the definition of the closed chain in (2.20). By choosing $a = e_1$ and $b = e_3$ (where $e_\mu$ always denotes the canonical basis of $C^4$) we can estimate the $\varepsilon$-behaviour of this quantity by means of the identities (2.20). These two expressions have the same $\varepsilon$-behavior for points on the null cone. Moreover they are purely real and purely imaginary, respectively, so there is no risk of cancellation effects. Therefore, as $x_3 \neq 0$, there exists a constant $c(x) > 0$ and for $\varepsilon$ small enough,

$$|\langle e_1 \mid A_{0x}^{2\varepsilon} e_4 \rangle| \geq |\langle e_1 \mid A_{0x}^{2\varepsilon} e_4 \rangle| = \frac{c(x) \varepsilon}{|t^2 - x^2 - \varepsilon^2 - 2i \varepsilon t|^2} = \frac{c(x) \varepsilon}{|t^2 + 2i \varepsilon t|^2 \geq c'(x) \frac{1}{\varepsilon^2}}$$

where in the last identity we used the fact that $x \in L_0$ and where $c'(x)$ is some suitable strictly positive constant. We conclude that, for a suitable choice of the spinors $\chi$ and $\zeta$, the matrix element (4.2) diverges as $\varepsilon \searrow 0$.

The above computations show that, by considering the matrix elements of the operator $F^{\varepsilon}(x)$ on vectors of $S_0$ (which are of the form (4.1)) and analyzing the limit $\varepsilon \searrow 0$, we can detect whether the point $x$ lies on the null cone $L_0$ or not.

4.4. The Regularized Algebra. A similar but more practical way to consider the problem is to smear out the local correlation operators on the set $\Omega$ by means of continuous compactly supported functions,

$$A_f^x := \int_{\mathbb{R}^4} f(x) F^{\varepsilon}(x) \, d^4x \in \mathcal{L}(\mathcal{H}_0), \quad f \in C^0(\Omega, \mathbb{C}),$$

(4.3)

as was carried out abstractly in Section 3. In this way, it is possible to avoid some divergences and to extend the analysis to the unregularized case. This will be discussed in what follows. In the case of functions that are positive valued and with unit $L^1$-norm the integral (4.3) can be interpreted as an average of the local correlation operators on $\text{supp} f$.

In this concrete case we work with the space

$$C^0(\Omega, \mathbb{C}) := C^0(\Omega, \mathbb{C}).$$

The operator $A_f^x$ can be uniquely determined in terms of its matrix elements as follows.

**Proposition 4.8.** For any $f \in C^0(\Omega, \mathbb{C})$, the operator $A_f^x$ is the unique operator $L(\mathcal{H}_0)$ such that for all $u, v \in \mathcal{H}_0$,

$$\langle u \mid A_f^x v \rangle = \int_{\mathbb{R}^4} f(x) \langle u \mid F^{\varepsilon}(x) \rangle \, d^4x = -\int_{\mathbb{R}^4} f(x) \langle u \mid \mathcal{R}_\varepsilon u(x) \rangle \, d^4x.$$

Proof. The above property is fulfilled by $A_f^x$, thanks to the properties of the Bochner integral. Uniqueness follows immediately from the arbitrariness of $u$ and $v$. \[\Box\]
It is useful to collect a few properties of these operators. Take any \( f \in C_0^\infty(\mathbb{R}^{1,3}, \mathbb{C}) \). Since the operators \( F_\varepsilon(x) \) have finite rank and all have the same trace (as they are unitarily equivalent, see Theorem 2.15 (vi)), one might expect that also the integral \( A_\varepsilon f \), which involves a smooth, compactly supported function, is trace-class. Also, the trace should coincide with the trace of the local correlation operators, multiplied by the integral of the function. This is indeed true, as shown in the following proposition.

**Proposition 4.9.** For all \( f, g \in C_0^\infty(\Omega, \mathbb{C}) \) and \( a, b \in \mathbb{C} \), the following statements hold:

(i) \( A_\varepsilon (af + bg) = aA_\varepsilon f + bA_\varepsilon g \) and \( (A_\varepsilon f)^* = A_{-\varepsilon} f \),

(ii) If \( \text{supp} f \subset \{(t, x) \mid |t| \leq T\} \), then \( \|A_\varepsilon f\| \leq 4T \|f\|_\infty \),

(iii) The operator \( A_\varepsilon f \) is trace-class and 

\[
\text{tr} (A_\varepsilon f) = \text{tr}_{\text{vac}} \int_{\mathbb{R}^4} f(x) \, d^4x
\]

(with \( \text{tr}_{\text{vac}} \) as defined in (2.25)).

The proof is given in Appendix A.

Before proceeding with further properties of these operators, it is interesting to see how they act on the dense set of smooth solutions (see Proposition 2.6),

\[
P(\cdot, \varphi) : \mathbb{R}^{1,3} \ni x \mapsto \int_{\mathbb{R}^4} \frac{d^4k}{(2\pi)^2} \hat{P}(k) \hat{\varphi}(k) e^{-ik \cdot x} \in \mathbb{C}^4, \quad \varphi \in \mathcal{S}(\mathbb{R}^{1,3}, \mathbb{C}^4).
\]

**Theorem 4.10.** For any \( f \in C_0^\infty(\mathbb{R}^{1,3}, \mathbb{C}) \) and \( \varphi \in \mathcal{S}(\mathbb{R}^{1,3}, \mathbb{C}^4) \),

\[
A_\varepsilon f (P(\cdot, \varphi)) = 2\pi \ P^{\varepsilon}(\cdot, f P^{\varepsilon}(\cdot, \varphi)).
\]

The proof is given in Appendix A.

At this point, similar as in Section 3 we collect all the operators \( A_\varepsilon f \) supported within a given set \( \Omega \),

\[
L^\varepsilon_\Omega := \{ A_\varepsilon f, \ f \in C_0^\infty(\Omega, \mathbb{C}) \},
\]

where the superscript \( \varepsilon \) clarifies the dependence on the regularization. We remark that the set \( L^\varepsilon_\Omega \) is a complex linear space and a \( * \)-representation of \( C_0^\infty(\Omega, \mathbb{C}) \) thanks to Proposition 1.9 (i).

**Definition 4.11.** For any open subset \( \Omega \subset M \), the \( * \)-algebra

\[
\mathcal{A}^\varepsilon_\Omega := \langle L^\varepsilon_\Omega \rangle
\]

is referred to as the regularized local algebra corresponding to \( C_0^\infty(\Omega, \mathbb{C}) \).

**Remark 4.12.** As already pointed out in Remark 3.5, these \( * \)-algebras, as well as their closures in the sup-norm topology, do not contain the identity operator.

We now collect a few basic properties of these algebras.

**Proposition 4.13.** The following statements hold:

(i) Let \( \Omega_1 \subset \Omega_2 \subset \mathbb{R}^{1,3} \) be open sets, then \( \mathcal{A}^\varepsilon_{\Omega_1} \subset \mathcal{A}^\varepsilon_{\Omega_2} \).

(ii) Let \( \Omega \subset \mathbb{R}^{1,3} \) be an open set and \( a \in \mathbb{R}^{1,3} \), then \( \mathcal{A}^\varepsilon_{\Omega + a} = (U_a)^\dagger \mathcal{A}^\varepsilon_{\Omega} U_a \).
(iii) Let $\Omega \subset \mathbb{R}^{1,3}$ be an open set, then

$$
\mathcal{A}_{\Omega}^{\varepsilon} = \left\langle \bigcup_{\Omega' \in \mathcal{O}(\Omega)} \mathcal{A}_{\Omega'}^{\varepsilon} \right\rangle,
$$

where $\mathcal{O}(\Omega)$ denotes the family of open bounded subsets of $\Omega$.

**Proof.** Points (i) and (iii) are obvious. Let us prove point (ii). For any $u, v \in \mathcal{H}_m$ and $f \in C_0^0(\mathbb{R}^{1,3}, \mathbb{C})$, we have (note that $\mathcal{R}_\varepsilon$ and $U_a$ commute)

$$
\langle u | (U_a)^\dagger A_f^\varepsilon U_a v \rangle = \langle U_a u | A_f^\varepsilon U_a v \rangle = - \int_{\mathbb{R}^4} f(x) \langle \mathcal{R}_\varepsilon u(x + a) | \mathcal{R}_\varepsilon v(x) \rangle d^4x =
$$

$$
= - \int_{\mathbb{R}^4} f(x - a) \langle \mathcal{R}_\varepsilon u(x) | \mathcal{R}_\varepsilon v(x) \rangle d^4x = \langle u | A_f^{\varepsilon}_{-a} v \rangle,
$$

where $f_{-a}(x) := f(x - a)$. The function $f_{-a}$ is supported within $\Omega + a$. The claim follows by taking products and linear combinations and using that $U_a$ is unitary. $\Box$

We now study the von Neumann algebra generated by the operators in $L_{\Omega}^{\varepsilon}$. Note that, in view of Remark 4.12, point (ii) of the next statement is not obvious.

**Proposition 4.14.** For any $\Omega \subset \mathbb{R}^{1,3}$ the following statements hold:

(i) $\mathcal{H}_m = \text{span} L_{\Omega}^{\varepsilon}(\mathcal{H}_m)$,

(ii) $\overline{\mathcal{H}_m'' \cap \mathcal{H}_m} \supset \overline{\mathcal{H}_m''} = \mathcal{O}(\mathcal{H}_m)$,

(iii) $\overline{\mathcal{H}_m''} = \mathcal{A}_{\Omega}^{\varepsilon}$.

In particular, both $L_{\Omega}^{\varepsilon}$ and the $\ast$-algebra $\mathcal{A}_{\Omega}^{\varepsilon}$ are irreducible.

**Proof.** Point (iii) follows directly from Proposition 3.4. In particular, Theorem 4.3 implies that $L_{\Omega}^{\varepsilon}$ (and also its generated algebra) is irreducible. Point (ii) follows directly from the irreducibility of $L_{\Omega}^{\varepsilon}$, once we have proved that the identity lies in the strong closure of $\mathcal{A}_{\Omega}^{\varepsilon}$. More precisely, we must show that $\text{span} \mathcal{A}_{\Omega}^{\varepsilon}(\mathcal{H}_m) = \mathcal{H}_m$ and apply again Corollary 1 on page 45 of [1]. To this end, assume that there is a vector $v$ which is orthogonal to $\text{span} L_{\Omega}^{\varepsilon}(\mathcal{H}_m)$. Then, by definition of the smeared operators,

$$
0 = - \int_{\mathbb{R}^4} f(x) \langle \mathcal{R}_\varepsilon u(x) | \mathcal{R}_\varepsilon v(x) \rangle d^4x \quad \text{for all } f \in C_0^\infty(\Omega, \mathbb{C}).
$$

The theorem by du Bois-Reymond ensures that $\langle \mathcal{R}_\varepsilon u(x) | \mathcal{R}_\varepsilon v(x) \rangle = 0$ for every $u \in \mathcal{H}_m$ and $x \in \Omega$. At this point, we can proceed just as in the proof of Lemma 4.2 to infer that $v = 0$. This concludes the proof of point (i). $\Box$

4.5. **Once Again: Where is the Light Cone?** Working with the regularized local algebras, we can ask the same question as in Section 4.3. Where is the light cone? How can we detect it by looking at the elements of $\mathcal{A}_{\Omega}^{\varepsilon}$? In order to analyze this question, we fix an open set $\Omega \subset \mathbb{R}^{1,3}$. Again, the idea is to evaluate the matrix elements of the operators $A \in \mathcal{A}_{\Omega}^{\varepsilon}$ on the spin space $S_0$ and to study their dependence on $\varepsilon$. The elements of $S_0$ are given again by the wave functions

$$
u_0^\varepsilon : = P^\varepsilon(\cdot, 0) \chi \quad \text{for } \chi \in \mathbb{C}^4.
$$

We now state our result; the proof (which also uses results on the unregularized algebra to be proved in Section 5 below) is given in Appendix A. By translation invariance,
we restrict attention to the light cone centered at the origin. In order to relate the algebras for different values of \( \varepsilon \) to each other, we introduce the free algebra \( \mathcal{A}(C_\infty^0(\Omega)) \) generated by \( C_\infty^0(\Omega) \) and define the linear mapping

\[
\iota^\varepsilon : \mathcal{A}(C_\infty^0(\Omega)) \to \mathcal{A}_\Omega^\varepsilon \text{ defined on monomials by } f_{i_1} \cdots f_{i_k} \mapsto A_{f_{i_1}}^\varepsilon \cdots A_{f_{i_k}}^\varepsilon.
\]  

(4.5)

**Proposition 4.15.** The following statements hold:

(i) If the set \( \Omega \) does not intersect the null cone \( L_0 \), for any \( a \in \mathcal{A}(C_\infty^0(\Omega)) \) there is a constant \( c(a) > 0 \) such that for all \( \chi, \zeta \in \mathbb{C}^4 \),

\[
|\langle u_{\delta, \chi}^\varepsilon | \iota^\varepsilon(a) u_{\delta, \zeta}^\varepsilon \rangle| \leq c(a) |\chi| |\zeta|,
\]

uniformly in \( \varepsilon > 0 \).

(ii) If the set \( \Omega \) intersects the null cone \( L_0 \), there are an element \( a \in \mathcal{A}(C_\infty^0(\Omega)) \), a constant \( c > 0 \) and spinors \( \chi, \zeta \in \mathbb{C}^4 \) such that for sufficiently small \( \varepsilon > 0 \),

\[
|\langle u_{\delta, \chi}^\varepsilon | \iota^\varepsilon(a) u_{\delta, \zeta}^\varepsilon \rangle| \geq \frac{1}{c \varepsilon^2}.
\]

This proposition shows that, by considering the matrix elements of operators in the algebra on vectors of \( S_0 \) (which are of the form (4.4)) and analyzing the limit \( \varepsilon \to 0 \), we can detect whether \( \Omega \) intersects the null cone \( L_0 \) or not.

In Section 5 we shall introduce and analyze local algebras without regularization. We will see that the above proposition holds analogously for these unregularized local algebras.

### 4.6. The Commutator of Spacetime Points and Local Algebras

The goal of this section is to show that every spacetime point operator commutes with the algebras supported away from the corresponding null cone, up to small corrections involving the regularization length. More generally, given a point \( x \in \mathbb{R}^{1,3} \) we estimate the \( \varepsilon \)-behaviour of the commutators

\[
[F^\varepsilon(x), A] \text{ for } A \in \mathcal{A}_\Omega^\varepsilon \text{ and } \Omega \subset \mathbb{R}^{1,3}.
\]

As we shall see, the scaling of this commutator depends on whether \( \Omega \) does or does not intersect the null cone centered at \( x \), making it possible to recover the light-cone structure from the local algebras. Again, by translation invariance, it suffices to focus on the origin of Minkowski space.

We now state our first estimate. Since the proof uses results of Section 5, it is given in Appendix A.

**Theorem 4.16.** Let \( \Omega \) be an open set which does not intersect the null cone \( L_0 \). Then for any \( a \in \mathcal{A}(C_\infty^0(\Omega)) \) there is a constant \( c(a) > 0 \) such that for all sufficiently small \( \varepsilon > 0 \),

\[
\|F^\varepsilon(0) \iota^\varepsilon(a)\| \leq c(a) \varepsilon^{\frac{3}{2}} \|F^\varepsilon(0)\|.
\]

In particular, the commutator of the spacetime point operator and the algebra element fulfills the inequality

\[
\| [F^\varepsilon(0), \iota^\varepsilon(a)] \| \leq 2c(a) \varepsilon^{\frac{3}{2}} \|F^\varepsilon(0)\|.
\]

The factor \( \|F^\varepsilon(0)\| \) is needed in order for the estimate to be invariant under scalings of \( F^\varepsilon \).

Instead, if \( \iota^\varepsilon(a) \) instead belong to the algebra localized on an open set which intersect the null cone, we get different results:
Proposition 4.17. Let \( \Omega \) be an open set which intersects the null cone \( L_0 \). Then there exists \( a \in \mathcal{A}(C^\infty_0(\Omega)) \) and a constant \( c > 0 \) such that for all sufficiently small \( \varepsilon \),

\[
\| [F^\varepsilon(0), \iota^\varepsilon(a)] \| \geq c \varepsilon \| F^\varepsilon(0) \| .
\]

Proof. Let \( f \) a smooth function with compact support in \( \Omega \). Then

\[
\langle u^\varepsilon_{0,1} | [A^\varepsilon_f, F^\varepsilon(0)] u^\varepsilon_{0,3} \rangle = \langle u^\varepsilon_{0,1} | A^\varepsilon_f F^\varepsilon(0) u^\varepsilon_{0,3} \rangle - \langle u^\varepsilon_{0,1} | F^\varepsilon(0) A^\varepsilon_f u^\varepsilon_{0,3} \rangle =
\]

\[
= \langle u^\varepsilon_{0,1} | A^\varepsilon_f F^\varepsilon(0) u^\varepsilon_{0,3} \rangle - \langle F^\varepsilon(0) u^\varepsilon_{0,1} | A^\varepsilon_f u^\varepsilon_{0,3} \rangle =
\]

\[
= 2\pi (\nu^+(\varepsilon) - \nu^-(\varepsilon)) \langle u^\varepsilon_{0,1} | A^\varepsilon_f u^\varepsilon_{0,3} \rangle =
\]

\[
= 4\pi g(\varepsilon) \varepsilon^{-3} \int_{\mathbb{R}^4} f(x) \epsilon_1^\dagger A^\varepsilon_{0x} \epsilon_3 d^4x ,
\]

where we used Remark 2.10 and Theorem 2.15. At this point, using the fact that the operator norm can be expressed as \( \|A\| = \sup_{u,v} \|u\|\|v\| \) together with the inequalities in (2.17), we get

\[
\| [A^\varepsilon_f, F^\varepsilon(0)] \| \geq (2\pi)^2 \frac{2g(\varepsilon) \varepsilon^{-3}}{|\nu^+(\varepsilon)|} \int_{\mathbb{R}^4} f(x) \epsilon_1^\dagger A^\varepsilon_{0x} \epsilon_3 d^4x . \tag{4.6}
\]

Noting that \( 2g(\varepsilon) \varepsilon^{-3} \sim \nu^+(\varepsilon) \sim \varepsilon^{-3} \), we can choose a point \( x \in \Omega \cap L_0 \setminus \{0\} \) and a function \( f \) as in Theorem 2.14. With this choice, the integral on the right-hand side of (4.6) scales \( \sim \varepsilon^{-2} \). The proof follows by noticing that \( \|F^\varepsilon(x)\| \sim \varepsilon^{-3} \). \( \square \)

The \( \varepsilon \)-behaviors of the two estimates of Theorem 4.16 and Proposition 4.17, respectively, are incompatible in the limit \( \varepsilon \searrow 0 \). On the null cone centered at \( x \), the vectors \( P^\varepsilon(\cdot,x) \chi \) develop singularities, and this becomes manifest on the algebra level in the commutators.

These results can also be interpreted in terms of the loss of information carried away on waves propagating “almost with the speed of light.” The reader interested in this interpretation and in the connection to the ETH formulation of quantum theory is referred to [4].

5. Unregularized Local Algebras in Minkowski Space

In this section we turn our attention to the following question: which of the above structures remain well-defined if the regularization is removed? Clearly, the spacetime operators \( F^\varepsilon(x) \) diverge in the limit \( \varepsilon \searrow 0 \), because (see Remark 2.10)

\[
\|F^\varepsilon(x)\| = 2\pi \nu^+(\varepsilon) = \frac{2\pi m}{\varepsilon^2} f(\varepsilon) + \frac{2\pi}{\varepsilon^3} g(\varepsilon) \xrightarrow{\varepsilon \searrow 0} +\infty .
\]

However, we will show that for the smeared operators in (4.3) this limit does exist, making it possible to introduce unregularized local algebras.

Our method is based on the following simple consideration: We cannot work directly with (4.3) because the integrand diverges as \( \varepsilon \searrow 0 \). The integrand is ill-defined pointwise even if we consider expectation values, because in

\[
\langle u|F^\varepsilon(x)v\rangle = -<\mathcal{R}_\varepsilon u(x)|\mathcal{R}_\varepsilon v(x)> ,
\]

the limit does not exist if \( u \) or \( v \) are not continuous. However, if we integrate against a smooth, compactly supported function, the integral does converge as \( \varepsilon \searrow 0 \). We now enter the detailed constructions.
5.1. The Unregularized Smeared Operators. The unregularized smeared operator $A_f^\varepsilon$ can be defined using the Riesz representation theorem.

**Proposition 5.1.** For any $f \in C_0^\infty(\mathbb{R}^{1,3}, \mathbb{C})$ there exists a unique operator $A_f^\varepsilon \in \mathcal{L}(\mathcal{H}_m^\varepsilon)$ such that for every $u, v \in \mathcal{H}_m^\varepsilon$,

$$\langle u | A_f^\varepsilon v \rangle = -\int_{\mathbb{R}^4} f(x) \langle u(x) | v(x) \rangle \ d^4 x .$$

**Proof.** Consider two vectors $u, v \in \mathcal{H}_m^\varepsilon$ and a function $f \in C_0^\infty(\mathbb{R}^{1,3}, \mathbb{C})$. By choosing $T > 0$ suitably, we can assume that $f$ is supported inside the time strip

$$R_T := \{(t, x) \mid |t| \leq T \} .$$

Using Hölder’s inequality, we get

$$\int_{\mathbb{R}^4} |f(x) \langle u(x) | v(x) \rangle| \ d^4 x = \int_{R_T} |f(x) \langle u(x) | v(x) \rangle| \ d^4 x \leq$$

$$\leq \left( \int_{R_T} |f(x)|^2 |u(x)|^2 \ d^4 x \right)^{1/2} \left( \int_{R_T} |v(x)|^2 \ d^4 x \right)^{1/2} \leq$$

$$\leq \|f\|_\infty \left( \int_{R_T} |u(x)|^2 \ d^4 x \right)^{1/2} \left( \int_{R_T} |v(x)|^2 \ d^4 x \right)^{1/2} =$$

$$= 2T \|f\|_\infty \|u\|\|v\| < \infty ,$$

where in the last step we used the theorem by Fubini-Tonelli and the fact that the spatial integral is time independent due to current conservation (see [14, Lemma 2.7]). As a consequence, the sesquilinear form

$$d_f : \mathcal{H}_m^\varepsilon \times \mathcal{H}_m^\varepsilon \to \mathbb{C} , \quad (u, v) \mapsto -\int_{\mathbb{R}^4} f(x) \langle u(x) | v(x) \rangle \ d^4 x$$

is well-defined and continuous. The Riesz Representation Theorem yields a unique operator $A_f^\varepsilon$ with $d_f(u, v) = \langle u | A_f^\varepsilon v \rangle$. \hfill \Box

We now collect a few properties of these operators. The proof is similar as in the regularized case (see Proposition 4.9).

**Proposition 5.2.** Let $\Omega \subset \mathbb{R}^{1,3}$ be open, $f, g \in C_0^\infty(\mathbb{R}^{1,3}, \mathbb{C})$ and $a, b \in \mathbb{C}$. Then the following statements hold:

(i) $A_{f+g}^\varepsilon = a A_f^\varepsilon + b A_g^\varepsilon$ and $(A_f^\varepsilon)^* = A_f^\varepsilon$

(ii) If $\text{supp} \ f \subset R_T$, then $\|A_f^\varepsilon\| \leq 4T \|f\|_\infty$

At this point, one may wonder if the operator $A_f^\varepsilon$ can be obtained as the limit $\varepsilon \searrow 0$ of the regularized operators $A_f^\varepsilon$. This is indeed possible, as shown in the following theorem.

**Theorem 5.3.** For any $f \in C_0^\infty(\mathbb{R}^{1,3}, \mathbb{C})$, the following statements hold:

(i) $A_f^\varepsilon = \mathcal{R}_\varepsilon A_f^\varepsilon \mathcal{R}_\varepsilon$,

(ii) $\lim_{\varepsilon \to 0} A_f^\varepsilon = A_f^\varepsilon$ in the strong topology.

**Proof.** Point (i) follows immediately from the fact that, for any $u, v \in \mathcal{H}_m^\varepsilon$,

$$\langle u | \mathcal{R}_\varepsilon A_f^\varepsilon \mathcal{R}_\varepsilon u \rangle = \langle \mathcal{R}_\varepsilon u | A_f^\varepsilon \mathcal{R}_\varepsilon u \rangle = -\int_{\mathbb{R}^4} f(x) \langle \mathcal{R}_\varepsilon u(x) | \mathcal{R}_\varepsilon u(x) \rangle \ d^4 x = \langle u | A_f^\varepsilon v \rangle .$$
In order to prove point (ii), note that, for any $u \in \mathcal{H}_m$,
\[
\|A^\varepsilon_f u - A^\varepsilon_f u\| \leq \|\mathcal{R}_c(A^\varepsilon_f \mathcal{R}_c u) - \mathcal{R}_c(A^\varepsilon_f u)\| + \|\mathcal{R}_c(A^\varepsilon_f u) - A^\varepsilon_f u\| \leq \|A^\varepsilon_f \mathcal{R}_c u - A^\varepsilon_f u\| + \|\mathcal{R}_c(A^\varepsilon_f u) - A^\varepsilon_f u\|,
\]
where in the last inequality we used the bound $\|\mathcal{R}_c\| \leq 1$ together with (i). The fact that $A^\varepsilon_f$ is bounded and that $\mathcal{R}_c$ is strongly continuous concludes the proof. \(\square\)

As we did in the regularized case, we now study how these operators act on the dense set of smooth solutions $P(\cdot, \varphi)$. Notice that the following result is in agreement with Theorem 5.3 and with Theorem 4.10. The proof is analogous to that of Theorem 4.10 with obvious changes.

**Theorem 5.4.** Let $f \in C^\infty_0(\mathbb{R}^{1,3}, \mathbb{C})$ and $\varphi \in S(\mathbb{R}^{1,3}, \mathbb{C}^4)$. Then
\[
A^\varepsilon_f (P(\cdot, \varphi)) = 2\pi P(\cdot, fP(\cdot, \varphi)).
\]

As in the regularized case, we again collect all the operators $A_f$ supported within a given set $\Omega$,
\[
L^\circ_\Omega := \{A_f^\circ, \ f \in C^\infty_0(\Omega, \mathbb{C})\}.
\]
Again, the set $L^\circ_\Omega$ is a complex linear space and a $\ast$-representation of $C^\infty_0(\Omega, \mathbb{C})$ thanks to Proposition 5.2(i). We are now ready to introduce the unregularized local algebras.

**Definition 5.5.** For any open subset $\Omega \subset M$, the $\ast$-algebra
\[
\mathcal{A}^\circ_\Omega := \langle L^\circ_\Omega \rangle
\]
is referred to as the **unregularized local algebra** corresponding to $C^\infty_0(\Omega, \mathbb{C})$.

**Remark 5.6.** At present, it is unknown whether the $\ast$-algebras $\mathcal{A}^\circ_\Omega$, as well as their closures in the sup-norm topology, contain the identity operator or not. Arguments as in Remarks 3.7 or 4.12 cannot be applied, because the unregularized operators $A^\circ_f$ are not known to be compact. As a partial result, obtained with different methods, it will be shown in Proposition 5.16 that the identity does not belong to $\mathcal{A}^\circ_\Omega$ if $\Omega$ is contained in the interior light cone $I_x$ of some spacetime point $x \in \mathbb{R}^{1,3}$.

The unregularized algebra can be obtained from the regularized algebra in the limit $\varepsilon \searrow 0$, as we now make precise.

**Remark 5.7.** Applying Proposition 5.3 inductively, it readily follows that every element of the algebra $\mathcal{A}^\varepsilon_\Omega$ converges strongly to a corresponding element of the unregularized algebra,
\[
\sum_{k=1}^N \sum_{i_1 \ldots i_k=1}^{n_k} \lambda^{i_1 \ldots i_k} A^\varepsilon_{f_{i_1}} \ldots A^\varepsilon_{f_{i_k}} \rightarrow^s \sum_{k=1}^N \sum_{i_1 \ldots i_k=1}^{n_k} \lambda^{i_1 \ldots i_k} A^\circ_{f_{i_1}} \ldots A^\circ_{f_{i_k}}.
\]
In terms of the operators $i^\varepsilon$ introduced in (4.5), this can be restated that these operators converge pointwise, i.e.
\[
i^\varepsilon(a) \rightarrow i^\circ(a) \quad \text{if} \quad \varepsilon \searrow 0 \quad \text{for all} \quad a \in \mathcal{A}(C^\infty_0(\Omega)),
\]
where $i^\circ$ is defined in analogy to (4.5) simply by replacing the indices $\varepsilon$ with $\circ$.

The following basic properties are an immediate consequence of our definitions.

**Proposition 5.8.** The following statements hold:
(i) Let $\Omega_1 \subset \Omega_2 \subset \mathbb{R}^{1,3}$ be open sets. Then $\mathcal{A}^0_{\Omega_1} \subset \mathcal{A}^0_{\Omega_2}$.

(ii) Let $\Omega \subset \mathbb{R}^{1,3}$ be an open set and $a \in \mathbb{R}^{1,3}$. Then $\mathcal{A}^0_{\Omega + a} = (U_a)^\dagger \mathcal{A}^0_{\Omega} U_a$.

(iii) For any open set $\Omega \subset \mathbb{R}^{1,3}$, then

$$
\mathcal{A}^0_{\Omega} = \left\{ \bigcup_{\Omega' \in \mathcal{G} (\Omega)} \mathcal{A}^0_{\Omega'} \right\},
$$

where $\mathcal{G}(\Omega)$ denotes the family of all open bounded subsets of $\Omega$.

Proof. The proof is analogous to that of Proposition 4.13. \qed

Let us now consider the von Neumann algebra generated by $L^0_{\Omega}$. In analogy to Proposition 4.14 (i), it can be written as the strong or weak closure of the *-algebra generated by $L^0_{\Omega}$. The proof follows the same strategy as in the regularized case. Nevertheless, we give the proof in detail, because there are subtleties concerning the regularity of the Dirac wave functions.

**Proposition 5.9.** For any open set $\Omega \subset \mathbb{R}^{1,3}$, the following identities hold:

(i) $\mathcal{H}_m = \text{span} L^0_{\Omega}(\mathcal{H}_m)$,

(ii) $(L^0_{\Omega})'' = (L^0_{\Omega})' = (L^0_{\Omega})''$.

Proof. Let $(x_n)_{n \in \mathbb{N}}$ be a sequence which is dense in $\Omega$. Given $n$, we choose four smooth solutions $w_\mu \in \mathcal{H}_m$ with $w_\mu(x_n) = \varepsilon_\mu$ for $\mu = 1, 2, 3, 4$ (this is possible because our causal fermion system is regular; see the end of Section 2.6). Then in particular, with obvious notation, $\text{det}(w_0(x_n)w_1(x_n)w_2(x_n)w_3(x_n)) \neq 0$. By continuity of the functions $w_\mu$ and the determinant function, there is a neighborhood $B_{\varepsilon,n}(x_n) \subset \Omega$ on which the functions $w_\mu$ are pointwise linearly independent, and therefore define a basis of $\mathbb{C}^4$ at any point $z \in B_{\varepsilon,n}(x_n)$.

In order to prove (i), it suffices to show that the orthogonal complement of the space $L^0_{\Omega}(\mathcal{H}_m)$ is trivial. Given $v \perp L^0_{\Omega}(\mathcal{H}_m)$, we know that $v \perp A_j^Tw$ for any $w \in \mathcal{H}_m$ and $f \in C_0^\infty(\Omega)$. In particular, choosing $w$ as one of the functions $w_\mu$ constructed above,

$$
0 = (v|A_j^Tw_\mu) = \int_\Omega f(x) \langle v(x)|w_\mu(x) \rangle \, d^4x.
$$

The arbitrariness of $f$ implies that the functions $\langle v|w_\mu \rangle$ vanish almost everywhere in $\Omega$. Since the vectors $w_\mu(z)$ form a basis of the spinors at every point $z \in B_{\varepsilon,n}(x_n)$, we conclude that the function $v$ vanishes almost everywhere in $B_{\varepsilon,n}(x_n)$. This statement holds for any $n \in \mathbb{N}$. Since the open balls $B_{\varepsilon,n}(x_n)$ provide a countable covering of $\Omega$, we conclude that $v$ vanishes in $\Omega$ almost everywhere. As a consequence, taking the convolution with a compactly supported mollifier function $h_\delta \in C_0^\infty(B_\delta(\mathbb{R}^4), \mathbb{R}_+^3)$ as in \[14\] Section 3.2, we obtain a smooth solution $h_\delta \ast v \in \mathcal{H}_m \cap C_0^\infty(\mathbb{R}^{1,3}, \mathbb{C}^4)$. Therefore, on the open set $\Omega_\delta := \{ x \in \Omega \mid d(x, \partial \Omega) > \delta \}$ (which is non-empty for sufficiently small $\delta$) the function $h_\delta \ast v$ vanishes identically. Since $h_\delta \ast v$ is a smooth solution of the Dirac equation of negative energy which vanishes on a open set, Hegerfeldt’s theorem (see Proposition 4.14) implies that this function vanishes identically everywhere, $h_\delta \ast v = 0$. Since the mollification is injective (see \[14\] Proposition 3.13 (ii)), it follows that $v = 0$.

Part (ii) is an immediate consequence of (i) and Corollary 1 on page 45 in \[1\], just as explained in the proof of Corollary 4.4. \qed
To conclude this section, we state a last important result. As in the regularized case (see Proposition 5.11), the local algebra associated with any open subset of Minkowski space is irreducible. Again, this is a manifestation of Hegefeldt’s theorem (see Proposition 4.3) and translates its content from the level of wave functions to operators. The proof of this result can be found in Appendix C. It develops on ideas and techniques different from those used in the regularized case. This was necessary because the notions like the spacetime point operator $F(x)$ and the spin space $S_x$ cannot introduced if no regularization is present, making it impossible to use again the strategy behind the proof of Theorem 4.3. Also, several subtleties arise due to the fact that the functions in $\mathcal{H}_m^-$ are in general not differentiable or even continuous.

**Theorem 5.10.** For any open subset $\Omega \subset \mathbb{R}^{1,3}$, the set $L^0_\Omega$ is irreducible. In particular, the algebra $\mathcal{A}^0_\Omega$ is irreducible.

**Remark 5.11.** Point (i) of Proposition 5.9 shows in particular that for every $x \in \mathbb{R}^{1,3}$, $\varepsilon \in (0, \varepsilon_{\text{max}})$ and $\chi \in \mathbb{C}^4$, the states $u^\varepsilon_{x,\chi} := P^\varepsilon(\cdot, x)\chi$ can be approximated by vectors in the image of the smeared operators. Similarly, point (ii) and the irreducibility of $L^0_\Omega$ imply that the regularization operators (and therefore also the regularized operators $A^\varepsilon_f$) could be reconstructed starting from the knowledge on the unregularized algebra $\mathcal{A}^0_\Omega$.

In the next section we proceed as in the regularized case and show how the light-cone structure is encoded in the local algebras.

### 5.2. Detecting the Light Cone.

In this section, we analyze how the causal structure can be retrieved by looking at suitable features of the unregularized local algebras. Again, due to translation invariance, it suffices to consider light cone centered at the origin of Minkowski space.

Let us start our analysis with an open set which does not intersect the null cone. In this case, as already anticipated in the regularized case, the quantities of interest remain bounded in the limit $\varepsilon \searrow 0$. The key is the following estimate.

**Lemma 5.12.** Let $\Omega \subset \mathbb{R}^{1,3}$ be an open set which does not intersect the null cone $L_0$. Then for every $A \in \mathcal{A}^0_\Omega$ there exists a constant $c(A) > 0$ such that for every $\chi \in \mathbb{C}^4$,

$$\sup_{\varepsilon \in (0, \varepsilon_{\text{max}})} \left\| A u^\varepsilon_{0,\chi} \right\| \leq c(A) \left| \chi \right|. \quad (5.1)$$

**Remark 5.13.** Before proceeding with the proof, we point out that estimate (5.1) would not be true if the algebra $\mathcal{A}^0_\Omega$ was chosen to contain the identity operator. Indeed, in this case the element $A = \mathbb{I}$ (but also others) would fail to fulfill (5.1), because the norm of the vectors $u^\varepsilon_{0,\chi}$ blows up in the limit $\varepsilon \searrow 0$ (see Proposition 2.11(ii)).

**Proof.** We begin by considering the generating elements $A = A^0_f \in \mathcal{A}_\Omega$. Notice that $A^\varepsilon_f = \lim_{\delta \to 0} A^\varepsilon_f$ in the strong topology, as proven in Theorem 5.3. Then, we have

$$\left\| A^\varepsilon_f u^\varepsilon_{0,\chi} \right\|^2 = \langle A^\varepsilon_f u^\varepsilon_{0,\chi} | A^\varepsilon_f u^\varepsilon_{0,\chi} \rangle =$$

$$= \int_{\mathbb{R}^4} d^4x \int_{\mathbb{R}^4} d^4y f(x)^* f(y) \left\langle F^\varepsilon(x)u^\varepsilon_{0,\chi} | F^\varepsilon(y)u^\varepsilon_{0,\chi} \right\rangle =$$

$$= (2\pi)^2 \int_{\mathbb{R}^4} d^4x \int_{\mathbb{R}^4} d^4y f(x)^* f(y) \left\langle P^\varepsilon(\cdot, x)R^\varepsilon(u^\varepsilon_{0,\chi})(x) | P^\varepsilon(\cdot, y)R^\varepsilon(u^\varepsilon_{0,\chi})(y) \right\rangle =$$

$$= 2\pi \int_{\mathbb{R}^4} d^4x \int_{\mathbb{R}^4} d^4y \left\langle f(x) R^\varepsilon(u^\varepsilon_{0,\chi})(x) | P^{2\varepsilon}(x, y) f(y) R^\varepsilon(u^\varepsilon_{0,\chi})(y) \right\rangle =$$
\[ \begin{align*}
\text{(cf. Theorem 2.15 (ii) for the first equality and Proposition 2.6 for the definition of } \mathcal{P}(h,g)). \text{ The function } u_{0,\chi}^\epsilon \text{ belongs to } \hat{E}(\mathcal{S}(\mathbb{R}^3, \mathbb{C}^4)). \text{ Indeed, using (2.8),}
\end{align*} \]

\[ u_{0,\chi}^\epsilon(x) = P^e(x,0)\chi = -\int_{\mathbb{R}^3} \frac{d^3k}{(2\pi)^3} g_\epsilon(k) p_-(k) \gamma^0 \chi e^{-ikx}, \]

showing that \[ u_{0,\chi}^\epsilon = \hat{E}(-\frac{1}{2\pi} \frac{1}{2} g_\epsilon p_+ \gamma^0 \chi) \in \hat{E}(\mathcal{S}(\mathbb{R}^3, \mathbb{C}^4)). \] Therefore, applying Proposition 2.5 (v) gives \[ \mathcal{P}_\delta(u_{0,\chi}^\epsilon) \rightarrow u_{0,\chi}^\epsilon \text{ uniformly on compact subsets of } \mathbb{R}^{1,3} \text{ if } \delta \searrow 0. \]

In particular, as the function \( f \) is compactly supported within \( \Omega \), we see that \( f \mathcal{P}_\delta(u_{0,\chi}^\epsilon) \) converges uniformly to \( f u_{0,\chi}^\epsilon \) if \( \delta \searrow 0 \). Of course, the same holds true for \( \gamma^0 f \mathcal{P}_\delta(u_{0,\chi}^\epsilon) \) which then converges uniformly to \( \gamma^0 f u_{0,\chi}^\epsilon \). To summarize,

\[ \begin{align*}
F_\delta &:= \gamma^0 f \mathcal{P}_\delta(u_{0,\chi}^\epsilon) \rightarrow \gamma^0 f u_{0,\chi}^\epsilon := F \\
G_\delta &:= f \mathcal{P}_\delta(u_{0,\chi}^\epsilon) \rightarrow f u_{0,\chi}^\epsilon := G
\end{align*} \]

in the uniform topology.

We next verify that the above convergence holds in the stronger sense of the topology of the test function space \( \mathcal{D}(\Omega) \). As a first step, integration-by-parts shows gives

\[ \partial_\alpha(\mathcal{P}_\delta(u_{0,\chi}^\epsilon)) = \mathcal{P}_\delta(\partial_\alpha(u_{0,\chi}^\epsilon)) \quad \text{for any multi-index } \alpha \in \mathbb{N}^4. \]

Moreover, since the derivative in position space corresponds to a polynomial multiplication in momentum space it can be shown that (see also [14 Lemma 8.1])

\[ \partial_\alpha(u_{0,\chi}^\epsilon) \in \hat{E}(\mathcal{S}(\mathbb{R}^3, \mathbb{C}^4)) \quad \text{for any multi-index } \alpha \in \mathbb{N}^4. \]

Therefore, reasoning as above, it follows that for every multi-index \( \alpha \in \mathbb{N}^4 \)

\[ \partial_\alpha(\mathcal{P}_\delta(u_{0,\chi}^\epsilon)) \rightarrow \partial_\alpha(u_{0,\chi}^\epsilon) \text{ uniformly on compact subsets of } \mathbb{R}^{1,3} \text{ if } \delta \searrow 0. \]

Using this result together with the Leibniz rule, it follows that, for any multi-index \( \alpha \), the functions \( \partial_\alpha F_\delta \) and \( \partial_\alpha G_\delta \) converge uniformly to \( \partial_\alpha F \) and \( \partial_\alpha G \), respectively. Moreover, as the supports of the functions \( F_\delta, G_\delta \) and \( F, G \) are contained in the support of \( f \), we conclude that

\[ F_\delta \rightarrow F \quad \text{and} \quad G_\delta \rightarrow G \quad \text{in the topology of } \mathcal{D}(\mathbb{R}^{1,3}, \mathbb{C}^4). \quad (5.3) \]

Therefore, the convergence holds also in the topology of \( \mathcal{S}(\mathbb{R}^{1,3}, \mathbb{C}^4) \), as the embedding \( \mathcal{D}(\mathbb{R}^{1,3}, \mathbb{C}^4) \subset \mathcal{S}(\mathbb{R}^{1,3}, \mathbb{C}^4) \) is continuous.

At this point, we have:

\[ \begin{align*}
|P^{2\delta}(F_\delta, G_\delta) - P(F, G)| &\leq \frac{1}{2} \left| |P^{2\delta}(F_\delta, G_\delta) - P^{2\delta}(F_\delta, G)| + |P^{2\delta}(F_\delta, G) - P^{2\delta}(F, G)| \right| \leq \frac{1}{2} \left| |P^{2\delta}(F_\delta, G_\delta - G)| + |P^{2\delta}(F_\delta - F, G)| + |P^{2\delta}(F, G) - P(F, G)| \right| \leq c \cdot \| F_\delta \|_{6,0} \cdot \| G_\delta - G \|_{6,4} + c \cdot \| F_\delta - F \|_{6,0} \cdot \| G \|_{6,4} + |P^{2\delta}(F, G) - P(F, G)| \frac{\delta \to 0}{\delta} \to 0
\end{align*} \]
where we used Proposition 2.6(v)-(vi). We conclude that $P^{2\delta}(F_\delta, G_\delta)$ converges to $P(F, G)$ as $\delta \searrow 0$. Going back to (5.2), we have
\[
\|A^\delta f_{\mu} u^\varepsilon_{0,\chi}\|^2 = \lim_{\delta \to 0} \|A^\delta f_{\mu} u^\varepsilon_{0,\chi}\|^2 = -2 \pi P(\gamma^0 f u^\varepsilon_{0,\chi}, f u^\varepsilon_{0,\chi}) \leq 
\leq 2 \pi \sum_{\mu,\nu=1}^4 |\chi^\mu \chi^\nu| |P(\gamma^0 f u_{0,\mu}^\varepsilon, f u_{0,\nu}^\varepsilon)| \leq 
\leq \left( 2 \pi c \sum_{\mu,\nu=1}^4 \|f u_{0,\mu}^\varepsilon\|_{6,0} \|f u_{0,\nu}^\varepsilon\|_{6,4} \right) |\chi|^2,
\]
where we again used the notation $u^\varepsilon_{0,\chi} := P^\varepsilon(\cdot, 0)\varepsilon$. In order to conclude the proof in the case $A = A^\delta f$, it remains to show that the sum in the last line converges in the limit $\varepsilon \searrow 0$. To this end, we note that the function $P(\cdot, 0)\varepsilon$ is smooth on $\mathbb{R}^{1,3} \setminus L_0$ (see the discussion before Lemma 2.8). Moreover, $P^\varepsilon(\cdot, 0)\varepsilon_\kappa$ converges locally uniformly to $P(\cdot, 0)\varepsilon_\kappa$ on $\Omega$ (see Lemma 2.8). Reasoning in a similar way as before and using Lemma 2.8, we conclude that $f P^\varepsilon(\cdot, 0)\varepsilon_\kappa \to f P(\cdot, 0)\varepsilon_\kappa$ in $\mathcal{D}(\mathbb{R}^{1,3}, \mathbb{C}^4)$, and therefore also in $\mathcal{S}(\mathbb{R}^{1,3}, \mathbb{C}^4)$. By continuity of the Schwartz norms $\| \cdot \|_{p,q}$ it follows that the above sum converges in the limit $\varepsilon \searrow 0$.

Finally, we generalize the above proof to the case of arbitrary $A \in \mathcal{A}^\delta_\Omega$. By linearity, it suffices to consider monomials of operators $A^\delta f$. We have
\[
\|A^\delta_{f_1} \cdots A^\delta_{f_n} u_{0,\chi}\| \leq \|A^\delta_{f_1}\| \cdots \|A^\delta_{f_{n-1}}\| \|A^\delta_{f_n} u_{0,\chi}\|.
\]
The first part of the proof implies that the last factor is uniformly bounded in $\varepsilon$ by $c(f_k)|\chi|$. The other factors are finite constants, concluding the proof.

We are now ready to specify how to detect the light cone. The strategy is the same as in Sections 4.3 and 4.5: we evaluate the matrix elements of the operators in $\mathcal{A}^\delta_\Omega$ on the space $S_0$ and then study the dependence on $\varepsilon$.

**Theorem 5.14.** Let $\Omega \subset \mathbb{R}^{1,3}$ be an open set which does not intersect the null cone $L_0$. Then for every $A \in \mathcal{A}^\delta_\Omega$ there exists constant $c(A) > 0$ such that for all $\chi, \zeta \in \mathbb{C}^4$,
\[
\sup_{\varepsilon \in (0, \varepsilon_{\max})} \left| \langle u^\varepsilon_{0,\chi} | A u^\varepsilon_{0,\zeta} \rangle \right| \leq c(A)\|\chi\|\|\zeta\|.
\]

**Proof.** It again suffices to consider monomials $A^\delta_{f_1} \cdots A^\delta_{f_n} \in \mathcal{A}^\delta_\Omega$. In the case $n \geq 2$,
\[
\left| \langle u^\varepsilon_{0,\chi} | A^\delta_{f_1} \cdots A^\delta_{f_n} u^\varepsilon_{0,\zeta} \rangle \right| = \left| \langle A^\delta_{f_1} u^\varepsilon_{0,\chi} | A^\delta_{f_2} \cdots A^\delta_{f_{n-1}} A^\delta_{f_n} u^\varepsilon_{0,\zeta} \rangle \right| \leq 
\leq \| A^\delta_{f_1} u^\varepsilon_{0,\chi} \| \| A^\delta_{f_2} \cdots A^\delta_{f_{n-1}} \| \| A^\delta_{f_n} u^\varepsilon_{0,\zeta} \|,
\]
which is uniformly bounded in $\varepsilon$ by some $c(f_1, \ldots, f_n)|\chi||\zeta|$ thanks to Lemma 5.12. In the remaining case $n = 1$,
\[
\left| \langle u^\varepsilon_{0,\chi} | A^\delta_{f_1} u^\varepsilon_{0,\zeta} \rangle \right| \leq \int_{\mathbb{R}^4} |f_1(x) \langle P^\varepsilon(x, 0) \chi | P^\varepsilon(x, 0) \zeta \rangle | \, dx \leq 
\leq \int_{\mathbb{R}^4} |f_1(x)| \left( \|P^\varepsilon(0, x)\|_2 \right)^2 |\chi||\zeta|.
\]
Again invoking Lemma 2.8 the integral converges in the limit $\varepsilon \searrow 0$. This concludes the proof. \(\square\)
We next consider the case when \( \Omega \) intersects the null cone. In this case, it is indeed possible to find a suitable function \( f \) supported near the null cone in \( \Omega \) for which some of the above matrix elements do not go to zero in the limit \( \varepsilon \to 0 \).

**Theorem 5.15.** Let \( \Omega \subset \mathbb{R}^{1,3} \) be an open set which intersects the null cone \( L_0 \). Then there exists \( f \in C_0^\infty(\Omega) \) and \( \chi, \zeta \in \mathbb{C}^4 \) such that

\[
\sup_{\varepsilon \in (0, \varepsilon_{\text{max}})} |\langle u_{0,x}^\varepsilon | A_f^\varepsilon u_{0,\zeta}^\varepsilon \rangle| = \infty.
\]

More precisely, there exists a positive constant \( c > 0 \),

\[
\| u_{0,x}^\varepsilon | A_f^\varepsilon u_{0,\zeta}^\varepsilon \| \geq \frac{1}{c \varepsilon^2}.
\]

**Proof.** Let \( f \in C_0^\infty(\mathbb{R}^{1,3}, \mathbb{C}) \) be arbitrary for now, and take \( a = \varepsilon_1 \) and \( b = \varepsilon_3 \). Then

\[
\langle u_{0,1}^\varepsilon | A_f^\varepsilon u_{0,3}^\varepsilon \rangle = - \int_{\mathbb{R}^4} f(x) \langle P^\varepsilon(x,0) \varepsilon_1 | P^\varepsilon(x,0) \varepsilon_3 \rangle d^4x = \]

\[
- \int_{\mathbb{R}^4} f(x) \langle \varepsilon_1 | P^\varepsilon(0,x) P^\varepsilon(x,0) \varepsilon_2 \rangle d^4x = \]

\[
- \int_{\mathbb{R}^4} f(x) \langle \varepsilon_1 | A_{0xA}^\varepsilon \varepsilon_3 \rangle d^4x.
\]

The result follows by choosing \( f \) as in Theorem 2.14 for some point \( x \in \Omega \cap L_0 \setminus \{0\} \). \( \square \)

To conclude this section we prove that the unregularized algebras \( \mathcal{A}_\Omega \) localized within interior light cones do indeed not contain the identity, as already anticipated in Remark 5.6.

**Proposition 5.16.** Let \( \Omega \subset \mathbb{R}^{1,3} \) be open and contained in the interior light cone \( I_x \) of a spacetime point \( x \in \mathbb{R}^{1,3} \). Then \( \mathcal{A}_\Omega \) does not contain the identity operator.

**Proof.** Assume by contradiction that \( \mathbb{I} \in \mathcal{A}_\Omega \). Let \( x \) and \( \Omega \) as in the hypothesis, so that \( L_x \cap \Omega = \emptyset \). Lemma 5.12 implies the existence of a constant \( c > 0 \) such that, for any \( \chi \in \mathbb{C}^4 \),

\[
\| u_{x,\chi}^\varepsilon \| = \| | u_{x,\chi}^\varepsilon \| \leq c | \chi | \quad \text{for any } \varepsilon > 0.
\]

This is a contradiction, because the norm of \( u_{x,\chi}^\varepsilon \) diverges if \( \varepsilon \to 0 \) (see (2.17)). \( \square \)

### 5.3. The Commutator of Spacetime Points and Local Algebras

Similar as in Section 4.6 we now analyze the limit \( \varepsilon \to 0 \) of commutators of the type

\[
[F^\varepsilon(x), A] \quad \text{for } A \in \mathcal{A}_\Omega \quad \text{and} \quad \Omega \subset \mathbb{R}^{1,3}
\]

for some fixed \( x \in \mathbb{R}^{1,3} \). As in the regularized case, the scaling of this commutator depends on whether \( \Omega \) does or does not intersect the null cone centered at \( x \), making it possible to recover the light-cone structure from the local algebras. Again, it suffices to focus on the null cone centered at the origin of Minkowski space.

**Proposition 5.17.** Let \( \Omega \) be an open set which does not intersect the null cone \( L_0 \). Then for any \( A \in \mathcal{A}_\Omega \) there is a constant \( c(A) > 0 \) such that for all \( \varepsilon > 0 \),

\[
\| [F^\varepsilon(0), A] \| \leq 2 c(A) \varepsilon^{\frac{3}{2}} \| F^\varepsilon(0) \|.
\]

On the other hand, if \( \Omega \) does intersect the null cone \( L_0 \), then there exists \( A \in \mathcal{A}_\Omega \) and a constant \( c > 0 \) such that

\[
\| [F^\varepsilon(0), A] \| \geq c \varepsilon \| F^\varepsilon(0) \|.
\]
for sufficiently small $\varepsilon$.

The proof is analogous to the unregularized case (see Theorem 4.16 and Proposition 4.17) and will be omitted.

As in the regularized case, the $\varepsilon$-behaviors of the two estimates in this proposition are incompatible in the limit $\varepsilon \searrow 0$, making it possible to recover the light cone structure from the commutators.

Appendix A. Technical Proofs

Proof of Proposition 2.5. We begin with point (i). The regularization operator is defined in three-momentum space by multiplication with a scalar function. Therefore, it does not affect the sign of the energy. Let us prove that $\mathcal{R}_\varepsilon u$ is indeed smooth. For simplicity, we only consider the negative energy case. The proof can easily be extended to the whole space $\mathcal{H}_m$. By construction, there exists $\psi \in \hat{P}_-(L^2(\mathbb{R}^3, \mathbb{C}^4))$ such that $u = \hat{E}(\psi)$ and thus, by definition, $\mathcal{R}_\varepsilon u = \hat{E}(\mathcal{g}_\varepsilon \psi)$. By H"older's inequality it follows that $\mathcal{g}_\varepsilon \psi \in L^1(\mathbb{R}^3, \mathbb{C}^4)$. Thus we may define

$$v_\psi(x) := \int_{\mathbb{R}^3} \frac{\delta^3k}{(2\pi)^{3/2}} \mathcal{g}_\varepsilon(k)\psi(k) e^{-ik\cdot x} \quad \text{for all } x \in \mathbb{R}^{1,3}, \quad (A.1)$$

where we used the compact notation $k \cdot x = -\omega(k) t - k \cdot x$. For simplicity of notation, we also introduce

$$\varphi_x := \mathcal{g}_\varepsilon \psi e^{-ik\cdot x} \in L^1(\mathbb{R}^3, \mathbb{C}^4) \quad \text{for any } x \in \mathbb{R}^{1,3}.$$

Notice that the mapping $x \mapsto \varphi_x(k)$ is smooth for every fixed $k \in \mathbb{R}^3$. Moreover, differentiating with respect to $x$, for any multi-index $\alpha \in \mathbb{N}^4$ we get

$$|D^\alpha \varphi_x(k)| = |k^\alpha \mathcal{g}_\varepsilon \psi(k)| \quad \text{for every } k \in \mathbb{R}^3, \quad (A.2)$$

where $k^0 = -\omega(k)$. Notice that for any multi-index $\alpha$, the function $k^\alpha \mathcal{g}_\varepsilon$ is in $\mathcal{S}(\mathbb{R}^3, \mathbb{C}^4)$. This follows from the fact that the Schwartz space is closed under multiplication by polynomials and by [14] Lemma 8.1. In particular, as $\psi$ is a $L^2$ function, we have $k^\alpha \mathcal{g}_\varepsilon \psi \in L^1(\mathbb{R}^3, \mathbb{C}^4)$. From this fact and identity (A.2) Lebesgue’s dominated convergence theorem (or more precisely [13] Theorem 1.88) implies that the function $v_\psi$ is differentiable to every order and that partial derivatives and the integral may be interchanged. We conclude that $v_\psi$ is a smooth solution of the Dirac equation. At this point, the proof of point (i) is concluded once we prove that $\hat{E}(\mathcal{g}_\varepsilon \psi) = v_\psi$. By denseness, there exists a sequence $\psi_n \in \hat{P}_-(\mathcal{S}(\mathbb{R}^3, \mathbb{C}^4))$ which converges to $\psi$ in the $L^2$-norm. Then, by continuity and boundedness of the cutoff function, we get simultaneously:

$$\hat{E}(\mathcal{g}_\varepsilon \psi_n) \rightarrow \hat{E}(\mathcal{g}_\varepsilon \psi) \quad \text{and} \quad v_{\psi_n}(x) \rightarrow v_\psi(x) \quad \text{for all } x \in \mathbb{R}^{1,3}, \quad (A.3)$$

where $v_{\psi_n}$ is defined analogously to (A.1). From [2.6] we know that $v_{\psi_n} = \hat{E}(\mathcal{g}_\varepsilon \psi_n)$ for every $n \in \mathbb{N}$. Now, current conservation (see [14] Lemma 2.7) implies that $\hat{E}(\mathcal{g}_\varepsilon \psi_n) \rightarrow \hat{E}(\mathcal{g}_\varepsilon \psi)$ can be restated as a $L^2$-convergence on any stripe $R_T = \{(t, x) \mid |t| \leq T\}$:

$$\int_{R_T} |\hat{E}(\mathcal{g}_\varepsilon \psi_n)(x) - \hat{E}(\mathcal{g}_\varepsilon \psi)(x)|^2 = \sqrt{2T}||\hat{E}(\mathcal{g}_\varepsilon \psi_n) - \hat{E}(\mathcal{g}_\varepsilon \psi)||^2 \rightarrow 0$$

As a consequence, choosing a countable exhaustion of $\mathbb{R}^{1,3}$ made of such stripes, it is possible to find a subsequence $\hat{E}(\mathcal{g}_\varepsilon \psi_{n_k})$ which converges pointwise to $\hat{E}(\mathcal{g}_\varepsilon \psi)$ almost everywhere on $\mathbb{R}^{1,3}$. The limits (A.3), then, imply that $v_\psi = \hat{E}(\mathcal{g}_\varepsilon \psi)$ almost everywhere concluding the proof.
Point (ii) can be proved directly using the fact that \( g_\varepsilon \) is real-valued.

We now prove point (iii). The first statement follows from the definition of \( R_\varepsilon \) and from the fact that \( g_\varepsilon \) is strictly positive everywhere. The second statement can be proved by using Parseval’s identity and the fact that \( |g_\varepsilon(k)| \leq 1 \).

Let us prove point (iv). Let \( u = \hat{E}(\psi) \) with \( \psi \in L^2(\mathbb{R}^3, \mathbb{C}^4) \) be any element of \( \mathcal{H}_\varepsilon \). Then \( |g_\varepsilon \psi - \psi|^2 \in L^1(\mathbb{R}^3, \mathbb{C}^4) \) and \( g_\varepsilon \psi \to \psi \) pointwise in the limit \( \varepsilon \to 0 \). Since \( |g_\varepsilon| \leq 1 \), we can apply Lebesgue’s dominated convergence theorem to infer that \( \|g_\varepsilon \psi - \psi\|_{L^2} \to 0 \). In other words \( R_\varepsilon u \to u \).

It remains to prove point (v). Again, it suffices to focus on the negative-energy subspace. So, take \( u = \hat{E}(\psi) \) for some \( \psi \in \tilde{P}_- (\mathcal{S}(\mathbb{R}^3, \mathbb{C}^4)) \). The functions \( u \) and \( R_\varepsilon u \) are both continuous (cf. (2.6)). Now, fix any compact subset \( K \subset \mathbb{R}^{1,3} \). Using that \( g_\varepsilon \psi \in \mathcal{S}(\mathbb{R}^3, \mathbb{C}^4) \), we get

\[
\sup_{x \in K} |R_\varepsilon u(x) - u(x)| = \sup_{x \in K} \left| \int_{\mathbb{R}^3} \frac{d^3k}{(2\pi)^{3/2}} (g_\varepsilon(k)\psi(k) - \psi(k))e^{-ik \cdot x} \right| \leq \int_{\mathbb{R}^3} \frac{d^3k}{(2\pi)^{3/2}} |g_\varepsilon(k) - 1||\psi(k)|.
\]

Now the result follows from Lebesgue’s dominated convergence theorem, noting that \( \psi \in L^1, g_\varepsilon(k) \to 1 \) as \( \varepsilon \to 0 \), and \( |g_\varepsilon| \leq 1 \) uniformly in \( \varepsilon \). □

**Proof of Proposition 2.7.** The proof of points (i), (ii) and (iii) can be found in [14] Propositions 2.23 and 3.19 (with minor adjustments due to a different choice of the cutoff function). We now prove two statements that are needed for the proof of the remaining points. Fix any \( g \in \mathcal{S}(\mathbb{R}^{1,3}, \mathbb{C}^4) \). By definition of the Schwartz space, there exists a constant \( A \) such that:

\[
(1 + |k|^4) |\mathcal{F}(g)(k)| \leq A \|\mathcal{F}(g)\|_{4,0}
\]

(where \( \| \cdot \|_{p,q} \) are the usual Schwartz norms, see the footnote after Proposition 2.6). At this point, let \( n = 0, 1, 2 \). Then (see (2.9))

\[
|P^{n\varepsilon}(x, g)| \leq \left| \int_{\mathbb{R}^3} \frac{d^4k}{(2\pi)^2} \delta(k^2 - m^2)\Theta(-k^0)(\hat{k} + m)\Phi_\varepsilon(k)\mathcal{F}(g)(k)e^{-ik \cdot x} \right| \leq \|g_\varepsilon\|_{\infty} \int_{\mathbb{R}^3} \frac{d^3k}{(2\pi)^2\omega(k)} \left\| (\hat{k} + m)\Phi_\varepsilon(k) \right\|_{k^n = -\omega(k)} \mathcal{F}(g)(-\omega(k), k) \leq (A\|g_\varepsilon\|_{\infty} \int_{\mathbb{R}^3} \frac{d^3k}{(2\pi)^2} \omega(k)\left\| \gamma^0 \right\|_{2} + \sum_{i=1}^{3} |k^i|\left\| \gamma^i \right\|_{2} + m) \mathcal{F}(g)(k) \|_{4,0}.
\]

The integral between parentheses is well-defined and convergent. Moreover, notice that \( \|g_\varepsilon\|_{\infty} \leq 1 \) uniformly in \( \varepsilon \). Now, exploiting [9] Lemma 8.2.2 and eq. (8.2.2) (where a different convention for the Schwartz norm is adopted), one finds that that

\[
\mathcal{F}(g)(k) \|_{4,0} \leq K \|g\|_{6,4}
\]

for some constant \( K \). Combining the above, we have proved that for some constant \( k \),

\[
|P^{n\varepsilon}(x, g)| \leq k\|g\|_{6,4} \quad \text{for any } x \in \mathbb{R}^{1,3}, \varepsilon \in (0, \varepsilon_{\text{max}}) \text{ and } n = 0, 1, 2 . \quad (A.4)
\]

As a first consequence of this inequality, we now prove point (iv). Given \( f, g \) as in the hypotheses, the previous estimates imply that

\[
\int_{\mathbb{R}^4} |f(x)||P^{n\varepsilon}(x, g)| d^4x \leq D\|g\|_{6,4}\|f\|_{L^1} < \infty . \quad (A.5)
\]
This proves that the integral in point (iv) is well-defined.

We now prove point (v). The first inequality was proven in (A.4). The second inequality follows from (A.5) together with the general inequality \( \|f\|_{L^1} \leq A \|f\|_{L^0} \) (valid for some constant \( A > 0 \)), which can be found in [9, eq. (8.8.2)].

It remains to prove point (vi). As a first step, Lebesgue’s dominated convergence theorem implies that (see again (2.9))
\[
\begin{align*}
P_{n\varepsilon}(x,g) &= - \int_{\mathbb{R}^3} \frac{d^3k}{(2\pi)^3} g_{\varepsilon}(k) p_-(k) \gamma^0 \mathcal{F}(g)(k) e^{-ik \cdot x} \to \varepsilon^{-3} \int_{\mathbb{R}^3} \frac{d^3k}{(2\pi)^3} p_-(k) \gamma^0 \mathcal{F}(g)(k) e^{-ik \cdot x} = P(x,g),
\end{align*}
\]
which proves the first statement. In order to prove the second statement, notice that \( |P_{n\varepsilon}(x,g) - P(x,g)| \leq C \) uniformly in \( x \) and \( \varepsilon \) for every \( n = 0,1,2 \) as a consequence of (A.4). This, together with (A.6) as well as the fact that \( f \in L^1 \) and Lebesgue’s dominated convergence theorem, we conclude that
\[
\begin{align*}
P_{n\varepsilon}(f,g) - P(f,g) &= \int_{\mathbb{R}^4} f(x) \left( P_{n\varepsilon}(x,g) - P(x,g) \right) \to 0.
\end{align*}
\]
The proof is complete. \( \square \)

**Proof of Remark 2.10.** We only analyze the first summand (the proof for the second summand is analogous). Writing the integral \( \|g_{\varepsilon}\|_{L^1} \) in spherical coordinates we have
\[
\int_{\mathbb{R}^3} g_{\varepsilon}(k)^2 \, d^3k = C \int_0^\infty e^{-2\varepsilon \sqrt{r^2 + m^2}} r^2 \, dr \int_0^\infty e^{-2\varepsilon \sqrt{s^2 + (\varepsilon m)^2}} s^2 \, ds = g(\varepsilon)
\]
for a strictly positive constant \( C \). Obviously, \( g(\varepsilon) \) converges to a strictly positive number in the limit \( \varepsilon \downarrow 0 \). This concludes the proof. \( \square \)

**Proof of Proposition 4.41.** The proof of point (i) is straightforward. In preparation of the proof of point (ii), let \( R_T := \{ |t| \leq T \} \). We first consider the case that \( f \) is real-valued. Then \( A_f \) is selfadjoint and
\[
\begin{align*}
\|A_f\| &= \sup_{\|u\|=1} \|\langle u | A_f | u \rangle\| = \sup_{\|u\|=1} \left| \int_{R_T} f(x) \langle \mathcal{R}_x u(x) | \mathcal{R}_x u(x) \rangle \, d^4x \right| \\
&\leq \sup_{\|u\|=1} \int_{R_T} |f(x) \langle \mathcal{R}_x u(x) | \mathcal{R}_x u(x) \rangle| \, d^4x \\
&\leq \|f\|_\infty \sup_{\|u\|=1} \int_{R_T} |\langle \mathcal{R}_x u(x) | \mathcal{R}_x u(x) \rangle| \, d^4x \\
&\leq \|f\|_\infty \sup_{\|u\|=1} \int_{R_T} \|\mathcal{R}_x u(x)\|^2 \, d^4x \stackrel{(*)}{=} \|f\|_\infty 2T \sup_{\|u\|=1} \|\mathcal{R}_x u\|^2 \leq 2T \|f\|_\infty,
\end{align*}
\]
where in the last inequality we used \( \|\mathcal{R}_x\| \leq 1 \), and \( (*) \) follows from current conservation (see [14, Lemma 2.7]). Now, let \( f = u + iv \) be arbitrary, with \( u, v \) real valued. Then
\[
\|A_f\| \leq \|A_u\| + \|A_v\| \leq 2T (\|u\|_\infty + \|v\|_\infty) \leq 4T \|f\|_\infty.
\]

After these preparations, we come to the proof of point (ii). By [13, Proposition 4.41] a bounded operator \( T \) is trace-class if and only if the series \( \sum_{n \in \mathbb{N}} |\langle e_n | T e_n \rangle| \)
converges for every Hilbert basis \((e_n)_n\). Any operator \(F^\varepsilon(x)\) has finite rank and trace \(\text{tr}_{\text{vac}}\). Now, for any given Hilbert basis \((e_n)_{n\in\mathbb{N}}\) and \(N\in\mathbb{N},\)
\[
\sum_{n=1}^{N}|\langle e_n|A_f^\varepsilon e_n\rangle| \leq \sum_{n=1}^{N} \int_{\Omega} |f(x)||\langle e_n|F^\varepsilon(x)e_n\rangle|\,d^4x = \int_{\Omega} |f(x)|\sum_{n=1}^{N}|\langle e_n|F^\varepsilon(x)e_n\rangle|\,d^4x .
\]
Here the function \(|\langle e_n|F^\varepsilon(\cdot)e_n\rangle|\) is continuous and therefore measurable. Using the decomposition (2.2.4), we have
\[
\sum_{n=1}^{N}|\langle e_n|F^\varepsilon(x)e_n\rangle| \leq \sum_{n=1}^{N}|\langle e_n|F^\varepsilon_+(x)e_n\rangle| + \sum_{n=1}^{N}|\langle e_n|F^\varepsilon_-(x)e_n\rangle| =
\]
\[
= \sum_{n=1}^{N}\langle e_n|F^\varepsilon_+(x)e_n\rangle - \sum_{n=1}^{N}\langle e_n|F^\varepsilon_-(x)e_n\rangle \xrightarrow{N\to\infty} 4\pi\nu^+(\varepsilon) - 4\pi\nu^-(\varepsilon) .
\]

Applying Beppo Levi’s convergence theorem, we conclude that
\[
\sum_{n=1}^{\infty}|\langle e_n|A_f^\varepsilon e_n\rangle| \leq 4\pi \left(\nu^+(\varepsilon) - \nu^-(\varepsilon)\right) \|f\|_{L^1} < \infty .
\]

Since the basis \((e_n)_n\) is arbitrary, we proved that \(A_f^\varepsilon\) is trace-class. In order to prove the last statement of the theorem, in any basis \((e_n)_n\) we have
\[
\sum_{n=1}^{N}\langle e_n|A_f^\varepsilon e_n\rangle = \int_{\Omega} f(x)\sum_{n=1}^{N}\langle e_n|F^\varepsilon(x)e_n\rangle\,d^4x .
\]

At this point, the result follows directly from (A.7) and Lebesgue’s dominated convergence theorem.\(\square\)

**Proof of Theorem 4.10** Given \(\psi \in \hat{P}_-(S(\mathbb{R}^3, \mathbb{C}^4))\), we consider the corresponding solution (see 2.6)
\[
u := \hat{E}(\psi) \in \mathcal{H}_\Lambda \cap C^\infty(\mathbb{R}^{1,3}, \mathbb{C}^4), \quad u_\psi(x) = \int_{\mathbb{R}^3} \frac{d^3k}{(2\pi)^{3/2}} \psi(k) e^{-ik \cdot x} ,
\]
where \(k \cdot x\) here is an abbreviation for \(-\omega(k)t - k \cdot x\). Choosing the function \(\varphi\) as in the assumption, we obtain (using again \(k := (-\omega(k), k)\) and the fact that \(\psi(k) = p_-(k)\psi(k)\))
\[
\langle u_\psi|A_f^\varepsilon(P(\cdot, \varphi))\rangle = -\int_{\mathbb{R}^4} d^4x f(x) \langle \mathcal{R}_x u_\psi(x)|\mathcal{R}_x (P(\cdot, \varphi))(x)\rangle =
\]
\[
= -\int_{\mathbb{R}^4} d^4x f(x) \int_{\mathbb{R}^3} \frac{d^3k}{(2\pi)^{3/2}} g_\varepsilon(k) \psi(k) \gamma^0 \int_{\mathbb{R}^4} \frac{d^4q}{(2\pi)^2} \mathcal{G}_\varepsilon(q) \hat{P}(q) \hat{\varphi}(q) e^{-i(q-k) \cdot x} =
\]
\[
= \int_{\mathbb{R}^3} d^3k \psi(k)^\dagger \left(-\frac{g_\varepsilon(k)}{(2\pi)^{3/2}} p_-(k)\gamma^0 \int_{\mathbb{R}^4} d^4q \mathcal{G}_\varepsilon(q) \hat{P}(q) \hat{\varphi}(q) \hat{f}(k-q)\right) =
\]
\[
= \int_{\mathbb{R}^3} d^3k \psi(k)^\dagger \frac{g_\varepsilon(k)}{(2\pi)^{3/2}} p_-(k)\gamma^0 \left(\mathcal{F}(P^\varepsilon(\cdot, \varphi)) \ast \mathcal{F}(f)(-\omega(k), k)\right) .
\]
Note that \(\phi \in \hat{P}_-(S(\mathbb{R}^3, \mathbb{C}^4))\). Indeed, \(f P^\varepsilon(\cdot, \varphi) \in C^\infty_0(\mathbb{R}^{1,3}, \mathbb{C}^4)\) and therefore
\[
\mathcal{F}(P^\varepsilon(\cdot, \varphi)) \ast \mathcal{F}(f) = (2\pi)^2 \mathcal{F}(f P^\varepsilon(\cdot, \varphi)) \in S(\mathbb{R}^{1,3}, \mathbb{C}^4) .
\]
As \( \psi \) is arbitrary and the solutions \( u_\psi \) span a dense subset of \( \mathcal{H}_m \), Parseval’s identity yields
\[
A_f^e(P(\cdot, \varphi))(x) = u_\psi(x) = \frac{\partial^3 k}{(2\pi)^{3/2}} \phi(k) e^{-ik \cdot x} =
\]
\[
= -2\pi \int_{\mathbb{R}^3} \frac{\partial^3 k}{(2\pi)^2} g(k) p^e(k) \gamma^0 \mathcal{F}(fP^e(\cdot, \varphi))(k) e^{-ik \cdot x} =
\]
\[
= 2\pi P^e(\cdot, fP^e(\cdot, \varphi)),
\]
where in the last step we used (2.9). This concludes the proof. \( \Box \)

Proof of Proposition 4.15. As already mentioned, the proof of this proposition relies on the results of Section 5.3. We divide the proof in two parts, corresponding to points (i) and (ii) in the proposition. We shall make use of the relation \( A_f^e = \mathcal{R}_e A_f \mathcal{R}_e \) (see Theorem 5.3 (i)).

(i) The set \( \Omega \) does not intersect the null cone.

We first observe that for any fixed \( f \in C_0^\infty(\Omega, \mathbb{C}) \) and \( \chi, \zeta \in \mathbb{C}^4 \), the inequality
\[
|\langle u_{0,\chi}^\varepsilon | A_f^e u_{0,\zeta}^\varepsilon \rangle| = |\langle \mathcal{R}_e u_{0,\chi}^\varepsilon | A_f^e \mathcal{R}_e (u_{0,\zeta}^\varepsilon) \rangle| = |\langle u_{0,\chi}^{2\varepsilon} | A_f^e u_{0,\zeta}^{2\varepsilon} \rangle| \leq c(f) |\chi| |\zeta|
\]
holds uniformly in \( \varepsilon \) for a positive constant \( c(f) \), where in the last step we used Theorem 5.14. Similarly, using Lemma 5.12, it follows that
\[
\| A_f^e u_{0,\chi} \| \leq \| A_f^e u_{0,\zeta}^{2\varepsilon} \| \leq c'(f) |\chi|
\]
uniformly in \( \varepsilon \) for a positive constant \( c'(f) \). Therefore, for any choice of \( f_1, \ldots, f_n \) with \( n \geq 2 \), we have
\[
|\langle u_{0,\chi}^\varepsilon | A_{f_1}^e \cdots A_{f_n}^e u_{0,\zeta}^\varepsilon \rangle| \leq c'(f_1) |\chi| \| A_{f_2}^e \| \cdots \| A_{f_{n-1}}^e \| \| A_{f_n}^e (f_n) \| \zeta| \leq c''(f_1, \ldots, f_n) |\chi| |\zeta|,
\]
again uniformly in \( \varepsilon \). In the last step we used Proposition 4.9 (ii) in order to estimate the norm of the operators \( A_{f_i}^e \).

(ii) The set \( \Omega \) does intersect the null cone.

Choosing the function \( f \) and spinors \( \chi, \zeta \) as in Theorem 5.15, the results of this theorem imply that, for a positive constant \( c \) and for all sufficiently small \( \varepsilon \),
\[
|\langle u_{0,\chi}^\varepsilon | A_f^e u_{0,\zeta}^\varepsilon \rangle| = |\langle u_{0,\chi}^{2\varepsilon} | A_f^e u_{0,\zeta}^{2\varepsilon} \rangle| \geq \frac{1}{c\varepsilon^2}.
\]
\( \Box \)

Proof of Theorem 4.16. Also in this proof we make use of some statements and results of Section 5. Again, note that \( A_f^e = \mathcal{R}_e A_f^e \mathcal{R}_e \) as shown in Theorem 5.3 (i). For the proof it suffices to consider the monomials \( A = A_{f_1}^e \cdots A_{f_n}^e \). We have
\[
\frac{\| A F^e(0) \|}{\| F^e(0) \|} = \sup_{u \neq 0} \frac{\| A F^e(0) u \|}{\| F^e(0) \| \| u \|} \leq \sup_{u \neq 0} \frac{\| A F^e(0) u \|}{\| F^e(0) \| \| u \|} = \sup_{u \in S_0} \frac{\| A u \|}{\| F^e(0) \| \| u \|} =
\]
\[
= \sup_{\chi \neq 0} \frac{\| A u_{0,\chi}^\varepsilon \|}{\| u_{0,\chi} \|} = \sup_{\chi \neq 0} \frac{\| A_{f_1}^e \cdots A_{f_n}^e u_{0,\chi}^\varepsilon \|}{\| A_{f_1}^e \cdots A_{f_n}^e u_{0,\chi} \|} \leq \| A_{f_1}^e \cdots A_{f_{n-1}}^e \| \sup_{\chi \neq 0} \| A_{f_n}^e u_{0,\chi} \| \leq
\]
\[
\leq c(f_1, \ldots, f_{n-1}) \sup_{\chi \neq 0} \frac{\| A_{f_n}^e u_{0,\chi} \|}{\| A_{f_n}^e \|} \leq \sqrt{2\pi} \frac{c(f_1, \ldots, f_{n-1}) c(f) \| \chi \|}{\sqrt{|\nu^e(\varepsilon)| \| \chi \|}}.
\]
where in the last inequality we used Lemma 5.12 and (2.17). The claim follows by noticing that $|\nu^{-}(\varepsilon)| \sim \varepsilon^{-3}$. 

\[\]

**Appendix B. Proof of Irreducibility of the Spacetime Point Operators**

In this appendix, we give the proof of Theorem 4.3. Throughout the proof we denote the image of the local correlation operator $F^\varepsilon(x)$ by $S_x$. Moreover, we let $\pi_x$ be the orthogonal projection operator on $S_x$. Also,

$$P(x,y) := \pi_x F^\varepsilon(y)|_{S_x},$$

whereas $P^{\mu\nu}(x,y)$ denotes the distribution kernel introduced in (2.8). The two objects are related to each other by (2.28), i.e.

$$\Phi_x P(F^\varepsilon(x), F^\varepsilon(y)) \Phi_y^{-1} = 2\pi P^{\mu\nu}(x,y) \quad (B.1)$$

with (see (2.1) and (2.16))

$$\Phi_z : (S_z, \prec \cdot | \cdot \succ_z) \to (C^4, \prec \cdot | \cdot \succ) \quad (B.2)$$

the isometry of indefinite inner-product spaces defined in (2.27). Finally, it holds that

$$P^{\mu\nu}(x,y) = 3 \sum_{j=0}^{3} v_j(x-y) \gamma^j + \beta(x-y), \quad (B.3)$$

for smooth functions $v_j, \beta$ as in (2.12) and (2.13).

Given the length of the proof, in order to make the exposure more digestible, we split the considerations into several steps.

**Step B.1.** Let $\Sigma$ be either a Cauchy surface $\{t = \text{const}\}$ or a connected open set. We want to show that

$$(\mathcal{X}_\Sigma^\varepsilon)' = C\mathbb{1}. \quad (B.4)$$

So, consider any $Q \in (\mathcal{X}_\Sigma^\varepsilon)'$. We need to prove that $Q$ is a multiple of the identity.

We first consider the case that $Q$ is selfadjoint. Since $Q$ commutes with $F^\varepsilon(z)$ for every $z \in \Sigma$, we see that $Q(S_z) \subset S_z$, making it possible to consider the restriction $Q_z := Q|_{S_z} : S_z \to S_z$. Using the isometry $\Phi_z$ in (B.2), we can construct the operators

$$\tilde{Q}_z : C^4 \to C^4 \quad \tilde{Q}_z := \Phi_z Q_z \Phi_z^{-1}. \quad (B.5)$$

**Step B.2.** For every $x, y \in \Sigma$,

$$\sum_{j=0}^{3} v_j(x-y)(\tilde{Q}_z \gamma^j - \gamma^j \tilde{Q}_y) = \beta(x-y)(\tilde{Q}_y - \tilde{Q}_x). \quad (B.6)$$

Proof. Since $Q$ leaves $S_z$ invariant, we have $Q \pi_z = \pi_z Q \pi_z$ and therefore

$$\pi_z Q = (Q \pi_z)^\dagger = (\pi_z Q \pi_z)^\dagger = \pi_z Q \pi_x = Q \pi_z.$$

In particular, it follows that, for all $x, y \in \Sigma$,

$$Q_x P(x,y) = Q \pi_x F^\varepsilon(y) \pi_y = \pi_x F^\varepsilon(y) Q \pi_y = P(x,y) Q_y \quad (B.6)$$

The identities (B.6) and (B.1) imply that

$$\tilde{Q}_x P^{\mu\nu}(x,y) = P^{\mu\nu}(x,y) \tilde{Q}_y \quad \text{for all} \quad x, y \in \Sigma.$$
Applying \([\text{B.3}]\), we get for all \(x, y \in \Sigma\)
\[
\sum_{j=0}^{3} v_j(x-y)\hat{Q}_x \gamma^j + \beta(x-y)\hat{Q}_x = \sum_{j=0}^{3} v_j(x-y)\gamma^j \hat{Q}_y + \beta(x-y)\hat{Q}_y,
\]
and the claim follows. \(\Box\)

**Step B.3.** For any \(x \in \Sigma\),
\[
\hat{Q}_x \gamma^0 = \gamma^0 \hat{Q}_x \quad \text{and} \quad (\hat{Q}_x)^\dagger = \check{\hat{Q}}_x
\]
(where \(\dagger\) denotes the adjoint with respect to the standard inner product).

**Proof.** Choosing \(x = y\) in \([\text{B.5}]\) we get
\[
v_0(0)(\hat{Q}_x \gamma^0 - \gamma^0 \hat{Q}_x) = 0 \implies \check{Q} \gamma^0 = \gamma^0 \check{Q}_x \quad \text{for all} \ x \in \Sigma,
\]
where we used that \(v_i(0) = 0\) and \(v_0(0) \neq 0\) (see Lemma \([\text{2.9}]\)). Now, choose \(\psi, \phi \in \mathbb{C}^4\), then
\[
(\hat{Q}_x \psi)^\dagger \phi = (\hat{Q}_x \psi)\dagger \gamma^0 \gamma^0 \phi = \langle \hat{Q}_x \psi | \gamma^0 \phi \rangle \overset{\text{(1)}}{=} \langle \hat{Q}_x \Phi_x^{-1}(\psi) | \Phi_x^{-1}(\gamma^0 \phi) \rangle =
\]
\[
= -\langle \Phi_x^{-1}(\psi) | Q_x \Phi_x^{-1}(\gamma^0 \phi) \rangle = -\langle \Phi_x^{-1}(\psi) | F^c(x) Q_x \Phi_x^{-1}(\gamma^0 \phi) \rangle =
\]
\[
= \langle \Phi_x^{-1}(\psi) | Q_x \Phi_x^{-1}(\gamma^0 \phi) \rangle \overset{\text{(2)}}{=} = \langle \psi | \hat{Q}_x \gamma^0 \phi \rangle = \langle \psi | \gamma^0 \hat{Q}_x \phi \rangle = \psi^\dagger(\check{Q}_x \phi),
\]
where in (1) we used the unitarity of the mapping \(\Phi_x\), while in (2) we used \([\text{2.4}]\).
Since \(\phi, \psi\) are arbitrary, the result follows. \(\Box\)

**Step B.4.** It holds that \(\hat{Q}_x \check{Q}_y = \check{Q}_y \hat{Q}_x\) for any \(x, y \in \Sigma\).

**Proof.** Taking the adjoint \(\dagger\) of both sides of \([\text{B.5}]\), for every \(x, y \in \Sigma\) we get
\[
v_0(x-y)(\gamma^0 \hat{Q}_x - \hat{Q}_y \gamma^0) - \sum_{\alpha=1}^{3} v_\alpha(x-y)\gamma^\alpha (\hat{Q}_x - \hat{Q}_y \gamma^\alpha) = \beta(x-y)(\hat{Q}_y - \hat{Q}_x),
\]
where we used that \((\gamma^0)^\dagger = \gamma^0\) and \((\gamma^\alpha)^\dagger = -\gamma^\alpha\). Using again Lemma \([\text{2.9}]\), this expression can be rewritten as
\[
v_0(x-y)(\hat{Q}_y \gamma^0 - \gamma^0 \hat{Q}_x) + \sum_{\alpha=1}^{3} v_\alpha(y-x)(\hat{Q}_y \gamma^\alpha - \gamma^\alpha \hat{Q}_x) = -\beta(x-y)(\hat{Q}_x - \hat{Q}_y).
\]
This identity can be compared with \([\text{B.5}]\) with \(x\) and \(y\) interchanged,
\[
v_0(y-x)(\hat{Q}_y \gamma^0 - \gamma^0 \hat{Q}_x) + \sum_{\alpha=1}^{3} v_\alpha(y-x)(\hat{Q}_y \gamma^\alpha - \gamma^\alpha \hat{Q}_x) = \beta(y-x)(\hat{Q}_x - \hat{Q}_y).
\]
Adding and the subtracting \([\text{B.9}]\) and \([\text{B.10}]\), we get:
\[
\text{for all} \ x, y \in \Sigma : \begin{cases} \quad \text{(a)} & \sum_{\alpha=1}^{3} v_\alpha(y-x)(\hat{Q}_y \gamma^\alpha - \gamma^\alpha \hat{Q}_x) = 0, \\ \quad \text{(b)} & v_0(y-x)(\hat{Q}_y \gamma^0 - \gamma^0 \hat{Q}_x) = \beta(y-x)(\hat{Q}_x - \hat{Q}_y) \end{cases}
\]
Using the fact that \(\hat{Q}_z\) commutes with \(\gamma^0\) for every \(z \in \Sigma\) (see \([\text{B.7}]\)), identity (b) above can be restated as
\[
(v_0(y-x)\gamma^0 + \beta(y-x))(\hat{Q}_y - \hat{Q}_x) = 0 \quad \text{for all} \ x, y \in \Sigma.
\]
For any fixed \( y \in \Sigma \), the functions \( \mathbb{R}^{1,3} \ni x \mapsto v_0(y - x) \) and \( x \mapsto \beta(y - x) \) are both continuous. Moreover, we know that the function \( \mathbb{R}^{1,3} \ni x \mapsto |v_0(y - x)| - |\beta(y - x)| \) is strictly positive at \( x = y \) (see Lemma 2.9). Therefore, there exists an open ball \( B_\delta(y) \subset \mathbb{R}^{1,3} \) such that

\[
\begin{align*}
|v_0(y - x)| - |\beta(y - x)| &> 0 \\
v_0(y - x) \neq 0
\end{align*}
\]

for all \( x \in B_\delta(y) \). \hfill (B.13)

The next step is to prove that

\[
\tilde{Q}_x = \tilde{Q}_y \quad \text{for every } x \in B_\delta(y) \cap \Sigma. \hfill (B.14)
\]

To this end, fix \( x \in B_\delta(y) \cap \Sigma \) and assume conversely that \( \tilde{Q}_x \neq \tilde{Q}_y \). Then there exists a vector \( \psi \in \mathbb{C}^4 \) such that \( \phi := (\tilde{Q}_y - \tilde{Q}_x)\psi \neq 0 \). In particular, (B.12) implies that

\[
\left( \gamma^0 + \frac{\beta(y - x)}{v_0(y - x)} \gamma^4 \right) \phi = 0,
\]

which means that \(-\beta(y - x)/v_0(y - x)\) is an eigenvalue of \( \gamma^0 \), i.e. \( \beta(y - x) = \pm v_0(y - x) \). This is impossible because \( |v_0(y - x)| > |\beta(y - x)| \), as shown in (B.13). This implies that \( \tilde{Q}_x = \tilde{Q}_y \) for any \( x \in B_\delta(y) \cap \Sigma \).

We point out that the radius of the neighborhood \( B_\delta(y) \) can be fixed independently of the point \( y \) because the functions \( v_0 \) and \( \beta \) depend on \( x \) and \( y \) only through the difference vector \( y - x \). Exploiting this fact, we now want to infer that actually

\[
\tilde{Q}_x = \tilde{Q}_y \quad \text{for any pair } x, y \in \Sigma. \hfill (B.15)
\]

In order to prove this, notice that, by connectedness, there always exists a continuous path in \( \Sigma \) joining \( x \) and \( y \). The support of this path is compact and thus it can be covered by a finite number of spheres of radius \( \delta \). The claim follows by applying the local identity (B.14). \hfill \( \square \)

**Step B.5.** For any \( x \in \Sigma \) and \( \alpha = 1, 2, 3 \),

\[
\tilde{Q}_x \gamma^\alpha = \gamma^\alpha \tilde{Q}_x. \hfill (B.16)
\]

**Proof.** Substituting (B.15) into identity (a) in (B.11), for any \( y \in \Sigma \) we get

\[
\sum_{\alpha=1}^{3} v_\alpha(y - x)(\tilde{Q}_y \gamma^\alpha - \gamma^\alpha \tilde{Q}_y) = 0 \quad \text{for all } x \in \Sigma. \hfill (B.17)
\]

Now, let \( B_\delta(y) \subset \mathbb{R}^{1,3} \) be a neighborhood of \( y \) such that \( B_\delta(y) \subset \Sigma \) in the case \( \Sigma \) open. Fix \( \alpha = 1 \) and define the vectors

\[
x_\lambda := y - \lambda e_1 \in B_\delta(y) \cap \Sigma \quad \text{for every } \lambda \in (-\delta, \delta).
\]

Then

\[
v_\alpha(y - x_\lambda) = 0 \quad \text{for every } \lambda \in (-\delta, \delta) \quad \text{if } \alpha \neq 1.
\]

This follows from the fact that the function in the integral expression of \( v_\alpha(y - x_\lambda) \) (see (2.13)) is odd with respect to the transformation \((k^1, k^2, k^3) \mapsto (k^1, -k^2, -k^3)\). Thus, choosing \( x = x_\lambda \), identity (B.17) simplifies to

\[
v_1(y - x_\lambda)(\tilde{Q}_y \gamma^1 - \gamma^1 \tilde{Q}_y) = 0 \quad \text{for all } \lambda \in (-\delta, \delta). \hfill (B.18)
\]
We now show the function $\lambda \mapsto v(y - x\lambda)$ does not vanish identically in $(-\delta, \delta)$. This will imply that $\hat{Q}_y$ must commute with $\gamma^1$. We have

$$v_1(y - x\lambda) = -\frac{1}{2} \int_{\mathbb{R}^3} \frac{d^3k}{(2\pi)^3} \frac{k^1}{\omega(k)} g^2(k) e^{i\lambda k^1} =$$

$$=-\frac{1}{2} \int_{\mathbb{R}} dk^1 k^1 e^{i\lambda k^1} \int_{\mathbb{R}^2} \frac{dk^2 dk^3}{(2\pi)^2} \frac{e^{-2\varepsilon \sqrt{(k^1)^2+(k^2)^2+(k^3)^2+m^2}}}{\omega(k^1, k^2, k^3)} =$$

$$=\int_{\mathbb{R}} dk^1 k^1 e^{i\lambda k^1} \gamma^1, $$

where the function $\gamma$ is defined as the double integral in the second line above. This function is clearly strictly positive on $\mathbb{R}$. At this point notice that

$$v_1(0) = 0 \text{ and } \left| \frac{d}{d\lambda} \right| v_1(y - x\lambda) = i \int_{\mathbb{R}} dk^1(k^1)^2 = 0,$$

because $\gamma$ is strictly positive. Therefore, there exists at least one $\lambda$ in the vicinity of 0 such that $v_1(y - x\lambda) \neq 0$. Using this $\lambda$ in Eq. (B.18) yields $\hat{Q}_y \gamma^1 = \gamma^1 \hat{Q}_y$. This calculation applies in an obvious way to $\alpha = 2, 3$ as well, concluding the proof.

**Step B.6.** There exists $a \in \mathbb{R}$ such that $Q = aI$.

*Proof.* Combining Eq. (B.7) with (B.16), we conclude that

$$\hat{Q}_x \gamma^j = \gamma^j \hat{Q}_x \quad \text{for all } j = 0, 1, 2, 3 \text{ and all } x \in \Sigma.$$

The gamma matrices form an irreducible set of matrices on $\mathbb{C}^4$. Therefore, for every $x \in \Sigma$, there must exist some complex number $a_x \in \mathbb{C}$ such that

$$\hat{Q}_x = a_x \mathbb{I}_{\mathbb{C}^4} \implies Q_x = a_x \mathbb{I}_{S_x}.$$

Because the operator $Q_x$ is selfadjoint, we see that $a_x \in \mathbb{R}$. We saw above that $\hat{Q}_x = \hat{Q}_y$ for every $x, y \in \Sigma$. Therefore there must exist $a \in \mathbb{R}$ such that:

$$a_x = a \in \mathbb{R} \quad \text{for all } x \in \Sigma.$$

This gives $Q u = a u$ for any $u \in \bigcup_{x \in \Sigma} S_x$. Since the latter set is dense in $\mathcal{H}_m$ (see Lemma 4.2), by continuity we get $Q = a \mathbb{I}$. \hfill \Box

**Step B.7.** In order to conclude the main proof, we need to drop the condition of self-adjointness of $Q$. Therefore,

We now let $Q \in \mathcal{X}_B$ be arbitrary.

Any operator $Q \in \mathcal{X}_B$ can be decomposed as $Q = Q_1 + iQ_2$ with $Q_i$ self-adjoint operators given by

$$Q_1 := \frac{1}{2}(Q + Q^*) \quad \text{and} \quad Q_2 := \frac{1}{2i}(Q - Q^*).$$

The relation $Q F^\varepsilon(x) = F^\varepsilon(x) Q$ also implies that $Q^* F^\varepsilon(x) = F^\varepsilon(x) Q^*$. Therefore, both $Q_1$ and $Q_2$ commute with the local correlation operator $F^\varepsilon(x)$. Applying Part B.6 we get

$$Q = (a + bi) \mathbb{I} \quad \text{for some } a, b \in \mathbb{R}.$$

**Step B.8.** It remains to consider the case that $\Sigma$ is a disconnected open set. In this case, $\Sigma$ clearly contains a connected open subset, say an open ball $B \subset \Sigma$. Therefore, $\mathcal{X}_B \subset \mathcal{X}_\Sigma$ and therefore $(\mathcal{X}_\Sigma)' \subset (\mathcal{X}_B)' = \mathbb{C}$. This concludes the proof of Theorem 4.3.
APPENDIX C. PROOF OF IRREDUCIBILITY OF THE UNREGULARIZED LOCAL ALGEBRAS

In this appendix, we give the proof of Theorem 5.10. In order to make the exposure more digestible, we again split the argument into several steps.

Step C.1. Let \( \Omega \subset \mathbb{R}^{1,3} \) be open set. We want to show that
\[
(L_\Omega^\circ)' = C\mathbb{I}.
\]
(C.1)

So, consider any \( B \in (L_\Omega^\circ)' \). We need to prove that \( B \) is a multiple of the identity.

We first consider the case that \( B \) is selfadjoint.

Step C.2. There exists a connected open set \( U \subset \Omega \) and a measurable weakly-differentiable matrix-valued function \( M : U \ni z \mapsto M(z) \in M(4, \mathbb{C}) \) such that, for every \( u \in \mathcal{H}_m^- \),
\[
Bu(z) = M(z)u(z) \quad \text{a.e. on } U.
\]
(C.2)

Proof. Let \( x_0 \in \Omega \). By regularity (see the end of Section 2.6), we know that there exist four solutions \( u_\mu \in \mathcal{H}_m^- \cap C^\infty(\mathbb{R}^{1,3}, \mathbb{C}^4) \) such that \( u_\mu(x_0) = e_\mu \) with \( \mu = 1, 2, 3, 4 \). By continuity, there is an open neighborhood \( U := B_r(x_0) \subset \Omega \) such that
\[
\{u_\mu(x) \mid \mu = 1, 2, 3, 4\} \text{ are linearly independent for every } x \in U.
\]

Assumption \( B \in (L_\Omega^\circ)' \) can be restated as
\[
A_f^\circ B = B A_f^\circ \quad \text{for every } f \in C^\infty_0(\Omega, \mathbb{C}).
\]
(C.3)

Choosing an element \( v \in \mathcal{H}_m^- \), identity (C.3) implies that, for every \( f \in C^\infty_0(\Omega, \mathbb{C}) \),
\[
\int_{\mathbb{R}^4} f(z) \langle u_\mu(z) \mid Bv(z) \rangle d^4z = -\langle u_\mu \mid A_f^\circ Bv \rangle = -\langle Bu_\mu \mid A_f^\circ v \rangle = \int_{\mathbb{R}^4} f(z) \langle Bu_\mu(z) \mid v(z) \rangle d^4z.
\]
(C.4)

As \( f \) is arbitrary, applying du Bois-Reymond’s theorem, we conclude that there exists a set \( N_v \subset \Omega \) of zero measure (which depends on \( v \)) such that
\[
\langle u_\mu(z) \mid Bv(z) \rangle = \langle Bu_\mu(z) \mid v(z) \rangle \quad \text{for all } \mu = 1, 2, 3, 4 \text{ and } z \in \Omega \setminus N_v.
\]

In particular, this identity holds on \( U \setminus N_v \) where the vectors \( u_\mu(z) \) are linearly independent.

Applying the Gram-Schmidt orthogonalization process, it is possible to obtain at every point \( z \in U \) an orthonormal basis of \( \mathbb{C}^4 \) (with respect to the standard positive inner product):
\[
w_\nu(x) = \sum_{\mu=1}^4 A_{\nu\mu}(z) u_\mu(z).
\]

The explicit form of the coefficients \( A_{\nu\mu} \) can be obtained by looking at the non-recursive form of the orthogonalization method. It can be seen directly from this form that that
the coefficients $A_{\nu\mu}$ are smooth on $U$. As a consequence, also the functions $w_\nu$ are smooth on $U$. Now, for any $z \in U \setminus N_\nu$ we have

$$w_\nu(z)^\dagger \gamma^0(Bv(z)) = \sum_{\mu=1}^{4} (A_{\nu\mu}(z))^* u_\mu(z)^\dagger \gamma^0(Bv(z)) = \sum_{\mu=1}^{4} (A_{\nu\mu}(z))^* \langle u_\mu(z)^\dagger | Bv(z) \rangle =$$

$$= \sum_{\mu=1}^{4} (A_{\nu\mu}(z))^* \langle Bu_\mu(z) | v(z) \rangle.$$ 

In other words,

$$\gamma^0(Bv(z)) = \sum_{\nu=1}^{4} (w_\nu(z)^\dagger \gamma^0(Bv(z))) w_\nu(z) = \sum_{\nu,\mu=1}^{4} (A_{\nu\mu}(z))^* \langle Bu_\mu(z) | v(z) \rangle w_\nu(z) =$$

$$= \left( \sum_{\nu,\mu=1}^{4} (A_{\nu\mu}(z))^* w_\nu(z) (Bu_\mu(z))^\dagger \gamma^0 \right) v(z).$$

The expression in parentheses is clearly measurable on $U \setminus N_\nu$. If we set it to zero on $N_\nu$ and multiply everything from the left by $\gamma^0$, we conclude that there exists a matrix-valued measurable function $M$ on $U$ such that $Bv(z) = M(z) v(z)$ almost everywhere on $U$. Notice that the function $M$ is locally integrable and also weakly differentiable on $U$. This follows from the local integrability and weak differentiability of $Bu_\mu$ (as an element of $\mathcal{H}_m$) and the regular differentiability of $A_{\nu\mu}$ and $w_\nu$ on the entire set $\Omega$.

The above construction depends on the specific choice of the function $v \in \mathcal{H}_m$ only via the set $N_\nu$. Therefore, if $M$ is the matrix-valued function constructed above, we see that, in fact,

$$Bu(z) = M(z) u(z) \quad \text{a.e. on } U \quad \text{for every } u \in \mathcal{H}_m,$$  

(C.5)

concluding the proof. \hfill \blacksquare

**Step C.3.** The matrix $M$ can be chosen to be symmetric on $U$ with respect to the spin scalar product $\langle \cdot | \cdot \rangle$, i.e.

$$M(z)^* = M(z) \quad \text{for all } z \in U.$$ 

**Proof.** The claim is a direct consequence of the selfadjointness of $B$. Consider again the functions $u_\mu$ defined at the beginning of the proof. Applying the same argument as in (C.4) with $v$ replaced by $u_\nu$ we conclude that, for some set $N$ of measure zero,

$$\langle u_\mu(z) | M(z) u_\nu(z) \rangle = \langle u_\mu(z) | Bu_\nu(z) \rangle = \langle Bu_\mu(z) | u_\nu(z) \rangle = \langle M(z) u_\mu(z) | u_\nu(z) \rangle$$

for every $z \in U \setminus N$. As the vectors $u_\mu(z)$ define a basis at every point $z \in U$, the above identities implies that

$$M(z) = M(z)^* \text{ on } U \setminus N.$$ 

By setting $M(z) = 0$ on $N$ we can always arrange that $M(z) = M(z)^*$ for every $x \in U$. \hfill \blacksquare

**Step C.4.** Let $\partial_j M$ be a representative of the weak derivative of $M$ on $U$. Then the matrices defined for every $j = 0, 1, 2, 3$ and for all $z \in U$ by

$$A^j(z) := [\gamma^j, M(z)] \quad \text{and} \quad B(z) := \delta M(z)$$  

(C.6)
have the properties:
\[ A^j(z)^* = -A^j(z), \quad \{ \gamma^j, A^j(z) \} = 0. \] (C.7)
Moreover, there is a set \( N \subset U \) of measure zero such that, for all \( z \in U \setminus N \),
\[ (A^j(z)k_j + iB(z))(\hat{k} + m) = 0 \quad \text{for all } k \in \mathbb{R}^3, \] (C.8)
where \( k^0 = -\omega(k) \).

**Proof.** The relations (C.7) follow directly from the properties of the Dirac matrices and the fact that the matrices \( M(z) \) and \( \gamma^j \) are symmetric with respect to the spin scalar product.

Now consider any \( u \in \mathcal{H}^m \cap C^\infty(\mathbb{R}^3, \mathbb{C}^4) \). Then the function \( Bu \) is weakly differentiable and satisfies the Dirac equation weakly. Therefore,
\[ 0 = i\gamma^j \partial_j (Bu)(z) - m(Bu) = i\gamma^j \partial_j (Mu) - m(Mu) =
\]
\[ = i\gamma^j ((\partial_j M)u + M\partial_j u) - iM\gamma^j \partial_j u =
\]
\[ = [\gamma^j, M] \partial_j u + i[\gamma^j, M]u \] (C.9)
almost everywhere on \( U \). Using (C.6), equation (C.9) can be restated as follows: For any \( u \in \mathcal{H}^m \cap C^\infty(\mathbb{R}^3, \mathbb{C}^4) \) there exists a null-measure set \( N_u \) such that
\[ A^j(z) \partial_j u(z) + B(z)u(z) = 0 \quad \text{for every } z \in U \setminus N_u. \]

We now consider a countable subset \( D \subset \mathcal{S}(\mathbb{R}^3, \mathbb{C}^4) \) which is dense in \( L^2(\mathbb{R}^3, \mathbb{C}^4) \). Choosing \( \varepsilon > 0 \), the set
\[ \mathcal{E} := \mathcal{R}_\varepsilon(\hat{E}(\hat{P}_-(D))) \subset \mathcal{H}^m \cap C^\infty(\mathbb{R}^3, \mathbb{C}^4) \]
is again countable. The elements of this subspace can be written as (see (2.6) and Definition 2.4)
\[ u_\varphi(x) := \int_{\mathbb{R}^3} d^3k \, g_\varepsilon(k) \, p_-(k) \, \varphi(k) \, e^{-ik \cdot x}, \quad \varphi \in D, \] (C.10)
(where \( k_0 = \omega(k) \), as usual). Since \( \mathcal{E} \) is countable, the set
\[ N := \bigcup \{ N_u \mid u \in \mathcal{E} \} \subset \Omega \]
has vanishing measure. Therefore, we conclude that, for every \( u \in \mathcal{E} \),
\[ A^j(z) \partial_j u(z) + B(z)u(z) = 0 \quad \text{for all } z \in U \setminus N. \] (C.11)

At this point, using the explicit expression in (C.10), we can restate (C.11) as
\[ \int_{\mathbb{R}^3} d^3k \, g_\varepsilon(k) \left( A^j(z)(-ik_j) + B(z) \right) p_-(k) \varphi(k) e^{-ik \cdot x} = 0 \] (C.12)
for all \( z \in U \setminus N \) and all \( \varphi \in D \). For any \( z \), the rows of the matrix \( D(\cdot, z) \) define functions of \( \mathcal{S}(\mathbb{R}^3, \mathbb{C}^4) \). Therefore, using identity (C.12), the denseness of \( D \) in \( L^2(\mathbb{R}^3, \mathbb{C}^4) \), the fact that the regularization factor is strictly positive and the definition of \( p_-(k) \) (see (2.5)) it can be inferred that
\[ (A^j(z)k_j + iB(z))(\hat{k} + m) = 0 \quad \text{for all } k \in \mathbb{R}^3 \text{ and } z \in U \setminus N. \]

This concludes the proof. \( \Box \)

**Step C.5.** There exist two real-valued measurable functions \( \lambda \) and \( b \) on \( U \) such that
\[ M = b \mathbb{I}_4 + i\lambda \gamma^5 \quad \text{a.e. on } U. \] (C.13)
Proof. For simplicity of notation, from now on we shall omit the argument \( z \). We fix \( \alpha = 1, 2, 3 \) and choose \( k = -\sqrt{r^2 + m^2} e_0 - re_\alpha \). Then identity (C.8) reduces to
\[
\left( -\sqrt{r^2 + m^2} A^0 + r A^\alpha + iB \right) \left( -\sqrt{r^2 + m^2} \gamma^0 + r \gamma^\alpha + m \right) = 0,
\]
valid for arbitrary \( r \in \mathbb{R} \). We now multiply out and decompose into the symmetric and anti-symmetric parts under the inversion \( r \to -r \). The anti-symmetric part reads
\[
0 = -r \sqrt{r^2 + m^2} (A^0 \gamma^\alpha + A^\alpha \gamma^0) + r (mA^\alpha + iB \gamma^\alpha).
\]
Analyzing the \( r \)-dependence, one sees that both matrix coefficients must vanish, i.e.
\[
A^0 \gamma^\alpha + A^\alpha \gamma^0 = 0 = mA^\alpha + iB \gamma^\alpha.
\]
From these identities we obtain
\[
A^\alpha = A^0 \gamma^0 \gamma^\alpha \quad \text{and} \quad B = -im A^\alpha \gamma^\alpha \quad \text{for all} \quad \alpha = 1, 2, 3 . \tag{C.14}
\]
The first identity holds trivially if \( \alpha \) is set to zero, giving rise to
\[
A^j = A^0 \gamma^0 \gamma^j \quad \text{for} \quad j = 0, \ldots, 3 . \tag{C.15}
\]
Using that the matrix \( A^0 \) is anti-symmetric with respect to the spin scalar product and anti-commutes with \( \gamma^0 \) (see (C.7)), it follows that
\[
(A^0 \gamma^0)^* = -\gamma^0 A^0 = A^0 \gamma^0 .
\]
Taking the adjoint of (C.15) (again with respect to the spin scalar product) and using that the \( A^j \) are anti-symmetric, we obtain
\[
-(A^0 \gamma^0) \gamma^j = -A^j = (A^j)^* = \gamma^j (A^0 \gamma^0) .
\]
Hence the matrices \( (A^0 \gamma^0) \) and \( \gamma^j \) anti-commute. As a consequence, the matrices \( \gamma^5 (A^0 \gamma^0) \) and \( \gamma^j \) commute,
\[
[\gamma^5 (A^0 \gamma^0), \gamma^j] = 0 \quad \text{for} \quad j = 0, \ldots, 3 .
\]
Since the Dirac matrices are irreducible, it follows that the matrix \( \gamma^5 (A^0 \gamma^0) \) is a multiple of the identity. As a consequence,
\[
A^0 = a \gamma^5 \gamma^0 \quad \text{with} \quad a \in \mathbb{C} ,
\]
and substituting into (C.15) gives
\[
A^j = a \gamma^5 \gamma^j \quad \text{for} \quad j = 0, \ldots, 3 . \tag{C.16}
\]
Using these relations on the right side of (C.14) gives
\[
B = ima \gamma^5 . \tag{C.17}
\]
Likewise, applying (C.16) on the left side of (C.6) gives
\[
a \gamma^5 \gamma^j = [\gamma^j, M] ,
\]
implying that
\[
[\gamma^j, M + \frac{a}{2} \gamma^5] = 0 .
\]
Again using that the Dirac matrices are irreducible, we conclude that
\[
M = -\frac{a}{2} \gamma^5 + b I_4 \quad \text{with} \quad a, b \in \mathbb{C} .
\]
The relation \( M^* = M \) implies that \( a \in i\mathbb{R} \) and \( b \in \mathbb{R} \). The claim follows by setting \( \lambda := ia/2 . \)

Step C.6. There exists \( b_0 \in \mathbb{R} \) such that \( B = b_0 I \).
Proof. The functions $\lambda, b$ in (C.13) are weakly differentiable on $U$, as a consequence of the weak differentiability of $M$. Using the explicit expression of $B$ in (C.17) and substituting (C.13) into the general definition of $B$ in (C.6), we obtain

\[
0 = B - \gamma^j \partial_j M = 2m\lambda \gamma^5 - (\gamma^j \partial_j b) \mathbb{I}_4 - i(\gamma^j \partial_j \lambda) \gamma^5 = (-\partial_j b) \gamma^j + (2m\lambda) \gamma^5 + (-i\partial_j \lambda) \gamma^j \gamma^5,
\]

again almost everywhere on $U$. Since the matrices $\gamma^j, \gamma^5$ and $\gamma^j \gamma^5$ are linearly independent, we conclude that

\[
\partial_j b = 0 = \lambda \text{ a.e. on } U \text{ for any } j = 0, 1, 2, 3.
\]

As the set $U$ is connected, we conclude that there exists $b_0 \in \mathbb{R}$ such that $b = b_0$ almost everywhere on $U$ and

\[
M = b_0 \mathbb{I}_4 \text{ a.e. on } U.
\]

If now we go back to (C.2), we see that $B u = b_0 u$ a.e. on $U$ for every $u \in H^{-m}$.

By convolution with a mollifier $h_\delta$ supported on $B_\delta(0)$, the elements of $\mathcal{H}_m^-$ are mapped to elements of $\mathcal{H}_m^- \cap C^\infty(\mathbb{R}^{1,3}, \mathbb{C}^4)$ in a one-to-one manner (see [14, Proposition 3.13-(ii) and Lemma 3.14]). In particular, we have

\[
h_\delta \ast (Bu) = b_0 \ast (h_\delta \ast u) \text{ on } U_\delta := \{x \in U \mid d(x, \partial U) < \delta\}.
\]

Since both sides of the above identity define smooth elements of $\mathcal{H}_m^-$ and $U_\delta$ is open, Hegerfeldt’s theorem (see Proposition 4.1) implies that

\[
h_\delta \ast (Bu) = b_0 \ast (h_\delta \ast u) = h_\delta \ast (b_0 \ast u) \text{ on the entire Minkowski space } \mathbb{R}^{1,3}.
\]

As the considered regularization by mollification is injective, we get $Bu = b_0 u$. Finally, the arbitrariness of $u$ gives $B = b_0 \mathbb{I}$.

\[\square\]

Step C.7. So far, we only considered the special case of a selfadjoint operator $B$.

We now let $B \in (L^2_\Omega)'$ be arbitrary.

This operator can be decomposed into self-adjoint and anti-selfadjoint components,

\[
B = \frac{B + B^\dagger}{2} + i\frac{B - B^\dagger}{2i} := B_1 + iB_2.
\]

As the set $L_\Omega$ is *-closed, it follows that also the selfadjoint operators $B_1$ and $B_2$ commute with the operators $A^{\phi}_f$. Applying the argument above to the two individual operators, we conclude that there exists a complex number $b_0 + ib_1$ such that

\[
B = (b_0 + ib_1) \mathbb{I}.
\]

This concludes the proof of Theorem 5.10.
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