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ABSTRACT Finite Control Set Model Predictive Control (FCS-MPC), thanks to its simple and powerful concept, has been applied widely to control the multilevel converters. FCS-MPC allows the control of several objectives and can incorporate restrictions, even nonlinear, into the mathematical model of the system under consideration. However, FCS-MPC needs to evaluate all the switching states of the multilevel converter to find the best switching state to be applied in the next sampling time. For higher-level multilevel converters, this iterative action requires computational capacity that is far beyond the digital controller’s capacity in the current market. This paper proposes a new predictive geometric pre-filtering strategy to reduce the iterations and computational burden without affecting the dynamic performance of FCS-MPC. This method consists of a novel pre-filtering stage that uses the predictive model of the system and geometrical properties to find the sector where the reference vector is located and evaluates few vectors that constitute the optimal sector. The proposed method is experimentally validated using a four-level three-cell flying capacitor converter with 512 voltage vectors, obtaining a 64% reduction in the computational burden, while achieving excellent electrical performance indices and maintains the high dynamic performance of the standard FCS-MPC.

INDEX TERMS Computational efficiency, multilevel inverters and predictive control.

I. INTRODUCTION

Finite Control Set Model Predictive Control (FCS-MPC) has been proven, in recent years, as an attractive alternative for controlling power converters in various energy conversion applications [1], [2]. The simplicity and flexibility of the FCS-MPC allows controlling multiple objectives and incorporating restrictions in the cost function.

The associate editor coordinating the review of this manuscript and approving it for publication was Zhilei Yao.

For medium- and high-power applications, the multilevel converters are widely used [3], [4]. The multilevel converters demand handling of different control objectives, which is challenging for classical control strategies with modulation stage [5], [6]. FCS-MPC has been an attractive alternative to control multilevel converters, where the inclusion of two or more control objectives is required; for instance, output current and reactive power regulation [7], DC capacitors voltage balancing [8], selective harmonic elimination [9], switching frequency reduction [10],
common-mode voltage mitigation [11], and semiconductor losses reduction [12].

Despite the simplicity and low implementation cost of FCS-MPC, the multilevel converters impose implementation challenges for FCS-MPC. Given that in FCS-MPC, the system performance should be evaluated by a cost function for all possible switching states to apply the best one to the converter in the next sampling time, the higher number of states lead to high computational burden. The high computational burden is the major hindrance in applying FCS-MPC to multilevel converters. For example, the work in [13] proposes to obtain the vector that minimizes the cost function and evaluate the cost function only for a subset of adjacent vectors. This method reduces the computational burden, however, the dynamic performance of FCS-MPC becomes sluggish because optimal vector could not be found during all the sampling times. In this line, other authors have also chosen to use several criteria to determine the area of adjacency to consider [14], [15], maintaining the problem of finding a sub-optimal solution with low dynamic capacity. The work in [16] reduces computational burden for dead-beat control by evaluating the vectors closest to the reference angularly. This approach has been verified in a direct matrix converter, where the vectors are geometrically distributed in six directions only. It should be noted that geometric division of vectors for multilevel converters is different from matrix converters, because the geometric distribution is homogeneous and in different angular directions for multilevel converters frame. A geometrical division of vectors into sub-regions of the vector space is analyzed in [8] to reduce the computational burden. However, this method requires obtaining a reference through a dead-beat control, evaluating a reduced cost function and not guaranteeing optimal vector calculation during each sampling interval. In the current literature, several other approaches are presented to reduce computational burden of FCS-MPC: 1) use of switching tables based on control objectives to reduce the number of vectors that should be evaluated [17], 2) use of mathematical transformations to obtain an equivalent optimization of the problem even for long prediction horizon [18], 3) consideration of electrical behavior of each switching state and set an error tolerance to consider only some switching states in the evaluation of the cost function [19], 4) use of the dead-beat technique to reduce the number of candidates to be evaluated in the cost function [20]–[22]. All these methods reduce the computational burden, however with some sacrifice in the steady-state and dynamic performance of the converter.

This paper proposes a predictive control strategy with geometric pre-filtering algorithm that divides the space vector of the multilevel converter into six sectors and detects where the reference vector is located. This stage is carried out before the cost function evaluation to reduce the switching states that should be considered in the online optimization. The main advantages of this novel control methods are that it find the optimal vector, same to the standard FCS-MPC, with a significantly computational reduction and thanks to the definition of the sectors has a robustness against calculation errors. Maintaining the characteristic high dynamic performance of FCS-MPC. The proposed method has been validated experimentally using a four-level three-cell Flying Capacitor (FC) converter. The steady-state and transient performance of the proposed method is assessed and compared to the standard FCS-MPC method.

II. MATHEMATICAL MODEL
The four-level FC converter topology is shown in Fig. 1. The FC converter power circuit consists of three series-connected cells. Each cell requires a flying capacitor and two power switches, which operate in a complementary manner for short circuit protection. Fig. 1(a) shows the phase-a power circuit of FC converter, while Fig. 1(b) shows the connections of the three-phase FC converter.

![FIGURE 1. Topology of the four-level three-cell flying capacitor converter: (a) 1-phase power circuit and (b) 3-phase connection.](image)

The capacitor voltage ratio is usually set as \( v_{x1} : v_{x2} : v_{x3} = 1 : 2 : 3 \), with \( x \in \{a, b, c\} \). When this condition is met, the converter generates four-level voltage waveform between the output terminal \( x \) and the FC converter negative DC terminal \( N \). Under some conditions, this standard ratio can be achieved naturally with a simple Phase-Shifted PWM (PS-PWM) strategy, as detailed in [23], [24]. However, incorporation of other control objectives in PS-PWM is challenging [25], [26].

The output and FC voltages of the three-cell three-phase FC converter (Fig. 1(b)) can be formulated in terms of switching states as,

\[
v_{xN} = S_{3x} V_{dc} - (S_{3x} - S_{2x}) v_{2x} - (S_{2x} - S_{1x}) v_{1x},
\]

(1)

\[
v_{1x} = v_{1x}(0) + \frac{1}{C_{1x}} \int_0^\tau i_s(S_{2x} - S_{1x}) (\tau) \, d\tau,
\]

(2)

\[
v_{2x} = v_{2x}(0) + \frac{1}{C_{2x}} \int_0^\tau i_s(S_{3x} - S_{2x}) (\tau) \, d\tau.
\]

(3)

where the possible output voltages and how these are achieved according to the states of the switches are summarized in Table 1.

TABLE 1. Switching states for 1-phase of the FC converter.

| $S_{1x}$ | $S_{2x}$ | $S_{3x}$ | Output Voltage | Achieved by: |
|----------|----------|----------|----------------|--------------|
| 0        | 0        | 1        | $v_{xN}$      | $v_{1x}$     |
| 0        | 1        | 0        | $v_{2x}$      | $v_{2x} - v_{1x}$ |
| 1        | 0        | 0        | $v_{3x}$      | $V_{dc} - v_{2x}$ |
| 0        | 1        | 1        | $V_{dc} - 2v_{dc}$/3 | $v_{2x}$ + $v_{1x}$ |
| 1        | 0        | 1        | $V_{dc} - v_{2x}$ | $2v_{dc} - v_{1x}$ |

For an resistive-inductive (RL) load, the output voltage of three-phase FC converter is formulated as,

$$v_{xN} = R_i x + L \frac{d}{dt} [i_x] + \frac{1}{3} (v_{aN} + v_{bN} + v_{cN}). \quad (4)$$

where $R$ is load resistance, $L$ is load inductance, and $i_x$ is load current. $S_{ix} = 1$ means that the switch is ON and $S_{ix} = 0$ means that switch is OFF for $i \in \{1, 2, 3\}$ and $x \in \{a, b, c\}$. In a rotating $a\beta$-frame with the capacitor voltage ratio set as $1 : 2 : 3$, the FC converter has the voltage vector distribution as shown in Fig. 2. This figure also shows the number of redundant vectors.

FIGURE 2. Geometrical analysis: (a) Voltage vector in the $a\beta$–frame with the number of the redundant state and defined sectors, and (b) geometrical method in current $a\beta$–frame.

To compensate the computational delay caused by the digital signal processor the cost function is evaluated at the $(k + 2)$ instant [27], [28]. The optimal switching state from the previous iteration $(k)$ is used to estimate the variables at $(k + 1)$ instant and switching states corresponding to the geometric optimization are used to predict the variables at $(k + 2)$ instant. The switching state which minimizes the error at $(k + 2)$ instant is selected and applied at sampling instant $(k + 1)$. With this approach, one sampling period will be available for calculations. By applying forward Euler approximation, the discrete-time models of FC capacitors voltage for $(k + 1)$ instant are obtained from (2) and (3) as follows:

$$v_{1x}^{k+1} = v_{1x}^k + T_s \frac{C_{1x}}{L} i_x^k (S_{2x}^{op} - S_{1x}^{op}), \quad (5)$$

$$v_{2x}^{k+1} = v_{2x}^k + T_s \frac{C_{2x}}{L} i_x^k (S_{3x}^{op} - S_{2x}^{op}). \quad (6)$$

where $T_s$ is control sampling time and superscript $op$ is optimal value in the previous sampling instant.

Similarly, the $(k + 2)$ instant FC voltages are obtained as,

$$v_{1x}^{k+2} = v_{1x}^{k+1} + T_s \frac{C_{1x}}{L} i_x^k (S_{2x}^k - S_{1x}^k), \quad (7)$$

$$v_{2x}^{k+2} = v_{2x}^{k+1} + T_s \frac{C_{2x}}{L} i_x^k (S_{3x}^k - S_{2x}^k). \quad (8)$$

The discrete-time model of load currents for $(k + 1)$ instant is obtained from (4):

$$i_x^{k+1} = (v_{aN}^{op} - v_{aN}) K_1 + i_x^k \cdot K_2, \quad (9)$$

where $K_1 = \frac{T_s}{L}$ and $K_2 = \left(1 - \frac{R_i}{L} \right)$.

Similarly, the $(k + 2)$ instant load current model is obtained as,

$$i_x^{k+2} = (v_{aN}^{op} - v_{aN}) K_1 + i_x^{k+1} \cdot K_2. \quad (10)$$

These discrete-time models of three-phase FC converter will be used in the design of predictive current control scheme that will be discussed in the next section.

III. CONTROL STRATEGY

The proposed control scheme is shown in Fig. 3. The proposed control method consists of three major steps, as discussed in subsections III-A, III-B, III-C and III-D.

A. GEOMETRICAL SECTORS

The number of voltage vectors of the FC converter to be evaluated by the cost function can be reduced by detecting the location of reference current vector. In this case, it is not necessary to evaluate all the 512 FC vectors; rather, only voltage vectors that are part of the sector where the reference vector is located will be evaluated by the cost function.

This work proposes a strategy for dividing the voltage vector frame (Fig. 2(a)) into six sectors, each for 60 degrees, as shown in Fig. 2. The objective of the geometrical sector detection is to find the location of the reference current vector, but this can be easily used for other control purposes.

Table 2 shows information about the six defined sectors. The information in table contains the initial and final angles of the sectors, related to Fig. 2(a). Furthermore, this table lists the number of active and zero vectors in each sector. The zero
vectors are the same in all sectors. Also, the sum of active and zero vectors evaluated by the cost function is defined as the total vectors column. Finally, the last column lists the percentage reduction of the number of vectors that needs to be evaluated by the cost function with respect to the converter’s total number of voltage vectors.

It is important to take into consideration that, the vectors that form the border of adjacent sectors are common for both sectors, just the way zero vectors are considered for all sectors. These two conditions allow the proposed method to be robust to errors of mathematical calculation for cases:

- The reference vector is close to the border of a sector.

  In this case, due to calculation errors, the proposed method may mislead the detection of the sector between two adjacent sectors. However, the optimal vector is part of the border, and since two adjacent sectors share the set of vectors that make up the border, the proposed method will find the optimal vector.

- If the reference current is close to the predicted current for the zero vector (see Fig. 2(b)), it means that the reference vector \( \vec{r} \) (equation 15) has a small magnitude, i.e., it is very close to the origin. In that case, the optimal vector is a zero vector. The method can make an error in detecting the correct sector. However, the optimal vector will be found since all sectors have the set of zero vectors.

Finally, as shown in Table 2, this proposed pre-filtering stage will allow a reduction of less than 36% of the vectors that must be considered in the prediction and evaluation of the cost function. Which produces a reduction of 10734 multiplications and 16984 additions per sampling cycle than standard predictive control that evaluates all states (512), as detailed in Table 3. While the pre-filtering stage only needs 90 multiplications and 72 additions per cycle. It is important to mention that Table 2 is obtained from the spatial division of the vector frame shown in Figure 2, where the zero and active vectors of each sector are quantified according to the definition in degrees given. The last column corresponds to the relationship between all the vectors corresponding to each sector and the total vectors of the converter (512). On the other hand, Table 3 is obtained by quantifying the mathematical operations required by the proposed method and the standard predictive control, where the difference occurs in the pre-filter stage of the proposed method which does not have the standard predictive control and in the number of iterations that the optimal vector search cycle must perform, which for the case of standard predictive control will always be evaluating the 512 states while the one proposed will be a variable according to the total number of states in each sector. Regarding this, it is important to mention 2 things: first that the mathematical operations within the optimization cycle are the same for both methods since that has not been changed; and that Table 3 considered the worst case of the proposed method, that is, sector 4, which has a total of 184, so that any other sector has a lower number of calculations than those presented in Table 3.

| Sector | Angle | Active vectors | Zero vectors | Total vectors | Reduction of calculation |
|--------|-------|---------------|--------------|---------------|-------------------------|
| 1      | 330° to 30° | 78            | 48           | 126           | 75.39%                  |
| 2      | 30° to 90°  | 75            | 48           | 123           | 75.97%                  |
| 3      | 90° to 150° | 107           | 48           | 155           | 69.72%                  |
| 4      | 150° to 210° | 136           | 48           | 184           | 64.06%                  |
| 5      | 210° to 270° | 107           | 48           | 155           | 69.72%                  |
| 6      | 270° to 330° | 75            | 48           | 123           | 75.97%                  |

**TABLE 3. Comparison of mathematical operations (multiplications (x)-additions (+)).**

|               | Pre-filtering Stage 15(x) | Predictions & Cost Function Evaluation 33(x) | Total 52(+) | Total (+) |
|---------------|---------------------------|---------------------------------------------|-------------|-----------|
| Proposed method| 6                         | 184                                        | 512         | 1656%     | 26654     |
| Standard FCS-MPC| 0                         | 512                                        | 0           | 0%        | 0         |

### B. SECTOR DETECTION

The proposed method is based on the division of the \( \alpha \beta \) plane into sectors, as shown in Fig. 2(a), which allows to reduce the number of calculations. Therefore, it is essential during each sampling period to find the sector where the reference vector is located. The proposed approach establishes 3 conditions based on vector algebra to effectively detect the sector in which the reference vector is located. In order to detect the location of the reference current vector, the current for seven vectors (six active vectors and one zero vector) are calculated. The active vectors represent the ones located in the border of each sector. The prediction model used in this work is already discussed in section II. To calculate the current vector, the \( \alpha \beta \)-axis currents are predicted similar to the discrete-time model in (9):

\[
i_{\alpha} = (V_{an}(z) - V_{an}(z))K_1 + i_aK_2,
\]

\[
i_{\beta} = (V_{bn}(z) - V_{bn}(z))K_1 + i_bK_2
+ (V_{cn}(z) - V_{cn}(z))K_1 + i_cK_2,
\]

where \( z \in [0, 6] \) represents the set of six active vectors that are in each of the border of the sectors and the zero vector. They are predicted at the beginning of each sampling period.

The current vector is defined by

\[
\vec{r} = i_{\alpha} + i_{\beta}j.
\]

Those that are represented in the Fig. 2(b) with dotted lines. It is important to note that the current predictions are not necessarily centered on the origin of the \( \alpha \beta \)-frame. The proposed method requires that the zero vector prediction be the center, which is why a new set of vectors is defined as follows,

\[
\vec{x}_z = \vec{r} - \vec{r}^p,
\]

\[
\vec{x}_r = \vec{r}^p - \vec{r}.
\]

This step allows the prediction of the zero vector as the origin, obtaining the vectors \( \vec{x} \) that are observed in Fig. 2(b).
Then the proposed method evaluates the following conditions for each of the sectors \( S \in [1, 6] \), as follows:

\[
C_1(S) : \mathbf{x}_r \cdot \mathbf{x}_r > 0, \quad (16)
\]

\[
C_2(S) : \mathbf{x}_{r+1} \cdot \mathbf{x}_r > 0, \quad (17)
\]

\[
C_3(S) : (\mathbf{x}_r \times \mathbf{x}_r) \cdot (\mathbf{x}_{r+1} \times \mathbf{x}_r) \leq 0. \quad (18)
\]

The conditions \( C_1 \) and \( C_2 \) represent the scalar product of the reference vector with the vectors of each of the edges that make up the sector respectively. If the conditions \( C_1 \) and \( C_2 \) are true, it means that the reference vector is in the same direction as the vectors that limit the sector. Then, the condition \( C_3 \) determines through the calculation of the cross product if the reference vector \( \mathbf{x}_r \) is between the two vectors that make up the border of the sector.

The last three conditions are integrated into a function that depends on the active vector “\( v \)” as follows,

\[
f(S) = C_1(S) \ & \ C_2(S) \ & \ C_3(S), \quad (19)
\]

if \( f(S) \) is equal to one, i.e. the conditions \( C_1(S), C_2(S) \) and \( C_3(S) \) are true, then the current reference is in the sector \( S \), highlighting that the three conditions will be true simultaneously in only one sector.

### C. MODEL PREDICTIVE CONTROL

FCS-MPC is used to obtain the voltage vector of the FC converter that tracks reference current and balances the FC capacitors voltage for the three phases of converter. The cost function that fulfills these control objectives is defined as,

\[
g_x = \left( v^*_{1x} - v^k_{1x} \right)^2 + \lambda_{dc} \left( v^*_{1z} - v^k_{1z} \right)^2 + \lambda_{dc} \left( v^*_{2z} - v^k_{2z} \right)^2, \quad (20)
\]

where \( \lambda_{dc} \) is weighting factor for balancing of FC capacitors voltage. The calculation of weighting factor value is an open research topic [29], [30]. There are different recommendations to determine it, as presented in [31], [32]. In this work the minimum total harmonic distortion (THD) of the current criterion was considered, finding experimentally the value of the weighting factor that produces the lowest THD in the output current while balancing FC voltages within \( \pm 2\% \) tolerance range. The cost function in (20) is evaluated for all three phases and incorporated into total cost function as shown below:

\[
g = g_A + g_B + g_C. \quad (21)
\]

The voltage vector that minimizes the cost function (21) is selected and applied to the FC converter during next sampling time. It must be noted that only the FC vectors that belong to the detected sector are evaluated by the cost function in (21). The vectors that compose each sector are defined in Fig. 2(a), and the quantity of vectors for each sector is defined in Table 2.

The proposed control strategy is shown in Fig. 4. The flowchart is summarized in five simple steps as described below:

- Step 1, current and voltage measurements are made at the beginning of instant \( k \).
- Step 2, the optimal voltage vector \( \mathbf{v}^k_{opt} \) determined in the previous period is applied.
- Step 3, the sector \( S \) where the reference vector is located is found using the method previously presented.
- Step 4, establishes the limits that the iterative cycle of FCS-MPC will have to cover. These limits group the set of state vectors of each sector \( S = \{1, \ldots, 6\} \), they are called Lower Limit of the Sector (LLS(S)) and the Upper Limit of the Sector (ULS(S)).
- Step 5, the iterative cycle of the FCS-MPC is evaluate for find the optimal vector \( \mathbf{v}^{k+1}_{opt} \) that will be applied the next sampling time.

Where the steps highlighted in green (steps 1,2 and 5) correspond to the steps of FCS-MPC standard and the steps highlighted in orange (steps 3 and 4) are introduced by this new strategy.

### D. IMPLEMENTATION

The implementation of the proposed method considering a real values in one sampling period is shown in this subsection as an practical example. The measurements of the currents and voltages of the capacitors are obtained to predict the currents that describe the limit of the sectors (see Fig. 2(b)) according to equations eq. (11) to (13) as following,

\[
\mathbf{i}_0^k = -12.27 + j4.92[A] \quad \mathbf{i}_1^k = -13.66 + j6.87[A] \\
\mathbf{i}_2^k = -11.27 + j5.49[A] \quad \mathbf{i}_3^k = -13.66 + j5.49[A] \\
\mathbf{i}_4^k = -11.27 + j6.87[A] \quad \mathbf{i}_5^k = -12.45 + j3.54[A] \\
\mathbf{i}_6^k = -12.45 + j7.56[A]
\]

while the reference current in the period is \( \mathbf{i}^* = -13.95 + j5.02[A] \). With the predictions of \( \mathbf{i}_0^k \) and the reference \( \mathbf{i}^* \) is
TABLE 4. Practical evaluation conditions \((F=False, T=True)\).

| \(S\) | Vector limit up \(C_1(S) > 0\) | \(C_2(S) > 0\) | \(C_3(S) \leq 0\) | \(f(S)\) |
|------|-----------------|-----------------|-----------------|-------|
| 1 | 1.02 | -1.48 | 3.57 | F |
| 2 | 1.51 | 0.56 | 13.91 | F |
| 3 | 0.56 | 2.53 | 13.85 | F |
| 4 | 2.53 | 0.16 | -2.97 | F |

TABLE 5. Parameters of experimental setup.

| Parameter | Value | Unit |
|-----------|-------|------|
| \(R\) | 10 | [Ω] |
| \(L\) | 10 | [mH] |
| \(v_{dc}\) | 680 | [μF] |
| \(T_r\) | 360 | [V] |
| \(\lambda_{dc}\) | 100 | [μs] |

possible to obtain the new vectors,

\[
\begin{align*}
\bar{x}_1 &= 1.0 + j0.57[A] \\
\bar{x}_4 &= -1.39 + j1.95[A] \\
\bar{x}_2 &= 1.0 + j1.95[A] \\
\bar{x}_5 &= -1.39 + j0.57[A] \\
\bar{x}_3 &= -0.18 + j2.64[A] \\
\bar{x}_6 &= -0.18 - j1.38[A]
\end{align*}
\]

and the reference vector is,

\[
\bar{x}_r = -1.68 + j0.1[A] \tag{22}
\]

Then, the conditions (16) to (19) must to be evaluated. The Table 4 shown the summary of conditions evaluations for the considered sampled period. In this table is possible to observe that the all the conditions are true for the sector 5, this means that only the vectors of the sector 5 (see Fig. 2 and Table 2) will be consider to be evaluated in the cost function (21).

IV. EXPERIMENTAL RESULTS

The proposed method has been validated experimentally and results are presented during steady-state and transient conditions. The FC converter has been built with Semikron SKM75GB12T4 IGBT modules and SKHI22B gate drivers. The parameters used in the experiments are indicated in the Table 5, where DC capacitors are chosen as 2 pu which is best compromise between the size and DC voltage ripples. The control algorithm has been implemented using a host PC running with the MATLAB/Simulink software with real-time interface. The dSPACE DS1103 controller is used to handle the control processes such as sector detection, load current prediction, capacitors voltage estimation, and cost function minimization.

A. PERFORMANCE OF PROPOSED METHOD

Fig. 5 shows the steady-state behavior of the proposed control strategy with a sinusoidal reference current of 12 A(rms) and 50 [Hz] and sampling time \(T_s = 100\mu s\). The load currents follow their references with less tracking error, as shown in Fig. 5(a). The phase-\(a\) FC capacitors voltage are balanced precisely as shown in the top of Fig. 5(b), where the voltages are constant, keeping 3 : 2 : 1 ratio, without high and low frequency components. Similar behavior is noticed for phase-\(b\) and \(c\) capacitors voltage. The converter output line-to-line voltage (\(v_{i,ab}\)) is presented in the bottom of Fig. 5(b). Due to the balanced capacitors voltage, the FC converter exhibits 7 distinct output voltage levels with less voltage distortion.

Fig. 6 demonstrated the effectiveness of the proposed method in achieving fast dynamic performance during a step-change in reference load currents. The load currents are
shown in Fig. 6(a) with a step change in three-phase reference currents amplitude from 12 A(rms) to -5 A(rms). This figure shows that the output currents track their corresponding references with fast dynamic response and without overshoot. The control of the capacitor voltages is presented in the top of Fig. 6(b), the voltages are stable around their references with a little overshoot in one capacitor ($C_3a$), but it stabilizes in a few milliseconds. The converter output line-to-line voltage is shown in the bottom of Fig. 6(b). During the step change in the reference currents, the voltage levels are decreased from 7 to 5 due to decrease in modulation index. A dynamic response of a step-up current reference is shown in Figure 7. The current reference changes from 5 A(rms) to -12 A(rms). It is observed in Figure 7(a) that the dynamic response is fast and without overshoot dynamic. The voltage of the capacitors, Figure 7(b), remains stable for capacitors 1 and 2, while capacitor 3 has an undershoot voltage for a few milliseconds until it returns to its stable value.

Figs. 8 and 9 show the performance of the proposed method, showing how the sector is calculated at all times during step and ramp change in reference currents, respectively. Fig. 8 shows the performance and sector detection during a step change in reference currents from 10 A(rms) to -5 A(rms). Fig. 9 shows the sector detection during a ramp change in reference currents from 1 A(rms) to 10 A(rms). Fig. 8(b) and 9(b) show the change in sector number from 1 to 6 during step and ramp change in reference currents, verifying the analysis in Fig. 2(a). It is important to mention that in Figs. 8(b) and 9(b) it is possible to see an oscillation between the sectors being selected, this is typical of when the reference is close to the limits of the sectors. Despite this variation, it is positive to note that the redundancy of vectors in the limit of the adjacent sectors helps to prevent the suboptimal vector selection, which is an important advantage of the proposed method.

**B. COMPARISON WITH STANDARD FCS-MPC**

An experimental comparison between the proposed method and standard FCS-MPC is shown in the Fig. 10. The comparison is performed with $T_s = 320\mu s$, because the standard
FCS-MPC requires higher calculation time due to 512 vectors used. The advantage of the proposed method can be clearly understood here because it can implement control algorithm with much smaller sampling times such as $T_s = 100\mu s$. The current waveforms are highly distorted due to very low switching frequency operation. The steady-state behavior of both methods is comparable because the proposed strategy reaches the same solution as FCS-MPC method when evaluating all the possible states of the power converter.

A qualitative analysis of both methods is presented in the Table 6, demonstrating that the performance of both methods is almost identical according to the switching frequency, THD of current, error in reference current tracking, and error in capacitors voltage balancing. These performance indices such as average switching frequency ($f_{sw}$) of FC converter, THD of load current (THDi), average load current tracking error $\epsilon_i$, and average capacitors voltage balancing error $e_{vc}$ are defined in [33].
Comparison between the dynamic performance of the proposed method and the standard FCS-MPC method is shown in the Fig. 11, where the reference load current changes from 1 A(rms) to 5.52 A(rms) with a frequency of 50[Hz]. Both method achieve the step reference at the same time and with the same waveform behavior.

These results, in steady state and dynamic, show that both methods have an almost equal behavior. The difference in steady state are minimal and are attributed to operating conditions and calculation, since obviously the results are obtained at different times.

C. QUANTITATIVE ANALYSIS OF PROPOSED METHOD

The quantitative analysis of proposed method is presented in Table 7 and Fig. 12 with respect to different values of reference currents $i^*$. The $f_{sw}$, THD, $e_{io}$ and $e_{vi}$ are presented with respect to different values of $i^*$. The average switching frequency $f_{sw}$ is noticed to decrease from 2755 Hz to 1527 Hz with the increase in reference currents $i^*$ from 1 A(rms) to 12 A(rms). The THD load current is decreased from 18.73% to 5.52%. The load current tracking error $e_{io}$ is increased slightly from 0.04% to 0.27%.

V. CONCLUSION

This paper presents an experimental validation of a geometrical predictive pre-filtering strategy for a four-level three-cell flying capacitor converter that reduces the computational burden significantly in comparison to the standard FCS-MPC. The proposed control method, using the predictive model of the system, detects at all the times in which sector the reference current vector is located and reduces the iteration number for FCS-MPC scheme. The method obtains a performance very similar to that of standard FCS-MPC, since it finds the same optimal vector that would find standard FCS-MPC when evaluating all possible vectors, maintaining the high dynamic performance that FCS-MPC standard. However, the computational reduction is significant, which allows the proposed method to work with shorter sampling periods and thus obtain a better performance. The proposed strategy reduces the number of vectors that must be evaluated by the cost function between 64.06% and 75.97%, i.e., the strategy only evaluates 36% of the vectors (185 vectors) in the worst case. The experimental results demonstrate excellent performance of the method during steady-state and transient operating conditions.
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