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Abstract

Sudden jets of collimated plasma arise from many locations on the Sun, including active regions. The magnetic field along which a jet emerges is often open to interplanetary space, offering a clear “escape route” for any flare-accelerated electrons, making jets lucratative targets for studying particle acceleration and the solar sources of transient heliospheric events. Bremsstrahlung hard X-rays (HXRs) could, in principle, trace the accelerated electrons that escape along the paths of the jets, but measurements of the escaping electron beams are customarily difficult due to the low densities of the corona. In this work, we augment HXR observations with gyrosynchrotron emission observed in microwaves, as well as extreme ultraviolet (EUV) emission and modeling to investigate flare-accelerated electrons in a coronal jet. HXR and microwave data from the Reuven Ramaty High Energy Solar Spectroscopic Imager (RHESSI) and the Owens Valley Solar Array (OVSA), respectively, give complementary insight into electron spectra and locations, including the presence of accelerated electrons in the jet itself. High-time-resolution HXR data from the Konus-Wind instrument suggest electron acceleration timescales on the order of 1 s or shorter. We model the energetic electron distributions in the GX Simulator framework using the Solar and Heliospheric Observatory (SOHO)/Michelson Doppler Imager (MDI), the Transition Region and Coronal Explorer (TRACE), RHESSI, and OVSA data as constraints. The result is a modeled distribution, informed and constrained by measurements, of accelerated electrons as they escape the Sun. Combining the detection of microwave gyrosynchrotron emission from an open, rather than closed, magnetic configuration, with realistic 3D modeling constrained by magnetograms, EUV, and X-ray emission, we obtain the most stringent constraints to date on the accelerated electrons within a solar jet.
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1. Introduction

At the Sun, transient events on magnetic field open to interplanetary space manifest themselves as jets, i.e., collimated, sudden ejections of chromospheric or coronal plasma. These are commonly thought to arise by interchange reconnection between closed and open field, allowing plasma and accelerated electrons to escape the lower corona. Jets are fundamental solar phenomena, occurring in all layers of the atmosphere and all regions (coronal holes, active regions, and the quiet Sun). These events often offer a convenient magnetic configuration in which to study solar flare particle acceleration, particularly the acceleration of escaping energetic electrons.

In the Shibata 2D model of interchange reconnection, emerging flux reconnects with the overlying coronal field and causes the open field to switch footpoints (e.g., Shibata et al. 1992). This occurrence can drive a hot (several MK) jet generated in the corona at the location of the upper reconnection outflow shock, and/or a relatively cooler jet of chromospheric temperature via sudden chromospheric evaporation (Yokoyama & Shibata 1995, 1996). In the 3D model of Pariat et al. (2015), the jet arises in a fan-spine geometry, with reconnection occurring at a separatrix layer. This model can generate straight, linear jets, in which the ejection is simple and rotationless, but these straight jets quickly devolve into more complicated, untwisting, helical jets. The untwisting arises as the newly open field, no longer constrained by two photospheric footpoints, is able to shed its twist, and the propagation of this twist upward can help to drive the jet. Pariat et al. (2015) surmise that these two types of jets, straight and helical, might account for the dichotomy identified by Moore et al. (2010), which those authors called “standard” and “blowout” jets. Sterling et al. (2015, 2016) have proposed that jets are miniature filament eruptions, akin to a small-scale CME, and Wyper et al. (2017) performed 3D simulations suggesting that CMEs and jets result from the same processes.

Jets are often detected at soft X-ray (SXR) wavelengths (Shimojo et al. 1996; Shimojo & Shibata 2000), with high occurrence rates in the polar regions and coronal holes (Savcheva et al. 2007; Sako et al. 2012), presumably because of the prevalence of open field. Jets in active regions may be accompanied by flares (e.g., Kundu et al. 1999) and can accelerate electrons to energies at least up to hundreds of keV. These accelerated electrons travel along the path of the jet, escaping the low corona, as indicated by the strong correlation between jets and Type III radio bursts (e.g., Kundu et al. 1995; Raulin et al. 1996), with Type III sources appearing along the jet path in order of decreasing frequency (i.e., decreasing density) with height. Jets are sometimes associated with impulsive, electron/He++-rich solar energetic particle (SEP) events (Wang et al. 2006; Nitta et al. 2015), emphasizing that jets accelerate particles on field open to interplanetary space.

Gyrosynchrotron microwaves and bremsstrahlung hard X-rays (HXRs) are complementary tools for studying flare-accelerated electron distributions, as they can both quantitatively measure those distributions. In principle, both should be
useful in studying electrons accelerated in jets, but in practice neither is typically observed from coronal jet tracks due to observational difficulties. HXR observations are dominated by footpoint emission in the (dense) chromosphere from downward-directed beams; emission from escaping electron beams in the low-density corona is typically too faint to be observed (Saint-Hilaire et al. 2009). Gyrosynchrotron observation requires a ground-based observatory measuring at the right time and right frequency range for the magnetic field specific to each event, and therefore is also usually not observed from jets. Type III radio emission is an excellent qualitative marker of accelerated electrons and their paths (e.g., Chen et al. 2013; Reid & Ratcliffe 2014), but due to the nonlinear processes in its generation, it cannot be used to quantitatively measure the emitting electron distributions.

The few jets studied in HXRs provide insight on the physical mechanism. Krucker et al. (2011) studied jet HXR footpoints and found the configuration to be consistent with interchange reconnection; most of the 16 events, identified via prompt in situ electron detections, exhibited three footpoints as opposed to typical two-ribbon flares. All HXR sources observed in that study were footpoint sources due to downward-directed electron beams impacting the chromosphere; any coronal sources in the jet were too faint to be observed. Bain & Fletcher (2009) and Glesener et al. (2012) did find coronal HXRs in jets, emphasizing the accelerated electrons’ access to open field. These rare observations were made possible due to an extraordinarily large electron flux in the former case and, in the latter, the fact that the flare footpoints were occulted by the solar limb. The partly occulted observation revealed a double coronal source early in the flare, suggesting a reconnection site between the sources, followed by a relatively intense, extended HXR source coplanar and cotemporal with the emerging jet. These HXRs imply accelerated electrons near the base of the jet, lower in altitude than the reconnection region, but it is not clear how electrons might access this site from the reconnection region. In that event, HXR emission was not strong enough for detailed spectroscopy to precisely determine the parameters of the emitting electron distribution.

In this work, we continue the progression of knowledge on accelerated electrons escaping the Sun in jets. While context measurements from Type III observations and in situ studies have long established the existence of these escaping electrons, it was not until the HXR studies of Glesener et al. (2012) and Bain & Fletcher (2009) that energetic estimates of the escaping populations could begin to be performed. These limited previous observations rarely allowed detailed spectroscopy due to limited HXR imaging dynamic range, and did not have cotemporal spectrally and spatially resolved microwave observations. In this work, we combine imaging and spectral HXR observation by the Reuven Ramaty High Energy Solar Spectroscopic Imager (RHESSI) with high-cadence spectroscopy from Konus-Wind, microwave spectral and imaging data from the Owens Valley Solar Array (OVSA), and extreme ultraviolet (EUV) data from the Transition Region and Coronal Explorer (TRACE). We do not know of any previous flare-related jet that has been studied using this set of observational tools. The observations are augmented by 3D modeling utilizing photospheric line-of-sight measurements of the magnetic field and linear force-free reconstruction of the coronal magnetic environment for one of the 16 jet events reported by Krucker et al. (2011). With these tools, we investigate accelerated electron distributions on open field; the relation of these accelerated electrons to the flare and the jet; and fast spectral changes in the HXRs and microwaves emitted by these particles. The GX Simulator framework (Nita et al. 2015, 2018) is used to develop 3D models of the flare and jet sources, which include open and closed magnetic flux tubes and distributions of thermal and nonthermal electrons within the sources. These models are validated via comparison with X-ray, EUV, and microwave data. The work demonstrates the use of HXRs and microwaves together to quantitatively constrain accelerated electron distributions in a jet.

2. Observations

2.1. EUV Data from TRACE

The TRACE spacecraft was an EUV imager that operated from 1998 to 2010 with an 8.5 arcmin field of view and a spatial resolution of 1 arcsec. TRACE measured flux in three EUV and several UV wavelengths sensitive to selected temperatures from 6000 K to 10 MK (Handy et al. 1999). On 2002 August 19, TRACE observed a solar jet associated with a flare from active region 10069 (see GOES curve in

Figure 1. Overview of the 2002 August 19 flare. (a) Dynamic spectra from the Cugloora Radio Observatory, showing Type III radio bursts. Although Type III emission is prevalent in this jet, the most intense plasma emission is not concurrent with the most intense broadband emission. (b) Broadband emission observed in OVSA microwaves, showing strong and quickly changing spectral variability. The dotted rectangle indicates the range of frequencies and times used to obtain the microwave image shown in Figures 2 and 7. The vertical dashed lines indicate the times for the instantaneous spectra used in our 3D modeling. (c) SXR light curves in two GOES channels. (d) HXR count time profiles from Konus-Wind and RHESSI. The RHESSI curve includes its eight segmented detectors (out of nine) and the counts have been scaled for comparison with Konus-Wind. The shaded area indicates the time interval used for RHESSI imaging shown in Figure 2.
Figure 2. Top panels: TRACE images at 195 Å as the jet evolves. The animation of this figure starts at 19 August 2002 20:57:18 UT and ends the same day at 21:15:26.0 UT. The video duration is 6 s. Middle row: RHESSI and OVSA contours overlaid on a TRACE 195 Å image of the emerging jet. All RHESSI and OVSA contour levels are 30%, 50%, 70%, and 90% of their respective maxima, and RHESSI images were produced using the CLEAN algorithm. At low energies, HXR emission is thermal and likely emanates from flaring coronal loops, while the highest energies are nonthermal and probably denote footpoints at the base of the flare/jet. In the intermediate range (18–30 keV), some HXR emission is elongated along the jet. Bottom row: RHESSI and TRACE emission overlaid on MDI magnetograms. (An animation of this figure is available.)

Figure 1), with coverage in the 195 Å filter at approximately 23 s cadence during the impulsive part of the event. This passband is sensitive to Fe XII and Fe XXIV lines with peak temperature sensitivity at \( \log(T(\text{MK})) = 6.2 \) and 7.2, respectively (Landi et al. 2013). The top row of panels in Figure 2 shows TRACE snapshots of the jet. Some panels evidence saturation and diffraction during the bright flare, which had a GOES class of M3.1. EUV jet emission continued for several minutes after the initial bright phase.

TRACE pointing knowledge is not precise and could be incorrect by a few arcsec (Handy et al. 1999). For the 2002 August 19 event, there are no context observations at a similar time and wavelength that can be used for absolute calibration of this pointing. Instead, we coaligned quiescent Fe XII plage features observed by TRACE to SOHO/MDI magnetic data.

The primary feature utilized can be seen in Figure 2 extending southeast from \( \sim [520, -310] \) arcsec. All TRACE images shown in this paper include this alignment correction.

2.2. HXR Data from RHESSI and Konus-Wind

The flare/jet event was observed by the RHESSI spacecraft, which provides high-resolution X-ray spectra and full-disk images of the Sun from 3 keV to 17 MeV (Lin et al. 2002). RHESSI utilizes high-purity germanium detectors and rotation modulation collimation, an indirect, Fourier-based imaging system (Hurford et al. 2002). RHESSI emission comes from two types of populations: hot thermal (\( \gtrsim 10 \) MK) plasma and accelerated electrons. The brightest nonthermal HXR sources customarily occur at flare footpoints; due to limited imaging
dynamic range, RHESSI only occasionally observes fainter nonthermal sources in the corona.

The middle row of panels of Figure 2 shows RHESSI images in three energy ranges for the 2002 August 19 flare overlaid on a TRACE 195 Å image of the emerging jet. Images were produced using the CLEAN method with subcollimators 1, 3, 4, 5, 6, and 7 and a clean beam width factor of 0.9, integrated over 28 s. This set of subcollimators is chosen to elucidate fine structure in the flare and jet. All three RHESSI images show contour levels at 30%, 50%, 70%, and 90% of their respective maxima. At low energies (10–18 keV), HXR emission is dominated by the thermal flare, while the highest energies (30–100 keV) are nonthermal and most likely trace out footpoints at the base of the flare/jet. In the intermediate range (18–30 keV), HXR emission is elongated along the jet, as indicated by the 30% green contour. (No imaging was attempted below 10 keV because RHESSI’s thickest attenuator was inserted.) The RHESSI sources at the flare and the jet are not isolated enough to perform imaging spectroscopy to separate the sources. X-ray power-law spectral fits to the spatially integrated emission were performed using the RHESSI OSPEX software and are used as upper limits on the emission from any sub-component; see Section 3. Integrated spectra (not shown) indicate that 10–18 keV and 30–100 keV emissions are part of the thermal and nonthermal spectral components, respectively, but the spectral shape of the 18–30 keV emission cannot be determined.

While RHESSI provides detailed images and spectra throughout the evolution of the event, its time resolution is limited by its rotation modulation. Straightforward time profiles (i.e., without attempting demodulation) can be produced on a cadence $\gtrsim 2$ s (half a spacecraft rotation). For high-cadence spectroscopy (though not imaging), we turn to HXR data from the Konus instrument aboard the Wind spacecraft (Konus-Wind, in operation since 1994; Aptekar et al. 1995; Pal’shin et al. 2014). Konus-Wind uses NaI(Tl) crystals to measure photons from astrophysical sources from $\sim 10$ keV to 15 MeV. Konus-Wind light curves in two high-energy bands are shown in Figures 1 and 3. The instrument records energy spectra independently from the light curves (Aptekar et al. 1995) using an adaptive spectrum accumulation duration based on the signal intensity; thus, the spectra are taken over a number of uneven time intervals. However, as has been demonstrated by Fleishman et al. (2016b, Equation (4)), the electron spectral index can be accurately recovered from the hardness ratio determined using two wide channels only, G1 and G2 (20–70 and 70–300 keV, respectively). This ratio is available with a subsecond cadence of 16–256 ms.

The time history of the Konus-Wind power-law index $\delta$ of the electron distribution is shown in Figure 3(b), with the RHESSI derived power-law index calculated at a second-cadence overplotted. Fast time variations down to subsecond timescales are apparent in the Konus-Wind intensity and spectral index. Most notably, each HXR peak corresponds to a decrease in $\delta$, i.e., a momentary spectral hardening. The relationship between HXR flux peaks and spectral hardening is explored more quantitatively in Figure 4, where clear correlations are evident between the spectral index and the flux measured in Konus-Wind channels G1 and G2. Figure 4 also shows a lag-correlation analysis, suggesting that the spectral hardness is delayed by roughly 0.2 s relative to the intensity peaks in G1 (20–70 keV), while the data are consistent with zero time lag between the intensity peaks in G2 (70–300 keV) and spectral hardening. This implies that a duration of $\sim 0.2$ s is needed for the electrons with energy $\gtrsim 20$ keV to be accelerated up to $\gtrsim 100$ keV.

Figure 5 examines the timescales of the fast HXR fluctuations. A typical pulse duration can be measured as the width of the autocovariance of the time profile. The left panel shows the autocovariance of the Konus-Wind 70–300 keV light curve for the 1 minute impulsive phase shown in Figure 3(b), as well as that for the same profile smoothed over 3 s (effectively a low-pass filter that removes the fast time variation). In the right panel, an autocovariance for the difference of the raw and smoothed time profiles isolates the contribution of the quickly varying component. The FWHM of this curve (with height measured from peak to valley) is 1.05 s. This is the average pulse duration; note that visual inspection of the light curve in Figure 3(b) shows that some peaks are subsecond. At longer timescales, the autocovariance deviates from that of the smoothed curve at widths of 11.3 and 18.4 s, with smaller
deviations at widths of 6.4 and 24.6 s. The short pulses are too fast for RHESSI to resolve using traditional RHESSI time binning, making this a rare observation enabled by the use of Konus-Wind data.

### 2.3. Microwave Data from OVSA

Microwave data from OVSA are highly complementary to the RHESSI X-ray data in that they offer a second method by which to measure flare-accelerated electrons that produce gyrosynchrotron emission. Before decommissioning in 2010, OVSA (Hurford et al. 1984; Gary & Hurford 1994) provided total power data in the form of dynamic spectra (Nita et al. 2004), from which instantaneous spectra or frequency-specific light curves could be derived and analyzed, and interferometric data for imaging. Recently, microwave imaging with OVSA has become more easily accessible with a newly calibrated OVSA legacy data base and updated OVSA imaging software (Nita et al. 2014).

For our jet-associated microwave burst, we employ both spectral and imaging OVSA capabilities, as briefly outlined in Fleishman et al. (2016a, Section 4.2) and described in the OVSA imaging manual in more detail. Using the SSW ovsa_explorer widget, we identified the burst time from a calibrated solar observation data set, subtracted the pre-burst background, and fit sequentially all instantaneous spectra using a built-in fit function. For this fit, we assume the broadband emission has a spectral shape consistent with a generic function that has the form (Stahli et al. 1989; Nita et al. 2004)

\[ S = e^{Af^\alpha} \left[ 1 - e^{-e^{f\beta}} \right], \]

where $f$ is the frequency in GHz, and $A$, $B$, $\alpha$, and $\beta$ are the free fitting parameters that yield the physical parameters of interest. For example, the low-frequency spectral index is $\alpha_{\text{lf}} \equiv \alpha$, while the high-frequency spectral index is $\alpha_{\text{hf}} = \alpha - \beta$. The fit results shown in Figure 6 reveal strong time variability in the spectral fit parameters: the spectral peak frequency, $f_{\text{peak}}$, and the high- and low- frequency spectral indices, $\alpha_{\text{hf}}$ and $\alpha_{\text{lf}}$. This spectral parameter variability closely follows the microwave light curve variability seen in Figure 3. We note that this simple spectral fitting has assumed a single component to the spectrum. As this does not generally need to be the case, the 3D modeling described in Section 3 will include multiple components and spatially varying magnetic fields.

The OVSA images are produced from the uv-files using the IDL widget-based application wimagr. This application can generate images using CLEAN or CLEAN+SelfCal methods.
Figure 7 displays in black contours an OVSA image synthesized along the jet, rather than from a closed magnetic field. Fleishman et al. deconvolved a Gaussian source model, which was employed in import other context images for comparison, and save the results with various combinations of time and frequency synthesis, import other context images for comparison, and save the results in various formats. Most recently, the capability to analytically deconvolve a Gaussian source model, which was employed in Fleishman et al. (2015) following Wild (1970), has been added. Figure 7 displays in black contours an OVSA image synthesized over time (96 s at the burst peak) and frequency (3.2–5.4 GHz) obtained using the CLEAN+SELFCAL restoration method; it is overlaid on a TRACE 195 Å image. These time and frequency boundaries are also shown in the OVSA time profile in Figure 1(b). In addition, Figure 7 shows a model Gaussian deconvolved source (red) obtained using the built-in analytical deconvolution of a Gaussian source and a Gaussian beam proposed by Wild (1970), where the effect of the finite and anisotropic beam of the array (dotted oval) has been removed. To produce an OVSA image, high flux and precise, accurate phase determination are required. Phase error increases with frequency, and we were not able to produce reasonable images above 5 GHz. At low frequencies (e.g., 1–2 GHz), where the jet is more dominant, there is not sufficient flux to produce OVSA images.

The OVSA phase calibration employs observations of cosmic sources; thus, normally, the accuracy of source location is only limited by the phase fluctuations of the cosmic source (“calibrator”) measurement—typically, a few arcsec. No additional coalignment was applied to plot the image in Figure 7. Comparison of the magnetic topology highlighted by the TRACE image with the deconvolved microwave image suggests that the imaged microwave emission is elongated along the jet, rather than from a closed magnetic flux tube associated with the X-ray sources. Indirect support for this possible role of the jet comes from the relative lack of signatures of trapping, which would broaden the temporal peaks in the radio emission time profile.

3. 3D Modeling

To facilitate solar 3D modeling and comparison with data the NJIT group developed a powerful tool, GX Simulator (Gyrosynchrotron/X-ray Simulator), which is now in SolarSoft (Nita et al. 2015, 2018). The tool allows the user to create a 3D model from an imported photospheric magnetic base map. In GX Simulator, various aspects of the model can be displayed, manipulated, or altered, such as magnetic field components, field lines, flux tubes, thermal and nonthermal density, and nonthermal energy parameters (e.g., power-law index, pitch angle, high/low-energy cutoffs). We use the tool to build 3D models using realistic magnetic configurations obtained from force-free extrapolations of photospheric magnetograms from the Michelson Doppler Imager (MDI; see Figure 2 for the magnetogram in comparison with the flare/jet). We then compute emission in EUV, HXRs, and radio by numerically solving the corresponding radiative transfer equations. We thus synthesize, from a single 3D model, multi-wavelength images and spectra and compare them with all available observed data to validate the model.

3.1. Approach to Magnetic Field Modeling

The 195 Å TRACE EUV images illustrate a complex magnetic topology, which is unlikely to be recovered using either a potential field (PF) or a linear force-free field (LFFF) model of the coronal magnetic field; thus, a nonlinear force-free field (NLFFF) model would be the most suitable for 3D magnetic field modeling, as in Kuroda et al. (2018). However, NLFFF modeling requires vector components of the magnetic field at the photosphere, which were unavailable at the time of our event. Instead, we create separate magnetic data cubes for distinct components of the overall magnetic structure. Modeling them individually using LFFF extrapolations allows those different components, which may be closed or open field, to have dissimilar values of the force-free parameter $\alpha$, as in Fleishman et al. (2016b). In particular, different models must be developed for the presumably highly variable microwave emission from the jet and (more gradual) emission from any closed loops, from which most of the SXR emission originates.

Next, we develop two different models for two time frames indicated by dashed vertical lines in Figure 1(b). At time
UT, the microwave emission evidences a valley between peaks (presumably a slowly varying pedestal due to a trapped component), while at 21:01:30 UT (close to the peak of the burst) the jet produces a highly variable component. We refer to these as “pre-jet” and “jet” intervals.

3.2. Modeling the Pre-jet Interval: Closed Field

For the pre-jet time (21:00:34 UT) we use the morphology implied by the observed X-ray structure as an initial guess. We find that the data near the flare site are well represented by an LFFF extrapolation (3D magnetic data cube) with force-free parameter $\alpha = (8 \pm 2) \times 10^{-10} \text{ cm}^{-3}$. Our closed field lines computed from the extrapolated 3D magnetic data cube connect all three primary nonthermal HXR sources observed in the event; see Figures 8(a) and (b). Using one of these field lines as a reference, we create a flux tube (flux tube I in Figure 8) connecting two HXR sources, presumably footpoints, and fill this loop with hot, dense, thermal plasma ($T = 29 \text{ MK}, n_0 = 10^{11} \text{ cm}^{-3}$) and nonthermal electrons with a loop-top number density $n_b = 4 \times 10^9 \text{ cm}^{-3}$ above $E_{\text{min}} = 25 \text{ keV}$. A relatively dense thermal plasma is needed to avoid, via Razin suppression, otherwise strong microwave emission at frequencies below 10 GHz. The total number of nonthermal electrons integrated over the loop volume is $\int n_b dV \approx 2.8 \times 10^{34}$. Any larger nonthermal number density would overestimate the HXR flux compared with that observed, while a larger thermal density or lower temperature would overestimate the TRACE 195 Å emission.\(^5\) Taking the nonthermal electron spectral index to be $\delta = 4.8$, which ensures the correct high-frequency slope of the microwave emission, we find that the modeled microwave spectrum matches the observed one; see Figure 9(a). This tells us that the nonthermal electrons trapped in the loop connecting the HXR footpoints do play a role in forming the slowly varying microwave emission, which may form the pedestal on top of which the highly variable emission is superimposed. This flux tube alone is insufficient to reproduce the thermal X-ray emission. Thus, we added one more thermal loop with number density $n_0 = 6 \times 10^{10} \text{ cm}^{-3}$ ($EM = 5.16 \times 10^{47} \text{ cm}^{-3}$) and temperature $T = 25 \text{ MK}$, consistent with those obtained from the RHESSI fit. The components together well reproduce both the low-energy imaging data and the spectrum (Figure 9(c)). The agreement between the model and data is perfect due to the recently added ability of GX Simulator to account for collisions not only with hydrogen, but with other atoms, as well as free–free and free-bound transitions, various line emissions in the thermal part of the spectrum, and thick-target emission in the nonthermal part of the spectrum. The data cube so far, however, does not include an open magnetic flux tube matching the EUV jet.

\(^5\) A routine computing the EUV TRACE emission has been recently added to GX Simulator SSW distribution.
Figure 7. OVSA image synthesized over frequencies 3.2–5.4 GHz and 96 s at the burst peak, overlaid on the TRACE jet. Black contours show the OVSA image produced via the CLEAN+SELCAL method, and the dotted white oval shows the CLEAN beam size (FWHM). Deconvolution of the CLEAN beam from the image produces the elliptical source shown in red, which is elongated roughly in the direction of the jet, suggesting that the microwave emission emanates from the jet itself.

3.3. Modeling the Jet: Open Flux Tube

To create the jet-like open flux tube requires a less twisted magnetic structure, which we illustrate by creating a separate model for the first time frame, 21:01:30 UT. To produce the required magnetic data cube, we employ an LFFF extrapolation with force-free parameter $\alpha = (1.5 \pm 0.8) \times 10^{-10}$ cm$^{-1}$ (almost PF); see Figure 8(c). We populate this open flux tube with moderately dense hot thermal plasma ($T = 2.05$ MK, $n_0 = 10^{10}$ cm$^{-3}$; needed to make the jet visible in the 195 Å channel) and nonthermal electrons ($n_e = 1.5 \times 10^7$ cm$^{-3}$ above $E_{\text{min}} = 25$ keV, and spectral index $\delta = 5$). The total number of nonthermal electrons integrated over the jet volume is $\int n_e dV \approx 2.9 \times 10^{34}$. The spectral index of the nonthermal electrons at the jet is not well constrained by the data, but its exact value has only a minor effect on the optically thick low-frequency emission. The nonthermal electron density and spatial extent of the nonthermal electrons are reliably constrained by the data at least within a factor of a few. Microwave emission computed from this jet model yields the elongated roughly in the direction of the jet, suggesting that the microwave emission shows the CLEAN beam size model for the second time frame, 21:01:30 UT. To produce the model, we created a separate channel with moderately dense hot thermal plasma and spectral index constrained by the data at least within a factor of a few.

3.4. Observational Constraints and the Allowed Parameter Ranges for the Modeled Distributions

Table 1 gives a summary of the GX Simulator electron distributions including thermal and nonthermal parameters for all of the modeled loops, both at the initial time (21:00:34 UT) when only two twisted loops are included, and at the later time of the jet (21:01:30 UT) when the structure has changed to an open set of field lines (along which the jet emerges) and one closed loop. Here, we discuss the parameter ranges and how they are constrained by the broad set of observations. We do not guarantee that this model is a unique solution; it is conceivable that other flux tube geometries and other spectral assumptions (besides our assumed gyrosynchrotron model) could fit the data. However, after an extensive (though non-exhaustive) effort to seek believable alternatives, we did not find other configurations or models that well represented all the data sets.

The magnetic field lines were extrapolated from SOHO/MDI data using LFFF extrapolation, with force-free parameters selected so as to reproduce the magnetic connectivity suggested by the data, as explained in Section 3.1. The parameters given are the best-fit values based on these extrapolations. The force-free parameter has an overall “nominal” value and varies slightly along each flux tube due to numerical effects in the LFFF modeling; this range of variance is given in the table. In all cases, the extrapolated field lines connect the HXR footpoints and match the location of heated plasma observed by TRACE.

3.4.1. Time Interval 1: Loops I and II

For Loops I and II, we use thermal parameters (emission measure $EM$, temperature $T$) constrained by spectral fits to RHESSI integrated data, so the thermal plasma parameters...
closely agree with the X-ray data. Nonthermal parameters in the tens-of-keV range (cutoff energy $E_0$ and spectral index $\delta_1$) are also fit from an integrated RHESSI spectrum. As is often the case in fitting RHESSI integrated spectra, the low-energy cutoff of the electrons is poorly constrained in the presence of bright thermal plasma. The fit value (25 keV) is best viewed as an upper limit on this parameter. To ensure that our results do not hinge on our adjusting this parameter, we use 25 keV as the low-energy cutoff for all nonthermal electron distributions considered in this paper. If the value is truly lower, then even more energy is present in accelerated electrons. (See Section 3 of Holman et al. 2011 for a thorough discussion.) The loop width is taken to match the low-frequency, optically thick part of the microwave emission. This emission is fully defined by the product of only two parameters: source area and brightness temperature. The latter is fully defined by the magnetic field (fixed for a given flux tube) and parameters of the nonthermal electron distribution (fixed from the X-ray fit), meaning that the loop area can be derived from the microwave data.

The remaining parameters are the break energy, high-energy spectral index, and the maximum energy; all of these high-energy parameters are constrained by the microwave data. The observed microwave spectrum is well reproduced with a single power-law electron distribution ($b = 4.8$; see Table 1) if the maximum electron energy $E_{\text{max}} \sim 400$ keV. If we instead permit the maximum electron energy to be larger than $E_{\text{max}} > 500$ keV, then a double power-law model is needed with a break around 300 keV. In other words, a softening of the distribution above 300 keV is necessary, whether by a break in the power law or a hard cutoff to the distribution. The details of this softening have a negligible effect on our computation of total electron energy or in the interpretation of the scenario, but a single power-law extending to the energies above 500 keV is excluded. Table 1 lists parameters for only a single power law.

3.4.2. Time Interval 2: Jet plus Adjacent Closed Loop

The X-ray, EUV, and microwave data work together to constrain the thermal distribution at this time. The jet density must be below $\sim 1.7 \times 10^{10}$ cm$^{-3}$ so that the cutoff frequency is below $f = 1.2$ GHz (where the microwave spectrum starts). We approximate this density in our model as $n_0 = 1 \times 10^{10}$ cm$^{-3}$. This density could be adjusted, but should not be orders of magnitude lower or the jet would not be observed in the EUV given the TRACE 195 Å response and reasonable temperatures.

For the closed loop, the thermal density is taken to be $n_0 = 2 \times 10^{11}$ cm$^{-3}$. Values larger than this would violate three observational constraints: (1) 195 Å emission would be stronger than observed for all reasonable coronal (including flaring) temperatures; (2) SXR emission would be stronger than is observed; and (3) the microwave spectrum would be dominated by a free–free component, which would not match the observed microwave spectral shape. The density could be smaller but would require adjustment of the loop geometry; therefore, there is a range of thermal densities that could fit the observed data. For the likely value of $1 \times 10^{10}$ cm$^{-3}$ for the jet density, a temperature of 2.05 MK fits the measured TRACE 195 Å emission from the jet location. As the TRACE 195 Å temperature response function (Handy et al. 1999) decreases for all higher temperatures, a higher density would be required for any jet temperatures higher than this (and would violate the density constraint from microwave data mentioned earlier).

For the closed loop, a density of $n_0 = 2 \times 10^{11}$ cm$^{-3}$ can produce the observed 195 Å brightness at the jet base, where this loop is located, for a temperature between 7.3 and 10.6 MK. Since the plasma temperature is not constrained within this range, we choose a temperature of 7.3 MK.

For the nonthermal electrons in the jet, the microwave spectrum deviates from observations if the upper cutoff to the electron energy $E_{\text{max}}$ is below $\sim 300$ keV; it is not well constrained from above. Further decrease of this parameter could be compensated by an increase of the source area, but this would be in conflict with the microwave source size. For the closed loop, the microwave spectrum deviates from observations if $E_{\text{max}} < 0.8$ MeV. In the model we use $E_{\text{max}} = 0.9$ MeV.

4. Discussion

To recap the observations, we find high time variability in HXRs and microwaves, with HXR spectral hardening strongly correlated with fast bursts of intense flux. HXR images are dominated by the flaring (thermal) loops at low energies and (nonthermal) footpoints at high energies, but at intermediate energies ($\sim 18–30$ keV), some RHESSI emission is elongated.
along the jet, where OVSA data also reveal an elongated microwave source at the location of the jet.

We interpret the fast HXR spikes as bursts of particle acceleration, and the duration of these peaks gives the timescale over which electrons are accelerated. The very short time lag between the burst intensity and its hardening (less than 200 ms in the case of G1 and no lag in the case of G2) implies that electrons are accelerated quickly to $\sim 100$ keV. Combining the time lag from Figure 4 with the peak width from Figure 5, we conclude that the event exhibits electron energy increases on an average timescale of 0.2 s, with acceleration episodes lasting, on average, 1 s. Once accelerated, the electrons that have access to open field simply escape, so there is no lengthening of HXR pulse durations due to magnetic trapping. We surmise that the short pulses are associated with the acceleration of electrons into the jet. Because these electrons escape, many injections over a substantial time interval are needed to replenish the electrons and produce observable emission; this is consistent with the high variability lasting for $\gtrsim 1$ minute in the HXR and microwave time profiles. For accelerated electrons that are injected into the flare loop, on the other hand, trapping could lengthen the duration of associated HXR and radio components; this could account for the $>10$ s timescales in the Konus-Wind data and the pedestal in the microwave emission. We note that Kiplinger et al. (1983) performed a search for fast HXR variations, finding them in $\sim 10\%$ of the flares studied. Qiu et al. (2012) and Cheng et al. (2012) also found $<1$ s HXR peaks in demodulated RHESSI data. It is difficult to tell from these past studies (using data taken before the SDO era, and only occasionally overlapping with TRACE coverage) whether these quickly varying

Figure 9. Top row: observed microwave total power spectra at two time frames: 21:00:34 UT (a) and 21:01:30 UT (b) and the corresponding synthetic spectra obtained from the 3D models using GX Simulator. The dotted line in panel (b) shows the contribution computed from the closed flux tube, while the dashed line shows the contribution from the jet itself, necessary to reconcile the observed data at low frequencies. Bottom row: observed and modeled X-ray emission for the two time intervals: 21:00:34 UT (c) and 21:01:30 UT (d). In panel (d), the model shown by the solid line considers only the contribution from the jet-related part of the model, Figure 8(c); its contribution to the total X-ray spectrum is small throughout the spectrum. The relative contribution of the jet electrons to the predicted X-ray spectra agrees with RHESSI imaging data, which reveal the jet only (and barely) in the 18–30 keV range.
Field and Electron Distributions Modeled in GX Simulator Based on MDI, RHESSI, OVSA, and TRACE Data

| Parameter | Symbol, units | Loop I | Loop II | Open Jet | Adjacent Loop |
|-----------|--------------|--------|---------|----------|---------------|
| Time      |              | 21:00:34 UT | 21:01:30 UT |          |               |

**Central field line:**
- Length: $l$, cm
- Force-free parameter: nominal $\alpha/(10^{-10} \text{ cm}^{-1})$
- Along the flux tube $\alpha/(10^{-38} \text{ cm}^{-1})$
- Number of twists $N_{\text{sw}} = \alpha/(4\pi)$
- Magnetic field, positive footpoint $B_{fl}$, G
- Magnetic field, negative footpoint $B_{ar}$, G
- Magnetic field, loop top $|B_{\text{ref}}|$, G

**Flux tube:**
- Reference cross-section radius $a = b$, cm
- Model volume: $\int n_{0}dV$ / $\int n_{0}dV$

**Thermal plasma:**
- Number density at central field line $n_{0}$, cm$^{-3}$
- Emission Measure: $EM$, cm$^{-3}$
- Mean number density: $\int n_{0}dV$ / $\int n_{0}dV$
- Temperature $T$, MK
- Parameters of transverse distribution $p_{0}$, $p_{1}$, $p_{2}$, $p_{3}$
- Parameters of distribution along the loop $
u_{0}$, $\nu_{1}$, $\nu_{2}$

**Nonthermal electrons:**
- Number density at central field line $n_{e}$, cm$^{-3}$
- Mean number density: $\int n_{e}dV$ / $\int n_{0}dV$
- Parameters of transverse distribution $p_{0}$, $p_{1}$, $p_{2}$, $p_{3}$
- Parameters of distribution along the loop $\nu_{0}$, $\nu_{1}$, $\nu_{2}$
- Total electron number $N_{e}$, cm$^{-3}$
- Low-energy cutoff $E_{0}$, keV
- Maximum electron energy $E_{\text{max}}$, MeV
- Electron spectral index $\beta_{e}(\leq E_{\text{break}})$

Notes:
- In our case, the reference location is chosen to be that of minimum magnetic field value.
- The distribution is described by Equation (4).
- The distribution is described by Equation (3).
- The distribution is described by Equation (2).
- The distribution is described by Equation (6).
- The distribution is described by Equation (5).

Events were systematically associated with jets. Future work will explore this subject using more recent observations.

The variability observed in OVSA data is unusual for a microwave burst but when observed is interpreted as pulsed or beam-like acceleration of electrons (e.g., Altyntsev et al. 2008; Fleishman et al. 2008). This behavior is difficult to reconcile with variability of a single nonthermal electron population due to transport effects in a given magnetic flux tube, and instead either requires a number of distinct sources (loops) or a sequence of distinct acceleration/injection episodes in a single source. However, strong variability of the spectral peak frequency, sensitive to the magnetic field value at the source, favors the scenario with multiple sources—loops with accordingly different magnetic field magnitudes. Most of the microwave emission comes from the closed loop (A), while a contribution from the open field with a lower magnetic field magnitude is needed to account for the low-frequency spectral knee. While gyrosynchrotron is not the only mechanism that can produce broadband microwave emission, we do not find reasonable alternatives for this event. We attempted fits to the microwave data using a thermal bremsstrahlung model and found that this scenario would require unphysically large densities or source sizes; in either case, the emission would violate RHESSI observational constraints. Additionally, cooling and heating timescales in the corona would not allow the observed fast ($\lesssim 1$ s) time variations for a thermal population.

The question of symmetry (or lack thereof) in numbers of flare electrons accelerated upward (toward interplanetary space) versus downward (toward the chromosphere) is important for flare acceleration theories, but is poorly understood to date. Some studies of in situ electrons at 1 au find that escaping electrons represent only a minor (<1%) fraction of the electrons accelerated in flares (Lin & Hudson 1971; Krucker et al. 2007). However, more recent work found similar energies in electrons accelerated upwards and downwards (James et al. 2017). In our event, the combination of the data and 3D modeling allows us to estimate the nonthermal electron population in the open, jet-forming flux tube, finding ($\sim 3 \times 10^{34}$) electrons above 25 keV on the open field. This is comparable to the number of electrons in the closed flux tube. Our result is in line with the work of James et al. (2017) and also with a recent finding of Fleishman et al. (2016b), who analyzed a flare produced by an interaction between two loops.
one small and one large. In that flare the accelerated electrons were divided roughly equally between the two loops.

5. Conclusions

In summary, we have used a combination of HXR, EUV, and radio data, combined with modeling of the emission from thermal and accelerated electron populations, to form a credible spatial and energetic distribution for the accelerated electrons in a solar jet. The direct microwave detection and the HXR upper limits are needed to construct the simulated accelerated electron distribution. As far as we are aware, this is the first case in which microwave gyrosynchrotron emission has been detected from an open, rather than closed, magnetic configuration, and is the most direct constraint to date on the accelerated electron population within a solar jet. It is extremely important that the model built using actual magnetic field data yields an excellent match of the simulated and observed radio image and spectrum, thus validating and quantifying the nonthermal electron distribution on the open field flux tube. We stress that for the identification and analysis of such an event, the necessary approach was the careful consideration of HXR, EUV, and radio data combined with modeling.

Jets occupy an important role in solar and heliospheric physics, as they provide a direct way for impulsive solar events to influence the heliosphere. We expect the study of jets to become even more prominent with the promise of in situ measurements by Solar Probe Plus and Solar Orbiter, which will measure the energetic particles that reach the heliosphere directly and through their Type III radio emission. Future investigation using cutting-edge instruments will utilize direct imaging of solar HXRs—for example using the technology from the successful FOXSI rocket program (Krucker et al. 2014; Glesener et al. 2016)—as well as the microwave imaging spectroscopy offered by EOVSA (e.g., Gary et al. 2018). With these instruments, the escaping electrons could be imaged at their source and these measurements could be compared with those at multiple points in the heliosphere, allowing for a complete picture of electron acceleration and transport.

This work was supported in part by NSF grants AST-1615807 and AGS-1817277, NASA grants NNX16AL67G, 80NSSC18K0015, and 80NSSC18K0667 to the New Jersey Institute of Technology, and by an NSF Faculty Development Grant (AGS-1429512) to the University of Minnesota. The authors are grateful to Alexandra Lysenko and the Konus-Wind team for making their data available, and to Dale Gary, Gelu Nita, Säm Krucker, and Sophie Musset for insightful comments on the text.

Appendix

Some Definitions in GX Simulator

A.1. Thermal Plasma Distribution

The distribution of the thermal electrons along the spine of the flux tube (i.e., along the reference field line shown in red in Figure 8(a)) may be a hydrostatic equilibrium (barometric) distribution, which is the default, in which case it is controlled by temperature $T_0$:

$$n_0(s(z)) = n_0 \exp \left\{ -\frac{z}{6.7576 \times 10^{-4} R_\odot T_0} \right\},$$

where $n_0$ is the maximum number density along the field line (in this case, at the footpoint), $z$ is the height above the photosphere, and $R_\odot$ is the solar radius. Alternatively, $n$ can be an arbitrary, user-defined, function of $s$, the position along the loop. If the default distribution is inconsistent with the data, we employ the following, generalized Gaussian distribution, which we also use in the case of nonthermal electrons (see below):

$$n_0(s) = n_0 \exp \left\{ -\left[ q_0 \left( \frac{s - s_0}{l} + q_2 \right)^2 \right] - \left[ q_1 \left( \frac{s - s_0}{l} + q_2 \right)^3 \right]^2 \right\},$$

where $l$ represents the length of the loop central field line, the parameter $q_0$ controls the width of the Gaussian, and $q_2$ indicates where the Gaussian has a maximum relative to a pre-selected $s_0$ reference point (e.g., the loop top).6

For each location $s$ along the flux tube spine, the transverse distribution is defined as a two-dimensional (2D) generalized Gaussian function

$$n_0(x, y, s) = n_0(s) \exp \left\{ -\left( \frac{p_{0x}}{a(s)} \right)^2 - \left( \frac{p_{0y}}{b(s)} \right)^2 \right\},$$

where $a(s)$ and $b(s)$ represent semi-axes of the reference elliptical cross-section of the flux tube located at $s = s_0$; $a$ and $b$ scale together with $s$ following magnetic flux conservation such as $B(s)a(b(s)) = \text{const.}$ $p_0$ controls the width of the Gaussian.

A.2. Nonthermal Electron Distribution

The default distributions of the nonthermal electrons along and transverse to the flux tube spine are the same as Equations (3) and (4) for the thermal electrons:

$$n_b(s) = n_b \exp \left\{ -\left[ q_0 \left( \frac{s - s_0}{l} + q_2 \right)^2 \right] - \left[ q_1 \left( \frac{s - s_0}{l} + q_2 \right)^3 \right]^2 \right\},$$

$$n_b(x, y, s) = n_b(s) \exp \left\{ -\left( \frac{p_{0x}}{a(s)} \right)^2 - \left( \frac{p_{0y}}{b(s)} \right)^2 \right\} - \left( \frac{p_{0x}}{a(s)} \right)^4 - \left( \frac{p_{0y}}{b(s)} \right)^4 \right\}. \quad \text{(6)}$$

An important point is that the parameters $q_i$ and $p_i$ are defined independently for the thermal and nonthermal electrons; thus, they do not necessarily coincide for the given flux tube.

6 The adopted convention is that the coordinate $s$ along the central (reference) field line of the flaring flux tube is zero where the magnetic field is at its minimum in absolute value. $s = s_{\text{min}} < 0$ at the footpoint of the positive magnetic field, while $s = s_{\text{max}} > 0$ at the footpoint of the negative magnetic field. The difference $s_{\text{max}} - s_{\text{min}} = l$, where $l$ is the field line length.
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