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ABSTRACT

The experimentally observed swelling and collapse response of weakly charged polymers to the addition of specific salts displays quite convoluted behavior that is not easy to categorize. Here we use a minimalistic implicit solvent / explicit salt simulation model with a focus on ion-specific interactions between ions and a single weakly charged polyelectrolyte to qualitatively explain the observed effects. In particular, we demonstrate ion-specific screening and bridging effects cause collapse at low salt concentrations whereas the same strong ion-specific direct interactions drive re-entrant swelling at high concentrations. Consistently with experiments, a distinct salt concentration at which the salting-out power of anions inverts from the reverse to direct Hofmeister series is observed. At this, so called 'isospheric point', the ion-specific effects vanish. Furthermore, with additional simplifying assumptions, an ion-specific mean-field model is developed for the collapse transition which quantitatively agrees with the simulations. Our work demonstrates the sensitivity of the structural behavior of charged polymers to the addition of specific salt and shall be useful for further guidance of experiments.

INTRODUCTION

Biopolymers as well as functional synthetic polymers in solution are subject to a complex set of interactions that are decisive for their molecular structure and function, e.g., as for folded versus unfolded states for proteins, or, more general, collapsed versus swollen states of a polymer. Typically those solvated polymers are weakly charged and constitute relatively heterogeneous, partially polar, partially hydrophobic, macromolecules. Hence their polymeric structure is greatly affected by the solvation environment. Apart from the solvent type (e.g., water), the polymer conformation can be conveniently controlled by the concentration and type of added cosolutes. In particular, ion-specific, also called Hofmeister effects, of salts on biopolymeric structure and phase behavior have been studied and highlighted in the recent years in an overwhelming amount of literature.

The Hofmeister effects on the polymeric structure and the phase behavior are very complex and polymer specific. In order to increase the accessibility to the problem, often model systems are employed. For instance, the poly-N-isopropylacrylamide (PNIPAM) homopolymer or elastin-like polypeptides (ELPs), which both exhibit hydrophobic collapse transitions at their respective lower critical solution temperatures (LCST), play an prominent role.

PNIPAM is neutral polymer with LCST at 32 °C. Charge groups can be introduced into the polymer structure by copolymerization, typically with weak or strong acids or bases. The electrostatic repulsion between charged monomers then leads to an increase of LCST in pure water and a strong response to added salt at millimolar salt concentration when charge screening sets in.

ELPs constitute a particularly nice model system as they can be expressed by bacteria in a strictly monodisperse fashion with different repeating sequences. One can thus easily modulate the hydrophilic, hydrophobic, and charged character of the ELPs together with their LCST. Salt-specific effects were studied not only for few neutral ELPs (e.g., V-120), but also for the weakly positively charged KV-120, and the weakly negatively charged DV-F-64.

For completely neutral polymers, e.g., pure PNIPAM or neutral ELPs, only two regimes of salt action were reported in the literature, see Figure (a). (I) Linear and rather steep decrease of the cloud point temperature (an approximate but direct measure of the LCST) with salt concentration was observed for most strongly hydrated salts, such as sulfates, acetates, fluorides, and chlorides. (II) Initial weak increase of the cloud point temperature at low salt concentrations, typically below 1 m, with subsequent decrease at higher concentrations. Only recently a third regime, which was predicted by computer simulations and is characterized by strongly attractive bridging
interaction, was found. Guanidinium thiocyanate, one of the most potent protein denaturants, steeply decreases the cloud point temperature below 1.5 M, and the temperature grows even more rapidly above 1.5 M salt. The relation of this to the phenomenon of cononsolvency in solvent mixtures is under discussion. Charged ELPs possess a more complex behavior due to the ion-specific screening at low salt concentrations. Figure 1(b), similar to the stability behavior of charged proteins.

It is now of fundamental importance to characterize the regimes in which specific salt-effects operate. This would allow to build a predictive model, which may be applied for determination of protein stability, but also for designing biomaterials of desired properties in their native environments. Computer simulations have already illuminated the action of varying solvents and cosolutes in coarse-grained simulations or all-atom simulations. Typically the results are interpreted by theories for chain structure and swelling, e.g., due to a counterion condensation at highly charged polymers or specific steric interactions. Yet, a quantitative description of ion-specific counterion condensation relies on all-atom simulations. Driven by increasing interest in cononsolvency and the action of mixed solutes on the polymer structure, a whole body of mean-field theories has been developed especially for the description of the coil-to-globule transition in mixed solvents.

Recently, we have developed a thermodynamic approach for neutral polymers (such as PNIPAM, or neutral ELPs) within the framework of preferential binding which helps interpreting the salt-specific thermodynamic fingerprints of cosolute-polymer interactions. A similar model was used and extended to include non-specific screening effects for weakly charged polymers. In this work we aim to fully understand the complex data for charged elastin (selected data shown in Figure 1(b)). For this purpose we devise a generic simulation model of a charged polymer with different charge fractions in uni-univalent salt solutions. The ion-specificity of salts steps in by systematically varying the polymer-ion interactions, i.e., from more repulsive, mimicking strongly hydrated ions (extreme 'kosmotropes'), to very attractive, mimicking weakly hydrated ions (extreme 'chaotropes'). Our previous simulations of neutral polymers exhibiting simple upper CST (UCST) have already demonstrated a non-trivial response of the polymer, where collapse by depletion, swelling through weak attraction, and re-entrant collapse by strong attractions have been observed. As indicated by experiments, the situation becomes more complex in charged systems, where screening and synergetic cation and anion interactions with the polymer are expected. In this work, we therefore complement the simulations with a new theory that extends our Flory-type mean-field model for neutral polymers with approaches for ion-specific screening.

**MODEL AND METHODS**

In our model, a single polymer chain containing $N_{mer} = 200$ coarse-grained monomer units is used. Monomers bearing a charge $+e$ or $-e$ are evenly (equidistantly) distributed along the chain to obtain the desired charge fractions $\xi$ of 0, 5 and 10%, for cationic or anionic chains, respectively. Furthermore, coarse-grained ions (counter-ions of the polyelectrolyte and uni-univalent electrolyte) are explicitly resolved in the implicit solvent environment. All beads, i.e., monomers and ions, interact via the Lennard-Jones (LJ) pair potential, that is

$$U_{LJ}^{ij} = 4\varepsilon_{ij} \left[ \left( \frac{\sigma_{ij}}{r} \right)^{12} - \left( \frac{\sigma_{ij}}{r} \right)^{6} \right] .$$

The charged particles furthermore interact through the standard Coulomb potential. The relative permittivity of the background corresponds to water at room temperature with a dielectric constant $\varepsilon_r = 78$. This results in the Bjerrum length $l_B = e^2/\varepsilon_r k_B T = 0.7 \text{ nm}$ at $T = 298 \text{ K}$, where $e$ is the elementary charge and $k_B$ is the Boltzmann constant.

The bonds between adjacent monomers in the polymer chain are modeled with a harmonic potential with a spring constant $k = 100 k_B T \text{ nm}^{-2}$ and a bond length $b = 0.38 \text{ nm}$. Neither angular, nor torsional potential is applied. Non-bonded interactions between adjacent monomers are excluded.

The non-interacting polymer chain having $N_{mer} = 200$ segments each $b = 0.38 \text{ nm}$ long is considered as an ideal reference of our simulation setup. The ideal radius of gyration equals to $R_g^{\text{id}} = b \sqrt{N_{mer}/6} = 2.19 \text{ nm}$.

The solvation characteristics of ions cannot be captured directly in the implicit solvent model. Instead the value of the second virial coefficient $B_2$ for the monomer–ion interaction (without electrostatics) can be used as a global measure of the hydrated character and ion-specific affinity to the polymer. Strongly hydrated ions prefer to stay in the bulk solution thus there is a net repulsion between them and the uncharged polymer. That corresponds to a positive $B_2$ value of the monomer–ion interaction. On the other hand, weakly hydrated ions tend to

![Figure 1: The change of the LCST of ELPs plotted versus the concentration of various sodium salts (with anions as given in the legend at the bottom) added to the polypeptide solution, as investigated experimentally.](image)
to preferentially adsorb to the polymer surface, which gives a net negative $B_2$ value of the monomer-ion interaction. The value of $B_2$ can be computed from the pairwise potential (eq 3). When the LJ potential is employed, $\epsilon \lesssim 0.3 k_B T$ gives a positive $B_2$ value (a net repulsion), while $\epsilon \gtrsim 0.3 k_B T$ yields to a negative $B_2$ value (a net attraction).

The implicit-solvent simulations are symmetric regarding the positive and negative charge. However, as known from experiments, anions exhibit greater variety of interactions with ELPs than common cations. To investigate a broader range of interaction types and yet to stay consistent with the experiments, we varied the anion–polymer interaction strength while keeping the strength of cation–polymer interaction unchanged. The affinity of the ions to the polymer is controlled by $\epsilon_{\text{cation}}$ and $\epsilon_{\text{anion}}$ in the LJ potential acting between a monomer (regardless of its charge) and a cation, or an anion, respectively. The value of $\epsilon_{\text{cation}} = 0.1 k_B T$ is kept constant, corresponding to strongly hydrated cations. The value of $\epsilon_{\text{anion}}$ varies between $0.1 k_B T$ and $0.9 k_B T$, altering the value of the second virial coefficient of the interaction between anions and polymer. The actual $B_2$ values of the interactions employed in the simulations are summarized in Table S1.

The non-electrostatic interaction between two ions (either anions, cations or cation-anion pairs) is determined by $\epsilon_{ij} = 0.3 k_B T$ in all simulations, corresponding to the zero value of the second virial coefficient $B_2$ for a purely non-electrostatic interaction.

The non-bonded pair interaction between monomers reflects the quality of the implicit solvent towards the polymer, i.e., varying solvent and polymer temperature. Our simple polymer model without solvent and explicit T-dependent interactions exhibits a UCST, while all qualitative trends including LCST are reflected, however, in inverse manner. LJ potentials with $\epsilon_{\text{mer}}$ between $0.1 k_B T$ and $0.9 k_B T$ are used when scanning for the near-critical (collapse transition) solvent condition.

The value of $\sigma = 0.3385 \text{ nm}$ in the LJ potential is kept constant for all interactions, except for the interaction between cation and monomer, where $\sigma = 0.4787 \text{ nm}$ corresponds to even more strongly hydrated cations interacting with rather apolar monomers.

Langevin dynamics (LD) simulations in Gromacs S.1.3 in NVT ensemble are performed. The friction constant $\gamma$ is set to 1.0 ps$^{-1}$. The stochastic processes correspond to the temperature $T = 298 \text{ K}$. The time step of the velocity Verlet integrator is set to 7.5 fs. Together with the reduced molar mass $8.635 \text{ g mol}^{-1}$ of all coarse-grained particles, the polymer conformations are sampled effectively. The electrostatic potential is computed using particle mesh Ewald method. To efficiently employ this method in a system with a low particle density, the value of a cut-off distance in the real space and the number of grid points in the Fourier reciprocal space are optimized, as described in Table S2.

A single coarse-grained polymer chain and salt ions are placed into a cubic simulation box to prepare 0.0 m (counterions only), 0.1 m, 0.4 m, 1.0 m and 2.0 m salt solvation environment. Periodic boundary conditions are applied. The default volume of the simulation box 8304 nm$^3$ is reduced to one fourth when the polymer holds a compact globular conformation and the salt concentration is $\gtrsim 1 \text{ m}$. The compositions of the systems are described in detail in Table S2. A trajectory of 525 ns is obtained in every simulation run. The initial 25 ns is considered as an equilibration phase and thus excluded from the analysis. Standard Gromacs tools, namely gmx polystat and gmx rdf, are used for the data analysis. Further statistical evaluations are performed in R. The uncertainties of the quantities are determined as a standard error obtained from ten independent parts of the simulation trajectory.

![Figure 2: A snapshot of the simulation box containing a 200-mer chain in 0.4 m salt solution within an implicit solvent. The neutral polymer beads are depicted in blue, while the charged ones in purple. Univalent cations and anions of the salt are presented as green and yellow beads, respectively.](image)

### MEAN-FIELD THEORY

The change of the critical conditions of a polymer in a presence of cosolutes can be described by a mean-field theory as follows. All interactions within the theory are described by a virial expansion and the electroneutrality condition is postulated. We choose an $NpT$ ensemble for the polymer which is in contact with a reservoir of cosolutes at a constant chemical potential. Cosolute molecules are allowed to exchange between the ensemble and the reservoir. At equilibrium the Gibbs free energy is minimized in such system. The polymer is simply modeled as an elastic, penetrable sphere that can change its radius upon the sorption of cosolutes. (Polymer conformational degrees of freedom are thus averaged out into an effective blob, like in the classical Flory approaches where only the polymer size is a variable.) Hence, the total Gibbs free energy of the polymer phase which is in contact with a salt reservoir containing $i$ cosolute constituents, i.e., anions and cations in our system, can be defined as

$$G_{\text{pol}} = F_{\text{pol}} + p V_{\text{pol}} - \sum_i \bar{\mu}_i N_i$$

where $N_i$ is the number of particles of the respective cosolute constituent (in this work, only ions) contained within the polymer sphere of the effective volume $V_{\text{pol}}$, $\bar{\mu}_i$ is the electrochemical potential of the respective constituent in the reservoir, $p$ is the
osmotic pressure, and $F_{\text{pol}}$ is the total Helmholtz free energy of the polymer including the absorbed cosolute.

The electrochemical potential $\tilde{\mu}_i$ can be expressed with the explicit electrostatic term as

$$\tilde{\mu}_i = \mu_i + z_i e \phi,$$

where $\mu_i$ is a chemical potential of the $i$-th constituent, having a charge $z_i e$, which is located in an electrostatic field of a potential $\phi$. If the electroneutrality condition inside the effective volume of the polymer is assumed, the electrostatic part of the potential does not have to be considered, as no net charge is exchanged between the polymer spherical region and the reservoir. Thus we will use only the chemical potentials $\mu_i$ of the constituents. The electroneutrality is described with the condition

$$\bar{x}_\text{mer} \xi N_{\text{mer}} + \sum_i N_i z_i = 0,$$

where $N_{\text{mer}}$ is the total number of monomers in a polymer chain, and $\bar{x}$ is the fraction of charged segments, each bearing the charge $z_i e$.

The interactions between particles are described by a virial expansion up to the fourth order in our model. Note, the expansion at least up to the third order is required to guarantee a physically relevant solution for the negative second virial coefficient. The second virial coefficient $B_2^{ij}$ between the particles $i$ and $j$ can be easily evaluated from the Lennard-Jones pair potential $U_{LJ}^{ij}$,

$$B_2^{ij} = -2 \pi \int_0^{\infty} r^2 \left[ \exp(-\beta U_{LJ}^{ij}) - 1 \right] \, dr.$$

We approximate all three body interactions using the third virial coefficient $B_3^{ijkl}$ as $2.00 \sigma^6$, consistently with our previous work. The four body interactions are modeled analogously with the fourth virial coefficient of hard spheres with a diameter $\sigma$, $B_4^{ijkl} = 2.64 \sigma^6$.

The polymer chain itself is modeled as an elastic (entropic) spring

$$\beta F_{\text{chain}} = \frac{4}{9} (a^2 + a^{-2}), \quad a = R_{\text{pol}} / (b \sqrt{2/\xi}),$$

where $a$ is an elongation of the chain relative to the ideal chain having $N$ segments of a length $b$, and $\beta = (k_B T)^{-1}$ with the Boltzmann constant $k_B$ and temperature $T$. To relate the polymer radius $R_{\text{pol}}$ and volume $V_{\text{pol}}$, a spherical shape of the polymer is assumed. The total Helmholtz free energy of the polymer is then given as

$$\beta F_{\text{pol}} = \beta F_{\text{chain}} + V_{\text{pol}} \left[ \sum_i \rho_i \ln \rho_i + \sum_{i,j} B_2^{ij} \rho_i \rho_j + \frac{1}{2} \sum_{j,k,l} B_3^{ijkl} \rho_i \rho_j \rho_k + \frac{1}{3} \sum_{j,k,l} B_4^{ijkl} \rho_i \rho_j \rho_k \rho_l \right] +$$

where $\rho$ is the particle density inside the effective polymer volume and the index $i$ stands for the cosolute constituents and the indices $j, k, l, m$ stand for the chain segments and/or the cosolute constituents.

The reservoir is modeled as a real gas which follows the fourth order virial expansion

$$\beta F_{\text{out}} = V_{\text{out}} \left[ 2 \rho_{\text{out}} \ln \rho_{\text{out}} + 4 B_2^{\text{out}} \rho_{\text{out}}^2 + \frac{8 B_3^{\text{out}}}{2} \rho_{\text{out}}^3 + \frac{16 B_4^{\text{out}}}{3} \rho_{\text{out}}^4 \right],$$

where $\rho_{\text{out}}$ is the density of (uni-univalent) salt in the reservoir. The osmotic pressure $p$ and the chemical potentials $\mu_i$ in the reservoir can consequently be expressed as

$$p = \left. \frac{\partial F_{\text{out}}}{\partial V_{\text{out}}} \right|_{N_i, T},$$

$$\mu_i = \left. \frac{\partial F_{\text{out}}}{\partial N_i} \right|_{N_{\text{mer}}, V, T},$$

respectively, for any given cosolute concentration $\rho_{\text{out}}$.

In order to find the equilibrium we numerically minimize the Gibbs free energy of the polymer $G_{\text{pol}}$ (eq 2) with respect to its effective volume $V_{\text{pol}}$ and the number of cosolute particles $N_i$. Note that the theory can model both UCST and LCST polymers, depending on the input, in particular, $T$-dependence of the virial coefficients.

Knowing the equilibrium concentration of the ions inside the polymer phase, the Donnan potential can be evaluated using eq 8 directly, for either cation, or anion. The chemical part $\mu_i$ of the electrochemical potential $\bar{\mu}_i$ of the respective cosolute $i$ inside the polymer phase can be expressed from eq 9 computing the derivative

$$\mu_{i, \text{in}} = \left. \frac{\partial F_{\text{pol}}}{\partial N_i} \right|_{N_{\text{mer}}, V_{\text{pol}}, T}.$$

Detailed evaluation of the Donnan potential is provided in the SI.

The mean effective volume of the polymer can be obtained as a Boltzmann weight average. The fluctuations in the radius of the polymer ($\langle R_{\text{pol}}^2 \rangle / \langle R_{\text{pol}}^2 \rangle - 1$) are computed as a function of the solvent quality ($\bar{x}_{\text{mer}}$). At the critical solution temperature (CST) the fluctuations maximize. The $n$-th moment of $R_{\text{pol}}$ was computed using the Boltzmann distribution

$$\langle R_{\text{pol}}^n \rangle = \frac{\int_{R_{\text{pol}}} R_{\text{pol}}^n \exp(-\beta G_{\text{pol}}) \, dR_{\text{pol}}}{\int_{R_{\text{pol}}} \exp(-\beta G_{\text{pol}}) \, dR_{\text{pol}}},$$

where $\rho_{\text{in}}$ is the salt concentration inside the polymer phase, maintaining the electroneutrality condition, and $R_{\text{pol}}$ is the effective polymer radius ($V_{\text{pol}} = 4/3 \pi R_{\text{pol}}^3$).

Note that our mean-field theory can be considered valid only close to the coil-to-globule equilibrium when the polymer chain
forms a rather compact conformation. The further assumptions are that the fraction of charged monomers has to be low and the salt concentration relatively high, i.e., the neutral reference state is only slightly perturbed.

A similar thermodynamic description has been recently developed for microgels, albeit a different procedure to find the thermodynamic equilibrium was employed. Salt-specific effects on weakly charged copolymers can be captured qualitatively by a simplified theory which treats the ion-specific and non-specific electrostatic contributions on a simple additive level, as demonstrated on PNIPAM copolymers. In contrast, the theory developed in this work includes the ion-specific and non-specific interactions in a self-consistent way.

The equations are solved using numeric solvers of Wolfram Mathematica 11.2 software package.

## RESULTS AND DISCUSSION

### Solvent quality near critical conditions

In order to find conditions close to the swollen-to-collapse transition, a solvent quality parameter, i.e., an effective interaction between monomers $\epsilon_{\text{mer}}$, is varied from 0.1 $k_B T$ to 0.9 $k_B T$. Polymer chain conformation changes from an extended coil to a collapsed globule in this solvent quality range, as shown in Figure 4.

The radius of gyration of an uncharged polymer chain ($\xi = 0.00$) at $\epsilon_{\text{mer}} \simeq 0.4 k_B T$ almost exactly corresponds to the radius of gyration of the ideal, non-interacting polymer chain $R_g^{\text{id}}$. The radius of gyration increases with the charge fraction of the polymer and the transition is shifted to higher $\epsilon_{\text{mer}}$ values. However, a small concentration of salt (0.1 M) already suppresses this trend due to the charge screening, as shown in Figure 5. Thus we choose $\epsilon_{\text{mer}} = 0.4 k_B T$ to describe the solvent quality for uncharged and charged polymers close to the critical conditions, with the exception of strongly charged ($\xi = 0.10$) anionic polymer where the value $\epsilon_{\text{mer}} = 0.5 k_B T$ is used instead. Note that the critical value of $\epsilon_{\text{mer}}$ depends on the actual chain size and the charge fraction. The value approaches 0.3 $k_B T$ for an infinitely long uncharged chain.

### Salt interaction with an uncharged ELP

First, we investigate the uncharged ELP and relate qualitatively the simulation results to the known experimental data. Two different regimes, determined by the salt type, can be observed when the mean radius of gyration of the uncharged 200-mer is plotted as a function of the salt concentration, Figure 5(a). The repulsive salts ($\epsilon_{\text{anion}} = 0.1 k_B T$ and $0.3 k_B T$) induce a collapse through repulsion as the salt concentration increases. The salts with an attractive anion ($\epsilon_{\text{anion}} = 0.7 k_B T$ and $0.9 k_B T$) cause swelling of the polymer coil by attraction. Both regimes are described in detail for non-ionic cosolutes in our previous work with the typical conformations of the polymer chain illustrated in Figure 5(a, d), respectively.

The change in the radius of gyration can be also interpreted as a change of the standard free energy of the coil-to-globule transition

$$\Delta_{\text{coil-glob}} G^\circ = -k_B T \ln \frac{P_{\text{glob}}}{P_{\text{coil}}} \tag{13}$$

where $p$ is the probability of the respective state. The probabilities can be determined from the distribution of the radius of gyration. The value of the ideal radius of gyration can be used as a reasonable dividing boundary between the collapse and swollen states. As we see, the standard free energy of the coil-to-globule transition changes when the salt is added to the polymer, Figure 5(g). The shift in the free energy has to be compensated by the change in the quality of the solvent to maintain the critical conditions. The quality of the solvent has to improve as the free energy decreases to reestablish the population of extended states, and vice versa. For polymers exhibiting a LCST, like ELPs, a decrease in the free energy of the coil-to-globule transition manifests as an LCST decrease. Polymers exhibiting an UCST, as our simple polymer model, show the opposite trend at the critical temperature.

The standard free energy of the coil-to-globule transition of the uncharged polymer obtained from simulation Figure 5(d) can be qualitatively compared with the experimental LCST data of uncharged ELP, as shown in Figure 5(a). The anion transients from a strongly hydrated (little polymer affinity) to a weakly hydrated (large polymer affinity) as the value of $\epsilon_{\text{anion}}$ increases. Comparing to the charged polymer discussed later, only ion-specific effects can be observed both in the simulation and in the experiment.

Thiocyanate SCN$^-$ is a weakly hydrated anion thus relatively high $\epsilon_{\text{anion}} \sim 0.9 k_B T$ is its appropriate parametrization in our simple model. The simulations predict a shift towards the
Salt sexperimentally studied and the anion with clations and experiments. Bromide has the slightest effect of the containing anions with clations. 

From the observed behavior $\epsilon_{\text{anion}} \sim 0.5 \kappa B T$ to $0.7 \kappa B T$ having the same but weaker effect on uncharged ELP both in simulations and experiments. Bromide has the slightest effect of the salts experimentally studied and the anion with $\epsilon_{\text{anion}} \sim 0.3 \kappa B T$ exhibits the similar effects in the simulation. Moving towards the strongly hydrated anions in the Hofmeister series, chloride Cl$^-$ and fluoride F$^-$, the LCST drops significantly in the experiments. The same transition is observed in the simulations containing anions with $\epsilon_{\text{anion}} \sim 0.1 \kappa B T$ to $0.3 \kappa B T$. It can thus be concluded from the simulations and the experimental data that the salting-out (globule stabilization) power of anions follows the direct Hofmeister series for the uncharged ELP.

**Salt interaction with a positively charged ELP**

Now we turn to a cationic ELP. For this, a polymer chain containing 200 monomers of which 20 are positively charged (a charge fraction $\xi = 0.10$) is simulated. Its radius of gyration $R_g$ and the standard free energy of the coil-to-globule transition as a function of salt concentration are shown in Figure 4(c, i). Two distinct phenomena can be observed, depending on salt concentration. Screening of the electrostatic repulsion between the charged monomers by the ions onsets at low salt concentration ($\xi \sim 0.1 \text{ m}$). The polymer rapidly collapses from an extended coil ($R_g \approx 4.7 \text{ nm}$) to a more compact conformation as the salt is added and the Debye length, $\kappa^{-1} = (8 \pi \kappa B N_A I)^{-1/2}$, decreases. Here, $N_A$ is the Avogadro number and $I$ is molar ionic strength. This screening strengthens with the increasing salt concentration in the polymer phase. Weakly hydrated ions with large polymer affinity, that is, having greater $\epsilon_{\text{anion}}$, are more attracted to the polymer and cause stronger screening.
can be distinguished based on the radius of gyration and the free energy of the coil-to-globule transition, Figure 4(b, h). When the salt concentration is less than 1 m, the screening and bridging mechanism dominates and the anions follow the reverse series regarding the salting-out power. At concentrations higher than 1 m, the specific ion effects are the driving force and the direct Hofmeister series of anions is obeyed.

The dividing point which separates the concentration ranges can be called the isospheric point as the radius of gyration of the polymer chain is the same regardless of the anion type. The isospheric point moves to the higher salt concentrations as the charge fraction of the polymer chain increases. For the uncharged polymer (ξ = 0.00) it is trivially located at zero salt concentration, while for the highly charged polymer (ξ = 0.10) at 2 m salt concentration. The \( R_g \) at the isospheric point corresponds approximately to the \( R_g \) of the uncharged polymer in a salt free solvent in our setup, i.e., close to its radius of gyration under the critical conditions.

Though the size of the polymer at the isospheric point is the same, the concentration of the salt inside the polymer volume varies greatly depending on the salt type. Radial distribution functions of cations and anions around the polymer's center of mass at the isospheric point of the weakly charged polymer are shown in Figure 5(a). The concentration of the anions—and synergetically also of the cations—increases inside the effective polymer volume as the affinity of the anions to the polymer increases. The attractive anions even make the concentration of the highly repulsive cation higher around the polymer compared to the bulk solution. Note, the salts with a highly attractive anion, however, do not intersect the isospheric point and the corresponding radius of gyration is achieved at a higher salt concentration, see Figure S1. Very weakly hydrated ions, such as perchlorate \( \text{ClO}_4^- \), are experimentally known to deviate in a similar manner.

When we compare the data from simulation, Figure 5(e), to the experiments, Figure 5(b), a very good qualitative agreement can be found. When a small amount of salt is added, the LCST decreases rapidly in experiments and the order of anions follows the reverse series at low salt concentration, in accordance with the simulation predictions. Crossing the isospheric point at \( 0.45 \) m, the anion order inverts and the direct Hofmeister series is recovered.

**Theoretical predictions**

For a better interpretation and categorization of the simulation results, we apply the mean-field theory (Section 3) for the very same systems. Minimization of the Gibbs free energy of the system provides the effective volume of the polymer in the thermodynamic equilibrium with the salt reservoir, or equivalently the effective radius \( R_{pol} \) if a spherical geometry is assumed. The polymers' effective radii in the thermodynamic equilibrium are depicted in Figure 4(d–f) for an uncharged, weakly charged, and highly charged polymer chain, respectively. The results will not change significantly if a mean volume is used instead of the equilibrium volume.

Figure 5: Simulation snapshots of typical polymer chain conformations under various conditions: uncharged 200-mer in 2 m salt solution (a, d), highly charged 200-mer in 2 m (b, e) and 0.1 m (c, f) salt solution. The salt consists of a very repulsive cation and a repulsive (a–c), or attractive (d–f) anion, respectively. Neutral and positively charged monomers are depicted in blue and purple, respectively. Green cations and yellow anions are shown within a distance of 0.7 nm from the polymer chain.

However, the collapse of the polymer chain beyond the size of the uncharged polymer in a salt-free solution, as in the case of \( \varepsilon_{\text{anion}} = 0.9 k_B T \), cannot be explained by the charge screening alone and another effect has to be taken into account. As the electroneutrality condition is fulfilled inside the polymer volume, the concentration of the strongly attractive anions is significantly higher than the concentration of the repulsive cations. The average \( B_2 \) of the ion-mer interactions is thus shifted towards more negative, i.e., attractive, values, entering the bridging adhesion regime. The radial distribution functions of anions and cations in Figure 4(c) prove the greater abundance of strongly attractive anions compared to cations at low salt concentrations. Typical conformations of the polymer chain are shown in Figure 5(c, f) for the repulsive, and attractive salt, respectively. As salt concentration increases (\( \gtrsim 1 \) m), the salt specific effects begin to contribute to the interactions, resembling the case of the uncharged polymer, however with a notably different polymer size, cf. Figure 5(a–b, d–e).

When the standard free energy of the coil-to-globule transition is treated as a function of salt concentration, it monotonically decreases for more repulsive ions with little affinity to the polymer. A different behavior is observed for the attractive ions: After an initial depression caused by the screening and bridging effects at low salt concentrations, the function rises because the swelling by attraction mechanism is introduced at high salt concentration. However, in the case of highly charged polymer chain (\( \xi = 0.10 \)), the screening-bridging mechanism dominates in the whole investigated concentration range (up to 2 m). Thus the salting-out power of ions is reversed when compared to the uncharged polymer.

The same simulation set is performed for a 200-mer bearing a lower charge fraction, \( \xi = 0.05 \). Two salt concentration ranges
early with the polymer’s charge fraction and hydrated ions, e.g., perchlorate \( \text{ClO}_4^- \). The cation is always strongly repulsive while the quality of the anion changes from repulsive \( (\epsilon_{\text{ion}} = 0.1 \, k_B T) \) to attractive \( (\epsilon_{\text{ion}} = 0.9 \, k_B T) \). The salt concentration at the isospheric point \( c_{\text{iso}} \) is depicted in panel (b) and (c), respectively. The amount of fluctuations on the solvent quality is depicted in Figure 8 for the uncharged and weakly charged polymer chains. With increasing concentration of repulsive salt (panels a, d), the maximum in fluctuations (i.e., the critical conditions) is shifted to a better solvent quality (lower \( \epsilon_{\text{mix}} \)). This corresponds to a lower LCST for ELPs. The opposite trend is observed for the attractive salt (panels c, f) where the solvent quality has to worsen to keep the critical conditions as the salt concentration increases. The relative shift of the critical solvent quality for the uncharged (c) and weakly charged (f) polymer is consistent with the difference in the standard free energy of the coil-to-globule transition obtained by simulations, Figure 8(g, h).

Let us stress again that the theory assumes a spherical geometry of the polymer and electroneutrality within this effective polymer volume. These assumptions are well fulfilled close to the critical conditions at \( \gtrsim 0.1 \, \text{m salt concentration} \). For exam-
deviates significantly from the radius of gyration. In such cases, salt concentrations, the effective radius predicted by the theory interaction between charged monomers is included. Also at low of a charged polymer without salt as no explicit electrostatic in-
ple, our mean-field theory cannot predict the radius of gyration
hydrated (attractive) salt (\(\varepsilon_{\text{ion}} = 0.9 \text{~k}_B T\)). The dashed lines indicate the maxima.

Mean-field theory predictions for a negatively charged ELP

Having verified the descriptive power of the mean-field theory, we use it now to predict the effects of salts to a negatively charged polymer. The set of salts remains the same, i.e., the cation is highly repulsive while the type of the anion varies. The solvent quality has to worsen to \(\varepsilon_{\text{mer}} = 0.5 \text{~k}_B T\) to retain the critical conditions. The theory prediction is depicted in Figure 8 (b), while the simulation results which we use for verification are shown in panel (a) of the same figure. To the best of our knowledge, no systematic experimental data are yet available for such setup.

The simulation and theory results are in a very good mutual agreement. When the salt is added the collapse of the polymer chain is observed at first. The extend of the collapse is determined mainly by the (same) strongly hydrated cation and only mildly modulated by the anion type. Both electrostatic screening in the polymer and build-up of the osmotic pressure in the bulk solution contribute to the collapse. As the concentration of the salt increases, the anion-specific effects further drive the collapse or swelling, similarly to the case of an uncharged polymer. Contrary to the cationic polymer, neither the extent of the initial collapse dependents on the salt (anion) type, nor the isotropic point occurs. Consequently, the salting-out power of anions follows the direct Hofmeister series in the whole concentration range.
CONCLUSIONS

The experimentally observed LCST response (and corresponding swelling and collapse) of elastin-like polypeptides (ELPs) to the addition of salts displays a rich behavior resulting from a combination of ion-specific screening of these weakly charged polyelectrolytes and direct ion-polymer interaction effects. We developed a minimalistic implicit-solvent CG model that can reproduce and qualitatively explain all the experimentally observed effects. Employing further simplifying assumption, we have developed a mean-field model which provides quantitative agreement with the CG computer simulations. Here, an effective second virial coefficient $B_2$ represents the quality of ions (strongly vs. weakly hydrated, or 'kosmotropic' vs. 'chaotropic' in classical terms) with respect to their affinity and preferential interaction with the polymer.

In particular, we demonstrated that for the uncharged chain ion-specific effects only are at work and the collapse is mediated through repulsion and swelling by attraction regimes; the salting-out power of ions follows a direct Hofmeister series characterized by a linear regime up to intermediate salt concentrations. For the charged, cationic polymers we demonstrated ion-specific screening and bridging at low salt concentration and strong ion-specific direct interaction effects at high salt concentration. We made an important theory-grounded observation of an isospheric point, i.e., salt concentration at which ion-specific effects vanish and the Hofmeister series inverts. That is, the salting-out power of ions follows a reverse series below the isospheric point and a direct one above. The isospheric salt concentration depends on the polymer charge fraction. Our observation is supported by experimental data for ELPs as well as for other positively charged proteins.

For the anionic polymers our mean-field theory predicts a non-linear and for weakly hydrated (very attractive) anions also non-monotonic change of the LCST with salt concentration. At low salt concentrations, the strongly hydrated cation determines the screening and osmotic pressure in the polymer phase, only mildly modulated by the anion type. In the limit of high salt concentration, the ion-specific direct interactions drive the polymer collapse, or swelling, respectively, which results in two regimes of salt action. Consequently the direct Hofmeister series is followed in the whole concentration range, unlike for the cationic polymer.

Our work demonstrates the sensitivity of the structural and phase behavior of charged polymers to the addition of specific salts. Our mean-field model shall be useful for further extrapolation and guidance of related experiments.
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1. NON-ELECTROSTATIC INTERACTIONS

The Lennard-Jones (LJ) potential is used to describe non-electrostatic interactions both in the simulations and in the mean-field theory,

\[ U_{ij}^{\text{LJ}} = 4\varepsilon_{ij} \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{12} - \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{6} . \]  

Parameters of the interactions are summarized in Table S1. Each interaction is also characterized by its second virial coefficient \( B_2 \),

\[ B_2^i = -2\pi \int_0^\infty r^2 \exp \left( -\beta U_{ij}^{\text{LJ}} \right) - 1 \ dr , \]

where \( \beta = (k_B T)^{-1} \). The mean value \( \bar{B}_2 \) is computed for all salt types as an average of \( B_2 \) of the respective anion and the (universal) cation. A temperature \( T = 298 \text{ K} \) is assumed when \( \varepsilon \) is evaluated numerically.

2. SIMULATION SETUP

The box size is chosen based on two criteria: (i) The amount of salt ions shall be in an excess compared to the number of monomers in the polymer chain. (ii) The polymer chain extended conformations shall accommodate into the box with a margin. A box with an edge length of 20.25 nm is used for simulations at low salt concentrations. The volume of the box is then 8300 nm\(^3\) and thus 1 M salt concentration corresponds to 5000 anions and 5000 cations inserted into the box. The box is scaled down to one fourth of its original volume to reduce the number of particles contained in the system at high salt concentrations. The configurations used in simulations are summarized in Table S2.

Electrostatic interactions between charged particles are computed using the particle mesh Ewald (PME) method. The default parameters of the PME method in Gromacs 5.1 are well suited for atomistic simulations of a dense phase. For a sparse system in a large simulation box, however, too fine mesh limits the performance. To overcome the bottleneck we increase the spacing \( d_{\text{grid}} \) between the grid points simultaneously with a substantial increase in the real space cut-off distance \( r_{\text{cut-off}} \). The ratio between the grid spacing and the cut-off distance is kept approximately the same during the scaling. The optimal PME parameters for all systems simulated are shown in Table S2 as obtained by the gmx tune_pme command of the Gromacs package.

3. ADDITIONAL POLYMER CHARACTERIZATION

Salts having mean \( \bar{B}_2 < 0 \), e.g., \( \varepsilon_{\text{anion}} = 1.1 \text{ k_B T} \) in our setup, do not cross the isospheric point, as shown from simulations and the mean-field theory in Figure S1. The function \( R_g(c) \) is shifted towards more collapsed states. The \( R_g \) corresponding to the isospheric point is reached at higher salt concentration.

Distributions of radius of gyration of the polymer chain are shown in Figure S2 for various salt concentrations. The most repulsive and attractive anions are chosen as examples in the top, and bottom panels, respectively. The probability of radius of gyration has a Gaussian distribution when the extended states are populated. As the polymer collapses to the globule at increased salt concentration, the distribution becomes more positively skewed. For highly charged polymers, no collapsed conformation (i.e., \( R_g < R_{\text{id}} = 2.19 \text{ nm} \)) are present in the pure solvent which quality is determined by \( \varepsilon_{\text{mer}} = 0.4 \text{ k_B T} \).

Time evolution of the radii of gyration are shown in Figure S3 for fourteen simulations, which cover the whole range of \( \varepsilon \), \( \varepsilon_{\text{salt}} \) and \( \varepsilon_{\text{mer}} \) parameters employed in this work.
Table S1: Parameters $\sigma$ and $\epsilon$ in the LJ potential (eq 1) for the non-bonded interactions employed. The second virial coefficient $B_2$ of the interaction is computed at 298 K. The mean values $B_2$ of respective salts are evaluated.

| interaction | $\sigma$ (nm) | $\epsilon$ ($k_B T$) | $B_2$ (nm$^3$) | $\tilde{B}_2$ (nm$^3$) | interacting entities |
|-------------|---------------|----------------------|-----------------|------------------------|----------------------|
| A           | 0.4787        | 0.1                  | 0.1059          |                        | cation–monomer       |
| B           | 0.3385        | 0.1                  | 0.0374          | 0.0717                 | anion–monomer        |
| C           | 0.3385        | 0.3                  | $-0.0017$       | 0.0521                 | anion–monomer, ion–ion|
| D           | 0.3385        | 0.4                  | $-0.0254$       |                        | monomer–monomer (neutral or cationic polymer) |
| E           | 0.3385        | 0.5                  | $-0.0510$       | 0.0275                 | anion–monomer, monomer–monomer (anionic polymer) |
| F           | 0.3385        | 0.7                  | $-0.1075$       | $-0.0008$              | anion–monomer        |
| G           | 0.3385        | 0.9                  | $-0.1713$       | $-0.0327$              | anion–monomer        |

Table S2: Simulation setups for various salt concentrations $c$ in a cubic simulation box of an edge length $d$. Optimized parameters of the particle mesh Ewald method are provided in the last three columns.

| set | $c$ (nm) | $n$ ion pairs | $d$ (nm) | $r_{\text{cut-off}}$ (nm) | grid points | $d_{\text{grid}}/r_{\text{cut-off}}$ |
|-----|---------|---------------|----------|---------------------------|-------------|-----------------------------------|
| A   | 0       | 0             | 20.25    | 5.0                       | $32^3$      | 0.127                             |
| B   | 100     | 500           | 20.25    | 5.0                       | $32^3$      | 0.127                             |
| C   | 400     | 2000          | 20.25    | 3.8                       | $42^3$      | 0.127                             |
| D   | 1000    | 1250          | 12.76    | 2.7                       | $40^3$      | 0.118                             |
| E   | 2000    | 2500          | 12.76    | 2.5                       | $42^3$      | 0.121                             |

Figure S1: (a) Mean radius of gyration $R_g$ obtained from the simulations of 200-mer bearing a charge fraction $\xi = 0.05$ as a function of salt concentration. Symbols in the plots indicate the various strength of the interaction between the anion and the polymer, $\epsilon_{\text{anion}}$. Lines serve as a guide for the eye. Radius of gyration of an ideal chain $R_g^{\text{id}}$ is indicated. (b) An effective radius of the polymer $R_{\text{pol}}$ computed from the mean-field theory for the very same system.
Figure S2: Distribution of the radius of gyration $R_g$ of 200-mer ($\varepsilon_{\text{mer}} = 0.4 k_B T$) in various systems. The fraction of cationic monomers, $\xi = 0.00, 0.05$ and $0.10$, increases column wise from left to right. Panels in the top and bottom row depict the polymer chain in repulsive ($\varepsilon_{\text{anion}} = 0.1 k_B T$), and attractive ($\varepsilon_{\text{anion}} = 0.9 k_B T$) salt solutions, respectively. The salt concentrations are distinguished by line colors. For a neutral ideal chain the mean value $R^\text{id}_g = 2.19$ nm.
Figure S3: Time evolution of the radius of gyration $R_g$ of 200-mer in selected simulations. The first 25 ns is considered as a part of equilibration and not included. Panels (a–d) show uncharged polymer, panels (e–j) weakly charged and panels (k–n) highly charged cationic polymer. Different colors indicate various salt concentrations; symbols are used to distinguish the salt type.
4. DONNAN POTENTIAL

The distribution of ions in the polymer phase creates a Donnan potential $\varphi$ in a self-consistent manner. In the chemical equilibrium, the electrochemical potential of any ion inside the polymer phase $\mu_i$ equals to its (electro)chemical potential in the reservoir $\mu_{i,\text{out}}$:

$$\mu_{i,\text{out}} = \mu_+ + z_+ e\varphi = \mu_- + z_- e\varphi,$$

where $z_\pm$ is the charge number of ions ($z_\pm = \pm 1$ in our case of a uni-univalent salt), and $e$ is the elementary charge.

The chemical potential of ions in the reservoir as well as the chemical part of the electrochemical potential of ions in the polymer phase can be evaluated as

$$\mu_i = \frac{\partial F}{\partial N_i} \bigg|_{N_{\text{all}}, V, T},$$

where $F$ is the non-electrostatic part of the Helmholtz free energy of the respective phase (polymer or reservoir) and $N_i$ the number of particular ions; $N_{\text{all}}$ are the amounts of particles in the phase and $V$ and $T$ are the volume and temperature of the phase.

The chemical potential of cations and anions $\mu_{\pm, \text{out}}$ in the reservoir solely depends on the salt concentration $\rho_{\text{out}}$ in our model:

$$\beta\mu_{\pm, \text{out}} = 2B_2^{\text{ion}} \rho_{\text{ion}} + \frac{2}{3} B_3^{\text{ion}} \rho_{\text{ion}}^2 + \frac{4}{3} B_4^{\text{ion}} \rho_{\text{ion}}^3 + \ln \rho_{\pm},$$

where $B_n$ are virial coefficients of the $n$-th order, $\rho_{\text{ion}}$ is the overall concentration of ions in the reservoir and $\rho_{\pm}$ is the concentration of cation, or anion, respectively. In the case of uni-univalent electrolyte, $\rho_{\text{ion}} = 2\rho_{\text{out}}$, and $\rho_{\pm} = \rho_{\text{out}}$. The second virial coefficient between any ion pairs $B_2^{\text{ion}} = 0$ in our model. The higher virial coefficients do not depend on the particle types in respective triplets and quadruplets in our model and are approximated by 2.00 $\sigma^3$, and 2.64 $\sigma^3$ (hard spheres), respectively.

Similar expressions for the chemical potential can be derived also for the polymer phase within our model,

$$\beta\mu_{\pm} = 2B_2^{\text{ion}} \rho_{\text{ion}} + 2B_2^{\text{mer}} \rho_{\text{mer}} + \frac{2}{3} B_3^{\text{all}} \rho_{\text{all}}^2 + \frac{4}{3} B_4^{\text{all}} \rho_{\text{all}}^3 + \ln \rho_{\pm},$$

where $B_2^{\text{all}}$ stands for the second virial coefficient of monomerization, or monomer-anion interaction, respectively, $\rho_{\text{ion}} = \rho_{\text{out}} + \rho_{\text{all}}$ is the overall concentration of ions in the polymer phase, $\rho_{\text{mer}} = N/V_{\text{pol}}$ is the density of monomers, and $\rho_{\text{all}} = \rho_{\text{ion}} + \rho_{\text{mer}}$ is the total density of particles.

The Donnan potential $\varphi$ can be evaluated from either eqs (3) and (4) directly, or by considering $\mu_{\pm, \text{out}} = \mu_{\pm} = \mu_{\pm}^*$:

$$(z_+ - z_-) e\varphi = \mu_+ - \mu_-.$$

Values of the Donnan potential $\varphi$ are depicted in Figure S5 as functions of salt concentration and type. The cation is more repulsive than the anion in all evaluated salts, thus the Donnan potential is negative in the uncharged polymer (panel a). In the case of cationic polymers (panels b, c), the Donnan potential is positive at low salt concentration. This can be explained as a compensation of the entropic penalty caused by the presence of negatively charged counterions to maintain the electroneutrality. The less the counterion is attracted to the polymer the lower the rate of the potential decrease with salt concentration.

5. ISOSPHERIC POINT

We have computed the concentration of various salt types when the effective volumes of the polymer are the same for the selected salt pair. Such concentrations as a function of polymer charge fraction $\xi$ are shown in Figure S3.

We define an isospheric point as the salt concentration where the effective volume of the polymer is the same regardless of a salt type. The value of the isospheric point was found to be linearly dependent on the polymer’s charge fraction $\xi$, providing the charge fraction is low ($\lesssim 0.05$). As the polymer’s charge fraction increases, the isospheric point gradually smeared out to the range of concentration and deviated from the original linear trend.

Salts with a highly attractive anion ($\epsilon_{\text{anion}} \gtrsim 11 k_B T$) do not exhibit the isospheric point, as shown in Figure S3. This observation is consistent with the simulation data for the polymer chain having the charge fraction $\xi = 0.05$, see Figure S1 (a). Very weakly hydrated ions, such as perchlorate $\text{ClO}_4^-$, are experimentally known to deviate in a similar manner. 
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Figure S4: Values of the Donnan potential $\varphi$ between the polymer phase and the reservoir as a function of salt concentration and type, computed using the mean-field theory. The polymer phase is formed by a 200-mer chain. The uncharged polymer is shown in panel (a), while panels (b) and (c) depict cationic polymer consisting of charged monomers in a fraction $\xi = 0.05$, and $0.10$, respectively.

Figure S5: The isospheric point of a 200-mer as a function of its charge fraction $\xi$. Each line corresponds to a pair of salts. The isospheric point is determined as a salt concentration where the effective volumes of the polymer phase coincide in both salt solutions.
Charged polymer with constrained equilibrium in $\mu$-NpT ensemble

### Setup

\[
\begin{align*}
\beta &= 1 \; (\ast 1 \, k_B T \, \ast) \\
\gamma &= 0.0257 \; (\ast 1 \, k_B T = 0.0257 \, \text{meV} @ 298 \, K \, \ast) \\
n_{\text{mer}} &= 200 \\
\xi &= 0.1 \\
b_{\text{bond}} &= 0.38 \\
\sigma &= 0.3385 \\
n_{\text{mer}} &= 1 \\
\sigma_{\text{co}} &= \sqrt{2} \, \sigma \\
\epsilon_{\text{co}} &= 0.1 \\
z_{\text{co}} &= z_{\text{mer}} \\
\sigma_{\text{cx}} &= \sigma \\
\epsilon_{\text{cx}} &= 0.1 \\
z_{\text{cx}} &= -z_{\text{mer}} \\
\end{align*}
\]

\[
\text{rid}[n_: n_{\text{mer}}] := b_{\text{bond}} \sqrt{\frac{n}{6}}
\]

\[
\text{potLJ}[r_, \sigma_, \epsilon_] := 4 \, \epsilon \left( \frac{\sigma}{r} \right)^{12} - \left( \frac{\sigma}{r} \right)^{6}
\]

\[
\text{evalB2LJ}[\sigma_, \epsilon_] := \text{evalB2}[\sigma, \epsilon] = -2 \pi \int_{0}^{\infty} r^2 \exp[-\beta \text{potLJ}[rr, \sigma, \epsilon]] - 1 \, dr 
\]

\[
\text{evalB3HS}[\sigma_: \sigma] := 10.0 \left( \frac{\pi}{6} \right)^{2} \sigma^{6}
\]

\[
\text{evalB4HS}[\sigma_: \sigma] := 18.3647684 \left( \frac{\pi}{6} \right)^{3} \sigma^{9}
\]

\[
\begin{align*}
b_{2 \, \text{cc}} &= \text{evalB2LJ}[\sigma, 0.3 \, \beta^{-1}] \\
b_{3} &= 2 \, \sigma^{6} \\
b_{4} &= \text{evalB4HS}[\sigma] \\
\end{align*}
\]
Automatic setup

\(\text{In[21]}::\)
\[
\begin{align*}
b_3 \text{mm} &= b_3; \\
b_4 \text{mm} &= b_4; \\
b_2fn[\varepsilon_\text{m}] &= \text{IntegerString}[\text{IntegerPart}[10 \varepsilon_\text{m}], 10, 2]; \\
b_3fn[b_3 : b_3] &= \text{Switch}[b_3, \text{evalB3HS}[\sigma], \text{"hs"}, 2 \sigma^6, \text{"2sg6"}, 0, \text{"0"}, \_, \text{"other"}]; \\
b_4fn[b_4 : b_4] &= \text{Switch}[b_4, \text{evalB4HS}[\sigma], \text{"hs"}, 0, \text{"0"}, \_, \text{"other"}]; \\
b_3label[b_3] &= \text{Switch}[\sigma, \text{evalB3HS}[\sigma], \text{"B 3 ~ HS"}, \text{\(2 \sigma^6\)}, \text{"B 3 = 2 \sigma^6"}, 0., \text{"0"}, \_, \text{\" other\"}] ; \\
b_4label[b_4] &= \text{Switch}[r, \text{evalB4HS}[\sigma], \text{"B 4 ~ HS"}, 0., \text{\"B4 = 0"}, \_, \text{\" B4 = \# nm^9\"}, b_4]; \\
\end{align*}
\]

\(\text{outputdir} = \text{NotebookDirectory[]} <> \text{"output"} ;\)
\(\text{If[! DirectoryQ[@outputdir], CreateDirectory[@outputdir]};\)
\(\text{SetDirectory}[@outputdir] ;\)

\[\square\] Chain without cosolute

\(\text{In[31]}::\)
\[
\begin{align*}
v[r_] &= \frac{4}{3} \pi r^3 \\
c[r_, n_] &= \frac{n}{v[r]} \\
\alpha[r_, n_: n\_\text{mer}] &= \frac{r}{\text{rid}[n]} \\
f_{F\text{chain}}[r_, n_] &= \beta^{-1} \frac{4}{9} \left(\alpha[r, n]^2 + \alpha[r, n]^{-2}\right) \\
f_{B2\text{chain}}[r_, n_, \varepsilon_\text{mm}] &= \beta^{-1} v[r] c[r, n]^2 \text{evalB2LJ}[\sigma, \varepsilon_\text{mm} \beta^{-1}] \\
f_{BN\text{chain}}[r_, n_] &= \beta^{-1} v[r] \left(\frac{b_3 \text{mm}}{2} c[r, n]^3 + \frac{b_4 \text{mm}}{3} c[r, n]^4\right) \\
f_{\text{chain}}[r_, n_, \varepsilon_\text{mm}] &= f_{F\text{chain}}[r, n] + f_{B2\text{chain}}[r, n, \varepsilon_\text{mm}] + f_{BN\text{chain}}[r, n] \\
\end{align*}
\]

\[\square\] Chain in the cosolute environment

Common setup

\(\text{In[590]}::\)
\[
\begin{align*}
\text{asCsvList}[l_] := \\
\text{Map[NumberForm[#1, 4] &, Map[Flatten, Map[\#1[[2]] &, l, (3)], (1)], (2)]} \\
\text{asPlotList}[l_] := \text{Transpose@Apply[\text{Partition[Riffle[\#1[[1]]] \&/@ \#2, \#1, \{1, -2, 2\}], 2] &, l, (1)]} \\
\text{csvfilename}[name_, \varepsilon_] := \text{name} <> \text{ToString[\text{IntegerPart}[n\_\text{mer} \varepsilon]]} <> \text{".csv"} \\
\end{align*}
\]

\(\text{In[40]}::\)
\[
\begin{align*}
\epsilon_{\text{mm}} &= 0.4; \\
\epsilon_{\text{mc}} &= \{0.1, 0.3, 0.5, 0.7, 0.9\}; \\
\end{align*}
\]
Free energy minimization

Chemical potential and osmotic pressure of the reservoir

\[
\beta F = \frac{B_2 N^2}{V} + \frac{B_3 N^3}{2V^2} + \frac{B_4 N^4}{3V^3} + N \left( \log \left( \frac{\Lambda^3 N}{V} \right) - 1 \right)
\]

\[
\beta \mu = \beta \frac{\partial F}{\partial N} = 2B_2 c + \frac{3}{2}B_3 c^2 + \frac{4}{3}B_4 c^3 + \log(c) + 3\log(\Lambda)
\]

\[
\beta \rho = -\beta \frac{\partial F}{\partial V} = c + B_2 c^2 + B_3 c^3 + B_4 c^4
\]

Helmholtz free energy of the globule (NVT)

Using the number of cosolute particles inside the globule instead of cosolute concentration speeds up the minimization.

\[
\mu_{\text{out}}[\text{cout}_-] := 2b_2 cc (2\text{cout}) + \frac{3}{2}b_3 (2\text{cout})^2 + \frac{4}{3}b_4 (2\text{cout})^3 + \log[\text{cout}] (\ast +3\log[\Lambda] \ast)
\]

\[
\rho_{\text{out}}[\text{cout}_-] := \beta^{-1} \left( 2\text{cout} + b_2 cc (2\text{cout})^2 + b_3 (2\text{cout})^3 + b_4 (2\text{cout})^4 \right)
\]

Gibbs free energy of the globule

\[
e_{\text{mm}} = 0.4;
\]

\[
\lambda_{\text{ex}} = \{0.1, 0.3, 0.5, 0.7, 0.9, 1.1, 1.3, 1.5\};
\]

\[
\lambda_{\xi} = \{-0.1, -0.05, 0, 0.05, 0.1\};
\]

\[
\phi = 0;
\]

\[
\text{charge}[\text{ncx}_-, \text{nco}_-, \xi_-] := \xi z_{\text{mer}} n_{\text{mer}} + z_{\text{ex}} \text{ncx} + z_{\text{co}} \text{nco}
\]

\[
g[r_-, \text{ncx}_-, \text{nco}_-, \text{cout}_-, \xi_-, \text{emm}_-, \text{exx}_-, \text{eco}_-] := f_{\text{chain}}[r, n_{\text{mer}}, \text{emm}] + f_{\text{in}}[r, \text{ncx}, \text{nco}, \text{exx}, \text{eco}] + \rho_{\text{out}}[\text{cout}] v[r] - \mu_{\text{out}}[\text{cout}] (\text{ncx} + \text{nco}) + \phi \text{charge}[\xi, \text{ncx}, \text{nco}]
\]

\[
g[r_-, \text{ncx}_-, \text{nco}_-, \text{cout}_-, \text{emm}_-, \text{exx}_-, \text{eco}_-] := f_{\text{chain}}[r, n_{\text{mer}}, \text{emm}] + f_{\text{in}}[r, \text{ncx}, \text{nco}, \text{exx}, \text{eco}] + \rho_{\text{out}}[\text{cout}] v[r] - \mu_{\text{out}}[\text{cout}] (\text{ncx} + \text{nco})
ClearAll[gMin]

gMin[cs_, ξ_, ηmm_, ecx_, eco_] := gMin[cs, ξ, ηmm, ecx, eco] = FindMinimum[
   {Simplify[g[r, ncx, nco, cs, ηmm, ecx, eco]] / ncx → -(ξ \[zeta]mer \[eta]mer + zco nco) / zcx,
    nco ≥ 0, r > 0}, {(r, 1.1 rid[]), {nco, cs \[eta]rid[]}}], AccuracyGoal -> 4

Minimal radius of gyration

ξ = 0.05;

trmin = Table[{
   vcs,
   Table[{
      vecx, r / . gMin[vcs, ξ, ηmm, vecx, eco][[2]], vecx, lecx]},
      {vcs, Union[Table[vcs, {vcs, 0.01, 0.2, 0.01}],
      Table[vcs, {vcs, 0.15, 0.5, 0.05}], Table[vcs, {vcs, 0.5, 1.5, 0.1}]]}],
   {vcs, Union[Table[vcs, {vcs, 0.01, 0.2, 0.01}],
      Table[vcs, {vcs, 0.15, 0.5, 0.05}], Table[vcs, {vcs, 0.5, 1.5, 0.1}]]}];

plotOpts = {PlotLabel -> 
   StringForm["ξ = ``, ηmm = ``, ecx (β^{-1})`, \[eta]mm, b3label[], b4label[]],
   ImageSize -> Large, PlotStyle -> {PointSize[Large], Thickness[Large]},
   PlotLegends -> LineLegend[Table[NumberForm[ecx, {2, 1}], {ecx, lecx}],
      LegendLabel -> "ecx (β^{-1})"], GridLines -> Automatic, InterpolationOrder -> 3};

ListLinePlot[asPlotList[trmin], PlotRange -> {1.0, 3.0},
AxesLabel -> {"cout (nm^{-3})", "r (nm)"}, Evaluate@plotOpts]

ξ = 0.05, ηmm = 0.4 \beta^{-1}, B3 = 2 \sigma^6, B4 - HS

e_{cx} (\beta^{-1})

Export[csvfilename["rmin", ξ], asCsvList[trmin]]
Mean free energy

- Critical temperature

\[ l_{c_{out}} = \{0.5, 1.0, 2.0\}; \]
\[ l_{c_{out}} = \{0.4, 1.0, 2.0, 3.0\} \times 0.6022; \text{(* in M units *)} \]
\[ \epsilon_{mc_{o}} = 0.1; \]
\[ \xi = 0.05; \]

ClearAll[rFluctuationByParams]
Options[rFluctuationByParams] =
{cRange \to cRangeEstimation, rRange \to rRangeEstimation};
rFluctuationByParams[cs_, \xi_, \epsilon_{mm_}, \epsilon_{mcx_}, \epsilon_{mco_}, opts : OptionsPattern[]] /;
!OrderedQ[{opts}] :=
rFluctuationByParams[cs, \xi, \epsilon_{mm}, \epsilon_{mcx}, \epsilon_{mco}, Sequence @@ Sort[{opts}]];
rFluctuationByParams[cs, \xi, \epsilon_{mm}, \epsilon_{mcx}, \epsilon_{mco}, opts : OptionsPattern[]] :=
NIntegrate[Simplify[r^4 \text{Exp}\left[-g[r, ncx, nco, cs, \epsilon_{mm}, \epsilon_{mcx}, \epsilon_{mco}]\right] /.
(ncx \to -(\xi z_{mer} n_{mer} + z_{co} v[r] cco) / z_{cx}, nco \to v[r] cco),
Flatten[{cco, OptionValue[cRange]}], Flatten[{r, OptionValue[rRange]}]],
PrecisionGoal \to 4, MaxRecursion \to 10,
Method \to {"GlobalAdaptive", Method \to "GaussKronrodRule"}] /;
NIntegrate[Simplify[r^2 \text{Exp}\left[-g[r, ncx, nco, cs, \epsilon_{mm}, \epsilon_{mcx}, \epsilon_{mco}]\right] /.
(ncx \to -(\xi z_{mer} n_{mer} + z_{co} v[r] cco) / z_{cx}, nco \to v[r] cco),
Flatten[{cco, OptionValue[cRange]}], Flatten[{r, OptionValue[rRange]}]],
PrecisionGoal \to 4, MaxRecursion \to 10,
Method \to {"GlobalAdaptive", Method \to "GaussKronrodRule"}]^2 *
NIntegrate[Simplify[\text{Exp}\left[-g[r, ncx, nco, cs, \epsilon_{mm}, \epsilon_{mcx}, \epsilon_{mco}]\right] /.
(ncx \to -(\xi z_{mer} n_{mer} + z_{co} v[r] cco) / z_{cx}, nco \to v[r] cco),
Flatten[{cco, OptionValue[cRange]}], Flatten[{r, OptionValue[rRange]}]],
PrecisionGoal \to 4, MaxRecursion \to 10,
Method \to {"GlobalAdaptive", Method \to "GaussKronrodRule"}] - 1

rRangeEstimationLocal = \{1.2, 3 \text{rid[]}\};
rFluctuationByParams[1.0, \xi, 0.15, 0.1, 0.1,
cRange \to \{0.06, 3.0\}, rRange \to rRangeEstimationLocal]
conTable := Table[cs, rFluctuationByParams[cs, \(\xi\), \(\epsilon\)mm, \(\epsilon\)mcx, \(\epsilon\)mc, cRange \rightarrow findcRangeSimplified[cs, \(\xi\), \(\epsilon\)mm, \(\epsilon\)mcx, \(\epsilon\)mc], rRange \rightarrow rRangeEstimationLocal], {cs, lcout}];
aFluctuations = <|{\(\epsilon\)mc = 0.1} \rightarrow Table[{\(\epsilon\)mm, Evaluate@concTable}, \{\(\epsilon\)mm, 0.05, 0.5, 0.005}\}],
{\(\epsilon\)mc = 0.5} \rightarrow Table[{\(\epsilon\)mm, Evaluate@concTable}, \{\(\epsilon\)mm, 0.05, 0.5, 0.005}\}],
{\(\epsilon\)mc = 0.7} \rightarrow Table[{\(\epsilon\)mm, Evaluate@concTable}, {\(\epsilon\)mm, 0.1, 0.6, 0.05}],
{\(\epsilon\)mc = 0.9} \rightarrow Table[{\(\epsilon\)mm, Evaluate@concTable}, {\(\epsilon\)mm, 0.05, 0.5, 0.005}]|>

csvfilename[name_, \(\xi\)_, \(\epsilon\)mc_] := name <> ToString@IntegerPart[100 \(\xi\)] <> "_" <> ToString@IntegerPart[10 \(\epsilon\)mc] <> ".csv"
KeyValueMap[
{\(\epsilon\)mc = #1; Export[csvfilename["fluctuations-\(\xi\)_\(\epsilon\)mc", \(\xi\), \(\epsilon\)mc], asCsvList] &}, aFluctuations]
plotOpts := {PlotLabel \rightarrow StringForm["\(\xi\) = \(\epsilon\)mc = \(\beta\)^{-1}, \(\epsilon\)mm, \(\epsilon\)mc", b3label[]],
PlotLegends \rightarrow LineLegend[lcout, LegendLabel \rightarrow "\(\epsilon\)mm (nm^{-3})"],
AxesLabel \rightarrow {"\(\epsilon\)mm \((\beta^{-1})\)"", 
"\langle r^4 \rangle / \langle r^2 \rangle^2 - 1"}];
KeyValueMap[{\(\epsilon\)mc = #1; Print@ListLinePlot[asPlotList@#2, Evaluate@plotOpts] &}, aFluctuations]

\section*{Isospheric point}

\begin{verbatim}
ln[61]= gMinDiff[ecx1_, ecx2_, \(\epsilon\)\xi_, vcs_] :=
   N[(r /. gMin[vcs, \(\epsilon\)\xi_, \(\epsilon\)mm, ecx1, eco][[2]]) - (r /. gMin[vcs, \(\epsilon\)\xi_, \(\epsilon\)mm, ecx2, eco][[2]])]
ln[72]= \(\epsilon\)mm = 0.4 \(\beta\)^{-1};
   \(\epsilon\)co = 0.1 \(\beta\)^{-2};
   ecxPairs = {{0.1, 0.5}, {0.1, 0.7}, {0.1, 0.9}, {0.3, 0.5},
                {0.3, 0.7}, {0.3, 0.9}, {0.3, 1.0}, {0.3, 1.1}, {0.3, 1.2}, {0.3, 1.3}};
   csEstimations = <|0.10 \rightarrow 1.37, 0.09 \rightarrow 1.18, 0.08 \rightarrow 1.02, 0.07 \rightarrow 0.88, 0.06 \rightarrow 0.69,
                  0.05 \rightarrow 0.60, 0.04 \rightarrow 0.47, 0.03 \rightarrow 0.35, 0.02 \rightarrow 0.23, 0.01 \rightarrow 0.11, 0.005 \rightarrow 0.06|>
ln[977]= \(\xi\)so =
   Table[\{\(\epsilon\)\xi_, Table[{ecxPair, vcs} /. FindRoot[gMinDiff[ecxPair[[1]], ecxPair[[2]], \(\epsilon\)\xi_, vcs], {vcs, csEstimations[\(\epsilon\)\xi_]}, AccuracyGoal \rightarrow 3,
              PrecisionGoal \rightarrow 3, MaxIterations \rightarrow 5, Evaluated \rightarrow False}],
         {ecxPair, ecxPairs}]], {\(\epsilon\)\xi_, Keys@csEstimations}];
tiso0 = Append[t, {0.0, \(\#1[[1]]\), 0.0} \& /@ tiso[[1]][[2]]];
\end{verbatim}
\textbf{Donnan potential}

\begin{itemize}
\item \texttt{\(\varepsilon_{mm} = 0.4\)}
\item \texttt{\(\varepsilon_{cx} = \{0.1, 0.3, 0.5, 0.7, 0.9\}\)}
\item \(\xi = 0.00\)
\end{itemize}
ClearAll[μco, μcx]

μco[r_, ncx_, nco_, eco_] :=
μco[r, ncx, nco, eco] = 2 b2 cc c[r, ncx + nco] + 2 evalB2LJ[σco, eco] c[r, nmer] +
3
2
b3 c[r, nmer + ncx + nco]2 + 4
3
b4 c[r, nmer + ncx + nco]3 + Log[c[r, nco]]

μcx[r_, ncx_, nco_, eco_] := μcx[r, ncx, nco, eco] =
2 b2 cc c[r, ncx + nco] + 2 evalB2LJ[σcx, eco] c[r, nmer] +
3
2
b3 c[r, nmer + ncx + nco]2 + 4
3
b4 c[r, nmer + ncx + nco]3 + Log[c[r, ncx]]

donnan[cs_, ξ_, emm_, ecx_, eco_] :=
γ 1
2
(μcx[r, ncx, nco, ecx] - μco[r, ncx, nco, eco]) / . ncx -> nco + nmer ξ /

gMin[cs, ξ, emm, ecx, eco][[2]]
donnancx[cs_, ξ_, emm_, ecx_, eco_] :=
γ (μcx[r, ncx, nco, ecx] - μout[cs]) / . ncx -> nco + nmer ξ /

gMin[cs, ξ, emm, ecx, eco][[2]]

tdonnan = Table[Table[{
{vcs, 1000 donnan[vcs, ξ, emm, ecx, eco]},
{vcs, Union[Table[vcs, {vcs, 0.01, 0.2, 0.01}],
Table[vcs, {vcs, 0.2, 1.5, 0.02}]]}, {vecx, lecx}
}
]

tdonnancx =
Table[Table[{
{vcs, 1000 donnancx[vcs, ξ, emm, ecx, eco]}, {vcs, Union[Table[vcs, {vcs, 0.01, 0.2, 0.01}],
Table[vcs, {vcs, 0.2, 1.5, 0.02}]]}, {vecx, lecx}
}
]
In[979]:= ListLinePlot[tdonnan, PlotLabel -> StringForm["Donnan potential, \(\xi = \) \`\", \(\xi\)],
AxesLabel -> {"\(c_{\text{out}}\) (nm\(^{-3}\))", "\(\phi\) (mV)"},
PlotLegends -> LineLegend[lecx, LegendLabel -> "\(\epsilon_{\text{cx}} (\beta^{-1})\)"], ImageSize -> Medium]
ListLinePlot[tdonnancx, PlotLabel -> StringForm["Donnan potential, \(\xi = \) \`\", \(\xi\)],
AxesLabel -> {"\(c_{\text{out}}\) (nm\(^{-3}\))", "\(\phi\) (mV)"},
PlotLegends -> LineLegend[lecx, LegendLabel -> "\(\epsilon_{\text{cx}} (\beta^{-1})\)"], ImageSize -> Medium]

Out[979]=

\[\begin{array}{cccccc}
0.2 & 0.4 & 0.6 & 0.8 & 1.0 & 1.2 \\
\phi (\text{mV}) & & & & & \\
\end{array}\]
\[\begin{array}{cccccc}
0.2 & 0.4 & 0.6 & 0.8 & 1.0 & 1.2 \\
\phi (\text{mV}) & & & & & \\
\end{array}\]

Out[979]=

\[\begin{array}{cccccc}
\epsilon_{\text{cx}} (\beta^{-1}) & \epsilon_{\text{cx}} (\beta^{-1}) \\
0.1 & 0.1 \\
0.3 & 0.3 \\
0.5 & 0.5 \\
0.7 & 0.7 \\
0.9 & 0.9 \\
\end{array}\]

Out[979]=

\[\begin{array}{cccccc}
\epsilon_{\text{cx}} (\beta^{-1}) & \epsilon_{\text{cx}} (\beta^{-1}) \\
0.1 & 0.1 \\
0.3 & 0.3 \\
0.5 & 0.5 \\
0.7 & 0.7 \\
0.9 & 0.9 \\
\end{array}\]

In[912]:= asCsvList[l_] := Prepend[NumberForm[#, 4] & /@ #1, #1[[1]][[1]]] & /@ Transpose[l]
Export[filename, "donnan", \(\xi\), asCsvList[tdonnan]]
