Path Planning Method of Mobile Robot Based on Q-learning
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Abstract. With the progress of science and technology, mobile robots gradually play an increasingly important role in the industry, military, science and technology and other fields. Aiming at the core problem of path planning in the path planning of mobile robots, this paper studies and designs a path planning method based on a Q-learning algorithm. Q-learning is widely used in robot path planning, as it only needs the interaction between the current state and the environment to make rewards and punishments for robot actions, to make decisions on the next action. Aiming at the problems of low efficiency and slow convergence in the original Q-learning algorithm, this paper improved the algorithm to enable the robot to quickly complete the planning and get the optimal and shortest path. The grid method was used to establish the environment running program to visualize the convergence process and obtain data. Finally, software simulation is used to establish the environment and code the robot to simulate the real environment, which proves the practical value of the algorithm.

1. Introduction
Path planning is one of the popular researches of mobile robots, which is very important for the implement of autonomous navigation of robots [1]. At present, there are many achievements in the research of path planning algorithm, including: Genetic Algorithm, particle swarm optimization, Artificial field potential method, A*(A-star) algorithm, Dijkstra algorithm [2], and Multi-dimensional fusion algorithm based on neural network or reinforcement learning [3,4], etc.

Q-learning algorithm is a mode of reinforcement learning and a Markov decision process [5]. In this process, the mobile robot does not have any prior knowledge. Based on strategy and learning, it takes different actions in the experiment to get different rewards, and to find the next action that can get the biggest reward. Through the interaction with the environment, the mobile robot can obtain feedback information from the environment, and then optimize the decision, and finally obtain the overall optimal strategy [6]. In this paper, the shortest and optimal path from the starting point to the end point in the unknown environment will be obtained. In the following article, the basic principle and algorithm logic of Q-learning algorithm will be introduced first, and then the mobile robot and the environment will be modeled and simulated. Finally, the optimal path from Q-learning algorithm will be obtained. Results will be checked, compared and analyzed.

2. Reinforcement learning and Q-learning algorithm
Reinforcement learning is the science of making optimal decisions. It imitates human interaction with the outside world to obtain different feedback [7], and the calculation method of learning from actions is as follows:
Similarly, the Q-learning algorithm is based on interactive learning logic, through the composition of "state", "action" and "reward", the ultimate goal is to achieve the maximum overall return:

Formula 1: Q-value

\[ newQ_{s,A} = Q_{s,A} + \alpha \left( R_{s,A} + \gamma * \max Q'(s', a') - Q_{s,A} \right) \]  

Where \( s_t \) and \( s_{t+1} \) represent the state in the environment; \( A \) represents action; \( \alpha \) is learning rate, is the learning rate, which defines the proportion of the new Q that an old Q value learns from the new Q value. The larger the \( \alpha \) is, the faster Q value converges; \( \gamma \) represents a discount factor, which defines the importance of future rewards, and the greater the \( \gamma \), the greater the long-term rewards' impact. \( \max Q'(s', a') \) indicates that the selected action A 'reaches the new state S' so that the value of Q is the maximum; \( R(s, a) \) represents a reward based on action A and state S.

At the beginning of the algorithm, initialize the Q value table, define the learning times episode=1, set the upper limit of the input learning times max-episode, then entering the cycle: Confirming the state S in the environment, select the next action A according to the Q table, reaching the next state S', and obtaining the immediate environmental reward R; Updating the Q table using Formula 1; Update S, increase the learning times by 1, judge whether the end point is reached, whether the maximum path limit is reached. If not, continue the cycle "confirm s- select action A - to reach S' exploration process.

When the agent reaches the target state, the program jumps out of the loop to judge whether the learning times at this time are greater than the maximum learning times. If the judgment result is no, the latest Q value table will be used to replace the initial Q value table, and the program iterates again until the number of learning converges to the required maximum number, so that the Q value is optimal, as well as the path is optimal[8], then the program ends. The algorithm logic can be represented by the following flow chart:
3. Path planning simulation experiment

3.1. Modeling of environment
Before the simulation of a mobile robot, it is necessary to provide an environment for the robot to move. In this paper, the environment space is established based on MATLAB, and a 20*20 grid environment is established. The starting point is (20, 1), and the end point is (20, 20). The black part is an obstacle that cannot be passed, as shown in the figure:
3.2. Setting of values

3.2.1. Action value setting
This experiment abstracts the mobile robot as a particle, the robot moves according to the table $A=\{1, 2, 3, 4, 5, 6, 7, 8, 9\}$, where each value represents the robot's up, down, left, right, left, left, right, up, down, static.

3.2.2. State value setting
The state $S$ is directly represented by the coordinates of the mobile robot in the environment, and its value range is all coordinates except the obstacle.

3.2.3. Reward value setting
The reward value $R$ is shown in the figure, in which the mobile robot will get the reward value of -0.3 when moving to the obstacle, 1 when moving to the end point, and 0 when moving to all other positions to avoid falling into the local optimal, explore the map more comprehensively, and finally obtain the optimal path.

$$
\begin{array}{c}
0 & \text{path} \\
1 & \text{destination} \\
-0.3 & \text{obstacle}
\end{array}
$$

(2)

3.2.4. Parameter Value Setting
After several tests, in order to obtain the best convergence speed and optimal path, the parameter learning rate and discount factor in Q-learning algorithm are set as $\alpha=0.6$ and $\gamma=0.9$ respectively, and the number of iterations is set as $n=80$.

3.3. Simulation results and analysis
First, at the beginning of the simulation, the mobile robot gropes from the starting point to the end, an $S$ value is updated for each action $A$, obtains the reward value $R$ according to the position information, and updates the Q value table with feedback. According to the Q value, the next step is decided, and the cycle is repeated. After several iterations, the maximum Q value and the optimal path are obtained. After judging that the robot reaches the end point each time, the number of learning increases by 1 from 1. After judging the learning episode $>80$, iterative learning is stopped to obtain the optimal path.

Second, the optimal path finally learned and the path length change of each iteration learning is also shown in the figures:
3.4. Discussion

As shown in the figure, when the discount factor is set to $\gamma=0.95$, the final path is reached after 10 iterations, which can be observed that the final path is very close. However, there are still many deviations compared with the optimal path. It can be seen that with the increase of the discount factor, the algorithm can get the final path when the number of iterations is low. There is still a distance of 3-4 meters from the optimal solution, because the discount factor is greater than a certain threshold value, and the algorithm excessively pursues the convergence speed of reaching the end point. After adjusting the parameters, the accuracy is improved obviously.
4. Conclusion
This paper proposes, describes and uses a path planning method based on reinforcement learning. Q-learning algorithm is used to explore and learn the path, and raster method is used to establish a MATLAB simulation environment, so that the mobile robot moves in a complex environment with multiple obstacles, and the Q-value table is updated once for each step, and the optimal path is obtained after several iterations. The Q-learning method in this paper has many advantages compared with other path planning methods, such as genetic algorithm and A* heuristic intelligent search algorithm. Genetic algorithm carries out iterative elimination strategy by generating random initial feasible solutions, which has the disadvantages of too many iterations and slow calculation speed[9,10], A* algorithm has shortcomings of insufficient global optimization and path close to obstacles[11]. Q-learning algorithm has the advantages of independent planning in an unfamiliar environment, moderate planning time and optimal planning path. The interactive reward and punishment mode make the mobile robot more adaptable to the path planning in the static environment of complex obstacles. It is suitable for the obstacles with volume and height in the actual environment, and the autonomous navigation of the robot has a higher use value.
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