Ytterbium nuclear-spin qubits in an optical tweezer array
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We report on the realization of a fast, scalable, and high-fidelity qubit architecture, based on $^{171}$Yb atoms in an optical tweezer array. We demonstrate several attractive properties of this atom for its use as a building block of a quantum information processing platform. Its nuclear spin of 1/2 serves as a long-lived, coherent, two-level system, while its rich, alkaline-earth-like electronic structure allows for low entropy preparation, fast qubit control, and high fidelity readout. Using narrowline transitions, we present a near-deterministic loading protocol, which allows us to fill a 10×10 tweezer array with 92.73(8)% efficiency and a single tweezer with 96.0(1.4)% efficiency. Employing a robust optical approach, we perform sub-microsecond qubit rotations and characterize their fidelity through randomized benchmarking, yielding $5.2(5) \times 10^{-3}$ error per Clifford gate. For quantum memory applications, we measure the coherence of our qubits with $T_1 = 3.7(4)$ s and $T_2 = 8.1(7)$ s. Finally, we use 3D Raman sideband cooling to bring the atoms near their motional ground state, which will be central to future implementations of two-qubit gates that benefit from low motional entropy.

I. INTRODUCTION

The development of well-controlled, scalable qubit architectures is central to quantum science, and has seen rapid advances across a number of physical platforms [1–10]. In this direction, neutral-atom qubits stored in optical arrays have made substantial progress in recent years [11, 12, 13]. Combining the versatility of optical potentials with switchable Rydberg interactions creates a compelling platform for quantum information, simultaneously allowing dense, non-interacting qubit registers and two-qubit entangling operations [5, 10–19]. At the state-of-the-art, large defect-free samples of hundreds of ytterbium atoms also offers new qubit modalities, ranging from Rydberg qubits [18, 35], to optical-frequency qubits [19], and to low-energy nuclear qubits [32].

Though most neutral atom quantum information experiments have focused on alkali atoms, a nascent thrust looks to extend optical tweezer technology beyond single-species alkali experiments. Pursuits with dual species, alkaline-earth atoms, and molecules [23–25], aim to translate the microscopic control of tweezers to new applications, as well as to harness new internal degrees-of-freedom for improved quantum science [18, 29, 32]. In the case of alkaline-earth atoms, marrying tweezer-based control with the long-lived optical transitions characteristic of this atomic group has enabled exploration of tweezer clocks [30, 33, 34]. The rich internal structure of these atoms also offers new qubit modalities, ranging from Rydberg qubits [18, 35], to optical-frequency qubits [19], and to low-energy nuclear qubits [32].

The nuclear spin of fermionic isotopes of alkaline-earth(-like) atoms provides a particularly attractive qubit. It has low (first order) magnetic field sensitivity in states with zero total angular momentum, and it is expected to be robust to dephasing and decoherence mechanisms that arise in far-detuned optical traps [4, 36]. Moreover, it can be paired with long-lived electronic degrees of freedom for novel readout and two-qubit gate schemes [18, 19]. Even beyond atom-based systems, nuclear-spin qubits have been the focus of efforts in the solid state, due to their decreased sensitivity to environmental perturbations [37–39]. Very recent work with $^{87}$Sr nuclear-spin qubits in optical tweezers showed long coherence times ($T_2^* = 21(7)$ s) and single-site control; in this case, the methods needed to isolate a qubit from a large native nuclear spin (9/2) limits single-qubit gate times and can cause dissipation during gate operations [32]. Further, standard qubit characterization methods — such as randomized benchmarking — have yet to be applied to this form of nuclear-spin qubit.

A compelling alternative candidate for a nuclear-spin-based qubit is $^{171}$Yb, which naturally is spin-1/2, the simplest nuclear spin structure of any fermionic alkaline-earth(-like) atom (see Fig. 1b) [40, 42]. Importantly, while prior work explored bosonic isotopes of ytterbium [20], this fermionic isotope has yet to be loaded, trapped, and manipulated in optical tweezers. Here, we report such methods, reveal scalability characteristics of $^{171}$Yb that are powerful for quantum science broadly, and benchmark techniques for controlling the nuclear qubit on submicrosecond timescales.

Employing the narrowline transitions, we show that $^{171}$Yb exhibits favorable properties for rapidly realizing large arrays that are both defect-free and at ultracold temperatures. The former fulfills a common need in quantum science to create scalable, uniformly-filled qubit registers, while the latter aids single- and two-qubit gate fidelities as well as endeavors where motional-ground-state preparation is required [3, 19, 43, 44]. To overcome
the stochastic nature of the single-atom loading process into tweezers, low-defect samples have been prepared either through active rearrangement or tailored collisions for enhanced loading. Inspired by recent advances, we use a narrowline cooling transition to achieve near-deterministic loading of a 10 × 10 array of 171Yb atoms with single-site occupancy of 92.73(8)% and 96.0(1.4)% for a single tweezer. At the same time, we exploit the nuclear spin for Raman-sideband cooling to near ground-state temperatures ($n_r = 0.14(3)$, $n_z = 0.13(4)$), which will aid future manipulation of the clock transition and high fidelity Rydberg-mediated two-qubit gates. These results are of central importance to the rapid generation of large, uniformly-filled arrays of high fidelity qubit registers, quantum simulation experiments based on low-entropy hyperfine states. In a globally-illuminated array, we demonstrate universal single-qubit control of the nuclear-spin qubit with submicrosecond operations. The state-of-the-art in single-qubit fidelities with neutral atoms has been achieved with microwave-driven transitions with pulse times of several tens of microseconds. With the potential for submicrosecond two-qubit gates through Rydberg-mediated interactions, reaching high fidelity single-qubit gates on similar timescales is important for fully realizing the potential computational speeds of a neutral-atom system. Enabled by the low-energy nuclear qubit, we use a robust rotation scheme based on single-beam Raman transitions to reach 170 ns $\pi/2$-pulses, which is readily extendable to rapid single-qubit addressing. In a globally-illuminated array, we reach a Clifford gate error of $5.2(5) \times 10^{-3}$, characterized through randomized benchmarking. We establish a straightforward path to errors of $\sim 1 \times 10^{-4}$ — near a commonly held scale for resource efficient error correction — based on our characterization of the trapped qubit coherence time ($T_2^* = 3.7(4)$ s, $T_2 = 8.1(7)$ s) and quantified error sources.

II. PREPARATION AND DETECTION

We generate arrays of optical tweezers with 532 nm laser light using a pair of acousto-optic deflectors (AODs) crossed at 90° and a 0.6 NA microscope objective. To reach favorable conditions for loading the tweezers, the atoms are first captured in a 3D magneto-optical trap (MOT) operating on the broad, $\Gamma_b/(2\pi) = 29$ MHz, 399 nm $^1P_1$ transition, loaded from a 2D MOT $\Delta L = 29$ kHz. From the narrow green MOT, atoms are loaded into the tweezer array and we isolate single atoms in the tweezers with a beam blue-detuned from one of the $^3P_1$ hyperfine states.

**Figure 1** gives an overview of 171Yb trapping and imaging. Unlike the 174Yb isotope, the $^1S_0 \leftrightarrow ^3P_1$ transition of 171Yb is not near-magic at 532 nm, and a magic angle does not exist at this trapping wavelength for any orientation of the quantization axis. For non-magic tweezers, small variations in trap depths can give large variations in scattering rates from the nar-
row $^3\text{P}_1$ levels due to the resulting variations in detuning from resonance. This effect leads to low imaging fidelities when detecting fluorescence scattered from $^3\text{P}_1$. For this reason, we instead detect the presence of atoms in the tweezer array by scattering light off the broader $^1\text{P}_1$ transition while simultaneously cooling with the narrower green MOT beams, detuned by $\Delta c/(2\pi) = -2.04(5)$ MHz, or 11 $\Gamma_g$, from light-shifted $^3\text{P}_1 (F' = 3/2 \ m_{F'} = \pm1/2)$ resonance. For $^{171}\text{Yb}$, this method produces a narrower atom peak in the photon collection histogram (Fig. 1) and allows us to set a count threshold for detecting the presence of an atom with higher fidelity than when detecting scattered light from $^3\text{P}_1$. However, the $^1\text{P}_1$ scattering rates are limited by the $^3\text{P}_1$ cooling rates, requiring us to extend the imaging times in order to minimize atom loss [26].

The scattered 399 nm light is collected by our microscope objective and imaged onto a scientific CMOS (sCMOS) camera (Fig. 1d,e). We assess detection performance using histograms of collected photons per tweezer site (Fig. 1d). From these data, we calculate the average detection infidelity as the probability of misidentifying the presence of an atom averaged over the cases with and without an atom [24]. The imaging duration is typically 120 ms and the resulting infidelity is around 0.3%. The loss probability is calculated as the fraction of tweezer sites in which an atom is identified in the first image but not the second with a small correction accounting for the imaging infidelity. For usual imaging conditions, the infidelity-corrected loss of 2.51(1)% is a good approximation of the loss per image. For careful calibration of cooling parameters, we find it is possible to use imaging durations as short as 60 ms with similar loss rates and 0.6% imaging infidelity. In the future, using a better suited camera technology (EMCCD), we expect to achieve this scale of imaging infidelity and loss $\leq 1\%$ for an imaging time of 25 ns. (See Appendix B for more details).

III. NEAR-DETERMINISTIC LOADING

Reliable assembly of large defect-free patterns of qubits is a major pursuit for the neutral atom tweezer array platform. While the number of atoms loaded from the MOT into a tweezer follows a Poisson distribution, isolating single atoms often employs light-assisted collisions which map even and odd atom numbers into 0 and 1 respectively. The resultant stochastic loading pattern can be rearranged into a defect-free array with movable tweezers that drag atoms into the desired locations [47, 48, 60]. However, the required time and success probability of reaching a defect-free array scales adversely with the number of atoms to be moved [47, 48, 60]. Additionally, at $\sim 50\%$ loading efficiency the required optical power to produce uniform arrays of a given size is effectively doubled. The development of (near-)deterministic loading protocols can aid the process of rearrangement and alleviate the task of scaling the system size. A prominent example, so far demonstrated only for alkali atoms, is a protocol based on blue-shielded collisions [45, 46, 49]. At the state of the art, a combination of gray-molasses cooling and repulsive molecular potential leads to $\sim 80\%$ loading efficiencies in $10 \times 10$ tweezer arrays and up to 90% for a single tweezer [49]. An outstanding question has been whether the narrow lines of alkaline-earth atoms could be used for similar enhanced loading schemes [24, 29]. Here, we demonstrate the first realization of such a protocol.

We start by preparing a compressed narrow-line MOT to increase the atom density and thus ensure that each tweezer is filled with at least one atom on average. The atoms are loaded into 17.1(5) MHz-deep tweezer traps (6 mW/tweezer) and addressed with three orthogonal pairs of circularly polarized counter-propagating beams tuned near the $F' = 3/2$ hyperfine levels of $^3\text{P}_1$. The tweezer light induces differential light shifts of 3.75(16) MHz and 10.22(18) MHz on the $|m_{F'}| = 1/2$ and $|m_{F'}| = 3/2$ states respectively as compared to $^3\text{S}_0$. We further split the $m_{F'}$ levels with a magnetic field applied along the tweezer polarization direction. Figure 2a shows two re-

![FIG. 2. Near-deterministic loading. (a) Loading efficiency ($P_{\text{load}}$) dependence on applied magnetic field and loading beams detuning ($\Delta L$) from the free-space resonance. The star denotes the parameters chosen for daily operation: magnetic field of 4.9 G and $\Delta L/2\pi = +9.76$ MHz. The intensity of the loading beams changes as a function of $\Delta L$, in the starred region corresponding to $I_{\text{sat}}^\ast = 0.138$ mW/cm$^2$ is the saturation intensity of the $^1\text{S}_0 \leftrightarrow ^3\text{P}_1$ transition. The resonance frequencies of the transitions to the $m_{F'}$ states are plotted as a function of the magnetic field. (b) Levels involved in the loading scheme for parameter space denoted with the star in (a). Accounting for tweezer light and magnetic shifts, the loading beams are blue-detuned from $m_{F'} = +1/2$ by $\delta_L = +2\pi \times 2.8$ MHz (15.6 $\Gamma$). (c) Probability of obtaining a given fill fraction for a single-shot image. (d) Optimal average loading efficiency ($P_{\text{load}}$) as a function of the tweezer array size.](image-url)
gions of enhanced loading (> 50%), observed for loading beams blue-detuned of the transitions to the \( m_{F'} = -1/2 \) and \( m_{F'} = +1/2 \) states. The magnetic field and detuning chosen for daily operations are denoted with a star. At these conditions, the loading beams are blue-detuned from \( m_{F'} = +1/2 \) by \( \delta_L = +2\pi \times 2.8 \text{ MHz} \) (15.6 \( \Gamma \)) (Fig. 3b). The atoms are addressed with the beams of total intensity of 515 \( I_{\text{sat}} \) for 35 ms, where \( I_{\text{sat}} = 0.138 \text{ mW/cm}^2 \) is the saturation intensity of the \( ^{1}\text{S}_0 \rightarrow ^{3}\text{P}_1 \) transition. With these parameters, single atoms are loaded into the tweezers with 92.73(8)% probability averaged over the \( 10 \times 10 \) array (Fig. 2). We also investigate loading efficiency as a function of the tweezer array size. We observe consistent loading of the array at >90% efficiency for tweezer numbers ranging from one to a hundred traps (Fig. 2d). Maximal loading efficiency increases for smaller trap numbers, similar to results reported for alkali atoms [49]. In particular, for a single tweezer, we observe loading efficiencies as high as 96.0(1.4)%, which suggests that the primary limitation in the larger arrays is the initial loaded atom number. Hence, we hypothesize that the single tweezer loading performance should be accessible in larger arrays by improving the initial cloud density, for instance, by use of a reservoir trap [27].

The enhanced loading process arises from an interplay between cooling and light-assisted collisions with controlled energy transfer, which occurs for blue-detuned light [45, 46, 49]. After enhanced loading, we perform release-recapture experiments [61] and measure temperatures of 5 \( \mu \text{K} \). This is to be compared with 12 \( \mu \text{K} \) temperatures achieved through the cooling mechanism employed during imaging. These observations are consistent with a gray molasses cooling effect observed in alkalis [49], and also reported in \(^{173}\)Yb isotope [62]. In this case, by splitting \( m_{F'} \) sublevels by more than \( \Gamma_g \), the magnetic field plays a dual role: it isolates a three-level system where a gray molasses mechanism can take place, and ensures that as the atom moves within the trap, it is not brought to resonance with other sublevels through the light shifts. At these blue detunings for which we observe optimal loading, we are also detuned by substantially less than the trap depth. In the usual blue-shielded loading picture [45, 46], this suggests that the energy imparted per light-assisted collision is much less than the trap depth, so that the likelihood of both atoms remaining in the trap after a collision is high, while a small probability exists for one atom to leave, and an even smaller chance for both. We hypothesize then that the enhanced loading is the result of many collisions, where each collision is more likely to reduce the atom number by one atom at a time rather than in pairs. This enhances the probability for a single atom to remain at the end of the process. A quantitative model will be the subject of future investigations, as we expect a complicated cooperation between collisions, light shifts, load rates, and three-dimensional cooling dynamics to be responsible for the observed loading efficiencies.

**IV. NUCLEAR QUBIT CONTROL**

We initialize and detect the \(^{1}\text{S}_0\) nuclear spin states \(|m_F = +1/2\rangle \equiv |0\rangle \) and \(|m_F = -1/2\rangle \equiv |1\rangle \) using state-selective transitions to the \(^{3}\text{P}_1\) levels. Driving the \( \sigma_+ \) transition from \(|1\rangle \) to the \(^{3}\text{P}_1\) \(|F' = 1/2, m_{F'} = +1/2\rangle \) state pumps the ground \(^{1}\text{S}_0\) state spins to the \(|0\rangle \) state. For spin detection, we apply the same beam, but frequency shifted to address the transition \(|0\rangle \leftrightarrow |F' = 3/2, m_{F'} = +3/2\rangle \). This heats atoms in \(|0\rangle \) out of the tweezers and atom survival in a subsequent imaging indicates the spin state. In order to address both of these transitions with the same beam, we use a fiber EOM to produce a sideband at the hyperfine splitting of \(^{3}\text{P}_1\). The offset frequency is chosen to set the \(|F' = 1/2, m_{F'} = \pm 1/2\rangle \) resonances far from the \(|F' = 3/2, m_{F'} = +3/2\rangle \) blow-away resonance of the carrier (19 MHz), but the finite separation does result in some optical pumping of the spin state for long blow-away times. The ideal blow-away time is set by a trade-off between unwanted pumping from \(|1\rangle \) to \(|0\rangle \) at long times and partial blow-away of the \(|0\rangle \) state at short times. We minimize the combined detection infidelity resulting from this blow-away pulse, defined as the probability that an atom in \(|1\rangle \) is pumped to \(|0\rangle \) plus the probability that an atom in the \(|0\rangle \) state survives blow-away. The minimum combined detection infidelity is typically around \( 6 \times 10^{-3} \), and occurs for blow-away times around 5 ms.

Nuclear spin rotations are performed in two different regimes of driving strength. Figure 6 shows a level diagram relevant to the “low-Rabi regime”, with a Rabi frequency \( \Omega_X \) smaller than the nuclear spin splitting \( \Delta_N \). Two co-propagating beams, one with \( \pi \) polarization and the other with polarization normal to the quantization axis (\( \sigma_-/\sigma_+ \)), are used to drive qubit Rabi oscillations. Two separated Raman resonances are observed as the frequency of one of the beams is varied (Fig. 3b). The applied field here is 18 G. In the low-Rabi regime, the Rabi oscillations are dominated by the single resonant pathway and the Rabi frequency does not depend on the relative phase of the \( \sigma \) and \( \pi \) polarization components. In this case, the speed of operations is limited by the splitting of the nuclear spin states, typically small for achievable fields, \( \gamma_n/\pi(2\pi) = 751 \text{ Hz/G} \) [63].

To circumvent this limitation on speed, we explore whether it is also possible to perform high-fidelity operations in the opposite regime of \( \Omega_X \gg \Delta_N \). Unlike when addressing one of the Raman resonances with a weak drive, in the high-Rabi case the Rabi frequency depends on the relative phase of the \( \sigma \) and \( \pi \) components. For an intermediate state detuning \( (\Delta_X) \) much greater than splittings of the excited state levels \( \Delta_X \gg \Delta_\epsilon \), and relative phase \( \phi \) between the \( \pi \) and \( \sigma \) polarization components, the Raman Rabi frequency is given by \( \Omega_X \approx \Omega_\pi \Omega_\sigma \cos(\phi)/\Delta_X \), where the ratio of the coupling strengths \( \Omega_\pi \) and \( \Omega_\sigma \) is set by the angle of the polarization \( \epsilon_\pi \) (Appendix D). The two components \( \Omega_{\pi, \sigma} \equiv \Omega_\sigma \) are equal for our beam geometry. In this regime, we
use a single beam with a polarization tilted out the atom array plane (Fig. 3d) to drive Raman transitions simultaneously through the two separate pathways shown in Fig. 3b, albeit with a small detuning given by the qubit splitting. Using a single beam has the advantageous feature that the phase between different polarization components is fixed.

Figure 3 (top) shows qubit Rabi oscillations at 1.77 MHz using the described approach. The applied field is 1.66 G, splitting the nuclear spin states by $\Delta X/(2\pi) \equiv f_0 - f_1 = -1.25$ kHz in the absence of the X beam. This field defines the quantization axis and suppresses relaxation of the nuclear spin, which is observed at smaller spin splittings. When the X beam is turned on, light shifts from the excited states cause a splitting in the opposite direction. For the Rabi frequency $\Omega_X/(2\pi) = 1.47$ MHz, corresponding to our $X(\pi/2)$ pulse time, the total splitting is estimated to be $\Delta X/(2\pi) = +54.2$ kHz.

To perform arbitrary rotations of the spins, we need the ability to rotate about an axis different than that defined by our X beam. This would normally be accomplished by varying the relative phase of two Raman beams, but in the high-Rabi case the coupling strength is phase-dependent, becoming very small for a relative phase of $\pi/2$. This is the reason for including a second $Z$ beam that splits, but does not couple, the two nuclear spin states (Fig. 3d). Figure 3 (bottom) shows oscillations at 0.77 MHz about the $Z$-axis, measured using a Ramsey-type sequence: after a $X(\pi/2)$ rotation, the $Z$ beam is turned on for variable time, before a final $X(\pi/2)$ pulse is applied. This oscillation frequency corresponds to the splitting of the $|0\rangle$ and $|1\rangle$ states induced by differential light shift of the $Z$ beam, and is much larger than the 1.25 kHz Zeeman field splitting observed in a Ramsey
measurement without the Z beam. Our typical $Z(\pi/2)$ pulses last 350 ns, corresponding to oscillations at 0.71 MHz.

We characterize the fidelity of nuclear qubit rotations using Clifford randomized benchmarking (RB) [11, 64, 65]. We select $X(\pi/2)$ and $Z(\pi/2)$ rotations for characterization since we can compose the entire Clifford gate set from these two gates. With the software package pyGSTio [66], we compile our $\pi/2$ gates into a set of Clifford RB experiments. The target output states are randomized between $|0\rangle$ and $|1\rangle$ and the probability of successfully measuring the target state is obtained over many repetitions of the experiment. Randomizing the target output gives a decay of fidelity that approaches 0.5 in the single qubit case. Measurement infidelities and atom loss would give a different asymptote when using only one target state for every experiment, resulting in systematic bias in a fixed asymptote fit to the decay curve. The black circles in Fig. 3g show the result of in systematic bias in a fixed asymptote fit to the decay of fidelity that approaches 0.5 in the single qubit case. Measurement infidelities and atom loss would give a different asymptote when using only one target state for every experiment, resulting in systematic bias in a fixed asymptote fit to the decay curve. The black circles in Fig. 3g show the result of in systematic bias in a fixed asymptote fit to the decay of fidelity that approaches 0.5 in the single qubit case. Measurement infidelities and atom loss would give a different asymptote when using only one target state for every experiment, resulting in systematic bias in a fixed asymptote fit to the decay curve. The black circles in Fig. 3g show the result of in systematic bias in a fixed asymptote fit to the decay curve. The black circles in Fig. 3g show the result of.

The coherence time of the nuclear qubit states sets one limit on the depth of operations that may be performed for algorithms or sensing measurements that utilize the nuclear spin qubits. In this work, the number of coherent operations we can perform is limited almost entirely by other sources such as scattering and intensity noise. However, for future experiments, if slower processes are involved (e.g. clock-state spectroscopy) the nuclear spin states can act as a quantum memory with long coherence times; further, if computational time is less of a priority, radio-frequency driving of the nuclear qubit can mitigate the dominant error sources observed with the Raman approach. In this section, we present coherence characterization of our qubit through Ramsey-type measurements.

The coherence time of the nuclear qubit states sets one limit on the depth of operations that may be performed for algorithms or sensing measurements that utilize the nuclear spin qubits. In this work, the number of coherent operations we can perform is limited almost entirely by other sources such as scattering and intensity noise. However, for future experiments, if slower processes are involved (e.g. clock-state spectroscopy) the nuclear spin states can act as a quantum memory with long coherence times; further, if computational time is less of a priority, radio-frequency driving of the nuclear qubit can mitigate the dominant error sources observed with the Raman approach. In this section, we present coherence characterization of our qubit through Ramsey-type measurements.

The experiment is performed at magnetic fields of 1.34 G, in 2.3 MHz-deep tweezers. These conditions allow us to initialize the qubit in the $|0\rangle$ ground state without the need for large magnetic field changes, by pumping on $|1\rangle \leftrightarrow |F' = 3, m_{F'} = +1/2\rangle$ transition; however, due to longer pumping times and worse state preparation fidelity, this initialization scheme is not suitable for fast qubit manipulation presented in sec. [V]. Following the pumping stage, an $X(\pi/2)$ pulse brings the qubits into the superposition of the two ground spin states. After variable Ramsey dark time (T), a second $X(\pi/2)$ pulse is applied, and finally the qubit is projected onto one of the spin states through a blow-away measurement as described in sec. [V]. Since $X(\pi/2)$ pulses are detuned from resonance by the nuclear state splitting, the measured $|1\rangle$ population oscillates at the corresponding frequency of 1 kHz (Fig. 4a).

If no decoherence was present, the oscillations would decay with $1/e$ time bounded by the lifetime of atoms in tweezers 6.42(3) s (limited by parametric heating). We find that this lifetime is well described by an empirical decay model for the probability of atom survival.
FIG. 4. Qubit coherence. (a) Ramsey experiment. Population of state $|1\rangle$ oscillates at the frequency given by the splitting of two ground states. The fit is a cosine of a single frequency and phase, with an envelope given by the lifetime and dephasing. Callouts share both axes with the main plot. (b) Ramsey contrast of the oscillations presented in (a), decaying due to 6.42(3) s tweezer lifetime (grey) and Gaussian dephasing. The $T_2^*$ extracted from the fit is 3.7(4) s. (c) Spin-echo experiment. Population of state $|1\rangle$ (orange) decreases due to the finite lifetime in tweezers (grey), of 7.13(5) s, and decoherence described by a Gaussian decay. The $T_2$ inferred from the fit is 8.1(7) s.

$P_{\text{survival}}(t) \propto \exp(-at^2)$, with the parameters $a$ and $b$ fixed by a separate lifetime measurement (Fig. 4a). In the presence of noise, e.g., field instability and non-uniformity across the array, the qubits dephase, causing the contrast of the oscillations to decay faster than the tweezer lifetime bound. In Fig. 4b, we fit the Ramsey fringes with a cosine of a single frequency and phase, decaying with a Gaussian envelope multiplied by the lifetime decay function. The resultant contrast of the oscillations is plotted in Fig. 4b. The contrast decays with $1/e$ time of 3.0(2) s, including both dephasing and the tweezer lifetime, while the extracted $T_2^*$ time characterizing the dephasing is equal to 3.7(4) s. This is most likely limited by sub-mG magnetic field fluctuations.

To further study the coherence properties, we also perform a spin-echo measurement, where an $X(\pi)$ pulse is inserted in the middle of the Ramsey dark time (Fig. 4c). For certain noise sources such as shot-to-shot magnetic field variation or inhomogeneities across the array, the phases acquired by the atoms during the two echo arms cancel each other, resulting in no effective dephasing. However, mechanisms that cause variation in the qubit frequency on the timescale of the echo arm, such as Drifts of the global magnetic field, still impose a Gaussian envelope, here with $1/e$ time equal to $T_2 = 8.1(7)$ s. The $1/e$ time for the decay including both lifetime and dephasing is measured to be 5.5(5) s.

VI. 3D GROUND STATE COOLING

The $X$ qubit rotations described in the previous sections were performed with co-propagating Raman beams. The advantage of this approach is the insensitivity of the qubit operation to the atom’s motional state, since the net $k$-vector transferred during the rotation is 0. However, for future applications, such as the promotion of the qubit to the clock state and a Rydberg excitation, where a single beam is employed, motional-state coupling or Doppler shifts will result in reduced pulse fidelity (Appendix E). As such, motional ground-state cooling is desirable for high-fidelity population manipulation within those states. For this reason, we employ Raman-sideband cooling of $^{171}$Yb atoms to near the three-dimensional ground state $|3\rangle$. In the experiments below, we operate with trap frequencies $\{\omega_i/2\pi, \omega_j/2\pi, \omega_k/2\pi\} = \{139.8(8)$ kHz, $137(1)$ kHz, $27.4(2)$ kHz$\}$ along the $i$, $j$, and $k$ axes (Fig. 3a) and 17.1(5) MHz tweezer depth (6 mW/trap), in a $10\times10$ array.

The atoms are first pre-cooled using the same beams and parameters as employed to load atoms into the tweezers. The subsequent sideband cooling is performed through Raman rotations on the $^{1}S_0 \leftrightarrow ^3P_1 |F' = 3/2, m_F = +1/2\rangle$ transition, with a $\sigma^+$-polarized RB1 beam and one of the three $\pi$-polarized RB2-4 beams. The level structure and the beam geometry involved are presented in Fig. 3a-c. Pairing RB1 with RB2 or RB3 addresses one of the two radial directions ($i$ and $j$), while pairing RB1 with RB4 is used to address the axial direction ($k$). The relative frequency of the two selected Raman beams is tuned to drive $|m_F = +1/2, n\rangle \leftrightarrow |m_F = -1/2, n - 1\rangle$, while the energy is dissipated by optical pumping on $|F = 1/2, m_F = -1/2\rangle \leftrightarrow |F' = 1/2, m_F = +1/2\rangle$ transition. The Lamb-Dicke parameters for the radial and axial directions are $\eta_{i,j} = 0.23$ and $\eta_k = 0.53$ respectively. Importantly, we find that for the hotter atoms the optical pumping can heat up and eject them from the trap, likely due to the differential light shifts. To
FIG. 5. Raman-sideband cooling to 3D motional ground state. (a) Level diagram for the two-photon transitions employed in cooling. An atom in the $|m_F = +1/2, n \rangle$ state absorbs a photon from the $\sigma^+$-polarized beam (RB2-4) and emits into the $\sigma^-$-polarized beam (RB1). With the relative frequency difference of the two beams tuned a trap frequency away from the carrier, the atom can change its motional state to $n - 1$ (red sideband) or $n + 1$ (blue sideband), depending on the sign of the difference. The Raman detuning from the intermediate excited state is $\Delta_{RB}/2\pi = 183$ MHz. (b) Optical pumping (OP) scheme for energy dissipation during cooling. In the Lamb-Dicke regime, the scattering from the pumping beam is unlikely to alter the atom’s motional state but pumps into the opposite spin state, where the cooling can begin anew. We operate with optical pumping $\delta_{OP}/2\pi = -2$ MHz red-detuned from resonance. (c) Raman beams (RB1-4), optical pumping (OP) and magnetic field (B) geometry. RB1 paired with RB2-4 addresses motional states along the $i$, $j$ and $k$ axes respectively. (d) Continuous sideband cooling. RB1 and OP beams are continuously illuminating the atoms, while the remaining RB2-4 are turned on and off iteratively. (e) Pulsed sideband cooling. A pulse of RB1 and one of RB2-4 drives an approximate $\pi$-rotation on the relevant sideband, followed by a step of optical pumping. (f) Sideband thermometry along the $i$, $j$ and $k$ axes. Spectra are acquired before sideband cooling (grey, squares), after 3D optimized cooling (black, open circles) and after cooling optimized for radial (orange, points) and axial (red, points) directions. Each panel shows the red sideband (left) and blue sideband (right) for the corresponding cooling direction. Axial spectra additionally include the carrier (middle). Mean phonon occupation number $\langle \tilde{n} \rangle$ after sideband cooling is quoted for each axis.

eliminate this effect, we operate with red-detuned pumping light. This suppresses both the loss and systematic under-estimation of the temperature due to the ejection of hot atoms.

The sideband cooling proceeds in two stages, continuous and pulsed, which are illustrated in Figures 5a,b,c. The carrier Raman Rabi frequencies for transitions performed with RB1 and one of RB2-4 are $2\pi \times 47(2)$ kHz, $2\pi \times 48(2)$ kHz, and $2\pi \times 13.1(6)$ kHz respectively. To evaluate performance of the cooling sequence, we carry out sideband spectroscopy with pulses of RB1 and one of RB2-4. Scanning the relative frequency of the two Raman beams, we probe the red (RSB) and blue (BSB) sidebands and extract the mean phonon occupation numbers $\langle \tilde{n} \rangle$ from their height ($A_{\text{RSB}}$ and $A_{\text{BSB}}$), according to $\tilde{n} = A_{\text{RSB}}/(A_{\text{RSB}}+A_{\text{BSB}})$ [45]. Before sideband cooling, the $\tilde{n}$ for each of the axes are $\langle \tilde{n}_i, \tilde{n}_j, \tilde{n}_k \rangle = \{1.6(6), 1.0(4), 4(3)\}$. With the cooling optimized simultaneously in all three dimensions, we achieve $\langle \tilde{n}_i, \tilde{n}_j, \tilde{n}_k \rangle = \{0.11(5), 0.15(3), 0.13(4)\}$ (Figure 5f). Additionally, we can further improve radial temperature by sacrificing ground state fraction in the axial direction and vice versa. In the first case, we cool the atoms to $\langle \tilde{n}_i, \tilde{n}_j \rangle = \{0.08(3), 0.10(3)\}$ in the radial directions and in the second case, we cool the axial direction to $\tilde{n}_k = 0.08(3)$.

VII. CONCLUSION

In this work, we have demonstrated several salient features of $^{171}$Yb tweezer arrays — near-deterministic loading, fast, high-fidelity nuclear qubit control, long nuclear coherence times, and the ability to prepare atoms near the motional ground state via Raman sideband cooling. Combining scalability and low entropy preparation with fast, coherent qubit manipulations, this platform will be broadly useful in quantum science applications. For connecting the tools developed in this work to metrological and quantum information applications, it will be desirable to develop tweezer arrays at the 759 nm magic wavelength of the clock transition. To maintain favorable features of the 532 nm tweezers demonstrated here, in future work with 759 nm, we will rely on transfer
methods already realized with strontium \[19\] \[34\]. Once they are loaded into 759 nm tweezers, interactions between \(^{171}\)Yb nuclear qubits in the \(^1S_0\) state can be generated by selectively exciting one nuclear state to \(^3P_0\) and driving Rydberg interactions out of that level. Alternatively, rotations of the nuclear spin could be produced directly in the metastable \(^3P_0\) level, driving Raman rotations through \(^3P_0 \leftrightarrow ^3D_1\) or \(^3P_0 \leftrightarrow ^3S_1\). With this approach, two-qubit gates could be performed between \(^3P_0\) spins with state-selective Rydberg interactions or by mapping one spin of the \(^3P_0\) atoms back to the ground state. Beyond quantum information processing, deep, fast circuits implemented in the nuclear-spin qubit could be mapped to the optical clock transition for quantum-fast circuits implemented in the nuclear-spin qubit could state. Beyond quantum information processing, deep, fast circuits implemented in the nuclear-spin qubit could be mapped to the optical clock transition for quantum-enhanced metrology \[68, 69\].

Furthermore, in 759 nm tweezers, a near-magic angle may exist for the \(^1S_0 \leftrightarrow ^3P_1\) transition \[24\]. This could allow for improved imaging fidelity as previously demonstrated in near-magic tweezers with \(^{174}\)Yb \[26\]. Meanwhile, site-resolved shelving utilizing the clock transition could be used to perform local state-preserving qubit measurements, which are a key requirement for most quantum error correction schemes \[55, 56\] as well as for clock and entangled clock protocols that fully exploit the intrinsic linewidth of the atoms \[70, 72\].
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![FIG. A1. Overview of the experimental sequence in the science cell. The unit of the time is ms, and duty cycle is typically less than 1 s. The blue MOT uses \(^1S_0 \leftrightarrow ^1P_1\) transition, while the green MOT utilizes \(^1S_0 \leftrightarrow ^3P_1\) narrow line transition. The compressed MOT (CMOT) increases the average atom number loaded into a tweezer. With the near-deterministic loading scheme, we are left with a single atom in the tweezer > 90% of the time, on average. The green cooling beam is on during blue imaging, as well as during the cooling before and after imaging.](image)

**Appendix A: Experimental sequence**

We use an atomic dispenser as the source of \(^{171}\)Yb. The initial trapping and cooling is done with 399 nm light addressing the \(^1S_0 \rightarrow ^1P_1\) transition. Atoms released from the dispenser are slowed by a beam focused onto the emission port of the dispenser and then captured in a 2D magneto-optical trap (MOT), which reduces the atoms’ velocities in the directions transverse to the science glass cell. The magnetic fields for the slowing beam and 2D MOT are generated by four stacks of permanent magnets arranged around the 2D MOT chamber \[74\]. The atomic cloud accumulated within the 2D MOT is pushed towards the main science cell with a nearly resonant beam that is chopped at 1 kHz with a 40% duty cycle. After being pushed through a differential pumping tube, the atoms are trapped in a blue 3D MOT in the main science cell.

The following experimental sequence is shown in Fig. A1. The cycle time of the experiment is typically less than 1 second, although the exact timing depends on the experiment performed. Atoms in the 3D blue MOT are transferred to a green MOT that uses the 556nm \(^1S_0 \leftrightarrow ^3P_1\) narrow-line transition (\(\Gamma_g/(2\pi) = 183\) kHz). Our green MOT has three steps: broad-line, narrow-line and compression stages. During the first stage, the green laser is artificially broadened by sweeping the detuning from \(-40\ \Gamma_g\) to \(-7\ \Gamma_g\) at a rate of 50kHz to increase the velocity capture range. For the second, narrow-line stage the detuning is maintained at \(-0.77\ \Gamma_g\) and the intensity is ramped down from 157 \(I_{sat}\) to 11 \(I_{sat}\). While we find that at this point, the atoms are sufficiently cold to be loaded into 790 µK-deep tweezer traps, to increase the average number of atoms captured in the tweezers, we employ a final compression stage for the green MOT. Here, the beam intensity is decreased to 1.5 \(I_{sat}\) and the magnetic field gradient is increased from 6 G/cm to 15 G/cm.

After extinguishing the MOT beams, 30 ms of dead time is incorporated to ensure that any remaining atoms
not trapped in the tweezers fall out the tweezer region. We then turn on a 4.9 G magnetic field parallel to the tweezer polarization and with blue-detuned 556 nm beams propagating in the MOT configuration we achieve single atom tweezer occupancy at efficiencies in excess of 90% (see discussion in the main text for more details).

Single atoms trapped in the tweezers are cooled down to 12 µK in 20 ms by the same green laser beams used for the 3D MOT. However, this intra-trap cooling is realized with no magnetic field applied. The green cooling intensity is 10 \(I_{\text{sat}}\) and its frequency is \(-11 \Gamma_{g}\) red-detuned from the tweezer light-shifted resonance of the \(^3\text{S}_0 \leftrightarrow ^3\text{P}_1\) \(|F'_2 = 3/2, m_{F'} = \pm 1/2\) transition. The same cooling scheme is employed during imaging.

The main experiment, such as qubit rotations or Raman sideband cooling, is usually sandwiched by two imaging steps (see sec. B 3 for detailed discussion). The first image discriminates the traps with loaded atoms, while the second image identifies the tweezer sites that still contain an atom after the experiment is completed. Where indicated in the main text, we lower the tweezer depth during the experiment to suppress differential light shifts or parametric heating from the tweezer intensity noise. In these experiments, a magnetic field is typically applied parallel to the tweezer polarization to define the quantization axis.

### Appendix B: Experimental methods

#### 1. Optics layout around objective lens

Our optical layout around the objective lens is summarized in Fig. A2. Both blue and green vertical upper MOT beams are focused on the back focal plane of the objective lens and reflected by a small, 5 mm-diameter mirror, to ensure collimation inside the science cell. The mirror and its holder are small enough compared to the aperture of the objective lens (32 mm diameter) as not to impact the diffraction-limited imaging and the quality of the tweezer spot.

The tweezer array is formed by the deflection of 532 nm beam from two orthogonal AODs, AOD1 and AOD2, placed in the Fourier plain of the objective. To make tweezer generation more robust, the AODs are spaced with a 4-f lens system (not shown in Fig. A2). The beam is then focused through the objective lens to create a 2D tweezer array. The total power in the array is stabilized via an intensity PID actuating on an AOM before the photonic crystal fiber that delivers the light to the set up of Fig. A2. The tweezer waist is measured to be 460(7) nm by comparing the light shift of the \(^3\text{P}_1\) \(|F'_2 = 3/2, m_{F'} = \pm 1/2\) state to the power in a single tweezer. The polarizabilities of the \(^{171}\text{Yb}\) states required for this measurement were calculated from the values of \(^{174}\text{Yb}\) obtained at 532 nm in [59]. These tweezer waist and light shift measurements are also consistent with the radial trap frequencies obtained through Raman-sideband spectroscopy (sec. VI).

#### 2. Tweezer balancing

Suppressing tweezer-dependent trap inhomogeneity is critical for many aspects of the experiments presented here. A spread in the tweezer trap depths results in variable differential light shifts on the \(^3\text{S}_0 \leftrightarrow ^3\text{P}_1\) transition, which gives rise to the non-uniform cooling performance across the array. Moreover, the variation in the trap frequencies can harm the Raman-sideband cooling efficiency. As discussed in sec. B 1, the optical tweezer arrays are produced by two AODs addressing orthogonal directions. We insert \(N_1\) and \(N_2\) radiofrequency (RF) tones into each AOD (typically in this work \(N_1 = N_2 = 10\)). Those RF tones are generated by a custom-designed FPGA-based synthesizer, with arbitrary control over the phase and amplitude for each RF tone. Ideally, choosing identical RF amplitudes would generate tweezers of identical intensities. However, practically, this is not the case due to imperfections in our RF and optical systems, leading to intermodulation and nonlinearity. Therefore, we need a protocol for adjusting the RF parameters experimentally. In this section, we discuss our tweezer balancing procedure. Related methods are described in [28].

In order to make the tweezer depth as uniform as possible, we balance the tweezer intensity daily with a quick optimization procedure that feeds back on the integrated intensity of each tweezer spot as measured on a camera, subject to occasional calibrations using the atomic signal. Tweezer-site-dependent light shifts found via spectroscopy are used to calibrate a transfer function: from the tweezer intensity measured with the camera to the intensity focused onto the atoms (Fig. A3). This is nec.
FIG. A3. Procedure employed to optimize tweezer balance. (a) Each tweezer’s intensity distribution is measured with light picked off before the objective lens and focused onto a camera. The intensity measurement is multiplied by an experimentally determined weighted mask and used to determine the errors for each tweezers. From this 2D array of errors, row and column errors are extracted and proportionally fed back to AOD1 and AOD2, respectively. (b) Example of the spectroscopy result for a uniform mask ($M_{ij} = 1$). This information is further utilized to generate a weighted mask. The frequency variable is the red detuning from free-space resonance. (c) Initial (grey) and final (black) distributions of the $^1S_0 \leftrightarrow ^3P_1$, $F' = 3/2$, $m_{F'} = 1/2$ resonance for the 100 individual tweezers. The red line shows the median of the initial distribution, which is the chosen target value for the balancing.

necessary, since the uniform intensity of the spot array at the camera does not guarantee uniform intensity after the objective lens. The use of the transfer function also ensures efficient daily rebalancing of the array through images acquired with the camera at an intermediate image plane, rather than having to measure and feed back based solely on the atom signal.

For the tweezer balancing procedure, we fix the phases of the RF tones following the theoretical values [75], which minimize the variation in total RF power and the chance for the coherent superposition of the multiple RF tones.

Our optimization algorithm starts by taking a picture of the tweezer intensity distribution at an image plane before the objective (Fig. A3a). Here, the sum of the counts around the ($i,j$)th tweezer spot, $C_{ij}$, is proportional to the power of the corresponding tweezer. Then, we multiply by a weighting factor $M_{ij}$, determined experimentally as discussed below, and obtain the 2D array, $M_{ij}C_{ij}$. We define the balancing error at each tweezer spot, $E_{ij}$, as,

$$E_{ij} = \frac{M_{ij}C_{ij} - \langle MC \rangle}{\langle MC \rangle}$$  
(B1)

where $\langle MC \rangle = \frac{1}{N_1 N_2} \sum_{i,j} M_{ij}C_{ij}$ is the mean value of $M_{ij}C_{ij}$ of the entire array. We convert this 2D error to two 1D errors, corresponding to row and column errors, with two methods. For the row error, $E_{i}^{\text{row}}$,

$$E_{i}^{\text{row}} = \begin{cases} \frac{1}{N_2} \sum_j E_{ij} & \text{(mean method)} \\ E_{i\text{Random}(1,...,N_2)} & \text{(random method)} \end{cases}$$  
(B2)

where Random() indicates a random integer chosen from among the numbers in the parentheses. We include the “random method”, because the “mean method” often converges to a local minimum where the variation of errors within a row is significant, while the variation among the array is small. Random methods are used for the final optimization following the mean method. The column error is calculated in the same manner. The new RF amplitudes for the vertical and horizontal AODs, $A_{\text{vert}}^{\text{new}}, A_{\text{hor}}^{\text{new}}$, are calculated using proportional feedback,

$$A_{\text{new}/\text{vert}} = A_{\text{old}/\text{vert}} - p E_{i}^{\text{row/column}},$$  
(B3)

where $p$ is the proportional gain, and $A_{\text{vert}}^{\text{old}}, A_{\text{hor}}^{\text{old}}$ are arrays containing previous amplitudes.

The weighted mask, $M_{ij}$ is generated with a spectroscopy measurements of the site-dependent differential light shifts. Initially, we take $M_{ij} = 1$ and balance the tweezers with the method described above. Spectroscopy of the $^1S_0 \leftrightarrow ^3P_1$, $F' = 3/2$, $m_{F'} = 1/2$ transition performed after such balancing (Fig. A3b) shows 1.75 MHz (10 $\Gamma$) peak-to-peak inhomogeneity on top of a 3.5 MHz differential light shift. Using the detuning from the free space resonance at site ($i,j$), $R_{ij}^{(1)}$, we calculate
the mask value as,

\[ M_{ij} = M_{ij}^{(1)} = \frac{R_{ij}^{(1)}}{R_{\text{target}}} \]  

(B4)

where \( R_{\text{target}} \) is taken as the median of \( \{ R_{ij}^{(1)} \} \). We find that we can realize a more uniform array when we take the median rather than mean as the target value.

After calibration of the mask weightings, the tweezer balancing follows as before. We typically see a convergence of the total error value to around 10% peak-to-peak by several tens of repetition. This could potentially be further improved using more elaborate feedback methods. With the balanced tweezers we take the spectroscopy data again, and obtain a second set of \( R_{ij}^{(2)} \) values. From these, we calculate the corresponding \( M_{ij}^{(2)} \) following Eq. (B4) and compose a mask according to

\[ M_{ij} = M_{ij}^{(1)} \times M_{ij}^{(2)}. \]  

(B5)

We repeat this procedure several times and finally achieve a distribution of \( R_{ij} \) with a standard deviation of 0.05 MHz (0.3Γ), or 1.4% of the magnitude of the differential light shift, which is sufficient for the experiments presented in this paper. The comparison of the initial and final light shift distribution is shown in Fig. A3(c).

3. Cooling and Imaging

The tweezer array is imaged by collecting photons scattered from a retroreflected low-power beam resonant with the strongly allowed \(^{1}S_0 \rightarrow ^{3}P_1 \) transition at 399 nm. The second-stage \(^{1}S_0 \rightarrow ^{3}P_1 \) MOT beams are turned on at the same time, to prevent the atoms from being heated out of the array. The survival probability during imaging is optimized by operating with a detuning of -2.04 MHz (11 Γ) from the light-shifted \(^{3}P_1 \) \( |F' = 3/2, m_F = \pm 1/2 \) resonance and an intensity of 10 \( I_{\text{sat}} \). To assess the efficiency of cooling under these conditions, we compare release-and-recapture measurements to a Monte Carlo simulation, to extract the atomic temperature \[ T_0 \]. The temperature is 12 μK when only the cooling light is applied and \(~30 \) μK when the imaging beam is also present. We note that both of these temperatures are significantly below the Doppler limit at this detuning, 49 μK. Our observations are in reasonable quantitative agreement with a prior measurement, made with a MOT of \(^{171}Yb \), which the authors attributed to a sub-Doppler polarization-gradient cooling mechanism obtainable for a transition with a ground state \( F > 0 \), with 3D cooling \[ 76 \]. Furthermore, the atomic temperature is found to scale similarly with increasing 556 nm intensity to the scaling measured by \[ 79 \]. We assess the survival and infidelity of the imaging scheme at a range of trap depths, optimizing the cooling parameters at each setpoint. Our imaging scheme remains effective for trap depths as low as 9 MHz, half of our operating trap depth, with increasing losses below that level. For the range of trap depths explored, losses are minimized by selecting a detuning of \(~60\% \) of the total trap light shift. This dependence suggests that a ‘Sisyphus cap’ effect arising from a repulsive Sisyphus barrier, such as that observed in \[ 77 \], may be playing a role, though further study is needed to fully appreciate the interplay between the sub-Doppler polarization-gradient cooling and the Sisyphus cap mechanisms.

Imaging quality is assessed by fitting a double Gaussian distribution to the photon count histograms (Fig. 1(c)) and setting a threshold between the two distributions that determines whether a given number of photons measured on a pixel will be labeled as corresponding to a singly occupied or to an empty tweezer. We define imaging infidelity as the probability of improperly classifying a single atom image within the array, i.e., the sum of the area above threshold for the void peak and the area below threshold for the atom peak. The threshold is set so as to minimize the infidelity, defined in this way. Increasing the 399 nm power allows more photons to be collected, decreasing the infidelity of the image. However, this also increases the probability of a given atom to be lost during the course of imaging. Fig. A4 displays the dependence of infidelity and loss probability on imaging beam power. For this figure, the losses are calculated by using the area under the fitted Gaussian curves as a measure of the atom and void numbers. We find that an imaging intensity of \(~1 \times 10^{-3} I_{\text{sat}}^{b} \) (\( I_{\text{sat}}^{b} = 63 \text{ mW/cm}^2 \) being the saturation intensity of 399 nm transition) represents a reasonable operating condition, with 0.3% infidelity and a loss probability in the range of 2-3%. If it is desirable
to shorten imaging time, then it is possible to do so by increasing power, leading to increased losses or infidelity. For instance, we find that it is possible to operate with an intensity of $2.3 \times 10^{-3} I^\text{sat}$, and an imaging time of 63 ms, with similar losses and a modest increase in infidelity.

Comparisons between the measured loss rates for our imaging system using our Andor sCMOS Marana and the preliminary imaging fidelity measurements using an Andor EMCCD iXon camera indicate that we may improve our imaging performance significantly with an EMCCD. At an EMCCD imaging infidelity of 0.03%, about an order of magnitude lower than our operating sCMOS infidelity, we expect that we can use 40% of our operating 399 nm imaging intensity. Under these conditions, we extrapolate that the atom loss probability will be about 0.7% per image. Alternatively, targeting a higher imaging fidelity at the 0.6% level that we measure for a 60 ms image, we expect to be able to shorten the imaging time to 25 ms with loss rates $\leq 1\%$ per image.

Appendix C: Loss correction

The dominant source of state preparation and measurement error is atom loss (2-3.5%), with the majority of this loss occurring during the imaging steps. Blow-away detection and imaging infidelity errors are smaller, typically $0.5 - 0.7\%$ and $0.2 - 0.3\%$ respectively. For figures in the sec. IV with plotted probabilities $P(|1\rangle)$, we associate the detection of an atom in the second image to the $|1\rangle$ state, normalizing the resulting probability of detecting $|1\rangle$ by the measured atom loss probability (without correcting for imaging infidelity). The probability of atom survival without the blow-away detection pulse is measured for a given experiment as $P(s)$ and the normalized probability of the atoms being in the $|1\rangle$ state $(m_F = -1/2)$ is given by $P(|1\rangle) = P(a)/P(s)$ where $P(a)$ is the probability that an atom is imaged after the blow-away detection pulse is applied. The probability of atoms being in the $|0\rangle$ state $(m_F = +1/2)$ is then $1 - P(|1\rangle)$. The uncertainties in these probabilities are propagated from the uncertainties of the $P(a)$ and $P(s)$ measurements and are both

$$\sigma_{0,1} = \frac{P(a)}{P(s)} \sqrt{\left(\frac{\sigma_a}{P(a)}\right)^2 + \left(\frac{\sigma_s}{P(s)}\right)^2}.$$  

The randomized benchmarking data are not loss-corrected. The success probabilities of the benchmarking sequences are the raw values set by the measured atom/void detection probabilities where an atom is associated with target state $|1\rangle$ and a void is associated with target state $|0\rangle$.

Appendix D: Nuclear qubit preparation, rotation, and read-out

Figure A5 shows diagrams of the beams and levels used for preparation, manipulation, and read-out of the nuclear spin state. We prepare the $^1S_0$ spin state in $|m_F = +1/2\rangle \equiv |0\rangle$ by optical pumping through the $^3P_1 \rightarrow \Delta m_F = 1/2, m_{F'} = +1/2$ state with a $\sigma_+$ polarized beam.

For spin detection, we destructively read-out the spin state by blowing away atoms in the $|0\rangle$ state with a beam that is resonant with the cycl/ing transition to the $^3P_1 |F' = 3/2, m_{F'} = +3/2\rangle$ state. The blow-away beam heats $|0\rangle$ atoms out of the tweezers on a few hundred microsecond timescale. Typically, the blow-away beam is applied for several ms with the exact time chosen as a trade-off between errors caused by the slow pumping from $|m_F = +1/2\rangle \equiv |1\rangle$ to $|0\rangle$ through the excited state $|F' = 3/2, m_{F'} = +1/2\rangle$ and errors caused by the small probability of an atom in $|0\rangle$ surviving the destructive pulse. We typically obtain a combined detection error around $6 \times 10^{-3}$ when minimizing the sum of these two error sources.

As discussed in the main text, in the strong-Rabi regime we drive Raman transitions between the nuclear spin states using a single beam with polarization tilted between the normal to the atom plane and the quantization axis. This beam couples the spin states through the optical frequency of the $S/2$ transition, the Hamiltonian describing these four levels and an imaging time of 63 ms, we expect to be able to shorten the imaging time, then it is possible to do so by increasing power, leading to increased losses or infidelity. For instance, we find that it is possible to operate with an intensity of $2.3 \times 10^{-3} I^\text{sat}$, and an imaging time of 63 ms, with similar losses and a modest increase in infidelity.

Comparisons between the measured loss rates for our imaging system using our Andor sCMOS Marana and the preliminary imaging fidelity measurements using an Andor EMCCD iXon camera indicate that we may improve our imaging performance significantly with an EMCCD. At an EMCCD imaging infidelity of 0.03%, about an order of magnitude lower than our operating sCMOS infidelity, we expect that we can use 40% of our operating 399 nm imaging intensity. Under these conditions, we extrapolate that the atom loss probability will be about 0.7% per image. Alternatively, targeting a higher imaging fidelity at the 0.6% level that we measure for a 60 ms image, we expect to be able to shorten the imaging time to 25 ms with loss rates $\leq 1\%$ per image.
FIG. A5. Nuclear spin preparation, manipulation, and detection. (a) We prepare the spin state in $|0\rangle$ by optical pumping (OP) through $^3P_1$ $|F' = 3/2, m_{F'} = 1/2\rangle$ and detect the state destructively by driving the cycling transition $|0\rangle \leftrightarrow |F' = 3/2, m_{F'} = +1/2\rangle$ until atoms in the $|0\rangle$ state are expelled from their tweezers. We split the $|F' = 3/2, m_{F'} = +1/2\rangle$ and $|F' = 3/2, m_{F'} = +3/2\rangle$ states by $\Delta_\text{e}/(2\pi) = 35$ MHz during blow-away detection to minimize off-resonant pumping through the $|F' = 3/2, m_{F'} = +1/2\rangle$ level by the blow-away beam. (b) X rotations in the high-Rabi regime. The two Raman pathways couple the states $|0\rangle$ and $|1\rangle$ through two different excited states $|2\rangle$ and $|3\rangle$. The splitting between the nuclear spin states is $\Delta_N$, determined both by the external magnetic field and light shifts from the drive beam. The detuning from the excited states is $\Delta_X/(2\pi) \approx -180$ MHz, much larger than the $\Delta_e/(2\pi) = 2.65$ MHz splitting between the $|F' = 3/2, m_{F'} = \pm 1/2\rangle$ levels. The Rabi coupling in the different arms is set by the dipole coupling matrix elements and the polarization angle of the drive beam. To control the rotations around the $Z$ axis, we instead add another beam running along the quantization axis with $\sigma^+$ polarization as shown in Fig. A5c. This beam similarly has a large detuning compared to the $^3P_1$ linewidth, $\Delta_Z/(2\pi) = -164$ MHz and couples $|1\rangle$ to $|F' = 3/2, m_{F'} = +1/2\rangle$ and $|0\rangle$ to $|F' = 3/2, m_{F'} = +3/2\rangle$. The larger coupling matrix element of the $|0\rangle \leftrightarrow |F' = 3/2, m_{F'} = +3/2\rangle$ transition gives a correspondingly larger light shift on the $|0\rangle$ spin level. This splits the nuclear spin states and allows us to perform fast rotations about the $Z$ axis.

Also the stabilization of this phase is difficult when using two separate driving beams. To control the rotations around the $Z$ axis, we instead add another beam running along the quantization axis with $\sigma^+$ polarization as shown in Fig. A5c. This beam similarly has a large detuning compared to the $^3P_1$ linewidth, $\Delta_Z/(2\pi) = -164$ MHz and couples $|1\rangle$ to $|F' = 3/2, m_{F'} = +1/2\rangle$ and $|0\rangle$ to $|F' = 3/2, m_{F'} = +3/2\rangle$. The larger coupling matrix element of the $|0\rangle \leftrightarrow |F' = 3/2, m_{F'} = +3/2\rangle$ transition gives a correspondingly larger light shift on the $|0\rangle$ spin state. This beam splits the qubit states with a larger frequency than can be achieved easily with an external field. As shown in the main text, we obtain splittings $\Delta_N/(2\pi) = -0.77$ MHz using a total of 11 mW to address the entire atom array.

In our experiment, $\Delta_X \gg \Delta_e$, and neglecting the excited state splitting gives a form of the Hamiltonian where the importance of the phase between the polarization components is clear,

$$H_{\text{eff}} = -\frac{1}{4} \left( -4\Delta_N + \frac{1}{\Delta_X} \Omega_\sigma^2 + \frac{1}{\Delta_X + \Delta_e} \Omega_\sigma^2 \right) \left( \Omega_\sigma^2 \Omega_\sigma + \frac{\Omega_\sigma^2}{\Delta_X + \Delta_e} \Omega_\sigma \Omega_\sigma \right) \left( \Omega_\sigma^2 + \frac{\Omega_\sigma^2}{\Delta_X + \Delta_e} \Omega_\sigma \Omega_\sigma \right) \left( \Omega_\sigma^2 + \frac{\Omega_\sigma^2}{\Delta_X + \Delta_e} \Omega_\sigma \Omega_\sigma \right) \right).$$

and the approximate Raman Rabi frequency is given by

$$\Omega_R \approx \cos(\phi) \Omega_\sigma \Omega_\sigma / \Delta_X.$$ 

The polarization angle of the X beam, 28.2° from the normal to the atom plane gives relative coupling strengths $\Omega_\sigma = 1.32 \pi$. At our detunings of $177 - 184$ MHz, we obtain Raman Rabi frequencies up to $\Omega_X/(2\pi) = 1.77$ MHz with $< 40$ mW of power addressing the atom array.

In the strong-driving regime, control of the rotation axis is complicated by the Raman Rabi frequency dependence on the phase $\phi$. As is clear above, at a relative phase of $\phi = \pi/2$ the Raman Rabi becomes small.
Qubit gate errors

To investigate the sources of errors in our nuclear spin rotations, we estimate the error rates due to Raman scattering by our X and Z beams, measured intensity noise, and the uncompensated precession of our X axis. Then, we discuss prospects for minimizing these errors in future experiments.

The Raman scattering rates of the qubit rotation beams are estimated from a depolarization measurement as well as calculations based on the measured X and Z oscillation frequencies. Figure A6 shows a measurement of spin relaxation in the presence of the Z beam. The spin is prepared in the \( |1\rangle \) state and the Z is turned on for the time range shown. The decay time constant is 0.43 ± 0.04 ms, consistent with the calculated scattering for this level given below.

The X beam is linearly polarized so that \( \phi \simeq 0 \) and we also ignore the excited state splittings and the nuclear spin state splitting relative to the beam detuning. Under these assumptions, the measured Rabi frequency \( \Omega_X/(2\pi) = 1.47 \text{ MHz} \) of our \( X(\pi/2) \) pulses gives the strength of the driving field and this field strength can then be used to calculate the Raman scattering rates between different levels. Calculating these rates as in Eq. (1) for the X beam gives a total scattering rate of 14.4 s\(^{-1}\) out of either spin state. Comparing to the time of an \( X(\pi/2) \) pulse, this corresponds to a gate error rate of 2.5 \( \times 10^{-3} \) s\(^{-1}\). For the Z beam, the scattering rate is larger from the \( |0\rangle \) state, 7.5 \( \times 10^{-3} \) s\(^{-1}\), compared to the 2.5 \( \times 10^{-3} \) s\(^{-1}\) scattering rate from \( |1\rangle \). The averaged scattering rate from the two spin states corresponds to a \( Z(\pi/2) \) gate error of 1.8 \( \times 10^{-3} \).

Intensity noise on the X and Z pulses is another substantial source of gate error. We measure both short-term (with-in a few cycles of the experiment) and long-term (minute-scale) fluctuations in the X pulse area on a fast PD and find fractional standard deviations of 0.01 and 0.03 respectively. For our X Raman drive, the rotation angle is proportional to pulse area and the resulting fractional angle standard deviation \( \sigma_\theta \) due these intensity fluctuations on a single \( \pi/2 \) rotation are 1.2° and 2.8° respectively. Calculating the corresponding phase flip error rates as \( \sin^2(\sigma_\theta \sqrt{2}/\pi) \) gives gate errors of \( 3 \times 10^{-4} \) and \( 1.6 \times 10^{-3} \).

In this work, the X gate also has a unitary error due to the detuning of the drive in the high-rabi case. For the single drive beam, this detuning is equal to the splitting of the nuclear spin states as seen in Fig. A5. This splitting is small, \( 2\pi \times 1.25 \text{ kHz} \), at the bias field we operate at, but the X beam also causes these states to split due to different detunings from the excited levels. The differential light shift on the nuclear spin states is \( 2\pi \times 55.5 \text{ kHz} \) but of opposite sign to the splitting coming from our bias field, so that the total splitting and thus detuning is estimated to be \( 2\pi \times 54.2 \text{ kHz} \). In the time of a single \( \pi/2 \) pulse, this corresponds to a precession about the Z axis of 3.3° and a gate error of 2.1 \( \times 10^{-3} \). Note that there is also some precession about the Z axis in the time between gates, but for our typical gap time of 500 ns this only contributes \( 1.5 \times 10^{-5} \) to the total error of a single \( \pi/2 \) gate. Our calibration of \( Z(\pi/2) \) gates has this free precession naturally built-in.

Finally, we observe some variation in the driven X and Z oscillation frequencies across the atom array. However, these inhomogeneities contribute to the global \( \pi/2 \) rotation errors at a level < 10\(^{-5}\).

For future experiments based on these spin control techniques, it is useful to consider how these error rates can be improved and up to what limits. Starting with intensity noise, improvements in AO stability or sample and hold techniques should help significantly. For example, demonstrated 0.2% fractional intensity errors for similar pulse lengths [33] would correspond to an error rate of < 10\(^{-6}\). It should also be possible to suppress unitary detuning errors significantly. One option is to make X gates out of ROTTEN composite X and Z rotations that are tailored to correct for the detuning [79]. Another is to drive these X rotations using the \( F' = 1/2 \) manifold instead of the \( F' = 3/2 \) levels used here, which gives a much smaller differential splitting of the nuclear spin as the shifts nearly cancel for the case of equal Rabi coupling strength in all Raman arms. However, the most straightforward method to minimize the X detuning error may be to increase the beam detuning from \( F = 3/2 \) and increase the power. This has the added benefit that it would also suppress scattering errors.

Scattering of the X and Z beams gives a harder physical limit to the theoretically achievable error rates. Increasing the detuning and power such that the Rabi rate remains constant leads to decreasing scattering rates only up to a point. The optimal detuning is set by the scale of the hyperfine splitting \( \Delta_{hf} \) and the achievable scattering error rates are proportional to the ratio of this splitting to the linewidth of the transition \( \sim \Gamma_g/\Delta_{hf} \). In
the case of the $^1S_0 \leftrightarrow ^3P_1$ transition in $^{171}$Yb, this detuning is $\Delta_{hf}/(1 + \sqrt{2})$ above the $F' = 1/2$ levels and yields a minimum scattering error of $6.8 \times 10^{-5}$ for a single $X(\pi/2)$ rotation. In future work, it may be preferable to use a qubit defined by nuclear spin states of the $^3P_0$ level, and drive Rydberg interactions directly between the atoms in this long-lived clock state. In that case, similar Raman rotations of the spins could be driven using the 1388 nm $^3P_0 \leftrightarrow ^3D_1$ transition. This transition has a linewidth of $\Gamma_{^3D_1}/(2\pi) = 483$ kHz and a hyperfine splitting of $\Delta_{hf}/(2\pi) = 3.07$ GHz, giving a minimum achievable scattering error of $3.5 \times 10^{-4}$ for a single $X(\pi/2)$ rotation. Being within a telecom-band, the $^3P_0 \leftrightarrow ^3D_1$ transition is addressable with commercially available high power lasers and is of relevance for architectures combining tweezers with silicon waveguides [80]. Alternatively, driving Raman rotations using 649 nm $^3P_0 \leftrightarrow ^3S_1$ transition, of linewidth $\Gamma_{^3S_1}/(2\pi) = 1.5$ MHz and a hyperfine splitting of $\Delta_{hf}/(2\pi) = 10.3$ GHZ, one can achieve minimum scattering errors of $3.2 \times 10^{-4}$. For us, this transition has the advantage of being readily available to utilize for local qubit addressing, when paired with high-NA objective, diffraction-limited at 649 nm, and single-beam Raman rotation approach.

**Appendix E: Clock pulse motional dephasing**

The clock transition $^1S_0 \leftrightarrow ^3P_0$ will play a central role in future work on Yb tweezer arrays, both in metrological applications and also as a meta-stable level from which we will produce Rydberg interactions between atoms. This means that it will be important to perform high-fidelity $\pi$ pulses that map atoms to and from the clock state. One limitation to this fidelity is the dephasing of a Rabi drive that results from motional state dependence of coupling terms between the ground and clock state. This motivates Raman sideband cooling to the motional ground state in any experiments involving clock manipulations. Here we consider the effect of temperature on clock pulse fidelity and estimate the motional dephasing limits to clock $\pi$ pulse fidelities. In a rotating frame defined by a beam with detuning $\delta$ from the excited state, and Rabi frequency $\Omega_c$, we use a 1D Hamiltonian describing the atom-field interaction and motional energies of a harmonically trapped atom along the axis of beam propagation,

$$H_c = (-\delta |e\rangle \langle e|) \otimes \mathbb{1}_M + \frac{\Omega_c}{2} \left( \sigma \otimes e^{-i\eta(a+a^\dagger)} + \sigma^\dagger \otimes e^{i\eta(a+a^\dagger)} \right) + (\omega_g |g\rangle \langle g| + \omega_e |e\rangle \langle e|) \otimes \sum_{n=0}^{N'} \left( n + \frac{1}{2} \right) |n\rangle \langle n|$$

where $|g\rangle$ and $|e\rangle$ are the ground and clock states, $\eta$ is the Lamb-Dicke parameter, $a$ and $a^\dagger$ are the motional annihilation/creation operators, $\omega_{e,g}$ are the trap frequencies for the ground and clock states, and we cut off the sum over motional states at $N'$. For atoms in magic wavelength tweezers at 759 nm, the trap frequencies are the same in the ground and clock states, $\omega_c = \omega_g$. We assume this magic condition and a Rabi frequency of $\Omega_c/(2\pi) = 200$ kHz, and calculate the maximum population transferred to the clock state with a resonant $\pi$ pulse at a range of temperatures given by the mean occupation number $\bar{n}$ and over a range of trap frequencies, Fig. A7. The calculation selects the $\pi$ pulse time that maximizes the population transfer at each temperature and trap frequency, and uses motional levels up to $N' = 7$ and detuning $\delta = 0$.
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