Solving Underdetermined Boundary Value Problems By Sequential Quadratic Programming

Jan Kuřátko* and Stefan Ratschan†

October 5, 2016

Abstract

Ordinary differential equations that model technical systems often contain states, that are considered dangerous for the system. A trajectory that reaches such a state usually indicates a flaw in the design. In this paper, we present and study the properties of an algorithm for finding such trajectories. That is, for a given ordinary differential equation, the algorithm finds a trajectory that originates in one set of states and reaches another one. The algorithm is based on sequential quadratic programming applied to a regularized optimization problem obtained by multiple shooting.

1 Introduction

In this paper we present and study the properties of an algorithm that, for a given ordinary differential equations, finds a trajectory of arbitrary length that originates in a set of initial states and reaches a set of unsafe states. We call such a trajectory an error trajectory. We consider both initial and unsafe sets to be ellipsoids. Unlike classical boundary value problems, this problem is underdetermined, and hence usually does not have a unique solution.

Applications in systems verification have recently motivated a lot of research on this topic, sometimes called the problem of “falsification”, as the dual of “verification”. There are several existing approaches that reduce the problem to an optimization problem [1, 2, 12, 13, 16, 20]. However, up to now, optimization has been used as a blackbox, and the algorithms have been designed without knowledge of the inner workings of optimization algorithms. In this paper, we open up the black box, exploring the specific structure of the optimization problem coming from multiple-shooting formulations. More specifically, we compare several alternative formulations as optimization problems. We also identify the necessity of regularizing the resulting optimization problem, and study several alternative regularization terms. The whole approach is based on sequential quadratic programming.

Multiple shooting has been applied to this problem before, even in the more general case of hybrid dynamical systems [20, 12]. However, these approaches use optimization as a black box, and use only one ad hoc formulation without any attempt for regularization of the problem.

The contribution of this paper is the following:

- We formulate the underdetermined BVP problem which arises into an optimization task featuring regularization terms to mitigate the problem of having infinitely many solutions.
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We consider various formulations of the resulting optimization problem and compare them.

We apply different approximation schemes for the Hessian of the Lagrangian and compare them. Especially, we are interested in sparsity preserving approximations.

Finally, we briefly discuss the choice of the solution technique for the saddle-point matrix in dependence on the dimension of the problem.

The structure of the paper is as follows: We formulate the problem we try to solve and state its relation to classical boundary value problems in Section 2. In Section 3 we reduce the problem to non-linear constrained optimization using multiple shooting. In Section 4 we introduce various alternative formulations as optimization problems and different regularization terms. In Section 5, we briefly review the sequential quadratic programming method. In Section 6 we study properties of the alternative optimization formulations. In Section 7, we discuss practical considerations arising when implementing the resulting method. In Section 8 we present computational experiments, and in Section 9 we conclude the paper.
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2 Problem Formulation

In this section we introduce the problem we try to solve. We start with a differential equation of the form

$$\frac{dx(t)}{dt} = f(t, x(t)), \tag{1}$$

where $x: \mathbb{R} \to \mathbb{R}^n$ is an unknown function of a variable $t \geq t_0$, and $f: \mathbb{R} \times \mathbb{R}^n \to \mathbb{R}^n$ is continuously differentiable.

To stress the dependence of the solution of (1) on the initial value $x_0 \in \mathbb{R}^n$ we introduce the flow function $\Phi: \mathbb{R} \times \mathbb{R}^n \to \mathbb{R}^n$. If we fix the initial value $x_0$, then the resulting function $\Phi: \mathbb{R} \to \mathbb{R}^n$ expresses the solution $x(t)$ of (1). Therefore, for the initial time $t_0$ we have $\Phi(t_0, x_0) = x_0$, and for $t \geq t_0$, $\Phi(t, x_0) = x(t)$.

We formulate the problem we try to solve in the following way.

**Problem.** Assume a dynamical system whose dynamics is governed by the differential equations in (1). Let Init and Unsafe be sets of states in $\mathbb{R}^n$. Find a trajectory of the dynamical system that starts in Init and reaches Unsafe. Formally, we look for an $x_0 \in \mathbb{R}^n$ and $t_1 \in \mathbb{R}^{\geq 0}$ such that $x_0 \in \text{Init}$, and $\Phi(t_1, x_0) \in \text{Unsafe}$.

We call such a trajectory from Init to Unsafe an error trajectory of the system. We assume that there exists an error trajectory and that the sets Init and Unsafe are disjoint. In addition, we assume the sets Init and Unsafe to be ellipsoids with centres $c_I$ and $c_U$, that is

$$\text{Init} = \left\{ v \in \mathbb{R}^n \mid (v - c_I)^T E_I (v - c_I) \leq 1 \right\},$$

$$\text{Unsafe} = \left\{ v \in \mathbb{R}^n \mid (v - c_U)^T E_U (v - c_U) \leq 1 \right\}.$$

We denote the norms induced by symmetric definite matrices $E_I \in \mathbb{R}^{n \times n}$ and $E_U \in \mathbb{R}^{n \times n}$ by $\| \cdot \|_{E_I}$, and similarly by $\| \cdot \|_{E_U}$.

Note that the problem is a BVP with separated boundary value conditions, however, it is not in standard form [4, Ch. 6]:

- The upper bound $t_1$ on time $t \geq t_0$ is unknown.
The boundary conditions are of the form
\[
g (x_0, \Phi(t_1, x_0)) = \left[ \|x_0 - c_I\|_{E_I} - 1 \right] \leq 0,
\]
therefore, \( g: \mathbb{R}^{2n} \rightarrow \mathbb{R}^2 \).

The unknown upper bound on time \( t_1 \) can be eliminated by transforming the BVP into an equivalent one with a fixed upper bound, introducing one more variable [3, Ch. 11], [4, Ch. 6]. However, the problem we try to solve remains underdetermined.

3 Non-linear Minimization Formulation

In this section we reformulate the problem as a minimization problem. Since we seek a trajectory which originates in one set and reaches another set we may apply techniques that are used for BVPs, in our case multiple shooting. We solve our problem by connecting several trajectories of the system into one trajectory that is an error trajectory. Figure 1 illustrates the overall idea on three trajectories with initial states \( x_{i0}, 1 \leq i \leq 3 \). The initial state \( x_1^0 \in \text{Init} \) and the final state \( \Phi(t_3, x_3^0) \in \text{Unsafe} \).

![Figure 1: Illustration of Multiple Shooting](image)

For the sequence of \( N \) trajectories of lengths \( t_i, 1 \leq i \leq N \), we define the vector of parameters
\[
\mathbf{X} = [x_1^0, t_1, x_2^0, t_2, \ldots, x_N^0, t_N]^T \in \mathbb{R}^{N(n+1)}.
\]

We reformulate our problem so that we solve
\[
\min_{\mathbf{X} \in \Gamma} F(\mathbf{X}),
\]
where \( \Gamma \) is a feasible set defined by a system of equations and inequations and \( F: \mathbb{R}^{N(n+1)} \rightarrow \mathbb{R} \) is an objective function that measures the closeness to being an error trajectory. Note that we need regularization: In Figure 1 if we fix \( x_0^1, x_3^3 \), and constrain \( x_0^2 = \Phi(t_1, x_0^1), x_0^3 = \Phi(t_2, x_0^2) \), there might still be infinitely many possibilities how to choose the lengths of the segments. We consider several formulations of the objective function \( F \) and the feasible set \( \Gamma \) in (3).

4 Objective Function and Constraints

In order to arrive at an error trajectory from the \( N \) trajectories in Figure 2 we need to have \( x_0^1 \in \text{Init} \) and \( \Phi(t_N, x_N^N) \in \text{Unsafe} \). In addition we need to satisfy the matching conditions \( x_{i+1}^i = \Phi(t_i, x_i^0) \) for \( 1 \leq i \leq N - 1 \). For the minimization problem in (3) we may formulate these either as penalties or constraints. To this end we consider several different formulations of the minimization problem. We may define the objective function \( F(\mathbf{X}) \) in one of the following ways:
Figure 2: $N$ trajectories that we aim to connect into one error trajectory.

- $F_1(X) = \frac{1}{2} \left[ \| x_0^1 - c_l \|^2_{E_l} + \| \Phi(t_N, x_0^N) - c_U \|^2_{E_U} \right],$
  - Minimize the sum of squares of distances of $x_0^1$ from the ellipsoid centre $c_l$, and $\Phi(t_N, x_0^N)$ from the ellipsoid centre $c_U$, respectively. If an error trajectory originates at $c_l$ and reaches $c_U$, then we get the value of the objective function in the minimum equal to zero.
- $F_2(X) = \frac{1}{2} \sum_{i=1}^{N-1} \| x_0^{i+1} - \Phi(t_i, x_0^i) \|^2_2,$
  - Minimize the sum of squares of distances between the final state and the initial state of two consecutive solutions segments. Since an error trajectory is continuous, that is $x_0^{i+1} = \Phi(t_i, x_0^i)$ for $1 < i < N$, we expect the value of the objective function to be equal to zero at the end of computation.
- $F_3(X) = \frac{1}{2} \left[ \| x_0^1 - c_l \|^2_{E_l} + \sum_{i=1}^{N-1} \| x_0^{i+1} - \Phi(t_i, x_0^i) \|^2_2 + \| \Phi(t_N, x_0^N) - c_U \|^2_{E_U} \right],$
  - This combines both objective functions described above. However, when an error trajectory does not originate at the centre $c_l$ and reach $c_U$, then the value of the objective function is non-zero and even the term corresponding to $F_2(X)$ may be non-zero.

We formulate three alternative vectors of constraints that define the feasible set $\Gamma$ in $\mathbb{R}^n$: 

- $c_1(X) = \begin{bmatrix} x_0^2 - \Phi(t_1, x_0^1) \\ x_0^3 - \Phi(t_2, x_0^2) \\ \vdots \\ x_0^N - \Phi(t_{N-1}, x_0^{N-1}) \end{bmatrix}$,
- $c_2(X) = \begin{bmatrix} x_0^2 - \Phi(t_1, x_0^1) \\ x_0^3 - \Phi(t_2, x_0^2) \\ \vdots \\ x_0^N - \Phi(t_{N-1}, x_0^{N-1}) \\ \frac{1}{2} (\| x_0^1 - c_l \|^2_{E_l} - 1) \\ \frac{1}{2} (\| \Phi(t_N, x_0^N) - c_U \|^2_{E_U} - 1) \end{bmatrix}$,
- $c_3(X) = \begin{bmatrix} \frac{1}{2} (\| x_0^1 - c_l \|^2_{E_l} - 1) \\ \frac{1}{2} (\| \Phi(t_N, x_0^N) - c_U \|^2_{E_U} - 1) \end{bmatrix}$,

where $c_1(X) \in \mathbb{R}^{n(N-1)}$, $c_2(X) \in \mathbb{R}^{n(N-1)+2}$ and $c_3(X) \in \mathbb{R}^2$.

We will investigate three formulations of the optimization problem: The first formulation sets penalty terms in $F(X)$ for distances of the initial and the final state to sets Init and Unsafe, and states the matching conditions as constraints:

$$\min_X F_1(X) \quad \text{subject to} \quad c_1(X) = 0.$$ (4)
The second formulation sets penalty terms for the matching conditions, and states $x^1_0 \in \text{Init}$ with $\Phi(t_N,x^0_N) \in \text{Unsafe}$ as constraints:

$$\min_{\mathcal{X}} F_2(\mathcal{X}) \ \text{subject to} \ c_3(\mathcal{X}) = 0 .$$

(5)

In addition, we will consider the unconstrained version in which we use only penalty terms for matching conditions as well as for distances:

$$\min_{\mathcal{X}} F_3(\mathcal{X}) .$$

(6)

Finally, we may consider solving the vector of constraints $c_2(\mathcal{X}) = 0$ with no objective function. This would lead to finding a solution to a system of $(N - 1)n + 2$ non-linear equations with $N(n + 1)$ unknowns, where $N$ is the number of segments and $n$ is the state-space dimension. When $N + n - 2 > 0$ the system is underdetermined.

We may observe that problem formulations (4)–(6) allow for infinitely many solutions. Even for a fixed length of an error trajectory there are still free parameters $t_1, \ldots, t_N$.

Because of this non-uniqueness we introduce a regularization term into (4)–(6) so that we can control the lengths of segments and put preference to some solutions over the others.

To this end we consider the following regularization terms:

- $R_1(\mathcal{X}) = \frac{1}{2} \sum_{i=1}^{N} t_i^2$, 
  - This regularization term aims at keeping lengths $t_i$, $1 \leq i \leq N$, to be equally distributed and the length of an error trajectory to be shortest.

- $R_2(\mathcal{X}) = \frac{1}{2} \sum_{i=1}^{N-1} (t_{i+1} - t_i)^2$, 
  - By using this regularization term we try to have lengths of two consecutive segments the same, hence the length of an error trajectory gets equally distributed.

- $R_3(\mathcal{X}) = \frac{1}{2} \sum_{i=1}^{N} \left( t_i - \frac{\sum_{j=1}^{N} t_j}{N} \right)^2$, 
  - With this regularization term we aim at having lengths $t_i$, $1 \leq i \leq N$, to be close to their average length. This also forces the overall length to be equally distributed among segments.

Then we solve and compare

$$\min_{\mathcal{X}} R_1(\mathcal{X}) \ \text{subject to} \ c_2(\mathcal{X}) = 0 ,$$

(7)

$$\min_{\mathcal{X}} [F_1(\mathcal{X}) + R_1(\mathcal{X})] \ \text{subject to} \ c_1(\mathcal{X}) = 0 ,$$

(8)

$$\min_{\mathcal{X}} [F_2(\mathcal{X}) + R_1(\mathcal{X})] \ \text{subject to} \ c_3(\mathcal{X}) = 0 ,$$

(9)

$$\min_{\mathcal{X}} [F_2(\mathcal{X}) + R_2(\mathcal{X})] \ \text{subject to} \ c_3(\mathcal{X}) = 0 ,$$

(10)

$$\min_{\mathcal{X}} [F_2(\mathcal{X}) + R_3(\mathcal{X})] \ \text{subject to} \ c_3(\mathcal{X}) = 0 .$$

(11)

As in the previous case we will also consider the unconstrained version, therefore we solve

$$\min_{\mathcal{X}} [F_3(\mathcal{X}) + R_1(\mathcal{X})] .$$

(12)

Problem formulation (7) is a regularized version of the constraint solving problem $c_2(\mathcal{X}) = 0$. The remaining minimization problems are similar to problems in (4)–(6), however, we add a regularization term into the objective function $F(\mathcal{X})$.

We are interested in numerical behaviour in order to select the most suitable formulation of problem (3) as minimization problems (7)–(12). Note that there are many more variations than the ones shown. We use the sequential quadratic programming method [17, Ch. 18] to solve the minimization problems.

Some of the problem formulations will be removed from our considerations because of practical reasons. For example in Section 6 it follows from Lemma 2 that (9) and (12) are not suitable.
5 Review of Sequential Quadratic Programming

For reader’s convenience we review the Sequential Quadratic Programming method. We are concerned with the following constrained minimization problem

$$\min_{x \in \Gamma} F(x),$$  \hspace{1cm} (13)

where a feasible set $\Gamma \subseteq \mathbb{R}^n$ is defined by the system of equations

$$\Gamma = \{x \in \mathbb{R}^n \mid c_k(x) = 0, 1 \leq k \leq m\},$$  \hspace{1cm} (14)

where $m \leq n$. We assume the functions $F : \mathbb{R}^n \rightarrow \mathbb{R}$ and $c_k : \mathbb{R}^n \rightarrow \mathbb{R}$, $1 \leq k \leq m$, to be twice continuously differentiable. We denote their gradients by $\nabla F(x)$, $\nabla c_k(x)$, $1 \leq k \leq m$, and their Hessian matrices by $\nabla^2 F(x)$, $\nabla^2 c_k(x)$, $1 \leq k \leq m$. For our convenience we use the vector notation $c(x) = [c_1(x), \ldots, c_m(x)]^T \in \mathbb{R}^m$, and for the Jacobian of constraints we put $B(x) = [\nabla c_1(x), \ldots, \nabla c_m(x)] \in \mathbb{R}^{n \times m}$. Let us suppose that the matrix $B(x)$ has full column rank.

We define the Lagrangian function as

$$\mathcal{L}(x, \lambda) = F(x) + \lambda^T c(x),$$  \hspace{1cm} (15)

where $\lambda = [\lambda_1, \ldots, \lambda_m]^T \in \mathbb{R}^m$ is a vector of Lagrange multipliers. The solution vector $x^* \in \mathbb{R}^n$ of (13) is said to satisfy the Karush-Kuhn-Tucker (KKT) conditions, if and only if there exists a vector $\lambda^* \in \mathbb{R}^m$, such that

$$\nabla_x \mathcal{L}(x^*, \lambda^*) = \nabla F(x^*) + B(x^*)\lambda^* = 0,$$  \hspace{1cm} (16)

$$\nabla_\lambda \mathcal{L}(x^*, \lambda^*) = c(x^*) = 0.$$  \hspace{1cm} (17)

We denote the Hessian matrix of the Lagrangian by $\nabla^2_x \mathcal{L}(x, \lambda)$ and

$$\nabla^2_x \mathcal{L}(x, \lambda) = \nabla^2 F(x) + \sum_{k=1}^m \lambda_k \nabla^2 c_k(x).$$  \hspace{1cm} (18)

Then the second-order sufficient conditions for a solution $x^* \in \mathbb{R}^n$ of (13) are

$$w^T \nabla^2_x \mathcal{L}(x, \lambda) w \geq 0, \quad \text{for all } w \in N(B^T),$$  \hspace{1cm} (19)

where $N(B^T) = \{w \in \mathbb{R}^n \mid B(x)^T w = 0\}$ and $\lambda^* \in \mathbb{R}^m$ satisfies the KKT conditions. For more details see [17, Th. 12.5].

We will use iterative methods for solving problem (13) and in each iteration we get

$$x_{\text{new}} = x + \alpha_x d_x,$$  \hspace{1cm} (20)

$$\lambda_{\text{new}} = \lambda + \alpha_\lambda d_\lambda,$$  \hspace{1cm} (21)

where $d_x \in \mathbb{R}^n$, $d_\lambda \in \mathbb{R}^m$ are vectors, and $\alpha_x > 0$, $\alpha_\lambda > 0$ are step lengths. We use the Newton method to solve the KKT system of non-linear equations (16)-(17) and get a system of $n + m$ linear equations in $n + m$ unknowns, that is

$$\begin{bmatrix} H(x, \lambda) & B(x) \\ B(x)^T & 0 \end{bmatrix} \begin{bmatrix} d_x \\ d_\lambda \end{bmatrix} = \begin{bmatrix} -\nabla_x \mathcal{L}(x, \lambda) \\ -\nabla_\lambda \mathcal{L}(x, \lambda) \end{bmatrix},$$  \hspace{1cm} (22)

where $H(x, \lambda) \in \mathbb{R}^{n \times n}$ is either $\nabla^2_x \mathcal{L}(x, \lambda)$ or an approximation of $\nabla^2_x \mathcal{L}(x, \lambda)$. We use the BFGS method, as described in [17, p. 140], for the approximation of the Hessian $\nabla^2_x \mathcal{L}(x, \lambda)$. Discussion and numerical experiments with using iterative methods to solve the KKT system (22) can be found in [5, 14] and [13].
6 Properties of Optimization Formulations

In problem formulations (4)-(6) we have no control over the lengths \( t_i \geq t_0, i = 1, \ldots, N \), of trajectories. Due to this, the computed error trajectory may feature degenerate segments, that is, a trajectory of zero length. It may even happen that during the algorithm we simulate the evolution backwards in time, that is, for some trajectories we have \( t_i < t_0 \).

This lack of control over the lengths causes numerical problems, especially, when we have many degenerate trajectories. In our experience, lengths of trajectories behave randomly. We do not recommend to compute error trajectories using formulations (4)-(6).

To mitigate problems with random lengths of trajectories we introduced a regularization term in (7)-(12). Our goal is to distribute the lengths \( t_i \geq t_0, i = 1, \ldots, N \), equally. However, we need to calculate the Lagrangian (16) for the solution vector \( X \in \mathbb{R}^{n+1} \).

When we compute the Lagrangian for (7)-(12), we observe hidden trouble. We address this problem in the following lemmata.

First, we investigate the rank of the Jacobian of constraint. Lemma 1 concerns the Jacobian \( B \) of constraints \( c_1(X), c_2(X) \) and \( c_3(X) \). Here we denote the sensitivity function \( S : \mathbb{R} \times \mathbb{R}^n \to \mathbb{R}^{n \times n} \) of the solution \( x(t) = [x_1(t), \ldots, x_n(t)]^T \) of the differential equation to the change of the initial value \( x_0 = [x_{0,1}, \ldots, x_{0,n}]^T \in \mathbb{R}^n \) by

\[
S(t, x_0) = \frac{\partial \Phi(t, x_0)}{\partial x_0} = \begin{bmatrix}
\frac{\partial x_1(t)}{\partial x_0,1} & \cdots & \frac{\partial x_1(t)}{\partial x_0,n} \\
\frac{\partial x_2(t)}{\partial x_0,1} & \cdots & \frac{\partial x_2(t)}{\partial x_0,n} \\
\vdots & \ddots & \vdots \\
\frac{\partial x_n(t)}{\partial x_0,1} & \cdots & \frac{\partial x_n(t)}{\partial x_0,n}
\end{bmatrix}, \tag{23}
\]

Lemma 1. Let \( X \in \mathbb{R}^{n+1} \) be a vector of parameters as in (2). Then

1. the Jacobian of the constraints \( c_1(X) \), given by

\[
B = \begin{bmatrix}
-S(t_1, x_0^1)^T & -S(t_2, x_0^2)^T & \cdots & -S(t_{N-1}, x_0^{N-1})^T \\
\frac{\partial \Phi(t_1, x_0^1)}{dt_1} & -\frac{\partial \Phi(t_2, x_0^2)}{dt_2} & \cdots & -\frac{\partial \Phi(t_{N-1}, x_0^{N-1})}{dt_{N-1}} \\
I & I & \cdots & I \\
0 & I & \cdots & I
\end{bmatrix}, \tag{24}
\]

where \( B \in \mathbb{R}^{N(n+1) \times n(N-1)} \) has full column rank.

2. the Jacobian of the constraints \( c_3(X) \), given by

\[
B = \begin{bmatrix}
E_I(x_0^1 - c_I) & 0 & \cdots & 0 \\
0 & \vdots & \ddots & 0 \\
0 & \vdots & \ddots & S(t_N, x_0^N)^T E_U(\Phi(t_N, x_0^N) - c_U) \\
0 & \frac{\partial \Phi(t_N, x_0^N)}{dt_N} & \cdots & E_U(\Phi(t_N, x_0^N) - c_U)
\end{bmatrix}, \tag{25}
\]

where \( B \in \mathbb{R}^{n+1 \times 2} \) has full column rank under the condition: \( x_0^1 \neq c_I \) and there is at least one non-zero entry in the second column.
3. the Jacobian of the constraints \( c_2(\mathcal{X}) \), given by

\[
B = \begin{bmatrix}
E_1(x_1^0 - c_1) & -S(t_1, x_1^0) \\
\frac{d\Phi(t_1, x_1^0)}{dt_1}^T & S(t_2, x_2^0) \\
\frac{d\Phi(t_2, x_2^0)}{dt_2}^T & \vdots \\
\vdots & \ddots \\
\frac{d\Phi(t_{N-1}, x_{N-1}^0)}{dt_{N-1}}^T & S(t_N, x_N^0) \\
0 & \frac{d\Phi(t_N, x_N^0)}{dt_N}^T
\end{bmatrix}
\]

where \( B \in \mathbb{R}^{N(n+1) \times n(N-1)+2} \) has full column rank under the condition: \( x_1^0 \neq c_I \) and \( \frac{d\Phi(t_N, x_N^0)}{dt_N}^T E_U (\Phi(t_N, x_N^0) - c_U) \neq 0 \).

Proof. Proofs of the first and the third statement are in the Appendix in Lemmas 3 and 4. Full column rank of the Jacobian of constraints in (25) follows directly since matrix \( E_I \) is symmetric positive definite.

Let us discuss the conditions on the Jacobian in the second and third item of Lemma 1. The corresponding constraints ensure the initial state \( x_1^0 \) and the final state \( \Phi(t_N, x_N^0) \) to be on the boundary of Init \( \subset \mathbb{R}^n \), and Unsafe \( \subset \mathbb{R}^n \) respectively. This implies \( x_1^0 \neq c_I \), since \( c_I \) is the centre of the set Init. In order to fulfil the second part of the condition in the third item we need the term \( \frac{d\Phi(t_N, x_N^0)}{dt_N}^T E_U (\Phi(t_N, x_N^0) - c_U) \) to be non-zero. Whenever it does become zero during computation—which is unlikely—we change the size of the step \( \alpha \) in (20)-(21) to overcome that the Jacobian in (26) has linearly dependent columns. However, since an error trajectory enters the set Unsafe we expect the value to be negative, as shown in Figure 3.

Figure 3: An error trajectory enters and leaves Unsafe \( \subset \mathbb{R}^n \).

Note that if the Jacobian does not have full column rank one can still solve the system in (22) if the right-hand side belongs to the range of the saddle point matrix [19, p. 124].

Lemma 2 concerns the Karush-Kuhn-Tucker conditions and the gradient of the Lagrangian

\[
\nabla_\lambda \mathcal{L}(\mathcal{X}, \lambda) = \nabla F(\mathcal{X}) + B \lambda.
\]
Lemma 2. Depending on the problem formulation, the Lagrangian $\mathcal{L}(\mathbf{x}, \lambda)$ in \cite{16} has the following form.

1. For problem formulation (7) it is of the form

$$
\nabla \mathcal{L}(\mathbf{x}, \lambda) = \begin{bmatrix}
\lambda_1 E_1 (x_0^1 - c_1) - S(t_1, x_0^1)^T \lambda_1 \\
t_1 - \frac{d \Phi(t_1, x_0^1)}{dt_1}^T \lambda_1 \\
\lambda_1 - S(t_2, x_0^2)^T \lambda_2 \\
t_2 - \frac{d \Phi(t_2, x_0^2)}{dt_2}^T \lambda_2 \\
\vdots \\
\lambda_{N-2} - S(t_{N-1}, x_0^{N-1})^T \lambda_{N-1} \\
t_{N-1} - \frac{d \Phi(t_{N-1}, x_0^{N-1})}{dt_{N-1}}^T \lambda_{N-1} \\
\lambda_{N-1} = \lambda_U S(t_N, x_0^N)^T E_U (\Phi(t_N, x_0^N) - c_U) \\
t_N + \lambda_U \frac{d \Phi(t_N, x_0^N)}{dt_N}^T E_U (\Phi(t_N, x_0^N) - c_U)
\end{bmatrix},
$$

(27)

where $\lambda_i \in \mathbb{R}^n$, $i = 1, \ldots, N - 1$, and $\lambda_U \in \mathbb{R}$, $\lambda_U \in \mathbb{R}$.

2. For problem formulation (8) it is of the form

$$
\nabla \mathcal{L}(\mathbf{x}, \lambda) = \begin{bmatrix}
E_1 (x_0^1 - c_1) - S(t_1, x_0^1)^T \lambda_1 \\
t_1 - \frac{d \Phi(t_1, x_0^1)}{dt_1}^T \lambda_1 \\
\lambda_1 - S(t_2, x_0^2)^T \lambda_2 \\
t_2 - \frac{d \Phi(t_2, x_0^2)}{dt_2}^T \lambda_2 \\
\vdots \\
\lambda_{N-2} - S(t_{N-1}, x_0^{N-1})^T \lambda_{N-1} \\
t_{N-1} - \frac{d \Phi(t_{N-1}, x_0^{N-1})}{dt_{N-1}}^T \lambda_{N-1} \\
\lambda_{N-1} = \lambda_U S(t_N, x_0^N)^T E_U (\Phi(t_N, x_0^N) - c_U) \\
t_N + \lambda_U \frac{d \Phi(t_N, x_0^N)}{dt_N}^T E_U (\Phi(t_N, x_0^N) - c_U)
\end{bmatrix},
$$

(28)

where $\lambda_i \in \mathbb{R}^n$, $i = 1, \ldots, N - 1$.

3. For problem formulation (9) it is of the form

$$
\nabla \mathcal{L}(\mathbf{x}, \lambda) = \begin{bmatrix}
\lambda_1 E_1 (x_0^1 - c_1) - S(t_1, x_0^1)^T (x_0^2 - \Phi(t_1, x_0^1)) \\
t_1 - \frac{d \Phi(t_1, x_0^1)}{dt_1}^T (x_0^2 - \Phi(t_1, x_0^1)) \\
(x_0^2 - \Phi(t_1, x_0^1)) - S(t_2, x_0^2)^T (x_0^3 - \Phi(t_2, x_0^2)) \\
t_2 - \frac{d \Phi(t_2, x_0^2)}{dt_2}^T (x_0^3 - \Phi(t_2, x_0^2)) \\
\vdots \\
(x_0^{N-1} - \Phi(t_{N-2}, x_0^{N-2})) - S(t_{N-1}, x_0^{N-1})^T (x_0^N - \Phi(t_{N-1}, x_0^{N-1})) \\
t_{N-1} - \frac{d \Phi(t_{N-1}, x_0^{N-1})}{dt_{N-1}}^T (x_0^N - \Phi(t_{N-1}, x_0^{N-1})) \\
(x_0^N - \Phi(t_{N-1}, x_0^{N-1})) - \lambda_U S(t_N, x_0^N)^T E_U (\Phi(t_N, x_0^N) - c_U) \\
t_N + \lambda_U \frac{d \Phi(t_N, x_0^N)}{dt_N}^T E_U (\Phi(t_N, x_0^N) - c_U)
\end{bmatrix},
$$

(29)

where $\lambda_i \in \mathbb{R}$ and $\lambda_U \in \mathbb{R}$.
4. For problem formulation (10) it is of the form

\[ \nabla_{\mathbf{X}} L(\mathbf{X}, \lambda) = \begin{bmatrix}
\lambda_I E_I \left( x_0^1 - c_I \right) - S(t_1, x_0^1)^T \left( x_0^2 - \Phi(t_1, x_0^1) \right) \\
\left( t_2 - t_1 \right) - \frac{d\Phi(t_2, x_0^2)}{dt_2} \left( x_0^3 - \Phi(t_2, x_0^2) \right)
\end{bmatrix}, \]

where \( \lambda_I \in \mathbb{R} \) and \( \lambda_U \in \mathbb{R} \).

5. For problem formulation (11) it is of the form

\[ \nabla_{\mathbf{X}} L(\mathbf{X}, \lambda) = \begin{bmatrix}
\lambda_I E_I \left( x_0^1 - c_I \right) - S(t_1, x_0^1)^T \left( x_0^2 - \Phi(t_1, x_0^1) \right) \\
\left( t_2 - \tilde{t} \right) - \frac{d\Phi(t_2, x_0^2)}{dt_2} \left( x_0^3 - \Phi(t_2, x_0^2) \right)
\end{bmatrix}, \]

where \( \lambda_I \in \mathbb{R} \), \( \lambda_U \in \mathbb{R} \) and \( \tilde{t} = \frac{1}{N} \sum_{i=1}^{N} t_i \).

6. For problem formulation (12) it is of the form

\[ \nabla_{\mathbf{X}} L(\mathbf{X}, \lambda) = \begin{bmatrix}
\tilde{E}_I \left( x_0^1 - c_I \right) - S(t_1, x_0^1)^T \left( x_0^2 - \Phi(t_1, x_0^1) \right) \\
\left( t_2 - \tilde{t} \right) - \frac{d\Phi(t_2, x_0^2)}{dt_2} \left( x_0^3 - \Phi(t_2, x_0^2) \right)
\end{bmatrix}, \]

\[ \text{Proof.} \quad \text{We obtain these results directly after substituting into the formula } \nabla_{\mathbf{X}} L(\mathbf{X}, \lambda) = \nabla F(\mathbf{X}) + B\lambda. \quad \text{Here we take } B \text{ from Lemma } [\text{11}]. \quad \text{Depending on the vector of constraints we get } \lambda \text{ that is either } [\lambda_I, \lambda_U] \in \mathbb{R}^2, \text{ or } [\lambda_1, \ldots, \lambda_{N-1}] \in \mathbb{R}^{n(N-1)}, \text{ or } [\lambda_I, \lambda_1, \ldots, \lambda_{N-1}, \lambda_U] \in \mathbb{R}^{n(N-1)+2}. \text{ In the unconstrained case the term } B\lambda \text{ vanishes.} \]
From Lemma 2 it follows that introducing the regularization term $\sum_{i=1}^{N} t_i^2$ into the objective function may prevent obtaining an error trajectory: As illustrated in Figure 4, when the distance $\|x_{i+1}^i - \Phi(t_i, x_0^i)\|_2^2$ is minimal with respect to time $t_i$, then the vectors $\frac{d\Phi(t_i, x_0^i)}{dt_i}$ and $x_{0}^{i+1} - \Phi(t_i, x_0^i)$ are perpendicular for $1 \leq i \leq N - 1$. In this case, the terms $\frac{d\Phi(t_i, x_0^i)}{dt_i}^T (x_{0}^{i+1} - \Phi(t_i, x_0^i))$ in the third and sixth item of Lemma 2 are zero. This forces the lengths $t_i$ to be zero. Moreover, also the final goal of fulfilling the matching conditions $x_{i+1}^i = \Phi(t_i, x_0^i), 1 \leq i \leq N - 1$ has the same effect, forcing the lengths $t_i$ to be zero. Because of these reasons we do not recommend using (9) and (12) for computing error trajectories.

7 Practical Considerations

When we select the problem formulation we also consider the structure and sparsity of the saddle point matrix in (22). The form of $B$, that is, the Jacobian of the constraints vector, is described in Lemma 1. We can influence the structure of the saddle-point matrix by choosing an approximation scheme for the Hessian of the Lagrangian. We aim at keeping its sparse structure, that is, we want to avoid having the Hessian to be a dense matrix.

7.1 Hessian of the Lagrangian

It is convenient to use the BFGS method [17, p. 140]. When we set $s = X_{\text{new}} - X$ and $y = \nabla_X L(X_{\text{new}}, \lambda_{\text{new}}) - \nabla_X L(X, \lambda_{\text{new}})$, where $X, X_{\text{new}}, \lambda$ and $\lambda_{\text{new}}$ is from (20), (21), then the BFGS updating scheme is given by

$$H_{\text{new}} = H - \frac{Hss^T H}{s^T Hs} + \frac{yy^T}{y^T s},$$

(33)

where the initial approximation of the Hessian is the identity matrix in our implementation. However, in this way we obtain a dense approximation $H(X, \lambda) \in \mathbb{R}^{N(n+1)\times N(n+1)}$.

When we solve the minimization problem (7), then the Jacobian of constraints $B$ is given in (26) and the Hessian is a block-diagonal matrix such that

$$H = \begin{bmatrix} H_1 & \cdots & \cdots & \cdots \\ \cdots & \ddots & \ddots & \ddots \\ \cdots & \cdots & \cdots & \cdots \\ H_N \end{bmatrix},$$

where $N$ is the number of trajectories, $H_i \in \mathbb{R}^{(n+1)\times(n+1)}, 1 \leq i \leq N$. Therefore we may use the BFGS method block by block, keeping the block-diagonal structure [10]. In this fashion we obtain a block-diagonal symmetric definite approximation of the Hessian. Moreover, the matrix is sparse and the ratio of non-zero elements to zeros is $1/N$. The
block-diagonal structure also appears when we consider problem formulation \(8\) with \(B\) in \(24\).

When we use a different regularization term such as \(\frac{1}{2} \sum_{i=1}^{N-1} (t_{i+1} - t_i)^2\) as in \(10\), then the parameters are no longer separable, however, they are partially separable and the resulting Hessian is a banded matrix. If we apply the BFGS updating scheme from \(33\), then we obtain a dense approximation of the Hessian matrix \(H(X, \lambda)\). However, we may again use the BFGS method block-wise \(10\), although, this time we work with blocks of size \(2(n+1) \times 2(n+1)\). As a result we obtain a banded symmetric positive definite approximation of the Hessian. Its ratio of non-zero elements to zeros is approximately \(4/N\).

Another regularization term we consider is \(\frac{1}{2} \sum_{i=1}^{N} \left( t_i - \frac{1}{N} \sum_{j=1}^{N} t_j \right)^2\), however, this effectively connects all parameters. Therefore, it leaves us only with a dense approximation when using BFGS.

### 7.2 Numerical Solution of the KKT System

We also need to address solution techniques for the KKT system in \(22\). There are several approaches. Two of them are the Schur-complement method and the Null-space method. For a thorough overview of methods for solving the KKT system, also known as a saddle point problem, see [5, p. 29-59].

Note that it may happen when using structure preserving approximation for the Hessian, that its condition number gets worse than using \(33\) instead. In our experience the approximation of the Hessian is ill-conditioned when we use the BFGS method from \(33\). Because of that we cannot use the Schur-complement method. We can apply the Null-space method which works for a singular Hessian approximation as long as its projection on the null-space \(N(B^T)\) of \(B^T\) is symmetric positive definite. This is the second order sufficient condition on \([X^T, \lambda^T]^T\) to be the solution of \(22\).

Denote by \(N_{B^T}\) a matrix whose columns form an orthonormal basis of \(N(B^T)\). During numerical testing we noticed that the condition number of the projected Hessian \(N_{B^T}^T H N_{B^T}\) tends to be the same as the condition number of the Hessian \(H\) in problem formulations \(10\) and \(11\), when we project the Hessian on the null-space of \(B^T\) in \(25\). When we project the Hessian on the null-space of \(B^T\) from \(26\) and \(21\), its condition number is usually several magnitudes lower than the condition number of the Hessian.

Since the Jacobian \(B\) is a sparse matrix one may use sparse QR decomposition to compute \(N_{B^T}\) as proposed in [7 Alg. 1]. Another possibility is to use Givens rotations on non-zero elements of \(B\) to compute its QR-decomposition [8 p. 227]. One can also avoid the computation of the basis \(N(B^T)\) at all by [9, 6 Alg. 5.1.3] and the preconditioned projected conjugate gradient method [15 Alg. NPCG].

Whether we apply QR-decomposition to compute the orthonormal basis of \(N(B^T)\) or avoid its computation depends on the size and the structure of matrices \(B^T B\) and \(N_{B^T}^T H N_{B^T}\). Note that from QR-decomposition [8 p. 227] one gets dense basis vectors of \(N(B^T)\) for Jacobian matrices \(24\) and \(26\). Therefore the matrix \(N_{B^T}^T H N_{B^T}\) is symmetric positive definite and dense. However, the matrix \(B^T B\) is symmetric positive definite and banded. One can see these structures in Figure 5. From our experience, when the number of segments \(N\) is much larger than the state-space dimension \(n\) it is preferable to avoid computation of \(N(B^T)\).

### 8 Computational Experiments

In this section we describe the algorithm that we use for finding error trajectories of ordinary differential equations. There are two steps. First, we find a candidate for an error trajectory by using SQP as shown in Algorithm [1]. Second, we verify the result by
Figure 5: Visualization of matrices $N^T_B H N_B^T$ on the left and $B^T B$ on the right. Data come from Benchmark 8.2 problem formulation (7) for $n = 24$ and $N = 14$ with the block-diagonal Hessian matrix.

In addition we present a series of benchmarks where we compare several different problem formulations. For our computation we use Scilab 5.5.2 running on CentOS 6.8.

Data: Problem formulation for minimization problem in (3), and initial vector of parameters $X \in \mathbb{R}^{N(n+1)}$

Result: A new vector $X$ that corresponds to an error trajectory candidate

while stopping criteria are not met do
  Approximate the Hessian $H(X, \lambda)$;
  Compute the Jacobian of constraints and construct the KKT system;
  Solve the KKT system for $d_X$ and $d_{\lambda}$;
  Select a step-size $\alpha$ using a merit function;
  Set $X = X + \alpha d_X$, $\lambda = \lambda + \alpha d_{\lambda}$;
end

Algorithm 1: SQP method for finding error trajectories

In Algorithm 1 we use the BFGS method as described in (33) to approximate $H(X, \lambda)$. Whenever the descent condition $y^T s > 0$ is not satisfied we use the current approximation of the Hessian without any update. Another possibility to consider is applying damped BFGS [17, p. 537] to avoid skipping the update of the Hessian. In our experience this does not lead to an improvement. To compute the Jacobian of constraints we solve variational equations [4, Sec. 2.4] in order to get the sensitivity functions (23). For solving the KKT system for $d_X$ and $d_{\lambda}$ we choose the preconditioned projected conjugate gradient method [15, Alg. NPCG] that avoids computation of the null-space basis of $B^T$. In our implementation of [15, Alg. NPCG] we set matrix $D$ to be the identity matrix, therefore,
the constraint preconditioner we use is of the form

\[
C = \begin{bmatrix}
I & B(x) \\
B(x)^T & 0
\end{bmatrix}.
\]

We select a step-size \( \alpha = \alpha_x = \alpha_\lambda \) by the line search method, making the value of the following merit function decrease in each iteration

\[
m(\alpha) = F(X + \alpha d_X) + (\lambda + d_\lambda)^T c(X + \alpha d_X) + \frac{\omega}{2} \| c(X + \alpha d_x) \|_2^2,
\]

where \( \omega \) is a parameter. Properties of the merit function in (34) are formulated in [13, Th. 2.5] and [15, Th. 8]. The step-size \( \alpha \) is accepted for \( X_{new} = X + \alpha d_X \) and \( \lambda_{new} = \lambda + \alpha d_\lambda \) when

\[
m(\alpha) - m(\alpha) \leq \delta \alpha m'(0),
\]

where \( \delta \) is a parameter, and the derivative \( m'(0) \) of the merit function at \( \alpha = 0 \) is given by

\[
m'(0) = d_X^T (\nabla F(X) + B(\lambda + d_\lambda)) + \omega d_X^T Bc(X).
\]

For all benchmarks we set \( \omega = 1 \) and \( \delta = 1 \times 10^{-4} \). In the end, we use the built in function \textit{ode} [18] for solving differential equations. The \textit{ode} solver in default setting calls the \textit{lsoda} solver of the package ODEPACK. It automatically selects between stiff and non-stiff methods.

We terminate Algorithm 1 whenever one of these stopping criteria is met:

- S 1: \( \| \nabla_X L(X, \lambda) \|_2 < \varepsilon_1 \) and \( \| c(X) \|_2 < \varepsilon_2 \),
- S 2: the maximum number of iteration \text{MAXIT} is reached,
- S 3: the step-size \( \alpha < \varepsilon_3 \),

where we put \( \varepsilon_1 = 1 \times 10^{-3} \), \( \varepsilon_2 = 1 \times 10^{-8} \), \( \varepsilon_3 = 1 \times 10^{-8} \) and \text{MAXIT} to be 400 iterations.

### 8.1 Methodology

In a series of benchmarks we undertake the following procedure. We choose a point \( c_I \in \mathbb{R}^n \) and solve the system of differential equations in (1) with \( c_I \) to be the initial condition. We consider the time interval \( 0 \leq t \leq 5 \). We denote the end-state of a computed trajectory by \( c_U \in \mathbb{R}^n \). Initial and unsafe sets of states are then \( n \)-dimensional balls centred at \( c_I \), and \( c_U \) respectively. The radius of these balls is equal to \( 1/4 \) each.

Once we have created \text{Init} and \text{Unsafe}, we proceed with splitting our trajectory into \( N \) segments of the same lengths. We mark initial and final states by \( x_0 \) and \( \Phi(t_i, x_0) \) with \( t_i = 5/N \) for \( 1 \leq i \leq N \). Then we change initial states according to the following rule. For all \( 1 \leq i \leq N \) we update initial states \( x_0 + u \), where \( u = 0.5 \times [-1, 1, \ldots, (-1)^n]^T \in \mathbb{R}^n \). With these updated initial conditions and lengths we form a new vector of parameters \( X \in \mathbb{R}^{N(n+1)} \).

We run Algorithm 1 and obtain a new vector of parameters that corresponds to an error trajectory candidate consisting of \( N \) segments. In order to verify our result we simulate the system for \( t = \sum_{i=1}^N t_i \) time units originating in \( x_0 \). We check whether for this newly computed states \( \| x_0 - c_I \|_{E_I} \leq 1 + \varepsilon_4 \) and \( \| \Phi(t, x_0) - c_U \|_{E_U} \leq 1 + \varepsilon_4 \) hold, where \( \varepsilon_4 = 1 \times 10^{-4} \). If these two inequalities are satisfied we call such a trajectory an error trajectory and our method succeeded. If Scilab fails to solve the ODE or our computed trajectory is not an error trajectory we mark the corresponding row in the tables with results with the flag “F”. Since we do not put any restriction on the lengths \( t_i \), \( 1 \leq i \leq N \), and since the ODE solver in Scilab is able to simulate the evolution backward in time we also mark by “F” those results that have at least one segment with negative length.

Let us discuss the choice of problem formulation for the following benchmark problems. We aim at comparing various choices for objective function and constraints as well as
Table 1: Benchmark 1 problem formulation (7): there are results for block diagonal BFGS approximation in the top and the full BFGS approximation in the bottom.

| n | N | NIT | S | n | N | NIT | S | n | N | NIT | S | n | N | NIT | S |
|---|---|-----|---|---|---|-----|---|---|---|-----|---|---|---|-----|---|
| 10 | 5 | 37 | 1 | 20 | 5 | 54 | 1 | 30 | 5 | 46 | 1 | 40 | 5 | 67 | 1 |
| 10 | 47 | 1 | 10 | 54 | 3 | 10 | 122 | 1 | 10 | 57 | 1 |
| 15 | 126 | 1 | 15 | 52 | 1 | 15 | 97 | 1 | 15 | 60 | 1 |
| 20 | 79 | 3 | 20 | 149 | 3 | 20 | 101 | 3 | 20 | 90 | 3 |
| 25 | 185 | 1 | 25 | 107 | 3 | 25 | 80 | 1 | 25 | 98 | 3 |
| 30 | 400 | 2 | 30 | 108 | 1 | 30 | 122 | 1 | 30 | 98 | 1 |

| n | N | NIT | S | n | N | NIT | S | n | N | NIT | S | n | N | NIT | S |
|---|---|-----|---|---|---|-----|---|---|---|-----|---|---|---|-----|---|
| 10 | 5 | 33 | 1 | 20 | 5 | 38 | 1 | 30 | 5 | 38 | 1 | 40 | 5 | 39 | 1 |
| 10 | 43 | 1 | 10 | 59 | 3 | 10 | 59 | 1 | 10 | 70 | 1 |
| 15 | 66 | 3 | 15 | 67 | 3 | 15 | 88 | 1 | 15 | 86 | 3 |
| 20 | 75 | 3 | 20 | 83 | 3 | 20 | 100 | 3 | 20 | 103 | 3 |
| 25 | 80 | 1 | 25 | 98 | 1 | 25 | 115 | 1 | 25 | 126 | 1 |
| 30 | 96 | 3 | 30 | 113 | 1 | 30 | 126 | 3 | 30 | 137 | 3 |

different approximation schemes for the Hessian matrix. To this end we chose problem formulations (7), (8) and (10). Since the Hessian matrix of the Lagrangian for (7) and (8) is block-diagonal, we compare full BFGS approximation with BFGS approximation applied block-wise. The Hessian matrix for (10) is banded, hence, we compare full BFGS approximation with BFGS approximation that keeps the banded structure. In the tables that follow we put results corresponding to the structured approximation of the Hessian matrix in the left, and those corresponding to full BFGS approximation in the right respectively.

Finally, we do not try problem formulations (9) and (12) because from Lemma 2 it follows that result is usually not an error trajectory. Moreover, we omit problem formulation (11) since preliminary tests showed that the results are similar to problem formulation (10).

8.2 Benchmark 1

We consider the following benchmark problem where the dynamics is given by

\[
\dot{x}(t) = Ax(t) + \sin(x^r(t)),
\]

where \(x^r = [x_n(t), x_{n-1}(t), \ldots, x_1(t)]^T \in \mathbb{R}^n\) and matrix \(A\) is a block diagonal matrix such that

\[
A = \begin{bmatrix}
0 & 1 & & \\
-1 & 0 & & \\
& & \ddots & \\
& & & 0 & 1 \\
& & & -1 & 0
\end{bmatrix} \in \mathbb{R}^{n \times n}.
\]

We use a matrix-vector notation, therefore, we read \(\sin(x^r) = [\sin(x_n), \ldots, \sin(x_1)]^T \in \mathbb{R}^n\) and put \(c_I = [1, \ldots, 1]^T \in \mathbb{R}^n\).

For problem formulation (7) there are results in Tab. 1. One can see that the desired solution was computed every time. Note that the block-diagonal BFGS outperforms standard BFGS in the number of iterations only for \(n = 40\). Also note that with the increasing number of segments our method needs more iteration when standard BFGS scheme for a dense approximation of the Hessian is used.
Table 2: Benchmark 1 problem formulation (8): there are results for block diagonal BFGS approximation in the top and the full BFGS approximation in the bottom.

| n  | N  | NIT | S  | n  | N  | NIT | S  | n  | N  | NIT | S  | n  | N  | NIT | S  |
|----|----|-----|----|----|----|-----|----|----|----|-----|----|----|----|-----|----|
| 10 | 5  | 57  | 1  | 20 | 5  | 170 | 1  | 30 | 5  | 108 | 1  | 40 | 5  | 223 | 1  |
| 10 | 61 | 1   | 10 | 89 | 1   | 10 | 98 | 1  | 10 | 154 | 1  |
| 15 | 79 | 1   | 15 | 400| 2   | 15 | 106| 1  | 15 | 114 | 1  |
| 20 | 117| 1   | 20 | 106| 1   | 20 | 100| 3  | 20 | 108 | 3  |
| 25 | 85 | 1   | 25 | 121| 1   | 25 | 122| 1  | 25 | 124 | 1  |
| 30 | 107| 1   | 30 | 119| 1   | 30 | 131| 1  | 30 | 129 | 1  |

Table 3: Benchmark 1 problem formulation (10): there are results for block diagonal BFGS approximation in the top and the full BFGS approximation in the bottom.

| n  | N  | NIT | S  | n  | N  | NIT | S  | n  | N  | NIT | S  | n  | N  | NIT | S  |
|----|----|-----|----|----|----|-----|----|----|----|-----|----|----|----|-----|----|
| 10 | 5  | 86  | 1  | 20 | 5  | 400 | 2  | 30 | 5  | 400 | 2  | 40 | 5  | 75  | 1  |
| 10 | 96 | 1   | 10 | 400| 2   | 10 | 108| 1  | 10 | 400 | 2  |
| 15 | 121| 1   | 15 | 171| 1   | 15 | 154| 1  | 15 | 166 | 1  |
| 20 | 88 | 1   | 20 | 108| 1   | 20 | 133| 3  | 20 | 159 | 1  |
| 25 | 103| 1   | 25 | 128| 1   | 25 | 193| 1  | 25 | 155 | 3  |
| 30 | 117| 1   | 30 | 226| 1   | 30 | 153| 1  | 30 | 258 | 1  |

Table 3: Benchmark 1 problem formulation (10): there are results for block diagonal BFGS approximation in the top and the full BFGS approximation in the bottom.
Table 4: Benchmark 2: Block diagonal and banded BFGS approximations in the left and the full BFGS approximation in the right. There are results for formulation (7) in the top; for (8) in the middle and for (10) in the bottom.

| N  | 5  | 10 | 15 | 20 | 25 | 30 | N  | 5  | 10 | 15 | 20 | 25 | 30 |
|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
| NIT | 35 | 33 | 31 | 48 | 47 | 49 | NIT | 18 | 23 | 28 | 37 | 41 | 51 |
| S  | 1  | 1  | 1  | 1  | 3  | 3  | S  | 1  | 1  | 3  | 3  | 3  | 3  |

| N  | 5  | 10 | 15 | 20 | 25 | 30 | N  | 5  | 10 | 15 | 20 | 25 | 30 |
|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
| NIT | 83 | 37 | 55 | 56 | 56 | 76 | NIT | 18 | 31 | 45 | 53 | 66 | 65 |
| S  | 1  | 1  | 3  | 3  | 3  | 3  | S  | 1  | 1  | 1  | 1  | 1  | 1  |

| N  | 5  | 10 | 15 | 20 | 25 | 30 | N  | 5  | 10 | 15 | 20 | 25 | 30 |
|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
| NIT | 23 | 229| 269| 400| 400| 400| NIT | 33 | 64 | 76 | 126| 171| 228|
| S  | 1  | F  | F  | F  | F  | F  | S  | F  | F  | F  | F  | F  | F  |

In Tab. 2 there are results for problem formulation (8). In this case we were able to compute the desired solution every time, however, the number of iterations required was higher than for (7).

To conclude this part we show problem formulation (10) and its results in Tab. 3. There are many failed attempts marked by “F”. Also, the *dash* symbol shows when the ode solver in Scilab returned an error message during computation. This happens when the length of a segments gets negative, that is, $t_i < 0$ for some index $i$.

### 8.3 Benchmark 2

Assume a non-linear system of the form [11, p. 334.]

\[
\dot{x}_1(t) = -x_2(t) + x_1(t)x_3(t),
\]

\[
\dot{x}_2(t) = x_1(t) + x_2(t)x_3(t),
\]

\[
\dot{x}_3(t) = -x_3(t) - x_1(t)^2 - x_2(t)^2 + x_3(t)^2.
\]

We will investigate the behaviour of our method in dependence on the number of segments $N$ for problem formulations (7), (8) and (10). Similarly to the previous Benchmark 8.2 we put $c_I = [1, 1, 1] \in \mathbb{R}^3$. All the results are in Tab. 4.

One can observe that problem formulation (7) requires the least number of iterations. However, in some cases the method terminated because of the minimum step-length was reached. Problem formulation (8) needs more iterations to finish, however, one again we obtained the desired solution with no fail attempts. Contrary to this the problem formulation (10) yields the poorest results. Whenever we tried to verify results by simulation the computed solution did not meet our criteria $\|x_0 - c_I\|_{E_I} \leq 1 + 10^{-4}$ and $\|\Phi(\sum_{i=1}^{N} t_i, x_0^i) - c_U\|_{E_U} \leq 1 + 10^{-4}$.

### 8.4 Benchmark 3

In the end let us compare these three different problem formulations on a linear system. Assume we have the dynamics given by

\[
\dot{x}(t) = Ax(t),
\]

where matrix $A$ is the same as in Benchmark 1 in 8.2. We set $c_I = [1, \ldots, 1]^T \in \mathbb{R}^n$. The results are in tables [5] [6] and [7].

We can see in Table 5 that our method found an error trajectory in all setups for problem formulation (7). Problem formulation (8), with results in Tab. 6, performed well...
Table 5: Benchmark 3 problem formulation (7): there are results for block diagonal BFGS approximation in the top and the full BFGS approximation in the bottom.

| n | N | NIT | S | n | N | NIT | S | n | N | NIT | S | n | N | NIT | S |
|---|---|-----|---|---|---|-----|---|---|---|-----|---|---|---|-----|---|
| 10 | 5 | 28 | 1 | 20 | 5 | 33 | 1 | 30 | 5 | 30 | 1 | 40 | 5 | 34 | 1 |
| 10 | 31 | 1 | 10 | 39 | 1 | 10 | 172 | 1 | 10 | 29 | 1 |
| 15 | 400 | 2 | 15 | 36 | 1 | 15 | 39 | 1 | 15 | 37 | 1 |
| 20 | 48 | 1 | 20 | 41 | 1 | 20 | 172 | 1 | 20 | 32 | 1 |
| 25 | 42 | 1 | 25 | 36 | 1 | 25 | 108 | 1 | 25 | 87 | 3 |
| 30 | 35 | 1 | 30 | 39 | 1 | 30 | 44 | 1 | 30 | 51 | 1 |

| n | N | NIT | S | n | N | NIT | S | n | N | NIT | S | n | N | NIT | S |
|---|---|-----|---|---|---|-----|---|---|---|-----|---|---|---|-----|---|
| 10 | 5 | 31 | 1 | 20 | 5 | 30 | 1 | 30 | 5 | 33 | 1 | 40 | 5 | 34 | 1 |
| 10 | 38 | 1 | 10 | 46 | 1 | 10 | 54 | 1 | 10 | 56 | 1 |
| 15 | 44 | 3 | 15 | 54 | 1 | 15 | 70 | 1 | 15 | 66 | 1 |
| 20 | 81 | 1 | 20 | 81 | 1 | 20 | 50 | 3 | 20 | 50 | 3 |
| 25 | 69 | 3 | 25 | 121 | 1 | 25 | 134 | 1 | 25 | 159 | 1 |
| 30 | 78 | 1 | 30 | 100 | 1 | 30 | 116 | 1 | 30 | 133 | 1 |

Table 6: Benchmark 3 problem formulation (8): there are results for block diagonal BFGS approximation in the top and the full BFGS approximation in the bottom.

| n | N | NIT | S | n | N | NIT | S | n | N | NIT | S | n | N | NIT | S |
|---|---|-----|---|---|---|-----|---|---|---|-----|---|---|---|-----|---|
| 10 | 5 | 28 | 1 | 20 | 5 | 36 | 1 | 30 | 5 | 33 | 1 | 40 | 5 | 34 | 1 |
| 10 | 30 | 1 | 10 | 42 | 1 | 10 | 200 | F | 10 | 59 | 1 |
| 15 | 50 | 1 | 15 | 55 | 1 | 15 | 54 | 1 | 15 | 54 | 1 |
| 20 | 45 | 1 | 20 | 49 | 1 | 20 | 54 | 1 | 20 | 53 | 1 |
| 25 | 44 | 1 | 25 | 54 | 1 | 25 | 59 | 1 | 25 | 58 | 1 |
| 30 | 55 | 1 | 30 | 52 | 1 | 30 | 53 | 1 | 30 | 66 | 1 |

| n | N | NIT | S | n | N | NIT | S | n | N | NIT | S | n | N | NIT | S |
|---|---|-----|---|---|---|-----|---|---|---|-----|---|---|---|-----|---|
| 10 | 5 | 33 | 1 | 20 | 5 | 110 | F | 30 | 5 | 49 | 1 | 40 | 5 | 124 | F |
| 10 | 55 | 1 | 10 | 63 | 1 | 10 | 232 | F | 10 | 400 | 2 |
| 15 | 134 | 1 | 15 | 83 | 1 | 15 | 100 | 1 | 15 | 109 | 1 |
| 20 | 81 | 1 | 20 | 134 | 1 | 20 | 118 | 1 | 20 | 400 | F |
| 25 | 101 | 1 | 25 | 149 | 1 | 25 | 141 | 1 | 25 | 182 | 1 |
| 30 | 100 | 1 | 30 | 132 | 1 | 30 | 167 | 1 | 30 | 177 | 1 |

Table 6: Benchmark 3 problem formulation (8): there are results for block diagonal BFGS approximation in the top and the full BFGS approximation in the bottom.
Table 7: Benchmark 3 problem formulation (10) there are results for block diagonal BFGS approximation in the top and the full BFGS approximation in the bottom.

with only a few failed attempts. In the end, problem formulation (10) failed many times as you can see in Tab. 7. To this end problem formulation (7) can be said to be superior to (8) and (10) since it produces better results on all three benchmarks.

8.5 Trust-region SQP

An alternative approach to line search SQP is trust-region SQP [17, Alg. 18.4]. In order to check the performance of the trust-region method we recomputed all benchmarks for problem formulation (7) with the block-diagonal BFGS approximation and received similar results for Benchmarks 8.2 and 8.3 and worse results measured in terms of iterations for Benchmark 8.4. When one uses BFGS for the approximation of the Hessian then line search SQP is performing well enough and trust-region SQP does not bring any improvement. The reason behind choosing problem formulation (7) for the comparison is that it performs best for the experiments shown above.

We also tried trust-region SQP for the other problem formulations (8) and (10), and it does not show any improvement. Furthermore, for those problem formulations it is difficult to set a good maximal trust-region radius for trust-region SQP to converge.

9 Conclusion

We presented a solution to the problem of finding an error trajectory of ordinary differential equations. We considered several different constrained minimization problem formulations, that we solve using SQP. We discussed the influence of the structure of the formulation on the solution algorithm, and performed computational experiments that showed that Formulation (7) results in the the most successful method. Here, the KKT system features a block-diagonal Hessian matrix and sparse Jacobian of constraints.

As such, this paper gives insight into optimization techniques for solving the falsification problem of dynamical systems where, up to now, optimization techniques have only been applied as a black box [1] [2] [12] [16] [20].
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Lemma 4. Let $A \in \mathbb{R}^{N(n+1)\times((N-1)n+2)}$ be a matrix of the form

$$A = \begin{bmatrix}
w_1 & M_1 & v_1^T \\
v_1^T & I & M_2 & v_2^T \\
I & v_2^T & I & \ddots \\
& \ddots & \ddots & \ddots & \ddots \\
& & v_{N-2}^T & I & M_{N-1} & v_{N-1}^T \\
& & & I & M_{N-1} & v_{N-1}^T \\
& & & & I & v_2 \\
& & & & & 0 \\
& & & & & \omega
\end{bmatrix},$$

where for $1 \leq i \leq N-1$, $M_i \in \mathbb{R}^{n\times n}$, vectors $v_i, w_1, w_2 \in \mathbb{R}^n$, $\omega \in \mathbb{R}$, and $I \in \mathbb{R}^{n\times n}$ is the identity matrix. If $w_1 \in \mathbb{R}^n$ is a non-zero vector and $\omega \neq 0$, then the matrix $A$ has full-column rank.

Proof. We prove this Lemma by contradiction. Suppose columns in $A$ are linearly dependent, therefore, there exists a non-zero vector $x = [\alpha, x_1, \ldots, x_{N-1}, \beta]^T \in \mathbb{R}^{(N-1)n+2}$ with $x_i \in \mathbb{R}^n$, $1 \leq i \leq N-1$ $\alpha \in \mathbb{R}$, and $\beta \in \mathbb{R}$ so that

$$\alpha w_1 + M_1 x_1 = 0,$$
$$x_i + M_{i+1} x_{i+1} = 0,$$
$$x_{N-1} + \beta w_2 = 0,$$
$$\beta \omega = 0,$$

for $1 \leq i \leq N-2$. Since we assume $\omega$ to be a non-zero scalar, therefore, we get $\beta = 0$. It follows that $x_{N-1} = 0 \in \mathbb{R}^n$. If we substitute into formulae above we obtain $x_i = 0 \in \mathbb{R}^n$ for $1 \leq i \leq N-2$. Therefore, also $\alpha w_1 = 0 \in \mathbb{R}^n$. For $\alpha \neq 0$ this is only possible if $w_1 = 0 \in \mathbb{R}^n$. This is contradiction with the assumption that $w_1$ is a non-zero vector. \[\square\]