Reducing the Complexity of the Sensor-Target Coverage Problem Through Point and Set Classification
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Abstract—The problem of covering random points in a plane with sets of a given shape has several practical applications in communications and operations research. One especially prominent application is the coverage of randomly-located points of interest by randomly-located sensors in a wireless sensor network. In this article we consider the situation of a large area containing randomly placed points (representing points of interest), as well a number of randomly-placed disks of equal radius in the same region (representing individual sensors’ coverage areas). The problem of finding the smallest possible set of disks that cover the given points is known to be NP-complete. We show that the computational complexity may be reduced by classifying the disks into several definite classes that can be characterized as necessary, excludable, or indeterminate. The problem may then be reduced to considering only the indeterminate sets and the points that they cover. In addition, indeterminate sets and the points that they cover may be divided into disjoint “islands” that can be solved separately. Hence the actual complexity is determined by the number of points and sets in the largest island. We run a number of simulations to show how the proportion of sets and points of various types depend on two basic scale-invariant parameters related to point and set density. We show that enormous reductions in complexity can be achieved even in situations where point and set density is relatively high.

I. INTRODUCTION

A. Overview

The problem of covering a given set of points with a given collection of sets can be solved exactly using integer programming [1]. However, the computation is known to be NP-complete [2]. Several approximate algorithms have been developed, some of which use Monte Carlo methods [3]. Before applying these methods, it is advantageous to reduce the size of the problem as much as possible. Some reductions are quite simple to compute: for example some sets contain no points, and can be removed. Some points are covered by a single set, and those single-covering sets must necessarily be in any cover. Other sets may be included in the union of necessary sets, and these also may be excluded from the minimal cover. Finally, it may be possible to break the simplified cover problem into disjoint problems that can be solved separately. In this paper we explore how much reduction is possible, and how this depends on the initial parameters used to generate the random points and disks. We specialize to the case of circular cover sets, but we expect that results may apply qualitatively to other types of sets. Our results also apply in cases where different sets have different costs, since the classification of sets as necessary or unnecessary does not depend on the cost function.

This problem can be recast as a problem involving a certain type of random bipartite graph. Disks and points correspond to nodes in two different classes, while edges are drawn between disk nodes and the points they contain. Random graph theory was originated by Paul Erdős and Alfréd Rényi [7], and since then has developed into an extensive theory [8]. A main result of Erdős and Rényi is the existence of phase transitions, which are sudden changes in the frequencies of certain types of subgraphs depending on the proportion of edges that are included in the graph [8].

B. Definition of parameters

Given a dataset of uniformly-distributed random points in a square region of the plane and a set of equally-sized disks in the plane with uniformly-generated centers, we define the following parameters:

\[ N = \text{number of sets (disks) in dataset} \]
\[ M = \text{number of points in dataset} \]
\[ A = \text{total area of the square region} \]
\[ a = \text{area of each set in dataset} \]

From these basic parameters we may derive two dimensionless parameters:

\[ \gamma \equiv \frac{Ma}{A} \quad \text{(max point area fraction)} \]
\[ \phi \equiv \frac{Na}{A} \quad \text{(max set coverage fraction)} \]

These parameters reflect the point and set density respectively. A value of \( \gamma = 1 \) means that the average number of points within any area of size \( a \) is 1. Similarly a value of \( \phi = 1 \)
means that a random point within the region is covered by one set on average. These parameters are scale-invariant: for any large rectangle containing random points and sets with a particular value of $\gamma$ and $\phi$, any rectangle within that rectangle will have the same parameters.

For very small values of $\phi/A$ the boundary effects can be neglected. In this case, the parameters $\gamma$ and $\phi$ are sufficient to completely characterize the behavior of the system, in the sense that proportions of points and sets with certain incidence properties depend on the basic parameters only through $\phi$ and $\gamma$.

C. Characterization of points and sets

We may identify 4 kinds of points:

- Uncovered points: points that are not in any of the given sets in the cover;
- Single-covered points: points that are in exactly one set;
- Collateral points: points that are in the same set as a single-covered point;
- Indeterminate points: all other points.

We may also identify five kinds of sets:

- Non-covering sets: sets that do not cover any points;
- Single-covering sets: sets that contain a single-covered point, and thus must be included in any cover;
- Collateral sets: sets that contained only points that are already contained within the union of single-covering sets, and thus do not cover any additional points;
- Indeterminate sets: all other sets.

We shall see that the point and set classifications are complicated by the fact that they are determined by an iterative process. After the first round of single-covered and collateral points have been identified, additional redundant sets may be found and removed, which gives rise to additional single-covered and collateral points.

When finding an optimal set cover of the given points, single-covered points and single-covering sets must necessarily be in the cover. Non-covered points will not be in any subcover, and thus may be removed. Similarly, non-covering sets are useless and can be removed. Collateral points are automatically covered by single-covering sets. The problem can thus be reduced to finding an optimal cover of indeterminate points with indeterminate sets. Hence the number of indeterminate points and sets provide an upper bound to the practical complexity of the coverage problem. This upper bound may be further reduced by partitioning indeterminate sets and points into islands, where an island is a minimal collection of indeterminate sets (together with the points that they cover) such that they do not intersect with any indeterminate set outside of the island. Each island can be solved independently to get the overall optimal solution. Thus the maximum island size (including both the number of points and the number of sets) is the true measure of the practical computational complexity of the problem.

It follows that characterizing the proportions of different types of points and sets provides us with key insight into the essential behavior of this system. In this ARTICLE, we give heatmap representations of proportions obtained by simulation.

II. Methods

In this section, we describe simulations we performed to estimate point and set proportions as a function of the point and set coverage fraction parameters $\gamma$ and $\phi$. All code for these simulations was written in the Python programming language (version 3.7.3 64-bit) and executed in the Scientific Python Development Environment (a.k.a. Spyder) version 4.1.5. Numerous functions from both the NumPy (version 1.16.4) and Matplotlib libraries (version 3.1.0) are used. A more complete code description may be found in [9], and the source code is available from the corresponding author upon request.

In the simulations, the ranges of $\gamma$ and $\phi$ were both set as $3 \leq \gamma, \phi \leq 12$. These ranges were determined by preliminary investigation, which indicated that this range showed the most interesting behavior.

A rescaling of $M$, $N$ and $a$ was used to reduce simulation time. The rescaling preserved the values of $\gamma$ and $\phi$, so the calculated proportions shown in the heatmaps were not affected. The rescaling was arranged so that $\min(M,N) = 1000$.

For each value of $M$ and $N$, 105 configurations were run, and for each configuration the following quantities were recorded:

1) $M$, $N$ and $a$;
2) Number of uncovered, single-covered, collateral, and indeterminate points;
3) Number of non-covering, single-covering, collateral, and indeterminate sets;
4) Number of indeterminate points and sets in the largest island
5) Standard deviation of number of indeterminate points and sets per island

All proportions were averaged over 105 random configurations with the same values of $\gamma$ and $\phi$. Similarly, all standard deviations were computed based on the same 105 configurations for each set of values of $(\gamma, \phi)$.

III. Results

Figures [1] and [2] give simulation results for the proportions of uncovered points and non-covering sets as a function of $\gamma$ and $\phi$. The graphs show that more than 99% of the points are covered by randomly-placed disks as long as $\phi > 5.5$; and similarly more than 99% of disks cover at least one point as long as $\gamma > 5.5$. The graphs demonstrate the symmetry between These results agree closely with theoretical expressions derived in [9].
Figures 1 and 2 give simulated values for the proportions of single-covered points and sets respectively as functions of $\gamma$ and $\phi$. Single-covering sets are necessary to the cover, and thus may be removed when trying to find an optimal cover. This can lead to considerable reductions in complexity: for example, when $\phi = 5.5$ about 20% of sets are single-covering and between 10-40% of points are single-covered, regardless of the point density.

Figures 3 and 4 give simulated values for the proportions of single-covered points and sets respectively as functions of $\gamma$ and $\phi$. Single-covering sets are necessary to the cover, and thus may be removed when trying to find an optimal cover. This can lead to considerable reductions in complexity: for example, when $\phi = 5.5$ about 20% of sets are single-covering and between 10-40% of points are single-covered, regardless of the point density.

Figures 5 and 6 show the experimentally measured proportions of collateral points and collateral sets, respectively. As explained in Section 1, collateral sets are excluded from the optimal cover, and collateral points may be excluded from the calculation of the optimal cover because they are included in single-covering sets. The proportion of collateral points is surprisingly high, about 40% when $\phi = 5.5$. Once again this leads to reductions in complexity when computing the optimal cover.
Figures 7 and 8 show the experimentally measured proportions of indeterminate points and sets respectively, which are the remaining points and sets that serve as inputs to the point-set covering algorithm. As expected, the proportions become larger with increasing $\gamma$ and $\phi$. However, even for rather large values of point and set density, the proportion can still be below 0.5. We see for example if $\gamma = \phi = 6$, the proportion of indeterminate points is roughly 0.5.

Figures 9 and 10 show the proportion of all points that are in the largest island. This figure closely resembles Figure 7 which indicates that most indeterminate points and sets belong to a single island. As explained in Section I the numbers of points and sets in the largest island determine the complexity of the algorithm, because solving the coverage problem for this island is the largest subproblem which may be solved independently of the subproblem posed by other islands.
IV. DISCUSSION AND FUTURE INVESTIGATIONS

Our simulations show that even for fairly high point and set densities, the complexity of the set cover problem be enormously reduced through point and set classification. Note that since complexity increases exponentially, a reduction in both points and sets by 50% (which is obtained when $\phi \approx 6$ and $\gamma \approx 7$ represents a reduction of 50% in log complexity, which means the complexity is reduced to the square root of its former value. Furthermore, there are very steep gradients in Figures 9 and 10 when $\phi \approx 6$. This means that reducing the number of indeterminate sets only slightly by selecting a few high-incidence sets as part of the cover, the complexity will be further reduced and the remaining problem may possibly be solved exactly. Future work may focus on working out practical details for such a complexity-reducing algorithm. In addition, future investigations may be conducted into finding analytical expressions (either exact or approximate) for the contours in the figures in Section III.
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