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Abstract

This paper employs techniques from metric geometry and optimal transport theory to address questions related to the analysis of functional data on metric or metric-measure spaces, which we refer to as fields. Formally, fields are viewed as 1-Lipschitz mappings between Polish spaces, with the domain possibly equipped with a probability measure. We establish the existence and uniqueness, up to isometry, of Urysohn fields; that is, universal and homogeneous elements for this class. We prove a characterization theorem for Urysohn fields and show how they relate to a notion of Gromov-Hausdorff distance for fields. For metric-measure domains, we introduce a field analogue of the Gromov-Wasserstein distance and investigate its properties. Adapting the notion of distance matrices to fields, we formulate a discrete model and obtain an empirical estimation result that provides a theoretical basis for its use in functional data analysis. We also prove an analogue of Gromov’s Reconstruction Theorem in this realm.
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1 Introduction

This paper addresses problems in functional metric geometry that arise in the study of data such as signals recorded on geometric domains or the nodes of networks. Formally, these may be viewed as functions defined on metric spaces, sometimes equipped with additional structure such as a probability measure, in which case the domain is referred to as a metric-measure space, or simply mm-space. Datasets comprising such objects arise in many domains of scientific and practical interest. Metric spaces underlying functional data are typically finite, so we discuss some motivating examples of this nature. On a social network, a probability distribution $\mu$ on the set of nodes $V$ may be used to describe how influential the various members of the network are. The edges normally represent some form of direct interaction, but a metric $d$ on $V$, such as the shortest-path distance, the diffusion distance, or the commute-time distance \cite{4,16}, is useful in quantifying indirect interactions as well. The triple $(V,d,\mu)$ defines an mm-space. Attributes such as individual preferences, traits or characteristics may be viewed as a function $f: V \to B$, where $B$ is a metric space such as $\mathbb{R}^n$ for vector-valued attributes, or $\mathbb{Z}_2^n$ (binary words of length $n$) equipped with the $\ell_1$-norm for discrete attributes such as a like-or-dislike compilation of preferences. The quadruple $(V,d,\mu,f)$ is a functional mm-space that can be employed for data representation in many different scenarios. Social networks are dynamic, with individuals joining and leaving the network, their relevance changing over time, as well as their attributes \cite{23,21,5}. This leads to a family of functional mm-space $(V_i,d_i,\mu_i,f_i)$ parametrized by time. To analyze, visualize and summarize structural and functional changes over time, it is important to define metrics that are sensitive to such changes and amenable to computation. One of the objectives of this paper is to develop representations and metrics for functional mm-spaces that brings us closer to this goal.
The study of the organization and shape of point clouds presented as finite metric spaces \((X, d_X)\) is a theme of central interest in geometric data analysis. The functional \(mm\)-spaces investigated in this paper can provide a useful tool in summarizing the organization of sub-communities of a point cloud and quantifying structural variation across point clouds. If the distance \(d_X(x, y)\) is interpreted as a measure of interaction between \(x, y \in X\), then tightly structured sub-communities of \(X\) at a scale \(r \geq 0\) can be modeled as non-empty subsets \(\sigma \subseteq X\) such that \(d_X(x, y) \leq r, \forall x, y \in \sigma\), which are the simplices of the Vietoris-Rips complex \(VR(X, r)\). If \(\tau\) is a face of \(\sigma\), then the sub-community represented by \(\tau\) is fully embedded in the sub-community represented by \(\sigma\), so one may wish to only consider the sub-collection \(K(X, r) \subseteq VR(X, r)\) formed by the maximal simplices of \(VR(X, r)\); that is, those that are not faces of any other simplex. We refer to \(K(X, r)\) as the community hypergraph of \(X\) at scale \(r \geq 0\). At scale \(r = 0\), maximal communities are the singletons \(\{x\}, x \in X\), but they can be simplices of higher dimension if \(d_X\) is a pseudo-metric. If \(r_0 = \text{diam} X\), then \(K(X, r_0)\) contains a single simplex \(\sigma = X\) because \(X\) itself represents a community at that scale. One can metrize \(VR(X, r)\), for example, by defining the distance between two simplices \(\sigma\) and \(\tau\) to be the Hausdorff distance \(d_H(\sigma, \tau)\) in \(X\). Thus, \(K(X, r)\) may be viewed as a (finite) metric space with the metric inherited from \(VR(X, r)\). Letting \(|\sigma|\) be the number of members in the sub-community represented by the simplex \(\sigma\), we define a probability measure \(\mu\) on \(K(X, r)\) by \(\mu(\sigma) = |\sigma| / N\), where

\[
N = \sum_{\sigma \in K(X, r)} |\sigma|
\]

is a normalizing constant. This distribution reflects how representative of \(X\) each sub-community is. In addition, one may use centrality functions to quantify more explicitly the importance of each simplex \(\sigma \in K(X, r)\). For \(p \geq 1\), define the \(p\)-centrality function \(\lambda_p : K(X, r) \to \mathbb{R}\) by

\[
\lambda_p(\sigma) := \left( \int_{K(X, r)} d_H^p(\sigma, \tau) d\mu(\tau) \right)^{1/p} = \left( \frac{1}{N} \sum_{\tau \in K(X, r)} (d_H^p(\sigma, \tau)) |\tau| \right)^{1/p}
\]

(cf. [11]). The more central a sub-community \(\sigma\) is, the lower the value of \(\lambda_p(\sigma)\). Thus, we can approach the study of sub-communities of \(X\) at scale \(r\) via the community hypergraph viewed as a functional \(mm\)-space \((K(X, r), d_H, \mu, \lambda_p)\). For a family \(\{(X_i, d_i) : 1 \leq i \leq n\}\) of point clouds, we can study variation in community organization via the associated family \(\{(K(X_i, r), d_{H,i}, \mu_i, \lambda_{p,i}) : 1 \leq i \leq n\}\) of functional \(mm\)-spaces, potentially enhancing the analysis through the use of more sensitive metrics such as the ones developed in this paper.

Motivated by problems such as those outlined above, our primary goal is threefold: (i) to develop metrics that allow us to model and quantify variation in functional data, possibly with distinct domains; (ii) to investigate principled empirical estimations of these metrics; (iii) to construct a universal function that “contains” all functions whose domains and ranges are Polish (separable and complete metric) spaces, assuming Lipschitz regularity. The latter is much in the spirit of constructing universal spaces for structural data (metric spaces) whose investigation dates back to the early 20th century and are of classical interest in metric geometry [24, 20, 13].

Modeling structural data as geometric objects has been a subject of extensive study using techniques from areas such as metric geometry and optimal transport theory. Shape contrasts or similarities in a family of compact metric spaces can be quantified via metrics such as the Gromov-Hausdorff distance \(d_{GH}\) [3]. For \(mm\)-spaces, analogues of \(d_{GH}\) such as the Gromov-Wasserstein distance [19] [22], that highlight regions of larger probability mass, are also used for shape analysis. We study functional analogues of the Gromov-Hausdorff and Gromov-Wasserstein distances (cf. [25]) and also investigate discrete representations of functional \(mm\)-spaces based on random finite subsets by means of distance-matrix representations that encode information about their shape.

Another important angle in the investigation of a shape class is the study of existence and uniqueness of a universal element. Given a class of metric spaces \(\mathcal{C}\), a space \(U\) is \(\mathcal{C}\)-universal if it contains an isometric image of each \(X \in \mathcal{C}\). Fréchet showed that any Polish space can be isometrically embedded in the space \(l^\infty\) of all bounded real sequences (with the sup norm) [8]. Banach and Mazur showed that the same holds for the space \(C[0, 1]\) of real-valued continuous functions on the interval \([0, 1]\) (with the sup norm) [11]. However, these spaces are external to the class of Polish spaces, as they are not separable themselves. A Urysohn
**universal space** (or simply, Urysohn space) is a Polish space \( U \) that is universal for Polish spaces and satisfies an additional homogeneity condition: any isometry between finite subsets of \( U \) extends to an isometry of \( U \) onto itself. Unlike more general universal spaces, Urysohn spaces are known to be unique up to isometry. For a more thorough discussion of a construction and properties of Urysohn spaces, we refer the reader to [12] (see also [13, 26]). A C-universal space provides a framework for the study of the class \( C \). For example, the collection of compact subsets of the Urysohn space \( U \) with the Hausdorff distance, modulo the action of the isometry group of \( U \), is isometric to the space of isometry classes of compact metric spaces equipped with the Gromov-Hausdorff distance [10]. This paper addresses functional counterparts of these problems for 1-Lipschitz mappings between Polish spaces, including the construction of Urysohn universal mappings that satisfy a homogeneity condition akin to the homogeneity of Urysohn spaces.

### 1.1 Main Results

We study the class of 1-Lipschitz maps \( \phi: X \to B \), where \( X \) and \( B \) are Polish spaces. These mappings are the morphisms in the category \( \text{Met} \) of metric spaces restricted to Polish spaces. We refer to such 1-Lipschitz mappings as **\( B \)-valued fields** on \( X \), or simply \( B \)-fields, and sometimes denote them as triples \( X = (X, B, \pi) \).

**Universal Urysohn Fields.** We first fix the target space \( B \) and show that there exists a unique (up to isometry) **Urysohn universal \( B \)-field** \( \pi: U \to B \) for the class of \( B \)-fields over Polish spaces. In Theorem 3.10 we prove that the following properties characterize a Urysohn \( B \)-field \( \pi: U \to B \):

1. For any \( B \)-field \( \phi: X \to B \), there is an isometric embedding \( \iota: X \to U \) such that \( \pi \circ \iota = \phi \);
2. Any (bijective) isometry \( \phi: A \to A' \) between finite subsets of \( U \) such that \( \pi \circ \phi = \pi|_A \) can be extended to an automorphism of \( \pi: U \to B \); that is, to a bijective isometry \( \phi': U \to U \) such that \( \pi \circ \phi' = \pi \).

Property (i) is referred to as universality, whereas property (ii) is a strong form of homogeneity.

Subsequently, we introduce the notion of **ultimate Urysohn field** to address universality and homogeneity for the full class of 1-Lipschitz maps between Polish spaces; that is, allowing the target space \( B \) to also vary. We prove an existence and uniqueness theorem for ultimate Urysohn fields, which are defined in terms of universality and homogeneity, but are characterized in Theorem 3.14 as follows. A \( B \)-field \( \pi: U \to B \) is an ultimate Urysohn field if and only if it satisfies:

1. \( \pi \) is Urysohn universal for \( B \);
2. \( B \) is a Urysohn space.

As alluded to above, for compact metric spaces, a Urysohn space \( U \) allows us to interpret the Gromov-Hausdorff distance as a Hausdorff distance in \( U \) modulo the action of isometries. We prove an analogous result for compact fields; that is, fields with compact domains. To this end, in Section 4 we introduce the notion of Gromov-Hausdorff distance between general compact fields.

Denote by \( F(\mathcal{U}) \) the space of compact subfields of a field \( \mathcal{U} \) equipped with the Hausdorff distance in \( \mathcal{U} \); that is, the Hausdorff distance between the domains of the compact subfields. Let \( \text{Aut}(\mathcal{U}) \) be the group of automorphisms of \( \mathcal{U} \), and \( d^\mathcal{U}_F \) the quotient metric induced by the Hausdorff distance on the quotient \( F(\mathcal{U})/\text{Aut}(\mathcal{U}) \).

**Theorem 4.11.** Let \( \mathcal{U} \) be an ultimate Urysohn field. The moduli space \( (\mathcal{F}, d_{GH}) \) of isomorphism classes of compact fields is isometric to the quotient space \( (F(\mathcal{U})/\text{Aut}(\mathcal{U}), d^\mathcal{U}_F) \).

**Metric-Measure Fields.** We study metric-measure fields (**\( \text{mm} \)-fields), that is, 1-Lipschitz functions \( f: X \to B \) between Polish spaces, where \( X \) is also equipped with a Borel probability measure \( \mu \). These are denoted as quadruples \( X = (X, B, \pi, \mu) \). We develop a field analogue of the Gromov-Wasserstein distance that has been studied extensively for \( \text{mm} \)-spaces [19, 22]. For fields \( X \) and \( Y \), the Gromov-Wasserstein distance is denoted \( d_{GW, p}(X, Y) \), where \( 1 \leq p \leq \infty \) is a parameter, and is used to address convergence questions. Among other things, we show that there are equidistributed sequences \( (x_n) \) and \( (y_n) \) in \( X \) and \( Y \), respectively, such that

\[
d_{GW, \infty}(X, Y) = \max \left\{ \frac{1}{2} \sup_{i,j} m_{X,Y}(x_i, y_i, x_j, y_j), \sup_i d_{X,Y}(x_i, y_i) \right\}.
\]
This is further detailed in Theorem 5.6 (A sequence \((x_i)\) in \(X\) is \(\mu\)-equidistributed if the empirical measures \(\sum_{i=1}^{n} \delta_{x_i}/n\) converge weakly to \(\mu\).) With an eye toward principled empirical estimation of the distance between \(mm\)-fields, we introduce the notion of extended distance matrices, much in the way distance matrices are used to study \(mm\)-spaces (cf. [10]). For an \(mm\)-field \(\mathcal{X} = (X, B, \pi, \mu)\) and a sequence \(\{x_i\}\) in \(X\), \(i \geq 1\), form the countably infinite (pseudo) distance matrix \(R = (r_{ij}) \in \mathbb{R}^{\mathbb{N} \times \mathbb{N}}\) and the infinite sequence \(b = (b_i) \in \mathbb{B}^{\mathbb{N}}\), where \(r_{ij} = d_X(x_i, x_j)\) and \(b_i = \pi(x_i)\) in \(B\). We refer to the pair \((R, b)\) as the augmented distance matrix of \(\mathcal{X}\) associated with the sequence, which records the shape of the graph of \(\pi\) restricted to the sequence. This construction let us define a Borel measurable mapping \(F_X : \mathbb{R}^\mathbb{N} \to \mathbb{R}^{\mathbb{N} \times \mathbb{N}} \times \mathbb{B}^{\mathbb{N}}\), with both the domain and co-domain equipped with the weak topology. The pushforward of \(\mu^\infty\) under \(F_X\) yields a probability measure on \(\mathbb{R}^{\mathbb{N} \times \mathbb{N}} \times \mathbb{B}^{\mathbb{N}}\) that we denote by

\[
D_X := (F_X)_*(\mu^\infty),
\]

and refer to as the field curvature distribution of \(\mathcal{X}\). This terminology is motivated by the notion of curvature set of a metric space [10]. A similar construction for finite sequences \(\{x_i\}, 1 \leq i \leq n\), gives a measure \(D_X^n\) on \(\mathbb{R}^{n \times n} \times \mathbb{B}^{n}\).

We prove a field version of Gromov’s Reconstruction Theorem for metric-measure spaces that states that the field curvature distribution \(D_X\) gives a faithful representation of \(\mathcal{X}\).

**Theorem 6.3** (Field Reconstruction Theorem). Let \(\mathcal{X} = (X, d_X, \pi_X, \mu_X)\) and \(\mathcal{Y} = (Y, d_Y, \pi_Y, \mu_Y)\) be \(mm\)-fields over \(B\) such that \(\mu_X\) and \(\mu_Y\) are fully supported. Then,

\[
\mathcal{X} \simeq \mathcal{Y} \text{ if and only if } D_X = D_Y.
\]

Here, \(\mathcal{X} \simeq \mathcal{Y}\) means that there exists a measure-preserving isometry between \(\mathcal{X}\) and \(\mathcal{Y}\).

Our main result supporting empirical estimation of the Gromov-Wasserstein distance between \(mm\)-fields is the following convergence theorem.

**Theorem 6.5**. Let \(\mathcal{X}\) and \(\mathcal{Y}\) be bounded \(mm\)-fields over \(B\). Then, for any \(1 \leq p \leq \infty\), we have

\[
\lim_{n \to \infty} d_{W,p}(D_X^n, D_Y^n) = d_{W,p}(D_X, D_Y) = d_{GW,\infty}(\mathcal{X}, \mathcal{Y}).
\]

### 1.2 Additional Remarks on Urysohn Space

In [20], Mro´wka gave an example of an isometry between countable subsets of Urysohn space \(U\) that cannot be extended to an isometry of \(U\), whereas Huhunaisvili showed that isometries between compact subsets of \(U\) can be extended to \(U\). Additionally, in [17], Melleray argued that compact homogeneity is the strongest general homogeneity property possible for Urysohn space. As it turns out, a metric space is Urysohn if and only if it has the following one-point-extension property for finite sets: given any finite subset \(X \subseteq U\) and one-point metric extension \((X^*, d_X^*)\) of \(X\), there is an isometric embedding of \(X^*\) in \(U\) that restricts to the inclusion map on \(X\).

A well-known construction of Urysohn space is due to Katétov [13]. Starting with an arbitrary separable metric space \(X_0\) (e.g., a one-point space), a sequence of separable metric extensions \(\{X_i : i \geq 0\}\) is constructed inductively, as follows. For \(i \geq 0\), \(X_{i+1}\) is the space of all pseudo-metric one-point extensions of \(X_i\). The space \(X_i\) can be isometrically embedded into \(X_{i+1}\) by mapping \(x \in X_i\) to the one-point extension of \(X_i\) that simply repeats the point \(x\). The colimit \(X_\infty := \lim X_i\) is separable and its completion is a Urysohn space.

Vershik approached Urysohn space by means of (countably) infinite distance matrices, which may be thought of as metrics on the set \(\mathbb{N}\) of natural numbers [20]. Distance matrices satisfying an approximate one-point extension property lead to Urysohn space by taking the completion of \(\mathbb{N}\). Moreover, Vershik showed that such universal matrices are (topologically) generic and that a random matrix is universal in a probabilistic sense. Yet another approach uses somewhat different methodology from descriptive set theory and model theory to construct Urysohn space [28] [14] and to address universality for spaces equipped with additional structures [6].
1.3 Organization

Section 2 sets up some notation and terminology, recalls a few basic concepts and results from metric geometry and introduces their counterparts for fields defined on metric spaces. Section 6 addresses existence, uniqueness and characterization of Urysohn fields. The notion of Gromov-Hausdorff distance between compact fields is introduced in Section 4 and we show how it relates to ultimate Urysohn fields. Metric-measure geometry and introduces their counterparts for fields defined on metric spaces. Section 3 addresses existence, Proposition 2.3. A function defined by Proposition 2.4. Let \((X,d_X)\) be a metric space. Then, \((\Delta^1(X),d_\infty)\) is a metric space and the map \(X \to \Delta^1(X),\) defined by \(x \mapsto d_X(x,\cdot)\), is an isometric embedding. This embedding is called the Kuratowski embedding. Furthermore, if \(f \in \Delta^1(X)\), then \(d_\infty(f,d_X(x,\cdot)) = f(x)\).

Proof. See Proposition 2.2 of [13].

Definition 2.5. Let \(X\) be a set and \(\mathcal{F}\) be a non-empty, pointwise bounded family of real-valued functions on \(X\). The pointwise supremum of \(\mathcal{F}\) is the function \(p_{\text{sup}}(\mathcal{F}) : X \to \mathbb{R}\) given by

\[
p_{\text{sup}}(\mathcal{F})(x) := \sup_{f \in \mathcal{F}} f(x).
\]

Proposition 2.6. Let \((X,d_X)\) be a metric space and \(\mathcal{F}\) be a non-empty pointwise bounded family of real valued functions on \(X\).

(i) If \(\mathcal{F} \subseteq \mathcal{L}^1(X)\), then \(p_{\text{sup}}(\mathcal{F}) \in \mathcal{L}^1(X)\).
(ii) If \( \mathcal{F} \subseteq \Delta(X) \), then \( p \sup(\mathcal{F}) \in \Delta(X) \).

(iii) If \( \mathcal{F} \subseteq \Delta^1(X) \), then \( p \sup(\mathcal{F}) \in \Delta^1(X) \).

**Proof.** We use the abbreviation \( F := p \sup(\mathcal{F}) \).

(i) For any \( x, y \in X \), we have
\[
F(x) - F(y) = \sup_{f \in \mathcal{F}} f(x) - F(y) \leq \sup_{f \in \mathcal{F}} f(x) - f(y) \leq d(x, y).
\]
Similarly, \( F(y) - F(x) \leq d(x, y) \). Therefore, \( F \) is \( 1 \)-Lipschitz.

(ii) If \( f \in \mathcal{F} \), then \( F(x) + F(y) \geq f(x) + f(y) \), for all \( x, y \in X \).

(iii) Follows from (i) and (ii).

**Definition 2.7** (Whitney-McShane Extension). Let \( (X, d_X) \) be a metric space and \( \emptyset \neq A \subseteq X \). Given a \( 1 \)-Lipschitz function \( f : A \to \mathbb{R} \), the Whitney-McShane extension of \( f \) is the function \( \hat{f} : X \to \mathbb{R} \) given by
\[
\hat{f}(x) := \inf_{a \in A} (f(a) + d(a, x)).
\]

**Remark 2.8.** It is simple to verify that the Whitney-McShane extension is the maximal \( 1 \)-Lipschitz extension of \( f \). This implies that if \( \emptyset \neq A \subseteq B \subseteq X \), taking two consecutive Whitney-McShane extensions, first from \( A \) to \( B \) and then from \( B \) to \( X \), is the same as taking the Whitney-McShane extension from \( A \) to \( X \).

**Proposition 2.9.** Let \( (X, d_X) \) be a metric space and \( A, B \subseteq X \) be non-empty subspaces. Denote by \( \iota_A : L^1(A) \to L^1(X) \) and \( \iota_B : L^1(B) \to L^1(X) \) the maps given by Whitney-McShane extension and by \( r_A : L^1(X) \to L^1(A) \) and \( r_B : L^1(X) \to L^1(B) \) the restriction maps. Then, the following statements hold:

(i) \( \iota_A \) is an isometric embedding.

(ii) \( \iota_A(\Delta^1(A)) \subseteq \Delta^1(X) \).

(iii) For any \( f \in L^1(X) \), \( d_\infty(\iota_A \circ r_A(f), \iota_B \circ r_B(f)) \leq 2d_H^X(A, B) \), where \( d_H^X \) denotes the Hausdorff distance in \( X \).

**Proof.** (i) Let \( f, g : A \to \mathbb{R} \) be \( 1 \)-Lipschitz and \( \hat{f}, \hat{g} : X \to \mathbb{R} \) denote their Whitney-McShane extensions, respectively. Clearly, \( d_\infty(f, g) \leq d_\infty(\hat{f}, \hat{g}) \). For the reverse inequality, \( \forall x \in X \), we have:
\[
\hat{f}(x) - \hat{g}(x) = \hat{f}(x) - \inf_{a \in A} (g(a) + d_X(a, x)) = \sup_{a \in A} (\hat{f}(x) - g(a) - d_X(a, x))
\leq \sup_{a \in A} (f(a) + d_X(a, x) - g(a) - d_X(a, x)) \leq d_\infty(f, g).
\]
Similarly, \( \hat{g}(x) - \hat{f}(x) \leq d_\infty(f, g) \), \( \forall x \in X \). Thus, \( d_\infty(f, g) = d_\infty(\hat{f}, \hat{g}) \), as claimed.

(ii) Let \( f \in \Delta^1(A) \) and \( \hat{f} = \iota_A(f) \). For any \( x, y \in X \), we have that
\[
\hat{f}(x) + \hat{f}(y) = \inf_{a, a' \in A} (f(a) + d_X(a, x) + f(a') + d_X(a', y)) 
\geq \inf_{a, a' \in A} (d_X(a, a') + d_X(a, x) + d_X(a', y)) \geq d_X(x, y).
\]
Therefore, \( \hat{f} \in \Delta^1(X) \).

(iii) If \( r > d_H^X(A, B) \), there exists a function \( \phi : B \to A \) such that \( d_X(b, \phi(b)) < r \), \( \forall b \in B \). Then, for any \( x \in X \), we have
\[
iota_A \circ r_A(f)(x) - \iota_B \circ r_B(f)(x) = \iota_A \circ r_A(f)(x) - \inf_{b \in B} (f(b) + d_X(b, x)) 
= \sup_{b \in B} (\iota_A \circ r_A(f)(x) - f(b) - d_X(b, x)) 
\leq \sup_{b \in B} (f(\phi(b)) + d_X(\phi(b), x) - f(b) - d_X(b, x)) 
\leq \sup_{b \in B} (f(\phi(b)) - f(b) + d_X(\phi(b), x) - d_X(b, x)) \leq 2r.
\]
Similarly, \( \iota_B \circ r_B(f)(x) - \iota_A \circ r_A(f)(x) \leq 2r \), \( \forall x \in X \). Since \( r > d_H(A, B) \) is arbitrary, the claim follows.
Definition 2.10. Let \((X,d_X)\) be metric space and \(\emptyset \neq A \subseteq X\). A 1-Lipschitz function \(f : X \to \mathbb{R}\) is said to be supported in \(A\) if \(f\) is the Whitney-MacShane extension of its restriction to \(A\). If \(f\) is supported in a finite subspace of \(X\), \(f\) is said to be finitely supported. We define
\[
E(X) := \{ f \in \Delta^1(X) : f \text{ is finitely supported} \}.
\]

Remark 2.11. Let \((X,d_X)\) be a metric space and \(x \in X\). Then, \(d_X(x, \cdot)\) is supported in \(\{x\}\). Hence, the image of the Kuratowski embedding is contained in \(E(X)\).

The main reason we introduce the space \(E(X)\) is that, in general, the separability of \(X\) does not imply the separability of \(\Delta^1(X)\) (e.g., if \(X\) a countable discrete metric space), whereas \(E(X)\) is separable ([15], Section 2).

Proposition 2.12. If \((X,d_X)\) is a separable metric space, then \((E(X),d_\infty)\) is also separable.

Proof. Let \(C\) be a countable dense subset of \(X\). By Remark 2.8 and Proposition 2.9, we have that \(i_C(E(C)) \subseteq E(X)\). First, we show that \(i_C(E(C))\) is dense in \(E(X)\). Let \(f \in E(X)\) be supported in the finite set \(A = \{x_1, \ldots, x_n\}\) and \(\epsilon > 0\). There exists a subset \(B = \{x'_1, \ldots, x'_n\}\) of \(C\) such that \(d_X(x_i,x'_i) < \epsilon/2\), for \(1 \leq i \leq n\). Let \(g \in E(C)\) be the Whitney-McShane extension of \(r_B(f)\) to \(C\). By Remark 2.8, \(i_C(g) = i_B \circ r_B(f) \in E(X)\). Moreover, since \(f\) is supported in \(A\), we may write \(f = i_A \circ r_A(f)\). Thus, Proposition 2.9 implies that
\[
d_\infty(f,i_C(g)) = d_\infty(i_A \circ r_A(f), i_B \circ r_B(f)) \leq \epsilon. \tag{6}
\]
This shows that \(i_C(E(C))\) is dense in \(E(X)\). It remains to show that \(i_C(E(C))\) is separable. If \(A\) is finite, \(E(A) \subseteq \kappa(A)\) is separable, as the set of rational valued functions on \(A\) is countable and dense in \(\kappa(A)\). Since
\[
i_C(E(C)) = \bigcup_{A \subseteq C \text{ finite}} i_A(E(A)), \tag{7}
\]
it follows that \(i_C(E(C))\) is separable because it is a countable union of separable metric spaces. \qed

Spaces of type \(E(X)\) can be used as the building blocks of a Urysohn space ([12], Theorem 3.4). As one of our goals is to extend the construction to Urysohn fields, we close this section by introducing functional analogues of \(\Delta^1(X)\) and \(E(X)\). Recall that any \(f \in \Delta^1(X)\) may be interpreted as a one-point extension of \((X,d_X)\) to a pseudo-metric space \(X^* = X \sqcup \{x^*\}\), where \(d(x,x^*) = f(x)\), \(\forall x \in X\). In the functional setting, we also have a 1-Lipschitz function \(\pi : X \to B\), where \(B\) is separable. As such, a one-point extension of the functional data also requires an extension of \(\pi\) to a 1-Lipschitz function on \(X^*\). This motivates the next definition.

Definition 2.13. Let \(\pi : X \to B\) be a \(B\)-field. We define the metric spaces \(\Delta^1(\pi : X \to B)\) and \(E(\pi : X \to B)\) by:

\[(i)\] \(\Delta^1(\pi : X \to B) := \{(f,b) \in \Delta^1(X) \times B : d_B(b,\pi(x)) \leq f(x), \forall x \in X\}\) and
\[(ii)\] \(E(\pi : X \to B) := \{(f,b) \in E(X) \times B : d_B(b,\pi(x)) \leq f(x), \forall x \in X\},\)
where the metric is given by \(d((f_1,b_1),(f_2,b_2)) = \max\{d_\infty(f_1,f_2),d_B(b_1,b_2)\}\).

Note that the mapping \(X \to E(\pi : X \to B)\) given by \(x \mapsto (d_X(x,\cdot),\pi(x))\) is an isometric embedding. Moreover, if we let \(\pi_B : E(\pi : X \to B) \to B\) denote the projection onto \(B\), then the diagram
\[
\begin{array}{ccc}
X & \xrightarrow{\pi} & E(\pi : X \to B) \\
& & \downarrow{\pi_B} \\
& & B
\end{array}
\tag{8}
\]
commutes.

Remark 2.14.

(i) If \(X\) and \(B\) are separable metric spaces, then so is \(E(\pi : X \to B)\).

(ii) Let \(\pi : X \to B\) be 1-Lipschitz and \(A \subseteq X\). If \((f,b) \in \Delta^1(\pi : A \to B)\) and \(\hat{f} : X \to \mathbb{R}\) is the Whitney-McShane extension of \(f\) to \(X\), then \((\hat{f},b) \in \Delta^1(\pi : X \to B)\).
3 Universal and Urysohn Fields

Recall that a Polish space $X$ is universal if any Polish space $Y$ admits an isometric embedding $ı: Y \to X$. In general, however, universal spaces lack good homogeneity properties, as shown in Proposition 3.7 below. Urysohn spaces are universal spaces that satisfy a strong form of homogeneity: for any pair of isometric embeddings $ı_1, ı_2: A \to X$, where $A$ is a finite metric space, there exists an isometry $j: X \to X$ such that $j \circ ı_1 = ı_2$. The reader may consult [17] for a detailed discussion of these properties. In this section, we investigate functional counterparts of universal and Urysohn spaces.

3.1 Existence and Uniqueness

Definition 3.1. A $B$-field $\mathcal{X} = (X, B, π)$ is $B$-universal if for any $B$-field $\mathcal{Y} = (Y, B, φ)$, there is an isometric embedding $ı: Y \to X$ such that $π \circ ı = φ$. In other words, the diagram

$$
\begin{array}{ccc}
Y & \xrightarrow{ı} & X \\
\downarrow{φ} & \quad & \downarrow{π} \\
B & \quad & B
\end{array}
$$

is commutative.

Proposition 3.2. If $X$ is a universal metric space and $B$ is Polish, then the projection map $π_B: X \times B \to B$ is a $B$-universal field, where $X \times B$ is endowed with the metric

$$d((x_1, b_1), (x_2, b_2)) = \max\{d_X(x_1, x_2), d_B(b_1, b_2)\}.$$

Proof. Let $φ: Y \to B$ be a $B$-field. By the universality of $X$, there exists an isometric embedding $ı: X \to Y$. Since $φ$ is 1-Lipschitz, the map $ı \times φ: Y \to X \times B$ is an isometric embedding and the diagram

$$
\begin{array}{ccc}
Y & \xrightarrow{ı \times φ} & X \times B \\
\downarrow{φ} & \quad & \downarrow{π_B} \\
B & \quad & B
\end{array}
$$

(9)

clearly commutes. $\square$

Remark 3.3. A universal $B$-field $π: X \to B$ is a 1-Lipschitz retraction. More precisely, by considering the identity map $B \to B$, we obtain an isometric embedding $ı: B \to X$ such that the diagram

$$
\begin{array}{ccc}
B & \xrightarrow{ı} & X \\
\downarrow{ıd} & \quad & \downarrow{π} \\
B & \quad & B
\end{array}
$$

(10)

commutes. If we identify $B$ with $ı(B)$, then $π$ is a retraction.

Definition 3.4 (Urysohn Field). A $B$-field $π: U \to B$ is called a Urysohn field over $B$ if for each finite subspace $A$ of $U$ and 1-Lipschitz map $φ: A^* \to B$ defined on a one-point metric extension $A^* = A \sqcup \{a^*\}$, satisfying $φ|_A = π|_A$, there exists an isometric embedding $ı: A^* \to U$ such that the restriction $ı|_A$ is the inclusion map and $π \circ ı = φ$.

Theorem 3.5 (Existence and Uniqueness of Urysohn Fields). If $B$ is a Polish space, then the following statements hold:

(i) there exists a Urysohn field $π: U \to B$;
(ii) if \( \pi: U \to B \) and \( \pi': U' \to B \) are Urysohn fields, then there exists a bijective isometry \( \psi: U \to U' \) such that the diagram

\[
\begin{array}{ccc}
U & \xrightarrow{\psi} & U' \\
\downarrow{\pi} & & \downarrow{\pi'} \\
B & \xleftarrow{id} & B
\end{array}
\]

is commutative.

Proof. (i) Existence. Let \( X_0 = B \) and \( \pi_0: X_0 \to B \) be the identity map. Inductively, define \( X_{n+1} := E(X_n \to B) \) and let \( \pi_{n+1}: X_{n+1} \to B \) be the projection \( \pi_{n+1}(f,b) = b \). Then, the diagram

\[
\begin{array}{cccccc}
X_0 & \longrightarrow & X_1 & \longrightarrow & X_2 & \longrightarrow & \cdots \\
\downarrow{\pi_0} & & \downarrow{\pi_1} & & \downarrow{\pi_2} & & \\
B & \xrightarrow{id} & B & \xrightarrow{id} & B & \xrightarrow{id} & \cdots
\end{array}
\]

(11)

is commutative, where the mappings on the first row are isometric embeddings. By viewing the isometric embeddings \( X_n \hookrightarrow X_{n+1} \) as inclusions, we may write the metric co-limit as \( X_\infty = \bigcup_{n \geq 0} X_n \). We denote the limiting 1-Lipschitz map by \( \pi_\infty: X_\infty \to B \). Let \( U \) be the completion of \( X_\infty \) and \( \pi: U \to B \) be the 1-Lipschitz extension of \( \pi_\infty \). Note that \( U \) is a Polish space by Remark 2.14(i). We now show that \( \pi: U \to B \) is Urysohn.

Let \( A = \{u_1, \ldots, u_n\} \) be a finite subspace of \( U \), \( A^* = \{u_1, \ldots, u_n, u^*\} \) be a one-point metric extension of \( A \), and \( \phi: A^* \to B \) a 1-Lipschitz extension of \( \pi|_A \). Let \( f: A \to \mathbb{R} \) to be the map \( a \mapsto d_{A^*}(a, u^*) \) and \( b := \phi(u^*) \). Note that \( (f,b) \in E(\pi: A \to B) \). Let \( \tilde{f} \) be the Whitney-McShane extension of \( f \) to \( U \). By Remark 2.14(ii), \( (\tilde{f}, b) \in E(\pi: U \to B) \).

For each \( \epsilon > 0 \), there exist \( N^* \in \mathbb{Z}^+ \) and \( x^*_1, \ldots, x^*_n \in X_{N^*} \) such that \( d_U(u_i, x^*_i) \leq \epsilon \), for all \( i = 1, \ldots, n \). Defining \( f^* := \tilde{f}|_{\{x^*_1, \ldots, x^*_n\}} \), we have that \( (f^*, b) \in E(\pi: \{x^*_1, \ldots, x^*_n\} \to B) \). Let \( \hat{f} \) be the Whitney-McShane extension of \( f^* \) to \( X_{N^*} \). By Remark 2.14(ii),

\[
x^* := (\hat{f}, b) \in X_{N^*+1} = E(\pi: X_{N^*} \to B).
\]

(12)

By Proposition 2.9, \( d_U(x^*, x') \leq 2(\epsilon + \epsilon') \). Therefore, there exists \( x \in U \) such that \( \lim_{\epsilon \to 0} x^\epsilon = x \). Note that \( \pi(x) = \lim_{\epsilon \to 0} \pi(x^\epsilon) = b \) and

\[
d_U(x, u_i) = \lim_{\epsilon \to 0} d_U(x^\epsilon, u_i) = \lim_{\epsilon \to 0} d_U(x^\epsilon, x^*_i) = \lim_{\epsilon \to 0} \hat{f}(x^*_i) = f(u_i) = d_{A^*}(u_i, u^*).
\]

(13)

Thus, by mapping \( u^* \) to \( x \), we get an isometric embedding \( \iota: A^* \hookrightarrow U \) satisfying \( \pi \circ \iota = \phi \), as desired.

(ii) Uniqueness. Let \( \pi: U \to B \) and \( \pi': U' \to B \) be Urysohn fields, and \( C = \{x_1, x_2, \ldots\} \) and \( C' = \{x'_1, x'_2, \ldots\} \) be countable dense subsets of \( U \) and \( U' \), respectively. We start by constructing nested sequences \( \{C_n\} \) and \( \{C'_n\} \) of finite subsets of \( U \) and \( U' \), respectively, and bijective isometries \( \psi_n: C_n \to C'_n \) satisfying \( \pi|_{C_n} = \pi'|_{C'_n} \circ \psi_n \). For \( n = 0 \), define

\[
C_0 := \emptyset, \ C'_0 := \emptyset, \ \text{and} \ \psi_0: C_0 \to C'_0.
\]

(14)

Assuming that \( C_n, C'_n \) and \( \psi_n \) have been defined, we construct \( C_{n+1}, C'_{n+1} \) and \( \psi_{n+1} \), as follows. Since Urysohn fields have the one-point extension property, there exists \( x' \in U' \) and a bijective isometry \( \psi_{n+1}: C_n \cup \{x_{n+1}\} \to C'_n \cup \{x'\} \) that extends \( \psi_n \) and for which the diagram

\[
\begin{array}{ccc}
C_n \cup \{x_{n+1}\} & \xrightarrow{\psi_{n+1}} & C'_n \cup \{x'\} \\
\downarrow{\pi} & & \downarrow{\pi'} \\
B & \xleftarrow{\pi} & B
\end{array}
\]

(15)
commutes. Similarly, there exists $x \in U$ and a bijective isometry \( \psi_n'' : C_n \cup \{x_{n+1}, x\} \to C'_n \cup \{x', x'_{n+1}\} \) extending \( \psi'_n \) such that the diagram

\[
\begin{array}{ccc}
C_n \cup \{x_{n+1}, x\} & \xrightarrow{\psi_n''} & C'_n \cup \{x', x'_{n+1}\} \\
\pi & \approx & \pi' \\
& B & \\
\end{array}
\] (16)

is commutative. Let \( C_{n+1} := C_n \cup \{x_{n+1}, x\} \), \( C'_{n+1} := C'_n \cup \{x', x'_{n+1}\} \) and \( \psi_{n+1} := \psi_n'' \), which satisfies \( \pi|_{C_{n+1}} = \pi'|_{C'_{n+1}} \circ \psi_{n+1} \) by construction. Then, in the limit, we obtain an isometry \( \psi : C \to C' \) between the metric co-limits \( C := \cup_n C_n \) and \( C' := \cup_n C'_n \) that extends \( \psi_n \), for every \( n \). Since \( C \) and \( C' \) are dense (as they contain \( C \) and \( C' \), respectively), the metric spaces \( U, U' \) and \( B \) are complete, and \( \pi \) and \( \pi' \) are 1-Lipschitz, the map \( \psi \) extends to a bijective isometry \( \psi : U \to U' \) such that \( \pi = \pi' \circ \psi \).

**Proposition 3.6.** A Urysohn field over \( B \) is a universal \( B \)-field.

**Proof.** Let \( \pi : U \to B \) be a Urysohn field and \( \phi : X \to B \) any \( B \)-field. Choose an arbitrary countable dense subset \( C = \{x_1, x_2, \ldots\} \) of \( X \). Set \( X_0 = \emptyset \) and \( X_n = \{x_1, \ldots, x_n\} \), \( \forall n > 0 \), and let \( \iota_0 \) be the (empty) embedding of \( X_0 \) into \( U \). Inductively, assume that an embedding \( \iota_n : X_n \to U \) such that \( \phi|_{X_n} = \pi \circ \iota_n \) has been constructed. Since \( \pi \) is Urysohn, there exists an isometric embedding \( \iota_{n+1} : X_{n+1} \to U \) extending \( \iota_n \) such that \( \phi|_{X_{n+1}} = \pi \circ \iota_{n+1} \). These embeddings combine to give an isometric embedding \( \iota : C \to U \) such that the diagram

\[
\begin{array}{ccc}
C & \xrightarrow{\iota} & U \\
\phi & \downarrow & \pi \\
& B & \\
\end{array}
\] (17)

is commutative. Since \( X \) is contained in the closure \( \overline{C} \) of \( C \), the desired embedding is obtained by extending \( \iota \) to \( \overline{C} \).

Propositions 3.2 and 3.6 imply that if \( U \) is a Urysohn space, then the projection \( \pi_B : U \times B \to B \) is a universal field. In sharp contrast, \( \pi_B \) is never a Uryson field if \( |B| > 1 \).

**Proposition 3.7.** Let \( U \) and \( B \) be Polish spaces and \( U \times B \) be the product space endowed with the max metric. If \( B \) has more than one element, then the projection map \( \pi_B : U \times B \to B \) is not Urysohn.

**Proof.** Arguing by contradiction, assume that \( \pi_B \) is Urysohn. Let \( b_0, b_1 \) be distinct points in \( B \), \( \delta := d_B(b_0, b_1) \), and \( u_0 \) an arbitrary point in \( U \). Since \( U \) is a Urysohn space, there exists \( u_1 \in U \) such that \( d_U(u_0, u_1) < \delta \). Let \( A := \{(u_0, b_0), (u_1, b_1)\} \subseteq U \times B \), \( A^* := A \cup \{a^*\} \) a one-point extension of \( A \) satisfying

\[
d_A^*((u_0, b_0), a^*) = 2\delta \quad \text{and} \quad d_A^*((u_1, b_1), a^*) = 3\delta,
\] (18)

and \( \phi : A^* \to B \) the 1-Lipschitz extension of \( \pi|_A \) given by \( \phi(a^*) = b_0 \). Since \( \pi \) is a Urysohn field, there is \( u \in U \) such that \( d_{U \times B}((u, b_0), (u_0, b_0)) = 2\delta \) and \( d_{U \times B}((u, b_0), (u_1, b_1)) = 3\delta \).

Since \( U \times B \) is endowed with the max metric, this implies that \( d_U(u, u_0) = 2\delta \) and \( d_U(u, u_1) = 3\delta \), which is a contradiction since \( d_U(u_0, u_1) < \delta \).

### 3.2 Characterization of Urysohn Fields

**Definition 3.8** (Automorphisms and Matchings). Let \( \pi : X \to B \) be a \( B \)-field.

(i) An **automorphism** of \( \pi : X \to B \) is a bijective isometry \( \psi : X \to X \) that satisfies \( \pi \circ \psi = \pi \).

(ii) A **partial isometric matching** of \( \pi : X \to B \) is a bijective isometry \( \phi : A \to A' \) between subspaces of \( X \) that satisfies \( \pi|_{A'} \circ \phi = \pi|_A \).
(iii) A partial isometric matching is said to be finite if \(|A| = |A'| < \infty\).

**Proposition 3.9.** If \(\pi: U \to B\) is a Urysohn field, then every finite partial isometric matching of \(\pi\) can be extended to an automorphism of \(\pi\).

**Proof.** Let \(\phi: A \to A'\) be an isometric matching of \(\pi: X \to B\), where \(A = \{x_1, \ldots, x_n\}\), \(A' = \{x'_1, \ldots, x'_n\}\), and \(\phi(x_i) = x'_i\). Let \(C = \{x_1, \ldots, x_n, x_{n+1}, \ldots\}\) and \(C' = \{x'_1, \ldots, x'_n, x'_{n+1}, \ldots\}\) be countable dense sets in \(X\). The isometry extending \(\phi\) is constructed as in the proof of the uniqueness part of Theorem 3.6. □

**Theorem 3.10** (Characterization of Uryshon fields). A \(B\)-field \(\pi: U \to B\) is Uryshon if and only if it is universal and every finite isometric matching of \(\pi\) can be extended to an automorphism of \(\pi\).

**Proof.** The “only if” part follows from Proposition 3.10 and Proposition 3.9. To prove the converse statement let \(A = \{u_1, \ldots, u_n\}\) be a finite subspace of \(U\), \(A^* = A \sqcup \{a^*\}\) a one-point extension of \(A\), and \(\phi: A^* \to B\) a 1-Lipschitz map extending \(\pi|_A\). Since \(\pi: U \to B\) is universal, there exists an isometric embedding \(\iota: A^* \to U\) such that \(\phi = \pi \circ \iota\).

Let \(u'_i := \iota(u_i)\), \(1 \leq i \leq n\), and \(A' = \{u'_1, \ldots, u'_n\}\). Then, \(\iota_A: A \to A'\) is a finite isometric matching of \(\pi: X \to B\). By assumption, there is an automorphism \(\psi: X \to X\) extending this matching. Let \(u = \psi^{-1}(\iota(a^*))\). Note that \(\pi(u) = \pi(\psi(u)) = \pi(\iota(a^*)) = \phi(a^*)\) and \(d_U(u, u_i) = d_U(\psi(u), \psi(u_i)) = d_U(\iota(a^*), \iota(u_i)) = d_{A'}(u_i, a^*)\), as desired. □

### 3.3 The Ultimate Urysohn Field

**Definition 3.11.** A field \(\pi: X \to B\) is called strongly universal if \(\pi\) is a \(B\)-universal field and \(B\) is a universal space.

**Definition 3.12.** A field \(\pi: U \to B\) is an ultimate Urysohn field if for any finite subspaces \(A \subseteq U\) and \(Z \subseteq B\) with \(\pi(A) \subseteq Z\) and 1-Lipschitz map \(p: A^* \to Z^*\) between one-point extensions \(A^*\) and \(Z^*\) of \(A\) and \(Z\), respectively, there exist isometric embeddings \(\iota: A^* \to U\) and \(\eta: Z^* \to B\) such that

(i) \(\iota|_A\) and \(\eta|_Z\) are the inclusion maps;

(ii) \(\pi \circ \iota = \eta \circ p\); that is, the diagram

\[
\begin{array}{c}
A^* \\
\downarrow \iota \quad \downarrow \pi \\
U \\
\downarrow p \quad \downarrow \pi \\
Z^* \\
\downarrow \eta \quad \downarrow \pi \\
B
\end{array}
\]

is commutative.

**Definition 3.13.** Let \(\pi: X \to B\) be a field.

(i) A double automorphism of \(\pi: X \to B\) is a pair of bijective isometries \(\varphi: X \to X\) and \(\psi: B \to B\) such that the diagram

\[
\begin{array}{ccc}
X & \xrightarrow{\varphi} & X \\
\downarrow \pi & & \downarrow \pi \\
B & \xrightarrow{\psi} & B
\end{array}
\]

is commutative.

(ii) An isometric double matching of \(\pi: X \to B\) is a pair of bijective isometries \(\phi: A \to A'\) between subspaces of \(X\) and \(\theta: Z \to Z'\) between subspaces of \(B\) such that \(\pi(A) \subseteq Z\), \(\pi(A') \subseteq Z'\) and the diagram

\[
\begin{array}{ccc}
A & \xrightarrow{\phi} & A' \\
\downarrow \pi|_A & & \downarrow \pi|_{A'} \\
Z & \xrightarrow{\theta} & Z'
\end{array}
\]

commutes.
(iii) An isometric double matching is called \textit{finite} if the isometries \( \phi \) and \( \theta \) are between finite subspaces.

**Theorem 3.14 (Characterization of Ultimate Urysohn Fields).** Let \( \pi: U \to B \) be a field. The following statements are equivalent:

(i) \( \pi \) is an ultimate Urysohn field.

(ii) \( \pi \) is a Urysohn B-field and \( B \) is a Urysohn space.

(iii) \( \pi \) is a strongly universal field and every finite isometric double matching of \( \pi \) can be extended to a double automorphism of \( \pi \).

\textit{Proof.} (i) \( \Rightarrow \) (ii). By definition, \( \pi \) is a Urysohn field, so we need to show that \( B \) is a Urysohn space. Let \( Z \) be a finite subset of \( B \) and \( Z^* = Z \cup \{z^*\} \) a one-point extension of \( Z \). Set \( A = \emptyset \subseteq U \) and let \( A^* = \{a^*\} \) be a one-point extension of \( A \). Define \( p: A^* \to Z^* \) by \( p(a^*) = z^* \), which is clearly 1-Lipschitz. Since \( \pi \) is an ultimate Urysohn field, there is an isometric embedding \( j: Z^* \to B \) extending the inclusion \( Z \to B \) satisfying the additional conditions of Definition 3.12. Thus, \( B \) is a Urysohn space.

(ii) \( \Rightarrow \) (iii). The strong universality of \( \pi \) follows from Proposition 3.6. With the notation of Definition 8.13, let a finite isometric double matching of \( \pi: X \to B \) be given by a pair of isometries \( \phi: A \to A' \) and \( \theta: Z \to Z' \). Since \( B \) is a Urysohn space, \( \theta \) can be extended to a bijective isometry \( \theta: B \to B \). Since \( \pi \) is a Urysohn field and \( \theta: B \to B \) is an isometry, \( \pi': \theta \circ \pi: U \to B \) also is a Urysohn field. As in the proof of the uniqueness part of Theorem 3.5, we can extend the isometry \( \phi: A \to A' \) (which satisfies \( \pi'|_A = \pi \circ \phi \)) to a bijective isometry \( \hat{\phi}: U \to U \) such that \( \pi \circ \hat{\phi} = \pi' \). The pair \( (\phi, \hat{\theta}) \) gives the desired double automorphism of \( \pi: U \to B \).

(iii) \( \Rightarrow \) (i). Let \( A \subseteq U \) and \( Z \subseteq B \) be finite subspaces with \( \pi(A) \subseteq Z \) and let \( p: A^* \to Z^* \) be a 1-Lipschitz map between one-point extensions of \( A \) and \( Z \) such that \( p|_A = \pi|_A \). Since \( B \) is a universal space, there exists an isometric embedding \( j: Z^* \to B \). The universality of the map \( \pi: U \to B \) implies that there exists an isometric embedding \( i: A^* \to U \) such that \( \pi \circ i = j \circ p \).

Let \( A' = i(A) \) and \( Z' = j(Z) \). Then, the maps \( i|_A: A \to A' \) and \( j|_A: Z \to Z' \) yield a finite isometric double matching of \( \pi: U \to B \), which extends to a double automorphism \( \hat{i}: U \to U \) and \( \hat{j}: B \to B \). The maps \( \hat{i}^{-1} \circ \pi: A^* \to U \) and \( \hat{j}^{-1} \circ j: Z^* \to B \) give the desired isometric embeddings that extend the inclusions \( A \subseteq U \) and \( Z \subseteq B \), respectively. The commutativity of the diagram

\[ \begin{array}{ccc}
A^* & \xrightarrow{i^{-1} \circ \pi} & U \\
\downarrow p & & \downarrow \pi \\
Z^* & \xrightarrow{j^{-1} \circ j} & B \\
\end{array} \tag{20} \]

follows from the construction. \( \square \)

## 4 Functional Gromov-Hausdorff Distance

The primary goal of this section is to introduce a moduli space of compact fields equipped with a Gromov-Hausdorff distance and show how it relates to the Hausdorff distance between compact subfields of the Urysohn field, up to the action of automorphisms.

**Definition 4.1.** Let \( X = (X, B, \pi_X) \) and \( Y = (Y, B, \pi_Y) \) be \( B \)-fields.

(i) A mapping from \( X \) to \( Y \) over \( B \), sometimes denoted \( \Phi: X \Rightarrow Y \), consists of a 1-Lipschitz mapping \( \phi: X \to Y \) such that the diagram

\[ 
\begin{array}{ccc}
X & \xrightarrow{\phi} & Y \\
\downarrow \pi_X & & \downarrow \pi_Y \\
B & \xrightarrow{\pi_Y} & B \\
\end{array} 
\]

commutes. We adopt the convention that uppercase letters denote maps between fields and the corresponding lowercase letters denote the associated mapping between their domains.
(ii) $\Phi: X \Rightarrow Y$ is an isometric embedding if $\phi: X \rightarrow Y$ is an isometric embedding of metric spaces.

(iii) $\Phi: X \Rightarrow Y$ is an isometry if $\phi: X \rightarrow Y$ is a bijective isometry. Moreover, we say that $X$ and $Y$ are isometric, denoted by $X \simeq Y$, if there is an isometry $\Phi$ between them. If $X = Y$, we refer to an isometry as an automorphism of $X$.

**Definition 4.2.** (Gromov-Hausdorff Distance for Fields) Let $X = (X, B, \pi_X)$ and $Y = (Y, B, \pi_Y)$ be compact $B$-fields. The Gromov-Hausdorff distance is defined by

$$d_{GH}^B(X, Y) := \inf_{\Phi, \Psi} d_H^B(\phi(X), \psi(Y)),$$

where the infimum is taken over all $B$-fields $Z$ and isometric embeddings $\Phi: X \Rightarrow Z$ and $\Psi: Y \Rightarrow Z$ over $B$.

**Remark 4.3.**

(i) The definition of $d_{GH}^B$ only involves the Hausdorff distance between the domains of the functions once embedded in $Z$. This is due to the fact that fields are 1-Lipschitz functions, so that differences in function values are bounded by distances in the domain.

(ii) Similar to the case of compact metric spaces, the space $\mathcal{F}_B$ of isometry classes of compact $B$-fields with the Gromov-Hausdorff distance is Polish ([3], Sec. 7.3).

Henceforth, we denote the Urysohn field over $B$ by $\mathbb{U}_B = (U, B, \pi_U)$. The existence and uniqueness of $\mathbb{U}_B$, up to isometry, is guaranteed by Theorem 3.5. An important step in relating the Gromov-Hausdorff distance to the Hausdorff distance is to show that any isometry between compact subfields of $\mathbb{U}_B$ extends to an automorphism of $\mathbb{U}_B$. We begin with the following one-point extension lemma.

**Lemma 4.4.** Let $\mathbb{U}_B$ be a Urysohn field over $B$, $A \subseteq U$ a compact subset, and $f: A^* \rightarrow B$ a field defined on a one-point metric extension $A^* = A \sqcup \{a\}$ satisfying $f_A = \pi|_A$. Then, there exists an isometric embedding $\imath: A^* \rightarrow U$ over $B$ such that the restriction $\imath|_A$ is the inclusion map and $\pi \circ \imath = f$.

**Proof.** A proof can be found in Appendix A. \hfill $\Box$

**Proposition 4.5.** If $\mathbb{U}_B$ is a Urysohn field and $A, B \subseteq U$ are compact subsets, then any partial isometric matching $\phi: A \rightarrow B$ (see Definition 3.5) of $\mathbb{U}_B$ extends to an automorphism of $\mathbb{U}_B$.

**Proof.** Let $C = \{x_1, x_2, \ldots\}$ and $C' = \{x'_1, x'_2, \ldots\}$ be countable dense sets in $U \setminus A$ and $U \setminus B$, respectively. Using the one-point compact extension property established in Lemma 4.4 and a back-and-forth argument applied to $C$ and $C'$, as in the proof of the uniqueness part of Theorem 3.5, $\phi$ can be extended to an isometry of $\mathbb{U}_B$. \hfill $\Box$

**Lemma 4.6.** Let $X = (X, B, \pi_X)$ and $Y = (Y, B, \pi_Y)$ be compact $B$-fields and $\mathbb{U}_B = (U, B, \pi_U)$ be the Urysohn $B$-field. Then,

$$d_{GH}^B(X, Y) = \inf_{\Phi, \Psi} d_H^B(\phi(X), \psi(Y)),$$

where the infimum is taken over all isometric embeddings $\Phi: X \Rightarrow \mathbb{U}_B$ and $\Psi: Y \Rightarrow \mathbb{U}_B$ over $B$.

**Proof.** The reverse inequality $d_{GH}^B(X, Y) \leq \inf_{\Phi, \Psi} d_H^B(\phi(X), \psi(Y))$ follows from the definition of $d_{GH}^B$. To prove the reverse inequality, let $\epsilon > 0$. We show that there are isometric embeddings $\Phi: X \Rightarrow \mathbb{U}_B$ and $\Psi: Y \Rightarrow \mathbb{U}_B$ such that

$$d_H^B(\phi(X), \psi(Y)) \leq d_{GH}^B(X, Y) + \epsilon. \quad (21)$$

By definition of the Gromov-Hausdorff distance, there is a $B$-field $Z$ and isometric embeddings $\Phi': X \Rightarrow Z$ and $\Psi': Y \Rightarrow Z$ over $B$ such that

$$d_H^Z(\phi'(X), \psi'(Y)) \leq d_{GH}^B(X, Y) + \epsilon. \quad (22)$$

By the universality of $\mathbb{U}_B$, there is an isometric embedding $\Lambda: Z \Rightarrow \mathbb{U}_B$ over $B$. Letting $\Phi = \Lambda \circ \Phi'$ and $\Psi = \Lambda \circ \Psi'$, we have

$$d_H^B(\phi(X), \psi(Y)) = d_H^B(\phi'(X), \psi'(Y)) \leq d_{GH}^B(X, Y) + \epsilon. \quad (23)$$

Clearly, the same inequality holds if the left-hand side of (23) is replaced with the infimum over $\Phi$ and $\Psi$. Taking the limit as $\epsilon \rightarrow 0$, we obtain the desired inequality. \hfill $\Box$
Given an equivalence relation \( \sim \) on a metric space \((X, d_X)\), the quotient metric is the maximal (pseudo) metric on \(X/\sim\) that makes the quotient map \(\pi: X \to X/\sim\) 1-Lipschitz. Let \(F(\mathcal{U}_B)\) be the space of compact subfields of \(\mathcal{U}_B = (U, B, \pi_U)\), equipped with the Hausdorff distance, and \(\text{Aut}(B)\) the automorphism group of \(\mathcal{U}_B\), which acts on \(\mathcal{U}_B\) by isometries. On \(F(\mathcal{U}_B)/\text{Aut}(B)\), by [3, Lemma 3.3.6], the quotient metric may be expressed as
\[
d_{GH}^B(X, Y) = \inf_{\Phi, \Psi \in \text{Aut}(B)} d_{GH}^B(\phi(X), \psi(Y)) = \inf_{\Psi \in \text{Aut}(B)} d_{GH}^B(X, \psi(Y)).
\] (24)

**Theorem 4.7.** The moduli space \((\mathcal{F}_B, d_{GH}^B)\) of isometry classes of compact \(B\)-fields, equipped with the Gromov-Hausdorff distance, is isometric to the quotient space \((F(\mathcal{U}_B)/\text{Aut}(B), d_{GH}^B)\).

**Proof.** For any compact \(B\)-fields \(X\) and \(Y\), Lemma 4.6 shows that
\[
d_{GH}^B(X, Y) = \inf_{\Phi, \Psi} d_{GH}^B(\phi(X), \psi(Y)),
\] (25)
where \(\Phi: X \to \mathcal{U}_B\) and \(\Psi: Y \to \mathcal{U}_B\) are isometric embeddings. By Proposition 4.9, any other isometric embeddings \(\Phi': X \to \mathcal{U}_B\) and \(\Psi': Y \to \mathcal{U}_B\) differ from \(\Phi\) and \(\Psi\) by the action of automorphisms of \(\mathcal{U}_B\). This proves the claim.

We conclude this section with an extension of Theorem 4.7 that allows the target space \(B\) to also vary.

**Definition 4.8.** Let \(X = (X, B_X, \pi_X)\) and \(Y = (Y, B_Y, \pi_Y)\) be fields. An isometric embedding \(\Phi: X \to Y\) consists of a pair of isometric embeddings \(f: X \to Y\) and \(g: B_X \to B_Y\) of metric spaces such that the diagram
\[
\begin{array}{ccc}
X & \xrightarrow{f} & Y \\
\pi_X \downarrow & & \downarrow \pi_Y \\
B_X & \xrightarrow{g} & B_Y
\end{array}
\]
commutes. If both \(f\) and \(g\) are also surjective, \(\Phi\) is called an isometry. \(X\) and \(Y\) are isometric, denoted by \(X \simeq Y\), if there exists an isometry between them.

**Proposition 4.9.** If \(\mathcal{U} = (U, U, \pi)\) is an ultimate Urysohn field (\(U\) is a Urysohn space), then \(\mathcal{U}\) has the one-point extension property for compact subfields and any isometric double-matching between compact subfields extends to an automorphism of \(\mathcal{U}\).

**Proof.** Identical to the proof of Proposition 4.5.

**Definition 4.10.** Let \(X = (X, B_X, \pi_X)\) and \(Y = (Y, B_Y, \pi_Y)\) be compact fields. The Gromov-Hausdorff distance \(d_{GH}(X, Y)\) is defined as
\[
d_{GH}(X, Y) := \inf_{Z, \Phi, \Psi} d_{GH}^Z(\phi(X), \psi(Y)),
\]
where the infimum is taken over all isometric embeddings \(\Phi: X \to Z\) and \(\Psi: Y \to Z\), where \(Z\) is a compact field.

Let \(\mathcal{F}\) be the moduli space of isometry classes of compact fields (with arbitrary Polish codomain \(B\)) equipped with the Gromov-Hausdorff distance. Arguing as in the case of metric spaces, one can show that this moduli space of fields is Polish. Let \(\mathcal{U}\) be an ultimate Urysohn field, \(F(\mathcal{U})\) be the space of compact subfields of \(\mathcal{U}\), and \(\text{Aut}(\mathcal{U})\) be the automorphism group of \(\mathcal{U}\). We equip the quotient \(F(\mathcal{U})/\text{Aut}(\mathcal{U})\) with a metric \(d^B_{\mathcal{U}}\) defined as in (24).

**Theorem 4.11.** Let \(\mathcal{U}\) be an ultimate Urysohn field. The moduli space \((\mathcal{F}, d_{GH})\) of isomorphism classes of compact fields is isometric to the quotient space \((F(\mathcal{U})/\text{Aut}(\mathcal{U}), d_{GH}^B)\).

**Proof.** The proof is identical to that of Theorem 4.7 using the compact one-point extension property of Proposition 4.9.
5 Metric-Measure Fields

Recall that a metric measure space (\(mm\)-space) is a triple \((X, d, \mu)\), where \((X, d)\) is a Polish metric space and \(\mu\) is a Borel probability measure on \(X\). The next definition introduces an analogue for fields.

**Definition 5.1.** A metric measure field, or \(mm\)-field, is a quadruple \((X, B, \pi, \mu)\), where \(X\) and \(B\) are Polish metric spaces, \(\pi: X \to B\) is a 1-Lipschitz map, and \(\mu\) is a Borel probability measure on \(X\). Two \(mm\)-fields are isomorphic if there is a measure-preserving isometry between them.

Given fields \((X, B, \pi_X)\) and \((Y, B, \pi_Y)\) over \(B\), we let \(m_{X,Y} : (X \times Y) \times (X \times Y) \to \mathbb{R}\) and \(d_{X,Y} : X \times Y \to \mathbb{R}\) be the functions given by

\[
m_{X,Y}(x, y, x', y') := |d_X(x, x') - d_Y(y, y')| \quad \text{and} \quad d_{X,Y}(x, y) := d_B(\pi_X(x), \pi_Y(y)).
\]

Note that

\[
|m_{X,Y}(x_1, y_1, x'_1, y'_1) - m_{X,Y}(x_2, y_2, x'_2, y'_2)| \leq |d_X(x_1, x'_1) - d_X(x_2, x'_2)| + |d_Y(y_1, y'_1) - d_Y(y_2, y'_2)|
\leq d_X(x_1, x_2) + d_X(x'_1, x'_2) + d_Y(y_1, y_2) + d_Y(y'_1, y'_2).
\]

Therefore, if we endow \((X \times Y) \times (X \times Y)\) with the product sup metric, then \(m_{X,Y}\) is 4-Lipschitz. Similarly, \(d_{X,Y}\) is 2-Lipschitz. Using this notation, we introduce a field version of the Gromov-Wasserstein distance in a manner similar to [25].

Given \((X, d_X, \mu_X)\) and \((Y, d_Y, \mu_Y)\), let \(C(\mu_X, \mu_Y)\) denote the set of all couplings between \(\mu_X\) and \(\mu_Y\), the collection of all probability measures \(\mu\) on \(X \times Y\) that marginalize to \(\mu_X\) and \(\mu_Y\), respectively.

**Definition 5.2** (Gromov-Wasserstein Distance for Fields). Let \(\mathcal{X} = (X, B, \pi_X, \mu_X)\) and \(\mathcal{Y} = (Y, B, \pi_Y, \mu_Y)\) be \(mm\)-fields. For \(1 \leq p < \infty\), the Gromov-Wasserstein distance \(d_{GW,p}(\mathcal{X}, \mathcal{Y})\) is defined as

\[
d_{GW,p}(\mathcal{X}, \mathcal{Y}) := \inf_{P \in C(\mu_X, \mu_Y)} \max \left\{ \frac{1}{2} \left( \int m_{X,Y}^p d(P \otimes P) \right)^{1/p}, \left( \int d_{X,Y}^p dP \right)^{1/p} \right\}.
\]

For \(p = \infty\),

\[
d_{GW,\infty}(\mathcal{X}, \mathcal{Y}) := \inf_{P \in C(\mu_X, \mu_Y)} \max \left\{ \frac{1}{2} \sup_{\text{supp}(P \otimes P)} m_{X,Y}, \sup_{\text{supp}P} d_{X,Y} \right\}.
\]

The fact that \(d_{GW,p}\) and \(d_{GW,\infty}\) are metrics can be argued as in the case of metric measure spaces (see [19, Theorem 5.1]).

**Remark 5.3.** As \(m_{X,Y}\) and \(d_{X,Y}\) are continuous, its supremum over a set does not change after taking the closure of the set. Since the support is the smallest closed set of full measure, the suprema in the definition of \(d_{GW,\infty}(\mathcal{X}, \mathcal{Y})\) are essential suprema.

**Proposition 5.4.** For each \(1 \leq p \leq \infty\), \(d_{GW,p}(\mathcal{X}, \mathcal{Y})\) is realized by a coupling. Furthermore,

\[
\lim_{p \to \infty} d_{GW,p}(\mathcal{X}, \mathcal{Y}) = d_{GW,\infty}(\mathcal{X}, \mathcal{Y}).
\]

**Proof.** For each integer \(n \geq 1\), there exists \(P_n \in C(\mu_X, \mu_Y)\) such that the expression on the right-hand side in the definition of \(d_{GW,p}(\mathcal{X}, \mathcal{Y})\) is \(\leq d_{GW,p}(\mathcal{X}, \mathcal{Y}) + 1/n\). By Proposition A.1 in the appendix, without loss of generality, we can assume that \(P_n\) converges weakly to a coupling \(P\), which also implies that \(P_n \otimes P_n\) converges weakly to \(P \otimes P\) (see [2] Theorem 2.8). We show that \(P\) is an optimal coupling.

**Case 1.** Suppose that \(1 \leq p < \infty\). Since \(m_{X,Y}\) and \(d_{X,Y}\) are continuous and bounded below, by [27, Lemma 4.3] we have

\[
\int m_{X,Y}^n d(P \otimes P) \leq \lim \inf_n m_{X,Y}^n d(P_n \otimes P_n) \quad \text{and} \quad \int d_{X,Y}^n dP \leq \lim \inf_n \int d_{X,Y}^n dP_n.
\]
Using (28) and the fact that for any sequences \((a_n)\) and \((b_n)\) of real numbers the inequality
\[
\max \{\liminf_n a_n, \liminf_n b_n\} \leq \liminf_n \max \{a_n, b_n\}
\]
holds, we obtain
\[
d_{GW,p}(\mathcal{X}, \mathcal{Y}) \leq \max \left\{ \frac{1}{2} \left( \int m_{X,Y}^p d(P \otimes P) \right)^{1/p}, \left( \int d_{X,Y}^p dP \right)^{1/p} \right\}
\leq \liminf_n \max \left\{ \frac{1}{2} \left( \int m_{X,Y}^p d(P_n \otimes P_n) \right)^{1/p}, \left( \int d_{X,Y}^p dP_n \right)^{1/p} \right\}
\leq \liminf_n (d_{GW,p}(\mathcal{X}, \mathcal{Y}) + 1/n) = d_{GW,p}(\mathcal{X}, \mathcal{Y}).
\]
This implies that \(P\) realizes the Gromov-Wasserstein distance, as claimed.

**Case 2** For \(p = \infty\), we adapt the proof of [9, Proposition 3] to the present setting. Note that if \(1 \leq q \leq q' < \infty\), then
\[
d_{GW,q}(\mathcal{X}, \mathcal{Y}) \leq d_{GW,q'}(\mathcal{X}, \mathcal{Y}) \leq d_{GW,\infty}(\mathcal{X}, \mathcal{Y}).
\]
Hence, we have
\[
\lim_{q \to \infty} d_{GW,q}(\mathcal{X}, \mathcal{Y}) = \sup_q d_{GW,q}(\mathcal{X}, \mathcal{Y}) \leq d_{GW,\infty}(\mathcal{X}, \mathcal{Y}).
\]

Let \((q_n)\) be a sequence of real numbers satisfying \(q_n \geq 1\) and \(q_n \to \infty\). Let \(P_n\) be the optimal coupling realizing \(d_{GW,q_n}(\mathcal{X}, \mathcal{Y})\). Without loss of generality, we can assume that \(P_n\) converges to \(P\) weakly, which implies that \(P_n \otimes P_n\) also converges weakly to \(P \otimes P\). Let \(0 \leq r < \max \left\{ \frac{1}{2} \sup_{\text{supp}(P \otimes P)} d_{X,Y}, \sup_{\text{supp} P} d_{X,Y} \right\}\) and set
\[
U = \{(x, y, x', y'): m_{X,Y}(x, y, x', y')/2 > r\} \quad \text{and} \quad V = \{(x, y): d_{X,Y}(x, y) > r\}.
\]
Either \(P \otimes P(U) > 0\) or \(P(V) > 0\), let us first assume that \(P \otimes P(U) = 2m > 0\). By the Portmanteau Theorem [7, Theorem 11.1.1],
\[
2m \leq \liminf_n P_n \otimes P_n(U).
\]
By passing to a subsequence if necessary, we can assume that \(P_n \otimes P_n(U) \geq m > 0\), for all \(n\). We then have
\[
d_{GW,q_n}(\mathcal{X}, \mathcal{Y}) \geq \frac{1}{2} \left( \int m_{X,Y}^{q_n} d(P_n \otimes P_n) \right)^{1/q_n} \geq r \left( P_n \otimes P_n(U) \right)^{1/q_n} \geq m^{1/q_n}.
\]
Hence,
\[
\lim_{p \to \infty} d_{GW,p}(\mathcal{X}, \mathcal{Y}) = \lim_d \inf_{p \to \infty} d_{GW,p}(\mathcal{X}, \mathcal{Y}) \geq r.
\]
Since \(r < \max \left\{ \frac{1}{2} \sup_{\text{supp}(P \otimes P)} d_{X,Y}, \sup_{\text{supp} P} d_{X,Y} \right\}\) is arbitrary, we get
\[
\max \left\{ \frac{1}{2} \sup_{\text{supp}(P \otimes P)} m_{X,Y}, \sup_{\text{supp} P} d_{X,Y} \right\} \geq d_{GW,\infty}(\mathcal{X}, \mathcal{Y})
\]
\[
\geq \lim_{p \to \infty} d_{GW,p}(\mathcal{X}, \mathcal{Y})
\]
\[
\geq \max \left\{ \frac{1}{2} \sup_{\text{supp}(P \otimes P)} m_{X,Y}, \sup_{\text{supp} P} d_{X,Y} \right\}.
\]
This shows that the coupling \(P\) realizes \(d_{GW,\infty}(\mathcal{X}, \mathcal{Y})\) and also proves the convergence claim. The case \(P(V) > 0\) is handled similarly. 

The next proposition establishes a standard relation between Gromov-Wasserstein and Wasserstein distances in the setting of \(mm\)-fields.
Proposition 5.5. Let \( \mathcal{X} = (X, B, \pi_X, \mu_X) \) and \( \mathcal{Y} = (Y, B, \pi_Y, \mu_Y) \) be mm-fields over \( B \). Suppose that \( \pi_Z : Z \to B \) is 1-Lipschitz and \( \iota_X : X \to Z \) and \( \iota_Y : Y \to Z \) are isometric embeddings satisfying \( \pi_X = \pi_Z \circ \iota_X \) and \( \pi_Y = \pi_Z \circ \iota_Y \). Then, for any \( 1 \leq p \leq \infty \), we have

\[
d_{GW,p}(\mathcal{X}, \mathcal{Y}) \leq d_{W,p}((\iota_X)_*(\mu_X), (\iota_Y)_*(\mu_Y)).
\]

Proof. Let \( 1 \leq p < \infty \). Let \( Q \) be the optimal coupling between \((\iota_X)_*(\mu_X)\) and \((\iota_Y)_*(\mu_Y)\) realizing \( d_{W,p}((\iota_X)_*(\mu_X), (\iota_Y)_*(\mu_Y)) \). Since \( \iota_X(X) \times \iota_Y(Y) \) has full measure in \((Z \times Z, P)\), there is a measure \( P \) on \( X \times Y \) such that \((\iota_X \times \iota_Y)_*(P) = Q\). Since \((\iota_X)_*\) and \((\iota_Y)_*\) are injective, \( P \in C(\mu_X, \mu_Y) \). We have

\[
\left( \int m_{X,Y}^p d(P \otimes P) \right)^{1/p} = \left( \int \left| d_Z(w, w') - d_Z(z, z') \right|^p dQ(w, z)dQ(w', z') \right)^{1/p} \\
\leq \left( \int \left( d_Z(w, z) + d_Z(w', z') \right)^p dQ(w, z)dQ(w', z') \right)^{1/p} \\
\leq \left( \int d_Z(w, z)^p dQ(w, z) \right)^{1/p} + \left( \int d_Z(w', z')^p dQ(w', z') \right)^{1/p} \\
= 2d_{W,p}((\iota_X)_*(\mu_X), (\iota_Y)_*(\mu_Y)).
\]

Similarly,

\[
\left( \int d_{X,Y}^p dP \right)^{1/p} = \left( \int d_B(\pi_Z(w), \pi_Z(z))^p dQ(w, z) \right)^{1/p} \\
\leq \left( \int d_Z(w, z)^p dQ(w, z) \right)^{1/p} = d_{W,p}((\iota_X)_*(\mu_X), (\iota_Y)_*(\mu_Y)).
\]

Hence,

\[
d_{GW,p}(\mathcal{X}, \mathcal{Y}) \leq \max \left\{ \frac{1}{2} \left( \int m_{X,Y}^p d(P \otimes P) \right)^{1/p}, \left( \int d_{X,Y}^p dP \right)^{1/p} \right\} \leq d_{W,p}((\iota_X)_*(\mu_X), (\iota_Y)_*(\mu_Y)).
\]

Letting \( p \to \infty \), we get \( d_{GW,\infty}(\mathcal{X}, \mathcal{Y}) \leq d_{W,\infty}((\iota_X)_*(\mu_X), (\iota_Y)_*(\mu_Y)) \). \( \square \)

Recall that, in a metric measure space \((X, d_X, \mu_X)\), a sequence \((x_n)\) is called uniformly distributed (u.d.) if \( \sum_{i=1}^n \delta_{x_i}/n \to \mu_X \) weakly. Let \( U_X \) denote the set of uniformly distributed sequences in \( X \). It is known that \( U_X \) is a Borel set in \( X^\infty \) and \( \mu_X^\infty(U_X) = 1 \) \([15]\).

The next result provides a characterization of \( d_{GW,\infty}(\mathcal{X}, \mathcal{Y}) \) in terms of uniformly distributed sequences.

Theorem 5.6. Let \( \mathcal{X} = (X, d_X, \pi_X, \mu_X) \) and \( \mathcal{Y} = (Y, d_Y, \pi_Y, \mu_Y) \) be bounded mm-fields over \( B \). Then,

\[
d_{GW,\infty}(\mathcal{X}, \mathcal{Y}) = \inf_{(y_n) \in U_Y} \max_{(x_n) \in U_X} \left\{ \frac{1}{2} \sup_{i,j} m_{X,Y}(x_i, y_i, x_j, y_j), \sup_{i} d_{X,Y}(x_i, y_i) \right\}.
\]

Furthermore, there are sequences \((x_n) \in U_X \) and \((y_n) \in U_Y \) that realize the infimum on the right-hand side.

Proof. Let us denote the infimum on the right-hand side by \( \alpha \) and let \( P \) be an optimal coupling realizing \( d_{GW,\infty}(\mathcal{X}, \mathcal{Y}) \). Then,

\[
d_{GW,\infty}(\mathcal{X}, \mathcal{Y}) = \max \left\{ \frac{1}{2} \sup_{\text{supp}(P \otimes P)} m_{X,Y}, \sup_{\text{supp}P} d_{X,Y} \right\}.
\]

Let \((x_n, y_n)\) be an equidistributed sequence with respect to \( P \) in \( \text{supp}P \). Then \((x_n) \in U_X \) and \((y_n) \in U_Y \), and we have

\[
\alpha \leq \max \left\{ \frac{1}{2} \sup_{i,j} m_{X,Y}(x_i, y_i, x_j, y_j), \sup_{i} d_{X,Y}(x_i, y_i) \right\} \\
\leq \max \left\{ \frac{1}{2} \sup_{\text{supp}(P \otimes P)} m_{X,Y}, \sup_{\text{supp}P} d_{X,Y} \right\} = d_{GW,\infty}(\mathcal{X}, \mathcal{Y}).
\]
Now we prove the inequality in the other direction. Let \( p \geq 1, \epsilon > 0 \), \((x_n) \in U_X\) and \((y_n) \in U_Y\). Let \( \mathcal{E}_n \) be the \( mm\)-field with domain \( E_n = \{1, \ldots, n\} \) equipped with the (pseudo)-metric \( d_{E_n}(i, j) = d_X(x_i, x_j) \), normalized counting measure, and the 1-Lipschitz function \( \pi_E(i) = \pi_X(x_i) \). Similarly, define \( \mathcal{F}_n \) using \((y_n)\).

By Proposition 5.5 we have

\[
\begin{align*}
\delta \left( X, d, \mu \right) = \left( X, d, \mu \right) \mbox{ all distance matrices for } (X, d, \mu) \mbox{ with respect to the product measure } \mu^\otimes n, \\
\delta \left( (X, d, \mu), (Y, d, \nu) \right) = \left( X, d, \mu \right) \mbox{ all distance matrices for } (X, d, \mu) \mbox{ with respect to the product measure } \mu^\otimes n.
\end{align*}
\]

Since the Wasserstein distances in the above inequalities converge to 0 as \( n \to \infty \) (Theorem 6.9), we can choose \( n \) large enough so that the Gromov-Wasserstein distances in the above inequalities are \( \epsilon < \epsilon \). If we use diagonal coupling \( P \in C(\mathcal{E}_n, \mathcal{F}_n) \) given by \( P(i, i) = 1/n \), we get

\[
d_{GW,p}(\mathcal{E}_n, \mathcal{F}_n) \leq \frac{1}{2} \sup_{i,j} d_{X,Y}(x_i, y_i, x_j, y_j), \sup_i d_{X,Y}(x_i, y_i).
\]

This, in turn, implies that

\[
d_{GW,p}(\mathcal{X}, \mathcal{Y}) \leq \max \left\{ \frac{1}{2} \sup_{i,j} d_{X,Y}(x_i, y_i, x_j, y_j), \sup_i d_{X,Y}(x_i, y_i) \right\} + 2\epsilon.
\]

Since \((x_n) \in U_X\), \((y_n) \in U_Y\), and \( \epsilon > 0 \) is arbitrary, we get \( d_{GW,p}(\mathcal{X}, \mathcal{Y}) \leq \alpha \). As \( p \geq 1 \) is arbitrary, Proposition 5.4 implies that

\[
d_{GW,\infty}(\mathcal{X}, \mathcal{Y}) = \lim_{p \to \infty} d_{GW,p}(\mathcal{X}, \mathcal{Y}) \leq \alpha.
\]

This also shows that the sequences \((x_n) \in U_X\) and \((y_n) \in U_Y\) constructed above realizes the infimum. \( \square \)

### 6 Augmented Distance Matrices

Given a sequence \((x_n)\) is an \( mm\)-space \((X, d, \mu)\), one can form an associated (infinite) distance matrix \( D = (d_{ij})\), where \( d_{ij} = d(x_i, x_j) \). Gromov’s Reconstruction Theorem [10] states that the distribution of \( \pi_n \) is derived from the ADM defined by Equation (49).

\[
\mathcal{R}^n := \{(r_{ij}) \in \mathbb{R}^{n \times n} : r_{ij} = r_{ji}, r_{ii} = 0, r_{ik} \leq r_{ij} + r_{jk}\}
\]

denote the space of all \( n \times n \) (pseudo) distance matrices equipped with the metric

\[
\rho_n((r_{ij}, b_i), (r'_{ij}, b'_i)) := \max \left\{ \frac{1}{2} \sup_{i,j} |r_{ij} - r'_{ij}|, \sup_i d_B(b_i, b'_i) \right\}.
\]

Similarly, denoting the natural numbers by \( \mathbb{N} \), let

\[
\mathcal{R} := \{(r_{ij}) \in \mathbb{R}^{N \times N} : r_{ij} = r_{ji}, r_{ii} = 0, r_{ik} \leq r_{ij} + r_{jk}\}
\]

be the space of all countably infinite (pseudo) distance matrices equipped with the weak topology; that is, the coarsest topology that makes all projections \( \pi_n : \mathcal{R} \to \mathcal{R}^n \) (onto the northwest \( n \times n \) quadrant) continuous, \( n > 0 \).

**Definition 6.1.** Let \( B \) be a Polish space.

(i) The space of (countably infinite) augmented distance matrices (ADM) is defined as \( \mathcal{R}_B := \mathcal{R} \times B^\infty \).

(ii) Similarly, for \( n > 0 \), define the space of \( n \times n \) augmented distance matrices as \( \mathcal{R}^n_B := \mathcal{R}^n \times B^n \).

In the study of \( mm\)-fields \((X, B, \pi, \mu)\), if \((x_n)\) is a sequence in \( X \), we associate to \((x_n)\) the ADM defined by \( r_{ij} = d(x_i, x_j) \) and \( b_i = \pi(x_i) \).
Definition 6.2 (ADM Distribution). Let \( X = (X, B, \pi, \mu) \) be an mm-field and \( F_X : X^\infty \to \mathcal{R}_B \) the map 
\[ (x_i) \mapsto (d_X(x_i, x_{i+1}), \pi(x_i)). \]
The augmented distance matrix distribution of \( X \) is defined as \( D_X = (F_X)_*(\mu^\infty) \). Similarly, for \( n > 0 \), define \( F^n_X : X^n \to \mathcal{R}^n_B \) and \( D^n_X := (F_X^n)_*(\mu^n) \).

Theorem 6.3. (Field Reconstruction Theorem) Let \( X = (X, d_X, \pi_X, \mu_X) \) and \( Y = (Y, d_Y, \pi_Y, \mu_Y) \) be mm-fields over \( B \) such that \( \mu_X \) and \( \mu_Y \) are fully supported. Then,
\[ X \cong Y \text{ if and only if } D_X = D_Y. \]

Proof. Clearly, \( X \cong Y \) implies that \( D_X = D_Y \). Suppose that \( D_X = D_Y \). The subset of \( U_X \subseteq X^\infty \) of all equidistributed sequences in \( X \) is a Borel measurable set of full measure [13; Lemma 2.4]. Hence, its image \( C_X := F_X(U_X) \) is an analytical set with full measure in the completion of \( D_X \) [7; Theorem 13.2.6]. Define \( C_Y \) similarly. By construction, \( C_X \cap C_Y \) is of full measure in the completion of \( D_X = D_Y \). Let \( (x_n) \in U_X \), \( (y_n) \in U_Y \) such that \( F_X((x_n)) = F_Y((y_n)) \). The map \( \phi : \{ x_n : n \geq 1 \} \to \{ y_n : n \geq 1 \} \) given by \( \phi(x_i) = y_i \) is a well-defined isometry satisfying \( \pi_X(x_i) = \pi_Y(y_i) \). Since \( (x_n) \) and \( (y_n) \) are dense in \( X \) and \( Y \), respectively, \( \phi \) induces an isometry \( \Phi : X \to Y \).

On the space \( \mathcal{R}_B \), we also define the (extended) metric
\[ \rho((r_{ij}, b_i), (r'_{ij}, b'_i)) := \max \left\{ \frac{1}{2} \sup_i |r_{ij} - r'_{ij}|, \sup_i d_B(b_i, b'_i) \right\}. \quad (50) \]

The metric \( \rho_n \) over \( \mathcal{R}^n_B \) is defined similarly. However, since \( (\mathcal{R}_B, \rho) \) is not separable, instead of using \( \rho \) to define a topology on \( \mathcal{R}_B \), we only employ it to formulate the Wasserstein distance in \( \mathcal{R}_B \). The next lemma shows that \( \rho \) is sufficiently regular for the Wasserstein distance so defined to satisfy some desirable properties.

Lemma 6.4. The extended function \( \rho : \mathcal{R}_B \times \mathcal{R}_B \to [0, \infty] \) is lower semicontinuous.

Proof. Let \( \pi_n : \mathcal{R}_B \to \mathcal{R}^n_B \) denote the projection map. Note that \( \rho_n \circ \pi_n \uparrow \rho \) pointwise. Hence, as a pointwise supremum of a sequence of continuous functions, \( \rho \) is lower semicontinuous.

In the discussion below, the \( p \)-Wasserstein distances \( d_{W,p}(D_X, D_Y) \) and \( d_{W,p}(D^n_X, D^n_Y) \) are taken with respect to the distance functions \( \rho \) and \( \rho_n \), respectively.

Theorem 6.5. Let \( X \) and \( Y \) be bounded mm-fields over \( B \). Then, for any \( 1 \leq p \leq \infty \), we have
\[ \lim_{n \to \infty} d_{W,p}(D^n_X, D^n_Y) = d_{W,p}(D_X, D_Y) = d_{GW,\infty}(X, Y). \]

Proof. The projection map \( \pi^{n+1} : \mathcal{R}^{n+1}_B \to \mathcal{R}^n_B \) is 1-Lipschitz and has the property that
\[ (\pi^{n+1})_*(D^{n+1}_X) = D^n_X \quad \text{and} \quad (\pi^{n+1})_*(D^{n+1}_Y) = D^n_Y. \]

This implies that \( d_{W,p}(D^n_X, D^n_Y) \leq d_{W,p}(D^{n+1}_X, D^{n+1}_Y) \). By a similar argument, we get \( d_{W,p}(D^n_X, D^n_Y) \leq d_{W,p}(D^n_X, D^n_Y) \). Therefore, we have
\[ \lim_{n \to \infty} d_{W,p}(D^n_X, D^n_Y) = \sup_n d_{W,p}(D^n_X, D^n_Y) \leq d_{W,p}(D_X, D_Y). \quad (52) \]

Since \( \rho \) is lower semicontinuous by Lemma 6.4 using an argument similar to the proof of Proposition 6.3 one can show that \( d_{W,\infty}(D_X, D_Y) = \lim_{p \to \infty} d_{W,p}(D_X, D_Y) \). Therefore, without loss of generality, we can assume that \( p < \infty \).

Now, we show that \( d_{W,p}(D_X, D_Y) \leq d_{GW,\infty}(X, Y) \). Let \( P \) be the optimal coupling between \( \mu_X \) and \( \mu_Y \) realizing \( d_{GW,\infty}(X, Y) \). Define \( \psi_X : (X \times Y)^\infty \to \mathcal{R}_B \) be the map given by \( (x_n, y_n)_{n=1}^\infty \mapsto F_X((x_n)_{n=1}^\infty) \). Define \( \psi_Y \) similarly. Then \( Q := (\psi_X, \psi_Y)_*(P^\infty) \) is a coupling between \( (X \times Y) \). We have
\[ d_{W,p}(D_X, D_Y) \leq \left( \int d^p dQ \right)^{1/p} = \left( \int \sup_{P \in \mathcal{P}} \rho^p(\psi_X((x_n, y_n)_n), \psi_Y((x_n, y_n)_n)) dP^\infty((x_n, y_n)_n) \right)^{1/p} \]
\[ = \left( \int \sup_{P \in \mathcal{P}} \max \left\{ \frac{1}{2} \sup_{i,j} m_{X,Y}(x_i, y_i, x_j, y_j), \sup_i d_{X,Y}(x_i, y_i) \right\} dP^\infty((x_n, y_n)_n) \right)^{1/p} \]
\[ \leq \max \left\{ \frac{1}{2} \sup_{P \in \mathcal{P}} \sup_{i,j} m_{X,Y}, \sup_{P \in \mathcal{P}} d_{X,Y} \right\} = d_{GW,\infty}(X, Y). \]
It remains to show that \( d_{GW,\infty}(\mathcal{X}, \mathcal{Y}) \leq \lim_N d_{W,p}(\mathcal{D}_X^n, \mathcal{D}_Y^n) \). Let \( 0 < \epsilon < 1/2 \). By Proposition \ref{5.5} there exists \( 1 \leq q < \infty \) so that \( d_{GW,\infty}(\mathcal{X}, \mathcal{Y}) \leq d_{GW,q}(\mathcal{X}, \mathcal{Y}) + \epsilon \). Let

\[
U_{X,q}^{n,\epsilon} := \{ (x_i) \in X^n : d_{W,q}(\mu_X, \sum_{i=1}^n \delta_{x_i}/n) \leq \epsilon \}. \tag{54}
\]

Define \( U_{Y,q}^{n,\epsilon} \) similarly. By Proposition \ref{A.2} if \( n \) large enough, then \( \mu_X^n(U_{X,q}^{n,\epsilon}) \geq 1 - \epsilon \) and \( \mu_Y^n(U_{Y,q}^{n,\epsilon}) \geq 1 - \epsilon \). If we define \( C_X^{n,\epsilon} := \mathcal{F}_X(U_{X,q}^{n,\epsilon}) \) and \( C_Y^{n,\epsilon} := \mathcal{F}_X(U_{Y,q}^{n,\epsilon}) \), both of these sets are analytical, hence measurable in the completion of \( D_X^n \) and \( D_Y^n \), respectively \cite[Theorem 13.2.6]{2}. Moreover, the measures of these sets are \( \geq 1 - \epsilon \). Let \( P \) be the coupling realizing \( d_{W,p}(D_X^n, D_Y^n) \). Note that we have

\[
P(C_{X,q}^{n,\epsilon} \times C_{Y,q}^{n,\epsilon}) \geq 1 - 2\epsilon. \tag{55}
\]

By Proposition \ref{A.3}, we also have

\[
\rho_n|C_{X,q}^{n,\epsilon} \times C_{Y,q}^{n,\epsilon} \geq d_{GW,q}(\mathcal{X}, \mathcal{Y}) - 2\epsilon \geq d_{GW,\infty}(\mathcal{X}, \mathcal{Y}) - 3\epsilon. \tag{56}
\]

Therefore,

\[
d_{W,p}(D_X^n, D_Y^n) = \left( \int \rho_n^p dP \right)^{1/p} \geq (d_{GW,\infty}(\mathcal{X}, \mathcal{Y}) - 3\epsilon)(1 - 2\epsilon)^{1/p}. \tag{57}
\]

This implies that

\[
\lim_{n \to \infty} d_{W,p}(D_X^n, D_Y^n) \geq (d_{GW,\infty}(\mathcal{X}, \mathcal{Y}) - 3\epsilon)(1 - 2\epsilon)^{1/p}. \tag{58}
\]

Since \( 0 < \epsilon < 1/2 \) is arbitrary, we get

\[
\lim_{n \to \infty} d_{W,p}(D_X^n, D_Y^n) \geq d_{GW,\infty}(\mathcal{X}, \mathcal{Y}), \tag{59}
\]

as claimed. \( \square \)

**Corollary 6.6.** Let \( P \) be the optimal coupling realizing \( d_{GW,\infty}(\mathcal{X}, \mathcal{Y}) \). Let \( Q \) be the coupling between \( \mathcal{D}_X \) and \( \mathcal{D}_Y \) induced by \( P \). Then, for all \( p \geq 1 \), \( Q \) is the optimal coupling realizing \( d_{W,p}(\mathcal{D}_X, \mathcal{D}_Y) \). Furthermore, if \((x_n, y_n)\) is a uniformly distributed sequence with respect to \( P \) in \( \text{supp} P \), then

\[
\rho(\mathcal{F}_X((x_n)), \mathcal{F}_Y((y_n))) = d_{GW,\infty}(\mathcal{X}, \mathcal{Y}). \tag{60}
\]

**Proof.** Note that \( Q \) is used in the proof of Theorem \ref{5.5} to show \( d_{W,p}(\mathcal{D}_X, \mathcal{D}_Y) \leq d_{GW,\infty}(\mathcal{X}, \mathcal{Y}) \). But since we have equality, \( Q \) is the optimal coupling. The equality follows from the proof of Theorem \ref{5.6} \( \square \)

**Remark 6.7.** By Theorem \ref{5.6} \( d_{W,p}(\mathcal{D}_X^n, \mathcal{D}_Y^n) \) can be used as an approximation to \( d_{GW,\infty}(\mathcal{X}, \mathcal{Y}) \). To discretize this approximation, one can take i.i.d. samples from \((X^n, \mu^n)\) and \((Y^n, \nu^n)\) and form empirical measures \( \mathcal{E}_{n,X} \) and \( \mathcal{E}_{n,Y} \). Then, \( d_{W,p}(\mathcal{F}_{X,n}((\mathcal{E}_{n,X})), \mathcal{F}_{Y,n}((\mathcal{E}_{n,Y}))) \) can be taken as an approximation to \( d_{W,p}(\mathcal{D}_X^n, \mathcal{D}_Y^n) \).

**Remark 6.8.** By Theorem \ref{5.6} \( d_{W,p}(\mathcal{D}_X, \mathcal{D}_Y) \) is independent of \( p \geq 1 \). This can be explained as follows. Since we are using the sup-distance \( \rho \) on \( \mathcal{R}_B \) and almost every sequence in a metric measure space is uniformly distributed, if \( d_{W,p}(\mathcal{D}_X, \mathcal{D}_Y) \leq r \), then there are uniformly distributed sequences in \( \mathcal{X}, \mathcal{Y} \) whose augmented distance matrices are \( r \)-close to each other, which forces \( d_{W,q}(\mathcal{D}_X, \mathcal{D}_Y) \leq r \) for any \( q \geq 1 \).

The following theorem gives a geometric representation of the isomorphism classes of \( mm \)-fields via the Urysohn field.

**Theorem 6.9.** Let \( \mathcal{I}_B \) denote the moduli space of isometry classes of compact \( mm \)-fields over \( B \) endowed with the distance \( d_{GW,\infty} \). Let \( \mathcal{G}_B \) be the group of automorphisms of the Urysohn field \( \mathcal{U}_B \) and \( \mathcal{L}_B \) be the set of compactly supported laws on \( \mathcal{U}_B \), endowed with the distance \( d_{W,\infty} \). The group \( \mathcal{G}_B \) acts on \( \mathcal{L}_B \) by \( g \cdot \mu := g_*(\mu) \). Then, \( \mathcal{I}_B \) is isomorphic to the orbit space of this action; that is, \( \mathcal{I}_B \simeq \mathcal{L}_B/\mathcal{G}_B \), where the orbit space is equipped with the quotient metric, as in \cite{21}, which can be expressed as

\[
d([\mu], [\nu]) = \inf_{g \in \mathcal{G}_B} d_{W,\infty}(\mu, g_*(\nu)).
\]
Proof. Given a compact mm-field $X$ over $B$ and an isometric embedding $\iota: X \to U_B$, we have $(\iota)_*(\mu_X) \in \mathcal{L}_B$. This induces a well-defined map from $\Psi: \mathcal{L}_B \to \mathcal{L}_B/\mathcal{G}_B$ because of the compact homogeneity of $U_B$. Therefore, by Proposition [A.2], $d_{GW,\infty}(X, Y) \leq d(\Psi(X), \Psi(Y))$. To show the opposite inequality, let $P$ be the optimal coupling realizing $d_{GW,\infty}(X, Y)$. Let $Z$ be the B-field constructed using $P$ as in Proposition [A.4]. Consider $\mu_X \cup \mu_Y$ as a measure on $Z$ and let $\iota: Z \to U_B$ be an isometric embedding. Then,
\begin{align*}
    d(\Psi(X), \Psi(Y)) \leq d_{W,\infty}(\iota_*(\mu_X), \iota_*(\mu_Y)) \leq d_{GW,\infty}(\mu_X, \mu_Y) \leq d_{GW,\infty}(X, Y),
\end{align*}
establishing the desired inequality. 

\section{Summary and Discussion}

This paper studied functional data, termed fields, defined on geometric domains. More precisely, the objects of study were 1-Lipschitz functions between Polish metric spaces with the domain possibly equipped with a Borel probability measure. We addressed foundational questions and developed new approaches to the analysis of datasets consisting of fields not necessarily defined on the same domains. We constructed Urysohn fields for a fixed target Polish space $B$; that is, universal and homogeneous objects for fields over $B$. We also constructed ultimate Urysohn fields that have analogous universality and homogeneity properties, but allow the target Polish space to also vary. We defined and investigated the basic properties of a Gromov-Hausdorff distance between compact fields and how it relates to the Hausdorff distance in the Urysohn field via functional isometric embeddings. Similarly, we studied a notion of Gromov-Wasserstein distance between fields with metric-measure domains.

We also introduced a representation of metric-measure fields as probability distributions on the space of (countably) infinite augmented distance matrices and proved a Reconstruction Theorem that extends to mm-fields a corresponding result for mm-spaces due to Gromov. This provides a pathway to discrete representations of mm-fields via distributions of finite-dimensional augmented distance matrices for which we proved a convergence theorem.

Questions that also are of interest but fall beyond the scope of this paper include: (i) the study of rate of convergence of the probabilistic model based on finite-dimensional augmented distance matrices; (ii) investigation of alternative cost functions in the formulation of the Gromov-Wasserstein distance between mm-fields; (iii) the development of computational models derived from augmented distance matrices.
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\section{Appendix}

\textit{Proof of Lemma [A.4]} It suffices to construct a sequence $(u_n)$ in $U$ satisfying

(i) $\pi_U(u_n) = f(a^*)$, for $n \geq 1$;

(ii) $|d_*(a^*, a) - d_U(u_n, a)| \leq 2^{-n}$, $\forall a \in A$, where $d_*$ is the metric on $A^*$;

(iii) $d_U(u_n, u_{n+1}) \leq 2^{-n}$, for $n \geq 1$.

Indeed, letting $u = \lim_{n \to \infty} u_n \in U$, define $i: A^* \to B$ as the identity on $A$ and $i(a^*) = u$. The map $i$ gives the desired one-point extension. Now we proceed to the construction of the sequence $(u_n)$.

Let $A_n$ be an ascending sequence of finite subsets of $A$, where $A_n$ is a $2^{-n+1}$-net in $A$, for $n \geq 1$. (This means that the balls of radius $2^{-n+1}$ centered at the points in $A_n$ cover $A$.) Let $D_1 = A_1$ and denote by $D_1^* = D_1 \cup \{a^*\}$, the one-point metric extension of $D_1$ induced by $(A^*, d_*)$. Since $U_B$ is Urysohn, applying the one-point extension property to the field $f|_{D_1^*}$, we obtain an isometric embedding $i_1: D_1^* \to U$ such that $\pi_U \circ i_1 = f|_{D_1^*}$. Defining $u_1 = i_1(a^*) \in U$, we have that $\pi_U(u_1) = f(a^*)$ and $d_*(a^*, a) = d_U(u_1, a)$, for any
Furthermore, is metrizable by onto the first moments of order \( p \). Theorem 11.5.4, it is enough to show that \( C \)

\[
\text{Proof. By [7, Theorem 9.3.7], } \forall n, \text{ we can construct a net in } A_n \text{ such that } d(a, b) \leq 2^{-(n+2)}. \text{ Then, we have }
\]

\[
|d(a^*, a) - d_U(u_{n+1}, a)| \leq |d(a^*, a) - d_U(u_{n+1}, b)| + |d_U(u_{n+1}, b) - d_U(u_{n+1}, a)|
\]

\[
= |d(a^*, a) - d(a^*, b)| + |d_U(u_{n+1}, b) - d_U(u_{n+1}, a)|
\]

\[
\leq d(a, b) + d_U(a, b) = 2d_U(a, b) \leq 2^{-(n+1)}.
\]

This verifies property (ii). By the inductive hypothesis, we also have \(|d(a^*, a) - d_U(u_n, a)| \leq 2^{-n}\), for any \( a \in A \). Thus, by (63),

\[
d(u_{n+1}, u_n) = d'_n(a^*, u_n) = \sup_{b \in A_{n+1}} |d(a^*, b) - d_U(u_n, b)| \leq 2^{-n}.
\]

This concludes the proof. \( \square \)

**Proposition A.1.** Every sequence in \( C(\mu_X, \mu_Y) \) has a weakly convergent subsequence.

**Proof.** By [7 Theorem 9.3.7], \( C(\mu_X, \mu_Y) \) is closed under weak convergence. By Prokhorov’s Theorem [7 Theorem 11.5.4], it is enough to show that \( C(\mu_X, \mu_Y) \) is uniformly tight. Since \( X \) and \( Y \) are Polish, \( \mu_X \) and \( \mu_Y \) are tight measures ([7 Theorem 7.1.4]). Let \( \epsilon > 0 \). There are compact subspaces \( K_X \subseteq X \) and \( K_Y \subseteq Y \) so that \( \mu_X(K_X) > 1 - \epsilon/2 \) and \( \mu_Y(K_Y) > 1 - \epsilon/2 \). Then, for any \( P \) in \( C(\mu_X, \mu_Y) \), we have

\[
P(K_X \times K_Y) = P((K_X \times Y) \cap (X \times K_Y)) \geq P(K_X \times Y) + P(X \times K_Y) - 1
\]

\[
= \mu_X(K_X) + \mu_Y(K_Y) - 1 \geq 1 - \epsilon.
\]

This concludes the proof. \( \square \)

**Proposition A.2.** Let \( 1 \leq p < \infty \) and \((X, d_X, \mu_X)\) be a metric measure space such that \( \mu_X \) has finite moments of order \( p \), where \( 1 \leq p < \infty \). Given an integer \( n > 0 \) and \( \epsilon > 0 \), let

\[
U^{n, \epsilon}_{X, p} := \{(x_i) \in X^n: d_{W,p}(\mu_X, \sum_{i=1}^n \delta_{x_i}/n) \leq \epsilon\}.
\]

Then, for \( n \) sufficiently large, we have

\[
\mu^n(U^{n, \epsilon}_{X, p}) \geq 1 - \epsilon.
\]

**Proof.** Let \( P_p(X) \) denote the set of Borel probability measures on \( X \) with finite moments of order \( p \). \( P_p(X) \) is metrizable by \( d_{W,p} \), and the corresponding notion of convergence is weak convergence [27 Theorem 6.9]. Furthermore, \( P_p(X) \) is complete and separable [27 Theorem 6.18]. Let \( \pi_n: X^\infty \to X^n \) denote the projection onto the first \( n \) coordinates and \( \psi_n: X^\infty \to P_p(X) \) be the map given by

\[
\psi_n((x_i)) := \sum_{i=1}^n \delta_{x_i}/n.
\]
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This is a continuous map. By Varadarajan Theorem [7, Theorem 11.4.1], \((\psi_n)\) converges to \(\mu_X\) almost surely. By [7, Theorem 9.2.1], \((\psi_n)\) converges to \(\mu\) in probability. Hence, for \(n\) large enough,
\[
1 - \epsilon \leq \mu^\infty(d_{W,p}(\mu_X, \psi_n)) = \mu^\infty(\pi_n^{-1}(U_{X,p}^{n,\epsilon})) = \mu^n(U_{X,p}^{n,\epsilon}),
\]
(68)
as desired.

\[\text{Proposition A.3. Let } X \text{ and } Y \text{ be mm-fields over } B. \text{ For } \epsilon > 0, \text{ let } U_{X,p}^{n,\epsilon} \text{ and } U_{Y,p}^{n,\epsilon} \text{ be defined as in Proposition A.2. If } (x_i) \in U_{X,p}^{n,\epsilon}, \text{ and } (y_i) \in U_{Y,p}^{n,\epsilon}, \text{ then}
\]
\[
\rho_n(F^n_X((x_i)), F^n_Y((y_i))) \geq d_{GW,p}(X, Y) - 2\epsilon.
\]
\[\text{Proof. Let } E_X \text{ be the mm-field with underlying set } \{1, \ldots, n\} \text{ equipped with the (pseudo)-metric given by } d_E(i, j) = d_X(x_i, x_j), \text{ normalized counting measure, and 1-Lipschitz function } i \mapsto \pi_X(x_i). \text{ Similarly, define } E_Y \text{ using } (y_i). \text{ Note that, by Proposition A.2, } d_{GW,p}(E_X, X) \leq \epsilon \text{ and } d_{GW,p}(E_Y, Y) \leq \epsilon. \text{ If } P \text{ is the diagonal coupling between the measures of } E_X \text{ and } E_Y, \text{ then we have}
\]
\[
\rho_n(F^n_X((x_i)), F^n_Y((y_i))) = \max \left\{ \frac{1}{2} \sup_{\text{supp}(P \otimes P)} m_{E_X, E_Y}, \sup_{\text{supp}P} d_{E_X, E_Y} \right\} \geq d_{GW,p}(E_X, E_Y) \geq d_{GW,p}(X, Y) - 2\epsilon,
\]
as claimed. \[\Box\]

\[\text{Proposition A.4. Let } X, Y \text{ be mm-fields over } B \text{ and } P \text{ be a coupling between } \mu_X \text{ and } \mu_Y, \text{ and}
\]
\[
r := \max \left\{ \frac{1}{2} \sup_{\text{supp}(P \otimes P)} m_{X,Y}, \sup_{\text{supp}P} d_{X,Y} \right\} < \infty.
\]
Let \(Z = X \cup Y\) and define \(\pi_Z: Z \to B\) by \(\pi_Z|_X := \pi_X\) and \(\pi_Z|_Y = \pi_Y\). If \(d_Z: Z \times Z \to [0, \infty)\) is given by
\[
d_Z(x, y) := d_X(x, y) := r + \inf_{(x', y') \in \text{supp}P} d_X(x, x') + d_Y(y, y')
\]
for \(x \in X\) and \(y \in Y\), then \(d_Z\) is a metric on \(Z\) and \(\pi_Z\) is 1-Lipschitz with respect to \(d_Z\). Furthermore, \(d_{W,\infty}(\mu_X, \mu_Y) \leq r\), where the Wasserstein distance is evaluated in \(Z\).

\[\text{Proof. The function } d_Z \text{ is clearly symmetric. Let us show that it satisfies the triangle inequality. Let } x_1, x_2 \in X \text{ and } y, y' \in Y.
\]
\[
d_Z(x_1, y) + d_Z(x_2, y') \geq 2r + \inf_{(x_1', y') \in \text{supp}P} d_X(x_1, x_1') + d_Y(y, y') \geq 2r + \inf_{(x_1', y', x_2', y') \in \text{supp}P} d_X(x_1, x_2) - d_X(x_1', x_2') + d_Y(y', y')
\]
\[
\geq d_X(x_1, x_2) \geq d_X(x_1, x_2)
\]
(70)
The remaining cases of the triangle inequality are either similar or straightforward. To show that \(\pi_Z\) is 1-Lipschitz, we only need to check the case \(x \in X\) and \(y \in Y\), for which we have
\[
d_B(\pi_Z(x), \pi_Z(y)) = d_B(\pi_X(x), \pi_Y(y)) \leq \inf_{(x', y') \in \text{supp}P} d_B(\pi_X(x), \pi_X(x')) + d_B(\pi_Y(y), \pi_Y(y')) + d_B(\pi_Y(y'), \pi_Y(y)) \leq \inf_{(x', y') \in \text{supp}P} d_X(x, x') + d_Y(y, y') = d_Z(x, y).
\]
(71)
Viewing \(\mu_X \cup \mu_Y\) as a measure on \(Z\), we have
\[
d_{W,\infty}(X, Y) \leq \inf_{(x', y') \in \text{supp}P} d_Z(x', y') = r.
\]
(72)
This concludes the proof. \[\Box\]
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