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Abstract

**Background:** Body mass index (BMI) is inconsistently associated with the progression of low bone mass–related fractures. We conducted a systematic review and meta-analysis to summarize the evidence regarding the relationship between BMI and the risk of fracture in men and women separately. Furthermore, we analyzed the association between BMI and fracture risk in women compared with men.

**Methods:** PubMed, EmBase, and the Cochrane Library were searched up to November 2015 to identify prospective cohort studies of low bone mass–related fractures. Prospective cohort studies that reported effect estimates of fracture risk for different BMI categories compared to normal weight were included. Relative risk (RR) and the ratio of relative risk (RRR) were calculated using a random-effect model to measure the relationship between BMI and fracture risk.

**Results:** We analyzed 37 cohorts (32 articles), which included a total of 506,004 women and 118,372 men; overall, 38,200 incident cases were reported. Overall, a lower BMI was not associated with fracture risk in men (RR: 1.50, 95% confidence interval [CI]: 1.00–2.26; \(P = 0.051\)) or women (RR: 1.25, 95% CI: 0.97–1.62; \(P = 0.083\)). Although a higher BMI might play a beneficial impact in men (RR: 0.80, 95% CI: 0.69–0.93; \(P = 0.003\)), it has little effect in women (RR: 0.91, 95% CI: 0.74–1.11; \(P = 0.343\)). In addition, an increase in BMI by 5 kg/m\(^2\) decreased the risk of fractures in men (RR: 0.90, 95% CI: 0.83–0.98; \(P = 0.017\)) and women (RR: 0.85, 95% CI: 0.81–0.89; \(P < 0.001\)). Finally, there was no evidence of a sex difference in the RR for fractures between participants with different BMI categories compared with those with normal BMI. Finally, gender did not affect the risk of fracture for any category of BMI values.

**Conclusion:** Higher BMI may affect the risk of fractures regardless of the sex. This association may be due to the interaction between the participants’ BMI and their bone mass density.

**Abbreviations:** BMD = bone mineral density, BMI = body mass index, CI = confidence interval, HR = hazard ratio, NOS = Newcastle–Ottawa Scale, OR = odds ratio, RR = relative risk, RRR = ratio of relative risk.
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1. Introduction

The World Health Organization defines obesity as a body mass index (BMI) ≥ 30 kg/m\(^2\), overweight as a BMI = 25 to 29.9 kg/m\(^2\), and underweight as a BMI < 18.5 kg/m\(^2\).[1] Guh et al.[2] identified a number of comorbidities relating to obesity including osteoarthritis, diabetes, coronary heart disease, and some forms of cancer. The prevalence of obesity and overweight is increasing in the United States.[3] Similarly, the majority of elderly people in European countries and Australia are overweight or obese.[4,5] Although the prevalence of obesity in Asian populations is lower, it is increasing rapidly.[6]

Low BMI increases fracture risk, possibly because low BMI is associated with low bone mineral density (BMD), less soft tissue, and muscle weakness.[7] However, the relationship between high BMI and fracture risk is complex. Therefore, interest in studying the influence of obesity and overweight on the risk of fracture has recently increased. As an independent risk factor, obesity may increase the risk of all osteoporotic and hip fractures.[8,9] According to a previous meta-analysis,[10] higher BMIs lower the fracture risk in women but not in men. This suggests that BMI affects fracture risk differently in men and women; however, the...
study was limited by a small sample size. Furthermore, a case–control study suggested that BMI had no effect on hip fracture risk due to a linear associations between body size and adiposity variables.11 Nevertheless, another meta-analysis evaluated an important nonlinear relationship between BMI and the risk of fracture;5 however, the meta-analyses did not assess and explore the association between BMI and the risk of fracture among the genders in detail. The sex-specific differences in fracture risk associated with BMI are uncertain and need to be evaluated.

As the sex-specific effect of BMI on the rapidly increasing prevalence of obesity is unclear,7 we aim to investigate the association between BMI and fracture risk in men and women separately.

2. Methods

2.1. Data sources, search strategy, and selection criteria

PubMed, EMBASE, and the Cochrane Library databases were searched for articles published since the beginning of studying the relationships between BMI and fractures up to November 2015. The following keywords were used: “[obesity” OR “weight” OR “body weight” OR “body mass” OR “body mass index” OR “anthropometric” OR “anthropometry”] AND [“low bone mass-related fractures” OR “low bone mass” OR “bone fracture” OR “skeletal fracture” OR “osteoporotic fractures” OR “osteoporotic” OR “Osteoporosis” OR “broken bone” OR “low bone density-related fractures”] AND “men” AND “women” AND (“cohort” OR “cohort studies”). The search was limited to articles published in English. Abstracts and virtual meeting presentations from the EMBASE were searched to identify relevant, unpublished clinical trials. We also conducted manual searches of reference lists from all the relevant original and review articles to identify additional eligible studies. The medical subject heading, methods, participant population, design, exposure, and outcome variables of these articles were used to identify the relevant studies. The literature retrieval was performed in duplicate by 2 independent reviewers. This review was conducted and reported according to the Preferred Reporting Items for Systematic Reviews and Meta-Analysis Statement issued in 2009 (Checklist S1).113 Ethics approval was not necessary for this study, as only deidentified pooled data from individual studies were analyzed.

Two authors conducted independent literature searches using a standardized approach, and any inconsistencies were settled by group consensus. Studies were deemed eligible for inclusion if they met the following criteria: they used a prospectively cohort design; they evaluated the relationships between BMI and low bone-related fracture risk neglected of sites; they provided the relative risk (RR), hazard ratio (HR), or odds ratio (OR), and their 95% confidence intervals (CIs), of different BMI categories compared with the normal weight category, or per 5 kg/m² increment of BMI. For studies without adequate data, we contacted the authors or abstracted data from other relevant articles; if the author or the relevant articles could not provide the necessary data, the study was excluded. In addition, case–control studies or retrospective cohort studies were excluded because various confounding factors could bias the results.

2.2. Data collection and quality assessment

Two authors independently conducted data extraction and assessment. Publication information (B-YX), characteristics of participants (country, gender, assessment of exposure, sample size, age at baseline, and duration of follow-up), and outcomes (fracture incident and effect estimate for the relationship between BMI and fracture) were extracted. Disagreement was resolved by consensus with a third reviewer. Two reviewers independently evaluated the quality of the studies using the Newcastle–Ottawa Scale (NOS).114 The NOS assesses the selection (4 items), comparability (1 item), and outcome (3 items) of observational studies. The NOS is an 8-point questionnaire that produces a total score ranging from 0 (the worst) to 9 (the best). Disagreements between reviewers were resolved by consensus.

2.3. Statistical analysis

We examined the relationship between BMI and fracture risk by reviewing the effect estimate (RR, HR, or OR) and its 95% CI for each study. We used a random-effects model to calculate summary RRs and 95% CIs for the underweight (<18.5 kg/m²) category and overweight (≥25.0 kg/m²) category compared to the normal weight (18.5–24.9 kg/m²) category.17,18 Furthermore, we combined the RRs for each 5 kg/m² increase in BMI by using a random-effect meta-analysis.17,18 Finally, a random-effect model was used to evaluate the ratio of relative risk (RKR) of different BMI categories (compared to the normal weight category) in women compared with men.17–19 Heterogeneity between studies was investigated by using the Q statistic, and we considered P values <0.10 to be indicative of significant heterogeneity.20 Subgroup analyses were conducted of adjusted and raw BMD values. We performed a sensitivity analysis by removing each individual study from the meta-analysis.21 The Egger and Davey Smith22 and Beg and Mazumdar tests23 were used to statistically assess publication bias. All reported P values are 2-sided, and P values <0.05 were considered statistically significant. Statistical analyses were performed using STATA software (version 12.0; Stata Corporation; College Station, TX).

3. Results

3.1. Literature search and study characteristics

The primary search produced 2842 records. After scanning titles and abstracts, we excluded 2763 irrelevant articles. The remaining 79 full-text articles were reviewed, and 37 prospective cohorts (32 articles10,24–54) were selected for this meta-analysis, with a total of 506,004 women and 118,372 men (Fig. 1). A manual search of the studies’ reference lists did not yield any new eligible studies. The general characteristics of the included studies are presented in Table 1. The follow-up period for participants in the included studies ranged from 2.8 to 30.0 years, and the number of participants in each study ranged from 400 to 180,093. Study quality was assessed using the NOS scale (Table 1), and we considered a high-quality study to have a score of ≥7. Overall, 2 cohorts6,26 had a score of 9, 8 cohorts25,32,41,44,45,51,53 had a score of 8, 18 cohorts had a score of 7,10,24,27,30,33,34,37–39,42,43,47,49,50,54 7 cohorts28,29,36,40,48,52 had a score of 6, and the remaining 2 cohorts31,35 had a score of 5.

3.2. Underweight versus normal weight

The summary RR showed that being underweight was not associated with fracture risk in men (RR: 1.50, 95% CI: 1.00–2.26; P = 0.051) or women (RR: 1.25, 95% CI: 0.97–1.62; P = 0.083), and evidence of significant heterogeneity was seen.
Table 1 Baseline characteristic of studies included in the systematic review and meta-analysis.

| Study   | Country          | Sex     | Study design | Assessment of exposure       | Sample size | Age at baseline | Incident fracture | Follow-up, y | NOS score |
|---------|------------------|---------|--------------|-------------------------------|-------------|----------------|-------------------|--------------|----------|
| EPOS[34] | Europe           | Women   | Cohort       | Questionnaire                 | 3402        | 62.2           | 144               | 3.8          | 7        |
| GLOW[35] | Europe and America | Women   | Cohort       | Self-administered questionnaire | 52,939      | >55            | 3628              | 3.0          | 8        |
| SQG[36]  | US               | Women   | Cohort       | Interview                     | 9704        | 72.0           | 3211              | 11.9         | 9        |
| CaMo[37] | Canada           | Women   | Cohort       | Interview-administered questionnaire | 6315        | 63.0           | 618               | 6.0          | 7        |
| AHS[38]  | Japan            | Women   | Cohort       | Self-administered questionnaire | 1810        | 66.0           | 78                | 3.8          | 6        |
| APOSS[39] | UK               | Women   | Cohort       | Self-administered questionnaire | 5110        | 48.0           | 236               | 7.0          | 6        |
| GLO[40]  | Australia        | Women   | Cohort       | Questionnaire                 | 1270        | 71.0           | 339               | 7.8          | 7        |
| ECOSAP[41] | Spain         | Women   | Cohort       | Questionnaire                 | 5128        | 72.0           | 282               | 2.9          | 5        |
| EPIC-Norfolk[42] | UK           | Women   | Cohort       | FFQ                           | 8,896       | 62.0           | 172               | 5.4          | 8        |
| EPIDOS[43] | France          | Women   | Cohort       | Questionnaire                 | 7,503       | 80.0           | 1056              | 3.6          | 7        |
| GBG[44]  | Sweden           | Women   | Cohort       | Questionnaire                 | 11,58       | 79.0           | 255               | 7.9          | 7        |
| GBG[45]  | Sweden           | Women   | Cohort       | Questionnaire                 | 7,085       | 59.0           | 887               | 12.4         | 7        |
| GGS[46]  | Australia        | Women   | Cohort       | Questionnaire                 | 1,863       | 63.0           | 143               | 6.3          | 5        |
| Manitoba[47] | Canada       | Women   | Cohort       | Self-administered questionnaire | 4,360       | 62.0           | 2,855             | 5.3          | 6        |
| Miyama[48] | Japan           | Women   | Cohort       | Questionnaire                 | 400         | 59.0           | 51                | 8.6          | 7        |
| MeDi HK[49] | China          | Women   | Cohort       | Self-administered questionnaire | 2,000       | 73.0           | 96                | 3.5          | 7        |
| OFELY[50] | France          | Women   | Cohort       | Questionnaire                 | 668         | 62.0           | 132               | 10.9         | 7        |
| OPUS[51] | UK               | Women   | Cohort       | FFQ                           | 2,881       | 61.0           | 113               | 6.0          | 6        |
| OSTPREP[52] | Finland         | Women   | Cohort       | Questionnaire                 | 3,058       | 52.0           | 259               | 10.0         | 8        |
| PREE[53] | Netherlands      | Women   | Cohort       | Questionnaire                 | 5,433       | 63.0           | 561               | 7.2          | 7        |
| Richmond[54] | US             | Women   | Cohort       | FFQ                           | 655         | 58.0           | 219               | 8.1          | 7        |
| Rotterdam[55] | Netherlands    | Women   | Cohort       | Questionnaire                 | 4,068       | 70.0           | 550               | 5.9          | 8        |
| SEMOF[56] | Switzerland      | Women   | Cohort       | Questionnaire                 | 7,062       | 75.0           | 534               | 2.8          | 8        |
| Sheffield[57] | UK              | Women   | Cohort       | Questionnaire                 | 2,170       | 80.0           | 292               | 3.8          | 7        |
| THW[58]  | UK               | Women   | Cohort       | FFQ                           | 180,083     | 60.0           | 8,343             | 4.7          | 9        |
| WHC[59]  | US               | Women   | Cohort       | FFQ                           | 81,377      | 64.0           | 8,478             | 7.4          | 7        |
| NHS[60]  | Norway           | Women   | Cohort       | Medical record                | 25,298      | 35–49          | 146               | 11.0         | 6        |
| LWS[61]  | US               | Women   | Cohort       | Questionnaire                 | 8,600       | 73.0           | 332               | 5.6          | 7        |
| NYMHS[62] | US               | Women   | Cohort       | Self-administered questionnaire | 6,250       | 34–45          | 1,025             | 7.6          | 7        |
| CONOR[63] | Norway           | Women   | Cohort       | Interview                     | 18,918      | 69.2           | 1,408             | 8.1          | 7        |
| EPOS[64] | Europe           | Men     | Cohort       | Questionnaire                 | 3,173       | 63.1           | 80                | 3.8          | 7        |
| IRRA[65] | Japan            | Men     | Cohort       | Self-administered questionnaire | 1,050       | 59.0           | 30                | 4.1          | 6        |
| HPS[66]  | US               | Men     | Cohort       | FFQ                           | 51,529      | 40–75           | 67                | 5.5          | 8        |
| NHER[67] | Norway           | Men     | Cohort       | Medical record                | 27,015      | 35–49          | 64                | 10.8         | 6        |
| LW[68]   | US               | Men     | Cohort       | Questionnaire                 | 5,040       | 73.0           | 86                | 5.1          | 7        |
| MIPPS[69] | Sweden           | Men     | Cohort       | Questionnaire                 | 7,405       | 46–56          | 451               | 3.0          | 7        |
| CONOR[70] | Norway           | Men     | Cohort       | Interview                     | 23,061      | 69.5           | 889               | 8.1          | 8        |

FFQ = food frequency questionnaire; NOS = Newcastle-Ottawa Scale.

3.3. Overweight versus normal weight

The pooled analysis results suggested that overweight is associated with lower fracture risk in men (RR: 0.80, 95% CI: 0.69–0.93; P = 0.003), whereas overweight has no significant impact on fracture risk in women (RR: 0.91, 95% CI: 0.74–1.11; P = 0.345). There was no evidence of heterogeneity for men but substantial heterogeneity for women (Table 2). Furthermore, the RRR (female-to-male) was reduced by 17% (RRR: 0.83, 95% CI: 0.51–1.35; P = 0.458) for overweight participants compared to normal-weight participants, but this reduction was not statistically significant. Finally, the subgroup analysis showed that being underweight had no significant effect on the risk of fractures in men (RR: 0.89, 95% CI: 0.53–1.49; P = 0.638) and women (RR: 0.98, 95% CI: 0.79–1.20; P = 0.816) in BMD-adjusted studies. However, when results were not adjusted for BMD, being overweight increased the risk of fracture in men (RR: 1.89, 95% CI: 1.18–3.15; P < 0.009) and women (RR: 1.51, 95% CI: 1.35–1.68; P < 0.001). Furthermore, although the RRR (female-to-male) increased or decreased, there was no statistical significance for sex-difference in studies adjusted for BMD (RRR: 1.10, 95% CI: 0.63–1.92; P = 0.735) or not (RRR: 0.80; 95% CI: 0.49–1.30; P = 0.367).

Table 2 shows the results of the subgroup analysis by sex.
participants compared to normal-weight participants (RRR: 1.14, 95% CI: 0.88–1.46; P = 0.316); however, this increment was not statistically significant.

The subgroups of adjusted BMD values and raw BMD values were analyzed. The summary RR for BMD-adjusted studies suggested that being overweight had no effect on fracture risk in men (RR: 0.74, 95% CI: 0.42–1.30; P = 0.297) or women (RR: 1.05, 95% CI: 0.84–1.30; P = 0.685). Although the RRR (female-to-male) increased by 42% for BMD-adjusted studies, there was no significant gender difference (RRR: 1.42, 95% CI: 0.77–2.60; P = 0.258). In addition, the pooled RR, unadjusted for BMD, indicated that overweight was associated with lower risk of fractures in men (RR: 0.81, 95% CI: 0.69–0.94; P = 0.003) and women (RR: 0.83, 95% CI: 0.74–0.94; P = 0.003). There was no significant difference in the effect of being overweight on the fracture risk between women and men (RRR: 1.02, 95% CI: 0.84–1.25; P = 0.807).

### 3.4. Per 5kg/m² increment in BMI

Data showing the effect of a 5 kg/m² increment in BMI on the risk of fractures were reported in 3 studies for men and 2 studies for women. All of these studies did not adjust BMD, and the pooled results indicated that increasing BMI in 5kg/m² increments decreased fracture risk for men (RR: 0.90, 95% CI: 0.83–0.98; P = 0.017) and women (RR: 0.85, 95% CI: 0.81–0.89; P < 0.001). Furthermore, the RRR (female-to-male) was 0.94, but this reduction was not statistically significant (RRR: 0.94, 95% CI: 0.86–1.04; P = 0.241; Table 2).

### 3.5. Publication bias

The Egger and Davey Smith[22] and Begg and Mazumdar[23] test results showed no evidence of publication bias for men (underweight vs normal weight [Egger: 0.732, Begg: 0.462] and overweight vs normal weight [Egger: 0.503, Begg: 0.452]) and women (underweight vs normal weight [Egger: 0.112, Begg: 0.462]). Although the Begg test showed no evidence of publication bias for women (overweight vs normal weight [P = 0.806]), the Egger test showed potential evidence of publication bias (P = 0.081). Adjustment for publication bias, performed using the trim and fill method, did not change our conclusions.133

### 4. Discussion

This analysis of prospective studies explored the effect of BMI values on the risk of low bone mass–related fractures. This large quantitative study included 506,004 women and 118,372 men from 37 prospective cohorts with a broad range of study populations. The findings from our meta-analysis suggest that being underweight has no effect on the incidence of fractures in men and women. However, being underweight significantly increased fracture risk in men and women when results were not adjusted for BMD. Furthermore, being overweight decreased fracture risk in men but did not affect fracture risk in women. In addition, the findings of the pooled analysis indicated that as BMI increased by 5 kg/m², the risk of fracture decreased in men and in women. Finally, the RRR (female-to-male) indicated that there was no significant association between BMI and fracture risk.

A previous meta-analysis of women suggested that being underweight increases the risk of hip and osteoporotic fractures, but may decrease the risk of leg fracture. Furthermore, being overweight may increase the risk of upper arm fracture. The relationship between BMI and low bone mass–related fractures in women might vary after BMD adjustment. Another important meta-analysis of observational studies suggested that lower BMI is associated with higher risk of fractures in men (RR: 1.12, 95% CI: 1.04–1.20). Furthermore, fracture risk increased with every 5kg/m² decrease in BMI (RR: 1.30, 95% CI: 1.15–1.47). However, there are some possible limitations of these meta-analyses. First, the studies only evaluated either men or women; consequently, the gender difference was not established.
Furthermore, retrospective observational studies were included, which might bias the results. Finally, the interaction between BMI and BMD may modify the relationship between BMI and fracture risk. Therefore, we performed a comprehensive meta-analysis of prospective cohort studies to evaluate any potential correlation between BMI and fractures and included an assessment of the related gender differences.

Most of our findings were in agreement with a previous cohort study conducted in California [49] that included 8600 women and 5049 men. The study found that a high BMI was associated with a strong reduction in hip fracture risk for women, whereas has slight impact for men. Meyer et al. [48] suggested that a high BMI is not associated with fracture risk in women, but is strongly associated with a reduced risk of fracture in men. Søgaard et al. [51] indicated that being underweight increases the risk of fractures for both men and women. They found that women with a higher BMI had a lower risk of fracture, whereas have a slight impact in men. Our meta-analysis suggests that a low BMI has no effect on fracture risk, whereas overweight men may have a lower risk of fracture. The possible reason for this could be that participants with different BMI levels might play an important role on BMD, which are important interaction confounders for the relationship between BMI and fractures. Furthermore, the waist/hip ratio may be affected by the BMI and also impacts the risk of fracture. Finally, participants with a low BMI are usually tall and underweight. When tall people fall over, they fall from a greater height; consequently, their velocity at impact with the surface may be greater. Moreover, individuals with a different padding effect of the soft tissues may produce diverse energy dissipation after trauma [57].

There was no significant difference between participants who were underweight and of a normal weight on the risk of low bone mass–related fractures for men and women. However, several studies, including our own, reported inconsistent results. The Leisure World Study [39] suggested that being underweight increases the risk of fracture by 79% in women. Furthermore, the study conducted by Søgaard et al. [51] reported similar results in women and men. Finally, Meyer et al. [48] suggested that participants with a lower BMI have an increased risk of fracture. The possible reasons for these could be that these studies with longer duration of follow-up periods, and event rates were greater than expected, which always acquired narrow CIs, that is, with statistical significance. In addition, the pooled effect estimate, of nearly 0.05, suggests that being underweight could affect the fracture risk. The reason this association was not significant was perhaps that most trials in our study were designed with other indexes, not for fracture as a primary end point, and their sample sizes were too small to detect potential relationships.

In our study, lower BMI values were associated with a higher fracture risk, and higher BMI values were associated with a lower fracture risk when the results were not adjusted for BMD. These findings were inconsistent with BMD-adjusted studies. This could be because BMD may affect the relationship between BMI and fractures in men and women. Another study concluded that lower BMIs are an important risk factor for low bone mass and increased bone loss in postmenopausal women. The study found that low bone mass and an increased rate of bone loss were associated with an increased risk of postmenopausal osteoporosis [18]. However, as our study included smaller patient cohorts, we are unable to draw such conclusions. Therefore, we gave a relative result and provided a synthetic and comprehensive review.

Three strengths of our study should be highlighted. First, as only prospective studies were included, this should eliminate selection and recall bias, which are possible concerns in retrospective case–control studies. Second, the large sample size allowed us to quantitatively assess the association of BMI with the risk of low bone mass–related fractures, and thus our findings are potentially more robust than the findings of any individual study. Finally, gender difference analyses were conducted to evaluate the relationship between BMI and fracture risk.

Our study had several limitations. First, as the results of the majority of the included studies were only adjusted for age and were not adjusted for any other potential confounders, the fracture risk may have been affected. Second, stratified effect estimates on the basis of mean age, the duration of the follow-up periods, and sites of fracture were not available in individual study, so we could not perform the association between BMI and fractures in specific subsets, and not differentiate this relationship by sites of fracture. Third, in a meta-analysis of published studies, publication bias is an inevitable problem. Finally, our analysis used pooled data (as individual data were not available), which restricted us from performing a more detailed, relevant analysis to obtain results that were more comprehensive.

The results of this study suggest that higher BMI values affect the risk of fracture, but lower BMI values do not affect the risk of fracture. According to our sex difference analysis, there was no evidence of a sex difference in the RR for fractures among underweight or overweight participants.
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