Prevention of cyber attacks in smart manufacturing applying modern neural network methods
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Abstract. Digital transformation is a driver of a modern approach to providing actual cyber security. In the context of the globalization of the economy, digital technologies are actively being introduced into production, factories and plants. Due to the increased mobility of topology and the growing amount of data undergoing the processing, traditional methods of protection becomes ineffective, so the researchers are faced with the task of creating new methods for ensuring cyber security that meet new challenges. The paper analyses new artificial neural network (ANN) architectures corresponding security tasks in cyber physical systems, identifies their major advantages, and evaluates the possibility of their application for solving the problem of attacks prevention in case of machine-to-machine smart manufacturing. A meta-neural system of comprehensive protection against cyber attacks on dynamic routing in intelligent production has been developed. Using the resources of a supercomputer, an experimental study of the developed neuroframework was carried out. Test results showed that the proposed solution provides high accuracy in detecting cyber attacks.

1. Introduction
Currently, the world is on the verge of a new, fourth industrial revolution (Industry 4.0), which will lead to the complete automation of most production processes, and, as a result, increase labor productivity, economic growth and competitiveness of its leading countries. The concept of Industry 4.0 was formulated in 2011 by the president of the World Economic Forum in Davos, Klaus Schwab [1]. The main idea of Industry 4.0 is to accelerate the integration of cyberphysical systems into factory processes, as a result of which a significant part of the production will take place without human intervention. Industry 4.0 is associated with such concepts as Industrial Internet of Things, digital enterprise and smart factories of the future. According to World Bank estimates, Industry 4.0 could bring the world economy up to $ 30 trillion [2]. In fact, the flexible interaction of various physical systems through digital technology is changing the look not only of industry, but of the economy as a whole.

The globalization of the economy has led to the formation of a single market and information space, most of the goods and services are produced by transnational corporations [3]. The unification of geographically distributed participants in the design and production processes into a single network will certainly lead to cyber threats. Due to the peculiarities of modern digital infrastructures and the rapidly growing volume of data being processed, traditional security methods are becoming ineffective, so researchers are faced with the task of creating new cybersecurity methods that meet the current challenges of the time - access control methods between systems in a dynamic infrastructure, global regulation information and control flows.
According to experts from the analytical company Frost & Sullivan, cyber attacks in the energy sector alone cost $13.2 million annually [4]. The results of the Kaspersky Lab study show that incidents involving IIoT devices are among the three threats with the greatest financial damage to companies, and the lack of uniform standards remains one of the main problems in the field of cybersecurity in digital production [5]. Leading experts agree that it is necessary to develop new methods for detecting cyberthreats [6-8]. Artificial intelligence technologies will allow for the efficient processing of intensively arriving unstructured ultra-high volume data and extracting knowledge from it [9, 10]. Figure 1 shows the proposed neural network intrusion detection system in smart manufacturing.

![Figure 1. Cybersecurity of smart manufacturing.](image)

To detect security threats in m2m networks, we have proposed artificial neural networks (ANN) of new generation to be applied for intrusion prevention. To train intrusion prevention system (IPS), there is needed a dataset of samples of intrusion signs that would reflect to the insecure behaviour in the m2m network under different scenarios. Our task is to develop an intrusion prevention system that is based on artificial intelligence, using neural networks and synthetic datasets to maximize the detection of cyber attacks. This paper is organized as follows: in Section 2 an analysis of the related research works devoted to various ANN architectures, Section 3 presents implementation of a neural network system for detecting a complex of attacks, and finally a conclusion is provided in Section 4.

2. Methods

There are a lot of ANN architectures, and before creating a system for prevention of the cyber attacks, we conducted an analysis of numerous scientific papers to determine the applicability of these architectures to solve the problem.

A large number of studies have been devoted to recurrent neural networks (RNN) [11,12]. The authors note the following advantages: contain the mechanism of "memory" of the network, solve complex problems, the results of the work are very accurate. However, there are several disadvantages: imply a long learning curve for the network, require a large dataset for training the network. ANNs of this architecture are a more complex class of ANNs, but this class is able to perform the existing task in view of the network's "memory" mechanism. The architecture is applicable.
Recently gaining popularity spiking neural networks [13]. Advantages of such architecture: work with physical quantities, copy the processes of biological neural networks. However, there is one significant drawback: require special hardware to operate. ANNs of this architecture work with data that are not real numbers. The architecture is not applicable.

Neural networks of direct propagation (perceptrons) are considered in detail in these articles [14,15]. The authors note the following advantages of such neural networks: have a simple architecture, imply a short learning curve, have a short work time. Disadvantage: the accuracy of the results depends on the complexity of the task. ANNs of this architecture are ANN with the simplest architecture, which is why it is necessary to consider how ANN with such architecture will cope with the task. The architecture is applicable.

There are a number of studies on neural networks with fuzzy logic [16,17]. The researchers note advantages and disadvantages. Advantages: use the mechanisms of fuzzy logic and the results of the work are very accurate. Disadvantage: require non-standard data generation mechanisms. ANNs of this architecture refer to fuzzy logic, implying not a standard logical result (0 or 1). The architecture is not applicable.

In [18], T. Bakir et al. examine another architecture of ANN - neural networks with wavelet transform (ANN wavelet), the main advantages are: have a simple architecture, a special activation function allows you to perform the classification task, have a short work time. The disadvantage is the accuracy of the results depends on the complexity of the task. ANNs of this architecture are a modification of the classical perceptron architecture in order to perform data classification and can solve the existing problem. The architecture is applicable.

In addition, the great attention of researchers is focused on recurrent neural networks with long short-term memory (LSTM RNN) [19-21]. Advantages: contain the mechanism of "memory" of the network, solve complex problems, the results of the work are very accurate. However, there are several disadvantages: mean a long time learning network, require a large dataset for training the network. ANNs of this architecture solve the problem of the classical recurrent neural network with the help of the improved "memory" mechanism of the network. The architecture is applicable.

There are also a number of works devoted to generative adversarial neural networks [22, 23]. Among the advantages of the researchers note: work with data of complex nature (sound, image), applicable to solving security problems associated with data of complex nature (providing authentication). The disadvantages are: have a complex architecture, imply a long learning curve for the network. ANNs of this architecture work with composite data. And the main task is simple data (real numbers). The architecture is not applicable.

V. Sze et al. in [24] examined deep neural networks (DNN), noting the advantages: have a deep learning structure and the results of the work are of medium accuracy. Main disadvantage is the accuracy of the results depends on the complexity of the task. ANN of this architecture, being a logical continuation of the architecture of neural networks of direct distribution, can solve the existing problem. The architecture is applicable.

In addition, the authors in [25,26] investigated meta-neural networks and heterogeneous ensembles of neural networks. Advantages: are a collection of neural network models and have average values for all parameters of those ANNs that are part of the ensemble. Disadvantages: the accuracy of the results depends on the ANN included in the ensemble, mean a long time learning network and require a large dataset for training the network. The ANN of this architecture will be considered as a cluster of those ANNs that are applicable to the existing task. The architecture is applicable.

Therefore, in order to determine which ANN would better detect a specific attack, it was decided to conduct research on the following ANN architectures: perceptron, RNN, DNN, ANN wavelet, LSTM RNN and a meta-neural network / heterogeneous ensemble of neural networks. Next, it was necessary to simulate these architectures in order to determine the best ANN architecture suitable for solving the task of detecting an attack on the network.
3. Results and Discussion
Since for each attack from the class of attacks aimed at dynamic routing, a detection model and its associated neural network method were developed, then it was necessary to consider the interaction of neural network methods.

The result of research was the neural network system (Figure 1), consisting of the following ANN:
- neural network method based on LSTM RNN with activation function "Rectifier", optimization method "Adam" and size of training dataset is 5000 elements, detecting the attack "Black Hole";
- neural network method based on LSTM RNN with the activation function of sigmoid, optimization method "Adam" and size is training dataset of 5000 elements, detecting attack "Gray hole";
- neural network method based on ANN wavelet with activation function in the form of wavelet transform, optimization method "Adadelta" and the size of training dataset is 400 elements, detecting the attack "Wormhole";
- neural network method based on the LSTM RNN with the activation function "Rectifier", the optimization method "Adam" and the size of the training dataset is 1000 elements that detects the "Denial of Service" attack.

This new neural network framework is a complex of different neural network methods (Fig. 2) each of which is addressed to a specific type of cyber attack.

![Figure 2. Structure of a meta-neural framework.](image)

Table 1 shows a result of testing the neural network framework in case where all ANNs were involved and when each ANN has received datasets of the same size at the input.

| Volume of dataset | Accuracy, % | Data set processing time, s |
|-------------------|-------------|-----------------------------|
| 100 000           | 96.31       | 82                          |
| 500 000           | 96.18       | 204                         |
| 1 000 000         | 96.23       | 412                         |
| 2 000 000         | 96.26       | 778                         |
| Volume of dataset | Accuracy, % | Data set processing time, s |
|--------------------|-------------|----------------------------|
| 3 000 000          | 96.33       | 1124                       |
| 4 000 000          | 96.02       | 1345                       |
| 5 000 000          | 96.13       | 1602                       |
| 10 000 000         | 96.10       | 1872                       |

Based on the test results, it can be concluded that the neural network framework coped with the task of preventing the attacks specific to m2m infrastructures in smart manufacturing, i.e. the attacks on dynamic network routing. In spite of the big data volume (5…10 million), there is a significant increase in the data processing time.

4. Conclusion
An extensive study was conducted to protect m2m networks in smart manufacturing from cyberattacks. Protection has been developed by determining the normal (legitimate) activity of nodes and the characteristics that correspond to it. Violation of signs signals the attack in the target network and allows us to identify it. In determining the better configuration of ANN, it has been decided to focus on 3 components - the functions of activation of the hidden layer, the optimization methods and the dimension of the training dataset. The accuracy of the ANN is a guarantee of detecting an attack. To confirm that the accuracy is observed not only at the training stage, then for each network a testing phase was conducted. This stage showed how each network handles data that is not part of the training dataset, and how long it takes an ANN to process large data. The final stage of the investigation consisted in examining the neural network system, which is capable of detecting the entire class of attacks aimed at dynamic routing. Since this system consists of ANNs that have passed the testing phase for specific attacks, the entire system also goes through this stage and gives the exact answer.
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