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Abstract. Couplings play a central role in the analysis of Markov chain convergence and in the construction of novel Markov chain Monte Carlo estimators, diagnostics, and variance reduction techniques. The set of possible couplings is often intractable, frustrating the search for tight bounds and efficient estimators. To address this challenge for algorithms in the Metropolis–Hastings (MH) family, we establish a simple characterization of the set of MH transition kernel couplings. We then extend this result to describe the set of maximal couplings of the MH kernel, resolving an open question of O’Leary et al. [63]. Our results represent an advance in understanding the MH transition kernel and a step forward for coupling this popular class of algorithms.
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1. Introduction

Couplings have played an important role in the analysis of Markov chain convergence since the early days of the field [19, 34]. Beyond their role as a proof technique, couplings have also been used as a basis for sampling [25, 26, 59, 68], convergence diagnosis [11, 43, 44], variance reduction [31, 57, 66], and unbiased estimation [29, 38–40, 42, 55, 56]. Couplings that deliver smaller meeting times are associated with better results, and the design of such couplings is a central problem for theoretical and computational statisticians who use these methods.

Given a pair of Markov chains, the distribution of meeting times that can occur under any coupling is constrained by the total variation distance between the marginal distributions of the chains at each iteration [1, 51]. Couplings that achieve the fastest meeting times allowed by this bound are said to be efficient or maximal and exist in some generality [30, 32, 67]. These couplings are rarely Markovian, whereas this is a practical requirement in many of the applications above. Efficient Markovian couplings are known in a few cases, but they remain elusive for discrete-time MCMC algorithms [8, 12, 17, 18, 41, 47, 49]. For techniques such as the Metropolis–Hastings (MH) algorithm [35, 53], it is difficult even to describe or parameterize the set of possible couplings, much less to identify an optimum within this set. Despite its practical importance, coupling design is often an unsystematic task that relies on qualitative insight, experience, and luck.

In this paper, we aim to address this challenge by deriving a simple characterization of the set of possible MH kernel couplings. We show that every such coupling can be represented as a coupled proposal step followed by a coupled acceptance step with a short list of properties. We also show the converse: that any coupled proposal and acceptance steps with these properties combine to yield a coupling of MH transition kernels. Despite its simplicity, this result requires a clear understanding of the mechanics of MH coupling and has proved elusive since at least Johnson [44]. Yet it is of some theoretical and practical value, as described below.

On the theory side, our result addresses an important open question on the structure of MH kernel couplings, which is whether all such couplings have a ‘two-step’ representation. So far, two approaches to constructing MH kernel couplings...
have appeared in the literature: in the first (one-step) method, a coupling is defined directly in terms of the probability density or mass function of the marginal transition kernel \([63, 69, 74, 75]\). In the other (two-step) method, one first defines a coupling at the MH proposal step followed by a second coupling at the acceptance step \([13, 42, 44]\). One-step couplings seem more general, but they can be difficult to analyze. In contrast, two-step couplings have proven amenable to methods like those of Bou-Rabee et al. \([13]\), which yield explicit bounds on the contraction rate between chains. Our results show that all MH kernel couplings have a two-step representation, resolving the apparent tension between these two approaches.

On the practical side, our results make it easier to identify high-performance couplings of the MH transition kernel. First, they reframe the problem of transition kernel coupling design into the simpler tasks of selecting proposal and acceptance step couplings. Our results show that any coupling can be expressed in a two-step form, so there is no need to consider complex one-step couplings such as those in O’Leary \([62]\) in order to achieve rapid convergence between chains. This is an additional benefit since two-step couplings are often easier to implement than one-step couplings. Finally, proposal and acceptance step couplings often have natural parameterizations, and in this case, our results support the use of numerical methods such as gradient descent to optimize the performance of MH kernel couplings.

With the above results in hand, we turn to maximal couplings of the MH transition kernel, which are sometimes called greedy couplings \([2, 36]\), one-step maximal couplings \([37, 46, 70]\), or step-by-step maximal couplings \([65]\) of the associated Markov chains. While these couplings do not typically achieve the fastest meeting times allowed by the coupling inequality, they often perform well and serve as a valuable reference point for further analysis. Building on the results described above, we characterize maximal couplings in terms of the properties of the associated proposal and acceptance couplings. We also resolve an open question of O’Leary et al. \([63]\) on the structure of maximal transition kernel couplings and their relationship with maximal couplings of the proposal distributions.

We note that our results hold for simple MH algorithms as well as refinements such as Hamiltonian Monte Carlo \([22, 58, 60]\), the Metropolis-adjusted Langevin algorithm \([72]\), and particle MCMC \([4]\). They also hold on both continuous and discrete state spaces, and for ‘lazy’ implementations where the proposal distribution is not absolutely continuous with respect to the base measure. Finally, they hold for methods like Barker’s algorithm \([9]\) where the acceptance rate function differs from the usual MH form. Thus our characterizations of kernel couplings and maximal kernel couplings apply to most Markov chains which involve a sequence of proposal and acceptance steps.

The rest of this paper is organized as follows. In Section 2, we describe our notation and setting, state our main result on transition kernel couplings, and set out a series of definitions and lemmas to prove it. In Section 3, we highlight a few important properties of maximal couplings, consider the relationship between maximal proposal and transition kernel couplings, and prove our main result on the structure of maximal couplings of the MH transition kernel. In Section 4, we analyze the kernel couplings of several widely-used MH algorithms such as the random-walk MH algorithm and the Metropolis-adjusted Langevin algorithm. In Section 5 we discuss our results and outline future directions. Finally, in the appendix, we illustrate our definitions and results with a series of simple examples.

2. Metropolis–Hastings kernel couplings

In this section, we show that every MH-like transition kernel coupling can be represented as a proposal coupling followed by an acceptance indicator coupling (Theorem 2.2). After establishing our setting and notation, we build up to this proof through several auxiliary results (Lemmas 2.4-2.10). The key step is Lemma 2.8, which shows how to map from an arbitrary MH-like transition kernel coupling to a proposal coupling together with a structure we call a ‘coupled acceptance mechanism.’ The representation of transition kernel couplings in terms of coupled proposal and acceptance steps follows from this result. Finally, Corollary 2.11 in Section 2.7 gives a simplified form of Theorem 2.2 under mild assumptions on the proposal kernel.

2.1. Notation and setting

Let \((Z, \mathcal{G})\) be a measurable space. We say \(\Theta : Z \times \mathcal{G} \to [0, 1]\) is a Markov kernel if \(\Theta(z, \cdot)\) is a probability measure on \((Z, \mathcal{G})\) for each \(z \in Z\) and if \(\Theta(\cdot, A) : Z \to [0, 1]\) is a measurable function for each \(A \in \mathcal{G}\). We say that \(\Theta\) is a sub-probability kernel if it satisfies the same conditions but with \(\Theta(z, \cdot)\) a sub-probability measure for each \(z \in Z\) rather than
a probability measure. Finally, let $2^S$ denote the power set of a set $S$, let $	ext{Bern}(\alpha)$ denote the Bernoulli distribution on \{0, 1\} with $\mathbb{P}(\text{Bern}(\alpha) = 1) = \alpha$ for $\alpha \in [0, 1]$, and let $a \wedge b := \min(a, b)$ for any $a, b \in \mathbb{R}$.

Suppose that $(\mathbb{X}, \mathcal{F})$ is a Polish space with base measure $\lambda$. We take $\mathbb{X}$ to be our state space. Fix a Markov kernel $Q : \mathbb{X} \times \mathcal{F} \to [0, 1]$, which we call the proposal kernel, and a function $a : \mathbb{X} \times \mathbb{X} \to [0, 1]$, which we call the acceptance rate function. To be an acceptance rate function, we require that $a(x, \cdot)$ is $Q(x, \cdot)$-measurable and that $a(x, x) = 1$ for all $x \in \mathbb{X}$. The second condition simplifies many proofs and involves no loss of generality, as we discuss below. Given a current state $x \in \mathbb{X}$ and a measurable set $A \in \mathcal{F}$, we think of $Q(x, A)$ as the probability of proposing a move from $x$ to some $x' \in A$, and we think of $a(x, x')$ as the probability of accepting such a proposal. We call the probability measure $B(x, x') := \text{Bern}(a(x, x'))$ the acceptance indicator distribution associated with the acceptance rate function $a$, given a proposed move from $x$ to $x'$.

In this paper, we consider transition kernels that generalize the MH algorithm according to the following definition:

**Definition 2.1.** (MH-like transition kernel) We say that a Markov kernel $P$ is generated by $Q$ and $a$ if for all $x \in \mathbb{X}$, $x' \sim Q(x, \cdot)$ and $b_x \sim B(x, x') = \text{Bern}(a(x, x'))$ imply $X := b_x + (1 - b_x)x \sim P(x, \cdot)$. We say $P$ is generated by $Q$ and $B$ if $P$ is generated by $Q$ and $a$, and if $B$ is the acceptance indicator distribution associated with $a$. Finally, we say that a Markov transition kernel $P$ is MH-like if there exists a Markov kernel $Q : \mathbb{X} \times \mathcal{F} \to [0, 1]$ and an acceptance rate function $a : \mathbb{X} \times \mathbb{X} \to [0, 1]$ such that $P$ is generated by $Q$ and $a$.

Most MCMC algorithms that involve alternating proposal and acceptance steps are MH-like. The MH case arises when we
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In this paper, we consider transition kernels that generalize the MH algorithm according to the following definition:
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Most MCMC algorithms that involve alternating proposal and acceptance steps are MH-like. The MH case arises when we fix a target distribution $\pi \ll \lambda$, assume $Q(x, \cdot) \ll \lambda$ for all $x \in \mathbb{X}$, and set $a(x, x') := 1 + \frac{\pi(x')q(x', x)}{\pi(x)q(x, x')}$, where $\pi(\cdot) := d\pi/d\lambda$ and $q(x, \cdot) := dQ(x, \cdot)/d\lambda$. Our analysis also holds for alternative forms of $a(x, x')$ and for proposal kernels that are not absolutely continuous with respect to $\lambda$. The requirement that $a(x, x) = 1$ for all $x \in \mathbb{X}$ involves no loss of generality since any transition kernel $P$ that can be expressed in terms of some $a$ without this property can also be expressed in terms of another acceptance function $\alpha$ that has it. Thus our analysis applies to continuous and discrete state spaces, to lazy algorithms in which $Q(x, \{x\}) > 0$, and to the transition kernel of Barker’s algorithm [9] where $a(x, x') := \frac{\pi(x')q(x', x)}{\pi(x)q(x, x') + \pi(x')q(x', x)}$ for each $x \neq x'$. We refer the reader to Andrieu et al. [5] for a general framework for thinking about MH-like transition kernels.

Next, let $\mu$ and $\nu$ be any finite measures on $(\mathbb{X}, \mathcal{F})$. A measure $\gamma$ on $(\mathbb{X} \times \mathbb{X}, \mathcal{F} \otimes \mathcal{F})$ is called a coupling of $\mu$ and $\nu$ if $\gamma(A \times \mathbb{X}) = \mu(A)$ and $\gamma(\mathbb{X} \times A) = \nu(A)$ for all $A \in \mathcal{F}$. We write $\Gamma(\mu, \nu)$ for the set of couplings of $\mu$ and $\nu$, sometimes called the Fréchet class of these measures [48]. When $\mu$ and $\nu$ are probability measures, the coupling inequality states that $\mathbb{P}(\langle X = Y \rangle) \leq 1 - \|\mu - \nu\|_{\text{TV}}$ for $(X, Y) \sim \gamma \in \Gamma(\mu, \nu)$. Here $\|\mu - \nu\|_{\text{TV}} = \sup_{A \in \mathcal{F}} |\mu(A) - \nu(A)|$ is the total variation distance. See e.g. Lindvall [51, chap. 1.2] or Levin et al. [50, chap. 4] for a further discussion of this important inequality. A coupling $\gamma$ that achieves the coupling inequality bound is said to be maximal, and we write $\Gamma^{\text{max}}(\mu, \nu)$ for the set of such couplings. We note that there are important similarities between maximal couplings and optimal transport couplings, which goal is to minimize the expected distance between draws according to some metric. The need for exact meeting depends on the context. For most of the applications described in Section 1, the advantage of maximal couplings is that the pairs of chains can be kept together indefinitely once meeting occurs.

Suppose that $\Theta$ is a Markov kernel on $(\mathbb{Z}, \mathcal{G})$. Following Douc et al. [20, chap.19], we call $\Theta : (\mathbb{Z} \times \mathbb{Z}) \times (\mathcal{G} \otimes \mathcal{G}) \to [0, 1]$ a kernel coupling based on $\Theta$ if $\Theta$ is a Markov kernel on $(\mathbb{Z} \times \mathbb{Z}, \mathcal{G} \otimes \mathcal{G})$ and if $\Theta((z_1, z_2), \cdot) \in \Gamma(\Theta(z_1, \cdot), \Theta(z_2, \cdot))$ for all $z_1, z_2 \in \mathbb{Z}$. We write $\Gamma(\Theta, \Theta)$ for the set of all such kernel couplings. Likewise, we say that $\Theta$ is a maximal kernel coupling if each $\Theta((z_1, z_2), \cdot)$ is a maximal coupling of $\Theta(z_1, \cdot)$ and $\Theta(z_2, \cdot)$, and we write $\Gamma^{\text{max}}(\Theta, \Theta)$ for the set of these.

It is important to remember that a maximal kernel coupling $P \in \Gamma^{\text{max}}(P, P)$ does not usually correspond to a maximal of Markov chains in the sense of Aldous [1]. The former produces the highest probability of meeting at each individual step, while the latter produces the smallest meeting times allowed by the coupling inequality.

Suppose that an MH-like kernel $P$ is generated by a proposal kernel $Q$ and an acceptance rate function $a$. Then we call any $\bar{P} \in \Gamma(P, P)$ a transition kernel coupling and any $Q \in \Gamma(Q, Q)$ a proposal kernel coupling. Let $B$ be the power set of \{0, 1\} and suppose that $\bar{B} : \mathbb{X} \otimes \mathbb{X} \otimes \mathcal{F} \to [0, 1]$ be measurable for all $S \in \bar{B}$. Suppose that $\bar{B}$ generates a kernel coupling $\bar{P}$ if for all $x, y \in \mathbb{X}$, $(x', y') \sim Q(x, y, \cdot)$ and $b_{xy} \sim \bar{B}((x, y), (x', y'))$ whenever a pair of random variables $(b_{xy}, b_{y'})$ follows the acceptance indicator distribution $B$. Thus we say that a proposal coupling $Q$ and an acceptance indicator coupling $\bar{B}$ generate a kernel coupling $\bar{P}$ if for all $x, y \in \mathbb{X}$, $(x', y') \sim Q(x, y, \cdot)$ and $b_{xy} \sim \bar{B}((x, y), (x', y'))$ imply that $(X, Y) := (b_{xy}x + (1 - b_{xy})y, b_{y'} + (1 - b_{y'})y)$ follows the acceptance indicator distribution $B$. The second is to determine conditions on $Q$ and $\bar{B}$ such that pairs $(X, Y)$ defined as above follow a kernel coupling $\bar{P} \in \Gamma(P, P)$.
2.2. Main result

The literature on MH transition kernel couplings has so far considered individual examples of couplings or at most small classes of them. Johnson [44, section 3.4] showed that one can start with a proposal coupling \( \tilde{Q} \in \Gamma(Q, Q) \) and construct an acceptance indicator coupling \( \tilde{B} \) such that \( \tilde{Q} \) and \( \tilde{B} \) generate an MH transition kernel coupling \( \tilde{P} \in \Gamma(P, P) \). \( \tilde{Q} \) is taken to be the \( \gamma \)-coupling of Lindvall [51] and \( \tilde{B} \) is obtained by setting \( b_x = 1(U \leq a(x, x')) \) and \( b_y = 1(U \leq a(y, y')) \) using the same \( U \sim \text{Unif} \). Jacob et al. [63] defined a conditional \( \tilde{B} \) while modifying \( \tilde{Q} \) to obtain faster convergence between chains, employing a reflection strategy that yields dependence between \( x' \) and \( y' \) even when \( x' \neq y' \). Most recently, O’Leary et al. [63] defined a conditional \( \tilde{B} \) to obtain a maximal transition kernel coupling \( \tilde{P} \) from any maximal proposal kernel coupling \( \tilde{Q} \). Such couplings \( \tilde{B} \) accept proposals with \( x' = y' \) at more than the MH rate in exchange for a lower acceptance rate when \( x' \neq y' \), such that each chain continues to marginally evolve according to \( P \).

In contrast with these previous studies, our aim in this paper is to fully characterize the set of MH transition kernel couplings \( \Gamma(P, P) \) in terms of proposal and acceptance indicator couplings. In particular, we prove the following:

**Theorem 2.2.** Let \( P \) be the MH-like transition kernel on \( (X, \mathcal{F}) \) generated by a proposal kernel \( Q \) and an acceptance rate function \( a \). A joint kernel \( \tilde{P} \in \Gamma(P, P) \) if and only if it is generated by \( \tilde{Q} \in \Gamma(Q, Q) \) and an acceptance indicator coupling \( \tilde{B} \) such that for any \( x, y \in X \) and \((b_x, b_y) \sim B((x, y), (x', y'))\), we have

1. \( \mathbb{P}(b_x = 1 \mid x, y, x') = a(x, x') \) for \( Q(x, \cdot) \)-almost all \( x' \), and
2. \( \mathbb{P}(b_y = 1 \mid x, y, y') = a(y, y') \) for \( Q(y, \cdot) \)-almost all \( y' \).

This result shows that all MH-like transition kernel couplings \( \tilde{P} \) are ‘natural’ in the sense that they arise from coupled proposals \( (x', y') \sim Q((x, y), \cdot) \) that are accepted or rejected according to coupled indicators \((b_x, b_y) \sim B((x, y), (x', y'))\). The \( \tilde{B} \) conditions say that from any current state pair \((x, y)\), the \( x' \) and \( y' \) proposals are marginally accepted at the rate given by \( a \), potentially with complicated joint behavior. Finally, Theorem 2.2 confirms that simple conditions on the joint proposal and acceptance steps suffice to yield a kernel coupling \( \tilde{P} \) in \( \Gamma(P, P) \).

It is simple to show that the combination of a proposal coupling \( \tilde{Q} \) and an acceptance indicator coupling \( \tilde{B} \) with the properties above yields a kernel coupling \( \tilde{P} \in \Gamma(P, P) \). The converse requires a deeper understanding of the structure of transition kernel couplings. An example of the difficulty is as follows. A transition from the state pair \((x, y)\) to a measurable rectangle \( A_x \times A_y \) with \( x \notin A_x \) and \( y \notin A_y \) can only occur if points \( x' \in A_x \) and \( y' \in A_y \) are proposed and accepted. This makes it simple to work out the behavior of a hypothetical \( \tilde{Q} \) and \( \tilde{B} \) on these sets. However, transitions to \( A_x \times \{y\}, \{x\} \times A_y, \) and \( \{x\} \times \{y\} \) can arise from the partial or full rejection of proposed moves to measurable subsets of \( A_x \times X, X \times A_y, \) and \( X \times X \). It is challenging to relate all of these transition probabilities to joint proposal and acceptance measures in a consistent way.

Nevertheless, we prove Theorem 2.2 by constructing a mapping from an arbitrary kernel \( \tilde{P} \in \Gamma(P, P) \) to a joint distribution \( \tilde{Q} \) on proposals \((x', y')\) and a coupling \( \tilde{B} \) of acceptance indicators \((b_x, b_y)\), such that these reproduce \( \tilde{P} \) and agree with the original proposal kernel \( Q \) and acceptance rate function \( a \). To do so, we define a collection of joint measures \( \Phi \) on \((x', y')\) and \((b_x, b_y)\) with certain decomposition properties. This \( \Phi \) implies a proposal coupling \( \tilde{Q} \), and a Radon–Nikodym argument then yields an acceptance indicator coupling \( \tilde{B} \) with the desired properties.

2.3. Coupled acceptance mechanisms

To begin, we define a relationship that can exist between an MH-like transition kernel coupling and a proposal coupling:

**Definition 2.3.** We say that a proposal coupling \( \tilde{Q} \in \Gamma(Q, Q) \) and a transition kernel coupling \( \tilde{P} \in \Gamma(P, P) \) are related by a coupled acceptance mechanism \( \Phi = (\Phi_{11}, \Phi_{10}, \Phi_{01}, \Phi_{00}) \) if each \( \Phi_{ij}((x, y), \cdot) \) is a sub-probability on \((X \times X, \mathcal{F} \otimes \mathcal{F})\), and if for all \( x, y \in X, A_x, A_y \in \mathcal{F} \) we have

1. \( \tilde{Q}((x, y), A_x \times A_y) = (\Phi_{11} + \Phi_{10} + \Phi_{01} + \Phi_{00})((x, y), A_x \times A_y) \)
2. \( \tilde{P}((x, y), A_x \times A_y) = \Phi_{11}((x, y), A_x \times A_y) + \Phi_{10}((x, y), A_x \times X)1(y \in A_y) + \Phi_{01}((x, y), X \times A_y)1(x \in A_x) + \Phi_{00}((x, y), X \times X)1(x \in A_x)1(y \in A_y) \)
3. \( Q(x, \{y\}) = (\Phi_{11} + \Phi_{10})((x, y), \{x\} \times X) \) and \( Q(y, \{x\}) = (\Phi_{11} + \Phi_{01})((x, y), X \times \{y\}) \).
\begin{align*}
P((x, y), \{x\} \times \{y\}) \quad & \text{is generated by } \Phi = (\Phi_{11}, \Phi_{10}, \Phi_{01}, \Phi_{00}). \\
\text{We will see that the existence of a coupled acceptance mechanism } & \Phi \text{ gives the probability of a proposal } \Phi((x, y), \cdot) \text{ of transitions to the sets } A_x \times A_y, A_x \times \{y\}, \{x\} \times A_y, \text{ and } \{x\} \times \{y\}. \text{ The conditions of Definition 2.3 ensure that } \Phi \text{ agrees with both } Q \text{ and } P. \\
\text{Thus Definition 2.3 captures a set of relationships between a proposal coupling } & \tilde{Q} \text{ and a transition kernel coupling } \tilde{P} \text{ required for the former to potentially generate the latter. We see that } \Phi \text{ divides the probability in } \Phi((x, y), \cdot) \text{ according to scenarios in which both, or neither proposal is accepted, as illustrated in Figure 1. Condition 1 requires the total probability over these scenarios to sum to } Q \text{ for all measurable subsets of } \mathcal{X} \times \mathcal{X}. \text{ Condition 2 says that the resulting distribution over transitions must also agree with } P. \text{ Finally, Condition 3 addresses proposals with } x' = x \text{ or } y' = y \text{ and requires } \Phi \text{ to agree with the assumption that such proposals are always accepted. In Appendix A.1, we show that Condition 3 is independent of Conditions 1 and 2. We also show that more than one coupled acceptance mechanism } \Phi \text{ can relate the same pair } Q \in \Gamma(Q, Q) \text{ and } P \in \Gamma(P, P). \\
\text{The crux of Theorem 2.2 is to prove that every coupling of MH-like transition kernels } & \tilde{P} \text{ arises from a proposal and acceptance coupling. Thus, we begin by looking for coupled acceptance mechanisms } \Phi \text{ that distribute the probability } \tilde{Q}((x, y), A_x \times A_y) \text{ of a proposal from } (x, y) \text{ to } (x', y') \in A_x \times A_y \text{ into contributions to the probability of a transition from } (x, y) \text{ to } (X, Y) \in A_x \times A_y, A_x \times \{y\}, \{x\} \times A_y, \text{ and } \{x\} \times \{y\} \text{ in a consistent way. The following result establishes the necessity of the conditions in Definition 2.3 for this task.} \\
\textbf{Lemma 2.4.} \text{ Let } \tilde{P} \in \Gamma(P, P) \text{ be a coupling of MH-like transition kernels. If a proposal coupling } \tilde{Q} \text{ and an acceptance indicator coupling } \tilde{B} \text{ generate } \tilde{P}, \text{ then there exists a coupled acceptance mechanism } \Phi \text{ relating } \tilde{Q} \text{ and } \tilde{P}. \\
\textbf{Proof.} \text{ Fix } (x, y), \text{ let } (x', y') \sim \tilde{Q}((x, y), \cdot), \text{ and let } (b_x, b_y) \sim \tilde{B}((x, y), (x', y')). \text{ For } A \in \mathcal{F} \otimes \mathcal{F} \text{ and } i, j \in \{0, 1\}, \text{ define } \Phi_{ij}((x, y), A) := \tilde{P}((x', y') \in A | b_x = i, b_y = j | x, y). \text{ This } \Phi \text{ satisfies Condition 1, since for all } A_x, A_y \in \mathcal{F} \text{ we}.
\end{align*}
have \( \overline{Q}(x, y), A_x \times A_y = \mathbb{P}(x', y') \in A_x \times A_y \mid x, y \). It also satisfies Condition 2, as

\[
\overline{P}(x, y), A_x \times A_y = \mathbb{P}(X \in A_x, Y \in A_y \mid x, y) = \mathbb{P}(x' \in A_x, y' \in A_y, b_x = 1, b_y = 1 \mid x, y) + \mathbb{P}(x' \in A_x, y \in A_y, b_x = 0, b_y = 0 \mid x, y) + \mathbb{P}(x \in A_x, y' \in A_y, b_x = 0, b_y = 1 \mid x, y) + \mathbb{P}(x \in A_x, y \in A_y, b_x = 1, b_y = 0 \mid x, y) = \Phi_{11}(x, y), A_x \times A_y) + \Phi_{10}(x, y), A_x \times \mathcal{X})1(y \in A_y) + \Phi_{01}(x, y), \mathcal{X} \times A_y)1(x \in A_x) + \Phi_{00}(x, y), \mathcal{X} \times \mathcal{X})1(x \in A_x)1(y \in A_y).
\]

Finally, for Condition 3 we have

\[
\Phi(\Phi_{11} + \Phi_{10})(x, y), \{x\} \times \mathcal{X}) = \mathbb{P}(x' = x, b_x = 1) = a(x, x)Q(x, \{x\}) = Q(x, \{x\})
\]

Thus \( \Phi \) is a coupled acceptance mechanism relating \( \overline{Q} \) and \( \overline{P} \).

The \( \overline{P} \) condition of Definition 2.3 takes a more intuitive, if less compact, form when expressed in terms of measurable sets \( A_x, A_y \in \mathcal{F} \) with \( x \notin A_x \) and \( y \notin A_y \):

**Lemma 2.5.** Let \( \overline{P} \in \Gamma(P, P) \) and suppose \( \Phi = (\Phi_{11}, \Phi_{10}, \Phi_{01}, \Phi_{00}) \) are a collection of measures on \( (\mathcal{X} \times \mathcal{X}, \mathcal{F} \otimes \mathcal{F}) \). Then Condition 2 of Definition 2.3 holds if and only if for all \( A_x, A_y \in \mathcal{F} \) with \( x \notin A_x \) and \( y \notin A_y \), we have

1. \( \overline{P}(x, y), A_x \times A_y = \Phi_{11}(x, y), A_x \times A_y \)
2. \( \overline{P}(x, y), A_x \times \{y\} = \Phi_{11}(x, y), A_x \times \{y\} + \Phi_{10}(x, y), A_x \times \mathcal{X}) \)
3. \( \overline{P}(x, y), \{x\} \times A_y = \Phi_{11}(x, y), \{x\} \times A_y + \Phi_{01}(x, y), \mathcal{X} \times A_y \)
4. \( \overline{P}(x, y), \{x\} \times \{y\} = \Phi_{11}(x, y), \{x\} \times \{y\} + \Phi_{10}(x, y, \{x\} \times \mathcal{X}) + \Phi_{01}(x, y, \mathcal{X} \times \{y\}) + \Phi_{00}(x, y, \mathcal{X} \times \mathcal{X}) \)

**Proof.** The equalities above follow by evaluating Condition 2 of Definition 2.3 at the four possible combinations of \( \{x\} \) or \( A_x \setminus \{x\} \) and \( \{y\} \) or \( A_y \setminus \{y\} \). For the converse, note that for any \( A_x, A_y \in \mathcal{F} \) we have

\[
\overline{P}(x, y), A_x \times A_y = \overline{P}(x, y, (A_x \setminus \{x\}) \times (A_y \setminus \{y\})) + \overline{P}(x, y, (A_x \setminus \{x\}) \times \{y\})1(y \in A_y) + \overline{P}(x, y, \{x\} \times (A_y \setminus \{y\}))1(x \in A_x) + \overline{P}(x, y, \{x\} \times \{y\})1(x \in A_x)1(y \in A_y).
\]

Replacing these terms with the equalities above yields Condition 2 of Definition 2.3.

Condition 1 of Lemma 2.5 reflects the fact that the only way for a joint chain to transition from \( (x, y) \) to \( A_x \times A_y \) with \( x \notin A_x \) and \( y \notin A_y \) is to propose and accept a transition to some \( (x', y') \in A_x \times A_y \). Condition 2 says that the probability of transitioning to a point in \( A_x \times \{y\} \) amounts to the combined probability of accepting a proposal directly to such a point or by proposing a move to some \( (x', y') \in A_x \times \mathcal{X} \), with \( x' \) accepted and \( y' \) rejected. The other two conditions have similar interpretations.

2.4. Existence of a coupled acceptance mechanism

To prove Theorem 2.2 we must show that any MH-like transition kernel coupling \( \overline{P} \in \Gamma(P, P) \) arises from a proposal coupling \( \overline{Q} \in \Gamma(Q, Q) \) and an acceptance indicator coupling \( \overline{B} \) with certain properties. In this subsection we show that for any \( \overline{P} \in \Gamma(P, P) \), there exists a kernel coupling \( \overline{Q} \in \Gamma(Q, Q) \) and a coupled acceptance mechanism \( \Phi \) relating \( \overline{Q} \) and
In the next subsection we show that we can transform this $\Phi$ into an acceptance coupling $\tilde{B}$. Finally, we use these results to prove our main theorem. We will make use of the following objects, which are defined for $x \in X$ and $A \in \mathcal{F}$:

$$\alpha_0(x, A) := Q(x, A \setminus \{x\}) - P(x, A \setminus \{x\})$$

$$\alpha_1(x, A) := Q(x, A \cap \{x\}) + P(x, A \setminus \{x\})$$

$$\beta(x) :=\begin{cases} 
\frac{Q(x, \{x\})}{P(x, \{x\})} & \text{if } P(x, \{x\}) > 0 \\
1 & \text{otherwise}
\end{cases}$$

$$\mu(x, A) :=\begin{cases} 
\frac{\alpha_0(x, A)}{\alpha_0(x', \mathcal{X})} & \text{if } \alpha_0(x, \mathcal{X}) > 0 \\
1(x \in A) & \text{otherwise}.
\end{cases}$$

Note that these definitions depend only on the marginal kernels $Q$ and $P$. Each of the above has a simple interpretation in terms of the underlying chains:

**Lemma 2.6.** Let $x \in X$, $A \in \mathcal{F}$, $x' \sim Q(x, \cdot)$, $b_x \sim B(x, x') = \text{Bern}(a(x, x'))$, and $X := b_x x' + (1 - b_x) x$, so that by definition $X \sim P(x, \cdot)$. Then $\alpha_i(x, A) = P(x' \in A, b_x = i \mid x)$ for $i \in \{0, 1\}$, $\beta(x) = P(b_x = 1 \mid x, X = x)$ when $P(x, \{x\}) > 0$, and $\mu(x, A) = P(x' \in A \mid b_x = 0, x)$ when $\alpha_0(x, \mathcal{X}) > 0$.

**Proof.** By assumption, the acceptance rate function has $a(x, x) = 1$ for all $x$. Thus $P(x' \in A \cap \{x\}, b_x = 0 \mid x) = 0$, and

$$\alpha_0(x, A) = Q(x, A \setminus \{x\}) - P(x, A \setminus \{x\}) = P(x' \in A \setminus \{x\} \mid x) - P(X \in A \setminus \{x\} \mid x) = P(x' \in A \mid x) - P(x' \in A, b_x = 1 \mid x) = P(x' \in A, b_x = 0 \mid x).$$

Similarly,

$$\alpha_1(x, A) = Q(x, A \cap \{x\}) + P(x, A \setminus \{x\}) = P(x' \in A \cap \{x\} \mid x) + P(X \in A \setminus \{x\} \mid x) = P(x' \in A \cap \{x\}, b_x = 1 \mid x) + P(x' \in A \setminus \{x\}, b_x = 1 \mid x) = P(x' \in A, b_x = 1 \mid x).$$

Suppose $P(x, \{x\}) > 0$. Then since $a(x, x) = P(b_x = 1 \mid x, x' = x) = 1$ we have

$$\beta(x) = \frac{Q(x, \{x\})}{P(x, \{x\})} = \frac{P(b_x = 1, x' = x \mid x)}{P(X = x \mid x)} = \frac{P(b_x = 1, X = x \mid x)}{P(X = x \mid x)} = P(b_x = 1 \mid x, X = x).$$

Finally, say $\alpha_0(x, \mathcal{X}) > 0$. Then

$$\mu(x, A) = \frac{\alpha_0(x, A)}{\alpha_0(x, \mathcal{X})} = \frac{P(x' \in A, b_x = 0 \mid x)}{P(b_x = 0 \mid x)} = P(x' \in A \mid b_x = 0, x).$$

Thus, each of $\alpha_0, \alpha_1, \beta$, and $\mu$ has a simple meaning in terms of the joint probability of $x'$ and $b_x$ induced by the proposal kernel $Q$ and the acceptance indicator distribution $\widetilde{B}$.

We will also need the following properties:

**Lemma 2.7.** Let $x \in X$ and $A \in \mathcal{F}$. Then $Q(x, A \cap \{x\}) = P(x, A \cap \{x\}) \beta(x)$, $Q(x, A) = \alpha_1(x, A) + \mu(x, A)\alpha_0(x, \mathcal{X})$, $\beta(x) \in [0, 1]$, and $\mu(x, \cdot)$ is a measure on $(X', \mathcal{F})$.

**Proof.** When $P(x, \{x\}) > 0$, $\beta(x) \in [0, 1]$ by Lemma 2.6. Otherwise $\beta(x) = 1$, so in either case $\beta(x) \in [0, 1]$. Also by Lemma 2.6, we observe that $\mu(x, \cdot)$ is the indicator of a measurable set or a well-defined conditional probability, and so in either case it defines a measure on $(X', \mathcal{F})$.

For the first $Q$ equality, if $x \notin A$, then the $Q(x, A \cap \{x\}) = 0 = P(x, A \cap \{x\}) \beta(x)$. If $x \in A$ then we want to show $Q(x, \{x\}) = P(x, \{x\}) \beta(x)$. This holds by the definition of $\beta(x)$ when $P(x, \{x\}) > 0$. Since $a(x, x) = 1$ for all $x \in X$, $P(x, \{x\}) = 0$ implies $Q(x, \{x\}) = 0$, so the result also holds in this case.

When $\alpha_0(x, \mathcal{X}) > 0$, the second $Q$ equality holds by the definitions of $\mu, \alpha_0$, and $\alpha_1$. This leaves the $\alpha_0(x, \mathcal{X}) = 0$ case. In general, $\alpha_0(x, \mathcal{X}) = Q(x, \{x\}') + P(x, \{x\}') = \int (1 - a(x, x')) Q(x, dx'),$ since $a(x, x) = 1$ for all $x \in X$. Thus $\alpha_0(x, \mathcal{X}) = 0$ implies $a(x, x') = 1$ for $Q(x, \cdot)$-almost all $x'$, so $\alpha_1(x, A) = Q(x, A \cap \{x\}) + \int_{A \setminus \{x\}} a(x, x') Q(x, dx') = Q(x, A)$. Thus the second equality also holds when $\alpha_0(x, \mathcal{X}) = 0$. 

\end{proof}
We now describe the main lemma used in our proof of Theorem 2.2.

**Lemma 2.8.** For any coupling $\bar{P} \in \Gamma(P,P)$ of MH-like transition kernels, there exists a proposal coupling $Q \in \Gamma(Q,Q)$ and a coupled acceptance mechanism $\Phi$ relating $Q$ and $\bar{P}$.

**Proof.** The proof proceeds in three steps. First we define a collection of sub-probability kernels $\Phi = (\Phi_{11}, \Phi_{10}, \Phi_{01}, \Phi_{00})$ in terms of $\bar{P}$. Then we use $\Phi$ to define a kernel coupling $Q \in \Gamma(Q,Q)$. Finally, we show that $\Phi$ satisfies the conditions of Definition 2.3, making it a coupled acceptance mechanism relating $Q$ and $\bar{P}$.

We begin with an explicit formula for $\Phi_{11}$ in terms of $\bar{P}$. For $x, y \in \mathcal{X}$ and $A \in \mathcal{F} \otimes \mathcal{F}$, let

$$
\Phi_{11}(x, y, A) : = \bar{P}( (x, y), A \cap \{ x \} ) + \bar{P}( (x, y), A \cap \{ y \} ) \beta(x) + \bar{P}( (x, y), A \cap \{ x \} \times \{ y \} ) \beta(y).
$$

Here $\Phi_{11}$ is a sub-probability kernel, since $\beta(\cdot) \in [0,1]$ by Lemma 2.7. We use a product measure construction to define the other three components of $\Phi$. For $x, y \in \mathcal{X}$ and $A_x, A_y \in \mathcal{F}$, let

$$
\Psi_{10}((x, y), A_x) : = \alpha_0(x, A_x) - \Phi_{11}((x, y), A_x \times \mathcal{X}) \quad \text{and} \quad \Psi_{01}((x, y), A_y) : = \alpha_1(y, A_y) - \Phi_{11}((x, y), \mathcal{X} \times A_y).
$$

We claim that $\Psi_{10}((x, y), \cdot)$ and $\Psi_{01}((x, y), \cdot)$ are sub-probabilities on $(\mathcal{X}, \mathcal{F})$. Indeed, by Lemma 2.7 and the fact that $P \in \Gamma(P, P)$, we have

$$
\alpha_1(x, A_x) = P(x, A_x \setminus \{ x \}) + P(x, A_x \cap \{ x \} ) \beta(x)
$$

$$
= \bar{P}( (x, y), (A_x \setminus \{ x \} ) \times \{ y \} ) + \bar{P}( (x, y), (A_x \cap \{ x \} ) \times \{ y \} ) \beta(x)
$$

$$
+ \bar{P}( (x, y), (A_x \cap \{ x \} ) \times \{ y \} ) \beta(x).
$$

Plugging $A_x \times \mathcal{X}$ into the definition of $\Phi_{11}$ yields analogous terms:

$$
\Phi_{11}((x, y), A_x \times \mathcal{X}) = \bar{P}( (x, y), (A_x \setminus \{ x \} ) \times \{ y \} ) + \bar{P}( (x, y), (A_x \cap \{ x \} ) \times \{ y \} ) \beta(x)
$$

$$
+ \bar{P}( (x, y), (A_x \cap \{ x \} ) \times \{ y \} ) \beta(x) + \bar{P}( (x, y), (A_x \cap \{ x \} ) \times \{ y \} ) \beta(y).
$$

Thus $\Psi_{10}((x, y), A_x) = (\bar{P}( (x, y), (A_x \setminus \{ x \} ) \times \{ y \} ) + \bar{P}( (x, y), (A_x \cap \{ x \} ) \times \{ y \} ) \beta(x))(1 - \beta(y))$, and similarly for $\Psi_{01}((x, y), A_y)$. It follows that $\Psi_{10}((x, y), \cdot)$ and $\Psi_{01}((x, y), \cdot)$ are sub-probabilities. We also set

$$
\Psi_{00}(x, y) : = 1 - \alpha_0(x, \mathcal{X}) - \alpha_1(y, \mathcal{X}) + \Phi_{11}((x, y), \mathcal{X} \times \mathcal{X}).
$$

Algebraic manipulations show that $\Psi_{00}(x, y) = \bar{P}( (x, y), \{ x \} \times \{ y \} ) (1 - \beta(x))(1 - \beta(y)) \in [0, 1]$.

With these results in hand, we define $\Phi_{10}((x, y), \cdot), \Phi_{01}((x, y), \cdot)$, and $\Phi_{00}((x, y), \cdot)$ as the product measures extending the following equalities to $(\mathcal{X} \times \mathcal{X}, \mathcal{F} \otimes \mathcal{F})$:

$$
\Phi_{10}((x, y), A_x \times A_y) = \Psi_{10}((x, y), A_x) \mu(y, A_y) \quad \Phi_{01}((x, y), A_x \times A_y) = \mu(x, A_x) \Psi_{01}((x, y), A_y)
$$

$$
\Phi_{00}((x, y), A_x \times A_y) = \mu(x, A_x) \mu(y, A_y) \Psi_{00}(x, y).
$$

Thus each component of $\Phi = (\Phi_{11}, \Phi_{10}, \Phi_{01}, \Phi_{00})$ is a sub-probability kernel.

Next, we set $\tilde{Q}((x, y), A) : = (\Phi_{11} + \Phi_{10} + \Phi_{01} + \Phi_{00})((x, y), A)$ for all $A \in \mathcal{F} \otimes \mathcal{F}$. To see that $\tilde{Q} \in \Gamma(Q, Q)$, note that for any $x, y \in \mathcal{X}$ and $A_x \in \mathcal{F}$ we have

$$
\tilde{Q}((x, y), A_x \times \mathcal{X}) = (\Phi_{11} + \Phi_{10} + \Phi_{01} + \Phi_{00})((x, y), A_x \times \mathcal{X})
$$

$$
= (\Phi_{11} + \Phi_{10})((A_x \times \mathcal{X}) + \mu(x, A_x))(\Phi_{01} + \Phi_{00})(\mathcal{X} \times \mathcal{X})
$$

$$
= \alpha_1(x, A_x) + \mu(x, A_x) \alpha_0(x, A_x) = Q(x, A_x).
$$

The second-to-last equality follows from the definitions of $\Psi_{10}, \Psi_{01}$ and $\Psi_{00}$, while the last equality is due to Lemma 2.7. A similar argument shows that $\tilde{Q}((x, y), \mathcal{X} \times A_y) = Q(y, A_y)$ for any $x, y \in \mathcal{X}$ and $A_y \in \mathcal{F}$. Thus $\tilde{Q} \in \Gamma(Q, Q)$.
Finally, we show that $\Phi$ satisfies the conditions of Definition 2.3. The $\bar{Q}$ condition is automatically satisfied given the definitions above. For the $\bar{P}$ condition, we check the four cases described in Lemma 2.5. For the $(A_x \setminus \{x\}) \times (A_y \setminus \{y\})$ case, we have $\Phi_11((x, y), (A_x \setminus \{x\}) \times (A_y \setminus \{y\})) = \bar{P}(x, y), (A_x \setminus \{x\}) \times (A_y \setminus \{y\}))$. For the $(A_x \setminus \{x\}) \times \{y\}$ case,

$$\Phi_11((x, y), (A_x \setminus \{x\}) \times \{y\}) + \Phi_10((x, y), (A_x \setminus \{x\}) \times \mathcal{X})
= P(x, A_x \setminus \{x\}) - \bar{P}(x, y), (A_x \setminus \{x\}) \times \{y\}^c) = \bar{P}(x, y), (A_x \setminus \{x\}) \times \{y\}).$$

Here we have used the definitions of $\Phi_11$ and $\Phi_10$ and the fact that $\alpha_1(x, A \setminus \{x\}) = P(x, A \setminus \{x\})$ for the first equality. The second equality follows from the definition of $\bar{P} \in \Gamma(P, \bar{P})$. By a similar argument

$$\Phi_11((x, y), \{x\} \times (A_y \setminus \{y\})) + \Phi_10((x, y), \mathcal{X} \times (A_y \setminus \{y\})) = \bar{P}(x, y), \{x\} \times (A_y \setminus \{y\})).$$

For the $\{x\} \times \{y\}$ case we have

$$\Phi_11((x, y), \{x\} \times \{y\}) + \Phi_10((x, y), \{x\} \times \mathcal{X}) + \Phi_01((x, y), \mathcal{X} \times \{y\}) + \Phi_00((x, y), \mathcal{X} \times \mathcal{X})
= 1 + \Phi_11((x, y), \{y\}^c \times \{y\}^c - \alpha_1(x, \{y\}^c) - \alpha_1(y, \{y\}^c) = \bar{P}(x, y), \{x\} \times \{y\}).$$

For the last condition of Definition 2.3, note that by the definitions of $\Phi$ and $\alpha_1$,

$$(\Phi_11 + \Phi_10)((x, y), \{x\} \times \mathcal{X}) = \alpha_1(x, \{x\}) = Q(x, \{x\})$$

$$(\Phi_11 + \Phi_01)((x, y), \mathcal{X} \times \{y\}) = \alpha_1(y, \{y\}) = Q(y, \{y\}).$$

We conclude that $\Phi$ is a coupled acceptance mechanism relating $\bar{P}$ and $\bar{Q}$.

2.5. Existence of an acceptance indicator coupling

Next, we show that if we have a coupled acceptance mechanism $\Phi$ relating $\bar{Q}$ and $\bar{P}$, then there exists an acceptance indicator coupling $\bar{B}$ such that $\bar{Q}$ and $\bar{B}$ generate $\bar{P}$. In the following, we write $\Delta^{n-1}$ for the set of multinomial distributions on a set with $n$ elements.

**Lemma 2.9.** Say $\bar{P} \in \Gamma(P, P), \bar{Q} \in \Gamma(Q, Q)$, and $\Phi$ is a coupled acceptance mechanism relating $\bar{P}$ and $\bar{Q}$. Then there exist $Q((x, y), \cdot)\text{-measurable functions} \phi_{ij}((x, y), \cdot)\text{ for } i, j \in \{0, 1\} \text{ with } \phi = (\phi_{11}, \phi_{01}, \phi_{00})(x, y), (x', y') \in \Delta^2$ for $Q((x, y), \cdot)\text{-almost all } (x', y')$. If we define an acceptance indicator coupling $\bar{B}$ so that $(b_x, b_y) \sim \bar{B}(x, y), (x', y'))$ implies $\mathbb{P}(b_x = i, b_y = j | x, y, x', y') = \phi_{ij}((x, y), (x', y'))$, then $\bar{Q}$ and $\bar{B}$ generate $\bar{P}$.

**Proof.** For each $i, j \in \{0, 1\}$, we have $\Phi_{ij}((x, y), \cdot) \ll Q((x, y), \cdot)$ by the $\bar{Q}$ condition of Definition 2.3. Thus we can form Radon–Nikodym derivatives $\phi_{ij}((x, y), \cdot) := d\Phi_{ij}((x, y), \cdot)/dQ((x, y), \cdot)$. The RN derivative is linear and $d\bar{Q}((x, y), \cdot)/d\bar{Q}((x, y), \cdot) = 1$, so for $Q((x, y), \cdot)$-almost all $(x', y')$ we have $\sum_{i, j \in \{0, 1\} \phi_{ij}((x, y), (x', y')) = 1$. Since $\phi_{ij} \geq 0$, this implies that each $\phi_{ij} \leq 1$. Thus $\phi((x, y), (x', y')) \in \Delta^2$ for $Q((x, y), \cdot)$-almost all $(x', y')$.

For points $(x', y')$ where the above holds, let $(b_x, b_y) \sim \bar{B}(x, y), (x', y'))$ be the multinomial random variable on $\{0, 1\}^2$ with $\mathbb{P}(b_x = i, b_y = j | x, y, x', y') = \phi_{ij}((x, y), (x', y'))$ for $i, j \in \{0, 1\}$. Suppose that $(x', y') \sim Q((x, y), \cdot)$ and let $X := x' b_x + x(1 - b_x)$ and $Y := y'b_y + y(1 - b_y)$. Then for any $A_x, A_y \in \mathcal{F}$ we have

$$\mathbb{P}((X, Y) \in A_x \times A_y, b_x = 1, b_y = 1 | x, y) = \Phi_{11}(x, y), A_x \times A_y)$$

$$\mathbb{P}((X, Y) \in A_x \times A_y, b_x = 1, b_y = 0 | x, y) = \Phi_{10}(x, y), A_x \times \mathcal{X})1(y \in A_y)$$

$$\mathbb{P}((X, Y) \in A_x \times A_y, b_x = 0, b_y = 1 | x, y) = \Phi_{01}(x, y), \mathcal{X} \times A_y)1(x \in A_x)$$

$$\mathbb{P}((X, Y) \in A_x \times A_y, b_x = 0, b_y = 0 | x, y) = \Phi_{00}(x, y), \mathcal{X} \times \mathcal{X})1(x \in A_x, 1(y \in A_y)).$$

It follows from these expressions together with Definition 2.3 that $\mathbb{P}((X, Y) \in A_x \times A_y) = \bar{P}(x, y), A_x \times A_y)$ on all measurable rectangles $A_x \times A_y$, and hence $\mathbb{P}((X, Y) \in A) = \bar{P}(x, y), A$ for all $A \in \mathcal{F} \otimes \mathcal{F}$. We conclude that $\bar{Q}$ and $\bar{B}$ generate $\bar{P}$.
Next, we show that when a joint proposal kernel $\bar{Q}$ and a joint transition kernel $\bar{P}$ are related by a coupled acceptance mechanism $\Phi$, then the acceptance indicator coupling derived above satisfies the conditions of Theorem 2.2.

**Lemma 2.10.** Let $\Phi$ be a coupled acceptance mechanism relating $\bar{P} \in \Gamma(P, P)$ and $\bar{Q} \in \Gamma(Q, Q)$, and let $\phi$ and $\bar{B}$ be as in the proof of Lemma 2.9. If $(b_x, b_y) \sim \bar{B}((x, y), (x', y'))$, then

1. $\mathbb{P}(b_x = 1 | x, y, x') = a(x, x')$ for $Q(x, \cdot)$-almost all $x'$, and
2. $\mathbb{P}(b_y = 1 | x, y, y') = a(y, y')$ for $Q(y, \cdot)$-almost all $y'$.

**Proof.** Let $a_x := \phi_{11} + \phi_{10}$. Then $\mathbb{P}(b_x = 1 | x, y, x') = \mathbb{E}_{\bar{Q}((x, y), \cdot)}[a_x((x, y), (x', y')) | x, y, x']$, and $a_x((x, y), \cdot)$ is $Q((x, y), \cdot)$-measurable. For all $A \in \mathcal{F}$, we have

$$
\int 1(x' \in A) \mathbb{P}(b_x = 1 | x, y, x') \bar{Q}((x, y), (dx', dy')) = \int 1(x' \in A) a_x((x, y), (x', y')) \bar{Q}((x, y), (dx', dy'))
$$

$$
= (\Phi_{11} + \Phi_{10})((x, y), A \times \mathcal{X}) = Q(x, \{x\} \cap A) + P(x, A \setminus \{x\}) = \int_a(x, x') Q(x, dx')
$$

$$
= \int 1(x' \in A) a(x, x') \bar{Q}((x, y), (dx', dy')).
$$

The first equality follows from the defining property of conditional expectations. Condition 2 of Definition 2.3 implies $(\Phi_{11} + \Phi_{10})((x, y), (A \setminus \{x\}) \times \mathcal{X}) = \bar{P}((x, y), (A \setminus \{x\}) \times \mathcal{X})$, while Condition 3 implies that $Q(x, A \cap \{x\}) = (\Phi_{11} + \Phi_{10})((x, y), (A \cap \{x\}) \times \mathcal{X})$. These combine to yield the third equality, above.

By the essential uniqueness of the Radon–Nikodym derivative, $\mathbb{P}(b_x = 1 | x, y, x') = a(x, x')$ for all $x'$ in a measurable set $A \in \mathcal{F}$ with $Q((x, y), A \setminus \mathcal{X}) = Q(x, A) = 1$. Thus this equality holds for $Q(x, \cdot)$-almost all $x' \in \mathcal{X}$. A similar argument shows that $\mathbb{P}(b_y = 1 | x, y, y') = a(y, y')$ for $Q(y, \cdot)$-almost all $y' \in \mathcal{X}$. \(\square\)

2.6. Main result

Having established the lemmas above, we can now prove the main result of this section.

**Proof of Theorem 2.2.** For the ‘if’ case, assume $\bar{Q} \in \Gamma(Q, Q)$ and $(b_x, b_y) \sim \bar{B}((x, y), (x', y'))$, an acceptance indicator coupling with $\mathbb{P}(b_x = 1 | x, y, x') = a(x, x')$ for $Q(x, \cdot)$-almost all $x'$ and $\mathbb{P}(b_y = 1 | x, y, y') = a(y, y')$ for $Q(y, \cdot)$-almost all $y'$. Let $\bar{P}((x, y), \cdot)$ be the law of $(X, Y) := (b_x x' + (1 - b_x) x, b_y y' + (1 - b_y) y)$. Then for any $A \in \mathcal{F}$,

$$
\bar{P}((x, y), A \times \mathcal{X}) = \mathbb{P}(X \in A | x, y) = \mathbb{P}(x' \in A, b_x = 1 | x, y) + \mathbb{P}(x \in A, b_x = 0 | x, y)
$$

$$
= \int 1(x' \in A) a(x, x') Q(x, dx') + 1(x \in A) \int (1 - a(x, x')) Q(x, dx') = P(x, A).
$$

Similarly, $\bar{P}((x, y), \mathcal{X} \times A) = P(y, A)$ for any $A \in \mathcal{F}$. Thus $\bar{P} \in \Gamma(P, P)$.

For the ‘only if’ case, take any $\bar{P} \in \Gamma(P, P)$. By Lemma 2.8, there exists a proposal coupling $\bar{Q} \in \Gamma(Q, Q)$ and a coupled acceptance mechanism $\Phi$ relating $\bar{Q}$ and $\bar{P}$. Then by Lemma 2.9, there exists an acceptance indicator coupling $\bar{B}$ such that $\bar{Q}$ and $\bar{B}$ generate $\bar{P}$. Finally, by Lemma 2.10, this $\bar{B}$ will be such that if $(b_x, b_y) \sim \bar{B}((x, y), (x', y'))$, then $\mathbb{P}(b_x = 1 | x, y, x') = a(x, x')$ for $Q(x, \cdot)$-almost all $x'$ and $\mathbb{P}(b_y = 1 | x, y, y') = a(y, y')$ for $Q(y, \cdot)$-almost all $y'$. Thus we conclude that $\bar{P}$ is generated by a proposal coupling $\bar{Q}$ and an acceptance indicator coupling $\bar{B}$ with the desired properties. \(\square\)

2.7. Simplified characterization of couplings

To prove the ‘only if’ part of Theorem 2.2 we constructed a map from an arbitrary coupling $\bar{P} \in \Gamma(P, P)$ to a proposal coupling $\bar{Q} \in \Gamma(Q, Q)$ and an acceptance indicator coupling $\bar{B}$ such that $\bar{Q}$ and $\bar{B}$ generate $\bar{P}$. Lemmas 2.6–2.10 suggest
a potentially complicated relationship between $\bar{P}$, $\bar{Q}$, and $\bar{B}$, at least when $P$ is allowed to be any MH-like transition kernel. As we show below in Corollary 2.11, this relationship takes a more intuitive form if we require $Q(x, \cdot)$ to be absolutely continuous with respect to the base measure and require $Q(x, \{x\}) = 0$ for all $x \in \mathcal{F}$. These assumptions often hold, for instance when the state space is continuous and $\lambda$ is non-atomic, when $Q$ represents a non-lazy random walk on a discrete state space, and in many other cases.

We need to make a few definitions and analytical observations before stating the main result of this section. First, for all $A_x \in \mathcal{F}$ let $\bar{P}_x(x, A_x) := \bar{P}((x, y), (A_x \setminus \{x\}) \times \{y\})$, so that $\bar{P}_x(x, \cdot)$ is a sub-probability on $(\mathcal{X}, \mathcal{F})$. Then for all $x, y \in \mathcal{X}$, $Q(x, \cdot) \ll \lambda$ implies $\bar{P}_y(x, \cdot) \ll \lambda$, since

$$\bar{P}_y(x, A_x) = \bar{P}((x, y), (A_x \setminus \{x\}) \times \{y\}) \leq \bar{P}((x, y), (A_x \setminus \{x\}) \times \mathcal{X}) = P(x, A_x \setminus \{x\}) = \int_{A_x \setminus \{x\}} a(x, x') q(x, x') \lambda(dx').$$

Here $q(x, \cdot) = dQ(x, \cdot)/d\lambda$. Therefore $\bar{P}_y(x, \cdot)$ will have density $\bar{p}_y(x, \cdot)$ with respect to $\lambda$ by the Radon–Nikodym theorem. Similarly, $\bar{P}_x(y, A_y) := \bar{P}((x, y), \{x\} \times (A_y \setminus \{y\}))$ will have density $\bar{p}_x(y, \cdot)$ with respect to $\lambda$.

Let $r(x) := P(x, \{x\})$, the probability of a transition from $x$ to itself under $P$. From the definitions in Section 2.4, we have $\beta(x) = 1(r(x) = 0)$ and

$$\mu(x, A_x) := \begin{cases} \frac{Q(x, A_x) - P(x, A_x \setminus \{x\})}{r(x)} & \text{if } r(x) > 0 \\ 1 & \text{if } r(x) = 0. \end{cases}$$

It follows that $\mu(x, A_x)(1 - \beta(x)) = (Q(x, A_x) - P(x, A_x \setminus \{x\}))/r(x)$ if $r(x) > 0$, and 0 otherwise. Thus $\mu(x, (1 - \beta(x)))$ has density $m(x, x') := q(x, x')(1 - a(x, x'))/r(x)$ when $r(x) > 0$, and 0 otherwise.

Next, we separate $\bar{P}$ into a part that is absolutely continuous with respect to $\lambda \times \lambda$ and another part that is singular to it. By the Lebesgue decomposition theorem [e.g. 23, chapter 5.5] for each $x, y \in \mathcal{X}$ we have $\bar{P}((x, y), \cdot) = \bar{P}_{\perp}((x, y), \cdot) + \bar{P}_{\perp}((x, y), \cdot) \ll \lambda \times \lambda$ and $\bar{P}_\perp((x, y), \cdot) \perp \lambda \times \lambda$. We then define $p((x, y), \cdot)$ to be the density of $\bar{P}_{\perp}((x, y), \cdot)$ with respect to $\lambda \times \lambda$. Finally, let $\bar{r}(x, y) := \bar{P}((x, y), \{x\} \times \{y\})$, the probability of a transition from $(x, y)$ to itself under $P$. With these definitions, we can now give an explicit characterization of the couplings $P \in \Gamma(P, P)$ under mild conditions on the proposal distribution.

**Corollary 2.11.** Let $P$ be the MH-like transition kernel on $(\mathcal{X}, \mathcal{F})$ generated by a proposal kernel $Q$ and an acceptance rate function $a$, and suppose that $Q(x, \cdot) \ll \lambda$ with $Q(x, \{x\}) = 0$ for all $x \in \mathcal{X}$. If a joint kernel $\bar{P} \in \Gamma(P, P)$, then it is generated by a proposal coupling $\bar{Q} \models Q_{\perp} + \bar{Q}_\perp \in \Gamma(Q, Q)$ and an acceptor indicator coupling $\bar{B}$ with the following properties for all $x, y \in \mathcal{X}$ and $(b_x, b_y) \sim \bar{B}((x, y), (x', y'))$:

1. $\bar{Q}_\perp((x, y), A) = \bar{P}_\perp((x, y), A \cap (\{x\} \times \{y\}))$ for $A \in \mathcal{F}$,
2. $Q_{\perp}((x, y), \cdot)$ has the following density with respect to $\lambda \times \lambda$:

$$q((x, y), (x', y')) = p((x, y), (x', y')) + \bar{p}_y(x, x') m(y, y') + m(x, x') \bar{p}_x(y, y') + m(x, x') m(y, y') \bar{r}(x, y),$$

3. $b_x = b_y = 1$ almost surely when $(x', y')$ is in the support of $\bar{Q}_\perp((x, y), \cdot)$, and for $\bar{Q}_{\perp}((x, y), \cdot)$-almost all $(x', y')$.

4. $P(b_x = 1 | x, y, x', y') q((x, y), (x', y')) = p((x, y), (x', y')) + \bar{p}_y(x, x') m(y, y')$.
5. $P(b_y = 1 | x, y, x', y') q((x, y), (x', y')) = p((x, y), (x', y')) + \bar{p}_x(y, y') m(x, x')$.

**Proof.** Let $B_{xy} := (\{x\} \times \{y\})$. We may focus attention on the behavior of $\bar{Q}((x, y), \cdot)$ on $B_{xy}$, since $\bar{Q}((x, y), B_{xy}) = 1$. This follows since for any $x, y \in \mathcal{X}$, $B_{xy}' = (\{x\} \times \mathcal{X}) \cup (\mathcal{X} \times \{y\})$, $\bar{Q}((x, y), \{x\} \times \mathcal{X}) = Q(x, \{x\}) = 0$, and $\bar{Q}((x, y), \mathcal{X} \times \{y\}) = Q(y, \{y\}) = 0$.

When $P \in \Gamma(P, P)$, Lemma 2.8 tells us that there exists a proposal coupling $\bar{Q} \in \Gamma(Q, Q)$ and a coupled acceptance mechanism $\Phi$ relating $\bar{P}$ and $\bar{Q}$ in particular, for $x, y \in \mathcal{X}$ and $A_x, A_y \in \mathcal{F}$ with $x \notin A_x$ and $y \notin A_y$, the proof of that
Lemma shows that we can use the following measures:

\[ \bar{Q}(x,y), A_x \times A_y = (\Phi_{11} + \Phi_{10} + \Phi_{01} + \Phi_{00})(x,y), A_x \times A_y \]

\[ \Phi_{11}(x,y), A_x \times A_y = \bar{P}(x,y), A_x \times A_y \]

\[ \Phi_{10}(x,y), A_x \times A_y = \bar{P}(x,y), A_x \times \{y\})(1-\beta(y))\mu(y,A_y) \]

\[ \Phi_{01}(x,y), A_x \times A_y = (1-\beta(x))\mu(x,A_x)\bar{P}(x,y), \{x\} \times A_y \]

\[ \Phi_{00}(x,y), A_x \times A_y = (1-\beta(x))\mu(x,A_x)(1-\beta(y))\mu(y,A_y)\bar{P}(x,y), \{x\} \times \{y\}). \]

From the Lebesgue decomposition of \( \bar{P} \), we have

\[ \bar{P}(x,y), A_x \times A_y = \bar{P}_{\perp}(x,y), A_x \times A_y + \int_{A_x \times A_y} p((x,y),(x',y'))d(x',y'). \]

The definitions above imply that \( \Phi_{10}(x,y), \cdot \) has density \( p_y(x,x')m(y,y') \), \( \Phi_{01}(x,y), \cdot \) has density \( p_x(y,y')m(x,x') \), and \( \Phi_{00}(x,y), \cdot \) has density \( \bar{r}(x,y)m(x,x')m(y,y') \). Thus \( \bar{Q}(x,y), \cdot \) is the sum of a singular part \( \bar{Q}_{\perp}(x,y), A = \bar{P}(x,y), A \cap B_{xy} \) and an absolutely continuous part \( \bar{Q}_{\perpend}\) with the density function specified in Condition 2, above.

Next by Lemma 2.9, we know that there exists an acceptance indicator coupling \( \bar{B} \) such that \( \bar{Q} \) and \( \bar{B} \) generate \( \bar{P} \). This \( \bar{B} \) has the property that \( \bar{Q}(x,y), \cdot \)-almost all values of \( (x',y') \), if \( (b_x,b_y) \sim \bar{B}(x,y), (x',y') \), then

\[ \mathbb{P}(b_x = 1 | x,y,x',y') = d(\Phi_{11} + \Phi_{10})(x,y), \cdot )/d\bar{Q}(x,y), \cdot ) \]

\[ \mathbb{P}(b_y = 1 | x,y,x',y') = d(\Phi_{11} + \Phi_{01})(x,y), \cdot )/d\bar{Q}(x,y), \cdot ). \]

For \( A \in \mathcal{F} \) contained in the support of \( \bar{Q}_{\perp}(x,y), \cdot \), we have \( \Phi_{11}(x,y), A = \bar{Q}(x,y), A \) and \( \Phi_{10}(x,y), A = \Phi_{01}(x,y), A = 0 \), so the Radon–Nikodym derivatives above equal 1 almost surely. This proves Condition 3. Otherwise, for \( \bar{Q}(x,y), \cdot \)-almost all points \( (x',y') \) with \( q((x,y),(x',y')) > 0 \) we have

\[ \mathbb{P}(b_x = 1 | x,y,x',y') = \frac{p((x,y),(x',y')) + \bar{p}_y(x,x')m(y,y')}{q((x,y),(x',y'))} \]

and similarly for \( \mathbb{P}(b_y | x,y,x',y') \). Finally, \( p((x,y),(x',y')) = \bar{p}_y(x,x') = \bar{p}_x(y,y') = 0 \) whenever \( q((x,y),(x',y')) = 0 \), thus proving Conditions 4 and 5.

Corollary 2.11 applies to MH-like algorithms on both continuous and discrete spaces, as long as \( Q(x, \cdot) \) has a density or mass function and as long as the proposal \( x' \) almost surely differs from the current point \( x \). It provides an explicit way to represent any kernel coupling in terms of proposal and acceptance indicator couplings.

3. Maximal kernel couplings

We now apply the results above to characterize the maximal couplings of a general MH-like transition kernel \( P \). The identification of couplings \( P \in \Gamma(P, P) \) that induce fast meeting between chains is an important question for both theoretical analysis and in applied work. Maximal couplings \( P \in \Gamma^{\text{max}}(P, P) \) represent myopically optimal solutions to this problem, in the sense that they achieve the highest one-step meeting probability \( \mathbb{P}(X = Y | x,y) \) from each state pair \( (x,y) \). Understanding the structure of \( \Gamma^{\text{max}}(P, P) \) can aid in coupling design and serves as a reference point in the search for efficient Markovian couplings of MH-like chains.

The literature so far has said little about \( \Gamma^{\text{max}}(P, P) \). O’Leary et al. [63] showed that when the state space \( X \) is continuous, this set contains at least a few computationally feasible couplings. That paper also showed that for any maximal proposal coupling \( \bar{Q} \in \Gamma^{\text{max}}(Q, Q) \), there exists an acceptance indicator coupling \( \bar{B} \) such that the resulting transition kernel coupling \( \bar{P} \in \Gamma^{\text{max}}(P, P) \). Maximal proposal couplings are often easy to construct, so this observation provides a way to obtain a range of couplings in \( \Gamma^{\text{max}}(P, P) \). It also suggests a closer relationship between \( \Gamma^{\text{max}}(Q, Q) \) and \( \Gamma^{\text{max}}(P, P) \) than exists in general, as we discuss below.
In the following analysis we write \( \Delta := \{(z,z) : z \in \mathcal{X}\} \) for the diagonal of \( \mathcal{X} \times \mathcal{X} \), \( \delta : \mathcal{X} \to \Delta \) for the map \( z \mapsto (z,z) \), and \( A_\Delta := \delta(A) = \{(z,z) : z \in A\} \). We continue to assume that \((\mathcal{X}, \mathcal{F})\) is a Polish space, so that \( \Delta \in \mathcal{F} \otimes \mathcal{F} \) and so that \( \delta \) is a measurable function. As noted above, the coupling inequality states that if \( \mu \) and \( \nu \) are probability measures on \((\mathcal{X}, \mathcal{F})\) and if \( \gamma \in \Gamma(\mu, \nu) \), then \( \mathbb{P}_{(X,Y) \sim \gamma}(X = Y) \leq 1 - \|\mu - \nu\|_{TV} \). A maximal coupling is one that achieves this bound. In the following section we see that this is equivalent to a measure-theoretic condition, which we use to characterize maximal couplings of MH-like kernels in Section 3.3.

### 3.1. The Hahn maximality condition

Given probability measures \( \mu \) and \( \nu \) on \((\mathcal{X}, \mathcal{F})\), the Hahn-Jordan theorem [e.g. 23, chapter 5.6] states that there exists a measurable set \( S \in \mathcal{F} \) and sub-probability measures \( \mu^r \) and \( \nu^r \) such that \( \mu - \nu = \mu^r - \nu^r \) and \( \mu^r(S^c) = \nu^r(S) = 0 \). The pair \((S, S^c)\) is called a Hahn decomposition for \( \mu - \nu \), and it is essentially unique in the sense that if \( R \in \mathcal{F} \) is another measurable set with \( \mu^r(R^c) = \nu^r(R) = 0 \), then \( (\mu - \nu)(S \Delta R) = 0 \). Here \( A \triangle B = (A \setminus B) \cup (B \setminus A) \) indicates the symmetric difference of measurable sets \( A, B \in \mathcal{F} \). The pair \((\mu^r, \nu^r)\) is called the Jordan decomposition of \( \mu - \nu \), and it is uniquely characterized by the above.

In the Jordan decomposition \( \mu - \nu = \mu^r - \nu^r \), \( \mu^r \) and \( \nu^r \) are called the upper and lower variation of \( \mu - \nu \), and \( \mu \wedge \nu := \mu^r - \nu^r \) is called the meet or infimum measure of \( \mu \) and \( \nu \). Here \( \mu \wedge \nu \) is non-negative and has the defining property that if \( \eta \) is another measure on \((\mathcal{X}, \mathcal{F})\) with \( \eta(A) \leq \mu(A) \wedge \nu(A) \) for all \( A \in \mathcal{F} \), then \( \eta(A) \leq (\mu \wedge \nu)(A) \) for all \( A \in \mathcal{F} \). By the definition of total variation, \( ||\mu - \nu||_{TV} = \sup_{A \in \mathcal{F}} |(\mu(A) - \nu(A))| = \mu^r(X) = \nu^r(X) = 1 - (\mu \wedge \nu)(X) \). See e.g. Dshalalow [21, chap. 5] or Aliprantis and Burkinshaw [3, sec. 36] for more on the lattice-theoretic properties of the set of measures on \((\mathcal{X}, \mathcal{F})\).

For any measure \( \mu \) on \((\mathcal{X}, \mathcal{F})\) let \( \delta \mu \) be the pushforward of \( \mu \) by the diagonal map \( \delta \), so that \( \delta \mu(A) = \mu(\delta^{-1}(A)) \) for \( A \in \mathcal{F} \otimes \mathcal{F} \). This makes \( \delta \mu \) a measure on \((\mathcal{X} \times \mathcal{X}, \mathcal{F} \otimes \mathcal{F})\) with support contained in \( \Delta \) and with \( \delta \mu(B_\Delta) = \mu(B) \) for any \( B \in \mathcal{F} \). In this notation, maximal couplings can be characterized as follows:

**Lemma 3.1 (Douc et al. [20], Theorem 19.1.6).** Let \( \mu - \nu = \mu^r - \nu^r \) be the Jordan decomposition of a pair of probability measures \( \mu \) and \( \nu \) on \((\mathcal{X}, \mathcal{F})\). A coupling \( \gamma \in \Gamma(\mu, \nu) \) is maximal if and only if there exists a \( \gamma^r \in \Gamma(\mu^r, \nu^r) \) such that \( \gamma(A) = \gamma^r(A) + \delta \mu \wedge \nu(A) \) for all \( A \in \mathcal{F} \otimes \mathcal{F} \).

Note that we must have \( \mu^r(X) = \nu^r(X) \) for \( \Gamma(\mu^r, \nu^r) \) to be nonempty. This follows from the Jordan decomposition, since \( 0 = (\mu - \nu)(X) = (\mu^r - \nu^r)(X) \). Also \( \gamma^r(\Delta) = 0 \), as

\[
1 - ||\mu - \nu||_{TV} = \gamma(\Delta) = \gamma^r(\Delta) + \delta \mu \wedge \nu(\Delta) = \gamma^r(\Delta) + (\mu \wedge \nu)(X) = \gamma^r(\Delta) + 1 - ||\mu - \nu||_{TV}.
\]

Finally, we observe that Lemma 3.1 implies the maximal coupling recognition result of Ernst et al. [24, Lemma 20]. Thus we have the following characterization of maximal couplings based on the Hahn decomposition:

**Corollary 3.2 (Hahn Maximality Condition).** Let \( \mu \) and \( \nu \) be measures on \((\mathcal{X}, \mathcal{F})\). A coupling \( \gamma \in \Gamma(\mu, \nu) \) is maximal if and only if there is an \( S \in \mathcal{F} \) with \( \gamma((S^c \times \mathcal{X}) \setminus \Delta) = \gamma((\mathcal{X} 	imes S) \setminus \Delta) = 0 \). Any \( (S, S^c) \) with this property will be a Hahn decomposition for \( \mu - \nu \).

**Proof.** Let \( \mu - \nu = \mu^r - \nu^r \) be a Jordan decomposition, so that we have \( \mu^r(S^c) = \nu^r(S) = 0 \) for some \( S \in \mathcal{F} \). If \( \gamma \in \Gamma(\mu, \nu) \) is maximal, Lemma 3.1 implies that \( \gamma(A) = \gamma^r(A) + \delta \mu \wedge \nu(A) \) for all \( A \in \mathcal{F} \otimes \mathcal{F} \). Therefore \( \gamma((S^c \times \mathcal{X}) \setminus \Delta) = \gamma^r(S^c \times \mathcal{X}) = \mu^r(S^c) = 0 \). By a similar argument, \( \gamma((\mathcal{X} \times S) \setminus \Delta) = 0 \). Then \( \mu(B) = \gamma(B \times \mathcal{X}) = \gamma(\mathcal{X} \times B) \setminus \Delta) + \gamma(B_\Delta) \) and \( \nu(B) = \gamma(\mathcal{X} \times B) = \gamma((\mathcal{X} \times B) \setminus \Delta) + \gamma(B_\Delta) \) for any \( B \in \mathcal{F} \).

By assumption, \( S \) contains the support of \( \gamma((\mathcal{X} \times \cdot) \setminus \Delta) \) and \( S^c \) contains the support of \( \gamma((\cdot \times \mathcal{X}) \setminus \Delta) \). Thus \( \mu(\cdot) = \nu(\cdot) = \gamma((\cdot \times \mathcal{X}) \setminus \Delta) - \gamma((\mathcal{X} \times \cdot) \setminus \Delta) \) is the Jordan decomposition of \( \mu - \nu \) and \( (S, S^c) \) is a Hahn decomposition. The uniqueness of the Jordan decomposition implies \( \gamma((B \times \mathcal{X}) \setminus \Delta) = \mu(B) \) and \( \gamma((\mathcal{X} \times B) \setminus \Delta) = \nu(B) \), which in turn yields \( \gamma(\cdot) := \gamma(\cdot \setminus \Delta) \in \Gamma(\mu^r, \nu^r) \). We also have \( \mu \wedge \nu = \mu(B) - \mu^r(B) = \nu(B) - \nu^r(B) \), so the above implies \( \gamma(B_\Delta) = (\mu \wedge \nu)(B) \) for all \( B \in \mathcal{F} \). We conclude that \( \gamma(A) = \gamma(A \setminus \Delta) + \gamma(A \cap \Delta) = \gamma^r(A) + \delta \mu \wedge \nu(A) \) for any \( A \in \mathcal{F} \otimes \mathcal{F} \).
Algorithm 1 Construction of $Q$ for Lemma 3.3

1. Draw $(x'_m, y'_m) \sim Q_m((x, y), \cdot)$ and $(b_x, b_y) \sim \tilde{B}_m((x, y), (x'_m, y'_m))$
2. For $z \in \{x, y\}$:
   (a) If $b_z = 1$, set $z' = x'_m$. Else:
   (b) Draw $(\tilde{x}, \tilde{y}) \sim Q_m((x, y), \cdot)$ and $(\tilde{b}_x, \tilde{b}_y) \sim \tilde{B}_m((x, y), (\tilde{x}, \tilde{y}))$
   (c) If $(\tilde{b}_z, \tilde{b}_y) = (b_x, b_y)$, set $z' = \tilde{z}$
   (d) Else: go to 2(b)
3. Return $(x', y')$ and $(b_x, b_y)$

In Section 3.3, we use this result to establish conditions for $\tilde{P} \in \Gamma^{\text{max}}(P, P)$ in terms of proposal and acceptance couplings. Before doing so, we need to clarify the relationship between the maximality of a transition kernel coupling $\tilde{P}$ and the maximality of a proposal coupling $\tilde{Q}$ that generates it.

3.2. Maximal proposal kernel couplings

It seems reasonable to guess that if $\tilde{P} \in \Gamma^{\text{max}}(P, P)$ is generated by a proposal coupling $\tilde{Q} \in \Gamma(Q, Q)$ and an acceptance indicator coupling $\tilde{\Gamma}$, then $\tilde{Q}$ must itself be maximal. The proposal-based maximal couplings of O’Leary et al. [63] have this property, and it seems plausible that in order to maximize the probability of $X = Y$ one might need to start by maximizing the probability of $x' = y'$. However, the following shows that no special relationship exists between maximal proposal and transition couplings.

Lemma 3.3. Suppose the transition kernel coupling $P \in \Gamma^{\text{max}}(P, P)$ is generated by a coupling $Q_m \in \Gamma^{\text{max}}(Q, Q)$ and an acceptance coupling $B_m$. Suppose that $Q_m((x, y), \Delta^c) > 0$ for some $(x, y)$, and at that $(x, y)$, $P(b_x = b_y = 1 \mid x, y) < 1$ where $(x'_m, y'_m) \sim Q_m((x, y), \cdot)$ and $(b_x, b_y) \sim B_m((x, y), (x'_m, y'_m))$. Then there exists a non-maximal coupling $\tilde{Q} \in \Gamma(Q, Q)$ and an acceptance indicator coupling $\tilde{\Gamma}$ such that $\tilde{Q}$ and $\tilde{\Gamma}$ also generate $P$.

In the following proof, we use $Q_m$ to construct a $\tilde{Q}$ that agrees with $Q_m$ on accepted proposals and independently redraws rejected ones. The hypotheses on $Q_m$ and on $(b_x, b_y)$ are needed to ensure that the resulting $\tilde{Q}$ is not maximal.

Proof. Let $\tilde{Q}((x, y), \cdot)$ be the distribution of the $(x', y')$ output of Algorithm 1. We claim that $\tilde{Q} \in \Gamma(Q, Q)$. For $A \in \mathcal{F}$,

$$\tilde{Q}((x, y), A \times \mathcal{X}) = \mathbb{P}(x'_m \in A, b_x = 1 \mid x, y) + \sum_{j \in \{0, 1\}} \mathbb{P}(b_x = 0, b_y = j \mid x, y) \mathbb{P}(\tilde{x} \in A \mid \tilde{b}_x = 0, \tilde{b}_y = j, x, y)$$

$$= \mathbb{P}(x'_m \in A, b_x = 1 \mid x, y) + \sum_{j \in \{0, 1\}} \mathbb{P}(x'_m \in A, b_x = 0, b_y = j \mid x, y) = \mathbb{P}(x'_m \in A \mid x) = Q(x, A).$$

Similarly, $\tilde{Q}((x, y), \mathcal{X} \times A) = Q(y, A)$. Let $(x, y)$ be such that $Q_m((x, y), \Delta^c) > 0$. We have assumed that there is a positive probability of rejecting either $x'_m$ or $y'_m$ at $(x, y)$. Thus $\mathbb{P}(x' = y' \mid x, y) < \mathbb{P}(x'_m = y'_m \mid x, y)$, and so we conclude that $\tilde{Q}$ is not a maximal coupling.

Next, for $i, j \in \{0, 1\}$ and $A \in \mathcal{F} \otimes \mathcal{F}$, define $\Phi_{ij}((x, y), A) := \mathbb{P}((x', y') \in A, b_x = i, b_y = j)$ using the full output of Algorithm 1. We observe that this is a coupled acceptance mechanism relating $\tilde{Q}$ and $\tilde{P}$. The first condition of Definition 2.3 is satisfied by construction. For the second condition, define $X_m = b_x x'_m + (1 - b_x) x$ and $Y_m = b_y y'_m + (1 - b_y) y$. Since $Q_m$ and $B_m$ generate $P$, we must have $(X_m, Y_m) \sim \tilde{P}((x, y), \cdot)$. Thus for any $A_x \times A_y \in \mathcal{F} \otimes \mathcal{F}$,

$$\Phi_{11}((x, y), A_x \times A_y) + \Phi_{10}((x, y), A_x \times \mathcal{X}) 1(y \in A_y)$$

$$+ \Phi_{01}((x, y), \mathcal{X} \times A_y) 1(x \in A_x) + \Phi_{00}((x, y), \mathcal{X} \times \mathcal{X}) 1(x \in A_x, y \in A_y)$$

$$= \mathbb{P}(X_0 \in A_x, Y_0 \in A_y, b_x = 1, b_y = 1 \mid x, y) + \mathbb{P}(X_0 \in A_x, Y_0 = y, b_x = 1, b_y = 0 \mid x, y)$$

$$+ \mathbb{P}(X_0 = x, Y_0 \in A_y, b_x = 0, b_y = 1 \mid x, y) + \mathbb{P}(X_0 = x, Y_0 = y, b_x = 0, b_y = 0 \mid x, y) = \tilde{P}((x, y), A_x \times A_y).$$

The third condition on $\Phi$ follows from the fact that $b_x = 1$ if $x'_m = x$ and $b_y = 1$ if $y'_m = y$. Since $\Phi$ is a coupled acceptance mechanism relating $\tilde{Q}$ and $\tilde{P}$, Lemma 2.9 ensures the existence of a $\tilde{B}$ such that $\tilde{Q}$ and $\tilde{B}$ generate $\tilde{P}$. □
Lemma 3.3 shows that if a maximal transition kernel coupling \( \bar{P} \in \Gamma^{\text{max}}(P, P) \) is generated by a proposal coupling \( Q \) and an acceptance coupling \( B \), then \( Q \) need not be maximal. In Appendix A.2 we observe that some maximal couplings \( \bar{P} \) cannot be generated from any maximal coupling \( \bar{Q} \in \Gamma^{\text{max}}(Q, Q) \). Although O’Leary et al. [63] showed that we can usually derive some maximal coupling \( \bar{P} \) from a maximal coupling \( \bar{Q} \), we conclude that there is no general relationship between the maximality of a proposal kernel coupling and that of an associated transition kernel coupling.

3.3. Characterization of maximal kernel couplings

We now turn to the main result of this section, which extends Theorem 2.2 to characterize the maximal couplings of an MH-like transition kernel in terms of proposal and acceptance indicator couplings. For each \( x, y \in \mathcal{X} \), let \((S_{xy}, S'_{xy})\) be a Hahn decomposition for \( P(x, \cdot) - P(y, \cdot) \). Thus \( S_{xy} \in \mathcal{F} \) and \( P(x, A) \geq P(y, A) \) for any \( A \in \mathcal{F} \) with \( A \subset S_{xy} \). Note that if \( P(x, \cdot) \) and \( P(y, \cdot) \) have Radon–Nikodym derivatives \( p(x, \cdot) \) and \( p(y, \cdot) \) with respect to a common dominating measure, then we can use \( S_{xy} := \{ z : p(x, z) \geq p(y, z) \} \) to form these sets.

**Theorem 3.4.** Let \( P \) be the MH-like transition kernel on \((\mathcal{X}, \mathcal{F})\) generated by a proposal kernel \( Q \) and an acceptance rate function \( a \). Then \( P \in \Gamma^{\text{max}}(P, P) \) if and only if \( P \) is generated by \( \bar{Q} \in \Gamma(Q, Q) \) and an acceptance indicator coupling \( \bar{B} \) with the following properties: if \((b_x, b_y) \sim \bar{B}((x, y), (x', y'))\), then for all \( x, y \in \mathcal{X} \):

1. \( \mathbb{P}(b_x = b_y = 1 | x, y) = a(x, x') \) for \( Q(x, \cdot)-\)almost all \( x' \)
2. \( \mathbb{P}(b_y = 1 | x, y) = a(y, y') \) for \( Q(y, \cdot)-\)almost all \( y' \)

and for \( \bar{Q}((x, y), \cdot)-\)almost all \((x', y')\).

3. \( \mathbb{P}(b_x = b_y = 1 | x, y, x', y') = 0 \) if \( x' \neq y' \) and either \( x' \in S_{xy}^c \) or \( y' \in S_{xy} \)
4. \( \mathbb{P}(b_x = 1, b_y = 0 | x, y, x', y') = 0 \) if \( x' \neq y \) and either \( x' \in S_{xy}^c \) or \( y' \in S_{xy} \)
5. \( \mathbb{P}(b_x = 0, b_y = 1 | x, y, x', y') = 0 \) if \( y' \neq x \) and either \( x \in S_{xy}^c \) or \( y' \in S_{xy} \)
6. \( \mathbb{P}(b_x = 0, b_y = 0 | x, y, x', y') = 0 \) if \( x \neq y \) and either \( x \in S_{xy}^c \) or \( y \in S_{xy} \).

Recall that by Corollary 3.2, the maximality of a coupling \( \bar{P} \in \Gamma(P, P) \) is equivalent to a condition on the support of each \( \bar{P}((x, y), \cdot) \). Conditions 3-6 relate these support constraints to the behavior of a proposal coupling \( \bar{Q} \) and an acceptance indicator coupling \( \bar{B} \). See Figure 2 for an illustration of the acceptance scenarios considered in these conditions and a visual intuition for why certain cases must be ruled out for \( \bar{Q} \) and \( \bar{B} \) to generate a maximal \( \bar{P} \).

**Proof of Theorem 3.4.** Suppose \( \bar{P} \in \Gamma^{\text{max}}(P, P) \). By Theorem 2.2, there exists a proposal coupling \( \bar{Q} \in \Gamma(Q, Q) \) and an acceptance indicator coupling \( \bar{B} \) such that for any \( x, y \in \mathcal{X} \) and \((b_x, b_y) \sim \bar{B}((x, y), (x', y'))\), we have \( \mathbb{P}(b_x = 1 | x, y, x', y') = a(x, x') \) for \( Q(x, \cdot)-\)almost all \( x' \), and \( \mathbb{P}(b_y = 1 | x, y) = a(y, y') \) for \( Q(y, \cdot)-\)almost all \( y' \). Thus Conditions 1 and 2 directly follow from Theorem 2.2.

Since \( \bar{Q} \) and \( \bar{B} \) generate \( \bar{P} \), we have \((X, Y) \sim \bar{P}((x, y), \cdot) \) where \( X = b_x x' + (1 - b_x) x \) and \( Y = b_y y' + (1 - b_y) y \). Since \( \bar{P} \) is maximal, Corollary 3.2 implies \( 0 = \bar{P}((x, y), (S_{xy}^c \times \mathcal{X}) \setminus \Delta) = \mathbb{P}(X \in S_{xy}^c, \Delta) \). Breaking this up into the four possible acceptance scenarios \((b_x, b_y) = (1, 1), (1, 0), (0, 1), \) and \( (0, 0) \) yields

\[
\begin{align*}
0 &= \mathbb{E}[1(x' \neq y', x' \in S_{xy}^c) \mathbb{P}(b_x = b_y = 1 | x, y, x', y')] \\
0 &= \mathbb{E}[1(x' \neq y, x' \in S_{xy}^c) \mathbb{P}(b_x = 1, b_y = 0 | x, y, x', y')] \\
0 &= \mathbb{E}[1(x' \neq y, x' \in S_{xy}^c) \mathbb{P}(b_x = 0, b_y = 1 | x, y, x', y')] \\
0 &= \mathbb{E}[1(x' \neq y, x' \in S_{xy}^c) \mathbb{P}(b_x = 0, b_y = 0 | x, y, x', y')] \\
0 &= \mathbb{E}[1(x \in S_{xy}^c \setminus \{y\}) \mathbb{P}(b_x = b_y = 0 | x, y, x', y')].
\end{align*}
\]

In turn, these equations imply that for \( \bar{Q}((x, y), \cdot)-\)almost all \((x', y')\),

\[
\begin{align*}
\mathbb{P}(b_x = b_y = 1 | x, y, x', y') &= 0 \text{ if } x' \neq y' \text{ and } x' \in S_{xy}^c \\
\mathbb{P}(b_x = 1, b_y = 0 | x, y, x', y') &= 0 \text{ if } x' \neq y \text{ and } x' \in S_{xy}^c \\
\mathbb{P}(b_x = 0, b_y = 1 | x, y, x', y') &= 0 \text{ if } y' \neq x \text{ and } x \in S_{xy}^c \\
\mathbb{P}(b_x = b_y = 0 | x, y, x', y') &= 0 \text{ if } x \neq y \text{ and } x \in S_{xy}^c.
\end{align*}
\]

This shows that the first either/or case of each of Conditions 3-6 are satisfied. Since \( \bar{P} \) is maximal, Corollary 3.2 also implies \( 0 = \bar{P}((x, y), (\mathcal{X} \times S_{xy}^c) \setminus \Delta) \). Proceeding as above shows that the second either/or cases are also satisfied. So we conclude that if \( \bar{P} \in \Gamma^{\text{max}}(P, P) \), then \( \bar{P} \) is generated by a \( \bar{Q} \) and \( \bar{B} \) satisfying the six conditions stated above.
Fig 2: Diagram of acceptance scenarios considered in Theorem 3.4. The support of a maximal coupling $\tilde{P}((x,y),\cdot)$ is contained in the union of $S_{xy} \times S_{xy}^c$ (gray box) and $\Delta$ (the diagonal). Arrows illustrate the relationship of proposals $(x',y')$ to transitions $(X,Y)$ under different accept/reject combinations, with transitions outside the support of $\tilde{P}((x,y),\cdot)$ forbidden almost surely. Case 1: the maximality of $\tilde{P}$ does not constrain the acceptance pattern of proposals $(x',y') \in S_{xy} \times S_{xy}^c$. Case 2: proposals in $\Delta$ can be fully accepted ($b_x = b_y = 1$) or fully rejected ($b_x = b_y = 0$), but $y'$ must be accepted if $x' \in S_{xy}^c$, and $x'$ must be accepted if $y' \in S_{xy}$. Case 3: proposals in $(S_{xy} \times S_{xy}^c)^c \cap \Delta$ must be fully rejected unless $x' = x$ or $y' = y$. Case 4: a proposal $(x',y')$ outside the support of $\tilde{P}((x,y),\cdot)$ may be partially accepted ($b_x \neq b_y$) if it yields a transition to $(x,x)$ or $(y,y)$.

For the converse, suppose that $Q \in \Gamma(Q,Q)$ and a proposal coupling $\tilde{B}$ generate $\tilde{P}$ and satisfy the given hypotheses. Since Conditions 1 and 2 are equivalent to the conditions of Theorem 2.2, we have $\tilde{P} \in \Gamma(P,P)$. Now let $(x',y') \sim \tilde{Q}((x,y),\cdot), (b_x,b_y) \sim \tilde{B}((x,y),(x',y'))$, $X = b_xx' + (1 - b_x)x$, and $Y = b_yy' + (1 - b_y)y$. $Q$ and $\tilde{B}$ generate $\tilde{P}$, so

$$\tilde{P}((x,y),(S_{xy}^c \times X) \setminus \Delta) = \mathbb{P}(X \in S_{xy}^c, X \neq Y \mid x,y)$$

$$\begin{align*}
&= \mathbb{P}(x' \in A, x' \neq y', b_x = 1, b_y = 1 \mid x,y) + \mathbb{P}(x' \in A, x' \neq y, b_x = 1, b_y = 0 \mid x,y) \\
&\quad + \mathbb{P}(y' \neq x, b_x = 0, b_y = 1 \mid x,y)1(x \in A) + \mathbb{P}(b_x = 0, b_y = 0 \mid x,y)1(x \in A)1(x \neq y) = 0.
\end{align*}$$

The last equality follows directly from Conditions 3-6 of the Theorem, with Condition 3 ensuring that the first term equals zero, Condition 4 ensuring that the second term equals zero, and so on. A similar argument yields $\tilde{P}((x,y),(X \times S_{xy}) \setminus \Delta) = 0$. By Corollary 3.2, $\tilde{P}$ is maximal if and only if there is a measurable set $S \in \mathcal{F}$ such that $\tilde{P}((x,y),(S^c \times X) \setminus \Delta) = \tilde{P}((x,y),(X \times S) \setminus \Delta) = 0$. The argument above shows that $S_{xy}$ has these properties, so we conclude that $\tilde{P} \in \Gamma^{\max}(P,P)$.

In Lemma 3.3 and Appendix A.2, we observed that maximal proposal couplings only weakly relate to maximal transition kernel couplings. Theorem 3.4 shows that any proposal coupling can give rise to a maximal coupling, as long as it satisfies the conditions of the theorem for some acceptance indicator coupling $\tilde{B}$. In particular, such a $\tilde{Q}$ must distribute probability over $\Delta$ so that $P(x,A) \land P(y,A) \leq \tilde{Q}((x,y),A_\Delta)$ for all $A \in \mathcal{F}$.

As noted above, most of the MH couplings considered so far in the literature use a maximal proposal coupling $\tilde{Q} \in \Gamma_{\max}(Q,Q)$. However, the examples of Jacob et al. [42] and O’Leary [62] show that some of these perform better than others, and that the distribution of meeting times often reflects the degree of contraction between chains when a meeting is not proposed rather than the frequency with which meetings are proposed. These examples suggest that non-maximal proposal couplings cannot be dismissed out of hand. The results above sharpen this conclusion by observing that with the right acceptance indicator coupling, a non-maximal proposal coupling can still produce transition kernel meetings at the optimal rate.
4. Two-step representations of common MH algorithms

In Theorem 2.2 and Corollary 2.11, we showed that any coupling of MH-like transition kernels can be expressed as a proposal coupling followed by an acceptance indicator coupling. In Sections 4.1 and 4.2, we apply these results to couplings of the MH algorithms on a discrete state space, the random walk Metropolis algorithm, and the Metropolis-adjusted Langevin algorithm. In Section 4.3 we consider a two-step representation of the transition kernel coupling used in Nummelin splitting [45, 73]. An overall impression from these examples is that our results are simple to apply and can sometimes recast complex kernel couplings in a more approachable, two-step form.

4.1. The Metropolis–Hastings algorithm on a finite state space

We begin by considering a finite state space \(\mathcal{X}\) with an MH-like transition kernel \(P\) based on a proposal kernel \(Q\) with \(Q(x, \{x\}) = 0\) for all \(x \in \mathcal{X}\). Fix any transition kernel coupling \(\hat{P} \in \Gamma(P, P)\). We write \(r(x) = P(x, \{x\})\) for the probability of a transition from \(x\) to itself, and in this subsection we also write \(\Theta((x, y), (x', y'))\) in place of \(\Theta((x, y), \{x'\} \times \{y'\})\), where \(\Theta\) is any joint kernel in \(\Gamma(Q, Q)\) or \(\Gamma(P, P)\).

Corollary 2.11 shows that \(\hat{P}\) can be generated by a particular proposal coupling \(\hat{Q}\) and acceptance indicator coupling \(\hat{B}\). Condition 1 of that result implies that \(Q_{\perp}((x, y), \cdot) = P_{\perp}((x, y), \cdot) = 0\), since the base measure on \(\mathcal{X} \times \mathcal{X}\) is counting measure. Condition 2 then shows that we can express \(\hat{Q}((x, y), (x', y'))\) as the sum of four terms, \(\Phi_{11}, \Phi_{10}, \Phi_{01},\) and \(\Phi_{00}\). These all equal zero if \(x' = x\) or \(y' = y\), since then \(0 \leq \Phi_{ij}((x, y), (x', y')) \leq Q((x, y), (x', y')) = 0\) by our ‘non-laziness’ condition on \(Q\). For \(x' \neq x\) and \(y' \neq y\), we have

\[
\Phi_{11}((x, y), (x', y')) = \hat{P}((x, y), (x', y'))
\]

\[
\Phi_{10}((x, y), (x', y')) = \hat{P}((x, y), (x', y)) \mu(y, y') 1(r(y) > 0)
\]

\[
\Phi_{01}((x, y), (x', y')) = \mu(x, x') 1(r(x) > 0) \hat{P}((x, y), (x', y'))
\]

\[
\Phi_{00}((x, y), (x', y')) = \mu(x, x') \mu(y, y') 1(r(x) > 0) 1(r(y) > 0) \hat{P}((x, y), (x', y'))
\]

If \(x' \neq x\) and \(r(x) > 0\), then \(\mu(x, x') = (Q(x, \{x'\}) - P(x, \{x'\}))/r(x)\). From here, it is easy to confirm that \(\hat{Q} \in \Gamma(Q, Q)\). Summing \(\hat{Q}((x, y), (x', y'))\) over \(y'\) yields \(\hat{Q}(x, \{x'\})\), since

\[
\hat{P}((x, y), \{x'\} \times \{y'\}) + \hat{P}((x, y), (x', y)) 1(r(y) > 0)
\]

\[
+ \mu(x, x') 1(r(x) > 0) r(x) + \mu(x, x') 1(r(x) > 0) 1(r(y) > 0) \hat{P}((x, y), (x', y'))
\]

\[
= P(x, \{x'\}) + (Q(x, \{x'\}) - P(x, \{x'\})) = Q(x, \{x'\})
\]

A similar argument shows that \(\sum_{x'} \hat{Q}((x, y), (x', y')) = Q(y, \{y'\})\).

We can also derive the necessary acceptance indicator coupling by using the \(\Phi\) formulas above with the proof method of Lemma 2.9. Let \((x, y)\) be the current state and let \((x', y')\) be a proposed state pair with \(\hat{Q}((x, y), (x', y')) > 0\). Then the probability of accepting both proposals will be \(\Phi_{11}((x, y), (x', y'))/\hat{Q}((x, y), (x', y'))\), the probability of accepting \(x'\) and rejecting \(y'\) will be \(\Phi_{10}((x, y), (x', y'))/\hat{Q}((x, y), (x', y'))\), and so on. These acceptance probabilities are defined in terms of Radon–Nikodym derivatives, which are simple to compute in this case due to the discrete state space.

The current example represents a significant specialization of the hypotheses of Theorem 2.2 and Corollary 2.11. Still, it provides a useful intuition for how our methods work in more general situations. In this case, we see that \(\hat{Q}((x, y), (x', y'))\) arises as a simple combination of the values of \(\hat{P}((x, y), \cdot)\) under the four possible acceptance scenarios, using weights derived from \(\mu\). We recall from Lemma 2.6 that \(\mu(x, x') = \hat{P}(x' = x | b_x = 0, x)\) under suitable conditions, thus we see that the form of \(\hat{Q}\) in our existence results is the one that assumes the least possible dependence between \(x'\) and \(y'\) when one or both of these are rejected. This observation holds in the general case, as well.

4.2. The random walk Metropolis and Metropolis-adjusted Langevin algorithms

Next, we consider two popular MH kernels on the continuous state space \(\mathcal{X} = \mathbb{R}^n\). We write \(\lambda\) for Lebesgue measure on \(\mathcal{X}\), and we take \(\pi\) to be a target distribution on \(\mathcal{X}\) with density \(\pi(\cdot)\) with respect to \(\lambda\). We will also write \(Q\) for any
MALA, we use the proposal distribution $\bar{q}(x, y) = g(\|x - y\|)$ for some $g : \mathbb{R}^+ \to \mathbb{R}^+$. We also consider the Metropolis-adjusted Langevin algorithm (MALA) [72], which uses a discretized approximation to the Langevin diffusion $dX_t = \frac{1}{2} \nabla \log \pi(x_t) dt + dW_t$, where $W_t$ represents a Brownian motion. For MALA, we use the proposal distribution $Q(x, \cdot) = \mathcal{N}(x + \tau \nabla \log \pi(x), 2\tau^2 I)$, where $\tau > 0$ serves as a tuning parameter. This distribution has density $q(x, y) \propto \exp(-\tau^2/2 \|y - x\|^2)$. MALA’s use of gradient information makes it more computationally expensive, but it tends to outperform RWM in high dimensions [71].

For both algorithms, Corollary 2.11 implies the existence of a proposal coupling $\bar{Q} \in \Gamma(Q, Q)$ that can be written as $\bar{Q} = \bar{Q}_+ + \bar{Q}_-$, where $\bar{Q}_+$ is singular and $\bar{Q}_-$ is absolutely continuous with respect to the base measure $\lambda \times \lambda$. Condition 1 of Corollary 2.11 tells us that $\bar{Q}_+((x, y), \cdot) = P_x((x, y), \cdot) \cap (\{x\} \times \{y\})$, the singular part of the transition kernel coupling after removing the probability at the current state pair $(x, y)$. Condition 2 of that result tells us that the continuous part $\bar{Q}_-((x, y), \cdot)$ of the proposal coupling will have density

$$\bar{q}(x, y, (x', y')) = p((x, y), (x', y')) + \bar{p}_y(x, x') m(y, y') + m(x, x') \bar{p}_y(y, y') + m(x, x') m(y, y') \bar{r}(x, y).$$

Here $\bar{p}_x, \bar{p}_y, m, \bar{r}$ are all as defined in Section 2.7.

By Condition 3, proposals $(x', y')$ in the support of $\bar{Q}_+((x, y), \cdot)$ are automatically accepted. Otherwise, we can determine the probabilities of accepting one, both, or neither of the proposals by dividing the relevant term of the density above by $\bar{q}$. Thus the probability of accepting both $x'$ and $y'$ will be $p((x, y), (x', y'))/\bar{q}(x, y, (x', y'))$, the probability of accepting $x'$ and rejecting $y'$ will be $\bar{p}_y((x, y), x') m(y, y')/\bar{q}(x, y, (x', y'))$, and so on.

We conclude that the differences between the two-step representation of couplings of these algorithms are contained entirely within the functions that make up the expression for $\bar{q}$. A similar conclusion also holds for more complicated algorithms such as Hamiltonian Monte Carlo [22, 58, 60] and Metropolis-within-Gibbs [27, 53], for which the functions $\bar{p}$ and $m$ require a correspondingly greater effort to derive.

### 4.3. Coupling with a minorization condition

Let $P$ be an MH-like transition kernel generated by a proposal kernel $Q$ and an acceptance rate function $\alpha$, and assume that $P$ has stationary distribution $\pi$. As above, we assume that $Q(x, \cdot) \ll \lambda$ and $Q(x, \{x\}) = 0$ for all $x \in \mathcal{X}$. The kernel $P$ satisfies a minorization condition corresponding to a set $C \subseteq \mathcal{X}$ if there exists an $\epsilon > 0$ and a probability measure $\nu$ on $(\mathcal{X}, \mathcal{F})$ such that $P(x, A) \geq \epsilon \nu(A)$ for all $x \in \mathcal{X}$ and all $A \in \mathcal{F}$. If $C = \mathcal{X}$, then a simple argument shows that $\|P^n(x, \cdot) - \pi(\cdot)\|_{TV} \leq M(1 - \epsilon)^t$ for some $M > 0$ and each positive integer $t$ [54]. If $C$ is a proper subset of $\mathcal{X}$, further assumptions are needed to control the distribution of return times of the chain to $C$ and so to obtain convergence rate results.

Minorization arguments often use a coupling technique called Nummelin splitting [7, 28, 45, 61] to bound the convergence rate of such a chain to its stationary distribution. Suppose that we run two identically distributed Markov chains $(X_t)$ and $(Y_t)$, with one initialized arbitrarily and the other initialized from its stationary distribution $\pi$. If both chains occupy $C$ at the same iteration $t$, then we flip a coin with probability $\epsilon$ of heads. On heads, we draw $X_{t+1} = Y_{t+1} \sim \nu$, and otherwise we draw $X_{t+1}$ and $Y_{t+1}$ independently from their residual distributions so that $X_{n+1} \sim \nu_x := (P(X_n, \cdot) - \epsilon \nu(\cdot))/(1 - \epsilon)$ and $Y_{n+1} \sim \nu_y := (P(Y_{n-1}, \cdot) - \epsilon \nu(\cdot))/(1 - \epsilon)$. Once the chains meet, we update both chains using the same transitions from $P$, so that they remain together at all subsequent iterations. Otherwise, we repeat this process whenever both chains occupy $C$, until meeting occurs.

The procedure above yields a coupling $\bar{P} \in \Gamma(P, P)$, defined without direct reference to the proposal or acceptance distributions. Alternatively, we can use Theorem 2.2 to represent this coupling in terms of a proposal coupling $\bar{Q}$ and an acceptance indicator coupling $\bar{B}$. For every $x, y \in \mathcal{C}$, the kernel coupling $\bar{P}((x, y), \cdot)$ described above is a mixture of a measure on the diagonal $\Delta = \{ (x, x) : x \in \mathcal{X} \}$ and a measure on its complement in $\mathcal{X} \times \mathcal{X}$. In particular, for any measurable set $S \in \mathcal{F} \otimes \mathcal{F}$ we have $\bar{P}((x, y), S) = \epsilon \nu(S \cap \Delta) + (1 - \epsilon)(\nu_x \times \nu_y)(S \setminus \Delta)$. 

The key step in finding a two-step representation of $\tilde{P}$ is to identify an appropriate coupled acceptance mechanism $\Phi = (\Phi_{11}, \Phi_{10}, \Phi_{01}, \Phi_{00})$. Due to our assumptions on $Q$, we have $\beta(x) = 0$ if $r(x) > 0$ and 1 otherwise. We also have

$$
\mu(x, A_x) = \begin{cases} 
\frac{Q(x, A_x) - P(x, A_x)(x)}{r(x)} & \text{if } r(x) > 0 \\
1(x \in A_x) & \text{otherwise.}
\end{cases}
$$

A similar description holds for $\mu(y, A_y)$. From the proof of Lemma 2.8, we can write the components of $\Phi$ as follows:

$$
\Phi_{11}((x, y), A_x \times A_y) = \tilde{P}((x, y), A_x \times A_y \cap (\{x\}^c \times \{y\}^c))
$$

$$
\Phi_{10}((x, y), A_x \times A_y) = \tilde{P}((x, y), (A_x \cap \{x\}^c) \times \{y\}) \times \mu(y, A_y)
$$

$$
\Phi_{01}((x, y), A_x \times A_y) = \mu(x, A_x) \times \tilde{P}((x, y), \{x\} \times (A_y \cap \{y\}^c))
$$

$$
\Phi_{00}((x, y), A_x \times A_y) = r(x, y)\mu(x, A_x) \times \mu(y, A_y).
$$

Here $r(x, y) = \tilde{P}((x, y), \{x\} \times \{y\})$ is the probability that the joint chain stays put at $(x, y)$. In this example the two chains evolve independently independent when meeting does not occur, and so we have $r(x, y) = r(x) r(y)$. With $\Phi$ defined as above, we take $Q = \Phi_{00} + \Phi_{01} + \Phi_{10} + \Phi_{11}$ to be our proposal coupling.

Next we consider the acceptance indicator coupling $\tilde{B}$. Lemma 2.9 implies the existence of acceptance indicators $(b_x, b_y) \sim \tilde{B}((x, y), (x', y'))$ such that $P(b_x = i, b_y = j | x, y, x', y') = \phi_{ij}((x, y), (x', y'))$ where $\phi_{ij}(w) = \frac{d\Phi_{ij}(w)}{dQ(w)}$. If we write each term of $\Phi_{ij}$ in its integral form, then $\phi_{ij}$ can also be evaluated at every point as a ratio of densities. For example, let $x' \neq x$, $y' \neq y$ be two different points in $\mathcal{X}$. Then the probability density of $Q$ for a move from $(x, y)$ to $(x', y')$ will be

$$
q((x, y), (x', y')) = (p(x, x') - c(x'))(p(y, y') - c(y')) + (p(x, x') - c(x'))(q(y, y') - p(y, y'))
$$

$$\quad+ (p(x, x') - c(x'))(q(y, y') - c(y')) + (q(x, x') - p(x, x'))(q(y, y') - p(y, y')).
$$

Here $p(x, x') = q(x, x') a(x, x')$ is the transition kernel density from $x$ to $x'$. Thus, when $x' \neq x$, $y' \neq y$, and $x' \neq y'$, we have the following expressions for the distribution of the acceptance indicator pair $(b_x, b_y)$ conditional on the current state $(x, y)$ and the proposal state $(x', y')$:

$$
p_{11} := \mathbb{P}(b_x = 1, b_y = 1 | x, y, x', y') = \frac{(p(x, x') - c(x'))(p(y, y') - c(y'))}{q((x, y), (x', y'))}
$$

$$
p_{10} := \mathbb{P}(b_x = 1, b_y = 0 | x, y, x', y') = \frac{(p(x, x') - c(x'))(q(y, y') - p(y, y'))}{q((x, y), (x', y'))}
$$

$$
p_{01} := \mathbb{P}(b_x = 0, b_y = 1 | x, y, x', y') = \frac{(p(x, x') - q(x, x'))(q(y, y') - c(y'))}{q((x, y), (x', y'))}
$$

$$
p_{00} := \mathbb{P}(b_x = 0, b_y = 0 | x, y, x', y') = \frac{(p(x, x') - q(x, x'))(q(y, y') - p(y, y'))}{q((x, y), (x', y'))}.
$$

The marginal probability of accepting the ‘$x$’ move is $p_{10} + p_{11}$ and the probability of accepting the ‘$y$’ move is $p_{01} + p_{11}$, consistent with Lemma 2.10. As a sanity check, the probability density of moving from $(x, y)$ to $(x', y')$ according to our coupling and acceptance mechanism is $q((x, y), (x', y')) \times p_{11} = (p(x, x') - c(x')) \cdot (p(y, y') - c(y'))$, which is indeed the probability density of the minorization coupling $\tilde{P}((x, y), \cdot)$ at point $(x', y')$. The cases with $y' = x'$, $x' = x$, and $y' = y$ can be calculated in the same way.

5. Discussion

Couplings are a topic of great theoretical and practical interest. In theoretical work, couplings provide a powerful tool for proving results on Markov chains and other stochastic processes. They are also related to assignment problems under marginal constraints, a topic of interest since at least Birkhoff [10]. In applications, couplings provide a foundation for techniques related to convergence diagnosis, variance reduction, and unbiased estimation, as described in Section 1.
In this paper we considered kernel and maximal kernel couplings of the MH algorithm and related methods. In Theorem 2.2, we showed that any transition kernel coupling can be expressed in terms of a proposal coupling and an acceptance indicator coupling with certain properties. Conversely, any joint kernel generated this way must be a legitimate transition kernel coupling. In Theorem 3.4 we took this a step further, showing that maximal kernel couplings correspond to pairs of proposal and acceptance couplings subject to a short list of additional conditions. These results provide a unified approach for describing kernel couplings of MH-like algorithms. In principle, our results could be extended to other algorithms, such as multiple-try MH [52], the guided walk of Gustafson [33], and other irreversible MCMC methods. However, it may be more difficult to derive simple two-step expressions like those described in Sections 2.7 and 4 for these other algorithms.

Throughout this study we have viewed the transition kernel $P$ on a state space $(\mathcal{X}, \mathcal{F})$ as arising from a fixed proposal kernel $Q$ and acceptance rate function $a$. Alternatively, we could have started with any kernel $P$ that is weakly dominated by any other kernel $Q$, in the sense that $P(x, A) \leq Q(x, A)$ for all $x \in \mathcal{X}$ and all $A \in \mathcal{F}$ with $x \not\in A$. This is essentially the ordering condition of Peskun [64], as generalized to infinite state spaces by Tierney [76]. In light of the above, our Theorem 2.2 can be interpreted as stating that given a kernel $P$ weakly dominated by a kernel $Q$, and given a Radon–Nikodym derivative $a(x, \cdot) = dP(x, \cdot)/dQ(x, \cdot)$ away from the current state $x$, then every kernel coupling $P \in \Gamma(P, P)$ can be generated by a coupling $Q \in \Gamma(Q, Q)$ followed by an acceptance indicator coupling $B$ based on $a$. This interpretation turns our result into a joint probability existence and characterization theorem that includes MH-like transition kernel couplings as a special case.

Looking forward, we believe that our results can be used to design new and more efficient couplings for the MH algorithm. We also expect them to support theoretical work on kernel couplings for this broad class of discrete-time Markov chains. It may be possible to derive meeting time bounds or information on the spectrum of $P$ based on data about $Q$ and $B$, using a version of the drift and minorization arguments of Rosenthal [73, 75] or the techniques of Atchadé and Perron [6]. A deeper understanding of kernel couplings may also support optimization arguments like those of Boyd et al. [14, 15, 16]. Finally, in analogy with our description of maximal couplings in Theorem 3.4, it may be possible to characterize the optimal transport couplings in $\Gamma(P, P)$ in terms of the properties of proposal and acceptance indicator couplings.

This study represents a step toward understanding the properties of $\Gamma(P, P)$ and $\Gamma^{\max}(P, P)$ in terms of those of $\Gamma(Q, Q)$ and the associated acceptance indicator couplings. Markovian couplings which are efficient in the sense of Aldous [1] are well understood only in special cases. Beyond that, few other bounds on the efficiency of Markovian couplings are well-established [17]. There remain much to learn about such couplings for MH-like chains. A clearer understanding of the set of Markovian couplings will make it possible to identify better options for use in practice and to determine how efficient couplings can be for this important class of algorithms.

Appendix A: Simple examples

In this appendix we present two simple examples to illustrate concepts from the main text. In the first example, we explore the definitions and proof methods of Section 2 using an MH kernel on a two-point state space. In the second example, we consider a three-point state space to show that some maximal kernel couplings can only be generated from non-maximal proposal couplings, as discussed in Section 3.

A.1. Two-step representation of a transition kernel coupling

Let $\mathcal{X} = \{1, 2\}$, $\mathcal{F} = 2^\mathcal{X}$, and assume a current state pair $(x, y) = (1, 2)$. For a small finite state space like this, it is convenient to represent a kernel $\Theta : \mathcal{X} \times \mathcal{F} \to [0, 1]$ by $\Theta(z, \cdot) = (\Theta(z, \{1\}), \Theta(z, \{2\}))$ and to represent a coupling $\bar{\Theta} : (\mathcal{X} \times \mathcal{X}) \times (\mathcal{F} \otimes \mathcal{F}) \to [0, 1]$ using a table like the following:

$$
\begin{array}{c|c|c}
\downarrow & \Theta((x, y), (1, 1)) & \Theta((x, y), (2, 1)) \\
1 & \Theta((x, y), (1, 2)) & \Theta((x, y), (2, 2)) \end{array}
$$

$$
\Theta((x, y), \cdot) = \begin{pmatrix}
1 & 2 \\
1 & 2
\end{pmatrix}
$$
The columns of this table represent the destination values for the $x$ chain (e.g. the values of $x'$ or $X$) while the rows represent the equivalent for the $y$ chain. The small ‘$x$’ and ‘$y$’ serve as a reminder of the current state pair.

We assume a uniform proposal distribution and an MH acceptance rate function $a$ based on a target distribution $\pi = (1/3, 2/3)$, so that $a(1, \cdot) = (1, 1)$ and $a(2, \cdot) = (1/2, 1)$. Together these imply a transition kernel $P$ with $P(1, \cdot) = (1/2, 1/2)$ and $P(2, \cdot) = (1/3, 2/3)$. Simple algebra shows that any proposal and transition coupling based on the kernels above must take following forms, for some $\rho \in [0, 1/2]$ and $\lambda \in [0, 1/4]$:

$$
\bar{Q}(1, 2, \cdot) = 1 \begin{pmatrix}
\bar{\rho} \\
1/2 - \bar{\rho}
\end{pmatrix} \quad 1 \begin{pmatrix}
\rho \\
1/2 - \rho
\end{pmatrix} \quad \bar{P}(1, 2, \cdot) = 1 \begin{pmatrix}
\bar{\lambda} \\
1/2 - \bar{\lambda}
\end{pmatrix} \quad 1 \begin{pmatrix}
\lambda \\
1/2 - \lambda
\end{pmatrix}
$$

Definition 2.3 on coupled acceptance mechanisms, raises two questions: whether its Condition 3 is independent of its Conditions 1 and 2, and whether a given $P \in \Gamma(P,P)$ can be related to $Q \in \Gamma(Q,Q)$ by more than one coupled acceptance mechanism. We answer both questions in the affirmative.

Suppose that we have the following proposal and transition kernel couplings, corresponding to the case of $\rho = 1/4$ and $\lambda = 0$ above:

$$
\bar{Q}(1, 2, \cdot) = 1 \begin{pmatrix}
\bar{\rho} \\
1/2 - \bar{\rho}
\end{pmatrix} \quad 1 \begin{pmatrix}
\rho \\
1/2 - \rho
\end{pmatrix} \quad \bar{P}(1, 2, \cdot) = 1 \begin{pmatrix}
\bar{\lambda} \\
1/2 - \bar{\lambda}
\end{pmatrix} \quad 1 \begin{pmatrix}
\lambda \\
1/2 - \lambda
\end{pmatrix}
$$

By Lemma 2.5, we observe that the first two conditions of Definition 2.3 require any coupled acceptance mechanism $\Phi$ relating $Q$ and $P$ to take the following form for real numbers $a, b, c, d,$ and $e$:

$$
\Phi_{11}(1, 2, \cdot) = 1 \begin{pmatrix}
0 \\
a
\end{pmatrix} \quad \Phi_{10}(1, 2, \cdot) = 1 \begin{pmatrix}
d \\
c
\end{pmatrix} \quad \Phi_{01}(1, 2, \cdot) = 1 \begin{pmatrix}
0 \\
e
\end{pmatrix} \quad \Phi_{00}(1, 2, \cdot) = 1 \begin{pmatrix}
l/4 - d \\
l/4 - a - c - e
\end{pmatrix}
$$

Thus $(\Phi_{11} + \Phi_{10})(x, y), \{x\} \times \mathcal{X}) = a + c + d,$ and $(\Phi_{11} + \Phi_{01})(x, \mathcal{X} \setminus \{y\}) = a + b + e$. Observe that $a + c + d = Q(x, \{x\}) = 1/2$ and $a + b + e = Q(y, \mathcal{X} \setminus \{y\}) = 1/2$ do not automatically hold without imposing the third condition of Definition 2.3. Therefore, this condition is not implied by the other two. Also note that even with that condition, any choice of $a, b, c$ with $0 \leq c \leq b \leq 1/4$ and $0 \leq a \leq 1/4 - b \vee c$ will produce a valid $\Phi$ relating $Q$ and $P$. Thus we see that more than one coupled acceptance mechanism can relate the same proposal coupling $\bar{Q}$ and transition kernel coupling $\bar{P}$. Consequently, there can be more than one choice of acceptance indicator coupling $\bar{B}$ such that $\bar{Q}$ and $\bar{B}$ generate $\bar{P}$.

We continue with our two-state example to demonstrate the construction of a coupled acceptance mechanism $\Phi$ and proposal coupling $\bar{Q}$ as in the proof of Lemma 2.8. Under the assumptions above, $\alpha_0, \alpha_1, \beta, \mu$ will take the following values:

$$
\alpha_0(1, \cdot) = (0, 0) \quad \alpha_1(1, \cdot) = (1/2, 1/2) \quad \mu(1, \cdot) = (1, 0) \quad \beta(\cdot) = (1, 2/3).
$$
We continue to use a transition kernel coupling $\bar{P}$ with the following values:

$$
\bar{P}((1, 2), \cdot) = \frac{1}{2} \begin{bmatrix}
\frac{3}{4} & \frac{1}{4} \\
\frac{1}{2} & \frac{1}{2}
\end{bmatrix} \downarrow
$$

Following the construction in the proof of Lemma 2.8 and the values of $\alpha_0, \alpha_1, \mu,$ and $\beta$ shown above, we have

$$
\Phi_{11}((1, 2), \cdot) = \frac{1}{2} \begin{bmatrix}
0 & \frac{1}{4} \\
\frac{1}{2} & \frac{1}{2}
\end{bmatrix}
$$

$$
\Phi_{10}((1, 2), \cdot) = \frac{1}{2} \begin{bmatrix}
\frac{1}{6} & \frac{1}{12} \\
0 & 0
\end{bmatrix}
$$

Similar calculations show that both $\Phi_{01}((1, 2), \cdot)$ and $\Phi_{00}((1, 2), \cdot)$ consist entirely of zeros. Finally, since $\bar{Q}((x, y), \cdot) = (\Phi_{11} + \Phi_{10} + \Phi_{01} + \Phi_{00})((x, y), \cdot)$, we have

$$
\bar{Q}((1, 2), \cdot) = \frac{1}{2} \begin{bmatrix}
\frac{1}{6} & \frac{1}{3} \\
\frac{1}{3} & \frac{1}{6}
\end{bmatrix} \downarrow
$$

We see that this proposal coupling has the marginal distributions $Q(1, \cdot) = Q(2, \cdot) = (\frac{1}{2}, \frac{1}{2})$, as desired.

Finally, we derive an acceptance indicator coupling $\bar{B}$ such that it and $\bar{Q}$ will generate the given $\bar{P}$. We proceed according to the construction in the proof of Lemma 2.9. There, we defined the acceptance indicator coupling so that if $(b_x, b_y) \sim \bar{B}((x, y), (x', y'))$, then for $i, j \in \{0, 1\}$,

$$
P(b_x = i, b_y = j \mid x, y, x', y') = \phi_{ij}((x, y), (x', y')) = \frac{d \Phi_{ij}((x, y), \cdot)}{d \bar{Q}((x, y), \cdot)}(x', y').
$$

Due to the discrete state space, we can evaluate this Radon–Nikodym derivative by dividing the values of $\Phi_{ij}((x, y), (x', y'))$ by those of $\bar{Q}((x, y), (x', y'))$. This yields the following joint acceptance probabilities:

$$
P(b_x = b_y = 1 \mid x, y, \cdot) = \frac{1}{2} \begin{bmatrix}
\frac{3}{4} & \frac{1}{4} \\
1 & 1
\end{bmatrix}
$$

$$
P(b_x = 1, b_y = 0 \mid x, y, \cdot) = \frac{1}{2} \begin{bmatrix}
1 & \frac{1}{4} \\
0 & 0
\end{bmatrix}
$$

$$
P(b_x = 0, b_y = 1 \mid x, y, \cdot) = \frac{1}{2} \begin{bmatrix}
0 & 0 \\
0 & 0
\end{bmatrix}
$$

Thus we see that the methods of Section 2 provide a simple way to derive a proposal coupling $\bar{Q}$ and an acceptance coupling $\bar{B}$ which reproduce the given MH transition kernel coupling $\bar{P}$.

### A.2. Maximal kernel coupling generated by non-maximal proposal coupling

We conclude with a slightly more complicated example to demonstrate the properties of maximal couplings of the MH transition kernel. Assume $X' = \{1, 2, 3\}, \mathcal{F} = 2^X$, and $(x, y) = (1, 2)$. From these states, we assume the following proposal and transition kernel distributions:

$$
Q(x = 1, \cdot) = (0, \frac{1}{2}, \frac{1}{2}), \quad P(x = 1, \cdot) = (\frac{1}{2}, \frac{1}{2}, 0)
$$

$$
Q(y = 2, \cdot) = (\frac{1}{2}, 0, \frac{1}{2}), \quad P(y = 2, \cdot) = (\frac{1}{2}, 0, \frac{1}{2}).
$$
It is easy to confirm that these distributions correspond to an MH transition kernel obtained when $Q(3, \cdot) = (0, 1, 0)$ and $\pi = (2/5, 2/5, 1/5)$. Simple algebra shows that any coupling in $\Gamma_{\text{max}}(Q, Q)$ and any coupling in $\Gamma_{\text{max}}(P, P)$ must have the following properties:

$$
\begin{array}{c|ccc}
 x & 1 & 2 & 3 \\
\hline
 1 & 0 & 1/2 & 0 \\
 2 & 0 & 0 & 0 \\
 3 & 0 & 0 & 1/2 \\
\end{array} \quad \quad \quad \quad \quad 
\begin{array}{c|ccc}
 x & 1 & 2 & 3 \\
\hline
 1 & 1/2 & 0 & 0 \\
 2 & 0 & 0 & 0 \\
 3 & 0 & 1/2 & 0 \\
\end{array} \quad \quad \quad \quad \quad 
\begin{array}{c|ccc}
 x & 1 & 2 & 3 \\
\hline
 1 & 0 & 0 & 1/2 \\
 2 & 0 & 0 & 0 \\
 3 & 0 & 1/2 & 0 \\
\end{array}
$$

There exists no indicator coupling $\tilde{B}$ such that it and the unique maximal $\tilde{Q}$ given above generate $\tilde{P}$, since the combination of $(x', y') \sim \tilde{Q}((1, 2), \cdot), (b_x, b_y) \sim \tilde{B}((1, 2), (x', y'))$, $(X, Y) = (b_x x' + (1 - b_x)x, b_y y' + (1 - b_y)y)$, and $(X, Y) \sim \tilde{P}((1, 2), \cdot)$ yield a contradiction:

$$
1/2 = \mathbb{P}(X = 2, Y = 3 \mid x = 1, y = 2) \leq \mathbb{P}(x' = 2, y' = 3 \mid x = 1, y = 2) = 0.
$$

Note that in line with Theorem 2.2, we can still generate $\tilde{P}((1, 2), \cdot)$ using the following non-maximal proposal coupling and the coupled acceptance indicators $b_x, b_y$:

$$
\begin{array}{c|ccc}
 x & 1 & 2 & 3 \\
\hline
 1 & 0 & 0 & 1/2 \\
 2 & 0 & 0 & 0 \\
 3 & 0 & 1/2 & 0 \\
\end{array}
$$

$$
\begin{array}{c|ccc}
 x & 1 & 2 & 3 \\
\hline
 1 & 0 & 0 & 1/2 \\
 2 & 0 & 0 & 0 \\
 3 & 0 & 1/2 & 0 \\
\end{array}
$$

$$
\begin{align*}
\mathbb{P}(b_x = 1, b_y = 1 \mid (x, y) = (1, 2), (x', y') = (2, 3)) &= 1 \\
\mathbb{P}(b_x = 0, b_y = 1 \mid (x, y) = (1, 2), (x', y') = (3, 1)) &= 1.
\end{align*}
$$

A qualitative conclusion from Lemma 3.3 and the example above is that maximal couplings $\tilde{P} \in \Gamma_{\text{max}}(P, P)$ may require a certain amount of proposal probability on the diagonal, but the maximality of $\tilde{Q}$ is neither necessary nor sufficient for $\tilde{Q}$ to be able to generate $\tilde{P}$.
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