Abstract: The preliminary treatment of wastewater at wastewater treatment plants (WWTPs) is of great importance for the performance and durability of these plants. One fraction that is removed at this initial stage is commonly called gross solids and can cause various operational, downstream performance, or maintenance problems. To avoid this, data from more than two operation years of the Villapérez Wastewater Treatment Plant, located in the northeast of the city of Oviedo (Asturias, Spain), were collected and used to develop a model that predicts the gross solids content that reaches the plant. The support vector machine (SVM) method was used for modelling. The achieved model precision ($R^2_{adj} = 0.7$ and MSE $= 0.43$) allows early detection of trend changes in the arrival of gross solids and will improve plant operations by avoiding blockages and overflows. The results obtained indicate that it is possible to predict trend changes in gross solids content as a function of the selected input variables. This will prevent the plant from suffering possible operational problems or discharges of untreated wastewater as actions could be taken, such as starting up more pretreatment lines or emptying the containers.
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1. Introduction

Municipal wastewater is derived from domestic, commercial, and industrial waste streams, along with storm water runoff. In addition to fecal matter, sewage contains a variety of suspended and floating debris, including sand and other entrained inert solids, paper, plastics, rags, and other debris. The presence of gross solids in the collectors can help to create several problems [1,2]. In the sections of the sewer network in which the water circulates by gravity, the solids combine with the fats and generate blockages. When water is circulated by pumping, the presence of gross solids can cause pump jams and pump well overflows with resulting contamination problems.

As wastewater enters a treatment facility, it typically flows through a step called preliminary treatment. This stage, which removes gross solids and coarse suspended and floating matter, has not received much research attention, and it is highly dependent on the initial design characteristics of the plant [3–5]. However, its impact on the management, operation, and maintenance of one of these wastewater treatment plants (WWTPs), as well as its influence on the performance of the subsequent treatment stages, is very important. In this pretreatment stage, various operations are carried out, such as roughing, sand removal, and degreasing. Generally, a screen removes large floating objects, such as rags, cans, bottles, and sticks, that may clog pumps, small pipes, and downstream processes. If gross solids are not removed, they become entrained in pipes and other moving parts of the treatment plant and can cause substantial damage and inefficiency in the process [6,7]. Screens are generally placed in a chamber or channel and inclined towards the flow of the wastewater. The inclined screen allows debris to be caught on the upstream surface of the screen, but it also allows access for manual or mechanical cleaning.
The operational management of this initial stage usually faces various problems, such as the following:

- Gross solids on days without rain are deposited in the bottom of the collectors, and when there is heavy rain, they are suddenly drawn into the treatment plant [8]. Numerous researchers have studied the consequences of these solids in sewage systems [9–14]. The arrival of all these gross solids at the WWTP can cause blockages in the equipment and, consequently, lead to discharge of untreated wastewater into rivers. Knowing of the arrival of solids as soon as possible would allow for anticipating and putting more pretreatment lines into service, avoiding those blockages.

- Another operational problem to be faced is the need to have enough containers for the gross solids and to avoid having to pile them on the ground in a precarious way. By predicting the arrival of gross solids earlier, it is possible to ensure the availability of empty containers.

The improvement of operations in treatment plants and its impact on their performance, the reduction of energy consumption, and the reduction of maintenance costs is receiving more and more attention from researchers [15–18]. The increasingly strict legal and environmental requirements force us to seek an improvement in the operation of these facilities [19,20]. An important way of optimizing this operation is the development of mathematical process models. Many authors have developed mathematical models of the different treatment stages of wastewater treatment plants [21,22]. Although the preliminary treatment stage has been less studied, in part due to its great dependence on the initial plant design, its impact on the performance of later stages is unquestionable.

Moreover, the treatment processes of sewage treatment plants are monitored continuously, but often the data collected are not sufficiently exploited [23]. Therefore, the use of the available data to improve management from the first treatment processes in the WWTP will result in an improvement in the performance of the later stages, a decrease in energy consumption, fewer installation maintenance problems, and, finally, in a better quality of the outlet water.

Therefore, the main objective of this work is to predict the gross solids content in wastewater to improve the operation of treatment plants. Having this new model will help the operators of the WWTPs make the most appropriate decisions, reducing the possibility of the problems described above. No reference to similar works (developing a prediction model for this operational parameter) was found in the literature review carried out by the authors, which indicates the novelty of this study.

This paper is divided into three main sections. Section 2 describes the characteristics of the WWTP under study, the acquisition and processing of data, and the mathematical techniques used in the development of the model. Next, in Section 3, the results obtained are presented and discussed, both in the model training process and in its validation. Finally, the main contributions of the study are highlighted in Section 4.

2. Materials and Methods

2.1. Case Study

The Villapérez Wastewater Treatment Plant is located in the northeast of the city of Oviedo (Asturias, Spain) and occupies an area of nearly 21 hectares (Figure 1). It provides service to an approximate population of 723,000 equivalent inhabitants. The wastewater to Villapérez arrives through a unitary network of collectors that has an approximate length of 75 km. This network includes 44 spillways. Collector diameters range from 600 to 2000 mm with sections in gravity and in impulsion.
The next stage is secondary settling, which is carried out via gravity. Finally, the tertiary treatment stage consists of a physical–chemical treatment, lamellar settling, and filtration.

Figure 1. Plan view of the Villapérez wastewater treatment plant (WWTP) (Asturias, Spain).

As can be seen in Figure 2, the wastewater treatment in Villapérez WWTP begins with a pretreatment stage in which the larger solids, sands, and fats are removed. Subsequently, the water is taken to primary settling by gravity. The water then goes to biological treatment where organic matter, nitrogen, and phosphorus are removed. This treatment involves the passage of water through several anoxic chambers, anaerobic and aerobic. The next stage is secondary settling, which is carried out via gravity. Finally, the tertiary treatment stage consists of a physical–chemical treatment, lamellar settling, and filtration.

Figure 2. Sectional view of the pretreatment equipment at the Villapérez WWTP (Asturias, Spain).

The pretreatment section has the capacity to treat an inflow of 8.5 m$^3$/s (734,400 m$^3$/day) and starts with two thick wells, equipped with a 500-L clamshell bucket (Figure 2). The plant then has four roughing channels, each of which includes an automatic cleaning screen with a 60 mm clearance and a self-cleaning fines screen with a 3 mm clearance and an inclination of 50°.

In order to size the installation, Table 1 shows the main design parameters of the installation, including the legally established [24] values for the discharge of treated water.
Table 1. Design parameters of the Villapérez wastewater treatment plant (Asturias, Spain).

| Parameter                                  | Input       | Output     |
|--------------------------------------------|-------------|------------|
| Maximum inflow (rainy weather)             | 8.50 m³/s   |            |
| Maximum inflow (dry weather)               | 2.89 m³/s   |            |
| Five-day biological oxygen demand (BOD5)   | 418.00 mg/L | 5 mg/L     |
| Chemical oxygen demand (COD)               | 652.00 mg/L | 30 mg/L    |
| Total suspended solids (TSS)                | 329.00 mg/L | 10 mg/L    |
| Total Kjeldahl nitrogen (N-NTK)            | 47.40 mg/L  | 4 mg/L     |
| Total phosphorus (P)                        | 6.50 mg/L   | 0.5 mg/L   |

The Villapérez treatment plant receives around 19 tons of roughing solids monthly. As already indicated, although these roughing solids are produced continuously, they are stored at the bottom of the collectors and suddenly arrive at the treatment plant when heavy rains occur. In episodes of intense rains, the arrival of up to 4 tons of solids in one hour has been recorded.

Table 2 shows the composition of a few samples of solids collected in the bar and fine screens of the Villapérez plant. These samples represent the main materials included in the gross solids, such as wipes and hygiene products, plastics, and organic matter (Figure 3) from various sources.

Table 2. Composition of gross solids samples from pretreatment at Villapérez WWTP.

| Sample | Total Wet Weight | Wipes | Plastics | Hygiene Products | Organic Material |
|--------|------------------|-------|----------|-----------------|------------------|
|       | kg               | kg    | %        | kg              | %                |
| 1      | 42.21            | 13.82 | 30.57    | 0.54            | 1.19             |
| 2      | 43.61            | 12.07 | 27.68    | 0.49            | 1.12             |
| 3      | 9.25             | 2.28  | 24.56    | 0.01            | 0.11             |

Figure 3. Gross solids sample removed in pretreatment at Villapérez WWTP.

2.2. Data

All data used in this work were collected in the period from 1 March 2017 to 24 June 2019 and come from different sources, as follows:

- Data related to wastewater were obtained through the SCADA software (Supervisory Control and Data Acquisition) of the WWTP. This system registers 226 parameters every 9 minutes from measuring equipment and sensors distributed all over the treatment plant. From this set of data, the data set associated to the measurement of input parameters in the raw water during the pretreatment stage was used. The parameters measured in the raw water are the input flow rate, pH, raw water temperature, conductivity, and ammonia. Data associated with these variables were identified by date and time of the data measurement.
• Gross solids data were collected from the container removal delivery notes (provided by the waste management entity), which contain the actual information of the waste total weight inside each container. The number of containers in the study period was 165. Their filling times were used as time intervals to group the data from the SCADA system.

• Climate data were obtained from the Spanish State Agency for Meteorology website (Agencia Estatal de Meteorología, Aemet) and pluviometry data (instantaneous and accumulated rainfall) were obtained from the plant’s own weather station. All of them were also grouped according to the intervals in which the containers were filled. From these data, a new variable calculated from the instantaneous precipitation was also created, corresponding to the number of previous days without rain.

The obtained data set (165 cases) was divided into two groups. Eighty percent of the data were used for training the support vector machine (SVM) model, and the remaining 20% were kept for validating the model.

Statistical data for the variables initially considered in the study are presented in Table 3. As indicated above, the reference is the time interval (Time) from when an empty container was placed to when it was removed. When each container was removed, it was weighed, and the data were recorded on the corresponding delivery note. The data corresponding to each one of these periods were summarized by calculating for each variable its minimum, mean, and maximum values, as shown in Table 3.

Table 3. Statistical description of the variables.

| Variable         | Description                        | Unit     | Mean   | Standard Deviation | Min   | Max   |
|------------------|------------------------------------|----------|--------|--------------------|-------|-------|
| GrossSolids      | Gross solids                       | ton      | 2.96   | 0.79               | 1.42  | 5.44  |
| Interval         | Time interval                      | h        | 123.40 | 468.56             | 1.28  | 6023.36 |
| PDwR             | Previous days without rain         | day      | 1.15   | 2.69               | 0.00  | 20.41 |
| MxDwR            | Maximum previous days without rain in the time interval | day | 2.86 | 3.48 | 0.01 | 20.68 |
| Vol              | Water volume                       | m³       | 398,312.01 | 407,147.11 | 4254.39 | 2,600,377.05 |
| PrecipTotal      | Total precipitation                | m³       | 7.57   | 12.37             | 0.00  | 86.50 |
| MaxpH            | Maximum pH                         |          | 7.99   | 0.66              | 6.44  | 11.65 |
| MedConductivity  | Medium conductivity                | µS/cm    | 926.74 | 240.99            | 256.57 | 1578.82 |
| MedFlow          | Medium flow                        | m³/h     | 4853.96 | 2404.04            | 2382.21 | 14,195.72 |
| Month            | Month                              |          | 5.51   | 3.19              | 1.00  | 12.00 |
| Week             | Week                               |          | 22.21  | 14.04             | 1.00  | 52.00 |
| TempExtMed       | Medium ambient temperature         | ºC       | 11.80  | 4.53              | 3.10  | 24.60 |
| TempExtMax       | Maximum ambient temperature        | ºC       | 16.05  | 5.42              | 4.20  | 31.50 |
| TempExtMin       | Minimum ambient temperature        | ºC       | 8.49   | 4.39              | 0.70  | 19.20 |
| DayYear          | Day of the year                    |          | 151.98 | 98.53             | 2.00  | 363.00 |
| DayWeek          | Day of the week                    |          | 3.18   | 1.71              | 1.00  | 6.00  |
| MedRH            | Medium relative humidity           | %        | 78.91  | 9.07              | 46.17 | 96.81 |
| MaxSolarRadiation| Maximum solar radiation            | W/m²     | 44.89  | 79.48             | 0.77  | 532.98 |
| AtmosphericPressureMax | Maximum atmospheric pressure   | millibars | 1004.52 | 7.85            | 972.41 | 1021.96 |
| MaxMedRH         | Maximum relative humidity          | %        | 94.86  | 9.03              | 49.99 | 99.92 |
| MinMedRH         | Minimum relative humidity          | %        | 46.84  | 18.41             | 0.00  | 92.14 |
Different statistical analyses were performed to explore the initial data set in order to identify the existence of outliers, as well as to confirm the quality of the data. Among them, we can highlight the principal component analysis (PCA) projection shown in Figure 4. The data were projected in the two main dimensions, which are those that best represent the initial data set in terms of minimum squares. In this figure, on the left, each case of the study is represented with a different color depending on the month of the year in which the sample was taken. In addition, the graph on the right shows the same PCA projection but with the cases separated by month and the average flow (MedFlow) represented with a color scale. These monthly projections clearly reflect that the months with usually higher rainfall present higher inflow into the WWTP, which is a sign of the quality of the training patterns. On the other hand, it is possible to observe in Figure 4 that the cases that are isolated in the complete PCA projection (on the left in the figure), which could initially be considered outliers, correspond to a continuous trend in the cases of Month 12 (December).

![Figure 4. Principal component analysis (PCA) projection of the initial data set.](image)

### 2.3. Methods

Different data-based techniques have been used to model different WWTP parameters, such as artificial neural networks (ANNs), fuzzy inference systems (FISs), adaptive neural fuzzy inference systems (ANFISs), and random forest (RF) [15]. In this paper, the method used was support vector machine (SVM), which has been successfully used in many different fields.

SVM refers to a set of supervised learning algorithms developed by Vladimir Vapnik and his team at AT&T laboratories [25]. Although initially developed as a method for binary classification, its application has been extended to multiple classification and regression problems. SVM has been successfully used in many different fields, such as computer vision, character recognition, text and hypertext categorization, classification, natural language processing, and time series analysis [26–28]. This is because this method has shown good generalization ability, avoiding the problems of training overfitting that occur in other similar methods [29]. Recently, it has also been used in the field of wastewater treatment to predict different parameters of the treatment process [30–37].

The core of this method is a kernel-based algorithm. Its predictions for new inputs depend on the kernel function evaluation for a subcategory of occurrences during a training stage. The objective of this method is to find a function to minimize the final error in Equation (1):

\[ y(x) = w^T \phi(x) + b \]  

where \( y(x) \) is the predicted value, \( w \) is the vector of parameters that define the model, \( b \) is the value of the bias, and \( \phi(x) \) fixes the feature space transformation. In this method, the error function that appears in the simple linear regression (Equation (2)) is replaced by
an $\epsilon$-insensitive error function (Equation (3)). The latter assigns a zero to values when $\epsilon$ exceeds the difference between the target ($t_n$) and the predicted value ($y_n$). If the difference is not less than $\epsilon$, the error function maintains its value.

$$
\frac{1}{2} \sum_{n=1}^{N} [y_n - t_n]^2 + \frac{\lambda}{2} \|w\|^2
$$

(2)

$$
E_\epsilon(y(x) - t) = \begin{cases} 
0, & \text{if } |y(x) - t| < \epsilon \\
|y(x) - t| - \epsilon, & \text{otherwise}
\end{cases}
$$

(3)

$$
C \sum_{n=1}^{N} E_\epsilon(y(x_n) - t_n) + \frac{1}{2} \|w\|^2
$$

(4)

To minimize Equation (4), a cost ($C$) is also assigned to the difference between the target and predicted values, where $y(x)$ is the value that Equation (2) predicts, $t$ is the searched target function, $\epsilon$ is the margin where the function does not penalize, and $C$ is the penalty. The process is optimized, but the initial function (Equation (2)) increases in complexity (Equation (5)), where $\alpha$ is one solution for the optimization problem that Lagrangian Theory makes possible.

$$
y(x) = \sum_{n=1}^{N} (\alpha_i - \alpha_i^*) \langle x_i, x \rangle + b
$$

(5)

The data are transformed by the function to a higher-dimensional feature space. This increases the accuracy of the nonlinear problem. Thus, the final function resembles Equation (6).

$$
y(x) = \sum_{n=1}^{N} (\alpha_i - \alpha_i^*) k(x_i, x) + b
$$

(6)

Likewise, as in many other data-based modeling techniques, the quantity and quality of data greatly affect the results obtained. In this case, it is necessary to take into account that the quality of the data collected in these facilities usually presents various reliability problems due to the difficult environmental working conditions of the sensors, which implies a high variation and even errors in the measurements obtained [38]. Therefore, considerable effort was put into collecting data over more than two years from various sources. In this way, the data include information of a seasonal nature, changes in domestic or industrial activity, long periods of intense rains or dry weather, etc. Thus, they are representative of the normal operating conditions at the installation. Subsequently, these data were carefully processed to avoid missing, wrong, or incomplete data to obtain 165 verified patterns to train the model (80%) and to validate the results (20%).

The kernel choice and the particular selection of adjustable kernel parameters have an important influence on the performance of the model [39]. This work was developed by trying various commonly used types of kernel functions, such as linear, polynomial, sigmoid, and radial basis functions [40]. The best kernel for classification in general is the Gaussian radial basis function (RBF) because it produces the highest overall accuracy and highest overall kappa [41].

A grid search methodology with 10-fold cross-validation on the training set was applied to establish the best type of kernel function and to retrieve the optimal values for the model parameters. This $k$-fold cross-validation procedure is an extensively used approach for assessing the values of model architecture parameters [42,43]. After this process, the RBF was the kernel with the best results (Equation (7)).

$$
k(x_i, x) = e^{-\frac{|x_i - x|^2}{2\sigma^2}}
$$

(7)
where $\sigma$ is a free parameter and $\|x_1 - x_2\|$ is the Euclidean distance between points $x_1$ and $x_2$.

R statistical software was selected to program the proposed methodology [44].

3. Results and Discussion

As a result of the training process, an SVM model was obtained that predicts the gross solids in tons based on the variables listed in Table 3.

Figure 5 presents different analyses carried out to validate the results of the training process of the SVM model obtained. At the top of the figure, the temporal evolution of the actual values is compared with that predicted from the training data set. It is possible to observe that the model can detect when changes occur in the content of gross solids arriving at the treatment plant.

At the bottom of Figure 5, several graphs are included to represent the error made by the SVM model. The “Prediction vs. Fitted” graph contrasts the actual measured values against the values predicted by the SVM model. It can be seen that all the estimated cases are around the blue line that represents the theoretical behavior of perfect prediction. In the “Normal Q–Q” graph it can be seen that the standardized errors generated by the SVM model in its estimation have a behavior almost identical to the expected theoretical behavior. A greater deviation can be seen at the ends of the line, which is confirmed in the “Scale–Location” graph that shows the estimation error made in each case. In this last graph, it can be seen that those gross solids values lower than 2 tons or higher than 4 tons show an increase in the standardized residuals.

In Figure 6, the curve of the cumulative percentage of successes by the SVM model is represented in blue with increasing tolerance of the estimation error (residuals). The control curve (in red in Figure 6) represents the cumulative success rate achieved by the sewage plant operators, estimated from the mean value of the historical data. A significant improvement can be observed in the results of the SVM model compared to the estimation of the plant control.
Figure 6. Cumulative distribution of the percentage of success of the model versus allowed error.

Figure 7 shows the estimated and actual gross solids values over time, corresponding to the validation data set. It is possible to observe that the model can detect when changes occur in the content of gross solids arriving at the treatment plant.

SVM model prediction analysis [Testing]

Figure 7. Analysis of results in the testing phase.

The coefficient of determination is a statistical indicator that compares the accuracy of the model to the accuracy of a trivial benchmark model wherein the prediction is just the mean of all the samples [45]. The performance of the SVM model was measured using the adjusted coefficient of determination ($R^2_{adj}$) an adjustment for the coefficient of determination that takes into account the number of variables in a data set [46]. It also penalizes you for points that do not fit the model.

$$R^2_{adj} = 1 - \left[ \frac{(1 - R^2)(n - 1)}{n - k - 1} \right]$$  \hspace{1cm} (8)

Here, $n$ is the number of points in the data sample, $k$ is the number of variables in the model, and $R^2$ is the coefficient of determination.
In this case, although the accuracy of the SVM model obtained was not very high, $R^2_{adj} = 0.7093$ for training data and $R^2_{adj} = 0.6869$ for validation data, it is enough for predicting trend changes in gross solids recovery during the pretreatment phases. The final model presented mean squared error (MSE) values of 0.426 in training and 0.435 in validation testing. With these results, the resulting final model will provide relevant information to the operators of the WWTP, anticipating problems such as blockages in the equipment or untreated wastewater discharges into the river.

Table 4 includes the most relevant variables for the SVM model when predicting the arrival of gross solids at the WWTP. The two first ones, the week and day of the year, are related to the seasonal component of this variable. An increase in the amount of rain supposes a greater drag on the solids deposited in the collectors, while the pH is an indicator of the amount of flow that reaches the treatment plant from industrial activities. The pH of water from domestic activities is relatively constant, while that from industrial activities alters it, sometimes raising it and sometimes lowering it. One of the consequences is the so-called “weekend effect”. Since the Villapérez WWTP receives a significant portion of wastewater from industrial facilities, the activity of which decreases on weekends and holidays, the resulting reduction in flow modifies the pH; therefore, it is relevant to the SVM model.

Table 4. Importance of variables in the model.

| Overall | % |
|---------|---|
| Week    | 100|
| DayYear | 98.87|
| PrecipTotal | 93.84|
| MaxpH   | 79.2|
| MinMedRH| 76.58|
| MedRH   | 63.56|
| TempExtMed | 60.08|
| PDwR    | 59.79|
| MedFlow | 54.75|

The three parameters MinMedRH, MedRH, and TempExtMed characterize the weather, i.e., if a certain day is clear or rainy. Another significant parameter is the number of previous days without rain. Gross solids should accumulate at the bottom of the collectors on days without rain; therefore, this should be a very relevant variable. However, its influence on the estimation of the model is less than expected, perhaps because the time periods are relatively long (PDwR mean = 123.4 h), and a downpour may occur within that period that is not detected.

4. Conclusions

Gross solids (wipes, sanitary waste, swabs, etc.) dragged by rain into sanitation systems generate numerous problems both in the collectors and in the treatment plants, causing severe blockages as described in multiple references. Reducing those blockages in pretreatment equipment and avoiding the discharge of untreated water due to possible overflows was the main objective of this work. It should be noted that in studies prior to this work, no other scientific reference predicting a similar parameter was found to compare the results to, which reflects the novelty of this work.

An SVM model was developed for predicting the content of gross solids present in roughing wastewater. The SVM method has demonstrated good features in numerous previous works, and in this case, the precision achieved in the validation phase was $R^2_{adj} = 0.6869$, slightly lower than that achieved in training ($R^2_{adj} = 0.7093$); this is considered enough to detect change trends in the arrival of roughing solids at the treatment plant. Having this information in advance will make it possible to open pretreatment lines when necessary to receive the arrival of a greater quantity of gross solids and to
have enough containers for their storage. This good performance of the model was also endorsed in the comparison of the precision of the model with that of the current estimates based on historical average values. The model was observed to represent a considerable operational improvement.

The final model presented MSE values of 0.426 in training and 0.435 in validation testing. The largest errors in the model occurred at the extremes, that is, for below 2 tons and above 4 tons of gross solids; these are unusual values, since containers of less than 2 tons mean that they have left the installation without being completely full, and for those above 4 tons, the container runs the risk of overflowing. Therefore, they do not represent a major drawback, and the biggest errors of the model are due to the low presence of such patterns in the training data set.

Finally, it should be noted that, following a similar line of work, it would be convenient to estimate other operating parameters of the pretreatment stage; this would facilitate its operation, which would have an impact on the performance of the entire WWTP and, therefore, on the quality of the outgoing treated water.
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