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Abstract

The reliability polynomial of a graph gives the probability that a graph remains operational when all its edges could fail independently with a certain fixed probability. In general, the problem of finding uniformly most reliable graphs inside a family of graphs, that is, one graph whose reliability is at least as large as any other graph inside the family, is very difficult. In this paper, we study this problem in the family of graphs containing a hamiltonian cycle.
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1 Introduction

Notation and terminology

In the reliability context, networks are modeled by graphs. We recall that a graph is an ordered pair $G = (V, E)$, where $V$ is a non empty set of nodes or vertices, and $E$ is a set of unordered pairs of different elements of $V$, called links or edges. The degree of a vertex $v \in V$, denoted by $d(v)$, is the number of incident edges at $v$. A walk of length $\ell \geq 0$ from a vertex $u$ to a vertex $v$ is a sequence of $\ell + 1$ vertices, $u_0u_1...u_{\ell}u_\ell$, such that $u = u_0$, $v = u_\ell$ and each pair $u_{i-1}u_i$, for $i = 1, \ldots, \ell$, is an edge of $G$. A connected graph has always a walk between any pair of vertices. Otherwise, the graph is not connected. Our model is a stochastic network with perfect nodes and edge failures: each edge remains connected independently with probability $p$ (every edge has the same probability of being operational). Moreover, no repair is allowed after an edge fails.

Through this paper, we consider the problem of computing the probability that a network remains connected. More precisely, we focus on what is called, the all-terminal network reliability problem: given the probability $p$ of an edge being operational in a network $G$, what is the probability that there exists an operational path between every pair of nodes $u$ and $v$ of $G$.

Hamiltonian graphs

A graph $G$ is a hamiltonian graph if it contains a spanning cycle, that is, a cycle passing through all the vertices of the graph. This cycle is called a hamiltonian cycle. The problem of finding a hamiltonian cycle takes back to the 1850s when Sir William Rowan Hamilton presented the problem of finding a hamiltonian cycle in a dodecahedron. The complexity of finding a hamiltonian cycle in a graph is in general NP-complete and much research in this area is devoted to finding necessary and/or sufficient conditions for a graph to be hamiltonian. One of such conditions is Ore’s Theorem, which is a well-known result in the field.
Theorem 1.1 (Ore). Let $G$ be a connected graph of order $n$ such that $d(u) + d(v) \geq n$ for any two pair of non adjacent vertices $u$ and $v$. Then $G$ is a hamiltonian graph.

Recent developments and many results regarding hamiltonian graphs can be found in [1].

The reliability polynomial

Let $|G|$ denote the number of edges of a network $G = (V, E)$. Let us consider the set $\mathcal{G}$ of connected spanning subgraphs of $G$. Then, the probability that $G$ is connected, as a function of $p$, is

$$\sum_{G' \in \mathcal{G}} p^{|G'|}(1-p)^{m-|G'|} \quad (1)$$

This formula is known as the reliability polynomial of $G$, and it is denoted as Rel$(G, p)$. There are several methods for computing Rel$(G, p)$, but in general this problem is NP-complete (see [2]). A pathset of a graph $G = (V, E)$ is a subset $N \subseteq E$ of edges that makes the graph $(V, N)$ connected. Hence, an alternative definition for the reliability polynomial is,

$$\text{Rel}(G, p) = \sum_{i=0}^{m} N_i p^i (1-p)^{m-i} \quad (2)$$

where $N_i$ denotes the number of pathsets of cardinality $i$. From this point of view, some of the coefficients of the reliability polynomial are ‘easy’ to compute. For instance, any spanning tree of $G$ contain $m - n + 1$ edges, so $N_{m-n+1} = \tau$ where $\tau$ is the number of spanning trees of $G$ (also known as the tree-number). Besides, $N_i = 0$ for all $i < m - n + 1$. Also $N_i = \binom{m}{i}$ for all $i > m - \lambda$, where $\lambda$ denotes the edge-connectivity of $G$.

Uniformly most reliable graphs

A main problem in the reliability context is concerned with the design of networks with ‘high’ reliability. To this end, let $\mathcal{G}(n, m)$ be the set of all simple connected graphs with $n$ vertices and $m$ edges. Given two graphs $G, G' \in \mathcal{G}(n, m)$, we say that $G$ is uniformly more reliable than $G'$ if $\text{Rel}(G, p) \geq \text{Rel}(G', p)$ for all $p \in [0, 1]$. This means that, for any value of an edge to being operational $p$, graph $G$ has higher probability to remain connected than graph $G'$. If there exists a graph $G$ such that $\text{Rel}(G, p) \geq \text{Rel}(H, p)$ for all $p \in [0, 1]$ and for all $H \in \mathcal{G}(n, m)$, then $G$ is known as a uniformly most reliable graph in the set $\mathcal{G}(n, m)$. We point out that uniformly most reliable graphs have been also known as uniformly optimally reliable graphs (see [3-6]) and uniformly optimal digraphs for the directed case (see [7]).

However, the reliability polynomial does not define a total ordering in $\mathcal{G}(n, m)$, because there are graphs whose corresponding reliability polynomial have a crossing point in the interval $(0, 1)$ (see [8]). In order to prove that a graph is uniformly most reliable graph, the following observation is wide used.

Observation 1.1. Let $G, G'$ be graphs such that $N_i(G) \leq N_i(G')$, for all $0 \leq i \leq m$. Then $\text{Rel}(G, p) \leq \text{Rel}(G', p)$ for all $p \in [0, 1]$.

Hence, maximizing the number of pathsets $N_i$ has been a classical method to obtain uniformly most reliable graphs.

There exist uniformly most reliable graphs for $m \leq n + 3$, and other simple values (see Table 1), but in the other hand, there are infinitely many values of $n$ and $m$ where uniformly most reliable graphs do not exist (see [9]). The uniformly most reliable graphs for $n \leq m \leq n + 3$ are subdivisions of named graphs. The edge subdivision operation for an edge $uv$ is the deletion of $vw$ from the graph and the addition of two edges $uw$ and $wv$ along with the new vertex $w$. A graph which has been
derived from $G$ by a sequence of edge subdivision operations is called a subdivision of $G$. For instance, every uniformly most reliable graph in the case $m = n + 1$ ($n \geq 5$) is constructed taking a graph of order 5 as a basis and subdividing edges and adding vertices one by one by following the sequence $A, B, C, A, B, C, \ldots$ (see Fig. 1). This graph is also called the Monma graph [10]. Uniformly most reliable graphs can be also obtained as subdivisions of named graphs for $m = n + 2$ and $m = n + 3$. We will denote these external graphs as UMR($n, m$). It has been conjectured that UMR($n, n + 4$) are particular subdivisions of the Wagner graph for $n \geq 8$ (see [11]). Despite these general constructions, uniformly most reliable graphs have been found only for $(n, m) = (8, 12)$ (Wagner graph) and $(10, 15)$ (Petersen graph).

| $(n, m)$ | Uniformly most reliable graphs | Reference |
|----------|--------------------------------|-----------|
| $(n, n - 1)$ | UMR($n, n - 1$) (Tree graphs $T_n$) |          |
| $(n, n)$ | UMR($n, n$) (Cycle graphs $C_n$) |          |
| $(n, n + 1)$ | UMR($n, n + 1$) (Monma graph) | [10]      |
| $(n, n + 2)$ | UMR($n, n + 2$) (subdivision of $K_4$) | [12]      |
| $(n, n + 3)$ | UMR($n, n + 3$) (subdivision of $K_{3,3}$) | [4]       |
| (8, 12) | Wagner graph | [11]      |
| (10, 15) | Petersen graph | [13]      |

Table 1: Uniformly most reliable graphs known in $G(n, m)$, where $n$ denotes the number of vertices and $m$ the number of edges.

(a) Wagner graph. (b) UMR($n, n + 2$).

(c) UMR($n, n + 1$). (d) UMR($n, n + 3$).

Figure 1: Uniformly most reliable graphs.
2 Uniformly most reliable hamiltonian graphs

Uniformly most reliable graphs have been classically studied on the set $G(n,m)$ of (simple) graphs on $n$ vertices and $m$ edges. A restricted version of the problem would be the study of these external graphs inside an important family of graphs $F$, such as the hamiltonian graphs. Let us denote as $H(n,m)$ the set of (non-isomorphic) hamiltonian graphs with $n$ vertices and $m$ edges. Of course, $H(n,m)$ is a subset of $G(n,m)$ and since every hamiltonian graph on $n$ vertices and $m$ edges contains a spanning cycle, then we may assume that $m \geq n$. If a particular graph $G$ is uniformly most reliable in $G(n,m)$ and it is in addition hamiltonian, then $G$ is also uniformly most reliable in $H(n,m)$. This happens trivially in case $(n,n)$ for all $n \geq 3$, where $C_n$ are uniformly most reliable graphs, and also in $(8,12)$, where the Wagner graph is a uniformly most reliable graph and it is also hamiltonian (see Figure 1 (a)). It is well known that the Petersen graph is not hamiltonian (see [1]) and in general, where $n$ is large enough, uniformly most reliable graphs are not hamiltonian, as next result shows.

**Proposition 2.1.** Let us consider the uniformly most reliable graphs UMR$(n,m)$ in $G(n,m)$ for $m \leq n+3$. Then,

(a) UMR$(n,n+1)$ is not hamiltonian;

(b) UMR$(n,n+2)$ is hamiltonian if and only if $n \leq 8$;

(c) UMR$(n,n+3)$ is hamiltonian if and only if $n \leq 13$;

**Proof.** For any graph $G$ containing a vertex $v$ of degree $d(v) \geq 3$ and such that there are at least three different neighbors $w_1, w_2, w_3$ of $v$ such that $d(w_1) = d(w_2) = d(w_3) = 3$, then $G$ is not hamiltonian. Indeed, any vertex of $G$ uses exactly two edges in any hamiltonian cycle, hence the only two incident edges of $w_1, w_2$ and $w_3$ belong to any hamiltonian cycle. But one of these two pairs of edges is incident also to $v$, and hence $v$ would use three edges in any hamiltonian cycle, which is impossible. The graph UMR$(n,n+1)$ given in Figure 1 has a vertex $v$ of degree 3 and that all its neighbors have degree 2. Hence it is not hamiltonian. It is easy to find a hamiltonian cycle in UMR$(n,n+2)$ for $4 \leq n \leq 8$, when the four subdivisions $A,B,C,D$ are performed at most. But for $n \geq 9$ there exist a vertex of degree 3, such that all its neighbors have degree 2, and hence it is no longer hamiltonian. The argument for case (c) is similar: the sequence of edges (subdivided or not) $A,D,B,E,C,F$ gives a hamiltonian cycle for every $n \leq 12$ and the next subdivision (edge $G$) produces a vertex of degree 3 such that all its neighbors have degree 2. 

Uniformly most reliable graphs are not hamiltonian when its order is large enough. So the natural question about which hamiltonian graphs are uniformly most reliable (whenever they do exist) arises. We partially answer this question in the following sections.

2.1 The case $m = n+1$

Let us consider $G$ as a hamiltonian graph with $n$ vertices $\{0,1,\ldots,n-1\}$ and $m = n+1$ edges where the hamiltonian cycle is given by the sequence $0,1,\ldots,n-1,0$. Without loss of generality, we assume that the remaining edge of the graph joins vertex 0 and vertex $x_1$. We may consider that $2 \leq x_1 \leq \lfloor \frac{n}{2} \rfloor$ (the remaining cases $\lfloor \frac{n}{2} \rfloor < x_1 < n-2$ produce an isomorphic graph taking $x'_1 = n-x_1$). Then, the reliability polynomial of $G$ is given by

$$\text{Rel}(G,p) = p^m + mp^{m-1}(1-p) + \tau p^{m-2}(1-p)^2,$$

where $\tau = n + x_1(n-x_1)$. Indeed, the removal of one edge or less guarantee the connectivity of the graph (the edge-connectivity of $G$ is precisely $\lambda = 2$ for $n \geq 4$). Besides, deleting any set of three edges or more disconnects the graph ($N_i = 0$ for all $i < m-2$). Hence, just the coefficient $N_{m-2}$ is
unknown. This is precisely the tree number $\tau$. The number of spanning trees of $G$ is $n + x_1(n - x_1)$ since we have two cases: if edge $(0, x_1)$ is removed, then we can remove any of the $n$ remaining edges. Otherwise we may delete two edges belonging to the hamiltonian cycle. In order to guarantee the connection of the resulting graph, we must choose one edge from the cycle $0, 1, \ldots, x_1, 0$ and the other from the cycle $0, x_1, x_1 + 1, \ldots, n, 0$. There are $x_1$ edges in one cycle and $n - x_1$ in the other. This gives the total number $n + x_1(n - x_1)$.

**Proposition 2.2.** The set of hamiltonian graphs $H(n, n+1)$, $n \geq 4$, is totally ordered by the reliability polynomial and the uniformly most reliable graph is given by joining any of two vertices of $C_n$ at maximum distance.

**Proof.** For any graph $G$ in $H(n, n+1)$, there exist $x_1$, with $2 \leq x_1 \leq \lfloor \frac{n}{2} \rfloor$ such that $G$ is isomorphic to a graph with hamiltonian cycle $0, 1, \ldots, n - 1, 0$ plus an edge $(0, x_1)$. According to (3), for any $p$, the value of $\tau(G) = x_1^2 + n x_1 + n$ increases with $x_1$ from 2 to $\lfloor \frac{n}{2} \rfloor$. The maximum of $\tau$ can be computed also with $\frac{\partial x_1}{\partial x_1} = 0$ which gives $x_1 = \frac{n}{2}$. Since $x_1$ must be an integer, for $n$ odd, the maximum is at $x_1 = \lfloor \frac{n}{2} \rfloor$. This graph $G$ is isomorphic to the graph constructed from $C_n$ by joining two vertices at maximum distance. \qed

Although the most reliable graph constructed from $C_n$ and adding one single edge was previously known (see [11]) it is good to notice that $H(n, n+1)$ is totally ordered by the reliability polynomial for all $n \geq 4$, since in general, this is not true for $m \geq n + 2$ where reliability polynomials can cross for $p \in (0, 1)$.

2.2 The case $m = n + 2$

Here we will present uniformly most reliable graphs in $H(n, n+2)$. The reliability polynomial for any $G \in H(n, n+2)$ is,

$$\text{Rel}(G, p) = p^m + mp^{m-1}(1 - p) + N_{m-2}p^{m-2}(1 - p)^2 + \tau p^{m-3}(1 - p)^3.$$  \hspace{1cm} (4)

Any hamiltonian graph $G$ of order $n$ and size $n+2$ can be graphically depicted in a circular embedding where every vertex of $G$ is in a hamiltonian cycle $C$ of $G$ together with 2 more edges (chords) through the hamiltonian cycle $C$. Then, the hamiltonian cycle is split by the chords in four paths of lengths $x_1, x_2, x_3$, and $x_4$ (see Figure 2 A), where $x_1 + x_2 + x_3 + x_4 = n$. In fact, we have two more situations regarding the relative position between the chords (see Figure 2 A and B). Notice that graphs of type $\hat{A}$ can be seen as a particular case of graphs of type $A$ when one path length is zero. In any case, for any graph $G \in H(n, n+2)$ of any type $A$ or $B$, we associate its corresponding vector $(x_1, x_2, x_3, x_4)$. We will refer this vector as the vector of $c$-path lengths. In the other way around, given any positive integer vector $(x_1, x_2, x_3, x_4)$, such that $x_1 + x_2 + x_3 + x_4 = n$, we can construct any graph $G$ of $H(n, n+2)$ of any type. Moreover, since any cyclic permutation of $(x_1, x_2, x_3, x_4)$ produces an isomorphic graph, we can just consider those vectors modulo cyclic permutations.

Next we will compute coefficients $N_{m-2}$ and $\tau$ in Eq. (4) depending on $(x_1, x_2, x_3, x_4)$.

**Proposition 2.3.** Let $G$ be a graph in $H(n, n+2)$ of type $A$ with vector of $c$-path lengths $(x_1, x_2, x_3, x_4)$. Then,

$$N_{m-2} = 1 + 2n + \sum_{1 \leq i < j \leq 4} x_i x_j.$$  \hspace{1cm} (5)

$$\tau = n + (x_1 + x_2)(x_3 + x_4) + (x_1 + x_4)(x_2 + x_3) + \sum_{1 \leq i < j < k \leq 4} x_i x_j x_k.$$

**Proof.** The coefficient $N_{m-2}$ counts the number of connected graphs after the deletion of two edges of $G$. If these two edges are the chords, then we have just one graph (the hamiltonian cycle). Besides, if the removed edges are one chord and one edge of the cycle, then, we can choose between 2 chords
and $n$ edges of the hamiltonian cycle. This gives $2n$ graphs. Finally, if the removed edges belong to the hamiltonian cycle, then both edges must be from different paths defined by the chords. This gives the number $\sum_{1 \leq i < j \leq 4} x_i x_j$. The computation of $\tau$ is similar, we need to remove three edges of $G$ in order to obtain a spanning tree of $G$. We proceed depending of which edges we are dealing with:

1. **Two chords plus one edge of the cycle:** Any edge of the cycle can be removed after the removal of the two chords, so we count $n$ spanning trees of this type.

2. **One chord plus two edges of the cycle:** After the removal of one chord, say $c_1$, we must remove one edge of each path defined by the other chord. Since these paths have lengths $x_1 + x_2$ and $x_3 + x_4$, the number of spanning trees is $(x_1 + x_2)(x_3 + x_4)$. The same applies for the other chord, say $c_2$, where now the paths lengths are $x_1 + x_4$ and $x_2 + x_3$.

3. **Three edges of the cycle:** The graph remain connected after the deletion of three edges of the cycle only if these three edges belong to different paths defined by the chords. Hence the number of spanning trees in this case is given by the all different three products of $x_1, x_2, x_3, x_4$.

Graphs of type B are not interesting for the study of uniformly most-reliable hamiltonian graphs, as next result states:

**Proposition 2.4.** Let $(x_1, x_2, x_3, x_4)$ be a $c$-path lengths vector of $G_A$ and $G_B$, which are graphs of types A and B, respectively. Then, $\tau(G_A) > \tau(G_B)$ and $N_{m-2}(G_A) \geq N_{m-2}(G_B)$.

**Proof.** Following the ideas behind the proof of proposition 2.3 one can see that

$$N_{m-2}(G_B) = 1 + 2n + \left( \sum_{1 \leq i < j \leq 4} x_i x_j \right) - x_1 x_3,$$

$$\tau(G_B) = n + (x_1 + x_2 + x_4)x_3 + (x_2 + x_4 + x_3)x_1 + \sum_{1 \leq i < j < k \leq 4} x_i x_j x_k.$$

A simple comparison of both formulas with the ones given in Proposition 2.3 gives the desired result,

$$N_{m-2}(G_A) = N_{m-2}(G_B) + x_1 x_3 \geq N_{m-2}(G_B) \quad \text{and} \quad \tau(G_A) = \tau(G_B) + 2x_2 x_4 > \tau(G_B).$$

\[\square\]
In order to obtain those integer vectors \( \mathbf{x} = (x_1, x_2, x_3, x_4) \) such that produce uniformly most-reliable hamiltonian graphs, we should maximize both \( N_{m-2} \) and \( \tau \) in equation (4). To this end, let us consider the set of c-path length vectors \( X_n = \{(x_1, x_2, x_3, x_4) \in \mathbb{Z}_+^4 \mid x_1 + x_2 + x_3 + x_4 = n \} \) and the functions

\[
f: \quad X_n \rightarrow \mathbb{Z} \quad \text{and} \quad g: \quad X_n \rightarrow N_{m-2}
\]

where \( \tau \) and \( N_{m-2} \) are given in Prop. 2.3. Let \( n = 4k + \alpha, \alpha \in \{0, 1, 2, 3\} \). We also define

\[
D(\mathbf{x}) = \sum_{i=1}^{4} |x_i - k|
\]

as a measure of closeness of any \( \mathbf{x} = (x_1, x_2, x_3, x_4) \in X_n \) to the constant vector \( (k, k, k, k) \). Then the elements of \( X_n \) can be measured according to its closeness to this constant vector. For instance, when \( \alpha = 1 \), there is just one vector in \( X_n \) with \( D = 1 \), which is \((k + 1, k, k, k)\) (any cyclic permutation of this vector of c-path lengths gives an isomorphic graph, so we do not take them into account). Notice that \( D \) must be odd when \( \alpha = 1 \), so next \( D \) is 3 and the set of vectors of c-path lengths with \( D = 3 \) is \{(k + 1, k + 1, k - 1, k), (k, k + 2, k - 1, k), (k + 2, k, k - 1)\}.

The following mappings \( \sigma \) and \( \omega \) are a useful tool for our purposes: given a graph with vector of c-path lengths \( \mathbf{x} = (x_1, x_2, x_3, x_4) \in X_n \), the mapping \( \sigma \) moves just one vertex of a chord in such a way that two contiguous path lengths are modified by one unity each (see Fig. 3). That is, \( \sigma(\mathbf{x}) = (x_1, x_2 + 1, x_3 - 1, x_4) \). Besides \( \omega \) moves two vertices corresponding to different chords in such a way that two non-contiguous path lengths are modified by one unity each, that is, \( \omega(\mathbf{x}) = (x_1, x_2 + 1, x_3, x_4 - 1) \) (see Fig. 3). For instance, in the case \( \alpha = 1 \), starting from the single vector with \( D = 1 \) one can obtain all the vectors of c-path lengths for \( D = 3 \): \( \sigma(k + 1, k, k, k) = (k + 1, k + 1, k - 1, k) \) and \( \omega(k + 1, k, k, k) = (k + 1, k + 1, k, k - 1) \) (both represent the same vector of c-path lengths making an appropriate rotation). To obtain the other two vectors of \( D = 3 \), just first rotate the initial vector and apply the operations, \( \sigma(k, k + 1, k, k) = (k, k + 2, k - 1, k) \) and \( \omega(k, k + 1, k, k) = (k, k + 2, k, k - 1) \). With these definitions the following assertion holds.

\[
\sigma(\mathbf{x}) = (x_1, x_2 + 1, x_3 - 1, x_4) \quad \omega(\mathbf{x}) = (x_1, x_2 + 1, x_3, x_4 - 1)
\]

Figure 3: (a) Graphical representation of \( \sigma(\mathbf{x}) \) and \( \omega(\mathbf{x}) \), where \( \mathbf{x} = (x_1, x_2, x_3, x_4) \)

**Lemma 2.1.** Let \( \mathbf{x} = (x_1, x_2, x_3, x_4) \in X_n \) and \( \mathbf{y} = (y_1, y_2, y_3, y_4) \in X_n \) such that \( D(\mathbf{y}) = D(\mathbf{x}) + 2 \) and either \( \mathbf{y} = \sigma(\mathbf{x}) \) or \( \mathbf{y} = \omega(\mathbf{x}) \). Then \( f(\mathbf{x}) \geq f(\mathbf{y}) \) and \( g(\mathbf{x}) \geq g(\mathbf{y}) \), where \( f \) and \( g \) are defined by equation (6).
Proof. First we suppose that \( y = \sigma(x) \), that is, \( y_1 = x_1, y_2 = x_2 + 1, y_3 = x_3 - 1 \) and \( y_4 = x_4 \). From \( D(y) = D(x) + 2 \) we have that
\[
|(x_2 + 1) - k| - |x_2 - k| + |(x_3 - 1) - k| - |x_3 - k| = 2.
\]
Which is equivalent to
\[
(|(x_2 - k) + 1| - |x_2 - k|) + (|(x_3 - k) - 1| - |x_3 - k|) = 2.
\]
Taking into account that \(|a + 1| - |a| \leq 1\) and \(|b - 1| - |b| \leq 1\) and both equalities hold if and only if \( a \geq 0 \) and \( b \leq 0 \), respectively. Then equation (7) is equivalent to \( x_2 \geq k \) and \( x_3 \leq k \). Besides, from equation (6) we have \( f(x) - f(y) = (x_2 - x_3)(x_1 + x_4 + 1) \). From \( x_2 \geq k \) and \( x_3 \leq k \) we have \((x_2 - x_3) \geq 0\) and hence \( f(x) - f(y) = (x_2 - x_3)(x_1 + x_4 + 1) \geq 0\) since both factors are positive. Besides, again from equation (5), \( g(x) - g(y) = x_2 - x_3 + 1 \) which is also positive since \((x_2 - x_3) \geq 0\).

In the case when \( y = \omega(x) \), we can observe that \( D(y) = D(x) + 2 \) is equivalent to \( x_2 \geq k \) and \( x_4 \leq k \). Besides, \( f(x) - f(y) = (x_1 + 2)x_2 + (x_2 + 1)x_3 - (x_1 + x_3 + 2)x_4 + x_1 + 2 \). Taking into account \( x_2 \geq k \) and \( x_4 \leq k \), we have \( f(x) - f(y) = (x_2 - x_3)(x_1 + x_3 + 2)k + x_1 + 2 = x_1 + x_3 + 2 \geq 0\). Besides \( g(x) - g(y) = x_2 - x_4 + 1 \) which is also positive.

Theorem 2.1. Let \( G \) be a uniformly most reliable graph in \( H(n, n + 2) \). Then, \( G \) is of type A with vector of c-path lengths

- \((k, k, k, k)\) if \( n = 4k \) for some positive integer \( k \).
- \((k + 1, k, k, k)\) if \( n = 4k + 1 \) for some positive integer \( k \).
- \((k + 1, k + 1, k, k)\) if \( n = 4k + 2 \) for some positive integer \( k \).
- \((k + 1, k + 1, k + 1, k)\) if \( n = 4k + 3 \) for some positive integer \( k \).

Proof. By proposition 2.4 we have to take into account only graphs of type A. In order to maximize the coefficients of the reliability polynomial, let us consider the discrete functions \( f \) and \( g \) defined in (6). Our goal is to find the maximum of \( f \) and \( g \) in \( X_n \). There is a natural extension of these functions to the continuous side just setting \( \hat{f} : X_n \rightarrow \mathbb{R}, \hat{g} : X_n \rightarrow \mathbb{R} \) where \( X_n = \{(x_1, x_2, x_3, x_4) \in \mathbb{R}^4 \mid x_1 + x_2 + x_3 + x_4 = n\} \subset \mathbb{R}^4 \) and \( \hat{f} \) and \( \hat{g} \) defined as \( f \) and \( g \), respectively.

First we find the maximum of \( \hat{f} \) in \( X_n \). To this end one can apply the method of Lagrange’s multipliers or simply define \( \hat{f} : \mathbb{R}^3 \rightarrow \mathbb{R} \) as \( \hat{f}(x_1, x_2, x_3) = f(x_1, x_2, x_3, n - x_1 - x_2 - x_3 - x_4) \) to avoid the restriction given by \( X_n \), that is
\[
\hat{f}(x_1, x_2, x_3) = (n - x_1 - x_2 - x_3)x_1x_2 + (n - x_1 - x_2 - x_3)x_1x_3 + (n - x_1 - x_2 - x_3)x_2x_3 + (n - x_1 - x_2)(x_1 + x_2) + (n - x_2 - x_3)(x_2 + x_3) + n.
\]
The critical values of \( \hat{f}(x_1, x_2, x_3) \) are given by the solutions of \( \nabla \hat{f} = (\frac{\partial \hat{f}}{\partial x_1}, \frac{\partial \hat{f}}{\partial x_2}, \frac{\partial \hat{f}}{\partial x_3}) = (0, 0, 0) \). In our case,
\[
\frac{\partial \hat{f}}{\partial x_1} = (n - x_1 - x_2 - x_3)x_2 - x_1x_2 + (n - x_1 - x_2 - x_3)x_3 - x_1x_3 + n - 2x_1 - 2x_2.
\]
\[
\frac{\partial \hat{f}}{\partial x_2} = (n - x_1 - x_2 - x_3)x_1 - x_1x_2 + (n - x_1 - x_2 - x_3)x_2 - x_2x_3 + 2n - 2x_1 - 4x_2 - 2x_3.
\]
\[
\frac{\partial \hat{f}}{\partial x_3} = (n - x_1 - x_2 - x_3)x_1 + (n - x_1 - x_2 - x_3)x_2 - x_1x_3 - x_2x_3 + n - 2x_2 - 2x_3.
\]
It happens that \((\frac{n}{4}, \frac{n}{4}, \frac{n}{4}) \in \mathbb{R}^3\) is the unique solution of \(\nabla \tilde{f} = 0\) satisfying \(x_i \geq 0\). Moreover, the Hessian matrix \(H\) of \(\tilde{f}\) at \((\frac{n}{4}, \frac{n}{4}, \frac{n}{4})\) is

\[
H\left(\frac{n}{4}, \frac{n}{4}, \frac{n}{4}\right) = -\begin{pmatrix}
\frac{n}{2} + 2 & \frac{n}{2} + 2 & \frac{n}{2} + 2 \\
\frac{n}{2} + 2 & \frac{n}{2} + 2 & \frac{n}{2} + 2 \\
\frac{n}{2} + 2 & \frac{n}{2} + 2 & \frac{n}{2} + 2 \\
\end{pmatrix}
\]

which is negative definite for all \(n \geq 1\). Since \(X_n\) is a convex set, then \((\frac{n}{4}, \frac{n}{4}, \frac{n}{4}) \in \mathbb{R}^3\) is a global maximum of \(\tilde{f}\). This means that \((\frac{n}{4}, \frac{n}{4}, \frac{n}{4}) \in \mathbb{R}^3\) is a global maximum of \(\tilde{f}\). Using a similar reasoning we can see that the same happens with function \(\hat{g}\), where also \((\frac{n}{4}, \frac{n}{4}, \frac{n}{4}) \in \mathbb{R}^3\) is a global maximum of \(\hat{g}\).

Now we move back to the discrete side of the problem. If \(n \equiv 0 \pmod{4}\), that is, \(n = 4k\), then \((\frac{n}{4}, \frac{n}{4}, \frac{n}{4}) = (k, k, k, k) \in X_n\) and hence this is precisely the vector of c-path lengths that gives the maximum value for \(\tau\) and \(N_{m-2}\) in \([6]\). The problem becomes more difficult for the remaining cases, that is, when \(n = 4k + \alpha\), \(\alpha \in \{1, 2, 3\}\). Then \((\frac{n}{4}, \frac{n}{4}, \frac{n}{4}) = (k + \frac{n}{4}, k + \frac{n}{4}, k + \frac{n}{4}, k + \frac{n}{4}) \notin X_n\) and we want to find the vectors of c-path lengths that gives the maximum value of \(f\) and \(g\) in \(X_n\). By Lemma \[2.1\] if an element of \(X_n\) is a maximum of the functions \(f\) and \(g\) then it must have minimum \(D\), hence we just have to look at those vectors of c-path lengths with minimum \(D\). When \(\alpha = 1\), there is only one vector of c-path lengths with minimum \(D\), which is \((k + 1, k, k, k)\).

For \(\alpha = 2\), the set of vectors with minimum \(D\) is \{(\(k+2, k, k, k\), \(k+1, k+1, k, k\), \(k+1, k, k+1, k\)\}. According to equation \[5\], the last two vectors are maximum with the same value for \(g\), which is \(6k^2 + 14k + 6\), meanwhile for \(f\) we have that \((k+1, k+1, k)\) has maximum value \(\tau(k+1, k+1, k) = 4k^3 + 14k^2 + 14k + 4\).

Finally, for \(\alpha = 3\), the set of vectors \{(\(k+3, k, k, k\), \(k+2, k+1, k, k\), \(k+2, k, k+1, k\), \(k+1, k+1, k+1, k\)\} has minimum \(D\). The vector of c-path lengths \((k+1, k+1, k+1, k)\) achieves the maximum both for \(f\) and \(g\), where \(f(k+1, k+1, k+1, k) = 4k^3 + 17k^2 + 22k + 8\) and \(g(k+1, k+1, k+1, k) = 6k^2 + 17k + 10\).

\[\square\]

**Example:** For \(n = 11\) and \(m = 13\), the uniformly most reliable hamiltonian graph must have vector of c-path lengths \((3, 3, 3, 2)\) and \(N_{m-2} = 68\) and \(\tau = 152\) (according to Theorem \[2.1\] case \(k = 2\) and \(\alpha = 3\)). We also used Nauty\[1\] to generate all non-isomorphic graphs with 11 vertices and 13 edges. There are 33851 of such graphs. Then we filtered the hamiltonian ones using a function from a Python library called Graphx. There are 56 hamiltonian graphs in this case and the uniformly most reliable hamiltonian graph is the expected one. We also computed the uniformly most reliable graph among the total set of graphs (which corresponds to a particular subdivision of \(K_4\), as expected). We have depicted both graphs in Figure \[4\]. The computational method to obtain the reliability polynomial is explained in Section \[3\].

### 2.3 The fair cake-cutting graph \(FCG_{n,c}\)

The uniformly most reliable hamiltonian graphs for \(m = n + 1\) and \(m = n + 2\) can be described in terms of a fair cake-cutting process. There are different definitions for this process in the literature (see \[13\] \[11\]). For our purposes, we have to cut a cake (hamiltonian cycle) performing a given number of cuts \(c\). The idea is to deliver each part as equal (fair) as possible for every guest. Each cut of the cake is represented in the graph by a diametrical chord, that is, one edge joining two opposite

\[1\]http://users.cecs.anu.edu.au/~bdm/nauty
vertices. Given the order $n$ of the hamiltonian cycle and the number of chords $c$ (‘cuts’ in terms of cake cutting), we present an algorithm to construct what we call The fair cake-cutting graph $FCG_{n,c}$. A detailed explanation of algorithm 1 is the following: With the given number of nodes, the algorithm constructs its corresponding cycle. After, the vertices of its hamiltonian cycle are stored into a list. Then, the ‘separation’ between vertices of degree 3 (corresponding to the endpoints of the chords) is calculated. This ‘separation’ is also stored in the variable ‘position’ that in the first iteration of the loop will be one of the first chord endpoints. The loop in line 5 places all the cuts to the previously generated cycle. Line 6-9: Each edge chord is added to the graph using the vertices stored inside the hamiltonian cycle list in the corresponding positions. Each position is calculated by adding the previous position plus the separation. The last endpoint of each cut must have maximum distance from its first endpoint, this distance is equal to the half of the nodes of the graph. Notice that the positions of the list must be a natural number but its decimal part is not overlooked. This part is added when the next position is calculated. Finally, the cycle graph with all the chords placed is returned. The idea behind algorithm 1 is to balance the distance between the chords.

```
input : $n \leftarrow$ Number of desired vertices for the $FCG$
        $c \leftarrow$ Number of desired chords for the $FCG$

output: $FCG$

1 $graph \ fcg \leftarrow$ Cycle with edges $(0, 1), (1, 2), \ldots, (n - 1, 0)$.
2 $float \ separation = n/(2c)$
3 $float \ position = separation$
4 $int \ placedch = 0$
5 while $placedch \leq c$ do
6     Add edge $(int(position) - 1, int(position + n/2) - 1)$
7     // due that the nodes begin with 0
8     $position = position + separation$ // note that the variable is still a float
9     $placedch = placedch + 1$
10 end
11 return graph
```

**Algorithm 1:** Fair Cake construction

Figure 4: Uniformly most realiable graphs in $\mathcal{H}(11,13)$ and $\mathcal{G}(11,13)$, respectively, and the corresponding coefficients $N_{m-2}$ and $\tau$ of their reliability polynomials.
Example: For \( n = 16 \) and \( c = 3 \), we start from a cycle graph \( C_{16} \) with edge set \( \{(0, 1), (1, 2), \ldots, (15, 0)\} \). This table summarizes the procedure that the algorithm follows to calculate the positions \( (p_1, p_2) \) of the hamiltonian path list for each chord \( (v_1, v_2) \): First the separation of the

| # cut | Separation | Accumulated | Total | \( p_1 \) | \( p_2 \) | \( (v_1, v_2) \) |
|-------|------------|-------------|-------|----------|----------|----------------|
| 1st   | 16/6 = 2.6 | 0           | 2.6   | 2        | 8        | (2 - 1, 10 - 1) |
| 2nd   | 16/6 = 2.6 | 2.6         | 5.3   | 5        | 13       | (5 - 1, 13 - 1) |
| 3rd   | 16/6 = 2.6 | 5.3         | 8     | 8        | 16       | (8 - 1, 16 - 1) |

Table 2: Algorithm of construction of \( FCG_{16,3} \)

cuts is calculated, \( \frac{n}{2c} = \frac{16}{6} = 2.6 \) and then the accumulated part is added. This part is the summation of all previously calculated values (Totals). With this information, the positions of the chord endpoints can be obtained: \( p_1 \) is equal to the decimal part from the ‘Total’, \( p_2 = p_1 + \frac{n}{c} \). Finally, the vertices of each chord are extracted from the hamiltonian path list using the previous positions: For instance, since the nodes starts with 0, at position 5 we have the vertex 4, and the position 13 the vertex 12, therefore we add edge \((4, 12)\).

Figure 5:
(a) The fair cake-cutting graph \( FCG_{16,3} \). It has vector of c-path lengths \((2, 3, 3, 2, 3, 3)\).
(b) A graph in \( H(n, n + 3) \) of type A with diametrical chords.

The fair cake-cutting graphs \( FCG_{n,c} \) are similar to the family of graphs that are a solution of the following augmentation problem: Starting from the cycle graph \( C_n \), add a single edge at each step, in order to maximize the reliability of the resulting graph. Romero (see [11, 13]) finds the sequence of graphs \( \{G(0), G(1), \ldots, G(\frac{n}{2})\} \) with \( G(0) = C_n \) such that \( G(i+1) = G(i) \cup \{e_{i+1}\} \) gives the best augmentation. This process (called also the fair cake-cutting process) ends with the circulant graph with steps 1 and \( \frac{n}{2} \), that is, a cubic hamiltonian graph where every vertex is joined to its opposite vertex in the hamiltonian cycle. For \( n = 8 \), this is the Wagner graph depicted in Figure 1, which is a uniformly most reliable graph for \( (8, 12) \). The main difference between both families is that in our case the number of cuts \( c \) is previously known, meanwhile, in this other family, the cuts are performed as the guest arrives. In fact, both families differ when three or more cuts are performed. As a consequence of Theorem 2.1 and Proposition 2.2 we have that \( FCG_{n,c} \) produces uniformly most reliable hamiltonian graphs for \( c = 1 \) and \( c = 2 \).

Corollary 2.1. \( FCG_{n,1} \) and \( FCG_{n,2} \) are uniformly most reliable hamiltonian graphs for \( m = n + 1 \) and \( m = n + 2 \), respectively.
3 Computational approach for \( m = n + 3 \) and beyond

Uniformly most reliable hamiltonian graphs have been totally characterized when \( m \leq n + 2 \) in section 2. We also give a construction of these optimal graphs in section 2.3. Beyond this point, we have performed some computational tools in order to generate uniformly most reliable hamiltonian graphs for \( m \geq n + 3 \). First, we discuss the computation of the reliability polynomial of a graph.

The computation of the reliability polynomial

The factoring theorem is a recursive method for computing \( \text{Rel}(G, p) \) based on the combination of two graph operations: edge deletion \( G - e \), and edge contraction \( G/e \) (for further details see, for instance, [2]):

\[
\text{Rel}(G, p) = \begin{cases} 
\text{Rel}(G - e, p) & \text{if } e \text{ is a loop}, \\
p\text{Rel}(G/e, p) & \text{if } e \text{ is a cut-edge}, \\
(1 - p)\text{Rel}(G - e, p) + p\text{Rel}(G/e, p) & \text{otherwise}.
\end{cases}
\] (8)

The algorithm shows the implementation of the theorem done in our code.

```
input : g ← Graph
output: Reliability Polynomial
1 // If the graph is not connected, then it has a reliability polynomial of 0
2 if g is not connected then
3   return 0
4 end
5 // if the number of edges > 0, then we perform the two sub-cases of the Factoring Theorem
6 if number of edges of g > 0 then
7   edge e = g.random_edge(e)
8   graph contracted = g.contract_edge(e)
9   graph deleted = g.delete_edge(e)
10  polynomial rec_contracted = recursion with the graph contracted
11  polynomial rec_deleted = recursion with the graph deleted
12  polynomial s = p · rec_contracted + (1 - p) · rec_deleted
13 return s
14 // Otherwise, we only have 0 edges and 1 vertex, which is connected, so we return 1.
15 return 1
```

**Algorithm 2:** Reliability Polynomial Factoring Theorem

We perform a modified version of this Factoring Theorem which works slightly different: In each recursion, if there exist some method that can directly retrieve the reliability polynomial or with less cost than another recursion, then, the method will retrieve it and the recursion will stop in that generated subgraph. In other words the main idea to improve this algorithm is to prevent it to ‘dismantle’ the graph to its very basic components (trivial graphs) by giving the reliability of the subgraphs before becoming basic components. We developed a series of fast formulas for specific families of graphs such as multi-tree, multi-cycle and glued cycles that when one of the subgraphs
matches one of the families of our formulas then, the reliability is directly returned. With this modified method we have been able to compute the reliability polynomial of all graphs in $\mathcal{H}(n, n + 3)$ for any $n \leq 11$. All (non-isomorphic) graphs have been generated first using Nauty and we get the hamiltonian ones using the library Graphx from Python. The drawback of this function is that, at the worst case, runs in linear time ($O(n)$). The coefficients list $N_i$ of the reliability polynomial of those uniformly most reliable hamiltonian graphs is presented in Table 3.

Every graph listed in Table 3 is of type A (in the sense explained in section 2.2) and it has some diametrical chords (chords joining two vertices at maximum distance in the hamiltonian cycle, see figure 5). Although we do not have a proof that uniformly most reliable hamiltonian graphs must be of type A with diametrical chords for $m = n + 3$, this experimental result encourage us to look optimal graphs in this subset of hamiltonian graphs that we denote as $H_D(n, m)$. So, we designed a direct way to construct all graphs in $H_D(n, n + 3)$ that lead us to go beyond $n = 11$ vertices: starting with a cycle, draws a diametrical chord dividing the cycle in two parts. Then, makes a set of 2-element combinations between each group of nodes from each part. Notice that all the edges in this set cross the first diametrical chord. With this set it makes another 2-element combinations, but this time with the elements inside the created edge set. Finally, with each combination of 2 edges creates a new graph by adding them into the graph with the diametrical chord. The algorithm shows in detail this process.

The generated list of graphs contains many isomorphic graphs. Then we use nauty to remove isomorphic graphs from the list. We compute the reliability polynomial of each graph of this shorter list with the method explained at the first part of this section. Table 4 shows the uniformly most reliable graphs of type A with at least one diametrical chord for $n \leq 34$ and $m = n + 3$.

Our conjecture about the uniformly most reliable hamiltonian graph in $H(n, m)$ must be in $H_D(n, m)$ is no longer true for $m \geq n + 4$. In Figure 6 we present some uniformly most reliable hamiltonian graphs for $m = n + 4$ found by computer. Despite the case $n = 8, m = 12$ (see Figure 1(a)), the remaining cases are not of type A. The situation for $m = n + 5$ is similar (see Figure 7).

We have been able to find all uniformly most reliable hamiltonian graphs up to $n = 11$ vertices and $m = 16$ edges using the general method described at the beginning of the section: First we generate a list containing all non-isomorphic graphs of a given order and size using Nauty. Afterwards, the reliability polynomial of every graph in the list is computed by using our improved version of the factoring theorem.

A (simple) graph of order $n$ has at most $m = \binom{n}{2}$ edges. There is only one of such graphs with maximum number of edges, which is the complete graph $K_n$ and hence it is uniformly most reliable. There is also only one graph (up to isomorphisms) with $m = \binom{n}{2} - 1$ edges, but for $m = \binom{n}{2} - 2$ we have two different graphs: we can eliminate from $K_n$ either a path of length two or two independent
input : n ← Number of vertices.
output: List of type A hamiltonian graphs with three chords (at least one chord is diametrical).

1 graph cycle ← Cycle with edges (0, 1), (1, 2), . . . , (n − 1, 0).
2 list vertices ← cycle.nodes
3 // Set the diametrical chord
4 cycle ← add edge (0, floor(n/2))
5 // Remove the nodes of the added chord from vertices
6 vertices ← remove (0, floor(n/2))
7 // Get possible chords
8 list hvertices1 ← 1st half of the list vertices
9 list hvertices2 ← 2nd half of the list vertices
10 list possibleVertices ← all combinations of elements between hvertices1 and hvertices2
11 // From all non-existent possible edges, get combinations of 2 chords
12 list edgeCombinations ← all combinations of 2 elements from the list possibleVertices
13 // For each combination create a graph and save it into a list of graphs
14 for combination in combinations do
15     graph tmp ← copy(cycle)
16     tmp ← add edges in combination
17     hamiltonians ← add tmp
18 end
19 return hamiltonians

Algorithm 3: Generation of all graphs in \( \mathcal{H}_D(n, n + 3) \).

edges. This latter case gives the uniformly most reliable graph. More in general, it is already known that when \( m \geq \binom{n}{2} - \frac{n}{2} \) then there exist a uniformly most reliable graph which is the graph whose complement graph have a set of independent edges (see [15]). Any graph with a number of edges large enough is hamiltonian, and hence uniformly most reliable graphs are hamiltonian in this case. For instance, it is well known that every graph satisfying \( m \geq 1/2(n^2 - 3n + 6) \) is hamiltonian (see [16]). Every graph with \( m \geq \binom{n}{2} - \frac{n}{2} \) satisfies also \( m \geq 1/2(n^2 - 3n + 6) \) whenever \( n \geq 6 \) and hence uniformly most reliable graphs in this case (graphs whose complement has a set of independent edges) are also uniformly most reliable hamiltonian graphs.

Proposition 3.1. Given an integer \( n \geq 6 \), there is a uniformly most reliable graph in \( \mathcal{H}(n, m) \) for any \( m \geq \binom{n}{2} - \frac{n}{2} \).

4 Non existence of uniformly most reliable hamiltonian graphs for some cases

There are some cases where uniformly most reliable graphs do not exist: it is shown in [9] that the graph \( G_2 \) of order \( n \geq 6 \) even, which is defined as the complement of the graph \( P_4 \cup K_2 \cup \frac{n-6}{2} K_2 \) satisfies \( \text{Rel}(G_2, p) > \text{Rel}(G', p) \) for all \( G' \in \mathcal{G}(n, m) \), \( m = \binom{n}{2} - \frac{n+2}{2} \) and \( p \) sufficiently close to one. Besides, the complement of \( 2P_3 \cup \frac{n-6}{2} K_2 \), defined as \( G_1 \), satisfies \( \text{Rel}(G_1, p) > \text{Rel}(G_2, p) \) for \( p \) sufficiently close to zero. As a consequence, there is no uniformly most reliable graphs in \( \mathcal{G}(n, m) \) for \( m = \binom{n}{2} - \frac{n+2}{2} \).
Rel([1, 10, 15, 18]) = 1, 16, 12, 422, 755
Rel([H₄, 12, 15]) = 1, 17, 126, 502, 948
Rel([H₅, 13, 16]) = 1, 18, 141, 594, 1188
Rel([H₆, 14, 17]) = 1, 19, 157, 697, 1464
Rel([H₇, 15, 18]) = 1, 20, 174, 814, 1799
Rel([H₈, 16, 19]) = 1, 21, 192, 946, 2205
Rel([H₉, 17, 20]) = 1, 22, 210, 1078, 2611
Rel([H₁₀, 18, 21]) = 1, 23, 229, 1225, 3088
Rel([H₁₁, 19, 22]) = 1, 24, 249, 1388, 3648
Rel([H₁₂, 20, 23]) = 1, 25, 270, 1566, 4272
Rel([H₁₃, 21, 24]) = 1, 26, 292, 1762, 4995

Table 4: Coefficients list of uniformly most reliable hamiltonian graphs of type A with at least one diametrical chord.

| Study case | Rel(H, p) coefficients vector (Nᵢ) |
|------------|------------------------------------|
| H₁₂(12, 15)| [1, 15, 99, 353, 600]              |
| H₁₃(13, 16)| [1, 16, 112, 422, 755]             |
| H₁₄(14, 17)| [1, 17, 126, 502, 948]             |
| H₁₅(15, 18)| [1, 18, 141, 594, 1188]            |
| H₁₆(16, 19)| [1, 19, 157, 697, 1464]            |
| H₁₇(17, 20)| [1, 20, 174, 814, 1799]            |
| H₁₈(18, 21)| [1, 21, 192, 946, 2205]            |
| H₁₉(19, 22)| [1, 22, 210, 1078, 2611]           |
| H₂₀(20, 23)| [1, 23, 229, 1225, 3088]           |
| H₂₁(21, 24)| [1, 24, 249, 1388, 3648]           |
| H₂₂(22, 25)| [1, 25, 270, 1566, 4272]           |
| H₂₃(23, 26)| [1, 26, 292, 1762, 4995]           |

Figure 6: Some uniformly most reliable hamiltonian graphs for m = n + 4.

We use this result to prove that there are infinitely many pairs (n, m) where uniformly most reliable hamiltonian graphs do not exist.

**Proposition 4.1.** There are no uniformly most reliable graphs in \( H(n, m) \) for

- \( m = \binom{n}{2} - \frac{n+2}{2} \) for all \( n \geq 6 \) even;
- \( m = \binom{n}{2} - \frac{n+5}{2} \) for all \( n \geq 7 \) odd.

**Proof.** For the case \( m = \binom{n}{2} - \frac{n+2}{2} \) it is suffice to show that the graphs \( G₁ \) and \( G₂ \) defined above as the complements of the graphs \( 2P₃ \cup \frac{n-6}{2}K₂ \) and \( P₃ \cup K₂ \cup \frac{n-6}{2}K₂ \) for \( n \geq 6 \) even, respectively, are hamiltonian graphs. To this end notice that the minimum degree for a vertex in \( G₁ \) is \( n - 3 \). Hence for any two given vertices \( u \) and \( v \), \( d(u) + d(v) \geq 2n - 6 \geq n \) for all \( n \geq 6 \). Applying Theorem 1.1 we deduce that \( G₁ \) is hamiltonian. The same argument applies for \( G₂ \).

For \( n \geq 7 \) odd, define \( G₃ \) as the complement of \( C₃ \cup P₃ \cup \frac{n-7}{2}K₂ \) and \( G₄ \) as the complement of \( C₅ \cup K₂ \cup \frac{n-7}{2}K₂ \) as in [9] and apply again Theorem 1.1 to proof that they belong to \( H(n, m) \), where \( m = \binom{n}{2} - \frac{n+5}{2} \). In [9] it is shown that \( \text{Rel}(G₄, p) > \text{Rel}(G', p) \) for all \( G' \in \mathcal{G}(n, m) \) for \( p \) sufficiently close to one. Besides \( \text{Rel}(G₃, p) > \text{Rel}(G₄, p) \) for \( p \) sufficiently close to zero, and the proof is completed. }
Figure 7: Some uniformly most reliable hamiltonian graphs for \( m = n + 5 \).

5 Conclusions and open problems

In this paper uniformly most reliable hamiltonian graphs have been characterized for \( m \leq n + 2 \) and we give some light for the case \( m = n + 3 \) which somehow follow the previous cases. The situation is different for \( m \geq n + 4 \), where the problem is totally open except for some small cases found by computer. Nevertheless, one can use these results to obtain uniformly most reliable hamiltonian graphs for a fixed value of \( n \). For instance, when \( n = 6 \) we have nine cases to analyze (\( 6 \leq m \leq 15 \)):

For \( m = 6 \), \( C_6 \) is the uniformly most reliable hamiltonian graph. For \( 7 \leq m \leq 9 \) we have that \( FCG_{6,c} \) are uniformly most reliable hamiltonian graphs for \( c = 1, 2, 3 \), respectively (also \( K_{3,3} \) for \( m = 9 \), which is isomorphic to \( FCG_{6,3} \)). For \( m = 11 \) there is no uniformly most reliable hamiltonian graph (Proposition 4.1) and for \( m \geq 12 \) subgraphs of \( K_6 \) whose complement graph has a set of independent edges are uniformly most reliable (Proposition 3.1). It remains the case \( m = 10 \). We have found by computer that adding any edge to the graph \( K_{3,3} \) produces the uniformly most reliable graph in this case.

Problem 5.1. Characterize uniformly most reliable hamiltonian graphs for other values of \( n \) and \( m \).

The fair cake-cutting graph \( FCG_{n,c} \) presented in section 2.3 is a uniformly most reliable graph for many values, but we believe that is also optimal for other values.

Conjecture 5.1. Let \( n \equiv 0 \pmod{2c} \). Then \( FCG_{n,c} \) is a uniformly most reliable hamiltonian graph for \( m = n + c \).

The problem of finding uniformly most reliable graphs seems difficult, even for restricted versions of the problem, like the one we present here for hamiltonian graphs. It would be worth to study this problem for other classes of graphs.

Problem 5.2. Study the problem of finding uniformly most reliable graphs for a named class of graphs, such as bipartite graphs, Cayley graphs, etc.
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