TRACE ASYMPTOTICS FOR FRACTIONAL SCHROWDINGER OPERATORS
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Abstract. This paper proves an analogue of a result of Bañuelos and Sá Barreto [6] on the asymptotic expansion for the trace of Schrödinger operators on \( \mathbb{R}^d \) when the Laplacian \( \Delta \), which is the generator of the Brownian motion, is replaced by the non-local integral operator \( \Delta^{\alpha/2} \), \( 0 < \alpha < 2 \), which is the generator of the symmetric stable process of order \( \alpha \). These results also extend recent results of Bañuelos and Yildirim [3] where the first two coefficients for \( \Delta^{\alpha/2} \) are computed. Some extensions to Schrödinger operators arising from relativistic stable and mixed stable processes are obtained.
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1. Introduction.

Heat asymptotic results have been widely used in areas of spectral theory and its applications to scattering theory, statistical and quantum mechanics and in several areas in geometry. We refer the reader to van den Berg [25] for the computation of the first two terms in the asymptotic expansion of the trace of the heat kernel of the Schrödinger operator \( -\Delta + V \) under Hölder continuity of the potential and to Bañuelos and Sá Barreto [6] for a more general computation with an explicit formula for all the coefficients for potentials \( V \in \mathcal{S}(\mathbb{R}^d) \), the class of rapidly decaying functions at infinity, and for applications to scattering theory. For applications in statistical mechanics and quantum theory, we refer the reader to the articles of Lieb [18] and Penrose and Stell [20] about the second virial coefficient of a hard–sphere gas at low temperature and sticky spheres, respectively. Heat trace asymptotic for the Laplacian have been of interest for many years for
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domains in Euclidean space $\mathbb{R}^d$ and on manifolds where the coefficients reveal many geometric quantities such as volume, surface area, convexity, number of holes, etc. For more on this large literature as well as some historical perspective, we refer the reader to Arndt, Nittka, Peter and Steiner, [2, pp 1-71], Bañuelos, Kuczynski and Siudeja [4, 5], Datchev and Hazari’s [12], Donnelly [14], McKean and Moerbeke [19], and Colin De Verdière [11].

Let $H_2 = -\Delta$ and $H_V = -\Delta + V$, $V \in \mathcal{S}(\mathbb{R}^d)$. In [6], the existence of an asymptotic expansion of the trace of the operator $e^{-tH_V} - e^{-tH_2}$, as $t \downarrow 0$, is proved. To make the connection to the fractional Laplacian more clear, let us denote the heat kernel for $(1.3)$ as

$$p_t^{(2)}(x) = \frac{1}{(4\pi t)^{d/2}} e^{-\frac{|x|^2}{4t}},$$

so that

$$p_t^{(2)}(0) = \frac{1}{(4\pi t)^{d/2}}.$$

Set

$$(1.1) \quad I_j = \{\lambda = (\lambda_1, ..., \lambda_j) : 0 < \lambda_j < \lambda_{j-1} < ... < \lambda_1 \leq 1\}.$$

Throughout the paper we use the notation $f(t) = \mathcal{O}(g(t))$, as $t \downarrow 0$, to mean that there exist constants $C$ and $\delta$ such that $|f(t)| \leq C|g(t)|$, for $0 < t < \delta$.

With this notation the result in [6] can be stated as follows. For any integer $J \geq 1$,

$$(1.2) \quad \frac{\text{Tr}(e^{-tH_V} - e^{-tH_2})}{p_t^{(2)}(0)} = \sum_{i=1}^{J} c_i(V) t^i + \mathcal{O}(t^{J+1}),$$

as $t \downarrow 0$, with

$$c_1(V) = -\int_{\mathbb{R}^d} V(\theta)d\theta, \quad c_2(V) = (-1)^j \sum_{j+n=I \geq 2} C_{n,j}^{(2)}(V), \quad C_{d,2} = (2\pi)^d,$$

$$C_{n,j}^{(2)}(V) = \frac{C_{d,2}}{(2\pi)^d n!} \int_{I_j} \left\{ L_j^{(2)}(\lambda, \theta) \right\} \sum_{i=1}^{j-1} \theta_i \prod_{i=1}^{j-1} \theta_i d\lambda_i d\lambda_j,$$

and

$$L_j^{(2)}(\lambda, \theta) = \sum_{k=1}^{j-1} (\lambda - \lambda_{k+1}) \frac{C_{d,2}}{(2\pi)^d} \left( \sum_{i=1}^{j-1} \theta_i \right) - \sum_{k=1}^{j-1} (\lambda - \lambda_{k+1}) \frac{C_{d,2}}{(2\pi)^d} \left( \sum_{i=1}^{j-1} \theta_i \right)^2.$$

In particular, for $J = 2$, the formula gives

$$(1.3) \quad \frac{\text{Tr}(e^{-tH_V} - e^{-tH_2})}{p_t^{(2)}(0)} + t \int_{\mathbb{R}^d} V(\theta)d\theta - \frac{t^2}{2!} \int_{\mathbb{R}^d} V^2(\theta)d\theta = \mathcal{O}(t^3),$$

as $t \downarrow 0$ which is the van den Berg [25] results under our assumption on $V$. For $J = 3$, the formula gives

$$\frac{\text{Tr}(e^{-tH_V} - e^{-tH_2})}{p_t^{(2)}(0)} + t \int_{\mathbb{R}^d} V(\theta)d\theta - \frac{t^2}{2!} \int_{\mathbb{R}^d} V^2(\theta)d\theta$$

$$+ \frac{t^3}{3!} \int_{\mathbb{R}^d} V^3(\theta)d\theta + \frac{t^3}{12} \int_{\mathbb{R}^d} |\nabla V(\theta)|^2 d\theta = \mathcal{O}(t^4),$$

as $t \downarrow 0$.

For $d = 1$, a recurrent formula for the general coefficients in the expansion was obtained in the seminal paper by McKean-Moerbeke [19] using KdV methods. Using these techniques, and the symmetry of certain integrals, Colin De Verdière [11] computed the first four coefficients in $\mathbb{R}^3$. The
results in this paper are motivated by [6] where (1.2) is proved by Fourier transform methods for all $d \geq 1$. Our proof is a combination of probabilistic arguments and Fourier transform techniques and unfortunately is much more technical than [6]. These results are also motivated by [3] where an analogue of van den Berg’s results [25] (the computation of the first two terms) is proved for the fractional Laplacian and other related non-local operators. It is interesting to observe here that (integration by parts)

$$
\int_{\mathbb{R}^d} |\nabla V(\theta)|^2 d\theta = \int_{\mathbb{R}^d} -\Delta V(\theta) V(\theta) d\theta = \mathcal{E}(V, V),
$$

which is the Dirichlet form of $V$ with respect to the Laplacian. Based on this, it is natural to conjecture that the third term in the expansion for the fractional Laplacian should involve the Dirichlet form of $V$ to conjecture that the third term in the expansion for the fractional Laplacian should involve the $\alpha/2$-subordinators in order to more clearly exhibit the similarities and differences from our result to the Bañuelos–Sá Barreto [6] result. For $0 < \alpha < 2$, an $\alpha/2$-subordinator is an almost surely non-decreasing $[0, \infty)$-valued process $S = \{S_t\}_{t \geq 0}$ starting at $0$ and uniquely determined by its Laplace transform

$$
E[e^{-\lambda S_t}] = e^{-t \lambda^{\alpha/2}},
$$

for all $t > 0$ and $\lambda > 0$. Throughout this paper we will often write $S_{1,\alpha/2}$ for $S_1$ to emphasize the $\alpha$ dependence. We write $Z \overset{D}{=} Y$ for two random variables $Z, Y$ with values in $\mathbb{R}^d$ to mean that they are equal in distribution or have the same law. That is, for any Borel set $B \subset \mathbb{R}^d$, $P(Z \in B) = P(Y \in B)$, where $Z, Y$ could be defined on different probability spaces. Our analogue result to (1.2) for the fractional Laplacian $(-\Delta)^{\alpha/2}$ is provided by the following theorem.

**Theorem 1.1.** Let $0 < \alpha < 2$ be given. Suppose $V \in \mathcal{S}(\mathbb{R}^d)$ and denote the fractional Laplacian and its associated fractional Schrödinger operator by $H_\alpha = (-\Delta)^{\alpha/2}$ and $H_V = H_\alpha + V$, respectively. Denote the heat kernel for $(-\Delta)^{\alpha/2}$ by $p_t^{(\alpha)}(x)$ (see (2.3) below). Assume that $M \geq 1$ is an integer satisfying $M < \frac{d + \alpha}{2}$.

(a) Given $J \geq 2$, there exists a bounded function $R_{J+1}^{(\alpha)}(t)$, $0 < t < 1$, such that

$$
(1.5) \quad \frac{Tr(e^{-tH_V} - e^{-tH_\alpha})}{p_t^{(\alpha)}(0)} = -t \int_{\mathbb{R}^d} V(\theta) d\theta + \sum_{j=2}^{M-1} \sum_{n=0}^{M-1} (-1)^{n+j} C_n^{(\alpha)}(V) t^{\frac{2n}{\alpha} + j} + t^{\frac{\alpha}{\alpha} + (M)} R_{J+1}^{(\alpha)}(t)
$$

where

$$
\Phi_{J+1}^{(\alpha)}(M) = \min \left\{ J + 1, 2 + \frac{2M}{\alpha} \right\},
$$

and the constants $C_n^{(\alpha)}(V)$ are given by

$$
C_n^{(\alpha)}(V) = \frac{C_{d,\alpha}}{(2\pi)^d d!} \int_{\mathbb{R}^d} \int_{(s-1)^d} E \left[ S_{1,\frac{\alpha}{2}} \left\{ L_j^{(\alpha)}(\lambda, \theta) \right\} \right] \tilde{V}(\sum_{i=1}^{j-1} \theta_i) \prod_{i=1}^{j-1} \tilde{V}(\theta_i) d\theta_i d\lambda_i d\lambda_j,
$$

$$
L_j^{(\alpha)}(\lambda, \theta) = \sum_{k=1}^{j-1} S_{k,\lambda-\lambda_{k+1}}^* \sum_{i=1}^{k} \theta_i^2 - \frac{1}{S_{1,\frac{\alpha}{2}}} \sum_{k=1}^{j-1} S_{k,\lambda-\lambda_{k+1}}^* \sum_{i=1}^{k} \theta_i^2,
$$

and $C_{d,\alpha} = \frac{\pi^{d/2}}{p_1^{(\alpha)}(0)}$. 


where the $\chi_i$'s are as in (1.1). Moreover, the random variables $S_{\lambda_1-\lambda_2}, S_{\lambda_2-\lambda_3}, \ldots, S_{\lambda_{j-1}-\lambda_j}$, $S_{\lambda_{j-1}-\lambda_j}$ are independent and satisfy

\[
S_{\lambda_1-\lambda_j} + \sum_{k=1}^{j-1} S_{\lambda_k-\lambda_{k+1}} = S_1, \quad
\]

and $S_{\lambda_i} \overset{d}{=} S_i$ for any $i \in \{1 - (\lambda_1 - \lambda_j), \lambda_k - \lambda_{k+1}\}_{k=1}^{j-1}$.

(b) For any $j \geq 2$ and $1 \leq n \leq M$,

\[
\lim_{\alpha \downarrow 2} C_{n,j}^{(\alpha)}(V) = C_{n,j}^{(2)}(V).
\]

We note that when $\alpha = 2$ the last Theorem remains true and $S_{\lambda_k-\lambda_{k+1}} = \lambda_k - \lambda_{k+1}$ and the condition on $d$ and $M$ is not needed. The reason for this is that in the later case, $S_t = t$ and then $S_{1,1} = 1$. What part (b) in the theorem proves is that our results are robust.

To see the connection to the Báñuelos and Sá Barreto result more clearly, we state the following theorem which is an immediate consequence of Theorem 1.1 (see §8) and which resembles (1.2) more closely.

**Theorem 1.2.** Under the same conditions of Theorem 1.1, we have

\[
\frac{Tr(e^{-tH_1} - e^{-tH_2})}{p_t^{(\alpha)}(0)} = -t \int_{\mathbb{R}^d} V(\theta)d\theta + \sum_{2 \leq j \leq J, 0 \leq n \leq M-1} (-1)^{n+j} C_{n,j}^{(\alpha)}(V)t^{m+j} \frac{\Phi_{j+1}(M)}{\Phi_{j+1}(M)} + O(t^{J+1}),
\]

as $t \downarrow 0$.

Now, to obtain (1.2) from the last theorem we note again that for $\alpha = 2$ we have no restrictions on $J$ and $M$ other than $J \geq 2$ and $M \geq 1$. Also observe that $\Phi_{J+1}(M) = \min \{J+1, M+2\}$. Then, by taking $M = J-1$ we conclude $\Phi_{J+1}(J-1) = J+1$. As a consequence of (1.6), we arrive at

\[
\frac{Tr(e^{-tH_1} - e^{-tH_2})}{p_t^{(2)}(0)} = -t \int_{\mathbb{R}^d} V(\theta)d\theta + \sum_{2 \leq j \leq J, 0 \leq n \leq J-2} (-1)^{n+j} C_{n,j}^{(2)}(V)t^{n+j} + O(t^{J+1}),
\]

as $t \downarrow 0$. But, notice that in this case,

\[
\sum_{2 \leq j \leq J, 0 \leq n \leq J-2} (-1)^{n+j} C_{n,j}^{(2)}(V)t^{n+j} = \sum_{l=2}^{J} c_l(V)t^l,
\]

and (1.2) follows.

In §11 we provide more specific expansion formulas for $\alpha$'s of the form $2/k$, where $k$ positive integer. These examples are the only cases where $\frac{2m+j}{\alpha}$ are integers for all $n, j$, because for the particular case $n = 1$ and $j = 2$ there exists an integer $m_0 \geq 3$ such that $\frac{2}{m_0} + 2 = m_0$, which implies that $\alpha = \frac{2}{m_0-2}$.

The assumption $M < \frac{d+n}{\alpha}$ in our theorem is sufficient to prove two crucial facts needed in our expansion. Namely, (1) that the coefficients in Theorem 1.1 are finite and (2) that the remainders that appear in the definition of $R_{J+1}^{(\alpha)}(t)$ (see §4 below) are bounded for $t \in (0,1)$. Since $M \geq 1,$
the condition $M < \frac{d+\alpha}{2}$ determines, for a given $d$, the range of $\alpha$’s for which Theorem 1.1 holds. Thus, for example when $M = 1$ and $d = 1$, Theorem 1.1 only permits the range $1 < \alpha < 2$. In §7 we will show how a modified version of this condition (namely $\frac{M}{d} - \frac{4}{3} < \frac{2}{\alpha}$) can widen the range of $\alpha$’s for which Theorem (1.1) remains true when $d = 1, 2, 3$ and $M = 1, 2$.

A particular case of Theorem 1.1 and our results in §7 is the following corollary which extends the results in [3] where the second coefficient is computed.

**Corollary 1.1.**

(i) For $d = 1$,

$$\frac{Tr(e^{-tH_V} - e^{-tH_\alpha})}{p_t^{(\alpha)}(0)} + t \int_\mathbb{R} V(\theta)d\theta - \frac{t^2}{2!} \int_\mathbb{R} V^2(\theta)d\theta + \frac{t^3}{3!} \int_\mathbb{R} V^3(\theta)d\theta = \begin{cases} O(t^{2+\frac{2}{\alpha}}), & \text{if } \alpha \in (1, 2), \\ O(t^4), & \text{if } \alpha \in (1/2, 1], \end{cases}$$

as $t \downarrow 0$.

(ii) For $d = 1$ and $\frac{3}{2} < \alpha < 2$, we have

$$\frac{Tr(e^{-tH_V} - e^{-tH_\alpha})}{p_t^{(\alpha)}(0)} + t \int_\mathbb{R} V(\theta)d\theta - \frac{t^2}{2!} \int_\mathbb{R} V^2(\theta)d\theta + \frac{t^3}{3!} \int_\mathbb{R} V^3(\theta)d\theta + \mathcal{L}_1, t^{2+\frac{2}{\alpha}} \int_\mathbb{R} |\nabla V(\theta)|^2 d\theta = O(t^4),$$

as $t \downarrow 0$.

(iii) For $d \geq 2$,

$$\frac{Tr(e^{-tH_V} - e^{-tH_\alpha})}{p_t^{(\alpha)}(0)} + t \int_{\mathbb{R}^d} V(\theta)d\theta - \frac{t^2}{2!} \int_{\mathbb{R}^d} V^2(\theta)d\theta + \frac{t^3}{3!} \int_{\mathbb{R}^d} V^3(\theta)d\theta = \begin{cases} O(t^{2+\frac{2}{\alpha}}), & \text{if } \alpha \in (1, 2), \\ O(t^4), & \text{if } \alpha \in (0, 1], \end{cases}$$

as $t \downarrow 0$.

(iv) For $d \geq 2$ and $1 < \alpha < 2$,

$$\frac{Tr(e^{-tH_V} - e^{-tH_\alpha})}{p_t^{(\alpha)}(0)} + t \int_{\mathbb{R}^d} V(\theta)d\theta - \frac{t^2}{2!} \int_{\mathbb{R}^d} V^2(\theta)d\theta + \frac{t^3}{3!} \int_{\mathbb{R}^d} V^3(\theta)d\theta + \mathcal{L}_d, t^{2+\frac{2}{\alpha}} \int_{\mathbb{R}^d} |\nabla V(\theta)|^2 d\theta = O(t^4),$$

as $t \downarrow 0$.

(v) For $d \geq 3$, $\frac{2}{3} < \alpha \leq 1$,

$$\frac{Tr(e^{-tH_V} - e^{-tH_\alpha})}{p_t^{(\alpha)}(0)} + t \int_{\mathbb{R}^d} V(\theta)d\theta - \frac{t^2}{2!} \int_{\mathbb{R}^d} V^2(\theta)d\theta + \frac{t^3}{3!} \int_{\mathbb{R}^d} V^3(\theta)d\theta - \frac{t^4}{4!} \int_{\mathbb{R}^d} V^4(\theta)d\theta + \mathcal{L}_d, t^{2+\frac{2}{\alpha}} \int_{\mathbb{R}^d} |\nabla V(\theta)|^2 d\theta = O(t^5),$$

as $t \downarrow 0$. 


Also for \( d \geq 3 \) and \( \frac{1}{2} \leq \alpha \leq \frac{3}{2} \),

\[
\frac{\text{Tr}(e^{-tH_V} - e^{-tH_0})}{p_t^{(\alpha)}(0)} = t \int_{\mathbb{R}^d} V(\theta)d\theta - \frac{t^2}{2!} \int_{\mathbb{R}^d} V^2(\theta)d\theta + \frac{t^3}{3!} \int_{\mathbb{R}^d} V^3(\theta)d\theta - \frac{t^4}{4!} \int_{\mathbb{R}^d} V^4(\theta)d\theta = \mathcal{O}(t^5),
\]
as \( t \downarrow 0 \).

(vi) For \( d \geq 4 \) and \( 0 < \alpha < \frac{1}{2} \),

\[
\frac{\text{Tr}(e^{-tH_V} - e^{-tH_0})}{p_t^{(\alpha)}(0)} = t \int_{\mathbb{R}^d} V(\theta)d\theta - \frac{t^2}{2!} \int_{\mathbb{R}^d} V^2(\theta)d\theta + \frac{t^3}{3!} \int_{\mathbb{R}^d} V^3(\theta)d\theta - \frac{t^4}{4!} \int_{\mathbb{R}^d} V^4(\theta)d\theta = \mathcal{O}(t^5),
\]
as \( t \downarrow 0 \).

The constants \( \mathcal{L}_{d, \alpha} \) are defined as follows:

\[
\mathcal{L}_{d, \alpha} = \frac{C_{d, \alpha}K_1(d, \alpha)}{(2\pi)^d}, \quad C_{d, \alpha} = \frac{\pi^{d/2}}{p_t^{(\alpha)}(0)},
\]

with

\[
K_1(d, \alpha) = \int_0^1 \int_0^\lambda_1 E \left[ \frac{S_{1-w}^*S_w^*}{(S_{1-w}^* + S_w^*)^{1+\frac{\alpha}{2}}} \right] dw d\lambda_1.
\]

The question of whether our result holds regardless of the choice of \( d \) and \( M \) as in (1.2) remains an interesting open problem which reduces to verifying that the expectations in the formula for \( C_{d, \alpha}^{(3)}(V) \) are finite for all \( n \) and \( d \).

To gain a better understanding of the applications of the robustness result (part (b)) in Theorem 1.1, which is proved by means of weak convergence, consider the following special case of Corollary 1.1. For all \( d \geq 1 \) and \( \frac{3}{2} < \alpha < 2 \), we have

\[
\frac{\text{Tr}(e^{-tH_V} - e^{-tH_0})}{p_t^{(\alpha)}(0)} + t \int_{\mathbb{R}^d} V(\theta)d\theta - \frac{t^2}{2!} \int_{\mathbb{R}^d} V^2(\theta)d\theta
+ \frac{t^3}{3!} \int_{\mathbb{R}^d} V^3(\theta)d\theta + \mathcal{L}_{d, \alpha} t^{\frac{\alpha}{2} + \frac{3}{2}} \int_{\mathbb{R}^d} |\nabla V(\theta)|^2 d\theta = \mathcal{O}(t^4),
\]
as \( t \downarrow 0 \). Interestingly, due to part (b) we see that \( \mathcal{L}_{d, \alpha} \rightarrow \frac{1}{12} \) as \( \alpha \uparrow 2 \), despite of the fact that thus far we are only able to provide a representation which enables us to conclude that \( \mathcal{L}_{d, \alpha} \) are finite and strictly positive with no other explicit knowledge for this quantity.

The rest of this paper is organized as follows. In §2, we introduce notation, definitions and probabilistic facts about stable processes and subordinators. In §3, we find formulas (and bounds) for the difference of the Fourier transform of the heat kernels \( p_t^{H_V}(\xi, \eta) - p_t^{(\alpha)}(\xi, \eta) \) that will allow us to express the trace in terms of Fourier transforms. In §4, we prove the boundedness of the \((J+1)\)-th term in the trace formula found in §3 for \( t \in (0, 1) \). In §5, we simplify the trace formula given in §3 by finding an explicit value of certain integrals in terms of the subordinator process. In §6, we use an elementary Taylor expansion formula for the exponential function to define the coefficients and remainders involved in Theorem 1.1. In §7, we give an improvement of Theorem 1.1 when \( d = 1, 2, 3 \). The proof of Theorem 1.1 is given in §8. In §9, we compute some coefficients and
provide a representation for the constants $\mathcal{L}_{d,\alpha}$. In §10, we prove Corollary 1.1. Explicit expansion and examples are provided for some particular $\alpha$’s in §11. Finally, in §12 and §13, we extend the result i) and iii) in Corollary 1.1 to $\alpha$–relativistic processes and to mixed–stable processes, respectively.

2. Stable Processes and subordinator.

Let $X = \{X_t\}_{t \geq 0}$ be the d-dimensional symmetric $\alpha$–stable process of order $\alpha \in (0, 2]$. The process $X$ has stationary independent increments, which means that if $s, t > 0$, then the increment $X_{t+s} - X_t$ is independent of the process $(X_u, 0 \leq u \leq t)$ and has the same law as $X_t$. Moreover, its transition density $p_t^{(\alpha)}(x, y) = p_t^{(\alpha)}(x-y)$, $t > 0$, $x, y \in \mathbb{R}^d$, is determined by its Fourier transform (characteristic function) as

$$e^{-t|\xi|^\alpha} = E^x[e^{-i<\xi,X_t>}] = \int_{\mathbb{R}^d} e^{-i<y,\xi>}p_t^{(\alpha)}(y)dy,$$

for all $t > 0$, $\xi \in \mathbb{R}^d$, where $P^x$ and $E^x$ denote the probability and expectation, respectively, of the process starting at $x$. Then, we have for any Borel set $A \subset \mathbb{R}^d$,

$$P^x(X_t \in A) = \int_A p_t^{(\alpha)}(x-y)dy.$$

Henceforth, $E$ will denote the expectation of both an arbitrary random variable or processes started at 0, whereas a.s will mean almost surely.

We recall again that an $\alpha/2$–subordinator is a.s non-decreasing $[0, \infty)$-valued process $S = \{S_t\}_{t \geq 0}$ which also has stationary, independent increments, starting at 0 and uniquely determined by its Laplace Transform

$$E[e^{-\lambda S_t}] = e^{-t\lambda^{\alpha/2}},$$

for all $t > 0$ and $\lambda > 0$.

Notice that the last equality implies that for all $\xi \in \mathbb{R}^d$,

$$(2.1) \quad E[e^{-|\xi|^2 S_t}] = e^{-t|\xi|^\alpha}.$$

We point out that this equality is the link between the results in this paper and the results in [6] and it will be used several times throughout the paper.

It is a standard fact (see [8, p.22]) that the $\alpha$-stable process $X$ can be obtained as a random time change of Brownian motion where this random time is an $\alpha/2$-subordinator. In other words, we can write $X_t = B_{2S_t}$ where $B$ is a $d$-dimensional Brownian motion and $S$ is a $\alpha/2$-subordinator and these are independent processes. Using this last fact, the Fourier inversion formula (see §3), we see that

$$(2.2) \quad p_t^{(\alpha)}(x) = (2\pi)^{-d} \int_{\mathbb{R}^d} e^{i<\xi,x>} e^{-t|\xi|^\alpha}d\xi = \int_0^\infty (4\pi s)^{-d/2} e^{-\frac{|x|^2}{4s}} \eta_t^{(\alpha/2)}(s)ds = E[p_{S_t}^{(2)}(x)],$$

where $p_t^{(2)}(x) = (4\pi t)^{-d/2} e^{-\frac{|x|^2}{4t}}$ and $\eta_t^{(\alpha/2)}(s)$ correspond to the transition densities of the $d$-dimensional Brownian Motion process $\{B_{2t}\}_{t>0}$ and the $\alpha/2$-subordinator, respectively. It follows from (2.2) that $p_t^{(\alpha)}(x)$ is radial, symmetric and decreasing in $x$. Moreover, these functions satisfy the following scaling property and inequality.
\[ p_t^{(\alpha)}(x) = t^{-d/\alpha} p_1^{(\alpha)}(t^{-1/\alpha} x) \leq t^{-d/\alpha} p_1^{(\alpha)}(0), \]

where

\[ p_1^{(\alpha)}(0) = \frac{w_d \Gamma(d/\alpha)}{(2\pi)^{d/\alpha}}. \]

Here and for the rest of the paper, \( w_d \) denotes the surface area of the unit sphere in \( \mathbb{R}^d \). From equation (2.2), we also conclude that

\[ (4\pi)^{d/2} p_1^{(\alpha)}(0) = E \left[ S_{1/\alpha}^{-d/2} \right]. \]

In fact, we claim that for all \(-\infty < \eta < \frac{\alpha}{2}\),

\[ E \left[ S_{1/\alpha}^{-\eta} \right] = \frac{\Gamma(1 - \frac{2\eta}{\alpha})}{\Gamma(1 - \eta)}. \]

To see this, we observe that \( (Z S_{1/\alpha}^{-1})^{\alpha/2} \sim Z \), where \( Z = \exp(1) \) is an exponential random variable with parameter 1 independent of \( S_{1/\alpha} \). By independence we have

\[ P\left( (Z S_{1/\alpha}^{-1})^{\alpha/2} \leq \lambda \right) = \int_0^\infty \left( \int_0^{\lambda^{2/\alpha} s} e^{-u} du \right) \eta_1^{(\alpha/2)}(s) ds = 1 - E\left[ e^{-\lambda^{2/\alpha} S_1} \right] = 1 - e^\lambda = P(Z \leq \lambda). \]

Hence, it also follows by independence that

\[ E \left[ Z^{-\eta} \right] E \left[ S_{1/\alpha}^{-\eta} \right] = E \left[ Z^{-\frac{2\eta}{\alpha}} \right], \]

provided \( E[Z^{-\eta}] \) and \( E\left[ Z^{-\frac{2\eta}{\alpha}} \right] \) are both finite. But, this only holds when \(-\infty < \eta < \frac{\alpha}{4}\), since

\[ 0 < E[Z^\gamma] = \int_0^{\infty} s^{(\gamma+1)-1} e^{-s} ds = \Gamma(\gamma + 1) < \infty, \]

when \( \gamma + 1 > 0 \).

The equalities (2.4) and (2.5) will be useful in proving the finiteness for the coefficients and the boundedness of the function \( R_{j+1}^{(\alpha)}(t) \) in Theorem 1.1. We also mention that the condition given in Theorem 1.1 is derived from (2.5).

3. Heat trace in terms of Fourier transform.

Let \( \hat{V} \) denote the Fourier transform of \( V \in \mathcal{S}(\mathbb{R}^d) \) with the normalization

\[ \hat{V}(\xi) = \int_{\mathbb{R}^d} e^{-i\langle x, \xi \rangle} V(x) dx. \]

We note that because of our definition of \( \hat{V} \), we have

(i) (Inversion formula)

\[ V(x) = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} e^{i\langle x, \xi \rangle} \hat{V}(\xi) d\xi. \]
(ii) For \( f, g \in \mathcal{S}(\mathbb{R}^d) \),

\[
\int_{\mathbb{R}^d} e^{-i x \cdot \xi} f(x) g(x) dx = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} \hat{f}(\theta) \hat{g}(\xi - \theta) d\theta.
\]

We recall that the linear operator \( H_\alpha = (-\Delta)^{\alpha/2} \) with domain

\[
\left\{ f \in L^2(\mathbb{R}^d) : |\xi|^{\alpha} \hat{f}(\xi) \in L^2(\mathbb{R}^d) \right\},
\]

\( \alpha \in (0, 2) \), is defined via Fourier transform by \( \hat{H}_\alpha f(\xi) = |\xi|^\alpha \hat{f}(\xi) \). This operator, often referred to as the fractional Laplacian, is essentially a self-adjoint operator on \( C_0^\infty(\mathbb{R}^d) \) with spectrum \( \text{Spec}(H_\alpha) = [0, +\infty) \). For \( V \in \mathcal{S}(\mathbb{R}^d) \), we call \( H_V = (-\Delta)^{\alpha/2} + V \) the fractional Schrödinger operator with potential \( V \), where \( V \) acts as a multiplication operator. \( H_V \) is self-adjoint in the domain of \( H_\alpha \) with \( \text{Spec}(H_V) = [0, +\infty) \). We write \( e^{-tH_\alpha} \) and \( e^{-tH_V} \) for the heat semigroups acting on \( L^2(\mathbb{R}^d) \) with heat kernels given by \( p_t^{H_\alpha}(x, y) \) and \( p_t^{H_V}(x, y) \), respectively. We refer the reader to \([24, 13]\) for general definition and spectral properties of the semigroup \( e^{-tA} \) of the self-adjoint operator \( A \) on Hilbert-space. For our purpose in this paper we recall the Feynman-Kac formula which gives the heat kernel for \( H_V \). That is,

\[
p_t^{H_V}(x, y) = p_t^{(\alpha)}(x, y) E_{x,y}^\alpha \left[ e^{-\int_0^t V(X_s) ds} \right],
\]

where \( E_{x,y}^\alpha \) is the expectation with respect to the stable process (bridge) starting at \( x \) and conditioned to be at \( y \) at time \( t \). For more detail about formula \((3.2)\), see \([3, 24]\).

Our goal now is to derive a formula for \( Tr(e^{-tH_V} - e^{-tH_\alpha}) \) for the fractional Schrödinger operator similar to the one in \([6]\) for the Laplacian.

**Proposition 3.1.** Let \( V \in \mathcal{S}(\mathbb{R}^d) \), then

\[
Tr(e^{-tH_V} - e^{-tH_\alpha}) = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} \left( p_t^{H_V}(\xi, -\xi) - p_t^{(\alpha)}(\xi, -\xi) \right) d\xi.
\]

**Proof.** For all \( t > 0 \) and \( x, y \in \mathbb{R}^d \), we have

\[
\begin{align*}
\partial_t p_t^{(\alpha)}(x, y) &= (-\Delta)^{\frac{\alpha}{2}} p_t^{(\alpha)}(x, y) \\
p_0^{(\alpha)}(x, y) &= \delta(x - y)
\end{align*}
\]

and

\[
\begin{align*}
\partial_t p_t^{H_V}(x, y) &= -[(-\Delta)^{\frac{\alpha}{2}} + V(x)] p_t^{H_V}(x, y) \\
p_0^{H_V}(x, y) &= \delta(x - y).
\end{align*}
\]

By taking Fourier transform on \( \mathbb{R}^{2d} \), we deduce that

\[
(\partial_t + |\xi|^\alpha) \hat{p}_t^{H_V}(\xi, \eta) = 0
\]

and that

\[
(\partial_t + |\xi|^\alpha) \hat{p}_0^{H_V}(\xi, \eta) = (2\pi)^d \delta(\xi + \eta)
\]

and that

\[
(\partial_t + |\xi|^\alpha) \hat{p}_t^{H_V}(\xi, \eta) = -\frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} \hat{V}(\theta) \hat{p}_t^{H_V}(\xi - \theta, \eta) d\theta
\]

\[
\hat{p}_0^{H_V}(\xi, \eta) = (2\pi)^d \delta(\eta + \xi).
\]

Now, by directly solving \((3.5)\) and \((3.6)\) we find that

\[
\hat{p}_t^{(\alpha)}(\xi, \eta) = (2\pi)^d \delta(\eta + \xi) e^{-t|\xi|^\alpha}
\]
and that
\begin{equation}
(3.7) \quad \hat{p}_t^{H\nu}(\xi, \eta) - \hat{p}_0^{(\alpha)}(\xi, \eta) = -\frac{1}{(2\pi)^d} \int_0^t \int_{\mathbb{R}^d} e^{-(t-s)|\xi|^\alpha} \hat{V}(\theta) \hat{p}_s^{H\nu}(\xi - \theta, \eta) d\theta d\eta.
\end{equation}

On the other hand, from (3.3), (3.4) and Duhamel’s Principle we see that
\begin{align*}
p_t^{H\nu}(x, y) - p_t^{(\alpha)}(x, y) &= -\int_0^t \int_{\mathbb{R}^d} p_t^{(\alpha)}(x, z)p_s^{H\nu}(z, y)V(z) dz ds.
\end{align*}

Hence
\begin{align*}
Tr(e^{-tH\nu} - e^{-tH\alpha}) &= \int_{\mathbb{R}^d} \left(p_t^{H\nu}(x, x) - p_t^{(\alpha)}(x, x)\right) dx \\
&= -\int_0^t \int_{\mathbb{R}^d} p_t^{(\alpha)}(x, z)p_s^{H\nu}(z, x)V(z) dz dx ds.
\end{align*}

(3.8)

Expressing the right hand side of (3.8) in terms of Fourier transform we arrive at
\begin{align*}
Tr(e^{-tH\nu} - e^{-tH\alpha}) &= -\frac{1}{(2\pi)^d} \int_0^t \int_{\mathbb{R}^d} \hat{V}(\theta) \hat{p}_s^{H\nu}(\mu, \tau) \hat{p}_s^{(\alpha)}(-\mu - \theta, -\tau) d\mu d\tau d\theta d\eta.
\end{align*}

Since
\begin{align*}
\hat{p}_s^{(\alpha)}(-\mu - \theta, -\tau) = (2\pi)^d \delta(\tau + \theta + \mu)e^{-(t-s)|\theta + \mu|^\alpha},
\end{align*}

we see that
\begin{align*}
Tr(e^{-tH\nu} - e^{-tH\alpha}) &= -\frac{1}{(2\pi)^d} \int_0^t \int_{\mathbb{R}^d} e^{-(t-s)|\tau|^\alpha} \hat{p}_s^{H\nu}(-\tau, \theta) \hat{V}(\theta) d\tau d\theta d\eta.
\end{align*}

The conclusion of the proposition follows by setting $\xi = -\tau$ in last equation, $\eta = \xi$ in (3.7) and integrating with respect to $\xi$. \hfill \Box

If we now iterate the equation (3.7) $J$-times, we obtain

**Corollary 3.1.** Let $V \in \mathcal{S}(\mathbb{R}^d)$, $0 < \alpha < 2$ and set
\begin{align*}
F_j^{(\alpha)}(s, \xi, \theta) &= e^{-(t-s_1)|\xi|^\alpha - \sum_{i=1}^{j-1}(s_k-s_{k+1})|\xi|^\alpha - \sum_{i=1}^{j} \theta_i|^\alpha},
\end{align*}
where $s = (s_1, ..., s_j)$, $s_k < s_{k+1}$ and $\theta = (\theta_1, ..., \theta_{j-1})$. Then for $J \geq 2$,
\begin{align*}
&\hat{p}_t^{H\nu}(\xi, \eta) - \hat{p}_0^{(\alpha)}(\xi, \eta) = -\frac{1}{(2\pi)^d} \int_0^t \int_{\mathbb{R}^d} e^{-(t-s_1)|\xi|^\alpha} \hat{V}(\theta) \hat{p}_s^{(\alpha)}(\xi - \theta_1, \eta) d\theta_1 ds_1 + \\
&\sum_{j=2}^{J} \frac{(-1)^j}{(2\pi)^{jd}} \int_0^t \int_{\mathbb{R}^d} F_j^{(\alpha)}(s, \xi, \theta) \hat{p}_s^{(\alpha)}(\xi - \sum_{i=1}^{j-1} \theta_i, \eta) \prod_{i=1}^{J-1} \hat{V}(\theta_i) d\theta_1 ds_1 + \\
&\frac{(-1)^J}{(2\pi)^{(J+1)d}} \int_0^t \int_{\mathbb{R}^d} \hat{F}_j^{(\alpha)}(s, \xi, \theta) \hat{p}_s^{H\nu}(\xi - \sum_{i=1}^{J-1} \theta_i, \eta) \prod_{i=1}^{J+1} \hat{V}(\theta_i) d\theta_1 ds_1.
\end{align*}

Furthermore, we conclude
\begin{align}
(3.9) \quad Tr(e^{-tH\nu} - e^{-tH\alpha}) &= -t p_t^{(\alpha)}(0) \hat{V}(0) + \\
&\sum_{j=2}^{J} \frac{(-t)^j}{(2\pi)^{jd}} \int_0^t \int_{\mathbb{R}^d} F_j^{(\alpha)}(t, \xi, \theta) e^{-t\lambda_j} |\xi|^\alpha \hat{V}(\sum_{i=1}^{j-1} \theta_i) \prod_{i=1}^{J-1} \hat{V}(\theta_i) d\lambda_1 d\lambda_j d\xi + \\
&\frac{(-t)^{J+1}}{(2\pi)^{(J+2)d}} \int_0^t \int_{\mathbb{R}^d} \hat{F}_j^{(\alpha)}(t, \xi, \theta) \hat{p}_s^{H\nu}(\xi - \sum_{i=1}^{J-1} \theta_i - \xi) \prod_{i=1}^{J+1} \hat{V}(\theta_i) d\theta_1 d\lambda_1 d\xi.
\end{align}
4. Boundedness of the \((J+1)\)–th term.

Our goal in this section is to provide an upper bound for the absolute value of last expression in (3.9) in terms of \(p_t^{(\alpha)}(0)\). The following Lemma is a consequence of (3.1), the inversion formula and induction. Therefore its proof is omitted.

**Lemma 4.1.** Let \(J \geq 1\) and \(\{p_j\}_{j=0}^J \subset \mathcal{S}^{(d)}\) radial functions. Set \(\Psi_J(\xi) = \hat{p}_0(\xi) \prod_{j=1}^J \hat{p}_j(\gamma_j - \xi)\), where \(\gamma_j \in \mathbb{R}^d\) are constant vectors. Then,

\[
\hat{\Psi}_J(\gamma) = (2\pi)^d \int_{\mathbb{R}^d} e^{-i \sum_{j=1}^J (\gamma_j, x_j)} p_0(\sum_{j=1}^J x_j - \gamma) \prod_{j=1}^J p_j(x_j) dx_j,
\]

**Remark 4.1.** If we set \(p_0 = p_t^{(\alpha)}(1-\lambda_1)\) and \(p_j = p_t^{(\alpha)}(\lambda_j - \lambda_{j+1})\) in the last Lemma, with \(\gamma_j = \sum_{k=1}^j \theta_k\), we obtain

\[
(4.1) \quad \frac{F_J(\alpha)}{(2\pi)^d} = \int_{\mathbb{R}^d} e^{-i \sum_{j=1}^J (\gamma_j, x_j)} p_t^{(\alpha)}(\sum_{j=1}^J x_j - (x-y)) \prod_{j=1}^J p_t^{(\alpha)}(\lambda_j - \lambda_{j+1})(x_j) dx_j.
\]

Next, it is known that the transition density \(p_t^{(\alpha)}(x, y)\) satisfies the Chapman-Kolmogorov equation, namely,

\[
(4.2) \quad \int_{\mathbb{R}^d} p_t^{(\alpha)}(a-z) p_t^{(\alpha)}(z) dz = p_t^{(\alpha)}(a),
\]

for all \(a \in \mathbb{R}^d\) and \(t, s > 0\). With this equality at hand, it easily follows that

\[
(4.3) \quad \int_{\mathbb{R}^d} p_t^{(\alpha)}(\sum_{j=1}^J x_j - (x-y)) \prod_{j=1}^J p_t^{(\alpha)}(\lambda_j - \lambda_{j+1})(x_j) dx_j = p_t^{(\alpha)}(1-\lambda_1)(x-y).
\]

It can also be proved by means of the inversion formula that

\[
(4.4) \quad \int_{\mathbb{R}^{(J+1)d}} e^{-i \left\{ \sum_{j=1}^J (\gamma_j, x_j) + J \right\}} \prod_{i=1}^{J+1} \hat{V}(\theta_i) d\theta_i = (2\pi)^{(J+1)d} V(x) \prod_{k=1}^J V(- \sum_{j=k}^J x_j + x).
\]

**Proposition 4.1.** Assume \(0 < t < 1\) and define

\[
r_{J+1}(t) = \int_0^1 \ldots \int_0^1 F_J(t \lambda, \xi, \theta) \frac{d\theta}{p_t^{(\alpha)}(\sum_{j=1}^J \theta_j - \xi)} \prod_{i=1}^{J+1} \hat{V}(\theta_i) d\theta_i.
\]

There exists a positive constant \(C = C_{J+1, d, \alpha}(V)\) such that

\[
|r_{J+1}(t)| \leq C p_t^{(\alpha)}(0).
\]

**Proof.** Set \(\gamma_j = \sum_{i=1}^j \theta_i\) and

\[
p(x-y, \{x_j\}_{j=1}^J) = p_t^{(\alpha)}(\sum_{j=1}^J x_j - (x-y)) \prod_{j=1}^J p_t^{(\alpha)}(\lambda_j - \lambda_{j+1})(x_j).
\]
Then, by definition of Fourier transform and (4.1), we have that

$$I_{J+1}(t, \lambda, \theta) = \int_{\mathbb{R}^d} F_{J+1}^{(\alpha)}(t\lambda, \xi, \theta) \overline{p_{\lambda, J+1}^H}(\xi - \gamma_{J+1}, -\xi) d\xi$$

$$= \int_{\mathbb{R}^d} F_{J+1}^{(\alpha)}(t\lambda, \xi, \theta) \int_{\mathbb{R}^2} e^{-i\langle\xi, x-y\rangle + \langle x, -\gamma_{J+1}\rangle} p_{\lambda, J+1}^H(x, y) dxdy d\xi$$

$$= \int_{\mathbb{R}^d} p_{\lambda, J+1}^H(x, y) e^{-i\langle x, -\gamma_{J+1}\rangle} \overline{F_{J+1}^{(\alpha)}(t\lambda, x - y, \theta)} dxdy$$

$$= (2\pi)^d \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} e^{-i\{\langle x, -\gamma_{J+1}\rangle + \sum_{j=1}^{J} \langle x_j, \gamma_j \rangle\}} p_{\lambda, J+1}^H(x, y) p(x - y, \{x_j\}_{j=1}^{J}) dxdy dx_j.$$

Now, because of (4.4), (4.3) and the fact that $p_{\lambda, J+1}^H(x, y) \leq e^{t\|V\|_{L^\infty(\mathbb{R}^d)}} p_{\lambda, J+1}^{(\alpha)}(x, y)$ (which follows from (3.2)), we obtain from the last equality that

$$\left| \int_{\mathbb{R}^d} I_{J+1}(t\lambda, \theta) \prod_{i=1}^{J+1} \hat{V}(\theta_i) d\theta \right| =$$

$$\left| (2\pi)^{(J+2)d} \int_{\mathbb{R}^{(J+2)d}} V(-x) \prod_{i=1}^{J} V(-\sum_{j=1}^{J} x_j - x) p_{\lambda, J+1}^H(x, y) p(x - y, \{x_j\}_{j=1}^{J}) dxdy dx_j \right| \leq$$

$$(2\pi)^{(J+2)d} \|V\|_{L^\infty(\mathbb{R}^d)} e^{t\|V\|_{L^\infty(\mathbb{R}^d)}} \int_{\mathbb{R}^d} \|V(-x)\| \int_{\mathbb{R}^d} p_{\lambda, J+1}^{(\alpha)}(x, y) p_{\lambda, J+1}^{(\alpha)}(x - y) dy dx.$$

It follows from (4.2) that

$$|r_{J+1}(t)| \leq \frac{(2\pi)^{(J+2)d} p_{t}^{(\alpha)}(0)}{(J + 1)!} \|V\|_{L^\infty(\mathbb{R}^d)} e^{t\|V\|_{L^\infty(\mathbb{R}^d)}} \|V\|_{L^1(\mathbb{R}^d)}.$$

As a consequence, we have that

$$R_{J+1}(t) = \frac{r_{J+1}(t)}{(2\pi)^{(J+2)d} p_{t}^{(\alpha)}(0)}$$

is bounded for $0 < t < 1$.

5. Heat trace computation by means of subordinators.

In this section we further investigate formula (3.9) involving $Tr(e^{-tH_V} - e^{-tH_0})$. We start by integrating the function

$$F_{j}^{(\alpha)}(t\lambda, \xi, \theta) e^{-t\lambda_j|\xi|^\alpha} = e^{-t(1-|\lambda_j-\lambda_j|)|\xi|^\alpha - t\sum_{k=1}^{j-1}(\lambda_k-\lambda_{k+1})|\xi| - \sum_{i=1}^{j-1} \theta_i|\xi|^\alpha}$$

with respect to $\xi$ over $\mathbb{R}^d$. The integral could be easily computed when $\alpha = 2$ using two elementary facts. Namely, for any $\gamma \in \mathbb{R}^d$,

$$|\xi + \gamma|^2 = |\xi|^2 + 2 < \xi, \gamma > + |\gamma|^2$$

and

$$\int_{\mathbb{R}^d} e^{-t|\xi|^2} d\xi = \pi^{d/2} t^{-d/2}.$$
Unfortunately, we cannot calculate (5.1) in the same way because there is not a close form for \(|\xi + \gamma|^{\alpha}\), when \(0 < \alpha < 2\). Instead, we will follow a probabilistic approach by means of \(\alpha/2\)-
subordinators and their Laplace transform given in §2 that relates \(|\cdot|^{\alpha}\) to \(|\cdot|^{2}\) to find the value of the integral involving the quantity in (5.1). We begin by observing that (2.1) implies that for all \(c > 0\) and \(t > 0\),

\[
e^{-tc|\xi|^{\alpha}} = E \left[ e^{-\frac{t}{2} S_{\alpha}|\xi|^{2}} \right].
\]

In addition, for any sequence of numbers \(\{\lambda_{k}\}_{k=1}^{\infty}, j \geq 2\), satisfying

\[
0 < \lambda_{j} < \lambda_{j-1} < \ldots < \lambda_{2} < \lambda_{1} < 1,
\]

we have

\[
S_{1} = S_{(\lambda_{1}-\lambda_{2})} + \sum_{k=1}^{j-1} \left( S_{\lambda_{k} - \lambda_{k+1} + (\lambda_{k+1} - \lambda_{j})} - S_{\lambda_{k+1} - \lambda_{j}} \right).
\]

For \(1 \leq k \leq j-1\) consider the random variables

\[
S_{\lambda_{k} - \lambda_{k+1}} = S_{\lambda_{k} - \lambda_{k+1} + (\lambda_{k+1} - \lambda_{j})} - S_{\lambda_{k+1} - \lambda_{j}}
\]

and

\[
S_{1 - (\lambda_{1} - \lambda_{j})} = S_{1 - (\lambda_{1} - \lambda_{j})} + \lambda_{j} - S_{1 - \lambda_{j}}.
\]

Since the process \(S\) has independent and stationary increments, we see that the random variables

\[
\left\{ S_{\lambda_{k} - \lambda_{k+1}}, S_{1 - (\lambda_{1} - \lambda_{j})} \right\}_{k=1}^{j-1}
\]

are independent and furthermore,

\[
S_{\lambda_{k} - \lambda_{k+1}} \overset{\mathcal{D}}{=} S_{1 - (\lambda_{1} - \lambda_{j})},
\]

(5.6)

We also have, of course,

\[
S_{1 - (\lambda_{1} - \lambda_{j})} + \sum_{k=1}^{j-1} S_{\lambda_{k} - \lambda_{k+1}} = S_{1}.
\]

As before let us denote, for simplicity, \(\gamma_{k} = \sum_{i=1}^{k} \theta_{i}\). It follows from (5.4), (5.6), (5.7) and the independence of \(\left\{ S_{\lambda_{k} - \lambda_{k+1}}, S_{1 - (\lambda_{1} - \lambda_{j})} \right\}_{k=1}^{j-1}\) that

\[
e^{-t(1-|\lambda_{1} - \lambda_{j}|)|\xi|^{\alpha}} \prod_{k=1}^{j-1} e^{-t(\lambda_{k} - \lambda_{k+1})|\xi - \gamma_{k}|^{\alpha}} =
\]

\[
E \left[ \exp \left( -t^{2/\alpha} S_{1 - (\lambda_{1} - \lambda_{j})} \right) \right] E \left[ \exp \left( -t^{2/\alpha} \sum_{k=1}^{j-1} S_{\lambda_{k} - \lambda_{k+1}} \right) \right] =
\]

\[
E \left[ \exp \left( -t^{2/\alpha} \left( S_{1 - (\lambda_{1} - \lambda_{j})} \right) \right) \right] E \left[ \exp \left( -t^{2/\alpha} \sum_{k=1}^{j-1} S_{\lambda_{k} - \lambda_{k+1}} \right) \right].
\]

(5.8)

Next, consider the random variable

\[
L_{j}^{(\alpha)}(\lambda, \theta) = \sum_{k=1}^{j-1} S_{\lambda_{k} - \lambda_{k+1}} |\gamma_{k}|^{2} - \frac{1}{S_{1}} \sum_{k=1}^{j-1} S_{\lambda_{k} - \lambda_{k+1}} \frac{\gamma_{k}}{S_{1}}.
\]

(5.9)
where \( \lambda = (\lambda_1, ..., \lambda_j) \) satisfies (5.5). By (5.2), (5.7) and completing squares we easily get that

\[
S_{1-(\lambda_1-\lambda_1)}^*|\xi|^2 + \sum_{k=1}^{j-1} S_{\lambda_k-\lambda_{k+1}}^*|\xi - \gamma_k|^2 = S_1 \left| \xi - \frac{1}{S_1} \sum_{k=1}^{j-1} S_{\lambda_k-\lambda_{k+1}}^* \gamma_k \right|^2 + L_j^{(\alpha)}(\lambda, \theta).
\]

Also, observe that by (5.2) and the scaling property (2.3) we have

\[
\int_{\mathbb{R}^d} \exp \left(-t^{2/\alpha}S_1 \left| \xi - \frac{1}{S_1} \sum_{k=1}^{j-1} S_{\lambda_k-\lambda_{k+1}}^* \gamma_k \right|^2 \right) d\xi = \pi^{d/2} t^{-d/\alpha} S_1^{-d/2}
\]

(5.10)

\[= C_{d,\alpha} p_0(\alpha)(0) S_1^{-d/2}, \]

over the set where \( 0 < S_1 < \infty \). Here,

(5.11)

\[
C_{d,\alpha} = \pi^{d/2} p_1(\alpha)(0).
\]

We now combine these calculations to find the value of the desired integral. More precisely, we have

**Lemma 5.1.** Let \( \lambda = (\lambda_1, ..., \lambda_j) \) satisfy (5.5), \( \gamma_k = \sum_{i=1}^{k} \theta_i \) and \( \theta = (\theta_1, ..., \theta_{j-1}) \). Then,

\[
L_j^{(\alpha)}(\lambda, \theta) \geq 0, \quad \text{a.s.}
\]

and

(5.12)

\[
\int_{\mathbb{R}^d} F_j^{(\alpha)}(t\lambda, \xi, \theta) e^{-t\lambda_j |\xi|^2} d\xi = C_{d,\alpha} p_0(\alpha)(0) E \left[ S_1^{-d/2} e^{-t^{2/\alpha} L_j^{(\alpha)}(\lambda, \theta)} \right].
\]

**Proof.** Assume \( \gamma_k = (b_{1,k}, ..., b_{d,k}) \). By Cauchy-Schwarz inequality and (5.7)

\[
\left| \sum_{k=1}^{j-1} S_{\lambda_k-\lambda_{k+1}}^* \gamma_k \right|^2 \leq \sum_{m=1}^{d} \left( \sum_{k=1}^{j-1} S_{\lambda_k-\lambda_{k+1}}^* b_{m,k} \right)^2 \leq \sum_{m=1}^{d} \left( \sum_{k=1}^{j-1} S_{\lambda_k-\lambda_{k+1}}^* \right)^2 \sum_{k=1}^{j-1} S_{\lambda_k-\lambda_{k+1}}^* \left| \gamma_k \right|^2.
\]

In fact, under the convention that \( \sum_{r=1}^{0} = 0 \), we have for \( j \geq 2 \),

(5.13)

\[
L_j^{(\alpha)}(\lambda, \theta) = S_1^{-1} \left[ \sum_{k=1}^{j-1} S_{\lambda_k-\lambda_{k+1}}^* |\gamma_k|^2 + \sum_{r=1}^{j-2} \sum_{s=r+1}^{j-1} S_{\lambda_r-\lambda_{r+1}}^* S_{\lambda_s-\lambda_{s+1}}^* |\gamma_r - \gamma_s|^2 \right].
\]

On the other hand, (5.12) follows by integrating (5.8) with respect to \( \xi \), applying Fubini’s Theorem to (5.8) and using (5.10). \( \Box \)

**Remark 5.1.** We note that from (2.2) and the fact that \( 0 < S_1 < \infty \), a.s.

(5.14)

\[
0 < E \left[ S_1^{-d/2} e^{-t^{2/\alpha} L_j^{(\alpha)}(\lambda, \theta)} \right] \leq E \left[ S_1^{-d/2} e^{-t^{2/\alpha} L_j^{(\alpha)}(\lambda, \theta)} \right] < \infty.
\]

In fact, all the above results are true for \( \alpha = 2 \) in which case \( S_{1,1} = 1 \) and all our calculation considerably simplify.
We observe that the exponential function is involved in (5.12) and that this term is part of the expression for $\text{Tr}(e^{-tH_V} - e^{-tH_\alpha})$ in (3.9). Our next step is to use a Taylor expansion of the exponential function with a particular remainder to obtain a finer estimate for the trace. This implies, as the reader may note, that in (5.12) we will have to deal with expectations. Hence our goal in this section is to give conditions to guarantee the finiteness of these expectations. Once this is done, it will follow easily that the coefficients and remainders to appear in (3.9) are also finite and bounded, respectively.

We recall the well known expansion for the exponential function

$$(6.1) \quad e^{-x} = \sum_{n=0}^{m-1} \frac{(-1)^n}{n!} x^n + \frac{(-1)^m}{m!} e^{-x} \beta_m(x)$$

valid for every $x \geq 0$ and $m \geq 1$, where we call $\beta_m(x) \in (0,1)$ the remainder of order $m$. With this expansion at hand, we now introduce two functions from which we will obtain the desired finer estimates in the trace formula (3.9). For $j \geq 2$,

$$(6.2) \quad T_d(j, t) = \int_0^1 \int_0^{\lambda_1} \cdots \int_0^{\lambda_{j-1}} E_j^{(\alpha)}(t\lambda, \xi, \theta) e^{-t\lambda_1|\xi|^\alpha} \tilde{V}(\sum_{i=1}^{j-1} \tilde{V}(\theta_i) \, d\theta_i \, d\lambda_i \, d\xi_i \, d\lambda_j = \int_0^1 \int_0^{\lambda_1} \cdots \int_0^{\lambda_{j-1}} \int_{\mathbb{R}^{(j-1)d}} E \left[ S_d^{-d/2} e^{-t\frac{\pi}{2} L_j^{(\alpha)}(\lambda, \theta)} \right] \tilde{V}(\sum_{i=1}^{j-1} \tilde{V}(\theta_i) \, d\theta_i \, d\lambda_i \, d\lambda_j. $$

The remainder function is

$$(6.3) \quad R_{d,j}^{(m)}(t) = \frac{C_{d, \alpha}}{m! (2\pi)^d} \int_0^1 \int_0^{\lambda_1} \cdots \int_0^{\lambda_{j-1}} \int_{\mathbb{R}^{(j-1)d}} E \left[ S_d^{-d/2} \left\{ L_j^{(\alpha)}(\lambda, \theta) \right\}^m e^{-\beta_m(t)} \right] \times \tilde{V}(\sum_{i=1}^{j-1} \tilde{V}(\theta_i) \, d\theta_i \, d\lambda_i \, d\lambda_j, $$

where the random functions $\beta_m(t) = t^{2/\alpha} L_j^{(\alpha)}(\lambda, \theta) \beta_m(-t^{2/\alpha} L_j^{(\alpha)}(\lambda, \theta))$ are nonnegative.

**Remark 6.1.** We note by (5.14) and (6.2) that

$$\frac{|T_d(j, t)|}{(2\pi)^d p_1^{(\alpha)}(0)} \leq \frac{C_{d, \alpha} E \left[ S_d^{-d/2} \right]}{j! (2\pi)^d} \int_{\mathbb{R}^{(j-1)d}} \tilde{V}(\sum_{i=1}^{j-1} \tilde{V}(\theta_i) \, d\theta_i) \, d\theta_i,$$

for all $j \geq 2$, $d \geq 1$. Observe that the left hand side is finite since $V \in S(\mathbb{R}^d)$, proving at the same time the finiteness of $T_d(j, t)$, for all $t > 0$.

We now proceed to prove the finiteness of the remainder-functions in (6.3) and define the coefficients given in Theorem 1.1.

**Lemma 6.1.** Assume $M \geq 1$ is an integer satisfying $M < \frac{a+1}{d}$. Then, for all $t \geq 0$ and $j \geq 2$,

$$|R_{d,j}^{(M)}(t)| \leq \frac{C_{d,j,M}}{M! \mathbb{E}} \int_{\mathbb{R}^{(j-1)d}} \left( \sum_{k=1}^{j-1} |\gamma_k|^2 \right)^M \tilde{V}(\sum_{i=1}^{j-1} \tilde{V}(\theta_i) \, d\theta_i) \, d\theta_i,$$
where

\[ C_{j,d,M} = \frac{C_{d,a}E \left[ S_{1,\alpha/2}^{M-d/2} \right]}{j! M! (2\pi)^d}, \quad \gamma_k = \sum_{i=1}^{k} \theta_i. \]

Furthermore,

(a) for all integers \( n \leq M \),

\[ 0 \leq E \left[ S_{1,\hat{\alpha}}^{-d/2} \left\{ L_j^{(n)}(\lambda, \theta) \right\}^n \right] < \infty, \]

(b) and for all \( j \geq 2 \),

\[ \frac{T_d(j, t)}{2\pi^d p_t(0)} = \sum_{n=0}^{M-1} (-1)^n C_{n,j}^{(\alpha)}(V) t^{\frac{n}{\alpha}} + (-1)^M t^{\frac{2\pi}{\alpha}} R_{j,d}(t), \]

where

\[ C_{n,j}^{(\alpha)}(V) = \frac{C_{d,a}}{(2\pi)^d n!} \int_0^{\lambda_1} \cdots \int_0^{\lambda_j-1} \int_{\mathbb{R}^{(j-1)d}} E \left[ S_{1,\alpha/2}^{M-d/2} \left\{ L_j^{(n)}(\lambda, \theta) \right\}^n \right] \tilde{V} \left( - \sum_{i=1}^{j-1} \theta_i \right) \prod_{i=1}^{j-1} \tilde{V}(\theta_i) d\lambda_1 \cdots d\lambda_j. \]

Proof. We start by observing that the condition \( M < \frac{d+\alpha}{2} \) guarantees that \( 0 \leq E \left[ S_{1,\hat{\alpha}}^{n-d/2} \right] < \infty \) for all integers \( n \leq M \), according to (2.5). From this we proceed to prove (a) as follows. Recall that

\[ S_{1-(\lambda_1-\lambda_j)} + \sum_{k=1}^{j-1} S_{\lambda_k-\lambda_{k+1}} = S_{1,\alpha/2}. \]

It follows from (5.9) and last equality that

\[ 0 < L_j^{(n)}(\lambda, \theta) \leq \sum_{k=1}^{j-1} S_{\lambda_k-\lambda_{k+1}} |\gamma_k|^2 \leq S_{1,\alpha/2} \sum_{k=1}^{j-1} |\gamma_k|^2 \]

Then, from the last inequality we conclude that for all integer \( n \leq M \),

\[ E \left[ S_{1,\alpha/2}^{-d/2} \left\{ L_j^{(n)}(\lambda, \theta) \right\}^n \right] \leq E \left[ S_{1,\alpha/2}^{n-d/2} \left( \sum_{k=1}^{j-1} |\gamma_k|^2 \right)^n \right]. \]

Thus (a) now follows easily from last inequality. On the other hand, (b) follows from the Taylor expansion (6.1) applied to (6.2). We remark that \( C_{n,j}^{(\alpha)}(V) = R_{j,d}^{(n)}(0) \). Therefore the last expression is finite, according to (6.1).

\[ \square \]

Remark 6.2. Lemma 6.1 allows us to bound the remainders by a constant for all \( t \geq 0 \) and shows the finiteness of both the remainders and the coefficients \( C_{n,j}^{(\alpha)}(V) \) by proving the finiteness of the expectations under the condition \( n \leq M < \frac{d+\alpha}{2} \). Indeed, this condition is introduced to make sense of the Taylor expansion of order \( M \) when it is applied to the function (5.14). As a consequence our results are dimensional dependent. The reason why this does not happen when \( \alpha = 2 \) is that in this case the time change is trivial, \( S_{0,1} = t \), and \( L_j^{(2)} \) is nonrandom function. These two facts considerably reduce all above computations, thereby the dimension only appearing in the integrals involving \( \tilde{V} \), which are finite since \( V \in S(\mathbb{R}^d) \).
7. An Improvement for Dimension $d = 1, 2, 3$.

We recall the basic inequality
\[
\left( \sum_{k=1}^{j-1} a_k \right)^M \leq (j-1)^{M-1} \sum_{k=1}^{j-1} a_k^M,
\]
valid for all $j \geq 2$ and positive numbers $\{a_k\}_{k=1}^{j-1}$.

From last inequality and (5.13), it follows for all integer $M \geq 1$ that there exists a constant $C_{j,M} > 0$ such that
\[
C_{j,M}^{-1} E \left[ S_1^{d/2} \left( L_j^{(\alpha)} (\lambda, \theta) \right)^M \right] \leq \sum_{k=1}^{j-1} E \left[ \left( S_{1-(\lambda_1-\lambda_j)} S_{k-\lambda_{k+1}} \right)^M S_1^{M-\frac{d}{2}} \right] |\gamma_k|^{2M} + \sum_{r=1}^{j-2} \sum_{s=r+1}^{j-1} E \left[ \left( S_{k-\lambda_{k+1}} S_{s-\lambda_{s+1}} \right)^M S_1^{M-\frac{d}{2}} \right] |\gamma_r - \gamma_s|^{2M},
\]
whenever the expectations involved in the last expression are finite. The purpose of this section is to provide conditions under which these last expectations are finite for dimension $d = 1, 2$ and $3$.

We proved in §5 that
\[
S_{1-(\lambda_1-\lambda_j)} + \sum_{k=1}^{j-1} S_{k-\lambda_{k+1}} = S_1,
\]
for $\{\lambda_k\}_{k=1}^{j}$ satisfying (5.5) and where the random variables on the right hand side of the last equality are independent. In particular, it follows that $S_1 \geq S_{l_0}^* + S_{l_1}^*$ for any distinct $l_0, l_1 \in \{ 1-(\lambda_1-\lambda_j), \lambda_k - \lambda_{k+1} \}_{k=1}^{j-1}$. Now, observe that each expectation in (7.1) can be written as
\[
E \left[ (S_{l_0}^* S_{l_1}^*)^M S_1^{M-\frac{d}{2}} \right],
\]
and these expectations satisfy
\[
E \left[ \frac{(S_{l_0}^* S_{l_1}^*)^M}{S_1^{M+\frac{d}{2}}} \right] \leq E \left[ \frac{(S_{l_0}^*)^M}{(S_{l_0}^* + S_{l_1}^*)^{M+\frac{d}{2}}} \right].
\]

**Lemma 7.1.** Let $j \geq 2$ and $\{\lambda_k\}_{k=1}^{j}$ satisfying (5.5). Let $l_0, l_1$ be two distinct numbers in $\{ 1-(\lambda_1-\lambda_j), \lambda_k - \lambda_{k+1} \}_{k=1}^{j-1}$. Then,
\[
0 \leq E \left[ \frac{(S_{l_0}^* S_{l_1}^*)^M}{(S_{l_0}^* + S_{l_1}^*)^{M+\frac{d}{2}}} \right] < \infty,
\]
provided that $M/2 - d/4 < \alpha/2$.

In particular, when
i) $M=1$, if $\frac{2d}{d+2} < \alpha$.
ii) $M=2$, if $\frac{4d}{d+4} < \alpha$.

**Proof.** Because of the inequality $2(ab)^{1/2} \leq a + b$, for any $a, b \geq 0$, we have that
\[
E \left[ \frac{(S_{l_0}^* S_{l_1}^*)^M}{(S_{l_0}^* + S_{l_1}^*)^{M+\frac{d}{2}}} \right] \leq 2^{-d/2} E \left[ \frac{(S_{l_0}^* S_{l_1}^*)^M}{(S_{l_0}^* S_{l_1}^*)^{M/2+d/4}} \right].
\]
Now, recall that $S_{l_0}^*$ and $S_{l_1}^*$ are independent and $S_{l_i}^* \overset{d}{=} l_i^{2/\alpha} S_{1,\alpha/2}$. Therefore,
\[
E \left[ \frac{(S_{l_0}^* S_{l_1}^*)^M}{(S_{l_0}^* S_{l_1}^*)^{M/2+d/4}} \right] = (l_0 l_1)^{\frac{d}{2\alpha}} \left( \frac{\alpha}{2} \right)^2 \left( E \left[ S_{1,\alpha/2}^{\frac{d}{2\alpha}} \right] \right)^2.
\]
The result follows from the inequality $M/2 - d/4 < \alpha/2$ which guarantees the finiteness of the last expectation. 

As an application of Lemma 7.1, we have

**Corollary 7.1.** Assume $j \geq 2$.

(i) For $\frac{1}{2} < \alpha < 2$ and $d = 1$, we have

$$E \left[ S_{1,\frac{d}{2}}^{-1/2} L_j^{(\alpha)}(\lambda, \theta) \right] < \infty.$$ 

(ii) For $d = 1$ and $\frac{3}{2} < \alpha < 2$, $d = 2$ and $1 < \alpha < 2$, $d = 3$ and $\frac{5}{2} < \alpha < 2$, we have

$$E \left[ S_{1,\frac{d}{2}}^{-d/2} \left\{ L_j^{(\alpha)}(\lambda, \theta) \right\}^2 \right] < \infty.$$ 

The following is a version of Lemma 6.1 for dimension 1, 2, and 3 where the condition $M < \frac{d+\alpha}{2}$ is replaced by $-1 < M/2 - d/4 < \alpha/2$.

**Lemma 7.2.**

(i) For $d=1$, and $M=1$, we have for all $\frac{1}{2} < \alpha < 2$ and $j \geq 2$ that

$$\frac{T_1(j, t)}{(2\pi)^{d/2} p_t^{(\alpha)}(0)} = C_{0,j}^{(\alpha)}(V) - t^{\frac{d}{2}} R_{j,1}^{(1)}(t).$$ 

(ii) For $M=2$ and $j \geq 2$, we have

$$\frac{T_d(j, t)}{(2\pi)^{d/2} p_t^{(\alpha)}(0)} = \sum_{n=0}^{1} (-1)^n C_{n,j}^{(\alpha)}(V) t^{\frac{d}{2}} + t^{\frac{d}{2}} R_{j,d}^{(2)}(t),$$

when $d = 1$ and $\frac{3}{2} < \alpha < 2$, $d = 2$ and $1 < \alpha < 2$, or $d = 3$ and $\frac{5}{2} < \alpha < 2$.

where the remainders $R_{j,d}^{(2)}(t)$ are bounded by a constant for all $t \geq 0$, according to Corollary 7.1 and the fact that $M/2 - d/4 > -1$ for all $M,d$ as stated above.

**Proof.** We start by recalling that for any $j \geq 2$

$$I_j = \{ \lambda = (\lambda_1, ..., \lambda_j) : 0 < \lambda_j < \lambda_{j-1} < ... < \lambda_1 < 1 \}.$$

Next, under the notation given in Lemma 6.1, we have that $|C_{1,j}^{(\alpha)}(V)|$ and $|R_{j,d}^{(M)}(t)|$, $M = 1,2$ are bounded by

$$\int_{I_j} \int_{R(j-1)d} E \left[ S_{1,\frac{d}{2}}^{-d/2} \left\{ L_j^{(\alpha)}(\lambda, \theta) \right\}^M \right] \left| \tilde{V}(- \sum_{i=1}^{j-1} \theta_i \prod_{i=1}^{j-1} \tilde{V}(\theta_i) \right| d\lambda_j d\lambda \ d\theta_i.$$

This last expression is also bounded, based on the facts given at the beginning of this section, up to some positive constant by terms of the form

$$\int_{I_j} (l_0 l_1)^{\frac{d}{2}} (\frac{d}{2} - \frac{d}{2}) d\lambda_j d\lambda_i \left( E \left[ S_{1,\frac{d}{2}}^{\frac{d}{2}} - \frac{d}{2} \right] \right)^2 \int_{R(j-1)d} \sum_{k=1}^{j-1} |\gamma_k|^{2M} \left| \tilde{V}(- \sum_{i=1}^{j-1} \theta_i \prod_{i=1}^{j-1} \tilde{V}(\theta_i) \right| d\theta_i,$$

where $l_0 = l_0(\lambda)$ and $l_1 = l_1(\lambda)$ are two distinct numbers in $\{1 - (\lambda_1 - \lambda_2), \lambda_k - \lambda_{k+1} \}_{k=1}^{j-1}$.

Now the term

$$\int_{I_j} (l_0 l_1)^{\frac{d}{2}} (\frac{d}{2} - \frac{d}{2}) d\lambda_j d\lambda_i = \int_0^{\lambda_1} \int_0^{\lambda_2} ... \int_0^{\lambda_{j-1}} (l_0 l_1)^{\frac{d}{2}} (\frac{d}{2} - \frac{d}{2}) d\lambda_j ... d\lambda_1$$
is clearly finite when $M/2 - d/4 \geq 0$, which is the case for $M = 1, 2$, $d = 1, 2$ and $M = 2, d = 3$. But, when $M = 1$ and $d = 3$, we obtain $-1 < M/2 - d/4 = 1/2 - 3/4 = -1/4$ and this case deserve special attention.

We observe that for all $1 \geq \lambda_i > \lambda_{k+1}$ we have

$$\int_0^{\lambda_i} (\lambda_i - \lambda_{k+1})^{-\frac{d}{2\alpha}} d\lambda_{k+1} \leq \int_0^{\lambda_i} (\lambda_i - \lambda_{k+1})^{-\frac{d}{2\alpha}} d\lambda_{k+1} \leq \int_0^1 w^{-\frac{d}{2\alpha}} dw = \frac{2\alpha}{2\alpha - 1}$$

and

$$\int_0^{\lambda_j} (1 - \lambda_i + \lambda_j)^{-\frac{d}{2\alpha}} (\lambda_{j-1} - \lambda_j)^{-\frac{d}{2\alpha}} d\lambda_j \leq (1 - \lambda_i)^{-\frac{d}{2\alpha}} \frac{2\alpha}{2\alpha - 1}$$

provided that $\alpha > \frac{1}{2}$. Then, it is not difficult to see that

$$\int_{J_{j}} (l_0 l_1)^{-\frac{d}{2\alpha}} d\lambda_j d\lambda_i \leq \left(\frac{2\alpha}{2\alpha - 1}\right)^2.$$

$\square$

8. Proof of Theorem 1.1.

Proof of part (a): Recall that, for $J \geq 2$, we have defined

$$R_{J+1}(t) = \frac{r_{J+1}(t)}{(2\pi)^{(J+2)d} p_{l}^{(\alpha)}(0)}$$

and also showed, according to Proposition (4.1), that this remainder is bounded by a constant for $0 \leq t < 1$. Also $M < \frac{d + \alpha}{2}$ implies that $R_{2, d}^{(M)}(t), \ldots, R_{(M+1), d}^{(1)}(t)$ and $R_{M+2}(t)$ are, according to Lemma 6.1, bounded by a constant for $0 < t$.

Next, (a) follows by substituting the terms found in Lemma 6.1 into (3.9). More precisely,

$$\frac{Tr(e^{-tH_V} - e^{-tH_S})}{p_{l}^{(\alpha)}(0)} = -t \int_{\mathbb{R}^d} V(\theta) d\theta + \sum_{j=2}^{J} \sum_{n=0}^{M-1} (-1)^{n+j} C_{n,j}^{(\alpha)}(V) t^{\frac{2\alpha}{\alpha} + j}$$

(8.1)

$$= -t^{J+1} R_{J+1}(t) + \sum_{j=2}^{J} (-1)^{j+M} t^{\frac{2\alpha}{\alpha} + j} R_{J,d}^{(M)}(t).$$

Therefore, it suffices to take

$$R_{J+1}^{(\alpha)}(t) = t^{-\Phi_{J+1}^{\alpha}(M)} \left\{ (-t)^{J+1} R_{J+1}(t) + \sum_{j=2}^{J} (-1)^{j+M} t^{\frac{2\alpha}{\alpha} + j} R_{J,d}^{(M)}(t) \right\},$$

and this proves Theorem 1.1.

Moreover, Theorem 1.2 now follows by noticing that

$$\sum_{j=2}^{J} \sum_{n=0}^{M-1} (-1)^{n+j} C_{n,j}^{(\alpha)}(V) t^{\frac{2\alpha}{\alpha} + j} = \sum_{\frac{2\alpha}{\alpha} + j < \Phi_{J+1}^{\alpha}(M)}^{2\alpha+j \leq J, 0 \leq n \leq M-1} (-1)^{n+j} C_{n,j}^{(\alpha)}(V) t^{\frac{2\alpha}{\alpha} + j}$$

and

$$t^{\frac{2\alpha}{\alpha} + j} = O(t^{\Phi_{J+1}^{\alpha}(M)}),$$
as $t \downarrow 0$, provided that $\frac{2a}{\alpha} + j \geq \Phi_{j+1}(M)$.

**Proof of part (b):** We begin by recalling several basic facts about weak convergence. A convenient reference for this material is [7]. Let $X_r, X$ be $k$-dimensional random vectors, possibly defined on different probability spaces. We recall that $X_r$ converges weakly to $X$, denoted by $X_r \Rightarrow X$, if

$$
\lim_{r \to \infty} F_{X_r}(x) = F_X(x),
$$

for every continuity point $x$ of $F_X$, where $F_{X_r}$ and $F_X$ are the distribution functions of $X_r$ and $X$, respectively. The followings statements are consequences of weak convergence and we state them here as facts, referring the reader again to [7].

F1 Suppose that $h : \mathbb{R}^k \to \mathbb{R}^j$ is measurable and that the set $D_h$ of discontinuities of $h$ is measurable. If $X_r \Rightarrow X$ and $P(X \in D_h) = 0$, then $h(X_r) \Rightarrow h(X)$.

F2 Let $X_r, X$ be $k$-dimensional random vectors. Then, $X_r \Rightarrow X$ if and only if for every bounded, continuous function $f$, we have

$$
\lim_{r \to \infty} E[f(X_r)] = E[f(X)].
$$

F3 Let $Y_r, Y$ be real valued random variables. If $Y_r \Rightarrow Y$ and the $\{Y_r\}_{r \in \mathbb{N}}$ is uniformly integrable, then $Y$ is integrable and

$$
\lim_{r \to \infty} E[Y_r] = E[Y].
$$

It is a standard fact that if

$$
\sup_r E[|Y_r|^p] < \infty,
$$

for some $p > 1$, then $\{Y_r\}_{r \in \mathbb{N}}$ is uniformly integrable.

F4 Let $X_r, X$ be $k$-dimensional random vectors. Then, $X_r \Rightarrow X$ if and only if for all $v \in \mathbb{R}^k$, $<v, X_r> \Rightarrow <v, X>$.

Since we are only interested in $\alpha$'s close to 2, it suffices to prove that if $n, d \geq 1$ are positive integers satisfying $n \leq \frac{1+d}{2}$, then for all $j \geq 2$ we have

$$
\lim_{r \to \infty} C_{n,j}^{(\alpha_r)}(V) = C_{n,j}^{(2)}(V),
$$

for any sequence $\{\alpha_r\}_{r \in \mathbb{N}}$ satisfying $\frac{d}{2} < \alpha_r < 2$ and $\alpha_r \uparrow 2$.

To prove last statement, we need to introduce some notation. We recall that $I_j \subset \mathbb{R}^j$ has been defined as

$$
I_j = \{\lambda = (\lambda_1, ..., \lambda_j) : 0 < \lambda_j < \lambda_{j-1} < ... < \lambda_1 < 1\}.
$$

We also set

$$
X_r(\lambda) = (S^r_{1-(\lambda_1-\lambda_j)}, \frac{\alpha_1}{\alpha}, S^r_{\lambda_j-1-\lambda_j}, \frac{\alpha_2}{\alpha}, ..., S^r_{\lambda_1-\lambda_2}, \frac{\alpha_j}{\alpha}),
$$

$$
X(\lambda) = \left(1 - (\lambda_1 - \lambda_j), \lambda_{j-1} - \lambda_j, ..., \lambda_1 - \lambda_2,\right),
$$

$$
h_{n,d}(x_0, x_1, ..., x_j) = \left\{\begin{array}{ll}
\left(\frac{\sum_{k=1}^{j-1} x_k |\gamma_k|^2 + \sum_{m=1}^{j-2} \sum_{x_{m+1}}^{j-1} x_m x \gamma_m - \gamma_x |}{\sum_{k=0}^{j-1} x_k}\right)^n, & \text{for } x_0 > 0, ..., x_j > 0, \\
0, & \text{otherwise.}
\end{array}\right.
$$
With this notation,
\[
    h_{n,d}(X_r(\lambda)) = S_1^{d/2} \left\{ L_j^{(\alpha_r)}(\lambda, \theta) \right\}^n,
\]
\[
    h_{n,d}(X(\lambda)) = \left\{ L_j^{(2)}(\lambda, \theta) \right\}^n.
\]

We now divide our proof into 5 steps.

**Step 1.** \(X_r(\lambda) \Rightarrow X(\lambda)\).

To see this, we recall that for \(t \in \{1 - (\lambda_1 - \lambda_j), \lambda_k - \lambda_{k+1}\}_{k=1}^{j-1} \) and \(\lambda > 0\),
\[
    E \left[ e^{-\lambda S_{t,\alpha_r/2}^*} \right] = e^{-t\lambda^{\alpha_r/2}}.
\]
This expectation corresponds to the Laplace transform of \(S_{t,\alpha_r/2}^*\) and uniquely determines its distribution. We conclude that
\[
    \lim_{r \to +\infty} E \left[ e^{-\lambda S_{t,\alpha_r/2}^*} \right] = e^{-t\lambda}.
\]
Thus, \(S_{t,\alpha_r/2}^* \Rightarrow t\). On the other hand, due to the independence of \(S_{t_1,\alpha_r/2}^*, S_{t_2,\alpha_r/2}^*, \ldots, S_{t_j,\alpha_r/2}^*\), the fact that \(f(z) = e^{iz}\) is bounded in \(\mathbb{R}\) and F2, we also obtain for every \(v \in \mathbb{R}^{j+1}\) that
\[
    E \left[ e^{-i<v,X_r(\lambda)>} \right] \to E \left[ e^{-i<v,X(\lambda)>} \right],
\]
as \(r \to \infty\). The result follows from F4.

**Step 2.** \(h_{n,d}(X_r(\lambda)) \Rightarrow h_{n,d}(X(\lambda))\).

We note that each component of the vector \(X(\lambda)\) is positive. Thus, by our definition of \(h_{n,d}\), it is clear that \(X(\lambda)\) belongs to the set of continuity points of \(h_{n,d}\). Then, \(P(X(\lambda) \in D_{h_{n,d}}) = 0\) and the result follows from F1.

**Step 3.** \(\{h_{n,d}(X_r)\}_{r \in \mathbb{N}}\) is uniformly integrable.

We shall show that there exist a \(p > 1\) and a function \(C(n, d, p, \theta) > 0\) such that
\[
    \sup_{r} E \left[ (h_{n,d}(X_r(\lambda)))^p \right] \leq C(n, d, p, \theta).
\]
To do this, we consider two cases to determine a proper \(p\).

**Case 1.** Suppose \(n - \frac{d}{2} \leq 0\). In §6, we proved that
\[
    h_{n,d}(X_r(\lambda)) \leq S_1^{n - \frac{d}{2}} \left( \sum_{k=1}^{j-1} |\gamma_k|^2 \right)^n.
\]
To prove (8.2), it suffices to show that \(\sup_{r} E \left[ S_1^{p(n - \frac{d}{2})} \right] \) is bounded for some \(p > 1\). Recall from §2 that
\[
    0 < E \left[ S_1^{p(n - \frac{d}{2})} \right] = \frac{\Gamma(1 - \frac{2p}{\alpha_r} (n - \frac{d}{2}))}{\Gamma(1 - p (n - \frac{d}{2}))} < \infty,
\]
provided that
\[
    p \left( n - \frac{d}{2} \right) < \frac{\alpha_r}{2} < 1.
\]
If \( n - \frac{d}{2} = 0 \), we take \( C(n, d, p, \theta) = \left( \sum_{k=1}^{j-1} |\gamma_k|^2 \right)^{pn} \) and any \( p > 1 \), since clearly in this case
\[
E \left[ S_{\frac{n}{2}}^{p(n-\frac{d}{2})} \right] = 1.
\]

If \( n - \frac{d}{2} < 0 \), it is clear that (8.4) is satisfied for any \( p > 1 \). But, we wish to pick \( p \) so that (8.3) is uniformly bounded in \( r \). To do this in a suitable manner, we require the following well–known property of the the gamma function (see [23]). There exists \( \mu_0 \in (1, 2) \) such that \( \Gamma(z) \) is decreasing on \( (0, \mu_0) \) and increasing over \( (\mu_0, +\infty) \). Now, from the last property and the fact that each \( \alpha_r \) satisfies \( 1 < \frac{2}{\alpha_r} < 2 \), it follows that for any \( p > \max \left\{ \frac{1}{2}, 1 - \frac{1}{\alpha_r} \right\} \),
\[
\Gamma(2) \leq \Gamma \left( 1 + \frac{2p}{\alpha_r} \left( \frac{d}{2} - n \right) \right) \leq \Gamma \left( 1 + 2p \left( \frac{d}{2} - n \right) \right).
\]
Therefore,
\[
\sup_r E \left[ \{|h_{n,d}(X_r(\lambda))|^p \} \right] \leq \frac{\Gamma(1 - 2p \left( \frac{n - \frac{d}{2}}{2} \right))}{\Gamma(1 - p \left( n - \frac{d}{2} \right))} \left( \sum_{k=1}^{j-1} |\gamma_k|^2 \right)^{pn} = C(n, d, p, \theta).
\]

**Case 2.** Suppose \( n - \frac{d}{2} > 0 \). Because of the inequality \( 0 < n - \frac{d}{2} \leq \frac{1}{\alpha_r} \), which is equivalent to \( 0 < 2n - d \leq 1 \), we conclude that \( d = 2n - 1 \), since \( d \) and \( n \) are positive integers. Therefore \( n - \frac{d}{2} = \frac{1}{2} \). In this case, from the tools we developed in §7 we obtain that \( 0 \leq h_{n,d}(X_r(\lambda)) \) is bounded, up to some positive constant, by a finite sum containing terms of the form
\[
\sum_{k=1}^{j-1} |\gamma_k|^{2n} \left( S_{l_0,\alpha_r/2}^* S_{l_1,\alpha_r/2}^* \right) \left( \frac{\gamma_2}{\alpha} \right),
\]
for any two distinct numbers \( l_0, l_1 \) in \( \{ 1 - (\lambda_1 - \lambda_j), \lambda_k - \lambda_{k+1} \} \).

Next, due to the fact that \( S_{l_i,\alpha_r/2}^* \), \( i = 0, 1 \) are independent and have law \( \frac{\alpha_r}{\alpha} S_{1,\alpha_r/2} \), \( 0 < l_i < 1 \) and \( n - \frac{d}{2} = \frac{1}{2} \), we conclude that \( E \left[ h_{n,d}(X_r(\lambda))^2 \right] \) is bounded up to some positive constant by
\[
\left( E \left[ S_{1,\alpha_r/2}^{2} \right] \sum_{k=1}^{j-1} |\gamma_k|^{2n} \right)^2.
\]

We also know that
\[
E \left[ S_{1,\alpha_r/2}^{1/2} \right] = \frac{\Gamma(1 - \frac{1}{\alpha_r})}{\Gamma(\frac{1}{\alpha})}.
\]

On the other hand, the function \( \Gamma(z) \) is decreasing over \( (0,1) \). Next, we observe that each \( \alpha_r \) satisfies
\[
\frac{1}{3} \leq 1 - \frac{1}{\alpha_r} \leq \frac{1}{2},
\]
which yields
\[
E \left[ S_{1,\alpha_r/2}^{1/2} \right] \leq \frac{\Gamma(\frac{1}{2})}{\Gamma(\frac{1}{2})}.
\]

For this,
\[
C(n, d, 2, \theta) = C \left( \frac{\Gamma(1)}{\Gamma(\frac{1}{2})} \sum_{k=1}^{j-1} |\gamma_k|^{2n} \right)^2,
\]
for some \( C > 0 \).
Therefore, Chebyshev inequality tells us that
\[ v \text{ where } N \]
Lemma 9.1. Given \( n, d, p, \theta \), Part of the following proof can be found in \([\text{8}]\) and this completes the proof of part (b).

Proof. \( a > 0 \) be fixed and observe that
\[ \sup_r E \{ h_n, d(X_r(\lambda)) \} \leq \sup_r (E \{ h_n, d(X_r(\lambda)) \})^\frac{p}{2} \leq \{ C(n, d, p, \theta) \}^\frac{p}{2}, \]
where \( \{ C(n, d, p, \theta) \}^\frac{p}{2} > 0 \) is, indeed, a polynomial function in the variable \( \theta \). Using the fact \( V \in S(\mathbb{R}^d) \) and the bounds in Step 3, we have
\[ \int_{j_i} \int_{(j-1)d} C(n, d, p, \theta) \frac{\pi}{d} \| \hat{V}(\lambda - \sum_{i=1}^{j-1} \lambda_i \prod_{i=1}^{j} \hat{V}(\theta_i) \| d\theta_i d\lambda_1 \lambda_j < +\infty. \]

Therefore, by \( \text{8.7}, \) Step 4, and dominated convergence theorem, we arrive at the desired result and this completes the proof of part (b).

9. Explicit Form of Some Coefficients.

In this section, we compute some coefficients explicitly and again show their finiteness by applying some basic inequalities arising from Lemmas 6.1 and 7.1.

For \( n = 0 \) and any \( j \geq 1 \), we obtain by applying iterated times \((3.1)\) that
\[ C_{0,j+1}^{(\alpha)}(V) = \frac{C_{d,\alpha} E \left[ S_{1,\frac{d}{2}}^{-d/2} \right]}{(2\pi)^{(j+1)d}} \int_0^1 \int_0^{\lambda_1} \int_0^{\lambda_j} \int_{R^d} \hat{V}(\lambda - \sum_{i=1}^{j-1} \lambda_i \prod_{i=1}^{j} \hat{V}(\theta_i)) d\theta_i d\lambda_1 \lambda_j = \frac{1}{(j+1)!} \int_{R^d} V^{j+1}(\theta) d\theta, \]
where we have also used that \((4\pi)^d/2 P_1^{(\alpha)}(0) = E \left[ S_{1,\frac{d}{2}}^{-d/2} \right]\) and \( C_{d,\alpha} = \frac{\pi^{d/2}}{P_1^{(\alpha)}(0)} \).

The following Lemma will be useful to prove that the constants appearing in Corollary \((1.1)\) are strictly positive. Part of the following proof can be found in \([\text{15}]\).

Lemma 9.1. Given \( 0 < \alpha < 2 \), there exists \( N_\alpha > 1 \) such that
\[ 1 - e^{-v_\alpha} \leq P(1 < S_{1,\frac{d}{2}} < N_\alpha), \]
where \( v_\alpha = (2 - \alpha)\pi/2 \).

Proof. Let \( a > 0 \) be fixed and observe that \( S_{1,\frac{d}{2}} \leq a \) if and only if \( e^{-\lambda S_{1,\frac{d}{2}}} \geq e^{-\lambda a} \), for any \( \lambda > 0 \). Therefore, Chebyshev inequality tells us that
\[ P(S_{1,\frac{d}{2}} \leq a) \leq e(\lambda a - \lambda^\frac{d}{2}) = e(\lambda a - \lambda^\frac{d}{2}) v_\alpha. \]

On the other hand, \( \lim_{n \to +\infty} P(S_{1,\frac{d}{2}} < n) = 1 \) implies that given \( \epsilon > 0 \), there exists a positive integer \( N \) such that
\[ 1 - P(S_{1,\frac{d}{2}} < n) \leq \epsilon, \quad \text{for all } n \geq N. \]

It follows then that for \( \epsilon = \frac{1 - e^{-v_\alpha}}{2} \), there exists \( N_\alpha > 1 \) such that
\[ 1 - P(S_{1,\frac{d}{2}} < N_\alpha) \leq \frac{1 - e^{-v_\alpha}}{2} \quad \text{or} \quad P(S_{1,\frac{d}{2}} < N_\alpha) \geq \frac{1 + e^{-v_\alpha}}{2}. \]
Now use above facts with \( a = 1 \), to obtain that
\[
P(1 < S_{1,\tilde{\omega}} < N_\alpha) = P(S_{1,\tilde{\omega}} < N_\alpha) - P(S_{1,\tilde{\omega}} \leq 1)
\geq \frac{1 + e^{-v_\alpha}}{2} - e^{-v_\alpha}
= \frac{1 - e^{-v_\alpha}}{2},
\]
as desired. \( \square \)

**Remark 9.1.** Before proceeding, we give an explicit expression for \( N_\alpha \) when \( \alpha = 1 \). Observe that \( v_1 = -\frac{1}{4} \). The 1/2-ordinator \( S \) can be expressed as the first hitting time for the standard one-dimensional Brownian motion \( \{W_t\}_{t \geq 0} \). More precisely,
\[
S_t = \inf \left\{ s > 0 : W_s = \frac{t}{\sqrt{2}} \right\}.
\]
It is also known (See [1, pp 23-24] for details) that its density is given by
\[
r_h^{(1/2)}(s) = \frac{t}{2\sqrt{\pi}} s^{-3/2} e^{-t^2/4s}.
\]
Therefore, it is not difficult to see that for any \( N > 1 \),
\[
P(1 < S_{1,\tilde{\omega}} < N) = \frac{1}{2\sqrt{\pi}} \int_1^N s^{-3/2} e^{-1/4s} ds \geq \frac{e^{-1/4}/2}{\sqrt{\pi}} \int_0^1 s^{-3/2} ds = \frac{e^{-1/4}}{\sqrt{\pi}} (1 - N^{-1/2}).
\]
We can take then
\[
\frac{e^{-1/4}}{\sqrt{\pi}} (1 - N^{-1/2}) = \frac{1 - e^{-1/4}}{2}
\]
or equivalently, \( N_1 = \left\{ 1 - \frac{\sqrt{\pi}}{2} (e^{1/4} - 1) \right\}^{-2} \) which is approximately 1.786.

Let us now consider the case \( n = 1 \) and \( j = 2 \). We recall that
\[
\text{S}_{1,\lambda_1-\lambda_2} + \text{S}_{1,\lambda_1-\lambda_2} = S_1,
\]
provided \( 0 < \lambda_2 < \lambda_1 < 1 \). In addition, \( \text{S}_{1,\lambda_1-\lambda_2} \) and \( \text{S}_{1,\lambda_1-\lambda_2} \) are independent random variables. Then, it follows by Lemma 6.1 that
\[
C_{1,2}^{(\alpha)}(V) = \frac{C_{d,\alpha}K_1(d,\alpha)}{(2\pi)^d} \langle -\Delta V, V \rangle = \frac{C_{d,\alpha}K_1(d,\alpha)}{(2\pi)^d} \int_{\mathbb{R}^d} |\nabla V(\theta)|^2 d\theta,
\]
where we have replaced \( S_1 \) by the left hand side of (9.1) to obtain that
\[
K_1(d,\alpha) = \int_0^1 \int_0^{\lambda_1} E \left[ \frac{S_{1,\lambda_1-\lambda_2}^* S_{1,\lambda_1-\lambda_2}^*}{(S_{1,\lambda_1-\lambda_2}^* + S_{1,\lambda_1-\lambda_2}^* + \lambda_2)^{1+\frac{d}{2}}} \right] d\lambda_2 d\lambda_1
\]
\[
= \int_0^1 \int_0^{\lambda_1} E \left[ \frac{S_{1,\lambda_1-\lambda_2}^*}{(S_{1,\lambda_1-\lambda_2}^* + S_{1,\lambda_1-\lambda_2}^* + \lambda_1)^{1+\frac{d}{2}}} \right] d\lambda_1.
\]
We now claim that \( K_1(d,\alpha) \) is both finite and strictly positive when either \( d = 1 \) and \( \frac{1}{2} < \alpha < 2 \), or \( d \geq 2 \) and \( 0 < \alpha < 2 \) as follows.
We start with \( d = 1 \) and \( \frac{1}{2} < \alpha < 2 \). By Lemma 7.1, we obtain in this case that
\[
0 \leq K_1(1,\alpha) \leq 2^{-3/2} E \left[ S_{1,\alpha/2}^{1/4} \right] \int_0^1 \int_0^{\lambda_1} \{(1 - w)w\}^{d\alpha} dwd\lambda_1.
\]
On the other hand, when \( d \geq 2 \) we have

\[
0 \leq K_1(d, \alpha) \leq \frac{1}{2} \int_0^1 \int_0^{\lambda_1} E \left[ (S_{1-w}^* + S_w^*)^{-d/2} \right] dw d\lambda_1
= \frac{E \left[ S_{1,\alpha/2}^{1-d/2} \right]}{4},
\]

where we have used the basic inequality

\[
\frac{ab}{(a+b)^{d/2+1}} = \frac{ab}{(a+b)^{d/2-1}(a+b)^2} \leq \frac{1}{2} (a+b)^{-d/2},
\]

valid for all \( a, b > 0 \). The expectation in (9.3) is finite for all \( \alpha \) since \( 1 - \frac{d}{2} \leq 0 < \frac{\alpha}{2} \). Therefore \( K_1(d, \alpha) \) is finite in the cases stated above.

Next, we prove that \( K_1(d, \alpha) \) is strictly positive. We note that (2.1) implies that \( S_t \overset{D}{=} \frac{t}{2} X_1 \). Therefore, we can write

\[
S_{1-w}^* \overset{D}{=} (1-w)^{\frac{\alpha}{2}} X_1, \quad S_w^* \overset{D}{=} w^{\frac{\alpha}{2}} X_2,
\]

where \( X_1, X_2 \) are independent copies of \( S_1 \). That is, \( X_1 \overset{D}{=} S_1 \overset{D}{=} X_2 \). Thus, for any \( 0 < w < 1 \), we have

\[
E \left[ \frac{S_{1-w}^* S_w^*}{(S_{1-w}^* + S_w^*)^{1+\frac{d}{2}}} \right] = E \left[ \frac{(1-w)^{\frac{\alpha}{2}} w^{2/\alpha} X_1 X_2}{((1-w)^{2/\alpha} X_1 + w^{2/\alpha} X_2)^{1+\frac{d}{2}}} \right]
\geq (1-w)^{\frac{\alpha}{2}} w^{\frac{\alpha}{2}} E \left[ \frac{X_1 X_2}{(X_1 + X_2)^{1+\frac{d}{2}}} : 1 < X_1, X_2 \leq N_\alpha \right]
\geq \frac{(1-w)^{\frac{\alpha}{2}} w^{\frac{\alpha}{2}}}{(2N_\alpha)^{1+\frac{d}{2}}} P(1 < S_1, \frac{1}{2} \leq N_\alpha)^2.
\]

From Lemma 9.1 and last inequality, we conclude that

\[
K_1(d, \alpha) \geq \frac{(1-e^{-\nu_\alpha})^2}{4(2N_\alpha)^{1+\frac{d}{2}}} \int_0^1 \int_0^{\lambda_1} (1-w)^{\frac{\alpha}{2}} w^{\frac{\alpha}{2}} dw d\lambda_1 > 0.
\]

Similarly, for either all \( \alpha \in (1,2) \) and \( d \geq 2 \), or for \( d \geq 4 \) and \( \alpha \in (0,2) \), we have

\[
C_{2,2}(V) = C_{d,\alpha}^2 K_2(d, \alpha) \int_0^{2\pi} |\Delta V(\theta)|^2 d\theta,
\]

where

\[
K_2(d, \alpha) = \int_0^1 \int_0^{\lambda_1} E \left[ \frac{(S_{1-(\lambda_1-\lambda_2)}^* S_{\lambda_1-\lambda_2})^2}{(S_{1-(\lambda_1-\lambda_2)}^* + S_{\lambda_1-\lambda_2})^{2+\frac{d}{2}}} \right] d\lambda_2 d\lambda_1.
\]

By applying the same argument as above, we have the following

(i) \( \alpha \in (1,2) \) and \( d \geq 3 \) or for \( d \geq 4 \) and \( \alpha \in (0,2) \), we obtain

\[
0 < \frac{(1-e^{-\nu_\alpha})^2}{4(2N_\alpha)^{2+\frac{d}{2}}} \int_0^1 \int_0^{\lambda_1} (1-w)^{\frac{\alpha}{2}} w^{\frac{\alpha}{2}} dw d\lambda_1 \leq K_2(d, \alpha) \leq \frac{E \left[ S_{1,\alpha/2}^{2-d/2} \right]}{12}.
\]

(ii) \( \alpha \in (1,2) \) and \( d = 2 \), we have the same lower bound as in (i), but by Lemma 7.2 we obtain

\[
K_2(2, \alpha) \leq 2^{-3} E \left[ S_{1,\alpha/2}^{1/2} \right] \int_0^1 \int_0^{\lambda_1} \left\{ w(1-w) \right\}^{\frac{\alpha}{2}} dw d\lambda_1
\]
Likewise, it is not hard to prove that 

\[ C_{1,3}(V) = \frac{C_{d,\alpha}K_3(d, \alpha)}{(2\pi)^d} \int_{\mathbb{R}^d} V(\theta) |\nabla V(\theta)|^2 \, d\theta \]

where 

\[ K_3(d, \alpha) = \int_0^1 \int_0^{\lambda_1} \int_0^{\lambda_2} E \left[ \frac{S_{1-(\lambda_2-\lambda_3)}S_{\lambda_2-\lambda_3} + S_{1-(\lambda_1-\lambda_3)}S_{\lambda_1-\alpha} + S_{\lambda_1-\alpha}S_{\lambda_2-\lambda_3}}{(S_{1-(\lambda_1-\lambda_3)} + S_{\lambda_1-\alpha} + S_{\lambda_2-\lambda_3})^{1+\alpha/2}} \right] d\lambda_3 d\lambda_2 d\lambda_1, \]

is positive and finite provided that either \( d \geq 2 \) and \( 0 < \alpha < 2 \) or \( d = 1 \) and \( \frac{1}{2} < \alpha < 2 \).

For the rest of the paper, we will use the following notation for the constants given above,

\[ M_{d, \alpha} = \frac{C_{d, \alpha}K_2(d, \alpha)}{(2\pi)^d} \quad \text{and} \quad N_{d, \alpha} = \frac{C_{d, \alpha}K_2(d, \alpha)}{2(2\pi)^d}. \]

**Remark 9.2.** Based on the computations in [6] and part (b) of Theorem 1.1, we have under the conditions stated above that

\[ \lim_{\alpha \uparrow 2} N_{d, \alpha} = \frac{1}{120} \quad \text{and} \quad \lim_{\alpha \uparrow 2} M_{d, \alpha} = \frac{1}{12}. \]

10. **Proof of Corollary 1.1.**

The proof uses a combination of Theorem 1.1 and Lemma 7.2.

**Case M=1.**

1) When \( d \geq 2 \), we invoke Theorem 1.1 with \( J = 3 \). We have in this case \( 1 - \frac{d}{2} \leq 0 < \frac{2}{\alpha} \). Therefore, we can consider any \( \alpha \) on the right hand side of next expression,

\[ \frac{\text{Tr}(e^{-tHV} - e^{-tH_0})}{p_i^{(\alpha)}(0)} + t \int_{\mathbb{R}^d} V(\theta) d\theta - \frac{t^2}{2} \int_{\mathbb{R}^d} V^2(\theta) d\theta + \frac{t^3}{3!} \int_{\mathbb{R}^d} V^3(\theta) d\theta = t^{\phi_4^{(\alpha)}(1)} R_4^{(\alpha)}(t), \]

where \( \phi_4^{(\alpha)}(1) = \min \{ 4, 2 + \frac{2}{\alpha} \} \). Hence, (iii) follows by noticing that

\[
\begin{align*}
2 + \frac{2}{\alpha} &< 4 < 3 + \frac{2}{\alpha}, \quad \text{when} \; \alpha \in (1, 2) \\
4 &\leq 2 + \frac{2}{\alpha} < 3 + \frac{2}{\alpha}, \quad \text{when} \; \alpha \in (0, 1].
\end{align*}
\]

2) For the case \( d = 1 \), we use Lemma (7.2) which guarantees that (10.1) is still true for \( \frac{1}{2} < \alpha < 1 \). Thus (i) holds.

**Case M=2.**

We apply Theorem (1.1) with \( J = 4 \) and \( 2 - \frac{d}{2} < \frac{2}{\alpha} \) to obtain

\[ \frac{\text{Tr}(e^{-tHV} - e^{-tH_0})}{p_i^{(\alpha)}(0)} + t \int_{\mathbb{R}^d} V(\theta) d\theta - \frac{t^2}{2} \int_{\mathbb{R}^d} V^2(\theta) d\theta + C_{1,2}^{(\alpha)}(V)t^{2+\frac{2}{\alpha}} \\
+ \frac{t^3}{3!} \int_{\mathbb{R}^d} V^3(\theta) d\theta - C_{1,3}^{(\alpha)}(V)t^{3+\frac{2}{\alpha}} - \frac{t^4}{4!} \int_{\mathbb{R}^d} V^4(\theta) d\theta + C_{1,4}^{(\alpha)}(V)t^{4+\frac{2}{\alpha}} = t^{\phi_5^{(\alpha)}(2)} R_5^{(\alpha)}(t), \]

where \( \phi_5^{(\alpha)}(2) = \min \{ 5, 2 + \frac{2}{\alpha} \} \).
1) (iv), (v) and (vi) when \( d \geq 4 \).

We have \( 2 - \frac{2}{\alpha} < 0 \) and then any \( \alpha \) can be considered. For \( \alpha \in (0, 1] \), we have \( 2 \leq \frac{2}{\alpha} \) which implies that all the powers of \( t \) containing \( \alpha \) are larger than 5 except \( 2 + \frac{2}{\alpha} \).

Comparing \( 2 + \frac{2}{\alpha} \) with 5 yields (v) and (vi). Notice that (iv) also follows since all the power of \( t \) containing \( \alpha \) in (10.2) are larger than 4 (simply use the fact that \( 1 < \frac{2}{\alpha} \)) except \( 2 + \frac{2}{\alpha} \) which is less than 4 whenever \( 1 < \alpha < 2 \).

In addition, by Lemma 7.2 we obtain that (10.2) remains true in the following cases

2) When \( d = 3 \) and \( \frac{1}{2} < \alpha < 2 \). Hence, (iv) and (v) holds by part 1).

3) When \( d = 2, \, 0 < \alpha < 1 \). Then, (iv) also holds for \( d = 2 \).

4) When \( d = 1, \, \frac{3}{2} < \alpha < 2 \). Thus, (ii) holds.

This covers all the cases and completes the proof of Corollary 1.1.

11. Explicit expansion for \( \alpha = 2/k \), \( k \geq 2 \) integer and \( \alpha \) close to 2

In this section we want to provide to the reader a better insight of our main theorem by finding a expansion formula of the trace when \( \alpha = \frac{2}{k} \) with \( k \geq 2 \) an integer and for values of \( \alpha \) near 2, of course, under the condition that \( 2M - d < \alpha \), which is equivalent to \( 2M - d \leq 0 \) when \( 0 < \alpha < 1 \).

We also give examples as an application to the results given below. We refer to the reader to the end of §9 for the definition of the constants \( L_{d,\alpha}, M_{d,\alpha} \) and \( N_{d,\alpha} \).

Theorem 11.1. Let \( \alpha = 1 \) and \( 2M - d \leq 0 \). Then, for any \( 2 \leq J \leq 2M + 1 \),

\[
(11.1) \quad \frac{\text{Tr}(e^{-Ht} - e^{-H_1t})}{p_1^{(1)}(0)} + t \int_{\mathbb{R}^d} V(\theta)d\theta - \sum_{l=2}^{J} t^l \left( \sum_{2n+j=\ell, \, j \geq 2} (-1)^{n+j} C_{n,j}^{(1)}(V) \right) = O(t^{J+1}),
\]

as \( t \downarrow 0 \).

Proof. We apply Theorem 1.2 with \( \alpha = 1 \) and \( J+1 \leq 2M+2 \), so that \( \Phi_{J+1}^{(1)}(M) = \min \{ J+1, 2M+2 \} = J+1 \). Therefore, we obtain

\[
\frac{\text{Tr}(e^{-Ht} - e^{-H_1t})}{p_1^{(1)}(0)} + t \int_{\mathbb{R}^d} V(\theta)d\theta - \sum_{2 \leq j \leq J, \, 0 \leq n \leq M-1} (-1)^{n+j} C_{n,j}^{(1)}(V) t^{2n+j} = O(t^{J+1}).
\]

as \( t \downarrow 0 \).

The following argument shows that under the conditions given above we are not excluding any \( n \) and \( j \) such that \( 2n + j \leq J \). We observe that \( 2n + j = l \) for some \( l \in \{2, ..., J\} \) if and only if \( n = \frac{l-j}{2} \). Then the larger \( n \) can be is \( \frac{J+2}{2} \). But \( J \leq (2M+1) \), which yields \( \frac{J+2}{2} \leq M - \frac{1}{2} \). Since \( n \) is a positive integer, we conclude the larger that \( n \) can be is in fact \( M - 1 \). This implies that

\[
\sum_{2 \leq j \leq J, \, 0 \leq n \leq M-1} (-1)^{n+j} C_{n,j}^{(1)}(V) t^{2n+j} = \sum_{l=2}^{J} t^l \left( \sum_{2n+j=\ell, \, j \geq 2} (-1)^{n+j} C_{n,j}^{(1)}(V) \right).
\]

□
Example 11.1. When $M = 2$ and $d \geq 4$, we have $2 \cdot 2 - d \leq 0 < 1$. Then, Theorem 11.1 holds for any $2 \leq J \leq 5$. Therefore, for the particular case $J = 5$, we obtain

$$
\frac{Tr(e^{H_{V,t}} - e^{-H_{V,t}})}{p_i(t)} + t \int_{R^d} V(\theta)d\theta - \frac{t^2}{2!} \int_{R^d} V^2(\theta)d\theta
$$

$$
+ \frac{t^3}{3!} \int_{R^d} V^3(\theta)d\theta - \frac{t^4}{4!} \left( \int_{R^d} V^4(\theta)d\theta + 4!L_{d,1} \int_{R^d} |\nabla V(\theta)|^2 d\theta \right)
$$

$$
+ \frac{t^5}{5!} \left( \int_{R^d} V^5(\theta)d\theta - 5!M_{d,1} \int_{R^d} V(\theta) \nabla V(\theta)^2 d\theta \right) = O(t^6),
$$

as $t \downarrow 0$. Notice that part of this expansion is obtained by applying $v$) of Corollary 1.1 to the specific case $\alpha = 1$.

By mimicking the proof for the case $\alpha = 1$, we conclude that

Theorem 11.2. Let $\alpha = \frac{2}{k}$ with $k \geq 3$ a positive integer. Assume also $2M - d \leq 0$. Then, for any $2 \leq J \leq 1 + Mk$ we have

$$
\frac{Tr(e^{H_{V,t}} - e^{-H_{V,t}})}{p_i(t)} + t \int_{R^d} V(\theta)d\theta - \sum_{l=2}^{J} \left( \sum_{n+j=l, j \geq 2} (-1)^{n+j} C_{n,j}^{(2)}(V) \right) = O(t^{J+1}),
$$

as $t \downarrow 0$.

Example 11.2. Consider $k = 3$, $M = 2$ and $d \geq 4$. Then, our main theorem holds for $2 \leq J \leq 7$. The particular case $J = 5$ yields

$$
\frac{Tr(e^{H_{V,t}} - e^{-H_{V,t}})}{p_i(t)} + t \int_{R^d} V(\theta)d\theta - \frac{t^2}{2!} \int_{R^d} V^2(\theta)d\theta + \frac{t^3}{3!} \int_{R^d} V^3(\theta)d\theta
$$

$$
- \frac{t^4}{4!} \int_{R^d} V^4(\theta)d\theta + \frac{t^5}{5!} \left( \int_{R^d} V^5(\theta)d\theta + 5!L_{d,2} \int_{R^d} |\nabla V(\theta)|^2 d\theta \right) = O(t^6),
$$

as $t \downarrow 0$.

Let us consider for $J \geq 2$ the following $J - 1 \times J - 1$ matrix which contains all the power of $t$ with the form $\frac{2n}{\alpha} + j$ that may appear in the expansion of the trace, $A_J(\alpha) = (a_{r,s})$ with $1 \leq r \leq J - 1$ and

$$
a_{r,s} = \begin{cases} 
    r - s + 2 + \frac{2}{\alpha}(s - 1) & \text{if } r \leq s, \\
    0 & \text{otherwise}.
\end{cases}
$$

In this matrix, $n = r - s + 2$ and $j = s - 1$. Observe that $n + j = r + 1$. Thus,

Example 11.3. For $\alpha = 1$,

$$
A_6(\alpha) = \begin{pmatrix} 
2 & . & . & . & . & 2 \\
3 & 2 + 1 \cdot \frac{2}{\alpha} & . & . & . & 3 & 4 \\
4 & 3 + 1 \cdot \frac{2}{\alpha} & 2 + 2 \cdot \frac{2}{\alpha} & . & . & 4 & 5 & 6 \\
5 & 4 + 1 \cdot \frac{2}{\alpha} & 3 + 2 \cdot \frac{2}{\alpha} & 2 + 3 \cdot \frac{2}{\alpha} & . & 5 & 6 & 7 & 8 \\
6 & 5 + 1 \cdot \frac{2}{\alpha} & 4 + 2 \cdot \frac{2}{\alpha} & 3 + 3 \cdot \frac{2}{\alpha} & 2 + 4 \cdot \frac{2}{\alpha} & 6 & 7 & 8 & 9 & 10
\end{pmatrix}
$$
We have set the two matrices together to match entry by entry. As an example, we conclude that there are two coefficients related to \( t^5 \). Namely, \( C_{0,5}(V) \) and \( C_{3,1}(V) \). The reader can verify this conclusion from 11.2.

Likewise, for \( \alpha = \frac{2}{3} \) we obtain

\[
A_{\frac{2}{3}}(2) = \begin{pmatrix}
2 & . & . & . & . \\
3 & 5 & . & . & . \\
4 & 6 & 8 & . & . \\
5 & 7 & 9 & 11 & . \\
6 & 8 & 10 & 12 & 14 \\
7 & 9 & 11 & 13 & 15 & 17
\end{pmatrix}
\]

We can deduce then that the next two terms in the expansion given in 11.4 are

\[
-t^6 \left\{ (-1)^6 C_{0,0}(V) + (-1)^{3+1} C_{3,1}(V) \right\} - t^7 \left\{ (-1)^7 C_{0,1}(V) + (-1)^{4+1} C_{4,1}(V) \right\}.
\]

We point out that for any \( 0 < \alpha < 2 \), we always have \( 2 < \frac{3}{2} < 2 + 2 \alpha \) which implies that the influence of the \( \alpha \) in the expansion of the trace is expected to be seen in some place after the term \( C_{0,3}(V) t^3 \).

Notice that for every \( J \geq 2 \) we have

\[
(11.5) \quad A_J(2) = \begin{pmatrix}
2 & . & . & . & . \\
3 & 3 & . & . & . \\
4 & 4 & 4 & . & . \\
5 & 5 & 5 & 5 & . \\
J & J & J & J & \ldots & J
\end{pmatrix}
\]

which says, for example, that in the expansion (1.2) there are three coefficients associated with \( t^4 \). Namely, \( C_{0,4}(V), C_{1,3}(V) \) and \( C_{2,2}(V) \).

**Theorem 11.3.** Assume \( J \geq 4 \) and \( 2(J - 2) - d \leq 1 \). Then, for all \( \alpha \in \left( \frac{2(J - 3)}{J - 2}, 2 \right) \) we have

\[
\frac{\text{Tr}(e^{-tH} - e^{-tH_0})}{p^{(\alpha)}_t(0)} + t \int_{\mathbb{R}^d} V(\theta) d\theta - \sum_{l=2}^{J-1} \sum_{n+j=l, j \geq 2} (-1)^{n+j} C_{n,j}^{(\alpha)}(V) t^{\frac{2n+j}{\alpha}} = O(t^J),
\]

as \( t \downarrow 0 \).

**Proof.** In Theorem 1.1 we take \( J = M + 2 \geq 4 \) so that

\[
\Phi^{(\alpha)}_{J+1}(M) = \Phi^{(\alpha)}_{J+1}(J-2) = \min \left\{ J + 1, 2 + \frac{2(J - 2)}{\alpha} \right\} > J
\]

since \( \frac{2}{J-2} > 1 \). Now we want to choose \( \alpha \) such that \( a_{r,r} \leq a_{r+1,1} \) for \( r \in \{2, \ldots, J-2\} \). This last condition is equivalent to \( \frac{2(J - 3)}{J - 2} < \alpha \) and implies that all the entries of \( A_J(\alpha) \) are increasing for
these α’s. In other words, we have the following arrangement
\begin{align}
2 & \leq 3 \leq 2 + \frac{2}{\alpha} \\
& \leq 4 \leq 3 + \frac{2}{\alpha} \leq 2 + 2 \cdot \frac{2}{\alpha} \\
& \ldots \\
& \leq J - 1 \leq (J - 2) + \frac{2}{\alpha} \leq \ldots \leq 2 + (J - 3) \cdot \frac{2}{\alpha} < J.
\end{align}

Then by Theorem 1.1,
\begin{align}
\frac{Tr(e^{-tH_V} - e^{-tH_n})}{p_t^{(\alpha)}(0)} + t \int_{\mathbb{R}^d} V(\theta) d\theta - \sum_{2 \leq j \leq J, 0 \leq n \leq J-3} (-1)^{n+j} C_{n,j}^{(1)}(V) t^{\frac{2n}{\alpha}+j} = & \\
(-t)^{\Phi_{J+1}(J-2)} R_{J+1}(t) + & \sum_{2 \leq j \leq J, 0 \leq n \leq J-3} (-1)^{n+j} C_{n,j}^{(1)}(V) t^{\frac{2n}{\alpha}+j}.
\end{align}

We observe that the right hand side of (11.7) is \(O(t^J)\) as \(t \downarrow 0\), due to \(\Phi_{J+1}(J - 2) > J\). On the other hand, it is easy to see by the definition of \(A_J(\alpha)\) that the only powers of \(t\) satisfying \(\frac{2n}{\alpha} + j < J\) are those in the arrangement given in (11.6). Therefore, due to this arrangement we can also rewrite the third term in the left hand side of (11.7) as follows
\begin{align}
\sum_{2 \leq j \leq J, 0 \leq n \leq J-3} (-1)^{n+j} C_{n,j}^{(1)}(V) t^{\frac{2n}{\alpha}+j} = & \\
\sum_{l=2}^{J-1} \sum_{n+j=l, j \geq 2} (-1)^{n+j} C_{n,j}^{(1)}(V) t^{\frac{2n}{\alpha}+j}.
\end{align}

\(\square\)

**Example 11.4.** We take \(J = 4\) and \(d \geq 3\) so that \(2 \cdot 2 - d \leq 1\). Then, according to last theorem for all \(\alpha \in (1, 2)\) we have
\begin{align}
\frac{Tr(e^{-tH_V} - e^{-tH_n})}{p_t^{(\alpha)}(0)} + t \int_{\mathbb{R}^d} V(\theta) d\theta - & \frac{t^2}{2!} \int_{\mathbb{R}^d} V^2(\theta) d\theta \\
& + \frac{t^3}{3!} \int_{\mathbb{R}^d} V^3(\theta) d\theta + \mathcal{L}_{d, \alpha} t^{2 + \frac{2}{\alpha}} \int_{\mathbb{R}^d} |\nabla V(\theta)|^2 = O(t^4),
\end{align}
as \(t \downarrow 0\). Notice that this result is already given in Corollary 1.1.

Let us now consider \(J = 5\) and \(d \geq 5\). Then, for all \(\alpha \in \left(\frac{3}{4}, 2\right)\) we obtain
\begin{align}
\frac{Tr(e^{-tH_V} - e^{-tH_n})}{p_t^{(\alpha)}(0)} + t \int_{\mathbb{R}^d} V(\theta) d\theta - & \frac{t^2}{2!} \int_{\mathbb{R}^d} V^2(\theta) d\theta \\
& + \left(\frac{t^3}{3!} \int_{\mathbb{R}^d} V^3(\theta) d\theta + \mathcal{M}_{d, \alpha} t^{3 + \frac{2}{\alpha}} \int_{\mathbb{R}^d} |\nabla V(\theta)|^2 + \mathcal{N}_{d, \alpha} t^{2 + \frac{2}{\alpha}} \int_{\mathbb{R}^d} |\Delta V(\theta)|^2 \right) = O(t^5),
\end{align}
as \(t \downarrow 0\).
12. Extension to $\alpha$–relativistic processes.

In this section we describe how to use the tools developed in the preceding sections to obtain an asymptotic expansion for relativistic stable processes.

Let $0 < \alpha < 2$ and $m \geq 0$, we consider the function $\phi_m(\lambda) = \{\lambda + m^{2/\alpha}\}^{\alpha/2} - m$. As the case $m = 0$ was already studied above, we assume for the rest of the paper that $m > 0$. The function $\phi_m$ is known to be a Bernstein–function, that is $(-1)^n\phi_m^{(n)}(\lambda) \leq 0$ for every $n \in \mathbb{N}$ and $\lambda > 0$. Therefore, there exists a unique subordinator $\{S_{t,m}\}_{t \geq 0}$ (see [8, pp 89]) such that its Laplace transform is given by

$$E[e^{-\lambda S_{t,m}}] = e^{-t\phi_m(\lambda)}.$$  

It is easy to see that the transition density $\eta_t^m(s)$ of $S_{t,m}$ satisfies the scaling

$$\eta_t^m(s) = e^{mt}\eta_t^{(\alpha/2)}(s)e^{-m^{2/\alpha}t},$$

which implies that for every $-\infty < \eta < \alpha/2$,

$$0 < E[S_{t,m}^\eta] = e^{mt}E[S_{\eta t,\eta}^\alpha e^{-m^{2/\alpha}S_{\eta t,\eta}}] \leq e^{mt\frac{2\alpha}{d}}E[S_{1,\eta/\alpha}^\alpha] < \infty,$$

where $S_{t,\eta}$ is an $\alpha/2$–subordinator.

The $\alpha$–stable relativistic process in $\mathbb{R}^d$ is defined as the subordinated Brownian motion process $Z_t^m = B_{S_{t,m}}$, whose characteristic function is given by

$$E[e^{-i<\xi,Z_t^m>}] = e^{-t\phi_m(|\xi|^2)}.$$  

If $p_{t}^{(\alpha,m)}(x)$ denote the transition density of $Z_t^m$ then exactly as in the preceding sections we have

$$p_t^{(\alpha,m)}(x) = E[p_{S_{t,m}}^{(2)}(x)].$$

Consequently, because of (12.1), it follows that

$$t^{d/\alpha}p_{t}^{(\alpha,m)}(0) = (4\pi)^{-d/2}E[S_{t,tm}^{-d/2}] = (4\pi)^{-d/2}e^{mt}E[S_{1,\frac{\alpha}{2}}^{-d/2}e^{-(tm)^{2/\alpha}S_{1,\frac{\alpha}{2}}}],$$

which implies by monotone convergence theorem that

$$\lim_{t \downarrow 0} t^{d/\alpha}p_{t}^{(\alpha,m)}(0)e^{-mt} = p_{1}^{(\alpha)}(0),$$

and for all $0 < t < 1$,

$$t^{d/\alpha}p_{t}^{(\alpha,m)}(0) \geq (4\pi)^{-d/2}e^{-m}E[S_{1,m}^{-d/2}].$$  

We point out that in order to obtain the constants in the asymptotic expansion in Theorem (1.1), the self-similarity of the subordinator $S_{t,\eta}$, namely that $t^{2/\alpha}S_{c,\eta} \overset{d}{=} S_{ct,\eta}$ and the scaling property of $p_{t}^{(\alpha)}(x)$, were strongly used. But, these two properties are not satisfied by $S_{t,m}$ and $p_{t}^{(\alpha,m)}(x)$. Indeed, we have

$$t^{2/\alpha}S_{ct,m} \overset{d}{=} S_{ct,m},$$  

and $p_{t}^{(\alpha,m)}(x) = m^{d/\alpha}p_{mt}^{(\alpha,1)}(m^{1/\alpha}x)$.

Despite of this, we can still obtain a version of Theorem 1.1 where the coefficients $C_{n,j}^{(\alpha)}(V)$ are replaced by time dependent functions.
We now define the following linear operators $H_{\alpha,m} = \phi_m(-\Delta)$ and $H_V = H_{\alpha,m} + V$. In [16] it is proved that for any Bernstein function the Feynman Kac formula holds. As a result, the heat kernel of $H_V$ can also be written as

$$p_t^{H_V}(x,y) = p_t^{(\alpha,m)}(x,y)E_{x,y} t e^{-\int_0^t V(Z_s)ds}.$$

We now proceed to mention which of the results in the above sections still hold true for these operators. It is easy to check that all the results in section §3 and §4 are still true when we replace $|\xi|^\alpha$ by $\phi_m(|\xi|^2)$, $p_t^{(\alpha)}$ by $p_t^{(\alpha,m)}$ and using the fact that $\phi_m(-\Delta) f(\xi) = \phi_m(|\xi|^2) \tilde{f}(\xi)$. Furthermore, by replacing the random variables $S_\lambda$ by $S_{\lambda,tm}$ and $S_\alpha^{s_r}$ by $S_{\alpha,tm}^{s_r}$, we see that all results in §5 also remain true with the following modifications. Set,

$$F^{(m)}_j(t\lambda, \theta, \xi) = e^{-t(1-\alpha)\phi_m(|\xi|^2)-t\sum_{k=1}^{j-1}(\lambda_k-\lambda_{k+1})\phi_m(|\xi-\sum_{i=1}^{k}\theta_i|^2)},$$

and

$$L_j(tm,\lambda,\theta) = \sum_{k=1}^{j-1}S^*_k - \lambda_{k+1,tm}|\gamma_k|^2 - \frac{1}{S_{1,tm}}\sum_{k=1}^{j-1}S^*_k - \lambda_{k+1,tm}\gamma_k|^2,$$

where $\lambda = (\lambda_1, \ldots, \lambda_j)$ satisfies (5.5) and $\theta = (\theta_1, \ldots, \theta_{j-1})$. Then

$$\int_{\mathbb{R}^d} F^{(m)}_j(t\lambda, \xi, \theta)e^{-t(1-\alpha)\phi_m(|\xi|^2)}d\xi = \pi^{d/2}t^{-d/\alpha}E \left[ S_{1,tm}^{-d/2}e^{-t^{2/\alpha}L_j(tm,\lambda,\theta)} \right].$$

We recall that we cannot express the right hand side of the last equality in terms of $p_t^{(\alpha,m)}(0)$ because this density fails to satisfy the scaling property. We now state the analogue of Proposition (3.1) for the new linear operators defined above.

**Proposition 12.1.** Given $J \geq 2$, we have

$$\begin{align*}
\text{Tr} e^{-tH_V} - e^{-tH_{\alpha,m}} &= -t \int_{\mathbb{R}^d} V(\theta)d\theta \\
&+ \sum_{j=2}^{J} \frac{\pi^{d/2}(-t)^j}{(2\pi)^{jd}/d!p_t^{(\alpha,m)}(0)} \int_0^{\lambda_1} \cdots \int_0^{\lambda_{j-1}} \int_{\mathbb{R}^{(j-1)d}} E \left[ S_{1,tm}^{-d/2}e^{-t^{2/\alpha}L_j(tm,\lambda,\theta)} \right] \\
&\times \hat{V}(-\sum_{i=1}^{j-1}\theta_i) \prod_{i=1}^{j-1} \hat{V}(\theta_i)d\theta_i d\lambda_j \cdot (-t)^{J+1} R_{J+1}(t),
\end{align*}$$

where $R_{J+1}(t)$ is a bounded function on $(0,1)$.

From this lemma, it is clear that with the Taylor-expansion of the exponential function we obtain time depending functions instead of coefficients as in §6. Now, it is easy to see by using the expansion (6.1) of order 2 that when $1 < \frac{d+2}{2}$ the following equality holds

$$\begin{align*}
\frac{E \left[ S_{1,tm}^{-d/2}e^{-t^{2/\alpha}L_j(tm,\lambda,\theta)} \right]}{t^{d/\alpha}p_t^{(\alpha,m)}(0)} &= (4\pi)^{d/2} - t^{2/\alpha} R_{1,j}(t),
\end{align*}$$

where

$$R_{1,j}(t) = \frac{E \left[ S_{1,tm}^{-d/2}L_j(tm,\lambda,\theta)e^{-\beta_1} \right]}{t^{d/\alpha}p_t^{(\alpha,m)}(0)}.$$
for some nonnegative random function \( \beta_1 = \beta_1(tm, \lambda, \theta) \) and this satisfies, according to (12.4) and (12.1), the estimate
\[
|R_{1,j}(t)| \leq \frac{(4\pi)^{d/2}e^{2mE}}{E[S_{1,m}^{-d/2}]} \sum_{k=1}^{i-1} |\gamma_k|^2,
\]
for all \( 0 < t < 1 \). With this last estimate, by mimicking the proof of Theorem (1.1), we have that
\[
\frac{Tr(e^{-H_{V,t}} - e^{-H_{H_{a,m}}})}{\rho^{(\alpha,m)}_t(0)} + t \int_{\mathbb{R}^d} V(\theta)d\theta - \frac{t^2}{2!} \int_{\mathbb{R}^d} V^2(\theta)d\theta + \frac{t^3}{3!} \int_{\mathbb{R}^d} V^3(\theta)d\theta = t \Phi_4^{(\alpha)}(1) R_4^{(m)}(t),
\]
where \( \Phi_4^{(\alpha)}(1) = \min \{4, 2 + \frac{\alpha}{2}\} \), and \( R_4^{(m)}(t) \) is a bounded function of \( t \) over \( (0, 1) \). We can also redo the proof of Lemma 7.2 to make sure that (12.5) remains true when \( d = 1, M = 1, \) and \( \frac{1}{2} < \alpha < 2 \). For this, we only require the following inequality when \( 0 < t < 1 \), that follows again from (12.1),
\[
E[S_{1,m}^{M/2-d/4}] = t^{M/2-d/4} E[S_{1,m}^{M/2-d/4}]
\leq t^{M/2-d/4} e^{lm} E[S_{1,m}^{M/2-d/4}],
\]
From this we conclude

**Corollary 12.1.**
\[
\frac{Tr(e^{-H_{V,t}} - e^{-H_{a,m}})}{\rho^{(\alpha,m)}_t(0)} + t \int_{\mathbb{R}^d} V(\theta)d\theta - \frac{t^2}{2!} \int_{\mathbb{R}^d} V^2(\theta)d\theta + \frac{t^3}{3!} \int_{\mathbb{R}^d} V^3(\theta)d\theta =
\begin{align*}
&\mathcal{O}(t^{2+\frac{d}{4}}), &\text{if } \alpha \in (1, 2) \text{ and } d \geq 1, \\
&\mathcal{O}(t^4), &\text{if } \alpha \in (\frac{1}{2}, 1) \text{ and } d \geq 1, \\
&\mathcal{O}(t^4), &\text{if } \alpha \in (0, \frac{1}{2}) \text{ and } d \geq 2,
\end{align*}
\]
as \( t \downarrow 0 \).

This extends the result in Bañuelos and Yildirim [3] where the second term is computed.

**13. Extension to mixed–stable processes.**

In this section we assume that \( 0 < \alpha < \beta < 2, a > 0 \) and only extend Theorem 1.1 for the case \( 1 < \frac{a+d}{2} \). In addition, we analyse the cases \( d = 1, 1 < \alpha < 2 \) and \( d = 2, 0 < \alpha < \beta < 2 \). We point out that the constants \( C_{a,d,\alpha,\beta} \) below may change from line to line. Consider the Bernstein function of \( \phi_a(\lambda) = \lambda^{\frac{\alpha}{2}} + a\lambda^{\frac{\beta}{2}} \) and let \( \{S_{t,a}\}_{t>0} \) be the subordinator associated to \( \phi_a \), with Laplace transform given by
\[
E[e^{-\lambda S_{t,a}}] = e^{-t\phi_a(\lambda)}.
\]
It is a standard fact that the above subordinator can be written as
\[
S_{t,a} = S_{1,\frac{\alpha}{2}} + a\frac{\beta}{2} S_{1,\frac{\beta}{2}},
\]
where the subordinators in right hand side of the last equality are independent processes.

Notice that, by independence, we have
\[
S_{t,a} \overset{D}{=} t^{\frac{\alpha}{2}} S_{1,\frac{\alpha}{2}} + (at)^{\frac{\beta}{2}} S_{1,\frac{\beta}{2}},
\]
and by (13.1), it also follows that
\[
(1 + a^a) \min \{S_{1,\frac{\alpha}{2}}, S_{1,\frac{\beta}{2}}\} \leq S_{t,a} \leq (1 + a^a) \max \{S_{1,\frac{\alpha}{2}}, S_{1,\frac{\beta}{2}}\},
\]
which implies for any \( \eta < \frac{\alpha}{2} \),

\[
0 < E \left[ S_{t,a}^\eta \right] \leq 2(1 + a^2)\eta \max \left\{ E \left[ S_{t,\frac{\alpha}{2}}^\eta \right], E \left[ S_{t,\frac{\beta}{2}}^\eta \right] \right\} \\
\leq 2(1 + a^2)\eta \max \left\{ t^{\frac{\alpha}{2}} E \left[ S_{t,\frac{\alpha}{2}}^\eta \right], t^{\frac{\beta}{2}} E \left[ S_{t,\frac{\beta}{2}}^\eta \right] \right\} < \infty.
\]

(13.3)

The \( d \)-dimensional process \( Y_t^a = B_{2S_{t,a}} \) is known as the mixed \((\alpha, \beta)\)-stable process, with characteristic function given by

\[
E \left[ e^{-i<\xi, Y_t^a>} \right] = e^{-t\phi_a(|\xi|^2)}.
\]

Properties for the heat kernels and Green functions for these processes have been studied by several people, see for example Chen and Kumagai [10], Chen, Kim and Song [9] or Jakubowski and Szczypkowski [17]. Using some of these results, Bañuelos and Yildirim [3] were able to compute the second coefficient. In this action we show how to go further than the results in [3] using the techniques of this paper.

Denote the transition density of \( Y_t^a \) by \( p_t^{(a)}(x) \), then as before we have

\[
p_t^{(a)}(x) = E \left[ p_{S_{t,a}}^{(2)}(x) \right].
\]

Therefore, by (13.2), the following holds

\[
p_t^{(a)}(0) = (4\pi)^{-d/2} E \left[ S_{t,a}^{-d/2} \right] = (4\pi)^{-d/2} E \left[ \left( t^{\frac{\alpha}{2}} S_{1,\frac{\alpha}{2}} + (at)^{\frac{\beta}{2}} S_{1,\frac{\beta}{2}} \right)^{-d/2} \right].
\]

It is also proved in [9], that there exists a constant \( C_{d,a,\alpha,\beta} \) such that

\[
C_{d,a,\alpha,\beta}^{-1} f_t^a(x) \leq p_t^{(a)}(x) \leq C_{d,a,\alpha,\beta} f_t^a(x)
\]

where

\[
f_t^a(x) = \min \left\{ \min \left\{ t^{-d/\alpha}, (at)^{-d/\beta} \right\}, \frac{t}{|x|^{d+\alpha}} + \frac{at}{|x|^{d+\beta}} \right\}.
\]

In particular, it follows that there exist a constant \( C_{a,d,a,\alpha,\beta} > 0 \) such that

\[
(13.4) \quad p_t^{(a)}(0) \geq C_{a,d,a,\alpha,\beta} t^{-d/\beta},
\]

provided \( 0 < t < \min \left\{ 1, a^{\frac{\beta}{\alpha-\beta}} \right\} \).
Set
\[ F^{(a)}(t\lambda, \xi, \theta) = e^{-t(1-\lambda_1)\phi_1(|\xi|^2)+t\sum_{k=1}^{j-1} (\lambda_k - \lambda_{k+1})\phi_a(|\xi - \sum_{i=1}^{k} \theta_i|^2)}, \]
\[ A_0(t, \lambda) = \frac{t^\frac{\alpha}{2} S_{1-\lambda_1, \frac{\alpha}{2}} + (at)^\frac{\alpha}{2} S_{1-\lambda_1, \frac{\alpha}{2}}}{2}, \]
\[ A_k(t, \lambda) = \frac{t^\frac{\alpha}{2} S_{\lambda_k-\lambda_{k+1}, \frac{\alpha}{2}} + (at)^\frac{\alpha}{2} S_{\lambda_k-\lambda_{k+1}, \frac{\alpha}{2}}}{2}, \]
\[ L_j^{(a)}(t, \lambda, \theta) = \sum_{k=1}^{j-1} A_k(t, \lambda) |\gamma_k|^2 - \frac{\sum_{k=1}^{j-1} A_k(t, \lambda) |\gamma_k|^2}{t^\frac{\alpha}{2} S_{1, \frac{\alpha}{2}} + (at)^\frac{\alpha}{2} S_{1, \frac{\alpha}{2}}}. \]

Then, we obtain by using the tools of §5 that,
\[ \int_{\mathbb{R}^d} F^{(a)}(t\lambda, \xi, \theta) e^{-t\lambda_j \phi_2(|\xi|^2)} d\xi = \pi^{-d/2} E\left[ \left( \frac{t^\frac{\alpha}{2} S_{1, \frac{\alpha}{2}} + (at)^\frac{\alpha}{2} S_{1, \frac{\alpha}{2}}}{2} \right)^{-d/2} e^{-L_j^{(a)}(t, \lambda, \theta)} \right]. \]

We also observe that
\[ \sum_{k=0}^{j-1} A_k(t, \lambda) = t^\frac{\alpha}{2} S_{1, \frac{\alpha}{2}} + (at)^\frac{\alpha}{2} S_{1, \frac{\alpha}{2}}. \]

With this equality, we can imitate the proof of Lemma (6.1) along with the Taylor expansion to arrive at
\[ E\left[ \left( \frac{t^\frac{\alpha}{2} S_{1, \frac{\alpha}{2}} + (at)^\frac{\alpha}{2} S_{1, \frac{\alpha}{2}}}{2} \right)^{-d/2} e^{-L_j^{(a)}(t, \lambda, \theta)} \right] \]
\[ \leq \sum_{k=1}^{j-1} |\gamma_k|^2 \max\left\{ \frac{\lambda (1-\frac{d}{2}) E\left[ S_{1, \frac{\alpha}{2}}^{-d/2+1} \right]}{2}, \frac{\lambda (1-\frac{d}{2}) E\left[ S_{1, \frac{\alpha}{2}}^{-d/2+1} \right]}{2} \right\}, \]

where we have used (13.4) and (13.3).

Let us set \( H_0 = \phi_a(-\Delta) \) and \( H_V = H_0 + V \). With this notation and the above bounds we obtain (by mimicking the proof of Theorem (1.1)) the following result.

**Theorem 13.1.** Assume \( d=1 \) and \( 1 < \alpha < \beta < 2 \). Then,
\[ \frac{Tr(e^{-H_V t} - e^{-tH_0})}{p_t^{(a)}(0)} + t \int_{\mathbb{R}} V(\theta) d\theta - \frac{t^2}{2!} \int_{\mathbb{R}} V^2(\theta) d\theta + \frac{t^3}{3!} \int_{\mathbb{R}} V^3(\theta) d\theta = O(t^{2+\frac{\beta}{2}}), \]
as \( t \downarrow 0 \).
Theorem 13.2. Assume $d \geq 2$, $0 < \alpha < \beta < 2$ and $2 + \frac{2}{\alpha} - d \left(\frac{1}{\alpha} - \frac{1}{\beta}\right) \geq 0$. Then,

$$
\frac{\text{Tr}(e^{-H_t} - e^{-tH_0})}{p_l^{(\alpha)}(0)} + t \int_{\mathbb{R}^d} V(\theta) d\theta - t \frac{2}{3!} \int_{\mathbb{R}^d} V^2(\theta) d\theta + t \frac{3}{3!} \int_{\mathbb{R}^d} V^3(\theta) d\theta = t^{\Phi_d(\alpha, \beta)} R(t),
$$

for some bounded function $R(t)$, $t \in (0, \min \left\{ a^{d-n}, 1 \right\})$. Here,

$$
\Phi_d(\alpha, \beta) = \min \left\{ 4, 2 + \frac{2}{\alpha} - d \left(\frac{1}{\alpha} - \frac{1}{\beta}\right) \right\}.
$$

As an example, observe that

$$
\Phi_2(\alpha, \beta) = \min \left\{ 4, 2 + \frac{2}{\beta} \right\}.
$$

This gives

Corollary 13.1. For $d=2$, we have

$$
\frac{\text{Tr}(e^{-H_t} - e^{-tH_0})}{p_l^{(\alpha)}(0)} + t \int_{\mathbb{R}^2} V(\theta) d\theta - t \frac{2}{3!} \int_{\mathbb{R}^2} V^2(\theta) d\theta + t \frac{3}{3!} \int_{\mathbb{R}^2} V^3(\theta) d\theta =
\begin{cases}
O(t^{2+\frac{2}{\beta}}), & \text{if } 1 \leq \beta \text{ and } \alpha < \beta, \\
O(t^4), & \text{if } 0 < \alpha < \beta < 1.
\end{cases}
$$

Finally, we remark that the condition $2 + \frac{2}{\alpha} > d \left(\frac{1}{\alpha} - \frac{1}{\beta}\right)$ comes from (13.8) in order to obtain the boundedness of $R(t)$ over the interval stated above.
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