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Abstract

Maximum pseudo-likelihood (MPL) is a semiparametric estimation method often used to obtain the dependence parameters in copula models from data. It has been shown that despite being consistent, and in some cases efficient, MPL estimation can overestimate the level of dependence especially for small weakly dependent samples. We show that the MPL method uses the expected value of order statistics and we propose to use instead the median or the mode of the same order statistics. In a simulation study we compare the finite-sample performance of the proposed estimators with that of the original MPL and the inversion method estimators based on Kendall’s tau and Spearman’s rho. Our results indicate that the modified MPL estimators, especially the one based on the mode of the order statistics, have better finite-sample performance, while still enjoying the large-sample properties of the original MPL method.
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1 Introduction

In 1959, Sklar formalised the concept of copula to describe the multivariate dependence structure of a random vector. Copula models are widely used in insurance and finance for pricing, hedging and risk management, as well as in health sciences, hydrology and other applied sciences; see e.g. Joe (2014); McNeil et al. (2015); Czado (2019); Chen and Guo (2019); Kularatne et al. (2021). Such wide applicability has triggered important contributions both in probabilistic and statistical aspects of copula models; see Durante and Sempi (2015); Joe (2014) and references therein. The estimation of copula model parameters from observed data appears, at first, to be a straightforward inference exercise. However, it has in fact significant pitfalls. Estimation of copula models without fully understanding the properties of the estimators used can have undesirable consequences such as, among others, overestimation of the dependence in the data; see discussion in Fermanian and Scaillet (2005). One of the difficulties is that the distribution of the univariate margins is in principle unknown. Estimation procedures have been proposed to circumvent this problem, but no estimation procedure seems to be clearly the best. In fact, Kojadinovic and Yan (2010) show that the performance of the estimation method depends on the size of the sample and the strength of the dependence in the data, at least for those estimators commonly used in practice. Our goal here is to propose an estimation procedure easy to implement and that performs well from small to large samples and across a wide range of dependence levels. In line with the work from previous researchers we base the proposed estimation procedure on the following well known decomposition of a copula model into a copula function and its univariate margins.

Sklar’s representation theorem (Sklar, 1959) characterizes a so-called copula model for a random vector $X = (X_1, \ldots, X_d)$ with multivariate distribution $H$ by a copula function, $C$, and univariate marginal cumulative distribution functions (cdfs) $F_i(x_i) = P(X_i \leq x_i)$ for $i = 1, \ldots, d$, as

$$H(x) = C[F_1(x_1), \ldots, F_d(x_d)], \quad x \in \mathbb{R}^d.$$ 

A copula $C : [0, 1]^d \to [0, 1]$ is then a multivariate distribution with standard uniform univariate margins. If the univariate margins cdfs are continuous then the copula is unique. The versatility of copula models is apparent from Sklar’s representation theorem. By combining different univariate distributions $F_i$ for the margins with copula functions $C$ a variety of models can be easily defined. Such flexibility can have a cost when it comes to the task of estimating the copula model from observed data.
Assuming that the univariate margins and copula all belong to absolutely continuous families of distributions, the obvious estimation method is maximum likelihood (ML). By default, the ML estimation of a model’s parameters is done in one step. But mainly due to numerical problems, which typically arise during the optimization of a likelihood function with several parameters and possibly multi-dimensional integrals, a two-step maximum likelihood estimation method has been introduced, the so-called inference functions for margins (IFM) from Joe and Xu (1996) and Joe (1997). The IFM method consists of estimating first the parameters for each univariate margin distribution independently, and then estimating the dependence parameters from the multivariate log-likelihood where the univariate margins parameter estimates are held fixed. Although the two-step IFM method can suffer from some loss of efficiency in cases of strong dependence, it still enjoys strong asymptotic efficiency as shown by Joe (2005). A fundamental challenge with the ML estimation, either one or two-step procedure, is to ensure the correct choice of distributions for the univariate margins. This is especially relevant if we are particularly interested in modelling the dependence structure of the random vector. Through a simulation study, Fermanian and Scaillet (2005) find that misspecification of the margins may translate into a severe positive bias in the estimation of the copula parameters leading to an overestimation of the degree of dependence in the data. An extensive simulation study from Kim et al. (2007) show that the one-step ML and the IFM methods are indeed nonrobust against misspecification of the marginal distributions. Kim et al. (2007) also show that when the margins are unknown, in order to avoid the consequences of misspecification, it is better to use the maximum pseudo-likelihood (MPL) estimation procedure studied in Genest et al. (1995) and Shih and Louis (1995). For a random sample \(\{(X_{1,i},\ldots,X_{d,i}) : i = 1,\ldots,n\}\) from distribution \(H(x) = C_\theta [F_1(x_1),\ldots,F_d(x_d)]\), the MPL is a semiparametric estimation procedure consisting on selecting the parameter \(\hat{\theta}\) that maximizes the log pseudo-likelihood function

\[
\sum_{i=1}^{n} \log c_\theta [F_{1,n}(X_{1,i}),\ldots,F_{d,n}(X_{d,i})],
\]

where \(c_\theta\) is the probability density function (pdf) of the copula family \(\{C_\theta\}\) and the estimated univariate marginal distributions \(F_{j,n}\) are constructed from the marginal empirical distribution functions. Further asymptotic properties of the MPL estimator have been studied in Klaassen and Wellner (1997) and Genest and Werker (2002). The finite-sample properties of the MPL estimator have been studied in Kojadinovic and Yan (2010) in a study where they compare the MPL estimator with the two method-of-moments (MM) estimators based on the inversion of Spearman’s rho and Kendall’s tau coefficients. The MM estimators have been studied by Oakes
Genest (1987); Genest and Rivest (1993). Kojadinovic and Yan (2010) find that the MPL estimator performs better than the MM estimators in terms of mean squared error except for small and weakly dependent vectors. Using the MM procedure as an alternative to MPL for small weakly dependent vectors has some problems. First, Kendall’s tau and Spearman’s rho inversion method estimators are mostly useful for the bivariate one parameter cases. Second, the relation between the copula dependence parameter and Kendall’s tau or Spearman’s rho coefficients is not always known, hence requiring the use of approximation methods in these cases. Third, as beforehand the level of dependence in unknown, a single estimator performing well across the all range of dependence level would be preferable.

We focus on the relative disadvantage of the original MPL estimator, hereafter referred to as the canonical MPL estimator, for small weakly dependent samples. Our goal is to improve the canonical MPL estimator, such that it outperforms the MM estimators, while keeping the MPL good large sample properties. We propose to modify the canonical MPL estimator by using nonparametric estimators of the univariate marginal distributions different from that typically used since Genest et al. (1995) and Shih and Louis (1995). The MPL estimators proposed use consistent estimators of the univariate distribution functions, hence sharing the asymptotic properties of the canonical MPL. We study the finite-sample properties of three alternative MPL estimators, comparing their performance with the canonical MPL estimator, and with the MM based on the inversion of Kendall’s tau and Spearman’s rho.

Given the multitude of existing copula families and since we are comparing six estimators, we had to make choices in order to keep this study at a reasonable length. The results of Kojadinovic and Yan (2010) are qualitatively similar for bivariate single parameter, multi-parameter and multivariate copula families and to some extent across different copula families. We focus this study on three bivariate copula families: the Clayton, the Gumbel-Hougaard and the Plackett. The Clayton family was first written in the form of a copula by Kimeldorf and Sampson (1975). Due to its joint lower tail dependence property, this family as been used to model the association between inter-event times, from epidemiology to insurance. The Gumbel (1960) copula can be used to model joint upper tail dependence, for instance, between large losses on financial assets or insurance claims. The bivariate Plackett (1965) family, is derived by extending the idea of odds ratio of $2 \times 2$ contingency tables to bivariate distributions with continuous margins. This family of copulas is radially symmetric and has been used as an alternative to the bivariate normal copula; see Nelsen (2006). Further details on each of these copula families can be found e.g. in Joe (2014). We do not wish to imply that the results will be the same as here for all other
possible dimensions and copula families. It will be necessary to replicate the analysis presented here for different copula models of interest for particular applications. Studying the bivariate case is important because these models have become more relevant with the growth of the work on vine copula models (see e.g. Joe 1997; Aas et al. 2009). Vine copulas allow to construct models more flexible than known multivariate copula families do and are based on bivariate copulas.

In order to compare the finite-sample properties of the estimators we perform a simulation study using the copula R package (Hofert et al. 2020) to carry out the computations. We find that changing the nonparametric estimator of the univariate margins indeed improves the finite-sample performance of the MPL estimator, in terms of bias and mean squared error. To confirm the large sample performance of the estimators we perform asymptotic relative efficiency calculations.

Instead of proposing to use alternative nonparametric estimators of the univariate margins, another possibility would be to obtain a bias correction function for the canonical MPL estimator. Such bias correction function would depend, not only on the copula parameter and sample size, but importantly on the specific copula itself. The approach that we propose to use here has the advantage of not depending on the specific copula. A bias reduction correction can also have the effect of increasing the variance of the estimator and possibly the mean square error (see e.g. Søbye et al. 2021). That does not happen with the estimators we propose here.

Although we chose to compare the MPL estimators proposed here with the MM estimators, as in Kojadinovic and Yan (2010), other semiparametric estimators have been introduced in the literature. Tsukahara (2005) studied two semiparametric estimation procedures and concluded that these overall have a higher mean squared error when compared with the canonical MPL estimator. Chen et al. (2006) introduced and studied the properties of an MPL estimator where the unknown marginal density functions are approximated by linear combinations of finite-dimensional known basis functions with increasing complexity called sieves. They find that for weak dependence the sieve method performs comparably to the canonical MPL in finite samples. Given these results, comparing the proposed estimators with the canonical MPL and the MM estimators seems an appropriate choice.

In Section 2 of this article we introduce the canonical MPL estimation procedure and its statistical properties. It is our starting point as we benchmark the MPL estimators that we propose against the canonical MPL estimator. Section 3 contains the newly proposed MPL estimators. Section 4 summarises the MM estimators used in the simulation study. In Section 5
we report and discuss the results of the simulation study where we compare the performance of the proposed MPL estimators with the performance of the canonical MPL and the two MM estimators. Section 6 concludes the paper. The derivation of asymptotic properties of the proposed estimators and some of the simulation results for larger samples are given in the Appendices.

2 The canonical maximum pseudo-likelihood estimator

Given a multivariate model with univariate marginal absolutely continuous distribution functions belonging to parametric families $F_1, \beta_1, \ldots, F_d, \beta_d$, and absolutely continuous copula function from a parametric family $C_\theta$, the task is to estimate the model parameters $\beta_1, \ldots, \beta_d, \theta$ from a random sample $X_1, \ldots, X_n$. The classical approach is to use maximum likelihood where the parameter estimators maximize the full log-likelihood function

$$\sum_{i=1}^{n} \log c_{\theta}[F_1,\beta_1(X_{1,i}),\ldots,F_d,\beta_d(X_{d,i})] + \sum_{i=1}^{n} \sum_{j=1}^{d} \log f_j,\beta_j(X_{j,i}),$$

where $c_{\theta}$ and $f_1,\beta_1,\ldots,f_d,\beta_d$ are the probability density functions for the copula and for the marginal distributions respectively. Under the classical regularity conditions, the maximum likelihood estimator is asymptotically normal and asymptotically efficient as long as the model is well specified. The method involves estimating all the parameters simultaneously and this can be computationally challenging. The numerical optimization with many parameters might perform poorly or the presence of multi-dimensional integrals, which are numerically time consuming to evaluate, may impair a full maximum likelihood estimation procedure in practice. An alternative is to estimate the model parameters in two steps, using the so-called inference functions for margins method (Joe and Xu, 1996; Joe, 1997). The method consists of first obtaining estimates $\hat{\beta}_1, \ldots, \hat{\beta}_d$ for the marginal distributions parameters assuming that the variables are independent and then, in a second step, retrieving the copula parameter estimates by maximizing

$$\sum_{i=1}^{n} \log c_{\theta}[F_1,\hat{\beta}_1(X_{1,i}),\ldots,F_d,\hat{\beta}_d(X_{d,i})]$$

in order to $\theta$. This estimator is still asymptotically normal but there can be a loss of efficiency relatively to the one-step maximum likelihood estimator (see Joe, 2005). A further advantage of a two-step estimation method is that the estimation of the univariate margins parameters is not affected by a possible misspecification of the multivariate copula model.

In most applications the univariate marginal distributions are unknown and if these are misspecified then the copula parameter estimator lacks robustness (Kim et al., 2007), it can be
severely biased and have high mean squared errors (Fermanian and Scaillet [2005]). Another possible approach is to estimate the multivariate model non-parametrically using empirical copulas, which asymptotic properties can be found in Genest and Segers [2010] and Segers et al. [2017]. Naturally, empirical copula model estimation requires larger samples. Especially in applications where the size of the sample available is limited, there might be enough data to estimate the univariate marginal distribution functions non-parametrically but not enough data to estimate the empirical copula. That is one of the reasons why the semiparametric method from Genest et al. [1995] has become commonly used. This so-called maximum pseudo-likelihood method, here called canonical MPL, consists of estimating univariate marginal distributions \( \hat{F}_1, \ldots, \hat{F}_d \) from the marginal empirical distributions, in a first step assuming that the univariate variables are independent, and then select the copula parameter that maximizes the log pseudo-likelihood function

\[
\sum_{i=1}^{n} \log c_\theta \left[ \hat{F}_1(X_{1,i}), \ldots, \hat{F}_d(X_{d,i}) \right] = \sum_{i=1}^{n} \log c_\theta \left( \hat{U}_{1,i}, \ldots, \hat{U}_{d,i} \right).
\]

(1)

In the canonical MPL estimation, the so-called pseudo-observations \( \hat{U}_i = (\hat{U}_{1,i}, \ldots, \hat{U}_{d,i}) \) are obtained from \( X_i = (X_{1,i}, \ldots, X_{d,i}) \) as

\[
\hat{U}_{j,i} = \left( \frac{n}{n+1} F_{1,n}(X_{1,i}), \ldots, \frac{n}{n+1} F_{d,n}(X_{d,i}) \right) \quad i = 1, \ldots, n,
\]

(2)

where \( F_{j,n} \) is the empirical cumulative distribution function \( F_{j,n}(x) = 1/n \sum_{k=1}^{n} 1(X_{j,k} \leq x) \) for \( j = 1 \ldots, d \), and \( 1(A) \) denotes the indicator function of event \( A \). The rescaling of the empirical distribution function by the factor \( n/(n+1) \) in expression (2) is made to avoid computational problems arising from the unboundedness of the log pseudo-likelihood function (1) on the boundary of \([0, 1]^d\). The use of the empirical distribution function to transform the margins to uniform can be traced back to Genest et al. [1995]. The large sample properties of the canonical MPL estimator were studied by Genest et al. [1995] and Shih and Louis [1995] who showed that this estimator is consistent and asymptotically normal, and efficient at independence. Later, Genest and Werker [2002] argue that the latter is rather the exception than the rule and identify two cases of semiparametric efficiency. These are the independence and the normal copula, for which the result could already be found in Klaassen and Wellner [1997].

The MPL estimation method hinges on the nonparametric estimation of \( F_1, \ldots, F_d \). This is the centre of our attention hereafter in this article. We motivate the use of alternative nonparametric estimators of the univariate distribution functions \( F_j, j = 1, \ldots, d \), in Section 3 and show, in Section 4 that these improve the small-sample performance of the canonical MPL estimator, in terms of bias and mean squared error, while preserving its asymptotic properties.
3 Alternative MPL estimators

The semiparametric canonical MPL estimation procedure relies on a nonparametric estimator of each marginal univariate distribution $F_j$ for $j = 1, \ldots, d$. As introduced in the previous section, this nonparametric estimator is the rescaled empirical distribution function $n/(n+1)F_{j,n}$. Here, we motivate and propose the use of alternative nonparametric estimators for the univariate margins in the MPL estimation procedure. In fact, we can use any consistent estimator for the univariate margins (Shih and Louis, 1995). We show in Appendix 1 that the alternative estimators used here are consistent estimators of the univariate marginal distributions.

In the implementation of the canonical MPL method, for each univariate margin $j$ ($j = 1, \ldots, d$), the pseudo-observations $\hat{U}_{j,1}, \ldots, \hat{U}_{j,n}$ defined in (2) are calculated as
\[
\hat{U}_{j,i} = \frac{1}{n} \sum_{k=1}^{n} 1(X_{j,k} \leq X_{j,i})/(n+1) = R_{j,i}/(n+1),
\]
where $R_{j,i}$ is the rank of $X_{j,i}$ among $X_{j,1}, \ldots, X_{j,n}$. Hence $R_{j,i}/(n+1)$ can be seen as an estimator of the cdf $F_j$, and it is indeed a consistent estimator of $F_j$, as recalled in Appendix 1.

3.1 Pseudo-observations as moments of order statistics

In this section, we first show that the pseudo-observations $\hat{U}_{j,i} = R_{j,i}/(n+1)$ are expected values of order statistics. We show this simple result below because it motivates for the estimators that we propose.

Assume that $X_1, X_2, \ldots, X_n$ are $n$ independent identically distributed univariate random variables, each with cumulative distribution function $F$. Arrange these in ascending order of magnitude as
\[
X_{(1)} \leq X_{(2)} \leq \ldots \leq X_{(n)},
\]
and call $X_{(r)}$ the $r$th order statistic, for $r = 1, 2, \ldots, n$.

**Proposition 1.** Consider a random sample $(X_1, X_2, \ldots, X_n)$ from a univariate distribution with continuous cdf $F$. Each pseudo-observation $U_i = \frac{R_i}{n+1}$, for $i = 1, \ldots, n$, is the expected value of the order statistic $F(X_{(R_i)})$, where $R_i$ is the rank of $X_i$ among $X_1, X_2, \ldots, X_n$.

**Proof.** Let $F_{(r)}(x)$, for $r = 1, 2, \ldots, n$, denote the cdf of the $r$th order statistic $X_{(r)}$. It is well known (see e.g. David and Nagaraja 2003) that
\[
F_{(r)}(x) = \sum_{i=r}^{n} \binom{n}{i} F(x)^i [1 - F(x)]^{n-i}.
\]
If we assume that $X_i$ is continuous, denoting the pdf of $X_{(r)}$ by $f_{(r)}(x)$ we have that

$$f_{(r)}(x) = \frac{1}{B(r, n - r + 1)} F(x)^{r-1} [1 - F(x)]^{n-r} f(x),$$

where $f(x) = F'(x)$ is the pdf of $X_i$ and $B(a, b) = \int_0^1 t^{a-1}(1 - t)^{b-1} dt$, for $a > 0$ and $b > 0$, is the beta function.

Given that the cdf of $X_i$, for $i = 1, \ldots, n$, is $F$, the random sample $(F(X_1), F(X_2), \ldots, F(X_n)) = (U_1, \ldots, U_n)$ is drawn from a standard uniform distribution $U(0, 1)$. Hence the pdf of the $r$th order statistic $F(X)_{(r)} = U_{(r)}$ has the expression

$$f_{(r)}(u) = \frac{1}{B(r, n - r + 1)} u^{r-1}(1 - u)^{n-r} \quad u \in (0, 1),$$

and belongs to the family of beta distributions. The mean of the $r$th order statistic for a random sample from a standard uniform $U(0, 1)$ distribution is then

$$E[F(X)_{(r)}] = E[U_{(r)}] = \frac{r}{r + (n - r + 1)} = \frac{r}{n + 1}.$$  

Hence, the pseudo-observations computed in (2), as proposed by Genest et al. (1995), are in fact the expected value of the order statistics corresponding to the sample observations, i.e.,

$$\hat{U}_i = (\hat{U}_{1,i}, \ldots, \hat{U}_{d,i}) = \left( \frac{R_{1,i}}{n+1}, \ldots, \frac{R_{d,i}}{n+1} \right) = \left( E[F(X)_{(R_{1,i})}], \ldots, E[F(X)_{(R_{d,i})}] \right), \quad (3)$$

for $i = 1, \ldots, n$.

Note that, as we are assuming that the random variable $X$ is continuous and its cdf $F$ is an increasing function, we have that the rank of $X_i$ among $X_1, \ldots, X_n$ is the same as the rank of $F(X_i)$ among $F(X_1), \ldots, F(X_n)$. We remark here that Clayton and Cuzick (1985) also used expected order statistics from unit exponential distributions in the estimation of the dependence parameter of a bivariate hazards model.

At this point it is important to recall that our goal is to improve the performance of the canonical MPL which uses the pseudo-observations computed as in (3). With this objective in mind we explore the properties of the pseudo-observations in (3) inherited from the fact that these are expected values of order statistics, and how this affects the performance of the canonical MPL estimator.

If the random variable $X$ has cdf $F$, then the distribution of the order statistics $F(X)_{(r)}$ is skewed (except for $r = n/2$ if $n$ is even), especially when $r$ is closer to 1 or $n$. Given that the expected value can be highly influenced by the skewness of the distribution, it is then possible
that the properties of the pseudo-observations in (3) are affected by the skewness of \( F(X)_{(r)} \) and consequently also the canonical MPL estimator. Figure 1 displays the pdf of the order statistic \( F(X)_{(45)} \) in \((0.75, 1)\), for a sample of size \( n = 50 \). The strong skewness of the pdf implies that the mean is further away from the peak of the distribution than the median and, obviously, the mode. The pseudo-observations calculated using the mean of the order statistics might suffer from the skewness of the pdf. Hence, we propose to use the median or the mode of the order statistics, instead of the mean, to compute the pseudo-observations, and we study their effect on the performance of the MPL estimator obtained from (1) for copula models.
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Figure 1: Graph of the probability density function in \((0.75, 1)\) of the order statistic \( F(X)_{(45)} \) of a sample of size \( n = 50 \) from a uniform \( U(0,1) \) distribution. The vertical lines are the mean, median and mode of \( F(X)_{(45)} \) as labeled in the legend.

3.2 Pseudo-observations as the median of order statistics

We first propose to use the median of the \( r \)th order statistic as an alternative to using the mean of the order statistic. If the continuous random variable \( X \) has cdf \( F \) then \( F(X) \) is drawn from a standard uniform distribution and the median of the order statistic \( F(X)_{(r)} \) is

\[
\text{med} \left( F(X)_{(r)} \right) = I_{1/2}^{[-1]}(r, n - r + 1), \quad \text{for } 1 \leq r \leq n,
\]

where \( I_p(a,b) = \int_0^p t^{a-1} (1-t)^{b-1} dt / B(a,b) \) is the regularized incomplete beta function. The computations can be made faster using the approximation (see Hyndman and Fan [1996] Ker-man, 2011) given by

\[
\text{med} \left( F(X)_{(r)} \right) \approx \frac{r - \frac{1}{3}}{n + \frac{1}{3}}, \quad \text{for } 1 \leq r \leq n.
\]

The corresponding pseudo-observations for the estimation of the copula parameter via the pseudo-likelihood method are then

\[
(\bar{U}_{1,i}, \ldots, \bar{U}_{d,i}) = \left( \text{med} \left[ F(X_{1}(R_{1,i}) \right], \ldots, \text{med} \left[ F(X_{d}(R_{d,i}) \right] \right), \quad \text{for } 1 \leq i \leq n. \tag{4}
\]
We will refer to the copula parameter estimation procedure consisting of using the pseudo-observations given by (4) in the log pseudo-likelihood function in (1) as the median MPL.

### 3.3 Pseudo-observations as the mode of order statistics

The second alternative we explore to compute the pseudo-observations is using the mode of the $r$th order statistic from a standard uniform distribution, which is given by

\[
\text{mode}(F(X)_r) = \frac{r - 1}{n - 1} \quad \text{for } 1 \leq r \leq n.
\]

In this case, the pseudo-observations are computed as

\[
(U_{1,i}^*, \ldots, U_{d,i}^*) = \left( \text{mode} \left[ F(X_1)_{(R_{1,i})} \right], \ldots, \text{mode} \left[ F(X_d)_{(R_{d,i})} \right] \right)
\]

\[
= \left( \frac{R_{1,i} - 1}{n - 1}, \ldots, \frac{R_{d,i} - 1}{n - 1} \right), \quad \text{for } 1 < i < n. \tag{5}
\]

We will refer to the copula parameter estimation procedure consisting of using the pseudo-observations given by (5) in the log pseudo-likelihood function as the mode MPL.

For the minimum and the maximum in each margin, i.e. for $X_{j(1)}$ and $X_{j(n)}$ ($j = 1, \ldots, d$), it is not possible to use the mode of the corresponding order statistic as pseudo-observations in the pseudo log-likelihood function because these would be zero and one respectively. In these cases, we use instead the mean of the order statistics $1/(n+1)$ and $n/(n+1)$ as in the canonical MPL because this is our benchmark estimation procedure.

At this point we would like to remark the following. Instead of calculating the pseudo-observations as the mean, median or mode of the order statistics $F(X)_r$, we could consider using $F(E(X)_r)$, $F(\text{median}(X)_r)$ or $F(\text{mode}(X)_r)$. If $F$ is strictly monotonic then $F(\text{median}(X)_r) = \text{median}(F(X)_r)$, which is one of the proposed estimators above. The pseudo-observations calculated as $F(E(X)_r)$ or $F(\text{mode}(X)_r)$ depend on the distribution $F$. As we want to assume that $F$ is unknown, we do not consider this possible alternative approach.

### 3.4 Empirical distribution and pseudo-observations

In the canonical MPL estimator, the motivation to rescale the empirical distribution multiplying it with $n/(n+1)$ is justified (starting with Genest et al., 1995) by the need of keeping the pseudo-observations away from the boundary of the interval $(0,1)$. The adjustment to the empirical distribution function $F_{j,n}$, in order to keep the argument of the copula density in (1) away from the boundary, can be done differently using

\[
F_{j,n}(x) - \frac{1}{2n} = \frac{1}{n} \left[ \sum_{i=1}^{n} 1(X_{j,i} \leq x) - \frac{1}{2} \right].
\]
Here the additive factor $-\frac{1}{2n}$ ensures that the pseudo-observations are strictly in the interval $(0, 1)$. This approach, introduced by Hazen (1914), is popular with hydrologists and it is also used by Joe (2014) in the process of converting sample observations to normal scores. We include it in our study as an alternative to calculate the pseudo-observations, which are then given by

$$(\tilde{U}_{1,i}, \ldots, \tilde{U}_{d,i}) = (\hat{F}_1(X_{1,i}), \ldots, \hat{F}_d(X_{d,i})) = \left(\frac{R_{1,i} - 1/2}{n}, \ldots, \frac{R_{d,i} - 1/2}{n}\right), \text{ for } 1 \leq i \leq n. \quad (6)$$

We will refer to the copula parameter estimation procedure consisting of using the pseudo-observations given by (6) in the log pseudo-likelihood function in (1) as the midpoint MPL.

3.5 Consistency of the pseudo-observations estimators

Before moving on to the small-sample performance simulation study, we wrap up this section considering the asymptotic consistency of the different estimators. As already pointed out by other authors (e.g. Genest et al., 1995; Kojadinovic and Yan, 2010) using $\hat{U}_{j,i} = R_{j,i}/(n + 1)$ as pseudo-observations in the log pseudo-likelihood function in (1) corresponds to multiplying $n/(n + 1)$ by the empirical distribution of the univariate $j$th variable. In fact, each of the three estimators proposed above can be written as a function of the empirical distribution estimator $\hat{F}_{j,n}$ of the cdf $F_j$. We show in Appendix 1 that, as a consequence, all estimators for the pseudo-observations proposed in this study are consistent.

4 Method-of-moments estimators

In our simulation study, we also compare the performance of the four semiparametric MPL estimators with the method-of-moments estimators obtained from the relation between the copula parameter and the coefficients Kendall’s tau, $\tau$, and Spearman’s rho, $\rho$; see Oakes (1982), Genest (1987), Genest and Rivest (1993). Copula parameter estimates obtained from these rank coefficients via the MM can be referred to as inversion-method estimates. The reason to include the two inversion-method estimators is first, because these perform better than the canonical MPL estimator for small weakly dependent samples, and second, to facilitate the comparison of our results with other related studies.

The MM estimation procedure is mostly used in the bivariate one-parameter copula model case, although it may be used in the multivariate and/or multiparameter cases, for instance, by imposing conditions on the dependence structure. In our simulation study we restrict ourselves to the one-parameter bivariate copulas case as explained in Section 5. Hence, consider the
random sample \( X_1, \ldots, X_n \) from an absolutely continuous bivariate copula model \( C_\theta (F_1, F_2) \),
where \( \theta \) belongs to an open subset of \( \mathbb{R} \), and \( F_1 \) and \( F_2 \) are continuous cdfs. Inversion-method estimators rely on a consistent estimator of a copula moment. A consistent estimator of the copula moment Kendall’s tau is given by

\[
\tau_n = \frac{4}{n(n-1)} \sum_{i \neq j} 1 \left( X_{1,i} \leq X_{1,j} \right) 1 \left( X_{2,i} \leq X_{2,j} \right) - 1.
\]

Given the ranks \( R_1, \ldots, R_n \) corresponding to \( X_1, \ldots, X_n \), where \( R_{j,i} \) is the rank of \( X_{j,i} \) among \( X_{j,1}, \ldots, X_{j,n} \) for \( j = 1, 2 \), a consistent estimator of the bivariate copula moment Spearman’s rho is

\[
\rho_n = \frac{12}{n(n+1)(n-1)} \sum_{i=1}^{n} R_{1,i} R_{2,i} - 3 \frac{n+1}{n-1}.
\]

The copula parameter estimate, \( \hat{\theta} \), is then obtained by inversion from the relation between \( \theta \) and \( \tau \) or \( \rho \) as \( \hat{\theta}_\tau = \tau^{-1}(\tau_n) \) or as \( \hat{\theta}_\rho = \rho^{-1}(\rho_n) \), when the functions \( \tau \) and \( \rho \) are bijections. In those cases where there is no analytic expression for the relation between the copula parameter and \( \tau \) or \( \rho \) then a numerical approximation must be used. The consistency, asymptotic normality and variance of \( \hat{\theta}_\tau \) and \( \hat{\theta}_\rho \) are well documented in the literature and we refrain from repeating it here, directing the reader to Kojadinovic and Yan (2010) and relevant references therein.

5 The performance of the estimators

In this section we compare the performance of the semiparametric pseudo-likelihood estimator when calculating the pseudo-observations as in (3), (4), (5) and (6), and the MM Kendall’s tau and Spearman’s rho estimators. Recall that we refer to the MPL estimators for the copula model parameters corresponding to (3), (4), (5) and (6) as canonical MPL, median MPL, mode MPL and midpoint MPL, respectively.

To compare the performance of the six estimators we perform a Monte Carlo study. The calculations are done using R (R Core Team, 2020) and the package copula (Hofert et al., 2020).

As mentioned before, we consider the Clayton, the Gumbel-Hougaard and the Plackett copulas in our simulation study. Let \( (X_1, X_2) \) be a random vector with continuous marginal cdfs \( F_1 \) and \( F_2 \). The bivariate Clayton copula family is given by

\[
C_\theta (F_1(x_1), F_2(x_2)) = C_\theta (u_1, u_2) = \left( u_1^-\theta + u_2^-\theta - 1 \right)^{-1/\theta}
\]

for \( 0 \leq u_1, u_2 \leq 1 \) and \( \theta > 0 \). This family covers the full range of positive dependence, including the independence copula (\( \theta \to 0 \)) and the Fréchet-Hoeffding upper bound of perfect dependence.
We do not consider here the extension to negative dependence of the Clayton family, introduced by Genest and MacKAY (1986), because of its limited interest for statistical modelling. There is an explicit expression for the relation between Kendall’s tau and the copula parameter, $\tau = \theta/(\theta + 2)$, but the relation between Spearman’s rho and $\theta$ has to be obtained via numerical approximation. We use the approximation implemented in the R package copula (Hofert et al., 2020) to obtain $\hat{\theta}$ from $\rho_n$. The bivariate Gumbel copula has cdf

$$C_\theta(u_1, u_2) = \exp \left\{ - \left[ (-\log u_1)^\theta + (-\log u_2)^\theta \right]^{1/\theta} \right\}$$

for $0 \leq u_1, u_2 \leq 1$ and $\theta \geq 1$. The dependence of the Gumbel copula ranges from independence, when $\theta = 1$, to perfect positive dependence, when $\theta \to \infty$. The coefficient Kendall’s tau is given by the relation $\tau = 1 - 1/\theta$. The Spearman’s rho, as for the Clayton family, has to be obtained numerically. The Plackett copula, for $\theta > 0$ and $\theta \neq 1$, has cdf

$$C_\theta(u_1, u_2) = 1/2\eta \left\{ 1 + \eta(u_1 + u_2) - \left[ (1 + \eta(u_1 + u_2))^2 - 4\eta u_1 u_2 \right]^{1/2} \right\}$$

where $\eta = \theta - 1$ and $0 \leq u_1, u_2 \leq 1$. This is a comprehensive family of copulas as the limits of $C_\theta$ as $\theta \to 0$ and $\theta \to \infty$ correspond to the lower and upper Fréchet-Hoeffding bounds respectively. For $\theta = 1$ the Plackett copula reduces to the independence copula $C_1(u_1, u_2) = u_1 u_2$. In the case of this family, the Kendall’s coefficient must be obtained by approximation while Spearman’s rho is given by $\rho = (\theta + 1)/(\theta - 1) - (2\theta \log \theta)/(\theta - 1)^2$.

Our main interest is on the performance of the estimators for small weakly dependent samples. With that in mind, we consider six different levels of dependence corresponding to Kendall’s tau of 0.1, 0.2, 0.3, 0.4, 0.6 and 0.8, and four sample sizes of 50, 100, 200 and 400. These choices are also informed by the study of Kojadinovic and Yan (2010) to make it possible to benchmark some of our results against theirs. For each level of dependence and sample size we simulate 5,000 samples from the three copula families. Each sample is then used to estimate the copula parameter and standard error.

### 5.1 Results on the finite-sample performance of the estimators

For each copula and degree of dependence considered, we present in Tables 1, 2, 3 and 6 the results for sample sizes 50, 100, 200 and 400 respectively. Tables 5 and 6 can be found in Appendix 2. In the tables, the different copula models are labelled as: C for the Clayton, G for the Gumbel-Hougaard and P for the Plackett. For the six estimators, we report the percentage relative bias ($\text{PRB}_{\hat{\theta}}$), the empirical standard deviation of the estimates ($s_{\hat{\theta}}$), the mean of the
The median, mode and midpoint MPL estimators have smaller bias than the canonical MPL for smaller weakly dependent samples. The advantage of the MM size increases. The empirical percentage coverage does not seem very different across the six

| Cn | PRB | se | τ | PC | PRB | se | τ | PC | PRB | se | τ | PC |
|----|-----|----|---|----|-----|----|---|----|-----|----|---|----|
| 0  | 0.22| 0.23| 0.24| 0.22| 0.24| 0.22| 0.24| 0.22| 0.24| 0.22| 0.24| 0.22|
| 1  | 1.11| 0.12| 0.13| 0.12| 0.13| 0.12| 0.13| 0.12| 0.13| 0.12| 0.13| 0.12|
| 2  | 1.56| 0.79| 0.77| 0.79| 0.77| 0.79| 0.77| 0.79| 0.77| 0.79| 0.77| 0.79|
| 3  | 0.50| 0.29| 0.28| 0.29| 0.28| 0.29| 0.28| 0.29| 0.28| 0.29| 0.28| 0.29|
| 4  | 1.25| 0.16| 0.16| 0.16| 0.16| 0.16| 0.16| 0.16| 0.16| 0.16| 0.16| 0.16|
| 0  | 2.48| 1.22| 1.19| 1.22| 1.19| 1.22| 1.19| 1.22| 1.19| 1.22| 1.19| 1.22|
| 0.3| 0.86| 0.36| 0.36| 0.36| 0.36| 0.36| 0.36| 0.36| 0.36| 0.36| 0.36| 0.36|
| 0.1| 1.43| 0.20| 0.20| 0.20| 0.20| 0.20| 0.20| 0.20| 0.20| 0.20| 0.20| 0.20|
| 0.2| 3.99| 1.19| 1.19| 1.19| 1.19| 1.19| 1.19| 1.19| 1.19| 1.19| 1.19| 1.19|
| 0.6| 3.00| 0.37| 0.37| 0.37| 0.37| 0.37| 0.37| 0.37| 0.37| 0.37| 0.37| 0.37|
| 0.8| 0.80| 0.80| 0.80| 0.80| 0.80| 0.80| 0.80| 0.80| 0.80| 0.80| 0.80| 0.80|
| 0  | 1.33| 0.71| 0.71| 0.71| 0.71| 0.71| 0.71| 0.71| 0.71| 0.71| 0.71| 0.71|
| 0.1| 1.67| 0.57| 0.57| 0.57| 0.57| 0.57| 0.57| 0.57| 0.57| 0.57| 0.57| 0.57|
| 0.2| 6.58| 10.54| 10.54| 10.54| 10.54| 10.54| 10.54| 10.54| 10.54| 10.54| 10.54| 10.54|
| 0.8| 8.00| 8.00| 8.00| 8.00| 8.00| 8.00| 8.00| 8.00| 8.00| 8.00| 8.00| 8.00|
| 0  | 115| 5.00| 5.00| 5.00| 5.00| 5.00| 5.00| 5.00| 5.00| 5.00| 5.00| 5.00|

Table 1: Percentage relative bias (PRB), empirical standard deviation of the estimates (se), mean of the estimated standard errors (s), and empirical percentage coverage (PC) of the approximate 95% confidence interval for the dependence parameter. Estimates based on 5,000 pseudo-random samples of size n = 50.

estimated standard errors (se), and the empirical percentage coverage (PC) of the approximate 95% confidence interval for the parameter estimated as \( \hat{\theta} \pm 1.96 \times se \). In the tables we identify the results using a different subscript for each estimator. The notation for the canonical MPL is \( \hat{\theta} \), for the median MPL is \( \hat{\theta}^m \), for the mode MPL is \( \hat{\theta}^M \), for the MM Kendall’s tau inversion is \( \tau \), and for the MM Spearman’s rho inversion is \( \rho \). As already observed by Kojadinovic and Yan (2010) the MM estimators have smaller relative bias than the canonical MPL for smaller weakly dependent samples. The advantage of the MM estimators over the canonical MPL reduces when the sample size increases. The newly considered median, mode and midpoint MPL estimators have smaller bias than the canonical MPL for weakly dependent samples (\( \tau \leq 0.4 \)) across all sample sizes. The mode and the midpoint MPL estimators have lower bias than the MM estimators for weakly dependent samples especially for smaller samples. The differences between the estimators in terms of bias reduce as the sample size increases. The empirical percentage coverage does not seem very different across the six.
estimators not contradicting the normality assumption of the distribution of the estimators.

Table 2 contains the estimated root mean square error (RMSE) for the canonical MPL estimator obtained for each sample size, copula and level of dependence considered. The RMSE increases with the level of dependence and decreases as the sample becomes larger. Hence, the higher RMSE for the canonical MPL estimator is observed for small strongly dependent samples and the lower RMSE is obtained from weakly dependent large samples. In Table 3 we also report the percentage relative efficiency (PRE) calculated as 100 times the estimated RMSE of the canonical MPL estimator divided by the estimated RMSE of each of the other five estimators. We observe that the MM Kendall’s τ and Spearman’s ρ based estimators outperform the canonical MPL estimator for small weakly dependent samples but this advantage vanishes when the sample size increases or the level of dependence becomes stronger. These results are perfectly in line with the results from Kojadinovic and Yan (2010). The three semiparametric MPL estimators proposed here outperform, in terms of MSE, both MM estimators for all levels of dependence and sample size.

| r   | Cg | #  | PRB_{P} | ρ_{P} | θm_{P} | PC_{P} | PRB_{gm} | ρ_{gm} | θm_{gm} | PC_{gm} | PRB_{M} | ρ_{M} | θm_{M} | PC_{M} |
|-----|----|----|----------|-------|--------|--------|----------|-------|--------|--------|----------|-------|--------|--------|
| 0.1 | C  | 22 | 0.22     | 0.155 | 95.8   | 14.2   | 0.151   | 0.148  | 96.3   | 7.1    | 0.143   | 0.152 | 98.2   |
|     | G  | 11 | 2.1      | 0.085 | 97.2   | 1.3    | 0.082   | 0.085  | 97.6   | 0.5    | 0.077   | 0.082 | 97.5   |
|     | P  | 1.56 | 6.5    | 0.520 | 0.507 | 94.0   | 5.8    | 0.509   | 0.498  | 93.9   | 4.5    | 0.492   | 0.482 | 93.6   |
| 0.2 | C  | 0.50 | 13.8   | 0.196 | 0.190 | 94.1   | 7.7    | 0.190   | 0.183  | 94.2   | 1.5    | 0.181   | 0.182 | 93.8   |
|     | G  | 1.25 | 2.7    | 0.110 | 0.109 | 94.3   | 1.5    | 0.107   | 0.107  | 94.1   | 0.3    | 0.102   | 0.106 | 93.8   |
|     | P  | 2.48 | 6.6    | 0.804 | 0.786 | 94.1   | 5.3    | 0.786   | 0.771  | 93.8   | 3.1    | 0.775   | 0.744 | 93.1   |
| 0.3 | C  | 0.86 | 9.2    | 0.243 | 0.240 | 94.8   | 4.3    | 0.238   | 0.232  | 93.4   | -0.9   | 0.230   | 0.237 | 92.8   |
|     | G  | 1.43 | 3.1    | 0.138 | 0.135 | 94.0   | 1.6    | 0.134   | 0.133  | 93.7   | 0.02   | 0.128   | 0.134 | 93.6   |
|     | P  | 3.99 | 6.2    | 1.243 | 1.222 | 94.2   | 4.5    | 1.213   | 1.198  | 93.8   | 1.7    | 1.166   | 1.157 | 92.8   |
| 0.4 | C  | 1.33 | 6.5    | 0.309 | 0.310 | 94.2   | 2.6    | 0.305   | 0.299  | 92.9   | -1.9   | 0.298   | 0.312 | 92.5   |
|     | G  | 1.67 | 3.2    | 0.170 | 0.169 | 94.3   | 1.6    | 0.166   | 0.166  | 94.2   | -0.3   | 0.160   | 0.168 | 94.0   |
|     | P  | 6.58 | 5.5    | 1.971 | 1.941 | 94.1   | 3.4    | 1.920   | 1.901  | 93.5   | 0.2    | 1.845   | 1.838 | 92.3   |
| 0.6 | C  | 3.00 | 1.8    | 0.528 | 0.561 | 94.7   | -0.8   | 0.524   | 0.556  | 93.1   | -4.3   | 0.514   | 0.595 | 93.3   |
|     | G  | 2.50 | 2.6    | 0.282 | 0.283 | 94.5   | 0.5    | 0.276   | 0.280  | 93.9   | -1.8   | 0.268   | 0.288 | 93.3   |
|     | P  | 21.1 | 2.6    | 5.797 | 5.799 | 93.7   | 0.1    | 5.618   | 5.654  | 92.8   | -5.6   | 5.414   | 5.473 | 91.0   |
| 0.8 | C  | 8.00 | -3.4   | 1.198 | 1.533 | 95.6   | -5.4   | 1.199   | 1.587  | 94.9   | -8.1   | 1.176   | 1.742 | 95.1   |
|     | G  | 5.00 | -0.3   | 0.591 | 0.658 | 95.2   | -2.5   | 0.583   | 0.660  | 93.9   | -5.1   | 0.569   | 0.710 | 93.7   |
|     | P  | 115 | -6.0   | 27.836 | 29.825 | 90.5   | -8.9   | 26.916  | 28.828 | 88.5   | -11.7  | 26.386  | 28.279 | 85.9   |

Table 2: Percentage relative bias (PRB), empirical standard deviation of the estimates (σ), and empirical percentage coverage (PC) of the approximate 95% confidence interval for the dependence parameter. Estimates based on 5,000 pseudo-random samples of size n = 100.
The asymptotic percentage relative efficiency for each estimator is calculated as the best for weakly dependent samples (θ ≤ 0.4). In summary, the simulations suggest that the mode MPL is overall preferable in the cases considered here.

Finally, we estimated the asymptotic relative efficiency of the median MPL, mode MPL, midpoint MPL, MM Kendall’s and MM Spearman’s estimators in relation to the canonical MPL estimator. The asymptotic percentage relative efficiency for each estimator is calculated as

Table 3: Estimated root mean square error (RMSE) of the canonical MPL estimator and percentage relative efficiency (PRE) of the median MPL, mode MPL, midpoint MPL, MM Kendall’s and MM Spearman’s estimators in relation to the canonical MPL estimator.
the estimated variance of the canonical MPL estimate, divided by the estimated variance of the MPL estimate given by the method being compared with, multiplied by 100. The estimates are obtained from a pseudo-randomly generated sample of size \( n = 100,000 \). The results, presented in Table 4, confirm that the three proposed MPL estimators and the canonical MPL estimator are asymptotically equally efficient outperforming the MM Kendall’s tau and Spearman’s rho based estimators.

### Table 4: Asymptotic percentage relative efficiency.

| \( \tau \) | C 0.1 | C 0.2 | C 0.3 | C 0.4 | C 0.6 | C 0.8 |
|---|---|---|---|---|---|---|
| G 1.11 | 99.7 | 100.0 | 100.0 | 84.3 | 87.6 | 77.8 |
| P 1.56 | 100.0 | 100.0 | 100.0 | 92.8 | 93.3 | 91.5 |
| G 1.25 | 99.5 | 100.0 | 100.0 | 95.5 | 86.4 | 82.7 |
| P 2.48 | 100.0 | 100.0 | 100.0 | 91.5 | 83.1 | 84.2 |
| G 1.43 | 99.5 | 100.0 | 100.0 | 95.5 | 86.4 | 82.7 |
| P 3.99 | 100.0 | 100.0 | 100.0 | 91.5 | 83.1 | 84.2 |
| G 1.67 | 99.4 | 100.0 | 100.0 | 95.6 | 90.7 | 91.5 |
| P 6.58 | 100.0 | 100.0 | 100.0 | 92.1 | 78.4 | 82.9 |
| G 2.50 | 99.6 | 100.0 | 100.0 | 92.1 | 78.4 | 81.6 |
| P 21.13 | 100.0 | 100.0 | 100.0 | 81.6 | 69.8 | 81.6 |
| G 5.00 | 99.8 | 100.0 | 100.0 | 95.6 | 87.2 | 87.2 |
| P 115 | 100.0 | 100.0 | 100.0 | 92.1 | 78.4 | 82.9 |

6 Conclusion

Kim et al. (2007) and Fermanian and Scaillet (2005) found that misspecification of the margins leads to non robust estimation of the dependence structure of a random vector with overestimation of the degree of dependence. Later, Kojadinovic and Yan (2010) find that overestimation of the degree of dependence can happen even when the unknown margins are estimated nonparametrically, especially for small weakly dependent samples, and that the mean squared error increases with the degree of dependence.

We show here that the pseudo-observations used in the canonical MPL estimation method (Genest et al. 1995) can be seen as expected values of the order statistics. Our simulation study shows that using the mode of the order statistics instead of the mean when calculating the pseudo-observations seems to reduce the overestimation of the level of dependence, outperforming the canonical MPL and the inversion methods Kendall’s tau and Spearman’s rho in terms of mean squared error for weakly dependent samples. For larger strongly dependent samples the canonical MPL still slightly outperforms the proposed modified MPL estimators. Hence,
within the conditions considered, our study strongly suggests that it is preferable to use the
MPL estimator where the pseudo-observations are calculated as the mode of the order statistics
rather than the mean.
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Appendix 1: Consistency of the pseudo-observations estimators

Let $X_1, X_2, \ldots, X_n$ be independent and identically distributed (iid) random variables from an unknown distribution with cdf $F$. The empirical distribution function can be defined (see van der Vaart 1998, page 265) as

$$F_n(x) = \frac{1}{n} \sum_{i=1}^{n} 1(X_i \leq x), \quad x \in \mathbb{R}$$

where $1(A)$ is the indicator function of event $A$.

**Proposition (A.1).** $F_n(x)$ is a consistent estimator of $F(x)$ for every $n$.

**Proof.** For a fixed $x$, $1(X_i \leq x)$ is a Bernoulli random variable with parameter $p = F(x)$. Hence, $\sum_{i=1}^{n} 1(X_i \leq x) = nF_n(x)$ is a binomial random variable with parameters $n$ and $p$, mean $np = nF(x)$ and variance $np(1 - p) = nF(x)[1 - F(x)]$.

The mean of $F_n(x)$ is then

$$E[F_n(x)] = \frac{1}{n} E[nF_n(x)] = \frac{1}{n} nF(x) = F(x),$$

which means that $F_n(x)$ is an unbiased estimator of $F(x)$ for each $n$, and its variance,

$$\text{var}[F_n(x)] = \frac{1}{n^2} \text{var}[nF_n(x)] = \frac{1}{n^2} nF(x)[1 - F(x)] = \frac{1}{n} F(x)[1 - F(x)],$$

go to zero as $n \to \infty$ for all $F(x)$. By the strong law of large numbers, for every value of $x$, the estimator $F_n(x)$ converges to $F(x)$ as $n \to \infty$ almost surely, thus $F_n(x)$ is a consistent estimator of $F(x)$ for every $n$ (see Lehmann and Casella 1998, page 55).

\[\square\]

The following theorem is a useful result for establishing the consistency of estimators (see Casella and Berger 2002, page 469).

**Theorem (A.2).** Let $T_n$ be a consistent estimator for every $n$ of a parameter $\theta$. Let $a_1, a_2, \ldots$ and $b_1, b_2, \ldots$ be sequences of constants satisfying

1. $\lim_{n \to \infty} a_n = 1$,
2. $\lim_{n \to \infty} b_n = 0$.

Then $U_n = a_n T_n + b_n$ is a consistent estimator of $\theta$ for every $n$.

Now we can easily show that the pseudo-observations calculated as in (3), (4), (5) and (6) are obtained from consistent estimators of the cdf $F$. 
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Proposition (A.3). Let $X_1, \ldots, X_n$ be iid random variables from distribution $F$ then, for $x \in \mathbb{R}$,

1. $F_{n_1}(x) = \frac{1}{n+1} \sum_{i=1}^{n} 1(X_i \leq x)$,
2. $F_{n_2}(x) = \frac{1}{n+1/3} \left( \sum_{i=1}^{n} 1(X_i \leq x) - \frac{1}{3} \right)$,
3. $F_{n_3}(x) = \frac{1}{n-1} \left( \sum_{i=1}^{n} 1(X_i \leq x) - 1 \right)$ and
4. $F_{n_4}(x) = \frac{1}{n} \left( \sum_{i=1}^{n} 1(X_i \leq x) - \frac{1}{2} \right)$

are all consistent estimators of $F(x)$ for every $n$.

Proof. 1. We can write the estimator $F_{n_1}$ as a function of the empirical distribution function as

$$\frac{1}{n+1} \sum_{i=1}^{n} 1(X_i \leq x) = \frac{n}{n+1} F_n(x).$$

Since $n/(n+1)$ approaches 1 as $n$ goes to infinity, using Theorem A.1, we have that the mean of the order statistic is a consistent estimator of $F(x)$.

2. We can write the estimator $F_{n_2}$ as a function of the empirical distribution function as

$$\frac{1}{n+1/3} \left( \sum_{i=1}^{n} 1(X_i \leq x) - \frac{1}{3} \right) = \frac{n}{n+1/3} F_n(x) - \frac{1/3}{n+1/3}.$$

Since $n/(n+1/3)$ approaches 1 and $1/3(n+1/3)$ approaches zero, as $n$ goes to infinity, using theorem A.1, we conclude that the approximate median of the order statistic is a consistent estimator of $F(x)$.

3. We can write the estimator $F_{n_3}$ as a function of the empirical distribution function as

$$\frac{1}{n-1} \left( \sum_{i=1}^{n} 1(X_i \leq x) - 1 \right) = \frac{n}{n-1} F_n(x) - \frac{1}{n-1}.$$

Since $n/(n-1)$ approaches 1 and $1/(n-1)$ approaches zero, as $n$ goes to infinity, using theorem A.1, we obtain that the approximate median of the order statistic is a consistent estimator of $F(x)$.

4. We can write the estimator $F_{n_4}$ as a function of the empirical distribution function as

$$\frac{1}{n} \left( \sum_{i=1}^{n} 1(X_i \leq x) - \frac{1}{2} \right) = F_n(x) - \frac{1}{2n}.$$

Since $1/(2n)$ approaches zero, as $n$ goes to infinity, using theorem A.1, we have that estimator (6) is a consistent estimator of $F(x)$.

\[\square\]
Appendix 2: Finite-sample performance for $n = 200$ and $n = 400$

| $r$ | $\theta$ | $\theta$ | PRB $\hat{\theta}_{PC}$ | $\tau_g$ | $\pi_g$ | PC $\hat{\theta}_{PC}$ | PRB $\hat{\theta}_{SM}$ | $\tau_g$ | $\pi_g$ | PC $\hat{\theta}_{SM}$ | PRB $\hat{\theta}_{M}$ | $\tau_g$ | $\pi_g$ | PC $\hat{\theta}_{M}$ |
|-----|-----|-----|----------------|--|-----|----------------|------------------|-----|-----|----------------|---------------|-----|-----|----------------|
| 0.1 | C | 0.22 | 0.066 | 0.104 | 94.1 | 0.016 | 0.013 | 94.0 | $\mathbf{-0.4}$ | 0.098 | 0.097 | $\mathbf{95.3}$ |
| G | 1.11 | 0.056 | 0.058 | 95.1 | 0.5 | 0.055 | 0.058 | 94.8 | $\mathbf{0.2}$ | 0.053 | 0.056 | $\mathbf{94.5}$ |
| P | 1.56 | 0.048 | 0.040 | 94.0 | 1.8 | 0.342 | 0.337 | 94.0 | $\mathbf{1.2}$ | 0.336 | 0.332 | $\mathbf{93.8}$ |

| 0.2 | C | 0.50 | 0.130 | 0.129 | 94.2 | 0.131 | 0.126 | 93.9 | $\mathbf{-1.2}$ | 0.127 | 0.126 | $\mathbf{93.4}$ |
| G | 1.25 | 0.072 | 0.074 | 95.4 | 0.6 | 0.071 | 0.073 | 95.2 | $\mathbf{-0.1}$ | 0.069 | 0.073 | $\mathbf{94.8}$ |
| P | 2.48 | 0.533 | 0.528 | 94.1 | 1.5 | 0.528 | 0.523 | 94.0 | $\mathbf{0.4}$ | 0.517 | 0.513 | $\mathbf{93.5}$ |

| 0.3 | C | 0.86 | 0.169 | 0.165 | 94.0 | 1.2 | 0.167 | 0.161 | 92.9 | $\mathbf{-2.3}$ | 0.164 | 0.164 | $\mathbf{92.6}$ |
| G | 1.43 | 0.090 | 0.092 | 95.2 | 0.7 | 0.088 | 0.092 | 95.2 | $\mathbf{-0.3}$ | 0.086 | 0.092 | $\mathbf{94.9}$ |
| P | 3.99 | 0.828 | 0.822 | 94.6 | 1.1 | 0.818 | 0.814 | 94.2 | $\mathbf{-0.3}$ | 0.801 | 0.799 | $\mathbf{93.5}$ |

| 0.4 | C | 1.33 | 0.216 | 0.212 | 93.8 | 0.5 | 0.214 | 0.207 | 92.8 | $\mathbf{-2.5}$ | 0.212 | 0.214 | $\mathbf{92.4}$ |
| G | 1.67 | 0.113 | 0.115 | 95.3 | 0.5 | 0.111 | 0.114 | 95.0 | $\mathbf{-0.7}$ | 0.109 | 0.115 | $\mathbf{95.0}$ |
| P | 6.58 | 1.313 | 1.308 | 94.8 | 0.6 | 1.296 | 1.294 | 94.3 | $\mathbf{-1.1}$ | 1.267 | 1.27 | $\mathbf{93.6}$ |

| 0.6 | C | 3.00 | 0.373 | 0.379 | 94.4 | 0.372 | 0.375 | 92.8 | $\mathbf{-3.7}$ | 0.368 | 0.401 | $\mathbf{93.2}$ |
| G | 2.50 | 0.188 | 0.193 | 95.0 | 0.0 | 0.186 | 0.192 | 94.5 | $\mathbf{-1.5}$ | 0.183 | 0.196 | $\mathbf{94.3}$ |
| P | 21.13 | 3.898 | 3.916 | 94.4 | 1.0 | 3.837 | 3.866 | 93.8 | $\mathbf{-3.1}$ | 3.745 | 3.79 | $\mathbf{92.5}$ |

| 0.8 | C | 8.00 | 0.845 | 1.001 | 95.2 | 4.1 | 0.845 | 1.048 | 94.9 | $\mathbf{-5.8}$ | 0.835 | 1.175 | $\mathbf{95.2}$ |
| G | 5.00 | 0.402 | 0.438 | 95.6 | 1.7 | 0.399 | 0.443 | 95.0 | $\mathbf{-3.4}$ | 0.393 | 0.476 | $\mathbf{94.1}$ |
| P | 11.5 | 4.021 | 4.141 | 92.2 | 5.9 | 4.019 | 4.187 | 90.9 | $\mathbf{-8}$ | 4.172 | 4.531 | $\mathbf{89.0}$ |

Table 5: Percentage relative bias (PRB), empirical standard deviation of the estimates ($s$), mean of the estimated standard errors ($\pi_s$), and empirical percentage coverage (PC) of the approximate 95% confidence interval for the dependence parameter. Estimates based on 5,000 pseudo-random samples of size $n = 200$. 
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Table 6: Percentage relative bias (PRB), empirical standard deviation of the estimates ($s$), mean of the estimated standard errors ($\hat{s}$), and empirical percentage coverage (PC) of the approximate 95% confidence interval for the dependence parameter. Estimates based on 5,000 pseudo-random samples of size $n = 400$.
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