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ABSTRACT
Digital watermarking is considered one of the most promising techniques to verify the authenticity and integrity of digital data. It is used for a wide range of applications, e.g., copyright protection, tamper detection, traitor tracing, maintaining the integrity of data, etc. In the past two decades, a wide range of algorithms for relational database watermarking has been proposed. Even though a number of surveys exist in the literature, they are unable to provide insightful guidance to choose the right watermarking technique for a given application. In this paper, we provide an exhaustive empirical study and thorough comparative analysis of various relational database watermarking techniques in the literature. Our work is different from the existing survey papers as we consider both distortion-based and distortion-free techniques along with a rigorous experimental analysis demonstrating a detailed comparison on robustness, data usability, and computational cost with considerable empirical evidence.
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I. INTRODUCTION
Digital watermarking is considered one of the most promising techniques to verify the authenticity and integrity of digital data. It is used for a wide range of applications, e.g., copyright protection, tamper detection, traitor tracing, maintaining the integrity of data, etc. For several decades, relational databases are at the heart of many information systems. As they contain crucial information, they must be protected before sharing them to the world of the internet. Although encryption is used to protect the data stored in a relational database from being accessed by individuals with malicious intent, but it is very restrictive in nature. Since the first proposal in 2000 in [1] that used digital watermark for protecting a database of map information, various relational database watermarking techniques have been proposed in the literature thereafter. Among them, the first and most significant one is proposed by Agrawal and Kiernan in [2]. The database watermarking techniques embed a piece of information (known as watermark) in an underlying data and extract it later from any suspicious content in order to verify the absence or presence of any possible attacks. The former phase is known as Embedding phase, whereas the later phase is known as Detection or Verification phase. In general, these database watermarking techniques are classified as (i) distortion-based techniques that embed the watermark into the underlying content of the data and (ii) distortion-free techniques that generate the watermark based on various characteristics of the data.

A number of survey papers [3]–[11] already exist in the literature, which provides a comprehensive summary of different techniques and their comparison. Authors in [3] elaborated the features of the relational databases, application of digital watermarking, attack analysis of the then existing distortion-based and distortion-free watermarking techniques. A survey of reversible watermarking approaches has been proposed in [4], [5]. A holistic study of distortion-based watermarking techniques has been proposed in [6]. A recent survey on multimedia and database watermarking is reported in [7] where, in addition to different multimedia artifacts, a comparative summary of only nine existing database watermarking techniques is presented. Other significant works related to the survey of relational database watermarking include [8]–[11].

Despite this, the existing survey papers do not carry the following insights that may provide an appropriate guidance to choose the right watermarking technique for a given appli-
cation: (i) what should be the criteria to compare different categories of watermarking techniques, (ii) how to show empirically that a particular watermarking technique is better than the other techniques, (iii) lack of emphasis towards distortion-free techniques.

To fill this knowledge gap and to provide a well-informed guidance to the users for a wise decision on choosing right watermarking technique, in this paper, we provide an exhaustive empirical study and thorough comparative analysis of various relational database watermarking techniques. Our work is different from the existing survey papers as we consider both distortion-based and distortion-free techniques along with a comprehensive experimental analysis of robustness, data usability, and computational cost, and their comparisons with considerable empirical evidence.

In order to achieve these objectives, our major contributions in this paper are as follows:

1) We classify the distortion-based and distortion-free techniques in various categories on the basis of the algorithmic steps adopted as well as the type of the watermark information used in the algorithm.

2) We perform an empirical study on a selected number of algorithms, each representing the class of algorithm it belongs to. In particular, we perform a rigorous experimental analysis demonstrating a detailed comparison on robustness, data usability, and computational cost.

3) Our empirical analysis provides a well-informed guidance to the users for a wise decision on choosing right watermarking technique.

The structure of the rest of the paper is as follows: Section II explains the research methodology we adopted. Section III and IV provide the detailed comparative performance analysis of distortion-based and distortion-free algorithms respectively. Section V discusses our evaluation-results w.r.t. the existing experimental observations. Section VI provides a guidance to the users for choosing the right watermarking technique for a given application. Finally, we conclude our work in Section VII.

II. RESEARCH METHODOLOGY

A. PRIMARY STUDY SELECTION

We perform the primary study by searching the major online scientific repositories (depicted in Table 1) using the following search queries: “relational database watermarking”, “watermarking of relational databases”, and “copyright protection of relational databases”. In all cases, we set as a filter the years from 2002 to 2022.

We carefully analyze each and every publication obtained in the search result by following the inclusion and exclusion criteria mentioned in the subsequent subsection.

B. INCLUSION/EXCLUSION CRITERIA

In this study, we consider research works published in journal, conference, symposium, or workshop and we exclude other kinds of works such as books, newsletters, magazines, technical reports, Ph.D. thesis, and undergraduate/master project documents. These criteria are depicted in Table 2.

| Criteria      | Explanation                                                                 |
|---------------|-----------------------------------------------------------------------------|
| Exclusion     | The research works related to other databases watermarking like XML, JSON, etc. |
|               | It is a patent.                                                              |
|               | It is not published in the English language.                                |
|               | It is a Ph.D. thesis or undergraduate/master project document.               |
|               | It is a book, newsletter, magazine, or technical report.                    |
| Inclusion     | It is a journal, conference, symposium, or workshop paper and the title, keywords, and abstract explicitly indicate that the paper is related to relational database watermarking. |

### TABLE 2: Inclusion and Exclusion Criteria

C. SELECTION RESULTS

Considering the above-mentioned search queries, we obtain the following results:

- Google Scholar: 497 results
- IEEE Xplore Digital Library: 24 results
- ACM Digital Library: 6 results
- Science Direct: 16 results
- MDPI: 2 results
- Springer: 68 results

As these search results overlap, we remove the duplicate entries and obtain 416 publications. Finally, after applying the inclusion and exclusion criteria, we obtain 94 publications that we consider in our paper. The summary of the articles by type of publication and the temporal trend of these research publications under consideration are depicted in Table 3 and Figure 1 respectively. We analyze these 94 papers on the basis of a brief overview of the watermarking technique, the data set used in the experiment, and the attacks performed.

### TABLE 3: Summary of articles by the type of the publication

| Sites      | #Articles | % Article |
|------------|-----------|-----------|
| Journal    | 46        | 48.93     |
| Conference | 34        | 36.17     |
| Symposium  | 7         | 7.44      |
| Workshop   | 7         | 7.44      |

D. QUALITY ASSESSMENT

We subsequently check the quality of the research works. The studies were classified on the basis of the types of algorithms adopted as follows: The distortion-based techniques are classified in the following six categories:
E. RESULTS

We examine the motivations, contributions, future works of the papers which passed the quality assessment. We select one algorithm in each category that follows any one of the following criteria for the experimental analysis:

1) Criteria 1: Select the pioneer work if the other recent works are minor variants of the pioneer work and there is no significant improvement.
2) Criteria 2: If there is a significant improvement in the recent work compared to the previous works then select the recent one.
3) Criteria 3: Select a work in a category if the work is published in a publication having a higher core ranking and h-5 index.

Let us discuss the research works under each category of distortion-based and distortion-free techniques in detail.

1) Distortion-based techniques:

The distortion-based watermarking techniques are classified on the basis of the algorithmic steps adopted as well as the type of the watermark information, described below:

a: Meaningless bit-pattern as the watermark

Authors in [2], [12]–[20] propose the watermarking algorithms that embed a meaningless bit pattern of the watermark into the data set. Authors in [2] have proposed the algorithm in which hash function is used to decide the marking of a particular tuple. Authors in [12], [14]–[16], [21] extend the proposal of [2]. For example, in [12] the pseudo-random number generator is used instead of a hash function. In [14] chaotic random number generator is used instead of the hash value. Gupta et al. in [15] extend the proposal of Agrawal et al. in [2] and propose a reversible watermarking algorithm. Authors in [16] use the similar approach of [2] but instead of flipping the least significant bits (LSB) they embed random digits (0 to 9) at LSB of the attribute values. Authors in [17] apply data flow analysis to identify the variant and non-variant parts of the relational database, and then apply the watermarking algorithm in [2] to embed the watermark.

b: Virtual Primary Key based

In most of the watermarking algorithms, it is assumed that the primary key exists and is not distorted by the attackers. However, it may not be always true. To deal with this situation, various techniques have been proposed to generate and use Virtual Primary Key (VPK) instead of a primary key. Authors in [2] propose an extended proposal named as S-Scheme in [22]. In S-scheme, one attribute is used to generate the VPK and the remaining attributes are used for watermark embedding. Authors in [22] propose E-scheme and M-scheme. The VPKs generated in E-scheme is similar to the S-scheme, but it considers all of the attributes. M-scheme considers more than one attribute per tuple to generate the VPK. In this approach, each time a different attribute is selected and hence is more resilient towards the delete problem. Other approaches based on virtual primary keys are proposed in [23]–[27]. Approaches in [23], [24] are similar to the M-Scheme. Two attributes having hash values near zero are considered. In [23], the textual attributes are considered. The VPK is generated based on two numeric attributes in [24]. Different attributes are selected each time in [25]. The HQR-Scheme [26] generates one VPK per tuple based on the cyclic model of the attribute.
Various watermarking approaches [28]–[36] embed images as the watermark into the relational databases. All these approaches first group the tuples and then embed the bit string of the image watermark. Authors in [28] insert a binary image watermark into a relation. In the case of text data, the carriage return character represents 1 and the linefeed character represents 0 of the watermark bits. In the case of numeric data, the watermark bits are embedded in the LSBs of the attribute value.

In most of the techniques, the partitioning of tuples is based on hashing. However, in the case of Huang et al. in [29], the tuples are clustered into equivalent classes by using the k-means algorithm. The parity of the watermark bit is compared with the LSB of the candidate attribute for embedding the watermark bit. The location of the embedded watermark is assured by the clustering method. In [30], the original image of size $N \times N$ is converted into a binary string of length $L = N \times N$. The tuples are grouped into $L$ groups based on the hash function, and an $i^{th}$ bit of the binary string is embedded into the bit positions of a fixed attribute in the $i^{th}$ group. The authors in [31] follow the same algorithm as in [30] but they do not consider a fixed attribute and they do not consider the order of image during computing the bit position. After marking, the usability constraints are also checked. The approach in [32] is also similar to [31]. The difference is that they have divided the image into two parts: header and image data. The header is used for the grouping of the tuples and the image data is converted into a binary string and embedded into these groups.

d: Partitioning based
The partitioning based watermarking techniques [37]–[44] partition the data into various groups and embed the watermark into these groups independently. In [37], a marker tuple is used for partitioning and one watermark bit is embedded into one group maintaining the usability constraints. In [38], instead of marker tuple, the hash function is used for partitioning the tuples into groups, and in each group, the watermark bit is embedded by altering the group statistics satisfying the usability constraints. In [40] also, the hash function is used for partitioning. The changes are minimized by selecting a few tuples for watermarking and the watermark (generated from date-time) bit is embedded in each of the selected tuples. In [43], the tuples are partitioned and in each partition, two types of watermark, attribute watermark $W_1$ and tuple watermark $W_2$ are embedded.

e: Fake tuple/attribute insertion
The watermarking techniques in this category insert a new tuple or a new attribute into the database relation as a watermark. In [45], probability distributions are used to determine the properties of the new tuple inserted as a watermark. In [46], a new attribute is inserted into the existing relation. Parity checks are calculated from each attribute and appended to that attribute. The new attribute also has a value from the aggregate function of any of the attributes for all tuples.

f: Fingerprinting Techniques
A fingerprint is a piece of meaningful information, e.g., social security number that is used as a watermark. Authors in [48] extend the proposal of [2] but embed a fingerprint of length $L$ computed from a hash function taking input as secret key $K$ and user identifier $n$. Liu et al. in [47] propose a block-oriented fingerprinting technique. The hash function is based on a secret key and the buyer’s ID is used to generate the fingerprint. Authors in [49] propose a twice-embedding watermarking scheme. In the first process, the fingerprint value is used to select the position and the embedding value for every group. In the second process, a pattern is embedded using the fingerprint as the secret key. Authors in [50] also extend the proposal of [2] but they embed fingerprint instead of meaningless bit pattern and they propose schemes named as E-scheme and M-scheme for constructing the virtual primary keys. In [51], watermarking is based on integer linear programming constraint solving. In [52], a buyer’s “thumb impression” is used for embedding the fingerprints.

g: Other Meaningful Watermark Information based
In [41], the database tuples are partitioned based on the hash function, and meaningful information is embedded in a single attribute as the watermark. Authors in [54] use a pseudo-random sequence number to know the attribute and bit position where the watermark is to be embedded. Similarly [52], [53], [55], [56] also embed meaningful information as the watermark.

A brief overview of different distortion-based watermarking techniques within each category is depicted in Tables 4, 5, and 6.

2) Distortion-free techniques:
The distortion-free techniques can be classified into following categories:

a: Permutation of tuples
In these techniques, the order of the tuples is arranged based on secret parameters without causing any distortion in the data values. The significant proposals that perform tuple-reordering based watermarking are proposed in [57]–[61]. In [57], some secure parameters are used to partition the tuples into groups. The order of two tuples is changed based on the hash values of the tuple and the watermark bit. In [62], the value of some critical attribute(s) is used to re-order the tuples relative to a secret initial order, e.g., ascending. The proposed schemes in [58]–[61] are also similar to the approach as proposed in [57] as they also partition the tuples into groups and the tuples are re-ordered in a group that corresponds to the watermark.

b: Converting Database Relation into Binary Form
These techniques convert the database relation into a binary form. In [63], the watermark is generated from the most significant bits (MSBs) of the attribute values and can be verified publicly. In [64], the watermark can not be verified publicly as it uses a private key. The approaches in [65],
| Category                                      | Paper                        | Brief Overview                                                                 | Data Set used                          | Attacks analysed                               | Selected for experiment | Selection Criteria |
|----------------------------------------------|------------------------------|--------------------------------------------------------------------------------|----------------------------------------|-----------------------------------------------|------------------------|--------------------|
| Meaningless bit-pattern as the watermark     | Agrawal et al. [2]           | Hash function is used for selecting the attribute value and the bit position to be marked. | Forest CoverType                       | Bit flipping, mix and match, additive, invertibility, subset same as [2] | Yes                    | Criteria 1         |
|                                              | Agrawal et al. [12]          | Uses pseudo-random sequence generator instead of hash function.                   | same as [2]                            | same as [2]                                   | No                     |                    |
|                                              | Agrawal et al. [13]          | Uses pseudo-random sequence generator instead of hash function.                   | Random databases and keys were generated | mix and match                                 | No                     |                    |
|                                              | Lafayette [20]               | Describes the security analysis of [2]                                            | Generated 270 sets of random documents |                                                | No                     |                    |
|                                              | Gupta et al. [15]            | Watermark bits replace the bit of the integer part of the attribute values and it is inserted in the fraction part of the attribute value. | A table of retail data set              | subset extracting, subset addition, randomized data substituting, additive massive deletion, random deletion, incremental update, epsilon, collusion attack | No                     |                    |
|                                              | Qin et al. [14]              | Uses chaotic random series based on the Logistic chaos equation to avoid collision of hash function. | railway freight information            |                                                | No                     |                    |
|                                              | Xiao et al. [16]             | Digits (0,1,...,9) are embedded at the LSB bits of the candidate attribute values. | same as [2]                            | Update attack                                 | No                     |                    |
|                                              | Rani et al. [17]             | Applies data flow analysis to identify variant and invariant part and embeds the watermark into invariant part applying [2]. | same as [2]                            |                                                | No                     |                    |
|                                              | Zhang et al. [18]            | Based on LSB modification for numerical data and space embedding, symbol modification, text modification for textual data. | 1. German credit risk dataset, 2. Dow Jones Industrial Average (DJIA) stock dataset, 3. Reddit World News Channel historical news headlines dataset real time database relation related to ticket assignment. | subset deletion, subset modification, subset addition | No                     |                    |
|                                              | Melkundi et al. [19]         | Watermarked both textual and numerical data and for numerical data, LSB bit flipping is performed. | 1. German credit risk dataset, 2. Dow Jones Industrial Average (DJIA) stock dataset, 3. Reddit World News Channel historical news headlines dataset real time database relation related to ticket assignment. | subset insertion, subset deletion, subset alteration | No                     |                    |
| Virtual Primary Key Based                    | Agrawal et al. [2]           | The VPK is generated by using only one attribute, and the rest of the attributes are selected to perform the WM embedding. | No experiments performed               | -                                             | No                     | Criteria 1         |
|                                              | Li et al. [22]               | MSB of more than one attribute of each tuple is used to generate virtual primary key. | same as [2]                            | bit flipping, subset, superset, attributed addition, deletion, modification, collision, invertibility, additive | Yes                    |                    |
|                                              | Chang et al. [23]            | Textual attributes are used to generate virtual primary keys.                     | Artificially generated database        | Tuple deletion, tuple alteration, tuple insertion | No                     |                    |
|                                              | Khanduja et al. [24]         | Similar to M-scheme of [22] but only two specific attributes are used for VPK generation. | No experiments performed              | subset deletion, subset alteration, attribute attack, tuple sorting, additive, invertibility, linear transformation | No                     |                    |
|                                              | Gort et al. [25]             | Focused on selecting each time different attributes and different bit for VPK generation. | same as [2]                            | Attribute deletion                            | No                     |                    |
|                                              | Gort et al. [26]             | Based on the cyclic model of the attribute                                         | same as [2]                            |                                                | No                     |                    |
|                                              | Gort et al. [27]             | Proposes double fragmentation of the watermark by using the existing redundancy in the set of virtual primary keys. | same as [2]                            |                                                | No                     |                    |

TABLE 4: Distortion-based Watermarking Techniques ('-' indicates 'not mentioned').
| Category                  | Paper                          | Brief Overview                                                                 | Data Set used                          | Attacks analysed                                                                 | Selected for experiment | Selection Criteria |
|--------------------------|-------------------------------|---------------------------------------------------------------------------------|----------------------------------------|----------------------------------------------------------------------------------|-------------------------|-------------------|
| Image as Watermark       | Hu et al. [31]                | Similar to [30] but not considered a fixed attribute to embed the watermark bits| Generated synthetic data               | subset addition, subset selection, subset alteration                              | No                      | Criteria 2        |
|                          | Zhang et al. [28]             | Insert a binary image watermark W into a relation in form of 0,1 sequences       | Real life KDD Cup 98 data set          | subset addition, subset alteration, subset deletion, modification attack          | Yes                     |                   |
|                          | Sardoudi et al. [34]          | image watermark embedded into numerical attributes                              | Randomly generated tuples              | subset selective, subset additive, subset modification, subset reverse order      | No                      |                   |
|                          | Wang et al. [30]              | Bits of a watermark image is embedded into bit positions of a fixed attribute of selected tuples in each group | Meteorological database                | subset update, subset delete                                                      | No                      |                   |
|                          | Huang et al. [29]             | Uses k-means clustering algorithm to locate the embedded watermark               | -                                      | selection, addition, alteration                                                   | No                      |                   |
|                          | Zhou et al. [32]              | Similar to [31] but image is divided into two parts, one part is used in grouping of tuples and another is used in embedding | Constructed own database               |                                                                                 | No                      |                   |
|                          | Al-Haj et al. [35]            | Based on inserting binary image watermarks in non-numeric multi-word attributes of selected database tuples. | Same as [2]                           |                                                                                 | No                      |                   |
|                          | Yige et al. [36]              | Transformed frequency coefficients to embed image watermark                      | Same as [2]                           |                                                                                 | No                      |                   |
|                          | Gort et al. [33]              | Spatial image watermarking technique is used                                    | -                                      |                                                                                 | No                      |                   |
|                          | Liu et al. [47]               | Hash function is used to generate the fingerprint.                              | -                                      |                                                                                 | No                      |                   |
|                          | Li et al. [48]                | Extends the proposal in [2] but a fingerprint is embedded                        | Same as [2]                           |                                                                                 | Yes                     | Criteria 3        |
|                          | Guo et al. [49]               | Proposes twice-embedding scheme. The fingerprint bits are embedded in the first round. In second round a pattern is embedded using the fingerprint as secret key. | Same as [2]                           |                                                                                 | Yes                     |                   |
|                          | Lafaye et al. [50]            | Watermarking is based on integer linear programming constraint solving.         | 1. Synthetic data 2. Forest CoverType data set | subset attacks, data alteration                                                   | No                      |                   |
|                          | Solami et al. [51]            | A buyer’s “thumb impression” is used as the fingerprint to be embedded.         | Rail system ticket pricing related data set | collision, tuple deletion, tuple alteration, insertion | No                      |                   |
|                          | Li et al. [22]                | Extends the proposal in [2] but embed meaningful fingerprint.                   | Flight scheduling database             | bit flipping, subset, attribute (insert, delete, modify), collusion, additive     | No                      |                   |
|                          | Gourmashbhand [45]            | Inserts new fake tuples as watermarks and properties of these watermarks are determined by probability distributions. | Flying scheduling database             |                                                                                 | No                      |                   |
|                          | Prasannakumari [46]           | A virtual attribute is added as the watermark. The aggregate function and parity checks is used to calculate the values of that attribute. | Sample data set                       |                                                                                 | Yes                     | Criteria 2        |

**TABLE 5:** (Continuation of Table 4) Distortion-based Watermarking Techniques (’-’ indicates ‘not mentioned’).
| Category          | Paper                  | Brief Overview                                                                 | Data Set used                                      | Attacks analysed                                           | Selected for experiment | Selection Criteria |
|-------------------|------------------------|-------------------------------------------------------------------------------|---------------------------------------------------|-----------------------------------------------------------|-------------------------|-------------------|
| **Partitioning**  | Kamran et al. [39]     | Data is partitioned by using hash function satisfying the usability constraints and each bit of the watermark is embedded in each partition. | biomedical and biomedicine data sets               | deletion                                                  | No                      |                   |
| Based             | Kamran et al. [40]     | Data is partitioned by using hash function and watermarks bits are embedded in each selected tuple. | Real life data set that shows power consumption rates same as [40] | deletion, insertion, alteration, multifaceted, collusion, additive deletion, alteration, insertion | Yes                     | Criteria 3        |
|                   | Shehab et al. [38]     | Data is partitioned using hash function and watermark bit is embedded by altering the partition statistics. |                                                   | subset selection, subset alteration, subset addition, attribute cutting | No                      |                   |
|                   | Huang et al. [41]      | Data partitioned using hash function and single bit of owner’s watermark is embedded in one group. | Walmart Sales database same as [2]               | Data loss attack, data alteration attack | No                      |                   |
|                   | Sion et al. [37]       | Data partitioned based on marker tuple and one bit of the watermark is embedded into one partition. |                                                   | Attribute cutting, subset addition, alteration, Attribute value modify, tuple insertion (single and multiple), tuple deletion (single and multiple), tuple modification (single and multiple) | No                      |                   |
|                   | Rao et al. [42]        | Data partitioned based on marker tuple and one bit of the watermark is embedded into one partition. |                                                   | Attribute value modify, tuple insertion (single and multiple), tuple deletion (single and multiple), tuple modification (single and multiple) | No                      |                   |
|                   | Guo et al. [43]        | Data partitioned by using hash function and two kind of watermarks: attribute watermark and tuple watermark. | National geochemical survey database of US.      | attribute reordering, subset deletion, subset alteration, subset insertion, linear transformation | No                      |                   |
|                   | Khanduja et al. [44]   | Improved hash partitioning using bacterial foraging algorithm.                |                                                   |                                                           | No                      |                   |
|                   |                                                                                         |                                                                                     |                                                   |                                                           |                         |                   |
| **Other**         | Huang et al. [41]      | Partitions tuple based on hash function and embeds watermark bits in single attribute. | -                                                 | subset selection, subset alteration, subset addition, attribute cutting | Yes                     | Criteria 3        |
| meaningful        | Guo et al. [52]        | Meaningful watermark information embedded.                                    | Wisconsin Diagnostic Breast Cancer data set      | subset selection, subset addition                        | No                      |                   |
| watermark         | Cui et al. [53]        | Meaningful watermark information embedded.                                    | Synthetic data                                   | Same as [52]                                             | No                      |                   |
| information       | Hu et al. [54]         | Random pseudo sequence number is used to identify the candidate attribute and the bit to be embedded. | Synthetic data                                   | tuple deletion, tuple insertion, tuple alteration       | No                      |                   |
|                   | Cui et al. [55]        | Meaningful watermark information embedded.                                    | Synthetic data                                   | attribute subsetting, attribute flipping, mix and match | No                      |                   |
|                   | David Gross-Amblard [56]| Query preserving approach.                                                    | RDBMS and XML doc                                |                                                           | No                      |                   |

TABLE 6: (Continuation of Table 4) Distortion-based Watermarking Techniques ('-' indicates 'not mentioned').
| Category               | Paper                      | Brief Overview                                                                                                                                                                                                 | Data Set used                                                                 | Attacks analysed                                                                 | Selected for experiment | Selection Criteria |
|------------------------|----------------------------|-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|-------------------------------------------------------------------------------|-------------------------------------------------------------------------------|------------------------|--------------------|
| Tuple Reordering       | Li et al. [57]             | Tuples are divided into groups by using hash function and for each tuple pair in a group, the order of the tuples are changed according to their tuple hash values and the watermark bit. | -                                                                            | insert, delete, value modification                                              | Yes                    | Criteria 1         |
|                        | Bhattacharya et al. [58]   | Extends the proposal in [57]                                                                                                                                                                                 | Real life data sets representing roads, regions and streams in the US database | tuple update, tuple deletion, tuple insertion                                   | No                     |                   |
|                        | Kamel [59]                 | Extends the proposal in [57]                                                                                                                                                                                  | -                                                                            | Deletion, insertion, modification                                              | No                     |                   |
|                        | Li et al. [60]             | Extends the proposal in [57]                                                                                                                                                                                  | Synthetic data                                                                | -                                                                            | No                     |                   |
|                        | Arun et al. [61]           | The tuple ordering is done on the basis of value of critical attribute(s) and re-arrangement is done relative to a secret initial order.                                                                    | -                                                                            | random value updation                                                           | No                     |                   |
|                        | Kamel et al. [62]          |                                                                                           |                                                                              |                                                                               |                        |                   |
|                        | Li et al. [63]             | MSBs of attribute values are used to generate the watermark.                                                                                                                                             | -                                                                            | attribute insertion, tuple insertion, value modification, deletion              | Yes                    | Criteria 3         |
|                        | Bhattacharya et al. [64]   | Extends the proposal in [63] but it considers private key instead of public.                                                                      | -                                                                            | tuple deletion, insertion                                                      | Yes                    |                   |
|                        | Halder et al. [65]         | Extends the proposal in [63]                                                                                                                                                                                  | -                                                                            | No                                                                            | No                     |                   |
|                        | Halder et al. [66]         | Extends the proposal in [63]                                                                                                                                                                                  | -                                                                            | No                                                                            | No                     |                   |
|                        | Bhattacharya et al. [67]   | A fixed number of MSBs and LSBs of the selected filed are used for generating the watermark.                                                                                                             | -                                                                            | No                                                                            | No                     |                   |
| Attribute Reordering   | Hamadou et al. [68]        | Attributes are virtually sorted on hash values of attribute names to define a secret initial order of attributes.                                                                                      | same as [2]                                                                  | attribute value updation, tuple insertion, tuple deletion                       | Yes                    |                   |
| Content characteristics Based | Camara et al. [69]     | Partitions the data into square matrices and matrix operations are used to generate the watermark.                                                                                                           | same as [2]                                                                  | Tuple deletion, tuple insertion, attribute insertion, multifaceted              | Yes                    |                   |
|                        | Khan et al. [70]           | Based on local characteristics like frequency distribution of digits, lengths and ranges of data values.                                                                                                    | same as [2]                                                                  | Insertion, update, deletion                                                   | Yes                    |                   |
|                        | Darwish et al. [71]        | After grouping of tuples, three fake tuples are generated for each groups: first tuple is generated based on hash function and to other tuples are created using genetic algorithm.                        | real database                                                                | subset deletion, subset addition, subset modification                           | No                     | Criteria 3         |
|                        | Rani et al. [72]           | Adapted MapReduce paradigm for watermarking large relational databases.                                                                          | same as [2]                                                                  | insertion, deletion, alteration modification, superset, deletion                | No                     |                   |
|                        | Siledar et al. [73]        | Generates an image from the database content.                                                                                                                                                    | same as [2]                                                                  | Insertion, deletion, alteration modification, superset, deletion                | No                     |                   |
|                        | Kamel et al. [74]          | Each column is organized into groups and the data values are reordered corresponding to a watermark value.                                                                                                       | Synthetic data and Forest CoverType data set                                   | Yes                                                                            | No                     |                   |
|                        | Naz et al. [75]            | Data values are grouped and the group watermark is generated by extracting MSBs of hash of attribute names.                                                                                              | Patient’s medical record                                                      | No                                                                            | No                     |                   |
|                        | Shah et al. [76]           | Watermarking is done by adjusting the text case of selected data values.                                                                                                                                    | US Medicare Plan 2008 database                                                | No                                                                            | No                     |                   |

TABLE 7: Distortion-free Watermarking Techniques ("-") indicates 'not mentioned').
### Table 8: Reversible Watermarking Techniques (‘-‘ indicates ‘not mentioned’).  

| Paper | Brief Overview | Data Set | Attacks analysed |
|-------|----------------|----------|------------------|
| Siledar et al. [77] | Based on quadratic difference expansion | Indian Liver Patient data set | Insertion, deletion, modification |
| Hou et al. [78] | Quality of watermarked data is used to claim copyright | Generated data | Tuple deletion, tuple addition, tuple alteration |
| Lin et al. [79] | Two different secret embedding keys are generated | Generated data | Alteration, deletion, mix-match, sorting, combination |
| Shen et al. [80] | Clustering-based and difference expansion technique is used | Generated data | Tuple delete, tuple modification |
| Li et al. [81] | Embeds the watermark bit by bit on the basis of grouping | Same as [2] | Insertion, deletion, modification |
| Lian et al. [82] | Differential expansion technology based on ant colony algorithm | Same as [2] | Subset deletion, modification |
| Li et al. [83] | Based on continuous columns in histogram | Same as [2] | Insert, delete, alter |
| Hamadou et al. [84] | Prediction-error expansion method | Same as [2] | Attribute Modification, tuple deletion, tuple insertion |
| Ge et al. [85] | Histogram shifting watermarking method | Wisconsin breast cancer diagnosis data set | Tuple addition, tuple deletion, attribute value modification |
| Tufail et al. [86] | Binary Bat Algorithm used for watermark creation | Heart disease medical data set | |
| Chai et al. [87] | Based on clustering grouping | Same as [2] | Attribute Modification or deletion, subset deletion, subset addition, subset alteration |
| Chai et al. [88] | Based on erasure code | Same as [2] | Attribute Modification or deletion, tuple deletion, tuple addition, tuple alteration |
| Wu et al. [89] | Difference-expansion reversible data hiding method is used | Protected numeric data | Insertion, deletion, modification |
| Li et al. [90] | Based on histogram gap low distortion | Same as [2] | Insertion, deletion and alteration |
| Hu et al. [91] | Genetic Algorithm with a new proposed Histogram Shifting of prediction error Watermarking (HSW) method to minimize distortion | Same as [2] | |
| Imamoglu et al. [92] | Difference expansion watermarking (DEW) with Firefly Algorithm is used to embed watermark | Same as [2] | Addition, deletion, bit-flipping, tuple-wise-multifaceted, attribute-wise-multifaceted, sorting |
| Chang et al. [93] | Watermark is embedded into the textual relational database | Textual relational database | Sorting, deletion, modification, addition |
| Chang et al. [94] | The content of textual attributes are used to generate the virtual primary attribute | Synthetic data | Tuple deletion, tuple alteration, tuple insertion |
| Itikhar et al. [95] | Genetic Algorithm is used for getting optimal watermark information | Heart disease medical data set | Insertion, deletion, alteration |
| Chang et al. [96] | Embeds the watermark into the fractional portion of the numerical attributes to minimize the distortion | Generated database | Alteration, deletion, mix-match, sorting |
| Jawad et al. [97] | Genetic algorithm is used to improve the capacity of difference expansion based watermarking in databases | Same as [2] | Addition, deletion, bit flipping, sorting, tuple-wise-multifaceted, attribute-wise-multifaceted, secondary watermarking |
| Farfoua et al. [98] | An identification image is converted into a stream of bits 0’s, and 1’s and embedded into numeric attributes | Synthetic data | Deletion, insertion, modification |
| Farfoua et al. [99] | Time-stamping protocol is used | Synthetic data | Tuple alteration, tuple deletion, mix and match, attribute deletion |
| Contreras et al. [100] | Based on a circular representation of a bijective transformation | Medical database | Modification of attribute values, elimination or insertion of tuples |
| Gupta et al. [101] | Difference expansion on integers is used to achieve reversibility | Generated database | Random bit wise flipping, subtractive, sorting, secondary watermarking |
| Gupta et al. [102] | Query-preserving watermarking scheme is proposed. | Generated database | - |
| Zhang et al. [103] | Based on expansion on data error histogram | Same as [101] | - |
| Gupta et al. [104] | Based on difference expansion | Synthetic data | Insertion, deletion and alteration |
| Unnikrishnan et al. [105] | Based on orthogonal learning particle swarm optimization | Same as [101] | |

[66] also, extend the approach of [63]. In [67], tuples are first grouped, then a fixed number of MSBs and LSBs of the selected attribute value are used to generate the watermark.

c: Attribute Reordering
Authors in [68] have proposed a fragile distortion-free watermarking technique based on the attribute reordering method. First, a secret initial order of attributes is defined by virtually sorting the attributes based on the hash of attribute names. Thereafter, the MSBs are extracted for generating the watermark.

d: Content Characteristics based watermarking
The watermarking approach in [70] generates the watermark based on the local characteristics like frequency distribution of various digits, lengths, and ranges of data values. In [69], the data set is grouped as the square matrices and the watermark is generated using the determinant and the minor of those square matrices.
We have classified the recent works in distortion-free watermarking in this category. The significant recent research works are proposed in [71]–[76]. In the proposed scheme in [71], some secure parameters are used to partition the tuples and three fake tuples are generated for each partition. A hash function is used to generate the first tuple. For the other two tuples, a genetic algorithm is used for numeric attributes, and for non-numeric attributes, the most frequent value is selected. These fake tuples are stored in a separate file, not inside the database, therefore making this approach distortion-free. Authors in [72] have adapted the MapReduce paradigm for watermarking of relational databases to decrease the computational cost and have implemented distortion-free algorithms in both sequential and MapReduce form. The proposal in [73] generates an image as a watermark from the database content. In [74], each column (attribute) is organized into new groups, each having $g$ data elements. The data elements in each group are re-ordered based on a watermark value. In [75], the data elements are grouped and the group watermark is generated by extracting $\mu$ MSBs of the hash of attribute names. They present the proposed watermarking as a service (WaaS) scheme.

A brief overview of different distortion-free watermarking techniques within each category is depicted in Table 7.

It is to observe that the reversible database watermarking techniques [4], [5], [77]–[105] as depicted in Table 8 have a wider scope of research and we would like to explore these techniques in the future separately.

Figure 2 provides a quick reference on the classification of different relational database watermarking algorithms.

## III. COMPARATIVE PERFORMANCE ANALYSIS OF DISTORTION-BASED WATERMARKING TECHNIQUES:

We select the distortion-based algorithms proposed in [2], [22], [28], [40], [41], [46], [48], [49] for the experimental analysis. We implement all the algorithms using Java. The experiments are performed on a server equipped with six core Intel Xeon Processor, 2.4 GHz Clock Speed, 128 GB RAM and Linux Operating System. We use benchmark data sets obtained by modifying the Forest CoverType data set into data sets of size 276MB, 532MB, 888MB, 1124MB, 1338MB, 1692MB, and 2237MB and perform the following analysis:

1) We analyze the usability of the watermarked databases in terms of differences between the mean and variance of attribute values, before embedding of watermark and after embedding.

2) We also analyze the watermark embedding and detection time by increasing the data set size.

3) We perform the robustness analysis of these techniques over various attacks, e.g., insertion, update, delete, zero out, and multifaceted attack.

The prime reason behind choosing this data set is its wide consideration by the majority of the proposals in the literature. In particular, 33 out of 94 research works considered this data set as their benchmark, whereas the rest of the proposals used either a different kind of real-world data or self-generated data which differ from one proposal to another. This makes it difficult to compare them empirically uniformly. In order to unify the comparative analysis, in this paper, we consider this most popular Forest CoverType data set as the benchmark for all the proposals under our consideration.

### A. COMPUTATIONAL TIME

In database watermarking, the time spent during watermark generation and detection is an important factor to consider. The watermark embedding and detection time for various approaches is shown in Table 9. The comparison of watermarking time for these techniques is depicted in Figure 3.

From Table 9 and Figure 3, we have the following observations:

1) For all algorithms, watermark embedding and detection time increase as the data size increases.

2) The watermark embedding and detection time are least in the case of [48].

3) The watermark embedding and detection time are highest in the case of [22].

4) The order of computational cost from lowest to highest is: [48] < [28] < [2] < [49] < [46] < [40] < [41] < [22].

There are many operations that may affect the computational time. We identify these operations as partitioning, hash calculation, random number generation, virtual primary key generation, updating the attribute value. Other parameters like the number of attributes and the number of tuples considered for watermark embedding also affect the computational time. We observe that the computational cost is highest in the case of [22] because it generates a virtual primary key for each of the tuples in the data set and therefore it takes longer time to execute.

### TABLE 9: Watermark Generation and Detection Time (in Milliseconds)

| Algorithm | N (MB) | $t_e$ | $t_d$ |
|-----------|--------|-------|-------|
| AMK 2002 | 276    | 44559 | 83353 |
| Li 2003  | 532    | 19159 | 26256 |
| Pramana 2004 | 888 | 124285 | 119988 |
| Zhang 2011 | 1124  | 178702 | 138994 |
| Karmen 2013 | 158994 | 885012 | 859342 |
| Peeten 2006 | 2237  | 223705 | 173126 |
| Li 2005  | 276    | 119660 | 103773 |
| Huang 2004 | 33010 | 164547 | 19883 |
| e: Others | 228411 | 142511 | 923584 |
|         | 158994 | 885012 | 859342 |
|         | 1124   | 178702 | 138994 |
|         | 532    | 19159 | 26256 |
|         | 276    | 44559 | 83353 |

1) https://kdd.ics.uci.edu/databases/covertype/covertype.html
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more time. Whereas, the approach in [48] has least computational cost as it generates some random numbers instead of hash computation. The computational cost is less in the case of [2], [28]. In the case of [28], after partitioning only some of the tuples and attributes satisfying a criterion are considered for embedding the watermark. In the case of [2], the tuples are not partitioned, but only a fraction (γ) of tuples satisfying a particular condition are considered. The LSBs of one attribute in each selected tuple are flipped based on the watermark bits. The approach in [49] also considers only one fixed attribute in each partition to embed the watermark. Partitioning is a common operation in case of [40], [41], [46], [49] and all the approaches are having more computational cost after the approach in [22]. Therefore, the partitioning operation is affecting the computational cost.

B. USABILITY OF DATA AFTER WATERMARK EMBEDDING

The usability of the database is based on the domain, e.g., a minor change in a voter database can create a problem, and hence the watermarking should not cause any changes to the voter database, whereas, minor changes in a forest survey database can be tolerated. Therefore, it is difficult to generalize the criteria for usability. However, Table 10 will help the users to understand the effect of watermark embedding on the mean and variance values of the attributes and give them an idea about whether watermarking causes more changes in the underlying data or not. Table 10 shows the change in variance of database values before embedding of watermark and after embedding. The watermark embedding algorithms in [2], [22], [28], [41], [49] embed the watermark bit in a particular bit of the attribute value. The number of bits available for watermark embedding is denoted by the variable ξ. We compute the variance of each attribute by varying the value of ξ to 3, 5, and 8. We observe that there is no change in mean after watermark embedding.

In distortion-based watermarking, it is assumed that a certain level of distortion is tolerable. In the case of [2], there are small changes in variance when the bits available for embedding are increased to 8 bits. In the case of [46] and [48], there is no change in the variance at all, whereas in the case of [22] and [28], the variance is highly affected after the watermark embedding.

From figure 10, we observe that in the case of approaches in [40], [41], [49] the variance of only one attribute is affected after watermark embedding because they only consider a single attribute to embed the watermark. In the case of [46], there is no change or negligible change in the variance as it inserts a new tuple into the database relation. Therefore, it does not cause any change in the attribute values and the variance of attributes is not affected. Similarly, in the case of [48], there is no change in the variance and in the case of [2], there is negligible change as both of the algorithms embed the watermark into a fraction of tuples. The usability is highly affected in the case of [28] because an attribute is selected for embedding if the length of the attribute value is greater than a particular value. This causes the watermark to be embedded in more than one attributes.

C. ROBUSTNESS ANALYSIS

We perform the robustness analysis of the watermarking techniques over various attacks, e.g. insertion, update, delete,
zero out, and multifaceted attack. We analyze the rate of detection by varying the intensity of the attacks as 10%, 30%, 50%, 70%, and 90%.

1) Delete Attack
In delete attack, the attacker deletes some of the tuples of the watermarked database in order to distort the embedded watermark. Though the attacker is supposed to delete the tuples keeping in mind the usability of the data, we analyze the detection rate by varying the attack percentage from 10% to 90%. The rate of detection for various distortion-based techniques after delete attack is shown in Figure 4(a).

From Figure 4(a), we can observe that the rate of watermark detection remains more than 90% even after 90% delete in case of [2], [22], [28], [41], [48].

2) Update Attack
In an update attack, the attacker randomly updates some of the values of the watermarked database with his own values and try to claim ownership of the database. We analyze the detection rate by varying the update percentage from 10% to 90% as depicted in Figure 4(b).

We can observe from Figure 4(b) that the rate of detection is more than 80% in case of [2], [22], [28], [40] even after 90% update.
90% update.

3) Insertion Attack

In an insertion attack, the attacker removes a particular number of tuples from the watermarked database and inserts the same number of tuples into the database to destroy the embedded watermark. The rate of watermark detection for various techniques after insertion attack is shown in Figure 4(c). We can observe from Figure 4(c) that the rate of detection is 100% in the case of [22], [28], [48] even after a 90% attack.

4) Zero-out Attack

In this attack, some tuple values are selected randomly and updated with zero by the attacker to destroy the embedded watermark. We analyze the rate of watermark detection by varying the attack percentage as shown in Figure 4(d).

We can observe from Figure 4(d) that the rate of detection is more than 80% in case of [2], [22], [28] even after 90% attack.

5) Multifaceted Attack

This is the combination of delete, update, and insertion attacks. The attacker randomly updates some of the tuple values, deletes some of the tuples, and inserts his own tuples to destroy the embedded watermark.

| Multifaceted attack | Delete Attack | Update attack | Insertion attack |
|--------------------|---------------|---------------|-----------------|
| 10%                | 3%            | 3%            | 4%              |
| 30%                | 10%           | 10%           | 10%             |
| 50%                | 16%           | 16%           | 18%             |
| 70%                | 20%           | 20%           | 30%             |
| 90%                | 30%           | 30%           | 30%             |

TABLE 11: Intensity of Attacks.

The robustness against various attacks is more in the case of [2] and [48] since the detection in [2] is based on the match counts that are computed on the remaining watermarked tuples after the attack. Similarly, in the case of [48], the detection is based on the majority voting for each fingerprint bit and form the remaining watermarked tuples after attacks, the fingerprint can be recovered.

IV. COMPARATIVE PERFORMANCE ANALYSIS OF VARIOUS DISTORTION-FREE WATERMARKING TECHNIQUES

The data values in the database are not changed in the case of distortion-free watermarking techniques. These techniques mainly generate the watermarks from the database contents. The primary phases in these techniques are (i) Partitioning of tuples into groups, and (ii) Watermark generation from each group. The watermarks for each group can be combined together to generate the watermark for the whole database.

A generic distortion-free watermarking algorithm GEN_WM is shown in Algorithm 1. The database relation R is taken as input. Steps 1 to 3 compute the group id \( g_i \) to which a tuple \( t \) belongs by applying function \( f \) (e.g. a hash function). In Steps 4 to 6, a group watermark \( W_i \) for the group \( g_i \) is generated by using the tuples belonging to group \( g_i \). Step 8 computes the overall watermark \( W \) by performing a suitable operation \( || \) (e.g. a concatenation operation) to the group watermarks.

Authors in [57] proposed the first work in this domain. We classify the distortion-free watermarking techniques in the following categories: (i) permutation of tuples, (ii) converting database relation into binary form, (iii) attribute reordering, (iv) content characteristics based, and (v) others. We analyze these techniques and select the algorithms for experimental analysis on the basis of the same criteria as discussed in Section II.

We consider the distortion-free watermarking algorithms proposed in [57], [63], [64], [68]–[70], [75] and perform the robustness analysis of these techniques over various attacks, e.g. insertion, update, delete, zero out, and multifaceted attack. We also analyze the computational cost. We implement all the algorithms using Java. The experiments are performed on a server equipped with six-core Intel Xeon Processor, 2.4 GHz Clock Speed, 128 GB RAM, and Linux Operating System. We use benchmark data sets obtained by modifying
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The Forest CoverType data set\(^2\) into data sets of size 276MB, 532MB, 888MB, 1124MB, 1338MB, 1692MB and 2237MB. The reason for choosing this data set is discussed in Section III.

A. COMPUTATIONAL TIME

In database watermarking, the time spent during watermark generation and detection is an important factor to consider. The watermark generation and detection time for various approaches is shown in Table 12. The comparison of watermarking time for these techniques is depicted in Figure 6.

![Watermark Generation Time](image1.png)

(a) Watermark Generation Time

![Watermark Detection Time](image2.png)

(b) Watermark Detection Time

FIGURE 6: Comparison of Watermark Generation and Detection Time for Distortion-free techniques.

Following are the observations from Table 12 and Figure 6:

1) For all the watermarking approaches, watermark embedding and detection time increases as the data size increases.

2) Watermark generation and detection time is least in case of [70] and highest in case of [64].

Authors in [72] adapted the MapReduce paradigm to watermark relational databases. They have implemented the algorithms proposed in [57], [64], [68], [69], [70] in sequential as well as MapReduce form and it was observed that as the data size increases, the percentage reduction in watermarking time increases from sequential to MapReduce.

In the case of distortion-free watermarking techniques, there are various operations that affect the computational cost, e.g. hash computation, partitioning, watermark generation, pseudo-number generation, matrix operations, etc. The number of attributes, tuples, and the bit positions available for watermark generation also affects the computational cost. From Figure 6, we can observe that the computational time is highest in the case of [64] since it partitions all attributes of all tuples for generating a binary form of the relational database. The computational cost is least in case of [70], since it does not partition the database relation. The watermark is generated by considering all attributes of all tuples and by generating digit, length, and frequency sub-watermarks. The basic step in the case of distortion-free technique is partitioning. For example, the approaches in [57], [64], [68], [69], [75] partition the data based on either hash function, pseudo-random number, etc. The group watermarks are then generated independently.

B. USABILITY OF DATA AFTER WATERMARK GENERATION

In the case of distortion-free watermarking approaches, the watermark is generated from the underlying content of the data and there is no distortion in the data itself, hence the data usability is not affected.

C. ROBUSTNESS ANALYSIS

We perform the robustness analysis of the watermarking techniques over various attacks, e.g. insertion, update, delete, zero out, and multifaceted attack. We analyze the rate of detection by varying the intensity of the attacks from 10% to 90%.

1) Delete Attack

In a delete attack, some of the tuples of the watermarked database are deleted by the attacker in order to distort the watermark. Though the attacker is supposed to delete the tuples keeping in mind the usability of the data, we analyze the detection rate by varying the attack percentage from 10% to 90%. The rate of detection for various distortion-based techniques after delete attack are shown in Figure 7(a). From Figure 7(a), we observe that the rate of detection remains 100% in case of [63] even after 90% attack.

2) Update Attack

In an update attack, the attacker randomly updates some of the values of the watermarked database with its own values and tries to claim ownership of the database. We analyze the detection rate by varying the update percentage from 10% to 90% as shown in Figure 7(b). We observe that the rate of detection remains 100% in the case of [63] even after a 90% attack.

\(2\)https://kdd.ics.uci.edu/databases/covertype/covertype.html

### TABLE 12: Watermark Generation and Detection Time (in Milliseconds).

| Data Set Size (MB) | Li 2004 [57] | KhanHusain [70] | Li Deng 2006 [63] | Hamadou2011 [68] | Camara2014 [69] | Bhat2009 [64] | Naz 2019 [75] |
|-------------------|--------------|-----------------|-------------------|-----------------|----------------|--------------|--------------|
| 276               | 35650        | 35602           | 3999              | 39028           | 39179          | 49708        | 52609        |
| 532               | 19383        | 38445           | 14592             | 15710           | 37035          | 37098        | 42248        |
| 888               | 14687        | 97114           | 23915             | 26082           | 91723          | 82103        | 241412       |
| 1124              | 152515       | 98501           | 27054             | 12862           | 128935         | 248656       | 245674       |
| 1538              | 215858       | 125221          | 38276             | 35903           | 129615         | 284090       | 256484       |
| 1892              | 223353       | 141930          | 43006             | 40990           | 204996         | 192296       | 340214       |
| 2437              | 398133       | 379725          | 60735             | 67350           | 219622         | 208221       | 320238       |

**FIGURE 6:** Comparison of Watermark Generation and Detection Time for Distortion-free techniques.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/ACCESS.2022.3157866, IEEE Access
3) Insertion Attack

In an insertion attack, the attacker removes a particular number of tuples from the watermarked database and inserts the same number of tuples into the database to destroy the watermark. The rate of watermark detection for various techniques after insertion attack is depicted in Figure 7(c). We observe that the rate of detection remains 100% in the case of [63] even after 90% attack.

4) Zero out Attack

Some of the tuple values of the watermarked database are randomly selected by the attacker and updated with zero to destroy the watermark. We analyze the rate of watermark detection by varying the attack percentage as shown in Figure 7(d). The rate of detection even after a 90% attack is highest in the case of [63].

5) Multifaceted Attack

This is the combination of delete, update, and insertion attacks. The attacker randomly updates some of the tuple values, deletes some of the tuples, and inserts his own tuples to distort the watermark.

FIGURE 7: The rate of detection after various attacks in case of distortion-free techniques.

FIGURE 8: Rate of detection after Multifaceted Attack in case of distortion-free algorithms.
The intensity of the update, delete, and insertion attacks are taken as shown in Table 11. We analyze the rate of detection after the multifaceted attack in Figure 8. The rate of detection remains near 100% in the case of [63] even after a 90% attack.

From Figure 7 and Figure 8, we observe that the approach in [63] has the highest robustness against four types of attacks since it considers the number of attributes as that of binary attributes ($\gamma$) present in the database relation. It generates the watermark bits from the MSB positions of the attribute values. If the value of $\gamma$ is increased, though it will increase the robustness, the computational cost will be increased.

V. DISCUSSION W.R.T. THE EXISTING EXPERIMENTAL OBSERVATIONS

While comparing our evaluation-results with the results reported in the existing papers, we draw the following observations:

1) Although watermark-embedding and detection times have significance when to apply in case of large-scale data set, none of the existing proposals (except [2]) under distortion-based approaches performs this evaluation. To the best of our knowledge, this paper first reports a detailed comparative study on the computational costs incurred by different algorithms under consideration. Under distortion-free approaches, only one proposal [75] evaluates its performance on patient’s medical data achieving the watermark embedding and detection time of 13 and 21.1 seconds respectively. Even though [75] considers data set different from CoverType, we observe a linear growth of computational time in both embedding and detection phases similar to [2], [75].

2) Experimental evaluation on data usability using CoverType data set is being conducted by the authors in [2], [48], [49], whereas [40] considers a data set comprising consumers’ power consumption rates. Like the results reported in [2], [48], [49], our evaluation results also reveals the similar fact that there is no notable change in the mean value of the data after watermark embedding, while very little change in the range 1-99 is observed in case of variance when more number of LSBs (e.g., 8 bits) for watermark embedding is considered. On the other hand, when we conduct experiments for the algorithms in [40] on CoverType data set, we observe a significant increase in the variance and little decrease in the mean values than that reported in [40] on power consumption data. This is due to the difference in the semantic domains of the attributes used for watermark-embedding in case of two different data sets. Note that distortion-free approaches do not suffer from this issue.

3) Attack analyses to manifest the robustness of the algorithms are being conducted over CoverType data set in [2], [22], [48], [49], [68]–[70]. Interestingly, we gain a similar experience in our results also. To be more precise, in both the cases, the results show that the watermark can be detected even after a 90% attack. On the other hand, the attack analysis of the algorithms in [28], [40], [75] are performed on data sets different from CoverType. This is worthwhile to mention that the result reported in [28], [40] is similar to the result obtained using CoverType in our case, which shows that the watermark detection rate is above 70% even after a 90% attack. Similarly, the attack result reported in [75] exhibits similar trend as we observe in our case (on CoverType data), which show that the watermark-detection rate drops below 20% after a 90% attack.

VI. OVERALL RESEARCH GUIDANCE

In this section, we discuss in detail the guidance to the users for a wise decision on choosing the right watermarking technique. We observe that various operations and parameters (such as the number of attributes, tuples, and bit positions for embedding or generation) in the watermarking algorithms impact the computational cost, data usability, and robustness. Few observations are listed below:

- **The number of attributes involved in watermark embedding**: Some algorithms embed the watermark in all attributes of the database relation. Even though this increases the robustness, this may cause more distortion and may affect the usability with increased computational time.

- **The number of tuples considered for watermark embedding**: If all of the tuples are considered for embedding the watermark, then it will increase the computational cost. It will also affect the usability more, though the robustness may be increased. Whereas, some watermarking algorithms consider a fraction of tuples for embedding the watermark. This will decrease the computational cost and the data usability will be less affected.

- **The number of bits available for watermarking**: If the number of bits considered for embedding watermarks is increased, it will increase the distortion. The computational time and robustness will not be affected much by this.

- **Parameters particularly affecting the computational cost**: There are many operations that may affect the computational time. We identify these operations as: partitioning, hash calculation, random number generation, virtual primary key generation, matrix operations, updating the attribute value.

Although we can not generalize, we categorize the usability, computational time, and robustness towards attacks for the relative comparison of various watermarking techniques in the following groups:

$$\text{UsabilityAffected} = \begin{cases} \text{Very High, if } \Delta \text{Variance} > \pm 10 \text{ in } 2 \text{ attribute} \\ \text{High, if } \Delta \text{Variance} \in [\pm 5 \text{ to } \pm 10] \text{ in } 1 \text{ or } 2 \text{ attribute} \\ \text{Less, if } \Delta \text{Variance} = 0 \text{ or } \leq \pm 5 \text{ in } 1 \text{ or } 2 \text{ attribute} \end{cases}$$
The \( \Delta \)Variance represents the change in variance of the attribute values after the embedding of the watermark. A comparative summary of the distortion based algorithms that we have considered for the experimental analysis is shown in Table 13.

![Table 13: A Comparative Summary of Distortion-based Techniques.](image)

The best algorithm should affect the usability “Less” after watermark embedding, have “Less” computational cost, and have “Very High” robustness against various attacks. In case of the distortion-based algorithms, if the usability is the main concern then the approaches in [2], [46], [48] are the better options since the attributes are having no change or negligible change in the variance after watermark embedding. If we consider the robustness and computational cost, then [2], [48] are better, but the approach in [46] has less robustness against all types of attacks. If only computational cost is considered, then the approach in [48] is having the least computational cost. If only robustness is considered, then the approach in [22] is the most robust, but the usability is highly affected after embedding. The computational cost is also highest in the case of [22] since it computes a virtual primary key for each of the tuples.

From Table 13, we can observe the following in the case of both [2] and [48]:

- The data usability is least affected after the watermark embedding.
- The computational cost is “Less”.
- “Very High” robustness against three kinds of attacks.

Therefore, considering the usability constraints as defined, the computational cost and the robustness towards various attacks, we can say that the watermarking algorithms in [2] and [48] perform better than the other distortion-based watermarking algorithms we have considered for experimental analysis.

A comparative summary of the distortion-free algorithms that we have considered for the experimental analysis is shown in Table 14.

![Table 14: A Comparative Summary of Distortion-free Techniques.](image)

Overall, considering the above-mentioned facts, the watermarking algorithm in [63] performs better than the other distortion-free watermarking algorithms in terms of computational-overhead and robustness.

### VII. CONCLUSION

In this paper, we perform a detailed comparative analysis of various relational database watermarking techniques empirically. We classify the existing distortion-based watermarking techniques into six categories, namely (i) meaningless bit-pattern as the watermark, (ii) virtual primary key based, (iii) image as watermark, (iv) partitioning based, (v) fake tuple/attribute insertion, (vi) fingerprinting techniques, and (vii) other meaningful watermark information. Similarly, the existing distortion-free techniques are classified as (i) permutation of tuples, (ii) conversion of the database into binary form, (iii) attribute reordering, (iv) content characteristics based, and (v) others. We perform an exhaustive empirical study and comprehensive analysis of a number of algorithms selected based on our quality-criteria. In particular, our evaluation focuses the following three crucial factors: computational cost, data usability, and robustness, as a way to provide an insightful guidance to choose the right watermarking technique for a given application.
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