Optimization Learning Vector Quantization Using Genetic Algorithm for Detection of Diabetics
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ABSTRACT
This study proposed the method to improve the result of Learning Vector Quantization (LVQ) by optimizing the weight vectors using a genetic algorithm (GA) to detect the diabetics. Initial value of individuals for GA is taken from weight vectors which come from the last m iterations of LVQ training result. The result of experiment showed that there is a significant increase in sensitivity level, however there is a significant decrease in specificity level. It means the proposed method success in improving the LVQ ability to recognized the diabetics, but it lowers the ability of LVQ to recognize the people unaffected by diabetes.
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1. INTRODUCTION
Diabetes Mellitus (DM) is a disease that occurs when the pancreas can not to secretion enough insulin [1]. DM may increase the risk of vessel damage, blindness, kidney disease, cardiac disease, nerve damage, stroke, birth defects [2]. DM is one of the major health problems that occur in Indonesia. The prevalence of DM patients (diabetics) in Indonesia is increasing every year. Among the 1980s, the prevalence of diabetics in people with age over 15 years is 1.5% to 2.3% [3]. In 2001, in urban areas, the prevalence diabetics of people aged between 25-64 years old is 5.7% [4]. In 2013, the prevalence of diabetics in urban, rural and whole Indonesia are 6.8%, 7%, and 6.9% [3]. From twelve million diabetics in Indonesia, there was 69.6% undiagnosed since the disease were affected. This means that most diabetics in Indonesia realized the disease when it is severe. The reason is that the DM appears over many years so it was not realized by the sufferer.

Computer technology for the early detection of diabetics is a solution to resolve the problems. This has been done by previous researchers by developing the variety of algorithms, such as: (1) changing the algorithms artificial immune recognition system by adding fuzzy k-nearest neighbor [5]; (2) combining the algorithm between centripetal sped up particle swarm optimization and multi-layer perceptron algorithm [6]; (3) by using naive bayes and decision tree methods [7].

This research used learning vector quantization (LVQ) methods for early diabetics detect. LVQ is the pattern classification method where the entire output unit represents the certain classes [8]. LVQ were the fastest and easiest applied and intuitive [9]. LVQ is chosen in this research because LVQ has been the
success to applied in many areas of research, like in: (1) identification hand-writing [10]; (2) real-time monitoring [11]; and (3) array analysis from a sensor [12].

However, LVQ has a lack; the training result of weight vectors is depended on the parameters initialization that used in LVQ. A weight vectors is important in LVQ because this vector will determined the data classification to the certain classes. In this research, weight vector will references to determine someone who diagnose as the diabetics or not. The weakness of LVQ can be resolved by optimized the weight vectors use a genetic algorithm (GA). GA is a searching algorithm that inspired from the natural evolution theory. The result of the previous research show that GA can optimize the ability of classified algorithm [13-17].

LVQ optimization using GA has been done in previous studies. The optimization is done by finding the initial value of LVQ weight vector using GA [18-19]. Although the initial value of the weight vector affects the LVQ result, it can not guarantee that LVQ training produces the optimal representative vector. The method offered in this study do the opposite, LVQ training done first, then GA is used to optimize the vector representative of the LVQ training results. In addition, there are also studies that optimize LVQ by finding directly weight vectors using GA [20]. In such techniques, the LVQ training process is not done. LVQ is only used in the classification process only. The method offered in this study did not eliminate the LVQ training process since the initial individuals used on GA derived from the LVQ training.

2. RESEARCH METHOD

2.1. Optimization of weight vector of LVQ using GA

The optimize of LVQ comprise four stages. First initialize the parameter values of LVQ and GA. The second stage is LVQ training. The third stage is the establishments initial individual for GA. The last stage there is optimization using GA. The illustration of the process can be shown in equationure 1.

**Figure 1. The LVQ optimization process uses GA**

The parameters that need to be initialized on LVQ are the initial value of the weight vectors, the number of iterations, the learning rate, the decrement learning rate. The parameters that need to be initialized on GA are the number of generations, the number of individuals, crossover probability (Pc) and mutation probability (Pm).

The initial individuals for GA in this research were taken from m last iteration of LVQ training. The chromosome from the individuals of GA in this research was represented in the real form. For more details show Figure 2.

This study uses stochastic universal sampling (SUS) as a selection method. SUS is a method that has a bias is 0 and has the complexity is O (N) [21]. Basically, SUS is a roulette wheel with N pointers. N is the number of individuals selected. The first individual is a random value between 1 and 1 / N. The next individual is 1 / N from the previous individual. Figure 3 is an illustration of how SUS works. In the picture is selected five individuals so that there are five pointers and the distance between individuals is 0.2. Based on the selection result, I1, I1, I2, I4 and I5 were selected.

The crossover technique that use in this research is line-crossover, and the mutation is done by adding a small random value. Formula of line-crossover can be seen in Equation 5.

\[
CGeni = \frac{\text{PGen}_{1i} + \lambda(\text{PGen}_{2i} - \text{PGen}_{1i})}{2}
\]

In the Equation 1, CGeni is i-th gen of a child, PGen1i is i-th gen of a first parent, Pgen2i is i-th gen of a second parent, \( \lambda \) is a random value between 0 until 1.
2.2. **Fitness Function**

Fitness values in this research were computed with Equation 2.

\[
Fitness = \frac{(1 - \text{Accuracy}) + (1 - \text{Sensitivity}) + (1 - \text{Specificity})}{3} \quad (2)
\]

Accuracy, sensitivity and specificity are got by Equation 3, Equation 4 and Equation 5.

\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN} \quad (3)
\]
\[
\text{Sensitivity} = \frac{TP}{TP + FN} \quad (4)
\]
\[ \text{Specificity} = \frac{TN}{FP+TN} \]  \hspace{1cm} (5)

Where, true positive (TP) is the number of DM patients classified as DM, false negative (FN) is the number of non-DM patients classified as DM, true negative (TN) is the number of non-DM patients classified as non-DM patients, false positive (FP) is the number of DM patients classified as non-DM patients.

2.3. Dataset

Dataset where used in this research is Pima Indians Database. This dataset can download on website repository learning machine of the University of California Irvine (https://archive.ics.uci.edu/ml/datasets/Pima+Indians+Diabetes). The purpose of this set of data is for classified the Pima Indians people that affected by DM or not according to personal data and health check. This set of data were stage from 768 data where 268 people affected by DM and 500 people unaffected by DM. There are 7 attribute in this set of data. There is the number of pregnancy, plasma glucose concentrate, diastolic blood pressure, the thickness of triceps skin folds, body weight, DM genealogical history and age.

2.4. Experimental Setup

The evaluation was performed using 10-fold cross-validation. To apply the evaluation, then the data set is divided into ten groups. Nine groups will be used as training data while another will be used as test data. For each combination of parameters ten experiments were performed so that all groups were once test data. After all experiments were calculated the average accuracy, sensitivity and specificity.

3. RESULTS AND ANALYSIS

Figure 4 is the performance comparison between LVQ and LVQGA using training data. The figure shows GA increases accuracy of LVQ by 10.27% ((73.87-66.99)/66.99). Sensitivity level of LVQ increased 162.57% ((59.00-22.47)/22.47) but specificity level of LVQ decreased 9.92% ((90.85-81.84)/90.85). Based on this comparison it can be concluded, in the training data, GA increases LVQ accuracy through high increase of sensitivity level even though specificity level decrease.

Figure 5 is the performance comparison between LVQ and LVQGA using testing data. GA decreases accuracy of LVQ by 1.17% ((71.03-70.20)/71.03). However, there is a significant increase of sensitivity level of LVQ by 85.86% ((54.94-29.56)/29.56). Specificity level of LVQ decreased 16.04% ((93.43-78.44)/93.43). Based on this comparison it can be concluded, in the testing data, GA decrease LVQ accuracy through a high decrease of specificity level even though sensitivity level increase.

This study use sensitivity to measure capability of algorithms for recognize diabetics whereas specificity to measure capability of algorithms for recognize non-diabetics. Therefore, base on comparisons of performance between LVQ and LVQGA it can be concluded that GA improve LVQ capability in recognizing diabetics, but lower LVQ capability in recognizing non-diabetics.

![Comparison of Performance Between LVQ and LVQGA Using Training Data](image)

Figure 4. Comparisons of performance between LVQ and LVQGA in training data
Comparison of Performance Between LVQ and LVQGA Using Testing Data

|   | LVQ   | LVQGA  |
|---|-------|--------|
| Accuracy  | 71.03 | 70.20  |
| Sensitivity | 29.56 | 54.94  |
| Specificity | 93.43 | 78.44  |

Figure 5. Comparisons of performance between LVQ and LVQGA in testing data

4. CONCLUSION

In the training data, the algorithm offered improves the accuracy of LVQ algorithm in the detection of diabetics. But in the testing data, LVQGA algorithm decreases LVQ accuracy. This means there has been over-fitting on the training data train process so that the model generated by LVQGA is too exclusive to the training data.

Whether on training data or on testing data, GA increases LVQ sensitivity level, but there is also a significant decrease in the level of specificity. This means the method offered increases LVQ's ability to recognize people affected by diabetes, but LVQ's ability to recognize people who are not affected by diabetes.
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