Study on Maneuvering Target On-axis Tracking Algorithm of Modified Current Statistical Model
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Abstract. Aiming at the model adaptability and the filter precision on the maneuvering target on-axis tracking, the paper put forward a filter algorithm based on modified current statistical model. The algorithm can enhance the model adaptability to the weak and non-maneuvering maneuvering target. The method uses Unscented Kalman Filter to obtain the importance density function of each particle, improves the Particle Filter estimation performance. By applying the proposed algorithm to the on-axis tracking system, the simulation results demonstrate that algorithm can effectively improve filter performance and tracking precision.

1 Introduction

Maneuvering target tracking technology is widely used in scientific research, aviation, aerospace and other fields, and put forward higher requirements. In particular, in the aspect of photoelectric tracking, due to the requirement of tracking precision, the requirements of maneuvering target tracking are higher. For this reason, the researchers propose methods such as composite axis tracking, equivalent composite tracking, on-axis tracking and multiple composite axis tracking. With the development of computer technology, on-axis tracking to solve the high precision optical tracking provides a good way [1]. One of the core of on-axis tracking is the filtering prediction algorithm, which is to predict the accurate target position information and velocity information for the control system [2,3,4,5]. The exact prediction premise of the maneuvering target prediction is that the target motion model can match the actual. However, because it is necessary to fully describe the actual state of the target motion, it is necessary to pass the high-order Taylor expansion, which is not desirable in the specific mathematical processing.

The establishment of the target model can not only facilitate the late mathematical calculations, but also similar to the target movement state. The "current" statistical model is a model that is more reasonable to describe the maneuvering target state [6,7]. The "current" probability density of the maneuvering acceleration is described by the modified Rayleigh distribution. The model is characterized by nonzero mean and modified Rayleigh distribution Maneuvering acceleration characteristics, and thus more realistic [8,9,10,11,12,13]. However, for weak and non-maneuvering maneuvering target, the current statistical model can not be fully described [14].

The key to the prediction of maneuvering target prediction is the measurement equation. The detection of sensor noise, the external uncertain disturbance and other nonlinear factors are the main aspects of the filter precision. The best way to solve the nonlinear factor is to use nonlinear filtering Prediction algorithm [15]. Based on these considerations, this paper designs an improved maneuvering target on-axis tracking filter algorithm for the current statistical model, which satisfies the fusion algorithm of Unscented Kalman Filter (UKF) and Particle Filter (PF) Nonlinear filter tracking requirements.

2 On-axis Tracking Principle

On-axis tracking is the target position information and speed information by computer technology to provide input for the servo system control. The servo system and the detection system are relatively independent [16,17]. The servo system is composed of speed loop and position loop. The detection system is composed of the detector and filter unit. After the detector output and the servo feedback information fusion, the parameter is used as filter input. Filter output is used as the servo system input [18].

The servo bandwidth should be wide for control precision and control optimization to reduce the detection noise interference [19,20,21,22], the detection system bandwidth should be narrow. On-axis tracking schematic diagram shown in Figure 1.
In the figure, $\Delta \hat{\theta}$ is the target error distance information by the sensor, $F(s)$ is the filtering predictive function, $G_1(s)$ is the position loop control function, $G_2(s)$ is the speed loop control function, $G_3(s)$ is the speed loop transfer function, and $G_4(s)$ is the feedforward control function.

### 3 Modified Current Statistical Model

The discrete state equation and the measurement equation of the one-dimensional current statistical model are:

\[
X(k+1)=F(k+1)X(k)+G(k)\hat{\sigma}(k)+M(k) \tag{1}
\]

\[
Z(k+1)=H(k)X(k)+N(k) \tag{2}
\]

$X(k)$ is System state vector, $X(k)=[x(k) \; \dot{x}(k) \; \ddot{x}(k)]^T$, $F(k+1)$ is State transition matrix, $G(k)$ is input matrix,

\[
G(k)=
\begin{bmatrix}
\frac{1}{\alpha}(\frac{\alpha T^2}{2}-T+\frac{1-e^{-\alpha T}}{\alpha}) \\
\frac{T-1-e^{-\alpha T}}{\alpha} \\
1-e^{-\alpha T}
\end{bmatrix}
\]

$\hat{\sigma}(k)$ is the acceleration mean, $Z(k+1)$ is the measurement vector, $H(k)$ is the measurement matrix, $M(k)$ is the so-called noise, the covariance

\[
Q(k)=2\alpha \delta_{\alpha}^2
\begin{bmatrix}
q_{11} & q_{12} & q_{13} \\
q_{21} & q_{22} & q_{23} \\
q_{31} & q_{32} & q_{33}
\end{bmatrix},
\]

\[
R(k) \text{ is the covariance of the measurement noise } N(k).
\]

\[
q_{11} = \frac{[e^{-2\alpha T}+2\alpha T-2\alpha T^2+\frac{2\alpha^3T^3}{3}-4\alpha T e^{-\alpha T}]}{2\alpha^2},
\]

\[
q_{12} = \frac{[e^{-2\alpha T}+1-2\alpha T^2+2\alpha T e^{-\alpha T}+\frac{2\alpha^3T^3}{3}-2\alpha T+\alpha^2 T^2]}{2\alpha^4},
\]

\[
q_{13} = \frac{(1-e^{-2\alpha T}-2\alpha T e^{-\alpha T})}{2\alpha^3},
\]

\[
q_{22} = \frac{(1+e^{-2\alpha T}-2\alpha T)}{2\alpha^3},
\]

\[
q_{33} = \frac{(1-e^{-2\alpha T})}{2\alpha}
\]

$\delta_{\sigma}^2$ is the acceleration variance, $\alpha$ is the maneuvering frequency, $T$ is the discrete time of the sampling period.

\[
\delta_{\sigma}^2 = \begin{cases}
\frac{4-\pi}{\pi} (\omega_{\max} - \bar{\omega}_1)^2 & \bar{\omega}_1 \geq 0 \\
\frac{4-\pi}{\pi} (\omega_{\max} + \bar{\omega}_1)^2 & \bar{\omega}_1 < 0
\end{cases}
\tag{3}
\]

$\omega_{\max}$ is the maximum maneuvering acceleration, $\omega_{\min}$ is the minimum maneuvering acceleration.

Due to the modified Rayleigh distribution, the target model $\frac{4-\pi}{4} \omega_{\max} \leq \bar{\omega}_1 \leq \frac{4-\pi}{4} \omega_{\max}$, the acceleration distribution description is not available, thus resulting in poor precision for weak and non-maneuvering targets. Therefore, it is necessary to re-describe the covariance $[23,24]$. In the Gaussian distribution, the probability of random variables beyond $3\omega$ is 0.0027, the acceleration mean is zero for the weak and non-maneuvering targets, and then,

\[
\frac{4-\pi}{4} \omega_{\max} \leq \bar{\omega}_1 \leq \frac{4-\pi}{4} \omega_{\max}
\tag{4}
\]

\[
\delta_{\sigma}^2 = \frac{(4-\pi)\omega_{\max}^2}{4}
\tag{5}
\]

thus

\[
\delta_{\sigma}^2 = \begin{cases}
\frac{4-\pi}{\pi} (\omega_{\max} - \bar{\omega}_1)^2 & \bar{\omega}_1 > \frac{4-\pi}{4} \omega_{\max} \\
\frac{4-\pi}{\pi} (\omega_{\max} + \bar{\omega}_1)^2 & \bar{\omega}_1 < \frac{4-\pi}{4} \omega_{\max}
\end{cases}
\tag{6}
\]

### 4 PF and UKF fusion filter

UKF through Unscented transformation, the calculation sampling point through the non-linear propagation, its posterior statistical value use linear regression to obtain posterior statistics, the Gaussian random variable Taylor
expansion to the third order, is a filter precision higher nonlinear filter[25].

PF is a posterior probability density based on Monte Carlo random sampling particle weight and de-approximation states[26]. It is very suitable for nonlinear filtering due to the sample form rather than function form. However, since the particle filter usually uses the state transition density as an important density function, the filter is liable to fail when the new measurement present to the tail of prior distribution or is found to be more sharp with respect to the prior distribution. At the same time, the repeat sampling link, so that the diversity of particles lost, filter performance decreased.

Therefore, it is necessary to generate the importance density function by a suboptimal filtering method. For this reason, UKF is used to generate the importance density function by a suboptimal filtering method. For the reason, UKF is used to generate the importance density function, and the latest measurement information is used in the particle sampling process to improve the sampling particle validity of approximation the distribution[27].

The specific steps of the UKF and PF fusion filter:

(1) Initialization: k = 0, random sampling points are drawn from prior distributions. 

\[ h_k^i, h_k^i \sim p(h_k)(i = 1, 2, \ldots N); \]

\[ \omega_k^i = \frac{1}{n} \] is the weight, n is the particle number.

(2) Importance sampling: for each particle \( h_k^i \), the mean \( h_k \) and covariance \( P_k \) is calculated by UKF, and get the importance density function \( N(h_k, P_k) \) [28].

\[ q(h_k^i | h_k^i, z_k) = N(h_k^i, P_k) \] (7)

(3) Weight update: extract N particles, calculate weights

\[ \omega_k^i = \frac{p(z_k | h_k^i) p(h_k^i | z_k)}{q(h_k^i | h_k^i, z_k)} \] (8)

normalizing weights

\[ \bar{\omega}_k^i = \omega_k^i \sum_{i=1}^{N} \omega_k^i \] (9)

(4) Resampling[29]:

Resampling judgment: when \( \sum_{i=1}^{N} \omega_k^i > N_o \), nonresampling; otherwise resampling, \( N_o \) is the sampling threshold.

(a) Rank n particles by weight, the former \( n_i \) particle were selected and normalized by equation (9).

(b) Calculate the filter density for selected particles

\[ p(h_k | z_k) = \sum_{i=1}^{n_i} \omega_k^i \delta(h_k - h_k^i) \] (10)

(c) The weight of the selected \( n_i \) particle are restored to the pre-normalized weight by equation (9).

(d) All n particles are normalized by equation (9).

(5) Estimate calculate:

\[ \hat{h}_k = \sum_{i=0}^{n} \omega_k^i h_k^i \] (11)

\[ P_k = \sum_{i=0}^{n} W_k^i [\chi_k - \hat{h}_k][\chi_k - \hat{h}_k]^T \] (12)

\( W_k^i \) is the sigma weight, \( \chi_k \) is the sample point.

(6) Jump calculating

\( K = k + 1 \), go to step 2.

## 5 Simulation and Experiment analysis

Aiming at the TV tracking system, the system simulation model is established. transfer function

\[ G_1(s) = \frac{37.5(0.01s + 1)}{(0.34s^2 + 0.05s + 1)} \]

\[ G_2(s)G_3(s) = \frac{37.5}{(0.01s + 1)(0.34s^2 + 0.05s + 1)} \]

Based on the origin of the coordinates, if the target model is constant velocity model, the equation (1) and (2) can be showed:

\[ X(k+1) = X(k) + M(k) \]

\[ Z(k+1) = \begin{bmatrix} \sqrt{(x_k^2 + y_k^2)}^2 \\ ac \tan \frac{y_k}{x_k} \end{bmatrix} + N(k) \]

\( X(k) \) is System state vector,
\( X(k) = [x_k \ \ v_x \ \ y_k \ \ v_y]^T \), it show the displacement and velocity components in x and y directions. \( M(k) \) is the gaussian white noise, the covariance \( Q(k) = \begin{bmatrix} 0.5^2 & 0 \\ 0 & 0.5^2 \end{bmatrix} \). \( N(k) \) is also the gaussian white noise, the covariance \( R(k) = \begin{bmatrix} 20^2 & 0 \\ 0 & 0.05^2 \end{bmatrix} \).

The period of filtering \( T = 0.1 \)s, the initial value \( X(0) = [1000 \ 150 \ 1000 \ 30]^T \), the particle number is 100. One hundred Monte Carlo simulation is performed by Intel core i7-5500U computer. The simulation applied the MCS-PF, MCS-UKF and MCS-UPF. Position error curve shown in Figure2, velocity error curve shown in Figure3, single performance period shown in table1.
6 Conclusions

Aiming at the problem of poor adaptability for filtering models and the problem of low filter precision, the paper put forward a filter algorithm based on modified current statistical model for improving the precision of on-axis tracking system. The algorithm enhances the model’s adaptive ability to weak and non-maneuvering maneuvering target. The algorithm increases the estimated capacity of PF algorithm by UKF to calculate the importance density function. The algorithm is applied to the on-axis tracking system simulation. It can effectively improve the filtering performance, enhance the tracking precision and stability. The algorithm improves the filtering performance, but increases the computational complexity. The next step study must focus on the problem to reduce calculation and shorten the calculation time.
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