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ABSTRACT

This paper proposes a novel graph signal-based deep learning method for electroencephalography (EEG) and its application to EEG-based video identification. We present new methods to effectively represent EEG data as signals on graphs, and learn them using graph convolutional neural networks. Experimental results for video identification using EEG responses obtained while watching videos show the effectiveness of the proposed approach in comparison to existing methods. Effective schemes for graph signal representation of EEG are also discussed.

Index Terms—electroencephalography, graph theory, graph signal, deep learning

1. INTRODUCTION

The brain signal provides the most comprehensive information regarding the mental state of a human subject. Many applications exploiting brain signals have been attempted, including neurological disease detection, emotion recognition, and behavioral modeling. There are several types of brain signals that can be used, such as electroencephalography (EEG), magnetoencephalography (MEG), and functional magnetic resonance imaging (fMRI). In particular, EEG has been considered as a promising solution for various real-world applications thanks to the advances of portable EEG devices and signal processing techniques.

Brain signals generated from different brain regions may have relationship, which can be exploited for analysis. One way to describe such relationship is based on the physical distances between different regions. Another way developed recently is based on functional connectivity, which is defined as similarity between signals from different regions, e.g., cross-correlation, mutual information, phase synchronization, and imaginary coherence [1][2].

Recently, graph signal processing has been proposed to process irregularly structured signals effectively [3][4]. It is to extend traditional digital signal processing techniques to signals that are not sampled on regular domains (such as time and grid space) but reside on graphs composed of vertices and edges. Furthermore, deep learning on graph signals has been also studied, and neural network structures for graph signals were proposed [5][6][7].

Brain signals are good examples of graph signals, because graphs are suitable to represent physical or functional connectivity across different brain regions. However, there exist little work on applying graph signal processing techniques and graph signal-based deep learning methods to model brain signals, particularly EEG. This is probably due to the limited number of channels (i.e., electrodes) of EEG, which may not be sufficient for rich graph representation.

This paper proposes a method for deep learning on graph signals for EEG analysis and its application to EEG-based video identification. To our best knowledge, this is the first attempt to apply graph signal-based deep learning techniques to EEG. In particular, we present various ways to convert EEG signals into graph signals having appropriate graph structures and signal features, which can overcome the low dimensionality of EEG, and use the graph convolutional neural network (GCNN) to learn the graph signals. We deal with an EEG classification problem where the visual stimulus watched by a human subject is identified through EEG.

2. RELATED WORK

The graph signal processing consists of merging graph theoretic concepts and signal processing concepts to extend the domains of signal processing and graph analysis [3][4]. The brain signal has been analyzed using graph signal processing techniques in recent years. In [8], the authors analyzed fMRI signals of subjects during simple motor learning tasks, and extracted graph frequency signatures for different task familiarities. According to the work in [9], applying graph filtering to reduce dimensionality of MEG signals yields better performance in classification tasks than traditional feature extrac-
3. METHODOLOGY

This section explains our approach for EEG signal classification, including extracting signal features, constructing graphs, and learning with GCNN. Figure 1 illustrates our approach.

3.1. Signal Features

For analysis of EEG signals, it is common to decompose signals into multiple bands, for instance, delta (0-3Hz), theta (4-7Hz), alpha (8-12Hz), beta (13-30Hz), and gamma (31-50Hz). For more detailed analysis, the alpha and beta bands can be divided further into sub-bands to consider eight bands in total: low-alpha (8-10Hz), high-alpha (10-12Hz), low-beta (13-16Hz), mid-beta (17-20Hz), and high-beta (21-29Hz), which is employed in our work. We extract the signals of different bands using the Parks-McClellan FIR band-pass filters having an order of 47 [17]. The power and entropy of filtered signals are used as the signals on graphs [16][18].

3.2. Graph Construction and Merging

The brain consists of multiple regions separated anatomically or functionally, and the brain signal can be modeled as a graph [19]. In the case of EEG, each electrode corresponds to each brain region, and the connectivity is calculated between each pair of electrodes.

We build a graph from the given set of EEG signals from all electrodes in two steps. First, an intra-band graph is created using the signals of each band. Then, the intra-band graphs for all bands are merged to form the richer graph model.

We adopt three methods to define intra-band graphs, namely, correlation-based (corr), distance-based (dist), and random (rand) methods. First, the correlation coefficient is computed to measure the level of functional connectivity between two electrodes [2], and its absolute value is used as the weight of an edge between the vertices corresponding to the electrodes. Second, the distance-based method uses the physical distances between the electrodes, which emphasizes spatial relationship between brain regions [9]. In this case, the edge connecting electrodes close to each other is assigned with a large edge weight, and vice versa. In other words, for a pair of electrodes with distance $d$, the distance connectivity is calculated by $e^{-d^2/\sigma^2}$, where $\sigma$ is a scaling constant. Third, the random method builds an Erdös-Rényi random graph with an edge probability of $p$. We examine this method to evaluate the importance of considering relationship between electrodes in building the graphs. In our experiment, we set $p \in \{0.3, 0.5, 0.7\}$, and all the edge weights are set to 1.

The graph obtained by correlation or distance is too densely connected to perform efficient analysis. Thus, we sparsify it to emphasize strongly connected vertices. The edge weight values for a certain vertex are sorted in a descending order, and only the top-$k$ weights are kept, while the remaining edges are removed. The value of $k$ defines the level of sparsity of the graph. We use $k \in \{4, 8, 12\}$.

Once each intra-band graph corresponding to each frequency band is obtained, we have eight sets of signal features and graphs for one signal segment. We consider two methods to merge them and obtain a larger graph. In the first method, we simply collect the intra-band graphs to compose the final graph having eight components. Thus, there is no edge between intra-band graphs. In the second method, we impose inter-band connectivity between all pairs of the vertices corresponding to the same electrodes but different bands, and the weights of all these edges are set to 1. Hence, we obtain the final graph containing both intra-band and inter-band connectivity.

3.3. Graph Convolutional Neural Network (GCNN)

The graph convolutional neural network (GCNN) [5], also known as ChebNet, performs convolution and pooling for signals defined on graphs based on graph signal processing and graph coarsening.

For an undirected and weighted graph $G = \{V, E, W\}$ with $N$ vertices, where $V$ is a set of vertices, $E$ is a set of edges, and $W$ is an $N \times N$ real matrix containing edge weights. In graph signal processing, a signal $x : V \rightarrow \mathbb{R}$ is defined on graph vertices, and can be represented by a vector $x \in \mathbb{R}^N$ when all the $N$ vertices are considered. The normalized graph Laplacian is defined as $\tilde{L} = I_N - D^{-1/2}W D^{-1/2}$, where $I_N$ is an identity matrix with size $N$ and $D$ is the diagonal matrix with degree of each vertex. Note that the eigenvalues of $\tilde{L}$ are within $[0, 2]$. The spectrum of the normalized graph Laplacian is defined from its eigendecomposition, $\tilde{L} = U \Lambda U^T$, where the columns of $U$ consist of eigenvectors $\{u_t\}, t = 1, \ldots, N$, and $\Lambda$ is a diagonal matrix that has graph
frequencies \( \{\lambda_l\}, l = 1 \ldots N \), as the diagonal elements. Then, the graph Fourier transform of graph signal \( x \) on graph \( G \) is defined as \( \hat{x} = U^T x \), and the inverse graph Fourier transform is defined as \( x = U \hat{x} \).

Convolution of signal \( x \) and filter \( \theta \) on the graph in GCNN is executed on the spectral domain:

\[
y = g_\theta(L)x = U g_\theta(\Lambda) U^T x
\]

where \( g_\theta \) is a graph signal filtering function. To achieve localized filtering, the filter must be a polynomial of the graph Laplacian, i.e., \( g_\theta(\Lambda) = \sum_{m=0}^{M-1} \theta_m \Lambda^m \), where \( M \) is the order of a filtering polynomial and \( \theta_m \) is the coefficient for polynomial order \( m \). In GCNN, the Chebyshev polynomial is used to reduce calculation of spectral filtering. Therefore, the filter is defined as

\[
g_\theta(\Lambda) = \sum_{m=0}^{M-1} \theta_m T_m(\tilde{\Lambda})
\]

where \( T_m(\tilde{\Lambda}) \) is the Chebyshev polynomial of order \( m \), evaluated at \( \tilde{\Lambda} \). Here, \( \tilde{\Lambda} \) is a diagonal matrix of scaled eigenvalues defined as \( \tilde{\Lambda} = 2\Lambda/\lambda_{max} - I_N \).

A graph pooling layer in GCNN pools information from multiple vertices to one vertex, to reduce the graph and to expand receptive fields of graph signal filters. The graph pooling is implemented based on the graph coarsening algorithm [20], with a fake vertex trick to construct binary trees for fast pooling. The feature vectors from the last graph convolutional layer are concatenated into a single feature vector, which is fed into the fully connected layer to obtain classification results.

4. EXPERIMENT
We conduct an EEG-based video identification experiment to evaluate the proposed approach.

4.1. Dataset
The DEAP [16] is one of the largest datasets containing human affective states. It contains 32-channel EEG signals of 32 participants, recorded during watching 40 music video stimuli. We use the preprocessed version of the dataset, which has a sampling rate of 128Hz.

The EEG signals of a subject for a video consists of three-second pre-trial baseline signals and 60-second trial signals. The trial signals are divided into three-second-long segments with a stride of one second. Then, the power and entropy values are calculated for the eight frequency bands. As a result, we obtain 58 samples of 32×8-dimensional feature vectors for each recording.

4.2. Experiment Design
We implement the experiment using Tensorflow [21]. The GCNN network has four graph convolutional layers, two graph pooling layers, and a fully connected layer, which is denoted as:

- GC64M16 - GC64M16 - P2 - GC128M9 - GC128M9 - P2 - FC40

where \( GC(f)M(m) \) means a graph convolutional layer with \( f \) filters and polynomial order of \( m \), \( P(c) \) means a pooling layer that reduces the number of vertices by a factor of \( c \), and \( FC(h) \) corresponds to a fully connected layer with \( h \) output neurons. The network is trained using the Adam [22] optimizer to minimize the cross-entropy loss with L2-regularization for 30 epochs. We set the initial learning rate to 0.001 and it decreases with a decay rate of 0.95 at every epoch. We use 80% of signal segments for training, and the others for test.

4.3. Results
Table 1 presents the results of the proposed method. We compare our results with a k-nearest neighbor classifier and a ran-
dom forest classifier as baselines. It is observed that the proposed method with GCNN shows significantly better performance than the baseline methods overall. The highest accuracy by GCNN is 65.27%, whereas the two baseline methods produce accuracies of 48.50% and 51.34%. Thus, involving graph structures for classification of EEG helps extracting meaningful patterns.

The performance is mainly affected by the graph construction method. Especially, the graphs with inter-band connections yield better performance than those without inter-band connections. The inter-band connections assign global connectivity to the overall graph, which facilitates extracting useful representations between multiple frequency bands.

When the three types of intra-band graphs are compared, the graphs constructed using correlation and distance are similarly better than the random graphs, showing that the elaborate graph construction is advantageous. Regarding the density of the intra-band graphs (controlled by $k$ for dist and corr, or $p$ for rand), higher accuracies are obtained by lower density values. This result indicates that the excessive complexity of a graph due to too many edges is not beneficial. The entropy as the signal feature shows slightly better performance than the power for low-density graphs.

We evaluate various structures of GCNN to test relationship between model complexity and classification performance. We test five network structures as follows:

- **Network 1**: GC64M16 - GC64M16 - P2 - FC40

**Table 1**: Accuracy (%) of video identification with GCNNs and baseline classifiers.

| Graph | Inter-band | Density | Signal Power | | Signal Entropy |
|-------|------------|---------|--------------|-------------|--------------------|
| corr  | ×          | $k=4$   | 56.56        | 57.30       |
|       |            | $k=8$   | 56.40        | 57.09       |
|       |            | $k=12$  | 57.80        | 56.72       |
|       | ○          | $k=4$   | 61.94        | 65.25       |
|       |            | $k=8$   | 61.74        | 62.53       |
|       |            | $k=12$  | 61.20        | 61.57       |
| dist  | ×          | $k=4$   | 58.49        | 56.67       |
|       |            | $k=8$   | 57.00        | 54.76       |
|       |            | $k=12$  | 58.57        | 58.40       |
|       | ○          | $k=4$   | 64.15        | 65.27       |
|       |            | $k=8$   | 62.82        | 62.65       |
|       |            | $k=12$  | 61.92        | 62.13       |
| rand  | ×          | $p=0.3$ | 57.12        | 56.81       |
|       |            | $p=0.5$ | 58.57        | 57.35       |
|       |            | $p=0.7$ | 58.69        | 55.88       |
|       | ○          | $p=0.3$ | 62.90        | 63.19       |
|       |            | $p=0.5$ | 61.70        | 62.03       |
|       |            | $p=0.7$ | 59.61        | 57.67       |
| k-nearest neighbors | | 40.46 | 48.50 |
| random forest | | 51.34 | 42.60 |

**Network 2**: GC64M16 - GC64M16 - P2 - GC128M9 - GC128M9 - P2 - FC40
**Network 3**: GC64M9 - GC64M9 - P2 - GC128M4 - GC128M4 - P2 - FC40
**Network 4**: GC64M4 - GC64M4 - P2 - GC128M3 - GC128M3 - P2 - FC40
**Network 5**: GC64M16 - GC64M16 - P2 - GC128M9 - GC128M9 - P2 - GC256M4 - GC256M4 - P2 - FC40

Note that **Network 2** is the one used in Table 1, and **Network 3** and **Network 4** are the same to **Network 2** except for reduced polynomial orders. In this experiment, the best combination of graph and signal construction methods in the previous evaluation are selected, i.e., the graph is created using the distance-based intra-band graph connectivity for $k = 4$, with enabling inter-band connections, and the entropy is used for the signal feature. The results of evaluation are presented in Table 2. **Network 2** with 4 graph convolutional layers performs better than **Network 1** or **Network 5**, showing that too simple or too complex a network produces performance degradation. **Network 3** and **Network 4** are out performed by **Network 2**, indicating that a sufficiently large polynomial order is also important for classification performance, which is related to the receptive field size of a graph convolutional filter. Interestingly, when **Network 1** and **Network 4**, which have similar numbers of parameters, are compared, the depth of GCNN seems more important than the polynomial order. This may be analogous to the trend of "going deep" using small filters in CNNs [23].

**Table 2**: Accuracy of video identification for various GCNN structures.

| Network type | #parameter | Accuracy  |
|--------------|------------|-----------|
| Network 1    | 722k       | 48.25%    |
| Network 2    | 944k       | 65.27%    |
| Network 3    | 792k       | 57.41%    |
| Network 4    | 746k       | 51.83%    |
| Network 5    | 1337k      | 62.94%    |

**5. CONCLUSION**

We have proposed a EEG classification approach using GCNN, particularly the methods for graph construction and graph signal feature extraction. It was shown that constructing graphs by extending vertices using intra-band and inter-band connectivity brought considerable performance gain in video identification. Especially, the inter-band connectivity made the graph richer to exploit the relationship between different frequency bands, which led to wider receptive fields over graphs representing in the brain. In the future, the relationship between graph construction schemes and signal features will be studied more extensively.
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