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Abstract—For the Internet-of-unmanned aerial vehicles (UAVs) some challenges in broadcasting and from new points of view are explored. In this paper, first, we investigate a single broadcast transceiver. From a control of noisy-channel viewpoint, we consider: (i) Alice sends $X$ to Bob as more efficient as possible while she wishes Bob not to get access to the private message $S$ regarding the correlation between $S$ and $X$ – i.e., Alice purposefully sends a turbulent-flow of the information to Bob; and (ii) where $(\Theta_1; \Theta_2)$ is the control-action-pair which actualise a pursuit-Evasion. We consider dissipativity in our system due to the memory effect relating to the previous states. We thus propose a federated-learning based Blahut-Arimoto algorithm while a 2-D dissipativity-theoretic continuous-Mean-Field-Game (MFG) is proposed with regard to (w.r.t.) a joint probability-distribution-function (PDF) of the population distribution – relating to a continuous-control-law. We also analyse what if Alice is owed to multiple Bobs in a multi-user scenario which we apply a bankruptcy based 3-level nested game for.

Index Terms—Anytime capacity, bankruptcy, Blahut-Arimoto, continuous-control-law, dissipation, distortion function, federated learning, Kuramoto model, mean-field-game, turbulent-flow.

I. INTRODUCTION

The information-theoretic bounds achieved through simultaneous resource use have a lot of priorities compared with the recent random access strategies. The main basis of the recent random access scenarios is to apply either collision avoidance – such as ALOHA protocols – or orthogonalization – e.g. time-division-multiple-access. In the former one, the decoder alarms an error if more than one transmitter is active in a time slot. Conversely, time slots are randomly selected by transmitters for the later one, while recourses being equally divided among the user.

Internet-of-unmanned aerial vehicles (UAVs) as the powerful Internet-of-Things (IoT) components are promising [1], [2], [3], [4], [5], [6]. In this area, UAV design technically requires to take into consideration a circumstance with an important set of uncertainties and dynamics. The quality of service relating to the sensing and communication without complete information is thus totally important [1], [2], [3], [4], [5], [6].

In control over networked systems [7], [8], [9], [10] and from an information-theoretic control-theoretic point of view, some brilliant activities have been performed so far. In [8], a probabilistic solution for the information constraints in a generic NP-hard optimisation problem was evaluated according to the source-and-channel separation. In [9], the problem of controlling an unstable linear plant with Gaussian disturbances over an additive white Gaussian noise (AWGN) channel was theoretically investigated. By the usage of coding over a multiple channel, a single control action was mathematically realised. In [10], a CEO problem was evaluated for the multiple rounds of communication. A minimal mutual information was newly solved for the Gauss-Markov source observed via parallel AWGN channels. The authors in [10] also bounded the rate-loss physically originated from the lack of communication among the observers.

From an information theoretic game-theoretical point of view, although some rare work has been done e.g. [11], [12], [13], this dominant area of research is still open. In [11] and for general alphabets, the saddle-point of the conditional Kullback-Leibler-Divergence to the conditional Rényi divergence was strongly evaluated. In [12], the information pattern of a mean-field-theoretical scheme was evaluated. In [13], a trade-off was realised in the context of “how much fast and how much secure” with regard to (w.r.t.) two essential limits in mean-field-games (MFGs).

Some novel and traditional game-theoretical solutions have been done for the Internet-of-UAVs [1], [2], [3], [4], [5], [6]. In the aforementioned work, the metric was the information theoretic one age of information.

In the context of the dissipativity theory and from a fractional-order control theoretic point of view, the literature is also rich. In [14] and for the first time, fractional-order congestion control oriented systems were introduced. Additionally, sufficient conditions were obtained as well in order to guarantee the occurrence of Hopf bifurcations for fractional-order cases. Via a directed graph, [15] explored the challenging issue of containment control in the fashion of fractional-order multi-agent systems.

From a control-theoretic point of view, the literature is also rich in the context of federated adapting. A variational inference procedure was proposed in [16] for imitation learning of a control policy. The work in [16] indeed was represented by a parametrised hierarchical algorithm which would invoke sub-procedures aimed at applying sub-tasks. In [17], how to control a system modeled by a probability density function (PDF) was explored which was performed by the calculation of a probabilistic control policy. A novel algorithm was proposed which was in terms of a data-driven iterative control in [17]. How to optimally control of beliefs was explored in [18] while considering the role of a physical watermarking signal in fast-detection relating to an adversary in a scalar linear control.
system. The authors in [18] indeed considered if one can replace the sensor measurements an arbitrary stationary signal generated by the adversarial.

Motivations and contributions: In this paper, we are interested in responding to the following questions: What if we want to guarantee the privacy-utility trade-off [19] for a problem of control over noisy communication channel? Is it possible to take into account a game in which the users are in terms of e.g. two groups of technique that a Chess Master has: (i) only one of which is supposed to be taught to his student; whereas (ii) he should be careful about the hostility probability of his student? How can we model the correlation between the two aforementioned groups of technique in the context of pursuit-evasion? How can we control of beliefs in the context of federated learning w.r.t. the correlation between the first group of techniques, i.e., the first group of agents, and the second specific and private one? What if the student’s hostility potential causes mixed-convolved actions? What if in a multi-user scenario, the sender owes to multiple receivers in the context of a bankruptcy? With regard to the non-complete version of the literature, the expressed questions strongly motivate us to find an interesting solution, according to which our contributions are fundamentally described as follows.

- (i) We evaluate the overall performance of the network from a joint continuous MFG-theoretical point of view. In relation to our MFG, the Fokker-Planck-Kolmogorov (FPK) equation by which the PDF1 of the population density is interpreted is two-dimensional, i.e., as a joint distribution relating to two groups of control actions.
- (ii) We also generalise the control-laws from a dissipativity theoretic viewpoint by applying the generalised time-derivatives.
- (iii) A novel Blahut-Arimoto algorithm is subsequently proposed according to the federated learning principle in order to find the probability mass functions (PMFs) for the privacy-utility trade-off. This is also evaluated from a time-varying graph theoretic point of view.
- (iv) We also consider a multi-user fashion where we have multiple Bobs. We indeed consider a 3-level nested game scenario where for the first type of the agents, that is, the decoders, we experience a bankruptcy. For the second class of $N+1$-player based game relating to the time instants, we apply a discrete mean-field-theoretical solution where the sensitivity about the bankruptcy-time-instant in terms of mean-field-limit is considered. An alternating direction method of multipliers (ADMM) based mathematical expression is consequently traditionally proposed – as common for the mean-field-limit issue. Instead of the ADMM based constraint, we define the third continuous MFG where the agents are in relation to phase transitions for the PMFs/PDFs. We do this in order to find a more adequate estimation of the probability spaces relating to the aforementioned ADMM based constraint, w.r.t. the Kuramoto model.

General notation: The terms $(\cdot)_A$ or/and $(\cdot)^{(A)}$ stand for Alice while $(\cdot)_B$ or/and $(\cdot)^{(B)}$ stand for Bob. Additionally, $(\cdot)_1$ or/and $(\cdot)^{(1)}$ stand for the first game while $(\cdot)_2$ or/and $(\cdot)^{(2)}$ stand for the second one. Finally, \( \backslash \), NULL(\cdot), \cdot\cdot\cdot \text{ and } \dim(\cdot) \) are respectively stand for Set-minus, Null, the Kullback-Leibler and dimension. Meanwhile, \( \nabla \) stands for the Nabla symbol and also Bob as the controller is a map pair of \( \left( \nabla X^{(t)}_k \mapsto \theta^{(t)}_{k,1}, \nabla S^{(t)}_k \mapsto \theta^{(t)}_{k,2} \right) \) as well.

**Definition 1** [20]. (i) System $\sigma$ is controllable if for any pair $(x_0,x_1) \in \mathbb{R}_n$, there exists a $T > 0$ and an input function $\theta(t) \in \mathbb{R}_n$ that transfers the state $x(t)$ from $x_0$ at time $t = 0$ to $x_1$ at time $t = T$. (ii) Observability means that for any input function, the current state can be determined in finite time using only the outputs. In fact, the system is observable if the output w.r.t. the $x_0$ is equal to the output w.r.t. $x_1, \forall t > 0$ and unobservable otherwise. (iii) A system is indeed detectable if we experience the output equating with zero for $x_0 = 0$, so, its steady state goes to zero, undetectable otherwise.

**Assumption 1. Anytime-capacity** [7], [8], [9]: Throughout the paper when we say rate, we refer to the principle of anytime-capacity. The $f$–anytime capacity $C_P(f)$ of a channel is the supremum of rates at which the channel can transmit data in the sense that (i) the error probability is arbitrarily small, and (ii) it decays at least as fast as $f(\cdot)$ does. $f(d) > 0$ is any decreasing function of the delay $d$ e.g. $f(d) = 2^{-\beta d}$. Indeed, anytime capacity is the upper-bound of the error-free capacity being equated when $\beta \to \infty$ and it is the lower-bound of the Shannon-capacity being equated when $\beta \to 0$.2 The logic behind of the anytime capacity is the fact that the encoder-decoder pair must be anytime, i.e., timely synchronisable or real-time.

**Remark 1**: Instead of the time-derivative $\frac{d}{dt}$ one should use the generalised fractional-order time-derivative – see e.g. [14], [15] – $D^{(\alpha)}_k = \frac{1}{\Gamma(1-\alpha)} \int_0^t f(k)(k - \kappa)^{\alpha} dk, \alpha \in [0,1]$, as well as the fractional-order gradient operator $\nabla^{(\alpha)}_k = \frac{1}{\Gamma(1-\alpha)} \int_0^t f(k)(k - \kappa)^{\alpha} dk, \alpha \in [0,1]$ where $\Gamma(x) = \int_0^\infty x^{\alpha-1} e^{-x} dx$. The reason is justified as follows. It should be noted that, the global system may act as a non-linear or non-equilibrium thermodynamic steady-state even if there exist some local equilibria. In other words, the global system may be time-irreversible and the global dynamics of the process don’t remain well-defined – i.e., it no longer holds – when the sequence of the global time-states, i.e., global dynamic equations are irreversible. Indeed, the global system may consist of mixed-convolved actions e.g. due to the Bob’s falsification, the time-varying mean and variance for the noise etc. Therefore, since the system may be a dissipative3 one, a convolution of the derivative of the main function with a power function – which stands for the time-oscillations and fluctuations in relation to the memory effect over the previous

---

1 Relating to a continuous-control-law.

2 As a case in point: $C_{\alpha}(f) \geq 1 - \log_2(1 + e) - \beta$ holds for a Binary Erasure Channel with the erasure probability of $e$.

3 See the dissipativity theory. For short, a dissipative system such as a tornado is thermodynamically open, i.e., the one operating far from thermodynamic equilibrium. In other words, a dissipative system lies theoretically in a dynamic fashion with a reproducing steady-state – in contrast to conservative ones. One example would be the Hopf bifurcation which emphatically imposes that dynamical systems can be physically decomposed into two absolute parts: (i) a dissipative one; and (ii) a conservative one.
states — is required. In order to take into account the point expressed here, we should formulate the time-derivatives with the generalised fractional-order ones.

A. Organisation

The rest of the paper is organised as follows. The system set-up and our main results are given in Sections II and III. Subsequently, the evaluation of the framework and conclusions are given in Sections IV and V.

II. System model and problem formulation

In this section, we describe the system model from both information-theoretic and control-theoretic viewpoints, subsequently, we formulate the basis of our problem.

Initially speaking, let us call 3 random variables $S$, $X$ and $Y$ which are i.i.d discrete memoryless variables respectively with the PMFs $P_S$, $P_X$ and $P_Y$. From an information-theory point of view assume that a sender named Alice has some private data denoted by the random variable $S \in S$ which is correlated with some non-private data $X \in X$. Alice is supposed to share $X$ with an analyst named Bob. However, due to the correlation between $X$ and $S$ which is captured by the joint distribution $P_{S,X}$. Bob may be able to draw some inference on the private data $S$. Alice consequently decides to, instead of $X$, release a distorted version of $X$ defined by $Y \in Y$ in order to alleviate the inference threat over $S$ logically acquirable from the observation of $X$. The distorted data $Y$ is generated by passing through the following privacy mapping, i.e., the conditional distribution $P_{Y|X}$. It should be noted that, in fact, Bob may also be able to act as an adversary by using $Y$ to illegitimately infer the private data set $S$, even though he is a legitimate recipient of the data set $Y$. Therefore, the privacy mapping should be designed in the sense that we can be assured about a reduction to the inference threat on the private set $S$ as follows: while preserving the utility of $Y$ by maintaining the correlation, i.e., dependency between $Y$ and $X$, we aim at alleviating the dependency between $S$ and $Y$.

This kind of two-fold information-theoretic goal balances a trade-off between utility and privacy [19]. As also obvious, the Markov chain $S \rightarrow X \rightarrow Y$ holds [19].

Let us go in details. For the $k$-th time instant where $k \in [0, K]$ including $k \rightarrow \infty$ — which declares that we use the any-time capacity principle (see Assumption 1) — Alice observes the source-symbol sets — sequences — $S_k^{(t)} = \{x_k^{(t)}\}_{t=1}^T$ and $X_k^{(t)} = \{x_k^{(t)}\}_{t=1}^T$ where Bob observes $Y_k^{(t)} = \{y_k^{(t)}\}_{t=1}^T$ while \$ \{t \in \{1, 2, 3\}\}$ stands literally for the $t$-th source-symbol per block belonging to the source-symbol set of size 1-by-$L_i$, $i \in \{1, 2, 3\}$. In fact, we principally see a simple scheme where: (i) the Alice-encoder follows the Borel measurable map $f_{S,k}^{(t)} : X_k^{(t)} \mapsto M(x,k) = \{1, 2, \cdots, 2^{R_{S,k}^{(t)}}\}$, while $R_{S,k}^{(t)}$ is the rate of Alice; moreover, (ii) the Bob-decoder legitimately follows the Borel measurable map $g_{k}^{(t)} : \{1, \cdots, 2^{R_{S,k}^{(t)}}\} \mapsto X_k^{(t)}$ after reception via the channel and illegitimately the map $\varphi(S) \mapsto S$. The term $\mapsto \mapsto \mapsto$ also stands for the source-encoding/decoding process. Therefore, the probability of reconstruction-error is $P(\hat{X}_k^{(t)} \neq X_k^{(t)}) = \sum_i \sum_k \mathbb{E}(\hat{X}_k^{(t)} \neq X_k^{(t)})$ where $X_k^{(t)}$ is the reconstructed version of $X_k^{(t)}$ done by the Bob-decoder.

Additionally, in order to guarantee a trade-off between utility and privacy as discussed above, we should let the following be satisfied: $\min \{I(Y, S) | s.t. \frac{1}{\text{dim} \text{Null}(I(X, Y))} = \} \neq \epsilon^+$ or equivalently

$\min \{I(Y, S) | s.t. I(X, S) - I(Y, S) = \epsilon^+\}$, that $P(Y|X)$ is, in the context of max Privacy s.t. Utility. The term $\epsilon^+$ is also the non-zero distortion threshold.

From a control-theory point of view Bob as the controller is a map pair of $\left(\hat{X}_k^{(t)} \mapsto \theta_k^{(t)}; \left(S_k^{(t)} \mapsto \theta_k^{(t)}\right)\right)$, since as discussed before, Bob may also be able to illegitimately infer $S$. In other words, Bob observes $Y$ which is: (i) a distorted version of $X$; as well as (ii) a non-linear function $\varphi(S)$ due to the correlation between $X$ ans $S$.

III. Main results

Objective. Our task is to examine if we can construct encoders and controllers such that the closed loop system is stable and detectable, i.e., if the triple $(A, B_1, B_2)$ is controllable-and-stabilisable and if the pair $(A, C)$ is observable-and-detectable.

Now, let us do the following exemplification. Take into account a game in which the users are in terms of e.g. two groups of technique that a Chess Master has: (i) the first group is supposed to be taught to his student; and (ii) the second group is the one which is not, since he should be careful about the hostility probability of his student. He is fully aware of the correlation between the two groups of techniques — i.e., the first group of agents and the second specific and private one — according to which the student may be able to infer the second ones. Additionally, there is albeit an interaction among the agents in each group of techniques as obvious.

Remark 2: The correlation between the two aforementioned groups of technique models a pursuit-evasion.

Remark 3: Although in the game between Alice and Bob, the Leader is Alice at the first glance, according to the fact of the hostility potential of Bob, Alice may also be able to be the Follower.

A. Our game when Bob may illegitimately act: A generic point of view

Lemma 1: From the $I(Y, S)$ point of view, Bob and Alice may experience a non-cooperative non-zero-sum game,

\[ \min \{P(S|X)|S(S|Y)\} = \sum_{x,y} P(X|Y) \sum_{x} P(S|X) \log \frac{p(x|y)}{p(x)} = \sum_{x} p(x) \log \frac{p(x)}{P(S|Y)} = I(X, S) - I(Y, S). \]
Although both of them agree on $I(X,Y) \neq 0$, where Alice and Bob follow $I(X_k^{(s)}, S_{k}^{(s)}) \neq 0$ and $I(Y_k^{(s)}, S_{k}^{(s)}) \neq 0$, respectively.

**Proof:** For respectively Alice and Bob, assume that we have a game where $S_k^{(s)} \equiv \{s_k^{(s)}\}_{k=1}^{L_k}$ and $Y_k^{(s)} \equiv \{y_k^{(s)}\}_{k=1}^{L_k}$ are the agents (see e.g. [12], [13]). For each group of agents, let us select the ones whose information-gain is non-zero as follows as the major ones, i.e., the Headers: (i) at Alice $I(X_k^{(s)}, S_{k}^{(s)}) \neq 0$; and (ii) at Bob $I(Y_k^{(s)}, S_{k}^{(s)}) \neq 0$, where either $k' = k''$ or $k' \neq k''$ and $\ell' = \ell''$ or $\ell' \neq \ell''$. Here, w.r.t. $I(X_k^{(s)}, S_{k}^{(s)}) \neq 0$, Alice wishes

$$I(Y_k^{(s)}, S_{k}^{(s)}) < \Phi_4^{(x_{k_0}, \ell_0)},$$

to be held, whereas this is the inverse wish of Bob since Bob wishes

$$I(Y_k^{(s)}, S_{k}^{(s)}) > \Phi_4^{(x_{k_0}, \ell_0)},$$

$k_0 \in \{k', k''\}$, $\ell_0 \in \{\ell', \ell''\}$, where $\Phi_4$ and $\Phi_3$ are some thresholds.

This completes the proof.

**Lemma 2:** From the $I(X,Y)$ point of view, Bob and Alice may experience a non-cooperative non-zero-sum game, w.r.t. $I(X,Y) \neq 0$.

**Proof:** Although both Alice and Bob agree on $I(X,Y) \neq 0$, Alice wishes both $I(X,Y) > 0$ and $I(X,Y) > 0$ to be held, whereas Bob wishes $I(X,Y) \to \infty$ to be held.

This completes the proof.

**B. Our first MFG: $I(Y_k, S_k)$**

**Proposition 1:** Our first MFG in relation to the term $I(Y_k, S_k)$ is presented as follows:

- (i) **Control-Law:** According to Lemma 1, one can write the following control-laws:

  - (i) for Alice as

    $$D_k^{(a)} \{ I(Y_k, S_k) \} = -\Phi_1(\mathcal{P}(Y_k|X_k); \Phi_1^{(k); k}) + W_{1}^{(k)};$$

    and

  - (ii) for Bob as

    $$D_k^{(a)} \{ I(Y_k, S_k) \} = D_k^{(a)} \{ I(\hat{X}_k, S_k) \} =$$

    $$+ \Phi_2(\mathcal{P}(Y_k|X_k); \Phi_2^{(k); k}) + W_{2}^{(k)},$$

    where $W_{i}^{(k)}$, $i \in \{1,2\}$ is a time-varying random walk Winner process which stands for the relative gradients, and we assume $|\Phi_i^{(k)}| > 0, i \in \{1,2\}$ without loss of generality.

- (ii) **Value function:** The value function is written:

  - (i) for Alice as

    $$V_{A,1}(k; \mathcal{P}(Y|X)) \leq \max_{\mathcal{P}(Y|X)} \mathbb{E} \left[ \int_0^\infty I(Y_k, S_k)dk \right];$$

  and

- (ii) for Bob as

  $$V_{B,1}(k; \mathcal{P}(Y|X)) \leq \max_{\mathcal{P}(Y|X)} \mathbb{E} \left[ \int_0^\infty I(\hat{X}_k, S_k)dk \right].$$

- (iii) **HJB:** The Hamilton-Jacobi-Bellman (HJB) equation is written:

  - (i) for Alice as

    $$HJB_{A,1} \equiv D_k^{(a)} \{ V_{A,1}(k; \mathcal{P}(Y|X)) \}$$

    $$+ \min_{\mathcal{P}(Y|X)} I(Y_k, S_k)$$

    $$+ \mathcal{P}(Y_k|X_k) \nabla^{(a)} \cdot \{ V_{A,1}(k; \mathcal{P}(Y|X)) + W_{h,b} \}$$

    $$= \mathbb{E} I(Y_k, S_k); \{ V_{A,1}(k; \mathcal{P}(Y|X)) \};$$

    and

  - (ii) for Bob as

    $$HJB_{B,1} \equiv D_k^{(a)} \{ V_{B,1}(k; \mathcal{P}(Y|X)) \}$$

    $$+ \min_{\mathcal{P}(Y|X)} I(\hat{X}_k, S_k)$$

    $$+ \mathcal{P}(Y_k|X_k) \nabla^{(a)} \cdot \{ V_{B,1}(k; \mathcal{P}(Y|X)) + W_{h,b} \}$$

    $$= \mathbb{E} I(Y_k, S_k); \{ V_{B,1}(k; \mathcal{P}(Y|X)) \}.\text{ and}$$

- (iv) **FPK:** The FPK equation is written:

  - (i) for Alice as

    $$FPK_{A,1} \equiv D_k^{(a)} \{ \mathcal{P}df_{A,1} \} = \nabla^{(a)} \cdot \{ V_{A,1}(k; \mathcal{P}(Y|X)) \mathcal{P}df_{A,1} \} + W_{f,b}^{(A)};$$

    and

  - (ii) for Bob as

    $$FPK_{B,1} \equiv D_k^{(a)} \{ \mathcal{P}df_{B,1} \} = \nabla^{(a)} \cdot \{ V_{B,1}(k; \mathcal{P}(Y|X)) \mathcal{P}df_{B,1} \} + W_{f,b}^{(B)}.$$
and we know\textsuperscript{7} \[ \mathcal{P}(S_k|X_k) \equiv \frac{\mathcal{P}(S_k)}{\mathbb{Z}[\mathcal{P}(X_k);\theta(\cdot)]} \exp\left( \mathcal{P}(Y_k|S_k)||\mathcal{P}(Y_k|X_k) \right), \]
where \( \mathbb{Z}(-;\theta(\cdot)) \) is a normalisation factor. This completely proves that \( \mathcal{I}(X_k,X_k) \) is a function of \( \mathcal{P}(Y_k|X_k) \) as well as \( \mathcal{P}(Y_k|S_k) \), i.e., \( \mathcal{I}(Y_k,S_k) \).

**STEP 2:** The terms \[ \mathcal{P}(Y_k|X_k;\theta(\cdot);\gamma_1) \quad \text{and} \quad \mathcal{P}(Y_k|S_k;\theta(\cdot);\gamma_1), \]
also show the convexity and concavity of respectively \( \mathcal{I}(Y_k,S_k) \) and \( \mathcal{I}(X_k,S_k) \) w.r.t. \( \mathcal{P}(X_k|Y_k) \), and one can also see that the \(+/-\) symbols in the control-laws are obvious.

**STEP 3:** Thanks to Remark 1, one can write the MFG equations\textsuperscript{8}.

This completes the proof. \( \blacksquare \)

\textbf{C. Our second MFG: \( \mathcal{I}(X_k,Y_k) \)}

**Proposition 2:** Our second MFG in relation to the term \( \mathcal{I}(Y_k,S_k) \) is presented as follows.

- **(i) CONTROL-LAW:** According to Lemma 1, one can write the following control-laws:
  - (i) for Alice as
    \[ \mathcal{D}_k^{(a)} \{ \mathcal{I}(X_k,Y_k) \} \equiv -\Phi_3\left( \mathcal{P}(Y_k|X_k);\Phi'_3(k;\alpha);k \right) + \mathcal{W}_3^{(k)}, \]
  and
  - (ii) for Bob as
    \[ \mathcal{D}_k^{(a)} \{ \mathcal{I}(Y_k,S_k) \} \equiv \mathcal{D}_k^{(a)} \{ \mathcal{I}(X_k,S_k) \} = +\Phi_4\left( \mathcal{P}(Y_k|X_k);\Phi'_4(k;\alpha);k \right) + \mathcal{W}_4^{(k)}, \]

where \( \mathcal{W}_i^{(k)}, i \in \{3,4\} \) is a time-varying random walk Winner process, and we assume \( |\Phi_i^{(k)}| > 0, i \in \{3,4\} \) without loss of generality\textsuperscript{9}.

- **(ii) VALUE FUNCTION:** The value function is written:
  - (i) for Alice as
    \[ \mathcal{V}_{A,2}(k;\mathcal{P}(Y|X)) \equiv \min_{\mathcal{P}(Y|X)} \mathbb{E}\left[ \int_0^K \mathcal{I}(Y_k,X_k) dk \right]; \]
  and
  - (ii) for Bob as
    \[ \mathcal{V}_{B,2}(k;\mathcal{P}(Y|X)) \equiv \max_{\mathcal{P}(Y|X)} \mathbb{E}\left[ \int_0^K \mathcal{I}(X_k,X_k) dk \right]. \]

- **(iii) HJB:** The HJB equation is written:
  - (i) for Alice as
    \[ \frac{\partial}{\partial t} \mathcal{V}_{A,2}(k;\mathcal{P}(Y|X)) \equiv \frac{\partial}{\partial t} \mathcal{H}_{A,2}(k;\mathcal{P}(Y|X)) \]
    \[ = \mathbb{E}\left[ \int_0^K \mathcal{I}(Y_k,X_k) dk \right]; \]
  and
  - (ii) for Bob as
    \[ \frac{\partial}{\partial t} \mathcal{V}_{B,2}(k;\mathcal{P}(Y|X)) \equiv \mathbb{E}\left[ \int_0^K \mathcal{I}(X_k,X_k) dk \right]. \]

\textsuperscript{7}See e.g. [8].
\textsuperscript{8}See e.g. [12], [13] in order to understand how to formulate HJB and FPK.
\textsuperscript{9}In order to preserve the type of the law’s conservation/non-conservation.
STEP 3: Thanks to Remark 1, one can write the MFG equations. This completes the proof. ■

D. Further discussions

Theorem 1: Our first MFG in relation to the term \( I(Y_k, S_k) \) can be jointly represented as follows.

- (i) CONTROL-LAW: One can write the control-law as
  
  \[ D_k^{(a)} \{ I(Y_k, S_k) \} = -\Phi_1 \left( \mathcal{P}(\mathcal{Y}_k|X_k); \Phi_1'(k; a); k \right) + \Phi_2 \left( \mathcal{P}(\mathcal{Y}_k|X_k); \Phi_2'(k; a); k \right) + \mathcal{W}_5^{(k)}. \]

- (ii) VALUE FUNCTION: The value function is written as
  
  \[ \mathcal{V}_1(k; \mathcal{P}(\mathcal{Y}|X)) \equiv \mathcal{V}_{A,1}(k; \mathcal{P}(\mathcal{Y}|X)) + \mathcal{V}_{B,1}(k; \mathcal{P}(\mathcal{Y}|X)) = \min_{\mathcal{P}(\mathcal{Y}|X)} \cdots \mathbb{E} \left\{ \int_0^K \mathcal{I}(Y_k, S_k) \, dk \right\} + \max_{\mathcal{P}(\mathcal{Y}|X)} \mathbb{E} \left\{ \int_0^K \mathcal{I}(\hat{Y}_k, \hat{S}_k) \, dk \right\}. \]

- (iii) HJB: The HJB equation is written as
  
  \[ \mathcal{I}(\hat{Y}_k, \hat{S}_k) + \mathcal{P}(\mathcal{Y}_k|X_k) \mathcal{V}_1(k; \mathcal{P}(\mathcal{Y}|X)) \]
  
  \[ + \mathbb{E} \left\{ \int_0^K \mathcal{I}(Y_k, S_k) \, dk \right\} + \max_{\mathcal{P}(\mathcal{Y}|X)} \mathbb{E} \left\{ \int_0^K \mathcal{I}(\hat{Y}_k, \hat{S}_k) \, dk \right\}. \]

- (iv) FPK: The FPK equation is written as
  
  \[ \mathcal{V}_{F,K} \equiv \mathcal{D}_k^{(a)} \{ \mathcal{P} \mathcal{d}_f \} = \mathcal{V}_1(k; \mathcal{P}(\mathcal{Y}|X)) \mathcal{P} \mathcal{d}_f + \mathcal{W}_{F,K}. \]

PROOF: The proof is straightforward and easy to follow. The proof also follows the proof of Proposition 1. The term max min additionally shows a Nash equilibrium as a no-lose-no-win or win-win or lose-lose game as the saddle-point. Meanwhile, the terms \( \mathcal{V}_1(k; \mathcal{P}(\mathcal{Y}|X)) \) and \( \mathbb{E}(\mathcal{I}(\mathcal{Y}, \mathcal{S})) \) – or accordingly \( \mathbb{E}(\mathcal{P}(\mathcal{Y}, \mathcal{X})) \) – stand for the fact that the PDF of the MFG is now a 2-D joint one.

In addition, as discussed, we have two control variables \( \theta_{k,1}^{(t)} \) and \( \theta_{k,2}^{(t)} \). So, one can consider the control-law \( \bar{f} = \bar{f} + \mathcal{R}_1 \theta_{k,1}^{(t)} + \mathcal{R}_2 \theta_{k,2}^{(t)} + \mathcal{W}_0 \), consequently, formulating the value function

\[ \min_{\theta_{k,1}^{(t)}, \theta_{k,2}^{(t)}} \rho \left( \theta_{k,1}^{(t)}, \theta_{k,2}^{(t)} \right) = \pi \left( \left| \theta_{k,1}^{(t)} \right|^2 - \left| \theta_{k,2}^{(t)} \right|^2 \right), \]

where

\[ \rho \left( \theta_{k,1}^{(t)}, \theta_{k,2}^{(t)} \right) = \rho \left( \theta_{k,1}^{(t)} \right) \rho \left( \theta_{k,2}^{(t)} \right), \]

holds, where \( (.)^* \) stands for the optimum value.

This completes the proof. ■

Theorem 2: Our second MFG in relation to the term \( I(Y_k, S_k) \) can be jointly represented as follows.

- (i) CONTROL-LAW: One can write the control-law as
  
  \[ D_k^{(a)} \{ I(Y_k, S_k) \} = -\Phi_1 \left( \mathcal{P}(\mathcal{Y}_k|X_k); \Phi_1'(k; a); k \right) + \Phi_2 \left( \mathcal{P}(\mathcal{Y}_k|X_k); \Phi_2'(k; a); k \right) + \mathcal{W}_6^{(k)}. \]

- (ii) VALUE FUNCTION: The value function is written as
  
  \[ \mathcal{V}_2(k; \mathcal{P}(\mathcal{Y}|X)) \equiv \mathcal{V}_{A,2}(k; \mathcal{P}(\mathcal{Y}|X)) + \mathcal{V}_{B,2}(k; \mathcal{P}(\mathcal{Y}|X)) = \min_{\mathcal{P}(\mathcal{Y}|X)} \mathbb{E} \left\{ \int_0^K \mathcal{I}(Y_k, X_k) \, dk \right\} + \max_{\mathcal{P}(\mathcal{Y}|X)} \mathbb{E} \left\{ \int_0^K \mathcal{I}(\hat{Y}_k, \hat{X}_k) \, dk \right\}. \]

- (iii) HJB: The HJB equation is written as
  
  \[ \mathcal{H}J_{B,2} \equiv \mathcal{D}_k^{(a)} \{ \mathcal{P} \mathcal{d}_f \} = \mathcal{V}_2(k; \mathcal{P}(\mathcal{Y}|X)) \mathcal{P} \mathcal{d}_f + \mathcal{W}_{F,P,k}. \]

PROOF: The proof is straightforward and totally similar to Theorem 1. ■

Theorem 3: In relation to our joint MFGs for both first and second ones, \( \mathcal{V}_1(k; \mathcal{P}(\mathcal{Y}|X)) \neq 0 \), \( \mathcal{V}_2(k; \mathcal{P}(\mathcal{Y}|X)) \neq 0 \),

PROOF: For \( \mathcal{V}_{A,1}(k; \mathcal{P}(\mathcal{Y}|X)) = \mathcal{V}_{B,1}(k; \mathcal{P}(\mathcal{Y}|X)) \), we should examine \( \mathbb{E} \left\{ \int_0^K \mathcal{I}(Y_k, S_k) \, dk \right\} - \mathbb{E} \left\{ \int_0^K \mathcal{I}(\hat{Y}_k, \hat{S}_k) \, dk \right\}. \) The sign – is applied due to the fact that one term is minimised, inversely, one should be maximised, that is, due to convexity of one term in addition to the concavity of another one, as discussed before. It should be noted that for this, we need \( \log \mathcal{P}(\mathcal{Y}_k|S_k) \). For the nominator, we need \( \mathcal{P}(\mathcal{Y}_k|S_k) \mathcal{P}(\mathcal{Y}|X_k) \) and the denominator we need \( \mathcal{P}(\mathcal{Y}_k|S_k) \mathcal{P}(\mathcal{Y}|X_k) \). It is then entailed to have \( \mathcal{P}(\mathcal{Y}_k|\hat{X}_k) = 1 \) in the sense that \( \mathcal{V}_1(k; \mathcal{P}(\mathcal{Y}|X)) = 0 \) can be satisfied, something that is not going to happen. This means that the game is not zero-sum one as discussed in Lemma 1.

For \( \mathcal{V}_{A,2}(k; \mathcal{P}(\mathcal{Y}|X)) = \mathcal{V}_{B,2}(k; \mathcal{P}(\mathcal{Y}|X)) \), we should examine \( \mathbb{E} \left\{ \int_0^K \mathcal{I}(Y_k, X_k) \, dk \right\} - \mathbb{E} \left\{ \int_0^K \mathcal{I}(\hat{Y}_k, \hat{Y}_k) \, dk \right\}. \) The sign – is applied due to the fact that one term is minimised, inversely, one should be maximised, that is, due to convexity of one term in addition to the concavity of another one, as discussed above.
Algorithm 1. Federated learning algorithm to find an optimal solution to the graph $\mathcal{G}_{m}(\mathcal{Q}, \mathcal{E}_m)$.

**INITIALISATION.**

while TRUE do

(i) Send Local observation path tuple $\Upsilon_2$ to the Header;
(ii) Alice and Bob respectively check if $I(X'_k), S'_k) \neq 0$, and $I(Y'_k), S'_k) \neq 0$;
and (iii) Alice and Bob jointly apply Theorems 1 and 2.
end

**OUTPUT:** $\mathcal{P}(Y | X)$

It should be noted that for this, we need $\log \mathcal{P}(Y_k|X_k)$ For the nominator, we need $\{\mathcal{P}(Y_k|X_k)\}$ and the denominator we need $\{\mathcal{P}(Y_k|X_k)\}$. It is then entailed to have $\mathcal{P}(X_k|X_k) = 1$ in the sense that $\mathcal{V}_k; \mathcal{P}(Y | X) = 0$ can be satisfied, something that is not going to happen as discussed. This means that the game is not zero-sum one as discussed in Lemma 2.

The proof is completed. ■

**Lemma 3:** Our MFGs experience a Nash-equilibrium for themselves.

**PROOF:** The proof is straightforward and easy to follow. According to Theorem 3, one can see that there is at least a no-lose-no-win or win-win or lose-lose case as the saddle-point which is satisfied between Alice and Bob. The proof is completed. ■

**Lemma 4:** Our MFGs experience their steady-states since the system in both cases is stable.

**PROOF:** The proof is presented in the following.

**First method:** According to Lemma 3 and regarding the fact that the system is in the sense that the hostility probability of Bob against Alice is neither 1 nor 0, so it is revealed that there exists a Nash-equilibrium in which the system can experience its steady-state.

**Second method:** We know – see e.g. [22] – one can formulate the stability criterion as follows

$$\int_0^\infty e^{-rt} |F(t+1) - F(t)|^2 < \infty.$$ 

So, one can prove, according to the definition of Laplace transform $\mathcal{F} \cdot \mathcal{F}$, that it is equivalent to

$$\lim_{t \to \infty} F(t) = \lim_{s \to 0} s \mathcal{F} \{F(t)\} - F(0^-) < \infty.$$ 

Moreover, we know – see e.g. [23] – that $I(F, g)$ or and $\int |f||g|$ can be considered as the Radon-Nikodym derivative $d\mathcal{F}$, so, one can reformulate the stability criterion as

$$\mathcal{L} \left( \frac{d f(t)}{dt} \cdot \mathcal{F}(t) \right) = \frac{1}{2\pi i} \int_{c-\infty}^{c+\infty} \cdots$$

which holds for our scheme since the hostility probability of Bob against Alice is neither 1 nor 0.

The proof is completed. ■

**Proposition 3:** One can consider the directed graph $\mathcal{G}_{m}(\mathcal{Q}, \mathcal{E}_m)$ to which the optimal solution is guaranteed by Algorithm 1.

**PROOF:** Recall Lemma 1 and its proof when we defined two groups of the major players, i.e., the Headers: (i) at Alice $I(X'_k), S'_k) \neq 0$; and (ii) at Bob $I(Y'_k), S'_k) \neq 0$. We denote $q_{i,k} \in \mathcal{Q}, \forall i \in \{A, B\}$ as the state of the agent $i$ in relation to either Alice, i.e., $i = A$ or Bob, i.e., $i = B$, at the time instant $k$. Indeed, any movement for the agents of Alice and Bob can be respectively the pairs $\{X'_k, S'_k\}$ and $\{Y'_k, S'_k\}$. The movement of each agent is constrained by a directed graph $\mathcal{G}_{m}(\mathcal{Q}, \mathcal{E}_m)$ where $\mathcal{E}_m \subseteq \mathcal{Q} \times \mathcal{Q}$. An agent can move from $q_1$ to $q_2$ in one time step if and only if the edge $(q_1, q_2) \in \mathcal{E}_m$. Obviously, $\{q_{i,k}, q_{f,k}\} \in \mathcal{E}_m$ holds. The local state path is also denoted by the tuple

$$Y_1 \equiv \left( (q_{f,0}, q_{f,1}, \cdots), (q_{0,k}, q_{1,k}, \cdots) \right),$$

and the local observation path is denoted by the tuple

$$Y_2 \equiv \left( (s_{f,0}, s_{f,1}, \cdots), (s_{0,k}, s_{1,k}, \cdots) \right),$$

and the set of local state-observations is then defined by

10Initially speaking, the three following cases for control over noisy communication channels generally exist [24]: (i) unstable; (ii) not completely controllable but stabilisable; and (iii) controllable. Therefore, controllability, observability and detectability are defined as follows [24]:

• A system $f$ is controllable if for any pair $(x_0, x_1) \in \mathbb{R}$, there exists $T > 0$ and an input function $\theta(t) \in \mathbb{R}$ that transfers the state $x(t)$ from $x_0$ at time $t = 0$ to $x_1$ at time $t = T$.

• Observability means that for any input function, the current state can be determined in finite time using only the outputs. In fact, the system is observable if the output w.r.t. the $x_0$ is equal to the output w.r.t. $x_1$, $\forall t > 0$ and unobservable otherwise.

• A system is indeed detectable if we experience the output equating with zero for $x_0 = 0$, so, its steady state goes to zero, undetectable otherwise.
Proposition 4: The game discussed in this paper can be theoretically interpreted in the context of: (i) a laminar flow of the information; as well as (ii) a turbulent flow of the information.

**Proof.** Let us do an analysis from a turbulent flow based point of view. The behaviour of a turbulent flow is in contrast to the laminar flow – where the fluid smoothly undergoes in parallel layers. In fact, the turbulent flow (chaotic) is a type of fluid flow while the fluid physically experiences irregular fluctuations.

Now, let us go over our pursuit-evasion game. In our mixed cooperative-and-non-cooperative game in relation to the two groups of techniques exemplified before, the story is that although Alice tries to send laminar flow to Bob, she is careful about Bob’s potentially adversarial issues against herself, thus, she tries to send in some points a turbulent flow to Bob. This kind of behaviour unhesitatingly entails a trade-off, which was gone over in-depth in the previous parts.

The proof is then completed. ■

2) Incomplete information, Hyper-games, and Fuzzy competitive learning:

Proposition 5: Incomplete information is theoretically analysable from another viewpoint, that is, a Hyper-game\(^1\) – something that is of an absolutely relaxed nature.

**Proof.** The proof is given in the context of the following multi-step solution.

**Definition 2. Hyper-game ([25], [26], [27])** A level-1 two-player hyper-game is a pair \(\mathcal{H} \mathcal{G}^{(1)} = (\mathcal{G}_1, \mathcal{G}_2)\), where \(\mathcal{G}_1, \mathcal{G}_2\) are the games observed by the first and the second agents, respectively. A level-2 two-player hyper-game is a pair \(\mathcal{H} \mathcal{G}^{(2)} = (\mathcal{H} \mathcal{G}^{(1)}, \mathcal{G}_2)\), where the first player observes the interaction as a level-1 hyper-game and the second player observes the interaction as the game \(\mathcal{G}_2\).

**Remark 4** [25], [26], [27]. Since the first agent is totally aware of \(\mathcal{H} \mathcal{G}^{(1)}\) whereas the second agent only knows \(\mathcal{G}_2\), a level-2 hyper-game is absolutely sufficient to model the game with asymmetric information. Thus\(^2\), the first agent calculates the strategy by solving the hyper-game \(\mathcal{H} \mathcal{G}^{(1)}\) and the second player does the calculation by solving the game \(\mathcal{G}_2\).

**Step 1.** Let us call \(\mathcal{G}(\phi) = \{\phi_1, \ldots, \phi_k\}\) as a data set containing \(k\) data points w.r.t. the given parameter \(\phi\), as

\[\Omega_\ell = \{\xi_\ell | \xi_\ell = (Y_1, Y_2)\}.\]

The global state observation paths is defined as \(\Omega = \Pi \Omega_\ell\).

The proof is then completed. ■

**E. Interpretation**

1) A laminar flow of the information vs. a turbulent flow of the information:

\[\Omega_\ell = \{\xi_\ell | \xi_\ell = (Y_1, Y_2)\}.\]

The global state observation paths is defined as \(\Omega = \Pi \Omega_\ell\).

\[I(X, Y)\]

...
the number of clusters which satisfies 2 ≤ q < k, as well as $C_2^{(\varphi)} = \{c_1^{(\varphi)}, \ldots, c_q^{(\varphi)}\}$ as a set of cluster centres, $\mu_{ij}^{m,(\varphi)} \in [0, 1]$ as the membership\(^{14}\) of $j^{(\varphi)}$ in class $i$, $m \in [1, \infty)$ is the degree of fuzzification\(^{15}\), as well as the fact that $U^{(\varphi)} = \{\mu_{ij}^{m,(\varphi)}\} \in \mathbb{R}^{q \times k}$ is the membership matrix. It should be noted that the two given constraints strongly guarantee that each data has the same overall weight in the data set – something which indicates that none of the clusters is supposed to be an empty set.

**Step 2.** Let us sectionise Bob into Bob and Eve here, due to the pursuit-evasion nature expressed before.

Let us define the outage probability $\gamma$ for the Alice-Bob link. Let $\bar{l}^*$ be the solution for

$$\min_{q, C_2^{(\varphi)}} \gamma J(U^{(\varphi)}, C_2^{(\varphi)}) + (1 - \gamma) T_1(\cdot),$$

for a given convex set $T_1(\cdot)$. Inversely, Eve aims at, for a given concave set $T_2(\cdot)$,

$$\max_{q, C_2^{(\varphi)}} \gamma J(U^{(\varphi)}, C_2^{(\varphi)}) + (1 - \gamma) T_2(\cdot),$$

for which the solution is $\bar{l}^*$.

It should only be noted here that there exists a Stackelberg equilibrium where

$$J(Alice-Bob)(l^*; U^{(\varphi)}, C_2^{(\varphi)}) \leq J(l; \bar{l}; U^{(\varphi)}, C_2^{(\varphi)}),$$

and

$$J(Eve)(\bar{l}^*; U^{(\varphi)}, C_2^{(\varphi)}) \geq J(l; \bar{l}; U^{(\varphi)}, C_2^{(\varphi)}),$$

simultaneously hold.

Let us define the outage probability $\gamma$ for the Alice-Bob link. Let $\bar{l}^*$ be the solution for

$$\min_{q, C_2^{(\varphi)}} \gamma J(U^{(\varphi)}, C_2^{(\varphi)}) + (1 - \gamma) T_1(\cdot),$$

for a given convex set $T_1(\cdot)$. Inversely, Eve aims at, for a given concave set $T_2(\cdot)$,

$$\max_{q, C_2^{(\varphi)}} \gamma J(U^{(\varphi)}, C_2^{(\varphi)}) + (1 - \gamma) T_2(\cdot),$$

for which the solution is $\bar{l}^*$.

It should only be noted here that there exists a Stackelberg equilibrium where

$$J(Alice-Bob)(l^*; U^{(\varphi)}, C_2^{(\varphi)}) \leq J(l; \bar{l}; U^{(\varphi)}, C_2^{(\varphi)}),$$

and

$$J(Eve)(\bar{l}^*; U^{(\varphi)}, C_2^{(\varphi)}) \geq J(l; \bar{l}; U^{(\varphi)}, C_2^{(\varphi)}),$$

simultaneously hold.

**Step 3.** Take into account a set of players $\mathcal{P}_1 = \{P_1(\theta); P_1(\theta); P_1(\theta); \cdot\}$.

relating to the Alice-Bob link, as well as $\mathcal{P}_2 = \{P_2(\theta); P_2(\theta); P_2(\theta); \cdot\}$, relating to Eve’s one. Recall $T_1$ and $T_2$. For the arbitrary positive scalars $\gamma_i, i \in \{1, 2, 3\}$, $P_1$ follows a competitive learning of

$$\min_{q, C_2^{(\varphi)}} \gamma_1 J(U^{(\varphi)}, C_2^{(\varphi)}) + \gamma_2 T_1(\cdot) - \gamma_3 T_2(\cdot).$$

Regarding the fact that $-\gamma_3 T_2(\cdot)$ is a convex set and an empty set is the least convex set, we can re-write the later expression as the Problem $\mathcal{P}_2$ as

$$(P_2): \min_{q, C_2^{(\varphi)}} \alpha_1 J(U^{(\varphi)}, C_2^{(\varphi)}) + \alpha_2 T_1(\cdot),$$

s.t. $J(U^{(\varphi)}, C_2^{(\varphi)}) = \sum_{i} \sum_{j} \mu_{ij}^{m,(\varphi)} Tr(s_j^{(\varphi)} (log s_j^{(\varphi)} - log c_j^{(\varphi)}))$, $\varphi \in \{l, k\}$,

$$\sum_{i} \mu_{ij}^{m,(\varphi)} = 1,$$

$$\sum_{j} \mu_{ij}^{m,(\varphi)} > 0,$$

where the last constraint indicates that if the player is supposed to lose the game, at least (s)he preserves her possibly winning strategy, with respect to the arbitrary positive scalars $\alpha_i, i \in \{1, 2, 3\}$.

**Remark 5.** Recall Remark 4 and Definition 2. The agent $\mathcal{P}_2$ is totally aware of $\mathcal{F}_2 = (\mathcal{F}_1, \mathcal{F}_2) = (\mathcal{F}_1, \mathcal{P}_2(\mathcal{P}_1))$, whereas the agent $\mathcal{P}_1$ only probabilistically knows $\mathcal{F}_1 = \mathcal{P}_1(\mathcal{P}_1)$, that is, the probability of $\mathcal{P}_2$ playing. Consequently, and according to the incomplete information for $\mathcal{P}_1$, (s)he needs to probabilistically define a constraint for herself.

**Step 4.** Now, an alternating optimisation based algorithm should be applied.

This completes the proof. ■

**F. Multi-user scenario and a bankruptcy issue**

Let us we have multiple Bobs and Alice owes to L Bobs, that is, there is a bankruptcy issue. The relative notations are given in Table 1. Most importantly, (.), $l \in \{1, 2, 3\}$ is not related to the main game, instead, it hereinafter stands for the bankruptcy issue and the relative 3–level nested game.

Initially speaking, recall $I(X, Y) \neq 0$ from Lemma 1. LQG-control-cost is a non-linear function of $I(X^{(k)}; X^{(k)}) [7], [8], [9], [10]$. So, we here write-and-analyse the concave version of it in the following optimisation problem in relation to $\theta_{l,l}^{(k)}$ a case in point, where hereinafter the term (.)$_1$ is removed for

\[^{14}\text{See the prioneer work [28] by the Father of Fuzzy mathematics, Zadeh.}\]

\[^{15}\text{See the prioneer work [28] by the Father of Fuzzy mathematics, Zadeh.}\]
the ease of notation
\[ \max_{\theta_{k,l}} \theta_{k,l}(X^{(k)}) \quad \text{s.t.} \quad \begin{array}{c} \theta_{k,l}(X^{(k)}) \end{array} \]

aimed at finding the control action \( \theta_{k,l}, \forall k \in 1, \ldots, K, \forall l \in 1, \ldots, L \), holding \( \dim [\text{null}(I(X^{(k)}; X^{(k)}))] \rightarrow \infty \). At the time instant \( K \), we experience a bankruptcy situation, that is, according to the any-time-capacity we see
\[ \mathcal{P} \{ I(X^{(k)}; Y^{(k)}) > 0, I(X^{(k)}; Y^{(k)}) \neq 0 \} \geq \mathcal{P}_b, \]

either \( K \) including \( \infty \) or not – according the any-time-capacity – where \( \mathcal{P}_b \) is the bankruptcy probability.

1) First game: For the decoders: The first game we have, is among the decoders from a bankruptcy based point of view in which Alice owes to L Bobs and among these Bobs, a coalition is created. In this context, the coalition is \( L_0 \subset L \) relating to which the transferable-utility pay-off is the LQG controls they are owed. For this game, let us the following parameters be defined: the transferable-utility-function is \( U_1 = \mathbb{E}[Y(k'; \theta_{k,l})] \) where the superscript \( (\cdot) \) stands for the first game and the expected value is measured over the \( L_0 \) Bob set in the coalition. Call \( \theta_{k,l}^{\text{max}}(\cdot) \) the claimed money by \( L_0 \)-th Bob. According to the Shapley Value principle [29] and w.r.t.
\[ \psi(\Omega) =: \min \left\{ \theta_{k',l}^{\text{max}}, \max \left\{ 0, \theta_{k',l} - \theta_{k',l_0} \sum_{j \in L_0 \setminus \{l_0\}} \theta_{k',l_0} \right\} \right\}, \]

where \( \theta_{k,l}^{\text{max}}(\cdot) \) is the total budget after the occurrence of the bankruptcy event, the weighted pay-off for every player is obtained by

\[ \theta_{k',l_0} = \sum_{l_0 \in L_0 \subset L} \frac{(||\Omega|| - 1)!((0 - ||\Omega||)!)}{l_0!} \psi(\Omega) - \psi(\Omega - \{l_0\}) \]

Meanwhile, there seems to be the following conditions to be satisfied [29]: \( \sum_{l_0 \in L_0 \subset L} \theta_{k',l_0} \neq \theta_{k'} \) which indicates the efficiency as well as the fact that there is no chance to create a new coalition; \( 0 \leq \theta_{k',l_0} \leq \theta_{k',l}^{\text{max}} \) and \( \theta_{k',l_0} \in \theta_{k',l_0}^{\text{min}} \) where the minimum right is \( \theta_{k',l_0}^{\text{min}}(\cdot) \) – i.e., the individual rationality according to which we can say that no player agrees to receive a less amount of money compared to the case she is out of the coalition – and the maximum right is \( \theta_{k',l_0}^{\text{max}}(\cdot) \) – i.e., the individual rationality according to which we can say that no player agrees to receive a less amount of money compared to the case she is in the coalition.

2) Second game: For time instants: For the second game we experience, the players are assigned to the LQG control signal vector for every individual Bob over the time interval \([K_0, K]\). In this scenario which is a discrete mean-field-game (MFG), we have an \( N + 1 \) player mean-field-limit based game [30] for which the sensitivity about 1 major player, that is, the initial condition \( K_0 \), should be considered by other players. For this game, let us the following parameters be defined: \( \forall l_0 \in \{0, \ldots, L_0\}, \) the utility-function is

\[ U_2 = \mathbb{E} \left[ \sum_{k' = K_0}^K \theta_{k',l_0}(k'; Y(k')) \right] \]

where the superscript \( (\cdot) \) stands for the second game; for \( \theta_{k',l_0}(k'; Y(k')) \), the PMF is

\[ \mathcal{P}_{mf} \{ \theta_{k',l_0}(k'; Y(k')) \} \geq 0 \]

where

\[ \sum_{k' = K_0}^K \mathcal{P}_{mf} \{ \theta_{k',l_0}(k'; Y(k')) \} = 1; \]

the average is \( \theta_{k',l_0}(k'; Y(k')) \); and \( \sigma \) is a noise.

Theorem 4: Our Bi-level game has the solution as in Eq. (1) where \( \mu_k^{(2)} \) is a PDF relating to the interactions with the major-player \( K_b \), where \( k_b' \in \{K_b, K\} \setminus \{K_b\} \), i.e., \( k_b' \in (K_b, K) \).

PROOF: In order to understand how to right the relative mathematical equations, that is, the Hamilton-Jacobi-Bellman one – which finds the local interactions – and the Frokner-Planck-Kolmogorov one – which finds the PDF of the total interactions – revising them to the McKean-Vlasov based ones, please see e.g. [30]. Indeed, ADMM is supposed to decrease the divergence of the 2 conditions while finding one of them fixing another one and vice versa. Finally speaking, \( \mu_k^{(2)} \) is the PMF w.r.t. the major agent from others’ side.

This completes the proof.

3) Third game: For phase transitions: We are fully aware of the fact that PMFs are mapped into the bifurcation of phases, i.e., phase transitions [31, 32]. Consequently, one can apply Kuramoto-model instead of 1.e in Theorem 1 which results in the following theorem. Prior of this, for this game, let us the following parameters be defined: the utility-function is \( U_3 \) where the superscript \( (\cdot) \) stands for the third game; for \( \theta_{k',l_0}(k''; \varphi(k'')) \), the probability distribution function (PDF) is

\[ \mathcal{P}_{df} \{ \theta_{k',l_0}(k''; \varphi(k'')) \} \geq 0 \]

where

\[ \int_{k'' = K_0}^K \mathcal{P}_{df} \{ \theta_{k',l_0}(k''; \varphi(k'')) \} = 1; \]

the average is \( \theta_{k',l_0}(k''; \varphi(k'')) \); and \( \sigma \) is a noise.

Theorem 5: Our Bi-level game can be revised into a 3-level nested game by modifying 1.e as in Eq. (2). \( \theta_{k',l_0}(k; Y(k')) \), \( \theta_{k',l_0}(k''; \varphi(k'')) \), indicates that the PMF of the interactions among the agents in our second game is 2-Dimensional.

\[^{16}\text{Something that, in parallel with } \mathcal{P}_{mf}(\theta_{k',l_0}(k'; Y(k'))), \text{ indicates that the PMF of the interactions among the agents in our second game is 2-Dimensional.}\]
\[
\begin{align*}
1.a: & \quad \mathcal{U}_2(k'+1) + \sup_{\theta_{k',b}(\cdot)} \mathbb{E} \left\{ \sum_{k'=K_0+1}^{K} Y(k'; \theta_{k',b}(k')) \right\}, \\
1.b: & \quad \max_{\theta_{k',b}(\cdot)} \mathbb{E} \left\{ \sum_{k'=K_0+1}^{K} Y(k'; \theta_{k',b}(k')) \right\}, \\
1.c: & \quad Y(k'+1) = \theta_{k',b}(k'; \theta_{k',b}(k')) \pm \sigma(k'+1), \\
1.d: & \quad \mathbb{P}_{mf} \left( \theta_{k'+1,b}(k'+1; Y(k'+1)) \right) = \sigma^2(k'+1) \mathbb{E} \left\{ \mathbb{P}_{mf} \left( \theta_{k',b}(k'; Y(k')) \right) \right\} + \sigma^2 \mathbb{E} \left\{ \mathbb{P}_{mf} \left( \theta_{k',b}(k'; Y(k')) \right) \right\}, \\
1.e: & \quad \min_{\Theta(\cdot)} \mathbb{P}_{mf} \left( \theta_{k',b}(k'; Y(k')) \right) \left\{ \mathbb{P}_{mf} \left( \theta_{k,b}(K_b; Y(K_b)) \right) \right\}. \\
\end{align*}
\]

**Proof:** Although \( k'' \) the same as \( k' \) belongs to \( K_b, K \), by the way the reason that we respectively define a discrete MFG and a continuous one for respectively the second and the third games are justified as follows. The control law according to which the second game is actualised is a discrete time process – control actions –, inversely, the control law w.r.t. which the third game is realised is a continuous time process – i.e., phase transitions. In order to understand what Kuramoto model is, please see e.g. [33]. Finally speaking, \( \mu_k^{(2)}(\tau') \) is the PMF w.r.t. the major agent from others’ side.

This completes the proof. ■

Theorem 6: Our framework is not completely controllable but stabilisable.

**Proof:** Although in our framework some decoders may experience information leakage, by the way the overall system rate can be non-zero [7], [8]. Please see e.g. [19] in order to understand how a system is not completely controllable but stabilisable. This kind of interpretation originally comes from (0, \( v_1, v_2 \))–stabilisability principle\(^ {17} \) where stabilisability is satisfied in an annulus w.r.t. the 2 concentric balls of different radii \( v_1 \) and \( v_2 \) centred at the origin. Meanwhile, \( v_1 \) and \( v_2 \) are respectively the lower-bound and the upper-bound of the stabilisability-region. In other words, \( v_1 \) is sensitive to the information leakage, while \( v_2 \) is satisfied by \( \mathbb{P} \left\{ I(X(k); Y(k)) > 0, I(X(k); Y(k')) \neq 0 \right\} < \mathbb{P}_b \).

This completes the proof. ■

**IV. Numerical results**

We have done our simulations w.r.t. the Bernoulli-distributed data-sets using GNU Octave version of 4.2.2 on Ubuntu 16.04.

Initially speaking, let us also define the greedy Algorithm 2. Fig. 1 compares Algorithms 1 and 2.

**Algorithm 2 A greedy algorithm to \( \mathcal{P}_1 \).**

**INITIALISATION.**

while **TRUE** do Iteratively find the solution. **endwhile**

**OUTPUT:** \( \mathcal{P}(Y|X) \)

The first sub-figure demonstrates the cumulative distribution function (CDF) of the iterations needed for our proposed Algorithms 1 and 2 to be converged while changing \( \alpha \) for Algorithm 1. The degradation of the performance while decreasing \( \alpha \) is totally obvious. It is also revealed that Algorithm 1 outperforms the greedy Algorithm 2. Moreover, a partially less acceptable performance is observed while decreasing \( \alpha \) which, as discussed, shows dissipativity.

The second sub-figure demonstrates \( I(S,Y) \) versus the normalised version of \( I(X,Y) \) while changing \( \alpha \) for Algorithm 1. It is again revealed that the Algorithm 1 out-performs the greedy Algorithm 2. Again, a partially more favourable performance is seen for the higher value of the term \( \alpha \).

Finally, the third sub-figure shows the loss in terms of percentage against the normalised version of the iteration regime.

\(^ {17} \)See e.g. [34] to understand what it is.
while changing $\alpha$ for Algorithm 1. It is again revealed that the Algorithm 1 has a significantly more adequate performance in comparison with the greedy Algorithm 2. Additionally, the influence of a change in the value of $\alpha$ on the overall performance of the system is obvious.

Defining the dissatisfaction-rate $\lambda = 1 - \frac{\theta_{k,l}}{\bar{\theta}_{k,l}}$, Fig. 2 shows CDF of the iterations needed for our proposed Algorithms 3 and 4 to be converged. The degradation of the performance while increasing $\lambda$ is totally obvious. Meanwhile, it is revealed that our proposed algorithm 4 out-performs the Algorithm 3.

**Remark 6:** The reason of the out-performance of our Kuramoto based Algorithm 1 over the ADMM based Algorithm 3 can be technically interpreted as follows. Theoretically, ADMM needs a huge search region, consequently, it needs more time to blindly search for a global equilibrium in order to find a more accurate globality. Inversely, the Kuramoto model is supposed to intelligently find an appropriate global equilibrium. In other words, the ADMM should be able to move over a larger search region to find the global optima not considering the fact that the major player has an extremely tiny sensitivity to the minor ones, inversely, only the sensitivity of the minor ones as the Followers are considered in the Kuramoto model since the major player is the Leader. This is the tremendously important superiority of the Kuramoto model in comparison with the ADMM in our nested game-theoretical solution. Let us terminate our discussion with the following exemplification. Consider that a father has 2 children. According to ADMM, the father should blindly find an equilibrium between them. Conversely, according to the Kuramoto model, he has to smartly carefully take into account the child who has a genetic jump and he/she is supposed to be more effective for the future. Indeed, in the Kuramoto model – initially suggested for biological oscillations where each oscillator is connected to another one – the interactions can be limited over a certain graph although the topology is a complete graph [35], [36].

**Remark 7:** Algorithms 3 and 4 are of the complexity-orders of respectively $O(3N + N \log N + N^2)$ and $O(2N + N \log N + N^2)$.

Fig. 3 also demonstrates the discussion given in Remark 7 in terms of $O(\cdot)$.

Algorithm 3 An algorithm to find $\theta_{k,l}$: Theorem 1.

```plaintext
INITIALISATION.
while TRUE do Solve (1) endwhile
```

Algorithm 4 A greedy algorithm to find $\theta_{k,l}$: Theorem 2.

```plaintext
INITIALISATION.
while TRUE do Solve (2) endwhile
```

V. CONCLUSION

The privacy-utility trade-off for the problem of control over noisy communication channels was evaluated in this paper. The performance of the network from a joint continuous MFG-theoretical point of view was also explored. In relation to our MFG, the PDF of the population density was two-dimensional. The control-laws were generalised from a dissipativity theoretic standpoint. Then, a Blahut-Arimoto algorithm was proposed according to the federated learning principle in order to find the PMFs for the privacy-utility trade-off. We investigated this from a time-varying graph theoretic perspective. We derived some novel results in the context of new theorems and propositions. Finally, simulations showed us that our proposed algorithm has a remarkably more adequate performance compared to a greedy algorithm. More interestingly, simulations showed us the effect of a change in the quantity of $\alpha$ according to the dissipativity theory.
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