Activity-controlled clogging and unclogging of micro-channels
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We propose a mechanism to control the formation of stable obstructions in two-dimensional micro-channels of variable sections taking advantage of the peculiar clustering property of active systems. Under the activation of the self-propulsion by external stimuli, the system behaves as a switch according to the following principle: by turning-on the self-propulsion the particles become active and even at very low densities stick to the walls and form growing layers eventually blocking the channel bottleneck, while the obstruction dissolves when the self-propulsion is turned off. We construct the phase diagram distinguishing clogged and open states in terms of density and bottleneck width. The study of the average clogging time, as a function of density and bottleneck width, reveals the marked efficiency of the active clogging that swiftly responds to the self-propulsion turning on. The resulting picture shows a profound difference with respect to the clogging obtained through the slow diffusive dynamics of attractive passive Brownian disks. This numerical work suggests a novel method to use particles with externally tunable self-propulsion to create or destroy plugs in micro-channels.

Several technological and industrial processes require the control of fluid flows through channels and pores at mesoscopic scales. In this context, it is important to find strategies either favoring or preventing the sudden blockage (clogging) of the channels by particle aggregates and cohesive matter \cite{1}. Recently, materials that spontaneously respond to environmental changes, known as smart materials, seem to offer new opportunities for a clever solution to this kind of problem. Smart materials can also be used to deliver cohesive substances into specific regions in order to reinforce surfaces and repair fractures or damages \cite{2,3}. In principle, the material aggregation could be used to form obstructions capable of blocking the passage of undesirable debris or harmful chemical and biological agents. In this Letter, we provide a proof of concept that self-propelled particles \cite{4-7}, whose active force can be controlled by external inputs \cite{8}, can be employed as smart materials able to generate removable obstructions into channels by aggregation. Indeed, it has been recently shown that genetically engineered \textit{E. Coli} bacteria \cite{9-11} and certain Janus particles \cite{8,12,14} can be externally controlled by a light stimulus and their activity can be rapidly switched on/off by modulating the illumination power. Specifically, we suggest taking advantage of the self-propelled particle propensity to spontaneously form stable aggregates and undergo motility induced phase separation (MIPS) \cite{15-19}, as experimentally observed for artificial microswimmers \cite{8,16,20,23} or bacteria \cite{24,26} and reproduced by numerical simulations \cite{27,28}.

Our mechanism based on the clustering of active particles is able to work as a switch to clog/unclog channels by turning on/off the self-propulsion. Its usefulness is also suggested by the low particle concentrations required. In fact, the cluster formation is strongly enhanced by the presence of confining geometries, as experimentally shown for bacteria \cite{39,41} or artificial microswimmers \cite{13,12}, since active particles accumulate near boundaries \cite{43-46}, wall channels \cite{47-51}, and obstacles \cite{52,55}. The employment of active particles, instead of passive colloidal particles, to control the channel occlusion leads to further advantages. Passive particles cluster only in the presence of attractive interactions and the addition of depletants \cite{56,57} but, even in these cases, exhibit a very slow dynamics. As a consequence, the clogging formation is very slow and has been experimentally and numerically observed only when accelerating the access of passive particles into the channel, for instance, by imposing external fluid flows \cite{58,61}. By contrast, as we shall see, active particles block the channel in a much shorter time than passive colloids, revealing their prominent efficiency. This property is crucial in view of the possibility of achieving efficient switching-like behaviors to clog/unclog channels.

We consider a system of $N$ interacting self-propelled disks in two dimensions. According to the Active Brownian Particles (ABP) dynamics \cite{62,63}, the self-propulsion is modeled as a time-dependent force with fixed modulus, $v_0$, and orientation, $\mathbf{n}_i = (\cos \theta_i, \sin \theta_i)$, where the angles, $\theta_i$, evolve as independent Wiener processes. The dynamics of the particle positions, $\mathbf{x}_i$, is governed by
overdamped stochastic equations:
\[ \gamma \dot{x}_i = F_i + F_i^w + \gamma v_0 n_i, \tag{1a} \]
\[ \theta_i = \sqrt{2 D_r \xi_i}, \tag{1b} \]
where \( \xi_i \) is a white noise with unit variance and zero average. The constants \( \gamma \) and \( D_r \) denote the friction and the rotational diffusion coefficients, respectively, and, in particular, the latter determines the typical persistence time of the active force, \( \tau = 1/D_r \). The first force term, \( F_i = -\nabla_i U_{tot} \), models the steric repulsion between two disks, where \( U_{tot} = \sum_{i<j} U(|r_{ij}|) \) with \( r_{ij} = x_i - x_j \) and the shape of \( U \) is chosen as a truncated and shifted Lennard-Jones potential, \( U(r) = 4\epsilon[(\sigma/r)^{12} - (\sigma/r)^{6}] + \epsilon \) for \( r \leq 2^{1/6}\sigma \) and zero otherwise. The constants \( \sigma \) and \( \epsilon \) represent the particle diameter and the energy scale of the interactions, respectively. The term, \( F_i^w \), is the repulsion exerted by the rigid boundaries, modeled as soft reflecting walls, derived by the potential, \( V(k(x) - y) \), where the curve \( y = k(x) \) is the wall profile. Explicitly, this force is \( F_i^w = -V'(k(x) - y) \hat{n} \), being \( \hat{n} \) the normal direction with respect to \( y = k(x) \), such that any tangential or torque contributions exerted by the boundaries are neglected. Further details about the implementation of the boundaries are reported in Sec. 1 of the Supplemental Material (SM). The system consists of two boxes of area \( L \times H \) connected by a bottleneck of size \( s \times w \), as schematically illustrated in Fig. 1 (a): the solid black lines define the bottleneck region, while periodic boundary conditions are applied to the rest of the channel.

We study the dynamics at fixed active force by varying the density, \( \rho \), and the bottleneck width, \( w \). Simulations started from homogeneous configurations, in the absence of active forces, Fig. 1 (a). At the initial time \( t_0 \), we turn on the self-propulsion and let the system evolve for a final time, \( T = 10^2/D_r \). A typical time evolution, at \( \rho = 0.3 \) and \( w = 20 \), is schematically illustrated in panels (b), (c) and (d). In a first transient regime, particles accumulate in front of the bottleneck walls forming two symmetric growing layers, Fig. 1 (b). Subsequently, the two layers coalesce and clog the bottleneck, Fig. 1 (c), forming a very dense and cohesive cluster as revealed by the bimodal shape of the density distribution, Fig. 1 (f). Finally, the plug dissolves when the active force is switched off and the system gradually recovers a homogeneous configuration, Fig. 1 (d).

The scenario described by panels (a)-(d) is quantitatively confirmed by the plot of the time-dependent density distribution, \( p(x, t) \), along the channel, at different times, Fig. 1 (e). Thus, by turning the self-propulsion on/off, the system in practice behaves as a switch to clog and unclog the channel. However, for \( w \) or \( \rho \) values small enough, the system is not able to attain a steady-state with stable bottleneck obstructions as reported in Fig. 2 (c) where the steady-state is characterized by small clusters of particles close
to the bottleneck walls (open state).

The distinction between clogged and open states can be achieved by computing the average density in the bottleneck region, \( \langle \rho_b \rangle \), after the \( \rho \)-trajectories have reached their plateau. A close inspection of the configurations allows us to verify that clogged states are those with \( \langle \rho_b \rangle \gtrsim 1 \), while open states correspond to \( \langle \rho_b \rangle \lesssim 1 \). Through this heuristic criterion, we construct the phase diagram of the system as a function of \( \rho \) and \( w \), Fig. 2 (a), where clogged and open configurations are separated by a solid black line (clogging-line). The clogging-line displays a monotonic growth with both \( \rho \) and \( w \) almost saturating around \( \rho = 0.3 \), which is well below the critical \( \rho \)-value to observe the MIFS-transition in the confinement-free system \[64, 67\]. The color-map encodes the values of \( \langle \rho_b \rangle \) in the bottleneck region showing that a sharp color variation occurs in the proximity of the clogging line and, in the clogged states, plugs become less cohesive as \( w \) grows. We remark that the clogged states are obtained even at very small densities constituting a strong advantage in the potential applicability of our mechanism to real devices.

To work as a switching mechanism, the clogging process needs to be sufficiently swift in the response to the turning on of the active force. In this respect, we monitor the time behavior of the local density in the bottleneck, \( \rho_b(t) \). Figs. 3 (a)-(b) illustrate the typical dynamics of the clogging process for a bottleneck of width \( w = 10 \). In particular, panel (a) compares the single fluctuating trajectory of \( \rho_b(t) \) with its ensemble average \( \langle \rho_b(t) \rangle \) for two different values of \( \rho \). All the curves saturate at a plateau whose value indicates the clogging degree of the stationary state. Specifically, the higher and lower values correspond to clogged (green curves) and open states (red curves), respectively. In addition, the former are self-averaging while the latter are still characterized by more fluctuating behaviors, even in the steady-state configurations, since the layers of particles attached to the walls reorganize without merging. The dashed lines in Fig. 3 (a) represent the theoretical predictions of \( \langle \rho_b(t) \rangle \)

\[
\langle \rho_b(t) \rangle = \frac{\langle \rho_b \rangle \rho}{\rho + (\langle \rho_b \rangle - \rho) e^{-t/\alpha}},
\]

where \( \alpha \) is a fitting parameter. Eq. 2 is the solution of the logistic equation which, for the present system, is derived in Sec. 3 of the SM under suitable approximations, observing that the increase of \( \langle \rho_b(t) \rangle \) is mainly determined by the particles approaching almost ballistically the bottleneck and that the probability to remain trapped is roughly proportional to \( \rho_b(t) \). The prediction 2 reveals also a good agreement with the numerical results for \( \langle \rho_b(t) \rangle \) as shown in Fig. 3 (b) for several values of \( \rho \) giving rise to clogged configurations. In these cases, \( \langle \rho_b(t) \rangle \) saturates at a common plateau that is determined by the maximum packing density in the bottleneck.

![Figure 3. Dynamics of the plug formation. Panels (a) and (b) plot the time evolution of the density in the bottleneck, \( \rho_b(t) \), for \( w = 10 \). Panel (a) shows single-trajectories (thin lines) and the ensemble average, \( \langle \rho_b(t) \rangle \) (tick lines), taken over 20 independent initial configurations. The dashed grey horizontal line marks the asymptotic value \( \langle \rho_b \rangle \), while the dashed vertical line indicates the time at which the asymptotics is reached. Panel (b) plots \( \langle \rho_b \rangle \) as a function of \( t/\tau \) for three different values of \( \rho \) leading to clogging configurations. Both in panels (a) and (b), dashed black lines are obtained by a fit to data with Eq. 2. Panel (c) contains the clogging time \( t_{cl} \) as a function of \( w \) for different values of \( \rho \), where solid lines are obtained from numerical linear fits. Panel (d) reports \( t_{cl} \) vs \( \rho \) for different values of \( w \). Points are obtained from simulations, solid lines from Eq. 3 and dotted lines are just eye-guides. Simulations are performed with \( \tau = 1/D_r = 1 \), \( v_0 = 25 \), \( L = 100 \), \( H = 60 \) and \( s = 50 \).](image-url)
the bulk average density (large lateral boxes):

\[ t_{cl} \approx \frac{sw D_r}{R} \frac{\langle \rho u \rangle}{\rho} (\beta - 1), \]

where \( R \) is a geometrical factor (see Sec. 1 of the SM). The comparison with data in Fig. 3 (d) reveals a good agreement except for the range of low values of \( \rho \), where Eq. (3) underestimates \( t_{cl} \) because the hypothesis of almost constant bulk-density is no longer applicable.

The above results are very promising from a practical perspective to design real switching devices based on the active clogging. One can argue that the same process could be obtained through the coarsening of passive attractive colloids upon the introduction of wall-attractive interactions via chemical coating of the bottleneck walls. This possibility can be tested by replacing active with attractive passive particles in the presence of attractive bottleneck walls (Sec. 4 of the SM). However, our simulations do not show any bottleneck obstruction within the typical times taken by the active system to approach the clogged state. Indeed, the simple self-diffusion alone constitutes a very slow transport mechanism, as supported by direct simulations (Sec. 6 of the SM), where a system of independent passive particles escape a box across two lateral holes, mimicking the presence of the bottleneck. To get a qualitative idea of the \( t_{cl} \)-scaling with the bottleneck width in the passive clogging process, we resort to Monte Carlo simulations of an equilibrium attractive lattice gas within the channel considered so far. Sec. 5 of the SM shows the scaling \( t_w \propto w^2 \) independently of the temperature that, in comparison with the linear scaling of the active \( t_{cl} \), corroborates the idea that the formation of plugs in passive systems is less efficient. As a conclusion, passive colloids cannot be considered as good candidates for the implementation of switches similar to those suggested in this work.

To understand the dynamical properties of the plug, we study the typical configuration of a clogged bottleneck, see Fig. 4 (a), where the particles are colored according to the orientations of their self-propulsions, \( \theta_i \). Since the angles \( \theta_i \)'s evolve independently (Eq. 1b), colors are randomly distributed in the whole system. However, the particle velocities, \( \mathbf{v}_i = \mathbf{x}_i \), tend to spontaneously align each other, revealing the emergence of large aligned domains [27, 28], whose particles have a common velocity orientation, \( \beta_i \), with respect to the \( \hat{x} \)-axis (Fig. 4 (b)). Near the bottleneck boundaries, the orientations become preferentially parallel to the walls, as revealed by the symmetric peaks in \((0, \pi)\) of the steady-state distribution \( P(\beta) \), Fig. 4 (c). Moving towards the middle of the bottleneck, the peaks broaden as shown in Fig. 4 (c) for two sections placed at the wall and the middle of the bottleneck (for comparison we report also the \( P(\beta) \) in the bulk of the lateral boxes, which is completely flat due to the absence of preferential orientations). Fig. 4 (d) compares the distribution of the single-particle velocity modulus in the bottleneck and lateral boxes. In the latter case, the distribution is peaked around \( v_0 \), coinciding with the velocity modulus of a free independent self-propelled particle. Instead, in the bottleneck, the distribution is peaked at a value of \( |v| \ll v_0 \), since, despite the alignment mechanism, the particles move slowly and this guarantees the stability of the obstruction.

In conclusion, we have presented a mechanism to control the plug formation in channels by turning on/off the self-propulsion. The working principle relies on the spontaneous formation of particle clusters preferentially near the walls. The advantage of the method is the rapidity of the plug formation, even using very small densities of self-propelled particles. This controlled clogging could be in practice achieved by exploiting the light-sensitivity of certain self-propelled particles, such as Janus colloids or genetically engineered E. Coli bacteria. Furthermore, we expect the switching-mechanism to be more efficient in experimental devices than our simulated systems since Janus particles usually make clustering at smaller densities with respect to numerical simulations [8]. In addition, a proper design of wall geometries [68, 72] or the introduction of pillars in the bottleneck region [73] can optimize the clogging process taking advantage of enhanced trapping mechanisms [71, 74, 76].
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