Taxonomizing local versus global structure in neural network loss landscapes
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Abstract

Viewing neural network models in terms of their loss landscapes has a long history in the statistical mechanics approach to learning, and in recent years it has received attention within machine learning proper. Among other things, local metrics (such as the smoothness of the loss landscape) have been shown to correlate with global properties of the model (such as good generalization performance). Here, we perform a detailed empirical analysis of the loss landscape structure of thousands of neural network models, systematically varying learning tasks, model architectures, and/or quantity/quality of data. By considering a range of metrics that attempt to capture different aspects of the loss landscape, we demonstrate that the best test accuracy is obtained when: the loss landscape is globally well-connected; ensembles of trained models are more similar to each other; and models converge to locally smooth regions. We also show that globally poorly-connected landscapes can arise when models are small or when they are trained to lower quality data; and that, if the loss landscape is globally poorly-connected, then training to zero loss can actually lead to worse test accuracy. Our detailed empirical results shed light on phases of learning (and consequent double descent behavior), fundamental versus incidental determinants of good generalization, the role of load-like and temperature-like parameters in the learning process, different influences on the loss landscape from model and data, and the relationships between local and global metrics, all topics of recent interest.

1 Introduction

Among the many approaches to understanding the behavior of neural network (NN) models, the study of their loss landscapes [1, 2] has proven to be particularly fruitful. Indeed, analyzing loss landscapes has helped shed light on the workings of many popular techniques, including large-batch training [3, 4], adversarial training [5], residual connections [6], and BatchNorm [7]. One particular concept of recent interest is the so-called sharpness of local minima [3, 5, 8-10]. While sharpness can be measured by first-order sensitivity measures, such as the Jacobian or Lipschitz constant, it is more appropriately measured by second-order sensitivity measures, typically via the Hessian spectrum [11]. It has been observed that in some cases NNs generalize well when they converge to a relatively flat, i.e., non-sharp, local minimum [3].

While such local sharpness measures can provide insight, their focus on the local geometry of the loss landscape neglects the global structure of the loss landscape (namely, precisely the sort of structure that statistical mechanics approaches to learning aim to quantify [12, 13]). Indeed, it is well-known that existing sharpness-based metrics can be altered (trivially) by reparameterization tricks or (more interestingly) by taking algorithmic steps which have the effect of changing the local structures on the loss landscape [5, 8, 14]. For example, [5] shows that adversarial training can decrease the magnitude of Hessian eigenvalues and bias the model towards a locally smooth area, even though adversarial training can reduce clean test accuracy
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Figure 1: (Caricature of different types of loss landscapes). Globally well-connected versus globally poorly-connected loss landscapes; and locally sharp versus locally flat loss landscapes. Globally well-connected loss landscapes can be interpreted in terms of a global “rugged convexity”; and globally well-connected and locally flat loss landscapes can be further divided into two sub-cases, based on the similarity of trained models.

Similarly, [14] shows that Hessian eigenvalues become smaller with reduced $\ell_2$ regularization, even though increased $\ell_2$ regularization is known to reduce overfitting and improve training, if used properly. More general considerations would suggest (and indeed our own empirical results, e.g., as reported in Figure 8 demonstrate) that by training to data with noisy labels, one can find models that generalize poorly and yet simultaneously lie in very “flat” regions of the loss landscape, with small Hessian eigenvalues, and vice versa. These observations (and other observations we describe below) indicate that the previously-observed empirical correlation between very local metrics like sharpness and more global properties like generalization performance may be correlative and not causative, i.e., they may be due to the confounding factor that results in the published literature are on reasonably-good models trained to reasonably-good data, rather than due to some fundamental properties of deep NNs. They also raise the question of how to capture more global properties of the loss landscape.

Motivated by these considerations, we are interested in understanding local properties/structure versus global properties/structure of the loss landscape of realistic NN models. While similar ideas underlie work that adopts a statistical mechanics perspective [2, 12, 13, 16], here we are interested in adopting an operational machine learning (ML) perspective, where we employ metrics that have been used within ML as “experimental probes” to gain insight into local versus global properties. To do so, we employ the following metrics.

- First, we consider Hessian-based metrics, including the largest eigenvalue and the trace of the Hessian. These metrics try to capture local curvature properties of the loss landscape [11].
- Second, we use mode connectivity [17, 18]—in particular, the connectivity between trained models. This metric tries to capture how well-connected different local minima are to each other.
- Third, we use CKA similarity [19] to try to capture a correlation-like similarity between the outputs of different trained models. Averaging the CKA over several pairs of models can be thought of as an approximation to so-called overlap integrals frequently appearing in statistical mechanics [12, 13, 20].

We have considered many other metrics, but these three seem to be particularly useful for identifying global structure versus local structure in loss landscapes. Informally, mode connectivity, as its name suggests, captures connectivity, where well-connected models exhibit a single “rugged basin” with low-energy / low-loss, potentially non-linear, paths through the loss landscape, (i.e., continuous chains of models) all achieving a small loss value. We expect this property to be important since the connectivity of local minima indicates efficiency of the training dynamics to explore the loss landscape, without becoming stuck at saddle points or in a “bad” local minimum. Similarly, CKA captures similarity, where an ensemble of good models will produce roughly similar outputs. These two types of metrics are different and complementary; and both of them are very different than Hessian-based metrics, which clearly capture much more local information.

Here we briefly summarize our main contributions.

- We design an experimental setup based on two control parameters, a temperature-like parameter that
correlates with the magnitude of SGD noise during training, e.g., batch size (in most figures), learning rate, or weight decay, and a load-like parameter that measures the relationship between model size and data quantity and/or quality, e.g., the amount of data, size of intermediate layers, amount of exogenously-introduced label noise, etc. By training thousands of models, under a variety of settings, and by measuring local and global metrics of the loss landscape, we identify four distinct phases in temperature-load space, with relatively sharp transitions between them.

- Using global connectivity (measured by mode connectivity) and local flatness (measured by the Hessian), we taxonomize loss landscapes into four categories, which are pictorially represented in Figure 1, labelled Phase I through Phase IV. For reasons observed in our empirical results in Section 3, it is often convenient to further divide Phase IV into two subcategories, depending on whether the trained models produce similar representations (as measured by CKA similarity). If the loss landscape satisfies the first property, we say it is globally well-connected; and if the loss landscape also satisfies the second property, we say it is globally nice. Depending on whether the Hessian eigenvalues are large or small, we say the loss landscape is locally sharp or locally flat.

- Based on these results, as well as measured model quality, e.g., test accuracy, we empirically demonstrate that the global (but not necessarily local) structure of a loss landscape is well-correlated with good generalization performance, and that the best generalization occurs in the phase associated with a locally flat, globally nice loss landscape. We demonstrate these results on a range of computer vision and natural language processing benchmarks (CIFAR-10, CIFAR-100, SVHN, and IWSLT 2016 De-En) and various models (ResNet, VGG, and Transformers). We also vary the amount of data, the number of noisy labels, etc., to study both the effect of the quantity of data and the quality of data on changing the loss landscape.

- We observe the well-known double descent phenomenon in our experiments, which exhibits itself as a “bad fluctuation” between the different phases (e.g., see the transition that separates Phase I and II from Phase III and IV in Figure 4a). Our empirical observations on double descent corroborates recent theoretical analysis, which views the phenomenon as a consequence of a transition between qualitatively different phases of learning.

Computing connectivity and similarity requires comparing multiple distinct models. Compared to Hessian computations, this could be computationally expensive, especially if model training is expensive. For many reasonably-sized models, however, the metrics we consider are sufficiently tractable so as to be useful, e.g., during model training (although a full analysis of that is outside the scope of this paper). Moreover, both connectivity and similarity can be computed only from the training data and trained networks, without access to any testing data, thus providing non-trivial predictors of generalization performance. We should also note that the use of connectivity and similarity for studying the global structure of NN loss landscapes has motivations in classical spin-glass theory (which has been widely applied in studying NNs); and was inspired by, whose results suggest a rugged convexity in the NN loss landscape, as well as the concept of a folding funnel in the (statistical mechanics of) protein folding literature. Also motivating our approach is a large body of work related to energy landscapes. We discuss related work further in Section 4.

2 Setup

In the sequel, we consider training a NN \( f_\theta : \mathbb{R}^{d_{in}} \to \mathbb{R}^{d_{out}} \), with trainable parameters \( \theta \), to a dataset consisting of \( n \) datapoint/label pairs \( S_{\text{train}} = \{ (x_1, y_1), \ldots, (x_n, y_n) \} \). Our nominal training objective is to minimize a loss function of the form

\[
\mathcal{L}(\theta) = \frac{1}{n} \sum_{(x,y) \in S_{\text{train}}} \ell(f_\theta(x), y) + \lambda \|\theta\|^2_2. \tag{1}
\]

\'^1Our empirical results show that a loss landscape can generate dissimilar models while being globally well-connected; but we do not observe a loss landscape that generates similar models but is globally poorly-connected.
Here $\ell$ is a loss function, typically chosen to be the cross entropy loss. The parameter $\lambda$ is the weight decay parameter, which controls the level of $\ell_2$ regularization. We consider optimizing NN models using standard minibatch SGD, with iterates of the form

$$\theta \leftarrow \theta - \eta \tilde{g}(\theta), \quad \tilde{g}(\theta) = \frac{1}{B} \sum_{j=1}^{B} \nabla_\theta \ell(f_\theta(x_{i_j}), y_{i_j}),$$

where $\eta$ is the learning rate, $0 < B \leq n$ is the batch size, and the indices $i_1, \ldots, i_B$ of each minibatch are sampled without replacement from $\{1, \ldots, n\}$. For classification tasks, we consider also the training/testing accuracy, which is simply the fraction of correctly classified points, $\text{acc}_{\text{train}}(\theta) = \frac{1}{n} \sum_{(x,y) \in S_{\text{train}}} 1(f_\theta(x) = y)$, and similarly for $\text{acc}_{\text{test}}(\theta)$ on a given test set $S_{\text{test}}$.

We now briefly introduce the main metrics and control parameters which we will consider. Due to space constraints, we defer further details to Appendix A.

**Temperature and load.** In the sequel, a load-like parameter of a loss landscape refers to some quantity related to the amount and/or quality of data, relative to the size of the model. Specifically, we vary either i) model size (e.g., width, which captures the size of an internal representation of the data), for fixed training set size $n$, ii) training set size $n$, for fixed model size, or iii) the “quality” of training data, which is varied by randomizing a fraction $\alpha$ of the training labels. Each of these control parameters directly induces a different loss landscape by changing the data $S_{\text{train}}$ and/or architecture $f_\theta$ for which the loss $\mathcal{L}(\theta)$ is being computed. For example, we expect that increasing width will result in a smoother loss landscape [37]; we shall see this effect with CKA similarity in the transition from Phase IV-A to IV-B.

The second control parameter we vary in our experiments is a temperature-like parameter, representing the amount of noise introduced in the SGD iterates [2]. Most commonly, we take this to be the batch size $B$, although we will also use the learning rate $\eta$ and the weight decay parameter $\lambda$. Increasing temperature corresponds to smaller batch size, and large learning rate or weight decay. Varying the temperature does not directly define a different loss function $\mathcal{L}(\theta)$, but rather it indirectly induces a different effective loss function. This is because, at different temperatures, the iterates of SGD concentrate on different regions of the loss landscape. Due to the noise in the stochastic optimization, the training dynamics may not be able to “see” certain features of the loss landscape.

**CKA similarity.** To measure the similarity of two NN representations, we use the centered kernel alignment (CKA) metric, proposed in [19]. For a NN $f_\theta$, let $F_\theta = [f_\theta(x_1) \cdots f_\theta(x_m)]^\top \in \mathbb{R}^{m \times d_{\text{out}}}$ denote the concatenation of the output \footnote{For this work, we focus on the similarity of representations at the output layer, i.e., after the softmax is applied, although the CKA similarity can be used to compare the representations at any layer.} of the network over a set of $m$ randomly sampled datapoints. Then the (linear) CKA similarity between two parameter configurations $\theta, \theta'$ is given by

$$s(\theta, \theta') = \frac{\text{Cov}(F_\theta, F_{\theta'})}{\sqrt{\text{Cov}(F_\theta, F_\theta)\text{Cov}(F_{\theta'}, F_{\theta'})}},$$

where for $X, Y \in \mathbb{R}^{m \times d}$, we define $\text{Cov}(X, Y) = (m-1)^{-2} \text{tr}(XX^\top HH_m YY^\top H_m)$, and $H_m = I_m - m^{-1}11^\top$ is the centering matrix. The CKA similarity is known to be an effective way to compare the overall representations learned by two different trained NNs [19]. Rather than computing the similarity directly on the original training points, we measure CKA on a perturbed training set comprised of Mixup samples [38]; this can reduce trivial similarity that occurs when the models are trained to exactly or approximately zero training error. See also Appendix A for the ablation study on different perturbed training sets.

**Mode connectivity.** For two parameter configurations $\theta, \theta'$, computing mode connectivity involves finding a low-energy curve $\gamma(t)$, $t \in [0, 1]$, for which $\gamma(0) = \theta, \gamma(1) = \theta'$, such that $\int \mathcal{L}(\gamma(t))dt$ is minimized [17] [18]. A number of techniques have been proposed to find such curves $\gamma$. In this work, we use the technique proposed in [17], which parameterizes the Bezier curve with $k+1$ bends, given by $\gamma(t) = \sum_{j=0}^{k} \binom{k}{j} (1-t)^k (t-j)^j \theta_j$ for $t \in [0, 1]$, where $\theta_0 = \theta, \theta_k = \theta'$, and $\Phi = \{\theta_1, \ldots, \theta_{k-1}\}$ are trainable parameters of additional models.
defining “bends” on the curve $\gamma_\phi(t)$. We use Bezier curves with three bends ($k = 2$). Given the curve $\gamma_\phi(t)$, we define the mode connectivity of the models $\theta, \theta'$ to be

$$mc(\theta, \theta') = \frac{1}{2}(\mathcal{L}(\theta) + \mathcal{L}(\theta')) - \mathcal{L}(\gamma_\phi(t^*)),$$

where $t^*$ maximizes the deviation $t \mapsto |\frac{1}{2}(\mathcal{L}(\theta) + \mathcal{L}(\theta')) - \mathcal{L}(\gamma_\phi(t))|$. There are three possibilities for mode connectivity. If $mc(\theta, \theta') < 0$, then $\frac{1}{2}(\mathcal{L}(\theta) + \mathcal{L}(\theta')) < \mathcal{L}(\gamma_\phi(t^*))$, which means there is a “barrier” of high loss between $\theta, \theta'$; in this case, we will say that the loss landscape is poorly-connected or simply say that mode connectivity is poor. If $mc(\theta, \theta') > 0$, then this implies a curve of low loss connecting $\theta, \theta'$; but it also implies that the training failed to locate a reasonable optimum, i.e., $\mathcal{L}(\theta)$ and $\mathcal{L}(\theta')$ are large. If $mc(\theta, \theta') = 0$, then we will say that the loss landscape is well-connected or simply say that the mode connectivity is good. Note that for all the experiments except neural machine translation, we use the training error (0-1 loss) when computing mode connectivity, so that mode connectivity is always normalized to the range of $[−100, 100]$. We provide additional details on this procedure, as well as an ablation study on different mode connectivity hyperparameters, in Appendix A.4.2.

**Hessian.** The Hessian at a given point $\theta_0$ in parameter space is represented by the matrix $\nabla^2_\theta \mathcal{L}(\theta_0)$. To summarize the Hessian in a single scalar value, we report the dominant eigenvalue $\lambda_{\max}(\nabla^2_\theta \mathcal{L}(\theta_0))$ and/or the trace $\text{tr}(\nabla^2_\theta \mathcal{L}(\theta_0))$, calculated using the PyHessian software [11].

$\ell_2$ **distance.** We will also occasionally report the $\ell_2$ distance between two parameter configurations $\|\theta - \theta'\|_2$ as a measure of similarity between models, although we typically find that the CKA similarity is a more informative measure.

### 3 Empirical results on taxonomizing local versus global structure

In this section, we present our main empirical results. Among other things, our results will highlight the presence of globally nice, globally well-connected/poorly-connected, and locally flat/sharp loss landscapes, and the phase transitions which separate them. In addition to test accuracy, results on six other metrics are presented, including training loss, leading Hessian eigenvalue, trace of Hessian, CKA similarity, mode connectivity, and $\ell_2$ distance measured between model weights. For each metric, the results are presented in a 2D diagram, in which the horizontal dimension is the load (with increasing load to the right), and the vertical dimension is the temperature (with increasing temperature to the top).

We will illustrate our main results in a simple setting, and then consider several variants of this setting to illustrate how these results do or do not change when various parameters and design decisions are modified. To start, we will consider ResNets [39] trained on CIFAR-10 [40] as the standard setting to demonstrate different loss landscapes. We will scale the network width to change the size of the network. For ResNet18 which contains four major blocks with channel width $\{k, 2k, 4k, 8k\}$, we select different values of $k$ to obtain ResNet models with different widths. In the standard setting, batch size, learning rate, and weight decay are kept constant throughout training to study interactions between temperature-like parameters, load-like parameters, and the loss landscape. Below, we will apply learning rate decay and consider other variations of this standard setting, in separate experiments. More details on the experimental setup can be found in Appendix B.

#### 3.1 Types of loss landscapes and phase transitions

In this subsection, we discuss our standard setting, in which we vary model width as the load-like parameter and batch size as the temperature-like parameter. A summary of the results is displayed in Figure 2. Each pixel represents a specific training configuration tuple (width, batch size), averaged over five independent runs. Observe that there are two phase transitions (identified by different metrics) that separate each plot into four primary regions (corresponding to those shown in Figure 1).

- **Hessian distinguishes locally sharp versus locally flat loss landscapes.** The first phase transition is displayed in Figure 2a and 2b separating Phase I/II from Phase III/IV. A larger Hessian eigenvalue or
Figure 2: (Standard setting). Partitioning the 2D load-like—temperature-like diagram into different phases of learning, using batch size as the temperature and varying model width to change load. Models are trained with ResNet18 on CIFAR-10. All plots are on the same set of axes. We note that batch size is inverse temperature, and thus it has smaller values at the top of the y-axis and larger values at the bottom.

Hessian trace (darker color) represents a sharper local loss landscape [5, 11]. In Figure 2b, we find this transition coincides with a significant decrease in the training loss. Indeed, the training loss experiences a more than tenfold reduction when transitioning from the upper side to the lower side on the right of the figure. Comparing Figures 2a and 2c-2d, categorizing loss landscapes based solely on the Hessian (or, from other results, other local flatness metrics) is insufficient to predict test accuracy, e.g., the test accuracy in Phase III is lower than Phase IV-A but the Hessian eigenvalues are almost the same.

- **Mode connectivity distinguishes globally well-connected versus globally poorly-connected loss landscapes.** The second phase transition is shown in Figure 2e. The white region represents near-zero mode connectivity which, according to our definition, implies a flat curve in the loss landscape between freshly-trained weights; the blue region represents negative mode connectivity which implies a high barrier between weights; and the red region represents positive mode connectivity which implies a low-loss curve between weights, although the weights are not trained to a reasonable optimum. The loss along individual mode connectivity curves can be found in Appendix A.5. In contrast to training loss, test accuracy only appears to show significant improvements after this transition. In particular, for well-connected loss landscapes, one can improve the test accuracy with suitable choice of temperature. This phase transition forms a curve separating Phase I from II, and separates Phase III from IV.

Based on the two transitions, we now classify the loss landscapes into the following phases.

- **Phase I: Globally poorly-connected and locally sharp:** Training loss is high; Hessian eigenvalue and trace are large; and mode connectivity is poor.
- **Phase II: Globally well-connected and locally sharp:** Training loss is high; Hessian eigenvalue and trace are large; and mode connectivity is poor because the trained weights fail to locate a reasonable minimum.
- **Phase III: Globally poorly-connected and locally flat:** Training loss is small; Hessian eigenvalue and trace are small; yet mode connectivity still remains poor.
- **Phase IV: Globally well-connected and locally flat:** Training loss is small; Hessian eigenvalue and trace are small; and mode connectivity is good (near-zero).

We remark that in Figure 2 (and subsequent figures below) the load-like and temperature-like parameters are on the X and Y axes, respectively, and we have, to the extent possible, kept other control parameters (in particular, those which are also load-like and temperature-like) fixed, so as to isolate the effect of load-like and temperature-like behavior on trained models. One might wonder (or even criticize our experimental setup, if
one were not to realize that we are trying to isolate the effects of load-like and temperature-like parameters) what would be the effect of varying learning rate (which is another temperature-like parameter) during the training process. Thus, we include the setting with decaying learning rate during training in Section 3.2.

Here are two additional observations we can make from Figure 1.

• CKA further distinguishes two subcategories in Phase IV. From Figure 2f, CKA can be used to further divide Phase IV into Phase IV-A and Phase IV-B, with the latter exhibiting larger CKA similarity. We remark that the transition from Phase IV-A to Phase IV-B is more like a smooth crossover than a sharp transition. Thus, we name both of them Phase IV.

• Simple $\ell_2$ distance is not enough. A challenge in measuring similarity between models is that the same model can be realized using different weights [8]. To reconcile this effect, the distance between two models is commonly defined in terms of their predictions instead of weights. Indeed, the representation-based CKA similarity is seen to be preferable to the weights-based $\ell_2$ distance. For example, from Figure 2g, the $\ell_2$ distance provides some limited information, but it is not as informative as CKA similarity.

Based on these results, we assert the following central claim of this work: optimal test accuracy is obtained when the loss landscape is globally nice and the trained model converges to a locally flat region; and we can diagnose these different phases in the load-like–temperature-like phase diagram with Hessian, mode connectivity, and CKA metrics. Importantly, both similarity and connectivity metrics are required for a globally nice loss landscape. Phase IV-B is precisely the region with globally nice landscapes, exhibiting the highest test accuracies.

3.2 Corroborating results

In this subsection, we consider initial corroborating results, modifying the setup of Section 3.1 to train with learning rate decay, or to data with exogenously-introduced noisy labels, etc. Still more results can be found in Section 3.3 and in the Appendix.

Training with learning rate decay. Next, we consider a similar experimental setup and the same phase diagram, except with the same learning rate decay schedule applied in the middle of training rather than with a fixed learning rate throughout. We still vary batch size to change temperature. The results are presented in Figure 3. Comparing Figure 3 with Figure 2, we see that the four phases are still present, and the test accuracy is maximized when the loss landscape is globally nice and locally flat. Therefore, our central claim is unaffected by the learning rate decay schedule. In Figures 3c and 3d, smaller temperatures (or larger batch size) in Phase IV-A appear to increase the size of the Hessian. This is a well-known issue with large-batch training [3]. Finally, note that the optimal test accuracy achieved improves in the presence of learning rate decay. See Appendix C for further discussions on learning rate decay.

Training to noisy labels and double descent. Next, we consider a similar experimental setup and the same phase diagram, except that we randomize 10% of the training labels (similar to [41]). The results are presented in Figure 4. Comparing with Figure 2, we see that our main conclusion still holds, i.e., the loss landscape which is both globally nice and locally flat achieves the best test accuracy, shown in Phase IV-B. However, an additional observation can be made: if we compare Figure 4a with Figure 2a, a “dark band” arises between different learning phases. In particular, from Figure 4a, we see that the test accuracy exhibits both width-wise and temperature-wise double descent [21–24, 41], for certain parameter choices. In particular, the shape of the dark band matches that of the transitions shown in Figure 4c and 4d.

Double descent and phases of learning. The significance of this “dark band” is the following. A central prediction when viewing different phases of optimization landscapes from a statistical mechanics perspective [12, 13] is that there should be “bad fluctuations” between qualitatively different phases of learning (e.g., see the transition that separates Phase I and II from Phase III and IV in Figure 4a). The connection between phases and fluctuations in the popular double descent [21, 22] was made precise in analyzable settings [23, 24]. Here, we complement [23, 24] by exhibiting the same type of transitions empirically between different phases in our taxonomy, and demonstrating that empirical double descent is a consequence of qualitatively different phases of learning.
Training to zero loss. Next, we use Figure 4 to discuss whether to train to (approximately) zero loss, which is popular in recent work. From Figure 4, we observe that Phase III and Phase IV achieve almost exactly zero loss, while Phase I and Phase II do not. Once again, the loss experiences a more than tenfold decay when transitioning from Phase I/II to Phase III/IV. However, if we restrict to globally poorly-connected regions and we restrict to a particular width value, i.e., selecting one column slice in the diagram that cuts through Phase III, such as the red block shown in Figure 4, we see that the best test accuracy is obtained in Phase I/II, instead of Phase III. Note that Phase I/II not only does not achieve zero loss, but it also has locally sharp minima (observed from Figure 4c and 4d). This means that for globally poorly-connected loss landscapes, it is possible that converging to a locally flat region achieves lower accuracy than a locally sharp region. More interestingly, this locally sharp region does not even converge to close-to-zero training loss.

We should note that this observation is obtained only for a constant learning rate, without learning rate decay, which has been studied in Figure 3. In other words, for Phase III, training is done with a low temperature throughout. This can restrict the ability of SGD to “explore” the loss landscape to find a better minima. Thus, even though Phase III achieves even lower accuracy than non-converged training configurations in Phase I/II, we attribute it to insufficient exploration. Also, we note that Phase III has both poor mode connectivity and small CKA similarity, as shown in Figure 4e and Figure 4f, respectively. However, one will wrongly predict that Phase III outperforms Phase I/II if one only looks at local sharpness, e.g., the Hessian plots shown in Figure 4c-4d, because both the Hessian eigenvalue and the Hessian trace are smaller in Phase III than in Phase I/II.

3.3 Ablation study

Different temperature parameters. First, we study weight decay as an alternative temperature parameter, in addition to batch size. We change the temperature parameter from batch size used in Figure 2 to weight decay, and we report the results in Figure 5. The results shown in Figure 5 are similar to those seen in Figure 2. One observation is that, once again, the best test accuracy is obtained when the loss landscape is both globally nice and locally flat. Another observation with Figure 5 is that when training a wide model with small weight decay (which is shown on the bottom of the figure), the Hessian trace becomes extremely small. This matches observations in [14] that decreasing weight decay reduces the size of the Hessian. Since weight decay is known to improve generalization, this also demonstrates that local metrics alone are insufficient to
Figure 4: (Training to noisy labels and double descent). Partitioning the 2D load-like—temperature-like diagram into different phases of learning, using batch size as the temperature and varying model width to change load. 10% of labels are randomized, and double descent is observed between different phases. For an arbitrary column slice that cuts through Phase III (e.g., the red block), optimal accuracy is achieved in Phase I/II with locally sharp minima. Models are trained with ResNet18 on CIFAR-10. All plots are on the same set of axes.

Figure 5: (Weight decay as temperature). Partitioning the 2D load-like—temperature-like diagram into different phases of learning, using weight decay as the temperature and varying model width to change load. Models are trained with ResNet18 on CIFAR-10. All plots are on the same set of axes.

Different amount of training data. Next, we vary the amount of training data (as another way of changing load) and see how that affects our results. We vary the number of training samples in CIFAR-10 by a factor of ten. Results are shown in Figure 6. Again, the optimal test accuracy is achieved when the Hessian eigenvalue and trace are small, mode connectivity is near-zero, and CKA similarity is large. Perhaps unsurprisingly, better test accuracy is achieved with more data. Here, CKA provides useful complementary information to the Hessian and mode connectivity for explaining the utility of larger data. The Hessian alone cannot predict the correct trend, as it increases in magnitude with data. Mode connectivity alone cannot predict the correct trend either, becoming increasingly poor with larger data (see the shrinking white region). Indeed, it appears that larger models are required to keep the loss landscape well-connected with increasing data. In contrast, CKA precisely captures the relationship of increasing test accuracy with additional data.

To make these trends more visible, we rearrange the plots in Figure 6 by replacing the X-axis of each figure with the amount of data, while having separate plots for different model width. We also include results on both training with or without noisy labels. See the rearranged results in Figure 7. Now, we can clearly
see that CKA is the only metric that precisely captures the relationship of increasing test accuracy with additional data. Interestingly, we observe double descent in the test-accuracy plots, for both training with and without noisy labels, consistent with our previous results.

These observations also imply that the utilities of extra data and larger models are different: larger models can increase connectivity in the loss landscape (e.g., Figure 2c); while increasing data boosts signal in the landscape, enabling trained models to become more similar to each other. Clearly, researchers have been increasing both the size of data and the size of models in recent years; our methodology suggests obvious directions for doing this in more principled ways.

**Different quality of data by changing the amount of noisy labels.** Next, we vary the proportion of randomized labels to simulate the change in the quality of data, as another way to change load. To generate randomized labels, a percentage of the training data is randomly selected and altered to an incorrect target class. Results are shown in Figure 8. Once again, local information alone fails to measure the quality of training data. We can see that training with a large amount of noise does not significantly affect the Hessian — see Figure 8b. In particular, as the temperature decreases (down to the bottom of Figure 8b), the Hessian becomes smaller, independent of the quantity of noisy labels. This is especially evident in Figure 8e, where we plot Hessian trace against batch size. However, looking instead at mode connectivity in Figure 8e and CKA in Figure 8f, one can easily deduce that training with more noisy labels leads to more poorly-connected loss landscapes.

**Different datasets, architectures, load/temperature parameters, and training schemes.** We have performed a wide range of other experiments, only a subset of which we report here. In Appendix D we cover additional datasets, including SVHN, CIFAR-100, and IWSLT 2016 German to English (De-En) (a machine translation dataset), as well as additional NN architectures, including VGG11 and Transformers. While there are many subtleties in such a detailed analysis (several of which point to future research directions), all experiments support our main conclusions. Here, we briefly summarize these results.

In Appendix D, we study an analogous plot to Figure 4 training with 10% noisy labels but replacing the temperature-like parameter from batch size to learning rate. Again, we observe the double descent phenomenon. Using this experiment, we infer that the decision to train to zero loss (traditionally a rule-of-
Figure 7: **Amount of training data as load.** Partitioning the 2D load-like—temperature-like diagram into different phases of learning, using batch size as the temperature and varying the amount of training data to change load. All plots are on the same set of axes. **(Left three columns).** Original CIFAR-10 data. Models are ResNet18 with different width. **(Right three columns).** Randomizing 10% of training labels in CIFAR-10, and still training with ResNet18 of different width.

| Model width | 4 | 8 | 16 | 8 | 16 | 32 |
|-------------|---|---|----|---|----|----|
| Noisy label | No | No | No | Yes | Yes | Yes |

**Test accuracy**

**Hessian trace**

**Mode connectivity**

**CKA similarity**

Figure 8: **Proportion of randomized labels as load.** Partitioning the 2D load-like—temperature-like diagram into different phases of learning, using batch size as the temperature and varying proportion of randomized training labels to change load. Models are trained with ResNet18 on CIFAR-10. All plots are on the same set of axes. (e) shows that the Hessian trace changes slowly with the proportion of noisy labels when training loss is small.
thumb in computer vision tasks, although note that recent work has highlighted how the difference between exactly 0 versus approximately 0 can matter [42]) should depend on the global connectivity of the loss landscape. Indeed, for small models with poor connectivity, we find that training to zero loss can harm test accuracy. This suggests that the common wisdom to fit training data to zero loss is derived from experiments involving relatively high-quality data and models, and is not a principle of learning more generally.

In Appendix D.4, we show that in the setting of machine translation, the loss landscape remains poorly-connected (i.e., the mode connectivity remains negative) even for a reasonably large embedding dimension up to 512 (see Figure 18). In this case, generalization can be quite poor when training to zero loss. This conclusion matches (with hindsight) the observations in practice, e.g., dropout and early stopping can improve test loss [43, 44]. It also suggests that an embedding size of dimension 512 (for six-layer Transformers with eight attention heads used in our experiments) is still not large enough for baseline machine translation, and that certain (different) training schemes should be designed to improve the optimization on these loss landscapes.

In Appendix D.5, we study learning rate as an alternative temperature parameter, which produces analogous results to Figure 2. In Appendix D.7.1, we study large-batch training and show that it increases local sharpness. Note that for most experiments, we intentionally keep a constant learning rate when varying the batch size to study the change in the landscape with a changing temperature; thus, in Appendix D.7.2, we provide additional results on tuning learning rate with changing batch size, including the commonly used “linear scaling rule” [45].

4 Related work

In this section, we review prior work related to the optimization of loss landscapes, including both local and global approaches, as well as the double descent phenomenon.

**Loss landscape.** Loss landscapes and the connections to SGD training have been important topics in ML research for years. Many of these ideas have roots in statistical mechanics and chemical physics [2, 34–36]. More recently, within ML, [26] shows that for large-size NNs, the local minima of the loss function often stay within a band close to the global minima; [46] observes that the loss interpolating between trained weights before and after each training iteration is convex, thus deducing that SGD moves in valley-like regions on the loss landscape; and [47] observes that SGD training can be viewed as a way to smooth the loss function, providing a way to rigorously analyze the effect of stochastic noise. More recently, [16, 42, 48–50] use ideas from heavy-tailed random matrix theory to measure the energy landscape through the empirical spectral densities of learned weight matrices, without even using the training data. They show that the heavy-tail distributions in these spectral densities can predict generalization. Subsequently, [51] questions the common Brownian motion-based analyses and shows that a heavy-tailed random variable can better capture the “jump” phenomena in SGD exploration; and [52] shows that the multiplicative noise that commonly arises in SGD can improve the exploration of SGD dynamics on the non-convex loss landscape through hopping between basins. Fort et al. [53] analyzes deep ensembles from the perspective of loss landscapes and shows that random initializations can explore more diverse modes than functions obtained along an optimization trajectory. Another paper that is closely related to ours is [54], which also studies both local and global geometry around trained networks. It uses a method of parent child spawning to study training dynamics, and it shows that the transition from chaotic to stabilized training happens during the first few epochs. For more discussions on the global properties of loss landscapes, see [55] for a survey of recent theoretical and empirical results. There are also a large number of papers that theoretically analyze the convergence properties of gradient-descent-based methods [56–52]. Another line of related papers considers the properties of NNs measured in the input space, such as the sensitivity measure characterized by the input-output Jacobian norm [63], and the similarity of gradients among different samples, which is called generalized signal-to-noise ratio [64].

**Sharpness and Hessian spectrum.** Sharpness-based analysis is an important building block of current research on loss landscapes. [3] proposes a sharpness-based metric and shows that large-batch training can bias trained NNs to sharp local minima, thus making generalization worse. Several papers [9, 65, 66] use a PAC-Bayesian approach to bound generalization, which can also derive sharpness-based bounds [9]. Although
researchers have found counter arguments to the belief that flat minima generalize better [8][14], it has been shown recently [67] that sharpness-based metrics perform well relative to other complexity metrics that aim to predict generalization; see also [42] for a discussion of the connection between sharpness and weight analysis. One way to measure sharpness is to look at the Hessian spectrum using (randomized) numerical linear algebra approaches. [5] measures the Hessian spectrum and shows that large-batch training leads to larger Hessian eigenvalues. The paper also shows that robust training can allow convergence to flat regions. [68] shows that there is a connection between overparameterization of deep NNs and the “jamming transition” of repulsive ellipses. Moreover, when the training loss function has exactly zero value, the Hessian spectrum of both systems can have a sharp phase transition. Several papers [5][69][72] show that the Hessian spectrum is sparse and contains outliers that are dictated by a class and “cross-class” structure. This is connected to the perhaps surprising observation that the training dynamics seems to happen in a low-dimensional structure in the weight space. Beyond sharp and flat minima, [73] proposes the concept of “asymmetric valley” which contains asymmetric directions on the loss landscape, along which the loss can change sharply on one side and flatly on the other, and the paper shows that solutions biased towards the flat side generalize better. Sharpness-based and spectrum-based analysis also leads to many practical ways to improve the training and use of NNs, such as in [10][74][77].

**Connectivity of loss landscape.** [78] shows that, unlike the common belief regarding the difficulties of non-convex optimization, the linear path connecting the initialization and the minima found by SGD often shows smooth and monotonic loss changes. [18] and [17] propose the concept of mode connectivity to explicitly construct nonlinear curves connecting trained solutions in the weight space, on which the loss remains small. This finding is essential in that it might suggest the whole concept of “local minima” is flawed because there might (effectively) only exists one large complex connected minima (akin to the rugged convexity we discuss). This is consistent with our results suggesting a global rugged convexity for a well-trained NN loss landscape. Another practical motivation for studying mode connectivity is to find better optima on the curve or through some ensemble technique. On the theory side, [79] proves that the locus of global minima of an overparameterized NN is a “connected submanifold”. Another paper [80] studies a more general property on the connectivity of “sublevel sets” for deep linear NNs and one-hidden-layer ReLU networks. Further, [81] proves that the sublevel sets of deep NNs are connected if one of the hidden layers has more neurons than the number of training samples. In [82], mode connectivity of multilayer ReLU networks is proved by assuming properties such as dropout stability. The paper also constructs an interesting two-layer network for which overparameterization does not lead to connection between all local minima. Then, [83] shows that in the mean field regime, dropout stability holds for deep and wide NNs. Using the dropout stability, it justifies the empirical observation in [18] that mode connectivity improves with the size of the NN. [84] shows that linear low-loss paths can be found between two networks if they originate from shared trained initialization. [85] extends the one-dimensional curves studied in previous literature to high-dimensional “tunnels” between a set of optima, and it shows that many regularization hyperparameters can increase the “angular width” of the tunnels that connect different local minima.

**Double descent.** It has recently been observed that the classical U-shape generalization curve can be extended to a double descent curve [21][22][41][80][88]. This curve reconciles the fact that large models which completely overfit to training data can still generalize [89]. [90][91][92] show that even double descent might not be the complete picture, and more complex non-monotonicity in the overparameterized regime may exist. See also [93] for similar results. [94] derives the bias-variance tradeoff and shows that the peak seen in double descent arises from increased variance. That the fluctuational properties around phase transitions would lead to a double descent phenomenon in values of volume/entropy measures (such as generalization) has long been known [12][13]; and the most relevant results to our paper are those which explicitly show that double descent can indeed arise from transitions between different learning phases [23][24] (which is a natural prediction from the existence of these learning phases [13]).
5 Conclusions

Motivated by recent work in the statistical mechanics of learning, we have performed a detailed empirical analysis of the loss landscape of realistic models, with particular attention to how properties vary as load-like and temperature-like control parameters are varied. In particular, local properties (such as those based on Hessian) are relatively easy to measure; and while more global properties of a loss landscape are more challenging to measure, we have found success with a combination of similarity metrics and connectivity metrics. This complements recent work that uses tools from statistical mechanics and heavy-tailed random matrix theory, as we can perform large-scale empirical evaluations using metrics (CKA, mode connectivity, Hessian eigenvalues, etc.) that are more familiar to the ML community. We interpreted these metrics in terms of connectivity and similarity, and we used them to obtain insight into the local versus global properties of NN loss landscapes.

Here, we summarize a few observations from our connectivity and similarity plots (that we expect will be increasingly relevant as larger data sets and models are considered).

- **A larger width improves connectivity:** From Figure 2e, 3e, 4e, 5c, 14c, 16c, and 20c (see the Appendices), we see that increasing model width improves connectivity.

- **More data improves similarity:** From the CKA-similarity row in Figure 6, we see that increasing the quantity of data can improve similarity.

- **Better data quality improves connectivity:** From Figure 8c, we see that increasing the quality of data by reducing the amount of randomized labels can improve connectivity.

- **A larger width and a higher temperature in Phase IV improves similarity:** From Figure 2f, 3f, 4f, 5d, 14d, 16d, and 20d, we see that i) a larger width increases similarity of trained models; and ii) for Phase IV (globally well-connected and locally flat minima), using a relatively large temperature can improve similarity.

These observations can be restated in a way to guide the operations in training:

- A negative mode connectivity suggests that the data quality is low or the model size is small.
- A large positive mode connectivity or a large Hessian leading eigenvalue/trace indicates that the training fails to converge to the bottom of a local minimum.
- A small CKA similarity suggests that generalization is not good, which can be caused by various factors. However, if, in addition, the mode connectivity is close to zero, and the Hessian is small, a large CKA similarity indicates the “lack of signal” from the data. In other words, one should get more high-quality data for training.

In future work, we aim to provide a more detailed study on using the metrics for improved training, and we will look at phase diagrams outside of the load/temperature form, especially in the low-connectivity regime, which is most challenging according to our taxonomy.
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In this section, we more formally define what we mean by globally nice loss landscapes, characterized by connectivity and similarity. Recall that we consider the nominal empirical risk minimization formulation, defined in Eqn. (1), and solved using SGD iterations described in Eqn. (2). We denote the underlying distribution from which we draw training/test samples as $P$.

In many cases, such as for deep NNs, a single input-output mapping $f : \mathbb{R}^{d_{in}} \rightarrow \mathbb{R}^{d_{out}}$ can be realized by an infinite set of different weights $\theta$, where two weights $\theta$ and $\theta'$ give the same mapping if for any $x \in \mathbb{R}^{d_{in}}$, A Formal definitions on connectivity and similarity

In this section, we more formally define what we mean by globally nice loss landscapes, characterized by connectivity and similarity. Recall that we consider the nominal empirical risk minimization formulation, defined in Eqn. (1), and solved using SGD iterations described in Eqn. (2). We denote the underlying distribution from which we draw training/test samples as $P$.

In many cases, such as for deep NNs, a single input-output mapping $f : \mathbb{R}^{d_{in}} \rightarrow \mathbb{R}^{d_{out}}$ can be realized by an infinite set of different weights $\theta$, where two weights $\theta$ and $\theta'$ give the same mapping if for any $x \in \mathbb{R}^{d_{in}}$,
$f_\theta(x) = f_{\theta'}(x)$. For example, for networks using the ReLU activation, if we multiply the weights of a particular layer by a constant and divide the weights of the next layer by the same constant, we get the same mapping. Thus, we view the different weights $\theta$ and $\theta'$ that give the same input-output mapping as being essentially the same. We use the definitions in the following section to ensure that the similarity between $f_\theta$ and $f_{\theta'}$ equals 1 (which is the largest similarity in our definition) if they give the same input-output mapping.

A.1 Definition of similarity

In this subsection, we quantify the closeness between weights trained from different initializations. We use $s(U,V)$ to denote a similarity metric between two matrices $U$ and $V$, i.e., it equals 1 if $U = V$ and is close to 0 when $U$ and $V$ are dissimilar.

**Definition 1** (Similarity between weights). Given the similarity metric $s(U,V)$ and the concatenation of the outputs of $f_\theta$ and $f_{\theta'}$ on $m$ i.i.d. samples $(x_1, x_2, ..., x_m)$ from a perturbed distribution $Q$, written as

$$F_\theta = [f_\theta(x_1), f_\theta(x_2), ..., f_\theta(x_m)]^\top,$$

and

$$F_{\theta'} = [f_{\theta'}(x_1), f_{\theta'}(x_2), ..., f_{\theta'}(x_m)]^\top,$$

we define the similarity between two weights $\theta$ and $\theta'$ as

$$\text{Similarity}(\theta, \theta') = \mathbb{E}_{(x_1, x_2, ..., x_m) \sim Q} s(F_\theta, F_{\theta'}).$$

We say that a loss landscape defined by the training data $S_{\text{train}}$ and the space $F$ over which $\theta$ is optimized has a similarity level $\mu$ for a particular random training scheme $T$, if for two weights $\theta$ and $\theta'$, trained using $T$ with different random initializations,

$$\mathbb{E}[\text{Similarity}(\theta, \theta')] = \mu,$$

where the expectation is taken over the randomness of the training scheme $T$, including the random initializations and the random shuffling of data during training. A similarity level close to 1 means that the trained models concentrate around the same mapping in terms of making predictions on $P$.

**Measuring similarity.** In this paper, we use the CKA similarity defined in (3) to measure the similarity between two weights. The definition in (3) can be obtained from (7) by setting

$$s(U,V) = \frac{\text{Cov}(U,V)}{\sqrt{\text{Cov}(U,U)\text{Cov}(V,V)}},$$

where $\text{Cov}(X,Y) = (m-1)^{-2}\text{tr}(XX^\top H_m YY^\top H_m)$, and $H_m = I_m - m^{-1}11^\top$ is the centering matrix. We define the perturbed distribution $Q$ as the distribution of interpolations between training samples. Thus, we can sample from $Q$ by linearly combining samples from the training data $S_{\text{train}}$. To measure CKA similarity, we compute 640 interpolated samples from the training set, which are obtained using linear coefficients following the Beta(16,16) distribution. In Appendix A.4.1, we test different configurations on the perturbed training set.

**Remark 2.** The main reason that we use perturbed samples instead of the original training data is that measuring similarity on the training data can lead to trivial similarity, especially if the training aims to completely fit the training data. To explore this, we provide ablation study on different perturbed distributions in Appendix A.4.1.
A.2 Definition of connectivity

In this subsection, we quantify the connectivity between trained models.

**Definition 3** (A curve between weights). Suppose \( \theta \) and \( \theta' \) are two weights. Then, a curve between the two weights is a continuous mapping \( \gamma(t), t \in [0, 1] \), such that \( \gamma(0) = \theta \) and \( \gamma(1) = \theta' \). We say that the curve \( \gamma(t) \) is \( \epsilon \)-low-energy if

\[
\int_{t=0}^{1} \mathcal{L}^{\gamma}(t) \, dt = \epsilon. \tag{10}
\]

In this paper, we use mode connectivity \( mc(\theta, \theta') \), defined in [4], to measure the connectivity between two weights.

Similar to the definition of similarity level, we say that a loss landscape defined by the training data \( S_{\text{train}} \) and the function class \( \mathcal{F} \) has a connectivity level \( \beta \) for a particular random training scheme \( T \) if

\[
\mathbb{E}[mc(\theta, \theta')] = \beta, \tag{11}
\]

where the expectation is taken over the randomness of the training scheme \( T \), including the random initializations, shuffling of data, and the random training schemes applied to find the curve \( \gamma(t) \).

Intuitively speaking, if trained models from random initializations on a loss landscape have negative connectivity level, it means the loss landscape is hard for the purpose of exploration. However, a large positive connectivity level may simply suggest that the training loss achieved by the two fixed end points is high. Thus, for our evaluation, a “good” connectivity level is achieved when \( \beta \approx 0 \).

**Measuring connectivity.** To find a low-energy curve between two weights \( \theta \) and \( \theta' \), we follow the procedures in [17] and use the Bezier curve given by

\[
\gamma_{\phi}(t) = \sum_{j=0}^{k} \binom{k}{j} (1-t)^{k-j}t^j \theta_j, t \in [0, 1], \tag{12}
\]

where \( \theta_0 = \theta, \theta_k = \theta' \), and \( \phi = \{\theta_1, \ldots, \theta_{k-1}\} \) are trainable parameters of additional models, defining “bends” on the curve \( \gamma_{\phi}(t) \). The minimization of the loss on the curve is realized through repeated sampling of \( t \) and minimizing the loss with respect to the weights \( \gamma(t) \).

For most experiments, we follow [17] and use three bends (including the two fixed end points) to parameterize the trainable curve. To train the curve, we use SGD with 50 epochs, initial learning rate 0.01, and decay the learning rate to 1% of the initial value linearly from epoch 25 to epoch 45. The learning rate schedule follows [17], and we provide additional ablation results in Appendix A.4.2 to show that the mode connectivity results are not significantly affected by hyperparameter settings. We evaluate five \( t \) values on the curve when calculating the maximum point \( t^* \) in (4).

A.3 Globally nice loss landscapes

In this subsection, using the similarity level and the connectivity level, we can define what we mean by globally nice loss landscapes.

**Definition 4.** For a learning problem with the training data \( S_{\text{train}} \), a loss function \( \mathcal{L} \), a randomized training scheme \( T \), and a perturbed distribution \( Q \) from the ground-truth distribution \( P \), we say that the problem has a \((\mu, \beta)\)-nice loss landscape if the following conditions hold:

- The similarity level is equal to \( \mu \).
- The connectivity level is equal to \( \beta \).

If \( \mu \) is close to 1 and \( \beta \) is larger than 0, we say that the loss landscape is globally nice. We note that the best connectivity is achieved when the connectivity level is close to 0.
A.4 Ablation study on different metrics

In this subsection, we study different configurations when measuring the CKA similarity and the mode connectivity.

A.4.1 Ablation study on measuring CKA similarity

Here, we provide the details of the perturbed distribution when measuring the CKA similarity. We study two ways of creating the perturbed distribution. The first one samples each perturbed image from two randomly sampled training images, i.e., \( \tilde{x} = \lambda x_1 + (1 - \lambda) x_2 \), where \( \lambda \) follows the distribution \( \text{Beta}(\alpha, \alpha) \) \[38\]. In Figure 9, we reproduce Figure 2f with different \( \alpha \) values.

The second way of creating the perturbed distribution samples each image by randomly adding uniformly distributed noise to each pixel value of a randomly sampled training image. In Figure 10, we reproduce Figure 2f with different magnitude of pixel noise added to the training images.

From the ablation results, we have the following conclusions. First, for perturbed distributions generated with pixel noise, i.e., Figure 10, if the noise perturbation is too small, the CKA similarity becomes less informative especially for Phase III and Phase IV, i.e., the two phases that achieve an almost exactly zero training loss (see Figure 2b). This is exactly the reason we use a perturbed distribution instead of the original training data distribution. Second, if we choose linear combinations, i.e., Figure 9, the CKA measurement becomes more informative and is insensitive to the specific choice of \( \alpha \). We note that \( \text{Beta}(\alpha, \alpha) \) with a large \( \beta \) value concentrates at \( 1/2 \). Thus, we effectively create linearly combined samples close to \( \tilde{x} = \frac{1}{2} x_1 + \frac{1}{2} x_2 \).

In the main paper, we choose \( \alpha = 16.0 \).

A.4.2 Ablation study on measuring mode connectivity

Here, we study the best configuration to produce the mode connectivity plot shown in Figure 2e. We test four configurations. In the first three configurations, we use learning rate = 0.003, 0.01, and 0.03, respectively, and we use three bends (including the two end checkpoints) that form a quadratic Bezier curve. In the fourth configuration, we use learning rate = 0.01, and we use four bends that form a cubic Bezier curve. See Figure 11. Note that we scale the training time to match the learning rates. When training with learning rate 0.01, we train for 50 epochs. When training with learning rate 0.003, we train for 150 epochs. When training...
with learning rate 0.03, we train for 40 epochs. We use learning rate decay in all these experiments. From Figure 2c, the mode connectivity results are robust to the choice of specific configurations. We note that training with a medium learning rate 0.01 and using three bends is the standard setting that we use in all the other experiments.

A.5 Visualizing individual low-energy curves in the mode connectivity plots

In this subsection, we present the low-energy curves calculated from mode connectivity, which we have used to draw the mode connectivity plots such as Figure 2c. The individual curves are shown in Figure 12. Each subfigure in Figure 12 represents the low-energy loss curve found using the curve searching algorithm described in Appendix A.2 for a specific (batch size, width) configuration. The loss curve represents the loss evaluated at the interpolation points between two trained models for the specific (batch size, width) configuration. The two trained models are fixed during the curve searching process. Then, we summarize each loss curve using the $mc$ value defined in (4). When the low-energy curve is convex, e.g., in the top-right corner of the figure, $mc$ is positive. This shape of curve implies that the two end points (which are two same models trained with different random initialization) are not able to find a good local minima with a large temperature. When the low-energy curve has a high “barrier” at the middle point, e.g., in the left three columns of the figure, $mc$ is negative. This shape of curve implies that the loss landscape is poorly-connected, because it is hard to find a low-energy path between two trained models with different initializations. When the entire curve remains at 0, e.g., in the bottom-right corner of the figure, we get zero $mc$ value, which corresponds to the white regions in the bottom-right corner of Figure 2c. This shape of curve implies that the loss landscape is well-connected.

B Implementation details

In this section, we provide some implementation details for our empirical evaluations.

B.1 Datasets

For most of our experiments, we use CIFAR-10 [40]. We provide additional results on SVHN [95] and CIFAR-100 in Appendix D.1. For natural language processing, we use IWSLT16 German to English (De-En), which is a common machine translation dataset [96]. The results on IWSLT16 De-En are given in Appendix D.4. Following [11], we randomly sample 4K sentence pairs in our training. In the experiments on training with random labels, e.g., Figure 4 and 8, we randomly pick a certain percentage of training samples and change their labels to random target different from the original label.
Figure 12: (Individual mode connectivity curves). Plotting the individual low-energy curves found by mode connectivity, which are used to draw Figure 24. Subplots on the left three columns show barriers in the middle, which imply poorly-connected loss landscapes. Subplots on the top-right corner show convex-like curves, which suggest the two models on the two ends are not sufficiently well-trained. Subplots on the bottom-right corner show flat curves with error close to 0, which suggest reasonably well-connected loss landscapes and reasonably well-trained models.
B.2 Architectures

We use ResNets \cite{39} in the standard setting. We scale the network width to change the size of the network. For ResNet18 which contains four major blocks with channel width \{k, 2k, 4k, 8k, 16k\}, we select different values of k to obtain ResNets with different widths. Similarly, we use VGG11 which contains blocks with channel width \{k, 2k, 4k, 8k, 16k, 32k, 64k\}, and we vary k. See Appendix D.2. For Transformers, following \cite{41, 97}, we use a six-layer Transformer with eight attention heads, and we vary the embedding dimension to change the model width. The experiments on Transformers are reported in Appendix D.4.

B.3 Training procedures

In the standard setting, we purposely use constant batch size, learning rate, and weight decay throughout the training, to study the interactions between temperature-like parameters, load-like parameters, and the loss landscape. We also provide results when training with learning rate decay in Figure 3. Note that this also means that, when training with different batch sizes, we do not change learning rate accordingly \cite{3}, which is different from the commonly used “linear scaling rule” \cite{15}. We provide additional results on tuning batch size with the linear scaling rule in Appendix D.7.2.

For training on CIFAR-10, following \cite{16}, we use SGD and stop the training if the change of training loss is smaller than 0.0001 for 5 consecutive epochs. If this cannot be satisfied, we train for 150 epochs to ensure that the training enter the steady stage, and we save the model with the best training loss. For the standard setting, we train with constant learning rate 0.05, batch size 128, and weight decay 5e-4. We note that training with learning rate decay can potentially increase the test accuracy on CIFAR-10, and we provide the results with learning rate decay in Figure 3. For training on IWSLT16, following \cite{41}, we use Adam and train for 80K gradient updates, with 4K steps of linear warmup, 10% label smoothing, and no drop-out. We repeat each experiment for five individual runs with random initialization and average the results. We observe that using data augmentation (such as random flipping and cropping) makes training with noisy labels harder to converge. Thus, again to avoid confounding factors, we do not apply data augmentation in this paper. However, it should be noted that data augmentation can improve test accuracy if it is used properly.

B.4 Hyperparameters for different metrics

To compute Hessian information, we use the PyHessian software \cite{11} to measure the Hessian trace and leading eigenvalues. We find that using one batch of 200 random samples can already give stable results, and so we use that in all of our experiments. PyHessian uses the power iteration method to measure the leading eigenvalues, and it uses the Hutchinson’s method to measure the Hessian trace. The maximum number of iterations used in these methods is set to be 100, while a relative tolerance level of 1e-3 is used to early stop the computation.

To compute CKA and mode connectivity, see Appendix A.1 and A.2 respectively.

B.5 Computing infrastructure

All experiments use NVIDIA GPU servers as computing nodes. Each server contains 8 Tesla V100 GPUs. The experiments are implemented in PyTorch. Each test accuracy plot in the main paper requires several days on one server to reproduce. The exact time depends on the granularity of the plot and the data/model configurations.

3Tuning more than one hyperparameter confounds load and/or temperature. A primary purpose of this paper is to show how load and temperature-like parameters affect the loss landscape by putting them in a 2D grid. By keeping other hyperparameters constant, moving along one of the axes correlates directly to a change in load or temperature. However, if we tune, for example, learning rate and batch size altogether, we will not know how the load or temperature changes.
C Learning rate decay helps the most when the loss landscape is close to being well-connected

In this section, we continue to study the improvement on test accuracy provided by learning rate decay. If we find the optimal test accuracy for each width value in Figure 3a (i.e., finding the optimal test accuracy in each column slice in Figure 3a), and we compare it with the optimal test accuracy for each width value in Figure 2a, we obtain the accuracy improvement purely from using learning rate decay. We plot the improved accuracy shown in Figure 13. Observe that the peak of the improved accuracy happens almost exactly at the transition between globally well-connected and poorly-connected phases. We conjecture the following: i) this means that training with a large temperature at the beginning to explore the loss landscape helps when the loss landscape is poorly-connected; and also ii) this means that the exploration can help the most when the loss landscape is close to being well-connected. When the loss landscape is very well-connected, e.g., when the width is large, the improvement reduces.

D Additional results

In this section, we provide additional empirical results supporting those presented in the main paper.

D.1 Additional datasets

In this subsection, we provide results on additional datasets.

First, we show the results on the SVHN dataset. See Figure 14 which shows similar plots but to a lower resolution. Again, we have the same conclusion that the best test accuracy is achieved when mode connectivity is close to zero, CKA similarity is large, and Hessian eigenvalue and trace are small. Interestingly, for SVHN the smallest Hessian trace is achieved when the batch size is small. In this case, the test accuracy is not optimal. Thus, one has to use mode connectivity and CKA to find the optimal test accuracy. Next, we show the results on CIFAR-100. See Figure 15. The results are quite similar to Figure 2.

D.2 Additional network architectures

In this subsection, we show the results on the VGG networks in addition to ResNets studied in the main paper. See the results in Figure 16.
Figure 14: (SVHN). Partitioning the 2D load-like—temperature-like diagram into different phases of learning, using batch size as the temperature and varying model width to change load. Models are trained with ResNet18 on SVHN. All plots are on the same set of axes.

Figure 15: (CIFAR-100). Partitioning the 2D load-like—temperature-like diagram into different phases of learning, using batch size as the temperature and varying model width to change load. Models are trained with ResNet18 on CIFAR-100. All plots are on the same set of axes.

D.3 Additional results on double descent and noisy labels

In this subsection, we provide an additional experiment on training with noisy labels and the double descent phenomenon. In Figure 17, we show an analogous result to Figure 4 but with learning rate as the temperature. The results in Figure 17 are almost identical to Figure 4. In particular, the optimal test accuracy for a column slice on the left part could be achieved in Phase I instead of Phase III.

From the results shown in Figure 17 and Figure 4, an operational way to decide whether we should train to zero loss is by using the mode connectivity. From the mode connectivity plot in Figure 4e, for a specific width value, we first train with low temperature and see if the mode connectivity $mc$ (defined in Eqn. (4)) is close to zero, i.e., if it falls into the bottom-right white region. If $mc$ is indeed close to zero (when trained with low temperature), we can safely train to zero training loss. However, if $mc$ has a large negative value, it means that the loss landscape is still relatively poorly-connected, and training to zero loss may harm test accuracy. In this case, one should try to explore the loss landscape to find the best minima before reducing the training loss to zero. Note that an incorrect interpretation of this observation is to say that we should always passively avoid reducing the training loss to zero as long as the mode connectivity $mc$ is negative (which means that the loss landscape is poorly-connected). This is because one can either increase the model width to improve mode connectivity or design exploration schemes before training to zero loss.

A side note is that, apart from distinguishing the two subcategories in Phase IV, CKA can also help categorize the other phases. In particular, for Figure 2, $\text{CKA(Phase I and II)} < \text{CKA(Phase III)} < \text{CKA(Phase IV)}$. However, as we will see in Figure 4, the CKA in Phase III (globally poorly-connected and locally flat) can become worse than Phase I and II, suggesting that both global structural deficiency and local structural deficiency can dictate the large dissimilarity between models. (Clearly, this suggests the need for improved global metrics to compare models.) What remains a consistent trend, however, is that Phase IV-B always has the largest CKA similarity.
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**Figure 16:** (VGG11). Partitioning the 2D load-like—temperature-like diagram into different phases of learning, using batch size as the temperature and varying model width to change load. Models are trained with VGG11 on CIFAR-10. All plots are on the same set of axes.
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**Figure 17:** (Training to noisy labels, with learning rate as temperature). Partitioning the 2D load-like—temperature-like diagram into different phases of learning, using learning rate as the temperature and varying model width to change load. 10% of labels are randomized, and double descent is observed between phases. Models are trained with ResNet18 on CIFAR-10. All plots are on the same set of axes.

### D.4 Results on machine translation

In this subsection, we show the results on the neural machine translation task on IWSLT 2016 De-En. In this experiment, we still define load as the width of the Transformer model, which is the dimension of embedding vectors. See the results in Figure 18. Similar to Figure 4, the results exhibit both width-wise and temperature-wise double descent. The first type of double descent matches previous work [41].

More importantly, the mode connectivity shown in Figure 18c remains poor even if we increase the width of the model to a large value. We also note that we only use 4K samples, which, according to the results on subsampled CIFAR-10 shown in Figure 6, means that mode connectivity should be easier to become closer to zero than if we used the whole dataset. Thus, the mode connectivity result here suggests that the loss landscape in this machine translation task is significantly worse than that of image classification on CIFAR-10 (shown in Figure 2 and Figure 4). This suggests that, even for the large-width Transformers, we still have not transitioned to globally well-connected loss landscapes—in particular, this means that the entire Figure 18a only covers the “top-left corner” of the 2D phase diagram shown in Figure 2, i.e., Phase I. From the discussion in Appendix D.3, one should be careful about training to zero loss in globally poorly-connected loss landscapes. Indeed, we show in the next paragraph that early stopping can significantly reduce the test
Figure 18: (Machine translation). Partitioning the 2D load-like—temperature-like diagram into different phases of learning, using batch size as the temperature and varying model width (token embedding dimension) to change load. Models are trained with Transformers on IWSLT 2016 De-En with 4K subsamples. All plots are on the same set of axes. Mode connectivity shows that the loss landscape is poorly-connected even for a large embedding dimension. We find the training on the upper-right corner of each subplot hard to converge. Cross entropy loss. It is worth noting that the training on the top-right corner of each subplot in Figure 18 is difficult to converge, due to large temperature and large size of the Transformer, so we explicitly mark that region with “NC” (meaning “not converged”).

**Optimal early stopping helps when the global connectivity is low** Now, we provide more results to the machine translation task. In particular, we report the results on training with optimal early stopping and training with an inverse square-root learning rate. Training with optimal early stopping means that we choose the best test accuracy during the entire training process [41], which is used to show the theoretically optimal accuracy improvement from using early stopping. See Figure 19.

Comparing the left and the right column in Figure 19, we see that the inverse square-root learning rate does not significantly change the results.

However, comparing the first and the second row in Figure 19 we see that optimal early stopping significantly improves the test accuracy. We note that this is expected and has been observed in [41] that optimal early stopping can significantly mitigate double descent. Since the global connectivity in this task is low even for large width (shown in Figure 18c), the observation here further supports our conclusion in Appendix D.3, which is that one should not completely fit the training data when the global connectivity is low.

D.5 Additional temperature parameters

In this subsection, we reproduce the results in Figure 2, but we change the temperature parameter from batch size to learning rate. See the results shown in Figure 20. We see that the results are very similar to Figure 2.

D.6 Additional ways to change load

In this subsection, we present results analogous to Figure 8, but we change the load parameter by changing the amount of additive noise to each image, instead of the amount of randomized labels. More specifically, to change the amount of noise added to each image sample, we put a random additive noise with uniform distribution in [0, u] to each pixel in the image, and we vary u. See the results shown in Figure 21.

When we compare Figure 21 to Figure 8, we find that mode connectivity in Figure 21c exhibits well-connected loss landscape despite changing amount of noise. We conjecture that this is because the amount of noise added to each pixel does not degrade the quality of data as substantially, and that this type of noise certainly is not as strong as changing the label. However, CKA still captures the degradation of data quality – if we move from the right to the left (meaning adding more noise) at the bottom of Figure 21d, we see gradually darker color.
(a) Training with a constant learning rate and 80K gradient updates

(b) Training with an inverse square-root learning rate and 80K gradient updates

(c) Training with a constant learning rate and optimal early stopping

(d) Training with an inverse square-root learning rate and optimal early stopping

Figure 19: (Early stopping). (First row). Training with 80K gradient updates. (Second row). Training with optimal early stopping. (First column). Training with a constant learning rate. (Second column). Training with an inverse square-root learning rate. The main conclusion is that training with optimal early stopping significantly improves test accuracy in this case.
D.7 Additional training schemes

In this subsection, we provide additional results on additional training schemes.

D.7.1 Large-batch training

Here, we present results analogous to our main results in Figure 2 but with a large batch size. We increase the maximum batch size to 8192 in this subsection. See results in Figure 22.

The results show a similar trend to Figure 2 in that the best accuracy is achieved when Hessian is small, mode connectivity is close to zero, and CKA similarity is large. The only slight difference is that the Hessian becomes much larger than in Figure 2 when trained with a large batch size. We note that this observation matches the common belief that local minima becomes sharper in large-batch training [3].

D.7.2 Training with the linear scaling rule

Here, we present analogous results to Figure 2 but train with the linear scaling rule, i.e., when the batch size is multiplied by \( k \), the learning rate is multiplied by the same constant \( k \) [4]. We choose the “standard setting” to be training with learning rate 0.05 and batch size 128, which matches the settings in other experiments, and we change learning rate to 0.05\( \cdot k \) when we change the batch size to 128\( \cdot k \). The results are shown in Figure 23.

First, if we compare the test accuracy in Figure 23a to that without using the linear scaling rule, shown in Figure 2a, we see that the test accuracy changes much more slowly with batch size (along the Y-axis) in the first case. Moreover, the mode connectivity and Hessian almost do not change at all along the Y-axis.
Figure 22: (Large-batch training). Partitioning the 2D load-like—temperature-like diagram into different phases of learning, using batch size as the temperature and varying model width to change load. Large-batch training is used. Models are trained with ResNet18 on CIFAR-10. All plots are on the same set of axes.

This phenomenon is expected because the linear scaling rule aims to maintain a constant noise variance when scaling up the batch size.

Figure 23: (Tuning learning rate with batch size). Partitioning the 2D load-like—temperature-like diagram into different phases of learning, using batch size as the temperature and varying model width to change load. Linear scaling rule is used to tune learning rate with batch size. Models are trained with ResNet18 on CIFAR-10. All plots are on the same set of axes.