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Abstract—This paper develops and evaluates an accumulate-then-transmit framework for multi-user scheduling in a full-duplex (FD) wireless-powered Internet-of-Things system, consisting of multiple energy harvesting (EH) IoT devices (IoDs) and one FD hybrid access point (HAP). All IoDs have no embedded energy supply and thus need to perform EH before transmitting their data to the HAP. Thanks to its FD capability, the HAP can simultaneously receive data uplink and broadcast energy-bearing signals downlink to charge IoDs. The instantaneous channel information is assumed unavailable throughout this paper. To maximize the system average throughput, we design a new throughput-oriented scheduling scheme, in which a single IoD with the maximum weighted residual energy is selected to transmit information to the HAP, while the other IoDs harvest and accumulate energy from the signals broadcast by the HAP. However, similar to most of the existing throughput-oriented schemes, the proposed throughput-oriented scheme also leads to unfair inter-user throughput because IoDs with better channel performance will be granted more transmission opportunities. To strike a balance between the system throughput and user fairness, we then propose a fairness-oriented scheduling scheme based on the normalized accumulated energy. To evaluate the system performance, we model the dynamic charging/discharging processes of each IoD as a finite-state Markov Chain. Analytical expressions of the system outage probability and average throughput are derived over Rician fading channels for both proposed schemes. Simulation results validate the performance analysis and demonstrate the performance superiority of both proposed schemes over the existing schemes.
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I. INTRODUCTION

The Internet-of-Things (IoT), as an intelligent infrastructure, is expected to be integrated in the fifth-generation cellular systems to improve our daily life. To this end, massive and ubiquitous wireless sensors will be deployed [1]. One of the main challenging problems to make the proliferation of IoT a reality is to supply adequate energy to maintain the system operation in a self-sufficient manner without compromising the system performance. Thereby, it is crucial to improve the operation lifetime of various sensors in IoT systems. Although numerous efforts, such as using lightweight routing protocols or equipping low-power radio transceivers, have been made to achieve this goal, wireless energy harvesting (EH) technique has recently been proposed as a new viable solution to prolong battery longevity [2]–[4].

With this technique, wireless devices in IoT systems can harvest energy from radio frequency (RF) signals emitted by ambient or dedicated transmitters and rely on the harvested energy to perform information transmission/processing. However, RF-enabled EH has not been widely used in practical IoT systems due to the severe propagation attenuation of RF signal power. Fortunately, with the latest breakthroughs in wireless communications, namely small cells [5], the application of large-scale antenna arrays (e.g., massive MIMO) [6] and millimeter-wave communications [7], more attentions are paid in the field of short-distance communications, which make the RF-enabled EH more feasible than before. Furthermore, the energy consumption of IoT devices will continually reduce by the advanced circuit design, which makes the harvested energy sufficient to support their operation [8]. Thus, it is believed that the RF-enable EH will be implemented widely in the near future [9].

RF-enabled EH technique has opened a new research paradigm, termed wireless-powered communication network (WPCN) [9]. In a WPCN, wireless devices are purely powered by a dedicated wireless energy transmitter (WET) in the downlink (DL) and transmit their information using the harvested energy in the uplink (UL). Instead of using the natural energy, the dedicated WET makes the EH process more controllable. The design of WPCNs for different setups has drawn tremendous interest recently [10]–[13]. In [10], a multi-user WPCN was investigated and a harvest-then-transmit (HTT) protocol was proposed. In the HTT protocol, within each transmission block, the users first harvest energy from the RF signals broadcast by a single-antenna hybrid access point (HAP) in the DL and then transmits information to the HAP in the UL in a time division multiple access (TDMA) manner. To maximize the system sum-throughput in each transmission block, the duration of both DL EH and UL information transmission (IT) was jointly optimized according to the channel quality of each link. Reference [11] extended [10] to the scenario with a multi-antenna HAP. The objective of [11] was to maximize the minimum throughput among all users through jointly optimizing DL-UL time allocation, DL energy beamforming and receiving beamforming. A power beacon-assisted WPCN (PB-WPCN) system was introduced in [12], wherein besides the HAP, the power beacon can also help charging the users. In [12], the authors designed a paid incentive mechanism based on game theory to encourage PBs to charge the users and the objective was to maximize the weighted sum-throughput of all HAP-user pairs. In addition to the aforementioned setups, the wireless-powered node can also be used as a relay to enlarge the network coverage, forming the so-called wireless-powered cooperative communication network (WPCCN). Along this direction, the authors of [13] introduced a harvest-then-cooperative (HTC) protocol,
in which the source node (SN) and relay first harvest energy from the HAP, then work cooperatively for the SN’s IT in the UL. Moreover, due to the requirements of high reliability and stringent latency in emerging wireless applications, the short-packet WPCN has been studied in [14-16] recently.

On the other hand, as one of the important techniques in the upcoming 5G cellular systems, full-duplex (FD) communications have received growing interests recently, see, e.g., [17, 18] and references therein. In a FD wireless system, devices can transmit and receive data simultaneously in the same frequency band while the receiving antenna will suffer from self-interference (SI). In the existing literature, there have been some initial efforts on the design of FD-WPCN. Authors of [19] studied a time division (TD) based FD-WPCN, wherein a HAP first transfers RF energy to multiple users and receives data from each user via allocating a certain fraction of each transmission block to them. The weighted sum throughput of the considered FD-WPCN was maximized by optimizing the time allocation among EH and information transmission of all users. Similar to [19], reference [20] also maximized the system weighted sum throughput of a multi-user FD-WPCN by taking into account the energy causality constraint, for which the energy can be consumed only after it has been harvested. The SI in [20] was assumed to be removed perfectly. With the same system setup, the impact of imperfect SI cancelation was investigated in [21]. It is also worth mentioning that the antenna pair selection and two-way information flow issues of single-user FD-WPCNs were respectively investigated in [22, 23]. Moreover, wireless-powered FD relay networks were studied in [24-26] and a wireless-powered FD friendly jamming protocol was designed and analyzed in [27].

A. Motivation

For a multi-user FD-WPCN, the aforementioned TD-based scheduling may lead to a sub-optimal system performance as the amount of harvested energy is normally very limited during each scheduled slot and could not support an effective IT. In this case, the EH devices may harvest and accumulate energy for several consecutive blocks before being scheduled to perform one IT. This is in contrast to the TD-based scheduling schemes in [19], where the SNs exhaust the harvested energy to perform instantaneous IT during the scheduled time slot of each transmission block. Hence, the inherent energy accumulation (EA) process introduced by single user selection in FD-WPCNs should be carefully incorporated into the system design and evaluation. For example, the harvested energy in the current transmission block could be saved for the future usage if the SN cannot support an effective IT. This nature makes the existing best node selection schemes designed for conventional systems no longer applicable. Note that the EA processes of a wireless-powered multiple input single output (MISO) system with single user and a wireless-powered relay network with multi-relay selection were characterized in [28-30]. However, to our best knowledge, the multi-user scheduling in FD-WPCNs with the inherent EA processes has not been studied in existing literature.

Motivated by this gap, in this paper we study a FD wireless-powered IoT (WP-IoT) system consisting of one FD HAP and multiple EH IoT devices (IoDs). The HAP has constant power supply and keeps broadcasting RF signals to charge IoDs wirelessly, while the IoDs are wireless-powered devices such that they accumulate the harvested energy from RF signals broadcast by the HAP in DL before being scheduled to transmit their data to the HAP in UL. Now a natural question arises in the considered WP-IoT system, that is, ‘Which IoD should be selected to transmit information in the UL considering that the accumulated energy for each individual IoD at different locations could be quite distinct?’

In conventional multi-user scheduling schemes, to maximize the system average throughput, the schedulers intend to select the user with the best instantaneous channel gain [31]. However, as described in [32-34], the scheduling policy aiming to maximize the system average throughput under multi-user scenario can be unfair, as the wireless devices with the poor channel quality may be starved. To improve the system fairness of the conventional multi-user networks, the authors of [35] proposed to select the user which has the largest ratio between the instantaneous received SNR and average received SNR. In [36], a hybrid multi-user scheduling scheme to balance the system throughput and fairness was developed. The works of [37] and [38] improved the system fairness for a WPCN by setting higher weight factor for the devices with poor channel quality. However, due to extreme high complexity, the policies in [35] and [36] are hard to implement in an online manner. Moreover, as explained in [39] and [40], realizing channel estimation in a WPCN system is not an easy task. This is because the wireless-powered devices could be low-cost and low-complexity nodes such that they may have no capability to conduct accurate channel estimation, which further disenables the policies mentioned above.

To address this issue, in this paper we develop a new accumulate-then-transmit framework for the considered WP-IoT system by proposing two new user scheduling policies focusing respectively on average throughput and user fairness under a practical assumption that the CSIT (channel state information at the transmitter) is unknown. Motivated by this assumption, we propose to use the instantaneous energy state information at each IoD and the statistical channel knowledge of each link to schedule multiple IoDs.

To model the EA process and the dynamic charging/discharging behavior, a discretized-state battery model is required. We follow [28-30] and [37], and adopt the finite-state Markov chain to model the EA process and characterize the battery steady states. Furthermore, different from those existing work wherein the steady state of each node can be determined independently, in our model, the steady state of one IoD will be affected by that of all other IoDs for competing for the limited UL spectrum resources, which makes the separated performance analysis of each IoD no longer applicable. This calls for a new framework to evaluate the performance of the proposed schemes.
Fig. 1. System model of the considered FD WP-IoT system with one HAP and $L$ wireless-powered IoDs. Suppose $S_2$ is the selected node for data transmission in the UL, and the rest $L-1$ devices harvest energy in the DL.

B. Our Contributions

The main contributions of this paper are summarized as follows:

- We develop a new throughput-oriented multi-user scheduling scheme for the considered FD WP-IoT system with imperfect SI cancellation. In our scheme, at the beginning of each transmission block, the IoD with the maximum weighted residual energy is selected to transmit its information to the HAP in UL, while all other IoDs perform EH operation and accumulate the harvested energy for future IT.

- To cater for IoDs with poor channel condition, we then propose a fairness-oriented multi-user scheduling scheme for the FD WP-IoT system. In this scheme, at the beginning of each transmission block, the scheduler will select the IoD with the largest ratio between the exact accumulated energy and the average accumulated energy within the time period from the latest data transmission to the current block.

- By considering that all IoD-HAP links experience practical independent but non-identical distribution channel fading, we analyze the system average throughput for both proposed scheduling policies by modeling the EA processes of all IoDs as finite-state Markov chains (MCs). It is worth pointing out that IoD selection is carried out by jointly considering all IoDs’ energy states. The state transition matrices of all IoDs’ MCs are thus tangled together, which makes the analytical performance analysis of the considered system nontrivial. The steady state distribution of IoDs’ MCs can be solved through the fixed-point iteration method. All theoretical analysis is validated by Monte Carlo simulations. Numerical results show that the fairness-oriented policy can provide better throughput performance than the existing round robin policy while holds similar fairness. On the other hand, by sacrificing the system fairness, the throughput-oriented policy can achieve higher throughput than the fairness-oriented policy.

A complete list of acronyms can be found in Table I and the rest of the paper is organized as follows: Section II presents the system model and channel model for the considered FD WP-IoT system. In Section III, we elaborate the scheme design for the throughput-oriented policy in detail in the FD WP-IoT system. The closed-form expressions of system outage probability and average throughput for FD WP-IoT system are derived. In Section IV, another fairness-oriented policy is introduced in detail. In Section V, numerical results are presented to validate the analysis. Finally, Section VI concludes the paper.

II. SYSTEM MODEL

A. System Model

As shown in Fig. 1, we consider a multi-user FD WP-IoT system consisting of one FD HAP and multiple half-duplex (HD) IoDs. We assume that all IoDs are equipped with one antenna, while the HAP is equipped with two antennas. The HAP’s two antennas structure enables its FD working mode. Particularly, one antenna is used to receive the scheduled IoD’s signal in the UL and the other one is used to wirelessly charge the remaining IoDs by broadcasting RF signals in the DL. Moreover, the HAP is assumed to be connected to an
external energy supply (e.g., the power grid), while all the IoDs are wireless-powered devices and purely rely on the energy harvested from RF signals broadcast by the HAP to support their operation. Besides, all IoDs are equipped with separated energy and information receivers and share the same antenna, which indicates that each IoD can only work in either EH mode or IT mode. As such, they can flexibly switch between an EH mode and an IT mode at the beginning of each transmission block according to the scheduling policy. We also assume that each IoD is equipped with a finite-capacity rechargeable battery such that it can perform EA and schedule the accumulated energy across various transmission blocks.

Multi-user scheduling is applied in the considered FD WP-IoT system. Specifically, within each transmission block, at most one IoD is chosen to operate in the IT mode, while the IoDs fail to be chosen are in the EH mode. At each IoD operating in the EH mode, the received signal is passed to the energy receiver to convert to direct current and charge the battery. In contrast, if a certain IoD is selected to operate in the IT mode, it will consume its accumulated energy to transmit its information to the HAP in the UL. Note that because both UL and DL work at the same band and the HAP operates in a FD mode, the received signal from the IoD operating in the IT mode at the HAP will suffer from the SI caused by broadcasting of energy-bearing signals in the DL.

We hereafter use \( S_i \), \( i \in \{1, 2, \ldots, L\} \), to denote the \( i \)-th IoD and \( L \) is the total number of IoDs. To the authors’ best knowledge, the up-to-date wireless energy transfer techniques could only be operated within a relatively short communication range such that the line-of-sight (LoS) path is very likely to exist in these links. In this sense, the Rician fading would be the most appropriate model to characterize the channel fading of all links in the considered FD WP-IoT system. We thus consider that the channel coefficients of the UL and DL links between \( S_i \) and HAP, denoted by \( h_i^U \) and \( h_i^D \) respectively, follow independent and identical Rician distribution with the Rician factor \( \Psi \), which is defined as the ratio of the powers of the LoS component to the scattered components, and average channel power gain \( H_i \). Besides, all channels in the system are assumed to experience frequency-flat and slow fading such that the instantaneous channel gains remain unchanged within each transmission block but change independently from one block to the other. Without loss of generality, we use \( T \) to denote one transmission block with \( T = 1 \) hereafter.

### B. Energy Harvesting Phase

Due to the HD constraint of IoDs, they can only operate in either EH or IT mode. When the \( i \)-th IoD works in the EH mode, it will harvest energy from the RF signals broadcast by the HAP during the entire transmission block and accumulate the harvested energy in the battery for future usage. The amount of harvested energy for a certain EH block at \( S_i \) can be expressed as

\[
\tilde{E}_i = \eta P_H H_i^D T, \tag{1}
\]

where \( 0 < \eta < 1 \) is the energy conversion efficiency and \( H_i^D = |h_i^D|^2 \) is the DL instantaneous channel power gain of \( S_i \). \( P_H \) is the HAP transmit power. Note that in (1), we ignore the amount of energy harvested from the noise and the transmitted signal emitted by the IoD in the IT mode. The reason is that for the energy limited nature of the EH IoDs, the transmit power of the EH IoD is normally small, which is negligible compared to the transmit power of the HAP. In this sense, the obtained system performance can serve as a lower bound of practical systems. Note that the IoD operating in IT mode cannot harvest energy due to its HD constraint.

### C. Information Transmission Phase

For the case that \( S_i \) is selected to transmit information in the UL, let \( P_i \) and \( x_i \) denote its transmit power and transmitted symbol with \( \mathbb{E}[|x_i|^2] = 1 \) respectively, where \( \mathbb{E}[\cdot] \) represents the expectation operator. When the HAP receives the signal from \( S_i \), its receiving antenna will overhear the energy-bearing signal broadcast by the transmitting antenna, which will cause the SI. Thus, the received signal at the HAP is a combination of the signal transmitted by \( S_i \), SI and receiver noise, which can be expressed as

\[
y_H = \sqrt{P_i h_i^U} x_i + \sqrt{P_H \delta} c + n, \tag{2}
\]

where \( \delta \) is the residual SI that remains after imperfect SI elimination [39], and \( c \) is the energy-bearing symbol broadcast by the HAP in the DL with \( \mathbb{E}[|c|^2] = 1 \). \( c \) is designated only for energy transmission and thus can be chosen to be deterministic. \( n \) denotes the additive white Gaussian noise (AWGN) with zero mean and variance \( N_0 \) at the HAP. The signal-to-interference-plus-noise ratio (SINR) at the HAP of the \( i \)-th IoD is thus given by

\[
\gamma_i = \frac{P_i H_i^U}{N_0 + P_H \alpha}, \tag{3}
\]

where the loop interference power gain \( \alpha = |\delta|^2 \) and the UL instantaneous channel power gain \( H_i^U = |h_i^U|^2 \) of \( S_i \). In this paper, \( \alpha \) is assumed to be constant. This is motivated by the fact that the energy-bearing signal can be effectively reduced by implementing isolation between the two HAP antennas or advanced analog and digital SI cancellation, such that the SI can be reduced to a negligible level or noise level, and the randomness can be suppressed dramatically [39]-[41].

Since multiple IoDs share the limited spectrum resource in the considered multi-user system, it is natural to ask “which IoD should be selected to perform IT in a certain transmission block?” This is actually a non-trivial question to answer. This is because in order to achieve certain system objective (i.e., maximize the system average throughput [30], [38] or maximize system fairness [11], [20], [23]), the designer needs to schedule different IoDs which have different capacities (i.e., different amount of residual energy, distinct transmission rate requirements and various channel qualities). Hence, before selecting a proper IoD at the beginning of each transmission block, it is necessary to define a specific target for the scheduler of the system. In this context, we will introduce two user scheduling policies for both the throughput-oriented and fairness-oriented scenarios in the proposed FD WP-IoT system in the subsequent two sections.
III. DESIGN AND ANALYSIS OF THE THROUGHPUT-ORIENTED POLICY

In this section, we first explain the principle of the proposed throughput-oriented scheduling policy. Then, we will elaborate how to use the Markov Chain to model the discretized IoD battery states. Finally, we mathematically describe the IoD behaviors and evaluate the system performance.

A. Policy Design

To design the scheduling policy in the considered FD WP-IoT system, the widely used instantaneous CSI-based user scheduling schemes are no longer applicable due to the assumption of unknown instantaneous CSI. On the other hand, considering the inherent EA process, the residual energy accumulated in the battery can be adopted as a feasible criterion to measure the capability of information transmission of each IoD. Motivated by this, we develop a weighted residual energy-based multi-user scheduling scheme to maximize the system average throughput for the scenarios without the instantaneous CSI. Besides, we assume at most one IoD is allowed to transmit data in the UL within one transmission block. To elaborate the policy of IoD selection, we first define the average throughput by the i-th IoD if it is selected to transmit information, which is given by

$$\bar{\Omega}_i = R(1 - \bar{P}_{i,\text{out}})T,$$

where $i$ is the index of the IoD. $R$ is the rate requirement and $\bar{P}_{i,\text{out}}$ is the data transmission outage probability of the i-th IoD. In this sense, to maximize the system average throughput, we need to select the IoD which possesses the lowest transmission outage probability. Recall that the channels between various IoDs and HAP are assumed to undergo independent and non-identical Rician fading. When the i-th IoD is selected to perform IT, $\bar{P}_{\text{out}}$ can be expressed as

$$\bar{P}_{\text{out}} = \Pr \left( \log_2 \left( \sqrt{\frac{P_i H_i^U}{N_0 + P_{H\alpha}}} + 1 \right) < R \right)$$

$$= \Pr \left( H_i^U < \frac{(N_0 + P_{H\alpha})(2^R - 1)}{P_i} \right)$$

$$= F_{H_i^U}(\frac{(N_0 + P_{H\alpha})(2^R - 1)}{P_i}),$$

where $F_{H_i^U}(\cdot)$ is the CDF of $H_i^U$, which can be expressed as

$$F_{H_i^U}(x) = 1 - Q_1\left(\sqrt{2\Psi}, \sqrt{\frac{2(N_0 + P_{H\alpha})(2^R - 1)(\Psi + 1)}{P_i H_i}}\right),$$

where $Q_1(\cdot, \cdot)$ is the generalized first-order Marcum Q-function and we can verify that $Q_1(Y_1, Y_2)$ is a monotonically decreasing function of $Y_2$. As such, the lowest $\bar{P}_{\text{out}}$ can be achieved statistically by selecting the IoD with the maximum $P_i H_i$. On the other hand, due to the unknown instantaneous CSI, the selected IoD $S_i$ ought to exhaust its residual energy to transmit data to eliminate outage, i.e., $P_i = \frac{r_i[t]}{r_i} \text{ with } r_i[t]$ denoting $S_i$'s residual energy at the beginning of t-th transmission block. Overall, in our policy, the i-th IoD will be selected to transmit data during the t-th block if i meets

$$i = \arg \max_{j \in \{1, 2, ..., L\}} \{r_j[t] \bar{H}_j\} \text{ and } r_i[t] \neq 0. \quad (7)$$

Under this assumption, if the current information transmission fails, the automatic repeat request (ARQ) procedure cannot be performed until the IoD accumulates enough energy and is scheduled to transmit information again. Considering the timeliness of the information, it is reasonable to declare a package loss instead of using ARQ in the considered WP-IoT system. Besides, we assume the transmit power of these IoDs can rarely exceed the working range of the power-related chips since the harvested energy are normally limited. It is worth pointing out that each IoD only knows its own weighted residual energy, and is unaware of that of other IoDs, requiring the proposed scheduling policy to be implemented in a distributed way. This can be achieved through the time-backoff scheme. Specifically, all IoDs are synchronized by the HAP and at the beginning of each transmission block, each IoD sets a timer independently according to its own weighted residual energy. The timer of the i-th IoD at the beginning of the t-th time block is set to be inverse proportional to its weighted residual energy $r_i[t] \bar{H}_i$. The timer of the IoD with the maximum weighted residual energy will expire firstly and this selected IoD will broadcast a short flag packet to signal its presence. After hearing the first flag packet from a certain IoD, the HAP will broadcast it to all the remaining IoDs to declare the selection of this IoD in the current round. All other IoDs will switch to the energy harvesting mode to harvest energy from the HAP. In this case, although the synchronization and final selection decision are done by the HAP, the entire user scheduling process is mostly conducted at the IoD side in a distributed way. As such, the complexity and computational use of resources will almost not scale as the number of IoDs increases.

For simplicity, we neglect the time and energy consumed by the user scheduling process based on the following considerations. The advanced performance of the MCU used in IoT systems makes the time consumption of the timer setting negligible. On the other hand, the state-of-the-art ultra-low power technology of the MCU makes the energy consumption of the circuit negligible compared to that used for information transmission.

B. Markov Chain for IoD’s Batteries

To characterize the performance of the proposed scheduling policy, we adopt a discrete-level and finite-capacity battery model. It is thus natural to use a finite-state MC to model the dynamic charging/discharging behaviors of IoD’s batteries. Note that in the proposed scheduling policy, the user selection procedure depends on the energy status of all IoDs. Thus, the state transitions and their associated steady state distributions of all IoD batteries are correlated with each other and thus

1 For simplicity, we consider that the IoDs within the system have the same rate requirement. Our framework can also be extended to the case with distinct rate requirement.
cannot be evaluated separately, which makes the theoretical analysis non-trivial.

Denote by $C$ the capacity of each IoD battery and by $K$ the number of discrete energy levels excluding the empty level in each battery. Then, the $k$-th energy level of each IoD’s battery can be presented as $\varepsilon_k = \frac{kC}{K}, k \in \{0, 1, 2, \ldots, K\}$. It is worth pointing out that the adopted discrete battery model can tightly approximate its continuous counterpart when the number of energy levels (i.e., $K$) is large enough, as shown in \[37\].

The transition probability $T_{i}^{k,l}$ is defined as the probability of the transition from state $k$ to state $l$ at the $i$-th IoD. With the adopted discrete-level battery model, the amount of harvested energy and the residual energy can only be one of the discrete energy levels. Thus, the discretized amount of harvested energy at the $i$-th IoD during one EH operation is defined as

$$E_i \triangleq \varepsilon_l, \text{ where } l = \arg \max_{k \in \{0, 1, \ldots, K\}} \left\{ \varepsilon_k : \varepsilon_k \leq \tilde{E}_i \right\}. \quad (8)$$

We are now ready to describe the IoD behaviors in the proposed throughput-oriented policy mathematically. Let $\zeta_i[t] \in \{\zeta_T, \zeta_E\}, t = 1, 2, 3, \ldots$, denote the operation mode of the $i$-th IoD during the $t$-th transmission block, where $\zeta_T$ and $\zeta_E$ denote the IT and EH modes respectively. According to the throughput-oriented policy, if the $i$-th IoD is scheduled to operate in the IT mode, $S_i$ should meet the condition \[7\]. We thus have

$$\zeta_i[t] = \begin{cases} \zeta_T, & \text{if } \[7\] \text{ holds} \\ \zeta_E, & \text{otherwise} \end{cases}. \quad (9)$$

Moreover, we define $\Phi_i[t] = r_i[t]H_i$ as the weighted residual energy of $S_i$ for notation simplicity, and $\Phi_i[t]$ evolves to $\Phi_i[t+1]$ as follows\[10\],

$$\Phi_i[t+1] = \begin{cases} 0, & \text{if } \zeta_i[t] = \zeta_T \\ H_i \min \left\{ r_i[t] + E_i, C \right\}, & \text{if } \zeta_i[t] = \zeta_E \end{cases}. \quad (10)$$

Noted that in \[10\], we consider that the energy consumption at the IoDs is dominated by their IT operation, and other types of energy consumption (e.g., signal processing) is assumed to be negligible for simplicity.

With the mathematical description of the proposed scheduling policy and the MC model defined above, we can proceed to evaluate the state transition probabilities of the MC for each IoD. As Fig. 2 shows, the transition probabilities can be summarized into eight different cases depending on different initial state $k$ and end state $l$: 1) The empty battery remains unchanged; 2) The empty battery is partially charged; 3) The empty battery is fully charged; 4) The non-empty battery is partially discharged; 5) The non-empty battery is exhausted; 6) The non-empty battery remains unchanged; 7) The non-empty battery is partially charged; 8) The non-empty battery is fully charged. Mathematically, the transition probability of $i$-th IoD from state $k$ to state $l$ can be expressed as

\[Pr\left(\tilde{E}_i \leq \frac{C}{K}\right), \text{ if } k = l = 0, \]
\[Pr\left(\frac{C-kC}{K} \leq \tilde{E}_i \leq \frac{(l-k)C}{K}\right), \]
\[Pr\left(\tilde{E}_i \geq \frac{(K-k)C}{K}\right), \text{ if } k = 0, \ l = K \]
\[0, \text{ if } k > l, \ l > 0 \]
\[v_{i,k}^T \Pr\left(\tilde{E}_i \leq \frac{C}{K}\right), \text{ if } k > 0, \ k \neq K \]
\[v_{i,k}^T \Pr\left(\frac{(l-k)C}{K} \leq \tilde{E}_i \leq \frac{(K-k-1)C}{K}\right), \]
\[v_{i,k}^T \Pr\left(\frac{(K-k)C}{K} \leq \tilde{E}_i \leq \frac{C}{K}\right), \]
\[v_{i,k}^T \Pr\left(\tilde{E}_i \geq \frac{(K-k)C}{K}\right), \text{ if } k > 0, \ l = K \]

where $v_{i,k}^T$ represents the probability that the $i$-th IoD is scheduled to operate in the IT mode at battery level $k$ on throughput-oriented scheme.

We now explain how to calculate the probability terms in \[11\]. We use the case $Pr(\tilde{E}_i \leq \frac{C}{K})$ as an example. From the definition of discretization given in \[38\], condition $\tilde{E}_i = \eta P_H H_i^{D} < \varepsilon_1 = C/K$ must hold such that the increment of harvested energy can be discretized to zero ($k = l = 0$). With the help of CDF defined in \[39\], the probability of an effective zero harvested energy is given by

$$Pr\left(\tilde{E}_i \leq \frac{C}{K}\right) = F_{H_i^{D}}\left(\frac{C}{\eta P_H K}\right), \quad (12)$$

where $F_{H_i^{D}}(\cdot)$ is the CDF of $H_i^{D}$ and has the same expression with $F_{H_i^{C}}(\cdot)$. The probability of other transition probability in \[11\] can be evaluated similarly, which are omitted for brevity.

In the subsequent subsections, we will first figure out the relationship between $v_{i,k}^T$ and the steady state distribution of all IoDs, and then calculate the steady state distributions of all IoDs by applying the fixed-point iterative method \[44\].
C. Steady State Calculation

We use
\[
\pi_i = [\pi_{i,0}, \cdots, \pi_{i,k}, \cdots, \pi_{i,K}]^T
\]
to denote the battery steady state distribution of the \(i\)-th IoD. Specifically, \(\pi_{i,k}\) denotes the probability that the battery state of \(S_i\) is \(k\). To calculate these steady states, we need the fully observable transition probability \(T_{i,k}^{k,l}\) between different states. Thus, we first derive the relationship between \(v_{i,k}^T\) and stationary states of all IoDs’ battery.

Recall that the event \(S_i\) operating in the IT mode at the battery level \(k\) happens only when the condition (17) is satisfied with \(r_i[t] = \epsilon_k\). Thus, \(v_{i,k}^T\) can be expressed as
\[
v_{i,k}^T = \prod_{p \in \varphi \{i\}} \left( \sum_{q \in G_{p,k}^T} \pi_{p,q} \right),
\]
where \(G_{p,k}^T\) is the set including all battery levels of the \(p\)-th IoD that are smaller than \(\frac{r_i}{\epsilon_k}\) and \(\varphi = \{1, 2, \ldots, L\}\) is the set of all IoDs. Here we use \(\varphi \{i\}\) to denote the relative complement of \(i\) with respect to the set \(\varphi\), i.e., \(\varphi \{i\} = \{1, 2, \ldots, i-1, i+1, \ldots, L\}\).

We are ready to calculate the battery steady state distribution of different IoDs after we have (13) as
\[
\pi_i = Z_i^T \pi_i.
\]
The steady state distribution of \(S_i\)’s battery can be solved from (14) as
\[
\pi_i = (Z_i^T - I + B)^{-1} b,
\]
where \(B_{i,j} = 1, \forall i, j\) and \(b = (1, 1, \cdots, 1)^T\). However, through (13), we find the state transition matrix of certain IoD is related with that of other IoDs by noting that \(v_{i,k}^T\) is included in \(Z_i\). This indicates that the state transition matrices of all IoDs are inherently tangled together. As such, we cannot treat them separately and solve the individual steady state equations to calculate their steady state distributions.

Fortunately, after a careful observation on (14), we find that the battery steady state distribution of various IoDs constructs a multi-variable, high-order and non-linear equation set. The root of the equation set is the battery steady state of all IoDs. On the other hand, the fixed-point iteration (FI) approach has been widely applied to solve multi-variable, high-order and non-linear equation set (14). Motivated by this, we introduce the FI method. To construct the iteration function, we first set
\[
\pi = [\pi_1^T, \cdots, \pi_L^T]^T,
\]
and
\[
Z^T = \begin{bmatrix}
Z_1^T \\
\cdots \\
Z_L^T
\end{bmatrix}.
\]

Next we integrate all the IoDs with the same form as (14), which is
\[
\pi = F(\pi),
\]
where
\[
F(\pi) = Z^T \pi.
\]

Then, the iteration process can be written as (14)
\[
\pi^{(s+1)} = F(\pi^{(s)}),
\]
and \(s\) denotes the iterative index.

**Proposition 1.** There exists a unique fixed point \(\pi^*\) and the iteration process in (14) can converge to \(\pi^*\), if there exists a real number \(0 < \lambda < 1\), which makes the inequality (18)
\[
\|F(\pi) - F(\pi')\|_1 \leq \lambda \|\pi - \pi'\|_1, \forall \pi, \pi' \in D
\]
always true. Here \(D \subseteq [0, 1]^{(K+1) \times L}\) is the domain of \(\pi\) and \(\pi'\). \(\| \cdot \|_1\) denotes the 1-norm operation.

**Proof.** Firstly we define \(\pi = [\pi_1^T, \cdots, \pi_i^T, \cdots, \pi_L^T]^T\) and
\[
\pi' = [\pi'_1^T, \cdots, \pi'_i^T, \cdots, \pi'_L^T]^T,\]
where \(\pi_i = [\pi_{i,0}, \cdots, \pi_{i,K}]^T\) and \(\pi'_i = [\pi'_{i,0}, \cdots, \pi'_{i,K}]^T\). The elements in \(\pi_i\) and \(\pi'_i\) are all non-negative and \(\|\pi_i\|_1 = \|\pi'_i\|_1 = 1\). Expanding the left side of inequality (18), we have
\[
\|F(\pi) - F(\pi')\|_1 = \sum_{i=1}^{L} \sum_{k=0}^{K} \sum_{l=0}^{K} |T_{i,k}^{k,l} (\pi_{i,k} - \pi'_{i,k})| = \sum_{k=0}^{K} \sum_{l=0}^{K} T_{i,k}^{k,l} |(\pi_{i,k} - \pi'_{i,k})|.
\]
For \(S_i\) at end energy state \(l\), it meets
\[
\sum_{k=0}^{K} T_{i,k}^{k,l} (\pi_{i,k} - \pi'_{i,k}) \leq \sum_{k=0}^{K} T_{i,k}^{k,l} |(\pi_{i,k} - \pi'_{i,k})|.
\]
The equality may hold only if the end state \(l \neq 0\) and \(l \neq K\) since \(\|\pi_i\|_1 = \|\pi'_i\|_1 = 1\). Hence, after doing the sum calculation for (20), we can have
\[
\sum_{l=0}^{K} \sum_{k=0}^{K} T_{i,k}^{k,l} (\pi_{i,k} - \pi'_{i,k}) < \sum_{l=0}^{K} \sum_{k=0}^{K} T_{i,k}^{k,l} |(\pi_{i,k} - \pi'_{i,k})|.
\]
On the other hand, expanding \(\|\pi_i - \pi'_i\|_1\), we can have
\[
\|\pi_i - \pi'_i\|_1 = \sum_{k=0}^{K} |\pi_{i,k} - \pi'_{i,k}| \leq \sum_{l=0}^{K} \sum_{k=0}^{K} T_{i,k}^{k,l} |(\pi_{i,k} - \pi'_{i,k})|,
\]
where (a) follows \(\sum_{l=0}^{K} T_{i,k}^{k,l} = 1\). Thus, with (21), we can conclude that for any \(S_i\), there always exists a real number

\[3\] The norm can be any norm. Here we consider 1-norm.
\(\lambda_i (0 < \lambda_i < 1)\), which makes the inequation
\[
\sum_{i=0}^{K} \sum_{k=0}^{K} T_{i,k}^{l} (\pi_{i,k} - \pi_{i,k}') \leq \lambda_i \|\pi_i - \pi_i'\|_1
\] (23)
true. We then further have
\[
\|F(\pi) - F(\pi')\|_1 = \sum_{i=1}^{L} \sum_{i=0}^{K} \sum_{k=0}^{K} T_{i,k}^{l} (\pi_{i,k} - \pi_{i,k}')

\leq \sum_{i=1}^{L} \lambda_i \|\pi_i - \pi_i'\|_1

\leq \lambda_{\max} \sum_{i=1}^{L} \|\pi_i - \pi_i'\|_1

\leq \lambda_{\max} \|\pi - \pi'\|_1,
\] (24)
where \(\lambda_{\max} = \max\{\lambda_1, \ldots, \lambda_L\}\). As discussed above, \(\lambda_{\max}\) meets \(0 < \lambda_{\max} < 1\). Thus we can conclude that there exists a unique fixed point \(\pi^*\) and the iteration process (17) can converge to \(\pi^*\).

Moreover, the iteration process can stop if
\[
\|\pi^{(s)} - \pi^{(s-1)}\| \leq e_\pi,
\] (25)
where \(e_\pi\) is a small positive value. Then, after setting the initial value of \(\pi^{(1)}\) and repeating the FI method, we can obtain the steady state distributions of all IoDs. Here, we would like to clarify that the FI algorithm is adopted to evaluate the system performance of the proposed scheduling policies, which is not required for the practical implementation of these policies at all.

D. System Outage Probability and Average Throughput

Based on the steady state analysis above, now we can evaluate the system outage probability and average throughput. In the proposed throughput-oriented policy, an outage occurs when all IoDs do not have enough energy in their batteries or the selected IoD transmits information but the received SINR at the HAP is less than the required threshold. Thus, the system outage probability can be expressed as
\[
P_{\text{out}}^T = P_{0}^T + \sum_{i=1}^{L} P_{i,\text{out}}^T.
\] (26)
In (26), \(P_{0}^T\) is the probability that all the IoDs have no enough energy in their batteries, which can be calculated as
\[
P_{0}^T = \prod_{i=1}^{L} \pi_{i,0},
\] (27)
and \(P_{i,\text{out}}^T\) is the probability of the event that the \(i\)-th IoD is selected to perform IT but an outage occurs. Based on the previous analysis, we can express this probability as a function of \(\pi_{i,k}\) and \(v_{i,k}^T\), given by
\[
P_{i,\text{out}}^T = \sum_{k=1}^{K} v_{i,k}^T \Pr\left(\frac{P_i}{T} \geq \log_2(1 + \gamma_i) < R\right)

= \sum_{k=1}^{K} \pi_{i,k} v_{i,k}^T \left(\frac{K(2^R - 1)(\alpha P_H + N_0)T}{kC}\right).
\] (28)
Substituting (27) and (28) into (26), we have attained an analytical expression for the system outage probability of the considered FD WP-IoT system implementing the proposed throughput-oriented scheduling scheme.

We can then calculate the system average throughput \(\Omega^T\), given by
\[
\Omega^T = R(1 - P_{\text{out}}^T)T.
\] (29)
As \(P_H\) increases, the battery steady state distribution of each IoD will present the trend that \(\pi_{i,0}\) decreases and \(\pi_{i,K}\) increases. For the term \(v_{i,k}^T\), as we can observe from Eq. (13), the set \(G_{p,k}^T\) only includes the battery states from 0 to \(\frac{B}{H}^H\). When \(P_H\) is small, the batteries of most of the IoDs are located at the low states and thus make \(v_{i,k}^T\) large. When \(P_H\) increases, the batteries of most of the IoDs are located at the high states and make \(v_{i,k}^T\) smaller. As a result, as \(P_H\) increases, \(v_{i,k}^T\) will decrease.

Remark 1: From the above analysis, we can see that the two terms in (26), \(P_{0}^T\) and \(\sum_{i=1}^{L} P_{i,\text{out}}^T\), reflect different trends as the HAP transmit power \(P_H\) increases. More specifically, when \(P_H\) is small, \(P_{0}^T\) closes to 1 and \(\sum_{i=1}^{L} P_{i,\text{out}}^T\) closes to 0. This is because in this case, each IoD cannot accumulate too much energy thus \(P_{0}^T\) → 1 so that the system outage probability closes to 1. When \(P_H\) increases, \(P_{0}^T\) becomes smaller and the term \(\sum_{i=1}^{L} P_{i,\text{out}}^T\) becomes larger. This is because more IoDs can accumulate enough energy to transmit data to the HAP and the data can be received by the HAP with high success probability due to the light effect of SI. As a result, the system outage becomes smaller. If \(P_H\) keeps increasing and becomes very large, \(P_{0}^T\) will close to 0 because the battery of each IoD could always have enough energy for information transmission. Thus, within each time block, there always exists IoDs who can transmit data to the HAP. However, in this case, although HAP can receive data almost in each time block, the received SINR can be low due to the severe SI. This will lead to the fact that the term \(\sum_{i=1}^{L} P_{i,\text{out}}^T\) closes to 1. In this case, the system outage probability will be high. Hence, the system outage probability will firstly decrease and then go up as \(P_H\) increases and we can deduce that there should be an optimal value of \(P_H\) to minimize the system outage probability and thus maximize the system average throughput.
IV. DESIGN AND ANALYSIS OF THE FAIRNESS-ORIENTED POLICY

A. Policy Design

Although the throughput-oriented policy proposed in the previous section can achieve good throughput performance, it can lead to the unfair issue among IoDs. Specifically, the IoDs with low average channel gains will almost have no chance to transmit data. To address this issue, the most widely used method in traditional communication systems is the normalized throughput based scheduling method \([31]\). This method selects out the user with the largest ratio between instantaneous and average rate among all active users in the system. As such, this method reduces the probability that the scheduler always picks the user with the highest instantaneous rate, thus can effectively improve user fairness in a long term. In contrast to traditional communication systems, the IoD in the proposed FD WP-IoT system has no instantaneous CSI and is energy limited. The available information of each IoD is the current residual energy, the number of waiting time blocks from the latest data transmission and the statistical CSI. The current residual energy shows the exact accumulated energy during waiting time, which is defined as the time period from the latest IT operation to now. With the statistical CSI, the average accumulated energy during the waiting time can be calculated. Inspired by the normalized SNR-based method \([31]\), at the beginning of the \(t\)-th time block, we propose a fairness-oriented scheduling scheme that selects the \(i\)-th IoD if \(i\) meets

\[
i = \arg \max_{j \in \{1, 2, ..., L\}} \left\{ \frac{r_j[t]}{W_j[t] \phi_j} \right\} \text{ and } r_i[t] \neq 0,
\]

where \(W_j[t]\) is the waiting time from the latest data transmission of the \(j\)-th IoD, and \(\phi_j\) is the average harvested energy per block at \(S_j\), which has the form

\[
\phi_j = \eta P_{Hj} T.
\]

Due to the limitation of the battery capacity, the average harvested energy during time period \(W_i[t]\) is bounded, which is

\[
W_i[t] \phi_i = \min \left\{ W_i[t] \phi_i, C \right\}.
\]

From \((30)\), we can see that the proposed fairness-oriented policy uses the normalized accumulated energy instead of its absolute value to schedule the IoDs.

Based on the explanation above, we can also use the finite state MC to model the IoD’s behaviors in fairness-oriented case. However, compared \((30)\) with \((4)\), in the fairness-oriented case, besides the residual energy, the number of waiting blocks should also be treated as the system state. In this sense, the one state MC model presented in Sec. III.B is no longer applicable to analyze the performance of the proposed fairness-oriented method. A new framework is thus needed for constructing the state transition matrix, which is elaborated in detail in the subsequent subsection.

B. MC Formulation and Steady State Calculation

We let \(S_{ikm}\) denote the discrete state that \(S_i\) locates at energy level \(k\) \((0 \leq k \leq K)\) while it has waited \(m\) time blocks \((m \geq 1)\) since its last scheduled transmission. To describe the state transition, we use \(T^{(k, m), (l, u)}\) to denote the probability of the transition from state \((k, m)\) (initial energy level \(k\) and waiting time blocks \(m\)) to state \((l, u)\) (end energy level \(l\) and waiting time block \(u\)). Theoretically, the number of waiting blocks \(m\) can be as large as infinity. This case will make the IOEs' state transition matrix intractable. To cope with this issue, we impose a reasonable and practical assumption: each IoD holds a maximum waiting time \(M\). If \(W_i[t] < M\), \(S_i\) will be scheduled to transmit data only when (31) holds. On the other hand, if \(W_i[t] = M\) and \(r_i[t] > 0\), \(S_i\) will be scheduled to transmit data immediately without considering the states of other IoDs. However, if there exists any other IoDs which have waited \(M\) time blocks as well, the scheduler will select the IoD which holds the maximum weighted residual energy. Once \(S_i\) is scheduled to transmit data at the \(t\)-th time block, at the beginning of the next time block, its waiting time will be initialized to \(0\). For the case \(W_i[t] = M\) and \(r_i[t] = 0\), \(S_i\) will hold its waiting time and continue to harvest energy. Mathematically, at the beginning of the \(t\)-th time block, the \(i\)-th IoD will be selected in the fairness-oriented policy if \(i\) meets

\[
i = \left\{ \begin{align*}
\arg \max_{j \in \{1, 2, ..., L\}} \left\{ \frac{r_j[t]}{W_j[t] \phi_j} \right\}, & \text{ if } \chi = \emptyset \text{ and } r_i[t] \neq 0 \\
\arg \max_{j \in \chi} \left\{ r_j[t] H_j \right\}, & \text{ if } \chi \neq \emptyset \text{ and } r_i[t] \neq 0
\end{align*} \right., \quad (33)
\]

where \(\chi\) denotes the set including all the IoDs of which waiting time blocks equal to the threshold \(M\). We thus re-write \((4)\) as

\[
\zeta_i[t] = \begin{cases} 
\zeta_T, & \text{if } (4) \text{ holds} \\
\zeta_E, & \text{otherwise}
\end{cases}
\]

The evolution of \(r_i[t]\) from \(t\) to \(t+1\) can be expressed as

\[
r_i[t+1] = \begin{cases}
0, & \text{if } \zeta_i[t] = \zeta_T \\
\min \left\{ r_i[t] + E_i, C \right\}, & \text{if } \zeta_i[t] = \zeta_E
\end{cases}
\]

and that of \(W_i[t]\) from \(t\) to \(t+1\) is expressed as

\[
W_i[t+1] = \begin{cases}
1, & \text{if } \zeta_i[t] = \zeta_T \\
\min \left\{ W_i[t] + 1, M \right\}, & \text{if } \zeta_i[t] = \zeta_E
\end{cases}
\]

Similar to the throughput-oriented scheme, we can also summarize the state transition probabilities of the MC for each IoD into eight cases depending on different initial energy level \(k\). On the other hand, as \((8)\) shows, in the fairness-oriented policy the priority of data transmissions depends on not only the initial energy level, but also the number of waiting time blocks. Thus, for different initial waiting blocks \(m\) and end waiting blocks \(u\), we can further divide the state transition probability into four cases: 1) The waiting time block increases by one; 2) The waiting time block returns to \(0\) when \(m < M\); 3) The waiting time block remains unchanged at \(M\); 4) The waiting time block returns to \(1\) when \(m = M\). We thus have in total 32 system states by joint considering the energy status and waiting time status \((k, m)\). Mathematically, the transition probability of the \(i\)-th IoD from state \((k, m)\) to state \((l, u)\) can be expressed as:

1) \(u = m + 1\) when \(m < M\): It describes the case that \(S_i\) is not chosen to transmit data while \(W_i[t] < M\). Mathematically,
the transition probability of this general can be expressed as

\[
T_{i}^{(k,m),(l,m+1)} = \begin{cases} 
\Pr(\tilde{E}_i \leq \frac{K_i}{K}), & \text{if } k = l = 0 \\
\Pr\left(\frac{(l-k)C}{K} \leq \tilde{E}_i \leq \frac{(l-k+1)C}{K}\right), & \text{if } k < l < K, \quad k = 0 \\
\Pr\left(\frac{(K-k)C}{K} \leq \tilde{E}_i \leq \frac{(l-k+1)C}{K}\right), & \text{if } k > l, \quad l > 0 \\
0, & \text{if } k > 0, \quad l = 0 \\
0, & \text{if } k > l, \quad l > 0 \\
(1 - \nu_{i,(k,m)}^F)\Pr(\tilde{E}_i \leq \frac{K_i}{K}), & \text{if } k > 0, \quad k = l \neq K \\
(1 - \nu_{i,(k,m)}^F)\Pr\left(\frac{(l-k)C}{K} \leq \tilde{E}_i \leq \frac{(l-k+1)C}{K}\right), & \text{if } 0 < k < l \neq K \\
(1 - \nu_{i,(k,m)}^F)\Pr(\tilde{E}_i \geq \frac{(K-k)C}{K}), & \text{if } k > 0, \quad l = K \\
0, & \text{otherwise} 
\end{cases}
\]  

(37)

where \(\nu_{i,(k,m)}^F\) represents the probability that the \(i\)-th IoD is scheduled to operate in the IT mode at battery level \(k\) and waiting time blocks \(m\).

2) \(u = 1\) when \(m < M\): It describes the case that \(S_i\) is scheduled to transmit data while its waiting period is below the threshold. In this case, the end state has only one possibility, which can be expressed as

\[
T_{i}^{(k,m),(l,1)} = \begin{cases} 
\nu_{i,(k,m)}^F, & \text{if } k > 0, \quad l = 0 \\
0, & \text{otherwise} 
\end{cases}
\]  

(38)

3) \(u = m\) when \(m = M\): It describes the case that \(S_i\) is not scheduled to transmit data when its waiting block number is \(M\). This case happens when \(S_i\) holds no available energy, or there exists other IoD which has waited \(M\) time blocks. Hence, the transition probability of this case can be expressed as

\[
T_{i}^{(k,M),(l,M)} = \begin{cases} 
\Pr(\tilde{E}_i \leq \frac{K_i}{K}), & \text{if } k = l = 0 \\
\Pr\left(\frac{(l-k)C}{K} \leq \tilde{E}_i \leq \frac{(l-k+1)C}{K}\right), & \text{if } k < l < K, \quad k = 0 \\
\Pr\left(\frac{(K-k)C}{K} \leq \tilde{E}_i \leq \frac{(l-k+1)C}{K}\right), & \text{if } k > l, \quad l > 0 \\
0, & \text{if } k > 0, \quad l = 0 \\
0, & \text{if } k > l, \quad l > 0 \\
(1 - \nu_{i,(k,M)}^F)\Pr(\tilde{E}_i \leq \frac{K_i}{K}), & \text{if } k > 0, \quad k = l \neq K \\
(1 - \nu_{i,(k,M)}^F)\Pr\left(\frac{(l-k)C}{K} \leq \tilde{E}_i \leq \frac{(l-k+1)C}{K}\right), & \text{if } 0 < k < l \neq K \\
(1 - \nu_{i,(k,M)}^F)\Pr(\tilde{E}_i \geq \frac{(K-k)C}{K}), & \text{if } k > 0, \quad l = K \\
0, & \text{otherwise} 
\end{cases}
\]  

(39)

4) \(u = 1\) when \(m = M\): It describes the case that \(S_i\) is scheduled to transmit data when its number of waiting blocks is \(M\). The transition probability of this case can be expressed as

\[
T_{i}^{(k,M),(l,1)} = \begin{cases} 
\nu_{i,(k,M)}^F, & \text{if } k > 0, \quad l = 0 \\
0, & \text{otherwise} 
\end{cases}
\]  

(40)

The transition probability of other cases is equal to 0.

Before calculating \(\nu_{i,(k,m)}^F\), we use a vector \(\pi_i\) to express the steady state distribution in different residual energy and the number of waited blocks of \(S_i\), where the expression of \(\pi_i\) is given in (11) on top of the next page. Before calculating these steady states, we first derive the relationship between \(\nu_{i,(k,m)}^F\) and the stationary state of all IoDs’ battery.

Recall the scheduling principle mentioned above, when \(S_i\)’s waiting time blocks \(m\) is below the threshold \(M\), the event that \(S_i\) operates in the IT mode at the battery level \(k\) happens only when its normalized accumulated energy is the maximum. In this case, \(\nu_{i,(k,m)}^F\) can be expressed as

\[
\nu_{i,(k,m)}^F = \prod_{p=\nu\setminus\{i\}} \left( \sum_{(q,u) \in G_{p,k}^F} \pi_{p,(q,u)} \right), \text{ if } k > 0, \quad m < M, \quad (42)
\]

where \(G_{p,k}^F\) is the set including all the states of the \(p\)-th IoD that meet \(n_u < \frac{k|p|}{mk}\), \(\forall (q,u) \in G_{p,k}^F\). When \(m = M\), \(S_i\) will always be scheduled to transmit data, unless there exists other IoD who has waited \(M\) time blocks as well and has a larger weighted residual energy. In this case, \(\nu_{i,(k,m)}^F\) can be expressed as

\[
\nu_{i,(k,m)}^F = \prod_{p=\nu\setminus\{i\}} \left( \sum_{u \in \{1, M-1\}} \sum_{q \in [0, K]} \pi_{p,(q,u)} \right) + \sum_{l \in G_{p,k}} \pi_{p,(l,M)} \text{, if } k > 0, \quad m = M, \quad (43)
\]

where \(G_{p,k}\) is the set including all the battery levels of \(p\)-th IoD that smaller than \(\frac{\epsilon_{R}H_i}{\epsilon_{D}H_i}\) in fairness-oriented scheme. Similar to the previous section, the steady state for each IoD’s battery and discrete waiting time blocks can also be expressed as an equation set like (31). Thus, the IoDs’ steady state for the fairness-oriented scheme can be calculated through the FI method like (17).

C. Performance Evaluation

Similar with the throughput-oriented scheme, the outage probability and system average throughput in the fairness-oriented scheduling scheme can be expressed as

\[
P_{\text{out}}^F = P_0^F + \sum_{i=1}^{L} P_{i,\text{out}}^F, \quad (44)
\]

\[
\Omega^F = R(1 - P_{\text{out}}^F)T, \quad (45)
\]

where

\[
P_{0}^F = \prod_{i=1}^{L} \left( \sum_{m=1}^{M} \pi_{i,(0,m)} \right)
\]

denotes the probability that all the IoDs have no available stored energy. \(P_{i,\text{out}}^F\) denotes the probability that \(S_i\) is scheduled to transmit data but outage happens. Different from \(P_{i,\text{out}}^T\) defined in (28), \(P_{i,\text{out}}^F\) needs to consider not only the energy
level but also the waiting time blocks, which has the form

$$P_{i, \text{out}} = \frac{K}{T} \sum_{k=1}^{M} \sum_{m=1}^{M} v_{i,k,m}^F \times \Pr \left( \left( P_i = \frac{g_k}{T} \right) \cap \left( W_i[t] = m \right) \cap \left( \log_2(1 + \gamma_i) < R \right) \right)$$

$$= \sum_{k=1}^{K} \sum_{m=1}^{M} \pi_i(k,m) v_{i,k,m}^F F_{H_i} \left( \frac{K(2^R - 1)(\alpha P_H + N_0)T}{kC} \right).$$

(46)

To calculate the time difference (measured by rounds of transmission blocks) between two adjacent data transmissions, we consider a sufficient long period. Denote by $N$ the total number of transmission blocks that the system undergoes with $N \to \infty$. For a certain IoD $S_i$, the total number of transmission blocks $N$ can be divided into two groups: $N_i^T$-number of information transmission blocks and $N_i^E$-number of energy harvesting blocks, where $N = N_i^T + N_i^E$. Recall that the probability that the $i$-th IoD stays at the battery level $k$ waiting time block $m$ is $\pi_i(k,m)$ and the probability that the $i$-th IoD is scheduled to transmit information at battery level $k$ and waiting time block $m$ in fairness-oriented scheme is $v_{i,k,m}^E$. We thus can calculate the probability that the $i$-th IoD is scheduled to operate in the IT mode under the fairness-oriented scheme, given by

$$v_i^T = \sum_{k=0}^{K} \sum_{m=1}^{M} \pi_i(k,m) v_{i,k,m}^T. \quad (47)$$

Similarly, the selection probability of $S_i$ under throughput-oriented scheme is given by

$$v_i^T = \sum_{k=0}^{K} \sum_{m=1}^{M} \pi_i(k,m) v_{i,k,m}^T. \quad (48)$$

We then have $N_i^T = v_i^T N$ and $N_i^E = (1 - v_i^T)N$ under fairness-oriented scheme ($N_i^T = v_i^T N$ and $N_i^E = (1 - v_i^T)F_i N$ under throughput-oriented scheme). Therefore, the average rounds required to charge battery between two successive information transmission for the $i$-th IoD in different scheduling schemes can be expressed as

$$T_i = \frac{N_i^E}{N_i^T} = \frac{1 - v_i}{v_i} N, \quad v_i \in [v_i^T, v_i^F].$$

(49)

In the next section, we will validate the analysis above through the simulation results.

V. Numerical Results and Discussion

In this section, we validate the analytical expressions derived in the previous sections by simulations. In order to capture the effect of path loss on the system performance, we set $H_i = \frac{2}{d_i^2}$, where $d_i$ is the distance between $S_i$ and HAP, and $\epsilon \in [2, 5]$ is the path loss exponent. In all simulations, we set the noise power $N_0 = -60$dBm, the energy conversion efficiency $\eta = 0.5$, the battery capacity $C = 5 \times 10^{-4}$ Joule, Rician factor $\Psi = 6$ which is typical for a line-of-sight indoor environment, $\epsilon = 3$, loop interference channel power gain $\alpha = 10^{-7}$ and the maximum battery level $K = 200$. The total number of IoDs $L$ is 5. For the fairness-oriented scheme, the maximum number of waiting time blocks $M$ is set to 50.

To show the effectiveness of the proposed scheduling policies, a comparison of the proposed scheduling schemes with two other policies is provided. The first benchmark scheme is the round robin (RR) scheme. In the RR scheme, each IoD is scheduled in a fixed order without the consideration of either the channel quality or the residual energy. Another scheme is a random selection (RS) scheme. In the RS scheme, each IoD within the system has the same probability to access the channel, and at each transmission block, the scheduler selects an IoD randomly.

Figs. 3 and 4 compare the system average throughput of different scheduling schemes mentioned above for different rate requirement $R$ and different system setups. We can see that the analytical expressions derived in (29) and (45) agree well with the corresponding Monte Carlo simulations, which validates our theoretical analysis. It can also be observed that for a given system setup, there exists a maximum system average throughput $\Omega_{max}$. On the other hand, when $R$ is high enough, the throughput-oriented scheme will present the worst throughput performance among all the schemes. This is because for the throughput-oriented scheme, due to the adopt of the weighted residual energy as selection criterion, the IoDs with good channel quality get most of the access opportunity and contribute the system throughput mostly. However, these frequently chosen IoDs could have limited time to accumulate energy such that the maximum rate they can afford is low. Thus, once $R$ is beyond the maximum capacity that these IoDs can support, the system outage probability will increase dramatically, which leads to a low system throughput. Different from the throughput-oriented scheme, the IoDs of the other schemes share the access opportunity more fairly, which means the IoDs with good channel quality have longer time to accumulate energy and thus can afford higher rate requirement. As a consequence, the throughput-oriented presents the worst throughput performance in large $R$ value. In Fig. 3 the throughput improvement of our proposed fairness-oriented throughput scheme is not significant compared with that of the RR scheme. However, for an alternative system setup with more diverse channel variances, as shown in Fig. 4 the performance gap between the proposed fairness-oriented scheme and the RR scheme is noteworthy. The reason is as follow. Firstly, let us recall the definition of the normalized residual energy $r_i[t]$. For each IoD, it is straightforward that the mean value of the normalized residual energy should be 1. In the system whose channel variances are diverse, the increment of the normalized residual energy per block of
different IoDs could be very diverse. This may further lead to the fact that the normalized residual energy of different IoDs are very diverse. In this case, some IoDs will hold the normalized residual energy far from their mean value more easily compared with the system whose channel variances is not so diverse. Secondly, recall the definition of the fairness-oriented policy, if the normalized residual energy of a certain IoD is much higher than its average value, it means this IoD has harvested much more energy than its average amount of harvested energy and this IoD will be chosen to transmit data with high probability. In contrast with the fairness-oriented policy, the RR policy only schedules each IoD in the fixed order and does not take advantage of this characteristic. This may lead a fact that the IoD scheduled to transmit data may lead a fact that the normalized residual energy far from their mean value more easily compared with the system whose channel variances is not so diverse. Secondly, recall the definition of the fairness-oriented scheme and the RR scheme. As such, Figs. 3 and 4 show different performance gaps between the fairness-oriented scheme and the RR scheme.

To investigate the effect of the IoD number on system performance, we depict the system average throughput versus the number of total IoDs in different system setups through Figs. 5 and 6. In Fig. 5, the distance between each IoD and HAP is set to 10m. In Fig. 6, with different total number of IoDs, the distance between each IoD and HAP is set: \(d_i = (7 + i)m\). From Figs. 5 and 6, we can find as the distance between each IoD and HAP becomes more diverse, the performance gap of the system average throughput between fairness-oriented policy and RR becomes more distinct. This validates our guess proposed above.

Figs. 4 and 5 compare the system average fairness of the proposed scheduling policies and their benchmarks. To quantify how fair the system resource is allocated among all IoDs, in this paper we adopt the notion developed in [10] to evaluate the system fairness performance. As [10] explained,
the average fairness of a system can be defined as

\[ \bar{f} = -\sum_{i=1}^{L} \rho_i \frac{\log(\rho_i)}{\log(L)}, \tag{50} \]

where \( \rho_i \) is the access probability of \( S_i \). The access probability of the fairness-oriented scheme \( \rho_i^F \) can be calculated as

\[ \rho_i^F = \sum_{k=1}^{K} \sum_{m=1}^{M} \pi_{i,k}^F \upsilon_{i,k}^F. \tag{51} \]

The access probability of the throughput-oriented scheme \( \rho_i^T \) can be expressed as

\[ \rho_i^T = \sum_{k=1}^{K} \pi_{i,k}^T \upsilon_{i,k}^T. \tag{52} \]

As shown in (50), the system will achieve better fairness if the IoDs share the resource more fairly.

We can see from Figs. 7 and 8 that the fairness-oriented scheme can achieve almost the same fairness performance as the RR and RS, while the throughput-oriented scheme achieves poor fairness performance. As \( P_H \) increases, the fairness of the throughput-oriented scheme firstly increases and then decreases. This is because when \( P_H \) is small, all schemes demonstrate bad fairness since the far IoDs cannot harvest any energy so that they almost have no opportunity to transmit data. When \( P_H \) is extremely large, at the beginning of each time block, the battery of every IoD is always full. Meanwhile, under the situation that every IoD holds the same residual energy, due to the weighting effect of the average channel power gain, the IoDs nearer to the HAP will possess higher weighted residual energy and thus dominate the access process. Thus, the system fairness reduces. When it comes to the fairness-oriented scheme, as the HAP transmit power increases, the fairness has a local minimum value. To explain this phenomenon, let us review the node selection criterion of the fairness-oriented scheme given in [30]. From [30], we can see that the system will schedule the \( i^* \)-th IoD to transmit data when it has the largest normalized harvested energy \( \frac{r_{i^*}[t]}{W_{i^*}[t]\pi_{i^*}} \) among all the IoDs. Moreover, from [22], as \( P_H \) increases, the denominator of the normalized harvested energy cannot keep increasing towards infinitely and will be truncated at \( C \). Otherwise, as [31] shows, the IoD closest to the HAP, whose average channel quality is the highest, will meet the condition above firstly. In this sense, as \( P_H \) becomes larger, the increasing speed of the normalized harvested energy of this closest IoD will be faster than the other IoDs such that it will obtain more access opportunities and the system fairness will decline. On the other hand, as \( P_H \) keeps increasing, the system fairness will climb up again. This is because when \( P_H \) is large enough, not only the denominator, the numerator of the normalized harvested energy will be bounded by the battery capacity \( C \) as well, which makes the normalized harvested energy of all the IoDs close to 1. In this case, each IoD will have the same access probability and the system will thus demonstrate better fairness performance. In addition, if the difference of the average channel quality among different IoDs is enlarged, the phenomenon mentioned above will be more significant, as depicted in Fig. 8. To find some ways to improve the local minimum fairness in the fairness-oriented scheme, we need to find the reason leading this case. The reason is that the average harvested energy is bounded by the battery capacity. Based on these observations, to improve the local minimum fairness, when any IoD detects that its average harvested energy is bounded, this IoD can introduce an increment to the average harvested energy to limit the growth rate of the normalized residual energy. In this way, the increasing speed of the normalized harvested energy of this IoD will be slowed down. This method can avoid the problem of unbalanced increasing speed of the denominator and numerator in \( \frac{r_{i^*}[t]}{W_{i^*}[t]\pi_{i^*}} \) as \( P_H \) increases. However, this increment should be carefully designed so that it will not over run.

![Fig. 7. System fairness versus HAP transmit power with system setup S1: \( d_1 = 8m, d_2 = 9m, d_3 = 10m, d_4 = 11m \) and \( d_5 = 12m \).](image1)

![Fig. 8. System fairness versus HAP transmit power with system setup S2: \( d_1 = 5m, d_2 = 9m, d_3 = 10m, d_4 = 11m \) and \( d_5 = 12m \).](image2)

VI. Conclusions

In this paper, we proposed and evaluated two multi-user scheduling schemes for a full-duplex wireless-powered
Internet-of-Things (WP-IoT) system. One is throughput-oriented, the other one is fairness-oriented. The charging/discharging processes of the battery of each wireless-powered node was modeled as a finite-state Markov chain. The analytical expression of the system outage probability and average throughput was derived for the proposed system over Rician fading channels. Simulation results were provided to validate our theoretical analysis. Comparisons of the proposed schemes with two other policies, round robin (RR) and random selection (RS) were also provided. Numerical results showed that the proposed throughput-oriented scheme presents the highest system average throughput. The proposed fairness-oriented scheme can achieve substantial throughput improvement over the RR and RS schemes while maintains good system fairness, especially when the average channel quality disparity among IoDs is larger. In our future work, we will consider the imperfect channel estimation and evaluate the system performance in finite blocklength regime.
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