A weight two phenomenon for the moduli of rank one local systems on open varieties
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Abstract. The twistor space of representations on an open variety maps to a weight two space of local monodromy transformations around a divisor component at infinity. The space of \( \sigma \)-invariant sections of this slope-two bundle over the twistor line is a real 3 dimensional space whose parameters correspond to the complex residue of the Higgs field, and the real parabolic weight of a harmonic bundle.

1. Introduction

Let \( X \) be a smooth projective variety and \( D \subset X \) a reduced effective divisor with simple normal crossings. We would like to define a Deligne glueing for the Hitchin twistor space of the moduli of local systems over \( X - D \). Making the construction presents new difficulties which are not present in the case of compact base, so we only treat the case of local systems of rank 1. Every local system comes from a vector bundle on \( X \) with connection logarithmic along \( D \), however one can make local meromorphic gauge transformations near components of \( D \), and this changes the structure of the bundle as well as the eigenvalues of the residue of the connection. The change in eigenvalues is by subtracting an integer. There is no reasonable algebraic quotient by such an operation: for our main example \( \S 4 \), that would amount to taking the quotient of \( \mathbb{A}^1 \) by the translation action of \( \mathbb{Z} \). Hence, we are tempted to look at the moduli space of logarithmic connections and accept the fact that the Riemann-Hilbert correspondence from there to the moduli space of local systems, is many-to-one.

We first concentrate on looking at the simplest case, which is when \( X := \mathbb{P}^1 \) and \( D := \{0, \infty\} \) and the local systems have rank 1. In this case, much as in Goldman and Xia [23], one can explicitly write down everything, in particular we can write down a model. This will allow observation of the weight two phenomenon which is new in the noncompact case.

The residue of a connection takes values in a space which represents the local monodromy around a puncture. As might be expected, this space has weight two, so when we do the Deligne glueing we get a bundle of the form \( \mathcal{O}_{\mathbb{P}^1}(2) \). There is an antipodal involution \( \sigma \) on this bundle, and the preferred sections corresponding
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to harmonic bundles are $\sigma$-invariant. The space of $\sigma$-invariant sections of $O_{\mathbb{P}^1}(2)$ is $\mathbb{R}^3$, in particular it doesn’t map isomorphically to a fiber over one point of $\mathbb{P}^1$. Then kernel of the map to the fiber is the parabolic weight parameter. Remarkably, the parabolic structure appears “out of nowhere”, as a result of the holomorphic structure of the Deligne-Hitchin twistor space constructed only using the notion of logarithmic $\lambda$-connections.

After §4 treating in detail the case of $\mathbb{P}^1 - \{0, \infty\}$, we look in §5 more closely at the bundle $O_{\mathbb{P}^1}(2)$ which occurs: it is the Tate twistor structure, and is also seen as a twist of the tangent bundle $T\mathbb{P}^1$. Then §6 concerns the case of rank one local systems when $X$ has arbitrary dimension. In §7 we state a conjecture about strictness which should follow from a full mixed theory as we are suggesting here.

Since we are considering rank one local systems, the tangent space is Deligne’s mixed Hodge structure on $H^1(X - D, \mathbb{C})$ (see Theorem 6.3). However, a number of authors, such as Pridham [44] [45] and Brylinski-Foth [7] [21] have already constructed and studied a mixed Hodge structure on the deformation space of representations of rank $r > 1$ over an open variety. These structures should amount to the local version of what we are looking for in the higher rank case, and motivate the present paper. They might also allow a direct proof of the infinitesimal version of the strictness conjecture 7.1.

In the higher rank case, there are a number of problems blocking a direct generalization of what we do here. These are mostly related to non-regular monodromy operators. In a certain sense, the local structure of a connection with diagonalizable monodromy operators, is like the direct sum of rank 1 pieces. However, the action of the gauge group contracts to a trivial action at $\lambda = 0$, so there is no easy way to cut out an open substack corresponding only to regular values. We leave this generalization as a problem for future study. This will necessitate using contributions from other works in the subject, such as Inaba-Iwasaki-Saito [28] [29] and Gukov-Witten [24].

This paper corresponds to my talk in the conference “Interactions with Algebraic Geometry” in Florence (May 30th-June 2nd 2007), just a week after the Augsberg conference. Sections 5–7 were added later. We hope that the observation we make here can contribute to some understanding of this subject, which is related to a number of other works such as the notion of tt*-geometry [25] [47], geometric Langlands theory [24], Deligne cohomology [20] [22], harmonic bundles [4] [38] and twistor $\mathcal{D}$-modules [46], Painlevé equations [5] [28] [29], and the theory of rank one local systems on open varieties [8] [14] [15] [16] [36].

2. Preliminary definitions

It is useful to follow Deligne’s way of not choosing a square root of $-1$. This serves as a guide to making constructions more canonically, which in turn serves to avoid encountering unnecessary choices later. We do this because one of the goals below is to understand in a natural way the Tate twistor structure $T(1)$. In particular, this has served as a useful guide for finding the explanation given in §5.1 for the sign change necessary in the logarithmic version $T(1, \log)$. We have tried, when possible, to explain the motivation for various other minus signs too. Caution: there may remain sign errors specially towards the end.
Let \( \mathbb{C} \) be an algebraic closure of \( \mathbb{R} \), but without a chosen \( \sqrt{-1} \). Nevertheless, occasional explanations using a choice of \( i = \sqrt{-1} \in \mathbb{C} \) are admitted so as not to leave things too abstruse.

2.1. Complex manifolds. There is a notion of \( \mathbb{C} \)-linear complex manifold \( M \). This means that at each point \( m \in M \) there should be an action of \( \mathbb{C} \) on the real tangent space \( T_m(M) \). Holomorphic functions are functions \( M \to \mathbb{C} \) whose 1-jets are compatible with this action. Usual Hodge theory still goes through without referring to a choice of \( i \in \mathbb{C} \). We get the spaces \( A^p,q(M) \) of forms on \( M \), and the operators \( \partial \) and \( \overline{\partial} \).

Let \( \mathbb{R}^+ \) denote the imaginary line in \( \mathbb{C} \). This is what Deligne would call \( \mathbb{R}(1) \) however we don’t divide by \( 2\pi \).

If \( h \) is a metric on \( M \), there is a naturally associated two-form \( \omega \in A^2(M, \mathbb{R}^+) \). The Kähler class is \( [\omega] \in H^2(X, \mathbb{R}^+) = H^2(X, \mathbb{R}(1)) \). Classically this is brought back to a real-valued 2-form by multiplying by a choice of \( \sqrt{-1} \), but we shouldn’t do that here. Then, the operators \( L \) and \( \Lambda \) are defined independently of \( \sqrt{-1} \), but they take values in \( \mathbb{R}^+ \). The Kähler identities now hold without \( \sqrt{-1} \) appearing; but it is left to the reader to establish a convention for the signs.

Note that \( M \) may not be canonically oriented. If \( Q = \{ \pm \sqrt{-1} \} \) as below, then the orientation of \( M \) is canonically defined in the \( n \)-th power \( \mathbb{C}^n = \mathbb{C} M \). In particular, the orientation in codimension 1 is always ill-defined. If \( D \) is a divisor, this means that \( [D] \in H^2(M, \mathbb{R}^+) \). This agrees with what happens with the Kähler identities now hold without \( \sqrt{-1} \) appearing; but it is left to the reader to establish a convention for the signs.

2.2. The imaginary scheme of a group. Let \( Q \subset \mathbb{C} \) be the zero set of the polynomial \( x^2 + 1 \), in other words \( Q = \{ \pm \sqrt{-1} \} \). Multiplication by \(-1\) is equal to multiplicative inversion, which is equal to complex conjugation, and these all define an involution

\[
c_Q : Q \to Q.
\]

Suppose \( Y \) is a set provided with an involution \( \tau_Y \). Then we define a new set denoted \( Y^\perp \) starting from \( Hom(Q, Y) \) with its two involutions

\[
f \mapsto \tau_Y \circ f, \quad f \mapsto f \circ c_Q.
\]

Let \( Y^\perp \) be the equalizer of these two involutions, in other words

\[
Y^\perp := \{ f \in Hom(Q, Y), \quad \tau_Y \circ f = f \circ c_Q \}.
\]

Thus, an element of \( G^\perp \) is a function \( \gamma : q \mapsto \gamma(q) \) such that \( \gamma(-q) = \tau_Y(\gamma(q)) \).

The two equal involutions will be denoted \( \tau_{Y^\perp} \).
If we choose \( i = \sqrt{-1} \in \mathbb{C} \), then \( Y^\perp \) becomes identified with \( Y \) via \( \gamma \mapsto \gamma(i) \). For the opposite choice of \( i \) this isomorphism gets composed with \( \tau_Y \).

If \( G \) is a scheme defined over \( \mathbb{R} \) then \( G^\perp \) is also defined over \( \mathbb{R} \). For example, if \( G = \mathbb{R} \) with involution \( x \mapsto -x \) then \( G^\perp \) is the imaginary line \( \mathbb{R}^\perp \) defined above.

Using the involution \( x \mapsto -x \) we could also define \( \mathbb{C}^\perp \). However there is a natural isomorphism \( \mathbb{C} \cong \mathbb{C}^\perp \) sending \( a \) to the function \( \gamma : q \mapsto qa \). In view of this, and in order to lighten notation, we don’t distinguish between \( \mathbb{C} \) and \( \mathbb{C}^\perp \) even in places where that might be natural for example throughout §6.4.

If \( G \) is an algebraic group over \( \mathbb{C} \), it has an involution \( g \mapsto g^{-1} \), which doesn’t preserve the group structure unless \( G \) is abelian. Using this involution yields a scheme denoted \( G^\perp \). If \( G \) is abelian then \( G^\perp \) has a natural group structure. In general there is a natural action of \( G \) on \( G^\perp \) by conjugation: if \( g \in G \) and \( q \mapsto \gamma(q) \) is an element of \( G^\perp \) then the element \( q \mapsto g\gamma(q)g^{-1} \) is again an element of \( G^\perp \).

Since we will be looking mostly at rank one local systems, we are particularly interested in the case \( G = \mathbb{G}_m \). Then
\[
G_m^\perp = \{(x, y) \in \mathbb{C}^2, \ x^2 + y^2 = 1\}.
\]
The equality is given as follows: to an element \( \gamma : q \mapsto \gamma(q) \) of \( G_m^\perp \), associate the point \((x, y)\) given by
\[
x := \frac{1}{2} \sum_{q \in \mathbb{Q}} \gamma(q), \quad y := \frac{1}{2} \sum_{q \in \mathbb{Q}} q^{-1} \gamma(q).
\]
Call \((x, y)\) the circular coordinates on \( G_m^\perp \).

It is well-known that the exponential should really be considered as a map \( \exp : \mathbb{C}(1) \to \mathbb{G}_m \). Alternatively, we can view the exponential as a map
\[
\exp^\perp : \mathbb{C} \to G_m^\perp,
\]
given in circular coordinates by
\[
\exp^\perp(\theta) := (\cos(2\pi \theta), \sin(2\pi \theta)).
\]
It is useful to include \( 2\pi \) here because of the relationship with residues, see below. The kernel of \( \exp^\perp \) is the usual \( \mathbb{Z} \subset \mathbb{C} \). We call \( \theta \) a circular logarithm of its image point.

### 2.3. Logarithmic connections.
Suppose \( X \) is a smooth projective variety and \( D \subset X \) is a normal crossings divisor. Let \( U := X - D \) and \( j : U \hookrightarrow X \) be the inclusion. Recall that the sheaf of logarithmic forms on \((X, D)\) denoted \( \Omega_X^1(\log D) \) is the locally free sheaf, subsheaf of \( j_* \Omega^1_U \), which is generated in local coordinates by \( d \log z_1, \ldots, d \log z_k, dz_{k+1}, \ldots, dz_n \) whenever \((z_1, \ldots, z_n)\) is a system of local coordinates in which \( D \) is given by \( z_1 \cdots z_k = 0 \).

A logarithmic connection \( \nabla \) on a vector bundle \( E \) over \( X \), is a morphism of sheaves
\[
\nabla : E \to E \otimes_{\mathcal{O}_X} \Omega_X^1(\log D)
\]
such that \( \nabla(af) = a\nabla(f) + da \cdot f \). More generally, for \( \lambda \in \mathbb{C} \) a logarithmic \( \lambda \)-connection is a map \( \nabla \) as above such that \( \nabla(af) = a\nabla(f) + \lambda da \cdot f \). For \( \lambda = 1 \) this is a usual connection, and for any \( \lambda \neq 0 \) we get a usual connection \( \lambda^{-1} \nabla \). For \( \lambda = 0 \) it is a Higgs field.
The Riemann-Hilbert correspondence takes a vector bundle with logarithmic connection \((E, \nabla)\) to its monodromy representation \(\rho\). This is well-defined independent of the choice of \(\sqrt{-1} \in \mathbb{C}\). In the compact case, it is an equivalence of categories between vector bundles with connection, and representations up to conjugacy. However, in our open case there are many possible choices of \((E, \nabla)\) which give the same representation \(\rho\), because of the possibility of making meromorphic gauge transformations along the components of the divisor \(D\), see §2.5 below. For any \(\lambda \neq 0\), the monodromy representation of a \(\lambda\)-connection is by definition that of the normalized connection \(\lambda^{-1}\nabla\).

2.4. Local monodromy. The reason for introducing the imaginary scheme \(G^\perp\) was to discuss local monodromy. Keep the notation that \((X, D)\) is a smooth variety with a normal crossings divisor. For each component \(D_i\) of \(D\), choose a point \(x_i\) near \(D_i\). Choose a local coordinate system \((z_1, \ldots, z_n)\) for \(X\) near a smooth point of \(D_i\), such that \(D_i\) is given by \(z_1 = 0\) and \(x_i\) is the point \((\epsilon, 0, \ldots, 0)\).

We get a map from \(\mathbb{Q}\) to \(\pi_1(X, x_i)\) as follows: for \(q \in \mathbb{Q}\), consider the path \(t \mapsto (\epsilon e^{2\pi qt}, 0, \ldots, 0)\). For \(-q\) we get the inverse path, in other words we really have an element of \(\pi_1(X, x_i)^\perp\). Conjugating by a choice of path from \(x\) to \(x_i\), we get an element

\[
\gamma_{D_i} \in \pi_1(X, x)^\perp.
\]

It is well-defined up to the conjugation action of \(\pi_1(X, x)\). If \(\rho : \pi_1(X, x) \to G\) is a representation, we obtain by functoriality of the construction \((\ )^\perp\) a map

\[
\rho^\perp : \pi_1(X, x)^\perp \to G^\perp,
\]

so we get the **local monodromy element**

\[
\text{mon}(\rho, D_i) := \rho^\perp(\gamma_{D_i}) \in G^\perp,
\]

which is well-defined up to the conjugation action of \(G\). If \(G\) is abelian, such as \(G = \mathbb{G}_m\), then the local monodromy element is well-defined.

2.5. Meromorphic gauge group. Since we will mostly be working with line bundles, we describe the meromorphic gauge group only in this case. It is much easier than in general. Decompose \(D = D_1 + \ldots + D_k\) into a union of smooth irreducible components. The gauge group is just

\[
\mathcal{G} := \mathbb{G}_m^k,
\]

acting as follows. Suppose \((L, \nabla)\) is a line bundle with logarithmic \(\lambda\)-connection on \((X, D)\) and \(g = (g_1, \ldots, g_k)\) is an element of \(\mathcal{G}\). Then the new line bundle is defined by

\[
L^g := L(g_1 D_1 + \ldots + g_k D_k),
\]

and \(\nabla^g\) is the unique logarithmic \(\lambda\)-connection on \(L^g\) which coincides with \(\nabla\) over the open set \(U\) via the canonical isomorphism \(L^g|_U \cong L|_U\).

The gauge transformation affects the first Chern class:

\[
(2.1) \quad c_1(L^g) = c_1(L) + g_1[D_1] + \ldots + g_k[D_k],
\]

and the residue:

\[
(2.2) \quad \text{res}(\nabla^g; D_i) = \text{res}(\nabla; D_i) - \lambda g_i.
\]

For convenience, here is the proof of (2.2). If \(u\) is a nonvanishing holomorphic section of \(L\) near a point of \(D_i\) (but not near the other divisor components), then \(u\)
may also be considered as a meromorphic section of $L^g$, but it has a zero of order $g_i$ along $D_i$. Hence, $u' := z_i^{-g_i} u$ is a nonvanishing holomorphic section of $L^g$ near our point of $D_i$.

Let $R_i := \text{res}(\nabla; D_i)$, so

$$\nabla (au) = \lambda d(a)u + R_i \frac{dz_i}{z_i} au + \ldots.$$ 

Generically, $\nabla$ and $\nabla^g$ are the same connection. However, a section of $L^g$ is written in terms of the unit section $u'$ as $au' = az_i^{-g_i} u$, so

$$\nabla^g (au') = \nabla (az_i^{-g_i} u) = \lambda d(a)u' - \lambda g_i \frac{dz_i}{z_i} au' + R_i \frac{dz_i}{z_i} au + \ldots.$$ 

The residue of $\nabla^g$ is $\text{res}(\nabla^g; D_i) = R_i - \lambda g_i$ as claimed in (2.2). The restrictions to the open set are isomorphic:

$$(L^g, \nabla^g) |_U \cong (L, \nabla) |_U,$$

hence the monodromy representations are the same in the case $\lambda \neq 0$. Conversely, again in the case $\lambda \neq 0$, given $(L, \nabla)$ and $(L', \nabla')$ two logarithmic $\lambda$-connections with the same monodromy representations, there is a unique meromorphic gauge transformation $g \in G$ such that $(L', \nabla') \cong (L^g, \nabla^g)$.

Throughout the paper, make the convention that spaces and maps are in the complex analytic category. The reader will notice which parts of these analytic spaces have natural algebraic structures, for example the Betti spaces or the charts $M_{\text{Hod}}(X, \log D)$. Often these algebraic charts will be divided by a group action or glued to other charts in an analytic way, so the result only has a structure of analytic space.

3. The Deligne glueing in the compact case

In this section we recall the Deligne glueing construction for the twistor space, in the case of a compact base variety $X$, that is $D = \emptyset$. The hyperkähler structure on the moduli space was constructed by Hitchin \[26\], who also considered the Penrose twistor space associated to the quaternionic structure. Deligne in \[12\] proposed a construction of the twistor space using a deformation called the space of $\lambda$-connections closely related to the Hodge filtration, plus the Riemann-Hilbert correspondence relating connections on $X$ and the conjugate variety $\overline{X}$. Apparently Witten contributed something too because Deligne’s letter \[12\] starts off:

“As I understand, Hitchin’s understanding of why one has a hyperkähler structure—as explained to me by Witten—works in your case. . . .”.

The twistor space structure is related to the notion of $tt^*$ geometry \[9\] \[25\] \[47\]. The idea of a deformation relating de Rham and Dolbeault cohomology goes back further, to the theory of $\Gamma$-factors \[13\], Esnault’s notion of $\tau$-connection \[19\], Dolbeault homotopy theory \[41\], to the relation between cyclic and Hochschild cohomology \[10\] \[32\], and to singular perturbation theory \[55\].

3.1. Moduli spaces. Fix a basepoint $x \in X$. Complex conjugation provides a map of topological spaces $\varphi : X^{\text{top}} \to \overline{X}^{\text{top}}$, which is antiholomorphic for the complex structures. In particular, we get

$$\varphi_* : \pi_1(X, x) \xrightarrow{\cong} \pi_1(\overline{X}, \overline{x}).$$
Recall the following moduli spaces or moduli stacks. Usually we don’t distinguish between moduli stacks or their universal categorical quotients which are moduli spaces. Also we are fixing the target group as $GL(r, \mathbb{C})$ which will be left out of the notation. In this section we let $r$ be arbitrary, although the next sections will specialize to $r = 1$.

Write $M_{\text{Hod}}(X) \to \mathbb{A}^1$ for the moduli space or stack of semistable vector bundles of rank $r$ with $\lambda$-connection with vanishing Chern classes. The fibers over 0 and 1 are denoted respectively $M_{\text{Dol}}(X)$ and $M_{\text{DR}}(X)$. The group $\mathbb{G}_m$ acts, and over $\mathbb{G}_m \subset \mathbb{A}^1$ this action provides an isomorphism

$$M_{\text{Hod}}(X) \times_{\mathbb{A}^1} \mathbb{G}_m \cong \mathbb{G}_m \times M_{\text{DR}}(X).$$

These natural constructions applied to the conjugate variety give conjugate varieties:

$$M_{\text{Hod}}(X) \cong M_{\text{Hod}}(X), \quad M_{\text{DR}}(X) \cong M_{\text{DR}}(X), \quad M_{\text{Dol}}(X) \cong M_{\text{Dol}}(X).$$

We also have the Betti moduli space $[37]

$$M_{\text{B}}(X) = \frac{\text{Hom}(\pi_1(X,x), GL(n, \mathbb{C}))}{GL(n, \mathbb{C})}$$

where the quotient is either a stack quotient or a universal categorical quotient depending on which framework we are using. The Riemann-Hilbert correspondence gives an isomorphism of analytic spaces or stacks

$$M_{\text{DR}}(X)^{\text{an}} \cong M_{\text{B}}(X)^{\text{an}}.$$ It doesn’t depend on a choice of square root of $-1$.

3.2. Glueing. The Deligne glueing is an isomorphism of complex analytic spaces

$$d : M_{\text{Hod}}(X) \times_{\mathbb{A}^1} \mathbb{G}_m \cong M_{\text{Hod}}(X) \times_{\mathbb{A}^1} \mathbb{G}_m.$$ It is defined as follows. A point in the source is a triple $(\lambda, E, \nabla)$ where $\lambda \in \mathbb{G}_m \subset \mathbb{A}^1$, where $E$ is a vector bundle on $X$, and $\nabla$ is a $\lambda$-connection on $E$. This corresponds to the point $(\lambda, (E, \lambda^{-1}\nabla))$ in $\mathbb{G}_m \times M_{\text{DR}}(X)$. Let $\rho(\lambda^{-1}\nabla)$ denote the monodromy representation of $\pi_1(X,x)$ corresponding to the connection $\lambda^{-1}\nabla$. Then $\rho(\lambda^{-1}\nabla) \circ \phi_1^{-1}$ is a representation of $\pi_1(X,x)$. It corresponds to a vector bundle with connection $(F, \Phi)$ on $X$.

This vector bundle with connection may be characterized as follows:

—we have a natural identification $F^{*} \cong E_2$; and

—the monodromy of $(F, \Phi)$ around a loop $\gamma$ in $\pi_1(X,x)$ is equal, via this identification, to the monodromy of $(E, \lambda^{-1}\nabla)$ around the loop $\phi^{-1}(\gamma)$ in $\pi_1(X,x)$.

To continue with the definition of $d$, choose the point $\mu = \lambda^{-1} \in \mathbb{G}_m$, and look at the point

$$(\mu, (F, \Phi)) \in \mathbb{G}_m \times M_{\text{DR}}(X).$$

It corresponds to a point

$$(\mu, F, \mu \Phi) \in M_{\text{Hod}}(X) \times_{\mathbb{A}^1} \mathbb{G}_m.$$ We set

$$d(\lambda, E, \nabla) := (\mu, F, \mu \Phi).$$

Note that by definition $d$ covers the map $\mathbb{G}_m \to \mathbb{G}_m$ given by $\lambda \mapsto \mu := \lambda^{-1}$.

This isomorphism can now be used to glue together the two analytic spaces $M_{\text{Hod}}(X)^{\text{an}}$ and $M_{\text{Hod}}(X)^{\text{an}}$ along their open sets which are the source and target.
of $\mathbf{d}$. The resulting space is denoted $M_{\text{DH}}(X)$ for Deligne-Hitchin. It is Hitchin’s twistor space \cite{26}, constructed as suggested by Deligne \cite{12}.

Interpreting $\mathbb{P}^1$ as obtained by gluing two copies of $\mathbb{A}^1$ along the map $\mu = \lambda^{-1}$, we get a map $M_{\text{DH}}(X) \to \mathbb{P}^1$.

It is essential to make some remarks on the choices above. The space $M_{\text{Hod}}(X)$ and its conjugate counterpart admit numerous natural automorphisms, for example we get a map resulting in more complicated choices in the definition of preferred sections later. It is reasonable at each step of the way to use the simplest choice. This will nonetheless result in more complicated choices in the definition of preferred sections later.

Note that we have not used any choice of $\sqrt{-1} \in \mathbb{C}$ in the construction, so $M_{\text{DH}}(X)$ is independent of that.

According to the construction, notice that we have two inclusions

\[ u : M_{\text{Hod}}(X) \hookrightarrow M_{\text{DH}}(X), \quad v : M_{\text{Hod}}(\overline{X}) \hookrightarrow M_{\text{DH}}(X). \]

We have $u(\lambda, E, \nabla) = v(\mu, F, \mu\Phi)$ exactly when $\mathbf{d}(\lambda, E, \nabla) = (\mu, F, \mu\Phi)$ as constructed above.

We leave to the reader the problem of comparison of $M_{\text{DH}}(X)$ and $M_{\text{DH}}(\overline{X})$.

### 3.3. The antipodal involution

A crucial part of the structure is an antilinear involution $\sigma : M_{\text{DH}}(X) \to M_{\text{DH}}(X)$, covering the antipodal involution of $\mathbb{P}^1$. Note that the antipodal involution exchanges the two charts $\mathbb{A}^1$ of $\mathbb{P}^1$. Thus, in order to define $\sigma$ it suffices to define an antiholomorphic map

\[ \sigma_{\text{Hod}} : M_{\text{Hod}}(X) \to M_{\text{Hod}}(\overline{X}) \]

which is an antilinear isomorphism, and involutive: that is $\sigma_{\text{Hod}} \circ \sigma_{\text{Hod}} = \text{Id}$.

Suppose we have a point $(\lambda, E, \nabla)$. Taking the complex conjugate of everything gives a point $(\overline{\lambda}, \overline{E}, \overline{\nabla}) \in M_{\text{Hod}}(\overline{X})$. This gives an antiholomorphic map denoted

\[ C_{\text{Hod}} : M_{\text{Hod}}(X) \to M_{\text{Hod}}(\overline{X}). \]

We need to show that it is compatible with the gluing $\mathbf{d}$ in the sense that

\[ C_{\text{Hod}} \circ \mathbf{d} = \mathbf{d}^{-1} \circ C_{\text{Hod}}. \tag{3.1} \]

First of all $C_{\text{Hod}, X}$ and $C_{\text{Hod}, \overline{X}}$ intertwine the multiplication action of $\mathbb{G}_m$, with the complex conjugation $\mathbb{G}_m \cong \overline{\mathbb{G}_m}$. Also, $C$ and $\mathbf{d}$ both fix the de Rham fiber over $\lambda = 1$. Hence, to verify the compatibility (3.1), it suffices to verify it over $\lambda = 1$.

Here

\[ C_{\text{DR}, X} : M_{\text{DR}}(X) \to M_{\text{DR}}(\overline{X}), \quad (E, \nabla) \mapsto (\overline{E}, \overline{\nabla}) \]

and composing with the isomorphism $\mathbf{d}^{-1}$ which comes from $\pi_1(X, x) \cong \pi_1(X, \overline{x})$ we get an antilinear automorphism of $M_{\text{DR}}(X)$. It is easy to see that, in terms of the isomorphism of $M_{\text{H}}(X)$, this antilinear automorphism is just the complex conjugation action on representations, $\rho \mapsto \overline{\rho}$ where $\overline{\rho}(\gamma) := \overline{\rho(\gamma)}$. Similarly, $C_{\text{Hod}, X} \circ \mathbf{d}$ is also seen to be the same automorphism $\rho \mapsto \overline{\rho}$. This proves the equality (3.1).

With this compatibility, $C_{\text{Hod}, X}$ and $C_{\text{Hod}, \overline{X}}$ glue to give an antiholomorphic involution

\[ C : M_{\text{DH}}(X) \to M_{\text{DH}}(X). \]
covering the involution \( \lambda \mapsto \overline{\lambda}^{-1} \) of \( \mathbb{P}^1 \). As described above, on the fiber over \( \lambda = 1 \) which is \( M_{\text{DR}}(X) \cong M_{\text{B}}(X) \), the involution is \( C(\rho) = \overline{\rho} \).

The dual of a vector bundle with \( \lambda \)-connection \((E, \nabla)\) is again a vector bundle with \( \lambda \)-connection denoted \((E^*, \nabla^*)\). This operation is compatible with multiplication by \( \mathbb{G}_m \), and with the operation of taking the dual of a local system via the Riemann-Hilbert correspondence. Therefore, it is compatible with the glueing \( \mathbf{d} \) and gives an involution, holomorphic this time, denoted

\[ D : M_{\text{DH}}(X) \to M_{\text{DH}}(X) \]

which covers the identity of \( \mathbb{P}^1 \).

Finally, multiplication by \(-1 \in \mathbb{G}_m\) gives an involution of \( M_{\text{DH}}(X) \) denoted by \( N \), covering the involution \( \lambda \mapsto -\lambda \) of \( \mathbb{P}^1 \).

**Lemma 3.1.** The involutions \( C, D \) and \( N \) commute. Their product is an involution \( \sigma \) of \( M_{\text{DH}}(X) \) covering the antipodal involution \( \lambda \mapsto -\overline{\lambda}^{-1} \) of \( \mathbb{P}^1 \).

**Proof:** The complex conjugate of the dual of a vector bundle is naturally isomorphic to the dual of the complex conjugate. These also clearly commute with the operation of multiplying the connection by \(-1\). Hence, the three involutions commute, which implies that the product \( C D N \) is again an involution. It is antilinear because \( C \) is antilinear whereas \( D \) and \( N \) are \( \mathbb{C} \)-linear. Since \( C, D \) and \( N \) cover respectively the involutions \( \lambda \mapsto \overline{\lambda}^{-1} \), \( \lambda \mapsto \lambda \) and \( \lambda \mapsto -\lambda \), their product covers the product of these three, which is the antipodal involution. \( \square \)

### 3.4. Preferred sections and the twistor property.

Deligne proposed to construct a family of “preferred sections” of the glued space \( M_{\text{DH}}(X) \), one for each harmonic bundle on \( X \).

**Proposition 3.2 ([26] [12] [51]).** Suppose \((E, \theta, \overline{\theta}, \overline{\theta})\) is a harmonic bundle on \( X \). Then it leads to a section \( \mathcal{P} : \mathbb{P}^1 \to M_{\text{DH}}(X) \) which is \( \sigma \)-invariant and which sends \( \lambda \in \mathbb{A}^1 \) to the holomorphic bundle \((E, \overline{\theta} + \lambda \overline{\theta})\) with \( \lambda \)-connection \( \nabla = \lambda \theta + \theta \).

**Proof:** We first define the value of the section at \( \lambda \in \mathbb{A}^1 \). On the \( \mathcal{C}^\infty \) bundle \( E \), consider the holomorphic structure

\[ \overline{\lambda} = \overline{\theta} + \lambda \overline{\theta} \]

The holomorphic bundle \( E^\lambda := (E, \overline{\lambda}) \) admits a \( \lambda \)-connection operator \( \nabla^\lambda := \lambda \theta + \theta \). This gives a point \((E^\lambda, \nabla^\lambda)\) in \( M_{\text{Hol}}(X) \). One checks that over \( \mathbb{G}_m \subset \mathbb{A}^1 \), this section is invariant under the antipodal involution operator. Hence, taking image of the graph of our section already defined over \( \mathbb{A}^1 \), by \( \sigma \), gives the section over the other chart \( \mathbb{A}^1 \) at infinity, and over \( \mathbb{G}_m \) these glue together. One can also define directly the value of the section on the complex conjugate chart, see for example [52, pp 20-24]. \( \square \)

In Hitchin’s original point of view [27] [26], the twistor space \( M_{\text{DH}}(X) \) came from the Penrose construction for the quaternionic structure on \( M(X) \) whose different complex structures were those of \( M_{\text{Dol}} \) and \( M_{\text{DR}} \). The Penrose twistor space has a natural product structure of the form \( \mathbb{P}^1 \times M(X) \).

In Deligne’s reinterpretation [12] we can first construct the space \( M_{\text{DH}}(X) \) using the notion of \( \lambda \)-connection, complex conjugation and the Riemann-Hilbert correspondence as described above. The product structure is obtained by considering the family of preferred sections as described in the previous proposition. This
leads back to the quaternionic structure by looking at the tangent space near a preferred section. The key to this beautiful procedure is the observation that the relative tangent space, or equivalently the normal bundle, along a preferred section is a semistable bundle of slope 1 on $\mathbb{P}^1$, which is to say it is isomorphic to $O_{\mathbb{P}^1}(1)^{\oplus a}$. This weight one property is equivalent to having a quaternionic structure, as was observed in [27].

There is an equivalence of categories between quaternionic vector spaces, and vector bundles of slope 1 over $\mathbb{P}^1$ with involution $\sigma$ covering the antipodal involution. If $V = O_{\mathbb{P}^1}(1)^d$ is a slope one bundle, the space of sections is $H^0(\mathbb{P}^1, V) \cong \mathbb{C}^{2d}$. If $\sigma$ is an antipodal involution, the space of $\sigma$-invariant sections is a real form of the space of sections, thus

$$H^0(\mathbb{P}^1, V)^\sigma \cong \mathbb{R}^{2d},$$

and the twistor property says that the map from here to any of the fibers $V_{\lambda}$ is an isomorphism. This is what provides the single real vector space $\mathbb{R}^{2d}$ with a whole sphere of different complex structures.

With this equivalence, saying that the various complex structures on $M(X)$ correspond to a quaternionic structure is equivalent to saying that the normal bundle to a preferred section has slope 1. One can show directly the weight 1 property given the construction of $M_{DH}(X)$ and the preferred sections of Proposition 3.2, see [51]. It then follows that the deformation space of a preferred section in the world of $\sigma$-invariant sections of the fibration $M_{DH}(X) \to \mathbb{P}^1$, maps isomorphically to the tangent space of any of the moduli space fibers (for example $M_{DR}(X)$ over $\lambda = 1$ or $M_{Dol}(X)$ over $\lambda = 0$). It implies that, locally, there is a unique $\sigma$-invariant section going through any point, and gives an alternative proof of Hitchin’s theorem that the moduli space has a quaternionic structure. For rank one bundles, this property can be globalized:

**Lemma 3.3.** For bundles of rank 1 on a compact $X$, the evaluation morphism at any point $p \in \mathbb{P}^1$

$$\Gamma(\mathbb{P}^1, M_{DH}(X))^\sigma \to M_{DH}(X)_p$$

is an isomorphism.

**Proof.** In the rank one case, the moduli space is a Lie group so we can use its exponential exact sequence. The tangent at the identity preferred section is purely semistable of slope 1. There is a lattice $A = H^1(X, \mathbb{Z}) \cong \mathbb{Z}^a$ and a finite group $B = H^2(X, \mathbb{Z})$ such that we have an exact sequence

$$0 \to A \to A \otimes O_{\mathbb{P}^1}(1) \to M_{DH}(X) \to B \to 0.$$  

We have $H^1(\mathbb{P}^1, A) = H^1(\mathbb{P}^1, A \otimes O_{\mathbb{P}^1}) = H^1(\mathbb{P}^1, B) = 0$, so taking sections gives an exact sequence. The subgroups of $\sigma$-invariants again form an exact sequence. The weight one property, equivalent to the quaternionic structure, says

$$\Gamma(\mathbb{P}^1, A \otimes O_{\mathbb{P}^1}(1))^\sigma \cong A \otimes O_{\mathbb{P}^1}(1)_p.$$  

Comparing with the exact sequence of values at $p$ gives the result for $M_{DH}(X)$. □

Deligne gave the construction of a quaternionic structure associated to a weight 1 real Hodge structure in [12]. Given a vector space $V$ with two filtrations $F$ and $F'$, we can form a bundle $\xi(V, F, F') \to \mathbb{P}^1$ and this bundle has slope 1 if and only if the two filtrations are 1-opposed, i.e. they define a Hodge structure of weight 1. In this sense, the twistor property is analogous to saying that a Hodge structure
has weight 1. These slightly different points of view are compatible for a preferred section which comes from a variation of Hodge structure, where the tangent space to the moduli space has a natural weight 1 Hodge structure.

The bundles of the form $\xi(V,F,F)$ are the slope 1 bundles together with additional structure of an action of $\mathbb{G}_m$. A somewhat different collection of additional structure involving a connection is used in the notion of tt* geometry [9] [25], which also has its physical roots in Hitchin’s twistor space. Schmid mentioned, during his courses on Hodge theory, the similarity between the equations governing the local structure of variations of Hodge structure, and the monopole or Nahm’s equations. It is interesting that these objects from physics are so closely related to variations of Hodge structure, the analytic incarnation of the idea of motives. This suggests a relationship between physics and motives which might be philosophically compelling.

4. The twistor space for $X = \mathbb{P}^1 - \{0, \infty\}$

We would now like to mimic the Deligne-Hitchin construction for a quasiprojective curve. For simplicity of calculation, let us take the easiest case which is $X := \mathbb{P}^1$ and $D := \{0, \infty\}$. Let $U := X - D$ and fix $x = 1$ as basepoint in $X$ or $U$. Then $\pi_1(U,x) \cong \mathbb{Z}^\perp$. A choice of $q = \sqrt{-1} \in \mathbb{Q} \subset \mathbb{C}$ yields a choice of generator $\gamma_0(q) \in \pi_1(U,x)$ going once around the origin, counterclockwise if 1 is pictured to the right of the origin and $q$ is pictured above the origin. Changing the choice of $q$ changes the generator to its inverse, which is why we get $\mathbb{Z}^\perp$ rather than $\mathbb{Z}$. For the local monodromy transformations, this yields

$$\pi_1(U,x)^\perp \cong \mathbb{Z}$$

with a distinguished generator denoted $\gamma_0$.

Let $z$ denote the standard coordinate on $X$. A logarithmic $\lambda$-connection on the trivial bundle $E := \mathcal{O}_X$ is of the form

$$\nabla = \lambda d + \alpha \frac{dz}{z}.$$ 

In particular, we can write

$$M_{\text{Hod}}(X, \log D) = \mathbb{A}^1 \times \mathbb{A}^1 = \{(\lambda, \alpha)\}.$$ 

The first coordinate is the parameter $\lambda$ and the second, the residue parameter $\alpha$.

For $\lambda \neq 0$ a point $(\lambda, \alpha)$ corresponds to the 1-connection $d + \lambda^{-1} \alpha (dz/z)$. Let $\rho : \pi_1(U,x) \to \mathbb{G}_m$ be its monodromy representation.

The local monodromy transformation at the origin (see §2.4 above) is

$$\rho^\perp(\gamma_0) = \exp^\perp(\alpha/\lambda) = (\cos(2\pi \alpha/\lambda), \sin(2\pi \alpha/\lambda)) \in \mathbb{G}_m^\perp.$$ 

In order to write the global monodromy, note that any loop $\gamma \in \pi_1(U,x)$ can be expressed as a unique function

$$\gamma : [0,1] \to U$$

such that $|\gamma(t)| = 1$ and $\gamma$ proceeds at a uniform speed i.e. $|\frac{d\gamma}{dt}|$ is constant. The function $\gamma$ is then real analytic and extends by analytic continuation to a unique map $\gamma : \mathbb{C} \to U$. In usual terms choosing $i = \sqrt{-1} \in \mathbb{C}$, the path $\gamma$ is written as $t \mapsto e^{2\pi t}$ and this expression is valid for any $t \in \mathbb{C}$. 

The global monodromy of our differential equation \( d + \lambda^{-1}\alpha(dz/z) \) can now be expressed by the formula

\[ \rho(\gamma) = \gamma(\alpha/\lambda). \]

Next, note that \( \overline{X} = \mathbb{P}^1 - \{0, \infty\} \) too, and \( \overline{x} = 1 \) still, so we can write \((\overline{X}, \overline{D}, \overline{x}) = (X, D, x)\). In terms of this equality, \( \varphi \) is just the geometric operation of complex conjugation on \( U^{top} \). Hence, for any \( \gamma \in \pi_1(U, x) \), the complex conjugation map \( \varphi \) takes \( \gamma \) to the loop

\[ \varphi(\gamma) = \overline{\gamma} = \gamma^{-1}. \]

4.1. Computation of the Deligne glueing. We also have

\[ M_{\text{Hod}}(\overline{X}, \overline{D}) = \mathbb{A}^1 \times \mathbb{A}^1 = \{ (\lambda, \alpha) \} \]

via the identification between \( X \) and \( \overline{X} \). In order to compute the Deligne glueing map \( d \), suppose we start with a point \((\lambda, \alpha)\) in \( M_{\text{Hod}}(X, \log D) \). This corresponds to a monodromy representation \( \gamma \mapsto \gamma(\alpha/\lambda) \) as explained above. The fact that \( \varphi \) interchanges \( \gamma \) and \( \gamma^{-1} \) means that, after re-identifying \( \overline{X} \) with \( X \), the image of this representation by \( \varphi^* \) is

\[ \gamma \mapsto \gamma^{-1}(\alpha/\lambda). \]

There is a unique way to lift this to a logarithmic connection, if we want to send the point \( \alpha = 0 \) to the point \( \alpha = 0 \) and keep everything continuous: it is the connection \( \Phi = d - \lambda^{-1}\alpha(dz/z) \). Finally, in the prescription for the Deligne glueing we set \( \mu := \lambda^{-1} \) and transform this to a \( \mu \)-connection \( \mu \Phi \). This yields the point

\[ d(\lambda, \alpha) = (\mu, \beta) = (\lambda^{-1}, -\lambda^{-2}\alpha). \]

We can now glue the two charts to get the Deligne-Hodge twistor space:

\[ M_{\text{DH}}(X, \log D) := M_{\text{Hod}}(X, D) \cup_d M_{\text{Hod}}(\overline{X}, \log \overline{D}). \]

4.2. The weight two property. Notice that the glueing map is linear in \( \alpha \), so in this case the result is a vector bundle over \( \mathbb{P}^1 \), in fact it is clearly the bundle \( \mathcal{O}_{\mathbb{P}^1}(2) \) with glueing function \(-\lambda^{-2}\). The minus sign will have an effect on the antilinear involution below.

Suppose \( \lambda \mapsto P(\lambda) \) is a polynomial considered as a section of \( M_{\text{Hod}}(X, \log D) \). Then its graph is the set of points \((\lambda, P(\lambda))\) and these correspond to points of the form \((\lambda^{-1}, -\lambda^{-2}P(\lambda))\) in \( M_{\text{Hod}}(\overline{X}, \overline{D}) \) for \( \lambda \) invertible. Taking the closure over \( \mu = \lambda^{-1} \to 0 \) yields the set of points of the form \((\mu, -\mu^2P(\mu^{-1}))\). This is a holomorphic section in the \( \mu \) chart if and only if \( P \) is a polynomial of degree \( \leq 2 \). This is one way to see that \( M_{\text{DH}}(X, \log D) \cong \mathcal{O}_{\mathbb{P}^1}(2) \). The global sections are those which are, in the standard chart \( M_{\text{Hod}}(X, \log D) \), polynomials of degree \( \leq 2 \).

The main point of the title of this paper is that, since this bundle has slope 2, it corresponds in some sense to a Hodge structure of weight 2. That contrasts with the normal bundle of a preferred section in the compact case (§3.4), which has slope 1. The weight two behavior is to be expected in the present situation, by analogy with the usual mixed Hodge theory of open varieties, where \( H^1(\mathbb{P}^1 - \{0, \infty\}) \) has a pure Hodge structure of weight two.

In the present case, the Deligne-Hitchin space \( M_{\text{DH}}(X, \log D) \) will again have an involution \( \sigma \) to be calculated below. Given that it is a line bundle of slope 2, the space of sections has dimension 3:

\[ \Gamma(\mathbb{P}^1, M_{\text{DH}}(X, \log D)) \cong \Gamma(\mathbb{P}^1, \mathcal{O}_{\mathbb{P}^1}(2)) \cong \mathbb{C}^3, \]
and the $\sigma$-invariant sections are a real form
\[ \Gamma(P^1, M_{DH}(X, \log D))^\sigma \cong \mathbb{R}^3. \]
The map from here to any one of the fibers over $\lambda \in \mathbb{P}^1$ will be surjective but have a real one-dimensional kernel. It turns out that this real kernel corresponds to the real parameter involved in a parabolic structure, even though we have seen the existence of this additional real parameter without referring a priori to the notion of parabolic structure.

### 4.3. The antipodal involution.

We now calculate explicitly the involution $\sigma$. Recall that it is a product of the three involutions $C$, $D$ and $N$. The duality involution is trivial on the underlying bundles because we are using the trivial bundle: $E^* = \mathcal{O}^* = \mathcal{O} = E$. The connection on $E \otimes E^*$ should be trivial so we see that for $\nabla = d + \alpha(dz/z)$ the dual connection is $\nabla^* = d - \alpha(dz/z)$. Thus
\[ D(\lambda, \alpha) = (\lambda, -\alpha). \]

Similarly, by definition
\[ N(\lambda, \alpha) = (-\lambda, -\alpha). \]

Putting these together gives $DN(\lambda, \alpha) = (-\lambda, \alpha)$. These are expressed within a single chart $M_{Hod}(X, \log D)$. On the other hand, the involution $C$ goes from the chart $M_{Hod}(X, \log D)$ to the chart $M_{Hod}(X, \mathcal{D})$, and with respect to these charts it is given by
\[ C(\lambda, \alpha) = (\overline{\lambda}, \overline{\alpha}). \]

For $\lambda$ invertible we would like to put this back in the original chart. Recall that a point of the form $(\mu, \beta)$ in the chart $M_{Hod}(X, \mathcal{D})$ corresponds to $(\mu^{-1}, -\mu^{-2}\beta)$ in the chart $M_{Hod}(X, \log D)$. Thus, within the same chart $M_{Hod}(X, \log D)$ and for $\lambda$ invertible, the involution $C$ can be expressed as
\[ C(\lambda, \alpha) = (\overline{\lambda}^{-1}, -\overline{\lambda}^{-2}\overline{\alpha}). \]

Putting these together gives our expression for $\sigma = CDN$ again within the original chart and for $\lambda$ invertible:
\[ \sigma(\lambda, \alpha) = (-\overline{\lambda}^{-1}, -\overline{\lambda}^{-2}\overline{\alpha}). \]

We would now like to calculate which are the $\sigma$-invariant sections. Recall from §4.1 that a global section of $M_{DH}(X, \log D)$ is, in the first chart, a polynomial $P$ of order $\leq 2$. Thus we can write our section as
\[ P : \lambda \mapsto (\lambda, \alpha_0 + a_1\lambda + a_2\lambda^2). \]

Its graph is the set of image points. The transformed section $P^\sigma$ has graph which is the closure of the set of points of the form
\[ \sigma P(\lambda) = \left(-\overline{\lambda}^{-1}, -\overline{\lambda}^{-2}(\alpha_0 + a_1\lambda + a_2\lambda^2)\right) = \left(-\overline{\lambda}^{-1}, -\overline{\alpha}_2 - \overline{\alpha}_1\lambda^{-1} - \overline{\alpha}_0\lambda^{-2}\right). \]

Substituting in the above expression $-\overline{\lambda}^{-1}$ by $t$, the graph becomes the set of points of the form
\[ (t, -\overline{\alpha}_2 + \overline{\alpha}_1 t - \overline{\alpha}_0 t^2). \]

This is the graph of the polynomial $t \mapsto -\overline{\alpha}_2 + \overline{\alpha}_1 t - \overline{\alpha}_0 t^2$. Thus, writing our polynomials generically with a variable $u$ we can write
\[ (a_0 + a_1 u + a_2 u^2)^\sigma = (-\overline{\alpha}_2 + \overline{\alpha}_1 u - \overline{\alpha}_0 u^2). \]
The $\sigma$-invariant sections are the polynomials with $a_2 = -\overline{a_0}$ and $a_1 = \overline{a_1}$. In other words, an invariant section corresponds to a pair $(a, \alpha) \in \mathbb{R} \times \mathbb{C} \cong \mathbb{R}^3$ with the formula

\[ P(\lambda = \psi(a, \alpha)(\lambda) := \alpha - a\lambda - \overline{a}\lambda^2. \]

The reader will recognize this as the formula from Mochizuki [38, 2.1.7, p. 25].

4.4. Gauge transformations. A logarithmic connection is not uniquely determined by its monodromy representation. This situation is complicated in higher rank, but is understood easily in our case from the fact that the monodromy associated to a $\lambda$-connection $(\lambda, \alpha)$ is $\exp(-\lambda/k)$, or with a choice of $i = \sqrt{-1}$ it is $e^{2\pi i \alpha/\lambda}$. If we replace $\alpha$ by $\alpha - k\lambda$ for $k \in \mathbb{Z}$ we get the same monodromy representation. This process may be viewed as making the meromorphic gauge transformation $v \mapsto z^{-k}v$ on the bundle $E = \mathcal{O}_X$, or equivalently changing the bundle $E$ to $E(kD_0 - kD_{\infty})$ where $D_0 = \{0\}$ and $D_{\infty} = \{\infty\}$. The zeros or poles of the gauge transformation at points of $D$ change the residues of the $\lambda$-connection by integer multiples of $\lambda$. The sign here and in the definition (4.2) of $\psi(a, \alpha)$ comes from the formula (2.2).

In terms of our space $M_{\text{Hod}}(X, \log D)$ we have an action of $\mathbb{Z}$ obtained by letting $k \in \mathbb{Z}$ act as $(\lambda, \alpha) \mapsto (\lambda, \alpha - \lambda k)$. This action extends to the other chart, and gives an action of $\mathbb{Z}$ on $M_{\text{Hod}}(X, \log D)$. Over $\mathbb{C}_m \subset \mathbb{P}^1$ the action is discrete and the quotient is $\mathbb{C}_m \times \mathbb{C}/\mathbb{Z} = \mathbb{C}_m \times \mathcal{M}_B(U)$. Note that the action degenerates to a trivial action on the fibers over 0 and $\infty$, the quotients of these actions are trivial $B\mathbb{Z}$-gerbs over $M_{\text{Hod}}(X, \log D)$ and $M_{\text{Hod}}(X, \log D)$.

The $\mathbb{Z}$ action respects the involution $\sigma$ so it gives an action on the space of $\sigma$-invariant sections. In terms of the previous formulae, this clearly acts on the degree 1 term in the polynomials, or in terms of the coordinates $(a, \alpha) \in \mathbb{R} \times \mathbb{C}$ it acts with generator $(1,0)$. Thus, we can write

$$\frac{\Gamma(\mathbb{P}^1, M_{\text{DH}}(X, \log D))/\sigma}{\mathbb{Z}} \cong \mathbb{R} \times \mathbb{C}.\quad \begin{array}{c}
(1,0) : \mathbb{Z}.
\end{array}$$

Given a harmonic bundle on $U$ we get a $\sigma$-invariant preferred section, $a$ is the parabolic weight of the Higgs bundle and $\alpha$ is the residue of the Higgs field, see Theorem 6.7 below.

We recover in this way the space of possible residues of parabolic $\lambda$-connections, with the residue of the $\lambda$-connection being given by the previous formula (4.2). Note that the action of $\mathbb{Z}$ is by meromorphic gauge transformations, so moving the parabolic index once around the circle induces an elementary transformation of the bundle.

5. The Tate twistor structure

Before getting to the general rank one case, we investigate the structures associated to the bundle $\mathcal{O}_{\mathbb{P}^1}(2)$ which occurs above. Recall that $\mathbb{P}^1 \cong \mathcal{O}_{\mathbb{P}^1}(2)$. Furthermore, the sign $-\lambda^2$ which occurs in the gluing function for residues of points in $M_{\text{DH}}(X, \log D)$ is the same as in the gluing function for $T\mathbb{P}^1$. The Tate motive is a pure Hodge structure of type $(1,1)$ hence weight 2. In view of this, we define the additive Tate twistor structure to be the bundle

$$T(1) := T\mathbb{P}^1,$$
with its natural antilinear involution
\[ \sigma_{T(1)} := \sigma_{T\mathbb{P}^1}. \]
See also Mochizuki [38, §3.10.2] and Sabbah [46, §2.1.3].

On the other hand, we define the logarithmic Tate twistor structure to be the same bundle \( T(1, \log) := T\mathbb{P}^1 \), but here the antilinear involution should have a sign change with respect to the natural one on \( T\mathbb{P}^1 \),
\[ \sigma_{T(1, \log)} := -\sigma_{T\mathbb{P}^1}. \]
The reason for the difference between these two will be explained below.

5.1. Integer subgroups. The action of \( \mathbb{G}_m \) on \( \mathbb{P}^1 \) preserving 0 and \( \infty \) gives an action of \( \mathbb{G}_m \) on \( T\mathbb{P}^1 \). The derivative of this action is a section of the tangent bundle, defining the integer subgroup \( \mathbb{Z} \times \mathbb{P}^1 \subset T\mathbb{P}^1 \). This section is antipreserved by the standard involution \( \sigma_{T\mathbb{P}^1} \). For the additive Tate twistor structure, we therefore use the imaginary version of this integer subgroup, the set of integer multiples of \( \pm 2\pi \sqrt{-1} \) denoted
\[ \mathbb{Z}(1) \cong \mathbb{Z}^\perp \subset \Gamma(\mathbb{P}^1, T(1))^\sigma. \]
For the logarithmic Tate twistor structure, we use the integer subgroup itself
\[ \mathbb{Z}(1, \log) := \mathbb{Z} \subset \Gamma(\mathbb{P}^1, T(1, \log))^\sigma. \]
Take for generator of \( \mathbb{Z}(1, \log) \) the vector field \( -\lambda \frac{\partial}{\partial \lambda} \) in the standard chart \( \mathbb{A}^1 \).
This minus sign comes from the formula (2.2), see also §4.4 above. If we go into the other chart then the generator changes sign once again. See the paragraph above equation (6.3) for a reflection of this sign change in the action of the gauge group on the complex conjugate chart.

The sign change for \( \sigma \) on \( T(1, \log) \) guarantees that the integer sections are preserved by \( \sigma \).

The action of \( \mathbb{G}_m \) on the additive Tate twistor structure \( T(1) \) corresponds to the usual Tate Hodge structure of type \((1, 1)\) with its integral subgroup \( \mathbb{Z}(1) \).

Define the multiplicative Tate twistor structure to be
\begin{equation}
\mathbb{G}_m(1) := T(1, \log)/\mathbb{Z}(1, \log).
\end{equation}
The fiber over \( \lambda = 1 \), the de Rham version, is naturally identified with \( \mathbb{C}/\mathbb{Z} \). The exponential map gives the isomorphism
\[ \exp^\perp : \mathbb{C}/\mathbb{Z} \cong \mathbb{G}_m^\perp. \]
This explains why we needed to change the sign of \( \sigma \) for the logarithmic Tate structure: the exponential map interchanges objects before and after \( (\cdot)^\perp \). Thus, to get a Deligne-Tate type twist on the multiplicative group corresponding to the local monodromy operator of a connection, we need to undo this twist which occurs naturally in \( T(1) = T\mathbb{P}^1 \).

Over \( \lambda = 0 \) and \( \lambda = \infty \), the quotient defining \( \mathbb{G}_m(1) \) is to be taken in the stack sense. Hence,
\[ \mathbb{G}_m(1)_{\text{Dol}} = \mathbb{C} \times B\mathbb{Z}. \]
5.2. The antipodal involution in the additive case. Start by computing the natural antipodal involution \(\sigma_{TP^1}\) of the tangent bundle or equivalently the additive Tate structure \(T(1)\). For this subsection, the notation \(\sigma\) represents \(\sigma_{TP^1} = \sigma_{T(1)}\).

The vector field \(\lambda \frac{\partial}{\partial \lambda}\) goes radially outward from 0 towards \(\infty\). Up to a scalar it is the unique vector field with zeros at 0 and \(\infty\), and this property is preserved by \(\sigma\). Geometrically we see that the antipodal involution changes the sign of this radial vector field. Acting on this section considered as a section of \(TP^1\) we get

\[
\sigma^* \lambda \frac{\partial}{\partial \lambda} = -\lambda \frac{\partial}{\partial \lambda}
\]

Similar geometric consideration shows that \(\sigma\) interchanges the vector fields \(\frac{\partial}{\partial \lambda}\) and \(\lambda^2 \frac{\partial}{\partial \lambda}\), this time with no sign change. Thus

\[
\sigma^* \frac{\partial}{\partial \lambda} = \lambda^2 \frac{\partial}{\partial \lambda}
\]

and vice-versa.

A point of the total space of the tangent bundle, in the first standard chart, has the form \((\lambda, v \frac{\partial}{\partial \lambda})\). We know that \(\sigma\) acts on the first coordinate by sending \(\lambda\) to \(-\lambda^{-1}\). Thinking of the above sections as corresponding to their graphs which are sets of points, and noting that \(\sigma\) is antilinear in the coordinate \(v\), the formula for \(\sigma\) on points of the total bundle is

\[
\sigma \left( \lambda, b \frac{\partial}{\partial \lambda} \right) = \left( -\lambda^{-1}, -\lambda^{-2} v \frac{\partial}{\partial \lambda} \right).
\]

5.3. The antipodal involution in the logarithmic or multiplicative case. Recall that \(\sigma_{T(1,\log)} = -\sigma_{TP^1}\), with the minus sign acting only in the bundle fiber direction. Hence, for \(\sigma = \sigma_{T(1,\log)}\) the formulae from the previous section become

\[
\sigma \left( \lambda, v \frac{\partial}{\partial \lambda} \right) = \left( -\lambda^{-1}, -\lambda^{-2} v \frac{\partial}{\partial \lambda} \right),
\]

and

\[
\sigma^* (u + v\lambda + w\lambda^2) \frac{\partial}{\partial \lambda} = (-u + v\lambda - w\lambda^2) \frac{\partial}{\partial \lambda}.
\]

This fits with the formula (4.2): a \(\sigma\)-invariant section has the form

\[
\psi(a, \alpha) = \lambda \mapsto (\alpha - a\lambda - \alpha\lambda^2) \frac{\partial}{\partial \lambda}
\]

with \(a \in \mathbb{C}\) and \(\alpha \in \mathbb{R}\).

On the quotient (5.1) \(G_m(1) = T(1,\log)/\mathbb{Z}(1,\log)\) we get the involution \(\sigma_{G_m(1)}\).

5.4. The space of invariant sections. The space of \(\sigma\)-invariant sections of \(T(1,\log)\) inherits some canonical structure. For any point \(p \in \mathbb{P}^1\) we get a distinguished \(\sigma\)-invariant direction in \(\Gamma(\mathbb{P}^1, T(1,\log))\): the sections having simple zeros at \(p\) and \(\sigma(p)\).

This space \(\Gamma(\mathbb{P}^1, T(1,\log)((-p - \sigma(p))))\) is naturally identified with the Lie algebra of the one parameter group of \(\sigma\)-antipreserving homotheties of \(\mathbb{P}^1\) which fix \(p\) and \(\sigma(p)\). One must say “antipreserving” here because of the sign change in \(\sigma_{T(1,\log)}\).

The elements of this group are radial homotheties; the group is isomorphic to \(G_m(\mathbb{R})\) and its Lie algebra is isomorphic to \(\mathbb{R}\). In particular, there is a distinguished
generator which is the vector field going inward from $\sigma(p)$ towards $p$ attaining speed 1 at the equator between the two fixed points. Equivalently, we can require that the expansion factor at $p$ be equal to $-1$. This is normalized so that when $p=0$ it gives the generator of $Z(1,\log)$. The expansion factor of a vector field with a zero, is a well-defined complex number: it is dual to the residue, and can be defined as the value of the vector field on the differential form $\frac{dz}{z}$.

Let $\nu \in \Gamma(\mathbb{P}^1, T(1, \log)(-p - \sigma(p)))$ denote the generator normalized to have expansion factor $-1$ at $p$. We get a canonical isomorphism

$$\Gamma(\mathbb{P}^1, T(1, \log)(-p - \sigma(p))) \simeq \mathbb{R}, \quad \nu_p \mapsto 1.$$  

Evaluating at $p$ gives a map $ev_p$ from the space of sections to the fiber $T(1, \log)_p$.

Lemma 5.1. These maps fit into a canonical exact sequence depending on $p \in \mathbb{P}^1$,

$$0 \to \mathbb{R} \xrightarrow{\nu_p} \Gamma(\mathbb{P}^1, T(1, \log)) \xrightarrow{ev_p} C \to 0.$$  

Proof. It is exact in the middle because $\mathbb{R} \cdot \nu_p$ is exactly the space of sections vanishing at $p$. Exactness on the left and right follow by dimension count. □

5.5. The residue evaluation. The standard translation action of $G_a$ on $\mathbb{P}^1$ fixing the point $\infty$ gives a trivialization $T(1, \log)|_{\mathbb{A}^1} \simeq \mathcal{O}$.

For any point $p \in \mathbb{A}^1$, let $\text{res}_p$ denote the composition of this trivialization at $p$, with the evaluation map $ev_p$. Then the exact sequence 5.1 can be written

$$(5.2) \quad 0 \to \mathbb{R} \xrightarrow{\nu_p} \Gamma(\mathbb{P}^1, T(1, \log)) \xrightarrow{\text{res}_p} \mathbb{C} \to 0.$$  

As calculated above, the $\sigma$-invariant sections are identified with the polynomials of the form

$$\psi(a, \alpha) = (a - a\lambda - \overline{a}\lambda^2) \frac{\partial}{\partial \lambda}$$

with $a \in \mathbb{R}$ and $\alpha \in \mathbb{C}$. The residue evaluation at $p$ is

$$(5.3) \quad \text{res}_p(\psi(a, \alpha)) = a - ap - \overline{a}p^2.$$  

Notice that $\text{res}_p(\psi(a_p, \alpha_p)) = 0$, since $\nu_p$ is a section vanishing at $p$.

5.6. The generator $\nu_p$. Suppose given a point $p \in \mathbb{A}^1$. In coordinates, $\sigma(p) = -p^{-1}$. The line of $\sigma$-invariant sections which vanish to first order at $p$ is

$$\alpha - ap - \overline{a}p^2 = 0.$$  

Vanishing at $\sigma(p)$ is a consequence, because a $\sigma$-invariant section vanishing at $p$ also has to vanish at $\sigma(p)$. Recall that $a \in \mathbb{R}$. We get a real one-dimensional space of solutions generated for example by $(a, \alpha)$ with

$$a = 1 - |p|^2, \quad \alpha = p.$$  

Then

$$\psi(a, \alpha)(\lambda) = (p + (|p|^2 - 1)\lambda - \overline{p}\lambda^2) \frac{\partial}{\partial \lambda}.$$  

Let us calculate the expansion factor at $p$ of the vector field corresponding to our section $\psi(a_1, \alpha_1)$. For this, express the vector field in the form

$$\psi(a, \alpha) = \eta \cdot (\lambda - p) \frac{\partial}{\partial \lambda} + \ldots$$
where the ... signify higher order terms at \( p \). The constant \( \eta \) is the expansion factor. We have
\[
\eta = \frac{d}{d\lambda} \left( p + (|p|^2 - 1)\lambda - 2\lambda^2 \right) \bigg|_{\lambda=p} \\
= (|p|^2 - 1 - 2|p|)\big|_{\lambda=p} = -(1 + |p|^2)
\]

We can normalize to get the canonical generator \( \nu_p = \psi(a_p, \alpha_p) \) whose expansion factor is \(-1\):
\[
(a_p = 1 - |p|^2, \quad \alpha_p = \frac{p}{1 + |p|^2}).
\]

For \( p = 1 \) it is the generator \((1,0)\) of \( \mathbb{Z}(1,\log) \).

5.7. A natural inner product. For all the above vectors (5.4), we have
\[
a_p^2 + 4|\alpha_p|^2 = 1.
\]
The equation \( a^2 + 4|\alpha|^2 = 1 \) defines an \( S^2 \subset \mathbb{R} \times \mathbb{C} \), and the function \( p \mapsto (a_p, \alpha_p) \) provides an isomorphism between \( \mathbb{P}^1 \) and this \( S^2 \). This is the unit sphere for the inner product
\[
(a, a) \cdot (b, \beta) := ab + 2(\alpha\beta + \overline{\alpha}\beta).
\]

**Lemma 5.2.** The group \( SO(3) \) acts naturally as the group of \( \sigma \)-intertwining complex automorphisms of \( \mathbb{P}^1 \), so it acts on the space of sections \( \Gamma(\mathbb{P}^1, T(1,\log)) \). The above inner product (5.5) is the \( SO(3) \)-invariant one, unique up to a scalar.

**Proof.** Any \( \sigma \)-intertwining automorphism \( f \) of \( \mathbb{P}^1 \) acts on \( T(1,\log) \) because that bundle is naturally defined as the tangent bundle with a twisted \( \sigma \). Hence it acts on the space of \( \sigma \)-invariant sections. The section \( \nu_p \) is canonically defined depending on the point \( p \) and the involution \( \sigma \). Hence \( f_p \) takes \( \nu_p \) to \( \nu_{f(p)} \). It follows that the action of \( f \) preserves the sphere \( S^2 \) image of the map \( \nu \). Therefore \( f \) is in the orthogonal group \( O(3) \) for this scalar product. It has determinant 1 because of holomorphicity. We get \( f \in SO(3) \), the special orthogonal group for the scalar product (5.5).

5.8. The parabolic weight function. The space of \( \sigma \)-invariant sections of \( T(1,\log) \) is an \( \mathbb{R}^3 \), and at any \( p \in \mathbb{P}^1 \) it is naturally an extension of \( T(1,\log)_p \) by \( \mathbb{R} \) (Lemma 5.1). The quotient \( T(1,\log)_p \) represents the residue of a \( \lambda \)-connection. The extra real parameter corresponds to the real parabolic weight of a parabolic structure. However, we need to discuss the normalization of this identification splitting the exact sequence.

We use the coordinates \( a, \alpha \) for the set of invariant sections denoted \( \psi(a, \alpha) \), giving an isomorphism between this space and \( \mathbb{R} \times \mathbb{C} \).

The point \((1,0) \in \mathbb{R} \times \mathbb{C}\) is the generator of the subgroup \( \mathbb{Z}(1,\log) \). For each \( p \) we have the point \( \nu_p = \psi(a_p, \alpha_p) \) given by (5.4). The quotient of \( \mathbb{R} \times \mathbb{C} \) by the line generated by \((a_p, \alpha_p)\), is the space of residues at \( p \).

We would like to define a parabolic weight function \( \varpi_p : \mathbb{R} \times \mathbb{C} \to \mathbb{R} \), depending on the point \( p \), such that \( \varpi_p(1,0) = 1 \) for compatibility with local gauge transformations; and \( \varpi_p(a_p, \alpha_p) \neq 0 \) so that the local residue map is an isomorphism between \( \ker(\varpi_p) \) and \( \mathbb{C} \).

Using the inner product \((a, \alpha) \cdot (a', \alpha') = aa' + 2(\alpha\alpha' + \overline{\alpha}\alpha')\), the simplest thing to do is to let \( \varpi_p \) be given by the inner product with the average of the two vectors.
(1, 0) and \((a_p, \alpha_p)\), then normalize to get \(\varpi_p(1, 0) = 1\). This is

\[
\varpi_p(a, \alpha) := \frac{(a, \alpha) \cdot (1, 0) + (a, \alpha) \cdot (a_p, \alpha_p)}{(1, 0) \cdot (1, 0) + (1, 0) \cdot (a_p, \alpha_p)} = \frac{(1 + |p|^2)a + (1 - |p|^2)a + 2(a \overline{\nu} + \alpha p) + 2(1 + |\nu|^2) + (1 - |\nu|^2) = (1 + |\nu|^2) a + \alpha \overline{\nu} + \alpha \nu}{(1 + |\nu|^2) + (1 - |\nu|^2)}
\]

(5.6)

The parabolic weight and residue functions are the same as Mochizuki’s functions \(p\) and \(c\) of [38, §2.1.7], however we have preferred to motivate their introduction independently above.

**Proposition 5.3.** For any point \(p \in \mathbb{A}^1\), the parabolic weight function and the residue give an isomorphism

\[
(\varpi_p, \text{res}_p) : \Gamma(\mathbb{P}^1, T(1, \log))^\sigma \isom \mathbb{R} \times \mathbb{C}.
\]

Let \(\mathbb{Z} = \mathbb{Z}(1, \log)\) act on \(\mathbb{R} \times \mathbb{C}\) with generator \((1, -p)\) in keeping with (2.2). Then the above isomorphism descends to the quotient to give

\[
(\varpi_p, \text{res}_p) : \Gamma(\mathbb{P}^1, T(1, \log))^\sigma \isom (1, -p)^\mathbb{Z} \rightarrow \mathbb{R} \times \mathbb{C}.
\]

In terms of the coordinates \((a, \alpha)\) given by the construction \(\psi\), we have

\[
(\varpi_p, \text{res}_p)(\psi(a, \alpha)) = (a + \alpha \overline{\nu} + \alpha p, a - \nu \overline{\nu}^2).
\]

**Proof.** We have chosen \(\varpi_p\) so that \(\varpi_p(\nu_p) = 1\). From the exact sequence of Lemma 5.1, this implies that \(\varpi_p\) and \(\text{res}_p\) are linearly independent so by dimension count we get the first isomorphism. For the second part, it suffices to recall that the subgroup \(\mathbb{Z}(1, \log) \subset \Gamma(\mathbb{P}^1, T(1, \log))^\sigma\) is given by generator \(\psi(1, 0)\), and to note that

\[
(\varpi_p, \text{res}_p)(\psi(1, 0)) = (1, -p).
\]

The formula in terms of coordinates just recalls our calculations above. \(\square\)

### 5.9. Some questions.

The residue of a logarithmic \(\lambda\)-connection at a singular point lies in the fiber \(T(1, \log)\). This was seen by direct calculation: using the standard frame for \(T(1, \log)\) over \(\mathbb{A}^1\) and the expression of the residue as a well-defined complex number, we obtain this identification over the chart \(\mathbb{A}^1\). Then by calculation, it is compatible with the corresponding identification for \(X\) over the chart at infinity, using the Riemann-Hilbert correspondence. This passage by an explicit calculation is unsatisfactory but I haven’t seen any way of improving it, so we formulate a question:

**Question 5.4.** Is there some more natural geometric way of identifying the residue of a logarithmic \(\lambda\)-connection at a singular point, with a tangent vector to the \(\lambda\)-line?

One possible approach would be to give a geometric description of the meaning of points in the twistor line \(\mathbb{P}^1\).

Similarly, we picked the definition of the parabolic weight function “out of the hat”. Taking the scalar product with the average of the two vectors, then normalizing, is certainly the easiest way to make sure that the function takes on nonzero values on the two vectors, furthermore the resulting formula for \(\varpi_p\) is
relatively simple. Nonetheless, it would be better to have a more motivated reason for this choice.

**Question 5.5.** Is there a geometric interpretation of the meaning of the parabolic weight function, preferably going with the geometric interpretation we are looking for in Question 5.4?

Another direction of questions is the relationship with $SO(3)$. The group of $\sigma$-invariant automorphisms of $\mathbb{P}^1$ is the group of metric automorphisms of $S^2$, in other words it is $SO(3)$ by Lemma 5.2. The space of $\sigma$-invariant sections of $T(1, \log)$, which are the $\sigma$-antiinvariant sections of the tangent bundle, may be identified with the perpendicular of the Lie algebra $\mathfrak{so}(3)^\perp$. By naturality, $T(1, \log)$ also has an action of $SO(3)$, corresponding to the adjoint action on the Lie algebra.

**Question 5.6.** What is the significance of this action of $SO(3)$ and the identification of elements of the space of parabolic weights and residues, with vectors in the Lie algebra?

It seems to be one of the subjects of Gukov and Witten’s paper [24].

### 6. The general rank one case

Consider now the following situation: $X$ is a smooth projective variety, and $D \subset X$ is a reduced strict normal crossings divisor written as $D = D_1 + \ldots + D_k$ where $D_i$ are its distinct smooth connected irreducible components. Let $U := X - D$.

#### 6.1. The Hodge moduli space.

Let $M_{\text{Hod}}(X, \log D)$ denote the moduli space of triples $(\lambda, L, \nabla)$ where $\lambda \in \mathbb{A}^1$, $L$ is a line bundle on $X$ such that

$$c_1(L) \in \mathbb{Q} \cdot [D_1] + \ldots + \mathbb{Q} \cdot [D_k] \subset H^2(X, \mathbb{Q}^\perp),$$

(6.1)

and

$$\nabla : L \to L \otimes_{\mathcal{O}_X} \Omega^1_X(\log D)$$

is an integrable logarithmic $\lambda$-connection on $L$. The first coordinate is a map

$$\lambda : M_{\text{Hod}}(X, \log D) \to \mathbb{A}^1.$$

Let $\text{res}(\nabla; D_i) \in \mathbb{C}$ denote the residue of $\nabla$ along $D_i$. Recall that the residue is a locally constant function and $D_i$ is connected so it is a complex scalar.

For $\lambda \neq 0$, we have

$$\lambda c_1(L) = -\sum_i \text{res}(\nabla; D_i) \cdot [D_i] \text{ in } H^2(X, \mathbb{C}^\perp),$$

(6.2)

as can be calibrated by comparing with the gauge transformation formulae (2.1) and (2.2). So the condition about $c_1(L)$ in the definition of $M_{\text{Hod}}(X, \log D)$ is automatically satisfied when $\lambda \neq 0$, however for $\lambda = 0$ this condition is nontrivial.

Tensor product gives $M_{\text{Hod}}(X, \log D)$ a structure of abelian group scheme relative to $\mathbb{A}^1$. We need to use the condition about Chern classes to prove that it is smooth over $\mathbb{A}^1$, otherwise there would be additional irreducible components lying over $\lambda = 0$.

**Lemma 6.1.** The morphism $M_{\text{Hod}}(X, \log D) \to \mathbb{A}^1$ is smooth.
Proof: Suppose $\phi : Y \to M_{\text{Hod}}(X, \log D)$ is a morphism from an artinian scheme. Suppose $Y \subset Y'$ is an artinian extension provided with a morphism $\lambda' : Y' \to \mathbb{A}^1$. We need to extend to $Y' \to M_{\text{Hod}}(X, \log D)$ lifting $\lambda$. The map $\phi$ corresponds to a line bundle with integrable $\lambda$-connection $(\nabla, \nabla)$ on $X \times Y$. By smoothness of the Picard scheme of $X$, this extends to a line bundle $L'$ on $X \times Y'$. The condition about the Chern class of $L$ implies that there exists some logarithmic connection $\nabla_{1,y}$ on $L_y$ where $y \in Y$ denotes the closed point and $L_y$ is the restriction of $L$ to the fiber over $y$. By smoothness of $M_{\text{DR}}(X, \log D)$, which follows because of its group structure under tensor product, we can extend $\nabla_{1,y}$ to some integrable connection $\nabla'_1$ on $L'$. Then $\nabla'_1$ is an integrable $\lambda'$-connection on $L'$. Restricted to $X \times Y$, we can write

$$\nabla = \lambda' \nabla'_1|_{X \times Y} + A$$

where

$$A \in H^0(X \times Y, \Omega^1_X(\log D) \otimes \mathcal{O}_{X \times Y}) \cong H^0(X, \Omega^1_X(\log D)) \otimes \mathcal{O}_Y.$$ 

Now extend $A$ in any way to a section $A' \in H^0(X \times Y', \Omega^1_X(\log D) \otimes \mathcal{O}_{X \times Y'}) \cong H^0(X, \Omega^1_X(\log D)) \otimes \mathcal{O}_{Y'}$ and set

$$\nabla' := \lambda' \nabla'_1 + A'.$$

This provides the required extension. \hfill $\Box$

6.2. Gauge group action. Recall the action of the local meromorphic gauge group $G := \mathbb{Z}^k$ on $M_{\text{Hod}}(X, \log D)$. A vector $g = (g_1, \ldots, g_k)$ sends $(\lambda, L, \mathcal{V})$ to $(\lambda, L(g_1D_1 + \cdots + g_kD_k), \mathcal{V}^a)$ where $\nabla^a$ is the logarithmic $\lambda$-connection on $L(\alpha_1D_1 + \cdots + \alpha_kD_k)$ which coincides with $\nabla$ over $U$, via the isomorphism

$$L(g_1D_1 + \cdots + g_kD_k)|_U \cong L|_U.$$ 

We have (2.2)

$$\text{res}(\nabla^a; D_i) = \text{res}(\nabla; D_i) - \lambda g_i.$$ 

The vector of residues, viewed in the standard framing $\frac{\partial}{\partial \lambda}$ for $T(1, \log)$, provides a morphism

$$R : M_{\text{Hod}}(X, \log D) \to T(1, \log)^k$$

where the $i$-th coordinate of $R(\lambda, L, \mathcal{V})$ is by definition $\text{res}(\nabla; D_i) \cdot \frac{\partial}{\partial \lambda}$.

The morphism $R$ is compatible with the action of $G = \mathbb{Z}^k = \mathbb{Z}(1, \log)^k$, where $g \in \mathbb{Z}^k$ acts on $T(1, \log)^k$ by

$$(v_1, \ldots, v_k) \mapsto (v_1 - g_1\lambda \frac{\partial}{\partial \lambda}, \ldots, v_k - g_1\lambda \frac{\partial}{\partial \lambda}),$$

adding $g$ times our standard generator of $\mathbb{Z}(1, \log)$.

Let

$$M_{\text{Hod}}(X, \log D)_{G_m} := M_{\text{Hod}}(X, \log D) \times_{\mathbb{A}^1} \mathbb{G}_m.$$ 

Then $G$ acts properly discontinuously on $M_{\text{Hod}}(X, \log D)_{G_m}$ because this action lies over the proper discontinuous action on $T(1, \log)^k_{\mathbb{G}_m}$ via the map $R$. In the analytic category, we can form the quotient, and the Riemann-Hilbert correspondence gives an isomorphism

$$M_{\text{Hod}}(X, \log D)_{\mathbb{G}_m}^\text{an} / G \cong \mathbb{G}_m \times M_B(U)$$

where $M_B(U) := \text{Hom}(\pi_1(U), \mathbb{G}_m)$. 
In view of the Riemann-Hilbert correspondence, we define $M_{\text{Hod}}(U)$ to be the stack-theoretical quotient

$$M_{\text{Hod}}(U) := M_{\text{Hod}}(X, \log D)/\mathcal{G},$$

and similarly for the fibers over $\lambda = 0, 1$:

$$M_{\text{Dol}}(U) := M_{\text{Dol}}(X, \log D)/\mathcal{G}, \quad M_{\text{DR}}(U) := M_{\text{DR}}(X, \log D)/\mathcal{G}.$$ Note that $\mathcal{G}$ acts trivially on $M_{\text{Dol}}(X, \log D)$ so the quotient $M_{\text{Dol}}(U)$ is a stack with $\mathcal{G}$ in the general stabilizer group. If we started with a stack version of $M_{\text{Dol}}(X, \log D)$ then the general stabilizer also contains the automorphism group $\mathbb{G}_m$ of a rank one Higgs bundle. In the rank one case, the stabilizer groups are all the same. So the full stabilizer group of any point of $M_{\text{Dol}}(U)$ would be $\mathbb{G}_m \times \mathcal{G}$.

Using these definitions, the RH correspondence again says

$$M_{\text{DH}}(U) = M_{\text{Dol}}(X, \log D)/\mathcal{G} \rightarrow \mathbb{P}^1,$$

whose charts are $M_{\text{Hod}}(U)$ and $M_{\text{Hod}}(\overline{U})$. Note however that these charts don’t have algebraic structures.

We would like to investigate how to lift to a Deligne-Hitchin glueing on the space of logarithmic connections, to get an analytic stack $M_{\text{DH}}(X, \log D)$ which would have nicer geometric properties—its charts would be the Artin algebraic stacks. We would then have a quotient expression

$$M_{\text{DH}}(U) = M_{\text{DH}}(X, \log D)/\mathcal{G} \rightarrow \mathbb{P}^1.$$ One way of looking at this question would be to calculate the fundamental group of $M_{\text{DH}}(U) \rightarrow \mathbb{P}^1$ and see if it has a covering which resolves the stackiness over 0 and $\infty$. Instead, we construct directly the covering.

6.3. The Riemann-Hilbert correspondence and glueing. Our goal in this subsection is to define $M_{\text{DH}}(X, \log D)$ by Deligne glueing of $M_{\text{Hod}}(X, \log D)$ with $M_{\text{Hod}}(\overline{X}, \log D)$.

It will be useful to have a Betti version of $M_{\text{DR}}(X, \log D)$ to intervene in the glueing. Suppose $\rho \in M_{B}(U)$. Recall from §2.4 that for each component $D_i$ of the divisor, we get a well-defined local monodromy element $\rho^\perp(\gamma_{D_i}) \in \mathbb{G}_m^\perp$. Consider the following diagram:

$$M_{B}(U) \rightarrow (\mathbb{G}_m^\perp)^k \exp^k \mathbb{C}^k,$$

where the $k$ copies are for the $k$ components of the divisor $D = D_1 + \ldots + D_k$, the first map sends $\rho$ to its vector of local monodromy transformations, and

$$\exp^\perp : (a_1, \ldots, a_k) \mapsto ((\cos(2\pi a_1), \sin(2\pi a_1)), \ldots, (\cos(2\pi a_k), \sin(2\pi a_k))).$$

Let $M_{B}(X, \log D)$ denote the fiber product. Thus, a point in $M_{B}(X, \log D)$ is an uple $(\rho; a_1, \ldots, a_k)$ where $\rho$ is a representation of rank one over $U$ and $a_i \in \mathbb{C}$ are choices of circular logarithms of the monodromy operators $\rho^\perp(\gamma_{D_i}) \in \mathbb{G}_m^\perp$.

Define an action of the gauge group $\mathcal{G} = \mathbb{Z}^k$ on $M_{B}(X, \log D)$ by

$$g = (g_1, \ldots, g_k) : (\rho; a_1, \ldots, a_k) \mapsto (\rho; a_1 - g_1, \ldots, a_k - g_k).$$

Lemma 6.2. The Riemann-Hilbert correspondence lifts to

$$M_{\text{DR}}(X, \log D) \cong M_{B}(X, \log D).$$
Proof: Given a line bundle with integrable connection \((L, \nabla)\), associate the point
\[
(\rho, \text{res}(\nabla; D_1), \ldots, \text{res}(\nabla; D_k)) \in M_B(U) \times (\mathbb{C}^*)^k = M_B(X, \log D).
\]
This is a morphism of analytical groups with the same dimension, so it suffices to prove that it is injective and surjective. Before doing that, we verify compatibility with the gauge group action. Given \(g = (g_1, \ldots, g_k) \in \mathcal{G}\), notice that the monodromy representation of \((L^g, \nabla^g)\) is the same as \(\rho\). For the circular logarithms, the formula for residues
\[
\text{res}(\nabla^g; D_i) = \text{res}(\nabla; D_i) - g_i
\]
implies the required compatibility with the gauge group action.

For injectivity, suppose \((L, \nabla)\) and \((L', \nabla')\) are two line bundles with connection, with the same monodromy representation and the same residues. There is a unique isomorphism \(\psi: L|_U \cong L'|_U\) compatible with the monodromy representation or equivalently with \(\nabla\) and \(\nabla'\) on \(U\). Then, the poles or zeros of \(\psi\) along a component \(D_i\) are determined by the difference between the residues of \(\nabla\) and \(\nabla'\). The condition that the residues are the same means that \(\psi\) has neither pole nor zero along each component \(D_i\). Thus, \(\psi\) is an isomorphism of bundles over \(X\).

For surjectivity, suppose \((\rho, a_1, \ldots, a_k)\) is a point in \(M_B(X, \log D)\). Choose a line bundle with logarithmic connection \((L, \nabla)\) inducing the monodromy representation \(\rho\) on \(U\). Let \(a_1', \ldots, a_k'\) be the residues of \(\nabla'\) along the \(D_i\). We have \(a_i = a_i' - g_i\) with \(g_i \in \mathbb{Z}\). Now \((L^g, \nabla^g)\) maps to \((\rho, a_1, \ldots, a_k)\).

We have the conjugation isomorphism \(\varphi: U \cong \overline{X} - \overline{D}\). If \(\rho\) is a local system on \(U\) then we obtain \(\varphi_\ast(\rho)\) a local system on \(\overline{X} - \overline{D}\), defined by
\[
\varphi_\ast(\rho)(\eta) := \rho(\varphi^{-1}\eta).
\]
The divisor \(\overline{D}\) breaks up into components \(\overline{D}_1 + \ldots + \overline{D}_k\). Let \(\gamma_{\overline{D}_i} \in \pi_1(\overline{X}, \overline{x})\) denote the local monodromy operator around \(\overline{D}_i\). Then we have
\[
\varphi^{-1}(\gamma_{\overline{D}_i}) = \gamma_{D_i}^{-1}
\]
because \(\varphi\) reverses orientation. Thus,
\[
\varphi_\ast(\rho)\gamma_{\overline{D}_i} = \rho\gamma_{D_i}^{-1}.
\]
Given a logarithm \(a_i\) of \(\rho\gamma_{D_i}\), its negative \(-a_i\) is a logarithm of \(\varphi_\ast(\rho)\gamma_{\overline{D}_i}\). Therefore define the isomorphism
\[
\varphi: M_B(X, \log D) \xrightarrow{\varphi} M_B(\overline{X}, \log \overline{D})
\]
by
\[
\varphi(\rho; a_1, \ldots, a_k) := (\varphi_\ast(\rho); -a_1, \ldots, -a_k).
\]

Using the Riemann-Hilbert correspondence of Lemma 6.2 we can do the Deligne gluing exactly as before to get a moduli space
\[
M_{DH}(X, \log D) \to \mathbb{P}^1.
\]
The gauge group of meromorphic gauge transformations along the divisors \(\mathcal{G} = \mathbb{Z}^k\) acts on \(M_{DH}(X, \log D)\) in the following way. It acts in the canonical way on the first chart \(M_{Hod}(X, \log D)\). On the other hand, a point \((g_1, \ldots, g_k)\) acts by the canonical action of \((-g_1, \ldots, -g_k)\) on the chart \(M_{Hod}(\overline{X}, \log \overline{D})\), because of
the sign change in the definition of \( \varphi \). The global quotient is the Deligne glueing considered previously:

\[
M_{DH}(U) = M_{DH}(X, \log D)/G \to \mathbb{P}^1.
\]

Over \( \mathbb{G}_m \subset \mathbb{P}^1 \) this quotient is isomorphic to \( M_B(U) \times \mathbb{G}_m \) so it has a reasonable structure; however near the fibers over 0 and \( \infty \) the quotient is analytically stacky, with \( G \) contributing to the stabilizer group.

6.4. Exact sequences. Since we are treating the case \( r = 1 \), our moduli spaces are really just abelian cohomology groups, for example:

\[
M_B(U) = H^1(U, \mathbb{G}_m).
\]

This may also be interpreted as a Deligne cohomology group, see [20] [22] for example; we leave to the reader to make the link between our Hodge filtration and the Hodge filtration on Deligne cohomology.

The exponential exact sequence for the gauge group action is

\[
0 \to H^1(U, \mathbb{Z}^+) \to H^1(U, \mathbb{C}) \to M_B(U) \to H^2(U, \mathbb{Z}^+) \to H^2(U, \mathbb{C}).
\]

The exact sequence for the \( G \) action is

\[
0 \to G = \mathbb{Z}^k \to M_B(X, \log D) \to M_B(U) \to 1.
\]

Let \( W_1 H^1(U) = H^1(X, \mathbb{Z}) \) denote the weight 1 piece of the weight filtration. We have an exact sequence

\[
0 \to W_1 H^1(U) = H^1(X, \mathbb{Z}^+) \to H^1(U, \mathbb{Z}^+) \to G = \mathbb{Z}^k = H^2(X, U, \mathbb{Z}^+) \to \cdots
\]

The exponential exact sequence lifts to an exact sequence for the logarithmic space

\[
0 \to W_1 H^1(U, \mathbb{Z}^+) \to H^1(U, \mathbb{C}) \to M_B(X, \log D) \to H^2(X, \mathbb{Z}^+) \to H^2(X, \mathbb{C}).
\]

The image of the connecting map in the first exponential exact sequence, is the torsion subgroup of \( H^2(U) \). A duality calculation relates \( H^1(X, U, \mathbb{Z}^+) \) to the \( H^1(D, \mathbb{Z}^+) \) so this is torsion-free. Hence, any torsion element in \( H^2(U, \mathbb{Z}^+) \) comes from \( H^2(X, \mathbb{Z}^+) \). This fits in with the fact that any element of \( M_B(U) \) admits a Deligne canonical extension to a line bundle with logarithmic connection on \( X \).

These exact sequences all fit together into a diagram

\[
\begin{array}{cccccccc}
0 & \to & H^1(X, \mathbb{Z}^+) & \downarrow & H^1(U, \mathbb{Z}^+) & \downarrow & \mathbb{G} = \mathbb{Z}^k & \cong & H^2(X, U, \mathbb{Z}^+) \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & \to & 0 & \to & 0 & \to & 0 & \to & H^2(X, \mathbb{Z}^+) \\
\end{array}
\]

\[
\begin{array}{cccccccc}
0 & \to & H^1(U, \mathbb{C}) & \downarrow & M_B(X, \log D) & \downarrow & H^2(U, \mathbb{Z}^+) & \downarrow & H^2(U, \mathbb{C}) \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & \to & H^1(U, \mathbb{Z}^+) & \downarrow & M_B(U) & \downarrow & H^2(U, \mathbb{Z}^+) & \downarrow & H^2(U, \mathbb{C}) \\
\end{array}
\]

\[
\mathbb{G} \cong H^2(X, U, \mathbb{Z}^+) \to 0 \to 0 \to H^2(X, U, \mathbb{Z}^+).
\]

*In this discussion, we are ignoring the stabilizer group \( \mathbb{G}_m \) in the stack structure on the moduli spaces.
There are also exact sequences for localization near the singular points. The main one is

\begin{equation}
0 \to M_B(X) \to M_B(X, \log D) \xrightarrow{res} \mathbb{C}^k \to H^2(X, \mathbb{G}_m).
\end{equation}

It fits with the exponential exact sequence to give a diagram

\[
\begin{array}{cccc}
0 & 0 & 0 & 0 \\
\downarrow & \downarrow & \downarrow & \downarrow \\
0 \to H^1(X, \mathbb{Z}^+) & \to H^1(X, \mathbb{Z}^+) & \to \mathbb{Z}^k & \to H^2(X, \mathbb{Z}^+) \\
\downarrow & \downarrow & \downarrow & \downarrow \\
0 \to H^1(X, \mathbb{C}) & \to H^1(U, \mathbb{C}) & \to \mathbb{C}^k & \to H^2(X, \mathbb{C}) \\
\downarrow & \downarrow & \downarrow & \downarrow \\
0 \to M_B(X) & \to M_B(X, \log D) & \to \mathbb{C}^k & \to H^2(X, \mathbb{G}_m) \\
\downarrow & \downarrow & \downarrow & \downarrow \\
0 \to H^2(X, \mathbb{Z}^+) & \to H^2(X, \mathbb{Z}^+) & \to \mathbb{Z}^k & \to H^2(X, \mathbb{G}_m) \\
\end{array}
\]

Dividing by the gauge group gives the diagram

\[
\begin{array}{cccc}
0 & 0 & 0 & 0 \\
\downarrow & \downarrow & \downarrow & \downarrow \\
0 \to H^1(X, \mathbb{Z}^+) & \to H^1(U, \mathbb{Z}^+) & \to \mathbb{Z}^k & \to H^2(X, \mathbb{Z}^+) \\
\downarrow & \downarrow & \downarrow & \downarrow \\
0 \to H^1(X, \mathbb{C}) & \to H^1(U, \mathbb{C}) & \to \mathbb{C}^k & \to H^2(X, \mathbb{C}) \\
\downarrow & \downarrow & \downarrow & \downarrow \\
0 \to M_B(X) & \to M_B(U) & \to (\mathbb{G}_m)^k & \to H^2(X, \mathbb{G}_m) \\
\downarrow & \downarrow & \downarrow & \downarrow \\
0 \to H^2(X, \mathbb{Z}^+) & \to H^2(U, \mathbb{Z}^+) & \to \mathbb{Z}^k & \to H^2(X, \mathbb{G}_m) \\
\end{array}
\]

The connected component of \( M_B(U) \) containing the identity representation, is a quotient:

\[ M_B(U)^o = H^1(U, \mathbb{C})/H^1(U, \mathbb{Z}^+) \].

This identification is valid in the analytic category. The logarithmic space is obtained by dividing out instead by \( W_1H^1(X-D, \mathbb{Z}^+) = H^1(X, \mathbb{Z}^+) \):

\[ M_B(X, \log D)^o = H^1(U, \mathbb{C})/W_1H^1(U, \mathbb{Z}^+) \].

Let \( G^o := \ker (\mathbb{Z}^k \to H^2(X, \mathbb{Z}^+)) \). Then \( G^o \) acts on \( M_B(X, \log D)^o \) with quotient \( M_B(U)^o \). The above diagrams show that this is compatible with the quotient descriptions.

### 6.5. Compatibility with Hodge filtration

The above diagrams can be replaced with the corresponding diagrams of twistor spaces over \( \mathbb{P}^1 \). This raises the question of showing that the maps preserve the twistor structure, another way of saying that they should be compatible with the Hodge filtrations.

Recall that the Hodge filtration and its complex conjugate for \( H^1(U, \mathbb{C}) \) lead to the twistor bundle \( \xi(H^1(U, \mathbb{C}), F, \overline{\mathcal{F}}) \) over \( \mathbb{P}^1 \), see [49]. We can again take the quotient by the action of \( H^1(U, \mathbb{Z}) \) or \( W_1H^1(U, \mathbb{Z}) \). This gives an identification of the Deligne-Hitchin twistor space, at least for the connected component of the identity representation.

**Theorem 6.3.** Denote by a superscript \( (\cdot)^o \) the connected component of the identity representation. We have identifications of analytic spaces over \( \mathbb{P}^1 \),

\[ M_{DH}(X, \log D)^o \cong \xi(H^1(U, \mathbb{C}), F, \overline{\mathcal{F}})/W_1H^1(U, \mathbb{Z}^+) \]
and
\[ M_{\text{DH}}(X, \log D)^\circ / G^\circ \cong \xi(H^1(U, \mathbb{C}), F, \mathcal{T}) / H^1(U, \mathbb{Z}^\perp). \]

Thus, the maps in the above big diagrams are compatible with the twistor structures.

**Proof.** Use a cocycle description of \( H^1(U, \mathbb{C}) \). Suppose we are given an open analytic covering of \( X \) by open sets \( U_i \), and let \( U_{ij} := U_i \cap U_j \) etc. Recall Grothendieck’s theorem
\[ H^1(U, \mathbb{C}) = H^1_\text{Dr}(X, \log D) \rightarrow \Omega^1_X \rightarrow \Omega^2_X (\log D) \rightarrow \ldots. \]

An element here is given by a pair \( \{g_{ij}\}, \{a_i\} \) where
\[ g_{ij} \in \mathcal{O}_X(U_{ij}), \quad a_i \in \Omega^1_X(\log D)(U_i) \]
and these satisfy the cocycle condition \( g_{ij} + g_{jk} + g_{ki} = 0 \), the compatibility condition
\[ d(g_{ij}) = a_j - a_j, \quad d(a_i) = 0. \]
The image of this pair in \( M_{\text{DH}}(X, \log D) \) is \( (L, \nabla) \) where \( L \) is the line bundle whose transition functions are \( e^{g_{ij}} \), and \( \nabla := d + a_i \) over \( U_i \), with \( d \) being the constant connection with respect to the trivialization \( L|_{U_i} \cong \mathcal{O}_{U_i} \). This image is compatible with the exponential map \( H^1(U, \mathbb{C}) \rightarrow M_B(U) \) via the Riemann-Hilbert correspondence.

The Hodge filtration or Rees-bundle \( \xi(H^1(U, \mathbb{C}), F) \rightarrow A^1 \) may also be described as the bundle of triples \( (\lambda, \{g_{ij}\}, \{a_i\}) \) subject to the conditions, analogues of the notion of \( \lambda \)-connection:
\[ g_{ij} + g_{jk} + g_{ki} = 0, \quad \lambda d(g_{ij}) = a_j - a_j, \quad \lambda d(a_i) = 0. \]
Map this triple to \( (\lambda, L, \nabla) \) where \( L \) is again given by transition functions \( e^{g_{ij}} \), and \( \nabla := \lambda d + a_i \) over \( U_i \). This gives a map
\[ \xi(H^1(U, \mathbb{C}), F) \rightarrow M_{\text{Hod}}(X, \log D). \]
It is compatible with the action of \( \mathbb{G}_m \), and is the same as the previous map in the fiber over \( \lambda = 1 \), so it is compatible with the exponential map on Betti cohomology.

Note that the complex conjugate of the Hodge filtration on \( H^1(U, \mathbb{C}) \) is the same as the pullback by \( \varphi : U^{\text{top}} \cong \mathcal{T}^{\text{top}} \), of the Hodge filtration on \( H^1(\mathcal{T}, \mathbb{C}) \). Indeed, \( \varphi \) is antiholomorphic so the pullback by \( \varphi \) of a cohomology class containing at least a certain number of \( dz_i \), is a cohomology class containing at least that many \( d\mathcal{T}_i \).

Using all of these things, our map glues together with the corresponding map for \( U = \mathcal{T} - \mathcal{T} \) to give a map of twistor spaces over \( \mathbb{P}^1 \),
\[ \xi(H^1(U, \mathbb{C}), F, \mathcal{T}) \rightarrow M_{\text{DH}}(X, \log D). \]
This is the required compatibility.

From the cocycle description, we get that the map is surjective to the connected component \( M_{\text{DH}}(X, \log D)^\circ \), even in the fibers over \( \lambda = 0, \infty \). Using smoothness of both sides over \( \mathbb{P}^1 \) and a dimension count, we see that the kernel is discrete and flat over \( \mathbb{P}^1 \). In the general fiber it is \( W_1 H^1(U, \mathbb{Z}) \). The closure of the graph of this subgroup is again a subgroup of the form \( W_1 H^1(U, \mathbb{Z}) \times \mathbb{P}^1 \subset \xi(H^1(U, \mathbb{C}), F, \mathcal{T}) \). Hence the isomorphism
\[ M_{\text{DH}}(X, \log D)^\circ \cong \xi(H^1(U, \mathbb{C}), F, \mathcal{T}) / W_1 H^1(U, \mathbb{Z}). \]
The other one is obtained by dividing out by the gauge group \( G^\circ \). \( \square \)
Problem: Find a similar description for the twistor spaces of other connected components of \( M_D(U) \) corresponding to torsion elements in \( H^2(U, \mathbb{Z}) \). This should be doable using the fact that the points of finite order in \( M_D(U) \) occur in every connected component, as can be seen from the analogue of the exponential exact sequence

\[
0 \to H^1(U, \mathbb{Z}) \to H^1(X_D, \mathbb{Q}) \to H^1(U, \mu_{\infty}) \to H^2(U, \mathbb{Z}) \to H^2(U, \mathbb{Q}).
\]

6.6. Preferred sections. We now describe how a tame harmonic bundle of rank one on \( U = X - D \) gives rise to a section of the fibration (6.3). In this discussion, we use the notion of parabolic structure and in particular Mochizuki’s notion of KMS-spectrum \([38]\). See also Budur \([8]\) for a discussion of the rank one case. In Theorem 6.4, the space of harmonic bundles will be identified with the space of \( \sigma \)-invariant sections of \( M_{DH}(U) \). The latter doesn’t refer to the notion of parabolic structure, but the identification map between them does.

Fix a Kähler metric \( \omega \) on \( X \), which restricts to a Kähler metric on \( U \). Recall that a tame harmonic bundle over \( U \) is a vector bundle \( E \) together with operators \( D' \) and \( D'' \) and a metric \( h \), with respect to which these operators satisfy certain equations \([26]\) \([11]\) \([50]\). Our preferred section will not depend on changes of \( h \) by multiplying by a positive constant. Decompose

\[
(6.5) \quad D'' = \overline{\partial} + \theta, \quad D' = \partial + \overline{\theta}.
\]

Use the notation \( \mathcal{E} = (E, D', D'', h) \) for our harmonic bundle.

Fix \( \lambda \in \mathbb{P}^1 \) and for now we suppose it is in the first standard chart \( \mathbb{A}^1 \) so we think of \( \lambda \in \mathbb{C} \). Then we get a holomorphic structure \( \overline{\partial} + \lambda \partial + \theta \) on the bundle \( E \), and a \( \lambda \)-connection \( \lambda \partial + \theta \). Denote the holomorphic bundle with this holomorphic structure by \( \mathcal{E}^\lambda \) and the \( \lambda \)-connection by \( \nabla^\lambda \) By \([38]\), for any vector \( a = (a_1, \ldots, a_k) \) of real numbers, we get an extension of \( \mathcal{E}^\lambda \) to a holomorphic bundle denoted \( E_a^\lambda \) on \( X \), and \( \nabla^\lambda \) extends to a logarithmic \( \lambda \)-connection on \( E_a^\lambda \).

If we pick \( \lambda_0 \) and any \( i = 1, \ldots, k \), then there is a set of critical values of \( a_i \) called the KMS-spectrum \([38]\). For \( a = (a_1, \ldots, a_k) \) with \( a_i \) not in the KMS-spectrum at \( \lambda_0 \) and \( D_i \), there is a neighborhood \( \lambda_0 \in L \subset \mathbb{P}^1 \) such that for \( \lambda \in L \), the bundles with logarithmic connection \((\mathcal{E}_a^\lambda, \nabla^\lambda)\) vary holomorphically in \( \lambda \). For each divisor component and fixed \( \lambda_0 \), the KMS-spectrum is a \( \mathbb{Z} \)-translation orbit in \( \mathbb{R} \), that is it consists of everything of the form \( a_i + u_i \) for \( u_i \in \mathbb{Z} \). This is special to the rank one case, where there is only one KMS spectrum element in \( \mathbb{R}/\mathbb{Z} \).

The KMS-critical locus at \( \lambda_0 \) is the set of all \( a \) such that some \( a_i \) is in the KMS-spectrum for \( \lambda_0 \) and \( D_i \). This locus is a union of translates of the \( k \) coordinate hyperplanes. The translates included are all of the form \((a_1 + u_1, \ldots, a_k + u_k)\) where \( a_i \) are some elements of the KMS-spectrum, and \( u_i \) are any integers. The KMS-chambers are the connected components of the complement of the KMS-spectrum. Note that \( \mathbb{Z}^k \) acts simply transitively on the set of KMS-chambers for any \( \lambda_0 \). Furthermore, the set of KMS-chambers varies continuously with \( \lambda_0 \): a point which is well in the middle of a chamber for \( \lambda_1 \), will remain in a uniquely determined chamber for \( \lambda_1 \) nearby, or to put it another way the KMS-critical locus varies continuously as a function of \( \lambda \).

In particular, if for any \( \lambda_0 \) we choose a particular KMS-chamber, then by following this around it determines a KMS-chamber for all other \( \lambda \in \mathbb{A}^1 \).

For different values of \( a \) in the same KMS-chamber, the bundles with logarithmic connection \((\mathcal{E}_a^\lambda, \nabla^\lambda)\) are all canonically isomorphic. Hence, the choice of a
KMS-chamber for a given $\lambda_0$ determines a choice of KMS-chamber for all $\lambda \in \mathbb{A}^1$; let $a(\lambda)$ denote a function taking values in this chamber for each $\lambda$. We thus get the collection of bundles with logarithmic connection depending on $\lambda$:

$$\lambda \mapsto (E_{a(\lambda)}, \nabla^\lambda).$$

This is our preferred section of $M_{DH}(X, \log D)$ over $\mathbb{A}^1$. If we choose a different chamber to begin with, then the section is modified by the corresponding element of the local meromorphic gauge group $G = \mathbb{Z}$. The projection to the quotient gives a uniquely defined section of the fibration (6.3), at least over $\mathbb{A}^1$.

This construction patches together with the corresponding construction on the other chart $\mathbb{A}^1$ at $\infty$. See [38, Chapter 11].

The construction we have described here is an isomorphism between harmonic bundles and $\sigma$-invariant sections of the fibration $M_{DH}(X, \log D)/G \to \mathbb{P}^1$.

**Theorem 6.4.** Let $M_{\text{har}}(U)$ denote the group of tame harmonic line bundles on $U$. The map described above goes from here to the space of $\sigma$-invariant sections of $M_{DH}(X, \log D)$ modulo the gauge group action:

$$\mathcal{P} : M_{\text{har}}(U) \to \Gamma(\mathbb{P}^1, M_{DH}(X, \log D))^\sigma/G.$$

This map is an isomorphism.

The map is given by the discussion above. The proof that it is an isomorphism, which requires techniques from the next subsections, will be given in Corollary 6.8 and §6.10 below.

This theorem, which is only in the rank one case, nevertheless suggests that in the correspondence between harmonic bundles and pure twistor $\mathcal{D}$-modules of [39] and [46] the parabolic weight should come out of the structure of twistor $\mathcal{D}$-module, without having to impose an additional parabolic structure on the $\mathcal{D}$-module side. It isn’t clear to me to what extent this statement may already be contained in [39] and [46].

### 6.7. Residues and parabolic structures.

We now get to one of the main observations in this article: that the three dimensional space of $\sigma$-invariant sections of $T(1, \log)$ encodes the data of residues and parabolic weights for a harmonic bundle.

Fix a divisor component $D_i$, and a point $p \in \mathbb{A}^1$. The fiber $T(1, \log)_p$ is identified with $\mathbb{C}$ by the frame $\frac{\partial}{\partial \lambda}$. Hence the residue map can be composed with this identification to give

$$\text{res}_{D_i, p} : M_{\text{Hod}}(X, \log D)_p \to \mathbb{C} \cong T(1, \log)_p.$$ 

It sends a logarithmic $p$-connection $(E, \nabla)$ to $\text{res}(\nabla; D_i)\frac{\partial}{\partial \lambda}(p)$.

The glueing function for residues of logarithmic $\lambda$-connections is $-\lambda^2$, the same as for $T(1, \log) = TP^1$. Therefore, this map glues with the same map on the chart $M_{\text{Hod}}(X, \log D)$ to give a bundle map over $\mathbb{P}^1$,

$$\text{res}_{D_i}^{DH} : M_{DH}(X, \log D) \to T(1, \log).$$

**Lemma 6.5.** The residue map $\text{res}_{D_i}^{DH}$ is compatible with the antipodal involutions on $M_{DH}(X, \log D)$ and $T(1, \log)$, so it gives a map on $\sigma$-invariant sections

$$\Gamma(\mathbb{P}^1, M_{DH}(X, \log D))^\sigma \to \Gamma(\mathbb{P}^1, T(1, \log))^\sigma.$$
Proof. The calculation for $X$ near $D$ is the same as that of §4.3. Comparing with the calculation of §5.3, we see that the residue is compatible with $\sigma$ and it induces a map on $\sigma$-invariant sections. □

Next, consider the projection $pr_i : \mathcal{G} \to \mathbb{Z}(1, \log)$ which sends $(g_1, \ldots, g_k)$ to $g_i$.

Lemma 6.6. The residue map $res^\mathcal{DH}_{D_i}$ is compatible with the action of the local meromorphic gauge group $\mathcal{G}$ via the projection $pr_i$ composed with the morphism $\mathbb{Z}(1, \log) \to T(1, \log)$, so it gives a map on quotients

$$
\Gamma(\mathbb{P}^1, M_{\text{DH}}(X, \log D))^\sigma / \mathcal{G} \to \Gamma(\mathbb{P}^1, T(1, \log))^\sigma / \mathbb{Z}(1, \log).
$$

Proof. At each point $p$, the action of the gauge group is compatible by equation (2.2) with the map $pr_i$ via the standard morphism $\mathbb{Z}(1, \log) \to T(1, \log)_p$ which sends the generator to $-p \frac{\partial}{\partial x}$. This gives the compatibility on global sections. □

For any $p \in A^1 \subset \mathbb{P}^1$, we can compose the map of Lemma 6.5 with the isomorphism $(\varpi_p, \text{res}_p)$ of Proposition 5.3, comprising the parabolic weight function $\varpi_p$ and the residue or evaluation at $p$. This gives a map

$$(\varpi_p, \text{res}_p)_{D_i} : \Gamma(\mathbb{P}^1, M_{\text{DH}}(X, \log D))^\sigma \to \mathbb{R} \times \mathbb{C}.$$  

Dividing by the action of the local meromorphic gauge group corresponds to dividing by the action of $\mathbb{Z}$ on $\mathbb{R} \times \mathbb{C}$ generated by $(\varpi_p, \text{res}_p)(\psi(1,0)) = (1, -p)$. We get a quotient map

$$(\varpi_p, \text{res}_p)_{D_i}^\mathcal{P} : \Gamma(\mathbb{P}^1, M_{\text{DH}}(X, \log D))^\sigma / \mathcal{G} \to \mathbb{R} \times \mathbb{C} / (1, -p) \cdot \mathbb{Z}.$$  

Compose with the preferred-sections map $\mathcal{P}$ of Theorem 6.4. Our main observation is that this encodes the parabolic weight and residue of a harmonic bundle. These were defined for the case of curves, at $\lambda = 0$ and $\lambda = 1$, in [38]. They were defined in higher dimensions and for all $\lambda$ in [38].

Given a parabolic bundle $F = \{F_b\}$ filtered by bundles indexed in the increasing sense by $b \in \mathbb{R}^k$, suppose we have chosen $E$ as one of these bundles. Define the parabolic weight to be the element $b = (b_1, \ldots, b_k)$ with $b_i$ as small as possible so that $E = F_b$. Given a harmonic bundle $\mathcal{E} = (E, D', D''_h) \in \mathcal{M}_{\text{Har}}(U)$, we obtain for any $\lambda$ a parabolic logarithmic $\lambda$-connection $\mathcal{E}^\lambda$ by [38]. Its underlying parabolic bundle has a parabolic weight as defined at the start of this paragraph, and the parabolic $\lambda$-connection on $\mathcal{E}^\lambda$ has a residue along each $D_i$. The parabolic weight of $\mathcal{E}^\lambda$ is determined by the rate of growth of the harmonic metric: if $u$ is a unit section near a point of $D_i$, and if $D_i$ is cut out by the equation $z = 0$, then $|u|_h \sim |z|^{-b_i}$ where $b_i$ is the parabolic weight along $D_i$.

Theorem 6.7. Suppose $D_i$ is a divisor component and $p \in A^1 \subset \mathbb{P}^1$. Suppose $\mathcal{E} = (E, D', D''_h) \in \mathcal{M}_{\text{Har}}(U)$ is a rank one harmonic bundle on $U$. Then

$$(\varpi_p, \text{res}_p)_{D_i}^\mathcal{P}_{\mathcal{E}} \in \mathbb{R} \times \mathbb{C} / (1, -p) \cdot \mathbb{Z}$$

is the parabolic weight and residue of the parabolic logarithmic $\lambda$-connection $\mathcal{E}^\lambda$ at $\lambda = p$.

Proof. Fix an extension of the logarithmic Higgs bundle $(\mathcal{E}^0, \nabla^0)$ to a line bundle over $X$. It then has a harmonic metric $h$. Let $a'$ be the parabolic weight along $D_i$. Let $a'$ be the residue of the Higgs field along $D_i$. Mochizuki defines
functions $p(\lambda, a, \alpha)$ and $\epsilon(\lambda, a, \alpha)$ in [38, §2.1.7], and in Corollary 7.71, [38, §7.3.3] he points out that the rule obeyed by the KMS-spectrum of a harmonic bundle is given by the transformation $(p, \epsilon)$. In the rank one case, the KMS-spectrum has only one element. Hence, the transformation rule [38, Cor. 7.71] means that the parabolic weight and residue of $E^\lambda$ are respectively
\[ p(\lambda, a', \alpha') \quad \text{and} \quad \epsilon(\lambda, a', \alpha'). \]

By inspection, the functions $p, \epsilon$ of [38, §2.1.7] are the same as the parabolic weight functions and residue functions occurring in Proposition 5.3:
\[ (\varpi_p, \text{res}_p)(\psi(a, \alpha)) = (p(p, a, \alpha), \epsilon(p, a, \alpha)). \]

Recall that $\lambda \mapsto (E^\lambda, \nabla^\lambda)$ is exactly our preferred section $\mathcal{P}(E)$ (lifted over the gauge group action). Let $(a, \alpha)$ denote the Higgs coordinates for the residue section, so
\[ \text{res}_{D, \mathcal{P}(E)}(\psi(a, \alpha)) = \psi(a, \alpha) \in \Gamma(\mathbb{P}^1, T(1, \log))^\sigma \cong \mathbb{R} \times \mathbb{C}. \]

The value of this section at the point $\lambda$, which is the residue of the logarithmic $\lambda$-connection $\nabla^\lambda$, is given by the residue function $\text{res}_\lambda(\psi(a, \alpha))$ calculated in §5.5 above. We conclude that for all $\lambda \in \mathbb{A}^1$,
\[ \text{res}_\lambda(\psi(a, \alpha)) = \epsilon(\lambda, a', \alpha'). \]

The identity (6.8) between the functions $\text{res}_\lambda(\psi(a, \alpha))$ and $\epsilon(\lambda, a, \alpha)$, writing them out per §5.5, means that
\[ a - a\lambda - \overline{\alpha} \lambda^2 = a' - a'\lambda - \overline{\alpha} \lambda^2 \]
for all $\lambda \in \mathbb{A}^1$. It follows that $a = a'$ and $\alpha = \alpha'$. This proves the statement of the theorem at $p = \lambda = 0$.

At a general value of $\lambda = p$, the parabolic weight and residue of the harmonic bundle are given as $p(\lambda, a, \alpha)$ and $\epsilon(\lambda, a, \alpha)$ respectively, by Corollary 7.71, [38, §7.3.3]. The identity (6.8) shows that these are the same as $(\varpi_p, \text{res}_p)_{D, \mathcal{P}(E)}(\mathcal{P}(E))$. Modulo the action of the gauge group (which absorbs our initial choice of extension of the bundle), this gives the statement of the theorem. \qed

We now have enough to do half of the isomorphism in Theorem 6.4.

**Corollary 6.8.** The preferred-sections morphism $\mathcal{P}$ in Theorem 6.4 is injective.

**Proof.** Suppose $\mathcal{E}$ and $\mathcal{F}$ are rank one harmonic bundles, such that $\mathcal{P}(\mathcal{E}) \cong \mathcal{P}(\mathcal{F})$. The local parabolic weight and residue data of the harmonic bundles coincide, because these functions factor through $\mathcal{P}$ by Theorem 6.7. The line bundles with connection $(\lambda = 1)$ associated to $\mathcal{E}$ and $\mathcal{F}$ correspond to filtered local systems of rank 1 [48] [38] [24]. The filtration weight of the filtered local system is obtained from the parabolic weight and residues of the line bundles with connection, see the third column of the table in [48, p. 720]. Therefore, the filtration weights of the filtered local systems associated to $\mathcal{E}$ and $\mathcal{F}$ are the same. The fact that $\mathcal{P}(\mathcal{E}) \cong \mathcal{P}(\mathcal{F})$ at $\lambda = 1$ restricted over $\lambda = 1$ means that the associated logarithmic connections are the same up to local meromorphic gauge transformation, hence the associated monodromy representations are the same. Now, in rank one a filtered local system is determined uniquely by its monodromy representation and its filtration weight. A filtered local system corresponds to a unique harmonic bundle. Therefore $\mathcal{E} \cong \mathcal{F}$. \qed
6.8. Comparison with [48]. It is interesting to comment on the particular cases $p = 0$ and $p = 1$. The transformation for going from $p = 0$ to $p = 1$ gives back the transformation between the first two columns of the table on p. 720 of [48], which has remained mysterious to me up until now. The parabolic weights and residues for the different points $\lambda = p$, are different coordinate systems on the same three dimensional space $\Gamma(\mathbb{P}^1, T(1, \log))^\sigma$. Going between two different values of $p$ gives a change of coordinates. In [48] only the values $\lambda = 0$ (Higgs bundles) and $\lambda = 1$ (logarithmic connections) were considered. However there are some changes of notation: we have adopted Mochizuki’s coordinates [38, §6.1.1] at the Higgs point $(a, \alpha)$ for the reader’s convenience. We have also adopted the standard convention that the parabolic structure is indexed by an increasing filtration. In [48], the parabolic structure was given by a decreasing filtration. So, here $a \in \mathbb{R}$ is the parabolic weight of the Higgs bundle in the increasing sense, which corresponds to $-\alpha$ in the notation of [48]. In [48] the sheaf $E_\alpha$ corresponded to sections whose growth was bounded by $|z|^\alpha$ whereas here $E_\alpha$ corresponds to sections whose growth is bounded by $|z|^{-\alpha}$.

And here, $\alpha$ is the residue of the Higgs field, which was denoted by $b + ci$ on p. 720 of [48]. These coordinates coincide with our parabolic weight and residue at $p = 0$. The parabolic weight and residue at $p = 1$ are given by the formulae (5.6) (5.3)

$$\omega_1(a, \alpha) = a + \alpha + \bar{\alpha}, \quad \text{res}_1(a, \alpha) = \alpha - \bar{\alpha} - a.$$ 

In terms of the notation $(\alpha, b, c)$ of [48]—where $\alpha$ has a different meaning from the rest of the present paper, and where $i \in \mathbb{C}$ is chosen—we get

$$\omega_1 = -\alpha + 2b, \quad \text{res}_1 = \alpha + 2ic.$$ 

These are the values in the second column of the table on page 720 of [48], taking into account that the “jump” there is $-\omega_1$.

The conclusion is that the three-dimensional space, and the coordinate transformation in the table of [48], come from the fact that the twistor bundle of residues is $T(1, \log) \cong \mathcal{O}_{\mathbb{P}^1}(2)$, in other words the local monodromy around singular divisors is in a weight-two twistor bundle.

6.9. The weight filtration. Because we look at line bundles, the moduli spaces form groups under tensor product. For $M_{\text{DH}}$ we get a group structure relative to $\mathbb{P}^1$. Define the weight filtration:

$$W_1M_{\text{DH}}(X, \log D) := M_{\text{DH}}(X)^\sigma, \quad W_2M_{\text{DH}}(X, \log D) := M_{\text{DH}}(X, \log D).$$

In our arguments below, it has seemed most natural to use only the connected component of the identity representation in the weight 1 piece.

Define the second graded piece as the quotient using the group structure

$$\text{Gr}_2^W(M_{\text{DH}}(X, \log D)) := W_2/W_1 = \frac{M_{\text{DH}}(X, \log D)}{M_{\text{DH}}(X)}.$$ 

Using only the connected component $M_{\text{DH}}(X)^\sigma$ for $W_1$, leads to a nontrivial finite group as $\text{Gr}_2^W$ even in the compact case $D = \emptyset$.

There is a version modulo the gauge group:

$$\text{Gr}_2^W(M_{\text{DH}}(U)) = \frac{M_{\text{DH}}(U)}{M_{\text{DH}}(X)^\sigma} = \frac{\text{Gr}_2^W(M_{\text{DH}}(X, \log D))}{G}.$$
In the second equality the quotient is taken in a stacky sense over \( \lambda = 0, \infty \). The inclusion \( M_{DH}(X) \circ \subset M_{DH}(U) \) is strict, injective on each fiber over \( \lambda \in \mathbb{P}^1 \). There is also an induced weight filtration on the connected component given by

\[ W_1 M_{DH}(X, \log D) : = M_{DH}(X) \circ. \]

**Lemma 6.9.** The exponential map giving an isomorphism in Theorem 6.3 is strictly compatible with the weight filtrations for connected components on both sides, in other words it sends the usual weight filtration on \( H^1(U, \mathbb{C}) \) to the weight filtration on \( M_{DH}(X, \log D) \).

**Proof.** The exact diagrams in §6.4 extend to exact diagrams of bundles over \( \mathbb{P}^1 \), with the Tate twistor structure \( T(1, \log) \) inserted in place of \( \mathbb{C} \) at appropriate places. The exponential map is one of the middle vertical maps in the exact squares. The weight foliation is the kernel foliation of the map \( R \), and the weight filtration on abelian cohomology is the kernel of the corresponding map \( H^1(U, \mathbb{C}) \rightarrow \mathbb{C}^k \). Exactness then implies that the exponential isomorphism is compatible with weight filtrations.

The goal of this subsection is to identify \( Gr^W_2 M_{DH}(X, \log D) \) and show that it has “weight 2”.

Write \( NS(X) \) for the Neron-Severi group of divisors modulo algebraic equivalence, which is contained in \( H^2(X, \mathbb{Z}) \). Let \( NS(X, D) \subset NS(X) \) be the subgroup generated by divisor components \( D_i \) of \( D \). Let \( NS(X, D)^{\text{sat}} \) be the saturation of this subgroup, in other words the subgroup of all elements \( A \in NS(X) \) such that some multiple \( mA \) is in \( NS(X, D) \). This may be seen as the kernel in the sequence

\[ 0 \rightarrow NS(X, D)^{\text{sat}} \rightarrow H^2(X, \mathbb{Z}) \rightarrow \frac{H^{1,1}(X, \mathbb{C})}{\mathbb{C} \cdot [D_1] + \mathbb{C} \cdot [D_k]} \]

and it includes the subgroup of torsion \( NS(X)^{\text{tors}} \). For example if \( D = 0 \) then \( NS(X, D)^{\text{sat}} = NS(X)^{\text{tors}} \). We close this paragraph by noting that \( NS(X, D)^{\text{sat}} \) is the preimage of \( NS(U)^{\text{tors}} \) under the restriction map \( NS(X) \rightarrow NS(U) \), and

\[ \frac{NS(X, D)^{\text{sat}}}{NS(X, D)} = NS(U)^{\text{tors}}. \tag{6.9} \]

Putting together the residue maps at divisor components \( D_1, \ldots, D_k \), we get a map

\[ R : M_{DH}(X, \log D) \rightarrow T(1, \log)^k. \]

The condition (6.1) on \( c_1(L) \) for a point \( (L, \nabla) \in M_{DH}(X, \log D) \) is equivalent to saying that \( c_1(L) \in NS(X, D)^{\text{sat}} \). These give a map

\[ (c_1, R) : M_{DH}(X, \log D) \rightarrow NS(X, D)^{\text{sat}} \times T(1, \log)^k. \]

Consider the map defined using the divisor components

\[ \Sigma : \mathbb{C}^k \rightarrow H^{1,1}(X, \mathbb{C}), \quad (a_1, \ldots, a_k) \mapsto \sum a_i [D_i]. \]

The cohomology \( H^2(X, \mathbb{C}) \) has a pure weight two Hodge structure, whose twistor bundle is semistable of slope 2. The twistor bundle \( \xi(H^2(X, \mathbb{C}), F, \overline{T}) \) has a natural subbundle corresponding to \( H^{1,1} \), and since that space is pure of Hodge type \((1,1)\) we have a natural isomorphism

\[ \xi(H^{1,1}(X, \mathbb{C}), F, \overline{T}) \cong H^{1,1}(X, \mathbb{C}) \otimes T(1, \log). \]
With respect to these constructions, the map $\Sigma$ extends over $\mathbb{P}^1$ to give a map

$$
\Sigma_{DH} : T(1, \log)^k \to H^{1,1}(X, \mathbb{C}) \otimes T(1, \log).
$$

There is a natural morphism of groups over $\mathbb{P}^1$,

$$
\Lambda_{DH} : NS(X) \times \mathbb{P}^1 \to H^{1,1}(X, \mathbb{C}) \otimes T(1, \log) \cong \xi(H^{1,1}X, \mathbb{C}), F, F^c
$$

which sends an element of $NS(X)$ to a section which has a simple pole at 0 and another simple pole at $\infty$. In terms of the usual trivialization of $T(1, \log)$ over $\mathbb{A}^1$, this corresponds to multiplying by $\lambda$ the usual map from $NS(X)$ to $H^{1,1}(X, \mathbb{C})$. Restrict it to the subgroup $NS(X,D)^{\text{sat}}$. Adding to $\Sigma_{DH}$ gives a morphism

$$
\Lambda_{DH} + \Sigma_{DH} : NS(X,D)^{\text{sat}} \times T(1, \log)^k \to H^{1,1}(X, \mathbb{C}) \otimes T(1, \log).
$$

The Chern classes and residues of logarithmic $\lambda$-connections on line bundles $(L, \nabla)$ satisfy the condition (6.2), which in terms of the present notation says that the composed map $(\Lambda_{DH} + \Sigma_{DH}) \circ (C_1, R)$ is zero.

The following exact sequence is an analogue of the basic exact sequence (6.4) and following diagram in §6.4.

**Proposition 6.10.** The weight filtrations for $M_{DH}(X, \log D)$ and $M_{DH}(U)$ with group structure given by tensor product, fit into a strict exact sequence of analytic groups over $\mathbb{P}^1$

$$
(6.10) \quad 1 \to M_{DH}(X)^{\circ} \to M_{DH}(X, \log D) \xrightarrow{(C_1, R)} NS(X, D)^{\text{sat}} \times T(1, \log)^k \to \cdots \to H^{1,1}(X, \mathbb{C}) \otimes T(1, \log).
$$

**Proof.** It suffices to prove this in the fiber over a fixed $\lambda$, and we may assume $\lambda \in \mathbb{A}^1$. Injectivity on the left is easy and was mentioned previously: given $(L, \nabla)$ and $(L', \nabla')$ on $X$, an isomorphism of logarithmic $\lambda$-connections on $(X, D)$ between them is also an isomorphism of $\lambda$-connections on $X$.

For exactness at $M_{DH}(X, \log D)$, suppose $(L, \nabla)$ is a logarithmic $\lambda$-connection such that $C_1(L) = 0$ and $R(\nabla) = 0$, that is $\text{res}_{D_i}(\nabla) = 0$ for each component $D_i$. Then $\nabla$ is a connection over $X$ and even if $\lambda = 0$, the condition $C_1 = 0$ insures inclusion in $M_{DH}(X)$. The fact that $C_1 = 0$ in the Neron-Severi group means that $L$ is algebraically equivalent to 0. From the structure of the Picard group this implies that $L$ is in the connected component of the trivial bundle and $M_{DH}(X, \lambda) \to \text{Pic}(X)$ is smooth, so $(L, \nabla)$ is in the connected component $M_{DH}(X)^{\circ}$.

We prove exactness at $T(1, \log)^k \times NS(X, D)^{\text{sat}}$. Use the standard frame for $T(1, \log)$. A point in $\ker(\Lambda_{DH} + \Sigma_{DH})$ is $\zeta \in NS(X, D)^{\text{sat}}$ together with a k-uple $(a_1, \ldots, a_k) \in \mathbb{C}^k$ such that

$$
\lambda \zeta + \sum a_i [D_i] = 0 \quad \text{in} \quad H^{1,1}(X, \mathbb{C}).
$$

Choose a line bundle $L$ such that $C_1(L) = \zeta$. The elements of $NS(X, D)^{\text{sat}}$ restrict to torsion elements on $U$ by (6.9). Line bundles whose Chern class are torsion, have flat regular singular connections, which in the rank 1 case are automatically logarithmic. Thus we can choose an initial $\lambda$-connection $\nabla'$ on $L$ logarithmic with respect to $(X, D)$. Let $a_i'$ denote the residues of $\nabla'$ along $D_i$. Then

$$
\sum (a_i - a_i') [D_i] = 0 \quad \text{in} \quad H^{1,1}(X, \mathbb{C}).
$$
Hence there is a logarithmic one-form $\beta$ on $(X, D)$ having residues $a_i - a'_i$ along $D_i$.
Now $\nabla = \nabla' + \beta$ is a logarithmic $\lambda$-connection with $(c_1, R)(L, \nabla) = (\zeta, (a_1, \ldots, a_k))$.

\begin{proof}
\end{proof}

\begin{corollary}
The exact sequence (6.10) identifies the graded piece of the weight filtration as
\begin{align*}
Gr^W_2 \text{MDH}(X, \log D) &= \\
\ker \left( NS(X, D)^{\text{sat}} \times T(1, \log)^k A_{\text{DH}} + \Sigma_{\text{DH}} H^{1,1}(X, \mathbb{C}) \otimes T(1, \log) \right).
\end{align*}

We can now describe the weight two phenomenon in the title of the paper:

\begin{lemma}
There is a $b$ such that
\begin{align*}
\ker \left( T(1, \log)^k \to H^{1,1}(X, \mathbb{C}) \otimes T(1, \log) \right) &\cong T(1, \log)^b.
\end{align*}
There is an exact sequence
\begin{align*}
0 \to T(1, \log)^b \to Gr^W_2 \text{MDH}(X, \log D) \to NS(X, D)^{\text{sat}} \to 0.
\end{align*}
On the connected component of the identity representation
\begin{align*}
T(1, \log)^b &\cong Gr^W_2 \text{MDH}(X, \log D)^\sigma.
\end{align*}
Modulo the gauge group we have
\begin{align*}
0 \to \mathbb{Z}_m(1)^b \to Gr^W_2 \text{MDH}(U) \to NS(U)^{\text{tors}} \to 0.
\end{align*}

\begin{proof}
A map between pure twistor structures of weight 2 has a kernel which is again a pure twistor structure of weight 2. Hence, there is a $b$ as in the first claim. The first exact sequence comes from Proposition 6.10 and the fact that every element of $NS(X, D)^{\text{sat}}$ goes into $H^{1,1}(X, \mathbb{C})$ to something which comes from $\mathbb{C}^k$. For the second exact sequence, note that
\begin{align*}
Gr^W_2 (\text{MDH}(X, \log D)^\sigma) = (Gr^W_2 \text{MDH}(X, \log D)^\sigma)
\end{align*}
because $W_1 \text{MDH}(X, \log D)^\sigma = \text{MDH}(X, \log D)$.

For the last exact sequence, divide out by the gauge group $\mathcal{G} = \mathbb{Z}^k$, which means dividing the first exact sequence by the exact sequence
\begin{align*}
0 \to \mathbb{Z}^b \to \mathbb{Z}^k \to NS(X, D) \to 0.
\end{align*}
Equation (6.9) identifies the quotient of $NS(X, D)^{\text{sat}}$ by $NS(X, D)$ with $NS(U)^{\text{tors}}$.
\end{proof}

The weight equivalence relation induces an equivalence relation on sections: two sections are equivalent if and only if their values are equivalent over each $\lambda \in \mathbb{P}^1$. For this discussion, we work modulo the gauge group with $\text{MDH}(U)$.

\begin{lemma}
There is a finite abelian group $K$ and an exact sequence
\begin{align*}
0 \to \Gamma(\mathbb{P}^1, T(1, \log)^b)^\sigma \to Gr^W_2 \Gamma(\mathbb{P}^1, \text{MDH}(U))^\sigma \to K \to 0.
\end{align*}
For any $p \in \mathbb{A}^1$ the parabolic weight and residue give an exact sequence
\begin{align*}
0 \to \left( \mathbb{R} \times \mathbb{C} \right)/\left\{ 1, -p \right\}^b \to Gr^W_2 \Gamma(\mathbb{P}^1, \text{MDH}(U))^\sigma \to K \to 0.
\end{align*}

\begin{proof}
\end{proof}

The second exact sequence comes from the first via Proposition 5.3. The map
\[ Gr_2^W \Gamma(\mathbb{P}^1, M_{DH}(U)) \rightarrow \Gamma(\mathbb{P}^1, Gr_2^W M_{DH}(U)) \]
is injective. Suppose we have a \( \sigma \)-invariant section of \( Gr_2^W M_{DH}(U) \). The obstruction to lifting it to a section in \( Gr_2^W \Gamma(\mathbb{P}^1, M_{DH}(U)) \) lies in \( H^1(\mathbb{P}^1, M_{DH}(X)^\sigma) \). In view of the exact sequence used in Lemma 3.3, we have \( H^1(\mathbb{P}^1, M_{DH}(X)^\sigma) = H^2(\mathbb{P}^1, A) \) which is discrete. Therefore, on the connected component of the space of sections, the map (6.11) is surjective. There is a finite subgroup \( K \subset NS(U)^{tors} \) representing the components in the image of (6.11). In fact \( A = H^1(X, \mathbb{Z}) \) and there is an exact sequence of the form
\[ 0 \rightarrow \Gamma(\mathbb{P}^1, T(1, \log)^b)^\sigma \rightarrow Gr_2^W \Gamma(\mathbb{P}^1, M_{DH}(U))^\sigma \rightarrow NS(U)^{tors} \rightarrow H^2(\mathbb{P}^1, H^1(X, \mathbb{Z})) \]
I don’t know whether there are any examples where the last connecting map is nonzero.

6.10. Proof of Theorem 6.4. Injectivity is proven in Corollary 6.8.

Suppose we are given a \( \sigma \)-invariant section in the target of the map \( P \). Lift it over the quotient of the action of the gauge group \( G \), to get a section
\[ \epsilon \in \Gamma(\mathbb{P}^1, M_{DH}(X, \log D))^\sigma. \]

We would like to construct a harmonic bundle mapping to \( \epsilon \). For this, we will use the correspondence \([48, 38, 39]\) between harmonic bundles and parabolic logarithmic \( \lambda \)-connections for some fixed \( \lambda \in \mathbb{A}^1 \). It would be sufficient to use the Higgs case \( \lambda = 0 \) or the de Rham case \( \lambda = 1 \) but it is interesting to treat a general \( \lambda \).

The value \( \epsilon(\lambda) \) corresponds to a logarithmic \( \lambda \)-connection \((E, \nabla)\), with residue \( \text{res}_{\lambda, D_i}(\epsilon) \) along each \( D_i \). On the other hand, consider the parabolic weight parameter
\[ b_\lambda := \varpi_{\lambda, D_i}(\epsilon) \in \mathbb{R}. \]

Put a parabolic structure onto \((E, \nabla)\) using these weights. This gives a parabolic logarithmic \( \lambda \)-connection \((E(\sum b_\lambda D_i), \nabla)\).

We claim that \( c_1(E(\sum b_\lambda D_i)) = 0 \). To see this, look at the exact sequence of Proposition 6.10. Take spaces of \( \sigma \)-invariant sections, and use the identification of Proposition 5.3 at our fixed \( \lambda \). In these terms, \( \epsilon \) maps to an element of
\[ \ker \left( NS(X, D)^{sat} \times (\mathbb{R} \times \mathbb{C})^k \rightarrow H^{1,1}(X, \mathbb{R}) \otimes_{\mathbb{R}} (\mathbb{R} \times \mathbb{C}) \right). \]
The coefficient in \( NS(X, D)^{sat} \) is \( \zeta = c_1(E) \), whereas the coefficient in \( \mathbb{R}^k \) is \((b_1, \ldots, b_k)\). The image in the first factor \( H^{1,1}(X, \mathbb{R}) \otimes_{\mathbb{R}} \mathbb{R} \) is
\[ \varpi_\lambda(\Lambda_{DH}(\zeta) + \Sigma_{DH}(b_1, \ldots, b_k)). \]
Notice that \( \varpi_\lambda \circ \Lambda_{DH} \) is equal to the usual map \( NS(X, D)^{sat} \rightarrow H^{1,1}(X, \mathbb{R}) \). This is because of the normalization condition that \( \varpi_\lambda(1, 0) = 1 \) used in §5.8. Similarly,
\[ \varpi_\lambda \Sigma_{DH}(b_1, \ldots, b_k) = b_1[D_1] + \ldots + b_k[D_k] \in H^{1,1}(X, \mathbb{R}). \]
We conclude that
\[ c_1(E(\sum b_\lambda D_i)) = c_1(E) + b_1[D_1] + \ldots + b_k[D_k] = 0 \]
as claimed.

Then the harmonic theory for parabolic logarithmic connections \([18, 11, 17, 48, 39, 8]\) provides a rank 1 tame harmonic bundle \( E \) over \( U \), whose associated

\[ \text{PROOF.} \]
parabolic \( \lambda \)-connection is \( (E(\sum b_i D_i), \nabla) \). By Theorem 6.7, the parabolic weight of \( \mathcal{E} \) is the same as the parabolic weight of the harmonic bundle, that is

\[
\varpi_{1,D_i}(\mathcal{P}(\mathcal{E})) = b_i.
\]

This coincides with the parabolic weight of \( \epsilon \). Furthermore, by construction the values of \( \mathcal{P}(\mathcal{E}) \) and \( \epsilon \) at \( p = 1 \) are the same, both equal to \( (E, \nabla) \). We conclude that \( \mathcal{P}(\mathcal{E}) = \epsilon \), which concludes the proof of Theorem 6.4, by the following lemma.

**Lemma 6.14.** Suppose \( p \in \mathbb{P}^1 \), and suppose \( \xi, \epsilon \) are two \( \sigma \)-invariant sections of \( M_{DH}(X, \log D) \). Suppose that for each \( D_i \), the parabolic weights agree \( \varpi_{p,D_i}(\xi) = \varpi_{p,D_i}(\epsilon) \). Suppose furthermore that \( \xi(p) = \epsilon(p) \). Then \( \xi = \epsilon \).

**Proof.** The weight filtration exact sequence (6.10) gives an exact sequence on spaces of \( \sigma \)-invariant sections. Then, identify the space of sections of \( T(1, \log)^{k} \) with \( (R \times \mathbb{C})^{k} \) using \( (\varpi_p, \text{resp}_p) \) as in Proposition 5.3. If \( \xi(p) = \epsilon(p) \) then their residues at \( p \) agree. By hypothesis the parabolic weight coordinates agree. Therefore, \( \xi \) and \( \epsilon \) go into the same section of \( T(1, \log)^{k} \).

They go to the same section of the discrete group \( NS(X, D)^{\text{sat}} \), because the values at \( p \) are the same by hypothesis. By Lemma 6.12, \( \xi \) and \( \epsilon \) go to the same section of \( G^{W}_{\mathbb{C}}M_{DH}(X, \log D) \).

Therefore the difference \( \xi \otimes \epsilon^{-1} \) comes from a \( \sigma \)-invariant section of \( M_{DH}(X) \). As was noted in Lemma 3.3, the weight 1 property of \( M_{DH}(X) \) says that the space of \( \sigma \)-invariant sections here maps isomorphically to any fiber. The condition \( \xi(p) = \epsilon(p) \) thus implies that \( \xi \otimes \epsilon^{-1} \) is trivial.

\[ \square \]

### 7. Strictness consequences

One of the most useful things about weights in Hodge theory is that they lead to a notion of strictness. Here we formulate a conjecture which would be the corresponding strictness property coming from the weight two piece of the nonabelian \( H^1 \). Since it is just a conjecture, we consider representations of any rank.

Suppose \( (X, D) \) and \( (Y, E) \) are smooth projective varieties with simple normal crossings divisors, such that \( D \) has \( k \) components and \( E \) has \( m \) components. Suppose \( \mathcal{F} \) is some natural construction from local systems on \( U := X - D \) to local systems on \( V := Y - E \). This could include any combination of pullbacks, higher direct images, tensor products, duals, etc. For the present purposes, denote by \( M_B(U) \) and \( M_B(V) \) the full unions of spaces of representations of all ranks. There will be a stratification of \( M_B(U) \) into locally closed subsets such that \( \mathcal{F} \) is algebraic on each stratum. Assume that this stratification is maximal, that is \( M_B(U)_\alpha \) is the full subset of representations \( \rho \) on \( U \) of a given rank, such that the image \( \mathcal{F}(\rho) \) has a given rank on \( V \).

In the higher rank case, the eigenvalues of the local monodromy transformations may be considered all at once, with their multiplicities, as divisors on \( \mathbb{G}_m^\perp \). The group of such divisors is denoted \( \text{Div}(\mathbb{G}_m^\perp) \), and for a divisor \( D \) decomposing into \( k \) irreducible components, the full collection of residual data is a point in \( \text{Div}(\mathbb{G}_m^\perp)^k \).

**Conjecture 7.1.** Let \( M_B(U)_\alpha \) be a stratum on which \( \mathcal{F} = \mathcal{F}_\alpha \) is defined as an algebraic map into \( M_B(V) \).

1. There should be a diagram expressing the effect of the construction \( \mathcal{F}_\alpha \) on
residues:  
\[ M_B(U)_\alpha \rightarrow \text{Div}(\mathbb{G}_m^+)^k \]
\[ \downarrow \hspace{1cm} \downarrow \]
\[ M_B(V)_\alpha \rightarrow \text{Div}(\mathbb{G}_m^+)^m. \]

(2) The following strictness property holds: suppose \( \rho_1, \rho_2 \in M_B(U)_\alpha \) are two semisimple representations such that \( \mathcal{F}_\alpha(\rho_1) \) and \( \mathcal{F}_\alpha(\rho_2) \) have the same residues in \( \text{Div}(\mathbb{G}_m^+)^m \). Then there exists a semisimple representation \( \rho_3 \in M_B(U)_\alpha \) such that \( \rho_3 \) has the same residues as \( \rho_1 \) in \( \text{Div}(\mathbb{G}_m^+)^k \), but \( \mathcal{F}(\rho_3) \cong \mathcal{F}(\rho_2) \).

To phrase it differently, this conjecture says that any variation of the image representation \( \mathcal{F}(\rho) \), within a locus of representations on \( V \) all having the same residues, obtained by possibly varying the residues of \( \rho \), can equally well be obtained while keeping the residues of \( \rho \) fixed.

It would be the analogue of the same statement in abelian Hodge theory for the diagram

\[ \begin{array}{ccc}
H^1(U) & \rightarrow & Gr^W_2(H^1(U)) \\
\downarrow & & \downarrow \\
H^1(V) & \rightarrow & Gr^W_2(H^1(V))
\end{array} \]

In the abelian case, pretty much the only possibility for the construction \( \mathcal{F} \) is pullback for a map \( V \to U \). The strictness statement says that if \( a_1, a_2 \) are classes in \( H^1(U) \) whose pullbacks to \( V \) have the same residues along \( D \), then there is a class \( a_3 \) with the same residues as \( a_2 \), whose pullback coincides with the pullback of \( a_2 \).

Our observation of the weight two phenomenon in the case of rank one local systems should provide a proof of this conjecture for the rank one case. We don’t discuss that here: it would go beyond the scope of the paper.

One can also expect an infinitesimal formulation of the strictness property, which might be easier to prove. It would be the same statement, in the case where \( \rho_1 \) and \( \rho_2 \) are infinitesimally close, and we would look for \( \rho_3 \) also infinitesimally close. This should be a consequence of having a mixed Hodge structure on the local deformation theory [7] [21] [44] [45], plus a compatibility of the construction \( \mathcal{F} \) with this mixed Hodge structure. Again, this goes out of the scope of the present discussion.

One should also be able to formulate a similar conjecture for harmonic bundles with the parabolic residual data characterized by points in \( \text{Div}(\mathbb{R} \times \mathbb{C})^k \).

We have been vague about what happens in the case of non-semisimple residues: is there a way to take into account the unipotent piece of the residue in the strictness statement? It doesn’t seem completely clear what is the right thing to say.
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