We introduce the Probabilistic Generative Adversarial Network (PGAN), a new GAN variant based on a new kind of objective function. The central idea is to integrate a probabilistic model (a Gaussian Mixture Model, in our case) into the GAN framework which supports a new kind of loss function (based on likelihood rather than classification loss), and at the same time gives a meaningful measure of the quality of the outputs generated by the network. Experiments with MNIST show that the model learns to generate realistic images, and at the same time computes likelihoods that are correlated with the quality of the generated images. We show that PGAN is better able to cope with instability problems that are usually observed in the GAN training procedure. We investigate this from three aspects: the probability landscape of the discriminator, gradients of the generator, and the perfect discriminator problem.

1 Introduction

Generative Adversarial Networks (GANs) [Goodfellow et al., 2014] are considered by many one of the greatest advances in deep learning domain during recent years. GANs are able to learn the Probability Density Function (PDF) underlying a set of real images and, based on this, can learn to generate realistic and sharp new images. Many different variations on GANs have already been proposed, but some issues still remained unsolved.

One of the main issues in GANs is the lack of a meaningful measure for quantifying the quality of a GAN’s output. On the one hand this issue makes the training of GANs more complicated and prevents us from detecting a possible training degradation. On the other hand, it makes the comparison of different GANs and different architectures very difficult and also dependent on an intuitive visual assessment of the generated images. This is in contrast to, e.g., Variational Auto-Encoders (VAEs), where the quality of a model can be assessed by the likelihood of the model. However, VAEs are known to be unable to generate sharp images, and the images generated with VAEs tend to be blurry because of the injected noise and the imperfect reconstruction.

Another known issue with GANs is the instable training where either the discriminator or the generator may take over the other and the model cannot recover from that. This issue has been well investigated in [Arjovsky and Bottou, 2017], where tools are provided to investigate the sources of this unstable training behaviour.

In this paper, we introduce a new member of the GAN family, the Probabilistic GAN (PGAN). By integrating a Gaussian Mixture Model (GMM) in the discriminator, we introduce a GMM likelihood loss function (rather than a loss based on classification error) for optimizing the generator and discriminator in the GAN minimax game. The advantages of this are (a) having a probabilistic loss in...
terms of a Gaussian likelihood which is strongly correlated with the quality of the generated images; (b) higher training stability due to not relying on the fake images in the discriminator and only focusing on the distribution of the real images; and (c) having an OnOff mechanism for the gradients of the generator and discriminator when the generator does not improve; this way, the gradients received in the generator are more suitable for the GAN training updates. We will demonstrate these advantages by providing empirical results, showing that likelihood and the generated images correlate, that the network learns a probability landscape over feature space that makes it more robust against mode dropping, and that, when the generator is fixed and the discriminator ‘takes over’, the gradients in the generator become small, and when the generator is updating once again, the gradient norm returns to its normal scale (cf. [Arjovsky and Bottou, 2017]).

2 Related Work

GANs have advanced the state of the art in deep generative models by enabling a better PDF estimation via neural networks, which can be used, e.g., for image generation. While they exhibit a surprising ability to generate sharp and realistic images – in contrast to the blurry images generated via other techniques such as VAEs –, they are known to be difficult to train.

Since the advent of the original GAN, many variations have been proposed to make training easier. The Least Squares GAN (LSGAN) [Mao et al., 2016] reformulates the original loss function into a quadratic least squares form which drastically increases training robustness. The Energy-Based GAN (EBGAN) [Zhao et al., 2016] uses a reconstruction loss as an energy function that assigns low energies to the regions near the data manifold and higher energies to others. The recently introduced Wasserstein GAN (WGAN) [Arjovsky et al., 2017] use the Wasserstein distance (also known as Earth Mover’s Distance) to provide a meaningful distance measure which correlates with the quality of the generated images. Arjovsky and Bottou [2017] investigate the sources of instability in GAN training, and introduce new tools to spot the sources of instability and saturation in training GANs.

Similar to WGAN, our PGAN provides a meaningful loss function; in our case, this is a Gaussian likelihood relative to generated images. For more robust training, we build this likelihood into the loss function of the generator and the discriminator, in a least squares form similar to LSGAN. To demonstrate the behavior of PGAN during training, we use the tools introduced in [Arjovsky and Bottou [2017]], analyzing the gradients of the generator and the discriminator during training. In addition, we set up an experiment to investigate the ability of PGAN to recover from an instable training mode when we prevent one of the players (generator/discriminator) from adapting and let the other take over. In these experiments, we then investigate the gradient statistics to obtain a deeper understanding of the robustness of PGAN in critical training situations.

3 GANs with Gaussian Density Approximation

In this section, we explain the main idea in PGAN and describe the training procedure of our discriminator. As can be seen in Figure 1, PGAN consists of a generator $G$ and a discriminator $D$. The generator $D$ itself consists of two parts: 1) an encoder and 2) a Gaussian Mixture Model (GMM). The encoder encodes images into a bottleneck embedding space. For an input image $x_i$, the encoder creates a bottleneck embedding $b_i$ which is simply the activations of the bottleneck layer for an input image. A GMM is then fit to the bottleneck embeddings of the real images, to give an estimation of the probability distribution over real images (in bottleneck embedding space). When a discrimination between real and fake images is needed, the encoder first encodes the input $x_i$ into $b_i$. With the parameters of the GMM estimated, a Gaussian likelihood is calculated for the incoming embedding. This likelihood will be interpreted as the probability of $b_i$ being an embedding of a real image, given the current model.

Our generator $G$ is a regular neural network, decoding a random variable $z$ from a Gaussian random distribution into an image.

3.1 The GAN Objective

In GANs, the general scenario is that a discriminator $D$ trying to distinguish between real and generated (fake) images competes with a generator $G$ that tries to fool the discriminator $D$ by
Figure 1: Block diagram of PGAN. Discriminator $D$ consists of an encoder and a GMM. The discriminator is trained in two steps: first, the GMM parameters are estimated from the encodings of the real images. Second, the encoder updates such that the likelihoods of encoded fake images ($b_f$) are close to zero and likelihoods of encoded real images ($b_r$) are close to 1. Intuitively, the encoder wants to push the $b_f$s to the side of the Gaussian bell, while keeping the $b_r$s close to the center.

Generating realistic images. The loss of the discriminator $D$ in the original GAN [Goodfellow et al., 2014] is defined as:

$$L_D = \mathbb{E}_{x \sim P_{\text{real}}} [\log D(x)] + \mathbb{E}_{z \sim P_{\text{fake}}} [\log(1 - D(G(z)))]$$

(1)

(where it is assumed that for a given input image (vector) $x$, the discriminator $D$ outputs a number—the estimated probability of the image coming from the real set), and the loss of the generator $G$ is defined as:

$$L_G = \mathbb{E}_{z \sim P_{\text{fake}}} [-\log D(G(z))]$$

(2)

where $z$ is an observation from a random distribution $Z$; generator $G$ creates a fake image using this $z$.

A modified version of the losses defined above using a least squares criterion is introduced in LSGAN, resulting in more stable training:

$$L^\text{ls}_D = \frac{1}{2} \mathbb{E}_{x \sim P_{\text{real}}} [(D(x) - 1)^2] + \frac{1}{2} \mathbb{E}_{z \sim P_{\text{fake}}} [(D(G(z)) - 0)^2]$$

(3)

and the loss of the generator $G$ is defined as:

$$L^\text{ls}_G = \frac{1}{2} \mathbb{E}_{z \sim P_{\text{fake}}} [(D(G(z)) - 1)^2]$$

(4)

3.2 The PGAN Objective

Similar to the other GAN discriminator objectives, the PGAN discriminator also tries to distinguish real from fake images, but only implicitly: instead of drawing a boundary between real and fake samples, our discriminator fits a Gaussian on the embeddings of the projected real images. It then uses this GMM to provide a likelihood for both real and fake images. A good discriminator, thus, would produce high probabilities for embeddings of real images and low probabilities for embeddings of fake images. Therefore, we are mostly concerned with estimating the GMM parameters which would maximize our likelihood for the embeddings of the real images.

Denoting the encoding (embedding in bottleneck space) of an image $x$ as $\text{enc}(x)$, we propose to define the discriminator loss (to be minimized) as follows:

$$L^\text{pgan}_D = \frac{1}{2} \mathbb{E}_{x \sim P_{\text{real}}} [(\ell_M(x) - 1)^2] + \frac{1}{2} \mathbb{E}_{z \sim P_{\text{fake}}} [(\ell_M(\text{enc}(G(z))) - 0)^2]$$

(5)
and the loss of the generator $G$ as:

$$\mathcal{L}^\text{pgan}_G = \frac{1}{2} \mathbb{E}_{z \sim P_{\text{fake}}} \left[ (\ell_M(\text{enc}(G(z))) - 1)^2 \right]$$ (6)

where the likelihood for a given image embedding $b = \text{enc}(x)$ is:

$$\ell_M(b) = P(b \mid \mathcal{M}) = \sum_{i=1}^{K} w_i \cdot \mathcal{N}(b; \mu_i, \Sigma_i)$$ (7)

for a $K$-component GMM defined by parameters $w_i$ (mixture weights), $\mu_i$ (mean vectors), and $\Sigma_i$ (covariances).

### 3.3 Iterative Training of the Discriminator

In this section, we explain our iterative training procedure for the discriminator. In discriminator training, we use an iterative procedure where at first, we estimate the parameters of a GMM on the current bottleneck embeddings of the real images. Given that, we update our likelihood function with the learned parameters and use this likelihood to update the parameters of the encoder.

Note again that in contrast to most of the discriminators used in GANs, we do not use a binary classifier. We simply use the GMM likelihood in our objective function, as a measure of the probability of an image being from the distribution of the real images. The discriminator objective in the second step will push the embeddings of the fake images to the side of the fitted GMM to achieve the lowest likelihood possible, since in the loss of the discriminator, such examples are punished by the second term in Eq. 5.

This iterative two-step training procedure can actually be seen as an Expectation Maximization (EM) algorithm as follows. The first step in discriminator training is to estimate the parameters of the GMM using the bottleneck embeddings of only the real data. This can be seen as the Expectation Step which yields new probabilities over the embeddings and defines a new likelihood function. The second step can be seen as a Maximization Step where the parameters of the encoder are optimized to maximize the new likelihood function which was updated in the previous Expectation step.

As proven in [Shalev-Shwartz and Ben-David, 2014], in an EM algorithm the likelihood in each step can only increase compared to the previous step, assuming that the generator is fixed during the updates. In our case, given a fixed generator the GMM in the discriminator will represent the real embeddings better and better. This we observe empirically in Figure 2b, where the likelihood increases quickly to 1 for the real data, and drops to 0 for the fake data. In our implementation, we repeat this EM algorithm for each minibatch given to the discriminator.

### 3.4 Gaussian Likelihood as a Meaningful Loss

As the GMM is learned from the given real images, the likelihood produced using the model can naturally be interpreted as a measure of how well an arbitrary image fits into the distribution of our real images. As a result, in each epoch this likelihood would explain how good the generated images are in terms of matching to the distribution of real images. We will see an example of the correlation between perceived image quality and likelihood in Section 4.1 below.

### 4 Empirical Results

The network architectures used in our experiment can be found in Table 1 in Appendix A.1. Generator and discriminator are a simplified version of DCGAN [Radford et al., 2015]. For our experiments, MNIST is used for training both an LSGAN and a PGAN. Both networks are optimized with Adam [Kingma and Ba, 2014], with a learning rate of 0.0001 in both cases. In the current experiments, a 1-dimensional bottleneck (i.e., 1 output unit only) and 1 Gaussian is used for PGAN.
4.1 Likelihood Curves and Generated Images

Figure 2 (left) shows an example of the likelihood of the discriminator with samples generated in different epochs. On the right, an example is provided where the generator is fixed from the beginning and therefore the quality of the generated images does not improve. The example on the left shows that at the beginning the quality of the generated images is bad, and consequently the likelihood of the generated images is low. In the lower row, the histograms of the bottleneck activations are also shown on different epochs, separately for real and for fake images. At the beginning of the training, two different clusters can be observed, while when the generator converges, they become more and more similar.

Looking at the likelihood plot on the left, it can clearly be seen that the likelihood shows a strong correlation with the quality of the generated image. As the image quality is very bad (random), the likelihood goes to zero, although the likelihood of the real images goes to 1. Also the histogram of the bottleneck activations stays separated into two clusters as the training does not improve the quality of the generated images.

Figure 3 shows some examples generated by LSGAN and PGAN. It can be seen that, qualitatively, the images generated by PGAN with 1 Gaussian and 1-D bottleneck are quite similar to those of LSGAN.
4.2 Stability of Training (1): Probability Landscape

As mentioned in [Nowozin et al., 2016], one cause for training instability in GANs is when there are many points in the domain of the discriminator with high assigned probability $P_{\text{real}}$ and low probability in $P_{\text{fake}}$. This phenomenon is known as mode dropping. To look into this, we established a toy experiment using a 2D data generated by a 5-component GMM, where all components have the same mean, but a rotated covariance. We used 2D data so that we can visualize the discriminator’s probability assignment over feature space, as well as the distribution of the real data and the generated data. The result can be seen in Figure 4. PGAN’s discriminator (left) assigns much lower probabilities to many parts of data space, compared to the LSGAN. This lower probability assignment does not affect negatively the ability of learning the distribution of the real data. As can be seen in Figure 4, BGAN successfully learned the distribution of our toy example.

![Probability Landscape](image)

Figure 4: probability landscape of a 2-D space with LSGAN and PGAN discriminators, as well as the generated samples and the real samples. Color represents the probability (note the color bar): blue means higher and red means lower. Obviously, PGAN’s discriminator assigns much lower probabilities to unseen parts of feature space than LSGAN.

4.3 Stability of Training (2): Gradients

[Nowozin et al., 2016] have shown that the norm of the gradients used to update the generator $G$ is important in stabilizing the training. Furthermore they showed that when the generator is fixed and the discriminator is training, the gradients of the generator vanish or explode, if the generator has not converged.

Figure 5 shows the results of an experiment where the generator is prevented from updating for 10 epochs, then again is being updated. We visualize the gradient means, variances and norms for both generator and discriminator, for LSGAN and PGAN. In can be seen that while the gradients in the generator and the discriminator still change in the LSGAN, PGAN uses an on/off mechanism such that if the quality of the generated images does not significantly change, the gradients become quite small, with low norm and with almost no variation. Another noticeable difference is the gradients of the discriminator. In PGAN, when the generator does not change, the encoder in the discriminator does not need to change since the projection already maximizes the likelihood. Therefore the new likelihood function is almost the same as the previous one. Hence, the error is rather small which results in small and low-variance gradients produced by the discriminator. Note that this is different from the vanishing the gradient problem, since the gradients are back to normal once the generator updates and changes the quality of the generated images.

The cause of this behavior is in the PGAN’s discriminator. Instead of using a classifier-like discriminator that needs both real and fake examples, PGAN uses a GMM to estimate a probability for the real data. Therefore, if the generator creates bad images, or doesn’t improve, that does not significantly effect PGAN’s discriminator.
4.4 Stability of Training (3): The perfect discriminator problem

One of the problems identified in [Arjovsky and Bottou, 2017] is the perfect discriminator problem. When the discriminator gets closer to a perfect discrimination, the loss of the discriminator goes to zero and consequently the gradient of the generator vanishes, effectively making it impossible for the generator to continue improving.

We believe that the PGAN discriminator will have very low chance of becoming a perfect discriminator. In fitting its Gaussian model, it focuses only on embeddings from the real data, skipping the fake inputs. Therefore the chances of the two being perfectly separated is quite low, considering our loss pushes the fake embeddings to the side of the Gaussian bell which in both sides goes to the infinity. Since our likelihood is continuous, the two embeddings will overlap in the tails. Moreover, the amount of loss calculated to punish fake embeddings further and further from the mean of the real embeddings can not be very large since the Gaussian likelihood decreases exponentially when moving away from the mean. Therefore, it is very unlikely for the discriminator to completely separate the two.

This can also be seen in Figure 6. To show how separate the two embeddings can be when the discriminator gets better and better, we provide the histograms of real and fake embeddings in LSGAN and PGAN when the generator is kept fixed. For the LSGAN case on the left, we can see that the very sharp spikes of the fake embeddings permit a near-perfect separation. For PGAN the fake embedding distribution is extended along the axis and it is very unlikely for the two class to be perfectly separated.

Another fact that [Arjovsky and Bottou, 2017] pointed out is the benefits of using a discriminator with a softer measure. They suggest that incorporating some notion of distance between elements in the support of $P_{\text{real}}$ and support of $P_{\text{fake}}$ will help to tackle the perfect discriminator problem. The likelihood of our discriminator can be seen as a notion of distance between elements in the support of $P_{\text{real}}$ and $P_{\text{fake}}$ in the following way: if one data point from $\mathbb{P}_{\text{fake}}$ is close to data points in $\mathbb{P}_{\text{real}}$, then the Gaussian likelihood assigned to it will be higher. Also if data points in $\mathbb{P}_{\text{fake}}$ are far from data points in $\mathbb{P}_{\text{real}}$, for those data points the likelihood will be low.

5 Conclusion

In this paper, we introduced a new variant of GANs with an integrated probabilistic model, namely the Probabilistic Generative Adversarial Network. PGAN takes advantage of a Gaussian Mixture Model to assign Gaussian likelihoods to the embedded images. This likelihood is used for optimizing
both the discriminator and the generator. One benefit of PGAN is that this likelihood has a strong correlation with the divergence of the GAN and the quality of the generated images and therefore can be used as a measure of training. We also provided some evidence that PGAN is better able to cope with instability problems in the GAN training procedure. We showed empirical results of the more stable training by using the tools proposed for identifying the sources of instability in GANs.
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A Appendices

A.1 Network architectures

Table 1: The architectures used in PGAN. The LSGAN uses the same generator. The LSGAN discriminator is the same as in b, but with a 1-dim bottleneck and no GMM.

Input $1 \times 100$

(a) The generator’s architecture for MNIST.

- Dense Layer (1024, LReLU[\textsuperscript{a}] + BN[\textsuperscript{b}])
- Dense Layer (6272, LReLU) + BN
- Reshape Layer ($1 \times 128 \times 7 \times 7$)
- Deconv Layer (64, $5 \times 5$) + BN
- Deconv Layer (1, $5 \times 5$, stride=2) + BN
- Nonlinearity (Sigmoid)

(b) The discriminator’s architecture for MNIST

- Conv Layer ($64 \times 5 \times 5$, stride=2, LReLU) + BN
- Conv Layer ($128 \times 5 \times 5$, stride=2, LReLU) + BN
- Dense Layer (1024, LReLU) + BN (bottleneck)
- Dense Layer (bottleneck size, LReLU) + BN (bottleneck)
- Gaussian Mixture Model (Diagonal Covariance)

---

Table 2: The architectures used in PGAN.

Input $1 \times 100$

(a) The generator’s architecture for CIFAR-10.

- TransConv Layer (256, $4 \times 4$, stride=2, pad=1, nonlin=LReLU(0.2), init=Normal(0.02, 0)) + BN
- TransConv Layer (128, $4 \times 4$, stride=2, pad=1, LReLU(0.2), init=Normal(0.02, 0)) + BN
- TransConv Layer (64, $4 \times 4$, stride=2, pad=1, LReLU(0.2), init=Normal(0.02, 0)) + BN
- TransConv Layer (3, $4 \times 4$, stride=2, pad=1, Sigmoid, init=Normal(0.02, 0)) + BN

(b) The discriminator’s Architecture for CIFAR-10

- Dense Layer (1024, LReLU) + BN (bottleneck)
- Dense Layer (bottleneck size, LReLU) + BN (bottleneck)
- Gaussian Mixture Model (Diagonal Covariance)

---

A.2 Extended empirical results
Figure 7: Generated images by PGAN with one Gaussian and 1-D bottleneck from CIFAR-10.
Figure 8: Histogram of bottleneck for a PGAN with one Gaussian and a 1-D bottleneck trained on CIFAR-10.
Figure 9: Likelihoods of the real and fake images for CIFAR-10.
Figure 10: Generated images by PGAN with one Gaussian and 1-D bottleneck from MNIST.
Figure 11: Histogram of bottleneck for a PGAN with one Gaussian and a 1-D bottleneck trained on MNIST.
Figure 12: Histogram of bottleneck for a PGAN with two Gaussian components and a 1-D bottleneck trained on MNIST.
Figure 13: Likelihoods of the real and fake images for MNIST.

Figure 14: Generated samples by PGAN with one Gaussian and 1-D bottleneck from our toy example.
Figure 15: Real samples from our 2-D toy example. A 5-mixture GMM with an equal mean and a rotated covariance was used to generate this toy example.