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Abstract— In this paper, we present the application of successive convexification methods to autonomous driving problems borrowed from recent aerospace literature. We formulate two optimization problems within the successive convexification framework. Using arc-length parametrization in the vehicle kinematic model, we solve the speed planning and model predictive control problems with a range of constraints and obstacle configurations. This paper is the first systematic application of successive convexification methods from the aerospace literature to the autonomous driving problems. In addition, we show a simple application of logical state-trigger constraints in a continuous formulation of the optimization by including an evasion maneuver in the simulations section. We give details of the problem formulation and implementation, and present and discuss the results.

I. INTRODUCTION

Control and planning are two key ingredients of autonomous robotic applications. Planning algorithms, in a broad sense, provide the agents with feasible trajectories given the constraints. On the other hand, control algorithms compute and execute the instantaneous low-level control signals to follow these trajectories. Ideally, feedback controllers are desired due to their capability to account for the uncertainties inherent in the modeling and measurement processes. However, constraints relating to the state, control and other environmental factors stipulate the use of optimization methods and optimal control theories.

The motion, actuator and environmental constraint equations encountered in optimization applications are rarely linear and convex, which are the holy grail for optimization theory. Aside from some special cases, most nonlinear differential equations do not have explicit analytical solutions [1]. For optimal control problems with nonlinear dynamics, one can transform the optimization problem into nonlinear programming by using direct transcription methods [2]. Nonetheless, nonlinear differential equations are sensitive to the initial conditions along with other associated complexities which can cause the solutions to diverge [3], [4].

One effective strategy to solve the nonlinear and non-convex trajectory optimization problems is to relax the problem structure by approximating the non-linear dynamics and constraints by convexification methods for real-time performance. The resulting convex optimal control problems can be efficiently solved in polynomial time thanks to the availability of state of the art convex solvers [5], [6] and the increasing performance of modern computational hardware.

A special variant of successive convexification methods (SCvx) [3], [4], [7] have bolstered interest for solving non-convex optimal control problems in aerospace applications. There is a growing body of research showing flexible implementations of optimal control and trajectory generation for challenging motion and environment constraints. This is due to their theoretic convergence properties [3], [4], [7] and real-time solvability by on-board computers. These algorithms can handle non-convex state and control constraints with guaranteed convergence to nonlinear dynamics in continuous time. It has been demonstrated that sequential convexification warrants a super-linear convergence rate, owing to its constraint satisfaction property through the iterated solutions [8], [9]. The synergy of the conic optimization solvers, convexification methods and the developments in hardware afford a solution for real-time trajectory optimization with complex state and control constraints. The resultant trajectories are feasible and locally optimal. Locally optimal and feasible trajectories are desirable due to the complications in obtaining a global optimal solution for nonlinear differential equations with real-time performance requirements.

In this paper, we investigate the use of SCvx algorithms [7] for autonomous vehicle motion planning and control problem formulation, implementation and simulations. This paper is the first systematic application of SCvx algorithms from the aerospace literature to the autonomous driving problems. The SCvx algorithms are different than the classical Sequential Convex Programming (SCP) methods with additional mechanisms that ensure the strong guaranteed convergence which is not addressed in the classical SCP applications.

In particular we formulate a full planner which gives a speed and path trajectory for autonomous driving as successive convexification problems and can be used as either a MPC controller or full planner. This improves on the frequently used iterative MPC methods by ensuring recursive feasibility and constraint satisfaction at each iteration, with proven theoretical convergence. We give the details on the use of SCvx for MPC application to path tracking and speed regulation for autonomous vehicles. Additionally, borrowing from the recent aerospace literature, we show an implementation of logical state-triggered constraints for an evasion maneuver in the simulations section.
maneuver in the simulations section.

We structure this paper in five sections. After the introduction, we describe successive convexification briefly in Section II. The vehicle models and application of the SCvx methods are given in Section III. We detail the formal definitions of the optimization problems in Section IV. The simulation results are discussed in Section V. The paper is concluded in the Section VI.

II. SUCCESSIVE CONVEXIFICATION - CURRENT THEME

SCvx algorithms were first presented in [7] for nonlinear motion equations and extended to handle non-convex state and control constraints in [3], [10]. The main idea is based on converting the nonlinear and non-convex equations to their convex counterparts and solving the convex sub-problems sequentially. At each iteration, the non-linear equations are linearized around the previous trajectory and non-convex constraints are transformed to convex constraints. Each of the sub-problems is solved to full optimality. Similar approaches have been proposed in the literature for autonomous vehicles. In [11], [12], an iterative linearization method for Model Predictive Controllers (MPC) was proposed to generate the lateral and longitudinal motion control commands for highly nonlinear vehicle dynamics equations.

Iterative linearization and more general SCP methods work well in practice, however, the solvers might halt and give an error for infeasible solutions over the iterations even though the original problem might have a feasible solution. This behavior is called artificial infeasibility [7]. The source of this infeasibility might be coming from either linearization errors and related constraint violations or an initial infeasible trajectory.

As an example to the infeasibility caused by linearization is the linearization of the system equations for an unrealistically too small [4] for which no feasible input exists.

The other common problem in convexification is the artificial unboundedness associated which is also associated with linearization. In the literature, these problem are solved by introducing a constant radius trust region for each time step on the control variables [11]–[13]. To alleviate the constraint violation, hard constraints are converted to soft constraint on the decision variables in every constraint equations except nonlinear dynamics. However, a feasible initial solution for the system dynamics equations is still required to proceed in the iterations. Therefore, soft constraints on the boundary equations partially alleviate the infeasibility problems.

In SCvx algorithms, these problems are handled by scheduling a trust-region and adding a virtual control signal to the equations eliminating. These simple and effective interventions prevent artificial infeasibility and artificial unboundedness [3], [4], [14].

The trust region size is adjusted during the iterations which contributes to the guaranteed convergence property. It is also an improvement over the constant trust region approach seen in the iterative linearization methods. Trust-region scheduling solves the artificial unboundedness. Meanwhile, the virtual control input makes the solution trajectories temporarily one-step reachable in the convex sub-problems, thus preventing the artificial infeasibility. Introducing a virtual control input to the optimization problem brings more general approach to handling infeasibility than adding a slack variable to each constraint equation. The virtual control term, independently from the original control, acts as a soft constraint on the state equations moving the states to temporarily to a reachable region.

On the other hand, the convergence of SCP algorithms used in the autonomous driving applications do not report a general convergence property to the nonlinear solution. One of the major contribution of the SCvx algorithms is the strong convergence property which is a relatively new development in this direction. In the SCP applications, the convergence is not usually addressed and if so, weak convergence is provided by heuristic arguments. The general strong convergence property one of the most desired aspect of solution for the real-time applications [3], [7].

One more clear distinction of the SCvx algorithms from the classical SCP methods is the integration of the system differential equations. In the SCP literature for autonomous vehicles, the equations are integrated using a constant step size, i.e using Euler integration with a single shooting propagation. In contrast, SCvx solves the integral equation between the time-steps using more accurate integration methods additionally dividing the integration into sub-intervals. The integration step is executed in a multiple shooting manner which also contributes the general convergence property of the SCvx algorithms. The differences of the SCvx algorithms over the conventional SCP methods are summarised in the following table.

The SCvx algorithm and its variants have been implemented for various aerospace problems, from powered descent [15], [16] to spacecraft rendezvous [17], stochastic motion planning [18], [19] and many others together with the application of state-triggered constraints [8]. In the thesis by Szmuk [8], promising computational performance is reported for a range of problem configurations. In [20] agile maneuvers of a quad-rotor were demonstrated with state-triggered obstacle constraints. Integer constraints are handled with successive convexification in [17] for fast trajectory generation. In this paper we follow the footsteps of aerospace literature to demonstrate the application of SCvx to autonomous driving tasks.
III. AUTONOMOUS VEHICLE APPLICATIONS

The race for launching the first commercially viable autonomous vehicle has been an ongoing effort in the vehicle industry. Autonomous vehicles are required to handle many tasks without human supervision. Motion planning is the foremost requirement for autonomy. Real-time optimization methods similar to MPC have been prevalent for planning and control in constrained vehicle motion studies over the last decade.

Many problems need to be addressed with suitable strategies for autonomous driving applications. For example, in highly dynamic environments, autonomous vehicles should be able to achieve safe stopping given boundary conditions in an emergency situation. If this is not possible, the planning modules should be able to find an evasion maneuver and decide another sequence of actions. These decisions should be made in a split second. Even for a simple stopping, it is obvious that, in autonomous driving, various tasks are required to be addressed. The tasks for autonomous driving include, but are not limited to, the computation of the following:

- Yaw rate trajectories for yaw and roll stability during lane changing or taking a turn,
- Longitudinal velocity trajectories for cruise control, adjusting the car-following distance and safe stopping,
- Velocity and path planning for evasive maneuvers,
- Feasible trajectories that the low-level controllers can act on within the actuator limits

The above tasks all require fast computational modules. In this paper, we present the application of SCvx algorithms to a full plan with a velocity trajectory. We also demonstrate the use of logical state-triggers in a simple evasion maneuver.

The successive convexification algorithms can be used for all of the above. These algorithms have been demonstrated to handle a broad range of stringent constraint requirements in real-time aerospace applications. We consider that SCvx algorithms bring improvements to autonomous driving on top of iterative MPC methods presented in [11], [12], [21], [22]. The improvements mainly come from the constraint satisfaction and theoretically proven guaranteed convergence.

In the literature, various approaches to path and speed planning have been proposed with a breadth of constraint configurations and solution methods. A list and detailed comparison of various velocity planning algorithms for autonomous driving can be found in [23]. In this study, a simple point mass kinematic model parametrized in polar coordinates is used to formulate the motion and constraint equations. In our study, we handle a similar kind of optimization formulation with a diverse range of constraint expressions in the formulation using the kinematic vehicle models. We formulate the velocity planning problem coupled with path tracking.

A. Vehicle Model

Under this section, we give a brief description of the vehicle models we use in the planning and low speed control problems. It is beneficial to include the vehicle models as it makes more clear the variables and constraints used in the optimization problem. Please note that, the SCvx algorithm is a general approach and admits models with any complexity.

We can use the single track kinematic vehicle models with and without side-slip angle in planning simulations (see Fig. 1 and Eqs. 1). The first column in the equations represents a robot-car model [24]. In this model, the rear-axle center tracks the given reference trajectory. The second column (right) represents the same model, but considers the side-slip angle \( \beta \).

\[
\begin{align*}
X_w &= V \cos (\Psi) & X_w &= V \cos (\Psi + \beta) \\
Y_w &= V \sin (\Psi) & Y_w &= V \sin (\Psi + \beta) \\
\dot{\Psi} &= \frac{V}{l_r} \tan (\delta_f) & \dot{\Psi} &= \frac{V}{l_r} \sin (\beta) \\
\dot{V} &= u_0 & \dot{V} &= u_0 \\
\delta_f &= u_1 & \delta_f &= u_1 \\
\beta &= \arctan \left( \frac{l_r}{l_r + l_f} \tan (\delta_f) \right)
\end{align*}
\]

In Eq. (1), the first three rows represent the differential equations of the global coordinates; \( X_w, Y_w \) and heading angle \( \Psi \). The parameters \( l_r, l_f \) mark the location of the center of gravity with respect to rear and front axles. The acceleration \( u_0 = \dot{V} \) and the steering rate \( u_1 = \delta_f \) are the control inputs to the models. To capture the affect of tire deflection on the dynamics, the side-slip angle \( \beta \) is included in the models which can be used for path tracking at lower speeds. We transform the model into error dynamics by expressing the equations in the error coordinates as in [12], [22], [27] (Fig. 2).

In addition, we use arc-length parametrization instead of time in the implementations. The travelled distance \( s \) is used
with the states:  
\[  \dot{s} = \frac{1}{1 - \kappa \cos \varphi} V \cos (\varphi + \beta) \Psi' = \frac{V}{t_r} \sin (\beta) \frac{1}{s} \]
\[  e'_y = V \sin (\varphi + \beta) \frac{1}{s} \]
\[  e'_y = \Psi' - \kappa(s) \]
\[  V' = u_0 \frac{1}{s} \]
\[  \delta'_f = u_1 \frac{1}{s} \]

The time \( t'_s = \frac{1}{s} \) can also be included in the states to recover the time dependent trajectories. In the equations, the road curvature \( \kappa(s) \) enters the model as the reference parameter. It can be taken from off-line look-up tables or approximated from sensor measurements.

### B. Convex Sub-problems

The successive convexification method is built upon the convex sub-problems which arise from linearization around the previously computed or predicted trajectories. We can express the general structure of the convex sub-problems as in the following form:

\[
\min_{u(s)} J(s(t_0), s(t_f), x(s), u(s), \kappa(s)) \quad (4) \\
\text{s.t.} \quad h(x(s), u(s), \kappa(s)) = 0 \quad (5) \\
\quad g(x(s), u(s), \kappa(s)) \leq 0 \quad (6)
\]

where the equality and inequality constraints are given by \( \delta \) and \( \| \) and the boundary conditions of the integration are defined as \( s \in [s(t = 0), s(t = t_f)] \). The final distance is decided depending on the problem configuration.

### C. Linearization, Discretization and Scaling

The linear time-varying model of the vehicle motion is approximated by the first order Taylor expansion as:

\[
x'(s + ds) \approx A(s)x(s) + B(s)u(s) + F(s) + w(s)
\]

where the bar notation represents the computed trajectory coordinates obtained by the previous solution \( (\bar{z}(s)) \) at which the linearization takes place with:

\[
\bar{z}(s) := [\bar{s}, \bar{x}'(s), \bar{u}''(s)]^T \quad \text{for all } s \in [0, 1].
\]

The real arc-length \( s_{real} \in [s_{t=0}, s_{t=t_f}] \) is re-scaled into the interval \( s \in [0, 1] \). In the speed planning study, the final point of the arc-length and the number of intervals are fixed.

The equality and inequality constraints are convexified if they are not convex in a similar manner:

\[
\delta z(s) \approx h_i(z(s)) + \frac{\partial h_i}{\partial z}(z(s)) \delta z(s) \quad (8)
\]
\[
\delta g_i(z(s)) \approx g_i(z(s)) + \frac{\partial g_i}{\partial z}(z(s)) \delta z(s) \quad (9)
\]

with the definition of \( \delta z(s) : = z(s) - \bar{z}(s) \).

The performance of various discretization methods for successive convexification was reported in [8], [28]. According to this study, the First Order Hold (FOH) has the lowest computational time among others (zero order hold, classical Runge-Kutta and pseudo-spectral methods). Therefore, we used the FOH method to discretize the state trajectories and the control using the fundamental matrix solution to the ordinary differential equations. In the FOH discretization, the parameters and input the models are interpolated between the
The solver seeks a solution in the normalized variables 

\[ x' = A(s)x(s) + \lambda_k^-(s)B(s)u_k + \lambda_k^+(s)B(s)uk_{k+1} + F(s)w + w(s) \]  

\( \forall s \in [s_k, s_{k+1}] \) and the interpolating coefficients:

\[ u(s) = \lambda_k^-(s)uk_k + \lambda_k^+(s)uk_{k+1}, \quad \forall \tau \in [s_k, s_{k+1}] \]

\[ \kappa(s) = \lambda_k^-(s)nk_k + \lambda_k^+(s)nk_{k+1}, \]

\[ \lambda_k^-(s) := \frac{s - s_k}{s_{k+1} - s_k} \]

\[ \lambda_k^+(s) := \frac{s_{k+1} - s}{s_{k+1} - s_k} \]  

with the fundamental matrix solution [29], [30] to ODEs:

\[ \Phi_A(\xi, s_k) = I + \int_{s_k}^{\xi} A(\zeta)\Phi_A(\xi, s_k) d\zeta \]  

where \( n_x \) is the number of states in the equations. Using the properties of the fundamental matrix (Theorem II.1 in [28]) one can arrive at the non-homogeneous solution of the Linear Time Varying (LTV) system equations as:

\[ x_{k+1} = A_kx_k + B_k^-uk_k + B_k^+uk_{k+1} + F_k + wk \]  

\[ A_k := \Phi_A(s_{k+1}, s_k) \]  

\[ B_k^- := A_k \int_{s_k}^{s_{k+1}} \Phi_A^{-1}(\xi, s_k)B(\xi)\lambda_k^-(\xi)d\xi \]  

\[ B_k^+ := A_k \int_{s_k}^{s_{k+1}} \Phi_A^{-1}(\xi, s_k)B(\xi)\lambda_k^+(\xi)d\xi \]  

\[ F_k := A_k \int_{s_k}^{s_{k+1}} \Phi_A^{-1}(\xi, s_k)F(\xi)d\xi \]  

\[ w_k := A_k \int_{s_k}^{s_{k+1}} \Phi_A^{-1}(\xi, s_k)w(\xi)d\xi \]  

These matrices are used as the inputs to the solvers to compute the motion equation constraints in the implementation.

One more subtlety in the numerical optimization is scaling. In general, the states in the equations do not have a similar range of magnitude. This may introduce inconsistencies into the numerical solution. To prevent such problems during the optimization, it is a common practice to normalize the states. One way to do scaling is with a linear transformation. We applied the following transformation to all of the states \( x \) and the inputs \( u \) [9], [31], [32]:

\[ x = D_x\hat{x} + C_x \]  

\[ u = D_u\hat{u} + C_u \]

where \( \hat{x} \) and \( \hat{u} \) are the normalized state and control variables. The solver seeks a solution in the normalized variables denoted by the hat notations in [19], [20]. The scaling coefficient matrices \( D_x, D_u \) and the centering vectors \( C_x, C_u \) can be computed from the maximum and minimum boundary values of the variables.

D. Virtual Force for Artificial Infeasibility and Trust Region for Artificial Unboundedness

A virtual force vector \( v_k \in \mathbb{R}^{n_x} \) is added to the system equations as an input to prevent artificial infeasibility, making the states one-step reachable:

\[ x_{k+1} = A_kx_k + B_k^-uk_k + B_k^+uk_{k+1} + wk + v_k \]

The \( \ell_1 \) norm is used in the cost function of the virtual force to promote sparsity [22]. A high penalty weight \( w_v \) is assigned in the cost for the virtual force so that the solver uses it only when necessary. The following cost is added to the optimization objective cost function:

\[ J_v(\nu) := w_v \sum_{k \in \mathbb{N}} ||v_k||_1 \]  

As the linearization step might introduce unboundedness, the search space in the optimization variables \( [x - x_k, u - u_k] \) are bounded by a trust region. Two forms of trust region formulation are practised in the literature. One can add a hard trust region constraint into the optimization formulation or a trust region cost can be added to the optimization cost using the soft trust region method [8], [33]. We used the former one:

\[ ||\delta x_k||_1 + ||\delta u_k||_1 < \rho \]  

where \( \delta x_k := x - x_k, \delta u_k := u - u_k, \) and \( \rho \) is the trust region radius which is scheduled depending on the accuracy of the linear approximation in the model. The details of the trust region scheduling algorithm are given in [3], [14].

E. State-Triggered Constraints

In some applications, we may need some constraint when a certain criterion is met in a continuous optimization problem. An evasion manuever can be given as an example to this case. If a collision is obvious on the way through a trajectory plan we can reformulate the alternatives in a continuous optimization to make the autonomous agent to perform another maneuver. In general, embedding logical constraints require stringent treatment and and mixed integer programming is involved. There are specialized optimization software for this purpose. Szmuk et al. in [34] proposed state-triggered constraint formulation in their successive convexification applications and show its use in different optimization problems improving the method in [9], [16], [20]. The underlying structure of continuous state-triggered constraint formulation is very similar to linear complementarity problem [35]. Assume that we want to enforce some constraints equations \( c(z) = 0 \) given some conditions \( g(\tilde{z}) \leq 0 \) with a variable
\[ z \in \mathcal{R}^{n_z} \] belongs to parent optimization problem. The formal definition follows as:

\[
\begin{align*}
\sigma & \geq 0 \\
g(z) + \sigma & \geq 0 \\
\sigma(z) & \leq 0
\end{align*}
\]

where a new slack variable \( \sigma \in \mathcal{R}_{++} \) is introduced. The equations \( g(z) \) admits an analytical solution with \( \sigma^* := -\min(g(z), 0) \) (please see [9], [16], [34] for the details). Thus the state-triggered constraints in a continuous optimization can be formulated as \( h(z) := -\min(g(z), 0) \cdot e(z) \leq 0 \). The variable \( z \) can take any parameter from the previously solved trajectories in the successive convexification. In our demonstration, we devised a simple evasion maneuver in which if an autonomous vehicle cannot reach a desired speed (let’s say 1 m/s) at terminal point of the trajectory, we request the vehicle to avoid from a virtual obstacle at the terminal location.

IV. PROBLEM FORMULATIONS IN PLANNING AND CONTROL

We applied the successive convexification methods to a full planning (speed and path) and MPC path tracking problems. However, for the sake of clarity, we narrow down the application to only planning problems in the paper. The method can be extended to MPC formulation by including a receding horizon. Expressing the path region and obstacle constraints as well as the terminal conditions are straightforward with arc-length parametrization. Therefore, we used arc-length parametrization in the solution.

A. Application of SCvx for Speed Planning

We consider the scenarios of reducing or increasing the vehicle speed within a given travelling distance while the car is following a curved path, with state and actuator constraints. The main objective is to arrive at a speed value at the end boundaries of the solution. For example, if there is a pedestrian in a certain distance, the autonomous vehicle must be able to stop before the pedestrian location. One can make the problem more complex by adding an obstacle avoidance constraint in the speed planning problem as well. Thus, the problem becomes full planning problem in which the path avoiding the obstacle needs also be generated along with the speed plan.

We simulated various scenarios using the vehicle models given by Eq. (1). In planning algorithms, less complex models are preferred in terms of computational speed. Therefore, we give the results of the planning for only the vehicle model without the side-slip angle formulation given in the first column of Eq. (1). The arc-length parametrization introduces singularity around the point \( \dot{s} = 0 \) in the equations as the final speed is required to be zero for the stopping problems. For planning applications this singularity can be ignored, however when recovering the time dependent control signal it can be avoided by defining a lower bound of speed other than zero such as \( V_{f inal} = 0.5 \text{ [m/s]} \). From this speed value, we assume that the vehicle can be stopped safely.

The formal definition of the speed planning problem given the boundary conditions is formulated in the discrete form with \( s := s_{[1:K]} \) as follows:

\[
\begin{align*}
\min_{u(s_{[1:K]})} & \quad J(s(t_{0}), s(t_{f}), x(s), u(s), \kappa(s)) \\
\text{s.t.} & \quad h_{i}(x(s), u(s), \kappa(s)) = 0 \\
& \quad g_{i}(x(s), u(s), \kappa(s)) \leq 0
\end{align*}
\]

where the controls are acceleration and steering rate and the cost functionals are given by:

\[
\begin{align*}
J(s, x, u, \kappa) &= J_{e_{x}} + J_{e_{u}} + J_{e_{\kappa}} + J_{jerk} + J_{u} + J_{N=s_{f}} \\
J_{e_{x}} &= w_{e_{x}} \left\| e_{x,s_{[1:K]}} \right\|_{2} \\
J_{jerk} &= w_{jerk} \left\| \Delta u_{[0:K-1]} \right\|_{2} \\
J_{u} &= w_{u} \left\| u_{s_{[1:K]}} \right\|_{2} + w_{u} \left\| u_{s_{[1:K]}} \right\|_{2} \\
J_{N=s_{f}} &= w_{N} \left\| V_{s_{f}} - V_{N=s_{f}} \right\|_{2}
\end{align*}
\]

where \( w_{(\cdot)} \) represents the weights of the associated variables. In the implementation, all the weights are set as unity except the virtual force weight which must be set sufficiently high. We included longitudinal jerk cost to reduce the rapid changes in the acceleration considering the comfort requirements. The jerk cost is formulated as the two-norm of the difference of successive acceleration inputs. Since the dynamics are parametrized by the arc-length, this jerk expression is called pseudo-jerk for the longitudinal motion. The last term \( J_{N=s_{f}} \) captures the terminal constraint for the desired speed at the end of the planning horizon. The desired speed can also be enforced in the constraint equations. Although the the range of controls are constrained in the optimization, one can define additional cost to further reduce the amount of control effort exerted into system. The lateral deviation and deviation of heading angle \( J_{e_{\kappa}} \) can be enforced to have the vehicle to follow the prescribed path while performing the main objectives (i.e while trying to stop at the given horizon or avoiding an obstacle).

We formulated the cost terms using the norms of the variables as recommended in the CVX optimization library [36] as we use the Second Order Conic Programming (SOCP) solver ECOS [5] for solving the problems.

We enforced the following state and control constraints:

\[
\begin{align*}
V & \leq V_{max}, \quad V \in \mathcal{R}_{++} \\
|\dot{s}| & \leq 27 \text{ [deg]} \\
x(s_{0}) &= x_{initial} \\
x(s_{f}) &= x_{final} \\
\dot{x}_{f} & \leq 60 \text{ [deg/sec]} \\
\left\| a_{x} \right\|_{2} & \leq \mu g \\
u(s_{0}) &= u_{initial} \\
u(s_{f}) &= u_{final} \\
e_{g}(s) & \leq p(s)
\end{align*}
\]
In the constraint equations, \( e_g(s) \leq p(s) \) can be used for the boundary of the road or to define the obstacle avoidance distance along the path. It can be a piece-wise linear function or a nonlinear function that can be convexified. In the simulations, we locate a virtual obstacle along the center line the vehicle tries to follow. When the vehicle reaches the obstacle regions 20:24 discretization region (corresponding the region between 25 and 30 meters) it put a distance to this region minimum 0.5 meters from the right.

The acceleration constraint, \( \|a_x, a_y\| \leq \mu g \), captures the friction circle constraint (Kamm’s circle) with the tire road adhesion coefficient \( \mu \in [0, 1] \). Once again, this is a simplified assumption for capturing the tire force limit and used as demonstration only. The aim is not to formulate a full fledged vehicle model with tires but show the use of SCvx algorithms in the autonomous driving domain. One can design models and problems serving the objective in their design.

The rate constraints in time and arc-length parametrization can be converted in either direction by simple algebraic manipulations when forming the constraint equations by affine relations.

Given the formal description of the problem, speed profile trajectory optimization can be described as having the vehicle reach a terminal speed at the end of a given road section, while following a prescribed path and respecting the state and control constraints.

One important point in the velocity planning is to guess an initial solution. The initial solution can be prepared by generating an input sequence and integrating the equations for the given inputs, or interpolating the state and control variables between the boundary conditions. Due to the virtual force in the model, the predicted trajectories are not required to be feasible. In our simulations, in addition to linear interpolation, we initialize the steering trajectories related variables from the Ackermann steering geometry as the road section and curvature are all known.

## B. Use of State-Triggered Constraints for an Evasion Maneuver

The continuous formulation of state-triggered constraints allows us to formulate logical constraints in a continuous optimization problems. Otherwise, one would use specialized software suit to be able to solve logical constrained problems. Other advantage of the state-triggered constraints is the reduction of the constraint variables in the problem. For example, if there will be some region in a state-space domain where the constraints are not necessary to enforce can be defined by these framework. There is no need to define a constraint equation along the path where the constraints are inactive.

We show the use of state-triggers with a simple evasion maneuver. Similar to full planner example given above, we set a terminal distance 50 meters, and initial speed in such a way that the vehicle cannot reach the final desired speed from the given speed. For this example, we set the initial speed to 25 [m/s] and the final speed 0.5. From the initial speed defined, the car cannot reach the final speed exactly and its speed is the final distance is around 2 [m/s]. The only difference from the obstacle free scenario presented in the previous section is the initial speed. We increased the initial speed from 20 to 25 [m/s] so that the car cannot stop in the given range. The state trigger constraint \( g(z) = [V_{final} \geq 1] \) is defined which states that if the vehicle’s terminal speed is greater then a one meter/second. If this condition is encountered during the simulation, we requested the vehicle to start an evasion maneuver 2.5 meters before the final point (last two discrete points in the simulations). The constraint conditions therefore becomes \( e[z] = [e_yN-2:N \geq 1] \) putting a distance a minimum of one meters from the left in the last two discrete points of the solution trajectory.

## V. Simulation Results

We solved the speed planning problem with several constraint configurations. We enforced the desired terminal speed in the objective function. The final arc-length can be chosen arbitrarily (depending on the problem configuration). As an example, if there is a pedestrian 50 meters ahead and the car is requested to stop within this range before the pedestrian, the total arc-length in this scenario can be chosen as 50 meters. We observed convergence up to 100 meters total arc-length with 25-50 discretization steps. We present the result of two scenarios. The initial speed and the road-tire friction coefficient \( \mu \) are set to 20 [m/s] and 0.6 respectively for both of the scenarios. In the first, the vehicle is requested to slow down to 0.5 [m/s] within 50 meters. In the second scenario, the vehicle is requested to slow down and reach at a terminal speed similar to the first one but with an additional obstacle constraint. A virtual obstacle is located between the 20-24 steps of the discretization out of 40. In this case, the vehicle must satisfy two objectives; slowing down to a terminal speed and avoiding an obstacle while doing so. We formulated obstacle avoidance to ensure the vehicle pass the obstacle region from left or right and put an distance to the obstacle at least 0.5 meters. Please note that, this is a simple path and velocity plan demonstration. In the planning algorithms using simple models is a custom assuming that the plan can be refined and passed to more accurate controllers and planners. Therefore, for demonstration the algorithms we simply ignore the vehicle geometry.

Fig. (3) shows the evolution of the vehicle longitudinal speed on the road section for the two scenarios while the corresponding paths are given in Fig. (4). In Fig. (3) the initial trajectories are plotted in red with a dashed line, whereas the final trajectories with a dot-marked continuous line in black. As shown in the figure, the trajectories converge a solution. It takes more iterations to converge in the obstacle case.

The resolution of the trajectory, the number of discretization steps and the final distance are problem dependent. We tested different final distance and number of discretization steps and were able to solve the planning problem with
several combinations. One can use this flexibility to further improve the solutions by first solving with a low resolution and improving the optimization mesh if necessary.

We give the computed control inputs for the velocity planning with obstacle problem only in Fig. 5 due to limited space. The first rows of the figure presents the evolution of computed acceleration inputs to the models. In the middle row, the steering state variable is shown. The last row is the steering rate control input to the model. All the input constraint equations are satisfied as expected.

Constraint satisfaction is more clear in in Fig. 6 which shows the magnitude of the combined acceleration vectors. The solution here respects the friction circle constraint which is the dashed-line in the figure.

The simulation results for the state triggers is shown in the Fig. 7.

In the figure, it is shown that, the vehicle put a distance with a minimum of one meters from left to a virtual obstacle located at the end of the path. Since the solver cannot find a speed trajectory reaching the desired speed (0.5 m/s) at the terminal location. In this case, the state-triggered constraint is activated and the algorithm gives a solution to the second optimization problem to the evasion maneuver by which the
car avoids a virtual obstacle located at the terminal point passing the obstacle from left by putting a specified distance.

VI. DISCUSSION AND CONCLUSIONS

In this paper, we presented the application of SCVx methods to vehicle models for velocity planning and evasion maneuver design with a state-trigger. The vehicle models are arc-length parametrized to flatten the coordinates of the curved paths. In the planning algorithm, simplified models i.e point-mass kinematic model are used to find a feasible trajectory. In the spirit of this custom, we haven’t used a complex model to formulate the planning problems but we kept some complexity at a certain level to formulate realistic situations.

We used uniform discretization intervals and demonstrated the application of SCVx algorithms to the vehicle motion planning and control problems. The SCVx methods are algorithmic methods that bring about the possibility to solve optimal trajectory generation problems in real-time. The SCVx methods bring improvements in convergence by constraint satisfaction on top of the iterative MPC algorithms in the literature. There have been a wide range of methods that facilitate convergence and increase accuracy. Among them are the well-known pseudo-spectral methods which integrate the trajectories with non-uniform discretization points. One can further improve the application of SCVx making use of the pseudo-spectral method if accuracy and precision is of primary interest.

We implemented the problem structure in the Python environment as it is easier to manipulate the codes, to visualize the results than implementing the simulation in C++. The computational performance of the algorithms in Python is not suitable for real-time implementation for our simulations. The computations take 2.5 - 3 secs for the planning algorithms. It might be a sound computational time, however our initial C++ implementation for path tracking provides a solution at 40Hz. We did not make use of strategies such as customized solvers [37], or parallelizing the discretization steps to improve computation times in this study.

The SCVx algorithms together with the listed computational strategies are promising and viable solution for autonomous vehicle planning and control applications. In the future, we plan to experiment with these techniques on a real car and develop more flexible obstacle avoidance constraint implementations. We will release the implementation of the algorithms under Autoware open source software repository [38], [39].
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