Active Contours with Term of Smoothing: Application in Medical Imaging
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Abstract: The segmentation of images is to group the different pixels of the image into classes, each class grouping similar pixels in the sense of a given criteria. The segmentation of images is, in general, very difficult to achieve because the natural images are various, complex and the way of perceiving them varies according to the individuals. Because of this difficulty, several approaches have been proposed. The approach addressed in this article is the technique of active contours. We focus on implicit active contours; we propose an improvement for the model of Chan&Vese. The application of our method on medical images shown they can be a tool for the image segmentation, and thus provide an aid to diagnosis for the practitioner.
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1. Introduction

The method of active contours is one of the effective methods for the segmentation of images [1-7]. Active contours can be divided into two approaches: approaches “contours” [1,3-6] and approaches “regions” [8-10]. These two approaches have advantages and disadvantages; the choice of the approach in an application depends on various types and characteristic of the images.

The approach “contours” uses the gradient of the image to prevent the evolution of contour on the borders of the image to be segmented. This approach requires a stopping function and a balloon force to inspect the movement of active contour. The stop function is used to stop contour on the desired object. The force of the balloon is involved to inflate or deflate contour (curve of evolution). The choice of this force raises sometimes difficulties: if we selected the force very small, curve does not manage to locate the object of interest and in the opposite case, the curve can exceed the borders of weak contrast of the object of interest.

The approach “regions” has advantages compared to the approach “contours”. First, the approach “regions” does not use the gradient of the image but it uses the regional statistics. Second, this approach is not sensitive to initialization (does not depend on the initial position of the curve).

The most popular model in this approach is that of Chan&Vese [8]. This model offers satisfactory results for the segmentation of an image which presents two regions of almost uniform intensities, the model assumes that the image to be segmented is made up of the homogeneous regions and in the case or the image is made up of the inhomogeneity regions, the model of Chan&Vese becomes inadequate for the segmentation of such images.

In this article we propose a new improved version for the model of Chan&Vese for the segmentation of the images with various intensity. Our model uses a Gaussian function to define the
local energy of refinement in the variational formulation of the model. Local intensity information can be inserted in the model suggested by Li [5], the reinitialization of contour is not necessary for our method.

2. Implicit active contours

This type of active contours at summer implemented to cure the problems arising from the method of explicit active contours (Snakes) [3,11]. The method of implicit active contours calls upon the theory of level sets.

The principle of the level sets is inspired by the theory of the propagation of the curves undergoing a normal force. The first work relative to this method is those of Dervieux and Thomasset in connection with the interfaces between fluids of non-homogeneous density moving [12,13]. Thereafter, Osher and Sethian modelled the propagation of the interfaces (or faces) between fluids and/or different solids of nature under the action of dependent force on their curvatures [14,15].

2.1. Approaches Mumford-Shah

In 2D, let $\Omega$ be the space of the image, and $C$ is a curve defining a region of the image $w$ of $\Omega$ ($w \in \Omega$ and $C = \partial w$). We denote by $I: \Omega \rightarrow R$ the given image and $L(C)$ the length of curve $C$. The energy function of Mumford and Shah [16] is then given by:

$$E^{MS}(u, C) = \lambda \int_{\Omega} (I - u)^2 \, dx \, dy \int_{\Omega \setminus C} |\nabla u|^2 \, dx \, dy + \mu L(C)$$  \hspace{1cm} (1)

where $\mu, \lambda > 0$ is fixed parameters used to measure the weight of the various terms of energy.

It is seen that the parameter $\mu$ influences over the length of the border. Thus one will want details, more it will be necessary to decrease this parameter. This returns the minimization of the functional calculus of energy (1) is difficult.

2.2. Chan & Vese models

Chan and Vese have proposed an active contour approach for the Mumford-Shah problem in a particular case where the image $u$ is defined in (1) is an almost constant function [17,18].

The basic idea of this model is simple, since the assumption is made that image $I$ is made up of two regions of almost uniform intensities $u_0$ and $u_0^6$.

Starting from this hypothesis, we can say that $I = u_0$ in the region $\omega$ and $I = u_0^6$ in the region outside $\omega$. We now consider the following refinement energy term [8, 19-20]:

$$E^{CV}(C, c_1, c_2) = \lambda_1 \int_{\text{inside}(C)} |I(x,y) - c_1|^2 \, dx \, dy + \lambda_2 \int_{\text{outside}(C)} |I(x,y) - c_2|^2 \, dx \, dy$$  \hspace{1cm} (2)

where $\text{inside}(C)$ and $\text{outside}(C)$ represent the region inside and outside of the contour $C$, respectively, and $c_1$ and $c_2$ are two constants that approximate the image intensity in $\text{inside}(C)$ and $\text{outside}(C)$.

Into this model, Chan and Vese [8,19-20] introduced two terms of regularization to minimize the length of the curve and the internal surface of the curve $C$, which introduces the energy functional $E$:

$$E^{CV}(C, c_1, c_2) = \mu L(C) + \nu A(\text{inside}(C)) + \lambda_1 \int_{\text{inside}(C)} |I(x,y) - c_1|^2 \, dx \, dy + \lambda_2 \int_{\text{outside}(C)} |I(x,y) - c_2|^2 \, dx \, dy$$  \hspace{1cm} (3)
with, $ \mu \geq 0, \nu \geq 0$ and $\lambda_1, \lambda_2$ parameters balancing the various terms of the functional energy.

The goal of this model is to minimize energy $E$. This problem of minimization can be formulated and solved by using the method of the level sets.

The minimization of the equation (3) by using the formulation of level sets, amounts solving the partial derivative equation following [8]:

$$\frac{\partial \Phi}{\partial t} = \delta_e(\Phi) \left[ \mu \text{div} \left( \frac{\nabla \Phi}{|\nabla \Phi|} \right) - \nu - \lambda_1 (I - c_1)^2 + \lambda_2 f - c_2 \right]$$

(4)

The application of this model on images tests shown that is not sensitive to the noise and it automatically manages the changes of topology in the images. If the two regions with interior and external of the curve $C$ are not homogeneous (with various intensity), this model poses problems of segmentation for some parts of the images.

On the image of the blood vessel, the intensity of the background (bottom) of the image gradually decreases from the top to the base. In addition, a part of the bottom (upper left corner) is of higher intensity than part of the blood vessel (bottom left of the branch).

Figure 1 indicates the results of segmentation per threshold and by using the model of Chan&Vese respectively. It is noticed clearly that the blood vessel is badly segmented, as long as the image does not have a uniformity of intensity between the image of the vessel and the bottom.

![Fig. 1. Results of segmentation: a. original images, b. thresholding results, c. model of Chan&Vese.](image)
3. Chan & Vese model with binary local refinement term

3.1. Local refinement energy

Consider the given image: $\Psi \rightarrow \mathbb{R}^d$, where $\Psi \subset \mathbb{R}^n$ the domain of the image, $d$ is the dimension of the vector $I(x)$. In our case $d = 1$ for a grayscale image. Let $C$ be the contour in the image domain $\Psi$.

We define for each point $x \in \Psi$ the following energy term [21]:

$$E^{RLB}(C, c_1(x), c_2(x)) = \lambda_1 \int_{\text{int}(C)} K(x-y) ||I(y) - c_1(x)||^2 dxdy + \lambda_2 \int_{\text{ext}(C)} K(x-y) ||I(y) - c_2(x)||^2 dxdy \quad (5)$$

Where, $\lambda_1$ and $\lambda_2$ are positive parameters, $K$ is the kernel function, where $K(x)$ decreases and approaches zero as long as $x$ increases, $c_1(x)$ and $c_2(x)$ are the two terms that correspond to image intensities of the point $x$.

In our work, we choose the function of the Gaussian kernel:

$$K_\sigma(x) = \frac{1}{(2\pi\sigma)^{\frac{n}{2}}} e^{-\frac{x^2}{2\sigma^2}} \quad (6)$$

With $\sigma$ is the standard deviation. The right choice of this parameter is very important for a good location of the objects of interest.

The introduction of the two variant functions $c_1$ and $c_2$ makes our method essentially different from that of Chan & Vese [8].

As a consequence, the image intensities at points $y$ near $x$ have a great influence on the values of the two functions $c_1$ and $c_2$ which minimizes the energy function $E^{RLB}(C, c_1(x), c_2(x))$, while away from the point $x$, the image intensities do not influence $c_1$ and $c_2$.

Thus, for any point $x$, the local refinement energy $E^{RLB}(C, c_1(x), c_2(x))$ can be minimized when the contour $C$ locates the boundary of the object to be detected for an optimal choice of $c_1$ and $c_2$.

Our objective is to minimize $E^{RLB}(C, c_1(x), c_2(x))$ for all points $x$ in the image domain $\Omega$.

3.2. Formulation of the model with the levels sets

In the level sets method, the contour is represented by the zero level of a signed distance function $\Phi: \Psi \rightarrow \mathbb{R}$, such that [23,24]:

$$\Phi(x, y, t): \begin{cases} 0 & (x, y) \in C = \partial \omega \\ < 0 & (x, y) \in \text{inside}(C) \\ > 0 & (x, y) \in \text{outside}(C) \end{cases} \quad (7)$$

Using the representation of the level sets, the energy function $E^{RLB}(C, c_1(x), c_2(x))$ can be written as follows:

$$E^{RLB}(\Phi, c_1(x), c_2(x)) = \lambda_1 \int_{\Omega} K_\sigma(x-y ||I(y) - c_1(x)||^2 \mathcal{H}(\Phi(y)) dydx + \lambda_2 \int_{\Omega} K_\sigma(x-y ||I(y) - c_2(x)||^2 \left(1 - \mathcal{H}(\Phi(y))\right) dydx \quad (8)$$

We denote by $\mathcal{H}$ the Heaviside function [8,17]. With an aim of ensuring a stable evolution for the curve of evolution $\Phi$, one adds a term of regularization of distance proposed by Li [5].
This term is given as follows:

$$P(\Phi) = \int_{\Omega^2} \left( |\nabla \Phi(x)| - 1 \right)^2 dx dy$$  \hspace{1cm} (9)

To regularize the zero level contour of $\Phi$, we also need the length of the zero level of $\Phi$, which is given by

$$L(\Phi) = \int_{\Omega} \delta(\Phi(x))|\nabla \Phi(x)| dx dy$$  \hspace{1cm} (10)

Now, we define the entire energy functional

$$f(\Phi, c_1, c_2) = E^{RLB}(\Phi, c_1, c_2) + \mu P(\Phi) + \rho L(\Phi)$$  \hspace{1cm} (11)

where $\mu$ and $\rho$ are positive constants.

In order to minimize the energy function (11), we first have to regularize the Heaviside $H$ function in equation (8) and the Dirac function $\delta$ in equation (10), Chan and Vese [20] propose:

$$H_\varepsilon(\Phi) = \frac{1}{2} + \frac{1}{\pi} \arctan \left( \frac{\Phi}{\varepsilon} \right)$$  \hspace{1cm} (12)

$$\delta_\varepsilon(\Phi) = \frac{1}{\pi \varepsilon^2 + \Phi^2}$$  \hspace{1cm} (13)

By replacing $H$ and $\delta$ in (8) and (10) with $H_\varepsilon$ and $\delta_\varepsilon$, the functional energy $E^{RLB}$ and $L$ are regularized as $E^{RLB}_\varepsilon$ and $L_\varepsilon$. As in [2,12], we choose $\varepsilon = 1.0$ for good approximation of $H$ and $\delta$ by $H_\varepsilon$ and $\delta_\varepsilon$. Thus, the functional energy $f(\Phi, c_1, c_2)$ in (11) is calculated by

$$f_\varepsilon(\Phi, c_1, c_2) = E^{RLB}_\varepsilon(\Phi, c_1, c_2) + \mu P(\Phi) + \rho L_\varepsilon(\Phi)$$  \hspace{1cm} (14)

### 3.3. Gradient descent flow

The standard gradient descent method (or Steepest descent method) is used to minimize the energy functionality defined in (14). The flow derivation of

### 3.4. The most of our method

Contrary to the Chan & Vese model [17], in our method, the regularization of the two refinement functions $c_1$ and $c_2$ is not necessary. In fact, $c_1$ and $c_2$ are smoothing functions due to the presence of the Gaussian convolution in both formulations (13) and (14). Another advantage is that our method does not require a reset of $\Phi$ due to the regularized distance term defined in equation (7). Practically, one can simply initialize the curve $\Phi$ as a binary function, which takes the constant value $c_0$ in the region $w$ and $-c_0$ outside of $w$, where $w$ can be given arbitrarily as a subset in the image domain $\Omega$. 

We can then deduce the partial differential equation (PDE) of the energy equation (14) using the gradient descent flow:

$$\frac{\partial \Phi}{\partial t} = -\delta_\varepsilon(\Phi)(\lambda_1 f_1 - \lambda_2 f_2) + \rho \delta_\varepsilon(\Phi) \text{div} \left( \frac{\nabla \Phi}{|\nabla \Phi|} \right) + \mu^2 \left( \nabla^2 \Phi - \text{div} \left( \frac{\nabla \Phi}{|\nabla \Phi|} \right) \right)$$  \hspace{1cm} (17)

where $\delta_\varepsilon$ are the smooth Dirac function given by (13), and $f_1$ and $f_2$ are the functions as below

$$f_1(x) = \int_{\Omega} K_\sigma(x-y) |l(y) - c_1(x)|^2 dy$$  \hspace{1cm} (18)

and

$$f_2(x) = \int_{\Omega} K_\sigma(x-y) |l(y) - c_2(x)|^2 dy$$  \hspace{1cm} (19)

where $c_1$ and $c_2$ are given by (15) and (16), respectively.

Therefore, equation (17) implements our model of implicit active contour by improving the one implemented by Chan & Vese proposed in the article [17].
4. Experimental results

The partial derivatives $\partial \Phi / \partial x$ and $\partial \Phi / \partial y$ in (17) are discretized using the finite difference scheme in [6].

Our method is used on synthetic and real images of different topologies. We use the same parameters of $\rho = 0.001 \times 255^2$, time $\tau = 0.1$, $\mu = 1.0$, and $\mu = 1.0, \lambda_1 = \lambda_2 = 1.0, \sigma = 3.0$ for the image set in this work, unless the retina image show in figure 5, for which we set $\rho = 10^{-10} \times 255^2$.

Figure 2 shows the results of segmentation by our model on synthetic and real images (blood-vessels). The initial curves and the final curves are represented on the left and on the right respectively. In these images, it not uniformity of intensities appears both the background and the foreground.

It should be noted that the synthetic image on the first line and the image of the blood-vessel on the second line are the same images represented on figure 1, this last watch which the model of Chan&Vese fails to locate correctly the various branches for the real image and the object of weak contrast for the synthetic image.

Fig. 2. Results of segmentation: (a). original images, (b). results by our method.
On the images of the blood-vessels, some parts of the vessels are weak contrasts. Like famous figure 1, our method carries out results of satisfactory segmentation for the three images. The objects of weak contrasts and the inhomogeneity regions of the blood vessels are well detected.

Figure 3 indicate the result of our model on a noisy synthetic image with three objects and with intensity that is not homogeneous. For this image, the initial curve is sited beside an object and background of the image as on the left column of figure 3. The figure shows that final contour recovers perfectly the borders of the three objects. We note that our method is effective for the segmentation of several objects with homogeneous regions or not.

Another typical example of inhomogeneity images is shown on figure 4. Filing represents the MRI of the retina; the image is of topology very complex. The retinal vessels are different sizes and from contrast varied (some vessels have contrast very close to that of the background).

The application of our model on the image of the retina shows the solidity of the method for the segmentation of the complex images. The various retinal vessels (large or small) are detected goods, in the same way for the vessel of weak contrasts.

Fig. 3. Segmentation result of our model on a noisy synthetic image: (a). original image, (b). results by our method

Fig. 4. Segmentation result of our model on MRI of the retina: (a). original image, (b). results by our method
5. **Comparison with the model of Chan&Vese**

Figure 5 shows the results of our method (third column) and that of Chan&Vese (second column) using the same initial contour (the first column). The time of convergence (CPU times) of two methods is shown on table 1. The results are obtained with a process Pentium 2 GHz, 2GB of RAM, with Matlab 6.5.

| Methods          | Img1  | Img2  | Img3  |
|------------------|-------|-------|-------|
| Model of Chan&Vese | 108.92| 114.89| 665.64|
| Our model        | 3.547 | 3.89  | 120.32|

It is noticed clearly that our model is faster of that of Chan&Vese, according to table 1; our method is quick than the Chan&Vese methods. This demonstration shows the benefit of our method in form of effectiveness of time of convergence.

Also our model is higher in terms of precision, due to its capacity to use the local information of image. This is shown on the image of the retina (figure5).

Our method manages to extract the various retinal vessels from contrasts and sizes different, which is not the case for the model of Chan&Vese; this last does not manage to extract the vessels from weak contrasts and small sizes. Moreover, some undesirable contours are generated by the model of Chan&Vese. Our method effectively manages to cure this problem, which is shown on the images of the blood vessel.
6. Conclusion

In this paper we have presented a method of active contours based approach regions for the segmentation of images within the framework of the formulation level sets. The proposed method has shown its effectiveness for the segmentation of images with various intensities. Thus, the practical results show the desired performances of our model in the case of the images with contours of low contrast. The comparison with the model of Chan & Vese shows the interests of our model such as robustness, speed and precision.
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