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Abstract
Nowadays, multimedia big data have grown exponentially in diverse applications like social networks, transportation, health, and e-commerce, etc. Accessing preferred data in large-scale datasets needs efficient and sophisticated retrieval approaches. Multimedia big data consists of the most significant features with different types of data. Even though the multimedia supports various data formats with corresponding storage frameworks, similar semantic information is expressed by the multimedia. The overlap of semantic features is most efficient for theory and research related to semantic memory. Correspondingly, in recent years, deep multimodal hashing gets more attention owing to the efficient performance of huge-scale multimedia retrieval applications. On the other hand, the deep multimodal hashing has limited efforts for exploring the complex multilevel semantic structure. The main intention of this proposal is to develop enhanced deep multimedia big data retrieval with the Adaptive Semantic Similarity Function (A-SSF). The proposed model of this research covers several phases “(a) Data collection, (b) deep feature extraction, (c) semantic feature selection and (d) adaptive similarity function for retrieval. The two main processes of multimedia big data retrieval are training and testing. Once after collecting the dataset involved with video, text, images, and audio, the training phase starts. Here, the deep semantic feature extraction is performed by the Convolutional Neural Network (CNN), which is again subjected to the semantic feature selection process by the new hybrid algorithm termed Spider Monkey-Deer Hunting Optimization Algorithm (SM-DHOA). The final optimal semantic features are stored in the feature library. During testing, selected semantic features are added to the map-reduce framework in the Hadoop environment for handling the big data, thus ensuring the proper big data distribution. Here, the main contribution termed A-SSF is introduced to compute the correlation between the multimedia semantics of the testing data and training data, thus retrieving the data with minimum similarity. Extensive experiments on benchmark multimodal datasets demonstrate that the proposed method can outperform the state-of-the-art performance for all types of data.
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1 Introduction
In recent years, the emerging growth in multimedia data has been focused on different applications such as social networks, transportation, health, e-commerce, etc. Data diversity has become one of the major components of multimedia big data [9], where multimedia documents suffer from variations in the storage structures and data formats to show the equivalent semantic information [10]. Thus, retrieving and managing multimedia documents reflect the intent of users in heterogeneous big data platforms, which is considered a major problem. The efficient and sophisticated retrieval approaches need accessing of specific data in huge scale datasets [11]. Moreover, the major component for showing
the large-scale data produced in a faster manner is big data owing to the advancements in cloud computing algorithms and technologies, storage, communication, and sensing [12]. However, this gigantic data has more number of problems in industries and businesses. Consequently, it offers more possibilities for eminent future growth by considering the efficient use of data for evaluation [13]. Effective and reliable access is offered for suitable data in huge scale image repositories due to the complexities in their contents that have been analyzed in recent years [18].

Multimedia big data retrieval has more benefits inclusive of switching a distributed pattern for storing and processing the enormous multimedia contents [14]. Even though multimedia computing solves the computational burden and maintenance issues, it suffers from the storage and processing of multimedia big data. In a big data environment, a huge amount of commodity computers requires more storage capacity and enormous computation power while generating multimedia content [2]. As more applications and services are provided, processed, edited, and retrieved some multimedia documents, the significant multimedia contents with their storage structures and data formats demonstrate similar semantic information [15]. Hence, multimedia big data storage and retrieval are affected by the most common limitation called heterogeneity. Another complexity in the multimedia retrieval process is users’ intention. In most of the existing methods, the retrieval process is often restricted to a similar category of multimedia content like images [16]. It minimizes the Quality of Service (QoS) of multimedia retrieval due to the failure in identifying the intention of users’ search owing to the lack of type diversity [17].

The semantic feature can be overlapped that plays a crucial role in the research field in terms of semantic memory [24]. In recent years, more research works are carried out in the similarity measurement domain [19]. Different applications employ Euclidean distance [20] as a significant measure. Some of the specific scenarios use Mahalanobis distance [21] as a similarity measurement metric. Though, retrieval systems are impacted by the query conditions through inappropriate expressions. These problems are solved by adopting some deep learning methods, in which fuzzy matching techniques [22] are employed for reflecting the user’s intent. On the other hand, these retrieval models do not precisely reflect the users’ intentions concerning the incomplete information [23]. Hence, this model proposes a new multimedia big data retrieval model along with the semantic similarity function.

The major contributions of the developed model are given here as follows:

- To present a new multimedia big data retrieval model with deep semantic feature extraction technique, optimal semantic feature selection, and A-SSF-based retrieval under the map-reduce framework with the aid of a new hybrid meta-heuristic-based algorithm.
- To choose the most significant semantic features of multimedia big data using a new hybrid algorithm called SM-DHOA with the objective of correlation maximization among the features. Therefore, this process gets unique and most representative features for further processes.
- To develop a new A-SSF-based retrieval with SM-DHOA under the map-reduce framework for the efficient retrieval process. It aims to maximize the correlation and F1-score among the features for retrieving the most suitable data according to the user query.
- To introduce a new algorithm called SM-DHOA with the integration of Deer Hunting Optimization Algorithm (DHOA) and Spider Monkey Optimization (SMO) algorithms for selecting the optimal semantic features and to optimize the weight function of features in map-reduce framework to maximize the retrieval performance with high precision and F1-score.
- To validate the efficiency of the suggested A-SSF-based retrieval model with different existing approaches in terms of standard performance measures along with statistical analysis.

The remaining section of the developed model is given here. The existing works are reviewed in Sect. 2. The proposed multimedia data retrieval using adaptive semantic similarity and deep learning is depicted in Sect. 3. The optimal semantic feature selection and map reducer-based multimedia data retrieval are explained in Sect. 4. The proposed SM-DHOA for enhanced multimedia data retrieval is discussed in Sect. 5. The results are evaluated in Sect. 6. Finally, the concluding statements are given in Sect. 7.

2 Literature survey

2.1 Related work

In 2015, Guo et al. [1] have developed an economical and effective structure called “Semantic-based Heterogeneous Multimedia Retrieval (SHMR)” to use the low cost for retrieving and storing the semantic information. Initially, this model has addressed individuality in big data environments with heterogeneous multimedia retrieval. Then, a new method was proposed for extracting and representing the semantic information. Moreover, this model has offered the multimedia data in semantic storage using a NoSQL-based technique, which was processed in a parallel way among the distributed nodes. Last, the developed model has achieved good user experience and high retrieval precision through a user feedback-driven approach and MapReduce-based retrieval technique. The suggested model has shown better performance.
efficiency in terms of economic efficiency and retrieval performance.

In 2018, Ahmad et al. [2] have presented a more effective approach named Bi-Directional Fast Fourier Transform (BD-FFT) to get the condensed binary codes from the high dimensional deep features. It was used for saving the memory and simplified the computation for efficient retrieval. The transformed codes were considered as the hash codes to access the images in the huge scale datasets through Approximate Nearest Neighbor (ANN) search methods. It has achieved better retrieval accuracy based on the shorter length codes, which were experimented on Convolutional Neural Network (CNN) features. The experimentations were carried out on seven different huge scale datasets to demonstrate the efficiency of the suggested retrieval model.

In 2020, Xia et al. [3] have developed a deep correlation mining method for developing the multimedia retrieval model using “Levinberg-Marquard algorithm-based Deep Typical Correlation Analysis method (LM-DCCA)”. This model has intended to train the diverse medial features based on the suggested algorithm. Then, the correlation among the trained features was attained to compare the features of diverse multimedia data. This method has addressed the problem of local optima problems with the Levenberg–Marquard method. The experimentation was conducted on different datasets to show the efficiency of cross-media retrieval. This model has shown superior retrieval approaches while comparing with other progressed multimedia retrieval approaches.

In 2020, Sun et al. [4] have implemented a new graph classification-based semantic similarity model by introducing the feature reduction technique. Here, the suggested technique has initially learned the representations of vectors through neural language systems with subtree patterns. Further, similar subtree patterns were merged semantically to get the novel features. This model has offered a novel feature discrimination score for selecting the most discriminative features. The experimental analysis was conducted on real datasets to show the efficiency of the suggested retrieval method using the FRS-KELM graph classifier.

In 2018, Beltran et al. [5] have developed a new multimedia retrieval model using probabilistic Latent Semantic Analysis (pLSA) for solving the problems in big data along with data reduction strategy. This model has aimed to enhance the extraction procedure for Content-Based Multimedia Retrieval (CBMR). The developed system has focused on discussing the result of document reduction than other existing approaches, which were performed using pLSA and Latent Dirichlet Allocation (LDA) in CBMR. The suggested model has used the retrieval performance in CBMR.

In 2014, Yilmaz et al. [6] have implemented a “RELIEF-based modality weighting approach termed RELIEF-MM”. This method was the modified version of challenges like handling unbalanced datasets, challenges with multi-labeled data and noise, class-specific feature selection, and utilizing the technique through machine learning identifications. It has focused on enhanced weight estimation function using RELIEF-MM to show the reliability and representation abilities of modalities with their discrimination capacity at lesser computational complexity. The experimental analysis was carried out on “TRECVID 2007, TRECVID 2008, and CCV datasets” that have shown the robustness and accuracy of the modality weighting on multimedia data retrieval model.

In 2018, Guo et al. [7] have suggested a new heterogeneous multimedia data retrieval model using Semantic Ontology Retrieval (SOR) for storing and retrieving the ontologies by processing the big data tools. Initially, the environment of ontology representation and semantic extraction were solved on multimedia big data. Secondly, SOR was used as the retrieval technique for model definition. Third, MapReduce was used for parallel processing of SOR to propose a new retrieval framework based on distributed nodes. Last, a user feedback method was presented for achieving a better user experience and high retrieval precision. The numerical results have shown that the designed SOR was appropriate for heterogeneous multimedia big data and semantic-based retrieval.

In 2019, Liu et al. [8] have implemented the “Deep Hashing with Multilevel Similarity Learning (DHMSL)” to learn the discriminative and compact hash codes to explore the “multilevel semantic similarity correlations of multimedia data.” Initially, the unified binary hash codes were learned for exploring the multilevel similarity correlation through the exploitation of semantic label information and the local structure. Consequently, the unified hash codes were made compact by taking the constraints like quantization and bit balance. This model has combined the Deep Neural Networks (DNN) for learning the feature representations using learned unified binary codes. The developed model has minimized the prediction errors among the outputs of the networks and unified binary codes. The simulation results were applied on two extensively used multimodal datasets to show the performance on both text and image-query-image tasks.

In 2018, Alghamdi et al. [30] have employed two types of transfer learning techniques to retrain the pre-trained VGG-Net (Fine-tuning and VGG-Net as fixed feature extractor) and obtained two new networks VGG-MI1 and VGG-MI2. In the VGG-MI1 model, the last layer of the VGG-Net model was replaced with a specific layer according to our requirements, and various functions were optimized to reduce overfitting.

In 2018, Sedik et al. [31] have suggested two data-augmentation models to enhance learnability of the Convolutional Neural Network (CNN) and the Convolutional Long Short-Term Memory (ConvLSTM)-based deep learning
models (DADLMs) and, by doing so, boost the accuracy of COVID-19 detection.

In 2018, Sedik et al. [32] have implemented a deep learning model based on CNN and a hybrid model that combined CNN with ConvLSTM to compute a three-tier probability that a biometric has been tempered. Simulation-based experiments have indicated that the alteration detection accuracy matches those recorded in advanced methods with superior performance in terms of detecting central rotation alteration to fingerprints.

### 2.2 Problem statement

Multimedia big data are dependable to retrieve semantic information concerning video, text, image, or audio from data sources. The extraction of such information is a major and challenging problem owing to their growth in media. Thus, there is a huge demand for fast multimedia retrieval models with the smallest utility gap. These challenges have occurred with the size and diversity of media in the corresponding field. Numerous approaches are developed in multimedia retrieval that have diverse features and challenges, as given in Table 1. MapReduce [1] offers better economic efficiency and also reduces investments in hardware, though this model was not able to adapt to a real-time Internet environment and also suffers from slow retrieval speed. BD-FFT [2] increases the retrieval performance and overall efficiency and also improves the retrieval accuracy with deep features. However, this model does not perform on sparse features. LM-DCCA [3] has enhanced the training with a better convergence effect and also improves the overall performance. This model does not permit users for selecting the counter samples based on the user’s feedback strategy. FRS-KELM graph classifier [4] attains better classification accuracy and selected the more discriminative features. On the other hand, it is not suitable for applying the developed feature reduction approach in Convolutional Neural Networks (CNN). Prior-based probabilistic Semantic Analysis (PpLSA) [5] improves the efficiency of information reduction and also increases the number of parameters required for extracting the information. Conversely, the developed approach does not support an incremental retrieval. RELIEF-MM [6] guarantees a higher accuracy rate with better performance and also a computationally efficient one. However, this model will not use some caching strategies that affect efficiency. MapReduce [7] achieves a good user experience and high retrieval precision and it cannot be applied in real-time applications. Multimodal hashing [8] is efficiently performed on multimedia retrieval. If the indiscriminative hash bits control the hash code, then the retrieval performance can be decreased. These challenges can be further used for developing new

| Author [citation] | Methodology | Features | Challenges |
|-------------------|-------------|----------|------------|
| Guo et al. [1]    | MapReduce   | • It offers better economic efficiency  
• It also reduces the investments in hardware | • This model was not able to adapt to a real-time Internet environment and also suffers from slow retrieval speed |
| Ahmad et al. [2]  | BD-FFT      | • This model increases the retrieval performance and overall efficiency  
• It also improves retrieval accuracy with deep features | • This model does not perform on sparse features |
| Xia et al. [3]    | LM-DCCA     | • It enhances the training with better convergence effects  
• It also improves the overall performance | • This model does not permit users for selecting the counter samples based on the user’s feedback strategy |
| Sun et al. [4]    | FRS-KELM graph classifier | • It attains better classification accuracy and selected the more discriminative features | • It does not suitable for applying the developed feature reduction approach in Convolutional Neural Networks (CNN) |
| Beltran et al. [5] | PpLSA       | • It improves the efficiency of information reduction  
• It also increases the number of parameters required for extracting the information | • The developed approach does not support an incremental retrieval |
| Yilmaz et al. [6] | RELIEF-MM   | • It guarantees a higher accuracy rate with better performance  
• It is also a computationally efficient one | • It would not use some caching strategies that affect efficiency |
| Guo et al. [7]    | MapReduce   | • It achieves a good user experience and high retrieval precision | • It cannot be applied in real-time applications |
| Liu et al. [8]    | multimodal hashing | • It efficiently performs multimedia retrieval | • The retrieval performance can be degraded while the indiscriminative hash bits dominate the hash code |
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multimedia big data retrieval along with semantic feature similarity.

3 Proposed multimedia data retrieval using adaptive semantic similarity and deep learning

3.1 Architectural representation

Multimedia big data have emerged in recent years, which offers different mobile technologies and online services. Hence, more researches have been focusing on the multimedia era to target diverse constraints of big data analytics like capturing, storing, mining, indexing, and retrieval of multimedia big data. In recent days, the widespread and fast utilization of multimedia data consists of text, video, audio, and image with easy access and availability for managing the multimedia systems. The major problem in big data analytics is how to minimize the storage capacity and computational time when maintaining accurate outcomes even for small datasets. Therefore, to get semantic information about the text, video, audio, and image from data sources, the multimedia retrieval system is necessary. However, the extraction of this multimedia information is more complex owing to the growth in media. Moreover, there is a high demand for faster multimedia retrieval with the least utility gap. Conversely, it also suffers from the size of media and diversity. As the major requirement of multimedia is to match the content and other information based on the user’s necessity, it has also offered best-matched data retrieval. On the other hand, there are some utility gaps among the delivered data and expected data, which happen due to the different conditions like failures in retrieval models for reaching each media data, false content description and poor query generation. These challenges must be considered while implementing a new retrieval model that assists in searching for entire items saved on the internet by any other platform through social networking sites or direct uploads. Moreover, a good multimedia retrieval model must have completeness and
soundness. However, achieving the complete goodness in the retrieval model is challenging due to the retrieved irrelevant media. Likewise, completeness refers to the retrieval of entire significant multimedia data according to the user query, which is not properly attained on the internet. The multimedia big data suffer from the challenges like transmission, storage, additional compression, and analysis problems related to ensuring computing and scalability efficiency, dealing with understanding and cognition complexity, organization of heterogeneous and unstructured data, and solving the QoS and real-time requirements. Here, the technical and corresponding scientific issues promote new multimedia big data retrieval models with intelligent approaches, as depicted in Fig. 1.

The proposed multimedia data retrieval model consists of two stages: training and testing. Initially, the multimedia data including text, video, audio, and image as multimedia queries are collected from benchmark datasets, which are first processed to the feature extraction stage for getting the significant information. This suggested model has used CNN for getting the semantic features for describing the semantic contents from multimedia data. The CNN can extract the most useful features through the pooling layer, which extracts the most important features for enhancing the retrieval performance by reducing the redundant data or dimensionality of data. The main advantages for the convolutional layer consist of many filters which apply convolution operation to the input to capture some special features and pass the result to the next layer. Due to these advantages, CNN is properly trained even using different images from the same class. Optimal feature selection reduces the falsely selected features. Removing the irrelevant data improves learning accuracy and reduces the computation time. The extracted semantic features are given to the feature selection process for getting the optimal semantic features by applying a newly proposed SM-DHOA technique. This process is essential for the multimedia retrieval model to get the necessary information. When the huge set of features is processed, the retrieval model suffers from computation and time complexity. Therefore, feature selection is necessary for getting the most representative features. Weighted feature extraction trial-and-error for determining the appropriate number of extracted features can be avoided. A weight-based feature extraction approach to reduce the number of features for text classification. In the training stage, the weighted features are stored in the feature library, which is used for the retrieval process in a testing stage. Moreover, in the testing stage, all the above-mentioned processes are carried out for multimedia queries. The optimally selected semantic features using the SM-DHOA are given to the map-reduce framework. Here, it consists of two functions like mapper and reducer for retrieving the appropriate multimedia data. The optimal features are mapped into the mapper and generate the intermediate data, which is further given to the reducer. The reducer performs the retrieval performance using the A-SSF. For computing this similarity function, the optimal features of both trained data and query data are multiplied by a weight function. This weight function is optimized by the SM-DHOA and using the weighted features, the semantic similarity function is computed, and hence it is termed as A-SSF. The DHO algorithm can highly balance the exploration and exploitation phases and improve the accuracy of the proposed model. SM is a new type of swarm intelligence-based algorithm. It is used for finding the best-fit solution and also applied to solve complex optimization problems. This aims to maximize the precision and F1-score for attaining an efficient retrieval process.

3.2 Dataset description

This developed multimedia big data retrieval model uses two datasets for experimentation, as follows.

Dataset 1: It is collected from “http://press.liacs.nl/mirfl ckr/mirdownload.html: Access Date: 2021-05-20”. It consists of 25,000 files like multimedia data like images, video, text, and audio files with different directories.

Dataset 2: It is gathered from the “https://github.com/satishrdd/Fast_image_retrieval: Access Date: 2021-05-20”. It consists of images from both query and database with different lists, where the database includes 1,000 files and the query consists of 54 files.

The input multimedia queries collected from both datasets are termed as $Q_n$, where $n = 1, 2, \ldots , N$ and the total number of multimedia data in the dataset is indicated as $N$.

3.3 CNN-based semantic feature extraction

It is the initial stage of the proposed multimedia big data retrieval model, which is carried out by applying CNN. The feature extraction is the essential step for developing a new
retrieval model. It is the process of extracting the necessary features from multimedia data. It is required for extracting every feature of multimedia queries, which helps in retrieving the relevant multimedia data according to the queries. This stage gets the high dimensional features from the pooling layer of CNN.

CNN [27] is used in this developed multimedia big data retrieval model because of its automatic and efficient feature extraction capabilities without human intervention, which is also a computationally efficient approach. Moreover, this architecture is less dependent on pre-processing, and thus, CNN is more efficient in this model. Moreover, it is simple and easy for processing to offer higher accuracy in the retrieval process. CNN is a feedforward network, which consists of different layers like “convolutional and pooling (or subsampling)” layers that are grouped into modules. The multimedia query is given as the input for CNN, which is processed into different stages “convolutional and pooling” for attaining the specific representations, and finally, the output classes are attained from the output layer. This paper extracts the necessary semantic features from the pooling layers.

The input multimedia queries \( Q_n \) are given to the input layer of CNN, which is served as the feature extractors [30] for learning the feature representations from the \( Q_n \). The convolution layer consists of different neurons that are organized into feature maps, in which each neuron has its receptive field. Each neuron is correlated with a neighborhood of neurons in the earlier layer through a set of trainable weights, namely filter bank. Here, a new feature map is computed by convolving the inputs through the learned weights. Moreover, the convolved results are forwarded with a non-linear activation function. Here, the \( m \)th output feature map \( FE_m \) is computed in Eq. (1).

\[
FE_m = \zeta(R_m \ast Q_n).
\]  

(1)

Here, the term \( R_m \) denotes the convolutional filter concerning with \( m \)th feature map, \( \zeta \) represents the non-linear activation function, and the 2D convolutional operator is denoted as ‘\( \ast \)’ that is responsible for extracting the non-linear features from the input \( Q_n \). The pooling layer of CNN [31, 32] is used for minimizing the spatial resolution of the feature maps to get the spatial invariance for input translations and distortions. Most of the model employs average pooling aggregation layers for propagating the average of entire input values. The max-pooling layers choose the largest element in the corresponding receptive field as formulated in Eq. (2).

\[
FE_{mps} = \max_{(u,v) \in \Omega_p} Q_{nmuv}.
\]  

(2)

In Eq. (2), the element at location \( (u,v) \) included through the pooling region \( \delta_p \) is termed as \( Q_{nmuv} \) that is used for embodying a receptive field about the position \( (p,s) \), and the output of the pooling operation is denoted as \( FE_{mps} \) that is correlated through the \( m \)th feature map. Therefore, the final semantic features \( FE_m \) are attained using the pooling layer of CNN, where \( m = 1, 2, \ldots, M \) and \( M \) indicate the total number of semantic features and it is obtained as 784 features, which is further given to the retrieval process. This CNN-based semantic feature extraction is diagrammatically represented in Fig. 2.

4 Optimal semantic feature selection and map reducer-based multimedia data retrieval

4.1 Optimal semantic feature selection

The major contribution of this developed multimedia data retrieval model is to select the optimal semantic features from the extracted CNN-based semantic features \( FE_m \). The feature selection is the process of reducing the noisy, excess, and extraneous multimedia feature subset to select the optimal features. Finally, the most significant and optimal features are selected using the SM-DHOA from the extracted semantic feature subsets. The optimal feature selection is performed using the SM-DHOA technique to reduce the retrieval time. The optimally selected semantic features using SM-DHOA are termed as \( FS_{ms} \), where \( m = 1, 2, \ldots, OM \) and \( OM \) represents the total number of optimal semantic features. The objective model here is minimizing the correlation between features.

The correlation CT among the optimal semantic features \( FS_{ms} \) is found for attaining the minimum correlated features, which is the primary objective of the developed model as formulated in Eq. (3).

![Fig. 3 Optimal semantic feature selection model](image-url)
Here, the two features in the optimal semantic feature set are represented as $f_s$ and $f_h$, and the total number of extracted optimal semantic features is indicated as $OM$. It is attained as 10. Hence, the proposed multimedia retrieval model aims to get unique semantic features with minimum correlation by the SM-DHOA. This optimal semantic feature selection enhances multimedia retrieval efficiency. The optimal semantic feature selection is shown in Fig. 3.

\[
FF_1 = \arg \max \left\{ \frac{1}{CT} \right\}, \quad (3)
\]

\[
CT = \frac{OM \sum f_s f_h - \sum f_s \sum f_h}{\sqrt{\left(OM \sum f_s^2 - \left(\sum f_s\right)^2\right) - \left(OM \sum f_h^2 - \left(\sum f_h\right)^2\right)}}. \quad (4)
\]

Here, the two features in the optimal semantic feature set are represented as $f_s$ and $f_h$, and the total number of extracted optimal semantic features is indicated as $OM$. It is attained as 10. Hence, the proposed multimedia retrieval model aims to get unique semantic features with minimum correlation by the SM-DHOA. This optimal semantic feature selection enhances multimedia retrieval efficiency. The optimal semantic feature selection is shown in Fig. 3.

### 4.2 Adaptive semantic similarity in map-reduce framework

This phase is used for retrieving the multimedia data using the map-reduce framework for handling the big data. The input to the map reduce-based retrieval process uses the optimal semantic features $FS_m$. The map reduce model consist of different phases such as mapper function and reducer function. Here, the mapper function is utilized for mapping the optimal features to provide a transitional values and the reducer function is performed for processing the transitional values corresponding with the equal transitional features. In the map-reduce model, the input and output are considered as the query id and returned list, respectively. The optimally selected semantic features are given to the mapper, where these features are mapped together for getting the intermediate results. Further, the reducer finds the similarity function for efficient retrieval, where the weight function is multiplied with the features of the reducer and feature library. This
weight is optimized using the SM-DHOA for developing the A-SSF. The weighted feature extraction of the feature library \( FE_{TR}^{new} \) is formulated based on Eq. (5).

\[
FE_{TR}^{new} = FE_{TR} \times w_{TR}.
\]

Here, the new semantic feature set in the feature library after multiplying the weight function is represented as \( FE_{TR}^{new} \) and the weight function used for the feature library is termed as \( w_{TR} \), where \( FE_{TR} \) denotes the features present in the feature library. Similarly, the features attained from the reducer are considered as \( FS_{TR}^{RD} \), which is multiplied with the weight function for getting the better retrieval results that are derived in Eq. (6).

\[
FS_{TR}^{RD(new)} = FS_{TR}^{RD} \times w_{TR}.
\]

Here, the new semantic weighted feature set is denoted as \( FS_{TR}^{RD(new)} \), and the weight function employed for the reducer is represented as \( w_{TR}^{RD} \). Therefore, the weighted features of both feature library and reducer are checked with adaptive similarity function, where the weights \( w_{TR}^{RD} \) and \( w_{TR} \) are optimized using the SM-DHOA. Therefore, the adaptive similarity function is formulated in the reducer as given in Eq. (7).

\[
SF(\text{FE}_{TR}^{new}, \text{FS}_{TR}^{RD(new)}) = \frac{1}{E_{\text{FE}_{TR}^{new}} + E_{\text{FS}_{TR}^{RD(new)}}} \left| \left( \text{FE}_{TR}^{new} \right) \cap \left( \text{FS}_{TR}^{RD(new)} \right) \right|.
\]

Here, the total number of weighted features of \( FE_{TR}^{new} \) and \( FS_{TR}^{RD(new)} \) are represented as \( E_{\text{FE}_{TR}^{new}} \) and \( E_{\text{FS}_{TR}^{RD(new)}} \), respectively.

To summarize, the mapper function considers the pairs of record values and attained the intermediate results. Then, each pair is processed to get the multimedia retrieval process using the adaptive similarity function by the reducer. Finally, the returned list is attained as the multimedia retrieval content. The adaptive semantic similarity in the map-reduce framework is shown in Fig. 4.

5 Proposed SM-DHOA for enhanced multimedia data retrieval

5.1 Developed SM-DHOA

This proposed multimedia data retrieval model uses SM-DHOA for selecting the optimal features for getting the significant features. The suggested model has offered a new adaptive semantic similarity in map-reduce framework using the SM-DHOA for optimizing the weight function in the reducer model. This algorithm aims to enhance the multimedia data retrieval for big data.

DHOA [25] and SMO [26] algorithms are selected because of their features, in which DHOA offers efficient balancing among exploitation and exploration stages with superior searching capabilities, which has determined the optimal position effectively. It provides excellent sensitivity and solves real-time optimization problems owing to the robustness and ability of faster convergence, though DHOA suffers from premature convergence. Thus, there is a need of adopting a new SM-DHOA with the SMO algorithm. It offers convergence more quickly and requires fewer resources. Hence, SMO is adopted with DHOA for improving multi-media data retrieval.

In this proposed SM-DHOA, the propagation through the position angle of DHOA is replaced by the global leader phase of the SMO algorithm. Hence, if \( f < 1 \), then the solutions are updated based on the DHOA with leader and successor positions, or else the solutions are updated based on SMO algorithm with global leader phase.

The DHOA is motivated by considering the nature of the humans to hunt the deer with the mobility of hunters to get the best location with “leader and successor” solutions. The leader positions are updated until finding the deer. First, the deer is enclosed by the hunters with some constraints like “deer position and wind angle”. This algorithm has special characteristics like efficient teamwork among hunters for finding the deer, and better-attacking procedure to achieve the optimal location of prey through the position of leader and successor. Moreover, the prey or deer has diverse special characters as given in [25], which are studied for an efficient hunting process. DHOA is derived by initializing the population as given in Eq. (8).

\[
X = \{X_1, X_2, \ldots, X_p\}; \quad 1 < k \leq p.
\]

Here, the number of hunters in the Xth population is indicated as \( p \). Moreover, the constraints like deer position and wind angle are derived in Eqs. (9) and (10), respectively.

\[
\phi_k = 2\pi r,
\]

\[
\omega_k = \phi + \pi.
\]

In the aforementioned equation, wind angle \( \omega \) is necessary due to the circular search space. Here, the wind angle is termed as \( \varphi \), the recent iteration is represented as \( k \), \( \phi \) indicates the deer’s position angle and \( r \) specifies the random number in the range of \([0, 1]\). The positions are propagated based on diverse constraints. Initially, the position of the optimal search area is anonymous and so, the solutions are randomly considered that is near to the optimal space through formulating the fitness function. As mentioned above, the solutions are considered as leader position and
successor position, which are represented as $X^{ldr}$ and $X^{Sur}$. These are considered as the first best position and successor position of the hunters, respectively.

(i) “Propagation through Leader’s position”: At the initial stage, the best positions are formulated, and then every individual in the population is tried to get the best position. The enclosing behavior to find deer is formulated in Eq. (11).

$$X_{k+1} = X^{ldr} - Y \cdot f \cdot |B \times X^{ldr} - X_k|.$$  \hspace{1cm} (11)

In Eq. (24), the position at the next iteration is denoted as $X_{k+1}$, the random number of wind speed is represented as $f$ that varies among [0, 2], the position of the current iteration is termed as $X_k$ and coefficient vectors are represented as $Y$ and $B$ as formulated in Eqs. (12) and (13), respectively.

$$Y = \frac{1}{4} \log \left( k + \frac{1}{k_{\text{max}}} \right)p,$$  \hspace{1cm} (12)

$$B = 2 \times \text{rnd}.$$  \hspace{1cm} (13)

Here, the term $p$ is a parameter with the range of $[-1, 1]$, the maximum iteration is considered as $j_{\text{max}}$, and $\text{rnd}$ specifies the random number in the bounding range of $[-1, 1]$.

(ii) “Propagation through position angle” based on global leader position of SMO algorithm: SMO is a population-based technique inspired by the social interactions among the spider monkeys, which has been considered the fission–fusion social strategy for intelligent foraging behavior. The monkeys have different groups of leaders like local and global leaders and corresponding group members. This hierarchy is used for maintaining defensive boundaries and social bonds. It has different phases like “local leader phase, global leader phase, local leader learning phase, global leader learning phase, local leader decision phase, and global leader decision phase”. In this developed SM-DHOA algorithm global leader phase is considered for updating the position. Once, the local leader phase is performed for finding the food, the entire spider monkeys reevaluate their positions based on the experience of members of the local group and global leader. This process helps in identifying the most suitable positions through Eq. (14).

$$X_{\text{new}k_j} = X_{kj} + \text{rn}[0, 1](GL_j - X_{kj}) + \text{rn}[-1, 1](X_{sj} - X_{kj}).$$  \hspace{1cm} (14)

In Eq. (14), the term $X_{\text{new}k_j}$ expresses the new position update based on the global leader, the $k$th spider monkey at $j$th dimension is formulated as $X_{kj}$, the random number is denoted as $\text{rn}$, the global leader position at $j$th dimension is formulated as $GL_j$ and the $s$th spider monkey at $j$th dimension is indicated as $X_{sj}$, where an arbitrarily chosen index is given as $j \in \{1, 2, \ldots, J\}$.

(iii) “Propagation through Successor’s position”: The exploration process of DHOA is formulated by altering the vector $B$ with the enclosing behavior. When $B < 1$ the random search is initialized. Thus, the position is updated with the position of the successor by considering the obtained first-best solution, which permits a global search that is derived in Eq. (15).

$$X_{k+1} = X^{Sur} - Y \cdot f \cdot |B \times X^{Sur} - X_j|.$$  \hspace{1cm} (15)

Here, the successor position of the search agent is represented as $X^{Sur}$ in the recent population.

Hence, the designed SM-DHOA is formulated based on the random parameter $f$, which decides the position updating through the SMO and DHOA. The pseudo-code of the proposed algorithm is given in Algorithm 1.
This developed SM-DHOA is inspired by the hybridization concept, which offers efficient convergence behavior for the proposed multi-media data retrieval model. The flowchart of the designed algorithm is given in Fig. 5.

5.2 Objective model for a-ssf in data retrieval

The proposed multimedia data retrieval model focuses on efficient retrieval using a new SM-DHOA with optimal semantic feature selection with A-SSF. The weighted feature extraction is performed to implement the A-SSF computation and the optimization [33] strategy is used to tune the weight function, thus calling the similarity function A-SSF. Here, the map-reduce framework is used for retrieval by optimizing the weight function of features in the reducer for increasing the performance in terms of precision and F1-score. The major multi-objective function $FF_2$ for A-SSF using SM-DHOA is derived in Eq. (16).

$$FF_2 = \arg \min_{\{w_g^{m}, w_g^{n}\}} \left( \frac{1}{pm + F1 - score} \right).$$  

(16)
Here, precision is “the ratio of positive observations that are predicted exactly to the total number of observations that are positively predicted” as formulated in Eq. (17).

\[ prn = \frac{tp^p}{tp^p + fp^p}. \]  

(17)

The F1-score is the “harmonic mean between precision and recall. It is used as a statistical measure to rate performance” as derived in Eq. (18).

\[ F1 - score = \frac{2tp^p}{2tp^p + fp^p + fn^p}. \]  

(18)

Here, terms \( tp^p, tn^p, fp^p \) and \( fn^p \) refer to the “true positives, true negatives, false positives, and false negatives,” respectively. The multi-objective function focuses on improving the retrieval performance through adaptive semantic similarity in the map-reduce framework using SM-DHOA.

### 6 Results and discussions

#### 6.1 Experimental setup

The proposed multimedia big data retrieval was developed in MATLAB 2020a, and the experimental analysis was carried out. From the datasets, video to video and audio to an image is analyzed using dataset 1 and also text to image and image to image is analyzed using dataset 2. Here, the performance of the proposed model was compared over the conventional methods like PSO [28], GWO [29], DHOA [25], and SMO [26] and existing models like BD-FFT [2], FRS-KELM [4], and RELIEF-MM [6]. The experimental analysis was performed by considering the number of iteration as 10 and the number of populations as 10.

#### 6.2 Performance measures

Various performance metrics are used for evaluating the performance, which is described below.
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(a) MCC: “correlation coefficient computed by four values”.

\[
MCC = \frac{te^{ps} \times te^{ns} - fe^{ps} \times fe^{ns}}{\sqrt{(te^{ps} + fe^{ps})(te^{ns} + fe^{ns})(te^{ps} + fe^{ns})(te^{ns} + fe^{ns})}}.
\]  

(19)

(b) NPV: “probability that subjects with a negative screening test truly don’t have the disease”.

\[
NPV = \frac{te^{ps}}{fe^{ps} + te^{ns}}.
\]  

(20)

(c) FDR: “the number of false positives in all of the rejected hypotheses”.

\[
FDR = \frac{fe^{ps}}{fe^{ps} + te^{ns}}.
\]  

(21)

(d) FPR: “the ratio of the count of false-positive predictions to the entire count of negative predictions”.

\[
FPR = \frac{fe^{ps}}{fe^{ps} + te^{ns}}.
\]  

(22)

(e) FNR: “the proportion of positives which yield negative test outcomes with the test”.

\[
FNR = \frac{fe^{ng}}{te^{ps} + te^{ng}}.
\]  

(23)

(f) Sensitivity: “the number of true positives, which are recognized exactly”.

\[
Se = \frac{te^{ps}}{te^{ps} + fe^{ng}}.
\]  

(24)

(g) Specificity: “the number of true negatives, which are determined precisely”.

\[
Sp = \frac{te^{ng}}{te^{ng} + fe^{ps}}.
\]  

(25)

(h) Accuracy: It is a “ratio of the observation of exactly predicted to the whole observations”.

\[
Ac = \frac{(te^{ps} + te^{ng})}{(te^{ps} + te^{ng} + fe^{ps} + fe^{ng})}.
\]  

(26)

![Fig. 6 Performance analysis on the precision of the proposed Multimedia Big Data Retrieval model with different meta-heuristic-based algorithms for a text to image retrieval, b image to image retrieval, c video to video retrieval, and d audio to image retrieval](image-url)
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(i) Recall: It is measured “as the number of true positives divided by the total number of true positives and false negatives.”

\[ Re = \frac{tp_{ps}}{tp_{ps} + fn_{ps}} \]  

(27)

### 6.3 Analysis of precision

The performance of the designed multimedia big data retrieval model using SM-DHOA with A-SSF is analyzed in terms of precision by varying the number of multi-media data retrieved, which is depicted in Figs. 6 and 7 for metaheuristic-based algorithms and conventional models, respectively. When considering the number of the multi-media data retrieved as 20 for text to image retrieval, the suggested SM-DHOA gets 7.9%, 4.3%, 6.7%, 6%, 4.4%, 6.7%, and 5.5% higher precision rates than PSO, GWO, DHOA, SMO, BD-FFT, FRS-KELM, and RELIEF-MM, respectively. For an image to image retrieval, the proposed SM-DHOA attains 5.7%, 4.5%, 6.97%, 5%, 6.9%, 6.9%, and 6.9% maximum precision rate than PSO, GWO, DHOA, SMO, BD-FFT, FRS-KELM, and RELIEF-MM, respectively, while taking the number of multi-media data retrieved as 40. Similarly, the performance of the developed SM-DHOA is analyzed in terms of precision with the number of multimedia data retrieved as 60, which is 3.7%, 5%, 2.4%, 7.6%, 2.4%, 1.2%, and 9% superior to PSO, GWO, DHOA, SMO, BD-FFT, FRS-KELM, and RELIEF-MM, respectively, for a video to video retrieval. Likewise, the efficiency of the recommended SM-DHOA for audio to image retrieval is 11%, 1.28%, 2.5%, 6.7%, 8%, 6.75%, and 5.3% progressed than PSO, GWO, DHOA, SMO, BD-FFT, FRS-KELM, and RELIEF-MM, respectively, while taking the number of multi-media data retrieved as 80. Finally, the proposed model shows better performance by comparing with the existing approaches.

### 6.4 Analysis of F1-score

For the statistical analysis, the number of the multi-media data retrieval was taken as R@100 for image retrieval. In
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For our proposed model, image 1 of the actual and predicted images are compared in terms of recall which is regarded as R@1, further the set of 2 of the images are compared in terms of recall which is regarded as R@2. Similarly, the comparison is made for the R@100 images. The proposed multimedia big data retrieval is evaluated in terms of F1-score with different optimization-based algorithms and classifiers as given in Figs. 8 and 9, respectively. The F1-score of the suggested SM-DHOA shows the better performance, which is 8%, 9.4%, 10.7%, 6.8%, 8%, 6.8%, and 9.4% advanced than PSO, GWO, DHOA, SMO, BD-FFT, FRS-KELM, and RELIEF-MM, respectively. Finally, when taking the number of multimedia data retrieved as 100, the implemented SM-DHOA is 11.7%, 13.4%, 8.5%, 16.9%, 5.6%, 8.69%, and 15.3% enhanced than PSO, GWO, DHOA, SMO, BD-FFT, FRS-KELM, and RELIEF-MM, respectively, for audio to image retrieval. Further, the designed multimedia big data retrieval model using SM-DHOA with A-SSF establishes superior performance in terms of F1-score when compared to other approaches.

6.5 Overall performance analysis on the accuracy

The overall performance of the designed multimedia big data retrieval model is analyzed in terms of accuracy with different optimization-based algorithms and classifiers as given in Fig. 10. While considering the text to image retrieval, the performance of the designed SM-DHOA is 9.3%, 6.8%, 4.44%, and 4.44% superior to PSO, GWO,
DHOA, and SMO, respectively. The performance of the designed SM-DHOA is 4.3%, 3.2%, and 1% enhanced than BD-FFT, FRS-KELM, and RELIEF-MM, respectively, for the video to video retrieval. Hence, the performance of the designed model with A-SSF using SM-DHOA gets a more accurate retrieval rate than other conventional models.
6.6 Statistical analysis on precision

The statistical analysis on precision for the developed multimedia data retrieval model is given in Tables 2 and 3, respectively, by considering different query data. “The mean is the average value of the best and worst values and the median is referred to as the center point of the best and worst values, whereas the standard deviation is represented as the degree of deviation between each execution”. While considering the text to image retrieval, the accuracy of the SM-DHOA is 7.8%, 8.3%, 8.5%, 9.2%, 9.6%, and 7.69% higher than PSO, GWO, DHOA, SMO, BD-FFT, FRS-KELM, and RELIEF-MM, respectively. Likewise, the statistical analysis on precision for all the datasets shows superior performance while comparing with the other existing approaches.

6.7 Statistical analysis on F1-score

The statistical analysis on F1-score of the proposed multimedia data retrieval model with A-SSF is given in Tables 4 and 5. The performance of the SM-DHOA is 7.5%, 8%, 6.7%, 7.6%, 4.4%, 5.5%, and 9.11% advanced than PSO, GWO, DHOA, SMO, BD-FFT, FRS-KELM, and RELIEF-MM, respectively, while considering the audio to image retrieval. The median of the suggested SM-DHOA is 5.9%, 7.22%, 5.9%, 5.3%, 3.4%, 5.2%, and 7.8% higher than PSO, GWO, DHOA, SMO, BD-FFT, FRS-KELM, and RELIEF-MM, respectively, for audio to image retrieval. Similarly, superior performance is attained by the proposed model than existing approaches.

6.8 Statistical analysis on recall

The performance of the implemented SM-DHOA for the multimedia data retrieval is validated in Tables 6 and 7. The efficiency of the recommended SM-DHOA is 7%, 6%, 7%, 7.3%, 7.7%, 6.9%, and 8.3% higher than PSO, GWO, DHOA, SMO, BD-FFT, FRS-KELM, and RELIEF-MM, respectively, for an image to image retrieval. The median of the proposed SM-DHOA is 7.3%, 2.3%, 3.5%, 3.5%, 7.8%, 7%, and 7.8% enhanced than PSO, GWO, DHOA, SMO,
Table 4 Statistical analysis of the proposed Multimedia Big Data Retrieval model with different meta-heuristic-based algorithms for four datasets in terms of F1-score

| Algorithms      | Best  | Worst | Mean  | Median | Standard deviation |
|-----------------|-------|-------|-------|--------|-------------------|
| **Text to image retrieval** |       |       |       |        |                   |
| PSO [28]        | 91    | 66    | 80.84 | 82.5   | 7.9184            |
| GWO [29]        | 90    | 69    | 80.87 | 83     | 6.8515            |
| DHOA [25]       | 89    | 65    | 80.93 | 84     | 7.1085            |
| SMO [26]        | 91    | 69    | 82    | 83.5   | 6.849             |
| SM-DHOA         | 95    | 75    | 87.7  | 89     | 6.2418            |
| **Image to image retrieval** |       |       |       |        |                   |
| PSO [28]        | 90    | 65    | 80.25 | 82     | 8.2846            |
| GWO [29]        | 91    | 65    | 82.04 | 85     | 8.262             |
| DHOA [25]       | 88    | 67    | 81.13 | 82.5   | 7.0132            |
| SMO [26]        | 88    | 66    | 80.06 | 82     | 7.4952            |
| SM-DHOA         | 95    | 76    | 87.26 | 88.5   | 6.3891            |
| **Video to video retrieval** |       |       |       |        |                   |
| PSO [28]        | 91    | 70    | 82.25 | 82     | 7.1157            |
| GWO [29]        | 88    | 69    | 80.8  | 82     | 6.1496            |
| DHOA [25]       | 88    | 66    | 80.74 | 83.5   | 7.3356            |
| SMO [26]        | 88    | 68    | 80.37 | 83     | 6.6858            |
| SM-DHOA         | 95    | 75    | 87.23 | 90     | 6.865             |
| **Audio to image retrieval** |       |       |       |        |                   |
| PSO [28]        | 89    | 68    | 81.61 | 84     | 6.5473            |
| GWO [29]        | 89    | 67    | 81.25 | 83     | 6.8878            |
| DHOA [25]       | 91    | 70    | 82.23 | 84     | 6.1952            |
| SMO [26]        | 91    | 65    | 81.58 | 84.5   | 7.9419            |
| SM-DHOA         | 95    | 76    | 87.81 | 89     | 6.1013            |

Table 5 Statistical analysis of the proposed Multimedia Big Data Retrieval model with different conventional models for four datasets in terms of F1-score

| Algorithms      | Best  | Worst | Mean  | Median | Standard deviation |
|-----------------|-------|-------|-------|--------|-------------------|
| **Text to image retrieval** |       |       |       |        |                   |
| BD-FFT [2]      | 91    | 66    | 82.03 | 85     | 7.744             |
| FRS-KELM [4]    | 88    | 66    | 80.64 | 84     | 7.2995            |
| RELIEF-MM [6]   | 89    | 69    | 81.23 | 83     | 6.1511            |
| SM-DHOA         | 95    | 75    | 87.36 | 89     | 6.2998            |
| **Image to image retrieval** |       |       |       |        |                   |
| BD-FFT [2]      | 91    | 65    | 82.27 | 83.5   | 6.7806            |
| FRS-KELM [4]    | 88    | 65    | 79.96 | 83.5   | 7.3566            |
| RELIEF-MM [6]   | 89    | 69    | 82.3  | 84     | 6.4424            |
| SM-DHOA         | 95    | 75    | 87.24 | 89.5   | 6.4934            |
| **Video to video retrieval** |       |       |       |        |                   |
| BD-FFT [2]      | 91    | 65    | 81.2  | 85     | 7.8341            |
| FRS-KELM [4]    | 88    | 67    | 81.71 | 84.5   | 7.1426            |
| RELIEF-MM [6]   | 88    | 68    | 81.12 | 85     | 7.1042            |
| SM-DHOA         | 95    | 75    | 86.99 | 88     | 6.381             |
| **Audio to image retrieval** |       |       |       |        |                   |
| BD-FFT [2]      | 90    | 71    | 83.43 | 86.5   | 6.0574            |
| FRS-KELM [4]    | 91    | 69    | 82.58 | 85     | 6.4841            |
| RELIEF-MM [6]   | 89    | 65    | 79.87 | 83     | 8.4467            |
| SM-DHOA         | 95    | 75    | 87.15 | 89.5   | 6.6002            |

BD-FFT, FRS-KELM, and RELIEF-MM, respectively, for the image to image retrieval. Therefore, the performance of the designed model is validated in terms of recall while compared with the other approaches.

7 Conclusion

This paper has developed a new deep multimedia big data retrieval with A-SSF based on hybrid SM-DHOA. The gathered multimedia data were given to the deep CNN-based semantic feature extraction for getting the significant features. Then, the optimal semantic features were selected using the SM-DHOA to minimize the correlation among the optimal features. Furthermore, the map-reduce framework with A-SSF was developed using SM-DHOA for an efficient retrieval process. Through the performance analysis, while considering dataset 1, the accuracy of the developed SM-DHOA was 4.3%, 3.2%, and 1% enhanced than BD-FFT, FRS-KELM, and RELIEF-MM, respectively, for the video to video retrieval. Hence, superior performance was observed by the proposed model while compared to the conventional algorithms. In our proposed SM-DHOA model, results were found only for text-to-image, image-to-image, video-to-video, and audio-to-image. In future works, the proposed model extends towards the utilization of audio-to-video or audio-to-image-to-image processing by utilizing intelligent approaches like the ensemble learning method.
Table 6 Statistical analysis of the proposed Multimedia Big Data Retrieval model with different meta-heuristic-based algorithms for four datasets in terms of recall

| Algorithms  | Best | Worst | Mean  | Median | Standard deviation |
|-------------|------|-------|-------|--------|--------------------|
| Text to image retrieval | | | | | |
| PSO [28] | 91 | 70 | 81.69 | 83.5 | 6.5547 |
| GWO [29] | 89 | 66 | 79.45 | 79 | 7.3751 |
| DHOA [25] | 91 | 69 | 81.44 | 81.5 | 7.3955 |
| SMO [26] | 88 | 69 | 81.1 | 83.5 | 6.274 |
| SM-DHOA | 95 | 75 | 87.36 | 89 | 6.1242 |
| Image to image retrieval | | | | | |
| PSO [28] | 91 | 67 | 81.82 | 82 | 7.5617 |
| GWO [29] | 91 | 68 | 82.59 | 86 | 7.0268 |
| DHOA [25] | 90 | 66 | 81.72 | 85 | 7.3045 |
| SMO [26] | 88 | 67 | 81.61 | 85 | 6.2018 |
| SM-DHOA | 95 | 76 | 87.57 | 88 | 5.8968 |
| Video to video retrieval | | | | | |
| PSO [28] | 91 | 65 | 80.02 | 82 | 9.2321 |
| GWO [29] | 90 | 70 | 82.3 | 83 | 6.5017 |
| DHOA [25] | 90 | 67 | 80.63 | 83 | 7.5954 |
| SMO [26] | 88 | 66 | 82.31 | 84 | 6.5052 |
| SM-DHOA | 95 | 75 | 86.72 | 89.5 | 6.8329 |
| Audio to image retrieval | | | | | |
| PSO [28] | 88 | 70 | 82.03 | 84 | 6.274 |
| GWO [29] | 91 | 67 | 81.94 | 84 | 7.0307 |
| DHOA [25] | 88 | 68 | 81.63 | 84 | 6.7475 |
| SMO [26] | 91 | 68 | 81.93 | 84 | 7.6081 |
| SM-DHOA | 95 | 75 | 88.01 | 90 | 6.2997 |

Table 7 Statistical analysis of the proposed Multimedia Big Data Retrieval model with different conventional models for four datasets in terms of recall

| Algorithms  | Best | Worst | Mean  | Median | Standard deviation |
|-------------|------|-------|-------|--------|--------------------|
| Text to image retrieval | | | | | |
| BD-FFT [2] | 91 | 68 | 82.41 | 84.5 | 6.7091 |
| FRS-KELM [4] | 90 | 68 | 82.62 | 84.5 | 6.5886 |
| RELIEF-MM [6] | 89 | 67 | 81.45 | 84 | 6.4829 |
| Image to image retrieval | | | | | |
| BD-FFT [2] | 88 | 68 | 80.99 | 83 | 7.0875 |
| FRS-KELM [4] | 89 | 67 | 81.54 | 83.5 | 7.2925 |
| RELIEF-MM [6] | 89 | 67 | 80.53 | 83 | 6.7934 |
| Video to video retrieval | | | | | |
| BD-FFT [2] | 88 | 67 | 81.33 | 83 | 6.9892 |
| FRS-KELM [4] | 90 | 69 | 81.95 | 84.5 | 6.6564 |
| RELIEF-MM [6] | 90 | 69 | 81.95 | 85 | 6.381 |
| Audio to image retrieval | | | | | |
| BD-FFT [2] | 89 | 66 | 81.55 | 83.5 | 7.1243 |
| FRS-KELM [4] | 90 | 69 | 81.95 | 85 | 6.8819 |
| RELIEF-MM [6] | 88 | 66 | 80.2 | 82 | 7.1619 |
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