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Abstract

Conformal prediction is a generic methodology for finite-sample valid distribution-free prediction. This technique has garnered a lot of attention in the literature partly because it can be applied with any machine learning algorithm that provides point predictions to yield valid prediction regions. Of course, the efficiency (width/volume) of the resulting prediction region depends on the performance of the machine learning algorithm. In the context of point prediction, several techniques (such as cross-validation) exist to select one of many machine learning algorithms for better performance. In contrast, such selection techniques are seldom discussed in the context of set prediction (or prediction regions). In this paper, we consider the problem of obtaining the smallest conformal prediction region given a family of machine learning algorithms. We provide two general-purpose selection algorithms and consider coverage as well as width properties of the final prediction region. The first selection method yields the smallest width prediction region among the family of conformal prediction regions for all sample sizes but only has an approximate coverage guarantee. The second selection method has a finite sample coverage guarantee but only attains close to the smallest width. The approximate optimal width property of the second method is quantified via an oracle inequality. As an illustration, we consider the use of aggregation of non-parametric regression estimators in the split conformal method with the absolute residual conformal score.
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1 Introduction

Prediction is one of the major focuses of machine learning. Most methods in machine learning are designed to provide point predictions, but quantifying the uncertainty in the point prediction is crucial for several applications. In criminal justice applications, point predictions from classification and regression algorithms are commonly used in problems of predicting whether a convicted individual will re-offend if given parole and in problems of predicting the length of a prison sentence. In these examples, it is very important to supplement point predictions with a valid uncertainty estimate (Berk et al., 2023). Such an uncertainty estimate can be obtained by using a prediction set/interval for the response. For applicability in a wide range of applications, it would be beneficial to perform uncertainty quantification under as minimal assumptions on the data generating process as possible. Conformal prediction methodology introduced by Vovk et al. (2005) provides a generic algorithm for solving this problem with the only assumption of exchangeable data. While exchangeability is the minimum requirement, we will, in this paper, assume independent and identically distributed observations for reasons to be discussed.

Formally, suppose we have independent and identically distributed (i.i.d.) training data $Z_1, \ldots, Z_N$ from a distribution $P$ on some space $Z$. The space $Z$ can be arbitrary such as a function space, a space of images, etc. The goal of conformal prediction is to predict $Z_{N+1}$ using a prediction set $\hat{C}_{N,\alpha} = \hat{C}_{N,\alpha}(Z_1, \ldots, Z_N)$ such that $P(Z_{N+1} \in \hat{C}_{N,\alpha}) \geq 1 - \alpha$, for a fixed $0 < \alpha < 1$, and the probability is taken with respect to the new test point $Z_{N+1}$ along with the training data $Z_1, \ldots, Z_N$. Given any point prediction algorithm, conformal prediction works as a wrapper to obtain a valid prediction set, irrespective of what the point prediction algorithm is. Although the validity guarantee holds very generally, efficiency (in terms of the width/volume) of the prediction region depends crucially on the performance of the algorithm as well as the data generating process. In this paper, we develop methods to attain coverage validity and width efficiency using conformal prediction regions based on several training methods and selecting one of them.

We now provide a brief introduction to the literature on conformal prediction. In the recent years, several authors have discussed different ways of applying the conformal prediction in order to attain better statistical and computational efficiency. Vovk et al. (2005) introduced a version of conformal prediction called the transductive conformal method that requires fitting the learning algorithm to the data $Z_i, 1 \leq i \leq N$ and $Z_{N+1} = z$ for all $z \in Z$. This method is discussed in Lei et al. (2013)
as the full conformal method and is computationally intensive in practice, but makes full use of the data for prediction. Papadopoulos et al. (2002) proposed an alternative method called the inductive conformal method (or the split conformal method in Lei and Wasserman (2014)) that splits the data into two parts. The learning algorithm is trained only on the first part and the prediction set is constructed using conformal “scores” on the second part of the data. For concreteness, we describe the basic algorithm here in regression setting with $Z_i = (X_i, Y_i) \in \mathcal{X} \times \mathbb{R}$. Let $A : \mathcal{X} \rightarrow \mathbb{R}$ be any predictive algorithm trained on the first split of the data, i.e., for any $x \in \mathcal{X}$, $A(x)$ is the point prediction for $Y$. If $m$ is the number of observations in the second split, $R_i = |Y_i - A(X_i)|$ are residuals for the second split of the data, and $\hat{Q}_\alpha$ is the $\lceil (m + 1)(1 - \alpha) \rceil$-th largest element of $R_i$’s, then for any $(X_{N+1}, Y_{N+1}) \sim P = P_X \otimes P_{Y|X}$, $\mathbb{P}(|Y_{N+1} - A(X_{N+1})| \leq \hat{Q}_\alpha) \geq 1 - \alpha$. In particular, for $\hat{C}_{N,\alpha} = \{(x, y) \in \mathcal{X} \times \mathbb{R} : |y - A(x)| \leq \hat{Q}_\alpha\}$, we have $\mathbb{P}((X_{N+1}, Y_{N+1}) \in \hat{C}_{N,\alpha}) \geq 1 - \alpha$. In general, marginal coverage is not sufficient for practical purposes and require conditional coverage conditional on the features. This is, however, impossible to attain the finite samples without strong assumptions as shown in Foygel Barber et al. (2021).

The split conformal method only uses part of the data for prediction and several methods have since been developed to make better use of the data. These methods involve aggregation methods (Jo- hansson et al., 2014; Carlsson et al., 2014; Vovk, 2015; Linusson et al., 2017), leave-one-out and K-fold methods (Barber et al., 2021; Kim et al., 2020). These methods generally train the learning algorithm on multiple folds of the data and combine the predictions to create a valid prediction set. All these aggregation methods provide similar finite sample distribution-free guarantees to that of the full and split conformal methods, irrespective of the learning algorithm; see Gupta et al. (2022) for details. It should be clarified that the word “aggregation” in these works is used in the sense of combining prediction algorithms obtained from multiple splits of the data and usually the same prediction algorithm is applied on each split of the data, which need not yield width efficiency.

These algorithms are designed with the intention of making full use of the data, unlike the split conformal method. They, however, may not necessarily lead to the smallest prediction region even in the asymptotic sense (i.e., they are not constructed to achieve a smaller width). Construction of optimal prediction regions was considered in Lei et al. (2013) for the case of no covariates, in Lei et al. (2018) for the case of symmetric and homoscedastic regression problem, in Sadinle et al. (2019) and Romano et al. (2020) for the classification problem, and in Györfi and Walk (2020) in a general setting. Also, see Burnaev and Vovk (2014), and Vovk et al. (2017). With no symmetric or homoscedasticity
assumptions, the problem of the smallest prediction interval for regression was considered in Gupta et al. (2022), Sesia and Candès (2020), Izbicki et al. (2022), and Kivaranovic et al. (2020). The construction of prediction regions to attain the smallest width/volume essentially requires estimating some non-parametric quantity such as the conditional mean, conditional quantile, or the conditional density function consistently; see Sesia and Candès (2020, Assumption 3) and Izbicki et al. (2022, Assumption 9). Estimating these nonparametric quantities at the optimal rate would imply that the corresponding conformal prediction region would converge to the smallest valid prediction region as shown in Lei et al. (2018, Section 3). Somewhat counterintuitively, “optimal” prediction regions converging to the smallest valid prediction region need not make full use of the data and can be obtained using the split conformal method. This follows partly because the optimal prediction set does not shrink to a point as the sample size increases.

Note that almost all estimators of nonparametric quantities require user specification of tuning parameters such as bandwidth, number of nearest neighbors, width and number of hidden layers in neural networks, number of trees in boosting, and so on. In traditional nonparametric estimation, these tuning parameters can be chosen via the cross-validation technique. But this choice focuses on obtaining an estimate with the smallest $L_2$ or prediction risk and need not yield the smallest prediction region. In this paper, we consider the problem of selecting tuning parameters in order to obtain the smallest valid prediction region. This problem was discussed in Lei et al. (2013, Section 4) in the case where there are no covariates. They present an algorithm to solve this problem but do not prove that the algorithm results in the smallest prediction region. This is one of the inspirations for the current paper.

More formally, suppose $A_1, \ldots, A_K$ are $K$ different training algorithms. The question we discuss is how to select $\hat{k} \in \{1, 2, \ldots, K\}$ and construct a prediction region with valid coverage and the smallest width or close to the smallest width. This closeness will be proved in terms of an oracle inequality; see Section 3 for details. Why does this lead to width efficiency, in general? This is best understood via the regression example used in the description of the split conformal procedure. If the data generating process for $(X, Y)$ satisfies $Y = m_0(X) + \xi$ with $\xi \perp X$ and is symmetrically distributed, then Lei et al. (2018) proves that the conformal prediction interval is asymptotically optimal in width if $A(\cdot)$ is consistent for $m_0(\cdot)$ in an appropriate sense. Suppose now one uses different kernel regression estimators $A_1, \ldots, A_K$ differing in the choice of their bandwidths. If $m_0(\cdot)$ is smooth, then there exists a choice of bandwidth in the collection that yields a minimax rate-optimal estimator for $m_0(\cdot)$.
Hence, selecting a bandwidth from a finite collection for a minimum width prediction set yields the width efficient conformal prediction set. A similar argument can be made in the context of conditional quantiles (Sesia and Candès, 2020).

We will discuss two selection methods and two corresponding prediction regions; both are designed to obtain the smallest width among the family of regions considered. In each case, we consider finite sample coverage as well as finite sample width properties. We define different versions of oracle prediction sets and derive oracle inequalities with respect to the width/volume; these oracles are similar to those considered in Lei et al. (2018). We will provide the exact oracle inequality when the family of training algorithms is based on ridge regression with different penalty levels. None of our results assume any specific structure on the true data generating mechanism but only moment conditions. Furthermore, we need the observations to be independent and identically distributed for these oracle inequalities. In proving the validity guarantee for the first selection method, we find a surprising phenomenon about the split conformal method that allows repeated splitting of the data, and reporting (any) one of the resulting split conformal prediction sets would still yield a prediction set that is valid in terms of coverage probability. This is not an obvious fact. For instance, in Section 2.3 of Lei et al. (2018), the authors use a union bound for the validity of such a reporting from a collection of split conformal prediction intervals. Our results essentially imply that no such correction based on union bound is needed for approximate validity; see Theorem 1 in Section 2.

Finally, we note that a recent paper Chen et al. (2021a) considers the problem of constructing the smallest valid prediction regions out of all prediction intervals with lower and upper end points of the interval belonging to VC classes. The authors make use of concentration inequalities for VC classes and directly target attaining the smallest prediction set without specifically using a family of training algorithms. This does not use conformal prediction. Our approach in this paper is quite different.

**Organization.** The remaining article is organized as follows. In Section 1.1, we formulate the problem along with the notation used throughout the article. In Section 2, we provide our first algorithm called “efficiency first conformal prediction” (EFCP) that attains a finite sample smallest width but only has approximate coverage validity. We also discuss the implications of selection on conditional coverage. In Section 3, we provide our second algorithm called “validity first conformal prediction” (VFCP) that has finite sample coverage validity and only attains approximately the smallest width. In Sections 2 and 3, we study the coverage and width properties of both algorithms.
and quantify how close these methods come to attaining validity and efficiency (i.e., the smallest width). The algorithms presented in these sections are discussed in the setting of a general prediction problem, not just in the regression setting. In Section 4, we compare EFCP and VFCP algorithms theoretically and contrast their performance. In Section 5, we focus on the smallest width prediction set in the regression setting. In Section 5.1, we take the training algorithms to be fixed linear functions of covariates and the prediction sets are “fixed width” in that they are of the form \( \{(x, y) : y \in [\theta^\top x - T, \theta^\top x + T]\} \) for a value \( T \) independent of \( x \). In Section 5.2, we consider the application of the results in Section 5.1 to aggregation of non-parametric regression estimators and also study conditional coverage of the resulting prediction set. In Section 5.3, we present a few simulations to validate the theoretical results. In Section 6, we summarize the article and discuss some interesting future directions. The proof of all the results and some supporting lemmas are provided in the supplementary file. For convenience, the sections and equations of the supplementary file are prefixed with “S.” and “E.”, respectively. R code to reproduce the experiments in this work is provided at https://github.com/Elsa-Yang98/Selection_and_aggregation_of_conformal_prediction_sets.

### 1.1 Problem Formulation

In this section, we describe the problem of constructing valid smallest prediction region in terms of width or volume and outline the content of the following sections. Based on the conformal prediction methodology, one simple method would be to construct several algorithms \( A_1, \ldots, A_K \) on the training data, corresponding prediction sets based on the test data, and select the one that yields the smallest prediction set, in terms of width. Although this leads to the smallest prediction set, its validity does not follow readily. The reason is that this is a form of cherry-picking. Thus, we formulate the problem we tackle in this paper as

Given a collection of training algorithms, construct a selection rule that yields a near optimal prediction set as well as validity. Further, quantify how close one can get to the smallest prediction set in terms of width and to the required coverage.

Inspired by Algorithm 1 of Lei et al. (2013), we will present two algorithms for this problem based on the split conformal method. Lei et al. (2013) discuss the construction of the smallest prediction set using level sets of kernel density estimators. They tune the bandwidth of the kernel density estimator by minimizing the volume of the prediction set. Our algorithms are a generalization of the one from Lei
et al. (2013). The first of our selection algorithms targets finite sample efficiency and the second targets finite sample validity. The first algorithm will be called “efficiency first conformal prediction” (EFCP). It splits the data into two parts, constructs $K$ conformal prediction sets, and simply returns the one with smallest width. The second algorithm will be called “validity first conformal prediction” (VFCP). It splits the data into three parts, constructs $K$ conformal prediction sets, selects one of them using the second split, and then recomputes the prediction set using the third split of the data. The EFCP and VFCP methods as pseudocode are presented in Algorithms 1 and 2. In both these algorithms, the construction of conformal prediction sets is described in terms of nested sets following Gupta et al. (2022). As mentioned in Gupta et al. (2022), the nested set formulation of conformal methodology is equivalent to the usual formulation in terms of conformal scores. This is useful because the nested set formulation provides a geometric intuition of the conformal framework.

**Notation.** For any $m \geq 1$, we use $[m]$ to indicate the set $\{1, 2, \ldots , m\}$. For any set $J \subseteq [d]$, $|J|$ denotes the cardinality of $J$. For any vector or matrix $v$, let $v^\top$ denote its transpose. The Euclidean norm in any dimension is given by $\| \cdot \|_2$. We use $\mathcal{C}$ to denote a universal constant.

Throughout the paper, we require the observations to be exchangeable when using conformal prediction, and hence the observations are identically distributed.

## 2 Efficiency First Conformal Prediction

In Section 1, we have introduced the split conformal procedure with an absolute residual score. In the current and the following sections, we will use the nested conformal framework of Gupta et al. (2022). For the convenience of the readers, we rewrite the “absolute residual”-based split conformal in terms of nested sets. Split the observed data $(X_i, Y_i) \in \mathcal{X} \times \mathbb{R}, 1 \leq i \leq N$ into two parts $\mathcal{D}_1$ and $\mathcal{D}_2$, where a point prediction algorithm $\mathcal{A}$ is trained on $\mathcal{D}_1$. Now construct the nested sets

$$\mathcal{F}_t := \{(x, y) \in \mathcal{X} \times \mathbb{R} : y \in [\mathcal{A}(x) - t, \mathcal{A}(x) + t]\}, \quad t \geq 0. \quad (1)$$

Note that these sets are random through $\mathcal{A}$ (and $\mathcal{D}_1$). These are (increasing) nested sets because for $0 \leq t \leq t' < \infty$, $\mathcal{F}_t \subseteq \mathcal{F}_{t'}$. For $(X_i, Y_i) \in \mathcal{D}_2$ (the second split of the data), define the score $t(X_i, Y_i) = \inf\{t \geq 0 : (X_i, Y_i) \in \mathcal{F}_t\}$. From the definition of $\mathcal{F}_t$, it is easy to show that $t(X_i, Y_i) = |Y_i - \mathcal{A}(X_i)|$. Set $T_\alpha$ to be the $(1 - \alpha)(1 + 1/|\mathcal{D}_2|)$-th quantile of $t(X_i, Y_i)$ for observations in $\mathcal{D}_2$. 
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Then the split conformal prediction set is $\hat{C}_{N,\alpha} = \mathcal{F}_{T_a}$. Proposition 1 of Gupta et al. (2022) proves that $\hat{C}_{N,\alpha}$ constructed as above has a finite sample coverage of at least $1 - \alpha$ for a future test point $(X_{N+1}, Y_{N+1})$ from the same distribution as that of training data. This validity guarantee does not require the special structure of $\mathcal{F}_i$ in (1) and holds for any sequence of (increasing) nested sets.

With this background, we are now ready to describe our first algorithm for efficient conformal prediction. The core idea is to train $K$ algorithms on $D_1$, construct $K$ different collections of increasing nested sets as well as the corresponding split conformal prediction set using $D_2$, and then return the prediction set that has the smallest width. Algorithm 1 presents the pseudocode for our efficiency first conformal prediction method, where for generality, it is stated without assuming a regression setting. The observations $Z_1, \ldots, Z_N$ are assumed to lie in $\mathcal{Z}$, a general measurable space.

**Algorithm 1: Efficiency First Conformal Prediction for the Smallest Prediction Set**

**Input:** Data $D = \{Z_i, i \in [N]\}$, coverage probability $1 - \alpha$, and training methods $\mathcal{A}_k, k \in [K]$.

**Output:** A valid prediction set $\hat{C}_{EFCP}$ with smallest width.

1. Randomly split $[N] = \{1, 2, \ldots, N\}$ into two (disjoint) parts $\mathcal{I}_1, \mathcal{I}_2$. Set $D_1 = \{Z_i : i \in \mathcal{I}_1\}$, $D_2 = \{Z_i : i \in \mathcal{I}_2\}$.
2. Fit training methods $\mathcal{A}_1, \ldots, \mathcal{A}_K$ on $D_1$ and using fitted method $\mathcal{A}_k$, construct an increasing (nested) sequence of sets $\{\mathcal{F}^{(k)}_i\} \subseteq \mathcal{T}$. Here $\mathcal{T}$ is a subset of $\mathbb{R}$.
3. For each $i \in \mathcal{I}_2$ (i.e., $Z_i \in D_2$) and $k \in [K]$, define the conformal score
   
   $$t_k(Z_i) := \inf \{t \in \mathcal{T} : Z_i \in \mathcal{F}^{(k)}_i\}.$$ 
   
   Compute the corresponding conformal prediction set as $\hat{C}_k := \{z : t_k(z) \leq T_{a,k}\}$, where $T_{a,k}$ is the $\lceil(1 + |\mathcal{I}_2|)(1 - \alpha)\rceil$-th largest element of $t_k(Z_i), i \in \mathcal{I}_2$.
4. Set
   
   $$\hat{k} := \arg\min_{1 \leq k \leq K} \text{Width}(\hat{C}_k),$$
   
   Here Width($\cdot$) can be any measure of width or volume of a prediction set. The quantity $\hat{k}$ need not be unique and any minimizer can be chosen.
5. **return** the prediction set $\hat{C}_{\hat{k}}$ as $\hat{C}_{EFCP}$.

The nested sets $\mathcal{F}^{(k)}_i, t \in \mathcal{T}$ in step 2 are subsets of the domain $\mathcal{Z}$ of $Z_i$’s. Further, we do not place any restriction on $\mathcal{Z}$; it does not have to be a Euclidean or metric space. The construction of nested sets in steps 2 & 3 of algorithm 1 can be found in Gupta et al. (2022). Here we will provide three simple examples.

- **Density Level Sets.** In the problem of predicting $Z_{N+1}$ (without covariates), training meth-
ods $A_1, \ldots, A_K$ can represent kernel density estimators $\hat{p}_{h_1}, \ldots, \hat{p}_{h_K}$ with different bandwidths $h_1, \ldots, h_K$ computed on data $D_1$. For each $1 \leq k \leq K$ and $t \geq 0$, consider the nested sets $\mathcal{F}^{(k)}_t := \{z : 1/\hat{p}_{h_k}(z) \leq t\}$. Clearly, these are increasing sets over $t \in \mathcal{T} = [0, \infty)$. In this case, $\text{Width}(\cdot)$ can be taken to be the Lebesgue measure of the prediction set.

- **Fixed Width Regression.** Suppose $Z_i = (X_i, Y_i), 1 \leq i \leq N$. In the problem of predicting $Y_{N+1}$ when given $X_{N+1}$, training methods $A_1, \ldots, A_K$ can represent neural network regression estimators $\hat{m}_1(\cdot), \ldots, \hat{m}_K(\cdot)$ with different network widths $L_1, \ldots, L_K$ computed on data $D_1$. An example of nested sets is $\mathcal{F}^{(k)}_t = \{(x, y) : y \in [\hat{m}_k(x) - t, \hat{m}_k(x) + t]\}$, for $t \geq 0$. Clearly, these are increasing sets over $t \in \mathcal{T} = [0, \infty)$. In this case, $\text{Width}(\cdot)$ cannot be taken to be the Lebesgue measure on the support of $(X, Y)$ for the reason that it would be infinite if the support of $X$ is unbounded. An alternative is to consider average Lebesgue measure of the $x$-cross-section of the prediction set. With nested sets as described, the prediction sets $\hat{C}_k$ take the form of $\{(x, y) : y \in [\hat{m}_k(x) - T_{\alpha,k}, \hat{m}_k(x) + T_{\alpha,k}]\}$. The $x$-cross-section of the prediction set is $[\hat{m}_k(x) - T_{\alpha,k}, \hat{m}_k(x) + T_{\alpha,k}]$ and has a Lebesgue measure of $2T_{\alpha,k}$. Note that, in this setting, width of the prediction set is a random quantity and the EFCP prediction set has finite sample efficiency in the sense of having the smallest random width.

- **Conformalized Quantile Regression (CQR).** Suppose $Z_i = (X_i, Y_i) \in \mathcal{X} \times \mathbb{R}, 1 \leq i \leq N$. In the problem of predicting $Y_{N+1}$ when given $X_{N+1}$, training methods $A_1, \ldots, A_K$ can represent quantile regression forest estimators $\{\hat{q}_{\alpha/2}^{(k)}(\cdot), \hat{\tilde{q}}_{1-\alpha/2}^{(k)}(\cdot)\}, k \in [K]$ from Meinhausen (2006) with different mtry (number of variables selected at each split) and ntree (number of trees) parameters. The function $\hat{\tilde{q}}_{\alpha/2}^{(k)}(x)$ represents an estimator of the conditional $\alpha/2$-th quantile of $Y|X$. All these estimators are computed on data $D_1$ and $1 - \alpha$ is the required coverage probability. An example of nested sets is $\mathcal{F}^{(k)}_t = \{z = (x, y) : y \in [\hat{q}_{\alpha/2}^{(k)}(x) - t, \hat{\tilde{q}}_{1-\alpha/2}^{(k)}(x) + t]\}$, for $t \in \mathbb{R}$. Clearly, these are increasing sets over $t \in \mathcal{T} = (-\infty, \infty)$. These nested sets lead to the conformalized quantile regression prediction from Romano et al. (2019). In this case, again $\text{Width}(\cdot)$ cannot be taken to be the Lebesgue measure on the support of $(X, Y)$ for the same reason that it would be infinite if the support of $X$ is unbounded. With nested sets as described, the prediction sets take the form of $\hat{C}_k := \{(x, y) : y \in [\hat{q}_{\alpha/2}^{(k)}(x) - T_{\alpha,k}, \hat{\tilde{q}}_{1-\alpha/2}^{(k)}(x) + T_{\alpha,k}]\}$. The $x$-cross-section of the prediction set is $[\hat{q}_{\alpha/2}^{(k)}(x) - T_{\alpha,k}, \hat{\tilde{q}}_{1-\alpha/2}^{(k)}(x) + T_{\alpha,k}]$ and has the average Lebesgue measure of $2T_{\alpha,k} + \int (\hat{\tilde{q}}_{1-\alpha/2}^{(k)}(x) - \hat{q}_{\alpha/2}^{(k)}(x)) P_X(dx)$, where $P_X$ is the probability measure.
of $X_i$. With $P_X$ unknown, we may take

$$\text{Width}(\hat{C}_k) := 2T_{\alpha,k} + \frac{1}{|I_2|} \sum_{i \in I_2} (\hat{q}_{1-\alpha/2}(X_i) - \hat{q}_{\alpha/2}(X_i)). \quad (2)$$

Similar nested sets based on conditional quantile regression estimators can be used to recover other conformal prediction methods; see Table 1 of Gupta et al. (2022).

It is important to note that the nested sequence of sets $\mathcal{F}_t^{(k)}$ are random via $Z_i$, $i \in D_1$. Regarding the data splits $D_j$, $j = 1, 2$, there is no restriction on the number of observations within each split. In some cases, one might even have $|I_1| = 0$, i.e., the nested sequence of sets $\{\mathcal{F}_t^{(k)}\}_{t \in T}$ are constructed without using any of the observations. For example, in the regression setting, one may take $\mathcal{F}_t^{(k)}$ to be $\{(x, y) : y \in [\theta_k^\top x - t, \theta_k^\top x + t]\}$ for some fixed $\mathbb{R}^d$ vectors $\theta_k$, $k \in [K]$; see Section 5.1 for a discussion.

Getting back to the properties of $\hat{C}_{N,\alpha}^{\text{EFCP}}$ in Algorithm 1, from the definition of $\hat{k}$ in step 4 of Algorithm 1, it follows that

$$\text{Width}(\hat{C}_{N,\alpha}^{\text{EFCP}}) = \min_{1 \leq k \leq K} \text{Width}(\hat{C}_k). \quad (3)$$

This implies that the prediction set $\hat{C}_{N,\alpha}^{\text{EFCP}}$ targets finite sample efficiency in terms of width and hence is an “efficiency first” prediction procedure. Regarding the coverage, each of the prediction sets $\hat{C}_k$, $k \in [K]$ in step 3 satisfies finite sample prediction coverage validity. Proposition 1 of Gupta et al. (2022) proves that $\mathbb{P}(Z_{N+1} \in \hat{C}_k) \geq 1 - \alpha$, for all $1 \leq k \leq K$, but $\hat{C}_{N,\alpha}^{\text{EFCP}} = \hat{C}_{\hat{k}}$ may not have a finite sample validity. Because $\hat{C}_{N,\alpha}^{\text{EFCP}}$ is one of $\hat{C}_k$, $k \in [K]$, it readily follows from the union bound that

$$\mathbb{P}\left(Z_{N+1} \in \hat{C}_{N,\alpha}^{\text{EFCP}}\right) \geq 1 - \sum_{k=1}^{K} \mathbb{P}\left(Z_{N+1} \notin \hat{C}_k\right) \geq 1 - K \alpha. \quad (4)$$

This coverage guarantee is not very useful for large $K$ (and completely useless when $K = \infty$). Inequality (4) does not make use of the structure in the construction of $\hat{C}_k$. By making use of the nested set construction of $\hat{C}_k$, we can obtain a coverage guarantee for $\hat{C}_{N,\alpha}^{\text{EFCP}}$ with a much weaker dependence on $K$. The following result proves such a predictive coverage guarantee for $\hat{C}_{N,\alpha}^{\text{EFCP}}$.

**Theorem 1.** If $Z_1, \ldots, Z_N, Z_{N+1}$ are independent and identically distributed, then the efficiency first
conformal prediction region $\hat{\mathbb{C}}_{N,\alpha}^\text{EFCP}$ from Algorithm 1 satisfies

$$\mathbb{P}\left(Z_{N+1} \in \hat{\mathbb{C}}_{N,\alpha}^\text{EFCP} \mid D_1\right) \geq \left(1 + \frac{1}{|I_2|}\right)(1-\alpha) - \frac{\sqrt{\log(2K)/2} + 1/3}{\sqrt{|I_2|}}. \quad (5)$$

Moreover, for any $\delta > 0$, with probability at least $1-\delta$,

$$\mathbb{P}\left(Z_{N+1} \in \hat{\mathbb{C}}_{N,\alpha}^\text{EFCP} \mid D_1, D_2\right) \geq \left(1 + \frac{1}{|I_2|}\right)(1-\alpha) - \frac{\sqrt{\log(2K/\delta)/2}}{\sqrt{|I_2|}}. \quad (6)$$

The proof of Theorem 1 (in Section A.5 of the supplementary file) is based on the fact that nested sequence of sets is a VC class of dimension 1; see Section 2.6 of van der Vaart and Wellner (1996) for definitions. We also use Massart (1990) version of the DKW inequality for empirical distribution functions. The result can be further improved numerically using inequality (2.11) of Massart (1990). After the mention of DKW inequality, Theorem 1 might seem obvious to some experts. But, to our knowledge, this is the first time this observation has been made explicit. Further, it is crucial for this result that we are using the split conformal prediction method; it may not hold for the full conformal prediction method. One can, however, avoid sample splitting in Algorithm 1 by using the CV+ prediction sets from Barber et al. (2021) instead of the split conformal prediction sets. This follows because CV+ prediction sets also satisfy training data conditional coverage (Bian and Barber, 2022).

It is of interest to also note that the proof of Theorem 1 also yields a two-sided bound on the probability (assuming that the scores $t_k(Z_i)$’s are almost surely distinct):

$$\left|\mathbb{P}\left(Z_{N+1} \in \hat{\mathbb{C}}_{N,\alpha}^\text{EFCP} \mid D_1\right) - \frac{[(1-\alpha)(1+|I_2|)]}{|I_2|}\right| \leq \frac{\sqrt{\log(2K)/2} + 1/3}{\sqrt{|I_2|}}.$$  

Note that Theorem 1 requires $K$ to be finite for a non-trivial validity guarantee. (With $K = \infty$, the coverage guarantee is obsolete.) Given the finite sample nature of the result, we can take $K$ to depend on the sample size $|I_2|$ and because the dependence on $K$ is logarithmic, we can take $K = \exp(|I_2|^\gamma)$ for some $\gamma \in [0, 1)$. With this choice, the coverage guarantee becomes

$$\mathbb{P}\left(Z_{N+1} \in \hat{\mathbb{C}}_{N,\alpha}^\text{EFCP} \mid D_1\right) \geq \left(1 + \frac{1}{|I_2|}\right)(1-\alpha) - \frac{C}{|I_2|^{(1-\gamma)/2}}.$$  

Combining inequalities (3) and (5), we obtain that the prediction set $\hat{\mathbb{C}}_{N,\alpha}^\text{EFCP}$ has the smallest
width among the prediction sets constructed and also has an asymptotic validity guarantee as $|I_2|$ diverges. Interestingly, the dependence on the number of training methods is logarithmic and the guarantee holds true irrespective of how complicated the training methods $A_k, k \in [K]$ are and how the nested sets $F^{(k)}_t, t \in T$ are constructed. This guarantee also does not depend on the dimension of the underlying data domain. The logarithmic dependence can be improved further when $K = \infty$ if $\{F^{(k)}_t : t \in T, k \in [K]\}$ is a VC class or has “low complexity.” Such a low complexity assumption holds true when the training methods are parametric, but in these cases, log $K$ will be replaced by the VC dimension of the class of training methods; see Section 5.1 for an example. It also holds true in the case of kernel density estimation (Lei et al., 2013). The proof of Theorem 1 can also be used to justify choosing the smallest prediction set when the split conformal method is applied multiple times (with multiple splits of the data). Hence, Theorem 1 provides the validity guarantee even after cherry-picking a data split from multiple splits of the data. This also implies that one can make better use of the data even with the split conformal method. Given the importance, we present a formal result here. As in Algorithm 1, let $D$ represent the data. For $1 \leq k \leq K$, let $(D_{1,k}, D_{2,k})$ denote $K$ random splits of the data into two parts; without loss of generality, assume $|D_{1,k}| = |D_{2,k}| = N/2$. Use algorithm $A_k$ on $D_{1,k}$ to find nested sets $\{F^{(k)}_t\}_{t \in T}$ and the corresponding prediction set $\hat{C}_k := \{z : t_k(z) \leq T_{\alpha,k}\}$. (This step is exactly the same as Step 3 of Algorithm 1 with $T_{\alpha,k}$ computed on $t_k(Z_i), Z_i \in D_{2,k}$.) Find $\hat{k}$ as in step 4 of Algorithm 1 and return $\hat{C}_{\hat{k}}$. In the setting here, one can use the same algorithm on multiple splits, but in general, different algorithms are permitted. From the proof of Theorem 1, we obtain the following result (proved in Section A.6).

**Theorem 2.** If $Z_1, \ldots, Z_N, Z_{N+1}$ are independent and identically distributed, then the best width prediction set from multiple splits satisfies

$$
P(Z_{N+1} \in \hat{C}_{\hat{k}}) \geq \left(1 + \frac{2}{N}\right)(1 - \alpha) - \frac{\sqrt{\log(2K)/2} + 1/3}{\sqrt{N/2}}.
$$

An advantage of the method in Theorem 2 compared to that in Theorem 1 is that there is no separate sample splitting required and hence makes better use of the data. Lei et al. (2018) considers a similar combination of split conformal prediction sets from multiple splits of the same data. Instead of picking the smallest prediction set from different splits, they consider the intersection of the prediction sets $\hat{C}_K = \cap_{k=1}^K \hat{C}_k$. Our results do not apply to $\hat{C}_K$, but provide an interesting alternative to consider.
Regarding the width of $\hat{C}^{\text{EFCP}}_{N,\alpha}$, equality (3) can be called an “empirical” oracle inequality, i.e.,

$$\text{Width}(\hat{C}^{\text{EFCP}}_{N,\alpha}) \leq \min_{1 \leq k \leq K} \text{Width}(\hat{C}_k) + 0. \tag{7}$$

It is referred to as “empirical” because the right hand side can be random through the prediction set $\hat{C}_k$ (and also potentially through $\text{Width}(\cdot)$ as in (2)). This kind of empirical guarantee might be preferable in practice because the prediction sets $\hat{C}_k, k \in [K]$ will often remain fixed as predictions are being done for future observations. This is particularly true in regression setting where future predictions are done for future values of covariates. In contrast, one might ask for an “asymptotic” oracle inequality where $\hat{C}_k$ is replaced by its asymptotic analog $C_k$. Such an asymptotic oracle inequality will be discussed in Sections 4.1 and 5.

A comment on conditional validity. Theorems 1 and 2 focus on marginal coverage validity. In the regression/classification settings with covariates and a response, coverage conditional on covariates is of greater importance in practice. If the prediction sets $\hat{C}_k$ constructed in Step 3 of Algorithm 1 satisfy asymptotic conditional coverage guarantee, then the EFCP prediction set is also asymptotically valid for any fixed $K$. We present a specific instance here using CQR sets that are known to be asymptotically conditionally valid (Sesia and Candès, 2020). Let $\tilde{C}_k := \{(x, y) : y \in [q_{\alpha/2}(x) - T_{\alpha,k}; q_{1-\alpha/2}(x) + T_{\alpha,k}]\}$ be the CQR prediction sets based on quantile estimators $\hat{q}_{\alpha/2}(\cdot)$ and $\hat{q}_{1-\alpha/2}(\cdot)$. Also, let $q_{\alpha/2}(\cdot)$ and $q_{1-\alpha/2}(\cdot)$ denote the true conditional quantiles of $Y|X$ at levels $\alpha/2, 1 - \alpha/2$, respectively. Then with probability at least $1 - \delta$,

$$\mathbb{P}\left( (X_{N+1}, Y_{N+1}) \in \tilde{C}^{\text{EFCP}}_{N,\alpha} \mid X_{N+1} = x, D_1 \right) \geq 1 - \alpha - \frac{1}{r} \sqrt{\frac{\log(K/\delta)}{2|I_2|}} - \rho_N - M(1 + 1/r)\eta_N,$$

if

$$\mathbb{P}\left( \max_{1 \leq k \leq K} \|\hat{q}_{\alpha/2}^{(k)} - q_{\alpha/2}\|_{\infty} + \max_{1 \leq k \leq K} \|\hat{q}_{1-\alpha/2}^{(k)} - q_{1-\alpha/2}\|_{\infty} \leq \eta_N \right) \geq 1 - \rho_N, \tag{8}$$

and $t^*(X, Y) = \max\{q_{\alpha/2}^*(X) - Y, Y - q_{1-\alpha/2}^*(X)\}$ has density bounded from below by $r > 0$ on $[-r^*, r^*]$ with $r^* \geq \eta_n + \sqrt{\log(2K/\delta)/(2|I_2|)}$. See Appendix A.7 for a proof. Assumption 8 is similar to Assumption 3 of Sesia and Candès (2020), but with uniform norm instead of $L_2$-norm.
3 Validity First Conformal Prediction

Algorithm 1 targets finite sample efficiency by sacrificing finite sample validity in coverage. We now present the validity first conformal prediction (VFCP) method in Algorithm 2 that targets finite sample validity while only attaining approximately the smallest width. In short, the method requires one additional split of data and runs the split conformal calibration step with the chosen “model/algorithm” on the third split of the data. This additional step readily yields finite sample validity for VFCP but incurs a potential loss of efficiency due to the reduction in the training data. Although arguably inferior to EFCP in terms of data usage, VFCP precedes EFCP in the literature (originally introduced in Lei et al. (2013)) and serves as a useful benchmark for comparison. The main goal of this section is to study how the width of the prediction set returned by VFCP performs. Theorem 4 proves that the width of the VFCP set can be significantly larger than that of EFCP and hence, implies a loss of power due to additional splitting of data. Due to these reasons, we recommend EFCP over VFCP, in practice.

Algorithm 2: Validity First Conformal Prediction for the Smallest Prediction Set

Input: Data $D = \{Z_i, i \in [N]\}$, coverage probability $1 - \alpha$, and training methods $A_k, k \in [K]$.

Output: A valid prediction set $\hat{C}^{\text{VFCP}}_{N,\alpha}$ with width close to smallest width/volume.

1. Randomly split $[N] = \{1, 2, \ldots, N\}$ into three (disjoint) parts $\mathcal{I}_1, \mathcal{I}_2, \mathcal{I}_3$. Set $D_1 = \{Z_i : i \in \mathcal{I}_1\}, D_2 = \{Z_i : i \in \mathcal{I}_2\},$ and $D_3 = \{Z_i : i \in \mathcal{I}_3\}$.
2. Perform Steps 2, 3, and 4 of Algorithm 1.
3. For each $i \in \mathcal{I}_3$ (i.e., $Z_i \in D_3$), define the conformal score $t_k(Z_i) := \inf\{t \in \mathcal{T} : Z_i \in F^{(k)}_t\}$.
   Compute the corresponding conformal prediction set as $\hat{C}^*_k := \{z : t_k(z) \leq T^{*\alpha}_k\}$, where $T^{*\alpha}_k := [(1 + |\mathcal{I}_3|)(1 - \alpha)]$-th largest element of $t_k(Z_i), i \in D_3$.
4. return the prediction set $\hat{C}^*_k$ as $\hat{C}^{\text{VFCP}}_{N,\alpha}$.

Theorem 3. The prediction interval $\hat{C}^{\text{VFCP}}_{N,\alpha}$ from Algorithm 2 satisfies $P(Z_{N+1} \in \hat{C}^{\text{VFCP}}_{N,\alpha}) \geq 1 - \alpha$, whenever $Z_i, 1 \leq i \leq N, Z_{N+1}$ form an exchangeable sequence of random variables. Here the probability is computed with respect to $Z_{N+1}$ and $Z_1, \ldots, Z_N$.

Proof. The result follows from the guarantees of the split conformal method. See, for example, Lemma 2 of Romano et al. (2019). Proposition 2a of Vovk (2012) proves the conditional-on-data prediction coverage guarantee which also involves a slack similar to that in Theorem 1. \qed
Although $\hat{C}_{N,\alpha}^{VFCP}$ has a guaranteed coverage, it may not have width close to minimum without some regularity conditions. The reason is two-fold: (1) Proving that width of $\hat{C}_k = \hat{C}_{N,\alpha}^{VFCP}$ and $\min_k \text{Width}(\hat{C}_k)$ are close requires proving that the quantiles $T_{\alpha,k}$ (in step 3 of Algorithm 1) and $T_{\alpha,k}^*$ are close. Proving quantiles from two distribution functions are close requires some continuity assumptions on the inverse distribution functions; (2) Even with close quantiles, we still need certain continuity assumptions on $t \mapsto \text{Width}(\mathcal{F}_t^{(k)})$. Further, we need a quantitative version of continuity in order to quantify how close the width of $\hat{C}_{N,\alpha}^{VFCP}$ is to the smallest width. Such a quantification can be considered in terms of an empirical oracle inequality similar to (7):

$$\text{Width}(\hat{C}_{N,\alpha}^{VFCP}) \leq \min_{1 \leq k \leq K} \text{Width}(\hat{C}_k) + R_N^*, \tag{9}$$

for some $R_N^*$ converging to zero (in probability) as $\min\{|I_j|, 1 \leq j \leq 3\} \to \infty$. Note that (9) implies that $\hat{C}_{N,\alpha}^{VFCP}$ is “close” to $\hat{C}_{N,\alpha}^{EFCP}$, which already satisfies (3) and (7). It is worth recalling that $\hat{C}_{N,\alpha}^{VFCP}$ and $\hat{C}_{N,\alpha}^{EFCP}$ are computed based on different datasets $D_3$ and $D_2$, respectively. Finally, we observe that prediction sets, unlike confidence sets, do not usually shrink to a single point as the sample size increases. This implies that $\min_k \text{Width}(\hat{C}_k)$ does not shrink to zero as $N \to \infty$ and hence (9) implies that $\hat{C}_{N,\alpha}^{VFCP}$ converges to the smallest prediction set.

The continuity assumptions mentioned above are satisfied in some examples, but are certainly restrictive when compared to the only i.i.d. assumption required for the coverage as well as width properties of $\hat{C}_{N,\alpha}^{EFCP}$ from Algorithm 1. We will now formalize the continuity assumptions and prove a general empirical oracle inequality (9). Recall from Algorithm 1 that $t_k(z) = \inf\{t \in \mathcal{T} : z \in \mathcal{F}_t^{(k)}\}$. Also, recall that $\mathcal{F}_t^{(k)}$ are random nested sets random through $D_1$. Define $F_k(\cdot)$ as the cumulative distribution function $t_k(Z_i)$ conditional on $D_1$, i.e., $F_k(s) = \mathbb{P}(t_k(Z_{N+1}) \leq s|D_1)$. Note that this is a random cumulative distribution function, random through $D_1$. Define $\hat{Q}_{\alpha,k}$ as the $(1 - \alpha)$-th quantile of $F_k(\cdot)$; the hat-notation is to stress the randomness of the quantile.

**EO1** For each $k \in [K]$, there exists $r^*, \gamma \in (0, 1]$ such that $F_k^{-1}(\cdot)$ is $\gamma$-Hölder continuous on $[\hat{Q}_{\alpha,k} - r^*, \hat{Q}_{\alpha,k} + r^*]$ with Hölder continuity constant $L_k$, i.e., for all $k \in [K]$, $q_1, q_2 \in [\hat{Q}_{\alpha,k} - r^*, \hat{Q}_{\alpha,k} + r^*]$,

$$|F_k^{-1}(q_1) - F_k^{-1}(q_2)| \leq L_k|q_1 - q_2|^{\gamma}.$$

**EO2** For each $k \in [K]$, the set-valued map $t \mapsto \mathcal{F}_t^{(k)}$ is continuous and the function $t \mapsto \text{Width}(\mathcal{F}_t^{(k)})$ is Lipschitz continuous with Lipschitz constant $L_W$.

Assumption (EO1) is necessary to ensure that the quantiles from empirical distribution of $t_k(Z_i), i \in
\( \mathcal{I}_2 \) are close to those from \( F_k(\cdot) \). An analogue assumption is often made in the study of median/quantile estimation. In that setting, the assumption is often presented in terms of density at median/quantile bounded away from zero, which implies (EO1) with \( \gamma = 1 \); also, see Theorem 3.1 of Lei et al. (2018) for a similar assumption. Assumption (EO2) is used to imply that the widths of prediction sets are close when the quantiles are close. For some intuition, we verify this assumption in the case of fixed width and conformalized quantile regression methods described in Section 2. For fixed width regression, \( \mathcal{F}_t^{(k)} = \{(x, y) : |y - \hat{m}_k(x)| \leq t\} \). The Lebesgue measure of \( x \)-cross-section of this set is \( 2t \) and hence \( \text{Width}(\mathcal{F}_t^{(k)}) = 2t \), which implies (EO2). For conformalized quantile regression, (2) readily proves assumption (EO2). It may not always be this easy to verify (EO2). For example, in the case of the density level sets in Section 2, assumption (EO2) might fail to hold true if the density estimates \( \hat{p}_{h_k}(\cdot) \) are piecewise constant functions (e.g., histograms).

It is important to note that assumption (EO1) depends on \( \alpha \in [0,1] \) (the required miscoverage probability). Also, the Hölder and Lipschitz continuity constants \( L_k \) and \( L_W \) in (EO1), (EO2) are random variables in general, random through \( D_1 \) and \( D_2 \); see, e.g., (2).

Under these two assumptions, we prove two versions of the empirical oracle inequality (9).

**Theorem 4.** Suppose \( Z_1, \ldots, Z_N, Z_{N+1} \) are independent and identically distributed and assumption (EO2) holds true. Fix \( \delta \in [0,1] \). If assumption (EO1) holds true with

\[
  r^* \geq \max\left\{ \sqrt{\frac{\log(4K/\delta)}{2 \min\{|I_2|,|I_3|\}}} \cdot \frac{2}{\min\{|I_2|,|I_3|\}} \right\},
\]

then with probability at least \( 1 - \delta \),

\[
  \text{Width}(\hat{C}_N^{\text{VFCP}}) \leq \min_{1 \leq k \leq K} \text{Width}(\hat{C}_k) + 3L_W L_{[K]} \left[ \left( \frac{\log(4K/\delta)}{\min\{|I_2|,|I_3|\}} \right)^{\gamma/2} + \left( \frac{2}{\min\{|I_2|,|I_3|\}} \right)^{\gamma} \right].
\]

Here \( L_{[K]} := \max_{k \in [K]} L_k \). Moreover, the result holds true with \( \hat{C}_k \) replaced with \( \mathcal{F}_{\hat{q}_{a,k}}^{(k)} \).

The proof of Theorem 4 (in Section A.8 of the supplementary file) follows the strategy of first proving the closeness of quantiles \( T_{a,k} \) and \( T_{a,k}^* \) is uniform in \( k \) using Massart’s inequality. Then the width continuity assumed in (EO2) implies the result. Similar to the coverage of EFCP method in Theorem 1, Theorem 4 requires a finite number \( K \) of methods and has a logarithmic dependence in the slack. Once again, similar to EFCP, \( K < \infty \) can be relaxed if the class of nested sets \( \mathcal{F}_t^{(k)}, t \in T, k \geq 1 \)
forms a VC class. Finally, Theorem 4 also proves an oracle inequality with $\hat{C}_k$ replaced by $\mathcal{F}_{Q,\alpha,k}^{(k)}$. The set $\mathcal{F}_{Q,\alpha,k}^{(k)}$ is random through $\mathcal{D}_1$ only and is the asymptotic version of $\hat{C}_k$ obtained by taking $|I_2| = |D_2| = \infty$. Under assumption (EO1), the EFCP prediction set $\hat{C}_{N,\alpha}^{\text{EFCP}}$ also satisfies the oracle inequality with $\mathcal{F}_{Q,\alpha,k}^{(k)}$. This follows from the proof of Theorem 4.

It is worth pointing out a subtle aspect of Theorem 4 which stems from the definition of $\text{Width}(\cdot)$. In the case of density level sets, width of any prediction set is the Lebesgue measure and hence is independent of the data on which the prediction set is computed. In the fixed width regression context too, width of the prediction set under consideration is just a function of the prediction set. However, in general regression setting, width can depend on the data and not just on the prediction set. For example, in the conformalized quantile regression setting, recall from (2) the width of $\hat{C}_k$. Hence, the width of $\hat{C}_{N,\alpha}^{\text{VFCP}}$ is given by

$$\text{Width}(\hat{C}_{N,\alpha}^{\text{VFCP}}) = 2T^{*}_{\alpha,k} + 1/|I_2| \sum_{i \in I_2} (\hat{q}_{1-\alpha/2}(X_i) - \hat{q}_{\alpha/2}(X_i)),$$

with $T^{*}_{\alpha,k}$ defined in step 5 of Algorithm 2. The implication is that even though the prediction set $\hat{C}_{N,\alpha}^{\text{VFCP}}$ is defined using $\mathcal{D}_3$, its width depends on both $\mathcal{D}_2$ and $\mathcal{D}_3$. In this case, comparison of widths is the same as comparison of quantiles $T^{*}_{\alpha,k}$ and $T_{\alpha,k}$ and hence, Theorem 4 implies approximate efficiency in terms of the population $x$-cross-section width. This does not hold true for general nested methods and other variants of conformalized quantile regression methods.

As mentioned before, in the context of quantile/median estimation, assumption (EO1) is commonly used with $\gamma = 1$ and a fixed $r^* > 0$. In Theorem 4, we allow for $r^*$ to converge to zero. If $r^* > 0$ (independent of $N$) and $\log(K)/\min\{|I_2|, |I_3|\} \to 0$ as $N \to \infty$, then the requirement (E.7) would be asymptotically satisfied. If assumption (EO1) is satisfied with $\gamma = 1$, then interestingly the slack in the width of $\hat{C}_{N,\alpha}^{\text{VFCP}}$ is of the same order as the slack in the coverage of $\hat{C}_{N,\alpha}^{\text{EFCP}}$.

## 4 Comparison of EFCP and VFCP

Algorithms 1 and 2 both aim to obtain close-to-smallest width among the constructed prediction sets. Respectively, these methods primarily target finite sample efficiency and finite sample validity. Algorithm 1 attains required coverage (or validity) only approximately. Algorithm 2 attains the smallest width (or efficiency) only approximately. Both algorithms asymptotically are efficient and
valid. These comparisons are summarized in Table 1. Out of the two methods, EFCP is the more favorable choice.

Table 1: Comparison of efficiency first conformal prediction (EFCP) algorithm 1 and validity first conformal prediction (VFCP) algorithm 2 in terms of coverage and width slack as well as the required assumptions. Coverage slack represents the finite sample coverage guarantee minus the required coverage of $1 - \alpha$ and width slack represents finite sample width guarantee minus the minimum width $\min_{k \in [K]} \text{Width}(\hat{C}_k)$. Theorem 1 and Eq. (7) prove the properties for EFCP. Theorems 3 and 4 prove the properties of VFCP.

|                          | Number of Splits | Coverage Slack                  | Width Slack                  | Assumptions                           |
|--------------------------|------------------|---------------------------------|------------------------------|---------------------------------------|
| EFCP (Algorithm 1)       | 2                | $-\mathcal{C} \left( \frac{\log(K)}{|I_2|} \right)^{1/2}$ | 0                            | i.i.d. data.                          |
| VFCP (Algorithm 2)       | 3                | 0                               | $\mathcal{C} L_W L_{[K]} \left( \frac{\log(K/\delta)}{\min\{|I_2|, |I_3|\}} \right)^{\gamma/2}$ | i.i.d. data, Hölder continuity (EO1), Width continuity (EO2). |

Now comparing EFCP and VFCP in terms of the assumptions required, EFCP is the clear winner. The finite sample efficiency and validity properties of EFCP only require the observations to be independent and identically distributed, while the analogous results for VFCP require certain regularity assumptions on the nested sets used and the training methods via the assumptions (EO2) and (EO1). It is relatively easy to verify if assumption (EO2) holds true or not for a given class of nested sets, but it seems difficult to verify assumption (EO1) in practice (at least for complicated non-parametric training methods $A_1, \ldots, A_K$). Finally, from a sample usage aspect, EFCP only requires two splits while VFCP requires three splits. It is worth pointing out that one can replace $\alpha$ in EFCP Algorithm 1 with $\alpha - (\sqrt{\log(2K)}/2 + 1/3)/\sqrt{|I_2|}$ to attain finite sample $1 - \alpha$ coverage validity with EFCP. For a fair comparison of EFCP and VFCP, we did not incorporate this change in Algorithm 1. Moreover, in practice, we notice that EFCP Algorithm 1 without any modifications already attains the required coverage; see the simulations in following subsections. Finally, we mention that assumption (EO1) depends on $\alpha \in (0, 1)$ and might lead to a large Hölder constant $L_k$ when $\alpha$ converges to zero. This leads to a worse empirical oracle inequality for VFCP. Such a dependence on $\alpha$ does not occur with EFCP. An empirical comparison of EFCP and VFCP in the context of conformalized quantile regression is given in supplementary Appendix A.4.
4.1 Empirical vs Asymptotic Oracle Inequality

It should be stressed here that the efficiency discussed in this and the previous sections is via an empirical oracle inequality where we compare the outputted prediction region to the prediction regions that are random either through $\mathcal{D}_1$ or $\mathcal{D}_2$ or both. They may not satisfy an asymptotic oracle inequality in that if we take $C_k$ to be the asymptotic counterpart of $\widehat{C}_k$ in Algorithms 1 and 2, then the widths of $\widehat{C}_N^{EFCP}$ and $\widehat{C}_N^{VFCP}$ need not be close to the minimum width of $C_k$. Of course, if the width of $\widehat{C}_k$ is uniformly (in $k$) close to width of $C_k$, then the empirical oracle inequalities proved in (7) and Theorem 4 readily imply asymptotic oracle inequalities.

In the following sections, we will consider Algorithms 1 and 2 in the regression context where the training methods correspond either to all linear predictors or ridge regressions with different penalty parameters. Because of this, we get $K = \infty$ which means we select a training method from infinitely many methods. This is possible because the set of all training methods is a VC class (van der Vaart and Wellner, 1996, Section 2.6). We will consider oracle versions of prediction sets. With $\widehat{C}_k, 1 \leq k \leq K$ representing prediction sets as in step 2 of Algorithm 1, one can construct non-random sets $C_k, 1 \leq k \leq K$ such that $\widehat{C}_k$ and $C_k$ are close (in terms of symmetric difference) asymptotically. We will prove that

$$
\max\{\text{Width}(\widehat{C}_N^{EFCP}), \text{Width}(\widehat{C}_N^{VFCP})\} \leq \min_{1 \leq k \leq K} \text{Width}(C_k) + R_N,
$$

where $R_N$ converges (in probability) to zero as $\min\{|I_j|, 1 \leq j \leq 3\} \to \infty$. One may call (10) an “asymptotic” oracle inequality as opposed to the empirical oracle inequality which has $\widehat{C}_k$, in place of $C_k$ on the right hand side.

5 Fixed Width Prediction Sets in Regression

In this section, we consider Algorithms 1 and 2 in the regression setting and study oracle inequalities when the training methods are linear, including ridge regression. Formally, we consider two types of nested sets $\mathcal{F}_t^{(\theta)} := \{(x, y) : y \in [\theta^\top x - t, \theta^\top x + t]\}, t \geq 0$, for either $\theta \in \Theta \subseteq \mathbb{R}^d$ (with $\Theta$ a fixed, i.e., non-random set) or $\theta \in \hat{\Theta} \subseteq \mathbb{R}^d$ (with $\hat{\Theta}$ obtained from an independent sample). Although linear trainers are simplistic, their analysis can serve as a way to understand general aggregation (Bunea et al., 2007; Lecué and Mendelson, 2016). In detail, suppose we have data $(X_i, Y_i), 1 \leq i \leq N$. Split
this into two parts $D_1$ and $D_2$ (with index sets $I_1$ and $I_2$). Construct $L$ conditional mean estimators $\hat{\mu}_1(\cdot), \ldots, \hat{\mu}_L(\cdot)$ using $D_1$. For each $X_i$ with $i \in I_2$, we can construct a new set of covariates $Z_i = (\hat{\mu}_1(X_i), \ldots, \hat{\mu}_L(X_i))^\top \in \mathbb{R}^L$ and create data $(Z_i, Y_i), i \in I_2$. Hence considering linear combinations such as $\theta^\top Z_i$ with $\theta \in \mathbb{R}^L$ for prediction corresponds to linear aggregation of $\hat{\mu}_1(\cdot), \ldots, \hat{\mu}_L(\cdot)$. Because $\hat{\mu}_\ell(\cdot)$ are thought of as estimators of the conditional mean, one often imposes the constraint $e_\ell^\top \theta \geq 0, 1 \leq \ell \leq L$ and $1^\top \theta = 1$ where $e_\ell, 1 \leq \ell \leq L$ are the canonical basis vectors in $\mathbb{R}^L$ and $1 \in \mathbb{R}^L$ is a vector of all 1’s. Hence, we can take $\Theta = \{\theta \in \mathbb{R}^L : e_\ell^\top \theta \geq 0, 1 \leq \ell \leq L \text{ and } 1^\top \theta = 1\}$ in Algorithm 3. Our results in this section do not impose any restrictions on the covariate distribution and hence apply to the setting of linear aggregation.

Given the comparison of EFCP and VFCP in Section 4, in this section, we restrict our discussion to the performance of EFCP alone. Similar results for VFCP are in Appendix A.1.

5.1 Best Linear Fixed Width Prediction Set

In this section, we will consider finding the best linear combination of features that leads to the smallest width prediction set (i.e., non-random $\Theta \subseteq \mathbb{R}^d$). Because the sets $F^{(\theta)}_t$ are fully specified without requiring any observations, we need no splitting of the data for EFCP and one splits the data into two parts for VFCP. It can be easily verified that for $z = (x, y), t_\theta(z) = |y - x^\top \theta|$ which implies that the conformal prediction set corresponding to $\theta$ based on one split $D_1$ of the data is given by

\[ \hat{C}_\theta := \{z = (x, y) \in \mathbb{R}^p \times \mathbb{R} : |y - \theta^\top x| \leq T_{\alpha, \theta}\}, \tag{11} \]

where $T_{\alpha, \theta}$ is the $\lceil (1 - \alpha) (1 + |I_1|) \rceil$-th largest value of $|Y_i - X_i^\top \theta|, i \in I_1$. The $x$-cross-section width of $\hat{C}_\theta$ is given by $T_{\alpha, \theta}$ and we choose the coefficient vector $\hat{\theta}$ that minimizes $T_{\alpha, \theta}$ over all $\theta \in \Theta$, for a bounded set $\Theta \subseteq \mathbb{R}^d$. The restriction of minimization to a bounded set $\Theta$ is for technical reasons. If the joint distribution of $(X_i, Y_i)$ is very “well-behaved”, then $\Theta$ can be taken to be $\mathbb{R}^d$. The complete algorithm is presented in Algorithm 3. It includes both EFCP and VFCP versions.

It readily follows from Algorithm 3 (also see (7)) that

\[ \text{Width}(\hat{C}_\alpha^{\text{EF-lin}}) \leq \min_{\theta \in \Theta} \text{Width}(\hat{C}_\theta), \tag{12} \]

which is the empirical oracle inequality for $\hat{C}_\alpha^{\text{EF-lin}}$. The validity guarantee for $\hat{C}_\alpha^{\text{VF-lin}}$ readily follows
Algorithm 3: Best Linear Fixed Width Prediction

**Input:** Data \((X_i, Y_i), i \in [N]\), coverage probability \(1 - \alpha \in (0, 1)\), and a bounded set \(\Theta\).

**Result:** Optimal fixed width prediction set based on linear function of \(X_{N+1}\).

1. **(Splitting)** Randomly split \(\{1, \ldots, N\}\) into two subsets \(I_1, I_2\). Set \(D_1 = \{(X_i, Y_i) : i \in I_1\}\) and \(D_2 = \{(X_i, Y_i) : i \in I_2\}\). For EFCP, \(I_2 = \emptyset\) and for VFCP, \(I_2\) is non-empty.

2. **(Initial Prediction)** Define \(T_{\alpha, \theta} := \arg\min_{\theta \in \Theta} \max_{i \in I_1} |Y_i - \theta^\top X_i|\).

3. **(Selection)** Select the vector \(b_{\theta} := \arg\min_{\theta \in \Theta} \text{Width}(\theta^\top X - T_{\alpha, \theta}, \theta^\top X + T_{\alpha, \theta})\).

4. **(Final Prediction for VFCP)** Find \(T_{\alpha, \theta}^* := \arg\min_{\theta \in \Theta} \max_{i \in I_2} |Y_i - \hat{\theta}^\top X_i|\).

5. return \(\hat{b}_{\text{EF-lin}} := \{(x, y) : |y - \hat{\theta}^\top x| \leq T_{\alpha, \theta}\}\) and \(\hat{b}_{\text{VF-lin}} := \{(x, y) : |y - \hat{\theta}^\top x| \leq T_{\alpha, \theta}^*\}\).

from Theorem 3. Recall, once again, that the probability here is with respect to \((X_{N+1}, Y_{N+1})\) and the full data \(D_1 \cup D_2\). As mentioned in the discussion of Theorems 1 and 4, validity of \(\hat{C}_{\alpha, \text{EF-lin}}\) and efficiency of \(\hat{C}_{\alpha, \text{VF-lin}}\) follow from an analogue of Massart’s inequality. With Massart’s inequality, we got \(\log(K)\) dependence, but the fact that linear spaces are VC allows us to use empirical process techniques to prove validity and efficiency for \(\hat{C}_{\alpha, \text{EF-lin}}\) and \(\hat{C}_{\alpha, \text{VF-lin}}\), respectively. The validity guarantee for \(\hat{C}_{\alpha, \text{EF-lin}}\) does not require any more assumptions than just independent and identically distributed observations. The efficiency guarantee of \(\hat{C}_{\alpha, \text{VF-lin}}\) requires the analogue of assumption (EO1). Note that in the current setting \(\text{Width}(F_t) = 2t\) which is a Lipschitz function in \(t\) and hence satisfies (EO2) with \(L_W = 2\). See Appendix A.1 for details on the efficiency guarantee of \(\hat{C}_{\alpha, \text{VF-lin}}\).

Let us first consider the validity guarantee of \(\hat{C}_{\alpha, \text{EF-lin}}\). We define some notation that will be used in this section. For every \(\theta \in \mathbb{R}^d\) and \(t \geq 0\), define

\[
F_{\theta}(t) := \mathbb{P}(|Y - X^\top \theta| \leq t).
\]

If \(\theta\) is random, then \(F_{\theta}(t)\) is a random variable, i.e., the probability in the definition of \(F_{\theta}(t)\) is not taken with respect to \(\theta\), but just with respect to \((X, Y)\).

**Proposition 1.** For any \(I \subseteq [N] = \{1, 2, \ldots, N\}\), set

\[
R(I) := \sup_{t \geq 0} \sup_{\theta \in \mathbb{R}^d} \left| \frac{1}{|I|} \sum_{i \in I} 1 \{ |Y_i - \theta^\top X_i| \leq t \} - F_{\theta}(t) \right|.
\]

\[\text{(14)}\]
Then \( \mathbb{P}\left((X_{N+1}, Y_{N+1}) \in \tilde{C}_\alpha^{EF-lin}\big| D_1\right) \geq 1 - \alpha - R([N]). \) Moreover, there exist universal constants \( C_1, C_2 > 0 \) such that for independent and identically distributed random vectors \((X_i, Y_i), 1 \leq i \leq N,\)

\[
P\left( R([N]) \leq C_1 \sqrt{\frac{d + \log(1/\delta)}{N}} \right) \geq 1 - \delta \quad \text{and} \quad \mathbb{E}[R([N])] \leq C_1 \sqrt{\frac{d}{N}}. \tag{15}
\]

See Appendix A.9 for a proof. Combining (12) and Proposition 1, we obtain empirical oracle inequality and validity guarantee for EFCP. To prove an asymptotic oracle inequality for EFCP, we need an assumption similar to (EO1). Define the quantile function \( F^{-1}_{\theta} : [0, 1] \to \mathbb{R} \) as \( F^{-1}_{\theta}(p) := \inf\{ t \in \mathbb{R} : F_{\theta}(t) \geq p \}. \) With this notation, the set

\[
C_{orc-lin}^{\alpha,\theta} := \{(x, y) : y \in [\theta^\top x - Q_{\alpha,\theta}, \theta^\top x + Q_{\alpha,\theta}]\}, \quad \text{with} \quad Q_{\alpha,\theta} := F^{-1}_{\theta}(1 - \alpha), \tag{16}
\]

can be thought of as an asymptotic oracle of the conformal prediction set \( \widehat{C}_\theta \) defined in (11). Therefore, an asymptotic oracle inequality for EFCP sets in Algorithm 3 would be

\[
\text{Width}(\widehat{C}_\alpha^{EF-lin}) = 2T_{\alpha,\hat{\theta}} \leq 2 \min_{\theta \in \Theta} Q_{\alpha,\theta} + R_N,
\]

for some rate \( R_N. \) Now, consider the following analog of assumption (EO1). Let \( \theta^* \in \Theta \) be any vector such that \( Q_{\alpha,\theta^*} \leq \min_{\theta \in \Theta} Q_{\alpha,\theta} + 1/N. \)

(A0) There exists \( r^*, \gamma \in (0, 1], \) such that \( F_{\theta^*}^{-1}(\cdot) \) is \( \gamma \)-Hölder continuous on \([1 - \alpha - r^*, 1 - \alpha + r^*]\) with Hölder continuity constant \( L_{\theta^*}, \) i.e., for all \( \theta \in \Theta, \) and all \( q_1, q_2 \in [1 - \alpha - r^*, 1 - \alpha + r^*], \)

\[
|F_{\theta^*}^{-1}(q_1) - F_{\theta^*}^{-1}(q_2)| \leq L_{\theta^*}|q_1 - q_2|^\gamma.
\]

Note that Assumption (A0) depends on \( \alpha \in (0, 1). \) If the density of \( Y - X^\top \theta^* \) is bounded away from zero on \([F_{\theta^*}^{-1}(1 - \alpha - r^*), F_{\theta^*}^{-1}(1 - \alpha + r^*)]\), then (A0) will hold true with \( \gamma = 1; \) see Proposition 9. If \((X, Y)\) has a joint normal distribution, then Assumption (A0) holds true with \( \gamma = 1 \) and a constant \( L_{\theta^*} \) satisfying \( L_{\theta^*} \leq C(1 + \|\theta\|_2) \) for some constant \( C \) (Proposition 11). A simple sufficient condition for (A0) when \( X \) is compactly supported is that the conditional distribution of \( Y \) given \( X \) is bounded away from zero on bounded sets; see Proposition 10. Under (A0), we have the following asymptotic oracle inequality for EFCP.

**Theorem 5.** Fix any \( \delta \in (0, 1). \) If Assumption (A0) holds true with \( r^* \geq \sqrt{\log(2/\delta)/(2N)}, \) then
with probability $1 - \delta$,

$$
\text{Width}(\hat{C}_\alpha^{EF-lin}) \leq \min_{\theta \in \Theta} \text{Width}(C_{\alpha,\theta}^{orc-lin}) + \frac{2}{N} + 2L_{\theta^*} \left( \frac{\log(2/\delta)}{2N} \right)^{\gamma/2}. \quad (17)
$$

We defer the proof of Theorem 5 to Appendix A.10 of the supplementary. It is interesting to note that the slack of the asymptotic oracle inequality does not depend on the “size” of $\Theta$.

Algorithm 3 does not require any estimation and only uses two splits of the data (for VFCP). These advantages are countered with the disadvantages of choosing $\Theta$ and minimization over a multi-dimensional space $\Theta \subseteq \mathbb{R}^d$. For this reason, in practice, one may consider the version of Algorithm 2 when the training methods correspond to ridge regressions with different penalty parameters. This reduces $\Theta \subseteq \mathbb{R}^d$ to $\{ \hat{\beta}_\lambda : \lambda \geq C \}$ for some constant $C \in \mathbb{R}$, where $\hat{\beta}_\lambda$ is the ridge regression estimator with penalty parameter $\lambda$ computed on an independent dataset. One can prove asymptotic oracle inequalities for this setting as well, but these results require strong assumptions such as bounded moments and non-singularity of the covariance matrix of covariates. Although these assumptions are much weaker in the linear model theory, they are nevertheless stronger in the application to aggregation. Hence, we present the ridge regression results in Appendix A.2 and consider the application to aggregation here.

### 5.2 Aggregation and Conditional Coverage

In this section, we consider the application of results in Section 5.1 to aggregation and in this context, we also show (under some regularity conditions) that $\hat{C}_\alpha^{EF-lin}$ is asymptotically conditionally valid. As described in the beginning of Section 5, let $\mathcal{D}_1, \mathcal{D}_2$ be two random parts of the data $\mathcal{D} = \{(X_i, Y_i), 1 \leq i \leq N\}$; let the corresponding indices to $\mathcal{I}_1, \mathcal{I}_2$. Let $\hat{\mu}_1(\cdot), \ldots, \hat{\mu}_L(\cdot)$ be estimators of the conditional mean $\mu^*(x) = \mathbb{E}[Y|X = x]$ based on $\mathcal{D}_1$. With $\epsilon_\ell, 1 \leq \ell \leq L$ representing the canonical basis of $\mathbb{R}^L$, take

$$
\Theta = \{ \theta \in \mathbb{R}^L : e_\ell^\top \theta \geq 0, 1 \leq \ell \leq L, 1^\top \theta = 1 \},
$$

and set $\hat{C}_\alpha^{agg}$ to be EFCP prediction set returned by Algorithm 3 with $\{(Z_i, Y_i), i \in \mathcal{I}_2\}$:

$$
\hat{C}_\alpha^{agg} := \left\{ (x, y) : |y - \hat{\mu}_{\hat{\theta}}(x)| \leq T_{\alpha,\hat{\theta}} \right\}, \quad \text{with} \quad \hat{\mu}_{\hat{\theta}}(x) := \sum_{\ell=1}^L \hat{\theta}_\ell \hat{\mu}_\ell(x),
$$
where $\hat{\theta} = (\hat{\theta}_1, \ldots, \hat{\theta}_L)$ is the width minimizing vector in $\Theta$. These types of fixed width prediction sets are optimal, if the true data-generating process for $(X, Y)$ is $Y = \mu_0(X) + \xi$ where $\xi$ is a mean zero symmetric random variable that is independent of $X$ (Lei et al., 2018). Proposition 1 already implies asymptotic validity of $\hat{C}_\alpha^{agg}$ if $L = o(N)$; this requirement could be improved to $\log(L) = o(n)$ because $\Theta$ is a simplex and much smaller than $\mathbb{R}^L$. We do not pursue such a generalization here.

For any function $g : \mathcal{X} \rightarrow \mathbb{R}$, define $\|g\|_{\infty} := \sup_{x \in \mathcal{X}} |g(x)|$ and $\|g\|_2^2 := \int g^2(x) dP_X(x)$. (Here $P_X$ is the probability measure of covariates on $\mathcal{X}$). To study the conditional coverage and efficiency properties, consider the following assumptions:

(A1) $(X_i, Y_i), 1 \leq i \leq N$ are independent and identically distributed random vectors from the model $Y = \mu_0(X) + \xi$, where $\xi$ is a symmetric unimodal distribution with mean zero.

(A2) There exists $r, \kappa > 0$ such that the Lebesgue density $f$ of $\xi$ is lower bounded by $r > 0$ on $[q_\alpha - \kappa, q_\alpha + \kappa]$, where $q_\alpha$ is the $(1 - \alpha)$-th quantile of $|\xi|$. Moreover, $f$ is uniformly bounded by $M \in (0, \infty)$ and is continuously differentiable with the derivative bounded by $M$.

(A3) There exists $r_{n,2}, r_{n,\infty}, \eta_{n,2}, \eta_{n,\infty} \geq 0$ such that

$$\mathbb{P}\left(\max_{1 \leq \ell \leq L} \|\hat{\mu}_\ell - \mu_0\|_\infty \geq r_{n,\infty}\right) \leq \eta_{n,\infty} \quad \text{and} \quad \mathbb{P}\left(\inf_{\theta \in \Theta} \|\hat{\mu}_\theta - \mu_0\|_2^2 \geq r_{n,2}^2\right) \leq \eta_{n,2}, \quad (18)$$

Assumptions (A1) and (A2) are taken from Lei et al. (2018). They are restrictive but serve as suitable assumptions to study the fixed width prediction sets based on non-parametric regression estimators. Under these assumptions, Lei et al. (2018) shows that $C_\alpha^{orac} = \{(x, y) : |y - \mu_0(x)| \leq q_\alpha\}$ is the optimal (i.e., the smallest width) prediction set with conditional coverage. Assumption (A3) is an extension of the assumptions A2 and A4 of Lei et al. (2018). There are numerous estimators that satisfy these conditions with a minimax rate of convergence. See, for example, Győrfi et al. (2002); Brown et al. (2008). Note that under (A1), $\mu_0(\cdot)$ can be regarded as a conditional location measure such as conditional median, conditional $M$-estimator which allows for the construction of estimators with sub-Gaussian tail behavior. Hence, the requirement of uniform convergence of $1 \leq \ell \leq L$ in (A3) is not a strong requirement.

**Theorem 6.** Fix any $\delta \in (0, 1)$. Under assumptions (A1) and (A2), with probability at least $1 - \delta$,

$$\text{Width}(\hat{C}_\alpha^{agg}) \leq \text{Width}(C_\alpha^{orac}) + \frac{M}{4r} \inf_{\theta \in \Theta} \|\hat{\mu}_\theta - \mu_0\|_2^2 + \sqrt{\frac{\log(2/\delta)}{2|I_2|}} + \frac{2}{|I_2|}, \quad (19)$$
whenever $\kappa > (M/4r) \inf_{\theta \in \Theta} \|\mu_\theta - \mu_0\|_2^2 + \sqrt{\log(2/\delta) / (2|I_2|)} + 2/|I_2|$.  

Furthermore, conditional on $D_1$, with probability at least $1 - \delta$, for all $x \in X$,

$$
\mathbb{P}\left( (X_{N+1}, Y_{N+1}) \in \tilde{C}_\alpha^{agg} \bigg| X_{N+1} = x, D_1 \right) \geq 1 - \alpha - \sqrt{\frac{\log(2/\delta)}{2|I_1|}} - \frac{(1 + M/2)}{|I_2|} - 2M \max_{1 \leq \ell \leq L} \|\mu_\ell - \mu_0\|_\infty - (M/2) \inf_{\theta \in \Theta} \|\mu_\theta - \theta^*\|_2^2.
$$

Under assumption (A3), there exists a universal constant $C$,

$$
\mathbb{P}\left( (X_{N+1}, Y_{N+1}) \in \tilde{C}_\alpha^{agg} \bigg| X_{N+1} = x \right) \geq 1 - \alpha - (2Mr_{n,\infty} + Mr_{n,2}^2/2) - \frac{c + M/2}{|I_2|^{1/2}} - \eta_{n,2} - \eta_{2,\infty}.
$$

Inequality (19) proves that the width of the aggregation prediction set asymptotically matches that of the optimal prediction set. Note that, for this result, we only need the existence of a linear combination estimator that is consistent and allows for some inconsistent estimators in the collection $\{\hat{\mu}_\ell : 1 \leq \ell \leq L\}$. The last inequality of Theorem 6 proves that consistency of all non-parametric estimators implies asymptotic conditional coverage validity of the aggregation prediction set.

5.3 Simulations: EFCP and VFCP with Ridge Regression

We now present some simulations to compare the performance of EFCP and VFCP when the training methods corresponds to ridge regression with different penalty parameters. Because ridge regression is a linear prediction methodology, we also consider comparison with two other linear predictors based prediction regions. Define $X = (X_1^\top, \ldots, X_N^\top)^\top$ and $Y = (Y_1, \ldots, Y_N)^\top$.

1. Linear: Under the classical linear model assumptions, wherein the response vector $Y$ conditional on the covariate matrix $X$ is generated from a multivariate Gaussian with mean zero and a scaled identity covariance $\sigma^2 I_n$, one can construct a finite sample valid prediction region using normality: $\tilde{C}_a^{linear} := \{(x, y) : |y - x^\top (X^\top X)^+ X^\top Y| \leq \hat{\sigma} z_{a/2} \sqrt{1 + g_N(x)}\}$, where $g_N(x) = x (X^\top X)^+ x$, $z_{a/2}$ is the $(1 - a/2)$-quantile of the standard normal distribution $\mathcal{N}(0,1)$ and $\hat{\sigma}^2 = \|Y - X^\top (X^\top X)^+ X^\top Y\|_2^2 / N$. See Burnaev and Vovk (2014) for a discussion and comparison with the full conformal prediction interval.

2. Naive: For any point prediction method, one can also consider a naive prediction interval using the residuals on the full data. Let $T_\alpha$ denote the $\lceil (1 - \alpha)(N + 1) \rceil$-th largest value of
\( |Y_i - X_i^T(X^TX)^+X^TY|, i = 1, \ldots, N. \) With this notation, the “naive” conformal prediction interval as defined in Barber et al. (2021) is \( \hat{C}_\alpha^{\text{naive}} \) := \{ (x, y) : |y - x^T(X^TX)^+X^TY| \leq T_\alpha \}.

If the point prediction algorithm is consistent to the true conditional expectation and the true distribution of the errors is homoscedastic as well as symmetric around zero, then the naive prediction interval has an asymptotic valid coverage guarantee.

In our simulations below, the target coverage level is \( 1 - \alpha = 0.9 \). To demonstrate the validity and efficiency, we consider both linear and nonlinear models and repeat the experiment at each dimension \( d = 10, \ldots, 300 \) with i.i.d. data points. The result is averaged over 100 trials with each trial having an independent draw of a sample of size \( N = 200 \) and the test sample of size 100. In the following, we will show the performance in two models: one linear and the other non-linear. In both these models, we consider heavy-tailed data. In the implementation of EFCP and VFCP with ridge regression, we minimized over a grid of 100 \( \lambda \) values from 0 to 200 and did not attempt to obtain the global minimum as in Algorithm 4.

**Linear Model:** Following assumption (A4), each row of \( X \) is generated independently following a multivariate student distribution \( t_d(\nu, \Sigma) \) with \( d \times d \) covariance matrix \( \Sigma \) satisfying \( \Sigma_{ij} = \rho \) if \( i \neq j \) (equi correlation) and \( \Sigma_{jj} = 1. \) \( Y \) is generated from

\[
Y = X \beta + \xi, \text{ where } \beta_j = 1 + (j - 1) \text{ mod } 5, 1 \leq j \leq d, \quad (20)
\]

and the coordinates of \( \xi \) are independently generated from \( t(\nu) \times (1 + \sqrt{X_1^2 + X_2^2}) \), conditional on \( X \). Note that irrespective of the dimension, the conditional variance of \( \xi \) depends only on the first two covariates. The degrees of freedom is \( \nu = 3 \) in the first experiment and \( \nu = 5 \) for the second one. Note that (20) is a well-specified model but with heteroscedastic noise. Because of heteroscedasticity, \( \hat{C}_\alpha^{\text{linear}} \) does not have a finite sample valid coverage guarantee.

**Nonlinear Model:** Following assumption (A4), each row of \( X \) is generated independently following a multivariate student distribution \( t_d(\nu, \Sigma) \) with \( d \times d \) covariance matrix \( \Sigma \) satisfying \( \Sigma_{ij} = 0.5 \) if \( i \neq j \) (equi correlation) and \( \Sigma_{jj} = 1. \) \( Y \) is generated from

\[
Y \sim \text{Pois} \left( \sin^2(X_1) + \cos^4(X_2) + 0.01 \right) + 0.03X_1 \epsilon_1 + 251\{u<0.01\} \epsilon_2, \quad (21)
\]
and each noise component of $\epsilon_k, k = 1, 2$, follows $t(\nu) \times (1 + \sqrt{X^2_k + X^2_2})$ independently. Note that irrespective of the dimension $d$, the conditional distribution of the response only depends on the first two covariates. Similar to the linear case, we consider the degrees of freedom of $\nu = 3$ in the first experiment and $\nu = 5$ in the second one.

The results for both linear and non-linear models with $\nu = 3, 5$ are presented in Figure 1. The columns labelled “3rd moment” represent the cases with $\nu = 3$ and the columns labelled “5th moment” represent the cases with $\nu = 5$. “Linear” and “Non Linear” represent respectively the linear (20) and non-linear (21) models stated above.

![Simulation results](image.png)

Figure 1: Simulation results, showing the mean coverage and mean width ratio of EFCP, VFCP, Naive, and Linear over 100 independent trials. The x-axis shows the dimension of the model changing from 10 to 300 while the total sample size is fixed at 200. The second row of the plot “Width ratio” shows the ratio of the width of each method prediction interval to that of the VFCP’s prediction interval. The standard error of coverage and width ratio is shown as a colored band around the mean coverage and mean width ratio. Given the large number of replications, the standard error is too small for most methods except for Linear. In all the models, the covariates and errors are heavy-tailed. EFCP and VFCP methods attain validity while Naive and Linear undercover the true response as expected.

Below, we note some observations from our simulations:

- VFCP has valid coverage (near perfect at 0.9), while EFCP slightly undercovers attaining at worst coverage of 0.88 across all dimensions. For smaller dimensions ($\leq 100$), the coverage of
EFCP is also near perfect. Neither the Linear nor the Naive methods give valid coverage, and this is expected because the two settings are both heteroskedastic. Further, the coverage for these methods drop significantly as dimension increases.

- When $d \geq N$, we note that the Linear method and the Naive method prediction will always have zero length intervals since all $N$ residuals will be equal to zero. Consequently, in such a situation, these two methods will have coverage equal to zero.

- Compared with VFCP, EFCP has an improved efficiency resulting in 10–30% smaller widths across the dimensions. On average, EFCP improves the width of VFCP by 20%.

- Before computing the ratio of the widths, we find that the standard error of the widths of EFCP is, on average, 30% smaller than that of VFCP over 100 repetitions.

6 Summary and Future Directions

In this paper, we have proposed two selection algorithms for conformal prediction regions to obtain the smallest prediction set in practice; these are called “efficiency first” and “validity first” conformal prediction algorithms. We have studied the width and coverage properties of both these algorithms. The efficiency first method attains finite sample efficiency but only has an approximate coverage validity guarantee. The validity first method attains finite sample coverage validity but only attains approximate efficiency. Both methods are asymptotically efficient and asymptotically valid. In both these methods, we have made use of the split conformal method for the construction of prediction regions. The efficiency, as well as approximate validity of the efficiency first conformal method, applies to any machine learning technique; it is as general as the split conformal method itself. Comparison of both methods shows that the “efficiency first” method is the preferable one in practice. We also considered aggregation of non-parametric regression methods for the smallest width prediction set using absolute residual as the conformal score.

Throughout the paper, we have focused on minimizing the width of the prediction sets. The quantity $\text{Width}(\cdot)$ in our algorithms can be replaced by any other property of the prediction sets. This could be useful when the domain $\mathcal{Z}$ of the observations is more complicated, e.g., the space of images or the space of functions (Lei et al., 2015; Bates et al., 2021).
Theorem 2 implies that one can repeat the split conformal method several times on the data and choose the smallest prediction set to obtain an approximately valid prediction region. It would be interesting to compare the width of such a prediction region with other conformal methods such as jackknife+ or cross-conformal (Barber et al., 2021). Note that by repeating the split conformal procedure multiple times, one uses the full data for training as well as prediction.
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Supplement to “Selection and Aggregation of Conformal Prediction Sets”

Abstract

This supplement contains the proofs to all the main results in the paper and some supporting lemmas.

A.1 Analysis of VFCP for Fixed Width Prediction Sets

In this section, we consider oracle inequalities for the width of VFCP sets for the best linear fixed width nested sequence. Recall the asymptotic oracle prediction sets $C_{\alpha,\theta}^{\text{orc-lin}}$ from (16) and that an asymptotic oracle inequality for VFCP sets in Algorithm 3 would be

$$\text{Width}(C_{\alpha,\theta}^{\text{VF-lin}}) = 2T^*_\theta \leq 2 \min_{\theta \in \Theta} Q_{\alpha,\theta} + R_N,$$

and the empirical oracle inequality for VFCP sets in Algorithm 3 would be

$$\text{Width}(C_{\alpha,\theta}^{\text{VF-lin}}) = 2T^*_\theta \leq 2 \min_{\theta \in \Theta} T_{\alpha,\theta} + R'_N,$$

for some rates $R_N, R'_N$. Recall $Q_{\alpha,\theta}$ defined in (16). Consider the analog of assumption (EO1).

(A0') For all $\theta \in \Theta$, there exists $r^*, \gamma \in (0, 1]$, such that $F^{-1}_\theta(\cdot)$ is $\gamma$-Hölder continuous on $[1-\alpha-r^*, 1-\alpha+r^*]$ with Hölder continuity constant $L_\theta$, i.e., for all $\theta \in \Theta$, and all $q_1, q_2 \in [1-\alpha-r^*, 1-\alpha+r^*]$, $|F^{-1}_\theta(q_1) - F^{-1}_\theta(q_2)| \leq L_\theta |q_1 - q_2|^\gamma$.

Assumption (A0') is an extension of (A0) and is clearly more restrictive. Note that the comments on the verification of (A0) also apply to verifying (A0').

Theorem 7. Recall $R(I)$ from (14). Suppose Algorithm 3 is used with a bounded set $\Theta \subseteq \mathbb{R}^d$ and suppose assumption (A0') holds true with $r^* \geq \max\{R(I_1), R(I_2), 2|I_1|^{-1}, 2|I_2|^{-1}\}$. Then setting $L_\Theta := \sup_{\theta \in \Theta} L_\theta$, we obtain

$$\text{Width}(\hat{C}_\alpha^{\text{VF-lin}}) \leq \min_{\theta \in \Theta} \text{Width}(C_{\alpha,\theta}^{\text{orc-lin}}) + 4L_\Theta \left( R(I_1)^\gamma + R(I_2)^\gamma + \frac{2^\gamma}{|I_1|^\gamma} + \frac{2^\gamma}{|I_2|^\gamma} \right). \quad (E.1)$$

The conclusion continues to hold true if $C_{\alpha,\theta}^{\text{orc-lin}}$ is replaced with $\hat{C}_\theta$ on the right hand side.
We defer the proof of Theorem 7 to Appendix A.10 of the supplementary. Inequality (E.1) is an asymptotic oracle inequality. Further, because the conclusion of Theorem 7 holds true when $C_{\alpha,\theta}^{orc-lin}$ is replaced by $\tilde{C}_\theta$, we also obtain an empirical oracle inequality for $\tilde{C}_{\alpha}^{VF-lin}$. However, the rate of convergence in the oracle inequalities is not explicit. They depend on $R(I_1)$ and $R(I_2)$. Combined with Proposition 3, Theorem 7 does imply an explicit rate for the slack in the oracle inequalities and the rate depends on the “size” of $\Theta$. This is in contrast to how the slack behaves for EFCP.

### A.2 Best Ridge Regression Fixed WidthPrediction Set

In this section, we consider EFCP and VFCP with ridge regression training methods and prove asymptotic oracle inequalities. Although we reduce the set $\Theta$ of linear combinations, we will require more assumptions than in Section 5.1 to prove an asymptotic oracle inequality. This is mostly because we need to show the ridge regression estimators converge to “population” ridge regression functionals.

For any $\lambda \in \mathbb{R}$, define $\beta^*_\lambda$ as the “population” ridge regression functional given by

$$
\beta^*_\lambda := \arg\min_{\theta \in \mathbb{R}^d} \mathbb{E}[(Y - X^\top \theta)^2] + \lambda \|\theta\|_2^2.
$$

(E.2)

With $\{1, 2, \ldots, N\}$ randomly split into three parts $I_1, I_2, \text{and} I_3$, we have the ridge regression estimator from $(X_i, Y_i), i \in I_1$ as

$$
\hat{\beta}_\lambda = \arg\min_{\theta \in \mathbb{R}^d} \frac{1}{|I_1|} \sum_{i \in I_1} (Y_i - X_i^\top \theta)^2 + \lambda \|\theta\|^2.
$$

(E.3)

The EFCP, VFCP algorithms with ridge regression training methods are presented in Algorithm 4.

The parameter $\kappa$ in Algorithm 4 is used to ensure that the empirical ridge regression problem in (E.3) is convex. In contrast to the most commonly used setting, we allow the penalty parameter in ridge regression to be negative; this is motivated by considerations in Kobak et al. (2020). Theorems 3 and 5 imply that the prediction intervals $\tilde{C}_{\alpha}^{EF-ridge}$ and $\tilde{C}_{\alpha}^{VF-ridge}$ returned by Algorithm 4 satisfy

$$
\mathbb{P}\left( (X_{N+1}, Y_{N+1}) \in \tilde{C}_{\alpha}^{EF-ridge} \right) \geq 1 - \alpha - c \sqrt{\frac{d}{N - |I_1|}}, \quad \text{and} \quad \mathbb{P}\left( (X_{N+1}, Y_{N+1}) \in \tilde{C}_{\alpha}^{VF-ridge} \right) \geq 1 - \alpha.
$$
Additionally, Theorem 5 implies two versions of empirical oracle inequalities. We will use the notation

\[ \hat{C}_\theta = \left\{ (x, y) : |y - x^\top \theta| \leq T_{\alpha, \theta} \right\}, \quad \text{and} \quad C_{\alpha, \theta}^{\text{orc-lin}} = \left\{ (x, y) : |y - x^\top \theta| \leq Q_{\alpha, \theta} \right\} \]

from Section 5.1 to describe the implications of Theorem 5. Suppose the assumption of i.i.d. observations and (A0') holds true. Set \( L_{\Lambda_1} = \sup\{L_{\beta, \lambda} : \lambda \geq -\kappa \lambda_{\min}(\hat{\Sigma}_1)\} \), then Theorems 5 and 7 along with (15) implies that with probability at least \( 1 - \delta \),

\[
\begin{align*}
\text{Width}(\hat{C}_{\alpha}^{\text{EF-ridge}}) & \leq \min_{\lambda \geq -\kappa \lambda_{\min}(\hat{\Sigma}_1)} \text{Width}(C_{\alpha, \beta, \lambda}^{\text{orc-lin}}) + \mathcal{C} L_{\Lambda_1} \left( \frac{\log(2/\delta)}{|I_2|} \right)^{\gamma/2}, \\
\text{Width}(\hat{C}_{\alpha}^{\text{VF-ridge}}) & \leq \min_{\lambda \geq -\kappa \lambda_{\min}(\hat{\Sigma}_1)} \text{Width}(C_{\alpha, \beta, \lambda}^{\text{orc-lin}}) + \mathcal{C} L_{\Lambda_1} \left( \frac{d + \log(1/\delta)}{\min\{|I_2|, |I_3|\}} \right)^{\gamma/2}.
\end{align*}
\]

The first inequality follows from (17) and the second follows from (E.1). The same inequalities hold true with \( C_{\alpha, \beta, \lambda}^{\text{orc-lin}} \) replaced by \( \hat{C}_{\beta, \lambda} \). For the inequalities in (E.4), we need \( r^* \) in (A0) and (A0') to satisfy (respectively)

\[ r^* \geq \mathcal{C} \sqrt{\log(2/\delta)/|I_2|} \quad \text{and} \quad r^* \geq \mathcal{C} \sqrt{d + \log(2/\delta)/\min\{|I_2|, |I_3|\}}. \]

Note that (E.4) refers to empirical oracle inequalities because \( \hat{C}_{\alpha, \beta, \lambda}^{\text{orc-lin}} \) still depends on the data.
through $\hat{\beta}_\lambda$. The asymptotic version of $C_{\hat{\beta}_\lambda}$ and $C^\text{orc-lin}_{\alpha,\beta_\lambda}$ is given by $C^\text{orc-lin}_{\alpha,\beta_\lambda}$. Hence, the asymptotic oracle inequality for Algorithm 4 is given by

$$\max\{\text{Width}(\hat{C}^\text{EF-ridge}_\alpha), \text{Width}(\hat{C}^\text{VF-ridge}_\alpha)\} \leq \min_{\lambda \geq -\kappa \lambda_{\min}(\hat{\Sigma}_1)} \text{Width}(C^\text{orc-lin}\alpha,\beta_\lambda) + R_N, \quad (E.5)$$

for some $R_N$ converging to zero. Following (E.4), it suffices to show that

$$\min_{\lambda \geq -\kappa \lambda_{\min}(\hat{\Sigma}_1)} \text{Width}(C^\text{orc-lin}\alpha,\beta_\lambda) \leq \min_{\lambda \geq -\kappa \lambda_{\min}(\hat{\Sigma}_1)} \text{Width}(C^\text{orc-lin}\alpha,\beta_\lambda^*) + R'_N, \quad (E.6)$$

for some $R'_N$ converging to zero. Then the asymptotic oracle inequality (E.5) holds true with $R_N = R'_N + O((d + \log(1/\delta))/\min\{|I_2|, |I_3|\})^{\gamma/2}$. Proving (E.6) involves multiple steps:

1. Prove that $\hat{\beta}_\lambda - \beta_\lambda^*$ converges to zero uniformly over $\lambda \geq -\kappa \lambda_{\min}(\hat{\Sigma}_1)$.
2. Prove that $F_{\beta_\lambda}(\cdot)$ is close to $F_{\beta_\lambda^*}(\cdot)$ uniformly in $\lambda \geq -\kappa \lambda_{\min}(\hat{\Sigma}_1)$; recall $F_{\theta}(\cdot)$ from (13).
3. Prove that $T_{\alpha,\lambda}$ is close to $Q_{\alpha,\beta_\lambda^*}$ uniformly over $\lambda \geq -\kappa \lambda_{\min}(\hat{\Sigma}_1)$.

The first two steps above require several moment conditions which is what distinguishes the results that follow from the ones above. We will first list the assumptions required to complete these steps. Most commonly found results on rate of convergence of ridge regression estimator assume sub-Gaussian moment assumptions on the response and covariates. For generality, we also consider response and covariate distributions with only a fixed number of finite moments. Hence the resulting bounds are of independent interest in the study of ridge regression with increasing dimension.

(A1) The observations $(X_i, Y_i) \in \mathbb{R}^d \times \mathbb{R}, 1 \leq i \leq N$ are independent and identically distributed.

(A2) There exists some $q_y \geq 2$ and a constant $K_y \in (0, \infty)$ such that $(\mathbb{E} [|Y_i|^{q_y}])^{1/q_y} \leq K_y < \infty$.

(A3) Random vectors $X_1, \ldots, X_N$ are i.i.d., and for $\Sigma := \mathbb{E}[X_1X_1^\top]$, there exists a constant $K_x \in (0, \infty)$ such that for all $u \in S^{d-1}$, $\mathbb{E}[\exp(K_x^{-2}|u^\top \Sigma^{-1/2}X_i|^2)] \leq 2$.

(A4) Random vectors $X_1, \ldots, X_N$ are i.i.d., and for $\Sigma := \mathbb{E}[X_1X_1^\top]$, there exists some constant $q_x \geq 2$, and a constant $K_x \in (0, \infty)$ such that for all $u \in S^{d-1}$, $\mathbb{E}|u^\top \Sigma^{-1/2}X_i|^{q_x} \leq K_x^{q_x}$.

(A5) Random vectors $X_1, \ldots, X_N$ satisfy (A4) and also a structural condition that for any $1 \leq i \leq N$, there exists a random vector $Z_i$ such that $X_i = \Sigma^{1/2}Z_i$, and that $Z_{ij}, 1 \leq j \leq d$, are independent random variables.
(A6) For all \( \lambda \geq -\kappa \lambda_{\min}(\Sigma_1) \), \( Y_1 - X_1^T \beta^*_\lambda \) has a Lebesgue density bounded by \( \Psi \in (0, \infty) \).

(A7) The conditional distribution of \( Y_1 \) given \( X_1 \) has a Lebesgue density bounded by \( \psi \in (0, \infty) \).

Assumptions (A1)–(A5) are standard moment assumptions on features and covariates. Assumption (A7) is stronger than (A6) and holds true under a well-specified linear model \( Y = \theta^T X + \epsilon \) with a bounded conditional density of \( \epsilon \) given \( X \).

We now prove (E.6). We start with a deterministic statement which serves as a road map for results under the stated assumptions. For notational convenience, set \( \Lambda_1 := \{ \lambda \in \mathbb{R} : \lambda \geq -\kappa \lambda_{\min}(\Sigma_1) \} \).

Proposition 2. Set \( \mathcal{E}(I_1) := \sup_{t \geq 0} \sup_{\lambda \in \Lambda_1} |F_{\beta_\lambda}(t) - F_{\beta^*_\lambda}(t)| \). Suppose assumption \( (A0') \) holds true with \( r^* \geq \mathcal{E}(I_1) \).

Then setting \( L_{\Lambda_1} := \sup\{ L_\lambda : \lambda \in \Lambda_1 \} \) for the parameter \( \kappa < 1 \) in Algorithm 4, we obtain

\[
\min_{\lambda \geq -\kappa \lambda_{\min}(\Sigma_1)} \text{Width}(C_{a,\beta_\lambda}^{\text{org-lin}}) \leq \min_{\lambda \geq -\kappa \lambda_{\min}(\Sigma_1)} \text{Width}(C_{a,\beta^*_\lambda}^{\text{org-lin}}) + L_{\Lambda_1} \mathcal{E}(I_1). \quad (E.8)
\]

Proposition 2 follows from Proposition 4 (in Section A.13 of the supplementary file). Recall from (16) that \( Q_{a,\beta_\lambda} \) and \( Q_{a,\beta^*_\lambda} \) are quantiles of \( F_{\beta_\lambda}(\cdot) \) and \( F_{\beta^*_\lambda}(\cdot) \), respectively. Proposition 2 essentially follows from the fact that quantiles of close distributions are close when one of the distributions has density bounded away from zero. All the assumptions (A1)–(A7) listed above are used in bounding \( \mathcal{E}(I_1) \). It might of interest to note that for Proposition 2 we only need assumption \( (A0') \) for \( \Theta = \{ \beta^*_\lambda : \lambda \in \Lambda_1 \} \).

Regarding the requirement (E.7) on \( r^* \), we will show in the following that \( \mathcal{E}(I_1) \) converges to zero as \( |I_1| \to \infty \). This also requires some control on the growth of the dimension \( d \) of the covariates. For many distributions of \( (X, Y) \), assumption \( (A0') \) holds true with a fixed positive number \( r^* \) and hence the requirement (E.7) holds true with a large enough number of observations in each split of the data. For this reason and to reduce the notational burden, we will not mention this requirement on \( r^* \) in the following results.

We will now bound \( \mathcal{E}(I_1) \) for which we make use of assumptions (A3), (A4), (A6), and (A7). We now state a simple deterministic inequality that bounds \( |F_{\beta_\lambda}(t) - F_{\beta^*_\lambda}(t)| \) in terms of the estimation error \( \| \widehat{\beta}_\lambda - \beta^*_\lambda \|_\Sigma \); recall the definition \( \| \theta \|_\Sigma = \sqrt{\theta^T \Sigma \theta} \).
Lemma 1. (Bounds for \( E(I_1) \)) For any \( \lambda \in \Lambda_1 \), we have

\[
\sup_{t \geq 0} |F_{\hat{\beta}_\lambda}(t) - F_{\beta^*_\lambda}(t)| \leq \mathcal{C} \begin{cases} 
\Psi K_x \|\hat{\beta}_\lambda - \beta^*_\lambda\|_\Sigma \log(1/(\Psi K_x \|\hat{\beta}_\lambda - \beta^*_\lambda\|_\Sigma)), & \text{under (A6), (A3)}, \\
(\Psi K_x \|\hat{\beta}_\lambda - \beta^*_\lambda\|_\Sigma)^{q_x/(1+q_x)}, & \text{under (A6), (A4), (E.9)} \\
\psi \|\hat{\beta}_\lambda - \beta^*_\lambda\|_\Sigma, & \text{under (A7)}.
\end{cases}
\]

The proof of Lemma 1 is provided in Appendix A.12.1 of the supplementary. Hence, to obtain an explicit rate in the oracle inequality (E.8), it suffices to prove bounds for the estimation error of \( b_{\beta^*_\lambda} \).

We will further reduce the problem of bounding \( \|\hat{\beta}_\lambda - \beta^*_\lambda\|_\Sigma \) to the problem of bounding averages of random vectors and random matrices via a simple deterministic inequality. This is similar to the deterministic inequality results of Kuchibhotla et al. (2021). Recall the definition of \( b_{\beta^*_\lambda} \) and \( \hat{\beta}_\lambda \) from (E.3) and (E.2), respectively.

Lemma 2. (Deterministic Inequality for Ridge Regression) Set

\[
\Sigma := \mathbb{E}[XX^T], \quad \Gamma := \mathbb{E}[XY], \quad \hat{\Sigma}_1 := \frac{1}{|I_1|} \sum_{i \in I_1} X_i X_i^T, \quad \text{and} \quad \hat{\Gamma}_1 := \frac{1}{|I_1|} \sum_{i \in I_1} X_i Y_i.
\]  

(E.10)

Define

\[
D_\Sigma := \|\Sigma^{-1/2} \hat{\Sigma}_1 \Sigma^{-1/2} - I_d\|_{op}.
\]

(E.11)

Then for any \( c \leq 1 \), we have

\[
\sup_{\lambda \geq -c \lambda_{\min}(\Sigma)} \|\hat{\beta}_\lambda - \beta^*_\lambda\|_\Sigma \leq \frac{1}{(1-c-D_\Sigma)_+} \left[ \|\Sigma^{-1/2}(\hat{\Gamma}_1 - \Gamma)\|_2 + D_\Sigma \|\Sigma^{-1/2}\Gamma\|_2 \right].
\]

(E.12)

If assumption (A2) holds true, then \( \|\Sigma^{-1/2}\Gamma\|_2 \leq K_y \).

The proof is provided in Appendix A.12.2 of the supplementary. This result provides some insights into the behavior of the algorithm and possible refinements. Firstly, the estimation error of the ridge regression estimator can be bounded in terms of the estimation error of \( \hat{\Gamma}_1 \) and \( \hat{\Sigma}_1 \). Because these are averages of \( d \)-dimensional random vectors and random matrices, the behavior of the estimation errors depends crucially on the moments and tails of the underlying distribution of \( (X, Y) \). Secondly, the result does not actually depend on the definitions of \( \hat{\Sigma}_1 \) and \( \hat{\Gamma}_1 \). In particular, if the empirical ridge regression estimator \( \hat{\beta}_\lambda \) is redefined as \( \hat{\beta}_\lambda = \arg\min_{\theta \in \mathbb{R}^d} -2\theta^T \hat{\Gamma}_1 + \theta^T (\hat{\Sigma}_1 + \lambda I_d) \theta \), then the conclusion (E.12) continues to hold true. This suggests that if \( \Sigma \) and \( \Gamma \) can be estimated better using
alternative estimators even under heavy-tailed observations, then this would give better estimation error of ridge regression and also yields a better oracle inequality. For instance, we mention Mendelson and Zhivotovskiy (2020), where the authors propose improved estimators of $\Sigma$ that have a sub-Gaussian tail behavior even when $X$ only has four moments. The same work also provides algorithms for estimating $\Gamma$ with heavy-tailed data; also see Cherapanamjeri et al. (2020). Lemma 2, hence, can be readily combined with these works to obtain a modified ridge regression estimator and an improvement of the oracle inequality that will be derived below. Given the popularity of ridge regression, we will restrict ourselves to the standard ridge regression.

Getting back to the problem of oracle inequality, note that Lemma 2 does not readily bound $E(I_1)$ in Proposition 2. The reason is that Lemma 2 provides the bound on the estimation error for $\lambda \geq -c\lambda_{\min}(\Sigma)$ while in $E(I_1)$, we want the estimation error controlled over $\lambda \in \Lambda_1 = \{\lambda \geq -\kappa\lambda_{\min}(\widehat{\Sigma}_1)\}$. The resolution is to prove that for any given $\kappa < 1$, there exists a $c \leq 1$ such that with high-probability $\Lambda_1 = \{\lambda : \lambda \geq -\kappa\lambda_{\min}(\widehat{\Sigma}_1)\} \subseteq \{\lambda : \lambda \geq -c\lambda_{\min}(\Sigma)\}$. This is equivalent to $\kappa\lambda_{\min}(\widehat{\Sigma}_1) \leq c\lambda_{\min}(\Sigma)$. Therefore, it suffices to take $c = \kappa(1 + D_\Sigma)$. For small sample sizes, this choice of $c$ need not be smaller than 1, but with increasing sample sizes $D_\Sigma$ converges to zero and for any $\kappa < 1$, $c$ will eventually be less than 1. If $D_\Sigma \leq (1 - \kappa)/(2 + \kappa)$, then $c = \kappa(1 + D_\Sigma) < 1$ for any $\kappa < 1$ and Lemma 2 implies that

$$
\sup_{\lambda \geq -\kappa\lambda_{\min}(\widehat{\Sigma}_1)} \|\beta_\lambda - \beta^*_\lambda\|_\Sigma \leq \frac{2 + \kappa}{1 - \kappa} \left[\|\Sigma^{-1/2}(\widehat{\Gamma}_1 - \Gamma)\|_2 + D_\Sigma \|\Sigma^{-1/2}(\widehat{\Gamma} - \Gamma)\|_2 \frac{(2 + \kappa)}{2(1 - \kappa)}\right].
$$

The only random quantities on the right hand side are $\|\Sigma^{-1/2}(\widehat{\Gamma}_1 - \Gamma)\|_2$ and $D_\Sigma$, which we will bound under the moment assumptions listed above. The condition $D_\Sigma \leq (1 - \kappa)/(2 + \kappa)$ will also be shown to hold with a high probability under these conditions. Lemmas 3 and 4 provided in supplementary Appendix A.3 provide bounds on $D_\Sigma$ and $\|\Sigma^{-1/2}(\widehat{\Gamma} - \Gamma)\|_2$ under assumptions (A1)–(A5). These results may be of independent interest.

Combining the conclusions of Lemmas 3, 4 with (E.12), Lemma 1, Proposition 2, and (E.4), we can obtain a total of 9 different asymptotic oracle inequalities with different combinations of assumptions. Given that this is basic substitution, we will not present all these results separately and only consider two extreme cases: sub-Gaussian covariates with (A7) and heavy-tailed covariates with (A6). Also, for these cases, we will assume that $|\mathcal{I}_1| = |\mathcal{I}_2| = |\mathcal{I}_3| \asymp N/3$ for simplicity.
Under assumptions (A0′)–(A3), and (A7), we obtain with probability at least \(1 - 4 \sqrt{d/N}\),

\[
\text{Width}(\widehat{C}_{\alpha}^{\text{EF-ridge}}) \leq \min_{\lambda \in \Lambda_1} \text{Width}(C_{\alpha,\beta_\lambda}^{\text{orc-lin}}) + \mathcal{C}(K_x, K_y, q_y)L_{\Lambda_1} \left( \left( \frac{d + \log(N/d)}{N} \right)^{\gamma/2} + \left( \frac{d^{\gamma_y-1}}{N^{2q_y-\delta}} \right)^{\gamma/(2q_y)} \right). \tag{E.13}
\]

Here \(\mathcal{C}(K_x, K_y, q_y)\) is a constant depending on \(K_x, K_y,\) and \(q_y\). It is easier to think of this as an asymptotic result rather than a finite sample result because to satisfy \(D_{\Sigma} \leq (1 - \kappa)/(2 + \kappa)\) on this event, one would require \(d/N\) to be small enough. If \(q_y \geq 2\), asymptotic oracle inequality (E.13) implies that \(\widehat{C}_{\alpha}^{\text{EF-ridge}}\) is asymptotically close to the optimal ridge regression based fixed width prediction set whenever \(d = o(N)\).

Similarly, under assumptions (A0′)–(A2), (A4), and (A6), with \(p = q_x q_y/(q_x + q_y)\), we obtain with probability at least \(1 - C(d/N^{1-2/q_x})q_x/8 - (d/N^{2-2/p})p/4\),

\[
\text{Width}(\widehat{C}_{\alpha}^{\text{EF-ridge}}) \leq \min_{\lambda \in \Lambda_1} \text{Width}(C_{\alpha,\beta_\lambda}^{\text{orc-lin}}) + \mathcal{C}(K_x, K_y, q_y)L_{\Lambda_1} \left( \left( \frac{d + \log(N/d)}{N} \right)^{\gamma/2} + \left( \frac{d^{1/2}N^{1/p}}{N} \right)^{\gamma/q_x} \right) \left( \frac{q_x}{2+q_x} \right). \tag{E.13}
\]

The rate under these heavy-tailed assumptions converges to zero if \(d = o(N^{1-2/q_x})\). This result holds true without assuming \(q_x \geq 4\), we only need \(q_x \geq 2\). If \(q_x = 2\), then the oracle inequality yields a constant rate and fails to imply that \(\widehat{C}_{\alpha}^{\text{EF-ridge}}\) is asymptotically close to optimal ridge regression based fixed width prediction set. Both the inequalities above also hold true for \(\widehat{C}_{\alpha}^{\text{VF-ridge}}\).

### A.3 Finite sample results related to ridge regression

The following two lemmas prove deviation bounds for \(\|\Sigma^{-1/2}(\widehat{\Gamma}_1 - \Gamma)\|_2\) and \(D_{\Sigma}\), and might be of independent interest. Recall \(D_{\Sigma}\) and \(\widehat{\Gamma}_1\) defined in (E.11) and (E.10), respectively. In the following two lemmas, \(C_{q_x}\) and \(C_{q_y}\) represent constants depending only on \(q_x\) and \(q_y\), respectively. Proof of Lemma 3 is provided in supplementary Appendix A.12.3 and the proof of Lemma 4 is given in Appendix A.12.4 of the supplementary.

**Lemma 3.** Let \(n := |\mathcal{I}_1|\) and fix any \(\delta \in (0, 1)\).
• Under assumptions (A1) and (A3), with probability at least $1 - \delta$,

$$D_{\Sigma} \leq C K_x^2 \left\{ \sqrt{\frac{d + \log(1/\delta)}{n}} + \frac{d + \log(1/\delta)}{n} \right\}. \tag{E.14}$$

With $\delta = \sqrt{d/n}$, the right hand side tends to zero if $d = o(n)$.

• Under assumptions (A1) and (A4), with probability at least $1 - \frac{1}{n} - \delta$,

$$D_{\Sigma} \leq C_{q_y} K_x^2 \left\{ \frac{\sqrt{d}}{n} \log \left( \frac{n}{\delta} \right) + \frac{(d/\delta)^{2/q_y}}{n^{1-2/q_y}} + \frac{1}{2} \log \left( \frac{n}{d} \right) + \left( \frac{d}{n} \right)^{1-2/\min\{q_y,4\}} \right\}. \tag{E.15}$$

With $\delta = (d/n^{1-2/q_y})^{q_y/8}$, the right hand side tends to zero if $d = o(n^{1-2/q_y})$.

• Under assumptions (A1) and (A5), with probability at least $1 - \frac{1}{n} - \delta$,

$$D_{\Sigma} \leq C_{q_y} K_x^2 \left\{ \frac{\sqrt{d}}{n} \log \left( \frac{n}{\delta} \right) + \frac{(d/\delta)^{2/q_y}}{n^{1-2/q_y}} + \frac{1}{2} \log \left( \frac{n}{d} \right) + \left( \frac{d}{n} \right)^{1-2/\min\{q_y,4\}} \right\}. \tag{E.16}$$

With $\delta = d^{1/2}/n^{\min\{q_y/4,1\}-1/2}$, the right hand side tends to zero if $d = o(n)$.

It is interesting to note that $D_{\Sigma}$ can converge to zero even for $d = o(n)$ and heavy-tailed covariates when assumption (A5) is satisfied. The dimension requirement here matches the one for sub-Gaussian covariates and this stems from the independence assumed in (A5). Without such an independence, the growth rate of dimension is dampened by the heavy-tailed nature of the covariate, i.e., we require $d = o(n^{1-2/q_y})$.

**Lemma 4.** Let $n := |\mathcal{I}_1|$ and fix any $\delta \in (0,1)$.

• Under assumptions (A1), (A2), and (A3), with probability at least $1 - \delta$,

$$\|\Sigma^{-1/2}(\hat{\Gamma}_1 - \Gamma)\|_2 \leq C_{q_y} K_x K_y \left\{ \sqrt{\frac{d + \log(1/\delta)}{n}} + \frac{\sqrt{d\delta^{-1/q_y}}}{n^{1-1/q_y}} \left( \log \left( \frac{n}{\delta} \right) \right)^{-1/2} \right\}. \tag{E.17}$$

With $\delta = \sqrt{d/n}$, the right hand side tends to 0 if $d = o(n)$.

• Under assumptions (A1), (A2) and (A4), with probability at least $1 - \delta$,
\[ \|\Sigma^{-1/2}(\hat{T}_1 - \Gamma)\|_2 \leq C_q K_x K_y \left\{ \sqrt{\frac{d + \log(1/\delta)}{n}} + \frac{\sqrt{d\delta^{-1}(q_x + q_y)/(q_x + q_y)}}{n^{1-(q_x + q_y)/(q_x + q_y)}} \right\}. \tag{E.18} \]

With \( p := q_x q_y/(q_x + q_y) \), and \( \delta = (d/n^{2-2/p})^{p/4} \), the right hand side tends to zero if \( d = o(n^{2-2/p}) \).

Note that the dimension requirement for convergence to zero of \( \|\Sigma^{-1/2}(\hat{T}_1 - \Gamma)\|_2 \) is weaker than that required for convergence of \( \mathcal{D}_\Sigma \). In the case of heavy-tailed covariates and response, if \( q_x q_y/(q_x + q_y) \geq 2 \), then the dimension requirement is always \( d = o(n) \).

### A.4 Application: Conformalized Quantile Regression

In the regression context, prediction sets centered at the conditional mean estimators are popular (Lei et al., 2018) but are not necessarily optimal even asymptotically because they are symmetric around the estimator and cannot account for conditional skewness of the response. Citing this reason, Romano et al. (2019) proposed conditional quantile based prediction sets. Formally, \( \hat{C}_k \) in Algorithm 1 is given by

\[ \hat{C}_{k,\beta}^{(1)} := \{(x, y) \in \mathcal{X} \times \mathbb{R} : y \in \{\hat{q}_{\beta}^{(k)}(x) - T_{\alpha,k,\beta}^{(1)}, \hat{q}_{1-\beta}^{(k)}(x) + T_{\alpha,k,\beta}^{(1)}\}\}, \]

where \( \hat{q}_{\beta}^{(k)}(\cdot), k \in [K] \) represent estimators of the \( \beta \)-th conditional quantile function and \( \hat{q}_{1-\beta}^{(k)}(\cdot), k \in [K] \) represent estimators of the \( (1-\beta) \)-th conditional quantile function. The different \( k \) here can represent different tuning parameters in the estimation of conditional quantiles. The prediction sets \( \hat{C}_{k,\beta}^{(1)} \) consider fixed width inflation/deflation of the set \( [\hat{q}_{\beta}(x), \hat{q}_{1-\beta}(x)] \). For a possible improvement, Kivaranovic et al. (2020) and Sesia and Candès (2020) proposed alternatives that consider width inflation/deflation of the set \( [\hat{q}_{\beta}(x), \hat{q}_{1-\beta}(x)] \). These alternatives are formally given by

\[ \hat{C}_{k,\beta}^{(2)} := \left\{(x, y) \in \mathcal{X} \times \mathbb{R} : \max \left\{ \frac{\hat{q}_{\beta}^{(k)}(x) - y}{\hat{q}_{1/2}^{(k)}(x) - \hat{q}_{\beta}^{(k)}(x)}, \frac{y - \hat{q}_{1-\beta}^{(k)}(x)}{\hat{q}_{1-\beta}^{(k)}(x) - q_{1/2}^{(k)}(x)} \right\} \leq T_{\alpha,k,\beta}^{(2)} \right\}, \]

\[ \hat{C}_{k,\beta}^{(3)} := \left\{(x, y) \in \mathcal{X} \times \mathbb{R} : \max \left\{ \frac{\hat{q}_{\beta}^{(k)}(x) - y}{\hat{q}_{1-\beta}^{(k)}(x) - \hat{q}_{\beta}^{(k)}(x)}, \frac{y - \hat{q}_{1-\beta}^{(k)}(x)}{\hat{q}_{1-\beta}^{(k)}(x) - \hat{q}_{\beta}^{(k)}(x)} \right\} \leq T_{\alpha,k,\beta}^{(3)} \right\}. \]

Sesia and Candès (2020) consider the comparison of these three prediction sets theoretically and empirically. Using EFCP and VFCP, we can take \( \hat{C}_k, k \in [K] \) to be the set of all prediction sets above with a grid of \( \beta \) values. If we take a grid of size 10 for \( \beta \in (0,1/2) \) and consider quantile
regression estimators based on 100 different values of tuning parameters, then we get a total of 3000 conformal predictions to choose from. The final prediction set would be of the form \( \hat{C}_{k,\beta}^{(j)} \). Note that \( \log(3000) \approx 8 \), hence it does not adversely impact the slack in coverage and width shown in Table 1. We mention that the choice of \( \beta \) and the number of trees \( (k) \) in quantile random forests for \( \hat{q}_{\beta}^{(k)}(\cdot) \) is also discussed in Gupta et al. (2022, Section 6).

Note that in this setting, it is unclear how to apply cross-validation to choose tuning parameters (such as \( \beta \)) here. In the following, we will compare EFCP and VFCP in real as well as synthetic data settings. For our experiments, we use random forest quantile estimators from Meinshausen (2006) with 10 values for \texttt{mtry} from \( d/10 \) to \( d \) (the dimension of covariates) and 4 values for \texttt{ntree} from 100 to 400. Finally, we use 10 values for \( \beta \) as an equi-spaced sequence from \( 10^{-4} \alpha \) to \( 4 \alpha \). Along with the three types of prediction sets above, we get \( K = 1200 \) prediction sets to choose from.

**Real Data.** We use the six datasets from UCI repository: blog feedback, concrete strength, kernel performance, news popularity, protein structure, and superconductivity; see Appendix G of Gupta et al. (2022) for details about these datasets. In order to estimate the coverage and assess the variance in the obtained width, we create 100 independent versions of the datasets by drawing 1000 observations without replacement from each of the six datasets; 768 of these observations are used to construct EFCP and VFCP prediction regions, and the remaining 232 observations are used to estimate the coverage probability. This procedure is taken from Section 6 of Gupta et al. (2022).

**Synthetic Data.** The generative model for synthetic data is similar to the one from Section 6.5 of Gupta et al. (2022); also see Romano et al. (2019). The data generating process is as follows: \( X_i \) is generated from a multivariate student distribution \( t_d(\nu, \Sigma) \) with \( \nu = 3 \) and \( d \times d \) covariance matrix \( \Sigma \) satisfying \( \Sigma_{ij} = 0.5 \) if \( i \neq j \) (equi correlation) and \( \Sigma_{jj} = 1 \) with dimension \( d = 3 \). Conditional on \( X_i, Y_i \) is generated as

\[
Y \sim \text{Pois} \left( \sin^2(X_1) + \cos^4(X_2) + 0.01 \right) + 0.03X_1\epsilon_1 + 25\mathbb{1}_{\{u < 0.01\}}\epsilon_2,
\]

and each noise component of \( \epsilon_k, k = 1, 2, \) follows \( t(\nu) \times (1 + \sqrt{X_1^{2k} + X_2^{2k}}) \) independently with \( \nu = 3 \).

The performance of EFCP and VFCP based on conformalized quantile regression sets are presented in the two columns of Figure A.1, where the left column corresponds to the real data and the right column corresponds to the synthetic one.

Below, we note some observations from our simulations:
For the real data, VFCP and EFCP has near perfect valid coverage 0.9. For synthetic data, VFCP maintains valid coverage while EFCP slightly undercovers attaining at worst coverage of 0.85 across all sample sizes. The undercoverage happens only at smaller sample sizes which is expected from Theorem 1.

Compared with VFCP, EFCP has an improved efficiency (smaller average width) across real datasets and sample sizes. For the real data, EFCP improves on VFCP with 7–18% smaller widths and on average EFCP has 10% smaller width. Notice that the improvement of efficiency of EFCP is particularly noticeable with the “blog” and “news” datasets, where the dimension is relatively large (280 and 59 respectively) compared to the sample size 1000. For synthetic data, EFCP results in 50% smaller width when the sample size is small. As the sample size becomes larger, the gap closes because VFCP becomes efficient. On average, EFCP improves the width of VFCP by 25%.
• Before computing the ratio of the widths, we find that the standard error of the widths of EFCP is, on average, over 50% smaller than that of VFCP over 100 repetitions.

A.5 Proof of Theorem 1

Recall from step 1 of Algorithm 1 that \( I_1, I_2 \) represent the splits of \([n]\) and \( D_1, D_2 \) represent the corresponding datasets. Recall that the nested sequences \( F_t^{(k)} \) are indexed by \( t \in T \subseteq \mathbb{R} \). This implies that \( t_k(Z_i), i \in I_2 \) are independent and identically distributed real-valued random variables. Corollary 1 of Massart (1990) implies that for all \( u \geq 0 \),

\[
\mathbb{P} \left( \sup_{t \in T} \left| \frac{1}{|I_2|} \sum_{i \in I_2} \mathbb{1}\{t_k(Z_i) \leq t\} - \mathbb{P}(t_k(Z_{N+1}) \leq t | D_1, D_2) \right| \geq \frac{u}{\sqrt{|I_2|}} \right| D_1 \right) \leq 2e^{-2u^2}.
\]

Applying the union bound over \( k \in [K] \) implies that for all \( u \geq 0 \),

\[
\mathbb{P} \left( \max_{k \in [K]} \sup_{t \in T} \left| \frac{1}{|I_2|} \sum_{i \in I_2} \mathbb{1}\{t_k(Z_i) \leq t\} - \mathbb{P}(t_k(Z_{N+1}) \leq t | D_1, D_2) \right| \geq \frac{u}{\sqrt{|I_2|}} \right| D_1 \right) \leq 2Ke^{-2u^2}. \quad (E.19)
\]

For notational convenience, set

\[
W := \sqrt{|I_2|} \max_{k \in [K]} \sup_{t \in T} \left| \frac{1}{|I_2|} \sum_{i \in I_2} \mathbb{1}\{t_k(Z_i) \leq t\} - \mathbb{P}(t_k(Z_{N+1}) \leq t | D_1, D_2) \right|.
\]

It is clear that

\[
\frac{1}{|I_2|} \sum_{i \in I_2} \mathbb{1}\{t_{\hat{k}}(Z_i) \leq T_{\alpha, \hat{k}}\} - \mathbb{P}(t_{\hat{k}}(Z_{N+1}) \leq T_{\alpha, \hat{k}} | D_1, D_2) \leq \frac{W}{\sqrt{|I_2|}}.
\]

This implies that

\[
\mathbb{P}(t_{\hat{k}}(Z_{N+1}) \leq T_{\alpha, \hat{k}} | D_1, D_2) \geq \frac{1}{|I_2|} \sum_{i \in I_2} \mathbb{1}\{t_{\hat{k}}(Z_i) \leq T_{\alpha, \hat{k}}\} - \frac{W}{\sqrt{|I_2|}}.
\]

Note that \( \{t_{\hat{k}}(Z_{N+1}) \leq T_{\alpha, \hat{k}}\} = \{Z_{N+1} \in \hat{C}_{\hat{k}}\} \) and \( (\hat{k}, T_{\alpha, \hat{k}}) \) are measurable with respect to \( D_2 \) so that the probability on the left hand side only integrates the randomness of \( Z_{N+1} \). Recall that by
definition of \( T_{\alpha,k} \) in step 3 of Algorithm 1, we conclude that for all \( k \in [K] \),

\[
\frac{1}{|I_2|} \sum_{i \in I_2} \mathbb{1}\{ t_k(Z_i) \leq T_{\alpha,k} \} = \frac{[1 + |I_2|](1 - \alpha)}{|I_2|} = \left(1 + \frac{1}{|I_2|}\right)(1 - \alpha).
\]

In particular, this holds for \( \hat{k} \). This implies that with probability 1,

\[
\mathbb{P}\left(t_{\hat{k}}(Z_{N+1}) \leq T_{\alpha,k} | D_1, D_2\right) \geq \left(1 + \frac{1}{|I_2|}\right)(1 - \alpha) - \frac{W}{\sqrt{|I_2|}}.
\]

(E.20)

Using (E.19), we can bound \( \mathbb{E}[W|D_1] \) as

\[
\mathbb{E}[W|D_1] = \int_0^\infty \mathbb{P}(W \geq u|D_1)du = \int_0^{\sqrt{\log(2K)/2}} \mathbb{P}(W \geq u|D_1)du + \int_{\sqrt{\log(2K)/2}}^{\infty} \mathbb{P}(W \geq u|D_1)du
\]

\[
\leq \sqrt{\log(2K)/2} + 2K \int_{\sqrt{\log(2K)/2}}^{\infty} e^{-2u^2} du = \sqrt{\log(2K)/2} + \frac{2K}{\sqrt{2}} \int_{\sqrt{\log(2K)/2}}^{\infty} e^{-t^2} dt
\]

\[
\overset{(a)}{\leq} \sqrt{\log(2K)/2} + \frac{\sqrt{2}K \exp(-\log(2K))}{\sqrt{\log(2K)} + \sqrt{\log(2K) + 4/\pi}} \leq \sqrt{\log(2K)/2} + 1/3.
\]

(E.21)

Inequality (a) follows from Formula 7.1.13 of Abramowitz and Stegun (1964). Taking expectations on both sides of (E.20) and using (E.21), we obtain

\[
\mathbb{P}\left(Z_{N+1} \in \hat{C}_k| D_1\right) \geq \left(1 + \frac{1}{|I_2|}\right)(1 - \alpha) - \frac{\sqrt{\log(2K)/2} + 1/3}{\sqrt{|I_2|}}.
\]

This implies (5). Further, combining inequality (E.19) with \( u = \sqrt{\log(2K/\delta)/2} \) with (E.20) yields (6).

**A.6 Proof of Theorem 2**

**Proof.** For any set \( C \), let \( \mu(C) = \mathbb{P}(Z_{N+1} \in C) \). For a random set \( \hat{C} \), \( \mu(\hat{C}) \) is a random variable. The split conformal prediction set satisfies (by Corollary 1 of Massart (1990))

\[
\mathbb{P}\left(\mu(\hat{C}_k) \geq \left(1 + \frac{2}{N}\right)(1 - \alpha) - \frac{u}{\sqrt{N/2}} \right) \leq 2e^{-2u^2} \quad \text{for all } u \geq 0.
\]
Now applying the union bound, we get
\[
P \left( \min_{1 \leq k \leq K} \mu(\hat{C}_k) \geq \left( 1 + \frac{2}{N} \right) (1 - \alpha) - \frac{u}{\sqrt{N/2}} \right) \leq 2Ke^{-2u^2} \quad \text{for all } u \geq 0.
\]
This implies that
\[
E \left[ \min_{1 \leq k \leq K} \mu(\hat{C}_k) \right] \geq \left( 1 + \frac{2}{N} \right) (1 - \alpha) - \frac{\sqrt{\log(2K)/2} + 1/3}{N/2}.
\]
(See the proof of Theorem 1 in Section A.5 for details on converting the probability tail bound to expectation bound.) Now \( \hat{k} \in \{1, 2, \ldots, K\} \), and hence,
\[
P(Z_{N+1} \in \hat{C}_\hat{k}) \geq E[\mu(\hat{C}_\hat{k})] \geq E \left[ \min_{1 \leq k \leq K} \mu(\hat{C}_k) \right] \geq \left( 1 + \frac{2}{N} \right) (1 - \alpha) - \frac{\sqrt{\log(2K)/2} + 1/3}{N/2}.
\]
This completes the proof. \( \square \)

### A.7 Proof of Conditional Coverage of CQR-EFCP

Observe that
\[
P \left( (X_{N+1}, Y_{N+1}) \in \hat{C}_{\hat{C}, N, \alpha} \bigg| X_{N+1} = x, D \right)
= P \left( Y_{N+1} \leq \hat{q}_{1-\alpha/2}^*(x) + \{\hat{q}_{1-\alpha/2}^{(\hat{k})}(x) - \hat{q}_{1-\alpha/2}^*(x)\} + T_{\alpha, \hat{k}} \bigg| X_{N+1} = x, D \right)
- P \left( Y_{N+1} \leq \hat{q}_{\alpha/2}^*(x) + \{\hat{q}_{\alpha/2}^{(\hat{k})}(x) - \hat{q}_{\alpha/2}^*(x)\} - T_{\alpha, \hat{k}} \bigg| X_{N+1} = x, D \right).
\]
Using the assumption of bounded conditional density of \( Y \) given \( X \), we get
\[
\sup_x \left| P \left( (X_{N+1}, Y_{N+1}) \in \hat{C}_{\hat{C}, N, \alpha} \bigg| X_{N+1} = x, D \right) - (1 - \alpha) \right|
\leq M \left\{ \max_{1 \leq k \leq K} \| \hat{q}_k^{(\hat{k})} - \hat{q}_{\alpha/2}^* \|_{\infty} + \max_{1 \leq k \leq K} \| \hat{q}_k^{(\hat{k})} - \hat{q}_{1-\alpha/2}^* \|_{\infty} + 2 \max_{1 \leq k \leq K} |T_{\alpha, k}| \right\}. \tag{E.22}
\]
Hence, to show that the EFCP prediction set has asymptotic conditional coverage, it suffices to show that \( \max_{1 \leq k \leq K} |T_{\alpha, k}| = o_p(1) \) under the assumption that the quantile estimators are uniformly consistent. Following the same argument as above and using the DKW inequality as in the proof of
Theorem 1, it follows that conditional on $D_1$, with probability at least $1 - \delta$, 

$$\max_{1 \leq k \leq K} \sup_{t \in \mathbb{R}} \left| \frac{1}{|I_2|} \sum_{i \in I_2} 1 \{ t_k(X_i, Y_i) \leq t \} - F(t) \right| \leq \sqrt{\frac{\log(2K/\delta)}{2|I_2|}} + \max_{1 \leq k \leq K} \| \tilde{q}^{(k)}_{\alpha/2} - q^*_\alpha \|_{\infty} + \max_{1 \leq k \leq K} \| \tilde{q}^{(k)}_{1-\alpha/2} - q^*_1 \|_{\infty},$$

where $F(t) = \mathbb{P}(t^*(X, Y) \leq t)$ with $t^*(x, y) := \max\{ \tilde{q}^{(k)}_{\alpha/2}(x) - y, y - \tilde{q}^{(k)}_{1-\alpha/2}(x) \}$. Taking $t = T_{\alpha,k}$, we get

$$\max_{1 \leq k \leq K} |(1 - \alpha) - F(T_{\alpha,k})| \leq \sqrt{\frac{\log(2K/\delta)}{2|I_2|}} + \max_{1 \leq k \leq K} \| \tilde{q}^{(k)}_{\alpha/2} - q^*_\alpha \|_{\infty} + \max_{1 \leq k \leq K} \| \tilde{q}^{(k)}_{1-\alpha/2} - q^*_1 \|_{\infty}. $$

Under the assumption that the Lebesgue density of $t^*(X, Y)$ is bounded away from zero in a neighborhood of 0 by $r$, this implies that

$$\max_{1 \leq k \leq K} |T_{\alpha,k}| \leq \frac{1}{r} \left[ \sqrt{\frac{\log(2K/\delta)}{2|I_2|}} + \max_{1 \leq k \leq K} \| \tilde{q}^{(k)}_{\alpha/2} - q^*_\alpha \|_{\infty} + \max_{1 \leq k \leq K} \| \tilde{q}^{(k)}_{1-\alpha/2} - q^*_1 \|_{\infty} \right]. $$

Combining this with (E.22), we conclude that with probability at least $1 - \delta$, 

$$\sup_x \mathbb{P} \left( (X_{N+1}, Y_{N+1}) \in \hat{C}_{N,\alpha}^{\text{EFCP}} \mid X_{N+1} = x, D \right) - (1 - \alpha) \leq M(1 + 1/r) \left[ \max_{1 \leq k \leq K} \| \tilde{q}^{(k)}_{\alpha/2} - q^*_\alpha \|_{\infty} + \max_{1 \leq k \leq K} \| \tilde{q}^{(k)}_{1-\alpha/2} - q^*_1 \|_{\infty} \right] + \frac{1}{r} \sqrt{\frac{\log(2K/\delta)}{2|I_2|}}. $$

Hence, the result follows using (8).

### A.8 Proof of Theorem 4

The continuity of $t \mapsto F_t^{(k)}$ implies that

$$\hat{C}_k = F_{\hat{T}_{\alpha,k}}^{(k)}, \quad \text{and} \quad \hat{C}_k^* = F_{\hat{T}_{\alpha,k}}^{(k)} \Rightarrow \hat{C}_{N,\alpha}^{\text{EFCP}} = F_{\hat{T}_{\alpha,k}}^{(k)}.$$
By definition of $\hat{k}$ and assumption (EO2),

$$\text{Width} \left( \mathcal{C}_{N,\alpha}^{\text{VFCP}} \right) = \text{Width} \left( \mathcal{F}_{T,\alpha,\hat{k}}^{(k)} \right) \leq \text{Width} \left( \mathcal{F}_{T,\alpha,\hat{k}}^{(k)} \right) + L_W |T^*_{\alpha,k} - T_{\alpha,\hat{k}}|$$

$$= \min_{1 \leq k \leq K} \text{Width} \left( \mathcal{F}_{T,\alpha,k}^{(k)} \right) + L_W |T^*_{\alpha,k} - T_{\alpha,\hat{k}}|$$

$$= \min_{1 \leq k \leq K} \text{Width} \left( \mathcal{C}_k \right) + L_W |T^*_{\alpha,k} - T_{\alpha,\hat{k}}|.$$  

Furthermore,

$$\text{Width} \left( \mathcal{F}_{T,\alpha,k}^{(k)} \right) \leq \text{Width} \left( \mathcal{F}_{Q,\alpha,k}^{(k)} \right) + L_W |T_{\alpha,k} - \hat{Q}_{\alpha,k}|.$$  

Therefore,

$$\text{Width} \left( \mathcal{C}_{N,\alpha}^{\text{VFCP}} \right) \leq \min_{1 \leq k \leq K} \text{Width} \left( \mathcal{C}_k \right) + L_W \max_{k \in [K]} |T^*_{\alpha,k} - T_{\alpha,k}|$$

$$\leq \min_{1 \leq k \leq K} \text{Width} \left( \mathcal{F}_{Q,\alpha,k}^{(k)} \right) + L_W \max_{k \in [K]} |T^*_{\alpha,k} - T_{\alpha,k}| + L_W \max_{k \in [K]} |T_{\alpha,k} - \hat{Q}_{\alpha,k}|.$$  

(E.23)

Hence, to prove the result it suffices to bound $|T^*_{\alpha,k} - \hat{Q}_{\alpha,k}|$ and $|T_{\alpha,k} - \hat{Q}_{\alpha,k}|$ for all $k \in [K]$. Recall that $\hat{Q}_k = F_k^{-1}(1 - \alpha)$ and that $T_{\alpha,k}$ is the $\hat{F}_k^{-1} \left( [1 - \alpha] (1 + |I_2|) / |I_2| \right)$, where $\hat{F}_k(s) = |I_2|^{-1} \sum_{i \in I_2} \mathbb{1} \{ t_k(Z_i) \leq s \}$. Similarly, $\hat{F}_k(\cdot)$ and $T^*_k$ can be defined. By Corollary 1 of Massart (1990), it follows that

$$\mathbb{P} \left( \sup_{s \in \mathbb{R}} |\hat{F}_{k,2}(s) - F_k(s)| \geq \sqrt{\frac{\log(2/\delta)}{2|I_2|}} \right) \leq \delta.$$  

Employing a union bound, we obtain

$$\mathbb{P} \left( \max_{k \in [K]} \sup_{s \in \mathbb{R}} |\hat{F}_{k,2}(s) - F_k(s)| \geq \sqrt{\frac{\log(2K/\delta)}{2|I_2|}} \right) \leq \delta. \quad (E.24)$$  

Similarly,

$$\mathbb{P} \left( \max_{k \in [K]} \sup_{s \in \mathbb{R}} |\hat{F}_{k,3}(s) - F_k(s)| \geq \sqrt{\frac{\log(2K/\delta)}{2|I_3|}} \right) \leq \delta. \quad (E.25)$$
Combining (E.24), (E.25) with Proposition 4, we conclude with probability at least $1 - \delta$, the following inequalities hold true simultaneously:

$$
\left| T_{\alpha,k} - F_k^{-1}\left(\frac{[(1-\alpha)(1 + |I_2|)]}{|I_2|}\right) \right| \leq L_k \left(\frac{\log(4K/\delta)}{|I_2|}\right)^{\gamma/2}, \text{ for all } k \in [K],
$$

(E.26)

$$
\left| T_{\alpha,k}^* - F_k^{-1}\left(\frac{[(1-\alpha)(1 + |I_3|)]}{|I_3|}\right) \right| \leq L_k \left(\frac{\log(4K/\delta)}{|I_3|}\right)^{\gamma/2}, \text{ for all } k \in [K].
$$

Furthermore, an application of (EO1) yields

$$
\left| \tilde{Q}_{\alpha,k} - F_k^{-1}\left(\frac{[(1-\alpha)(1 + |I_2|)]}{|I_2|}\right) \right| \leq L_k \left(\frac{2}{|I_2|}\right)^{\gamma}, \text{ for all } k \in [K].
$$

(E.27)

Similar inequality holds with $I_3$. Combining (E.26) and (E.27) with triangle inequality in (E.23), we obtain the result.

A.9 Proof of Proposition 1

Observe that for $\tilde{C}_\alpha^{\text{EF-1in}}$, $D_1 = D = \{(X_i, Y_i), 1 \leq i \leq n\}$. Hence,

$$
\mathbb{P}\left((X_{N+1}, Y_{N+1}) \in \tilde{C}_\alpha^{\text{EF-1in}}|D_1\right) = F_{\hat{\theta}}(T_{\alpha,\hat{\theta}})
\geq \frac{1}{N} \sum_{i=1}^{n} 1\{|Y_i - X_i^\top \hat{\theta}| \leq T_{\alpha,\hat{\theta}}\} - R([N])
\geq \frac{[(1 + N)(1 - \alpha)]}{N} - R([N]),
$$

which proves the first statement; the inequalities here follow from the definition of $T_{\alpha,\hat{\theta}}$ and that of $R([N])$. The second statement about $R([N])$ follows from Proposition 3.

A.10 Proof of Theorems 5 and 7

A.10.1 Proof of Theorem 5

Recall that

$$
\text{Width}(\tilde{C}_\alpha^{\text{EF-1in}}) = 2T_{\alpha,\hat{\theta}} = 2\min_{\theta \in \Theta} T_{\alpha,\theta} \leq 2T_{\alpha,\theta^*}.
$$
It suffices to bound $T_{\alpha,\theta^*}$ in terms of the $Q_{\alpha,\theta^*}$. By DKW inequality, we have with probability at least $1 - \delta$,
\[
\sup_{t \geq 0} \left| \frac{1}{N} \sum_{i=1}^{N} \mathbb{I}\{ |Y_i - X_i^\top \theta^*| \leq t \} - F_{\theta^*}(t) \right| \leq \sqrt{\frac{\log(2/\delta)}{2N}}.
\]
Taking $t = F_{\theta^*}^{-1}(1 - \alpha + \sqrt{\log(2/\delta)/(2N)})$, we get
\[
T_{\alpha,\theta^*} \leq F_{\theta^*}^{-1}(1 - \alpha + \sqrt{\log(2/\delta)/(2N)}).
\]
Now, assumption (A0) implies
\[
T_{\alpha,\theta^*} \leq F_{\theta^*}^{-1}(1 - \alpha) + L_{\theta^*} \left( \frac{\log(2/\delta)}{2N} \right)^{\gamma/2} = Q_{\alpha,\theta^*} + L_{\theta^*} \left( \frac{\log(2/\delta)}{2N} \right)^{\gamma/2}.
\]
The definition of $\theta^*$ implies the result.

A.10.2 Proof of Theorem 7

We start off by defining some quantiles:

\[
\begin{cases}
T_{\alpha,\theta} := [(1 + |I_1|)(1 - \alpha)]-th \text{ quantile of } |I_1|^{-1} \sum_{i \in I_1} \mathbb{I}\{|Y_i - \theta^\top X_i| \leq t\}; \\
T_{\alpha,\theta^*} := [(1 + |I_2|)(1 - \alpha)]-th \text{ quantile of } |I_2|^{-1} \sum_{i \in I_2} \mathbb{I}\{|Y_i - \theta^* \theta^\top X_i| \leq t\}; \\
Q_{\alpha,\theta} := (1 - \alpha)-th \text{ quantile of } F_{\theta}(t).
\end{cases}
\]

By definition of $R(I_1)$ and $R(I_2)$, we have that
\[
\sup_{\theta \in \mathbb{R}^d} \sup_{t \geq 0} \left| \frac{1}{|I_1|} \sum_{i \in I_1} \mathbb{I}\{|Y_i - X_i^\top \theta| \leq t\} - F_{\theta}(t) \right| \leq R(I_1).
\]
Similar inequality holds true for $I_2$. Applying Proposition 4, we conclude that
\[
\left| T_{\alpha,\theta} - F_{\theta}^{-1} \left( \frac{[(1 + |I_1|)(1 - \alpha)]}{|I_1|} \right) \right| \leq L_{\theta} R(I_1)^{\gamma} \text{ for all } \theta \in \mathbb{R}^d.
\]
Because $Q_{\alpha,\theta} = F_{\theta}^{-1}(1 - \alpha)$, we get under (A0'),
\[
\left| Q_{\alpha,\theta} - F_{\theta}^{-1} \left( \frac{[(1 + |I_1|)(1 - \alpha)]}{|I_1|} \right) \right| \leq L_{\theta} \left( \frac{2}{|I_1|} \right)^{\gamma}.
\]
Combining both inequalities above, we obtain

\[ |T_{\alpha,\theta} - Q_{\alpha,\theta}| \leq L_\theta \left[ R(\mathcal{I}_1) + \left( \frac{2}{|I_1|} \right)^\gamma \right], \quad \text{for all } \theta \in \mathbb{R}^d. \quad (E.28) \]

Similarly,

\[ |T^*_{\alpha,\theta} - Q_{\alpha,\theta}| \leq L_\theta \left[ R(\mathcal{I}_2) + \left( \frac{2}{|I_2|} \right)^\gamma \right], \quad \text{for all } \theta \in \mathbb{R}^d. \quad (E.29) \]

Recall that \( \hat{\theta} \) in Algorithm 3 satisfies

\[ T_{\alpha,\hat{\theta}} = \min_{\theta \in \Theta} T_{\alpha,\theta}, \]

which coupled with (E.28) implies that

\[
T_{\alpha,\hat{\theta}} = \min_{\theta \in \Theta} T_{\alpha,\theta} \leq \min_{\theta \in \Theta} \left\{ Q_{\alpha,\theta} + L_\theta \left[ R(\mathcal{I}_1)^\gamma + \left( \frac{2}{|I_1|} \right)^\gamma \right] \right\} \\
\quad \leq \min_{\theta \in \Theta} Q_{\alpha,\theta} + L_\Theta \left[ R(\mathcal{I}_1)^\gamma + \left( \frac{2}{|I_1|} \right)^\gamma \right].
\]

Inequality (E.28) also implies that

\[ Q_{\alpha,\hat{\theta}} \leq T_{\alpha,\hat{\theta}} + L_{\hat{\theta}} \left[ R(\mathcal{I}_1)^\gamma + \left( \frac{2}{|I_1|} \right)^\gamma \right] \leq T_{\alpha,\hat{\theta}} + L_\Theta \left[ R(\mathcal{I}_1)^\gamma + \left( \frac{2}{|I_1|} \right)^\gamma \right].
\]

Combining the inequalities above with (E.29) for \( \theta = \hat{\theta} \) yields

\[
T^*_{\alpha,\hat{\theta}} \leq \min_{\theta \in \Theta} Q_{\alpha,\theta} + 2L_\Theta \left[ R(\mathcal{I}_1)^\gamma + \left( \frac{2}{|I_1|} \right)^\gamma \right] \leq \min_{\theta \in \Theta} Q_{\alpha,\theta} + 2L_\Theta \left[ R(\mathcal{I}_1)^\gamma + \left( \frac{2}{|I_1|} \right)^\gamma \right] + L_\Theta \left[ R(\mathcal{I}_2)^\gamma + \left( \frac{2}{|I_2|} \right)^\gamma \right]
\]

Hence, inequality (E.1) holds true. The penultimate inequality here also proves that the oracle inequality holds true with \( Q_{\alpha,\theta} \) replaced by \( T_{\alpha,\theta} \).
A.11 Proof of Theorem 6

Recall that
\[
\text{Width}(\hat{C}_\alpha^{agg}) = 2T_{\alpha,\hat{\theta}}.
\]
and by the definition of \(T_{\alpha,\hat{\theta}}\), we know
\[
T_{\alpha,\hat{\theta}} = \min_{\theta \in \Theta} T_{\alpha,\theta}.
\]
Let \(\theta^* \in \Theta\) be any vector such that
\[
||\hat{\mu}_{\theta^*} - \mu_0||_2 \leq \inf_{\theta \in \Theta} ||\hat{\mu}_{\theta} - \mu_0||_2 + \frac{1}{|I_2|}.
\]
By definition of \(T_{\alpha,\hat{\theta}}\), we know
\[
T_{\alpha,\hat{\theta}} = \min_{\theta \in \Theta} T_{\alpha,\theta} \leq T_{\alpha,\theta^*}.
\]
Note that \(2T_{\alpha,\theta^*}\) is the width of the split conformal prediction set computed with \(\hat{\mu}_{\theta^*}(\cdot)\) as the non-parametric regression method. By DKW inequality, we have
\[
P \left( \sup_{t \geq 0} \left| \frac{1}{|I_2|} \sum_{i \in I_2} 1 \{|Y_i - \hat{\mu}_{\theta^*}(X_i)| \leq t\} - \mathbb{P}(|Y - \hat{\mu}_{\theta^*}(X)| \leq t|D_1) \right| \geq \frac{\log(2/\delta)}{2|I_2|} \right| D_1 \right) \leq \delta.
\]
Following the proof of Theorem 3.1 of Lei et al. (2018), we obtain
\[
\sup_{t \geq 0} \left| \mathbb{P}(|Y - \hat{\mu}_{\theta^*}(X)| \leq t|D_1) - (2F(t) - 1) \right| \leq (M/2)\mathbb{E}\left[(\hat{\mu}_{\theta^*}(X) - \mu_0(X))^2|D_1\right].
\]
Therefore, with probability at least \(1 - \delta\) (conditional on \(D_1\)),
\[
\sup_{t \geq 0} \left| \frac{1}{|I_2|} \sum_{i \in I_2} 1 \{|Y_i - \hat{\mu}_{\theta^*}(X_i)| \leq t\} - (2F(t) - 1) \right| \leq (M/2)\mathbb{E}[\hat{\mu}_{\theta^*}(X) - \mu_0(X)^2|D_1] + \sqrt{\frac{\log(2/\delta)}{2|I_2|}}.
\]
Now following the steps in the proof of Theorem 5, proves (19).
Observe that the conditional coverage under (A1) and (A2) satisfies

\[
\text{CC}_\alpha = \mathbb{P}\left( (X_{N+1}, Y_{N+1}) \in \hat{C}_\alpha \mid X_{N+1} = x, D_1 \right)
\]

\[
= \mathbb{P}\left( \sum_{\ell=1}^{L} \hat{\theta}_\ell \hat{\mu}_\ell(x) - T_{\alpha, \hat{\theta}} \leq Y_{N+1} \leq \sum_{\ell=1}^{L} \hat{\theta}_\ell \hat{\mu}_\ell(x) + T_{\alpha, \hat{\theta}} \mid X_{N+1} = x, D_1 \right)
\]

\[
= \mathbb{P}\left( \sum_{\ell=1}^{L} \hat{\theta}_\ell (\hat{\mu}_\ell(x) - \mu_0(x)) - T_{\alpha, \hat{\theta}} \leq X_{N+1} \leq \sum_{\ell=1}^{L} \hat{\theta}_\ell (\hat{\mu}_\ell(x) - \mu_0(x)) + T_{\alpha, \hat{\theta}} \mid D_1 \right)
\]

\[
= F \left( \sum_{\ell=1}^{L} \hat{\theta}_\ell (\hat{\mu}_\ell(x) - \mu_0(x)) + T_{\alpha, \hat{\theta}} \right) - F \left( \sum_{\ell=1}^{L} \hat{\theta}_\ell (\hat{\mu}_\ell(x) - \mu_0(x)) - T_{\alpha, \hat{\theta}} \right) .
\]

Under (A2),

\[
\left| F \left( \sum_{\ell=1}^{L} \hat{\theta}_\ell (\hat{\mu}_\ell(x) - \mu_0(x)) \pm T_{\alpha, \hat{\theta}} \right) - F(\pm T_{\alpha, \hat{\theta}}) \right| \leq M \left| \sum_{\ell=1}^{L} \hat{\theta}_\ell (\hat{\mu}_\ell(x) - \mu_0(x)) \right|
\]

\[
\leq M \max_{1 \leq \ell \leq L} \| \hat{\mu}_\ell - \mu_0 \|_\infty .
\]

Therefore, using the symmetry of the error distribution,

\[
\left| \text{CC}_\alpha - (2F(T_{\alpha, \hat{\theta}}) - 1) \right| \leq 2M \max_{1 \leq \ell \leq L} \| \hat{\mu}_\ell - \mu_0 \|_\infty . \tag{E.30}
\]

Now it suffices to study \((2F(T_{\alpha, \hat{\theta}}) - 1) - (1 - \alpha)\). Taking \(t = T_{\alpha, \hat{\theta}}\), we get with probability at least \(1 - \delta\) (conditional on \(D_1\)),

\[
\left| (2F(T_{\alpha, \hat{\theta}}) - 1) - (1 - \alpha) \right| \leq (M/2) \mathbb{E}(\hat{\mu}_{\theta'}(X) - \mu_0(X))^2 \mid D_1 \right) + \sqrt{\frac{\log(2/\delta)}{2|I_2|}} + \frac{1}{|I_2|}.
\]

Combined with (E.30), we conclude that

\[
\mathbb{P}\left( \text{CC}_\alpha \geq 1 - \alpha - 2M \| \hat{\mu}_\ell - \mu_0 \|_\infty - (M/2) \| \hat{\mu}_{\theta'} - \mu_0 \|_2^2 - \sqrt{\frac{\log(2/\delta)}{2|I_2|}} - \frac{1}{|I_2|} \mid D_1 \right) \leq \delta.
\]

Hence, under (18), this implies

\[
\mathbb{P}\left( (X_{N+1}, Y_{N+1}) \in \hat{C}_\alpha \mid X_{N+1} = x \right) \geq 1 - \alpha - (2Mr_{n,\infty} + Mr_{n,2}^2/2) - \frac{c}{|I_2|^{1/2}} - \eta_{n,2} - \eta_{2,\infty} .
\]
A.12 Proof of Results in Section 5

A.12.1 Proof of Lemma 1

Recall our definition in (13) that \( F_0(t) := \mathbb{P}(|Y - X^\top \theta| \leq t) \).

Proof of (E.9) under (A6) and (A3): For all \( \forall t \geq 0, \theta, \theta_1 \in \mathbb{R}^d \),

\[
F_0(t) - F_0(t) = \mathbb{P}(|Y - X^\top \theta| \leq t) - \mathbb{P}(|Y - X^\top \theta_1| \leq t)
\leq \mathbb{P}(|Y - X^\top \theta| \leq t < |Y - X^\top \theta_1|)
\leq \inf_{\epsilon > 0} \mathbb{P}(|Y - X^\top \theta| \in (t - \epsilon, t)) + \mathbb{P}(|Y - X^\top \theta_1| - |Y - X^\top \theta| > \epsilon)
\leq \inf_{\epsilon > 0} \left( \mathbb{P}(|Y - X^\top \theta| \in [t - \epsilon, t]) + \mathbb{P}(|X^\top (\theta - \theta_1)| \geq \epsilon) \right)
\leq \inf_{\epsilon > 0} \left( \Psi \epsilon + \mathbb{P}(|X^\top (\theta - \theta_1)| \geq \epsilon) \right) \text{ by assumption (A6)}
\leq \inf_{\epsilon > 0} \left( \Psi \epsilon + \mathbb{E}|X^\top (\theta - \theta_1)|^q \right) \forall q \geq 0
\leq \inf_{\epsilon > 0, q \geq 0} \left( \Psi \epsilon + \frac{\|\theta - \theta_1\|_2^q K_x^2 q^2}{e^q} \right) \text{ by assumption (A3)}.

Taking the derivative of the last line w.r.t \( \epsilon \), we get

\[
\inf_{\epsilon} \left( \Psi \epsilon + \frac{\|\theta - \theta_1\|_2^q K_x^2 q^2}{e^q} \right) = \frac{q + 1}{q} (\Psi K_x\|\theta - \theta_1\|_\Sigma)^{\frac{q}{q+1}} \sqrt{q^{1/(2q+2)}}.
\]

And then note that \( (q + 1)/q \leq 2 \) and \( q^{1/(2q+2)} \leq e^{1/(2e)} \) for all \( q \geq 1 \). Hence, it remains to choose \( q \) and bound

\[
(\Psi K_x\|\theta - \theta_1\|_\Sigma)^{\frac{q}{q+1}} = \Psi K_x\|\theta - \theta_1\|_\Sigma \left( \Psi K_x\|\theta - \theta_1\|_\Sigma \right)^{-1/(q+1)}.
\]

Taking \( q + 1 = \max\{2, \log(1/(\Psi K_x\|\theta - \theta_1\|))\} \) gives us

\[
(\Psi K_x\|\theta - \theta_1\|_\Sigma)^{-1/(q+1)} \leq \max\{1, (\Psi K_x\|\theta - \theta_1\|_\Sigma)^{-1/\log(1/(\Psi K_x\|\theta - \theta_1\|_\Sigma))} \} = \max\{1, e^{-1}\} = 1.
\]

Substituting this choice of \( q \) yields

\[
\min_{q \geq 1} \inf_{\epsilon > 0} \left( \Psi \epsilon + \frac{\|\theta - \theta_1\|_2^q K_x^2 q^2}{e^q} \right) \leq \Psi K_x\|\theta - \theta_1\|_\Sigma \sqrt{\max\{2, \log(1/(2\Psi K_x\|\theta - \theta_1\|_\Sigma))\}}.
\]
The argument for $F_{\theta_1}(t) - F_{\theta}(t)$ is similar. Therefore, there exists a universal constant $C$ such that for all $\lambda > -\lambda_{\text{min}}(\Sigma)$,

$$
\sup_{t \geq 0} |F_{\beta_{\lambda}}(t) - F_{\beta_{\lambda}}^*(t)| \leq C \Psi K_x \|\beta_\lambda - \beta_\lambda^*\|_\Sigma \sqrt{\max\{2, \log(1/(\Psi K_x \|\beta_\lambda - \beta_\lambda^*\|_\Sigma))\}},
$$

and the desired inequality (E.9) follows.

**Proof of (E.9) under (A6) and (A4):** For all $t \geq 0, \theta, \theta_1 \in \mathbb{R}^d$,

$$
F_{\theta}(t) - F_{\theta_1}(t) = \mathbb{P}(|Y - X^T \theta| \leq t) - \mathbb{P}(|Y - X^T \theta_1| \leq t) \\
\leq \inf_{\epsilon \geq 0} \left( \mathbb{P}(|Y - X^T \theta| \in [t - \epsilon, t]) + \mathbb{P}(|x^T (\theta - \theta_1)| \geq \epsilon) \right) \\
\leq \inf_{\epsilon \geq 0} \left( \Psi \epsilon + \mathbb{P}(|X^T (\theta - \theta_1)| \geq \epsilon) \right) \text{ by assumption (A6)} \\
\leq \inf_{\epsilon \geq 0} \left( \Psi \epsilon + \frac{\mathbb{E}|X^T (\theta - \theta_1)|^{q_x}}{\epsilon^{q_x}} \right) \\
\leq \inf_{\epsilon \geq 0} \left( \Psi \epsilon + \frac{\|\theta - \theta_1\|_{\Sigma}^{q_x} K_x^{q_x/2}}{\epsilon^{q_x}} \right) \text{ by assumption (A4)}.
$$

Taking the derivative of the last line w.r.t. $\epsilon$, we get

$$
\inf_{\epsilon \geq 0} \left( \Psi \epsilon + \frac{\|\theta - \theta_1\|_{\Sigma}^{q_x} K_x^{q_x/2}}{\epsilon^{q_x}} \right) = \frac{q_x + 1}{q_x} (\Psi K_x \|\theta - \theta_1\|_{\Sigma})^{q_x/(q_x + 1)} q_x^{1/(q_x + 1)}.
$$

Note that $(q_x + 1)/q_x \leq 2$ and $q_x^{1/(q_x + 1)} \leq e^{1/e}$. Hence, it remains to bound

$$
(\Psi K_x \|\theta - \theta_1\|_{\Sigma})^{q_x/(q_x + 1)} = \Psi K_x \|\theta - \theta_1\|_{\Sigma} (\Psi K_x \|\theta - \theta_1\|_{\Sigma})^{-1/(q_x + 1)}.
$$

The argument for $F_{\theta_1}(t) - F_{\theta}(t)$ is similar. Therefore, there exists a universal constant $C$ such that for all $\lambda > -\lambda_{\text{min}}(\Sigma)$,

$$
\sup_{t \geq 0} |F_{\beta_{\lambda}}(t) - F_{\beta_{\lambda}}^*(t)| \leq C (\Psi K_x \|\beta_\lambda - \beta_\lambda^*\|_{\Sigma})^{q_x/(1+q_x)},
$$

and the desired inequality (E.9) follows.
**Proof of (E.9) under (A7):** For the third part of Lemma 1 where we impose the stronger density assumption (A7), we have from the triangle inequality

\[ \mathbb{P}(|Y - X^\top \theta_1| \leq t - |X^\top (\theta - \theta_1)|) \leq \mathbb{P}(|Y - X^\top \theta| \leq t) \leq \mathbb{P}(|Y - X^\top \theta_1| \leq t + |X^\top (\theta - \theta_1)|). \] \hspace{1cm} (E.31)

We bound the rightmost term in (E.31) from above,

\[ \mathbb{P}(|Y - X^\top \theta_1| \leq t + |X^\top (\theta - \theta_1)|) = \mathbb{E} \left[ \mathbb{P} \left( |Y - X^\top \theta_1| \leq t + |X^\top (\theta - \theta_1)| \bigg| X \right) \right] \]

\[ = \mathbb{E} \left[ \mathbb{P} \left( |Y - X^\top \theta_1| \leq t + |X^\top (\theta - \theta_1)| \bigg| X \right) - \mathbb{P} \left( |Y - X^\top \theta_1| \leq t \bigg| X \right) \right] \]

\[ + \mathbb{P} \left( |Y - X^\top \theta_1| \leq t \right) \]

\[ \leq \psi \mathbb{E}[|X^\top (\theta - \theta_1)|] + \mathbb{P}(|Y - X^\top \theta_1| \leq t) \]

\[ \leq \psi (\mathbb{E}[|X^\top (\theta - \theta_1)|^2])^{1/2} + \mathbb{P}(|Y - X^\top \theta_1| \leq t) \]

\[ = \psi \|\theta - \theta_1\|_\Sigma + \mathbb{P}(|Y - X^\top \theta_1| \leq t). \]

Therefore,

\[ \mathbb{P}(|Y - X^\top \theta| \leq t) - \mathbb{P}(|Y - X^\top \theta_1| \leq t) \overset{(E.31)}{\leq} \mathbb{P}(|Y - X^\top \theta_1| \leq t + |X^\top (\theta - \theta_1)|) - \mathbb{P}(|Y - X^\top \theta_1| \leq t) \]

\[ \leq \psi \|\theta - \theta_1\|_\Sigma. \]

The other side can be proven in a similar way by bounding the leftmost term of (E.31) from below and the desired inequality (E.9) follows.

### A.12.2 Proof of Lemma 2

By definition \( \hat{\beta}_\lambda \) and \( \beta^*_\lambda \) satisfy

\[ (\hat{\Sigma}_1 + \lambda I_d)\hat{\beta}_\lambda = \hat{\Gamma}_1 \quad \text{and} \quad (\Sigma + \lambda I_d)\beta^*_\lambda = \Gamma. \]
Subtracting $\beta^*_\lambda$ from $\tilde{\beta}_\lambda$ from the first equation, we obtain

$$\begin{align*}
(\hat{\Sigma}_1 + \lambda I_d)(\hat{\beta}_\lambda - \beta^*_\lambda) &= \hat{\Gamma}_1 - (\hat{\Sigma}_1 + \lambda I_d)\beta^*_\lambda \\
&= \hat{\Gamma}_1 - (\hat{\Sigma}_1 + \lambda I_d)\beta^*_\lambda - \{\Gamma - (\Sigma + \lambda I)\beta^*_\lambda\} \\
&= (\hat{\Gamma}_1 - \Gamma) - (\hat{\Sigma}_1 - \Sigma)\beta^*_\lambda.
\end{align*}$$

Therefore, we obtain

$$\begin{align*}
\|\Sigma^{-1/2}(\hat{\Sigma}_1 + \lambda I_d)\Sigma^{-1/2}(\hat{\beta}_\lambda - \beta^*_\lambda)\|_2 &\leq \|\Sigma^{-1/2}(\hat{\Gamma}_1 - \Gamma)\|_2 + \|\Sigma^{-1/2}(\hat{\Sigma}_1 - \Sigma)\Sigma^{-1/2}\beta^*_\lambda\|_2,
\end{align*}$$

and

$$\begin{align*}
\left(\inf_{\theta \in \mathbb{R}^d} \frac{\|\Sigma^{-1/2}(\hat{\Sigma}_1 + \lambda I_d)\Sigma^{-1/2}\theta\|_2}{\|\theta\|_2}\right) \|\hat{\beta}_\lambda - \beta^*_\lambda\|_\Sigma &\leq \|\Sigma^{-1/2}(\hat{\Gamma}_1 - \Gamma)\|_2 + \|\Sigma^{-1/2}(\hat{\Sigma}_1 - \Sigma)\Sigma^{-1/2}\|_{op}\|\Sigma^{1/2}\beta^*_\lambda\|_2.
\end{align*}$$

Observe that

$$\begin{align*}
\inf_{\theta \in \mathbb{R}^d} \frac{\|\Sigma^{-1/2}(\hat{\Sigma}_1 + \lambda I_d)\Sigma^{-1/2}\theta\|_2}{\|\theta\|_2} &\geq \inf_{\theta \in \mathbb{R}^d} \frac{\|\Sigma^{-1/2}(\Sigma + \lambda I_d)\Sigma^{-1/2}\theta\|_2}{\|\theta\|_2} - D_\Sigma \geq 1 - c - D_\Sigma.
\end{align*}$$

The lower bound of $1 - c$ follows from the fact that $\lambda \geq -c\lambda_{\text{min}}(\Sigma)$ implies $\Sigma + \lambda I_d \succeq (1 - c)\Sigma$ (in the matrix positive definiteness sense). Hence, we conclude

$$\|\hat{\beta}_\lambda - \beta^*_\lambda\|_\Sigma \leq \frac{1}{(1 - c - D_\Sigma)_+} \left[\|\Sigma^{-1/2}(\hat{\Gamma}_1 - \Gamma)\|_2 + D_\Sigma\|\Sigma^{1/2}\beta^*_\lambda\|_2\right].$$

Furthermore, from the definition of $\beta^*_\lambda$, we have

$$\begin{align*}
(S + \lambda I_d)\beta^*_\lambda &= \Gamma \\
\Rightarrow \quad \left(\inf_{\theta \in \mathbb{R}^d} \frac{\|\Sigma^{-1/2}(S + \lambda I_d)\Sigma^{-1/2}\theta\|_2}{\|\theta\|_2}\right) \|\Sigma^{1/2}\beta^*_\lambda\|_2 &\leq \|\Sigma^{-1/2}\Gamma\|_2.
\end{align*}$$

This implies that

$$\|\Sigma^{1/2}\beta^*_\lambda\|_2 \leq \frac{1}{1 - c} \|\Sigma^{-1/2}\Gamma\|_2.$$
Lastly, under assumption (A2), we have

\[ \| \Sigma^{-1/2} \Gamma \|_2 = \sup_{a \in \mathbb{R}^d, \|a\| = 1} a^\top \Sigma^{-1/2} \mathbb{E}[XY] = \sup_{a \in \mathbb{R}^d, \|a\| = 1} \mathbb{E}[(a^\top \Sigma^{-1/2} X)Y] = \sup_{a \in \mathbb{R}^d, \|a\| = 1} \mathbb{E}[(a^\top \Sigma^{-1/2} X)Y] \]

\[ \leq \sup_{a \in \mathbb{R}^d, \|a\| = 1} (\mathbb{E}[a^\top \Sigma^{-1/2} XX^\top \Sigma^{-1/2} a])^{1/2} (\mathbb{E}[Y^2])^{1/2} \]

\[ = (\mathbb{E}[Y^2])^{1/2} \leq K_y, \]

where we use the Cauchy–Schwarz inequality for the penultimate inequality and assumption (A2) for the last inequality. Combining these inequalities, we obtain

\[ \| \beta^{\hat{}} - \beta^* \|_\Sigma \leq \frac{1}{(1 - c - D_\Sigma)} \left[ \| \Sigma^{-1/2} (\hat{\Gamma}_1 - \Gamma) \|_2 + D_\Sigma \frac{K_y}{1 - c} \right]. \]

### A.12.3 Proof of Lemma 3:

**Proof of (E.14):** This result is standard: see, e.g., Theorem 4.7.1 of Vershynin (2018) or Theorem 1 of Koltchinskii and Lounici (2017).

**Proof of (E.15):** We use Theorem 1.1 of Tikhomirov (2018) which we state in Proposition 5, namely with probability at least 1 − 1/n,

\[ D_\Sigma \leq \frac{C_{q_x}}{n} \max_{1 \leq i \leq n} \| \Sigma^{-1/2} X_i \|^2 + C_{q_x} K_x^2 \left( \frac{d}{n} \right)^{1 - 2/q_x} \log^4 \left( \frac{n}{d} \right) + C_{q_x} K_x^2 \left( \frac{d}{n} \right)^{1 - 2/\min\{q_x, 4\}}. \]  

(E.32)

Since

\[ \mathbb{P} \left( \frac{1}{d} \| \Sigma^{-1/2} X_i \|^2 \geq t \right) \leq \frac{\mathbb{E}[(1/2) \| \Sigma^{-1/2} X_i \|^2]^{q_x/2}}{t^{q_x/2}} \]

\[ \leq \frac{1}{d} \sum_{j=1}^d \mathbb{E}[|e_j^\top \Sigma^{-1/2} X_i|^{q_x}] \frac{t^{q_x/2}}{t^{q_x/2}} \]

\[ \leq K_{q_x} \frac{K_x^2}{t^{q_x/2}}, \]

we have

\[ \mathbb{P} \left( \max_{1 \leq i \leq n} \| \Sigma^{-1/2} X_i \|^2 \geq t \right) \leq \sum_{i=1}^n \left( \frac{K_x^2}{t/d} \right)^{q_x/2} = n \left( \frac{K_x^2 d}{t} \right)^{q_x/2}. \]  

(E.33)
Take \( t = K_x^2 d(\delta/n)^{-2/q_x} \), (E.33) becomes
\[
\mathbb{P}\left( \frac{C_{q_x}}{n} \max_{1 \leq i \leq n} \| \Sigma^{-1/2} X_i \|^2 \geq C_{q_x} K_x^2 d n^{2/q_x - 1} \delta^{-2/q_x} \right) \leq \delta.
\]

Therefore, (E.32) reduces to our desired result in equation (E.15).

**Proof of (E.16):** We first prove that under assumption (A5), the first term on the right of (E.32) can have a better bound, notably \( D_{\Sigma} \) goes to zero if \( d = o(n) \).

\[
\max_{1 \leq i \leq n} \| \Sigma^{-1/2} X_i \|^2 = d \max_{1 \leq i \leq n} \frac{1}{d} \| \Sigma^{-1/2} X_i \|^2 = d + d \max_{1 \leq i \leq n} \frac{1}{d} \| \Sigma^{-1/2} X_i \|^2 - \mathbb{E}\left[ \frac{1}{d} \| \Sigma^{-1/2} X_i \|^2 \right] = d + d \max_{1 \leq i \leq n} \frac{1}{d} \sum_{j=1}^{d} \{ Z_{ij}^2 - \mathbb{E}[Z_{ij}^2] \};
\]

(E.34)

**Case 1. When \( q_x \geq 4 \):** Applying equation (1.9) of Rio (2017) with \( q = q_x/2 \) gives us
\[
\mathbb{P}\left( \sum_{j=1}^{d} \{ Z_{ij}^2 - \mathbb{E}[Z_{ij}^2] \} > \sigma \sqrt{2 \log\left( \frac{1}{\delta} \right) + \left( 1 + 4/q_x + q_x/6 \right) C_q \left( \frac{1}{\delta} \right)^{2/q_x}} \right) \leq \delta,
\]

(E.35)

where
\[
\begin{cases}
\sigma^2 = \text{var}(\sum_{j=1}^{d} \{ Z_{ij}^2 - \mathbb{E}[Z_{ij}^2] \}) = d(\mathbb{E}[Z_{i1}^4] - (\mathbb{E}[Z_{i1}^2])^2) \leq d\mathbb{E}[Z_{i1}^4] \leq dK_x^4;
\quad C_q = (\sum_{j=1}^{d} \mathbb{E}[Z_{ij}^4] - \mathbb{E}[Z_{ij}^2])^{2/q_x} \leq d^{2/q_x} K_x^2.
\end{cases}
\]

Therefore, inequality (E.35) leads to (we can get this same result using Theorem 3.1 of Einmahl and Li (2008))
\[
\mathbb{P}\left( \frac{1}{d} \sum_{j=1}^{d} \{ Z_{ij}^2 - \mathbb{E}[Z_{ij}^2] \} > d^{-1/2} K_x^2 \sqrt{2 \log\left( \frac{1}{\delta} \right) + d^{-1} \left( 1 + 4/q_x + (q_x/6) \mathbb{1}_{\{q_x/2 \geq 3\}} \right) K_x^2 \left( \frac{d}{\delta} \right)^{2/q_x}} \right) \leq \delta.
\]

Because the indicator function is upper bounded by 1, this gives
\[
\mathbb{P}\left( d + d \max_{1 \leq i \leq n} \frac{1}{d} \sum_{j=1}^{d} \{ Z_{ij}^2 - \mathbb{E}[Z_{ij}^2] \} > d + d^{1/2} K_x^2 \sqrt{2 \log\left( \frac{1}{\delta} \right) + (1 + 4/q_x + q_x/6) K_x^2 \left( \frac{d}{\delta} \right)^{2/q_x}} \right) \leq n\delta.
\]
Together with equation (E.34), we have
\[
\mathbb{P}\left( \max_{1 \leq i \leq n} \| \Sigma^{-1/2} X_i \|^2 > d + d^{1/2} K_x^2 \sqrt{2 \log(\frac{n}{\delta})} + (1 + 4/q_x + q_x/6) K_x^2 (\frac{nd}{\delta})^{2/q_x} \right) \leq \delta.
\]

Therefore, plugging the above into inequality (E.32) along with \( K_x \geq 1 \) gives us our desired result in equation (E.16) in this case.

**Case 2. When** \( 2 < q_x < 4 \): It can be easily verified that \( \alpha := q_x/2 \in (1, 2] \) and that \( Z_{ij}^2 \) has \( \alpha \)-th moment \( K_x \). Therefore, taking \( X_j = Z_{ij}^2, 1 \leq j \leq d \), in Lemma 3.1 of Chen et al. (2021b) yields
\[
\mathbb{P}\left( \frac{1}{d} \sum_{j=1}^{d} \{ Z_{ij}^2 - \mathbb{E}[Z_{ij}^2] \} \geq \frac{\mathcal{C} K_x}{\delta^{2/q_x} d^{1-2/q_x}} \right) \leq \delta,
\]
where \( \mathcal{C} \) is a universal constant. Lemma 3 of Bubeck et al. (2013) gives similar result as above as well. This implies
\[
\mathbb{P}\left( d + d \max_{1 \leq i \leq n} \frac{1}{d} \sum_{j=1}^{d} \{ Z_{ij}^2 - \mathbb{E}[Z_{ij}^2] \} \geq d + \frac{\mathcal{C} K_x}{\delta^{2/q_x} d^{1-2/q_x}} \right) \leq n\delta.
\]

Together with equation (E.34), we have
\[
\mathbb{P}\left( \max_{1 \leq i \leq n} \| \Sigma^{-1/2} X_i \|^2 > d + \mathcal{C} K_x (\frac{nd}{\delta})^{2/q_x} \right) \leq \delta.
\]

Therefore, plugging the above into inequality (E.32) along with \( K_x \geq 1 \) leads to the desired result in equation (E.16) in this case as well.

**A.12.4 Proof of Lemma 4**

**Proof of (E.17).** For \( \xi_i := \Sigma^{-1/2} (X_i Y_i - \mathbb{E}[X_i Y_i]) / n, i \in \mathcal{I}_1 \), without loss of generality assume the indexes in \( \mathcal{I}_1 \) is \( 1, \ldots, n \) where \( n := |\mathcal{I}_1| \). Then,
\[
\Sigma^{-1/2}(\hat{\Gamma} - \Gamma) = \sum_{i=1}^{n} \xi_i, \text{ with } \mathbb{E}[\xi_i] = 0.
\]
Theorem 3.1 of Einmahl and Li (2008) with \( \eta = \delta = 1, Z_i = \xi_i \) implies that

\[
P \left( \| \Sigma^{-1/2}(\hat{\Gamma} - \Gamma) \|_2 \geq 2 \mathbb{E} \left[ \| \Sigma^{-1/2}(\hat{\Gamma} - \Gamma) \|_2 \right] + t \right) \leq c \exp \left( - \frac{t^2}{3\sigma^2} \right) + \frac{C}{t^s} \sum_{i=1}^{n} \mathbb{E} \left[ (\xi_i^\top \xi_i)^{s/2} \right], \quad (E.36)
\]

for any \( s > 2 \) such that \( \mathbb{E} \left[ (\xi_i^\top \xi_i)^{s/2} \right] \) is finite and

\[
\sigma^2 := \sup_{\|\theta\|_2 \leq 1} \sum_{i=1}^{n} \mathbb{E}(\theta^\top \xi_i)^2. \quad (E.37)
\]

Here \( C \in (0, \infty) \) is a constant depending only on \( s \). We tackle the three terms in (E.36): \( \mathbb{E} \left[ \| \Sigma^{-1/2}(\hat{\Gamma} - \Gamma) \|_2 \right], \sum_{i=1}^{n} \mathbb{E} \left[ (\xi_i^\top \xi_i)^{s/2} \right] \) and \( \sigma^2 \) respectively.

First,

\[
\mathbb{E} \left[ \| \Sigma^{-1/2}(\hat{\Gamma} - \Gamma) \|_2 \right] \leq (\mathbb{E} \left[ \| \Sigma^{-1/2}(\hat{\Gamma} - \Gamma) \|_2^2 \right])^{1/2} \\
= \frac{1}{n} \left( \sum_{i=1}^{n} \mathbb{E} \left[ \| \Sigma^{-1/2}X_iY_i - \mathbb{E}[\Sigma^{-1/2}X_iY_i] \|_2^2 \right] \right)^{1/2} \\
\leq \frac{1}{\sqrt{n}} \left( \mathbb{E} \left[ \| \Sigma^{-1/2}X_iY_i \|_2^2 \right] \right)^{1/2} \\
= \frac{1}{\sqrt{n}} \left( \mathbb{E} \left[ Y_i^2X_i^\top \Sigma^{-1}X_i \right] \right)^{1/2} \\
= \sqrt{\frac{d}{n}} \left( \frac{1}{d} \sum_{j=1}^{d} \mathbb{E} \left[ Y_i^2(e_j^\top \Sigma^{-1/2}X_i)^2 \right] \right)^{1/2} \\
\leq C_q K_x K_y \sqrt{\frac{d}{n}},
\]

where the last inequality follows by taking \( \eta = \frac{q_y}{2} - 1 > 0 \) in Proposition 7 with \( C_q \) a constant depending on \( q_y \).

Next, since

\[
\xi_i^\top \xi_i = \frac{1}{n^2} (X_iY_i - \mathbb{E}[X_iY_i])^\top \Sigma^{-1}(X_iY_i - \mathbb{E}[X_iY_i]).
\]
From assumption \((A1)\), we have

\[
\sum_{i=1}^{n} \mathbb{E} \left[ \left( \xi_i^\top \xi_i \right)^{s/2} \right] = \frac{d^{s/2}}{n^{s-1}} \mathbb{E} \left[ \left( \frac{1}{d} \sum_{j=1}^{d} \left( e_j^\top \Sigma^{-1/2} X_i Y_i - \mathbb{E}[e_j^\top \Sigma^{-1/2} X_i Y_i] \right)^2 \right)^{s/2} \right]
\]

\[
\leq \frac{d^{s/2}}{n^{s-1}} \max_{1 \leq j \leq d} \mathbb{E} \left[ \left| e_j^\top \Sigma^{-1/2} (X_i Y_i - \mathbb{E}[X_i Y_i]) \right|^s \right]
\]

\[
\leq \frac{2^s d^{s/2}}{n^{s-1}} \max_{1 \leq j \leq d} \mathbb{E} \left[ \left| e_j^\top \Sigma^{-1/2} X_i Y_i \right|^s \right]
\]

\[
\leq \frac{2^s d^{s/2}}{n^{s-1}} \left( C K_x K_y \sqrt{q_y/\eta} \right)^{q_y/(1+\eta)},
\]

where the last inequality follows by taking \(s = q_y/(1 + \eta)\) and applying Proposition 7 again and \(C\) is a universal constant.

Lastly we look at \(\sigma^2\) which we recall was defined in \((E.37)\).

\[
\sigma^2 = \sup_{\|\theta\| \leq 1} \sum_{i=1}^{n} \mathbb{E} \left[ (\theta^\top \xi_i)^2 \right] = \sup_{\|\theta\| \leq 1} \frac{1}{n} \mathbb{E} \left[ \left| \theta^\top \Sigma^{-1/2} X_i Y_i - \mathbb{E}[\theta^\top \Sigma^{-1/2} X_i Y_i] \right|^2 \right]
\]

\[
\leq \frac{2}{n} \sup_{\|\theta\| \leq 1} \mathbb{E} \left[ \left| \theta^\top \Sigma^{-1/2} X_i Y_i \right|^2 \right]
\]

\[
\leq \frac{C_q (K_x K_y)^2}{n}, \text{ by applying } \eta = \frac{q_y}{2} - 1 \text{ in Proposition 7},
\]

where \(C_q\) is a constant that only depends on \(q_y\). Therefore, taking for possibly different constants \(C_1, C_2 \in (0, \infty)\) that only depend on \(q_y\),

\[
t = K_x K_y \sqrt{3C_1} \sqrt{\frac{\log(1/\delta)}{n}} + \left( C_2 \delta^{-1} \right)^{(1+\eta)/q_y} \frac{d^{1/2}}{n^{1-(1+\eta)/q_y}} \left( K_x K_y \sqrt{q_y/\eta} \right)
\]

in equation \((E.36)\) yields for any \(\eta > 0\)

\[
\mathbb{P} \left( \|\Sigma^{-1/2}(\hat{\Gamma} - \Gamma)\|_2 \geq 2C_q K_x K_y \sqrt{\frac{d}{n}} + K_x K_y \sqrt{3C_1} \sqrt{\frac{\log(1/\delta)}{n}} + K_x K_y \left( C_2 \delta^{-1} \right)^{(1+\eta)/q_y} \sqrt{\frac{dq_y/\eta}{n^{1-(1+\eta)/q_y}}} \right) \leq \delta.
\]

Optimize the above line over \(\eta\) gives us \(\eta = \frac{q_y}{2 \log \frac{2\delta}{q_y q_y}}\), and this leads to inequality \((E.17)\) (for a possibly
Proof of (E.18). We divide the proof into two cases.

Case 1. \( q_xq_y/(q_x + q_y) \leq 2 \): It can be easily verified that \( p := q_xq_y/(q_x + q_y) \in (1, 2] \). Therefore, taking \( W_i = \Sigma^{-1/2}X_iY_i, 1 \leq i \leq n \), in Proposition 6 yields

\[
\mathbb{E} \left\| \Sigma^{-1/2}(\hat{\Gamma} - \Gamma) \right\|_2^p \leq \frac{\mathcal{C}_p d^{p/2}}{n^{p-1}} \mathbb{E} \left[ \left\| \Sigma^{-1/2}X_iY_i \right\|_2^p \right] \\
\leq \frac{\mathcal{C}_p d^{p/2}}{n^{p-1}}(K_xK_y)^p.
\]

The last inequality above follows from Proposition 8. Hence, by Markov’s inequality, we obtain

\[
\mathbb{P} \left( \left\| \Sigma^{-1/2}(\hat{\Gamma} - \Gamma) \right\|_2 \geq \mathcal{C}_p K_xK_y \frac{\sqrt{d\delta^{-(q_x+q_y)/(q_xq_y)}}}{n^{1-(q_x+q_y)/(q_xq_y)}} \right) \leq \delta. \tag{E.38}
\]

Case 2. \( q_xq_y/(q_x + q_y) > 2 \): Define \( \xi_i := \Sigma^{-1/2}(X_iY_i - \mathbb{E}[X_iY_i])/n, 1 \leq i \leq n \). Then \( \Sigma^{-1/2}(\hat{\Gamma} - \Gamma) = \sum_{i=1}^n \xi_i \), with \( \mathbb{E}[\xi_i] = 0 \). Apply Theorem 3.1 of Einmahl and Li (2008) with \( \eta = \delta = 1, Z_i = \xi_i \) yields

\[
\mathbb{P} \left( \left\| \Sigma^{-1/2}(\hat{\Gamma} - \Gamma) \right\|_2 \geq 2\mathbb{E} \left[ \left\| \Sigma^{-1/2}(\hat{\Gamma} - \Gamma) \right\|_2 \right] + t \right) \leq c \exp \left( -\frac{t^2}{3\sigma^2} \right) + \frac{C}{t^s} \sum_{i=1}^n \mathbb{E} \left[ \left( \xi_i^\top \xi_i \right)^{s/2} \right], \tag{E.39}
\]

for any \( s > 2 \) such that \( \mathbb{E} \left[ \left( \xi_i^\top \xi_i \right)^{s/2} \right] \) is finite and

\[
\sigma^2 := \sup_{\|\theta\|_2 \leq 1} \sum_{i=1}^n \mathbb{E}(\theta^\top \xi_i)^2.
\]
Here $C \in (0, \infty)$ is a constant depending only on $s$. We tackle the three terms in (E.39): $\mathbb{E}[\|\Sigma^{-1/2}(\hat{\Gamma} - \Gamma)\|_2^2]$, $\sum_{i=1}^{n} \mathbb{E}\left[(\xi_i^\top \xi_i)^{s/2}\right]$ and $\sigma^2$ respectively. First,

\[
\mathbb{E}[\|\Sigma^{-1/2}(\hat{\Gamma} - \Gamma)\|_2^2] \leq (\mathbb{E}[\|\Sigma^{-1/2}(\hat{\Gamma} - \Gamma)\|_2^2])^{1/2}
\leq \frac{1}{n}(\sum_{i=1}^{n} \mathbb{E}[\|\Sigma^{-1/2}X_iY_i - \mathbb{E}[\Sigma^{-1/2}X_iY_i]\|_2^2])^{1/2}
\leq \frac{1}{\sqrt{n}}\left(\mathbb{E}\left[\|\Sigma^{-1/2}X_i\|_2^2\right]\right)^{1/2}
= \frac{1}{\sqrt{n}}\left(\mathbb{E}\left[Y_i^2 X_i^\top \Sigma^{-1} X_i\right]\right)^{1/2}
\leq \sqrt{\frac{d}{n}}\left(\frac{1}{d} \sum_{j=1}^{d} \mathbb{E}\left[Y_i^2 (e_j^\top \Sigma^{-1/2} T_i)^2\right]\right)^{1/2}
\leq \sqrt{\frac{d}{n}} \left(\frac{1}{d} \sum_{j=1}^{d} \sup_{\|\theta\|_2 \leq 1} \left(\mathbb{E}[|\theta^\top \Sigma^{-1/2} X_iY_i|^p]\right)^{2/p}\right)^{1/2}
\leq \sqrt{\frac{d}{n}} K_x K_y, \text{ by applying } q_1 = q_x, q_2 = q_y \text{ in Proposition 8.}

Next, since

\[
\xi_i^\top \xi_i = \frac{1}{n^2} (X_iY_i - \mathbb{E}[X_iY_i])^\top \Sigma^{-1} (X_iY_i - \mathbb{E}[X_iY_i]).
\]

From assumption (A1), we have

\[
\sum_{i=1}^{n} \mathbb{E}\left[(\xi_i^\top \xi_i)^{s/2}\right] = \frac{d^{s/2}}{n^{s-1}} \mathbb{E}\left[\left(\frac{1}{d} \sum_{j=1}^{d} (e_j^\top \Sigma^{-1/2} X_iY_i - \mathbb{E}[e_j^\top \Sigma^{-1/2} X_iY_i])^2\right)^{s/2}\right]
\leq \frac{d^{s/2}}{n^{s-1}} \max_{1 \leq j \leq d} \mathbb{E}\left[|e_j^\top \Sigma^{-1/2} (X_iY_i - \mathbb{E}[X_iY_i])|^s\right]
\leq \frac{2^s d^{s/2}}{n^{s-1}} \max_{1 \leq j \leq d} \mathbb{E}\left[|e_j^\top \Sigma^{-1/2} X_iY_i|^s\right]
\leq \frac{2^s d^{s/2}}{n^{s-1}} (K_x K_y)^s,
\]

where in the last inequality we substitute $s$ by $q_x q_y/(q_x + q_y)$ and apply Proposition 8.
Lastly we look at $\sigma^2$ which we recall was defined in (E.37),

$$
\sigma^2 = \sup_{\|\theta\|_2 \leq 1} \sum_{i=1}^n \mathbb{E}(\theta^T \xi_i)^2
$$

$$
= \sup_{\|\theta\|_2 \leq 1} \frac{1}{n} \mathbb{E} \left[ |\theta^T \Sigma^{-1/2} X_i Y_i - \mathbb{E}[\theta^T \Sigma^{-1/2} X_i Y_i]|^2 \right]
$$

$$
\leq \frac{2}{n} \sup_{\|\theta\|_2 \leq 1} \mathbb{E}[|\theta^T \Sigma^{-1/2} X_i Y_i|^2]
$$

$$
\leq \frac{2}{n} \sup_{\|\theta\|_2 \leq 1} \left( \mathbb{E}[|\theta^T \Sigma^{-1/2} X_i Y_i|^p] \right)^{2/p} \text{ from Jensen’s inequality and } p := \frac{q_x q_y}{q_x + q_y}
$$

$$
\leq \frac{2( K_x K_y)^2}{n}, \text{ by applying } q_1 = q_x, q_2 = q_y \text{ in Proposition 8.}
$$

Therefore, taking for a universal constant $C \in (0, \infty)$

$$
t = K_x K_y \sqrt{3} \mathcal{C} \sqrt{\frac{\log(1/\delta)}{n}} + (\mathcal{C})^{(q_x + q_y)/q_x q_y} \sqrt{d \delta^{-(q_x + q_y)/(q_x q_y)}} \frac{\sqrt{d \delta^{-(q_x + q_y)/(q_x q_y)}}}{n^{1-(q_x + q_y)/q_x q_y}} K_x K_y,
$$

in equation (E.39) yields

$$
\mathbb{P} \left( \|\Sigma^{-1/2}(\hat{\Gamma} - \Gamma)\|_2 \geq 2 \sqrt{\frac{d}{n}} K_x K_y + K_x K_y \sqrt{3} \mathcal{C} \sqrt{\frac{\log(1/\delta)}{n}} + (\mathcal{C})^{(q_x + q_y)/q_x q_y} \frac{\sqrt{d \delta^{-(q_x + q_y)/(q_x q_y)}}}{n^{1-(q_x + q_y)/q_x q_y}} K_x K_y \right) \leq \delta.
$$

This results in

$$
\mathbb{P} \left( \|\Sigma^{-1/2}(\hat{\Gamma} - \Gamma)\|_2 \geq \mathcal{C} K_x K_y \sqrt{\frac{d + \log(1/\delta)}{n}} + \mathcal{C} \frac{\sqrt{d \delta^{-(q_x + q_y)/(q_x q_y)}}}{n^{1-(q_x + q_y)/q_x q_y}} K_x K_y \right) \leq \delta. \quad (E.40)
$$

Combining inequalities (E.38) and (E.40) completes the proof of inequality (E.18).

A.13 Some useful propositions

We state here some propositions used throughout in the paper, in particular in the proofs above.

**Proposition 3.** Under assumption (A1), for any $\delta \in (0, 1)$ and $\mathcal{I} \subseteq [N]$, with probability at least $1 - \delta$, we have

$$
\sup_{t \geq 0} \sup_{\theta \in \mathbb{R}^d} \frac{1}{|\mathcal{I}|} \sum_{i \in \mathcal{I}} \mathbb{I}\{|y_i - x_i^T \theta| \leq t\} - F_\theta(t) \leq \mathcal{C} \sqrt{\frac{d + \log(1/\delta)}{|\mathcal{I}|}}, \quad (E.41)
$$

where $\mathcal{C}$ is a universal constant.
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Proof. For $Z_i = (X_i, Y_i), i \in \mathcal{I}$, and any function $f : \mathbb{R}^{d+1} \rightarrow \mathbb{R}$, without loss of generality assume the indexes in $\mathcal{I}$ is 1, . . . , $n$ with $n := |\mathcal{I}|$, and define

$$G_n f := \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \{ f(Z_i) - \mathbb{E}[f(Z_i)] \}.$$ 

We have a class of functions $\mathcal{F} = \{ f : f(z) = 1 \{|y - x^\top \theta| \leq t\}, t \geq 0 \}$. From Chapter 3.3 of Kearns et al. (1994), we know that the VC dimension of this class is $V(\mathcal{F}) = d + 1$, and we take the envelope function to be $F \equiv 1$. The notation of supremum norm $\| \cdot \|_F$ and covering number $N(\varepsilon, \mathcal{F}, L_2(Q))$ are all defined in the same way as in Kearns et al. (1994). We use Theorem 2.6.7 of van der Vaart and Wellner (1996) with $r = 2$ to get a bound on the covering number bound. Specifically, for any probability measure $Q$, there exists a universal constant $C$ such that

$$N(\varepsilon\|F\|_{Q,2}, \mathcal{F}, L_2(Q)) \leq C(d + 1)(16e)^{d+1} \left( \frac{1}{\varepsilon} \right)^{2d}. \quad (E.42)$$

Next, we obtain an upper bound of the uniform-entropy

$$J(\delta, \mathcal{F}) := \sup_Q \int_{0}^{\delta} \sqrt{1 + \log N(\varepsilon\|F\|_{Q,2}, \mathcal{F}, L_2(Q))} d\varepsilon,$$

where the supremum is taken over all discrete probability measures $Q$ with $\|F\|_{Q,2} > 0$. Then applying $p = 1$ to Theorem 2.14.1 of van der Vaart and Wellner (1996) gives us

$$\mathbb{E}\|G_n\|_F \leq J(1, \mathcal{F}) \lesssim \int_{0}^{1} \left( \log d + d + d \log \frac{1}{\varepsilon} \right)^{1/2} d\varepsilon \leq C\sqrt{d}, \quad (E.43)$$

where the second inequality is from (E.42) and $C$ is a universal constant. Using McDiarmid’s inequality we have

$$\mathbb{P}(\|G_n\|_F - \mathbb{E}\|G_n\|_F \geq u) \leq \exp \left( - \frac{2u^2}{\sum_{i=1}^{n} c_i^2} \right) \leq \exp \left( - \frac{2u^2}{\sum_{i=1}^{n} 1/n} \right) = \exp(-2u^2), \quad (E.44)$$
where

\[ c_i := \sup_{(x_i, y_i), (x_i', y_i')} \sup_{\theta, t} \frac{\sqrt{n}}{n} \left| \sum_{j=1}^{n} \mathbb{1}\{|y_j - \theta^\top x_j| \leq t\} - \sum_{j=1, j \neq i}^{n} \mathbb{1}\{|y_j - \theta^\top x_j' \leq t\} \right| \]

\[ \leq \sup_{(x_i, y_i), (x_i', y_i')} \sup_{\theta, t} \frac{1}{\sqrt{n}} \left| \mathbb{1}\{|y_i - \theta^\top x_i| \leq t\} - \mathbb{1}\{|y_i' - \theta^\top x_i'| \leq t\} \right| \leq \frac{1}{\sqrt{n}}. \]

Substituting the expectation bound (E.43) in (E.44) and setting the right hand side of (E.44) to \( \delta \) yields for another absolute constant \( C' \)

\[ P(\|G_n\|_F \geq C' \sqrt{d + \log \left( \frac{1}{\delta} \right)}) \leq P(\|G_n\|_F \geq C\sqrt{d + \frac{1}{2} \log \left( \frac{1}{\delta} \right)}) \leq \delta. \]

Hence, inequality (E.41) follows. \( \square \)

**Proposition 4.** For two cumulative distribution functions \( F_1 \) and \( F_2 \), set

\[ \Delta := \sup_t |F_1(t) - F_2(t)|. \]

If \( F_2^{-1}(\cdot) \) is \( \gamma \)-Hölder continuous on \([q - \Delta, q + \Delta]\) for \( \gamma \in (0, 1) \), then it holds that

\[ |F_1^{-1}(q) - F_2^{-1}(q)| \leq \mathcal{L} \Delta^\gamma, \quad (E.45) \]

where \( \mathcal{L} \) is the Hölder continuity constant.

**Proof.** Note that

\[ |F_1(F_1^{-1}(q)) - F_2(F_1^{-1}(q))| \leq \Delta \]

\[ \Rightarrow \quad q - \Delta \leq F_2(F_1^{-1}(q)) \leq q + \Delta \]

\[ \Rightarrow \quad F_2^{-1}(q - \Delta) \leq F_1^{-1}(q) \leq F_2^{-1}(q + \Delta). \]

Therefore, using the Hölder continuity assumption, we obtain

\[ F_1^{-1}(q) - F_2^{-1}(q) \leq F_2^{-1}(q + \Delta) - F_2^{-1}(q) \leq \mathcal{L} \Delta^\gamma. \]
\[ F_{1}^{-1}(q) - F_{2}^{-1}(q) \geq F_{1}^{-1}(q - \Delta) - F_{2}^{-1}(q) \geq -\mathcal{L}\Delta^\gamma. \]

Hence inequality (E.45) follows.

**Proposition 5.** (Theorem 1 of Tikhomirov (2018)) Under assumptions (A1) and (A4), when \( n \geq 2d \), there exists a constant \( C_{q_x} > 0 \), depending only on \( q_x \), such that with probability at least \( 1 - \frac{1}{n} \),

\[
\mathcal{D}_{\Sigma} \leq \frac{C_{q_x}}{n} \max_{1 \leq i \leq n} \| \Sigma^{-1/2} X_i \|^2 + C_{q_x} K_x^2 \left( \frac{d}{n} \right)^{1-2/q_x} \log^4 \left( \frac{n}{d} \right) + C_{q_x} K_x^2 \left( \frac{d}{n} \right)^{1-2/\min\{q_x, 4\}}.
\]

**Proposition 6.** If \( W_1, \ldots, W_n \) are independent random vectors, then there exists a universal constant \( \mathcal{C} \) such that

\[
\left( \mathbb{E} \left\| \sum_{i=1}^{n} (W_i - \mathbb{E}W_i) \right\|_2^p \right)^{1/p} \leq \mathcal{C} \left( \sum_{i=1}^{n} \mathbb{E} \| W_i \|_2^p \right)^{1/p}, \quad \text{for} \quad 1 \leq p \leq 2.
\]

**Proof.** Set \( M^p := 8 \cdot 3^p \mathbb{E} \left[ \max_{i=1, \ldots, n} \| W_i \|_2^p \right] \)

\[
\left( \mathbb{E} \left\| \sum_{i=1}^{n} (W_i - \mathbb{E}W_i) \right\|_2^p \right)^{1/p} \leq 2 \left( \mathbb{E} \left\| \sum_{i=1}^{n} \varepsilon_i W_i \right\|_2^p \right)^{1/p} \quad \text{by symmetrization}
\]

\[
\leq 2 \left( \mathbb{E} \left\| \sum_{i=1}^{n} \varepsilon_i W_i 1_{\{\| W_i \|_2 \leq M}\} \right\|_2^p \right)^{1/p} + 2 \left( \mathbb{E} \left\| \sum_{i=1}^{n} \varepsilon_i W_i 1_{\{\| W_i \|_2 > M\}} \right\|_2^p \right)^{1/p}
\]

\[
:= 2(\mathbb{E}[S_1^p])^{1/p} + 2(\mathbb{E}[S_2^p])^{1/p}.
\]

Using inequality (3.7) of Giné et al. (2000) paper, we have

\[
(\mathbb{E}[S_1^p])^{1/p} \leq \mathcal{C} \left( \mathbb{E}[S_1] + \sqrt{p} \sigma + pM \right),
\]

where

\[
\sigma^2 = \sup_{\| \theta \|_2 \leq 1} \sum_{i=1}^{n} \mathbb{E}[(\theta^\top W_i)^2 1_{\{|\| W_i \|_2 \leq M\}}] \leq \sum_{i=1}^{n} \mathbb{E}[\| W_i \|_2^2 1_{\{|\| W_i \|_2 \leq M\}}].
\]

Notice that \( M \leq \mathcal{C}(\sum_{i=1}^{n} \mathbb{E}[\| W_i \|_2^p])^{1/p} \) for a possibly different universal constant \( \mathcal{C} \). For the first term
on the right hand side of (E.47), we have

\[ \mathbb{E}[S_1] = \mathbb{E} \left\| \sum_{i=1}^{n} \varepsilon_i W_i \mathbb{1}_{\|W_i\|_2 \leq M} \right\|_2 \]

\[ \leq \left( \mathbb{E} \left\| \sum_{i=1}^{n} \varepsilon_i W_i \mathbb{1}_{\|W_i\|_2 \leq M} \right\|_2^2 \right)^{1/2} \]

by Jensen’s inequality

\[ = \left( \sum_{i=1}^{n} \mathbb{E} \left\| W_i \mathbb{1}_{\|W_i\|_2 \leq M} \right\|_2^2 \right)^{1/2} \]

by independence

\[ \leq \left( \sum_{i=1}^{n} \mathbb{E} \|W_i\|_2^2 M^{2-p} \right)^{1/2} \]

for \( p \leq 2 \)

\[ \leq \mathcal{C} \left( \sum_{i=1}^{n} \mathbb{E} \right) \left( \sum_{i=1}^{n} \mathbb{E} \|W_i\|_2^p \right)^{2-p-1} \]

by the upper bound on \( M \)

\[ = \mathcal{C} \left( \sum_{i=1}^{n} \mathbb{E} \|W_i\|_2^p \right)^{1/p}. \]

Therefore, using \( 1 \leq p \leq 2 \), inequality (E.46) reduces to for a possibly different universal constant \( \mathcal{C} \)

\[ (\mathbb{E}[S_1^p])^{1/p} \leq \mathcal{C} \left( \sum_{i=1}^{n} \mathbb{E} \|W_i\|_2^p \right)^{1/p}. \]  

(E.47)

To estimate \( \mathbb{E}[S_2^p] \), we apply the original Hoffmann-Jørgensen inequality (from e.g., (6.9) in page 156 of Ledoux and Talagrand (2013)) to get

\[ \mathbb{E}[S_2^p] \leq 2 \cdot 3^p \left( t_0^p + \mathbb{E} \left[ \max_{i=1,..,n} \|W_i\|_2^p \right] \right), \]  

(E.48)

where \( t_0 \) is any number such that \( \mathbb{P}(S_2 > t_0) \leq (8 \cdot 3^p)^{-1} \). But the choice of \( M \) implies that we can take \( t_0 = 0 \) because

\[ \mathbb{P}(S_2 > 0) = \mathbb{P}( \max_{i=1,..,n} \|W_i\|_2^p > M) \leq \frac{1}{8 \cdot 3^p}. \]

Therefore, inequality (E.48) reduces to for a possibly different universal constant \( \mathcal{C} \),

\[ \mathbb{E}[S_2^p] \leq \mathcal{C} \mathbb{E} \left[ \max_{1 \leq i \leq n} \|W_i\|_2^p \right] \leq \mathcal{C} \left( \sum_{i=1}^{n} \mathbb{E}[\|W_i\|_2^p] \right)^{1/p}. \]  

(E.49)

Finally, combining inequalities (E.47) and (E.49) gives us our desired inequality in Proposition 6. \( \Box \)

**Proposition 7.** Under assumptions \((A1), (A2) and (A3)\), for every \( \eta > 0 \), there exists a universal
constant $C \in (0, \infty)$ such that

$$
\max_{a \in \mathbb{R}^d, \|a\|_2 \leq 1} \mathbb{E} \left[ |a^\top \Sigma^{-1/2} X_i Y_i|^{\eta_y/(1+\eta)} \right] \leq \left\{ CK_y \sqrt{q_y/\eta} \right\}^{q_y/(1+\eta)}.
$$

**Proof.** Fix $a \in \mathbb{R}^d$ with Euclidean norm bounded by 1. Hölder’s inequality yields

$$
\left( \mathbb{E} \left[ |a^\top \Sigma^{-1/2} X_i Y_i|^{(1+\eta)/q_y} \right] \right)^{(1+\eta)/q_y} \leq (\mathbb{E} [|Y_i|^{q_y}])^{1/q_y} \mathbb{E} \left[ |a^\top \Sigma^{-1/2} X_i|^{q_y/\eta} \right]^{\eta/q_y} \leq K_y (CK_x \sqrt{q_y/\eta}),
$$

where the second inequality follows from assumption (A3).

**Proposition 8.** Under assumptions (A1), (A2) and (A4), for any $q_1 \leq q_x$ and $q_2 \leq q_y$, it holds that

$$
\max_{a \in \mathbb{R}^d, \|a\|_2 \leq 1} \mathbb{E} \left[ |a^\top \Sigma^{-1/2} X_i Y_i|^{q_1 q_2/(q_1 + q_2)} \right] \leq (K_x K_y)^{q_1 q_2/(q_1 + q_2)}.
$$

**Proof.** Fix $a \in \mathbb{R}^d$ with Euclidean norm bounded by 1. Hölder’s inequality yields

$$
\left( \mathbb{E} \left[ |a^\top \Sigma^{-1/2} X_i Y_i|^{q_1 q_2/(q_1 + q_2)} \right] \right)^{1/q_1 + 1/q_2} \leq \left( \mathbb{E} [|Y_i|^{q_2}] \right)^{1/q_2} \left( \mathbb{E} \left[ |a^\top \Sigma^{-1/2} X_i|^{q_1} \right] \right)^{1/q_1} \leq K_x K_y,
$$

where the second inequality follows from assumption (A4).

**Proposition 9.** If the density of $Y - X^\top \theta$ is bounded away from zero on $[F_{\theta}^{-1}(1 - \alpha - r^*), F_{\theta}^{-1}(1 - \alpha + r^*)]$, then assumptions (A0') and (A0) hold true with $\gamma = 1$.

**Proof.** Assume the density of $Y - X^\top \theta$ is larger than some $a > 0$ on $[F_{\theta}^{-1}(1 - \alpha - r^*), F_{\theta}^{-1}(1 - \alpha + r^*)]$ for some $r^* > 0$, then for any $q_1, q_2 \in [1 - \alpha - r^*, 1 - \alpha + r^*]$, assume WLOG that $q_2 \geq q_1$.

$$
F_{\theta}^{-1}(q_2) - F_{\theta}^{-1}(q_1) = \{ t_2 - t_1 : \mathbb{P}(|Y - X^\top \theta| \leq t_2) = q_2, \mathbb{P}(|Y - X^\top \theta| \leq t_1) = q_1 \}
\leq \{ t_2 - t_1 : 2a(t_2 - t_1) \leq \mathbb{P}(|Y - X^\top \theta| \in (t_1, t_2]) = q_2 - q_1 \}
\leq (q_2 - q_1)/2a.
$$
Proposition 10. If the density of $Y|X$ is bounded away from zero on bounded sets of $\mathbb{R}$, i.e., for all $-\infty < a < b < \infty$ there exists $C_{a,b} > 0$ such that $\inf_{y \in [a,b]} \inf_x p_{Y|X}(y|x) \geq C_{a,b}$ and the covariates are bounded (i.e., $\|X\|_2 \leq M < \infty$ almost surely), then assumptions (A0) and (A0') hold true for any bounded set $\Theta$ with $\gamma = 1$.

Proof. By Proposition 9, it suffices to show that the density of $Y - X^\top \theta$ is bounded away from zero on bounded sets. Fix any bounded set $\Theta$ satisfying $\sup_{\theta \in \Theta} \|\theta\|_2 \leq K$.

$$\inf_{t \in [t_1,t_2]} \inf_x p_{Y - X^\top \theta|X}(t|x) = \inf_{t \in [t_1,t_2]} \inf_x p_{Y|X}(t + x^\top \theta|x) \geq \inf_{y \in [t_1-MK,t_2+MK]} \inf_x p_{Y|X}(y|x) \geq C_{t_1-MK,t_2+MK} > 0.$$  

This implies the density of $Y - X^\top \theta$ is bounded away from zero. And Proposition 9 directly leads to the conclusion. \hfill \Box

Proposition 11. If $(Y, X)$ has a joint normal distribution with

$$(Y, X) \sim \mathcal{N}\left(\begin{pmatrix} 0 \\ 0 \end{pmatrix}, \Sigma = \begin{pmatrix} 1 & \Sigma_{yx} \\ \Sigma_{xy} & I_d \end{pmatrix}\right),$$

and that all the eigenvalues of $\Sigma$ is bounded between $[\underline{\lambda}, \overline{\lambda}]$ for some $\lambda > 0$, then for any $q_0 \in (0, 0.5)$, assumption (A0) will hold true for any $q_1, q_2 \in [q_0, 1 - q_0]$ with $\gamma = 1$ and some $L = L_\theta$ depending on $\theta$. Further, for any $\theta \in \mathbb{R}^d$ it holds that $L_\theta \leq c(\underline{\lambda}, \overline{\lambda})(1 + \|\theta\|_2)$, where $c$ is a constant that depends only on $\underline{\lambda}$ and $\overline{\lambda}$.

Proof. Let $\Phi_\theta$ denote the CDF for $|Y - X^\top \theta|$ and $f_\theta$ denote its corresponding density function, then for any $q_1, q_2 \in [q_\alpha(\theta) - r^*, q_\alpha(\theta) + r^*]$, assume WLOG that $q_2 \geq q_1$.

$$F_\theta^{-1}(q_2) - F_\theta^{-1}(q_1) = \{t_2 - t_1 : \mathbb{P}(|Y - X^\top \theta| \leq t_2) = q_2, \mathbb{P}(|Y - X^\top \theta| \leq t_1) = q_1\} \leq (q_2 - q_1)/f_\theta(\Phi_\theta^{-1}(q_1)).$$
Further,

\[ \sigma^2_{\theta} := \text{var}(Y - X^\top \theta) = \begin{pmatrix} 1 & -\theta^\top \end{pmatrix} \text{var} \begin{pmatrix} Y \\ X \end{pmatrix} \begin{pmatrix} 1 \\ -\theta \end{pmatrix} \leq \bar{\lambda} \begin{pmatrix} 1 & -\theta^\top \\ -\theta \end{pmatrix} = \bar{\lambda}(1 + \|\theta\|_2^2). \]

Similarly, we have \( \sigma^2_{\theta} \geq \lambda(1 + \|\theta\|_2^2) \).

Further, from Anderson’s Lemma (Lemma 3.11.4 of Van der Vaart (2000)) we have that for any \( t \geq 0 \),

\[ 2\Phi\left( \frac{t}{\sqrt{\lambda(1 + \|\theta\|_2^2)}} \right) - 1 = \mathbb{P}(\mathcal{N}(0, \lambda(1 + \|\theta\|_2^2)) \leq t) \leq \Phi_{\theta}(t). \]

Taking \( t = \sqrt{\lambda(1 + \|\theta\|_2^2)} \{\Phi^{-1}((1 + q_0)/2)\} =: \bar{t} \) yields \( q_0 \leq \Phi_{\theta}(\bar{t}) \) and therefore, \( \Phi_{\theta}^{-1}(q_0) \leq \bar{t} \).

Finally,

\[ L_{\theta} = 1/f_{\theta}(\Phi_{\theta}^{-1}(q_0)) \]

\[ = \frac{\sqrt{\pi}}{2\sigma_{\theta}} \exp \left( \frac{\Phi_{\theta}^{-1}(q_0)^2}{2\sigma_{\theta}^2} \right) \leq \sqrt{\pi \lambda(1 + \|\theta\|_2^2)/2} \exp \left\{ \frac{\Phi_{\theta}^{-1}(q_0)^2}{2\lambda(1 + \|\theta\|_2^2)} \right\} \]

\[ \leq \sqrt{\pi \lambda(1 + \|\theta\|_2^2)/2} \exp \left\{ \frac{\bar{t}^2}{2\lambda(1 + \|\theta\|_2^2)} \right\} \]

\[ = \sqrt{\pi \lambda(1 + \|\theta\|_2^2)/2} \exp \left\{ \frac{\bar{t}^2}{2\lambda(1 + \|\theta\|_2^2)} \right\} \]

\[ =: c(\lambda, \pi) \sqrt{1 + \|\theta\|_2^2} \leq c(\lambda, \pi)(1 + \|\theta\|_2), \forall \theta \in \mathbb{R}^d. \]

\[ \square \]