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Abstract
Electrochemical machining (ECM) and electropolishing are examples of anodic dissolution used in a wide variety of applications. Proper simulations of ECM require the establishment of a so-called gel layer of liquid metal salt, responsible for the depletion of water close to the surface such that the oxygen evolution is reduced. However, this effect is neglected in many simulation efforts, although it is significant to improve the accuracy of the machining process. Some authors consider this effect by an engineered “water-repelling” function that depends on the local metal ion concentration. As an alternative, we discuss the theoretical description and the implementation of modified Poisson–Nernst–Planck equations taking into account expressions in which each ion has its own maximum concentration and corresponding steric limit. We investigate a basic system of water, sodium chloride, and iron ions. Simulations pending on the local metal ion concentration for current densities show that the modified model works; steric effects become important for large current densities and the formation of a resistive gel layer is responsible for the reduction of water at the electrode. We observe that the electrostatic potential resulting from space charge effects is not affected by implementing the different species sizes. Further research is needed to explore the applicability of industrial simulation tools.
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1 | INTRODUCTION

Anodic dissolution is related to various processes at different current densities. Among these, there is the growth stadium of pitting corrosion for current densities in the order of 10 mA cm−2,[1] crevice corrosion for tens and hundreds of mA cm−2, electrochemical polishing for hundreds of mA cm−2,[2] and electrochemical machining (ECM) for even higher current densities.[3] ECM that can be interpreted as goal-directed corrosion is an alternative machining technique, where the anode is used as the workpiece and the cathode is utilized as the work tool. The advantage of ECM is that it works far away from thermodynamic equilibrium (10–300 A cm−2) and that there is no abrasive wear on the work tool nor stress on the workpiece since the workpiece and tool do not touch each other.[4] A major example is the tooling of very hard and complex-shaped turbine blades made of nickel superalloys.
ECM is based on anodic dissolution, which makes it suitable to study the dissolution of various materials at high current densities; see, for example, Schneider et al.\cite{5-7} and references therein. Beyond that, ECM is used in a variety of applications, such as for surface polishing,\cite{8} stainless steel machining microelements with ultrashort voltage pulses,\cite{12,13} or for the machining of three-dimensional (3D) microstructures.\cite{14-17}

In view of obtaining the right geometry of the workpiece, the so-called copying accuracy of the process is of utmost relevance. Cathode shape, but also fluid flow, gas evolution, temperature distribution, and electrode processes have an effect. So, simulations can speed up the production process and reduce the costs of testing. The most advanced ECM simulations are based on the dilute solution model (DSM). However, simulations, described through the Poisson–Nernst–Planck (PNP) equations, yield unrealistic high concentrations of dissolving metal cations accumulating in the vicinity of the anode.\cite{18} Such ions recombine from hydrated metal salts that reach concentrations that are far beyond saturation limits because ion–ion interactions and steric effects are commonly neglected at high current densities. In addition, the DSM cannot correctly describe the reduction of the water concentration in the vicinity of the anode, which reduces the oxygen evolution and increases the metal removal efficiency at higher current densities.\cite{19}

Solving the DSM equations with or without steric effects is not only limited to electromechanical machining simulations. As an example, Dykstra et al.\cite{20} simulated the ion transport in bioelectrochemical systems, which are electrochemical cells that use microorganisms as catalysts.\cite{21,22} They include the diffusional and electric forces of ions and focus on the motion and evaporation of ammonia in such systems. They find that ammonia diffuses back from the cathode into the anode chamber because of the ion exchange at the membrane placed between the anode and cathode.

We mentioned the importance of the presence of water at the anode. A practical and simple way to deal with this at increased current densities in ECM simulations is the usage of “water-repelling” functions\cite{23,24} that depend on the local metal ion concentration. This implies that a kind of self-enhancing process is obtained from a given current density on. At the same local current density, the absence of water results in higher concentrations of metal ions that further reduce the water concentration. Such simulations are 2D and 3D in their nature and include gas flow and heat reactions\cite{25,26} but ignore the steric effect of all involved species, which shows the need to combine simulations with steric effects.

For a better understanding of the fundamental principles of the ECM process, we require an extension of the dilute solution theory. In 2007, Kilic et al.\cite{27,28} presented the modified Poisson–Nernst–Planck (MPNP) equations that are based on modified electrochemical potentials. The theory was developed for a solvent with two species having the same steric limit $c_{\text{max}} = 1/a^3$, where $a^3$ is the typical spacing near a highly charged surface. They apply their theory to describe the charging of electric double-layer capacitors in a parallel plate cell. Lin and Eisenberg\cite{29} had a similar approach based on modifying the Lennard–Jones potential.

We here extend this approach for an arbitrary number of species, each with their own steric limit, and for high current densities making it necessary to take into account water repulsion. Besides the two requirements for the dilute solution theory, that is, mass conservation and electroneutrality, a new equilibrium condition must assure that the total specific volume is one; additionally, chemical reactions need to be expressed in activities. We call this the steric effect model (SEM) and we expect to see the role of steric effects and, at least qualitatively, explain some important aspects of a gel layer of liquid metal salt that is formed during ECM, which thus serves as a role model on how steric effects influence anodic dissolution at high current densities.

The article is structured as follows: In Section 2, we present the theory. We describe the numerical implementation and apply this theory to a 1D geometry. In Section 3, we present and discuss our results and compare the differences between the DSM and SEM equations applied to the ECM of metal in a salt solution. We finally conclude in Section 4.

## 2  |  Modeling

### 2.1  |  The modified PNP equations

#### 2.1.1  |  Electrochemical potential

We can apply statistical mechanics, similar to the calculations performed in Kralj-Iglič and Iglič\cite{30} to calculate the configurational entropy

$$S = k_B \ln \Omega,$$

and subsequently the electrochemical potential through

$$\mu_k = -T \frac{\partial S}{\partial N_k} |_{\beta \sigma_k},$$

from the thermodynamic probability for negligible enthalpy,\cite{31} where $k_B \approx 1.38 \times 10^{-23} \text{ J K}^{-1}$ is Boltzmann’s constant and $T$ temperature. Let us suppose a lattice of 1D Lagrange elements of second-order with $N$ sites, each filled with a particle from species $j$. When there are $n$
different kinds of species, the amount of different possible configurations equals

\[ \Omega = \frac{N!}{\prod_{j=1}^{n} N_j!} \]  

which strictly speaking is only valid if all particles had the same volume, but which we take as a first approximation for our discussion below. The nodal spacing, as a 1D equivalent of the lattice volume, is not determined by the maximum package density but solely by the convergence of the finite element simulation. Furthermore, we make three assumptions to simplify this expression:

1. The factorials can be simplified by using Stirling’s approximation

\[ \Omega \approx N \ln(N) - \sum_{j=1}^{n} N_j \ln(N_j). \]  

2. Every lattice site is filled, that is,

\[ N \equiv \sum_{j=1}^{n} N_j. \]  

3. The complete lattice has a volume \( V \) and each particle of species \( j \) has a volume \( v_j \); thus, we can eliminate one of the species through

\[ \sum_{j=1}^{n} v_j N_j = 1 - \sum_{j=1}^{n-1} v_j N_j. \]  

Here and in the rest of the article, the subscript \( n \) refers to the solvent of the solution.

When assuming that \( N_j \) can vary in space and time, we can define a local concentration field

\[ c_j = \lim_{V \to 0} \frac{N_j}{N}. \]  

Similarly, we need to transform the thermodynamic probability into a local quantity

\[ \omega = \lim_{V \to 0} \frac{\Omega}{N}, \]  

where we introduce a function \( \omega \), which is continuous in space and time. Finally, when eliminating species \( n \) and assuming that the particle volumes of all species are equal to \( v \), we insert the local probability into (1), which allows us to calculate the chemical potential (2) of species \( i \)

\[ \bar{\mu}_{i \neq n} = RT \log \left( \frac{c_i}{c_n} \right) = RT \log \left( \frac{c_i}{c_n} \right). \]  

where \( N_a \approx 6.022 \times 10^{23} \text{ mol}^{-1} \) is Avogadro’s constant and \( R \approx 8.314 \text{ J mol}^{-1} \text{ K}^{-1} \) the universal gas constant. This expression is equivalent to eq. (24) in Kilic et al.\[27\] and eq. (11) in Kilic et al.\[28\] for two different species of equal size. Finally, the sum of the chemical potential (10) and the electric potential yields the electrochemical potential

\[ \mu_i = RT \log \left( \frac{c_i}{c_n} \right) + z_i F U, \]  

where \( F \approx 96,485.33 \text{ As mol}^{-1} \) is Faraday’s constant and

\[ c_n = \frac{1}{v N_a} - \sum_{j=1}^{n-1} c_j. \]  

is the concentration of the solvent.

### 2.1.2 Mass flux

If we assume constant temperature and linear nonequilibrium thermodynamics, the mass flux of species \( i \) is given by

\[ N_{i,j \neq n} = -D_i c_i \frac{\nabla \mu_i}{RT}, \]  

\[ = -D_i \nabla c_i - z_i D_i c_i \frac{F}{RT} \nabla U + D_i \frac{c_i}{c_n} \nabla c_n, \]  

where we have inserted (11) into (13), where \( D_i \) is the diffusion coefficient of species \( i \). The first two terms in (14) are the standard diffusion and migration terms from the DSM, while the last term (in boldface) represents the influence of steric effects. In the presence of \( n \) different species, the system can thus be described by \( n \) equations: \((n - 1)\) mass balance equations combined with the Poisson equation for the electrostatic potential.

### 2.1.3 Homogeneous reactions

Modifying the electrochemical potential as in (11) requires changing the expressions for homogeneous chemical reactions. If we assume a reaction such as

\[ \sum_{r} v_{r \text{ species}_r} = \sum_{p} v_{p \text{ species}_p}, \]  

this reaction is at equilibrium when the change in the Gibbs-free energy equals zero, that is,

\[ \sum_{r} v_{r \mu_r} = \sum_{p} v_{p \mu_p}. \]  

Inserting (11) into (16), the equilibrium condition can thus be expressed as
\[
\prod_{\nu_p} \left( \frac{c_{\nu_p}}{c_{\nu_p}} \right)^{\nu_p} \prod_{\nu_r} \left( \frac{c_{\nu_r}}{c_{\nu_r}} \right)^{\nu_r} = K = e^{-\Delta G^0/RT},
\]
(17)
where \( G^0 \) is the standard free energy change for the reaction. This relation explicitly describes how the ion equilibria are modified with finite volume effects.

Finally, using the assumption of identical volumes for each particle, Table 1 summarizes the differences between the DSM and the SEM.

2.2 Setup of the model

We here apply the introduced model, including steric effects, to a system describing the ECM process. Therefore, we include water, sodium chloride, hydrated iron chloride, as well as the corresponding ions. Throughout this article, we refer to iron as “Me” since our analysis is not limited to iron but applicable to a variety of hydrated metal chlorides. Since we focus on the fundamental aspects of such a model, we limit ourselves to a 1D problem with the domain size \( X = 40 \mu m \), as depicted in Figure 1.

Using the mass flux (14), the governing equations for the steric effects model in 1D without reaction terms are thus for each species \( i \) (except for the solvent \( n \))
\[
0 = -\frac{d}{dx} \left( D_i \frac{d}{dx} c_i \right) - \frac{d}{dx} \left( M_i \frac{d}{dx} U \right) \\
+ \frac{d}{dx} \left( D_{i,\Lambda} \frac{c_i}{c_n} \frac{d}{dx} c_n \right),
\]
(18)

Together with the Poisson equation for the electrostatic potential \( U \)
\[
0 = \frac{d^2}{dx^2} U + \varphi,
\]
(19)

where

Note for comparison that the governing equation of the DSM is
\[
0 = -\frac{d}{dx} \left( D_i \frac{d}{dx} c_i \right) - \frac{d}{dx} \left( M_i \frac{d}{dx} U \right),
\]
(21)

which is Equation (18) without the steric effects.

To avoid solving for a flow field, an equivalent concentration-independent diffusion is introduced with a turbulent diffusion constant that increases rapidly with increasing distance from the wall \[33\]
\[
D_i \to D_{i,\Lambda} = D_{i,0} \times \left( \frac{x}{\Lambda} \right)^4 + D_i
\]
(22)

with \( D_{i,0} = 10^{-9} \text{ m}^2 \text{ s}^{-1} \) and with the distance \( \Lambda = 2 \mu m \) from where convection starts to dominate the flow; this
turbulent diffusion constant is then used to substitute the diffusion coefficient in Equations (18 and 21). Note that $D_{A,i}$ do not explicitly depend on the particle size.

Finally, for each species $i$, the migration coefficients are given through

$$M_i = \frac{D_i \cdot z_i \cdot F}{R \cdot T} c_i,$$  \hspace{1cm} (23)

where we fix the ambient temperature to $T = 25^\circ C$.

In addition to Equations (18) and (19), we impose the bulk concentrations of the different species at the boundaries as Dirichlet boundary conditions

$$c_i(x = X) = c_{\text{bulk},i},$$  \hspace{1cm} (24)

and we impose a zero reference value for the electrostatic potential:

$$U(x = X) = 0.$$  \hspace{1cm} (25)

At the anode, metal is oxidized and subsequently hydrated by water:

$$\text{Me} \rightleftharpoons \text{Me}^{2+} + 2e^-,$$
$$\text{Me}^{2+} + 4\text{H}_2\text{O} \rightleftharpoons \text{Me}(\text{H}_2\text{O})^2_4^+.$$  \hspace{1cm} (27)

In this study, we assume that the hydration reaction (27) happens instantaneously. As a result, (26) and (27) can be combined to write a single electrode reaction:

$$\text{Me} + 4\text{H}_2\text{O} \rightleftharpoons \text{Me}(\text{H}_2\text{O})^2_4^+ + 2e^-.$$  \hspace{1cm} (28)

For simplicity, we limit ourselves to the formation of tetraquo complexes for the simulations presented in this article. Although more sophisticated chemistry might be involved, this is already sufficient to demonstrate the influence of steric effects at high current densities.

Furthermore, we assume that the current at the electrode is carried only by diffusion and not by migration. Under these assumptions, the Neumann boundary conditions at the anode are:

$$\frac{dc_{\text{Me}(\text{H}_2\text{O})^2_4^+}}{dx}(x = 0) = -\frac{j}{z_{\text{Me}(\text{H}_2\text{O})^2_4^+} D_{\text{Me}(\text{H}_2\text{O})^2_4^+} F},$$  \hspace{1cm} (29)

$$\frac{dc_{\text{H}_2\text{O}}}{dx}(x = 0) = -4 \frac{D_{\text{Me}(\text{H}_2\text{O})^2_4^+}}{D_{\text{H}_2\text{O}}} \frac{dc_{\text{Me}(\text{H}_2\text{O})^2_4^+}}{dx}(x = 0),$$  \hspace{1cm} (30)

$$\frac{dc_i}{dx}(x = 0) = 0, \forall i \neq \text{H}_2\text{O}, \text{Me}(\text{H}_2\text{O})^2_4^+,$$  \hspace{1cm} (31)

$$\frac{dU}{dx}(x = 0) = 0,$$  \hspace{1cm} (32)

where $j$ is the imposed current density controlling the motion of particles at the boundary.

**TABLE 2**

| $i$ | $D_i$ [$10^{-9} \text{m}^2 \text{s}^{-1}$] | $z_i$ | $v_i$ [$10^{-30} \text{m}^{-3}$] | $c_{\text{bulk},i}$ [mol m$^{-3}$] |
|-----|-----------------|------|-----------------|-----------------|
| $\text{H}^+$ | 9.31 | +1 | 1.73 | $10^{-4}$ |
| $\text{OH}^-$ | 5.26 | −1 | 3.38 | $10^{-4}$ |
| $\text{H}_2\text{O}$ | 2.27 | 0 | 27.00 | $55.3 \times 10^3$ |
| $\text{MeCl}_2(\text{H}_2\text{O})_4$ | 12.40 | 0 | 186.00 | 1.0 |
| $\text{Me}(\text{H}_2\text{O})^2_4^+$ | 0.12 | +2 | 11.00 | $10^{-6}$ |
| $\text{Cl}^-$ | 1.90 | −1 | 37.30 | 2941.00 |
| $\text{Na}^+$ | 1.33 | +1 | 12.50 | 2941.00 |

The values for the diffusion coefficients $D_i$ the charges $z_i$, the volumes $v_i$ and the bulk concentrations $c_{\text{bulk},i}$ are summarized in Table 2.[18,34]

All equations are solved using the finite element method on a grid with 4000 nodes. The implementation is performed in the in-house toolbox “Multi Physics Solver” MuPhyS ([www.muphys.surfgroup.be](http://www.muphys.surfgroup.be), see e.g.,[35–37]). MuPhyS is a tool to solve physical and chemical systems, which can be expressed by a system of partial differential equations. Examples are flow simulations, elasticity problems, mechanical stress calculations, thermal problems, and many more.

We here emphasize that we interpret $c_n$ as follows: According to Kilic and Bazant, $c_n$ represents the concentration of the solvent, that is, an actual physical concentration for which a balance equation (that takes the form of a dilute solution balance equation) can be written, too. However, for such an interpretation, the local volume of the ions in the solution is calculated based on the local concentrations, which can only be done using atomistic simulations. Otherwise, we need to accept the assumption that the volumes of the ions in the solution are constant, irrespective of the composition of the solution. Thus, this point of view requires additional computational effort.

Therefore, we do not regard $c_n$ as the concentration of a physical species, but instead, we regard $v_n$ as the difference between the actual volume of the solution and the volume which the solution would occupy if the radius of every ion in the solution equalled the equivalent radius in an ionic crystal. Therefore, we interpret $c_n$ as a measure for the nonideality of the solution:

- Large $c_n$ indicates that the ions behave as if being in a perfectly dilute solution.
- $c_n \approx 0$ implies that the solution is so concentrated that every ion occupies only the space it would occupy in a crystal lattice.
• Negative $c_n$ is physically impossible; it implies a region where concentrations are unrealistically high.

In addition, we consider the following homogeneous reactions

\[ \text{Me}(\text{H}_2\text{O})^{2+} + 2\text{Cl}^- \rightleftharpoons \text{MeCl}_2(\text{H}_2\text{O})_4, \quad (33) \]
\[ \text{H}^+ + \text{OH}^- \rightleftharpoons \text{H}_2\text{O}. \quad (34) \]

The rate coefficients of reactions (33) are calculated based on the imposed bulk concentrations and on Equation (17).

3 | RESULTS

3.1 | Spatial evolution of the species concentrations

We have simulated the motion and reaction of the species summarized in Table 2 with the DSM and with the SEM for current densities between $10^{-2}$ and $10^2 \text{ A cm}^{-2}$, which is also relevant for pitting corrosion at high current densities.\(^{38-41}\)

Figure 2 compares the concentration profiles of $\text{H}_2\text{O}$, $\text{Me}(\text{H}_2\text{O})_4^{2+}$, $\text{Cl}^-$, and $\text{Na}^+$ as a function of $x$ for the two

![Graphs showing concentration profiles for different current densities.](image-url)
different models for different current densities. In both models, we observe that the concentration of \( \text{Me(H}_2\text{O)}^2+ \) is increased at the boundary \( x = 0 \) and decreases away from the boundary. For low current densities, the influence of the SEM effects is negligible and the concentrations at the borders are almost identical. However, for large current densities (panels c and d, zoomed-in panels e and f) in the SEM model, the concentration of water at the boundary is reduced more significantly than in the DSM model, which we refer to as the “water-repelling” effect, resulting in an additional resistive layer. Consequently, there are also less hydrated \( \text{Me(H}_2\text{O)}^2+ \) ions.

Figure 3a,b shows the concentrations at the boundary \( x = 0 \) as a function of the current density in more detail. Panel c of the same figure shows the ratio of the concentrations between the SEM and the DSM model. Again, it shows that for small current densities, the concentration distributions are almost identical. However, at large current densities, the concentration of \( \text{Me(H}_2\text{O)}^2+ \), including steric effects, shows a clear limitation of the concentration close to the surface; in addition there is the reduction of water, which is the “water-repelling” effect mentioned above.

In both models, the sodium concentration is decreasing with increasing current density due to electroneutrality, where the metal ions are replacing the sodium ions. Also, the anion concentration increases to compensate for the metal ions and the water concentration decreases as water participates in the reactions. However, the SEM shows that the reduction of water concentration due to steric effects is more important than due to chemical reactions.

To extrapolate our results to even higher current densities, we have fitted different functions to the concentrations \( c \) as a function of the current densities using GnuPlot’s nonlinear least-squares Marquardt-Levenberg algorithm. Table 3 gives an overview of the species and which function fits the boundary concentration best for both models. It illustrates that for both models, the concentrations of water and sodium ions behave approximately as an exponential function, whereas the concentration of chloride ions grows linearly and of \( \text{Me(H}_2\text{O)}^2+ \) grows as a power function.

![Figure 3](https://example.com/figure3.png)

**Figure 3** (a,b) The concentrations of the same species as in Figure 2 at the domain boundary \( x = 0 \) as a function of the current density \( j \). The dotted red line shows the fit, summarized in Table 3, for water. (c) The ratio of the boundary concentrations for the steric effect model and the dilute solution model [Color figure can be viewed at wileyonlinelibrary.com]
3.2 Evolution of the electrostatic potential

Figure 4 shows the potential $U$ in the electrolyte for the same cases as in Figure 2. Beyond $\approx 3 \, \mu\text{m}$, the potential in all cases follows Ohm’s law with a conductivity that corresponds to the bulk solution. The potential is comparable for the DSM and the SEM model because migration effects still dominate at the interface and thus the charged species are not influenced as much as the neutral particles. However, the influence of the applied current density is significant; the potential decreases everywhere with decreasing current density.

Figure 5 shows the boundary potential as a function of the current density. As we have already observed in Figure 4, the potential at the boundary decreases significantly with decreasing current density. In addition, the right $y$-axis of Figure 5 shows the ratio of the boundary potentials of the DSM and the steric effects model. Although the ratio decreases slightly with increasing current, it shows that for the cases considered here, there is no significant influence of taking into account the different sizes of the modeled species on the electrostatic potential.

### Table 3

| Model | Species | Fit function $c$ [mol m$^{-3}$] | $A$ | $b$ |
|-------|---------|---------------------------------|-----|-----|
| DSM   | $\text{H}_2\text{O}$ | $a \times e^{[\text{Acm}^{-2}] \times b}$ | 51,900 $\pm$ 350 | $(-6 \pm 0.2) \times 10^{-3}$ |
| DSM   | $\text{Me(H}_2\text{O)}_2^{2+}$ | $a \times j[\text{Acm}^{-2}]b$ | 43 $\pm$ 2 | 10 $\pm$ 0.1 |
| DSM   | $\text{Cl}^-$ | $a \times j[\text{Acm}^{-2}] + b$ | 46 $\pm$ 0 | 29,300 $\pm$ 350 |
| DSM   | $\text{Na}^+$ | $a \times e^{[\text{Acm}^{-2}] \times b}$ | 48,730 $\pm$ 1290 | $(-2 \pm 0.1) \times 10^{-2}$ |
| SEM   | $\text{H}_2\text{O}$ | $a \times e^{[\text{Acm}^{-2}] \times b}$ | 48,730 $\pm$ 1290 | $(-2 \pm 0.1) \times 10^{-2}$ |
| SEM   | $\text{Me(H}_2\text{O)}_2^{2+}$ | $a \times j[\text{Acm}^{-2}]b$ | 203 $\pm$ 33 | 4 $\pm$ 0.3 |
| SEM   | $\text{Cl}^-$ | $a \times j[\text{Acm}^{-2}] + b$ | 3 $\pm$ 0 | 31,800 $\pm$ 800 |
| SEM   | $\text{Na}^+$ | $a \times e^{[\text{Acm}^{-2}] \times b}$ | 2880 $\pm$ 30 | $(-9 \pm 0.4) \times 10^{-2}$ |

4 CONCLUSIONS AND OUTLOOK

In this study, we performed ECM simulations for different current densities with and without steric effects and analyzed such effects on the evolution of various species concentrations and on the electrostatic potential.

We have seen that for small current densities, there is no difference between the DSM and the SEM. However, the larger the current density becomes, the more significant the effect of the sizes of the different species becomes. For large current densities, water is repelled from the boundary and there are fewer $\text{Me(H}_2\text{O)}_2^{2+}$ ions at the boundary. We have seen that the boundary concentrations of the different species can be fitted with different functions: water and sodium ions with an exponential function, chloride ions with a linear function and $\text{Me(H}_2\text{O)}_2^{2+}$ with a power law, which gives us the means to extrapolate our results even for high current densities.

On the contrary, we have seen that the potential over the whole simulation domain is almost insensitive to the applied model and increases significantly with increasing current.

**Figure 4** The potential as a function of position for the same models and current densities as in Figure 2. [Color figure can be viewed at wileyonlinelibrary.com]

**Figure 5** The potential at the boundary $x = 0$ as a function of the current density. The right $y$-axis shows the ratio of the two different models. [Color figure can be viewed at wileyonlinelibrary.com]
Hence, steric effects can contribute significantly to electrochemical polishing as well as the ECM process with high current densities. For pitting or crevice corrosion, the preferred model depends really on the current densities. For standard processes with low current densities, the dilute system model is sufficient, whereas steric effects become important for gap lengths below 50 μm and high current densities as regarded in this article. Thus, conclusively, both models, DSM and SEM, have their relevance for different regimes: While DSM works well for processes with small current densities, it reaches its limits for high current densities and should be expanded through the SEM. The main limit of the presented model is the assumption of a constant ionic radius; the presented model is thus only applicable to solutions where the involved solutes approximately meet this requirement. But within the range of applicability, we would like to emphasize that simulations like the ones presented here are—in their limits—a dedicated tool to scan a parameter range (which might even be inaccessible by experiments) such as to calculate the dependence of the concentrations on the applied current (cf. Table 3).

The fact that no “water-repelling” function is needed to form the gel layer is an attractive aspect of steric effects. For those reasons, we suggest it to be worth to continue this line of research and use SEMs applying to the ECM process. In addition, future models dealing with steric effects should also be extended to include more realistic electrochemical systems.

Finally, we would like to emphasize that for realistic domain sizes and particle numbers; it might be more realistic to perform a series of 1D simulations to study steric effects on the anodic dissolution at high current densities and to derive from these results a macroscopic “water-repelling” function that is used in simpler models.

Although in theory, given the correct chemical reactions, molecular dynamics (MD) or Monte Carlo (MC) simulations tracing all individual particles, see for example,[42,43] might be used to study steric effects, this is currently not feasible because of the large number of involved particles. However, with the current development of computer power or of quantum computers,[44–47] the simulation of steric effects with MD or MC models might become feasible in the future.
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