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Abstract

The influence of time-dependent perturbations on an autonomous Hamiltonian system with an equilibrium of center type is considered. It is assumed that the perturbations decay at infinity in time and vanish at the equilibrium. In this case the stability and the long-term behaviour of trajectories depend on nonlinear and non-autonomous terms of equations. The paper investigates bifurcations associated with a change of Lyapunov stability of the equilibrium and the emergence of new attracting or repelling states in the perturbed non-autonomous system. The dependence of bifurcations on the structure of perturbations is discussed.
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1. Introduction

The influence of perturbations on the stability of solutions is a classical problem in the qualitative theory of differential equations. For autonomous systems, the solution of such a problem is effectively covered by the theory of stability and bifurcations [1–3]. This paper is devoted to time-dependent perturbations decaying at infinity in time. In this case the perturbed system is asymptotically autonomous. Note that asymptotically autonomous systems were first considered in [4], where the relation between the solutions of the complete system and the solutions of the corresponding limiting autonomous system was discussed. Stability and almost periodicity of solutions for a special class of such systems on the plane were investigated in [5]. A more wide class of systems was considered in [6], where the almost periodic solutions were
approximated by solutions of the corresponding limiting systems. It was shown in [7] that under some conditions, the solutions of a complete system have the same asymptotic behavior as the solutions of the limiting system. However, this is not true in general. See [8] for examples of non-autonomous systems whose solutions behave completely differently than the solutions of the corresponding limiting systems.

Bifurcations in non-autonomous systems have been discussed in several papers. In particular, the change of pullback stability and the appearance of new stable states under variation of a parameter in scalar differential equations with time-dependent coefficients were studied in [9]. Similar equations were considered in [10], where the bifurcation was understood as a change in the structure of the pullback attractor. Bifurcations as a change in the structure of the domain of attraction were discussed for asymptotically autonomous equations in [11], where some conditions ensuring the transfer of bifurcations in limiting equations to complete equations were described. The elements of general theory for non-autonomous systems are contained in [12], where particular bounded solutions were considered as bifurcating objects and the bifurcation was understood as a branching of solutions.

The present paper considers a class of asymptotically Hamiltonian systems with the equilibrium and investigates the effects of decaying time-dependent perturbations on the stability of solutions. Such systems appear in a wide range of problems in mathematical physics, for example, in the study of the Painlevé equations and their perturbations [13], autoresonance models [14, 15] and synchronisation phenomena [16, 17]. However, to the best of our knowledge, the bifurcations associated with decaying terms in asymptotically Hamiltonian systems have not been thoroughly discussed.

The paper is organised as follows. In section 2, the mathematical formulation of the problem is given and the class of non-autonomous perturbations is described. The proposed method of stability and bifurcation analysis is based on a change of variables associated with a Lyapunov function for a complete asymptotically autonomous system. The construction of this transformation is described in section 3. Section 4 is devoted to bifurcations associated with a change of the stability of the equilibrium. Bifurcations associated with the emergence of close to periodic solutions are discussed in section 5. The results of sections 4 and 5 are applied in section 6 for a description of bifurcations in the complete system under various restrictions on the perturbations. The paper concludes with a brief discussion of the results obtained.

2. Problem statement

Consider the system of two differential equations:

\[
\begin{align*}
\frac{dx}{dt} &= \partial_y H(x, y, t), \\
\frac{dy}{dt} &= -\partial_x H(x, y, t) + F(x, y, t), \quad t > 0.
\end{align*}
\]  

(1)

It is assumed that the functions \(H(x, y, t)\) and \(F(x, y, t)\) are infinitely differentiable and for every compact \(D \subseteq \mathbb{R}^2\) \(H(x, y, t) \to H_0(x, y)\) and \(F(x, y, t) \to 0\) as \(t \to \infty\) for all \((x, y) \in D\). The limiting autonomous system with the Hamiltonian \(H_0(x, y)\) is assumed to have the isolated fixed point \((0, 0)\) of center type. Without loss of generality, it is assumed that

\[
H_0(x, y) = \frac{x^2 + y^2}{2} + O(r^3), \quad r = \sqrt{x^2 + y^2} \to 0.
\]  

(2)

It is also assumed that the level lines \(\{(x, y) \in \mathbb{R}^2 : H_0(x, y) = E\}\) define a family of closed curves on the phase space \((x, y)\) parameterised by the parameter \(E\) for all \(E \in (0, E_0]\), \(E_0 = \text{const}\).
Non-autonomous perturbations of the limiting system are described by the functions with power-law asymptotics:

\[ H(x, y, t) - H_0(x, y) = \sum_{k=1}^{\infty} t^{-k \frac{q}{q+1}} H_k(x, y), \]

\[ F(x, y, t) = \sum_{k=1}^{\infty} t^{-k \frac{q}{q+1}} F_k(x, y), \quad t \to \infty, \quad q \in \mathbb{Z}^+. \quad (3) \]

It is assumed that the perturbations preserve the fixed point (0, 0):

\[ \partial_x H(0, 0, t) \equiv 0, \quad \partial_y H(0, 0, t) \equiv 0, \quad F(0, 0, t) \equiv 0. \]

The structure of the perturbations can be more complicated, for example, asymptotic series (3) can differ from power series, or the coefficients of asymptotics can explicitly depend on \( t \). Such perturbations, however, are not considered in the present paper.

Our goal is to describe possible asymptotic regimes in the perturbed system and to reveal the role of decaying perturbations in the corresponding bifurcations. Here, the bifurcations are associated with a change of Lyapunov stability of the equilibrium and the emergence of new attracting or repelling states.

Let us note that the decaying perturbations do affect the stability of the system. A simple example is given by the following equation:

\[ \frac{d^2 x}{dt^2} + x = \gamma t \frac{dx}{dt}, \quad \gamma, \kappa \in \mathbb{R}, \quad \gamma \neq 0, \quad \kappa > 0. \]

This equation in the variables \( x, y = \dot{x} \) has the form (1) with \( H(x, y, t) \equiv H_0(x, y) \equiv \frac{x^2 + y^2}{2} \) and \( F(x, y, t) \equiv \gamma t^{-\kappa} y \). It can easily be checked that the unperturbed autonomous equation (\( \gamma = 0 \)) has the following general solution: \( x(t; a, \varphi) = a \cos(\varphi + t) \). The long-term asymptotics for a two-parameter family of solutions to the perturbed equation (\( \gamma \neq 0 \)) is constructed with using WKB approximations [18]:

\[ x(t; a, \varphi) = a \left[ \cos(\varphi + t) + \mathcal{O}(t^{1-\kappa}) \right], \quad \kappa > 1; \]

\[ x(t; a, \varphi) = a t^{\kappa/2} \left[ \cos(\varphi + t) + \mathcal{O}(t^{-1}) \right], \quad \kappa = 1; \]

\[ x(t; a, \varphi) = a \exp \left( \frac{\gamma t^{1-\kappa}}{1-\kappa} \right) \left\{ \cos(\varphi + t + \mathcal{O}(t^{1-2\kappa}) + \mathcal{O}(\log t)) + \mathcal{O}(t^{-\kappa}) \right\}, \quad \kappa < 1, \]

where \( a, \varphi \in \mathbb{R} \) are arbitrary parameters. It follows that the stability of the trivial solution \( x(t) \equiv 0 \) or the fixed point (0, 0) depends on the parameters \( \gamma \) and \( \kappa \). In particular, if \( \kappa > 1 \), the fixed point is marginally stable. In this case, the solutions of the non-autonomous equation have the same behaviour as the solutions of the limiting equation. The fixed point becomes attracting if \( \gamma < 0 \) (polynomially stable when \( \kappa = 1 \) and exponentially stable when \( 0 < \kappa < 1 \)), and loses stability if \( \gamma > 0 \). In the general case, the long-term asymptotics for solutions are obtained not so easily, and the stability of the equilibrium depends on nonlinear terms of equations. The examples of nonlinear equations are contained in section 6.

3. Change of variables

The proposed method of study of asymptotic regimes in system (1) is based on the construction of appropriate Lyapunov functions. Recently, it was noted in [19–21] that such functions are...
effective in the asymptotic analysis of solutions to nonlinear non-autonomous systems. See also [22] for application of the second Lyapunov method to asymptotic analysis of equations with a small parameter. Here, a Lyapunov function is used as a new dependent variable. In this section, the construction of such function and the change of variables are presented in a form suitable for further bifurcation analysis of system (1).

First, consider the limiting system

\[
\frac{dx}{dt} = \partial_x H_0(x, y), \quad \frac{dy}{dt} = -\partial_y H_0(x, y).
\]

To each level line \((x, y) \in \mathbb{R}^2 : H_0(x, y) = E\), \(E \in (0, E_0]\) there correspond a periodic solution \(x_0(t, E), y_0(t, E)\) of system (4) with a period \(T(E) = 2\pi/\omega(E)\), where \(\omega(E) \neq 0\) for all \(E \in [0, E_0)\) and \(\omega(E) = 1 + \mathcal{O}(E)\) as \(E \to 0\). The value \(E = 0\) corresponds to the fixed point \((0, 0)\).

Define auxiliary \(2\pi\)-periodic functions \(X(\varphi, E) = x_0(\varphi/\omega(E), E)\) and \(Y(\varphi, E) = y_0(\varphi/\omega(E), E)\), satisfying the system:

\[
\omega(E) \frac{\partial X}{\partial \varphi} = \partial_X H_0(X, Y), \quad \omega(E) \frac{\partial Y}{\partial \varphi} = -\partial_Y H_0(X, Y).
\]

These functions are used for rewriting system (1) in the action-angle variables \((E, \varphi)\):

\[
x(t) = X(\varphi(t), E(t)), \quad y(t) = Y(\varphi(t), E(t)).
\]

From the identity \(H_0(X(\varphi, E), Y(\varphi, E)) \equiv E\) it follows that

\[
\left| \frac{\partial X}{\partial \varphi} \frac{\partial X}{\partial \varphi} \right| = \frac{1}{\omega(E)} \neq 0.
\]

The last inequality guarantees the reversibility of transformation (5) for all \(E \in (0, E_0]\) and \(\varphi \in \mathbb{R}\). It can easily be checked that in new variables \((E, \varphi)\) system (1) takes the form:

\[
\frac{dE}{dt} = f(E, \varphi, t), \quad \frac{d\varphi}{dt} = \omega(E) + g(E, \varphi, t),
\]

where

\[
f(E, \varphi, t) \equiv -\omega(E) \left( \partial_x H(X(\varphi, E), Y(\varphi, E), t) - F(X(\varphi, E), Y(\varphi, E), t) \right) \partial_x X(\varphi, E),
\]

\[
g(E, \varphi, t) \equiv \omega(E) \left( \partial_x H(X(\varphi, E), Y(\varphi, E), t) - 1 - F(X(\varphi, E), Y(\varphi, E), t) \right) \partial_x X(\varphi, E)
\]

are \(2\pi\)-periodic functions with respect to \(\varphi\). Since \((0, 0)\) is the equilibrium of system (1), we have \(f(0, \varphi, t) \equiv 0\). From (3) it follows that

\[
f(E, \varphi, t) = \sum_{k=1}^{\infty} t^{\frac{k}{2}} f_k(E, \varphi), \quad g(E, \varphi, t) = \sum_{k=1}^{\infty} t^{\frac{k}{2}} g_k(E, \varphi), \quad t \to \infty,
\]

where

\[
f_k(E, \varphi) \equiv -\omega(E) \left( \partial_x H_k(X(\varphi, E), Y(\varphi, E), t) - F_k(X(\varphi, E), Y(\varphi, E), t) \right) \partial_x X(\varphi, E),
\]

\[
g_k(E, \varphi) \equiv \omega(E) \left( \partial_x H_k(X(\varphi, E), Y(\varphi, E), t) - 1 - F_k(X(\varphi, E), Y(\varphi, E), t) \right) \partial_x X(\varphi, E).
\]
To simplify the first equation in (6), we consider the transformation of the variable $E$ in the form:

$$V_N(E, \varphi, t) = E + \sum_{k=1}^{N} t^{-\frac{k}{2}} v_k(E, \varphi),$$

(8)

where the coefficients $v_k(E, \varphi)$ are chosen in such a way that the right-hand side of the equation for the new variable $v(t) \equiv V_N(E(t), \varphi(t), t)$ does not depend on $\varphi$ at least in the first terms of the asymptotics:

$$\frac{dv}{dt} = \sum_{k=1}^{N} t^{-\frac{k}{2}} \Lambda_k(v) + R_{N+1}(v, \varphi, t), \quad R_{N+1}(v, \varphi, t) = \mathcal{O} \left( t^{-\frac{N+1}{2}} \right), \quad t \to \infty.$$  

(9)

Under the transformation $(E, \varphi) \mapsto (v, \varphi)$ the form of the second equation in (6) changes slightly:

$$\frac{d\varphi}{dt} = \omega(v) + G_N(v, \varphi, t), \quad G_N(v, \varphi, t) = \sum_{k=1}^{\infty} t^{-\frac{k}{2}} g_{N,k}(v, \varphi), \quad t \to \infty.$$  

(10)

Here, each function $g_{N,k}(v, \varphi)$ is $2\pi$-periodic with respect to $\varphi$ and is expressed through $v_1, \ldots, v_k$ and $g_1, \ldots, g_k$. For example,

$$g_{N,1}(v, \varphi) = g_1(v, \varphi) - \omega(v)v_1(v, \varphi),$$

$$g_{N,2}(v, \varphi) = g_2(v, \varphi) - \omega'(v)(v_2(v, \varphi) - \partial_v v_1(v, \varphi)v_1(v, \varphi)$$

$$- \partial_v g_1(v, \varphi)v_1(v, \varphi) + \omega''(v)v_1^2(v, \varphi).$$

Note that such a transformation is usually applied in the averaging of systems with a small parameter and is associated with a fast variable elimination [23]. Here, $\varphi$ can serve as an analogue of a fast variable. However, the presence of a small parameter is not assumed in the system, and the terms ‘fast’ and ‘slow’ variables are not appropriate.

Let us move on to the calculation of the coefficients $v_k(E, \varphi)$. The total derivative of the function $V_N(E, \varphi, t)$ with respect to $t$ along the trajectories of system (6) has the following form

$$\left. \frac{dV_N}{dr} \right|_{(6)} = \partial_t V_N(E, \varphi, t) + f(E, \varphi, t) \partial_E V_N(E, \varphi, t) + (\omega(E) + g(E, \varphi, t)) \partial_\varphi V_N(E, \varphi, t)$$

$$= \sum_{k=1}^{\infty} t^{-\frac{k}{2}} \left( \omega(E) \partial_\varphi v_k(E, \varphi) + f_k(E, \varphi) - \frac{k-q}{q} v_{k-q}(E, \varphi) \right)$$

$$+ \sum_{j=2}^{N} t^{-\frac{j}{2}} \sum_{j \geq k} (f_j(E, \varphi) \partial_E v_k(E, \varphi) + g_j(E, \varphi) \partial_\varphi v_j(E, \varphi)),\quad (11)$$

where it is assumed that $v_j(E, \varphi) \equiv 0$ for $j \leq 0$ and $j > N$. Substituting (8) into the right-hand side of (9) and the comparison of the result with (11) lead to the following chain of differential equations:

$$\omega(E) \partial_\varphi v_k = \Lambda_k(E) - f_k(E, \varphi) + Z_k(E, \varphi), \quad k = 1, 2, \ldots, N,$$

(12)

where each function $Z_k(E, \varphi)$ is expressed through $v_1, \ldots, v_{k-1}$. In particular,

$$Z_1 \equiv 0,$$

$$Z_2 \equiv v_1 \partial_E \Lambda_1 - \left( f_1 \partial_E v_1 + g_1 \partial_\varphi v_1 \right).$$
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\[ Z_3 \equiv v_2 \partial_E \Lambda_1 + v_1 \partial_E \Lambda_2 + \frac{1}{2} v_1^2 \partial_E^2 \Lambda_1 - \sum_{i+j+k} \left( f_j \partial_E v_i + g_j \partial_E v_i \right), \]

\[ Z_4 \equiv \sum_{j+\alpha_1+2\alpha_2+\cdots+\alpha_k = k} C_{\alpha_1, \alpha_2, \ldots, \alpha_k} v_1^{\alpha_1} v_2^{\alpha_2} \cdots v_i^{\alpha_i} \partial_E^m \Lambda_j - \sum_{i+j+k} \left( f_j \partial_E v_i + g_j \partial_E v_i \right) + \frac{k-q}{q} v_{k-q}, \]

where \( C_{\alpha_1, \alpha_2, \ldots, \alpha_k} = \text{const}. \) Define

\[ \Lambda_k(E) = \langle f_k(E, \varphi) \rangle - \langle Z_k(E, \varphi) \rangle, \quad (13) \]

where

\[ \langle f_k(E, \varphi) \rangle \overset{\text{def}}{=} \frac{1}{2\pi} \int_0^{2\pi} f_k(E, \varphi) d\varphi. \]

Hence, for every \( k \geq 1 \) the right-hand side of (12) is \( 2\pi \)-periodic function with respect to \( \varphi \) with zero average. By integrating (12) with respect to \( \varphi \), we obtain

\[ v_k(E, \varphi) = H_k(X(\varphi, E), Y(\varphi, E)) + \frac{1}{\omega(E)} \int_0^\varphi \Lambda_k(E) \]

\[ \quad - \omega(E) F_k(X(\varphi, E), Y(\varphi, E)) \partial_\varphi X(\varphi, E) + Z_k(E, \varphi) \]

for \( k = 1, \ldots, N \). It can easily be checked that each \( v_k(E, \varphi) \) is a smooth \( 2\pi \)-periodic function with respect to \( \varphi \) such that \( v_k(0, \varphi) = 0 \). From (13) it follows that \( \Lambda_k(v) = \mathcal{O}(v) \) as \( v \to 0 \). The function \( R_{N+1}(E, \varphi, t) \) has the following form:

\[ R_{N+1}(E, \varphi, t) \equiv \sum_{k=N+1}^{\infty} \frac{1}{t^k} \left( f_k - \frac{k-q}{q} v_{k-q} + \sum_{j=1}^{k-1} \left( f_{k-j} \partial_E v_j + g_{k-j} \partial_E v_j \right) \right). \]

It is clear that \( R_{N+1}(E, \varphi, t) \) is \( 2\pi \)-periodic functions with respect to \( \varphi \) such that \( R_{N+1}(0, \varphi, t) \equiv 0 \) and \( |R_{N+1}(0, \varphi, t)| = \mathcal{O}(t^{-(N+1)/q}) \) as \( t \to \infty \) for all \( v \in [0, d_0] \), \( \varphi \in \mathbb{R} \) with \( d_0 = (1-\sigma)E_0 \).

From (8) it follows that for all \( \sigma \in (0, 1) \) there exists \( t_0 > 0 \) such that

\[ (1-\sigma)E \leq V_0(E, \varphi, t) \leq (1+\sigma)E, \quad (1-\sigma) \leq \partial_E V_0(E, \varphi, t) \leq (1+\sigma) \]

(14)

for all \( E \in [0, E_0] \), \( \varphi \in \mathbb{R} \) and \( t \geq t_0 \). Hence, the transformation \( (E, \varphi) \mapsto (v, \varphi) \) is reversible.

Thus, we have

**Proposition 1.** There exists a reversible change of variables \( (x, y, t) \mapsto (v, \varphi, t) \): \( x = x(v, \varphi, t), y = y(v, \varphi, t), t = t \), where the dependence on \( (v, \varphi) \) is equicontinuous with respect to \( t \), such that system (1) is reduced to the form (9) and (10).

**4. Bifurcations of the equilibrium**

In this section, possible bifurcations of the fixed point \((0, 0)\) of (1) as well as the trivial solution of equation (9) are discussed. From the properties of the function \( R_{N+1}(v, \varphi, t) \) it follows that the leading terms of asymptotics for solutions of (9) does not depend on \( \varphi \). The long-term behaviour of solutions \( v(t) \) is determined by the functions \( \{\Lambda_k(v)\}_{k=1}^{N} \). Besides, from (10) it follows that \( \varphi(t) \to \infty \) as \( t \to \infty \), while \( v(t) \in [0, d_0] \). Let \( n \geq 1 \) be the least natural number such that \( \Lambda_n(v) \neq 0 \). Then equation (9) takes the form:
\[
\frac{dv}{dt} = \sum_{k=0}^{N} t^{-\frac{k}{2}} \Lambda_k(v) + R_{N+1}(v, \varphi, t), \quad t \geq t_0.
\]

From (2) and (5), it follows that \( E = r^2/2 + \mathcal{O}(r^3) \) as \( r \to 0 \). Combining this with (14), we see that \( V_m(E, \varphi, t) \) is positive definite function in the vicinity of the fixed point \((0,0)\). Thus, \( V_m(E, \varphi, t) \) in the variables \((x,y)\) can be used as a Lyapunov function candidate for system (1). If the total derivative of \( V_m(E, \varphi, t) \) with respect to \( t \) along the trajectories of system (6) is sign definite for \( E \) close to zero and \( \varphi \in \mathbb{R} \), then this function can be effectively used for the stability analysis of the equilibrium \((0,0)\). It can easily be seen that the right-hand side of (9) coincides with the total derivative of \( V_m(E, \varphi, t) \).

**Theorem 1.** Let \( n \geq 1 \) be an integer such that \( \Lambda_k(v) \equiv 0 \) for \( k < n \) and
\[
\Lambda_n(v) = \lambda_n v + \mathcal{O}(v^2), \quad v \to 0, \quad \lambda_n = \text{const} \neq 0.
\]

Then the equilibrium \((0,0)\) of system (1) is unstable if \( \lambda_n > 0 \) and is uniformly stable if \( \lambda_n < 0 \). Moreover, if \( \lambda_n < 0 \) and \( n < q \ (n = q) \), the equilibrium is uniformly exponentially (polynomially) stable.

**Proof.** Consider \( V_m(E, \varphi, t) \) with \( N = n \) as a Lyapunov function candidate for system (1). From (15) it follows that the function \( v(t) = V_m(E(t), \varphi(t), t) \) satisfies the equations:
\[
\frac{dv}{dt} = t^{-\frac{q}{2}} v \left( \lambda_n + \mathcal{O}(v) + \mathcal{O} \left( t^{-\frac{1}{2}} \right) \right)
\]
as \( t \to \infty \) and \( v \to 0 \) for all \( \varphi \in \mathbb{R} \). Hence, for all \( \sigma \in (0,1) \) there exist \( 0 < d_1 \leq d_0 \) and \( t_1 \geq t_0 \) such that
\[
\begin{align*}
\frac{dv}{dt} &\geq t^{-\frac{q}{2}} (1 - \sigma) |\lambda_n| v \quad \text{if } \lambda_n > 0, \\
\frac{dv}{dt} &\leq -t^{-\frac{q}{2}} (1 - \sigma) |\lambda_n| v \quad \text{if } \lambda_n < 0,
\end{align*}
\]
for all \( v \in [0,d_1], \varphi \in \mathbb{R} \) and \( t \geq t_1 \). Integrating the first estimate in (16) with respect to \( t \) yields the instability of the trivial solution \( v(t) \equiv 0 \) of equation (9) for all \( \varphi \in \mathbb{R} \). Indeed, there exists \( \epsilon \in (0,d_1/4) \) such that for all \( \delta \in (0,\epsilon) \) the solution \( v(t) \) with initial data \( v(t_1) = \delta \) exceeds the value \( \epsilon \) as \( t > t_* \), where
\[
t_* = t_1 \left( \frac{2\epsilon}{\delta} \right) \left( \frac{1}{1 - \sigma |\lambda_n|} \right)^{-\frac{1}{q - n}} \quad \text{if } \frac{n}{q} = 1;
\]
\[
t_*^{-\frac{q}{2}} = t_1^{-\frac{q}{2}} + \left( \frac{q - n}{1 - \sigma |\lambda_n| q} \right) \log \left( \frac{2\epsilon}{\delta} \right) \quad \text{if } \frac{n}{q} \neq 1.
\]

Similarly, from the second estimate in (16) it follows that for all \( \epsilon \in (0,d_1) \) there exists \( \delta \in (0,\epsilon) \) such that the solution \( v(t) \) of equation (9) with initial data \( 0 < v(t_1) < \delta \) cannot exceed the value \( \epsilon \) as \( t \geq t_1 \). Hence, the solution \( v(t) \equiv 0 \) of equation (9) is uniformly stable for all \( \varphi \in \mathbb{R} \) (see, for example, [24, section 4.5]). Moreover, by integrating this estimate with respect to \( t \), we obtain the following inequalities:
\begin{align*}
0 &\leq v(t) \leq v(t_1) \left( \frac{t}{t_1} \right)^{-(1 - \sigma |\lambda_n|)} \quad \text{if } \frac{n}{q} = 1, \\
0 &\leq v(t) \leq v(t_1) \exp \left( \frac{(1 - \sigma |\lambda_n|)}{q - n} \left( t^{-\frac{q}{2}} - t_1^{-\frac{q}{2}} \right) \right) \quad \text{if } \frac{n}{q} \neq 1,
\end{align*}
(17)
as \( t \geq t_1 \). It follows that the solution \( E(t) \equiv 0 \) of system (6) is uniformly asymptotically stable for all \( \varphi \in \mathbb{R} \). In particular, the stability is exponential if \( n < q \), polynomial if \( n = q \) and marginal if \( n > q \). Taking into account (5) and (14), we obtain the corresponding propositions on the stability of the equilibrium \((0,0)\) of system (1).

Note that when the equilibrium loses the stability, the solutions of equation (9) starting from the vicinity of zero either remain inside the domain \((0, d_0)\), or cross the boundary \( d_0 \) at \( t_{\text{exit}} > t_0 \). In the first case, the trajectories of the perturbed system can be attracted by periodic solutions of the limiting system. The conditions which guarantee the existence of such attracting or repelling states are discussed in the next section. In the second case, the trajectories of (1) may pass through a separatrix of the limiting system as \( t > t_{\text{exit}} \) and can be captured by another attractor. However, such global bifurcations of solutions are not discussed in this paper.

Thus, for non-autonomous perturbations satisfying the conditions of theorem 1, \( \lambda_n \) can be considered as a bifurcation parameter such that \( \lambda_n = 0 \) is a critical value.

Let us consider the case when the leading term of the right-hand side of equation (9) is nonlinear with respect to \( v \).

**Theorem 2.** Let \( 1 \leq m < n \) be integers such that \( \lambda_k(v) \equiv 0 \) for \( k < m \) and

\[
\Lambda_m(v) = \gamma_{m,n}v + O(v^{q+4}), \quad \Lambda_j(v) = O(v^q), \quad m \leq j < n, \quad \Lambda_n(v) = \lambda_n v + O(v^2), \quad v \to 0,
\]

where \( \gamma_{m,n}, \lambda_n = \text{const} \neq 0, s \in \mathbb{Z}, s \geq 2 \). Then the equilibrium \((0,0)\) of system (1) is

- uniformly stable if \( \lambda_n < 0 \) and \( \gamma_{m,n} < 0 \);
- unstable if \( \lambda_n > 0 \) and \( \gamma_{m,n} > 0 \).

**Proof.** As above, consider \( V_n(E, \varphi, t) \) as a Lyapunov function candidate. In this case, its total derivative has the form:

\[
\frac{dV_n}{dt}(E) \equiv \frac{dV_n}{dt}(v) = v^m [\Lambda_m(v) + g_m(v, \varphi, t)] + v^{n-3} [\Lambda_n(v) + g_n(v, \varphi, t)],
\]

where \( v(t) = V_n(E(t), \varphi(t), t), \quad |g_m(v, \varphi, t)| \leq Mt^{-1/4}v^q, \quad |g_n(v, \varphi, t)| \leq Mt^{-1/4}v \) as \( v \to 0 \), \( t \to \infty \) for all \( \varphi \in \mathbb{R} \) with \( M = \text{const} > 0 \). Therefore, for all \( \sigma \in (0, 1) \) there exist \( 0 < d_1 \leq d_0 \) and \( t_1 \geq t_0 \) such that

\[
\frac{dv}{dt} \leq -(1 - \sigma)f v^m |v| + (1 - \sigma)f \lambda_n v \leq 0 \quad \text{if} \quad \lambda_n < 0, \quad \gamma_{m,n} < 0,
\]

\[
\frac{dv}{dt} \geq (1 - \sigma)f v^m |v| + (1 - \sigma)f \lambda_n v \geq 0 \quad \text{if} \quad \lambda_n > 0, \quad \gamma_{m,n} > 0,
\]

for all \( v \in [0, d_1], \varphi \in \mathbb{R} \) and \( t \geq t_1 \). From the last estimates, as in the previous theorem, it follows that the solution \( E(t) \equiv 0 \) to system (6) is uniformly stable if \( \lambda_n < 0 \), \( \gamma_{m,n} < 0 \) and unstable if \( \lambda_n > 0, \gamma_{m,n} > 0 \). Combining (5) and (14), we obtain the corresponding propositions on the stability of the equilibrium \((0,0)\) of system (1).

Note that in some cases the last proposition can be improved. In particular, we have

**Theorem 3.** Under the conditions of theorem 2, we have

- in case \( m < q < n \), the equilibrium \((0,0)\) of system (1) is
  - uniformly exponentially stable if \( \lambda_n < 0 \);
  - polynomially stable if \( \lambda_n > 0 \) and \( \gamma_{m,n} < 0 \).
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• in case $m < n = q$, the equilibrium $(0,0)$ of system (1) is
  * uniformly polynomially stable if $\lambda_0 + \frac{d_E}{q(s-1)} < 0$;
  * polynomially stable if $\lambda_0 + \frac{d_E}{q(s-1)} > 0$ and $\gamma_{m,s} < 0$.
• in case $m < q < n$, the equilibrium $(0,0)$ of system (1) is polynomially stable if $\gamma_{m,s} < 0$;
• in case $q \leq m < n$, the equilibrium $(0,0)$ of system (1) is stable if $\gamma_{m,s} < 0$.

**Proof.** It can easily be checked that the derivative of the function $v(t) = V_n(E(t), \varphi(t), t)$ satisfies the asymptotic estimate:

$$
\frac{dV_n}{dt} = t^{-\frac{q}{s+q}} \left( \gamma_{m,s} + O(v) + O \left( t^{-\frac{1}{s+q}} \right) \right) + t^{-\frac{q}{s+q}} \left( \lambda_0 + O(v) + O \left( t^{-\frac{1}{s+q}} \right) \right)
$$

as $t \to \infty$, $v \to 0$ for all $\varphi \in \mathbb{R}$. The right-hand side of the last expression is not sign definite uniformly for all small $v$ and big $t$. Indeed, if $v \sim \epsilon$ and $t \sim \epsilon^{-\kappa}$, where $0 < \epsilon \ll 1$, $\kappa = \text{const}$, then the sign of $dv/dt$ is determined by $\lambda_0$ in case $\kappa < q(s-1)/(n-m)$, and by $\gamma_{m,s}$ in the opposite case. Therefore, $V_n(E, \varphi, t)$ cannot be used as a Lyapunov function for system (1).

Define

$$
U(E, \varphi, t) = t^\nu V_n(E, \varphi, t), \quad \nu = \frac{n-m}{q(s-1)} > 0.
$$

From (14) it follows that

$$
(1-\sigma)t^\nu E \leq U(E, \varphi, t) \leq (1+\sigma)t^\nu E \tag{18}
$$

for all $E \in [0, E_0]$, $\varphi \in \mathbb{R}$ and $t \geq t_0$. This function corresponds to the change of variable $u(t) = t^\nu v(t)$ such that equation (9) takes the form:

$$
\frac{du}{dt} = \nu t^{-1} u + \sum_{k=m}^{n} t^{-\frac{k}{s}} A_k \left( t^{-\nu} u \right) + \nu t^m R_{n+1} \left( t^{-\nu} u, \varphi, t \right). \tag{19}
$$

Hence the total derivative of the function $U(E, \varphi, t)$ with respect to $t$ along the trajectories of system (6) has the following asymptotics:

$$
\frac{dU}{dt} = \frac{du}{dt} = u \left( \nu t^{-1} + \nu t^{-\frac{n}{s+q}} \lambda_0 + \gamma_{m,s} u^{n-1} + O \left( t^{\frac{n+1}{s+q}} \right) \right) + \nu t^{m-s} R_{n+1} \left( t^{-\nu} u, \varphi, t \right) \tag{20}
$$

as $t \to \infty$ for all $u \in [0, U_0]$ and $\varphi \in \mathbb{R}$ with $U_0 = \text{const} > 0$.

Consider the case $m < n < q$. From (20) it follows that

$$
\frac{du}{dt} = u^{-\frac{n}{s}} \left( \lambda_0 + \gamma_{m,s} u^{n-1} + O(t^{-\nu}) + O \left( t^{-\frac{1}{s+q}} \right) \right)
$$

as $t \to \infty$. If $\lambda_0 < 0$, then for all $\sigma \in (0,1)$ there exist $0 < U_1 \leq U_0$ and $t_1 \geq t_0$ such that

$$
\frac{du}{dt} \leq -t^{-\frac{n}{s}} (1-\sigma) |\lambda_0| u \leq 0
$$

for all $u \in [0, U_1]$, $\varphi \in \mathbb{R}$ and $t \geq t_1$. Hence, for all $\epsilon \in (0, U_1)$ there exists $\delta \in (0, \epsilon)$ such that the solution $u(t)$ of equation (19) with initial data $0 < u(t_1) < \delta$ cannot exceed the value $\epsilon$ as $t \to \infty$. Moreover, by integrating the differential inequality with respect to $t$, we get an estimate of the form (17) as $t \geq t_1$. Combining this with (18), we get uniform exponential stability of the solution $E(t) \equiv 0$ of equation (6).
If $\lambda_n > 0$ and $\gamma_{m,t} < 0$, the leading term of $du/dt$ has a zero at $u = U_c$, $U_c = (\lambda_n/|\gamma_{m,t}|)^{1/(n-1)}$. Let us show that $U(E(t), \varphi(t), t) \rightarrow U_c$ as $t \rightarrow \infty$. Consider the change of variable $u(t) = U_c + z(t)$ in equation (19). Then $z(t)$ satisfies the equation:

$$\frac{dz}{dt} = t^{-\frac{q}{2}}(U_c + z) \left(\lambda_n + \gamma_{m,t} U_c + z\right)^{\nu - 1} + p(z, \varphi, t),$$

where $|p(z, \varphi, t)| \leq M t^{-n/q-\sigma}$ as $t \geq t_1$ for all $|z| \leq z_1$ and $\varphi \in \mathbb{R}$ with positive constants $M, z_1$, and $\sigma = \min\{\nu, 1/q\}$. It can easily be checked that the equation with $p(z, \varphi, t) \equiv 0$ has asymptotically stable solution $z(t) \equiv 0$. Let us show that this solution is stable with respect to the perturbation $p(z, \varphi, t)$. Consider $\ell(z) = z^2/2$ as a Lyapunov function candidate for equation (21). The total derivative of $\ell(z)$ has the form:

$$\frac{d\ell}{dt}(21) = t^{-\frac{q}{2}} \left(-\mu z + \mathcal{O}(z^2) + \mathcal{O}(t^{-\sigma})\right)$$

as $z \rightarrow 0$ and $t \rightarrow \infty$ with $\mu = |\gamma_{m,t}|(s-1)U_c^{s-1} > 0$. Therefore, for all $\sigma > 0$, there exist $0 < z_2 \leq z_1$ and $t_2 \geq t_1$ such that

$$\frac{d\ell}{dt}(21) \leq t^{-\frac{q}{2}} \left(-(1-\sigma)\mu z^2 + M \sigma z^{-\sigma}\right)$$

for all $|z| \leq z_2$, $\varphi \in \mathbb{R}$ and $t \geq t_2$. Let us fix $\epsilon \in (0, z_2)$, then

$$\frac{d\ell}{dt}(21) \leq 2t^{-\frac{q}{2}} \left(-(1-\sigma)\mu + \frac{M}{\delta} \sigma t^{-\sigma}\right) \leq 0$$

for all $\delta \leq |z| \leq \epsilon$ and $t \geq t_3$, where

$$\delta = \frac{2M\epsilon\sigma}{(1-\sigma)\mu}, \quad t_3 = \max\left\{\frac{4M}{\epsilon(1-\sigma)\mu} \right. \left. \frac{1}{\delta}, t_2\right\}.$$

Note that $0 < \delta < \epsilon$. Since $\ell(z) \leq \delta^2/2$ for all $|z| \leq \delta$, $\ell(z) = \epsilon^2/2$ for $|z| = \epsilon$, $d\ell/dt \leq 0$ for all $\delta < |z| < \epsilon$ and $t \geq t_3$, we see that the solution $z(t)$ of equation (21) with initial data $z(t_3) \leq \delta$ cannot exit from the domain $|z| \leq \epsilon$ as $t \geq t_3$. Moreover, from (22) it follows that $d\ell/dt \leq t^{-n/q}(-\mu t + M \sigma t^{-\sigma})$ as $t \geq t_3$. By integrating the last inequality, we get

$$\ell(z(t)) \leq \ell(z(t_3))e^{-\mu(s-1)t} + M\epsilon\sigma t^{-\sigma} + \int_{t_3}^{t} e^{\mu(s-1)e^{-\sigma}} \sigma t^{-\sigma} d\tau.$$

It follows that $\ell(z(t)) = \mathcal{O}(t^{-\sigma})$ as $t \rightarrow \infty$ for solutions with initial data $|z(t_3)| \leq \delta$. Hence, $U(E(t), \varphi(t), t) = U_c + \mathcal{O}(t^{-\sigma/2})$ and $E(t) = \mathcal{O}(t^{-\sigma})$ as $t \rightarrow \infty$. Therefore, the solution $E(t) \equiv 0$ of (6) is polynomially stable.

Consider the case $m < n = q$. It follows from (20) that

$$\frac{du}{dt} = u(t)^{-1} \left(\lambda_n + \nu + \gamma_{m,t} u^{-1} + \mathcal{O}(t^{-\sigma}) + \mathcal{O}\left(t^{-\frac{q}{2}}\right)\right)$$

as $t \rightarrow \infty$. If $\lambda_n + \nu < 0$, then for all $\sigma > 0$, there exist $0 < U_1 \leq U_0$ and $t_1 \geq t_0$ such that
\[ \frac{du}{dt} \leq t^{-1}(-|\lambda_n + \nu| + \sigma)u \leq 0 \]

for all \( u \in [0, U_1], \varphi \in \mathbb{R} \) and \( t \geq t_1 \). Hence, for all \( \epsilon \in (0, U_1) \) there exists \( \delta \in (0, \epsilon) \) such that the solution \( u(t) \) of equation (19) with initial data \( 0 < u(t_1) < \delta \) cannot exceed the value \( \epsilon \) as \( t \geq t_1 \). Integrating the last inequality yields \( 0 \leq v(t) = t^{-\beta}u(t) \leq v(t_1)(t/t_1)^{\lambda_n + \sigma} \) as \( t \geq t_1 \). Therefore, the solution \( E(t) \equiv 0 \) is uniformly polynomially stable. If \( \lambda_n + \nu > 0 \) and \( \gamma_{m,\delta} < 0 \), then, as in the previous case, it can be shown that \( U(E(t), \varphi(t), t) = U_{\nu} + \mathcal{O}(t^{-\nu/2}) \) as \( t \to \infty \), where \( U_{\nu} = (\lambda_n + \nu)/|\gamma_{m,\delta}|^{1/(\nu-1)} \). Taking into account the transformation of variables, we get polynomial stability of the solution \( E(t) \equiv 0 \) to system (6).

In the case \( m < q < n \), the function \( U(E, \varphi, t) \) cannot be used in the stability analysis. Consider the function

\[ W(E, \varphi, t) \equiv t^\beta V_\eta(E, \varphi, t), \quad \eta = \frac{q-m}{q(s-1)} > 0, \]

which corresponds to the change of variables in (9): \( v(t) = t^{-\beta}w(t) \). The total derivative of \( W(E, \varphi, t) \) has the asymptotics

\[ \frac{dw}{dt} = t^{-1}w \left( \eta + \gamma_{m,\delta} w^{\gamma_{m,\delta} - 1} + \mathcal{O}(t^\gamma) \right) \]

as \( t \to \infty \) for all \( w \in [0, W_0] \) and \( \varphi \in \mathbb{R} \) with \( W_0 = \text{const} > 0 \). If \( \gamma_{m,\delta} < 0 \), then the leading term of \( dw/dt \) has a zero at \( w = W_\epsilon \), where \( W_\epsilon = (\eta/|\gamma_{m,\delta}|)^{1/(\nu-1)} \). As above, it can be shown that \( W(E(t), \varphi(t), t) \to W_\epsilon \) as \( t \to \infty \). Hence, \( E(t) = \mathcal{O}(t^{-\nu}) \) as \( t \to \infty \) and the solution \( E(t) \equiv 0 \) to system (6) is polynomially.

Finally, consider the case \( q < m < n \). For all \( \sigma \in (0, 1) \) there exist \( 0 < d_1 < d_0 \) and \( t_1 > t_0 \) such that

\[ \frac{dv}{dt} \leq -\left(1 - \sigma\right)\gamma_{m,\delta}|v|^{\frac{2}{\sigma}} + Mt^{\frac{2}{\sigma}}v \]

for all \( v \in [0, d_1], \varphi \in \mathbb{R} \) and \( t \geq t_1 \). Let us fix \( 0 < \epsilon < d_1 \) and define

\[ t_2 = \max \left\{ \left( \frac{2\bar{M}}{\epsilon^{-1}(1-\sigma)|\gamma_{m,\delta}|} \right)^{\frac{1}{2}}, t_1 \right\}. \]

Then for all \( \epsilon < d_1 \) and \( t \geq t_2 \) we have

\[ \frac{dv}{dt} \leq -t^{\frac{\sigma}{2}}(1 - \sigma)|\gamma_{m,\delta}|v^{\sigma} \]

This implies that any solution \( v(t) \) of equation (9) with initial data \( 0 < v(t_2) < \epsilon/2 \) cannot exceed the value \( \epsilon \) as \( t \geq t_2 \). Hence, the solution \( E(t) \equiv 0 \) is at least neutrally stable. □

Let us remark that in the case \( n = q \) with \( \gamma_{m,\delta} > 0 \) and \( \lambda_n + \nu > 0 \), Lyapunov stability of the equilibrium is not justified. Moreover, from theorem 3 it follows that the trivial solution is weakly unstable with the weight \( \nu^2 \): there exists \( \epsilon > 0 \) such that for arbitrarily small initial data \( \exists t_0 > 0: E(t_0)^{\nu^2} \geq \epsilon \) as \( t \geq t_0 \). From (2) it follows that the equilibrium \((0, 0)\) is unstable with the weight \( \nu^2/2 \). Similarly, in the case \( m < q < n \) with \( \gamma_{m,\delta} > 0 \), the fixed point \((0, 0)\) of system (1) is unstable with the weight \( \nu^2/2 \).

For non-autonomous perturbations satisfying the conditions of theorem 2, the stability of the equilibrium is determined by two parameters \( \lambda_n \) and \( \gamma_{m,\delta} \) (see figure 1). The partition of the parameter plane depends on the ratio \( n/q \). Note that if \( \lambda_n > 0 \), the equilibrium becomes
unstable in the corresponding linearised system. However, the asymptotic stability can preserve in the complete system due to nonlinear terms of equations. In this case, the system has a Hopf bifurcation in the scaled variables.

Now let us consider the case when the right-hand side of equation (9) has no linear terms in \( v \).

**Theorem 4.** Let \( 1 \leq m < n \) be integers such that \( \Lambda_k(v) \equiv 0 \) for \( k < m \) and
\[
\Lambda_m(v) = \gamma_{m,s} v^s + O(v^{s+1}), \quad \Lambda_j(v) = O(v^j), \quad j < n,
\]
\[
\Lambda_n(v) = \gamma_{n,d} v^d + O(v^{d+1}), \quad \Lambda_i(v) = O(v^i), \quad i > n
\]
as \( v \to 0 \) with \( \gamma_{m,s}, \gamma_{n,d} = \text{const} \neq 0, s, d \in \mathbb{Z}, s, d \geq 2 \).

(a) In case \( s \leq d \), the equilibrium \((0,0)\) of system (1) is

1. uniformly stable if \( \gamma_{m,s} < 0 \);
2. unstable if \( \gamma_{m,s} > 0 \).

(b) In case \( s > d \), the equilibrium \((0,0)\) of system (1) is

1. uniformly stable if \( \gamma_{m,s} < 0 \) and \( \gamma_{n,d} < 0 \);
2. unstable if \( \gamma_{m,s} > 0 \) and \( \gamma_{n,d} > 0 \).

**Proof.** If \( s \leq d \), the total derivative of the function \( V_n(E, \varphi, t) \) has the asymptotics:
\[
\frac{dV_n}{dt} \bigg|_{(6)} \equiv \frac{dV}{dt} = t^{-\frac{s}{2}} v^s \left( \gamma_{m,s} + O(v) + O \left( t^{-\frac{s}{2}} \right) \right)
\]
as \( t \to \infty \) and \( v \to 0 \) for all \( \varphi \in \mathbb{R} \). If \( \gamma_{m,s} > 0 \), the total derivative is locally positive and the solution \( E(t) \equiv 0 \) of system (6) is unstable. In the opposite case, when \( \gamma_{m,s} < 0 \), the total derivative is locally negative. Moreover, for all \( \sigma \in (0,1) \) there exist \( 0 < d_1 \leq d_0 \) and \( t_1 \geq t_0 \) such that
\[
\frac{dv}{dt} \leq -t^{-\frac{s}{2}} (1 - \sigma) |\gamma_{m,s}| v^s \leq 0
\]
for all \( v \in [0, d_1] \), \( \varphi \in \mathbb{R} \) and \( t \geq t_1 \). Hence, for all \( \epsilon \in (0, d_1) \) there exists \( \delta \in (0, \epsilon) \) such that the solution \( v(t) \) of equation (9) with initial data \( 0 < v(t_1) < \delta \) cannot exceed the value \( \epsilon \) as \( t \to \infty \). In this case, the trivial solution is uniformly stable.
Let $s > d$, $\gamma_{\text{ms}} < 0$ and $\gamma_{\text{nld}} < 0$. Then for all $\sigma > 0$ there exist $0 < d_1 \leq d_0$ and $t_1 \geq t_0$ such that
\[
\frac{dv}{dt} \leq -t \frac{\alpha}{\tau} (1 - \sigma)v^d \left( |\gamma_{\text{ms}}| v^{-d} + |\gamma_{\text{nld}}| t^{-\frac{\tau}{\alpha}} \right) \leq 0
\]
for all $v \in [0, d_1], \varphi \in \mathbb{R}$ and $t \geq t_1$. Arguing as above, we conclude that the solution $E(t) \equiv 0$ to system (6) is uniformly stable. Similarly, if $\gamma_{\text{ms}} > 0$ and $\gamma_{\text{nld}} > 0$, the trivial solution is unstable. \hfill \square

5. Close to periodic solutions

Let us show that decaying non-autonomous perturbations may lead to the appearance of trajectories converging to periodic solutions of the corresponding limiting system.

**Theorem 5.** Let $n \geq 1$ be an integer such that $\Lambda_k(v) \equiv 0$ for $k < n$, $\Lambda_n(v) \neq 0$ and $V_0 \in (0, E_0)$ be a real number such that $\Lambda_n(V_0) = 0$ and $\Lambda'_n(V_0) < 0$. Then for all $\epsilon > 0$ there exists $\delta_0 > 0$ and $t_0 > 0$ such that $\forall (x_0, y_0): |H_0(x_0, y_0) - V_0| \leq \delta$ and $t_0 \geq t$, the solution $x(t), y(t)$ of system (1) with initial data $x(t_0) = x_0, y(t_0) = y_0$ satisfies the estimate $|H_0(x(t), y(t)) - V_0| < \epsilon$ for all $t \geq t_0$. Moreover, if $1 \leq n < q$, $H_0(x(t), y(t)) \to V_0$ as $t \to \infty$.

**Proof.** Consider the function $V_n(E, \varphi, t)$ on the trajectories of system (6). It follows that $v(t) = V_n(E(t), \varphi(t), t)$ satisfies the following equation:
\[
\frac{dv}{dt} = t^{\frac{\alpha}{\tau}} \Lambda_n(v) + \mathcal{O}(t^{\frac{\alpha}{\tau}})
\]
as $t \to \infty$ for all $v \in [0, d_0]$ and $\varphi \in \mathbb{R}$. The change of the variable $v(t) = V_c + z(t)$ leads to the following equation:
\[
\frac{dz}{dt} = t^{\frac{\alpha}{\tau}} \Lambda_n(V_c + z) + p(z, \varphi, t), \quad (23)
\]
where $p(0, \varphi, t) \neq 0, |p(z, \varphi, t)| \leq M t^{-\eta - 1/\eta}$ for all $z \in [-V_c, d_0 + V_c], \varphi \in \mathbb{R}$ and $t \geq t_0$ with positive constant $M > 0$. From $\Lambda_n(\equiv \Lambda'_n(V_0) < 0$ it follows that the trivial solution of (23) with $p(z, \varphi, t) \equiv 0$ is stable. Let us show that this solution is stable with respect to the perturbation $p(z, \varphi, t)$. Indeed, consider $\ell(z) = z^n/2$ as a Lyapunov function candidate for (23). Its total derivative has the form:
\[
\frac{df}{dt} \bigg|_{(23)} = t^{\frac{\alpha}{\tau}} \Lambda_n(V_c + z) + p(z, \varphi, t)z. \quad (24)
\]
First note that there exists $\delta_1 > 0$ such that $\Lambda_n(V_c + z)z \leq -|\lambda_n| z^2/2$ as $|z| \leq \delta_1$. Let us fix $0 < \epsilon < \delta_1$ and choose
\[
\delta_* = \frac{\epsilon}{2}, \quad t_* = \max \left\{ \left( \frac{4M}{\delta_* |\lambda_n|} \right)^{\eta}, t_0 \right\}.
\]
then
\[
\frac{df}{dt} \leq -t^{\frac{\alpha}{\tau}} z^2 \left( \frac{|\lambda_n|}{2} - M M^{\frac{1}{\eta}} t_*^{-\frac{\eta}{2}} \right) \leq -t^{\frac{\alpha}{\tau}} z^2 \frac{|\lambda_n|}{4}
\]
for all $\delta_* \leq |z| \leq \epsilon, \varphi \in \mathbb{R}$ and $t \geq t_*$. Hence, any solution $z(t)$ with initial data $|z(t_0)| \leq \delta_*$, $t_0 > t_*$ cannot leave the domain $\{|z| < \epsilon\}$ as $t \geq t_0$. Returning to the original variables, we obtain the result of the theorem.
Let us show that \( H_0(x(t), y(t)) \rightarrow V_c \) as \( t \rightarrow \infty \) if \( n \leq q \). From (24) it follows that \( \frac{d\ell}{dt} \leq t^{-\frac{n}{q}}(|\lambda_n| - M_0 + M_0 t^{-\frac{n}{q}}) \) as \( t \geq t_0 \). By integrating the last inequality in the case \( n = q \), we get
\[
0 \leq \ell(z(t)) - \ell(z(t_0)) + M\delta t^{-|\lambda_n| - \frac{1}{2} - 1} \int_{t_0}^t s^{\frac{1}{2} - \frac{1}{2} - 1} \, ds
\]
with \( |z(t_0)| \leq \delta_1 \). Similar estimates hold in the case \( n < q \). Hence, if \( n \leq q \), \( v(t) \rightarrow V_c \) as \( t \rightarrow \infty \).

**Theorem 6.** Let \( 1 \leq n \leq q \) be an integer such that \( \Lambda_k(v) \equiv 0 \) for \( k < n \), \( \Lambda_n(v) \equiv 0 \) and \( V_c \in (0, E_0) \) be a real number such that \( \Lambda_n(V_c) = 0 \) and \( \Lambda_n'(V_c) > 0 \). Then there exists \( \epsilon > 0 \) such that for all \( \delta_1 > 0 \), \( |H_0(x_0, y_0) - V_c| < \delta_1 \) and \( \tau_0 > 0 \) the solution \( x(t), y(t) \) of system (1) with initial data \( x(\tau_0) = x_0, y(\tau_0) = y_0 \) satisfies the estimate \( |H_0(x(t), y(t)) - V_c| \geq \epsilon \) at some \( t \geq \tau_0 \).

**Proof.** From (24) it follows that
\[
\frac{d\ell}{dt} \geq t^{-\frac{n}{q}} \left( \frac{|\lambda_n|}{2} - M\delta t^{-\frac{1}{2}} \right)
\]
for all \( \delta \leq |z| < \delta_1, \varphi \in \mathbb{R} \) and \( t \geq \tau_0 \). We choose \( \tau_0 = (2M\delta_1/|\lambda_n|)^{\varphi} \) so that \( \frac{d\ell}{dt} \geq t^{-\frac{n}{q}}/2|\lambda_n|/4 \). By integrating the last inequality in the case \( n = q \), we get \( \ell(z(t)) \geq \delta_1^2t^2/4(2 + |\lambda_n| \log(t/\tau_0)) \), where \( z(\tau_0) = \delta_1 \). Thus, there exists \( 0 < \epsilon < \delta_1 \) such that for all \( \delta_1 < \epsilon \) the solution \( z(t) \) satisfies the estimate \( |z(t)| > \epsilon \) at
\[
t = 2\tau_0 \exp\left( \frac{2\epsilon^2}{\delta_1^2(2 + |\lambda_n|)} \right).
\]
Similar estimate holds in the case \( n < q \).

**Corollary 1.** Let \( n \geq 1 \) be an integer such that \( \Lambda_k(v) \equiv 0 \) for \( k < n \), \( \Lambda_n(v) \equiv 0 \) and \( V_c \in (0, E_0) \), \( l = 1, \ldots, s \geq 1 \) be a set of real numbers such that \( \Lambda_l(V_c) = 0 \), \( \Lambda_l'(V_c) < 0 \). Then for any integer \( l \in [1, s] \) and for all \( \epsilon > 0 \) there exist \( \delta_1 > 0 \) and \( \tau_0 > 0 \) such that \( \forall (x_0, y_0) \)\: \( |H_0(x_0, y_0) - V_c| < \delta_1 \), \( \tau_0 > 0 \), the solution \( x(t), y(t) \) of system (1) with initial data \( x(\tau_0) = x_0, y(\tau_0) = y_0 \) satisfies the estimate \( |H_0(x(t), y(t)) - V_c| < \epsilon \) for all \( t \geq \tau_0 \). Moreover, if \( 1 \leq n \leq q \), \( H_0(x(t), y(t)) \rightarrow V_c \) as \( t \rightarrow \infty \).

### 6. Applications

In the previous two sections, we described possible asymptotics regimes in systems of the form (1). In this section, we give some conditions on the perturbations which guarantee the applicability of these results.

**Theorem 7.** Let \( l, h, n \) be positive integers such that \( l + h \geq n \) and the coefficients of the perturbations (3) satisfy the following conditions:
\[
H_i(x, y) \equiv 0, \quad 1 \leq i < h;
F_j(x, y) \equiv 0, \quad 1 \leq j < l;
\]
\[
\int_{E(0, E_0)} F_l(x, y) |\partial H_0(x, y)| \, dl = 0, \quad \forall E \in (0, E_0), \quad l \leq k < n;
\]
\[
H_0(x, y) = E
\]
\[ F_k(x, y) = \mathcal{O}(r^2), \quad l \leq k < n, \]
\[ F_n(x, y) = \lambda_n y + \mathcal{O}(r^2), \quad r \to 0, \] (27)

where \( \lambda_n = \text{const} \neq 0 \). Then the equilibrium \((0, 0)\) of system (1) is unstable if \( \lambda_n > 0 \) and is uniformly stable if \( \lambda_n < 0 \). Moreover, if \( \lambda_n < 0 \) and \( n < q (n = q) \), the equilibrium is uniformly exponentially (polynomially) stable.

**Proof.** Let us show that there exists a transformation \((x, y) \mapsto (E, \varphi) \mapsto (v, \varphi)\) such that equation (9) has \( \Lambda_\delta(v) = 0 \) for \( k < n \) and \( \Lambda_\delta(v) = \lambda_n v + \mathcal{O}(r^2) \) as \( v \to 0 \). In this case, theorem 1 is applicable.

To be definite, let \( h < l \). The proof in the case \( h \geq l \) is similar. From (25) it follows that \( f_k(E, \varphi) \equiv 0 \), \( g_k(E, \varphi) \equiv 0 \) for \( 1 \leq k < h \);
\[
 f_k(E, \varphi) \equiv -\omega(E)\partial_v H_k(X(\varphi, E), Y(\varphi, E)),
 g_k(E, \varphi) \equiv \omega(E)\partial_v H_k(X(\varphi, E), Y(\varphi, E))
\]

for \( h \leq k < l \). The functions \( f_k(E, \varphi), g_k(E, \varphi) \) have the form (7) for \( l \leq k \leq n \). Hence, a Lyapunov function candidate for system (1) should be considered in the following form:
\[
 V(E, \varphi, t) = E + \sum_{k=h}^{n} t^k v_k(E, \varphi).
\] (28)

We assume that \( v_i(E, \varphi) \equiv 0 \) for \( i < h \). According to the scheme described in section 3, the functions \( v_k(E, \varphi) \) are determined from system (12). Therefore, for \( h \leq k < l \), we have
\[
 Z_k(E, \varphi) \equiv 0, \quad \Lambda_k(E) \equiv (f_k(E, \varphi)) \equiv 0, \quad v_k(E, \varphi) \equiv H_k(X(\varphi, E), Y(\varphi, E)).
\]

For \( l \leq k \leq n - 1 \), condition (26) is used to guarantee the equality \( \Lambda_k(E) \equiv 0 \). Indeed, from (11) it follows that
\[
 Z_k(E, \varphi) = -\sum_{i+j=l} (f_i(E, \varphi)\partial_v v_j(E, \varphi) + g_i(E, \varphi)\partial_v v_j(E, \varphi))
 = -\sum_{j=h}^{l-h} (f_{l-j}(E, \varphi)\partial_v v_j(E, \varphi) + g_{l-j}(E, \varphi)\partial_v v_j(E, \varphi))
 = \omega(E)\sum_{j=h}^{l-h} (\partial_v H_{l-j} \partial_v H_j - \partial_v H_{l-j} \partial_v H_j) \equiv 0.
\]

Hence,
\[
 \Lambda_k(E) \equiv (f_k(E, \varphi)) \equiv \omega(E)(F_l(X(\varphi, E), Y(\varphi, E))\partial_v X(\varphi, E))
 \equiv (\partial_v H_0(X(\varphi, E), Y(\varphi, E))F_l(X(\varphi, E), Y(\varphi, E))) \equiv 0
\]
and \( v_j(E, \varphi) \equiv H_j(X(\varphi, E), Y(\varphi, E)) + \hat{v}_j(E, \varphi) \), where
\[
 \hat{v}_j(E, \varphi) = \int F_l(X(\varphi, E), Y(\varphi, E))\partial_v X(\varphi, E) d\varphi.
\]
For \( l + 1 \leq k \leq n - 1 \), we have
\[
Z_k(E, \varphi) = -\sum_{i+j=k} \left( f_j(E, \varphi) \partial_{E} v_j(E, \varphi) + g_j(E, \varphi) \partial_{\varphi} v_j(E, \varphi) \right).
\]

Note that \( f_j \) and \( g_j \) with \( j \geq l \) are not involved in these sums. Such functions have the multipliers \( \partial_{E} v_{k-l} \) and \( \partial_{\varphi} v_{k-l} \), correspondingly. If \( j \geq l \), then \( k - j \leq n - j - 1 \leq n - l - 1 \leq h - 1 \) and \( v_{k-j}(E, \varphi) \equiv 0 \). Similarly, the functions \( \partial_{\varphi} v_j \) and \( \partial_{E} v_j \) with \( j \geq l \) are not contained in these sums. Therefore,
\[
Z_k(E, \varphi) = -\sum_{i+j=k \atop h \leq i, j \leq l} \left( f_j(E, \varphi) \partial_{E} v_j(E, \varphi) + g_j(E, \varphi) \partial_{\varphi} v_j(E, \varphi) \right)
\]
\[
= -\sum_{j=h}^{k-h} \left( f_{k-j}(E, \varphi) \partial_{E} v_{j}(E, \varphi) + g_{k-j}(E, \varphi) \partial_{\varphi} v_{j}(E, \varphi) \right)
\]
\[
= \omega(E) \sum_{j=h}^{k-h} \left( \partial_{E} H_{k-j} - \partial_{E} H_{j} \right) \equiv 0
\]

and \( \Lambda_k(E) = 0 \). This implies that \( \nu_k(E, \varphi) \equiv H_k(X(\varphi, E), Y(\varphi, E)) + \dot{\nu}_k(E, \varphi) \), where
\[
\dot{\nu}_k(E, \varphi) = \int F_k(X(\varphi, E), Y(\varphi, E)) \partial_{E} X(\varphi, E) \, d\varphi.
\]

We see that \( \nu_k(E, \varphi) = O(E), \dot{\nu}_k(E, \varphi) = O(E^{1/2}) \) as \( E \to 0 \) for all \( \varphi \in \mathbb{R} \).

For \( k = n \), the function \( Z_n(E, \varphi) \) has the following form:
\[
Z_n(E, \varphi) = -\sum_{i+j=n \atop h \leq i, j \leq l} \left( f_j(E, \varphi) \partial_{E} v_j(E, \varphi) + g_j(E, \varphi) \partial_{\varphi} v_j(E, \varphi) \right)
\]
\[
= -\sum_{j=(n-l)}^{(n-h)} \left( f_{n-j}(E, \varphi) \partial_{E} v_{j}(E, \varphi) + g_{n-j}(E, \varphi) \partial_{\varphi} v_{j}(E, \varphi) \right)
\]
\[
= -\sum_{i+j=n \atop h \leq i, j \leq l-1} \left( f_j(E, \varphi) \partial_{E} v_j(E, \varphi) + g_j(E, \varphi) \partial_{\varphi} v_j(E, \varphi) \right)
\]
\[
\equiv Z^n_1(E, \varphi) + Z^n_2(E, \varphi).
\]

If \( l + h > n \), then \( Z^n_1(E, \varphi) \equiv 0 \). If \( l + h = n \),
\[
Z^n_1(E, \varphi) = \omega(E) \left( \partial_{E} H_{l}(\partial_{E} \dot{v}_{l} + F_{l} \partial_{E} X) - \partial_{E} H_{l}(\partial_{E} \dot{v}_{l} + F_{l} \partial_{E} X) \right). \tag{29}
\]

It can easily be checked that
\[
Z^n_2(E, \varphi) = \omega(E) \sum_{i+j=n \atop h \leq i, j \leq l-1} \left( -\partial_{E} H_{l} \partial_{E} H_{l} + \partial_{E} H_{l} \partial_{E} H_{l} \right) \equiv 0. \tag{30}
\]

Consequently,
\[
\Lambda_n(E) = (\omega(E)F_n(X(\varphi, E), Y(\varphi, E))\partial_{E} X(\varphi, E) - Z_n(E, \varphi))
\]
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and \( \dot{v}_n(E, \varphi) = H_n(E, \varphi) + \dot{v}_n(E, \varphi) \), where
\[
\dot{v}_n(E, \varphi) = \frac{1}{\omega(E)} \left( \lambda_n(E) + Z_n(E, \varphi) - \omega(E)F(X(\varphi, E), Y(\varphi, E)) \times \partial_x X(\varphi, E) \right) d\varphi.
\]
Since \( H_0(X(\varphi, E), Y(\varphi, E)) \equiv E \), then from (2) and (27) it follows that
\[
X(\varphi, E) = -\sqrt{2E} \cos \varphi + \mathcal{O}(E), \quad Y(\varphi, E) = \sqrt{2E} \sin \varphi + \mathcal{O}(E),
\]
and \( F_n(X(\varphi, E), Y(\varphi, E)) = \lambda_n \sqrt{2E} \sin \varphi + \mathcal{O}(E), \quad Z_n(E, \varphi) = \mathcal{O}(E^{3/2}) \)
as \( E \to 0 \) for all \( \varphi \in \mathbb{R} \). Thus
\[
\lambda_n(E) = \frac{\omega(E)}{\omega(E)} \left( \sqrt{2E} \sin \varphi + \mathcal{O}(E) \right) \left( \lambda_n \sqrt{2E} \sin \varphi + \mathcal{O}(E) - Z_n(E, \varphi) \right)
\]
\[
= \lambda_n E + \mathcal{O}(E^2), \quad E \to 0.
\]
This implies that system (1) satisfies the conditions of theorem 1 and the stability of the equilibrium is determined by the sign of \( \lambda_n \).

**Example 1.** The system
\[
\frac{dx}{dt} = y, \quad \frac{dy}{dt} = -\sin x + \frac{r}{t} \kappa \lambda \sin x + \frac{r}{t} \kappa \lambda y, \quad t \geq 1,
\]
where \( \kappa, \lambda \) are const, \( 0 < l < n \), has the form of (1) with \( H_0(x, y) = 1 - \cos x + y^2 / 2 \), \( F_i(x, y) \equiv \kappa \lambda y \sin x \), \( F_i(x, y) \equiv \lambda_n y \), \( H_i(x, y) \equiv 0 \) for \( i \neq 0 \) and \( F_j(x, y) \equiv 0 \) for \( j \notin \{n, m\} \). It can easily be checked that system (31) satisfies the conditions of theorem 7 with \( h = \infty \). Therefore, the stability of the equilibrium \((0, 0)\) is determined by the parameter \( \lambda_n \) and the ratio \( n / q \) (see figure 2).

**Theorem 8.** Let \( l, h, n, m \) be positive integers such that \( l + h \geq n \), \( n > m \geq l \) and the coefficients of the perturbations (3) satisfy (25), (27) and
\[
\oint_{H_0(x,y)=E} F_k(x,y) \partial_x H_0(x,y) \left| \nabla H_0(x,y) \right|^{-1} dl = 0, \quad \forall \ E \in (0, E_0), \quad l \leq k \leq m,
\]
\[
F_m(x,y) = y(\alpha m x^2 + \beta_m y^2) + \mathcal{O}(r^4), \quad r \to 0,
\]
where \( \alpha_m, \beta_m \) are const. The equilibrium of system (1) is
- uniformly stable if \( \lambda_n < 0 \) and \( \alpha_m + 3 \beta_m < 0 \);
- unstable if \( \lambda_n > 0 \) and \( \alpha_m + 3 \beta_m > 0 \).

**Proof.** The proof is similar to the proof of theorem 7. In this case, we show that theorem 2 is applicable with \( s = 2 \) and \( \gamma_{m,i} = (\alpha_m + 3 \beta_m) / 2 \). Note that the change of the variables based on (28) leads to equation (9) with \( \Lambda_i(E) \equiv 0 \) for \( k < m \),
\[
\Lambda_i(E) = \omega(E) \langle F \partial_x X \rangle = \mathcal{O}(E^2), \quad E \to 0, \quad m \leq i \leq n - 1,
\]
\[
\Lambda_m(E) = 4E^2 \left( \sin^2 \varphi (\alpha_m \cos^2 \varphi + \beta_m \sin^2 \varphi) \right) + \mathcal{O}(E^3) = \gamma_{m,2} E^2 + \mathcal{O}(E^3).
\]
The functions \( \{ \Lambda_i(E) \}_{i=m}^{n-1} \) are used in the calculating of \( Z_j(E, \varphi) \), \( j \geq m + h \geq n \). If \( j = m + h = n \), then \( Z_n(E, \varphi) = Z_n^0(E, \varphi) + Z_n^1(E, \varphi) + Z_n^2(E, \varphi) \), where \( Z_n^0(E, \varphi) \) and \( Z_n^2(E, \varphi) \)
are defined by formulas (29) and (30), $Z_n(E, \varphi) = \partial E \Lambda_n(E) \eta(E, \varphi) = O(E^2)$ as $E \to 0$. Therefore, $\Lambda_n(E) = \lambda_n E + O(E^2)$ as $E \to 0$. This means that system (1) satisfies the conditions of theorem 2.

**Corollary 2.** Under the conditions of theorems 8 and 3 is applicable to system (1) with $s = 2$ and $\gamma_{m,r} = (\alpha_m + 3\beta_m)/2$.

**Example 2.** The system
\[
\frac{dx}{dt} = y, \quad \frac{dy}{dt} = -\sin x + t - \frac{m}{q} \alpha_m x^2 y + t - \frac{n}{q} \lambda_n y, \quad t \geq 1, \quad (32)
\]
where $\alpha_m, \lambda_n = \text{const}, 0 < m < n$, demonstrates the inefficiency of linear stability analysis for non-autonomous systems of the form (1). The matrix of the linearised system $x' = y, y' = -x + \lambda_n t - n/y$ has the following eigenvalues:
\[
\mu_{\pm}(t) = \frac{1}{2} \left( \lambda_n t \frac{2}{2} \pm i \sqrt{4 - \lambda_n^2 t^2 \frac{2}{2}} \right).
\]
Let $\lambda_n > 0$, then $\Re \mu_{\pm}(t) > 0$ for all $t \geq 1$. From theorem 7 it follows that the equilibrium $(0,0)$ is unstable in the linearised system. On the other hand, system (32) satisfies the conditions of theorem 8 with $l = m$ and $F_m(x, y) = \alpha_m x^2 y$. From corollary 2 it follows that the equilibrium is stable if $\lambda_n > 0$ and $\alpha_m < 0$ (see figure 3).
The system

\[
\begin{align*}
\frac{dx}{dt} &= y, \\
\frac{dy}{dt} &= -x + t \frac{\pi}{2} \delta_m x^2 y + t \frac{\pi}{2} \alpha_n x^2 y, \quad t \geq 1
\end{align*}
\]  

(33)

has the form of (1) with \( H_0(x,y) = 1 - \cos x + y^2/2 \), \( F_m(x,y) = \delta_m x^2 y \), \( F_p(x,y) = \alpha_n x^2 y \), \( H_j(x,y) \equiv 0 \) for \( i \neq 0 \), and \( F_j(x,y) \equiv 0 \) for \( j \notin \{m,n\} \). It can easily be checked that

\[
Z_k(E, \varphi) \equiv 0, \quad \Lambda_k(E) \equiv 0, \quad k < m,
\]

\[
Z_m(E, \varphi) \equiv 0, \quad \Lambda_m(E) = \int_{H_0(x,y)=E} F_m(x,y) \frac{\omega(E) \partial_2 H_0(x,y)}{2\pi|\nabla H_0(x,y)|} \, dl = \gamma_{m,3} E^2 (1 + O(E)),
\]

\[
Z_m(E, \varphi) = O(E^3), \quad \Lambda_m(E) = O(E^3), \quad m \leq j < n,
\]

\[
Z_n(E, \varphi) = O(E^3), \quad \Lambda_n(E) = \int_{H_0(x,y)=E} F_n(x,y) \frac{\omega(E) \partial_2 H_0(x,y)}{2\pi|\nabla H_0(x,y)|} \, dl - \langle Z_n(E, \varphi) \rangle
\]

\[
= \gamma_{n,2} E^2 (1 + O(E)),
\]

as \( E \to 0 \), where \( \gamma_{m,3} = \delta_m / 2 \) and \( \gamma_{n,2} = \alpha_n / 2 \). Therefore, system (33) satisfy the condition of theorem 4 with \( s = 3 \) and \( d = 2 \). This implies that the equilibrium \((0,0)\) is uniformly stable if \( \gamma_{m,3} < 0 \) and \( \gamma_{n,2} < 0 \) (see figure 4).

**Theorem 9.** Let \( n \) be a positive integer such that \( 1 \leq n \leq q \) and the perturbations (3) satisfy the following conditions:

\[
F_i(x,y) \equiv 0, \quad 1 \leq i < n; \quad F_n(x,y) \equiv \partial_2 H_0(x,y) (\lambda_n - \mu_n H_0(x,y)) + \hat{F}_n(x,y),
\]  

(34)

where \( \lambda_n, \mu_n = \text{const} \neq 0 \) and \( \hat{F}_n(x,y) \) satisfies (26). Then the equilibrium \((0,0)\) of system (1) is

- **unstable if** \( \lambda_n > 0 \);
- **uniformly asymptotically stable if** \( \lambda_n < 0 \).

If \( \lambda_n > 0, \mu_n > 0 \) and \( |\lambda_n/\mu_n| < E_0 \), then for all \( \epsilon > 0 \) there exist \( \delta_\epsilon > 0 \) and \( t_\epsilon > 0 \) such that \( \forall (x_0, y_0) \) with \( |H_0(x_0,y_0) - \lambda_n/\mu_n| \leq \delta_\epsilon \) and \( \tau_0 \geq t_\epsilon \) the solution \( x(t), y(t) \) of system (1) with

\[
\begin{align*}
\alpha_m &= 0, \lambda_m = 0.4, \\
\alpha_m &= -2, \lambda_m = 0.4
\end{align*}
\]

**Figure 3.** The evolution of \( x(t) \) for solutions of (32) with \( q = 2, m = 1 \) and \( n = 2 \). The dashed lines correspond to \( \pm \nu \gamma /2, \nu = (n - m) / q = 0.5 \).
**Figure 4.** The evolution of \((x(t), y(t))\) for solutions of (33) with \(q = 2, m = 1\) and \(n = 2\). The black points correspond to initial data.

*initial data* \(x(\tau_0) = x_0, y(\tau_0) = y_0\) satisfies the estimate \(|H_0(x(t), y(t)) - \lambda_n/\mu_n| < \epsilon\) for all \(t \geq \tau_0\). Moreover, \(H_0(x(t), y(t)) \to \lambda_n/\mu_n ast t \to \infty\).

**Proof.** The proof is based on the application of theorems 1 and 5. From (34) it follows that there exists the transformation \((x, y) \mapsto (E, \varphi) \mapsto (v, \varphi)\) with

\[
V(E, \varphi, t) = E + \sum_{k=1}^{n} t^{\frac{q+1}{q}} v_k(E, \varphi),
\]

which reduces system (1) to the following form:

\[
\frac{dv}{dt} = \sum_{k=1}^{n} t^{\frac{q+1}{q}} v_k(E, \varphi), \quad \frac{d\varphi}{dt} = \omega(v) + G(v, \varphi, t),
\]

\[
R_{n+1}(v, \varphi, t) = \mathcal{O}\left(t^{-\frac{n+1}{q}}\right), \quad G(v, \varphi, t) = \mathcal{O}\left(t^{-\frac{q}{q+1}}\right), \quad t \to \infty,
\]

\[
\Lambda_n(E) \equiv \omega(E)(F_n(X(\varphi, E), Y(\varphi, E))\partial_x X(\varphi, E)) \equiv (\lambda_n - \mu_n E)(\partial_x H_0)\partial_x.
\]

Note that \(\Lambda_n(E) = \lambda_n E + \mathcal{O}(E^2)\) as \(E \to 0\). Hence, the equilibrium is asymptotically stable if \(\lambda_n < 0\) and the equilibrium is unstable if \(\lambda_n > 0\).

If \(\lambda_n > 0\) and \(\mu_n > 0\), the equation \(\Lambda_n(E) = 0\) has the root \(E_c = \lambda_n/\mu_n\) such that \(\Lambda_n'(E_c) < 0\). In this case, from theorem 5 it follows that \(H_0(x(t), y(t)) \to E_c ast t \to \infty\) for solutions of (1) with initial data such that \(|H_0(x(\tau_0), y(\tau_0)) - E_c|\) is small enough. \(\square\)

**Remark 1.** If \(\lambda_n < 0, \gamma_n < 0\) and \(|\lambda_n/\mu_n| < E_0\), the fixed point \((0, 0)\) is asymptotically stable and the set \(\{(x, y) : H_0(x, y) = E_c\}\) with \(E_c = \lambda_n/\mu_n\) is unstable (in the sense of theorem 6). If \(E_c\) is the minimal nonzero root of \(\Lambda_n(E)\), then \(\{(x, y) : 0 < H_0(x, y) < E_c\}\) is the domain of attraction of the fixed point \((0, 0)\).
Example 4. The system
\[
\frac{dx}{dt} = y, \quad \frac{dy}{dt} = -x + t^\frac{3}{2} y \left( \lambda_n + \kappa_n x - \mu_n \left( x^2 + y^2 \right)^2 \right), \quad t \geq 1
\]
with \( \lambda_n, \mu_n, \kappa_n = \text{const} \) satisfies the conditions of theorem 9 with \( H_0(x,y) = (x^2 + y^2)/2 \) and \( F_n(x,y) = \kappa_n xy \). Therefore, if \( \lambda_n > 0 \) and \( \mu_n > 0 \), then \( H_0(x(t),y(t)) \to \lambda_n/\mu_n \) as \( t \to \infty \) for solutions of (35) with initial data sufficiently close to the set \( \{(x,y) : H_0(x,y) = \lambda_n/\mu_n \} \) (see figure 5).

7. Conclusion

Thus, we have described possible bifurcations in asymptotically Hamiltonian systems in the plane. The important feature of non-autonomous systems is the inefficiency of the linear stability analysis: there are examples of nonlinear systems whose solutions behave completely differently than the solutions of corresponding linearised system. Here, through a careful non-linear analysis based on the Lyapunov function method we have shown that depending on the structure of decaying perturbations the equilibrium of the limiting system can preserve or lose stability. Note also that if perturbations do not preserve the equilibrium of the Hamiltonian system, a particular solution of the perturbed system should be considered.
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