The Presence and Absence of Barren Plateaus in Tensor-network Based Machine Learning
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Tensor networks are efficient representations of high-dimensional tensors with widespread applications in quantum many-body physics. Recently, they have been adapted to the field of machine learning, giving rise to an emergent research frontier that has attracted considerable attention. Here, we study the trainability of tensor-network based machine learning models by exploring the landscapes of different loss functions, with a focus on the matrix product states (also called tensor trains) architecture. In particular, we rigorously prove that barren plateaus (i.e., exponentially vanishing gradients) prevail in the training process of the machine learning algorithms with global loss functions. Whereas, for local loss functions the gradients with respect to variational parameters near the local observables do not vanish as the system size increases. Therefore, the barren plateaus are absent in this case and the corresponding models could be efficiently trainable. Our results reveal a crucial aspect of tensor-network based machine learning in a rigorous fashion, which provide a valuable guide for both practical applications and theoretical studies in the future.

The interplay between machine learning and physics would benefit both fields [1–3]. On the one hand, machine learning tools and techniques can be utilized to tackle intricate problems in physics. Along this line, notable progresses have been made recently and machine learning has cemented its role in a wide spectrum of physical problems [1–3], ranging from classifying different phases of matter [4–10], quantum nonlocality detection [11], quantum tomography [12], and topological quantum compiling [13], to black hole detection [14], gravitational lenses [15] and wave analysis [16, 17], glassy dynamics [18], and material design [19], etc. On the other hand, ideas and concepts originated in the physics domain also hold the intriguing potentials to enhance, speed up, or innovate machine learning. Within this vein, a number of quantum learning algorithms have been developed [20–29], which may offer exponential quantum advantages over their classical counterparts. In addition, recent works have also exploited a variety of physical concepts, such as entanglement [30, 31], locality [32], and renormalization group [33, 34], to gain valuable insights on understanding why deep learning works so well. Here, we study the trainability of tensor-network based machine learning models, which likewise draw crucial inspiration from physics, through exploring the landscapes of different loss functions (see Fig. 1 for a pictorial illustration).

Tensor network is one of the most powerful tools for studying quantum many-body systems [35–37]. Inspired by their success in quantum physics, recently there has been a huge surge of interest in adapting them to machine learning [31, 38–59]. Indeed, tensor networks have been invoked in various machine learning scenarios, including dimensionality reduction [39], image recognition [41–44], generative models [49, 50], natural language processing [60, 61], anomaly detection [56], etc. Tensor-network based machine learning models bear several intriguing features from both theoretical and practical perspectives. At the theoretical level, their expressive power can be naturally characterized by the entanglement structure of the underlying tensor-network quantum states. This gives rise to a possible way to determine their applicability to a given learning task via analyzing the entanglement properties [62, 63]. In addition, tensor networks provide a convenient framework to study how and why certain quantum learning models would exhibit exponential advantages over their classical analogues [25, 31, 64]. Using tensor networks, recently a separation in expressive power between Bayesian networks and their quantum extensions has been rigorously proved and shown to be originated from quantum nonlocality and quantum contextuality [64]. At the practical level, numerical techniques used for tensor networks, such as the canonical form and renormalization [41, 48], are also useful and inspiring for optimizing and training machine learning models. We note that a number of open-source libraries have been released.

FIG. 1. Landscapes of different loss functions and the unitary embedding of matrix product states. (a) For global loss functions, the landscape hosts a barren plateau, where the gradient along any reasonable direction vanishes. This will hinder the training of the corresponding models by gradient-based algorithms. Here, $\theta_1$ and $\theta_2$ represent two variational parameters. (b) For local loss functions, the landscape is free of barren plateaus and the corresponding models are efficiently trainable. (c) A graphical illustration of the unitary embedding of matrix product states.
in the community [65, 66], which have boosted and will continue to nourish the development of tensor-network based machine learning. This emergent research direction is growing rapidly, with notable progresses made from various aspects. Yet, undoubtedly it is still in its infancy and many important issues remain largely unexplored.

In classical machine learning, a notorious obstacle for training artificial neural networks concerns the barren plateau phenomenon, where the gradient of the loss function along any direction vanishes exponentially with the problem size [67]. Recently, barren plateaus have also been shown to exist for many quantum learning models based on variational quantum circuits and the related topics are still under active study at the current stage [68–81]. In this paper, we investigate the presence and absence of barren plateaus for tensor-network based machine learning models, which is a crucial but hitherto unexplored issue in the literature. We focus on the matrix product states (MPS) architecture, which is a special case of tensor networks in one dimension. Through exploring the landscapes of different loss functions, we prove rigorously that barren plateaus arise generally for MPS-based learning models with global loss functions, rendering their training process inefficient by gradient-based algorithms and the architecture unscalable. In contrast, for local loss functions the gradients with respect to variational parameters near the local observables do not vanish and is independent of the system size. As a result, no barren plateau appears in this case and the corresponding models are efficiently trainable. We also prove that for local loss functions the gradients decays exponentially with the distance between the region where the local observable acts and the site that hosts the derivative parameter. This reveals the locality property of tensor networks from a new perspective and would be valuable for reducing the computational cost in training corresponding models. In addition, we carry out numerical simulations to show that the above asymptotic results holds as well for MPS-based learning models with modest sizes in practice.

Notations and framework.—An arbitrary MPS with the periodic boundary condition takes the form [82]:

\[ | \psi \rangle = \sum_{j_1, \ldots, j_n} \text{Tr} \left[ A_{j_1}^{(1)} A_{j_2}^{(2)} \cdots A_{j_n}^{(n)} \right] | j_1, \ldots, j_n \rangle, \]

where \( | j_k \rangle \) denotes the local state of the \( k \)-th physical site with physical dimension \( d \), \( A_{j_k}^{(n)} \)'s are \( D \times D \) matrices with \( D \) representing the virtual bond dimension. Any such MPS can be embedded by the \( D \times D \) unitary matrices \( U \) [83–85], as shown in Fig. 1 (c). For the unitary embedding MPS \( | \psi \rangle \), the values of \( \langle \psi | \psi \rangle \) are exponentially concentrated around one [85]. We consider loss functions expressed by the unitary embedding MPS, with the bond matrices randomly initialized [85, 86]. Those random unitary operators with the measure \( dU \) form the approximate unitary 2-designs [87–89], which indicates that the first and second moments are approximately the same as the corresponding moments with respect to the Haar measure \( dU_H \), i.e., \( M_1(dU) = M_1(dU_H) \), \( M_2(dU) = M_2(dU_H) \). For convenience, we will use a diagrammatic language to describe tensor networks and carry out related calculations [36]. As an example, the first and second moments with respect to the Haar measure [90] of the unitary group \( U(N) \) are given by the Weingarten functions with the following graph [91]:

\[
M_1(dU_H) = \frac{1}{N} \int dU_H \frac{|U|_2}{dU_H} = \frac{1}{N} \int dU_H \frac{1}{dU_H} = 1, \]

\[
M_2(dU_H) = \frac{1}{N^2-1} \int dU_H \frac{|U|_2^2}{dU_H} = \frac{1}{N^2-1} \int dU_H \frac{1}{dU_H} = 2 \frac{1}{N^2-1}. \]

where the connected lines represent the contractions of the corresponding indices.

The presence of barren plateaus for global loss functions.—We start with a rigorous proof of the presence of barren plateaus for MPS-based machine learning with global loss functions. In quantum machine learning, global loss functions are widely used in various scenarios and the optimization of these functions plays a vital role for many learning tasks [92–97]. For simplicity and technique convenience, here we consider the following loss function as an example:

\[
\mathcal{L}_g = 1 - \| \langle \psi(\Theta) | \phi \rangle \|^2, \tag{3}
\]

where \( | \phi \rangle \) is a normalized \( n \)-qudit target quantum state, and \( | \psi(\Theta) \rangle \) denotes the \( n \)-site unitary embedded MPS parameterized by a set of real numbers \( \Theta = \{ \theta_k^{(i)} \} \) with \( \theta_k^{(i)} \) representing the \( k \)-th parameter on the \( i \)-th site. We mention that this loss function may have applications in quantum state preparation or tomography [98]. We now present our first theorem.

**Theorem 1.** Define the derivative of the above loss function with respect to the variational parameter \( \partial_k^{(i)} \mathcal{L}_g \) by \( \partial_k^{(i)} \). Then \( \mathcal{L}_g \) obeys the following inequality:

\[
\text{Pr} \left( | \partial_k^{(i)} \mathcal{L}_g | > \epsilon \right) \leq e^{-2 \mathcal{O}(d^{-n})}, \tag{4}
\]

where \( \text{Pr}(\cdot) \) represents the probability.

**Proof.** We give the main idea here. The detailed proof is technically involved and thus left to the Supplementary Materials [91]. By using the fact that each local random unitary for embedding the MPS is approximately 2-design [85], we can prove that the average of the gradient over the whole parameter space vanishes, i.e., \( \langle \partial_k^{(i)} \mathcal{L}_g \rangle = 0 \) (\( \forall \theta_k^{(i)} \in \Theta \)). In the next step, we calculate the variance of the derivative:

\[
\text{Var}(\partial_k^{(i)} \mathcal{L}_g) = \langle (\partial_k^{(i)} \mathcal{L}_g)^2 \rangle - \langle \partial_k^{(i)} \mathcal{L}_g \rangle^2 = \langle (\partial_k^{(i)} \mathcal{L}_g)^2 \rangle, \]

which can be upper bounded by an exponentially small number as the system size increases. At last, by using the Chebyshev’s inequality [99], we conclude that the probability with the absolute value of the gradient being greater than a constant \( \epsilon \) is bounded by an exponentially small number. This leads to Eq. (S55) and completes the proof. \( \square \)
The above theorem indicates that in the process of training the MPS-based machine learning models with a global loss function, the probability that the gradient along any direction is non-zero to any precision $\epsilon$ vanishes exponentially in terms of the number of physical sites, given that each unitary matrix $U_{i_k}^{(k)}$ in the embedded MPS is randomly initialized. In other words, as the system size $n$ increases the gradient vanishes exponentially almost everywhere in the parameter space, giving rise to a barren plateau for the landscape of the loss function. The presence of barren plateaus requires an exponentially large precision and iteration steps to escape through the landscape, thus rendering any gradient-based algorithms inefficient and impractical in training the corresponding models when scaled up to large system sizes. In fact, even for some other optimization approaches, such as these Hessian-based [70] or gradient free [72] ones, the barren plateaus may still pose a serious challenge to escape from. We mention that, although the rigorous proof of Theorem 1 is only given for a specific loss function for technical convenience, similar conclusion would hold for general global loss functions. This is supported by our numerical simulations on the Kullback-Leibler (KL) divergence [100] in following paragraphs.

We remark that the mechanism for the existence of the barren plateaus in our MPS-based model is intrinsically different from that for learning models based on quantum variational circuits [68], despite the fact that the derivative decays exponentially with respect to the system size in both scenarios. In the case of variational quantum circuits, the exponential decay originates from the 2-moment of $U(2^n)$ with respect to the Haar measure. This is reflected by the underlying fact that the random quantum circuits are approximate 2-design for $U(2^n)$. In contrast, for the case of MPS-based models the exponential decay is essentially due to the 2-moment of $U(DD^d)^{\otimes n}$, which only requires that each random embedding $U(DD^d)$ is approximately unitary 2-design.

The absence of barren plateaus for local loss functions.—
Local loss functions are those constructed with the local observables. They are also widely used in different contexts, including quantum classifiers [101], classical shadow [102], and solving the ground state of many-body Hamiltonians [103]. Without loss of generality, we consider the following local loss function as an example:

$$\mathcal{L}_l = \langle \psi(\Theta) | \hat{O}_m | \psi(\Theta) \rangle / \langle \psi(\Theta) | \psi(\Theta) \rangle,$$

where $\hat{O}_m$ is an arbitrary local operator acting on the $m$-th site of the MPS. Here, we further assume $\text{Tr}(\hat{O}_m) = 0$ for technical convenience. This does not diminish the generality of $\hat{O}_m$ since one can always add an irrelevant constant. We now present our second theorem.

**Theorem 2.** Define the derivative of the local loss function $\mathcal{L}_l$ with respect to the parameter $\theta_k^{(i)}$ by $\partial_k^{(i)} \mathcal{L}_l$. Then $\forall \theta_k^{(i)} \in \Theta$, the variance of $\partial_k^{(i)} \mathcal{L}_l$ scales as

$$\text{Var}(\partial_k^{(i)} \mathcal{L}_l) \sim \mathcal{O}\left(\text{Tr}(\hat{O}_m^2) / Q(D, d)\right),$$

where $P(D, d)$ and $Q(D, d)$ are certain polynomials of $D$ and $d$ with constant degrees [91]. In addition, the upper bound of the variance of $\partial_k^{(i)} \mathcal{L}_l$ decays exponentially with respect to the distance $\Delta \equiv |i - m|$:

$$\text{Var}(\partial_k^{(i)} \mathcal{L}_l) \leq \mathcal{O}(d^{-\Delta}).$$

**Proof.** We sketch the major steps here and leave the technical details to the Supplementary Materials [91]. We use similar techniques as in the proof of Theorem 1. By using the 2-design property of unitary embedded MPS, it is straightforward to prove $\partial_k^{(i)} \mathcal{L}_l = 0$. We then calculate the variance $\text{Var}(\partial_k^{(i)} \mathcal{L}_l)$ and obtain the desired results. Specifically, we first consider the on-site case, i.e., the derivative and the local operator act on the same physical site. We find that for the connection of the two dangling legs in the term

$$\int \text{d}U_H N_{i=1}^{i-1} \langle \delta^{(i)} \partial_{\theta_k^{(i)}} U^{(i)}_{r_d,D,I_d,D} \hat{U}^{(i)}_{\theta_k^{(i)}} I_{r_d,D,I_d,D} |0\rangle_{r_d^{(i)}} |0\rangle_{r_d^{(i)}} \rangle \otimes 2$$

yield a non-vanishing term with respect to the system size $n$, which leads to Eq. (6) after a lengthy calculation. Then we consider the off-site case and assume $\Delta \leq \lfloor \frac{n}{2} \rfloor$ since a periodic boundary condition is used. By using the unitary 2-design, we integrate the unitaries between sites $i$ and $m$ and find that this integration only contributes a $d^{-\Delta}$ decaying term, which leads to the Ineq. (7) and completes the proof.

Theorem 2 implies that the scaling behaviour of the derivatives for local loss functions along any direction is independent of the system size $n$, both upper and lower bounded by a nonzero polynomial fraction of the virtual and physics dimensions. As a result, there exist no barren plateaus in the landscapes of these functions and the corresponding models.
are efficiently trainable with gradient-based algorithms. This shows with an analytical guarantee the trainability advantage of choosing local losses for MPS-based learning. Moreover, the second part of this theorem indicates that the derivative is upper bounded by an exponentially small number with respect to $\Delta$. This is attributed to the locality property of MPS. Yet, we stress that this exponential decay cannot be derived directly from the entanglement area law [104] satisfied by tensor-network states. There exist different quantum states with area-law entanglement but support long-range correlations [105]. Theorem 2 asserts that although long-range correlations could exist in the variational MPS used, the dependence of the local loss function decays exponentially as $\Delta$ increases. In practice, this would help reduce the computational cost in training MPS-based models, since only the derivatives with respect to nearby parameters play a role and are needed for updating.

**Numerical results.**—To verify that the above scaling results are valid for MPS-based learning models with modest system sizes and different loss functions, we carry out some numerical simulations by using the open-source TensorFlow [65] and TensorNetwork library [66]. For the case of global loss, we consider two different kind of loss functions: the normalized square loss defined as $L_{g,1} = 1 - \langle |\phi\rangle \psi(\Theta)\rangle / Z_g$, where $Z_g = \langle \psi(\Theta) | \psi(\Theta) \rangle$ is the normalization factor which concentrate exponentially around one [85]; and the KL divergence [106] defined by $L_{g,2} = D_{KL}(\rho(\phi)\|P(\phi, \psi))$, where $P$ and $Q$ denote the probability distributions (see [91] for details). Our results are plotted in Fig. 2. From this figure, we see clearly that the variance of the derivatives along any direction decays exponentially for both global loss functions, with a modest system size ranging from five to fifteen qubits. This is in precise agreement with the analytical results in Theorem 1 and manifests an undesirable drawback for choosing global loss functions in MPS-based learning. For the case of local loss, we carry out numerical simulations for the loss function defined in Eq. (5) with varying system sizes. Our results are plotted in Fig. 3. From Fig. 3 (b), it is evident that the variance of the derivative is independent of the system size, which agrees precisely with the analytical results in Eq. (6). In addition, Fig. 3 (c) clearly shows that the variance decays exponentially with the distance $\Delta$, which verifies the Ineq. (7) in Theorem 2.

**Discussion and conclusion.**—Although our discussion is mainly focused on the MPS-based machine learning models, the results obtained in both theorems and the techniques for proving them carry over straightforwardly to the more general tensor-network scenario. Yet, it is worthwhile to mention a subtle distinction: for MPS with a fixed bond dimension, computing the local loss functions and derivatives could be very efficient since contraction for MPS is efficient; In sharp contrast, for general tensor networks contraction is $\#P$-complete [107] and the calculation of loss functions and derivatives could be exponentially hard. Consequently, although we can prove the absence of barren plateaus for general tensor-network based learning models with local losses, training them may still be infeasible when scaling up due to the intrinsic difficulty in computing the derivatives. We mention that a variety of strategies, such as specific parameter initialization [80] and pre-training [108], have been proposed to escape barren plateaus for variational quantum circuits. These strategies may also apply for tensor-network based learning and a further investigation along this line is highly desirable.

In summary, we have rigorously proved the presence and absence of the barren plateaus in the landscapes of different loss functions for tensor-network based machine learning models. In particular, we proved that for global loss functions the derivatives along any direction vanish exponentially as the system size increases, giving rise to barren plateaus and rendering their training process inefficient by gradient-based algorithms. While for local loss functions, the gradients with respect to the parameters near the targeting local observables do not vanish and thus no barren plateau occurs. In addition, we proved that the gradient decays exponentially with the distance between the site where the local observable acts on and the site that hosts the derivative parameter. This sheds new light on the locality property of MPS and is of independent interest. We carried out numerical simulations to benchmark the validity of the analytical results for modest system sizes and different loss functions. Our results uncover some critical features for tensor-network based machine learning, which would benefit future studies from both theoretical and practical prospects.
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DETAILS OF PROOF TECHNIQUES

Unitary designs for the random unitary matrices

In this section, we introduce the concept of unitary $t$-design. For any measure $dU$ on the unitary group $U(N)$, the $t$-th moments $M_t(dU)$ of $dU$ are defined by the following integral [87–89]

$$M_t(dU) = \int_{U(N)} dU \prod_{\lambda=1}^t U_{i_\lambda,j_\lambda} \bar{U}_{i'_\lambda,j'_\lambda},$$

where $U_{i,j}$ represents the $(i,j)$-element of the unitary matrix $U$, and $\bar{U}$ represents the complex conjugation of $U$. Generally, the $t$-th moment with respect to the Haar measure $dU_H$ on the unitary group takes the following formula [90]

$$M_t(dU_H) = \int_{U(N)} dU \prod_{\lambda=1}^t U_{i_\lambda,j_\lambda} \bar{U}_{i'_\lambda,j'_\lambda} = \sum_{\sigma,\tau} \delta_{i_1,i'_\sigma(1)} \cdots \delta_{i_t,i'_\sigma(t)} \delta_{j_1,j'_\tau(1)} \cdots \delta_{j_t,j'_\tau(t)} Wg(\tau^{-1}, N),$$

where $Wg(\cdot)$ represents the Weingarten function, $\sigma$ and $\tau$ are the permutation operators in the symmetric group $S_t$. The Weingarten function is defined with respect to the permutation operator $\sigma \in S_t$ and the dimension $N$ of the unitary group,

$$Wg(\sigma, N) = \frac{1}{t!^2} \sum_{\eta: t(\eta) \leq N} \frac{\chi^\eta(1)^2 \chi^\eta(\sigma)}{s_{\eta,N}(1)},$$

where the sum is over all the cases of non-negative integer partitions $\eta$ of $t$ with length $l(\eta) \leq N$. Here the partition $\eta$ of integer $t$ (abbreviated by $\eta \vdash t$) means a non-increasing sequence of non-negative integers $\eta = (\eta_1, \eta_2, \ldots)$ satisfying $\sum_i \eta_i = t$. The length $l(\eta)$ means the number of non-zero values in the sequence $\eta$. $\chi^\eta$ represents the irreducible character of the symmetry group $S_t$ with respect to the partition $\eta$, $s_{\eta,d}$ is the Schur polynomial of $\eta$ evaluated at $(1,1,\ldots,1)$.

The Schur polynomial $s_{\eta,d}$— The Schur polynomial $s_{\eta,d}$ at $\underbrace{(1,1,\ldots,1)}_N$ is equivalent to the dimension of irreducible representation of $U(N)$ that corresponds to the partition $\eta$, which takes the following formula

$$s_{\eta,N} = s_{\eta}(1,1,\ldots,1) = \prod_{1 \leq i < j \leq N} \frac{\lambda_i \lambda_j - j+i}{j-i}. \quad (S4)$$

The irreducible character $\chi^\eta$ of the symmetric group $S_t$— In the case of the identity permutation, the irreducible character value $\chi^\eta(1)$ is equal to the dimension of the irreducible representation of the symmetric group $S_t$ indexed by $\eta$, which is given by the celebrated hook length formula

$$\chi^\eta(1) = \frac{|\eta|!}{\prod_{i,j} h^\eta_{i,j}}, \quad (S5)$$

where $h^\eta_{i,j}$ denotes the hook length of the cell $(i,j)$ in a Young diagram with respect to the partition $\eta$.

In the case of the non-trivial partition $\eta$, the character value $\chi^\eta(1)$ of the symmetric group $S_t$ can be evaluated based on the Murnaghan-Nakayama rule, which is a combinatorial approach that is used for calculating the character.

Unitary $t$-design.— The measure $dU$ is called the unitary $t$-design, if the $k$-th moment with respect to $dU$ equals to the $k$-th moment with respect to the Haar measure $dU_H$ for all the positive integers $k \leq t$,

$$M_1(dU) = M_1(dU_H), \quad M_2(dU) = M_2(dU_H), \quad \ldots, \quad M_t(dU) = M_t(dU_H). \quad (S6)$$

Based on the theory of the unitary $t$-design, here we calculate the probability distribution of the values of the loss functions associated with the unitary embedding matrix product states (MPS). To calculate the average and variance of the loss functions with respect to the whole parameter space, we only need to care about the 1-moment and 2-moment of the random unitary
matrices. It has been shown that the random unitary matrices form the approximate unitary 2-design [85, 89]. The approximate unitary 2-design indicates that the first and second moments are approximately the same as the corresponding moments over the Haar measure \(dU_H\), i.e., \(M_1(dU_H) = M_1(dU)\), \(M_2(dU_H) = M_2(dU)\). The first and second moments over the Haar measure are given by the Weingarten functions with the following formula

\[
M_1(dU_H) = \int_{U(N)} dU_H U_{l_0,r_0} U_{l_0,r_0}' = \frac{1}{N} \delta_{l_0 l_0} \delta_{r_0 r_0}, \tag{S7}
\]

\[
M_2(dU_H) = \int_{U(N)} dU_H U_{l_0,r_0} U_{l_1,r_1} U_{l_0,r_0}' U_{l_1,r_1}' = \frac{1}{N^2 - 1} \left( \delta_{l_0 l_0} \delta_{l_1 l_1} \delta_{l_0 l_0} \delta_{r_0 r_0} + \delta_{l_1 l_0} \delta_{l_0 l_1} \delta_{r_0 r_1} \delta_{r_1 r_0} + \delta_{l_0 l_0} \delta_{l_1 l_1} \delta_{r_0 r_1} + \delta_{l_0 l_1} \delta_{l_1 l_0} \delta_{r_0 r_0} \delta_{r_1 r_0} \right), \tag{S8}
\]

where \(U_{l,r}\) represents the left and right dangling leg of the unitary tensor \(U\), and \(\bar{U}_{l,r}\) represents the complex conjugation of \(U_{l,r}\). For the convenient illustrations of the following analytical proofs, we represent the 1-moment and the 2-moment in Eqs. (S7, S8) by the following graph:

\[
M_1(dU_H) = \int dU_H \frac{l_0}{l_0} \frac{r_0}{r_0} = \frac{1}{N} l_0 r_0, \tag{S9}
\]

\[
M_2(dU_H) = \int dU_H \frac{l_0}{l_0} \frac{r_0}{r_0} = \frac{1}{N^2 - 1} \left( \frac{l_0}{l_0} \frac{r_1}{r_1} + \frac{l_1}{l_0} \frac{r_0}{r_0} \right), \tag{S10}
\]

In the calculation of the 2-moment in Eqs. (S8) and (S10), for the convenience of our latter proofs, we define the connection \(\delta_{l_0 l_0} \delta_{l_1 l_1}\) as the symmetric connection (denoted by \(S\)), and \(\delta_{l_0 l_1} \delta_{l_1 l_0}\) as the anti-symmetric connection (denoted by \(A\)).

**Parameterization of the unitary embedding matrix product states**

An arbitrary MPS with the periodic boundary condition takes the form,

\[
|\psi\rangle = \sum_{i_1,\ldots,i_n} \text{tr} \left[ A_{i_1}^{(1)} A_{i_2}^{(2)} \cdots A_{i_n}^{(n)} \right] |i_1,\ldots,i_n\rangle, \tag{S11}
\]

where \(|j_k\rangle\) means the local state of the \(k\)-th physical site with dimension \(d\), \(A_{j_k}^k\)'s are the \(D \times D\) matrices, \(D\) represents the bond dimension. Any such MPS can be unitarily embedded by the \(Dd \times Dd\) unitary matrices \(U\) with the graphical expression [83–85]

\[
\begin{aligned}
|0\rangle &|0\rangle |0\rangle |0\rangle |0\rangle |0\rangle |0\rangle \cdots \udots \cdots \udots \\
U_1^{(0)} &U_2^{(2)} U_3^{(4)} \cdots U_0^{(8)} U_0^{(8)} U_0^{(8)} \cdots U_0^{(8)}
\end{aligned}
\tag{S12}
\]

The unitary \(U^{(i)} \in U(Dd)\) is represented in \(\mathbb{C}^D \otimes \mathbb{C}^d\), where \(D\) means the bond dimension, and \(|0\rangle \in \mathbb{C}^d\) represents the measurement state in the subsystem \(\mathbb{C}^d\).

Here the parameters in the unitary matrices \(U^{(i)}\) are randomly initialized. For the convenience of illustrating our results, without loss of generality, here we parameterize the \(Dd \times Dd\) matrices \(U^{(i)}\) by the production of a set of exponential unitaries,
as

\[ U^{(i)}(\theta^{(i)}) = \prod_{\xi=1}^{\text{Poly}(Dd)} e^{i\theta^{(i)}_\xi G^{(i)}_\xi} = U^{(i)}_+ U^{(i)}_- , \]  

(S13)

where \( \theta^{(i)} = \{ \theta^{(i)}_\xi \} \) represents a set of real random numbers that parameterize the unitary \( U^{(i)} \), and the set \( \{ G^{(i)}_\xi \} \) represents a set of Hermitian operators (the number is of order \( \mathcal{O}(\text{Poly}(Dd)) \)) that is required to ensure the universality and randomness of \( U^{(i)} \) and \( U^{(i)}_- \) (or \( U^{(i)}_+ \)) in the unitary group \( U(Dd) \). This setting is inspired by the quantum circuit model proposed in [68], hence we can reasonably make the assumptions that \( U^{(i)} \) approximately forms 2-design, and at least one of the \( U^{(i)}_- \) and \( U^{(i)}_+ \) forms the approximate unitary 2-design [68, 89].

Cauchy-Schawrz inequality for the tensor networks

Here we introduce the Cauchy-Schawrz inequality for the tensor networks [85, 86] that will be used in the following proofs.

**Lemma 1.** Define a tensor network by \((T, C)\) with \( J \geq 2 \) tensors \( T = \{ t^j \}_{j \in \{ 1, \ldots, J \}} \). If no tensor self-contracts in the contraction \( C \), then the following inequality holds,

\[ |C(T)| \leq \prod_{j=1}^{J} ||t^j||_F, \]  

(S14)

where \( ||.||_F \) represents the Frobenius norm of the vectorized tensor \( t^j \).

**PROOF OF THEOREM 1**

In this section, we will consider the loss function with the following form:

\[ \mathcal{L}_g = 1 - |\langle \psi(\Theta) | \phi \rangle|^2, \]  

(S15)

where \( |\psi(\Theta)\rangle \) represents the parameterized matrix product state and \( |\phi\rangle \) represents an arbitrary constant quantum state.

According to the graphical representation of the unitary embedded matrix product state in Eq. (S12), we can then represent the loss function of Eq. (S15) in the following graphical formula:

![Graphical representation of the loss function](image)

\[ \mathcal{L}_g = 1 - |\langle \psi(\Theta) | \phi \rangle|^2. \]  

(S16)

Based on the global loss function \( \mathcal{L}_g \), we will calculate the mean value and the variance of the gradient \( \partial_k \mathcal{L}_g \). Without loss of generality, here we suppose that the derivative parameter of \( \partial_k \mathcal{L}_g \) locates on the first site (denoted by the red color in Eq. (S16)).

**Mean value of the derivative of global loss function**

Let us first introduce the expectation values of the derivative of the global loss function. For the first site that hosts the derivative parameter, we have:

\[ \partial_k (U^{(1)}_+ \otimes U^{(1)}_-) = -i(U^{(1)}_+ G^{(1)}_k U^{(1)}_-) \otimes (U^{(1)}_- U^{(1)}_+) + i(U^{(1)}_- U^{(1)}_+) \otimes (U^{(1)}_- G^{(1)}_k U^{(1)}_-), \]  

(S17)
where we express the unitary operator $U^{(1)} = U^{-1}U^{(1)}_+ = U_1^{(1)}U_2^{(1)} \ldots U_{\text{poly}(Dd)}^{(1)}$ as in Eq. (S13), and $G_k^{(1)}$ is the Hermitian operator of the corresponding derivative unitary operator $U_k^{(1)} = e^{-iG_k^{(1)}}\theta_k$, $G_k^{(1)}$ is the complex conjugation of $G_k^{(1)}$. For latter convenience, here we omit some unnecessary indices for the notations, such as $U^{(i)} \rightarrow U$, $G_k^{(i)} \rightarrow G_k$, and $G^{(i)} \rightarrow G$. We then express the Eq. (S17) in a compact form:

$$\partial_k(U^{(1)} \otimes \bar{U}^{(1)}) = \sum_{\alpha=0,1} (-1)^\alpha iU_-G^{\alpha}U_+ \otimes \bar{U}_-\bar{G}^{1-\alpha}\bar{U}_+, \quad (S18)$$

where $\alpha$ represents the power of $G$ ($\bar{G}$), i.e., $G^0$ means the identity operator, $G^1 = G$.

Integrating the right side of Eq. (S18) with respect to the full unitary space, one can obtain the following graphical expression:

$$\int dU_- \int dU_+ \left( \sum_{\alpha=0,1} (-1)^\alpha iU_-G^{\alpha}U_+ \otimes \bar{U}_-\bar{G}^{1-\alpha}\bar{U}_+ \right) = i \sum_{\alpha=0,1} (-1)^\alpha \int dU_-dU_+, \quad (S19)$$

where the red lines indicate the bond dimension $D$, the blue lines indicate the physical dimension $d$, and the black lines indicate the multiplication of physical dimension and bond dimension $d \times D$.

Here for the random matrix product states, one can reasonably assume that the unitary embedded operators $\{U^{(i)}\}$ are random enough, where each unitary operator can be treated as a local deep quantum circuit, and it is reasonable to assume that at least one of the $U_-$ and $U_+$ forms 1-design. Let us consider the first case, where $U_-$ forms the unitary 1-design. By integrating the $U_-$ operator with respect to the Haar measure $dU_-$ according to the rule in Eq. (S9), we obtain the following graph:

$$\sum_{\alpha=0,1} (-1)^\alpha \int dU_+ \quad (S20)$$

We then integrate all the unitary operators from the 2-th site to the $n$-th site and ignore the trivial connected parts, the dangling legs are contracted and Eq. (S20) becomes:

$$\sum_{\alpha=0,1} (-1)^\alpha \int dU_+ \quad (S21)$$

where we use the following relations:

$$G = G^\dagger = \bar{G} \quad (S22)$$
and ignore the constant term. The dangling blue legs in Eq. (S21) are connected to the constant state $|\phi\rangle$. The integrands for $\alpha = 0$ and $\alpha = 1$ cancel with each other, which means that the expectation value of the derivative of the loss function is 0.

In the case that $U_+$ forms the unitary 1-design, one can integrate the $U_+$ part with respect to the full unitary space. Then the integration of the derivative site (red-colored site in Eq. (S16) ) becomes:

$$\sum_{\alpha=0,1} (-1)^\alpha \int dU_- \quad \text{(S23)}$$

Similarly, by integrating all the unitary operators from the 2-th site to the $n$-th site and ignore the trivial connected parts, the dangling legs are contracted and Eq. (S23) becomes:

$$\sum_{\alpha=0,1} (-1)^\alpha \int dU_- \quad \text{(S24)}$$

One can easily verify the $\alpha = 0$ term and the $\alpha = 1$ term cancel each other out, then Eq. (S21) equals to 0. Thus, we conclude that the mean value of the derivative of the global loss function $\langle \frac{\partial L_g}{\partial \theta_k} \rangle = 0$, (S25)

given that at least one of the two unitary operators $\{U_-, U_+\}$ forms the unitary 1-design.

**Variance of the derivative of global loss function**

The variance of the derivative of the global loss function can be written as:

$$\text{Var}(\partial_k L_g) = \langle \left( \frac{\partial L_g}{\partial \theta_k} \right)^2 \rangle - \langle \frac{\partial L_g}{\partial \theta_k} \rangle^2. \quad \text{(S26)}$$

With the vanishing expectation value $\langle \frac{\partial L_g}{\partial \theta_k} \rangle = 0$, the variance can be further reduced to

$$\text{Var}(\partial_k L_g) = \langle \left( \frac{\partial L_g}{\partial \theta_k} \right)^2 \rangle, \quad \text{(S27)}$$
which indicates that we only need to consider the mean square of the derivative of the loss function. For our convenient, we express the Weingarten calculus of the second moment operator of the Haar-random unitary in the following graph representation:

\[ M_2(dU_H) = \int dU_H \] (S28)

where the red and blue lines on the right side of the equation represent a compact form of the four dangling legs with the bond dimension and the physical dimension respectively. The green circle denotes the sum of all possible connections of the four dangling legs and has the following two cases (obtained from the calculation of 2-moment in Eq. (S10))

\[ S = \quad A = \] (S29)

where \( S \) denotes the case of the symmetric connection, and \( A \) denotes the case of anti-symmetric connection, so that \( S = S + A \). The grey dashed line in Eq. (S28) corresponds to the weight of each connection, and has the following four cases:

\[
\begin{align*}
S &\quad A \\
\frac{1}{(Dd)^2 - 1} \\
S &\quad A \\
\frac{1}{Dd[(Dd)^2 - 1]}. \\
S &\quad A \\
\sum_{\alpha,\beta=0,1} (-1)^{\alpha+\beta+1} \int dU_\alpha dU_\beta \\
S &\quad A \\
G^\alpha &\quad \bar{G}^\alpha \\
S &\quad A \\
G^\beta &\quad \bar{G}^\beta \\
S &\quad A \\
\end{align*}
\] (S30)

Now we calculate the variance of the derivative of the global loss function. The square of the derivative of the loss function has the following formula:

\[ \langle (\partial L_g / \partial \theta_k)^2 \rangle \] (S31)

In the following proof, based on the fact that the random unitary matrices form the approximate unitary 2-design, here we consider the case that at least one of the two unitary operators \( \{ U_-, U_+ \} \) in Eq. (S31) forms the unitary 2-design.

To calculate the term \( \langle (\partial L_g / \partial \theta_k)^2 \rangle \), we first consider the case that \( U_- \) forms the unitary 2-design. By integrating the randomly
initialized unitary matrices on all sites, we obtain the following graphical result:

\begin{align}
|\psi\rangle = \sum_{\alpha,\beta=0,1} (-1)^{\alpha+\beta+1} \int dU_\alpha U_\alpha^\dagger \tilde{U}_\beta^\dagger U_\beta \ , \tag{S32}
\end{align}

where the term on the derivative site takes the form:

\begin{align}
\mathcal{S} = \sum_{\alpha,\beta=0,1} (-1)^{\alpha+\beta+1} \int dU_\alpha U_\alpha^\dagger \tilde{U}_\beta^\dagger U_\beta \ , \tag{S33}
\end{align}

and we denote the reference state by $|\bar{0}\rangle = |0\rangle \langle 0|^\otimes 2$ in Eq. (S32) based on the Choi-Jamiolkowski isomorphism [109, 110].

With different connection of the dangling legs, we have the following relations:

\begin{align}
S \longrightarrow |\bar{0}\rangle = \begin{pmatrix} |0\rangle \\ |0\rangle \\ |0\rangle \\ |0\rangle \end{pmatrix} = A \longrightarrow |\bar{0}\rangle = \begin{pmatrix} |0\rangle \\ |0\rangle \\ |0\rangle \\ |0\rangle \end{pmatrix} = 1 \\
S \longrightarrow A = \begin{pmatrix} \end{pmatrix} = A \longrightarrow S = \begin{pmatrix} \end{pmatrix} = \Omega \\
S \longrightarrow S = \begin{pmatrix} \end{pmatrix} = A \longrightarrow A = \begin{pmatrix} \end{pmatrix} = \Omega^2 , \tag{S34}
\end{align}

where $\Omega$ is the dimension of the dangling leg.

As was mentioned in Lemma 1, the Cauchy-Schwarz inequality for tensor networks reads:

\begin{align}
\sum_{\Pi = S, A} |\langle \tilde{\phi}| \otimes^2 (\langle \tilde{\phi}| \otimes^2) |\Pi\rangle| \leq 1 , \tag{S35}
\end{align}

where $|\tilde{\phi}\rangle$ is complex conjugation of $|\phi\rangle$, and $\Pi$ is an arbitrary choice of all the possible combinations of the $S$ and $A$ connections.

With the above result of Cauchy-Schwarz inequality for tensor networks, we easily obtain that the graphic structure of the
integrated result is upper bounded by:

\[
\sum_{\alpha,\beta=0,1} (-1)^{\alpha+\beta+1} \int dU_+ \sum_{\alpha,\beta=0,1} (-1)^{\alpha+\beta+1} \int dU_+ \]

where (a) denotes the possible connection of the four lines (noted in Eq. (S33)) between the green circle and the grey circle, and (b) denotes the possible connection of the four lines between the green circle and the black square.

Now we consider all of the possible cases for (a) and (b).

If (a) hosts the \( S \) connection, we can graphically express the derivative site as:

\[
\sum_{\alpha,\beta=0,1} (-1)^{\alpha+\beta+1} \int dU_+ G^\alpha \bar{G}^{1-\alpha} G^\beta \bar{G}^{1-\beta} = \sum_{\alpha,\beta=0,1} (-1)^{\alpha+\beta+1} \int dU_+ G \bar{G}
\]

where the integrated term is independent of the indices \( \alpha \) and \( \beta \). By summing over all the cases of \( \alpha \) and \( \beta \), we easily obtain that the value of Eq. (S37) is 0.

If (a) hosts the \( A \) connection and (b) hosts the \( S \) connection, the integration on the derivative site can be graphically expressed as:

\[
\sum_{\alpha,\beta=0,1} (-1)^{\alpha+\beta+1} \int dU_+ G^\alpha \bar{G}^{1-\alpha} G^\beta \bar{G}^{1-\beta} = \sum_{\alpha,\beta=0,1} (-1)^{\alpha+\beta+1} \int dU_+ G \bar{G}
\]

Similar to the case of Eq. (S37), simple calculations show that the value of Eq. (S38) is 0.

If both (a) and (b) host the \( A \) connections, the integrated graph on the derivative site is

\[
\sum_{\alpha,\beta=0,1} (-1)^{\alpha+\beta+1} \int dU_+ G^\alpha \bar{G}^{1-\alpha} G^\beta \bar{G}^{1-\beta} = \sum_{\alpha,\beta=0,1} (-1)^{\alpha+\beta+1} \int dU_+ G^{1-(\alpha-\beta)} \bar{G}^{1-(\beta-\alpha)}
\]

which leads to a non-zero but constant term:

\[
C_{g1} = 2\text{Tr}(G^2) - 2\text{Tr}(G)^2.
\]
Based on the results of Eqs. (S36, S37, S38, S39), and together with the relations that $A\rightarrow A = S\rightarrow S = (Dd)^2$ and $S\rightarrow A = A\rightarrow S = Dd$, then we can bound the variance $\text{Var}(\partial_k \mathcal{L}_g)$ by the following equations:

$$\text{Var}(\partial_k \mathcal{L}_g) = \langle (\partial_k \mathcal{L}_g)^2 \rangle \leq \sum_{\Pi} \Pi'$$

(S41)

where $\Pi$ and $\Pi'$ are arbitrarily chosen from the $S$ and $A$ connections.

Now we consider the case that $U_+$ forms the unitary 2-design. Following the Cauchy-Schwarz inequality in Lemma 1, then the Eq. (S32) is upper bounded by:

$$= 2 \frac{Dd-1}{[(Dd)^2-1]Dd} \frac{D^{2n}}{(D^2D^2-1)^n} \sum_{l=0}^{n} \sum_{r=0}^{n} \binom{n}{l} \binom{n}{r} D^{-l-r} d^{-r} C_{g1}$$

(S42)

where (a) denotes the possible connection of the four dangling lines on the black square, and (b) denotes the possible connection of the four lines between the green circle and the grey circle. The site hosting the derivative parameter is expressed as follows:

Similar to our previous discussion, when (a) hosts the $S$ connection and (b) hosts the $A$ connection, the graph in Eq. (S43) is depicted as:

(S44)
which leads to a non-zero constant value:

\[ C_{g2} = \int dU_- 2[\text{Tr}(\rho G^2 \rho) - \text{Tr}(\rho G)^2], \]  

(S45)

where \( \rho = U_- |0\rangle \langle 0| U_-^\dagger \).

When both (a) and (b) hosts the \( A \) connections, the graph in Eq. (S43) is depicted as:

\[
\begin{align*}
\begin{array}{c}
\text{\( A \)} \\
\end{array} 
= \sum_{\alpha, \beta = 0, 1} (-1)^{\alpha + \beta + 1} \int dU_- U_- \hat{U}_- G^\alpha \hat{G}^{1-\alpha} G^\beta \hat{G}^{1-\beta}
\end{align*}
\]

(S46)

which leads to a non-zero constant value:

\[ C_{g3} = \int dU_- 2[\text{Tr}(G^2 \rho) Dd - \text{Tr}(G \rho)^2]. \]  

(S47)

Thus the variance of the derivative of the global loss function \( \text{Var}(\partial_k L_g) \) is bounded by:

\[ \text{Var}(\partial_k L_g) = \langle (\partial_k L_g)^2 \rangle \leq f(n) \text{Max}(C_{g2}, C_{g3}) \]  

(S48)

with a \( n \)-dependent function

\[ f(n) = 2 \frac{Dd - 1}{[(Dd)^2 - 1]Dd} \frac{(1 + \frac{1}{D})^{n-1} (1 + \frac{1}{Dd})^{n-1}}{(d^2 - \frac{1}{d^2})^{n-1}}. \]  

(S49)

In the last case, we consider that both \( U_- \) and \( U_+ \) form the unitary 2-design. Following the Cauchy-Schwarz inequality in Lemma 1, then the Eq. (S32) is upper bounded by:

\[
\begin{align*}
\begin{array}{c}
\text{\( (a) \)} \\
\text{\( (b) \)}
\end{array} 
\end{align*}
\]

where (a) denotes the possible connection of the four lines upon the grey circle, and (b) denotes the possible connection of the four lines upon the grey circle.

where the term on the derivative site is:

\[
\begin{align*}
\begin{array}{c}
\hat{G}^{1-\beta} \\
\text{\( \alpha \)} \\
\text{\( \beta \)}
\end{array} 
= \sum_{\alpha, \beta = 0, 1} (-1)^{\alpha + \beta + 1} G^\alpha \hat{G}^{1-\alpha} G^\beta \hat{G}^{1-\beta}
\end{align*}
\]

(S51)
We find that only in the case that both (a) and (b) take the $A$ connections, where the graph in Eq. (S51) can be depicted as:

![Graphical representation of Eq. (S51)](image)

the integration in Eq. (S52) takes the non-zero constant value:

$$C_{g4} = 2\text{Tr}(G^2)Dd - 2\text{Tr}(G)^2,$$

(S53)

and the variance of the derivative of the global loss function $\text{Var}(\partial_k L_g)$ is bounded by

$$\text{Var}(\partial_k L_g) = \langle (\partial_k L_g)^2 \rangle \leq 2 \left[ \frac{Dd-1}{(Dd)^2-1} \right] C_{g4}. $$

(S54)

Based on the results in Eqs. (S41, S48, S54), where $C_{g(1,2,3,4)}$ are constant terms, one easily obtain that variance of the of the derivative of the global loss function $\text{Var}(\partial_k L_g)$ is dominantly bounded by the term $\langle \frac{\partial L_g}{\partial \theta} \rangle = 0$ in Eq. (S25), we can show that

$$\text{Pr} \left( |\partial_k L_g| > \epsilon \right) \leq \epsilon^{-2} \mathcal{O}(d^{-n})$$

(S55)

based on the Chebyshev’s inequality, where $\text{Pr}(\cdot)$ represents the probability. The result indicates the presence of the barren plateaus in the training process of the tensor-network based machine learning models with respect to the global loss functions.

This completes the proof of the Theorem 1 in the main manuscript.

**PROOF OF THEOREM 2**

The general form of the local loss function can be written as:

$$\mathcal{L}_l = \sum_i \langle \psi(\Theta) | \hat{O}_i | \psi(\Theta) \rangle$$

(S56)

where $\hat{O}_i$ is a local operator. For simplicity, here we only consider the case that the local operator acts on the $m$-th site of the lattice. Namely, the loss function can be written as:

$$\mathcal{L}_l = \langle \psi(\Theta) | \hat{I}^{\otimes (m-1)} \hat{O} \hat{I}^{\otimes (n-m)} | \psi(\Theta) \rangle,$$

(S57)

where the lattice has $n$ sites. The graphical illustration of Eq. (S57) is:

![Graphical representation of Eq. (S57)](image)

Without loss of generality, in our model, we consider the case that the first site hosts the derivative parameter (we denote such site by the derivative site) and the observable acts on the $m$-th site (we denote such site by the observable site). In the periodic condition, we take $m \leq \lfloor n/2 \rfloor$. We assume that the system size $n > 2$. By using the unitary embedding techniques, our model can be identified as a quantum circuit that starts by the derivative site, passes through the observable site and loops over the sites in MPS states.

In this proof, we divide the calculation of the whole system into three parts. The first part is the contraction over the derivative site. The second part is the contraction over the observable site, and the third part is the contraction over the self-connected sites.
Mean value of the derivative of local loss function

Now we calculate the mean value term $\langle \partial_k L_l \rangle$. We first consider the off-site case (where the derivative site is not the same as the observable site). Actually, to calculate the expectation value of the term $\langle \partial_k L_l \rangle$, we only need to care about the following term on the derivative site:

$$\langle \partial_\theta \left( U(\Theta)U^\dagger(\Theta) \right) \rangle_{l_1,r_1} = -i \langle U_+ G U_- |0\rangle \langle 0 | U^\dagger_+ \rangle_{l_1,r_1} + i \langle U_+ U_- |0\rangle \langle 0 | U^\dagger_+ G U^\dagger_+ \rangle_{l_1,r_1}.$$ (S59)

By integrating the nearest sites, we obtain the graphical representation of Eq. (S59) as:

$$\sum_\alpha (-1)^\alpha \int dU_- dU_+ G^\alpha \tilde{G}^{1-\alpha} = \int dU_- dU_+ \text{Tr}([G, \rho]) = 0,$$ (S60)

where we define $\rho = U_- |0\rangle \langle 0 | U^\dagger_+$. The above result indicates that the mean value term $\langle \partial_k L_l \rangle$ equals to zero for the off-site case.

For the on-site case (where the derivative site is the same as the observable site), we have the following expression on the derivative site:

$$\langle \partial_\theta \left( U(\Theta)\tilde{O} U^\dagger(\Theta) \right) \rangle_{l_1,r_1} = -i \langle U_+ G U_- |0\rangle \langle 0 | U^\dagger_+ \tilde{O} \rangle_{l_1,r_1} + i \langle U_+ U_- |0\rangle \langle 0 | U^\dagger_+ G U^\dagger_+ \tilde{O} \rangle_{l_1,r_1}.$$ (S61)

By integrating the nearest sites, the graph representation of Eq. (S61) is:

$$\sum_\alpha (-1)^\alpha \int dU_- dU_+ G^\alpha \tilde{G}^{1-\alpha}.$$ (S62)

With the condition that either $U_-$ or $U_+$ forms the unitary 2-design, similar to the calculation for global loss function, the sum of the integration with different values of $\alpha$ is 0. So that the expectation value of derivative vanishes in the local loss function case.

Variance of the derivative of local loss function: off-site case

We first focus on the case where the derivative and the local operator are applied on different site. Similar to our discussion in Sec., in the derivative site, the variance of derivative can be graphically depicted as Eq. (S31).
Let us consider the case that the $U_-$ forms unitary 2-design, where we integrated the $U_-$ part. We take the connection at the upper side of the generator $G$ as symmetric relations. In the graphical representation, the integration is:

$$\sum_{\alpha, \beta = 0, 1} (-1)^{\alpha + \beta + 1} \int dU_+ \cdot \begin{array}{c}
\text{S} = & \begin{array}{c}
\text{S} \\
\end{array}
\end{array}$$

(S63)

It is easy to see that for the integrands, the different combinations of the $\alpha$ and $\beta$ will generate the same structure, which will cancel with each other as sum over all possible values of $\alpha$ and $\beta$.

The second case is the anti-symmetric connection at the upper index of the generator $G$, which will lead to the following two different types:

$$\sum_{\alpha, \beta = 0, 1} (-1)^{\alpha + \beta + 1} \int dU_+ \cdot \begin{array}{c}
\text{S} = & \begin{array}{c}
\text{S} \\
\end{array}
\end{array}$$

(S64)

and

$$\sum_{\alpha, \beta = 0, 1} (-1)^{\alpha + \beta + 1} \int dU_+ \cdot \begin{array}{c}
\text{S} = & \begin{array}{c}
\text{S} \\
\end{array}
\end{array}$$

(S65)

In the first connection type, if we sum over the integrands with all possible values of $\alpha$ and $\beta$, the result will be:

$$2\text{Tr}(GU_+U_+^1GU_+^1U_+^1) - 2\text{Tr}(GU_+U_+^1U_+^1U_+^1G) = 0.$$  

(S66)

In the second type, if we sum over all the possible values of $\alpha$ and $\beta$, we obtain the contraction result is:

$$C_1 = \int dU_+ 2[D\text{Tr}_d(\text{Tr}_D(U_+G^2U_+^1)) - \text{Tr}_d(\text{Tr}_D(U_+GU_+^1)^2)].$$  

(S67)

Then, let us consider the case that $U_+$ forms unitary 2-design. After integrated the $U_+$ part, we first take the symmetric connection at the bottom index of the generator $G$, which will generate the following structure:

$$\sum_{\alpha, \beta = 0, 1} (-1)^{\alpha + \beta + 1} \int dU_+ \cdot \begin{array}{c}
\text{S} = & \begin{array}{c}
\text{S} \\
\end{array}
\end{array}$$

(S68)
same as our previous discussion in Eq. S63, this term equals 0 as we sum over the integrands with all possible values of $\alpha$ and $\beta$. And for the anti-symmetric connection at the bottom of the generator $G$, we can have the following structures:

After contraction of all the indexes, the output is:

$$C_2 = \int dU_- 2[\text{Tr}(\rho G^2 \rho) - \text{Tr}(\rho G \rho G)],$$

(S70)

where we denoted $U_- |0\rangle \langle 0 | U_-^\dagger$ as $\rho$.

we can obtain the output as:

$$C_3 = \int dU_- 2[Dd\text{Tr}(\rho G^2) - \text{Tr}(G \rho)^2].$$

(S72)

The third case is $U_-$ and $U_+$ are all form unitary 2-design, at this case, symmetric connection of either side of indexes in the generator as:

will equal to 0.
If the upper and bottom indexes of generator are all anti-symmetric connection, it will yield:

$$\sum_{\alpha,\beta=0,1} (-1)^{\alpha+\beta+1}$$

with the output result:

$$C_4 = 2[\text{Tr}(G^2)Dd - \text{Tr}(G)^2]$$

We find that only the anti-symmetric connection of the bottom indexes can obtain the non-zero solution.

Then, let us consider the observable site. The integration of the local operator site can be graphically draw as:

where we use the choi-jamiolkowski isomorphism and graphically represent the local operator:

It is easy to verify the following results:
For the self-connected sites, the integration will generate the form:

\[
\int d\mu_H = \mathcal{S}
\]  

(S79)

We have the following results:

\[
\begin{align*}
\mathcal{S} = 1 & \quad \text{and} & \quad \mathcal{A} = \frac{d^2D - D}{D^2d^2 - 1} = \mathcal{X} \\
\mathcal{S} = 0 & \quad \text{and} & \quad \mathcal{A} = \frac{dD^2 - d}{D^2d^2 - 1} = \eta
\end{align*}
\]  

(S80)

As we consider \( L \) self-connected sites, the contraction result leads to:

\[
\begin{align*}
\mathcal{S}^{L} = 1 & \quad \text{and} & \quad \mathcal{A}^{L} = 0 \\
\mathcal{S}^{L} = \mathcal{X} \sum_{i=0}^{L-1} \eta^i & \quad \text{and} & \quad \mathcal{A}^{L} = \eta^L
\end{align*}
\]  

(S81)

Now, we combine the derivative site, observable site, and the self-connected sites together. In the case that \( U \) forms unitary 2-design, the variance of the derivative can be written as:

\[
\begin{align*}
\Delta - 1 & \quad \text{and} & \quad n - \Delta - 1
\end{align*}
\]  

(S82)
where we define the distance \( \Delta = m-1 \).

According to our previous calculation, we obtain the following contraction result:

\[
\langle (\partial_\theta L_i)^2 \rangle = C_1 \frac{\text{Tr}(\hat{O}^2) D\eta^{n-\Delta-1}}{(D^2 d^2-1)^2} \left[ D\eta^{n-\Delta-1} + \frac{1-\eta^{n-\Delta-1}}{1-\eta} \chi - \frac{1}{D^2 d^2} \right].
\]  

(S83)

If \( U_+ \) forms unitary 2-design, the variance of the derivative can be written as:

\[
\langle (\partial_\theta L_i)^2 \rangle = C_2 \eta^\Delta \left[ \frac{\text{Tr}(\hat{O}^2) D}{D^2 d^2-1} \right] + C_3 \eta^\Delta \left[ \frac{\text{Tr}(\hat{O}^2) D^2}{D^2 d^2-1} \eta^{n-\Delta-1} + \frac{\text{Tr}(\hat{O}^2) D}{D^2 d^2-1} \frac{1-\eta^{n-1}}{1-\eta} \chi \right].
\]  

(S85)

If both \( U_+ \) and \( U_- \) form unitary 2-design, the variance of derivative can be written as:

\[
\langle (\partial_\theta L_i)^2 \rangle = C_4 \frac{\text{Tr}(\hat{O}^2) D\eta^\Delta}{(D^2 d^2-1)^2} \left[ D\eta^{n-\Delta-1} + \frac{1-\eta^{n-\Delta-1}}{1-\eta} \chi - \frac{1}{D^2 d^2} \right].
\]  

(S87)

As we can see that in Eqs. (S83, S85, S87), all of them show an exponentially decay with respect to the distance \( \Delta \) between the observable site and the derivative site. As we set the distance \( \Delta \) as constant, the increasing \( n \) will eventually converge to a constant number.
Variance of the derivative of local loss function: on-site case

Then, let us consider the on-site case (where the derivative site is the same as the observable site). As we assume $U_-$ forms unitary $2$-design, the integration over $U_+$ has the form:

\[
\sum_{\alpha, \beta = 0, 1} (-1)^{\alpha + \beta + 1} \int dU_+ \]

\[= \sum_{\alpha, \beta = 0, 1} (-1)^{\alpha + \beta + 1} \int dU_+ \]

(S88)

Let us consider the four connection case as follows:

\[
= \sum_{\alpha, \beta = 0, 1} (-1)^{\alpha + \beta + 1} \int dU_+ \]

(S89)

(S90)

(S91)
The first and third connection cases are easy to see that it leads to 0. The integration in the second connection case leads to:

\[ C_5 = \int dU_+ 2[\text{Tr}(\sigma G^2 \sigma) - \text{Tr}(\sigma G G)] \]  
\( (S93) \)

where we denoted \( \sigma = U_+ (\hat{O} \otimes I) U_+^\dagger \). In the last connection case, the integrated result leads to:

\[ C_6 = \int dU_+ 2 \text{Tr}_d \left\{ D \text{Tr}_D \left[ U_+ G^2 U_+^\dagger \right] \hat{O}^2 - \left[ \text{Tr}_D (U_+ G U_+^\dagger) \hat{O}^2 \right]^2 \right\} . \]  
\( (S94) \)

The variance of derivative can be written as:

\[ \langle (\partial_\theta L) l \rangle^2 = C_5 \left[ \text{Tr}(\hat{O}^2) D \right] + C_3 \left[ \text{Tr}(\hat{O}^2) D^2 \eta^{n-1} + \text{Tr}(\hat{O}^2) D \frac{1-\eta^{n-1}}{1-\eta} \chi \right] . \]  
\( (S96) \)

For the case where only the \( U_+ \) forms unitary 2-design, same as our previous discussion, the variance of derivative can be written as:

\[ \langle (\partial_\theta L) l \rangle^2 = C_2 \left[ \frac{\text{Tr}(\hat{O}^2) D}{D^2 \chi^2 - 1} \right] + C_3 \left[ \text{Tr}(\hat{O}^2) D^2 \eta^{n-1} + \text{Tr}(\hat{O}^2) D \frac{1-\eta^{n-1}}{1-\eta} \chi \right] . \]  
\( (S98) \)
For the case where both $U_+$ and $U_-$ form unitary 2-design, the variance of derivative can be written as:

$$
\left\langle (\partial_\theta L_l)^2 \right\rangle = C_4 \text{Tr}(\hat{O}^2) D \left( \frac{1 - \eta^{n-1}}{1 - \eta} \right)^2 \left[ D\eta - 1 - \frac{1}{D^2 d^2} \right].
$$

where we can see that it has the similar structure in Eq. (S87) with $\Delta = 0$, so that the contraction result reads:

$$
\left\langle (\partial_\theta L_l)^2 \right\rangle = C_4 \text{Tr}(\hat{O}^2) \left( \frac{D\eta - 1 - \frac{1}{D^2 d^2}}{1 - \eta} \right)^2.
$$

As we can see that in Eqs. (S96, S98, S100), for all of them, the increasing $n$ will eventually converge to a constant number that only depends on the virtual bond dimension $D$, the physical dimension $d$, and the trace of the square of the local observable $\text{Tr}(\hat{O}^2)$.

We combine the results in the off-site case in Eqs. (S83, S85, S87) and the on-site case in Eqs. (S96, S98, S100). As we fix the distance $\Delta$ (where $\Delta = 0$ in the on-site case), the variance of $\partial_\theta L_l$ scales as:

$$
\text{Var}(\partial_\theta L_l) \sim O\left( \text{Tr}(\hat{O}^2)^P(D,d) \right),
$$

where $P(D,d)$ and $Q(D,d)$ are certain polynomials of $D$ and $d$ with constant degrees. This result indicates an absence of the barren plateaus in training process of the tensor-network based machine learning model in the local loss function case.

As the distance $\Delta > 0$, the variance

$$
\text{Var}(\partial_\theta L_l) \leq O(d^{-\Delta}),
$$

which indicates that the derivative is upper bounded by an exponentially small number with respect to the distance $\Delta$, and only the derivatives with respect to nearby parameters play a role in the training process.

With the discussions in this section, we complete the proof of Theorem 2 in the main manuscript.

**NUMERICAL DETAILS**

We implement the derivative of the loss function by the automatic differentiation package in the TensorFlow library [65]. The contraction of tensors is implemented by using the tensor network library [66]. To speed up the computation, we use the GPU version of TensorFlow.

For the overlap global loss function:

$$
\mathcal{L}_g = 1 - \frac{|\langle \psi(\Theta) | \phi \rangle|^2}{\langle \psi(\Theta) | \psi(\Theta) \rangle \langle \phi | \phi \rangle},
$$

we define the parameterized matrix product states $|\psi(\Theta)\rangle$ as:

$$
|\psi(\Theta)\rangle = \sum_{j_1, \ldots, j_n} \text{Tr} \left[ A_{j_1}^{(1)}(\Theta_1) A_{j_2}^{(2)}(\Theta_2) \cdots A_{j_1}^{(n)}(\Theta_n) \cdots A_{j_n}^{(n)}(\Theta_n) \right] |j_1, \ldots, j_n\rangle,
$$

where the tensor $A_{j_i}^{(i)}(\Theta_i)$ has the dimension $d \times D^2$ with the virtual bond dimension $D = 2$ and the physical dimension $d = 2$. The constant state

$$
|\phi\rangle = \sum_{j_1, \ldots, j_n} \text{Tr} \left[ C_{j_1}^{(1)} C_{j_2}^{(2)} \cdots C_{j_n}^{(n)} \right] |j_1, j_2, \ldots, j_n\rangle
$$
with each element in $C_{j_i}$ is fixed as 1.

For the KL divergence loss function

$$L_{g,2} = D_{KL}(Q(\phi)||P(\phi, \psi)), \quad (S106)$$

we setup a binary classification task (with the label 0 for accept and label 1 for reject), where we only consider one input data $|\phi\rangle$. The accept (reject) probability in hypothesis is $P(\phi, \psi)_{\text{accept}} = |\langle \phi|\psi(\Theta)\rangle|/\sqrt{Z_g}$ ($P(\phi, \psi)_{\text{reject}} = 1 - |\langle \phi|\psi(\Theta)\rangle|/\sqrt{Z_g}$), and the accept (reject) probability in data is $Q(\phi)_{\text{accept}} = 1$ ($Q(\phi)_{\text{reject}} = 0$).

In the local loss function, we define the loss function as:

$$L_l = \frac{\langle \psi(\Theta)|\hat{O}_m|\psi(\Theta)\rangle}{\langle \psi(\Theta)|\psi(\Theta)\rangle}, \quad (S107)$$

where we take the local operator as the single site Pauli operator $\sigma_x$ which is acted on the $\lfloor \frac{n}{2} \rfloor$-th site. The virtual bond dimension and the physical dimension are the same as the global loss function case.

As for calculating the variance of $\partial_i^{(k)} L$, we use the Monte Carlo method to generate $n_s$ number of $\partial_i^{(k)} L_l$. At each step, we randomly choose the elements of each parameterized tensor $A_{j_i}(\Theta_i)$ from the uniform distribution ranging from $-0.5$ to $0.5$. Then we calculate:

$$\text{Var}(\partial_i^{(k)} L) = \frac{1}{n_s} \sum_{s=1}^{n_s} \left( \partial_i^{(k)} L_l(\Theta(s)) \right)^2 - \left( \frac{1}{n_s} \sum_{s=1}^{n_s} \partial_i^{(k)} L_l(\Theta(s)) \right)^2. \quad (S108)$$

For every 10000 steps, we check the convergence with the previous result. The relative convergence error is set as $10^{-3}$. 