Noisy intermediate scale quantum simulation of time dependent Hamiltonians
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Quantum computers are expected to help us to achieve accurate simulation of the dynamics of many-body quantum systems. However, the limitations of current NISQ devices prevents us from realising this goal today. Recently an algorithm for performing quantum simulations called quantum assisted simulator has been proposed that promises realisation on current experimental devices. In this work, we extend the quantum assisted simulator to simulate the dynamics of a class of time-dependent Hamiltonians. We show that the quantum assisted simulator is easier to implement as well as can realize multi-qubit interactions and challenging driving protocols that are difficult with other existing methods. We demonstrate this for a time-dependent Hamiltonian on the IBM Quantum Experience cloud quantum computer by showing superior performance of the quantum assisted simulator compared to Trotterization and variational quantum simulation. Further, we demonstrate the capability to simulate the dynamics of Hamiltonians consisting of 10000 qubits. Our results indicate that quantum assisted simulator is a promising algorithm for current term quantum hardware.

With the development of noisy intermediate-scale quantum (NISQ) devices, there is much interest in developing usable algorithms that can demonstrate “quantum supremacy” for physically interesting problems on these devices. In particular, physicists hope to use these NISQ devices to probe the physics of many entangled particles, which are computationally expensive to simulate on classical computers [1, 2]. The search for problems that these NISQ devices can realistically tackle are far-ranging, with notable fields being in quantum chemistry, solid-state physics and drug design. However, there still exist much pessimism regarding the potential of NISQ devices in the short term. For example, one of the most promising near-term algorithms in quantum chemistry is the variational quantum eigensolver (VQE) [3, 4], but it is hard to analyze the bounds of the performance of such algorithms [5], making it hard to determine if VQE will ultimately be feasible for practical use. One main problem is the barren plateau problem, which inhibits training via exponentially vanishing gradients in high dimensional variable space, that is preventing VQE from being more successful [6–9]. Furthermore, these algorithms also lack a systematic approach to construct a sufficiently expressible and trainable Ansatz, with most current implementations resorting to hardware-efficient Ansätze [10]. More physically inspired Ansatzes have been proposed, like Unitary Coupled Cluster Ansatz [11, 12], but these can be very complicated to implement.

As a systematic alternative to VQE, quantum assisted eigensolver (QAE) [13] and iterative quantum assisted eigensolver (IQAE) [14] have been recently proposed in literature. The classical optimization program corresponding to these algorithms is quadratically constrained quadratic program (QCQP) and thus well characterized, unlike VQE where the classical optimization step has not been well characterized. In particular, IQAE provides a systematic method to build the Ansatz, bypasses the barren plateau problem, and also can be efficiently implemented on current hardware.

The methods described in QAE and IQAE can be easily applied to the problem of simulating quantum dynamics as well. The task of simulating quantum dynamics is extremely challenging for a classical computer, and Feynman proposed that this would be one of the areas where quantum computers would show clear advantages over classical computers [15].

Using the same ideas of Ansatz generation in IQAE, quantum assisted simulator (QAS) [16, 17] has been proposed as a NISQ compatible algorithm to simulate quantum dynamics. Due to its efficient implementation, Ansatz construction technique, and lack of a quantum-classical training feedback loop, QAS promises to deal with the problems that are inherent in other variational algorithms that have been proposed in the literature for simulating quantum dynamics on NISQ devices.

In this work, we build on the work of QAS and its successor, generalized quantum assisted simulation (GQAS) [17] and apply it to a certain class of time-dependent Hamiltonians. We also compare it to two alternatives, variational quantum simulator (VQS) and Trotterization, on a real quantum processor and show that QAS has superior performance on the NISQ device compared to the other two methods.

Background of QAS— In quantum simulation we aim to simulate the time-independent Schrödinger equation with Hamiltonian $H$ for a closed system, represented by $|\phi(t)\rangle$:

$$\frac{d|\phi(t)\rangle}{dt} = -iH|\phi(t)\rangle. \quad (1)$$
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The QAS algorithm proposes a hybrid quantum-classical Ansatz
\[ |\phi(\bar{\alpha}(t))\rangle = \sum_i \alpha_i(t) |\chi_i\rangle. \]
(2)

The coefficients \( \alpha_i(t) \) are variational parameters and stored on a classical computer. The \( |\chi_i\rangle \) are fixed quantum states that can be produced on a quantum computer and called the K-moment states. These states are generated from the Hamiltonian and are defined in Appendix B.

Using either the Dirac and Frenkel variational principle [18, 19] or McLachlan’s variational principle [20], we obtain the evolution equation
\[ \sum_j \mathcal{E}_{i,j} \dot{\alpha}_j = -i \mathcal{C}_i, \]
where
\[ \mathcal{C}_i = \sum_j \mathcal{D}_{i,j} \alpha_j(t), \]
\[ \mathcal{E}_{i,j} = \langle \chi_i | \chi_j \rangle, \]
\[ \mathcal{D}_{i,j} = \langle \chi_i | H | \chi_j \rangle. \]
(3)
(4)
(5)
(6)

Thus the only values that we require to be calculated on the quantum computer are (5) and (6). Most notably, we stress that these overlaps have to be calculated only once, after which the quantum part of the algorithm is finished. There is no quantum-classical feedback loop necessary to optimise parameters. Furthermore, by using methods found in [21], usually the form of the Hamiltonian allows us to measure these overlaps without using Hadamard tests or ancilla qubits, which are problematic in NISQ devices. If the Hamiltonian is a linear combination of tensored Pauli operators, the elements can be directly inferred from the measurement in the corresponding computational basis. Then we use a classical computer to update the \( \alpha_i \) parameters for every step forward in time according to the equations:
\[ \sum_j \dot{\alpha}_j \langle \chi_i | \chi_j \rangle = -i \sum_j \alpha_j \langle \chi_i | H | \chi_j \rangle \]
\[ \alpha_j(t + \delta t) = \alpha_j(t) + \dot{\alpha}_j \delta t. \]
(7)
(8)

This implies that the step size \( \delta t \) of the evolution in this algorithm can be made arbitrarily small with no additional cost on the quantum computer. Once we calculate the classically hard to obtain overlap values on the quantum computer, we can freely reduce the step size in our evaluation on the classical computer until we obtain a desired accuracy. This makes the algorithm very advantageous in situations where we expect the quantum dynamics to be changing very fast in time, as in those situations reducing the step size will be very important in capturing the accurate dynamics.

Comparison with existing approaches— The QAS approach to simulate quantum dynamics has intuitive advantages over the current alternatives. The Trotterization method to simulate quantum dynamics utilizes the Trotter-Suzuki decomposition of the unitary time evolution operator into small discrete steps. Each step is individually made up of efficiently implementable quantum gates, which can be run on the quantum computer [22–28]. However, this is currently thought to be unfeasible for NISQ devices for long time evolution, accounting for the number of gates that they would require, and we would probably need to wait for fault tolerant quantum computers before Trotterization is able to be implemented with high fidelity [29]. Alternate variational quantum algorithms have been proposed in the literature, such as variational quantum simulation (VQS) [30–32] and subspace variational quantum simulator (SVQS)[33], and attempts have been made to apply VQS to some simple chemical dynamics [34]. Both algorithms require the use of a quantum-classical feedback loop. The VQS algorithm dynamically updates the parameters of a parametric quantum circuit with a quantum-classical feedback loop, such that the evolution of a parameterized quantum state mimics the real quantum evolution, while SVQS uses this quantum-classical feedback loop to find a certain number of excited states of a given Hamiltonian and to establish a mapping between the computational basis and the energy eigenbasis of the Hamiltonian. However both algorithms share similar problems to VQE like the barren plateau problem, and both algorithms do not have a systematic way to generate a parameterized Ansatz, although adaptive Ansatz generating procedures have been recently proposed [35]. VQS suffers from requiring Hadamard tests as part of its measurement scheme, which can be expensive to implement on current devices. It is possible to replace the Hadamard tests required in VQS with direct measurements, but these methods will have scaling problems, as the number of circuits that needs to be evaluated scales exponentially with the number of controlled gates in the Ansatz [21]. Methods like variational fast forwarding (VFF)[36, 37] have also been proposed where they seek to approximately diagonalize short-time dynamics to enable longer-time simulations. VFF has also been tested for small systems on current hardware and appears to be quite successful at simulating small systems so far. However, the diagonalization step of VFF is still not studied well, and the no fast-forwarding theorem suggests that not all Hamiltonians will be able to be accurately diagonalized with a reasonable amount of gates and circuit length, and the optimization step of the cost function in VFF might be too difficult to carry out efficiently. Hybrid approaches, like combining Trotterization and variational methods, have also been proposed [38], but they also suffer from the problems associated with VQS dealing with optimizing over a quantum-classical feedback loop, like the barren plateau problem.

The advantage of QAS as opposed to VQS is that not only does it circumvent the barren plateau problem by construction, QAS does not require complicated measurement protocols involving Hadamard tests and controlled unitaries, which are difficult to implement and
TABLE I. Comparison of different methods for simulating quantum dynamics on NISQ devices.

| Criteria            | Quantum Assisted Simulation (QAS)[16, 17] | Variational Quantum Simulation (VQS) [30–32] | Variational Fast Forwarding (VFF)[36, 37] | Trotterization |
|---------------------|------------------------------------------|---------------------------------------------|------------------------------------------|----------------|
| Circuit             | Usually only requires measurements of expectations of Pauli strings, which avoids Hadamard tests. | Usually requires Hadamard tests and complicated controlled-unitary gates. Procedures exist to avoid Hadamard tests, but have scaling problems, as number of circuits that needs to be measured grows exponentially with number of controlled gates in the Ansatz. | Usually requires relatively complicated circuits. No Fast Forwarding theorem suggest that not all Hamiltonians can be accurately diagonalized with a reasonable amount of gates and circuit length. | Circuit length grows linearly with number of steps. |
| Complexity          |                                           |                                             |                                          |                |
| Usage of            | Minimizes use, no classical-quantum feedback loop. All circuits can be measured at the start, and further evolution is solely done on classical computer. | Requires classical-quantum feedback loop. Constantly needs use of quantum computer for every timestep of evolution. | Requires classical-quantum feedback loop at the start. However, once first step is done, only requires minimal usage. | Requires use for every step, but minimal usage as only one circuit is required at every step. |
| Quantum Computer    |                                           |                                             |                                          |                |
| Barren Plateau      | None                                     | May exist.                                 | May exist.                               | None           |
| Problem             |                                           |                                             |                                          |                |
| Multi Qubit         | Easy to simulate, reduces to a Pauli string measurement | Hard to simulate, requires multi-qubit gates. | Possible to simulate, part of diagonalization process. | Hard to simulate, requires multi-qubit gates. |
| Interactions        |                                           |                                             |                                          |                |
| Ansatz Generation   | Systematic.                              | No known systematic method.                | No known systematic method.              | No need for Ansatz. |
| Discretization cost | Can be freely adjusted with no additional cost on quantum computer. | Cost on quantum computer increases linearly with number of steps. | No discretization (Approximate diagonalization of Hamiltonian) | Cost on quantum computer increases linearly with number of steps. |

introduce on current NISQ devices. Compared to SVQS, QAS requires much shorter circuit lengths and less gate operations, which give less room for noise. Further, it is not limited to finding the dynamics in a low-energy subspace and it does not rely on the problems associated with VQE that SVQS relies on to find the excited states. As a further advantage, the timesteps can be made arbitrarily small without any additional computational cost on the quantum computer, in contrast to Trotter-based methods or VQS. QAS also promises to minimize the usage of the quantum computer and reduce circuit complexity as compared to the other methods. A comparison of various methods for quantum simulation is found in Table I.

**Approach for time-dependent dynamics** — Now we want to simulate time-dependent Hamiltonian of the form \( \sum_i f_i(t) H_i \). For arguments sake, let us consider a Hamiltonian of the form:

\[
H(t) = H_s + f(t) H_t, \quad (9)
\]

\[
H_s = \sum_i \beta_i U_i, \quad (10)
\]

\[
H_t = \sum_j \gamma_j V_j, \quad (11)
\]

where \( f(t) \) is some ‘classical’ function (eg \( \sin(t) \)), and where each unitary \( U_i, V_j \) in \( H_s \) and \( H_t \) acts non-trivially on at most \( O(poly(logN)) \). If the unitaries are tensored Pauli matrices, we do not need the \( O(poly(logN)) \) constraint. In the theory of quantum control [39–41], the possible evolution operators that can be achieved as a solution of the Schrödinger equation are of the form:

\[
\exp \left( -iH_{\text{eff}} t \right). \quad (12)
\]

\( H_{\text{eff}} \) has a specific structure, where it can be written as a linear combination of all the possible nested commutators of \( H_s \) and \( H_t \), \( \{H_s, [H_s, H_t], [H_s, [H_s, H_t]], \ldots \} \). The set of operators that can be formed from these nested commutators is known as the dynamical Lie algebra of the system, and it can be shown that the set of reachable states (states that can be obtained via evolution under the Hamiltonian) is connected with this dynamical Lie algebra [41]. This essentially translates the time-dependent problem into a time-independent one as \( H_{\text{eff}} \) is effective time-independent Hamiltonian that evolves the system in the same way as the original time-dependent Hamiltonian.

\[
H_{\text{eff}} = \sum_{m} c_m G'_m, \quad (13)
\]

\[
G'_m \in \{H_s, [H_s, H_t], [H_s, [H_s, H_t]], \ldots \}. \quad (14)
\]

The coefficients \( c_m \) are dependent on the exact form of \( f(t) \) and requires us to solve the time-dependent Schrödinger equation exactly or numerically. This limits the number and complexity of systems that we are able to write down effective Hamiltonians for. However,
in the QAS framework, we are interested in using the structure of the Hamiltonian to build our Ansatz. Since we know the terms that are in \( H_{eff} \), we can use this to help construct our Ansatz. However, these \( G'_{m} \) are not guaranteed to be unitary. For example, if we consider a 3 qubit system with the Hamiltonians:

\[
H_s = (Z_1Z_2 + Z_2Z_3), \quad H_t = X_2.
\]

The set of possible operators in \( H_{eff} \) is then

\[
\{X_2, (Z_1Z_2 + Z_2Z_3), (Z_1Y_2 + Y_2Z_3), Z_1X_2Z_3\}. \tag{17}
\]

As can be seen, the 3rd and 4th terms in this set are not unitary. However, all the terms in this set can be written as linear combination of unitaries, which we show in the example below. This allows us to form another set by decomposing all those non-unitary terms in the original set into unitary terms, and generating a new set with the terms from the original set and these unitary terms. We add in the identity operator, and call this the extended set of permitted operators in \( H_{eff} \)

\[
S_{ext} = \{I\} \bigcup \{O_i\} \bigcup \{[O_i,O_j]\} \bigcup \{[O_i,[O_j,O_k]]\} \bigcup \cdots
\]

\[
O_i, O_j, O_k, \cdots \in \{U_i\} \bigcup \{V_j\}, \tag{18}
\]

where \( U_i \) and \( V_j \) are the unitary terms in the Hamiltonian, defined in equations 10 and 11. In our example, this extended set looks like:

\[
S_{ext} = \{I, X_2, Z_1Z_2, Z_2Z_3, Z_1Y_2, Y_2Z_3, Z_1X_2Z_3\}. \tag{20}
\]

We then use the terms in this set as a basis for the K-moment expansions. Given a set of unitaries \( U'_i \in S_{ext} \), a positive integer \( K \) and some initial quantum state \( |\psi\rangle \), the K-moment states is the set of quantum states of the form \( S_K = \{U'_{i_1} U'_{i_1} U'_{i_2} U'_{i_1} |\psi\rangle\} \), denoted by \( S_K \). The cumulative K-moment states \( CS_K \) is defined to be \( CS_K \equiv \bigcup^K_{j=0} S_j \). We define our hybrid Ansatz as:

\[
|\phi(\vec{a})\rangle_K = \sum_{|\chi\rangle \in CS_K} \alpha_i |\chi\rangle, \tag{21}
\]

for any arbitrary quantum state \( |\psi\rangle \).

Now we look at Eqs. (7) and (8) again, but now with the time-dependent Hamiltonian. Equation 7 is rewritten as

\[
\sum_j \alpha_j E_{i,j} = -i \sum_j \alpha_j D_{i,j}, \tag{22}
\]

where \( E_{i,j} = \langle \chi_i | \chi_j \rangle \), and \( D_{i,j} = \langle \chi_i | H(t) | \chi_j \rangle \). Now, we note that to calculate \( \langle \chi_i | H(t) | \chi_j \rangle \), we do not need to continuously use the quantum computer for every different \( t \). To see this, we rewrite \( \langle \chi_i | H(t) | \chi_j \rangle \):

\[
\langle \chi_i | H(t) | \chi_j \rangle = \langle \chi_i | H_s | \chi_j \rangle + f(t) \langle \chi_i | H_t | \chi_j \rangle. \tag{23}
\]

As can be seen, since the time-dependent function \( f(t) \) can be brought outside of the bracket, and \( H_t \) does not change, we only need to use the quantum computer once to calculate the \( \langle \chi_i | H_s | \chi_j \rangle \) and \( \langle \chi_i | H_t | \chi_j \rangle \) terms. With those overlaps, a classical computer can easily calculate \( \langle \chi_i | H(t) | \chi_j \rangle \) when given \( f(t) \). Circuits that perform the measurements of these quantities that do not need a Hadamard test are given in section A.

This showcases the main advantage of QAS as it is highly efficient in using the quantum computer. It has to be only run at one point to calculate overlaps which can be performed in parallel, without the need of feedback loops.

Furthermore, one thing to note is that although in this paper we only considered a single static Hamiltonian and time-dependent Hamiltonian term, this method is easily extended to multiple time-dependent Hamiltonian terms that all have different dependencies on time, \( H(t) = \sum_i f_i(t) H_i \). The algorithm is as follows

1. From the original Hamiltonian \( H(t) \) construct \( S_{ext} \).
2. Choose an efficiently implementable initial state \( |\psi\rangle \).
3. Form the K-moment states \( |\chi_i\rangle \) for some \( K>0 \), then construct the Ansatz with arbitrary \( \alpha_i \) values.
4. Use the quantum computer to calculate the overlap values \( E_{i,j} \) and \( D_{i,j} \) once.
5. Evolve the state forward in time using a classical computer.

In a similar manner, this procedure can be extended to deal with time-dependent Hamiltonians in the open system case, described in Appendix C.

One possible hurdle to overcome is that our method might have scaling problems. This issue and a more detailed scaling analysis is further elaborated in Appendix E and F.

Examples—We simulate the QAS algorithm on some examples of 1 qubit, 3 qubit, 7 qubit and 11 qubit closed systems under different time-dependent Hamiltonians, and an open system of 6 qubits. The results and details are shown in Appendix D. From our simulations, we show that QAS is indeed capable of capturing the expected dynamics of time-dependent Hamiltonians. More importantly, we show that in this framework, we can easily simulate multiple-qubit interactions in the Hamiltonian, and since we can freely adjust the timestep on the classical computer, we can capture the dynamics of high-frequency time-dependent Hamiltonians without incurring a higher cost on the quantum computer.

We also benchmark the QAS algorithm with an experimental demonstration on a quantum superconducting...
processor, and compare it to VQS and Trotterization. We utilize the IBM cloud quantum computer provided by IBM quantum experience.

We ran the algorithms on the 5-qubit quantum computer ibmq_rome, available through IBM Quantum Experience. Here, we considered a 2 Qubit example:

\[ H(t) = X_1 X_2 + \sin(2\pi t) Y_2. \]  

(24)

The extended set of permitted operators that we will use for QAS is given as

\[ S_{ext} = \{ I, X_1 X_2, Y_2, X_1 Z_2 \}. \]  

(25)

This gives us our Ansatz for QAS (using \( K = 1 \) for the \( K \)-moment expansion):

\[
|\phi(\vec{\alpha})\rangle_{QAS} = \alpha_1 |\phi_0\rangle + \alpha_2 X_1 X_2 |\phi_0\rangle \\
+ \alpha_3 Y_2 |\phi_0\rangle + \alpha_4 X_1 Z_2 |\phi_0\rangle.
\]  

(26)

In this example, the initial state \( |\phi_0\rangle \) that we used for QAS, VQS and Trotterization is a 2-qubit circuit with randomized parameters, generated with a layer of single qubit rotations, and an entangling gate between the two qubits (see Appendix G). QAS requires \( \approx 10 \) circuits to be evaluated on the quantum computer (1 job = running 1 circuit). By comparison, Trotterization requires \( \approx 50 \) circuits, and VQS requires \( \approx 500 \) circuits to be evaluated on the quantum computer. For VQS, we used an Ansatz with similar terms

\[
|\phi(\theta_1, \theta_2, \theta_3)\rangle_{VQS} = e^{-i\theta_1 X_1 X_2} e^{-i\theta_2 Y_2} e^{-i\theta_3 X_1 Z_2} |\phi_0\rangle.
\]  

(27)

The Trotterization of the time evolution operator is decomposed as

\[
e^{-i\hbar \tau H(t)} \approx \prod_{i=1}^{N} e^{-i\hbar \delta t_i X_1 X_2} e^{-i\hbar \delta t_i \sin(2\pi t_i) Y_2},
\]  

(28)

with \( \sum_{i=1}^{N} \delta t_i = \tau \) and \( \sum_{i=1}^{j} \delta t_j = t_i. \) For all the algorithms, we ran it for 50 steps, from \( t = 0 \) to \( t = 8 \). The results are shown in Figure 1. As can be seen, QAS is successful in accurately simulating the dynamics, with results very close to the expected results, while being much more efficient in the use of the quantum computer as compared to alternatives. We ran the VQS and Trotter algorithm on the quantum computer 3 times and obtained an averaged value for the data for VQS. For all the runs of the VQS and Trotter algorithm, the results do not reproduce the correct results as well as QAS. The depth of the circuits required for Trotterization rapidly grows too deep to be usable.

As we would like to emphasize, this was done with a much more efficient use of the quantum computer. As compared to VQS, which utilizes a sort of quantum-classical feedback loop, QAS does not require any quantum-classical feedback loop. We only required around 30 minutes of usage of the quantum computer for our run of QAS (\( \approx 10 \) circuits). Trotterization required around 2 hours (\( \approx 50 \) circuits). Compared to them, VQS required almost 3 days for us to complete 1 run (\( \approx 500 \) circuits). Even with dedicated access to a quantum computer, this is slightly unreasonable, especially as the time will scale linearly with discretization of the time.

FIG. 1. Time evolution of Hamiltonian Eq.24 simulated on IBM quantum processor ibmq_rome for QAS, VQS and Trotterization. We evolved dynamics of the expectation value of \( \langle Z_2 \rangle \) in 50 steps between \( t = 0 \) to \( t = 8 \) for all the methods. The data for VQS and Trotterization was averaged over 3 runs. The error mitigation scheme for this plot is described in Appendix H. The results for \( \langle Z_2 \rangle \) with QAS are in good agreement with exact results, whereas VQS and Trotterization notably deviate. The initial state was created with the circuit shown in Appendix G using randomized parameters.
In QAS, the circuits that need to be implemented are also much simpler than those in VQS. An example of a typical circuit that has to be calculated for this case is given in Fig. 2. As can be seen, this circuit is relatively long and complicated, requiring controlled unitary gates and parameterized rotation gates. Furthermore, due to the linear architecture that is common for the superconducting qubit quantum computers (like those on the IBM cloud that we accessed), the presence of these 2-qubit rotation gates and controlled unitaries will require SWAP gates to be implemented in general. All these sort of gate operations are very costly and prone to errors. Compare this to a typical qubit needed for QAS given in Fig. 3, which is short and does not require many complicated 2-qubit gates or SWAP operations to be implemented.

Also, there seems to be a systematic error inherent in VQS when subjected to the errors of a real quantum computer, which causes the time evolution of the expectation value to lag behind the correct result and increases the period of the dynamics. To illuminate the origin of this effect, we constructed and simulated a simple noise model on a classical computer, which comprised of depolarizing effect, we constructed and simulated a simple noise model, which is short and does not require many complicated 2-qubit gates or SWAP operations to be implemented.

FIG. 2. Example circuit for measuring overlaps needed for VQS for the evolution of a quantum state $|\psi\rangle$ in time. Requires controlled unitaries for the Hadamard test. The $\theta$s are the variational parameters in the Ansatz for VQS, specified in equation 27.

\[ |\phi_0\rangle \xrightarrow{H} \]

\[ |\phi_0\rangle \xrightarrow{S^+H} \]

FIG. 3. Example circuit for QAS needed for measuring overlaps for simulating the evolution of an initial quantum state $|\psi\rangle$ in time. Only single-qubit rotations and measurements in the computational basis are required.

we note that both $M$ and $\tilde{V}$ are affected by depolarizing noise, which tends to reduce the expectation values closer to 0. If $M$ and $\tilde{V}$ are affected equivalently, the noise should cancel out. However in this 2-qubit example, the average circuit depth for an element in $M$ is shorter than the average circuit depth for an element in $\tilde{V}$ by around 33% (due to some gates being redundant when compiled). Thus, $\tilde{V}$ tends to experience more depolarizing error, which in general reduces the expectation value of $\tilde{V}$ closer to 0. Thus, the norm of $\tilde{V}$ is reduced more than $M$. This results in smaller time derivatives for $\theta$, which results in smaller frequencies, and systematic error causing slower dynamics. However in QAS, our $E$ and $D$ matrices are of the same depth, thus we do not see problems of this kind arising.

We could have implemented the methods in [21] to eliminate the need for the Hadamard test for VQS, but that would have quadrupled the amount of circuits we would have needed to have run on the quantum computer, as that method scales exponentially with the complexity of the Ansatz and size of the system. Considering the high amount of circuits VQS already needs, a quadrupling of the amount of circuits would have been unfeasible for us to run in a reasonable amount of time with our current resources and the lack of allocated dedicated time to run our circuits on the cloud IBM service.

Our approach can tackle problems consisting of a large number of qubits $N$, which are difficult for both variational quantum simulation methods based on parameterized quantum circuits, as well as tensor network methods. In Fig. 4, we show the time evolution with a time-dependent Hamiltonian composed of $r$ different random Pauli strings $H = \sum_{i=1}^{r} \sin(\pi t + \phi_i)P_i$, where the Pauli strings $P_i = \otimes_{j=1}^{N} \sigma_j$ consist of $N$ tensored Pauli operators $\sigma_j \in \{I, \sigma_x, \sigma_y, \sigma_z\}$ and the phase $\phi_i$ is randomly chosen $\phi_i = \{0, \pi/2\}$. The initial state $|\psi\rangle = |0\rangle^\otimes N$ is the $N$-qubit product state with all zeros. To gener-
ate the hybrid Ansatz, we use all cumulative $K$-moment states, which take maximally $2^K$ different states. We show the simulated dynamics using our method for up to $N = 10000$ qubits. While we can numerically demonstrate the dynamics by using a product state $|0\rangle^\otimes N$ as initial state, the problem becomes intractable for classical computers when the initial state $|\psi\rangle$ is a highly entangled quantum state. Such highly entangled states can be generated on quantum computers [42] and their dynamics could be then simulated using our method.

**Discussion and Conclusion**—In this work, we provide an extension of QAS for simulating the dynamical evolution of a quantum system under a time-dependent Hamiltonian. The advantages of this algorithm when compared to other quantum simulation methods are summarized in the following.

Firstly, our algorithm provides a systematic method to select the Ansatz, as opposed to current implementations of VQS. We use the structure of the Hamiltonian given to generate a set of operators, which are all unitary (the extended set of permitted operators). This allows us to build up a linear combination of quantum states, where the quantum states are the set of $K$-moment states generated using the operators in the extended set of permitted operators. The coefficients of these quantum states are complex numbers in general, and are the variational parameters that will be used to simulate the evolution of the state.

Secondly, in our framework, if we can express the Hamiltonian as a linear sum of Pauli strings, we do not require complicated circuits to be measured on the quantum computer. This is in contrast to VQS, which requires complicated Hadamard tests and controlled-unitary gates that can only be circumvented with methods that scale exponentially as the Ansatz complexity increases. It also stands in contrast to SVQS, which requires large unitaries that involve many 2-qubit gates over different qubits that is expensive to implement on NISQ devices with limited topology between qubits. Further, we find that VQS suffers from a systematic lag in the time evolution, which we can explain with depolarizing noise that affects the measurement circuits. QAS possesses short measurement circuits and does not suffer this problem.

Thirdly, QAS is often more efficient in its usage of the quantum computer as compared to VQS and Trotterization, as the number of circuits it needs to calculate for the entire procedure is usually much less. QAS does not require a classical-quantum feedback loop, and only utilizes the quantum computer at the start to calculate overlap values of certain quantum states. This step can be done in a parallel manner, which can further speed up calculations. Once these overlap values are calculated, the job of the quantum computer is done, and we solely rely on the classical computer to simulate the evolution of the state, no longer requiring evaluations on the quantum computer. This implies that the step size of the evolution can be made arbitrarily small with no additional cost on the quantum computer. Thus, it should have an advantage in simulating high-frequency time-dependent problems. This stands in contrast to VQS and Trotterization, where the computation cost on the quantum computer increases linearly with number of steps to be simulated.

Fourthly, we avoid the barren plateau problem that is present in variational algorithms that require finding gradients.

Lastly, in our framework it is easy to simulate multi-qubit interactions, which is hard for both QAS/SVQS and Trotterization as they would require implementation of controlled multiple-qubit rotation gates.

However, there are still many problems with this approach. One cause for concern is that as the size of the system increases, and the complexity of the Hamiltonian increases, large $K$ values to generate $K$-moment states are needed to generate a large enough space of states to explore. This is also dependent on the number of states in $S_{ext}$, for the method described in this paper. The size of $S_{ext}$ depends on the Hamiltonian chosen, and we expect it to grow exponentially with the number of non-commuting terms in the Hamiltonian. This will increase the number of overlap terms the quantum computer has to calculate, and increase the size of the matrix equations the classical computer has to solve in equation 22. This fundamental challenge of finding an appropriate expressible Ansatz is encountered both in QAS and in other variational quantum algorithms. This problem and potential methods to deal with it are further elaborated in Appendix E and F.

Another problem that QAS shares with VQS is that
both algorithms require to calculate the pseudo-inverse of a matrix, of whose elements are measured on a quantum computer. This procedure, via singular value decomposition, can be numerically unstable and sensitive to noise, especially with increasing number of ansatz states. In our own simulations, we noticed that for a 5-qubit system, once we simulated shot noise, both algorithms broke down very quickly in general, and this problem would only be further compounded if we ran it on a real quantum computer with all the other sources of noise inherent in them. More studies on the stability problems in finding the pseudo-inverse of the matrix should be conducted to see if this problem will permanently plague VQS and QAS approaches to simulating the dynamics of quantum systems.

We believe that the QAS method will potentially have the biggest advantage over other quantum and classical algorithms when the following three conditions are fulfilled:

1. The basis states which are used to represent the initial quantum state are highly entangled. This will make calculation of corresponding overlaps classically hard, as it boils down to a circuit sampling task. Note that the Quantum Threshold Assumption (QUATH) by Aaronson and Chen [43] says that there is no polynomial-time classical algorithm which takes as input a random circuit $C$ and can decide with success probability at least $\frac{1}{2} + \Omega(\frac{1}{\sqrt{n}})$ whether $\langle 0^n | C | 0^n \rangle^2$ is greater than the median of $\langle 0^n | C | x^n \rangle^2$ taken over all bit strings $x^n$. In other words, the circuit sampling task is difficult and hence classical algorithms will not be able to compete with algorithms based on circuit sampling as system size scales. The quantum part of QAS is based on circuit sampling which is classically difficult.

2. Hamiltonian should be a linear combination of small number of unitaries or the set of basis states corresponding to the terms in the Hamiltonian should close fast or the Hamiltonian is a low rank matrix. We demonstrate such a case for a Hamiltonian of random Pauli strings in Fig.4 for thousands of qubits. By using highly entangled states instead of product states as Ansatz, the evolution is intractable to simulate with classical computers. QAS can easily simulate these Hamiltonians, requiring only a limited number of overlaps. However, evolution by Trotterized methods or other variational methods on a quantum computer would be very challenging as it requires deep circuits and many variational parameters. It would even be a challenge to come up with an expressible enough Ansatz for variational methods.

3. The system size of interest should be beyond the reach of classical simulation methods.
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Appendix A: Circuits to measure required matrix elements

Most applications of Variational quantum algorithms that have been proposed to solve dynamical problems of closed many-body quantum systems require measurements of quantities that are of the form \( \langle \psi | H | \psi \rangle \) and \( \text{Im} \langle \psi | U | \psi \rangle \). This quantity is usually measured with a Hadamard test, which are mostly variations of the procedure proposed in \([44]\). However, because of the need for a controlled unitary gate which (often needs to act on many qubits), this would be hard for NISQ devices to implement while maintaining high fidelity. If the topology of the quantum computer is linear, this would also necessitate many swap gates to implement if the controlled unitary gate acts on many qubits, which we want to avoid.

In Variational Quantum Simulation (VQS), where we need to calculate elements like \( \frac{\partial \langle \psi | H | \psi \rangle}{\partial \theta_i} \) and \( \frac{\partial \langle \psi | H | \psi \rangle}{\partial \theta_j} \), the unitary that we need to get the real part of the expectation value usually cannot be expressed as a simple Pauli string. This would then require the Hadamard test mentioned above, which is not good for our fidelity due to the number of gates and the length of the circuit.

\[
\begin{array}{c}
|0\rangle \\
|\psi\rangle \\
U \\
S \hat{p} H \quad \xrightarrow{\text{Fig. 5.}} \quad H \\
\end{array}
\]

In QAS however, we need to calculate values like \( \langle \chi_i | \chi_j \rangle \) and \( \langle \chi_i | H | \chi_j \rangle \). They simplify to \( \langle \psi | U_i U_j | \psi \rangle \) and \( \langle \psi | U_i H U_j | \psi \rangle \) respectively. We are usually able to express the unitaries \( U_i, U_j \) and the Hamiltonian \( H \) as Pauli strings.

Since the product of two Pauli strings would produce another Pauli string up to a factor of ±1 or ±i, these measurement are essentially calculating expectations of a Pauli string. Since this is the case, in QAS we can avoid using the Hadamard test, as this can be easily measured by rotating each qubit into the computational basis corresponding to the Pauli operator.

Appendix B: Detailed description of QAS

Here we rederive the results that can be found in \([16]\). We start off with the Schrödinger equation:

\[
\frac{\partial |\psi(t)\rangle}{\partial t} = -i H |\psi\rangle. \quad (B1)
\]

If \( |\psi(t)\rangle \) is an approximate solution, the statement is no longer true. However, let us define the remainder:

\[
R \equiv \frac{\partial |\psi(t)\rangle}{\partial t} + i H |\psi\rangle. \quad (B2)
\]

Now we consider the Ansatz:

\[
|\phi(\vec{\alpha}(t))\rangle = \sum_i \alpha_i(t) |\chi_i\rangle. \quad (B3)
\]

Normalization of the Ansatz wavefunction is achieved by demanding

\[
\vec{\sigma}^i \mathcal{E} \vec{\alpha} = 1, \quad (B4)
\]

\[
\mathcal{E}_{i,j} = \langle \chi_i | \chi_j \rangle. \quad (B5)
\]

The \( |\chi_i\rangle \) states are called the K-moment states. These states are generated in the following way. If we are considering the Hamiltonian:

\[
H = \sum_j \beta_j U_j, \quad (B6)
\]

where \( \beta_j \in \mathbb{C} \) and the \( N \)-qubit unitaries \( U_j \in SU(2^N) \equiv \mathcal{N} \), and where each unitary acts non-trivially on at most \( \mathcal{O}(\log N) \) qubits. If the unitaries are tensored Pauli matrices, we do not need the \( \mathcal{O}(\log N) \) constraint. We define the K-moment states the same way as is defined in \([16]\). Given a set of unitaries (given by the unitary terms of the Hamiltonian) \( \mathcal{U} \equiv \{ U_i \}_{i=1}^c \) and a positive integer \( K \) and some quantum state \( |\psi\rangle \), K-moment states is the set of quantum states of the form

\[
\{ |\chi_i\rangle \} = \{ U_{iK} \ldots U_{i2} U_{i1} |\psi\rangle \}_i, \quad (B7)
\]

for \( U_{i\ell} \in \mathcal{U} \). This set is denoted by \( \mathcal{S}_K \). The cumulative K-moment states \( \mathcal{CS}_K \) are also defined in \([16]\) as \( \mathcal{CS}_K \equiv \bigcup_{j=0}^c \mathcal{S}_j \). Note that if the identity is in \( \mathcal{U} \), then \( \mathcal{CS}_{K-1} \subseteq \mathcal{S}_K \).

This arbitrary quantum state \( |\psi\rangle \) can have variational parameters by itself, i.e. \( |\psi\rangle = |\psi(\vec{\theta})\rangle \), however they are not updated in the QAS procedure and only used for state preparation. Note that as extension QAS can subsume variational methods \([16]\).

Using McLachlan’s variational principle \([20]\), we demand the quantity:

\[
I = \int |R|^2 dv \quad (B8)
\]

on any path must be a minimum for all allowed variations. Now, using the Ansatz proposed in QAS, we obtain:
\[ |R|^2 = \sum_{jk} \hat{\alpha}_j^* \hat{\alpha}_k \langle \chi_j | \chi_k \rangle - i \sum_{jk} \hat{\alpha}_j^* \hat{\alpha}_k \langle \chi_j | H | \chi_k \rangle \]
\[ + i \sum_{jk} \hat{\alpha}_j^* \hat{\alpha}_k \langle \chi_j | H | \chi_k \rangle + \sum_{jk} \alpha_j^* \alpha_k \langle \chi_j | H^2 | \chi_k \rangle. \]  
\hfill (B9)

Now if we vary with respect to \( \hat{\alpha}_j^* \) and \( \hat{\alpha}_j \), and demand that the variations equal to 0, we obtain the condition:

\[ \sum_k \hat{\alpha}_k \langle \chi_j | \chi_k \rangle + i \sum_k \alpha_k \langle \chi_j | H | \chi_k \rangle = 0, \]  
\hfill (B10)

which is the evolution equation 3.

**Appendix C: Extension to open systems**

In a similar manner, the procedure outlined in this paper can be extended to deal with time-dependent Hamiltonians in the open system case. In [17] it is shown that a system interacting with a bath which is described with the Lindblad master equation given as:

\[ \frac{d}{dt} \rho = -i[H, \rho] + \sum_{n=1}^f \gamma_n \left( L_n \rho L_n^\dagger - \frac{1}{2} L_n^\dagger L_n \rho - \frac{1}{2} \rho L_n^\dagger L_n \right). \]  
\hfill (C1)

Using the ideas in QAS, given a Hilbert space \( \mathcal{H} \) and a set of quantum states \( \mathcal{S} = \{ |\psi_i\rangle \in \mathcal{H} \}, \) a Hybrid density matrix is introduced as:

\[ \rho = \sum_{(\psi_i), (\psi_j) \in \mathcal{S}} \beta_{i,j} \langle \psi_i | \psi_j \rangle, \]  
\hfill (C2)

where the variational coefficients \( \{ \beta_{i,j} \}_{i,j} \) are stored and evolved on a classical device and the quantum states correspond to some quantum system. We can generate the basis states \( |\psi_i\rangle \) with the K-moment expansions, like in QAS. If we introduce the additional notation:

\[ D_{i,j} = \langle \psi_i | H | \psi_j \rangle, \]  
\hfill (C3)

\[ \mathcal{R}_{i,j} = \langle \psi_i | L_n | \psi_j \rangle, \]  
\hfill (C4)

\[ \mathcal{F}_{i,j} = \langle \psi_i | L_n^\dagger L_n | \psi_j \rangle, \]  
\hfill (C5)

the Lindblad master equation can now be written with time dependent parameters \( \beta(t) \):

\[ \mathcal{E} \frac{d}{dt} \beta \mathcal{E} = -i(D \beta \mathcal{E} - \mathcal{E} \beta D) + \sum_{n=1}^f \gamma_n (\mathcal{R}_{i,j} \beta \mathcal{R}_{i,j}^\dagger - \frac{i}{2} \mathcal{F}_{i,j} \beta \mathcal{F}_{i,j} - \frac{1}{2} \mathcal{E} \beta \mathcal{F}_{i,j}). \]  
\hfill (C6)

Once again, the overlaps have to be measured on the quantum computer only once, and all further calculations can be easily performed on a classical computer.

**Appendix D: Examples of QAS applied to time-dependent Hamiltonians**

We now show examples of the QAS algorithm applied to various time-dependent Hamiltonians and initial states.

1. **1 Qubit Example**

We first consider the single-qubit Hamiltonian:

\[ H(t) = Z + \sin(2\pi t)X. \]  
\hfill (D1)

The extended set of permitted operators is then a set of single qubit unitary operations:

\[ S_{\text{ext,1}} = \{ I, X, Y, Z \}. \]  
\hfill (D2)

With a randomized initial single qubit state state \( |\psi_0\rangle \), we construct our Ansatz \( |\phi(\vec{\alpha}(t))\rangle \) as a linear combination of the 1-moment states generated from the \( U_i \) in \( L_1 \):

\[ |\phi(\vec{\alpha}(t))\rangle \equiv \sum_i \alpha_i(t) |\chi_i\rangle = \sum_i \alpha_i(t) U_i |\psi_0\rangle = \alpha_0(t) |\psi_0\rangle + \alpha_1(t) X |\psi_0\rangle + \alpha_2(t) Y |\psi_0\rangle + \alpha_3(t) Z |\psi_0\rangle, \]  
\hfill (D3)

while also demanding normalization. In this case, there is no need to investigate higher moment orders as higher orders of \( K \) give the exact same set of states to construct our Ansatz with. We then use the quantum computers to calculate the overlaps \( \langle \chi_i | \chi_j \rangle, \langle \chi_i | H_s | \chi_j \rangle \) and \( \langle \chi_i | H_f | \chi_j \rangle \), and use those values to construct our \( \mathcal{E} \) and \( \mathcal{D} \) matrices. We then evolve the state forward in time by updating the \( \alpha \) values. As seen in figure 6, the evolution of the state is shown to reproduce the exact behavior very well.

2. **3 Qubit Example - No discretization cost**

We next consider the 3 Qubit example that was discussed above. We start out with the Hamiltonian:

\[ H(t) = H_s + H_f = (Z_1 Z_2 + Z_2 Z_3) + \sin(2\pi t)X_2. \]  
\hfill (D4)

This gives us the extended set of permitted operators:

\[ S_{\text{ext,3}} = \{ I, X_2, Z_1 Z_2, Z_2 Z_3, Z_1 Y_2, Y_2 Z_3, Z_1 X_2 Z_3 \}. \]  
\hfill (D5)

We test this with a randomized three-qubit initial state. In this case, there is only a need to investigate up to 2 moment orders as higher orders of \( K \) will give the exact same states as \( K = 2 \). As seen in figure 7, the evolution of the state reproduces the exact behavior very well again, for both the \( K = 1 \) and \( K = 2 \) moment states.
FIG. 6. Time evolution of QAS on a single qubit state. Expectation value of \( \langle Z_1 \rangle \) with Hamiltonian \( H(t) = Z + \sin(2\pi t)X \). We show the results for the \( K=1 \) moment expansion and the exact result. The fidelity at all times is equal to 1.

FIG. 7. Time evolution of QAS on a 3 qubit state. Expectation value of \( \langle Z_2 \rangle \) with Hamiltonian \( H(t) = (Z_1Z_2 + Z_2Z_3) + \sin(2\pi t)X_2 \). We show the results for the \( K = 1 \) and \( K = 2 \) moment expansion and the exact result. We use time steps of 0.08 in this example. The fidelity at all times for both moment expansions is equal to 1.

FIG. 8. Time evolution of QAS on a 3 qubit state. Expectation value of \( \langle Z_2 \rangle \) with Hamiltonian \( H(t) = (Z_1Z_2 + Z_2Z_3) + \sin(10\pi t)X_2 \). We show the results for the \( K = 1 \) and \( K = 2 \) moment expansion and the exact result. The fidelity at all times for both moment expansions is equal to 1. In this case, we use a time step that is 4 times smaller than the previous case in Figure 7, with time step being 0.02. Note that although we use a much finer time step in this example as compared to the previous results, the cost on the quantum computer is still the same as the exact same number of overlap values are calculated on the quantum computer.

To show that this algorithm does not break down due to discretization problems when we consider higher frequency time-dependent Hamiltonians, as we can arbitrarily decrease the time step as small as we wish with no addition cost on the quantum computer, we also simulate the exact same 3 qubit Hamiltonian, but now instead with frequencies that are higher (\( \sin(10\pi t) \) and \( \sin(20\pi t) \)). As seen in Figure 8 and 9, the algorithm still works for the higher frequencies. In this case, we use a time step that is 4 times and 40 times smaller than the original case to accurately capture the dynamics, but without requiring more circuit evaluations on the quantum computer as exactly the same number of overlap values are calculated on the quantum computer as compared to the earlier case.

3. 11 and 7 Qubit Example - Multi-qubit interactions

We next want to show that QAS is capable of simulating multiple-qubit interactions easily too. We consider a complex 11 Qubit example. We consider the example of the 1-D Ising model with a time-dependent three body term. The Hamiltonian is given as:

\[
H(t) = \sum_{i=1}^{10} Z_i Z_{i+1} + \left( \sin(2\pi t) + \frac{\sin(4\pi t)}{2} \right) X_5 Y_6 X_7 \tag{D6}
\]

Figure 10 shows the results for the \( K = 4 \) to \( K = 7 \) expansions (\( K = 7 \) expansion is the largest possible expansion, any larger will give the same state space). Figure 11 shows the fidelity for the expansions. As can be seen, if \( K \) is large enough, QAS is able to reproduce the dynamics extremely well. We also consider a much more complex 7 Qubit example, with all the terms in the Hamiltonian being three body terms:
FIG. 9. Time evolution of QAS on a 3 qubit state. Expectation value of \( \langle Z_2 \rangle \) with Hamiltonian \( H(t) = (Z_1 Z_2 + Z_2 Z_3) + \sin(20\pi t)X_2 \). We show the results for the \( K = 1 \) and \( K = 2 \) moment expansion and the exact result. The fidelity at all times for both moment expansions is equal to 1. In this case, we use a time step that is 10 times smaller than the previous case in Figure 8 and 40 times smaller than the case in Figure 7, with time step being 0.002. We also simulate it for a shorter time to better see the oscillatory behavior. Again note that although we use a much finer time step in this example as compared to the previous results, the cost on the quantum computer is still the same as the exact same number of overlap values are calculated on the quantum computer.

FIG. 10. Time evolution of QAS on an 11 qubit state. Expectation value of \( \langle X_1 \rangle \). We show the results for the \( K = 4 \) to \( K = 7 \) moment expansion and the exact result. The \( K = 7 \) result is not visible as it lies exactly on the exact result.

FIG. 11. Time evolution of QAS on an 11 qubit state. Fidelity of the state. We show the results for the \( K = 4 \) to \( K = 7 \) moment expansion and the exact result.

FIG. 12. Time evolution of QAS on an 7 qubit state, with Hamiltonian \( H(t) = \sum_{i=1}^{7} Z_i X_{i+1} Z_{i+2} + \sin(2\pi t)X_3 Y_4 X_5 \). Expectation value of \( \langle X_3 \rangle \). We show the results for the \( K = 1 \) and \( K = 2 \) moment expansion and the exact result. The fidelity for both moment expansions is exactly 1.

able to easily handle evolution under Hamiltonians with many multiple qubit interactions.

**Appendix E: Discussion on finding an expressible Ansatz**

Given a scalar \( \tau \), an \( N \times N \) matrix \( A \) and an \( N \times 1 \) vector \( v \), the action of the matrix exponential operator \( \exp(\tau A) \) on \( v \) can be approximated as

\[
\exp(\tau A) v \approx p_{K-1}(\tau A) v,
\]

where \( p_{K-1} \) is a \( K - 1 \) degree polynomial. The approximation in equation E1 is an element of the Krylov sub-

\[
H(t) = \sum_{i=1}^{7} Z_i X_{i+1} Z_{i+2} + \sin(2\pi t)X_3 Y_4 X_5.
\]
Thus, the problem of approximating \( \exp(\tau A) v \) can be recast as finding an element from \( K_{1} \). Note that the approximation in equation E1 becomes exact when \( K - 1 = \text{rank}(A) \). In our case, we can identify \( v \) with the initial state \( |\psi\rangle \), \( \tau \) with \( -it \) and \( A \) with the Hamiltonian \( H \).

In the worst case, the number of overlaps scales as \( O(r^K) \) for \( r \) terms in \( H_{eff} \). However, depending on the Lie algebra of the Pauli terms in the Hamiltonian and the rank of the Hamiltonian, the number of required overlaps can be a lot smaller compared to the upper bound in the previous sentence.

The number of basis states that was used to construct the hybrid Ansatz, for each \( K \) moment expansion, for each Hamiltonian in Appendix D, is given in Table II.

If we have \( r \) terms in our \( S_{ext} \), the number of terms grows as order \( O(r^K) \) for the first few \( K \), as we are essentially building the Krylov subspace.

This is fundamentally an expressibility problem, present in all NISQ variational algorithms, be it on linear combination of states or those based on parametric quantum circuits. It is known that to prepare an arbitrary state on an arbitrary quantum computer, we require a circuit depth of at least \( \frac{1}{n} 2^n \) [45–48]. This suggests that it is very hard to produce an expressible enough Ansatz to reproduce an arbitrary quantum state in the Hilbert space.

To reemphasize, all NISQ algorithms (with the exception of Trotter) will definitely face this problem of obtaining an expressible enough Ansatz. If we deal with a Hamiltonian dynamics problem that is ergodic (we expect the quantum state to eventually explore the whole Hilbert space), especially in the long run, we would expect to have to deal with exponential number of parameters. As can be seen in our results, QAS is also not exempt from this limitation in general. And, if we use an arbitrary initial quantum state and an arbitrary Hamiltonian, we would expect it to be ergodic [49], which is why in our examples, we see this scaling problem to obtain a good Ansatz.

One of the major contributions of the QAS algorithm is that, by using this problem-aware Ansatz, it provides a systematic way to obtain a more and more expressible Ansatz. The other variational algorithms still do not have a systematic method to generate an expressible enough Ansatz, or to improve on an Ansatz in an efficient way. Also, it has been shown that if we use a hardware efficient Ansatz, we would in general expect to encounter the barren plateau problem, which makes it very hard for the algorithm to train and optimize [6, 50]. Furthermore, the usual technique of using more and more layers of hardware efficient Ansatz circuits gives no guarantee that it will become more and more expressible in an efficient manner, when compared to the number of variational parameters that we are adding. There is also no guarantee that this will indeed improve the appropriateness of the Ansatz. This is especially true for larger systems. In QAS, with the way we generate the Ansatz with \( K \) moment states, we can see that at worst, we get an Ansatz with as many states as the size of the Hilbert space, which is fully expressible. This is due to the group of Pauli strings closing on itself eventually. Also, we can see that as we increase the \( K \), we will definitely improve our Ansatz and get to a point where it is eventually expressible enough. In future, using the coefficients of the terms in the Hamiltonian, we expect to be able to slow down the growth of the number of states.

If we only want to simulate short time evolution, it is sufficient to consider low \( K \) and get an expressible enough Ansatz. Figure 11 shows that for lower \( K \), even though for long time periods they are not expressible enough (due to the ergodicity of the Hamiltonian), for short time periods the fidelity is near unity below \( t = 1 \). And we can see that as we increase \( K \), the fidelity for longer times systematically increases.

In the QAS framework, it might be possible to further reduce the number of states needed to consider by exploiting symmetries in the Hamiltonian, or by choosing a good initial quantum state to generate the K-moment states with, but more work needs to be done in this direction.

Appendix F: Scaling analysis

As mentioned in the previous Appendix E, our algorithm is closely connected with the idea of generating the Krylov subspace of the Hamiltonian. We use the Krylov subspace to generate our \( |\chi\rangle \) states, which are then used to build up our hybrid Ansatz. It is known that the the Krylov subspace spans the entire space when you exponentiate the Hamiltonian \( H \) to the power of \( K - 1 \), where \( K - 1 = \text{rank}(H) \). Thus, the number of states that we require in our Ansatz scales linearly with the rank of the Hamiltonian. We believe that this scales favourably compared to other NISQ algorithms previously mentioned in this paper, like VQS and VFF.

Our algorithm basically hinges on being able to calculate expectation values of powers of the Hamiltonian, \( \langle \psi | H^k | \psi \rangle \). If we look at the Pauli string level (break our Hamiltonian into linear sums of Pauli strings), the number of Pauli terms in \( H^k \) grows exponentially in \( k \). Right now, for current implementation of our algorithm on available quantum computers, this breaking into Pauli strings is necessary due to the imperfections in said quantum computers. However, if we allow more complex operations that cannot be performed very well right now, such as complex controlled unitaries, the resources needed to measure such \( \langle \psi | H^k | \psi \rangle \) values might scale less[51].
| K = 1 | K = 2 | K = 3 | K = 4 | K = 5 | K = 6 | K = 7 |
|-------|-------|-------|-------|-------|-------|-------|
| 1 Qubit Case | 4 | | | | | |
| 3 Qubit Case | 7 | 8 | | | | |
| 7 Qubit Case | 49 | 64 | | | | |
| 11 Qubit Case | 15 | 92 | 324 | 758 | 1290 | 1724 | 1956 |

TABLE II. Comparison of the number of basis states used to construct the hybrid Ansatz for each K for each Hamiltonian. For example, the K = 2 expansion for the 3 qubit case requires 8 quantum states to construct the hybrid Ansatz.
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FIG. 14. VQS run with depolaring noise for different noise parameters \( \lambda \). As can be seen, as the noise parameter increases (simulating more noise in the system), the systematic error in VQS, which is causing the lag in the results for VQS, increases. VQS appears to be sensitive to this systematic error that overestimates periods in the presence of noise.

Appendix G: Circuit for initial state on IBM quantum computer

For the runs on the real quantum computer, we generated an initial state with randomized parameters to evolve with the following circuit . It comprised of a \( U_3 \) rotation with randomized parameters on each qubit, followed by an entangling gate (see Fig.13). This initial state is the \( |\phi_0\rangle \) that is seen in the circuits 2 and 3.

Appendix H: Error mitigation techniques for IBM quantum computer

We performed the following error mitigation technique on the IBM quantum computer data to mitigate measurement noise using a common method on Qiskit [52].

We calibrated the measurement noise with a calibration matrix \( W \). To obtain the matrix \( W \) for the 2-qubit case, we first prepare a circuit that starts out with the starting state \( |00\rangle \) and measure the probability to obtain each outcome in the measurement basis. We repeat this process for the other 3 possible starting states \( |01\rangle, |10\rangle \) and \( |11\rangle \). By doing so, we can obtain the matrix \( W \), defined as \( C_{\text{output}} = WC_{\text{input}} \), where \( C \) is the vector representing the state. This \( W \) matrix in essence is some form of characterization of the noise from measurement errors. Every time we run a circuit and obtain the result \( C_{\text{noisy}} \), we apply the inverse of the matrix \( W \). This relates the probability vector \( C_{\text{noisy}} \) with the ideal measurement outcome without errors \( C_{\text{ideal}} \), i.e. \( C_{\text{noisy}} = WC_{\text{ideal}} \). This was repeated on a daily basis for every day we performed the experiment on the IBM quantum computer. For details, refer to the Qiskit online textbook at [52].

Appendix I: Observing the effect of depolarizing noise on VQS

We observe how the effects of depolarizing noise contributes to a systematic error in VQS in Fig.14. As can be seen, when we increase the noise parameter \( \lambda \) that controls the depolarizing noise, the systematic error or lag in VQS increases. We model the noise as following

\[
E_{\text{depolarizing}}(\rho) = (1 - \lambda)\rho + \lambda \text{Tr}[\rho^2]I. \quad (I1)
\]

The depolarizing error can be interpreted as the probability that a single qubit will be replaced by the completely mixed state after being operated on.