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ABSTRACT This paper applies a conversion matrix approach to the linearity analysis of a varactor-based 36-GHz CMOS parametric upconverter. The nonlinear model of the upconverter is explained and derived. The comparison between the measurements, simulations, and theoretical calculation is presented to show excellent agreements: 0.5- and 1.5-dB differences in conversion gains for lower-sideband and upper-sideband upconversion, and less than 2.9-dB in both $IIP_2$ and $IIP_3$ when converting a 1-GHz signal to 36-GHz output.
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I. INTRODUCTION

The term “parametric circuit” typically denotes a system that utilizes a nonlinear-reactance device to realize signal amplification and frequency mixing. This technique can trace its use in communications to at least the turn of the 20th century [1] and, among many reports, was famously the subject of radar research at the MIT radiation laboratory [2], [3].

Capable of achieving high frequency power gain, superior to their transistor contemporaries, parametric circuits, and research into their design, prospered at mid-century [4]–[10]. However, the traditional parametric circuit, typically being centred around two-terminal varactor devices, is bilateral in nature, a characteristic that significantly complicates its design. Following the emergence of high-mobility transistors and the progressive improvement of their silicon counterparts, parametric circuit research focused towards specialized uses with extreme performance requirements in the sub-millimeter-wave range [11]–[32] and on optical applications [33]–[37].

However, the on-going motivation to provide broadband services via expanding wireless spectrum availability and to enable more sophisticated sensing modalities in the millimeter and sub-millimeter domain have helped to re-opened opportunities for parametric circuits [30], [38]–[43]. In particular, CMOS-based parametric circuits have started to draw attention in both millimeter and sub-millimeter region applications [32], [40], [41], [44]–[54]. With these advances, the need to update design insights for modern parametric circuits in modern electronic technologies has arisen, a challenge addressed in this paper.

Given that the incumbent focus in parametric research has been towards space-borne applications in the sub-millimeter-wave regime [12]–[16], [18], [20] with emphasis related to frequency multiplication and downconversion of low-power signals, design for linear parametric signal transmission has not been strongly emphasized.

At lower frequencies, researchers have modelled the transducer gain, gain compression point, power efficiency, stability, as well as linearity of discrete parametric circuits, including degenerate parametric amplifiers and upconverters [55]–[68], however linearity analyses of CMOS-based continuous-time parametric upconverters in the millimeter-wave range remain scarce.

In a networked communication system, in-band and adjacent-band interferers can significantly degrade performance due to transceiver nonlinearities. These degradations include dc shifts, unwanted in-band signal generation, etc.

The figures of merit for characterizing linearity or the immunity of systems to interference are the intermodulation products (IMs), which are defined as the ratios of the signal levels of the main tones to the levels of the unwanted frequency components generated by circuit nonlinearities. The IMs are also used to define other figures of merit, such as the second-order intercept point ($IIP_2$) and the third-order intercept point ($IIP_3$), which are, respectively, associated...
with the second-order and third-order nonlinearities of the system. The most relevant parametric topology to consider in light of these metrics is the upconverter. Since a linearity analysis of such parametric circuits has not been previously developed, the goal of this work is to investigate this circuit linearity in the context of a CMOS technology. To the authors’ knowledge, this is among the first works to detail a linearity analysis for a continuous-time CMOS parametric upconverter aimed for operation in the millimeter-wave range.

In particular, we present a curve interpolation for the linearity analysis and its substantiation with measured results from a 36-GHz CMOS parametric upconverter. Our report starts by outlining our assumptions for the circuit analysis in Section II followed by the development of a suitable nonlinear model of the CMOS varactor in Section III. Next, Section IV applies small-signal analyses to the 1st-, 2nd-, and 3rd-order equivalent circuits of a parametric upconverter to calculate input-referred IP2 (i.e. IIP2), and input-referred IP3 (i.e. IIP3); the validity of our approach is discussed in the context of measurement results presented in Section VI.

II. PARAMETRIC UPCONVERTER ANALYSIS SET-UP
The nonlinear capacitive reactance, the varactor, forming the heart of a parametric upconverter is positioned in the circuit as shown in Fig. 1. As indicated, the upconverter harmonic input signal, VIF, at angular intermediate frequency ωIF is mixed with ωP to an angular radio frequency ωRF signal appearing across the output impedance ZIF. This frequency upconversion is accomplished by exciting the varactor with the PUMP harmonic current source IP at angular pump frequency ωP.

![FIGURE 1. Fundamental circuit description of the parametric upconverter and the reactive component presence therein. The IF, RF, and LO filters are assumed ideal and pass only the IF, RF, and LO frequencies respectively.](image)

The nonlinear capacitor comprising the functional core of the circuit is modelled as a linear resistor connected in series with a voltage-controlled capacitor, an approximation previously analyzed in [69]. The value of the capacitance is controlled by the voltage across the nonlinear element.

In the figure, the VIF and IP are, respectively, the voltage and current across and through the entire varactor model (i.e. the series-connected resistor and voltage-controlled capacitor) at ωIF. Similar definitions apply to VRF, IFP, VP and IP. The IF and RF filters are assumed lossless and only pass signals at frequencies corresponding to their respective pass bands.

In the following analyses, the signals are assumed to satisfy the following conditions:
1) the two-tone input frequencies ωIF1 ≈ ωIF2 ≈ ωIF;
2) ωIF1 > ωIF2;
3) the amplitudes of the input tones at ωIF1 and ωIF2 are identical, i.e. VIF1 = VIF2 ≈ VIF;
4) the amplitude of the PUMP signal at ωP is much larger than the input tones at ωIF1 and ωIF2 so that the system is assumed to work in a weakly nonlinear region;
5) the output frequencies are ωRF1/RF2 = ωP + ωIF1/IF2 for an upper-sideband (USB) parametric upconverter configuration and the output frequencies are ωRF1/RF2 = ωP − ωIF1/IF2 for a lower-sideband (LSB) parametric upconverter configuration;
6) the signal frequency components ωP + 2ωIF1 − ωIF2 ≈ ωRF and therefore pass through the RF filter;
7) the PUMP signal and the two input signals are uncorrelated;
8) all input signals are periodic.

According to [70], [71], in order to characterize the linearity of an upconverter, two equal-amplitude spectrally-proximate signals ωIF1 and ωIF2 are applied to the circuit’s IF input port. When mixed with the PUMP signal, these two inputs are translated to ωRF1 and ωRF2. As shown in Fig. 2, these are joined by other frequency combinations due to the upconverter nonlinearity.

![FIGURE 2. Spectral distribution of the nonlinear upconverter signals for the analysis under consideration. It is assumed that all frequencies of interest can be equally delivered to the output. Subscripts outside the square brackets indicate the mixing product order.](image)

In Fig. 2, the frequency components corresponding to the same order (i.e., 1st, 2nd, and 3rd-order signals) are drawn at the same amplitude, a consequence of the assumption of ideal filters. This assumption is implicitly present in the remainder of our analysis. The plurality of output tones implies that, to quantify IIP2 and IIP3, more than one frequency could be used. In general this is true, and the choice of output frequency (or even frequencies) for the calculation of IIP2 and IIP3 should reflect the specifics of the application and the architecture of the circuit under test.
In the following we only consider the standard case which accounts for just one of the frequency components at the 2nd- and 3rd-order mixing products, respectively, shown in Fig. 2. However, extending the calculation to account for a plurality of tones simply requires a re-application of the methods to follow at those frequencies of interest.

Based on the preceding discussion and [70], the $II_{P2}$ and $II_{P3}$ linearity metrics are calculated as

$$II_{P2} = \frac{P_{out}(\omega P + \omega_{IF1})}{P_{out}(\omega P + (\omega_{IF1} - \omega_{IF2}))} P_{in}(\omega_{IF}) \quad (1a)$$

and

$$II_{P3} = \left\{ \frac{P_{out}(\omega P + \omega_{IF1})}{P_{out}[\omega P + (2\omega_{IF1} - \omega_{IF2})]} \right\}^2 P_{in}(\omega_{IF}) \quad (1b)$$

where $P_{in}(\omega_{IF})$ is the input operating power at $\omega_{IF1}$ or $\omega_{IF2}$ and may be expressed as

$$P_{in}(\omega_{IF}) = \frac{1}{2} |I_{c}(\omega)|^2 \Re(Z_{eff}) \quad (2)$$

and where $P_{out}(\omega)$ is the power delivered to the output load at frequency $\omega$ and may be expressed as

$$P_{out}(\omega) = \frac{1}{2} \left| \frac{V_{RF}(\omega)}{Z_{eff}(\omega)} \right|^2 = \frac{1}{2} |I_{RF}(\omega)|^2 \Re(Z_{eff}(\omega)) \quad (3)$$

To capture the $II_{P2}$ and $II_{P3}$ expressions in terms of relevant circuit design parameters, the output powers at the frequencies of interest noted in (1a) and (1b) must be detailed using circuit analysis. This effort requires the calculation of $Z_{eff}$'s RF voltage and current which, in turn, depend on the manner in which the IF and PUMP signals are mixed across the varactor. We now discuss this mechanism in terms of the circuit and varactor model characteristics of Figs. 1 and 3, respectively.

![FIGURE 3. Varactor model and its terminal characteristics.](image)

### III. VARACTOR NONLINEAR MODEL

The varactor model is illustrated in Fig. 3, which shows it consists of voltage-controlled capacitor in series connected with a linear resistor. The net voltage $v_c(t)$ across a parametric upconverter's varactor can be expressed as

$$v_c(t) = v_c(t) = v_c(t) + R_s i_s(t) \quad (4)$$

where $i_s(t)$ is the current through the varactor and $v_c(t)$ is the voltage drop across the voltage-controlled capacitor.

The varactor device properties are linked to these terms via

$$v_c(t) = q_c(t)/c(t) = q_c(t) s(t) \quad (5)$$

where $q_c(t)$ is the charge on the capacitor and $s(t) \equiv (c(t))^{-1}$ is the elastance. The time-domain terms $v_c(t)$, $v_p(t)$, and $i_s(t)$ in (4) and (5) contain all possible frequency combinations including the frequencies of large signals, small signals, and their frequency mixtures. According to assumption 7), by isolating the large signals and small signals from the expressions, the following set of equations are obtained

$$q_c(t) = q_p(t) + q(t) \quad (6)$$

$$v_c(t) = v_p(t) + v(t) \quad (7)$$

$$i_s(t) = i_p(t) + i(t) \quad (8)$$

where the subscript $P$ denotes the large, PUMP-induced signal, while $v(t)$, $i(t)$, and $q(t)$ indicate the small-signal contributors that contain the IF and RF signal components as well as their intermodulation products.

Invoking assumption 4), (5) may be stated as a Taylor or Volterra series expansion around the PUMP signal. The Volterra kernels and the Taylor-series coefficients are related through combinations of circuit reactive-component impedances [72]. As there is only one nonlinear component in the parametric mixer, the Taylor series expansion is selected in this work to avoid potential convergence problems associated with Volterra analysis of circuits driven by large signals, such as the PUMP. Consequently, via (6)–(8), the small-signal component of $v_c(t)$ across the varactor can be formulated with

$$v(t) = s_1(t)q(t) + s_2(t)q^2(t) + s_3(t)q^3(t) + \ldots + R_s i(t) \quad (9)$$

where $s_1(t)$, $s_2(t)$, and $s_3(t)$ are the Taylor series coefficients

$$s_1(t) = \frac{d[v_c(t)]}{dq_c} \bigg|_{q_p} \quad (10)$$

$$s_2(t) = \frac{d^2[v_c(t)]}{dq_c^2} \bigg|_{q_p} \quad (11)$$

$$s_3(t) = \frac{d^3[v_c(t)]}{dq_c^3} \bigg|_{q_p} \quad (12)$$

all of which are solely determined by the PUMP signal.

Since we are only interested in $II_{P2}$ and $II_{P3}$, the order of the Taylor expansion is restricted to three and the resulting small-signal voltage on the varactor in (9) can be rewritten as

$$v(t) \approx s_1(t) \left( \int i(t) dt \right) + s_2(t) \left( \int i(t) dt \right)^2 \quad (13)$$

where $i(t)$ is the small-signal current through the varactor as presented in (8).

Continuing our interest in only the second and third-order intercepts, this current is also approximated by components up to third order, that is:

$$i(t) \approx i_1(t) + i_2(t) + i_3(t) \quad (14)$$

where the subscript effectively indicates small-signal current at the order of the mixing product in time domain.
Rearranging (13) according to the relationship noted by (14), the 1st-, 2nd-, and 3rd-order small-signal voltage components across the varactor assume the relations:

\[ v_1(t) = s_1(t) \int i_1(t)dt + R_e i_1(t) \]  (15a)

\[ v_2(t) = s_1(t) \int i_2(t)dt + R_e i_2(t) + v_{2s}(t) \]  (15b)

\[ v_3(t) = s_1(t) \int i_3(t)dt + R_e i_3(t) + v_{3s}(t) \]  (15c)

where the varactor’s 2nd- and 3rd-order nonlinear component contributions are encapsulated by \( v_{2s}(t) \) and \( v_{3s}(t) \), each of these being expressible with

\[ v_{2s}(t) = s_2(t) \left( \int i_1(t)dt \right)^2 \]  (16a)

\[ v_{3s}(t) = 2s_2(t) \int i_1(t)dt \int i_2(t)dt + s_3(t) \left( \int i_1(t)dt \right)^3 \]  (16b)

Of note is that \( v_{2s}(t) \) and \( v_{3s}(t) \) contain all the possible frequency combinations that result in 2nd- and 3rd-order mixing products at the upconverter output. They are induced voltage sources due to the nonlinearity of the device. Among the tones generated by these unwanted nonlinear voltage sources are those present at \([\omega_P + (\omega_{IF1} - \omega_{IF2})]\) (from \( v_{2s} \)) and \([\omega_P + (2\omega_{IF1} - \omega_{IF2})]\) (from \( v_{3s} \)). These in particular bear influence on the upconverter linearity as noted in (1a) and (1b), respectively. Therefore, (15b) indicates elevated 2nd-order output power due to \( v_{2s} \), leading to a lower \( IIP_2 \) as implied by (1a). Similarly, (16b) and (1b) imply that the increased 3rd-order output power due to \( v_{3s} \) degrades \( IIP_3 \) performance.

Not surprisingly, (16) demonstrates that higher-order voltages across our varactor are, in part, related to the lower-order currents flowing through it. For example, the 3rd-order nonlinear voltage \( v_{3s} \) in (16b) is partly induced by the combination of two different mixing mechanisms. The first term, \( 2s_2 \int i_1dt \int i_2 dt \), known as the “second-order interaction”, is the result of mixing between 2nd-order intermodulation products (e.g., signals at \( \omega_P + \omega_{IF1} - \omega_{IF2} \) and \( \omega_P + 2\omega_{IF1} \)) of the two inputs at \( \omega_{IF1} \) and \( \omega_{IF2} \). The second term, \( s_3(\int i_1dt)^3 \), on the other hand, suggests that the 3rd-order nonlinearity degradation also derives from the direct mixture of the 1st-order input signals without the generation of an intermediate 2nd-order signal. Similar observations are also drawn in transistor-based LNA circuits [73], [74] as well as certain MOS varactor-based tripler topologies [75].

With the derivation of (15) and (16) we see that a nonlinear circuit model of the varactor can be split into three parts as organized in Fig. 4. Each part can be used to independently derive nonlinear signal terms and we exploit this partition in the following section to derive expressions for intercept point metrics.

![Figure 4](image-url)  
**FIGURE 4.** Three equivalent circuit models for separately examining varactor nonlinearity components. The subscripts of the currents and voltages indicate the order of the nonlinearity.

![Figure 5](image-url)  
**FIGURE 5.** Pumped equivalent nonlinear parametric upconverter circuit models. The subscripts of the currents and voltages indicate the order of the nonlinearity.

### IV. Derivation of \( IIP_2 \) and \( IIP_3 \)

As mentioned previously, the derivation of \( IIP_2 \) and \( IIP_3 \) boils down to the calculation of the voltage or current through the upconverter’s load impedance at the frequency of interest. To do so, we need to derive the upconverter’s Thevenin equivalent circuits at each frequency of interest. We do this presently with the assistance of the nonlinear varactor model developed in the previous section.

According to the models in Fig. 4, the upconverter circuit of Fig. 1 can be reduced to the equivalent schematics shown in Fig. 5. In this figure, the PUMP signal is effectively captured by the Taylor series coefficients given in (10) to (12). Thus, this nonlinear varactor model is also referred to as a pumped varactor model [61], [76] and it allows us to study the parametric upconverter in terms of a two-port circuit. In the following parts of this section, we will discuss the different-order equivalent circuits shown in Fig. 5 and derive their output power expressions separately.
A. FIRST-ORDER SMALL-SIGNAL EQUIVALENCE

To express $P_{out}(\omega_{rf} + \omega_{IF})$, the numerator of (1a) and (1b), in terms of circuit variables we need to derive the Thevenin equivalent output circuit of the 1st-order schematic pictured in Fig. 5a. To obtain this particular harmonic from our time-domain model expression (15a), we employ the Fourier series formulation to yield

$$v_1(t) = \sum_{k=-1}^{1} S_k e^{j k \omega_{rf} t} \sum_{m=-1}^{1} I_{m,l} e^{j (m \omega_{op} + \omega_{IF}) t} + \sum_{m=-1}^{1} I_{m,l} \cdot R_s \cdot e^{j (m \omega_{op} + \omega_{IF}) t}$$

(17)

where $S_k$ is the Fourier-coefficient of $s_1$ at $k \omega_{rf}$ corresponding to the 1st-order Taylor series elastance term and $I_{m,l}$ is the $m$-th Fourier-coefficient of the varactor $i(t)$ current at $(m \omega_{op} + \omega_{IF})$ resulting from the input at $\omega_{op}$. The subscript $l$ conveys that the output corresponds to an input at $\omega_{IF}$ where $l$ is 1 or 2 depending on the input signal of interest. Recall our assumption 1) that $\omega_{IF} \approx \omega_{rf}$.

Assuming a single harmonic pump, only the Fourier coefficients at $|k| \leq 1$ are retained for the elastance in (17). By definition, the 1st-order circuit only passes dc and signals at $(\omega_{op} \pm \omega_{IF})$, hence $|m| \leq 1$.

Separating small-signal voltages and currents at different frequencies results in a frequency-domain impedance matrix — a conversion matrix — shown in (18).

$$
\begin{bmatrix}
  V_{s}(\omega_{op} + \omega_{IF}) \\
  V_{s}(\omega_{IF}) \\
  V_{s}^{*}(\omega_{op} - \omega_{IF}) \\
\end{bmatrix} = \begin{bmatrix} 
  S_{0,0} & S_{1,1} & 0 \\
  R_s + \frac{S_{1,1}}{j \omega_{IF}} & \frac{S_{1,1}}{j \omega_{IF}} & \frac{S_{1,1}}{j \omega_{IF}} \\
  0 & R_s + \frac{S_{1,1}}{j \omega_{IF}} & \frac{S_{1,1}}{j \omega_{IF}} \\
\end{bmatrix} \times \begin{bmatrix}
  I_{s}(\omega_{op} + \omega_{IF}) \\
  I_{s}(\omega_{IF}) \\
  I_{s}^{*}(\omega_{op} - \omega_{IF}) \\
\end{bmatrix}
$$

(18)

In the matrix, $S_{1,0}$ is the average elastance of the varactor in the circuit of Fig. 5a and $S_{1,1}$ represents the fundamental harmonic of the 1st-order elastance. Terms in (18) labelled with an asterisk denote complex conjugates.

With (18), the 1st-order upconverter’s Thevenin equivalents at the input and output can be derived by applying KCL and KVL in Fig. 5a. As a result, the Fig. 5a representation takes on the form shown in Fig. 6. As in [77], [78], the upconverter’s equivalent IF input impedance can be expressed as

$$Z_{sIF,USB} = Z_s(\omega_{IF})$$

$$- \frac{|S_{1,1}|^2}{\omega_{RF} \omega_{IF} [Z_s^{*}(\omega_{RF}) + Z_d^{*}(\omega_{IF})]}$$

(19a)

**FIGURE 6.** First-order Thevenin equivalent circuit for the input and output paths of the parametric upconverter circuit model.

$$Z_{sIF,USB} = Z_s(\omega_{IF})$$

$$+ \frac{|S_{1,1}|^2}{\omega_{RF} \omega_{IF} [Z_s^{*}(\omega_{RF}) + Z_d^{*}(\omega_{IF})]}$$

(19b)

where $Z_s(\omega) = R_s + S_0/(j \omega)$.

Above, we distinguish the impedance based on the sidebands allowed to excite the RF output. That is, the LSB subscript in (19a) denotes variables attendant to the case of a “lower-sideband” upconverter intended to produce an RF output at $(\omega_{op} - \omega_{IF})$; similarly, the USB subscript in (19b) denotes an “upper-sideband” upconverter that produces outputs at $(\omega_{op} + \omega_{IF})$.

Along identical lines, the equivalent RF output source assumes the forms

$$V_{RF,LSB} = \frac{-S_{0,1}}{j \omega_{IF}} \frac{v_{IF}}{Z_s^{*}(\omega_{RF}) + Z_d^{*}(\omega_{IF})}$$

(20a)

and the equivalent RF output impedance is

$$Z_{RF,LSB} = Z_s(\omega_{RF})$$

$$- \frac{|S_{1,1}|^2}{\omega_{RF} \omega_{IF} [Z_s^{*}(\omega_{RF}) + Z_d^{*}(\omega_{IF})]}$$

(21a)

$$Z_{RF,USB} = Z_s(\omega_{RF})$$

$$+ \frac{|S_{1,1}|^2}{\omega_{RF} \omega_{IF} [Z_s^{*}(\omega_{RF}) + Z_d^{*}(\omega_{IF})]}$$

(21b)

The expressions (19) to (21) reflect the bilateral properties of the parametric circuit by virtue of $Z_d^{*}$’s influence on the equivalent IF impedance and the simultaneous influence of $Z_s$ on the RF equivalent impedance. Also, notable is the possibility of the LSB configuration’s equivalent impedances to assume negative real components, another distinctive feature of parametric circuits [4], [77]–[79].

Employing (19)–(21) in an analysis of the circuit in Fig. 6, the output power can be obtained by calculating the current through the load impedance $Z_{out}$. Following the definition of $IIP_2$ and $IIP_3$ in (1a) and (1b), we continue by focusing on the USB arrangement whose output power can be
calculated as
\[ P_{\text{out}}(\omega_p + \omega_{IF}) = \frac{1}{2} |I_1(\omega_p + \omega_{IF})|^2 \Re(Z_{\text{if}}) \] (22)

where
\[ I_1(\omega_p + \omega_{IF}) = \frac{V_{gRF}(\omega_p + \omega_{IF})}{Z_{gRF}(\omega_p + \omega_{IF}) + Z_{\text{if}}(\omega_p + \omega_{IF})} \] (23)
in which \( V_{gRF}(\omega_p + \omega_{IF}) = V_{gRF,USB} \) and \( Z_{gRF}(\omega_p + \omega_{IF}) = Z_{gRF,USB} \).

**B. SECOND-ORDER SMALL-SIGNAL EQUIVALENCE AND IIP2**

Continuing the approach outlined at the beginning of Section IV, we now turn to the 2nd-order circuit of Fig. 5b and ultimately to the calculation of its 2nd-order output power at \([\omega_p + (\omega_{IF1} - \omega_{IF2})]\) to achieve the corresponding IIP2.

Before detailing the IIP2 calculation we pause to consider the frequencies of interest among the 2nd-order mixing products. According to (1a), it is the nonlinear output power at \([\omega_p + (\omega_{IF1} - \omega_{IF2})]\) that is needed for the derivation of IIP2. However, among the 2nd-order mixing products, there is another frequency of interest: \((\omega_p + 2\omega_{IF1})\). This latter contributor is needed for the completion of the 3rd-order calculation (Section IV-C) to come. As the reader may recall, (1b) captures the influence of such a 2nd-order component on \(v_{3s}\). Hence, in this section, these two frequencies will both be accounted for respectively, in the following CASE A and B.

CASE A \([\omega_p + (\omega_{IF1} - \omega_{IF2})]\): We start by deriving an expression for \(V_{2sA}\), the phasor of the 2nd-order nonlinear voltage source pictured in Fig. 5b (i.e. the voltage source spectral equivalent of the 2nd-order mixing product at the frequency of interest in CASE A).

Following the methods of Section IV-A, we replace \(s_2(t)\) and \(i_1(t)\) with their Fourier series equivalents up to first-order harmonics and then substitute these into (16a) to obtain
\[
v_{2sA}(t) = \sum_{k=-1}^{1} S_{2,k} e^{j\omega_{op}t} \left[ \frac{1}{4} \left( \sum_{m=1}^{1} \frac{I_{m,1}}{j(m\omega_p + \omega_{IF1})} e^{j(m\omega_p + \omega_{IF1})t} - \sum_{n=1}^{1} \frac{I_{1,n}}{j(n\omega_p - \omega_{IF2})} e^{j(n\omega_p - \omega_{IF2})t} \right) \right]
\]
\[
= \sum_{k=-1}^{1} \sum_{m=-1}^{1} \sum_{n=-1}^{1} \left\{ V_{2sA,k,m,n} e^{j(m+n+k)\omega_p + j(\omega_{IF1} - \omega_{IF2})} \right\}
\] (24)

where \(v_{2sA}(t)\) indicates the 2nd-order nonlinear voltage source at frequency \([\omega_p + (\omega_{IF1} - \omega_{IF2})]\) and, as before, \(I_{m,\pm 1}\) denotes the \(m\)-th Fourier coefficient corresponding to input tone \(\pm \omega_{IF1}\). Aligning corresponding harmonics in (24) leads to the general relationship
\[
V_{2sA,k,m,n} = \frac{1}{4} \left[ S_{2,k} I_{m,1} I_{n,-2} \right] \] (25)

As before, we now turn to the derivation of the conversion matrix, which is identical to that derived in Section IV-A save for a change in frequency from \((\omega_p - \omega_{IF})\) to \((\omega_p - (\omega_{IF1} - \omega_{IF2}))\) in the case of an LSB upconverter configuration or a change from \((\omega_p + \omega_{IF})\) to \((\omega_p + (\omega_{IF1} - \omega_{IF2}))\) in the case of a USB configuration.

As in Section IV-A, the new 2nd-order conversion matrix description is used to derive the Thevenin equivalent shown in Fig. 7 for the 2nd-order circuit of Fig. 5b. Obviously, the Thevenin equivalent for the 3rd-order parametric upconverter circuit is structurally identical with only changes to the component properties.

**FIGURE 7.** Thevenin equivalent circuit for the equivalent 2nd- and 3rd-order parametric upconverter in Fig. 5b. Since the RF path is the only concern in the calculation the IF path equivalent circuit is omitted.

Similar to (21b), the USB configuration’s Thevenin equivalent impedance at the RF path assumes the expression
\[
Z_{gRF} = Z_v(\omega_p + (\omega_{IF1} - \omega_{IF2}))
\]
\[
+ \frac{|S_{1,1}|^2}{(\omega_p + (\omega_{IF1} - \omega_{IF2})) |\omega_{IF} Z_v(\omega_{IF} + \omega_{IF1})|} \] (26)

Then, the current flowing in the RF path at \([\omega_p + (\omega_{IF1} - \omega_{IF2})]\) is calculated to be
\[
I_{2sA} = \frac{V_{2sA}}{Z_{gRF} + Z_{rf} + |\omega_{IF} Z_v(\omega_{IF} + \omega_{IF1})|} \] (27)

Consequently, the output power for the calculation of IIP2 coming from the 2nd-order mixing product is
\[
P_{\text{out}}(\omega_p + (\omega_{IF1} - \omega_{IF2})) = \frac{1}{2} |I_{2sA}(\omega_p + (\omega_{IF1} - \omega_{IF2}))|^2 \Re(Z_{\text{if}}) \] (28)

CASE B \((\omega_p + 2\omega_{IF1})\): Using the same method just applied to the derivation of (24), the 2nd-order nonlinear voltage...
source at frequency of \((\omega_p + 2\omega_{IF1})\) can be expressed as

\[
v_{2sB}(t) = \sum_{k=-1}^{1} \sum_{m=-1}^{1} \sum_{n=-1}^{1} \left\{ V_{2sB,k,m,n} \cdot e^{j[(m+n+k)\omega_p+2\omega_{IF1}]t} \right\}
\]  
(29)

where

\[
V_{2sB,k,m,n} = \frac{1}{4} \sum_{n=-m}^{m} S_{2,k} I_{m,n} I_{n,1}
\]  
(30)

Similar to CASE A, to formulate the conversion matrix, in (18) the RF frequencies are swapped with \((\omega_p - 2\omega_{IF1})\) for an LSB configuration and \((\omega_p + 2\omega_{IF1})\) for a USB configuration, respectively. Therefore, the RF equivalent impedances at frequency \((\omega_p + 2\omega_{IF1})\) can be obtained as

\[
Z_{RF}(\omega_p + 2\omega_{IF1}) = Z_{t}(\omega_p + 2\omega_{IF1}) + (\omega_p + 2\omega_{IF1})|S_{1,1}|^2
\]  
(31)

Thus, the output current at this frequency can be expressed with

\[
I_{2sB} = \frac{V_{2sB}}{Z_{RF}(\omega_p + 2\omega_{IF1}) + Z_{rf}(\omega_p + 2\omega_{IF1})}.
\]  
(32)

### C. THIRD-ORDER SMALL-SIGNAL EQUIVALENCE AND IIP3

The process to find IIP3 is executed in the same manner as discussed in Section IV-B. First, the 3rd-order nonlinear voltage \(v_{3s}\) needs to be identified and have its power evaluated. Then, referring to the Thevenin equivalent for the 3rd-order equivalent parametric upconverter circuit shown in Fig. 7, the equivalent RF impedance will be calculated. At the end, the output power at frequency \([\omega_p + (2\omega_{IF1} - \omega_{IF2})]\) can be obtained.

As already explained in Section III, the 3rd-order nonlinear voltage derives from two different mixing mechanisms: mechanism I – the second-order interaction and mechanism II – the first-order direct mixture.

The 2nd-order currents that mediate mechanism I, \(I_{2sA}\) and \(I_{2sB}\), were derived in Section IV-B. In analogy to our earlier methods, the contribution of these terms to our 3rd-order nonlinear voltage calculation is formalized by their inclusion in (16b). In particular, the 3rd-order nonlinear voltage indicative of mechanism I is expressed by again substituting the Fourier series equivalents, this time for \(s_2(t), i_1(t),\) and \(i_2(t)\) into the first term to the right of the equals in (16b)

\[
V_{3s,I} = 2 \cdot \frac{1}{4} \sum_{k=-1}^{1} \sum_{m=-1}^{1} \sum_{n=-1}^{1} \left\{ S_{2,k} \cdot I_{m,2sA} \cdot I_{n,1} \right\}
\]  
(33)

where \(I_{m,2sA}\) and \(I_{m,2sB}\) refer to the \(m\)-th harmonic of the 2nd-order current at frequencies \([\omega_p + (\omega_{IF1} - \omega_{IF2})]\) and \((\omega_p + 2\omega_{IF1})\), respectively. \(I_{m,\pm1}\), again, indicates the \(m\)-th harmonic of the 1st-order current relating to input tones \(\pm\omega_{IF1}\).

Mechanism II, the generation of the 3rd-order mixing product by the direct mixture of 1st-order input signals, is analyzed by expressing \(s_3(t)\) and \(i_1(t)\) with their Fourier series equivalents in the second term of (16b) to give

\[
V_{3s,II} = \frac{1}{4} \sum_{k=-1}^{1} \sum_{m=-1}^{1} \sum_{n=-1}^{1} \sum_{p=-1}^{1} \left\{ S_{3,k} \cdot I_{m,1} \cdot I_{n,1} \cdot I_{p,-2} \right\}
\]  
(34)

where \(I_{m,\pm j}\) denotes the \(m\)-th harmonic of 1st-order current associating to input tones \(\pm\omega_{IF1}\).

Again applying the same method to derive the Thevenin equivalent impedances as that employed in Section IV-B, the Thevenin equivalent RF impedances at the 3rd-order equivalent circuit in Fig. 7 are given by

\[
Z_{RF}(\omega_p + 2\omega_{IF1} - \omega_{IF2}) = Z_{t}(\omega_p + 2\omega_{IF1} - \omega_{IF2}) + (\omega_p + 2\omega_{IF1} - \omega_{IF2})|S_{1,1}|^2
\]  
(35)

Finally, the total current through the load impedance, \(Z_{rf}\), at the 3rd-order frequency \([\omega_p + (2\omega_{IF1} - \omega_{IF2})]\) assumes the form

\[
I_3(\omega_p + 2\omega_{IF1} - \omega_{IF2}) = \frac{V_{3s,I} + V_{3s,II}}{Z_{RF}(\omega_p + 2\omega_{IF1} - \omega_{IF2}) + Z_{rf}(\omega_p + 2\omega_{IF1} - \omega_{IF2})}
\]  
(36)

which results in the corresponding output power

\[
P_{out}(\omega_p + 2\omega_{IF1} - \omega_{IF2}) = \frac{1}{2} |I_3(\omega_p + 2\omega_{IF1} - \omega_{IF2})|^2 \Re(Z_{rf}).
\]  
(37)

The necessary expressions for the circuit-based constituents of the linearity parameters, IIP2 in (1a) and IIP3 in (1b), are now derived.

The expressions obtained so far formalize design intuition. For instance, (20) highlights how increases in \(S_{1,1}\), a term regulated by the PUMP power [80], boosts conversion gain. In concert however, (25) to (28) and (33) to (37) expose a more sophisticated relationship between \(S_{1,1}\) and the output powers at 2nd- and 3rd-order intermodulation products (i.e. IM2 and IM3, respectively).

To better understand this association we next examine the relationships predicted by our derived expressions with the help of an example.
V. INFLUENCE OF PUMP FREQUENCY AND POWER ON
UPCONVERTER OPERATION

In this section, we will discuss design trade-offs between the
PUMP frequency relative to the output frequency, transducer
gain, \( G_t \), the power (conversion) gain, \( G_p \), and \( \text{IIP}_2 \) and
\( \text{IIP}_3 \). Besides linearity, \( G_t \) and \( G_p \) indicate how efficiently
parametric circuits can transfer the available input power to
the load (i.e. \( G_t \)) and how efficiently they can deliver the input
power to the load (i.e. \( G_p \)). More detailed discussions on \( G_t \)
can be found in [77].

We consider an RF upconverter employing an
accumulation-mode MOS varactor (AMOSV). The AMOSV
device model is chosen from a 0.13-\( \mu \)m CMOS technology
and operated at \(-0.1\)-V dc bias. From simulation or mea-
surement data, the AMOSV characteristics can be extracted
as S-V curve for example in Fig. 8a. Then the time-varying
voltage can be imposed on the curve to interpolate elastance
in time domain, shown in Fig. 8b. Once elastance maps
in time, apply Fourier Transformation and Fouries coeffi-
cients (such as \( S_{0,1} \), \( S_{1,1} \), and other coefficients described in
previous section) can be calculated. For the simplicity the
angular speed for calculating the Fourier coefficients can be
set to 1. This methodology can be applied to any monotonic
relation of nonlinear voltage-controlled capacitor, resistor,
and inductor. The reasonable accuracy between the analytic
and measurement data can be achieved as the comparison
results will be discussed in later section.

Following the methodology above, the chosen AMOSV
exhibits the \( |S_{1,1}| \) characteristics shown in Fig. 9 in relation to
the PUMP power \( P_P \) delivered to it or the voltage amplitude
\( V_m \) established across it by the PUMP. This device is further
discussed in a parametric context in [78], [80].

Fig. 9 indicates the expected increase in \( |S_{1,1}| \) as a function
of \( V_m \). For \( V_m \) up to 0.3 V (i.e. delivered pump power around
31.6 mW) the \( |S_{1,1}| \) increase is relatively rapid and saturates
at higher PUMP settings, a consequence of the limited voltage
range spanned by the AMOSV’s accumulation and depletion
regions.

These characteristics indicate that the voltage swings
needed to establish near-maximum \( |S_{1,1}| \) should be practical
to achieve in the mm-wave range given an on-chip PUMP in
a 0.13-\( \mu \)m CMOS technology. For example, as shown in
the figure, \( |S_{1,1}| \) saturates for \( V_m \geq 300 \) mV, corresponding to a
delivered PUMP power of 15-dBm. In practice much lower
\( |S_{1,1}| \) settings than this may satisfy a variety of applications.
We elaborate on this below.

In the following, we discuss the USB and LSB operating
modes of the parametric upconverter based on the varactor
introduced above. In the calculations, it is assumed that the
input source impedance \( Z_{if} \) and the output load impedance
\( Z_{rf} \) in Fig. 6 are conjugate matched to the average varactor
impedance \( Z_v \) at any frequency of interest. The RF frequency
is set to 35 GHz and the frequency of the two-tone IF
input signals is centred at 1 GHz with a 1-MHz separation. In the following discussions, the available IF input power is fixed to $-40$ dBm. We begin with a treatment of upconverter behaviour in the USB mode followed by a discussion of the LSB upconverter.

### A. USB UPCONVERTER

From the expressions previously derived, it is clear that $S_{1,1}$ plays a pivotal role in a parametric circuit’s operation. It influences the equivalent impedances and effective voltages present at different mixing orders within the upconverter. Thus, the magnitude of $S_{1,1}$ needs to be determined before elaborating on the circuit performance characteristics. Fig. 9 shows a monotonic relationship between $|S_{1,1}|$ and $P_{p}$ or $V_m$. In other words, once the PUMP power delivered to varactor or the voltage magnitude established across it by the PUMP are identified the $|S_{1,1}|$ can be determined accordingly. Therefore, in the following we will discuss the impact of $P_p$ on the gain and linearity of the USB upconverter.

![Figure 10](image-url)

**FIGURE 10.** The calculated $G_t$, $G_p$, $IIP_2$, $IIP_3$ and simulated $|S_{1,1}|$ vs. $P_p$ at $f_{RF} = 35$ GHz and $f_{IF} = 1$ GHz with $\text{spacing} = 1$ MHz in USB-mode.

Figs. 10 and 11 detail $G_t$, $G_p$, $IIP_2$, $IIP_3$, and the power terms in the USB upconverter as a function of $P_p$. As implied by (19b) and (21b) and also noted in [77], a power match is possible in a USB-mode upconverter. Corresponding to this setting, $G_t$;USB, in Fig. 10, peaks at 3.52 dB when $P_p = -23.3$ dBm. At this point, the delivered output power $P_{\text{out},1\text{st};USB}$ also peaks, as confirmed in Fig. 11. Away from this optimal point, given mismatches at its source and load impedances ($Z_g$ and $Z_{cf}$, respectively), $G_t$;USB drops as expected.

As $P_p$ increases, the Thevenin equivalent input impedance at $\omega_F$, $Z_{\text{ef};\text{USB}}$ in (19b), and the Thevenin equivalent output impedance at $\omega_R$, $Z_{\text{RF};\text{USB}}$ in (21b), both increase, reducing the power transfer efficiency and resulting in a drop in $G_t$;USB as presented in Fig. 10.

On the other hand, increasing $P_p$ boosts the amount of power transferred from the input to the load, which is described by the operating power gain $G_p$;USB in Fig. 10. As shown therein, $G_p$;USB saturates at a value of 12.5 dB. Compared to the ideal scenario (i.e. a lossless varactor) the Manley-Rowe relations in [4] predict a maximum operating power gain of 15.5 dB for such a USB scenario. As they account for non-ideal varactor behaviour, our expressions predict about a 3-dB lower power gain; a result of pump power dissipation in the varactor before translation to $\omega_{RF}$.

It is obvious that $IIP_2$ and $IIP_3$ both improve as $P_p$ is increased. These improvements derive from the fact that the degradations in $P_{\text{out},2\text{nd};USB}$ and $P_{\text{out},3\text{rd};USB}$ with respect to $P_p$ are two- and three-time faster than $P_{\text{out},1\text{st};USB}$, respectively [70].

A verification in Fig. 11 shows how these output power terms, $P_{\text{out},1\text{st};USB}$, $P_{\text{out},2\text{nd};USB}$ and $P_{\text{out},3\text{rd};USB}$ decrease at different rates. To be noted, $P_{\text{out},1\text{st};USB}$, $P_{\text{out},2\text{nd};USB}$, and $P_{\text{out},3\text{rd};USB}$ do not reach their optimal values simultaneously for their optimal impedances are different at their respective frequencies.

### B. LSB UPCONVERTER

As captured by (19a) and (21a), in LSB mode the resistive components of $Z_{\text{ef};\text{LSB}}$ and $Z_{\text{RF};\text{LSB}}$ may be positive, zero, or negative depending on $|S_{1,1}|$. Therefore, this upconverter possesses both stable and unstable operating regimes. Consequently such an upconverter can deliver a broader range of output power than its USB counterpart, but at the cost of requiring more complicated operational considerations.

Fig. 12 shows the LSB upconverter’s predicted $G_t$;LSB, $G_p$;LSB, $IIP_2$, and $IIP_3$ as a function of the PUMP power. In the figure, a sharp peak in the LSB upconverter’s transducer power gain, $G_t$;LSB (at $P_p = -23.3$ dBm) is exhibited.

1 This is due to the square and cubic power index in $P_{\text{out},2\text{nd};USB}$ and $P_{\text{out},3\text{rd};USB}$ (in dBm scales these power indexes translate to multiplier factors).
With reference to (19a) and (21a), at this $P_p$ level, the net resistances in the IF and RF paths in Fig. 6 are null. Thus, the peak is indicative of the LSB upconverter’s transition into an unstable region where the net resistance in the circuit is negative.

Mathematically speaking, at this null net resistance point, the upconverter could deliver infinite power to the load. In practice, an oscillatory behaviour, controllable via $P_p$, will arise, where the frequency of oscillation is ultimately dependent on the combination of $\omega_{IF}$, $\omega_p$, and $\omega_{RF}$ used. Such behaviour still enables the parametric circuit to realize a useful function such as injection-locked oscillation, a phenomenon reported in [81].

At low $P_p$ ($P_p < -23.3$ dBm), the net resistances in the IF and RF paths are positive and the circuit operates in a stable region. In this stable region, the transducer gain, $G_t$;LSB and power gain, $G_p$;LSB rise quickly towards a sharp peak (at $P_p$=−26 and −23.3 dBm, respectively for this example) as $P_p$ increases. This rise is caused by the resistance drops in the upconverter’s IF and RF paths when approaching $P_p = -26$ dBm from below.

With $P_p$ set above -23.3 dBm, the upconverter exhibits a net negative input resistance and thus reflects its input signal back to the source [77], [82]. Therefore, under such $P_p$ settings, the parametric circuit effectively serves as a straight (reflection) amplifier rather than a frequency converter [8], [69].

Fig. 12 also shows that the peaks of $G_t$;LSB and $G_p$;LSB occur at different ordinates. This is simply a result of the alternate gain definitions. That is, $G_p$;LSB accounts for the input power while $G_t$;LSB is based on the available input power. As a result, different source resistance settings are employed by the different definitions therefore shifting the $P_p$ level at which the circuit’s negative input resistance causes a shift in its region of operation.

With increases in $P_p$ in the LSB’s stable region, the $P_{out,1st}$;LSB harmonic rises (Fig. 13) due to a drop in $Z_{RF}$ (leading to a reduction in (23)’s denominator). Unfortunately, the 2nd- and 3rd- harmonics increase at an even faster rate leading to the dips in $IIP_2$ and $IIP_3$ observable in Fig. 12. As noted above, in Fig. 12, at $P_p > -23.3$ dBm, the LSB upconverter’s net resistances becomes negative. The power gain equations in Appendix VII indicate that at high $|S_{1,1}|$ both LSB and USB $G_p$ becomes dependent on $|S_{1,1}|$ and becomes associated only with the ratio of input and output frequencies as well as the varactor’s internal loss and load impedances. Therefore, in Fig. 12, the power gain, $G_p$;LSB, decreases, eventually settling to 12.6 dB at $P_p \geq -6.5$ dBm.

It is also noticeable in Fig. 12 that both $IIP_2$ and $IIP_3$ steadily improve for $P_p > -23.3$ dBm due to the rapid drops in $P_{out,2nd}$;LSB and $P_{out,3rd}$;LSB. This resembles the enhancements of $IIP_2$ and $IIP_3$ exhibited in USB mode at high $P_p$ levels as discussed previously in Section V-A. However, for the LSB in this region, the parametric circuit only exhibits negative resistances and, for robust design needs, is typically avoided.

To summarize, the USB mode parametric upconverter only contains positive resistance and thus is stable. With increases in its PUMP power the USB’s power gain saturates close to the Manley-Rowe estimate while the $IIP_2$ and $IIP_3$ improve. On the other hand, the LSB mode parametric upconverter demonstrates an excellent gain at low $P_p$ due to its introduction of negative resistance components. Unfortunately, the linearity of the circuit exhibits inferiority and the circuit has a greater potential to be unstable. Similar to the USB upconverter, the $IIP_2$ and $IIP_3$ in LSB mode can also be enhanced by using higher $P_p$ albeit in the presence of negative resistances that may cause instability.

Therefore, a trade-off exists: in USB mode, superior linearity can be achieved with limited power gain (less than Manley-Rowe’s prediction due to the internal loss of the varactor); alternatively the LSB parametric upconverter...
possesses excellent power gain at the cost of poor linearity. To take advantage of both modes, with a simple shift in the PUMP frequency, $\omega_p$, a circuit (e.g. like the one discussed in Section VI) in LSB mode can be conveniently configured to USB mode operation and thus guaranteed stability. Of course, the availability of negative resistance in certain LSB regions of operation offers the potential for superior gain if $P_p$ is carefully set and controlled. In integrated contexts, where on-chip signal monitoring and control is relatively cheap [77], [81], [82] such scenarios become realistic. Hence, with an appropriate change to $\omega_p$, the circuit can be switched to a reliable mode of high-gain operation. Thus, the parametric circuit has the potential to be configured for high-gain or high-linearity for potentially satisfying different application requirements.

In this section, a quantitative measure of the linearity of the parametric upconverter has been formulated and an example of an ideal parametric upconverter has also been discussed. In the next section, we utilize the calculations developed in Section IV to predict the linearity of a parametric upconverter implemented in 0.13-$\mu$m CMOS technology and then compare the results to simulated and measured data to verify the approach.

VI. IC IMPLEMENTATION AND MEASUREMENTS

Having determined output powers at the fundamental tones and higher harmonics, the linearity of a parametric upconverter can be analyzed as discussed in Section IV. Presently, our theoretical approximations are compared to simulated and measured data. Specifically, a 36-GHz integrated upconverter design previously discussed in [46] is compared. This upconverter, which was previously designed specifically to study operation of parametric frequency converters and to experimentally demonstrate frequency upconversion in a silicon technology, translates a 1-GHz IF signal to a 36-GHz RF signal by using an Agilent E8247C signal generator as a PUMP operating at 35 GHz for USB mode and 37 GHz for LSB mode, respectively.

The design schematic and micrograph of the IC are presented in Fig. 14 and Fig. 15, respectively. As shown, in Fig. 14 the IF signal is delivered to the upconverter through an off-chip filtering network via a bond-wire. Then it travels through the varactor from the $G$ node to the $D/S$ node at which point the IF signal is grounded by a shorted quarter-wavelength transmission line, TL1, that completes the IF loop (spanning the IF source and TL1) across the varactor. Simultaneously, TL1 prevents the PUMP signal from being shunted to ground before node $G$ and thus allowing it to excite the AMOSV mixing element.

The PUMP signal loop, which is introduced via a ground-signal-ground (GSG) probe, is completed at the $D/S$ node by the unterminated 3/4-wavelength transmission line, TL2. The IF signal is at too low a frequency to be affected by TL2’s signal propagation characteristics.

The RF signal established across the AMOSV due to IF and PUMP mixing is tapped out of the IC through the aforementioned GSG probe and directed to an RF terminator via a circulator element. Since the frequencies of the RF and PUMP signals are in proximity, the bandstop and bandpass properties of TL1 and TL2 respectively also apply to the RF signal. As a result, the signal loops for all three frequencies of interest are completed.
The Agilent ADS software package [83] is used to carry out the upconverter circuit simulations. Foundry-provided 0.13-µm CMOS AMOSV models are used. For improved simulation accuracy, the on-chip GSG pads and transmission lines shown in Fig. 14 are simulated in HFSS [84] and their extracted S-parameters imported into the ADS simulations. A similar procedure is followed for the off-chip components. Mainly, the S-parameters of the external RF cables, circulator, bias-Tee’s, and IF filtering network are used in the simulations for better prediction.

The measurements presented in this paper were only configured for investigating the linearity of the varactor-based CMOS parametric upconverter and verifying the theory discussed in Section IV. Thus, achieving an optimal conversion gain is not the objective of this paper. Further, the input and output frequencies are 0.5 GHz and 35.5 GHz, respectively, in [46] while in this paper 1 GHz and 36 GHz are selected. This frequency selection lowers the theoretical maximum conversion gain by about 3 dB according to the Manley-Rowe energy relationship [4]. Therefore, the measured conversion gain presented in this paper is lower than the one reported in [46].
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**FIGURE 16.** Measurement, simulation, and theoretical calculation result comparison of the conversion gain for the LSB and USB upconverters.

Firstly, Fig. 16 compares the LSB and USB upconverter conversion gain between measurements, simulated data, and theoretical calculations. In the figure, between measurements and simulations, there is ~0.5-dB difference for the LSB configuration and <1.5-dB discrepancy for the USB. The offsets are due to errors in de-embedding, the external interfaces (such as RF cables, connectors, RF probes and so on) from the measurement data, and the 30-GHz limitation of the chosen CMOS process’ available circuit models [85]. In particular, the evaluation of path loss for de-embedding purposes relies on power gain calculations [86]; as a result, interface mismatches are accounted for by estimating the port impedances of the equipment as well as the input and output impedances of the device-under-test. To simplify the measurement setup, these were estimated using S-parameter measurements with the PUMP disengaged, a technique that does not capture the full large-signal characteristics at the mixer ports and hence introduces some error. The 0.5- and 1.5-dB differences between the measured, calculated, and simulated conversion gains for LSB and USB, respectively, shown in Fig. 16 indicate that these de-embedded approximations are reasonable.

On the other hand, the difference between simulations and theoretical calculations originates from the accuracy of evaluations of the elastance Fourier series coefficients. The theoretical estimation of conversion gain shown in Fig. 16 is a first-order approximation. Also, assumption 4) in Section II of weakly nonlinear operation, prompted our use of a small-signal analysis. Thus, the theoretical algorithm presented in Section IV does not model the gain compression phenomenon and only considers the small-signal behaviour of the circuit as exhibited by the constant calculated LSB and USB conversion gain in Fig. 16.
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**FIGURE 17.** Measured and theoretical output powers at the fundamental, 2nd-order, and 3rd-order mixing products with $k = ± 1$ and 0.

**TABLE 1.** Measured and calculated $IIP_2$ and $IIP_3$ comparison.

|              | Meas. | Cal. (1st-order) | Cal. (2nd-order) |
|--------------|-------|------------------|------------------|
| $IIP_2$ [dBm]| 1.7   | 14.3             | 3                |
| $IIP_3$ [dBm]| 2     | 6.1              | 4.9              |

A comparison of the output fundamental, 2nd-, and 3rd-order powers observed from measurements and predicted using our theoretical calculations can be found in Fig. 17. Table 1 summarizes the measured $IIP_2$ and $IIP_3$ in its second column while the 1st-order calculated values are presented in the third column. The 1st-order model results in approximately a 12.1-dB difference between measured $IIP_2$ and theoretical predictions while, for the $IIP_3$, there is about a 4.1-dB offset. These discrepancies mainly come from the fact that to simplify the theoretical analysis we initially only consider the first harmonic of the Fourier series coefficients of $s_1(t)$, $s_2(t)$ and $s_3(t)$. This approximation implies that only a single-sideband current would be circulated in the circuit. That is, the current is at either $\omega_p + \omega_{IF}$ or $\omega_p - \omega_{IF}$ for $P_{out,1st}$ and either $\omega_p + (\omega_{IF_1} - \omega_{IF_2})$ or $\omega_p - (\omega_{IF_1} - \omega_{IF_2})$ for $I_{M2}$ as...
well as either \( \omega_P + (2\omega_{IF1} - \omega_{IF2}) \) or \( \omega_P - (2\omega_{IF1} - \omega_{IF2}) \) for IM3. However, according to the output filter design [46], the currents at both frequency sidebands exist and exert influence on the output power. Thus, the nonlinear effects are underestimated. This can be remedied by extending the prediction to include 2nd-order effects by setting \( k \) to \( \pm 2, \pm 1 \) and 0. Fig. 18 and the fourth column of Table 1 show that after increasing the order of the harmonics included in the theoretical calculation, the disagreement of the curves for both 2nd- and 3rd-order output power predictions and measurement data has improved to 1.3 dB and 2.9 dB for \( IIP_2 \) and \( IIP_3 \), respectively.

Fig. 17 shows that our theoretical calculations can adequately predict the fundamental, 2nd-, and 3rd-order output powers with a 1st-order approximation even though \( IIP_2 \) and \( IIP_3 \) projections are removed from the measurement data. Certainly by considering more harmonics the accuracy of the predictions improves as seen in Fig. 18. Unfortunately, accounting for more harmonics increases the complexity of the expressions exponentially and it may be tricky to gain clear design insights. Thus, at an early stage in the design phase, the first-order can be seen as a reasonable tool to gain a quick design intuition.

**FIGURE 18.** Measured and theoretical output powers at the fundamental, 2nd-order, and 3rd-order mixing products with \( k = \pm 2, \pm 1 \) and 0.

**VII. CONCLUSION**

This paper demonstrates the application of a conversion matrix analysis to a CMOS parametric upconverter in the millimetre frequency range. It shows no more than a 1.5-dB conversion gain difference for both LSB and USB upconverter configurations. Also, with a second-order linearity approximation about 1.3-dB and 2.9-dB offsets for \( IIP_2 \) and \( IIP_3 \) estimation, respectively, between measurement and theoretical predictions are present. The similarity in the comparison of results between the theoretical analysis, simulations, and measurements indicates that this proposed curve interpolation and linearity analysis is a viable tool for analyzing the linearity of the varactor-based CMOS parametric mixer design intended for the millimeter-wave region. This approach could be used to identify the contributors to the linearity characteristics of millimeter-wave parametric mixers so as to optimize them for application specifications. This paper also demonstrates the accuracy improvement obtained by including higher-order effects into the theoretical linearity prediction. Naturally, such including such terms increases the complexity of the calculation accordingly. Therefore, at an early stage of the design process, one can implement the first-order linearity approximation for a quick evaluation and determine a matching strategy. Following design iterations can evaluate the circuit linearity more accurately and subsequently gain deeper insights with higher-order analyses.
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**APPENDIX**

**SMALL-SIGNAL POWER GAIN EQUATIONS FOR PARAMETRIC UPCONVERTERS**

In this appendix, the small-signal power gain equations for LSB and USB parametric upconverters are derived. The schematic diagram for this derivation is shown in Fig. 19. In the figure, the PUMP signal path has been omitted since the PUMP signal effects are captured by the small-signal Z-parameter representatives. Depending on which mode the upconverter is made to assume (i.e. USB or LSB), the Z-parameters differ and their matrices can be referred to in Eqn. (18).

**FIGURE 19.** Small-signal representative of the parametric upconverter for power gain derivations. The filters are ideal that pass the frequencies of interest and block the unwanted ones.

According to [86], the power gain is defined as the ratio of delivered output power to the input power, that is

\[
G_p = \frac{P_{out}}{P_{in}}
\]  

(38)

where referring to Fig. 19 \( P_{out} \) can be calculated as

\[
P_{out} = \frac{|V_{rf}|^2}{2\pi |Z_{rf}|}
\]  

(39)
and $P_{in}$ can be expressed as

$$P_{out} = \frac{|V_f|^2}{29|Z_{in}|}$$  \hspace{1cm} (40)$$

where $Z_{in}$ denotes the input impedance seen from the IF to the RF path.

This input impedance can be further calculated in terms of $Z$-parameters as

$$Z_{in} = Z_{11} - \frac{Z_{12}Z_{21}}{Z_{22} + Z_{rf}}.$$  \hspace{1cm} (41)$$

Applying KVL and replacing $P_{out}$ and $P_{in}$ into (38), then we can reach the small-signal power gains expressions for USB and LSB as

$$G_{p,USB} = \frac{|S_{11}|^2|\omega R_f|}{\omega^2 R_f} + |X_f|^2$$

$$\times \frac{R_s + |S_{11}|^2}{|\omega R_f R_s + |S_{11}|^2|}$$  \hspace{1cm} (42)$$

$$G_{p,LSB} = \frac{|S_{11}|^2|\omega R_f|}{\omega^2 R_f} + |X_f|^2$$

$$\times \frac{R_s - |S_{11}|^2}{|\omega R_f R_s - |S_{11}|^2|}$$  \hspace{1cm} (43)$$

where $R_f$ and $X_f$ are real and imaginary parts of $Z_f$.

If $S_{1,1}$ increases significantly and assume $X_f = S_{1,0}/j\omega R_f$ for USB and $X_f = -S_{1,0}/j\omega R_f$ for LSB, then the equations above can be re-written as

$$\lim_{|S_{1,1}| \to \infty} G_{p,USB} = \frac{\omega R_f (R_f^2 + |X_f|^2)}{\omega^2 R_f R_s + |S_{1,1}|^2}$$  \hspace{1cm} (44)$$

$$\lim_{|S_{1,1}| \to \infty} G_{p,LSB} = -\frac{\omega R_f (R_f^2 + |X_f|^2)}{\omega^2 R_f R_s - |S_{1,1}|^2}$$  \hspace{1cm} (45)$$
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