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Non-adiabatic transitions in multilevel systems appear in various fields of physics, but it is not easy to analyze their dynamics in general. In this paper, we propose to extend the adiabatic impulse approximation to multilevel systems. This approximation method is shown to be equivalent to a series of unitary evolutions and facilitates to evaluate the dynamics numerically. In particular, we analyze the dynamics of the Landau–Zener grid model and the multilevel Landau–Zener–Stückelberg–Majorana interference model, and confirm that the results are in good agreement with the exact dynamics evaluated numerically. We also derive the conditions for destructive interference to occur in the multilevel system.

I. INTRODUCTION

The adiabatic approximation is a well-known approximation technique in quantum mechanics. According to the approximation, the state at any time can be regarded as the $n$th instantaneous eigenstate of the slowly varying time-dependent Hamiltonian if the initial state has been prepared in the $n$th eigenstate of the initial Hamiltonian [1–3]. This adiabatic approximation has been used in various fields of physics: quantum adiabatic computation [4, 5] and quantum control [6]. If the Hamiltonian changes but not slowly enough, the adiabatic approximation breaks down and transitions between instantaneous eigenstates occur. Such transitions are called non-adiabatic transitions, and the Landau–Zener (LZ) model is known as the simplest and useful model of the non-adiabatic transition in the time-dependent two-level system. Its Hamiltonian has diagonal elements that depend linearly on time, while off-diagonal elements are time-independent [7–10]. The dynamics of such non-adiabatic transitions has attracted much attention in various fields and physical systems: quantum information science [11, 12], chemical physics [13], atomic physics [14–17], circuit-QED system [18, 19], ultracold atom system [20], and quantum dot system [21]. In general, however, solving the Schrödinger equation for the time-dependent multilevel system is difficult. Therefore, various approximations, including adiabatic approximation, have been adopted to analyze the dynamics. In particular, the adiabatic impulse approximation (AIA) is known as a method that enables us to treat the dynamics analytically [22, 23]. This is an approximation under which the system evolves adiabatically except when the energy gap becomes small and non-adiabatic transition occurs instantaneously. Since it requires information on instantaneous eigenvalues, this approximation can only be used for relatively small systems such as two- and three-level systems [17, 24].

A general method to analytically approximate the dynamics of a multilevel system has not been known so far. On the other hand, there are physical systems with many levels in which non-adiabatic transitions between them play important roles. One of them is known as the multilevel LZ model, in which the diagonal elements of the Hamiltonian depend linearly on time, and the off-diagonal elements are independent of time. Another important example is the multilevel Landau–Zener–Stückelberg–Majorana (LZSM) interference model, in which the diagonal elements of the Hamiltonian are periodic functions of time, while the off-diagonal elements are constants. These models are realizations of such physical systems as Rydberg atom systems [25–27], circuit QED systems [28–41], quantum dot systems [21, 42–49], and many-body spin systems [50–52]. It is thus of essential importance to have appropriate methods to analyze these models.

In this paper, we propose a generalization of AIA (generalized AIA, GAIA) where the scope of AIA is extended to general multilevel systems. For this purpose, we use the idea of exact WKB analysis of previous studies [53, 54]. We will show that the idea leads to a succession of local unitary transitions and see that the result is an extension of the conventional AIA. We also illustrate that GAIA can be used for situations where the applicability conditions of previous studies are not necessarily met.

The structure of this paper is as follows. In Sec. II, we review the derivation of the S-matrix within the framework of exact-WKB analysis. In Sec. III, we extend the idea of AIA to the LZ grid model (GAIA) and show that the derived S-matrix agrees well with numerical calculations within a valid parameter region of approximation. In Sec. IV, we derive the S-matrix for the multilevel LZSM interference model by referring to the correspondence between the GAIA derived in Sec. III and previous studies. We show that the results agree with numerical calculations within a valid parameter region of approximation. Finally, a short summary is given in Sec. V.

II. REVIEW : EXACT WKB ANALYSIS FOR THREE-LEVEL LZ MODEL

In this section, we present a brief review of the exact-WKB analysis for the three-level LZ model in previous studies [53, 54]. Consider the following Schrödinger equa-
It is known that the behavior of the asymptotic series corresponding Stokes curve is defined as such (complex) satisfied is defined as the turning point of type (and Stokes line: the time purpose, we first introduce the notion of turning point in reality, a more detailed discussion is needed. For this equation in the vicinity of the anti-crossing point, but multilevel system can also be described by the Weber the Schrödinger equation for the two-level LZ model re-

To calculate the S-matrix, we need to introduce normalization phase-factor (diagonal) matrices $N$ whose elements $S_{i,j}$ give the transition amplitudes up to phase between basis states $|i⟩$ and $|j⟩$ from $t = -\infty$ to $t = \infty$: $|S_{i,j}| = |⟨i|U(∞, -∞)|j⟩|$, where $U$ is the time-evolution operator generated by the Hamiltonian (2). For this purpose, we construct a global WKB solution and local WKB solutions around the anti-crossing points and connect them.

To find the global WKB solution, we formally diagonalize the Hamiltonian (2): a unitarily transformed state $|ϕ(t, η)⟩$ from $|ψ(t, η)⟩$, $|ψ(t, η)⟩ = (1 + η^{-1/2}P_{1/2}(t)) (1 + η^{-1}P_{1}(t)) \cdots |ϕ(t, η)⟩$, satisfies

where the matrices $P_{1}(t)$ are defined recursively [53] to make each $H_{1}(t)$ diagonal. Then the formal solution of (1) that does not suffer from transitions to other states from state $|j⟩$, the so-called global WKB solution, reads as

To calculate the S-matrix, we need to introduce normalization phase-factor (diagonal) matrices $N^{(±)}$ of the global WKB solution at $t → ±\infty$:

Next, we proceed to find the local WKB solution. Since the Schrödinger equation for the two-level LZ model reduces to the Weber equation, we naively assume that the multilevel system can also be described by the Weber equation in the vicinity of the anti-crossing point, but in reality, a more detailed discussion is needed. For this purpose, we first introduce the notion of turning point and Stokes line: the time $t = \tau$ at which $ρ_{j}(\tau) = ρ_{k}(\tau)$ is satisfied is defined as the turning point of type $(j,k)$. The corresponding Stokes curve is defined as such (complex) $t$ that satisfies the condition

It is known that the behavior of the asymptotic series changes when the analytic continuation is made crossing over the Stokes curves, and the behavior of the asymptotic series for second-order differential equations such as the Weber function has been well studied. The matrix that relates behavior of the asymptotic series before and after crossing the Stokes curve is called the connection matrix.

In the three-level LZ model, when we consider a vicinity of a turning point, we can consider the Stokes curve in the vicinity. On the other hand, when discussing the global behavior, it is generally necessary to consider other Stokes curves called “new Stokes curves” [55–57]. It is, however, known that the new Stokes curves do not contribute to the S-matrix if the following reality condition is satisfied [53, 54]:

$(ρ_{1}(t) – ρ_{2}(t)) (ρ_{2}(t) – ρ_{3}(t)) (ρ_{3}(t) – ρ_{1}(t)) = 0$ has only real and simple zeros.
In this paper, we consider the cases which do not violate the reality condition or the cases where we need to consider only the ordinary Stokes curves even if the reality condition is violated. Therefore, we need to consider the connection matrix when crossing the Stokes curve near the turning point on the real axis. We define \( t_{j,k}^{[n]} \) as the \( n \)th turning point of type \((j,k)\) and assume

\[
\lambda_{j,k}^{[n]} := \left. \frac{d}{dt} (\rho_j(t) - \rho_j(t)) \right|_{t = t_{j,k}^{[n]}} > 0.
\]

The connection matrix \( M_{jk} \) responsible for crossing Stokes curve near the turning point at \( t = t_{j,k}^{[n]} \) can be expressed as

\[
\left( |\psi^{(j)}(t, \eta)\rangle, |\psi^{(k)}(t, \eta)\rangle, |\psi^{(l)}(t, \eta)\rangle \right) \rightarrow \left( |\psi^{(j)}(t, \eta)\rangle, |\psi^{(k)}(t, \eta)\rangle, |\psi^{(l)}(t, \eta)\rangle \right) \begin{pmatrix}
\rho_{j,k}^{[n]} & -\alpha_{j,k}^{[n]} & 0 \\
-\alpha_{j,k}^{[n]} & 1 & 0 \\
0 & 0 & 1
\end{pmatrix} M_{jk},
\]

where

\[
\alpha_{j,k}^{[n]} = (2\eta)^{n_{jk}} \sqrt{\frac{2\pi}{\lambda_{j,k}^{[n]}}} \Gamma(1 + n_{jk}^{[n]}) e^{i\pi(1/2 \pm 1/2) n_{jk}^{[n]}} \left( \beta_{j,k}^{[n]} \right)^{\pm 1} \left( 1 + O \left( \eta^{-1/2} \right) \right),
\]

\[
b_{j,k}^{[n]} = b_{j,k}, \quad b_{j,k}^{[n]} = b_{j,k}^{[n]} = \frac{i |b_{j,k}|^2}{\lambda_{j,k}^{[n]}},
\]

\[
\beta_{j,k}^{[n]} = e^{-i\eta \int_{t_{j,k}^{[n]}}^{t} (\rho_j(t') - \rho_j(t')) dt'} \prod_{m=1, m \neq n}^{p} \left( t_{j,k}^{[m]} - t_{j,k}^{[n]} \right)^{-\kappa_{jk}^{[n]}} \prod_{m=1, m \neq n}^{q} \left( t_{j,k}^{[m]} - t_{j,k}^{[n]} \right)^{-\kappa_{jk}^{[n]}} \prod_{m=1, m \neq n}^{r} \left( t_{j,k}^{[m]} - t_{j,k}^{[n]} \right)^{-\kappa_{jk}^{[n]}} \left( \frac{\lambda_{j,k}^{[n]}}{2} \right)^{\kappa_{jk}^{[n]}},
\]

with \( p, q, \) and \( r \) expressing the numbers of times that \( \rho_1(t) \) and \( \rho_6(t) \), \( \rho_2(t) \) and \( \rho_5(t) \), and \( \rho_3(t) \) and \( \rho_4(t) \) cross, respectively. In the case of \( \rho_1(t) = v_1 t + a, \rho_2(t) = v_2 t, \rho_3(t) = v_3 t \) where \( a > 0 \) and \( b_3 > b_2 > b_1 > 0 \), the connection matrix is given by \([53]\)

\[
\left( |\psi^{(j)}(t, \eta)\rangle, |\psi^{(k)}(t, \eta)\rangle, |\psi^{(l)}(t, \eta)\rangle \right) \rightarrow \left( |\psi^{(j)}(t, \eta)\rangle, |\psi^{(k)}(t, \eta)\rangle, |\psi^{(l)}(t, \eta)\rangle \right) M_{12} M_{13} M_{23}.
\]

The S-matrix (under AIA) can be represented as

\[
S = (N^{+})^{-1} M_{12} M_{13} M_{23} N^{(-)}
\]

\[
= \begin{pmatrix}
\alpha_{12}^{+} e^{i\pi(\kappa_{12} - \kappa_{13})} & 0 & 0 \\
-\alpha_{12}^{+} e^{i\pi\kappa_{13}} & \alpha_{12}^{+} e^{i\pi(\kappa_{12} - \kappa_{23})} & -\alpha_{12}^{+} e^{i\pi\kappa_{23}} \\
-\alpha_{12}^{+} e^{i\pi\kappa_{13}} & \alpha_{12}^{+} e^{i\pi(\kappa_{12} - \kappa_{23})} & \alpha_{12}^{+} e^{i\pi\kappa_{23}}
\end{pmatrix}.
\]

### III. LANDAU–ZENER GRID MODEL

**A. GAIA**

Consider a 2N-level system governed by the Hamiltonian

\[
H(t) = \eta A + \sqrt{\eta} B,
\]

\[
A = \text{diag}(-vt + a_1, \cdots, -vt + a_N),
\]

\[
B = \begin{pmatrix}
0 & \cdots & 0 & b_{1,N+1} & \cdots & b_{1,2N} \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
0 & \cdots & 0 & b_{N,N+1} & \cdots & b_{N,2N} \\
b_{1,N+1}^* & \cdots & b_{N,N+1}^* & 0 & \cdots & 0 \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
b_{1,2N}^* & \cdots & b_{N,2N}^* & 0 & \cdots & 0
\end{pmatrix}.
\]

This section considers the LZ grid model, which is a particular case of multilevel LZ models and has two parallel energy bands that cross over time in the energy diagram. We remark that the discussion in this section is also applicable to the general multilevel LZ model.
where $\eta$ is a large parameter [53, 54], the physical meaning of which will be explained later. $v$ is a ramp parameter, $a_k$ are responsible for level spacings, and $b_{ij}$ are couplings between $i$th and $j$th levels.

The LZ grid model has applications in various fields, including atomic physics [26, 27], quantum information science [29, 58], and open quantum physics [59–63]. No general method, however, is known to analyze the transition probabilities in the LZ grid model. Approximate methods have been developed for the case where the separation of parallel levels in a band is very small [64]. Besides, there are several arguments against the validity of transition probabilities in the LZ grid model [58, 65–67].

The S-matrix in this model can be obtained approximately as the following matrix $S$ in the same way as in the discussion in [53, 54]:

$$ S = \left( \tilde{N}(+)^{-1} \tilde{M}_1 \cdots \tilde{M}_{2N-2} \tilde{M}_{2N-1} \tilde{N}(-) \right), \quad (3) $$

$$ \tilde{M}_k = \prod_{1 \leq i \leq N, i + 1 \leq j \leq 2N} M_{i,j}, $$

$$ M_{i,j} = \begin{pmatrix} I_{i-1} & p_{i,j} & \cdots & -\alpha_{i,j}^+ \\ \vdots & I_{j-1,i} & \vdots & \vdots \\ -\alpha_{i,j}^- & \cdots & I_{2N-j} \end{pmatrix}, $$

$$ \tilde{N}(+) = \prod_{k=1}^N \begin{pmatrix} I_N & -1/2 \rho_{k,N+1} & \cdots & \cdots & \cdots \\ \cdots & I_{k+2,N} & \cdots & \cdots \\ \cdots & \cdots & I_{2k,2N} & \cdots \\ \cdots & \cdots & \cdots & I_N \end{pmatrix}, \quad (4) $$

$$ \tilde{N}(--) = \prod_{k=N+1}^{2N} \begin{pmatrix} I_N & -1/2 \rho_{k,2N} & \cdots & \cdots & \cdots \\ \cdots & I_{k+2,N} & \cdots & \cdots \\ \cdots & \cdots & I_{2k,2N} & \cdots \\ \cdots & \cdots & \cdots & I_N \end{pmatrix} $$

$$ p_{i,j} = e^{-2\pi \kappa_{i,j}}, \quad \kappa_{i,j} = \frac{|b_{i,j}|^2}{2v}, $$

$$ \alpha_{i,j}^\pm = \pm \sqrt{1 - p_{i,j}} \times e^{\pm i(\pi/4 + \arg \Gamma(1 - i\kappa_{i,j}) + \arg b_{i,j})} (2\eta)^{\pm i\kappa_{i,j}} \beta_{i,j}^\pm, $$

$$ \beta_{i,j} = (4v)^{-i\kappa_{i,j}} e^{i \theta_{i,j}} \prod_{k=1 \{k \neq i\}}^{N} \prod_{l=N+1 \{l \neq j\}} p_{k,l}^{-1/2} \prod_{k=1}^{i-1} \prod_{l=N+1}^{j-1} \prod_{l=1}^{l-1} p_{k,l}^{-1/2} $$

$$ \times e^{-i \sum_{k=1 \{k \neq i\}}^{N} \sum_{l=N+1 \{l \neq j\}}^{2N} \kappa_{k,l} \log |a_k - a_l| + 2N \kappa_{i,j} \log |a_i - a_j|}, $$

where $I_n$ is an $n \times n$ identity matrix and $p_{i,j}$ is called the LZ probability. We note that $M_{i,j}$ is not unitary, and the unitarity of the S-matrix is not manifest. Furthermore, when the off-diagonal elements are large, and the LZ probability is small, the term $p_{i,j}^{-1/2}$ included in $\tilde{N}(--)$ becomes large. Such a term is likely to cause errors in numerical calculations, so this formula would not be suited for numerical calculations for such cases. We also note that the reality condition is not satisfied in this model. The above derivation of the S-matrix, however, is not problematic. This is because the Hamiltonian with $a_i$ shifted infinitesimally as $a_i + \epsilon_i$ for $i < N$ and $a_i - \epsilon_i$ for $i > N$, where $\epsilon_i \neq \epsilon_j$ for all $i, j$, satisfies the reality condition, while it is obvious that the S-matrix varies continuously with respect to $\epsilon_i$.

Actually, however, we observe that the above matrix (3) can be transformed into a product of unitary matrices $U_{i,j}$ as follows (GAIA, see Appendix A for its derivation):

$$ S = \tilde{U}_1 \cdots \tilde{U}_{2N-2} \tilde{U}_{2N-1}, $$

$$ \tilde{U}_{i,j} = \begin{pmatrix} I_{i-1} & p_{i,j}^{1/2} & \cdots & -\alpha_{i,j}^+ \\ \vdots & I_{j-1,i} & \vdots & \vdots \\ -\alpha_{i,j}^- & \cdots & p_{i,j}^{1/2} \end{pmatrix}, $$

$$ \tilde{\alpha}_{i,j}^\pm = \pm \sqrt{1 - p_{i,j}} \times e^{\pm i(\pi/4 + \arg \Gamma(1 - i\kappa_{i,j}) + \arg b_{i,j})} (2\eta)^{\pm i\kappa_{i,j}} \beta_{i,j}^\pm, $$

$$ \tilde{\beta}_{i,j} = (4v)^{-i\kappa_{i,j}} e^{i \theta_{i,j}} \prod_{k=1 \{k \neq i\}}^{N} \prod_{l=N+1 \{l \neq j\}}^{2N} \log |a_k - a_l|^{\kappa_{i,j}}, $$

Hereafter, we express $\tilde{\alpha}_{i,j}^\pm$ as

$$ \tilde{\alpha}_{i,j}^\pm = \pm \sqrt{1 - p_{i,j}} e^{\pm i\theta_{i,j}}, $$

$$ \tilde{\theta}_{i,j} = \frac{\pi}{4} + \arg \Gamma(1 - i\kappa_{i,j}) + \arg b_{i,j} + \frac{\eta (a_j - a_i)^2}{2v} + \log \left( \frac{2n}{4v} \right)^{\kappa_{i,j}} - \Theta_{i,j}, $$

$$ \Theta_{i,j} = \sum_{k=1 \{k \neq i\}}^{N} \log |a_k - a_i|^{\kappa_{k,j}} + \sum_{l=N+1 \{l \neq j\}}^{2N} \log |a_l - a_j|^{\kappa_{i,l}}. $$

We note that the above derivation is not a direct generalization of AIA to multilevel systems. However, this formula avoids the difficulty of generalizing the AIA directly to multilevel systems. We also note that the S-matrix described above is sufficient to determine the transition probabilities between the basis states of the matrix. To consider a superposition of these states as an initial state, however, it is necessary to take into account the adiabatic evolutions from the initial time $t = -\infty$ to the first anticrossing and from the last anticrossing to the final time $t = \infty$. We will discuss these points in Sec. III C.
In addition, this transformation not only makes unitarity clear and calculation simple, but also eliminates the need for a normalization factor in \( t \to \pm \infty \). This implies that the formula can be applied to time-periodic systems, for example, which do not have a limit at \( t \to \pm \infty \). This will be discussed in Sec. IV.

Now, we consider the physical meaning of \( \eta \). Since the diagonal elements of the Hamiltonian contain terms \( \pm \eta \), we define a dimensionless time parameter \( \tau = \sqrt{\eta/vt} \) and a dimensionless Hamiltonian \( \hat{H}(\tau) = \hat{H}/\sqrt{\eta v} \). The diagonal elements of \( \hat{H} \) are of order \( O(\eta^0) \), while the off-diagonal elements become \( b_{i,j}/\sqrt{\eta} \). Therefore, the time interval of anticrossing is \( \Delta \tau = O(\sqrt{\eta/v}) \), while the time interval in which the LZ transition occurs is \( \Delta \tau_{LZ} \sim \max\{1, \sqrt{\kappa_{i,j}}/\sqrt{2} \} \) [23]. If \( \eta \) is large enough, \( \Delta \tau \gg \Delta \tau_{LZ} \) holds and the LZ transition at each anticrossing can be regarded as independent. This does not mean, however, that the local time evolution \( \hat{U}_{i,j} \) can be written with only local parameters such as \( \kappa_{i,j} \) when \( \eta \) is sufficiently large. In fact, \( \Theta_{i,j} \) contains a non-local contribution, and we will see in the next section that this term makes an essential contribution to the transition probabilities.

**B. Example**

We consider a double quantum dot system to confirm the validity of the S-matrix (5). This system has been experimentally realized and its dynamics has drawn much attention [44, 68]. Various methods have been proposed to derive an approximate solution for the dynamics [58, 64, 67].

Here, we consider the Hamiltonian with \( N = 2 \), that is, a four-level system. In the following, we set \( b_{13} = b_{24} = \Delta \) and \( b_{14} = b_{23} = \gamma \). In this case, the S-matrix reads as follows:

\[
S = \begin{pmatrix}
\frac{\sqrt{P_{14}P_{23}}}{\sqrt{P_{23}P_{14}}} & \frac{-\hat{\alpha}_{13}}{\sqrt{P_{23}P_{14}}} & \frac{-\hat{\alpha}_{24}}{\sqrt{P_{23}P_{14}}} & \frac{-\sqrt{P_{13}P_{24}}}{\sqrt{P_{23}P_{14}}}
-\frac{\hat{\alpha}_{23}\sqrt{P_{24}}}{P_{23}P_{14}} & \frac{\hat{\alpha}_{23}\sqrt{P_{24}}}{P_{23}P_{14}} & \frac{-\hat{\alpha}_{24}}{\sqrt{P_{23}P_{14}}} & \frac{-\sqrt{P_{13}P_{24}}}{\sqrt{P_{23}P_{14}}}
-\frac{\hat{\alpha}_{23}\sqrt{P_{24}}}{P_{23}P_{14}} & \frac{\hat{\alpha}_{23}\sqrt{P_{24}}}{P_{23}P_{14}} & \frac{-\hat{\alpha}_{24}}{\sqrt{P_{23}P_{14}}} & \frac{-\sqrt{P_{13}P_{24}}}{\sqrt{P_{23}P_{14}}}
\end{pmatrix}.
\]

(6)

We will compare the approximate solution (6) obtained by GAIA with the solution obtained by numerical calculation with the Python Library QuTiP [69, 70]. First, we confirm that GAIA is a good approximation in the region where the approximation that the LZ transitions occur independently is appropriate (Figure 1(a)). In Figure 1(a), the red view of (a). The gray dashed vertical lines indicate the points where \( P_{34} \) (7) vanishes. We used the solver for numerical calculation implemented in the Python Library QuTiP [69, 70].

---

**FIG. 1.** (a) Numerical results of the transition probability from the initial state \(|4\rangle \) (closed symbol) and plot of \( P_{34} = |S_{34}|^2 \) in (6) obtained by GAIA (open symbol). The parameters are set to \( \Delta/\sqrt{v} = 0.5 \) and \( \gamma/\sqrt{v} = 1.0 \). The parameter region with red background is where the LZ transition cannot be considered independent : \( \sqrt{\eta/v} < 10\sqrt{2}/\sqrt{v} \). As the parameter region is reached where the LZ transitions can be regarded as independent, the numerical and GAIA results coincide. (b) Enlarged view of (a). The gray dashed vertical lines indicate the points where \( P_{34} \) (7) vanishes. We used the solver for numerical calculation implemented in the Python Library QuTiP [69, 70].
where we define $P_a := p_{14} (1 - p_{24}) (1 - p_{23})$, $P_b := (1 - p_{14}) (1 - p_{13}) p_{23}$, $\kappa_\Delta := \kappa_{13} = \kappa_{24}$, and $\kappa_\gamma := \kappa_{14} = \kappa_{23}$. The $P_a$ and $P_b$ correspond to the transition probabilities on the paths in Figure 2, and the third term is their interference term. The non-local term $\Theta_{i,j}$ contributes to the last term of the phase. This result shows that even in the parameter region where the LZ transitions can be regarded as independent, the non-local terms make an essential contribution.

In this subsection, we investigate the relationship between AIA, an approximation method that has been used so far, and GAIA proposed here. There are two types of AIA: those using energy basis $|\epsilon_i(t)\rangle$ [17, 23] and those using diabatic basis $|i\rangle$ [22, 24]. Both approximation methods use instantaneous eigenvalues to describe the adiabatic time evolution, which has a disadvantage of being difficult to compute analytically for multilevel systems. Here, we consider a formulation using diabatic basis. In the following, for simplicity, let $a_n = (n-1)a$ ($1 \leq n \leq N$). In this case, AIA yields the following S-matrix [22].

$$S = K_1 \tilde{G}_1 \cdots \tilde{G}_{2N-2} K_{2N-1} \tilde{G}_{2N-1} K_{2N},$$  \hspace{1cm} (8)

$$\tilde{G}_{i,j} = \prod_{1 \leq i \leq N+1 \leq j \leq 2N} G_{i,j},$$

$$K_k = \varepsilon^{-i \int_{t_{k-1}^k} dt \text{diag}(E_i(t), E_{i+1}(t), \ldots, E_{2N}(t))},$$

$$\tilde{a}_{i,j} = \pm (1 - p_{i,j})^{1/2} e^{\pm \varphi_{i,j}},$$

$$\varphi_{i,j} = \pm \kappa_{i,j} (\ln \kappa_{i,j} - 1) + \arg \Gamma(1 - i \kappa_{i,j}),$$

where $t_k$ stands for the $(2N - k)$th anticrossing time and $E_i(t)$, which is related to $i$th diagonal element $H_{ii}(t)$ of Hamiltonian, is the instantaneous eigenvalue $\epsilon_i(t)$ in the time interval $[t_k, t_{k-1}]$ (Figure 3): for example, for $1 \leq i \leq N$

$$E_i(t) = \begin{cases} 
\epsilon_{N+i}(t) & t \leq t_{2N-i} \\
\epsilon_{N-k+i-1}(t) & t_{2N-k} \leq t \leq t_{2N-k-1} \\
\epsilon_i(t) & t_{N+i-1} < t 
\end{cases}$$

and for $N + 1 \leq i \leq 2N$

$$E_i(t) = \begin{cases} 
\epsilon_{i-N}(t) & t \leq t_{i-1} \\
\epsilon_{i-1-N}(t) & t_i \leq t \leq t_{i-1} \\
\epsilon_i(t) & t_{i-N} < t 
\end{cases}$$

The S-matrix (8) maps one transition amplitude to one path in the energy diagram (Figure 3). For example, if we specify a path as $(t_f, t_F; E_i)$, then for a path

$$(t_t, t_{2N-1}; E_{i_1}) \rightarrow (t_{2N-1}, t_{2N-2}; E_{i_2}) \rightarrow \cdots \rightarrow (t_1, t_F; E_{i_{2N}}),$$

a transition amplitude

$$e^{-i \int_{t_t}^{t_f} dt E_{2N}(t)} \cdots (G_{i_{2N},i_2})_{i_3,i_4} e^{-i \int_{t_{2N-1}}^{t_{2N-2}} dt E_{2N-2}(t)} (G_{i_{2N-1},i_1})_{i_2,i_3} e^{-i \int_{t_{1}}^{t_{2N-1}} dt E_{1}(t)}$$

is selected, where $t_t$ and $t_F$ are initial and final times. Then, before and after an anticrossing, we can rewrite the
amplitude as
\[
e^{-i \int_{t_R} f_{2N-k-2} dt E_{k+2}(t)} (G_{ik_{k+1},i_{k+2}}) e^{-i \int_{t_R} f_{2N-k-1} dt E_{k+1}(t)} e^{-i \int_{t_R} f_{2N-k} dt E_{k+1}(t)} \]

where \( t_R \) is an arbitrary time. Using this transformation, the S-matrix (8) can be transformed as follows:

\[
\begin{align*}
S &= K_1' \hat{G}_{1}^' \cdots \hat{G}_{2N-2}^' \hat{G}_{2N-1}^' K_{2N}^', \\
\hat{G}_k &= \prod_{i-j=k} G_{i,j}^{(k)}, \\
G_{i,j}^{(k)} &= \begin{pmatrix}
I_{i-1} & p_{i,j}^{1/2} & \cdots & -\alpha_{i,j}^{(k)+} \\
\vdots & I_{j-i-1} & \cdots & p_{i,j}^{1/2} \\
-\alpha_{i,j}^{(k)-} & \cdots & I_{j-i-1} & p_{i,j}^{1/2} \\
p_{i,j}^{1/2} & \cdots & I_{i-1} & \end{pmatrix} I_{2N-j}
\end{align*}
\]

We note here that the contribution from \( t_R \) can be neglected since it offsets the other terms. If we ignore \( t_R \), we can see that the S-matrix (9) is similar to the S-matrix of GAIA (5). As we mentioned before, when computing the transition amplitude for the case where the initial state is a superposition of eigenstates, the S-matrix (5) is not correct, and the contribution of \( K_{2N}' \) and \( K_1' \) in (9) must be taken into account.

It can be seen that the S-matrix (9) obtained in AIA is similar to the previously obtained S-matrix (5). If we perturbatively expand the integral of \( E_i(t) - E_j(t) \) formally, we get

\[
\int_{t_R}^{t_k} dt (E_i(t) - E_j(t)) = \int_{t_R}^{t_k} dt \left( H_{ii}(t) - H_{jj}(t) \right)
\]

\[
+ \int_{t_R}^{t_k} dt \left( \sum_{n=1}^{N} \frac{-\eta |b_{n,j}|^2}{H_{jj}(t) - H_{nn}(t)} \right)
\]

\[
+ \sum_{n=1}^{2N} \frac{\eta |b_{i,m}|^2}{H_{ii}(t) - H_{mm}(t)}
\]

\[
+ O(\eta^{-1})
\]

because \( H_{ii}(t) \propto \eta \). This perturbation, however, breaks down at the anti-crossing point since we have \( H_{nn}(t) - H_{mm}(t) = -2\eta v(t - t_{m-n}) (1 \leq n \leq N, N + 1 \leq m \leq 2N) \). It can be seen that GAIA successfully avoids the breakdown of the perturbation of AIA. Therefore, the way of obtaining the S-matrix (5) previously is a more general one that extends the AIA to multilevel systems.

IV. MULTILEVEL LANDAU–ZENER–STÜCKELBERG–MAJORANA INTERFERENCE MODEL

A. GAIA

In this section, we consider the multilevel Landau–Zener–Stückelberg–Majorana (LZSM) interference model, which is an extension of the LZSM interference model of two-level systems [23] and includes, for example, the photon-assisted Landau-Zener model, which is a system of a driven spin and single-mode boson [28, 29, 33–35, 38, 40]. The model is described by
the Hamiltonian
\[
H(t) = \eta A(t) + \sqrt{n}B,
\]
\[
A(t) = \text{diag}(-\sin(\nu t) + a_1, \ldots, -\sin(\nu t) + a_N, \sin(\nu t) + a_1, \ldots, \sin(\nu t) + a_N),
\]
\[
B = \begin{pmatrix}
0 & \cdots & b_{1,N+1} & \cdots & b_{1,2N} \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
0 & \cdots & 0 & b_{N,N+1} & \cdots & b_{N,2N} \\
b_{1,N+1}^* & \cdots & b_{N,N+1}^* & 0 & \cdots & 0 \\
b_{1,2N}^* & \cdots & b_{N,2N}^* & 0 & \cdots & 0
\end{pmatrix}.
\]

We consider the reality condition, i.e., a condition for the existence of energy gaps without anticrossing [53, 54]. The existence of such gaps requires the consideration of new Stokes curves and the discussion in the previous section cannot be used. The reality condition is satisfied when the relation
\[
\frac{\eta}{H_{ii}(t) - H_{jj}(t)} = \sum_m \frac{1}{\lambda_{i,j,m}(t - t_{i,j,m})} \tag{10}
\]
\[
\lambda_{i,j,m} = \frac{1}{\eta} \frac{d}{dt} (H_{jj}(t) - H_{ii}(t)) \bigg|_{t = t_{i,j,m}}
\]
holds, where \(t_{i,j,m}\) stands for the \(m\)th zero of the denominator (i.e., the time when the \(i\)th state and the \(j\)th state cross in the energy diagram for the \(m\)th time). We note that we do not impose the positivity of \(\lambda_{i,j,m}\) here, but we fix \(1 \leq i \leq N\) and \(N + 1 \leq j \leq 2N\). Hereafter, we impose \(\lambda_{i,j,m} \neq 0\) if \(b_{i,j} \neq 0\). The condition (10) is always satisfied whenever the left-hand side is analytic (including infinity) except for simple poles on the real \(t\). In the multilevel LZSM interference model, indeed, if \(|a_i - a_j| < 2 (1 \leq i \leq N, N + 1 \leq j \leq 2N)\) is satisfied,
\[
\frac{\eta}{H_{ii}(t) - H_{jj}(t)}
\]
\[
= \sum_n (-1)^n 2e^{\arcsin \left(\frac{a_i - a_j}{2}\right) + (n - 1)\pi}
\]
\[
\times \left( t + \frac{(-1)^n \arcsin \left(\frac{a_i - a_j}{2}\right) + (n - 1)\pi}{\nu} \right)^{-1}
\]
holds, so the reality condition is satisfied.

Since the instantaneous eigenstates of the Hamiltonian do not coincide with the computational basis at \(t = \pm \infty\), the method of calculating the S-matrix in the previous study [53, 54] cannot be used for this model. Formally, \(M_{i,j}\) can be obtained, but the normalization factor \(\tilde{N}^{(\pm)}\) cannot be obtained. On the other hand, in the previous section, we have seen that the same S-matrix is obtained just by replacing the matrix \(M_{i,j}\) with the unitary matrix \(U_{i,j}\) and discarding the normalization factors \(\tilde{N}^{(\pm)}\). We therefore consider, also in this model, a product of the unitary matrices \(U_{i,j,n}\) describing the unitary evolution between \(|i\rangle\) and \(|j\rangle\) across the \(n\)th anticrossing, in place of \(M_{i,j,n}\) and assume that it represents the S-matrix. Here, the unitary matrix \(U_{i,j,n}\) can be written as follows:

\[
U_{i,j,n} = \begin{pmatrix}
I_{i-1} & p_{i,j,n}^{1/2} & \cdots & -\tilde{\alpha}_{i,j,n} \\
p_{i,j,n} & I_{j-i-1} & \cdots & p_{i,j,n}^{1/2} \\
-\tilde{\alpha}_{i,j,n} & \cdots & I_{2N-j}
\end{pmatrix},
\]

\[
\tilde{\alpha}_{i,j,n} = \pm \text{sgn}(\lambda_{i,j,n}) \sqrt{1 - p_{i,j,n} e^{\pm \text{sgn}(\lambda_{i,j,n}) \phi_{i,j,n}}}, \quad p_{i,j,n} = e^{-2\pi \kappa_{i,j,n}}, \quad \kappa_{i,j,n} = \frac{|b_{i,j}|^2}{|\lambda_{i,j,n}|},
\]

\[
\theta_{i,j,n} = \frac{\pi}{4} + \arg \Gamma(1 - i\kappa_{i,j,n}) + \arg b_{i,j} + \zeta_{i,j,n} + \log \left( \frac{\eta}{|\lambda_{i,j,n}|} \right) \kappa_{i,j,n} - \Theta_{i,j,n},
\]

\[
\Theta_{i,j,n} = \log \left( \prod_{m=-\infty}^{\infty} |\lambda_{i,j,m}(t_{i,j,n} - t_{i,j,m})|^{2\kappa_{i,j,n}} \right)
\]

\[
\times \prod_{m=-\infty}^{\infty} \prod_{k=1}^{N} \left( \lambda_{k,j,m}(t_{i,j,n} - t_{k,j,m}) \right)^{\kappa_{k,j,m}} \prod_{l=N+1}^{2N} \prod_{l \neq j} \left( \lambda_{l,j,m}(t_{i,j,n} - t_{l,j,m}) \right)^{\kappa_{l,j,m}}
\]

\[
\zeta_{i,j,n} = \text{sgn}(\lambda_{i,j,n}) \int_{t_{(i,j),n}}^{t_{(i,j),n}} (H_{ii}(t, \eta) - H_{jj}(t, \eta)) dt.
\]
Notice that \( \Theta_{i,j,n} \) includes infinite products which, however, can be made simplified:

\[
\prod_{m=-\infty}^{\infty} |\lambda_{k,j,m}(t_{i,j,n} - t_{k,j,m})|^{\kappa_{k,j,m}} = \left| \sum_{\lambda_k,j,m} \right|^{\kappa_{k,j,0}}
\]

In this way, we need only finite products to calculate \( \Theta_{i,j,n} \):

\[
\Theta_{i,j,n} = \log \left( \left| \sum_{\lambda_k,j,m} \right|^{\kappa_{k,j,0}} \prod_{k=1 \atop k \neq i}^{N} \tan \left( \frac{v(t_{i,j,n} - t_{k,j,0})}{2} \right) \right)^{\kappa_{i,j,0}} \prod_{l=N+1 \atop l \neq j}^{2N} \tan \left( \frac{v(t_{i,j,n} - t_{i,l,0})}{2} \right) \right)^{\kappa_{i,l,0}}.
\]

B. Example

We consider a driven system of a spin and a single-mode boson \([28, 29, 33–35, 38, 40]\), described by the Hamiltonian

\[
H(t) = -\eta \sin(\sqrt{\eta} t)\sigma_z + \sqrt{\eta} \Delta \sigma_x + \eta \Omega b^\dagger b + \sqrt{\eta} \gamma (b + b^\dagger)
\]

\[= \eta A(t) + \sqrt{\eta} B\]

\[A(t) = \text{diag}(\sin(\sqrt{\eta} t), -\sin(\sqrt{\eta} t) + \Omega, \ldots, \sin(\sqrt{\eta} t), \sin(\sqrt{\eta} t) + \Omega, \ldots)\]

\[B = \begin{pmatrix}
0 & 0 & 0 & \cdots & \Delta & \gamma & 0 & \cdots \\
0 & 0 & 0 & \cdots & \gamma & \Delta & \sqrt{2}\gamma & \cdots \\
0 & 0 & 0 & \cdots & 0 & \sqrt{2}\gamma & \Delta & \cdots \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots \\
\Delta & \gamma & 0 & \cdots & 0 & 0 & 0 & \cdots \\
\gamma & \Delta & \sqrt{2}\gamma & \cdots & 0 & 0 & 0 & \cdots \\
0 & \sqrt{2}\gamma & \Delta & \cdots & 0 & 0 & 0 & \cdots \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots 
\end{pmatrix}.
\]

Figure 4 shows the energy spectrum of the Hamiltonian. In the following numerical calculation, the dimension of the boson Hilbert space is truncated at \( N = 5 \). Since the off-diagonal elements are unbounded, they always violate the condition for GAIA \( \Delta \tau \gg \Delta \tau_{LZ} \). However, as long as the probability amplitude at the anticrossing that violates the condition for GAIA is 0, GAIA is considered reasonable.

Figure 4. Energy spectra of (11) when \( \gamma = 0.1 \sqrt{\eta} \), \( \Delta = 0.1 \sqrt{\eta} \), \( \eta = 10r \), and (a) \( \sqrt{\eta} v a = 0.2 \) and (b) \( \sqrt{\eta} v a = 1.0 \). The dimension of the boson Hilbert space is truncated at 5. In (b), the transition does not occur at times when the energies are in contact because \( b_{i,N+i+3} = 0 \).
The other condition to be satisfied is the reality condition. In the previous discussion, we explained that the reality condition is satisfied in this model by imposing the condition $|a_i - a_j| < 2$. Since the reality condition is a condition of the anticrossing, even if the condition $|a_i - a_j| < 2$ is not satisfied, GAIA is applicable if $b_{i,j} = 0$ (Figure 4(b)).

Because we truncate the dimension of the boson Hilbert space, the transition probabilities can be adequately approximated within a finite number of crossings. In the following, we compare the results of GAIA with the exact results (numerical calculations) when 20 crossings occur (Figure 5). The initial state is set to be the ground state of the initial Hamiltonian [1].

First, we consider the case of $\sqrt{\eta/va} = 0.2$. For example, in the case of $\gamma = 0.02\sqrt{v}$, we find that the results agree well with the numerical results within the range of 20 crossings (Figure 5(a)). On the other hand, in the case of $\gamma = 0.1\sqrt{v}$, the numerical results cannot be approximated well because of the large off-diagonal elements (Figure 5(b)). Next, we consider the case of $\sqrt{\eta/va} = 1.0$. In this case, we find that the results agree well with the numerical results in the case not only of $\gamma = 0.02\sqrt{v}$ but also of $\gamma = 0.1\sqrt{v}$ (Figure 5(c,d)). This can be explained by the fact that the time intervals of the anticrossing become larger, which means that the conditions for GAIA are satisfied. We note that since the dimension of the boson Hilbert space $N$ is finitely truncated in the numerical calculation, the dynamics, especially after the time when the probability amplitude of the $(2N-1)$th excited state is large, is different from the dynamics under the actual Hamiltonian (11).

The interference plays an important role in the periodical model [33, 34, 37, 38, 40]. Although the conditions for interference in the two-level system have been studied, the conditions for interference in the multilevel system have not been studied straightforwardly so far. By using the S-matrix here obtained, the conditions for interference can be derived. For example, if the initial state is the ground state, we can derive the condition of destructive interference for the Hamiltonian (11) which means $S_{11} = 1$ after 2 crossings occur. When 2 crossings occur, the transition amplitude between $|1\rangle$ becomes

\[
S_{11} = (1 - p_{1,N+1})e^{i(\theta_{1,N+1} + \theta_{1,N+2})} + p_{1,N+1}(1 - p_{1,N+2})e^{i(\theta_{1,N+2} + \theta_{1,N+2})} + p_{1,N+1}p_{1,N+2}.
\]

If the conditions $\theta_{1,N+1} + \theta_{1,N+2} = 2\pi$ and $\theta_{1,N+2} + \theta_{1,N+2} = 2\pi$ hold, $S_{11} = 1$ and a destructive interference occurs (Figure 6). We note that we have truncated the dimension of the boson, but this does not affect the conditions for destructive interference.

V. CONCLUSION

In this study, we propose a GAIA by improving the S-matrix obtained in previous studies [53, 54] and applied...
the results to the LZ grid model and the LZSM interference model. The division of the S-matrix into unitary matrices, not only makes numerical calculations easier, but also allows for a physical interpretation. In the LZ grid model, we have investigated the relation between the S-matrix obtained by GAIA and the conventional AIA. In addition, we have analyzed the LZSM interference model, for which the previous methods [53, 54] have difficulties to analyze, and a new condition for interference is obtained.

The present results can be applied to other multilevel LZ model, for which integrability conditions have been studied [71–76]. We expect that the present method can be used to obtain the necessary condition for integrability. In the integrable multilevel LZ model, crossing three or more levels at a single point were sometimes considered. Since GAIA cannot calculate the S-matrix of such a model, it is necessary to extend the present method. We note that GAIA can describe well the dynamics when non-adiabatic transitions generate interference. We expect that GAIA can be applied to quantum information processing in such a setting [77–79].
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Appendix A: Unitary Decomposition

To express the S matrix as a product of unitary matrices, we define the matrix \( \tilde{U}_k \) as follows:

\[
\tilde{M}_k \tilde{N}_k(-) = \tilde{N}_{k-1}(-) \tilde{U}_k, \quad (\tilde{N}_{2N-1} = \tilde{N}(-)), \quad (A1)
\]

where

\[
\tilde{N}_k(-) = \begin{cases}
\text{diag} \left( \prod_{l=N+1}^{k+1} p_l^{-1/2}, \ldots, \prod_{l=N+1}^{2N-k-1} p_{2N-k-1,l}^{-1/2}, \prod_{l=N+1}^{2N} p_{2N-k-1,l}^{-1/2}, \prod_{l=N+1}^{2N} p_{N,l}^{-1/2} \right) \quad (k \geq N)
\end{cases}
\]

\[
\tilde{U}_k = \begin{cases}
\text{diag} \left( \prod_{l=N+1}^{N+k} p_{N-k+1,l}^{-1/2}, \ldots, \prod_{l=N+1}^{p_{N+k}} p_{N+1,j}^{-1/2}, \prod_{l=N+1}^{N-k} p_{N-k,l}^{-1/2}, \ldots, \prod_{l=N+1}^{N} p_{N+1,j}^{-1/2} \right) \quad (k \leq N)
\end{cases}
\]

and we also define

\[
\tilde{I}_n = \left( \frac{1}{n}, \ldots, \frac{1}{1} \right).
\]
The matrix $M_{i,j}$ can be transformed using any $X_{i,j}, Y_{i,j} \in \mathbb{C}$ as follows:

$$M_{i,j} = \begin{pmatrix} I_{i-1} & X_{i,j}^{1/2} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & \cdots & I_{j-i-1} & X_{i,j}^{-1/2}Y_{i,j}^{-1} \\ \end{pmatrix} I_{2N-j} \times \begin{pmatrix} I_{i-1} & X_{i,j}^{1/2} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & \cdots & I_{j-i-1} & X_{i,j}^{-1/2}Y_{i,j}^{-1} \\ \end{pmatrix} =: M_{i,j}^{(-)} \tilde{U}_{i,j} M_{i,j}^{(+)}.$$ 

Hereafter, we define $X_{i,j} = p_{i,j}^{1/2}$, $Y_{i,j} = \prod_{i=1}^{j-1} p_{i,j}^{1/2} \prod_{l=N+1}^{N} p_{l}^{-1/2}$. The left hand side of (A1) can be transformed like

$$\tilde{M}_{k} \tilde{N}_{k}^{(-)} = \prod_{j=i-k}^{1 \leq i \leq 2N-k} M_{i,j} \tilde{N}_{k}^{(-)} = \begin{cases} \prod_{1 \leq i \leq 2N-k} M_{i,i+k} \tilde{N}_{k}^{(-)} & (k \geq N) \\
\prod_{N-k+1 \leq i \leq N} M_{i,i+k} \tilde{N}_{k}^{(-)} & (k \leq N) \end{cases}.$$ 

First, we consider the case of $k \geq N$. We decompose $\tilde{N}_{k}^{(-)}$ into two parts:

$$\tilde{N}_{k}^{(-)} = \left( \prod_{1 \leq i \leq 2N-k} N_{i,i+k}^{(-)} \right) \tilde{N}_{k}^{(-),\perp},$$

$$N_{i,i+k}^{(-)} := \text{diag} \left( I_{i-1}, \prod_{l=N+1}^{2N-i} p_{l}^{-1/2}, I_{k-1}, \prod_{l=1}^{i-1} p_{l,i+k}, I_{2N-i-k} \right),$$

$$\tilde{N}_{k}^{(-),\perp} := \text{diag} \left( \prod_{l=N+1}^{2N-i} p_{2N-i+1,l}^{-1/2}, \prod_{l=N+1}^{2N} p_{l}^{1/2}, I_{N} \right).$$

Then, we can compute like this:

$$M_{i,i+k}^{(+)} \tilde{N}_{i,i+k}^{(-)} = \text{diag} \left( I_{i-1}, X_{i,i+k}^{1/2} \prod_{l=N+1}^{i+k} p_{l,i+k}^{1/2}, I_{k-1}, X_{i,i+k}^{1/2} \prod_{l=N+1}^{i+k} p_{l,i+k}^{1/2}, I_{2N-i-k} \right),$$

$$\therefore M_{i,i+k}^{(-)} \tilde{U}_{i,i+k} M_{i,i+k}^{(+)} \tilde{N}_{i,i+k}^{(-)} = M_{i,i+k}^{(-)} \tilde{N}_{i,i+k}^{(-)} + \tilde{U}_{i,i+k} \tilde{N}_{i,i+k}^{(-)} \tilde{U}_{i,i+k}$$

$$= \text{diag} \left( I_{i-1}, \prod_{l=N+1}^{i+k-1} p_{l,i+k}^{-1/2}, I_{k-1}, \prod_{l=1}^{i} p_{l,i+k}, I_{2N-i-k} \right) \tilde{U}_{i,i+k}$$

$$= \tilde{N}_{i,i+k}^{(-)} \tilde{U}_{i,i+k}.$$

The left hand side of (A1) can be transformed like

$$\tilde{M}_{k} \tilde{N}_{k}^{(-)} = \prod_{1 \leq i \leq 2N-k} \left( M_{i,i+k}^{(-)} \tilde{U}_{i,i+k} M_{i,i+k}^{(+)} \tilde{N}_{i,i+k}^{(-)} \right) \tilde{N}_{k}^{(-),\perp}$$

$$= \tilde{N}_{k}^{(-),\perp} \prod_{1 \leq i \leq 2N-k} N_{i,i+k}^{(-)} \tilde{U}_{i,i+k}.$$
We used the relation \([N'_{i,j+k}, \tilde{U}_{j,j+k}] = 0 \,(i \neq j)\) in the above transformation. Finally, we calculate

\[
\tilde{N}_k^{(-), \perp} = \prod_{1 \leq i \leq 2N-k} N'_{i,i+k} = \text{diag} \left( \prod_{l=N+1}^{2N} p_{2N-k,l}^{-1/2}, \prod_{l=N+1}^{2N} p_{N,l}^{-1/2} \right)
\]

\[
\times \prod_{1 \leq i \leq 2N-k} \text{diag} \left( \tilde{I}_{i-1}, \prod_{l=N+1}^{i+k-1} p_{l,i}^{-1/2}, \tilde{I}_{k-1}, \prod_{l=1}^{i} p_{l,i+k+1}^{-1/2}, \tilde{I}_N \right)
\]

\[
= \text{diag} \left( \prod_{l=N+1}^{k} p_{l,i}^{-1/2}, \prod_{l=N+1}^{2N-k} p_{2N-k,l}^{-1/2}, \prod_{k=N+1}^{2N} p_{k-1}^{-1/2}, \prod_{k=N+1}^{k-N} \tilde{I}_{k-N} \right)
\]

\[
= \tilde{N}_k^{(-)}
\]

Then, we proved (A1) in the case of \(k \geq N\).

Next, we consider the case of \(k \leq N\). We decompose \(\tilde{N}_k^{(-)}\) into two parts:

\[
\tilde{N}_k^{(-)} = \left( \prod_{N-k+1 \leq i \leq N} \tilde{N}^{(-)}_{i,i+k} \right) \tilde{N}_k^{(-), \perp}
\]

Then, we can compute

\[
M^{(+)}_{i,i+k} N^{(-)}_{i,i+k} = \text{diag} \left( \tilde{I}_{i-1}, X_{i,i+k}^{1/2} \prod_{l=N+1}^{i+k} p_{l,i}^{-1/2}, \tilde{I}_{k-1}, X_{i,i+k}^{1/2} \prod_{l=1}^{i+k} p_{l-1}^{-1/2}, \tilde{I}_N \right),
\]

\[
\therefore \quad M^{(-)}_{i,i+k} \tilde{U}_{i,i+k} M^{(+)}_{i,i+k} N^{(-)}_{i,i+k} = M^{(-)}_{i,i+k} M^{(+)}_{i,i+k} N^{(-)}_{i,i+k} \tilde{U}_{i,i+k}
\]

\[
= \text{diag} \left( \tilde{I}_{i-1}, \prod_{l=N+1}^{i+k-1} p_{l,i}^{-1/2}, \tilde{I}_{k-1}, \prod_{l=1}^{i} p_{l,i+k+1}^{-1/2}, \tilde{I}_N \right) \tilde{U}_{i,i+k}
\]

\[
= : N^{(+)}_{i,i+k} \tilde{U}_{i,i+k}.
\]

The left hand side of (A1) can be transformed like

\[
\tilde{N}_k \tilde{N}_k^{(-)} = \prod_{N-k+1 \leq i \leq N} (M^{(-)}_{i,i+k} \tilde{U}_{i,i+k} M^{(+)}_{i,i+k} N^{(-)}_{i,i+k}) \chi_k^{(-), \perp}
\]

\[
= \tilde{N}_k^{(-), \perp} \prod_{N-k+1 \leq i \leq N} (N^{(+)}_{i,i+k} \tilde{U}_{i,i+k}).
\]
Finally, we calculate
\[ \tilde{\mathcal{N}}_{k}^{(-)} \perp \prod_{N-k+1 \leq i \leq N} N_{i,i+k}' = \text{diag} \left( \hat{I}_{N+k}, \prod_{l=1}^{N} p_{l,N+k+1}^{-1/2} \cdots \prod_{l=1}^{N-k} p_{l,2N}^{-1/2} \right) \times \prod_{N-k+1 \leq i \leq N} \text{diag} \left( \hat{I}_{i-1}, \prod_{l=1}^{i+k-1} p_{l,i+1}^{-1/2}, \prod_{l=1}^{i} p_{l,i+k}^{-1/2}, \hat{I}_{N-i-k} \right) \]
\[ = \text{diag} \left( \hat{I}_{N-k,1}, \prod_{l=N+1}^{N+k-1} p_{l,N-k+2,l}^{-1/2} \cdots \prod_{l=N+1}^{N} p_{l,N,l}^{-1/2}, \prod_{l=1}^{N-k} p_{l,2N}^{-1/2} \right) \]
\[ = \tilde{\mathcal{N}}_{k-1}^{(-)}. \]

Then, we proved (A1) in the case of \( k \leq N \).

Using the relation (A1), (3) can be transformed as
\[ S = \left( \tilde{\mathcal{N}}^{(+)} \right)^{-1} \tilde{M}_1 \cdots \tilde{M}_{2N-2} \tilde{U}_{2N-2} \tilde{U}_{2N-1}. \]

From (A2) and (4), \( \tilde{\mathcal{N}}^{(+)} = \tilde{\mathcal{N}}_{0}^{(-)} \) holds. Then, we proved (5).
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