MONOPOLES, DIPOLES, AND HARMONIC FUNCTIONS ON BRATTELI DIAGRAMS
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Abstract. In our study of electrical networks we develop two themes: finding explicit formulas for special classes of functions defined on the vertices of a transient network, namely monopoles, dipoles, and harmonic functions. Secondly, our interest is focused on the properties of electrical networks supported on Bratteli diagrams. We show that the structure of Bratteli diagrams allows one to describe algorithmically harmonic functions as well as monopoles and dipoles. We also discuss some special classes of Bratteli diagrams (stationary, Pascal, trees), and we give conditions under which the harmonic functions defined on these diagrams have finite energy.
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1. Introduction

The interest in discrete harmonic analysis includes both classical roots, as well as new and recent research directions. But for both the classical and more recent vintage papers, the question of explicit formulas for the harmonic functions, and their finite energy properties, seems to not yet have received systematic attention. While there are many approaches, our present paper focuses on one in particular. To make the results more relevant, we further narrow our focus to a particular class of discrete structures, infinite sets of vertices $V$ and edges $E$.

One of the classical directions in the subject is motivated by the problem of current flow in electrical network; addressing questions like computation of electrical resistance distance, and of voltage drop between distant vertices, induced by assignment of currents into the network in question. In these models, a graph $G := (V, E)$ (see Definition 2.1) represents resistors assigned to the edges of $G$, i.e., points in $E$. Since conductance is the reciprocal of electrical resistance, by an electrical network, we mean a graph $G$, and a given symmetric function $c$ defined on $E$. From this we then define a Laplace operator, a Markov model, and three Hilbert spaces, $l^2(V)$, finite energy functions on $V$, and finite dissipation functions on $E$. This is done with the two laws of electrical networks in mind, Ohms Law, and Kirchhoffs Law; for details see for example [Bot49, Chu10, Die10, DJ10, DJ11b, DJ11a, JT15, JP10, JP11, JP13, JP14, Pow76, QZ11, TOI + 67]. For more recent developments motivated by geometry of probability measures, infinite path space measures, sampling, boundary representations of harmonic functions, expanders, long-range order, and phase transition questions, see for example [SZ09b, SZ09a, GHP14]. In addition to the themes mentioned above, we add that the past decades have seen a number of independent breakthroughs on related topics covering analysis on infinite models. Of special note and relevance are the following [ALP99, FW03, Car73, FKW90, GHK + 15, KLW13, KLSW15, MP84, PS12, Pet12].

In order to be more specific in explaining our work, we fix the settings. They are an electrical network $(G, c)$, supported by a locally finite connected graph $G = (V, E)$ together with a symmetric conductance function $c = c_{xy}$; the Laplace operator $(\Delta u)(x) = \sum_{y \sim x} c_{xy}(u(x) - u(y))$ where $u : V \to \mathbb{R}$ (see Definition 2.2); the transition probabilities matrix $P = (p(x, y))$ whose entries determine a reversible random walk $(X_n)$ on the vertex set $V$ of $G$; the Hilbert space $\mathcal{H}_E$ of functions on $V$ of finite energy (see (2.1)). Our interest is focused on the following important classes of functions from $\mathcal{H}_E$: monopoles, dipoles, and harmonic functions (see Definition 2.2 for harmonic functions, and relations (3.7) and (3.6) for the definition of monopoles and dipoles). The existence and properties of these functions are closely related to
various properties of electrical networks, first of all, recurrence and transience (see Definition 2.6).

In this paper, we study the following problems: It is well known, after the article [NW59], that an electrical network is transient if and only if it has a monopole of finite energy. On the other hand, any network always has dipoles in the space $\mathcal{H}_E$. But, as far as we know, explicit formulas for monopoles and dipoles have not so far been given for arbitrary transient networks. One of our main results is the following theorem.

**Theorem 1.1.** Let $(V,E,c)$ be a transient electrical network with transition probabilities matrix $P$. Let $G(x,y)$ be the Green’s function determined by $P$. Then, for any vertex $x \in V$, the function

$$w_x : a \mapsto w_x(a) = \frac{G(a,x)}{c(x)}, \quad a \in V,$$

is a monopole in $\mathcal{H}_E$, and

$$a \mapsto v_{x_1,x_2}(a) := \frac{G(a,x_1)}{c(x_1)} - \frac{G(a,x_2)}{c(x_2)}, \quad a \in V,$$

defines a dipole from $\mathcal{H}_E$ where $x_1, x_2$ are any vertices from $V$.

The other main theme in our work is based on the notion of Bratteli diagrams (see Definition 2.8). Bratteli diagrams were introduced in [Bra72] originally as a computational device in the study of classification problems in representation theory; more specifically, the problem considered by Bratteli in 1972 was that of classifying the isomorphism classes for a certain family of $C^*$-algebras, the approximately finite-dimensional $C^*$-algebras, now referred to as AF-algebras. This problem in turn was motivated by questions in quantum statistical mechanics. But since then, these diagrams (now called Bratteli diagrams) have found numerous applications in a host of other areas of mathematics, including, combinatorics, the study of algorithms (for example, algorithms for fast discrete Fourier transforms), representation theory [BJKR02], symbolic dynamics, including the theory of automata (in the sense of von Neumann), and the study of orbit equivalence. We mention here a few papers related to Cantor dynamics only, see e.g. [FKW90, HPS92, GPS95, BKMS10, Dur10, BH14, BK15].

Bratteli diagrams constitute a particular class of infinite graphs (i.e., vertices and edges), see Definition 2.8 below. In their original formulation by Bratteli, they were intended as a device for keeping track of multiplicity "lines" in infinite systems of finite-dimensional representations arising in inductive limit constructions. For us, the most important particularity of a Bratteli diagram $B = (V,E)$ is the fact that the vertex set is graded in levels, $V = \bigcup_{n \geq 0} V_n$, and the edges link vertices if they are in neighboring levels only. Moreover, there are no edges between the vertices of the same level.

This structure of a Bratteli diagram makes clearer the action of the Laplace operator $\Delta$, and that of the matrix $P$. The latter is naturally partitioned into a sequence of matrices (denoted by $(\overline{P}_n)$ in the paper) such that $\overline{P}_n : \mathbb{R}^{|V_{n+1}|} \rightarrow \mathbb{R}^{|V_n|}$. Every function $f$ on $V$ is identified with a sequence of vectors $(f_n)$ where $f_n \in \mathbb{R}^{|V_n|}$ is the
restriction of $f$ to $V_n$, see Figure 3. Analyzing the action of $\Delta$ on $f$, we can find out conditions when $f$ is harmonic, i.e., $\Delta f = 0$.

**Theorem 1.2.** Let $(B(V,E),c)$ be a weighted Bratteli diagram with associated sequences of matrices $(\overrightarrow{P}_n)$. Then a sequence of vectors $f_n \in \mathbb{R}^{|V_n|}$ represents a harmonic function $f = (f_n) : V \rightarrow \mathbb{R}$ if and only if for any $n \geq 1$

$$f_n - \overrightarrow{P}_n^{-1} f_{n-1} = \overleftarrow{P}_n f_{n+1},$$

where $\overrightarrow{P}_n = \overleftarrow{P}_n^T$.

This theorem allows one to construct an algorithm for verifying that a given function is harmonic. Analogously, we can work with dipoles and monopoles determined on Bratteli diagrams. It is interesting that one can then easily construct examples of Bratteli diagrams for which the space of harmonic functions is either trivial, or finite-dimensional, or infinite-dimensional.

The next theme in the paper is related to an integral representation of harmonic functions defined on a transient Bratteli diagram network via the Poisson kernel. The following result is in a spirit of [ALP99, Theorem 1.1]. We prove that if $f = (f_n), f_n = f|_{V_n}$, is a given function on $V$, then

$$h_n(x) := E_x(f_n \circ X_{\tau(V_n)}) = \int_{\Omega_x} f_n(X_{\tau(V_n)}(\omega))d\mathbb{P}_x(\omega), \ n \in \mathbb{N},$$

is harmonic on $V \setminus V_n$, and $h_n(x) = f_n(x), x \in V_n$, where $(\Omega_x, \mathbb{P}_x)$ is the probability space of infinite paths starting at $x$. This result is a basis for the following theorem.

**Theorem 1.3.** Let $f = (f_n) \geq 0$ be a function on $V$ such that $\overrightarrow{P}_n f_{n+1} = f_n$. Then the sequence $(h_n(x))$ converges pointwise to a harmonic function $H(x)$. Moreover, for every $x \in V$, there exists $n(x)$ such that $h_i(x) = H(x), i \geq n(x)$. Equivalently, the sequence $(f_n \circ X_{\tau(V_n)})$ converges in $L^1(\Omega_x, \mathbb{P}_x)$.

An essential part of our work is devoted to various examples. We consider trees, stationary Bratteli diagrams, and the Pascal graph to illustrate the general theory. In all these cases we give explicit formulas for harmonic functions and compute their energy.

Regarding to the estimation of the energy of harmonic functions, we prove the following lower bound.

**Theorem 1.4.** Let $f$ be a harmonic function on a weighted Bratteli diagram $(B,c)$. Then

$$\sum_{n=0}^{\infty} \frac{f_n^2}{\beta_n|V_n|} \leq \|f\|^2_{\mathcal{H}_E}$$

where $\beta_n = \max\{c(x) : x \in V_n\}$.

The paper is organized as follows. Section 2 contains basic definition and facts about electrical networks, random walks on the graph underlying the network, the Laplace operator $\Delta$, the Hilbert space $\mathcal{H}_E$ of finite energy functions, harmonic functions, Bratteli diagrams, etc. The proof are usually skipped or rather sketchy because
the formulated statements are already in the literature. The only exception is the subsection devoted to Bratteli diagrams where we discuss the question: when can a locally finite graph be realized as a Bratteli diagram? Section 3 deals with mostly new results about the energy space and the properties of harmonic functions, monopoles, and dipoles. Our main results of this section is formulated in Theorem 1.1 above. In Section 4, we use the structure of a Bratteli diagram and matrices associated to the diagram in order to formulate an algorithmic method of constructing harmonic functions, monopoles, and dipoles. This method answers the question about the existence of harmonic functions and gives examples when this space is trivial. In Section 5, we discuss a method of representation of harmonic functions in terms of the Poisson kernel. Also we prove a number of properties of harmonic functions defined on a Bratteli diagram. Section 6 contains examples of harmonic functions. We consider three cases when harmonic functions are defined on a binary tree, the Pascal graph, and a stationary Bratteli diagram. In all cases, we give explicit formulas for some classes of harmonic functions. The final section of the paper deals with the energy space. We give a lower bound for the energy of a harmonic function defined on a Bratteli diagram. This estimate is useful for determining whether a harmonic function has infinite energy. Also we give formulas for the energy of the harmonic functions found in Section 6.

2. Basics on electrical networks, random walks, and Bratteli diagrams

2.1. Electrical networks. We shall need to make use of some facts on electrical networks; for the benefit of readers, we have included a brief fact summary of what is needed. Systematic accounts, and related, are in [Bot49, Chu10, Die10, JLP11, QZ11, TOI67].

By a graph $G = (V,E)$, we mean a connected undirected locally finite graph with single edges between vertices. The vertex set $V = V(G)$ is assumed to be countably infinite, and the edge set $E = E(G)$ has no loops. The notation $y \sim x$ means that $y$ is a nearest neighbor of $x$, so $(xy) \in E$, and the set $\{y \in V : y \sim x\}$ of all neighbors of $x$ is finite for any vertex $x$. We also write $e = (xy)$, and $s(e) = x, r(e) = y$, when the edge $e$ links $x, y \in V$. For any two vertices $x, y \in V$, there exists a finite path $\gamma = (x_0, x_1, \ldots, x_n)$ such that $x_0 = x, x_n = y$ and $(x_i x_{i+1}) \in E$ for all $i$. We will keep the assumption that all considered graphs are infinite without mentioning it in the statements.

Definition 2.1. A electrical network $(G, c)$ is a weighted graph $G$ with a symmetric conductance function $c : V \times V \to [0, \infty)$, i.e., $c_{xy} = c_{yx}$ for any $(xy) \in E$. Moreover, it is required that $c_{xy} > 0$ if and only if $(xy) \in E$. This means that the conductance function $c$ is actually defined on the edge set $E$ of the graph $G$. The reciprocal value $\tau_{xy} = 1/c_{xy}$ is called the resistance of the edge $e = (xy)$. For any $x \in V$, we define the total conductance at $x$ as

$$c(x) := \sum_{y \sim x} c_{xy}.$$ 

The function $c$ is defined for every $x \in V$ since this sum is always finite.
In some cases it may be useful to represent the conductance function \( c \) as
\[
(\Delta f)(x) := \sum_{y \sim x} c_{xy} (f(x) - f(y)).
\]
A function \( f : V \to \mathbb{R} \) is called harmonic on \((G, c)\) if \( \Delta f(x) = 0 \) for every \( x \in V \). If (2.2) holds at each vertex of a set \( W \subset V \), then we say that \( f \) is harmonic on \( W \).

We will be studying harmonic functions in exterior domains. They are the solutions to the following equations. Given \((V, E, c)\) as specified above, let \( \Delta \) be the corresponding Laplace operator. Fix a finite subset \( F \subset V \). For functions \( \psi \) on \( V \), we consider the following problem
\[
(2.3) \quad \Delta \psi = 0 \quad \text{on} \quad V \setminus F,
\]
of special interest are the classes when \( |F| = 1 \) and \( |F| = 2 \). If \( F = \{x_0\} \), then the solutions \( w = w_{x_0} \) to
\[
(2.4) \quad \Delta w_{x_0} = \delta_{x_0}
\]
are called monopoles. If \( F = \{x_1, x_2\}, x_1 \neq x_2 \), then the solutions \( v = v_{x_1, x_2} \) to
\[
(2.5) \quad \Delta v_{x_1, x_2} = \delta_{x_1} - \delta_{x_2}
\]
are called dipoles.

We are concerned with the following two questions regarding equations (2.3) - (2.5):

(i) Find explicit formulas and algorithms for solutions;
(ii) When are these solutions of finite energy?

We remark, as for (2.5), one can show, with the aid of Riesz in \( \mathcal{H}_E \), that for every \( x_1, x_2 \) there is a unique solution \( v = v_{x_1, x_2} \in \mathcal{H}_E \) such that
\[
(2.6) \quad \langle v_{x_1, x_2}, f \rangle_{\mathcal{H}_E} = f(x_1) - f(x_2)
\]
holds for all \( f \in \mathcal{H}_E \). Moreover, (2.6) implies (2.5).
We denote by $\mathcal{Harm}$ the set of classes of harmonic functions on $(G,c)$ where two harmonic functions, $f$ and $g$, are identified if $f - g = \text{const}$. Clearly, every constant function is harmonic. With some abuse of notation we will identify an element $f$ of $\mathcal{Harm}$ with a corresponding harmonic function. This means that we can always choose a prescribed value for $f(x_0)$ at some fixed vertex $x_0$. Usually, we will require that $f(x_0) = 0$. We say that $\mathcal{Harm}$ is trivial if it reduces to constant harmonic functions.

To any conductance function $c$ on a network $G$, we can associate a reversible Markov kernel $P = (p(x,y))_{x,y \in V}$ with transition probabilities defined by $p(x,y) = \frac{c_{xy}}{c(x)}$. Then $p(x,y)c(x) = p(y,x)c(y)$ for any $x,y \in V$. We say that the process is reversible.

Define the probability transition operator for $f : V \to \mathbb{R}$ by setting
\begin{equation}
(Pf)(x) = \sum_{y \sim x} p(x,y)f(y), \quad x \in V.
\end{equation}

In discrete harmonic analysis, two operations play a key role, the Laplacian $\Delta$ (see (2.2)), and the Markov operator $P$ (see (2.7)). For many problems, one is even used in the derivation of properties of the other. Both represent actions (operations) on appropriate spaces of functions, functions defined on the infinite set of vertices $V$. Since $V$ is infinite, we are faced with a variety of choices of infinite-dimensional function spaces. Because of spectral theory, we shall consider Hilbert spaces. But even restricting to Hilbert spaces, there are at least three natural candidates. Which one to use depends on the operator considered, and the questions asked; see (1) – (3) below.

We saw that both the Laplacian $\Delta$, and the Markov operator $P$ have infinite by infinite matrix representations. These infinite by infinite matrices are special in that they have non-zero entries only in finite bands containing the matrix-diagonal (i.e., infinite banded matrices). This makes the algebraic matrix operations well defined.

Now passing to appropriate Hilbert spaces, we note that the Laplacian $\Delta$ will be an unbounded operator, albeit semi-bounded. By contrast we show in Lemma 2.3 that there is a weighted $l^2$-space such that the Markov operator $P$ is bounded, self-adjoint, and it has its spectrum contained in the finite interval $[-1,1]$. We caution, that in general this spectrum may be continuous, or have a mix of spectral types, continuous (singular or Lebesgue), and discrete.

From [JP11, DJ11], we know that:

1. $\Delta$ is self-adjoint, generally unbounded operator with dense domain in $l^2(V)$;
2. $\Delta$ is Hermitian, generally unbounded operator with dense domain in $\mathcal{H}_E$, but, in general, it is not self-adjoint;
3. $P$ is bounded and self-adjoint in $l^2(V,c)$.

To illustrate these statements, we give a short proof of (3).

**Lemma 2.3.** Let $l^2(c)$ be the space of functions $u$ on $V$ satisfying the condition
\begin{equation}
||u||^2_{l^2(c)} = \sum_{x \in V} c(x)|u(x)|^2, \quad \text{and } P \text{ is defined by (2.7)}. \quad \text{Then}
\end{equation}
\begin{equation}
\langle u_1, Pu_2 \rangle_{l^2(c)} = \langle Pu_1, u_2 \rangle_{l^2(c)}, \quad u_1, u_2 \in l^2(c).
\end{equation}
Moreover, the spectrum of $P$ is a subset of $[-1,1]$, and $-I \leq P \leq I$, i.e.,
\begin{equation}
-\|u\|_{l^2(c)}^2 \leq \langle u, Pu \rangle_{l^2(c)} \leq \|u\|_{l^2(c)}^2, \quad u \in l^2(c).
\end{equation}

**Proof.** The fact that $P$ is a self-adjoint operator follows from the relations $c(y)p(y,x) = c(x)p(x,y)$ (the Markov kernel $P$ is reversible) and (2.7) which are applied first to the dense subset of functions with finite support (for simplicity we assume that functions on $V$ are real-valued; the case of complex-valued functions is similar).

Next, it follows, from the inequality
\begin{equation}
2 \sum_{x \in V} (c(x)|u(x)|^2 - \langle u, Pu \rangle_{l^2(c)}) = \sum_{x,y \in V} c_{xy}|u(x) - u(y)|^2 \geq 0,
\end{equation}
that
\begin{equation}
\langle u, Pu \rangle_{l^2(c)} \leq \|u\|_{l^2(c)}^2.
\end{equation}
Similarly,
\begin{equation}
2 \sum_{x \in V} (c(x)|u(x)|^2 + \langle u, Pu \rangle_{l^2(c)}) = \sum_{x,y \in V} c_{xy}|u(x) + u(y)|^2 \geq 0,
\end{equation}
implies
\begin{equation}
\langle u, Pu \rangle_{l^2(c)} \geq -\|u\|_{l^2(c)}^2.
\end{equation}
This proves (2.9), and $\text{Spec}(P) \subset [-1,1]$. □

**Question.** Since $P$ is self-adjoint, there exists the spectral measure $E_P$ on the interval $[-1,1]$ such that
\begin{equation}
P = \int_{-1}^{1} \lambda dE_P(\lambda).
\end{equation}
It would be interesting to find out under what conditions on $P$, this spectral measure has a gap, that is there exists $\lambda_0 < 1$ such that $E_P(\lambda_0, 1) = 0$. More generally, one can ask about the properties of spectral measures for the operator $\Delta$ considered in both Hilbert spaces $l^2$ and $H_E$ (see the definition of $H_E$ above).

We mention here two crucial facts about harmonic functions that will be used below. The first one, the maximum principle for harmonic functions, can be stated as follows. Let $(G,c) = (V,E,c)$ be an infinite electrical network, and let $G_1$ be a connected subgraph of $G$ with vertex set $W \subset V$. Let $\partial W := \{x \in V : x \sim y \text{ for some } y \in W\}$ be the outer boundary of $W$. Suppose $h : V \to \mathbb{R}$ is a function that is harmonic on $W$, and the supremum of $h$ is achieved at some point from $W$. Then the maximum principle states that $h$ is constant on $\overline{W} = W \cup \partial W$.

The second result is the so called Dirichlet problem. Let $(G,c)$ and $W$ be as above. The Dirichlet problem consists of solving the following boundary problem:
\begin{equation}
\begin{cases}
(\Delta u)(x) = g(x) \quad \text{for all } x \in W, \\
u(x) = f(x) \quad \text{for all } x \in \partial W,
\end{cases}
\end{equation}
where $u : V \to \mathbb{R}$ is an unknown function, and the functions $g : W \to \mathbb{R}$ and $f : \partial W \to \mathbb{R}$ are given. If $W$ is finite, for all functions $g,f$ as above, the Dirichlet problem (2.10) has a unique solution.
Suppose now that $W$ is finite, and $f$ is a function defined on $\partial W$. Then we conclude that there exists a unique harmonic function $h$ on $W$ such that $h = f$ on $\partial W$.

2.2. Infinite path space. We shall need to make use of some facts on path-space analysis;– for the benefit of readers, we have included a brief fact summary of what is needed. Systematic accounts, and related, are in [Du12, GHP14, KLSW15, PS12, Woe00, Woe09].

Let $\Omega \subset V^\infty$ be the set of all infinite sequences $\omega = (x_i)_{i \geq 0}$ where $(x_i, x_{i+1}) \in E$ for all $i$. Define $X_n : \Omega \to V$ by setting $X_n(\omega) = x_n$. Let $\Omega_x := \{ \omega \in \Omega : X_0 = x \}$; then $\Omega$ is the disjoint union of subsets $\Omega_x$, $x \in V$.

Functions $e \mapsto I(e)$ on $E$ represent current in electrical network models. If $u$ is a voltage function on the vertex set $V$, define

\begin{equation}
I(xy) = (du)(xy) = c_{xy}(u(x) - u(y)), \quad \forall e = (xy) \in E.
\end{equation}

Setting

\begin{equation}
H_{\text{Diss}} = \{ I : E \to \mathbb{R} : \sum_{e \in E} \frac{1}{c_e} |I(e)|^2 < \infty \},
\end{equation}

we define the associated Hilbert space of currents of finite dissipation. We note that $||d(u)||_{H_{\text{Diss}}} = ||u||_{H_E}$, $\forall u \in H_E$, i.e., the mapping $d$ is an isometry from $H_E$ into $H_{\text{Diss}}$, see (2.12).

Lemma 2.4. The operator $P$ in (2.7) defines the family of Markov measures $(P_x : x \in V)$ such that $P_x$ is supported by the corresponding set $\Omega_x$.

Proof. First $P_x$ is defined on cylinder sets by the formula

$P_x(X_1 = x_1, X_2 = x_2, ..., X_n = x_n \mid X_0 = x) = p(x, x_1)p(x_1, x_2) \cdots p(x_{n-1}, x_n)$,

and then it is extended to a probability measure on the Borel $\sigma$-algebra $\mathcal{B}(\Omega_x)$ by Kolmogorov consistency. Thus, the sequence of random variables $(X_n)$ defines a Markov chain on $(\Omega_x, P_x)$ such that the following identity holds:

$P_x(X_{n+1} = y \mid X_n = z) = p(z, y)$

for any $y, z \in V$. The remaining details are obvious.}

Let $\lambda = (\lambda_x : x \in V)$ be a positive probability vector, $\sum_{x \in V} \lambda_x = 1$. Define a probability measure $P = \sum_{x \in V} \lambda_x P_x$ on $\Omega$. Then $P(\Omega_x) = \lambda_x$.

We recall the following well known result:

Lemma 2.5. The measure $P$ is a Markov measure if and only if the probability distribution $\lambda$ satisfies the relation $\lambda P = \lambda$, or $\sum_{y \sim x} \lambda_y p(y, x) = \lambda_x$. Furthermore,

$P(X_0 = x, X_1 = x_1, ..., X_n = x_n) = \lambda_x p(x, x_1)p(x_1, x_2) \cdots p(x_{n-1}, x_n)$. 
We remark that the equation \( \lambda P = \lambda \) may not have solutions in the set of positive probability vectors \( \lambda \), i.e., \( \sum_{x \in V} \lambda_x = 1 \) and \( \lambda_x > 0 \).

Since \( G \) is a connected graph, the Markov chain defined by \( (X_n) \) is irreducible, that is, for any \( x, y \in V \) there exists \( n \in \mathbb{N} \) such that \( p^{(n)}(x, y) > 0 \), where \( p^{(n)}(x, y) \) is the \( xy \)-entry of \( P^n \). It can be seen that \( p^{(n)}(x, y) = P_x(X_n = y) \).

In a slightly different terminology, it is said that the Markov kernel \( P = (p(x, y))_{x,y \in V} \) determines a random walk on the weighted graph \( (G, c) \). It is known that, for an irreducible matrix \( P \), the random walk on the graph \( G \) will be either recurrent or transient.

**Definition 2.6.** One says that the random walk on \( G = (V, E) \) defined by the transition matrix \( P \) is recurrent if for any vertex \( x \in V \) it returns to \( x \) infinitely often with probability one. Otherwise, it is called transient. Equivalently, the random walk is recurrent if and only if, for all \( x, y \in V \),

\[
\mathbb{P}_x(X_n = y \text{ for infinitely many } n) = 1,
\]

and it is transient if for every finite set \( F \subset V \), and for all \( x \in V \),

\[
\mathbb{P}_x(X_n \in F \text{ for infinitely many } n) = 0.
\]

With some abuse of terminology, we say also that an electrical network \((G, c)\) is recurrent/transient if the random walk \((X_n)\) defined on the vertices of \( G \) by the transition probability matrix \( P \) is recurrent/transient.

We collect several useful results about electrical networks in the following statement.

**Lemma 2.7.** For \((G, c), \Delta, \) and \( P \) as above, the following holds:

1. \( \Delta = c(I - P) \) and \( f \in \text{Harm} \iff Pf = f \);
2. \( P1 = 1 \) and \( c^*P = c^* \) where \( c^* \) is \( c \) considered as the row vector;
3. \( P(f^2) \geq (Pf)^2 \) for any function \( f : V \to \mathbb{R} \).

### 2.3. Bratteli diagrams

In our study of harmonic functions on infinite weighted graph we will consider a special class of such graphs, namely, Bratteli diagrams. We will see that the intrinsic structure of Bratteli diagrams influences the properties of harmonic functions defined on them. We give the definition and properties of Bratteli diagrams in this subsection.

Speaking informally, we can define a Bratteli diagram \( B = B(V, E) \) as a locally finite graph whose vertex set \( V \) is a disjoint union of finite subsets (levels) \( (V_n : n \in \mathbb{N}_0) \) such that there are no edges between vertices of the same set \( V_n \) (see Figure 1 as an example of a Bratteli diagram), in more detail:

**Definition 2.8.** A Bratteli diagram is a countably infinite graph \( B = (V, E) \) such that the vertex set \( V = \bigcup_{i \geq 0} V_i \) and the edge set \( E = \bigcup_{i \geq 0} E_i \) are partitioned into disjoint subsets \( V_i \) and \( E_i \) where

1. \( V_0 = \{o\} \) is a single point called the top (or root) of \( B \);
2. \( V_i \) and \( E_i \) are finite sets, \( \forall i \geq 0 \);
(iii) there exist \( r : V \to E \) (range map \( r \)) and \( s : V \to E \) (source map \( s \)), both from \( E \) to \( V \), such that \( r(E_i) = V_{i+1}, s(E_i) = V_i \), and \( s^{-1}(x) \neq \emptyset, r^{-1}(x') \neq \emptyset \) for all \( x \in V \) and \( x' \in V \setminus V_0 \).

The set of vertices \( V_i \) is called the \( i \)-th level of the diagram \( B \).

Given a Bratteli diagram \( B \), the \( n \)-th incidence matrix \( A_n = (a^{(n)}_{x,y}) \), \( n \geq 0 \), is a \( |V_n| \times |V_{n+1}| \) matrix such that \( a^{(n)}_{x,y} = |\{e \in E_n : s(e) = x, r(e) = y\}| \) for \( x \in V_n \) and \( y \in V_{n+1} \).

We say that a Bratteli diagram is stationary if \( A_n = A \) for all \( n \geq 1 \).

A standard definition of a Bratteli diagram admits multiple edges between vertices of consecutive levels, i.e., \( a^{(n)}_{x,y} \in \mathbb{N}_0 \) for any vertices \( x, y \) and any \( n \). On the other hand, every Bratteli diagram \( B \) can be isomorphically transformed into a 0–1 Bratteli diagram \( B' \), i.e., every entry of incidence matrices of \( B' \) is either 0 or 1 [HPS92, GPS95, Dur10]. Based on this observation, we will consider, without loss of generality, only 0-1 Bratteli diagrams.

**Definition 2.9.** Let \( B \) be Bratteli diagram with incidence matrices \( (A_n) \). Then \( B \) is called simple if for any \( n \geq 1 \) there exists \( m > n \) such that the product \( A^m_n = A_n \cdots A_m > 0 \), i.e., all entries in \( A^m_n \) are positive integers. Otherwise, \( B \) is called non-simple.

We note that independently of the simplicity of \( B \) the graph \( (V, E) \) defined by the Bratteli diagram \( B \) is always connected because, for every vertex \( x \in V \), there is a finite path from the top of the diagram \( o \) to \( x \).

**Remark 2.10 (The path space \( X_B \) of a Bratteli diagram \( B \)).** It is customary to assume that \( X_B \) is a Cantor set, when a Bratteli diagram \( B \) is considered in the context of dynamical systems. But we do not need this assumption later on, and we do not impose any restrictions to \( X_B \).
Let $G(V,E)$ be a connected locally finite graph. Under what conditions on $G$ can it be regarded as a Bratteli diagram? We consider here a few examples.

**Example 2.11.** (1) We first give an example of a graph that cannot be represented as a Bratteli diagram; i.e., there is no system of finite sets $\{V_i\}_{i \in \mathbb{N}_0}$ having the properties listed in Definition 2.8. Consider a connected locally finite graph $G = (V,E)$ such that the following condition holds:

$$\forall x \in V \ \exists y_1, y_2 \text{ such that } y_1 \sim x, y_2 \sim x \text{ and } (y_1y_2) \in E.$$ 

This means that there is no vertex in $V$ that can serve as the root of a Bratteli diagram because the set $V_1$ of the nearest neighbors always has a pair of vertices $y_1, y_2$ with $(y_1y_2) \in E$.

(2) On the other hand, if $G$ is the graph, known as the “ladder”, then it can be represented as a Bratteli diagram, see Figure 2.

![Bratteli diagram from a ladder](image)

**Figure 2.** Bratteli diagram from a ladder

(3) It is not difficult to give an example of a graph $G'$ that cannot be represented as a Bratteli diagram. Suppose that we start with the “ladder” $G$ and add new edges to $G$ by drawing the diagonals in every rectangle of Figure 2. Then we claim that $G'$ satisfies the condition given in (1) for any vertex $x \in V$. We obtain the same type of example if we start with a stationary Bratteli diagram $B$ with incidence matrix $A = \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix}$, and then we define a graph by adding new edges that connect vertices $\{v_1(n), v_2(n)\} = V_n$ for every $n$. We conclude that such a graph is not a Bratteli diagram.

(4) One more example of a graph that can be viewed as a Bratteli diagram $B$ is the lattice $\mathbb{Z}^d$ for any $d \in \mathbb{N}$. To see this, we suppose that $d = 2$ for simplicity. Then we take $(0,0)$ as $V_0 = \{0\}$, and we set $V_n := \{(x,y) \in \mathbb{Z}^d : |x| + |y| = n\}$; $n \geq 1$. Then $V_n$ is the $n$-th level of $B$. The set of edges $E_n$ between the levels $V_n$ and $V_{n+1}$
is inherited from the lattice. Clearly, we could take any vertex of \( \mathbb{Z}^2 \) as the root of the diagram.

For a finite path \( \gamma(x, y) \) between \( x, y \in V \), define its length \( \ell(\gamma) \) as the number of edges from \( E \) that form \( \gamma \). Define

\[
\text{dist}(x, y) = \min\{\ell(\gamma) : \gamma(x, y)\}.
\]

Let \( E(x, y) \) be the set of all finite paths \( \gamma \) from \( x \) to \( y \).

**Proposition 2.12.** (1) A connected locally finite graph \( G(V, E) \) has the structure of a Bratteli diagram if and only if:

(i) for every \( x \in V \), \( \deg(x) \geq 2 \),

(ii) there exists a vertex \( x_0 \in V \) such that, for any \( n \geq 1 \), there are no edges between any vertices from the set \( V_n := \{y \in V : \text{dist}(x_0, y) = n\} \).

(2) In general, the vertex \( x_0 \) is not unique: there are graphs \( G(V, E) \) that satisfy (i) and (ii) for different vertices \( x_0 \) and \( y_0 \) from \( V \).

**Proof.** The first part of the statement is obvious. We notice only that the requirement \( \deg(x) \geq 2 \) means that every finite path in this graph can be continued to an infinity path.

We have already mention that, for the lattice \( \mathbb{Z}^d \), any vertex can serve as the top (root) of a Bratteli diagram arising on \( \mathbb{Z}^d \). We will show below that, beginning with an arbitrary diagram \( B' \) with the top at \( o \), and a fixed vertex \( y_0 \in V \), one can extend \( B' \) to a new diagram \( B \) by adding at most one new vertex and some edges so that both \( o \) and \( y_0 \) will be the two roots for \( B' \). To construct a graph with two different “top” vertices, suppose that we are given a Bratteli diagram \( B' = (V', E') \) beginning at \( o \). Assume, for simplicity, that \( y_0 \in V'_1 \). Then the set \( W_1 \) of the nearest neighbors of \( y_0 \) consists of \( o \) and some vertices from \( V'_2 \) that form a subset \( Y_2 \). The other vertices from \( V'_1 \) are neighbors of \( o \), and they are on the distance two from \( y_0 \). If it happens that \( Y_2 = V'_2 \), then it is impossible to continue the path \( (y_0, o, v_1) \) where \( v_1 \in V'_1, v_1 \neq y_0 \). In this case we have to add a new vertex \( z_1 \) to the second level \( V'_2 \) and new edges between \( V'_1 \) and \( z_1 \) to be able to construct the finite paths \( (y_0, o, v_1, z_1) \) for any \( v_1 \). Simultaneously, we construct \( W_2 = (V'_1 \setminus \{y_0\}) \cup Y_2 \) where \( Y_2 \) is a subset of \( V'_3 \) formed by the neighbors of vertices from \( Y_2 \). Again, we repeat the described procedure if it happens that \( Y_3 = V'_3 \). Thus, we will produce a Bratteli diagram \( B \) with two vertices \( o \) and \( y_0 \) serving as the roots of \( B \). Regarding \( o \) as the root of the diagram we obtain the new levels \( V'_1 \cup X_i \), and if \( y_0 \) is considered as the root, then the corresponding levels are \( W_i \). We notice that, by construction, there are no edges between the vertices from the same levels. It is also clear that the same method works if one takes \( y_0 \in V_m \) where \( m > 1 \). \( \square \)

**Remark 2.13.** (1) On the other hand, it is easy to show that if we are not allowed to add new vertices, then there are Bratteli diagrams which can have only one root. To see this, take a simple Bratteli diagram \( B \) such that, for any vertex \( v \in V_1 \) and for any vertex \( w \in V_m \), there exists a finite path, \( m > 1 \). Then, if \( w_0 \in V_m \), the vertices from \( V_1 \) are \((m-1)\)-neighbors of \( w_0 \), that is \( \text{dist}(w_0, v) = m - 1 \). Hence, \( o \) will be a
“sink” for the graph whose paths start at $w_0$. This means that all paths of the form $(w_0, ..., v_1, o)$ cannot be continued.

(2) If $G = (V, E)$ admits two different representations by Bratteli diagrams, say $B = (V, E)$ and $B' = (V', E')$, then they have two different sequences of incidence matrices $(A_n)$ and $(A'_n)$ and conductance functions $c$ and $c'$. In Section 4, we will show how harmonic functions can be found in terms of the sequences of matrices associated to Bratteli diagrams.

Let $G$ be a connected locally finite graph and $\omega \in \Omega$ be an infinite path, $\omega = (x_0, x_1, ...,)$ with $(x_i, x_{i+1}) \in E$ for all $i$. We say that this path $\omega$ has no self-intersections if $x_n \notin \{x_0, x_1, ..., x_{n-1}\}$ for every $n$.

**Theorem 2.14.** Let $G = (V, E)$ be a connected locally finite graph that contains at least one path, $\omega$, without self-intersection. Then $G$ contains a subgraph $H$ that is represented as a Bratteli diagram $B$ such that $\omega$ belongs to the path space $X_B$ of $B$. Moreover, the subgraph $H$ is maximal in the sense that if $H \subset H'$, then $H'$ does not admit a representation as a Bratteli diagram. In particular, it can be the case that $\omega$ is already the maximal subgraph $H$.

**Proof.** Let $\omega = (x_0, x_1, ..., x_n, ...)$ be an infinite path in $\Omega$ without self-intersections. We construct inductively a Bratteli diagram $B$ whose root is $x_0$, i.e. $V_0 = \{x_0\}$, and $B$ satisfies the condition of the theorem. Define

$$V_1' := \{y \in V : \text{dist}(x_0, y) = 1\}$$

and

$$V_1 := \{y \in V_1' : (yy') \notin E, \quad y' \in V_1'\}.$$ 

Clearly, $x_1 \in V_1$. To define the next level $V_2$, we fix some $y \in V_1$ and consider $V'(y) := \{z \in V : z \notin V_0, \text{dist}(y, z) = 1\}$. Set $V_2' = \bigcup_{y \in V_1} V'(y)$. Then

$$V_2 := \{z \in V_2' : (zz') \notin E, \quad z' \in V_2'\}.$$ 

The set $V_2$ is disjoint with $V_0$ and $V_1$, and it is not empty because $x_2 \in V_2$. We see that $\text{dist}(x_0, x) = 2$ for every $z \in V_2$.

We now use induction. The described procedure can be repeated word-for-word infinitely many times for every $n$. Hence, we construct $H = \bigcup_n V_n$ as a subgraph of $G$ whose set of edges is inherited from $G$. By construction, $H$ is represented as a Bratteli diagram whose path space includes $\omega$, see Definition 2.8 and Proposition 2.72.

To show that $H$ is a maximal subgraph, we suppose that $a \in V$ is such that $\text{dist}(x_0, a) = m$ and $a \notin V_m$. This means that if one adds $a$ to $H$, then there exists a vertex $b \in V_m$ such that $(ab) \in E$. Therefore, $H \cup \{a\}$ is not a Bratteli diagram.

□
3. Energy space: monopoles and dipoles

3.1. Energy of harmonic function. Denote by \( \mathcal{H}_E \) the completion of functions \( u : G \to \mathbb{C} \) with respect to the inner product

\[
\langle u, v \rangle_{\mathcal{H}_E} := \frac{1}{2} \sum_{x,y \in V} c_{xy}(u(x) - u(y))(v(x) - v(y)).
\]

Thus,

\[
\|u\|_{\mathcal{H}_E}^2 := \frac{1}{2} \sum_{x,y \in V} c_{xy}|u(x) - u(y)|^2.
\]

In other words, the Hilbert space \( \mathcal{H}_E \) is formed by all functions \( u \) for which the sum in (3.1) is finite. We call \( \|u\|_{\mathcal{H}_E}^2 \) the energy of the function \( u \). Thus, elements of \( \mathcal{H}_E \) are called functions of finite energy.

We remark that if \( G \) is finite, then

\[
\langle u, v \rangle_{\mathcal{H}_E} = \sum_{x \in G} \overline{u}(x)\Delta v(x)
\]

and all harmonic functions of finite energy are constant. Note that (3.2) fails if \( G \) is infinite. In the infinite case, there is a version of (3.2), but it includes a second term on the right hand side that involves the boundary of \( G \), see [JP13]. More generally, if a network \((G,c)\) is recurrent, then any harmonic function of finite energy is constant. Since \( \Delta \) commutes with \( f \to \overline{f} \), we may restrict attention to real valued functions.

The energy space \( \mathcal{H}_E \) (see (2.1)) for infinite graphs was extensively studied in many papers, e.g. [JP13, JP14, JT15]. We mention here several notions and well known facts about the properties of this Hilbert space.

It turns out that for harmonic functions one can find more convenient formulas for computing the energy. The following lemma is general.

**Lemma 3.1.** (i) Let \( f \in \text{Harm}_0 \) on \((G,c)\). Then the energy norm can be found by the formulas:

\[
\|f\|_{\mathcal{H}_E}^2 = \frac{1}{2} \sum_{x \in V} c(x)((Pf^2)(x) - f^2(x)),
\]

and

\[
\|f\|_{\mathcal{H}_E}^2 = -\frac{1}{2} \sum_{x \in V} (\Delta f^2)(x).
\]

(ii) If a given function \( f \) on \( V \) is harmonic off a finite set \( F \subset V \), then it has finite energy if and only if the sums in (3.3) and (3.4) are finite.

**Proof.** While the proof of (i) can be found in various papers, see e.g. [JP13], in order to highlight ideas, and for the benefit of readers, we include a brief sketch below.
We compute, for a harmonic function $f : V \to \mathbb{R}$, 
\[
\|f\|_{H_E}^2 = \frac{1}{2} \sum_{x,y \in V} c_{xy} (f(x) - f(y))^2.
\]
\[
= \frac{1}{2} \sum_{x \in V} \left[ c(x) f(x)^2 - 2 f(x) \sum_{y \sim x} c_{xy} f(y) + \sum_{y \sim x} c_{xy} f^2(y) \right]
\]
\[
= \frac{1}{2} \sum_{x \in V} c(x) \left[ -f^2(x) + \sum_{y \sim x} p_{xy} f^2(y) \right]
\]
\[
= \frac{1}{2} \sum_{x \in V} c(x)((Pf^2)(x) - f^2(x)).
\]
For the other relation we have 
\[
- \frac{1}{2} \sum_{x \in V} (\Delta f^2)(x) = - \sum_{x \in V} \sum_{y \in V} c_{xy} (f^2(x) - f^2(y))
\]
\[
= - \frac{1}{2} \sum_{x \in V} \left[ c(x) f^2(x) - \sum_{y \sim x} c_{xy} f^2(y) \right]
\]
\[
= - \frac{1}{2} \sum_{x \in V} c(x) \left[ f^2(x) - \sum_{y \sim x} c_{xy} f^2(y) \right]
\]
\[
= \frac{1}{2} \sum_{x \in V} c(x)((Pf^2)(x) - f^2(x)).
\]

Statement (ii) is an obvious generalization of (i). \qed

**Corollary 3.2.** A harmonic function $f$ on $(G, c)$ has finite energy if and only if the function $x \mapsto Pf^2(x) - f^2(x)$ belongs to $l^1(V, c)$.

We discuss now an application of the main result of [ALP99]. Suppose the following objects are given: a transient network $(G, c)$ with the matrix of transition probabilities $P = (p(x, y))$ that defines the Markov chain $(X_n)$ and the probability path space $(\Omega, \mathbb{P})$. As above, we denote by $(\Omega_x, \mathbb{P}_x)$ the probability measure space that is formed by all paths starting with $x \in V$ and the corresponding Markov measure. It was proved in [ALP99] that, given a function $f \in H_E$, the sequence $(f \circ X_n)$ converges a.e. and in $L^2$ on the space $(\Omega_x, \mathbb{P}_x)$ for any $x$. Let $\tilde{f}(\omega) = \lim_{n \to \infty} (f \circ X_n(\omega))$ defined a.e.

Let $\sigma : \Omega \to \Omega; \sigma(\omega_0, \omega_1, ...) = (\omega_1, \omega_2, ...)$ be the shift.

**Lemma 3.3.** In the above notation, $\Omega_x$ is represented as the disjoint union $\bigcup_{y \sim x} (\{x\} \times \Omega_y)$, and the measures $\mathbb{P}_x$ and $\mathbb{P}_y$ are related as follows:

\[
d\mathbb{P}_x(\omega) = \sum_{y \sim x} p(x, y)d\mathbb{P}_y(\sigma(\omega)),
\]
for a.e. $\omega \in \Omega_x$. 

Proof. It is obvious that if \( y_1 \) and \( y_2 \) are distinct neighbors of \( x \), then the sets \( \{ x \} \times \Omega_{y_1} \) and \( \{ x \} \times \Omega_{y_2} \) do not intersect. Thus relation (3.5) should be checked for a single neighbor \( y \) of \( x \). This result follows easily for \( \omega \) belonging to any cylinder set \( [x, y, \omega_2, ..., \omega_k] \), and then it can be extended to any Borel set. \( \Box \)

Theorem 3.4. Suppose that \( \tilde{f} \in L^1(\Omega_x, \mathbb{P}_x) \) for every \( x \in V \). Then

\[
f(x) = \int_\Omega \tilde{f}(\omega) d\mathbb{P}_x(\omega)
\]

is harmonic on \((G, c)\) if and only if

\[
\tilde{f}(\omega) = \tilde{f}(\sigma(\omega)).
\]

Proof. We need to show that \( f = Pf \) if and only the above condition holds. We compute

\[
f(x) = \sum_{y \sim x} p(x, y) f(y) \iff \int_{\Omega_x} \tilde{f}(\omega) d\mathbb{P}_x(\omega) = \sum_{y \sim x} p(x, y) \int_{\Omega_y} \tilde{f}(\gamma) d\mathbb{P}_y(\gamma) \iff \int_{\Omega_x} \tilde{f}(\omega) d\mathbb{P}_x(\omega) = \int_{\Omega_x} \tilde{f}(\sigma(\omega)) \sum_{y \sim x} p(x, y) d\mathbb{P}_y(\sigma(\omega))
\]

and the last formula is an identity because of Lemma 3.3 and the assumption of the theorem. \( \Box \)

3.2. Properties of monopoles and dipoles. Let \( x, y \) be arbitrary distinct vertices of an electrical network \((G, c)\). Define the linear functional \( L = L_{xy} : \mathcal{H}_E \to \mathbb{R} \) by setting \( L(u) = u(x) - u(y) \). It can be shown using connectedness of \( G \) that \( |L(u)| \leq k\|u\|_{\mathcal{H}_E} \), where \( k \) is a constant depending on \( x \) and \( y \). By the Riesz theorem, there exists a unique element \( v_{xy} \in \mathcal{H}_E \) such that

\[
\langle v_{xy}, u \rangle_{\mathcal{H}_E} = u(x) - u(y).
\]

This element \( v_{xy} \) is called a dipole. If \( o \) is a fixed vertex from \( V \), we will use the notation \( v_x \) instead of \( v_{xo} \). Since, for any \( u \), \( \langle v_{xy}, u \rangle = \langle v_x, u \rangle - \langle v_y, u \rangle \), we see that \( v_{xy} = v_x - v_y \), and it suffices to study function \( v_x, x \in V \), only. We notice that for any network \((G, c)\) a dipole \( v_x \) is always in \( \mathcal{H}_E \), and moreover the set \( \{ v_x : x \in V \} \) is dense in \( \mathcal{H}_E \).

The uniqueness of the dipole \( v_{xy} \) in \( \mathcal{H}_E \) allows one to define a distance in \( V \) (see, e.g. [JP11]):

Lemma 3.5. Set, for any \( x, y \in V \),

\[
\text{dist}(x, y) = \|v_{xy}\|_{\mathcal{H}_E}^2.
\]

Then \( \text{dist}(x, y) \) is a metric on \( V \), which is called the resistance distance.
By definition, a monopole at \(x \in V\) is an element \(w_x \in \mathcal{H}_E\) such that
\[
(3.7) \quad \langle w_x, u \rangle_{\mathcal{H}_E} = u(x)
\]
for any \(u \in \mathcal{H}_E\). In contrast to case of dipoles, there are networks \((G,c)\) that do not have monopoles in \(\mathcal{H}_E\). In general, the following classical result holds.

**Lemma 3.6.** An electrical network \((G,c)\) is transient if and only if there exists a monopole in \(\mathcal{H}_E\).

In this connection we refer to the paper [NW59] where it is proved that transience is equivalent to the existence of a flow to infinity of finite energy. We also refer to [Woe00, Theorem 2.12], where this and other relevant results are discussed.

The roles and properties of dipoles and monopoles can be seen from the following statement.

**Proposition 3.7.** (1) Let \((G,c)\) be a weighted graph and \(o\) a fixed vertex from \(V\), and let \(v_x \in \mathcal{H}_E\) be a dipole corresponding to a vertex \(x \in V\). Then
\[
(3.8) \quad \Delta v_x = \delta_x - \delta_o.
\]
More generally, the dipole \(v_{xy}\) satisfies the equation \(\Delta v_{xy} = \delta_x - \delta_y\). The set \(\text{span}\{v_x\}\) is dense in \(\mathcal{H}_E\).

(2) For any \(x \in V\), the Dirac function \(\delta_x\) is in \(\mathcal{H}_E\), and
\[
c(x)v_x - \sum_{y \sim x} c_{xy}v_y = \delta_x.
\]

(3) If \(w_x\) is a monopole corresponding to \(x \in V\), then \(\Delta w_x = \delta_x\). Moreover \(v_{xy} = w_x - w_y, x, y \in V\); thus if a monopole \(w_{x_0}\) exists as an element of \(\mathcal{H}_E\) for some \(x_0\), then \(w_x\) exists in \(\mathcal{H}_E\) for every vertex \(x\).

(4) \(\mathcal{H}_E = \mathcal{F}\text{in} \oplus \mathcal{H}\text{arm}_0\) where \(\mathcal{F}\text{in}\) is the closure of \(\text{span}\{\delta_x\}\) with respect to the norm \(\|\cdot\|_{\mathcal{H}_E}\) and \(\mathcal{H}\text{arm}_0 = \mathcal{H}\text{arm} \cap \mathcal{H}_E\).

**Proof.** The proof of these and more results can be found in [JP11, JP13]. \(\square\)

**Remark 3.8.** (1) We observe that, in the space of functions \(u\) on \(V\), the solution set of the equation \((\Delta u)(z) = (\delta_x - \delta_y)(z)\) is, in general, infinite because the function \(u + h\) satisfies the same equation for any \(h \in \mathcal{H}\text{arm}\). The meaning of Proposition 3.7 (1) is the fact that the dipole \(v_{xy}\) from (3.6) is a unique solution of this equation if it is considered as an element of the space \(\mathcal{H}_E\).

(2) It is worth noting that we will use the same terms, monopoles and dipoles, for functions \(w_x\) and \(v_x\) on \(V\) that satisfy the relations \(\Delta w_x = \delta_x\) and \(\Delta v_x = \delta_x - \delta_o\), respectively.

**Corollary 3.9.** Let \(x_0 \in V\) be a fixed vertex. Then \(w_{x_0}\) is a monopole if and only if it is a finite energy harmonic function on \(V \setminus \{x_0\}\).

It is not hard to see that the notions of monopoles and dipoles can be extended to more general classes of functions.
Proposition 3.10. Let \( F = \{x_0, ..., x_N\} \) be a finite subset of \( V \) with \( N + 1 \) distinct vertices. Let \( \alpha_i \) be positive numbers such that \( \sum_{i=1}^{N} \alpha_i = 1 \). Then there exists a unique solution \( v = v_{F,\alpha} \in \mathcal{H}_E \) such that

\[
\langle v, f \rangle_{\mathcal{H}_E} = f(x_0) - \sum_{i=1}^{N} \alpha_i f(x_i)
\]

hold for all \( f \in \mathcal{H}_E \). Moreover, the solution \( v \) to (3.9) satisfies

\[
\Delta v = \delta_{x_0} - \sum_{i=1}^{N} \alpha_i \delta_{x_i}.
\]

Proof. The argument is based on the Riesz’ theorem applied to the Hilbert space \( \mathcal{H}_E \), and is analogous to the proof of existence of dipoles in \( \mathcal{H}_E \). Assuming \( v \) satisfies (3.9), we verify that \( w := \Delta v - (\delta_{x_0} - \sum_{i=1}^{N} \alpha_i \delta_{x_i}) \) satisfies \( \langle w, v_{Oy} \rangle_{\mathcal{H}_E} \) for all \( y \in V \setminus \{o\} \), where \( \{v_{Oy}\} \) is the system of dipoles. \( \square \)

3.3. Green’s function, dipoles, and monopoles for transient networks. We shall need to make use of some facts on monopoles, dipoles, and energy Hilbert space; – for the benefit of readers, we have included a brief fact summary of what is needed. Systematic accounts, and related, are in [JP10, JP14, Geo10].

As was mentioned above, the Hilbert space \( \mathcal{H}_E \) always contains dipoles (see Remark 3.2 and Proposition 3.7 for the definition and results). Here we will show how a dipole can be found in the space \( \mathcal{H}_E \) by an explicit formula assuming that the electrical network \((G, c)\) is transient.

Let \((G, c) = (V, E, c)\) be an electrical network, and \( P = (p(x, y) : x, y \in V) \) is the transition probabilities operator where \( p(x, y) = \frac{c_{xy}}{c(x)} \). Then \( P \) defines a random walk \((X_n)\) on \( V \) such that \( X_n(\omega) = x_n \) where the sequence \( \omega = (x_0, ..., x_n, ...) \in \Omega \). For a fixed vertex \( a \in V \), we consider the probability space \((\Omega_a, \mathbb{P}_a)\) where \( \Omega_a \) consists of infinite paths that start at \( a \), and \( \mathbb{P}_a \) is the corresponding Markov measure on \( \Omega_a \).

We recall a few important definitions and facts from theory of Markov chains (see e.g. [Woe00, Woe09]). Let \( F \) be a subset of \( V \) (we will be primarily interested in the case when \( F = \{x_1, ..., x_N\} \) is finite). For a probability space \((\Omega_a, \mathbb{P}_a)\), define the stopping time

\[
\tau(F)(\omega) = \min\{n \geq 0 : X_n(\omega) \in F\}
\]

with \( \omega \in \Omega_a \). It is obvious that

\[
\{\omega \in \Omega : \tau(F) = k\} = \bigcup_{i=1}^{N} \{\omega \in \Omega : \tau(\{x_i\}) = k\}.
\]

The hitting time is defined by

\[
T(F) = \min\{n \geq 1 : X_n(\omega) \in F\}.
\]
If $F = \{x\}$ is a singleton, then we write $\tau(x)$ and $T(x)$ for the stopping and hitting times, respectively.

Let $f^{(n)}(x,y) = \mathbb{P}_x[\tau(y) = n]$, $u^{(n)}(x,x) = \mathbb{P}_x[T(x) = n]$, and $p^{(n)}(x,y) = \mathbb{P}_x[X_n = y]$. Then the following quantities are crucial for the study of Markov chains:

$$G(x,y) = \sum_{n \in \mathbb{N}_0} p^{(n)}(x,y),\quad F(x,y) = \sum_{n \in \mathbb{N}_0} f^{(n)}(x,y),\quad U(x,x) = \sum_{n \in \mathbb{N}} u^{(n)}(x,x)$$

**Remark 3.11.** We recall that $G(x,y)$ is called the Green’s function and the quantity $G(x,y)$ is the expected number of visits of $(X_n)$ to $y$ when the random walk starts at $x$. It is well known that the random walk (or, the network $(G,c)$) is transient if and only if $G(x,y) < \infty$ for any $x,y \in V$ [Yam79]. This results was rediscovered in [JP13] in the context of monopoles and dipoles. Moreover, it was proved in [JP13] that if the random walk is transient, then, for every $x \in V$, the function $G(x,\cdot)$ is finite energy, i.e., is in $\mathcal{H}_E$. See also Theorem 3.19 below.

The following properties of these functions are well known (see e.g. [Woe00]).

**Lemma 3.12.** Let $(G,c) = (V,E,c)$ be an electrical network. Then, for any pair of vertices $x,y \in V$,

$$G(x,x) = \frac{1}{1-U(x,x)},\quad (3.10)$$

$$G(x,y) = F(x,y)G(y,y),\quad (3.11)$$

$$U(x,x) = \sum_{y \sim x} p(x,y) F(y,x),\quad (3.12)$$

$$F(x,y) = \sum_{z \sim x} p(x,z) F(z,y),\quad (x \neq y).\quad (3.13)$$

**Remark 3.13.** It follows from the reversibility of the Markov chain $(X_n)$ defined by transition probabilities $P = (p(x,y))$ that for the functions $F(x,y)$ and $G(x,y)$ satisfy the properties:

$$c(x)F(x,y) = c(y)F(y,x) \quad \text{and} \quad c(x)G(x,y) = c(y)G(y,x).$$

Moreover, since the quantity $F(x,y)$ can be treated as the probability of the event that the random walk starting at $x$ reaches $y$, we can write $F(x,y) = \mathbb{P}_x[X_n = y] = \mathbb{P}_x[x \rightarrow y]$.

We will frequently use the following statement.

**Lemma 3.14.** Let $F$ be a subset of $V$ and let $x \in F$ be any fixed vertex. We define

$$h_x(a) := \mathbb{E}_a(\chi_{\{x\}} \circ X_{\tau(F)}).$$

Then

$$h_x(a) = \mathbb{E}_a(\chi_{\{x\}} \circ X_{\tau(x)}) = F(a,x),\quad \forall a \in V.$$
Proof. The first equality follows directly from the fact that $x \in F$, and the second one is due to the obvious observation that

$$
\int_{\Omega_a} \chi_{\{x\}}(X_n(\omega)) d\mathbb{P}_a(\omega) = f^{(n)}(a, x).
$$

□

In the next two lemmas, we discuss the other properties of the function $h_x$ which will also be in use below.

**Lemma 3.15.** Given a subset $F = \{x_1, \ldots, x_N\}$ of vertices from $V$, we set

$$
h_i(a) := \mathbb{E}_a(\chi_{\{x_i\}} \circ X_{\tau(F)}) = \int_{\Omega_a} \chi_{\{x_i\}}(X_{\tau(F)}(\omega)) d\mathbb{P}_a(\omega), \quad i = 1, \ldots, N,
$$

where $a$ is an arbitrary vertex in $V$. Then

$$
(\Delta h_i)(a) = 0, \quad a \in V \setminus F, \quad \text{and} \quad h_i(x_j) = \delta_{ij}.
$$

In other words,

$$
h_i(a) = \begin{cases} 
1, & a = x_i \\
0, & a \in V \setminus \{x_i\} \\
\text{harmonic,} & a \in V \setminus F.
\end{cases}
$$

**Proof.** It follows from the definition of $h_i, i = 1, \ldots, N$, that, since $F(x_i, x_i) = 1$, we see that $h_i(x_i) = 1$, and $h_i(x_j) = 0$ for $j \neq i$.

Fix a vertex $a \in V \setminus F$ and show that $(\Delta h_i)(a) = 0$. Equivalently, we verify that $Ph(a) = h(a)$:

$$
h_i(a) = \sum_{b \sim a} p(a, b) \mathbb{E}_a(\chi_{\{x_i\}} \circ X_{\tau(F)}|X_1 = b)
$$

$$
= \sum_{b \sim a} p(a, b) \mathbb{E}_b(\chi_{\{x_i\}} \circ X_{\tau(F)}) \quad (\text{by the Markov property})
$$

$$
= \sum_{b \sim a} p(a, b) h_i(b)
$$

$$
= (Ph_i)(a)
$$

□

**Corollary 3.16.** Let $F = \{x_1, \ldots, x_N\}$ be a finite subset of $V$, and $h_{x_i}$ is defined as in Lemma 3.14. Suppose that $\varphi : F \to \mathbb{R}$ is a given function on $F$. Define

$$
(3.14) \quad \Phi(a) := \sum_{i=1}^{N} \varphi(x_i) h_{x_i}(a).
$$

Then $\Phi$ is a solution of the Dirichlet problem

$$
\begin{cases} 
(\Delta \Phi)(a) = 0, & a \in V \setminus F, \\
\Phi(a) = \varphi(a), & a \in F.
\end{cases}
$$
Proof. Indeed, this can be seen from Lemmas 3.14 and 3.15 because $h_{x_i}(x_j) = \delta_{ij}$ and $h_{x_i}$ is harmonic on $V \setminus F$. Furthermore, relation (3.14) represents an interpolation formula for a given function $\varphi$. □

It is worth noticing that we have not used so far our assumption about transience of $(G, c)$. Just based on the definition of the function $h_x$, we can give an upper bound for the energy of $h_x$. It will be proved in Theorem 3.19 that the energy of $h_x$ is finite for a transient network $(G, c)$.

**Lemma 3.17.** Let $h_x$ be defined as in Lemma 3.14. Then

$$\|h_x\|^2_{\mathcal{H}_E} < \frac{1}{2} c(x) \sum_{a \in V} \mathbb{P}r[x \to a] \left( 1 - \mathbb{P}r[a \to x] \right).$$

**Proof.** We use the equalities $c_{ab} = c(a)p(a, b)$ and $\sum_b p(a, b)F(b, x) = F(a, x)$ (Lemma 3.12) and the inequality $F(b, x)^2 < F(b, x)$ in order to calculate the energy of $h_x$:

$$\|h_x\|^2_{\mathcal{H}_E} = \frac{1}{2} \sum_{a, b} c_{ab} (h_x(a) - h_x(b))^2$$

$$= \frac{1}{2} \sum_{a, b} c_{ab} (\mathbb{E}_a(\chi_{\{x\}} \circ X_{r(x)}) - \mathbb{E}_b(\chi_{\{x\}} \circ X_{r(x)}))^2$$

$$= \frac{1}{2} \sum_{a, b} c_{ab} (F(a, x) - F(b, x))^2$$

$$= \frac{1}{2} \sum_a \left[ c(a)F(a, x)^2 - 2F(a, x)\sum_{b \sim a} c_{ab}F(b, x) + \sum_{b \sim a} c_{ab}F(b, x)^2 \right]$$

$$< \frac{1}{2} \sum_a \left[ -c(a)F(a, x)^2 + \sum_{b \sim a} c(a)p(a, b)F(b, x)^2 \right]$$

$$= \frac{1}{2} c(x) \sum_{a \in V} \mathbb{P}r[x \to a] \left( 1 - \mathbb{P}r[a \to x] \right).$$

The last equality follows from Remark 3.13. □

From now on, we focus on the case when the network $(G, c)$ is transient, and $N = 2$. Our goal is to find a formula for $v_{x_1, x_2}$ solving the equation $\Delta v_{x_1, x_2} = \delta_{x_1} - \delta_{x_2}$ in the space $\mathcal{H}_E$ for any fixed $x_1, x_2 \in V$. Then, as was stated in Proposition 3.7, the function $v_{x_1, x_2}$ will be a dipole. Simultaneously, we will find a formula for a monopole $w_x \in \mathcal{H}_E$ at $x \in V$ satisfying the equation $\Delta w_x = \delta_x$. 
Suppose that $F = \{x_1, x_2\}$, and $x_1 \neq x_2$. Let $h_1$ and $h_2$ be the function defined in Lemma 3.15. Consider the matrix

$$
(3.15) \quad M := \begin{pmatrix}
(\Delta h_1)(x_1) & (\Delta h_2)(x_1) \\
(\Delta h_1)(x_2) & (\Delta h_2)(x_2)
\end{pmatrix}
$$

and compute its entries using Lemma 3.14. To do this, we apply the relation $\Delta h = c(I - P)h_i$, which is valid for any function $h$ on $V$. We first find the off-diagonal entries for $i \neq j$:

$$
(\Delta h_i)(x_j) = c(x_j)[(I - P)h_i](x_j)
$$

$$
= c(x_j)[h_i(x_j) - \sum_{y \sim x_j} p(x_j, y)h_i(y)]
$$

$$
= c(x_j)[- \sum_{y \sim x_j} p(x_j, y)\mathbb{E}_y(\chi_{\{x_i\}} \circ X_{\tau(F)})]
$$

$$
= -c(x_j) \sum_{y \sim x_j} p(x_j, y)\mathbb{E}_y(\chi_{\{x_i\}} \circ X_{\tau(x_i)})
$$

$$
= -c(x_j) \sum_{y \sim x_j} p(x_j, y)F(y, x_i)
$$

$$
= -c(x_j)[F(x_j, x_i)].
$$

We have used here the fact that $h_i(x_j) = \delta_{ij}$, relation (3.13), and Lemma 3.14.

Similarly, we compute the diagonal entries for $i = j$:

$$
(\Delta h_i)(x_i) = c(x_i)[(I - P)h_i](x_i)
$$

$$
= c(x_i)[h_i(x_i) - \sum_{y \sim x_i} p(x_i, y)h_i(y)]
$$

$$
= c(x_i)[1 - \sum_{y \sim x_i} p(x_i, y)\mathbb{E}_y(\chi_{\{x_i\}} \circ X_{\tau(x_i)})]
$$

$$
= c(x_i)(1 - U(x_i, x_i)),
$$

where (3.12) is used.

Thus, we have proved the first assertion of the next lemma, stating that the matrix $M$ admits the following factorization.

**Lemma 3.18.** The matrix $M$ defined in (3.15) is represented as follows:

$$
(3.17) \quad M = \begin{pmatrix}
c(x_1) & 0 \\
0 & c(x_2)
\end{pmatrix}
\begin{pmatrix}
1 - U(x_1, x_1) & -F(x_1, x_2) \\
-F(x_2, x_1) & 1 - U(x_2, x_2)
\end{pmatrix}.
$$

Moreover,

$$
(3.18) \quad \det M = \frac{c(x_1)c(x_2)(1 - G(x_1, x_2)G(x_2, x_1))}{G(x_1, x_1)G(x_2, x_2)}
$$
and
\[ \det M = 0 \iff G(x_1, x_2) = \sqrt{\frac{c(x_2)}{c(x_1)}}. \]

**Proof.** We first notice that, by Remark 3.13, the off-diagonal entries in \( M \) are equal. It remains to show that
\[ \det \begin{pmatrix} 1 - U(x_1, x_1) & -F(x_1, x_2) \\ -F(x_2, x_1) & 1 - U(x_2, x_2) \end{pmatrix} = \frac{1 - G(x_1, x_2)G(x_2, x_1)}{G(x_1, x_1)G(x_2, x_2)}. \]
Indeed, applying Lemma 3.12, we obtain
\[ (1 - U(x_1, x_1))(1 - U(x_2, x_2)) - F(x_1, x_2)F(x_2, x_1) = \frac{1}{G(x_1, x_1)G(x_2, x_2)} - F(x_1, x_2)F(x_2, x_1) = \frac{1 - F(x_1, x_2)F(x_2, x_1)G(x_1, x_1)G(x_2, x_2)}{G(x_1, x_1)G(x_2, x_2)} = \frac{1 - G(x_1, x_2)G(x_2, x_1)}{G(x_1, x_1)G(x_2, x_2)}. \]

The last statement of the lemma is based on the fact that the Markov chain is reversible, see Remark 3.13, that is
\[ c(x_1)G(x_1, x_2) = c(x_2)G(x_2, x_1), \quad x_1, x_2 \in V. \]
We conclude that \( \det M = 0 \) if and only if \( G(x_1, x_2)G(x_2, x_1) = 1 \), if and only if the pair \((x_1, x_2)\) is degenerate in the following sense:
\[ G(x_1, x_2) = \sqrt{\frac{c(x_2)}{c(x_1)}}. \]

□

Now we are ready to prove our main results of this section.

**Theorem 3.19.** Let \((G, c)\) be a transient network, and \(x\) a fixed vertex in \(V\). Let \(h_x\) be the function defined in Lemma 3.14, i.e.,
\[ h_x(a) := E_{a}(\chi_{\{x\}} \circ X_{\tau(x)}), \quad a \in V. \]
Then the function
\[ w_x(a) := \frac{G(a, x)}{c(x)}, \quad a \in V, \]
(3.20)
is a monopole at \(x\). In other words, \(w_x \in \mathcal{H}_E\) and it satisfies the equation \(\Delta w_x = \delta_x\).
Proof. We first show that $w_x$ is a multiple of $h_x$. It follows from Lemma 3.14 and (3.11) that

$$w_x(a) = \frac{G(a, x)}{c(x)} = \frac{F(a, x)G(x, x)}{c(x)} = \frac{1}{c(x)(1 - U(x, x))} h_x(a).$$

To prove the theorem, it suffices to show that (i) $(\Delta w_x)(a) = \delta_x(a)$, and (ii) $\langle w_x, f \rangle_{\mathcal{H}_E} = f(x), \forall f \in \mathcal{H}_E$.

In (3.16) and Lemma 3.15 we showed that $(\Delta h_x)(a) = \begin{cases} c(x) & a = x \\ G(x, x) & a \neq x. \end{cases}$

Hence, (i) is proved.

To see that (ii) holds, we compute, for $f \in \mathcal{H}_E$,

$$\langle w_x, f \rangle_{\mathcal{H}_E} = \frac{1}{2} \sum_{a, b \in V} c_{ab}(w_x(a) - w_x(b))(f(a) - f(b))$$

$$= \frac{1}{2} \sum_{a \in V} \left[ \sum_{b \in V} c_{ab}(w_x(a) - w_x(b))f(a) \right]$$

$$+ \frac{1}{2} \sum_{b \in V} \left[ \sum_{a \in V} c_{ab}(w_x(b) - w_x(a))f(b) \right]$$

$$= \frac{1}{2} \sum_{a \in V} (\Delta w_x)(a)f(a) + \frac{1}{2} \sum_{b \in V} (\Delta w_x)(b)f(b)$$

$$= \frac{1}{2} f(x) + \frac{1}{2} f(x)$$

$$= f(x).$$

The theorem is proved.

Remark 3.20. (1) It follows from Theorem 3.19 that the monopole $w_x$ has finite energy and $\|w_x\|_{\mathcal{H}_E} = \frac{G(x, x)}{c(x)} \|h_x\|_{\mathcal{H}_E}$.

(2) Moreover, we deduce from relation (3.20) the following result: an electrical network $(G, c)$ is transient if and only if the function $a \mapsto G(a, x)$ has finite energy for every fixed $x \in V$.

Corollary 3.21. Let $x_1, x_2$ be any distinct vertices in $V$. Set

$$v_{x_1, x_2}(a) := (w_{x_1} - w_{x_2})(a) = \frac{G(a, x_1)}{c(x_1)} - \frac{G(a, x_2)}{c(x_2)}.$$
Then $v_{x_1,x_2}$ is a dipole in $\mathcal{H}_E$, i.e., $(\Delta v_{x_1,x_2})(a) = (\delta_{x_1} - \delta_{x_2})(a)$, and it has finite energy.

**Proof.** From the definition of $v_{x_1,x_2}$, we see that

$$v_{x_1,x_2} = \frac{G(x_1,x_1)}{c(x_1)} h_1 + \frac{G(x_2,x_2)}{c(x_2)} h_2.$$ 

Then by Theorem 3.19 we have

$$\Delta v_{x_1,x_2} = \Delta w_{x_1} - \Delta w_{x_2} = \delta_{x_1} - \delta_{x_2}.$$ 

Moreover,

$$\langle v_{x_1,x_2}, f \rangle_{\mathcal{H}_E} = \langle w_{x_1}, f \rangle_{\mathcal{H}_E} - \langle w_{x_2}, f \rangle_{\mathcal{H}_E} = f(x_1) - f(x_2).$$

This proves that the dipole $v_{x_1,x_2}$ belongs to the energy space $\mathcal{H}_E$. □

We finish this section with another result regarding dipoles.

**Theorem 3.22.** Let $(G, c)$ be a transient electrical network, and let $x_1, x_2$ be any two distinct vertices in $V$ such that the Green’s function $G$ (see Lemma 3.12) satisfies the relation

$$G(x_1, x_2) \neq \sqrt{\frac{c(x_2)}{c(x_1)}}.$$

Let $M$ be the matrix defined by (3.15). Then the function

$$\overline{v}_{x_1,x_2}(a) = \alpha h_1(a) + \beta h_2(a), \quad a \in V,$$

is a dipole defined on $V$, where the coefficients $\alpha$ and $\beta$ are determined as the solution to the equation

$$M \begin{pmatrix} \alpha \\ \beta \end{pmatrix} = \begin{pmatrix} 1 \\ -1 \end{pmatrix}.$$

Equivalently, we can write

$$\overline{v}_{x_1,x_2}(a) = [h_1(a), h_2(a)] M^{-1} \begin{pmatrix} 1 \\ -1 \end{pmatrix}, \quad a \in V.$$

**Proof.** It follows from Lemma 3.18 that the assumption of the theorem implies that (3.21) has a unique solution.

We need to verify that the function $\overline{v}_{x_1,x_2}$ satisfies

$$\Delta \overline{v}_{x_1,x_2} = \delta_{x_1} - \delta_{x_2}. \tag{3.22}$$

Indeed, one has

$$(\Delta \overline{v}_{x_1,x_2})(a) = \alpha(\Delta h_1)(a) + \beta(\Delta h_2)(a).$$

Substituting $a = x_1$ and $a = x_2$ in the above equality, we obtain

$$\alpha(\Delta h_1)(x_1) + \beta(\Delta h_2)(x_1) = 1,$$

$$\alpha(\Delta h_1)(x_2) + \beta(\Delta h_2)(x_2) = -1$$

since the vector $(\alpha, \beta)^T$ was chosen satisfying equation (3.21). We recall that, by Lemma 3.15 the functions $h_1$ and $h_2$ are harmonic on $V \setminus F$. Hence, (3.22) is proved. □
Remark 3.23. It follows from Corollary 3.21 and Theorem 3.22 that the functions \( v_{x_1,x_2} \) and \( \tau_{x_1,x_2} \) satisfy the same equation. Therefore their difference \( f = v_{x_1,x_2} - \tau_{x_1,x_2} \) is a harmonic function which again is a linear combination of \( h_1 \) and \( h_2 \).

4. Existence of harmonic functions on a Bratteli diagram

In this section, we will study the space \( \mathcal{H}_{\text{arm}} \) of harmonic functions on arbitrary Bratteli diagrams. It will be proved that the dimension of \( \mathcal{H}_{\text{arm}} \) depends on the structure of an underlying Bratteli diagram and can be either finite (for a rather restrictive class of stationary Bratteli diagrams) or infinite. Moreover, we will show that Bratteli diagrams \( B = (V, E) \) of "bottleneck" type have only trivial harmonic functions defined on the set of all vertices \( V \). It is worth mentioning that harmonic functions as elements of the energy space \( \mathcal{H}_E \) will be considered in Section 7.

4.1. Characterization of harmonic functions. We first recall our basic settings. Let \( B = (V, E) \) be a 0-1 Bratteli diagram with the sequence of 0-1 incidence matrices \( A_n \). We assume that the conductance function \( c \) is defined on \( E \) and takes positive value at every edge \( e \). Since every edge \( e \) is uniquely determined by a pair of vertices \( (x, y) \), we write also \( c_e = c_{xy} = c_{yx} \). Based on the structure of the vertex set \( V = \coprod_{n \geq 0} V_n \) and edge set \( E = \coprod_{n \geq 0} E_n \) of the Bratteli diagram \( B \), we define a sequence of matrices \( (C_n)_{n \geq 0} \) which is naturally related to the incidence matrices \( (A_n) \) and the conductance function \( c \):

\[
C_n = (c^{(n)}_{xy}),
\]

where, by definition,

\[
c^{(n)}_{xy} = \begin{cases} 
c_{xy}, & x = s(e), y = r(e), e \in E_n \\
0, & \text{otherwise}
\end{cases}
\]

Then \( c^{(n)}_{xy} > 0 \) if and only if \( a^{(n)}_{xy} = 1 \) and the size of \( C_n \) is \( |V_n| \times |V_{n-1}|, n \geq 0 \). In particular, \( C_0 \) is a row matrix with entries \( (c^{(0)}_{0x} : x \in V_1) \). It is helpful to remember that for every \( n \), the matrix \( C_n \) determines a linear transformation \( C_n : \mathbb{R}^{|V_{n+1}|} \to \mathbb{R}^{|V_n|} \).

We note that the order of indexes in \( c^{(n)}_{xy} \) is important: although the values of the conductance function \( c \) depend on edges only, the entry \( c^{(n)}_{yx} \) belongs to the transpose \( C^T_n \) of \( C_n \).

It is said that the sequence of matrices \( (C_n) \) is associated to the weighted Bratteli diagram \((B, c)\).

Together with the sequence of associated matrices \((C_n)\), we will consider two other sequences of matrices. They are denoted by \((P_n)\) and \((P_{n-1})\), and their entries are defined by the formulas

\[
\frac{1}{P^{(n)}_{xz}} = \frac{c^{(n)}_{xz}}{c_n(x)}, \quad x \in V_n, z \in V_{n+1},
\]

\[
\frac{1}{P^{(n-1)}_{zy}} = \frac{c^{(n-1)}_{yz}}{c_n(x)}, \quad x \in V_n, y \in V_{n-1}.
\]
This means, in particular, that \( \vec{P}_0 \) is a row matrix, and, for all \( n \), \( \vec{P}_n = \vec{P}_n^T \) where \( T \) stands for the transpose matrix.

**Remark 4.1.** (1) In order to clarify the essence of our notation, let us imagine a Bratteli diagram as an infinite graph that is expanding in the “horizontal” direction from left to right, that is it starts at the top vertex \( o \) and passes consequently through the “vertical” levels \( V_n \). Then the arrows used in the notation of the matrices show how the transformations defined by the matrices act: \( \vec{P}_n \) sends \( \mathbb{R} |V_{n+1}| \) to \( \mathbb{R} |V_n| \) and \( \vec{P}_{n-1} \) sends \( \mathbb{R} |V_{n-1}| \) to \( \mathbb{R} |V_n| \), see Figure 3.

(2) The matrix \( P \) of transition probabilities has a simple form. It can be schematically represented as follows

\[
P = \begin{pmatrix}
0 & \vec{P}_0 & 0 & 0 & \cdots & \cdots \\
\vec{P}_0 & 0 & \vec{P}_1 & \cdots & \cdots \\
0 & \vec{P}_1 & 0 & \vec{P}_2 & \cdots & \cdots \\
0 & 0 & \vec{P}_2 & 0 & \vec{P}_3 & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots 
\end{pmatrix}
\]

Here every entry \( P_{ij}, i, j = 0, 1, 2, \ldots \), corresponds a block matrix whose rows are enumerated by vertices from \( V_i \) and columns are enumerated by vertices from \( V_j \).

**Figure 3.** Matrices acting on a Bratteli diagram.

Suppose that \( f : V \to \mathbb{R} \) is a harmonic function on a weighted graph \((G, c)\), i.e., \( (\Delta f)(x) = 0 \) for all \( x \in V \). Then it follows from (2.2) that \( f \in \text{Harm} \) if and only if

\[
c(x)f(x) = \sum_{y \sim x} c_{xy}f(y), \quad \forall x \in V.
\]
If \( G \) is a Bratteli diagram \( B = (V,E) \), then we can extract more information from relation \((4.1)\). We first note that any function \( f : V \to \mathbb{R} \) can be uniquely identified with a sequence \( (f_n : n \in \mathbb{N}_0) \) of vectors where \( f_n = f|_{V_n} \in \mathbb{R}^{|V_n|} \). In particular, the function \( x \mapsto c(x) : V \to \mathbb{R} \) can be equivalently written as a sequence of vectors \( (c_n : n \in \mathbb{N}_0) \). Next, for \( x \in V_n \), relation \((4.1)\) is expanded as
\[
c(x) f(x) = \sum_{y \in V_{n-1}} c^{(n-1)}_{xy} f(y) + \sum_{z \in V_{n+1}} c^{(n)}_{xz} f(z)
\]
or, in matrix notation,
\[
(4.2) \quad (D_n f_n)(x) = (C^T_{n-1} f_{n-1})(x) + (C_n f_{n+1})(x)
\]
where \( D_n \) is the diagonal matrix with \( d^{(n)}_{xx} = c_n(x), x \in V_n \).

On the other hand, if \( x \in V_n \), then \( c(x) = c_n(x) \) can be represented as follows:
\[
c(x) = \sum_{y \in V_{n-1}} c^{(n-1)}_{xy} + \sum_{z \in V_{n+1}} c^{(n)}_{xz} = (C^T_{n-1} 1_{n-1})(x) + (C_n 1_{n+1})(x)
\]
where \( 1_n = (1, \ldots, 1)^T \in \mathbb{R}^{|V_n|} \). Finally, we conclude from these relations that, for any \( x \in V_n \) and any \( n \),
\[
(4.3) \quad C^T_{n-1} (f_{n-1} - f_n(1_{n-1}))(x) + C_n (f_{n+1} - f_n(1_{n+1}))(x) = 0.
\]

We summarize the above argument in the following statement.

**Theorem 4.2.** Let \((B,c) = (V,E,c)\) be a weighted 0-1 Bratteli diagram with conductance function \( c \). Let \((C_n)\) be the sequence of matrices associated to \((B,c)\). Then a function \( f : V \to \mathbb{R} \) is harmonic if and only the sequence of vectors \((f_n)\) where \( f_n = f|_{V_n} \) satisfies
\[
(4.4) \quad C_n f_{n+1} = D_n f_n - C^T_{n-1} f_{n-1}, \quad n \in \mathbb{N},
\]
or, equivalently, relation \((4.3)\) holds.

**Proof.** The assertion “if” means that when a harmonic function \( f = (f_n) \) is given, then the vectors \((f_n)\) must satisfy \((4.4)\). This fact has been already proved above. For “only if”, suppose that a sequence of vectors \( f_n \in \mathbb{R}^{|V_n|}, n \geq 1 \), satisfying \((4.3)\) exists. Then it is again straightforward to verify that the corresponding function \( f \) is harmonic, i.e., \((4.1)\) holds. \( \square \)

We address now the question about the existence of solutions of \((4.3)\) and \((4.4)\). Recall that we can always assume, without loss of generality, that \( f(o) = 0 \) for any harmonic function \( f = (f_n) \) defined on a Bratteli diagram with the root \( o \). Our first goal is to find conditions on vectors \((f_n)\) under which \((f_n)\) represents a harmonic function. Since \( f(o) = 0 \), we obtain that the vector \( f_1 \) must satisfy the equation
\[
(4.5) \quad C^T_0 f_1 = 0 \quad \text{or} \quad \sum_{x \in V_1} c^{(0)}_{ox} f_1(x) = 0.
\]

Denote the solution set of \((4.5)\) by \( \mathcal{N}_1 \). Then \( \mathcal{N}_1 \) is a \((|V_1| - 1)\)-dimensional subspace of \( \mathbb{R}^{|V_1|} \).
Next, it follows from (4.3) that, for any $f_1 \in \mathcal{N}_1$ and a vertex $x \in V_1$,
\begin{equation}
C_0^T(-f_1(x)1_0)(x) + C_1(f_2 - f_1(x)1_2)(x) = 0.
\end{equation}
Since $1_0 = 1$, relation (4.6) is transformed into
\begin{equation}
-c_0^{(0)} f_1(x) + (C_1 f_2)(x) - f_1(x) \sum_{x \in V_2} c_1^{(1)} x = 0.
\end{equation}
Hence, using (4.1), we obtain that $(C_1 f_2)(x) = c_1(x) f_1(x)$ for arbitrary $x \in V_1$ where $c_1 = c|V_1$. Thus,
\begin{equation}
C_1 f_2 = D_1 f_1 \text{ or equivalently, } \widetilde{P}_1 f_2 = f_1.
\end{equation}
It follows that a solution of (4.7) exists if and only if the vector $f_1 = (f_1(x) : x \in V_1)$ belongs to $\text{Col}(\widetilde{P}_1)$, the column space of the matrix $\widetilde{P}_1$.

We take one more step to see what happens in the general situation. If $x \in V_2$, then equation (4.3) is
\begin{equation}
(C_2 f_3)(x) = f_2(x)(C_2 1_3)(x) + f_2(x)(C_1^T 1_1)(x) - (C_1^T f_1)(x).
\end{equation}
The latter can also be written in vector form
\begin{equation}
\widetilde{P}_2 f_3 = f_2 - \widetilde{P}_1 f_1.
\end{equation}
Thus, we conclude that (4.8) has a solution if and only if $f_2 - \widetilde{P}_1 f_1$ belongs to $\text{Col}(\widetilde{P}_2)$. We notice that formula (4.7) is of the same nature as (4.8) because $f_0 = 0$.

It follows from the above arguments that the following statement (which is a corollary of Theorem 4.2) holds. We illustrate this assertion in Figure 3.

**Corollary 4.3.** Let $(B(V,E),c)$ be a weighted Bratteli diagram with associated sequences of matrices $(\widetilde{P}_n)$ and $(\widetilde{P}_n)$. Then a sequence of vectors $(f_n)$ $(f_n \in \mathbb{R}^{|V_n|})$ represents a harmonic function $f = (f_n) : V \to \mathbb{R}$ if and only if for any $n \geq 1$
\begin{equation}
f_n - \widetilde{P}_{n-1} f_{n-1} = \widetilde{P}_n f_{n+1}.
\end{equation}

This results allows us to formulate one more corollary:

**Corollary 4.4.** In notation of Corollary 4.3, the space of harmonic functions, $\text{Harm}$, is nontrivial on a weighted Bratteli diagram $(B,c)$ if and only if there exists a sequence of non-zero vectors $f = (f_n)$, where $f_n \in \mathbb{R}^{|V_n|}$, such that
\begin{equation}
f_n - \widetilde{P}_{n-1} f_{n-1} \in \text{Col}(\widetilde{P}_n).
\end{equation}

### 4.2. Algorithmic construction of harmonic functions on Bratteli diagrams.

Corollary 4.4 is used for formulation an algorithm for finding conditions on a weighted Bratteli diagram $(B,c)$ that would guarantee the existence of nontrivial harmonic functions on $(B,c)$. Moreover, we also give some simplified sufficient conditions for which relation (4.10) holds.

**Algorithm:**

1. Find $\mathcal{N}_1$, the solution set of $C_0 f_1 = 0$. 

(II) Find \( N_2 = \{ f_2 \in \mathbb{R}^{V_2} : \overrightarrow{P}_1 f_2 \in N_1 \} \). If \( \text{Col}(\overrightarrow{P}_1) \cap N_1 = \{0\} \) (this is possible only if \( \dim(\text{Col}(\overrightarrow{P}_1)) = 1 \)), then the space \( N_2 \) is trivial, and this means that \( \mathcal{Harm} \) is trivial.

(III) Consider the space \( \mathcal{G}_2 = \{ f_2 - \overrightarrow{P}_1 f_1 \in \mathbb{R}^{V_2} : f_2 \in N_2, \ f_1 \in N_1 \} \). Let \( N_3 = \{ f_3 \in \mathbb{R}^{V_3} : \overrightarrow{P}_2 f_3 \in \mathcal{G}_2 \} \). If \( N_3 \) is trivial, i.e., \( \text{Col}(\overrightarrow{P}_2) \cap \mathcal{G}_2 = \{0\} \), we have to stop the algorithm.

(IV) The general case, when \( n \) is arbitrary, repeats step (III). We define \( N_{n+1} = \{ f_{n+1} \in \mathbb{R}^{V_{n+1}} : \overrightarrow{P}_n f_{n+1} \in \mathcal{G}_n \} \) where \( \mathcal{G}_n = \{ f_n - \overrightarrow{P}_{n-1} f_{n-1} \in \mathbb{R}^{V_n} : f_n \in N_n, \ f_{n-1} \in N_{n-1} \} \). If for every \( n \) the space \( \text{Col}(\overrightarrow{P}_n) \cap \mathcal{G}_n \neq \{0\} \), then any non-trivial solution of the equation \( \overrightarrow{P}_n f_{n+1} = g_n \) represents a non-constant harmonic function, where \( g_n \in \mathcal{G}_n \).

Thus, we conclude that the following statement holds.

**Proposition 4.5.** The space \( \mathcal{Harm} \) of harmonic functions on a weighted Bratteli diagram \((B,c)\) is nontrivial if and only if for every \( n \)

\[
(4.11) \quad \text{Col}(\overrightarrow{P}_n) \cap \mathcal{G}_n \neq \{0\}
\]

where \( \mathcal{G}_n = \{ f_n - \overrightarrow{P}_{n-1} f_{n-1} \in \mathbb{R}^{V_n} : f_n \in N_n, \ f_{n-1} \in N_{n-1} \} \), and \( N_n \) is defined above. In particular, if \( \text{Rank}(\overrightarrow{P}_n) = |V_n| \) for all \( n \geq 1 \) then \((4.11)\) is automatically satisfied.

There are several obvious corollaries that follow from Proposition 4.5. We discuss them in the following remark.

**Remark 4.6.** (1) If one needs to build a harmonic function explicitly for a given weighted Bratteli diagram \((B,c)\), then one can perform the following sequence of operations (we use the notation introduces above).

(i) Choose a vector \( \overrightarrow{f}_1 \in N_1 \).

(ii) Check whether \( \overrightarrow{f}_1 \in \text{Col}(\overrightarrow{P}_1) \). If this is not the case, then there is no harmonic function \( f = (f_i) \) such that \( f_1 = \overrightarrow{f}_1 \). If yes, find the solution set \( N_2 \) of \( \overrightarrow{P}_1 f_2 = \overrightarrow{f}_1 \) and pick up a solution \( \overrightarrow{f}_2 \) from this set.

(iii) For \( \overrightarrow{f}_1 \) and \( \overrightarrow{f}_2 \) determined in the previous steps, find a solution \( \overrightarrow{f}_3 \) of the equation \( \overrightarrow{P}_2 f_3 = \overrightarrow{f}_2 - \overrightarrow{P}_1 \overrightarrow{f}_1 \) if it exists.

(iv) Repeat step (iii) for any \( n \) and find a vector \( \overrightarrow{f}_{n+1} \) as a solution \( \overrightarrow{P}_n f_{n+1} = \overrightarrow{f}_n - \overrightarrow{P}_{n-1} \overrightarrow{f}_{n-1} \). If this equation is consistent for all \( n \), then we determine a harmonic function \( f = (f_n) \) on \((B,c)\).

(2) For a weighted Bratteli diagram \((B,c)\), the property \( \text{Rank}(\overrightarrow{P}_n) = |V_n| \) depends on both the structure of the Bratteli diagram, i.e., on the matrices \((A_n)\), and on the values of the function \( c \). For instance, two columns of \( A_n \) are identical if there are \( x, y \in V_{n+1} \) such that the sets \( s(r^{-1}(x)) \) and \( s(r^{-1}(y)) \) coincide. But it is easy to make them linearly independent by an appropriate choice of the function \( c \). Moreover, the property \( \text{Rank}(\overrightarrow{P}_n) = |V_n| \) implicitly means that the sequence \(|V_n|\) is not decreasing.

(3) As was mentioned in the algorithm above, if, for some \( n > 1 \), the equation \( \overrightarrow{P}_n f_{n+1} = g \) is inconsistent for any \( g \in \mathcal{G}_n \), then the space \( \mathcal{Harm} \) contains only...
constant harmonic functions defined on $V$. This may happen only if $\text{Rank}(\vec{P}_n) < |V_n|$ for some level $V_n$. For a vertex $w \in V_{n+1}$, let $S(w) = s(r^{-1}(w))$ be the subset of vertices from $V_n$ that are connected to $w$ by an edge. Suppose that $S(w) = S(w')$ for $w, w' \in V_{n+1}$. If additionally $c(e) = c(e')$ where $s(e) = s(e')$, then the two columns of $\vec{P}_n$ coincide. For instance, it may happen for the simple random walk with $c = 1$.

We consider now an example of weighted Bratteli diagram $(B, c)$ such that $|V_i| \leq |V_{i+1}|$ and $|V_{n+1}| < |V_n|$ where $n$ is the smallest number for which this inequality holds. This means that the diagram looks like a “bottleneck” Bratteli diagram (see Figure 4). We claim that in this case the space $\mathcal{Harm}$ of harmonic functions defined on $V$ is, in general, trivial. The reason for this is the simple observation that the number of linear equations in $\vec{P}_n f_{n+1} = g_n$ is bigger than that of unknowns. On the other hand, such a Bratteli diagram can have harmonic functions defined on a subset of $V$. Indeed, if the sequence $(|V_i|)$ is strictly increasing for all $i > n$, then there is a harmonic function $f$ which is nontrivially defined on $\bigcup_{i > n} V_i$. Thus, if a Bratteli diagram $B$ has infinitely many “bottleneck” levels, then $\mathcal{Harm}$ consists of constants only.

We also note that the solution set of the equation $\vec{P}_n f_{n+1} = g_n$ is always infinite provided $|V_n| < |V_{n+1}|$.

The next interesting question is concerned the dimension of the space of harmonic functions defined on a Bratteli diagram. We will show below that for a wide class of weighted Bratteli diagrams the dimension of $\mathcal{Harm}$ is infinite. On the other hand, there are examples of Bratteli diagrams for which the space of harmonic functions is nontrivial and finite-dimensional.

![Figure 4. Bottleneck Bratteli diagram](image-url)
We refine the definition of a stationary Bratteli diagram (see subsection 2.3): a weighted Bratteli diagram \((B, c)\) is called stationary if \(A_n = A\) and \(C_n = C\) for all \(n \geq 1\).

It immediately follows from the arguments we used in the algorithm construction that the following assertion holds.

**Theorem 4.7.** (1) If a weighted Bratteli diagram \((B, c)\) is not of “bottleneck” type (that is \(|V_n| \leq |V_{n+1}|\) for every \(n\)), and, for infinitely many levels \(n\), the strict inequality holds, then the space \(\mathcal{H}_{\text{arm}}\) is infinite-dimensional.

(2) There are stationary weighted Bratteli diagrams such that the space \(\mathcal{H}_{\text{arm}}\) is finitely dimensional.

**Proof.** (Sketch) It follows from the fact that the cardinality of vertices at each level is an increasing sequence that the solution set \(\mathcal{N}_n\) of the equation \(\overrightarrow{P}_n f_{n+1} \in \mathcal{G}_n\) is infinite, where we recall that \(\mathcal{G}_n = \{f_n - \overrightarrow{P}_{n-1} f_{n-1} \in \mathbb{R}^{|V_n|} : f_n \in \mathcal{N}_n, f_{n-1} \in \mathcal{N}_{n-1}\}\). Thus, we obtain the infinite-dimensional space of harmonic functions \(f = (f_n), f_n \in \mathcal{N}_n\).

The case of a stationary Bratteli diagram \(B\) may lead to a finite-dimensional space \(\mathcal{H}_{\text{arm}}\). For instance, suppose that the equations \(\overrightarrow{P}_n f_{n+1} = f_n - \overrightarrow{P}_{n-1} f_{n-1}\) has a unique solution \(f_{n+1}\) for every \(n \geq 1\). This means that we have to impose some additional assumptions (which are rather obvious) on the sequence of matrices \(\overrightarrow{P}_n\) that would guarantee the uniqueness of the solution. In this case, every harmonic function \(f = (f_n)\) is completely determined by the vector \(f_1\) that satisfies the equation \(\overrightarrow{P}_0 f_1 = 0\). Hence, \(\dim(\mathcal{H}_{\text{arm}}) = |V_1| - 1\). If the solution sets are not unique for infinitely many levels, then again the dimension of \(\mathcal{H}_{\text{arm}}\) is infinite. \(\square\)

In Section 6, we will return to stationary Bratteli diagrams and give an explicit formula for harmonic functions on a class of such diagrams.

### 4.3. On the existence of monopoles and dipoles on a Bratteli diagram.

It turns out that the method of finding harmonic functions on a weighted Bratteli diagram \((B, c)\) works perfectly for another important classes of functions defined on \(V\), namely, for **monopoles** and **dipoles**. We cite [JP10, JP11, DJ10] for fundamentals about monopoles and dipoles in infinite networks. We recall that, for a vertex \(x \in V\), a function \(w_x\) satisfying the equation \((\Delta w_x)(y) = \delta_x(y)\) is called a monopole. If additionally \(w_x\) has finite energy, then it defines an element of \(\mathcal{H}_E\) also called a monopole. It was mentioned in Remark 3.2 that if a monopole exists in \(\mathcal{H}_E\) for some \(x \in V\), then it exists for any vertex \(z \in V\). Moreover, the existence of a monopole of finite energy on an electrical network \((G, c)\) is equivalent to the transience of this network.

We **claim** that all solutions of the equation \((\Delta w_x) = \delta_x(y)\) can be found according to the algorithm used for harmonic functions on \(V\). We recall that a monopole \(w_x\)
can be treated as a harmonic function on the set $V \setminus \{x\}$. We are going to apply the algorithm described in subsection 4.2 for monopoles and dipoles.

Suppose first that $x = o$. In order to determine a monopole $w_o$, we solve the equation $\sum_{y \in V_i} c_{y o}^{(0)} f(y) = 1$ and find its solution set $N_1^o$. The other steps of this procedure are word-for-word repetition of the algorithm used for harmonic functions. If $x \in V_m$, $m \geq 1$, then to build a monopole $w_x$ we take the beginning of the algorithm to be the same as for harmonic functions. This means that the vectors $w_x(i) \in \mathbb{R}^{V_i}$, $i = 0, 1, \ldots, m - 1$, can be found as solutions of the sequence of equations

$$\overrightarrow{P_i} w_x(i + 1) = w_x(i) - \overrightarrow{P_{i-1}} w_x(i - 1),$$

where $w_x(i) = w_x|_{V_i}$. Here we assume that these equations are consistent, otherwise we have only trivial solution. Thus, we can find $w_x(1), \ldots, w_x(m)$. The equation for $i = m$ is used to determine $w_x(m + 1)$, and it looks slightly different (it is written in vector form here):

$$\overrightarrow{P_m} w_x(m + 1) = w_x(m) - \overrightarrow{P_{m-1}} w_x(m - 1) - \frac{1}{c(x)} \overrightarrow{\delta_x},$$

where $\overrightarrow{\delta_x}$ is the vector $\{\delta_x(y) : y \in V_m\}$. This relation follows from the equation $(\Delta w_x) = \delta_x(y)$, $y \in V_m$. After that the procedure is the same as for harmonic functions.

In a similar manner, we can consider the set of dipoles on a Bratteli diagram $B = (V, E, c)$. We remind (see Remark 3.2) that an element $v_x$ of $\mathcal{H}_E$ is called a dipole if it satisfies the equation $\Delta v_x = \delta_x - \delta_o$ where $x \in V$ and $o$ is the top of the diagram. It is known that dipoles always exist in $\mathcal{H}_E$ and can be found as follows [JP10]. Let $f \in \mathcal{H}_E$ and $L_x f := f(x) - f(o)$, $x \in V$. Then $L_x$ is a bounded linear functional such that $|L_x f| \leq k\|f\|_{\mathcal{H}_E}$. Then $v_x$ is a unique element of $\mathcal{H}_E$ such that for any $f \in \mathcal{H}_E$

$$\langle v_x, f \rangle = f(x) - f(o).$$

One can again use the algorithm given for harmonic functions and apply it for determining dipoles as functions on $V$. Suppose $x \in V_m$. Since $v_x$ can be written as a sequence of vectors $(v_x(i))$, and $v_x$ must satisfy the equation

$$(\Delta v_x)(y) = \begin{cases} 1, & y = x \\ -1, & y = o \\ 0, & y \in V \setminus \{o, x\}, \end{cases}$$

we can solve consequently the equations $\sum_{y \in V_i} c_{y o}^{(0)} v_x(1)(y) = -1$, $\overrightarrow{P_i} v_x(i + 1) = v_x(i) - \overrightarrow{P_{i-1}} v_x(i - 1)$ (for $i = 1, \ldots, m - 1$), and finally $\overrightarrow{P_m} v_x(m + 1) = v_x(m) - \overrightarrow{P_{m-1}} v_x(m - 1) - \frac{1}{c(x)} \overrightarrow{\delta_x}$. Then we again proceed as in the case of harmonic functions.

5. Harmonic functions through Poisson kernel

5.1. Integral representation of harmonic functions. In this subsection we will assume that the considered networks are transient; see Definition 2.6. Motivated by the paper [ALP99], we are going to find an integral representation of harmonic
functions in terms of a Poisson kernel, and investigate the convergence of harmonic functions on the path space of a Bratteli diagram.

Let \((B, c)\) be a weighted Bratteli diagram where \(B = (V, E)\) and the conductance function \(c\) is chosen so that the network \((B, c)\) is transient. The transition probabilities matrix \(P = (p_{xy} : x, y \in V)\) defines a random walk on the set of all vertices \(V\). Let \(\Omega \subseteq V^\infty\) be the set of all paths \(\omega = (x_0, x_1, \ldots, x_n, \ldots)\) where \((x_{i-1} x_i) \in E\). For a given \(x \in V\), we denote by \(\Omega_x\) the subset of \(\Omega\) formed by those paths that starts with \(x\). Then \(P_x\) denotes the Markov measure on \(\Omega_x\) generated by \(P\) (see Section 2 for details).

Let \(X_i : \Omega_x \to V\) be the random variable on \((\Omega_x, P_x)\) such that \(X_i(\omega) = x_i\). For a given vertex \(x \in V\) and some level \(V_n \subset V\) such that \(x \notin V_n\), we determine the function of stopping time (more information on this notion can be found, for instance, in [Du12, Sok13]):

\[
\tau(V_n)(\omega) = \min\{i \in \mathbb{N} : X_i(\omega) \in V_n\}, \quad \omega \in \Omega_x.
\]

For \(x \in V_n\), we set \(\tau(V_n)(\omega) = 0\). The value \(\tau(V_n)(\omega)\) shows when the orbit \(\omega\) reaches \(V_n\) at the first time.

Assuming that the random walk \((X_i)\) defined by \(P\) on \((B, c)\) is transient, we observe that \(\tau(V_n)(\omega)\) satisfies the following property.

**Lemma 5.1.** Let \((B, c)\) be a transient network, and \(W_{n-1} = \bigcup_{i=0}^{n-1} V_i\). Then for every \(n \in \mathbb{N}\) and any \(x \in W_{n-1}\), there exists \(m > n\) such that for \(P_x\)-a.e. \(\omega \in \Omega_x\)

\[
(5.1) \quad \tau(V_{i+1})(\omega) = \tau(V_i)(\omega) + 1, \quad i \geq m.
\]

**Proof.** The result immediately follows from relation (2.14) of Definition 2.6. \(\square\)

We recall that any real-valued function \(f\) on \(V = \bigcup_n V_n\) is identified with a sequence of vectors \(\{f_n\}\) where \(f_n = f|_{V_n}\).

Now we fix a vector \(f_n \in \mathbb{R}^{|V_n|}\) and define the function \(h_n : X \to \mathbb{R}\) by setting

\[
(5.2) \quad h_n(x) := \mathbb{E}_x(f_n \circ X_{\tau(V_n)}) = \int_{\Omega_x} f_n(X_{\tau(V_n)}(\omega))dP_\omega(\omega), \quad n \in \mathbb{N}.
\]

**Lemma 5.2.** For a given function \(f = (f_n)\), and, for every \(n\), the function \(h_n(x)\) is harmonic on \(V \setminus V_n\) and \(h_n(x) = f_n(x), x \in V_n\). Furthermore, \(h_n(x)\) is uniquely defined on \(W_{n-1}\).

**Proof.** It is easy to see from the definition of \(h_n(x)\) that \(h_n(x) = f_n(x)\) when \(x \in V_n\) because in the relation \(h_n(x) = \mathbb{E}_x(f_n \circ X_{\tau(V_n)}(\omega))\) the right side does not depend on \(\omega\) and \(\tau(V_n) = 0\).
In order to show that \( h_n \) is harmonic on \( V \setminus V_n \), we fix arbitrary \( x \in V \setminus V_n \) and compute

\[
\begin{align*}
  h_n(x) &= \sum_{y \sim x} p(x, y) \mathbb{E}_x(f_n \circ X_{\tau(V_n)} | X_1 = y) \\
  &= \sum_{y \sim x} p(x, y) \mathbb{E}_y(f_n \circ X_{\tau(V_n)}) \quad \text{(using the Markov property)} \\
  &= \sum_{y \sim x} p(x, y) h_n(y) \\
  &= (Ph_n)(x)
\end{align*}
\]

The fact that \( h_n(x) \) is uniquely determined on \( W_{n-1} \) follows from the uniqueness of the solution of the Dirichlet problem

\[
(\Delta u)(x) = 0, \quad x \in W_{n-1}, \quad \text{and} \quad u(x) = f_n(x), \quad x \in V_n
\]

where \( V_n = \partial W_{n-1} \) (see Section 2 where the Dirichlet problem is discussed). \( \square \)

Our main result is based on the proved lemmas, and it is formulated in the following theorem.

**Theorem 5.3.** Let \( f = (f_n) \geq 0 \) be a function on \( V \) such that \( \hat{P}_n f_{n+1} = f_n \). Then the sequence \( (h_n(x)) \) defined in (5.3) converges pointwise to a harmonic function \( H(x) \). Moreover, for every \( x \in V \), there exists \( n(x) \) such that \( h_i(x) = H(x), \ i \geq n(x) \).

Equivalently, the sequence \( (f_n \circ X_{\tau(V_n)}) \) converges in \( L^1(\Omega_x, \mathbb{P}_x) \).

**Proof.** Fix some vertex \( x \in V \), suppose \( x \in V_\ell \). By Lemma 5.1 we can find \( n > \ell \) such that \( \tau(V_{n+1})(\omega) = \tau(V_n)(\omega) + 1 \) for a.e. \( \omega \in \Omega_x \). Then

\[
\begin{align*}
  h_{n+1}(x) &= \mathbb{E}_x(f_{n+1} \circ X_{\tau(V_n)+1}) \\
  &= \sum_{z \in V_{n+1}} f_{n+1}(z) \mathbb{P}_x(X_{\tau(V_n)+1} = z \mid X_0 = x) \\
  &= \sum_{y \in V_n} \sum_{z \in V_{n+1}} f_{n+1}(z) \mathbb{P}(n)(y, z) \mathbb{P}_x(X_{\tau(V_n)} = y \mid X_0 = x) \\
  &= \sum_{y \in V_n} f_n(y) \mathbb{P}_x(X_{\tau(V_n)} = y \mid X_0 = x) \\
  &= h_n(x).
\end{align*}
\]

We proved that for any \( x \in V \) the sequence \( (h_n(x)) \) stabilizes eventually, and we can set \( H(x) = \lim_n h_n(x) \). Obviously, \( H \) is harmonic.

Let \( \psi(\omega) \) be a function from \( L^1(\Omega_x, \mathbb{P}_x) \) such that \( \| f_n \circ X_{\tau(V_n)} - \psi \|_{L^1} \to 0 \) as \( n \to \infty \). It follows from the proved results that \( H(x) = \mathbb{E}_x(\psi) \).

\( \square \)

**Remark 5.4.** 1. We notice that the condition \( \hat{P}_n f_{n+1} = f_n \) need not to be true for all \( n \). It suffices to have this property for all sufficiently large \( n \); the function \( f_i \) can be chosen arbitrary for a finite set of \( i \)’s.
2. In [ALP99], the following statement was proved: If a reversible Markov chain $X_n$ is transient and $f$ is a (harmonic) function of finite energy, then $(f \circ X_n)$ converges almost everywhere. Our result above is of the same nature, but we do not require that the harmonic function has finite energy.

5.2. Properties of harmonic functions on a Bratteli diagram. Given a function $f : V \to \mathbb{R}$, define the current $I(x)$ through $x \in V$ as

$$I(x) := \sum_{y \sim x} c_{xy}(f(x) - f(y)).$$

The following statement represents a form of the Kirchhoff law and can serve as a characterization of harmonic functions defined on vertices of a Bratteli diagram.

**Lemma 5.5.** A function $f : V \to \mathbb{R}$ is harmonic on a weighted Bratteli diagram $(B, c)$ if and only if for every $x \in V_n$, $n \geq 1$,

$$I_{in}(x) := \sum_{y \in V_{n-1}} c_{xy}(f(x) - f(y)) = \sum_{z \in V_{n+1}} c_{xz}(f(z) - f(x)) =: I_{out}(x).$$

Hence, the incoming current is equal to outgoing current for every vertex if and only if the function $f$ is harmonic.

Based on this result, we can define, for $x \in V_n$,

$$I_n(x) := I_{in}(x), \quad \text{and} \quad I_n = \sum_{x \in V_n} I_n(x).$$

**Lemma 5.6.** Let $f$ be a harmonic function on a weighted Bratteli diagram $(B, c)$. Then, for any $n \geq 1$,

$$I_n = I_1,$$

(5.3)

$$\sum_{x \in V_n} (I_n(x))^2 \geq \frac{I_1^2}{|V_n|},$$

where $I_1 = \sum_{x \in V_1} c_{ox}(f(x) - f(o))$.

**Proof.** To prove the first relation it suffices to show that $I_n = I_{n+1}$. Indeed, if we denote $f_n = f|V_n$, then we use Lemma 5.5 to obtain

$$I_{n+1} = \sum_{z \in V_{n+1}} \sum_{x \in V_n} c_{xz}(f_{n+1}(z) - f_n(x))$$

$$= \sum_{x \in V_n} \sum_{z \in V_{n+1}} c_{xz}(f_{n+1}(z) - f_n(x))$$

$$= \sum_{x \in V_n} \sum_{y \in V_{n-1}} c_{xy}(f_n(x) - f_{n-1}(y))$$

$$= I_n.$$
We apply the Schwarz’ inequality to the relation \( \sum_{x \in V_n} I_n(x) = I_1 \):

\[
I_1^2 = \left( \sum_{x \in V_n} I_n(x) \right)^2 
\leq \left( \sum_{x \in V_n} 1 \right) \cdot \sum_{x \in V_n} (I_n(x))^2 
= |V_n| \sum_{x \in V_n} (I_n(x))^2.
\]

Thus, (5.3) is proved. \( \square \)

We formulate the following statement for harmonic functions only although it can be given in more general terms of subharmonic functions (that is \((\Delta f)(x) \leq 0\) for every \(x\)) and superharmonic functions (that is \((\Delta f)(x) \geq 0\) for every \(x\)) functions which are not discussed here.

**Proposition 5.7.** Let \((B,c)\) be a weighted Bratteli diagram and \(G_n = \{o\} \cup V_1 \cup \cdots \cup V_n\). Then for any nontrivial harmonic function \(f : V \to \mathbb{R}\)

\[
\max\{f(x) : x \in G_n\} = \max\{f(x) : x \in \partial G_n = V_n\} =: M_n(f).
\]

\[
\min\{f(x) : x \in G_n\} = \min\{f(x) : x \in \partial G_n = V_n\} =: m_n(f).
\]

Moreover, for any \(x, y \in G_n\),

\[
(5.4) \quad f(x) - f(y) \leq M_n(f) - m_n(f), \quad n \in \mathbb{N}.
\]

The sequence \(\{M_n(f)\}\) is strictly increasing, and the sequence \(\{m_n(f)\}\) is strictly decreasing.

**Proof.** The fact that a harmonic function assumes its maximum and minimum values at boundary points is the well known property of harmonic functions. In other words, this principle states that if a harmonic function attains its maximum/minimum at an inner vertex of a connected subgraph then the function must be constant. Relation (5.4) is then obvious.

To show the last statement, we check that \(M_n(f) < M_{n+1}(f)\) for every \(n \geq 1\). Suppose this is not true. If it were \(M_k(f) > M_{k+1}(f)\) for some \(k\), then \(f\) would be a constant since it takes its maximum at an inner vertex of the connected graph \(G_{k+1}\). Assume now that \(M_k(f) = M_{k+1}(f)\) for some \(k\). Let \(f(x) = M_k(f)\) for \(x \in V_k\), and \(f(z) = M_{k+1}(f) = M_k(f)\) for \(z \in V_{k+1}\). Let \(y \sim x\) be a vertex from \(V_{k+1}\) (it may be that \(x\) and \(z\) are not adjacent). Because \(f(x)\) is maximal for \(G_{k+1}\), then \(f(y) = f(x) = M_{k+1}\), and we conclude that \(f\) must be a constant function. This is a contradiction.

The sequence \(\{m_n(f)\}\) is considered similarly. \( \square \)

It can be noticed that in conditions of Proposition 5.7 one can always assert that the sequence \(\{M_n(f)\}\) is formed by positive numbers and the sequence \(\{m_n(f)\}\) has only negative terms provided \(f(o) = 0\).
Corollary 5.8. Let \((B(V,E),c)\) be a weighted Bratteli diagram. A harmonic function \(f : V \to \mathbb{R}\) belongs to \(\ell^\infty(V)\) if and only if the sequences \(\{M_n(f)\}, \{m_n(f)\}\) have finite limits.

6. Harmonic functions on trees, the Pascal graph, and stationary Bratteli diagrams

In this section, we focus on some particular cases of Bratteli diagrams. They are trees, the Pascal graph, and stationary Bratteli diagrams. In the latter case, the incidence matrix \(A_n\) does not depend on level \(n\).

6.1. Harmonic functions on trees. Our goal is twofold: we first show that the algorithm of finding harmonic functions and monopoles/dipoles can readily be applied to weighted trees. Working with a tree, we will use the notation introduced for Bratteli diagrams.

Proposition 6.1. Let \(T\) be a tree with conductance function \(c\). The space \(\text{Harm}\) of harmonic functions on the electrical network \((T,c)\) is infinite-dimensional. Any harmonic function can be found by the algorithm given in Proposition 4.5.

Proof. It is obvious that for any weighted tree \((T,c)\) the matrix \(\overrightarrow{P}_n\), which maps \(\mathbb{R}^{|V_{n+1}|}\) to \(\mathbb{R}^{|V_n|}\), has the linearly independent columns, and therefore \(\text{Rank}(\overrightarrow{P}_n) = |V_n|\). This means that Proposition 4.5 holds for any tree. The equation \(\overrightarrow{P}_n f_{n+1} = g\) has infinitely many solutions for every \(n\). In fact, every row in \(\overrightarrow{P}_n\) corresponds to an equation in the system \(\overrightarrow{P}_n f_{n+1} = g\), and this equation is solved independently of the other rows because of the tree structure (every column of \(\overrightarrow{P}_n\) has exactly one non-zero entry). This shows that \(\text{Harm}\) is infinite-dimensional. More precisely, in order to find a harmonic function on the tree \(T\), one needs to solve the equation with respect to \(f_{n+1}(z)\), for every \(x \in V_n\),

\[
(6.1) \quad f_n(y) - \overrightarrow{P}_{xy}^{(n-1)} f_{n-1}(x) = \sum_{z \sim x} \overrightarrow{p}_{xz}^{(n)} f_{n+1}(z),
\]

where \(y \in V_{n-1}\) is uniquely determined by \(x\). Hence, the solution set of (6.1) has dimension \(d_x - 1\) where \(d_x\) is the number of successors of \(x\) (see Figure 5).

Example 6.2 (Symmetric harmonic functions on the binary tree). In this example, we give explicit formulas for a class of harmonic functions defined on the binary tree. We regard a homogeneous tree \(T\) as a special case of a Bratteli diagram, and we keep the same notation as in Section 4.

Let \(x_0\) be the root of the binary tree \(T\), and let \(V_n\) denote the set of vertices on the distance \(n\) from the root. Next, we assume that the conductance function \(c = c(e), e \in E\), has the property: \(c(e) = \lambda^n\) for all \(e \in E_n, n \geq 0\). Hence, the associated matrices \(C_n\) are of the size \(2^n \times 2^{n+1}\), and the \(i\)-th row of \(C_n\) consists of all zeros but \(c_{i, 2i-1}^{(n)} = c_{i, 2i}^{(n)} = \lambda^n\). Denote by \(x_n(1), \ldots, x_n(2^n)\) the vertices of \(V_n\) enumerated from the top to the bottom, see Figure 6.
Proposition 6.3. Let \((T, c)\) be the weighted binary tree defined above. For each positive \(\lambda\) there exists a unique harmonic function \(f = f_\lambda\) satisfying the following conditions:

1. \(f(x_0) = 0;\)
2. \(f(x_1(1)) = -f(x_1(2)) = \lambda\) and
   \[
   f(x_n(1)) = -f(x_n(2^n)) = \frac{1 + \cdots + \lambda^{n-1}}{\lambda^{n-2}}, \quad n \geq 2;
   \]
3. function \(f\) is constant on each of subtrees \(T_i\) and \(T'_i\) whose all infinite paths start at the roots \(x_i(1)\) and \(x_i(2^i)\), respectively, and go through the vertices \(x_{i+1}(2)\) and \(x_{i+1}(2^{i+1} - 1)\), \(i \geq 1\) (see Figure 6).

It is natural to call \(f_\lambda\) the symmetric harmonic functions on the binary tree defined by \(\lambda\). It should be clear that the same construction can be applied to any homogeneous tree.

Proof. We prove the statement by induction. It is straightforward to verify that the function \(f\) is harmonic at \(x_1(1)\) because \(f(x_0) = 0, f(x_1(1)) = \lambda, f_2(x_2(1)) = 1 + \lambda, f(x_1(1)) = f(x_2(2)) = \lambda,\) and \(c_{x_0x_1(1)} = 1, c_{x_1(1)x_2(1)} = c_{x_1(1)x_2(2)} = \lambda.\) We notice that the function \(f\) is harmonic at \(x_1(1)\) and takes the same value at \(x_2(2).\) Therefore, by the maximum/minimum principle, it must be constant on the connected subgraph \(T_1.\)

Suppose that the proposition is proved for \(i = 1, \ldots, n - 1.\) We have to show that \(f\) is harmonic at \(x_n(1).\) In other words, \(f\) must satisfy the relation

\[
(2\lambda^n + \lambda^{n-1})f(x_n(1)) = \lambda^n f(x_{n+1}(1)) + \lambda^n f(x_{n+1}(2)) + \lambda^{n-1} f(x_{n-1}(1)).
\]

But (6.2) holds if and only if

\[
f(x_{n+1}(1)) = \frac{1 + \cdots + \lambda^n}{\lambda^{n-1}}.
\]

The facts that \(f\) is uniquely determined by conditions (1), (2), and \(f\) is constant on subtrees \(T_i\) and \(T'_i\) are now obvious. \(\square\)
In Section 7, we will show that the found harmonic function \( f \) on the binary tree has finite energy if and only if \( \lambda > 1 \).

If \( \lambda = 1 \), then it is interesting to observe that the values of \( f_1 \) on \( \{ x_i(1) \} \) are natural numbers, \( f_1(x_i(1)) = i \). Moreover, \( f_1 = i \) everywhere on the subtree \( T_i \).

6.2. Harmonic functions on the Pascal graph. We will discuss in this subsection the existence of harmonic functions on the Pascal graph and give an explicit formula for such a harmonic function in the simplest case when the conductance function \( c = 1 \). By definition, the Pascal graph is the 0-1 Bratteli diagram with the sequence of incidence matrices \( (A_n)_{n \geq 0} \) of the size \( (n + 1) \times (n + 2) \) where

\[
A_n = \begin{pmatrix}
1 & 1 & 0 & 0 & \cdots & 0 & 0 \\
0 & 1 & 1 & 0 & \cdots & 0 & 0 \\
0 & 0 & 1 & 1 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & 1 & 1 \\
\end{pmatrix}
\]

In other words, the nonnegative part of the lattice \( \mathbb{Z}^2 \) is represented as the Pascal graph, where \((0,0)\) is the top vertex of the diagram, and the levels \( V_n \) are formed by the vertices \((x,y)\) from \( \mathbb{Z}^2_+ \) such that \( x + y = n, n \geq 1 \).
Every vertex \( v \in V_n \) of the Pascal graph can be enumerated by two numbers (coordinates) \((n, i)\), where \(0 \leq i \leq n\) is the position of \( v \) in \( V_n \) (it is assumed that the set of vertices \( \{(x, 0) : x \in \mathbb{N}_0\} \) is the upper bound line of the graph) (see Figure 7 where the meaning of the assigned numbers will be explained below).

We first claim that the algorithm of finding harmonic functions is applicable to the Pascal graph. This follows from the fact that, for any choice of the conductance function \( c \), the rank of \( \cdash P_n \) equals \( n + 1 \). More precisely, we claim that the equation

\[
\cdash P_n f_{n+1} = f_n - \cdash P_{n-1} f_{n-1}
\]

always has a solution for \( f_{n+1} \) assuming that \( f_n \) and \( f_{n-1} \) have been determined in the previous steps. Moreover, the solution set of this equation is one-dimensional for every \( n \). For instance, if we are looking for a harmonic function \( f \) on \( V \) satisfying \( f(0, 0) = 0 \), then \( f(1, 0) = -f(1, 1) \).

Equation (6.4) becomes more transparent if we additionally require that the conductance function \( c \) is defined by the rule \( c(e) = \lambda^n \), for any \( e \in E_n \), and the harmonic function \( f \) vanishes at \((0, 0)\). Then one can easily find the explicit form of \( \cdash P_n \) for any \( n \geq 1 \):

\[
\cdash P_n = \begin{pmatrix}
\frac{\lambda}{1+\lambda} & \frac{\lambda}{1+\lambda} & 0 & 0 & \ldots & 0 \\
0 & \frac{\lambda}{2+\lambda} & \frac{\lambda}{2+\lambda} & 0 & \ldots & 0 \\
0 & 0 & \frac{\lambda}{2+\lambda} & \frac{\lambda}{2+\lambda} & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
0 & 0 & 0 & \ldots & \frac{\lambda}{1+\lambda} & \frac{\lambda}{1+\lambda}
\end{pmatrix}
\]

We summarize the above observations in the following statement. We say that a harmonic function \( h \) on the Pascal graph \((B, c)\) is symmetric if it satisfies the condition \( h(n, i) = -h(n, n - i) \) for any \( n \) and \( 0 \leq i \leq n \).

**Lemma 6.4.** Let \((B, c)\) be a weighted Pascal graph. Then \( \text{Harm} \) is a non-empty infinite dimensional space containing the subspace of symmetric harmonic functions. Moreover, this subspace is also infinite dimensional.

We consider here the electrical network \((B, 1)\) defined on the Pascal graph with conductance function \( c = 1 \). For such \( c \), we can find an explicit example of symmetric harmonic function.

**Proposition 6.5.** Define \( h(0, 0) = 0 \) and set, for every vertex \( v = (n, i) \),

\[
h(n, i) := \frac{n(n+1)}{2} - i(n+1),
\]

where \(0 \leq i \leq n\) and \(n \geq 1\). Then \( h : V \to \mathbb{R} \) is an integer-valued harmonic function on \((B, 1)\) satisfying the symmetry condition \( h(n, i) = -h(n, n - i) \) (see Figure 7).

**Proof.** In order to prove the proposition, it suffices to check that the following properties hold for any \((n, i)\):

\[
3h(n, 0) = h(n - 1, 0) + h(n + 1, 0) + h(n + 1, 1),
\]

in case when there are three neighbors for \( v = (n, 0) \), and

\[
4h(n, i) = h(n - 1, i - 1) + h(n - 1, i) + h(n + 1, i) + h(n + 1, i + 1),
\]
in case when there are four neighbors for \( v = (n, i) \). These relations are proved by direct computation based on (6.5).

\[ \square \]

**Figure 7.** Harmonic function on the Pascal graph.

**Question.** It would be interesting to find explicit formulas for harmonic function on the Pascal graph \((G, c)\) with some non-trivial conductance \( c \), in particular, for \( c(e) = \lambda^n, e \in E_n \).

### 6.3. Harmonic functions on stationary Bratteli diagrams

We recall that for any weighted graph \((G, c)\) the question about the existence of nontrivial harmonic function can be completely answered in two following cases: (1) if the network \((G, c)\) is recurrent, then \( \mathcal{Harm} \) consists of constant harmonic functions only, and (2) if \( \sum_{e \in E} c(e) < \infty \), then again \( \mathcal{Harm} \) is trivial [Geo10].

In case of stationary Bratteli diagrams, we can clarify the structure of \( \mathcal{Harm} \). Let \( A \) be the incidence matrix of a stationary Bratteli diagram \( B \), and suppose \( A \) has \( d \times d \) size. Assume that the conductance function \( c \) has the property: \( c_e = c_{xy} = \lambda^n \) for any \( e \in E_n \) with \( s(e) = x \in V_n, r(e) = y \in V_{n+1} \). Then the associated matrix \( C_n = \lambda^n A \) (\( C_n \) is defined in Section 4).

We start with rewriting relation (4.3) according to the made assumptions about \( B \) and \( c \). It has now the form

\[ A^T (f_{n-1} - f_n(x)1_d) + \lambda A (f_{n+1} - f_n(x)1_d) = 0 \]

where \( x \in V_n, n \in \mathbb{N} \) and \( 1_d = (1, ..., 1)^T \in \mathbb{R}^d \).
Proposition 6.6. Let the weighted Bratteli diagram $(B, c)$ be as defined above. Suppose that $A = A^T$ and $A$ is invertible. Then any harmonic function $f = (f_n)$ on $(B, c)$ can be found by the formula:

\[(6.7) \quad f_{n+1}(x) = f_1(x) \sum_{i=0}^{n} \lambda^{-i}\]

where $x \in V$.

Proof. We first observe that, as $V_n = V$ for $n \geq 1$, we can interpret relation (6.6) as a sequence of relations between vectors $f_n$ that hold on the same space $\mathbb{R}^d$, where $x$ is any vertex from $V$. Moreover, using the properties of $A$, we obtain

\[(f_{n-1} - f_n(x)1_d) + \lambda(f_{n+1} - f_n(x)1_d) = 0.\]

From this equation between vectors, we deduce that it holds for any coordinate $y \in V$, in particular, for $y = x$. Hence,

\[\lambda(f_{n+1}(x) - f_n(x)) = f_n(x) - f_{n-1}(x),\]

and, for every $n \geq 1$,

\[f_{n+1}(x) - f_n(x) = \frac{1}{\lambda^n}(f_1(x) - f_0(x)) = \frac{1}{\lambda^n}f_1(x).\]

Summation of these relations gives

\[f_{n+1}(x) = f_1(x) \sum_{i=0}^{n} \lambda^{-i}.\]

\[\square\]

It follows from Proposition 6.6 that we can explicitly describe elements of the space $\mathcal{Harm}$ for this class of weighted stationary Bratteli diagrams.

Corollary 6.7. Let $(B, c)$ be as in Proposition 6.6.

(1) The dimension of the space $\mathcal{Harm}$ is $d - 1$ where $d = |V|$.

(2) If $\lambda > 1$, then every harmonic function on $(B, c)$ is bounded.

Proof. The proof follows from relation (6.7).

\[\square\]

7. Harmonic functions of finite and infinite energy

In this section we discuss some results about the energy of harmonic functions. Recall that, given a function $u : V \to \mathbb{R}$ defined on the vertex set $V$ of an electrical network $(G, c)$, its energy $\|u\|_{\mathcal{Harm}}$ is computed by (3.1). In case of a harmonic function $h \in \mathcal{Harm}$, one can also use the formulas from Lemma 3.1 to find the energy of $h$.

Let $(B, c)$ be a weighted Bratteli diagram. Denote

\[(7.1) \quad \beta_n = \max\{c(x) : x \in V_n\}.\]
Theorem 7.1. Let $f$ be a harmonic function on a weighted Bratteli diagram $(B, c)$. Then

$$
\sum_{n=0}^{\infty} \frac{I^2}{\beta_n |V_n|} \leq \|f\|_{\mathcal{H}_E}^2,
$$

where $I_1 = \sum_{x \in V_1} c_{ox}(f(x) - f(o))$ was defined in Lemma 5.6.

Proof. Let $f : V \to \mathbb{R}$ be a function on a vertex set of $(B, c)$. The norm $\|f\| = \|f\|_{\mathcal{H}_E}$ in the Hilbert space $\mathcal{H}_E$ is computed by the formula

$$
\|f\|^2 = \frac{1}{2} \sum_{x,y \in V} c_{xy}(f(x) - f(y))^2
= \frac{1}{2} \sum_{n \in \mathbb{N}} \sum_{x \in V_n} \left[ \sum_{y \in V_{n-1}} c_{xy}(f(x) - f(y))^2 + \sum_{z \in V_{n+1}} c_{xz}(f(x) - f(z))^2 \right].
$$

If $f$ is harmonic, then we can use Lemma 5.5 and write

$$
(I_n(x))^2 = \left( \sum_{y \in V_{n-1}} \sqrt{c_{xy}}(\sqrt{c_{xy}}(f(x) - f(y)) \right)^2
\leq \left( \sum_{y \in V_{n-1}} c_{xy} \right) \left( \sum_{y \in V_{n-1}} c_{xy}(f(x) - f(y))^2 \right).
$$

Similarly, we can use the formula for outgoing current (Lemma 5.5) and conclude that

$$
(I_n(x))^2 \leq \left( \sum_{z \in V_{n+1}} c_{xz} \right) \left( \sum_{z \in V_{n+1}} c_{xz}(f(x) - f(z))^2 \right).
$$

Adding the last two inequalities, we obtain

$$
2(I_n(x))^2 \leq c(x) \sum_{y \sim x} c_{xy}(f(x) - f(y))^2.
$$

It follows from (5.3), (7.1), and (7.3) that

$$
\frac{I^2}{|V_n|} \leq \sum_{x \in V_n} (I_n(x))^2
\leq \frac{1}{2} \sum_{x \in V_n} c(x) \sum_{y \sim x} c_{xy}(f(x) - f(y))^2
= \frac{1}{2} \beta_n \sum_{x \in V_n} \sum_{y \sim x} c_{xy}(f(x) - f(y))^2.
$$
Hence,
\[
\sum_{n=0}^{\infty} \frac{I_n^2}{\beta_n|V_n|} \leq \frac{1}{2} \sum_{n=0}^{\infty} x \sum_{y \sim x} c_{xy}(f(x) - f(y))^2 = \|f\|^2,
\]
and the proposition is proved. \(\square\)

It immediately follows from the proved inequality (see (7.2)) that the following result holds.

**Corollary 7.2.** Suppose that a weighted Bratteli diagram \((B, c)\) satisfies the condition
\[
\sum_{n=0}^{\infty} (\beta_n|V_n|)^{-1} = \infty
\]
where \(V = \bigcup_n V_n\) and \(\beta_n = \max\{c(x) : x \in V_n\}\). Then any nontrivial harmonic function has infinite energy, i.e.,
\[
\text{Harm} \cap \mathcal{H}_E = \{\text{const}\}.
\]

In other words, such a \((B, c)\) does not support nonconstant harmonic functions of finite energy.

We illustrate this result by considering the following examples. We consider the harmonic functions found in Section 6 for the binary tree, the Pascal graph, and a stationary Bratteli diagram. In each of these cases, we compute the energy norm of harmonic functions.

**Example 7.3** (Binary tree). Let \(T\) be the binary tree, and the conductance function \(c\) is defined by the relation \(c(e) = \lambda^n\) for all \(e \in E_n, n \in \mathbb{N}_0\). We can treat \((T, c)\) as a special class of Bratteli diagrams, and we apply the notation used for Bratteli diagrams. Let \(V_n = \{x_n(1), \ldots, x_n(2^n)\}\) be the vertices of the \(n\)-th level. We recall that a symmetric harmonic function \(f_\lambda = (f_n)\) was found in Proposition 6.3.

**Lemma 7.4.** Fix \(\lambda\), then each of the harmonic functions \(f_\lambda\) obtained in Proposition 6.3 satisfies
\[
\|f_\lambda\|_{\mathcal{H}_E} < \infty \quad \text{if and only if} \quad \lambda > 1.
\]

*Proof.* By definition of \(f_\lambda\), this function is constant on each subtree \(T_i\), whose root is \(x_i(1)\), and \(x_{i+1}(2)\) is the unique neighbor of the root in \(T_i\). By symmetry, the value of \(f_\lambda\) on the subtree \(T_i'\), whose root is \(x_i(2')\), is opposite to that on \(T_i\). Moreover, by (6.3),
\[
f_\lambda(x_i(1)) = \frac{\lambda^i - 1}{\lambda^i - 2(\lambda - 1)}.
\]

Then, the formula for the energy norm
\[
\|f_\lambda\|_{\mathcal{H}_E}^2 = \frac{1}{2} \sum_{x \in V} x \sum_{y \sim x} c_{xy}(f_\lambda(x) - f_\lambda(y))^2,
\]

is obtained.
gives nonzero contributions only for two infinite paths, \((x_0, x_1(1), ..., x_i(1), ...)\) and \((x_0, x_1(2), ..., x_i(2'), ...)\); furthermore, these contributions are equal. Thus, \(\|f_\lambda\|_{HE} < \infty\) if and only if the following series converges:

\[
\sum_{i=1}^{\infty} (\lambda^{-i} - 1 - \frac{\lambda^{-i-1}}{\lambda^{-3}(\lambda - 1)})\lambda^{i-1} \right) \lambda^i = \sum_{i=1}^{\infty} \left( \frac{1}{\lambda^{i-3}} + \frac{1}{\lambda^{i-2}} \right).
\]

The latter is obviously finite only for \(\lambda > 1\).

**Example 7.5** (The Pascal graph). It is not difficult to realize the condition of Corollary 7.2 for a weighted Bratteli diagram \((B, c)\). For instance, suppose that \(c_{xy} = 1\) for any edge \(e = (xy)\), that is it defines the so called simple random walk on \(B\). If the growth of the sequence \((|V_n|)\) is at most sublinear, then the series \(\sum_{n=0}^{\infty} (\beta_n |V_n|)^{-1}\) diverges, and therefore any nonconstant harmonic function has infinite energy.

For example, this case is easily realized for the Pascal graph that we considered in Section 6. When \(c = 1\) on the Pascal graph \(B\), then Proposition 6.5 gives us the explicitly defined harmonic function \(h\). It follows from Corollary 7.2 that \(\|h\|_{HE} = \infty\). Moreover, we can claim that there is no harmonic functions of finite energy on the Pascal graph with the conductance function \(c = 1\).

On the other hand, there is a relatively simple formula for the energy norm of any harmonic function on the Pascal graph. We notice that the relation

\[
\|f\|_{HE}^2 = \frac{1}{2} \sum_{x \in V} c(x)((P f^2)(x) - f^2(x)),
\]

used in Lemma 3.1 can also be written (after some evident manipulation) as follows

\[
\|f\|_{HE}^2 = \frac{1}{2} \sum_{x \in V} \sum_{y \sim x} c_{xy}(f^2(y) - f^2(x)).
\]

In the case when \(c_{xy} = 1\), for all edges \(e = (xy)\), we obtain that, for any nonconstant harmonic function \(f\), the energy is

\[
(7.5) \sum_{x \in V} \sum_{y \sim x} (f^2(y) - f^2(x)) = \infty.
\]

A similar formula can be written for \(c_{xy} = \lambda^n\) for any \(e = (xy) \in E_n\).

**Example 7.6** (Stationary Bratteli diagram). In Proposition 6.6 we described arbitrary harmonic function on a class of stationary Bratteli diagrams with \(c_e \in \{\lambda^n : n \in \mathbb{N}_0\}\). We can find out under what condition a harmonic function \(f = (f_n)\) satisfying (6.7) has finite energy.
Proposition 7.7. Suppose that a stationary weighted Bratteli diagram \((B,c)\) satisfies conditions of Proposition 6.6 with \(c_e = \lambda^n, e \in E_n,\) and \(\lambda > 1\). Let \(f = (f_n)\) be a harmonic function defined by (6.7). Then

\[\|f\|_{\mathcal{H}_E} < \infty\]

if and only if the vector \(f_1(x)\) is constant.

Proof. We recall that, for any \(x \in V_n\), we obtain from (6.7) the relation \(f_n(x) = f_1(x) \frac{\lambda^n - 1}{\lambda^{n-1}(\lambda - 1)}\). Then we compute

\[
\|f\|_{\mathcal{H}_E}^2 = \frac{1}{2} \sum_{x \in V_n} \sum_{y \sim x} c_{xy} (f(x) - f(y))^2
\]

\[
= \frac{1}{2} \sum_{n=1}^{\infty} \sum_{x \in V_n} \lambda^{n-1} \left[ \sum_{y \in V_{n-1}} (f_n(x) - f_{n-1}(y))^2 + \lambda \sum_{z \in V_{n+1}} (f_n(x) - f_{n+1}(z))^2 \right].
\]

For every summand in the above formula, we have

\[
\lambda^{n-1}(f_n(x) - f_{n-1}(y))^2 = (f_1(x)\lambda^n - f_1(y)\lambda^{n-1})^2 \frac{1}{\lambda^{n-1}(\lambda - 1)^2}
\]

(7.6)

\[
= ((f_1(x) - f_1(y))\lambda^n + f_1(y)\lambda - f_1(x)) \frac{1}{\lambda^{n-1}(\lambda - 1)^2},
\]

and similarly

\[
\lambda^n(f_n(x) - f_{n+1}(z))^2 = ((f_1(x) - f_1(z))\lambda^{n+1} - f_1(x)\lambda + f_1(z)) \frac{1}{\lambda^n(\lambda - 1)^2}.
\]

(7.7)

Substituting (7.6) and (7.7) in the formula for the energy norm, we immediately deduce that \(\|f\|_{\mathcal{H}_E}^2 < \infty\) if and only if \(f_1(x) = f_1(y)\) for any \(x, y \in V_1\). □

Remark 7.8. In [Geo10], it was proved that if for an electrical network \((G,c)\) the total conductance is finite, i.e., \(\sum_{e \in E} c(e) < \infty\), then there is no nontrivial harmonic function of finite energy. If the network \(G\) is represented by a weighted Bratteli diagram \((B,c)\), we have

\[
\sum_{e \in E} c(e) = \frac{1}{2} \sum_{x \in V_n} \sum_{y \sim x} c_{xy} = \frac{1}{2} \sum_{n=0}^{\infty} \sum_{x \in V_n} c(x).
\]

Then we deduce from [Geo10] that if, in particular, \(\sum_{n=0}^{\infty} \beta_n |V_n| < \infty\), then there is no nonconstant harmonic function of finite energy on \((B,c)\).

Thus, we obtain the following qualitative observation: there two classes of Bratteli diagrams when all harmonic functions have infinite energy: (i) the sequence \((\beta_n |V_n|)\) is either decreasing sufficiently fast, or (ii) it is not growing too fast.
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