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ABSTRACT

We study the problem of best arm identification with a fairness constraint in a given causal model. The goal is to find a soft intervention on a given node to maximize the outcome while meeting a fairness constraint by counterfactual estimation with only partial knowledge of the causal model. The problem is motivated by ensuring fairness on an online marketplace. We provide theoretical guarantees on the probability of error and empirically examine the effectiveness of our algorithm with a two-stage baseline.

1 Introduction

Automated decision-making is becoming more involved in people’s lives, with applications in hiring [Rudin, 2013, Miller, 2015], last mile delivery [Liu et al., 2018], and online advertising [Bottou et al., 2013]. These applications have given rise to concerns about the transparency and the fairness of the decision-making process. It is vital to distinguish unfair algorithms from fair ones for better quality of service and substantial societal benefits like diversity, stability and safety.

Efforts have been made in the design of algorithmic fairness in various settings [Calders and Verwer, 2010, Dwork et al., 2012, Bolukbasi et al., 2016, Nabi and Shpitser, 2018, Joseph et al., 2016]. Many of them define a quantitative measure of fairness and apply it on a dataset. The subjectivity of the definition of fairness has caused variation on different datasets and problems. Kusner et al. [2017] proposed a causal approach to the definition of fairness named counterfactual fairness, which attempts to capture the variation caused by a counterfactually different sensitive attribute of the subject.

Our problem is motivated by the example of online advertisement in Bottou et al. [2013, Sen et al., 2017], where there are many candidate algorithms for predicting click-through rate and the final revenue is determined by a complex causal relationship represented by a causal model. Causal graphs are useful representations of the complex causal relationship between the variables in many problems and systems [Pearl, 2009, Sen et al., 2017] considers the problem of finding the best algorithm that leads to the largest revenue by best-arm identification under budget constraints. Inspired by these works and recent advances on fairness accountability and transparency, we study the problem of identifying the best fair algorithm that leads to maximum revenue while satisfying the fairness constraint under a fixed budget.

Fair treatment to different customer groups is important to keep business alive. The deployment of an unfair facial recognition software can be detrimental to company’s reputation and lead to legal risks [Doffman, 2019]. It is important for companies to prevent different treatment of customers based on their race, gender or other sensitive attributes. In light of this, we propose a novel group level fairness constraint on a continuous outcome, in the case the outcome is the revenue, the constraint bounds the variation of the revenue due to counterfactual change of sensitive attributes. After spending a limited budget, we try to minimize the probability of misidentifying the best fair arm. Furthermore, our problem can be formalized as a best-arm identification problem with constraint, or top feasible arm identification in [Katz-Samuels and Scott, 2019]. This constraint is defined as counterfactual fairness in our paper and specifically studied in the causal bandits setting.

To summarize our contributions, we study the problem of identifying best fair intervention in a given causal model. Given partial knowledge of the causal graph and the freedom of intervening in actions at certain nodes, we aim to choose a best sequence of interventions to discover which action leads to the largest expected value of the target node while meeting the fairness constraint. We provide theoretical guarantee of exponential decay rate on the probability of...
error of the proposed algorithm when best fair arm exists, and when it does not, show that our algorithm detects its non-existence with high probability asymptotically to 1. We empirically show its effectiveness against a naive two-stage baseline algorithm that spends half the budget for fair arm identification and the rest for best arm identification. The settings of the experiments will be discussed in detail in Section 5.

2 Related Work

In the context of causal bandits, our work is closely related to 
[16] Lattimore et al., 2016 [2017] Sen et al. [2018] Yabe et al. Lattimore et al. [2016] studied the problem of identifying the best hard interventions on multiple variables, provided that the distribution of the parents of the target node is known under those interventions. In contrast, Sen et al. [2017] considered soft interventions that affect the mechanism between a ‘source’ node and its parents, far away from the target. Our work follows this setting and builds on it with a fairness constraint. Yabe et al. [2018] considers an arbitrary set of binary interventions in a causal graph consisted of binary variables. Unlike previous work, we further impose a fairness constraint on arms. The goal is to find the best arm among all the fair arms, which makes the problem more challenging. We also consider both hard intervention and soft intervention with a different choice of directed cut in the causal graph to study the counterfactual fairness.

The issue of fairness is receiving ever-increasing attention in the machine learning community. There are many research works on deriving fairness metrics or inducing fair algorithms from observational data [18] Nabi et al., 2018 [20] Nabi and Shpitser 2018 [2017] Gillen et al. [2018] Zhang and Bareinboim 2018 [2017] Jabbari et al. [2017] Dwork et al., 2012. Unfairness in algorithms can be caused by bias in data collection and by algorithm design [19] Coleau et al. 2019. It can be detrimental to the companies’ business due to the loss of diversity of customers and the vulnerability to varied business environment [2019] Holstein et al., 2019 [2019] Zhang et al. 2019. Thus, it is imperative to design an online algorithm that identifies fair algorithms for deployment beyond common business metrics. In this paper, we propose a counterfactual fairness criterion in the spirit of [2017] Kusner et al. on a continuous outcome. Our setting captures the case of revenue maximization on an online platform.

In the study of fair bandits, Patil et al. [2019], Li et al. [2019], Chen et al. [2019] considered a fairness problem to ensure the number of pulls of each arm is at least above a given fraction in settings like resource allocation. Metevier et al. [2019] proposed a framework to use user-specified fairness measure with offline contextual bandit. Unlike this work, we focus on online causal bandits and propose a novel counterfactual fairness measure. Joseph et al. [2016] defined fairness as a worse arm never being preferred over a better one, which is important in applications like resource allocation. Liu et al. [2017] adopted a close fairness definition where arms with similar quality distribution should be selected with similar probability. These definitions are closely related to individual fairness. Dwork et al. [2012], Gillen et al. [2018] considered a linear contextual bandit setting with an unknown fairness metric that is returned by the environment, but in our problem this feedback is not available. Unlike these works, we define the fairness as the expected difference between the revenue (outcome) and the counterfactual revenue for a different sensitive attribute in a given causal model. We deem an algorithm unfair if it has a clear advantage when varying only the sensitive attribute in the causal model [2009] Pearl. We also extend the counterfactual fairness in [2017] Kusner et al. to a group level fairness measure that addresses continuous variables. It is worth mentioning that the fairness in Joseph et al. [2016] is consistent with the objective in maximizing the total reward in traditional bandit literature, while our fairness criterion makes the problem with optimal reward possible to be unfair. Katz-Samuels and Scott [2018] [2019]. Katz-Samuels and Bagherjeiran [2019] has a similar problem setting as ours. The goal is to find a collection of arms whose means are feasible (inside a polyhedron) and maximize some linear reward function. Our work can also be viewed as an extension of feasible arm identification problem that considers the information leakage between arms due to the causal graph structure. Furthermore, we propose a novel fairness constraint base on the causal structure and estimate it by importance sampling.

3 Problem Statement

In causal bandit problems [16] Lattimore et al., 2016 [2017] Sen et al., 2017, Yabe et al., 2018, agent obtains different rewards for repeated intervention on a given causal model [2009] Pearl. A causal model is defined by a directed acyclic graph G over a set of random variables Y = S ∪ X ∪ Y = {S, X1,⋯, XN, Y} with a joint distribution P over Y that factorizes over G, where Y is the target variable of interest and S is the sensitive attribute. The parents of a variable Xi is denoted as pa(Xi) with a direct edge pointing from Xj ∈ pa(Xi) to Xi. We use do(xi = x) to represent a hard intervention that assigns the value x to Xi. This intervention will remove all the edges from pa(Xi) to Xi; correspondingly, soft interventions modify conditional distributions between pa(Xi) and Xi. A soft intervention chooses a conditional distribution from f(Xi|pa(Xi)), k = 1,⋯, K and does not change the causal model G(Y, E); it only changes P at variable Xi. Previous work tries to find the best interventions that maximizing the reward Y.
Motivated by ensuring fairness in an online marketplace, we try to answer the question: how to find the best fair soft intervention that maximizes the outcome of target variable? We discuss the online marketplace example and our fairness definition in detail below.

Consider an online advertisement marketplace example as shown in Figure[1]. This example is motivated by the case introduced in [Sen et al., 2017] and [Bottou et al., 2013]. Revenue is determined by many variables in a complex causal graph. The supplier aims to find the best prediction algorithms among $K$ options in order to predict the click-through rate, which corresponds to the soft intervention $P_i(V|pa(V)), i = 1, 2, \cdots, K$ where we use $V$ to represent variable that will be soft intervened. This assumption is reasonable because in practice we usually have a good understanding of our deployed algorithms and their output given input. This assumption further enables us to use importance sampling for best arm identification [Sen et al., 2017; Latimore et al., 2016]. The goal of the best arm intervention is to maximize the expected revenue $E_i[Y]$ given intervention $i$. However, the best intervention is not always fair, in the sense that it may prefer some majority group. For example, one algorithm can generate large revenue for male customers but little for female customers. This difference is modeled by the binary sensitive attribute $S = \{s, s'\}$. We assume the knowledge of the distribution $P(X_k|pa(X_k))$ for all $X_k \in ch(S)$, where $ch(X)$ is the set of child nodes of $X$. We further assume that $S$ has no parents in the causal graph. These two assumptions are natural since most sensitive attributes like race and gender are not determined by outside factors, and the probabilities $P(X_k|pa(X_k))$, like user query given a male user, can be estimated using observational data. They also ensure the validity of our approach to use importance sampling for the counterfactual estimation. We assume $P(X_k|pa(X_k))$ is continuous with respect to each other or have same non-zero support for discrete distribution. In addition to maximizing the revenue $E_i[Y]$, we also need to make sure the algorithm deployed is fair with a high probability. It is important for online platforms to make sure that fairness is achieved when deploying their algorithms. Otherwise, minority groups might lose interest in the platform and drop out eventually, leaving the platform prone to miss future business opportunities [Zhang et al., 2019].

Our algorithm requires only partial knowledge of $X_k, pa(X_k)$ for $X_k \in ch(S)$ and $S, V, pa(V)$; all other variables in the causal graph may be unobserved across the experiment.

3.1 Fairness Definition

Many fairness definitions are adopted in various applications. A common class of approaches for fair inference is to quantify fairness via an associative, rather than causal, relationship between the sensitive feature $S$ and the outcome $Y$. For instance, [Feldman et al., 2015] adopted the 80% rule, for comparing selection rates based on sensitive features. This is a guideline (not a legal test) advocated by the Equal Employment Opportunity Commission [EEOC., 1979] to suggest possible discrimination. In our problem, we ask the question whether the requester will get the same outcome if the sensitive attribute is different — if they vary the sensitive attribute while fixing other attributes in the causal graph. This quantity is different from a simple do operation on $S$, i.e.,

$$Y \leftarrow \mathbb{E}[Y | S_\neq s],$$

where we use $\mathbb{E}[Y | S_\neq s]$ for all $X_k \in ch(S)$, and we can estimate the counterfactual by importance sampling. We define the counterfactual fairness with respect to the final outcome as:

$$\zeta_{i,s} = \mathbb{E}[Y_i | S_\neq s] - \mathbb{E}[Y_i | S = s].$$

This leads to the definition of fair interventions:

**Definition 1** ($E$-fair intervention). An intervention $i$ is said to be an $E$-fair intervention for attribute $S \in \{s, s'\}$ it if satisfies $|\zeta_{i,s}| < E$ and $|\zeta_{i,s'}| < E$.

The hyperparameter $E$ is problem dependent, and different platforms and socioeconomic conditions will influence the choice of $E$.

3.2 Budget Constraint

The problem we consider involves a fixed budget $B$, and pulling arm $i$ incurs a cost $c_i$. After pulling each arm, we observe $\{S, X, pa(X), Y\}$ for all $X \in \{ch(S), V\}$. Additionally, we have the option to do hard intervention by recruiting volunteers with desired sensitive attributes $s \in S$. Denote the cost for obtaining a data point with $S = s$ for arm $k$ as $c_{k,s} = b_k$ as $b_k$. It is required that the average cost of sampling and revealing does not exceed a cost budget $B$, i.e., $\sum_{k=0}^{K-1} c_k \nu_{s',k} + a_k \nu_{s,k} + b_k \nu_{s',k} \leq B$, where $\nu_{s',k}, \nu_{s,k}, \nu_{s',k}$ are the fraction of time that we pull $k$-th arm (doing $k$-th soft intervention) given $S = s$, $S = s'$ respectively, and $\sum_k \nu_{s',k} + \nu_{s,k} + \nu_{s',k} = 1$. 

3
3.3 Objective

The common objective of simple regret for best-arm identification is not well-suited in our problem because for unfair arms, the regret is undefined. Therefore, we restrict our theoretical analysis to bounding the error probability of the problem defined as \( e(B) = \mathbb{P}[k(B) \neq k^*] \). Here \( k^* \) is the best fair intervention, which is defined as the arm that has the largest expected outcome among all arms that are \( \mathcal{E} \)-fair. However, if the cost of choosing an unfair arm is known a priori, we can easily extend our proof for simple regret.
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Figure 1: An example motivated by Sen et al. [2017] and Bottou et al. [2013] of finding the best intervention on an online advertisement marketplace, the supplier needs to choose the best prediction algorithm to maximize the revenue. Here Sex is the sensitive attribute we want to protect and ad inventory is hidden variable, our algorithm only needs to observe part of the graph for the constraint best arm identification problem.

4 Main Result

In this section, we provide our main theoretical result on a successive rejection style algorithm that leverages the information leakage and simultaneously identifies fair arms via importance sampling. Since we know the distribution of different interventions, after pulling one arm, we can use importance sampling to help estimate the reward of all other arms. Moreover, we use importance sampling clipping from Lattimore et al. [2016, Sen et al., 2017] to control the information leakage and simultaneously identifies fair arms via importance sampling. Since we know the distribution of the largest expected outcome among all arms that are \( \mathcal{E} \)-fair, however, if the cost of choosing an unfair arm is known a priori, we can easily extend our proof for simple regret.

The samples from arm \( j \in [K] \) can be used to estimate \( \mathbb{E}_i[Y] \), the outcome of arm \( i \). Formally, \( \mathbb{E}_i[Y] = \mathbb{E}_j \left[ Y \frac{P_i(Y|pa(Y))}{P_j(Y|pa(Y))} \right] \). The equation is valid because the only change of the joint probability in the causal model under arm \( i \) and \( j \) is at \( P(Y|pa(Y)) \). Similarly, we have the estimates of the counterfactual effect

\[
\mathbb{E}_{i,s}[Y^{s,s'}] = \mathbb{E}_{j,s'} \left[ Y \frac{P_i(Y|pa(Y))}{P_j(Y|pa(Y))} \times \prod_{X_{i}\in ch(S)} P(X_i|pa(X_i)\backslash S,S = s) \right],
\]

because the only difference in the product of the joint distribution \( \mathcal{P} \) is \( \prod_{X_{i}\in ch(S)} P(X_i|pa(X_i)) \).

In the spirit of [Sen et al., 2017], we use the notion of \( f \)-divergence to define the clip estimators.

**Definition 2.** The conditional \( f \)-divergence between two distributions \( p(X,Y) \) and \( q(X,Y) \) is defined as

\[
D_f(p_{X|Y} \| q_{X|Y}) = \mathbb{E}_{q_{X,Y}} \left[ f \left( \frac{p_{X|Y}(X|Y)}{q_{X|Y}(X|Y)} \right) \right]
\]

In the special case where the function in the \( f \)-divergence is \( f_1(x) = x \exp(x-1) - 1 \), the cut-off threshold in the clipped estimator is selected as \( M_{ij} = 1 + \log(1 + D_{f_1}(P_i \| P_j)) \).

Identifying a fair arm involves a similar cut-off threshold for the estimation of fairness criterion.

\[
D_{ij}^{s,s'} = \log \left( \mathbb{E}_{i,s} \left[ \exp \left( \frac{P_i}{P_j} \frac{P_s}{P_{s'}} - 1 \right) \right] \right) + \mathbb{E}_{i,s'} \left[ \exp \left( \frac{P_i}{P_j} \frac{P_s}{P_{s'}} - 1 \right) \right].
\]
Here $P_i$ is the shorthand for $P_i(V|\text{pa}(V))$ and $P_s$ represents $\prod_{X_i \in ch(S)} P(X_i|\text{pa}(X_i)\setminus S, S = s)$. This measure naturally arises in our theoretical analysis and helps to bound the failing probability of identifying unfair arms in each stage. Due to the unbounded variance brought by importance sampling, the $K$-by-$K$ matrices $M_{ij}$ and $D_{ij}$ are used to control the variance of our clipped estimators for outcome and fairness measure in Equation (3) and (4).

\[
\hat{Y}_k^s = \frac{1}{Z_k} \sum_{m \in T_k} \frac{1}{M_{kj}} Y_j(m) \frac{P_k(V_j(m)|\text{pa}(V)_j(m))}{P_j(V_j(m)|\text{pa}(V)_j(m))} \| \frac{P_k(V_j(m)|\text{pa}(V)_j(m))}{P_j(V_j(m)|\text{pa}(V)_j(m))} \| \leq 2 \log \left( \frac{2}{\epsilon} \right) M_{kj}
\]

(3)

\[
\hat{\zeta}^{s,s'}(\epsilon) = \frac{1}{O_k^{s,s'}} \sum_{1 \leq j \leq K, m \in T_{k,j}^{s,s'}} \frac{1}{D_{kj}^{s,s'}} Y_{j,s'}(m) \frac{P_k}{P_j} \left( \frac{P_s}{P_{s'}} - 1 \right) \| \frac{P_k}{P_j} \left( \frac{P_s}{P_{s'}} - 1 \right) \| \leq 2 \log \left( \frac{2}{\epsilon} \right) D_{kj}^{s,s'}
\]

(4)

We aggregate samples from different arms and use the estimators in Equation (3) and (4) for the expected outcome and fairness constraint. The estimator in Equation (4), unlike the one-sided estimator in Sen et al. [2017], is two-sided. Let $T_k \subset \{1, 2, \cdots, \tau\}$ be the indices of all the samples collected from arm $k$, and let $T_k^s \subset \{1, 2, \cdots, \tau\}$ be the indices of all the samples collected from arm $k$ with sensitive attribute $s$. We use $\tau_k, \tau_i, \tau_{i,s}$ to denote the samples collected for estimating the outcome $Y$ and for estimating the fairness constraint $\zeta^{s,s'}$. We use $m$ to denote the index of samples. Finally, let $Z_k = \sum_{j} \tau_{k,j}, O_k^{s,s'} = \sum_{j} \tau_{i,s}^{k} D_{kj}^{s,s'}$. The constant $\epsilon$ is phase-dependent and is chosen to be $2^{-(l-1)}$ in the proof to balance the bias-variance trade-off in each stage.

4.1 Algorithm

To find the best fair intervention, we proposed a variant of success rejection style algorithm that we named constraint successive rejection (CSR). The pseudo-code of our methods are listed in Algorithm 4,5 and 6. At each phase, we identify safe fair arms set $F$ and jointly eliminate sub-optimal arms (arms that are fair but have lower reward than the optimal fair arm) and unfair arms and get remaining arms $R$. The step size in each phase of each set is carefully designed to control the probability of mis-identification. A naïve solution to this problem is to use a two-stage algorithm that identifies all fair arms in the first phase and uses any best-arm identification module in the second phase to identify the best arm. We will also experiment with this approach as a baseline in Numeric Analysis Section. Intuitively, our joint approach should have a better guarantee on the probability of error because samples are used more efficiently. We set $n(T) = \log \log 10 \sqrt{\tau}$ and $\log(n) = n_{i=1}^{T} \frac{1}{i};$ in Algorithm 6, $\tau(i) = \frac{T}{\log(n(T))}$ and $\sum_{i} \tau(i) = T$. The three matrices used in budget allocation algorithm are decided by the divergence matrices and are used to solve a linear programming problem. The A, B, C matrices in Algorithm 6 corresponds to the $K$-by-$K$ outcome divergence matrix and two fairness divergence matrix filled with $M_{ij}, D_{ij}^{s,s'}, D_{ij}^{s,s''}$. By solving the max-min problem, we can ensure a uniform good approximation in estimating the outcome and the fairness constraint. It returns $\tau_{ij}, \tau_{i,j}, \tau_{i,j}^{s,s'}$, which are the number of samples allocated to estimate $\hat{Y}_k, \hat{\zeta}^{s,s'}$ and $\hat{\zeta}^{s,s'}$. This allocation considers the budget constraint and information leakage through outcome and fairness divergence and tries to optimize the variance of the worst arm. Moreover, if after running Algorithm 1, $|F| = 0$, we declare that no fair arm is found.
We provide a problem-dependent theoretical guarantee for Algorithm 4. Theorem 1 shows that CSR guarantees the exponential decaying error rate of returning no fair arms found.

Algorithm 1: Constraint Successive Rejection (CSR) - Given $T, B$

```
for $i = 1$ to $n(T)$ do
  get $\gamma_i(l)$, $\tau(s,l)$, $\tau_s(l)$ using Algorithm 6
  Use arm $k$, $\gamma_i(l)$, $\tau(s,l)$, $\tau_s(l)$ times and collect samples $(Y, X, p(X), S)$, for
  for $k \in R$ do
    Calculate $Y_k, \hat{\xi}_k, \hat{\xi}_k^*$
  end for
  if $|R| = 1$ then
    return arm in $R$
  end if
  $F = \left\{ k \in R(l) : \hat{\xi}_k + \frac{3}{\sqrt{T}} < \xi \land \hat{\xi}_k^* - \frac{3}{\sqrt{T}} > -\xi \right\}$
  if $|F| = 0$ then
    go to next phase
  end if
  $Y_H = \max_{k \in F} Y_k$
  $R = R - \{ k \in R : (Y_H - \hat{\xi}_k + \frac{3}{\sqrt{T}}) \lor (\hat{\xi}_k^* - \frac{3}{\sqrt{T}} > -\xi \lor \hat{\xi}_k^* - \frac{3}{\sqrt{T}} > -\xi \lor \hat{\xi}_k^* - \frac{3}{\sqrt{T}} > -\xi \lor \hat{\xi}_k^* - \frac{3}{\sqrt{T}} > -\xi \}$
end for
```

4.2 Theoretical Result

We provide a problem-dependent theoretical guarantee for Algorithm 4. Theorem 1 shows that CSR guarantees the exponential decaying error rate for returning the optimal arm when best fair arm exists. When there is no fair arm, Theorem 2 shows that CSR guarantees exponential decaying error rate of returning no fair arms found.

**Theorem 1.** Consider a problem instance with $K$ candidate arms. Suppose $K > 1$ and there exists a best fair arm $k^*$ satisfying $|\xi_{k^*}| < \xi$. Let $\rho_k$ be the optimal gap associated with each arm defined in the proof. Further define $H = \max_{k \neq k^*} \rho_k^2 / 2 \exp(-e/(B,R^+(k)))$. The error probability of Algorithm 1 is bounded as

$$e(T, B) \leq 8K^2 \rho^* \exp(-\frac{T}{8H \log(n(T))})$$

where $\rho^*$ and $H$ are problem-dependent constants.

**Proof Sketch:** To derive this result, note that error happens when the best fair arm is eliminated in a certain round. The elimination occurs (i) when a fair arm’s estimated reward exceeds the best fair arm or (ii) when the best fair arm is deemed unfair. Both suggests a lower bound on the error of estimated reward and on the error of estimated fairness gap. The two types of error are described with our notions of “success event” and “safe event” in our online analysis. Our algorithm operates in rounds, in each stage, our algorithm tries to eliminate unfair and sub-optimal arms simultaneously. By carefully control the failing probability of each stage, we get an exponential decaying rate up to a log factor.

**Remark 1.** In order to jointly eliminate sub-optimal and unfair arms in each phase, our algorithm has a larger constant compared to [Sen et al. 2017], where there is no constraint on fairness. The larger constant $H$ is from more constraint on fairness for identifying fair arms, which makes our problem harder than [Sen et al. 2017]. Our problem-dependent constants $\rho_k$ includes the fairness gap too, which characterize the difficulty level of identifying each arm using our algorithm.

Next, we consider the setting when no fair arm exists, the following theorem shows our algorithm will also identify this setting with a probability asymptotically converges to 1.

**Theorem 2.** Suppose that $K > 1$ and for all arms $k \in [K]$ either $|\xi_k^*| \geq \xi$ or $|\xi_k^*| \geq \xi$. Define the constant $\xi^* = \min_{k \in [K]} \min\{\xi_k^*, \xi_k^* \geq \xi\}$. Then, the probability that the algorithm declares no fair arm exists is
\[1 - 4Kn(T) \exp\left(-\frac{(\xi^*)^2T}{32n(T)^3 \log(n(T))}v^*(B)^2\right),\]

where \(v^*(B) = \min_{\emptyset \neq R \subseteq [K]} v^*(B, R)\).

The proof of both theorems is provided in the supplementary material due to space limit. The probability of correctly identifying the non-existence of fair arms approaches 1 as \(T\) goes to infinity.

5 Numerical Analysis

To demonstrate the effectiveness of the proposed approach, we use the causal graph as shown in Figure 2. Each sensitive attribute in \(S\) has a corresponding categorical distribution to generate \(V \in \{1, \ldots, m\}\), and each arm \(V_i\) has a binomial distribution. The random variable \(\epsilon\) has a binomial distribution with parameter \(p = 0.99\). \(Y\) is generated by \(\epsilon\) and \(V_i\) as follows:

\[
Y = \begin{cases} 
  f(V_i), & \text{if } \epsilon = 1, \\
  1 - f(V_i), & \text{otherwise.}
\end{cases}
\]

We follow the experiment setting in Sen et al. [2017] and assume that there is only one easy arm that can be pulled many times. It corresponds to the setting that we have a sufficient number of samples from a deployed system but it is costly to acquire samples for new arms. We define the following budget constraint:

\[
\sum_{k \neq 1} \nu_{Y,k} + \nu_{s,k} + \nu_{s',k} < \frac{1}{\sqrt{T}}.
\]

This implies we cannot acquire more than \(\sqrt{T}\) samples for all other arms for reward and fairness estimation. This setting makes it easier for us to adjust the divergence with arm 1 to see how our algorithm performs under various settings. We set \(K = 30\) and \(m = 20\) in our experiment and all results are averaged over 100 runs.

We use a two-stage style algorithm as a baseline for comparison. The two-stage algorithm uses half of the budget to identify all arms that satisfy the fairness constraint, and then uses the remaining budget to identify the best arm among the selected fair arms. For the best arm identification module, we use SRIS-v1 and SRIS-v2 in Sen et al. [2017], which are the state-of-the-art algorithms of this problem to the best of our knowledge. The complete description and pseudo-code of these two stage algorithms are provided in the supplementary material. We abbreviate our algorithm CSR-V1, CSR-V2 to V1 and V2, respectively. Similarly, the two baseline algorithms are referred to as two stage V1 and two stage V2. We report the probability of error in our plots below. Each setting has a unique best fair arm that our algorithm aims to identify. We plot the probability of error against the total budget in each figure.

5.1 No Fairness Constraint

First, we consider the case where the fairness constraint is always satisfied so that the problem degenerates to best arm identification in Sen et al. [2017]. We set the divergence relatively small so that \(M_{k0}/\sqrt{K}, D_{s0}^{s'}/\sqrt{K}, D_{s0, s}/\sqrt{K} < 30\). Since we mainly use samples from arm 1 to estimate arm \(K\)’s outcome and counterfactual fairness, we keep this condition in the following experiments. We set the constraint \(E\) equal to 2, which all arms satisfy by a large margin. Therefore, our algorithm will spend extra budget on exploring the fairness constraint on sensitive attributes, it should perform worse than a normal best arm identification algorithm. The observation is confirmed in Figure 3(a). V2 and Two Stage V2 easily achieve perfect performance, and two stage V1 demonstrates low probability of error because it still spends half of the budget for the best arm identification module.
5.2 Loose Fairness Constraint

In this setting, we consider the case that the fairness constraint is relatively large in the sense that some arms do not meet the fairness constraint, and we need to identify the optimal arm that is fair. We keep the same constraint on the divergence and keep the minimum gap on the final outcome similar. As the fairness constraint becoming smaller, the minimal gap on fairness gets smaller and the problem becomes harder. As a result, only 8 arms are not feasible. As shown in Figure 3(b), V2 achieves the best performance in minimizing probability of error comparing to all other baselines. V1 has a similar performance comparing to its two-stage counterpart. This could be due to noisy estimation since only limited samples are used in each phase.

5.3 Tight Fairness Constraint

In this setting, we consider the hardest case where the minimal gap is relatively small in the sense that many arms do not meet the fairness constraint and we need to identify the optimal arm that is fair. Since the fairness constraint is very small, the algorithms cannot identify feasible arms easily, which makes them slower to find the optimal arm. In our experiment, only 9 arms are feasible. The fairness constraint is set to 0.03, and the optimal gap of outcome is around 0.06, which is also fairly small. The final result is shown in Figure 3(c). We notice the result is a little noisy when the constraint is small, so the result is averaged over 300 runs. In this setting, all algorithms suffer from high probability of error and clearly a lot more samples are needed than previous two settings to correctly identify the best fair arm. Two stage V1 and two stage V2 have a very similar performance to V1. However, V2 shows much better performance and a clear decreasing trend when the budget is increasing. This empirically demonstrates the effectiveness of our proposed algorithm.

5.4 Ablation Study

Finally, we consider the effect of divergence on the result of our algorithm. We control the divergence of $M_{k1}, D_{k1}^{s,s'}$ and $D_{k1}^{s,s}$ here to investigate how our results change with them. We use the same causal graph and experimental setting as above. Our analysis suggests that larger divergence implies smaller information leakage and a harder identification process. In all experiments performance of algorithms drops while the divergence gets larger. Our ablation study empirically supports our observation that a lower divergence term facilitates the estimation by importance sampling, which in turn improves the identification of the best fair arm. The complete results and discussions are included in supplementary material due to space limit.

6 Real Dataset

In order to examine how different methods perform in practice. We also use a more challenging task with a large causal graph HEPAR-II studied in medicine [Onisko et al.]. HEPAR-II has 70 nodes and 123 arcs. The average degree of the bayesian network is 3.51 and maximum in-degree is 6. An subset of the Directed Acyclic Graph [Pearl, 2009] is shown in Figure 7.
For our experiment, we choose the algorithm, protected attribute, outcome node as ‘fibrosis’, ‘sex’, ‘carcinoma’ in the bayesian network respectively. We created 10 random probability distributions for ‘fibrosis’ given its parents to represent 10 candidate algorithms that we need to identify the best fair arm from. We encode ‘carcinoma’ as 0 and 1 to represent the final reward generated for each customer and this reward needs to be counterfactually fair with respect to sex, which means for each customer, the algorithm will ensure their reward is almost the same if they have a different gender. We make the same assumptions as in the numeric analysis section for budget constraint, so the first arm represents an arm already deployed in the system so one can pull it for more times and other arms come with a larger cost. The fairness constraint is set to be 0.2. The Bayesian Network Repository provides a fitted bayesian network so that we can do random sampling to generate data that we consider to be ground-truth in our experiment.

Note that our algorithm only needs partial knowledge of the causal graph, an example is the omitted nodes in Figure 7. In this experiment, we only need access to two conditional probabilities and observation of 6 nodes in the causal graph, which is only 8.6% of the total nodes. In the context of an online marketplace, it means less data and teams are needed to ensure the algorithmic fairness for reasons like efficiency and security.

We experiment with total budget (number of pulls) ranging from 2000 to 10000 with a step size of 2000 and the probability of error is averaged over 50 runs. The result is shown in Figure 5. CSR and CSR-V2 still show the best performance under HEPAR-II dataset and the conclusion is consistent with what we found in numerical analysis section. We also find SRISV2 doesn’t perform well here, we suspect the first stage will eliminate the best arm by mistake in this more challenging problem.

7 Conclusion

In this paper, we propose a novel fairness criterion on revenue with respect to sensitive attributes in a given causal graph. Our criterion is based on counterfactual fairness. We introduce the important problem of identifying the best arm that satisfies the fairness constraint. This problem is solved by extending an existing causal bandit algorithm to the case of constrained best arm identification. We empirically and theoretically examine the effectiveness of the proposed method. This paper considers only one binary sensitive attribute. A general setting involves many sensitive attributes that people want to protect, and they could have complex dependencies. We also refrain from the discussion of identifiability and counterfactual inference in partially or completely unknown causal graphs in this paper and assume a given causal graph with full access to desired conditionals. These more challenging, but no less important problems are left for future research.
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A Proofs

A.1 Importance Sampling Clipped Estimator

Definition 3. $\eta_{i,j}(\epsilon)$

$$
\eta_{i,j}(\epsilon) = \min \left\{ \eta : \mathbb{P}_i \left( \frac{P_i(V|pa(V))}{P_j(V|pa(V))} > \eta \right) \leq \frac{\epsilon}{2} \right\}
$$

(7)

Definition 4. $\gamma_{i,j}^{s,s'}(\epsilon)$

$$
\gamma_{i,j}^{s,s'}(\epsilon) = \min \left\{ \gamma : \mathbb{P}_{i,s} \left( \frac{P_i(V|pa(V))}{P_j(V|pa(V))} \left( \prod_{X_k \in ch(S)} \frac{P(X_k)|pa(X_k) \setminus S, S = s}{P(X_k)|pa(X_k) \setminus S, S = s'} - 1 \right) > \gamma \right) \right\} + \mathbb{P}_{i,s'} \left( \frac{P_i(V|pa(V))}{P_j(V|pa(V))} \left( \prod_{X_k \in ch(S)} \frac{P(X_k)|pa(X_k) \setminus S, S = s}{P(X_k)|pa(X_k) \setminus S, S = s'} - 1 \right) > \frac{\epsilon}{2} \right\}
$$

(8)

The clipping threshold defined above are used in the estimators below.

$$
\hat{Y}_i^{(n)}(j) = \frac{1}{t} \sum_{m=1}^{t} Y_j(m) \frac{P_i(V_j(m)|pa(V)_{j}(m))}{\prod_{X_k \in ch(S)} \frac{P(X_k)|pa(X_k) \setminus S, S = s}{P(X_k)|pa(X_k) \setminus S, S = s'} - 1 \prod_{X_k \in ch(S)} \frac{P(X_k)|pa(X_k) \setminus S, S = s}{P(X_k)|pa(X_k) \setminus S, S = s'} - 1} \right\}
$$

(9)

$$
\hat{\hat{Y}}_{i,j}^{(n)}(j) = \frac{1}{t} \sum_{m=1}^{t} Y_j,s'(m) \frac{P_i(V_j,s'(m)|pa(V)_{j,s'(m)})}{\prod_{X_k \in ch(S)} \frac{P(X_k)|pa(X_k) \setminus S, S = s}{P(X_k)|pa(X_k) \setminus S, S = s'} - 1 \prod_{X_k \in ch(S)} \frac{P(X_k)|pa(X_k) \setminus S, S = s}{P(X_k)|pa(X_k) \setminus S, S = s'} - 1} \right\}
$$

(10)

$$
\hat{\hat{Y}}_{i,j,s,s'}(\gamma) = \frac{1}{t} \sum_{m=1}^{t} Y_j,s'(m) \frac{P_i(V_j,s'(m)|pa(V)_{j,s'(m)})}{\prod_{X_k \in ch(S)} \frac{P(X_k)|pa(X_k) \setminus S, S = s}{P(X_k)|pa(X_k) \setminus S, S = s'} - 1 \prod_{X_k \in ch(S)} \frac{P(X_k)|pa(X_k) \setminus S, S = s}{P(X_k)|pa(X_k) \setminus S, S = s'} - 1} \right\}
$$

(11)

We provide guarantees for the estimators above. We use the shorthand $\mu_i = \mathbb{E}_i[Y_j]$, which the expected outcome under $i$-th arm.

Lemma 3. $\hat{Y}_i^{(n)}(j)$ and $\hat{\hat{Y}}_{i,j}^{(n)}(j)$ satisfy the following bounds:

$$
\mathbb{E}_j[\hat{Y}_i^{(n)}(j)] \leq \mu_i \leq \mathbb{E}_j[\hat{Y}_i^{(n)}(j)] + \frac{\epsilon}{2}
$$

(12)

$$
\mathbb{E}_i[\hat{\hat{Y}}_{i,j}^{(n)}(j)] - \frac{\epsilon}{2} \leq \xi_{i,j}^{s,s'}(\gamma) \leq \mathbb{E}_i[\hat{\hat{Y}}_{i,j}^{(n)}(j)] + \frac{\epsilon}{2}
$$

(13)

$$
P \left( \mu_i - \delta - \frac{\epsilon}{2} \leq \hat{Y}_i^{(n)}(j) \leq \mu_i + \delta \right) \geq 1 - 2 \exp\left( - \frac{\delta^2 t}{2\lambda_{i,j}(\epsilon)^2} \right)
$$

(14)

$$
P \left( \xi_{i,j}^{s,s'} - \frac{\epsilon}{2} \leq \hat{\hat{Y}}_{i,j}^{(n)}(j) \leq \xi_{i,j}^{s,s'} + \frac{\epsilon}{2} \right) \geq 1 - 2 \exp\left( - \frac{\delta^2 t}{8\gamma_{i,j}^{s,s'}(\epsilon)^2} \right).
$$

(15)
Proof. The proof of Equation (12) is exactly the same as Sen et al. [2017], we refer readers to read supplementary of Sen et al. [2017] for details, we show proof for Equation (13),(14),(15) below.

\[
\xi_{i,j}^{s,s'} = \mathbb{E}_{j,s'} Y P_j(V|\text{pa}(V)) P_j(V|\text{pa}(V)) \times (\prod_{X_k \in \text{ch}(S)} p(X_k)|\text{pa}(X_k) \mid S, S = s) - 1)
\]

\[
\mathbb{P}\left(\left|\sum_{j \in \text{ch}(S)} P_j(V|\text{pa}(V)) \times (\prod_{X_k \in \text{ch}(S)} p(X_k)|\text{pa}(X_k) \mid S, S = s) - 1\right| > \gamma_{s,s'}^{i,j}(\epsilon)\right) \leq \frac{\epsilon}{2}.
\]

\[
\mathbb{P}\left(\left|\sum_{j \in \text{ch}(S)} P_j(V|\text{pa}(V)) \times (\prod_{X_k \in \text{ch}(S)} p(X_k)|\text{pa}(X_k) \mid S, S = s) - 1\right| > \gamma_{s,s'}^{i,j}(\epsilon)\right) \leq \frac{\epsilon}{2}.
\]

All terms in summation of [9] and [10] are bounded by \(\eta_{i,j}(\epsilon)\) and \(\gamma_{s,s'}^{i,j}(\epsilon)\) respectively, and by Azuma-Hoeffding:

\[
\mathbb{P}\left(\left|\sum_{j \in \text{ch}(S)} P_j(V|\text{pa}(V)) \times (\prod_{X_k \in \text{ch}(S)} p(X_k)|\text{pa}(X_k) \mid S, S = s) - 1\right| > \gamma_{s,s'}^{i,j}(\epsilon)\right) \leq \frac{\epsilon}{2}.
\]

\[
\mathbb{P}\left(\left|\sum_{j \in \text{ch}(S)} P_j(V|\text{pa}(V)) \times (\prod_{X_k \in \text{ch}(S)} p(X_k)|\text{pa}(X_k) \mid S, S = s) - 1\right| > \gamma_{s,s'}^{i,j}(\epsilon)\right) \leq \frac{\epsilon}{2}.
\]

A.2 Relating with f-divergence

Note that

\[
\mathbb{E}_{i} \left[\exp\left(\frac{P_i(V|\text{pa}(V))}{P_j(V|\text{pa}(V))}\right)\right] = [1 + D_{f_1}(P_i||P_j)]e,
\]

where \(f_1(x) = x \exp(x - 1) - 1\)

Lemma 4.

\[
\eta_{i,j}(\epsilon) \leq \log\left(\frac{2}{\epsilon}\right) + 1 + \log(D_{f_1}(P_i||P_j)) \leq 2 \log\left(\frac{2}{\epsilon}\right)[1 + \log(D_{f_1}(P_i||P_j))] = 2 \log\left(\frac{2}{\epsilon}\right)M_{ij}
\]

(21)

\[
\gamma_{s,s'}^{i,j}(\epsilon) \leq 2 \log\left(\frac{2}{\epsilon}\right)D_{f_1}^{i,j}
\]

(22)

Proof. The similar proof for (21) is done in Sen et al. [2017], here we extend the proof for Equation (22).

With moment generating function, we have the bound

\[
\mathbb{P}_{i,s}\left(\left|\sum_{j \in \text{ch}(S)} P_j(V|\text{pa}(V)) \times (\prod_{X_k \in \text{ch}(S)} p(X_k)|\text{pa}(X_k) \mid S, S = s) - 1\right| > \gamma\right) + \mathbb{P}_{i,s'}\left(\left|\sum_{j \in \text{ch}(S)} P_j(V|\text{pa}(V)) \times (\prod_{X_k \in \text{ch}(S)} p(X_k)|\text{pa}(X_k) \mid S, S = s) - 1\right| > \gamma\right) \leq \exp(-\gamma) \left(\mathbb{E}_{i,s}[\exp\left|\frac{P_i}{P_j}(\frac{P_i}{P_j} - 1)\right|] + \mathbb{E}_{i,s'}[\exp\left|\frac{P_i}{P_j}(\frac{P_i}{P_j} - 1)\right|]\right).
\]
Suppose the right hand side is smaller than \( \frac{Z}{2} \), we have
\[
\gamma \geq \log \left( \frac{2}{\epsilon} \right) + \log \left( \mathbb{E}_{i,s}[\exp\left\{ \frac{P_i}{P_j} (\frac{P_s}{P_{s'}} - 1) \right\}] \right) + \mathbb{E}_{i,s'}[\exp\left\{ \frac{P_i}{P_j} (\frac{P_s}{P_{s'}} - 1) \right\}] \right)
\] (24)

By the definition of \( \gamma_{i,j}^{s,s'}(\epsilon) \), we have:
\[
\gamma_{i,j}^{s,s'}(\epsilon) \leq \log \left( \frac{2}{\epsilon} \right) + \log \left( \mathbb{E}_{i,s}[\exp\left\{ \frac{P_i}{P_j} (\frac{P_s}{P_{s'}} - 1) \right\}] \right) + \mathbb{E}_{i,s'}[\exp\left\{ \frac{P_i}{P_j} (\frac{P_s}{P_{s'}} - 1) \right\}] \right)
\] (25)
\[
\leq 2 \log \left( \frac{2}{\epsilon} \right) D_{i,j}^{s,s'}
\]
where the last inequality follows from \( a + b \leq 2ab \) for \( a \geq 1 \) and \( b \geq \log_2 2 \).

Lemma A.1 and Lemma A.2 directly implies the following theorem.

**Theorem 5.**
\[
\mathbb{P}(\mu_i - \delta - \frac{\epsilon}{2} \leq \hat{Y}_{(n)}(j) \leq \mu_i + \delta) \geq 1 - 2 \exp\left(-\frac{2^{2t}}{8 \log(\frac{2}{\epsilon})^2 M_{i,j}^2} \right)
\] (26)
\[
\mathbb{P}(\zeta_{i,j}^{s,s'} - \delta - \frac{\epsilon}{2} \leq \hat{\zeta}_{i,j}^{s,s'}(\gamma) \leq \zeta_{i,j}^{s,s'} + \delta + \frac{\epsilon}{2}) \geq 1 - 2 \exp\left(-\frac{2^{2t}}{32 \log(\frac{2}{\epsilon})^2 D_{i,j}^{s,s'}} \right)
\] (27)

### A.3 Aggregating Estimators from Different Arms

Let \( T_k \subset \{1, 2, \ldots, \tau\} \) be the indices of all the samples collected from arm \( k \), \( T_{k,s} \subset \{1, 2, \ldots, \tau\} \) be the indices of all the samples collected from arm \( k \) with sensitive attribute \( s \). Recall the estimators \( \hat{Y}_k \) and \( \hat{\zeta}_k^{s,s'}(\epsilon) \) defined in the main paper:

\[
\hat{Y}_k = \frac{1}{Z_k} \sum_{j=0}^{K} \sum_{m \in T_j} \frac{1}{M_{k,j}} Y_{j}(m) P_k(V_j(m)|pa(V_j)(m)) \left\{ \frac{P_k(V_j(m)|pa(V_j)(m))}{P_j(V_j(m)|pa(V_j)(m))} \right\} \leq 2 \log \left( \frac{2}{\epsilon} \right) M_{k,j} \}
\] (28)
\[
\hat{\zeta}_k^{s,s'}(\epsilon) = \frac{1}{O_k^{s,s'}} \sum_{j=0}^{K} \sum_{m \in T_{j,s}} \frac{1}{D_{k,j}^{s,s'}} \left\{ \frac{P_k(V_{j,s}(m)|pa(V_{j,s})(m))}{P_j(V_{j,s}(m)|pa(V_{j,s})(m))} \right\} \leq 2 \log \left( \frac{2}{\epsilon} \right) D_{k,j}^{s,s'}
\] (29)

where \( Z_k = \sum_{j \in T_k, s \subseteq T_k} \sum_{m \in T_{j,s}} \frac{r_{j,s}}{M_{k,j}} \), \( O_k^{s,s'} = \sum_{j \in T_k, s \subseteq T_k} \frac{r_{j,s}}{D_{k,j}^{s,s'}} \)

**Lemma 6.**
\[
\mathbb{E} \hat{Y}_k \leq \mu_k \leq \mathbb{E} \hat{Y}_k + \frac{\epsilon}{2}
\] (30)
\[
\mathbb{E} \hat{\zeta}_k^{s,s'}(\epsilon) - \frac{\epsilon}{2} \leq \hat{\zeta}_k^{s,s'}(\gamma) \leq \mathbb{E} \hat{\zeta}_k^{s,s'}(\epsilon) + \frac{\epsilon}{2}
\] (31)

**Proof.** With Lemma A.2, the estimators (24) and (25) satisfy the assumption of Lemma A.1, whose proof carries over.

**Theorem 7.**
\[
\mathbb{P}(\mu_k - \delta - \frac{\epsilon}{2} \leq \hat{Y}_k \leq \mu_k + \delta) \geq 1 - 2 \exp\left(-\frac{2^{2t}}{8 \log(\frac{2}{\epsilon})^2 \left( \frac{Z_k}{\tau}\right)^2} \right)
\] (32)
\[
\mathbb{P}(\zeta_k^{s,s'} - \delta - \frac{\epsilon}{2} \leq \hat{\zeta}_k^{s,s'}(\epsilon) \leq \zeta_k^{s,s'} + \delta + \frac{\epsilon}{2}) \geq 1 - 2 \exp\left(-\frac{2^{2t}}{32 \log(\frac{2}{\epsilon})^2 \left( \frac{O_k^{s,s'}}{\tau_{s,s'}}\right)^2} \right)
\] (33)
Proof. In the summation, each term is bounded by $2 \log(\frac{\delta}{\epsilon})$, let $\hat{Y}_k = \frac{Z_k}{\tau} \hat{Y}_k$, $\hat{\zeta}_{k,s'}(\epsilon) = \frac{O_k^{2s'}}{\tau_{s'}} \hat{\zeta}_{k,s'}(\epsilon)$, by Chernoff’s bound,

$$\mathbb{P}(|\hat{\zeta}_{k,s'}(\epsilon) - \hat{\zeta}_k| > \delta) \leq 2 \exp(-\frac{\delta^2 \tau_{s'}}{32 \log(\frac{\delta}{\epsilon})^2})$$

(34)

Similarly, we get the concentration bound for $\hat{Y}_k$. \hfill \Box

A.4 Budget Allocation

Lemma 8. The allocation in Algorithm ensures $\frac{Z_k}{\tau}, \frac{O_k^{2s'}}{\tau_{s'}} \geq \frac{1}{\sigma^2(B,R)} = v^*(B,R)$, for all $k$

A.5 Online Analysis

Since the infeasible arms’ regret is undefined, simple regret is not meaningful in our case. We will only bound the probability of error $\epsilon(T, B)$. We define some quantities for the analysis:

- $R(l)$ : Set of arms remaining after phase $l - 1$
- $\hat{\zeta}_{k,s'}(l), \hat{\zeta}_{k,s'}(l)$ : Fairness estimator for arm $k$ at the end of phase $l$
- $\hat{Y}_k(l)$ : Estimator of reward of arm $k$ at the end of phase $l$
- $F(l) \subset R(l)$ : Arms that meet fairness constraint with high probabilities at the end of phase $l$, given by

$$\left\{ k \in R(l) : \hat{\zeta}_{k,s'} + \frac{3}{2l} < \mathcal{E} \wedge \hat{\zeta}_{k,s'} - \frac{3}{2l} > -\mathcal{E} \wedge \hat{\zeta}_{k,s'} + \frac{3}{2l} < \mathcal{E} \wedge \hat{\zeta}_{k,s'} - \frac{3}{2l} > -\mathcal{E} \right\}$$

(35)

- $\hat{Y}_H(l)$ : Highest estimator of reward in $F(l)$ at the end of phase $l$

- $A(l) \subset R(l)$:

$$\left\{ k \in R(l) : (Y_k - \hat{Y}_k \geq \frac{10}{2l}) \lor (\hat{\zeta}_{k,s'} - \frac{6}{2l} < \mathcal{E} \lor \hat{\zeta}_{k,s'} + \frac{6}{2l} > -\mathcal{E}) \lor (\hat{\zeta}_{k,s'} - \frac{6}{2l} > \mathcal{E} \lor \hat{\zeta}_{k,s'} + \frac{6}{2l} < -\mathcal{E}) \right\}$$

(36)

- $S_l$ : Success event of phase $l$ defined as:

$$\left\{ \bigcap_{k \in R(l)} \left\{ \mu_k - \frac{3}{2l} \leq \hat{Y}_k(l) \leq \mu_k + \frac{1}{2l-1} \right\} \cap \left\{ k \in F(l) \right\} \right\}$$

(37)

$$\left\{ \bigcap_{k \in R(l), k \neq k^*} \left\{ \hat{\zeta}_{k,s'} - \hat{\zeta}_{k,s'} < \frac{3}{2l} \cap |\hat{\zeta}_{k,s'} - \hat{\zeta}_{k,s'}| < \frac{3}{2l} \right\} \right\}$$

(38)

- $E_l$ : Safe event of phase $l$ defined as:

$$\left\{ \bigcap_{k \in R(l)} \left\{ \mu_k - \frac{3}{2l} \leq \hat{Y}_k(l) \leq \mu_k + \frac{1}{2l-1} \right\} \cap \bigg( \bigcup_{k \in R(l), k \neq k^*} \left\{ \hat{\zeta}_{k,s'} - \hat{\zeta}_{k,s'} < \frac{3}{2l} \cap |\hat{\zeta}_{k,s'} - \hat{\zeta}_{k,s'}| < \frac{3}{2l} \right\} \bigg) \right\}$$

(39)

If $S_l$ happens, arms in $A_l$ is eliminated and optimal arm survived.

$$\hat{Y}_H \geq \hat{Y}_k \geq \mu_k - \frac{3}{2l}; \quad \hat{Y}_k(l) \leq \mu_k + \frac{1}{2l-1}$$

(40)

This implies $\hat{Y}_H - \hat{Y}_k \geq \frac{5}{2l}$

$$\hat{\zeta}_{k,s'} + \frac{6}{2l} > -\mathcal{E}; \quad \hat{\zeta}_{k,s'} - \frac{6}{2l} > \mathcal{E}; \quad |\hat{\zeta}_{k,s'} - \hat{\zeta}_{k,s'}| < \frac{3}{2l}$$

(41)
implies \( \hat{\zeta}_{k,t} - \frac{3}{2} \ast \mathcal{E}, \hat{\zeta}_{k,t} + \frac{3}{2} < \mathcal{E} \), by symmetry the bounds with \( s \) and \( s' \) exchanged, so the proof also holds.

If \( E_1 \) happens, the optimal arm is survived, given \( E_1 \),

\[
|\hat{\zeta}_{k,t} - \zeta_{k,t}| < \frac{3}{2}\ast\; -\mathcal{E} < \zeta_{k,t} < \mathcal{E}; \tag{42}
\]

therefore \(-\mathcal{E} - \frac{3}{2} < \hat{\zeta}_{k,t} < \mathcal{E} + \frac{3}{2} \), also we know if \( k \in \mathcal{F}(l) \), then \( k \in \mathcal{F} \), so \( Y_k \leq Y_{k,s} \),

\[
\hat{Y}_k(l) \leq \mu_{k,s} + \frac{1}{2^{l-1}} \ast \; \hat{Y}_{k,s}(l) \geq \mu_{k,s} - \frac{3}{2}\ast\;
\]

which implies \( \hat{Y}_k(l) - \hat{Y}_{k,s}(l) \leq \frac{5}{2}\ast\), so given \( E_1 \), optimal arm is safe from elimination.

Let \( B_l = \mathbb{P}(S_l^* | S_{1:l-1}) \), \( C_l = \mathbb{P}(E_l^* | E_{1:l-1}) \)

**Lemma 9.**

\[
C_l = \mathbb{P}(E_l^* | E_{1:l-1}) \leq 6|\mathcal{R}^*(l)| \exp(-\frac{2^{-2(l-1)}\tau(l)\nu^*(B, R(l))^2}{32l^2}) \tag{44}
\]

and when \( l > \max\{\log \frac{5}{\hat{\zeta}_{k,s} + \mathcal{E}}, \log \frac{5}{\hat{\zeta}_{k,s} - \mathcal{E}}\} \),

\[
B_l = \mathbb{P}(S_l^* | S_{1:l-1}) \leq 8|\mathcal{R}^*(l)| \exp(-\frac{2^{-2(l-1)}\tau(l)\nu^*(B, R(l))^2}{32l^2}) \tag{45}
\]

**Proof.**

\[
\mathbb{P}(\mu_k - \frac{3}{2}\ast \leq \hat{Y} \leq \mu_k + \frac{1}{2^{l-1}}) \mathbb{P}(\hat{\zeta}_{k,s} - \frac{3}{2}\ast \leq \hat{\zeta}_{k,s} + \frac{3}{2}\ast) \mathbb{P}(\zeta_k - \frac{3}{2}\ast \leq \zeta_{k,s} + \frac{3}{2}\ast)
\]

\[
\geq (1 - 2 \exp(-\frac{2^{-2(l-1)}\tau Y(l)Z_k}{8l^2}(\frac{\tau Y(l)}{\tau Y(l)}))) (1 - 2 \exp(-\frac{2^{-2(l-1)}\tau \tau'(l)\nu^*(B, R(l))}{32l^2}(\frac{\tau'(l)}{\tau l})) (1 - 2 \exp(-\frac{2^{-2(l-1)}\tau \nu^*(B, R(l))}{32l^2}(\frac{\nu^*(B, R(l))}{\tau(l)})))
\]

\[
\geq (1 - 2 \exp(-\frac{2^{-2(l-1)}\tau Y(l)Z_k^2}{8l^2\tau(l)}) (1 - 2 \exp(-\frac{2^{-2(l-1)}\tau \nu^*(B, R(l))^2}{32l^2\tau(l)}) (1 - 2 \exp(-\frac{2^{-2(l-1)}\tau \nu^*(B, R(l))}{32l^2}(\frac{\nu^*(B, R(l))}{\tau l})))
\]

\[
\geq 1 - 6 \exp(-\frac{2^{-2(l-1)}\tau(l)\nu^*(B, R(l))^2}{32l^2})
\]

Assuming \(-\mathcal{E} + \frac{5}{2}\ast < \hat{\zeta}_{k,s} < \mathcal{E} - \frac{5}{2}\ast\), then \( l > \max\{\log \frac{5}{\hat{\zeta}_{k,s} + \mathcal{E}}, \log \frac{5}{\hat{\zeta}_{k,s} - \mathcal{E}}\} = l_0 \)

\[
\mathbb{P}(k^* \in \mathcal{F}) = \mathbb{P}(\hat{\zeta}_{k,s} \leq \frac{3}{2}\ast \ast \mathcal{E} \wedge \hat{\zeta}_{k,s} \leq \frac{3}{2}\ast > -\mathcal{E})
\]

\[
\geq \mathbb{P}(|\hat{\zeta}_{k,s} - \zeta_{k,s}| \leq \frac{1}{2}\ast + \min(\mathcal{E} - \frac{4}{2}\ast \hat{\zeta}_{k,s} + \zeta_{k,s} + \mathcal{E} - \frac{4}{2}\ast))
\]

\[
\geq 1 - 2 \exp(-\frac{2^{-2l\tau(l)\nu^*(B, R(l))}{32l^2})
\]

\[
\mathbb{P}(S_{1:l}) \geq 1 - \sum_{s=1}^{l_0} C_s - \sum_{s=l_0+1}^{l} B_s \tag{48}
\]
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Theorem 10. Consider a problem instance with $K$ candidate arms, $\rho_k$ is the optimal gap associated with each arm defined in the proof. Further define

$$\tilde{H} = \max_{k \neq k^*} \frac{\rho_k^3}{2 - 2\rho_k v^*(B, R^n(k))^2}$$

(49)

The error probability of Algorithm 1 is bounded as

$$e(T, B) \leq 8K^2 \rho^* \exp\left(-\frac{T}{8H\log(n(T))}\right)$$

(50)

Proof. The phase an arm is ideally deleted is $\rho_k = \min\{\max\{SO_k, l_0\}, F_k^{s, s'}, F_{k'}^{s', s}\} \text{ where}$

$$SO_k := l \text{ if } \frac{10}{2^l} < \Delta_k < \frac{10}{2^{l+1}} \text{ else } \infty$$

(51)

$$F_k^{s, s'} := l \text{ if } \frac{6}{2^{l+1}} > \zeta_k^{s, s'} - \mathcal{E} > \frac{6}{2^l} \vee \frac{6}{2^{l+1}} > -\mathcal{E} - \zeta_k^{s, s'} > \frac{6}{2^l} \text{ else } \infty$$

(52)

therefore,

$$l_k \geq \log \frac{10}{\Delta_k} \text{ if } k \text{ is Sub-Optimal Arm}$$

(53)

$$l_k \geq \log \frac{6}{\min\{\zeta_k^{s, s'} - \mathcal{E}, \zeta_k^{s, s'} + \mathcal{E}\}} \text{ if } k \text{ is } s'-\text{Unfair}$$

(54)

$$l_k \geq \log \frac{6}{\min\{\zeta_k^{s', s} - \mathcal{E}, \zeta_k^{s', s} + \mathcal{E}\}} \text{ if } k \text{ is } s-\text{Unfair}$$

Let $\Delta = \min_{k \in SO} \Delta_k$, $\Delta' = \min_{k \in s'-\text{Unfair}} \min\{\zeta_k^{s, s'} - \mathcal{E}, \zeta_k^{s, s'} + \mathcal{E}\}$, $\Delta^* = \min_{k \in s-\text{Unfair}} \min\{\zeta_k^{s', s} - \mathcal{E}, \zeta_k^{s', s} + \mathcal{E}\}$,

$$\rho^* = \max\{\log \frac{2\Delta}{\Delta'}, \log \frac{12}{\Delta^*}\}$$

(55)

Define

$$\mathcal{R}^*(k) = \left\{a : \rho_a \geq \rho_k\right\}$$

We assume all arms ideally left after $T$, $l_0 = \max\{\log \frac{5}{\zeta_k^{s', s'} + \mathcal{E}}, \log \frac{5}{\zeta_k^{s, s'} + \mathcal{E}}, \log \frac{5}{\zeta_k^{s', s} + \mathcal{E}}, \log \frac{5}{\zeta_k^{s, s} + \mathcal{E}}\}$ and we have

$$\min\{\Delta, \Delta_s', \Delta_s\} > \frac{10}{\sqrt{T}}$$

$$e(T, B) \leq 1 - P(S_{1, \rho^*})$$

(56)

$$\leq \sum_{l=1}^{l_0} C_l + \sum_{l=l_0+1}^{\gamma^*} B_l$$

$$\leq \sum_{l=1}^{\gamma^*} 8|\mathcal{R}^*(l)| \exp\left(-\frac{2^{-2l}T v^*(B, R)^2}{8l^2 \log(n(T))}\right)$$

(57)

$$e(T, B) \leq \sum_{l=1}^{m} 8|\mathcal{R}^*(l_i)|(l_{i+1} - l_i) \exp\left(-\frac{2^{-2l_i}T v^*(B, R)^2}{8l_i^2 \log(n(T))}\right)$$

(58)

$$e(T, B) \leq 8K^2 \rho^* \exp\left(-\frac{T}{8H\log(n(T))}\right)$$

by the definition of $\tilde{H}$ and $|\mathcal{R}^*(k)| \leq K$. 

\[\square\]
A.6 Proof of Theorem 4.2

Proof of Theorem 4.2. When \( K > 1 \), the algorithm will not return an arm if \( \mathcal{F} \) is empty for every round. Denote the set \( \mathcal{F} \) in the \( l \)-th round by \( \mathcal{F}_l \), we have the following sequence of bounds.

\[
P(\text{declaring no fair arm}) \geq P(\mathcal{F}_l = \emptyset \text{ for all } l \in \{1, 2, \ldots, n(T)\})
\]

\[
\geq P(\forall l \in \{1, 2, \ldots, n(T)\} \text{ and } k \in [K], \exists u_k, v_k \in \{s, s'\}, \hat{\xi}_{k} \not\in (-\varepsilon + \frac{3}{2l}, \varepsilon - \frac{3}{2l}))
\]

\[
= \prod_{l=1}^{n(T)} \left[ 1 - P \left( \exists k \in [K] \text{ s.t. } \hat{\xi}_{k}^s, \hat{\xi}_{k}^s \in (-\varepsilon + \frac{3}{2l}, \varepsilon - \frac{3}{2l}) \right) \right]
\]

\[
\geq \prod_{l=1}^{n(T)} \left[ 1 - \sum_{k=1}^{K} P \left( \left| \hat{\xi}_{k}^s - \xi_k^s \right| \geq \frac{3}{2l} + \xi^*, \left| \hat{\xi}_{k}^s - \xi_k^s \right| \geq \frac{3}{2l} + \xi^* \right) \right]
\]

\[
\geq \prod_{l=1}^{n(T)} \left[ 1 - \sum_{k=1}^{K} 2 \exp(-\frac{(2/2l + \xi^*)^2 T r_s(l)}{32l^2}) \cdot 2 \exp(-\frac{(2/2l + \xi^*)^2 T r_s(l)}{32l^2}) \right]
\]

\[
\geq \prod_{l=1}^{n(T)} \left[ 1 - 4K \exp(-\frac{(2/2l + \xi^*)^2 T r_s(l)}{32l^2}) \right]
\]

\[
\geq 1 - 4K \sum_{l=1}^{n(T)} \exp(-\frac{(\xi^*)^2 T}{32l^3 \log(n(T))}) \exp(-B, R(l))^2)
\]

\[
\geq 1 - 4Kn(T) \exp(-\frac{(\xi^*)^2 T}{32n(T)^3 \log(n(T))}) \exp(-B, R(l))^2)
\]

In the above bounds, we first enforce that no arm is eliminated in every round and then apply the independence of samples and the union bounds. Finally, we use the concentration bounds with \( \epsilon = 2^{-(l-1)} \) and \( \delta = 2/2l + \xi^* \).  

B Two Stage Algorithm

This section formally states the two stage algorithm that is used as a baseline in the numerical experiment. The pseudo-code is shown in algorithm 4, 5, 6. The two stage baseline spends half the budget for fair arm identification and the remaining budget to run the best arm identification module SRIS in Sen et al. [2017].

C Ablation Study

C.1 Ablation Study

Finally, we consider the effect of divergence on the result of our algorithm. Our analysis suggests that larger divergence implies smaller information leakage and a harder identification process. We control the divergence of \( M_k, D^s_{k1} \) and \( D^s_{k1} \) here to investigate how our results change with them. We use the same causal graph and the experimental setting as above. All results are averaged over 100 runs and we keep minimal gap on both outcome and fairness around 0.02. This is a hard setting.

Figure 6(a) reports the case of high \( M \) and high \( D \), where \( 50 > M_{i,j} > 10 \) and \( 50 > D_{i,j} > 10 \). All algorithms have a high probability of error. Our algorithm V2 beats all other methods and its error decreases to around 0.85.

Figure 6(b) reports the result for low \( M \) and high \( D \), where \( 10 > M_{i,j} > 0 \) and \( 50 > D_{i,j} > 10 \). As the divergence term of fairness becomes smaller, the information leakage improves the estimation of all arms' counterfactual fairness.
Algorithm 4 Two Stage Constraint Successive Rejection (TS-CSR) - Given $T, B$

# First Stage
for $l = 1$ to $n(T/2)$ do
  get $\tau_s(l), \tau_{s'}(l)$ using Algorithm 6 and $\nu_{Y,i} = 0$  
  Use arm $k$, $\tau_s(l), \tau_{s'}(l)$ times and collect samples $(Y, V, pa(V), S)$ 
  for $k \in R$ do 
    Calculate $\hat{\lambda}_{s,s'}, \hat{\lambda}_{s',s}$ 
  end for 
  if $|R| = 1$ then 
    break 
  end if 
  $R = R - \{k \in R : (\hat{\lambda}_{s,s'} - \frac{3}{2} > E) \lor (\hat{\lambda}_{s,s'} + \frac{3}{2} < -E) \lor (\hat{\lambda}_{s',s} - \frac{3}{2} > E) \lor (\hat{\lambda}_{s',s} + \frac{3}{2} < -E)\}$ 
end for 

# Second Stage Use SRIS in [Sen et al., 2017]
for $l = 1$ to $n(T/2)$ do 
  get $\tau_Y(l)$ using Algorithm 6 and $\nu_{s,i} = 0, \nu_{s',i} = 0$  
  Use arm $k$, $\tau_Y(l)$ times and collect samples $(Y, V, pa(V), S)$ 
  for $k \in R$ do 
    Calculate $\hat{Y}_k$ 
  end for 
  if $|R| = 1$ then 
    return arm in $R$ 
  end if 
  $\hat{Y}_H = \max_{k \in F} \hat{Y}_k$ 
  $R = R - \{k \in R : (\hat{Y}_H > \hat{Y}_k + \frac{5}{2})\}$ 
end for 

Algorithm 5 Two Stage Constraint Successive Rejection (TS-CSR) - Given $T, B$ (V2)

Same as Algorithm 4 but calculate $\hat{Y}_k, \hat{\lambda}_{s,s'}, \hat{\lambda}_{s',s}$ from all the samples collected so far.

Algorithm 6 Budget Allocation

ALLOCATE($c, a, b, B, A, B, C, R, \tau$)

$$\frac{1}{\sigma^*(B, R)} = u^*(B, R) = \max_{\nu \in \nu} \min_{k \in R} \nu_a, B\nu_s, C\nu_{s'}$$

s.t. $\sum_{i=0}^{K} c_i\nu_{Y,i} + a\nu_{s,i} + b\nu_{s',i} \leq B, \quad \sum_{i=1}^{K} \nu_{Y,i} + \nu_{s,i} + \nu_{s',i} = 1$, and $\nu_{Y,i}, \nu_{s,i}, \nu_{s',i} \geq 0$

return $\tau_{Y,j}, \tau_{s,j}, \tau_{s',j} = \nu_{Y,j}^*, \nu_{s,j}^*, \nu_{s',j}^*$

Figure 6: (Red: CSR-V1, Green: CSR-V2, Blue: Two Stage - SRIS V1, Purple: Two Stage - SRIS V2)
The final error is around 0.75. The figure supports our analysis that smaller divergence in fairness reduces the difficulty of the problem.

Similarly, for high $M$ and low $D$, where $50 > M_{i,j} > 10$ and $10 > D_{i,j} > 0$, the small divergence term suggest that all algorithms should become more effective. We also empirically observe the probability of error drops to around 0.75, which shows a similar effect of $D$ comparing to $M$.

Our ablation study empirically supports our observation that a lower divergence term facilitates the estimation by importance sampling, which in turn improves the identification of the best fair arm.

### D Causal Graph of HEPAR-II

![Causal Graph](image)

Figure 7: Causal graph for the HEPAR-II dataset.