Terrain surveillance system with drone and applied machine vision
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Abstract. Road accidents are a major contribution to the Annual death rates all over the world. India, ranks first globally in the number of fatalities from road accidents. According to the Ministry of Roads & Transportation, India saw over 440,000 road accidents in 2019. As a result, over 150,000 lives were lost. Poor road conditions contribute to these directly and indirectly. In India, safety standards and conditions of roads are maintained by local bodies in a given area of jurisdiction. While there have been several attempts at improving the quality of roads, weren't instrumental in giving proper results [42]. A recent study suggested that Artificial Intelligence (AI) might help achieve the goals. Some of the AI applications have had better results when powered with Computer Vision. While computer vision has been previously used to identify faults in roads, it is not widely implemented or made available for public use. Road inspection still largely remains a time-consuming manual task, hindering the maintenance process in most cities. Moreover, being unaware of unattended faults on roads is often the cause of road accidents, especially in rough weather conditions that make it impossible for drivers to visually gauge any dangers on their route. The proposed model uses a transfer-learning approach; using Mask R-CNN in identifying the defects at an instance level segmentation. As adding this, it requires less labelling and an additional mask helps in blocking out extra noise around the images. This paper trains a Mask R-CNN architecture-based model to identify potholes, discontinuous roads, blind spots, speed bumps, and the type of road--gravel, concrete, asphalt, tar, or mud--with a dataset of images obtained from a drone. The model is further trained to create depth maps and friction estimates of the roads being surveyed. Once trained, the model is tested on a drone-captured live feed of roads in Chennai, India. The results, once sufficiently accurate, will be implemented in a practical application to help users assess road conditions on their path.

1. Introduction

Road safety has been dwindling at an alarming rate over the past few decades. The main reason for the latter is either the driver’s fault or mechanical reasons. However, faulty road conditions combined with low visibility are partly to blame for this [42]. In India alone, nearly 4,37,396 accidents occur every year due to bad roads, as reported by the Ministry of Road Transport and Highways, India [1,42]. Manual inspection is labor intensive and extremely time-consuming, which has caused researchers to develop other methods that streamline this process and make it easier for authorities to keep track and rectify faulty road conditions at the earliest.
There have been some advances in the usage of machine learning for fault detection, mostly potholes, over the past few years. Song et al. [2] used a smartphone sensor to obtain movement information, which was then fed into an Inception V3 based classifier [3] to scale up the network in a way that utilizes the added computation as efficiently as possible. Zhang et al. [4] used CrackNet for pixel-perfect accuracy for pavement distress detection and classification. Maeda et al. [5] used a dataset of smartphone-captured road images to train a Convolutional Neural Network to detect eight classes of road damage under various weather and lighting conditions. Another group [6] tested different versions of MobileNet and Inception models to distinguish between pothole and non-pothole in images. A novel method of feeding thermal images of roads into a CNN was proposed by Aparna et al. [7] to eradicate the effects of varying weather and visibility of roads on the accuracy of pothole detection. Dhiman et al. [8] implemented transfer learning using Mask R-CNN and YOLO V2 (a single-stage real-time object detection model); the former was found to have better precision and recall, while the latter was more suitable for real-time predictions. Two other machine learning algorithms, Least Squares Support Vector Machines (LS-SVM) and Artificial Neural Networks (ANNs) were trained [9] to produce a classification accuracy rate of 89% and 86%, respectively. Several other methods have also been tried and implemented for similar pothole and road distress classification tasks [10, 11, 12, 13].

This paper proposes employing a Mask R-CNN architecture for instance segmentation which creates a soft pixel mask in the image over the pothole location in addition to a bounding box as in other object detection architectures. In addition to potholes, the model has also been trained to detect and classify speed bumps and different kinds of roads, such as those made of mud, gravel, concrete, asphalt, and tar. The motivation behind the development of this classifier is to support data collection for more effective road maintenance and help reduce the number of road accidents.

2. Architecture Used and System Specification

2.1 Computer Vision
Computer vision is a subset of artificial intelligence in which a computer is trained to give it a human-like ability not just to see, but also understand and make inferences about the observed data [14, 15]. Machine learning algorithms allow for a computer to learn from observed data without being explicitly programmed; this is made possible by using training data without any explicit rules being defined by the human operator [14]. Object classification, detection, localization, and instance segmentation are some of the tasks that can be performed. The main goal is to extract useful information for applications such as Optical Character Recognition (OCR) [16], medical imaging [17], surveillance [18], biometrics [19], and so on.

2.2 Remote Sensing
Remote sensing is the process of observing and acquiring information about an object without being in physical contact with it. Some examples of the information that can be obtained by remote sensing are depths and heights of geographical features, emissions, water levels, earthquake detection, etc. There are two kinds of remote sensing – active and passive. This paper uses passive remote sensing in which the light reflected or emitted by the object of interest is detected by the passive sensor. Here, video and photography of roads are used to identify and classify road types and different faults. This photography and live feed for testing is facilitated by a drone and the proposed machine learning model carries out the identification and classification steps. Once classified, these defects are represented on an app using the Google Maps API.

2.3 Convolutional Neural Networks (CNNs)
CNNs are deep learning architectures that consist of convolutional layers, pooling layers, an activation function, and a fully connected layer. The convolutional layers act as feature extractors. It extracts
features from the image such as edges and corners. This layer takes an image matrix and a filter as input and convolves the two to form a feature map. The pooling layers produce a fixed size feature map from non-uniform inputs, thereby reducing the dimensionality and number of training parameters. This decreases the computational power required to process the data and also extracts dominant features that are augmentation invariant. Finally, the fully connected layer flattens the image into a vector and produces the output which classifies the input images [20]. Some widely used powerful CNN architectures are AlexNet, VGGNet, and ResNet [21, 22, 23].

2.4 Region Based Convolutional Neural Networks (CNNs)
In R-CNN, a CNN is first pre-trained in image classification tasks. The algorithms then use selective search to propose regions in the image and checks if any of these regions contain an object. The selective search identifies multiple regions that can be combined to form a larger region based on various parameters like similarity in color, size, or shape. Once these regions are identified, the final Region of Interest is proposed as a potential object location. Next, feature vectors are created by passing these Regions of Interests through a CNN, which reduces the dimensions of the image. The feature vectors are then passed through a Support Vector Machine (SVM) which classifies the feature vectors into different object classes. A confidence score is generated which depicts how confident the algorithm is. The final proposed regions are ones with an Intersection over Union (IOU is an evaluation metric used to measure the accuracy of an object detector algorithm on any given dataset) overlap of over 0.3. For a more accurate localization, a linear regression model is trained to rectify the bounding box offset in the images [24].

2.5 TensorFlow and Keras
TensorFlow is an open-source software library primarily used for the training, inference, and deployment of deep neural networks. Keras is a high-level API written in Python. It facilitates the quick building of neural networks without requiring in-depth knowledge of the mathematics behind them. This is especially advantageous for those who wish to use neural without actually understanding it. Keras also eliminates the need to learn TensorFlow as it uses it in the backend. The proposed algorithm uses Keras as it is more intuitive and requires much lesser coding. Domain Knowledge helps TensorFlow and Keras to get a better understanding the environment in which the target operates thereby allowing it to produce better accuracy and output.

2.6 Mask R-CNN
The Matterport Mask R-CNN [25] has been used for this surveillance algorithm which uses the Mask R-CNN [26] source code built on a Resnet101-FPN backbone. The Mask R-CNN is nothing but an extension of Faster R-CNN [27]. In the Faster R-CNN, the Region Proposal Network (RPN) proposes object bounding boxes and uses ROI Pooling to output a class label and bounding box. The Mask R-CNN (Figure 1) follows the same procedure but has an added output – a binary mask for each Region of Interest (ROI). The Mask R-CNN architecture has been chosen because for detecting objects such as potholes, which often have arbitrary shapes, generating a mask would result in much more accurate predictions. For an instance segmentation task, ROIPool [28] used in Faster R-CNNs would result in unnecessary offsets in mask predictions. Hence, an ROIAlign [27] layer is used in its place, which uses bilinear interpolation for quantization. This means that coordinates of the feature map will have float values which is essential for creating pixel-accurate masks.
In Faster R-CNN, the loss function is the sum of losses due to classification and bounding box regression.

\[ L = L_{cls} + L_{box} \]

In Mask R-CNN, the multitask loss function is similar to that of Faster R-CNN with an added loss due to segmentation. On each ROI, the loss is defined as,

\[ L = L_{cls} + L_{box} + L_{mask} \]

Where,

- \( L_{cls} \) = Loss of Classification
- \( L_{box} \) = Loss of Bounding box regression
- \( L_{mask} \) = Loss of mask.

A per pixel sigmoid is applied to the mask branch and \( L_{mask} \) is the average binary cross-entropy loss only on the kth mask, thereby allowing for mask generation for each class without having to compete with other classes [26]. Defining it as such has resulted in favorable instance segmentation predictions.

\[ L_{mask} = \frac{1}{m^2} \sum \left[ y_{ij} \log y_{ij}^{-k} + \left( 1 - y_{ij} \right) \log \left( 1 - y_{ij}^{-k} \right) \right] \]

Where \( y_{ij} \) is the label of a cell (i,j); \( m \times m \) is the size of the true mask for the region; \( y_{ij}^{-k} \) is the predicted value of the same cell; and \( k \) is the ground-truth class.

2.7 Transfer Learning

Data collection is expensive, time-consuming, and in many situations, not feasible. The collection of repeated data and meeting the requirements of a high number of data points is time striking. In order to mitigate the problem of scarce training data, the transfer learning approach is used. It is against the notion that training data must be “independent and identically distributed.” In this approach, a model that is pre-trained on similar data can be modified and trained to adapt to the task at hand. This reduces the need for large datasets and the training time since it does not have to be trained from scratch with random weight initialization [29, 30]. This algorithm uses weights pre-trained on the COCO dataset [31] which were then adapted to identify the different object classes proposed within the current
dataset classifying road types and damages. The model was trained on Google Research’s product, Collaboratory, using the Python 3 Google Compute Engine Backend (GPU).

3. Hyperparameters Specific to Mask R-CNN

Hyperparameters are values that control the learning process in a machine learning workflow. These parameters are defined by the user before beginning the training process. The hyperparameters unique to Mask R-CNN are as follows:

**Backbone** – A backbone acts as the feature extractor, identifying features like edges and corners. In this paper, a Resnet 101 architecture is used which has a longer training time than Resnet-50 but better accuracy (1-2%).

**Train_ROIs_Per_Image** – This parameter defines the maximum number of ROIs that a Region Proposal Network can generate for a particular input image. The default value of 200 has been used here, but this can be reduced to speed up the learning process.

**Max_GT_Instances** – This parameter assigns an upper limit to the number of ground truth object instances per image. It has been set to 100 for this network architecture but can be reduced to reduce training time.

**Detection_Min_Confidence** – This parameter has been set to 0.7. It determines the level of confidence at which an instance can be classified. That is, it skips detections with confidence less than 70%. The value can be lowered if false positives are acceptable, or can be increased if greater accuracy of classification is required.

**Image_min_dim and Image_max_dim** – These parameters define the size of the image. By default, the images are resized to 1024x1024, but the size can be lowered to speed up training. In this paper, the minimum and maximum dimensions are 800 and 1024 respectively.

**Rpn_class_loss** – This parameter defines the loss due to improper classification of anchor boxes by the Region Proposal Network.

**Rpn_bbox_loss** – This parameter corresponds to localization accuracy of the Region Proposal Network and needs to be tuned if an object is detected correctly but there is an offset from the actual location of the object.

**Mrcnn_class_loss** – This parameter defines the loss due to incorrect classification of a detected object and will need to be tuned if an object is incorrectly classified.

**Mrcnn_bbox_loss** – This parameter defines the loss due to inaccurate localization of bounding box on an accurately classified object.

**Mrcnn_mask_loss** – This parameter accounts for the loss due to inaccuracy at the pixel level of mask generation on accurately classified objects.

The initially assigned value for all the loss weights is 1.0.

| HYPERPARAMETER          | ASSIGNED VALUE |
|-------------------------|----------------|
| Train_ROIs_Per_Image    | 200            |
| Max_GT_Instances        | 100            |
| Detection_Min_Confidence| 0.7            |
| Image_min_dim           | 800            |
| Image_max_dim           | 1024           |
4. Methodology

The experimental methodology (Figure 3) goes as follows:

Figure 3 Experimental Methodology
Several images of different roads and obstacles are gathered with the help of a Drone Camera. The 2D images are then converted to a 3D format for Instance Segmentation. The processed images are fed into an algorithm with appropriate network architecture. The network architecture is then modified by changing the value of the hyperparameter as per the requirement (Table 1, Figure 2). Then, the “Terrain Surveillance System” algorithm was trained until it reached the minimum loss function. Later the algorithm was optimized to obtain the optimal accuracy. The inference graphs thus obtained are then integrated with Google Maps API with the help of the DB2 Database, which is then tested live with a Drone Camera.

![Figure 4 Complete System Architecture](image)

### 4.1 Data Collection and Labelling

There is no single dataset of road features to be able to set a benchmark for road damage detection and compare results against. The dataset of this algorithm is derived from multiple sources. For the pothole images, a Public Domain pothole dataset was used [32]. For the rest of the images i.e., speedbumps, tar roads, asphalt roads, concrete roads, mud roads, and gravel roads, a Chrome extension, Image Downloader [33] was used to scrape hundreds of images off Google Images. Augmentation techniques such as flip were used on some images to increase the size of the dataset.

Since the proposed algorithm adopts a supervised learning approach, it is necessary to annotate the training and test images. It is essential that the data is labelled as accurately and precisely as possible because the quality of the model depends on the standard of the training data itself. The images were labelled an image annotating and bounding box generating tool [34]. The tool requires the user to create bounding boxes capturing the region of interest and label them as required. The bounding box is represented by two location coordinates. The annotations were saved as .xml files in PASCAL VOC format, containing data about location and size of the object. Some other annotation formats are JSON and .txt files. There are eight classes in the custom dataset out of which seven are for the aforementioned categories and one is for the background. The dataset consists of 1219 images resized to 1024 x 1024 pixels, of which 1074 were used for training and 145 were used for testing.

### 4.2 Conversion of 2D images to 3D format for image segmentation

Taking inspiration from [36], this network (Figure 5) uses "deconvolution" layers (i.e., a learned upsampling filter) that upsamples the incoming feature maps. A feature representation that has the same size as the input image is given after the summation of all upsampled feature maps from each level. A SoftMax transform is then applied across channels at each spatial location and another convolution is performed on the summed feature representation. The output thus obtained is
interpreted as a probabilistic disparity-like map. This map and the left view to the selection layer are then fed, which outputs the right view.

![Figure 5 2D to 3D conversion model architecture.](image)

Deconvolutional layers were used to upsample lower layer feature maps before feeding them to the final representation. This was done by reversing the forward and backward computations of a convolutional layer [37].

For Upsampling by factor S, a deconvolutional layer with 2S-by-2S kernel, S by S Stride, and S/2 by S/2 padding was used. The kernel weight \( w \) is then measured by:

\[
C = \frac{2S - 1 - (S \text{mod} 2)}{2S}
\]

\[
W_{i,j} = \left(1 - \left|\frac{i}{S - C}\right|\right)\left(1 - \left|\frac{j}{S - C}\right|\right)
\]

Compared to traditional 2D to 3D conversion by reconstructing with selection network, this network predicts a probability distribution across possible disparity values \( d \) at each pixel location \( D_{i,j}^d \), where \( \sum_{i,j} D_{i,j}^d = 1 \) for all \( i,j \) [38].

4.3 Modifications to the Matterport Mask R-CNN

To train the model on a custom dataset two classes need to be overwritten—the Config class and Dataset class.

A subclass of the Config class was created and named RoadSafetyConfig. The NAME and NUM_CLASSES parameters were overridden with the necessary modifications. As mentioned, the number of classes was changed to 8 and the default batch size of 1 was retained owing to limited GPU power. A new dataset subclass was created and seven different classes within it were defined to load the dataset. A new dataset class was created and seven different classes within it were defined to build the dataset. Similarly, a new config class, RoadSafetyConfig, was created and the NAME and NUM_CLASSES parameters were overridden with the necessary modifications.

4.4 Training

To train a machine learning model, it is provided with some test data to learn from. This test data contains the attributes it is expected to detect. The learning algorithm finds patterns in the data which map input attributes to the target attributes and the output is a model trained to detect these patterns and classify new data accordingly. In technical terms, each neuron in a neural network has hyperparameters i.e., weight(\( w \)) and bias(\( b \)) values associated with it. While training from scratch, these weights are assigned randomly. Since this algorithm uses transfer learning, the weights have
been pre-trained on other datasets. The aim of the training process is to find the ideal values of $w$ and $b$ for each neuron in the neural network. The hyperparameters can be tuned by forward propagation and back propagation. First, the algorithm captures all the temporarily assigned hyperparameter values, and then, during backpropagation, the values are updated with ones that minimize the error function. Multiple such epochs are performed to determine the ideal hyperparameters that minimize loss function to the required extent, ideally a value of 0.05 or lower. Loss rate represents the summation of errors in the model. Lower the loss function, lesser the errors and vice versa. In the pre-trained model, only the ‘head’ layers are trained at first at a rate of 0.001. The learning rate is the amount by which weights are updated after each epoch. It is essential to ensure that the learning rate is neither too high nor too low, as the former could result in increased training time while the latter could result in non-ideal parameters due to being updated too fast. The other layers of the model are frozen so as to avoid tampering with information in future training steps. The next step is fine-tuning where the model is unfrozen and all the layers are trained at once at a rate of 0.0001. The low learning rate is used in order to avoid overfitting. Fine tuning allows the pre-trained model to recognize classes it was not previously trained on i.e., the new classes introduced. The model was trained for 2550 epochs of 100 steps each. Once the model is sufficiently trained to obtain minimal loss function, inference process is carried out to test the performance of the model on new data that it has not encountered before. Unlike the training process, inference does not run a backward pass to update weights based on obtained result. Since the model was trained using Keras, the output Keras weights need to be converted to a TensorFlow frozen inference graph. A script [35] was run to carry out the conversion. Once converted, inference was run on some test images and masks were generated at a high level of accuracy.

![Validation Curve Suggesting Good Fit](image)

The initially assigned value for all the Mask R-CNN specific loss weights is 1.0 and the values after training are mentioned in the table below.

| LOSS WEIGHT        | ASSIGNED VALUE | FINAL VALUE (After training) |
|--------------------|----------------|-----------------------------|
| Rpn_class_loss     | 1              | 0.00027426                  |
| Rpn_bbox_loss      | 1              | 0.0067                      |
| Mrcnn_class_loss   | 1              | 0.0034                      |
| Mrcnn_bbox_loss    | 1              | 0.0052                      |
| Mrcnn_mask_loss    | 1              | 0.0426                      |
4.5 Integration of proposed algorithm with Google maps API

The Google Maps Application Program Interface (API) provides users with an interface that accesses map, navigation, and satellite information. It also allows users to understand the concept of space and distance [39]. As mentioned in Figure 8, the system runs on B/S architecture. The datasheet obtained from the "Terrain Surveillance System" algorithm is stored in the DB2 database as data layers. The DB2 is an RDBMS (i.e., Relational Database Management System) designed to store, analyse and efficiently retrieve the data. JAVA's popular middleware struts, spring and hibernate are used by the application layer and the logical layer.

The system uses an SSH structure to connect the database with the Google Map-Server. It also shows the result on the JSP page formulated by AJAX [40,41].

The system’s concrete function includes:
- Enlargement, reduction, and dragging of geometrical position
- Fast map location fixation
- Eagle-eyed, the satellite synthesizes, the Street view function
- Real-time traffic flow function
- Data on type of road- asphalt, mud, tar, concrete, and so on
- Data on any obstacle or hurdle on road including potholes, speed breakers, diversions, accidents, and so on
- Multi-spot measuring distance function.
Figure 9 Representation of Terrain Surveillance System with Google Maps API. Black dots represent Potholes, Red lines represent Speed Bumps

5. Testing

A drone flew around several streets in Chennai to get aerial shots of the roads. These pictures were captured at different times of the day and in varying weather conditions to test the model’s accuracy in different lighting and angles. The model recognizes features, extracts them, and forms a feature map that is used to classify them into different classes. Next, Regions of Interest are proposed for further localization of different features. The final ROIs are ones with an IoU greater than 0.3. Finally, pixel masks are generated to accurately determine the location of a particular road type or feature.

The model was tested in real-time with a live feed from the drone. DJI Inspire 2 (Figure 11) is used to collect data for training the custom model and testing it. The drone camera has a flight time of 27 minutes, a range of 7 kilometres and a payload of 4.5 kilograms. The drone camera has a resolution of 1080p and a highly sophisticated image processor.

Figure 10 Comparison of losses (The table shows that Mask RCNN is a better choice.)
The following results were obtained:

![Concrete Road](image1)  
**Figure 12** Concrete Road  
![Potholes](image2)  
**Figure 13** Potholes  
![Speed Bump](image3)  
**Figure 14** Speed Bump

6. **Summary**

This paper has tried to address the unchecked hurdles and obstacles on roads that lead to such accidents. An algorithm was proposed to identify, evaluate and analyse various parameters of roads to help reduce the number of accidents. It was trained with network architectures such as SSD Mobilenet, Faster RCNN, CNN, and Mask RCNN. The results were compared, and Mask RCNN proved to be the best. The Mask R-CNN model was trained to detect and map out different road types and defects, and a loss function of 0.0582 was attained. On running inference, the model generated pixel masks and classified images with an accuracy of 81% at a speed of 443ms. The algorithm was then clubbed with Google Maps API via DB2 database and the drone camera to help make a better navigation guidance system that gives holistic information about the chosen routes. Further, the deployment of the model with integrated sensors can be used to send alerts to authorities to fix the faults as soon as possible to avoid mishaps. This implementation could lead to a steep decrease in the number of road accidents.
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