State Estimation for a Zero-Dimensional Electrochemical Model of Lithium-Sulfur Batteries

Zhijia Huang\textsuperscript{a,1}, Dong Zhang\textsuperscript{a,2}, Luis D. Couto\textsuperscript{b,3}, Quan-Hong Yang\textsuperscript{1,4}, and Scott J. Moura\textsuperscript{1,2}

Abstract—Lithium-sulfur (Li-S) batteries have become one of the most attractive alternatives over conventional Li-ion batteries due to their high theoretical specific energy density (2500 Wh/kg for Li-S vs. ∼250 Wh/kg for Li-ion). Accurate state estimation in Li-S batteries is urgently needed for safe and efficient operation. To the best of the authors’ knowledge, electrochemical model-based observers have not been reported for Li-S batteries, primarily due to the complex dynamics that make state observer design a challenging problem. In this work, we demonstrate a state estimation scheme based on a zero-dimensional electrochemical model for Li-S batteries. The nonlinear differential-algebraic equation (DAE) model is incorporated into an extend Kalman filter. This observer design estimates both differential and algebraic states that represent the dynamic behavior inside the cell, from voltage and current measurements only. The effectiveness of the proposed estimation algorithm is illustrated by numerical simulation results. Our study unlocks how an electrochemical model can be utilized for practical state estimation of Li-S batteries.

I. INTRODUCTION

Lithium ion batteries (LIBs) have been regarded as one of the most successful rechargeable battery systems in view of their excellent safety, high energy density, and long cycling performance. With these merits, LIBs have occupied a dominating market share in electric vehicles (EVs), large-scale energy storage systems and portable electronics. However, they still fail to meet the increasing demand for high energy density storage applications due to their limited capacity and low energy density. Consequently, there is a strong incentive to develop next generation battery systems with much higher energy densities [1], [2]. Lithium-sulfur (Li-S) batteries, with abundant sulfur as the cathode material, are considered a promising candidate because of their high theoretical energy density, environmental friendliness and low cost. Unlike the “insertion” mechanism in LIBs, a multi-electron electrochemical redox reaction takes place in Li-S battery systems, where Li ions react with sulfur to generate lithium sulfide (Li$_2$S) at the end discharge. This achieves a much higher energy density of 2500 Wh·kg$^{-1}$, which is almost 10 times higher than LIBs and would enable electrified aircraft and long-haul trucks. However, their practical use at large scales is hindered by several challenges. These include limited utilization of sulfur, complex reaction kinetics, and severe shuttling of soluble lithium polysulfides (LiPSs), all of which lead to poor cycling performance and fast capacity decay [3]. Tremendous efforts have been devoted to address these issues and promote the practical demonstration of Li-S batteries. Therefore, as a potential candidate for automotive applications, it is imperative to develop an advanced battery management system (BMS) [4] that implements real-time control and estimation algorithms for their practical use in the near future.

The techniques for state estimation in commercial LIBs are well-established, and the two straightforward categories are “Coulomb counting” [5] and open-circuit voltage (OCV) measurement [6]. However, these existing estimation algorithms cannot be directly applied to Li-S batteries due to their unique features, namely the complex reaction chemistry and the “shuttle effect” [3]. For instance, the Coulomb counting method is limited by the relatively high self-discharge behavior [7] and the high dependence of capacity on duty cycle and applied current profile [8]. Moreover, the open-circuit voltage in Li-S cells cannot be used as an indicator of state of charge (SOC) over the whole discharge range due to its unique shape. The typical OCV-SOC curve of Li-S batteries can be divided into two plateaus, where the low plateau has a flat region that reduces the observability of the system and hinders the application of OCV-based techniques [9], [10].

Model-based estimation techniques have been widely employed in LIBs [11], [12], [13], [14], [15]. In contrast, there are just a few similar studies for Li-S batteries due to the complex models used to characterize their electrochemical features. The Li-S battery models presented in literature can be classified into two main categories: the electrical equivalent circuit models (ECMs) and the physics-based electrochemical models. The proposed ECMs can reproduce the discharging behavior of Li-S batteries with current and temperature dependent parameters [16], [17]. Their intuitive structure and relatively low computational demands are suitable for battery state estimation and control. However, the electrochemical dynamics as well as internal electrochemical states cannot be accurately modelled. On the other hand, great efforts have been put on electrochemical models to understand the mechanisms inside the Li-S cells, including electrochemical reactions, shuttle effect and precip-
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lication/dissolution processes [18], [19], [20], [21], [22]. Due to the complex reaction pathways and various state variables of sulfur species involved, even for one-dimensional models [21], [22], they still require a large number of physical and chemical parameters as well as significant computational effort. Recently, reduced-order electrochemical models, especially zero-dimensional models [23], have shown their advantages in accurately predicting the electrochemical dynamics with relatively low computational power, which provides a suitable tool to evaluate the performance of Li-S cells in various applications.

To date, only few studies in the literature have demonstrated state estimation of Li-S batteries, all of which use ECMs. In [10], three recursive Bayesian state estimators, i.e., extended Kalman filter (EKF), unscented Kalman filter (UKF) and particle filter (PF), based on ECMs have been proposed to estimate SOC according to a combination of Coulomb counting and voltage response of the Li-S cell. However, they showed slow convergence if the initial conditions are unknown and became less accurate with variation of current profiles. To increase the robustness and accuracy, a “behavioral form” of the dual EKF with online parameter identification was then introduced for estimating the SOC and state of health (SOH) of Li-S batteries [24], [25].

The estimation of the various sulfur species is a crucial aspect in Li-S batteries since they determine the state-of-charge and state-of-health. Therefore, estimation offers a great potential to gain insight into the electrochemical mechanisms. Moreover, a zero-dimensional electrochemical model-based estimator enables practical applications. However, to the authors’ best knowledge, no previous work focuses on state estimation with electrochemical models for Li-S batteries, which is particularly challenging due to multiple technical reasons. First, the electrochemical models are generally governed by complex differential-algebraic equations. The measurable signals, namely cell current and voltage, are nonlinear in the system states and parameters. Second, the equilibrium potential of the low plateau of Li-S cells has a flat region that reduces the sensitivity of the output voltage with respect to the system states, rendering weak local observability. Finally, the analysis and estimator design tools for nonlinear DAEs have not been well understood for battery estimation problems. In light of aforementioned research gaps, in this paper we address these challenges by proposing a state estimation scheme for a reduced electrochemical model using voltage and current measurements only. The contributions of this work are summarized as follows:

1) This is the first attempt in the literature to exploit reduced-order electrochemical models for state estimation in Li-S cells.

2) An analysis of the local observability of the zero-dimensional Li-S battery model is provided using DAE techniques.

3) We employ an extended Kalman filter for a DAE system to estimate the time evolution of sulfur species as well as reaction kinetics during the battery discharge process, enabling an unprecedented level of real-time monitoring for Li-S cells.

The reminder of this paper is organized as follows. The zero-dimensional electrochemical model is introduced in Section II. In Section III the local observability of the nonlinear DAE system is analyzed. An EKF algorithm for the state estimation of DAE systems is proposed in Section IV. Simulation results and discussion are provided in Section V followed by conclusions in Section VI.

II. LI-S BATTERY MODEL

Fig. I(a) shows the schematic of a Li-S cell composed of a sulfur cathode and a lithium metal anode. In a typical discharge process, elemental sulfur $S_8^0$ reacts with lithium by a two-electron reduction process to form a series of soluble polysulfide intermediates with different chain lengths. Then further polysulfide reduction takes place to produce the solid Li$_2$S after full discharge. During charging, the reverse reaction occurs to convert Li$_2$S to elemental sulfur $S_8^0$ [26]. Fig. I(b) depicts a typical discharge voltage profile for Li-S batteries, where two obvious discharge plateaus can be observed. The high plateau, at approximately 2.4 V, corresponds to the formation of Li$_2$S$_4$. The reduction of
soluble Li$_2$S$_4$ into solid Li$_2$S occurs in the low plateau at 2.1 V.

**A. Zero-Dimensional Model**

The model equations for the Li-S battery presented here closely follow the derivations in [23]. This zero-dimensional model considers a two-step electrochemical reaction chain:

\[
\begin{align*}
S_8^0 + 4e^- & \rightarrow 2S_4^{2-}, \\
S_4^{2-} + 4e^- & \rightarrow 2S_2^{2-} + S_2^{2-},
\end{align*}
\]

where each of the two discharge regions is dominated by one of the electrochemical reactions above.

As a zero-dimensional model, only reactions that occur at the cathode side have been considered and the impact of mass transfer has been neglected. The “shuttle effects” of high order polysulfides and the precipitation of lithium sulfide are modelled via shuttle constant ($k_s$) and precipitation rate ($k_p$), respectively. The following dynamic equation describes the time evolution for the various sulfur species in the system,

\[
\dot{x}(t) = f(x(t), z(t)),
\]

where $x = [x_1 \ x_2 \ x_3 \ x_4]^T \in \mathbb{R}^n$, $n_x = 4$ is the differential state vector representing the amount of sulfur species for $S_8^0$, $S_4^{2-}$, $S_2^{2-}$, and $S_p$, respectively, and $z = [i_H \ i_L]^T \in \mathbb{R}^n$, $n_z = 2$ is the algebraic state vector representing reaction currents related to the two respective electrochemical reactions (1) and (2). In the present model, it is assumed that the entire sulfur mass is in the form of dissolved $S_8^0$ in a fully charged cell. The nonlinear function $f$ is given by

\[
f(x(t), z(t)) = \begin{bmatrix}
-n_{SS}M_{SS}\frac{i_H}{n_eF}x_1 - k_s x_1 \\
-n_{SS}M_{SS}\frac{i_L}{n_eF}x_2 - k_s x_2 - \frac{n_{SS}M_{SS}}{n_eF}i_L \\
2n_{SS}M_{SS}\frac{i_H}{n_eF}x_3 - k_p x_3 - \frac{n_{SS}M_{SS}}{n_eF}i_L \\
1 - \frac{k_p x_4}{v_p s}(x_3 - S_2^{2-})
\end{bmatrix}.
\]

The equilibrium potentials for the reactions (1) and (2) are described by the Nernst equations

\[
E_H = E_0^H + \frac{RT}{4F} \ln \left( \frac{f_{i_H}}{x_2^2} \right),
\]

\[
E_L = E_0^L + \frac{RT}{4F} \ln \left( \frac{f_{i_L}}{x_3^2(x_3 + x_4)} \right).
\]

**Remark 1**: Under the assumption of mass conservation between $S_2^{2-}$ and the sum of $S_2^{2-}$ and $S_p$, i.e., $m(S_2^{2-}) = m(S_2^{2-}) + m(S_p)$, the time evolution of $S_2^{2-}$ has been ignored. Specifically, the five-order state equations presented in Eqs. (8a)-(8e) in [23] is equivalently reduced to the four-order system (1)-(4) in this work. Furthermore, this model reduction produces an observable DAE system in the linear sense as detailed in Section III below.

When current is present, the battery is in a non-equilibrium state. Under this condition, the currents associated with the two electrochemical reactions (1) and (2) are given by the Butler-Volmer equations:

\[
i_H = 2i_{H,0}a_r \sinh \left( \frac{n_eF \eta_H}{2RT} \right),
\]

\[
i_L = 2i_{L,0}a_r \sinh \left( \frac{n_eF \eta_L}{2RT} \right).
\]

A non-zero surface overpotential, denoted by $\eta_H, \eta_L$, is the driving force for a reaction to occur and it is given by the difference between the voltage of the cell and the reaction Nernst potential [23],

\[
\eta_H = V - E_H,
\]

\[
\eta_L = V - E_L.
\]

The output of the system can then be written as

\[
y(t) = h(x(t), z(t)),
\]

where

\[
h(x(t), z(t)) = \begin{bmatrix}
E_0^H + \frac{RT}{4F} \ln \left( \frac{f_{i_H}}{x_2^2} \right) + \frac{2RT}{n_eF} \sinh^{-1} \left( \frac{i_H}{2i_{H,0}a_r} \right) \\
E_0^L + \frac{RT}{4F} \ln \left( \frac{f_{i_L}}{x_3^2(x_3 + x_4)} \right) + \frac{2RT}{n_eF} \sinh^{-1} \left( \frac{i_L}{2i_{L,0}a_r} \right)
\end{bmatrix}.
\]

The output vector $y(t) = [y_1(t) \ y_2(t)]^T$ represents the voltage measurement of the Li-S cell computed from the high and low voltage plateau kinetics, respectively. Namely,
\( y_1(t) = \eta(t) + E_H(t) \) and \( y_2(t) = \eta_L(t) + E_L(t) \), which are (the same) measured signals.

Finally, the measured cell current \( I \) is the summation of currents from the two reactions, i.e.

\[
I = i_H + i_L.
\]  

(13)

**B. Differential-Algebraic System**

The dynamical equations (3)-(4) as well as the algebraic constraints (5)-(8) can be conveniently verified to be a semi-explicit DAE system (14)-(16) can be arranged in the following compact state-space form as a nonlinear differential-algebraic system,

\[
\dot{x}(t) = f(x(t), z(t)),
\]

(14)

\[
0 = g(x(t), z(t), u(t)),
\]

(15)

\[
y(t) = h(x(t), z(t)),
\]

(16)

with function \( g(x(t), z(t), u(t)) \) given by

\[
g(x, z, u) = \begin{bmatrix} g_1(x, z, u) & g_2(x, z, u) \end{bmatrix}^\top,
\]

(17)

We have substituted (5)-(8) into (9)-(10) to form (17). System (14)-(16) can be conveniently verified to be a semi-explicit DAE of index 1 as \( \frac{\partial g}{\partial z} \) has full rank (invertible) (27). It is also worth highlighting that in some battery applications, e.g., (28), function \( g \) is linear in \( z \) such that under suitable conditions we can explicitly solve for \( z \) in terms of \( x \) and substitute it back into (14) to form a reduced ODE system. This is not applicable in the Li-S battery system because function \( g \) is highly nonlinear with respect to both \( z \) and \( x \), prohibiting a closed form solution of constraint (15).

III. Observability Analysis

Prior to state observer design, it is crucial to conduct an observability analysis to confirm that the entire state-space, including both the differential and algebraic states, can be reconstructed from input-output data. In this section, we mathematically analyze the local observability of the nonlinear differential-algebraic system (14)-(16).

Let \( w = [x \ z]^\top \) be the augmented state. In order to study the observability of the nonlinear DAE system (14)-(16), we linearize the system around an equilibrium point \( w = w_0 \) and verify the observability conditions for the linearized system. If the linearized system is observable at \( w = w_0 \), then the nonlinear system is locally observable. However, it is further noted that the observability results from linearizing the nonlinear system is only sufficient, i.e., no conclusion can be drawn for the nonlinear system if the linearized system is not observable (28). The linearized model of (14)-(16) is given by

\[
E \dot{w}(t) = Aw(t) + Bu(t),
\]

(20)

\[
y = Cw(t),
\]

(21)

where the state matrix \( A \in \mathbb{R}^{(n_x+n_z) \times (n_x+n_z)} \) and output matrix \( C \in \mathbb{R}^{2 \times (n_x+n_z)} \) are given by

\[
E = \begin{bmatrix} I_{n_x \times n_x} & 0_{n_x \times n_z} \\ 0_{n_z \times n_x} & 0_{n_z \times n_z} \end{bmatrix}, \quad A = \begin{bmatrix} \frac{\partial f}{\partial x} & \frac{\partial f}{\partial z} \\ \frac{\partial g}{\partial x} & \frac{\partial g}{\partial z} \end{bmatrix}_{w=w_0},
\]

(22)

Let us now introduce the definition of complete observability (C-observability) for a linear DAE system (29).

**Theorem 1 ([29]):** The regular linear differential-algebraic system (20)-(21) is C-observable if and only if the following two conditions hold:

- **C.1** rank \( \{[E^\top, C^\top]^\top \} = n_x + n_z \);
- **C.2** rank \( \{(sE - A)^\top, C^\top\} = n_x + n_z, \forall s \in \mathbb{C} \).

Condition C.1 verifies C-observability of the algebraic subsystem (fast subsystem) while C.2 involves the dynamic subsystem (slow subsystem). Condition C.1 is satisfied if \( \partial h/\partial z \) has column rank \( n_z \), since the identity sub-matrix in \( E \) already provides a column rank of \( n_z \). This can be easily verified from (12).

The verification of condition C.2 requires the numerical computation of the generalized eigenvalues of the pair \( (E, A) \).
Although condition C.2 has to be validated against all $s$ in complex domain, it is automatically verified when $s$ is not one of the generalized eigenvalues of pair $(E, A)$. The sensitivity of the equilibrium potential with respect to system states are demonstrated in Fig. 2, which is simulated using a constant discharge rate at 1.7 A. During discharge at low plateau, in which the transition from high to low occurs at around 1 Ah position, the sensitivity values are significantly smaller than those from high plateau, indicating relatively weak observability.

IV. OBSERVER DESIGN

In this section, an EKF approach for nonlinear DAE systems, similar to the UKF reported in [30], is used for estimation in our system. This algorithm applies to measured outputs that are functions of both differential and algebraic state variables. The standard EKF algorithm for ODE systems, however, can only be applied when the differential states are decoupled from the algebraic ones. Then the algebraic states can be computed as implicit solutions to the nonlinear algebraic constraints at each time step.

The nonlinear DAE system (14)-(16) is transformed into discrete-time domain to facilitate the implementation of the EKF for DAEs,

$$
x_{k+1} = x_k + \Delta t \cdot f(x_k, z_k) + \mu_k$$

$$0 = g(x_k, z_k, u_k)$$

$$y_{k+1} = h(x_{k+1}, z_{k+1}) + v_{k+1}$$

where $\Delta t$ is the sampling time, $x_{k+1}$ and $z_{k+1}$ are the discretized differential and algebraic states at time $t = (k+1)\Delta t$, respectively, and $\mu_{k+1}$ and $v_{k+1}$ are assumed to be stationary, zero-mean and Gaussian white noise processes with covariance matrices $Q$ and $R$, respectively. At time step $k$, the differential state is propagated in time to step $(k+1)$ according to (22) using the current differential and algebraic values, $x_k$ and $z_k$. Once the differential states at time step $(k+1)$ is obtained, the algebraic equation (24) is solved numerically for $z_{k+1}$. This process is repeated to simultaneously propagate differential and algebraic states in time.

The EKF mathematics are reported in Algorithm 1. Essentially, the algorithm first computes algebraic states that are consistent with the DAE, i.e. they satisfy the nonlinear algebraic equations. Then, both the differential and algebraic states at time $k$ are used to predict the differential state at the next time instant through the nonlinear state function as well as correct it via output error injection. The linearized ODE model is subsequently used for the covariance propagation of the differential states, followed by the computation of the gain matrix using the covariance matrix and the linearized model matrices. It should be noted that this algorithm only performs estimation update for the differential states using the classical Kalman filter approach [31], whilst the algebraic state estimates are updated at each time step by solving the nonlinear algebraic constraints.

Algorithm 1: EKF for Nonlinear DAEs

**Inputs:** $u_k, y_k, k = 1, 2, \cdots$

**Outputs:** $\hat{x}_k, \hat{z}_k, k = 1, 2, \cdots$

- At time step $k$, the (consistent) estimates of the algebraic states are calculated using the algebraic equations of DAE system to satisfy the algebraic constraints:
  $$g(\hat{x}_k, \hat{z}_k, u_k) = 0.$$  
  - Given the up-to-date estimates $\hat{x}_k$ and consistent algebraic estimates $\hat{z}_k$, the differential state estimates are propagated forward in time using the nonlinear discrete-time model and corrected through output error injection as
  $$\hat{x}_{k+1} = (\hat{x}_k + \Delta t \cdot f(\hat{x}_k, \hat{z}_k)) + K_k (y_k - h(\hat{x}_k, \hat{z}_k)),$$
  where the forward Euler method has been employed.

- The computation of the covariance matrix of the differential state estimation error is given by
  $$P_{k+1} = F_k P_k F_k^\top + Q - K_k (H_k P_k H_k^\top + R) K_k^\top,$$
  and the Kalman gain matrix is
  $$K_k = F_k P_k H_k^\top \left(H_k P_k H_k^\top + R\right)^{-1},$$
  where $F_k$ and $H_k$ are the linearized state and output equations with respect to the differential state evaluated at $\hat{x}_k$.

$$F_k = \frac{\partial f}{\partial x} \bigg|_{\hat{x}_k}, \quad H_k = \frac{\partial h}{\partial x} \bigg|_{\hat{x}_k}.$$

V. SIMULATION RESULTS

In this section, we present studies on simulation to demonstrate the performance of the proposed EKF-based estimation scheme for nonlinear DAE systems (14)-(16). The parameter values for plant model and estimator are obtained from [23]. We apply a constant 1.7 A discharge current to the plant model from a fully-charged state for 5000 seconds (approx 83 minutes). At fully charged state, the entire sulfur mass is in the form of dissolved $S_0^0$. At high plateau, the dissolved $S_0^0$ is consumed to form $S_2^-$. The low plateau is reached when $S_0^0$ has been entirely consumed, as demonstrated in Fig. 3. The estimation is conducted by using only the applied current and terminal voltage measurements, where the voltage signal was corrupted with a zero-mean Gaussian noise sequence of $10^{-4}$ mV variance. The actual initial conditions of the states in the plant model are $w_0 = [2.6730 0.0128 8.9339 \times 10^{-7} 2.7 \times 10^{-5} 1.70 0]^\top$, whereas the EKF is initialized with $\hat{w}_0 = [2 0.5 10^{-5} 10^{-5} -0.1838 1.8838]^\top$. Fig. 3 presents the estimates for the mass of various sulfur species as well as their simulated values from the plant model. The estimation of algebraic states ($i_H$ and $i_L$) as well as the voltage ($V$) are plotted against their true values in Fig.
Fig. 3. The estimation performance for the amount of sulfur species in discharge process.

By tuning the EKF with the following parameters,

\[ P_0 = \text{diag}([2.5 \times 10^{-6}, 10^{-7}, 10^{-11}, 4.895 \times 10^{-15}]), \]
\[ Q_{k+1} = \text{diag}([10^{-12}, 10^{-12}, 10^{-15}, 10^{-21}]), \]
\[ R_{k+1} = \text{diag}([10^{-7}, 10^{-7}]), \]

the estimates effectively converge to their true values (within approximately 0.5 min) from large initial estimation errors, according to the design procedures presented in Section IV. It is worth noting that during low plateau, the state estimates slightly diverge from the plant model simulated signals, which confirms our conclusion in Section III that the states are weakly observable from the system input-output data. Although not reported in detail here, we have additionally tested how much initialization error this EKF can withstand until the estimates diverge. Our experiments show that the initial estimates must be physically unreasonable before the algorithm diverges, thereby demonstrating significant robustness to state initialization error.

VI. CONCLUSION

This paper explores the potential use of the reduced-order electrochemical model for state estimation of Li-S batteries, which have 10X the theoretical specific energy of Li-ion batteries. A state observer based on a zero-dimensional electrochemical model has been presented. Observability of the linearized DAE system has been studied. The analysis shows the states are indeed locally observable, but observability is relatively weak in the low plateau region. An extend Kalman filter-based algorithm is then adopted to estimate the amount of sulfur species, as well as the reaction kinetics inside the cell. The accuracy of the proposed estimation approach is demonstrated in simulation. Real-time monitoring of the electrochemical state information enables i) a further understanding of the electrochemical mechanisms inside the cells, and ii) high-performance control and operation in advanced BMSs for practical applications, including electric aircraft and long-haul trucks. This estimation scheme will be further validated using experimental data of Li-S batteries. Additionally, approaches to estimate the SOC and SOH of Li-S cells based on this reduced-order electrochemical model will be studied in the future.
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