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Abstract

Let $F^*$ be an approximation of a given $(a \times b)$ matrix $F$ derived by methods which are not randomized. We prove that for a given $F$ and $F^*$, $H$ and $T$ can be computed by randomized algorithm such that $(HT)$ is an approximation of $F$ better than $F^*$.

Keywords: Randomized algorithm, matrix approximation, QR factorization.

1. Introduction

Throughout the paper, we denote by $\|F\|$ the Frobenius norm of a matrix $F$ i.e. the square root of the sum of the squares of the elements of $F$. For the desired rank $r$, the low-rank matrix approximation problem is to find $F_{\text{apx}}$ such that:

$$F_{\text{apx}} = \min_{\text{rank}(F) \leq r} \|F - \hat{F}\|.$$  (1)

The methods to approximate a given matrix can be classified into two groups that play a rather important role and have attracted a lot of interest: The first group is the group of all algorithms that are not randomized. The first group consists of sparsification [1, 2], column selection methods [3, 4], approximation by dimensionality reduction [5, 6] and approximation by submatrices [7, 8]. The second group is the randomized algorithms [9, 10] for low-rank matrix approximation.
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Recently the randomized algorithms get more attention because of their better performance than other low-rank matrix approximation methods. However, so far, no direct theoretical superiority of the randomized algorithms over the other matrix approximation methods has been established.

In this paper, we prove the superiority of randomized algorithms over the other low-rank matrix approximation methods. We consider an approximation of $F$ say $F^*$ which is derived by any methods that are non-randomized with approximation error $\epsilon$, i.e. $\|F - F^*\| = \epsilon$. We show that for a given approximation $F^*$ of $F$ with approximation error $\epsilon$, we can derive $H$ and $T$ by randomized algorithm such that $HT$ is an approximation of $F$ and $\|F - HT\| < \epsilon$. That implies $HT$ is an approximation of $F$ better than $F^*$. Next, we discuss the result and expound the proof in detail.

2. The result

The goal of our paper is to show the efficacy of randomized algorithm for low-rank matrix approximation over the algorithms which are not randomized. This problem can be stated formally in the following way.

**Theorem 1.** Let $F^*$ be an arbitrary approximation of $F$ derived by the non-randomized algorithms for low-rank matrix approximation. The approximation error of $F^*$ is $\epsilon$, i.e. $\|F - F^*\| = \epsilon$. Then for any such $F^*$, a $H$ and $T$ can be found by randomized algorithm such that $(HT)$ is an approximation of $F$ with approximation error $\|F - HT\| < \epsilon$.

**Proof.** The proof is comprised of three steps. First, we construct $H$ and $T$ by randomized algorithms. The construction of $H$ and $T$ depends on the value of a variable $s$. Thereafter, we derive the error bound for the proposed approximation $(HT)$ involving $s$. Finally, the value of $s$ is computed for the given $\epsilon$ and using the value of $s$, $H$ and $T$ can be computed specifically with approximation error less than $\epsilon$. Next we expound the details.
2.1. Construction of $H$ and $T$

The task of computing a low-rank approximation to a given matrix $F$ can be divided into two steps. The first step is to construct a low dimensional subspace that captures the range of $F$. The second is to restrict the $F$ to the subspace and then compute a standard factorization (for example QR factorization) of the reduced $F$. Next, we discuss how the randomized algorithms handle the steps to compute low rank matrix approximation.

To understand how randomness works, it is helpful to consider a motivating example [10]. Let us consider $F = B + E$, where $B$ captures the range of $F$ and $E$ is a small perturbation error. Let the dimension of $F$, $B$ and $E$ be $(a \times b)$. Our aim is to obtain a basis of exact rank $r$ that covers as much of the range of $B$ as possible. In order to obtain $r$ rank approximation of $B$, a small number $s$ is fixed and $(r + s)$ random vectors $\{F(\alpha_i)\}_{i=1}^{(r+s)}$ are generated:

$$F(\alpha_i) = B(\alpha_i) + E(\alpha_i),$$

for $i = 1, ..., (r + s)$.

The perturbation $E$ deviates the direction of each $F(\alpha_i)$ outside the range of $B$. As a result the span of only $r$ vectors $\{F(\alpha_i)\}_{i=1}^{r}$ may not cover the entire range of $F$. In contrast, the enriched set $\{F(\alpha_i)\}_{i=1}^{(r+s)}$ enhance the chance of spanning the required subspace. The intuitive approach is applied in randomized algorithm for low rank matrix approximation. The

\begin{algorithm}
\textbf{Algorithm 1} Approximation by randomized algorithm (Proto-algorithm)

Given $(a \times b)$ matrix $F$, target rank $r$ and an oversampling parameter $s$ this process computes an $a \times (r + s)$ matrix $H$ whose columns are orthonormal and whose range approximates the range of $F$.

1. Generate $b \times (r + s)$ matrix $\mathcal{G}$.
2. Compute $(F \mathcal{G})$.
3. Construct a matrix $H$ whose columns form an orthonormal basis of the range $(F \mathcal{G})$.
\end{algorithm}
randomized algorithm computes low rank approximation of $F$ in three steps as follows [9]:

First, a random $(b \times (r + s))$ matrix $G$ is generated whose columns are Gaussian vectors. Thereafter compute $(F G)$. Finally, construct a matrix $H$ whose columns form an orthonormal basis of the range $(F G)$. The process is described in algorithm [1]. Once we get the $H$, then we can compute the other factor $(H^* F)$. Considering $T = H^* F$, the $F$ is approximated in factor form as $HT$, i.e. $F \approx HT$.

The approximation $HT$ is a variable of the oversampling parameter $s$. Now our objective is to compute the value of $s$ for which the $\|F - HT\| < \epsilon$. Next, we compute the bound of expected approximation error of $\|F - HT\|$. Thereafter, we determine the value of $s$ that is needed to compute $H$ and $T$ so that the approximation error is less than $\epsilon$.

2.2. Computing the error bound

**Lemma 1.** We aim to show:

$$E(\|F - HT\|) \leq (1 + \frac{r}{s - 1})( \sum_{i=r+1}^{\min(a,b)} \sigma_i^2 )$$

where $E$ is the expectation, $\sum_{i=r+1}^{\min(a,b)} \sigma_i^2$ is the theoretically minimal error in approximating $F$ by a matrix of rank $r$.

**Proof.** First, consider the singular value decomposition of $F$ as $F = U_1 \Sigma_1 V_1^*$, where $U_1$ is a $(a \times r)$ orthonormal matrix, $\Sigma_1$ is a diagonal matrix containing the non negative singular values of $F$ and $V_1$ is a $(r \times n)$ orthonormal matrix. We call $U_1$ and $V_1$ as left unitary factor and right unitary factor respectively.

First partition the $\Sigma_1 = [\Sigma_2 | \Sigma_3]$, where the $\Sigma_2$ and $\Sigma_3$ are the diagonal matrix containing the first $r$ and $(b - r)$ singular values respectively. Thereafter, partition $V_1 = [V_2 | V_3]$ into blocks containing $r$ and $b - r$ columns respectively. Define $G_2 = V_2^* G$ and $G_3 = V_3^* G$. Since, $V_2$ and $V_3$ are orthonormal, then $G_2$ and $G_3$ are also Gaussian. We denote the pseudoinverse of $G_2$ and $G_3$ as $\hat{G}_2$ and $\hat{G}_3$ respectively.
and $\hat{G}_3$ respectively. $G_2$ and $G_3$ are non overlapping, so they are stochastically independent. Applying Holder’s inequality, we can write:

$$E(\|F - H(H^*F)\|) \leq (E(\|F - H(H^*F)\|^2))^{1/2}$$  \hspace{1cm} (3)

It is proved in [9] that:

$$E(\|F - H(H^*F)\|^2) \leq (\|\Sigma_3\|^2_F + E(\|\Sigma_3\hat{G}_3\|)^2)$$  \hspace{1cm} (4)

Therefore, using Eq. 3 and 4 we can write:

$$E(\|F - H(H^*F)\|) \leq (\|\Sigma_3\|^2_F + E(\|\Sigma_3\hat{G}_3\|)^2)^{1/2}$$  \hspace{1cm} (5)

We compute $E(\|\Sigma_3\hat{G}_3\|)^2$ by conditioning on the value of $G_2$ as follows:

$$E(\|\Sigma_3\hat{G}_3\|)^2 = E(E(\|\Sigma_3\hat{G}_3\|)^2|G_2)$$  \hspace{1cm} (6)

The Frobenious norm is unitarily invariant. i.e. for any two orthonormal matrices $U_1$ and $V_1$, we can write $\|U_1\Sigma_1V_1\| = \|\Sigma_1\|$. In addition, the distribution of a Gaussian matrix is invariant under orthogonal transformations. Therefore, we can write:

$$E(E(\|\Sigma_3\hat{G}_3\|)^2|G_2) = E(E(\Sigma_{jk}(\sigma_{jj}\hat{G}_3^{[jk]}\hat{G}_2^{[kk]})))$$

$$= E(\Sigma_{jk}(\sigma_{jj}^2\hat{G}_2^{2[kk]}))$$

$$= E(\|\Sigma_3\|^2_F\|\hat{G}_2\|^2)$$

$$= \|\Sigma_3\|^2_F E(\|\hat{G}_2\|^2)$$

$$= \frac{r}{s-1} \|\Sigma_3\|^2_F$$

$$= \frac{r}{s-1} \left( \sum_{i=r+1}^{\min(a,b)} \sigma_i^2 \right)$$  \hspace{1cm} (7)
Therefore, putting the expression of \( E(\| \sum_{i} G_i \|_2^2) \) in the Eq. 5, we can write:

\[
E(\| F - H(H^*F) \|) \leq (1 + \frac{r}{s-1})(\sum_{i=r+1}^{\min(a,b)} \sigma_i^2)
\] (8)

The Eckart–Young theorem [11] states that \( \sum_{i=r+1}^{\min(a,b)} \sigma_i^2 \) is the smallest possible error that can be incurred when approximating \( F \) by a matrix of rank \( r \). Therefore, in Eq. 8 the optimal error bound is missed by a factor of \((1 + \frac{r}{s-1})\).

Next our objective is to determine the value of \( s \) for a given \( \epsilon \).

2.3. Computing the value of \( s \) in algorithm 1

Lemma 2. \( HT \) be an approximation of \( F \) calculated by algorithm 1 and \( s \) is an oversampling parameter. Then \( \| F - HT \| < \epsilon \) if \( s = \left\lceil \frac{r(\sum_{i=r+1}^{\min(a,b)} \sigma_i^2)}{\epsilon - (\sum_{i=r+1}^{\min(a,b)} \sigma_i^2)} + 1 \right\rceil \).

Proof. The approximation of \( F \) derived by algorithm 1 should have approximation error less than \( \epsilon \). Eq. 8 gives us expected approximation error bound. Therefore from Eq. 8 we can write:

\[
(1 + \frac{r}{s-1})(\sum_{i=r+1}^{\min(a,b)} \sigma_i^2) < \epsilon
\]

\[
(1 + \frac{r}{s-1}) < \frac{\epsilon}{(\sum_{i=r+1}^{\min(a,b)} \sigma_i^2)}
\]

\[
\frac{r}{s-1} < \frac{\epsilon}{(\sum_{i=r+1}^{\min(a,b)} \sigma_i^2)} - 1
\]

\[
\frac{r}{s-1} < \frac{\epsilon - (\sum_{i=r+1}^{\min(a,b)} \sigma_i^2)}{(\sum_{i=r+1}^{\min(a,b)} \sigma_i^2)}
\]

\[
\frac{r(\sum_{i=r+1}^{\min(a,b)} \sigma_i^2)}{\epsilon - (\sum_{i=r+1}^{\min(a,b)} \sigma_i^2)} < s - 1
\]

\[
\frac{r(\sum_{i=r+1}^{\min(a,b)} \sigma_i^2)}{\epsilon - (\sum_{i=r+1}^{\min(a,b)} \sigma_i^2)} + 1 < s
\]

(9)

Therefore, we can choose \( s = \left\lceil \frac{r(\sum_{i=r+1}^{\min(a,b)} \sigma_i^2)}{\epsilon - (\sum_{i=r+1}^{\min(a,b)} \sigma_i^2)} + 1 \right\rceil \), where \( \lceil . \rceil \) function gives the least integer greater than or equal to the given input.  

\[\Box\]
The upshot: Putting the value of $s$ in algorithm 1 we can compute the $H$ and $T = H^*F$ such that $HT$ is an approximation of $F$ with approximation error less than $\epsilon$. Thus we prove that for a given $F$ and an arbitrary state-of-the-art approximation of $F$ say $F^*$, we can always find an approximation in factor form of $(HT)$ which is better than $F^*$. Recall that we are working with the Frobenius norm of matrices, which seems to be the most common way to measure the cost function in the low-rank matrix approximation problem. However, the same method will surely allow one to prove the result for low-rank matrix approximation with respect to other norms like the spectral norm of matrices.
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