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Abstract

Modern social media are becoming overloaded with information because of the rapidly-expanding number of information feeds. We analyze the user-generated content in Sina Weibo, and find evidence that the spread of popular messages often follow a mechanism that differs from the spread of disease, in contrast to common belief. In this mechanism, an individual with more friends needs more repeated exposures to spread further the information. Moreover, our data suggest that for certain messages the chance of an individual to share the message is proportional to the fraction of its neighbours who shared it with him/her, which is a result of competition for attention. We model this process using a fractional susceptible infected recovered (FSIR) model, where the infection probability of a node is proportional to its fraction of infected neighbors. Our findings have dramatic implications for information contagion. For example, using the FSIR model we find that real-world social networks have a finite epidemic threshold in contrast to the zero threshold in disease epidemic models. This means that when individuals are overloaded with excess information feeds, the information either reaches out the population if it is above the critical epidemic threshold, or it would never be well received.

Introduction

Because of the expanding size of such online social networks (OSNs) as Facebook and Twitter, modern media carry an enormous amount of user generated content. As their impact on society is increasing, much interest is now being focused on the spreading mechanism in social networks. In order to understand the mechanisms underlying information diffusion, many studies involve analyzing large amounts of empirical data [1–7], and others formulate predictions of...
how popular a particular piece of information will become [8, 9]. The susceptible infected recovered (SIR) model [10] of disease epidemics is frequently used to model the spread of information.

Although disease, opinion, and information spreading all share significant similarities, fundamental differences remain. In the spread of disease [11–15], every person coming in contact with an infected individual has the same probability of being infected, and the infected individual continues to infect others until it no longer has the disease. In contrast, an individual with many friends may not share a held opinion if only a few of the friends agree with the opinion. Indeed, in many opinion models [16–29] individuals strongly tend to conform to the majority opinion of their friends. The spreading of information on OSNs is similar to that in epidemic and binary-choice opinion models, but the detailed mechanisms can differ. Studies [30, 31] have shown that the epidemic models do not reproduce certain empirical statistics observed in information spreading, and modifications on ‘inactive’ and ‘ignorant’ behaviours could significantly improve model results, and the influence of super-spreaders are present to ensure the matching statistics between models and empirical data. Social experiments have found that individuals often adopt new social behaviors when they are strongly influenced by repeated signals from friends [32], and extensive empirical study of Facebook found that the predominant component of Internet content spreading is the influence of “weak” links, e.g., the viewing of content generated by individuals with whom the viewer has had no interaction. This suggests that these weak links play a much more important role in information diffusion in OSNs than in face-to-face social networks where there is social interaction [33]. This same study [33] and others [34] also found that most of the spreading of online information occurs within the first day of its posting, indicating a short lifetime and a decaying rate of diffusion similar to that in the spread of disease. In addition to the social reinforcement behaviors discovered in Ref. [32], Ref. [34] also found that highly connected nodes (individuals with many friends) are less likely to spread (pass on) incoming information.

Although most empirical analyses focus on large data sets and use average statistics as a reference when determining universal spreading mechanisms, there is evidence [35] that spreading modes differ as information types differ and that they are also influenced by the number of linked “friends” a user has. Here we examine a set of popular messages on the Chinese micro-blog site Sina Weibo to determine the number of repeated message “shares” an individual needs to receive before they in turn share the message. We find that much of the viral spreading of popular messages follows a fractional SIR model, i.e., an individual with a large number of friends needs more repeated signals before sharing a message than one with a few number of friends. The analysis also suggests that the probability that an individual will share a message is proportional to the fraction of its friends that have shared it with him or her. This mechanism leads to a phase transition behavior in the spreading, i.e., messages with attractiveness below a critical threshold will not spread to a significant fraction of the population of the OSN, and those above the critical threshold will.

**Empirical Motivation**

**Data Source**

We obtain our data from the micro-blog site Chinese Sina Weibo (www.weibo.com), one of the most popular social media channels in China. It is similar to Twitter and by the end of 2012 had more than 40,000,000 active users [36]. A user can view messages that other users post but cannot send messages to them unless the other users elect to “follow” this user. The messages are limited to 140 Chinese characters. The number of people a user with a free account can follow is limited to 2000. (A tiny number of users elect to have the paid account option that allows...
a higher limit.) Fig 1 shows the transmission pattern for one of the popular messages on Weibo. The purple dots are users who have shared the message, and the green lines are the paths through which the message has spread. The spreading is a branching process that originates from a first node near the bottom of the figure.

In many empirical studies of information diffusion and user behavior in social media, aggregate statistics have been derived using a large amount of information content [7, 37]. Although this approach has the advantage of having large data sets and reliable statistics, it ignores the heterogeneity of information content and its effect on any findings.

In order to examine how message transmission dynamics vary as the type of message varies, we select the most popular 286 messages that were shared at least 40,000 times in December 2012 (data available in S1 File). Because we focus solely on these popular messages, we avoid the need to identify and filter spam [38]. For each message, we obtain the diffusion process by identifying every node (every user account) that has shared the message and recording the time of each sharing. For each node in this diffusion tree, we get the number of times it receives the same message from friends before it in turn shares the message. We do this by combining the network structure data with the sharing-time data.

**Empirical Observations**

We first define three quantities:

i. The number of users $N_i$ sharing message $i$, which in epidemic spreading terms corresponds to the total number of individuals who have been infected and have recovered.

ii. The fraction of users sharing the same message as $R = N_i/N$, where $N$ is the total number of active Weibo users.

iii. The total number of followees of user $j$ (the total number of users being followed by $j$) who share a message with $j$ before $j$ shares the message is defined as $k_j^-$. In the epidemic model this corresponds to the number of infected neighbors of node $j$ before $j$ is infected. The total number of users that user $j$ follows is defined as $k_j$. For each message, we denote the average of $k_j^-$ of all the users sharing this same message as $\langle k^- \rangle$.

Fig 2 shows that in the majority of these messages have an average value $\langle k^- \rangle < 2$. This is in contrast to the SIR model of scale-free networks in which, as we examine in more detail below, $\langle k^- \rangle > 2$.

Thus the hypothesis of our new model is that the spread of information in an OSN differs from the spread of a disease during an epidemic. In an OSN users pay only limited attention to incoming information and as the number of their contacts increase this attention to each contact decreases further. In the following section we test this hypothesis by comparing the outcome from our model with real-world data.

**The Fractional SIR (FSIR) Model**

In our fractional SIR (FSIR) model we assume that, as the number of friends a user has increases, the number of enforcements from these friends of a particular message required before the user passes the message on (“spreads the infection further”) also increases. Because the total amount of attention a user can pay to the OSN is limited, we hypothesize that the amount of influence from each neighbor is inversely proportional to the total number of contacts (followees) the user has.

Evidence exists [39] that despite the large amount of information a node with high connectivity $k$ can receive, the amount of information it shares is not significantly greater than the
Fig 1. Graphical representation of a diffusion tree on Sina Weibo. This is a graphic representation for one of the popular messages on Weibo, and the branching process can be seen. It has been shared more than 190,000 times. The purple dots represent users who have shared the message, and green lines represent the paths through which the messages are spread. If a user A shared the message from user B, a green line is drawn between both. The clusters of purple dots corresponds to a user with a large number of followers who have shared the message from this user.

doi:10.1371/journal.pone.0126090.g001
amount of information shared by a node with low connectivity $k$. Thus the total amount of attention a node can pay to the total information received from all of its neighbors is limited, irrespective of the node’s connectivity (there is a cognition limit). If all nodes thus have approximately the same cognition limit, an increasing overload of information will cause the higher-degree nodes to pay a decreasing amount of attention to information received from each of its contacts.

Our model assumes a network of $N$ nodes, each representing a user account on the OSN in which the number of contacts $k$ of a node is given by a degree distribution $P(k)$. In the real-world Weibo network the links are directed because the follower of a user account can see its posts but the user account cannot see the posts of its followers. For simplicity we use undirected networks in our analysis. Reference [40] shows that on the microblog site Twitter the users sharing the most messages are also the ones receiving the most messages despite the fact that the number of their followers differ from their number of followees. Hence an undirected network is a good approximation of message flow in a social network. The spreading mechanism in our model is as follows:

1. A node has information (is infected) at step $t = 0$. At a subsequent time $t$, for each node $i$ that has not shared the information (has not been infected but is susceptible) but has friends

Fig 2. Plot of $\langle k_\_i \rangle$ for each of the the most popular messages as a function of $N_i$. Messages are the most popular ones from Sina Weibo in December 2012. Majority of the most popular messages have average preceding sharing neighbors smaller than 2, which contradicts the SIR model. This hints that the mechanism might be different from SIR models for disease spreading for scale-free network of OSN type.

doi:10.1371/journal.pone.0126090.g002
that have (have been infected), the probability that \(i\) will subsequently share the information (the infection) from each infected (sharing) friend (follower) is \(\gamma/k_i\), where \(k_i\) is the degree of node \(i\).

2. \(\tau\) time steps after sharing (infection), an infected individual recovers and cannot be infected again (is no longer visible to its neighbors on the Internet). Hence the probability a susceptible node will be infected by a sharing friend is \(T_k = 1 - (1 - \gamma/k_j)^\tau\), where \(k_j\) is the degree of the susceptible node \(j\).

3. At the final steady state nodes can no longer be infected, and all of the nodes in are in the recovery or susceptible state. The message is no longer being shared.

Here \(\gamma\) is the intrinsic attractiveness of the information, and \(\tau\) is the visible duration on the feeds of a user’s followers.

Step one of our model differs from the corresponding step in the SIR model. In the SIR model, the probability of infection is \(\gamma\) (and is independent of the degree of the susceptible node), and the effective probability of infection is \(T = 1 - (1 - \gamma)^\tau\) and is independent of \(k\). In contrast, the infection probability in our FSIR model is determined by the individual node degree \(\gamma/k\). Thus a node of degree \(k\) can be infected with probability \(T_k = 1 - (1 - \gamma/k)^\tau\). In a real-world OSN, \(k \gg \gamma\), and thus \(T_k \approx \gamma\tau/k = \Gamma/k\), with \(\Gamma = \gamma\tau\). In the case of SIR, \(T = \Gamma\) for any node of any degree \(k\).

We perform FSIR and SIR simulations on a scale-free network of size \(N = 100,000\) and degree distribution \(P(k) \sim k^{-\lambda}\), with \(\lambda = 2.5\), which is the approximate empirical degree distribution of real-world OSNs. We fix the average degree at \(\langle k \rangle = 50\) to stay close to real-world OSNs. Since the popularity of the empirical data is typically less than 0.5% of the total population of users (200,000 shares out of 40,000,000 active users), i.e., \(R \approx 0.5\%), we use \(\Gamma\) values in our simulations that give similar \(R\) values, which corresponds to \(N_i \approx 500\). We run 5000 realizations for both the FSIR and the SIR model, and select out the realizations in which \(N_i > 200\), which corresponds to the \(R\) values of the highly popular messages selected from real-world data.

Fig 3 shows the simulation results for FSIR and SIR models with \(\Gamma\) values that give outbreak fractions around 0.5%. In order to match the empirical \(R\) value of 0.005, we assume \(\Gamma = 0.7\) for FSIR and \(\Gamma = 0.15\) for SIR. Comparing A, D, and G in Fig 3, we see that FSIR produces \(\langle k_\gamma \rangle\) values below 2 that do not change significantly with \(N_i\), which is similar to the empirical observation in A. In contrast, the range of \(\langle k_\gamma \rangle\) values in the SIR model is mostly above 2 and the values increase with \(N_i\). Later we show that the FSIR has a phase transition at \(\Gamma_c \approx 1\). This suggests that the most popular messages will spread below a critical threshold, which is similar to the FSIR mechanism but not to the SIR. Comparing B, E, and H, we see that the FSIR model produces a distribution of \(N_i\) that decreases as \(N_i\) increases, which similar to the empirical distributions. In contrast, the distribution of the SIR model is uniform. Fig 3C, 3F and 3I show that the number of messages with values of \(\langle k_\gamma \rangle < 2\) in the empirical data clearly resemble those of the FSIR simulations, not the SIR simulations in which most of the \(k_\gamma\) values are above 2. Thus the FSIR simulations capture the statistical properties of real data closely and the SIR simulations do not.

Our analysis thus strongly suggests that highly popular messages spread with a mechanism closely modeled by FSIR simulations but not conventional SIR simulations. This supports the hypothesis that a user with a larger number of neighbors will be proportionally less influenced by each of them, a clear contrast to SIR behavior. Note however that there are a small number of messages in which \(\langle k_\gamma \rangle > 2\). Perhaps this indicates that while most of the highly popular messages will follow the FSIR mechanism below the critical threshold, there are some that are
These do not tend to be among the most widely spread, however, and this could be due to their overall short lifespan. For example, a message about an upcoming election will be of interest to users prior to the election day. After the election the message disappears.

### The phase transition of the FSIR model

We next analyze the impact of the FSIR mechanism on information epidemics. On scale-free networks (or networks with broad degree distributions) the SIR mechanism has a critical threshold for epidemics of \( \Gamma_c \approx 0 \). This means that any disease is able to infect a considerable number of nodes. As we can see, for empirical and FSIR, \( \langle k_\sim \rangle \) values do not change significantly with \( N_i \) as seen in A and D. However, as seen in G, SIR shows a clear increase of \( \langle k_\sim \rangle \) as a function of \( N_i \). As seen in D and F, most of the real messages and FSIR result have \( \langle k_\sim \rangle < 2 \), meaning they are small outbreaks below epidemic threshold. But in I, we see that for SIR simulations, \( \langle k_\sim \rangle > 2 \). This means the messages are epidemics spreading rather than small outbreaks. In B and E, we show that both real data and FSIR have similar distributions of \( N_i \) values, with number of messages decreases significantly with increasing popularity \( N_i \). This is in contrast to SIR result in H. Hence through simulations, we show that FSIR captures the statistics of real data from popular messages, yet SIR does not.

---

doi:10.1371/journal.pone.0126090.g003
proportion of a population regardless of its intrinsic ability to spread. As suggested above, the spread of information in an OSN follows the FSIR mechanism, and thus, as we will show below, the critical threshold is $\Gamma_c \approx 1$. Below this critical $\Gamma_c$ threshold, information “outbreaks” can develop but not information “epidemics”. Above this threshold the information can diffuse to a much wider finite fraction of the user population. Fig 4 plots the FSIR simulation results for scale-free networks with two different values of $\lambda$. In these simulations $N = 100,000$, $\tau = 2$, and $k_{\text{min}} = 20$ for $\lambda = 2.5$ and $\lambda = 3$. As $\Gamma$ increases the FSIR shows a critical phase transition at $\Gamma_c \approx 1$, which differs from the SIR [12] in which $\Gamma_c \approx 0$ for $N \rightarrow \infty$.

For a random network with degree distribution $P(k)$ in the FSIR model, $T_k \approx \Gamma/k$. Using the generating function formalism [10, 41–43] for an inhomogeneous $T_k$, we can derive the probability $f_\infty$ that a branch of infection reaches infinity using the self-consistent equation

$$f_\infty = 1 - G_1 \left(1 - \frac{\Gamma}{k} f_\infty \right),$$  \hspace{1cm} (1)
where

\[ G_1 \left( 1 - \frac{\Gamma}{k} x \right) = \sum_k \frac{k P(k)}{\langle k \rangle} \left( 1 - \frac{\Gamma}{k} \right)^{k-1}. \quad (2) \]

The non-trivial solution of Eq (1) gives the value of \( f_\infty \) for a given value of \( \Gamma \) that corresponds to the intersection between the identity and the right side of Eq (1). At criticality there is only one root that corresponds to \( f_\infty = 0 \). Thus the left side of Eq (1) must be tangent to the identity at \( f_\infty = 0 \). In other words, the derivative of Eq (1) evaluated on this root must be one. Thus

\[ \Gamma_c \sum_k \frac{(k-1) P(k)}{\langle k \rangle} = 1, \quad (3) \]

and

\[ \Gamma_c = \frac{\langle k \rangle}{\langle k \rangle - 1}, \quad (4) \]

independent of the degree distribution \( P(k) \) (see Fig 5). In a real OSN in which \( \langle k \rangle \) is of the order of 100, \( \Gamma_c \approx 1 \).

The fact that \( \Gamma_c = 1 \) has a significant impact on information epidemics means that, in an OSN, most messages cause small information outbreaks at best, and only highly attractive and interesting messages (\( \Gamma > 1 \)) reach a significant fraction \( R \) of the user population. The \( \Gamma \) value of individual messages depends not only on how attractive, interesting, or novel a particular message is, but also on how attractive, interesting, or novel all the other messages being shared during the same period are. The novelty and attractiveness of all messages can theoretically double, i.e., the \( \Gamma \) value of every message can double, but the attention of the users cannot. Thus what matters is the \( \Gamma \) value of a particular message as compared to the \( \Gamma \) values of all the other messages, because all messages are competing for attention from the same user population. In other words, \( \gamma \) values can indicate the weighted novelty of a message compared to all other messages. If there are too many messages with similar a level of novelty, it is probable that none of them will have \( \Gamma > 1 \), and thus none will prevail. When there is an individual message that much more interesting than all the other messages, it may capture a considerable fraction of the user population.

Discussion

Note that the FSIR mechanism is more likely to be present in situations of information overload. When there is an information overload, users select what they will share and what they will ignore. This is what makes information spreading distinctively different from the spread of disease. A piece of information competes with all other pieces of information for the attention of users (“nodes”), but disease epidemics can utilize every opportunity to spread to other individuals irrespective of the presence of other diseases. In fact, an individual who has been exposed to many diseases is more likely to be infected. In contrast, an individual inundated by an overload of messages is less likely to view, remember, or pass on any of them.

Information overload also shortens the visibility duration for popular messages. Because messages come to a user every day, new messages appearing above old messages, an information overload means any message, however popular, will rapidly lose its visibility, thus effectively shortening the \( \tau \) value. Even extremely popular units of information content die quickly. An outstanding example was the immensely popular but short-lived “Gangnam Style” music...
video that quickly spread across the world—receiving over one billion views on Youtube—and then soon after lost its popularity. There are many other current examples in pop culture and on the Internet of subjects that quickly become world-wide topics and then quickly disappear. In marketing also, many products compete with each other and overload consumers with advertising messages, which may influence them, and their choices may in turn influence their friends, but the result is usually a handful of brands dominating a market with the rest of the brands fighting for survival.

Because this critical phenomenon is present irrespective of network structure, and because people encounter information overload in many settings, the FSIR mechanism and its associated phase transition phenomenon are present in many other real-world contexts. As information spreads across an OSN according to either the SIR or FSIR mechanism, any attempt to predict the popularity of a unit of information content must first determine which mechanism is present. Only then can business or government institutions, for example, obtain useful insights into the behavior of information spreading.

---

**Fig 5. Plot of $R$ as a function of $\Gamma$ for different types of random networks.** Regardless of the types of networks, the critical threshold for phase transition $\Gamma_c$ is always larger than 1.0. For networks with larger $\langle k \rangle$ values, $\Gamma_c$ is closer to 1.0 as predicted by Eq (4).

doi:10.1371/journal.pone.0126090.g005
The bigger question raised from this work is what determines the spreading mechanism of a message, and what contributes to its novelty value ($\Gamma$ value). Related empirical studies [44, 45] on social contagion of products provided valuable insights into some important features of marketing campaigns that induces viral spreading. Our work provides a systematic framework to mathematically relate such features to adoption rates. We believe that, combining our mathematical framework with large pool of data and the right methodology from machine learning and text mining, more can be achieved in this field with immense social values.

Supporting Information

S1 File. Microblog spreading data. This zip file contains the sharing details of all of the microblogs we have used in the Figs 2 and 3. Among the files, 'Instruction.txt' describes the contents of the files.

(ZIP)

Author Contributions

Conceived and designed the experiments: LF YH BL HES SH LAB. Performed the experiments: LF LAB. Analyzed the data: LF YH BL HES SH LAB. Contributed reagents/materials/analysis tools: YH. Wrote the paper: LF HES SH LAB.

References

1. Adar E, Adamic LA. Tracking information epidemics in blogspace. In: Web Intelligence, 2005. Proceedings. The 2005 IEEE/WIC/ACM International Conference on. IEEE; 2005. p. 207–214.
2. Anagnostopoulos A, Kumar R, Mahdian M. Influence and correlation in social networks. In: Proceedings of the 14th ACM SIGKDD international conference on Knowledge discovery and data mining. ACM; 2008. p. 7–15.
3. Gruhl D, Guha R, Liben-Nowell D, Tomkins A. Information diffusion through blogspace. In: Proceedings of the 13th international conference on World Wide Web. ACM; 2004. p. 491–501.
4. Cha M, Kwak H, Rodriguez P, Ahn YY, Moon S. I tube, you tube, everybody tubes: analyzing the world’s largest user generated content video system. In: Proceedings of the twenty-seventh ACM symposium on Principles of distributed computing. ACM; 2008. p. 283–294.
5. Guo L, Tan E, Chen S, Xiao Z, Zhang X. The stretched exponential distribution of internet media access patterns. In: Proceedings of the twenty-seventh ACM symposium on Principles of distributed computing. ACM; 2008. p. 283–294.
6. Lerman K, Ghosh R. Information Contagion: An Empirical Study of the Spread of News on Digg and Twitter Social Networks. ICWSM. 2010; 10:90–97.
7. Bakshy E, Rosenn I, Marlow C, Adamic L. The role of social networks in information diffusion. In: Proceedings of the 21st international conference on World Wide Web. ACM; 2012. p. 519–528.
8. Galuba W, Aberer K, Chakraborty D, Despotovic Z, Kellerer W. Outtweeting the twitterers-predicting information cascades in microblogs. In: Proceedings of the 3rd conference on Online social networks. USENIX Association; 2010. p. 3–3.
9. Lee JG, Moon S, Salamatian K. An approach to model and predict the popularity of online contents with explanatory factors. In: Web Intelligence and Intelligent Agent Technology (WI-IAT), 2010 IEEE/WIC/ACM International Conference on. vol. 1. IEEE; 2010. p. 623–630.
10. Newman ME. Spread of epidemic disease on networks. Physical review E. 2002; 66(1):016128. doi: 10.1103/PhysRevE.66.016128
11. Bailey NT, et al. The mathematical theory of infectious diseases and its applications. Charles Griffin & Company Ltd, 5a Crendon Street, High Wycombe, Bucks HP13 6LE.; 1975.
12. Pastor-Satorras R, Vespignani A. Epidemic spreading in scale-free networks. Physical review letters. 2001; 86(4):3200. doi: 10.1103/PhysRevLett.86.3200 PMID: 11290142
13. Moreno Y, Pastor-Satorras R, Vespignani A. Epidemic outbreaks in complex heterogeneous networks. The European Physical Journal B-Condensed Matter and Complex Systems. 2002; 26(4):521–529. doi: 10.1140/epjb/e20020122
14. Meloni S, Arenas A, Gómez S, Borge-Holthoefer J, Moreno Y. Modeling epidemic spreading in complex networks: concurrency and traffic. In: Handbook of Optimization in Complex Networks. Springer; 2012. p. 435–462.

15. Nekovee M, Moreno Y, Bianconi G, Marsili M. Theory of rumour spreading in complex social networks. Physica A: Statistical Mechanics and its Applications. 2007; 374(1):457–470. doi: 10.1016/j.physa.2006.07.017

16. Sznajd-Weron K, Sznajd J. Opinion evolution in closed community. International Journal of Modern Physics C. 2000; 11(06):1157–1165. doi: 10.1142/S0129183100000936

17. Valdez L, Macrì P, Stanley H, Braunstein L. Triple point in correlated interdependent networks. Physical Review E. 2013; 88(5):050803. doi: 10.1103/PhysRevE.88.050803

18. Liggett TM. Stochastic interacting systems: contact, voter and exclusion processes, vol. 324. Springer; 1999.

19. Lambiotte R, Redner S. Dynamics of non-conservative voters. EPL (Europhysics Letters). 2008; 82(1):18007. doi: 10.1209/0295-5075/82/18007

20. Galam S. Minority opinion spreading in random geometry. The European Physical Journal B-Condensed Matter and Complex Systems. 2002; 25(4):403–406. doi: 10.1007/s10051-002-8929-9

21. Krapivsky P, Redner S. Dynamics of majority rule in two-state interacting spin systems. Physical Review Letters. 2003; 90(23):238701. doi: 10.1103/PhysRevLett.90.238701 PMID: 12897298

22. Nowak A, Szamrej J, Latane B. From private attitude to public opinion: A dynamic theory of social impact. Psychological Review. 1990; 97(3):362. doi: 10.1037/0033-295X.97.3.362

23. Defuant G, Neau D, Ambiard F, Weisbuch G. Mixing beliefs among interacting agents. Advances in Complex Systems. 2000; 3(01n04):87–98. doi: 10.1142/S0219525900000078

24. Hegselmann R, Krause U. Dynamics of non-conservative voters. EPL (Europhysics Letters). 2008; 82(1):18007. doi: 10.1209/0295-5075/82/18007

25. Bunde A, Havlin S. Fractals and disordered systems. Springer-Verlag New York, Inc.; 1991.

26. Shao J, Havlin S, Stanley HE. Dynamic opinion model and invasion percolation. Physical review letters. 2009; 103(1):018701. doi: 10.1103/PhysRevLett.103.018701 PMID: 19659181

27. Li Q, Braunstein LA, Havlin S, Stanley HE. Strategy of competition between two groups based on an inflexible contrarian opinion model. Physical Review E. 2011; 84(6):066101. doi: 10.1103/PhysRevE.84.066101

28. Watts DJ. A simple model of global cascades on random networks. Proceedings of the National Academy of Sciences. 2002; 99(9):5766–5771. doi: 10.1073/pnas.082090499

29. Liu RR, Wang WX, Lai YC, Wang BH. Cascading dynamics on random networks: Crossover in phase transition. Physical Review E. 2012; 85(2):026110. doi: 10.1103/PhysRevE.85.026110

30. Borge-Holthoefer J, Meloni S, González-Bailón S, Moreno Y. Emergence of influential spreaders in modified rumor models. Journal of Statistical Physics. 2013; 151(1–2):383–393. doi: 10.1007/s10955-012-0595-6

31. Borge-Holthoefer J, Baños RA, González-Bailón S, Moreno Y. Cascading behaviour in complex socio-technical networks. Journal of Complex Networks. 2013; 1(1):3–24. doi: 10.1093/comnet/cnt006

32. Centola D. The spread of behavior in an online social network experiment. science. 2010; 329(5996):1194–1197.

33. Granovetter M. The strength of weak ties: A network theory revisited. Sociological theory. 1983; 1(1):201–233. doi: 10.2307/202051

34. Hodas NO, Lerman K. How visibility and divided attention constrain social contagion. In: Privacy, Security, Risk and Trust (PASSAT), 2012 International Conference on and 2012 International Conference on Social Computing (SocialCom). IEEE; 2012. p. 249–257.

35. Romero DM, Meeder B, Kleinberg J. Differences in the mechanics of information diffusion across topics: idioms, political hashtags, and complex contagion on twitter. In: Proceedings of the 20th international conference on World wide web. ACM; 2011. p. 695–704.

36. Ifeng News, http://tech.ifeng.com/internet/detail_2013_02/20/22311228_0.shtml in Feb 2013.

37. Hodas NO, Lerman K. The Simple Rules of Social Contagion. arXiv preprint arXiv:13085015. 2013;

38. Ghosh R, Surachawala T, Lerman K. Entropy-based Classification of ‘Retweeting’ Activity on Twitter. arXiv preprint arXiv:11060346. 2011;

39. Hodas NO, Kooti F, Lerman K. Friendship Paradox Redux: Your Friends Are More Interesting Than You. arXiv preprint arXiv:13043480. 2013;

40. Gomez-Rodriguez M, Gummadi KP, Scholkopf B. Quantifying Information Overload in Social Media and its Impact on Social Contagions. arXiv preprint arXiv:14036838. 2014;
41. Braunstein LA, Wu Z, Chen Y, Buldyrev SV, Kalisky T, Sreenivasan S, et al. Optimal path and minimal spanning trees in random weighted networks. International Journal of Bifurcation and Chaos. 2007; 17(07):2215–2255. doi: 10.1142/S0218127407018361

42. Callaway DS, Newman ME, Strogatz SH, Watts DJ. Network robustness and fragility: Percolation on random graphs. Physical review letters. 2000; 85(25):5468. doi: 10.1103/PhysRevLett.85.5468 PMID: 11136023

43. Kenah E, Robins JM. Second look at the spread of epidemics on networks. Physical Review E. 2007; 76(3):036113. doi: 10.1103/PhysRevE.76.036113

44. Aral S, Walker D. Creating social contagion through viral product design: A randomized trial of peer influence in networks. Management Science. 2011; 57(9):1623–1639. doi: 10.1287/mnsc.1110.1421

45. Aral S, Walker D. Identifying influential and susceptible members of social networks. Science. 2012; 337(6092):337–341. doi: 10.1126/science.1215842 PMID: 22722253