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Abstract

Recently, Transformers have shown promising performance in various vision tasks. However, the high costs of global self-attention remain challenging for Transformers, especially for high-resolution vision tasks. Local self-attention runs attention computation within a limited region for the sake of efficiency, resulting in insufficient context modeling as their receptive fields are small. When staring at an object, human eyes usually focus on a small region while taking non-attentional regions at a coarse granularity. Based on this observation, we develop an axially expanded windows (AEWin) self-attention mechanism that performs fine-grained self-attention within the local window and coarse-grained self-attention in the horizontal and vertical axes, and thus can effectively capture both short- and long-range visual dependencies. In addition, to adapt the axially expanded windows, we propose a novel shifted window strategy to capture the complete local region of the image. Incorporated with these designs, AEWin Transformer demonstrates competitive performance on common vision tasks. Specifically, it achieves 83.1% and 84.7% Top-1 accuracy with the model size of 22M and 77M, respectively, testing on ImageNet-1K, outperforming the previous Vision Transformer backbones. On ADE20K semantic segmentation and COCO object detection, our AEWin Transformer backbone outperforms the recent state-of-the-art CSWin Transformer.

1 Introduction

Modeling in computer vision has long been dominated by convolutional neural networks (CNNs). Recently, transformer models in the field of natural language processing (NLP) [Devlin et al., 2018; Vaswani et al., 2017; Yates et al., 2021] have attracted great interest from computer vision (CV) researchers. The Vision Transformer (ViT) [Dosovitskiy et al., 2020] model and its variants have gained state-of-the-art results on many core vision tasks [Zhao et al., 2020; Touvron et al., 2021]. The original ViT, inherited from NLP, first splits an input image into patches, while equipped with a trainable class (CLS) token that is appended to the input patch tokens. Then, patches are treated in the same way as tokens in NLP applications, using self-attention layers for global information communication, and finally using the output CLS token for prediction. Recent work [Dosovitskiy et al., 2020; Liu et al., 2021] shows that ViT outperforms state-of-the-art convolutional networks [Huang et al., 2018] on large-scale datasets. However, when trained on smaller datasets, ViT usually underperforms its counterparts based on convolutional layers.

The original ViT lacks inductive bias, such as locality and translation equivariance, which leads to overfitting and data inefficient usage. To improve data efficiency, numerous efforts have studied how to introduce the locality of the CNN model into the ViT to improve its scalability [Chu et al., 2021a; Yang et al., 2021]. These methods typically reintroduce hierarchical architectures to compensate for the loss of non-locality, such as the Swin Transformer [Liu et al., 2021].
Local self-attention and hierarchical ViT (LSA-ViT) has been demonstrated to solve data inefficiency and alleviate model overfitting. However, LSA-ViT uses window-based attention at shallow layers, losing the non-locality of original ViT, which leads to LSA-ViT having limited model capacity and henceforth scales unfavorably on larger datasets such as ImageNet-21K [Dai et al., 2021]. To bridge the connection between windows, previous LSA-ViT works propose specialized designs such as the “haloing operation” [Vaswani et al., 2021] and “shifted window” [Liu et al., 2021]. These approaches often need complex architectures, and their receptive field is increased quite slowly and requires stacking many blocks to achieve global self-attention.

When staring at an object, human eyes usually focus on a local region while attending to non-attentional regions at coarse granularity. Based on this observation, we propose an Axially Expanded Windows (AEWin) self-attention, which is illustrated in Figure 1 and compared with existing self-attention mechanisms. Considering that the visual dependencies between nearby regions are usually stronger than those far away, we perform the fine-grained self-attention within the local window and coarse-grained attention on the horizontal and vertical axes. We split the multi-heads into three parallel groups and the number of heads in the first two groups is half of that in the final group, the first two groups are used for self-attention on the horizontal and vertical axes, respectively, and the final group is used for self-attention within the local window. It is worth noting that with AEWin self-attention mechanism, the self-attention in the local window, horizontal axis, and vertical axis are calculated in parallel, and this parallel strategy does not introduce extra computation costs. As shown in Figure 2, the feature map focuses on its closest surroundings with long tokens and the surrounding on its horizontal and vertical axes with short tokens to capture coarse-grained visual dependencies. Therefore, it can capture both short- and long-range visual dependencies efficiently. Benefit from the fine-grained window self-attention and coarse-grained axial self-attention, the proposed AEWin self-attention can better balance performance and computational cost compared to existing local self-attention mechanisms shown in Figure 1.

The existing local window attention has a crucial issue for our AEWin, it cannot cover all local windows. As shown in Figure 3, there is no information communication inside the local window partitioned by the blue dotted line. Inspired by Swin Transformer [Liu et al., 2021], we propose a new shifted window strategy for AEWin. We will demonstrate this shifted window strategy in detail in Section 3.2.

Based on the proposed AEWin self-attention, we design a general vision transformer backbone with a hierarchical architecture, named AEWin Transformer. Our tiny variant AEWin-T achieves 83.1% Top-1 accuracy on ImageNet-1K without any extra training data.

## 2 Related Work

Transformers were proposed by Vaswani et al. [Vaswani et al., 2017] for machine translation, and have since become the state-of-the-art method in many NLP tasks. Recently, ViT [Dosovitskiy et al., 2020] demonstrates that pure Transformer-based architectures can also achieve very competitive results. One challenge for vision transformer-based models is data efficiency. Although ViT [Dosovitskiy et al., 2020] can perform better than convolutional networks with hundreds of millions of images for pre-training, such a data requirement is difficult to meet in many cases.

To improve data efficiency, many recent works have focused on introducing the locality and hierarchical structure of convolutional neural networks into ViT, proposing a series of local and hierarchical ViT. The Swin Transformer [Liu et al., 2021] pays attention on shifted windows in a hierarchical architecture. Nested ViT [Zhang et al., 2022] proposes a block aggregation module, which can more easily achieve cross-block non-local information communication. Focal ViT [Yang et al., 2021] presents focal self-attention, each token attends its closest surrounding tokens at fine granularity and the tokens far away at coarse granularity, which can effectively capture both short- and long-range visual dependencies.

Based on the local window, a series of local self-attentions with different shapes are proposed in subsequent work. Axial self-attention [Ho et al., 2019] and criss-cross attention [Huang et al., 2019] achieve longer-range dependencies in horizontal and vertical directions respectively by performing self-attention in each single row or column of the feature map. CSWin [Dong et al., 2022] proposed a cross-shaped window self-attention region, including multiple rows and columns. Pale Transformer [Wu et al., 2021] proposes a Pale-Shaped

---

Figure 2: A parallel implementation of AEWin. It is worthwhile to note that the token length of axial attention is only half of that of windowed attention, so as to set different granularity for local and global.

Figure 3: An illustration of the drawback of the local window attention. There is no information communication between the tokens in the window partitioned by the blue dotted line.
3 Method

3.1 Axially Expanded Windows Self-Attention

LSAH-ViT uses window-based attention at shallow layers, lacking the non-locality of original ViT, which leads to LSAH-ViT having limited model capacity and henceforth scales unfortunately on larger datasets. Existing works use specialized designs, such as the “haloing operation” [Vaswani et al., 2021] and “shifted window” [Liu et al., 2021], to communicate information between windows. These approaches often need complex architectures, and their receptive field is increased quite slowly and requires stacking many blocks to achieve global self-attention. For capturing dependencies varied from short-range to long-range, inspired by the human vision system, we propose Axially Expanded Windows Self-Attention (AEWin-Attention), which performs fine-grained self-attention within the local window and coarse-grained self-attention on the horizontal and vertical axes.

**Axially Expanded Windows.** According to the multi-head self-attention mechanism, the input feature \( X \in \mathbb{R}^{(H \times W) \times C} \) will be first linearly projected to \( K \) heads, and then each head will perform local self-attention within the window or horizontal axis or vertical axis.

For horizontal axial self-attention, \( X \) is evenly split into non-overlapping horizontal stripes \([X^1, \ldots, X^H]\), and each stripe contains \(1 \times W\) tokens. Formally, suppose the projected queries, keys and values of the \( k^{th} \) head all have dimension \( d_k \), then the output of the horizontal axis self-attention for \( k^{th} \) head is defined as:

\[
X = [X^1, X^2, \ldots, X^H],
\]

\[
Y_k = \text{MSA}(X^1W^Q_k, X^1W^K_k, X^1W^V_k),
\]

\[
\text{H-MSA}_k(X) = [Y_k^1, Y_k^2, \ldots, Y_k^H]
\]

where \( X_i \in \mathbb{R}^{(1 \times W) \times C}, i \in \{1, 2, \ldots, H\} \), and MSA indicates the Multi-head Self-Attention. \( W^Q_k \in \mathbb{R}^{C \times d_k}, W^K_k \in \mathbb{R}^{C \times d_k}, W^V_k \in \mathbb{R}^{C \times d_k} \) represent the projection matrices of queries, keys and values for the \( k^{th} \) head respectively, and \( d_k = C/K \). The vertical axial self-attention can be similarly derived, and its output for \( k^{th} \) head is denoted as \( \text{V-MSA}_k(X) \).

For windowed the self-attention, \( X \) is evenly split into non-overlapping local windows \([X_m^1, \ldots, X_m^N]\) with height and width equal to \( M \), and each window contains \( M \times M \) tokens. Based on the above analysis, the output of the windowed self-attention for \( k^{th} \) head is defined as:

\[
X_m = [X_m^1, X_m^2, \ldots, X_m^N],
\]

\[
Y_k = \text{MSA}(X_m^1W^Q_k, X_m^1W^K_k, X_m^1W^V_k),
\]

\[
\text{W-MSA}_k(X) = [Y_k^1, Y_k^2, \ldots, Y_k^N]
\]

where \( N = (H \times W)/(M \times M) \), \( M \) is set as 7 by default.

A parallel implementation of different granularities. We split the \( K \) heads into three parallel groups, with \( K/4 \) heads in the first two groups and \( K/2 \) heads in the last group, thus building a different granularity between local and global, as shown in Figure 2. The first group of heads perform horizontal axis self-attention, the second group of heads perform vertical axis self-attention, and the third group of heads perform local window self-attention. Finally, the outputs of these three parallel groups will be concatenated back together.

\[
\text{head}_k = \begin{cases} 
\text{H-MSA}_k(X) & k = 1, \ldots, K/4 \\
\text{V-MSA}_k(X) & k = K/4 + 1, \ldots, K/2 \\
\text{W-MSA}_k(X) & k = K/2 + 1, \ldots, K 
\end{cases}
\]

\[
\text{AEWin}(X) = \text{Concat}(\text{head}_1, \ldots, \text{head}_K)W^O
\]
where $W^O \in R^{C \times C}$ is the commonly used projection matrix that is used to integrate the output tokens of three groups. Compared to the step-by-step implementation of axial and windowed self-attention separately, such a parallel mechanism has a lower computation complexity. It can achieve different granularities by carefully designing the number of heads in different groups.

**Complexity Analysis.** Given the input feature of size $H \times W \times C$ and window size $(M, M)$, the standard global self-attention has a computational complexity of

$$\Omega(\text{Global}) = 4HWC^2 + 2(HW)^2C$$

however, the AEWin-Attention with a parallel implementation has a computational complexity of

$$\Omega(\text{AEWin}) = 4HWC^2 + HW + \frac{3}{2}W + M^2$$

which can obviously alleviate the computation and memory burden compared with the global one, since $2HW >> (\frac{1}{2}H + \frac{1}{2}W + M^2)$ always holds.

### 3.2 A Parallel Implementation of Shifted Window

The existing local window attention has a crucial issue for our AEWin, it cannot cover all local windows. As shown in Figure 3, there is no information communication inside the local window partitioned by the blue dotted line. Inspired by the Swin Transformer [Liu et al., 2021], we propose a new shifted window strategy that provides connections among windows while covering all local regions, significantly enhancing learning ability.

As shown in Figure 5, we split the heads into two parallel groups. The first and second groups displace the window right and down by $\left\lfloor \frac{M}{2} \right\rfloor$ pixels from the regularly partitioned window, respectively, and then cyclic shifting (Green and yellow boxes in Figure 5). Finally, the outputs of these two parallel groups will be concatenated back together. We alternate the two partition configurations in the local window calculation of consecutive AEWin Transformer blocks.

After this shift, a batched window may be composed of several sub-windows that are not adjacent in the feature map (Green and yellow boxes in Figure 5). As our AEWin expands the receptive field of local windows using axial attention, these non-adjacent sub-windows have information communication in the regular window partitioning strategy, so our shifted window strategy does not need to use the masking mechanism in Swin Transformer [Liu et al., 2021], which improves the efficiency of window attention after shifted window. The ablation study shows that our parallel shifted window strategy outperforms the Swin Transformer.

### 3.3 AEWin Transformer Block

Equipped with the above self-attention mechanism, AEWin Transformer block is formally defined as:

$$X^l = W^{\text{AEWin}}(\text{LN}(X^{l-1})) + X^{l-1},$$

$$X^l = \text{MLP}^{\wedge}(\text{LN}(X^l)) + X^l$$

$$X^{l+1} = \text{PSW-AEWin}^{\wedge}(\text{LN}(X^l)) + X^l,$$

$$X^{l+1} = \text{MLP}^{\wedge}(\text{LN}(X^{l+1})) + X^{l+1}$$

where $X^l$ and $X^l$ denote the output features of the AEWin module and the MLP module for block $l$, respectively. W-AEWin and PSW-AEWin denote AEWin self-attention using regular and parallel shifted window partitioning configurations, respectively. We use conditional positional encoding (CPE) [Chu et al., 2021b] as the positional encoding of AEWin, as shown in Figure 4(b).

### 3.4 Overall Architecture

An overview architecture of the AEWin-ViT is presented in Figure 4 (a), which illustrates the tiny version. AEWin-ViT consists of four hierarchical stages, like Swin-ViT [Liu et al., 2021] to build hierarchical architecture to capture multi-scale features and alternately use shifted windows. Each stage contains a patch merging layer and several AEWin Transformer blocks. As the network gets deeper, the input features are spatially downsampled by a certain ratio through the patch merging layer. The channel dimension is expanded twice to produce a hierarchical image representation. Specifically, the spatial downsampling ratio is set to 4 in the first stage and 2 in the last three stages. The outputs of the patch merging layer are fed into the subsequent AEWin Transformer block, and the number of tokens is kept constant. Finally, we apply a global average pooling step on the output of the last block to obtain the image representation vector for the final prediction.

### Table 1: Detailed configurations of AEWin Transformer Variants.

| Models   | #Dim | #Blocks | #heads | #Param. |
|----------|------|---------|--------|---------|
| AEWin-T  | 64   | 2,2,16,2| 4,4,8,16| 22M     |
| AEWin-B  | 96   | 2,4,24,2| 4,8,16,32| 77M     |

**Variants.** For a fair comparison with other vision Transformers under similar settings, we designed two variants of the proposed AEWin Transformer: AEWin-T (Tiny) and AEWin-B (Base). Table 1 shows the detailed configurations of all variants. They are designed by changing the block number of each stage and the base channel dimension $C$. The AEWin-T’s head numbers for the four stages are 4, 4, 8, 16; the AEWin-B’s head numbers are 4, 8, 16, 32.
4 Experiments

To show the effectiveness of the AEWin Transformer, we conduct experiments on ImageNet-1K [Deng et al., 2009]. We then compare the performance of AEWin and state-of-the-art Transformer backbones on small datasets Caltech-256 [Griffin et al., 2007] and Mini-ImageNet [Krizhevsky et al., 2012]. To further demonstrate the effectiveness and generalization of our backbone, we conduct experiments on ADE20K [Zhou et al., 2017] for semantic segmentation, and COCO [Lin et al., 2014] for object detection. Finally, we perform comprehensive ablation studies to analyze each component of the AEWin Transformer.

4.1 Classification on the ImageNet-1K

Table 2: Comparison of different models on ImageNet-1K.

| Method         | Image Size | Param. | FLOPs  | top-1 acc. |
|----------------|------------|--------|--------|------------|
| RegNetY-16G    | 224        | 21M    | 4.0G   | 80.0       |
| DeiT-S         | 224        | 22M    | 4.6G   | 79.8       |
| PVT-S          | 224        | 25M    | 3.8G   | 79.8       |
| Swin-T(Liu et al., 2021) | 224    | 29M    | 4.9G   | 81.3       |
| Focal-T(Yang et al., 2021) | 224  | 29M    | 4.9G   | 82.2       |
| CSWin-T(Dong et al., 2022) | 224  | 23M    | 4.3G   | 82.7       |
| AEWin-T(ours)  | 224        | 22M    | 4.0G   | 83.1       |
| RegNetY-16G    | 224        | 84M    | 16.0G  | 82.9       |
| ViT-B(Dosovitskiy et al., 2020) | 384    | 86M    | 55.4G  | 77.9       |
| DeiT-B(Touvron et al., 2021) | 224  | 86M    | 17.5G  | 81.8       |
| PVT-B(Wang et al., 2021) | 224    | 61M    | 9.8G   | 81.7       |
| Swin-B(Liu et al., 2021) | 224    | 88M    | 15.4G  | 83.3       |
| Focal-B(Yang et al., 2021) | 224    | 90M    | 16.0G  | 83.8       |
| CSWin-B(Dong et al., 2022) | 224  | 78M    | 15.0G  | 84.2       |
| AEWin-B(ours)  | 224        | 77M    | 14.6G  | 84.7       |

Implementation details. This setting mostly follows [Liu et al., 2021]. We use the PyTorch toolbox [Paszke et al., 2019] to implement all our experiments. We employ an AdamW [Kingma and Ba, 2014] optimizer for 300 epochs using a cosine decay learning rate scheduler and 20 epochs of linear warm-up. A batch size of 256, an initial learning rate of 0.001, and a weight decay of 0.05 are used. ViT-B/16 uses an image size 384×384 and others use 224×224. We include most of the augmentation and regularization strategies of Swin transformer[Liu et al., 2021] in training.

Results. Table 2 compares the performance of the proposed AEWin Transformer with the state-of-the-art CNN and Vision Transformer backbones on ImageNet-1K. Compared to ViT-B, the proposed AEWin-T model is +5.2% better and has much lower computation complexity than ViT-B. Meanwhile, the proposed AEWin Transformer variants outperform the state-of-the-art Transformer-based backbones, and is +0.5% higher than the most related CSWin Transformer. AEWin Transformer has the low computation complexity compared to all models in Table 2. For example, AEWin-T achieves 83.1% Top-1 accuracy with only 4.0G FLOPs. And for the base model setting, our AEWin-B also achieves the best performance.

4.2 Classification on Caltech-256 and Mini-ImageNet

Implementation details. Follow most of the experimental settings in the above subsection and change epochs to 100.

Results. In Table 3 and Table 5, we compare the proposed AEWin Transformer with state-of-the-art Transformer architectures on small datasets. With the limitation of pages, we only compare with a few classical methods here. It is known that ViTs usually perform poorly on such tasks as they typically require large datasets to be trained on. The models that perform well on large-scale ImageNet do not necessarily work perform on small-scale Mini-ImageNet and Caltech-256, e.g., ViT-B has top-1 accuracy of 58.3% and Swin-B has top-1 accuracy of 67.4% on the Mini-ImageNet, which suggests that ViTs are more challenging to train with less data. The proposed AEWin can significantly improve the data efficiency and performs well on small datasets such as Caltech-256 and Mini-ImageNet. Compared with CSWin, it has increased by 0.8% and 0.7% respectively.

4.3 COCO Object Detection

Implementation details. We use the Mask R-CNN [He et al., 2017] framework to evaluate the performance of the proposed AEWin Transformer backbone on the COCO benchmark for object detection. We pretrain the backbones on the ImageNet-1K dataset and apply the finetuning strategy used in Swin Transformer [Liu et al., 2021] on the COCO training set.

Results. We compare AEWin Transformer with various backbones, as shown in Table 4. It shows that the proposed AEWin Transformer variants clearly outperform all the CNN and Transformer counterparts. For object detection, our AEWin-T and AEWin-B achieve 47.3 and 49.1 box mAP for better comparison.

4.4 ADE20K Semantic Segmentation

Implementation details. We further investigate the capability of AEWin Transformer for Semantic Segmentation on the ADE20K [Zhou et al., 2017] dataset. Here we employ the widely-used UperNet [Xiao et al., 2018] as the basic framework and followed Swin’s [Liu et al., 2021] experimental settings. In Table 6, we report both the single-scale (SS) and multi-scale (MS) mIoU for better comparison.

Results. As shown in Table 6, our AEWin variants outperform previous state-of-the-arts under different configurations. Specifically, our AEWin-T and AEWin-B outperform the CSWin by +0.6% and +0.9% SS mIoU, respectively. These results show that the proposed AEWin Transformer can effectively capture the context dependencies of different distances.
4.5 Ablation Study

We perform ablation studies on image classification and downstream tasks for the fundamental designs of our AEWin Transformer. For a fair comparison, we use the Swin-T [Liu et al., 2021] as the backbone for the following experiments, and only change one component for each ablation.

**Shifted windows.** Table 7 reports the ablation of different shifted window strategies. We perform ablation studies on image classification and downstream tasks for the fundamental designs of our AEWin Transformer. For a fair comparison, we use the Swin-T [Liu et al., 2021] as the backbone for the following experiments, and only change one component for each ablation.

**Parallel shifted window in AEWin.** In this subsection, we demonstrate the results of using the axially expanded windows and parallel shifted window strategy independently in AEWin transformer, as shown in Table 8. The results show that the best performance can be achieved by combining the axially expanded windows and the parallel shifted window.

**Attention Mechanism Comparison.** In this subsection, we compare with existing self-attention mechanisms. As shown in Table 9, the proposed AEWin self-attention mechanism performs better than the existing self-attention mechanism.
5 Conclusions

This work proposes a new efficient self-attention mechanism, called axially expanded windows attention (AEWin-Attention). Compared with previous local self-attention mechanisms, AEWin-Attention simulates the way humans observe an object using fine-grained attention locally and coarse-grained attention in non-attentional regions. Based on the proposed AEWin-Attention, we developed a Vision Transformer backbone called AEWin Transformer, which achieves state-of-the-art performance on ImageNet-1K image classification, COCO object detection and ADE20K semantic segmentation.
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