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Abstract. We study (homogeneous and inhomogeneous) anisotropic Besov spaces associated to expansive dilation matrices \( A \in \text{GL}(d, \mathbb{R}) \), with the goal of clarifying when two such matrices induce the same scale of Besov spaces. For this purpose, we first establish that anisotropic Besov spaces have an alternative description as decomposition spaces. This result allows to relate properties of function spaces to combinatorial properties of the underlying coverings. This principle is applied to the question of classifying dilation matrices. It turns out the scales of homogeneous and inhomogeneous Besov spaces differ in the way they depend on the dilation matrix: Two matrices \( A, B \) that induce the same scale of homogeneous Besov spaces also induce the same scale of inhomogeneous spaces, but the converse of this statement is generally false. Furthermore, the question whether \( A, B \) induce the same scale of homogeneous spaces is closely related to the question whether they induce the same scale of Hardy spaces; the latter question had been previously studied by Bownik. We give a complete characterization of the different types of equivalence in terms of the Jordan normal forms of \( A, B \).
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1. Introduction

Let \( A \in \mathbb{R}^{d \times d} \) denote a matrix whose eigenvalues all have modulus > 1. Matrices of this kind, often with additional properties (such as integer entries) were the basis of the study of discrete wavelet systems (frames or bases) obtained from dilations by powers of \( A \) and suitable translations. Here, the initial choice was to take \( A = 2 \cdot I_d \), but it was soon recognized that many more matrices \( A \) could be employed to construct multiresolution analyses, wavelet frames and bases, see e.g. [18, 27, 22]. Anisotropic Besov spaces associated to diagonal, anisotropic scaling matrices have been studied since the work of Besov, Il’in and Nikol’skii [4], see for example Schmeisser and Triebel [29], Dintelmann [11], Farkas [12], Hochmuth [20], Garrigós, Hochmuth and Tabacco [17] and Kyriazis [21]. This class of function spaces was further extended by Bownik in 2005 [8], to allow arbitrary expansive dilation matrices. Bownik showed that many of the well-known results concerning the relationship between wavelet bases and (isotropic) Besov spaces carries over to the anisotropic setting. Further work in this direction can be found in [2, 3, 23, 10]. Much of the existing literature is concerned with alternative descriptions of the spaces, say in terms of moduli of continuity, atomic decompositions, etc. A recurring theme connected to these questions is a certain robustness of the various descriptions. The existing results often provide an understanding which variations of the known criteria result in the same spaces, for instance by prescribing necessary and/or sufficient conditions on the atoms that allow to characterize the function spaces. This paper is intended as a further contribution to this discussion, by studying the question which matrices induce the same scale of Besov spaces. For the related case of Hardy spaces, this question had already been studied by Bownik in [7]. As will be seen below, it can be shown that two expansive matrices define the same scale of homogeneous anisotropic Besov spaces if and only if they induce the same scale of anisotropic Hardy spaces. Hence the
results of the cited paper are directly relevant to our paper. Note however that one important result, namely [7, Theorem (10.3)], which provides a characterization of this property in terms of generalized eigenspaces, is incorrect; a counterexample can be found in Remark [6.4] below. Hence our results provide a complement and partial correction to [7].

1.1. Overview of the paper. In terms of technique, our paper relies mostly on Bownik’s papers [7, 8], as well as on the recent work by Voigtlaender on decomposition spaces [31, 32]. It is structured as follows: Sections 2 to 4 are mostly introductory. We review the basic definitions pertaining to anisotropic Besov spaces and expansive matrices. In particular, we introduce the notion of homogeneous quasi-norms associated to an expansive matrix, and recall their basic properties. We also introduce decomposition spaces, which will be an important tool in the subsequent arguments. Decomposition spaces are a flexible construction of function spaces due to Feichtinger and Gröbner [14], which are based on certain coverings of the frequency space (or a subset thereof). The main advantage of decomposition spaces is that they translate the problem of comparing of decomposition spaces associated to different coverings to the task of comparing the coverings themselves, via Theorem [3.10] and Lemma [3.11].

Section 5 then contains the first important new result, the alternative characterization of anisotropic Besov spaces as (Fourier side) decomposition spaces. The result as such is not surprising, and has already been obtained for several special cases: For the isotropic setting, it was proved in [14] for the inhomogeneous case, and proved also for the homogeneous case in [31]. For anisotropic inhomogeneous spaces with diagonal dilation matrix, it was observed in [6]. The theorem for the general case seems to be new, however. As a first consequence of this observation, we show a rigidity result for Besov spaces, see Theorem [5.10]. For the coverings used in the decomposition space description of anisotropic Besov spaces induced by an expansive matrix $A$, one can employ annuli with respect to an $A^T$-homogeneous quasi-norms $\rho_A^T$; here $A^T$ denotes the transpose of $A$. We use this observation to translate the question whether two matrices $A$ and $B$ yield the same anisotropic Besov spaces to a question about the relationship between the associated quasi-norms $\rho_A^T$ and $\rho_B^T$. For the homogeneous case, the induced spaces are equal if and only if $\rho_A^T$ and $\rho_B^T$ are equivalent (in the usual sense); see Lemma [5.8]. For the inhomogeneous case, equality of the induced Besov spaces holds if and only if the quasi-norms are coarsely equivalent, see Lemma [5.9] and confer to Definition [4.5] for coarse equivalence. As a corollary we get that $A$ and $B$ induce the same inhomogeneous spaces if they induce the same homogeneous ones. Furthermore, the results from [7] yield that the homogeneous case is equivalent to the question whether $A$ and $B$ induce the same anisotropic Hardy spaces, by Remark 5.12.

Thus the discussion whether two expansive matrices $A$ and $B$ induce the same scales of anisotropic Besov spaces is reduced to that of (coarse) equivalence of associated homogeneous quasi-norms. Section 6 is devoted to completely clarifying this question. We show that for each expansive matrix $A$ there exists an expansive matrix $A'$ such that $A'$ has only positive eigenvalues, and $|\det(A')| = 2$, and the norms induced by the two matrices are equivalent. We call $A'$ the expansive normal form of $A$. The significance of this notion is provided by Theorem 6.9 stating that any two matrices in expansive normal form induce equivalent quasi-norms if and only if they are equal. Hence there is a natural one-to-one correspondence between the scales of anisotropic, homogeneous Besov spaces and matrices in expansive normal form. Moreover, Part (b) of Theorem 6.9 provides an easily checked characterization of coarse equivalence. From these criteria one easily infers that there exist pairs $A, B$ of expansive matrices that induce the same scale of inhomogeneous spaces, but different scales of homogeneous spaces.
We close the paper with the description of an algorithm to decide whether two expansive matrices $A$ and $B$ induce the same (homogeneous and/or inhomogeneous) Besov spaces.

2. Anisotropic Besov spaces

Our exposition regarding anisotropic Besov spaces follows [8]. Let us start with some preliminaries and basic notions. We will use the following normalization of the Fourier transform $\mathcal{F} : L^1(\mathbb{R}^d) \rightarrow C_0(\mathbb{R}^d)$: For all $f \in L^1(\mathbb{R}^d)$,

$$\mathcal{F}(f)(\xi) = \hat{f}(\xi) = \int_{\mathbb{R}^d} f(x) e^{-2\pi i \langle \xi, x \rangle} dx.$$ 

$\mathcal{S}(\mathbb{R}^d)$ denotes the space of Schwartz functions, $\mathcal{S}'(\mathbb{R}^d)$ its dual, the space of tempered distributions. As is well-known, the Fourier transform extends canonically to $\mathcal{S}'(\mathbb{R}^d)$. We let $\mathcal{P}$ denote the space of polynomials on $\mathbb{R}^d$, which can be viewed as a subspace of $\mathcal{S}(\mathbb{R}^d)$. For these definitions and basic properties of the Fourier transform, we refer to [25].

Given an open subset $\mathcal{O} \subset \mathbb{R}^d$, we let $\mathcal{D}(\mathcal{O}) = C_c^\infty(\mathcal{O})$, the space of smooth, compactly supported functions on $\mathcal{O}$, endowed with the usual topology [25]. We let $\mathcal{D}'(\mathcal{O})$ denote its dual space. We use $\text{supp}(f) = \hat{f}^{-1}(\mathbb{C} \setminus \{0\})$ for the support of a function $f$. Given a Borel subset $C \subset \mathbb{R}^d$, $\lambda(C)$ denotes its Lebesgue measure. The cardinality of a set $X$ is denoted by $|X|$.

Given a vector $x = (x_1, \ldots, x_d)^T \in \mathbb{R}^d$, we denote by $|x| = \left( \sum_{i=1}^d |x_i|^2 \right)^{1/2}$ its euclidean length.

Given a matrix $A \in \mathbb{R}^d$, we let $\|A\| = \sup_{|x|=1} |Ax|$.

The definition of anisotropic Besov spaces is based on the notion of expansive matrices.

**Definition 2.1.** A matrix $A \in \text{GL}(d, \mathbb{R})$ is called expansive, if all its (possibly complex) eigenvalues $\lambda$ fulfill $|\lambda| > 1$.

**Definition 2.2.** Let $A \in \text{GL}(d, \mathbb{R})$ be an expansive matrix. $\psi \in \mathcal{S}(\mathbb{R}^d)$ is called A-wavelet if it fulfills

\begin{align*}
(1) & \quad \text{supp}(\hat{\psi}) \subset [-1,1]^d \setminus \{0\}, \\
(2) & \quad \forall \xi \in \mathbb{R}^d \setminus \{0\} : \sum_{j \in \mathbb{Z}} \left| \hat{\psi}(\langle A^T \rangle^j \xi) \right| > 0.
\end{align*}

Given a wavelet $\psi$, we define $\psi_j(x) = |\det(A)|^j \psi(A^j x)$, for $j \in \mathbb{Z}$. Given a wavelet $\psi$, a function $\psi_0 \in \mathcal{S}(\mathbb{R})$ is called low-pass complement to $\psi$, if $\hat{\psi}$ is compactly supported, with

$\forall \xi \in \mathbb{R}^d : |\hat{\psi}_0(\xi)| + \sum_{j \in \mathbb{N}_0} |\hat{\psi}(\langle A^T \rangle^j \xi)| > 0.$

The inhomogeneous wavelet system $(\psi_j)_{j \in \mathbb{N}_0}$ is defined by $\psi_j^0 = \psi_j$, for $j \geq 1$, and $\psi_0 = \psi_0$.

**Remark 2.3.** (a) It is not hard to see that every expansive matrix $A$ allows the existence of $A$-wavelets.

(b) The fact that the Fourier transform $\hat{\psi}$ of an $A$-wavelet has compact support away from zero actually implies $\text{supp}(\hat{\psi}) \subset [-1,1]^d \setminus \epsilon [-1,1]^d$ for some $\epsilon > 0$. For the expansive matrix $A$, this implies that, for all $\xi \in \mathbb{R}^d$,

$$|\{j \in \mathbb{Z} : \hat{\psi}(\langle A^T \rangle^j \xi) \neq 0\}| \leq M,$$
with $M$ independent of $\xi$. As a consequence of this observation, the denominator of the right-hand side of
\[ \hat{\eta}(\xi) = \frac{|\hat{\psi}(\xi)|^2}{\sum_{j \in \mathbb{Z}} |\hat{\psi}((A^T)j^\xi)|^2} \]
is locally finite, hence a smooth $C^\infty$-function, vanishing nowhere by Assumption \(\mathcal{Q}\).
This establishes that $\hat{\eta}$ a well-defined $C^\infty$-function, and $\eta \in \mathcal{S}(\mathbb{R}^d)$ is an $A$-wavelet satisfying the additional condition
\[ \forall \xi \in \mathbb{R}^d \setminus \{0\} : \sum_{j \in \mathbb{Z}} |\hat{\eta}((A^T)j^\xi)|^2 = 1. \tag{4} \]
Similarly, one can construct $A$-wavelets $\hat{\eta}$ satisfying the condition
\[ \forall \xi \in \mathbb{R}^d \setminus \{0\} : \sum_{j \in \mathbb{Z}} |\hat{\eta}((A^T)j^\xi)|^2 = 1. \tag{5} \]
Hence we may replace assumption \(\mathcal{Q}\) by \(\mathcal{P}\) or by \(\mathcal{Q}\), if it proves convenient.

(c) Similarly, one can find Schwartz functions $\psi_0$ and $\psi$ such that
\[ \forall \xi \in \mathbb{R}^d : \hat{\psi}_0(\xi) + \sum_{j \in \mathbb{N}} \hat{\psi}((A^T)j^\xi) = 1, \tag{6} \]
or
\[ \forall \xi \in \mathbb{R}^d : |\hat{\psi}_0(\xi)|^2 + \sum_{j \in \mathbb{N}} |\hat{\psi}((A^T)j^\xi)|^2 = 1, \tag{7} \]
holds.
(d) The polynomials $p \in \mathcal{P} \subset \mathcal{S}'(\mathbb{R}^d)$ are characterized by the fact that $\text{supp}(\hat{p}) \subset \{0\}$. Hence the convolution theorem yields for any $A$-wavelet $\psi$ that $(p \ast \psi_j)^\wedge = \hat{p} \cdot \hat{\psi}_j = 0$, and thus $p \ast \psi_j = 0$, for all $j \in \mathbb{Z}$.

**Definition 2.4.** Let $A$ denote an expansive matrix, $\alpha \in \mathbb{R}$, and $0 < q \leq \infty$. The sequence space $\ell^q_{\alpha,A}(\mathbb{Z})$ is the space of all sequences $(c_j)_{j \in \mathbb{Z}}$ with the property that $(|\det(A)|^\alpha c_j)_{j \in \mathbb{Z}} \in \ell^q$, endowed with the obvious (quasi-)norm. The space $\ell^q_{\alpha,A}(\mathbb{N}_0)$ is defined analogously. Since the precise meaning can usually be inferred from the context, we will typically write $\ell^q_{\alpha,A}$ for either of the two spaces.

**Definition 2.5.** Let $\alpha \in \mathbb{R}$, $0 < p, q \leq \infty$. Let $A$ be an expansive matrix, and $\psi$ an $A$-wavelet, with low-pass complement $\psi_0$.

(a) We define the **anisotropic homogeneous Besov (quasi-) norm** by letting, for given $f \in \mathcal{S}'(\mathbb{R}^d)$,
\[ \|f\|_{B^\alpha_{p,q}(A)} = \left\| \left(\|f \ast \psi_j\|\right)_{j \in \mathbb{Z}} \right\|_{\ell^q_{\alpha,A}} \]
We let $\dot{B}^\alpha_{p,q}(A)$ denote the space of all tempered distributions $f$ with $\|f\|_{B^\alpha_{p,q}(A)} < \infty$.
We identify elements of $\dot{B}^\alpha_{p,q}(A)$ that only differ by a polynomial.
(b) The **anisotropic inhomogeneous Besov (quasi-) norm** is defined for given $f \in \mathcal{S}'(\mathbb{R}^d)$ by
\[ \|f\|_{\bar{B}^\alpha_{p,q}(A)} = \left\| \left(\|f \ast \psi_j\|\right)_{j \in \mathbb{N}_0} \right\|_{\ell^q_{\alpha,A}} \]
We let $\bar{B}^\alpha_{p,q}(A)$ denote the space of all tempered distributions $f$ with $\|f\|_{\bar{B}^\alpha_{p,q}(A)} < \infty$. 
Remark 2.6. A few words regarding well-definedness of the (quasi-)norm and the associated Besov space are in order. First of all, note that for any tempered distribution $f$, the convolution product $f \ast \psi_j$ is a smooth function of polynomial growth, that may or may not be $p$-integrable. By convention, the right-hand side (8) is infinite whenever one of the convolution products $f \ast \psi_j$ is not $p$-integrable. In case the sequence $(\|f \ast \psi_j\|_{\ell^q_{\alpha,A}})_{j \in \mathbb{Z}}$ consists only of finite real numbers, its $\ell^q_{\alpha,A}$-norm is declared infinite whenever the sequence is not in $\ell^q_{\alpha,A}$. Note that strictly speaking, $\dot{B}^\alpha_{p,q}(A) \subset S'(\mathbb{R}^d)/\mathcal{P}$. The well-definedness of the norm on the quotient space follows from the fact that $f \ast \psi_j = (f + p) \ast \psi_j$ for all $p \in \mathcal{P}$, by Remark 2.3(c). With these conventions, the anisotropic Besov spaces and their norm are well-defined, although possibly dependent on the choice of wavelet. The independence of the norm (up to equivalence) of the choice of wavelet, and thus of the space, is shown in [8, Corollary 3.7]. Furthermore, we mention the following properties of anisotropic Besov spaces: They are normed-spaces for $1 \leq p,q \leq \infty$, and quasi-normed otherwise. Furthermore, all spaces are complete, by [8, Proposition 3.3].

Remark 2.7. Using a wavelet $\psi$ fulfilling the strong admissibility condition (5), one computes for $f \in \dot{B}^0_{2,2}(A)$ using a wavelet fulfilling the condition (4)

$$\|f\|_{\dot{B}^0_{2,2}}^2 = \sum_{j \in \mathbb{Z}} \|f \ast \psi_j\|_{2}^2 = \sum_{j \in \mathbb{Z}} \int_{\mathbb{R}^d} |\hat{f}(\xi)|^2 |\hat{\psi}(A^j \xi)|^2 d\xi = \int_{\mathbb{R}^d} |\hat{f}(\xi)|^2 \sum_{j \in \mathbb{Z}} |\hat{\psi}(A^j \xi)|^2 d\xi \equiv 1 \equiv 1$$

Here the second equality used the Plancherel theorem, as well as condition (4). A similar argument shows that $\dot{B}^0_{2,2}(A) = L^2(\mathbb{R}^d)$.

The chief aim of this paper is to understand the dependence of the scale of anisotropic Besov spaces on the underlying matrix. For this reason, we define an equivalence relation:

Definition 2.8. Let $A$ and $B$ denote expansive matrices. We write $A \sim_B B$ whenever $\dot{B}^\alpha_{p,q}(A) = \dot{B}^\alpha_{p,q}(B)$ holds for all $0 < p,q \leq \infty, \alpha \in \mathbb{R}$. The relation $A \sim_B B$ is defined analogously.

3. Decomposition spaces

Decomposition spaces were introduced by Feichtinger and Gröbner [14, 13], initially with the aim of constructing intermediate spaces between (isotropic) Besov spaces and modulation spaces. The decomposition space formalism is an extremely flexible tool for the description of elements of large variety of function spaces in terms of their Fourier localization, including $\alpha$-modulation spaces, Besov spaces, curvelet smoothness spaces, wavelet coorbit spaces over general dilation groups, etc.; see [14, 13, 6, 5, 16, 31]. In order to treat homogeneous Besov spaces along with the inhomogeneous ones, the initial definition had to be somewhat modified, to allow for decompositions that do not cover the full frequency space [16].

As will become clear below, our paper further contributes to this unifying view onto function spaces through the lens of decomposition space theory. Let us now start by recounting the definition of Fourier-side decomposition spaces, in the form defined in [31]. These spaces depend
on certain coverings of a suitably chosen set $\mathcal{O} \subset \mathbb{R}^d$ of frequencies, and partitions of unity subordinate to these. For the purposes of this paper, it is sufficient to treat a particularly amenable class of coverings, described in the next definition.

**Definition 3.1.** Let $\mathcal{O} \subset \mathbb{R}^d$ be open, and let $\mathcal{Q} = (Q_i)_{i \in I}$ denote a family of subsets $Q_i \subset \mathcal{O}$ with compact closure in $\mathcal{O}$.

(a) We call $\mathcal{Q}$ an **admissible covering** of $\mathcal{O}$, if it fulfills the following conditions:

(i) **Covering property:** $\mathcal{O} = \bigcup_{i \in I} Q_i$

(ii) **Admissibility:** $\sup_{i \in I} \sup_{j \in I, Q_i \cap Q_j \neq \emptyset} \frac{\lambda(Q_i)}{\lambda(Q_j)} < \infty$.

(b) $\mathcal{Q}$ is called an **almost structured admissible covering** if it is an admissible covering, and there exists a family $(Q'_i)_{i \in I}$ of open bounded sets as well as $T_i \in \text{GL}(d, \mathbb{R})$ and $b_i \in \mathbb{R}^d$ fulfilling the following conditions:

(i) For all $i \in I$: $T_i Q'_i + b_i \subset Q_i$.

(ii) The quantity $\sup_{i \in I, Q_i \cap Q_j \neq \emptyset} \|T_i^{-1}T_j\|$ is finite.

(iii) The set $\{Q'_i : i \in I\}$ is finite.

(iv) The family $(T_i Q'_i + b_i)_{i \in I}$ is an admissible covering.

The tuple $(T_i)_{i \in I}, (b_i)_{i \in I}, (Q'_i)_{i \in I}$ are called **standardization** of $\mathcal{Q}$.

The subtleties connected to the various notions of coverings is the price one has to pay for the generality of the decomposition space approach. The definition of associated function spaces uses a particular class of partitions of unity subordinate to an admissible covering.

**Definition 3.2.** Let $\mathcal{Q} = (Q_i)_{i \in I}$ denote an almost structured admissible covering with standardization $((T_i)_{i \in I}, (b_i)_{i \in I}, (Q'_i)_{i \in I})$, and let $0 < p \leq \infty$. We call a family $(\varphi_i)_{i \in I}$ of functions an **$L^p$-BAPU** with respect to $\mathcal{Q}$ if it has the following properties:

(i) For all $i \in I$: $\varphi_i \in C_c^\infty(\mathcal{O})$.

(ii) For all $i \in I$: $\varphi_i \equiv 0$ on $\mathbb{R}^d \setminus Q_i$.

(iii) $\sum_{i \in I} \varphi_i \equiv 1$ on $\mathcal{O}$.

(iv) $\sup_{i \in I} (\det(T_i))^{\frac{1}{n}} \|F^{-1} \varphi_i\|_{L^p} < \infty$. Here $t = \min(p, 1)$.

The word BAPU in the definition is an acronym for bounded amissible partition of unity. The following important remark ensures that BAPUs exist for almost structured admissible coverings [31, Theorem 2.8].

**Lemma 3.3.** Let $\mathcal{Q} = (Q_i)_{i \in I}$ denote an almost structured admissible covering. Then there exists a family $(\varphi_i)_{i \in I}$ that is an $L^p$-BAPU, for every $0 < p \leq \infty$.

**Definition 3.4.** Let $\mathcal{Q} = (Q_i)_{i \in I}$ denote an admissible covering, and let $v : I \to \mathbb{R}^+$ denote a weight. The weight is called **$\mathcal{Q}$-moderate** if

$$\sup_{i,j \in I, Q_i \cap Q_j \neq \emptyset} \frac{v(i)}{v(j)} < \infty.$$ 

Given $0 < q \leq \infty$, we define $\ell^q_v(I) = \{c = (c_i)_{i \in I} \in C^I : (c_i v(i))_{i \in I} \in \ell^q(I)\}$, endowed with the obvious (quasi-)norm.

We can now define the class of decomposition spaces that we are interested in:

**Definition 3.5.** Let $\mathcal{Q} = (Q_i)_{i \in I}$ denote an almost structured admissible covering, let $v$ denote a $\mathcal{Q}$-moderate weight on $I$, and $0 \leq p, q \leq \infty$. Let $(\varphi_i)_{i \in I}$ denote an $L^p$-BAPU associated to $\mathcal{Q}$. 

Given \( u \in \mathcal{D}'(\mathcal{O}) \), we define its decomposition space (quasi-)norm as
\[
\|u\|_{\mathcal{D}(\mathcal{Q},L^p,\ell^q)} = \left\| \langle \mathcal{F}^{-1}(\varphi_i \cdot u) \rangle_{i \in I} \right\|_{\ell^q}.
\]
We denote by \( \mathcal{D}(\mathcal{Q},L^p,\ell^q) \) the space of all \( u \in \mathcal{D}'(\mathcal{O}) \) for which this (quasi-)norm is finite.

**Remark 3.6.**

(a) We use the same conventions regarding finiteness of the (quasi-)norm as for the Besov space setting, see Remark 2.6. For well-definedness of the inverse Fourier transform \( \mathcal{F}^{-1}(\varphi_i \cdot u) \) observe that the pointwise product \( \varphi_i \cdot u \) is a distribution on \( \mathbb{R}^d \) with compact support, hence is a tempered distribution, whose inverse Fourier transform is a smooth function. Hence the meaning of the \( L^p \)-norm of the inverse Fourier transform is clear, if one allows \( \infty \) as a possible value.

Just as for Besov spaces, the (quasi-)norms of decomposition spaces are independent of the choice of BAPU (up to equivalence), and complete with respect to their (quasi-)norms. Also, an application of the Plancherel theorem, similar to that in the Besov space case, easily establishes that \( \mathcal{D}(\mathcal{Q},L^2,\ell^2) = L^2(\mathbb{R}^d) \), whenever \( \mathbb{R}^d \setminus \bigcup_{i \in I} Q_i \) has measure zero.

(b) It is common in the decomposition space literature to use the space \( \mathcal{S}'(\mathbb{R}^d) \) as a reservoir space for \( \mathcal{D}(\mathcal{Q},L^p,\ell^q) \), rather than the larger space \( \mathcal{D}'(\mathcal{O}) \). This may result in incomplete decomposition spaces, see [16, Remark after Definition 21], and it is the main reason why our definition relies on \( \mathcal{D}'(\mathcal{O}) \). This distinction will become relevant in the proof of Theorem 5.6 below.

The definition of decomposition spaces puts the frequency covering at the center of attention: Important properties of decomposition spaces should be related to properties of the underlying covering, and a major task of decomposition space theory is to make this relation explicit and transparent. The thesis [31] demonstrates that this programme can be carried out for embedding theorems describing inclusion relations between decomposition spaces, see also [32]. In the following, we will be concerned with a much more restrictive question, namely that of equality of decomposition spaces: We would like to understand when different coverings induce the same decomposition spaces. For this purpose, we must be able to compare different admissible coverings. The pertinent notions for such a comparison are contained in the following definitions.

**Definition 3.7.** Let \( \mathcal{Q} = (Q_i)_{i \in I} \) and \( \mathcal{P} = (P_j)_{j \in J} \) denote admissible coverings of the open set \( \mathcal{O} \).

(a) Given \( i \in I \) and \( n \in \mathbb{N}_0 \), we inductively define index sets \( i^{n*} \subset I \) via
\[
i^{0*} = \{i\} , \quad i^{(n+1)*} = \{j \in I : \exists k \in i^{n*} \text{ with } Q_k \cap Q_j \neq \emptyset\}.
\]

(b) We define
\[
Q_i^{n*} = \bigcup_{j \in i^{n*}} Q_j.
\]

(c) We call \( \mathcal{Q} \) almost subordinate to \( \mathcal{P} \) if there exists \( k \in \mathbb{N}_0 \) such that for every \( i \in I \) there exists a \( j_i \in J \) with \( Q_i \subset P_{j_i}^k \).

(d) \( \mathcal{Q} \) and \( \mathcal{P} \) are called equivalent if \( \mathcal{Q} \) is almost subordinate to \( \mathcal{P} \) and \( \mathcal{P} \) is almost subordinate to \( \mathcal{Q} \).

**Definition 3.8.** Let \( \mathcal{Q} = (Q_i)_{i \in I} \) and \( \mathcal{P} = (P_j)_{j \in J} \) denote admissible coverings of the open sets \( \mathcal{O} \) and \( \mathcal{O}' \), respectively.

(a) Given \( i \in I \), we define \( J_i \subset J \) as
\[
J_i = \{j \in J : P_j \cap Q_i \neq \emptyset\}.
\]
and similarly, for \( j \in J \),
\[
I_j = \{ i \in I : P_j \cap Q_i \neq \emptyset \}. 
\]

(b) \( Q \) and \( P \) are called **weakly equivalent** if
\[
\sup_{i \in I} |I_i| + \sup_{j \in J} |I_j| < \infty
\]

It is useful to also have a notion of equivalence for weights over different coverings.

**Definition 3.9.** Let \( Q = (Q_i)_{i \in I} \) and \( P = (P_j)_{j \in J} \) denote admissible coverings, \( v_1 \) a \( Q \)-moderate weight on \( I \), and \( v_2 \) a \( P \)-moderate weight on \( J \). We define
\[
v_1 \times v_2 :\Leftrightarrow \sup_{i \in I, j \in J : Q_i \cap P_j \neq \emptyset} \frac{v_1(i)}{v_2(j)} + \frac{v_2(j)}{v_1(i)} < \infty
\]

We now cite two results relating (weak) equivalence of coverings to equality of decomposition spaces. The first one can be understood as a rigidity theorem, see [32, Theorem 1.10].

**Theorem 3.10.** Let \( Q = (Q_i)_{i \in I} \) and \( P = (P_j)_{j \in J} \) denote almost structured admissible coverings of the same open set \( \mathcal{O} \), \( v_1 \) a \( Q \)-moderate weight on \( I \), and \( v_2 \) a \( P \)-moderate weight on \( J \). Assume that \( (p_1,q_1,p_2,q_2) \in (0,\infty)^4 \setminus \{(2,2,2,2)\} \) exist with
\[
D(Q,L^{p_1},\ell_{v_1}^{q_1}) = D(P,L^{p_2},\ell_{v_2}^{q_2}).
\]

Then \( (p_1,q_1) = (p_2,q_2) \), \( v_1 \times v_2 \), and \( P \) and \( Q \) are weakly equivalent.

The converse requires somewhat different conditions. The following generalizes results from [14, 6].

**Lemma 3.11.** Let \( Q = (Q_i)_{i \in I} \) and \( P = (P_j)_{j \in J} \) denote weakly equivalent almost structured admissible coverings of the same open set \( \mathcal{O} \), with standardizations \((T_i)_{i \in I},(b_i)_{i \in I},(Q_i')_{i \in I}\) and \((S_j)_{j \in J},(c_j)_{j \in J},(P_j')_{j \in J}\), respectively. Let \( v_1 \) denote a \( Q \)-moderate weight on \( I \), and \( v_2 \) a \( P \)-moderate weight on \( J \), with \( v_1 \times v_2 \). Assume finally that \( Q \) is almost subordinate to \( P \), and that there exists a \( C > 0 \) such that
\[
\forall (i,j) \in I \times J : \left( Q_i \cap P_j \neq \emptyset \Rightarrow \|T_i^{-1}S_j\| + \|S_j^{-1}T_i\| \leq C \right)
\]

Then
\[
D(Q,L^p,\ell_{v_1}^q) = D(Q,L^p,\ell_{v_2}^q)
\]
holds for all \( 0 < p, q \leq \infty \).

**Proof.** This is [32, Lemma 6.10]. Note that this result also requires an upper bound on \( |\det(S_j^{-1}T_i)| \), for all \( i,j \) with \( Q_i \cap P_j \neq \emptyset \), which in our setting follows from the bound on the norms. \( \square \)

### 4. Expansive Matrices and Homogeneous Quasi-Norms

In this section we collect the pertinent properties of expansive matrices. For more background on the following definitions and results, we refer to [7]. Throughout this section, let \( A \) denote an expansive matrix. We first note a number of observations regarding norms of (powers of) expansive matrices:

**Lemma 4.1.** Let \( \lambda_1, \ldots, \lambda_d \in \mathbb{C} \) denote the eigenvalues of \( A \), counted with their algebraic multiplicities, and numbered to ensure
\[
1 < |\lambda_1| \leq |\lambda_2| \leq \ldots \leq |\lambda_d|.
\]
Lemma 4.4. \( \text{(i)} \) Any two expansive matrices \( A \) are equivalent. In the following, we use the term \textit{ellipsoid} for images \( CB_1(0) \) of the unit ball (with respect to the euclidean norm) under some invertible matrix \( C \).

The next lemma yields that any two quasi-norms that are homogeneous with respect to the same expansive matrix \( A \) are equivalent. In the following, we use the term \textit{ellipsoid} for images \( CB_1(0) \) of the unit ball (with respect to the euclidean norm) under some invertible matrix \( C \).

Definition 4.3. An \( A \)-homogeneous quasi-norm is a Borel map \( \rho_A : \mathbb{R}^d \rightarrow \mathbb{R}_0^+ \) satisfying the following conditions:

\( (i) \) \( \rho_A(x) = 0 \) if and only if \( x = 0 \).
\( (ii) \) \textbf{\( A \)-homogeneity}: \( \rho_A(Ax) = |\det(A)| \rho_A(x) \).
\( (iii) \) \textbf{Triangle inequality}: There exists a constant \( C > 0 \) such that, for all \( x, y \in \mathbb{R}^d \),

\[
\rho_A(x + y) \leq C(\rho_A(x) + \rho_A(y)) .
\]

The following norm estimate will be useful, see [7, Lemma 10.1]

Lemma 4.2. Let \( c_1, c_2 > 0 \). Then there is \( c_3 = c_3(c_1, c_2) > 0 \) such that for all matrices \( A \) with \( \|A\| \leq c_1 \) and \( |\det(A)| \geq c_2 \), the estimate \( \|A^{-1}\| \leq c_3 \) holds.

Proof. By Cramer’s rule, the entries of \( A^{-1} \) are polynomials in \( |\det(A)|^{-1} \) and the entries of \( A \), and our assumptions provide upper bounds for both. \( \Box \)

Definition 4.5. Let \( \rho_A \) and \( \rho_B \) denote two quasi-norms on \( \mathbb{R}^d \). \( \rho_A \) and \( \rho_B \) are called \textbf{coarsely equivalent} if there exist constants \( c \geq 1 \) and \( R \geq 0 \) such that

\[
\frac{1}{c} \rho_A - R \leq \rho_B \leq c \rho_A + R .
\]

As will be seen below, equivalence of induced quasi-norms is closely related to the equivalence relation \( \sim_B \). By contrast, the equivalence relation induced by the \textit{inhomogeneous} spaces will be seen to depend on a slightly less restrictive type of equivalence:

Definition 4.5. Let \( \rho_A \) and \( \rho_B \) denote two quasi-norms on \( \mathbb{R}^d \). \( \rho_A \) and \( \rho_B \) are called \textbf{coarsely equivalent} if and only if the induced quasi-norms are (coarsely) equivalent.
Remark 4.6.  (a) The notion of coarse equivalence originates from geometric group theory, and also plays a role in operator theory and global analysis; see [24] for an introduction. Clearly, equivalent quasi-norms are also coarsely equivalent. The converse will be seen to be false in general.
(b) \( \rho_A \) and \( \rho_B \) are coarsely equivalent if and only if there exists \( R > 0 \) and \( c \geq 1 \) with the property that for all \( x \in \mathbb{R} \) with \( |x| \geq R \), the inequalities
\[
\frac{1}{c} \rho_A(x) \leq \rho_B(x) \leq c \rho_A(x).
\]
I.e., coarse equivalence can be understood as equivalence of the quasi-norms “at infinity”. The elementary proof of the equivalence uses that \( \rho_A \) and \( \rho_B \) are bounded on compact sets.

We will be interested in understanding when two different matrices are (coarsely) equivalent. As a first step in this direction, we want to translate (coarse) equivalence of \( A \) and \( B \) to conditions involving certain products of powers of the two matrices. We first introduce a quantity that will frequently appear in the following criteria.

Definition 4.7. Let \( A \) and \( B \) be two expansive matrices. We let
\[
\epsilon(A, B) = \frac{\ln(|\det(A)|)}{\ln(|\det(B)|)}.
\]

Every real-valued matrix \( A \) can be understood as inducing a linear map on \( \mathbb{C}^d \), and in the following, eigenvalues and corresponding eigenvectors of such a matrix \( A \) will be understood as possibly complex-valued. See [7, Lemma (10.2)] for a proof of the following statement.

Lemma 4.8. Let \( A \) and \( B \) be two expansive matrices. Then \( A \) and \( B \) are equivalent if and only if \( \sup_{k \in \mathbb{Z}} \| A^{-k} B^{[k]} \| < \infty \) holds, with \( \epsilon = \epsilon(A, B) \).

Remark 4.9. As a consequence of the characterisation, we note that \( A^T \) and \( B^T \) are equivalent if and only if \( A \) and \( B \) are. The first statement is equivalent to
\[
\infty > \sup_{k \in \mathbb{Z}} \left\| (A^T)^{-k} (B^T)^{[k]} \right\|
\]
\[
= \sup_{k \in \mathbb{Z}} \left\| (B^{[k]} A^{-k})^T \right\|
\]
\[
= \sup_{k \in \mathbb{Z}} \left\| B^{[k]} A^{-k} \right\|
\]
whereas condition (c), applied to \( A \) and \( B \) in reverse order, yields
\[
\sup_{\ell \in \mathbb{Z}} \left\| B^{-\ell} A^{[\ell]} \right\| < \infty,
\]
and it is not hard to see that these two conditions are equivalent.
We note that the analogous statement for coarse equivalence is wrong, see the remark following Theorem 6.5.

We next give a version of Lemma 4.8 for coarse equivalence, which will be central to the following. This is why its proof, which is a straightforward adaptation of the proof of [7, Lemma (10.2)], is included.
Lemma 4.10. Let $A$ and $B$ be two expansive matrices. Then $A$ and $B$ are coarsely equivalent if and only if

\[ \sup_{k \in \mathbb{N}} \| A^{-k} B^{\lfloor c \rfloor} \| < \infty , \]

with $\epsilon = \epsilon(A, B)$.

Proof. Throughout the proof, let $\epsilon = \epsilon(A, B)$. First assume that (11) holds. We note that it is equivalent to

\[ \sup_{k \geq k_0} \| A^{-k} B^{\lfloor c \rfloor} \| < \infty \]

for any fixed $k_0 \in \mathbb{Z}$. Furthermore, one has for all $k \in \mathbb{Z}$ that

\[ 1 \leq | \det(A^{-k} B^{\lfloor c \rfloor}) | \leq | \det(B) | , \]

Hence, Lemma 4.2 and (12) also imply

\[ \sup_{k \geq k_0} \| B^{-\lfloor c \rfloor} A^k \| < \infty \]

Hence there exist constants $0 < C \leq D < \infty$, depending only on $k_0 \in \mathbb{Z}$ such that

\[ \forall k \geq k_0 , \forall z \in \mathbb{R}^d \setminus \{0\} : C \leq \frac{|A^{-k} z|}{|B^{-\lfloor c \rfloor} z|} \leq D . \]

Fix $r > 0$ such that for all $x \in \mathbb{R}^d \setminus \{0\}$ there exists $z \in \mathbb{R}^d$ with $|z| \geq 1$, and let $k \in \mathbb{Z}$ with $1 \leq |A^{-k} x| \leq r$. By Lemma 4.1 we have for a suitable number $\lambda_+ > 0$ depending on $A$

\[ r \geq |A^{-k} x| \geq |x| \|A^k\|^{-1} \geq \lambda_+^{-k} / c \]

hence $k \geq k_0$, with $k_0$ only depending on $A$.

Define

\[ c_A = \inf \{ \rho_A(z) : 1 \leq |z| \leq r \}, \quad d_A = \sup \{ \rho_A(z) : 1 \leq |z| \leq r \}, \]

\[ c_B = \inf \{ \rho_B(z) : 1/D \leq |z| \leq r/C \}, \quad d_B = \sup \{ \rho_B(z) : 1/D \leq |z| \leq r/C \} . \]

Now the choice of $k$ and homogeneity of $\rho_A$ yields

\[ c_A |\det(A)|^k \leq \rho_A(x) \leq d_A |\det(A)|^k . \]

Furthermore, the choice of $k$ yields via (12) that

\[ 1/D \leq |B^{-\lfloor c \rfloor} x| \leq r/C , \]

whence we get via

\[ \rho_B(x) = |\det(B)|^{\lfloor c \rfloor} \rho_B(B^{-\lfloor c \rfloor} x) \leq |\det(B)|^{\lfloor c \rfloor} d_B \]

\[ \leq |\det(A)|^k |\det(B)| d_B \leq \rho_A(x) |\det(B)| d_B / c_A . \]

By a similar argument,

\[ \rho_B(x) \geq \rho_A(x) c_B / d_A . \]

To summarize, we have found constants $C_1, C_2 > 0$ such that, for all $x$ with $|x| \geq 1$, $C_1 \rho_A(x) \leq \rho_B(x) \leq C_2 \rho_A(x)$. Hence the two quasi-norms are coarsely equivalent, by Remark 4.6(b).

For the converse statement, assume that $\rho_A$ and $\rho_B$ are equivalent, i.e., for suitable $R, C > 0$ and all $x \in \mathbb{R}$ with $|x| \geq R$, the inequalities $1/C \rho_B(x) \leq \rho_A(x) \leq C \rho_B(x)$ hold.
By Lemma 4.2 there exists $\ell_0 \in \mathbb{N}$ such that $|B^\ell(x)| \geq |x|$ holds for all $\ell \geq \ell_0$. For all $k_0 \geq \lceil \ell_0/\epsilon \rceil + 1$ and all $x \in \mathbb{R}^d$, with $|x| = R$, it follows that $|B^{\ell_k}x| \geq |x| \geq R$, hence the coarse equivalence assumption gives rise to

$$\rho_A(A^{-k}B^{\ell_k}x) = |\det(A)|^{-k} \rho_A(B^{\ell_k}x) = C|\det(A)|^{-k} \rho_B(B^{\ell_k}x)$$
$$= C|\det(A)|^{-k} |\det(B)||\ell_k| \rho_B(x) \leq C|\det B| \sup \{\rho_B(x) : |x| = R\}.$$ 

Thus we have that

$$\{A^{-k}B^{\ell_k}x : k \geq k_0, |x| = R\} \subset \{x \in \mathbb{R}^d : \rho_A(x) \leq K\},$$

and the right-hand side is bounded, hence contained in a ball of radius $R_0$ with respect to the euclidean norm. But this implies

$$\sup_{k \geq k_0} \|A^{-k}B^{\ell_k}\| \leq R_0,$$

and the converse is shown. \qed

The following remark notes some elementary consequences of Lemmas 4.8 and 4.10

**Remark 4.11.** (a) Assume that the matrices $A, B$ have the same block diagonal structure

$$A = \begin{pmatrix} A_1 & A_2 & \cdots & A_k \end{pmatrix}, \quad B = \begin{pmatrix} B_1 & B_2 & \cdots & B_k \end{pmatrix}$$

with the additional property that $\epsilon(A_i, B_i) = \epsilon(A, B)$, for $i = 1, \ldots, k$. Then a straightforward application of the criteria for (coarse) equivalence yields that $A$ and $B$ are (coarsely) equivalent if and only if $A_i$ and $B_i$ are, for all $i = 1, \ldots, k$.

(b) If $A, B$ and $A', B'$ are related by $A = CA'C^{-1}$ and $B = CB'C^{-1}$, then $A$ and $B$ are (coarsely) equivalent if and only if $A'$ and $B'$ are.

5. Anisotropic Besov spaces viewed as decomposition spaces

We will now establish the connection between anisotropic Besov spaces and decomposition spaces. First we need to introduce a class of coverings.

**Definition 5.1.** Let $A$ denote an expansive matrix. Let $C \subset \mathbb{R}^d$ be open, such that $\overline{C}$ is a compact subset of $\mathbb{R}^d \setminus \{0\}$, and define, for $j \in \mathbb{Z}$,

$$Q_j = A^j\overline{C}. $$

If $\bigcup_{j \in \mathbb{Z}} Q_j = \mathbb{R}^d \setminus \{0\}$, $Q = (Q_j)_{j \in \mathbb{Z}}$ is called **homogeneous covering induced by $A$**. An **inhomogeneous covering induced by $A$** is given by the family $Q^i_A = (Q^i_j)_{j \in \mathbb{N}_0}$, where $Q^i_j = Q_j = A^j\overline{C}$ for $j \geq 1$, and $Q^i_0 = \overline{C_0}$, for a relatively compact open set $C_0$ with the property that

$$\bigcup_{j \in \mathbb{N}_0} Q^i_j = \mathbb{R}^d.$$ 

**Lemma 5.2.** Let $A$ denote an expansive matrix, $Q = (A^jQ_0)_{j \in \mathbb{Z}}$ a covering induced by $A$, and $Q^i$ an associated inhomogeneous covering. Then $Q, Q^i$ are almost structured admissible coverings.
Theorem 5.5. Let $Q$ and $P$ denote two coverings induced by the same matrix $A$, either both homogeneous or both inhomogeneous. Then $Q$ and $P$ are equivalent.

Proof. We first treat the homogeneous case. By assumption, $Q_j = A^j Q_0$ and $P_i = A^i P_0$. Since $\mathbb{R}^d \setminus \{0\}$ is connected, it follows that
$$\bigcup_{k \in \mathbb{N}} P_{0}^{k*} = \mathbb{R}^d \setminus \{0\},$$
and since the interiors of the $P_{0}^{k*}$ are open and cover $\mathbb{R}^d \setminus \{0\}$, and $Q_0$ is relatively compact in $\mathbb{R}^d \setminus \{0\}$, it follows that
$$Q_0 \subset P_{0}^{k*}$$
for some $k \in \mathbb{N}$. But then, by construction of the induced coverings,
$$Q_j = A^j Q_0 \subset A^j P_{0}^{k*} = P_j^{k*},$$
for all $j \in \mathbb{Z}$, and thus $Q$ is almost subordinate to $P$. Now symmetry yields equivalence of the coverings.

Now $Q_j \cap P_i \neq \emptyset$ is equivalent to
$$A^{j-i} Q_0 \cap P_0 \neq \emptyset.$$
Using $Q_0, P_0 \subset C_R$ for $R$ sufficiently large, followed by the argument from the proof of Lemma 5.2 yields that $|j - i| < j_0$, and thus
$$\|A^{j-i} A^j\| \leq C,$$
for a constant $C$ independent of $i, j$.

The statement concerning the inhomogeneous case follows from these observations, and from the fact that every compact subset $K \subset \mathbb{R}^d$ is contained in $\tilde{Q}_{0}^{\nu}$, for sufficiently large $i$. $\Box$

Lemma 5.4. For any two coverings $Q = (A^j Q_0)_{j \in \mathbb{Z}}$ and $P = (A^i P_0)_{i \in \mathbb{Z}}$ induced by the same matrix $A$, one has
$$D(Q, \ell^p_{\nu}, \ell^q_{\mu}) = D(P, \ell^p, \ell^q).$$
The same statement holds for inhomogeneous coverings.

Proof. The previous lemma shows that $Q$ and $P$ are equivalent. Hence in order to apply Lemma 3.1, it remains to show that $\|A^{j-i}\| < C$, for all pairs $i, j$ with $Q_j \cap P_i \neq \emptyset$. But the proof of the previous lemma shows that $Q_j \cap P_i \neq \emptyset$ entails $|j - i| < j_0$, with a fixed $j_0$, hence the norm estimate holds as well. $\Box$
We next want to identify (homogeneous and inhomogeneous) anisotropic Besov spaces as special cases of decomposition spaces. In the context of this paper, the chief purpose of this result is to make Theorems 3.10 and 3.11 available for the discussion of anisotropic Besov spaces. It is however of some independent interest, since it allows include the anisotropic Besov spaces in a unified view onto a large range of decomposition spaces (e.g., \(\alpha\)-modulation spaces, curvelet smoothness spaces, wavelet coorbit spaces, etc.), see [31, Chapter 6]. For the case of inhomogeneous Besov spaces associated to diagonal matrices, the following result is [6, for isotropic Besov spaces, it can be found in [31, Lemma 6.2.2]. Our proof is an adaptation of the proof for the latter to the anisotropic setting.

In order to motivate the following proof, we rewrite the Besov space norm of a tempered distribution \(f\) as a decomposition space norm of its Fourier transform:

\[
\|f\|_{B^\alpha_{p,q}} \equiv \left( \left\| \left( \|f * \psi_j\|_p \right)_{j \in \mathbb{Z}} \right\|_{\ell^q_{\alpha,A}} \right)^{1/q} = \left( \left\| \left( \|\hat{f} \cdot \phi_j\|_p \right)_{j \in \mathbb{Z}} \right\|_{\ell^q_{\alpha,A}} \right)^{1/q},
\]

where we use \(\phi_j = \hat{\psi}_j\). Provided this family is a BAPU of a suitable covering, the right-hand side becomes a decomposition space norm, which suggests that the Fourier transform induces an isomorphism between the two spaces. There is however one subtlety to consider: Note that the “reservoir” of candidates for elements in the decomposition spaces \(\mathcal{D}(\mathcal{P}, L^p, \ell^q_{\alpha,A})\) consists of distributions on the open set \(\mathcal{O} = \mathbb{R}^d \setminus \{0\}\), whereas \(\hat{f}\) is tempered. Hence the remaining part of the proof consists mostly in showing that every element of the decomposition space is in fact (the restriction of) a tempered distribution.

A first step in this direction is the following theorem, see [32, Theorem 8.2]; observe also the remark following that Theorem.

**Theorem 5.5.** Let \(Q = (Q_i)_{i \in I}\) denote an almost structured admissible covering of \(\mathcal{O} \subset \mathbb{R}^d\) with standardization with standardization \((T_i)_{i \in I}, (\ell^p_y)_{i \in I}\) and \(\mathcal{O} (\varphi_i)_{i \in I}\). Let \(v\) denote a \(Q\)-moderate weight on \(I\). For each \(N \in \mathbb{N}_0\), define

\[
w^{(N)}(y) = (w_i^{(N)})_{i \in I}, w_i^{(N)} = |\det(T_i)|^{1/p} \max \left\{ 1, \|T_i^{-1}\|^{d+1} \right\} \left[ \inf_{\xi \in \mathcal{Q}_y} (1 + |\xi|) \right]^{-N}.
\]

Let \(I_0 \subset I\) and assume that, for some \(N \in \mathbb{N}\) one has \(w^{(N)}/v \in \ell^1(I_0)\). Then the map

\[
\Phi : \mathcal{D}(\mathcal{Q}, L^p, \ell^q_{\alpha}) \to \mathcal{S}'(\mathbb{R}^d)
\]

\[
\Phi(f) : \mathcal{S}(\mathbb{R}^d) \ni g \mapsto \sum_{i \in I_0} \langle \varphi_i \cdot f, g \rangle
\]

is well-defined.

**Theorem 5.6.** Let \(A\) denote an expansive matrix, and let \(Q_A\) denote a homogeneous covering induced by \(A^T\). For \(\alpha \in \mathbb{Z}\), define the weight

\[
v_{\alpha,A} : \mathbb{Z} \to \mathbb{R}^+, v_{\alpha,A}(j) = |\det(A)|^j \alpha^j.
\]

Denote by \(\rho : \mathcal{S}'(\mathbb{R}^d) \to \mathcal{D}'(\mathbb{R}^d)\) the restriction map. Then \(\rho \circ \Phi\) is a topological isomorphism

\[
\rho \circ \Phi : \hat{B}^\alpha_{p,q}(A) \to \mathcal{D}(Q_A, L^p, \ell^q_{\alpha,A}).
\]

Similarly, if \(Q_A^i\) denote an inhomogeneous covering induced by \(A^T\), then

\[
\rho \circ \Phi : B^\alpha_{p,q}(A) \to \mathcal{D}(Q_A, L^p, \ell^q_{\alpha,A}).
\]
is a topological isomorphism, as well. Here \( v_{\alpha, A} \) denotes the restriction of the weight for the homogeneous setting to \( \mathbb{N}_0 \).

**Proof.** We first consider the inhomogeneous case. Let \( \psi_0, \psi \) denote a pair of functions fulfilling (\( \mathcal{C} \)), and define \( \varphi_j = \hat{\psi}_j \) for \( j \geq 0 \). Then \( (\varphi_j)_{j \in \mathbb{N}_0} \) is a BAPU relative to the admissible covering \( Q_j = \varphi_j^{-1}(\mathbb{C} \setminus \{0\}) \). In fact, the BAPU is \( p \)-admissible, since

\[
|\det(T_j)|_{\frac{1}{p} - 1} \| \mathcal{F}^{-1} \varphi_j \|_{L^p} = \| \psi \|_{L^p}
\]

holds for all \( j > 0 \) and all \( p \in (0, 1] \), with \( t = \min(p, 1) \). Using this family to compute the decomposition space norm, we find that

\[
\| f \|_{B^{\alpha}_{p, q}(A)} = \left\| \left( \| f * \psi_j \|_{L^p} \right)_{j \in \mathbb{N}_0} \right\|_{\ell^q_{v_{\alpha, A}}} = \left\| \left( \| \mathcal{F}^{-1} (\hat{f} \cdot \varphi_j) \|_{L^p} \right)_{j \in \mathbb{N}} \right\|_{\ell^q_{v_{\alpha, A}}} = \| \hat{f} \|_{\mathcal{D}(\mathbb{Q}, L^p, \ell^q_{v_{\alpha, A}})}.
\]

Hence the Fourier transform, mapping \( f \) to \( (\hat{f} \cdot \varphi_j)_{j \geq 0} \), is an isometric embedding of \( B^{\alpha}_{p, q}(A) \) into \( \mathcal{D}(\mathbb{Q}, L^p, \ell^q_{v_{\alpha, A}}) \), and it remains to show that it is onto. To this end, we consider the auxiliary map

\[
\Phi : \mathcal{D}(\mathbb{Q}, L^p, \ell^q_{v_{\alpha, A}}) \to \mathcal{S}'(\mathbb{R}^d),
\]

defined by

\[
(\Phi(f))(g) = \sum_{j \geq 0} f(\varphi_j \cdot g).
\]

In order to apply Theorem 5.5 we need an estimate for

\[
\omega^{(N)}(j) = |\det(T_j)|^{1/p} \max \left\{ 1, \| T_j^{-1} \|^{d+1} \right\} \inf_{\xi \in Q_j} (1 + |\xi|)^{-N}
\]

where \( T_j = (A^T)^j \), for \( j > 0 \). Picking \( \epsilon > 0 \) with \( B_{\epsilon}(0) \cap Q_1 = \emptyset \), we get by Lemma 4.1 that

\[
\inf_{\xi \in Q_j} |\xi| \geq C \lambda_j^{-\epsilon},
\]

whenever \( \lambda_\epsilon \) is strictly between 1 and the smallest eigenvalue modulus of \( A \). In addition, \( \sup_{j \geq 0} \| T_j^{-1} \| \) is bounded, hence we obtain

\[
\frac{\omega^{(N)}(j)}{v_{\alpha, A}(j)} \leq C' |\det(A)|^{j/p - \alpha} \lambda_j^{-jN},
\]

in particular, \( \frac{\omega^{(N)}(j)}{v_{\alpha, A}(j)} \in \ell^1(\mathbb{N}_0) \) as soon as \( |\det(A)|^{1/p - \alpha} < \lambda_j^{N'} \). Hence \( \Phi \) is well-defined. Now, given any \( f \in \mathcal{D}(\mathbb{Q}, L^p, \ell^q_{v_{\alpha, A}}) \) and every \( g \in \mathcal{D}(\mathbb{R}^d) \), we have that \( g = \sum_{j=0}^M g * \varphi_j \) for \( M \) sufficiently large, and thus

\[
f(g) = \sum_{j=0}^M f(\varphi_j \cdot g) = (\Phi(f))(g).
\]

Thus \( \rho \circ \Phi \) is the identity operator on \( \mathcal{D}(\mathbb{Q}, L^p, \ell^q_{v_{\alpha, A}}) \). Now for any \( f \in \mathcal{D}(\mathbb{Q}, L^p, \ell^q_{v_{\alpha, A}}) \) we can define \( u = \mathcal{F}^{-1}(\Phi(f)) \), and obtain that \( \rho(u) = f \).
We now turn to the homogeneous case. We choose a wavelet $\psi$ fulfilling the condition (11), and define $\varphi_j = \hat{\psi}_j$. Just as above, $(\varphi_j)_{j \in \mathbb{Z}}$ is a $p$-admissible BAPU relative to the admissible covering $Q_j = \varphi_j^{-1}(\mathbb{C} \setminus \{0\})$, and as before

$$\|f\|_{\dot{B}^r_{p,q}(A)} = \left\| \left( \| f * \psi_j \|_{L^p} \right)_{j \in \mathbb{Z}} \right\|_{\ell^q_{v_0,A}}$$

$$= \left\| \left( \| \mathcal{F}^{-1}(\hat{f} \cdot \varphi_j) \|_{L^p} \right)_{j \in \mathbb{Z}} \right\|_{\ell^q_{v_0,A}}$$

$$= \| \hat{f} \|_{\mathcal{D}(Q,L^p,\ell^q_{v_0,A})}. $$

Again, it remains to see that $\rho \circ \mathcal{F}$ is onto. This time, we need auxiliary mappings

$$\Phi_{1,2} : \mathcal{D}(Q,L^p,\ell^q_{v_0,A}) \rightarrow \mathcal{S}'(\mathbb{R}^d),$$

with

$$\Phi_1(f)(g) = \sum_{j \geq 0} f(\varphi_j \cdot g),$$

and $\Phi_2$ defined later. Just as in the inhomogeneous case it follows that $\Phi_1(f) \in \mathcal{S}'(\mathbb{R}^d)$ holds for all $f \in \mathcal{D}(Q,L^p,\ell^q_{v_0,A})$.

The small frequencies require more work. Given any Schwartz function $g$ and $N \in \mathbb{N}$, let $P_N g$ denote the Taylor polynomial of $g$ around zero,

$$P_N(g)(\xi) = \sum_{|\alpha| < N} \frac{\partial^\alpha g(0)}{\alpha!} \xi^\alpha.$$

Note that here we used the notation $|\alpha| = \sum_{i=1}^d \alpha_i$ for the length of a multi-index $\alpha$, somewhat in conflict to our notation for the euclidean length. However, no serious confusion can arise from this in the following.

We then define, for any $f \in \mathcal{D}(Q,L^p,\ell^q_{v_0,A})$ and $g \in \mathcal{S}(\mathbb{R}^d)$,

$$\Phi_2(f)(g) = \sum_{j < 0} f(\varphi_j \cdot (g - P_N g)).$$

Our aim is to show that, for $N$ sufficiently large, the right-hand side converges and yields a tempered distribution.

As a first step towards convergence of the right-hand side, we write

$$\varphi_j^* = \sum_{i : Q_i \cap Q_j \neq \emptyset} \varphi_i,$$

which implies $\varphi_j \cdot \varphi_j^* = \varphi_j$, and thus

$$|f(\varphi_j(g - P_N g))| = |(\varphi_j \cdot f)(\varphi_j^* \cdot (g - P_N g))|$$

$$\leq \| \mathcal{F}^{-1}(\varphi_j \cdot f) \|_\infty \| (\mathcal{F}(\varphi_j^*) \cdot (g - P_N g)) \|_1.$$
with the last estimate due to [32, Lemma 5.3], furnishing a constant $C$ that is independent of $j$ and $f$. We now sum the terms from (17) and get
\[
\sum_{j<0} |f(\varphi_j(g - P_N g))| \leq 
\]
\[
\leq C \sum_{j<0} |\det(A)|^{j/p} \|F^{-1}(\varphi_j \cdot f)\|_p \|F(\varphi_j^* \cdot (g - P_N g))\|_1 
\]
\[
\leq C \sum_{j<0} (v_{\alpha, A}(j) \|F^{-1}(\varphi_j \cdot f)\|_p) \left( |\det(A)|^{j/p} v_{\alpha, A}(j)^{-1} \|F(\varphi_j^* \cdot (g - P_N g))\|_1 \right) 
\]
(18) \[
\leq \|f\|_{D(Q, L_p, \ell_{\alpha, A})} \left( |\det(A)|^{j/p} v_{\alpha, A}(j)^{-1} \|F(\varphi_j^* \cdot (g - P_N g))\|_1 \right)_{j<0} \|_{\ell_\infty} .
\]
This puts the norms $\|F(\varphi_j^* \cdot (g - P_N g))\|_1$ in the focus of our attention. Here the usual estimates relating decay of the Fourier transform to norms of the derivatives provides
\[
\|F(\varphi_j^* \cdot (g - P_N g))\|_1 \leq M \sum_{|\alpha| \leq d+1} \|\partial^\alpha [\varphi_j^* \cdot (g - P_N g)]\|_1 ,
\]
see e.g. [15] Lemma 3.5]. Using the Leibniz formula for derivatives of products yields
\[
\partial^\alpha [\varphi_j^* \cdot (g - P_N g)](\xi) = \sum_{\beta+\gamma=\alpha} \left( \frac{\alpha}{\beta} \right) \partial^{\beta}(\varphi_j^*)(\xi) \partial^{\gamma}(g - P_N (g))(\xi) .
\]
By construction of the $\varphi_j$, we have $\varphi_j^*(\xi) = \varphi_j^0((A^T)^j\xi)$, for all $j < 0$. Choose $C_{\varphi, 1} > 0$ large enough such that $\text{supp}(\varphi_j^0)$ is contained in the ball of radius $R$, then we get via Lemma 41
\[
\forall \xi \in \text{supp}(\varphi_j^0) : |\xi| \leq C_{\varphi, 1} \lambda_j^+ ,
\]
where $\lambda_- > 1$ is a lower bound for the eigenvalues of $A$. Furthermore, the chain rule and the fact that $\varphi_j^*$ is a dilation of $\varphi_j^0$ allows to estimate
\[
|\partial^\alpha \varphi_j^*(\xi)| \leq C_{\varphi, 2} (1 + \|h\|_{\ell_\infty})^{|\alpha|} .
\]
Given a multi-index $\gamma$ of order $\leq d$, all partial derivatives of $\partial^\gamma(g - P_N g)$ of order less than $N - d$ vanish at zero. Hence Taylor’s formula allows to estimate
\[
|\partial^\gamma(g - P_N g)(\xi)| \leq C_d |\xi|^{N-d} \sum_{|\alpha| \leq N} \|\partial^\alpha g\|_{\ell_\infty} ,
\]
(22) for all $\xi \in \mathbb{R}^d$.
We can now employ the collected estimates to show unconditional convergence of the right-hand side of (16). Combining (21) with (22) gives
\[
|\partial^{\beta}(\varphi_j^*)(\xi)\partial^\gamma(g - P_N (g))(\xi)| \leq C_d C_{\varphi, 2} (1 + \|h\|_{\ell_\infty})^{|\alpha|} C_{N, g} |\xi|^{N-d} ,
\]
and on the support of this pointwise product, we can employ (20), to get finally
\[
|\partial^{\beta}(\varphi_j^*)(\xi)\partial^\gamma(g - P_N (g))(\xi)| \leq C_d C_{\varphi, 1} C_{\varphi, 2} C_{N, g} \lambda_-^{(N-d)} .
\]
A further consequence of (20), we have that all \( \varphi_j^* \), for \( j < 0 \), are supported in the ball of radius \( C\varphi,1 \), hence integrating \( \rho \) yields
\[
\| \partial^\beta (\varphi_j^*) \partial^\gamma (g - P_N(g))(\xi) \|_1 \leq C' C_{\varphi,1}^{d+1} C_{\varphi,2} C_{N,g} \lambda_j^{-d(N-d)}
\]
Hence the triangle inequality applied to (19) yields that
\[
\| \partial^\beta \left[ \varphi_j^* \cdot (g - P_N g) \right] \| \leq C'' C_{N,g} \lambda_j^{d(N-d)} ,
\]
with the constant \( C'' \) aggregating the constants \( C_d, C_{\varphi,1}, C_{\varphi,2}, \) and the coefficients entering in the sum \( \rho \); observe that the latter are independent of \( j \) and \( N \).
This yields, for all \( j < 0 \),
\[
\rho(A)^{|j/p|} v_{\alpha,A}(j)^{-1} \| (\mathcal{F}(\varphi_j^* \cdot (g - P_N g)) \|_1 \leq C'' C_{N,g} |\det(A)|^{\beta/(1-p-\alpha)} \lambda_j^{d(N-d)}
\]
and this expression can be uniformly bounded in \( j \) as soon as \( \lambda_j^{N-d} \geq |\det(A)|^{\alpha-1/p} \). But then we get by (18) that
\[
\sum_{j < 0} \| f(\varphi_j(g - P_N g)) \| \leq C''' C_{N,g} ,
\]
which yields, firstly, that the sum defining \( \Phi_2(f)(g) \) converges unconditionally for all Schwartz functions \( g \), and secondly, that the linear map \( g \mapsto \Phi_2(f)(g) \) is indeed a tempered distribution.
Hence \( \Phi(f) = \Phi_1(f) + \Phi_2(f) \) defines a tempered distribution, and the fact that \( P^j g = 0 \) for all \( g \in C^\infty_0(\mathbb{R}^d \setminus \{0\}) \) yields that \( \Phi(f)(g) = f(g) \) for all \( f \in \mathcal{D}(Q,L_p,v_{\alpha,A}) \). Now the same argument as for the inhomogeneous case allows to conclude from this that \( \rho \circ \mathcal{F} \) is onto. \( \square \)
Thus the theory of decomposition spaces becomes available for the study of anisotropic Besov spaces, which puts the role of the induced coverings into focus. The following lemmata transfer the comparison of induced coverings to the comparison of associated homogeneous quasi-norms. We begin with a characterization of weak equivalence for induced coverings.

**Lemma 5.7.** Let \( A \) and \( B \) be two expansive matrices.

(a) The homogeneous coverings induced by \( A \) and \( B \) are weakly equivalent if and only if, for all \( R > 0 \), one has
\[
\sup_{i \in \mathbb{Z}} \left| \left\{ j \in \mathbb{Z} : \| A^{-j} B^i \| \geq R^{-1} \text{ and } \| B^{-i} A^j \| \geq R^{-1} \right\} \right| < \infty ,
\]
\[
\sup_{j \in \mathbb{Z}} \left| \left\{ i \in \mathbb{Z} : \| A^{-j} B^i \| \geq R^{-1} \text{ and } \| B^{-i} A^j \| \geq R^{-1} \right\} \right| < \infty ,
\]
(b) The inhomogeneous coverings induced by \( A \) and \( B \) are weakly equivalent if and only if, for all \( R > 0 \), one has
\[
\sup_{i \in \mathbb{N}_0} \left| \left\{ j \in \mathbb{N}_0 : \| A^{-j} B^i \| \geq R^{-1} \text{ and } \| B^{-i} A^j \| \geq R^{-1} \right\} \right| < \infty ,
\]
\[
\sup_{j \in \mathbb{N}_0} \left| \left\{ i \in \mathbb{N}_0 : \| A^{-j} B^i \| \geq R^{-1} \text{ and } \| B^{-i} A^j \| \geq R^{-1} \right\} \right| < \infty ,
\]

**Proof.** For the proof of (a), first assume that (27) and (28) hold for all \( R > 0 \). Fix \( S > 0 \) large enough, so that \( \bigcup_{j \in \mathbb{Z}} A^j C_S = \bigcup_{i \in \mathbb{Z}} B^i C_S = \mathbb{R}^d \setminus \{0\} \). It is then sufficient to show that the coverings \( (A^j C_S)_{j \in \mathbb{Z}} \) and \( (B^i C_S)_{i \in \mathbb{Z}} \) are weakly equivalent. Let \( K \) denote a finite upper bound for the suprema in (b), for \( R = S^2 \). Given \( i, j \in \mathbb{Z} \), one then has that \( i \in I_j \) if and only if
\( A^iC_S \cap B^iC_S \neq \emptyset \), or equivalently, if and only if \( B^{-i}A^iC_S \cap C_S \neq \emptyset \). This implies the existence of \( x \in C_S \) such that \( B^{-i}A^ix \in C_S \). Hence
\[
\|A^{-j}B^i\| \geq \frac{|x|}{|B^{-i}A^ix|} \geq \frac{1}{S^2}.
\]
But the choice of \( K \) yields that for any given \( j \in \mathbb{Z} \), there are at most \( K \) indices \( I \) with \( \|A^{-j}B^i\| \geq 1/S^2 \), and thus we get
\[
\sup_{j \in \mathbb{Z}} |I_j| \leq K.
\]
By symmetry, we obtain the second inequality, hence the coverings are weakly equivalent.

Now assume that \( (A^iC_R)_{i \in \mathbb{Z}} \) and \( (B^iC_R)_{i \in \mathbb{Z}} \) are weakly equivalent. Fix \( j \in \mathbb{Z} \), and assume that \( \|B^{-i}A^i\| \geq R^{-1} \) as well as \( \|A^{-j}B^i\| \geq R^{-1} \) hold for some \( i \in \mathbb{Z} \). We aim to show that \( i \in I_j \), then the upper bound on \( |I_j| \) provided by the assumption of weak equivalence yields (27).

The first inequality yields \( z_1 \in \mathbb{R}^n \) with \( |z_1| = 1 \) and \( |A^{-j}B^i z_1| \geq R^{-1} \). Now if \( |A^{-j}B^i z_1| < R \), then we have \( A^{-j}B^i z_1 \in A^{-j}B^i C_R \cap C_R \), and thus \( i \in I_j \).

Hence assume that \( |A^{-j}B^i z_1| \geq R \). We use the inequality \( \|A^{-j}B^i\| \geq R^{-1} \) to conclude the existence of \( y \in \mathbb{R}^d \) with \( |y| = 1 \) and \( |B^{-i}A^i y| > R^{-1} \). If \( |B^{-i}A^i y| < R \), we find \( B^{-i}A^i y \in C_R \cap B^{-i}A^i C_R \), and thus \( i \in I_j \).

Hence the remaining case is \( |y| = |z_1| = 1 \) with \( |B^{-i}A^i y| \geq R \) and \( |A^{-j}B^i z_1| \geq R \). Define \( z_2 = \frac{1}{|B^{-i}A^i y|} B^{-i}A^i y \), hence \( |z_2| = 1 \). Pick a continuous curve \( \varphi : [0, 1] \to \{ x \in \mathbb{R}^n : |x| = 1 \} \) with \( \varphi(0) = z_1, \varphi(1) = z_2 \), then the function
\[
\tilde{\varphi} : [0, 1] \to \mathbb{R}^+, t \mapsto |A^{-j}B^i \varphi(t)|
\]
is continuous, with
\[
\tilde{\varphi}(0) = |A^{-j}B^i z_1| \geq R, \quad \tilde{\varphi}(1) = \frac{|A^{-j}B^iB^{-i} A^i y|}{|B^{-i}A^i y|} \leq R.
\]
Hence the intermediate value theorem yields \( t \) with \( \tilde{\varphi}(t) = 1 \). It follows that \( \varphi(t) \in C_R \) as well as \( A^{-j}B^i \varphi(t) \in C_R \), and thus \( A^iC_R \cap B^i C_R \neq \emptyset \). Hence this case also leads to \( i \in I_j \).

Hence the uniform upper bound for all \( |I_j| \) yields (27). In the same way, we obtain (28) from an upper bound on all \( |I_j|, \ i \in \mathbb{Z} \).

The inhomogeneous case (b) follows entirely analogously. \( \square \)

**Lemma 5.8.** Let \( A \) and \( B \) be two expansive matrices, and \( Q \) and \( P \) coverings induced by \( A \) and \( B \), respectively. Let \( \rho_A \) denote an \( A \)-homogeneous quasi-norm and \( \rho_B \) a \( B \)-homogeneous quasi-norm. Then the following are equivalent:

(a) The homogeneous coverings \( Q \) and \( P \) are weakly equivalent.

(b) The homogeneous coverings \( Q \) and \( P \) are equivalent.

(c) The quasi-norms \( \rho_A \) and \( \rho_B \) are equivalent.

**Proof.** For the proof of (a) \( \Rightarrow \) (c), we show the contraposition. Hence assume that the quasi-norms \( \rho_A \) and \( \rho_B \) are not equivalent. Then Lemma 4.8 (a) \( \Leftrightarrow \) (c) yields a sequence \( (k_n)_{n \in \mathbb{Z}} \) of \( k_n \) such that
\[
\left\| A^{k_n}B^{-[\epsilon k_n]} \right\| \to \infty.
\]
as \( n \to \infty \). By the choice of \( \epsilon \), we have
\[
|\det(B^{[\epsilon k]}A^{-k})| = |\det(A)|^{-k}|\det(B)|^{\epsilon k}|\det(B)|^{-\epsilon k+[\epsilon k]}
\]
for all \( k \in \mathbb{Z} \). Hence Lemma 1.2 implies that
\[
\| B^{[ek_n]} A^{-k_n} \| \to \infty
\]
as well.
Now fix \( R > 1, m \in \mathbb{N} \), and pick \( k_n \) with
\[
\| A^{k_n} B^{-[ek_n]} \| \geq R^{-1} \max(\| B \|, \| B^{-1} \|)^m
\]
as well as
\[
\| B^{[ek_n]} A^{-k_n} \| \geq R^{-1} \max(\| B \|, \| B^{-1} \|)^m.
\]
Using the norm estimate \( \| ST \| \leq \| S \| \| T \| \) for arbitrary matrices \( S, T \) then gives for \( i = 0, \ldots, m \)
that
\[
\| A^{k_n} B^{-[ek_n]} \| \geq \| A^{k_n} B^{-[ek_n]} \| \| B \|^{-i} \geq R^{-1}
\]
as well as
\[
\| B^{[ek_n]-i} A^{-k_n} \| \geq \| A^{k_n} B^{-[ek_n]} \| \| B^{-1} \|^{-i} \geq R^{-1}.
\]
But this means that condition (28) is violated, and thus the induced coverings are not weakly equivalent.
Now assume that \( \rho_A \) and \( \rho_B \) are equivalent. Let \( Q \) denote a covering induced by \( A \). Define
\[
B^A_r(0) = \{ x \in \mathbb{R}^d : \rho_A(x) < r \},
\]
the ball with respect to \( \rho_A \) with center \( 0 \) and radius \( r \).
The fact that \( Q_0 \) has compact closure in \( \mathbb{R}^d \setminus \{ 0 \} \) then yields \( Q_0 \subset B^A_R(0) \setminus B^A_{R^{-1}}(0) \). By construction of the covering on the one hand, and \( A \)-homogeneity of \( \rho_A \) on the other, this entails
\[
Q_j = A^j Q_0 \subset B^A_{R|\det(A)|^{j}}(0) \setminus B^A_{R^{-1}|\det(A)|^{j}}(0).
\]
By analogous reasoning, we get (possibly after increasing \( R \)) that also
\[
P_i \subset B^B_{R|\det(B)|^{i}}(0) \setminus B^B_{R^{-1}|\det(B)|^{i}}(0),
\]
with \( B^B_R(0) \) denoting balls with respect to \( \rho_B \).
By assumption, there exists \( c \geq 1 \) such that
\[
\frac{1}{c} \rho_A(x) \leq \rho_B(x) \leq c \rho_A(x).
\]
Now let \( i, j \in \mathbb{Z} \) with
\[
\emptyset \neq Q_j \cap P_i
\subseteq \left( B^A_{R|\det(A)|^{j}}(0) \setminus B^A_{R^{-1}|\det(A)|^{j}}(0) \right) \cap \left( B^B_{R|\det(B)|^{i}}(0) \setminus B^B_{R^{-1}|\det(B)|^{i}}(0) \right).
\]
For any \( x \) contained in this intersection, one obtains in particular that
\[
R^{-1}|\det(A)|^{j} \leq \rho_A(x) \leq c \rho_B(x) \leq c R|\det(B)|^{i},
\]
which leads to
\[
\frac{|\det(A)|^{j}}{|\det(B)|^{i}} \leq c R^2.
\]
But analogous reasoning also yields
\[
\frac{|\det(B)|^{i}}{|\det(A)|^{j}} \leq c R^2.
\]
Using $\epsilon = \frac{\ln(|\det(A)|)}{\ln(|\det(B)|)}$ as in Lemma 4.8, the two equations yield

$$|j\epsilon - i| \leq \frac{\ln(cR^2)}{\ln(|\det(B)|)}.$$

Thus, with $i_0 = \lfloor j\epsilon \rfloor$ and $K = \lceil \frac{\ln(cR^2)}{\ln(|\det(B)|)} \rceil + 1$, we get

$$Q_j = A^j Q_0 \subset \bigcup_{\ell = i_0 - K}^{i_0 + K} B_{R|\det(B)|^\ell(0)} \setminus B_{R^{-1}|\det(B)|^\ell(0)}$$

$$= B^{i_0} \left( \bigcup_{\ell = -K}^{K} B_{R|\det(B)|^\ell(0)} \setminus B_{R^{-1}|\det(B)|^\ell(0)} \right).$$

Since

$$\left( \bigcup_{\ell = -K}^{K} B_{R|\det(B)|^\ell(0)} \setminus B_{R^{-1}|\det(B)|^\ell(0)} \right) \subset \mathbb{R}^d \setminus \{0\}$$

is compact, there exists $k \in \mathbb{N}$ such that

$$\left( \bigcup_{\ell = -K}^{K} B_{R^{-1}|\det(B)|^\ell(0)} \right) \subset P_0^k$$

and therefore

$$Q_j \subset B^{i_0} P_0^k = P_{i_0}^k.$$

Exchanging the roles of $Q_j$ and $P_i$ yields a converse inclusion relation, and we have shown equivalence of the induced coverings.

Finally, $(b) \Rightarrow (a)$ is trivial. \(\square\)

The following is an analogy for the inhomogeneous setting. The proof is straightforward adaptation of the previous one, and therefore omitted.

**Lemma 5.9.** Let $A$ and $B$ be two expansive matrices, and $\mathcal{Q}$ and $\mathcal{P}$ inhomogeneous coverings induced by $A$ and $B$, respectively. Let $\rho_A$ denote an $A$-homogeneous quasi-norm and $\rho_B$ a $B$-homogeneous quasi-norm. Then the following are equivalent:

(a) The inhomogeneous coverings $\mathcal{Q}$ and $\mathcal{P}$ are weakly equivalent.

(b) The inhomogeneous coverings $\mathcal{Q}$ and $\mathcal{P}$ are equivalent.

(c) The quasi-norms $\rho_A$ and $\rho_B$ are coarsely equivalent.

We can now transfer these findings to the level of Besov spaces. First a rigidity theorem: Two matrices are Besov-equivalent if and only if the associated scale of Besov spaces coincide in one nontrivial instance:

**Theorem 5.10.** Let $A, B$ denote expansive matrices.

(a) $A \sim_B B$ holds if and only if there exists a tuple $(p, q) \neq (2, 2)$ and $\alpha \in \mathbb{R}$ such that

$$B_{p,q}^\alpha(A) = B_{p,q}^\alpha(B).$$

(b) $A \sim_B B$ holds if and only if there exists a tuple $(p, q) \neq (2, 2)$ and $\alpha \in \mathbb{R}$ such that

$$B_{p,q}^\alpha(A) = B_{p,q}^\alpha(B).$$
Proof. In both cases, we need to show the “if” part of the statement. Assuming $\dot{B}^{a}_{p,q}(A) = \dot{B}^{a}_{p,q}(B)$ for one tuple $(p,q) \neq (2,2)$, we have that the homogeneous coverings $Q = (Q_j)_{j \in \mathbb{Z}}$ and $P = (P_i)_{i \in \mathbb{Z}}$ induced by $A^T$ and $B^T$, respectively, must be weakly equivalent. Now Lemma 5.8 yields that the coverings are strongly equivalent, and also, that the induced quasi-norms are equivalent. This also implies $v_{\alpha,A} \asymp v_{\alpha,B}$. Finally, the equivalence of the homogeneous quasi-norms entails that $Q_j \cap P_i \neq \emptyset$ implies $j \in i_0 + \{ -k, \ldots, k \}$, where $i_0 = \lfloor j \alpha \rfloor$, and $k$ is independent of $j$; see the proof of Lemma 5.8. But this yields a uniform upper bound on $\| A^{-j} B^j \|$, via Lemma 4.8(c). Now Lemma 3.11 becomes applicable and shows that

$$D(Q, L^p, \ell^q_{\alpha,A}) = D(P, L^p, \ell^q_{\alpha,B}).$$

Finally, Theorem 5.6 translates this statement to the level of Besov spaces. The proof of (b) is entirely analogous, noting that coarse equivalence of the norms is enough to guarantee that $v_{\alpha,A} \asymp v_{\alpha,B}$ holds on $N_0$.

Finally, we record a handy characterization of Besov equivalence:

**Corollary 5.11.** Let $A,B$ denote expansive matrices.

(a) $A \sim_B B$ if and only if the $A^T$- and $B^T$-homogeneous quasi-norms are equivalent.

(b) $A \sim_B B$ if and only if the $A^T$- and $B^T$-homogeneous quasi-norms are coarsely equivalent. In particular, $A \sim_B B$ implies $A \sim_B B$.

**Remark 5.12.** Our result provides an interesting contrast to the results of Bownik [7], who studied the analogous question for anisotropic Hardy spaces. Defining $A \sim_H B$ by the requirement that the anisotropic Hardy spaces induced by $A$ and $B$ coincide, he obtained that $A \sim_H B$ if and only if $\rho_A$ and $\rho_B$ are equivalent [7, Theorem 10.5]. Hence, in view of Remark 4.9, we find that $A \sim_H B$ if and only if $A \sim_B B$.

6. Characterizing (coarse) equivalence of matrices

It remains to derive explicit and checkable criteria for the (coarse) equivalence of matrices. We first derive necessary criteria in terms of generalized eigenspaces, based on an approach developed in [8]. This requires the following class of auxiliary subspaces.

**Definition 6.1.** Given a matrix $A \in \mathbb{C}^{d \times d}$, we define for $r > 0$ and $m \in \mathbb{N}_0$

$$E(A, r, m) = \text{span} \left( \bigcup_{|\lambda| = r} \text{Ker}(A - \lambda I_d)^m \cup \bigcup_{|\lambda| < r} \text{Ker}(A - \lambda I_d)^m \right).$$

The significance of these auxiliary spaces becomes apparent by the following lemma, which characterizes them by the asymptotic behaviour of $|A^k z|$, as $k \to \infty$. For a proof, see [7, Lemma (10.4)]:

**Lemma 6.2.** Let $A \in \mathbb{C}^{d \times d}$. For any $z \in \mathbb{C}^n \setminus \{0\}$, $r > 0$ and $m \in \mathbb{N}_0$, the condition

$$z \in E(A, r, m + 1) \setminus E(A, r, m)$$

is equivalent to the existence of a constant $c > 0$ and $k_0 \in \mathbb{N}$ such that

$$\forall k \geq k_0 : \frac{1}{c} k^m r^k \leq |A^k z| \leq c k^m r^k.$$ 

We can now give necessary criteria in terms of generalized eigenspaces.

**Lemma 6.3.** Let $A,B$ denote expansive matrices.
(a) If $A$ and $B$ are coarsely equivalent, then for all $r > 0$ and all $m \in \mathbb{N}$
\[ E(A^{-1}, r^\ell, m) = E(B^{-1}, r, m). \]
(b) If $A$ and $B$ are equivalent, then for all $r > 1$ and all $m \in \mathbb{N}$:
\[ \text{span} \left( \bigcup_{|\lambda|=r^\ell} \text{Ker}(A - \lambda I_d)^m \right) = \text{span} \left( \bigcup_{|\lambda|=r} \text{Ker}(B - \lambda I_d)^m \right). \]

**Proof.** For the proof of (a) assume that $A$ and $B$ are coarsely equivalent. By Lemma 4.10 this is equivalent to
\[ \sup_{k \in \mathbb{N}} \|A^{-k}B^{[ck]}\| < \infty. \]
Note that Lemma 4.2 then also provides
\[ \sup_{k \in \mathbb{N}} \|B^{-[ck]}A^k\| < \infty, \]
and the two estimates provide constants $0 < c_1 \leq c_2 < \infty$ such that, for all $z \in \mathbb{C}^n \setminus \{0\}$, and all $k \in \mathbb{N},$
\[ c_1 \leq \frac{|A^{-k}z|}{|B^{-[ck]}z|} \leq c_2. \]
Now assume that $z \in E(A^{-1}, r^\ell, m + 1) \setminus E(A^{-1}, r^\ell, m)$. Then Lemma 6.2 yields the existence of $c > 0$ and $k_0 \in \mathbb{N}$ such that
\[ \forall k \geq k_0 : \frac{1}{c} k^{m_r^\ell k} \leq |A^{-k}z| \leq c k^{m_r^\ell k}. \]
This entails, via (31), that
\[ \frac{c_1}{c} k^{m_r^\ell k} \leq |B^{-[ck]}| \leq c_2 k^{m_r^\ell k}, \]
and thus, since
\[ r \leq r^{ck-[ck]} \leq 1, \]
we obtain, with a new constant $c' > 0$, and for all $\ell \geq [k_0^\ell],$ that
\[ \frac{1}{c} \ell^{m_r^\ell \ell} \leq |B^{-\ell}z| \leq c' \ell^{m_r^\ell \ell}, \]
as long as $\ell \in M = \{[ck] : k \geq k_0\}$. Now let $\ell \geq [k_0^\ell]$ be arbitrary. Then there exists $\ell_1 \leq \ell$ and $j \in \{0, \ldots, [1/\epsilon]\}$ such that $\ell_1 \in M$ and $\ell = \ell_1 + j$. Assuming in addition that $\ell \geq \ell_0 = \max(2[1/\epsilon], [\epsilon k_0])$, we obtain the estimates
\[ \frac{1}{c} \ell^{m_r^\ell \ell} = \frac{1}{c} (\ell_1 + j)^{m_r^{\ell_1 j}} \leq \frac{1}{c} \ell^{m_r^{\ell_1 j}} \leq 2^m |B^{-\ell_1}z| \]
\[ \leq 2^m \max_{0 \leq j \leq [1/\epsilon]} \|B^j\| |B^{-\ell}z|, \]
where we also used that since $A$ is expansive, the assumption that $z \in E(A^{-1}, r^\ell, m + 1) \setminus \{0\}$ forces $r < 1$. By a similar calculation, we obtain
\[ c' \ell^{m_r^\ell \ell} \geq r^{[1/\epsilon]} \min_{0 \leq j \leq [1/\epsilon]} \|B^{-j}\|^{-1} |B^{-\ell}z|, \]
and thus we have shown that (32), with different constant $c''$ instead of $c'$, holds for all $\ell \geq \ell_0$. But then Lemma 6.2 entails $z \in E(B^{-1}, r, m + 1) \setminus E(B^{-1}, r, m).$
The same argument with $A, B$ interchanged yields $E(B^{-1}, r, m+1) \setminus E(B^{-1}, r, m) \subset E(A^{-1}, r^c, m+1) \setminus E(A^{-1}, r^c, m)$, and thus equality of the two difference sets. Now induction, first over $m$, then over the eigenvalues of $A^{-1}$ in increasing order, yields $E(A^{-1}, r^c, m) = E(B^{-1}, r, m)$.

For the proof of (b) we observe that the above argument can also be applied to $k < 0$, and then it yields $E(A, r^c, m) = E(B, r, m)$ as well, for all $r, m$. Now, finally, the observation that $E(B^{-1}, r-1, m) \cap E(B, r, m) = \text{span} \left( \bigcup_{|\lambda|=r} \text{Ker}(B - \lambda I_d)^m \right)$ and the analogous fact about $A$ yields the conclusion of (b).



\section*{Remark 6.4.} Part (b) of the previous lemma was noted by Bownik, see [7, Theorem (10.3)], and our proof is essentially an adaptation of the proof given there. The cited theorem also states the converse, i.e., that the necessary condition in (b) is sufficient as well. This is false, as can be seen with the help of the pair $A, B$ of matrices given by

$$A = \begin{pmatrix} 2 & 2 \\ 0 & 2 \end{pmatrix}, \quad B = \begin{pmatrix} 2 & 4 \\ 0 & 2 \end{pmatrix}.$$ 

These matrices fulfill $\epsilon(A, B) = 1$ and the necessary condition of part (b). However, one readily computes for all $k \in \mathbb{N}$ that

$$A^{-k}B^k = \begin{pmatrix} 1 & k \\ 0 & 1 \end{pmatrix}.$$ 

Hence the matrices are not even coarsely equivalent.

We next want to reduce the general discussion to a subclass of expansive matrices, those having only positive eigenvalues and a fixed determinant. This requires a few further auxiliary notions:

\section*{Definition 6.5.} The exponential map $\mathbb{R}^{d \times d} \rightarrow \text{GL}(d, \mathbb{R})$ is defined by

$$\exp(X) = \sum_{k=0}^{\infty} \frac{X^k}{k!}.$$ 

It is not hard to see that the exponential map is well-defined on $\mathbb{R}^{d \times d}$ and satisfies $\exp(X + Y) = \exp(X) \exp(Y)$, whenever $X$ and $Y$ commute [19, Proposition 3.2.1]. Furthermore, for any fixed matrix $X$ the map $t \mapsto \exp(tX)$ is a continuous homomorphism $\mathbb{R} \rightarrow \text{GL}(d, \mathbb{R})$ [19, Theorem 3.2.6], and its image is a so-called one-parameter subgroup. The next lemma states that two expansive matrices contained in the same one-parameter subgroup have equivalent quasi-norms.

\section*{Lemma 6.6.} Let $A, B$ be expansive matrices, and assume that $A = \exp(tX)$ and $B = \exp(sX)$, for some matrix $X$ and $s, t > 0$. Then $A$ and $B$ are equivalent.

\textbf{Proof.} The well-known formula $\text{det}(\exp(X)) = \exp(tr(X))$, with $tr(X)$ denoting the trace of the matrix $X$, allows to compute

$$\epsilon(A, B) = \frac{\ln(|\text{det}(A)|)}{\ln(|\text{det}(B)|)} = \frac{t}{s}.$$ 

and since $t \mapsto \exp(tX)$ is a homomorphism, we get

$$A^{-k}B^{|t|} = \exp \left( (-kt + \left\lfloor \frac{t}{s} \right\rfloor s)X \right) = \exp(r_kX)$$ 

with $-s \leq r_k \leq 0$. It follows that

$$\sup_{k \in \mathbb{Z}} \|A^{-k}B^{|t|}\| \leq \sup_{-s \leq r \leq 0} \|\exp(rX)\| < \infty$$
hence $A$ and $B$ are equivalent.

A further step towards simplification is the observation that every expansive matrix is equivalent to a matrix having only positive eigenvalues.

**Lemma 6.7.** Let $A$ denote an expansive matrix. Then there exists a matrix $B$ which is equivalent to $A$, has only positive eigenvalues, and fulfills $|\det(A)| = \det(B)$.

**Proof.** First assume that $A$ has only one eigenvalue. If that eigenvalue is negative, then $B = -A$ is as desired. Now assume that the eigenvalue $\lambda$ is non-real, with $|\lambda| > 1$. Given any complex number $z$, define the two-by-two matrix

$$ M_z = \begin{pmatrix} \text{Re}(z) & \text{Im}(z) \\ -\text{Im}(z) & \text{Re}(z) \end{pmatrix}. $$

There exists a $C \in \text{GL}(d, \mathbb{R})$ bringing $A$ into real Jordan normal form, i.e. such that

$$ CAC^{-1} = \begin{pmatrix} M_\lambda & M_{z_1} & M_{z_2} & \cdots \\ M_\lambda & M_\lambda & M_{z_2} & \cdots \\ \vdots & \ddots & \ddots & \ddots \\ M_\lambda & M_{z_{d/2-1}} & \cdots & M_\lambda \\ M_\lambda & M_{z_{d/2-1}} & \cdots & M_\lambda \\ \vdots & \ddots & \ddots & \ddots \\ M_\lambda & M_{z_1} & M_{z_2} & \cdots \\ M_\lambda & M_{z_1} & M_{z_2} & \cdots \\ \vdots & \ddots & \ddots & \ddots \\ \vdots & \ddots & \ddots & \ddots \\ \vdots & \ddots & \ddots & \ddots \end{pmatrix}, $$

with $z_1, z_2, \ldots \in \{0, 1\} \subset \mathbb{C}$. Write $\lambda = rw$, with $r > 0$ and $|w| = 1$. Then we can factor $CAC^{-1}$ as

$$ CAC^{-1} = \begin{pmatrix} M_w & M_w & \cdots & M_w \\ \vdots & \ddots & \ddots & \ddots \\ M_w & M_w & \cdots & M_w \\ M_w & M_w & \cdots & M_w \end{pmatrix} \begin{pmatrix} M_r & M_{\frac{rw}{2}} & M_{\frac{rw}{2}} & \cdots \\ \vdots & \ddots & \ddots & \ddots \\ M_r & M_{\frac{rw}{2}} & M_{\frac{rw}{2}} & \cdots \\ M_r & M_{\frac{rw}{2}} & M_{\frac{rw}{2}} & \cdots \end{pmatrix}, $$

and the two factors commute. Call the factors on the right-hand side $D_1, D_2$, and let $B = C^{-1}D_2C$, then $B$ has $r = |\lambda|$ as only eigenvalue, in particular $|\det(A)| = \det(B)$ holds. Furthermore, the fact that $D_1$ and $D_2$ commute allows to compute, for all $k \in \mathbb{Z}$,

$$ ||A^{-k}B^k|| = ||C^{-1}D_1^{-k}C|| \leq ||C|| ||C^{-1}|| $$

since $D_1$ is an orthogonal matrix. Hence Lemma 4.8 yields the desired statement.

In the general case, we decompose $A$ into real Jordan blocks $A_1, \ldots, A_k$, and apply the above procedure to each of them. We then obtain a matrix $B$ with the desired properties via Remark 4.11.

One of the advantages of matrices with positive eigenvalues is that one always finds a one-parameter subgroup of $\text{GL}(d, \mathbb{R})$ going through them.

**Lemma 6.8.** Let $A$ denote an expansive matrix with positive eigenvalues. Then there exists a matrix $X$ with $A = \exp(X)$. In particular, for any $c > 1$ there exists an expansive matrix $B$ that is equivalent to $A$, only has positive eigenvalues, and fulfills $\det(B) = c$. 

\[ \square \]
Proof. Since the exponential of a block diagonal matrix is again block diagonal, and since\[ \exp(CXC^{-1}) = C \exp(X)C^{-1}, \]
we may assume w.l.o.g. that \( A \) is a single Jordan matrix, i.e.,
\[ A = \lambda I_d + T \]
where \( T \) is a strictly upper triangular matrix. Instead of this additive decomposition, we may also write \( A \) as the product
\[ A = (\lambda I_d) \cdot C \]
where \( C = I_d + \lambda^{-1}T \) is a unipotent matrix. In particular, \( C - I_d \) is nilpotent, which means that \((C - I_d)^d = 0\). Letting \( T(d, \mathbb{R}) \) denote the set of all unipotent matrices and \( t(d, \mathbb{R}) \) for the space of all nilpotent matrices, [19, Theorem 3.3.3] states that \( \exp : t(d, \mathbb{R}) \to T(d, \mathbb{R}) \) is bijective. Hence there exists \( Y \in t(d, \mathbb{R}) \) with \( \exp(Y) = C \). Now the fact that \( Y \) and \( \ln(\lambda)I_d \) commute allows to conclude that
\[ \exp(\ln(\lambda) \cdot I_d + Y) = \exp(\ln(\lambda)I_d) \exp(Y) = A, \]
hence \( X = \ln(\lambda) \cdot I_d + Y \) is as desired.

Returning to the general case of multiple Jordan blocks, if \( A = \exp(X) \), then the eigenvalues of \( \exp(tX) \) are just \( \lambda^t \), with \( \lambda \) an eigenvalue of \( A \). In particular, \( \exp(tX) \) is expansive, for all \( t > 0 \). Furthermore, \( \det(A) = \exp(\text{tr}(X)) > 1 \). Hence \( \text{tr}(X) > 0 \), and for \( t = \frac{\ln(c)}{\text{tr}(X)} \) we get \( \det(\exp(tX)) = c \). Thus \( B = \exp(tX) \) is as desired. \( \square \)

We can now show the main result of this section.

**Theorem 6.9.** Let \( A, B \) denote expansive matrices having only positive eigenvalues, and fulfilling \( \det(A) = \det(B) \).

(a) \( A \) and \( B \) are equivalent if and only if \( A = B \).

(b) Let \( \lambda_1 > \lambda_2 > \ldots > \lambda_k \) denote the distinct eigenvalues of \( A \), and assume that \( A \) has the form
\[
A = \begin{pmatrix}
J_1 & * & * \\
* & J_2 & * \\
* & * & \ddots \\
* & * & * & J_k
\end{pmatrix},
\]

such that,
\[ \forall 1 \leq i \leq k : (J_i - \lambda_i I_{d_i})^d = 0. \]

Then \( A \) and \( B \) are coarsely equivalent if and only if
\[
B = \begin{pmatrix}
J_1 & * & * & * \\
* & J_2 & * & * \\
* & * & \ddots & * \\
* & * & * & J_k
\end{pmatrix},
\]
i.e., \( B \) has the same blocks on the diagonal, and arbitrary entries above these blocks.

Proof. We first consider the case where \( A \) and \( B \) have only one eigenvalue \( \lambda > 0 \), and \( A \) and \( B \) are coarsely equivalent. We want to show that \( A = B \). By assumption on the spectra, we can write
\[ B = \lambda(I_d + N_B) \]
with $N_B^d = 0$. It follows that, for all $k$,

$$B^k = \lambda^k \sum_{\ell=0}^{k} \binom{k}{\ell} N_B^{\ell}$$

$$= \lambda^k \sum_{\ell=0}^{d} \binom{k}{\ell} N_B^{\ell}$$

$$= \lambda^k P_k$$

where $P_k$ is a matrix whose entries depend polynomially on $k$. Similarly, we have

$$A^{-1} = \lambda (I_d + N_A)$$

and thus

$$A^{-k} = \lambda^{-k} Q_k,$$

where the entries of $Q_k$ are polynomials in $k$. Assuming that $\rho_A$ and $\rho_B$ are coarsely equivalent, we have

$$\sup_{k \in \mathbb{N}} \|A^{-k} B^k\| = \sup_{k \in \mathbb{N}} \|Q_k P_k\|.$$

The entries of $Q_k P_k$ are polynomials in $k$, and bounded. It follows that the map $k \mapsto Q_k P_k$ is constant. In particular, $A^{-2} B^2 = A^{-1} B^1$, which implies $A = B$.

For part (a), assume that $A$ and $B$ are equivalent. W.l.o.g. $A$ is in Jordan normal form,

$$A = \begin{pmatrix} J_1 & & \\ & J_2 & \\ & & \ddots \\ & & & J_k \end{pmatrix}$$

The $i$th block of $A$ corresponds to the generalized eigenspace $\text{Ker}(A - \lambda_i I_d)^d$ associated to the $i$th eigenvalue $\lambda_i$, and since the spectra of $A, B$ are both positive, we have by Lemma 6.3

$$\text{Ker}(A - \lambda_i I_d)^d = \text{Ker}(B - \lambda_i I_d)^d$$

But this means that $B$ has the same block diagonal structure,

$$B = \begin{pmatrix} B_1 & & \\ & B_2 & \\ & & \ddots \\ & & & B_k \end{pmatrix}$$

and $(B_i - \lambda_i I_d)^d = 0$. In particular, $\epsilon(J_i, B_i) = 1 = \epsilon(A, B)$, for all $i = 1, \ldots, k$. Now Remark 4.11 yields that all pairs $J_i, B_i$ must be equivalent, and the single eigenvalue case we considered first then entails $A = B$.

For part (b), we proceed by induction over the number $k$ of distinct eigenvalues, noting that the case $k = 1$ has already been taken care of in the beginning of this proof. Hence it remains to prove the induction step, and we assume $k \geq 2$. Define

$$E_1 = \text{Ker}(A - \lambda_1 I_d)^d,$$

the generalized eigenspace associated to the eigenvalue $\lambda_1$. For any matrix $C \in \mathbb{R}^{d \times d}$, one has

$$\text{Ker}(C^{-1} - \lambda^{-1} I_d)^d = \text{Ker}(C - \lambda I_d)^d.$$
and hence we obtain from the assumption \( \lambda_1^{-1} < \lambda_2^{-1} < \ldots \) that
\[
E_1 = E(A^{-1}, \lambda_1^{-1}, d) .
\]
Now assume that \( A \) and \( B \) are coarsely equivalent. By choice of \( \lambda_1 \), and using that the spectra of both \( A \) and \( B \) are real, we obtain from Lemma 6.3(a) that
\[
E_1 = E(B^{-1}, \lambda_1^{-1}, d) = \text{Ker}(B - \lambda_1 I_d)^d .
\]
Thus we have derived that
\[
(33) \quad A = \begin{pmatrix} A_1 & 0 \\ 0 & A_2 \end{pmatrix}, \quad B = \begin{pmatrix} B_1 & C \\ 0 & B_2 \end{pmatrix}
\]
where \( A_1 = J_1, A_2 \) is the matrix containing the remaining blocks of \( A \), \( B_1 \) is a matrix with the single eigenvalue \( \lambda_1 \), and \( B_2, C \) are not further specified at this point. Furthermore, we have \( \det(A_1) = \det(B_1) \), and thus also \( \det(A_2) = \det(A)/\det(A_1) = \det(B)/\det(B_1) = \det(B_2) \).

Now, by induction over \( k \in \mathbb{N} \), we find that
\[
(34) \quad B^k = \begin{pmatrix} B_1^k & C_k \\ 0 & B_2^k \end{pmatrix}, \quad C_k = \sum_{\ell=0}^{k-1} B_1^\ell C B_2^{-\ell} ,
\]
which leads to
\[
(35) \quad A^{-k} B^k = \begin{pmatrix} A_1^{-k} B_1^k & A_1^{-k} C_k \\ 0 & A_2^{-k} B_2^k \end{pmatrix} .
\]
The assumption that \( A \) and \( B \) are coarsely equivalent implies via Lemma 4.10 that this sequence of matrices is norm-bounded. This in turn implies that \( A_i, B_i \) are coarsely equivalent, in view of the observation that \( \epsilon(A_i, B_i) = 1 \), for \( i = 1, 2 \). But then the case considered in the beginning of this proof implies \( A_1 = B_1 \). Furthermore, the induction hypothesis becomes available for \( B_2 \), implying that the blocks on the diagonal of \( B_2 \) must coincide with those of \( A_2 \).

This proves the “only-if” part of (b). For the converse direction, we assume that \( A \) and \( B \) have the structure assumed in part (b) of the theorem, and write \( A, B \) as in (33). Note that here we assume \( A_1 = B_1 \), so we get that
\[
(36) \quad A^{-k} B^k = \begin{pmatrix} I_{d_1} & A_1^{-k} C_k \\ 0 & A_2^{-k} B_2^k \end{pmatrix} ,
\]
and the induction hypothesis yields that the family \( (A_2^{-k} B_2^k)_{k \in \mathbb{N}} \) is norm-bounded. Pick \( \lambda_+ \) strictly between \( \lambda_1 \) and \( \lambda_2 \), and let \( r = \lambda_+ / \lambda_1 < 1 \). We can then employ Lemma 4.11 and obtain the estimate
\[
\|A_1^{-k} C_k\| = \left\| \sum_{\ell=0}^{k-1} A_1^{\ell} C B_2^{-\ell} \right\| \leq \sum_{\ell=0}^{k-1} \|A_1^{\ell} C\| \|B_2^{-\ell} C\| 
\leq C \sum_{\ell=0}^{k-1} \lambda_1^{\ell-k+1} \lambda_+^{k-\ell} \|A_1^{-1} C\| 
\leq C' \sum_{\ell=0}^{k-1} r^\ell \leq C' \sum_{\ell=0}^{\infty} r^\ell < \infty .
\]
Now Lemma 4.10 yields that \( A \) and \( B \) are coarsely equivalent. \( \square \)
Remark 6.10. With the criteria from the theorem, we can now see easily (by applying the Theorem to $A^T, B^T$), that the matrices

$$A = \begin{pmatrix} 3 & 0 \\ 0 & 2 \end{pmatrix}, \quad B = \begin{pmatrix} 3 & 0 \\ 1 & 2 \end{pmatrix}$$

fulfill $A \sim_B B$ and $A \not\sim_B B$, yielding an example that the converse of the final statement of Corollary 5.11 is false. Furthermore, we have $A^T \not\sim_B B^T$ even though $A \sim_B B$, in contrast to the case of homogeneous Besov spaces, see Remark 4.9.

Note however that if $A$ and $B$ are both diagonal with positive entries, then $A \sim_B B$ and both statements are equivalent to $A = B^\epsilon$, for some positive number $\epsilon$.

Remark 6.11. We call a matrix $A'$ in expansive normal form if it is expansive, with positive eigenvalues and $\det(A') = 2$. Then Lemmas 6.7 and 6.8 shows that for each expansive matrix $A$ there exists a matrix $A'$ that is in expansive normal form, and equivalent to $A$. Furthermore, Theorem 6.9 ensures that $A'$ is unique, a fact which justifies calling $A'$ the expansive normal form of $A$.

These observations entail that two expansive matrices $A$ and $B$ are equivalent if and only if their expansive normal forms coincide. One can break down the computation of normal forms as follows:

- Compute $A_1$ such that $|\det(A)| = \det(A_1)$, $A_1$ has only positive eigenvalue, and $A_1$ is equivalent to $A$; see Lemma 6.4.
- Compute $X = \log(A_1)$; see proof of Lemma 6.8.
- Compute $A' = \exp(tX)$, for $t = \frac{\ln(2)}{\ln(|\det(A_1)|)}$.

Note that in principle the different steps can be carried out using finitely many operations, if taking exponentials and logarithms of scalars are admissible, and the eigenvalues of $A$ are known: Determining the real Jordan normal form of $A$ amounts to computing a matrix $C$ such that $A = CJC^{-1}$, with $J$ a matrix in real Jordan normal form. Given the eigenvalues of $A$, the matrix $C$ is found by solving systems of linear equations. Then $A_1 = CMJC^{-1}$, with an easily computable (block) diagonal matrix $M$ ensuring that the product $MJ$ has only positive eigenvalues (see proof of Lemma 6.7). $\log(A_1)$ is then obtained as $C\log(MJC)^{-1}$, which can again be carried out for each diagonal block separately, and quite efficiently: By [19, Theorem 3.3.3], the inverse of $\exp$ on the group of unipotent matrices is computed by the logarithm power series

$$\log(I_d + Y) = \sum_{n=1}^{\infty} \frac{(-1)^{n+1}}{n} Y^n,$$

which breaks off after finitely many terms since $Y$ is nilpotent. Hence $X$ is computable from $A_1$ in finitely many steps. Finally, $A' = C\exp(tMJ)C^{-1}$, which amounts to exponentiating each diagonal block. The latter can be done efficiently by exponentiating the eigenvalues and nilpotent parts of each block separately and then taking the products. Since the exponential series of a nilpotent matrix again breaks off after finitely many terms, this step also only requires finitely many operations.

Thus the decision whether $A$ and $B$ are equivalent is decidable in finitely many steps, and the same is true for coarse equivalence. Note that the matrix $\exp(tMJ)$ arising in the computation of $A'$ has the block structure required in part (b) of Theorem 6.9. Hence it remains to compute $B'$, and check whether $C^{-1}B'\exp(\log(MJ))$ vanishes on and below the block diagonal of $\exp(t\log(MJ))$, where $C$ was the matrix effecting the real Jordan normal form of $A$. 


Finally, recall that for the decision whether the Besov spaces associated to $A$ and $B$ resp. coincide, one needs to apply the above procedure to $A^T, B^T$, and that this distinction only matters for the inhomogeneous spaces.
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