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ABSTRACT

Saliency is the perceptual capacity of our visual system to focus our attention (i.e. gaze) on relevant objects. Neural networks for saliency estimation require ground truth saliency maps for training which are usually achieved via eyetracking experiments. In the current paper, we demonstrate that saliency maps can be generated as a side-effect of training an object recognition deep neural network that is endowed with a saliency branch. Such a network does not require any ground-truth saliency maps for training. Extensive experiments carried out on both real and synthetic saliency datasets demonstrate that our approach is able to generate accurate saliency maps, achieving competitive results on both synthetic and real datasets when compared to methods that do require ground truth data.

© 2021 Elsevier Ltd. All rights reserved.

1. Introduction

One of the perceptual cues used for scene understanding is image saliency, i.e. a representation of the scene that highlights those regions which are more informative than their surroundings. Thus, by selecting regions which appear relevant based on saliency maps, we could discard the rest of the image (usually the background). Therefore, saliency detection could be considered a valuable pre-processing step for a wide range of applications. For example, it has been successfully applied for facial features detection and localization (Jian et al., 2014), increasing the local contrast for underwater imaging (Jian et al., 2018a), modeling spatiotemporal saliency in videos (Liu et al., 2017; Zhou et al., 2018), and modeling the atypical visual attention in children with autism spectrum disorder (ASD) (Wei et al., 2019; 2020), to name just a few. In a different direction, some other approaches addressed the problem of salient object detection using a visual-attention-aware model (Jian et al., 2015) or by fusing the high-level RGB and depth features in an interactive and adaptive way (Li et al., 2020).

Computational methods in saliency detection used in computer vision are intended to determine which regions of the image attract humans’ attention. Saliency methods can be divided in two main categories: (i) salient object detection methods (which segment relevant objects in the image) (Zhang et al., 2018; Zhao et al., 2019); and (ii) methods which produce eye-fixation maps (Huang et al., 2015; Pan et al., 2016; Murabito et al., 2017). For the second category, which is the focus of this article, the common way to obtain an accurate saliency map is to perform eye tracking experiments on still images. Eye fixations from different participants are fused to obtain a unique map, named fixation map, which will represent the saliency ground truth. These (binary) fixation maps are then smoothed by 1 degree of visual angle (dva or deg) in order to simulate the average deviation of capture of the eye tracker (LeMeur and Baccino, 2012; Torralba et al., 2006). This smoothing is usually done using a circular gaussian filter, obtaining a continuous representation of the saliency map. The saliency map is assumed to be specific for each image (depending on image features), but experimentation may induce certain patterns such as the center bias. The center bias (CB) is the common region where participants tend to look, this can be due to: (i) photographs tend to frame the salient object centered on the image, (ii) there are oculomotor tendencies from the task focusing the gaze on the center (Nakashima et al., 2015) and (iii) some images do not show objects salient enough to focus attention outside the center. This center bias is present in most saliency datasets and is also exploited by several saliency models to better simulate human data.

Itti et al. (1998) proposed one of the first computational saliency methods based on combining the saliency cues for color, orientation and luminance. Many works followed...
proposing a large variety of hand-crafted features for saliency (Subramanian et al., 2010; Borji et al., 2014). In the last decade, computational saliency estimation has moved from handcrafted to deep features (Luo and Ye, 2016). These methods aim to find a network that computes saliency maps that are close to ground truth saliency maps. A limitation of these approaches is that they require saliency ground truth for their training. Generating saliency ground truth is a costly process and is required for each new dataset, and affects the efficiency of these approaches.

In the human visual system, saliency is applied to select a small part of the incoming sensory information. As a result, massive sensory input can be processed despite limited computational capacity of the brain (Itti and Koch, 2001). It allows humans to rapidly and efficiently process the incoming information. The capability to attend the most relevant information in the image present in the human visual system could also be important for neural networks that aim to process visual data. In this paper, we endow a neural network that aims to perform object recognition with a separate branch that computes a saliency map. This map is used to attend to specific regions in the image (thereby selecting the part of the information deemed most relevant). The potential of such a network is that it can be trained on any image classification dataset. The saliency maps would be the side-effect of training this network, and hence our method allows for the computation of saliency without needing any eye-tracking ground truth data to train the deep neural network.

In this paper, we evaluate the accuracy of the saliency maps that are produced as a side-effect of object recognition. Additionally, we also evaluate the usage of supervised and unsupervised CB in our framework. We show that the CB improves in most datasets where the CB is more present. To summarize, our main contributions are:

- We demonstrate that it is possible to obtain accurate saliency maps by training an object recognition network endowed with a saliency branch. Our method does not require any saliency ground truth data.
- We include an extensive study of the effect of center bias on the results.
- Extensive experiments performed on real and synthetic image datasets show that highly accurate saliency maps are obtained. Our method obtains competitive results on several standard benchmark datasets and the new state-of-the-art on the CAT2000 dataset.

The current work is related to our earlier work (Figueroa-Flores et al., 2021). There we focus on fine-grained image classification, and show that a saliency branch can be used to improve results. In this paper, we show that a saliency branch trained for image classification can actually obtain competitive results on the saliency benchmark dataset, without requiring any saliency ground truth data for training. To the best of our knowledge, we are the first to show that saliency prediction can be obtained as a side-effect of object recognition.

### 2. Related Work

#### 2.1. Saliency models

Initial work on computational saliency was defined by Itti et al. (1998), introducing a framework for obtaining a unique saliency map from an image. This work extracts multi-scale and multi-orientation features with DoG filters, aiming to simulate simple cell computations found in the visual cortex in the brain. These maps are fused to a unique saliency map using winner-take-all mechanisms. This framework has inspired several models (Borji and Itti, 2013; Zhang and Lin, 2013; Riche and Mancas, 2016), mainly varying on the feature extraction part (either handcrafted or trained). For instance, the unsupervised model AIM (Bruce and Tsotsos, 2005) uses a dictionary of images in order to train sparse priors. These priors are learned and then computed with the feature extractor filters. Later, Bruce and Tsotsos (2005) combine IKM features extraction with AIM’s information maximization and then modulate the resulting regions to psychophysical data. Similarly, Torralba et al. (2006) proposes a contextually-modulated saliency model (SDLF) which is based on task priors when observing real scenes. Latest models (e.g. ML-Net (Cornia et al., 2016), SAM (Cornia et al., 2018), DeepGazeII (Küpper et al., 2016), SalGAN (Pan et al., 2017)) use fixation data from image saliency datasets (i.e. that provide eye tracking data) as ground truth for learning the saliency map with CNN architectures. These models usually train a neural network that focuses on the most salient regions of the input image to iteratively refine the predicted saliency map (see more details in Table 1). ML-Net learns a prior map based on the common ground truth saliency maps, acting as a mask. This is multiplied by the output map of the network on training saliency. In DeepGazeII, they sum a probability distribution (baseline of fixations) over the image. Instead, SAM utilizes an LSTM and trains a set of Gaussian parameters acting as an attentive mechanism to the final map, which is finetuned with human fixation density maps. Finally, SalGAN uses an autoencoder architecture, which is trained with prediction in combination with an adversarial loss.

| Name | Year | Features/Architecture | Mechanism | Learning | Training Data (#img) | Bias/Priors |
|------|------|-----------------------|-----------|----------|----------------------|------------|
| IKN  | 1998 | DoG (color-intensity) | max-like  | Supervised | Corel (36000)        | -          |
| AIM  | 2005 | ICA (informativ)      | max-like  | Supervised | Einhauser (108)      | scene priors |
| GBVS | 2006 | Markov chains         | local+global prob. | Supervised | Oliva (8100)       |            |
| SDLF | 2006 | Steerable pyramid     | max-like  | Unsupervised | -                  |            |
| DeepGazeII | 2016 | VGG-19                | supervised | Supervised | SALICON (10k), MIT (1003) | learned priors |
| SAM  | 2018 | VGG-16 (ResNet-50)+LSTM | supervised | Supervised | SALICON (10k), MIT (1003) | center bias |
| SalGAN | 2017 | VGG-16 Autoencoder    | supervised | Supervised | SALICON (10k), MIT (1003) | gaussian priors |

DoG: difference of gaussians, ICA: independent component analysis, max-like: max likelihood probability, BCE: binary cross-entropy, GAN: Generative adversarial network.
2.2. Center bias

Eye movement datasets used for saliency evaluation tend to be center biased (most fixations tend to be at the center of the image). Several factors on the experimentation and the stimuli can cause this effect. For instance, most real images frame the scene (the relevant or salient part is in the center of view in photographs). Non-salient/non-popout stimuli (Tatler, 2007; Vincent and Tatler, 2008; Berga et al., 2019a) has been shown to promote center biases, as participants do not have any region to attend to, specially if the task sometimes involves centering the gaze on the image. These center biases have an influence on how to evaluate saliency models upon predicting fixations (Bylinskii et al., 2019; Borji and Tanner, 2016), as these fixations are accounted while are not specific to image saliency. Some other works used CB in order to improve saliency detection (Han et al., 2018b, 2021).

2.3. Saliency features for image classification

The vast majority of saliency methods previously reviewed are evaluated on the task of how accurate their generated saliency maps are. Therefore, it is questionable whether training other tasks (such as image classification) can also represent saliency as opposed to uniquely training on biased fixation data (which is distinct for every dataset or experimentation setting). The question of whether saliency is important for object recognition and object tracking has been raised in (Han and Vasconcelos, 2010). This is also the purpose of (Figueroa-Flores et al., 2019), where the authors investigate to what extent saliency information can be exploited to improve object recognition when the available training data is scarce. The authors designed a two-branch image classification deep network, where one of the branches takes saliency information as input. The network processes the saliency through the dedicated branch and uses the resulting saliency features to modulate the visual features from the standard RGB branch, thus forcing the upper layers to focus on the relevant parts only. In the same line, (Murabito et al., 2017) learned to generate saliency maps from RGB images, but in this case their method is supervised. However, none of these methods shows that saliency maps can be computed as a side-effect of an end-to-end trained object recognition network.

3. Proposed Method

3.1. Network architecture

The overview of our proposed method is shown in Figure 1. The network consists of two branches: one to extract the features from an RGB image (the red branch called RGB branch), and the other one (called the saliency branch marked in green) to generate the saliency maps from the same RGB image. Both branches are combined using a modulation layer (represented by the ⊕ symbol) and the output is further processed by several shared layers ending up with a classification layer.

Consider an input image \( I(x_1, x_2, x_3) \), where \( x_1, x_2 \) are the spatial coordinates and \( x_3 = (1, 2, 3) \) indicate the three color channels of the image. Let us define the three networks as being \( s \) for the saliency branch, \( r \) for the RGB branch and \( f \) for the final shared layers. We will name the output of the saliency branch the saliency image \( S(x_1, x_2) \) (we will design the saliency branch to output only a single saliency image, therefore there are only two coordinates involved), and the output of the RGB branch \( R(x_1, x_2, x_3) \). Both \( S \) and \( R \) will have the same spatial resolution. We now define the modulation layer as:

\[
\hat{R}(x_1, x_2, x_3) = r(I(x_1, x_2, x_3)) \cdot (S(I(x_1, x_2, x_3)) + 1)
\]

\[
R(x_1, x_2, x_3) = R(x_1, x_2, x_3) \cdot S(x_1, x_2) + R(x_1, x_2, x_3).
\]

Note that the same saliency branch output \( S \) is applied to all the feature maps of \( R \) (along the \( x_3 \) dimension). The output \( \hat{R} \) is a summation of the modulated output \( \hat{R} \cdot S \) and a non-modulated version of the RGB branch \( R \) (see also the skip connection represented by \( \oplus \) in Figure 1). This was found to improve results in (Figueroa-Flores et al., 2019). The output of the modulation layer is then used as an input to the shared layers to obtain the final prediction over the classes \( y \):

\[
p(y|I) = f(\hat{R}),
\]

where we omit the spatial coordinates for clarity. We train the network for the task of image classification on a training dataset \( D \) of images with the cross-entropy loss:

\[
\mathcal{L} = \sum_{i \in D} \log p(c_i|y|I),
\]

where \( D \) is the entire training dataset and \( c(I) \) is the ground truth label of image \( I \) and \( p \) is the \( c \)-th element of the vector \( p \).

The RGB branch followed by the modulation layers resembles a standard image classification network (see layers marked in red in the Figure 1-left). In this work, we will consider several architectures, including AlexNet (Krizhevsky et al., 2012), VGG16 (Simonyan and Zisserman, 2015), and ResNet152 (He et al., 2016). The saliency branch consists of four convolutional layers, similar to the first three layers of the AlexNet architecture combined with a 1x1 convolutional layer. More precisely, the output of the third convolutional layer, i.e. the one with 384
dimensional feature maps with a spatial resolution of 13 × 13 (for a 227 × 227 RGB input image), is further processed using a 1 × 1 convolution and then a ReLU activation function. This 1x1 convolution maps the feature map to a single output feature map, and its goal is to calculate the score for each "pixel" and to produce a single map that can be used to modulate the RGB branch. Finally, to generate the input for the posterior classification network, the 13 × 13 saliency maps are upsampled at 27 × 27 (which is the default input size of the following classification module) through bilinear interpolation.

What differentiates our architecture from a standard object recognition network, is the introduction of the saliency branch which transforms the RGB input image into a modulation map $S'$. While training the network the modulation map learns to focus on those features that are important to perform the classification task. This is a very similar task as for which the human visual system is thought to use visual saliency, namely to identify those regions of high information in the image. In this paper, we show that this modulation map resembles a saliency map. Actually when compared to saliency maps obtained from human eye-tracking experiments, this modulation map is found to provide a surprisingly good estimate of them.

3.2. Training the saliency branch

Our approach is depicted in Figure 1. The main idea is to train the saliency branch $S$ on a classification task. By optimizing the network to be good in image classification, we hypothesize that the saliency branch will learn a mapping from the image $I$ to something similar as a saliency map. The modulation map $S'$ will provide higher values to those regions that are important to performing the image classification task. The learned network $s$ will then be evaluated on several existing saliency estimation datasets. Interestingly, the network $s$ has not been trained with any saliency ground truth, rather the saliency network is trained as a side-effect of training a network optimal for object recognition.

We would like the classification task to be very general to ensure that the saliency network is trained on a wide variety of images. We therefore choose to train the network on the ImageNet dataset (Krizhevsky et al., 2012) which has 1000 different classes, including classes from plants, sports, artefacts, animals, etc.

As explained above, the purpose of the saliency branch is to generate a saliency map directly from an RGB input image. This network is built by initializing the RGB branch with ImageNet pre-trained weights. The weights of the saliency branch are initialized randomly using the Xavier method (Glorot and Bengio, 2010) (see Figure 1 green layers). Then, the network is selectively trained: we allow to train only the layers corresponding to the Saliency branch (represented by the surrounding green dotted line box) and to freeze all the remaining layers (represented by the solid red line boxes). During training, the saliency branch learns to focus on those regions of the image that are important for the classification of the 1000 ImageNet classes.

Once the Imagenet training is finished, we only use the saliency branch, freeze its weights, and test it on the images of various saliency estimation datasets (see Figure 1 right). We will consider both datasets with real images (Toronto (Bruce and Tsotsos, 2005), MIT1003 (Judd et al., 2009), KTH (Kootstra et al., 2011)) as well as datasets that contain synthetic images (CAF2000 (Borji and Itti, 2015) and SID4VAM (Berga et al., 2019b)).

3.3. Combination with center bias

As we have already mentioned in the introduction, center bias (CB) is present in most saliency datasets and is also exploited by several saliency models to better simulate human data. Therefore, we will here look into how to extend our method with the center bias; we will consider both a supervised and unsupervised center bias approach.

Supervised CB (SCB). To compute the center bias map, we split the data in two sets, generating the center bias for each of them and evaluating each sample with the opposite split.

Unsupervised CB (UCB). To compute the center bias (CB), we use a 2D Gaussian low-pass filter with $\sigma = DVA/2\sqrt{2\log2}$, with a window of $6\sigma \times 6\sigma$. Using a parameter "DVA" (degree of visual angle) as a multiplying factor of the pixels. This is the usual smoothing function for building the fixation density maps (Bylinskii et al., 2015).

For the UCB we used circular and ellipsoidal versions of the Gaussian function. We did this as center biases might vary on the display and experimental methods for each saliency dataset. For the ellipsoid case, we resized the image so that the resulting map is stretched horizontally with a factor of +50%, but keeping the same DVA vertically.

We selected the DVA according to the following rule: 2 deg corresponds to the approximate maximum diameter of coordinate deviation permitted during eye tracking calibration, this is approximately two times the common deviation of participant’s fixations (LeMeur and Bacino, 2012, Torralba et al., 2006), 5 deg corresponds to the degrees of higher visual accuity of foveal/central vision (Strasburger et al., 2011) and 14 deg corresponds to the radius of the screen (about 512px). See Table 2 for examples of the used center biases.

Fusion. Previously, other models (see Table 1 - column 7) used additional computations from priors or baselines from fixation data. For instance, DeepGazeII summed the center baseline whereas ML-Net and SAM the learned priors are used for modulating the result of the network. We defined two regimes for

| DVA | Circular | Ellipsoid |
|-----|----------|-----------|
| 36 x 2 | ![Circular 36x2](image1) | ![Ellipsoid 36x2](image2) |
| 36 x 5 | ![Circular 36x5](image1) | ![Ellipsoid 36x5](image2) |
| 36 x 14 | ![Circular 36x14](image1) | ![Ellipsoid 36x14](image2) |

Table 2: Simulating the Center Bias by parametrizing Gaussian.
fusing the RGB and the saliency branch: sum or multiplication. With this we can test at distinct baselines the effect of the center bias over the saliency map produced by the network. See in Table \[5\] different examples of the resulting fusion (sum or multiplication).

4. Experiments

We have performed the evaluation of our approach on five current eye movement datasets which provide fixations and scanpaths from real scenes during free-viewing tasks. These datasets are composed of real image scenes (Toronto, MIT1003), natural scenes (KTH) and synthetic images (CAT2000, SID4VAM). See Table \[3\] for an overview.

In order to evaluate how accurate the saliency map is able to match the location of human fixations, we use a set of metrics previously defined by Borji et al. (2013); Bylinskii et al. (2019). The area under ROC (AUC) considers as true positives the saliency map values that coincide with a fixation and false positives the saliency map that have no fixation, then computes the area under the curve. We have used three metrics based on AUC, namely AUC-Judd, AUC-Borji and shuffled AUC (sAUC). Similarly, the Normalized Scanpath Saliency (NSS) computes the average normalized saliency map that coincide with fixations. Other metrics such as Correlation Coefficient (CC), Kullback-Leibler divergence (KL), similarity (SIM) compute the score on the region distribution statistics of all pixels (KL calculates the divergence and CC/SIM the histogram intersection or similarity of the distribution).

After computing the saliency maps for all datasets (see Table \[3\]) with AlexNet, VGG16 and ResNet152 we observed that metric scores vary considerably depending on the network: AlexNet is shown to provide best results for pop-out patterns (SID4VAM) whereas ResNet152 and VGG16 shows overall higher scores with real images (MIT1003, TORONTO, KTH).

We have also performed an ablation study for evaluating the effect of the center bias and the fusion (see Table \[5\]). We tested the center bias extracted from the data (SCB) as well as our unsupervised implementation (UCB) using circular and ellipsoidal Gaussians, testing both fusions with sum and multiplication. For most datasets, the UCB ellipsoid obtains highest scores using a DVA factor of 14 deg and the Sum fusion. For the cases of SCB, fusion with Mult score higher, although both fusions gave very similar results. In the remaining experiments (in Table \[7\] and Table \[8\]) we use these settings when applying the center bias.

We can see in Table \[6\] different examples of images for saliency prediction for real (Toronto, MIT1003) and synthetic images (SID4VAM). Our model performs best on detecting pop-out effects on the synthetic images (from visual attention theory [Itti et al., 1998]), whilst performing similarly for Toronto. It is to consider that some deep saliency models use several mechanisms to leverage (or/and train) performance for improving saliency metric scores, such as smoothing/thresholding (see Table \[6\] rows 4-5) or a center Gaussian (see Table \[6\] row 5). We should also consider that some of these models are already finetuned for synthetic images (e.g. SAM-ResNet). Our Model (Table \[6\] row 6), that has not been trained on any ground truth saliency data, has shown to be robust on these two distinct scenarios. It is also interesting to observe that our model can correctly detect multiple salient objects (see Table \[3\] columns 1,3-4).

Finally, we have compared the scores with classical hand-crafted saliency models (i.e. IKN, AIM, SDLF and GBVS) and state of the art deep saliency models (i.e. ML-Net, DeepGazeII, SAM and SaiGAN) which are trained on ground truth fixation data. The results are summarized in Table \[7\] and Table \[8\]. On real images (TORONTO, MIT1003, and KTH) we perform similarly as the best hand-crafted method, and are only slightly outperformed by recent supervised deep learning methods (Table \[7\]). On synthetic images with synthetic and pop-out patterns (CAT2000, SID4VAM) we outperform all other deep saliency models (Table \[8\]). On CAT2000 we even obtain the new state-of-the-art, whereas on SID4VAM we are second behind GBVS. This suggests that we are able to extract bottom-up attention maps but we are not biased to specific features of the dataset. Considering that our model is not trained on any fixation data, it is remarkable that our model can obtain competitive saliency estimation results.

**Difference with Neural Networks for Saliency Detection.**

We compared our approach against other state-of-the-art deep saliency models, such as ML-Net (Cornia et al., 2016), SAM (Cornia et al., 2018), DeepGazeII (Kümmerer et al., 2016), and SaiGAN (Pan et al., 2017). The main difference between these models and our approach is that they use fixation data from saliency datasets in order to train a neural network. In other words, they require a saliency map as ground-truth. However, in our approach we do not require a saliency map as ground-truth. In contrast to the previous models, our approach is able to learn the saliency map as a side-effect when the network is trained end-to-end for an object recognition task. This difference is highlighted in Table \[7\] and Table \[8\] where the ‘GT’ column specifies which models require saliency maps as ground-truth for training.

5. Conclusions

This study shows that saliency might be an intrinsic effect in image representation learning, and this can be obtained by training other tasks such as image classification. By training on ImageNet for image classification, we are able to extract saliency maps without the need of any ground truth saliency data. Our model obtains good results with various metrics and datasets, acquiring similar results to the state of the art, however, without the need of any ground truth saliency maps. We
Table 4: Benchmark of our method with different networks. Top-1 networks are in bold.

| Dataset   | Model   | AUC-Judd | AUC-Borji | CC   | NSS  | KL   | SIM  |
|-----------|---------|----------|----------|------|------|------|------|
| TORONTO   | AlexNet | 0.7679   | 0.7308   | 0.4546 | 1.3718 | 1.5134 | 0.3944 |
|           | VGG16   | 0.7812   | 0.7475   | 0.5378 | 1.6433 | 1.6991 | 0.4390 |
|           | ResNet152 | 0.7816  | 0.7323   | 0.5378 | 1.6433 | 1.6991 | 0.4390 |
| MIT1003   | AlexNet | 0.7323   | 0.7034   | 0.2597 | 0.8654 | 1.7622 | 0.2844 |
|           | VGG16   | 0.7402   | 0.7199   | 0.2594 | 0.8597 | 1.7772 | 0.2899 |
|           | ResNet152 | 0.7231  | 0.7084   | 0.2531 | 0.8550 | 2.0785 | 0.2839 |
| KTH       | AlexNet | 0.5975   | 0.5881   | 0.2249 | 0.3374 | 1.0083 | 0.5112 |
|           | VGG16   | 0.6028   | 0.5793   | 0.2250 | 0.3459 | 1.3194 | 0.4848 |
|           | ResNet152 | 0.6154  | 0.5869   | 0.2942 | 0.4436 | 1.3492 | 0.4989 |
| CAT2000   | AlexNet | 0.7005   | 0.7110   | 0.2850 | 0.7468 | 1.4615 | 0.3936 |
|           | VGG16   | 0.7113   | 0.6741   | 0.3151 | 0.8371 | 1.4510 | 0.4031 |
|           | ResNet152 | 0.7217  | 0.6805   | 0.3100 | 0.8548 | 1.2876 | 0.4064 |
| SID4V AM  | AlexNet | 0.7413   | 0.7216   | 0.3889 | 1.4256 | 1.6652 | 0.4085 |
|           | VGG16   | 0.6752   | 0.6506   | 0.3151 | 0.8371 | 1.4510 | 0.4031 |
|           | ResNet152 | 0.6988  | 0.6723   | 0.3010 | 1.1140 | 1.9790 | 0.3786 |

Table 5: Ablation of fusion and normalization on all saliency datasets (computed with AlexNet). We show results for the AUC-Judd metric. Top-1 fusion methods are in bold.

| Dataset        | Model   | DV A | Fusion | TORONTO | MIT1003 | KTH | CAT2000 | SID4V AM |
|----------------|---------|------|--------|---------|---------|-----|---------|----------|
| Circular       | 35 x 2  | Multi | 0.616  | 0.595  | 0.321  | 0.620 | 0.525  |
|                | 35 x 5  | Sum   | 0.770  | 0.745  | 0.600  | 0.732 | 0.741  |
|                | 35 x 14 | Sum   | 0.781  | 0.768  | 0.609  | 0.780 | 0.736  |
| Ellipsoid      | 35 x 2  | Multi | 0.640  | 0.651  | 0.327  | 0.678 | 0.540  |
|                | 35 x 5  | Sum   | 0.776  | 0.758  | 0.597  | 0.751 | 0.740  |
|                | 35 x 14 | Sum   | 0.801  | 0.800  | 0.640  | 0.820 | 0.730  |
| SCB            | -       | Multi | 0.796  | 0.796  | 0.628  | 0.812 | 0.746  |
|                | -       | Sum   | 0.793  | 0.795  | 0.634  | 0.787 | 0.741  |

Table 6: Qualitative results for Toronto, MIT1003 and SID4V AM. Rows provide results for different models. Results of Ours are computed with ResNet152.
have added a study of which networks and typologies of center biases can affect saliency prediction.

Our work is the first to show that saliency estimation can be derived as a side-effect of training an end-to-end deep neural network for object recognition. Interestingly, by optimizing to perform optimal object recognition, the network learns to put attention on locations which are considered to be salient for humans. Of special interest is the fact, that our saliency branch trained for the tasks of object recognition on ImageNet, a dataset with real images, obtains excellent results on synthetic saliency datasets which have very different characteristics. Possible improvements of our method could include fine-tuning with fixation data, enabling to tune the saliency branch (and/or the center bias) by training on some small selection of real fixation data. Also, saliency branches could be derived from other computer vision tasks, such as robots navigating through an environment or self-driving cars [Wang et al., 2020].
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