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Abstract

This paper presents a Transformer architecture for volumetric medical image segmentation. Designing a computationally efficient Transformer architecture for volumetric segmentation is a challenging task. It requires keeping a complex balance in encoding local and global spatial cues, and preserving information along all axes of the volumetric data. The proposed volumetric Transformer has a U-shaped encoder-decoder design that processes the input voxels in their entirety. Our encoder has two consecutive self-attention layers to simultaneously encode local and global cues, and our decoder has novel parallel shifted window based self and cross attention blocks to capture fine details for boundary refinement by subsuming Fourier position encoding. Our proposed design choices result in a computationally efficient architecture, which demonstrates promising results on Brain Tumor Segmentation (BraTS) 2021, and Medical Segmentation Decathlon (Pancreas and Liver) datasets for tumor segmentation. We further show that the representations learned by our model transfer better across-datasets and are robust against data corruptions. Our code implementation is publicly available.
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Figure 1: The model size vs Dice Similarity Score is shown in this plot. Circle size indicates Computational Complexity by FLOPs. The proposed method (VT-UNet) achieves highest Dice Similarity Score compared to baselines/SOTA methods while maintaining a smaller model size and low computational complexity.

1. Introduction

In this paper, we propose a Transformer Vaswani et al. (2017) based encoder-decoder architecture, which can directly process 3D volumetric data (instead of dividing it into 2D slices) for the task of volumetric semantic segmentation. Transformer-based Vaswani et al. (2017) architectures have recently gained growing success in computer vision tasks Khan et al. (2021). Compared with their CNN counterparts, models based on the transformer architecture not only achieve better empirical performances Dosovitskiy et al. (2020); Touvron et al. (2021); Strudel et al. (2021); Carion et al. (2020); Zhu et al. (2020); Girdhar et al. (2019); Arnab et al. (2021); Liu et al. (2021b), but have demonstrated better robustness against data corruptions and occlusions Naseer et al. (2021), high frequency image noise Shao et al. (2021), and adversarial perturbations Shao et al. (2021); Naseer et al. (2021); Paul and Chen (2021); Mao et al. (2021); Bhojanapalli et al. (2021). Furthermore, it is argued that transformers are a promising candidate towards a unified architecture across different data modalities and tasks Jaegle et al. (2021b,a).

Inspired by the strong empirical results of the transformer based models on vision tasks including image classification Dosovitskiy et al. (2020); Touvron et al. (2021), object detection Carion et al. (2020); Zhu et al. (2020), video recognition Girdhar et al. (2019); Arnab et al. (2021); Liu et al. (2021b), and semantic segmentation Ye et al. (2019), their promising generalization and robustness characteristics Shao et al. (2021); Naseer et al. (2021), and their flexibility to model long range interactions, we propose a volumetric transformer architecture for segmenting 3D medical image modalities (e.g., MRI, CT), called VT-UNet. Earlier efforts to develop transformer based segmentation models for 3D medical images,
such as the work of Cao et al. (2021), have been shown to outperform state-of-the-art CNN counterparts. However, these methods opt for slicing 3D volumes into 2D images and process 2D images as inputs (Cao et al. (2021); Chen et al. (2021b,a)). As such, considerable and potentially critical volumetric information, essential to encapsulating inter-slice dependencies, is lost. While some hybrid approaches (using both convolutional blocks and Transformer layers) keep the 3D volumetric data intact (Wang et al. (2021); Hatamizadeh et al. (2021); Zhou et al. (2021)), the design of transformer based architecture, capable of keeping intact the volumetric data at input, is yet unexplored in the literature. Our work takes the first step in this direction, and proposes a model, which not only achieves better segmentation performance, but also demonstrates better robustness against data artefacts. Further, our model is efficient in terms of number of parameters and FLOPS (see Fig. 1), and its pre-trained features generalize better across other datasets.

The design of our Transformer based volumetric segmentation model is built upon the seminal encoder-decoder based UNet architecture (Ronneberger et al. (2015)), which has gained significant traction not only for segmentation task (Ronneberger et al. (2015); Zhou et al. (2018); Oktay et al. (2018); Zhang et al. (2020); Xia et al. (2020), but also for reconstruction (Hyun et al. (2018); Han et al. (2019), denoising (Zamir et al. (2020); Wu et al. (2019), and super-resolution (Anwar et al. (2020); Wang et al. (2018) to name a few.

While the Transformer models have highly dynamic and flexible receptive field and do an excellent job in capturing long-range interactions, designing a Transformer based UNet architecture for volumetric segmentation is a challenging task. This is because: (1) Encapsulating voxel information and capturing the connections between arbitrary positions in the volumetric sequence is not straightforward. Compared with Transformer based approaches for 2D image segmentation (Cao et al. (2021)), the data in each slice of the volume is connected to three views and discarding either of them can be detrimental. (2) Preserving spatial information in the volumetric data is a daunting task. Even for 2D images, while breaking the image into patches and projecting patches into tokens as introduced in Vision Transformer (ViT), local structural cues can be lost, as shown in Tokens-to-token ViT (Yuan et al. (2021)). Effectively encoding the local cues while simultaneously capturing global interactions along multiple axes of the volumetric data is therefore a challenging task. (3) Due to the quadratic complexity of the self-attention, and large sized 3D volume tensor inputs, designing a Transformer based segmentation model, which is computationally efficient, requires careful design considerations.

Our proposed VT-UNet model effectively tackles the above design challenges by proposing a number of modules. In our UNet based architecture, we develop two types of Transformer blocks. First, our blocks in the encoder which directly work on the 3D volumes, in a hierarchical manner, to jointly capture the local and global information, similar in spirit to the Swin Transformer blocks (Liu et al. (2021a)). Secondly, for the decoder, we introduce parallel cross-attention and self-attention in the expansive path, which creates a bridge between queries from the decoder and keys & values from the encoder. By this parallelization of the cross-attention and self-attention, we aim to preserve nearly the full global context during the decoding process, which is important for the task of segmentation. Our parallelization is then coupled with the sinusoidal version of the Fourier feature positional encoding to further improve the learning capability of the resulting network. Since VT-UNet is free from convolutions and combines attention outputs from two modules during the decoding,
the order of the sequence is important to get accurate predictions. Inspired by Vaswani et al. (2017), apart from applying relative positional encoding while computing attention in each Transformer block, we augment the decoding process and inject the complementary information extracted from Fourier feature positions of the tokens in the sequence.

In summary, our major contributions are, (1) We reformulate volumetric tumor segmentation from a sequence-to-sequence perspective, and propose a UNet shaped Volumetric Transformer for multi-modal medical image segmentation. (2) We design an encoder block with two consecutive self attention layers to jointly capture local and global contextual cues. Further, we design a decoder block which enables parallel (shifted) window based self and cross attention. This parallelization uses one shared projection of the queries and independently computes cross and self attention. To further enhance our features in the decoding, we propose a convex combination approach along with Fourier positional encoding. (3) Incorporating our proposed design choices, we substantially limit the model parameters while maintaining lower FLOPs compared to existing approaches (e.g., 3D UNet Çiçek et al. (2016), UNETR Hatamizadeh et al. (2021)). (4) We conduct extensive evaluations and show that our design consistently achieves state-of-the-art volumetric segmentation results, along with enhanced robustness to data artefacts, and better cross-dataset generalization of the pretrained features.

2. Methodology

![Figure 2: (a) Illustrates the Proposed VT-UNet Architecture. (b) shows Volumetric Transformer (VT) Encoder-Decoder Structure. Here, $k$ denotes number of classes segmented using VT-UNet.](image)

We denote vectors and matrices in bold lower-case $\mathbf{x}$ and bold upper-case $\mathbf{X}$, respectively. Norm of a vector is denoted by $\| \cdot \|$ and $\| \mathbf{x} \|_1 = \sum_i |[x_i]|$. The inner product between vectors is shown by $\langle \cdot, \cdot \rangle$ and $\| \mathbf{x} \|_2 = \langle \mathbf{x}, \mathbf{x} \rangle$. When norms and inner product are used over
3D tensors, we assume tensors are flattened accordingly. For example, for 3D tensors $\mathbf{A}$ and $\mathbf{B}$, $\langle \mathbf{A}, \mathbf{B} \rangle = \sum_{i,j,k} A[i,j,k]B[i,j,k]$ and $\|\mathbf{A}\|_1 = \sum_{i,j,k} |A[i,j,k]|$.

**Preliminaries.** We start by providing a brief description about the Self-Attention (SA) mechanism that empowers Transformers Vaswani et al. (2017) (see Khan et al. (2021) for an in-depth discussion).

Let $\mathbf{X} = \{x_1, x_2, \ldots, x_T\}, x_i \in \mathbb{R}^C$ be a sequence representing a signal of interest (e.g., an MRI volume). We call each $x_i$ a token. In SA, we are interested in generating a new sequence of tokens, $\{z_1, z_2, \ldots, z_T\}$, from $\mathbf{X}$ to better represent our signal according to the objective of learning. In doing so, we can assume that $x_i$s span a subset of $\mathbb{R}^C$ and define $z_i$ as a point in that span, i.e. $z_i = \sum_j a_{ij}x_j$, where $a_{ij}$s are combination values defined by $x_i$ and $x_j$. A possible choice for $a_{ij}$ is based on the similarity of $x_i$ and $x_j$, which algebraically is proportional to $\langle x_i, x_j \rangle$. Such a choice enables us to define the token $z_i$ by attending to important parts of the input sequence according to the objective in hand, hence the name attention. We can take a further step and put a constraint on our design by enforcing the generated tokens to lie inside the convex hull defined by $x_is$. In that case, we will have $z_i = \sum_j a_{ij}x_j, a_{ij} \geq 0, \sum_j a_{ij} = 1$. The convex hull formulation endows nice properties, one being that the resulting tokens cannot grow boundlessly, given the fact that the input is assumed to be a natural signal.

The SA operation is built upon the above idea with some modifications. Firstly, we assume that tokens, in their original form, might not be optimal for defining the span. Therefore, in SA we define the span by learning a linear mapping from the input tokens. This we can show with $\mathbb{R}^{T \times C_x} \ni \mathbf{V} = \mathbf{XW}_V$, where we stack tokens $x_i$s into the rows of $\mathbf{X}$ (i.e., $\mathbf{X} = [x_1 | x_2 | \cdots | x_T]^{\top}$). Then we turn our attention to $a_{ij}$ and define it by learning two linear mappings, following a similar argument. In particular, first we define a set of keys from $x_i$ as $\mathbb{R}^{T \times C_k} \ni \mathbf{K} = \mathbf{XW}_K$. To generate $a_{ij}$, we measure the similarity of a transformed version of $x_i$, which we call the query $q_i = \mathbf{W}_Qx_i$, with respect to the keys $k_j$ that are represented by the rows of $\mathbf{K}$. That is, $a_{ij} \propto \langle q_i, k_j \rangle$. Put everything into a matrix form and opt for a softmax function to achieve the constraints $a_{ij} \geq 0$ and $\sum_j a_{ij} = 1$, we arrive at

$$\text{SA}(Q, K, V) = \text{SoftMax} \left( \frac{QK^\top}{\sqrt{C}} \right) V,$$

with $V = \mathbf{XW}_V$, $K = \mathbf{XW}_K$, and $Q = \mathbf{XW}_Q$.

Following previous work by Hu et al. Hu et al. (2019), we use a slight modification of the self-attention in our task as follows:

$$\text{SA}(Q, K, V) = \text{SoftMax} \left( \frac{QK^\top}{\sqrt{C}} + B \right) V,$$

where $\mathbb{R}^{r \times r} \ni B$ is trainable and acts as a relative positional bias across tokens in the volume. In practice, computing SA for multiple attention heads several times in parallel is called Multi-head Self-Attention (MSA). Eq. (2) is the basic building block of our Volumetric Transformer Window based Multi-head Self-Attention (VT-W-MSA), and the Volumetric Transformer Shifted Window based Multi-head Self-Attention (VT-SW-MSA), discussed next.
Overview of VT-UNet. Fig. 2 shows the conceptual diagram of the proposed volumetric transformer network or VT-UNet for short. The input to our model is a 3D volume of size $D \times H \times W \times C$. The output is a $D \times H \times W \times K$ dimensional volume, representing the presence/absence of voxel-level class labels ($K$ is the number of classes). The main blocks in VT-UNet are: 1. 3D patch partitioning, 2. VT encoder block, 3. 3D patch merging, 4. VT decoder block, and 5. 3D patch expanding. Below, we discuss architectural form of the VT-UNet modules and explain the functionality and rationals behind our design in detail.

2.1 The VT Encoder

In this section we discuss about individual modules of VT encoder which consists of 3D Patch Partitioning layer together with Linear Embedding layer, and 3D Patch merging layer followed by two successive VT encoder blocks.

3D Patch Partitioning. Transformer-based models work with a sequence of tokens. The very first block of VT-UNet accepts a $D \times H \times W \times C$ dimensional medical volume (e.g., MRI) and creates a set of tokens by splitting the 3D volume into non-overlapping 3D patches (see Fig. 3). The size of partitioning kernel is $P \times M \times M$, resulting in describing the volume by $\tau = \lfloor D/P \rfloor \times \lfloor H/M \rfloor \times \lfloor W/M \rfloor$ tokens. The 3D patch partitioning is followed by a linear embedding to map each token with dimensionality $P \times M \times M$ to a $C$ dimensional vector. Typical values for $M$, $P$ and $C$ according to our experiments are 4, 4, and 96, respectively.

VT Encoder Block. In ViT, tokens carry significant spatial information due to the way they are constructed. The importance of performing SA by windowing in ViT has been shown in several recent studies, most notably in Swin Transformer Liu et al. (2021a). Following a similar principal in the design of Swin Transformers, albeit for volumetric data, we propose 3D windowing operations in our VT Encoder Blocks (VT-Enc-Blks). In particular, we propose two types of windowing, namely regular window and shifted window, which we show by VT-W-MSA and VT-SW-MSA for simplicity, respectively. Fig. 2b provides the design specifics of VT-W-MSA and VT-SW-MSA, while Fig. 3 illustrates the windowing operation. Both VT-W-MSA and VT-SW-MSA employ attention layers with windowing, followed by a 2-layer Multi Layer Perceptron (MLP) with Gaussian Error Linear Unit (GELU) Hendrycks and Gimpel (2016) non-linearity in between. A Layer Normalization (LN) is applied before every MSA and MLP, and a residual connection is applied after each module.

The windowing enables us to inject inductive bias in modeling long range dependencies between tokens. In both VT-W-MSA and VT-SW-MSA, attention across tokens within a window helps representation learning. In the VT-W-MSA, we split the volume evenly into smaller non-overlapping windows as illustrated in Fig. 3. Since tokens in adjacent windows cannot see each other with VT-W-MSA, we make use of a shifted window in VT-SW-MSA (see the right most panel Fig. 3) which bridges tokens in adjacent windows of VT-W-MSA. The windowing is inspired by the Swin Transformer Liu et al. (2021a) and can be understood as generalization to volumetric data.\footnote{While preparing our draft, we came across Video Transformer by Liu et al. Liu et al. (2021b) where Swin-Transformer was extended to video modality. The windowing operation in our work resembles the operation done in the video Transformer, that extends the benefits of windowing beyond images.}
Figure 3: Visualization of Volumetric Shifted Windows. Assume that the MRI volume is $D \times H \times W$ is $8 \times 8 \times 8$ and the window size for partitioning the volume $P \times M \times M$ is $4 \times 4 \times 4$. Here, layer $l$ adopts the regular window partition in the first step of VT block which results in $2 \times 2 \times 2 = 8$ number of windows. Inside layer $l+1$, volumetric windows are shifted by $(P/2, M/2, M/2) = (2, 2, 2)$ tokens. This results in $3 \times 3 \times 3 = 27$ number of windows.

the following functionality:

$$
\hat{z}^l = \text{VT-W-MSA} \left( \text{LN} \left( z^{l-1} \right) \right) + z^{l-1}, \\
z^l = \text{MLP} \left( \text{LN} \left( \hat{z}^l \right) \right) + \hat{z}^l, \\
\hat{z}^{l+1} = \text{VT-SW-MSA} \left( \text{LN} \left( z^l \right) \right) + z^l, \\
z^{l+1} = \text{MLP} \left( \text{LN} \left( \hat{z}^{l+1} \right) \right) + \hat{z}^{l+1},
$$

(3)

where $\hat{z}^l$ and $z^l$ denote the output features of the VT-W-MSA module and the MLP module for block $l$, respectively.

A note on computational complexity. The computational complexity of the SA described in Eq. (2) is dictated by computations required for obtaining $Q, K, V$, computing $QK^\top$ and obtaining the resulting tokens by applying the output of the Softmax (which is a $\tau \times \tau$ matrix) to $V$. This adds up to $\mathcal{O}(3\tau C^2 + 2\tau^2 C)$, where $C$ and $\tau$ are the dimensionality and the number of tokens, respectively. Windowing will reduce the computational load of the SA according to $\mathcal{O}(3\tau C^2 + 2\tau \kappa C)$ where we have assumed that tokens are grouped into $\kappa$ windows and SA is applied within each window. In our problem, where tokens are generated from volumetric data, $\tau \gg \kappa$ and hence windowing not only helps in having better discriminatory power, but also it helps in reducing the computational load of the algorithm$^2$.

2. For the sake of simplicity and explaining the key message, we have made several assumptions in our derivation. First, we have assumed $C_k = C_v = C$. We also did not include the FLOPs needed to compute the softmax. Also, in practice, one uses a multi-head SA, where the computation is break down across several parallel head working on lower dimensional spaces (e.g., on for $V$, we use $C/h$ dimensional spaces where $h$ is the number of heads). This will reduce the computational load accordingly. That said, the general conclusion provided here is valid.
3D Patch Merging. We make use of 3D patch merging blocks to generate feature hierarchies in the encoder of VT-UNet. Having such hierarchies is essential to generate finer details in the output for the dense prediction tasks Liu et al. (2021a); Chen et al. (2017).

After every VT-Enc-Blk, we merge adjacent tokens along the spatial axes in a non-overlapping manner to produce new tokens. In doing so, we first concatenate features of each group of $2 \times 2$ neighboring tokens. The resulting vector is projected via a linear mapping to a space where the channel dimensionality of the tokens is doubled (see Fig. 2).

The benefit of patch merging is not limited to feature hierarchies. The computational complexity of SA is quadratic in the number of tokens Liu et al. (2021a,b). As such, patch merging reduces the FLOPs count of the VT-UNet by a factor of 16 after each VT-Enc-Blk. To give the reader a better idea and as we will discuss in §Sec. 4, the tiny VT-UNet model uses only 6.7% FLOPs in comparison to its fully volumetric CNN counterpart Milletari et al. (2016) while achieving a similar performance (slightly better indeed)! Please note that the patch merging block is not used in the bottleneck stage.

2.2 The VT Decoder

After bottleneck layer which consists of a VT-Enc-Blk together with 3D Patch Expanding layer, the VT decoder starts with successive VT Decoder Blocks (VT-Dec-Blks), 3D patch expanding layers and a classifier at the end to produce the final predictions. There are some fundamental design differences between VT-Enc-Blk and VT-Dec-Blk which we will discuss next.

3D Patch Expanding. The functionality of patch expanding is to somehow revert the effect of patch merging. In other words and in order to construct the output with the same spatial-resolution as the input, we need to create new tokens in the decoder. For the sake of discussion, consider the patch expanding after the bottleneck layer (see the middle part of Fig. 2). The input tokens to the patch expanding are of dimensionality $8C$. In the patch expanding, we first increase the dimensionality of the input tokens by a factor of two using a linear mapping. Following a reshaping, we can obtain $2 \times 2$ tokens with dimensionality $4C$ from the resulting vector of dimensionality $2 \times 8C$. This, we will reshape along the spatial axes and hence for $D/4 \times H/32 \times W/32 \times 8C$, we create $D/4 \times H/16 \times W/16 \times 4C$ tokens.

VT Decoder Block. The UNet Ronneberger et al. (2015) and its variants Oktay et al. (2018); Zhou et al. (2018) make use of lateral connections between the encoder and the decoder to produce fine-detailed predictions. This is because the spatial information is lost, at the expense of attaining higher levels of semantics, as the input passes through the encoder. The lateral connections in the UNet makes it possible to have the best of both worlds, spatial information from lower layers and semantic information from upper layers (along the computational graph). Having this in mind, we propose a hybrid form of SA at the decoder side (see Fig. 2b for an illustration). Each VT-Dec-Blk receives the generated tokens of its previous VT-Dec-Blk along with the key ($K_E$) and value ($V_E$) tokens from the VT-Enc-Blk sitting at the same stage of VT-UNet, see Fig. 2a. Recall that a VT-Enc-Blk has two SA blocks with regular and shifted windowing operations. VT-Dec-Blk enjoys similar windowing operations but makes use of four SA blocks grouped into two Cross Attention (CA) modules. The functionality of the CA can be described as:
\[ CA_r = \text{SA}(Q_D, K_D, V_D), \]  \tag{4}
\[ CA_l = \text{SA}(Q_D, K_E, V_E). \]  \tag{5}

The right branch of the CA acts on tokens generated by the previous VT-Dec-Blk according to Eq. (4). We emphasize on the flow of information from the decoder by the subscript \( D \) therein. The left branch of the CA, however, uses the queries generated by the decoder along with the keys and values obtained from the VT-Enc-Blk at the same level in the computation graph. The idea here is to use the basis spanned by the encoder (which is identified by values) along with its keys to benefit from spatial information harvested by the encoder. CA blocks, as mentioned above, also use the regular and shifted windowing to inject more inductive bias into the model. Note that the values and keys from the SA with the same windowing operation should be combined, hence the criss-cross connection form in Fig. 2.

**Remark 1.** One may ask why values and keys are considered from the encoder. We indeed studied other possibilities such as employing queries and keys from the encoder while generating values by the decoder. Empirically, the form described in Eq. (5) is observed to deliver better and more robust outcomes and hence our choice in VT-UNet.

**Remark 2.** We empirically observed that employing keys and values from the encoder in CA yields faster convergence of VT-UNet. This, we conjecture, is due to having extra connections from the decoder to encoder during the back-propagation which might facilitate gradient flow.

**Fusion Module.** As illustrated in Fig. 2b, tokens generated from the CA module and MSA module are combined together and fed to the next VT-Dec-Blk. \( \hat{z}_l \) is calculated using by a linear function as:

\[ \hat{z}_l = \alpha \hat{z}_l^c + (1 - \alpha) \hat{z}_l^s + F(\hat{z}_l^s), \]  \tag{6}

where \( F(\cdot) \) denotes Fourier Feature Positional Encoding (FPE) and \( \alpha \) controls the contribution from each CA and MSA module. In our experiments and for the sake of simplicity, we opt for \( \alpha = 0.5 \).

**Breaking the Symmetry.** Aiming for simplicity, in fusing tokens generated by the CA and MSA, we use a linear combination with \( \alpha = 0.5 \). This results in a symmetry, meaning that swapping \( \hat{z}_l^c \) and \( \hat{z}_l^s \) does not change the output. To break this symmetry and also better encapsulate object-aware representations that are critical for anatomical pixel-wise segmentation, we supplement the tokens generated from MSA by the 3D FPE. The 3D FPE employs sine and cosine functions with different frequencies Vaswani et al. (2017) to yield a unique encoding scheme for each token. The main idea is to use a sine/cosine function with a high frequency and modulate it across the dimensionality of the tokens while changing the frequency according to the location of the token within the 3D volume. We relegate the details to the supplementary material due to the lack of space.

**Classifier Layer.** After the final 3D patch expanding layer in the decoder, we introduce a classifier layer which includes a 3D convolutional layer to map deep \( C \) dimensional features to \( K \) segmentation classes. Therefore, the resulting prediction is a volume of \( D \times H \times W \times K \).
2.3 Training VT-UNet

The VT-UNet design provides a unified network architecture that could benefit various problems with volumetric data. But in this work we focus on medical image segmentation and the training process is more deeply shared across the loss function and architecture variants that we used.

**Loss Function.** Let $\mathcal{X} = \{(X_1, Y_1), \cdots, (X_n, Y_n)\}$ denote the labeled data from $n$ patients, where each pair $(X_i, Y_i)$ has an image $X_i \in \mathbb{R}^{D \times H \times W \times C}$ and its associated ground-truth mask $Y_i \in \mathbb{R}^{D \times H \times W \times K}$. To train VT-UNet, we jointly minimize the Dice Loss (DL) and Cross Entropy (CE) loss. The two losses are modified and computed in a voxel-wise manner. The DL is defined as:

$$\mathcal{L}_{\text{dl}}(\theta; \mathcal{X}) = -\mathbb{E}_{(X, Y) \sim \mathcal{X}} \left[ \frac{2(Y \cdot \mathcal{H}(X))}{|Y|_1 + |\mathcal{H}(X)|_1} \right],$$

where $\mathcal{H}(\cdot)$ and $\theta$ denote the transformer model and the model parameters, respectively. The CE loss is defined as:

$$\mathcal{L}_{\text{ce}}(\theta; \mathcal{X}) = \mathbb{E}_{(X, Y) \sim \mathcal{X}} \left[ -Y \log \mathcal{H}(X) \right],$$

Therefore, the total segmentation loss is:

$$\mathcal{L}_{\text{seg}}(\theta; \mathcal{X}) = \mathcal{L}_{\text{dl}}(\theta; \mathcal{X}) + \mathcal{L}_{\text{ce}}(\theta; \mathcal{X}).$$

**Architecture Variants.** We introduce variants of the VT-UNet, by changing the number of embedded dimensions used for model training. Our variants are:

- The tiny model: **VT-UNet-T** with $C = 48$
- The small model: **VT-UNet-S** with $C = 72$
- The base model: **VT-UNet-B** with $C = 96$

where $C$ is the embedded dimensions in the first stage. For all variants, the layer numbers for encoder, bottleneck and decoder are $\{2, 2, 2\}$, $\{1\}$, $\{2, 2, 2\}$, respectively. Initial patch partition uses window size of $P = 4$ and $M = 4$. The model size and FLOPs comparison is shown in Tab. 1.

3. Related Work

**CNN Based Methods.** Most of the recent deep CNN based approaches for image segmentation from 2D images have been built upon the seminal U-Net Ronneberger et al. (2015) architecture, which is a fully-convolutional encoder-decoder structure. Examples include U-Net++ Li et al. (2018), H-Dense-UNet Li et al. (2018), Res-UNet Xiao et al. (2018), Attention-UNet Oktay et al. (2018) and U-Net:3+ Huang et al. (2020). These methods have shown their success in segmentation and other tasks such as reconstruction Hyun et al. (2018); Han et al. (2019). The U-Net architecture was first extended to process 3D images by incorporating 3D convolutions in 3D UNet Çiçek et al. (2016). Later, V-Net Milletari et al. (2016) was proposed which develops a volumetric convolutional neural network with different stages with multiple resolutions. V-Net Milletari et al. (2016) adapts a learnable
residual function in each stage to improve the computational complexity of the network. Both 3D UNet Çiçek et al. (2016) and V-Net Milletari et al. (2016) can directly process the 3D medical images, and have demonstrated tremendous success in the field of medical AI due to their strong feature representation learning capability across multiple views over multiple slices.

**Transformer Based Methods.** Vision Transformers have shown promising empirical results for different computer vision tasks Touvron et al. (2021); Strudel et al. (2021); Carion et al. (2020); Zhu et al. (2020); Girdhar et al. (2019); Arnab et al. (2021); Liu et al. (2021b), with promising characteristics e.g. compared with the CNNs, they are less biased towards texture Naseer et al. (2021), show better generalization and robustness Shao et al. (2021); Naseer et al. (2021); Paul and Chen (2021); Mao et al. (2021); Bhojanapalli et al. (2021). Transformers have also been recently investigated for image segmentation Zheng et al. (2021); Chen et al. (2021b); Zhang et al. (2021); Valanarasu et al. (2021); Cao et al. (2021). The recent work of Kim et al. Kim et al. (2020), known as a Volumetric Transformer Network (VTN), is a neural model proposed to predict channel-wise warping fields and automatically localize discriminative objects using attention mechanism in vision regime which is an interesting study. TransUNet Chen et al. (2021b) is the first Transformer based approach for medical image segmentation. It adapts a UNet structure, and replaces the bottleneck layer with ViT Dosovitskiy et al. (2020) where patch embedding is applied on a feature map generated from CNN encoder (where input is a 2D slice of 3D volume). Different variants of TransUNet have been proposed Chang et al. (2021); Chen et al. (2021a); Zhang et al. (2021), where Convolutional blocks are used as the primary feature extractor with Transformer blocks. Unlike these hybrid approaches (using both convolutions and self-attention), Cao et al. Cao et al. (2021) proposed Swin-UNet, a purely transformer based network for medical image segmentation. It inherits swin-transformer blocks Liu et al. (2021a) and shows significant improvement over TransUNet Chen et al. (2021b). DS-TransUNet Lin et al. (2021) extends Swin-UNet Cao et al. (2021), by using dual Swin Transformer blocks in the decoder Lin et al. (2021).

There are some recent efforts to extend Transformer based models for 3D medical image segmentation Zhou et al. (2021); Hatamizadeh et al. (2021); Wang et al. (2021); Xie et al. (2021). The 3D version of TransUnet Chen et al. (2021b), called TransBTS Wang et al. (2021) has a CNN encoder-decoder design and a Transformer as the bottleneck layer. Zhou et al. Zhou et al. (2021) proposed nnFormer with 3D Swin Transformer blocks as encoder and decoder with interleaved stem of convolutions. A model which employs a transformer as the encoder and directly connects intermediate encoder outputs to the decoder via skip connections is proposed in Hatamizadeh et al. (2021). Yutong et al. Xie et al. (2021) introduced a hybrid model of CNN Transformer with a Deformable Transformer(DeTrans) employing the deformable SA mechanism. While these Transformer based approaches for 3D medical image segmentation have shown their promises, by achieving better performances compared with their CNN counterparts, they process the volumetric data by breaking it down into 2D slices, thus failing to encapsulate the full voxel information. Our proposed model, on the other hand, processes the volumetric data in its entirety, thus fully encoding the interactions between slices. Our proposed model is built on Transformers and introduces lateral connections to perform CA alongwith SA in the encoder-decoder design. These
design elements contributed to achieving better segmentation performance, along with enhanced robustness and generalization of features learned by our model.

4. Experiments

Table 1: Segmentation Results on BraTS 2021 Data. ↑ means higher is better.

| Method                  | #param. | FLOPS | Dice Score ↑ | Hausdorff Distance ↓ |
|-------------------------|---------|-------|---------------|-----------------------|
| 3D U-Net Čiçek et al. (2016) | 11.9 M  | 557.9 G | 83.39 - 86.28 - 89.59 - 86.32 | 6.15 - 6.18 - 11.49 - 7.94 |
| V-Ne Milletari et al. (2016) | 69.3 M  | 765.9 G | 81.04 - 84.71 - 90.32 - 85.36 | 7.53 - 7.48 - 17.20 - 10.73 |
| TransBTS Wang et al. (2021) | 33 M    | 333 G  | 80.35 - 85.35 - 89.25 - 84.99 | 7.83 - 8.21 - 15.12 - 10.41 |
| UNETR Hatamizadeh et al. (2021) | 102.5 M  | 193.5 G | 79.78 - 83.66 - 90.10 - 84.51 | 9.72 - 10.01 - 15.99 - 11.90 |
| nnFormer Zhou et al. (2021) | 39.7 M  | 110.7 G | 82.83 - 86.48 - 90.37 - 86.56 | 8.00 - 7.89 - 11.66 - 9.18 |
| VT-UNet-T | 5.4 M  | 52 G  | 83.04 - 86.68 - 90.48 - 86.82 | 9.46 - 9.23 - 13.34 - 10.68 |
| VT-UNet-S | 11.8 M  | 100.8 G | 83.14 - 86.86 - 91.02 - 87.00 | 8.25 - 8.03 - 11.46 - 9.25 |
| VT-UNet-B | 20.8 M  | 165.0 G | 85.59 - 87.41 - 91.20 - 88.07 | 6.23 - 6.29 - 10.03 - 7.52 |

Figure 4: Qualitative Results on BraTS 2021 Data. **Row-1**: yellow, red and white represent the peritumoral edema (ED), Enhancing Tumor (ET) and non enhancing tumor/necrotic tumor (NET/NCR), respectively. **Row-2**: segmentation boundaries. **Row-3**: volumetric tumor predicted by each method.

4.1 Experimental Settings

**BraTS Dataset.** We use the 1251 MRI scans of shape 240 × 240 × 155 from Multi-modal Brain Tumor Segmentation Challenge (BraTS) 2021 Baid et al. (2021); Menze et al. (2014); Bakas et al. (2017c,a,b). Following Ranjbarzadeh et al. (2021), we divide 1251 scans into 834, 208, 209 for training, validation and testing, respectively. We choose BraTS as our primary dataset because it reflects real world scenarios and exhibits diversity among MRI scans as they are acquired at various institutions with different equipment and protocols. BraTS dataset contains four distinct tumor sub-regions: (1) The Enhancing Tumor (ET),
Table 2: Ablation Study on individual components.

| Method             | Dice Score ↑ |
|--------------------|--------------|
|                   | ET  | TC  | WT  | AVG.|
| VT-UNet-T w/o CA & FPE |   80.81 | 82.35 | 88.59 | 83.92 |
| VT-UNet-S w/o CA & FPE |   82.62 | 85.75 | 90.49 | 86.29 |
| VT-UNet-B w/o CA & FPE |   83.50 | 87.34 | 90.64 | 87.16 |
| VT-UNet-T w/o FPE   |   82.51 | 86.70 | 89.95 | 86.39 |
| VT-UNet-S w/o FPE   |   82.76 | 86.99 | 90.69 | 86.81 |
| VT-UNet-B w/o FPE   |   84.14 | 87.37 | 90.92 | 87.47 |

(2) Non Enhancing Tumor (NET), (3) Necrotic Tumor (NCR) which along with NET, (4) Peritumoral Edema (ED). These almost homogeneous sub-regions can be clustered together to compose three semantically meaningful tumor classes: (1) Enhancing Tumor (ET), (2) the Tumor Core (TC) region (addition of ET, NET and NCR), and (3) the Whole Tumor (WT) region (addition of ED to TC).

Other Datasets. We also evaluate our method on Pancreas and Liver datasets from Medical Segmentation Decathlon (MSD) Antonelli et al. (2021); Simpson et al. (2019) for the task of tumor segmentation. Pancreas dataset has 281 CT volumes, divided into 187, 47, 47 for training, validation and testing, respectively. Liver dataset has 131 CT volumes, divided into 87, 22, 22 CT for training, validation and testing, respectively. Further, to evaluate the transferability of our pretrained features, we use MSD BraTS dataset having 484 MRI volumes, divided into 322, 81, 81 for training, validation and testing, respectively.

Implementation Details. We use PyTorch Paszke et al. (2017), with a single Nvidia RTX 3090 GPU. The weights of Swin-T Liu et al. (2021a) pre-trained on ImageNet-1K are used to initialize the model. For training, we employ Adam optimizer with a learning rate of $10^{-4}$ for 300 epochs using a cosine decay learning rate scheduler and a batch size of 1. To standardize all volumes, we perform min-max scaling followed by clipping intensity values, and cropping the volumes to a fixed size of $128 \times 128 \times 128$ by removing unnecessary background.

4.2 Experimental Results

Brain Tumor Segmentation. Tab. 1 compares our method with recent transformer based approaches (TransBTS Wang et al. (2021), UNETR Hatamizadeh et al. (2021) & nnFormer Zhou et al. (2021)) and two pioneering CNN based methods (3D UNet Çiçek et al. (2016) & V-Net Milletari et al. (2016)) for brain tumor segmentation on BraTS dataset. We report these results on test set of BraTS with 209 MRI scans. At inference, we use sliding window technique to generate multi-class predictions Ginsti et al. (2013); Gouk and Blake (2014). We select the model with best results on validation set for our evaluation. We use Dice Sørensen coefficient (Dice Score) and Hausdorff Distance (HD) as evaluation metrics, and separately compute them for three classes (i.e., ET, TC and WT), following similar evaluation strategy as in Jiang et al. (2019). Our quantitative results in Tab. 1 suggest that our approach consistently achieves best overall performance with Dice Score gains of 1.7%. Our method improves over nnFormer Zhou et al. (2021), the closely
competing hybrid approach, for Dice Score from 86.56% to 88.07% and HD from 9.18 to 7.52. Fig. 4 shows qualitative segmentation results on the test samples of previously unseen patient data. We can observe that our model can accurately segment the structure and delineates boundaries of tumor. We believe that, capturing long-range dependencies across adjacent slices plays a vital role in our model’s performance.

**Pancreas and Liver Tumor Segmentation.** To study generalization of our model, we further evaluate it on two other datasets (i.e., MSD Pancreas & MSD Liver). We compare our model’s performance with 3D UNet Çiçek et al. (2016) and nnFormer Zhou et al. (2021) in Tab. 6. We note that due to smaller size of training data, the overall performance for all methods is low on these datasets. Nevertheless, our proposed VT-UNet still performs better than the compared methods, when segmenting tumor, which is the most crucial class.

| Artfact  | VT-UNet-B | 3D UNet Çiçek et al. (2016) |
|----------|-----------|-----------------------------|
|          | ET        | TC  | WT  | AVG. | ET  | TC  | WT  | AVG. |
| Motion   | 75.13     | 78.96 | 85.78 | **79.96** | 69.86 | 76.74 | 77.44 | 74.68 |
| Ghost    | 74.50     | 79.25 | 84.88 | **79.54** | 72.57 | 78.88 | 78.19 | 76.55 |
| Spike    | 78.76     | 81.49 | 86.56 | **82.27** | 72.69 | 76.26 | 83.26 | 77.40 |
| Clean    | 85.59     | 87.41 | 91.20 | 88.07 | 83.39 | 86.28 | 89.59 | 86.42 |

Table 3: Dice Scores (higher the better) for different artefacts.

| Method                | Dice Score ↑ | Hausdorff Distance ↓ |
|-----------------------|--------------|-----------------------|
|                       | ET  | TC  | WT  | AVG. | ET  | TC  | WT  | AVG. |
| 3D UNet Çiçek et al. (2016) | 27.46 | 29.35 | 40.14 | 32.32 | 71.49 | 66.07 | 67.26 | 67.92 |
| VT-UNet-B             | **50.69** | **53.60** | **59.68** | **54.65** | **61.98** | **60.83** | **53.11** | **58.64** |

Table 4: Ablation Study on features transfer.

| Method | Pre-trained | ET  | TC  | WT  | AVG. |
|--------|-------------|-----|-----|-----|------|
| VT-UNet-B | ✅          | 85.59 | 87.41 | 91.20 | 88.07 |
| VT-UNet-B | ✗          | 83.26 | 86.82 | 91.06 | 87.05 |

Table 5: Dice Scores for pre-trained weights.

**4.3 Ablation Study & Analysis**

Here, we progressively integrate different components into the model to investigate their individual contribution towards overall performance. Our empirical results in Tab. 2 reveal the importance of introducing Parallel CA and SA together with FPE in VT-Dec-Blks along with convex combination. We can notice that all of these components contribute towards model’s performance. We also observe improved segmentation performance with an increased embedding dimensions of the feature space (i.e. variants of our model). Further, from Tab. 5, we can see that using pre-trained weights is helpful and boosts models performance.

**Generalization Analysis.** Here, we test the generalization capability of the features learned with our model, once they are transferred to other dataset. For this, we evaluate
Method & Liver & Pancreas & Liver & Tumor & AVG. & Pancreas & Tumor & AVG. \\
\hline
3D UNet & Çiçek et al. (2016) & 92.67 & 34.92 & 63.80 & 73.22 & 19.52 & 46.37 \\
nnFormer & Zhou et al. (2021) & 89.43 & 31.84 & 60.63 & 66.42 & 16.27 & 41.34 \\
VT-UNet-B & & 92.84 & 35.69 & 64.26 & 70.37 & 24.40 & 47.39 \\
\hline
| Table 6: Dice Scores for Segmentation results on other datasets. |

our model on MSD BRATS dataset, using features extracted from the model pre-trained on BraTS 2021 dataset. We only train the classifier on MSD BRATS dataset. For comparison, we consider 3D UNet Çiçek et al. (2016), and follow an identical evaluation setup. Our results in Tab. 4 suggest that features learned by our model generalize significantly better across dataset, compared with a CNN-based approach.

**Robustness Analysis.** Factors such as patient’s movement and acquisition conditions can introduce noise to MRI scans. Here, we investigate the robustness of our proposed approach, by synthetically introducing artefacts to MR images at inference time. These include (1) Motion artefacts, which can occur due to patient movements Shaw et al. (2018). (2) MRI ghosting artefacts, also known as phase-encoded motion artifacts e.g. cardiac and respiratory motions Axel et al. (1986). (3) MRI spike artefacts (Herringbone artefact), due to the spikes in k-space. Jin et al. (2017). Tab. 3 compares the robustness of our method with 3D UNet Çiçek et al. (2016). The results suggest that our approach performs more reliably in the presence of these nuisances. Our findings are consistent with existing works on RGB images, where Transformer based models have shown better robustness against occlusions Naseer et al. (2021), natural and adversarial perturbations Shao et al. (2021); Naseer et al. (2021); Paul and Chen (2021); Mao et al. (2021); Bhojanapalli et al. (2021), owing to their highly dynamic and flexible receptive field.

5. Conclusion & Limitations

This paper presents a volumetric transformer network for medical image segmentation, that is computationally efficient to handle large-sized 3D volumes, and learns representations that transfer better across datasets and are robust against artefacts. Our results show that the proposed model achieves consistent improvements over existing state-of-the-art methods in volumetric segmentation of tumors. We believe our work can assist better clinical diagnosis and treatment planning. We note that the public domain datasets considered in our work may lack diversity across ethnicity and race. We further note that the current deep learning methods, including ours, show lower results on datasets with fewer training samples. We leave volumetric segmentation with limited samples to future research.
Appendix A. Supplementary

This appendix provides additional details that were omitted from the main paper, due to the space restrictions.

A.1 Method

VT-Dec-Blk Functionality. In the VT-Dec-Blk, functionality continues as follow:

\[ \hat{z}_s^l = \text{VT-W-MSA} \left( \text{LN} \left( z_s^{l-1} \right) \right) + z_s^{l-1}, \]
\[ z_s^l = \text{MLP} \left( \text{LN} \left( \hat{z}_s^l \right) \right) + \hat{z}_s^l, \]
\[ \hat{z}_{s+1}^l = \text{VT-SW-MSA} \left( \text{LN} \left( z_s^l \right) \right) + z_s^l, \]
\[ z_{s+1}^l = \text{MLP} \left( \text{LN} \left( \hat{z}_{s+1}^l \right) \right) + \hat{z}_{s+1}^l, \]  \hspace{1cm} (10)

\[ \hat{z}_c^l = \text{VT-W-MSA} \left( \text{LN} \left( z_{c+1}^{l-1} \right) \right) + z_{c+1}^{l-1}, \]
\[ z_c^l = \text{MLP} \left( \text{LN} \left( \hat{z}_c^l \right) \right) + \hat{z}_c^l, \]
\[ \hat{z}_{c+1}^l = \text{VT-SW-MSA} \left( \text{LN} \left( z_c^l \right) \right) + z_c^l, \]
\[ z_{c+1}^l = \text{MLP} \left( \text{LN} \left( \hat{z}_{c+1}^l \right) \right) + \hat{z}_{c+1}^l, \]  \hspace{1cm} (11)

where \( \hat{z}_s^l \) and \( z_s^l \) denote the output features of the VT-W-MSA module and the MLP module for block \( l \), respectively.

![Fusion Module Diagram](image)

Figure 5: Fusion Module. In the VT-Dec-Blk, outputs of CA module (\( z_c^l \)) and MSA module (\( z_s^l \)) are fed to the Fusion module. \( z_c^l \) and \( z_s^l \) are then combined together using a convex combination approach. As a regularization and positional encoding method additional 3D Fourier Feature Positional Encoding (FPE) is introduced during combination.

Convergence We empirically observed that employing keys and values from the encoder in CA yields faster convergence of VT-UNet. This, we conjecture, is due to having extra
connections from the decoder to encoder during the back-propagation which might facilitate gradient flow. Fig. 6 shows the convergence of Dice Scores during validation phase for each of tumor class throughout first 40 epochs. For comparison we provide convergence charts for Proposed model and 3D UNet Çiçek et al. (2016).

**Figure 6: Convergence during Validation Phase.**

### Breaking Symmetry Cont.

The linear patch-projection flattens the features, thereby failing to fully encapsulate object-aware representations (e.g., spatial information) that are critical for anatomical pixel-wise segmentation. As shown in Fig. 5, combining two sets of tokens may result in loss of fluency. Therefore, in order to preserve features among continuous slices, we supplement the 3D Fourier Feature Positional Encoding (FPE) for the tokens generated from MSA module by adapting sine and cosine functions with different frequencies Vaswani et al. (2017), which provides unique encoding for each input token.

Following work by Wang *et al.* Wang and Liu (2021), we used the extended version of 2D positional encoding for 3D. Therefore, we call this as a 3D FPE or in other words a 3D positional encoding with a sinusoidal input mapping for VT-Dec-Blks. After applying 3D FPE to tokens, we pass it through a LN and MLP layer. Our empirical evaluations confirm that adding a Fourier feature positional bias can improve the poor conditioning of
the feature representation. We compute 3D FPE for each token as:

\[ \text{PE}( (x, y, z), 2i) = \sin(x \cdot \omega), \]
\[ \text{PE}( (x, y, z), 2i + 1) = \cos(x \cdot \omega), \]
\[ \text{PE}( (x, y, z), 2j + \frac{C}{3}) = \sin(y \cdot \omega), \]
\[ \text{PE}( (x, y, z), 2j + 1 + \frac{C}{3}) = \cos(y \cdot \omega), \]
\[ \text{PE}( (x, y, z), 2k + \frac{2C}{3}) = \sin(z \cdot \omega), \]
\[ \text{PE}( (x, y, z), 2k + 1 + \frac{2C}{3}) = \cos(z \cdot \omega), \]  
(12)

where \((x, y, z)\) is the position or a point in a 3D space and \(C\) is the dimensionality of the tokens. Here, \(\text{dim} = \{i, j, k\}\), where \(i,j,k\) is an integer in \([0, C/6)\) and \(\omega = 1/10000 \times \frac{\text{dim}}{C}\). For each input token, we get a positional encoding as the 3D positional encoding. We use a timescale ranging from 1 to 10000. The number of different timescales is equal to \(C/6\), corresponding to different frequencies. For each of these frequencies, we produce a sine/cosine signal as above on the horizontal/vertical direction. All these generated signals are then concatenated to \(C\) dimensions. The positional encoding and the token generated from Convex Combination are added together element wise and then forward pass to the next VT-Dec-Blk.

Figure 7: Visual Analysis of BraTS 2021 Training Data.

Figure 8: Qualitative Results on BraTS 2021 Data. Yellow, red and white represent the peritumoral edema (ED), Enhancing Tumor (ET) and non enhancing tumor/necrotic tumor (NET/NCR), respectively.
Figure 9: **Qualitative Results on MSD Liver Data.** Red and white represent the Liver organ and tumor, respectively.

Figure 10: **Qualitative Results on MSD Pancreas Data.** Red and white represent the Pancreas organ and tumor, respectively.

| Method | Dice Score ↑ | Hausdorff Distance ↓ |
|--------|---------------|----------------------|
|        | ET | TC | WT | AVG. | ET | TC | WT | AVG. |
| w/o CA & FPE | VT-UNet-T | 80.81 | 82.35 | 88.39 | 83.92 | 13.24 | 13.53 | 25.72 | 17.50 |
| VT-UNet-S | 82.62 | 86.75 | 90.49 | 86.29 | 11.26 | 10.40 | 13.04 | 11.57 |
| VT-UNet-B | 83.50 | 87.34 | 90.64 | 87.16 | 8.74 | 7.41 | 12.10 | 9.42 |
| w/o FPE | VT-UNet-T | 82.51 | 86.70 | 89.95 | 86.39 | 10.38 | 10.31 | 13.44 | 11.38 |
| VT-UNet-S | 82.76 | 86.99 | 90.69 | 86.81 | 9.64 | 8.81 | 13.39 | 10.61 |
| VT-UNet-B | 84.14 | 87.37 | 90.92 | 87.47 | 7.84 | 7.29 | 13.16 | 9.43 |
| with FPE | VT-UNet-T | 83.04 | 86.58 | 90.48 | 86.82 | 9.46 | 9.23 | 13.34 | 10.68 |
| VT-UNet-S | 83.14 | 86.86 | 91.02 | 87.00 | 8.25 | 8.03 | 11.46 | 9.25 |
| VT-UNet-B | 85.59 | 87.41 | 91.20 | 88.07 | 6.23 | 6.29 | 10.03 | 7.52 |

Table 7: Ablation Study on individual components.

### A.2 Experiments

**More Details on BraTS Dataset.** We use the MRI scans of 1251 MR volumes of shape 240 × 240 × 155 from Multi-modal Brain tumour Segmentation Challenge (BraTS) 2021 Baid et al. (2021); Menze et al. (2014); Bakas et al. (2017c,a,b). Following previous works Ranjbarzadeh et al. (2021), we divide 1251 scans into 834, 208, 209 for training, validation and testing, respectively. We choose, BraTS 2021 dataset as our primary dataset because it has multi-institutional and multi-parametric MRI scans, and is considered one of the largest and most common bench-marking venue in medical AI domain. The dataset reflects real world scenarios, and exhibits diversity among MRI volumes since scans are acquired from various institutions using different equipment and different protocols.

These MRI sequences are conventionally used for glioma detection: T1 weighted sequence (T1), T1-weighted contrast enhanced sequence using gadolinium contrast agents (T1Gd) (T1CE), T2 weighted sequence (T2), and Fluid attenuated inversion recovery
Motion Artefact
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Input Image Input Image
Ground Truth VT-UNet-B w/o artefacts
VT-UNet-B with artefacts

Figure 11: Qualitative Results Generated For Artefacted Data. Yellow, red and white represent the peritumoral edema (ED), Enhancing Tumor (ET) and non enhancing tumor/necrotic tumor (NET/NCR), respectively.
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Figure 12: Qualitative Results on features transfer. Yellow, red and white represent the peritumoral edema (ED), Enhancing Tumor (ET) and non enhancing tumor/necrotic tumor (NET/NCR), respectively.

(FLAIR) sequence. Using these sequences, four distinct tumor sub-regions can be identified from MRI as: (1) The Enhancing Tumor (ET) which corresponds to area of relative hyper-intensity in the T1CE with respect to the T1 sequence, (2) Non Enhancing Tumor (NET), (3) Necrotic Tumor (NCR) which along with NET is hypo-intense in T1-Gd when compared to T1, (4) Peritumoral Edema (ED) which is hyper-intense in FLAIR sequence. These almost homogeneous sub-regions can be clustered together to compose three semantically meaningful tumor classes: (1) Enhancing Tumor (ET), (2) the Tumor Core (TC) region (addition of ET, NET and NCR), and (3) the Whole Tumor (WT) region (addition of ED to TC). MRI sequences and ground truth map with three classes are shown in Fig. 7.

More Qualitative Comparisons. Here we present more qualitative results for the comparison. Fig. 8, Fig. 9 and Fig. 10 show segmentation results generated by each method including ours for BraTS 2021 dataset, MSD Liver dataset and MSD Pancreas dataset, re-
Figure 13: The box and whisker plot of the distribution for Dice Scores of 209 Unseen Patient Data.

| Tumor Class | Mean | Median | Standard Deviation |
|-------------|------|--------|--------------------|
| ET          | 85.59 | 90.41  | 8.82               |
| TC          | 87.41 | 94.14  | 6.55               |
| WT          | 91.20 | 93.75  | 4.75               |

Table 8: Statistical Insights From Box-Plot.

spectively. From the resultant segmentation maps, it can be seen that the model has shown a consistent performance over multiple datasets with multiple modalities (i.e., MRI, CT).

**More Quantitative Comparisons.** In this section, we provide a comparison on model performance with and without important design elements for all three variants (i.e., Tiny, Small, Base). Evaluation is conducted based on Dice Score and Hausdorff distance as shown in Tab. 7.

**Generalization Analysis Cont.** Here, we test the generalization capability of the features learned with our model, once they are transferred to other dataset. In the main paper showed the quantitative analysis for generalization ability of our proposed model and 3D UNet Çiçek et al. (2016) for MSD BraTS dataset. Here, we show some visualizations of generated resultant segmentation masks in Fig. 12.

**Robustness Analysis Cont.** In the main paper we investigated the robustness of our proposed approach, by synthetically introducing artefacts to MR images at inference time and shown quantitative analysis. In this section we provide more visualizations on artefacts we added during inference and the generated predictions to show the robustness of the proposed model in Fig. 11. It can be seen that, the predictions generated for artefacted
data are visually closer to the predictions generated without any artefacts. The model’s robustness can be further enhanced by adding artefacts during model training which we will consider in our future works.

**Statistical Insights.** Here we provide some statistical insights of the experimental results for unseen patient data evaluated during testing phase for VT-UNet-B model. Fig. 13 and Tab. 8 shows the distribution of dice scores for unseen cases. The box-plot shows the minimum, lower quartile, median, upper quartile and maximum for each tumor class. Outliers are shown away from lower quartile.
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