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A major trend of the current research in 5G is to find well time and frequency localized waveforms, dedicated to non-orthogonal wireless multi-carrier systems. The ping-pong optimized pulse shaping (POPS) paradigm was proposed as a powerful technique to generate a family of waveforms, ensuring an optimal signal to interference plus noise ratio (SINR) at the receiver. In this paper, we derive, for the first time, the analytical expression of the SINR for FBMC/OQAM systems. We then adopt the POPS algorithm in the design of optimum transmit and receive waveforms for FBMC/OQAM, with respect to the SINR criterion. For relatively high dispersions, numerical results show that the optimized waveforms provide a gain of 7 dB, in terms of SINR, compared to the PHYDYAS waveform. They also show that the obtained waveforms offer better out-of-band (OOB) emissions with regard to those of the IOTA waveform. Furthermore, we notice that FBMC/OQAM systems present a gain of 4 dB in SINR, compared to FBMC/QAM systems, when both operate at their time-frequency lattice critical densities. However, FBMC/QAM systems can guarantee, with a reduced computational complexity, a comparable performance to FBMC/OQAM systems, in terms of SINR, when their spectral efficiency is relatively reduced by less than 5%.

1. Introduction

Orthogonal frequency division multiplexing (OFDM) systems have witnessed a considerable interest in the last decade [1]. However, in their present form, they are deemed inapt of guaranteeing the required quality of service (QoS) in several new challenging applications brought by 5G systems. This inaptitude is due to many factors. Among them, we can cite the strong spectral leakage, which can only be controlled with strict frequency synchronization. As a consequence, any lack of perfect frequency synchronization causes important intercarrier interference (ICI). Besides, this incapacity is a result of the intersymbol interference (ISI), when the actual channel delay spread exceeds the cyclic prefix (CP) duration, and/or strict time synchronization is relaxed to save signalling resources and delays [2].

To overcome OFDM limitations and meet 5G requirements, several European projects have been launched recently, such as “mobile and wireless communications enablers for twenty-twenty (2020) information society” (METIS) [3], “flexible air interface for scalable service delivery within wireless communication networks of the 5th generation” (FANTASTIC5G) [4], “enhanced multi-carrier techniques for professional ad-hoc and cell-based communications” (EMPHATIC) [5], and “5th generation non-orthogonal waveforms for asynchronous signalling” (5GNOW) [6]. In the 5GNOW project, for instance, various modulations have been suggested [7], namely, filter bank multi-carrier (FBMC), generalized frequency division multiplexing (GFDM), and universal filtered multi-carrier (UFMC). Among these multiple access techniques, FBMC seems to be a good candidate for 5G systems. In the literature, many researches shed light on the advantages of FBMC with offset quadrature amplitude modulation (FBMC/OQAM) systems compared to OFDM systems. Among these advantages, one can cite their robustness to channel time and frequency spreading [8], since their waveforms are well localized in time and frequency. However, FBMC/QAM implementation and analytical derivation of the SINR are more complex than those of OFDM.

In this paper, we focus on FBMC/OQAM systems, which are also known as OFDM/OQAM and staggered multitone (SMT) [9]. They consist in transmitting separately and
alternately, in each subcarrier, the in-phase and quadrature components of complex symbols used in quadrature amplitude modulation (QAM). We believe that there are a limited number of studies which have attempted to derive the SINR analytical expression of FBMC/OQAM systems [10–12]. In [10], the SINR is derived for known transmitter (Tx) and receiver (Rx) waveforms. On the other hand, in [11], the authors calculate the signal to interference ratio (SIR) for a channel with a carrier frequency offset (CFO), whereas in [12], the authors derive the SIR for a channel with a CFO and/or a time offset (TO). In contrast, in this paper, we derive the analytical expression of the SINR for multicarrier transmissions in the case of highly time and frequency dispersive channels. Once the SINR analytical expression is established, we seek the appropriate Tx/Rx waveforms, which optimize the SINR. To this end, we extend the application of the POPS paradigm, adopted for FBMC/QAM systems in [13], to FBMC/OQAM systems. The POPS algorithm, firstly introduced in [14], has the merit of being very effective in the optimization of the transmit and receive waveforms. It is an iterative algorithm, which enables simple and offline optimization of the waveforms at the Tx/Rx sides, by maximizing the SINR.

The optimal Tx/Rx waveforms, resulting from POPS, are robust against the ISI and ICI incurred by mobile radio communication propagation channels. However, the imaginary part of the interference, known as intrinsic interference [15, 16], is inherent to FBMC/OQAM systems. To account for it, channel estimation is always required. The intrinsic interference, remaining after channel estimation, cannot be neglected unless the channel is not severely dispersive in single-input single-output (SISO) systems, or linear spatial equalization schemes are used in moderately dispersive channels in multiple-input multiple-output (MIMO) systems. Moreover, if spatial equalization other than linear schemes is used in MIMO, a complex equalization process is required to account for the intrinsic interference. Keeping this in mind, we exclusively focus, in this paper, on SISO systems and target the optimization of Tx/Rx waveforms in this context.

Our main contributions in this paper are the following:

(i) We provide an analytical expression of the SINR, for FBMC/OQAM systems, in arbitrary channel conditions, for whatever Tx/Rx waveforms.

(ii) We compare, theoretically, the performances of FBMC/QAM and FBMC/OQAM systems in an arbitrary propagation framework.

(iii) We present and detail the performance of FBMC/QAM systems with lattice densities below or equal to 1.

(iv) We quantify potential gains that can be realized by FBMC/OQAM systems with respect to FBMC/QAM systems, using identical and/or different lattice densities.

(v) We compare the performances of POPS waveforms with respect to physical layer for dynamic access and cognitive radio (PHYDYAS) and isotropic orthogonal transform algorithm (IOTA) waveforms, in FBMC/OQAM systems.

This paper is organized as follows. In Section 3, we present the adopted system model for FBMC/QAM and FBMC/QAM systems. Then, we focus on the derivation of the useful, interference, and noise powers in Section 4 and derive the SINR expression for FBMC/OQAM systems in Section 5.

In Section 6, we describe the POPS algorithm suitable for the design of optimal waveforms. We dedicate Section 7 to the illustration of the obtained analytical results. Finally, we present conclusion and perspectives to this work in Section 8.

2. Notations

Boldface lower and upper case letters refer to vectors and matrices, respectively, and $M_{kl}$ refers interchangeably to the $(p, q)^{th}$ element of the matrix $M$. The superscripts $\cdot^*$, $\cdot^t$, and $\cdot^{-1}$ denote the conjugate of a function, the transpose of a vector, and the inverse of a matrix, respectively. We denote by $E[\cdot]$ the expectation operator, by $\Re\{\cdot\}$ the real-part operator, by $\lfloor \cdot \rfloor$ the absolute value, and by $\lceil n, m \rceil$ the set of integers between $n$ and $m$, where $n \leq m$. We denote by $\langle x, y \rangle = \int x^*(t)y(t)dt$ the Hermitian scalar product, by $\langle x, y \rangle_\mathbb{R} = \Re\{\langle x, y \rangle\}$ the real scalar product, and by $\|x\| = \sqrt{\langle x, x \rangle_\mathbb{R}} = \sqrt{\int |x(t)|^2dt}$ the norm of $x$.

3. System Model

In this section, we consider a general FBMC system model in its continuous-time version. We denote by $T$ the FBMC (QAM or OQAM) symbol period, by $F$ the frequency separation between adjacent subcarriers, by $FT$ the time-frequency occupancy of each transmitted symbol, and by $\Delta = 1/FT$ the lattice density. To preserve the same spectral efficiency as in FBMC/QAM, FBMC/OQAM should use twice the lattice density, since real symbols are transmitted in place of complex symbols. Hence, to have a critical density, the lattice density should be equal to $\Delta = 2$ in FBMC/OQAM, when $\Delta = 1$ in FBMC/QAM.

The FBMC transmitted signal can be written under the following expression

$$e(t) = \sum_{mn} a_{mn} q_{mn}(t),$$

where $m, n \in \mathbb{Z}$, $a_{mn}$ is the data symbol transmitted at time $nT$ and frequency $mF$, and

$$q_{mn}(t) = e^{j\theta_{mn}} \phi(t-nT) e^{j2\pi mnFt}$$

refers to the phase, time, and frequency shifted version of the transmitter prototype waveform, $\phi(t)$, used to transmit a symbol $a_{mn}$. The phase shift $\theta_{mn}$ is used in FBMC/OQAM to guarantee the orthogonality between the in-phase and quadrature phase components of the complex symbols used in FBMC/QAM, with respect to the real scalar product $\langle \cdot, \cdot \rangle_\mathbb{R}$. In practice, we take $\theta_{mn} = (m+n)\pi/2$, for FBMC/OQAM systems, and $\theta_{mn} = 0$, for FBMC/QAM systems.
The received signal is given by

\[ r(t) = \sum_{mn} \tilde{a}_{mn} \tilde{\varphi}_{mn}(t) + n(t), \tag{3} \]

where \( \tilde{\varphi}_{mn}(t) = \int \psi_{mn}(t - \tau) d\tau \) is the channel-distorted version of \( \varphi_{mn}(t) \), and \( c(\tau; t) \) is the channel impulse response (CIR) at time \( t \), and \( n(t) \) is a base-band complex additive white Gaussian noise (AWGN) with zero mean and two-sided power spectral density (PSD), \( N_0 \).

For simplification reasons, we consider a channel with a finite number of paths, \( L \), and a CIR equal to \( \tilde{c}(\tau; t) = \sum_{l=0}^{L-1} e^{j2\pi l\Delta f \tau} \delta(\tau - \tau_l) \), where \( \tau_l \) and \( \Delta f \) are, respectively, the amplitude, frequency Doppler shift, time delay shift of the \( l \)th path. The paths amplitudes \( a_l \), \( l = 0, \ldots, L - 1 \), are assumed to be centered and uncorrelated random complex Gaussian variables with average powers \( n_l = \mathbb{E}|a_l|^2 \).

4. Useful, Interference, and Noise Powers

In this section, we evaluate the useful, interference, and noise powers of both FBMC/OQAM and FBMC/QAM systems, using the same propagation channel conditions.

4.1. FBMC/OQAM System. In FBMC/OQAM systems, decision variables are calculated using a real scalar product. Therefore, in nondispersive channels, where the interference is purely imaginary, perfect orthogonality is achieved. Unfortunately, in the more general case of dispersive channels, as treated in this paper, the real part of the interference becomes the phase compensation term, \( e^{j\chi_{00}} \), is also dependent on the same channel realizations. For an optimum choice of the compensation factor maximizing the SINR, we use

\[ e^{j\chi_{00}} = \frac{\langle \psi_{00}, \tilde{\varphi}_{00} \rangle}{\langle \psi_{00}, \psi_{00} \rangle}, \tag{8} \]

which captures the phase shift incurred by the channel on the decision variable of symbol \( a_{00} \), prior to casting to the real part. This is the ideal choice of \( \chi_{00} \) that allows a compensation with the exact phase shift experienced by the symbol, which is caused by the channel. However, this choice makes the optimization step intractable, since the expected form of the SINR will not be a generalized Rayleigh quotient, but the ratio of two quaternary forms on each of the searched transmitter and receiver waveforms. For a further simplification of the optimization problem, with an expected tractable form of the SINR, we can use the transfer function of the channel, \( C(f; t) = \sum_{l=0}^{L-1} e^{j2\pi l\Delta f \tau_l} e^{-j2\pi f t} \), which is the Fourier transform of the CIR, \( c(\tau; t) \), with respect to \( \tau \), and use the compensation factor,

\[ e^{j\chi_{00}} = \frac{C(0; 0)}{|C(0; 0)|} = \frac{\sum_{l=0}^{L-1} q_l}{\sum_{l=0}^{L-1} q_l^2}. \tag{9} \]

By averaging expressions (6) and (7) on the realizations of the channel, the useful and interference powers are, respectively, given by

\[ P_U = \mathbb{E} \left[ P_U^r \right] = \frac{E}{2\|\varphi\|^2} \mathbb{E} \left[ \mathbb{R} \left\{ e^{-j\chi_{00}} \langle \psi_{00}, \tilde{\varphi}_{00} \rangle \right\}^2 \right], \tag{10} \]

\[ P_I = \mathbb{E} \left[ P_I^r \right] = \frac{E}{2\|\varphi\|^2} \mathbb{E} \left[ \mathbb{R} \left\{ e^{-j\chi_{00}} \langle \psi_{00}, \tilde{\varphi}_{mn} \rangle \right\}^2 \right], \tag{11} \]
Let \( E = E \sum_{i=0}^{L-1} \pi_i \) be the average energy received per complex symbol and let \( \overline{\pi_i} = \pi_i / \sum_{i=0}^{L-1} \pi_i \) be the normalized multipath power profile of the channel, with \( \sum_{i=0}^{L-1} \pi_i = 1 \). Using the results of Appendix I, we can write

\[
P_U = \frac{E}{4 |\Psi|^2} \sum_{k \geq 0} \{ E \left[ \int \int \phi(t, s) \phi^*(t-s) e^{j2\pi k(t-s)} \, ds \, dt \right] \} \cdot \eta_k \]

\[
\cdot \left[ \psi_{00}(t) \psi_{00}^*(s) \phi^*(s-t) e^{j2\pi k(t-s)} + \mathcal{R} \left[ \int \int S(t, s) \phi^*(s-t) e^{j2\pi k(t-s)} \, ds \, dt \right] \right] \]

\[
+ \mathcal{R} \left[ \int \int S(t, s) S(t-s) \phi^*(s-t) e^{j2\pi k(t-s)} \, ds \, dt \right] \]

\[
+ \mathcal{R} \left[ \int \int S(t, s) S(t-s) \phi^*(s-t) e^{j2\pi k(t-s)} \, ds \, dt \right] \]

\[
\cdot \phi(s-t) e^{j2\pi k(t-s)} \, ds \, dt \right] \}

\[
\cdot \phi(s-t) e^{j2\pi k(t-s)} \, ds \, dt \right] \}

\[
\cdot \phi(s-t) e^{j2\pi k(t-s)} \, ds \, dt \right] \}

\[
\cdot \phi(s-t) e^{j2\pi k(t-s)} \, ds \, dt \right] \}

where \( e^{-jX} \langle \psi_{00}, n \rangle \) is a circular random complex Gaussian variable, which is independent of \( e^{-jX} \) and has the same variance as \( \langle \psi_{00}, n \rangle \). Thus, \( \mathcal{R} \left[ e^{-jX} \langle \psi_{00}, n \rangle \right] \) is a random real Gaussian variable, which has half the variance of \( \langle \psi_{00}, n \rangle \). Accordingly,

\[
P_N = \frac{1}{2} \mathbb{E} \left[ \left| \langle \psi_{00}, n \rangle \right|^2 \right] \]

\[
= \frac{1}{2} \mathbb{E} \left[ \left( \int \psi_{00}^*(t) n(t) \, dt \right)^2 \sum \left( \int \psi_{00}(s) n(s) \, ds \right) \right] \]

\[
= \int \left[ \psi_{00}(t) \psi_{00}^*(s) \right] \sum \left[ n^*(t) n(s) \right] \, dt \, ds \]

\[
= N_0 \left\| \psi_{00} \right\|^2 \]

Consequently, the noise power can be expressed as

\[
P_N = \frac{N_0}{2} \mathcal{R} \left[ \left| \psi_{00} \right|^2 \right] \]

\[
= \frac{N_0}{2} \mathcal{R} \left[ \left| \psi_{00} \right|^2 \right] \]

4.2 FBMC/QAM System. The SINR expression for FBMC/QAM systems was derived in [13, 14], in the case of continuous- and discrete time, respectively. In this section, we briefly present the main steps considered to find its analytical expression in the case of continuous signals.

The decision variable on complex symbol \( a_{kl} \), bearing simultaneously both in-phase and quadrature phase components, uses the conventional Hermitian scalar product and has the following expression

\[
\Lambda_{kl} = \langle \psi_{kl}, r \rangle = \int \psi_{kl}^*(t) r(t) \, dt \]

where \( \psi_{kl}(t) = \psi(t-IT)e^{j2\pi lFt} \) is the time and frequency shifted version of the receiver prototype waveform, \( \psi(t) \), used for the demodulation of the complex symbol \( a_{kl} \).

Again and as before for FBMC/OQAM, we will evaluate, without loss of generality, the SINR for symbol \( a_{00} \). The decision variable on \( a_{00} \) can be expanded into three terms as

\[
\Lambda_{00} = a_{00} \langle \psi_{00}, \phi_0 \rangle + \sum_{m \neq 0} a_{mn} \langle \psi_{00}, \phi_{mn} \rangle \]

\[
\sum_{m \neq 0} a_{mn} \langle \psi_{00}, \phi_{mn} \rangle \]

\[
\sum_{m \neq 0} a_{mn} \langle \psi_{00}, \phi_{mn} \rangle \]

\[
\sum_{m \neq 0} a_{mn} \langle \psi_{00}, \phi_{mn} \rangle \]

\[
\sum_{m \neq 0} a_{mn} \langle \psi_{00}, \phi_{mn} \rangle \]

\[
\sum_{m \neq 0} a_{mn} \langle \psi_{00}, \phi_{mn} \rangle \]

\[
\sum_{m \neq 0} a_{mn} \langle \psi_{00}, \phi_{mn} \rangle \]

where \( U_{00}, I_{00}, \) and \( N_{00} \) are the useful, interference, and noise terms, respectively.
Conditional on a given realization of the CIR, \( c(\tau; t) \), the average powers of the useful and interference terms are given by

\[ P_U = E \left[ \left| U_{00} \right|^2 \right] = E \left[ a_{00}^2 \right] \left| \langle \psi_{00}, \overline{\varphi}_{00} \rangle \right|^2, \tag{22} \]

\[ P_I = E \left[ \left| I_{00} \right|^2 \right] = E \left[ a_{mn}^2 \right] \sum_{(m,n)\neq(0,0)} \left| \langle \psi_{00}, \overline{\varphi}_{mn} \rangle \right|^2. \tag{23} \]

The expression in (23) results from the uncorrelated nature of the complex transmitted symbols, \( a_{mn} \). Since the average transmitted energy of \( a_{mn} \) is \( E = E[\|a_{mn}\|^2] = E[a_{mn}^2] \), we conclude that \( E[a_{mn}^2] = E[\|\varphi\|^2] \). By averaging the expressions in (22) and (23) on the realizations of the channel, we obtain

\[ P_U = \frac{E}{\|\varphi\|^2} E \left[ \left| \langle \psi_{00}, \overline{\varphi}_{00} \rangle \right|^2 \right], \tag{24} \]

\[ P_I = \frac{E}{\|\psi\|^2} \sum_{(m,n)\neq(0,0)} E \left[ \left| \langle \psi_{00}, \overline{\varphi}_{mn} \rangle \right|^2 \right]. \tag{25} \]

Using the same notations, \( \overline{E} \) and \( \overline{\varphi} \), as in FBMC/OQAM systems, the useful power can be written as

\[ P_U = \frac{\overline{E}}{\|\varphi\|^2} \sum_{k=0}^{L-1} \overline{\varphi}_k \int \psi_{00}(t) \psi_{00}(s) \overline{\varphi}_0^*(t - \tau_k) \cdot \overline{\varphi}_0(s - \tau_k) e^{j2\pi \tau_k(s-t)} dt ds, \tag{26} \]

and the interference power can be written as

\[ P_I = \frac{\overline{E}}{\|\varphi\|^2} \sum_{(m,n)\neq(0,0)} \overline{\varphi}_m \int \psi_{00}(t) \psi_{00}(s) \overline{\varphi}_{mn}^*(t - \tau_k) \cdot \overline{\varphi}_{mn}(s - \tau_k) e^{j2\pi \tau_k(s-t)} dt ds. \tag{27} \]

As in FBMC/OQAM systems, to generalize the obtained results, we assume that we have a WSSUS channel and use the same normalized scattering function, \( \overline{S}(\tau, v) \). Hence, \( P_U \) and \( P_I \) can, respectively, be expressed as

\[ P_U = \frac{\overline{E}}{\|\varphi\|^2} \int \overline{S}(\tau, v) \int \psi(t) \psi^*(s) \overline{\varphi}_0^*(t - \tau) \varphi(s - \tau) e^{j2\pi \tau(s-t)} dt ds dv, \tag{28} \]

\[ P_I = \frac{\overline{E}}{\|\varphi\|^2} \int \overline{S}(\tau, v) \int \psi(t) \psi^*(s) \overline{\varphi}_{mn}^*(t - \tau) \varphi(s - \tau) e^{j2\pi \tau(s-t)} dt ds dv. \tag{29} \]

The noise power is given by

\[ P_N = E \left[ \left| \langle \psi_{00}, n \rangle \right|^2 \right] = N_0 \|\varphi\|^2. \tag{30} \]

### 5. SINR Expression

As can be noticed, we are trying to find the optimum continuous-time Tx/Rx waveforms in the Hermitian space of square integrable functions, \( L^2(\mathbb{R}) \). Trying to directly find the best solutions in this space is not tractable numerically. One practical way to proceed is to explore the most pertinent finite subspace of \( L^2(\mathbb{R}) \), keeping in mind the nature of the optimization problem, which intuitively requires well-localized waveforms, both in time and in frequency. Therefore, we need to carefully choose an appropriate base of the exploration subspace used for expanding the searched solutions for the Tx/Rx waveforms. One way to proceed is to use a finite subset of the well-known orthonormal base of Hermite functions, \( \{h_k(t)\}_{k=0}^{K} \), which is an orthonormal base of \( L^2(\mathbb{R}) \) [18]. One of the most important and desirable properties of these Hermite functions is that they provide, in decreasing order, the most localized functions in time and frequency. Hence, for the expansion on Hermite functions, we only need to keep the \( K+1 \) most localized Hermite functions in the representation of the sought optimum Tx/Rx waveforms. More precisely, we set

\[ \varphi(t) = \sum_{k=0}^{K} \alpha_k h_k(t), \tag{31} \]

\[ \psi(t) = \sum_{k=0}^{K} \beta_k h_k(t), \tag{32} \]

where \( \alpha_k, \beta_k \in \mathbb{R} \) and \( h_k(t) = \frac{1}{\sqrt{2^{k}k!}} e^{-\frac{1}{2}t^2} H_k(t) \sqrt{2\pi} \), with \( H_k(t) \) being the Hermite polynomial of degree \( k \). Then, we inject these expressions in (14) and (19), for FBMC/OQAM systems, and in (28) and (30), for FBMC/QAM systems. Since the SINR is defined as SINR = \( P_U/(P_I + P_N) \), we can write

\[ \text{SINR} = \frac{\sum_{k,l,p,q} \alpha_k \alpha_l \beta_k \beta_l M_{klpq}^{(00)}}{\left( \sum_{k,l,p,q} \alpha_k \beta_l M_{klpq}^{(mn)} + (1 + \delta_i) \left( \frac{N_0}{E} \right) \sum_{k,p} \alpha_k^2 \beta_k^2 \right)}^{-1}, \tag{33} \]

where \( \delta_i = 1 \) for FBMC/OQAM systems, \( \delta_i = 0 \) for FBMC/QAM systems, and

\[ M_{klpq}^{(mn)} = \int \overline{S}(\tau, v) A_{pl}(\tau + nF, v + mF) \cdot A_{qk}^*\left( (\tau + nF, v + mF) d\tau dv + \delta_i (1 - m\eta) \mathbb{R} \left( \int \overline{S}(\tau, v) A_{pl}(\tau, v + mF) d\tau \right. \right) + \delta_i \eta \left. \right) \left( \int \overline{S}(\tau, v) A_{pl}(\tau, v + mF) d\tau d\eta \right) \cdot e^{-j\pi \eta (\tau + nF, v + mF) d\tau \tau d\eta \tau d\eta}, \]
\[
\times \left\{ \int \int (r, \nu) \mathcal{A}_{\alpha} (r, n \nu, \nu, + n \nu) \right. \\
\left. - e^{-j \nu (r, n \nu) / (\nu + m \nu)} dr d\nu \right\},
\]
with \( A_{pk}(r, \nu) \) being the Hermite cross-ambiguity function. The latter function is defined as
\[
A_{pk}(r, \nu) = \int h_p(t - \frac{r}{2}) h_k(t + \frac{r}{2}) e^{-j2\pi \nu t} dt
\]
\[
= \begin{cases} 
\left( -\sqrt{\pi} \right)^{p-k} \sqrt{\frac{k!}{p!}} e^{-\pi/2} (\tau^2 + \nu^2) (\tau + j \nu)^{p-k} L_{k}^{p-k} \left( \pi \left( \tau^2 + \nu^2 \right) \right), & \text{if } p \geq k, \\
\left( \sqrt{\pi} \right)^{k-p} \sqrt{\frac{p!}{k!}} e^{\pi/2} (\tau^2 + \nu^2) (\tau - j \nu)^{k-p} L_{p}^{k-p} \left( \pi \left( \tau^2 + \nu^2 \right) \right), & \text{else},
\end{cases}
\]
where \( L_{n}^{m} (\cdot) \) is the Laguerre polynomial [20].

Introducing the vectors \( \alpha = (\alpha_0, \ldots, \alpha_K)^T \) and \( \beta = (\beta_0, \ldots, \beta_K)^T \), we can express the SINR, in matrix form, either as
\[
\text{SINR} = \frac{\beta^T A_{\alpha} \beta}{\beta^T B_{\alpha} \beta},
\]
where
\[
(A_{\alpha})_{kl} = \sum_{p, q=0}^{K} \alpha_p \alpha_q M_{klpq}^{(00)},
\]
\[
(B_{\alpha})_{kl} = \sum_{p, q=0}^{K} \alpha_p \alpha_q \sum_{m, n} M_{klpq}^{(mn)} + (1 + \delta_i) \frac{N_0}{E} \| \alpha \|^2,
\]
or as
\[
\text{SINR} = \frac{\alpha^T A_{\beta} \alpha}{\alpha^T B_{\beta} \alpha},
\]
where
\[
(A_{\beta})_{pq} = \sum_{k, j=0}^{K} \beta_k \beta_j M_{klpq}^{(00)},
\]
\[
(B_{\beta})_{pq} = \sum_{k, j=0}^{K} \beta_k \beta_j \sum_{m, n} M_{klpq}^{(mn)} + (1 + \delta_i) \frac{N_0}{E} \| \beta \|^2.
\]

### 6. POPS Optimization Algorithm

The optimization problem at hand is defined as
\[
(\alpha_{\text{opt}}, \beta_{\text{opt}}) = \arg \max_{(\alpha, \beta)} \text{SINR}.
\]
Given the special forms of the SINR expressions in (35) and (37), it is easy to see that the optimization problem is equiva- lent to a maximization of a generalized Rayleigh quotient. For finite, yet practical, values of the SNR, \( N_0/E \) is nonnull, and \( (N_0/E) \| \alpha \|^2 \) and \( (N_0/E) \| \beta \|^2 \) are trivial quadratic forms which, when added to the positive Hermitian quadratic forms in the expressions of \( B_{\alpha} \) and \( B_{\beta} \), guarantee their invertibility and their relative well-conditioning.

The POPS approach, which is proposed to optimize the Tx/Rx waveforms, is detailed in Algorithm 1, where \( N \) and \( M \) are such that \( 2(N + 1) \) is the number of FBMC symbols and \( 2(M + 1) \) is the number of subcarriers. The main steps of the optimization algorithm are the following:

**Step 1.** We compute the matrix entries \( M_{klpq}^{(mn)} \) in (33), where \( k, l, p, q, m \in \{0, K\}, m \in \{0, M\} \) and \( n \in \{-N, N\} \).

**Step 2.** In the initialization step of Algorithm 1, we start by an arbitrary nonnull vector \( \alpha^{(0)} \), typically \((1, 0, \ldots, 0)^T \), meaning that the starting waveform is the most localized Gaussian function.

**Step 3.** For iteration \((i)\), we compute \( \beta^{(i)} \) as the eigenvector of \( \Omega_{\alpha}^{(i)} \) with maximum eigenvalue.

**Step 4.** Given \( \beta^{(i)} \), we determine \( \alpha^{(i+1)} \) as the eigenvector of \( \Omega_{\beta}^{(i)} \) with maximum eigenvalue.

**Step 5.** We proceed to the next iteration \((i + 1)\).

**Step 6.** We stop the iterations when we obtain a negligible increase of SINR.

Before proceeding, it is deemed useful to emphasize, for those who are familiar with the Lloyd-Max algorithm [21], which is used in scalar or vector quantizer optimization, its strong similarity with the POPS algorithm. Indeed, while the Lloyd-Max algorithm alternates between an optimization of the quantization regions (or intervals in the scalar case) and their representatives, the POPS algorithm alternates between an optimization of the Tx waveform and the Rx waveform.

### 7. Simulation Results

In this section, we evaluate the performance of the POPS algorithm in FBMC/OQAM systems and conduct a comparison with FBMC/QAM systems, in terms of SINR. To this
end, we first specify the scattering function of the channel needed in the calculation of the SINR expression in (32). Actually, an infinite number of scattering function models, to which the transmitted signal can be exposed, occur in practice. While the POPS based optimization of the Tx and Rx waveforms is applicable for whatever WSSUS channel, we limit ourselves, in the absence of information on the actual scattering function, to the maxentropic [22], flat, and normalized scattering function

\[
\tilde{S}(\tau, \nu) = \begin{cases} 
\frac{1}{B_dT_m}, & \text{if } |\tau| \leq \frac{T_m}{2}, |\nu| \leq \frac{B_d}{2} \\
0, & \text{else}
\end{cases}
\]  

(40)

where \(B_d\) and \(T_m\) are the Doppler spread and the delay spread, respectively.

In general, all Hermite functions whose indices are between 0 and \(K\) are important in waveforms representations. However, for the case of the flat rectangular scattering function considered in (40), the adopted system model can, without any loss of generality, be casted to an equivalent system model with a scattering function of square form as well as a time-frequency lattice of square cells, by means of a balanced distribution of delay and Doppler spreads in time and frequency, respectively (i.e., \(B_d/F = T_m/T\)), followed by a scaling of the time axis specified in detail in Appendix I. The symmetry of time and frequency axes acquired by this scaling allows us to restrict the optimization process to waveforms with the same shape in time and frequency, that is, with identical Fourier transforms, up to multiplicative factors of unit modulus. Thus, in the expansion of the waveforms to be optimized, we can restrict ourselves to Hermite functions with indices in \([0, K]\) of the form \(4l + r\), where \(l\) is a nonnegative integer and \(r \in [0, 3]\). Since the choice \(r = 0\) guarantees the best concentration and localization in time and frequency, we only keep, for our expansion, Hermite functions with indices between 0 and \(K\) which are integer multiples of 4, offering a reduction of POPS optimization complexity by around a factor of 4. As a consequence, in the evaluation of the SINR, the total number of entries \(M_{ijklpq}\) to be computed is approximately reduced by a factor of \(4^4 = 256\). Moreover, given the similar shape in time and frequency of the waveforms within the restricted expansion space, we can set \(N = M\) in all considered simulations.

Generally, the double integrals in (33) do not possess closed-form expressions for arbitrary expressions of the scattering function. As a consequence, for their evaluation, we resort to a straightforward, yet time and resource consuming, Riemannian numerical integration. To efficiently approximate these double integrals, we increase the number of subdivisions for each square \([-B_d/2, B_d/2] \times [-T_m/2, T_m/2]\) until reaching numerical stability. Then, for each number of Hermite functions, we increase the number of FBMC symbols, \(N\), which is equal to the number of subcarriers, \(M\), until having a stable SINR value. Therefore, we calculate the SINR for each optimal couple \((K, N)\), for different values of \(B_dT_m\) and SNR.

To justify the range of practical values of \(B_dT_m\) to be adopted in all carried simulations, we emphasize that each transmitted signal experiences time and frequency spreads that are the compound effects of natural and artificial phenomena. Frequency spread is incurred by the joint effects of the Doppler spread, caused by the channel, and the residual frequency synchronization errors, due to the receiver. Time spread is the result of the delay spread due to the channel and the residual time synchronization errors induced by the receiver, altogether, with the time misalignment caused by the multiple access nature of the transmission system. Based on the values of \(T_m\) given in [23], we provide in Table 1 some typical values of \(B_dT_m\) for practical channels when the carrier frequency, \(f_c\), is set to 2 GHz. Note that channel A and channel B models are, respectively, the low and median delay spread channel models that typically occur in practice. It is important to stress that the obtained values of \(B_dT_m\) in Table 1, which are in the range \([10^{-6}, 10^{-3}]\), must be casted to the higher range, \([10^{-3}, 10^{-2}]\), when artificial imperfections are added up.

In practice, due to complexity and memory consumption considerations, we cannot have a pair of optimized waveforms for each value of \(B_dT_m\). As a consequence, we choose, in

| Algorithm 1: POPS algorithm. |
|---------------------------|

Require: SNR, \(B_dT_m, M, N, K, A^0, \) SINR\(^0\), \(i = 0, \varepsilon_{\text{SINR}} = 1\) and \(\varepsilon = 10^{-6}\)
(1) Compute \(M_{ijklpq}^{(0)}\), where \(k, l, p, q \in [0, K]\), \(m \in [-M, M]\) and \(n \in [-N, N]\).
(2) while \(\varepsilon_{\text{SINR}} > \varepsilon\) do
(3) Compute \(A^{(i)}_m\) and \(B^{(i)}_m\).
(4) Compute \(\Omega^{(i)}_m = (B^{(i)}_m)^{-1}A^{(i)}_m\).
(5) Calculate \([B^{(i)}_m, \lambda^{(i)}_{1\text{max}}] = \text{eig}(\Omega^{(i)}_m)\).
(6) Compute \(A^{(i)}_p\) and \(B^{(i)}_p\).
(7) Compute \(\Omega^{(i)}_p = (B^{(i)}_p)^{-1}A^{(i)}_p\).
(8) Calculate \([a^{(i)}_p, \lambda^{(i)}_{1\text{max}}] = \text{eig}(\Omega^{(i)}_p)\).
(9) \(i \leftarrow i + 1\)
(10) \(\text{SINR}^{(i)} \leftarrow \lambda_{2\max}^{(i)}\)
(11) Evaluate errors: \(\varepsilon_{\text{SINR}} = |\text{SINR}^{(i)} - \text{SINR}^{(i-1)}|\).
(12) end while
Table 1: Typical values of $B_dT_m$, due to natural phenomena, for practical channels [23].

| Indoor office | Outdoor-to-indoor and pedestrian | Vehicular |
|---------------|---------------------------------|-----------|
| Channel A     | Channel B                        | Channel A | Channel B |
| Speed (km/h)  |                                  | Channel A | Channel B |
| 3             | 11.11                            | 120       | 444.44    |
| $B_d$ (Hz)    |                                  |           |           |
| $T_m$ (ns)    | 35                               | 100       | 45        |
|                | 750                              | 370       | 4000      |
| $B_dT_m$      | $0.389 \cdot 10^{-6}$           |           |           |
|               | $1.11 \cdot 10^{-6}$            | $0.5 \cdot 10^{-6}$ | $8.33 \cdot 10^{-6}$ |
|               | $1.64 \cdot 10^{-4}$            | $1.77 \cdot 10^{-3}$ |         |

Table 2: Intervals of values of $B_dT_m$ and their representatives.

| Interval                      | Representative |
|-------------------------------|----------------|
| $10^{-2.5} < B_dT_m$          | $10^{-2}$      |
| $10^{-3.5} < B_dT_m \leq 10^{-2.5}$ | $10^{-3}$    |
| $10^{-4.5} < B_dT_m \leq 10^{-3.5}$ | $10^{-4}$    |
| $10^{-5.5} < B_dT_m \leq 10^{-4.5}$ | $10^{-5}$    |
| $B_dT_m \leq 10^{-5.5}$       | $10^{-6}$      |

7.1. FBMC/OQAM Systems Performance. For FBMC/OQAM systems, we focus on the case of a critical lattice density, with $FT = 1/2$. To initialize the POPS algorithm, we evaluate the SINR, for each value of $K$, for $\alpha^{(0)} = (1, 0, \ldots, 0)^T$, which means that the initializing waveform, $\varphi^{(0)}$, is the most localized Gaussian function. We note that the SINR stabilizes at $K = 16$. To be sure that we have obtained the optimal SINR and that we have not been trapped to a local maximum of the SINR, we resort to systematic initializations, arising from a thinly quantized browsing of the space of allowed solutions. More specifically, we scan the initializations space $R_K^{K/4+1} = R^5$ (which corresponds to the dimensions of $\alpha^{(0)}$ for $K = 16$), as follows. We start by thinly quantifying this space. Then we choose the elements of $\alpha^{(0)}$, using the spherical coordinates of dimension $K/4 + 1$. In this way, we are able to browse all possible quantized initializations.

In Figure 1, we compare the optimal couple of Tx/Rx waveforms ($\varphi_{\text{opt}}$, $\psi_{\text{opt}}$), which maximizes the SINR, with the IOTA waveform, first introduced in [24]. We note that the optimal Tx/Rx waveforms, resulting from Algorithm 1, decrease faster than the IOTA waveform, since we use a finite number of Hermite functions that are known to decrease exponentially (in $e^{-\pi t^2}$ to be more specific), while the IOTA function witnesses a decrease in $e^{-|t|}$. Therefore, they are more localized in time and can be truncated to a shorter time duration when it comes to practical hardware realizations. Indeed, with a reduced truncation duration, we are able to use fewer samples to realize any signal processing at the Tx or the Rx involving any filtering with the Tx and Rx waveforms. Therefore, it will be easier to realize in practice.

Figure 2 presents the evolution of the SINR as a function of $K$, for $\text{SNR} = 30$ dB. Numerical results in this figure show that, by decreasing the time-frequency dispersions, the SINR increases until converging to the SNR for $B_dT_m = 10^{-6}$. We note also that the SINR enhances with the number of Hermite functions and becomes stable at $K = 16$. 

![Figure 1: Comparison of the POPS waveforms for $B_dT_m = 10^{-4}$ with the IOTA waveform, in FBMC/OQAM systems.](image1.png)

![Figure 2: Optimal SINR as a function of $K$, for FBMC/OQAM systems, for $\text{SNR} = 30$ dB.](image2.png)
Figure 3: Optimal SIR as a function of $K$, for FBMC/OQAM systems.

Figure 4: Optimal SINR as a function of $BdT_m$, for FBMC/OQAM systems.

Figure 5: SINR of POPS versus IOTA and PHYDYAS as a function of $BdT_m$, for FBMC/OQAM systems and SNR = 30 dB.

Figure 6: The optimal POPS Tx/Rx waveforms are more localized in frequency and therefore offer a dramatic reduction in out-of-band (OOB) emissions with respect to the IOTA waveform.

7.2. FBMC/OQAM Systems versus FBMC/QAM Systems.

Since we have used lattice densities close or equal to the critical density in FBMC/QAM systems, the convergence of the POPS algorithm becomes more difficult. Thus, we will use a high number of Hermite functions. Therefore, we cannot evaluate all possible combinations of the components of $\alpha$, for each value of $K$. Hence, we will use a high number of random combinations to obtain the optimal Tx/Rx waveforms coefficient couple $(\alpha_{\text{opt}}, \beta_{\text{opt}})$, which maximizes the SINR.

Furthermore, even for high SNR, the SINR degrades rapidly, even for low dispersions, while, for small SNR values, even for high dispersions, the SINR remains close to the SNR, because the interference always remains lower than the noise.

Figure 7, 8, and 9 illustrate the evolution of the optimal SINR as a function of $K$, for SNR = 30 dB and different values of $BdT_m$. We note that the higher $FT'$ is, the faster the stabilization of the SINR is. It is better to say that the lower the lattice density is, the better the convergence of the SINR to the SNR, for low dispersions, is. We note also that the SINR...
becomes stable for high values of $K$, in FBMC/QAM systems, since the lattice densities are close to 1. Therefore, the optimal Tx/Rx waveforms will not be well localized in time and frequency. Unlike FBMC/QAM systems, for FBMC/OQAM systems, as shown in Figure 2, the SINR converges at $K = 16$. Hence, the obtained Tx/Rx waveforms will be well localized in time and frequency. In Figure 7, for critical density equal to 1, the SINR of FBMC/QAM systems does not reach the SNR even for $K = 140$ and $B_dT_m = 10^{-6}$. By moving away gradually from the critical density, and for very low dispersions, the SINR reaches the SNR for $K = 140$ and $FT = 1 + 1/32$, as shown in Figure 8, and for $K = 100$ and $FT = 1 + 1/16$, as revealed in Figure 9.

Figure 10 is obtained by selecting the optimal value of the SINR, for each value of $B_dT_m$, in Figures 2, 7, 8, and 9. For $B_dT_m = 10^{-2}$ and a critical density ($\Delta = 2$ for FBMC/OQAM and $\Delta = 1$ for FBMC/QAM), FBMC/OQAM outperforms FBMC/QAM by 4.04 dB. On the other hand, for $\Delta = 1/(1 + 1/32) = 0.97$, the difference between the two systems falls to 0.29 dB. Finally, for $\Delta = 1/(1 + 1/16) = 0.94$, FBMC/QAM outperforms FBMC/OQAM by 1.03 dB. We
learn from these considerations that FBMC/QAM is capable of offering a comparable performance to FBMC/OQAM, in terms of SINR, at the price of a slight decrease, in the order of 1/32, of the time-frequency lattice density. This reduction, while being judged insignificant, has the great merit of drastically simplifying the complexity of the Tx and the Rx, especially in the presence of MIMO systems. We note that, for \(B_0T_m = 10^{-6}\), all curves of SINR converge to the SNR except for \(FT = 1\) in FBMC/OQAM systems, because the POPS algorithm execution requires too much time for \(K > 140\).

8. Conclusion

In this paper, we investigated an optimal waveform design for multi-carrier transmissions over rapidly time-varying and strongly delay spread channels, in FBMC/OQAM systems. To this end, we derived the SINR analytical expression, which is one of the most important and challenging results of this study. Then, we extended the POPS algorithm, which was first applied to FBMC/QAM systems, to FBMC/OQAM systems, in order to design optimal Tx and Rx waveforms, providing a high reduction in ICI and ISI, and guaranteeing an effective maximization of the SINR. Besides, we have verified, theoretically, the excellent performance of FBMC/OQAM systems with respect to FBMC/QAM systems for critical densities. We also discovered that a slight decrease in time-frequency lattice density, or equivalently in spectrum efficiency, allows FBMC/QAM systems to outperform FBMC/OQAM systems. However, in terms of waveforms localization in time and frequency, FBMC/OQAM remains significantly better than FBMC/QAM. Despite the superiority of FBMC/OQAM in terms of SINR and waveform localization at critical density, we believe that FBMC/QAM should be recommended in practice. Indeed, the implementation complexity of FBMC/OQAM increases excessively, when we move from SISO to more widespread MIMO systems, and does not justify the slight gain of around 5% procured in spectral efficiency, compared to FBMC/QAM. A possible challenging research axis of the presented work consists in extending this comparison to the case of discrete time, hexagonal time-frequency lattices, and multipulse systems. Although our research team has already worked on multipulse systems in [27], we believe that this concept is topical and continues to present new perspectives through the adoption of the POPS paradigm for both FBMC/OQAM and FBMC/QAM systems.

Appendix

A. Derivation of the Useful and Interference Powers in FBMC/OQAM Systems

In this appendix, we provide the details of the derivation of the useful and interference powers in FBMC/OQAM systems, that is, \(P_U\) and \(P_I\). First, we set

\[
X = C (0; 0) = \sum_{k=0}^{L-1} s_k.
\]

\[
Y_{mn} = \langle \psi_{00} \varphi_{mn} \rangle,
\]

\[
P_{mn} = \frac{E}{2 \|\phi\|^2} \mathbb{E} \left[ \left( \Re \left\{ e^{-j\theta_{00}} \langle \psi_{00} \varphi_{mn} \rangle \right\} \right)^2 \right].
\]  

(A.1)

Since the compensation factor is given by \(e^{j\theta_{00}} = C(0; 0)/|C(0; 0)| = X/|X|\) (see (9)), we will have \(e^{-j\theta_{00}} \langle \psi_{00} \varphi_{mn} \rangle = X^* Y_{mn}/|X|\). Therefore, we can write

\[
P_{mn} = \frac{E}{2 \|\phi\|^2} \mathbb{E} \left[ \left( \Re \left\{ X^* \frac{Y_{mn}}{|X|} \right\} \right)^2 \right].
\]  

(A.2)

On the other hand, \(Y_{mn}\) can be expressed as

\[
Y_{mn} = \frac{E [X^* Y_{mn}]}{\mathbb{E} [X^2]} X + Z_{mn} = \eta_{mn} X + Z_{mn}.
\]  

(A.3)

Thus, we will have \(Z_{mn} = Y_{mn} - \eta_{mn} X\). Consequently, the intercorrelation between \(X\) and \(Z_{mn}\) is given by \(\mathbb{E}[X^* Z_{mn}] = \mathbb{E}[X^* Y_{mn}] - \eta_{mn} \mathbb{E}[X^2] = 0\). Therefore, \(X\) and \(Z_{mn}\) are two independent random complex Gaussian variables. Hence, we can write

\[
X^* Y_{mn} = \frac{X^*}{|X|} \left( \eta_{mn} X + Z_{mn} \right) = \frac{\eta_{mn} |X|^2}{|X|} + \frac{X^* Z_{mn}}{V_{mn}}
\]  

(A.4)

where \(V_{mn}\) is a random complex Gaussian variable, which is independent of \(X\) and has the same variance of \(Z_{mn}\). Accordingly, we obtain

\[
\Re \left\{ \frac{X^*}{|X|} Y_{mn} \right\} = \Re \left\{ \eta_{mn} |X| + V_{mn} \right\}
\]

\[
= \Re \left\{ \eta_{mn} |X| \right\} + \Re \left\{ V_{mn} \right\}
\]

\[
= \eta_{mn} |X| + W_{mn},
\]  

(A.5)

where \(\epsilon_{mn} = \Re \left\{ \eta_{mn} \right\} = \Re \left\{ \mathbb{E}[X^* Y_{mn}] / \mathbb{E}[|X|^2] \right\}\) and \(W_{mn}\) is a random real Gaussian variable, which is independent of \(|X|\) and has a zero mean and the half variance of \(Z_{mn}\), that is, \(\mathbb{E}[|W_{mn}|^2] = (1/2)\mathbb{E}[|V_{mn}|^2] = (1/2)\mathbb{E}[|Z_{mn}|^2]\). As a consequence, we can write

\[
\mathbb{E} \left[ \left( \Re \left\{ \frac{X^*}{|X|} Y_{mn} \right\} \right)^2 \right] = \epsilon_{mn}^2 \mathbb{E}[|X|^2] + \mathbb{E}[|W_{mn}|^2]
\]

\[
= \left( \Re \left\{ \mathbb{E}[X^* Y_{mn}] \right\} \right)^2 \mathbb{E}[|X|^2] + \frac{1}{2} \mathbb{E}[|Z_{mn}|^2]
\]

\[
= \left( \Re \left\{ \mathbb{E}[X^* Y_{mn}] \right\} \right)^2 \mathbb{E}[|X|^2] + \frac{1}{2} \mathbb{E}[|Z_{mn}|^2].
\]  

(A.6)
Since we have $Z_{mn} = Y_{mn} - \eta_{mn}X$, the variance of $Z_{mn}$ can be expressed as

$$
\begin{align*}
\mathbb{E} \left[ |Z_{mn}|^2 \right] &= \mathbb{E} \left[ |Y_{mn}|^2 \right] + |\eta_{mn}|^2 \mathbb{E} \left[ |X|^2 \right] \\
&\quad - \mathbb{E} \left[ \beta_{mn}^* X^* Y_{mn} \right] - \mathbb{E} \left[ Y_{mn} \eta_{mn} X \right] \\
&= \mathbb{E} \left[ |Y_{mn}|^2 \right] + \frac{\mathbb{E} \left[ |X|^2 \right]}{\mathbb{E} \left[ |X|^2 \right]} \mathbb{E} \left[ |X|^2 \right] \\
&\quad - \beta_{mn}^* \mathbb{E} \left[ X^* Y_{mn} \right] - \eta_{mn} \mathbb{E} \left[ XY_{mn}^* \right] \\
&= \mathbb{E} \left[ |Y_{mn}|^2 \right] + \mathbb{E} \left[ |X|^2 \right] \mathbb{E} \left[ |Y_{mn}|^2 \right] \\
&\quad - \frac{(\mathbb{E} \left[ |X|^2 \right])}{\mathbb{E} \left[ |X|^2 \right]} \mathbb{E} \left[ |Y_{mn}|^2 \right] \\
&\quad - \frac{\mathbb{E} \left[ |X|^2 \right]}{\mathbb{E} \left[ |X|^2 \right]} \mathbb{E} \left[ |Y_{mn}|^2 \right] \\
&\quad - \frac{\mathbb{E} \left[ |X|^2 \right]}{\mathbb{E} \left[ |X|^2 \right]} \mathbb{E} \left[ |Y_{mn}|^2 \right].
\end{align*}
$$

Injecting (A.7) in (A.6), we can write

$$
\mathbb{E} \left[ \Re \left\{ \frac{X^* Y_{mn}}{|X|} \right\} \right]^2 = \frac{1}{2} \left( \mathbb{E} \left[ \left| X^* Y_{mn} \right|^2 \right] - \frac{1}{2} \mathbb{E} \left[ |Y_{mn}|^2 \right] \right).$$

Using the following relation $(\Re \left\{ \mathbb{E} \left[ X^* Y_{mn} \right] \right\})^2 = (1/2) (\Re \left\{ \mathbb{E} \left[ \left| X^* Y_{mn} \right|^2 \right] \right\} + \mathbb{E} \left[ \left| X^* Y_{mn} \right|^2 \right])$, the expression in (A.8) can be written as

$$
\mathbb{E} \left[ \Re \left\{ \frac{X^* Y_{mn}}{|X|} \right\} \right]^2 = \frac{1}{2} \left( \frac{\mathbb{E} \left[ \left| X^* Y_{mn} \right|^2 \right]}{\mathbb{E} \left[ |X|^2 \right]} + \mathbb{E} \left[ |Y_{mn}|^2 \right] \right).$$

As a result, $P_{mn}$ will be given by

$$
P_{mn} = \frac{E}{4 ||\varphi||^2} \left( \frac{\mathbb{E} \left[ \left| X^* Y_{mn} \right|^2 \right]}{\mathbb{E} \left[ |X|^2 \right]} + \mathbb{E} \left[ |Y_{mn}|^2 \right] \right).$$

As $Y_{mn}$ is equal to

$$
Y_{mn} = \left\langle \psi_{00}, \bar{\varphi}_{mn} \right\rangle = \int \psi_{00}^* (t) \bar{\varphi}_{mn} (t) dt
= \int \psi_{00}^* (t) \left( \int c (\tau, t) \varphi_{mn} (t - \tau) d\tau \right) dt
= \int \psi_{00}^* (t) \sum_{l=0}^{L-1} c_l \varphi_{mn} (t - \tau_l) e^{j2\pi \nu_l t} dt
= \sum_{l=1}^{L-1} c_l \int \psi_{00}^* (t) \varphi_{mn} (t - \tau_l) e^{j2\pi \nu_l t} dt,
$$

the intercorrelation between $X$ and $Y_{mn}$ can be expressed as

$$
\mathbb{E} \left[ X^* Y_{mn} \right]
= \mathbb{E} \left[ \sum_{k=0}^{L-1} c_k \sum_{l=0}^{L-1} \psi_{00}^* (t) \varphi_{mn} (t - \tau_l) e^{j2\pi \nu_l t} dt \right]
= \sum_{k,l=0}^{L-1} \pi_k \pi_l \int \psi_{00}^* (t) \varphi_{mn} (t - \tau_k) e^{j2\pi \nu_k t} dt.
$$

Hence, we obtain

$$
\Re \left\{ \mathbb{E} \left[ X^* Y_{mn} \right] \right\}
= \mathbb{E} \left[ \left( \sum_{k=0}^{L-1} \pi_k \int \psi_{00}^* (t) \varphi_{mn} (t - \tau_k) e^{j2\pi \nu_k t} dt \right)^2 \right].
$$

Since the variance of $X$ is given by $\mathbb{E} \left[ |X|^2 \right] = \mathbb{E} \left\{ \sum_{k=0}^{L-1} c_k^* \left( \sum_{l=0}^{L-1} \psi_{00} (t) \varphi_{mn} (t - \tau_l) e^{j2\pi \nu_l t} dt \right) \right\}$, we can write

$$
\Re \left\{ \mathbb{E} \left[ X^* Y_{mn} \right] \right\}
= \frac{\Re \left\{ \sum_{k=0}^{L-1} \pi_k \int \psi_{00}^* (t) \varphi_{mn} (t - \tau_k) e^{j2\pi \nu_k t} dt \right\}}{\sum_{k=0}^{L-1} \pi_k}.
$$

As $Y_{mn} = \sum_{k=0}^{L-1} c_k \int \psi_{00}^* (t) \varphi_{mn} (t - \tau_k) e^{j2\pi \nu_k t} dt$, the variance of $Y_{mn}$ is expressed as

$$
\mathbb{E} \left[ |Y_{mn}|^2 \right] = \left[ \sum_{k=0}^{L-1} c_k \int \psi_{00}^* (s) \varphi_{mn} (s - \tau_k) e^{j2\pi \nu_k t} ds \right]^*.
$$
scaling by a multiplication by \(T\) spreads, we have thanks to the balanced distribution of Doppler and delay spread is also scaled by this operation and gives a normalized frequency spacing equal to \(B\) by \(T\). Consequently, an exploration of our system, we start by scaling the time axis by and the frequency axes. We denote by \(L\) in Section 7, which is based on a convenient scaling of time and frequency axes. We denote by \(B\) in Section 7 to assess the performances of the systems at hand. It is with these assumptions that we work in practice.
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