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Abstract

Let $\nu$ be a nondecreasing concave sequence of positive real numbers and $1 \leq p < \infty$. In this note, we introduce the notion of modulus of $p$-variation for a function of a real variable, and show that it serves in at least two important problems, namely, the uniform convergence of Fourier series and computation of certain $K$-functionals. Using this new tool, we first define a Banach space, denoted $V_p[\nu]$, that is a natural unification of the Wiener class $BV_p$ and the Chanturiya class $V[\nu]$. Then we prove that $V_p[\nu]$ satisfies a Helly-type selection principle which enables us to characterize continuous functions in $V_p[\nu]$ in terms of their Fejér means. We also prove that a certain $K$-functional for the couple $(C, BV_p)$ can be expressed in terms of the modulus of $p$-variation, where $C$ denotes the space of continuous functions. Next, we obtain equivalent optimal conditions for the uniform convergence of the Fourier series of all functions in each of the classes $C \cap V_p[\nu]$ and $H^{\omega} \cap V_p[\nu]$, where $\omega$ is a modulus of continuity and $H^{\omega}$ denotes its associated Lipschitz class. Finally, we establish sharp embeddings into $V_p[\nu]$ of various spaces of functions of generalized bounded variation. As a by-product of these latter results, we infer embedding results for certain symmetric sequence spaces.
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1 Introduction

The $n$th order variation of a function $f$ on an interval $[a, b]$ was originally defined by Lagrange [20] to be $\nu(n, f) := \sup \sum_{j=1}^{n} |f(I_j)|$, where the supremum is taken over all finite collections $\{I_j\}_{j=1}^{n}$ of nonoverlapping intervals in $[a, b]$, $f(I_j) = f(\sup I_j) - f(\inf I_j)$ and $n$ is a positive integer. One attractive feature of $\nu(n, f)$ is that it is finite for each $n$ and any bounded function $f$. Thus, even though $f$ might not be of bounded (Jordan) variation, one can still glean some insight from the growth rate of $\nu(n, f)$ with respect to $n$. Chanturiya [8] observed that this is indeed a nondecreasing and concave sequence of positive numbers, and coined the term modulus of variation to refer to a generic sequence $\nu$ with such properties. He made extensive use of this notion in connection with the theory of Fourier series (see, e.g., [8–11]). In particular, he obtained, among many other results, an estimate of the (uniform) distance between $f$ and the partial sums of its Fourier series in terms of moduli of variation and continuity. As a consequence, Chanturiya showed that estimates of Lebesgue and Oskolkov as well as Dini’s criterion can be deduced from his more general estimate. The modulus of variation has found applications in other areas as well (see, e.g., [13,14,25]). The reader is referred to [1] and [16] for more information on moduli of variation.

In this paper, we introduce the modulus of $p$-variation of a function $f$ by considering $\ell_p$-norms of sequences of increments $\{f(I_j)\}_{j=1}^{n}$ as follows:

$$\nu_p(n, f) := \sup_{\{I_j\}} \left( \sum_{j=1}^{n} |f(I_j)|^p \right)^{\frac{1}{p}}, \quad 1 \leq p < \infty.$$  

This is a measure of regularity of a function that will provide us with a natural tool to deal with rates of convergence, approximation of functions and embedding theorems. Note that for $p = 1$, one gets Chanturiya’s modulus of variation, so we deal with the case $p > 1$.

Our motivation is twofold. The Fourier-theoretic motivation is to utilize moduli of $p$-variation in defining a new class of Banach spaces with nice “compactness properties”, that encompasses the Wiener classes $BV_p$ as well as the Chanturiya classes $V[\nu]$ (see below), and to study certain aspects of them pertaining to the theory of Fourier series. We are here mainly concerned with the problem of uniform convergence of Fourier series.

The second motivation stems from an important problem in real interpolation theory, namely, characterization of Peetre’s $K$-functionals (see next section for definition). These have proven to be very helpful in the study of interpolation spaces between two Banach spaces and interpolation of operators [15]. Computation of $K$-functionals is in general a difficult task and each new case provides some nontrivial information. For various couples of function spaces this has been done (see, e.g., [15,24]). Our
investigation reveals that the $K$-functional for the couple $(C, BV_p)$ is naturally linked to the modulus of $p$-variation, where $C$ denotes the space of continuous functions.

We point out that the modulus of $p$-variation specializes to functions defined on the unit circle. In the multivariate case, proposing Wiener-type $p$-variations is much less clear than in the univariate case. In particular, for $p = 1$ there are several non-equivalent definitions of the notion of total variation, each of which being suitable for a specific purpose. In the very interesting recent works [6,7], the authors introduce a notion of $p$-variation that in a sense unifies the previous different theories. It might be worthwhile to try to define the modulus of $p$-variation for multivariate functions starting from the $p$-variation introduced in [6].

Before outlining the content of the paper, let us introduce the class $V_p[v]$ consisting of all bounded $2\pi$-periodic functions $f$ such that $v_p(n, f) \lesssim v(n)$, where $v$ is a modulus of variation and $1 \leq p < \infty$ (by $A \lesssim B$ we mean $A \leq cB$, where $c$ is a positive constant). Notice that when $p = 1$, we denote $V_p[v]$ simply by $V[v]$, which was first introduced and studied by Chanturiya (see, e.g., [8,10]). If instead one takes $v(n) = 1$, the Wiener class $BV_p$ [28] is obtained.

In Sect. 2 we recall some preliminary definitions and background material. In Sect. 3 we first observe that $V_p[v]$ is a Banach space with respect to a suitable norm, and then establish a Helly-type theorem for this space (Theorem 3.3). As a consequence, a characterization of continuous functions in $V_p[v]$ in terms of their Fejér means is obtained. In Sect. 4 we prove that a $K$-functional for the couple $(C, BV_p)$ can be expressed in terms of the modulus of $p$-variation (Theorem 4.2). Section 5 is devoted to the statement and proof of Theorem 5.2, which presents several equivalent conditions for the uniform convergence of the Fourier series of all functions in the class $H^\omega \cap V_p[v]$, where $H^\omega$ is the Lipschitz class associated to a modulus of continuity $\omega$ (see the next section for precise definitions). In Sect. 6 we establish sharp embeddings into $V_p[v]$ of several spaces of functions of generalized bounded variation (Theorem 6.2). The last section consists of two parts: in the first part we indicate how to apply Sect. 6 to deduce embedding results for certain symmetric sequence spaces, and in the second part we prove equivalent optimal conditions for the uniform convergence of the Fourier series of all functions in $C \cap V_p[v]$. The Fourier coefficients in $V_p[v]$ are also estimated.

Throughout, we write $A \approx B$ to imply $A \lesssim B \lesssim A$. For a sequence $\{\gamma_k\}$ of real numbers we use Landau’s notation $\gamma_k = o(k)$ to denote the condition $\lim_{k \to \infty} \frac{\gamma_k}{k} = 0$. The symbol $\gamma_k \downarrow$ (resp. $\gamma_k \uparrow$) means that $\gamma_k$ is nonincreasing (resp. nondecreasing). Also we define $\Delta(\gamma_k) := \gamma_k - \gamma_{k+1}$.

2 Background and Preliminaries

This section is devoted to some preliminary notions and definitions that are used in the sequel.
2.1 Moduli of Continuity and Generalized Variation

By a modulus of continuity we mean a continuous, subadditive and nondecreasing function \( \omega \) on the nonnegative real numbers such that \( \omega(0) = 0 \). In particular,

\[
\omega(f, \delta) := \sup_{0 \leq h \leq \delta} \sup_{x \in [0, 2\pi]} |f(x + h) - f(x)|, \quad \delta \geq 0,
\]

is called the modulus of continuity of the function \( f \). The symbol \( H^\omega \) stands for the Lipschitz class of all \( 2\pi \)-periodic functions for which \( \omega(f, \delta) \leq \omega(\delta) \) as \( \delta \to 0^+ \).

The \( L_p \)-modulus of continuity of \( f \) is defined as

\[
\omega_p(f, \delta) := \sup_{0 \leq h \leq \delta} \left( \int_0^{2\pi} |f(x + h) - f(x)|^p \, dx \right)^{1/p}, \quad 1 \leq p < \infty.
\]

These moduli of continuity are well studied compared to moduli of variation. It is worth mentioning that \( v_p(n, f) \) may be viewed as a “variational” counterpart of \( \omega_p(f, \delta) \), and as such, \( V_p[v] \) can be considered as an analogue of the generalized Lipschitz class \( H^\omega \), consisting of all \( 2\pi \)-periodic functions \( f \) with \( \omega_p(f, \delta) \leq \omega(\delta) \) as \( \delta \to 0^+ \). This is another motivation to propound \( V_p[v] \).

Let \( \Phi = \{ \phi_j \}_{j=1}^\infty \) be a sequence of increasing convex functions on the nonnegative reals such that \( \phi_j(0) = 0 \) for all \( j \). We say that \( \Phi \) is a \( \Phi \)-sequence if for all \( j \) and all \( x > 0 \) we have \( 0 < \phi_{j+1}(x) \leq \phi_j(x) \) and \( \sum_{j=1}^\infty \phi_j(x) = \infty \). We denote the sequence of partial sums of the series \( \sum_{j=1}^\infty \phi_j \) with \( \{ \Phi_n \} \). A real function \( f \) on \( [a, b] \) is said to be of \( \Phi \)-bounded variation if

\[
\text{Var}_\Phi(f) = \text{Var}_\Phi(f; [a, b]) = \sup \sum_{j=1}^n \phi_j(|f(I_j)|) < \infty,
\]

where the supremum is taken over all finite collections \( \{ I_j \}_{j=1}^n \) of nonoverlapping subintervals of \( [a, b] \).

We denote by \( \Phi BV \) the linear space of all functions \( f \) such that \( cf \) is of \( \Phi \)-bounded variation for some \( c > 0 \). This notion was originally introduced and studied in [26]. Indeed, \( \Phi BV \) with a suitable norm turns into a Banach space, in which the Helly selection principle holds.

**Remark 2.1** (i) Let \( \phi \) be an Orlicz function, that is, a continuous convex function on the nonnegative reals such that \( \phi(x) > 0 \) for \( x > 0 \), \( \lim_{x \to 0^+} \frac{\phi(x)}{x} = 0 \) and

\[
\lim_{x \to +\infty} \frac{\phi(x)}{x} = +\infty.
\]

Then, by taking \( \phi_j(x) := \phi(x) \) for all \( j \) in the preceding definition, we get the Salem class \( V_\phi \). If further we take \( \phi(x) = x^p \) \( (p > 1) \), the well-known Wiener class \( BV_p \) is obtained. On the other hand, if \( \phi \) is an Orlicz function, and if \( \Lambda = \{ \lambda_j \}_{j=1}^\infty \) is a \( \Lambda \)-sequence [27], that is, a nondecreasing sequence of positive numbers such that \( \sum_{j=1}^\infty \frac{1}{\lambda_j} = \infty \), by taking \( \phi_j(x) = \frac{\phi(x)}{\lambda_j} \) for all \( j \), we get the class \( \phi \Lambda BV \) of functions of \( \phi \Lambda \)-bounded variation.
we assume that $\phi(x) = x^p$ ($p \geq 1$), we get the Waterman-Shiba class $\Lambda BV^p$. When $p = 1$, we obtain the well-known Waterman class $\Lambda BV$ of functions of bounded $\Lambda$-variation. (See [1] for more information.)

(ii) There is another unifying approach to the concept of variation due to Berezhnoi [4,5] that provides a connection between the above-mentioned function spaces and certain symmetric sequence spaces. We will discuss and utilize that approach in relation to the results obtained in this work. (See Sect. 7.)

Recall that a sequence $\{a_k\}$ of positive numbers is said to be quasiconcave if $\{a_k\}$ is nondecreasing, while $\{a_k/k\}$ is nonincreasing. Recall also that $\{a_k\}$ is said to be concave if $a_{k+1} + a_{k-1} \leq 2a_k$ for all $k$.

Suppose that $\nu$ is a modulus of variation, i.e., a nondecreasing concave sequence of positive numbers.\(^1\) For a bounded $\nu$, it is easily seen that $V_p[\nu] = BV_p$. Therefore, we assume throughout the paper that $\nu(k) \uparrow \infty$ as $k \to \infty$.

Let us here introduce a piece of notation that will be used in the sequel. For each positive integer $k$ we define

$\varepsilon_p(k) := \left(\frac{\nu(k)^p - \nu(k-1)^p}{k^{1/p}}\right)^{1/p}. \quad (2.1)$

This sequence plays a significant role in our convergence results (Theorems 5.2 and 7.6), so in the following lemma we record some of its properties for future reference.

**Lemma 2.2** Let $\nu$ be a modulus of variation, $\varepsilon_p(k)$ be defined as above, and $1 \leq p < \infty$. Then the following facts hold.

(i) $\frac{\nu(k)}{k^{1/p}}$ is nonincreasing if and only if $\nu(k)^p$ is quasiconcave if and only if $\varepsilon_p(k) \leq \frac{\nu(k)}{k^{1/p}}$;

(ii) $\varepsilon_p(k)$ is nonincreasing if and only if $\nu(k)^p$ is concave; in this case, $\frac{\nu(k)}{k^{1/p}} \to 0$ implies that $\frac{\nu(k)}{k^{1/p}}$ is eventually decreasing;\(^2\) and

(iii) $\nu(k) - \nu(k-1) \lesssim \varepsilon_p(k)k^{\frac{1}{p}-1}$.

**Proof** The first parts of (i) and (ii) are straightforward. To see the second part of (i), note that for each $k$ we have

$$\frac{\nu(k)}{k^{1/p}} \leq \frac{\nu(k-1)}{(k-1)^{1/p}} \iff k\nu(k)^p - \nu(k)^p \leq k\nu(k-1)^p$$

$$\iff k(\nu(k)^p - \nu(k-1)^p) \leq \nu(k)^p$$

$$\iff \varepsilon_p(k) \leq \frac{\nu(k)}{k^{1/p}}.$$

---

\(^1\) As a convention we put $\nu(0) = 0$.

\(^2\) By “decreasing” we mean what is sometimes called “strictly decreasing”.
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To see the second part of (ii), we argue along the lines of the proof of [11, Lemma 1]. Since $\varepsilon_p(k)$ is nonincreasing, for all $n$ we have

$$n(v(n)^p - v(n - 1)^p) \leq \sum_{k=1}^{n} v(k)^p - v(k - 1)^p = v(n)^p,$$

or $\varepsilon_p(n) \leq \frac{v(n)}{n^\frac{1}{p}}$. By (i) this means that $\frac{v(k)}{k^\frac{1}{p}}$ is nonincreasing. To obtain the desired result, we proceed by contradiction. If from some point on, $\frac{v(k)}{k^\frac{1}{p}}$ is not decreasing, there exists a sequence $\{n_k\}_{k=1}^{\infty}$ such that

$$\frac{v(n_k)}{n_k^\frac{1}{p}} = \frac{v(n_k + 1)}{(n_k + 1)^{\frac{1}{p}}}, \quad k \geq 1.$$

But this means

$$\frac{v(n_k)^p}{n_k} = v(n_k + 1)^p - v(n_k)^p, \quad k \geq 1,$$

or

$$\frac{1}{n_k} \sum_{m=1}^{n_k} v(m)^p - v(m - 1)^p = v(n_k + 1)^p - v(n_k)^p.$$

Again since $\varepsilon_p(k)$ is nonincreasing, the latter equality implies that

$$\frac{v(n)}{n^\frac{1}{p}} = \varepsilon_p(n) = v(1), \quad 1 \leq n \leq n_k + 1.$$

As $\{n_k\}$ is an infinite sequence, the preceding equality holds for all $n$. This contradicts the assumption that $\frac{v(k)}{k^\frac{1}{p}} \to 0$.

To prove (iii), apply the inequality

$$s^p - t^p > pt^{p-1}(s - t), \quad (s > t, \ p > 1) \quad (2.2)$$

with $s := v(k)$, $t := v(k - 1)$, and use the fact that $k(v(k) - v(k - 1)) \lesssim v(k - 1)$ to obtain

$$\frac{\varepsilon_p(k)}{k} \gtrsim (v(k) - v(k - 1))^{\frac{1}{p}} v(k - 1)^{-\frac{1}{p}} k^{-1}$$

$$\gtrsim (v(k) - v(k - 1))^{\frac{1}{p}} (v(k) - v(k - 1))^{1 - \frac{1}{p}} k^{1 - \frac{1}{p}} k^{-1}$$

$$= (v(k) - v(k - 1))^{\frac{1}{p}}.$$

$\square$
Remark 2.3  As stated in [8, Theorem 5] (see also [12, Lemma 3]), a function \( f \) is regulated if and only if \( \lim_{k \to \infty} \frac{\nu(k, f)}{k^p} = 0 \). Note also that by Proposition 7.7 below, the sequence \( \left\{ \frac{\nu(k)}{k^p} \right\} \) determines the convergence rate of the Fourier coefficients of functions in \( V_p[\nu] \). With this in mind and to ensure that all functions in \( V_p[\nu] \) are regulated, we assume throughout the paper that \( \nu(k) \downarrow 0 \). By Lemma 2.2 this implies that \( \nu^p \) is quasiconcave. In Sect. 5 we further assume that \( \nu^p \) is concave which is not too severe a restriction in our setting. We also assume that \( \lim_{t \to 0^+} \frac{\omega(t)}{t} = +\infty \) to exclude some uninteresting cases. These assumptions play crucial roles in the proofs of Theorems 3.3 and 5.2.

2.2 Peetre’s \( K \)-Functionals

Let \((X_0, \| \cdot \|_{X_0})\) and \((X_1, \| \cdot \|_{X_1})\) be two semi-normed spaces. For \( f \in X := X_0 + X_1 \) and \( t \geq 0 \), the \( K \)-functional for \( X_0 \) and \( X_1 \) is defined to be

\[
K(f, t; X_0, X_1) = \inf \left\{ \| f_0 \|_{X_0} + t \| f_1 \|_{X_1} : f = f_0 + f_1, \ f_i \in X_i, \ i = 0, 1 \right\}.
\]

Intuitively, the quantity \( K(f, t; X_0, X_1) \) describes how well a function \( f \in X_0 \) can be approximated by a \( g \in X_1 \).

As mentioned in the introduction, the \( K \)-functionals associated to several couples of function spaces have already been characterized. A function \( f \) is said to belong to the Sobolev space \( W^{1,p} \) if its first order weak derivative \( f' \in L^p \) (\( 1 \leq p < \infty \)). One sees immediately that \( W^{1,p} \hookrightarrow BV_p \). In [21] it was proven that

\[
K(f, t; BV_p, W^{1,p}) \approx \omega_{1-1/p}(f; t^{p'}) \ (1 < p < \infty, \ p' = p/(p-1)),
\]

where \( \omega_{1-1/p}(f; \delta) \) is the so-called modulus of \( p \)-continuity of Terehin, see [21] and the references therein. This provides a measure of how well functions in \( BV_p \) can be approximated by smooth functions (in the sense of Sobolev). In Sect. 4, we will compute a certain \( K \)-functional for the couple \((C, BV_p)\) in terms of the modulus of \( p \)-variation.

3 The Banach Space \( V_p[\nu] \) and Helly’s Theorem

Helly’s selection theorem states that any uniformly bounded sequence of nondecreasing bounded functions on \([a, b] \) has a pointwise convergent subsequence. In this section we establish a theorem of this type for \( V_p[\nu] \) and then employ it in determining when a continuous function \( f \) lies in \( V_p[\nu] \). To this end, we first show that \( V_p[\nu] \) is a linear space and if we define

\[
V_p,\nu(f) := \sup_{1 \leq n < \infty} \frac{\nu_p(n, f)}{\nu(n)}, \quad \| f \|_{\infty} := \sup_{x \in [a,b]} |f(x)|
\]
then the quantity
\[ \|f\|_{p,v} := V_{p,v}(f) + \|f\|_\infty \]
defines a norm on this space, with respect to which \( V_p[v] \) is complete; this is the content of our first result.

**Proposition 3.1** Let \( v \) be a modulus of variation and \( 1 \leq p < \infty \). Then \( (V_p[v], \|\cdot\|_{p,v}) \) is a Banach space.

**Proof** Let \( \{I_j\}_{j=1}^k \) be a collection of nonoverlapping intervals in \([a, b]\) and \( f, g \in V_p[v] \). Then by the triangle inequality we get
\[ \frac{v_p(k, f + g)}{v(k)} \leq \frac{v_p(k, f)}{v(k)} + \frac{v_p(k, g)}{v(k)}. \]
As a result, we obtain \( \|f + g\|_{p,v} \leq \|f\|_{p,v} + \|g\|_{p,v} \). Now, suppose \( \|f\|_{p,v} = 0 \). Then obviously \( f(a) = 0 \), and \( |f(x)| = |f(x) - f(a)| \leq v_p(1, f) = 0 \) for every \( x \in (a, b) \). As \( \|cf\|_{p,v} = |c|\|f\|_{p,v} \) for every \( c \in \mathbb{R} \), we have shown that \( V_p[v] \) is a normed linear space.

To prove completeness of \( V_p[v] \) in \( \|\cdot\|_{p,v} \), let \( \{f_n\} \) be a Cauchy sequence in \( V_p[v] \). Then \( \{f_n\} \) is uniformly Cauchy, i.e., for every \( \epsilon > 0 \), there exists an integer \( N \) such that for all \( m, n \geq N \) and for each \( x \in (a, b) \),
\[ |f_n(x) - f_m(x)| \leq (1 + v(1))\epsilon. \]
This in turn implies the existence of a function \( f \) on \([a, b]\) such that \( f_n \to f \) uniformly (and hence pointwise) in \([a, b]\). We are going to show that \( f \in V_p[v] \) and \( \|f_n - f\|_{p,v} \to 0 \) as \( n \to \infty \). To see this, notice that there exists an \( M > 0 \) such that \( \|f_n\|_{p,v} \leq M \) for all \( n \). So, if \( \{I_j\}_{j=1}^k \) is a collection of nonoverlapping intervals in \([a, b]\), then
\[ \left( \sum_{j=1}^k |f(I_j)|^p \right)^{\frac{1}{p}} = \lim_{n \to \infty} \left( \sum_{j=1}^k |f_n(I_j)|^p \right)^{\frac{1}{p}} \leq M v(k), \]
which means \( f \in V_p[v] \).

Finally, with \( \epsilon \) and \( \{I_j\}_{j=1}^k \) as above, we have
\[ \left( \sum_{j=1}^k |(f_n - f_m)(I_j)|^p \right)^{\frac{1}{p}} \leq v_p(k, f_n - f_m) \]
\[ \leq v(k) \|f_n - f_m\|_{p,v} < v(k)\epsilon. \]
Thus,
\[
\left( \sum_{j=1}^{k} |(f_n - f)(I_j)|^p \right)^{\frac{1}{p}} = \lim_{m \to \infty} \left( \sum_{j=1}^{k} |(f_n - f_m)(I_j)|^p \right)^{\frac{1}{p}} \leq v(k) \epsilon.
\]
As \( k \) was arbitrary, this implies \( V_{p,v}(f_n - f) \leq \epsilon \). Therefore \( \| f_n - f \|_{p,v} \to 0 \). \( \square \)

In [12, Theorem 1], Chistyakov established a far-reaching extension of Helly’s theorem mentioned above to metric space valued sequences of functions of a real variable. Such compactness principles are particularly useful so as to establish existence results (e.g. weak solvability of nonlinear PDE’s). In order to prove Theorem 3.3, we need the following special case of [12, Theorem 1] that suits our purposes.

**Lemma 3.2** Let \( \{ f_j \} \) be a pointwise bounded sequence on \([a, b]\) such that
\[
\mu(n) := \limsup_{j \to \infty} \nu(n, f_j) = o(n).
\]
Then there exists a subsequence of \( \{ f_j \} \) that converges pointwise to a function \( f \) on \([a, b]\).

**Theorem 3.3** Let \( \{ f_n \} \) be a bounded sequence in \( V_{p,v} \) with \( V_{p,v}(f_n) \leq M \). Then there exists a subsequence \( \{ f_{n_j} \} \) of \( \{ f_n \} \), converging pointwise to a function \( f \) in \( V_{p,v} \) such that \( V_{p,v}(f) \leq M \).

**Proof** First of all, by applying Hölder’s inequality we obtain, for a generic function \( g \), that
\[
\left( \sum_{j=1}^{k} |g(I_j)|^p \right)^{\frac{1}{p}} \leq \sum_{j=1}^{k} |g(I_j)| \leq \left( \sum_{j=1}^{k} |g(I_j)|^p \right)^{\frac{1}{p}} k^{1-\frac{1}{p}}.
\]
This implies
\[
\nu_p(k, g) \leq v(k, g) \leq \nu_p(k, g) k^{1-\frac{1}{p}}, \tag{3.1}
\]
and hence, for each \( n \) and each \( k \), we get
\[
\frac{\nu(k, f_n)}{k} \leq \frac{\nu_p(k, f_n)}{k^{\frac{1}{p}}} \leq M \frac{v(k)}{k^{\frac{1}{p}}},
\]
which in turn yields
\[
\frac{\mu(k)}{k} \leq \frac{\mu_p(k)}{k^{\frac{1}{p}}} \leq M \frac{v(k)}{k^{\frac{1}{p}}},
\]
where
\[ \mu(k) := \limsup_{n \to \infty} \nu(k, f_n) \quad \text{and} \quad \mu_p(k) := \limsup_{n \to \infty} \nu_p(k, f_n). \]

Also note that every bounded sequence in \( V_p[\nu] \) is pointwise bounded. Since by assumption \( \frac{\nu(k)}{k^p} \to 0 \) (see Remark 2.3), we may apply Lemma 3.2 to find a subsequence \( \{f_{n_j}\} \) and a function \( f \) such that \( f_{n_j} \to f \) pointwise, as \( j \to \infty \).

Let \( \epsilon > 0 \) be given and \( m \in \mathbb{N} \). Then from the preceding statement we conclude that for each collection \( I = \{I_k\}_{k=1}^m \) of nonoverlapping intervals in \([a, b]\), there exists a \( j_0 = j_0(I) \) such that
\[
\left| \left( \sum_{k=1}^m |f(I_k)|^p \right)^{\frac{1}{p}} - \left( \sum_{k=1}^m |f_{n_{j_0}}(I_k)|^p \right)^{\frac{1}{p}} \right| < \epsilon \cdot \nu(m).
\]

As a result, we get
\[
\left( \sum_{k=1}^m |f(I_k)|^p \right)^{\frac{1}{p}} < \epsilon \cdot \nu(m) + \left( \sum_{k=1}^m |f_{n_{j_0}}(I_k)|^p \right)^{\frac{1}{p}}
\leq \epsilon \cdot \nu(m) + \nu_p(m, f_{n_{j_0}})
\leq (\epsilon + M) \nu(m),
\]
whence \( V_{p,[\nu]}(f) \leq M \).

The preceding theorem enables us to describe elements of \( V_p[\nu] \) in terms of Fejér means. For each \( n \), the \( n \)th order Fejér kernel is defined by
\[
K_n(t) := \frac{2}{n+1} \left( \frac{\sin \frac{1}{2} (n+1)t}{\sin \frac{1}{2} t} \right)^2,
\]
and the \( n \)th order Fejér mean of a function \( f \) is given by
\[
F_n(x) := \frac{1}{\pi} \int_{-\pi}^{\pi} f(x + t)K_n(t)dt.
\]

The following proposition is analogous to a result of Zygmund [30, p. 138].

**Proposition 3.4** Let \( f \) be continuous and \( 2\pi \)-periodic. Then \( f \in V_p[\nu] \) if and only if the Fejér means of \( f \) form a bounded sequence in \( V_p[\nu] \).

**Proof** Suppose the sequence \( \{F_n\} \) of Fejér means of \( f \) is bounded in \( V_p[\nu] \). By Fejér’s theorem [30, p. 89] it converges pointwise to \( f \). Furthermore, Theorem 3.3 ensures the existence of a subsequence \( \{F_{n_j}\} \) and a function \( g \) in \( V_p[\nu] \) such that \( F_{n_j} \to g \) pointwise as \( j \to \infty \). Evidently \( f = g \), and hence \( f \in V_p[\nu] \).
Conversely, since $K_n$ is positive and $\int_{-\pi}^{\pi} K_n(t) dt = \pi$, for any $f \in V_p[v]$ and any collection $\{I_k\}_{k=1}^m$ of nonoverlapping intervals, we get

$$\left( \sum_{k=1}^m |F_n(I_k)|^p \right)^{\frac{1}{p}} \leq \left( \sum_{k=1}^m \left( \frac{1}{\pi} \int_{-\pi}^{\pi} |f(I_k + t)| K_n(t) dt \right)^p \right)^{\frac{1}{p}} \leq \left( \frac{1}{\pi} \int_{-\pi}^{\pi} \sum_{k=1}^m |f(I_k + t)|^p K_n(t) dt \right)^{\frac{1}{p}} \leq \frac{1}{\pi} \int_{-\pi}^{\pi} \nu_p(m, f)^p K_n(t) dt \right)^{\frac{1}{p}} = \nu_p(m, f) \leq V_{p,v}(f) v(m),$$

where the second inequality is a consequence of Jensen’s inequality. In particular we get $V_{p,v}(F_n) \leq V_{p,v}(f)$ for all $n$. Finally, since $F_n(a) \to f(a)$, the sequence $\{F_n\}$ is bounded in $V_p[v]$. \hfill \Box

### 4 The Modulus of $p$-Variation as a $K$-Functional

In this section, we consider functions defined on $[0, 1]$. Recall that $C$ is the space of continuous functions with the norm $\| \cdot \|_\infty$. Denote the $p$-variation of $f$ on $[0, 1]$ by

$$\text{Var}_p(f) = \text{Var}_\Phi(f; [0, 1]),$$

where $\phi_j(x) = x^p$ for all $j$ (see Remark 2.1). It is easily seen that $\text{Var}_p(\cdot)$ is a semi-norm on $BV_p$.

The aim of this section is to calculate the $K$-functional $K(f, t; X_0, X_1)$ for $f \in C$, where $X_0 = (C, \| \cdot \|_\infty)$ and $X_1 = (BV_p, \text{Var}_p(\cdot))$. We are here inspired by the work of Cobos and Kruglyak in [14].

The following simple lemma will be useful in the proof of Theorem 4.2.

**Lemma 4.1** Let $f$ be a function on $[0, 1]$ and let $0 = x_0 < x_1 < \ldots < x_M = 1$. If $g_M$ is the piecewise linear function that interpolates $f$ at the points $(x_i, f(x_i))$ ($0 \leq i \leq M$), then

$$\text{Var}_p(g_M) \leq \nu_p(M, f).$$
Proof It is not difficult to see that
\[
\text{Var}_p(g_M) = \left( \sum_k |f(y_{k+1}) - f(y_k)|^p \right)^{1/p}
\]
where \(\{y_k\}\) is a subset of the points of all local extrema of \(g_M\). On the other hand, since \(g_M\) is piecewise linear, the points of local extrema of \(g_M\) must be interpolation points, i.e. for each \(k\) there is \(i_k\) such that \(y_k = x_{i_k}\). Hence,
\[
\text{Var}_p(g_M) = \left( \sum_k |f(x_{i_k+1}) - f(x_{i_k})|^p \right)^{1/p} \leq \nu_p(M, f),
\]
since the sum extends over at most \(M\) terms. \(\square\)

Theorem 4.2 Let \(1 \leq p < \infty\). Then for \(f \in C\) we have
\[
K(f, t; C, BV_p) \approx t \nu_p \left( \left[ t^{-p} \right], f \right), \quad 0 < t < 1. \tag{4.1}
\]
Proof Since \(f \in C\), one can readily verify that
\[
K(f, t; C, BV_p) = \inf_{g \in BV_p} \left\{ \|f - g\|_\infty + t \text{Var}_p(g) \right\}.
\]
We are first going to prove that the right-hand side of (4.1) is dominated by the left-hand side. For any \(M \in \mathbb{N}\) and any \(g \in BV_p\), we have
\[
t \nu_p(M, f) \leq t \nu_p(M, f - g) + t \nu_p(M, g) \\
\leq t M^{1/p} \|f - g\|_\infty + t \text{Var}_p(g).
\]
Taking \(M = \left[ t^{-p} \right]\) we obtain
\[
t \nu_p \left( \left[ t^{-p} \right], f \right) \leq \|f - g\|_\infty + t \text{Var}_p(g)
\]
for any \(g \in BV_p\), and it follows that
\[
t \nu_p \left( \left[ t^{-p} \right], f \right) \leq K(f, t; C, BV_p).
\]
We proceed with the opposite inequality. Fix \(t > 0\) and let \(M = \left[ t^{-p} \right]\) as above. We shall construct a function \(g_M \in BV_p\) such that
\[
\|f - g_M\|_\infty + t \text{Var}_p(g) \lesssim t \nu_p(M, f). \tag{4.2}
\]
The function \(g_M\) will be a first-order spline interpolant of \(f\) with knots \(\{x_i\}\). The set of knots depends on both \(f\) and \(M\), i.e. \(g_M\) will be obtained through a nonlinear approximation procedure. In spirit, our construction is similar to the one given in [14].
Set \( x_0 = 0 \) and consider two cases.

**Case I:** Assume that we can obtain \( M \) additional knots by the following construction: for \( j = 0, 1, \ldots, M - 2 \) define

\[
x_{j+1} = \min \left \{ t : x_j < t \leq 1 \quad \text{and} \quad |f(t) - f(x_j)| = \frac{v_p(M, f)}{M^{1/p}} \right \},
\]

and \( x_M = 1 \). Set \( J_i = [x_i, x_{i+1}] \) for \( 0 \leq i \leq M - 1 \). Continuity of \( f \) ensures that the above construction makes sense. Per definition,

\[
\max_{t \in J_i} |f(t) - f(x_i)| \leq |f(x_{i+1}) - f(x_i)| = \frac{v_p(M, f)}{M^{1/p}},
\]

for \( j = 0, \ldots, M - 2 \). We shall prove that

\[
\max_{t \in J_{M-1}} |f(t) - f(x_{M-1})| \leq \frac{v_p(M, f)}{M^{1/p}}.
\]

Assume that (4.4) is false, then there exists \( \xi \in (x_{M-1}, x_M) \) such that

\[
|f(\xi) - f(x_{M-1})| > \frac{v_p(M, f)}{M^{1/p}}.
\]

Set \( I = [x_{M-1}, \xi] \), then

\[
|f(I)|^p + \sum_{j=0}^{M-2} |f(J_i)|^p = |f(I)|^p + (M - 1) \frac{v_p(M, f)^p}{M} > \frac{v_p(M, f)^p}{M} + (M - 1) \frac{v_p(M, f)^p}{M} = v_p(M, f)^p
\]

which is a contradiction. Define now \( g_M \) to be the piecewise linear function that interpolates \( f \) at the points \((x_i, f(x_i))\) for \( i = 0, 1, \ldots, M \). By Lemma 4.1,

\[
\text{Var}_p(g_M) \leq v_p(M, f).
\]

At the same time,

\[
\|f - g_M\|_\infty = \max_j \|(f - g_M)|_{J_j}\|_\infty
\]

and for each \( t \in J_i \) we have by definition

\[
|f(t) - g_M(t)| = \left| f(t) - f(x_j) - \frac{f(x_{j+1}) - f(x_j)}{x_{j+1} - x_j} (t - x_j) \right| \\
\leq |f(t) - f(x_j)| + |f(x_{j+1}) - f(x_j)|
\]
\[ \leq 2 \frac{v_p(M, f)}{M^{1/p}} \]

Hence,

\[ \|f - g_M\|_\infty \leq 2 \frac{v_p(M, f)}{M^{1/p}}. \quad (4.6) \]

By (4.5) and (4.6), we have

\[ \|f - g_M\|_\infty + t \text{Var}_p(g_M) \leq 2 \frac{v_p(M, f)}{M^{1/p}} + tv_p(M, f) \leq 5tv_p(M, f) \]

since \( M^{-1/p} \leq 2t \).

**Case II:** Assume that the construction (4.3) only yields \( N < M \) additional knots. This case includes particularly the situation when

\[ \max_{0 \leq t \leq 1} |f(t) - f(0)| < \frac{v_p(M, f)}{M^{1/p}}, \]

and only one additional knot \( x_1 = 1 \) is obtained. We define \( g_M \) to be the linear interpolant at the \( N + 1 \) point \((x_i, f(x_i))\). It is clear that \( \text{Var}_p(g_M) \leq v_p(N, f) \lesssim v_p(M, f) \) and as above we have \( \|f - g_M\|_{L^\infty} \leq 2M^{-1/p}v_p(M, f) \). The proof of (4.2) is concluded as in Case I above. \( \Box \)

### 5 The Uniform Convergence of Fourier Series

Let \( \omega \) be a modulus of continuity, \( \nu \) and \( \nu^p \) be moduli of variation, and \( 1 \leq p < \infty \).

In this section we aim to establish necessary and sufficient conditions to guarantee uniform convergence of the Fourier series of every function in the class \( H^\omega \cap V_p[\nu] \).

Throughout this section, we use the following notation:

\[ \rho(n) := \min_{1 \leq r \leq n-1} \left\{ \omega \left( \frac{1}{n} \right) \sum_{k=1}^{r} \frac{1}{k} + \sum_{k=r+1}^{n-1} \frac{\nu(k)}{k^{1+1/p}} \right\}. \quad (5.1) \]

**Remark 5.1** Suppose the minimum in (5.1) is attained at \( r = \theta = \theta(n) \). Then by Lemma 2.2(ii), there exists some integer \( N \) such that the sequence \( \frac{\nu(n)}{n^p} \) is decreasing for \( n \geq N \), and Lemma 5.3 implies that \( \theta(n) \) is uniquely determined for \( n \geq N \). For \( n < N \), we take \( \theta(n) \) to be the smallest \( r \) realizing the minimum in (5.1).
Define

\[ \sigma(n) := \omega \left( \frac{1}{n} \right) \sum_{k=1}^{\theta} \frac{1}{k} + \sum_{k=\theta+1}^{n-1} \frac{\epsilon_p(k)}{k}, \]

\[ \tau(n) := \omega \left( \frac{1}{n} \right) \sum_{k=1}^{\theta} \frac{1}{k} + \sum_{k=\theta+1}^{n-1} \frac{\nu(k) - \nu(k-1)}{k^\frac{1}{p}}, \]

and

\[ \eta(n) := \omega \left( \frac{1}{n} \right) \sum_{k=1}^{\theta} \frac{1}{k} + \sum_{k=\theta+1}^{n-1} \Delta \left( \frac{1}{k^{\frac{1}{p}}} \right) \nu(k). \]

Our main result of this section may be formulated as follows.

**Theorem 5.2** Let \( \omega, \nu \) and \( p \) be as above. Then the following conditions are equivalent.

(i) The Fourier series of every function in the class \( H^\omega \cap V_p[\nu] \) converges uniformly;

(ii) \( \lim_{n \to \infty} \sigma(n) = 0 \);

(iii) \( \lim_{n \to \infty} \rho(n) = 0 \);

(iv) \( \lim_{n \to \infty} \tau(n) = 0 \);

(v) \( \lim_{n \to \infty} \eta(n) = 0 \).

The proof of this result is inspired by the method given in [10], but essential modifications involving construction of new auxiliary functions are required to control the distortions introduced by \( p \)th powers. In order to prove this result, several auxiliary lemmas of technical nature are required, and we collect them in the following subsection.

### 5.1 Technical Lemmas

Let us begin with recalling Abel’s transformation

\[ \sum_{k=1}^{n} x_k y_k = \sum_{k=1}^{n-1} \Delta(x_k) \sum_{j=1}^{k} y_j + x_n \sum_{j=1}^{n} y_j, \] (5.2)

which proves useful at several points in what follows.

**Lemma 5.3** With the above notation we have the following.

(a) \( \frac{\nu(\theta+1)}{(\theta+1)^\frac{1}{p}} \leq \omega \left( \frac{1}{n} \right) \leq \frac{\nu(\theta)}{\theta^\frac{1}{p}} \) whenever \( \theta < n - 1 \);

(b) \( \omega \left( \frac{1}{n} \right) < \frac{\nu(\theta)}{\theta^\frac{1}{p}} \) whenever \( \theta = n - 1 \).
**Proof** (a) Let \( \theta < n - 1 \). Then

\[
\omega \left( \frac{1}{n} \right) \sum_{k=1}^{\theta} \frac{1}{k} + \sum_{k=\theta+1}^{n-1} \frac{\nu(k)}{k^{1+\frac{1}{p}}} \leq \omega \left( \frac{1}{n} \right) \sum_{k=1}^{r} \frac{1}{k} + \sum_{k=r+1}^{n-1} \frac{\nu(k)}{k^{1+\frac{1}{p}}}
\]

where \( r = \theta - 1 \) or \( \theta + 1 \). This yields

\[
\frac{\nu(\theta + 1)}{(\theta + 1)^{\frac{1}{p}}} \leq \omega \left( \frac{1}{n} \right) \leq \frac{\nu(\theta)}{\theta^{\frac{1}{p}}}.
\]

Likewise, one may verify (b). \( \square \)

**Lemma 5.4** There exist sequences \( \varphi \) and \( \psi \) of positive integers with the following properties.

(a) \( \frac{\varphi(n)}{n} \to 0 \) and \( \frac{2n}{\varphi(n)} \leq n \omega \left( \frac{1}{n} \right) \leq \varphi(n) \uparrow \infty \) as \( n \to \infty \); (See Remark 2.3.)

(b) \( \sum_{k=\varphi(n)+1}^{n-1} \frac{\varepsilon_p(k)}{k} \to 0 \) as \( n \to \infty \);

(c) \( 4 \nu(\psi(n)^2) < \nu \left( \min \{ \varphi(n), \theta(n) \} \right) \) and \( \omega \left( \frac{1}{n} \right)^{-1} \geq \psi(n) \uparrow \infty \) as \( n \to \infty \).

**Proof** For large enough \( n \), let \( \beta_n \) be the greatest integer such that \( \beta_n \leq n \varepsilon_p(\beta_n) \). The \( \beta_n \) are well-defined since \( \nu(k) \uparrow \infty \) and \( \varepsilon_p(k) \downarrow 0 \) as \( k \to \infty \), which as well implies that \( \beta_n \uparrow \infty \) as \( n \to \infty \). Thus, we see that \( \frac{\beta_n}{n} \leq \varepsilon_p(\beta_n) \to 0 \).

Existence of a sequence \( \varphi \) satisfying (a) is guaranteed by defining \( \varphi(n) \) to be the smallest integer such that

\[
\varphi(n) \geq \max \left\{ \beta_n, n \omega \left( \frac{1}{n} \right), 2 \omega \left( \frac{1}{n} \right)^{-1} \right\}.
\]

On the other hand, from the definition of \( \beta_n \) it follows that \( n \varepsilon_p(\varphi(n) + 1) < \varphi(n) + 1 \), since \( \beta_n \leq \varphi(n) \). By using this fact, we obtain

\[
\sum_{k=\varphi(n)+1}^{n-1} \frac{\varepsilon_p(k)}{k} \leq \varepsilon_p(\varphi(n) + 1) \sum_{k=\varphi(n)+1}^{n-1} \frac{1}{k} \leq \frac{\varphi(n) + 1}{n} \sum_{k=\varphi(n)+1}^{n-1} \frac{1}{k} \leq \frac{\varphi(n) + 1}{n} \ln \frac{n}{\varphi(n)},
\]

which implies (b), since \( \frac{n}{\varphi(n)} \to \infty \) by (a). To see (c), as above let \( n \) be large enough such that \( 4 \nu(1) < \nu \left( \min \{ \varphi(n), \theta(n) \} \right) \), and define \( \gamma_n \) to be the greatest integer such
that $4\nu(\gamma_n^2) < \nu\left( \min\{\varphi(n), \theta(n)\} \right)$. Then evidently, we have $\gamma_n \uparrow \infty$ since $\varphi(n) \uparrow \infty$ and $\theta(n) \uparrow \infty$. Finally, by taking $\psi(n)$ to be the largest integer such that

$$\psi(n) \leq \min \left\{ \gamma_n, \omega \left( \frac{1}{n} \right)^{-1} \right\},$$

part (c) is obtained. \hfill \Box

**Notation.** In the sequel, we shall use the following symbols. For every $n$, $\mu(n) := \min\{\varphi(n), \theta(n)\}$ and $M(n) := \max\{\varphi(n), \theta(n)\}$.

Let $\{\sigma(n_i)\}$ be a subsequence of $\{\sigma(n)\}$ such that $\lim_{i \to \infty} \sigma(n_i) = \limsup_{n \to \infty} \sigma(n)$, and define

$$\tilde{\sigma}(n) := \omega \left( \frac{1}{n} \right) \sum_{k=\mu(n)}^{\mu(n)} \frac{1}{k} \chi(n) \sum_{k=\mu(n)+1}^{M(n)} \frac{\varepsilon_p(k)}{k},$$

where the sequence $\chi$ is defined as follows: $\chi(n) = 1$ when $\varphi(n) - \theta(n) > 0$, whereas $\chi(n) = 0$ when $\varphi(n) - \theta(n) \leq 0$.

**Lemma 5.5** With the above notation, the following two statements hold true.

(a) $\lim_{i \to \infty} \tilde{\sigma}(n_i) = \limsup_{n \to \infty} \sigma(n)$;

(b) $\sigma(n) - \tilde{\sigma}(n) \lesssim \omega \left( \frac{1}{n} \right) \ln \left( \omega \left( \frac{1}{n} \right)^{-1} \right) \lesssim \tilde{\sigma}(n)$.

**Proof** (a) By Lemma 5.4(c) we see that

$$\omega \left( \frac{1}{n} \right) \sum_{k=1}^{\psi(n)} \frac{1}{k} \lesssim \omega \left( \frac{1}{n} \right) \ln \left( \omega \left( \frac{1}{n} \right)^{-1} \right) \to 0. \quad (5.3)$$

On the other hand, Lemma 5.4(b) says that

$$\sum_{k=\varphi(n)+1}^{n-1} \frac{\varepsilon_p(k)}{k} \to 0. \quad (5.4)$$

With (5.3) and (5.4) in mind, (a) is proven when $\theta(n) < \varphi(n)$.

Now suppose that $\varphi(n) \leq \theta(n)$. By using Abel’s transformation, one can observe that

$$\sum_{k=\varphi(n)+1}^{\theta(n)} \frac{\nu(k)}{k^{1 + \frac{1}{p}}} = \sum_{k=\varphi(n)+1}^{\theta(n)} \frac{\nu(k) - \nu(k - 1)}{k^{1 - \frac{1}{p}}} = \frac{\nu(\theta(n))}{(\theta(n) + 1)^{\frac{1}{p}}} + \frac{\nu(\varphi(n))}{(\varphi(n) + 1)^{\frac{1}{p}}}. $$
So we get
\[
\omega\left(\frac{1}{n}\right) \sum_{k=\varphi(n)+1}^{\theta(n)} \frac{1}{k} \leq \frac{v(\theta(n))}{\theta(n)^{\frac{1}{p}}} \sum_{k=\varphi(n)+1}^{\theta(n)} \frac{1}{k} \leq \sum_{k=\varphi(n)+1}^{\theta(n)} \frac{v(k)}{k^{1+\frac{1}{p}}}
\]
(Lemma 2.2(iii))
\[
\approx \frac{v(\varphi(n))}{(\varphi(n) + 1)^{\frac{1}{p}}} + \sum_{k=\varphi(n)+1}^{n-1} \frac{\varepsilon_p(k)}{k} \to 0, \quad \text{as } n \to \infty,
\]
where the second inequality is a result of the fact that \(\frac{v(k)}{k^{\frac{1}{p}}} \downarrow\). Thus, part (a) is proven when \(\varphi(n) \leq \theta(n)\).

(b) Due to Lemma 5.3(a) and Lemma 5.4(a), we have
\[
\mu(n) + 1 \geq \frac{1}{\omega\left(\frac{1}{n}\right)}.
\]

Now \(\psi(n) \leq \sqrt{\mu(n)}\) implies
\[
\tilde{\sigma}(n) > \omega\left(\frac{1}{n}\right) \sum_{k=\psi(n)}^{\mu(n)} \frac{1}{k} \geq \omega\left(\frac{1}{n}\right) \sum_{k=\lceil\sqrt{\mu(n)}\rceil+1}^{\mu(n)} \frac{1}{k}
\]
\[
\gtrsim \omega\left(\frac{1}{n}\right) \ln(\mu(n) + 1) \gtrsim \omega\left(\frac{1}{n}\right) \ln \left(\omega\left(\frac{1}{n}\right)^{-1}\right).
\]

Without much difficulty, it can also be verified that
\[
\sigma(n) - \tilde{\sigma}(n) \lesssim \omega\left(\frac{1}{n}\right) \ln \left(\omega\left(\frac{1}{n}\right)^{-1}\right),
\]
and we leave it to the reader. \(\square\)

By using Lemma 5.4, Remark 2.3 and similar arguments in [10, P. 489], the following lemma is proven.

**Lemma 5.6** There exists an increasing subsequence \(\{l_k\}\) of \(\{n_i\}\) with the following properties.

(a) \(\varphi(l_k) < \psi(l_{k-1})\).
(b) \(\omega\left(\frac{1}{l_k}\right) < \varepsilon_p(\varphi(l_{k-1}))\).
(c) \(\varphi(l_{k-1}) < \psi(l_k)\).
(d) \(\psi(l_{k-1}) \omega\left(\frac{1}{l_k}\right) < \frac{1}{\delta\varepsilon_p} \tilde{\sigma}(l_{k-1})\).
(e) \(A_k \ln \left(A_k^{-1} \sum_{i=1}^{k-1} \omega\left(\frac{1}{l_i}\right) \varphi(l_i)\right) < \tilde{c} \tilde{\sigma}(l_k), \quad \text{where } A_k = \frac{l_{k-1}}{l_k} \omega\left(\frac{1}{l_{k-1}}\right)\).
Lemma 5.7 ([22]) Let \( \{\Delta_k\} \) be a sequence of disjoint intervals in \([0, 2\pi]\) and \( \{g_k\} \) be a sequence of \(2\pi\)-periodic functions such that \( g_k(x) = 0 \) for \( x \in [0, 2\pi] \setminus \Delta_k \). If the function \( g \) is defined by \( g = \sum_{k=1}^{\infty} g_k \) and \( \omega(g_k, \delta) \leq \omega(\delta) \), then \( \omega(g, \delta) \lesssim \omega(\delta) \).

Although the next lemma is presumably already known, the authors do not know of a reference, so a proof is included.

Lemma 5.8 Let \( a, b \in \mathbb{N} \) and \( a < b \). Then
\[
\int_{\frac{a\pi}{n}}^{\frac{b\pi}{n}} \frac{\sin^2 nt}{t} \, dt \geq \frac{1}{12} \sum_{i=a}^{b} \frac{1}{i}.
\]

Proof Case I. Suppose that \( 2a < b \). Then we have \( \ln \frac{b}{a} > \ln 2 > 0.32 \) and
\[
\frac{1}{2} \left( \ln \frac{b}{a} - \frac{1}{10} \right) > \frac{1}{12} \left( 1 + \ln \frac{b}{a} \right).
\] (5.5)

Also since
\[
\int_{\pi}^{\infty} \frac{\cos 2s}{s} \, ds < \frac{1}{10},
\]

and
\[
\int_{\frac{a\pi}{n}}^{\frac{b\pi}{n}} \frac{\sin^2 nt}{t} \, dt = \frac{1}{2} \left( \int_{\frac{a\pi}{n}}^{\frac{b\pi}{n}} \frac{dt}{t} - \int_{\frac{a\pi}{n}}^{\frac{b\pi}{n}} \frac{\cos 2nt}{t} \, dt \right)
\]
\[
= \frac{1}{2} \left( \int_{\frac{a\pi}{n}}^{\frac{b\pi}{n}} \frac{dt}{t} - \int_{a\pi}^{b\pi} \frac{\cos 2s}{s} \, ds \right),
\]

by (5.5) we get
\[
\int_{\frac{a\pi}{n}}^{\frac{2b\pi}{n}} \frac{\sin^2 nt}{t} \, dt > \frac{1}{2} \left( \ln \frac{b}{a} - \frac{1}{10} \right) > \frac{1}{12} \left( 1 + \ln \frac{b}{a} \right) \geq \frac{1}{12} \sum_{i=a}^{b} \frac{1}{i}.
\]

Case II. Let \( 2a \geq b \). Denote \( c = b - a \geq 1 \). Observe that \( 3a > c \) and \( ac + a + c \leq 3ac \). Therefore
\[
ac + a + c + c^2 \leq 6ac.
\]

Evidently,
\[
\frac{c + 1}{a} \leq \frac{6c}{a + c}.
\]
and
\[ \sum_{i=a}^{b} \frac{1}{i} \leq \frac{b - a + 1}{a} \leq \frac{6(b - a)}{b}. \]

Thus we obtain
\[ \frac{b - a}{2b} \geq \frac{1}{12} \sum_{i=a}^{b} \frac{1}{i}. \]

Now, using the above inequality, it follows that
\[
\int_{\frac{b\pi}{n}}^{\frac{a\pi}{n}} \frac{\sin^2 nt}{t} dt \geq \frac{n}{b\pi} \int_{\frac{b\pi}{n}}^{\frac{a\pi}{n}} \sin^2 nt dt = \frac{n}{b\pi} \cdot \frac{1}{2} \left( \int_{\frac{b\pi}{n}}^{\frac{a\pi}{n}} dt - \int_{\frac{b\pi}{n}}^{\frac{a\pi}{n}} \cos 2nt dt \right)
\]
\[ = \frac{n}{b\pi} \cdot \frac{(b - a)\pi}{2n} \geq \frac{1}{12} \sum_{i=a}^{b} \frac{1}{i}. \]

\[ \square \]

The terms \( Q_k \) defined in the next lemma naturally appear in proving the equivalence of (ii), (iii), (iv) and (v) in Theorem 5.2 (see next subsection). Although the proof is elementary, we include the details for completeness.

**Lemma 5.9** Let \( 1 \leq p < \infty \). Then for each positive integer \( k \) we have
\[ 1 - p^{-1} \leq Q_k \leq 2^{-\frac{1}{p}}, \] where \( Q_k := 1 - k + \frac{k^{1+\frac{1}{p}}}{(k+1)^{\frac{1}{p}}} \).

**Proof** We first show that the \( Q_k \) are bounded by \( 2^{-\frac{1}{p}} \). To this end, we define
\[ Q(t) := 1 - t + \frac{t^{1+\frac{1}{p}}}{(t+1)^{\frac{1}{p}}} \quad (t \geq 1), \]
so that \( Q(k) = Q_k, k \geq 1 \). One can verify that
\[ Q'(t) = R(t) - 1, \quad \text{where} \quad R(t) = \left( \frac{t}{t+1} \right)^{\frac{1}{p}} \left( 1 + \frac{1}{p(t+1)} \right), \]
and
\[ R'(t) = \frac{1}{p} \left( 1 + \frac{1}{p} \right) \left( \frac{t^{\frac{1}{p}-1}}{(t+1)^{2+\frac{1}{p}}} \right) > 0, \quad t \geq 1. \]
5.2 Proof of Theorem 5.2

We begin with the difficult part whose proof amounts to constructing a function $f_0$ in $H^o \cap V_p[v]$ that is closely connected to the sequence $\sigma$.

(i) $\Rightarrow$ (ii). To prove this part, we first define a sequence $\{f_k\}$ of functions as follows:

$$f_k(x) := \begin{cases} 
\sin(l_kx) \omega\left(\frac{1}{l_k}\right), & \text{if } x \in \left[\frac{\psi(l_k)}{l_k} \pi, \frac{\mu(l_k)}{l_k} \pi\right]; \\
\sin(l_kx) \chi (l_k) \epsilon_p(r), & \text{if } x \in \left[\frac{r}{l_k} \pi, \frac{(r+1)}{l_k} \pi\right]; \quad r = \mu(l_k) + 1, \ldots, M(l_k); \\
0, & \text{otherwise in } [0, 2\pi].
\end{cases}$$

Then, since $\psi(n) = o(n)$ by Lemma 5.6(a), the $f_k$ have disjoint supports and so the function $f_0 := \sum_{k=1}^{\infty} f_k$ is well-defined. Now, it is enough to show that $f_0 \in H^o \cap V_p[v]$ while there exist a subsequence $\{m_i\}$ of $\{l_i\}$ and a positive integer $N$ such that $\sigma(m_i) \lesssim |f_0(0) - S_{m_i}(f_0, 0)|$ for $i \geq N$ ($S_n(x) := S_n(f_0, x)$ designates the nth partial sum of the Fourier series of $f_0$). Towards this end, we need to verify the claims made below.

Claim I: $f \in H^o$.

Let $\theta(l_k) \leq \psi(l_k)$. If $x \in \left[\frac{\psi(l_k)}{l_k} \pi, \frac{\theta(l_k)}{l_k} \pi\right]$, then $\omega(f_k, \delta) \leq \omega(\delta)$. Now let $x \in \left[\frac{\pi}{l_k}, \frac{(r+1)}{l_k} \pi\right]$ and $r = \theta(l_k), \ldots, \psi(l_k) - 1$. Applying Lemma 5.3 for $r = \theta(l_k) + 1, \ldots, \psi(l_k) - 1$ along with the fact that $\epsilon_p(r) \downarrow$, we get

$$\epsilon_p(r) \leq \epsilon_p(\theta(l_k) + 1) \leq \frac{\nu(\theta(l_k) + 1)}{(\theta(l_k) + 1)^{\frac{1}{p}}} \leq \omega\left(\frac{1}{l_k}\right). \quad (5.6)$$

Thus $\omega(f_k, \delta) \leq 2\omega(\delta)$ for $0 \leq \delta \leq \pi$. By Lemma 5.7 and similar arguments as in [22], we observe that $f_0 \in H^o$. Likewise, one can verify that the above argument is valid when $\theta(l_k) > \psi(l_k)$.

Claim II: $f \in V_p[v]$.

We prove the claim for the case $\theta(l_k) \leq \phi(l_k)$; the proof of the case $\theta(l_k) > \phi(l_k)$ is similar. Evidently by definition of $\phi$ and $\psi$ we have

$$\phi(l_k) - \psi(l_k) > \frac{2}{\omega(\frac{1}{l_k})} - \frac{1}{\omega(\frac{1}{l_k})} = \frac{1}{\omega(\frac{1}{l_k})} \to \infty. \quad (5.7)$$
Thus \( \sum_{k=1}^{\infty} (\varphi(l_k) - \psi(l_k)) = \infty \). Applying (5.7) and Lemma 5.6(c), we obtain
\[
\varphi(l_k) - \psi(l_k) < \psi(l_{k+1}) - \psi(l_k) < \psi(l_{k+1}) < \omega \left( \frac{1}{l_{k+1}} \right)^{-1} < \varphi(l_{k+1}) - \psi(l_{k+1}).
\] (5.8)

Applying (5.6) and Lemma 5.6(b) yields
\[
\omega \left( \frac{1}{l_k} \right) \geq \varepsilon_p (\theta(l_k) + 1) \geq \varepsilon_p (\phi(l_k)) \geq \omega \left( \frac{1}{l_{k+1}} \right) \geq \varepsilon_p (\theta(l_{k+1}) + 1).
\] (5.9)

At the same time, for all \( m \in \mathbb{N} \), we have
\[
\nu_p(\varphi(l_k) - \psi(l_k) + m, f_k) = \nu_p(\varphi(l_k) - \psi(l_k), f_k).
\] (5.10)

Also, if \( m < \varphi(l_k) - \psi(l_k) \), then by (5.8) and (5.9) we get
\[
\nu_p(m, f_k) \geq \nu_p(m, f_{k+1}).
\] (5.11)

Now we estimate the modulus of variation of \( f_0 \). Let \( n \) be large enough. There exists \( k_0 \) such that
\[
n_0 := \sum_{k=1}^{k_0-1} (\varphi(l_k) - \psi(l_k)) \leq n < \sum_{k=1}^{k_0} (\varphi(l_k) - \psi(l_k)).
\]

Using (5.10), for \( 1 \leq k \leq k_0 - 1 \), we obtain
\[
\nu_p(\varphi(l_k) - \psi(l_k) + n - n_0, f_k) = \nu_p(\varphi(l_k) - \psi(l_k), f_k).
\] (5.12)

On the other hand, it follows from (5.8) that
\[
n - n_0 < \varphi(l_{k_0+1}) - \psi(l_{k_0+1}).
\] (5.13)

In view of (5.11) and (5.13), we conclude that
\[
\nu_p(n - n_0, f_k) \geq \nu_p(n - n_0, f_{k+1}), \quad k \geq k_0 + 1.
\] (5.14)
Hence, due to (5.10), (5.12) and (5.14), it follows that

\[
\upsilon_p(n, f_0) = \upsilon_p\left(n - n_0 + \sum_{k=1}^{k_0-1} (\varphi(l_k) - \psi(l_k)), f_0\right)
\leq \sum_{k=1}^{k_0-1} \upsilon_p(\varphi(l_k) - \psi(l_k), f_k) + \upsilon_p(n - n_0, f_{k_0}).
\quad (5.15)
\]

To simplify notation, we omit \(l_k\) in \(\theta(l_k), \psi(l_k)\) and \(\varphi(l_k)\) which should not cause any ambiguity. Suppose \(\theta < \phi\). We get

\[
\upsilon_p\left(\varphi - \psi, f_k\right) \leq 2\omega \left(\frac{1}{l_k}\right)^{\frac{1}{p}} \left(\varphi - \psi\right)^{\frac{1}{p}} + 2 \left(\sum_{r=\theta+1}^{\phi} \varepsilon_p(r)\right)^{\frac{1}{p}}
\leq 2\omega \left(\frac{1}{l_k}\right)^{\frac{1}{p}} \left(\theta - \psi\right)^{\frac{1}{p}} + 2 \left(\varphi - \psi\right)^{\frac{1}{p}}
\leq 2\omega \left(\frac{1}{l_k}\right)^{\frac{1}{p}} \theta^{\frac{1}{p}} + 2\nu(\varphi) \leq 4\nu(\varphi),
\]

where the last inequality follows from Lemma 5.3.

It follows from Lemma 5.4(c) that

\[
4\nu(\psi) < \nu(\theta) < \nu(\phi)
\]
or

\[
\nu(\varphi) < 2(\nu(\varphi) - \nu(\psi)).
\]

Hence

\[
\upsilon_p\left(\varphi(l_k) - \psi(l_k), f_k\right) \leq 8 \left(\nu(\varphi(l_k)) - \nu(\psi(l_k))\right).
\quad (5.16)
\]

A similar argument is valid when \(\theta > \varphi\).

**Estimation of** \(\upsilon_p(n - n_0, f_{k_0})\): We deal with the following three cases.

**Case 1:** \(\theta(l_{k_0}) < \varphi(l_{k_0})\) and \(n - n_0 \leq \theta(l_{k_0}) - \psi(l_{k_0})\);

**Case 2:** \(\theta(l_{k_0}) < \varphi(l_{k_0})\) and \(n - n_0 > \theta(l_{k_0}) - \psi(l_{k_0})\);

**Case 3:** \(\theta(l_{k_0}) \geq \varphi(l_{k_0})\).

As Lemma 5.6(c) readily yields \(n_0 < \psi(l_{k_0})\), in Case 1 we have

\[
n \leq \theta(l_{k_0}) - \psi(l_{k_0}) + n_0 < \theta(l_{k_0}).
\quad (5.17)
By abuse of notation, we write \( \varphi := \varphi(l_{k_0}) \), \( \theta := \theta(l_{k_0}) \) and \( \psi := \psi(l_{k_0}) \) for the sake of simplicity. Now, by Lemma 5.3 we obtain
\[
\nu_p(n-n_0, f_{k_0}) \leq \left( \sum_{r=1}^{n-n_0} \left( 2\omega \left( \frac{1}{l_{k_0}} \right) \right)^p \right)^{\frac{1}{p}} \\
\leq 2\omega \left( \frac{1}{l_{k_0}} \right) (n-n_0)^{\frac{1}{p}} \\
\leq 2\omega \left( \frac{1}{l_{k_0}} \right) n^{\frac{1}{p}} \leq 2 \frac{\nu(\theta)}{\theta^{\frac{1}{p}}} n^{\frac{1}{p}}.
\]

Also, by (5.17) and taking into account the fact that \( \frac{\nu(r)}{r^{\frac{1}{p}}} \downarrow \), we get
\[
\nu_p(n-n_0, f_{k_0}) \leq 2 \frac{\nu(\theta)}{\theta^{\frac{1}{p}}} n^{\frac{1}{p}} \leq 2 \frac{\nu(n)}{n^{\frac{1}{p}}} n^{\frac{1}{p}} = 2\nu(n). \tag{5.18}
\]

Let us now consider Case 2, that is, when \( \theta < \varphi \) and \( n-n_0 > \theta - \psi \). First note that by Lemma 5.4(c), we have \( \psi^2 < \theta \). As a result,
\[
n > \theta - \psi + n_0 > \psi^2 - \psi + n_0 > \psi. \tag{5.19}
\]

Recalling the definition of \( f_{k_0} \), we observe that
\[
\left( \nu_p(n-n_0, f_{k_0}) \right)^p \leq 2^p \omega \left( \frac{1}{l_{k_0}} \right)^p (\theta - \psi) + 2^p \sum_{r=\theta+1}^{n-n_0+\psi} \epsilon_p(r)^p \\
= 2^p \omega \left( \frac{1}{l_{k_0}} \right)^p (\theta - \psi) + 2^p \left( \nu(n-n_0+\psi)^p - \nu(\theta)^p \right) \\
\overset{(\text{Lemma 5.3})}{\leq} 2^p \frac{\nu(\theta)^p}{\theta} (\theta - \psi) + 2^p \left( \nu(n-n_0+\psi)^p - \nu(\theta)^p \right) \\
= 2^p \nu(n-n_0+\psi)^p.
\]

Thus, by (5.19) one obtains
\[
\nu_p(n-n_0, f_{k_0}) \leq 2\nu(n-n_0+\psi) \\
\leq 2\nu(n) + 2\nu(\psi) \\
\leq 4\nu(n). \tag{5.20}
\]

Now we turn to Case 3. In this case, due to the choice of \( k_0 \), we see that
\[
n-n_0 < \varphi(l_{k_0}) - \psi(l_{k_0}) \\
\leq \theta(l_{k_0}) - \psi(l_{k_0})
\]
With an argument similar to that of Case 1, it follows that

$$\nu_p(n - n_0, f_{k_0}) < 2\nu(n). \quad (5.21)$$

Applying (5.16), (5.18), (5.20) and (5.21), we obtain from (5.15) that

$$\nu_p(n, f_0) \lesssim \nu(n) + \sum_{k=1}^{k_0-1} \nu(\varphi(l_k) - \psi(l_k)).$$

But note that

$$\sum_{k=1}^{k_0-1} \nu(\varphi(l_k)) - \nu(\psi(l_k)) \leq \sum_{k=1}^{k_0-1} \nu(\varphi(l_k)) - \nu(\varphi(l_{k-1}))$$

$$\leq \nu(\varphi(l_{k_0-1})) \leq \nu(\varphi(l_{k_0-1}) - \psi(l_1)) + \nu(\psi(l_1)).$$

Since $$\varphi(n) \geq 2\psi(n)$$ for all $$n$$, we have

$$\psi(l_{k_0-1}) \leq \varphi(l_{k_0-1}) - \psi(l_{k_0-1}).$$

As a result, we get

$$\psi(l_1) \leq \psi(l_{k_0-1}) \leq \sum_{k=1}^{k_0-1} \varphi(l_k) - \psi(l_k) < n,$$

and thus

$$\nu\left(\varphi(l_{k_0-1}) - \psi(l_1)\right) \leq \nu\left(\varphi(l_{k_0-1}) - \psi(l_1) + \sum_{k=2}^{k_0-2} \varphi(l_k) - \psi(l_k)\right)$$

$$\leq \nu\left(\psi(l_{k_0-1}) + \sum_{k=1}^{k_0-1} \varphi(l_k) - \psi(l_k)\right)$$

$$\leq \nu\left(2 \sum_{k=1}^{k_0-1} \varphi(l_k) - \psi(l_k)\right)$$

$$\leq 2\nu(n).$$

Consequently,

$$\sum_{k=1}^{k_0-1} \nu(\varphi(l_k)) - \nu(\psi(l_k)) \leq 3\nu(n).$$

Therefore $$f_0 \in V_p[\nu]$$.
Claim III: There exist a subsequence \( \{m_i\} \) of \( \{l_k\} \subseteq \{n_i\} \) and a positive integer \( N \) such that \( \sigma(m_i) \lesssim |f_0(0) - S_{m_i}(f_0, 0)| \) for \( i \geq N \).

First of all, note that if the claim holds true, then since by hypothesis we have \( |f_0(0) - S_{m_i}(f_0, 0)| \to 0 \), we conclude that \( \sigma(m_i) \to 0 \) as \( i \to \infty \). But the convergence of \( \{\sigma(n_i)\} \) implies

\[
\limsup_{n \to \infty} \sigma(n) = \lim_{i \to \infty} \sigma(n_i) = \lim_{i \to \infty} \sigma(m_i) = 0.
\]

This means that \( \sigma(n) \to 0 \) as \( n \to \infty \).

In order to see the claim, it suffices to show that

\[
\limsup_{k \to \infty} \frac{|f_0(0) - S_{l_k}(f_0, 0)|}{\sigma(l_k)} = \alpha > 0,
\]

since in that case, we may find a subsequence \( \{m_i\} \) of \( \{l_k\} \) such that

\[
\lim_{i \to \infty} \frac{|f_0(0) - S_{m_i}(f_0, 0)|}{\sigma(m_i)} = \alpha.
\]

This implies the existence of a positive integer \( N \) such that

\[
\frac{\alpha}{2} \cdot \sigma(m_i) \lesssim |f_0(0) - S_{m_i}(f_0, 0)|, \quad \text{for } i \geq N.
\]

Let us now prove (5.22). It is well known (see, e.g., [2, p. 101]) that for any \( 2\pi \)-periodic continuous function \( f(x) \), we have the estimate

\[
S_n(f, x) - \tilde{S}_n(f, x) = O\left(\frac{\omega(\pi, f)}{n}\right),
\]

where

\[
\tilde{S}_n(f, x) = \frac{1}{\pi} \int_{-\pi}^{\pi} f(x + t) \sin nt \frac{t}{t} dt.
\]

Hence, taking into account the fact that \( f_0(0) = 0 \), we get

\[
|S_{l_k}(f_0, 0) - f_0(0)| > \left|\tilde{S}_{l_k}(f_0, 0) - f_0(0)\right| - C \cdot \omega\left(\frac{1}{l_k}, f_0\right),
\]

where \( C \) is a positive constant. Applying Lemma 5.8 with \( n := l_k, a := \psi(l_k) \) and \( b := \theta(l_k) \) yields

\[
\omega\left(\frac{1}{l_k}\right) \int_{\psi(l_k)\pi}^{\theta(l_k)\pi} \sin^2 \frac{l_k t}{t} dt \geq \frac{1}{12} \omega\left(\frac{1}{l_k}\right) \sum_{i=\psi(l_k)}^{\theta(l_k)} \frac{1}{i}.
\]
Also, since
\[ \int_{\frac{r \pi}{l_k}}^{\frac{(r+1)\pi}{l_k}} \frac{\sin^2 l_k t}{t} \, dt > \frac{1}{12r}, \]
we obtain
\[ \widetilde{S}_{l_k}(f_k, 0) = \frac{1}{\pi} \int_{0}^{2\pi} f_k(t) \frac{\sin l_k t}{t} \, dt \]
\[ = \frac{1}{\pi} \left\{ \omega \left( \frac{1}{l_k} \right) \int_{\frac{\theta(l_k)\pi}{l_k}}^{\frac{\phi(l_k)\pi}{l_k}} \frac{\sin^2 l_k t}{t} \, dt + \sum_{r=\theta(l_k)+1}^{\phi(l_k)} \varepsilon_p(r) \int_{\frac{r \pi}{l_k}}^{\frac{(r+1)\pi}{l_k}} \frac{\sin^2 l_k t}{t} \, dt \right\} \]
\[ \geq \frac{1}{12\pi} \left\{ \omega \left( \frac{1}{l_k} \right) \sum_{i=\psi(l_k)}^{\theta(l_k)} \frac{1}{i} + \sum_{r=\theta(l_k)+1}^{\phi(l_k)} \varepsilon_p(r) \right\} = \frac{1}{12\pi} \bar{\sigma}(l_k). \]

Now define
\[ G_k(x) := \sum_{s=1}^{k-1} f_s(x) \]
and
\[ F_k(x) := \sum_{s=k+1}^{\infty} f_s(x). \]

The rest of the proof follows along the lines of the last part of the proof of [10, Theorem 3, p. 492]. So we omit the details and we only give a sketch of proof.

As \( G_k \) is of bounded variation, by making use of an estimate of Stechkin (see [23, Inequality (7)]) along with (5.23) and Lemma 5.6(e) (taking \( \tilde{c} = 1/36\pi \tilde{c} \)), we get
\[ \widetilde{S}_{l_k}(G_k, 0) \leq \tilde{c} A_k \ln \left( A_k^{-1} \sum_{i=1}^{k-1} \omega \left( \frac{1}{l_i} \right) \varphi(l_i) \right) \]
\[ < \tilde{c} \bar{\sigma}(l_k) < \frac{1}{36\pi} \bar{\sigma}(l_k). \]

In addition, since \( \left( 0, \frac{\psi(l_k)\pi}{l_k} \right) \) contains the support of \( F_k \), Lemma 5.6(d) implies
\[ \widetilde{S}_{l_k}(F_k, 0) < \frac{1}{36\pi} \bar{\sigma}(l_k), \]
Thus we arrive at
\[ |\tilde{S}_k(f_0, 0)| \geq |\tilde{S}_k(f_k, 0)| - |\tilde{S}_k(F_k, 0)| - |\tilde{S}_k(G_k, 0)| \geq \frac{1}{36\pi} \tilde{\sigma}(l_k). \]

By applying Lemma 5.5, we obtain
\[ |S_k(f_0, 0) - f_0(0)| \sigma(l_k) > C_1 - C_2 \frac{\omega(1/l_k)}{\sigma(l_k)}, \]

while \( f_0 \in H^\omega \) implies
\[ |S_k(f_0, 0) - f_0(0)| \sigma(l_k) > C_3 - C_4 \frac{\omega(1/n)}{\sigma(l_k)}, \]

where \( C_i > 0 \ (i = 1, \ldots, 4) \) are positive constants. Note that by Lemma 5.5(b), it follows that \( \omega(1/l_k)/\sigma(l_k) \to 0 \) as \( k \to \infty \), and hence
\[ \limsup_{k \to \infty} \frac{|S_k(f_0, 0) - f_0(0)|}{\sigma(l_k)} > 0. \]

This completes the proof.

(ii) \( \Rightarrow \) (i). Following along the lines of the proof of [10, Theorem 1] (see also [4, Theorem 8]), we obtain
\[
\|f(x) - S_n(f, x)\|_\infty \lesssim \omega\left(\frac{1}{n}, f\right) \sum_{k=1}^\theta \frac{1}{k} + \sum_{k=\theta+1}^{n-1} \frac{v_k(k, f)}{k^{1+\frac{1}{p}}} + \frac{v(n, f)}{n^{\frac{1}{p}}} \]  
\[ \text{(Hölder’s inequality)} \]
\[ \lesssim \omega\left(\frac{1}{n}, f\right) \sum_{k=1}^\theta \frac{1}{k} + \sum_{k=\theta+1}^{n-1} \frac{v(k) - v(k-1)}{k^{\frac{1}{p}}} 
+ \frac{v(n)}{n^{\frac{1}{p}}} \]  
\[ \text{(Abel’s transformation)} \]
\[ \lesssim \omega\left(\frac{1}{n}, f\right) \sum_{k=1}^\theta \frac{1}{k} + \sum_{k=\theta+1}^{n-1} \frac{v_k(k)}{k^{\frac{1}{p}}} + \frac{v(n)}{n^{\frac{1}{p}}} 
+ \frac{v(n)}{n^{\frac{1}{p}}(\text{Lemma 2.2(iii))}}. \]

Since \( v(n) = o(n^{\frac{1}{p}}) \), we conclude that \( \|f(x) - S_n(f, x)\|_\infty \to 0 \) as \( n \to 0. \)
(ii) ⇔ (iii) ⇔ (iv) ⇔ (v). By applying Abel’s transformation, we obtain

\[
\sum_{k=\theta+1}^{n-1} \frac{v(k) - v(k-1)}{k^{1/p}} = \sum_{k=\theta+1}^{n-1} \Delta \left( k^{1/p} \right) v(k) + \frac{v(n-1)}{n^{1/p}} - \frac{v(\theta)}{(\theta + 1)^{1/p}}.
\]

This implies (iv) ⇔ (v). Furthermore,

\[
\sum_{k=\theta+1}^{n-1} \frac{v(k)}{k^{1+1/p}} = \frac{v(\theta)}{(\theta + 1)^{1/p}} - \frac{v(n-1)}{n^{1/p}} + \sum_{k=\theta+1}^{n-1} \frac{v(k) - v(k-1)}{k^{1/p}} + \sum_{k=\theta+1}^{n-1} \frac{v(k)}{k^{1+1/p}} Q_k, \tag{5.24}
\]

where \( Q_k \) is defined as in Lemma 5.9, using which we obtain

\[
(1 - p^{-1}) \sum_{k=\theta+1}^{n-1} \frac{v(k)}{k^{1+1/p}} < \sum_{k=\theta+1}^{n-1} \frac{v(k)}{k^{1+1/p}} Q_k < 2^{-1/p} \sum_{k=\theta+1}^{n-1} \frac{v(k)}{k^{1+1/p}}. \tag{5.25}
\]

Combining these inequalities with (5.24), we see that (iii) ⇔ (iv).

To conclude, let us verify (ii) ⇔ (iii). Applying Abel’s transformation and Hölder’s inequality yields

\[
\sum_{k=\theta+1}^{n-1} \frac{\varepsilon_p(k)}{k} \leq \frac{v(n-1)}{(n-1)^{1/p}} + \sum_{k=\theta+1}^{n-1} \frac{v(k)}{k^{1+1/p}}.
\]

Also, using (5.24), (5.25) and Lemma 2.2(iii) we get

\[
\sum_{k=\theta+1}^{n-1} \frac{v(k)}{k^{1+1/p}} \lesssim \frac{v(\theta)}{(\theta + 1)^{1/p}} - \frac{v(n-1)}{n^{1/p}} + \sum_{k=\theta+1}^{n-1} \frac{v(k) - v(k-1)}{k^{1/p}} \lesssim \frac{v(\theta)}{(\theta + 1)^{1/p}} + \sum_{k=\theta+1}^{n-1} \frac{\varepsilon_p(k)}{k}. \tag{5.26}
\]

From (5.26) and (5.26), it follows that (ii) ⇔ (iii). \( \square \)

6 Embedding Schramm Spaces into \( V_p[\nu] \)

In this section, we shall describe relationships between \( V_p[\nu] \) and various spaces of functions of generalized bounded variation. In this regard, \( \Phi BV \) provides us with a suitable framework, by allowing for an extension of several such spaces (see Remark 2.1).
We should remark in passing that (3.1) implies as well

\[ V[v(n)] \leftrightarrow V_p[v(n)] \leftrightarrow V[v(n)n^{1-\frac{1}{p}}], \]

clarifying relations between \( V_p[v] \) and Chanturiya classes.\(^3\)

The following lemma will be used in the proof of the sufficiency part of Theorem 6.2. This was first proven in [29]. For each \( n \), \( \Phi_n^{-1}(x) \) denotes the inverse of the function \( \Phi_n(x) := \sum_{j=1}^{n} \phi_j(x), x \geq 0. \)

**Lemma 6.1** Let \( 1 < p < \infty \) and \( n \in \mathbb{N} \). If \( f \in \Phi BV \) and \( \{x_j\} \) is a nonincreasing sequence of nonnegative real numbers such that

\[
\sum_{j=1}^{n} \phi_j(x_j) \leq \text{Var}_\Phi(f),
\]

then

\[
\left( \sum_{j=1}^{n} x_j^p \right)^{\frac{1}{p}} \leq 16 \max_{1 \leq m \leq n} m^{\frac{1}{p}} \Phi_m^{-1}(\text{Var}_\Phi(f)).
\]

The proof of the following result uses techniques form [17] and [18].

**Theorem 6.2** Let \( \Phi \) be a \( \Phi \)-sequence, \( \nu \) be a modulus of variation and \( 1 \leq p < \infty \). Then \( \Phi BV \) embeds into \( V_p[\nu] \) if and only if

\[
\limsup_{n \to \infty} \frac{1}{\nu(n)} \max_{1 \leq k \leq n} k^{\frac{1}{p}} \Phi_k^{-1}(1) < \infty. \tag{6.1}
\]

**Proof** (Proof) For simplicity, we shall assume throughout the proof that all functions are defined on \([0, 1]\). Suppose (6.1) does not hold. Then there exist sequences \( \{n_k\} \) and \( \{m_k\} \) such that \( n_k > 2^{k+2} \) and,

\[
1 \leq m_k \leq n_k, \tag{6.2}
\]

\[
\frac{m_k^{\frac{1}{p}} \Phi_{m_k}^{-1}(1)}{\nu(n_k)} > 2^{4k}, \tag{6.3}
\]

where

\[
\max_{1 \leq \gamma \leq n_k} \gamma^{\frac{1}{p}} \Phi_{\gamma}^{-1}(1) = m_k^{\frac{1}{p}} \Phi_{m_k}^{-1}(1).
\]

\(^3\) Note of course that \( \nu(n)n^{1-\frac{1}{p}} \) is not automatically concave. But this does not cause any problem as it is always quasiconcave (see [17, Remark 2]).
For each $k$, let $s_k$ be the largest integer such that $2s_k - 1 \leq 2^{-k}n_k$, and put $r_k := \min\{m_k, s_k\}$. Then define

$$f_k(x) := \begin{cases} 2^{-k}\Phi_{m_k}^{-1}(1), & \text{if } x \in [2^{-k} + \frac{2j-2}{n_k}, 2^{-k} + \frac{2j-1}{n_k}); \quad 1 \leq j \leq r_k, \\ 0, & \text{otherwise in } [0, 1]. \end{cases}$$

Since the $f_k$ have disjoint supports,

$$f(x) := \sum_{k=1}^{\infty} f_k(x)$$

is well-defined. Furthermore, one can without much difficulty verify that for each positive integer $k$,

$$\text{Var}_\Phi(f_k) = \sum_{j=1}^{r_k} \phi_j(2^{-k}\Phi_{m_k}^{-1}(1)), \quad (6.4)$$

and

$$\text{Var}_\Phi(f) \leq \sum_{k=1}^{\infty} \text{Var}_\Phi(f_k). \quad (6.5)$$

Since for each $k$, $\Phi_{m_k}$ is an increasing convex function with $\Phi_{m_k}(0) = 0$, it can be observed that

$$\Phi_{m_k}(\alpha x) \leq \alpha \Phi_{m_k}(x) \quad (0 < \alpha < 1, \quad x \geq 0).$$

By using this fact, along with (6.4) and (6.5), we obtain

$$\text{Var}_\Phi(f) \leq \sum_{k=1}^{\infty} \sum_{j=1}^{r_k} \phi_j(2^{-k}\Phi_{m_k}^{-1}(1))$$

$$= \sum_{k=1}^{\infty} \Phi_{2r_k}(2^{-k}\Phi_{m_k}^{-1}(1))$$

$$\leq \sum_{k=1}^{\infty} \Phi_{2m_k}(2^{-k}\Phi_{m_k}^{-1}(1))$$

$$\leq \sum_{n=1}^{\infty} 2\Phi_{m_k}(2^{-k}\Phi_{m_k}^{-1}(1)) < \infty.$$ 

Therefore, $f \in \Phi BV$. 

Let us now show that \( f \notin V_p[v] \). First note that by the definition of \( s_k \) we have \( 2(s_k + 1) - 1 > 2^{-k}n_k \). Combining this fact with inequality \( n_k > 2k+2 \) yields
\[
2s_k - 1 \geq 2^{-k-1}n_k. \tag{6.6}
\]
Therefore, if \( r_k = s_k \), it follows from (6.2) and (6.6) that
\[
2r_k - 1 \geq 2^{-k-1}n_k \geq 2^{-k-m_k},
\]
and if \( r_k = m_k \), we get \( 2r_k - 1 \geq m_k \). Thus in any case we have
\[
(2r_k - 1) \frac{1}{p} \Phi_{m_k}^{-1}(1) \geq 2 \frac{-k-1}{p} m_k \frac{1}{p} \Phi_{m_k}^{-1}(1). \tag{6.7}
\]
As a result, by letting
\[
I_j := \left[ 2^{-k} + \frac{j - 1}{n_k}, 2^{-k} + \frac{j}{n_k} \right], \quad 1 \leq j \leq 2r_k - 1,
\]
from (6.7) we get
\[
u_p(n_k, f) \geq \left( \sum_{j=1}^{2r_k-1} \{|f(I_j)|/p\} \right)^{\frac{1}{p}} = (2r_k - 1) \frac{1}{p} 2^{-k} \Phi_{m_k}^{-1}(1) \geq 2 \frac{-k-p-k-1}{p} m_k \frac{1}{p} \Phi_{m_k}^{-1}(1). \tag{6.8}
\]
Finally, using (6.3) and (6.8) we conclude that
\[
u_p(n_k, f) \geq \frac{2^{-k-p-k-1}}{p} m_k \frac{1}{p} \Phi_{m_k}^{-1}(1) \frac{1}{v(n_k)} \geq 2 \frac{-k-p-k-1}{p} \cdot 2^4 k \geq 2^k,
\]
which means \( f \notin V_p[v] \).

Conversely, let \( f \in \Phi BV \). Then there exists a constant \( c > 0 \) such that \( \text{Var}_\Phi(cf) < \infty \). Without loss of generality we may assume that \( c = 1 \). Let \( n \in \mathbb{N} \) and \( \{I_j\}_{j=1}^n \) be a nonoverlapping collection of subintervals of \([0, 1]\). We consider two cases:

**Case I:** \( p = 1 \). Since \( \Phi_n \) is convex, from Jensen’s inequality we get
\[
\Phi_n \left( \frac{\sum_{j=1}^n |f(I_j)|}{n} \right) \leq \sum_{j=1}^n \frac{\Phi_n(|f(I_j)|)}{n}. \tag{6.9}
\]
On the other hand, by rearranging the terms of the right hand side of (6.9) we may write
\[
\sum_{j=1}^{n} \Phi_{n}(|f(I_j)|) = \left( \phi_1(|f(I_1)|) + \phi_2(|f(I_2)|) + \ldots + \phi_n(|f(I_n)|) \right)
\]
\[
+ \left( \phi_2(|f(I_1)|) + \phi_3(|f(I_2)|) + \ldots + \phi_1(|f(I_n)|) \right)
\]
\[
\vdots
\]
\[
+ \left( \phi_n(|f(I_1)|) + \phi_1(|f(I_2)|) + \ldots + \phi_{n-1}(|f(I_n)|) \right) \leq n \text{Var}_{\Phi}(f).
\]
Combining this with (6.9) yields
\[
\Phi_{n} \left( \sum_{j=1}^{n} \frac{|f(I_j)|}{n} \right) \leq \text{Var}_{\Phi}(f).
\]
Since \( \Phi_{n}^{-1}(0) = 0 \) for all \( n \), making use of the concavity of \( \Phi_{n}^{-1} \) one can easily verify that for all \( \alpha, x \geq 0 \),
\[
\Phi_{n}^{-1}(\alpha x) \leq (1 + \alpha) \Phi_{n}^{-1}(x). \tag{6.10}
\]
Applying this fact with \( \alpha = \text{Var}_{\Phi}(f) \) and \( x = 1 \), an estimation of the sum \( \sum_{j=1}^{n} |f(I_j)| \) is obtained:
\[
\sum_{j=1}^{n} |f(I_j)| \leq (1 + \text{Var}_{\Phi}(f)) n \Phi_{n}^{-1}(1)
\]
\[
= (1 + \text{Var}_{\Phi}(f)) \max_{1 \leq k \leq n} k \Phi_{k}^{-1}(1).
\]
**Case II:** \( p > 1 \). Without loss of generality, we may assume that the \( |f(I_j)| \) are arranged in descending order. Then taking \( x_j := |f(I_j)| \) in Lemma 6.1 and using (6.10) yields
\[
\left( \sum_{j=1}^{n} |f(I_j)|^{p} \right)^{\frac{1}{p}} \leq 16 (1 + \text{Var}_{\Phi}(f)) \max_{1 \leq k \leq n} k^{\frac{1}{p}} \Phi_{k}^{-1}(1).
\]
Consequently, in each case \( f \in V_p[v] \) as \( n \) was arbitrary.

With suitable choices of \( \Phi \) in the above theorem we obtain characterizations of the embedding \( X \hookrightarrow V_p[v] \), for various function spaces \( X \) considered in the literature.

**Corollary 6.3** Let \( \phi \) be an Orlicz function, \( \Lambda \) be a \( \Lambda \)-sequence, and \( 1 \leq p, q < \infty \). Then
(i) $BV_q \hookrightarrow V_p[v] \iff \limsup_{n \to \infty} \frac{1}{v(n)} \max_{1 \leq k \leq n} k^{\frac{1}{p} - \frac{1}{q}} < \infty$;

(ii) $V_\phi \hookrightarrow V_p[v] \iff \limsup_{n \to \infty} \frac{1}{v(n)} \max_{1 \leq k \leq n} k^{\frac{1}{p}} \phi^{-1}\left(\frac{1}{k}\right) < \infty$;

(iii) $\Lambda BV \hookrightarrow V_p[v] \iff \limsup_{n \to \infty} \frac{1}{v(n)} \max_{1 \leq k \leq n} \frac{k^{\frac{1}{p}}}{\sum_{j=1}^{k} \frac{1}{\lambda_j}} < \infty$;

(iv) $\Lambda BV^{(q)} \hookrightarrow V_p[v] \iff \limsup_{n \to \infty} \frac{1}{v(n)} \max_{1 \leq k \leq n} k^{\frac{1}{p}} \left(\sum_{j=1}^{k} \frac{1}{\lambda_j}\right)^{-\frac{1}{q}} < \infty$; and

(v) $\phi \Lambda BV \hookrightarrow V_p[v] \iff \limsup_{n \to \infty} \frac{1}{v(n)} \max_{1 \leq k \leq n} \frac{k^{\frac{1}{p}} \phi^{-1}\left(\left(\sum_{j=1}^{k} \frac{1}{\lambda_j}\right)^{-1}\right)} < \infty$.

As another consequence of Theorem 6.2 we have the main result of [17].

**Corollary 6.4** Let $\Phi$ be a $\Phi$-sequence and $v$ be a modulus of variation. Then $\Phi BV$ embeds into $V[v]$ if and only if

$$\limsup_{n \to \infty} \frac{n \Phi^{-1}(1)}{v(n)} < \infty.$$ 

7 Symmetric Sequence Spaces, Generalized Variation and Fourier Series

In this section we discuss consequences of Theorem 6.2 for certain symmetric sequence spaces. This connection is provided via a pivotal result of Berezhnoi [4] that translates embedding theorems between symmetric sequence spaces with the Fatou property to embedding theorems between their corresponding spaces of functions of generalized bounded variation, and vice versa. In the second part of this section we apply results from [5] to obtain a convergence result of Dirichlet–Jordan type for $V_p[v]$, as well as to estimate the Fourier coefficients of functions in $V_p[v]$.

7.1 Embeddings Between Certain Symmetric Sequence Spaces

Given a sequence $x = \{x_j\}_{j=1}^{\infty}$ of real numbers, denote the nonincreasing rearrangement of the sequence $\{|x_j|\}_{j=1}^{\infty}$ by $x^* = \{x_j^*\}_{j=1}^{\infty}$. A Banach sequence space $X$ is called symmetric if $x \in X$ and $y_j^* \leq x_j^*$ for all $j$, implies $y \in X$ and $\|y\|_X \leq \|x\|_X$.

The dual symmetric sequence space to $X$ (see, e.g., [3,19]) is denoted by $X'$ and its norm is given by

$$\|y\|_{X'} := \sup \left\{ \sum_{k=1}^{\infty} x_k y_k : \|x\|_X \leq 1 \right\}.$$ 

A symmetric sequence space $X$ is said to have the Fatou property if $X = X''$.

Important examples of such symmetric sequence spaces include Marcinkiewicz, Lorentz and Orlicz sequence spaces:
Marcinkiewicz space. Let $\nu = \{\nu(n)\}$ be a modulus of variation. The Marcinkiewicz sequence space $m(\nu, p)$ is the Banach space of all real sequences $x = \{x_j\}$ for which

$$\|x\|_{m(\nu, p)} := \sup_{1 \leq n < \infty} \frac{1}{\nu(n)} \left( \sum_{j=1}^{n} x_j^p \right)^{\frac{1}{p}} < \infty.$$ 

Lorentz space Let $w = \{w_j\}$ be a weight sequence, that is, a nonincreasing sequence of positive numbers such that $w \in c_0 \setminus \ell_1$. By definition, the Lorentz sequence space $d(w, q)$ is the Banach space of all real sequences $x = (x_j)$ for which

$$\|x\|_{d(w, q)} := \left( \sum_{j=1}^{\infty} (x_j^q)^{\frac{1}{q}} w_j \right)^{\frac{1}{q}} < \infty.$$ 

Orlicz space Let $\phi$ be an Orlicz function. The Orlicz sequence space $\ell_\phi$ is the Banach space of all real sequences $x = (x_j)$ for which

$$\|x\|_{\ell_\phi} := \inf \left\{ c > 0 : \sum_{j=1}^{\infty} \phi(|x_j|/c) \leq 1 \right\} < \infty.$$ 

An important generalization of the Orlicz space is the concept of

Modular space Let $\Phi = \{\phi_j\}$ be a sequence of Orlicz functions. The modular sequence space $\ell_\Phi$ is the Banach space of all real sequences $x = \{x_j\}$ for which

$$\|x\|_{\ell_\Phi} := \inf \left\{ c > 0 : \sum_{j=1}^{\infty} \phi_j(|x_j|/c) \leq 1 \right\} < \infty.$$ 

With the aid of the norm of each symmetric sequence space $X$, one may define a certain type of variation for functions on an interval $[a, b]$.

**Definition 7.1** ([4]) A function $f$ on $[a, b]$ is said to be of bounded $X$-variation if

$$Var_X(f) := \sup_{\{I_j\}} \|\{f(I_j)\}_j\|_X < \infty,$$

where the supremum is taken over all collections $\{I_j\}$ of nonoverlapping subintervals of $[a, b]$.

The set of all functions $f$ of bounded $X$-variation is denoted by $BV(X)$ which turns into a Banach space with the norm

$$\|f\|_{BV(X)} := Var_X(f) + \|f\|_\infty.$$ 

---

4 Although $m(\nu, p)$ is defined slightly different than what Berezhnoi [4] calls the Marcinkiewicz space, we still use the same terminology when referring to $m(\nu, p)$.

5 A sequence $w = \{w_j\}$ is a weight if and only if $\{1/w_j\}$ is a $\Lambda$-sequence (Remark 2.1).
Remark 7.2 By taking $X$ to be $m(\nu, p)$, $d(w, q)$, $\ell_\phi$ and $\ell_{\Phi}$, we observe that $BV(X)$ coincides with $V_p[\nu]$, $\Lambda BV(q)$, $V_\phi$ and $\Phi BV$, respectively.

Let $X_0$ and $X_1$ be symmetric sequence spaces. In [4, Theorem 1], Berezhnoi established the following

Theorem 7.3 A necessary and sufficient condition for the embedding $X_0 \hookrightarrow X_1$ to hold is that $BV(X_0) \hookrightarrow BV(X_1)$.

In view of this result combined with Theorem 6.2, we obtain the following characterization of the embedding of Modular spaces into Marcinkiewicz spaces which is, to the best of our knowledge, not proven or stated elsewhere in the literature.

Theorem 7.4 Let $\Phi = \{\phi_j\}$ be a $\Phi$-sequence and $\nu$ be a modulus of variation. Then the embedding $\ell_\Phi \hookrightarrow m(\nu, p)$ holds if and only if (6.1) is fulfilled.

Likewise, from Corollary 7.5 and Theorem 7.3 we may, for instance, infer the following

Corollary 7.5 Let $\phi$ be an Orlicz function and $w$ be a weight sequence. Then

(i) $\ell_\phi \hookrightarrow m(\nu, p) \iff \limsup_{n \to \infty} \frac{1}{v(n)} \max_{1 \leq k \leq n} k^{\frac{1}{p}} \phi^{-1}\left(\frac{1}{k}\right) < \infty.$

(ii) $d(w, q) \hookrightarrow m(\nu, p) \iff \limsup_{n \to \infty} \frac{1}{v(n)} \max_{1 \leq k \leq n} k^{\frac{1}{p}} \left(\sum_{j=1}^{k} w_j\right)^{-\frac{1}{q}} < \infty.$

7.2 More on Fourier Series and Fourier Coefficients in $V_p[\nu]$

In this concluding part, we give a (uniform) convergence criterion for the Fourier series of functions in $V_p[\nu]$, and then obtain the order of magnitude of Fourier coefficients in this space.

It was proven in [5, Theorem 8] that for the Fourier series of an arbitrary continuous function in $BV(X)$ to converge uniformly, it is necessary and sufficient that $\|\{\frac{1}{k}\}\|_{X'} < \infty$.

As $V_p[\nu] = BV(m(\nu, p))$, by invoking the above-mentioned result, the proof of Proposition 7.6 reduces to showing that

$$\|\{\frac{1}{k}\}\|_{m(\nu, p)} \approx \sum_{k=1}^{\infty} \frac{v(k)}{k^{1+\frac{1}{p}}}.$$  (7.1)

Theorem 7.6 Let $\nu$ be a modulus of variation and $1 \leq p < \infty$. Then the following conditions are equivalent.

(i) The Fourier series of every continuous function in $V_p[\nu]$ converges uniformly;

(ii) $\sum_{k=1}^{\infty} v(k)k^{-\left(1+\frac{1}{p}\right)} < \infty$;

(iii) $\sum_{k=1}^{\infty} \Delta(k^{-\frac{1}{p}})v(k) < \infty$;
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(iv) \( \sum_{k=1}^{\infty} \varepsilon_1(k)k^{-\frac{1}{p}} < \infty; \)

(v) \( \sum_{k=1}^{\infty} \varepsilon_p(k)k^{-1} < \infty. \)

**Proof** First observe that by similar arguments as in the proof of part (ii)⇔(iii) of Theorem 5.2, we have

\[
\sum_{k=1}^{n} \frac{\nu(k) - \nu(k - 1)}{k^{\frac{1}{p}}} = \sum_{k=1}^{n} \Delta(k^{-\frac{1}{p}}) \nu(k) + \frac{\nu(n)}{(n + 1)^{\frac{1}{p}}}
\]

and

\[
(1 - 2^{-\frac{1}{p}}) \sum_{k=1}^{n} \frac{\nu(k)}{k^{1+\frac{1}{p}}} \leq \sum_{k=1}^{n} \frac{\nu(k) - \nu(k - 1)}{k^{\frac{1}{p}}} - \frac{\nu(n)}{(n + 1)^{\frac{1}{p}}} \leq p^{-1} \sum_{k=1}^{n} \frac{\nu(k)}{k^{1+\frac{1}{p}}},
\]

which imply (iii)⇔(iv) and (ii)⇔(iv), respectively.

Let \( \|x\|_{m(\nu, p)} < 1 \), put \( y_k := \frac{1}{k} \) in (5.2), and apply Hölder’s inequality to obtain

\[
\sum_{k=1}^{n} \frac{x_k}{k} = \sum_{k=1}^{n-1} \frac{1}{k(k + 1)} \sum_{j=1}^{k} x_j + \frac{1}{n} \sum_{j=1}^{n} x_j
\]

\[
\leq \sum_{k=1}^{n-1} \frac{1}{k(k + 1)} \left( \sum_{j=1}^{k} (x_j^*)^p \right)^{\frac{1}{p}} k^{1-\frac{1}{p}} + \frac{1}{n} \left( \sum_{j=1}^{n} (x_j^*)^p \right)^{\frac{1}{p}} n^{1-\frac{1}{p}}
\]

\[
\leq \sum_{k=1}^{n-1} \frac{\nu(k)}{k^{1+\frac{1}{p}}} + \frac{\nu(n)}{n^{\frac{1}{p}}} \leq \sum_{k=1}^{\infty} \frac{\nu(k)}{k^{1+\frac{1}{p}}},
\]

where the last inequality follows from the fact that

\[
\frac{\nu(n)}{n^{\frac{1}{p}}} = \lim_{m \to \infty} \nu(n) \left( \frac{1}{n^{\frac{1}{p}}} - \frac{1}{m^{\frac{1}{p}}} \right)
\]

\[
= \lim_{m \to \infty} \nu(n) \sum_{k=n}^{m} \Delta \left( \frac{1}{k^{\frac{1}{p}}} \right)
\]

\[
\leq \lim_{m \to \infty} \sum_{k=n}^{m} \Delta \left( \frac{1}{k^{\frac{1}{p}}} \right) \nu(k)
\]

\[
\leq \lim_{m \to \infty} \sum_{k=n}^{m} \frac{\nu(k)}{k^{1+\frac{1}{p}}} = \sum_{k=n}^{\infty} \frac{\nu(k)}{k^{1+\frac{1}{p}}}
\]

Consequently,

\[
\left\| \left\{ \frac{1}{k} \right\} \right\|_{m(\nu, p)} < \sum_{k=1}^{\infty} \frac{\nu(k)}{k^{1+\frac{1}{p}}}.
\]
Finally, it suffices to show that \( \| \{ \frac{1}{k} \} \|_{m(\nu, p)}' \gtrsim \sum_{k=1}^{\infty} \frac{v(k)}{k^{1 + \frac{1}{p}}} \) and (iv) \( \iff \) (v). Note that \( \{ \varepsilon_p(k) \} \in m(\nu, p) \) and \( \| \{ \varepsilon_p(k) \} \|_{m(\nu, p)} \leq 1 \). Thus, \( \| \{ \frac{1}{k} \} \|_{m(\nu, p)}' \geq \sum_{k=1}^{\infty} \frac{\varepsilon_p(k)}{k} \). On the other hand, using similar arguments resulting in (5.24), (5.25) and applying Lemma 2.2(iii), we obtain
\[
\sum_{k=1}^{n} \frac{\varepsilon_p(k)}{k} \gtrsim \sum_{k=1}^{n} \frac{v(k) - v(k - 1)}{k^{1 + \frac{1}{p}}} \gtrsim \frac{v(n)}{(n + 1)^{\frac{1}{p}}} + \sum_{k=1}^{n} \frac{v(k)}{k^{1 + \frac{1}{p}}}.
\]
This implies the validity of both (7.1) and (i) \( \iff \) (v).

Let \( X \) be a symmetric sequence space. The fundamental sequence of \( X \) is defined to be \( \varphi_X(n) := \| \sum_{j=1}^{n} (\delta_{ij})_{i=1}^{\infty} \|_{X} \), where \( \delta_{ij} \) is the Kronecker delta. In order to obtain the order of magnitude of the Fourier coefficients in \( V_p[\nu] \), we apply [5, Theorem 14] which states that if \( X \) is a symmetric sequence space with fundamental sequence \( \varphi_X(n) \), then the Fourier coefficients \( \hat{f}(n) \) of a function \( f \in BV(X) \) satisfy the inequality
\[
| \hat{f}(n) | \lesssim \frac{1}{\varphi_X(n)}.
\]

By straightforward calculations, one observes that \( \varphi_{m(\nu, p)}(n) = n^{\frac{1}{p}} / v(n) \). As a result, we have

**Proposition 7.7** Let \( \nu \) be a modulus of variation and \( 1 \leq p < \infty \). If \( f \in V_p[\nu] \) is 2\( \pi \)-periodic, then
\[
| \hat{f}(n) | \lesssim \frac{v(n)}{n^{\frac{1}{p}}}.
\]
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