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Abstract—This paper is eligible for the Jack Keil Wolf ISIT Student Paper Award. In this work, a flexible and robust private information retrieval (PIR) scheme based on binary non-maximum distance separable (non-MDS) codes is considered. This combines previous works on PIR schemes based on transitive non-MDS codes on one hand, and PIR from MDS-coded Byzantine and non-responsive servers on the other hand. More specifically, a PIR scheme employing binary Reed–Muller (RM) codes tolerant to colluding, Byzantine, and non-responsive servers is constructed, and bounds for the achievable rates are derived under certain conditions. The construction of such schemes turns out to be much more involved than for MDS codes. Namely, the binary query vectors have to be selected with great care to hit the desired information sets, which is technically challenging as will be shown.

I. INTRODUCTION

Private information retrieval (PIR) [1], [2] enables a user to download a data item from a database without revealing the identity of the retrieved item to the database owner (user privacy). If additionally the user is supposed to obtain no information about any file other than the requested file (server privacy), the problem is referred to as symmetric PIR (SPIR) [3]. In recent years, PIR has gained renewed interest in the setting of distributed storage systems (DSSs), where the servers are storing possibly large files and may collude, i.e., exchange their obtained queries. To protect from data loss in the case of the failure of some number of servers, such systems commonly employ erasure-correcting codes, e.g., maximum distance separable (MDS) codes [4]. Several constructions using different techniques have been proposed, e.g., [5], [6], [7], [8], among plenty of others.

The capacity of (S)PIR has also been determined in a variety of settings, most often alongside with capacity-achieving constructions [9], [10], [11], [12], [13], [14], [15], [16], [17], but is still open in its full generality for coded and colluding servers [18], [19]. Significant progress toward the general coded colluded PIR capacity was recently made in [20].

One highly adaptable construction for PIR schemes is the star product construction. It was first introduced in [18] for coded storage and t-collusion and the best rate was shown to be achievable with generalized Reed–Solomon (GRS) codes. It has been extended to, e.g., binary and non-MDS codes [21], regenerating codes [22], unresponsive and Byzantine servers [23], streaming [24], random linear networks [25], and quantum PIR [26], [27]. Here, encouraged by the versatility of star product schemes and the computational efficiency of the binary field, we aim at constructing a robust binary scheme that is resistant toward colluding, non-responsive, and erroneous (Byzantine) servers. Working over the binary field is beneficial for real-life applications since it eases computation and thus some loss of rate might be acceptable.

Application of Reed–Muller (RM) codes in a PIR scheme is considered in [28] and the scheme was later improved in [21]. RM codes in PIR were also studied in [29] where the model is based on the one in [30], [31]. This model is very different from what we consider, aiming to minimize storage cost, while the PIR is done in a “black box” manner. Non-MDS codes are also studied in [32], [33] while RM codes are also mentioned. Byzantine PIR schemes are considered in [14], [23], [34], [35]. However, all of these schemes assume the usage of MDS codes. To the best of our knowledge, a Byzantine PIR scheme over the binary field will be presented for the first time in this paper.

In more detail, the contributions in this paper include:

• Considering binary codes in a Byzantine setting for the first time.

• Combining the transitive capabilities of RM codes [21] and the MDS coded Byzantine PIR scheme of [23]. The combinations of the two schemes is surprisingly non-trivial due to the loss of the MDS property and restricting to a binary field. For non-MDS codes, we have to be more careful with the choice of servers from which data is downloaded in each iteration, since every combination of servers does not form an information set of the storage code. Moreover the use of binary polynomials limits our query construction since terms have to be reduced modulo the relation $\nu'=\nu$ for $\nu \geq 1$, wherefore multiplication by a monomial is not a graded map.

• Derivation of the best possible rate the given construction can achieve.

• Comparison of the new scheme to the Byzantine scheme with GRS codes.

• Discussion on the shortcomings of our scheme.

The main result of the paper is Theorem 1 and its derivation can be found in Section III.

II. PRELIMINARIES

We denote binary field by $F_2$ and the set $\{1,2,\ldots,n\}$ by $[n]$. The parameters of an $[n,k,d]$ linear code denote length, dimension, and minimum distance, respectively. A permutation of a codeword is the permutation of its components, i.e., for a permutation $\sigma$ in the symmetric group $S_n$ and a codeword $c = [c_1,\ldots,c_n]$ $\sigma(c) = [c_{\sigma(1)},\ldots,c_{\sigma(n)}]$.

For a code $C$ and a permutation $\sigma \in S_n$, if $\sigma(c) \in C$ for all $c \in C$, we say that $\sigma$ is an automorphism of $C$. The automorphisms of $C$ form a group denoted by $\Gamma(C)$. We say that a linear code is transitive if the automorphism group of the code acts transitively on $[n]$, i.e., for all $i,j \in [n]$ there exists $\sigma \in \Gamma(C)$ such that $\sigma(i) = j$. 
Definition 1. A PIR scheme is said to be \((t,a,b)\)-robust if it protects against \(t\)-collusion, a unresponsive servers (erasures), and \(b\) Byzantine servers (errors).

If \(t, a\) and \(b\) are clear from the context, the prefix \((t,a,b)\) will be dropped. The asymptotic capacity of \((t,a,b)\)-robust PIR schemes was conjectured in [23] to be
\[
C = \frac{n - (k + t + a + 2b - 1)}{n}.
\]
The conjecture is shown to hold for strongly linear schemes and for symmetric PIR (with "matched" randomness [13], [36], to be precise) in [15], [20]. We will use this conjecture as a reference point for our scheme.

Definition 2 (Star Product). Let \(C, D \subseteq \mathbb{F}_q^n\) be linear codes of length \(n\) and let their codewords be of the form \(c = [c_1, \ldots, c_n] \in C\) and \(d = [d_1, \ldots, d_n] \in D\). Then the star product of \(C\) and \(D\) is
\[
C \star D = \{e \star d = [c_1d_1, \ldots, c_nd_n] \mid e \in C, d \in D\}.
\]

We will study DSSs encoded by Reed–Muller codes, which we will discuss next. For a more thorough exploration of Reed–Muller codes, we refer to [37].

Definition 3 (Reed–Muller Code). Let \(r, m\) be positive integers such that \(r \leq m\). Let \(n = 2^m\) and \(\{P_1, \ldots, P_n\}\) be the set of all points in \(\mathbb{F}_2^m\). Let \(\mathbb{F}_2[z] = \mathbb{F}_2[z_1, \ldots, z_m]\) be the polynomial ring of \(m\) variables over \(\mathbb{F}_2\). Then the \(r\)th order binary Reed–Muller code is defined as the set
\[
\text{RM}(r,m) = \{(f(P_1), \ldots, f(P_n)) \mid f \in \mathbb{F}_2[z], \deg(f) \leq r\}.
\]

For a polynomial \(f\), we denote its evaluation vector over all points \(P_1, \ldots, P_n\) by \(\text{eval}(f) = (f(P_1), \ldots, f(P_n)) \in \mathbb{F}_2^n\). The Reed–Muller code \(\text{RM}(r, m)\) has a generator matrix
\[
G_{\text{RM}(r, m)} = \begin{bmatrix}
\text{eval}(1) \\
\text{eval}(z_1) \\
\vdots \\
\text{eval}(z_m) \\
\vdots \\
\text{eval}(z_{m-r}z_{m-r+1} \ldots z_m)
\end{bmatrix}.
\]

Let us briefly summarize important features of Reed–Muller codes in the following two lemmas.

Lemma 1. Let \(C = \text{RM}(r, m)\) and \(D = \text{RM}(r', m)\) such that \(r, r' < m\) and \(r + r' \leq m\). Then the following hold:
1) \(k = \dim(C) = \sum_{i=0}^{r} \binom{m}{i}\)
2) Minimum distance \(d = 2^{m-r}\)
3) \(C^\perp = \text{RM}(m-r-1, m)\)
4) \(C \star D = \text{RM}(r+r', m)\)

Lemma 2. Reed–Muller codes are transitive.

For the proofs of these lemmas see [37].

Reed–Muller codes exhibit a recursive structure:
\[
\text{RM}(r, m) = \begin{cases}
\mathbb{F}_2^m, & \text{if } r = m \\
(u, u + v), & \text{if } r < m
\end{cases}
\]
where \(u \in \text{RM}(r, m-1)\) and \(v \in \text{RM}(r-1, m-1)\). In particular, \(\text{RM}(r', m) \subseteq \text{RM}(r, m)\) whenever \(r' \leq r\). Furthermore, for any information set \(I\) of \(\text{RM}(r', m)\) there exists some information set of \(\text{RM}(r, m)\) containing \(I\).

III. Robust Scheme for Reed–Muller Codes

We begin by explicitly listing the requirements for a \((t,a,b)\)-robust star product PIR scheme:
1) A storage code \(C\) and a retrieval code \(D\).
2) The star product \(C \star D\) and the dual of the star product \((C \star D)^\perp\).
3) To protect against \(t\)-collusion, we need \(d_{p,t} - 1 \geq t\).
4) A symbol retriever vector \(E\) such that \(C_{E}^\perp = C \star D + C \star E\) is known.
5) We need the minimum distance of \(C_{E}^\perp\) to be \(\geq 2b + a + 1\).
6) To be able to decode the response correctly, \(\text{supp}(E)\) must contain an information set of \(C\) and this information set must be contained in some information set of \((C \star D)^\perp\).

Here the first three items were inferred from [13], the next two from [23], and the final item from [21]. Item 6 only becomes an issue when considering non-MDS codes. In [21] it is shown that transitivity of the codes \(C\) and \((C \star D)^\perp\) is sufficient for satisfying item 6.

To create a \((t,a,b)\)-robust scheme with Reed–Muller codes, let us go through the previous list, step by step, and motivate the necessary conditions. Let us fix the parameters, \(m, t, a\) and \(b\). Our storage and retrieval codes will both be Reed–Muller codes, namely \(C = \text{RM}(r, m)\) and \(D = \text{RM}(r', m)\), respectively. By Lemma 1 it also follows that \(C \star D = \text{RM}(r + r', m)\) and \((C \star D)^\perp = \text{RM}(m - r - r' - 1, m)\). This checks off the first two items from the list. For item 3, we require that \(2^r + 1 - 1 \geq t\), or equivalently \(r' \geq \log(t + 1) - 1\).

For items 4 and 5, we need to consider the choice of \(E\). We need these criteria for the Byzantine and unresponsive servers. In order to correct the errors, we need to know which code we are working over. Much like in the scheme of [23], we will choose \(E\) to be some polynomial evaluation. Furthermore, since Reed–Muller codes are algebraic-geometric codes, we choose the polynomials in such a way that \(C \star E\) is contained in some suitable RM code. More specifically, we choose \(E\) such that \(C_{E}^\perp \subseteq \text{RM}(r + r_e, m)\), where \(r_e\) is given by item 5 on the list. The code \(\text{RM}(r + r_e, m)\) has minimum distance \(d_{C_{E}^\perp} = 2^{r_e} - r_{e}\). Thus we have
\[
2^r + 1 + r_e \geq a + 2b + 1 \Rightarrow r_e \leq m - r - \log(a + 2b + 1).
\]

Additionally, to ensure that \(C \star E\) does not vanish when projected to \((C \star D)^\perp\), we require that \(r_e \geq r' + 1\). From these bounds, we get the feasibility criterion for our scheme. For the scheme to exists, we must have
\[
m \geq r + \log((t + 1)(a + 2b + 1)).
\]

To use the least number of servers, we can give a strict equality for \(m, r_e\) by ceiling the logarithm, that is, by setting
\[
m = r + \lceil \log((t + 1)(a + 2b + 1)) \rceil \quad \text{and} \quad r_e = m - r - \lceil \log(a + 2b + 1) \rceil.
\]

The terms of \(C_{E}^\perp\) that survive the projection to \((C \star D)^\perp\) are the terms whose degree are greater or equal to \(r + r' + 1\). Thus we have a range for the degrees of monomials whose coefficients we can expect to download, namely \([r + r' + 1, r + r_e]\), and in much the same way, we have a range for the degrees of the polynomials \(e(z)\), namely \([r' + 1, r_e]\). Given that we can “push” information as coefficients of these monomials on each round, we can achieve the rate
\[
\mathcal{R} = \sum_{i=r'+1}^{r_e} \frac{m}{2^m (r'+i)}.
\]
whilst protecting against \(2^{r'+1} - 1\)-collusion. The process of pushing data as coefficients of some monomials of certain degree was done for the robust GRS scheme in [23]. This time, however, working over a binary field and thus losing the powers of terms, we have to be more careful about how exactly this is done.

Finally, for the last item we want to ensure that we can decode the response. This criterion is always met in the cases where \(C_{\star, E} \subseteq (C \ast D)^{\perp}\). Due to the recursive definition, i.e., the \((u, u + v)\)-construction, we know that any information set of \(C_{\star, D}^{\perp}\), and therefore \(C\), will be contained in some information set of \((C \ast D)^{\perp}\). This happens precisely when \(r + r_\ell \leq m - r - r' - 1\). This inequality can be further morphed into \(\log(a + 2b + 1) \geq r + \log(t + 1)\). This tells us that the scheme works best when one wants to correct more errors than they want to protect against collusion, which may be a reasonable assumption in some applications. It was also shown [21] that even if more than \(t\) servers collude, RM PIR schemes may fail with relatively high probability. This is because every colluding set of servers might not include an information set of the retrieval code.

**Encoding and Server setup:** Fix \(r, a, b, t\) and choose \(m, r', r_e\) as described above. Then we can download \(\rho = \sum_{i=r+1}^{r'+1} \binom{\rho}{i}\) symbols per iteration. We choose the storage code to be an \([n, k, d]\) Reed–Muller code \(C = \text{RM}(r, m)\) with the parameters \([2^m, \sum_{i=0}^{m-r} \binom{m}{i}, 2^{m-r} - r']\). Choose \(L\) and \(S\) optimally by setting \(L = \text{lcm}(\rho, k)/k\) and \(S = \text{lcm}(\rho, k)/\rho\). \(L\) and \(S\) are free parameters that can be thought of as number of rows per file and number of iterations in the scheme, see [18]. Let \(X \in \mathbb{F}_2^{M \times L \times k}\) be our file system, where we have \(M\) files with \(L\) rows. The generator matrix \(G_C\) will be of the same form as in Equation (1). For convenience we label the monomials, whose evaluations form the rows of \(G_C\), as \(f_\ell\) where \(\ell \in [k]\). Hence the generator matrix will take the form

\[
G_C = [\text{eval}(f_1) \quad \text{eval}(f_2) \quad \cdots \quad \text{eval}(f_k)].
\]

Let \(Y = XG\) be our DSS and let \(y_i^J = [x_i^J(1) \quad \cdots \quad x_i^J(k)]\) be a single row of a single file. Then \(y_i^J\) will be encoded as

\[
y^J_i = x_i^J \cdot G_C = [x_i^J(1) \quad \ldots \quad x_i^J(k)] \left[ \begin{array}{ccc} f_1(P_1) & \ldots & f_1(P_m) \\ \vdots & \ddots & \vdots \\ f_k(P_1) & \ldots & f_k(P_m) \end{array} \right]
\]

and the information about \(x_i^J\) stored on server \(j\) in an encoded form is

\[
y_{i, j}^J = \sum_{\alpha=1}^{k} x_i^J(\alpha)f_\alpha(P_j) \in \mathbb{F}_2.
\]

where \(P_j \in \mathbb{F}_2^m\) is the \(j\)th evaluation point. In other words, each row of a file defines a linear combination of the generator monomials which is then evaluated on the point \(P_j\) and sent to the \(j\)th server. Let us define the storage polynomials \(g^J_\ell\) as

\[
g^J_\ell(z) = \sum_{\alpha=1}^{k} x_i^J(\alpha)f_\alpha(z).
\]

Note that the degree of \(g^J_\ell\) is at most \(r\). Our storage system then becomes

\[
Y = \begin{bmatrix}
g_1^1(P_1) & \ldots & g_1^1(P_m) & \ldots & g_1^M(P_1) & \ldots & g_1^M(P_m) \\
\vdots & \ddots & \vdots & \ddots & \vdots & \ddots & \vdots \\
g_n^1(P_1) & \ldots & g_n^1(P_m) & \ldots & g_n^M(P_1) & \ldots & g_n^M(P_m)
\end{bmatrix},
\]

where the \(j\)th column corresponds to the data of the \(j\)th server.

Retrieving the file \(i\) is equivalent to finding the coefficients of the polynomials \(g_i^1, \ldots, g_i^L\).

**Query construction:** Let \(D = \text{RM}(r', m)\) be the retrieval code. Then the star product code \(C \ast D = \text{RM}(r + r', m)\) is a Reed–Muller code with parameters \([2^m, \sum_{i=0}^{m-r'} \binom{m}{i}, 2^{m-r'} - r'']\).

Since Reed–Muller codes are polynomial codes, every code-word of \(D\) can be thought of as the evaluation of a polynomial \(d^\mu(z)\) with degree \(\deg(d^\mu(z)) \leq r'\), i.e., \(d^\mu(z) = \text{eval}(d^\mu(z))\). We choose the matrix \(E^\alpha(z) = \text{eval}(e^\alpha(z)) \in \mathbb{F}_2^{L \times n}\) such that its rows are evaluations of polynomials \(e^\alpha(z)\) with degrees in the range \(r' + 1 \leq \deg(e^\alpha(z)) \leq r_\ell\). See Remark [1] for more details on choosing these polynomials. We define the query polynomials on iteration \(s \in [S]\) for retrieving file \(i\) as

\[
q_i^\mu(z) = \begin{cases} d_i^\mu(z) + e_i^\mu(z) & \text{if } \mu = i \\ d_i^\mu(z) & \text{if } \mu \neq i \end{cases}
\]

On round \(s\) we send the query \(q_i^s(z)\) to server \(j\), where

\[
q_j^s = [q_1^s(P_j), \ldots, q_L^s(P_j), \ldots, q_1^M(P_j), \ldots, q_L^M(P_j)]^T.
\]

**Remark 1** (Choosing the query polynomials). We will not give an explicit formula for the choice of the polynomials \(e^\alpha(z)\). However, we will give some general rules that should be taken into account when choosing them.

Firstly, it seems that ending up with linear combinations of desired symbols in the response is inevitable. This is not a problem if the queries are chosen such that these linear dependencies are solvable later on. Secondly, one should download the coefficients of higher degree terms first. Downloading lower degree terms will involve pushing higher order terms out of the range of error-correction. Thus, if one does not know the coefficients of the higher degree terms, they cannot be subtracted and thus the response cannot be error-corrected. For optimality, we suggest downloading higher degree terms from all stripes of the file before moving on to lower degrees.

Lastly, it is to be expected that one downloads symbols from only a portion of the stripes in a single round. In Example 1 we have \(L = 6\) stripes but sending the polynomials \(e^\alpha(z)\) to three stripes already uses up all of the polynomials whose coefficients will be downloaded. Thus sending polynomials to more stripes would diminish the number of explicitly downloaded symbols and increase the number of downloaded linear combinations.

**Responses:** After receiving the queries, the server responds with the inner product of its contents and the query, that is, \(r_j^i = \langle y_j, q_j^i(z) \rangle\). The total response polynomial without the inclusion of errors then becomes

\[
r_i^s(z) = \sum_{\mu=1}^{M} \sum_{\ell=1}^{L} d_i^\mu(z)g_i^\ell(z) + \sum_{\mu=1}^{M} e_i^\mu(z)g_i^\ell(z).
\]

The term on the left has degree \(\deg(d_i^\mu(z)g_i^\ell(z)) \leq r' + r\) and thus vanishes when projected to \((C \ast D)^{\perp}\). The term on the right has degree \(r + r' + 1 \leq \deg(e_i^\mu(z)g_i^\ell(z)) \leq r + r_e\) and thus that is also the degree of \(r_i^s(z)\). Hence, the response belongs to the code \(\text{RM}(r + r_e, m)\). By the choice of our fixed parameters, we can error-correct up to \(b\) errors and \(a\) erasure symbols.
In full generality, the response polynomial can be written as 
\[ r^i(s) = \delta^i(s)(z) + h^i(s)(z) + \gamma^i(s)(z), \]
where 
\[ \delta^i(s)(z) = \sum_{\mu=1}^{M} \sum_{\ell=1}^{L} d^\mu_i(\ell)(z) g^\mu_\ell(z) \]
contains the terms whose degree is less than \( r + r^* + 1 \) and can thus be considered as random interference. The term \( \gamma^i(s)(z) \) contains the terms whose coefficients are known from previous rounds. Note that \( \gamma^i(s)(z) \) might have degree larger than \( r + r^* \) and must thus be subtracted before error-correction. The term \( h^i(s)(z) \) contains the new symbols we download on round \( s \). Stated in a different way,
\[ h^i(s)(z) + \gamma^i(s)(z) = \sum_{\ell=1}^{L} e^i_\ell(z) g^\ell(z). \]

**Decoding:** To decode the responses, the user first subtracts the known terms from the response, error-corrects it, and projects it to the code \((C \ast D)^{\perp}\) by left multiplying it with the generator matrix \( H \) of \((C \ast D)^{\perp}\),
\[ Hr^i(s) = H \left( \text{eval} \left( \delta^i(s)(z) \right) + \text{eval} \left( h^i(s)(z) \right) \right) = H \text{eval} \left( h^i(s)(z) \right). \]

To recover the desired symbols, an information set of eval \( h^i(s)(z) \) must be contained in an information set of \((C \ast D)^{\perp}\). This way, we can simply consider an invertible submatrix of \( H \) given by the columns corresponding to the information set and recover the symbols by multiplying with the inverse. Given that \( r + r^* \leq m - r - r^* - 1 \) and the recursive nature of Reed–Muller codes, we can always find such an information set.

We have thus arrived at the following theorem.

**Theorem 1.** Let \( C = \text{RM}(r, m) \) be a storage code such that Equation (3) holds and let \( D = \text{RM}(r^*, m) \) be a retrieval code such that \( r^* \geq \log (t + 1) - 1 \). Given that \( r^* \) is chosen as is Equation (2) and \( \log (a + 2b + 1) - \log (t + 1) \geq r \) holds, the above scheme is \((t, a, b)\)-robust. It can correct up to \( a \) erasures and \( b \) errors as well as protect against \( t \)-collusion while achieving the rate
\[ \mathcal{R} = \sum_{i=r^*+1}^{m} \left( \frac{m}{r+i} \right). \]

We conclude this section by giving a simple example using this scheme. However, working with Reed–Muller codes, even the simple examples grow large fairly quickly.

**Example 1.** Consider the case where \( m = 4, b = a = t = 1 \). Then our storage code is \( C = \text{RM}(1, 4) \) and our retrieval code is \( D = \text{RM}(0, 4) \). We find that \( r^* = m - \log (a + 2b + 1) - r = 1 \) and hence
\[ \rho = \sum_{i=r^*+1}^{m} \left( \frac{m}{r+i} \right) = \left( \frac{4}{2} \right) = 6. \]

We set our free parameters as usual and get \( L = 6 \) and \( S = 5 \). The generator matrix for our storage code is
\[ G_C = \text{eval} \left( \begin{bmatrix} 1 & z_1 & z_2 & z_3 \end{bmatrix} \right). \]
Hence each row of our file \( x^\ell_\ell = (a^\ell_0, a^\ell_1, \ldots, a^\ell_4) \) is encoded by the polynomial
\[ g^\ell(z) = a^\ell_0 + a^\ell_1 z_1 + a^\ell_2 z_2 + a^\ell_3 z_3 + a^\ell_4 z_4 \]
and the \( j \)th server has the evaluation \( g^\ell_\ell(P_j) \).

We have \( \rho = 6 \) polynomials whose coefficients will be downloaded in each round. These polynomials are \( A = \{ z_1 z_2, z_1 z_3, z_1 z_4, z_2 z_3, z_2 z_4, z_3 z_4 \} \). Considering that the polynomials \( g^\ell_\ell \) are of degree one, we notice that we need three monomial terms in \( e(z) \) so that \( e(z) g^\ell_\ell \) contains polynomial terms in \( A \). To avoid downloading the same symbol multiple times from a single row, we divide the monomial terms to three stripes. Thus on round \( s = 1 \), we choose the polynomials
\[ e^{(1)}(z) = [z_1, z_2, z_3, 0, 0, 0]^T. \]

Adding this to the random codewords of \( D \) and sending them to the servers, we get the response polynomial
\[ r^{(1)}(z) = \delta^{(1)}(z) + a^1_0 z_1 z_4 + a^1_2 z_2 z_4 + a^1_3 z_3 z_4 + (a^1_1 + a^1_2) z_1 z_2 + (a^1_3 + a^1_4) z_1 z_3 + (a^1_5 + a^1_6) z_2 z_3. \]

After error-corrections and projection to \((C \ast D)^{\perp}\), we recover the symbols \( a^1_0, a^1_2, a^1_3 \) and three linear combinations, namely \( (a^1_0 + a^1_1), (a^1_2 + a^1_4) \) and \( (a^1_3 + a^1_6) \).

In round \( s = 2 \) we want to download some new symbols explicitly such that we end up recovering as many symbols from the linear combinations as possible. We choose the following polynomials
\[ e^{(2)}(z) = [z_2, z_3, z_4, 0, 0, 0]^T \]
and get the corresponding response polynomial
\[ r^{(2)}(z) = \delta^{(2)}(z) + a^2_0 z_1 z_2 + a^2_2 z_2 z_4 + a^2_3 z_1 z_4 + (a^2_1 + a^2_2) z_2 z_3 + (a^2_3 + a^3_4) z_2 z_4 + (a^2_5 + a^2_6) z_3 z_4. \]

After error-corrections and projections we again recover three symbols explicitly, namely \( a^2_0, a^2_2, a^2_3 \), and three linear combinations of symbols, which are \( (a^2_0 + a^2_2), (a^2_1 + a^2_3) \) and \( (a^2_5 + a^2_6) \). This time, however, we already know some symbols and can use the known symbols and linear combinations to recover new symbols. Working our way through the linear combinations, we recover all coefficients of the degree 1 terms of the first three rows bit by bit.

For rounds \( s = 3, 4 \), we repeat the same process as in rounds \( s = 1, 2 \), but this time sending the polynomial evaluations to the rows \( \ell = 4, 5, 6 \). That is, we have the queries
\[ e^{(3)}(z) = [0, 0, 0, z_1, z_2, z_3]^T \]
\[ e^{(4)}(z) = [0, 0, 0, z_2, z_3, z_4]^T \]
and the corresponding responses
\[ r^{(3)}(z) = \delta^{(3)}(z) + a^3_0 z_1 z_4 + a^3_2 z_2 z_4 + a^3_3 z_3 z_4 + (a^3_1 + a^3_2) z_1 z_2 + (a^3_3 + a^3_4) z_1 z_3 + (a^3_5 + a^3_6) z_2 z_3. \]
\[ r^{(4)}(z) = \delta^{(4)}(z) + a^4_0 z_1 z_2 + a^4_2 z_1 z_4 + a^4_3 z_2 z_4 + (a^4_1 + a^4_2) z_1 z_3 + (a^4_3 + a^4_5) z_2 z_3. \]
In doing so, we again recover the coefficients of all degree 1 terms of the last three rows.

Finally, on round \( s = 5 \) we can download the coefficients of the degree 0 terms by sending each of our degree 2 query polynomials to the different rows. This entails that our response will have degree 3 terms which we cannot error-correct. However, we know what those terms are and the corresponding coefficients from previous rounds. Thus we can subtract the higher degree terms before error-correction.

We have the query polynomial
\[ e^{(5)}(z) = [z_1 z_2, z_1 z_3, z_1 z_4, z_2 z_3, z_2 z_4, z_3 z_4]^T \]
and the corresponding response polynomial
\[ r^{(5)}(z) = δ^{(5)}(z) + a_0^1 z_1 z_2 + a_0^2 z_1 z_3 + a_0^3 z_1 z_4 + a_0^4 z_2 z_3 + a_0^5 z_2 z_4 + a_0^6 z_4 + \gamma(z), \]
where \( \gamma(z) \) is the polynomial containing all of the degree 3 terms and the degree 2 terms with known coefficients. Note that the choice of which degree two monomial is sent to which stripe is irrelevant.

We conclude the example by tabulating which coefficients were recovered on which round in Table I. Some coefficients are not downloaded explicitly but are downloaded in a linear combination. In that case we will mark down the iteration when the coefficient is recovered, i.e., can be solved for, not when it is downloaded. With this scheme, we achieve the rate
\[ R_{RM} = \frac{Lk}{Sn} = \frac{\rho}{n} = \frac{6}{2^4} = \frac{3}{8}. \]

The robust scheme with Reed–Solomon codes would give the rate
\[ R_{RS} = \frac{n - k - t - 2b - a + 1}{16 - 5 - 1 - 2 - 1 + 1} = \frac{1}{2} = 4, \]
which is only slightly better than with our binary scheme. However, the RS scheme would require a field size of at least \( q \geq 16 \) whereas the RM scheme works over \( \mathbb{F}_2 \).

Further comparison between the robust RS scheme and the robust RM scheme can be seen in Figure 1. The plots demonstrate that the RM scheme works better with more errors and less collusion. However, unlike MDS-codes, RM codes can still protect against more than \( t \) collisions with positive probability, which decreases as the number of collisions beyond \( t \) grows, see [28] for more details. Moreover, we see that rate is traded off for binary computation as was expected. For the left and the middle figures, in the plots for parameters \( t = a = 1, b = 0 \) the two schemes have equivalent rate. That is due to the the schemes reducing to the same replication scheme. Note that the parameters \( t, a, b \) are chosen conveniently such that the logarithm of Equation (3) is an integer. One would have to ceil the logarithm for non-integer values. Thus choosing \( a + 2b + 1 \) and \( t + 1 \) to be powers of two is optimal for the RM scheme.

IV. CONCLUSIONS AND FUTURE WORK

Future work includes making the query construction of the given new scheme explicit for any given parameters. This might not be entirely trivial but Remark 1 and the above example give some insights on how to do this. Especially for the case where \( r_q = r^t + 1 \), i.e., there is only a single polynomial degree for which coefficients can be downloaded, the generalization should be straightforward.

An issue with Reed–Muller codes is their exponential length in terms of the parameter \( m \). Hence, other shorter transitive or algebraic-geometric codes could be applied instead in a similar fashion. A promising family of transitive codes are cyclic codes which are closed under taking dual and star products. A challenge with cyclic codes, however, is that there is no closed formula for their minimum distance. PIR with cyclic codes is mentioned in [21], [38], [33] but no explicit robust scheme has been given for them as of now.

Another potentially fruitful path for robust PIR schemes might be via the usage of Goppa codes which are a family of algebraic-geometric codes. They have great error-correction capabilities, also work in binary, and are closed under star product for certain parameters. A challenge with Goppa codes is that there is no known explicit formula for the parameters of their dual codes so rates can only be bounded.

Reed–Muller codes have the interesting property of being weakly self-dual when the dimension is greater or equal than half the length, i.e., their dual codes are subsets of the respective original codes. By employing this property and quantum stabilizer formalism [39], one can setup a quantum PIR protocol with classical storage, classical queries, and quantum responses in order to double the rate of the classical counterpart in a similar way to the one described in [26].
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Table I. Table of downloaded coefficients \( a_i^j \) and in which iteration they are recovered.

| \( \ell \) | 0 | 1 | 2 | 3 | 4 |
|---|---|---|---|---|---|
| 1 | 1 | 2 | 2 | 1 |
| 2 | 5 | 2 | 2 | 2 | 1 |
| 3 | 5 | 2 | 2 | 2 | 1 |
| 4 | 5 | 4 | 4 | 4 | 3 |
| 5 | 5 | 4 | 4 | 4 | 3 |
| 6 | 5 | 4 | 4 | 4 | 3 |
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