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Abstract—This paper introduces a data-based moving horizon estimation (MHE) scheme for linear time-invariant discrete-time systems. The scheme solely relies on collected data without employing any system identification step. Robust global exponential stability of the data-based MHE is proven under standard assumptions for the case where the online output measurements are corrupted by some non-vanishing measurement noise. A simulation example illustrates the behavior of the data-based MHE scheme.

I. INTRODUCTION

State estimation is indispensable for many applications such as control, monitoring, or fault diagnosis. For linear systems, the Kalman Filter gives the optimal estimate when the process and the measurement noise are white, normally distributed processes [1]. An alternative that performs particularly well for nonlinear systems is moving horizon estimation (MHE) which, additionally, offers the possibility of incorporating constraints on estimated systems states [2].

The standard design of an MHE requires that a mathematical model of the underlying system is available. This mathematical model can be derived by exploiting identification strategies like subspace identification algorithms that are based on available input/output data to determine the system’s parameters [3]. However, due to the presence of noise and the complexity of real systems, an identified model often contains parametric inaccuracies and unmodeled dynamics.

In [4], it was shown that a single persistently exciting trajectory of a controllable linear time-invariant discrete-time (LTI-DT) system spans all trajectories of that system. This result, also commonly called Willems’ fundamental lemma, has recently been used for the design of controllers purely based on input/output and possibly state data of the system, compare, e.g., the results of [5], [6], [7], [8] as well as the recent survey [9] and the references therein. Note that all of these results develop direct data-based controllers, i.e., no intermediate step is taken to identify a system model.

These considerations naturally lead to the question whether it is also possible to design estimators purely based on collected persistently exciting input/output data from the system. To this end, much fewer results are available in the literature compared to data-based control. To the best of the authors’ knowledge, the first work in this context seems to come from the field of fault diagnosis without exploiting the fundamental lemma [10]. Very recently, two results appeared which exploit the fundamental lemma. First, in [11], the design of a data-driven unknown-input observer was proposed. Second, the design of an observer based on the duality principle of control and estimation was presented in [12].

One core problem of data-based estimation, which is well known from the field of subspace identification, is that a state sequence can only be determined up to an unknown similarity transformation when only input/output data, but no other system knowledge, is available [3]. This result even holds true for the nominal case, in which no disturbances affect the input/output data. As a consequence, such an estimated state sequence will most likely not have any physical meaning. This might not be a problem if the estimated system states are only needed for control purposes. However, in monitoring applications one is usually interested in physically meaningful state estimates. One possibility to overcome this problem is to incorporate system knowledge in form of an offline measured state sequence as in [11] and [12]. This form of additional system knowledge is also exploited in this work.

The contribution of this paper is two-fold. First, we present a purely data-based MHE scheme, which, to the best of the authors’ knowledge, has not been introduced in the literature so far. Additionally, we propose how measurement noise in the online phase can be incorporated in this scheme. Second, we prove robust global exponential stability (RGES) of the data-based MHE for linear detectable systems and quadratic cost functions.

In Section II, we state some technical definitions and the setup. The core contributions of this paper are given in Section III in which we focus on the robust MHE scheme that considers measurement noise and for which we show RGES. We close this paper with an illustrative example and a conclusion in Sections IV and V respectively.

II. PRELIMINARIES AND SETUP

The set of integers in the interval \([a, b] \subseteq \mathbb{R}\) is denoted by \(\mathbb{I}_{[a,b]}\) and the set of integers greater than or equal to \(a\) by \(\mathbb{I}_{\geq a}\). For a vector \(x = [x_1 \ldots x_n]^\top \in \mathbb{R}^n\) and a symmetric positive definite matrix \(P\), we write \(|x|_P = \sqrt{x^\top P x}\). The identity matrix of dimension \(n\) is denoted by \(I_n\). The Euclidean norm \(|x|_2\) is written as \(|x|\). A stacked window of a sequence \(\{x(k)\}_{k=0}^{N-1}\) is written as \(x_{[0,N-1]} = [x(0) \ldots x(N-1)]^\top\).
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A function \( \alpha : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0} \) is of class \( \mathcal{K}_{\infty} \), if \( \alpha \) is continuous, strictly increasing, unbounded and \( \alpha(0) = 0 \). The notation \( [a] \) for \( a \in \mathbb{R} \) is defined as the smallest integer greater than or equal to \( a \). A pairwise maximization is denoted by \( \max(a, b) = a \oplus b \) for \( a, b \in \mathbb{R} \). Furthermore, let
\[
\max_{t_1 \leq k \leq t_2} a_k := \max_{t_1 \leq k \leq t_2} a_k
\]
for all \( a_k \in \mathbb{R} \) and for some \( t_1, t_2 \in \mathbb{R}_{\geq 0} \).

The Hankel matrix of depth \( L \) of a stacked window \( x_{0,N-1} \) is defined by
\[
H_L(x_{0,N-1}) = \begin{pmatrix}
x(0) & x(1) & \ldots & x(N-L) \\
x(1) & x(2) & \ldots & x(N-L+1) \\
\vdots & \vdots & \ddots & \vdots \\
x(L-1) & x(L) & \ldots & x(N-1)
\end{pmatrix}.
\]

We recapitulate briefly the fundamental lemma stated in [4]. It holds for LTI-DT systems of the form
\[
\begin{align*}
x(t+1) &= Ax(t) + Bu(t) \quad (1a) \\
y(t) &= Cx(t) + Du(t), \quad (1b)
\end{align*}
\]
where \( u(t) \in \mathbb{R}^m \), \( x(t) \in \mathbb{R}^n \), and \( y(t) \in \mathbb{R}^p \). The statement of the fundamental lemma includes the notion of persistency of excitation.

**Definition 1:** An input sequence \( \{u(k)\}_{k=0}^{N-1} \) is persistently exciting of order \( L \) if \( \text{rank}(H_L(u_{[0,N-1]})) = mL \).

Originally, the fundamental lemma is based on behavioral systems theory. Its formulation in the classical state space framework is presented in [13, 14] as follows.

**Theorem 1:** ([13]) Suppose \( u_{[0,N-1]}, y_{[0,N-1]} \) is a trajectory of a controllable LTI system (1), where \( u_{[0,N-1]} \) is persistently exciting of order \( L + n \). Then, \( \bar{x}_{[0,L-1]}, \bar{y}_{[0,L-1]} \) is a trajectory of system (1) if and only if there exists \( \alpha \in \mathbb{R}^{N-L+1} \) such that
\[
\begin{pmatrix} H_L(u_{[0,N-1]}) \\ H_L(y_{[0,N-1]}) \end{pmatrix} \alpha = \begin{pmatrix} \pi_{[0,L-1]} \\ \gamma_{[0,L-1]} \end{pmatrix}. \tag{2}
\]

Loosely speaking, the interpretation of this fundamental lemma is that any length \( L \) input/output trajectory of an LTI-DT system is contained within the span of length \( L \) windows of one single persistently exciting trajectory.

**Remark 1:** In addition to (2), it holds that [13, Eq. (5)]
\[
\pi_{[0,L-1]} = \sum_{i=0}^{N-L} \alpha_i x_{[i,L-1+i]}, \tag{3}
\]
where \( \pi_{[0,L-1]} \) and \( x_{[0,L-1]} \) are state trajectories of system (1) that correspond to the trajectories \( \bar{x}_{[0,L-1]}, \bar{y}_{[0,L-1]} \) and \( u_{[0,N-1]}, y_{[0,N-1]} \) of (2), respectively. The state trajectories \( \pi_{[0,L-1]} \) and \( x_{[0,L-1]} \) need not be unique since we do not assume that system (1) is necessarily in a minimal realization.

In this paper, we consider an LTI-DT system of the form
\[
\begin{align*}
x(t+1) &= Ax(t) + Bu(t) \quad (4a) \\
\hat{y}(t) &= Cx(t) + Du(t) + v(t) \quad (4b)
\end{align*}
\]
that differs from (1) in the presence of some non-vanishing measurement noise \( v(t) \in \mathbb{V} \). We use the notation \( y \) instead of \( \hat{y} \) whenever \( v = 0 \).

The setup of this paper considers two main phases: an offline and an online phase. In the offline phase, we assume having noise-free measurements of the inputs, outputs, and states. This assumption was also taken in [11], [12]. Although this assumption can be rather restrictive in general, it is, e.g., satisfied in applications in which the states of a manufactured product can be measured in a dedicated laboratory using sophisticated and potentially expensive measurement hardware.

This assumption is crucial for our data-based MHE scheme. In the estimation process, the available offline data is combined with the measured online data to compute \( \alpha \). This \( \alpha \) together with the offline collected state sequence determines the estimated state sequence. As mentioned in Remark 1 this estimated state sequence corresponds to the same realization as the state sequence of the offline collected state sequence.

In the online phase, the system states are no longer measurable and need to be estimated. Moreover, the online output measurements are corrupted by some noise \( v \in \mathbb{V} \).

Throughout this paper, we assume that system (4) is controllable and that the offline collected input sequence \( \{u^d(k)\}_{k=0}^{N-1} \) is persistently exciting of order \( L + n \), where \( L \) denotes the horizon length of the data-based MHE scheme.

### III. Robust Data-Based MHE

In this section, we introduce the robust data-based MHE scheme: at each time \( t > L - 1 \), solve
\[
\begin{align*}
\min_{\pi_{[-L+1,0]}, \alpha(t), \sigma_{[-L+1,0]}(t)} J_L(\pi(t-L+1|t), \sigma^y_{[-L+1,0]}(t)) \\
\text{s. t.} & \quad \begin{pmatrix} H_L(u^d_{[0,N-1]}) \\ H_L(y^d_{[0,N-1]}) \\ H_L(x^d_{[0,N-1]}) \end{pmatrix} \alpha(t) = \begin{pmatrix} \bar{u}_{[-L+1,0]} \\ \bar{y}_{[-L+1,0]} - \bar{y}_{[-L+1,0]}(t) \\ \bar{x}_{[-L+1,0]}(t) \end{pmatrix} \tag{5a} \\
\pi_{[-L+1,0]}(t) & \in \mathcal{X} \tag{5c}
\end{align*}
\]
where
\[
J_L(\pi(t-L+1|t), \sigma^y_{[-L+1,0]}(t)) = \rho \Gamma(\pi(t-L+1|t)) + \sum_{k=-L+1}^{t} \ell(\sigma^y(k|t)) \tag{5d}
\]
and \( \rho > 0 \), which is needed to prove RGES later on. A few comments are in order to explain the scheme in detail. The online measured input and output sequences are denoted by \( u_{[-L+1,0]} \) and \( \bar{y}_{[-L+1,0]} \). To distinguish measured variables from decision variables, we write the time \( t \) in the index for measured variables, e.g., \( \bar{y}_{[t-L+1,0]} \). The sequences \( u^d_{[0,N-1]}, y^d_{[0,N-1]} \) and \( x^d_{[0,N-1]} \) are the offline collected data. Furthermore, \( \bar{x}_{[-L+1,0]}(t) := [\bar{x}(t-L+1|t)^\top, \ldots, \bar{x}(t)^\top] \) is one of the decision variables of problem (5) and denotes
the estimated state sequence from time \( t - L + 1 \) up to time \( t \), estimated at time \( t \). We denote the optimizers of problem (5) by \( \hat{x}_{t-L+1,0}(t) \), \( \hat{y}_{t-L+1,0}(t) \), and \( \hat{\sigma}(t) \). The state estimate at each time \( t \) is then defined as \( \hat{x}(t) := \hat{x}(t|t) \).

The set \( X \subseteq \mathbb{R}^n \) denotes the state constraint set. As usual in MHE [15], [16], these constraints can be included in (5) in order to improve the estimation, if it is known that they are inherently satisfied by the system states (such as, e.g., nonnegativity constraints for concentrations in a chemical reactor). We introduce the fitting error \( \sigma^y \) on the right-hand side of (5b). Without this fitting error, the vector \( \alpha \) fulfilling the second row of (5b) may not necessarily exist, because the output measurements that are corrupted by noise are not necessarily in the span of the noise-free measurements of the output. Similar to model-based MHE formulations [15], [16], the fitting error \( \sigma^y \) is penalized in the cost function, which hence trades off how much we believe our prior and how much we believe our measurements. The prior weighting \( \Gamma \) at time instant \( t \) penalizes the difference between the estimated state at the beginning of the horizon, \( \hat{x}(t - L + 1|t) \), and the prior estimate \( \hat{x}(t - L + 1) \) corresponding to the state estimate at time \( t - L + 1 \), i.e.,

\[
\Gamma(\mathcal{T}(t - L + 1|t)) = (\mathcal{T}(t - L + 1|t) - \hat{x}(t - L + 1|t))^2 \tag{6}
\]

for some preselected positive definite matrix \( P \). By means of this weighting, one takes into account the previous measurements that are not part of the current horizon, compare the detailed discussion in [17].

Finally, we note the following subtle difference compared to various existing stability proofs for model-based MHE schemes. While these (for simplicity) often take into account only output measurements up to time \( t - 1 \) for estimating \( x(t) \) (compare, e.g., [15], [2], [16]), we also use the current measurement \( y(t) \) in (5b) in order to determine \( \alpha(t) \).

When not enough measurements are available yet to fill a complete horizon \( L \), the data-based scheme is slightly adapted. Namely, for \( t \leq L - 1 \), solve

\[
\begin{align*}
\min_{\mathcal{T}(0|t), \alpha(t), \sigma^y \in \mathbb{R}^n} & \quad J_{t+1}(\mathcal{T}(0|t), \sigma^y) \tag{7a} \\
\text{s.t.} & \quad H_{t+1}(u_{[0,N-1]}^d) \alpha(t) = \left[ \begin{array} {c} y_{[0,t]}^d - \sigma^y_{[0,t]} \end{array} \right] \tag{7b} \\
& \quad \mathcal{T}(0|t) \in X \tag{7c}
\end{align*}
\]

where

\[
J_{t+1}(\mathcal{T}(0|t), \sigma^y(t)) = \rho \Gamma(\mathcal{T}(0|t)) + \sum_{k=0}^{t} \ell(\sigma^y(k|t)) \tag{7d}
\]

and

\[
\Gamma(\mathcal{T}(0|t)) = ||\mathcal{T}(0|t) - \hat{x}_0||_P^2 \tag{8}
\]

for a prior estimate \( \hat{x}_0 \) (of the real, unknown initial condition \( x_0 \)). In this initial time interval, the dimensions of the Hankel matrices change at every iteration, because the length of the estimated trajectory is different for every time instant.

**Remark 2:** Similar to model-based MHE, this initial phase is treated here by using the full information estimator (FIE), meaning that all available measurements are taken into account to estimate the system’s states [2]. Its application to the case \( t > L - 1 \), in general, becomes intractable at some point, because the complexity of the optimization problem grows continuously. Obviously, this problem also holds true for the data-based case. Additionally, a similar data-based FIE would require the collection of an infinite, persistently exciting input/output trajectory, which is impossible.

**Remark 3:** In contrast to recently proposed data-based model predictive control (MPC) schemes, no regularization term for \( \alpha \) is included in the cost function, compare [5], [7, Eq. (6)]. This is due to our assumption that the offline collected data is noise-free and, therefore, there is no risk of \( \alpha \) amplifying the (offline) noise sequence.

In the following, we prove RGES of the presented data-based MHE scheme (5) and (7). To this end, we rely on a proof technique that was originally developed to show robust asymptotic stability (RAS) of a nonlinear model-based MHE [15] and that was recently streamlined in [16]. Here, we suitably extend it to the data-based case, while exploiting simplifications induced by linearity of the (unknown) system dynamics².

From here on, we denote sequences of finite or infinite length by bold face symbols \( \mathbf{v} := \{v(t_1), \ldots, v(t_2)\} \) for some \( t_1, t_2 \in \mathbb{Z}_{\geq 0} \) or \( \mathbf{v} := \{v(t_1), v(t_2), \ldots\} \), respectively, to simplify the notation. The solution to (4) at time \( t \) for initial condition \( x_0 \) and input sequence \( u = \{u(0), u(1), \ldots\} \) is denoted by \( x(t; x_0, u) \). Additionally, let \( ||v|| := \sup_{t \geq 0} |v(t)| \) denote the supremum norm of sequence \( v \) and \( ||v||_{a,b} := \sup_{t \in [a,b]} |v(t)| \). We assume having a linear detectable system. A linear detectable system implies the property of “incremental exponential uniform output-to-state stability” (e-UOSS) [19, Theorem 6], [2].

**Definition 2:** The system \( x(t+1) = f(x(t), u(t)) \) and \( y(t) = h(x(t), u(t)) \) is e-UOSS if there exist constants \( c_\beta \geq 1 \), \( \lambda_\beta \in (0,1) \) and a function \( \gamma_d \in K_\infty \) such that for each pair of initial conditions \( x_1, x_2 \in \mathbb{R}^n \) and any input sequence \( u \) generating the state sequences \( x_1(t; x_1, u) \) and \( x_2(t; x_2, u) \) the following holds for all \( t \in \mathbb{Z}_{\geq 0} \):

\[
|x(t; x_1, u) - x(t; x_2, u)| \leq c_\beta |x_1 - x_2| \lambda_\beta^t + \gamma_d(|h(x_1(t), u) - h(x_2(t), u)|) \tag{9}
\]

The term “uniform” is employed, since the right-hand side of (9) holds uniformly for all \( u \) (with the same \( c_\beta, \lambda_\beta \) and \( \gamma_d \) [2]. Furthermore, since we consider a linear detectable system, the function \( \gamma_d \) can be chosen as a linear function \( \gamma_d(t) = c_d t \) without loss of generality [19, Theorem 6].

²Earlier model-based MHE proofs that were specifically developed for linear systems have mostly been done under the assumption that no disturbances are present [17] or result in similar estimation error bounds that get worse with increasing horizon \( L \) [18], similar to [15], [16].

³With slight abuse of notation, we denote by \( x(x, u) \) and \( h(x, u) \) the state and corresponding output sequence starting at initial condition \( x \) and generated by the input sequence \( u \).
the following, we will not use the general $K_\infty$ function but the linear function when referring to the e-UOSS property.

Usually, in the case of nonlinear model-based MHE, “incremental input-output-to-state stability” (i-IOSS) is considered when RAS is proven [15, 16]. In the linear case that is considered here, we use (i) an exponential version which is implied by detectability of $(A, C)$ (compare, e.g., [19]) and (ii) only consider an output in (9) and not an additional (disturbance) input, since we only consider measurement noise in (4) but not process noise (i.e., disturbances in the dynamics (4a)). An extension to the latter setting is subject of ongoing research. In order to prove RGES, we consider the following assumptions:

**Assumption 1:** The pair $(A, C)$ of system (4) is detectable.

**Assumption 2:** The stage costs $\ell$ and the prior weighting $\Gamma$ in (5) and (7) are positive definite and quadratic.

In order to fulfill Assumption 2, one can choose $\ell(s) = |s|^2_2$ (with $R$ positive definite) and $\Gamma$ as defined in (6) and (8). Assumption 2 implies that the stage costs and the prior weighting can be lower and upper bounded as follows

$$p_1 s^2 \leq \Gamma(s) \leq p_2 s^2,$$

where $p_1 := \lambda_{\min}(P)$, $p_2 := \lambda_{\max}(P)$ and $r_1 := \lambda_{\min}(R)$, $r_2 := \lambda_{\max}(R)$. We use the following definition of RGES:

**Definition 3:** Consider system (4), subject to disturbance $v \in \mathbb{V}$. A state estimator is RGES if there exist constants $c_1$, $c_2 \geq 1$ and $\lambda_1$, $\lambda_2 \in (0, 1)$ such that for all $x_0$, $\hat{x}_0 \in \mathbb{R}^n$, all $v \in \mathbb{V}$ the following is satisfied for all $t \geq 0_2$:

$$|x(t) - \hat{x}(t)| \leq c_1 |x_0 - \hat{x}_0| \lambda_1^t$$

$$\oplus \sum_{\tau = 0}^{t} c_2 |v(t - \tau)| \lambda_2^\tau.$$  (10)

Note that such an RGES definition using also discounting of the disturbance terms has been introduced in the model-based MHE context in [20, Definition 1 and 2] and has (sometimes in a similar asymptotic form) also been used in various recent MHE results, compare, e.g., [21, 22, 23].

RGES of the proposed data-based MHE is shown in the following theorem.

**Theorem 2:** (RGES of MHE) Suppose Assumptions 1-2 hold. Then, there exist $T$ and $\rho$ such that if $L \geq T$, the MHE scheme defined in (5) and (7) is RGES, i.e., there exist $c_1$, $c_2 \geq 1$ and $\lambda_1$, $\lambda_2 \in (0, 1)$ such that for all $x_0$, $\hat{x}_0 \in \mathbb{R}^n$ and for all $t \in \mathbb{Z}_{\geq 0}$ (10) is satisfied.

**Proof:** The proof follows similar steps as the proof of Theorem 1 in [16] (compare also the earlier results in [15]) with suitable adaptations for the data-based setting and substantial simplifications due to the considered linear system.

For $t \leq L - 1$, each term in the cost function of problem (7) can be upper bounded by the optimal total cost, which in turn by optimality can be upper bounded by the cost of the real (unknown) trajectory. A lower bound for the optimal value function can be found by exploiting Assumption 2. Using these upper and lower bounds, the following statements are obtained for $t = L - 1$ (compare [16, Eqs. (6) and (7)])

$$|\hat{e}_0| \leq \sqrt{2 |P_2| \rho_1} e_0 + \sqrt{2Lr_2 \rho_1} |v||_{[0,L-1]},$$  (11)

$$\|\hat{\sigma}^y||_{[0,L-1]} \leq 2Lr_2 / r_1 |e_0| + \sqrt{2Lr_2 / r_1} |v||_{[0,L-1]},$$  (12)

where $\hat{e}_0 := \hat{x}(0) - \hat{x}(0)$, $e_0 := \hat{x}(0) - x(0)$ and $\hat{x}(0) = \hat{x}_0$, $x(0) = x_0$. The expression $\hat{\sigma}^y$ denotes the optimal fitting error sequence and $v$ the real (unknown) fitting error sequence. Furthermore, since $(A, C)$ is detectable, it is e-UOSS (compare [19, Theorem 6]). Hence we can use (9) with $x_1 = \hat{x}(0) t$ and $x_2 = x(0)$. By (7b) and the definition of the estimated state $\hat{x}$, for $0 \leq t \leq L - 1$ we have

$$\hat{x}(t) = x(t; x_1, u) = H_1(x(t; [0,L-1]) \hat{\alpha}(t).$$

Additionally, we have that $h(x_1, u) = H_{t+1}(y_{0,N-1}) \hat{\alpha} = \hat{y} - \hat{\sigma}^y$ and $h(x_2, u) = H_1(y_{0,N-1}) \alpha = y - v$ (where $x_1$ and $x_2$ are as in Definition 3), leading to

$$|e(t)| \leq c_\beta |\hat{x}(0) t - x(0)| \lambda_1^t \|v - \hat{\sigma}^y||_{[0,t-1]}$$

$$\leq c_\beta (2 |e_0| + 2 |e_0|) \lambda_1^t \|v - \hat{\sigma}^y||_{[0,t-1]}$$

$$\oplus 2c_{\gamma d} |\hat{\sigma}^y||_{[0,t-1]}.$$  (13)

where $\epsilon(t) = \hat{x}(t) - x(t)$. We employ the derived bounds in (11) and (12) and plug them into (13). Since $|\hat{\sigma}^y||_{[0,t-1]} \leq |\hat{\sigma}^y||_{[0,L-1]}$ for all $0 \leq t \leq L - 1$, we obtain

$$|e(t)| \leq c_\beta \lambda_1^t \|v||_{[0,L-1]}$$

$$\oplus 2c_{\gamma d} \sqrt{2Lr_2 \rho_1} |v||_{[0,L-1]}$$

$$\oplus 2c_{\gamma d} \sqrt{2Lr_2 / r_1} |v||_{[0,L-1]}.$$  (14)

Using $s \leq \sqrt{2p_2 / p_1}$ and $s \leq \sqrt{2Lr_2 / r_1}$ this expression can be simplified to

$$|e(t)| \leq c_\beta \lambda_1^t \sqrt{2p_2 / p_1} \|v||_{[0,L-1]}$$

$$\oplus 2c_{\gamma d} \sqrt{2p_2 / r_1} |v||_{[0,L-1]}.$$  (15)

Next we apply (15) with $t = L - 1$ and a time shift of $\tilde{k}$, which can be done by choice of the prior in (6), i.e., at time $\tilde{k}$, the prior $\tilde{x}(k - L + 1)$ is used. Hence we obtain

$$|e(\tilde{k} + L - 1)| \leq c_\beta \lambda_1^{L-1} 2\sqrt{2p_2 / p_1} |e(\tilde{k})|$$

$$\oplus c_\beta \lambda_1^{L-1} \sqrt{2Lr_2 \rho_1} |v||_{[\tilde{k},k+L-1]}$$

$$\oplus 2c_{\gamma d} \sqrt{2p_2 / r_1} |e(\tilde{k})| + c_{\gamma d} \sqrt{2Lr_2 / r_1} |v||_{[\tilde{k},k+L-1]}.$$  (16)
Fix $\lambda \in (0, 1)$ and note that for all $s \in \mathbb{R}^n$ it follows that
\[
c_\beta \lambda s - 2 \sqrt{2p_2 / p_1} s \leq \lambda s
\]
holds for all $s \in \mathbb{R}^n$. Additionally, one can find a $\rho$ small enough such that
\[
2c_\gamma \sqrt{2p_2 / \rho} s \leq \lambda s
\]
for all $s \in \mathbb{R}^n$. These arguments are now used for the first and for the third term of (16)
\[
|e(\hat{k} + L - 1)| \leq \lambda |e(\hat{k})| \oplus c_\beta \lambda^L - 2 \sqrt{2L_2 \rho^L_2} ||v||_{\hat{k}, \hat{k} + L - 1}
\]
\[
+ \lambda |e(\hat{k})| \oplus 2c_\gamma \sqrt{2L_2 \rho^L_2} ||v||_{\hat{k}, \hat{k} + L - 1}
\]
\[
\leq |e(\hat{k})| \oplus c_\gamma ||v||_{\hat{k}, \hat{k} + L - 1}
\]
(17)
where
\[
c_\gamma := c_\beta \lambda_2 \sqrt{2L_2 \rho^L_2} + 2c_\gamma \sqrt{2L_2 \rho^L_2} \sqrt{L r^2_1}.
\]
Next, we establish upper bounds for $|e(t)|$ for $t \in [0, L - 2]$. By similar computations to lead to (17), it follows
\[
|e(t)| \leq 2c_\beta \sqrt{2p_2 / p_1} |e|_0 \oplus c_\beta \sqrt{2L_2 \rho} ||v||_{0, t - 1}
\]
\[
+ 2c_\gamma \sqrt{2p_2 / \rho} |e|_0 \oplus 2c_\gamma \sqrt{2L_2 \rho} ||v||_{0, t - 1}
\]
\[
eq c_3 |e|_0 \oplus c_\gamma ||v||_{0, t - 1}
\]
(19)
for $c_3 := 2 c_\beta \sqrt{2p_2 / p_1} \geq \lambda > 2c_\gamma \sqrt{2p_2 / \rho}$. The remainder of the proof is to show by induction that
\[
|e(t + j(L - 1))| \leq \lambda^j c_3 |e|_0 \oplus c_\gamma ||v||_{j(L - 1), j(L - 1) + t}
\]
\[
\oplus \max_{i \in [0, j - 1]} \left( \lambda^{j - i - 1} c_\gamma ||v||_{j(L - 1), i + 1(L - 1) - 1} \right)
\]
for all $j \geq 0$ and $t \in [0, L - 2]$ which works analogously to the model-based case in [16]. Hence, for the sake of brevity, we do not show this part here. Define
\[
c_1 := \frac{c_3}{\lambda} \quad c_2 := \frac{c_\gamma}{\lambda}
\]
(20)
as well as $\lambda_1 := \lambda_2 := \lambda^{j + 1}$. Then, for all $t \geq 0$
\[
|x(t) - \hat{x}(t)| \leq c_1 |x_0 - \hat{x}_0| \lambda^1 \oplus \bigoplus_{\tau = 0}^t c_2 |x(t - \tau)| \lambda^2
\]
(21)
which proves that the data-based MHE is RGES.

Remark 4: The gain $c_\gamma$, defined in (18), increases with an increasing horizon $L$. This rather counter-intuitive result is analogous to the model-based setting [15], [16] and results from various conservative steps in the employed proof technique. Recently, novel proof techniques using a Lyapunov-like analysis [22] or using discounted cost functions [19] have been proposed to circumvent this problem. Studying similar concepts for the proposed data-based MHE framework is subject of future work.

Remark 5: In the data-based MHE problem (5), one can allow for more general cost functions, which are not necessarily quadratic. In this case, one needs to consider Assumptions 2 - 5 of [16] (which are satisfied globally for the quadratic costs considered here) for the stability analysis. Depending on whether these assumptions hold locally or globally, the resulting robust stability guarantees then hold locally or globally.

Remark 6: In both model-based and data-based MHE, past disturbance sequences are estimated when solving the corresponding MHE optimization problems, allowing for a similar proof technique. On the other hand, in the “dual” problem of MPC, the model-based results (compare, e.g., [2]) and the data-based robust stability proofs [7] are quite different. The reason is that in data-based MPC, the noise in previous online output measurements (and in the offline collected data) is estimated via an additional slack variable (similar to (5b)), which is not the case in most model-based robust MPC schemes.

IV. NUMERICAL EXAMPLE

In this section, we illustrate our data-based MHE scheme by means of a simple numerical example taken from [24]. The following LTI-DT system
\[
\begin{bmatrix}
    x_1(k + 1) \\
    x_2(k + 1) \\
    y(k)
\end{bmatrix} =
\begin{bmatrix}
    0.9950 & 0.9998 & 0.9950 \\
    -0.9998 & 0.9950 & 0.9950 \\
    1 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
    x(k) \\
    v(k)
\end{bmatrix}
\]
is considered. We collect offline a persistently exciting input/output trajectory of length $N = 30$, where the input is sampled from a uniform random distribution $\mathcal{U}(-5, 5)$. The measurement noise is normally distributed, i.e., $v \sim \mathcal{N}(\mu, \sigma^2)$. The data-based MHE scheme is applied for two different cases: first for the case in which $\mu = 0$ and $\sigma = 2$ (named $v_1$) and, second, $\mu = 0$ and $\sigma = 6$ (named $v_2$). We choose $\rho = 1, L = 5$, and consider $R = 10I_N, P = 10I_n$ and in a second simulation $R = 100I_n, P = 10I_n$. The initial condition for the system is $x_0 = [7 \ 7]^T$ and for the prior estimate $\hat{x}_0 = [1 \ 2]$. The simulation results are illustrated in Figure 1. As guaranteed by Theorem 2, the data-based MHE is RGES. Naturally, a higher noise variance leads to worse estimates.

Interestingly, a higher value for $R$ leads to a higher variation of $\hat{x}_2$ (and to a slightly higher variation of $\hat{x}_1$). A higher value of $R$ implies that we prefer small values of $\sigma^2$ such that the estimated output, i.e., $H_L(y^d_{[0, N - 1]}x(t))$, is closer to the measured, noisy output. Consequently, the estimates will be influenced substantially by the noisy output measurements, which explains the higher variations of $\hat{x}_2$ (and the slightly higher variations of $\hat{x}_1$).

Although not addressed in this simulation example (and throughout this paper), an interesting topic for future research is a detailed comparison between the proposed (direct) data-based MHE scheme to (indirect) model-based MHE schemes.
using system identification, similar to the analysis in the context of data-driven predictive control [25].

V. CONCLUSION

In this paper, we introduced a data-based MHE scheme for the case in which the online output measurements are corrupted by some non-vanishing measurement noise. We showed RGES of the robust data-based MHE and illustrated its performance by means of a simulation example. Besides studying alternative data-based MHE formulations or proof techniques that potentially allow for less conservative results (compare Remark 4), our current work focuses on how bounded noise in the offline collected data influences our results.

REFERENCES

[1] R. E. Kalman, “A new approach to linear filtering and prediction problems,” 1960.

[2] J. B. Rawlings, D. Q. Mayne, and M. Diehl, Model predictive control: theory, computation, and design. Nob Hill Publishing Madison, WI, 2017, vol. 2.

[3] P. Van Overschee, “Subspace identification: Theory, implementation, application,” 1997.

[4] J. C. Willems, P. Rapisarda, I. Markovsky, and B. L. De Moor, “A note on persistency of excitation,” Systems & Control Letters, vol. 54, no. 4, pp. 325–329, 2005.

[5] J. Coulson, J. Lygeros, and F. Dörfler, “Data-enabled predictive control: In the shallows of the deep,” in 2019 18th European Control Conference (ECC). IEEE, 2019, pp. 307–312.

[6] C. De Persis and P. Tesi, “Formulas for data-driven control: Stabilization, optimality, and robustness,” IEEE Transactions on Automatic Control, vol. 65, no. 3, pp. 909–924, 2019.

[7] J. Berberich, J. Köhler, M. A. Müller, and F. Allgöwer, “Data-driven model predictive control with stability and robustness guarantees,” IEEE Transactions on Automatic Control, vol. 66, no. 4, pp. 1702–1717, 2020.

[8] V. G. Lopez, M. A. Al-salti, and M. A. Müller, “Efficient off-policy Q-learning for data-based discrete-time LQR problems,” arXiv preprint arXiv:2105.07761, 2021.

[9] I. Markovsky and F. Dörfler, “Behavioral systems theory in data-driven analysis, signal processing, and control,” Annual Reviews in Control, vol. 52, pp. 42–64, 2021.

[10] S. X. Ding, S. Yin, Y. Wang, Y. Yang, and B. Ni, “Data-driven design of observers and its applications,” IFAC Proceedings Volumes, vol. 44, no. 1, pp. 11 441–11 446, 2011.

[11] M. S. Turan and G. Ferrari-Trecate, “Data-driven unknown-input observers and state estimation,” IEEE Control Systems Letters, vol. 6, pp. 1424–1429, 2022.

[12] R. Adachi and Y. Wakasa, “Dual system representation and prediction method for data-driven estimation,” in 2021 60th Annual Conference of the Society of Instrument and Control Engineers of Japan (SICE). IEEE, 2021, pp. 1245–1250.

[13] J. Berberich and F. Allgöwer, “A trajectory-based framework for data-driven system analysis and control,” in 2020 European Control Conference (ECC). IEEE, 2020, pp. 1365–1370.

[14] H. J. van Waarde, C. De Persis, M. K. Camlibel, and P. Tesi, “Willems’ fundamental lemma for state-space systems and its extension to multiple datasets,” IEEE Control Systems Letters, vol. 4, no. 3, pp. 602–607, 2020.

[15] M. A. Müller, “Nonlinear moving horizon estimation in the presence of bounded disturbances,” Automatica, vol. 79, pp. 306–314, 2017.

[16] D. A. Allan and J. B. Rawlings, “Moving horizon estimation,” in Handbook of Model Predictive Control, S. V. Raković and W. S. Levine, Eds. Cham: Springer International Publishing, 2019, pp. 99–124.

[17] C. V. Rao, J. B. Rawlings, and J. H. Lee, “Constrained linear state estimation—a moving horizon approach,” Automatica, vol. 37, no. 10, pp. 1619–1628, 2001.

[18] A. Alessandri and M. Awadweh, “Moving-horizon estimation for discrete-time linear systems with measurements subject to outliers,” in 53rd IEEE Conference on Decision and Control, 2014, pp. 2591–2596.

[19] S. Knüfer and M. A. Müller, “Time-discounted incremental input/output-to-state stability,” in 2020 59th IEEE Conference on Decision and Control (CDC). IEEE, 2020, pp. 5394–5400.

[20] S. Knüfer and M. A. Müller, “Robust global exponential stability for moving horizon estimation,” in 2018 IEEE Conference on Decision and Control (CDC), 2018, pp. 3477–3482.

[21] S. Knüfer and M. A. Müller, “Nonlinear full information and moving horizon estimation: Robust global asymptotic stability,” arXiv preprint arXiv:2105.02764, 2021.

[22] D. A. Allan, “A lyapunov-like function for analysis of model predictive control and moving horizon estimation,” Ph.D. dissertation, 2020.

[23] J. D. Schiller, S. Knüfer, and M. A. Müller, “Robust stability of suboptimal moving horizon estimation using an observer-based candidate solution,” IFAC-PapersOnLine, vol. 54, no. 6, pp. 226–231, 2021, 7th IFAC Conference on Nonlinear Model Predictive Control NMPC 2021.

[24] W. H. Kwon, P. S. Kim, and P. Park, “A receding horizon Kalman FIR filter for discrete time-invariant systems,” IEEE Transactions on Automatic Control, vol. 44, no. 9, pp. 1787–1791, 1999.

[25] V. Krishnan and F. Pasqualetti, “On direct vs indirect data-driven predictive control,” in 2021 60th IEEE Conference on Decision and Control (CDC), 2021, pp. 736–741.