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Abstract

Random order online contention resolution schemes (ROCRS) are structured online rounding algorithms with numerous applications and links to other well-known online selection problems, like the matroid secretary conjecture. We are interested in ROCR subject to a matroid constraint, which is among the most studied constraint families. Previous ROCR required to know upfront the full fractional point to be rounded as well as the matroid. It is unclear to what extent this is necessary. Fu, Lu, Tang, Turkieltaub, Wu, Wu, and Zhang (SOSA 2022) shed some light on this question by proving that no strong (constant-selectable) online or even offline contention resolution scheme exists if the fractional point is unknown, not even for graphic matroids.

In contrast, we show, in a setting with slightly more knowledge and where the fractional point reveals one by one, that there is hope to obtain strong ROCR by providing a simple constant-selectable ROCR for graphic matroids that only requires to know the size of the ground set in advance. Moreover, our procedure holds in the more general adversarial order with a sample setting, where, after sampling a random constant fraction of the elements, all remaining (non-sampled) elements may come in adversarial order.

1 Introduction

Contention resolution schemes (CRS) are a class of (typically randomized) rounding algorithms to transform a fractional point from a polyhedral relaxation into an integral one while preserving feasibility. They were introduced in [CVZ14] motivated by applications to submodular maximization problems, and have proven to be a versatile tool. Contention resolution schemes were subsequently extended to the online setting [FSZ16], where elements arrive one by one in an online fashion. (See also [AW18].) They have found applications in areas such as stochastic probing, posted pricing mechanisms, and prophet inequalities. (For further information on these areas, we refer the interested reader to the following recent works and references therein: [ASW16; GN13; GNS16; FTWWZ21] for stochastic probing, [CHMS10; Yan11; KW12] for posted pricing mechanisms, and [EFGT20; KW12; KW19] for prophet inequalities.)

Formally, we are given a downwards-closed family \( \mathcal{I} \subseteq 2^N \), a polyhedral relaxation \( P_\mathcal{I} \) thereof, and a vector \( x \in P_\mathcal{I} \). Elements of \( N \) arrive one by one. Each element \( e \in N \) is either active, with probability \( x_e \), or inactive, with probability \( 1 - x_e \), independently of the other elements. Whether an element is active is revealed upon its arrival. Moreover, whenever an arriving element \( e \in N \) is active, the algorithm must decide irrevocably whether to pick it or not. At all times, the set of currently selected elements \( T \) must satisfy \( T \in \mathcal{I} \). The goal is to select each element \( e \) with probability at least \( c \cdot x_e \) for \( c \in [0, 1] \) as large
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1We call a polyhedron \( P_\mathcal{I} \subseteq \{0, 1\}^N \) a polyhedral relaxation of \( \mathcal{I} \) if \( P_\mathcal{I} \cap \{0, 1\}^N = \{1_S : S \in \mathcal{I} \} \), where \( 1_S \in \{0, 1\}^N \) is the characteristic vector of \( S \). Hence, the 0/1-points in \( P_\mathcal{I} \) correspond to \( \mathcal{I} \).
as possible. The scheme is then called \textit{c-selectable}. Different models have been studied depending on the arrival order of the elements. Random order contention resolution schemes (ROCRS) [AW18; LS18] assume that elements are revealed in uniformly random order, while online contention resolution schemes (OCRS) [Ala14; FSZ16; LS18] assume the order is fixed by an adversary, typically upfront.\footnote{Different types of adversaries have been considered in the literature, such as offline, online, and almighty adversaries.} While offline and online CRS have been studied under several types of constraints, in this work we restrict our attention to matroid constraints, which is among the most studied constraint classes in this context.\footnote{A matroid \(M\) is a pair \(\mathcal{M} = (E, \mathcal{I})\) where \(E\) is a finite set and \(\mathcal{I} \subseteq 2^E\) is a non-empty family satisfying: 1) if \(A \subseteq B\) and \(B \in \mathcal{I}\) then \(A \in \mathcal{I}\), and 2) if \(A, B \in \mathcal{I}\) and \(|B| > |A|\) then \(\exists e \in B \setminus A\) such that \(A \cup \{e\} \in \mathcal{I}\).} For matroids it is known that contention resolution schemes with constant-factor guarantees (i.e., \(c = \Omega(1)\)) exist. They have been developed for the offline setting [CVZ14], the random order setting [AW18; LS18], and the online (adversarial) setting [FSZ16; LS18].

The above models, however, usually assume prior knowledge of both the matroid \(M\) and the point \(x\) to be rounded, where \(x\) is required to be in the matroid polytope \(\mathcal{P}_M\).\footnote{The matroid polytope \(\mathcal{P}_M \subseteq [0, 1]^E\) of matroid \(\mathcal{M} = (E, \mathcal{I})\) is the convex hull of all characteristic vectors of independent sets.} This prior knowledge is exploited heavily when building and analyzing the respective schemes. A key question is how much prior knowledge is required to obtain strong guarantees (i.e., constant selectability). This question is motivated by related problems in the area where existing procedures seem to need too much information to have a chance to be useful for progress on further known questions. (In Section 1.1 we further expand on this using a connection to the matroid secretary problem.) In terms of prior knowledge, the following two questions capture central aspects:

- How much information about the point \(x\) to be rounded is known in advance?
- How much of the matroid \(M\) is known in advance?

In terms of knowledge of \(x\), the arguably strongest notion of (distribution) obliviousness is that the CRS does not depend on \(x\) whatsoever (and hence, also does not learn \(x\) over time). Such a CRS is said to be oblivious. Hence, whenever an element arrives, the algorithm only learns whether that element is active. In [CVZ14], an oblivious \(\Omega(1)\)-selectable CRS for laminar matroids was presented. This raised the question to what extent such schemes may exist more generally. Very recently, [Fu+22] showed that, unfortunately, oblivious \(\Omega(1)\)-selectable CRS (and hence selectable OCRS) do not exist for all matroids; more precisely neither graphic nor transversal matroids admit them. In addition, they provide an oblivious \(\frac{1}{2}\)-selectable OCRS for uniform rank-1 matroids.

Our main goal is to show that, despite this negative result, there is hope to obtain strong ROCRS without having to know the full point \(x\) upfront. We say that a ROCRS is \textit{distribution unknown} if the point \(x \in \mathcal{P}_M\) is not known upfront but rather revealed as elements appear. That is, when an element \(e\) is revealed, we learn whether it is active together with its marginal value \(x_e\). Note that this is less restrictive than the above-mentioned oblivious setting, where no information on \(x\) is gained or used throughout the algorithm. We find the assumption of having access to \(x_e\) natural as it resembles the input one gets in an online rounding procedure. In addition, our interest for the problems above partially stems from connections to the matroid secretary problem (and its fractional variant), where having access to the \(x_e\) values plays an important role. We discuss this in more detail in Section 1.1.

Moreover, regarding prior knowledge about the matroid, we call a ROCRS \textit{matroid unknown} if it only knows the cardinality of the matroid upfront, and the matroid is revealed as elements appear.\footnote{Knowing the cardinality upfront is a very common assumption and necessary to have any hopes for constant-selectable algorithms to exist. As we see later, this is also implied by a stronger impossibility result of [Fu+22].} Finally, we call a ROCRS \textit{distribution and matroid unknown} if it is both distribution and matroid unknown.

### 1.1 Connections to the matroid secretary problem

An instance of the matroid secretary problem MSP [BIKK18] consists of a matroid \(\mathcal{M} = (E, \mathcal{I})\) and weights \(w: E \to \mathbb{R}_{\geq 0}\). The elements of the matroid are revealed online in uniformly random order. Once an element \(e \in E\) arrives, we see its weight \(w_e\) and must decide irrevocably whether to pick it or not. The algorithm must always output an independent set \(S \in \mathcal{I}\), and the goal is to maximize (in expectation) its total weight \(w(S) := \sum_{e \in S} w_e\). It is a major open question whether MSP admits a constant-factor competitive algorithm,

\footnote{We note that the term \(c\)-balanced has also been used in the literature instead of \(c\)-selectable.}
and the matroid secretary conjecture claims this to be the case.

Interestingly, the matroid secretary conjecture remains open even for sparse weight functions, where the elements supp\(w := \{e \in E: w(e) > 0\}\) can be partitioned into constantly many independent sets, or even just two independent sets. A very related way to phrase the same problem is to assume that we are given a matroid whose ground set is the union of \(k\) independent sets, however the algorithm does not know the matroid upfront. We denote by MSP\((k)\) this restricted sparse version of MSP. Clearly, if the matroid was known upfront (and \(k\) is constant), it would be trivial to obtain a \(k\)-competitive algorithm for MSP\((k)\) by first partitioning the ground set into \(k\) independent sets and selecting uniformly at random all elements of one of these sets, independently of the revealed weights. We highlight that not knowing the matroid upfront is a natural assumption, as one can obfuscate an instance by adding 0-weight elements to the matroid.

7 Note that this is not a formal proof of equivalence between the MSP conjecture with known or unknown matroid. However, especially in general matroids, which is what the MSP conjecture is about, there are many ways to obfuscate an instance by adding 0-weight elements, which, even if the matroid is known upfront, makes it much harder to exploit this.

Another related problem is the fractional matroid secretary problem (FMSP).\(^8\) An instance of the latter is almost identical to one of MSP, the only difference being that one can pick elements fractionally, in the sense that the output is a vector \(y \in P_M\). The goal is still to maximize the expected weight of the output, in this case given by \(w^\top y\). Fractional MSP is clearly no harder than classical MSP. However, even for fractional MSP, it is unknown whether a constant-competitive algorithm exists.

One arguably natural approach to solve the MSP conjecture is to first solve the (potentially easier) fractional version, and then look for online rounding procedures that transform an FMSP solution into an (integral) MSP one, while losing only a constant factor of the objective value. One may wonder whether

8While this problem is known in the community, we are not aware of any previous work on it.
a distribution and matroid unknown $\Omega(1)$-selectable ROCRS immediately implies the existence of such a rounding procedure. Unfortunately the answer is no. The reason is that the output of an FMSP algorithm may highly depend on the arrival order of the input (i.e., two different arrival orders may lead to outputs $y_1, y_2 \in P_M$ where $y_1$ is not a permutation of $y_2$), while a ROCRS assumes the hidden distribution $x$ is fixed beforehand, and then revealed to the algorithm in random order. However, any such rounding procedure that allows for online rounding an FMSP solution into an MSP one is a ROCRS, and, in particular, also provides a solution to MOFS (and thus to sparse MSP as well).

1.2 Our results

Our main result is a simple $\Omega(1)$-selectable distribution and matroid unknown ROCRS for graphic matroids, where we assume that, whenever an edge reveals, it reveals its endpoints. We allow graphs to have parallel edges, and we assume without loss of generality that they do not contain loops. The procedure only needs to know the cardinality of the ground set upfront, i.e., the number of edges of the graph, so that it can sample a constant fraction of the elements. We emphasize that we predominantly focus on providing a simple algorithm and analysis, and make no attempt at optimizing the selectability constant.

**Theorem 1.1.** Let $G = (V, E)$ be a graph, $M = (E, I)$ its graphic matroid, and $P_M$ the corresponding matroid polytope. Then there exists a distribution and matroid unknown $\frac{1}{96}$-selectable random order contention resolution scheme for $P_M$.

Like many other procedures in this context, ours has first an observation phase, which samples a set $S \subseteq E$ containing a constant fraction of the elements without picking any. We use this to learn some structure of the underlying instance, and then run a second phase where elements are selected, which is the core of our procedure. Our analysis of the second phase does not use the values of the marginals $x_e$ from $e \in E \setminus S$, nor the assumption that elements from $E \setminus S$ arrive in uniformly random order. Thus, our procedure and analysis still hold in the more general adversarial order with a sample setting, where we are allowed to sample a random constant fraction of the elements and the remaining (non-sampled) elements arrive in adversarial order. Moreover, for non-sampled elements, we only need to know whether they are active or not without needing to learn their $x$-values.

As discussed above, Theorem 1.1 immediately implies the following.

**Corollary 1.2.** There is a $\frac{1}{96}$-selectable algorithm for MOFS on graphic matroids.

2 Algorithm

Let us first present a canonical way to obtain a constant-selectable procedure if we know the graph $G$ and the vector $x \in P_M$ upfront. This is a nice warm-up before we present our ROCRS and, moreover, it allows us to highlight important hurdles that appear in the matroid and distribution unknown setting when this prior information is not available.

2.1 Warm up: a simple constant-selectable procedure with prior knowledge

We define a total order on the vertices iteratively, by first identifying the smallest vertex in the ordering, then the next smallest one and so on. The ordering is obtained by successively picking a vertex $v$ for which $x(\delta(v))$, i.e., the sum of the $x$-values on edges incident with $v$, is smallest, and then deleting it and iterating. More formally, let $Q \subseteq V$ be the vertices ordered so far. (Hence, we have $Q = \emptyset$ at the beginning.) As the next vertex we pick one minimizing the $x$-load of edges to vertices in $V \setminus Q$, i.e., we pick a minimizer of

$$\min_{v \in V \setminus Q} x(E(v, V \setminus Q)),$$

where $E(v, V \setminus Q)$ are all edges with one endpoint being $v$ and the other one belonging to $V \setminus Q$. We call such an ordering an $x$-topological ordering and write $v \prec u$ for $v, u \in V$ if $v$ is ordered before $u$.

Note that the sets $E_v^\prec := \{e = \{v, u\} \in \delta(v) : v \prec u\}$,
partition all edges $E$. A constant-selectable random order contention resolution scheme is now obtained by selecting an appearing edge $e = \{v, u\} \in E$ (say $e \in E_v^{\prec}$) according to the following rule. If $e$ is active and no other edge of $E_v^{\prec}$ has been selected so far, then select $e$ with probability $1/s$; otherwise, do not select $e$. One can think of this as flipping upfront a biased coin for each edge and declaring it excluded with probability $\gamma/s$. We then simply select greedily the first active and non-excluded edge for each $E_v^{\prec}$.

First note that this will return a forest due to the following well-known and simple observation.

**Observation 2.1.** Let $G = (V,E)$ be a graph with a total vertex order '$\prec$', and let $T \subseteq E$ with $|T \cap E_v^{\prec}| \leq 1$ for $v \in V$. Then $T$ is a forest.

Indeed, the observation holds because any cycle $C$ in $G$ must contain at least 2 edges from $E_v^{\prec}$ where $v$ is the first vertex of $C$ with respect to the vertex order '$\prec$'.

The crucial property we need of an $x$-topological ordering to get constant selectability is

$$x(E_v^{\prec}) \leq 2 \quad \forall v \in V.$$  \hspace{1cm} (1)

To see that this property holds, let $v \in V$, and we denote by $Q := E_v^{\prec}$ the vertices considered before $v$ in the construction of the $x$-topological ordering '$\prec$'. Observe first that $x(E[V \setminus Q]) \leq |V \setminus Q| - 1$, where $E[V \setminus Q]$ are all edges with both endpoints in $V \setminus Q$, because $x$ is in the forest polytope. Indeed, no forest can contain more than $|V \setminus Q| - 1$ edges with both endpoints in $V \setminus Q$, which immediately bounds the $x$-value of any convex combination of forests. Because $2x(E[W]) = \sum_{u \in W} x(E(u,W))$ for any $W \subseteq V$, which can be interpreted as a fractional version of the handshaking lemma, we have

$$\sum_{u \in V \setminus Q} x(E(u,V \setminus Q)) = x(E[V \setminus Q]) \leq 2|V \setminus Q| - 2,$

which implies (1) by an averaging argument, because $v$ minimizes $x(E[u,V \setminus Q])$ among all vertices $u \in V \setminus Q$.

Now consider the probability of selecting an edge $e = \{v, u\} \in E$. Edge $e$ will certainly be selected if the following two conditions hold simultaneously:

(i) $e$ is active and not excluded.

(ii) Each edge in $(E_v^{\prec} \cup E_u^{\prec}) \setminus \{e\}$ is either excluded or not active.

Observe that these two events are independent, the first one happens with probability $x_u/s$, and the second one with constant probability. To see the latter, note that the expected number of active edges in $E_v^{\prec} \cup E_u^{\prec}$ is $x(E_v^{\prec} \cup E_u^{\prec}) = x(E_v^{\prec}) + x(E_u^{\prec}) \leq 4$ due to (1) and hence

$$\mathbb{E}[\|f \in (E_v^{\prec} \cup E_u^{\prec}) \setminus \{e\} : f \text{ is active and not excluded}\|] = \frac{1}{8}\mathbb{E}[\|\{f \in (E_v^{\prec} \cup E_u^{\prec}) \setminus \{e\} : f \text{ is active}\}\|] \leq \frac{1}{2}. \hspace{1cm} (2)

Then applying Markov’s inequality to (2) immediately implies that event (ii) happens with probability at least $\frac{1}{2}$. Thus the contention resolution scheme has constant selectability. (More precisely, the above reasonings imply a selectability of $1/16$.)

### 2.2 Our procedure

We show that a simple and canonical extension of the prior knowledge algorithm discussed in Section 2.1 to our setting without this prior knowledge leads to a constant-selectable ROCRS. Although the extended algorithm may seem straightforward at first, the key challenge lies in its analysis. More precisely, we first observe a sample $S \subseteq E$ of edges and define an $x$-topological ordering of the subgraph over only the edges of $S$ and only using the $x$-values of those edges (which are known after sampling $S$). We denote the obtained ordering '$\prec_S$', where the subscript highlights that the $x$-topological ordering now depends on the sample $S$. Then we simply run the same algorithm as in Section 2.1 (albeit with a different probability to exclude edges) on the remaining edges $E \setminus S$ using the ordering '$\prec_S$'. The resulting procedure is presented in Algorithm 1. Although this algorithm naturally extends the offline procedure, several important questions arise regarding both its implementation and, most importantly, its analysis. Indeed, even though we can mimic the definition of $E_v^{\prec}$ from Section 2.1 and introduce a partitioning of $E$ induced by the order '$\prec_S$' via

$$E_v^{\prec_S} = \{e = \{v, u\} \in \delta(v) : v \prec_S u\},$$
it is no longer true that the partitioning defined this way satisfies property (1). (In fact, $x(E_v^{\prec S})$ can even be super-constant depending on the sampled set $S$.) Nevertheless, note that Algorithm 1 clearly returns a forest due to Observation 2.1. We discuss the implementation details first and continue with the analysis of the algorithm later in Section 3. For ease of notation, we use the shorthand $E_v^S$ for $E_v^{\prec S}$.

Let us outline the issues that need to be addressed to complete the description of Algorithm 1. First, recall that here, in contrast to the prior knowledge setting, we cannot access the whole vertex set upfront. Thus, our algorithm can only define the $x$-topological order for the vertices that have been seen in the sampling phase (as endpoints of edges in $S$) and has to maintain the ordering as more vertices are revealed over time. In addition, while the procedure from Section 2.1 could break ties between minimizers of $x(\delta(v))$ arbitrarily, in our setting, we handle tiebreaking more carefully, as it may have a non-trivial impact on the resulting partition and hence the selectability of our algorithm, especially due to the randomness of the sample set $S$.

First let us address the questions related to the $x$-topological ordering by modifying the naive procedure. To this end, assume for now that a tiebreaking rule is fixed; we will discuss how to properly implement tiebreaking later. Now, let $T$ be the set of all endpoints of the edges in the sample set $S$ and note that we have full access to $T$ once $S$ is observed. With that, we can initialize $G'$ to be the edge-induced subgraph $G[S] = (T, S)$ of $G$ and apply the usual iterative process to $G'$ in order to define the $x$-topological ordering on $T$. The remaining vertices (i.e., those not in $T$) can be added to the $x$-topological ordering once we observe them for the first time (as an endpoint of an arriving edge from $E \setminus S$) and, in accordance with the offline method of defining the ordering, such vertices come before $T$ in the ordering and are ordered amongst themselves as per the tiebreaking rule. More formally, the first time our algorithm receives an edge incident to a vertex $v \in V \setminus T$, we set $v \prec_S t$ for all $t \in T$ and either $v \prec_S u$ or $u \prec_S v$ according to the tiebreaking rule for all other previously observed $u \in V \setminus T$. Thus, given a fixed tiebreaking rule, the $x$-topological ordering is uniquely defined in the distribution and matroid unknown setting for all vertices.

Now it only remains to address how to break ties whenever they occur. The property we seek form a tiebreaking rule is that it is “consistent”, in the sense that it does not depend on the arrival order of the edges. If the vertex set $V$ was revealed upfront, a canonical way of consistent tiebreaking would be to arbitrarily label the vertices $v_1, v_2, \ldots, v_n$ at the start; then during the procedure we could break ties by choosing the vertex $v_j$ with the lowest index $j$ among all the candidates. However, this method needs to know $V$ in advance. We overcome this issue by generating a uniformly random labeling on the fly as follows. Throughout the procedure, maintain a labeling of the vertices seen so far; whenever a new vertex is revealed, insert it into the labeling at a uniformly random position (and shift the labels of the consequent vertices). It is not hard to see that this method is equivalent to using a uniformly random vertex labeling that is fixed upfront, but has the added benefit of not requiring any prior knowledge of the vertex set. In particular, this implementation of tiebreaking can be used in the distribution and matroid unknown setting. Moreover, it is clearly a consistent tiebreaking rule. Going forward, we assume that a consistent tiebreaking rule (i.e., the corresponding vertex labeling) is fixed and used when defining the order ‘$\prec_S$’ in Algorithm 1.
3 Analysis

We recall that the reason why the analysis of the algorithm in Section 2.1 does not work anymore is because property (1) fails for the sets 

\[ E^S_v := \{ e \in \{ v,u \} \in \delta(v) : v \prec_S u \}, \]

for the ordering ‘\( \prec_S \)’ constructed in Algorithm 1. More precisely, in general, \( x(E^S_v) \) cannot be bounded by a constant. The bound from Section 2.1 now only applies to the sampled edges (and holds for any realization of \( S \)), i.e.,

\[ x \left( \{ e = \{ v,u \} \in \delta(v) \cap S : v \prec_S u \} \right) \leq 2. \]  

(3)

Our main technical contribution is to show that the expected \( x \)-values of non-sampled edges in \( E^S_v \) can be bounded.

**Theorem 3.1.** The \( x \)-topological ordering of \( V \) with respect to the sample \( S \) constructed in Algorithm 1 satisfies

\[ \mathbb{E}_S[x(E^S_v \setminus S)] \leq 3 \quad \forall v \in V. \]

We first observe that this is indeed enough to obtain our main theorem. To this end we follow the same proof strategy as in Section 2.1, where we had prior knowledge of \( x \). The main difference is, because \( x(E^S_v \setminus S) \) is small in expectation, we use a Markov bound to show that with constant likelihood both endpoints of a fixed edge \( e \) do not contain any other incident edges (except for \( e \)) that are both active and non-excluded.

**Proof of Theorem 1.1.** We already discussed that Algorithm 1 returns a forest. Hence, it remains to show that each edge \( e \) is selected with probability at least \( \frac{x_e}{96} \). To this end, let \( F \) denote the edges selected by the ROCR and let \( e = \{ v,u \} \) be an arbitrary edge. Note that a sufficient condition for \( e \) to be selected by Algorithm 1 is that the following three events \( A, B, \) and \( C \) hold simultaneously:

\( A \): \( e \) is active and non-excluded.

\( B \): Each edge in \( (E^S_v \cup E^S_u) \setminus (S \cup \{ e \}) \) is either excluded or inactive.

\( C \): \( e \notin S \).

Note that event \( A \) is independent of \( B \) and \( C \) as it only depends on two coin flips for edge \( e \), one deciding whether it is active and one deciding whether it is excluded. These coin flips are independent of the set \( S \) and coin flips of other elements. Thus we have

\[ \Pr[A \land B \land C] = \Pr[A] \cdot \Pr[B \land C] \geq \Pr[A] \cdot (1 - \Pr[\neg B] - \Pr[\neg C]), \]

(4)

where the second inequality follows from a union bound. Let \( D^S_e := (E^S_v \cup E^S_u) \setminus (S \cup \{ e \}) \). Due to Theorem 3.1, the expected number of active edges within \( D^S_e \) is upper bounded by 6. Because each element is excluded with probability \( \frac{23}{24} \), the expected number of active and non-excluded elements of \( D^S_e \) is bounded by \( \frac{1}{4} \). Hence, by Markov’s inequality, we have \( \Pr[\neg B] \leq \frac{1}{4} \). Putting this into (4) together with \( \Pr[A] = \frac{x_e}{24} \) and \( \Pr[C] = \frac{1}{4} \), we get \( \Pr[A \land B \land C] \geq \frac{x_e}{96} \) as desired. \( \square \)

It remains to show the main technical result, Theorem 3.1. We begin by providing the intuition behind our proof approach. Ideally, we would like to link the \( x \)-load of vertices in \( E^S_v \setminus S \) to the one of vertices in \( E^S_v \cap S \). Indeed, because we constructed the ordering \( \prec_S \) with respect to the edges in \( E^S_v \cap S \), we have \( x(E^S_v \cap S) \leq 2 \), by the same reasoning as in Section 2.1. A nice and arguably natural property one could wish to have to link these quantities is that for every node \( v \in V \) and every incident edge \( e = \{ v,u \} \in \delta(v) \) the following inequality holds:

\[ \Pr_{S}[e \notin S \land (v \prec_S u)] \leq \Pr_{S}[e \in S \land (v \prec_S u)]. \]

With the above coupling-type property, one would be done immediately, because

\[ \mathbb{E}_S[x(E^S_v \setminus S)] = \sum_{e=\{v,u\} \in \delta(v)} x_e \Pr_{S}[e \notin S \land (v \prec_S u)] \leq \sum_{e=\{v,u\} \in \delta(v)} x_e \Pr_{S}[e \in S \land (v \prec_S u)] = \mathbb{E}_S[x(E^S_v \cap S)] \leq 2. \]
Unfortunately, the above property is too strong and does not hold in general, even for small simple instances. We provide such an example in Appendix A.

We show that a similar, though weaker, coupling property holds, which is nevertheless sufficient to obtain the desired bound on the load of the sets $E^0_v \setminus S$. The key ingredient is to replace the set of events $\{e \in E : (e \in S) \land (v \prec_S u)\}$ considered above by a larger family of events given by $\{S \subseteq E : (e \in S) \land (w_S(v) \preceq_S u)\}$, where $w_S(v)$ denotes a special node satisfying $w_S(v) \preceq_S v$, to be formally defined later. The next result highlights the two crucial properties we want $w_S(v)$ to have.

**Theorem 3.2.** Let $v \in V$ be an arbitrary node, let $S \subseteq E$ be an arbitrary sample set, and let $\prec_S$ denote the $x$-topological ordering of $V$ with respect to the sample $S$ constructed in Algorithm 1. Then there is a vertex $w_S(v) \in V$ with the following properties:

- $x\{e = \{v, u\} \in \delta(v) \cap S : w_S(v) \preceq_S u\} \leq 3$, and
- $\Pr_S [(e \notin S) \land (v \prec_S u)] \leq \Pr_S [(e \in S) \land (w_S(v) \preceq_S u)]$ for any edge $e = \{v, u\} \in \delta(v)$.

Assuming the above result, the desired bound on the load of the partitions is then immediate.

**Proof of Theorem 3.1.** We have

$$
\mathbb{E}_S[x(E^0_v \setminus S)] = \sum_{e = \{v, u\} \in \delta(v)} x_e \Pr\{(e \notin S) \land (v \prec_S u)\} \leq \sum_{e = \{v, u\} \in \delta(v)} x_e \Pr\{(e \in S) \land (w_S(v) \preceq_S u)\} = \mathbb{E}_S[x\{e = \{v, u\} \in \delta(v) \cap S \land w_S(v) \preceq_S u\}] \leq 3. \tag{5}
$$

Thus, all that remains is to prove Theorem 3.2. To do so, we need the following additional result, which describes how a given topological ordering $\prec_S$ can change when an edge $e \in E \setminus S$ is added to the sample $S$.

**Lemma 3.3.** Given a sample $S \subseteq E$ and an edge $e = \{v, u\} \notin S$, let $\tilde{S} = S \cup \{e\}$ and consider the $x$-topological orderings $\prec_S$ and $\prec_{\tilde{S}}$. Then for all $t \in V$ such that $t \prec_S v$ and $t \prec_S u$ we have $t \prec_{\tilde{S}} v$ and $t \prec_{\tilde{S}} u$.

**Proof.** Note that adding $e$ to the subgraph $G[S]$ induced by $S$ can only increase $x(\delta_{G[S]}(v))$ and $x(\delta_{G[S]}(u))$. Since additionally the tiebreaking rule is fixed, the procedures for determining the $x$-topological ordering starting with $G[S]$ and $G[\tilde{S}]$ will proceed exactly the same as long as there remains a vertex $t$ such that $t \prec_S v$ and $t \prec_S u$.

We are now ready to prove Theorem 3.2, which completes the proof of our main result, Theorem 1.1.

**Proof of Theorem 3.2.** Given a sample set $S \subseteq E$ and a vertex $v \in V$, we define $w_S(v) \in V$ as follows:

- if $x(\delta(v) \cap S) \leq 2$, let $w_S(v)$ be the vertex such that $w_S(v) \preceq_S u$ for all $u \in V$;
- if $x(\delta(v) \cap S) > 2$, let $w_S(v)$ be the vertex such that after the procedure for determining the $x$-topological ordering deletes it, the remaining total $x$-value of the edges incident to $v$ becomes at most 2.

Note that if $x(\delta(v) \cap S) \leq 2$, then the first statement of the theorem holds by the definition of $w_S(v)$. On the other hand, if $x(\delta(v) \cap S) > 2$, then the definition of $w_S(v)$ implies that until the procedure for determining the $x$-topological ordering deletes it from the graph, the vertex $v$ cannot be removed. In particular, $w_S(v) \prec_S v$. Moreover, by the definition of $w_S(v)$ we have

$$
x(\{e = \{v, u\} \in \delta(v) \cap S \land w_S(v) \prec_S u\}) \leq 2
$$

$$
2 < x(\{e = \{v, u\} \in \delta(v) \cap S \land w_S(v) \prec_S u\}) \leq 3,
$$

where the last inequality follows from the fact that the total $x$-load of all edges with endpoints $v$ and $w_S(v)$ is at most one, because $x$ is in the forest polytope. (Note the difference in the two expressions displayed above in terms of ‘$\prec_S$’ vs. ‘$\preceq_S$’.) This concludes the proof of the first statement of the theorem.

Next we prove the second statement. Observe that since every realization of $S$ is equiprobable and $S$ contains each edge with probability $1/2$ independently, to prove the desired inequality it suffices to show that there exists an injective map from the set of realizations of $S$ satisfying $e \notin S$ and $v \prec_S u$ to the set of realizations satisfying $e \in S$ and $w(v) \preceq_S u$. To this end, consider any realization of $S$ such that $e \notin S$ and $v \prec_S u$ and the injective map $S \mapsto \tilde{S} := S \cup \{e\}$. We show that $w_{\tilde{S}}(v) \preceq_{\tilde{S}} u$ by considering the following three cases.
• Suppose \( x(\delta(v) \cap \tilde{S}) \leq 2 \). Then \( w_{\tilde{S}}(v) \preceq_{\tilde{S}} u \) holds by the definition of \( w_{\tilde{S}}(v) \).
• Suppose \( x(\delta(v) \cap \tilde{S}) > 2 \) and \( x(\delta(v) \cap S) \leq 2 \). Additionally, for the sake of deriving a contradiction suppose that \( u \prec_{\tilde{S}} w_{\tilde{S}}(v) \). Then

\[
x \left( \{ e' = \{v, t\} \in \delta(v) \cap \tilde{S} : w_{\tilde{S}}(v) \preceq_{\tilde{S}} t \} \right) \leq x(\delta(v) \cap (\tilde{S} \setminus \{e\})) = x(\delta(v) \cap S) \leq 2,
\]

which contradicts the definition of \( w_{\tilde{S}}(v) \), namely the strict inequality in (5). Thus \( w_{\tilde{S}}(v) \preceq_{\tilde{S}} u \).
• Suppose \( x(\delta(v) \cap S) > 2 \). Additionally, for the sake of deriving a contradiction suppose that \( u \prec_{\tilde{S}} w_{\tilde{S}}(v) \). Our goal is to show that then \( x(\{ e' = \{v, t\} \in \delta(v) \cap \tilde{S} : w_{\tilde{S}}(v) \preceq_{\tilde{S}} t \} ) \leq 2 \), which violates the strict inequality in (5). First, note that, since \( u \prec_{\tilde{S}} w_{\tilde{S}}(v) \) by our assumption, we have

\[
x \left( \{ e' = \{v, t\} \in \delta(v) \cap \tilde{S} : w_{\tilde{S}}(v) \preceq_{\tilde{S}} t \} \right) = x \left( \{ e' = \{v, t\} \in \delta(v) \cap S : w_{\tilde{S}}(v) \preceq_{\tilde{S}} t \} \right).
\]

Second, observe that for any \( t \in V \) we have

\[
w_{\tilde{S}}(v) \preceq_{\tilde{S}} t \implies v \preceq_{\tilde{S}} t.
\]

Indeed, the contrapositive holds because if \( t \prec_{\tilde{S}} v \), then, by Proposition 3.3, we have \( t \prec_{\tilde{S}} u \); combining this with our assumption \( u \prec_{\tilde{S}} w_{\tilde{S}}(v) \) implies Eq. (7). Finally, we obtain the desired contradiction by combining the above observations:

\[
x \left( \{ e' = \{v, t\} \in \delta(v) \cap \tilde{S} : w_{\tilde{S}}(v) \preceq_{\tilde{S}} t \} \right) \leq x \left( \{ e' = \{v, t\} \in \delta(v) \cap S : v \preceq_{\tilde{S}} t \} \right)
\]

\[
= x \left( \{ e' = \{v, t\} \in \delta(v) \cap S : v \prec_{\tilde{S}} t \} \right)
\]

\[
\leq 2.
\]

Here the first inequality holds by (6) and (7), the equality holds as \( v \neq t \), and the last inequality holds by (3).

Finally, we note that the argument used in our proof of Theorem 1.1 is robust with respect to the arrival order of the edges in \( E \setminus S \). Indeed, if the events \( A, B, \) and \( C \) hold, then \( e \) is selected in any arrival order of the elements in \( E \setminus S \). Hence, Theorem 1.1 holds even in the setting where the algorithm first observes a sample \( S \subseteq E \) containing each edge independently with probability \( \frac{1}{2} \) and the remaining edges arrive in adversarial order. Hence, our algorithm also works in the sample-based OCRS setting with at least the same selectability.

4 Conclusion

In this paper we presented a constant-selectable random order contention resolution scheme for graphic matroids, in the setting where the matroid and the distribution are not given upfront, but rather revealed as elements arrive. In fact, our algorithm works in the more restrictive setting where a constant fraction of the elements of the matroid is given upfront as a random sample and the remaining elements arrive in adversarial order. In contrast to previous work, we are able to considerably reduce the amount of prior information required by the algorithm while still achieving constant selectability.

We believe that the distribution and/or matroid unknown OCRS setting introduced in this paper opens many avenues for future work. For instance, an immediate natural question is whether one can also obtain distribution and matroid unknown OCRS for other classes of matroids admitting an explicit representation via (hyper) graphs, such as transversal matroids, hypergraphic matroids, and gammoids. On the more general side, it remains an interesting question whether general matroids admit distribution and/or matroid unknown constant selectable OCRS. Ultimately, developing online contention resolution schemes with fewer and fewer assumptions about the input might eventually lead to an algorithmic reduction from fractional MSP to MSP.
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In this section we discuss why the inequality $\Pr_{S'}[(e \notin S) \land (v \prec_S u)] \leq \Pr_{S}[(e \in S) \land (v \prec_S u)]$ where $e = \{v, u\} \in E$, which was discussed at the beginning of Section 3, does not hold in general.

We begin by considering the basic instance shown in Fig. 2, where the $x$-value associated to each edge is indicated next to it on the figure. Observe that if we compute the $x$-topological ordering for sample sets $S_1 = E \setminus \{e\}$ and $S_2 = E$, we get $v \prec_{S_1} u$ and $u \prec_{S_2} v$, respectively, regardless of which tiebreaking rule is used. This observation shows that even if a sample set $S \subseteq E$ satisfies $e \notin S$ and $v \prec_S u$, then $v \prec_{S \cup \{e\}} u$ does not necessarily hold.

![Figure 2: Basic instance for constructing examples](image)

However, we are not quite done yet: one can manually verify that the basic instance shown in Fig. 2 yields $\Pr_{S'}[(\{v, u\} \notin S) \land (v \prec_S u)] > \Pr_{S}[(\{v, u\} \in S) \land (v \prec_S u)]$ only for one of two ways to break ties between $v$ and $u$, while the other tiebreaking rule instead results in an equality. In contrast, we are interested in counterexamples that do not rely on a particular tiebreaking rule to work. Nevertheless, such counterexamples can be obtained via a modification of the basic instance as we will now demonstrate. Intuitively, if we modify the basic instance so that with high probability the sampled set looks “similar” to...
either $S_1$ or $S_2$ described above, then, roughly speaking, we will almost always end up in the case where $v \preceq_{S \setminus \{e\}} u$ and $u \preceq_{S \cup \{e\}} v$ and as a result the original inequality will be broken for any fixed tiebreaking rule. To this end, we introduce the following modification: replace each edge $e' \in E \setminus \{e\}$ with $k \in \mathbb{Z}_{\geq 1}$ copies of it with associated $x$-values equal to $x(e')$. We denote the resulting instance $G_k$ and use $E_k(a,b)$, $E_k(b,v)$, and $E_k(u,c)$ to denote the sets of edges in $G_k$ between $a$ and $b$, $b$ and $v$, and $u$ and $c$, respectively. It is not difficult to see that for sufficiently large $k$ the Chernoff concentration bound and the union bound ensure that with high probability we simultaneously have $x(E_k(a,b) \cap S) \in [0.41,1]$, $x(E_k(b,v) \cap S) \in [0.01,0.1]$, and $x(E_k(u,c) \cap S) \in [0.11,0.4]$. Conditioned on this event occurring, we get $v \preceq_{S \setminus \{e\}} u$ and $u \preceq_{S \cup \{e\}} v$ as desired. Consequently, for sufficiently large $k$, the multigraph $G_k$ is indeed a counterexample to the original inequality irrespective of the chosen tiebreaking rule.

While the above argument already disproves the original inequality, we additionally provide a smaller counterexample instance in Fig. 3, which avoids the step where we replace edges by parallel copies and use concentration bounds. This example can be verified manually by computing the $x$-topological ordering for all 32 possible realizations of $S$. More specifically, for realizations of $S$ with $\{v,u\} \not\in S$, it turns out that $v \preceq_S u$ in 13 cases, while in 2 further cases the ordering depends on the tiebreaking rule. As for realizations of $S$ with $\{v,u\} \in S$, we get $u \preceq_S v$ in 5 cases and in the remaining 11 cases the ordering depends on the tiebreaking rule. Therefore, regardless of the chosen tiebreaking rule, we get $\Pr_S(\{v,u\} \not\in S) \wedge (v \preceq_S u) > \Pr_S(\{v,u\} \in S) \wedge (v \preceq_S u)$ for this instance.

\begin{figure}[h]
\centering
\begin{tikzpicture}
  \node (a) at (0,0) {$a$};
  \node (b) at (1,0) {$b$};
  \node (c) at (2,0) {$c$};
  \node (u) at (1,0.5) {$u$};
  \node (v) at (1,-0.5) {$v$};
  \draw (a) -- (b) node [midway, above] {1.0};
  \draw (b) -- (v) node [midway, above] {0.1};
  \draw (v) -- (u) node [midway, above] {0.5};
  \draw (u) -- (c) node [midway, above] {0.2};
\end{tikzpicture}
\caption{Example instance for which $\Pr_S(\{v,u\} \not\in S) \wedge (v \preceq_S u) > \Pr_S(\{v,u\} \in S) \wedge (v \preceq_S u)$ holds.}
\end{figure}
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