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We propose that feedback-delayed manual tracking performance is limited by fundamental constraints imposed by the physics of negative group delay. To test this hypothesis, the results of an experiment in which subjects demonstrate both reactive and predictive dynamics are modeled by a linear system with delay-induced negative group delay. Although one of the simplest real-time predictors conceivable, this model explains key components of experimental observations. Most notably, it explains the observation that prediction time linearly increases with feedback delay, up to a certain point when tracking performance deteriorates. It also explains the transition from reactive to predictive behavior with increasing feedback delay. The model contains only one free parameter, the feedback gain, which has been fixed by comparison with one set of experimental observations for the reactive case. Our model provides quantitative predictions that can be tested in further experiments.
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1 Introduction

In feedback-delayed manual tracking experiments tracking performance depends on the subject's ability to predict or anticipate the target positions. This prediction is necessary to overcome the feedback delay time. For example, if the subject is required to track a moving target on a screen, using a stylus on a pad, and there is an artificial delay between the stylus coordinates and the corresponding tracking marker coordinates on the screen, the subject needs to predict in real-time the target position with the stylus position. Therefore, in order to successfully track the target, the stylus position has to lead, or anticipate, the target position on the screen. Besides being of importance for man-machine and computer-machine interaction [1-3], the dynamic and cognitive mechanisms behind delayed manual tracking performance have been an ongoing topic of research [4-8] with possible clinical applications [9,10].

In a recent experiment with inherently chaotic targets [11], one of us has shown that subjects can track the target with feedback delays of up to 400 ms well. The following specific observations about tracking performance have been made:

(i) The actually measured anticipation time, as determined by the argument of the maximum of the cross-correlation function (CCF) between stylus and target, usually is significantly smaller than the feedback delay time.

(ii) If subjects track with a certain anticipation time for a feedback delay of 400 ms, then in other experimental runs with feedback delays of only 200 ms, subjects do not utilize the full prediction performance demonstrated in the previous run but usually use a shorter anticipation time. In other words, participants predict by an amount relative to the given feedback delay, not by the greatest of their ability.

(iii) The measured anticipation time roughly increases linearly with the given feedback delay for up to a critical delay where tracking performance deteriorates.

(iv) Tracking performance as measured by the magnitude of the CCF between stylus and target decreases with feedback delay up to that critical delay.

(v) For small feedback delay, the target is not anticipated but trailed by the stylus. In other words, the subject's behavior changes from predictive to reactive.

We present a mechanism that is based on the physics of systems with negative group delay (NGD) and can explain all of these observations. NGD is known from simple electronic circuits [12,13], but to the best of our knowledge has not been used in the psychological and neurosciences so far. Specifically, the here presented particular form of NGD, delay-induced NGD, and its potential relevance in human motor control is not widely known.

First, the model is described. Then the model is simulated and compared with experimental data. Finally, a discussion concludes this paper.

2 Model description

Our model is a linear relaxation system with external input and a linear time-delayed feedback [14], i.e.,

\[ y(t) = -a y(t) + b x(t) - c y(t - \tau) , \]  

(1)
where \( a \geq 0 \) is the relaxation coefficient, \( x(t) \) the input signal (zero-mean, stationary), \( b > 0 \) the input scaling, \( c \geq 0 \) the feedback gain, and \( \tau > 0 \) the feedback delay.

The meaning of the variables in the delayed manual tracking experiment [11] is as follows: The variable \( x \) is the horizontal coordinate of the target on the screen, after a linear normalizing transformation. The variable \( y \) is the normalized horizontal stylus coordinate. The variable \( y_t \) is the delayed and normalized horizontal stylus coordinate of the marker on the screen, which is supposed to continuously track the target marker at position \( x \). Therefore, in order to follow the target position \( x \), subjects have to continuously predict where its position will be at a time \( \tau \) later. In other words, delayed tracking amounts to fulfilling the equation \( x = y_t \).

Despite its simplicity, it is shown in the following that model (1) has predictive, or anticipatory, as well as reactive prediction horizons and stability limits of the model will be derived.

Equation (1) is linear and thus can be described by its frequency response function

\[
H(\omega) = \frac{b}{a + i\omega + ce^{-i\omega t}} = \frac{b}{\beta} (\beta_1 + i\beta_2),
\]

with \( \beta_1 = a + c\cos(\omega t), \beta_2 = c\sin(\omega t) - \omega, \beta = \beta_1^2 + \beta_2^2 \) [14]. It defines the input/output relationship between \( x \) and \( y \) under steady-state conditions (after transients have died out) in Fourier space as \( Y(\omega) = H(\omega)X(\omega) \), where \( f \) is frequency, \( \omega = 2\pi f \). \( x(t) = \int X(\omega)e^{i\omega t}d\omega \), and \( y(t) = \int Y(\omega)e^{-i\omega t}d\omega \). If written as \( H(\omega) = G(\omega)e^{i\Phi(\omega)} \), its gain is \( G(\omega) = b/\sqrt{\beta} \), and its phase is \( \Phi(\omega) = \text{arg}(\beta_1 + i\beta_2) \).

The group delay is frequency dependent and given by

\[
\delta(\omega) = -\frac{d\Phi(\omega)}{d\omega} = \frac{c\cos(\omega t) - c^2 t - a(c\cos(\omega t) - 1) + c\tau \omega \sin(\omega t)}{\beta}.
\]

Negative group delay in general means a group advance [12,13], or real-time prediction of the input signal \( x \). For the prediction of smooth, i.e., band limited signals, of particular interest is the value of \( \delta(\omega) \) for small \( \omega \): Expansion in terms of small \( \omega \) reveals that there are no linear terms in \( \omega \), and if quadratic and higher order terms are neglected in both the counter and denominator of Eq. (3), it follows

\[
\delta_0 = \frac{1 - c \tau}{a + c}.
\]

This expression has four important consequences for input signal components with small \( \omega \):

1. Equation (4) allows both for positive and negative group delay. The group delay is positive for \( c\tau < 1 \), corresponding to a trailing response. For \( c\tau > 1 \), the group delay \( \delta_0 \) is negative, a necessary condition for anticipation.

2. The group delay \( \delta_0 \) is independent of \( \omega \), a necessary condition for distortion-free signal transfer [13,15].

3. For arbitrary feedback delay \( \tau \), the maximum NGD generally is achieved for \( a = c \). This follows from Eq. (4) and the fact that the delay-independent (or Lyapunov-) stability of the differential delay equation (1) with \( b = 0 \) requires \( a > c \) [16-18]. Therefore, the maximum prediction horizon is achieved exactly at the margin of instability.

4. The maximum attainable NGD, or prediction horizon, given arbitrary feedback delay, is achieved for \( a = c \) in the limit of infinite \( a \). It is

\[
\min(\delta_0) = \tau/2.
\]

This value provides a universal upper bound for the prediction horizon for delay-induced NGD processes (1) that cannot be overcome by any choice of parameters, a quite telling constraint when taken in terms of empirical results, below.

The non-dissipative system with \( a = 0 \) still can have NGD. However, its stability is delay-dependent because the criterion \( a > c \) cannot be fulfilled anymore, and a more detailed analysis reveals that the limit obtained in (5) cannot be overcome. It is noted again that these model predictions hold only for input signal components with small \( \omega \). Also, only steady-state solutions without transients are captured by the frequency response function. Although of potential interest for a more detailed comparison with experimental data, modeling of transients is not necessary for our purposes and would require an analysis that is beyond the scope of this paper.

Before applying the model, we simplify it further until all parametric freedom is eliminated: First, the model is used with \( a = c \), at the margin of stability, in order to minimize the group delay \( \delta_0 \), Eq. (4). Second, the input scaling \( b \) just affects the overall gain and transients and otherwise is of not much importance for the interpretation of the model. We use \( b = 2c \), which scales the response \( y \) correctly for comparison with \( x \) for most stable dynamics observed. Third, the feedback gain \( c \) is determined by a fit to experimental observations: Fig. 1c in [11] shows that the errors on the lag/lead times across subjects and sessions are lowest for the smallest experimentally tested feedback delay of \( \tau = 20 \) ms. Therefore, this delay is used for a fit of \( c \) to observations.

This case causes trailing behavior on average with an average \( \delta_0 = +29 \) ms. Inserting this value into Eq. (4) gives \( c_0 = 12.82 \) s\(^{-1}\). Finally, the simplified model is

\[
t_0 \dot{y}(t) = 2 x(t) - y(t) - y(t - \tau),
\]

with \( t_0 = 1/c_0 = 78 \) ms. We call the parameter \( t_0 \) the "zero lag time" for reasons that will become apparent just below. Re-insertion of \( c_0 \) into Eq. (4) for variable delays provides the expected group delays listed in Table 1, second column. As one can see, fixing parameter \( t_0 \) on the case with \( \tau = 20 \) ms, i.e., trailing behavior, still allows for anticipatory
behavior in our model for the larger feedback delays, 200 to 1000 ms.

| Feedback delay τ | Expected group delay δτ₀ | Simulated group delay | Experimental group delay |
|------------------|--------------------------|-----------------------|-------------------------|
| 20 ms            | +29 ms                   | +28 ms                | +29 ms                  |
| 200 ms           | -61 ms                   | -58 ms                | -84 ms                  |
| 400 ms           | -161 ms                  | -156 ms               | -140 ms                 |
| 600 ms           | -261 ms                  | -247 ms               | inconsistent            |
| 800 ms           | -361 ms                  | -324 ms               | inconsistent            |
| 1000 ms          | -461 ms                  | inconsistent          | inconsistent            |

Table 1: Group delays for varying feedback delays.

Expected group delays, or lag/lead times, from Eq. (4), average simulated group delays, and average experimental group delays are shown for one set of numerical simulations of Eq. (1) with the parameters of Eq. (6), i.e., \( a = c = c₀ = 1/τ₀ = 12.82 \) s\(^{-1}\), \( b = 2c₀ \). It is evident that for a feedback delay of 400 ms, the response \( y \) (red) anticipates the chaotic input \( x \) (black) on average. Like in [11], this is verified with the CCF between \( x \) and \( y \), which has a maximum of 0.99 at -151 ms. Further, the group delay \( δτ₀ \) via Eq. (4) is -161 ms (Fig. 1b, red circles). Fig. 1b also shows the estimated and analytic phase of the frequency response function. For small and intermediate feedback delays (20 and 400 ms) it has a frequency band with NGD throughout the frequency range that contains most of the power of the data \( x \) (Fig. 1c). However, for very large feedback delay of \( τ = 1000 \) ms, the response signal power spectrum shows some amplified components (Fig. 1c, third column). These are caused by a pole of the frequency response function that was present for the two other cases, too, but now appears in the frequency domain of the input signal \( x \) (Fig. 1b, third column).

Fig. 2 shows experimental data and power spectra for a single representative subject of the experiment [11]. The observed delays as measured by the maxima of the CCFs are for \( τ = 20 \) ms: \( \text{CCF}(\pm 20 \) ms) = 0.99; for \( τ = 400 \) ms: \( \text{CCF}(-200 \) ms) = 0.94. In the latter case, the subject anticipates the target with the maximum anticipation time that can be achieved with delay-induced NGD, which is given by Eq. (5) asymptotically by \( τ/2 = 200 \) ms. The response signal power spectra show a similar behavior as for simulated data, namely that for \( τ = 1000 \) ms some frequency components are amplified. This is caused by a pole of the frequency response function, which moves into low-frequency areas for large feedback delays (compare with Fig. 1b, third column).

All simulations in the table and the figures were performed with MATLAB R2015a (The MathWorks, Inc., Natick, MA). Equation (1) was numerically simulated with a Runge-Kutta scheme of 4th order, with an input described by a chaotic oscillator, and of the 160 s long simulations, the first 80 s were discarded [11].

4 Discussion

4.1 Modeling the observations of the manual tracking experiment

In the following, each of the observations (i) to (v) listed above will be interpreted by the one-parameter delay-induced NGD model (6).

(i) The actually measured anticipation time usually is significantly smaller than the feedback delay: This observation can be explained by our analytic result that the maximum achievable anticipation time cannot exceed half of the feedback delay time, Eq. (5).

(ii) Participants predict by an amount relative to the given feedback delay, not by the greatest of their ability: This observation can be explained by Eq. (4), which shows that the group delay depends on the feedback delay, if the other parameters are kept constant. The subject's potential ability has no influence.

(iii) The measured anticipation time roughly increases linearly with the given feedback delay for up to a certain critical delay where tracking performance becomes low: For fixed parameters \( a \) and \( c \), the linearity again is given by Eq.
(4). The deterioration of performance at a feedback delay $\tau_{\text{crit}}$ was shown to be related to the properties (poles) of the frequency response function for increasing feedback delays.

(iv) Tracking performance as measured by CCF decreases with feedback delay up to that critical delay. Tracking performance is directly related to the constancy of the NGD over the relevant signal components. If the group delay becomes skewed, as in Fig. 1, right column, different frequency components of $x$ are transferred differently, and the output signal $y$ is distorted relative to the input. In turn, this affects the CCF.

(v) For small feedback delay, the target is trailed by the stylus: With fixed zero lag time $\tau_0$ in model (6), this somewhat paradoxical behavior occurs for feedback gains fulfilling the condition $C_{\text{crit}} < 1$ or, equivalently, $\tau < \tau_0$. However, for sufficiently small feedback delay $\tau$ this condition can always be fulfilled. In fitting the feedback gain to trailing data, we implicitly enforced this condition (via $C_{\text{crit}} \times 20 \text{ ms} = 0.26 < 1$) and have found a value that both allows for reactive, or trailing, and predictive, or anticipatory, behavior, depending on the feedback delay. This particular model prediction that for sufficiently small feedback delays predictive behavior is replaced by reactive behavior gives us most confidence for the validity of the model. Also, this prediction provides a clear signature of the involvement of delay-induced NGD in dynamical data in general, which can be tested in experiments.

In summary, our extremely parsimonious model (6) explains the experimental observations satisfactorily. In particular, we have found a lower bound of the feedback delay for anticipatory tracking behavior (given by condition $\tau = \tau_0$) and an upper limit determined by the properties of the frequency response function. The latter is not a strict limit but rather affects tracking performance gradually by signal distortion, when the frequency dependent NGD is not constant anymore in the main frequency range of the data, causing mixing of different frequency components, also known as dispersion. Whereas in the experiment, $\tau_{\text{crit}}$ has a value somewhere between 400 and 600 ms, in our simulations it is between 900 and 1000 ms. This discrepancy is not explained by our model. An explanation would have to include modeling subject-dependent upper performance limits [2], which lies beyond the present capabilities of this mechanistic model.

4.2 Causality and anticipatory synchronization

Although counterintuitive, it stands to reason that the phenomenon of NGD does not violate causality [12,19]. Its performance depends on the choice of parameters and the data, and for improperly chosen parameters and data that do not fulfill the specified stationarity and smoothness criteria it might not be predictive or cause oscillatory instabilities [15-17].

![Fig. 1: Simulation - Time series, frequency response phases, and power spectra.](image)

The three columns each represent one of the three dynamic regimes: The first column is for a feedback delay of $\tau = 20 \text{ ms}$ (reactive or trailing behavior), the second column for $\tau = 400 \text{ ms}$ (predictive or anticipatory behavior), and the third column for $\tau = 1000 \text{ ms}$ (inconsistent behavior).

(a) Simulated drive $x$ (black thick graph) and response $y$ variables (red graph). Shown are the last 4 s of the 80 s that were modeled. The corresponding average lead/lag times are provided in Table 1, third column.

(b) Analytic phase, Eq. (2), (bold) and estimated phase from the simulation (thin line), as well as the analytic group delay Eq. (3) (red circles connected with lines). In the trailing case, the group delay is positive (expected value = +29 ms) and approximately constant throughout the shown frequency range; in the anticipatory case it is negative (expected value = -161 ms) and a deviation from constancy already is visible, and in the inconsistent case it is highly variable (expected value = -461 ms).

(c) Power spectra, restricted to frequencies that contain most of the power of the chaotic drive signal $x$ (black thick graph), and for the response signal $y$ (red graph). In the trailing case, power spectra are approximately identical, indicating only weak signal distortion. (The trailing effect itself does not affect the power spectrum.) In the anticipatory case some higher frequency components of $y$ are amplified, indicating a slight signal distortion; in the inconsistent case, the response is significantly distorted and tracking performance is deteriorating.
or memory.

In particular, the model does not require an intrinsic time delay, then reduces to a realization of this simple filter. In as a linear filter. The cognitive task of delayed target tracking experiment. These model predictions could be contribute to the inter-subject variability observed in the subject but is probably subject dependent and could zero lag time has been estimated as 78 ms for a particular striking difference between given delayed feedback time and driving system and is thus more parsimonious. Further, the actual anticipation time cannot be explained by anticipatory synchronization and delay-induced NGD models are related [14], the latter concept does not require a model of the dynamics beforehand. In the end, it is just the smoothness of the signals that enables prediction, independent of the underlying specific dynamics, which even can be of smoothed stochastic origin. This has been termed "anticipatory relaxation dynamics" [14]. Therefore, in order to corroborate our hypothesis that NGD and in particular delay-induced NGD plays a role in human motor control, we propose a delayed manual tracking experiment that uses smooth random [14] or otherwise unpredictable [7] signals whose dynamics cannot be learned by subjects. It has been shown that the delay-induced NGD concept is able to predict those signals, too. Such an experiment cannot be described by the entirely deterministic concept of anticipatory synchronization and could demonstrate that humans can predict random, but smooth, signals, as they might be perceived from natural sources, by utilizing NGD.

4.3 General model implications

Model (1), and in particular the one-parameter version of it, Eq. (6), describe the change of the stylus coordinate \( y \) just as a linear combination of the two other variables \( x \) and \( y \), or as a linear filter. The cognitive task of delayed target tracking then reduces to a realization of this simple filter. In particular, the model does not require an intrinsic time delay, or memory.

Model (6) has only one parameter, \( \tau_0 \), which we have called the zero lag time because it determines the feedback delay for which subjects would exactly synchronize with the target without a lag or lead. The zero lag time has been kept constant for all feedback delays. It means that the model does not require an adaptation of \( \tau_0 \) to the feedback delay. The zero lag time has been estimated as 78 ms for a particular subject but is probably subject dependent and could contribute to the inter-subject variability observed in the tracking experiment. These model predictions could be tested in experiments with continuously changing feedback delays.

The prediction horizon Eq. (5) is universal as it is given by the mathematical properties of the delay-induced NGD frequency response function (2). Therefore, it can be used as a signature of delay-induced NGD in experiments. We note in passing that the cascading of an anticipatory system, i.e., feeding its output into another NGD system, might enable larger total prediction horizons. This would require, however, more complex circuitry and is in general less stable [15,19,22-24].

It would be very interesting if also motor experiments without delayed feedback can be described by this model; in this case, our model would become a neuronal model in which the feedback delay would be caused by internal synaptic or transmission delays [14,25]. This would lead to a description of motor control by NGD as an alternative to task-specific internal models. It might be worthwhile to augment existing neuronal models based on anticipatory synchronization [26-30] with delay-induced NGD in order to account for these observations.

The proposed mechanism is actually model free in the sense that it does not depend on the model of the trajectories to be tracked. For example, for the chaotic data of [11] it would not be required that subjects learn the chaotic dynamics beforehand. In the end, it is just the smoothness of the signals that enables prediction, independent of the underlying specific dynamics, which even can be of smoothed stochastic origin. This has been termed "anticipatory relaxation dynamics" [14]. Therefore, in order to corroborate our hypothesis that NGD and in particular delay-induced NGD plays a role in human motor control, we propose a delayed manual tracking experiment that uses smooth random [14] or otherwise unpredictable [7] signals whose dynamics cannot be learned by subjects. It has been shown that the delay-induced NGD concept is able to predict those signals, too. Such an experiment cannot be described by the entirely deterministic concept of anticipatory synchronization and could demonstrate that humans can predict random, but smooth, signals, as they might be perceived from natural sources, by utilizing NGD.

4.4 Conclusion

The delay-induced NGD model (1) accurately reproduces both trailing and anticipatory target tracking observed in a feedback-delayed manual tracking experiment. These reactive and predictive dynamics appear as two facets of the same physical mechanism, group delay. Group delay is positive for small feedback delay and negative for larger feedback delay, causing reactive and predictive dynamics, respectively.

Although the NGD utilized here is delay-induced, in contrast to most other prediction schemes our model does not require a memory of past signal values, only of past predicted states. This makes it an interesting candidate for modeling other neuronal prediction mechanisms, as the neuronal
network does not have to provide memories of the input signals themselves but only of already internalized states.
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