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Abstract—Trust between humans and multi-agent robotic swarms may be analyzed using human preferences. These preferences are expressed by an individual as a sequence of ordered comparisons between pairs of swarm behaviors. An individual’s preference graph can be formed from this sequence. In addition, swarm behaviors may be mapped to a feature vector space. We formulate a linear optimization problem to locate a trusted behavior in the feature space. Extending to human teams, we define a novel distinctiveness metric using a sparse optimization formulation to cluster similar individuals from a collection of individuals’ labeled pairwise preferences. The case of anonymized unlabeled pairwise preferences is also examined to find the average trusted behavior and minimum covariance bound, providing insights into group cohesion. A user study was conducted, with results suggesting that individuals with similar trust profiles can be clustered to facilitate human-swarm teaming.

I. INTRODUCTION

As teams of robots venture further into home and work settings, interactions between humans and robotic systems will become more common. An important element of these interactions is the notion of human trust, an intuitive belief that the object of trust will help to achieve goals even in uncertain situations [1]. Excessive trust in a system can lead to over-reliance, with potentially negative implications for performance and safety. Conversely, humans with low trust may avoid interacting with the system altogether. It is vital to understand how the design and operation of robotic systems influences human trust perceptions, in order to facilitate more efficient and successful interactions. We therefore focus on learning and predicting human trust in robotic swarms.

Much attention has focused on trust in human-automation interaction, initially in human interactions with industrial machines [1] but later expanding to other settings [2]. Trust in human-robot interaction is an active area of research [3], stemming from scenarios that require a delegation of autonomy (e.g. collaborative lifting, search and rescue). This is particularly salient in human interactions with multi-robot swarms (HSI), as it is difficult for a human to interact with each swarm agent simultaneously. Delegation of autonomy can only happen when the human trusts the swarm sufficiently (regarding proper task execution and safety, among other factors [3]). Conventional approaches to measuring human trust in swarms use a scalar value [4] or multidimensional quantity [3] to represent trust, however the nebulous, idiosyncratic nature of trust may complicate attempts to compare values between individuals and across time. In addition, trust measures may focus on certain characteristics and omit others, prescribing a model of trust that may not suit all participants. For greater comparability when analyzing trust, we may instead focus on human preferences and use preference learning techniques [5]. Inspired by the algorithm presented in [6], we may use preferential reasoning to understand the influence of swarm behaviors on a human observer’s trust level. We can further extend the concept of individual trust to groups [7], thus providing a way of understanding how to team individuals based on similar trust profiles and of analyzing conflicting preferences’ impact on a team’s overall trust dynamic.

We extend concepts developed in [5]–[7] to population based measurements of trust. Our contributions include a distinctiveness metric describing how an individual’s trust towards a swarm differ from others in a population. We determine this metric by analyzing differences in individuals’ trust preferences as perturbations from a common reference, and quantifying the respective divergence for each individual. By selecting those with distinctiveness below a threshold, we may cluster individuals with similar trust preferences. We also consider the concept of group cohesion regarding the distribution of trust preferences when preferences are anonymized and aggregated from a population. To this end, assuming the individual’s optimal trust is drawn from a normal distribution, the unlabeled preference data can yield bounds on the distribution covariance. These in turn can serve as a measure of group cohesion.

The remainder of this paper studies how we may analyze human trust preferences for robotic swarm behaviors and describe a group’s trust preferences by synthesizing individuals’ preferences. We first define key terminology and explain the swarm behaviors considered. In §II we formulate a preference learning system and introduce VALMA for feature vector extraction. We develop a trust preference model for an individual in §III, extending this to a group in IV. Details of a user study feature in §V, and concluding remarks are made in §VI.

Notation: For $x \in \mathbb{R}^n$, we define the 1-norm of a vector $||x||_1 = \sum_{i=1}^{n} |x_i|$ and the 2-norm of a vector $||x||_2 = \sum_{i=1}^{n} |x_i|^2$. The indicator function $1_A(*)$ for a set $A \in \mathbb{R}$ is defined as $1_A(x) = 1$ if $x \in A$ and otherwise equal to 0. The identity matrix $I$ is a diagonal matrix with 1 on the dominant axis and 0 elsewhere. A pair of elements $(x_1^\top, x_2^\top)$ appears uniquely in a sequence set $S$, if and only
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if $x_1^i$ is preferred to $x_2^i$ for all possible set combinations $i = 1, \ldots, p$. A graph $G = (V, S)$ is defined by a vertex set $V$ of cardinality $n$ and an ordered edge set $E \subseteq V \times V$ of cardinality $m$. If an edge exists from vertex $v_j$ to vertex $v_i$ it is expressed as $(v_j, v_i) \in E$. A directed acyclic graph is a graph with no directed cycles. We denote the standard normal cumulative density function as $\Phi(x)$. The function evaluates the probability that the value of a random variable $Y \sim \mathcal{N}(0,1)$ is less than or equal to $x \in (-\infty, \infty)$. Similarly, the normal cumulative density function $\Phi_{\mu,\sigma}(x)$ describes the probability that the value of the random variable $X \sim \mathcal{N}(\mu,\sigma^2)$ is less than or equal to $x$, denoted by $p(X \leq x)$. The cumulative density functions are related by $p(X \leq x) = \Phi_{\mu,\sigma}(x) = \Phi(x-\mu)/\sigma$; the inverse mapping is given by

$$\Phi^{-1}(p(X < x)) = \frac{x-\mu}{\sigma}. \quad (1)$$

## II. Problem Formulation

We seek to formulate a preference learning problem in order to study how a swarm’s behavior might influence a human observer’s trust and, more generally, trust for a group.

### A. Swarm Behaviors

In this work we consider a swarm composed of ground-based robotic vehicles [8]. Each agent’s motion can be represented using unicycle dynamics commanded by a multi-agent controller.

To elicit human trust responses, we have implemented five swarm behaviors using the robotic platform: 1) **cyclic pursuit**, in which agents traverse a circle [9], 2) **herding**, in which agents move from one location to another while maintaining collective cohesion [10], 3) **leader following**, in which a leader moves while trailed by all other agents [11], 4) **square formation**, in which agents relocate to the vertices of a square shape [11], 5) **line formation**, in which the agents relocate to form a line [11]. The respective trajectories are depicted in Figure 1.

### B. Preference Data and Preference Graph

Given a set of $n_b$ swarm behaviors $B$, we wish to collect a set of $m_b$ pairwise comparison preferences $\mathcal{E}_B = \{(v_1^i, v_2^i) | v_1^i, v_2^i \in B, i \in \{1, \ldots, m_b\}\}$ that answer the general question “Comparing these two swarm behaviors, which do you trust more?”, presupposing an individual’s intuitive definition of trust. For the $i^{th}$ comparison, we record the more trusted behavior as $v_1^i$ (the first element in the pair) and the less trusted behavior as $v_2^i$ (the second element).

We may visualize an individual’s pairwise comparison preferences using a preference graph. Consistent preferences may be depicted as acyclic graphs, yielding a partial order over preferences, while inconsistent preferences generate a cyclic graph. For the $k^{th}$ individual, the directed preference graph $\mathcal{G}_k = (V_k, \mathcal{E}_k)$ is defined by a vertex set $V_k \subseteq B$ containing the compared behaviors, and an ordered edge set $\mathcal{E}_k \subseteq V_k \times V_k \subseteq \mathcal{E}_B$ indicating preferences among pairs of vertices. Here, a directed edge $(v_i, v_j) \in \mathcal{E}_k$ from vertex $v_i$ to vertex $v_j$ indicates behavior $v_i$ is preferred to behavior $v_j$. Note there is at most one edge between each vertex in a pair, i.e. we do not consider self-contradictions.

We assume that each preference is labeled as belonging to a given individual when constructing the individual’s directed preference graph. In a wider population for which demographic information cannot be collected, we instead collect anonymized *unlabeled* trust preferences such that we cannot distinguish between individuals. In this case we may define a population preference graph $\mathcal{G} = (\bar{V}, \bar{E}, W)$, with the vertex set $\bar{V} = \bigcup_{k=1}^{n_p} V_k$, the ordered set of edges $\bar{E} \subseteq \bar{E}_B$, and the associated edge weight set $W$. The edge and weight set are formed by enumerating each pairwise preference as $a_{ij} = \frac{\sum_{k=1}^{n_p} \bar{a}_{ij}}{n_p}$ for all $v_i, v_j \in \bar{V}$. The edge set $\bar{E}$ contains the edge $(v_i, v_j)$ if $a_{ij} > 0$ (i.e. $v_i$ is more preferred to $v_j$) or $a_{ij} < 0$ and $i < j$ (i.e. $v_i$ are equally preferred). The associated edge weight element of $W$ is $w_{ij} = a_{ij}/(a_{ij} + a_{ji})$ for the $k^{th}$ preference pair $(v_1^k, v_2^k) = (v_i, v_j)$; these weights capture preference variability among individuals in the population.

We interpret $\mathcal{G}$ as proportional to the average preference of the population, with each vertex in the graph mapped to a preferred preference. The directed weighted edges between vertices indicate the likelihood of the preference transition by the majority of individuals. A partially ordered set of instance preferences can be abstracted from the preference graph and is amenable to an ordinal optimization problem [12]. We instead locate the preference instances within a feature vector space and optimize within this space.

### C. Feature Vector Extraction

As we cannot reason about preferences towards behaviors not already in the graph, we may consider mapping each behavior to a point $x$ in a feature space $\mathcal{X}$. In this work we present individuals with videos of swarm behaviors. We seek to work directly with these stimuli, to capture information about the swarm’s visual appearance and trajectory evolution encoded therein. Manual feature vector extraction from stimuli has
Consider the quadratic trust function
\[ f_k(x) = \|x - \bar{x}_k\|_2, \tag{3} \]
where \( \bar{x}_k \) is a vector in \( \mathcal{X} \) corresponding to optimal trust for individual \( k \). We may estimate this function by considering the preference set as analogous to a set of affine classifications. In feature vector space, this set corresponds to a set of hyperplanes separating the pairs of behavior points with maximal distance to each point.

Given the \( i^{th} \) preference pair \( (x_i^1, x_i^2) \in \mathcal{X} \times \mathcal{X}, \tag{2} \) is equivalent to the halfspace
\[ g_i(x) = a_i^T x - b_i \leq 0, \tag{4} \]
where \( a_i = x_i^2 - x_i^1 \) and \( b_i = a_i^T (x_i^1 + x_i^2)/2 \). The closed halfspace indicates that \( g_i(x) \leq 0 \) (the region of the feature space containing preferred behaviors) is convex but not affine.

B. Preference Polytope

The \( k^{th} \) individual’s preference set can be described by a set of halfspaces (4) in feature vector space, with the \( i^{th} \) hyperspace associated with the preference \( (v_i^1, v_i^2) \in \mathcal{E}_k \). Each preference instance reduces the halfspace of \( \mathcal{X} \), further constraining \( x \). The intersection of the closed halfspaces define a preference polytope, a region of feature vector space associated with greatest preference. The intersection satisfies the system of linear inequalities created by the preferences, and can be represented by the polytope
\[ P_k = \{ x \in \mathcal{X} | a_i^T x \leq b_i, \forall (v_i^1, v_i^2) \in \mathcal{E}_k \}. \tag{5} \]

An example the intersection of eight preference’s corresponding halfspaces is given by the shaded interior region in Figure 3. The preference polytope can be unbounded for small \( |\mathcal{E}_k| \) and poorly distributed preference pairs. The preference polytope can also be empty for cyclic preference graphs and poorly selected embeddings.

The closed region of the polytope \( P_k \) can be used to determine preferred swarm behaviors; this process is often termed preference learning [18]. The polytope \( P_k \) can be built iteratively, with new pairwise comparisons presented to the individual over time. Given the polytope \( P_k(t) \) at sample time \( t \), the addition of the \( i^{th} \) preference at time \( t+1 \) forms the new polytope \( P_k(t+1) = P_k(t) \cap \{ x | g_i(x) \leq 0 \} \).

The strategic presentation of pairwise comparisons to the participant can rapidly reduce the volume of \( P_k(t) \) over time.

C. Finding the Chebyshev Center

As we have insufficient information within a bounded \( P_k \) to find \( \bar{x}_k \) in (3), we may substitute an alternative point in \( \mathcal{X} \). We believe that the Chebyshev center of \( P_k \) is a suitable candidate [6]. The Chebyshev center of \( P_k \) is the center of the largest inscribed ball in \( P_k \), also referred to as the incenter point. A visual interpretation of this is depicted in Figure 3. Let the Chebyshev center \( \bar{x}_c \) lie at the center of the largest possible ball \( B = \{ x_c + u | \|u\|_2 \leq r \} \) inside \( P_k \).
Fig. 3: The Chebyshev center $x_c$ with radius $r$ of the preference polytope $P$.

We may obtain $B$ by maximising $r$. For a weaker constraint, let $B$ lie in the half-space

$$\|u\|_2 \leq r \implies a_i^T (x_c + u) \leq b_i.$$  

The corresponding largest possible ball is given by $\sup \{a_i^T u : \|u\|_2 \leq r \} = r \|a_i\|_2$. Hence the Chebyshev center lies within the halfspace $B \subset P_k$ if and only if $a_i^T x_c + r \|a_i\|_2 \leq b_i$, for all $(v_1^i, v_2^i) \in E_k$. Given the ball radius $r \geq 0$, $x_c$ can be found by solving the optimization

$$(x_c, r) = \arg \max_r \; (x, r), \
\text{s.t.} \; a_i^T x + r \|a_i\|_2 \leq b_i, (v_1^i, v_2^i) \in E_k.$$  

The optimization is a linear program with many algorithms that can reliably and efficiently solve the problem [19]. The resulting $x_c$ can then be used as a proxy to compare individuals’ trust.

IV. TRUST FOR GROUPS

We may analyze the trust preferences of a group of individuals. We first examine the distinctiveness of individuals’ preferences using labeled pairwise preference data and consider the effect of self-contradictory responses. Then considering unlabeled pairwise preferences, we observe properties of the entire group’s preferences. Assuming that the individual’s point of maximal trust is drawn from a normal distribution, we use this to evaluate the cohesion of the group.

A. Labeled Individual Preferences

Given multiple individuals’ respective preferences, we may devise a measure of the individuals’ distinctiveness. The optimal trust value for each individual $k$ is denoted as $x + z^k$ where $x$ is assumed to be a global reference trust measure and $z^k$ the perturbation of individual $k$ away from this reference. If the magnitude of $z^k$ were small for all of the team, the group would exhibit similar trust behaviors. Individual with large $z^k$ would, in turn, have distinctive trust behaviors compared to the group as a whole. Examining the preferences across each individual $k$, the selection problem for their $i^{th}$ preference selection will generate the hyperspace $(a_i^T)^T (x + z^k) \leq b_i^k$. An optimization problem can then be posed to find $x$ with small $\|z^k\|_1$ across all members using

$$(\mathbf{x}, \mathbf{r}) = \arg \min_{x, z} \|z\|_1 \text{ s.t. } (a_i^T)^T (x + z^k) \leq b_i^k, \forall (v_1^i, v_2^i) \in E_k.$$  

The accumulative 1-norm is used here to minimize $z$ due to its sparsiﬁng properties as it promotes sparse solutions with small or even zero $\|z\|_1$ [19]. When $\|z^k\|_1 = 0$, the reference trust measure $x$ will satisfy all of the selection preferences for individual $k$. This subset of individuals will share a non-trivial intersection of their trust polytopes and an additional Chebyshev center selection could be performed to select a trust reference $x_c$ with the characteristics described in §III-C.

B. Unlabeled Population Preferences

We now examine the case where a preference may be expressed multiple times with contradictory responses. Consider the selection of the perturbation $z$ for each individual from a normal distribution $Z \sim N(0, \Sigma)$, where $\Sigma$ is a symmetric positive definite matrix. From (4), the $i^{th}$ selection problem can subsequently be posed as a preferential selection of one choice over the other when the random variable $X_i = g_i(x+z) = a_i^T (x + z) - b_i$ is non-positive; the corresponding distribution is $\mathcal{N}(\mu = a_i^T x - b_i, \sigma^2 = a_i^T \Sigma a_i)$. By applying the inverse distribution mapping (1), the probability of a positive preference selection $p_i = p(X_i \leq 0)$ is then $-\Phi^{-1}(p_i)\sigma = \mu$. Assuming that the covariance of $Z$ is bounded as $0 \leq \Sigma \succeq \alpha^2 I$, then $\sigma \leq \alpha \|a_i\|_2$. For $p_i \geq 0.5$ then $\Phi^{-1}(p_i) \geq 0$ and

$$- \alpha \|a_i\|_2 \Phi^{-1}(p_i) \leq a_i^T x - b_i \leq 0.$$  

Similarly, for $p_i < 0.5$ then

$$0 \leq a_i^T x - b_i \leq -\alpha \|a_i\|_2 \Phi^{-1}(p_i),$$  

such that each preference constrains $x$ to lie in what can be interpreted geometrically as a slab, i.e., a set of the form $\{x \in \mathbb{R}^q | \alpha \leq a^T x \leq \beta \}$ for scalars $\alpha \leq \beta$. With the data sampled from a finite population, the probability $p_i$ is calculated based on a confidence interval $[p_i - \delta, p_i + \delta]$ projected onto the unit interval $[0, 1]$ as $\Delta = [\max(0, p_i - \delta), \min(1, p_i + \delta)]$. Here, $2\delta$ is the width of the confidence interval band and is based on the margin of error calculated from a number of samples. Applying the central limit theorem for the binomial distribution is one approach to calculate the width with $\delta = Z \sqrt{1/n} = Z$ where $Z$ is the Z-score associated with a confidence interval and $n_s$ is the number of samples of the $i^{th}$ preference [20].

We assume that $g_i(x)$ is constructed so that $X_i \leq 0$ for most of the population (i.e., $p_i \geq 0.5$), for example as per §II-B for $\mathcal{G} = (\mathcal{V}, \mathcal{E}, W)$ with $p_i = w_i \in W$. Using the constraints (9) and (10) over $\Delta$, we may find the average trust measure $\mathbf{x}$ and minimum covariance bound $\mathbf{r}$ for the
Similarly, the closer $p_i$ is to $0.5$ (i.e. a split decision on the $i^{th}$ preference among individuals), the narrower the slab.

V. USER STUDY

We have conducted a user study to observe human trust preferences regarding swarm behaviors. In this section we outline our procedure and summarize collected results.

A. Procedure

We pursued an online survey methodology involving filmed videos of the swarm behaviors from §II-A. All participants were over 18 years of age and no demographic information was requested. Forty-three participants responded to the survey, and were not remunerated or otherwise rewarded for survey completion. In the first part, we presented the participant with a video of a swarm executing a leader following behavior (see §II-A). The fourteen questions relating to trust in the swarm are a modified version of the Trust Perception Scale-HRI (TPS-HRI) [3], substituting the word ‘swarm’ for ‘robot’. In the second part, we presented the participant with pairs of swarm behavior videos and collected the participant’s pairwise trust preferences, asking ‘Comparing the two swarms, which do you trust more?’. To avoid priming the participants we did not specify the notion of trust further. The first six pairs of videos covered each combination among the first four of the five behaviors, shown to each participant in the same order. Each participant could repeat the process with four more video pairs, but this was optional to avoid survey fatigue impacting response quality.

Feature Vector Extraction: The feature vectors extracted by VALMA encode sequential dependencies between successive video frames: for a training set of 20 videos, the percentage of dimensions differing between the original video’s feature vector and that of the same video played in reverse lies in the range $[23.1\%, 49.5\%]$. Since the only difference is in the order of video frames presented to VALMA, and given that this has yielded distinct feature vectors, we infer that VALMA can map distinct videos to distinct feature vectors.

B. Results

We proceed to analyze data gathered from the online survey, focusing on the distinctiveness and cohesion of the cohort’s trust preferences. For each participant we have created a preference graph (exemplified by Figure 7(a)) to determine the respective preference polytope. For the subset of participants with bounded preference polytopes, their individual Chebyshev centres could be found. In Figure 4 the aggregated population trust optimum $\bar{x}$ from (8) is compared with the Chebyshev centers for the preference polytopes belonging to a subset of participants. For the same subset of participants, we also compare their distinctiveness $\|z_k\|_1$ with corresponding TPS-HRI trust scores in Figure 6. We observe that participants with distinctiveness $\|z_k\|_1 \leq 0.035$ and a trust score in the range $[42\%, 56.5\%]$ express preferences compatible with the population’s preferences. In contrast, participants with distinctiveness $\|z_k\|_1 > 0.035$ have preferences differing from the population. In Figure 5 we extrapolate the notion of distinctiveness and trust bounds to the whole population. Participants with trust values in the range $[42\%, 56.5\%]$ are associated with low distinctiveness.

Fig. 4: Participant Chebyshev centers $x_c$ compared with the aggregated trust optimum $\bar{x}$.

Fig. 5: Trust scores for participants as measured using TPS-HRI; the shaded region contains participants with distinctiveness $\|z_k\|_1 \leq 0.035$.

Fig. 6: Participant distinctiveness.
from the population’s preferences in Figure 6, hence have similar trust preferences to an average participant in the population. In this way low distinctiveness can become a criterion for selecting teams of participants.

In Figure 7(b) a partial ordering over the swarm behaviors is generated from an aggregation of unlabeled preferences from all participants, and represented as a preference graph $\mathcal{G} = (V, E, W)$ as depicted. We may then use the edge-weighted population preference graph to derive an average trust measure $\bar{\mu} = \bar{x}$ and minimum covariance bound $\sigma \leq \bar{\sigma}$ from (11). In Table I we compare $\mu$ with the aggregated Chebyshev center $\bar{x}$, of the unweighted preference graph $(V, E)$. We observe in Table II that 54.1% of participant’s individual Chebyshev centers lie within the upper bound of one standard deviation $\sigma$ of the mean and 100% lie within $2\sigma$. This matches well the theoretical bounds $p(-s < ||x - \mu||_2 / \sigma < s) = \Phi(s) - \Phi(-s)$ for $s \in \{1, 2\}$, hence the aggregated unlabeled preference data is consistent with the model presented in Figure 7(b). The relatively small distance between the mean and the population’s Chebyshev center, $||\mu - \bar{x}||_2 \leq 0.1\bar{\sigma}$, shows that the population preference graph $\mathcal{G}$ and optimal solution of (11) is representative of the true value of $\bar{x}$. This suggests that we may analyze preference similarity to evaluate a population’s cohesiveness.

VI. CONCLUSIONS

In this work, we have studied a model of human trust in a robotic swarm using preferences. Generating a unique feature vector for each swarm behavior using VALMA, we have embedded the swarm behaviors into a feature space and have formulated a polytope model with a Chebyshev center. Extending our consideration to groups of individuals, we have formulated a new distinctiveness metric to measure individuals’ labeled pairwise trust preferences with respect to a wider population. Aggregating all pairwise trust preferences for a group, we have posed a sparse optimization problem informed by the population’s weighted preference graph. This yields an average trust measure and minimum covariance bound, enabling analysis of the group’s cohesiveness. Results from our user study suggest that individuals with similar trust profiles may be grouped by low distinctiveness.

We anticipate three main areas for future work: measuring steady-state trust preferences in longer-duration interactions, modeling a population’s aggregated trust preferences using explicitly distinct clusters, and identifying an ideal truncation length for feature vectors produced by VALMA.
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